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In this paper, an adaptive edge service placement mechanism based on online learning and a predictive edge service migration method based on factor graph model are proposed to solve the edge computing service placement problem from the edge computing dimension. First, the time series of the development of online chaotic public opinion is a platform for vectorized collection of keyword index trends using the theory of chaotic phase space reconstruction. Secondly, it is necessary to use the main index method to judge whether the time series has the chaotic characteristics of the network public opinion data. The simulation results show that network public opinion is the development characteristic of chaotic time series. Finally, the prediction model is improved by using complex network topology. Through the simulation experiment of network public opinion and chaotic time series, the results show that the improved model has the advantages of accuracy, rapidity, and self-adaptability and can be applied to other fields.

1. Introduction

In recent years, with the rapid development of social economy and science and technology in the world, many new technologies have emerged in the information and communication technology industry. Among them, there are two representative technologies which are widely considered to have a great impetus and far-reaching influence on human economy and society. First, the depth study of the representative as the field of artificial intelligence technology, benefit from the algorithm, calculate force and the progress of data-sets, and so on, obtained the development which progresses by leaps and bounds in recent years, and in the unmanned, e-commerce, financial, and other fields, intelligent household and wisdom deeply changed people’s way of life and improved the production efficiency [1, 2]. The other technology is edge computing technology evolved from traditional cloud computing technology [3]. Compared with cloud computing, edge computing sinks strong computing resources and efficient services to the edge of the network, thus having lower delay, lower bandwidth occupancy, higher energy efficiency, and better privacy protection.

Based on the dimension of AI-enabled edge computing, this paper first proposes an online service placement mechanism based on user adaptive management for the dynamic migration and placement of edge computing services. The mechanism can adapt to complex user behavior and changeable edge network environment through online learning artificial intelligence technology, so as to assist users to make efficient service migration decisions. It then shows how to use the factor graph model, an emerging artificial intelligence technique, to achieve user location prediction to improve the quality of dynamic migration decisions for edge services. The time series representing the development trend information of network public opinion is collected, and Fourier transform is carried out.

The phase space development time series of network public opinion was reconstructed by using CAO method and autocorrelation function method in phase space reconstruction theory, and the prediction model was established by using reconstructed time delay vector and reserve pool neural network. The complex network topology is used to improve and optimize the reserve pool structure of the reserve pool neural network, so as to adapt to the chaotic characteristics
and sensitivity of the development trend of network public opinion. Using intelligent algorithm to optimize the parameters of the new neural network, the problem of determining parameters is transformed into an optimization problem. In the aspect of swarm intelligence, the collaborative mechanism, evolution rule, and operator coupling optimization algorithm were designed, and the chaos initialization process was adopted to increase the population diversity, and the global search ability and local search ability were coordinated. The ability to implement algorithms jumps out of local optimality.

### 2. Related Work

In recent years, the problem of resource allocation in moving edge computing has attracted extensive research attention. Taking the power minimization of mobile devices as the optimization objective, the resource allocation problem of mobile edge computing is studied, and the backhaul capacity limit, interference, and tolerable waiting time are considered [4, 5]. Based on linear programming, an optimal allocation strategy for multiple resources (computing power and wireless bandwidth) is proposed, and performance improvements in system throughput and service delay are demonstrated [6]. The computational unloading formula is transformed into a constrained Markov decision process, which is aimed at minimizing the energy consumption of the user's equipment while meeting the maximum latency requirements of the application [7]. A low-complexity dynamic computing unloading algorithm based on Lyapunov optimization was proposed to optimize the task execution time [8, 9]. A heuristic algorithm is proposed to divide the computing tasks of users to minimize the average completion time of all users [10]. The computational unload decision is designed to optimize the time and energy consumption of the whole system by taking physical resource block allocation and computational resource allocation as optimization problems. However, none of these algorithms can well solve the problem of resource allocation in complex scenarios [11]. This paper studies the differences between network media and traditional media and clarifies its development advantages and approaches [12]. This paper starts from the concept of network public opinion to distinguish the boundaries of public opinion and discusses how the general will, that is, the will of all people, is generated on the basis of public will and private will. This paper makes a comparative analysis of the generalities related to public opinion and discusses the interaction and influence among public opinion, government policies, and media organizations [13]. By using a two-dimensional rectangular grid to abstract represent the real interpersonal network, the dynamic process of public opinion evolves within its grid space structure, and the evolution process of network public opinion is represented by simulating the interaction of opinions among adjacent vertices at a constant rate. This model is called the opinion exchange model [14]. A theoretical framework is constructed to discuss the conditions under which the common opinions among members are affected by the society over time, the formation of network contact methods defined by the environment, and the attributes of individual agents and time-related factors, as well as the influence of joint effect on the dissemination of public opinion [15]. Ignore the costs of resource is put forward to maximize the expected utility of fully rational decision makers the best decisions, puts forward a thermodynamic inspired the standardization of the limited rational decision, with limited rational decision problems can describe famous variational principle and reflect the thinking of the people in the spread of public opinion and decision, from another aspect to think [16] individual Internet users to the dissemination of public opinion or not. Starting from the two dimensions of political participation, interaction, and democratic supervision of the subjects of online public opinion, the influence of online public opinion on online democracy is theoretically analyzed and studied [17, 18]. From the perspective of mastering the initiative of online public opinion, this paper puts forward that if we want to grasp the law correctly, we need to collect and analyze the online public opinion scientifically to master the initiative of online public opinion, so as to guide the online public opinion correctly. It is believed that the main body of online public opinion is the Internet users, and the correct grasp of the main body characteristics of Internet users can better understand the transmission law, so the study of the main body characteristics of Internet public opinion is completed by analyzing the concept and connotation of Internet users [19, 20].

On the basis of the existing public opinion in China, by analyzing the influencing factors of online public opinion in emergencies, the concept of the number of people who know the information on the Internet is introduced to describe the influence of online public opinion, and a differential equation model of the evolution law of online public opinion in emergencies is established [21, 22]. To the spread of the network public opinion after the process as the research object, analyses of the main factors that influence the impact of network public opinion spread link, using system dynamics simulation method simulation evolution law of network public opinion spread, through qualitative and quantitative analyses, show that to improve the government credibility, the government social service efficiency can effectively reduce the degree of spread of public opinion [23]. In a word, researchers at home and abroad have conducted in-depth studies on the basic theory, supporting technology and evolution mechanism of online public opinion. Qualitative research methods are mainly used to analyze the evolution process of online public opinion from related fields such as sociology, psychology, and communication to elaborate its evolution law [24, 25]. The quantitative research methods mainly include cellular automata model, system dynamics method, social network analysis method, and statistical analysis method [26–28]. From different angles and disciplines, the network public opinion is discussed and studied. Optimization algorithm and neural network methods include the development trend of network public opinion prediction analysis method. Because the time series of the development trend of network public opinion is complex and nonlinear, the traditional statistical method for prediction has certain limitations, so it is necessary to adopt a new method to forecast the highly nonlinear time series of network public opinion.
3. Research Framework of Network Early Warning and Prediction Based on Edge Computing and Artificial Intelligence New Paradigm

3.1. Optimization Framework. Based on the idea of artificial intelligence-enabled edge computing, aiming at the dynamic migration and placement of edge computing services, a user adaptive management online service placement mechanism is introduced. This mechanism uses artificial intelligence to integrate the new artificial intelligence paradigm and adaptively learns the complex user behavior and the changeable edge network environment, so as to assist users to make efficient service migration decisions. As Figure 1 shows, EdGent’s optimization logic is divided into three phases: the offline training phase, the online optimization phase, and the collaborative inference phase.

The above based on edge server and the depth of the new paradigm to study artificial intelligence model inference framework design train of thought is as follows: in the offline phase, training well meets the demand of task branch network, at the same time as the branch network layer neural network training is different in the regression model, to gauge neural network layer on the edge of the server and the terminal equipment run time delay. In the online optimization stage, the regression model will be used to find the exit points and model segmentation points that meet the task delay requirements. In the collaborative inference phase, the edge server and the end device will run the deep learning model according to the resulting scenario.

3.1.1. Offline Training Stage. In the offline training phase, EdGent needs to perform the following two initialization operations: to analyze the performance of edge servers and terminal devices and to generate a regression model-based delay estimation model for different types of deep learning model network layers (such as convolution layer and pooling layer). In estimating the network layer of the runtime latency, on each layer of the network layer of the Edgent modeling, modeling rather than on the depth of the learning model, the time delay of different network layer is by its own independent variables (such as the size of the input data and output data size; based on each layer of the independent variable, it can establish regression model and estimate the time delay of each layer of network layer. The branch network model with multiple exit points is trained to simplify the model. Here, the author adopts the Branchynet branch network structure. Under the Branchynet structure, a branch network with multiple exit points can be designed and trained to generate. It is important to note that performance analysis depends on the device (such as mobile phones, VR headsets, and smart watch when the different equipment to run the same deep learning model the performance of different), and deep learning model depends on the application (for example, different computer vision applications such as object recognition and classification of the depth of the corresponding learning model), so in a given deep learning applications and devices (that is, the finite edge server and terminal equipment), under the condition of the above two initialization in the offline phase needs to be done only once.

3.1.2. Online Optimization Stage. The main work of this stage is to find the exit points and model segmentation points in the branch network that meet the time delay requirements by using the regression model of off-line training. In order to maximize the accuracy of the scheme, in this stage, the author starts from the branch with the highest accuracy and iteratively finds out the exit points and segmentation points that meet the requirements. In this process, EdGent measures the network bandwidth of the link between the current mobile terminal and the edge server in real time to estimate the data transfer latency between the mobile terminal and the edge server. EdGent then traversed the different split points on each network branch from large to small in size and estimated the end-to-end delay and model accuracy for the selected branch network and the split points based on the current network bandwidth and different network layer computing times. After traversal of all branch networks and shard points, EdGent outputs the combination with maximum accuracy of all network branch and shard point combinations that meet the delay requirements.

3.1.3. Collaborative Inference Stage. In the collaborative inference stage, the edge server and the mobile terminal carry out collaborative inference on the deep learning model according to the optimal network branch and segmentation point combination output in the online optimization stage. Experiments have shown that EdGent performs well in improving the real-time performance of deep learning applications, enabling high-precision model reasoning under different computational latency requirements.

3.2. Adaptive Edge Computing Based on Online Learning and New Paradigm Algorithm of Artificial Intelligence. Based on the dimension of edge computing enabled by artificial intelligence, this paper proposes a network early warning and prediction mechanism for user adaptive management in order to solve the problem of network early warning and prediction of edge computing services. The mechanism can adapt to complex user behavior and changeable edge network environment through online learning artificial intelligence technology, so as to assist users to make efficient network early warning and prediction decisions, how to use factor graph model to realize user location prediction so as to improve the quality of edge network early warning and prediction decision.

The establishment of service placement policy is usually related to user behavior characteristics and network environment. Among them, the behavior characteristics mainly include the user’s mobility model, the type of request service, and personal preference, and the network environment mainly includes the resources available in the edge network and the transmission bandwidth between nodes and other factors.

In order to measure the user service quality in the edge network effectively, we study the user-perceived delay and the cost of service migration. User perceptible delay is considered from two aspects: computing delay and communication
delay. The computing delay mainly depends on the amount of request service data to be processed and the available computing resources to place the node, such as the speed of the CPU. Communication delay is mainly composed of the user’s current access delay and transmission delay. The access delay mainly depends on the location of the current user and the state of the edge router. In general, to reduce communication power consumption, users will choose to connect with the nearest edge router. The transmission delay is related to the network state (such as the bandwidth between edge nodes) and the network distance. The additional operating costs (such as bandwidth utilization) caused by service migration mainly depend on the node selection at the previous and current time. Thus, the user’s service quality can be described.

\[
\chi_1 C_1 (\pi_1) + \chi_2 C_2 (\pi_2x_2) + \chi_3 S(\pi_3).
\]

If the user behavior characteristics and network state of the future long-term time \(T\) can be accurately predicted, then the offline optimal strategy for long-term service can be obtained through dynamic programming method. However, in the actual environment, it is difficult to accurately predict the above users and network information. At the same time, for each decision moment, due to the lack of understanding of network environment parameters, users will consume additional communication costs to collect system information.

At the end of this time segment, the user gets a quality-of-service representation of the placement policy. At the same time, the adaptive management mechanism will use all the information within the time segment to update the user behavior characteristics and the potential relationship between placement strategy and service quality performance, that is, the network parameters of service placement strategy. The specific algorithm is as follows.

The validity of the proposed framework is verified by simulating the random driving of the network warning test in the edge network. Figure 2 records the service quality performance of the adaptive edge service placement mechanism based on online learning under different time segments and compares it with the theoretical optimal placement strategy under known long-term total information. It can be seen from the results that, with the increase of time, the proposed mechanism keeps approaching the optimal placement strategy, which indicates that the strategy formulation can be effectively optimized through online learning.

### 4. Research on Predictive Control Model of Network Public Opinion Based on New Paradigm of Edge Computing Artificial Intelligence

In the evolution process of network public opinion, the change of opinion and attitude and the diffusion of information complement each other, and they promote the evolution and development of network public opinion events together through the synergistic effect. In the evolution process of public opinion, the aggregation of opinions is closely related to the dissemination of public opinion information. Therefore, this paper conducts research on this basis, considers the two branches at the same time, studies their complex nonlinear evolutionary blending process, and analyzes their characteristic rules.

On the Internet, netizens should first be informed of public opinion information. When the public opinion information is obtained, it exchanges opinions with the neighborhood netizens. If the individual state is unknown, that is, he has not heard of the public opinion, then he has no attitude towards the public opinion, as a neutral attitude processing. When an individual never knows the state of public opinion into the state of public opinion, then the individual has his own attitude value towards public opinion events, and the attitude value is jointly affected by neighborhood individuals. In the process of constantly learning and paying attention to
Initialize compute nodes in the network, corresponding user characteristics, network estimation parameters, and their cumulative context.

For each time segment $t = 1, 2, ..., T$, do the following.

According to the network parameters of node $i$, combined with the current user characteristics $B(t)$, the corresponding cost is evaluated according to Thompson sampling.

The computing node with the least estimated cost is selected as the current service placement strategy, and the corresponding QoS performance is received at the end of the time segment.

Update and select the corresponding user characteristics of the compute node and its network estimation parameters.

**Algorithm 1**: New paradigm algorithm for adaptive artificial intelligence based on edge computing.

The evolution of the public opinion event, the attitude value and awareness of individual netizens are also changing and revising constantly. The individual netizen is taken as a node, and the neighborhood netizen group is composed of nodes that are bordered to the node.

Due to the complexity and redundancy of Internet information, the degree of understanding of individual nodes of Internet users to online public opinion information is set as the degree of knowledge, denoted by $R$. Individual netizens have different understanding processes of public opinion information, which will affect netizens’ opinions and attitudes towards public opinion events. If the whole picture of the network public opinion events is well understood, the individual will have a higher coefficient of firmness towards the public opinion. In the process of continuous communication, the more we know about the event, the more likely we are to change our attitude according to the information we know. However, due to the different educational level and personality of each netizen, his firmness to public opinion information is also different, and the firmness coefficient is expressed as $Q$. At the same time, taking into account the influence of the neighborhood netizens on the individual node, in real life, people who are close to each other are more feasible to the information transmitted by each other, while people who are far from each other are not so strong to the information transmitted by each other, including their attitudes. The degree of influence of neighborhood individuals on the netizens of this node is set as neighborhood coefficient, which is represented by $P$. The neighborhood coefficient is determined by the distance of psychological distance and is expressed as follows:

$$P_{ij} = \frac{k}{P_{ij}}. \quad (2)$$

To sum up, the attitude state of the netizen node towards public opinion information at time $t$ is expressed by $S$,

$$S_t(i) = F(P, R, Q, S_{t-1}(i)) \quad (3)$$

The above formula indicates that the state of the node at the next moment is composed of the synergistic effect of the current state, knowledge, firmness coefficient, and neighborhood influence, and its specific relationship is

$$S_{t+1}(i) = R_tQ_tS(i) + (1 - q_t)\sum_j R_jP_{ij}M_{ij}S_j(i) \quad (4)$$

With the occurrence of public opinion events, people’s concern for public opinion events will decrease with the passage of time, that is to say, netizens’ memory effect on events has a certain timeliness, and the memory effect coefficient is denoted as $M$. Therefore, considering the evolution law of online public opinion under the effect of memory effect, we can write

$$S_{t+1}(i) = R_tQ_tS(i) + (1 - q_t)\sum_j R_jP_{ij}M_{ij}S_j(i) \quad (5)$$

**Accuracy**

$$\text{Accuracy} = \frac{TP}{TP + FN + FP + FN'} \quad (6)$$

**Precision**

$$\text{Precision} = \frac{TP}{TP + FP} \quad (7)$$

**Recall**

$$\text{Recall} = \frac{TP}{TP + FN} \quad (8)$$

$$F1 = \frac{2 \cdot TP}{2 \cdot TP + FP + FN} \quad (9)$$
Firstly, according to the NW small-world model construction algorithm, the NW small-world network composed of $N$ nodes is established, where $N$ is 2000, and the reconnect probabilities are 0.1, 0.2, 0.3, and 0.4, respectively. The network structure parameters are shown in Table 1. Each node represents an individual netizen and is influenced by the nodes to which it has an edge. Then, dynamic evolution rules are used to simulate the changing trend of network public opinion.

The architecture of the network public opinion prediction system firstly captures the public opinion data from the Internet through the network crawler based on heuristic search. After the operation of data filtering, cleaning, and interference removal, text clustering is carried out, and the clustering method based on hierarchical topic tree is adopted. After clustering, the network public opinion data becomes cluster distribution, and then, the hot topic is acquired. Find hot topics from a variety of topics. The approach is based on topic attention techniques. Then, data aggregation is carried out to make the data become a discrete data series based on time series. The combined prediction method combining grey theory and weighted Markov is used to forecast the data. Use forecast data to support decision-making. The specific architecture is shown in Figure 3.

**Table 1: NW network structure parameters.**

| Probability $p$ | Mean path length | Clustering coefficient | Average degree |
|-----------------|------------------|------------------------|----------------|
| 0.1             | 1.8094           | 0.1906                 | 190.58         |
| 0.2             | 1.6395           | 0.3602                 | 360.426        |
| 0.3             | 1.4891           | 0.5105                 | 510.214        |
| 0.4             | 1.3576           | 0.6423                 | 641.654        |

**Figure 3: Architecture of network public opinion prediction system.**

**Step 1.** Build a network crawler based on heuristic search to capture, remove impurities, and store network data.

**Step 2.** Divide the topic domain, then use the method of automatic threshold calculation to establish a hierarchical topic tree, conduct hierarchical clustering analysis, and evaluate the clustering quality with purity and $F$ value.

**Step 3.** Calculate the media attention and public attention. Based on the given proportion balance factor $X$, calculate the comprehensive attention, and then determine and capture the hot spots. Then, the data aggregation software is used to generate discrete time series.

**Step 4.** Establish a GM (1,1) model for prediction and use the prediction results to establish Markov prediction. Finally, the predicted values are stored for decision support.

In order to make accurate location prediction, features of multiple dimensions are extracted from users’ historical information, such as time, location, network status, and social frequency characteristics at different moments, and are effectively integrated into a unified framework by using factor graphs. Among them, the time feature for users from the timestamp time information (such as specific moments, weekday, or weekend), frequency of social characteristics is to the user in the period of all kinds of social behavior characteristics (such as release tweets, refresh forward tweet, tweet, preview multimedia video, and multimedia video watching) separately calculated frequency data, and network status characteristics is to point to the current status of network users. Deep learning model inferences optimization framework based on edge and terminal collaboration. As Figure 4 shows, EdGent’s optimization logic is divided into three phases: the offline training phase, the online optimization phase, and the collaborative inference phase.

The convergence of the new paradigm algorithm of edge computing and artificial intelligence in optimizing average service delay and average energy consumption is evaluated, respectively. Among them, the number of edge servers is set as 5 and the number of mobile devices is set as 115. The computing power of edge servers has two settings under the two...
optimization goals, respectively, 12.86 GHz and 19.24 GHz. As shown in Figure 5, the average service delay dropped sharply over the first 7000 iterations and then stabilized. As can be seen from Figure 6, when the number of iterations reaches 5000, the average energy consumption begins to decline at a slower rate. As the training iteration goes on, the new paradigm algorithm of edge computing fusion artificial intelligence will converge quickly. It can be seen from the two subgraphs that the computing power of the edge server has little effect on the convergence speed of the new paradigm algorithm of edge computing fusion artificial intelligence. The number of iterations was set to 4600 to balance performance and complexity.

4.1. Experimental Design. Although edge computing can solve the problem of limited user resources and excessive delay in cloud computing, the service coverage of edge nodes is small, and the movement of users will have a great impact on the service quality. As shown in Figure 7, when a user moves from one edge node servant region to another node
servant region, it is necessary to consider whether to perform service migration to ensure satisfactory service quality.

On the one hand, users can choose to continue to allow the service to be processed in the original edge nodes, and the continuity of the service can be guaranteed through the data transmission between edge nodes. On the other hand, users can opt for service migration to reduce end-to-end latency. The former may cause a large transmission delay due to a long network distance, while the latter introduces additional overhead caused by service migration. Due to the personalized needs of users at the same time, the different service types and migration are increasing the difficulty of service place, such as the application of lightweight users tend to be more local processing, users tend to be more computationally intensive application cloud server processing, computationally intensive, and delay the application of the sensitive user more inclined to edge server processing. Therefore, an adaptive edge service placement mechanism based on online learning is proposed, which can effectively balance the trade-off between delay and migration cost.

Discrete time series of 30-day relevant data of a hot topic on the network after pretreatment is shown in Table 2.

| Time | Postteaching | Time | Postteaching | Time | Postteaching |
|------|--------------|------|--------------|------|--------------|
| 1    | 5            | 5    | 203          | 9    | 345          |
| 2    | 67           | 6    | 223          | 10   | 456          |
| 3    | 146          | 7    | 256          | 11   | 567          |
| 4    | 175          | 8    | 278          | 12   | 768          |

5. Results and Analysis

Select “two sessions” as a key word statistics of a total of 124 days of search index as the development trend of online public opinion data for analysis. Time series data of 124 components were divided into training samples and prediction data samples. Among them, the first 94 data are used as training sample data, and the last 30 values are used as prediction data. The prediction experiment was conducted on the time series of network public opinion, and the experimental results are shown in Figure 7.

It can be seen from Figure 8 that the reserve pool neural network is effective in predicting the time series of network public opinion.

Assuming that the proportion of the initial informed people before the public opinion is not widely disseminated is 0.1, the proportion of the people with neutral attitude to the informed people is always 0. In $L$, the firm coefficient is 0.5, and the propagation probability is 0.6, and the linearly increasing dynamic memory effect coefficient $M$ is adopted, and the evolution times is 20, simulation experiment on the evolution of public opinion under different initial states of informed people. The result is shown in Figure 9.
It is assumed that static leadership coefficient $L = 0.1 : 0.3 : 1.0$ and linearly increasing dynamic leadership coefficient are adopted. The probability of small-world network connection is 0.1, and leaders show a positive attitude towards public opinion events, assuming their attitude value is 1. The number of evolutions is 50, and the other parameters are set in accordance with the above. Simulation experiments on the evolution of public opinion of informed people in different initial states are conducted. The result is shown in Figure 10.

The evolution times were set as 50, and the proportion of informed people was 0.1, among which the proportion of approving people to informed people was 0.3, the proportion of opposing people was 0.6, the certainty coefficient was 0.5, and the propagation probability was 0.5. Linear increasing dynamic memory effect coefficient and dynamic opinion leader coefficient were used to simulate it, and the experimental results are shown in Figures 11(a) and 11(b).

This paper proposes a more practical public opinion communication model. It is assumed that each user does not fully believe or adopt the views of his friends when communicating with his neighbors, but accepts the views of his friends with probability. Therefore, the probability of user interaction is introduced. Theoretical analysis and numerical simulation show that the proportion of people with different opinions in a grid network always maintains a stable level, and only for a certain probability can different opinions in a random network coexist; otherwise, all people will hold the same opinion. The study of population proportion model
finds that the proportion of people holding various opinions in the grid network is related to the proportion of people in X and Y at the initial state, but has nothing to do with the communication probability. The existence of special parameters for a particular network can also make the system reach the equilibrium state.

6. Conclusion

From the perspective of edge computing and artificial intelligence-enabled edge computing, this paper introduces the adaptive edge service placement mechanism based on online learning and the edge service migration method based on location prediction, aiming at the dynamic service migration problem caused by the large-scale and high-density deployment of edge nodes. In the future, edge intelligence, as a new paradigm for edge computing and artificial intelligence to enable each other, will give rise to a large number of innovative research opportunities and has a wide range of application prospects in many fields such as intelligent Internet of Things, intelligent manufacturing, and smart city. First, introduce edge fusion calculation for reserve pool of artificial intelligence neural network topology structure improvement; secondly, borrow 2 norm regularization models to complete the network weight method, and then, use mixed collaborative evolutionary algorithm to optimize network model parameters, to establish the forecast model of improvement, and use it to network public opinion trend research. The improved prediction model is applied to chaotic time series prediction, and the superiority and effectiveness of the improved model are further verified and analyzed.
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