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Abstract
A row co-isometry is a family \((V_i)_{i=0}^{N-1}\) of operators on a Hilbert space, subject to the relation
\[
\sum_{i=0}^{N-1} V_i V_i^* = I.
\]

As shown in Bratteli et al. (J Oper Theory, 43, 97–143, 2000), row co-isometries appear as compressions of representations of Cuntz algebras. In this paper we will present some general constructions of Parseval frames for Hilbert spaces, obtained by iterating the operators \(V_i\) on a finite set of vectors. The constructions are based on random walks on finite graphs. As applications of our constructions we obtain Parseval Fourier bases on self-affine measures and Parseval Walsh bases on the interval.
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1 Introduction

Structured bases appear in harmonic analysis, operator theory, and approximation theory, among other areas. The classical example of a structure basis is an exponential (Fourier) basis, which gives rise to Fourier series expansions. A probability measure $\mu$ on $\mathbb{R}^d$ is spectral if there exists a sequence of exponential functions that form an orthonormal basis for $L^2(\mu)$. Lebesgue measure on the unit (hyper-)cube is spectral; remarkably, Jorgensen and Pedersen initially showed that there are fractal measures which are spectral [26]. Wavelet bases [8] are another ubiquitous class of structured bases. These arise from the action of a system of unitary operators on $L^2(\mathbb{R})$—dilations and translations [12]—that encode natural operations on the latent space. Wavelets, however, lead a double existence between $L^2(\mathbb{R})$ and $\ell^2(\mathbb{Z})$, as elucidated by Mallat [27]. Wavelet bases in $\ell^2(\mathbb{Z})$ are generated by the iterated action of a finite number of (co-)isometries. These co-isometries give rise to a notion of scale in $\ell^2(\mathbb{Z})$, and the corresponding scale decomposition is referred to as the cascade algorithm.

In the case of wavelet bases, the co-isometries $\{S_i^*\}$ satisfy what are now known as the Cuntz relations:

$$\sum_{i=0}^{N-1} S_i S_i^* = I, \quad S_j^* S_i = \delta_{j,i} I$$

These relations were in fact observed by engineers—albeit without a precise mathematical formulation—in the first half of the twentieth century. Cuntz is credited with the discovery and thorough study of the algebras generated by such systems of co-isometries and the associate representation theory of those algebras [7]. The role played by the Cuntz algebras in wavelet theory was described in the work of Bratteli and Jorgensen [1–4]. Orthonormal wavelet bases (ONB) are constructed from various choices of quadrature mirror filters (e.g. see [8]). These filters are in one-to-one correspondence with certain representations of a Cuntz algebra.

The Cuntz relations give an elegant way to understand the geometry of cascade algorithms (for example the Discrete Wavelet Transform). The first identity is used to decompose a vector $v$ into a “cascade” of bits $S_i^* v$, where $i$ indexes from 0 to $N - 1$. Recovery of $v$ is obtained through the same identity: apply each $S_i$ to the bits and sum it all up. The second relation (orthogonality of operators) tells us that bit interference/overlapping is avoided.

In [13] new examples of orthonormal bases and also classic ones were found to be generated by Cuntz algebra representations. More precisely, a multitude of ONBs such as Fourier bases on fractals, Walsh bases on the unit interval, and piecewise exponential bases on the middle-third Cantor set can be gathered under the umbrella of Cuntz algebra representations. Moreover, in [14] a connection between the ONB property and irreducibility of a Cuntz algebra representation was made in the particular case of Walsh systems.

However, orthonormal bases are sometimes too restrictive—for example, not all measures are spectral [26], and orthogonal wavelets may lack certain desirable properties [8]. Non-
orthogonal expansions given by frames were introduced by Duffin and Schaffer [18] and popularized by [9]. A Parseval frame for a Hilbert space $H$ is a family of vectors $\{e_i\}_{i \in I}$ such that
\[
\|v\|^2 = \sum_{i \in I} |\langle v, e_i \rangle|^2, \quad (v \in H).
\]
Parseval frames arise naturally as images of orthonormal bases under a co-isometry; notably, by the Naimark dilation theorem, all Parseval frames have this form [22].

One of our main motivations and applications comes from the harmonic analysis of fractal measures. The study of orthogonal Fourier series on fractal measures began with the paper [26], in connection with the Fuglede conjecture [21]. Jorgensen and Pedersen proved that, for the Cantor measure $\mu_4$ on the Cantor set $C_4$ with scale 4 and digits 0 and 2, the set of exponential functions
\[
\left\{ e^{2\pi i \lambda x} : \lambda = \sum_{k=0}^{n} 4^k l_k, n \in \mathbb{N}, l_k \in \{0, 1\} \right\},
\]
is an orthonormal basis of $L^2(\mu_4)$. Many more examples of spectral measures have been constructed since, see, e.g., [10, 11, 29]. For the classical middle-third Cantor measure, Jorgensen and Pedersen proved that this construction is not possible [26, Section 6], so that measure is not spectral. Strichartz [29] posed the natural question of whether this measure has a frame of exponential functions. This question is still open! Non-orthogonal (but non-frame) Fourier series expansions for the middle-third Cantor measure were constructed in [24].

Motivated by Strichartz’s question, in [28], weighted Fourier Frames were obtained for the Cantor $C_4$ set by making the set bigger, then constructing a basis for the bigger set, and then projecting the basis onto the Cantor set. Using the same dilation technique, in [16, 17], a multitude of Parseval frames of weighted exponential functions and generalized Walsh bases were constructed for self-affine measures and for the unit interval. These constructions lead naturally to reconsidering the Cuntz relations, noting that only the first relation is needed to reconstruct a signal originally decomposed by a cascade algorithm. In such a set-up the operators $(S_i)_{i=0}^N$ are called row co-isometries.

In this paper we continue with the philosophy first emphasized in [22]—that frames are compressions of orthogonal bases—by considering compressions of Cuntz algebras. Indeed, one key idea is a dilation result from [5] (Theorem 2.3 in the next section) which allows one to extend a representation of a row co-isometry (which lacks the orthogonality constraints) to a “genuine” Cuntz algebra representation. We extend this philosophy to the pair Parseval frame, row co-isometries. By doing so, we will present a general framework for the construction of Parseval frames and orthonormal bases from row co-isometries, a framework which includes both of the following settings: (i) Fourier bases on self-affine measures and (ii) Walsh bases on the interval. We show that the new results are effective and can capture and unify previously obtained examples of Parseval frames and ONBs.

In Sect. 2 we include some definitions and notations; in Sect. 3 we state the main results; in Sect. 4, we present the proofs and some related results, and in Sect. 5 we apply the theory to various classes of examples.
2 Preliminaries and notations

Definition 2.1 Let \( H \) be a Hilbert space. A family of \( N \) bounded operators \( \{ S_i \}_{i=0}^{N-1} \) on \( H \) that satisfy the relations

\[
\sum_{i=0}^{N-1} S_i S_i^* = I_H, \quad S_i^* S_i = \delta_{i,j} I, \quad (i, j \in \{0, \ldots, N-1\})
\]

is called a family of Cuntz isometries, or a a representation of the Cuntz algebra \( \mathcal{O}_N \).

Note that the second relation implies that the operators are isometries with orthogonal ranges, and the first relation implies that the sum of the ranges add up to the whole space.

Such a representation is called irreducible if the only operators \( A \) on \( H \), that commute with \( S_i \) and \( S_i^* \), i.e., \( A S_i = S_i A \), \( A S_i^* = S_i^* A \), for all \( i \in \{0, \ldots, N-1\} \), are multiples of the identity \( A = c I_H \), for some \( c \in \mathbb{C} \). Equivalently, a representation is irreducible if and only if the only closed subspaces \( K \) of \( H \) which are invariant for the representation, i.e., \( S_i K \subseteq K \), \( S_i^* K \subseteq K \), for all \( i \in \{0, \ldots, N-1\} \), are \( K = \{0\} \) and \( K = H \).

For a closed subspace \( K \) of \( H \) we will denote by \( P_K \) the orthogonal projection onto \( K \).

Definition 2.2 Let \( H \) be a Hilbert space. A family of vectors \( \{ e_i : i \in I \} \) in \( H \) is called a frame, if there exist constants \( A, B > 0 \), called the frame bounds such that

\[
A \| v \|^2 \leq \sum_{i \in I} | \langle v, e_i \rangle |^2 \leq B \| v \|^2, \quad \text{for all } v \in H.
\]

The family of vectors is called a Parseval frame if the frame bounds are equal to 1, \( A = B = 1 \).

Theorem 2.3 [5, Theorem 5.1] Let \( K \) be a Hilbert space, and let \( V_0, \ldots, V_{N-1} \) be bounded operators satisfying

\[
\sum_{i=0}^{N-1} V_i V_i^* = I_K \quad (2.1)
\]

Then \( K \) can be embedded into a larger Hilbert space \( H \) carrying a representation \( S_0, \ldots, S_{N-1} \) of the Cuntz algebra \( \mathcal{O}_N \) such that \( K \) is cyclic for the representation, and if \( P_K : H \to K \) is the projection onto \( K \) we have

\[
S_i^* (K) \subseteq K, \quad \text{and} \quad V_i^* P_K = S_i^* P_K = P_K S_i^* P_K, \quad \text{so} \quad P_K S_i P_K = P_K S_i |_K,
\]

\[
V_i = P_K S_i |_K. \quad (2.2)
\]

The system \( (H, S_i, P_K) \) is unique up to unitary equivalence, and if \( \sigma : \mathcal{B}(K) \to \mathcal{B}(K) \) is defined by

\[
\sigma(A) := \sum_{i=0}^{N-1} V_i A V_i^*,
\]

then the commutant \( \{S_i, i = 0, \ldots, N-1\}' \) is isometrically order isomorphic to the fixed point set \( \mathcal{B}(K)_{\sigma} = \{ A \in \mathcal{B}(K) | \sigma(A) = A \} \), by the map \( A \mapsto P_K A P_K \).

Definition 2.4 Let \( K \) be a Hilbert space, \( N \geq 2 \) an integer, and \( V_i \) some bounded operators on \( K \), \( i = 0, 1, \ldots, N-1 \). We say that \( (K, V_i)_{i=0}^{N-1} \) is a row co-isometry if

\[
\sum_{i=0}^{N-1} V_i V_i^* = I_K.
\]
Definition 2.5. The data in Theorem 2.3 will be referred to as the Cuntz dilation \((H, S_i)_{i=0}^{N-1}\) corresponding to the row co-isometry \((K, V_i)_{i=0}^{N-1}\).

Definition 2.6. Let \(\emptyset\) denote the empty word. Let \(\Omega\) be the set of all finite words with digits in \(\{0, \ldots, N-1\}\), including the empty word. For \(\omega \in \Omega\), we denote by \(|\omega|\) the length of \(\omega\).

For a word \(\omega := \omega_1 \ldots \omega_n \in \Omega\), we will denote by \(V_\omega := V_{\omega_1} \ldots V_{\omega_n}\) and similarly for \(S_\omega\). Also \(V_\emptyset = I\) and \(S_\emptyset = I\).

Definition 2.7. Let \((K, V_i)_{i=0}^{N-1}\) be a row co-isometry. Let \(K_0\) be a closed subspace of \(K\). Suppose the following conditions are satisfied:

(i) \(V_i^* K_0 \subseteq K_0\) for all \(i \in \{0, \ldots, N-1\}\).

(ii) There exists an orthonormal basis \((e_c)_{c \in M}\) for \(K_0\), with \(M\) finite, some maps \(v_i : M \to \mathbb{C}\), \(g_i : M \to M\), \(i \in \{0, \ldots, N-1\}\) such that \(V_i^* e_c = v_i(c) e_{g_i(c)}\), for all \(i \in \{0, \ldots, N-1\}\) and \(c \in M\).

(iii) The maps \(g_i\) are one-to-one whenever the transitions are possible, in the sense that, for all \(i \in \{0, \ldots, N-1\}\) and all \(c_1, c_2 \in M\) such that \(v_i(c_1) \neq 0\) and \(v_i(c_2) \neq 0\), if \(g_i(c_1) = g_i(c_2)\) then \(c_1 = c_2\).

Then we say that \((V_i)_{i=0}^{N-1}\) acts on \(K_0\) as a random walk on the graph \((M, \{g_i\}, \{v_i\})\). \(M\) is the set of vertices, the maps \(g_i\) indicate an edge with label \(i\), from a vertex \(c \in M\) to the vertex \(g_i(c)\), and \(v_i(c)\) represents a weight for this edge, more precisely \(|v_i(c)|^2\) is a probability of transition from \(c\) to \(g_i(c)\) along this edge.

Indeed, since \(\sum_{i=0}^{N-1} |V_i^* e_{c} - V_i^* e_{c'}|^2 = ||e_{c'}||^2\), it follows that \(\sum_{i=0}^{N-1} |v_i(c)|^2 = 1\).

Note that if there are exactly two distinct \(i, i' \in \{0, \ldots, N-1\}\) such that \(g_i(c) = g_{i'}(c)\), then the total probability of transition from \(c\) to \(g_i(c)\) is \(|v_i(c)|^2 + |v_{i'}(c)|^2\). We will use the convention that when we say “the probability of transition from \(c\) to \(g_i(c)\),” we mean the probability of transition from \(c\) to \(g_i(c)\) (only) through \(i\), that is, \(|v_i(c)|^2\).

- If, for any \(c_1, c_2 \in M\), there exists \(\omega = \omega_1 \ldots \omega_n \in \Omega\) such that \(g_{\omega}(c_1) := g_{\omega_n} \circ g_{\omega_{n-1}} \circ \cdots \circ g_{\omega_1}(c_1) = c_2\) and \(v_{\omega}(c_1) := v_{\omega_1}(c_1) v_{\omega_2}(g_{\omega_1}(c_1)) \cdots v_{\omega_n}(g_{\omega_{n-1}} \cdots g_{\omega_1}(c_1)) \neq 0\), then we say that the random walk is irreducible. In other words, one can reach \(c_2\) from \(c_1\) through \(\omega\) with positive probability \(|v_{\omega}(c_1)|^2\).
- We say that \((V_i)_{i=0}^{N-1}\) is simple on \(K_0\) if the only operators \(T : K_0 \to K_0\) with

\[
P_{K_0} \left( \sum_{i=0}^{N-1} V_i T V_i^* \right) P_{K_0} = T
\]

are \(T = \lambda I_{K_0}\), \(\lambda \in \mathbb{C}\); recall that \(P_{K_0}\) denotes the orthogonal projection onto the subspace \(K_0\).

- If, for any \(c \in M\) and \(i \in \{0, \ldots, N-1\}\), we have \(V_i(e_{g_i(c)}) = \overline{v_i(c)} e_{c}\), whenever \(v_i(c) \neq 0\), we say that \(\{V_i\}\) is reversing on the random walk.
- If, for any \(c_1 \neq c_2 \in M\), there exists \(n\) such that, for all \(\omega \in \Omega\) with \(|\omega| \geq n\), we have \(v_{\omega}(c_1) = 0\) or \(v_{\omega}(c_2) = 0\), then we say that the random walk is separating.
- A word \(\beta = \beta_0 \ldots \beta_{p-1} \in \Omega\), \(\beta \neq \emptyset\), is called a cycle word for \(c \in M\), if \(g_\beta(c) = c\), and \(g_{\beta_k} g_{\beta_{k-1}} \ldots g_{\beta_0}(c) \neq c\) for \(0 \leq k < p-1\) and \(v_\beta(c) \neq 0\). The points \(g_{\beta_k} g_{\beta_{k-1}} \ldots g_{\beta_0}(c)\), \(k = 0, \ldots, p-1\) are called cycle points.
- A word \(\beta \in \Omega\) is called a loop for \(c \in M\) if \(\beta = \emptyset\), or \(g_\beta(c) = c\) and \(v_\beta(c) \neq 0\). Note that any loop \(\beta \neq \emptyset\) is of the form \(\beta = \beta_1 \ldots \beta_p\), for some cycle words \(\beta_1, \ldots, \beta_p\) for \(c\).
In Sect. 5, we give several examples of such co-isometries, which include Fourier series on fractal measures, Walsh bases, and a combination of the two.

**Definition 2.8** Let \( X = (X, d) \) be a complete metric space. A map \( g : X \to X \) is called a \textit{contraction}, if there exists a constant \( 0 < c < 1 \), such that
\[
d(g(x), g(y)) \leq cd(x, y), \quad \text{for all } x, y \in X.
\]

An \textit{iterated function system (IFS)} is a finite family of contractions \( \{g_i\}_{i=0}^{N-1} \) on \( X \). By [23, Section 3], given an iterated function system \( \{g_i\}_{i=0}^{N-1} \) on \( X \), there exists a unique closed bounded set \( X_0 \) such that
\[
X_0 = \bigcup_{i=0}^{N-1} g_i(X_0).
\]
Furthermore \( X_0 \) is compact. \( X_0 \) is called the \textit{attractor} of the iterated function system.

### 3 Main results

Structured bases regularly arise as the orbit under the action of a system of isometries applied to a collection of vectors. Since frames are compressions of orthonormal bases, structured frames might analogously arise under the action of a system of co-isometries. In the case of row co-isometries, the question of whether their action generates a frame depends on the action of the co-isometries themselves as well as the structure of their Cuntz dilation. We describe sufficient conditions under which frames are generated by row co-isometries in our main results, Theorems 3.1 and 3.6.

**Theorem 3.1** Let \((K, V_i)_{i=0}^{N-1}\) be a row co-isometry and let \((H, S_i)_{i=0}^{N-1}\) be its Cuntz dilation. Suppose there is a subspace \( K_0 \) of \( K \) such that \( \{V_i\} \) acts on \( K_0 \) as an irreducible random walk \((M, \{g_i\}, \{\nu_i\})\) with orthonormal basis \((e_c)_{c \in M}\). Assume in addition that \( \{V_i\} \) is simple on \( K_0 \).

Fix a point \( c \in M \). Define
\[
\Omega_{c}^{(0)} := \{ \omega \in \Omega : \omega \text{ does not end in a cycle word for } c \}.
\]
(In particular, \( \emptyset \in \Omega_{c}^{(0)} \).)

For \( n \geq 1 \), define \( \Omega_{c}^{(n)} \) to be the set of words that end in exactly \( n \) cycle words for \( c \), i.e., words \( \omega \in \Omega \) of the form \( \omega = \omega_0\beta_1 \ldots \beta_n, \omega_0 \in \Omega_{c}^{(0)}, \beta_1, \ldots, \beta_n \) cycle words for \( c \).

Let
\[
E_{c}^{(n)} := \{ S_{\omega}e_c : \omega \in \Omega_{c}^{(n)} \}, \quad H_{c}^{(n)} := \text{span} E_{c}^{(n)}, \quad (n \geq 0).
\]

Then
(a) \( E_{c}^{(n)} \) is an orthonormal basis for \( H_{c}^{(n)} \), for all \( n \geq 0 \).
(b) \( H_{c}^{(n)} \subseteq H_{c}^{(n+1)} \) for all \( n \geq 0 \).
(c) \( \bigcup_{n \geq 0} E_{c}^{(n)} = \{ S_{\omega}e_c : \omega \in \Omega \} \).
(d) Let \( V := \text{span} \{ S_{\omega}e_c : \omega \in \Omega \} = \bigcup_{n \geq 0} H_{c}^{(n)} \). Then \( V \) is invariant for the Cuntz representation \( \{S_i\} \). Also \( (V, S_i|_V)_{i=0}^{N-1} \) is the Cuntz dilation of the row co-isometry \((K_0, P_{K_0}V_iP_{K_0})_{i=0}^{N-1} \) and it is irreducible.
In addition, the following statements are equivalent

(i) \( \text{span}\{S_\omega e_c : \omega \in \Omega\} = H \).
(ii) The Cuntz representation \((H, S_i)_{i=0}^{N-1}\) is irreducible.
(iii) The only operators \(T : K \to K\) with
\[
\sum_{i=0}^{N-1} V_i T V_i^* = T,
\]
are \(T = \lambda I_K, \lambda \in \mathbb{C}\).

If \(\{V_i\}\) is reversing, then we also have:

(e) For all \(n \geq 0\) and all \(v \in K\),
\[
\left\| P_{H^{(n)}} v \right\|^2 = \sum_{\omega \in \Omega^{(0)}} |\langle V_{\omega 0} e_c, v \rangle|^2 = \left\| P_{H^{(0)}} v \right\|^2 = \| P v \|^2.
\]

(3.1)

and the previous statements are equivalent to

(iv) \(\{V_\omega e_c : \omega \in \Omega^{(0)}\}\) is a Parseval frame for \(K\).

For the second part of the paper, we will impose some extra conditions on the co-isometry \((K, V_i)_{i=0}^{N-1}\).

**Assumption 3.2** Let \((K, V_i)_{i=0}^{N-1}\) be a row co-isometry. We make the following assumptions

There exists a continuous map \(e : T \to K\) from a complete metric space \(T\), such that
\[
\text{span}\{e(t) : t \in T\} = K, \text{ and } \|e_i\| = 1 \text{ for all } t \in T.
\]

For any \(i \in \{0, \ldots, N-1\}\),
\[
\text{and } t \in T, V_i^* e_t = v_i(t) e_{g_i(t)}, \text{ for some } v_i(t) \in \mathbb{C} \text{ and } g_i(t) \in T.
\]

where \(e_t := e(t)\).

The maps \(g_i\) are contractions. (3.4)

Under these assumptions, one can define a random walk on the set \(T\), where the transition from \(t\) to \(g_i(t)\) is given probability \(|v_i(t)|^2\). Note that,
\[
1 = \|e_t\|^2 = \sum_{i=0}^{N-1} \langle V_i^* e_t, V_i^* e_t \rangle = \sum_{i=0}^{N-1} |v_i(t)|^2 \langle e_t, e_t \rangle = \sum_{i=0}^{N-1} |v_i(t)|^2.
\]

An important role in the study of the Cuntz dilation associated to the co-isometry \(\{V_i\}\) and the Parseval frames generated by it, is played by the minimal invariant sets associated to this random walk. We define these and more here.

**Definition 3.3** For a point \(t \in T\), and \(i \in \{0, \ldots, N-1\}\), we say that the transition \(t \to g_i(t)\) is possible through \(i\) if \(v_i(t) \neq 0\). We also write \(t \overset{i}{\to} g_i(t)\) or \(t \to g_i(t)\).

**Remark 3.4** Note that if \(t' = g_i(t) = g_{i'}(t)\), the transition from \(t \to t'\) may be possible through either \(i\) or \(i'\). We will make the convention that if we write \(t \to g_i(t)\) is possible”, we mean “\(t \to g_i(t)\) is possible through \(i\),” to distinguish the paths along \(i\) and \(i'\).
Given a word $\omega = \omega_1 \ldots \omega_n$, we define $g_\omega = g_{\omega_n} \circ \cdots \circ g_{\omega_1}$. We say that the transition $t \to g_\omega(t)$ is possible (in several steps) through $\omega$, if all the transitions $t \to g_{\omega_1}(t) \to g_{\omega_2}g_{\omega_1}(t) \to \cdots \to g_{\omega_n} \cdots g_{\omega_1}(t)$ are possible.

We define

$$v_\omega(t) = v_{\omega_1}(t)v_{\omega_2}(g_{\omega_1}(t)) \cdots v_{\omega_n}(g_{\omega_n-1} \cdots g_{\omega_1}(t)).$$

$|v_\omega(t)|^2$ is the probability of transition from $t$ to $g_\omega(t)$ through $\omega$ (passing through $g_{\omega_1}(t)$, $g_{\omega_2}g_{\omega_1}(t)$, $\ldots$, $g_{\omega_n} \cdots g_{\omega_1}(t)$).

Note that the transition $t \to g_\omega(t)$ is possible in several steps, if and only if $v_\omega(t) \neq 0$.

A subset $M$ of $T$ is called invariant, if, for all $t \in M$ and $i \in \{0, \ldots, N-1\}$, if the transition $t \to g_i(t)$ is possible, then $g_i(t)$ is in $M$. We define the orbit of $t \in T$ to be

$$O(t) = \{ t' \in T : \text{There exists } \omega \in \Omega \text{ such that the transition } t \to g_\omega(t) = t' \text{ is possible } \}.$$

A closed invariant subset $M$ of $T$ is minimal if there does not exist any proper closed invariant subset of $M$. Equivalently, as in Lemma 4.23, $M = \overline{O(x_0)}$ for any $x_0 \in M$.

Given an invariant set $M$, we define the subspaces $K(M)$ of $K$ and $H(M)$ of $H$ by

$$K(M) = \text{span}\{e_t : t \in M\},$$

$$H(M) = \text{span}\{S_\omega e_t : t \in M, \omega \in \Omega\}.$$

**Theorem 3.5** Suppose that the assumptions (3.2)–(3.4) hold. Then there are finitely many minimal compact invariant sets. If $M_1, \ldots, M_p$ is the complete list of minimal compact invariant sets, then the spaces $K(M_j)$ are invariant for $V_i^*$, $i = 0, \ldots, N-1$ and the spaces $H(M_j)$ are invariant for the representation $(S_j)_{i=0}^{N-1}$. The spaces $H(M_j)$ are mutually orthogonal and

$$\bigoplus_{j=1}^p H(M_j) = H.$$

The sub-representations $(S_j)_{i=0}^{N-1}$ on $H(M_j)$, $j = 1, \ldots, p$ are irreducible and disjoint. (Recall that two representations $(H, S_j)$, $(H', S_j')$ are called disjoint if there is no non-zero intertwining operator $W : H \to H'$, $WS_j = S_j'W$, $WS_j^* = S_j'^*W$ for all $i$.)

**Theorem 3.6** Assume in addition that the maps $\{g_i\}$ are one-to-one and that all the minimal compact invariant sets are finite. Pick a point $c_j$ in $M_j$ for every $j = 1, \ldots, p$. Then $\{V_i\}$ acts as an irreducible, separating random walk $(M_j, [g_i|_{M_j}], \{V_i|_{M_j}\})$ on the spaces $K(M_j)$. If $\{V_i\}$ is reversing on each $K(M_j)$, then $\{V_{\omega_0}e_{c_j} : \omega \in \Omega_{c_j}^{(0)}, j = 1, \ldots, p-1\}$ is a Parseval frame for $K$.

## 4 Proofs

**Proof of Theorem 3.1.** We begin with a general lemma which shows that projections of iterations of the Cuntz dilation isometries are the corresponding iterations of the row co-isometries.

**Lemma 4.1** Let $(H, S_j)_{i=0}^{N-1}$ be the Cuntz dilation of the system $(K, V_i)_{i=0}^{N-1}$, and $P_K : H \to K$ the projection onto $K$. For $\omega \in \Omega$,

$$V_\omega(k) = P_K S_\omega(k) \text{ for all } k \in K$$

(4.1)
Proof Let \( \omega = \omega_1 \omega_2 \) and \( k \in K \). Using (2.2) and \( P_K S_k(k) \in K \), we have
\[
V_{\omega_1} V_{\omega_2}(k) = V_{\omega_1} P_K S_{\omega_2}(k) = P_K S_{\omega_1} P_K S_{\omega_2}(k) = P_K S_{\omega_1} S_{\omega_2}(k)
\]
By induction, (4.1) follows.

We will also need the next general result which shows when the vectors \( S_{\omega} v \) are orthogonal.

**Lemma 4.2** If \((H, S_1)\) are Cuntz algebras, \( v, v' \in H \), \( \omega, \omega' \in \Omega \) and \( \{ S_{\omega} v, S_{\omega'} v' \} \neq 0 \), then \( \omega \) is a prefix of \( \omega' \) or vice-versa, i.e., there exists a word \( \beta \in \Omega \) such that \( \omega = \omega' \beta \) or \( \omega = \omega' \).

**Proof** Let \( n = |\omega|, n' = |\omega'| \). If there exists \( k \) such that \( \omega_k \neq \omega'_k \) then take the smallest such \( k \), and we have
\[
\{ S_{\omega_1 \cdots \omega_{k-1} \omega_k \cdots \omega_n} v, S_{\omega_1 \cdots \omega_{k-1} \omega'_k \cdots \omega'_{n'}} v' \} = 0.
\]
This is impossible, therefore \( \omega \) is a prefix of \( \omega' \) or vice-versa.

To prove item (a) in the theorem, we will use the next Lemma:

**Lemma 4.3** If \( \omega_1, \omega_2 \in \Omega \) and \( \{ S_{\omega_1} e_c, S_{\omega_2} e_c \} \neq 0 \), then there exists a loop \( \beta \) for \( c \) such that \( \omega_1 = \omega_2 \beta \) or \( \omega_2 = \omega_1 \beta \).

**Proof** First, an easy computation shows that, for \( c \in M \) and \( \omega \in \Omega \),
\[
V_{\omega}^* e_c = S_{\omega}^* e_c = v_{\omega}(c) e_{g_{\omega}(c)}.
\]
By Lemma 4.2, either \( \omega_1 = \omega_2 \beta \) or \( \omega_2 = \omega_1 \beta \in \Omega \). Assume the first. We prove that \( \beta \) is a loop. We have
\[
0 \neq \{ S_{\omega_1} e_c, S_{\omega_2} e_c \} = \{ S_{\omega_2} \beta e_c, S_{\omega_2} e_c \} = \{ S_{\beta} e_c, e_c \} = \{ e_c, S_{\beta}^* e_c \} = v_\beta(c) \{ e_c, e_{g_{\beta}(c)} \}.
\]
This implies that \( g_{\beta}(c) = c \) and \( v_\beta(c) \neq 0 \) so \( \beta \) is a loop for \( c \).

**Lemma 4.4** Suppose \( \omega_1 \beta_1 = \omega_2 \beta_2 \) for some cycle words \( \beta_1 \) and \( \beta_2 \) for \( c \) and some words \( \omega_1 \) and \( \omega_2 \); then \( \beta_1 = \beta_2 \) and \( \omega_1 = \omega_2 \). Also, every word can be written uniquely as \( \omega \beta_1 \beta_2 \cdots \beta_n \) for some cycle words \( \beta_1, \ldots, \beta_n \) for \( c \), \( n \) could be 0 and some word \( \omega_0 \in \Omega_c^{(0)} \).

**Proof** Suppose \( |\beta_1| > |\beta_2| \). Then, if we read the words \( \omega_1 \beta_1 = \omega_2 \beta_2 \) from the right, we see that \( \beta_1 = \gamma \beta_2 \) for some non-empty word \( \gamma \). We have \( g_{\beta_2}(c) = c = g_{\beta_1}(c) = g_{\beta_2}(g_{\gamma}(c)) \). Since all these transitions are possible and the maps \( g_i \) are one-to-one in this case, it follows that \( g_{\gamma}(c) = c \), but this contradicts the fact that \( \beta_1 \) is a cycle word for \( c \). Thus \( \beta_1 = \beta_2 \) and \( \omega_1 = \omega_2 \).

Now take an arbitrary word \( \omega \). If it does not end in a cycle word, it is in \( \Omega_c^{(0)} \). If it ends in a cycle word, by the previous statement, it can be written uniquely as \( \omega = \omega_1 \beta_1 \), with \( \beta_1 \) cycle word. Repeat for \( \omega_1 \) and use induction, to obtain the last statement in the lemma.

See Remark 4.5, where we point out why the condition that the maps \( g_i \) are injective is important in this context.

Now take \( \omega_1 \neq \omega_2 \) in \( \Omega_c^{(n)} \) for some \( n \geq 0 \). If \( \{ S_{\omega_1} e_c, S_{\omega_2} e_c \} \neq 0 \) then, with Lemma 4.3, there exists a loop \( \beta \neq 0 \) such that \( \omega_2 = \omega_1 \beta \) or \( \omega_1 = \omega_2 \beta \). Assume that \( \omega_1 = \omega_2 \beta \). Since \( \beta \) is a loop, \( \beta \neq 0 \), we have that \( \beta = \beta_1 \cdots \beta_p \) for some cycle words \( \beta_1, \ldots, \beta_p \) for \( c \). Since \( \omega_2 \) ends in \( n \) cycle words for \( c \), it follows that \( \omega_1 = \omega_2 \beta \) ends in \( n + p \) cycle words for \( c \), which, by Lemma 4.4, is impossible since \( \omega_1 \in \Omega_c^{(n)} \). This shows that \( \mathcal{E}_c^{(n)} \) is an orthonormal basis for \( H_c^{(n)} \).

 Springer
Remark 4.5 The condition that the maps $g_i$ be one-to-one when the transitions are possible is important in Lemma 4.4, and to guarantee that the vectors $S_\omega e_c$ with $e_c$ in $\Omega_c^{(n)}$ are orthogonal. Indeed, if we do not assume this condition, it is possible that a word ends both in a cycle word for $c$ and in two cycle words for $c$. Consider

$$V_0^* := \begin{bmatrix} \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ 0 & 0 \end{bmatrix}, \quad V_1^* := \begin{bmatrix} 0 & 0 \\ \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} \end{bmatrix}.$$  

A simple check shows that $(V_0, V_1)$ is a row co-isometry on $\mathbb{C}^2$, and if $\{e_1, e_2\}$ is the standard basis for $\mathbb{C}^2$, then, this co-isometry acts as a random walk on $M = \{1, 2\}$, with $g_0(1) = 1$, $g_0(2) = 1$, $g_1(1) = 2$, $g_1(2) = 2$, $v_0(1) = \frac{1}{\sqrt{2}}$, $v_0(2) = \frac{1}{\sqrt{2}}$, $v_1(1) = \frac{1}{\sqrt{2}}$, $v_1(2) = -\frac{1}{\sqrt{2}}$.

The random walk is clearly irreducible and, if $T = \begin{bmatrix} T_{11} & T_{12} \\ T_{21} & T_{22} \end{bmatrix}$ with $T = V_0 V_0^* + V_1 V_1^*$, we obtain that $T = \frac{1}{2}(T_{11} + T_{22})I_2$, so the co-isometry is simple on $\mathbb{C}^2$.

Note that both 0 and 10 are cycle words for $c := 1 \in M$. Therefore the word $\omega = 1010$ ends the cycle word 0 for $c$, since 1, 01 and 101 are not cycle words for $c$. At the same time $\omega$ ends in two cycle words for $c$, $\omega = (10)(10)$.

(b) We will need some key lemmas.

Lemma 4.6 Define the random walk/Markov chain $X_n$, $n \geq 0$ on $M$ by

$$\text{Prob}(X_n = g_i(t) | X_{n-1} = t) = |\nu_i(t)|^2, \quad (t \in M).$$

Then

$$\text{Prob}(X_n = g_{\omega_n} \ldots g_{\omega_1}(t), X_{n-1} = g_{\omega_n-1} \ldots g_{\omega_1}(t), \ldots, X_1 = g_{\omega_1}(t) | X_0 = t) = |\nu_{\omega_1 \ldots \omega_n}(t)|^2.$$

Also the random walk is recurrent.

Proof The first equality follows from a simple computation.

Since $M$ is finite and the random walk is irreducible by hypothesis (see Definition 2.7), the random walk is also recurrent (see, e.g., [19, Theorem 6.4.4] or [20, Section XV.6]). \qed

Definition 4.7 Let $t, c \in M$ and $\omega \in \Omega$, $\omega = \omega_1 \ldots \omega_n \neq \emptyset$. We say that $g_\omega(t) = c$ for the first time if $g_\omega(t) = c$, $\nu_\omega(t) \neq 0$, and $g_{\omega_k \ldots \omega_1}(t) \neq c$ for $1 \leq k < n$. In particular, if $t = c$ and $\omega \neq \emptyset$, then $g_\omega(t) = c$ for the first time if and only if $\omega$ is a cycle word for $c$.

Lemma 4.8 Let $t, c \in M$. Then

$$\sum_{g_\omega(t) = c \text{ for the first time}} |\nu_\omega(t)|^2 = 1.$$  \hspace{1cm} (4.3)
Proof By Lemma 4.6, the random walk on \( M \) is recurrent, so \( \text{Prob}(X \text{ ever enters } c|X_0 = t) = 1 \). But

\[
* \text{Prob}(X \text{ ever enters } c|X_0 = t) = \sum_{n=1}^{\infty} * \text{Prob}(X_n = c, X_{n-1} \neq c, \ldots, X_1 \neq c|X_0 = t)
\]

\[
= \sum_{n=1}^{\infty} \sum_{\omega = \omega_1 \ldots \omega_n} * \text{Prob}(X_n = g\omega_n \ldots g\omega_1(t)) = c, X_k = g\omega_k \ldots g\omega_1(t) \neq c \text{ for } 1 \leq k < n|X_0 = t)
\]

\[
= \sum_{g\omega(t) = c \text{ for the first time}} |v_\omega(t)|^2.
\]

\( \square \)

Lemma 4.9 Let \( t, c \in M \). Then

\[
e_t = \sum_{g\omega(t) = c \text{ for the first time}} v_\omega(t)S_{\omega}e_c.
\]

Proof Using the Cuntz relations, and that \( S_i^*e_x = v_i(x)e_{g_i(x)} \) for all \( i = 0, \ldots, N - 1 \) and \( x \in \mathcal{T} \), we have

\[
e_t = \sum_{\omega_1 = 0}^{N-1} S_{\omega_1}^* S_{\omega_1} e_t = \sum_{\omega_1} v_{\omega_1}(t)S_{\omega_1}e_{g_{\omega_1}(t)} = \sum_{\omega_1; g_{\omega_1}(t) = c} v_{\omega_1}(t)S_{\omega_1}e_c
\]

\[
+ \sum_{\omega_1; g_{\omega_1}(t) \neq c} v_{\omega_1}(t)S_{\omega_1}e_{g_{\omega_1}(t)}
\]

\[
= \sum_{\omega_1; g_{\omega_1}(t) = c} v_{\omega_1}(t)S_{\omega_1}e_c + \sum_{\omega_1; g_{\omega_1}(t) \neq c} v_{\omega_1}(t)\sum_{\omega_2} S_{\omega_1}S_{\omega_2}S_{\omega_2}^*e_{g_{\omega_1}(t)}
\]

\[
= \sum_{\omega_1; g_{\omega_1}(t) = c} v_{\omega_1}(t)S_{\omega_1}e_c + \sum_{\omega_1; g_{\omega_1}(t) \neq c} v_{\omega_1}(t)S_{\omega_1}e_{c}
\]

\[
+ \sum_{\omega_1; g_{\omega_1}(t) \neq c, g_{\omega_1}(t) \neq c} v_{\omega_1}(t)S_{\omega_1}e_{g_{\omega_1}(t)}
\]

Continuing, by induction we get, for \( n \in \mathbb{N} \),

\[
e_t = \sum_{1 \leq |\omega| \leq n, g_{\omega}(t) = c \text{ for the first time}} v_{\omega}(t)S_{\omega}e_c + \sum_{|\omega| = n, g_{\omega}(t) \neq c \text{ for any } 1 \leq k \leq n} v_{\omega}(t)S_{\omega}e_{g_{\omega}(t)} \quad (4.4)
\]

Note that if we take two different \( \omega_1, \omega_2 \) that appear in the first sum, then one can not be the prefix of the other, by the definition of “\( g_{\omega}(t) = c \) for the first time”. Also if \( \omega_1 \) appears in the first sum, and \( \omega_2 \) appears in the second, then \( \omega_1 \) is not a prefix of \( \omega_2 \) because \( g_{\omega_1}(t) = c \). Using Lemma 4.2, it follows that all the terms in the first sum are mutually orthogonal, and they are orthogonal to all the terms in the second sum. Denote the second sum by \( A_n \). Since the norms are equal, we get

\[
1 = \sum_{1 \leq |\omega| \leq n, g_{\omega}(t) = c \text{ for the first time}} |v_{\omega}(t)|^2 + \|A_n\|^2. \quad (4.5)
\]
From Lemma 4.8,
\[
\lim_{n \to \infty} \sum_{1 \leq |\omega| \leq n, g_\omega(t) = c} |v_\omega(t)|^2 = 1,
\]
therefore \( A_n \to 0 \) and this proves the lemma. \( \square \)

Let \( n \geq 0 \) and \( \omega \in \Omega_c^{(n)} \), then with Lemma 4.9
\[
S_\omega e_c = S_\omega \left( \sum_{\beta \text{ cycle word for } c} v_\beta(c) S_\beta e_c \right) = \sum_{\beta} v_\beta(c) S_\omega \beta e_c.
\]
But \( \omega \beta \in \Omega_c^{(n+1)} \) so \( S_\omega e_c \in H_c^{(n+1)} \). Thus \( H_c^{(n)} \subseteq H_c^{(n+1)} \). (c) is trivial. (d) Using Lemma 4.9, it follows that, for every \( t \in M, e_1 \in V \), thus \( K_0 \subseteq V \). Clearly \( V \) is invariant for all the operators \( S_i \). To see that it is also invariant for the operators \( S_i^* \), let \( \omega \in \Omega \). If \( \omega = \omega_1 \ldots \omega_n \neq \emptyset \), then \( S_i^* S_\omega e_c = \delta_{i,0} S_{\omega_2 \ldots \omega_n} e_c \in V \). If \( \omega = \emptyset \), then \( S_i^* S_\omega e_c = v_i(c) e_{\gamma(c)} \in V \), according to the previous argument. Thus \( V \) is invariant for the Cuntz representation and it contains \( K_0 \).

Since \( K_0 \) is invariant for all \( V_i^* \), we have \( PK_0 V_i^* PK_0 = V_i^* PK_0 \) and \( PK_0 V_i PK_0 = PK_0 V_i \). Let \( W_i := PK_0 V_i PK_0 \). Then
\[
\sum_{i=0}^{N-1} W_i W_i^* = P_{K_0}.
\]

Since \( \{ S_\omega e_c : \omega \in \Omega \} \) spans \( V \) it follows that \( K_0 \) is cyclic for the representation \( \{ S_i \} \). Thus \( (V, S_i | V)_{i=0}^{N-1} \) is the Cuntz dilation of the row co-isometry \( (K_0, W_i)_{i=0}^{N-1} \). By Theorem 2.3, it follows that the Cuntz representation \( (V, S_i | V)_{i=0}^{N-1} \) is irreducible, since \( \{ V_i \} \) is simple on \( K_0 \).

(e) We assume now that \( \{ V_i \} \) is reversing. If \( \omega \in \Omega_c^{(n)} \), then \( \omega = \omega_0 \beta_1 \ldots \beta_n \), with \( \omega_0 \in \Omega_c^{(0)} \) and \( \beta_1, \ldots, \beta_n \) cycle words for \( c \).

If \( \beta \) is a cycle word for \( c \), then \( V_\beta e_c = V_\beta e_{\tau_\beta(c)} = \tau_\beta(c) e_c \). So
\[
V_\omega e_c = V_{\omega_0} V_{\beta_1} \ldots V_{\beta_n} e_c = \tau_{\beta_n} (c) \tau_{\beta_{n-1}} (c) \ldots \tau_{\beta_1} (c) V_{\omega_0} e_c.
\]

Let \( v \in K \). Then, with (a), we have
\[
\left\| P_{H_c^{(n)}} v \right\|^2 = \sum_{\omega \in \Omega_c^{(n)}} |\langle S_\omega e_c, v \rangle|^2 = \sum_{\omega \in \Omega_c^{(n)}} |\langle P_K S_\omega e_c, v \rangle|^2 = \sum_{\omega \in \Omega_c^{(n)}} |\langle V_\omega e_c, v \rangle|^2
\]
\[
= \sum_{\omega_0 \in \Omega_c^{(0)}} \sum_{\beta_1 \ldots \beta_n \text{ cycle words for } c} |\langle V_{\omega_0} \beta_1 \ldots \beta_n e_c, v \rangle|^2
\]
\[
= \sum_{\omega_0 \in \Omega_c^{(0)}} \sum_{\beta_1, \ldots, \beta_n} |v_{\beta_1} (c)|^2 \ldots |v_{\beta_n} (c)|^2 \left| \langle V_{\omega_0} e_c, v \rangle \right|^2.
\]

But \( \sum_{\beta_i \text{ cycle word for } c} |v_{\beta_i} (c)|^2 = 1 \), by Lemma 4.8, so we obtain
\[
\left\| P_{H_c^{(n)}} v \right\|^2 = \sum_{\omega \in \Omega_c^{(0)}} |\langle V_{\omega_0} e_c, v \rangle|^2 = \left\| P_{H_c^{(0)}} v \right\|^2.
\]
But, with (b), we obtain
\[ \| P_V v \|^2 = \lim_{n \to \infty} \| P_{H_i^{(n)}} v \|^2 = \| P_{H_i^{(0)}} v \|^2. \]

Next we prove the equivalences.

(i)⇒(ii). If (i) holds, then \( H = V \) and (ii) follows from (d).

(ii)⇒(i). We know from (d) that \( V \) is invariant for the representation \( \{ S_i \} \). Since this is irreducible, we must have \( V = H \) which implies (i).

(ii)⇔(iii). Follows from Theorem 2.3.

Assume now that \( \{ V_i \} \) is reversing.

(i)⇒(iv). Follows from (e), since if \( v \in K \), then \( v \in H = V \).

(iv)⇒(i). For this last implication we prove first the following

**Lemma 4.10** Suppose \( V \) and \( K \) are closed subspaces of the Hilbert space \( H \) and suppose \( \{ e_i | i \in I \} \) is an orthonormal basis for \( V \). Then \( \{ P_K e_i : i \in I \} \) is a Parseval frame for \( K \) if and only if \( K \subseteq V \).

**Proof** The sufficiency is well known. Indeed, if \( v \in K \subseteq V \), then \( \| v \|^2 = \sum \| \langle v, e_i \rangle \|^2 = \sum \| P_K v, e_i \|^2 \)

Assume now \( \{ P_K e_i : i \in I \} \) is a Parseval frame for \( K \). Let \( k \in K \). Then, since \( \{ e_i : i \in I \} \) is an orthonormal basis for \( V \), we have
\[ \| P_V k \|^2 = \sum_{i \in I} \| \langle k, e_i \rangle \|^2 = \sum_{i \in I} \| P_k k, e_i \|^2 = \sum_{i \in I} \| k, P_K e_i \|^2 = \| k \|^2. \]

The last equality holds because \( \{ P_K e_i | i \in I \} \) is a Parseval frame for \( K \). But this implies that \( P_V k = k \) so \( k \in V \). As \( k \) was arbitrary in \( K \), it follows that \( K \subseteq V \).

With Lemma 4.1 we have \( P_K S_{\omega} e_c = V_{\omega} e_c \) for all \( \omega \in \Omega_c^{(0)} \). Then, with Lemma 4.10, we get that \( K \subseteq H_c^{(0)} \subseteq V = \overline{\text{span}} \{ S_{\omega} e_c : \omega \in \Omega_c^{(0)} \} \). \( V \) is invariant for the representation \( \{ S_i \} \) therefore we obtain that \( K \) is also cyclic for the representation \( \{ V, S_i | V \}_{i=0}^{N-1} \) and clearly invariant for all \( S^{*}_i \). Therefore \( (V, S_i | V)_{i=0}^{N-1} \) is the Cuntz dilation of the row co-isometry \( (K, V_i)_{i=0}^{N-1} \). By the uniqueness in Theorem 2.3, it must be isomorphic to the representation \( (H, S_i | H)_{i=0}^{N-1} \). By (d), the Cuntz representation on \( V \) is irreducible, so (ii) follows. With an earlier implication this yields (i).

**Proposition 4.11** Let \( (K, V_i)_{i=0}^{N-1} \) be a row co-isometry which acts on the subspace \( K_0 \) as a random walk \( (M, \{ g_i \}, \{ v_i \}) \) which is irreducible and separating. Then \( \{ V_i \} \) is simple on \( K_0 \).

**Proof** Let \( T \) be as in (2.3). Since \( K_0 \) is invariant for \( V_i^* \), we have \( P_{K_0} V_i P_{K_0} = P_{K_0} V_i \), iterating (2.3) we obtain, for all \( n \in \mathbb{N} \),
\[ \sum_{|\omega|=n} P_{K_0} V_{\omega} T V_{\omega}^* P_{K_0} = T \quad (4.6) \]

Then, take \( c_1 \neq c_2 \) in \( M \). Since the random walk is separating if we take \( n \) large enough, we have that, for any \( \omega \in \Omega \) with \( |\omega| = n \), either \( \nu_{\omega}(c_1) = 0 \) or \( \nu_{\omega}(c_2) = 0 \). Therefore
\[ \{ T e_{c_1} , e_{c_2} \} = \sum_{|\omega|=n} \langle T V_{\omega} e_{c_1} , V_{\omega}^* e_{c_2} \rangle = \sum_{|\omega|=n} \nu_{\omega}(c_1) \overline{\nu_{\omega}(c_2)} \{ T e_{g_{\omega}(c_1)} , e_{g_{\omega}(c_2)} \} = 0. \]

So, \( T \) has zero off-diagonal entries.
We prove that the diagonal entries are equal. By taking the real and imaginary parts, we can assume that $T$ is self-adjoint. Let $c_0 \in M$ such that $\langle Te_{c_0}, e_{c_0} \rangle = \max \{ \langle Te, e_c \rangle : c \in M \}$.

Let $c \in M$. Since the random walk is irreducible, there exists $\omega_0 \in \Omega$ such that $g_{\omega_0}(c_0) = c$ and $v_{\omega_0}(c_0) \neq 0$. Let $n := |\omega_0|$. We have

$$\langle Te_{c_0}, e_{c_0} \rangle = \sum_{|\omega| = n} \langle TV^*_{\omega} e_{c_0}, V^*_{\omega} e_{c_0} \rangle = \sum_{|\omega| = n} |v_{\omega}(c_0)|^2 \langle Te_{g_{\omega}(c_0)}, e_{g_{\omega}(c_0)} \rangle$$

$$\leq \sum_{|\omega| = n} |v_{\omega}(c_0)|^2 \langle Te_{c_0}, e_{c_0} \rangle = \langle Te_{c_0}, e_{c_0} \rangle.$$

But then, we must have equalities in all inequalities, and therefore, since $v_{\omega_0}(c_0) \neq 0$, we get that $\langle Te, e_c \rangle = \langle Te_{c_0}, e_{c_0} \rangle$. Thus all the diagonal entries of $T$ are the same, and $T$ is a multiple of the identity, so $\{V_i\}$ is simple on $K_0$.

**Remark 4.12** In Proposition 4.13 we show that, in many cases, the family $\{S_{\omega}e_c : \omega \in \Omega_c^{(n)} \}$ is incomplete in $H$.

**Proposition 4.13** As in Theorem 3.1, let $(K, V_i)_{i=0}^{N-1}$ be a row co-isometry and let $(H, S_i)_{i=0}^{N-1}$ be its Cuntz dilation. Suppose there is a subspace $K_0$ of $K$ such that $\{V_i\}$ acts on $K_0$ as an irreducible random walk $(M, \{g_i\}, \{V_i\})$ with orthonormal basis $(e_c)_{c \in M}$. Assume in addition that $\{V_i\}$ is simple on $K_0$.

1. Suppose for all $c \in M$ and all $i \in \{0, \ldots, N-1\}$, we have $|v_i(c)|$ is either 0 or 1. Then $M$ is a single cycle, $\{V_i\}$ is reversing, and, for $c \in M$, $n \in \mathbb{N}$, and for $\omega = \omega_0 \gamma \in \Omega_c^{(n)}$, with $\omega_0 \in \Omega_c^{(0)}$ and $\gamma$ a loop for $c$, $S_{\omega_0}e_c$ is a unimodular constant multiple of $S_{\omega_0}e_c$: therefore $\{S_{\omega_0}e_c : \omega \in \Omega_c^{(0)} \}$ is an orthonormal basis for the space $V = \text{span}(S_{\omega_0}e_c : \omega \in \Omega)$.

2. Suppose that there exists $c \in M$ such that $v_i(c) \neq 0$ for two distinct $i \in \{0, \ldots, N-1\}$.

Then, for all $n \geq 0$, the family $\{S_{\omega}e_c : \omega \in \Omega_c^{(n)} \}$ is incomplete in $V$.

**Proof** For (i), if the probabilities $|v_i(c)|^2$ are all 0 or 1, it follows that from each point in $M$ there is a unique possible transition to another point in $M$, and since the random walk is irreducible, it follows that $M$ has to be a cycle.

We prove that $V_i$ is reversing. Indeed let $c \in M$ and let $i_0$ be the unique digit such that the transition $c \to g_{i_0}(c)$ is possible. We have

$$e_{c} = \sum_{i=0}^{N-1} V_i V^*_i e_{c} = \sum_{i=0}^{N-1} v_i(c) V_i e_{g_i(c)} = v_{i_0}(c) V_{i_0} e_{g_{i_0}(c)},$$

so $V_{i_0} e_{g_{i_0}(c)} = \overline{v}_{i_0}(c) e_c$. Thus $\{V_i\}$ is reversing.

Let $c \in M$, and let $\beta$ be the unique cycle word for $c$. Using the same argument as before, we get that $\{S_i\}$ is also reversing on the random walk and so $S_{\beta} e_c = \overline{v}_{\beta}(c) e_c$. But this implies that if $\omega \in \Omega_c^{(0)}$ then $S_{\omega \beta} e_c = \overline{v}_{\beta}(c) S_{\omega} e_c$. By induction, we obtain the last statements in (i).

For (ii), let $n \geq 0$. Let $\beta_0$ be a fixed cycle word for $c$. Let $\beta_0^n := \underbrace{\beta_0 \ldots \beta_0}_{n \text{ times}}$. We prove that $S_{\beta_0^{n+1}} e_c$ is orthogonal to $S_{\omega} e_c$, for all $\omega \in \Omega_c^{(n)}$, $\omega \neq \beta_0^n$. Indeed, if this is not true, let $\omega = \omega_0 \beta_1 \ldots \beta_n$, for some $\omega_0 \in \Omega_c^{(0)}$ and $\beta_1, \ldots, \beta_n$ cycle words for $c$, then by Lemma 4.3, we have that $\beta_0^{n+1} = \omega_0 \beta_1 \ldots \beta_n \beta_{n+1} \ldots \beta_n p$ for some cycle words $\beta_{n+1} \ldots \beta_n p$. But, from Lemma 4.4, we get that $\omega_0 = \emptyset$ and $\beta_1 = \ldots = \beta_n p = \beta_0$ and $p = 1$. So $\omega = \beta_n^n$, a contradiction.
Note also that, $S_{\rho_0^n}e_c$ is orthogonal to all $S_\omega e_c$, for all $\omega \in \Omega^{(n)}_c, \omega \neq \rho_0^n$, by Theorem 3.1.

Consider $v = S_{\rho_0^{n+1}}e_c - \left\{ S_{\rho_0^{n+1}}e_c, S_{\rho_0^n}e_c \right\} S_{\rho_0^n}e_c$, which is perpendicular to $S_{\rho_0^n}e_c$, but also to all $S_\omega e_c$ with $\omega \in \Omega^{(n)}_c, \omega \neq \rho_0^n$. Thus $v$ is orthogonal to the subspace $H_\omega^{(n)}$.

We just have to check that $v$ is not zero.

If there exist $i_1, i_2 \in \{0, \ldots, N - 1\}, i_1 \neq i_2$, such that the transitions $c \rightarrow g_{i_1}(c), c \rightarrow g_{i_2}(c)$ are possible, then, since the random walk is irreducible, there are possible transitions from $g_{i_1}(c)$ and $g_{i_2}(c)$, back to $c$. Therefore $c$ has at least two distinct cycle words $\beta_1, \beta_2$, and $v_{\beta_1}(c) \in (0, 1)$. We take $c$ and $\beta_0$ in the previous argument to be $\beta_1$. Since $v$ is perpendicular to $S_{\rho_0^n}e_c$, using the Pythagorean theorem, we have:

$$
\|v\|^2 = \|S_{\rho_0^{n+1}}e_c\|^2 - \|\left\{ S_{\rho_0^{n+1}}e_c, S_{\rho_0^n}e_c \right\} S_{\rho_0^n}e_c\|^2 = 1 - |\left\{ e_c, S_{\rho_0^n}e_c \right\}|^2 = 1 - |v_{\beta_0}(c)|^2 > 0.
$$

Therefore, $0 \neq v \perp S_\omega e_c$ for all $\omega \in \Omega^{(n)}_c$ and so the family $\{S_\omega e_c : \omega \in \Omega^{(0)}_c\}$ is incomplete in $H$. \hfill \Box

Let us provide an application of Theorem 3.1 in the case when a row co-isometry admits periodic points.

**Definition 4.14** A non empty word $\beta$ is called irreducible if there is no word $\omega$ such that $\beta = \underbrace{\omega\omega \ldots \omega}_{k \text{ times}}$ with $k \geq 2$. Let $\Omega_\beta$ be the set of words that do not end in $\beta$, including the empty word.

**Theorem 4.15** Let $(H, S_i)_{i=0}^{N-1}$ be the Cuntz dilation of the row co-isometry $(K, V_i)_{i=0}^{N-1}$. Suppose $v_0 \in K$ is a unit vector such that $V_{i_{p-1}}^* \ldots V_{i_0}^* v_0 = v_0$ for some irreducible word $\beta = i_0 \ldots i_{p-1}$. Then the following are equivalent:

(i) $\{V_\omega v_0 : \omega \in \Omega_\beta\}$ is a Parseval frame.
(ii) $\{S_\omega v_0 : \omega \in \Omega_\beta\}$ is ONB in $H$.
(iii) $\{S_\omega v_0 : \omega \in \Omega\}$ spans $H$.
(iv) The representation $(H, S_i)_{i=0}^{N-1}$ is irreducible.
(v) The commutant of the Cuntz dilation is trivial.
(vi) $\mathcal{B}^0(K) = \mathbb{C}1_K$.

**Proof** We will use the following lemma:

**Lemma 4.16** Let $S : H \rightarrow H$ with $\|S\| \leq 1$, and $v \in H$ then $Sv = v$ if and only if $S^*v = v$.

**Proof** If $S^*v = v$ then, since $\|S^*\| = \|S\| \leq 1$, we have

$$
0 \leq \|Sv - v\|^2 = \langle Sv - v, Sv - v \rangle = \|Sv\|^2 + \|v\|^2 - \langle v, S^*v \rangle - \langle S^*v, v \rangle = \|Sv\|^2 - \|v\|^2 - \|v\|^2 = 0.
$$

Therefore, $Sv = v$.

For the converse, replace $S$ by $S^*$. \hfill \Box

With the requirements of Theorem 3.1 in mind we construct the following data:

$$
M := \{v_0, V_{i_0}^* v_0, V_{i_1}^* V_{i_0}^* v_0, \ldots, V_{i_{p-2}}^* \ldots V_{i_0}^* v_0\}, \quad K_0 := \overline{\text{span}}M
$$

(4.7)
and $e_c := c$ for $c \in M$.

$$
\begin{align*}
    g_i : M \to M, \quad g_i(v_0) &= \begin{cases} v_0 & \text{if } i \neq i_0 \\
    V_{i_0}^* v_0 & \text{otherwise} \end{cases}, \\
    g_i(V_{i_0}^* \ldots V_{i_0}^* v_0) &= \begin{cases} V_{i_0}^* \ldots V_{i_0}^* v_0 & \text{if } i \neq i_{k+1} \\
    V_{i_0}^* V_{i_0}^* \ldots V_{i_0}^* v_0 & \text{otherwise} \end{cases} \\
    v_i : M \to \mathbb{C}, \quad v_i(v_0) &= \begin{cases} 0 & \text{if } i \neq i_0 \\
    1 & \text{otherwise} \end{cases}, \\
    v_i(V_{i_0}^* \ldots V_{i_0}^* v_0) &= \begin{cases} 0 & \text{if } i \neq i_{k+1} \\
    1 & \text{otherwise} \end{cases}
\end{align*}
$$

(4.8)

(4.9)

Note that the maps $g_i$ are trivially one-to-one when the transitions are possible.

Notice that for words $g_\omega$ containing a digit $i \notin \{i_0, i_1, \ldots, i_{p-1}\}$ the transitions $c \to g_\omega(c)$ are not possible because $v_\omega(c) = 0$ in this case. Because $v_\in K$ we see that

$$
M = \{v_0, S_{i_0}^* v_0, S_{i_1}^* S_{i_0}^* v_0, \ldots, S_{i_p}^* S_{i_0}^* v_0\}.
$$

Claim 4.17 $M$ forms an orthonormal basis for $K_0$.

First we notice the elements in M are unit vectors. Because $\|S_k^*\| = 1$ for all $0 \leq k \leq p - 1$, we have:

$$
1 = \|v_0\| = \|S_{i_{p-1}}^* \ldots S_{i_0}^* v_0\| \leq \|S_{i_k}^* \ldots S_{i_0}^* v_0\| \leq \|S_{i_k}^* \ldots S_{i_0}^*\| \|v_0\| \leq 1
$$

To show, for $k \neq l$

$$
\langle S_{i_k}^* \ldots S_{i_0}^* v_0, S_{i_l}^* \ldots S_{i_0}^* v_0 \rangle = 0
$$

(4.10)

assume without loss of generality $k < l$ where $0 \leq k, l \leq p - 1$.

With Lemma 4.16, $S_{i_1}^* \ldots S_{i_0}^* v_0 = v_0$ entails $S_\beta v_0 = v_0$. Using the Cuntz orthogonality relations $S_i^* S_i = I$ and $v_0 = S_\beta v_0 = S_{i_0} S_{i_1} \ldots S_{i_{p-1}} v_0$, the left-hand side in (4.10) can be rewritten as $\langle S_{i_{k+1}} \ldots S_{i_{p-1}} v_0, S_{i_{l+1}} \ldots S_{i_{p-1}} v_0 \rangle$. If this last term would not vanish then with Lemma 4.3 we get that $\gamma := i_j \ldots i_{p-1}$ is a loop for $v_0$, for some $j > k$. From (4.8) we have to have $S_{i_{p-1}}^* \ldots S_{i_j}^* v_0 = v_0$, which then gives $S_{i_j} \ldots S_{i_{p-1}} v_0 = v_0$ with Lemma 4.16. Exploiting these fixed point properties for $S_\gamma$ and $S_\beta$ we have successively in finitely many steps

$$
\langle v_0, v_0 \rangle = \langle S_{i_{p-1}}^* \ldots S_{i_0}^* v_0, S_{i_{p-1}}^* \ldots S_{i_0}^* v_0 \rangle.
$$

Since the isometries $(S_i)_i$ have orthogonal ranges we have that the infinite words are equal:

$$
\beta \ldots \gamma \beta \ldots \gamma \beta \ldots = \gamma \beta \ldots \gamma \beta \ldots, \quad \text{which implies that}
$$

$$
\gamma \gamma \gamma \ldots = \beta \beta \beta \ldots, \quad \text{with } g := |\gamma| < |\beta| = p.
$$

Let $d = \gcd(p, q) < p$. Then there exists $m, n \in \mathbb{Z}$ such that $mp + nq = d$. Denote $\gamma_k = \gamma_k \mod q$ and $\beta_k = i_k \mod p$ for all $k \in \mathbb{Z}$. Then from the last equality above with infinite words, we have for $\gamma_k = \beta_k$ for all $k \in \mathbb{Z}$. Then for all $k$:

$$
\beta_{d+k} = \beta_{mp+nq+k} = \beta_{nq+k} = \gamma_{nq+k} = \gamma_k = \beta_k.
$$

So $\beta \ldots$ actually has period $d$, i.e., $\beta = \frac{a \alpha \ldots \alpha}{p/d}$ where $\alpha = i_0 \ldots i_{d-1}$. This contradicts the fact that $\beta$ is irreducible. Hence (4.10) holds and the Claim is proved.

Next, we check that the notions introduced in Definition 2.7 are satisfied in this setting.

Claim 4.18 $V_i^* K_0 \subset K_0$ for all $i \in \{0, \ldots, N - 1\}$. Thus item (i) in Definition 2.7 holds.
From the definition of \( M \) above we see that \( V_{i_k}^*(c) \in M \) if \( c = V_{i_k}^* \cdots V_{i_0}^* v_0 \). For the remaining cases we prove that \( V_{i_k}^*(c) = 0 \), thus finishing the Claim.

\[
S_{i_{p-1}}^* \cdots S_{i_0}^* v_0 = v_0. \text{ Let } 0 \leq k \leq p - 1. \text{ Then } S_{i_0} \cdots S_{i_k}^* S_{i_{k+1}}^* \cdots S_{i_0}^* \text{ is the projection onto } S_{i_0} \cdots S_{i_k} H, \text{ and is smaller than the projection } S_{i_0} \cdots S_{i_{k-1}} S_{i_{k+1}}^* \cdots S_{i_0}^*. \text{ Hence}
\]

\[
\| v_0 \|^2 = \| S_{i_0} \cdots S_{i_{p-1}}^* \cdots S_{i_0}^* v_0 \|^2 \leq \| S_{i_0} \cdots S_{i_k}^* S_{i_{k+1}}^* \cdots S_{i_0}^* v_0 \|^2 \leq \| v_0 \|^2
\]

which implies \( \| v_0 \|^2 = \| S_{i_0} \cdots S_{i_k}^* S_{i_{k+1}}^* \cdots S_{i_0}^* v_0 \|^2 \). Since \( S_{i_0} \cdots S_{i_k}^* S_{i_{k+1}}^* \cdots S_{i_0}^* \) is a projection, it follows that

\[
v_0 = S_{i_0} \cdots S_{i_k}^* S_{i_{k+1}}^* \cdots S_{i_0}^* v_0. \tag{4.11}
\]

Then using the Cuntz relations

\[
\sum_{|\omega|=k+1} \{ S_{i_0}^* S_{i_0}^* v_0, v_0 \} = \langle v_0, v_0 \rangle = \langle S_{i_0} \cdots i_k S_{i_k}^* \cdots S_{i_0}^* v_0, v_0 \rangle.
\]

It follows that \( \langle S_{i_0}^* S_{i_0}^* v_0, v_0 \rangle = 0 \ \forall \ \omega \neq i_0 \cdots i_k, |\omega| = k + 1 \). Hence

\[
V_{i_0}^* v_0 = S_{i_0}^* v_0 = 0 \ \forall \ \omega \neq i_0 \cdots i_k, |\omega| = k + 1. \tag{4.12}
\]

This concludes the Claim.

Notice that item (ii) in Definition 2.7 is satisfied because of Eq. (4.12) and the choice of \( M, g_i \) and \( v_i \). Also the random walk \((M, \{g_i\}, \{v_i\})\) is irreducible: if \( c_1 = V_{i_1}^* \cdots V_{i_0}^* v_0 \in M \) and \( c_2 = V_{i_2}^* \cdots V_{i_0}^* v_0 \in M \) with say \( k < l \) then \( g_\omega(c_1) = c_2 \) and \( v_\omega(c_1) = 1 \), where \( \omega = i_{k+1} \cdots i_l \).

**Claim 4.19** \( \{V_i\} \) is reversing on the random walk \((M, \{g_i\}, \{v_i\})\).

Suppose \( v_i(c) \neq 0 \) for \( c \in M \). We need show \( V_i(g_i(c)) = \overline{v_i(c)}c \). Because \( c \in M \) we have \( c = V_{i_1}^* \cdots V_{i_0}^* v_0 \) for some \( 0 \leq k \leq p - 1 \). From the definition of the \( v_i \) we must have \( i = i_{k+1} \) (the case \( c = v_0 \) follows similarly). What is needed to show now is

\[
V_{ik+1}(V_{ik+1}^* \cdots V_{i_0}^* v_0) = V_{ik}^* \cdots V_{i_0}^* v_0. \tag{4.13}
\]

From (4.11) with \( k \to k + 1 \) and rewriting using the Cuntz relations \( S_{i_k}^* S_{i_k} = I \) we have

\[
S_{i_k}^* \vdots S_{i_0}^* v_0 = S_{ik+1}(S_{ik+1}^* \cdots S_{i_0}^* v_0).
\]

We apply the projection \( P_K \) on both sides and use \( v_0 \in K \) and Lemma 4.1 to obtain (4.13).

**Claim 4.20** The random walk \((M, \{g_i\}, \{v_i\})\) is separating.

Let \( c_1 := V_{i_k}^* \cdots V_{i_0}^* v_0 \) and \( c_2 := V_{i_0}^* \cdots V_{i_0}^* v_0 \) in \( M \), with \( 0 \leq k \leq l \leq p - 1 \). We prove that if \( \omega \) is a word with \( |\omega| \geq p \) then either \( v_\omega(c_1) = 0 \) or \( v_\omega(c_2) = 0 \). Suppose by contradiction that for some \( \omega = j_0 j_1 \cdots j_l \) with \( t \geq p \) both \( v_\omega(c_1) \) and \( v_\omega(c_2) \) are non zero. Using (4.9) we have \( j_0 = i_{k+1} = i_{l+1}, j_1 = i_{k+2} = i_{l+2} \), and continuing we get \( i_{k+t} \mod p = i_{l+t} \mod p \) for all \( t \in \mathbb{N} \). As a consequence the following infinite words are equal:

\[
i_{k+1} \cdots i_{p-1} \beta \beta \cdots = i_{l+1} \cdots i_{p-1} \beta \beta \cdots
\]

Concatenating the word \( i_{0} j_{1} \cdots i_{k} \) on the left hand side we obtain

\[
\beta \beta \cdots = \gamma \beta \beta \cdots \text{ where } \gamma = i_{0} i_{1} \cdots i_{k} i_{l+1} \cdots i_{p-1}.
\]

Using the same argument as above we get a contradiction with the fact that \( \beta \) is irreducible.

With Proposition 4.11, it follows that \( \{V_i\} \) is simple on \( K_0 \).
We are done checking the settings and requirements of Theorem 3.1. We apply its item (d) and finish the proof.

In the particular case when one of the co-isometries admits a fixed point one easily obtains the following characterizations.

**Corollary 4.21** Let \((H, S_i)_{i=0}^{N-1}\) be the Cuntz dilation of row co-isometry \((K, V_i)_{i=0}^{N-1}\), and \(v_0 \in K\) unit vector such that \(V_0^* (v_0) = v_0\). The following are equivalent:

1. The family of vectors \(\{V_0 v_0\}_{v_0 \in \Omega_0}\) is a Parseval frame in \(K\).
2. The family of vectors \(\{S_0 v_0\}_{v_0 \in \Omega_0}\) is ONB in \(H\).
3. The family of vectors \(\{S_0 v_0\}_{v_0 \in \Omega_0}\) spans \(H\).
4. The representation \((H, S_i)_{i=0}^{N-1}\) is irreducible.
5. The commutant of the Cuntz dilation is trivial.
6. \(B^\kappa(K) = \mathbb{C}I_K\).

**Example 4.22** If the Cuntz dilation is not irreducible, it is possible that \(\{V_0 v_0\}_{v_0 \in \Omega_0}\) is not even a frame for its span.

Define the operators \(V_0^*, V_1^*\) on \(l^2(\mathbb{Q})\) by

\[
V_0^* e_r = \lambda_r^0 e_r/2, \quad V_1^* e_r = \lambda_r^1 e_{(r-1)/2}, \quad (r \in \mathbb{Q}),
\]

where \(e_r\) is the canonical basis in \(l^2(\mathbb{Q})\), \(e_r(q) = \delta_{r,q}, q \in \mathbb{Q}\), and \(\lambda_r^0 = 1, \lambda_r^1 = 0,\) and \(\lambda_r^1 = 1/\sqrt{2}\) for \(r \neq 0, i = 0, 1\). Thus \(|\lambda_r^0|^2 + |\lambda_r^1|^2 = 1\) for all \(r\).

Denote

\[
f_0(r) = \frac{r}{2}, \quad f_1(r) = \frac{r - 1}{2}, \quad (r \in \mathbb{Q}),
\]

with inverses

\[
h_0(r) = 2r, \quad h_1(r) = 2r + 1, \quad (r \in \mathbb{Q}).
\]

Clearly \(V_1^*\) defines a bounded operator on \(l^2(\mathbb{Q})\). We compute the adjoints

\[
\langle V_i e_r, e_q \rangle = \langle e_r, V_i^* e_q \rangle = \overline{\lambda_q^i} \delta_{r, f_i(q)} = \overline{\lambda_q^i} \delta_{h_i(r), q} = \overline{\lambda_{h_i(r)}^i} e_{h_i(r), e_q} = \left(\overline{\lambda_{h_i(r)}^i} e_{h_i(r), e_q}\right).
\]

Therefore

\[
V_i e_r = \overline{\lambda_{h_i(r)}^i} e_{h_i(r)}, \quad (r \in \mathbb{Q}, i = 0, 1).
\]

Then, we have

\[
\sum_{i=0}^{1} V_i V_i^* e_r = \sum_{i=0}^{1} \lambda_r^i V_i e_{f_i(r)} = \sum_{i=0}^{1} \lambda_r^i \overline{\lambda_{h_i(f_i(r))}^i} e_{h_i(f_i(r))} = \sum_{i=0}^{1} |\lambda_r^i|^2 e_r = e_r.
\]

Thus \(V_0 V_0^* + V_1 V_1^* = I\).

Also, if \(v_0 = e_0\) then \(V_0^* v_0 = v_0\).

Now, for \(i_1, \ldots, i_n \in \{0, 1\}\), we have

\[
V_{i_1} \ldots V_{i_n} (V_1 v_0) = V_{i_1} \ldots V_{i_n} (\overline{\lambda_1} e_1) = V_{i_1} \ldots V_{i_{n-1}} (\overline{\lambda_1} (\overline{\lambda_1} e_{h_{i_n}(1)})) = \ldots = \overline{\lambda_{h_{i_1} \ldots h_{i_n}(1)}^1} \overline{\lambda_{h_{i_2} \ldots h_{i_n}(1)}^1} \ldots \overline{\lambda_{h_{i_1} \ldots h_{i_n}(1)}^1} e_{h_{i_1} \ldots h_{i_n}(1)} = \left(\frac{1}{\sqrt{2}}\right)^{n+1} e^{2^n + 2^{n-1} i_n + 2^{n-2} + \cdots + i_1}.
\]
Consider the vector $e_{2^m}$, $m \geq 1$. If $2^m = 2^i + 2^{i-1} + 2^{i-2} + \cdots + i_1$, then $n = m$ and $i_n = \cdots = i_1 = 0$, and

$$\langle e_{2^m} , V_{i_1} \cdots V_{i_n} (V_1 e_0) \rangle = \left( \frac{1}{\sqrt{2}} \right)^{m+1}.$$  

If $2^m \neq 2^i + 2^{i-1} + 2^{i-2} + \cdots + i_1$, then

$$\langle e_{2^m} , V_{i_1} \cdots V_{i_n} (V_1 e_0) \rangle = 0.$$  

If $\{V_\omega v_0\}_{\omega \in \Omega_0}$ is a frame, then for a frame constant $A > 0$, we have

$$A = A \|e_{2^m}\|^2 \leq \sum_{\omega} | \langle e_{2^m} , V_\omega v_0 \rangle |^2 = \left[ \left( \frac{1}{\sqrt{2}} \right)^{m+1} \right]^2.$$  

Letting $m \to \infty$, we get $A = 0$, a contradiction.

**Proof of Theorem 3.5.** We remark first the following: suppose $M_1$, $M_2$ are two different minimal compact invariant sets. Then they have to be disjoint (see Lemma 4.23). Indeed, if they are not, then $M_1 \cap M_2$ is compact invariant set which is contained in $M_1$, and, since $M_1$ is minimal, $M_1 \cap M_2 = M_1$, and similarly for $M_2$, which is a contradiction.

We also note, that since the functions $t \mapsto V_t^* e_t$ and $g_i(t)$ are continuous, and using relation (3.3), we get

$$v_i(t) = \langle v_i(t) e_{g_i(t)} , e_{g_i(t)} \rangle = \langle V_t^* e_t , e_{g_i(t)} \rangle,$$

it follows that the maps $v_i(t)$ are also continuous.

**Lemma 4.23** For $a \in T$, the closed orbit $\overline{O(a)}$ is compact and invariant. If $M$ is a minimal compact invariant set, and $x_0 \in M$, then $M = \overline{O(x_0)}$. If $M_1$, $M_2$ are distinct compact minimal invariant sets, they are disjoint.

**Proof** First, we prove that the entire orbit of $a$, that is $O := \{g_\omega(a) : \omega \in \Omega \}$ is compact. Let $c \in (0, 1)$ be a common contraction constant for all $(g_i)_i$, $i = 0, \ldots, N - 1$. It suffices to show that any sequence in $O$ has a convergent subsequence. Now let $(g_\omega_n(a))_{n \geq 1}$, $\omega_n \in \Omega$, be a sequence in the orbit of $a$ and fix some $x_0 \in X_0$. By passing to a subsequence, we may assume that the sequence of lengths $|\omega_n| \to \infty$, otherwise the orbit would be finite, thus one could select a constant subsequence.

Let $X_0$ be the unique compact attractor of the iterated function system $(g_i)_{i=0}^{N-1}$, i.e., the unique compact subset with the property that

$$X_0 = \bigcup_{i=0}^{N-1} g_i(X_0).$$

See [23, Section 3] or [25] for details.

Because the attractor $X_0$ is compact, one can extract a convergent subsequence of $(g_\omega_n(x_0))_{n \geq 1}$. There is no loss of generality if we relabel the subsequence and still denote it by $(g_\omega_n(x_0))_{n \geq 1}$. Say $g_\omega_n(x_0) \to x \in X_0$. Let $\epsilon > 0$ and $N$ large enough so that $c|\omega_n| |d(a, x_0)| < \epsilon/2$ and $d(g_\omega_n(x_0), x) < \epsilon/2$ whenever $n > N$. Using the triangle inequality, we have, for $n > N$:

$$d(g_\omega_n(a), x) \leq d(g_\omega_n(a), g_\omega_n(x_0)) + d(g_\omega_n(x_0), x) \leq c|\omega_n| |d(a, x_0)| + d(g_\omega_n(x_0), x) < \epsilon$$

Hence the subsequence $(g_\omega_n(a))_{n \geq 1}$ is convergent.
Next we show that $\overline{O(a)}$ is invariant. Note first that $O(a)$ is invariant: indeed if $b \in O(a)$ with $b \to g_i(b)$ possible then $b = g_0(a)$ with $a \to b$ possible. So $v_i(b) \neq 0$ and $v_{o(a)} = v_{o(a)}(v_i(b)) \neq 0$. It follows that $a \to g_{o(a)}(a) = g_i(b)$ is possible, hence $g_i(b) \in O(a)$. Now, if $b \in O(a)$ with $b \to g_i(b)$ possible (so $v_i(b) \neq 0$) then one can find a sequence $b_n \in O(a)$ with $\lim_{n \to \infty} b_n = b$. Hence the transitions $a \to b_n = g_{o(a)}(a)$ are possible, where $o_n$ are words depending on $n$. Because $g_i$ and $v_i$ are continuous we obtain $g_i(b_n) = \lim_{n \to \infty} g_i(b_n)$ and $v_i(b_n) \neq 0$ for $n$ large enough. It follows that the transitions $a \to g_{o(a)}(a) = g_i(b_n)$ are possible, so $g_i(b_n) \in O(a)$. Because $g_i(b) = \lim_{n \to \infty} g_i(b_n)$ we obtain $g_i(b) \in O(a)$.

If $x_0 \in M$ then $O(x_0)$ is contained in $M$. Since $M$ is minimal and $\overline{O(x_0)}$ is invariant, we get $M = \overline{O(x_0)}$.

If $M_1, M_2$ are distinct compact minimal invariant sets and we assume that they are not disjoint, then for $x_0 \in M_1 \cap M_2$ we have $M_1 = \overline{O(x_0)} = M_2$, a contradiction.

\[ \square \]

Lemma 4.24 \textit{The minimal compact invariant sets are contained in the attractor $X_0$ of the iterated function system $\{g_i\}$.}

\textbf{Proof} \: Indeed, let $M$ be a minimal compact invariant set. Let $x \in M$. Pick $\omega_1, \omega_2, \ldots$ such that the transitions $x \to g_{\omega_1}(x) \to g_{\omega_1\omega_2}(x) \to \ldots$ are possible. Then $g_{\omega_1\ldots\omega_n}(x) \in M$, for all $n \geq 0$. Let $x_0 \in X_0$. Then, if $0 < c < 1$ is a common contraction ratio for the maps $\{g_i\}$, we have $d(g_{\omega_1\ldots\omega_n}(x), g_{\omega_1\ldots\omega_m}(x_0)) \leq c^n d(x, x_0) \to 0$. Since $g_{\omega_1\ldots\omega_n}(x_0) \in X_0$ and $X_0$ is compact, it follows that is has a convergent subsequence to a point $z_0$ in $X_0$. Then the same subsequence of $\{g_{\omega_1\ldots\omega_n}(x)\}$ is convergent to $z_0$, which means $z_0 \in M$. Then $\overline{O(z_0)}$ is a compact invariant set contained in $M$ and in $X_0$. Since $M$ is minimal $M = \overline{O(z_0)} \subseteq X_0$.

Thus, all minimal compact invariant sets are contained in the compact attractor of the iterated function system $\{g_i\}$.

\[ \square \]

Lemma 4.25 \textit{There exists a constant $\delta > 0$ such that for any two distinct minimal compact invariant sets $M_1$ and $M_2$, $\text{dist}(M_1, M_2) \geq \delta$.}

\textbf{Proof} \: We follow the argument in [6]. Since the maps $|v_i|^2$ are uniformly continuous on the attractor $X_0$, there exists $\delta > 0$ such that, if $d(x, y) < \delta$, then $||v_i(x)|^2 - |v_i(y)|^2| < \frac{1}{N}$ for all $i$.

Suppose now, that there exist $x \in M_1$ and $y \in M_2$ such that $d(x, y) < \delta$. Since $\sum_i |v_i(x)|^2 = 1$, it follows that there exist $i_1$ such that $|v_{i_1}(x)|^2 \geq \frac{1}{N}$. Then, since $d(x, y) < \delta$, we obtain that $|v_{i_1}(y)|^2 > 0$. This means that the transitions $x \to g_{i_1}(x)$ and $y \to g_{i_1}(y)$ are possible, so $g_{i_1}(x) \in M_1$ and $g_{i_1}(y) \in M_2$. Also $d(g_{i_1}(x), g_{i_1}(y)) \leq d(x, y) < \delta$. Repeating the argument and using induction, we obtain some labels $i_1, i_2, \ldots, i_n, \ldots$ such that the transitions $x \to g_{i_1\ldots i_n}(x)$ and $y \to g_{i_1\ldots i_n}(y)$ are possible for all $n$. So $g_{i_1\ldots i_n}(x) \in M_1$ and $g_{i_1\ldots i_n}(y) \in M_2$. But, using the same argument as in Lemma 4.25, $d(g_{i_1\ldots i_n}(x), g_{i_1\ldots i_n}(y))$ converges to 0, which would mean that $\text{dist}(M_1, M_2) = 0$ and this contradicts the fact that $M_1$ and $M_2$ are distinct minimal compact invariant sets.

\[ \square \]

Using Lemmas 4.25 and 4.24, all minimal compact invariant sets are contained in the compact attractor $X_0$ and they have a distance bigger than $\delta$ between any two of them. Thus, there can be only a finite number of minimal compact invariant sets.

We start with a simple relation that we will use often. For a word $\omega \in \Omega$ and $t \in T$, 

$$S^\omega e_t = V^\omega e_t = v_\omega(t)e_{g_\omega(t)}.$$
We have, for \( t \in M_j \) and \( i \in \{0, \ldots, N - 1\} \), \( V_i^* e_t = v_i(t)e_{g_i(t)} \in K(M_j) \), if the transition \( t \to g_i(t) \) is possible, and \( V_i^* e_t = 0 \in K(M_j) \) if the same transition is not possible. So \( K(M_j) \) is invariant for \( V_i^* \).

The next lemma shows that the spaces \( H(M_j) \) are invariant for the Cuntz representation \( \{S_j\} \).

**Lemma 4.26** If \( K_0 \) is a subspace of \( K \) which is invariant under the operators \( V_i^* \), \( i = 0, \ldots, N - 1 \), then

\[
H(K_0) := \text{span}\{S_\omega v : v \in K_0, \omega \in \Omega\},
\]

is invariant for the representation \( (S_j)_{i=0}^{N-1} \).

**Proof** Clearly, the space is invariant under the operators \( S_i \), \( i = 0, 1, \ldots, N - 1 \). For a nonempty word \( \omega = \omega_1 \ldots \omega_n \), \( v \in K_0 \) and \( i \in \{0, \ldots, N - 1\} \) we have \( S_i^*(S_\omega v) = \delta_{i,\omega_1} S_{\omega_2} \ldots S_{\omega_n} v \in H(K_0) \). Also \( S_i^* v = V_i^* v \in K_0 \subseteq H(K_0) \). \( \square \)

Next, we prove that the spaces \( K(M_j) \) are mutually orthogonal.

**Lemma 4.27** If \( M_1 \) and \( M_2 \) are two closed invariant subsets with \( \text{dist}(M_1, M_2) > 0 \) then

\[
\{e_{t_1}, e_{t_2}\} = 0, \quad (t_1 \in M_1, t_2 \in M_2).
\]

**Proof** Let \( \omega \) be a word and assume that the transitions \( t_1 \to g_\omega(t_1) \) and \( t_2 \to g_\omega(t_2) \) are possible in several steps. Then \( g_\omega(t_1) \in M_1 \) and \( g_\omega(t_2) \in M_2 \). Also, since the maps \( g_i \) are contractions with ratio \( 0 < c < 1 \), if \( n = |\omega| \) then

\[
\text{dist}(g_\omega(t_1), g_\omega(t_2)) \leq c^n \text{dist}(t_1, t_2),
\]

so, if \( n \) is large enough then

\[
\text{dist}(g_\omega(t_1), g_\omega(t_2)) \leq \text{dist}(M_1, M_2),
\]

and this would yield a contradiction. Thus, for \( \omega \) long enough, one of the transitions \( t_1 \to g_\omega(t_1) \) or \( t_2 \to g_\omega(t_2) \) is not possible, so \( v_\omega(t_1) = 0 \) or \( v_\omega(t_2) = 0 \).

Using this, with \( n \) large enough, and the co-isometry relation, we have

\[
\{e_{t_1}, e_{t_2}\} = \sum_{|\omega|=n} \{S_\omega^* e_{t_1}, S_\omega^* e_{t_2}\} = \sum_{|\omega|=n} v_\omega(t_1)\overline{v}_\omega(t_2)\{e_{g_\omega(t_1)}, e_{g_\omega(t_2)}\} = 0.
\]

\( \square \)

**Lemma 4.28** Assume that the subspaces \( K_1 \) and \( K_2 \) are invariant for the operators \( V_i^* \), \( i = 0, \ldots, N - 1 \), and are mutually orthogonal, and let \( H(K_1) \) and \( H(K_2) \) be the subspaces of \( H \) as in Lemma 4.26. Then \( H(K_1) \) and \( H(K_2) \) are orthogonal.

**Proof** Given two words \( \omega = \omega_1 \ldots \omega_n \) and \( \omega' = \omega'_1 \ldots \omega'_m \), if there exists \( i \) such that \( \omega_i \neq \omega'_i \) then, take the first such \( i \) and, for \( v_1 \in K_1 \) and \( v_2 \in K_2 \):

\[
\{S_\omega v_1, S_{\omega'} v_2\} = \{S_{\omega_1} S_{\omega_{i+1}} \ldots S_{\omega_n} v_1, S_{\omega'_1} S_{\omega'_{i+1}} \ldots S_{\omega'_m} v_2\} = 0,
\]

since the ranges of \( S_{\omega_i} \) and \( S_{\omega'_i} \) are orthogonal.

In the remaining case, \( \omega' \) is a prefix of \( \omega \) (or vice-versa), \( \omega = \omega' \beta \) for some word \( \beta_1 \ldots \beta_p \), then

\[
\{S_\omega v_1, S_{\omega'} v_2\} = \{S_\beta v_1, v_2\} = \{v_1, S_\beta^* v_2\} = 0,
\]

because \( S_\beta^* v_2 \in K_2 \). \( \square \)
Using Lemmas 4.27 and 4.28, we get the next lemma:

**Lemma 4.29** If $M_1$ and $M_2$ are two closed invariant subsets with $\text{dist}(M_1, M_2) > 0$ then the subspaces $K(M_1)$ and $K(M_2)$ are orthogonal and the subspaces $H(M_1)$ and $H(M_2)$ are orthogonal.

Thus, the spaces $H(M_j)$ are mutually orthogonal.

To prove the irreducibility of the Cuntz representation on $H(M_j)$, the disjointness and the fact that the sum of these spaces is $H$, we will introduce the Ruelle operator:

**Definition 4.30** Define the Ruelle transfer operator for functions $f : T \rightarrow \mathbb{C}$ by

\[
Rf(t) = \sum_{i=0}^{N-1} |v_i(t)|^2 f(g_i(t)), \quad (t \in T).
\]  

(4.14)

Recall that $\mathcal{B}(K)\sigma$ is the space of bounded operators $T$ on $K$ with

\[
\sum_{i=0}^{N-1} V_i T V_i^* = T.
\]

By Theorem 2.3, the commutant of the representation $(H, S_i)_{i=0}^{N-1}$ is in bijective correspondence with $\mathcal{B}(K)^\sigma$ by the map $A \mapsto P_K A P_K$.

Define the map $A \mapsto h_A$, from $\mathcal{B}(K)^\sigma$ to complex valued functions defined on $T$, by

\[
h_A(t) = \langle Ae_t, e_t \rangle, \quad (t \in T).
\]  

(4.15)

For an operator $A$ in the commutant of the representation $(H, S_i)_{i=0}^{N-1}$, the operator $P_K A P_K$ is in $\mathcal{B}(K)^\sigma$, and we define $h_A = h_{P_K A P_K}$.

**Lemma 4.31** The function $\mathcal{B}(K)^\sigma \ni A \mapsto h_A$, maps into the continuous fixed points of the Ruelle transfer operator, is linear, and order preserving. Also, $R1 = 1$.

**Proof** It is clear that, for $A \in \mathcal{B}(K)^\sigma$, the function $h_A$ is continuous. Also, the map $A \mapsto h_A$ is clearly linear and order preserving. We check that $h_A$ is a fixed point for $R$. We have, using the assumptions (3.2)-(3.3),

\[
h_A(t) = \langle Ae_t, e_t \rangle = \sum_{i=0}^{N-1} \langle AV_i^* e_t, V_i^* e_t \rangle
\]

\[
= \sum_{i=0}^{N-1} |v_i(t)|^2 \langle Ae_{g_i(t)}, e_{g_i(t)} \rangle
\]

\[
= \sum_{i=0}^{N-1} |v_i(t)|^2 h_A(g_i(t)) = (Rh_A)(t).
\]

So $h_A$ is a fixed point for $R$. In particular, taking $A$ to be the identity, since $h_I(t) = \|e_t\|^2 = 1$ for all $t$, it follows that $R1 = 1$. \qed

**Lemma 4.32** Let $t_1, t_2 \in T$ and $\epsilon > 0$. Then there exists $n \in \mathbb{N}$ such that if $\omega \in \Omega$ has length $|\omega| \geq n$, then

\[
\|e_{g_\omega(t_1)} - e_{g_\omega(t_2)}\| < \epsilon.
\]
Proof Let $X_0$ be the compact attractor of the iterated function system $(g_i)_{i=0}^{N-1}$. We claim that there is a $\delta > 0$ such that, if $x_0 \in X_0$, $t \in T$ and $\text{dist}(x_0, t) < \delta$, then $|e_{x_0} - e_t| < \epsilon/2$.

Suppose not. Then there exists a sequence $\{x_n\}$ in $X_0$ and a sequence $\{t_n\}$ in $T$, such that $\text{dist}(x_n, t_n) < 1/n$ and $\|e_{x_n} - e_{t_n}\| \geq \epsilon/2$. Since $X_0$ is compact, by passing to a subsequence, we may assume that $\{x_n\}$ converges to some $x_0$ in $X_0$. Since $\text{dist}(x_n, t_n)$ converges to 0, we get that $t_n$ also converges to $x_0$. Since the map $t \mapsto e_t$ is continuous, we get that both $e_{x_n}$ and $e_{t_n}$ converge to $e_{x_0}$, a contradiction.

Now, take some point in $x_0$ in $X_0$. Since the maps $g_i$ are contractions, with some contraction ratio $0 \leq c < 1$, if we take $n$ large enough and $\omega$ in $\Omega$ with length $|\omega| = n$, we have, for $i = 1, 2$:

$$\text{dist}(g_\omega(t_i), g_\omega(x_0)) \leq c^n d(t_i, x_0) < \delta,$$

and since $g_\omega(x_0)$ is in $X_0$, we get that $\|e_{g_\omega(t_1)} - e_{g_\omega(x_0)}\| < \epsilon/2$, which implies that $\|e_{g_\omega(t_1)} - e_{g_\omega(t_2)}\| < \epsilon$.

Lemma 4.33 Let $A$ be in the commutant of $\{S_i\}$. If $h_A = 0$ then $A = 0$.

Proof We have, for $t_1, t_2 \in T$

$$\langle Ae_{t_1}, e_{t_2} \rangle = \sum_{|\omega| = n} \langle S_\omega^* A e_{t_1}, S_\omega e_{t_2} \rangle = \sum_{|\omega| = n} v_\omega(t_1)\overline{v_\omega(t_2)} \langle A e_{g_\omega(t_1)}, e_{g_\omega(t_2)} \rangle.$$

Suppose $A \neq 0$. By Lemma 4.32, for a given $\epsilon > 0$, for $\omega$ long enough, $\|e_{g_\omega(t_1)} - e_{g_\omega(t_2)}\| < \frac{\epsilon}{\|A\|}$. Using $h_A(g_\omega(t_2)) = 0$ we have:

$$\|\langle A e_{g_\omega(t_1)}, e_{g_\omega(t_2)} \rangle\| = \|\langle A e_{g_\omega(t_1)} - A e_{g_\omega(t_2)}, e_{g_\omega(t_2)} \rangle\| \leq \|A\| \|e_{g_\omega(t_1)} - e_{g_\omega(t_2)}\| \|e_{g_\omega(t_2)}\| < \epsilon$$

Then, using the Cauchy-Schwarz inequality

$$\|\langle A e_{t_1}, e_{t_2} \rangle\| \leq \left( \sum_{|\omega| = n} |v_\omega(t_1)|^2 \right)^{1/2} \left( \sum_{|\omega| = n} |v_\omega(t_2)|^2 \epsilon^2 \right)^{1/2} = \epsilon.$$

Since $\epsilon$ was arbitrary, we get $\langle A e_{t_1}, e_{t_2} \rangle = 0$ for all $t_1, t_2$, and since these vectors span the entire space, we get $A = 0$ on $K$ and therefore $A = 0$ on $H$.

Lemma 4.34 Let $F$ be a compact invariant set and let $h$ be a real valued continuous fixed point of the Ruelle operator. Then the sets

$$S := \left\{ x_0 \in F : h(x_0) = \sup_{x \in F} h(x) \right\} \text{ and } I := \left\{ x_0 \in F : h(x_0) = \inf_{x \in F} h(x) \right\}$$

are compact and invariant.

Proof Let $x_0 \in S$. We have that, if the transition $x_0 \rightarrow g_i(x_0)$ is possible, then $g_i(x_0) \in F$ and $h(g_i(x_0)) \leq \sup_{x \in F} h(x) = h(x_0)$. If the transition $x_0 \rightarrow g_i(x_0)$ is not possible, then $v_i(x_0) = 0$. Therefore

$$h(x_0) = \sum_{i=0}^{N-1} |v_i(x_0)|^2 h(g_i(x_0)) = \sum_{i,i \rightarrow g_i(x_0) \text{ possible}} |v_i(x_0)|^2 h(g_i(x_0)) \leq \sum_{i,i \rightarrow g_i(x_0) \text{ possible}} |v_i(x_0)|^2 h(x_0) = h(x_0).$$

Springer
Thus, we must have equality in the inequality, which means that \( h(g_i(x_0)) = h(x_0) \) whenever \( v_i(x_0) \neq 0 \). Therefore \( g_i(x_0) \in S \) if the transition is possible, so \( S \) is invariant. Similarly for \( I \).

**Lemma 4.35** If \( h \) is a continuous fixed point of the Ruelle operator then \( h \) is constant on minimal compact invariant sets.

**Proof** If \( Rh = h \), then the real and imaginary part of \( h \) are also fixed points of the Ruelle operator, as \( R \) is order preserving. Hence we may assume that \( h \) is real-valued. Let \( M \) be a minimal compact invariant set. By Lemma 4.34, the set

\[
S = \left\{ x_0 \in M : h(x_0) = \sup_{x \in M} h(x) \right\}
\]

is compact invariant and contained in \( M \). Since \( M \) is minimal, it follows that \( S = M \), so \( h \) is constant on \( M \).

**Lemma 4.36** Let \( h \) be a continuous fixed point of the Ruelle operator. If \( h = 0 \) on all minimal compact invariant sets, then \( h = 0 \) on \( T \).

**Proof** Taking the real and imaginary parts, we can assume \( h \) is real valued. Let \( x_0 \in T \). By Lemma 4.34, the set

\[
S = \left\{ x \in \mathcal{O}(x_0) : h(x) = \sup_{t \in \mathcal{O}(x_0)} h(t) \right\}
\]

is compact invariant, so, by Zorn’s lemma, it contains a minimal compact invariant set \( M_0 \). Then, for all \( x \in M_0 \),

\[
0 = h(x) = \sup_{t \in \mathcal{O}(x_0)} h(t).
\]

Similarly

\[
0 = \inf_{t \in \mathcal{O}(x_0)} h(t).
\]

So \( h \) is 0 on \( \mathcal{O}(x_0) \). Since \( x_0 \) was arbitrary, \( h \) is 0 everywhere.

**Lemma 4.37** Let \( M \) be a minimal compact invariant set. Then \( H(M) \) is irreducible for the representation \((S_i)_{i=0}^{N-1}\).

**Proof** Suppose \( L \) is a closed subspace of \( H(M) \) which is invariant for the representation \((S_i)\). Then, let \( P_L \) be the projection from \( H \) to \( L \), \( P_K \) the projection from \( H \) to \( K \) and \( P_M \) the projection from \( H \) to \( H(M) \). By Theorem 2.3 and Lemma 4.31, the function

\[
h_L(t) = \langle P_K P_L P_K e_t, e_t \rangle = \langle P_L e_t, e_t \rangle, \quad (t \in T),
\]

is a continuous fixed point of the Ruelle operator. Also since \( 0 \leq P_L \leq P_M \), we have, with \( h_M(t) = \langle P_K P_M P_K e_t, e_t \rangle = \langle P_M e_t, e_t \rangle, 0 \leq h_L \leq h_M \). From Lemma 4.29 we get that \( h_M = 0 \) on all minimal compact invariant sets different than \( M \). Indeed, if \( M' \) is such a set then, for \( t \in M' \), \( P_M e_t = 0 \), so \( h_M(t) = \langle P_M e_t, e_t \rangle = 0 \).

Since \( 0 \leq h_L \leq h_M \), we get that \( h_L \) is zero on all minimal compact invariant sets different than \( M \). Also, from Lemma 4.35, \( h_L \) is constant on \( M \). Since \( h_M = 1 \) on \( M \), we get that \( ch_M - h_L = 0 \) on all minimal compact invariant sets. Therefore, by Lemma 4.36, \( h_L = ch_M \).
on $T$. This implies, by Lemma 4.33, that $P_L = cP_M$. Since $P_L$ and $P_M$ are projections, it follows that $c = 0$ or $c = 1$, and this means that $L$ is either $\{0\}$ or $H(M)$, so $H(M)$ is irreducible.

**Lemma 4.38** If $M_1, \ldots, M_p$ is a complete list, without repetitions, of the minimal compact invariant sets, then

$$\bigoplus_{i=1}^p H(M_i) = H.$$ 

**Proof** Let $H_0 = \bigoplus_i H(M_i)$ and let $P_{H_0}$ be the corresponding projection. We know that $P_{H_0}$ commutes with the representation $(S_i)$ and we consider the fixed point of the Ruelle operator $h_{H_0}(t) = \langle P_K P_{H_0} P_K e_t, e_t \rangle = \langle P_{H_0} e_t, e_t \rangle, t \in T$.

For every $i = 1, \ldots, p$ and every $t \in M_i$, since $e_t \in H(M_i)$, we have that $h_{H_0}(t) = \langle P_{H_0} e_t, e_t \rangle = \langle e_t, e_t \rangle = 1$. Thus $1 - h_{H_0}$ is zero everywhere, and by Lemma 4.33, $1 - P_{H_0} = 0$, which means that $H_0 = H$.

**Lemma 4.39** Let $M_1, M_2$ be two distinct minimal compact invariant sets. Then the restrictions of the representation $(S_i)^{N-1}_{i=0}$ to $H(M_1)$ and $H(M_2)$ are disjoint.

**Proof** Let $A : H(M_1) \to H(M_2)$ be an operator that intertwines the two representations. Extend $A$ from $H$ to $H$, by letting $A = 0$ on the orthogonal complement of $H(M_1)$. Then $A$ commutes with the representation $(S_i)$. We claim that the fixed point of the Ruelle operator $h_A(t) := \langle P_K A P_K e_t, e_t \rangle = \langle A e_t, e_t \rangle = 0$ for all $t \in T$.

If $t \in M_1$, then $e_t \in H(M_1)$ and $A e_t \in H(M_2)$, so, by Lemma 4.29, we get that $h_A(t) = \langle A e_t, e_t \rangle = 0$.

If $t$ is in a minimal compact invariant set $M$ different than $M_1$, then $H(M)$ is orthogonal to $H(M_1)$, by Lemma 4.29, so $A e_t = 0$ by definition. Therefore $h_A(t) = \langle A e_t, e_t \rangle = 0$ in this case too. So, $h_A$ is zero on all the minimal compact invariant sets, therefore $h_A$ is zero everywhere, according to Lemma 4.36, which implies that $A = 0$, by Lemma 4.33.

**Proof of Theorem 3.6.** Assume now that the maps $g_i$ are one-to-one and that the minimal compact invariant sets are finite. We prove a Lemma.

**Lemma 4.40** Assume that all the maps $g_i$, $i = 0, \ldots, N - 1$ are one-to-one. Let $M$ be a minimal finite invariant set. Then for any $t_1 \neq t_2$ in $M$, $e_{t_1} \perp e_{t_2}$.

**Proof** Let $d := \min\{\text{dist}(x, y) : x, y \in M, x \neq y\}$. Let $0 < c < 1$ be a common contraction ratio for the maps $(g_i)$ and let $n$ be large enough, so that $c^n \text{dist}(t_1, t_2) < d$. Then, if $|\omega| \geq n$, and the transitions $t_1 \to g_\omega(t_1)$ and $t_2 \to g_\omega(t_2)$ are possible (in several steps), then $g_\omega(t_1), g_\omega(t_2) \in M$ and

$$\text{dist}(g_\omega(t_1), g_\omega(t_2)) \leq c^n \text{dist}(t_1, t_2) < d,$$

so $g_\omega(t_1) = g_\omega(t_2)$ and, since the maps $g_i$ are one-to-one, it follows that $t_1 = t_2$, a contradiction. Thus, for $|\omega| \geq n$ one of the transitions $t_1 \to g_\omega(t_1)$ and $t_2 \to g_\omega(t_2)$ is not possible. Then, using the Cuntz relations

$$\langle e_{t_1}, e_{t_2} \rangle = \sum_{|\omega|=n} \langle S_\omega^* e_{t_1}, S_\omega e_{t_2} \rangle = \sum_{|\omega|=n} \nu_\omega(t_1) \overline{\nu_\omega(t_2)} \langle e_{g_\omega(t_1)}, e_{g_\omega(t_2)} \rangle = 0.$$
Lemma 4.40 also shows that the random walk on $M$ is also separating. Since in a minimal finite invariant set $M$, the orbit of any point is $M$, it follows that the random walk on $M$ is irreducible. By Proposition 4.11, \( \{V_i\} \) is simple on $K(M)$ for any minimal finite invariant set.

We know that the Cuntz representation on $H(M_i)$ is irreducible, and therefore, with Theorem 3.1, we have that $\text{span}\{S_\omega e_{c_i} : \omega \in \Omega \} = H(M_i)$ and so $\lim_{n} P_{H_i}^{(n)} v = P_{H(M_i)} v$, for any $v \in H(M_i)$.

The proof that we have a Parseval frame is very similar to the end proof of Theorem 3.1.

Let $v \in K$. We have, for all $n \geq 0$, using the fact that $\{V_j\}$ is reversing on all the spaces $K(M_i)$:

$$
\sum_{i=1}^{p} \left\| P_{H_i}^{(n)} v \right\|^2 = \sum_{i=1}^{p} \sum_{\omega \in \Omega_i^{(n)}} |(S_\omega e_{c_i}, v)|^2 = \sum_{i=1}^{p} \sum_{\omega \in \Omega_i^{(n)}} |(P_S S_\omega e_{c_i}, v)|^2 = \sum_{i=1}^{p} \sum_{\omega \in \Omega_i^{(n)}} |(S_\omega e_{c_i}, v)|^2
$$

$$
= \sum_{i=1}^{p} \sum_{\omega \in \Omega_i^{(n)}} \sum_{\beta_1 \ldots \beta_n} \left| (V_{\omega \beta_1 \ldots \beta_n} e_{c_i}, v) \right|^2
$$

$$
= \sum_{i=1}^{p} \sum_{\omega \in \Omega_i^{(n)}} \sum_{\beta_1 \ldots \beta_n} \left| v_{\beta_1} (c_i) \right|^2 \ldots \left| v_{\beta_n} (c_i) \right|^2 \left| (V_{\omega \beta_1 \ldots \beta_n} e_{c_i}, v) \right|^2.
$$

But

$$
\sum_{\beta_i \text{ cycle word for } c_i} \left| v_{\beta_i} (c) \right|^2 = 1,
$$

by Lemma 4.8, so we obtain

$$
\sum_{i=1}^{p} \left\| P_{H_i}^{(n)} v \right\|^2 = \sum_{i=1}^{p} \sum_{\omega \in \Omega_i^{(n)}} \left| (V_{\omega \beta_1 \ldots \beta_n} e_{c_i}, v) \right|^2.
$$

Then,

$$
\|v\|^2 = \lim_{n \to \infty} \sum_{i=1}^{p} \left\| P_{H_i}^{(n)} v \right\|^2 = \sum_{i=1}^{p} \sum_{\omega \in \Omega_i^{(n)}} \left| (V_{\omega \beta_1 \ldots \beta_n} e_{c_i}, v) \right|^2.
$$

The next proposition gives a sufficient condition for all the minimal compact invariant sets to be finite.

**Proposition 4.41** Suppose the Assumptions 3.2 hold. Assume that at least one of the minimal compact invariant sets is finite. Let $X_0$ be the attractor of the iterated function system $\{g_i\}_{i=0}^{N-1}$. Assume that the zero sets $\{x \in X_0 : v_i(x) = 0\}$ are finite, and that all the maps $g_i$ are one-to-one, for all $i \in \{0, \ldots, N - 1\}$. Then all the minimal compact invariant sets are finite.

**Proof** Let $M_0$ be a finite minimal invariant set and let $M \neq M_0$ be a minimal compact invariant set. Let $x_0 \in M_0$. Then, by Lemma 4.23, $\overline{O(x_0)} = M_0$. Since $M_0$ is finite, we get that $O(x_0) = M_0 \ni x_0$, so, there exist $i_0, \ldots, i_{p-1}$ such that the transition $x_0 \rightarrow g_{i_{p-1}} \ldots g_{i_0} (x_0) = x_0$ is possible, so $|v_{\omega} (x_0)| > 0$, where $\omega = i_0 \ldots i_{p-1}$.

Since $v_{\omega}$ is continuous, there exists $\delta > 0$ such that, if $d(x, x_0) < \delta$ then $|v_{\omega} (x)| > 0$. 
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Let $c$ be a common contraction ration for the maps $\{g_i\}$. Let $n \in \mathbb{N}$ such that $c^{np}\text{diam}(X_0) < \delta$. Let $x \in M$. Suppose the transition $x \to g^n_\omega(x)$ is possible. Then $g^n_\omega(x) \in M$. Also,

$$d(g^n_\omega(x), x_0) = d(g^n_\omega(x), g^n_\omega(x_0)) \leq c^{np}d(x, x_0) \leq c^{np}\text{diam}(X_0) < \delta,$$

since $x \in M$, $x_0 \in M_0$ and $M, M_0 \subseteq X_0$. Therefore $|v_\omega g^n_\omega(x)| > 0$ and therefore the transition $g^n_\omega(x) \to g_\omega g^n_\omega(x)$ is possible. This means that $g^{n+1}_\omega(x)$ is in $M$. Also,

$$d(g^{n+1}_\omega(x), x_0) = d(g_\omega g^n_\omega(x), g_\omega(x_0)) \leq c^{p}d(g^n_\omega(x), x_0) < \delta.$$

By induction, $g^{n+k}_\omega(x) \in M$ and $d(g^{n+k}_\omega(x), x_0) < \delta$ for all $k \in \mathbb{N}$.

But, as $k \to \infty$, $g^{n+k}_\omega(x)$ converges to the fixed point of $g_\omega$, which is $x_0$. Since $g^{n+k}_\omega(x) \in M$ and $M$ is closed, it follows that $x_0 \in M$, which contradicts the fact that $M \neq M_0$.

Thus, the transition $\rightarrow g^{n}_\omega(x)$ is not possible so $v_{\omega\omega\cdots\omega}(x) = 0$. Since $x \in M \subseteq X_0$ we have

$$x \in \bigcup_{k=0}^{n-1} \bigcup_{j=0}^{p-1} (g_{ij} \cdots g_{i0})^{-1} \{y \in M : v_{ij+1}(y) = 0\},$$

which is a finite set. Since $x$ was arbitrary in $M$, it follows that $M$ is finite. \hfill \Box

**Corollary 4.42** In the hypotheses of Theorem 3.5, assume in addition that the operators $\{V_i\}$ are Cuntz isometries. If $\{V_i\}$ is reversing on $K$, then for all $i = 1, \ldots, p$, $c \in M_i$, the numbers $|v_j(c)|$ are either 0 or 1, and $\{V_\omega e_{c_i} : \omega \in \Omega^{(0)}_{c_i}, i = 1, \ldots, p - 1\}$ is an orthonormal basis for $K$.

**Proof** If $\{V_i\}$ is reversing on $K$, then for $c \in M_i$, if $v_j(c) \neq 0$, we have $V_j e_{g_j(c)} = \overline{v_j(c)} e_c$. But, since $V_j$ is an isometry $\|V_j e_{g_j(c)}\| = 1$, so $|v_j(c)| = 1$. This implies that $v_k(c) = 0$ for all $k \neq j$.

The fact that $\{V_\omega e_{c_i} : \omega \in \Omega^{(0)}_{c_i}, i = 1, \ldots, p - 1\}$ is an orthonormal basis for $K$ follows from Theorem 3.5 since the Cuntz dilation $\{S_j\}$ of $\{V_j\}$ is just $\{V_j\}$ on $K$. \hfill \Box

**5 Examples**

**Example 5.1** We start with a general example which combines exponential functions and piecewise constant functions on the attractor of an affine iterated function system.

**Definition 5.2** The Hilbert space will be the $L^2$-space associated to the invariant measure of an affine iterated function system.

Let $R$ be a $d \times d$ expansive integer matrix (i.e., all eigenvalues $\lambda$ have $|\lambda| > 1$). Let $B \subseteq \mathbb{Z}^d, 0 \in B, |B| = N$. Consider the affine iterated function system

$$\tau_b(x) = R^{-1}(x + b), \quad (x \in \mathbb{R}^d, b \in B).$$

Let $X_B$ be the attractor $X_B$ of the iterated function system $(\tau_b)_{b \in B}$, i.e., the unique compact set with the property that

$$X_B = \bigcup_{b \in B} \tau_b(X_B).$$
Let $\mu_B$ be the invariant measure of the iterated function system, i.e., the unique Borel probability measure such that
\[
\int f \, d\mu_B = \frac{1}{N} \sum_{b \in B} \int f \circ \tau_b \, d\mu_B,
\]
for all bounded Borel functions on $\mathbb{R}^d$. See [23] for details.

We say that the measure $\mu_B$ has no overlap if
\[
\mu_B(\tau_b(X_B) \cap \tau_{b'}(X_B)) = 0, \text{ for all } b \neq b' \text{ in } B.
\]

Assume that $\mu_B$ has no overlap. Define $\mathcal{R} : X_B \to X_B$ by
\[
\mathcal{R}x = Rx - b, \quad x \in \tau_b(X_B),
\]
so that $\mathcal{R} \tau_b(x) = x$ for all $x \in X_B, b \in B$.

Now, to construct the co-isometry $(\mathcal{R}_i)_{i=0}^{M-1}$ on the Hilbert space $L^2(\mu_B)$, suppose that there exist some points $l_0, \ldots, l_{M-1}$ in $\mathbb{Z}^d$, $l_0 = 0$ and $a_{i,b} \in \mathbb{C} \ (i \in \{0, \ldots, M-1\}, b \in B)$ such that the matrix
\[
\frac{1}{\sqrt{N}} \left( e^{2\pi i R^{-1} b \cdot l_i} a_{i,b} \right)_{i \in \{0, \ldots, M-1\}, b \in B}
\]
has orthonormal columns (so it is an isometry). In other words, for all $b, b' \in B$:
\[
\frac{1}{N} \sum_{i=0}^{M-1} a_{i,b} \overline{a}_{i,b'} e^{2\pi i R^{-1} (b-b') \cdot l_i} = \delta_{b,b'}.
\]

Define the function $m_i$ on $X_B$ by:
\[
m_i(x) = e^{2\pi i l_i \cdot x} \sum_{b \in B} a_{i,b} \chi_{\tau_b(X_B)}(x), \quad (x \in X_B, i \in \{0, \ldots, M-1\}).
\]

Here $\chi_A$ is the characteristic function of the subset $A$.

Define the operators $V_i$ on $L^2(\mu_B)$ by
\[
V_i f(x) = m_i(x) f(\mathcal{R}x), \quad (x \in X_B, f \in L^2(\mu_B)).
\]

**Proposition 5.3** We have the following:

(i) For $i \in \{0, \ldots, M-1\}$ and $f \in L^2(\mu_B)$:
\[
V_i^* f(x) = \frac{1}{N} \sum_{b \in B} \overline{m_i(\tau_b(x))} f(\tau_b(x)), \quad (x \in X_B).
\]

In particular, for $e_i(t) = e^{2\pi i t \cdot x}$ ($t \in \mathbb{R}^d$),
\[
V_i^* e_i = \left( \frac{1}{N} \sum_{b \in B} e^{2\pi i (R^\top)^{-1} (t-l_i) \cdot b \overline{a}_{i,b}} \right) e^{(R^\top)^{-1} (t-l_i)}.
\]

(ii) $\{V_i\}_{i=0}^{M-1}$ is a co-isometry on $L^2(\mu_B)$.

This shows that the Assumptions 3.2 are satisfied, with $e(t)(x) = e^{2\pi i t \cdot x}, t, x \in \mathbb{R}^d$ and
\[
v_i(t) = \frac{1}{N} \sum_{b \in B} e^{2\pi i (R^\top)^{-1} (t-l_i) \cdot b \overline{a}_{i,b}}, \quad g_i(x) = (R^\top)^{-1} (t-l_i).
\]
(iii) If, in addition, the matrix in (5.1) is unitary, then the operators \( \{V_i\} \) are Cuntz isometries.

**Proof** We have that, for \( f, g \in L^2(\mu) \),

\[
\{V_i^* f, g\} = \langle f, V_i g \rangle
\]

\[
= \int f(x) \overline{m_i}(x) \overline{g}(\mathcal{R} x) d\mu_B(x)
\]

\[
= \frac{1}{N} \sum_{b \in B} \int f(\tau_b x) \overline{m_i}(\tau_b x) \overline{g}(\mathcal{R} \tau_b x) d\mu_B(x)
\]

\[
= \int \left( \frac{1}{N} \sum_{b \in B} \overline{m_i}(\tau_b x) f(\tau_b x) \right) \overline{g}(x) d\mu_B(x).
\]

In particular, we have that

\[
V_i^* e_l(x) = \frac{1}{N} \sum_{b \in B} \overline{m_i}(\tau_b x) e_l(\tau_b x)
\]

\[
= \frac{1}{N} \sum_{b \in B} e^{-2\pi i l_i \cdot R^{-1}(x+b) \overline{a_i} b} e^{2\pi i \cdot R^{-1}(x+b)}
\]

\[
= \frac{1}{N} \sum_{b \in B} e^{2\pi i (R^\top)^{-1}(t-l_i) - b \overline{a_i} b}
\]

\[
= \left( \frac{1}{N} \sum_{b \in B} e^{2\pi i (R^\top)^{-1}(t-l_i) - b \overline{a_i} b} \right) e^{2\pi i (R^\top)^{-1}(t-l_i) x}
\]

\[
= \left( \frac{1}{N} \sum_{b \in B} e^{2\pi i (R^\top)^{-1}(t-l_i) - b \overline{a_i} b} \right) e^{(R^\top)^{-1}(t-l_i)(x)},
\]

which implies (5.4).

Secondly, for \( f \in L^2(\mu) \), a fixed \( b_0 \in B \), and \( x \in \tau_{b_0}(X_B) \), we have

\[
\left( \sum_{i=0}^{M-1} V_i V_i^* f \right)(x) = \sum_{i=0}^{M-1} V_i \left( \frac{1}{N} \sum_{b \in B} \overline{m_i}(\tau_b x) f(\tau_b x) \right)
\]

\[
= \sum_{i=0}^{M-1} \frac{1}{N} \sum_{b \in B} m_i(x) \overline{m_i}(\tau_b \mathcal{R}(x)) f(\tau_b \mathcal{R}(x))
\]

\[
= \frac{1}{N} \sum_{b \in B} \sum_{i=0}^{M-1} m_i(x) \overline{m_i}(\tau_b \mathcal{R}(x)) f(\tau_b \mathcal{R}(x))
\]

\[
= \frac{1}{N} \sum_{b \in B} \sum_{i=0}^{M-1} m_i(x) e^{-2\pi i l_i \cdot \tau_b \mathcal{R} x \overline{a_i} b} f(\tau_b \mathcal{R}(x))
\]

\[
= \frac{1}{N} \sum_{b \in B} \sum_{i=0}^{M-1} e^{2\pi i l_i \cdot x} e^{-2\pi i l_i \cdot (x + R^{-1}(b-b_0)) \overline{a_i} b_0 \overline{a_i} b} f(\tau_b \mathcal{R}(x))
\]

\[
= \sum_{b \in B} f(\tau_b \mathcal{R}(x)) \left( \frac{1}{N} \sum_{i=0}^{M-1} a_i b_0 \overline{a_i} b e^{2\pi i l_i \cdot R^{-1}(b_0-b)} \right)
\]
If the matrix in (5.1) is unitary, then we have that

$$V_i^* V_i f(x) = V_{i'}^* (m_i(x) f(Rx)) = \frac{1}{N} \sum_{b \in B} \overline{m_{i'}}(\tau_b(x)) m_i(\tau_b(x)) f(R \tau_b(x))$$

$$= \frac{1}{N} \sum_{b \in B} e^{-2\pi i l_{i'} \cdot \tau_b(x)} \overline{a_{i',b}} e^{2\pi i l_i \cdot \tau_b(x)} a_{i,b} f(x)$$

$$= f(x) \left( \frac{1}{N} \sum_{b \in B} e^{-2\pi i l_{i'} \cdot R^{-1}(x+b)} \overline{a_{i',b}} e^{2\pi i l_i \cdot R^{-1}(x+b)} a_{i,b} \right)$$

$$= f(x) \left( e^{2\pi i (R^T)^{-1}(l_{i'} - l_i) \cdot x} \frac{1}{N} \sum_{b \in B} e^{-2\pi i (R^T)^{-1}l_{i'} \cdot b} \overline{a_{i',b}} e^{2\pi i (R^T)^{-1}l_i \cdot b} a_{i,b} \right)$$

$$= f(x) e^{2\pi i (R^T)^{-1}(l_{i'} - l_i) \cdot x} \delta_{i,i'} = f(x) \delta_{i,i'}.$$  

\[ \square \]

**Example 5.4** In this example, we consider the weighted Fourier frames studied in [15, 16, 28].

As in Example 5.1, consider an affine iterated function system on \( \mathbb{R}^d \),

$$\tau_b(x) = R^{-1}(x + b), \quad (b \in B, x \in \mathbb{R}^d).$$

Assume now that there exist some points \( l_0, \ldots, l_{M-1} \) in \( \mathbb{Z}^d \), \( l_0 = 0 \), and some complex numbers \( \alpha_0, \ldots, \alpha_{M-1}, \alpha_0 = 1 \), such that the matrix

$$\frac{1}{\sqrt{N}} \left( e^{2\pi i R^{-1} l_i \cdot \alpha_i} \right)_{i \in \{0, \ldots, M-1\}, b \in B}$$

is an isometry, i.e.,

$$\frac{1}{N} \sum_{i=0}^{M-1} e^{2\pi i R^{-1} (b-b') \cdot l_i} |\alpha_i|^2 = \delta_{b,b'}, \quad (b, b' \in B).$$

By [10, Theorem 1.6], we get that the measure \( \mu_B \) has no overlap. Indeed, according to the cited reference, we just have to make sure that the elements in \( B \) are not congruent modulo \( R\mathbb{Z}^d \). But this follows, by contradiction, from (5.8).

Note that this corresponds to a special case in Example 5.1, when, for all \( i \in \{0, \ldots, M - 1\} \), we have \( a_{i,b} = \alpha_i \) for all \( b \in B \), that is \( a_{i,b} \) is independent of \( b \). Using Proposition 5.3, we obtain that the isometries \( V_i \) are given by

$$V_i f(x) = \alpha_i e^{2\pi i l_i \cdot x} f(\mathbb{R}^d) \quad (f \in L^2(\mu_B)), \quad (5.9)$$

and they satisfy the Assumptions 3.2, with

$$g_i(t) = (R^T)^{-1}(t - l_i), \quad v_i(t) = \overline{\alpha_i} m_B(g_i(t)), \quad (t \in \mathbb{R}^d, i \in \{0, \ldots, M - 1\}).$$

(5.10)

where

$$m_B(t) = \frac{1}{N} \sum_{b \in B} e^{2\pi i b \cdot t}, \quad (t \in \mathbb{R}^d).$$

(5.11)
The set \{0\} is a minimal invariant set, because \(l_0 = 0\) and \(\alpha_0 = 1\), so the only possible transition from 0 is to 0 \(0 \rightarrow 0\) with probability \(|v_0(0)|^2 = 1\).

In dimension \(d = 1\), since \(m_B\) is a trigonometric polynomial, it has finitely many zeros in the attractor \(X_L\) of the maps \(\{g_i\}\), and therefore we can use Proposition 4.41, to conclude that all minimal invariant sets are finite.

We check that \(\{V_j\}\) is reversing on every space \(K(M_i)\) for all minimal invariant sets \(M_i\), \(i = 1, \ldots, p\). For this, we will use [15, Proposition 4.2], which shows that, for every \(t \in M_i\), \(b \cdot t \in \mathbb{Z}\) for all \(b \in B\). We include the statement of that result, because it gives a lot of information about the structure of the minimal finite invariant sets in this situation:

**Proposition 5.5** [15, Proposition 4.2] Assume \(\alpha_i \neq 0\) for all \(i \in \{0, \ldots, M - 1\}\). Let \(\mathcal{M}\) be a non-trivial finite, minimal invariant set. Then, for every two points \(t, t' \in \mathcal{M}\) the transition is possible from \(t\) to \(t'\) in several steps. In particular, every point in the set \(\mathcal{M}\) is a cycle point.

The set \(\mathcal{M}\) is contained in the interval \([\min(-l_i)/R - 1, \max(-l_i)/R - 1]\).

If \(t\) is in \(\mathcal{M}\) and if there are two possible transitions \(t \rightarrow g_1(t)\) and \(t \rightarrow g_2(t)\), then \(l_1 \equiv l_2(\mod R)\).

Every point \(t\) in \(\mathcal{M}\) is an extreme cycle point, i.e., \(|m_B(t)| = 1\) and if \(t \rightarrow g_0(t)\) is a possible transition in one step, then \(\{i : (l_0 - l_i) \cdot R^{-1}b \in \mathbb{Z}\text{ for all }b \in \mathbb{B}\} = \{i : l_i \equiv l_0(\mod R)\}\) and

\[
\sum_{i, l_i \equiv l_0(\mod R)} |\alpha_i|^2 = 1.
\] (5.12)

In particular \(t \cdot b \in \mathbb{Z}\) for all \(b \in \mathbb{B}\).

Take \(c \in M_i\), and \(j \in \{0, \ldots, M - 1\}\) such that \(v_j(c) \neq 0\). This means that the transition \(c \rightarrow g_j(c)\) is possible and so \(g_j(c) \in M_i\) and \(b \cdot g_j(c) \in \mathbb{Z}\) for all \(b \in \mathbb{B}\). Then, for \(x \in \tau_b(X_B)\), we have:

\[
V_j e_{g_j(c)}(x) = \alpha_j e^{2\pi i l_j x} e^{2\pi i g_j(c) (Rx - b)} = \alpha_j e^{2\pi i (l_j x + g_j(c) - (Rx - b))} = \alpha_j e^{2\pi i (l_j x + cx - l_j x)} = \alpha_j e^{2\pi i cx}.
\]

Also

\[
\overline{V}_j(c) = \alpha_j \overline{m}_B(g_j(c)) = \alpha_j \frac{1}{N} \sum_{b \in \mathbb{B}} e^{-2\pi i b g_j(c)} = \alpha_j.
\]

So \(V_j e_{g_j(c)}(c) = \overline{V}_j(c) e_c\).

Thus, we can apply Theorem 3.5. So, we pick a point \(c_i\) in each minimal invariant set \(M_i\). Recall that \(\Omega_{n+1}^{(0)}\) is the set of all words in \(\Omega\) that do not end in a cycle word for \(c_i\). We compute \(V_\omega e_{c_i}\), for \(\omega = \omega_1 \ldots \omega_n \in \Omega\), and we show that

\[
V_\omega e_{c_i} = \alpha_{\omega_1} \ldots \alpha_{\omega_n} e_{l_{\omega_1} + R l_{\omega_2} + \ldots + R^{n-1} l_{\omega_n} + R^n c_i}.
\] (5.13)

Indeed, using the fact that \(b c_i \in \mathbb{Z}\) for all \(b \in \mathbb{B}\), and \(R \in \mathbb{Z}\), take \(x \in \tau_b(X_B)\), and we have:

\[
V_\omega e_{c_i}(x) = \alpha_{\omega_1} e^{2\pi i (l_{\omega_1} x + c_i (Rx - b))} = \alpha_{\omega_n} e^{l_{\omega_n} c_i + R x (c_i)}(x).
\]

Then

\[
V_{\omega_{n-1}} V_\omega e_{c_i} = \alpha_{\omega_{n-1}} \alpha_{\omega_n} e^{l_{\omega_{n-1}} + R l_{\omega_n} + R^2 c_i}.
\]

The relation (5.13) then follows by induction.

Thus, with Theorem 3.5 and Corollary 4.42, we obtain
Corollary 5.6 [16, Theorem 1.6] In dimension $d = 1$, let $M_i$, $i = 1, \ldots, p$ be all the minimal finite invariant sets, and pick $c_i \in M_i$ for each $i = 1, \ldots, p$. The family of weighted exponential functions
\[
\{\alpha_{\omega_1} \cdots \alpha_{\omega_n} e^{l_{\omega_1} + R l_{\omega_2} + \cdots + R^{n-1} l_{\omega_n} + R^n c_i} : \omega \in \Omega_{c_i}^{(0)}, i = 1, \ldots, p\}
\]
is a Parseval frame for $L^2(\mu_B)$.

Corollary 5.7 [11, Theorem 8.4] In dimension $d = 1$, suppose that the matrix
\[
\frac{1}{\sqrt{N}} \left( e^{2\pi i R^{-1} b_i} \right)_{i \in \{0, \ldots, N-1\}, b \in B}
\]
is unitary. Let $M_i$, $i = 1, \ldots, p$ be all the minimal invariant sets, and pick $c_i \in M_i$ for each $i = 1, \ldots, p$. The family of exponential functions
\[
\{e^{l_{\omega_1} + R l_{\omega_2} + \cdots + R^{n-1} l_{\omega_n} + R^n c_i} : \omega \in \Omega_{c_i}^{(0)}, i = 1, \ldots, p\}
\]
is an orthonormal basis for $L^2(\mu_B)$.

Example 5.8 In this example, we show that, in higher dimensions, it is possible to have minimal compact invariant sets which are infinite. Take
\[
R := \begin{bmatrix} 4 & 0 \\ 1 & 4 \end{bmatrix}, \quad B := \left\{ \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 0 \\ 3 \end{bmatrix}, \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 3 \\ 1 \end{bmatrix} \right\}.
\]
One can take
\[
L := \left\{ l_0 = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, l_1 = \begin{bmatrix} 2 \\ 0 \end{bmatrix}, l_2 = \begin{bmatrix} 0 \\ 2 \end{bmatrix}, l_3 = \begin{bmatrix} 2 \\ 2 \end{bmatrix} \right\},
\]
and all $\alpha_i = 1$, so that the matrix in (5.7) is unitary.

We have
\[
m_B(x, y) = \frac{1}{4} (1 + e^{2\pi i x} + e^{2\pi i 3y} + e^{2\pi i (x+3y)}) = \frac{1}{4} (1 + e^{2\pi i x})(1 + e^{2\pi i 3y}).
\]

We note that the set $S = \{ (x, -2/3) : x \in \mathbb{R} \}$ is invariant. Indeed, $(R^\top)^{-1} = \begin{bmatrix} 1/4 & -1/16 \\ 0 & 1/4 \end{bmatrix}$. So, if $l_i = (\ast, 0)$ then the second component of $g_i(x, -2/3)$ is $-1/6$ and so
\[
v_i(x, -2/3) = m_B (g_i(x, -2/3)) = m_B (\ast, -1/6) = 0.
\]
If $l_i = (\ast, 2)$, then the second component of $g_i(x, -2/3)$ is $-2/3$ so $g_i(x, -2/3) \in S$. Thus the only possible transitions from $(x, -2/3)$ are
\[
(x, -2/3) \xrightarrow{(0, 2)\top} (x/4 + 1/6, -2/3), \text{ and } (x, -2/3) \xrightarrow{(2, 2)\top} (x/4 - 1/3, -2/3).
\]

Let $X_1$ be the attractor of the iterated function system $\sigma_0(x) = x/4 + 1/6$, $\sigma_2(x) = x/4 - 1/3$, i.e., the unique compact subset of $\mathbb{R}$ such that
\[
X_1 = \sigma_0(X_1) \cup \sigma_2(X_1).
\]

We claim that $X_1 \times \{-2/3\}$ is a minimal compact invariant set.

If we compute the fixed points of $\sigma_0$ and $\sigma_2$, which are $\frac{5}{2}$ and $\frac{1}{2}$ respectively, the interval $[-\frac{4}{9}, \frac{2}{9}]$ is invariant for both $\sigma_0$ and $\sigma_2$, which implies that $X_1 \subset [-\frac{4}{9}, \frac{2}{9}]$. 
Note that, if $x \in X_1$, then
\[ m_B(x, -2/3) = \frac{1}{4}(1 + e^{2\pi i x}) = 0, \]
if and only if $x = -\frac{1}{2}$. Thus, the only points $(x, -2/3) \in X_1 \times \{-2/3\}$ for which not both transitions are possible, could be $(\sigma_0^{-1}(-1/2), -2/3) = (-8/3, -2/3)$ and $(\sigma_1^{-1}(-1/2), 2/3) = (-2/3, -2/3)$. But these points are outside the interval $[-\frac{4}{3}, \frac{2}{3}] \times \{-2/3\}$ so they are not in $X_1 \times \{-2/3\}$. Therefore, for all points in $X_1 \times \{-2/3\}$, both transitions are possible. But the closed orbit of any point in the attractor is the attractor itself, thus $X_1 \times \{-2/3\}$ is minimal compact invariant.

**Remark 5.9** A lot of information about the structure of the minimal invariant sets in higher dimensions can be found in [6].

**Example 5.10** We present here an example of a Cuntz representation, where a cycle point has two cycle words and therefore the family $\{S_{\omega}e_c : \omega \in \Omega_c^{(0)}\}$ is incomplete in the Hilbert space $H(\mathcal{M})$ that corresponds to its minimal invariant set (by Proposition 5.5).

We consider an affine iterated function system on $\mathbb{R}^2$, as in Definition 5.2, determined by the scaling matrix $R = \begin{bmatrix} 4 & 0 \\ 0 & 2 \end{bmatrix}$, and digits $B \times B'$ where $B = \{0, 2\}$, $B' = \{0, 1\}$. Let $R = 4$, $R' = 2$, $l_0 = (0, 0)$, $l_1 = (3, 0)$, $l_2 = (4, 0)$, $l_3 = (15, 0)$. We will order the set $B \times B' = \{(0, 0), (2, 0), (0, 1), (2, 1)\}$ for the sake of indexing the matrices to follow. Take
\[
\frac{1}{\sqrt{4}} \left( a_{i,(b,b')} \right)_{i=0,\ldots,3,(b,b') \in B \times B'} = \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & \xi & \xi & 1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & -\xi & -\xi \end{pmatrix}, \quad |\xi| = 1; \; \xi \neq 1, -1
\]
(this appears also in [28]).

\[
\frac{1}{\sqrt{4}} \left( e^{2\pi i \left( \frac{l_i^1}{4} b + \frac{1}{2} \right)} d_{i,(b,b')} \right)_{i=0,\ldots,3,(b,b') \in B \times B'} = \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & \xi & -\xi \\ 1 & 1 & -1 & -1 \\ 1 & -1 & -\xi & \xi \end{pmatrix}
\]
is unitary where $l_i^1$, $l_i^2$ denote the coordinates of $l_i$. To simplify notation, we will often identify $(x, 0)$ with $x$. Define, for $i = 0, \ldots, 3$,
\[
m_i(x, x') = e^{2\pi i l_i(x, x')},
\]
and $S_i f(x, x') = m_i(x, x') f(Rx, R'x')$.

Then from Proposition 5.3, since the matrix above is unitary, the operators $(S_i)$ form a representation of the Cuntz algebra $\mathcal{O}_4$. If we denote $e_{t, t'}(x, x') = e^{2\pi i (tx + t'x')}$, then we have that the $S_i^*$ have the form:
\[
S_i^* e_{t, t'} = v_i(t, t') e_{g_i(t, t')}, \quad \text{where}
\]
\[
v_i(t, t') = \frac{1}{4} \sum_{(b,b') \in B \times B'} e^{2\pi i \left( \frac{1}{4} (t-l_i) b + \frac{1}{2} t'b' \right)} d_{i,(b,b')} \]
\[
g_i(t, t') = \left( \frac{1}{4} (t - l_i), \frac{1}{2} t' \right).
\]
We now find the compact minimal invariant sets. Assume $\mathcal{M}$ is a compact minimal invariant subset of $\mathcal{T} = \mathbb{R}^2$. Then if $(t, t') \in \mathcal{M}$, then there must exist a possible transition $(t, t') \rightarrow g_1(t, t') \rightarrow \ldots \rightarrow g_{n-1}(t, t') \in \mathcal{M}$ for all $n$. By compactness of $\mathcal{M}$, there exists a convergent subsequence $g_{i_1}g_{i_2}\ldots g_{i_k}(t, t') \rightarrow (x_0, 0) \in \mathcal{M}$ as $k \rightarrow \infty$, since the second component of $g_{i_1}g_{i_2}\ldots g_{i_k}(t, t')$ is $\frac{1}{k}t'$, which converges to 0 as $k \rightarrow \infty$. Since $\mathcal{M}$ is minimal $\mathcal{M} = \overline{\mathcal{O}(x_0, 0)} \subseteq \mathbb{R} \times \{0\}$. Thus $\mathcal{M} = M_1 \times \{0\}$, for some $M_1 \subseteq \mathbb{R}$ (note that any transition from a point in $\mathbb{R} \times \{0\}$ leads to $\mathbb{R} \times \{0\}$). Now we calculate:

$$v_1(t, 0) = \frac{1}{4} \sum_{b \in B} e^{2\pi i \left(\frac{1}{2}(t-l_i)b\right)} \sum_{b' \in B'} a_{i, (b, b')}.$$  

However, we see that $a_{i, (b, b')}$ is independent of $b$, so we denote

$$\alpha_i = \frac{1}{2} \sum_{b' \in B'} a_{i, (b, b')} = \frac{1}{2} (a_{i, (0,0)} + a_{i, (0,1)}) = \frac{1}{2} (a_{i, (2,0)} + a_{i, (2,1)}).$$  

$$m_B(x) = \frac{1}{2} \sum_{b \in B} e^{2\pi i bx} = \frac{1}{2} (1 + e^{2\pi i x}).$$  

Therefore we may write

$$v_1(t, 0) = \overline{\mathcal{O}} m_B \left(\frac{1}{4} (t - l_i)\right)$$  

$$g_1(t, 0) = \left(\frac{1}{4} (t - l_i), 0\right).$$  

Thus, $M_1$ must be invariant for the maps $g_1(\cdot, 0)$ and the weights $\overline{\mathcal{O}} m_B \left(\frac{1}{4} (\cdot - l_i)\right)$. Note that in particular, since $\alpha_2 = \frac{1}{2} (1 + (-1)) = 0$, and $\alpha_i \neq 0$ for $i \neq 2$, it suffices to see that $M_1$ is invariant for the $g_i(\cdot, 0)$ and $m_B \left(\frac{1}{4} (\cdot - l_i)\right)$, $i \in \{0, 1, 3\}$. We will show that $M_1 = \overline{\mathcal{O}(-1)} = \{-1, -4\}$ or $M_1 = \overline{\mathcal{O}(0)} = \{0\}$.

With Proposition 5.5, we know that, for any $c \in M_1$, we must have $c \cdot b \in \mathbb{Z}$ for all $b \in B$. So $c \in \frac{1}{2} \mathbb{Z}$. Also, $c \in \left[\frac{-15}{2}, \frac{0}{2}\right] = [-5, 0]$. Also, if $c \in M_1$ and the transition to $g_i(c)$ is possible, then $g_i(c)$ is in $M_1$ so it must be of the same form $\frac{1}{2} \mathbb{Z}$. Note that $m_B(x) = 0$ only if $x$ is of the form $\frac{2k+1}{2}$ for some $k \in \mathbb{Z}$. Thus, if $c = \frac{2j+1}{2}$ for some $j \in \mathbb{Z}$ then the transition $c \rightarrow g_0(c) = \frac{2j+1}{8}$ is possible and $g_0(c)$ is not in $\frac{1}{2} \mathbb{Z}$. This means that $c$ cannot be in $M_1$. So we only have to check $\{-5, -4, -3, -2, -1, 0\} \cap \overline{\mathcal{O}(0)}$ is the trivial invariant set. Also $\{-4, -1\}$ is invariant. We have the possible transitions $-5 \rightarrow g_1(-5) = -2 \rightarrow g_0(-2) = -\frac{1}{2}$ and $-3 \rightarrow g_1(-3) = -\frac{3}{2}$. Since $-\frac{1}{2}$ and $-\frac{3}{2}$ are not in $M_1$ it follows that neither are $-5, -3$ nor $-2$.

In the case of $M_1 = \overline{\mathcal{O}(-1)} = \{-4, -1\}$, we see that $-1$ has two distinct cycle words, 1 and 3, 0. Indeed $-1 \rightarrow g_1(-1) = \frac{-1-3}{4} = -1$ and $-1 \rightarrow g_3(-1) = \frac{-1-15}{4} = -4 \rightarrow g_0(-4) = \frac{-4}{4} = -1$. Thus by Proposition 4.13, we know that $\text{span}\{S_{\omega}e_{(-1, 0)} : \omega \in \Omega_{(-1, 0)}\} \neq H(M_1)$.

**Example 5.11** We use Theorem 3.5 to provide a class of Parseval frames as in [17], Theorem 3.11. Let $A$ be a $M \times N$ matrix such that $\frac{1}{\sqrt{N}} A^* A = I_N$ (hence $N \leq M$) and the first row is constant $a_{0, j} = 1$, $j = 0, \ldots, N - 1$. With $\mathcal{R}(x) = N x \mod 1$ and $k \in \{0, 1, \ldots, M - 1\}$
define
\[
m_k(x) := \sum_{j=0}^{N-1} a_{kj} \chi_{l(N,(j+1)N)}(x) \]
\[
V_k : L^2[0, 1] \to L^2[0, 1], \quad V_k f(x) := m_k(x) f(R(x)).
\]

Note that this corresponds to the Example 5.1 when \(R = N\), \(B = \{0, 1, \ldots, N - 1\}\), \(l_i = 0\) for all \(i = 0, \ldots, M - 1\) and \(a_{i,b}\) are the entries of the matrix \(A\). Indeed, the attractor of the iterated function system \((\tau_b)_{b \in B}\) is \([0, 1]\) and the invariant measure \(\mu_B\) is the Lebesgue measure on \([0, 1]\).

By Proposition 5.3, the Assumptions 3.2 are satisfied, with
\[
g_i(t) = \frac{t}{N}, \quad \nu_i(t) = \frac{1}{N} \sum_{j=0}^{N-1} e^{2\pi i \frac{t}{N} a_{i,j}}.
\]

We will show that the only compact minimal invariant set is \(M = \{0\}\) then apply Theorem 3.5.

The set \(M = \{0\}\) is invariant because the only possible transition from 0 is 0 \(\to\) 0 with probability \(|\nu_0(0)|^2 = 1\).

To show this is the only compact, minimal invariant set suppose by contradiction there is a compact minimal invariant set \(N\) with some \(t \in N\), \(t \neq 0\). We argue that necessarily 0 \(\in N\) thus \(\{0\} \subset N\), contradicting the minimality of \(N\). If \(t \in N\) then \(t/N \in N\) because there must be at least one possible transition \(t \to g_k(t) = t/N \) since \(\sum_k |v_k(t)|^2 = 1\). Continuing in this fashion we get \(a_n := (t/N)^n \in N\) for all \(n \in \mathbb{N}\). By compactness and invariance \(0 = \lim_{n \to \infty} a_n \in N\), as desired.

Since the only cycle word for 0 is 0, with Theorem 3.5, we obtain:

**Corollary 5.12** [17, Theorem 1.4] *The family of functions*
\[
\{V_\omega 1 : \omega \in \Omega \text{ not ending in } 0\}
\]

*is a Parseval frame for \(L^2[0, 1]\).*
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