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Abstract. Although a large amount of accident data in terms of categorical attributes and free texts are available across large enterprises involving high-risk operations, the methodology for analyzing such mixed data is still under development. The present study proposed a new methodological approach to extract useful inherent patterns or rules for accident causation using association rule mining (ARM) of both incident narratives (unstructured texts) and categorical data. Incidents data from an integrated steel plant for a period of four years (2010–2013) are used for model building and analysis. In the first phase, the text mining approach is employed to find out the basic events that could lead to the occurrences of faults or incident events. In the second phase, text-based ARM has been used to extract the useful rules from unstructured texts as well as structured categorical attributes. A total of 23 best item-set rules are extracted. The findings help the management of the plant to augment the cause and effect analysis of accident occurrences as well as quantifying the effects of the causes, which can also be automated to minimize the human involvement.
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1 Introduction

Steel manufacturing sector is one of the high-risk sectors as the workers are exposed to hot, noisy, gaseous and/or dusty environment in most of the working hours [15]. From the study of [21], it is seen that metal workers take long-term sick leave which is more than double than that a normal worker takes.
Accidents (or undesired incidents) in such industry impose substantial burden on the stakeholders, both employers, and employees. According to the report of [11], the number of occupational accidents raise to 3 lakh mortalities, and 300 million injuries globally in every year. The cost of job related injury is more than $27 billion annually as per the estimation by the National Safety Council in USA. Although accident data are collected, they often remain either unutilized or under-utilized. Therefore, proper analysis of accident data is essential for identification of causal factors or faults and predicting their likely occurrences.

To understand the incident causation, incident data should be utilized properly. It is found from previous studies that most of the leading organizations try to maintain their own system of investigation and reporting of accidents. It eventually helps them take precautionary measures in order to lessen its re-occurrences. However, it is very difficult to use full information within incident investigation database due to the fact that they are mix of structured and unstructured, large and manually intractable incident data [3,28,40]. Incident data comprises different data types, such as categorical, continuous, and unstructured texts of incidents. The narrative field is aimed to provide a free text description of the incidents to elaborate its causes and contributory factors that otherwise remain hidden. In most of the published literature, it is observed that association rule mining (ARM) has been used on categorical incidents data; however, very few studies have been carried out which uses incident narratives [6]. Moreover, the texts data are so unstructured that creates a high degree of difficulty in pattern extraction from them. Therefore, there exists a need of research to extract incident patterns from structured and unstructured data and analyse them properly for accident analyses and prevention.

Therefore, the aim of the study is to extract meaningful patterns from both structured categorical and unstructured texts data using association rule mining (ARM) technique. Using this technique, rules or association of factors responsible for accidents are extracted. Moreover, predictive regions is used in text mining-based ARM which helps in generation of effective rules. Results from the study reveal that the proposed approach not only helps in automation of the process, but also provides the hidden rules that might be missed by expert’s knowledge. Therefore, preventive actions could be initiated in order to reduce the re-occurrence of incidents.

The rest of the paper is structured as follows: In the Sect. 2, related works are presented briefly. Dataset, data types, and the methods text-based ARM are described in Sect. 3. In Sect. 4, results are discussed. Finally, conclusions with limitations and scopes for future works are presented in Sect. 5.

2 Literature Review

Occupational incidents are serious concern for all industries. To minimize the number of incidents, investigation of causal factors is necessary. Some of the related studies also include prediction-based incident analysis and prevention, for examples, development of predictive model [34], rough set theory (RST) [29],
Bayesian Network (BN) [32], Petri nets [37], hybrid clustering [31], image processing [25], decision support system [30], optimized decision tree approach [35]. Most of these studies deploy data mining or machine learning-based techniques unlike traditional questionnaire-based analysis [33] due to their advantages over traditional ones. In addition, previous studies also indicated that the use of both categorical and text information eventually makes the analysis very difficult. Text mining (TM), in such cases, has been found to be an effective technique for analyzing such incident texts [6,26,27,39]. TM is usually used to find out the hidden patterns in the unstructured text fields which may be useful for improved information retrieval system or may be used as inputs to predictive models [6]. Overall, using TM in occupational accident analysis focuses on two broad domains: (i) auto-coding of texts [7,14,23,39], and (ii) text classification and prediction [6,9,26]. Auto-coding of incident reports reduce the human efforts to a great extent [4,14,39]. For example, [4] auto-coded compensation claims into two classes, i.e., musculoskeletal disorder (MSD), and slip-trip-fall (STF) using Naïve Bayes auto-coding classifier with 90% classification accuracy. Another work by [39] shows that Bayesian auto-coding model based on fuzzy and Naïve approaches could code near miss and injuries with considerable accuracy.

An effort is still necessary for information extraction for both unstructured text and non-text categorical data. ARM is a popular approach in this task, which has been applied in several safety studies, including construction [2,8,16], railway [18], steel [41], and roads [13,22]. The principal reason of using ARM is its capability of extracting useful patterns from huge datasets and its easier interpretation [2,17,20]. However, from the previous literature, it is found that most of the studies are conducted in construction sector. For instance, [16] tried to find associations of different factors as well as patterns of injuries in construction industry in Taiwan. [17] focused only on extraction of unapparent association rules using ‘extracted probability’. Although ARM has been used in those studies on categorical data, its application on both unstructured accident texts and categorical data is rather challenging and new. The text-based ARM approach has more potential to explore the hidden patterns from both types of data in terms of associations of different factors which most of the time remain under-utilized.

2.1 Research Issues

From the review of literature, the following research issues are identified:

(i) Large amount of text data or narratives of incidents remain often under-utilized across industries as it demands a substantial amount of human efforts and time, and often manually intractable.

(ii) Extraction of rules from incident narratives has not been addressed by any previous literature. Therefore, the use of texts is expected to have potential for providing hidden incident patterns or rules.

(iii) Finally, it is mostly observed from accident studies that ARM has been deployed in construction domains. Its use in other domains still remains unexplored which demands a thorough investigation.
2.2 Contributions of the Work

The study contributes to the body of literature as follows:

(i) Both the categorical and free-text data (i.e., narratives) have been used for generation of rules.
(ii) The present research encompasses both text mining-based rule-cause extraction using ARM. Predictive regions is used on text-based ARM for better rule extraction.
(iii) The proposed methodology has been validated using incident data obtained from an integrated steel plant in India.

3 Materials and Methods

In this section, a brief overview of the data set (i.e., variables and data types) obtained from an integrated steel plant and the methods used in this study are given below.

3.1 Variables and Data Types

The incident dataset for a period of 45 months (from 2010 to 2013) retrieved from the digital database system of an integrated steel plant was considered for the study. The dataset contains thirteen attributes (12 categorical, and one textual), and 998 observations. A brief description on each of the attributes is given below.

(i) **Date of incident (DOI):** This attribute implies the date when the incident was occurred.
(ii) **Department (Dept.):** This represents the location where the incident was taken place. In total, nine departments were considered, namely N1, N2, N3, N4, N5, N6, N7, N8, and N9. Here, N9 represents ‘other departments’ consisting of the departments having very few records of incidents during the study period.
(iii) **Incident outcome (IO):** It is the outcome variable. It has three different classes: (i) injury (I)-when someone gets injured physically from an incident; (ii) near miss (N)-when someone is narrowly escaped from an incident having full potential to cause injury or damage; and (iii) property damage (PD)-when there is damage to private or public property, due to the incident.
(iv) **Incident event (IE):** This attribute refers to the top event that qualifies the incident which has occurred. It has 23 classes. They are ‘crane dashing (CD)’, ‘dashing/collision (DC)’, ‘derailment (D)’, ‘electric flash (EF)’, ‘energy isolation (EI)’, ‘equipment/machinery (EM)’, ‘fire/explosion (FE)’, ‘gas leakage (GL)’, ‘hot metals (HM)’, ‘hydraulic/pneumatic (HP)’, ‘lifting tools & tackles (LTT)’, ‘process incidents (PI)’, ‘rail (R)’, ‘road incidents (RI)’, ‘run over (RO)’, ‘skidding (S)’, ‘slip/trip/fall (STF)’, ‘structural integrity (SI)’, ‘toxic chemicals (TC)’, and ‘working at heights (WAH)’.
(v) **Working Condition (WC):** This attribute represents the condition of work when the incident took place. It has three categories i.e., ‘group working (W1)’ representing the condition where people work in groups, ‘single working (W2)’ representing person working alone, and ‘Others (W3)’ representing situations when no workers were present.

(vi) **Machine Condition (MC):** It implies the condition of machine when the accident took place; either machine is in ‘idle condition (M1)’ or in ‘running condition (M2)’, or ‘others (M3)’ i.e., not related to machine.

(vii) **Observation type (OT):** This attribute represents the basic causes of incident and has four categories as; (i) ‘unsafe act (OT1)’ representing the person himself is responsible for the cause of incident, (ii) ‘unsafe act and unsafe condition (OT2)’ representing the incident occurred due to presence of both the factors, person’s fault and hazardous condition, (iii) ‘unsafe act by other (OT3)’ representing the incident occurred due to the other’s fault, and (iv) ‘unsafe condition (OT4)’ representing a situation which is likely to cause incidents.

(viii) **Incident type (IT):** This attribute represents whether an accident happened is due to ‘human behavior (IT1)’, or ‘process type (IT2)’ which is non-human fault.

(ix) **Standard Operating Procedure (SOP) Adequacy (SOPA):** SOP implies a procedure/guideline to be followed while performing tasks by the workers/operators. It has three categories: (i) ‘SOP adequate (SOPA1)’ – sufficient in quality and quantity; (ii) ‘SOP inadequate (SOPA2)’ – not sufficient in quality and quantity; and (iii) ‘not applicable (SOPA3)’.

(x) **SOP compliance (SOPC):** This attribute indicates whether any SOP was ‘followed (SOPC1)’, or ‘not followed (SOPC2)’, or ‘not applicable (SOPC3)’.

(xi) **SOP Availability (SOPAv):** This attribute implies that whether any SOP was ‘available (SOPAv1)’, or ‘not available (SOPAv2)’, or ‘not applicable (SOPAv3)’.

(xii) **SOP Requirement (SOPR):** This attribute represents that whether any SOP was ‘required (SOPR1)’, or ‘not (SOPR2)’, or ‘not applicable (SOPR3)’.

(xiii) **Brief description of incident (BDI):** This attribute consists of short description on how and why the incident occurred. The field contains free text logged by safety personnel after the incident was investigated.

### 3.2 Methods

The flowchart of the proposed methodology is depicted in Fig. 1. After data collection, text and non-text attributes are separated. Thereafter, text preprocessing techniques, namely tokenization, stemming & lemmatization, and stop words removal are performed. Finally, predictive regions are identified which finally produces pre-processed texts. Finally, rules are extracted from both pre-processed categorical and text attributes.
In order to find out the hidden pattern within data in terms of rules, ARM is used on both text and categorical data. The proposed text-based ARM can automatically discover association rules from text documents. The approach typically consists of three steps, which are explained as follows: (i) tokenization, filtration, stemming and indexing of the documents, (ii) determination of predictive regions in texts, and (iii) generation of association rules using ARM. All the three above-mentioned steps are briefly described below.

**Step 1 - Preprocessing of text:** Initially, the TDM has been obtained by text mining process. It is then indexed by proper weighting scheme i.e., Term Frequency-Inverse Document Frequency (TF-IDF), which is widely used in different literature [5,10,42]. The term TF-IDF can be expressed in the following Eq. (1):

$$w(i, j) = tf \times idf(d_i, t_j) = \begin{cases} N_{d_i, t_j} \times \log_2 \frac{|C|}{N_{t_j}} & \text{if } N_{d_i, t_j} \geq 1 \\ 0 & \text{if } N_{d_i, t_j} = 0 \end{cases}$$

where $w(i, j) \geq 0$, $tf$ and $idf$ are called the term frequency and inverse term frequency, respectively, $N_{d_i, t_j}$ denotes the number the term $t_j$ occurs in the document $d_i$ (term frequency factor), $N_{t_j}$ denotes the number of documents in collection $C$ in which $t_j$ occurs at least once (document frequency of the term $t_j$ ) and $|C|$ is the number of the documents in collection $C$. In Eq. (1), the first clause is applied for the words occurring in the document, whereas, the second clause is applied for words that do not appear (i.e., $N_{d_i, t_j} = 0$), for which $w(i, j) = 0$ is set. The frequency of the document is logarithmically scaled. The formula: $\log_2 \frac{|C|}{N_{t_j}} = \log C - \log N_{t_j}$ offers full weight to words occurring in a single document. A word occurring in entire documents would receive weight equal to zero. Using this weighting scheme, user-expected higher frequency keywords for generation of association rules were selected in this study.
**Step 2-Determination of predictive regions in texts:** Following the strategy adopted by [12], predictive regions in texts are identified in this step. Each region is embedded into $n_f$ dimensional space. We have used convolution neural network (CNN) for automatic feature extraction for a given class, say injury. The regions are identified as the most predictive one towards the output class after this training. In this case, all reports are input as the training set to model in the test mode and the predictive regions are recorded. For all incident outcomes, this process is carried out. These predictive regions are helpful in building more logical rules.

**Step 3-Development of association rules using ARM:** After determining predictive regions in texts, ARM is used for extracting interesting relationships hidden in accident data sets. The relationships can be represented in the form of sets of frequent items or association rules. The rules are generated on the basis of the frequency of item set that exists alone or in sequence with others in database [1]. Generally, $A \rightarrow B$ is a standard representation of an association rule, where $A$ is the antecedent and $B$ is the consequent, which conveys that $B$ will occur given that $A$ has already occurred for the same item in a database with a minimum threshold value. In the present study, Apriori algorithm is used for ARM technique on both types of data i.e., text and categorical. Although, the algorithm being same used in two cases, the basic concept of item sets in the algorithm is different. Words are considered as items in text-based ARM and classes in each of the categorical attributes are regarded as items in categorical-based ARM.

For example, if we consider ARM used on texts, then, given a set of keywords $A = \{w_1, w_2, ..., w_n\}$ and a collection of indexed documents $D = \{d_1, d_2, ..., d_m\}$, where each document $d_i$ is a set of keywords such that $d_i \subseteq A$. Let $W_j$ be a set of keywords. A document $d_i$ is said to contain $W_i$ if and only if $W_i \subseteq d_i$. An association rule is an implication of the form $W_i \rightarrow W_j$ where $W_i \subset A$, $W_j \subset A$, and $W_i \cap W_j = \emptyset$. There are two important basic measures for association rules i.e., Support ($S$) and Confidence ($C$). The rule $W_i \rightarrow W_j$ has support $S$ in the collection of documents $D$ if $S\%$ of documents in $D$ contain $W_i \cup W_j$. Then, Support is calculated by the following Eq. (2).

$$\text{Support}(W_i, W_j) = \frac{\text{Support count of } (W_i, W_j)}{\text{Total number of documents } D} \tag{2}$$

The rule $W_i \rightarrow W_j$ holds in the collection of documents $D$ with confidence $C$ if among those documents that contain $W_i$, $C\%$ of them contain $W_j$ also. We can compute confidence score using Eq. (3).

$$\text{Confidence}(W_i, W_j) = \frac{\text{Support}(W_i, W_j)}{\text{Support}(W_i)} \tag{3}$$

Basically, ARM is performed in the following two steps: (i) generate all the keyword combinations or sets, called as frequency sets, whose Support values are greater than the user specified minimum Support, and (ii) use the identified frequent keyword sets to generate the rules that satisfy a user specified minimum
confidence. The frequent keywords generation requires more effort and the rule
generation is straightforward. The \textit{Apriori} algorithm is used on the top 25% of
the keywords associated with higher \textit{TF-IDF} matrix but only the top 25% of
the keywords. The overall process of ARM on text data is depicted in Fig. 2. The
extracted association rules can be visualized in textual format or tables, or in
graphical format. In this study, it is designed to visualize the extracted associa-
tion rules in tabular format for a incident event leading to an incident outcomes
(i.e., injury, near miss, and property damage) in a particular department.

4 Results and Discussions

In this section, the rules obtained from both text and categorical data using
ARM are discussed below in brief.

4.1 Extraction of the Best Item-Set Rules from Textual Data

In this stage, ARM technique has been applied on accident text data i.e., incident
narratives. \textit{Apriori} algorithm has been deployed for this approach. A set of 23
rules has been extracted for all three incident outcome cases. Of which, nine rules
of injury are shown in Table 4. It can be observed that, in some cases, the rules
obtained from the text-based ARM form the common basic event as obtained
from fault tree analysis. For example, due to the occurrence of injury in the
department N2, some of the related bag of words are identified and consequently
rules using text-based ARM approach are generated like (left, operate, oven) \(\rightarrow\)
(STF). From this rule, it can be inferred that during the operation in oven in
the department N2, STF related causes resulting injuries are often happened.
In similar veins, from another rule (in Table 4), identified as (side, slip, toilet)
→ (STF), it can be interpreted that number of slipping incidents causing injury are observed more near a particular region like toilet area. It is noteworthy to mention that this important factor has been identified by text-based ARM whereas text mining analysis could hardly figure this out. Therefore, considering text-based ARM with text mining process can be an effective way of analysis to utilize the complete information within the body of unstructured text. In our study, text-based rules are obtained after meeting basic three criteria: (i) minimum threshold for Support and Confidence are set to be 0.002 and 0.01, respectively; (ii) the best rules are selected based on the highest Lift value; and (iii) the best rule are considered only to be a four-item or more than four-item set rules.

4.2 Extraction of the Best Item-Set Rules from Categorical Data

After extracting rules from text data, rules are extracted from categorical data. The combination/association of the factors in the form of rules is essential, which leads to accident scenarios. In order to find out the inherent rules, ARM has been used. Minimum value or threshold for Support \( (S) \), Confidence \( (C) \) is required to be set for extracting the rules. However, by changing the threshold, number of rules can be varied as per users’ requirement. Although there is no established condition mentioning the adoption of the thresholds, selection of those values depends on the data points used for the study, and usefulness of the strong rules. However, the minimum value for \( S \) and \( C \) each varies from 0.1% to 4%, and 1% to 34%, respectively [19, 41]. Another important parameter in ARM is lift \( (L) \) which is usually taken as greater than 1 or 2 [19]. In the present study, for injury, near miss, and property damage, the threshold values for \( S, C, \) and \( L \) are taken as 0.1%, 1.0%, and 1.0, respectively. The rules having \( S, C, \) and \( L \) values greater than threshold are selected finally, and others are discarded. Only the best rules (i.e., strong and interesting rules with higher Lift) for 3, 4, and 5-itemsets for injury, near miss, and property damage for each of the departments have been selected and shown in Tables 1, 2 and 3.

From Fig. 3(a), the most important three-item rule for injury in N1 department is found to be (incident type- IT1, observation type- OT3) → (incident category-injury) in N1 \( (S = 0.60\%, C = 9.50\%, L = 3.66) \) which describes that injury occurs mostly in N1 department due to behavioral related issue and unsafe acts by others. This finding supports the study of [24] in mining industry. Similarly, in case of four-item rule for the same case considered, the most important one having lift \( L = 12.80 \) is (working condition-W2 + machine condition-M3 + primary cause-R) → (incident category-injury) in N1 \( (S = 0.10\%, C = 33.30\%) \) which implies that rail is a reason for occurrence of injury in N1 department while the person is working alone and machine is running. Similarly, in case of five-item rule for the same case discussed, the most important rule having \( L = 1.51 \) is (SOP required-SPR3 + SOP available-SPAv1 + SOP compliance-SPC1 + SOP adequacy-SPA2) → (incident category-injury) in N1 department \( (S = 0.20\%, C = 3.90\%) \) which signifies that in N1 department injury has taken place for those jobs not following any SOP.
Fig. 3. Best association rules for (a) injury; (b) near-miss; (c) property damage in N1 department; and (d) attributes considered for generating three, four, and five item set rules in a department. Note: (IT = Incident types; OT = Observation types; PC = Primary causes; WC = Working conditions; MC = Machine conditions; SPR = SOP requirements; SPAv = SOP available; SOC = SOP compliance; SPA = SOP adequate).

From Fig. 3(b), the most important three-item set rule for near miss in N1 department is found to be (incident type- IT2 + observation type- OT3) → (incident category-near miss) \((S = 0.20\%, C = 11.10\%, L = 2.92)\) which narrates that near miss in N1 department occurs mostly due to process related issue as well as unsafe act by others. This result also supports the study of [41] on problems related to safety in a steel plant. Similarly, in case of four-item rule for the same case considered, the most important one having lift \(L = 15.76\) is (working condition-W2 + machine condition-M3 + primary cause-HM) → (incident category-near miss) in N1 \((S = 0.30\%, C = 60.00\%)\) which describes that hot metal is a reason for occurrence of near miss in N1 department while the person is working alone and machine is running. This rule supports the recent study of [38] in process industry. Similarly, among five-item set rules for the near miss, the best rule having lift \(L = 2.92\) is (SOP required-SPR3 + SOP available-SPAv1 + SOP compliance-SPC2 + SOP adequacy-SPA2) → (incident category-near miss) in N1 department \((S = 0.50\%, C = 11.10\%)\) which signifies that near miss in N1 department has happened for those jobs not following any SOP. In fact, this condition has been found to be prevailed in case of derailments after discussion with safety expert. Hence, SOP should be followed for every job in the industry.

Similarly, from Fig. 3(c), the most important three-item rule for property damage is observed as (incident type- IT2 + observation type- OT2) → (incident category-property damage) in N1 \((S = 0.20\%, C = 7.70\%, L = 4.52)\) which explains that property damage in N1 department occurs mostly due to process related issues and the presence of unsafe acts and unsafe conditions.
Table 1. Association rules for Injury cases in each department (8 departments, $8 \times 3 = 24$ best rules).

| Department | Association Rules (X $\rightarrow$ Y) | Support (S %) | Confidence (C %) | Lift (L) |
|------------|--------------------------------------|---------------|-----------------|----------|
| N1         | IT1 & OT3 $\rightarrow$ IN1          | 0.6           | 9.5             | 3.66     |
|            | M3 & W2 & R $\rightarrow$ IN1        | 0.1           | 33.3            | 12.8     |
|            | SPR3 & SPAv1 & SPC1 & SPA2 $\rightarrow$ IN1 | 0.2 | 3.9             | 1.51     |
| N2         | IT1 & OT3 $\rightarrow$ IN2          | 1             | 15.9            | 2.06     |
|            | M1 & W3 & STF $\rightarrow$ IN2      | 0.1           | 100             | 12.96    |
|            | SPR2 & SPAv2 & SPC3 & SPA3 $\rightarrow$ IN2 | 0.8 | 12.7            | 1.65     |
| N3         | IT1 & OT3 $\rightarrow$ IN3          | 0.8           | 12.7            | 5.51     |
|            | M3 & W1 & HP $\rightarrow$ IN3       | 0.2           | 40              | 17.36    |
|            | SPR3 & SPAv1 & SPC2 & SPA2 $\rightarrow$ IN3 | 0.2 | 4.4             | 1.93     |
| N4         | IT2 & OT1 $\rightarrow$ IN4          | 0.6           | 8.6             | 1.48     |
|            | M1 & W1 & SI $\rightarrow$ IN4       | 0.1           | 1               | 17.21    |
|            | SPR2 & SPAv2 & SPC3 & SPA3 $\rightarrow$ IN4 | 1.3 | 20.6            | 3.55     |
| N5         | IT2 & OT3 $\rightarrow$ IN5          | 0.1           | 5.6             | 2.41     |
|            | M1 & W2 & EMD $\rightarrow$ IN5      | 0.1           | 50              | 21.7     |
|            | SPR2 & SPAv2 & SPC3 & SPA3 $\rightarrow$ IN5 | 0.3 | 4.8             | 2.07     |
| N9         | IT1 & OT3 $\rightarrow$ IN9          | 0.4           | 6.3             | 1.71     |
|            | M1 & W2 & WAH $\rightarrow$ IN9      | 0.1           | 100             | 26.97    |
|            | SPR2 & SPAv2 & SPC3 & SPA3 $\rightarrow$ IN9 | 0.4 | 6.3             | 1.71     |
| N7         | IT1 & OT4 $\rightarrow$ IN7          | 3             | 11.7            | 1.77     |
|            | M1 & W3 & MA $\rightarrow$ IN7       | 0.1           | 100             | 15.12    |
|            | SPR2 & SPAv2 & SPC3 & SPA3 $\rightarrow$ IN7 | 1   | 15.9            | 2.4      |
| N8         | IT1 & OT3 $\rightarrow$ IN8          | 1.3           | 20.6            | 4.58     |
|            | M1 & W2 & OI $\rightarrow$ IN8       | 0.1           | 1               | 22.18    |
|            | SPR2 & SPAv2 & SPC3 & SPA3 $\rightarrow$ IN8 | 0.8 | 12.7            | 2.82     |

This also supports the study of [41] on safety associated incidents in the steel plant. Similarly, in case of four-item rule for the same case considered, the most important one having lift $L = 29.35$ is (working condition-W2 + machine condition-M1 + primary cause-PI) $\rightarrow$ (incident category-property damage) in N1 ($S = 0.10\%, C = 50.00\%)$ which reveals that process incident is also a reason for property damage in N1 department while person is working alone. The study on petroleum oil storage terminals by [36] also supports the above finding. Similarly, in case of five-item rule for the same case discussed, the most important rule having $L = 2.609$ is (SOP required-SPR3 + SOP available-SPAv1 + SOP compliance-SPC2 + SOP adequacy-SPA2) $\rightarrow$ (incident category-property damage) in N1 department ($S = 5.00\%, C = 4.40\%)$ which signifies that property damage in N1 department happened for those jobs not following any SOP. Figure 3(d) shows the overall rule generation structure from the data set. Three, four, and five item set rules have been generated for I, N, PD considering the attributes including IT & OT, PC, WC & MC, and SOPA, SOPC, SOPAv & SOPR, respectively (refer to Fig.3(d)).
Table 2. Association rules for near miss cases in each department (7 departments, \((7 \times 3 = 21\) best rules).

| Department | Association Rules \((X \rightarrow Y)\) | Support (S %) | Confidence (C %) | Lift (L) |
|------------|-------------------------------------|--------------|-----------------|---------|
| N1         | IT2 & OT3 \(\rightarrow\) NN1       | 0.2          | 11.1            | 2.92    |
|            | M3 & W2 & HM \(\rightarrow\) NN1    | 0.3          | 60              | 15.76   |
|            | SPR3 & SPAv1 & SPC2 & SPA2 \(\rightarrow\) NN1 | 0.5 | 11.1           | 2.92    |
| N2         | IT2 & OT1 \(\rightarrow\) NN2       | 1            | 14.3            | 1.62    |
|            | M2 & W3 & PI \(\rightarrow\) NN2    | 0.2          | 100             | 11.34   |
|            | SPR3 & SPAv1 & SPC3 & SPA3 \(\rightarrow\) NN2 | 0.1 | 100            | 11.34   |
| N4         | IT2 & OT3 \(\rightarrow\) NN4       | 0.3          | 16.7            | 7.23    |
|            | M1 & W2 & EI \(\rightarrow\) NN4    | 0.1          | 100             | 43.39   |
|            | SPR1 & SPAv2 & SPC3 & SPA3 \(\rightarrow\) NN4 | 0.7 | 15.2           | 6.6     |
| N5         | IT1 & OT1 \(\rightarrow\) NN5       | 2            | 6.1             | 2.02    |
|            | M2 & W1 & RO \(\rightarrow\) NN5    | 0.1          | 100             | 33.27   |
|            | SPR3 & SPAv1 & SPC2 & SPA1 \(\rightarrow\) NN5 | 2.3 | 10.6           | 3.53    |
| N9         | IT2 & OT2 \(\rightarrow\) NN9       | 0.3          | 11.5            | 2.13    |
|            | M2 & W3 & GL \(\rightarrow\) NN9    | 0.1          | 100             | 18.48   |
|            | SPR3 & SPAv1 & SPC1 & SPA2 \(\rightarrow\) NN9 | 0.7 | 13.7           | 2.54    |
| N7         | IT1 & OT2 \(\rightarrow\) NN7       | 0.9          | 10.3            | 2.07    |
|            | M2 & W1 & S \(\rightarrow\) NN7     | 0.1          | 100             | 20      |
|            | SPR3 & SPAv1 & SPC2 & SPA2 \(\rightarrow\) NN7 | 0.1 | 100            | 19.96   |
| N8         | IT2 & OT2 \(\rightarrow\) NN8       | 0.2          | 7.7             | 2.95    |
|            | M2 & W1 & EI \(\rightarrow\) NN8    | 0.1          | 100             | 38.39   |
|            | SPR3 & SPAv1 & SPC2 & SPA3 \(\rightarrow\) NN8 | 0.3 | 6.7            | 2.56    |

Table 3. Association rules for property damage cases in each department (8 departments, \((8 \times 3 = 24\) best rules).

| Department | Association Rules \((X \rightarrow Y)\) | Support (S %) | Confidence (C %) | Lift (L) |
|------------|-------------------------------------|--------------|-----------------|---------|
| N1         | IT2 & OT1 \(\rightarrow\) PN1       | 0.2          | 7.7             | 4.52    |
|            | M1 & W2 & PI \(\rightarrow\) PN1    | 0.1          | 50              | 29.35   |
|            | SPR3 & SPAv1 & SPC2 & SPA2 \(\rightarrow\) PN1 | 0.2 | 4.4            | 2.61    |
| N2         | IT2 & OT2 \(\rightarrow\) PN2       | 0.4          | 15.4            | 2.9     |
|            | M1 & W3 & EMD \(\rightarrow\) PN2   | 0.1          | 100             | 18.83   |
|            | SPR3 & SPAv1 & SPC1 & SPA2 \(\rightarrow\) PN2 | 1.6 | 12.6           | 2.37    |
| N4         | IT2 & OT4 \(\rightarrow\) PN4       | 0.8          | 5.4             | 3.17    |
|            | M1 & W3 & SI \(\rightarrow\) PN4    | 0.1          | 100             | 58.71   |
|            | SPR1 & SPAv2 & SPC3 & SPA3 \(\rightarrow\) PN4 | 0.4 | 8.7            | 5.11    |
| N5         | IT1 & OT1 \(\rightarrow\) PN5       | 2.2          | 6.7             | 1.75    |
|            | M2 & W3 & EMD \(\rightarrow\) PN5   | 0.1          | 100             | 26.26   |
|            | SPR3 & SPAv1 & SPC2 & SPA1 \(\rightarrow\) PN5 | 2.7 | 12.4           | 3.27    |
| N9         | IT2 & OT2 \(\rightarrow\) PN9       | 0.5          | 19.2            | 5.48    |
|            | M2 & W1 & EMD \(\rightarrow\) PN9   | 0.2          | 50              | 14.26   |
|            | SPR1 & SPAv2 & SPC3 & SPA3 \(\rightarrow\) PN9 | 0.4 | 8.7            | 2.48    |
| N6         | IT2 & OT1 \(\rightarrow\) PN6       | 0.1          | 1.4             | 1.43    |
|            | M1 & W1 & PI \(\rightarrow\) PN6    | 0.1          | 33.3            | 33.27   |
|            | SPR3 & SPAv1 & SPC1 & SPA2 \(\rightarrow\) PN6 | 0.1 | 2             | 1.96    |
| N7         | IT1 & OT1 \(\rightarrow\) PN7       | 8.8          | 26.7            | 1.99    |
|            | M2 & W2 & R \(\rightarrow\) PN7     | 0.1          | 100             | 7.45    |
|            | SPR3 & SPAv1 & SPC2 & SPA1 \(\rightarrow\) PN7 | 4.3 | 19.8           | 1.48    |
| N8         | IT2 & OT3 \(\rightarrow\) PN8       | 0.2          | 11.1            | 3.7     |
|            | M2 & W2 & S \(\rightarrow\) PN8     | 0.1          | 100             | 33.27   |
|            | SPR1 & SPAv2 & SPC3 & SPA3 \(\rightarrow\) PN8 | 0.5 | 10.9           | 3.62    |
Table 4. Key factors with corresponding rules from the proposed model for injury across all the departments.

| Incident Category | Frequently occurring primary cause | Relevant rule from Text based ARM (Considering only the more than 4-item set rules for meaningful interpretation) | Best Rule from association rule mining (3-item rules) | Best Rule from association rule mining (4-item rules) | Best rule from association rule mining (5-item rules) |
|------------------|-----------------------------------|-----------------------------------------------------------------------------------------------------------------|---------------------------------------------------|---------------------------------------------------|---------------------------------------------------|
| IN1               | (bike, come, duty) ⇒ [IZ11 RI]   | Due to unsafe act by others and behavioral related problem; Rail is a reason when worker is working alone          | Inadequate SOP                                    |                                                                                       | Available, inadequate SOP                           |
|                  | (come, duty, injury) ⇒ [IZ2 RI]  |                                                                                                                 |                                                                                       |                                                                                       |                                                                                       |
| IN2               | (side, slip, tasks) ⇒ [IZ2 STF]  | Due to unsafe act by others and behavioral related problem; STF is a reason in non-working condition               | Inadequate SOP                                    |                                                                                       |                                                                                       |
|                  | (left, operate, oven) ⇒ [IZ2 STF]|                                                                                                                 |                                                                                       |                                                                                       |                                                                                       |
| IN3               | (cycle, mat, ride) ⇒ [IZ1 RI]    | Due to unsafe act by others and behavioral related problem; Hydraulic/Pneumatic is a reason when persons are working in group | Available, inadequate SOP                         |                                                                                       |                                                                                       |
|                  | (after, complete, duty, home) ⇒ [IZ1 RI] |                                                                                                               |                                                                                       |                                                                                       |                                                                                       |
| IN4               | (employee, slip, space) ⇒ [IZ4 STF] | Due to unsafe act by person and process behavioral related problem; Structural integrity is a reason when people are working in group | Unavailable SOP                                  |                                                                                       |                                                                                       |
|                  | (helper, proper, work) ⇒ [IZ4 STF]|                                                                                                                 |                                                                                       |                                                                                       |                                                                                       |
| IN5               | [injury] ⇒ [IZ2 STF]              | Due to unsafe act by others and process equipment machinery damage; person is working alone                        | Unavailable SOP                                  |                                                                                       |                                                                                       |
|                  |                                                                                       | Working at height is a reason when person is working alone                                                      |                                                                                       |                                                                                       |                                                                                       |
| IN7               | (empty, got, injury, loss) ⇒ [IZ7 STF]| Due to unsafe act by others and behavioral related problem; Equipment machinery damage is a reason when person is working alone | Unavailable SOP                                  |                                                                                       |                                                                                       |
|                  | (couple, got, wagon) ⇒ [IZ7 STF]|                                                                                                                 |                                                                                       |                                                                                       |                                                                                       |
| IN8               | [cover, ground, release] ⇒ [IZ2 MH] | Due to unsafe condition and behavioral related problem; Medical alignment is a reason                             | Unavailable SOP                                  |                                                                                       |                                                                                       |
|                  | (aid, clean, leg) ⇒ [IZ2 MH]|                                                                                                                 |                                                                                       |                                                                                       |                                                                                       |
| IN9               | (grain, inba, inspect, tank, while) ⇒ [IZ9 STF]| Due to unsafe act by others and behavioral related problem; Occupational illness is a reason when person is working alone | Unavailable SOP                                  |                                                                                       |                                                                                       |
|                  | (inspect, tank, while) ⇒ [IZ9 STF]|                                                                                                                 |                                                                                       |                                                                                       |                                                                                       |

5 Conclusions

In the present study, a hybrid model encompassing text mining-based ARM approach has been proposed to predict the incident outcomes i.e., injury, near miss, and property damage and to investigate the accidents through rule-based analysis in various departments in the steel plant. The main aim of this study is to use categorical and textual data together in building a prediction model which could predict the incident outcomes in different departments of the plant and finding association rules among various factors leading to incidents. In order to extract information from the unstructured text field, text-based ARM approach has been applied to uncover the hidden patterns in terms of rules or associations among the factors which might not be captured by human judgment. In addition, ARM on categorical data explores some interesting and useful findings. For examples, in N1 department, injury mostly occurs due to behavioral related issue and unsafe act. Rail is also found to be a reason for injury in the same department while person is working alone and machine is in running condition. Analyses also indicate that ignoring or not following SOP also leads to injury in the N1 department.
Like other research, the study has also some limitations. First, data pre-processing including data cleaning, standardization, consistency check could be taken care of efficiently by well-established algorithms to increase the accuracy of the model. Second, higher the data size, higher will be the generalization ability of the model. But, in this study, very limited data has been used to build the model. Another limitation of our study is that while generating association rules from text, sometimes very limited number of rules (sometimes even no rules) are generated with minimum support and confidence value which is practically very difficult for interpretation. As future aspects of this study, survey can be done for the further verification as well as validation of our proposed model by expert opinions from particular domain. Some unsupervised learning algorithms like clustering could be implemented. Moreover, other algorithms of association rule mining approaches such as predictive Apriori, Equivalence Class Transformation (ECLAT) algorithm could be implemented for better investigation of the problem. Decision tree modeling could also be another kind of effective approach for further investigation of occupational accident analysis in industrial domain. In addition, this paper only deals with the best rules derived from ARM, avoiding taking other rules. Future study could further investigate some high-quality item set rules finding from the data set. New algorithm for text-based ARM could be developed in order to find out more hidden interactions of factors with the reduction of human effort. Furthermore, ontology-based text mining could be incorporated at the earlier stage of the study. On top of that, though the scope of the present study is limited to steel industry, it can be implemented in other application domains also such as mining, manufacturing, construction, aviation etc.
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