Does Prior Knowledge in the Form of Multiple Low-dose PET Images (at Different Dose Levels) Improve Standard-dose PET Prediction?
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Abstract—To acquire a high-quality PET image, a standard dose of radioactive tracer is injected into the patient which may pose a high risk of radiation exposure damage. On the other hand, reducing the injected dose increases the statistical noise within the PET images. To improve the image quality of low-dose PET (L-PET) images, deep learning methods have been introduced to denoise the L-PET images, wherein the relationship between the L-PET images and the standard-dose PET (S-PET) images is learned by the model to predict the S-PET images from their low-dose counterparts. The existing deep learning-based approaches solely focus on a single level of L-PET imaging to predict the S-PET images. In this work, we investigate the benefits of exploiting multiple PET images at lower dose levels (in addition to the target low-dose level) as prior knowledge to predict the S-PET images. To this end, a high-resolution residual deep learning network was employed to develop two S-PET prediction models. First, the network was trained using a single input channel for 8% L-PET images. In the second model, multiple L-PET images (6% and 4%, in addition to 8% L-PET) were considered as inputs to the network. The performance of the two models was evaluated using peak signal-to-noise ratio (PSNR), structural similarity index (SSIM), root mean square error (RMSE) of standard uptake value (SUV) within the entire head region. Moreover, mean SUV bias (SUV\textsubscript{bias}) was calculated for the malignant lesions. The quantitative analysis of 20 patients in the external validation dataset demonstrated the superior performance of the multi-input model. The RMSE within the entire head region reduced from 0.12±0.04 in 8% L-PET, to 0.09±0.03 and 0.06±0.02 for the single- and multi-input models, respectively. Moreover, the SUV\textsubscript{bias} reduced from -4.18±1.14% in the single-input model to -1.44±0.56% in the multi-input model. This study demonstrated the benefits of using multiple L-PET images to estimate the S-PET images.

I. INTRODUCTION

POSITRON emission tomography (PET) images are used in many clinical applications such as cancer diagnosis, tumor detection, and evaluating lesion malignancy, disease stage, and treatment monitoring [1, 2]. Although a high dose of radioactive tracer is necessary to obtain high-quality PET images, a standard dose of radioactive tracer is injected into the patient prior to scanning [3-5]. The PET system detects pairs of gamma rays emitted indirectly from the radioactive quality PET images, this inevitably poses a high risk of radiation exposure damage. On the other hand, reducing the injection dose has an inverse effect on the image quality by increasing the noise in the PET images that limits their clinical value [6]. To address this issue, deep learning methods have been introduced to denoise the low-dose PET images in which the relationship between the low-dose images (at a certain dose-level) and the standard-dose PET (S-PET) images is learned by the model to predict the standard-dose images from their low-dose counterparts [7-9]. These methods mainly focused on a single specific dose level of L-PET imaging to predict the S-PET images. In other words, the input of the deep learning models is only from a single low-dose PET imaging [10, 11]. To the best of our knowledge, no study so far has utilized multiple levels of low-dose PET imaging as input to the deep learning models as prior knowledge. For instance, if the goal is 8% low-dose PET imaging, lower-dose PET images (for instance 4%, 6% low-dose PET images which could be easily reconstructed from the 8% raw data) could be exploited as prior knowledge.

In this work, we investigate the benefits of utilizing additional information/prior knowledge from multiple L-PET images in a deep learning model to predict S-PET images.

II. MATERIAL AND METHODS

Data acquisition

This study was conducted on 120 \(^{18}\text{F}\)-FDG PET/CT brain scans from patients with head and neck malignant lesions (48 males and 52 females, 71 ± 9 yrs, mean age ± standard deviation (SD)) (100 subjects for training and 20 subjects for evaluation). The PET scans were performed for an acquisition time of 20 min after the injection of 210 ± 8 MBq of \(^{18}\text{F}\)-FDG. The PET/CT acquisitions were performed on a Biograph-6 scanner (Siemens Healthcare, Erlangen, Germany) about 40 minutes after the injection. The PET raw data, recorded in list-mode format, was randomly sampled to contain 8%, 6%, and 4% of the total counts in the standard-dose PET imaging (the 6% and 4% L-PET images were reconstructed from the 8% raw data). In this regard, we reconstructed the low-dose versions of the standard PET images based on the abovementioned percentages utilizing ordered subsets-expectation maximization (OSEM) algorithm (4 iterations, 18 subsets).
**Deep neural network structure**

NiftyNet, an open-source convolutional neural networks (CNNs) platform built upon Tensorflow module in Python environment was adopted to predict S-PET images from L-PET images [12-14]. The full-dose PET estimation was implemented using a high-resolution Resnet model. This network consists of twenty $3 \times 3 \times 3$ convolution layers. The first seven layers with 16 kernels are designed to extract low-level features of the images such as corners and edges. In order to capture medium and high-level features, the 12 remaining layers with 32 and 64 kernels are employed [14, 15]. Two independent deep learning-based models were developed to investigate the benefits of prior knowledge in the form of multiple low-dose PET images. First, the network was trained using a single input of 8% L-PET images (conventional framework). For the second model, in addition to the 8% L-PET images, 6% and 4% L-PET images were fed into the deep learning model in a multi-input configuration. In this procedure, the 6% and 4% low-dose PET images were reconstructed from the 8% L-PET image and are considered as prior/addition knowledge to estimate the full-dose PET images. The training and evaluation of the models were performed using 100 and 20 clinical brain studies, respectively.

**Evaluation strategy**

We evaluated the quality of the predicted images using four standard quantitative metrics, including peak signal-to-noise ratio (PSNR), structural similarity index (SSIM), root mean square error (RMSE) of standard uptake value (SUV) in both the entire head region and malignant lesions. Moreover, the bias of mean SUV ($SUV_{mean}$) between the L-PET image and predicted S-PET images versus the ground truth S-PET images was calculated for the malignant lesions. These quantitative metrics reference were employed to compare the benefits of using the prior knowledge in the form of multiple low-dose PET images.

**III. RESULTS AND DISCUSSION**

Sagittal views of standard-dose PET images predicted by the single-input and the multi-input networks, L-PET image (8% of S-PET image), and the ground truth S-PET image are shown in Fig. 1.

**Table I. Quantitative metrics calculated for the L-PET image, S-PET image predicted using single-input, and multi-input deep learning models.**

|            | L-PET (8%) | Single-input (L-PET image 8%) | Multi-input (L-PET images 8%, 6%, 4%) |
|------------|------------|-------------------------------|--------------------------------------|
| PSNR±SD    | 37.37±1.26 | 40.11±9.33                    | 43.32±10.01                          |
| SSIM±SD    | 0.95±0.01  | 0.98±0.22                     | 0.99±0.22                            |
| RMSE±SD (Head) | 0.12±0.04 | 0.09±0.03                     | 0.06±0.02                            |
| RMSE±SD (Lesion) | 0.49±0.09 | 0.56±0.25                     | 0.36±0.16                            |
| $SUV_{mean}$ bias±SD | 0.04±0.42 | -4.18±1.14                    | -1.44±0.56                           |

Table 1 summarizes the results of the quantitative analysis in terms of PSNR, SSIM, RMSE for the entire head region. Moreover, the mean SUV bias between the 8% L-PET images, S-PET images predicted from single-input (8%), and multi-input (8%, 6%, and 4%) models versus the ground truth S-PET images is presented for the malignant lesions.

The analysis of these metrics demonstrated the superiority of the multi-input network over the single-input network. Utilizing the additional/prior knowledge in the multi-input network reduced the RMSE within the entire head region, RMSE within the lesions, and lesion $SUV_{mean}$ bias by 33.33%, 35.71%, and 65.55%, respectively. Furthermore, the multi-input network (multiple low-dose PET images) achieved higher values of PSNR and SSIM.

**Fig. 2.** Boxplots of RMSE and $SUV_{mean}$ bias within the malignant lesions for the different models.
IV. CONCLUSION

The quantitative investigation of the predicted S-PET images from the corresponding L-PET images indicated the superior performance of the network trained with multiple low-dose PET images. This study demonstrated the benefits of using multiple low-dose images (at different dose levels) as prior knowledge to estimate the full-dose PET images.
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