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Abstract. This article treats optimal sparse control problems with multiple constraints defined at intermediate points of the time domain. For such problems with intermediate constraints, we first establish a new Pontryagin maximum principle that provides first order necessary conditions for optimality in such problems. Then we announce and employ a new numerical algorithm to arrive at, in a computationally tractable fashion, optimal state-action trajectories from the necessary conditions given by our maximum principle. Several detailed illustrative examples are included.

§1. Introduction

In this article we study a finite horizon sparse control problem with constraints on the states and control at intermediate times in addition to constraints on the states at the boundary times. There are two key ingredients in the aforementioned control problem. The first ingredient is the objective function that promotes sparsity — it consists of an
L₂-cost on the controls to design maximally sparse-in-time controllers. Such controllers are increasingly gaining prominence today, and several advantages of sparse controls or “maximum hands-off” controls in applications have been pointed out in [NQN16]. The second ingredient is the presence of intermediate constraints. The standard situation consists of boundary constraints on the pair \((x(l), x(\bar{t}))\) if \([\bar{t}, \hat{t}]\) is our given interval of time. In the article at hand we define a finite sequence \(\bar{t}_C t_0 < t_1 < \ldots < t_n = \hat{t}\) of time instants, at each of which we impose constraints on the states of the underlying system. Our results apply to a rather general class of optimal control problems that includes the design of maximally sparse controls as a special case; consequently, there are a rich set of applications, some of which are described below.

Sparse controls is an emerging area in control theory with a diverse range of applications; see, e.g., [NQN16, CNQR16, SC16] and the references therein for a host of application areas. In particular, in networked control, sparsity is used for efficient compression and representation of control data in the form of compressive sampling techniques, and the objective is to send such data efficiently through rate-limited communication channels such as wireless networks or the internet [NMH12]. In maximum hands off control of dynamical systems, sparsity helps reduce the activation time of actuators which improves the efficiency of electric engines, in automotive industry, railway vehicles, etc. [CNQR16].

Control theoretic splines [SEM00] that are modified to include sparsity for noise reduction and sparse representation have been proposed in [NM14]. Since the data at multiple intermediate points are available, the target is to find an optimal interpolating curve (spline) that respects the data. This problem is recast as an optimal control problem with intermediate constraints if the interpolating curve is required to be restricted to some neighborhood of the data. Traditional control theoretic splines find applications in several areas such as trajectory planning for mobile robots, air traffic control, contour modeling of images, etc., and the inclusion of intermediate constraints to these splines vastly improves their range of applications in approximation theory and machine learning apart from the original idea of serving as motion planning primitives.

On the front of tangible and concrete applications, we start with an aircraft landing-approach problem [Pie85, LTS99]. Consider an aircraft landing-approach manoeuvre from the start of the landing phase until touch-down. For a smooth and safe landing, the aircraft must hit several frames at multiple intermediate distances from the start of the runway, and our results constitute a perfect fit in this particular problem. More generally, the class of path planning problems in the presence of obstacles [BOW11] can also be recast as a control problem with intermediate constraints. The emerging topic of control of opinion dynamics [EPS17] studies the process of influencing people’s opinions over a social network, where the propagation of opinions over such networks are modeled in a variety of ways. A typical problem considered in this framework is to design the campaign duration for each agent so as to ensure that certain favorable opinion levels are reached at the intermediate and final times.

There are two key contributions of this article, the first being on the theoretical front. We provide a set of first order necessary conditions for optimality in the sparse optimal control problem with intermediate constraints. To this end, a new Pontryagin maximum principle (PMP) for sparse optimal control problems with intermediate constraints is established. The techniques needed to establish this PMP derive closely from those in [DK11] where the authors extensively studied optimal control problems with intermediate constraints. The derivation starts by applying a transformation of the time variable, and it results in every intermediate time interval being mapped injectively to a single and fixed time interval (say \([0, 1]\)). This technique has been known for decades and applied to various classical variational calculus (CVC) problems see [Den37], but it deserves to be far more widely known. In optimal control theory, this technique was applied [VO69] for phase-constrained
problems apart from the more recent work [DK11], but sparsity has not been considered anywhere else. The results of [DK11] are not directly applicable in our context because the problem data in [DK11] are smooth whereas in our setting the cost in the objective function is discontinuous in the control action variable. Indeed, maximal sparsity in time naturally involves the minimization of the so-called L_0-norm of the controller, and this particular “norm” can be recast as an integral with a discontinuous cost on the control actions. The standard versions of the PMP do not apply, requiring the application of a nonsmooth Pontryagin maximum principle. Moreover, the requirement of maintaining desired levels of sparsity at the intermediate times further increases the complexity of the problem, requiring a careful reworking of the steps in [DK11] and an appeal to the nonsmooth PMP [Cla13, Theorem 22.26]. This is the content of §§2-3.

The second contribution is on the numerical front. It is well-known that, in general, indirect methods for algorithmically arriving at an optimal state-action trajectory (even corresponding to smooth data) from the necessary conditions given by the standard PMP is a difficult task. Indeed, typical algorithms rely on different variants of the Newton-Raphson shooting and homotopy methods, and deeply suffer from the lack of reasonable domains of convergence. For problems with intermediate constraints, such issues are further complicated by the fact that now the adjoint trajectories are not even continuous. Our efforts to utilize off-the-shelf solvers for our problems failed, forcing us to look for alternatives. We announce and present in §4 a new ‘hybrid’ algorithm that combines the stochastic approximation algorithm [Bor08] and Newton-Raphson iterations in a novel fashion. This particular algorithm has successfully solved all the numerical problems considered in this article where the traditional algorithms have not, and combines the best features of the traditional shooting algorithms (e.g., quadratic convergence rates) while removing the key problematic issues with them (e.g., small regions of convergence). While a detailed theoretical treatment of this algorithm will be presented elsewhere, we provide extensive details about the process of employing this new ‘hybrid’ algorithm to arrive at optimal state-action trajectories, in a tractable fashion, from the necessary conditions given by our PMP.

§ 2. Problem Formulation

In this section we formulate our problem of sparse control with intermediate constraints. Let t_0 < t_\nu and consider a nonlinear dynamical system modeled by

\begin{equation}
\dot{x}(t) = f(t, \bar{x}(t), u(t)) \quad \text{for a.e. } t \in [t_0, t_\nu],
\end{equation}

where \( \bar{x}(t) \in \mathbb{R}^d \) is the vector of states and \( u(t) \in \mathbb{R}^r \) is the control input at time \( t \). We assume that \( f : Q \rightarrow \mathbb{R}^d \), where the set \( Q \subset \mathbb{R}^* \times \mathbb{R}^d \times \mathbb{R}^r \) is open, is continuous and continuously differentiable with respect to the space variable \( \bar{x} \) and continuous with respect to the control variable \( u \).

For the system (2.1), the article [DK11] defined intermediate constraints by first denote a finite set of intermediate times \( t_0, t_1, \ldots, t_\nu \) with \( t_0 < t_1 < \cdots < t_\nu \), that are permitted to be free. To these intermediate times, one adjoins the corresponding states to construct the vector

\begin{equation}
\gamma := \{(t_0, \bar{x}(t_0)), (t_1, \bar{x}(t_1)), \ldots, (t_\nu, \bar{x}(t_\nu))\}.
\end{equation}

Intermediate constraints are described in terms of the vector \( \gamma \) in the form of the following equality and inequality constraints:

\begin{equation}
h_j(\gamma) = 0 \quad \text{for } j = 1, 2, \ldots, q,
\end{equation}

\begin{equation}
g_i(\gamma) \leq 0 \quad \text{for } i = 1, 2, \ldots, m,
\end{equation}
where the real-valued maps $h_j$ and $g_i$ are defined on a given open set $\Gamma \subset (\mathbb{R}^+ \times \mathbb{R}^d)^{r+1}$ and have continuous derivatives on $\Gamma$. A control $u$ is said to be feasible if it satisfies the plant dynamics (2.1) and the intermediate constraints (2.3) and (2.4) together with the action constraint

\begin{equation}
(2.5) \quad u(t) \in U \text{ for a.e. } t \in [t_0, t_f],
\end{equation}

where $U$ is a given closed, compact and bounded set in $\mathbb{R}^r$.

Among the feasible controls described above, we seek a sparse optimal control that minimizes the performance index

\begin{equation}
(2.6) \quad J(u) = \lambda \int_{t_0}^{t_f} 1_{U\setminus\{0\}}(u(t)) + \ell(\gamma),
\end{equation}

where $\lambda > 0$ is a weight parameter, and the map $\ell$ in the second term is a non-negative measurable cost function defined over the vector of intermediate points $\gamma$. The integral in the first term of (2.6) is the so-called the $L_0$ norm of the control [CNQR16] and it is the measure of the set on which $u$ is non-zero in the time interval $[t_0, t_f]$, given by

\[ ||u||_{L_0([t_0, t_f])} := \text{Leb}\{ t \in [t_0, t_f] \mid u(t) \neq 0 \}; \]

it can be written in integral form as

\[ ||u||_{L_0([t_0, t_f])} = \int_{t_0}^{t_f} 1_{U\setminus\{0\}}(u(t)). \]

**Remark 2.1 (Intermediate constraints on the control).** In this work we include intermediate constraints on the control $u$ of the following form:

\begin{equation}
(2.7) \quad \bar{\mu}_k \leq \int_{t_0}^{t_k} 1_{U\setminus\{0\}}(u(t)) \leq \bar{\mu}_k \text{ for } k = 1, 2, \ldots, v.
\end{equation}

To include these constraints into the problem mentioned above, we define an additional scalar state $x^\gamma$ that satisfies the differential equation

\begin{equation}
(2.8) \quad \dot{x}^\gamma(t) = 1_{U\setminus\{0\}}(u(t)), \quad x^\gamma(t_0) = 0, \quad t \in [t_0, t_f].
\end{equation}

Then the intermediate constraints (2.7) can be equivalently written as

\begin{equation}
(2.9) \quad \bar{\mu}_k \leq x^\gamma(t_k) \leq \bar{\mu}_k \text{ for } k = 1, 2, \ldots, v.
\end{equation}

Despite the indicator function being discontinuous, for any measurable map $t \mapsto u(t)$, the joint system

\begin{equation}
(2.10) \quad \begin{pmatrix}
\dot{x}(t) \\
\dot{x}(t)
\end{pmatrix} = \begin{pmatrix}
1_{U\setminus\{0\}}(u(t)) \\
f(t, \bar{x}(t), u(t))
\end{pmatrix}
\end{equation}

satisfies the Carathéodory conditions [Fil88, Chapter 1], and consequently, the system (2.10) admits a Carathéodory solution. Since the constraints (2.9) are on the state $x^\gamma$, they can be included in the inequality constraints in (2.4) via following modifications:

\begin{equation}
(2.11) \quad \begin{cases}
t \mapsto x(t) := \begin{pmatrix}
x^\gamma(t) \\
x^\gamma(t)
\end{pmatrix} \in \mathbb{R}^{d+1}, \\
y = ((t_0, x(t_0)), (t_1, x(t_1)), \ldots, (t_v, x(t_v))), \\
h_{q+1}(y) := \dot{x}(t_0) = 0, \\
\delta_{mk}(y) := (x^\gamma(t_k) - \bar{\mu}_k)(\dot{x}^\gamma(t_k) - \bar{\mu}_k) \leq 0, \quad k = 1, 2, \ldots, v.
\end{cases}
\end{equation}
Distilling the preceding discussion, we arrive at the sparse optimal control problem with intermediate constraints:

\[
\begin{align*}
\text{minimize} \quad & J(x, u, y) = \lambda \int_{t_0}^{t_f} I_{U \setminus \{0\}}(u(t)) + \ell(y). \\
\text{subject to} \quad & \dot{x}(t) = f(t, x, u) \quad \text{for a.e. } t \in [t_0, t_f], \\
& \dot{x}^\gamma(t) = I_{U \setminus \{0\}}(u(t)) \quad \text{for a.e. } t \in [t_0, t_f], \\
& h_j(\gamma) = 0 \quad \text{for } j = 1, 2, \ldots, q + 1, \\
& g_i(\gamma) \leq 0 \quad \text{for } i = 1, 2, \ldots, m, \ldots, m + v, \\
& [t_0, t_f] \ni t \mapsto u(t) \in U \text{ Lebesgue measurable}.
\end{align*}
\]

**Remark 2.2.** Two interesting features of (OCP) stand out: one, the integrand in the integral cost in (OCP) is discontinuous in \( u \), and two, we have constraints defined over multiple intermediate points. Since the aforementioned integrand is discontinuous in \( u \), the standard smooth version [Lib12, Chapter 4], [Cla13, Theorem 22.13], of the Pontryagin maximum principle (PMP) does not apply, and one must resort to the nonsmooth PMP [Cla13, Theorem 22.26] to account for this discontinuity. Moreover, even this particular nonsmooth PMP is inapplicable directly because of the intermediate constraints and the (possibly) free intermediate time instants. Following the techniques of [DK11], we will reduce (OCP) to an easier and standard optimal control problem without intermediate constraints using a suitable scaling of the time variable, and then employ [Cla13, Theorem 22.26, Page 465] to provide necessary conditions for optimality in this standard problem.

**Remark 2.3.** We note that the temporal components of the vector of intermediate points \( \gamma \) are not necessarily fixed a priori. The intermediate point cost \( \ell(\gamma) \) is general enough to be of various types, e.g., it can be a function of the intermediate time instants \( t_k \), the intermediate states \( x(t_k) \), or both. Moreover, any optimal control problem in Lagrange form (i.e., integral constraints on the paths) can be converted into its corresponding Mayer form (i.e., terminal cost) and included in \( \ell(\gamma) \) by defining a new state in a standard way.

To wit, the problem (OCP) treated here is quite general and our main theorem below can be employed to various forms of optimal control problems, and a few special cases are described at the end of this section.

**Definition 2.4 (Admissible process).** The map \( t \mapsto w(t) := (x(t), u(t), \gamma) \) is said to be an admissible process of the problem (OCP) if it satisfies all the constraints of this problem, and then we say that \( x(t) \) is the vector of admissible states corresponding to the admissible control action \( u(t) \) at time \( t \), and \( \gamma \) is the corresponding vector of admissible intermediate points.

**Definition 2.5 (Local minimizer).** An admissible process \( w^* = (x^*, u^*, \gamma^*) \) is said to be a local minimizer of (OCP) provided that there exists \( \epsilon > 0 \) such that for every admissible process \( w = (x, u, \gamma) \) satisfying \( \|x - x^*\|_u \leq \epsilon \), and \( |t_k - t_k^*| \leq \epsilon \) for each \( k = 1, 2, \ldots, v \), we have \( J(w^*) \leq J(w) \).

The definition of a local minimizer in Definition 2.5 is the free intermediate time-instants version of the definition of a local minimizer in [Cla13, Page 450] and it is identical to the definition of a strong minimizer in [DK11]. Our main result is the following theorem:

**Theorem 2.6.** Consider the optimal control problem (OCP), and refer to the notations introduced in this section. If the process \([t_0, t_f] \ni t \mapsto w^*(t) = (x^*(t), u^*(t), \gamma^*) \in \mathbb{R}^{d+1} \times U \times \Gamma \) is a local minimizer of (OCP), then there exist a scalar \( \eta \in \{0, 1\} \), a

---

1The notation \( \| \cdot \|_u \) stands for the uniform norm; the distance induced by this norm between two controls \( u_1 \) and \( u_2 \) defined on \( D_1 \) and \( D_2 \), respectively, is given by \( \|u_1 - u_2\|_u = \sup_{s \in D_1 \cap D_2} \|u_1(s) - u_2(s)\|. \)

SPARSE CONTROL WITH INTERMEDIATE CONSTRAINTS 5
piecwise continuous map
\[ [t_0^*, t_v^*] \ni t \mapsto p(t) := \left( \begin{array}{c} p^*(t) \\ \dot{p}(t) \\ p'(t) \end{array} \right), \quad p^*(t) \in \mathbb{R}^3, \quad \dot{p}(t) \in \mathbb{R}^d, \quad p'(t) \in \mathbb{R}^1, \]
and multipliers \( \alpha \in \mathbb{R}^{q_1}, \beta \in \mathbb{R}^{m+p}, \) such that with the Hamiltonian defined by
\[ H^q(p, t, x, u) := p^* 1_{U(t)}(u) + (\dot{p}, f(t, x, u)) + p' - \eta \lambda 1_{U(t)}(u), \]
for \( (p, t, x, u) \in \mathbb{R}^{d+2} \times [t_0, t_v] \times \mathbb{R}^{q_1} \times \mathbb{R}^r, \) the following conditions hold:

(2.6-a) non-triviality: \( (\eta, p(t), \alpha, \beta) \neq 0 \) for a.e. \( t \in [t_0^*, t_v^*]. \)
(2.6-b) nonnegativity: \( \beta \geq 0; \)
(2.6-c) complementary slackness: \( \langle \beta, g(y^*) \rangle = 0; \)
(2.6-d) the adjoint equations, for a.e. \( t \in [t_0^*, t_v^*], \)
\[
\frac{dp^*(t)}{dt} = 0,
\frac{d\dot{p}(t)}{dt} = -\left( \frac{\partial f(t, x^*(t), u^*(t))}{\partial x} \right)^\top \dot{p}(t),
\frac{dp'(t)}{dt} = -\left( \frac{\partial f(t, x^*(t), u^*(t))}{\partial t} \right)^\top \dot{p}(t),
\]
(2.6-e) transversality conditions:
\[
\begin{align*}
\quad & (p^*(t_0^*)) = \alpha_0, \\
\quad & p^*(t_v^*) = -\beta_{m+p}(2x^*(t_v^*) - \dot{\mu}_v - \dot{\mu}_e), \\
\quad & \dot{p}(t_0^*) = \eta \xi_{x(t_0)}(y^*) + \left[ \frac{\partial h(y^*)}{\partial x(t_0)} \right] \alpha + \left[ \frac{\partial g(y^*)}{\partial x(t_0)} \right] \beta, \\
\quad & \dot{p}(t_v^*) = -\eta \xi_{x(t_v)}(y^*) - \left[ \frac{\partial h(y^*)}{\partial x(t_v)} \right] \alpha - \left[ \frac{\partial g(y^*)}{\partial x(t_v)} \right] \beta, \\
\quad & p'(t_0^*) = \eta \xi_{u(t_0)}(y^*) + \left[ \frac{\partial h(y^*)}{\partial u(t_0)} \right] \alpha + \left[ \frac{\partial g(y^*)}{\partial u(t_0)} \right] \beta, \\
\quad & p'(t_v^*) = -\eta \xi_{u(t_v)}(y^*) - \left[ \frac{\partial h(y^*)}{\partial u(t_v)} \right] \alpha - \left[ \frac{\partial g(y^*)}{\partial u(t_v)} \right] \beta, \\
\end{align*}
\]
discontinuity conditions at the intermediate points, for each \( k = 1, \ldots, v - 1, \)
\[
\begin{align*}
\Delta p^*(t_k^*) = p^*(t_k^+) - p^*(t_k^-) = -\beta_{m+p}(2x^*(t_k^*) - \dot{\mu}_k - \dot{\mu}_e), \\
\Delta \dot{p}(t_k^*) = \dot{p}(t_k^+) - \dot{p}(t_k^-) = \eta \xi_{x(t_k)}(y^*) + \left[ \frac{\partial h(y^*)}{\partial x(t_k)} \right] \alpha + \left[ \frac{\partial g(y^*)}{\partial x(t_k)} \right] \beta, \\
\Delta p'(t_k^*) = p'(t_k^+) - p'(t_k^-) = \eta \xi_{u(t_k)}(y^*) + \left[ \frac{\partial h(y^*)}{\partial u(t_k)} \right] \alpha + \left[ \frac{\partial g(y^*)}{\partial u(t_k)} \right] \beta.
\end{align*}
\]
(2.6-f) the Hamiltonian maximum:
\[ u^*(t) = \arg \max_{u \in U} H^q(p, t, x^*, u) \quad \text{for a.e.} \ t \in [t_0^*, t_v^*]; \]
(2.6-g) the Hamiltonian constancy:
\[ H^q(p, t, x^*, u^*) = 0 \quad \text{for a.e.} \ t \in [t_0^*, t_v^*]; \]
(2.6-h) Intermediate point:
\[ H^q(p, t_k^*, x^*, u^*) = 0 \quad \text{for} \ k = 1, \ldots, v - 1. \]

Remark 2.7. Sometimes the \( L_1 \)-norm over the control is employed to introduce sparsity in control, a detailed treatment of the sparsity property of \( L_1 \)-optimal control problems for linear systems has been given in [NQN16]. It is well known that the exact \( L_0 \)-optimal control problem is computationally difficult to solve when the system dynamics is non-affine in the control variable, and sometimes the \( L_1 \)-optimal control problem may be employed as a surrogate for the \( L_0 \)-version. In this article, apart from proving Theorem 2.6, we shall also introduce a new computational tool to solve the rather complicated \( L_0 \)-optimal control problem with intermediate constraints.
A proof of this theorem will occupy §3. Let us briefly examine some important specific cases of (OCP). Consider (OCP) with an autonomous system model, i.e., \( \dot{x}(t) = f(x(t), u(t)) \), and no intermediate points, i.e., \( v = 1 \). Then (OCP) reduces to a standard sparse optimal control problem with free terminal time. Such problems have been investigated in detail, e.g., in the context of maximum hands-off control [CNQR16, NQN16] aimed at minimizing the controller activation time. In [SC16] the authors proposed a jammer’s perspective for sporadic denial of service (DoS) attacks on the control signal from the perspective of sparsity. Similar problems have been investigated in the context of sparse optimal multiplexing of linear control systems in [KSC19], and concerns the design of sparse multiplexed controllers for an ensemble of linear systems.

§3. Proof of the main result

In this section we sketch the proof of Theorem (2.6) by segmenting it into multiple subsections for clarity. We first define a sparse optimal control problem and employ a nonsmooth PMP to derive necessary conditions for optimality in this problem. Then our problem (OCP) is transformed into this standard form using a transformation technique from [DK11] based on a suitable scaling of the time variable, and then we obtain necessary conditions for optimality in the aforementioned sparse optimal control problem. In order to demonstrate the applicability of the necessary conditions so derived, we show that optimality is preserved under the said transformation by establishing an equivalence between (OCP) and the transformed problem. In the light of this equivalence, we derive necessary conditions for (OCP) from the necessary conditions of the transformed problem. What makes the proof go through smoothly in this nonsmooth context is the fact that the transformation does not change (OCP) qualitatively, (as described in Remark 3.12 below) but simplifies its structure.

§3.1. The standard problem. Consider the special case of the (OCP) where we have an autonomous system with no intermediate points, i.e., \( v = 1 \), as discussed in Section §2, and let the initial time \( t_0 = 0 \), and the terminal time \( t_f = t_1 \) be fixed to \( t_1 = T \), for some given real number \( T > 0 \). Then (OCP) reduces to a standard sparse optimal control problem on a fixed time interval \([0, T]\). The dynamics of the sparse state of this standard problem will remain the same as that of (OCP) while the system dynamics is given by \( \dot{x}(t) = f(\tilde{x}(t), u(t)) \), and the vector of intermediate points reduces to the boundary points values,

\[
\gamma = (x(t_0), x(T)) \in \Gamma_{x,p} \subset (\mathbb{R}^{d+1})^2,
\]

and the constraints over \( \gamma \) given by (3.1) reduce to:

\[
\begin{align*}
    h_j(\gamma) &= 0 & \text{for } j = 1, 2, \ldots, q, \\
    h_{q+1} &= x^0(0) = 0, \\
    g_i(\gamma) &\leq 0 & \text{for } i = 1, 2, \ldots, m, \\
    g_{m+1} &= (x^0(T) - \tilde{\mu}_T)(x^0(T) - \tilde{\mu}_T) \leq 0.
\end{align*}
\]

A control \( u \) is feasible if it satisfies the dynamics of this problem described above, along with intermediate constraints given by (3.2), and control constraints given by (2.5). Consequently, the standard sparse optimal control problem can be written as

\[
\begin{align*}
    \text{minimize} & \quad J(x, u, \gamma) = \lambda \int_0^T 1_{U \setminus \{0\}}(u(t)) + \ell(\gamma), \\
    \text{subject to} & \quad \begin{cases} \\
        \dot{x}(t) = f(\tilde{x}(t), u(t)) & \text{for a.e. } t \in [0, T], \\
        \dot{x}^0(t) = 1_{U \setminus \{0\}}(u(t)) & \text{for a.e. } t \in [0, T], \\
        \text{constraints (3.2),} \\
        [t_0, T] \ni t \mapsto u(t) \in \mathbb{U} \text{ Lebesgue measurable.}
    \end{cases}
\end{align*}
\]
A local minimizer of (SP) satisfies the properties in Definition 2.5 for \( v = 1 \) and \( t_v = T \), which makes it identical to a local minimizer in the sense of [Cla13, Page 437].

We get first order necessary conditions for optimality in (SP) by adapting the nonsmooth PMP [Cla13, Theorem 22.6, Page 465 ] in the following form:

**Theorem 3.1.** Consider the optimal control problem (SP), and refer to the notations introduced in this subsection and the previous section. If the process \( [0, T] \ni t \mapsto u^*(t) = (x^*(t), u^*(t), y^*) \in \mathbb{R}^{d+1} \times \mathcal{U} \times \Gamma_x \) is a local minimizer of (SP), then there exist a scalar \( \eta \in [0, 1] \), an absolutely continuous map

\[
[0, T] \ni t \mapsto \begin{pmatrix} p^x(t) \\ \bar{p}(t) \end{pmatrix} \in \mathbb{R}^{d+1}, \quad \bar{p}(t) \in \mathbb{R}^d, \quad p^\gamma(t) \in \mathbb{R},
\]

and multipliers \( \alpha \in \mathbb{R}_{q+1}, \beta \in \mathbb{R}^{m+1}, \) such that with the Hamiltonian defined by

\[
H^\gamma(p, x, u) = \langle \bar{p}, f(\bar{x}, u) \rangle + p^\gamma \mathbf{1}_{\mathcal{U}}(0)(u) - \eta \mathbf{1}_{\mathcal{U}}(0)(u),
\]

for \( (p, x, u) \in \mathbb{R}^{d+1} \times \mathbb{R}^{d+1} \times \mathbb{R}^d \), the following conditions hold:

\begin{enumerate}[(3.1-a), itemsep=0.5em]
  \item non-triviality: \( (\eta, p(t), \alpha, \beta) \neq 0 \) for a.e. \( t \in [0, T] \);
  \item nonnegativity: \( \beta \geq 0 \);
  \item complementary slackness: \( \langle \beta, g(y^*) \rangle = 0 \);
  \item the adjoint equations, for a.e. \( t \in [0, T] \),
    \[
    -\dot{\bar{p}}(t) = \partial_x H^\gamma(p(t), \cdot, u^*(t))(x^*(t)) \implies \begin{cases} 
    \dot{p}^x(t) = 0, \\
    \dot{\bar{p}}(t) = -\left( \frac{\partial f}{\partial x} (x^*(t), u^*(t)) \right)^\top \bar{p}(t),
  \end{cases}
    \]
  \item transversality conditions:
    \[
    (p(0), -p(T)) \in \eta \nabla \ell(y^*) + N_E^L(y^*)
    \]
    \[
    \implies \begin{cases} 
    p^x(0) = \alpha_0, \\
    -p^x(T) = \beta_0 \left( 2x^*(T) - \bar{x}_T - \bar{u}_T \right), \\
    \bar{p}(0) = \eta \ell_{\mathcal{E}}(0)(y^*) + \left( \frac{\partial h(y^*)}{\partial x}(0) \right)^\top \alpha + \left( \frac{\partial g(y^*)}{\partial x}(0) \right)^\top \beta, \\
    -\bar{p}(T) = \eta \ell_{\mathcal{E}}(T)(y^*) + \left( \frac{\partial h(y^*)}{\partial x}(T) \right)^\top \alpha + \left( \frac{\partial g(y^*)}{\partial x}(T) \right)^\top \beta;
  \end{cases}
    \]
  \item the Hamiltonian maximum:
    \[
    u^*(t) = \arg \max_{u \in \mathcal{U}} H^\gamma(p, x^*, u) \quad \text{for a.e. } t \in [0, T];
    \]
  \item the Hamiltonian constancy:
    \[
    H^\gamma(p, x^*, u^*) = h \quad \text{for a.e. } t \in [0, T].
    \]
\end{enumerate}

### §3.2. Transformation of (OCP) to the standard form.

Here we transform (OCP) with intermediate constraints and free intermediate time instants to a problem without intermediate constraints defined on a fixed time interval. The techniques are identical to the ones in [DK11], and therefore, we shall provide only the essential steps, referring the reader to [DK11] for complete details. The aforementioned transformation applies to the complete problem (OCP) with non-autonomous dynamics including the intermediate points, unlike the procedure adopted in subsection §3.1 where we specialized (OCP) to the case of \( v = 1 \) and \( \bar{x}(i) = f(\bar{x}(i), u(i)) \). §3.3 and §3.4 contain the verification of every step of the arguments and the calculations in [DK11]. This verification is essential since there are certain differences in the qualitative nature of the problem data between [DK11] and (OCP). In particular, the cost function in (OCP) includes a discontinuous map of the control actions, whereas the problem data in [DK11] are smooth.

\footnote{Recall that \( N_E^L(y^*) \) is the limiting normal cone to \( E \) (the target set of the vector of intermediate points \( y \) resulting from the equality and the inequality constraints) at \( y^* \); see e.g., [Cla13, p. 244] for details.}
This transformation technique is based on a suitable scaling of the time variable ‘\(\tau\)’ to another variable ‘\(t\)’, where each intermediate time interval \(\Delta_k := [t_{k-1}, t_k]\) for \(k = 1, 2, \ldots, v\), is scaled to one fixed time interval \([0, 1]\), and then all the states and control trajectories are transformed from the ‘\(\tau\)’-time domain to the ‘\(t\)’-time domain on each interval in the following fashion:

For each \(k = 1, 2, \ldots, v\), we define an absolutely continuous map

\[
[0, 1] \ni \tau \mapsto \rho_k(\tau) \in [t_{k-1}, t_k]
\]
satisfying the differential equation with a completely specified set of boundary conditions

\[
\frac{d\rho_k(\tau)}{d\tau} = z_k(\tau), \quad \rho_k(0) = t_{k-1}, \quad \rho_k(1) = t_k,
\]
with \(z_k\) acting as a new control. The function \(\rho_k\) acts as the time variable ‘\(\tau\)’ on the interval \(\Delta_k\), and the values of \(\rho_k(0), \rho_k(1)\), for each \(k\) are not fixed because \(t_{k-1}\) and \(t_k\) are permitted to be free as explained in Remark 3.2 ahead. In order to retain the monotonicity of time \(t\), we only consider monotone strictly increasing functions \(\rho_k\), which in turn places the restriction that \(z_k(\tau) > 0\) for a.e. \(\tau \in [0, 1]\). Note that from (3.4) we have \(\rho_k(1) = t_k = \rho_{k+1}(0)\), resulting in following continuity constraints:

\[
\rho_{k+1}(0) - \rho_k(1) = 0 \quad \text{for} \quad k = 1, \ldots, v - 1.
\]

Let us consider any admissible process \(t \mapsto w(t) = (x(t), u(t), \gamma)\) of (OCP). On each interval \(t \in \Delta_k\), we transform the state \(t \mapsto x(t)\) and control \(t \mapsto u(t)\) trajectories by defining new maps

\[
[0, 1] \ni \tau \mapsto y_k(\tau) = x(\rho_k(\tau)) \in \mathbb{R}^{d+1}, \quad \text{and}
\]

\[
[0, 1] \ni \tau \mapsto v_k(\tau) = u(\rho_k(\tau)) \in \mathbb{R}^r,
\]

Since \(u(t) \in U\) a.e., we have \(v_k(\tau) \in U\) a.e., for each \(k\). Further, the continuity of the state trajectory \(t \mapsto x(t)\) on \([t_0, t_v]\) along with continuity of \(t \mapsto \rho_k(\tau)\) on \([0, 1]\) imply continuity of \(t \mapsto y_k(\tau)\) on \([0, 1]\), for each \(k = 1, \ldots, v\). Also, from (3.5), we have

\[
y_k(1) = x(\rho_k(1)) = x(t_k), \quad y_{k+1}(0) = x(\rho_{k+1}(0)) = x(t_k),
\]
resulting in the following continuity constraints on \(y_k\) at the boundary points of the interval \([0, 1]\):

\[
y_{k+1}(0) - y_k(1) = 0 \quad \text{for} \quad k = 1, \ldots, v - 1.
\]

From (3.6) we see that, \(y_k\) can be naturally written as \(y_k = (y_k^x, y_k^\gamma)^T\), where the maps

\[
[0, 1] \ni \tau \mapsto y_k^x(\tau) \in \mathbb{R}^x, \quad \text{and} \quad [0, 1] \ni \tau \mapsto y_k^\gamma(\tau) \in \mathbb{R}^\gamma
\]
correspond to \(x^x, x^\gamma\) respectively, and satisfy the following dynamics in view of the chain rule:

\[
\frac{d^t y_k^x(\tau)}{d\tau} = \dot{x}^x(\rho_k(\tau)) \frac{d\rho_k(\tau)}{d\tau} = z_k(\tau) \mathbf{1}_{[0, t_k]}(v_k(\tau)),
\]

\[
\frac{d^t y_k^\gamma(\tau)}{d\tau} = \dot{x}^\gamma(\rho_k(\tau)) \frac{d\rho_k(\tau)}{d\tau} = z_k(\tau) f(\rho_k, \gamma_k, v_k).
\]

Under the preceding transformation \(y_k\) and \(\rho_k\) play the roles of the state variables, while \(v_k\) and \(z_k\) act as control inputs.

Out of the collection \((y_k, \rho_k, v_k, z_k)_{k=1}^{k=v}\) of the new state-action trajectories, we define the following maps to reduce the notational clutter:

\[
[0, 1] \ni \tau \mapsto \rho(\tau) := (\rho_1(\tau), \rho_2(\tau), \ldots, \rho_v(\tau)) \in \mathbb{R}^{v},
\]

\[
[0, 1] \ni \tau \mapsto y(\tau) := (y_1(\tau), y_2(\tau), \ldots, y_v(\tau)) \in (\mathbb{R}^{d+1})^v,
\]

\[
[0, 1] \ni \tau \mapsto z(\tau) := (z_1(\tau), z_2(\tau), \ldots, z_v(\tau)) \in \mathbb{R}^v,
\]

\[
[0, 1] \ni \tau \mapsto v(\tau) := (v_1(\tau), v_2(\tau), \ldots, v_v(\tau)) \in (\mathbb{R}^r)^v,
\]
Subsequently, in terms of \( \rho \) and \( y \) we can write the transformed vector of intermediate points as:

\[
\tilde{\gamma} = \tilde{\gamma}(\rho, y) = \{(\rho_1(0), y_1(0)), (\rho_2(0), y_2(0)), \ldots, (\rho_v(0), y_v(0)), (\rho_v(1), y_v(1))\},
\]

and as a result of above transformation, it satisfies \( \tilde{\gamma} = \gamma \). The inequality constraints on the sparse state given by (2.11) become:

\[
g_{m+k} = (y_k^1(1) - \bar{\mu}_k)(y_k^v(1) - \bar{\mu}_k) \leq 0 \quad \text{for each } k = 1, 2, \ldots, v,
\]

and by using the continuity constraints (3.8), we can rewrite the above inequality constraints and equality constraints on the sparse state as:

\[
\begin{cases}
  h_{q+1}(\tilde{\gamma}) = y_1^1(0) = 0, \\
  g_{m+k}(\tilde{\gamma}) = (y_{k+1}(0) - \bar{\mu}_k)(y_{k+1}(0) - \bar{\mu}_k) \leq 0 \quad \text{for each } k = 1, 2, \ldots, v - 1, \\
  g_{m+v}(\tilde{\gamma}) = (y_v^1(1) - \bar{\mu}_v)(y_v^v(1) - \bar{\mu}_v) \leq 0.
\end{cases}
\]

**Remark 3.2.** The number of variables increases in the transformed domain, i.e., we have multiple \( \rho_k \) and \( y_k \). This results in an increase in the number of constraints given by the continuity constraints (3.5) and (3.8). Further, as mentioned in Remark 2.3, \( t_k, x(t_k) \) are not specified and the corresponding transformed values \( \rho_k(0), \rho_k(1), y_k(0), \) and \( y_k(1) \) are also not specified but follow all the transformed constraints including the continuity constraints (3.5) and (3.8).

**Remark 3.3 (Transformed constraints).** Note that \( \tilde{\gamma} = \gamma \) as asserted above, and since all the constraints of (OCP) are functions of \( \gamma \), the transformed constraints \( h_j(\tilde{\gamma}) \) and \( g_i(\tilde{\gamma}) \) are equal to \( h_j(\gamma) \) and \( g_i(\gamma) \) respectively, for all \( j, i \), including the equality and the inequality constraints (3.12) on the sparse state. Further, since \( \gamma \) is admissible, i.e., satisfies all the constraints of (OCP), \( \tilde{\gamma} \) automatically satisfies all transformed constraints of (OCP). Consequently, the second part of the cost function in (3.13) satisfies \( \ell(\tilde{\gamma}) = \ell(\gamma) \).

Finally, by employing (3.4) and (3.7) we rewrite cost function of the (OCP) in the new coordinates as

\[
\tilde{J}(\rho, y, z, v) = \lambda \sum_{k=1}^{v} \int_{0}^{1} I_{B_{1}(0)}(\varepsilon_k(\tau)) z_k(\tau) \, d\tau + \ell(\tilde{\gamma})
\]

This completes the transformation of the admissible process \( t \mapsto w(t) = (x(t), u(t), \gamma) \).

Let the resulting transformed process obtained above be denoted by the map:

\[
[0, 1] \ni \tau \mapsto \tilde{w}(\tau) := (\rho(\tau), y(\tau), z(\tau), v(\tau)).
\]

Further, let the transformation from \( w \) to \( \tilde{w} \) described above be denoted by the map \( \mathbb{F} \), i.e., \( \tilde{w} = \mathbb{F}(w) \). Clearly, this map \( \mathbb{F} \) is not unique and depends on the choice of the functions \( z_k \).

If we fix these functions, this transformation becomes unique, and the resulting transformed
problem is given by:

$$\min_{z, \bar{v}} \tilde{J}(\rho, y, z, v) = \lambda \sum_{k=1}^{v} \int_{0}^{1} I_{U \setminus \{0\}}(v_k(\tau)) z_k(\tau) \, d\tau + \ell(\bar{y}),$$

subject to

$$\begin{align*}
\dot{y}_k &= I_{U \setminus \{0\}}(v_k) z_k, & & k = 1, 2, \ldots, v, \\
\dot{y}_k &= z_k f(\rho_k, \bar{y}_k, v_k), & & k = 1, 2, \ldots, v, \\
\rho_k &= z_k, & & k = 1, 2, \ldots, v, \\
y_{k+1}(0) - y_k(1) &= 0, & & k = 1, \ldots, v - 1, \\
\rho_{k+1}(0) - \rho_k(1) &= 0, & & k = 1, \ldots, v - 1, \\
h_j(y) &= 0, & & j = 1, 2, \ldots, q + 1, \\
g_i(y) &
\leq 0 & & i = 1, 2, \ldots, m + v, \\
[0, 1] \ni \tau &\mapsto v_k(\tau) \in U & & k = 1, 2, \ldots, v.
\end{align*}$$

\textit{(TP)}

\textbf{Remark 3.4.} The process given by equation (3.14) is an admissible process of the transformed problem (TP), a part of this was observed in Remark 3.3. This claim directly follows from the definition of map $F$. Hence, we can construct an admissible process $\tau \mapsto \tilde{w}(\tau) = (\rho(\tau), y(\tau), z(\tau), v(\tau))$ of (TP) corresponding to each admissible process $t \mapsto w(t) = (x(t), u(t), y)$ of (OCP) via the transformation $\tilde{w} = F(w)$, and this $\tilde{w}$ is unique provided the $z_k$’s are fixed.

We adapt Definition 2.5 of a local minimizer for (TP) to the context of our problem in the following manner:

\textbf{Definition 3.5.} An admissible process $\tau \mapsto \tilde{w}^\ast = (\rho^\ast(\tau), y^\ast(\tau), z^\ast(\tau), v^\ast(\tau))$ is a local minimizer of (TP) if for some $\varepsilon > 0$ and for every admissible process $\tau \mapsto \tilde{w}(\tau) = (\rho(\tau), y(\tau), z(\tau), v(\tau))$ satisfying $\|\rho_k - \rho_k^\ast\|_a \leq \varepsilon$ and $\|y_k - y_k^\ast\|_a \leq \varepsilon$ for all $k = 1, \ldots, v$, we have $\tilde{J}(\tilde{w}^\ast) \leq \tilde{J}(\tilde{w})$.

\textbf{Remark 3.6.} Note that (TP) is defined on a fixed interval $[0, 1]$, $\rho$ plays the role of a state variable resulting in an autonomous transformed system dynamics, $\tilde{y}$ consists of just the boundary values of the states $(\rho, y)$, and the constraints (3.5) and (3.8) are also on the boundary points. Therefore, there are no intermediate constraints in (TP) unlike the problem (OCP), which means it has the same structure as that of the standard problem (SP). Therefore, we can directly apply Theorem 3.1 to obtain necessary conditions for optimality in (TP).

\textbf{Theorem 3.7.} Consider the optimal control problem (TP), and refer to the notations introduced in this subsection. If the process $[0, 1] \ni \tau \mapsto \tilde{w}^\ast(\tau) = (\rho^\ast(\tau), y^\ast(\tau), v^\ast(\tau), z^\ast(\tau)) \in \mathbb{R}^v \times (\mathbb{R}^{d+1})^v \times (\mathbb{R}^d)^v \times \mathbb{R}^v$ is a local minimizer of (TP), then there exist $\eta \in \{0, 1\}$ and an absolutely continuous map

$$\begin{align*}
[0, 1] \ni \tau &\mapsto \tilde{p}_k(\tau) := \frac{\rho_k^\ast(\tau)}{\rho_k(\tau)}, \\
p_k^\ast(\tau) &\in \mathbb{R}, \quad \tilde{p}_k(\tau) \in \mathbb{R}^d, \quad p_k^\ast(\tau) \in \mathbb{R}, \quad \text{for} \ k = 1, \ldots, v,
\end{align*}$$

with $\tilde{p} = (\tilde{p}_1, \ldots, \tilde{p}_v)$, and multipliers $\alpha \in \mathbb{R}^{q+1}, \beta \in \mathbb{R}^{m+v}, \lambda \in \mathbb{R}^{(d+1)(v-1)}, \delta \in \mathbb{R}^{v-1}$, such that with the Hamiltonian defined by

$$\tilde{H}^\eta(\rho, y, z, v, \tilde{p}) = \sum_{k=1}^{v} z_k \left( p_k^\ast \mathbb{1}_{\{0\}}(v_k) + f(\rho_k, \bar{y}_k, v_k) \tilde{p}_k + p_k^\ast - \eta \lambda \mathbb{1}_{\{0\}}(v_k) \right)$$

for $(\rho, y, z, v, \tilde{p}) \in \mathbb{R}^v \times (\mathbb{R}^{d+1})^v \times (\mathbb{R}^d)^v \times \mathbb{R}^v \times (\mathbb{R}^{d+2})^v$, the following conditions hold:

\begin{enumerate}
\item[(3.7-a)] \textbf{Nontriviality:} $(\eta, \tilde{p}(\tau), \alpha, \beta, \lambda, \delta) \neq 0$ for a.e $\tau \in [0, 1]$;
\end{enumerate}
(3.7-b) nonnegativity: $\beta \geq 0$;
(3.7-c) complementary slackness: $\langle \beta, g(\tilde{y}^*) \rangle = 0$;
(3.7-d) the adjoint equation: for a.e. $\tau \in [0, 1]$ and for each $k = 1, \ldots, v$, we have
\[
\begin{align*}
\dot{p}_k^0(\tau) &= 0, \\
\dot{p}_k(\tau) &= -z_k^*(\tau)\left(\frac{\partial f}{\partial \rho_\tau^k}^\top(\rho_\tau^k(\tau), \tilde{y}_k^*(\tau), v_k^*(\tau))\right) \tilde{p}_k(\tau), \\
\dot{p}'_k(\tau) &= -z_k^*(\tau)^\top\left(\frac{\partial f}{\partial \rho_\tau^k}^\top(\rho_\tau^k(\tau), \tilde{y}_k^*(\tau), v_k^*(\tau))\right) \tilde{p}_k(\tau);
\end{align*}
\]
(3.7-e) transversality:
\[
\begin{align*}
&\left(\tilde{p}(0), -\tilde{p}(1)\right) \in \eta \nabla\ell(\tilde{y}^*) + N^L_\epsilon(\tilde{y}^*) \Longrightarrow \\
&\text{for costate corresponding to the sparse state } (\tilde{y}_k^*):
\end{align*}
\[
\begin{align*}
p'_1(0) &= \alpha_0, \\
p_k'(0) &= \lambda_k^0 \quad \text{for } k = 2, \ldots, v, \\
p_k'(1) &= \lambda_k - \beta_m k (2\gamma_k(1) - \hat{\mu}_k - \hat{\mu}_k) \quad \text{for } k = 1, \ldots, v - 1, \\
p_v'(1) &= -\beta_m + 2\gamma_v(1) - \hat{\mu}_v - \hat{\mu}_v.
\end{align*}
\]
(3.7-f) the Hamiltonian maximum: for a.e. $\tau \in [0, 1]$,\[
(v_k^*(\tau), z_k^*(\tau)) \in \arg\max_{(v_k, z_k) \in H_{\tau}} \sum_{k=1}^v z_k(\tau)\left(p_k^0(\tau)(1)(v_k(\tau)) + f(\rho_k^0(\tau), \tilde{y}_k^*(\tau), v_k(\tau))^\top \tilde{p}_k(\tau) + p_k'(\tau) - \eta \eta \eta(1)(v_k(\tau))\right).
\]
(3.7-g) the Hamiltonian constancy: for a.e. $\tau \in [0, 1]$,
\[
p_k^0(\tau)(1)(v_k^*(\tau)) + f(p_k^0(\tau), \tilde{y}_k^*(\tau), v_k^*(\tau))^\top \tilde{p}_k(\tau) + p_k'(\tau) - \eta \eta \eta(1)(v_k^*(\tau)) = 0.
\]
Remark 3.8. The control variables $z_k$'s enter $H^a$ defined in Theorem 3.7 linearly and separately, and therefore, the $v_k^*$'s do not depend on the $z_k^*$'s, and the maximum condition on $z_k$, i.e., $\frac{\partial h}{\partial z_k} = 0$, along with the Hamiltonian constancy condition (3.1-g) imply (3.7-g). This says that the $z_k^*$'s play the role of scaling factors and have no impact on the optimal control actions $v_k^*$.

Simplification of Theorem (3.7). The non triviality condition (3.7-a) follows the lemma:
Lemma 3.9. The non triviality condition (3.7-a), i.e., (C₁) below, is equivalent to condition (C₂):

(C₁) \( (\eta, \bar{p}(\tau), \alpha, \beta, \lambda, \delta) \neq 0 \) for a.e \( \tau \in [0, 1] \).

(C₂) \( (\eta, \bar{p}(\tau), \alpha, \beta) \neq 0 \) for a.e \( \tau \in [0, 1] \).

Proof. If (C₂) holds, then (C₁) obviously holds. Let us prove the implication (C₁) \( \Rightarrow \) (C₂) by contradiction, so suppose that (C₁) hold but (C₂) does not. Then \( (\eta, \bar{p}(\tau), \alpha, \beta) = 0 \) for all \( \tau \in [0, 1] \). By the transversality condition ((3.7-e)) we have \( \lambda_k(0) = 0, \lambda_k = \bar{p}_k(1) = 0 \) and \( \delta_k = \bar{p}_k'(1) = 0 \), which imply \( \lambda = 0, \delta = 0 \), and this violates (C₁). \( \square \)

Remark 3.10. Note that the multipliers \( \lambda_k \) and \( \delta_k \) appear in only a few terms of the transversality conditions, and without loss of generality, these conditions can be recast by eliminating \( \lambda_k \) and \( \delta_k \) for each \( k = 1, 2, \ldots, v - 1 \), in the following way:

\[
\begin{aligned}
\text{for costate corresponding to sparse state (} y^0_k \text{)} &\quad p_{k+1}^0(0) - p_k^0(1) = \beta_m x_k(2y_k^0(1) - \bar{p}_k - \bar{\mu}_k), \\
\text{for costates corresponding main state (} y_k \text{)} &\quad \bar{p}_{k+1}(0) - \bar{p}_k(1) = \eta \ell_{k+1}(0) (\bar{y}_k^*) + \left[ \frac{\partial h(\bar{y}_k^*)}{\partial \ell_{k+1}(0)} \right]^\top \alpha + \left[ \frac{\partial h(\bar{y}_k^*)}{\partial \ell_{k+1}(0)} \right]^\top \beta, \\
\text{for costate corresponding to time } (t/\rho_k) &\quad p'_{k+1}(0) - p_k'(1) = \eta \ell_{k+1}(0) (\bar{y}_k^*) + \left\{ \alpha, \frac{\partial h(\bar{y}_k^*)}{\partial \ell_{k+1}(0)} \right\} + \left\{ \beta, \frac{\partial h(\bar{y}_k^*)}{\partial \ell_{k+1}(0)} \right\}.
\end{aligned}
\]

§ 3.3. Equivalence. Similar to the forward transformation map \( F \), we define a backward transformation map \( G \) to transform any arbitrary admissible process \( \tilde{w} \) of (TP) to an admissible process of (OCP).

Firstly, let \( \tau \mapsto \tilde{w}(\tau) := (\rho(\tau), y(\tau), z(\tau), v(\tau)) \) be an arbitrary admissible process of (TP). Then, by definition, \( \rho_k \) is monotone and strictly increasing on the interval \( [0, 1] \) and consequently is injective. So, its inverse function exists on \( \rho_k([0, 1]) \), is also monotone, strictly increasing, and bounded on the corresponding interval. The intermediate time instants are defined by

\[
t_{k-1} := \rho_k(0) \quad \text{for } k = 1, \ldots, v, \text{ and } t_v := \rho_v(1),
\]

and corresponding time intervals by \( \Delta_k := [t_{k-1}, t_k] \). On each interval \( \Delta_k = [t_{k-1}, t_k] \), we define the inverse map

\[
[t_{k-1}, t_k] \ni t \mapsto \tau(t) := \rho_k^{-1}(t) \in [0, 1]
\]
satisfying the dynamics:

\[
\frac{d\tau(t)}{dt} := \frac{1}{z_k(\tau(t))}, \quad \tau(t_{k-1}) = 0, \quad \tau(t_k) = 1.
\]

Secondly, on each interval \( \Delta_k \) we transform the state \( \tau \mapsto y_k(\tau) \) and the control \( \tau \mapsto v_k(\tau) \) trajectories by defining new maps

\[
[t_{k-1}, t_k] \ni t \mapsto x(t) := y_k(\rho_k^{-1}(t)) \in \mathbb{R}^{d_k+1}
\]
and

\[
[t_{k-1}, t_k] \ni t \mapsto u(t) := v_k(\rho_k^{-1}(t)) \in \mathbb{R}'.
\]

The resulting intermediate states can be written as

\[
x(t_{k-1}) = y_k(0) \quad \text{for } k = 1, 2, \ldots, v, \text{ and } x(t_v) = y_v(1),
\]
with the vector of intermediate points being

\[
\gamma(t, x) = ((t_0, x(t_0)), (t_1, x(t_1)), \ldots, (t_v, x(t_v))).
\]
From (3.16) and (3.20) we get \( \gamma(t,x) = \hat{\gamma}(\rho,y) \). This completes the construction of the process \( t \mapsto w(t) = (x(t), u(t), \gamma) \) and we denote this transformation by \( w = G(\hat{w}) \). Further, for any given \( \hat{w} \), the map \( \tau \mapsto z(\tau) \) is fixed; therefore, the inverse map (3.17) is unique, resulting in the uniqueness of the backward transformation map \( G \).

Now we will establish that the process \( w \) obtained above is indeed an admissible process of (OCP). As noted above, we have \( \gamma = \hat{\gamma} \). Therefore, on similar lines as that of Remark 3.3, \( y \) satisfies all the constraints of (OCP), and since the function \( \tau \mapsto y_k(\tau) \) is uniformly continuous on \([0,1]\), the function \( t \mapsto x(t) \) is uniformly continuous on each interval \( \Delta_k = [t_{k-1}, t_k] \) and almost everywhere on \( \Delta_k \), it satisfies the differential equations

\[
\begin{align*}
\frac{dx(t)}{dt} &= \frac{dy_k(t)}{dt} = \frac{d\hat{y}_k(t)}{dt} = \mathbf{1}_{\{1\}}(u(t)), \\
\frac{d\hat{x}(t)}{dt} &= \frac{d\hat{y}_k(t)}{dt} = \frac{d\hat{\gamma}(\tau)}{dt} = f(t, \hat{x}(t), u(t)).
\end{align*}
\]

Continuity of \( x \) at intermediate time instants follows directly from the continuity constraints (3.8). Since \( v_k \in U \ a.e. \), we have \( u \in U \ a.e. \). Therefore, the process \( t \mapsto w(t) = (x(t), u(t), \gamma) \) is an admissible process of (OCP).

**Remark 3.11.** Note that the functions \( \rho_k, y_k, z_k \), and \( v_k \) are defined on \( \tau \in [0,1] \) and correspond to \( \Delta = [t_{k-1}, t_k] \). In order to keep track of entire trajectory, we define on the interval \([0, v]\), corresponding to \( \Delta = [t_0, t_v] \), the following functions: for \( s \in [k-1, k], k = 1, \cdots, v \),

\[
\begin{align*}
P(s) &= \rho_k(s - k + 1) = t_{k-1} + \int_{k-1}^{s} z_k(s - k + 1) ds, \\
Y(s) &= y_k(s - k + 1) = x(p_k(s - k + 1)), \\
V(s) &= v_k(s - k + 1) = u(p_k(s - k + 1)).
\end{align*}
\]

Since the intervals \( \Delta_k \) are concatenated consecutively, and the fact that there are continuity constraints on \( \rho_k \& y_k \), the functions \( s \mapsto P(s) \) and \( s \mapsto Y(s) \) are continuous, \( P \) is strictly increasing, i.e., \( \frac{dP(s)}{ds} \geq c > 0 \) and hence inverse function exists, which is also strictly increasing in nature. We define the inverse function \( [t_0, t_v] \ni t \mapsto \theta(t) := P^{-1}(t) \in [0, v] \), and for \( z_k = |\Delta_k| \), we define

\[
\theta(t) = k - 1 + \frac{t - t_{k-1}}{\Delta_k} \quad \text{for a.e. } t \in [t_{k-1}, t_k].
\]

Using these functions, we can represent the process \( w = G(\hat{w}) \) in the form \( t \mapsto w(t) = (x(t), u(t), \gamma) \), where

\[
(3.23) \quad x(t) = Y(\theta(t)), \quad u(t) = V(\theta(t)).
\]

**Remark 3.12.** The value of the objective function remains constant under the aforementioned transformations since any admissible process of one problem is mapped to another via both the transformations \( F \) and \( G \), i.e., \( J(\hat{w}) = J(w) \) for the transformation \( w = G(\hat{w}) \) or \( \hat{w} = F(w) \). This happens because in the transformation from (OCP) to (TP) only trajectories are being transformed from the \( t \) time domain to the \( \tau \) time domain, but both problems are the same. Moreover, the map \( G \circ F \) is identity while \( F \circ G \) is not.

**Theorem 3.13 (Equivalence).** If the process \( t \mapsto w^*(t) := (x^*(t), u^*(t), \gamma^*(t)) \) is a local minimizer of (OCP), then the process \( \hat{w}^* \) in (3.24) is a local minimizer of the (TP). Conversely, if the process \( \tau \mapsto \hat{\omega}^*(\tau) = (\rho^*(\tau), y^*(\tau), z^*(\tau), v^*(\tau)) \) is a local minimizer of (TP), then the process \( w^* = G(\hat{w}^*) \) is a local minimizer of (OCP).

**Proof.** Here we prove only the backward implication: if the process \( \tau \mapsto \hat{\omega}^*(\tau) \) is a local minimizer of (TP), then the process \( w^* = G(\hat{w}^*) \) is a local minimizer of (OCP); the forward implication can be proven in a similar way. From Definition 2.5 and 3.5 of
local minimizer, it suffices to show that for some $\epsilon > 0$ and for every admissible process $\tau \mapsto \tilde{w}(\tau) = (\rho(\tau), y(\tau), z(\tau), v(\tau))$ satisfying

$$
\begin{aligned}
\|\rho_k - \rho^*_k\|_a &\leq \epsilon, \\
\|y_k - y^*_k\|_a &\leq \epsilon, \\
J(\tilde{w}) &\leq J(\tilde{w})
\end{aligned}
$$

(3.24)

the corresponding admissible process $t \mapsto (x(t), u(t), \gamma(t)) = w(t) = \mathbb{G}(\tilde{w}(\tau))$ and the process $t \mapsto (x^*(t), u^*(t), \gamma^*(t)) = w^*(t) = \mathbb{G}(\tilde{w}^*(\tau))$ for some $\epsilon_1 > 0$ satisfies:

$$
\|x - x^*\|_a \leq \epsilon_1, \quad |t_k - t_k^*| \leq \epsilon_1 \quad \text{for } k = 1, 2, \ldots, v,
$$

and

$$
|t_k - t_k^*| = |\rho_k(1) - \rho^*_k(1)| \leq \max_{t \in [0, 1]} |\rho_k(\tau) - \rho^*_k(\tau)| = \|\rho_k - \rho^*_k\|_a \leq \epsilon_1.
$$

we have $J(w^*) \leq J(w)$.

Using Remark 3.11 we can construct, for a.e. $t \in \Delta$ and $s \in [0, v]$, functions $t \mapsto \theta(t)$ and $\tau \mapsto Y(\tau)$ and the functions $t \mapsto Y^*(t)$ and $\tau \mapsto Y^*(\tau)$ for each admissible process $\tilde{w}$ and the process $\tilde{w}^*$. Moreover, from (3.23) we have $x^*(t) = Y^*(\tilde{w}(\tau))$ and $x^*(t) = Y^*(\tilde{w}^*(\tau))$.

The inequality $\|y_k - y^*_k\|_a \leq \epsilon$ on the interval $[0, 1]$ implies that $\|Y - Y^*\|_a \leq \epsilon$ on each interval $[k - 1, k]$, and therefore on the entire interval $[0, v]$. Similarly, the inequality $\|\rho_k - \rho^*_k\|_a \leq \epsilon$ implies that $\|\rho - \rho^*\|_a \leq \epsilon$ on the entire interval $[0, v]$; consequently, its inverse map satisfies $\|\theta - \theta^*\|_a \leq \epsilon_2(\epsilon)$ on the interval $\Delta \cap \Delta^*$. With these we prove that $\|Y(\theta) - Y^*(\theta^*)\|_a \leq \epsilon_1$ holds as follows:

$$
\begin{aligned}
\|Y(\theta) - Y^*(\theta^*)\|_a &= \max_{t \in \Delta \cap \Delta^*} |Y(\theta(t)) - Y^*(\theta^*(t))| \\
&\leq \max_{t \in \Delta \cap \Delta^*} |Y(\theta(t)) - Y^*(\theta(t))| + \max_{t \in \Delta \cap \Delta^*} |Y^*(\theta(t)) - Y^*(\theta^*(t))| \\
&= \|Y - Y^*\|_a + \max_{t \in \Delta \cap \Delta^*} |Y^*(\theta(t)) - Y^*(\theta^*(t))|.
\end{aligned}
$$

The first term on the right-hand side of (3.25) is bounded by epsilon, i.e., $\|Y - Y^*\|_a \leq \epsilon$. Further, $Y^*$ is uniformly continuous on $[0, v]$, and $\|\theta - \theta^*\|_a \leq \epsilon_2(\epsilon)$ on the interval $\Delta \cap \Delta^*$. Therefore, the second term is also bounded by some $\delta(\epsilon_2(\epsilon)) > 0$. Consequently,

$$
\|Y(\theta) - Y^*(\theta^*)\|_a \leq \epsilon + \delta(\epsilon_2(\epsilon)) = \epsilon_1 \implies \|x - x^*\|_a \leq \epsilon_1.
$$

From (3.24) and Remark 3.12 we get

$$
J(w^*) = J(\tilde{w}^*) \leq J(\tilde{w}) = J(w) \implies J(w^*) \leq J(w).
$$

This completes the proof. \qed

§ 3.4. Characterization of necessary conditions for (OCP). In this subsection we describe the procedure to obtain the main result given by Theorem 2.6, using analysis done in this section §3.

Let $\tau \mapsto \tilde{w}^*(\tau) := (\rho^*(\tau), y^*(\tau), v^*(\tau), z^*(\tau))$ be a local minimizer of (TP) satisfying the conditions of Theorem 3.7. In view of Theorem 3.13 we construct a unique local minimizer $w^* = \mathbb{G}(\tilde{w}^*) = (x^*, u^*, \gamma^*)$ of (OCP). Since the map $\mathbb{G}$ described in §3.3 simply transforms trajectories from the $\tau$ domain to the $t$ domain, we obtain the necessary conditions for the minimizer $w^*$ by transforming the necessary conditions given by Theorem 3.7. Moreover, Lemma 3.9 along with Remark 3.10 can be directly applied to get rid of the $\lambda$ and the $\delta$ terms. To transform the adjoint states $\tilde{p}$, we define, for a.e. $t \in [t_{k-1}^*, t_k^*]$ and
for each \(k = 1, 2, \ldots, v\), the map
\[
[t_0^k, t_v^k] \ni t \mapsto p(t) = \begin{pmatrix}
p^x(t) \\
p^\rho(t) \\
p^v(t)
\end{pmatrix} = \begin{pmatrix}
p^x_k(p^\rho^{-1}(t)) \\
p^\rho_k(p^\rho^{-1}(t)) \\
p^v_k(p^\rho^{-1}(t))
\end{pmatrix},
\]
which follows, for a.e. \(t \in [t_0^k, t_v^k]\), the dynamics
\[
\begin{align*}
\frac{dp^x(t)}{dt} &= \dot{p}^x_k(\tau) \frac{d\tau^*}{dt} = 0 \\
\frac{dp^\rho(t)}{dt} &= \dot{p}^\rho_k(\tau) \frac{d\tau^*}{dt} = -[f_x(t, x^*, u^*)]^T \dot{p}(t) \\
\frac{dp^v(t)}{dt} &= \dot{p}^v_k(\tau) \frac{d\tau^*}{dt} = -[f_v(t, x^*, u^*)]^T \dot{p}(t).
\end{align*}
\]
Absolute continuity of \(\dot{p}_k\) on \([0, 1]\) implies absolute continuity of \(p\) on each interval \(\Delta_k = [t_{k-1}^k, t_k^k]\). Let us define the function
\[
H^p(p, t, x, u) = p^x \mathbf{1}_{[0, 1]}(u) + \langle \dot{p}, f(t, \dot{x}, u) \rangle + p^v - \eta \mathbf{1}_{[0, 1]}(u)(u)
\]
for \((p, t, x, u) \in \mathbb{R}^d \times \mathbb{R} \times \mathbb{R}^d \times \mathbb{U}\). Then the maximum condition (3.7-f) can be equivalently written as: for a.e. \(t \in [t_0, t_v]\) we have
\[
\bar{u}^*(t) \in \arg \max_{u \in \mathbb{U}} H^p(p(t), t, x^*(t), v),
\]
and the Hamiltonian constancy condition (3.7-g) becomes
\[
(3.30) \quad H^p(p(t), t, x^*(t), u^*(t)) = 0 \quad \text{for a.e. } t \in [t_{k-1}^k, t_k^k] \text{ and } k = 1, \ldots, v,
\]
and for each \(k = 1, \ldots, v - 1,\)
\[
(3.31) \quad H^p(p(t_k^k), t_k^k, x^*(t_k^k), u^*(t_k^k)) - H^p(p(t_{k-1}^k), t_{k-1}^k, x^*(t_{k-1}^k), u^*(t_{k-1}^k)) = 0.
\]
Remark 3.14 (Intermediate time instants). Note that (3.30) implies (3.31). In “hybrid” optimal control problems where the switching times between two dynamical modes are free, (3.31) becomes essential for the computation of the optimal switching time and is then known as the switching condition; see e.g., [Cla13, Page 459]. Similarly in our case, the intermediate time instants \(\{t_k\}\) are free, and (3.31) is necessary for the computation of the optimal intermediate time instants \(\{t_k^k\}\).

This completes the proof of our main result.

§4. Numerical Experiments

§4.1. A new algorithm. Theorem 2.6 provides first order necessary conditions for optimality for (OCP). In spirit, therefore, Theorem 2.6 is similar to the classical Euler’s necessary conditions for optimality (that states that the gradient of a smooth function defined on an open set must vanish at an extremum point). Numerical algorithms are thereafter needed to arrive at optimal solutions starting from the necessary conditions given by the PMP in Theorem 2.6.3 The process starts by applying the PMP to distill a two-point boundary value problem (TPBVP) from (OCP) (see e.g., [Bet98, Rao10]), following which a suitable efficient algorithm is employed to solve this TPBVP.

3To wit, the process of arriving at the optimizer is indirect and consequently, this method is said to be an indirect method as opposed to a direct methods (finite dimensional minimization after suitable discretization).
To be more precise, let us consider the vectors:

\[
\begin{align*}
\rho^0 &:= (\rho^0_0, \ldots, \rho^0_{\bar{r}}) \in \mathbb{R}^{\bar{r}+1}, \\
x^0 &:= (x^0(\rho^0_0), \ldots, x^0(\rho^0_{\bar{r}})) \in (\mathbb{R}^{d+1})^{\bar{r}+1}, \\
\alpha^0 &\in \mathbb{R}^{\bar{r}+1}, \\
\beta^0 &\in \mathbb{R}^{m+y}, \\
\zeta^0 &\in \mathbb{R}^{m+y}, \\
\end{align*}
\]

(4.1)

where \( \rho^0 \) is the vector of the intermediate time instants, \( x^0 \) is a vector of the intermediate state vectors, \( \alpha^0, \beta^0 \) correspond to the multipliers \( \alpha, \beta \) defined in Theorem 2.6, \( \zeta^0 \) is another multiplier introduced to simplify the numerical computation by converting the inequality constraints to equality constraints, and \( z^0 \) is a vector consisting of all of the aforementioned parameters. Note that \( z^0 \) is the unknown vector of parameters that determines the optimal trajectories of the (OCP) given by Theorem 2.6, and therefore, solving the TPBVP consists of finding the optimal parameter \( z^0 = z^* \).

Let \( t \mapsto (x(t, z^0), p(t, z^0)) \) be a Caratheodory solution of the state and adjoint dynamics given by the TPBVP in Theorem 2.6 corresponding to some parameter \( z^0 \). Consider a vector of intermediate points \( y^0 \) corresponding to \( z^0 \), and the function \( \Phi : \mathbb{R}^{\bar{r}+1} \times (\mathbb{R}^{d+1})^{\bar{r}+1} \times \mathbb{R}^{m+y} \times \mathbb{R}^{m+y} \rightarrow (\mathbb{R}^{d+1})^{\bar{r}+1} \times \mathbb{R}^{m+y} \times \mathbb{R}^{m+y} \times \mathbb{R}^{y} \) defined by

\[
\begin{align*}
\Phi(z^0) = \left\{
\begin{array}{l}
\Phi^0(z^0) = \\
\end{array}
\right.
\end{align*}
\]

(4.2)

where \( h(y^0) := (h_1(y^0), \ldots, h_{\bar{r}+1}(y^0)) \) \( \top \), and \( g(y^0) := (g_1(y^0), (\xi^0_1)^2, \ldots, g_{m+y}(y^0), (\xi_{m+y}^0)^2) \) \( \top \). Then our TPBVP and the function \( \Phi(\cdot) \) are related by the following elementary proposition that reduces the problem of finding a solution of the OCP characterized by Theorem 2.6, i.e., finding a \( z^* \), to obtaining a zero of the nonlinear and implicit function \( \Phi(z^0) \) given by (4.2). (We note that the number of equations in \( \Phi \) are equal to the number of variables in \( z^0 \); therefore, this root finding problem is well posed.)

**Proposition 4.1.** The TPBVP resulting from Theorem 2.6 for (OCP) has a solution \( z^* = z^0 \) if and only if \( z^0 \) is a zero of the function \( \Phi(z^0) \) given by (4.2).

The algorithms typically employed in computing a zero of a nonlinear map such as \( \Phi \) above are based on the Newton-Raphson (NR) iterative scheme and continuation methods [Hes08, ZTC17]. Recall that the NR iterates starts with the intention of finding a zero of the first order approximation of \( \Phi \) near a zero \( \zeta \) of \( \Phi \), i.e., from the affine map \( z^* \mapsto \Phi(z) + \Phi'(z)(z^* - z) \) for \( z, z^* \) sufficiently close to \( \zeta \), leading to the recursion \( z_{k+1} = \ldots \). 

\( z_k - \Phi'(z_k)^{-1}\Phi(z_k) \) for \( k = 0, 1, \ldots \). Under standard hypotheses the sequence \((z_k)_{k \in \mathbb{N}}\) of iterates converges to \( \zeta \). The effectiveness of this Newton-Raphson scheme is highly dependent on

- the map \( \Phi \) being sufficiently smooth,
- the availability of a good initial guess of the joint state-adjoint variables at one of the boundary points of the interval,
- the need for the derivative of \( \Phi \) to be invertible everywhere sufficiently close to a zero of \( \Phi \), and
- the accuracy of the numerical computation of the derivative of \( \Phi \) via finite difference schemes.

The lack, in general, of a large enough region of convergence is a well-known issue with the NR scheme. Moreover, since \( \Phi \) is nonlinear and is implicitly defined in our setting, its smoothness and in turn its differentiability are difficult to ascertain a priori, resulting in difficulties with verifying the hypotheses of the NR scheme. Consequently, the need for the development of a new algorithm that is “derivative-free” is acute. However, if the NR scheme does converge, then it converges quadratically, which is a highly desirable property.

We propose a new recursive algorithm that combines the stochastic approximation (SA) algorithm and the NR scheme in order to find a zero of \( \Phi \).\(^4\) Recall that the SA algorithm starts with the stochastic recurrence

\[
(4.3) \quad z_{k+1} = z_k + \gamma_k(\Phi(z_k) + M_{k+1}), \quad z_0 \text{ (given)}, \quad k \in \mathbb{N},
\]

where \( k \) represents iteration step, \( z_k \) is the iterate value at the \( k \)th step, \( \gamma_k \) is a positive step size at \( k \), \( \Phi(z_k) \) is the value of the function \( \Phi \) evaluated at \( z_k \), and \((M_k)_{k \in \mathbb{N}}\) is a sequence of independent and identically distributed random vectors with zero mean and bounded variance drawn from some underlying probability distribution.\(^5\) Under mild hypotheses on \( \Phi \), the sequence \((z_k)_{k \in \mathbb{N}}\) defined by the recursion (4.3) asymptotically converges (in a certain precise sense) to a zero of the function \( \Phi(\cdot) \) provided the sequence \((\gamma_k)_{k \in \mathbb{N}}\) satisfies\(^6\)

\[
(4.4) \quad \sum_{k \in \mathbb{N}} \gamma_k = +\infty \quad \text{and} \quad \sum_{k \in \mathbb{N}} \gamma_k^2 < +\infty.
\]

The SA algorithm relies on the ability to evaluate \( \Phi \) at given points, and

- neither needs the analytical expression of \( \Phi \) nor computes its derivative numerically via finite difference,
- is consequently derivative-free, and hence can be used even when resulting equations are non-differentiable, and
- does not need the availability of a good initial guess — in fact, it explores the space on which \( \Phi \) is defined due to the artificial injection of the noise, and asymptotically converges to a zero (if one exists) with probability one.

Of course, the rate of decay of the sequence \((\gamma_k)_{k \in \mathbb{N}}\) (that satisfies (4.4)) directly affects the rate of convergence of the sequence \((z_k)_{k \in \mathbb{N}}\) despite its convergence being almost sure.

We propose a novel “hybrid” algorithm here that combines some of the best features of the SA algorithm, namely, the exploration of space to find a zero, the ability to progress without derivative computations, etc., with the best features of the NR scheme, namely, a fast (quadratic) rate of convergence:

1. We first employ the SA algorithm to converge sufficiently close to a zero of \( \Phi \); this is ensured by the difference between several successive steps of the recursions being

\(^4\)For a detailed discussion and background of the SA algorithm we refer the reader to the standard sources [Bor08, KY03].

\(^5\)This sequence \((M_k)_{k \in \mathbb{N}}\) may be a martingale difference sequence, in general, but we did not need to employ this additional level of generality in our numerical experiments reported in this article.

\(^6\)This was pointed out by Robbins and Monro in [RM51].
bounded above by a sufficiently small threshold preassigned by the designer. The employment of the SA algorithm in this first step serves as an exploratory purpose as the SA algorithm finds a suitable neighborhood of a zero of \( \Phi \) to settle down to, which provides a warm start for the next step.

(II) We switch to the NR scheme (or a variant thereof) with the final iterate of the SA algorithm being the initial condition of the NR iterations. The idea is that since the NR scheme typically suffers from small regions of convergence, the SA takes care of the hunt for suitable initial guesses. Since the NR iterates must converge quadratically, it becomes clear by observing very few of its iterates whether these iterates show signs of convergence. By “signs of convergence” we mean whether the scalars \( \| \Phi(z_k) \| \) and \( \| z_k - z_{k-1} \| \) decrease on an average over several successive iterates \( k \). Moreover, higher order finite difference schemes are employed to compute the gradient matrix \( \mathbf{G} \) of the function \( z \mapsto \Phi(z) \) since an explicit expression of \( \Phi \) is not available, as is standard in shooting methods for optimal control.

- If these iterates indeed converge, we continue with the NR iteration to obtain a zero.
- Otherwise, we simply revert back to the SA algorithm in I) above and continue with the iterations with a smaller threshold of error, and repeat until convergence.

A detailed theoretical treatment of this hybrid algorithm will be presented elsewhere. We mention here that the numerical examples presented below were found to range from difficult to challenging for conventional techniques based on shooting and homotopy due to the considerable sensitivity to initial guesses and the presence of discontinuities in the adjoint trajectories in our problems having intermediate constraints. However, our hybrid algorithm succeeded where others did not in each of the numerical experiments given below.

```
1 initialization: Choose \( z_1 \), as an initial guess, an error tolerance bound \( \epsilon > 0 \), and a radius of convergence \( r > 0 \) of Newton’s iterates. Set \( k = 1 \), and compute \( \Phi(z_1) \).
2 while \( \| \Phi(z_k) \| > r \) do
   (i) \( \gamma_k \) and \( M_{k+1} \)
   (ii) \( z_{k+1} = z_k + \gamma_k (\Phi(z_k) + M_{k+1}) \)
   (iii) \( \Phi(z_{k+1}) \)
   (iv) \( k = k + 1 \)
3 end
4 return \( z_k \) and set \( z_1 = z_k \) and \( m = 1 \)
5 while \( \| \Phi(z_m) \| > \epsilon \) do
   (a) \( G = \partial_z \Phi(z_m) \)
   (b) \( z_{m+1} = z_m - \alpha_m G^{-1} \Phi(z_m) \)
   (c) \( \Phi(z_{m+1}) \)
   (d) \( m = m + 1 \)
6 end
7 return \( z_m \), and set \( z^* = z_m \).
```

Algorithm 1: Augmented Stochastic Approximation Algorithm

§4.2. Numerical experiments.

Example 4.2. Let us design a sparse controller for a linear harmonic oscillator plant described by the pair \( (A, B) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \end{pmatrix} \). Let \( T > 0 \) and \( \nu = 1 \) (due to which
\( t_v = T \), and consider the optimal control problem

\[
\text{minimize } J(u) = \int_0^T 1_{[0,1)}(u(t)) \, dt \\
\text{subject to } \begin{cases}
\dot{x}(t) = Ax(t) + Bu(t) & \text{for a.e. } t \in [0, T], \\
x(t) \in \mathbb{R}^2, & u(t) \in \mathcal{U} = [-1, 1], \\
T = 15, & x(t_0) = (4, -3)^T, \quad x(t_v) = (0, 0)^T. 
\end{cases}
\]

For our numerical experiment, the convergence tolerance is kept at \( \varepsilon = 10^{-3} \), while the condition for switching from SA to NR is \( \|\Phi(z_0^k)\| = 0.1 \), i.e., \( \tau = 0.1 \), in Algorithm 1.

The necessary conditions for an optimal control described by Theorem 2.6 and Algorithm 1 along with the idea of Proposition 4.1 are applied for numerical computation of the solution trajectories of this system; the corresponding results are demonstrated in Figures 1 through 4. Figure 1 plots the convergence of \( \|\Phi(z_0^k)\| \) w.r.t. the iteration number \( k \) for three different sequences \((\gamma_k)\) of the step size:

\[ \gamma_k = \frac{10^{-2}}{k^{0.5}}, \quad \gamma_k = \frac{10^{-2}}{1 + 0.05k}, \quad \text{and} \quad \gamma_k = \frac{10^{-2}}{1 + k^{0.5}}. \]

It is clear from Figure 1 that the last sequence gives the fastest convergence among the three: the number of iterations required to converge to \( 10^{-1}, 10^{-2}, \) \& \( 10^{-3} \) are approximately 350, 500, \& 4000 in comparison to 7000, 10000, \& 14000, and 3500, 9000, \& 35000+, respectively for the other two sequences. The average CPU time required per iteration of SA algorithm is around 16.5 milli-seconds and is not dependent on the sequence \((\gamma_k)\).

**Remark 4.3 (Necessity for switching).** As illustrated in Figures 1 and 2 of Example 4.2, the SA algorithm alone has the ability to reach sufficiently close to a zero of \( \|\Phi(\cdot)\| \). However, when the iterates reach close to a zero, then the future values of the noise \( \mathcal{M}_k \) in the Algorithm 1 become comparable to that of \( \Phi(z_0^0) \), which results in sustained oscillations that hinder further convergence of the SA. This phenomenon can be seen in Figure 1 where all three trajectories exhibit oscillatory behavior around \( \|\Phi(\cdot)\| = 0.1 \). To mitigate this difficulty with convergence, we switch to the NR method at such a stage since it gives quick quadratic convergence (depicted in Figure 2) when the initial value lies within its region of convergence. Apart from this, there are many sequences, e.g., the sequence \( \gamma_k = \frac{10^{-2}}{1 + k^{0.5}} \), which take a long time to converge to a low value \( \|\Phi(\cdot)\| = 0.001 \), but yield sufficiently faster rate of convergence at the initial stage. This feature provides ample justification for the switching in our algorithm.

Figure 2 depicts the convergence of the sequence \( \|\Phi(z_0^k)\| \) obtained by application of the Augmented Stochastic Approximation Algorithm 1. The SA performs well and gives smooth convergence initially. The NR-based shooting takes around 174 seconds and 2200 iterations to converge to \( \|\Phi(\cdot)\| = 0.001 \) from 0.1. The maximum time taken by the Algorithm 1 to converge to \( \|\Phi(\cdot)\| = 0.001 \) is 232 seconds, and is much less than the maximum time required for the same convergence using only the SA algorithm which is more than 580 seconds for this particular example.

**Remark 4.4.** Note that the sequence \( \gamma_k = \frac{10^{-2}}{1 + k^{0.5}} \) performs well in this example, but its square sum is not bounded, i.e., it does not satisfy second part of the (4.4). While convergence is not theoretically guaranteed, its transient performance has been empirically found to be sufficiently good in these difficult problems to merit further investigation.

In Figure 3 we plot the optimal control trajectory of the harmonic oscillator; it exhibits bang-off-bang profile and is periodic in nature with time period \( TP = 2\pi \) seconds. Also,
the controller is set to zero for most part of its activation period meaning the sparsity is playing its role. Figure 4 shows the time evolution of the optimal state trajectories; sharpe changes in trajectory $x^*_t$ can be seen when ever the control $u^*(t)$ switches. Finally, the trajectories reach origin at $t = 14s$ and stays there afterwards.

**Example 4.5.** In this example we illustrate the intermediate constraints problem on the evolution of opinions on a 3-regular graph with number of edges (agent) $d = 24$ and number of influence channel $r = 2$. Let $x_i(t)$ denote the opinion of the $i$th agent, $a_{ij}$ denote the magnitude of effect of opinion of $j$th agent on the opinion of $i$th agent, $u_k$ denote the $k$th influence channel, and $b_{ik}$ denote the influence of utilization of channel $k$ on opinion of agent $i$. In these terms the opinion dynamics of agent $i$ is given by

$$\dot{x}_i(t) := \sum_{j \in \{1, \ldots, 24\}} a_{ij} (x_j(t) - x_i(t)) + \sum_{k \in \{1, 2\}} b_{ik} u_k(t)$$

![Figure 1](image1.png) **Figure 1.** Illustration of the convergence of the norm $\|\Phi(z^0_k)\|$ with respect to the number of iterations $k$, obtained using only SA part of the Algorithm 1, for three different form of the step size $\gamma_k$.

![Figure 2](image2.png) **Figure 2.** We plot the convergence of the norm $\|\Phi(z^0_k)\|$ w.r.t. the number of iterations $k$, obtained from the Augmented Algorithm 1; Overall time taken for convergence to 0.001 is 180 seconds for the faster one and 232 seconds for the slower one.

![Figure 3](image3.png) **Figure 3.** Plots the time evolution of the optimal control trajectory $u^*(t)$; the trajectory is periodic in nature with time period of $2\pi$ seconds, is very time sparse, and has bang-off-bang profile.

![Figure 4](image4.png) **Figure 4.** Shows the time evolution of the optimal state trajectories; sharpe changes in trajectory $x^*_t$ can be seen when ever the control $u^*(t)$ switches.
where \( a_{ij} > 0 \). By stacking the dynamics of all the agents we arrive at a linear dynamical system. The exact optimization problem is given by:

\[
\begin{align*}
\text{minimize} & \quad J(x, \gamma) = \int_{0}^{T} b(u(t), x(t)) \, dt - \langle p, x(T) \rangle \\
\text{subject to} & \quad \dot{x}(t) = - (D - A)x(t) + Bu(t) \quad \text{for a.e.} \quad t \in [t_0, t_r = T], \\
& \quad x(t) \in \mathbb{R}^d, \quad u(t) \in [-1, 1] \times [-1, 1], \\
& \quad t_0 = 0s, \quad t_1 = 2s, \quad T = 4s,
\end{align*}
\]

where \( A \) is the adjacency matrix and \( D \) is the degree matrix of the graph, \( B \) is the channel influence matrix, \( p \) is a weight vector and the intermediate states \( x(t_0), x(t_1) \) are fixed while the terminal state \( x(T) \) is kept free, see [EFS17] for further discussion on such problems.

The optimal control described by Theorem 2.6 and Algorithm 1 along with the idea of Proposition 4.1 are applied to the problem (S2) and corresponding results are shown in Figures 5 through 7. Figure 5 plots the evolution of opinions: each trajectory starts from some randomly chosen opinions between \(-1, 1\] at the initial time \( t_0 = 0 \) s, and reach exactly the three different specified levels \((0.6, 0.65, 0.75)\) of the opinions (depending on the influence matrix \( B \)) at the intermediate time \( t_1 \). Optimality requirements further push the opinions to higher values at the terminal time \( T \). Sharp changes in the solution trajectories can be seen whenever the corresponding controllers \( u^*_1 \) or \( u^*_3 \) switch.

In Figure 6 we depict the optimal control trajectories \( u^*_1 \) and \( u^*_3 \); both trajectories show bang-off-bang nature in accordance with [CNQR16] and each of them remains zero for some part of their activation time; this shows that the sparsity is playing its role. Also on the first interval, \( u^*_1 \) is active for smaller time span than \( u^*_3 \); this happens because the corresponding opinions are required to reach a lower level at time \( t_1 \), and has negative influence on the opinion of others. Figure 7 shows the evolution of the norm of all the states: Initially the norm decreases for some time showing a non-minimum phase behaviour and then increases with varying rate till around \( t = 1.6 \) s. On the interval \( t \in [1.6, 1.8] \) it decreases slightly because both the controllers are switched off, following which it increases again until around \( t = 3.3 \) s and finally reaches close to 5.1 units.

**Figure 5.** The time evolution of the opinions of the agents under the influence of the two control channels \( u^*_1 \) and \( u^*_3 \) are shown here.

**Figure 6.** We depict the optimal budget allocations to the influence channels \( u^*_1 \) and \( u^*_3 \) under the influence channel matrix \( B \).

**Example 4.6.** Here we illustrate our results on an aircraft landing-approach problem. Consider an aircraft approaching a runway for landing and let the aircraft be at some distance \( X_0 \) from the runway at a given height \( H_0 \) at time \( t_0 = 0 \) second. For smooth landing, the aircraft is commanded to hit particular frames at several intermediate distances from the runway. This results in an optimal control problem of minimizing a weighted
Figure 7. The optimal time trajectory of the norm of the opinions of the agents are shown here; the figure shows non minimum phase behaviour e.g., around time 0s, 1.6s, and after time 3.4s.

Figure 8. We plot the aircraft landing distance $X^*(\cdot)$ from the runway, and $t_1^*, t_2^*, t_3^*$ mark the optimal intermediate time instants.

Figure 9. Illustration of the optimal time evolution of the aircraft altitude $H^*(\cdot)$, it can be seen that the intermediate constraints are active at $t_1^*, t_2^*, t_3^*$.

Figure 10. The optimal velocity profile $V^*(\cdot)$ of the aircraft along with the active intermediate velocity constraints are shown here.

Figure 11. We depict the optimal thrust trajectory $T^*(\cdot)$ of the aircraft where the bounds on the thrust are seen to be active.

Figure 12. The optimal flight path angle trajectory $\gamma^*(\cdot)$ w.r.t. time, and with active control bounds $-6^\circ \leq \gamma^* \leq -3^\circ$ are observed here.

sum of fuel and energy with intermediate constraints featuring constraints on the states of the aircraft at these intermediate distances. We restrict our attention to the movement
of the aircraft on the vertical plane, and describe its motion using a point mass model for simplicity. Further, we confine our investigation to a case where the flight path angle dynamics is negligible, see [Pie85] for a discussion. Variants of this models with rectangular constraints are commonly used in air traffic control (ATC) research; see e.g., [LTS99]. The equations of motion of the aircraft are:

\[
\begin{align*}
\frac{dV(t)}{dt} &= \frac{T(t)}{m} - g \sin(\gamma(t)) - \frac{1}{2m} \rho V(t)^2 S(C_{D_0} + \eta C_L^2), \\
\frac{dH(t)}{dt} &= V(t) \sin(\gamma(t)), \\
\frac{dX(t)}{dt} &= V(t) \cos(\gamma(t)),
\end{align*}
\] (4.5)

where we denote the landing approach range by \( X \), the aircraft speed by \( V \), the flight path angle by \( \gamma \), the altitude by \( H \), and the thrust by \( T \). Here \((X, V, H)\) are the state variables and \((T, \gamma)\) are the control inputs. Observe that the control variable \( \gamma \) enters the dynamics in a highly nonlinear fashion in (4.5).

For the system (4.5) we consider minimizing a weighted sum of fuel and energy, which in mathematical terms is an \( L_2 \)-regularized \( L_1 \)-minimization problem over the control, i.e., we minimize

\[
J(u) := \lambda_1 \|u\|_1 + \frac{r}{2} \|u\|_2^2,
\] (4.6)

where \( \lambda_1, r > 0 \) are positive weights, and \( t \mapsto u(t) := \begin{pmatrix} T(t) \\ \gamma(t) \end{pmatrix} \) are the control inputs.

For simulations we consider the data of the F-104G fighter aircraft from [Pie85], where \( W = mg = 7180 \text{ N} \) is the weight of the aircraft, \( g = 9.81 \text{ m s}^{-2} \) is the acceleration due to gravity, \( \rho = 1.226 \text{ kg m}^{-3} \) is the air density, and \( S = 18.2 \text{ m}^2 \) is the aircraft planform area. The dimension-free aerodynamic constants \( C_{D_0} = 0.198681 \) and \( \eta = 0.114738 \). The bounds on the control actions are \( 300 g \leq T \leq 3420g \) and \( -3^\circ \leq \gamma \leq -6^\circ \). The initial time \( t_0 = 0 \) s is fixed, and the intermediate time instants \( t_1, t_2, \) and \( t_3 \) are free. The state constraints at these time instants are \( (X(t_0), H(t_0), V(t_0)) = (15 \text{ km}, 1197 \text{ m}, 124 \text{ m s}^{-1}) \), \( (X(t_1), H(t_1), V(t_1)) = (10 \text{ km}, 750 \text{ m}, 110 \text{ m s}^{-1}) \), \( (X(t_2), H(t_2), V(t_2)) = (5 \text{ km}, 350 \text{ m}, 100 \text{ m s}^{-1}) \), \( (H(t_3), V(t_3), X(t_3)) = (0 \text{ km}, 0 \text{ m}, 90 \text{ m s}^{-1}) \). The landing distance is measured in km, height in m and velocity in meter-per-second \( \text{m s}^{-1} \).

The optimal control described by Proposition 4.1 are applied in simulation to the system (4.5) and the corresponding results are shown in Figures 8 through 12. Figure 8 plots the evolution of landing distance from the runway: since the flight path angle is very small, the value of the landing distance \( X(t) \) largely depends on the velocity profile shown in Figure 10. Also, the rate of approach towards runway is high whenever velocity is large. The optimal intermediate time instants are \( t_1^* = 57.8 \text{ s}, t_2^* = 121.5 \text{ s}, t_3^* = 188 \text{ s} \), and the corresponding intermediate state constraints are active at these instants. Figure 9 shows the evolution of the height: the rate of descent largely depends on the velocity and the flight path angle and this rate is large whenever the control input \( \gamma \) is set to its lower limit. The minimum descent rate is \( 4.23 \text{ m s}^{-1} \) while the maximum is \( 11.5 \text{ m s}^{-1} \), which is well within the tolerable range for a typical fighter aircraft. As mentioned above, in Figure 10 we plot the velocity of the aircraft; on each interval between successive intermediate constraints the optimality requirements set the thrust to its lower limit initially, resulting in a decrease in the aircraft velocity, but the terminal constraints on the velocity on each interval pulls the thrust towards its higher limit, resulting in an increase in its velocity. The time averaged velocity on the first interval \([0 \text{ s}, 57.8 \text{ s}]\) is high and this quantity decreases on subsequent intervals, resulting in a higher time averaged rate of descent on the first interval.
Figure 11 plots the evolution of the thrust: the thrust profile depends mainly on the lift requirement, optimality criterion, and the velocity constraints. On each interval between successive intermediate constraints, the thrust initially stays at its lower limit in order to have minimum cost, but due to the intermediate constraints on the velocity, the thrust gradually increases after some time and reaches its maximum limit. Further, the overall thrust requirement decreases on subsequent intervals because of relaxation in the constraints on the velocity. In Figure 12 we plot the flight path angle: the evolution of the angle is mainly influenced by the descent and optimality requirements, and its magnitude follows similar trends as that of the thrust, i.e., on each interval, optimality forces it to its lower limit initially, while the intermediate constraints on the height pull it towards its higher limit. Finally, the overall requirement decreases on subsequent intervals (i.e., time duration for which $\gamma$ is set to $-3^\circ$ increases while the time duration of $-6^\circ$ decreases on subsequent interval) because the level of descent required (447 m, 400 m, 350 m) decreases progressively.
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