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Abstract

We determine the timelike Killing vector field that gives the correct definition of energy for test fields propagating in a Kerr-Newman-de Sitter spacetime, and use this result to prove that test fields cannot destroy extremal Kerr-Newman-de Sitter black holes.

1 Introduction

In a famous paper \(^1\), Wald tested the weak cosmic censorship conjecture \(^2\) by dropping charged and/or spinning test particles into the event horizon of an extremal Kerr-Newman black hole. Both him and subsequent authors \(^3\) found that the particle would not go in for values of the conserved quantities (energy, angular momentum, charge and/or spin) which would overspin/overcharge the black hole. Similar conclusions were reached by analyzing scalar and electromagnetic test fields propagating in extremal Kerr-Newman black hole backgrounds \(^4\). In this case, the fluxes of energy, angular momentum and charge across the event horizon were found to be always insufficient to overspin/overcharge the black hole. Some of these results were extended to higher dimensions \(^5\) and also to the case when there is a negative cosmological constant \(^6\) \(^7\) \(^8\) \(^9\). At the same time, it was noticed that Wald’s thought experiment might produce naked singularities when applied to nearly extremal black holes \(^10\) \(^11\) \(^12\) \(^13\) \(^14\) \(^15\). However, in this case the perturbation could not be assumed to be infinitesimal, and so backreaction effects would have to be taken into account; when this was done, the validity of the cosmic censorship conjecture appeared to be restored \(^16\) \(^17\) \(^18\) \(^19\) \(^20\) \(^21\) \(^22\) \(^23\) \(^24\).

In \(^25\), the authors (in collaboration with L. Queimada) gave a general argument showing that extremal Kerr-Newman and Kerr-Newman-anti-de Sitter black holes cannot be overspun/overcharged by any type of test matter satisfying the null energy condition at the event horizon. This argument was later extended by Sorce and Wald \(^26\) to the case of quasi-extremal Kerr-Newman black holes by considering the second order variation of the black hole mass.

In all these gedanken experiments, however, one must be very careful with what is meant by the energy of the test matter, and how it relates to the increase in the black hole mass. In fact, from a logical point of view, these are independent concepts: the energy of the test matter is computed with respect to a given timelike Killing vector field, whereas the black hole mass is a parameter in a black hole solution of the Einstein-Maxwell field equations. In the asymptotic flat case, the two can be related via the ADM mass: indeed, the ADM mass of a spacetime containing an isolated black hole is precisely the black hole mass, whereas the energy of test matter located in the asymptotically flat region (measured with respect to the unique timelike Killing vector field) simply adds to the ADM mass; since this energy is conserved as the test matter moves into the black hole spacetime, the black hole mass should increase by precisely that amount when the test matter is absorbed. In the non-asymptotically flat cases, however, there is no ADM mass, and there may exist many or no timelike Killing vector fields in the asymptotic region. In the asymptotically anti-de Sitter (AdS) case there are notions of total mass available \(^27\) \(^28\), and these were used in \(^25\), together with the results in \(^29\), to determine which of the infinitely many stationary Killing fields should be used to compute the energy of the test matter. Notice that this choice is critical \(^3\) and in fact incorrect choices have lead to

\(^1\) This Killing vector field turns out to be the one corresponding to the zero angular momentum observers at infinity.
\(^2\) The approach by Sorce and Wald \(^26\) sidesteps this difficulty by deriving a formula for the mass variation directly in terms of the event horizon Killing generator, but this has only been done in the asymptotically flat case.
erroneous claims of violations of weak cosmic censorship in the literature, as pointed out in [30]; such claims have been disproved by [13]. In the asymptotically de Sitter (dS) case, on the other hand, there exists neither a generally accepted notion of total mass (see however [31, 32]) nor a Killing vector field which is timelike in the asymptotic region, and so it is not clear how one should compute the energy of the test matter falling into the black hole. The main purpose of the present paper is to address this issue, and, as a result, to extend the results in [25] to asymptotically dS black holes. As an added bonus, we will confirm that the choice of timelike Killing vector field in [25] for the asymptotically AdS case is indeed correct.

The strategy that we will employ is the following: by letting the mass parameter (Section 2) and also the charge parameter (Section 3) become functions of the radial coordinate \( r \), we construct a metric that interpolates between two Kerr-Newman-(A)dS regions of different (physical) masses \( M_1 \) and \( M_2 \). The energy-momentum tensor of the (unphysical) field generating this metric can be computed from the Einstein equations, and the corresponding energy can be calculated with respect to any given timelike Killing vector field. It turns out that this energy, possibly corrected by the electromagnetic field energy (Section 3), is precisely the difference \( M_2 - M_1 \) between the two physical masses for a particular choice of Killing vector field. This result is then used in Section 4 to argue that the increase in the black hole physical mass when absorbing test matter is always equal to the matter energy computed with respect to this specific Killing vector field, whose uniqueness is discussed in Section 5. Finally, Section 6 contains a proof that extremal Kerr-Newman-dS black holes cannot be destroyed by test matter.

We follow the conventions of [33, 34]; in particular, we use a system of units for which \( c = G = 1 \). We used Mathemtica for symbolic and numeric computations.

2 Kerr-(A)dS

In this section we construct a metric that interpolates between two Kerr-(A)dS regions of different (physical) masses \( M_1 \) and \( M_2 \) by letting the mass parameter become a function of the radial coordinate \( r \). We then determine, from the Einstein equations, the energy-momentum tensor of the (unphysical) field generating this metric, and use it to compute the corresponding energy with respect to a given timelike Killing vector field. This energy is seen to be precisely the difference \( M_2 - M_1 \) between the two physical masses for a particular choice of Killing vector field.

We start by recalling the Kerr-Newman-(A)dS metric, given in Boyer-Lindquist coordinates by

\[
\begin{align*}
\text{\( ds^2 = -\frac{\Delta_r}{\rho^2} \left( dt - \frac{a \sin^2 \theta}{\Xi} d\varphi \right)^2 + \frac{\rho^2}{\Delta_r} dr^2 \\
+ \frac{\rho^2}{\Delta_\theta} d\theta^2 + \frac{\Delta_\theta \sin^2 \theta}{\rho^2} \left( a dt - \frac{r^2 + a^2}{\Xi} d\varphi \right)^2, \right. \end{align*}
\]

(1)

where

\[
\rho^2 = r^2 + a^2 \cos^2 \theta; \quad (2)
\]

\[
\Xi = 1 \pm \frac{a^2}{l^2}; \quad (3)
\]

\[
\Delta_r = (r^2 + a^2) \left( 1 \mp \frac{r^2}{l^2} \right) - 2mr + q^2; \quad (4)
\]

\[
\Delta_\theta = 1 \pm \frac{a^2}{l^2} \cos^2 \theta \quad (5)
\]

(see for instance [35]). In what follows, the upper sign will always refer to a positive cosmological constant, and the lower sign to a negative cosmological constant, given in terms of the parameter \( l \) by

\[
\Lambda = \pm \frac{3}{l^2}. \quad (6)
\]

\[^3\text{Note that the Kerr-Newman metric can be obtained by taking the limit } l^2 \to \infty.\]
The mass, spin and electric charge parameters are denoted by $m$, $a$ and $q$, respectively; these parameters are related to the so-called physical mass $M$, angular momentum $J$ and electric charge $Q$ by

$$M = \frac{m}{\Xi^2}, \quad J = \frac{ma}{\Xi^2}, \quad Q = \frac{q}{\Xi}. \quad (7)$$

Together with the electromagnetic 4-potential

$$A = -\frac{qr}{p^2} \left( dt - a \sin^2 \theta \, d\varphi \right), \quad (8)$$

the Kerr-Newman-(A)dS metric is a solution of the Einstein-Maxwell equations with cosmological constant $\Lambda$. It admits a two-dimensional group of isometries, generated by the Killing vector fields $X = \frac{\partial}{\partial t}$ and $Y = \frac{\partial}{\partial \varphi}$.

![Figure 1: Schematic diagram for the spacetime interpolating between Kerr-Newman-(A)dS metrics with different masses.](image)

In this section we will focus on the simplest case of an electrically neutral Kerr-(A)dS spacetime, corresponding to $q = 0$. We consider the stationary spacetime constructed as follows (Figure 1): for $r \leq r_1$ it coincides with a Kerr-(A)dS solution with mass parameter $m_1$; for $r \geq r_2 > r_1$ it corresponds to a Kerr-(A)dS solution with mass parameter $m_2 > m_1$; and for $r_1 < r < r_2$ it is the solution of the Einstein equations obtained by taking $m = m(r)$ (and $q = 0$) in (11), corresponding to some (unphysical) field which generates the energy-momentum tensor $T^{\mu\nu}$ dictated by the Einstein equations. We assume that $r_1$ is larger than the radius of the event horizon corresponding to the mass parameter $m_1$, and that $r_2$ is smaller than the radius of the cosmological horizon corresponding to the mass parameter $m_2$ in the Kerr-dS case. In other words, we take the metric (11) with $m = m(r)$ satisfying $m(r) \equiv m_1$ for $r \leq r_1$, $m(r) \equiv m_2$ for $r \geq r_2$, and $\Delta_r(r) > 0$ for $r_1 \leq r \leq r_2$; to avoid thin shells, we assume that $m(r)$ is at least $C^1$, implying in particular that $m'(r_1) = m'(r_2) = 0$. For this spacetime it is fairly obvious what the energy of the field should be: since the physical masses, $M_1 = \frac{m_1}{\Xi^2}$ and $M_2 = \frac{m_2}{\Xi^2}$, correspond to the total energy contained in the regions $r < r_1$ and $r < r_2$, respectively, the energy of the field should be $E = \Delta M = M_2 - M_1$. We would like to calculate this energy as an integral on a given spacelike hypersurface $S$ extending from $r = r_1$ to $r = r_2$. In fact, it turns out that this is possible in Kerr-AdS, where it is known that (at least for test fields)

$$E = \int_S T^{\mu\nu} K_\mu N_\nu dV_3, \quad (9)$$
with \( N \) the future-pointing unit normal to \( S \), and \( K \) the Killing vector field

\[
K = X - \frac{a}{r^2} Y. \tag{10}
\]

It is interesting to note that \( K \) has zero rotation with respect to the zero-angular momentum observers at infinity. There are some works in the literature (e.g. [13, 36]) where an expression analogous to Eq. (9) is used to calculate the energy of test fields propagating on Kerr-dS, but, this time, using the Killing vector field

\[
K = X + \frac{a}{r^2} Y. \tag{11}
\]

However, to the best of our knowledge, there is neither a rigorous proof nor a clear physical motivation for the use of this definition of energy. In what follows we will show that, in our particular setup, the definition of Eq. (18), we obtain

\[
\text{Integrating Eq. (13) by parts, we obtain}
\]

\[
E = \int_{r_1}^{r_2} [A'(r) m'(r) + B(r) m''(r)] \, dr, \tag{13}
\]

where we have chosen a hypersurface \( S \) of constant \( t \) extending from \( r_1 \) to \( r_2 \), and performed the integrations in \( \theta \) and \( \varphi \). The radial functions \( A \) and \( B \) are given by

\[
A(r) = \mp \frac{l^2}{a(a^2 + l^2)^2} \left[ 2a(r^2 \mp l^2) + \arctan \left( \frac{a}{r} \right) (a^2 \pm l^2 + r^2) \right], \tag{14}
\]

\[
B(r) = \mp \frac{l^2}{2a(a^2 \mp l^2)^2} \left[ 2ar(r^2 \mp l^2) - \arctan \left( \frac{a}{r} \right) (a^2 \mp l^2) \right]. \tag{15}
\]

Integrating Eq. (13) by parts, we obtain

\[
E = \int_{r_1}^{r_2} [B''(r) - A'(r)] m(r) \, dr + \left[ (A(r) - B'(r)) m(r) + B(r) m'(r) \right] |_{r_1}^{r_2}. \tag{16}
\]

Using \( B''(r) = A'(r) \), \( m'(r_2) = m'(r_1) = 0 \), and \( A(r) - B'(r) = \frac{1}{r^2} \), the last expression becomes

\[
E = \frac{m_2 - m_1}{r_2} = M_2 - M_1 = \Delta M, \tag{17}
\]

as we wanted to show.

We can also calculate the field angular momentum \( L \) as an integral on a given spacelike hypersurface \( S \) extending from \( r = r_1 \) to \( r = r_2 \). This can be done in Kerr-AdS (at least for test fields), where it is known that

\[
L = - \int_S T^\mu\nu Y_\mu N_\nu dV_3 \tag{18}
\]

(note the minus sign in the integral, since we are using the future-pointing unit timelike normal but now the Killing vector field is spacelike). In our particular setup, we know what the angular momentum of the field should be: since the physical angular momenta, \( J_1 = aM_1 \) and \( J_2 = aM_2 \), correspond to the total angular momentum contained in the regions \( r < r_1 \) and \( r < r_2 \), respectively, the angular momentum of the field should be \( L = \Delta J = J_2 - J_1 \). We will now show that, in our setup, the definition of Eq. (18) does indeed give \( \Delta J \) in both asymptotically AdS and dS spacetimes. Computing \( G^\mu\nu \) explicitly, and substituting Eq. (12) in the definition of Eq. (18), we obtain

\[
L = \int_{r_1}^{r_2} [C(r) m'(r) + D(r) m''(r)] \, dr, \tag{19}
\]
where again we have chosen a hypersurface $S$ of constant $t$ extending from $r_1$ to $r_2$, and performed the integrations in $\theta$ and $\varphi$. The radial functions $C$ and $D$ are given by

$$C(r) = 2l^4 \frac{a^2 + r^2}{a^2(a^2 + l^2)^2} \left[ a - r \arctan \left( \frac{a}{r} \right) \right], \quad (20)$$

$$D(r) = l^4 \frac{a^2 + r^2}{2a^2(a^2 + l^2)^2} \left[ ar - \arctan \left( \frac{a}{r} \right)(a^2 + r^2) \right]. \quad (21)$$

Integrating Eq. (20) by parts, we obtain

$$L = \int_{r_1}^{r_2} \left[ D''(r) - C'(r) \right] m(r) dr + \left[ (C(r) - D'(r)) m(r) + D(r) m'(r) \right]_{r_1}^{r_2}. \quad (22)$$

Using $D''(r) = C'(r)$, $m'(r_2) = m'(r_1) = 0$, and $C(r) - D'(r) = \frac{a}{E^2}$, the last expression becomes

$$L = a \frac{m_2 - m_1}{E^2} = a(M_2 - M_1) \equiv \Delta J, \quad (23)$$

as we wanted to show. As a consequence, the energy of the unphysical field computed by using any timelike Killing vector field of the form

$$K + \omega Y = X + \left( \omega \pm \frac{a}{l^2} \right) Y \quad (24)$$

is

$$E + \omega L = (1 + \omega a) \Delta M, \quad (25)$$

strongly suggesting that $K$ (that is, $\omega = 0$) is in fact the correct choice. We will have more to say about the uniqueness of $K$ in Section 3.

### 3 Kerr-Newman-(A)dS

In this section we construct a metric that interpolates between two Kerr-Newman-(A)dS regions of different (physical) masses $M_1$ and $M_2$ and (physical) charges $Q_1$ and $Q_2$ by letting both the mass and the charge parameters become functions of the radial coordinate $r$. We then determine, from the Einstein equations, the energy-momentum tensor of the (unphysical) field generating this metric, and use it to compute the corresponding energy with respect to a given timelike Killing vector field. This energy, appropriately corrected by the electromagnetic field energy, is seen to precisely the difference $M_2 - M_1$ between the two physical masses for the particular choice of Killing vector field given by Eqs. (10) and (11), thus generalizing the results in Section 2.

Let us then take the charge parameter $q(r)$ to be changing in the region $r_1 < r < r_2$, with $q(r) \equiv q_1$ for $r \leq r_1$ and $q(r) \equiv q_2$ for $r \geq r_2$. Moreover, assume that $q'(r_1) = q'(r_2) = 0$, and again that $\Delta_q(r) > 0$ for $r_1 \leq r \leq r_2$. In this case we have an electromagnetic field with energy-momentum tensor $T_{\mu \nu}^{EM}$, and it is not obvious what the mass contained on a spacelike hypersurface $S$ extending from $r_1$ to $r_2$ should be. In the asymptotically flat case, it is well known that the physical mass accounts also for the electromagnetic energy in the whole spacetime. By analogy, the mass contained on a spacelike hypersurface $S$ extending from $r_1$ to $r_2$ should then be

$$E = \left( M_2 - \int_{r > r_2} T_{\mu \nu}^{EM,2} K_{\nu}N_{\mu} dV_3 \right) - \left( M_1 - \int_{r > r_1} T_{\mu \nu}^{EM,1} K_{\nu}N_{\mu} dV_3 \right), \quad (26)$$

where the first term is the mass contained in $r < r_2$, and the second term is the mass in $r < r_1$. Here, $T_{\mu \nu}^{EM,1}$ and $T_{\mu \nu}^{EM,2}$ are the energy-momentum tensors of the electromagnetic field in a Kerr-Newman-(A)dS spacetime with mass parameters $m_1$ and $m_2$, and charge parameters $q_1$ and $q_2$, respectively. Note that in (26) we have already made use of the Killing vector field $K$ to calculate the electromagnetic energy. On the other hand, the energy contained on $S$ should be directly

$$E = \int_S \left( T_{\mu \nu}^{EM} + T_{\mu \nu}^{EM} \right) K_{\nu}N_{\mu} dV_3, \quad (27)$$
where $T_{\mu\nu}^{EM}$ is the energy-momentum tensor of the electromagnetic field in the Kerr-Newman-(A)dS spacetime with varying mass parameter $m(r)$ and varying charge parameter $q(r)$. Thus, if our definition of energy is to be consistent, we must have

$$\Delta M = \int_S (T^{\mu\nu} + T_{\mu\nu}^{EM}) K_{\mu} N_{\nu} dV_3 + \int_{r>r_2} T_{\mu\nu}^{EM,2} K_{\nu} N_{\mu} dV_3 - \int_{r>r_1} T_{\mu\nu}^{EM,1} K_{\nu} N_{\mu} dV_3. \quad (28)$$

Again, since the metric $g_{\mu\nu}$ is known, the Einstein equations imply that

$$T^{\mu\nu} + T_{\mu\nu}^{EM} = \frac{1}{8\pi} (G^{\mu\nu} + \Lambda g^{\mu\nu}). \quad (29)$$

Computing $G^{\mu\nu}$ explicitly, and using Eq. (29), allows us to write the first integral in Eq. (28) as

$$\int_S (T^{\mu\nu} + T_{\mu\nu}^{EM}) K_{\mu} N_{\nu} dV_3 = \int_{r_1}^{r_2} dr \left[ A(r)m' + B(r)m'' + E(r)q' - rE(r)(q')' - \frac{B(r)}{2r} (q^2)' \right], \quad (30)$$

where again we have chosen a hypersurface $S$ of constant $t$ extending from $r_1$ to $r_2$, and performed the integrations in $\theta$ and $\varphi$. The radial functions $A$ and $B$ are defined as in the last section, and

$$E(r) = \pm \sqrt{\frac{r^2}{2ar^3(a^2 + l^2)^2}} \left[ ar (r^2 + l^2) - \arctan \left( \frac{a}{r} \right) \left( r^4 + a^2 l^2 \right) \right]. \quad (31)$$

Integrating by parts, and using the results of the last section, we have

$$\Delta M + \int_{r_1}^{r_2} dr \left[ E(r) + (rE(r))' - \left( \frac{B(r)}{2r} \right)' \right] q^2 + \left[ \left( \frac{B(r)}{2r} \right)' - rE(r) \right] q^2 - \frac{B(r)}{2r} (q^2)' \right]_{r_1}^{r_2}. \quad (32)$$

Using $q'(r_1) = q'(r_2) = 0$, and

$$E(r) = \left[ \left( \frac{B(r)}{2r} \right)' - rE(r) \right]', \quad (33)$$

we obtain

$$\int_S (T^{\mu\nu} + T_{\mu\nu}^{EM}) K_{\mu} N_{\nu} dV_3 = \Delta M + \left[ \left( \frac{B(r)}{2r} \right)' - rE(r) \right] q^2 \right]_{r_1}^{r_2}. \quad (34)$$

Furthermore, the last two terms of Eq. (28) are

$$\int_{r>r_2} T_{\mu\nu}^{EM,2} K_{\nu} N_{\mu} dV_3 - \int_{r>r_1} T_{\mu\nu}^{EM,1} K_{\nu} N_{\mu} dV_3 = (q_2)^2 \int_{r_2}^{\infty} dr \, E(r) - (q_1)^2 \int_{r_1}^{\infty} dr \, E(r), \quad (35)$$

where we have used Eq. (30), with $m \equiv m_2$ ($m \equiv m_1$), $q \equiv q_2$ ($q \equiv q_1$) in the first (second) term, but integrating on a spacelike hypersurface of constant $t$ with $r > r_2$ ($r > r_1$). In the Kerr-Newman-dS case, a hypersurface of constant $t$ is not spacelike beyond the cosmological horizon; nevertheless, since we are integrating a divergenceless quantity, any unbounded spacelike hypersurface can be deformed into the union of a spacelike hypersurface of constant $t$ within the cosmological horizon and a timelike hypersurface of constant $t$ beyond the cosmological horizon (see Figure 2).

Using Eq. (33), Eq. (35) becomes

$$\int_{r>r_2} T_{\mu\nu}^{EM,2} K_{\nu} N_{\mu} dV_3 - \int_{r>r_1} T_{\mu\nu}^{EM,1} K_{\nu} N_{\mu} dV_3 =$$
Figure 2: Penrose diagram illustrating the deformation of an unbounded spacelike hypersurface $\Sigma$ into the
union of two hypersurfaces of constant $t$, with the corresponding unit normals depicted.

$$(q_2)^2 \left[ \left( \left[ \frac{B(r)}{2r} \right]' - r \mathcal{E}(r) \right] \right]_{r_2}^\infty - (q_1)^2 \left[ \left( \left[ \frac{B(r)}{2r} \right]' - r \mathcal{E}(r) \right) \right]_{r_1}^\infty = - \left( \left[ \frac{B(r)}{2r} \right]' - r \mathcal{E}(r) \right) q_2^2_{r_1},$$

where in the last equality we used

$$\lim_{r \to \infty} \left( \left[ \frac{B(r)}{2r} \right]' - r \mathcal{E}(r) \right) = 0.$$ 

Putting everything together, we finally obtain

$$\int_S (T_{\mu \nu} + T_{\mu \nu}^{\text{EM}}) K_\mu N_\nu dV_3 + \int_{r > r_2} T_{\mu \nu}^{\text{EM},2} K_\nu N_\mu dV_3 - \int_{r > r_1} T_{\mu \nu}^{\text{EM},1} K_\nu N_\mu dV_3 = \Delta M,$$

showing that our definition of energy is indeed consistent.

In the same way, the angular momentum contained on $S$ should be

$$L = \left( J_2 + \int r > r_2 T_{\mu \nu}^{\text{EM},2} Y_\mu N_\nu dV_3 \right) - \left( J_1 + \int r > r_1 T_{\mu \nu}^{\text{EM},1} Y_\mu N_\nu dV_3 \right),$$

where the first term is the angular momentum contained in $r < r_2$, and the second term is the angular
momentum contained in $r < r_1$ (note the minus sign in the integral, since we are using the future-pointing
unit timelike normal but now the Killing vector field is spacelike). On the other hand, the angular momentum
contained on $S$ should be directly

$$L = - \int_S (T_{\mu \nu} + T_{\mu \nu}^{\text{EM}}) Y_\mu N_\nu dV_3.$$

Thus, if this definition of angular momentum is to be consistent, the relation

$$\Delta J = - \int_S (T_{\mu \nu} + T_{\mu \nu}^{\text{EM}}) Y_\mu N_\nu dV_3 - \int_{r > r_2} T_{\mu \nu}^{\text{EM},2} Y_\mu N_\nu dV_3 + \int_{r > r_1} T_{\mu \nu}^{\text{EM},1} Y_\mu N_\nu dV_3$$

must hold. Computing $G_{\mu \nu}$ explicitly, and using Eq. (29), allows us to write the first integral in Eq. (40) as

$$- \int_S (T_{\mu \nu} + T_{\mu \nu}^{\text{EM}}) Y_\mu N_\nu dV_3 =$$

\[
\int_{r_1}^{r_2} dr \left[ C(r)m' + D(r)m'' + F(r)q^2 - rF(r)(q^2) - \frac{D(r)}{2r}(q^2)'' \right], \tag{41}
\]

where again we have chosen a hypersurface \( S \) of constant \( t \) extending from \( r_1 \) to \( r_2 \), and performed the integrations in \( \theta \) and \( \varphi \). The radial functions \( C \) and \( D \) are defined as in the last section, and

\[
F(r) = \frac{a^2 + r^2}{2a^2r_\Sigma(a^2 + r^2)} \left[ ar + \arctan \left( \frac{a}{r} \right) (a^2 - r^2) \right]. \tag{42}
\]

Integrating by parts, and using the results in the last section, we have

\[
- \int_S (T^{\mu\nu} + T^{\mu\nu}_{EM}) Y_\mu N_\nu dV_3 = \Delta J + \int_{r_1}^{r_2} dr \left[ F(r) + (rF(r))' - \left( \frac{D(r)}{2r} \right)'' \right] q^2 + \left[ \left( \frac{D(r)}{2r} \right)' - rF(r) \right] q^2 - \frac{D(r)}{2r}(q^2)' \right]_{r_1}^{r_2}. \tag{43}
\]

Using \( q'(r_1) = q'(r_2) = 0 \), and

\[
F(r) = \left[ \left( \frac{D(r)}{2r} \right)' - rF(r) \right] \tag{44}
\]

we have

\[
- \int_S (T^{\mu\nu} + T^{\mu\nu}_{EM}) Y_\mu N_\nu dV_3 = \Delta J + \left[ \left( \frac{D(r)}{2r} \right)' - rF(r) \right] q^2 \right]_{r_1}^{r_2}. \tag{45}
\]

Moreover, the last two integrals of Eq. \(41\) are

\[
- \int_{r > r_2} T^{\mu\nu}_{EM,2} Y_\mu N_\nu dV_3 + \int_{r > r_1} T^{\mu\nu}_{EM,1} Y_\mu N_\nu dV_3 = (q_2)^2 \int_{r_2}^{\infty} dr \Delta J + (q_1)^2 \int_{r_1}^{\infty} dr \Delta J, \tag{46}
\]

where we have used Eq. \(41\), with \( m \equiv m_2 \) \( (m \equiv m_1) \), \( q \equiv q_2 \) \( (q \equiv q_1) \) in the first (second) term, but integrating on a spacelike hypersurface of constant \( t \) with \( r > r_2 \) \( (r > r_1) \). Using Eq. \(41\), the last expression becomes

\[
- \int_{r > r_2} T^{\mu\nu}_{EM,2} Y_\mu N_\nu dV_3 + \int_{r > r_1} T^{\mu\nu}_{EM,1} Y_\mu N_\nu dV_3 = (q_2)^2 \left[ \left( \frac{D(r)}{2r} \right)' - rF(r) \right]_{r_2}^{\infty} - (q_1)^2 \left[ \left( \frac{D(r)}{2r} \right)' - rF(r) \right]_{r_1}^{\infty} = - \left[ \left( \frac{D(r)}{2r} \right)' - rF(r) \right] q^2 \right]_{r_1}^{r_2}, \tag{47}
\]

where, in the last equality, we used

\[
\lim_{r \to \infty} \left( \frac{D(r)}{2r} \right)' - rF(r) = 0. \]

Putting everything together, we finally obtain

\[
- \int_S (T^{\mu\nu} + T^{\mu\nu}_{EM}) Y_\mu N_\nu dV_3 - \int_{r > r_2} T^{\mu\nu}_{EM,2} Y_\mu N_\nu dV_3 + \int_{r > r_1} T^{\mu\nu}_{EM,1} Y_\mu N_\nu dV_3 = \Delta J, \tag{48}
\]

showing that our definition of angular momentum is indeed consistent. As a consequence, a timelike Killing vector field of the form

\[
K + \omega Y = X + \left( \omega + \frac{a}{l^2} \right) Y \tag{49}
\]

will again only satisfy Eq. \(47\) if \( \omega = 0 \), strongly suggesting that \( K \) (that is, \( \omega = 0 \)) is in fact the correct choice. The uniqueness of \( K \) will be further discussed in Section 5.
4 Linearized calculation

In the previous sections we showed that there exists a timelike Killing vector field $K$, given by Eqs. (10) and (11), such that the definitions in Eqs. (9) and (27) give the correct total energy $E$ contained in the (unphysical) field that is generated by allowing the mass and charge parameters to become functions of the radial coordinate. This energy is related to the variation $\Delta M = M_2 - M_1$ of the physical mass by Eqs. (17) and (37). However, the Killing vector field $K$ is defined on a unphysical stationary spacetime that coincides with Kerr-Newman-(A)dS spacetimes of mass and charge parameters $m_1$ and $q_1$ for $r \leq r_1$, and mass and charge parameters $m_2$ and $q_2$ for $r \geq r_2$, whereas our aim is to identify the timelike Killing vector field that gives the correct definition of energy of test fields on a fixed Kerr-Newman-(A)dS background.

To achieve this goal, we consider a solution of the linearized Einstein-Maxwell equations, possibly coupled to matter, on a Kerr-Newman-(A)dS background of mass and charge parameters $m_1$ and $q_1$. For such backgrounds, we construct the energy-momentum tensor $T_{\mu\nu}$ and with the energy-momentum tensor of the arbitrary linearized metric for fixed Kerr-Newman-(A)dS background, coincides with the energy-momentum tensor of the physical mass by Eqs. (17) and (37). Similarly, the definitions in Eqs. (18) and (39) give the correct total angular momentum $J$ in linearized (test) fields. This energy is related to the variation $\Delta E = \Delta M$ of the angular momentum by Eqs. (48) and (49). However, because the variations of energy and angular momentum are related through the spin parameter $a$, which we did not vary, the possibility that $K$ is not unique remains.

5 Uniqueness of $K$

We have now identified a timelike Killing vector field $K$ in the Kerr-Newman-(A)dS spacetime, given by Eqs. (10) and (11), such that the definitions in Eqs. (9) and (27) give the correct total energy $E$ contained in linearized (test) fields. This energy is related to the variation $\Delta M = M_2 - M_1$ of the physical mass by Eqs. (17) and (37). Similarly, the definitions in Eqs. (18) and (39) give the correct total angular momentum $L$ in the test fields, which is related to the variation $\Delta J = a\Delta M$ of the angular momentum by Eqs. (48) and (49). However, because the variations of energy and angular momentum are related through the spin parameter $a$, which we did not vary, the possibility that $K$ is not unique remains.
To understand this, we note that any other future-pointing timelike Killing vector field can be written in the form

$$\tilde{K} = \gamma (K + \epsilon Y), \quad (52)$$

with $\gamma > 0$ and $\epsilon \in \mathbb{R}$ appropriately chosen. Combining Eqs. (37) and (48), we see that $\tilde{K}$ will also give the correct total energy $E$ contained in the unphysical field if and only if

$$\gamma \Delta M - \gamma \epsilon \Delta J = \Delta M \iff \gamma (1 - \epsilon a) = 1, \quad (53)$$

that is, if and only if

$$\tilde{K} = \frac{1}{1 - a \epsilon(a)} [K + \epsilon(a)Y], \quad (54)$$

where we made it explicit that $\epsilon$ is an unknown function of $a$. To show that $\epsilon(a)$ must be identically zero, and therefore that $\tilde{K}$ is unique, we allow the spin parameter $a$ to become a function of $r$ in the region $r_1 \leq r \leq r_2$, while keeping the mass and charge parameters fixed. To perform the linearization, we assume that $a(r) = a_0 + \delta a(r)$ varies infinitesimally between $a(r_1) = a_0$ and $a(r_2) = a_0 + \Delta a$ (that is, $|\delta a(r)| \ll a_0$).

Since in this case the calculations are much more involved than in the previous sections, we assume that all quantities are analytic functions of $a$ and expand them as power series of $a_0$ (and to linear order in $\delta a(r)$). In particular, we have

$$\epsilon(a) = \sum_{n=0}^{+\infty} \epsilon_n a^n. \quad (55)$$

In what follows, we will show that $\epsilon_0 = \epsilon_1 = 0$. Due to the complexity of the calculations, we have not computed the higher order coefficients $\epsilon_n$ with $n \geq 2$, but we expect them to also vanish.

To further simplify calculations we consider only the Kerr-(A)dS case $q_1 = q_2 = 0$. Using the definition of Eq. (9) with the Killing vector field $\tilde{K}(a_0)$, and applying the same procedure of the previous sections, we obtain the radial integral

$$E = \int_{S} T^{\mu\nu}(\tilde{K}(a_0))_{\mu\nu}dV_3 = \int_{r_1}^{r_2} dr [G(r)\delta a'(r) + H(r)\delta a''(r)], \quad (56)$$
with the radial functions
\[
G(r) = -\frac{1}{15r^4} \left[ (10\epsilon_0 t^l m^3 + 10\epsilon_0 t^2 r^6) + a_0 \left( 10\epsilon_0 t^l m^3 + 10\epsilon_0 t^2 r^6 + 10\epsilon_1 t^4 m^3 + 10\epsilon_1 t^2 r^6 + 20t^4 m^2 + 10t^4 m r \pm 75t^2 r^3 \mp 40t^2 r^4 + 40r^6 \right) + a_0^2 \left( 20\epsilon_0 \epsilon_1 t^4 m^3 + 20\epsilon_0 \epsilon_1 t^2 r^6 + 4\epsilon_0 t^4 m^2 + 2\epsilon_0 t^4 m r \mp 5\epsilon_0 t^2 m^3 \mp 5\epsilon_0 t^2 r^4 + 52\epsilon_0 r^6 \right) + \mathcal{O}(a_0^3) \right], \quad (57)
\]
\[
H(r) = \frac{1}{30r^4} \left[ (10\epsilon_0 t^l m^3 + 5\epsilon_0 t^2 r^6) + a_0 \left( 10\epsilon_0 t^l m^3 + 5\epsilon_1 t^2 r^6 + 5\epsilon_1 t^4 m^3 + 5\epsilon_1 t^2 r^6 + 20t^4 m^2 + 20t^4 m r \mp 30t^2 r^3 \pm 40t^2 r^4 - 20r^6 \right) + a_0^2 \left( 20\epsilon_0 \epsilon_1 t^4 m^3 + 10\epsilon_0 \epsilon_1 t^2 r^6 + 4\epsilon_0 t^4 m^2 + 4\epsilon_0 t^4 m r \mp 20\epsilon_0 t^2 r^2 \mp 50\epsilon_0 t^2 m^3 \pm 50\epsilon_0 t^2 r^4 - 26\epsilon_0 r^6 \right) + \mathcal{O}(a_0^3) \right].
\]

Integrating Eq. (56) by parts, we obtain
\[
E = \int_{r_1}^{r_2} dr \left[ \mathcal{H}''(r) - G'(r) \right] \delta a(r) + \mathcal{O} \left[ (\mathcal{G}(r) - \mathcal{H}'(r)) \delta a(r) + \mathcal{H}(r) \delta a'(r) \right] \bigg|_{r_1}^{r_2}. \quad (59)
\]
Using \( \mathcal{H}''(r) = G'(r) \), \( \delta a'(r_2) = \delta a'(r_1) = 0 \), and
\[
G(r) - \mathcal{H}'(r) = -\epsilon_0 m - a_0 m \left( \epsilon_0^2 + \epsilon_1 \mp \frac{4}{12} \right) - 2a_0^2 \epsilon_0 m \left( \epsilon_1 \mp \frac{1}{12} \right) + \mathcal{O}(a_0^3),
\]
we get
\[
E = - \left[ \epsilon_0 m + a_0 m \left( \epsilon_0^2 + \epsilon_1 \mp \frac{4}{12} \right) + 2a_0^2 \epsilon_0 m \left( \epsilon_1 \mp \frac{1}{12} \right) \right] \Delta a + \mathcal{O}(a_0^3). \quad (60)
\]

On the other hand, it is easily seen from (57) that
\[
\Delta M = \mp \frac{4\epsilon_0 m}{12} \Delta a + \mathcal{O}(a_0^3). \quad (61)
\]

Finally, imposing \( E = \Delta M \) as an equality of power series in \( a_0 \) we obtain \( \epsilon_0 = \epsilon_1 = 0 \).

6 Test fields cannot destroy extremal Kerr-Newman-dS black holes

In the previous sections we have shown that the timelike Killing vector field \( K \) given by Eq. (11) is the correct choice to compute the energy of a test field in a Kerr-Newman-de Sitter background, at least in what concerns its interaction with the black hole. On the other hand, it is well known that the null generator of the event horizon is \( Z = K + \Omega Y \), where \( \Omega \) is the thermodynamic angular velocity, that is, the angular velocity that occurs in the first law (see for instance [37, 38]). Therefore, we can apply Theorem 4.1 in [25] to conclude that test fields cannot destroy extremal Kerr-Newman-dS black holes. More precisely, we have the following result.

**Theorem 6.1.** Test fields satisfying the null energy condition at the event horizon and appropriate boundary conditions at infinity cannot destroy extremal Kerr-Newman-dS black holes. More precisely, if an extremal black hole is characterized by the physical quantities \( (M, J, Q) \), and absorbs energy, angular momentum and electric charge \( (\Delta M, \Delta J, \Delta Q) \) by interacting with the test fields, then the metric corresponding to the physical quantities \( (M + \Delta M, J + \Delta J, Q + \Delta Q) \) represents either a subextremal or an extremal black hole.

7 Conclusions

In this paper we have shown that the timelike Killing vector field \( K \) given by Eq. (11) gives the correct definition of energy for test fields propagating in the Kerr-Newman-dS spacetime. Additionally, we have confirmed that the timelike Killing vector field \( K \) given by Eq. (11) gives the correct definition of energy for test fields propagating in the Kerr-Newman-AdS spacetime, as was already assumed in [25]. Moreover, using the general result in [25], we proved that test fields cannot destroy extremal Kerr-Newman-dS black holes.
The technique employed in this paper, namely allowing parameters in the metric to become functions in order to interpolate between black hole spacetimes with different physical masses, can be useful in other situations where the choice of the timelike Killing vector field with which to compute the energy of test fields is not clear. It is also possible that these ideas may play a role in determining an appropriate definition of mass for asymptotically de Sitter spacetimes.
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