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Abstract. Optical communication systems operating with high data rates and dual-polarization are frequently disrupted by chromatic and polarization mode dispersions. Fixed filters usually mitigate chromatic dispersion; on the other hand, polarization mode dispersion (PMD), due to its stochastic behavior, is reduced by adaptive filters, such as channel equalizers. In this context, this article proposes a novel blind equalization architecture, based on the nonlinear modified concurrent equalizer (NMCE) expanded to a butterfly structure. The proposed nonlinear concurrent butterfly equalizer (NCBE) combines the reduced uncertainty and the sharper decision regions of the NMCE in both X and Y polarizations, resulting in improved performance. The NCBE is compared with the constant modulus algorithm (CMA), the modified CMA (MCMA), and the concurrent CMA-SDD (soft direct decision), all of them in butterfly architectures and with fractionally-spaced equalization. Results show that the proposed solution presents a reduced bit error rate (BER) and steady-state mean squared error (MSE) figures compared with the CMA, MCMA, and CMA-SDD equalizers the NCBE cross-shaped noise of the nonlinear equalizer output. Also, the NCBE can operate at higher values of PMD compared to the least mean square (LMS) equalizer without the necessity of delaying polarization X, Y, or both.
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1. Introduction

In the last few years, with the development of big data analyses and the internet of things (IoT), technologies based on real-time processing have never been so important [1]. Real-time applications such as intelligent transportation systems and industry 4.0 need the computation of a large amount of data, which is usually processed in the cloud services [1], [2]. Currently, with this increasing demand, the data centers and the access networks, which play a key role in the cloud services, are requiring a high data rate transmission to meet the real-time processing specifications [3].

For intra data center interconnect (DCI) applications, optical transceivers can convey 400Gb/s Ethernet data using parallel or multiple wavelength fibers [4]. Recently, single-carrier dual-polarization quadrature amplitude modulation (DP-QAM) has been proposed for DCI [5], [4]. In [4], the authors experimentally investigated the fiber transmission performance of single-carrier DP-16QAM and DP-64QAM aiming at 400Gb/s and 600Gb/s DCI applications for 40 km and beyond, over unamplified links.

In high data rate optical systems operating with dual-polarization (DP), chromatic dispersion and polarization mode dispersion (PMD) are two relevant sources of impairments [6]. As fiber chromatic dispersion is a time-invariant distortion, fixed filters are generally implemented to eliminate, or at least mitigate, this impairment [7], [8]. On the other hand, since PMD has a stochastic behavior, an adaptive filter (e.g., a channel equalizer) is necessary to compensate for this impairment while also tracking dynamic channel fluctuations [6, 8, 9].

Channel equalizers are commonly classified into three groups: supervised, semi-blind, and blind equalizers. Both supervised, and semi-blind equalizers depend upon a training sequence of known modulation symbols recurrently sent by the transmitter. For highly dynamic propagation scenarios, a longer training sequence is necessary to track the fast time-varying channel impulse response (CIR), which reduces the network transmission data rate. Since the training sequence conveys only specific information to train the equalizer, its use reduces the spectral efficiency of the system. In contrast, blind equalizers are only dependent on the statistical or geometrical characteristics of the received signal [10], [11].

The constant modulus algorithm (CMA) [12], [13] is one of the most cited blind equalizers for QAM modulation, as can be seen in several publications (e.g., [14–24]). Nevertheless, the CMA has a slow convergence rate and a significant residual mean squared error (MSE), in particular for high order modulation formats. Besides, it is not able to recover the phase of the received signal distorted by the channel impairments, which results in the rotation of the received symbols with respect to a reference constellation [18], [25]. In order to circumvent these CMA issues, modifications to the CMA cost function [25–27] and equalization architectures [17, 18, 28–30] have been proposed in
the last decades. For example, by splitting the CMA cost functions into real and imaginary components, the modified CMA (MCMA) [25] and its nonlinear version (NMCM) [27] were proposed. Both MCMA and NMCM can operate and recover the phase of the received symbols for low- and high-order QAM systems. Additionally, the NMCM achieves better results than the MCMA due to the coherency of the decision regions provided by the nonlinear sinusoidal transmittance, which increases the equalization robustness.

Otherwise, in [26] the authors proposed the so-called radius directed equalization (RDE), which, as opposed to the CMA, has an error function based on multi radii [31]. The RDE presents better performance in comparison to the CMA for low-order QAM (e.g., 16 and 64QAM); however, for high-order QAM (e.g., 256 and 1024QAM), as the radii number becomes large, the RDE has its convergence rate compromised [32].

On the other hand, by exploiting the complementarity properties of two well-known approaches, De Castro et al. [28] proposed an efficient method to circumvent the CMA issues, composed by the CMA and the direct decision (DD) [33], [34] equalizers operating in a concurrent architecture. Subsequently, based on this CMA-DD concurrent equalizer, Chen [29] replaced the DD equalizer by a soft direct decision (SDD) equalizer, thus achieving a faster convergence rate for the CMA-SDD when compared with the CMA-DD equalizer [29]. More recently, a novel concurrent architecture was proposed by Mayer et al., the NMCE equalizer [18]. The NMCE combines the sharper decision regions of the NMCM with the reduced uncertainty of the SDD decisions, achieving improved performance even for operation in dynamic scenarios.

In such a context, this work proposes a new equalization architecture for optical communications with dual-polarization, based on the butterfly structure and the NMCE algorithm. In the proposed solution, the nonlinear concurrent architecture of the NMCE is expanded into a butterfly structure for both X and Y polarizations in a complete blind scheme. As a result, with the reduced uncertainty and the sharper decision regions of the NMCE, an improved performance is achieved even for operation in optical links with high dispersion between polarizations. The proposed nonlinear concurrent butterfly equalizer (NCBE) has been simulated with the Optisytem Design Tool for DP-256QAM under a DCI application (56 Gbaud per polarization) for a 40 km single-mode fiber link [4]. As a fixed filter generally eliminates the chromatic dispersion before the butterfly equalizer, simulations consider only PMD. Besides, phase noise has not been considered in the simulations, since phase correction is usually performed with pilot insertion or by the blind phase search (BPS) algorithm [35], apart from the butterfly equalization. Results show that the proposed NCBE achieves reduced figures of bit error rate (BER) and steady-state MSE when compared with CMA, MCMA, and CMA-SDD, all of them in butterfly architectures and with fractionally-spaced equalization (FSE) [36]. Also, the NCBE is able to operate at higher values of PMD in comparison with the least mean square (LMS) [37], dispensing with the time-consuming delay adjustments in polarizations X, Y, or both.

The remainder of this article is organized as follows. In Sec. 2, the butterfly equalization with FSE is presented in the context of coherent optical receivers. The main contribution of the present study is presented in Sec. 3: The proposed nonlinear concurrent butterfly equalizer for advanced optical receivers. In Sec. 4, the computational complexities of the LMS, CMA, MCMA, CMA-SDD, and NCBE algorithms are presented. Results are compared in terms of several values of PMD in Sec. 5. Conclusions are discussed in Sec. 6.

2. Butterfly Equalization for Fractionally Spaced Equalizers

In the literature, blind equalizers, when working with a sample rate \( S_\delta \) equal to the symbol rate \( S_R \), are generally convergent, provided the information source has a uniform distribution and the equalizer filter has a number of taps hypothetically larger than the infinite number of previous samples received from the channel [12]. In a practical application, however, the adopted number of equalizer taps should be finite but as large as necessary to achieve an acceptable convergence rate and steady-state MSE. If, however, the equalizer works with a higher sample rate \( S_\delta = \Gamma S_R \), it is called a fractionally-spaced equalizer (FSE) [36], [38], where \( \Gamma \) is the upsampling factor. This oversampling procedure results in a shorter equalizer length while also avoiding the noise enhancement effect that occurs when the equalizer operates at symbol rate, and the channel transfer function has zeros on the unit circle of the \( z \)-plane [36]. In practice, the equalizer oversampling is most frequently chosen as \( \Gamma = 2 \) [39].

Four adaptive filters usually represent the butterfly structure for PMD equalization [6], [40], whose coefficients are updated by some supervised, semi-blind, or blind criterion. Regardless of the coefficients update technique, the butterfly equalizer handles both polarizations X and Y at the same time, as can be seen in Fig. 1, in which \( k = 0, 1, \ldots, k \to \infty \) is the FSE discrete-time index for the sample rate \( S_\delta = \Gamma S_R \).

**Fig. 1.** Butterfly equalizer with FSE [20, 41, 42].
The upsampled inputs \( r_X[k] \) and \( r_Y[k] \), from polarizations X and Y, respectively, are convolved with the equalizer coefficient vectors \( w_{XX}[k] \), \( w_{YX}[k] \), \( w_{XY}[k] \), and \( w_{YY}[k] \) to produce the outputs \( y_X[k] \) and \( y_Y[k] \):

\[
y_X[k] = y_{XX}[k] + y_{XY}[k] = w_{XX}[k]^T r_X[k] + w_{YX}[k]^T r_Y[k], \tag{1}
\]

\[
y_Y[k] = y_{YY}[k] + y_{YX}[k] = w_{YY}[k]^T r_Y[k] + w_{XY}[k]^T r_X[k], \tag{2}
\]

where \([\cdot]^T\) denotes the vector transpose operator, \( r_X[k] = [r_X[k] \ r_X[k-1] \ldots r_X[k-L_{EQ}+1]]^T \), \( r_Y[k] = [r_Y[k] \ r_Y[k-1] \ldots r_Y[k-L_{EQ}+1]]^T \), \( L_{EQ} \geq L_{CH} - 1 \) is the number of coefficients of the equalizer, and \( L_{CH} \) is the length of the channel impulse response. In addition, \( w_{XX}, w_{YX}, w_{XY}, w_{YY} \in C^{L_{EQ} \times 1} \).

The equalizer output signals \( y_X[k] \) and \( y_Y[k] \) are decimated by a factor of 2 to reproduce the output signals \( y_X[n] \) and \( y_Y[n] \), in which \( n \) is the discrete-time index, so that the sample rate \( S_S = S_R/2 \).

For supervised function adaptation, the LMS and the recursive least squares (RLS) [43] can be implemented to mitigate PMD. Nevertheless, as these algorithms rely on a reference training sequence at the receiver when the symbol sequence distortion is high, it is difficult to align the correct position of the training sequence concerning the symbol sequence. Another strategy is based on a hybrid scheme using both a supervised and a blind equalizer. In the beginning, a blind update function, such as the CMA, MCMA, or RDE, is used in a pre-equalization stage, improving the training sequence alignment. The blind update function is then switched to a supervised mode to improve the BER figure. However, for higher-order modulations, the CMA and MCMA performances deteriorate, and the RDE convergence is compromised [32].

### 3. Proposed Nonlinear Concurrent Butterfly Equalizer

Recently, as addressed in [18], the nonlinear modified concurrent equalizer (NMCE) was proposed for wireless communications of single-carrier systems. The NMCE is based on the soft concurrent approach (CMA-SDD) addressed in [44] and the MCMA equalizer [27]. The NMCE combines the sharper decision regions of the MCMA with the reduced uncertainty of the CMA-SDD, achieving improved performance [18]. Using as reference the NMCE, the nonlinear concurrent butterfly equalizer (NCBE), here proposed, in an FSE scheme with \( \Gamma = 2 \), as illustrated in Fig. 2. The superscripts \( \{C\} \) and \( \{S\} \) represent the NMCE and the SDD linear components of the NCBE. Likewise, the superscript \( \{NS\} \) denotes the nonlinear part of the NCBE. Also, \( f(\cdot) \) is the nonlinear transmittance presented in [18], which is given by:

\[
f(b) = b + \sigma [\sin(\pi \Re(b)) + j \sin(\pi \Im(b))] \tag{3}
\]

where \( b \) is any complex number and \( \sigma \) is the nonlinear control parameter defined in the range of \([0, 1/\pi]\) [27]. For \( \sigma = 0 \), the NMCMA reduces to the MCMA equalizer [25]. \( \Re(\cdot) \) and \( \Im(\cdot) \) return the real and imaginary parts of their argument, respectively.

The NCBE output signals \( y_X^{(NS)}[k] \) and \( y_Y^{(NS)}[k] \) are given by

\[
y_X^{(NS)}[k] = f\left( y_X^{(CS)}[k]\right) , \tag{4}
\]

\[
y_Y^{(NS)}[k] = f\left( y_Y^{(CS)}[k]\right) , \tag{5}
\]

in which the linear output signals \( y_X^{(CS)}[k] \) and \( y_Y^{(CS)}[k] \) are

\[
y_X^{(CS)}[k] = y_{XX}[k] + y_{XY}[k] + y_{X}^{(S)}[k] + y_{Y}^{(S)}[k], \tag{6}
\]

\[
y_Y^{(CS)}[k] = y_{YY}[k] + y_{YX}[k] + y_{X}^{(S)}[k] + y_{Y}^{(S)}[k]. \tag{7}
\]

Two-by-two, the terms of the right-hand side of (6) and (7) can be represented as functions of the upsampled inputs \( r_X[k] \) and \( r_Y[k] \) and the coefficient vectors \( \left( w_{XX}^{(C)} \ , w_{XY}^{(C)}, w_{YX}^{(C)} \ , w_{YY}^{(C)} \right), \left( w_{XX}^{(S)} \ , w_{XY}^{(S)}, w_{YX}^{(S)} \ , w_{YY}^{(S)} \right) \in C^{L_{EQ} \times 1} \) as:

\[
y_X^{(C)}[k] + y_X^{(S)}[k] = \left( w_{XX}^{(C)}[k] + w_{XX}^{(S)}[k]\right)^T r_X[k] , \tag{8}
\]

\[
y_Y^{(C)}[k] + y_Y^{(S)}[k] = \left( w_{XX}^{(C)}[k] + w_{XX}^{(S)}[k]\right)^T r_Y[k] , \tag{9}
\]

\[
y_X^{(C)}[k] + y_Y^{(S)}[k] = \left( w_{YX}^{(C)}[k] + w_{YX}^{(S)}[k]\right)^T r_Y[k] , \tag{10}
\]

\[
y_Y^{(C)}[k] + y_Y^{(S)}[k] = \left( w_{XY}^{(C)}[k] + w_{XY}^{(S)}[k]\right)^T r_X[k] . \tag{11}
\]
Based on [18], [27], and in the steepest descent algorithm, the update of the NMCMA coefficient vectors applied to the NCBE, are given as follows:

\[
\begin{align*}
\mathbf{w}_{XX}^{(C)}[k+1] &= \begin{cases} 
\mathbf{w}_{XX}^{(C)}[k] + \eta^{(C)} e_X^{(C)}[k] \mathbf{r}_X[k]^* , & \forall \text{ even } k, \\
\mathbf{w}_{XX}^{(C)}[k] , & \forall \text{ odd } k,
\end{cases} \\
\mathbf{w}_{XY}^{(C)}[k+1] &= \begin{cases} 
\mathbf{w}_{XY}^{(C)}[k] + \eta^{(C)} e_X^{(C)}[k] \mathbf{r}_Y[k]^* , & \forall \text{ even } k, \\
\mathbf{w}_{XY}^{(C)}[k] , & \forall \text{ odd } k,
\end{cases} \\
\mathbf{w}_{XY}^{(C)}[k+1] &= \begin{cases} 
\mathbf{w}_{XY}^{(C)}[k] + \eta^{(C)} e_Y^{(C)}[k] \mathbf{r}_X[k]^* , & \forall \text{ even } k, \\
\mathbf{w}_{XY}^{(C)}[k] , & \forall \text{ odd } k,
\end{cases} \\
\mathbf{w}_{XY}^{(C)}[k+1] &= \begin{cases} 
\mathbf{w}_{XY}^{(C)}[k] + \eta^{(C)} e_Y^{(C)}[k] \mathbf{r}_Y[k]^* , & \forall \text{ even } k, \\
\mathbf{w}_{XY}^{(C)}[k] , & \forall \text{ odd } k,
\end{cases}
\end{align*}
\]

(21)

(22)

(23)

(24)

where \([\cdot]^*\) denotes the conjugate operator, \(\eta^{(C)}\) is the adaptive step of the coefficient vectors related to the NMCMA component of the NCBE, and \(e_X^{(C)}[k] = \text{Re}(e_X^{(C)}[k]) + j \text{Im}(e_X^{(C)}[k])\) and \(e_Y^{(C)}[k] = \text{Re}(e_Y^{(C)}[k]) + j \text{Im}(e_Y^{(C)}[k])\) are the error functions of the NMCMA component, with real and imaginary parts:

\[
\begin{align*}
\text{Re}(e_X^{(C)}[k]) &= \text{Re}(\gamma_X^{NS}[k]) (\gamma_R - \text{Re}(\gamma_X^{NS}[k])^2) \\
&\quad \times \text{Re}(f'(\gamma_X^{CS}[k])), \\
\text{Im}(e_X^{(C)}[k]) &= \text{Im}(\gamma_X^{NS}[k]) (\gamma_I - \text{Im}(\gamma_X^{NS}[k])^2) \\
&\quad \times \text{Im}(f'(\gamma_X^{CS}[k])), \\
\text{Re}(e_Y^{(C)}[k]) &= \text{Re}(\gamma_Y^{NS}[k]) (\gamma_R - \text{Re}(\gamma_Y^{NS}[k])^2) \\
&\quad \times \text{Re}(f'(\gamma_Y^{CS}[k])), \\
\text{Im}(e_Y^{(C)}[k]) &= \text{Im}(\gamma_Y^{NS}[k]) (\gamma_I - \text{Im}(\gamma_Y^{NS}[k])^2) \\
&\quad \times \text{Im}(f'(\gamma_Y^{CS}[k]))
\end{align*}
\]

(25)

(26)

in which \(\gamma_R\) and \(\gamma_I\) are the real and imaginary dispersion constants, respectively, as proposed in [25]. Also, \(f'(\cdot)\) is the derivative of (3), which is given by:

\[
f'(b) = [1 + \alpha \pi \cos(\pi \text{Re}(b))] \\
+ j[1 + \alpha \pi \cos(\pi \text{Im}(b))].
\]

(20)

On the other hand, based on [18], [44], the update of the coefficient vectors relative to the SDD component of the NCBE, are given as:

\[
\begin{align*}
\mathbf{w}_{XX}^{(S)}[k+1] &= \begin{cases} 
\mathbf{w}_{XX}^{(S)}[k] + \eta^{(S)} e_X^{(S)}[k] \mathbf{r}_X[k]^* , & \forall \text{ even } k, \\
\mathbf{w}_{XX}^{(S)}[k] , & \forall \text{ odd } k,
\end{cases} \\
\mathbf{w}_{XY}^{(S)}[k+1] &= \begin{cases} 
\mathbf{w}_{XY}^{(S)}[k] + \eta^{(S)} e_X^{(S)}[k] \mathbf{r}_Y[k]^* , & \forall \text{ even } k, \\
\mathbf{w}_{XY}^{(S)}[k] , & \forall \text{ odd } k,
\end{cases} \\
\mathbf{w}_{XY}^{(S)}[k+1] &= \begin{cases} 
\mathbf{w}_{XY}^{(S)}[k] + \eta^{(S)} e_Y^{(S)}[k] \mathbf{r}_X[k]^* , & \forall \text{ even } k, \\
\mathbf{w}_{XY}^{(S)}[k] , & \forall \text{ odd } k,
\end{cases} \\
\mathbf{w}_{XY}^{(S)}[k+1] &= \begin{cases} 
\mathbf{w}_{XY}^{(S)}[k] + \eta^{(S)} e_Y^{(S)}[k] \mathbf{r}_Y[k]^* , & \forall \text{ even } k, \\
\mathbf{w}_{XY}^{(S)}[k] , & \forall \text{ odd } k,
\end{cases}
\end{align*}
\]

(27)

(28)

The NCBE output signals \(\gamma_X^{NS}[k]\) and \(\gamma_Y^{NS}[k]\) are decimated by a factor of 2 to reproduce the outputs \(\gamma_X^{NS}[n]\) and \(\gamma_Y^{NS}[n]\), where \(n\) is the discrete-time index which corresponds to the sample rate \(S_2 = 2S_1\).

As in the NMCE equalizer, the coefficient vectors of the NCBE, relative to the NMCMA component, are initialized with a single spike scheme [18]. The single spike position, in the coefficient vectors, is dependent on the length of the channel impulse response. For symmetric channels (i.e.,
mixed-phase), a center spike is more appropriate. However, if the channel is asymmetric (i.e., minimum or non-minimum phase channels), the spike location should be moved towards the center of mass [45]. Also, in the context of butterfly equalization, as the NMCMA component of the NCBE is based on the CMA equalizer, the single spike should only be applied for the direct polarization coefficients (i.e., \( w_{XX}^{(C)} \) and \( w_{YY}^{(C)} \)) [46]. This initialization scheme reduces the possibility of the equalizer output signals converging to only one of the two polarizations.

In optical channels with PMD, the differential group delay (DGD) follows a Maxwellian distribution [47]. Thus, taking into account the major part of the delays between both polarizations, a channel with PMD can be considered a mixed-phase channel centered at the mean DGD (\( \bar{\tau} \)). Furthermore, the mean DGD can be discretely represented in terms of the number of upsampled symbols as:

\[
\delta = \lceil \frac{90 \bar{\tau}}{S_R} \rceil
\]

where \( \lceil \cdot \rceil \) is the operator that returns the smallest integer greater than its argument. In view of (29), the single spike position in the direct polarization coefficients can be defined as: if \( \delta = 1 \), then the single spike is applied at the first coefficient since the equalizer approximates the PMD as a minimum phase channel; on the other hand, if \( 1 < \delta < L_{EQ} \), then the single spike is applied at center tap of the coefficients (mixed-phase representation); finally, if \( \delta \geq L_{EQ} \), then the single spike is applied at the last coefficient (non-minimum phase representation). Note that, if \( \delta > L_{EQ} \), the mean channel dispersion is greater than the number of coefficients of the equalizer.

### 4. Computational Complexities

Table 1 presents the computational complexities of the LMS, CMA, MCMA, CMA-SDD, and NCBE butterfly equalizers with FSE, recalling that \( L_{EQ} \) is the number of coefficients of the equalizer. Since \( \sin(\cdot) \) and \( \exp(\cdot) \) functions can be easily implemented in hardware by lookup tables, multiplication is the most costly operation. One may note that the proposed NCBE presents only a slightly higher complexity when compared with the CMA-SDD complexity.

| Equalizers | \( \times \) | + | \( \exp(\cdot) \) | \( \sin(\cdot) \) |
|------------|--------|----|----------------|----------------|
| LMS        | 32\(L_{EQ} \) + 4 | 32\(L_{EQ} \) | 0 | 0 |
| CMA        | 32\(L_{EQ} \) + 10 | 32\(L_{EQ} \) | 0 | 0 |
| MCMA       | 32\(L_{EQ} \) + 12 | 32\(L_{EQ} \) | 0 | 0 |
| CMA-SDD    | 48\(L_{EQ} \) + 46 | 56\(L_{EQ} \) + 42 | 8 | 0 |
| NCBE       | 48\(L_{EQ} \) + 78 | 56\(L_{EQ} \) + 50 | 8 | 8 |

Tab. 1. Computational complexities. The operators \( \times, +, \exp(\cdot), \) and \( \sin(\cdot) \) are denoted to the number of multiplications, additions, exponential, and sinusoidal functions, respectively.

### 5. Simulation Results

The butterfly equalizers for the LMS, CMA, MCMA, CMA-SDD, and the proposed NCBE, have been simulated with the Optisystem Design Tool for DP-256QAM under a DCI application (56 Gbaud per polarization) for a 40 km single-mode fiber link [4], [49].

In the Optisystem platform, at the transmitter side, the stream of bits is generated by a pseudo-random generator with uniform distribution at a rate of 896 Gb/s. This stream of bits is then split into polarizations X and Y. These two bitstreams are then separately modulated into 256QAM constellations with Gray code at a rate of 56 Gbaud per polarization. Subsequently, the symbol streams are upsamped with 16 samples per symbol and filtered by a root-raised cosine (RRC) filter with a roll-off factor of 0.2 [4]. Next, the two polarizations are converted, combined and transformed from the electrical to the optical domain by cascading a laser source (193.4 THz) with Mach-Zehnder modulators (MZM) and a polarization beam combiner (PBC) [4].

The optical fiber link simulated in the Optisystem platform considers an unamplified single-mode link with \( l = 40 \) km [4]. Also, as a fixed filter generally eliminates the chromatic dispersion before the butterfly equalizer [7], [8], simulations consider only PMD, in varying steps from 1 ps/km to 10 ps/km. Besides, phase noise has not been simulated since phase correction is usually performed apart from the butterfly equalization.

At the receiver, the optical signal is first demodulated by using a 90° heterodyne coherent detector. The resulting electrical signal is initially processed by an analog-to-digital converter (ADC), operating at 16 samples per symbol, then processed by the RRC filter, and, finally, downsampled to deliver two samples per symbol for the posterior FSE equalization [4].

In order to compare the NCBE with the LMS, CMA, MCMA, and CMA-SDD algorithms, 10 runs of simulation with \( 2^{15} \) symbols per polarization were performed using the Optisystem platform. For the BER computation, only the last \( 2^{17} \) symbols of each polarization was considered, and the results were averaged over ten runs of simulation for each value of DGD. Also, a soft-decision forward error correction (SD-FEC) BER threshold of \( 4.2 \times 10^{-2} \) [4], [48], is used to compare the equalizer’s penalties. The convergence time is assessed from 1 ps/km to 8 ps/km of relative dispersion. Also, the MSE and scatter plots for the constellations of the X and Y polarizations, for the relative dispersion of 8 ps/km, are presented to address the NCBE nonlinear cross effect.

The same operating conditions have been applied to the CMA, MCMA, CMA-SDD, and NCBE equalizers, but a hypothetical case has been considered in which the LMS was trained for all received symbols. The number of coefficients of each equalizer was set to \( L_{EQ} = 21 \) [4], [49].
In light of the previous considerations, the initialization schemes have been chosen as follows:

- The initialization of the filter coefficients of the CMA, MCMA, CMA of the CMA-SDD, and the NMCMA component of the NCBE, follows the single spike method, but only applied to the direct polarization coefficients [46];

- The coefficient vectors of the LMS and the SDD components of the CMA-SDD and the NCBE start with all elements equal to zero;

- The SDD variances of the CMA-SDD and the NCBE are set to $\rho = 0.4$;

- The adaptive steps are: LMS is $1 \times 10^{-6}$; CMA is $9 \times 10^{-9}$; MCMA is $9 \times 10^{-9}$; the CMA-SDD is $9 \times 10^{-9}$ for the CMA and $2 \times 10^{-5}$ for the SDD; and the NCBE is $9 \times 10^{-9}$ for the NMCMA and $2 \times 10^{-5}$ for the SDD;

- The nonlinear control parameter for the NMCMA component of the NCBE was set to $\alpha = 0.50$;

- The dispersion constants of the MCMA and the NMCMA component of the NCBE are $\gamma_R = \gamma_I = 152.2$, and of the CMA and the CMA component of the CMA-SDD is $\gamma = 237.2$.

Figure 3 presents the PMD penalty curves of the discussed equalizers relative to the back-to-back BER. Although trained for the whole sequence of received symbols, when the relative dispersion ($\bar{\tau}/l$) is greater than $5 \text{ ps/km}$, the LMS does not converge. Using (29), this dispersion is equivalent to $\delta = 23$ symbols, which exceeds the number of coefficients of the LMS equalizer. To circumvent this issue, it is necessary to increase the number of coefficients of the LMS or to delay one of the two polarizations. Thus, in a practical approach, in order to align the training sequence for the proper LMS adaptation, it would be necessary to test a set of different delays for both polarizations to reach the convergence of the LMS algorithm, which is a big issue, especially for low-power scenarios [50]. On the other hand, via the single spike method, the CMA-based equalizers (i.e., CMA, MCMA, CMA-SDD, and NCBE) are able to operate up to a relative dispersion of $9 \text{ ps/km}$, which is equivalent to $\delta = 41$ symbols. Thus, regarding only the CMA-based equalizers, the NCBE presents better penalty gains around $0.25 \text{ dB}$, $1.0 \text{ dB}$, and $3.1 \text{ dB}$ in comparison with the CMA-SDD, MCMA, and CMA equalizers, respectively.

Figures 4 and 5 present the BER versus OSNR results for the CMA, MCMA, CMA-SDD, and NCBE equalizers. The BER×OSNR simulations disregard the LMS equalizer because of its convergence issue, which could demand a prohibitively high computational complexity in a practical scenario. In Fig. 4, for the working region around and below $\text{BER} \approx 1 \times 10^{-2}$, the NCBE presents a penalty of only $1.0 \text{ dB}$ in comparison with the back-to-back system, whereas the CMA, MCMA, and CMA-SDD have penalties around $10.0 \text{ dB}$, $5.0 \text{ dB}$, and $1.3 \text{ dB}$, respectively. When the relative dispersion becomes more prominent, as in Fig. 5, the equalizers’ performance is worsened. However, considering once again the region for $\text{BER} \leq 1 \times 10^{-2}$, the NCBE has its penalty increased to $2.0 \text{ dB}$, whereas the CMA, MCMA, and CMA-SDD have their penalties increased to approximately $15.0 \text{ dB}$, $9.0 \text{ dB}$, and $2.2 \text{ dB}$, respectively.

| PMD penalty [dB] @ BER=4.2x10^-2 | CMA | MCMA | CMA-SDD | NCBE |
|----------------------------------|-----|------|---------|------|
| 0                               | 7   | 6    | 5       | 3    |
| 1                               | 6   | 5    | 4       | 3    |
| 2                               | 5   | 4    | 3       | 2    |
| 3                               | 4   | 3    | 2       | 1    |
| 4                               | 3   | 2    | 1       | 0    |

| OSNR [dB] | CMA | MCMA | CMA-SDD | NCBE |
|-----------|-----|------|---------|------|
| 25        | 10^3 | 10^5 | 10^7    | 10^-3|
| 30        | 10^4 | 10^6 | 10^8    | 10^-4|
| 35        | 10^5 | 10^7 | 10^9    | 10^-5|
| 40        | 10^6 | 10^8 | 10^10   | 10^-6|

| OSNR [dB] | CMA | MCMA | CMA-SDD | NCBE |
|-----------|-----|------|---------|------|
| 25        | 10^3 | 10^5 | 10^7    | 10^-3|
| 30        | 10^4 | 10^6 | 10^8    | 10^-4|
| 35        | 10^5 | 10^7 | 10^9    | 10^-5|
| 40        | 10^6 | 10^8 | 10^10   | 10^-6|
Figure 6 presents the convergence rates for the CMA, MCMA, CMA-SDD, and NCBE equalizers for 36 dB of OSNR. The simulated blind equalizers have a fast convergence rate, even for the worst case of $\bar{\tau}/l = 8$ ps/km, for which the equalizers’ convergences are achieved before $5 \times 10^5$ symbols. However, for higher values of PMD, the concurrent architectures (i.e., CMA-SDD and NCBE) are able to reach convergence twice as faster as the CMA and MCMA equalizers.

Figures 7, 8, and 9 present the evolution of the MSE during equalization and the scatter plots for the constellations of the CMA, MCMA, CMA-SDD, and NCBE equalizers, for 36 dB of OSNR and $\bar{\tau}/l = 8$ ps/km. In Figs. 7 and 8, where the CMA and the MCMA have a significant residual steady-state MSE, of approximately $-2.5$ dB, the CMA-SDD and the NCBE achieve $-5.0$ dB and $-10.0$ dB of residual MSE, respectively. It is also evident that the NCBE shows an impressive residual steady-state MSE gain of 5.0 dB when

---

**Fig. 6.** DP-256QAM convergence results for the CMA, MCMA, CMA-SDD, and NCBE equalizers, for OSNR = 36 dB.

**Fig. 7.** DP-256QAM X polarization MSE results for the CMA, MCMA, CMA-SDD, and NCBE equalizers, for OSNR = 36 dB and $\bar{\tau}/l = 8$ ps/km.

**Fig. 8.** DP-256QAM Y polarization MSE results for the CMA, MCMA, CMA-SDD, and NCBE equalizers, for OSNR = 36 dB and $\bar{\tau}/l = 8$ ps/km.

**Fig. 9.** DP-256QAM scatter plot results for OSNR= 36 dB and $\bar{\tau}/l = 8$ ps/km.
compared with the CMA-SDD. However, this significant gain is not reflected in the BER figures shown in Fig. 5, in which the BER gain of the NCBE is 0.3 dB when compared with the CMA-SDD. This is a consequence of the nonlinear cross effect manifested in the residual noise of the NCBE algorithm illustrated in Figs. 9g and 9h. Differently from the CMA, MCMA, and CMA-SDD scatter plots shown in Figs. 9a-f, in which the output symbols appear with Gaussian distributions around the reference symbols, the NCBE output symbols are distributed in a conspicuous cross pattern. Due to the NCBE nonlinear transmittance, the output symbols are compressed in the real and imaginary axes, increasing the cohesion of the decision regions. The collapse of the cross-shaped noise variances along the diagonal axes of the reference symbols, relative to the variances along the real and imaginary axes, may explain why the residual MSE results are significantly more optimistic than the BER figures obtained for the NCBE equalizer.

It is also important to emphasize the fast convergence rates of the CMA-SDD and NCBE equalizers since a shorter preamble may be needed in practical system implementation. This leads to lower bit-rate overhead and faster operation during system startup or synch recovery. Since a faster convergence rate implies lower adaptation inertia, the NCBE equalizer may also be effective under dynamic channel perturbations.

As future work, it is interesting to investigate whether the peculiar cross-shaped noise at the output of the NCBE equalizer could lead to additional gains in terms of system capacity. In other words, the question is whether the minimal relative value of the steady-state MSE of the NCBE would result in additional gains with the use of some specific forward error correction (FEC) code matched to the cross-shaped noise. Strong candidates would probably include the family of unequal error protection codes, but this needs further investigation.

6. Conclusion

This work presents a novel blind equalization scheme for high-order and high baud-rate DP-QAM optical systems. The proposed nonlinear concurrent butterfly equalizer (NCBE) combines the nonlinear concurrent architecture of the NMCE with the 2 × 2 structure of the butterfly equalizer, resulting in a modified butterfly equalizer. This concurrent architecture can recover the phases of both X and Y polarizations and operate at higher-values of PMD when compared even with the LMS butterfly equalizer at the same level of computational complexity.

The performance of the proposed approach was compared with those of the LMS, CMA, MCMA, and CMA-SDD butterfly equalizers under several values of PMD. All simulations were performed with the Optisystem Design Tool, focusing on a 40 km single-mode fiber DCI application with DP-256QAM and 56 Gbaud per polarization.

The proposed butterfly architecture proved to be robust under several PMD dispersion values, achieving lower penalties and overall better performances when compared with the CMA, MCMA, and CMA-SDD butterfly equalizers. For $\bar{\tau}/l = 1$ ps/km, the NCBE presented a BER penalty of only 1.0 dB with respect to the back-to-back configuration, whereas the CMA, MCMA, and CMA-SDD presented penalties around 10.0 dB, 5.0 dB, and 1.3 dB, respectively. Under the higher relative dispersion of $\bar{\tau}/l = 8$ ps/km, the NCBE has its power penalty increased to 2.0 dB, whereas the CMA, MCMA, and CMA-SDD have their penalties increased to approximately 15.0 dB, 9.0 dB, and 2.2 dB, respectively. Also, while the LMS is not able to operate for relative dispersions greater than its filter length (without increasing the computational complexity), the NCBE is able to function up to a relative dispersion twice as large as its filter length.
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