UNIFORM, LOCALIZED ASYMPTOTICS FOR SUB-RIEMANNIAN HEAT KERNELS AND DIFFUSIONS

ROBERT W. NEEL AND LUDOVIC SACCHELLI

Abstract. We show how Molchanov’s method provides a systematic approach to determining the small-time asymptotics of the heat kernel on a sub-Riemannian manifold away from any abnormal minimizers. The expansion is closely connected to the structure of the minimizing geodesics between two points. If the normal form of the exponential map at the minimal geodesics between two points is sufficiently explicit, a complete asymptotic expansion of the heat kernel can, in principle, be given. (But one can also exhibit metrics for which the exponential map is quite degenerate, so that even giving the leading term of the expansion seems doubtful.) In a different direction, we have uniform bounds on the heat kernel and its derivatives over any compact set with no abnormals, in an inherently local way.

The method extends naturally to logarithmic derivatives of the heat kernel, which are closely related to the law of large numbers for the corresponding bridge process. This allows for a general treatment of the small-time behavior of the bridge process on the cut locus, as well as the determination of the limiting measure of the bridge process if the normal form of the exponential map at the minimal geodesics between two points is sufficiently explicit. Further, we give an expression for the leading term of the logarithmic derivative of the heat kernel, of any order, as a cumulant of geometrically natural random variables and a characterization of the cut locus in terms of the blow-up of the logarithmic second derivative of the heat kernel. This method also provides uniform, local estimates of the logarithmic derivatives.
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1. Introduction

Small-time heat kernel asymptotics, and a variety of related matters, have a long history and a substantial literature, as we (partially) outline below. The object of this paper is to give a systematic development on general sub-Riemannian manifolds of a method originally due to Molchanov [41], on Riemannian manifolds, to determine heat kernel asymptotics at points in the cut locus by “gluing together” the asymptotics at non-cut points, and to apply this method to a broad spectrum of asymptotic questions. Most of our results are new in the sub-Riemannian context, and a couple are also, to the best of our knowledge, new in the Riemannian case as well. In this section, we state many of our main results, to give an indication of their nature and range. However, a number of interesting results are left to the body of the paper, since including all of them here would be too unwieldy.

1.1. Sub-Laplacians and heat kernels. Let $M$ be smooth (connected) manifold of dimension $d$, and let $\mu$ be a smooth volume on $M$. That is, $\mu$ is a measure on $M$ such that, in any (smooth) local coordinates $(u_1, \ldots, u_d)$ on a coordinate patch $U$, $\mu|_U$ has smooth, non-vanishing density with respect to Lebesgue measure $du_1 \cdots du_d$ on $U$. The most efficient way to proceed is to introduce the sub-Laplacian and the sub-Riemannian metric together. We let $\Delta$ be a smooth, second-order differential operator on $M$ such that any point is contained in a coordinate patch $U$ on which

$$\Delta = \sum_{i=1}^{k} Z_i^2 + Z_0$$

where $Z_0, Z_1, \ldots, Z_k$ are smooth vector fields and $Z_1, \ldots, Z_k$ are bracket-generating (this is the strong Hörmander condition). In this situation, $\Delta$ induces a sub-Riemannian structure on $M$, which corresponds to the Carnot-Carathéodory distance in the older PDE literature. In the case where the distribution is of constant rank $k$ on $U$, with $2 \leq k \leq d$, we can choose the $Z_1, \ldots, Z_k$ in Equation (1) to be an orthonormal basis for the distribution at each point of $U$. That is, the span of $Z_1, \ldots, Z_k$ gives the distribution at each point, and the orthonormality induces an inner product on the distribution. The formalism to accommodate the rank-varying case is more elaborate, and we refer to Chapter 3 of [2] for a rigorous treatment of the construction of a sub-Riemannian structure from the principal part of $\Delta$. Nonetheless, for the purposes of this paper, the distribution and the inner product on it are not directly referenced; rather, the induced distance $d(\cdot, \cdot)$ and the structure of distance-minimizing curves are the central objects. In particular, the Chow-Rashevskii theorem shows that the distance between any two points of $M$ is finite and $(M, d)$ is a metric space such that the metric topology agrees with the topology of $M$. Moreover, one version of the Hopf-Rinow theorem for sub-Riemannian manifolds gives that if $(M, d)$ is complete as a metric space, there exists a minimizing curve between any two points of $M$ and that $M$ is geodesically complete. (Again, we take [2] as the canonical reference for the basic results of sub-Riemannian geometry.)

We assume that $M$ is complete (although our localization result allows us to treat some compact subsets of incomplete manifolds, as addressed below), and so in particular, $M$ is a $d$-dimensional complete sub-Riemannian manifold equipped with a smooth volume and a sub-Laplacian, in the above sense. Turning back to the operator $\Delta$, the corresponding diffusion $X_t$ is given by the Stratonovich SDE

$$dX_t = \sqrt{2} \sum_{i=1}^{k} Z_i(X_t) \circ dW_i^t + Z_0(X_t) \, dt$$

where the $W_i^t$ are independent, standard Brownian motions. Starting from $X_0 = x$, this diffusion has a transition density $p_t(x, y)$ with respect to $\mu$, which is smooth for $(t, x, y) \in (0, \infty) \times M \times M$ by the
celebrated Hörmander theorem. (Note that we adopt the analyst’s convention of using $\Delta$ rather than $(1/2)\Delta$ as the infinitesimal generator of $X_t$, and thus the SDE requires the $\sqrt{2}$-factor. The difference simply amounts to rescaling $t$ by a factor of 2.) We do not assume that $p_t(x, y)$ is symmetric, although that is an important special case, and we will refer to the situation when, in addition to the above, $p_t(x, y)$ is symmetric simply as the symmetric case. Note that this includes the most important type of sub-Laplacian in sub-Riemannian geometry, namely the case when $\Delta$ is given as the $\mu$-divergence of the horizontal gradient (which generalizes the fact that on a Riemannian manifold, the Laplace-Beltrami operator can be written as the divergence of the gradient). The small-time asymptotics of $p_t(x, y)$ are a central topic for us.

We note that, in the Riemannian case, sub-Laplacians are exactly operators of the form $\Delta + Z_0$, where here $\Delta$ is the Laplace-Beltrami operator and $Z_0$ is a smooth vector field. Thus the heat kernels we consider in the Riemannian regime are more general than the standard heat kernel (corresponding to $Z_0 \equiv 0$). When giving results specifically for the Riemannian case, we will abuse the notation slightly and write the sub-Laplacian as $\Delta + Z_0$.

In sub-Riemannian geometry, extremal curves, by which we mean critical points of the distance function, can be normal or abnormal (or both). The Molchanov method is effective for pairs of points such that all minimizing geodesics are strongly normal (meaning no non-trivial subsegment is abnormal). In the properly sub-Riemannian situation, that is, not (locally) a Riemannian manifold, the trivial geodesic is only defined up to the singular set, and the method does not apply on the diagonal. For broad classes of sub-Riemannian manifolds, such as contact manifolds, there are no non-trivial abnormalities, in which case the diagonal is the only place where the method is ineffective. Of course, on-diagonal heat kernel asymptotics are a natural object of study (see \cite{10}, for a sub-Riemannian example), but this requires other approaches (frequently perturbation methods). Interpolating between the diagonal and off-diagonal asymptotics, say, to derive “good” uniform bounds on the heat kernel in small time, is in general a hard problem. For the case of the Heisenberg group and more general H-type groups, see \cite{23} and \cite{38}. In the Riemannian case, there are no abnormalities, so the method applies everywhere, including the diagonal.

There are situations where, for more specialized sub-Riemannian structures, one can find expressions for the heat kernel that allow the small-time asymptotics to be extracted in an explicit way. For example, for left-invariant structures on Lie groups, generalized Fourier transforms can be used, as developed in \cite{5}. The sub-Riemannian model spaces are especially well studied and have a large literature, but we mention \cite{16} and \cite{15} as two examples of explicit computation of the heat kernel and its small-time asymptotics on such spaces.

On the other hand, there are sub-Riemannian (and sub-Riemannian-adjacent) situations that go beyond this framework. For example, the Grushin plane is a sub-Riemannian structure, but the most natural Laplacian to put on it is only defined up to the singular set, and the first order term blows up as the singular set is approached. Thus this is not a smooth sub-Laplacian, and indeed, the Léandre asymptotics fail dramatically. For recent work in this direction on Grushin and related structures, see \cite{21} \cite{20} \cite{26} \cite{25}.

1.2. Asymptotics for the heat kernel. In the first part of this paper, we rigorously establish the Molchanov method on general sub-Riemannian manifolds (not necessarily compact, and in principle not even complete, as explained below), show that it applies to derivatives of the heat kernel as well as the heat kernel itself, give the corresponding uniform bounds, and show that Molchanov’s method supports complete asymptotic expansions for both the heat kernel and its derivatives. This direction itself requires several steps, and touches upon some related directions, which we now describe in more detail.

In what follows, $(Z_1, \ldots, Z_m)$ denote an arbitrary family of smooth vector fields on $M$ such that at each point $x \in M$, $(Z_1(x), \ldots, Z_m(x))$ spans the whole tangent space $T_x M$. We call multi-index any finite (and possibly empty) sequence of integers $\alpha \in \{1, \ldots, m\}^k$, with $k \in \mathbb{N}$. Then for any smooth function $f : M \to \mathbb{R}$, we denote

$$Z^\alpha f = Z_{\alpha_k} \circ Z_{\alpha_{k-1}} \circ \cdots \circ Z_{\alpha_1} f.$$
If $\alpha = \emptyset$, we intend that $Z^\alpha f = f$. For $g : M^2 \to \mathbb{R}$, $Z^\alpha g(x, y)$ and $Z^\alpha g(x, y)$ denote the derivatives with respect to the first and second space variable, respectively.

The Molchanov method has three ingredients. One is the Chapman-Kolmogorov equation (or the Markov property of the diffusion). The other two are a "coarse" estimate valid globally and a "fine" estimate valid away from the cut locus. In the sub-Riemannian case, the coarse estimate is essentially due to Léandre [36, 37]. For a sub-Riemannian structure on $\mathbb{R}^d$ given by smooth, bounded vector fields with bounded derivatives of all orders, he proved that

$$\lim_{t \searrow 0} -4t \log p_t(x, y) = d^2(x, y)$$

and

$$\limsup_{t \searrow 0} 4t \log \left( \left| \frac{\partial^\alpha}{\partial y^\alpha} p_t(x, y) \right| \right) \leq -d^2(x, y)$$

for any multi-index $\alpha$, uniformly on compacts. (And note that these asymptotics holds without regard to abnormals or the cut locus.) The fine estimate is essentially due to Ben Arous [19]. For the same sub-Riemannian structures as Léandre, he proved that there are smooth functions $c_i(x, y)$ with $c_0(x, y) > 0$ such that, for any $N$,

$$p_t(x, y) = t^{-d/2} e^{-\frac{d(x, y)^2}{4t}} \left( \sum_{k=0}^{N} c_k(x, y) t^k + t^{N+1} r_{N+1}(t, x, y) \right)$$

where $r_{N+1}$ is an appropriate remainder term, uniformly on compact subsets of $M \times M$ that avoid the cut locus (and abnormals, including the diagonal). Further, this expansion can be differentiated as many times as desired in $t, x$, and $y$. Note that both Léandre and Ben Arous used the Euclidean volume to define their heat kernel, but it is an exercise in using the product rule to show that if either result holds for one smooth volume, then it holds for any smooth volume.

In reviewing the above results, not to mention those that follow, one might note that the first-order part (or sub-symbol) of the sub-Laplacian is relatively unimportant in the form of the expansion, as is the choice of smooth volume. Indeed, the distance function, and thus the minimal geodesics, cut locus, etc, depend solely on the principal symbol of the sub-Laplacian. The first-order term and the choice of volume only affect the constants $c_k$ in the Ben Arous expansion, which are given by transport equations. This is unsurprising– if the first order part lies in the distribution, one can think of it as contributing a Girsanov factor, and more generally, its effect is negligible at distant points in small time. Similarly, changing the smooth volume multiplies $p_t$ by a smooth, non-vanishing function. In the Riemannian case, where we write the operator as $\Delta + Z_0$ and use the Riemannian volume, the effect of $Z_0$ relative to the “standard” $Z_0 = 0$ case can be explicitly isolated as an action term, as can be found in the original paper of Molchanov [11] (and continuing into some of the other references mentioned). Here we follow Ben Arous and allow the $c_i$ to account for matters.

Our first task is to establish Léandre asymptotics for $p_t$ and its derivatives on a general sub-Riemannian manifold, along with natural localization results. These results go hand-in-hand. Indeed, the principle of “not feeling the boundary” was invoked in [11] (without proof). That the heat kernel on a general (complete) sub-Riemannian manifold satisfies the Léandre and Ben Arous asymptotics has been something of a folk theorem, alluded to in the literature used without elaboration in [13, 11, 12], for example. A general localization result was proven in [28], showing that any diffusion on a manifold satisfying Léandre asymptotics for $p_t$ itself on compacts has the property that the asymptotics of $p_t$ are local. A quick (one sentence) reference is made to Léandre’s result on sub-Riemannian manifolds, but one should not be too casual here. Proving that the Léandre asymptotics hold on a general manifold in the first place uses localization, so a careless approach ends up being circular. (The resolution is to build-up the result in stages, a version of which we carry out.) A similarly brief reference to localizing Léandre asymptotics (for $p_t$) on possibly incomplete sub-Riemannian manifolds is given in [32], which explicitly treats the Riemannian case. (Again, all the basic tools of the proof are present, such as exit time estimates for small balls, but no explicit argument is given. Also, the theorems are all stated for Riemannian manifolds, so the idea of extending to the sub-Riemannian case appears to have been somewhat buried. In fact, the idea of adapting the Riemannian arguments to the sub-Riemannian...
case is already suggested by Azencott [6], but this preceded the work of Léandre. Recently, Ballieu and Norris [9] gave a rigorous proof of the Léandre asymptotics for $p_t$ itself on a possibly incomplete sub-Riemannian manifold. Their primary focus is working with incomplete manifolds, and especially establishing a best-possible localization result, in terms of the distance to infinity, under the additional assumption of a “sector condition.” For this reason, they employ considerable analytic machinery (such as volume doubling estimates, a local Poincare inequality, a parabolic mean-value inequality, etc.), and it is not clear that these extend to derivatives of the heat kernel.

As indicated above, here we give an argument along the lines of [28], showing that the Léandre asymptotics are “self-localizing,” in the sense that establishing both localization and the Léandre asymptotics on a general sub-Riemannian manifold uses only the previous result of Léandre and basic stochastic considerations. Namely, we have

**Theorem 1.** Let $M$ be a complete sub-Riemannian manifold with a smooth volume $\mu$ and a smooth sub-Laplacian $\Delta$, and let $p_t(x, y)$ be the corresponding heat kernel. Then for any compact $K \subset M$ and $\varepsilon > 0$, let $K'$ be a compact such that $K \subset K'$ and $d(K, \partial K') > \frac{1}{2}\text{diam}(K) + \varepsilon$. If $p_t^{K'}$ is the heat kernel on $K'$ with Dirichlet boundary conditions, then for any $x, y \in K$, and any multi-index $\alpha$,

$$p_t(x, y) = p_t^{K'}(x, y) + O\left(\exp\left(-\frac{(\text{diam}(K) + \varepsilon)^2}{4t}\right)\right)$$

and

$$\left| Z_\alpha^{p_t}(x, y) - Z_\alpha^{p_t^{K'}}(x, y) \right| = O\left(\exp\left(-\frac{(\text{diam}(K) + \varepsilon)^2}{4t}\right)\right),$$

where the “big-O” terms are uniform in such $x$ and $y$ and the implicit constants can be taken to depend only on the restriction of the structure to a neighborhood of $K'$.

Also, for any $x, y \in K'$,

$$\limsup_{t \downarrow 0} 4t \log p_t^{K'}(x, y) \leq -d^2(x, y)$$

uniformly in such $x, y$, and if $y \in K$, for any multi-index $\alpha$,

$$\limsup_{t \downarrow 0} 4t \log \left(\left| Z_\alpha^{p_t^{K'}}(x, y) \right|\right) \leq -d^2(x, y)$$

uniformly in such $x, y$.

Finally, for $x, y \in K$,

$$\lim_{t \downarrow 0} 4t \log p_t^{K'}(x, y) = -d^2(x, y),$$

uniformly in $x, y$.

Note that, in contrast to the work just mentioned, we establish both localization and the Léandre asymptotics not only for $p_t$ itself, but also for its derivatives (in $y$), thus extending Léandre’s original result fully. This is interesting in its own right, but moreover, having bounds on the derivatives of the heat kernel is needed to apply Molchanov’s method to heat kernel derivatives and also to study logarithmic derivatives of the heat kernel. While it is not our primary focus, localization implies that all of our results hold on an incomplete manifold under a standard condition to the distance to infinity (see Remark 13). Also, in light of the Ben Arous expansion one might wonder about taking derivatives in $t$ and $x$ as well. This is more complicated. Time derivatives are generally accessible by using the forward Kolmogorov (Fokker-Planck) equation to replace them with spatial derivatives. However, it turns out that, in the symmetric case, time derivatives can be controlled in a way that is compatible with the Molchanov method, and this allows for lower bounds on pure time derivatives, as we see in a moment. This is an interesting phenomenon for the most important special case, so we pursue it in what follows.

Thus, with Theorem 1 in hand, we similarly show that the Ben Arous asymptotics hold on a general sub-Riemannian manifold. Similar to the situation described above for the Léandre asymptotics, though less widely considered, this expansion, for the heat kernel itself, was assumed to generalize in earlier works, but here we make this rigorous. More precisely, we have the following.
Definition 2. A geodesic $\gamma: [0, T] \to M$ is said to be strongly normal if for every $[s, t] \in [0, T]$, $\gamma_{[s, t]}$ is not abnormal. Then the critical set $C$ in $M^2$ is the set of pairs of points $(x, y)$ such that either

- There exists multiple length minimizing curves joining $x$ and $y$.
- The unique geodesic joining $x$ and $y$ is conjugate.
- The unique geodesic joining $x$ and $y$ is not strongly normal. Crucially, if $M$ is properly sub-Riemannian, this includes points on the diagonal, such that $x = y$, but not if $M$ is Riemannian.

Theorem 3 (Uniform Ben Arous expansions). For any multi-index $\alpha$, and $l$ a non-negative integer in the symmetric case and 0 otherwise, there exist sequences of smooth functions $c_k : M^2 \setminus C \to \mathbb{R}$, $r_k : \mathbb{R}^+ \times M^2 \setminus C \to \mathbb{R}$, $k \in \mathbb{N}$, such that for all $n \in \mathbb{N}$, for all $(x, y) \in M^2 \setminus C$, for all $t \in \mathbb{R}^+$

$$\partial_t^l Z_x^\alpha p_t(x, y) = t^{-(|\alpha|+2l+d/2)} e^{-\frac{d(x,y)^2}{4t}} \left( \sum_{k=0}^N c_k(x,y)t^k + t^{n+1}r_{n+1}(t,x,y) \right).$$

For any compact $K \subset M^2 \setminus C$, $l'$ which is any non-negative integer in the symmetric case and 0 otherwise, and any multi-index $\alpha'$, there exists $t_0$ such that

$$\sup_{0 < t < t_0} \sup_{(x,y) \in K} |\partial_{l'}^\alpha Z_y r_{n+1}(t, x, y)| < \infty.$$

Additionally, if $\alpha = 0$, then $c_0(x, y) > 0$ on $M^2 \setminus C$.

Note that this is not the complete generalization of the original Ben Arous expansion; here we don’t allow derivatives the $x$ or $t$ variables in general, whereas that was allowed in [19]. Even in the symmetric case (where $y$-derivatives can also be replaced by $x$-derivatives by symmetry), we don’t allow the mixing of $x$- and $y$-derivatives. Indeed, it isn’t obvious whether or not one should expect such results without some global control of the geometry.

We next establish the general formula for the heat kernel asymptotics, valid at the non-abnormal cut locus, coming from Molchanov’s method. The method is based on gluing together two copies of the Ben Arous expansion. For any two points $x, y \in M$, we denote by $\Gamma(x, y)$ the midpoint set of $(x, y)$, that is the set of points $z$ that lay at the midpoint of length minimizing curves between $x$ and $y$:

$$\Gamma(x, y) = \left\{ z \in M \mid d(x, z) = d(z, y) = \frac{d(x, y)}{2} \right\}.$$ 

For any $\varepsilon > 0$, we set

$$\Gamma_\varepsilon(x, y) = \left\{ z \in M \mid d(x, z) \leq \frac{d(x, y) + \varepsilon}{2} \text{ and } d(y, z) \leq \frac{d(x, y) + \varepsilon}{2} \right\}.$$

When the context is clear, we traditionally write $\Gamma$ and $\Gamma_\varepsilon$ instead of $\Gamma(x, y)$ and $\Gamma_\varepsilon(x, y)$. For any pair $(x, y) \in M^2$, we denote by

$$h_{x,y} = \frac{1}{2} (d(x, \cdot)^2 + d(y, \cdot)^2)$$

the hinged energy functional. Again, let $l$ be any non-negative integer in the symmetric case and 0 in the general case, and let $\alpha$ be any multi-index, Now let $\Sigma^{l, \alpha} : \mathbb{R}^+ \times M^2 \setminus C \to \mathbb{R}$ be the Taylor expansion type factor in the Ben Arous expansion of the heat kernel. That is, $\Sigma^{l, \alpha}$ is the smooth function such that

$$\Sigma^{l, \alpha}(x, y) = t^{(|\alpha|+2l+d/2)} e^{\frac{d(x,y)^2}{4t}} \partial_t^l Z_y^\alpha p_t(x, y).$$

Corollary 4. Let $K$ be a compact subset of $M^2 \setminus D$ such that all minimizers between pairs $(x, y) \in K$ are strongly normal. Then for any $\varepsilon > 0$ small enough, we have uniformly on $\mathbb{R}^+ \times K$, for all $(t, x, y) \in \mathbb{R}^+ \times K$

$$\partial_t^l Z_y^\alpha p_t(x, y) = \left( \frac{2}{t} \right)^{|\alpha|+2l+d} \int_{\Gamma_\varepsilon} e^{-\frac{h_{x,y}(z)}{t}} \Phi(t/2, x, y, z) \, d\mu(z) + O \left( e^{-\frac{d(x,y)^2}{4t}} \right).$$
with
\[ \Phi(t/2, x, y, z) = \sum_{j=0}^{l} \binom{l}{j} \sum_{\ell/2}^{j,0}(x,z) \sum_{\ell/2}^{k,j,\alpha}(x,z). \]

It turns out that, because the behavior of the exponential map away from the cut locus is qualitatively the same in sub-Riemannian as in Riemannian geometry, the resulting formula is structurally the same, giving the heat kernel via the Laplace asymptotics of a geometrically-motivated integral, namely a Laplace integral with phase \( h_{x,y} \). The proof, however, requires working with sub-Riemannian formalism: accounting for the possibility of abnormal minimizers, defining the exponential map on terms of the Hamiltonian flow on the co-tangent space, and so on. This parallels the fact that the Ben Arous asymptotics on a sub-Riemannian manifold directly generalize the classical Minakshishundaram-Pleijel asymptotics on a Riemannian manifold, but requires additional work to prove. Given this, the asymptotics of heat kernel are determined by the theory of the asymptotics of Laplace integrals, which is a well-developed subject in its own right.

The application of this theory to Riemannian heat kernel asymptotics began with [41] and was systematically developed in [18], though only the leading term of the expansion for \( p_t \) itself was considered. In [13, 11, 12], the analogous sub-Riemannian situation was considered, including the relationship of the leading term to the geodesic geometry. Here we show that one can always bound the leading term, leading to two-sided estimates on the heat kernel itself, and to upper bounds on its derivatives, uniformly on compacts. These uniform bounds on the heat kernel, in the compact Riemannian case, are discussed in Chapter 5 of [30]. More recently, Ludewig [40] extended the upper bound to any number of simultaneous derivatives in \( x, y, \) and \( t \) for formally self-adjoint Laplace-type operators acting on a vector bundle over a compact Riemannian manifold. This was based on wave parametrix techniques, and, as above it isn’t clear whether or not one should expect such results in a more general context. In the present situation, we have the following.

**Proposition 5.** Let \( K \) be a compact subset of \( M^2 \setminus D \) such that all minimizers between pairs \((x,y) \in K\) are strongly normal. Then for \( l \) any non-negative integer in the symmetric case and 0 otherwise, and any multi-index \( \alpha \), there exists \( C > 0 \) such that for all \((x,y) \in K\),
\[ \partial_t^l Z_y^\alpha p_t(x,y) \leq \frac{C}{t^{|\alpha|+2l+d-1/2}} e^{-\frac{d(x,y)^2}{4t}}. \]
In the case \( \alpha = 0 \) there also exists \( C' > 0 \) such that for all \((x,y) \in K\),
\[ \frac{C'}{t^{2l+d/2}} e^{-\frac{d(x,y)^2}{8t}} \leq \partial_t^l p_t(x,y). \]

More recently, there has been interest in “complete” expansions, meaning expansions to arbitrary order in \( t \), not simply the leading term. For example, [34] uses a distributional form of Malliavin calculus, due to Watanabe, to give (potentially) complete expansions of the heat kernel on the sub-Riemannian cut locus, under some stochastically-motivated assumptions, while [39, 40] uses wave parametrix techniques to, among other things, give (potentially) complete expansions of the heat kernel of a self-adjoint Laplace-type operator acting on a vector bundle over a compact Riemannian manifold. Here, it is important to note that writing the heat kernel asymptotics in terms of a Laplace integral, which all of these approaches do, in one way or another, to obtain a complete expansion or even an exact leading term, is only possible if the asymptotics of the integral can be explicitly determined. If the hinged energy functional is real analytic in some coordinates, then the general theory of Laplace asymptotics, as developed by Arnold and collaborators [3] guarantees an expansion in rational powers of \( t \) and integer powers of \( \log t \). But in the general smooth case, one can have situations in which this theory does not apply, and where even the leading order appears not to be known. We observe that Corollary 1 supports complete expansions, and illustrate by giving them in two typical cases, when \( h_{x,y} \) has \( A \)-type singularities and when it is Morse-Bott, in Sections 4.1 and 4.2.

In the Riemannian context, C. Bellaïche [18] discusses the possibility of non-analytic hinged energy functions and the resulting breakdown in computing the asymptotics of the Laplace integral. This
paper, however, seems not to be widely known, and the work on complete expansions just mentioned only explicitly considers the Morse-Bott case (as does the earlier work of [35]). Constructing a Riemannian metric realizing such non-analytic hinged energy functions (and more generally, arbitrary normal forms), was considered by A. Bellaïche [17], who stated the existence of such Riemannian metrics as a theorem and briefly sketched a construction. Here, we provide complete details of the proof and also consider the properly sub-Riemannian case. That is, in constructing a sub-Riemannian metric with prescribed singularities for the hinged energy function, one must take into account the constraint imposed by the distribution, and in principle one might wonder if that is an obstruction to constructing an arbitrary singularity. Given that there are an infinite number of possible growth vectors, addressing all of them is impractical, but we show that for contact manifolds (which is the most widely-studied class of sub-Riemannian manifolds), a similar construction is possible. (Other possible growth vectors are left to the interested and suitably intrepid reader.) These results are the content of Section 4.3. This indicates that properly sub-Riemannian manifolds exhibit the same diversity of possible singularities as Riemannian manifolds. (The generic situation in low dimensions is another story, for which one can see [11].)

### 1.3. Asymptotics for log-derivatives and bridges.

In the second part of the paper, we turn to the asymptotics of logarithmic derivatives of the heat kernel and to the law of large numbers for the Brownian bridge, which are closely related and accessible to a natural modification of Molchanov’s method. Probabilistically, this is corresponds to considering the bridge process, rather than the underlying diffusion itself.

We express the leading term of the $n$th logarithmic derivative is given as an $n$th-order joint cumulant. In particular, we can define a family of probability measures $m_t$ on $\Gamma_x$ in terms of a ratio of Laplace integrals, see Equation (20), which are sub-sequentially compact, see Theorem 36. In terms of the $m_t$, we have the following expression for the log-derivatives of $p_t$.

**Theorem 6.** Let $x$ and $y$ be such that all minimal geodesics from $x$ to $y$ are strongly normal, and let $Z^1, \ldots, Z^N$ be smooth vector fields in a neighborhood of $y$ (so that we understand that they act as differential operators in the $y$-variable). Then

$$Z^N \cdots Z^1 \log p_t(x,y) = \left( -\frac{1}{t} \right)^N \left\{ \kappa_{m^*} (d(\cdot,y)Z^1d(\cdot,y), \ldots, d(\cdot,y)Z^N d(\cdot,y)) + O(t) \right\},$$

where $\kappa_{m^*}$ is the joint cumulant (of $N$ random variables) with respect to $m_t$.

The logarithmic gradient and logarithmic Hessian for compact Riemannian manifolds were treated in [32], but the higher-order derivatives are new even in the Riemannian case. Moreover, we show that the (non-abnormal) cut locus is characterized by the blow up of the logarithmic Hessian, which was proven in the Riemannian case in [32]; we also note that the proof presented here is much improved over that of [32]. This is a differential analogue of the recent result of [14] showing that the cut locus is characterized by the square of the distance failing to be semi-convex. We have the following (see Section 5.2 for definitions and further details).

**Corollary 7.** Let $x$ and $y$ be such that all minimal geodesics from $x$ to $y$ are strongly normal, and let $Z$ be a set of vector fields on a neighborhood of $y$ which is $C^1$-bounded and such that $Z|_{T_xM}$ contains a neighborhood of the origin. Then $y \not\in \text{Cut}(x)$ if and only if

$$\limsup_{t \searrow 0} \left[ \sup_{Z \in Z} t |Z_pZ_y \log p_t(x,y)| \right] < \infty$$

and $y \in \text{Cut}(x)$ if and only if

$$\lim_{t \searrow 0} \left[ \sup_{Z \in Z} t Z_yZ_y \log p_t(x,y) \right] = \infty$$

Because of the uniformity of our approach (on compacts), as a consequence of the above, we obtain bounds on the logarithmic derivatives on compacts (disjoint from any abnormals), which in turn imply bounds on derivatives of the heat kernel itself. These bounds were proven in the case of compact...
Riemannian manifolds by [29] and [44], via stochastic analysis. In the properly sub-Riemannian case, we our compact must avoid the diagonal, so the distance function doesn’t explicitly appear; compare Theorem [41] with Equation (31) and Theorem [42].

Finally, we consider the small-time asymptotics of the bridge process, in particular, the law of large numbers. The law of large numbers in the sub-Riemannian case when there is a single minimizer between $x$ and $y$ was established in [9]; note that this includes the possibility that the minimizer is abnormal. (Such convergence to a point mass causes one to wonder about a central limit theorem result for the fluctuations, which they pursue in [8] for the case of a non-conjugate geodesic. For an on-diagonal central limit theorem, see [27].) The uniform version of this result serves as the basic ingredient in Molchanov’s method, and we see that the small-time limit of the bridge process is also governed by the $m_t$. Let $\mu_{x,y,t}$ be the natural renormalized measure on pathspace of the bridge process from $x$ to $y$ in time $t$, and if $m_0$ is a probability measure on $\Gamma$, let $\tilde{m}_0$ denote its natural lift to pathspace (see Section 6 for details).

**Theorem 8.** Let $x,y \in M$ be such that all minimizers from $x$ to $y$ are strongly normal. Then for any sequences of times $t_n \to 0$, $\mu_{x,y,t_n}$ converges if and only if $m_{t_n}$ does, and if so, letting $m_0$ denote the limit of $m_{t_n}$, we have $\mu_{x,y,t_n} \to \tilde{m}_0$.

The Riemannian version of this result (and the one below) was established in [31] using a large deviation principle. Similar large deviation principles were recently given for sub-Riemannian manifolds by Bailleul [7] and Inahama [33], but a large of large numbers was not addressed (beyond this single minimizer case as discussed above). Our approach circumvents direct use of large deviations.

In the real-analytic case, the support of the limiting measure arising in the law of large numbers can be described. In particular, in this case, one can quantify the degree of degeneracy of $h_{x,y}$ at any point $z \in \Gamma$, which by extension we think of as the degree of degeneracy of the exponential map. There is a closed, non-empty subset $\Gamma^m$ of $\Gamma$ which corresponds to those points of “maximum degeneracy.” Then we have the following improvement to the law of large numbers.

**Theorem 9.** Let $x$ and $y$ be such that all minimizers between them are strongly normal, and suppose that around any point of $\Gamma$ there is a coordinate chart such that $h_{x,y}$ is real-analytic in these coordinates. (In particular, this holds if $M$ itself is real-analytic.) Then $m_t$ converges to a limit $m_0$ as $t \searrow 0$, and the support of $m_0$ is exactly $\Gamma^m$. Further, the bridge measure $\mu_{x,y,t}$ converges to $\tilde{m}_0$ as $t \searrow 0$.

Finally, the limiting measure can be concretely determined in cases where the exponential map has a simple normal form, analogously to what we see for the asymptotic expansion of the heat kernel itself, and we treat the cases when $h_{x,y}$ has $A$-type singularities and when it is Morse-Bott in Sections 6.3 and 6.4.

1.4. **Acknowledgements.** The first author thanks Ismael Bailleul and Karen Habermann for helpful discussions about the law of large numbers and Ugo Boscain for advice on sub-Riemannian technicalities (of which there are many). This work was partially supported by a grant from the Simons Foundation (#524713 to Robert Neel). This research was partially funded by the French Grant ANR ODISSE (ANR-19-CE48-0004-01).

2. Localization and Léandre asymptotics

For clarity in the arguments, we note that Léandre asymptotics for $p_t$ means we can write

$$p_t(x, y) = \exp \left[ -\frac{d^2(x, y) + a_{x,y}(t)}{4t} \right]$$

where $a_{x,y}(t)$ goes to 0 uniformly with $t$ for any $x, y$ in an appropriate compact. A similar bound applies to derivatives of $p_t$.

We first state two basic facts as lemmas.
Lemma 10. For some $n$, consider the function $\sum_{i=1}^{n} \frac{d_i^2}{t_i}$ on the “double simplex” $d_i \geq 0$, $\sum d_i = D$ and $t_i \geq 0$, $\sum t_i = T$. The minimum of this function is $\frac{D^2}{4T}$, achieved on the set $\left\{ \frac{d_i}{t_i} = \frac{d_j}{t_j} \text{ for all } 1 \leq i, j \leq n \right\}$.

In particular, if we fix the $t_i$, there is a unique choice of the $d_i$ minimizing this function, and vice versa. Also, note the minimum does not depend on $n$.

The proof is an exercise in calculus, so we omit it. The next lemma is taken from [12]; see Lemma 21 and note that “geodesic” there refers to any length-minimizing curve and that $h_{x,y}(z) = \frac{1}{2} \left( d^2(x, z) + d^2(z, y) \right)$.

Lemma 11. For fixed $x$ and $y$ in $M$, consider $d^2(x, z) + d^2(z, y)$ as a function of $z \in M$. Then the function’s minimum is $\frac{1}{2} d^2(x, y)$, achieved exactly at a closed set of points $z$ with $d(x, z) = d(z, y) = \frac{1}{2} d(x, y)$. Further, such $z$ are exactly the midpoints of length-minimizing curves from $x$ to $y$, and thus there is always at least one $z$ achieving this minimum.

In what follows, we will work in the following situation (see Figure 1). Choose some $\varepsilon > 0$. Let $K$ be a compact subset of $M$, let $K'$ be a compact with $K \subset K'$ and $d(K, \partial K') > \frac{1}{4} \text{diam}(K) + \varepsilon$, and let $K''$ be a compact with $K' \subset K''$ and $d(K', \partial K'') > \varepsilon$. (This is always possible by the fact that $M$ is complete. Note that we allow the possibility that $K = K' = K''$ if $M$ itself is compact, in which case $K$ has no boundary so that all of the distances above are infinite and the inequalities are trivially satisfied.) Here, $K''$ plays the role of $K'$ in Theorem 11 (with $\varepsilon$ replaced by $2\varepsilon$), and we will prove the theorem with this change in notation.

Relative to such sets, we define the following families of stopping times for the diffusion $X_t$ started from $x \in K'$. Let $\tau_i^x$ be the first time the process hits $\partial K''$, and let $\tau_1^x$ be the first hitting time of $\partial K'$ after $\tau_i^x$. We then continue recursively, with $\tau_i^x$ being the first hitting time of $\partial K''$ after $\tau_{i-1}^x$ and $\tau_i^x$ the first hitting time of $K'$ after $\tau_i^x$. By path continuity, for any $t > 0$, only finitely many of the $\tau_i^x$ and $\tau_i^x$ can be less than or equal to $t$. Next, choose any $\rho > 0$. Let $\tau_{0,1}$ be the first time $X_t$ moves distance $\rho$ from its starting point (that is, the first hitting time of the boundary of $B(x, \rho)$), before $\tau_i^x$. Then let $\tau_{0,2}$ be the first time $X_t$ moves distance $\rho$ from $X_{\tau_{0,1}}$, and so on, with $\tau_{i,j}$ being the first time $X_t$ moves distance $\rho$ from $X_{\tau_{i-1,j}}$. Similarly, let $\tau_{1,1}$ be the first time after $\tau_i^x$ the process moves distance $\rho$ before $\tau_{2,1}$, and so on, to define $\tau_{i,j}$ for all $i$ and $j$ as the $j$th time the process moves distance $\rho$ since $\tau_i^x$ before $\tau_{i+1}^x$. Again by path continuity, for any $t > 0$, only finitely many of the $\tau_{i,j}$ can be less than or equal to $t$.

Similarly, let $K$ be compact, let $K'$ be a compact subset of $K'$ with $K \subset K'$, and let $d(K, \partial K') > \varepsilon'$. Then we let $\sigma_{0,1}$ be the first hitting time of $K$ before $\tau_i^x$ and $\sigma_{0,1}'$ the first hitting time of $\partial K'$ after $\sigma_{0,1}$ and before $\tau_i^x$. We continue recursively, with $\sigma_{i,j}$ being the first hitting time of $K$ after $\sigma_{i-1,j}$ and before $\tau_i^x$, and $\sigma_{i,j}'$ the first hitting time of $\partial K'$ after $\sigma_{i,j}$ and before $\tau_i^x$. Let $\sigma_{i,j}$ and $\sigma_{i,j}'$ be defined in the same way, except that they are between $\tau_j^x$ and $\tau_{j+1}^x$.

The basic idea underlying the “self-localizing” property of the Léandre asymptotics is contained in the following lemma.

Lemma 12. Let $K_0 \subset M$ be compact. Then there exists $r$ such that for any $z \in K_0$, the Léandre asymptotics hold for $p_t^{B(z,r)}(x, y)$ and its $y$-derivatives with $x, y \in B(z, \frac{r}{4})$, uniformly over all such $x, y, z$. Moreover, for such an $r$, choose $\rho \in (0, r)$. Let $\tau_{x,\rho}$ be the first exit time of $X_t$ from $B(x; \rho)$, started from $x$, for $x \in K_0$. Then

$$\limsup_{t \to 0} 4t \log(\mathbb{P}(\tau_{x,\rho} \leq t)) \leq -\rho^2,$$

uniformly over such $x$.

Proof. Choose $z \in K_0$ and let $r > 0$ be such that $B(z, r)$ is a topological ball and is contained in a coordinate patch around $z$ where the sub-Riemannian structure is given by a collection of smooth vector fields (that we can assume are bounded along with all their derivatives, perhaps by taking a slightly
smaller coordinate patch). Then using a bump function, we can extend the sub-Riemannian structure on this coordinate patch to all of \( \mathbb{R}^k \), so that it is given by a finite number of smooth vector fields that are bounded along with all of their derivatives. (Note that there is no assumption that the structure has constant rank, so there is no obstruction to performing this extension.) We also extend the smooth volume \( \mu \) to all of \( \mathbb{R}^k \), in such a way that the density of \( \mu \) with respect to the Euclidean volume on \( \mathbb{R}^k \) is bounded along with all of its derivatives. The result is a sub-Riemannian structure, with sub-Laplacian and smooth volume, on \( \mathbb{R}^k \) that satisfies the hypotheses of \cite{L6} and such that \( B^{\mathbb{R}^k}(0, r) \) is isometric to \( B(z, r) \subset M \). Moreover, this structure on \( \mathbb{R}^k \) satisfies the assumptions of Léandre \cite{L6, L7} by construction, so that the Léandre asymptotics hold for this structure. For the moment, we will fix this sub-Riemannian structure on \( \mathbb{R}^k \), for simplicity, so that, for example, \( B^{\mathbb{R}^k}(0, r) \) above refers to the sub-Riemannian distance, not the usual Euclidean distance, and \( p^{\mathbb{R}^k}(x, y) \) is the heat kernel relative to this sub-Riemannian structure. Then, in reference to the above notation, for some small \( \varepsilon > 0 \), we let \( K, K', \) and \( K'' \) be the closures of \( B(z, r/4), B(z, r/2), \) and \( B(z, r) \), respectively. We let \( p^{K''}_t(x, y) \) for \( x, y \in K'' \) denote the heat kernel for \( K'' \) with Dirichlet boundary conditions, or equivalently the transition density for \( X_t \) killed at \( \partial K'' \).

Now we assume \( x \) and \( y \) are in \( K \). Then we decompose the process according to whether or not it hits \( \partial K'' \) to write

\[
p^{K}_t(x, y) = \mathbb{P}^x \left( X^{R^k}_t \in dy \text{ and } \tau''_1 \geq t \right) + \mathbb{P}^x \left( X^{R^k}_t \in dy \text{ and } \tau''_1 < t \right).
\]

(Here \( X^{R^k}_t \) refers to the associated diffusion process on \( \mathbb{R}^k \), of course, and \( \mathbb{P}^x \) to the probability of the diffusion started from \( x \).) In what follows, we adopt the convention that \( p_{t-r}(x, y) = 0 \) if \( r > t \) to avoid the need to include various indicator functions in our path decompositions.

As noted, \( p^{R^k}_t(x, y) \) satisfies \cite{L2} uniformly on \( K'' \). Then for the second term on the right-hand side, using that \( d(X_{\tau''_1}, y) > \frac{3}{4} r \), we have

\[
p^{R^k}_{t-\tau''_1}(X_{\tau''_1}, y) \leq \exp \left[ -\frac{(\frac{3}{4} r)^2 + a(t)}{4t} \right]
\]

whenever \( \tau''_1 \leq t \), independent of \( X_{\tau''_1}, y \), and particular value of \( \tau''_1 \) (and where \( a(t) \to 0 \)). Because we’re integrating with respect to a probability measure, the same estimate holds for the integral, so that

\[
0 \leq p^{R^k}_t(x, y) - p^{K''}_t(x, y) \leq \exp \left[ -\frac{(\frac{3}{4} r)^2 + a(t)}{4t} \right]
\]

uniformly for \( x, y \in K \), for all small enough \( t \). Since \( p^{R^k}_t(x, y) \) satisfies \cite{L2} and \( d(x, y) \leq r/2 \), this proves the result for \( p^{K''}_t = p^{R^k}_{t(B(z, r))} \) itself.

For the \( y \)-derivatives, first note that

\[
\partial_y p^{R^k}_t(x, y) = \partial_y p^{K''}_t(x, y) + \partial_y \int p^{R^k}_{t-\tau''_1}(X_{\tau''_1}, y) \, d\mathbb{P}^x (\tau''_1, X_{\tau''_1}).
\]

for any multi-index \( \alpha \). Since \( \partial_y p^{R^k}_t(x, y) \) also satisfies \cite{L2} uniformly (for all “sub-multi-indices” of \( \alpha \) as well), we can move the derivative inside the integral, at which point the argument proceeds just as for \( p_t \) itself, to show that

\[
\left| \partial^\alpha_y p^{R^k}_t(x, y) - \partial^\alpha_y p^{K''}_t(x, y) \right| \leq \exp \left[ -\frac{(\frac{3}{4} r)^2 + a(t)}{4t} \right].
\]

Because \( \partial^\alpha_y p^{R^k}_t(x, y) \) satisfies \cite{L2} and \( d(x, y) \leq r/2 \), this completes the proof of the first part of the lemma.

Next, we consider the exit times. That Léandre asymptotics imply such bounds is fairly well known, but we give a short proof for completeness.
We begin with a preliminary estimate. We claim that for any \( \varepsilon > 0 \), there is \( t_0 > 0 \) such that
\[
\int_{B(z, \varepsilon)} p_t(z, y) \mu(dy) > 1/2 \quad \text{for any } z \in K_0 \text{ and any } t \in (0, t_0).
\]
To see this, note that \( p_t \) is smooth and converges to a point mass as \( t \searrow 0 \), so this holds at any \( z \), and then uniformly in \( z \) by compactness. For the more stochastically-minded, we can instead observe that \( K_0 \) can be covered by finitely many smooth coordinate patches such that \( B(z; 2\varepsilon) \) will be contained in a smooth coordinate patch, after possibly shrinking \( \varepsilon \). Then the diffusion \( X_t \) started from \( x \) is given in these coordinates by a system of SDEs with smooth coefficients. It follows that there is some small time \( t_0 \) such that the probability that \( X_t \) started from \( z \) exits \( B(z; \varepsilon) \) by time \( t_0 \) is less than 1/2. Moreover, by smoothness this \( T \) can be found uniformly with respect to all such \( z \) in the coordinate patch, and thus by compactness, for any \( z \).

Now choose \( x \in K_0 \) and \( \rho < r \), and consider the heat kernel at time \( t \) on the annulus \( A_e(x; \rho) = \{ d(z, x) \in [\rho - \varepsilon, \rho + \varepsilon] \} \) for some small \( \varepsilon > 0 \) and \( t \leq t_0 \) as above. If \( \tau_\rho \) is the first hitting time of \( \{ z : d(x, z) = \rho \} \) for the diffusion \( X_t \) started from \( x \), then by the strong Markov property, and the preliminary estimate, we have
\[
\mathbb{P}^x (X_t \in A_e(x; \rho)) = \int_{A_e(x; \rho)} p_t(x, z) \, d\mu(z) > \frac{1}{2} \mathbb{P}^x (\tau_\rho \leq t).
\]
This integral can be estimated uniformly in \( x \) by the Léandre estimate on the heat kernel. More precisely, for \( \delta > 0 \), after possibly making \( t_0 \) smaller,
\[
\int_{A_e(x; \rho)} p_t(x, z) \, d\mu(z) \leq \mu(A_e(x; \rho)) \exp \left[ -\frac{(\rho - \varepsilon)^2 - \delta}{4t} \right]
\]
for any \( t \leq t_0 \) and for any \( x \in K_0 \). Since the measure of \( A_e(x; \rho) \) is uniformly bounded in \( x \) (by smoothness and compactness), we conclude that
\[
\mathbb{P}^x (\tau_\rho \leq t) \leq C \exp \left[ -\frac{(\rho - \varepsilon)^2 - \delta}{4t} \right]
\]
for some \( C > 0 \) independent of \( x \), for all \( t \leq t_0 \). Since \( \varepsilon \) and \( \delta \) are (small and) arbitrary, standard algebraic manipulations then give
\[
\limsup_{t \searrow 0} 4t \log \mathbb{P}^x (\tau_\rho \leq t) \leq -\rho^2,
\]
uniformly for \( x \in K_0 \).

We are now in a position to prove localization and the Léandre asymptotics, as given in Theorem 4.

**Proof of Theorem 4** In light of Lemma 12, we can choose \( \rho > 0 \) such that, for any \( x \in K'' \),
\[
\limsup_{t \searrow 0} 4t \log \mathbb{P} (\tau_{x, \rho} \leq t) \leq -\rho^2,
\]
uniformly over such \( x \). Moreover, after possibly shrinking \( \rho \), we can assume that there is some \( \varepsilon' > 0 \) and a finite number of pairs of sets \( (K_i, K'_i) \) such that \( K'_i \subset K'' \subset K'' \) and \( d(K_i, (K'_i)') > \varepsilon' \) for all \( i \), every \( y \in K' \) there is some \( i \) such that \( B(y, 4\rho) \subset K_i \) and Léandre asymptotics for \( p^{K''}_i(z, z') \) and its derivatives hold uniformly over all \( z, z' \in K_i \).

Now choose \( x, y \in K' \), and suppose that \( d(x, y) > 2\rho \). Let \( m \) be the largest integer such that \( m\rho < d(x, y) - \rho \), and note that \( m \) is at least 1. In reference to the notation introduced above, let \( K \) be the closed ball around \( y \) of radius \( d(x, y) - m\rho \) and observe that this radius is in the interval \( [\rho, 2\rho] \). Further, because \( K'' \) has finite diameter, there is some \( N \) independent of \( x \) and \( y \) such that \( m \leq N \). We \( K' \) be the appropriate \( K'' \) containing \( y \) as above. If we further suppose that \( d(y, \partial K') > 2\rho \), then we can write the heat kernel in terms of the following path decomposition,
\[
p^M_t(x, y) = p^M_t(x, y) + \mathbb{P}^x (X^M_t \in dy \text{ and } \tau^M_1 < t),
\]
where
\[ p_t^{K''}(x,y) = \sum_{i=1}^{\infty} \int p_{t-\sigma_{0,i}}^{K'} (X_{\sigma_{0,i}}, y) \, dP(\sigma_{0,i}, X_{\sigma_{0,i}}) \quad \text{and} \]
\[ \mathbb{P}^x (X_t^M \in dy \text{ and } \tau_{i''} < t) = \sum_{j,i=1}^{\infty} \int p_{t-\sigma_{j,i}}^{K'} (X_{\sigma_{j,i}}, y) \, dP(\sigma_{j,i}, X_{\sigma_{j,i}}). \]

Note that this is essentially a “two level” version of (13) in [9] (which is itself Bailleul and Norris’ summary of the main idea of Hsu’s approach in [32]), which accounts for the fact that we don’t yet have the Léandre asymptotics on compacts, but only on small enough balls.

We first consider \( p_t^{K''}(x,y) \). Note that \( \sigma_{0,1} \geq \tau_{0,m} \). We claim that for any \( \delta > 0 \), which we can and do assume is less than \( \rho^2 \), there exists \( t_0 > 0 \) such that for \( t < t_0 \)
\[ \mathbb{P}^x [\tau_{0,m} \leq t] \leq \exp \left[ -\frac{m^2 \rho^2 - \delta}{4t} \right] \]
for all \( x \in K' \) and all \( m \in 1, 2, \ldots, N \). We already know this is true for \( m = 1 \), and by the strong Markov property, \( \tau_{0,i+1} - \tau_{0,i} \) satisfies the same bound as \( \tau_{0,1} \). Now consider \( \tau_{0,2} \) and any \( \delta > 0 \). Let \( V_1(t) \) be the cdf of \( \tau_{0,1} \). Then since, the probability of \( \tau_{0,2} \leq t \), given that \( \tau_{0,1} = s \), is bounded from above by \( \exp \left[ -\frac{\rho^2 - \delta}{4(i-1)} \right] \) for small \( t \), uniformly in \( X_{\tau_{0,1}} \), we have
\[ \mathbb{P}^x [\tau_{0,2} \leq t] \leq \int_0^t \exp \left[ -\frac{\rho^2 - \delta}{4(t-s)} \right] dV_1(s) \]
for all small enough \( t \), uniformly in \( x \), where the integral is understood as a Lebesgue-Stieljes integral. Now since \( V_1 \) is non-decreasing and has bounded variation and the integrand is non-increasing and continuous, has bounded variation, and is differentiable on \( s \in (0,t) \), we have an integration by parts formula for the integral. The boundary terms vanish, since the integrand goes to zero as \( s \nearrow t \) and \( V_1(s) \) goes to zero as \( s \searrow 0 \), and we find
\[ \mathbb{P}^x [\tau_{0,2} \leq t] \leq \int_0^t V_1(s) \rho^2 - \delta \exp \left[ -\frac{\rho^2 - \delta}{4(t-s)} \right] ds. \]
As long as $t$ is small enough, we can absorb the $\frac{\rho^2 - \delta}{4(t-s)}$ factor into the exponential at the cost of replacing $\delta$ with $2\delta$. This plus the previous estimate for $V_1$ gives

$$
\mathbb{P}^x [\tau_{0,2} \leq t] \leq \int_0^t \exp \left[ -\frac{\rho^2 - 2\delta}{4s} - \frac{\rho^2 - 2\delta}{4(t-s)} \right] ds
$$

uniformly in $x$, for all small enough $t$. Using Lemma 10 and the fact that $\delta$ is arbitrary, a naive estimate for the integral gives the result for $\tau_{0,2}$. From here, we can iterate the argument (finitely many times) to establish the claim for $\tau_{0,m}$ (with $m \leq N$), noting that estimates are valid as long as $\tau_{0,m}$ is finite, since by the definition of $\tau_{0,m}$ this means the process is still in $K''$, and the estimates hold trivially on paths for which $\tau_{0,m}$ is infinite.

Next, we claim that, after possibly shrinking $t_0$, for $t < t_0$,

$$
\mathbb{P}^x [\sigma_{0,i} \leq t] \leq \left( \frac{1}{2} \right)^{i-1} \exp \left[ -\frac{m^2 \rho^2 - \delta}{4t} \right]
$$

for all $x$ and $y$ under consideration and all $i$, where $m$ is understood as a function of $y$ as above. The point is that we already have this for $i = 1$, and between $\sigma_{0,1}$ and $\sigma_{0,i}$, the particle must travel a distance of $\varepsilon^i$ at least $i-1$ times. We have already seen in Lemma 12 that the probability of the particle traveling a fixed (small) distance in time $t$ can be uniformly bounded from above. So as long as $t_0$ is small enough, that probability is less than $1/2$, and we have the above coarse estimate, for any $i$.

By our choice of $K$, we have that, after possibly shrinking $t_0$, for all $t < t_0$,

$$
p_{t-\sigma_0}^{K'} (X_{\sigma_0,i}, y) \leq \exp \left[ -\frac{(d(x,y) - m\rho)^2 - \delta}{4(t-\sigma_{0,i})} \right]
$$

for all $x$, $y$, and $i$ under consideration. Since the cdf of $\sigma$ is bounded as above, we again use integration by parts and Lemma 10 to see that, after adjusting $\delta$ and $t_0$,

$$
\int p_{t-\sigma_0}^{K'} (X_{\sigma_0,i}, y) \ d\mathbb{P} (\sigma_{0,i}, X_{\sigma_0,i}) \leq \left( \frac{1}{2} \right)^{i-1} \exp \left[ -\frac{d^2(x,y) - \delta}{4t} \right]
$$

for all $t < t_0$, for all $x$, $y$, and $i$. Since $\delta$ is arbitrary and the geometric series is summable, this establishes that

$$
\limsup_{t \to 0} 4t \log p_t^{K''} (x, y) \leq -d^2(x, y).
$$

Thus we have the upper bound for $p_t^{K''}$ we want, assuming in addition that $d(x, y) > 2\rho$, $d(y, \partial K') > 2\rho$ and $x \in K'$. We remove those restrictions next.

If $d(x, y) \leq 2\rho$, this upper bound follows by a straightforward modification of the above. Namely, now we set $\sigma_{0,1} = 0$ and have

$$
p_t^{K''} (x, y) = p_t^{K'} (x, y) + \sum_{i=2}^{\infty} \int p_{t-\sigma_0}^{K'} (X_{\sigma_0,i}, y) \ d\mathbb{P} (\sigma_{0,i}, X_{\sigma_0,i}) .
$$

Then $p_t^{K'} (x, y)$ satisfies the desired bound by Lemma 12 and the other terms are estimated as above to satisfy a smaller bound. For general $x, y \in K''$, take slightly larger compacts $K'_0 \subset K''$ with $K'' \subset K'_0$ and $d(K'', \partial K'_0) > 2\rho$, apply the previous with $K'_0$ and $K''$ in place of $K'$ and $K''$, and note that that we have the monotonicity property $p_t^{K''} \leq p_t^{K''}$.

Thus we have proven the upper bound for $p_t^{K''}$.

For $y \in K$, we extend the above argument to the derivatives of $p_t^{K'} (x, y)$ exactly as in Lemma 12 noting that $K'$ is contained in $K'$, so there’s no problem applying the derivatives to $p_t^{K'}$ and using the Léandre estimate. (Indeed, this is why we assume $y \in K$. For the $p_t$ itself, we have monotonicity under stopping the process at $\partial K''$, as just observed, but there’s no guarantee that the derivatives are as well behaved under this extra stopping, if $K'$ were to intersect $\partial K''$.) We turn to bounds on $\mathbb{P}^x (X_t^M \in dy$ and $\tau'' < t)$, which will give the desired localization. We now assume $x, y \in K$ (with no assumption on the distance between them). Now we can assume that $\rho < \varepsilon$, so
and by considering $\tau_{0,m}$ for appropriate $m$, analogously to the above, we see that, for any $\delta > 0$, there exists $t_0$ such that
\[
\mathbb{P}^x [\tau'' \leq t] \leq \exp \left[ -\frac{\left(\frac{1}{2} \text{diam}(K) + 2\varepsilon\right)^2 - \delta}{4t} \right]
\]
whenever $t < t_0$, for any $x \in K$. Since $\sigma_{1,1} - \tau''_1$ satisfies the same bound, arguing as above we see that, for $\delta > 0$, there exists $t_0$ such that
\[
\mathbb{P}^x [\sigma_{j,i} \leq t] \leq \left(\frac{1}{2}\right)^{j-i} \left(\frac{1}{2}\right)^{i-1} \exp \left[ -\frac{\text{diam}(K) + \varepsilon^2 - \delta}{4t} \right]
\]
whenever $t < t_0$, for any $x, y \in K$. Using the obvious estimate for $p^\Gamma_{t-\sigma_{j,i}} (X_{\sigma_{j,i}}, y)$, we then use integration by parts and summability of geometric series as above to conclude that
\[
\mathbb{P}^x (X^M_t \in dy \text{ and } \tau''_1 < t) < \exp \left[ -\frac{\text{diam}(K) + \varepsilon^2}{4t} \right]
\]
for all sufficiently small $t$, uniformly in $x$ and $y$. Again, derivatives are handled exactly as in Lemma 12. Note also that all of the estimates used above depend only on the behavior of $X_t$ in a neighborhood of $K''$, so that the implicit constants in the “big-O” terms also depend only on $M$ restricted to a neighborhood of $K''$.

At this point, we have proven everything in the theorem except for the lower bound on $p^K_t(x, y)$ for $x, y \in K$.

We already know that the lower bound holds for $x, y \in K$ with $d(x, y) < \rho$ because $p^K_t(x, y) \geq p^K_t(x, y)$. Now take $\delta' \in (0, \rho/4)$, and suppose $d(x, y) < 2\rho - 2\delta'$. Recall the definition of $\Gamma = \Gamma(x, y)$ and of $\Gamma'$. Then $\Gamma$ is compact and non-empty, and by the choice of $K$ and $K''$ and the triangle inequality, $\Gamma \subset K''$ (and we note for the future that this is true for any $x, y \in K$, not just those with $d(x, y) < 2\rho - 2\delta'$). By the Chapman-Kolmogorov inequality (which is another manifestation of the strong Markov property), and non-negativity of $p^K_t$, we have
\[
p^K_t(x, y) \geq \int_{\Gamma} p^{K''}_{t/2}(x, z)p^{K''}_{t/2}(z, y) \, d\mu(z).
\]

By our choice of $\Gamma'$, the Léandre asymptotics hold for both factors in the integrand. Thus for any $\delta > 0$, we can find $t_0 > 0$ such that
\[
p^K_t(x, y) \geq \int_{\Gamma'} \exp \left[ -\frac{d^2(x, z) + d^2(z, y) + \delta}{2t} \right] \, d\mu(z).
\]

Since $\Gamma$ is non-empty, for any $r' \in (0, \delta')$, $\Gamma'$ contains at least one ball of radius $r'$. Choose $r'$ so that
\[
d^2(x, z) + d^2(z, y) < \frac{1}{2} d^2(x, y) + \delta
\]
for $z$ in such a ball; this can be done uniformly in $x, y, z$ by the triangle inequality and continuity of the distance. Because $\mu$ is smooth and $K''$ compact, the $\mu$-measure of such a ball is uniformly bounded from below, say by $c > 0$. Then it follows that, for $t < t_0$,
\[
p^K_t(x, y) \geq c \exp \left[ -\frac{d^2(x, y) + \delta}{4t} \right]
\]
for all $x, y$ under consideration. This proves the lower bound when $d(x, y) < 2\rho - 2\delta'$.

But we can iterate this argument any finite number of times, so that for any $N$, the lower bound holds uniformly for $x, y \in K$ such that $d(x, y) < 2N\rho - 2N\delta'$. But since $K$ has finite diameter, for large enough $N$ this is all $x, y \in K$, proving the theorem (after adjusting the notation to replace $(K, K', K'')$ with $(K, K')$).
Remark 13. Since any compact $K$ in a complete sub-Riemannian manifold is contained in some $K'$ (possibly $M$ itself, if $M$ is compact) as in Theorem 1, it follows that the Léandre asymptotics (for $p_t$ and its derivatives) hold uniformly on any $K$. Even if we allow $M$ to be incomplete, as long as $d(K, \infty) > \frac{1}{2}\text{diam}(K)$, we can localize the analysis of heat kernel asymptotics to $K$, and in particular, the Léandre asymptotics hold on $K$. Thus, all of the results that follow, while stated for complete $M$, also hold for such $K$ in incomplete $M$ via a straightforward argument.

More generally, we can consider $(x, y) \in K$ where $K \subset M \times M$ is compact. Then the condition $d(K, \infty) > \frac{1}{2}\text{diam}(K)$ is replaced by $\inf_x d(x, \infty) + \inf_y d(y, \infty) > \sup_{(x,y)} d(x, y)$, with a superficial modification of the proof. Indeed, the above is just the symmetric case $K = K \times K$. This implies that the Léandre asymptotics hold uniformly on any compact subset of the set $\{(x, y) : d(x, \infty) < d(x, \infty) + d(y, \infty)\}$, as proven in [32] for the sub-Riemannian heat kernel itself. This is the best possible such result in general.

The question of when we can localize $p_t(x, y)$ to $\{z : d(x, z) + d(z, y) \leq d(x, y) + \varepsilon\}$ is much more subtle. As we will see below (starting Corollary 14 and continuing into Section 6), this is true if $M$ is complete, and thus more generally on $K$ as in Theorem 1. Better conditions were the primary focus of [9], where this result was established (for $p_t$ itself) on incomplete sub-Riemannian manifolds under a sector condition that limits the amount of asymmetry of the sub-Laplacian. This allowed them to show that the Léandre asymptotics for $p_t$ hold uniformly on any compact, with no assumption on the distance to infinity, under this condition.

Since the asymptotic results that follow inherently respect localization, the results for $p_t$ itself can be generalized to incomplete manifolds satisfying the sector condition under the weaker constraint on the distance to infinity, using the work of Bailleul and Norris. Again, we don’t explicitly state these extensions, leaving them to the interested reader.

Corollary 14. Consider the same situation as in Theorem 1 but assume in addition that $p_t(x, y)$ is symmetric. Then for any multi-index $\alpha$, and any non-negative integer $l$, the results of Theorem 1 hold with $Z_y^\alpha$ replaced by $Z_y^\alpha \partial_t^l$. Also, for $x \in K$ and $y \in K'$,

$$
\limsup_{t \searrow 0} 4t \log \left( \left| Z_x^\alpha \partial_t^l p_t^K(x, y) \right| \right) \leq -d^2(x, y).
$$

Proof. Note that by symmetry, $p_t(x, y)$ satisfies the heat equation $\partial_t f = \Delta f$ with respect to either spatial variable. Thus replacing $\partial_t$ with $\Delta$ $l$ times (recalling Equation 1) and expanding, we see that there is some positive $N$ and multi-indices $\alpha_1, \ldots, \alpha_N$ such that

$$
Z_y^\alpha \partial_t^l p_t(x, y) = \sum_{i=1}^N Z_y^{\alpha_i} p_t(x, y).
$$

This the first claim follows by Theorem 1 and the observation that a sum of quantities satisfying the Léandre asymptotics also satisfies the Léandre asymptotics. If $x \in K$ and $y \in K'$, by symmetry we simply exchange the two variables, so that the result again follows from Theorem 1.

Recall

$$
\Gamma_x(z, y) = \left\{ z \in M \mid d(x, z) \leq \frac{d(x, y) + \varepsilon}{2}, d(y, z) \leq \frac{d(x, y) + \varepsilon}{2} \right\}.
$$

Now that Léandre asymptotics are proved, we have enough to show that the heat responsible for $p_t(x, y)$ is located near the midpoint set $\Gamma$ at $t/2$.

Corollary 15. Let $K$ be a compact subset of $M^2$. Let $l$ be a non-negative integer in the symmetric case and zero otherwise and $\alpha$ be a multi-index. For any $\varepsilon > 0$ small enough, we have uniformly on $\mathbb{R}^+ \times K$, for all $(t, x, y) \in \mathbb{R}^+ \times K$

$$
\partial_t^l Z_y^\alpha p_t(x, y) = \int_{\Gamma_x} \partial_t^l Z_y^\alpha \left( p_{t/2}(x, z)p_{t/2}(z, y) \right) d\mu(z) + O \left( e^{-\frac{d(x, y)^2 + t^2}{4t}} \right).
$$
Proof. Let \( \varepsilon > 0 \) and let define \( K \subset M \) the closure of the set of points \( z \) for which there exists \( (x, y) \in M \) such that either \( (x, z) \in K, (z, y) \in K \) or \( z \in \Gamma_x(x, y) \) for \( (x, y) \in K \). \( K \) is naturally bounded and thus compact. As a consequence, Theorem 1 applies, as does Corollary 14 in the symmetric case. Let \( K' \) be a compact set such that \( K \subset K' \), \( d(K, \partial K') > 2\text{diam}(K) \), so that there exists \( C > 0 \) satisfying for all \( x, y \in K' \)

\[
|\partial^l_Z p_t(x, y) - \partial^l_Z p_t(x', y')| \leq C \exp \left( -\frac{\text{diam}(K)^2}{2t} \right).
\]

Then

\[
\partial^l_Z p_t(x, y) = \partial^l_Z p_t \int_{K'} \left( p_{t/2}(x, z)p_{t/2}(z, y) \right) d\mu(z)
\]

\[
= \int_{K'} \sum_{j=0}^l \binom{l}{j} \partial^l_Z p_{t/2}(x, z) \partial^{l-j}_z Z^p_{t/2}(z, y) \, d\mu(z).
\]

Theorem 1 and Corollary 14 (in the symmetric case) imply that there exists \( C > 0 \) such that for all \( x, y \in K, z \in K' \), and all integers \( j \) between 0 and \( l \),

\[
|\partial^l_Z p_{t/2}(x, z)| \leq C \exp \left( -\frac{d(x, z)^2}{2t} \right)
\]

and

\[
|\partial^{l-j}_Z Z^p_{t/2}(z, y)| \leq C \exp \left( -\frac{d(z, y)^2}{2t} \right).
\]

Hence

\[
\sum_{j=0}^l \binom{l}{j} \partial^l_Z p_{t/2}(x, z) \partial^{l-j}_z Z^p_{t/2}(z, y) \leq C 2^l \exp \left( -\frac{d(x, z)^2 + d(z, y)^2}{2t} \right).
\]

If \( d(x, z) > \frac{d(x, y) + \varepsilon}{2} \) then by triangular inequality, \( d(z, y) > \frac{d(x, y) - \varepsilon}{2} \), so that

\[
h_{x, y}(z) = \frac{1}{2} \left( d(x, z)^2 + d(z, y)^2 \right) > \frac{1}{2} \left( \left( \frac{d(x, y) + \varepsilon}{2} \right)^2 + \left( \frac{d(x, y) - \varepsilon}{2} \right)^2 \right) = \frac{d(x, y)^2 + \varepsilon^2}{4}.
\]

Of course, this observation holds by inverting the roles of \( x \) and \( y \), so that for all \( x, y \in K \), if \( z \in K' \setminus \varepsilon \), then

\[
\sum_{j=0}^l \binom{l}{j} \partial^l_Z p_{t/2}(x, z) \partial^{l-j}_z Z^p_{t/2}(z, y) < C 2^l \exp \left( -\frac{d(x, y)^2 + \varepsilon^2}{4t} \right).
\]

Integrated over \( K' \), this yields

\[
\int_{K'} \partial^l_Z p_t(x, z) \, d\mu(z) = \int_{\Gamma_x} \partial^l_Z p_t \left( p_{t/2}(x, z)p_{t/2}(z, y) \right) \, d\mu(z) + \int_{K' \setminus \Gamma_x} \partial^l_Z p_t \left( p_{t/2}(x, z)p_{t/2}(z, y) \right) \, d\mu(z)
\]

where

\[
\int_{K' \setminus \Gamma_x} \partial^l_Z p_t \left( p_{t/2}(x, z)p_{t/2}(z, y) \right) \, d\mu(z) \leq \mu(K')C 2^l \exp \left( -\frac{d(x, y)^2 + \varepsilon^2}{4t} \right).
\]

Now we impose a restriction: we only consider pairs of points \( (x, y) \in K \), so that pairs \( (x, z) \) and \( (z, y) \), with \( z \in \Gamma_x(x, y) \) all belong to \( K' \).\(^2\) Thanks to this restriction, we are able to say that for all \( (x, y) \in K \), and that there exists \( C > 0 \) such that for all \( (x, y) \in K \),

\[
\int_{\Gamma_x} \left[ \partial^l_Z p_t \left( p_{t/2}(x, z)p_{t/2}(z, y) \right) - \partial^l_Z p_t \left( p_{t/2}^{k'}(x, z)p_{t/2}^{k'}(z, y) \right) \right] \, d\mu(z) \leq C \mu(K') \exp \left( -\frac{\text{diam}(K)^2}{2t} \right)
\]

(since \( \mu(\Gamma_x) \leq \mu(K') \)).
As a conclusion, for all \((x, y) \in \mathcal{K}\),

\[
\left| \partial^k_t Z^\alpha_y p_t(x, y) - \int_{\Gamma_x} \partial^k_t Z^\alpha_y (p_{t/2}(x, z)p_{t/2}(z, y)) \, d\mu(z) \right| \leq C e^{-\frac{\text{diam}(\mathcal{K})^2}{2t}} + C' e^{-\frac{d(x, y)^2 + t^2}{4t}} C'' e^{-\frac{\text{diam}(\mathcal{K})^2}{2t}}
\]

which proves the corollary. \( \square \)

3. Ben Arous expansion theorem

In [19], Ben Arous gives full asymptotic expansions of the heat kernel in small time, for pairs of points away from the diagonal, the cut locus, or joined by strictly abnormal minimizers. In the rest of the paper, for any \(x \in M\), \(\text{Cut}(x)\) denotes the cut locus of \(x\) in \(M\). Furthermore, we recall the critical set \(\mathcal{C} \subset M \times M\) from Definition 2 the set of pairs of points \((x, y)\) such that either \(y \in \text{Cut}(x)\), \(x \in \text{Cut}(y)\), \(x = y\) in the non-Riemannian case (that is, \(\mathcal{C}\) contains the diagonal in the properly sub-Riemannian case), or such that a length minimizing curve from \(x\) to \(y\) is not strongly normal. Note that Ben Arous definition of cut locus includes points connected by an abnormal geodesic, which is not the convention we follow, hence the introduction of \(\mathcal{C}\). We can describe Ben Arous results with the following definition, which will supply convenient terminology for this section and allow us to treat the symmetric and general cases in parallel.

**Definition 16.** We say that Ben Arous expansions hold uniformly on a compact subset \(\mathcal{K} \subset M^2 \setminus \mathcal{C}\) if for any \(l\) which is a non-negative integer in the symmetric case and 0 in general and any multi-index \(\alpha\), we have the following.

There exists an open neighborhood \(\mathcal{O}\) of \(\mathcal{K}\) in \(M^2 \setminus \mathcal{C}\), there exist sequences of smooth functions \(c_k : \mathcal{O} \to \mathbb{R}\), \(k \in \mathbb{N}\), \(r_k : \mathbb{R}^+ \times \mathcal{O} \to \mathbb{R}\), such that for all \(N \in \mathbb{N}\), for all \((x, y) \in \mathcal{O}\), for all \(t\) small enough

\[
\partial^k_t Z^\alpha_y p_t(x, y) = t^{-(|\alpha|+2l+n/2)} e^{-\frac{d(x, y)^2}{4t}} \left( \sum_{k=0}^{N} c_k(x, y)t^k + t^{n+1} r_{N+1}(t, x, y) \right),
\]

and, for \(l'\) which is any non-negative integer in the symmetric case and 0 otherwise, and any multi-index \(\alpha'\), there exists \(t_0\) such that

\[
\sup_{0 < t < t_0} \sup_{(x, y) \in \mathcal{K}} \left| \partial^k_t Z^\alpha_y r_{N+1}(t, x, y) \right| < \infty.
\]

Additionally, if \(\alpha = 0\), then \(c_0(x, y) > 0\) on \(\mathcal{O}\).

In particular, Theorems 3.1-3.4 in [19] imply that the heat kernel satisfies Definition 16 with \(M = \mathbb{R}^d\) and \(\mathcal{K}\) any compact set in \(\mathbb{R}^d \times \mathbb{R}^d \setminus \mathcal{C}\).

It has been widely accepted that Ben Arous expansions should hold uniformly on compact sets where no abnormal minimizers exist between two distinct points. Thanks to localization, we are able to prove this fact using Molchanov’s method, and we then apply this result to give uniform universal bounds of the heat kernel on compact sets without abnormal minimizers.
Techniques in this section rely heavily on properties of midpoint sets, the set of points equidistant from two points. Hence we preface our work on Ben Arous expansions with some preliminary remarks and definitions that will appear in proofs throughout the section.

3.1. Some properties of midpoint sets. Recall that for any two points \(x, y \in M\), we denote by \(\Gamma(x, y)\) the midpoint set of \((x, y)\), that is the set of points \(z\) that lay at the midpoint of length minimizing curves between \(x\) and \(y\):

\[
\Gamma(x, y) = \left\{ z \in M \mid d(x, z) = d(z, y) = \frac{d(x, y)}{2} \right\}
\]

and for any \(\varepsilon > 0\), we set

\[
\Gamma_\varepsilon(x, y) = \left\{ z \in M \mid d(x, z) \leq \frac{d(x, y) + \varepsilon}{2} \text{ and } d(y, z) \leq \frac{d(x, y) + \varepsilon}{2} \right\}.
\]

For any \(\eta \geq 0\), we denote by \(D(\eta)\) the subset of \(M^2\)

\[
D(\eta) = \left\{ (x, y) \in M^2 \mid d(x, y) \leq \eta \right\}.
\]

Then notice in particular that \(D(0) = D \subset M \times M\) denotes the diagonal of \(M^2\).

**Lemma 17.** Let \(K\) be a compact subset of \(M^2\) such that \(K \cap D = \emptyset\) and no strictly abnormal minimizers exist between any pair \((x, y) \in K\). Let

\[
\Gamma^l(K) = \left\{ (x, z) \mid \exists y \in M \text{ s.t. } (x, y) \in K, z \in \Gamma(x, y) \right\},
\]

\[
\Gamma^r(K) = \left\{ (z, y) \mid \exists x \in M \text{ s.t. } (x, y) \in K, z \in \Gamma(x, y) \right\}.
\]

Then \(\Gamma^l(K)\) and \(\Gamma^r(K)\) are compact subsets of \(M^2 \setminus \mathcal{C}\).

**Proof.** By symmetry of the definitions, we prove the statement for \(\Gamma^l(K)\). The manifold \(M\) is geodesically complete, which implies that geodesics between pairs of points \((x, y) \in K\) exist and all remain in a bounded set in \(M\). As a consequence, \(\Gamma^l(K)\) is well defined and is also bounded. By definition, a point in \((x, z) \in \Gamma^l(K)\) cannot be in \(\mathcal{C}\) since \(z\) is the midpoint of a strongly normal geodesic. Then what has to be shown is the closure of \(\Gamma^l(K)\).

Let \((x_n, z_n)_{n \in \mathbb{N}} \in \Gamma^l(K)\), let \((x^n, z^n) \in M^2\) such that \((x_n, z_n) \to (x^n, z^n)\). Let us prove that there exists \(y^n \in M\) such that \((x^n, y^n) \in K\) and \(z^n \in \Gamma(x^n, y^n)\). It is clear that for all \(n \in \mathbb{N}\), there exists \(y_n \in M\) such that \((x_n, y_n) \in K\) and \(z_n \in \Gamma(x_n, y_n)\). Up to extraction, \((y_n)\) converges to a limit \(y^*\) that constitutes our candidate.

For all \(n\), there exists a constant speed curve \(\gamma_n : [0, 1] \to M\) such that \(\gamma_n(0) = x_n, \gamma_n(1/2) = z_n\) and \(\gamma_n(1) = y_n\).

Since \(\gamma_n\) is a length minimizing curve,

\[
d(\gamma_n(s), \gamma_n(t)) = \int_s^t |\dot{\gamma}_n(\tau)| \, d\tau = \ell(\gamma_n)|t - s| \leq d(x_n, y_n)|t - s|.
\]

Since \(K\) is compact, this inequality implies that there exists \(\kappa > 0\) such that \(d(\gamma_n(s), \gamma_n(t)) \leq \kappa|t - s|\) for all \(n\). Hence the set of maps \(\{\gamma_n : [0, 1] \to M \mid n \in \mathbb{N}\}\) is pointwise bounded and equicontinuous. We can apply Arzelà–Ascoli Theorem to prove that up to extraction, the sequence \((\gamma_n)\) uniformly converges to a limit curve \(\gamma^* : [0, 1] \to M\). The curve \(\gamma^*\) is such that \(\gamma^*(0) = x^*, \gamma^*(1/2) = z^*\) and \(\gamma^*(1) = y^*\).

As a consequence, for instance, of [2, Corollary 3.42], the curve \(\gamma^*\) is an admissible length minimizing curve, thus proving that \((x^*, z^*) \in \Gamma^l(K)\).

The idea behind the introduction of the sets \(\Gamma^l(K)\) and \(\Gamma^r(K)\) is that Molchanov’s method separates heat kernels evaluated at pairs \((x, y)\) in \(K\) into products of heat kernels evaluated at pairs \((x, z)\) and \((z, y)\) with \(z\) in the neighborhood of \(\Gamma(x, y)\). More can be said on such pairs using the following lemma.
Lemma 18. Let $K$ be a compact subset of $M^2$ such that $K \cap D = \emptyset$ and only strongly normal minimizers exist between any pair $(x, y) \in K$. For $\varepsilon > 0$, let

$$\Gamma_\varepsilon^x(K) = \{(x, z) \mid z \in K, z \in \Gamma_\varepsilon(x, y)\},$$

$$\Gamma_\varepsilon^y(K) = \{(z, y) \mid \exists x \in M \text{ s.t. } (x, y) \in K, z \in \Gamma_\varepsilon(x, y)\}.$$

There exists $\varepsilon > 0$ such that

$$\Gamma_\varepsilon^x(K) \cap C = \emptyset \quad \text{and} \quad \Gamma_\varepsilon^y(K) \cap C = \emptyset.$$

Proof. We prove the statement by contradiction for $\Gamma_\varepsilon^x(K) \cap C$ only, the result then holds by symmetry. Assume that for all $\varepsilon > 0$, $\Gamma_\varepsilon^x(K) \cap C \neq \emptyset$. Then let $(x_n, y_n) \in K$ be a minimizing sequence such that for all $n$, there exists $z_n \in M$ such that $d(x_n, z_n) < \frac{d(x_n, y_n) + 1/n}{2}$, $d(z_n, y_n) < \frac{d(x_n, y_n) + 1/n}{2}$, and $(x_n, z_n) \in C$.

Since $(x_n, y_n) \in K$, $z_n$ belongs to a compact and, up to extraction, $x_n \to x^*, y_n \to y^*$, $z_n \to z^*$ with $(x^*, y^*) \in K$. Furthermore, we have that $d(x^*, y^*) = d(z^*, y^*) = \frac{d(x^*, y^*)}{2}$, meaning that $(x^*, y^*)$ belongs to $\Gamma_\varepsilon^x(K)$. By closure of $C$ (see, e.g., [2] Proposition 8.76), that implies that $C \cap \Gamma_\varepsilon^x(K) \neq \emptyset$, which has been excluded by Lemma 17.

Let us introduce some useful compact sets of $M^2 \setminus C$ and prove some of their properties relying on the same idea as Lemma 18. These sets are quite useful for the proof of Ben Arous expansions. For any compact set $K \subseteq M^2 \setminus C$, for any $\varepsilon > 0$, $\eta > 0$, the set $U_{\varepsilon, \eta}$ is the set of points $(x, y) \in M^2$ such that $d(x, y) \geq \eta$ and such that $x$ and $y$ both belong to a (closed) $\varepsilon$-tubular neighborhood of the same geodesic linking two points in $K$.

These sets have the nice property that they remain compact while containing $K$, and, more importantly, that the midpoint sets generated with the sets $U_{\varepsilon, \eta}$ themselves are contained within another set of the same family (assuming $\varepsilon$ is small enough). This is crucial to be able to apply Molchanov’s method repeatedly.

Lemma 19. Let $K$ be a compact subset of $M^2 \setminus C$. For any $\varepsilon > 0$, $\eta > 0$, let $U_{\varepsilon, \eta} \subset M^2$ be such that $(x, y) \in U_{\varepsilon, \eta}$ if $d(x, y) \geq \eta$ and there exists $(x', y') \in K$, with unique, strongly normal and non-conjugate minimizer $\gamma : [0, 1] \to M$, $\gamma(0) = x'$, $\gamma(1) = y'$, $s, t \in [0, 1]$ such that $d(x, \gamma(s)) \leq \varepsilon$, $d(y, \gamma(t)) \leq \varepsilon$.

For $\varepsilon$ small enough, $U_{\varepsilon, \eta} \cap C = \emptyset$. Furthermore, for any $\varepsilon_0 > 0$, $\eta > 0$, there exists $\varepsilon > 0$ such that

$$\Gamma_\varepsilon(U_{\varepsilon, \eta}) \subset U_{\varepsilon_0, \eta/3} \quad \text{and} \quad \Gamma_\varepsilon(U_{\varepsilon, \eta}) \subset U_{\varepsilon_0, \eta/3}.$$

Proof. Without loss of generality, we can assume $\eta$ small enough not to have to account for the case $U_{\varepsilon, \eta} = \emptyset$.

The idea to prove that $U_{\varepsilon, \eta} \cap C = \emptyset$ for $\varepsilon > 0$ is similar to the proof of Lemmas 17 and 18. The set $U_{\varepsilon_0, \eta}$ corresponds to a set of pairs of points that belong to the same strongly normal minimizer between pairs of points in $K$, hence a subset of $M^2 \setminus C$. It is also a compact subset of $M^2 \setminus C$ by compactness of $K$. Assuming that for all $\varepsilon$, $U_{\varepsilon, \eta} \cap C \neq \emptyset$ implies that $U_{\varepsilon, \eta} \cap C \neq \emptyset$, which is false since $C = C$.

Consider the sequence $(x_n, z_n) \in \Gamma_1(U_{1/n, \eta})$, there exists $y_n \in M$ such that $(x_n, y_n) \in U_{1/n, \eta} \subset M^2 \setminus C$. Up to extraction, $(x_n, y_n) \to (x^*, y^*) \in U_{0, \eta}$, and $z_n \to z^* \in \Gamma(x^*, y^*)$. Since $(x^*, y^*) \in U_{0, \eta}$, $\Gamma(x^*, y^*)$ is reduced to a point on the geodesic supporting $x^*$ and $y^*$, so that $(x^*, z^*) \in U_{0, \eta/2}$.

Assuming that for all $n \in \mathbb{N}$, $\Gamma_1(U_{1/n, \eta}) \setminus U_{\varepsilon_0, \eta/3} \neq \emptyset$ thus implies that $U_{0, \eta/2} \cap \partial U_{\varepsilon_0, \eta/3} \neq \emptyset$, which is false by definition. This proves (4).

3.2. Uniform Ben Arous expansions. Expansions of the heat kernel, as given by Ben Arous in [19], hold for sub-Riemannian distribution over $\mathbb{R}^d$. This means that we are able to write these expansions for pairs of points in a manifold as long as the points are close enough to appear in the domain of the same map. For pairs of points that are further apart, Molchanov’s method and localization naturally shows that almost all information can be gathered from the heat kernel between the pair and small neighborhoods of the midpoints. Of course the neighborhoods are approximately halfway between the two original points. Using Laplace integral asymptotics to derive Ben Arous expansions from the integral, we are effectively increasing the possible distance between pairs points by a fixed rate (slightly
smaller than 2). Repeating this argument, we are able to prove that Ben Arous expansions hold for points arbitrarily far apart. Using compactness arguments, this allows to prove that the expansions hold uniformly on compacts sets of the manifold.

The announced Theorem 2 can then be expressed as follows.

**Proposition 20.** If $K$ is a compact set in $M^2 \setminus C$, then Ben Arous expansions hold uniformly on $K$.

As a consequence, Theorem 3 holds.

This statement is obtained as a consequence of three lemmas. First, the Ben Arous expansions hold uniformly for points that are close enough to each other as a consequence of the original Ben Arous expansion theorem. Second, we use Molchanov’s technique to show that if the statement holds for pairs of points sufficiently close in a compact, then we can increase this maximal distance by shaving off an arbitrarily small neighborhood of the border. Finally, we tie things up by completing the statement on the derivatives of the remainders. The proof of Proposition 20 comes at the end of the section, as a conclusion of this sequence of lemmas.

**Lemma 21.** Let $K \subset M^2$ be a compact. There exists $\delta_0 > 0$ such that Ben Arous expansions hold uniformly on any compact set in $K' \cap D(\delta_0) \setminus C$.

*Proof.* Let $K \subset M$ be the compact set of points such that $x \in K$ if there exists $y \in K$ such that either $(x, y) \in K$ or $(y, x) \in K$.

For all $x \in K$, there exist $R_x > 0$ and an isometry $\zeta_x : B(x, R_x) \to \mathbb{R}^d$ that maps $B(x, R_x)$ to a neighborhood of 0 in $\mathbb{R}^d$. The family $(B(x, R_x/4))_{x \in K}$ is an open cover of $K$, so we can extract a finite collection $(x_i)_{1 \leq i \leq n}$, $R_0 = R_{x_i}$, such that $K \subset \bigcup_{i=1}^n B(x_i, R_i/4)$.

Let $\delta_0 = \min_i R_i/4$. For any $x \in K$ there exists an integer $i$, $1 \leq i \leq n$, such that $x \in B(x_i, R_i/4)$. For any $y \in M$ such that $d(x, y) \leq \delta_0$, $y \in B(x_i, R_i/4)$. Hence for all pairs $(x, y) \in K^2 \cap \{d \leq \delta_0\}$, there exists $i$, $1 \leq i \leq n$, such that $(x, y) \in B(x_i, R_i/2) \subset B(x_i, R_i)$.

For all $1 \leq i \leq m$, let $\bar{p}_i$ denote the heat kernel on $\zeta_i(B(x_i, R_i))$. As a consequence of Theorem 15 , there exists $\varepsilon_i$ such that uniformly for all $(x, y) \in B(x_i, R_i/2) \cap D(\delta_0)$,

$$p_t(x, y) = \bar{p}_i(\zeta_i(x), \zeta_i(y)) + O \left( e^{-\frac{d(x, y)^2 - \varepsilon_i}{4t}} \right).$$

The same holds for all the time and spatial derivatives of $p_t$. Then for all $1 \leq i \leq m$, the Ben Arous expansion hold uniformly on $B(x_i, R_i/2)^2 \cap D(\delta_0)$ since they classically hold on the compact $\zeta_i(B(x_i, R_i/2))^2$. By taking the maximum of the uniform bounds on each ball, and the shortest time intervals, we get that the Ben Arous expansion hold uniformly on any compact subset of $\left[ \bigcup_{i=1}^m B(x_i, R_i/2) \right]^2 \cap D(\delta_0)$ that excludes $C$. □

We now prove that we can expand the domain on which Ben Arous expansions hold. However we only partially prove that fact at first; the bounds on the derivatives of the remainder will be proved in the next lemma. In the remainder of this section, we give the proofs assuming $l$ is any non-negative integer. In the non-symmetric case, the results are given by taking $l = 0$. Indeed, this reflects the fact that there is no problem in taking derivatives of the Ben Arous expansion per se, the difficulties only arise due to the lack of a sufficient version of the localization results and Léadre asymptotics, as manifested in the proof of Corollary 15.

**Lemma 22.** Let $K$ be a compact subset of $M^2 \setminus C$. For any $\varepsilon > 0$, $\eta > 0$, let $U_{\varepsilon, \eta}$ be as defined in Lemma 19, so that in particular $K \subset U_{\varepsilon, \eta} \subset M^2 \setminus C$. We introduce a partial statement of Ben Arous expansions, $P(\varepsilon, \eta, \delta)$.
\[ P(\varepsilon, \eta, \delta) : \text{Let } U = U_{\varepsilon, \eta} \cap D(\delta) \text{ and let } O \subset M^2 \setminus C \text{ be an open neighborhood of } U. \] For all non-negative integer \( l \) and multi-index \( \alpha \), there exist sequences of smooth functions \( c_k^{l,\alpha} : O \to \mathbb{R}, k \in \mathbb{N}, r_k^{l,\alpha} : \mathbb{R}^+ \times O \to \mathbb{R}, \) such that for all \( n \in \mathbb{N}, \) for all \( (x, y) \in O, \) for all \( l \) small enough

\[
\partial_t^l Z^\alpha y p_l(x, y) = t^{-(|\alpha|+2l+2d)/2} e^{-\frac{d(x,y)^2}{4t}} \left( \sum_{k=0}^n c_k^{l,\alpha}(x, y) t_k + t^{n+1} r_{n+1}^{l,\alpha}(t, x, y) \right),
\]

and, furthermore, there exists \( t_0 \) such that

\[
\sup_{0 < t < t_0} \sup_{(x, y) \in U} \left| r_{n+1}^{l,\alpha}(t, x, y) \right| < \infty.
\]

If there exists \( \delta > 0, \varepsilon_0, \eta_0 \) such that \( P(\varepsilon_0, \eta_0, \delta) \) holds true, then there exists \( \varepsilon > 0 \) such that \( P(\varepsilon, 3\eta_0, 3\delta/2) \) also holds.

**Proof.** Step 1: Localization. Let \( l \) be a non-negative integer, \( \alpha \) be a multi-index. Let \( (t, x, y) \in \mathbb{R}^+ \times U_{\varepsilon_0, \eta_0}. \) As a consequence of Léandre estimates, for any \( \varepsilon > 0 \) small enough, we have uniformly on \( U_{\varepsilon_0, \eta_0} \)

\[
\partial_t^l Z^\alpha y p_l(x, y) = \int_M \partial_t^l \left( p_{l/2}(x, z) Z^\alpha y p_{l/2}(z, y) \right) d\mu(z)
\]

\[
= \int_{\Gamma_x} \partial_t^l \left( p_{l/2}(x, z) Z^\alpha y p_{l/2}(z, y) \right) d\mu(z) + O \left( e^{-\frac{d(x,y)^2 + \varepsilon}{4}} \right)
\]

\[
= \sum_{j=0}^l \left( \int_{\Gamma_x} \left( \partial_t^j p_{l/2}(x, z) \right) \left( \partial_t^{l-j} Z^\alpha y p_{l/2}(z, y) \right) d\mu(z) + O \left( e^{-\frac{d(x,y)^2 + \varepsilon}{4}} \right) \right).
\]

Step 2: Ben Arous expansions on the midpoint set. By application of Lemma [19] there exists \( \varepsilon > 0 \) such that

\[ \Gamma_\xi(U_{\varepsilon,3\eta_0}) \subset U_{\varepsilon_0, \eta_0} \text{ and } \Gamma_\xi(U_{\varepsilon,3\eta_0}) \subset U_{\varepsilon_0, \eta_0}. \]

In the following, we denote \( U = U_{\varepsilon,3\eta_0} \cap D(3\delta/2) \) and \( \mathcal{U} = U_{\varepsilon_0, \eta_0} \cap D(\delta). \) As long as \( \varepsilon < \delta/4, \) we still have

\[ \Gamma_\xi(U) \subset \mathcal{U} \text{ and } \Gamma_\xi(U) \subset \mathcal{U}, \]

and we assume that \( P(\varepsilon_0, \eta_0, \delta) \) holds on \( \mathcal{U}. \) Furthermore, with \( O \) the interior of \( U_{\varepsilon+\zeta,3\eta_0-\zeta} \cap D(3\delta/2 + \zeta), \) we have for \( \zeta \) small enough that \( O \subset M^2 \setminus C, \) \( U \subset O \) and \( \Gamma_\xi(O) \subset \mathcal{U}. \) We will now prove that \( P(\varepsilon, 3\eta_0, 3\delta/2) \) holds for \( O \).

Since \( P(\varepsilon_0, \eta_0, \delta) \) holds, there exists an open set \( \mathcal{O}' \subset M^2 \setminus C, \) \( \mathcal{U}' \subset \mathcal{O}', \) and smooth functions \( c_k^{l,\alpha} : \mathcal{O}' \to \mathbb{R}, k \in \mathbb{N}, r_k^{l,\alpha} : \mathbb{R}^+ \times \mathcal{O}' \to \mathbb{R}, \) satisfying \( P(\varepsilon_0, \eta_0, \delta). \) For all \( (x, y) \in \mathcal{O}', \) for all \( l \in \mathbb{R}^+, \) we denote

\[ \Sigma_{l/2}^{l,\alpha}(x, y) = \sum_{k=0}^n c_k^{l,\alpha}(x, y) t_k + t^{n+1} r_{n+1}^{l,\alpha}(t, x, y). \]

There also exists \( t_0 \) such that

\[
\sup_{0 < t < t_0} \sup_{(x, y) \in \mathcal{U}'} \left| r_{n+1}^{l,\alpha}(t, x, y) \right| < \infty.
\]

Then, by construction, it uniformly holds for all \( (x, y) \in \mathcal{O} \) that

\[ \mu^{d/2+2l+2|\alpha|} e^{-\frac{d(x,y)^2}{4t}} \partial_t^{l/2} p_l(x, y) = \]

\[
\frac{2^{d+2l+|\alpha|}}{t^{d/2}} \sum_{j=0}^l \left( \int_{\Gamma_x} e^{-\frac{h_{x,y}(z) - d(x,y)^2}{2t}} \Sigma_{l/2}^{l,0}(x, z) \Sigma_{l/2}^{j,\alpha}(z, y) d\mu(z) + O \left( e^{-\frac{t}{4}} \right) \right),
\]

with \( h_{x,y}(z) = (d(x,z)^2 + d(y,z)^2)/2. \)

Step 3: Cauchy product rearrangement of expansions. Each term in sum [5] will satisfy the same uniformity property, hence to alleviate the notations we will focus in the rest of the proof on one
specific index \(j\), and write, for integers \(0 \leq i \leq n\),
\[
a_i = c_i^0, \quad b_i = c_i^{j,0}, \quad r^a = r_{n+1}^0, \quad r^b = r_{n+1}^{j,0}.
\]

By rearranging terms in the sums, we have
\[
\sum_{t}^{x/2}(x,z)\sum_{t}^{x/2}(z,y) = \sum_{k=0}^{n} \left( \frac{t}{2} \right) ^k \sum_{i=0}^{k} a_i(x,z)b_{k-i}(z,y) + \left( \frac{t}{2} \right) ^{n+1} \Phi_{n+1}(t, x, y, z),
\]
with the explicit remainder
\[
\Phi_{n+1}(t, x, y, z) = r^a(t/2, x, z)r^b(t/2, z, y) + \sum_{k=1}^{n+1} \left( \frac{t}{2} \right) ^k \left( r^a(t/2, x, z)b_{n+1-k}(z, y) + \sum_{i=1}^{k-1} (a_{n+1-i}(x, z)b_{n+1-k+i}(z, y) + a_{n+1-k-i}(x, z)b_{n+1-k+i}(z, y)) \right).
\]

**Step 4: Laplace integrals asymptotics.** We can now compute asymptotic expansions of Laplace integrals, following [24]. We only consider pairs \((x, y)\) such that \(x, y \in O \subset M^2 \setminus C\). For such pairs, \(\Gamma\) is reduced to a single point \(z_0\). Furthermore \(h_{x,y}(z_0) = d(x,y)/4\) is the minimum of \(h_{x,y}\) and \((x, y) \rightarrow z_0(x, y)\) is smooth.

Let \(\xi : M \rightarrow \mathbb{R}^d\) be a set of local coordinates on \(\Gamma_x\) such that \(h_{x,y}(z) - h_{x,y}(z_0) = |\xi|^2(z)\), with \(z_0\) the minimum of \(h_{x,y}\). (Notice that by smoothness of \(h_{x,y}\) on \(M^2 \setminus C\), the family of local coordinates smoothly depends on \((x, y)\). For any smooth function \(\varphi\) supported in \(\Gamma_x\),
\[
\int_{M} e^{-h_{x,y}(z)-h_{x,y}(z_0)/t} \varphi(z) d\mu(z) = \int_{M} e^{-|\xi|^2(z)/t} \varphi(z) d\mu(z) = \int_{\mathbb{R}^d} e^{-|\xi|^2/\ell} \varphi(\xi^{-1}(u)) \frac{\varphi(\xi^{-1}(u))}{\det \text{Hess}(h_{x,y}(\xi^{-1}(u)))} du.
\]

From [24] Equation (4.36) and recognizing that \(2^{d/2} \det \text{Hess}(h_{x,y}(\xi^{-1}(u))) = \sqrt{\det \text{Hess}(h_{x,y}(\xi^{-1}(u)))}\), we get
\[
\int_{M} e^{-h_{x,y}(z)-h_{x,y}(z_0)/t} \varphi(z) d\mu(z) \approx \sum_{N=0}^{\infty} \frac{(2\pi)^{d/2}}{2^{dN}} \sum_{|\omega|=N} \frac{1}{\omega!} \partial^{2\alpha}|_{\alpha=0} \frac{\varphi(\xi^{-1}(u))}{\sqrt{\det \text{Hess}(h_{x,y}(\xi^{-1}(u)))}}
\]
where \(\omega \in \mathbb{N}^d\) is a multi-index \((\omega_1, \ldots, \omega_d)\) such that \(|\omega| = \sum_{i=1}^{d} \omega_i\), \(2\omega = (2\omega_1, \ldots, 2\omega_d)\) and \(\omega! = \prod_{i=1}^{d} \omega_i!\), and for \(f : \mathbb{R} \rightarrow \mathbb{R}\) we write
\[
f(t) \simeq \sum_{n=0}^{\infty} t^n f_n
\]
if \(f(t) = \sum_{n=0}^{N} t^n f_n + O(t^{N+1})\) for all \(N > 0\). In particular if for all \(x\) in an open domain \(f(t, x) \simeq \sum_{n=0}^{\infty} t^n f_n(x)\) and \(f_n(x)\) is smooth for all \(n\) then \(f\) is actually smooth at \((0, x)\) (on the right in \(t\)), hence uniformity of the remainders. Notice also that Equation [1] holds for smooth compactly supported functions on \(\mathbb{R}^d\) but only the jets at \(z_0\) appear in the expansion, hence the asymptotic expansion holds for evaluating integrals on \(\Gamma_x\).

As announced in step 2, we now prove that the elements we exhibited as building blocks of the expansion are indeed smooth on \(O\), and uniformly bounded in time and space on the compact \(U\).

**Step 5: Remainder.** First, we consider the remainder
\[
\Psi_{n+1}(t, x, y) = t^{-d/2} \int_{\Gamma_x} e^{-h_{x,y}(z)-h_{x,y}(z_0)/t} \Phi_{n+1}(t, x, y, z) d\mu(z).
\]
It is a smooth function on \(\mathbb{R}^+ \times O\). Let us prove that it is uniformly bounded on \(U\).

As a consequence of the discussion in step 2, if \(z \in \Gamma_x(x, y)\), then \((x, z) \in \Gamma_x(U)\) and \((z, y) \in \Gamma_y(U)\), both subsets of \(U'\). Hence, as a consequence of \(P(z_0, \eta_0, \delta)\), there exists \(t_n+1\) such that
\[
\sup_{0 < t < t_n+1} \sup_{(x, z) \in \Gamma_x(U)} |r^a(t, x, y)| < \infty \quad \text{and} \quad \sup_{0 < t < t_n+1} \sup_{(z, y) \in \Gamma_y(U)} |r^b(t, x, y)| < \infty.
\]
This implies that
\[
\sup \{ |\Phi_{n+1}(t, x, y, z)| : t \in (0, t_n+1), (x, y) \in U, z \in \Gamma_x(x, y) \} < A < \infty.
\]
Then, applying (7), we get that for all \((x, y) \in U\), for all \(0 < t < t_{n+1}\),

\[ |\Psi_{n+1}(t, x, y)| \leq t^{-d/2} \int_{\Gamma_x} e^{-\frac{h_x(y(z) - h_x(y(t_0))}{t}} A \, d\mu(z) = (2\pi)^{d/2} A + O(t) \]

Hence the boundedness of \(\Psi_{n+1}\).

**Step 6: summands.** For \(k \in \{0, \ldots, n\}\), for \(N \in \{k, \ldots, n\}\), we denote by \(\psi_N^k\) the smooth function on \(O\) such that

\[ \psi_N^k(x, y) = \frac{(2\pi)^{d/2}}{2^k(N-k)!} \sum_{|\omega| = N-k} \frac{2^{d/2}}{\omega!} \partial^{2\omega}|_{z=0} \left( \sum_{i=0}^{k} a_i(x, \xi(z)) \psi_{k-i}(z, y) \right). \]

Following Equation (7), for all \((t, x, y) \in \mathbb{R}^+ \times O\),

\[ t^{k-d/2} \int_{\Gamma_x} e^{-\frac{h_x(y(z) - h_x(y(t_0))}{t}} \left( \sum_{i=0}^{k} a_i(x, z) \psi_{k-i}(z, y) \right) \, dz = \sum_{N=k}^{n} t^N \psi_N^k(x, y) + t^{n+1} \Psi_k(t, x, y) \]

where \(\Psi_k(t, x, y)\) is a smooth function on \(\mathbb{R}^+ \times O\) and there exists \(t_k > 0\) such that

\[ \sup_{0 < t < t_k} \sup_{(x, y) \in U} |\Psi_k(t, x, y)| < \infty. \]

Then, plugging these sums in (6) yields

\[ t^{-d/2} \int_{\Gamma_x} e^{-\frac{h_x(y(z) - h_x(y(t_0))}{t}} \sum_{j/2}^{j/2} \sum_{j/2}^{j/2} (z, y) \, dz = \sum_{N=0}^{n} t^N \psi_N^k(x, y) + t^{n+1} \sum_{k=0}^{n+1} \Psi_k(t, x, y). \]

By construction, the remainder \(\sum_{k=0}^{n+1} \Psi_k(t, x, y)\) is uniform.

Applying this reasoning for each term in the sum (5) yields that \(P(\varepsilon, \eta, \delta)\) holds. \(\square\)

**Lemma 23.** If \(P(\varepsilon, \eta, \delta)\) holds then all the derivatives in \((t, y)\) of the remainders are also uniformly bounded.

**Proof.** Let \(U = U_{\varepsilon, \eta} \cap D(\delta)\), \(O \subset M^2 \setminus C\) be an open neighborhood of \(U\) and let \(\psi(t, x, y) : \mathbb{R}^+ \times O \to \mathbb{R}\) be such that there exist sequences of smooth functions \(a_k : O \to \mathbb{R}\), \(k \in \mathbb{N}\), \(\rho_k : \mathbb{R}^+ \times O \to \mathbb{R}\), such that

\[ \psi(t, x, y) = t^{-d/2} e^{-\frac{h_x(y(z) - h_x(y(t_0))}{4t}} \left( \sum_{k=0}^{n} a_k(x, y) t^k + t^{n+1} \rho_{n+1}(t, x, y) \right), \]

and there exists \(t_0 > 0\) such that \(n \in \mathbb{N}\),

\[ \sup_{0 < t < t_0} \sup_{(x, y) \in U} |\rho_n(t, x, y)| < \infty. \]

Assume there also exist sequences of smooth functions \(b_k : O \to \mathbb{R}\), \(k \in \mathbb{N}\), \(\tilde{\rho}_k : \mathbb{R}^+ \times O \to \mathbb{R}\), such that

\[ Z^t_y \psi(t, x, y) = t^{-d/2} e^{-\frac{h_x(y(z) - h_x(y(t_0))}{4t}} \left( \sum_{k=0}^{n} b_k(x, y) t^k + t^{n+1} \tilde{\rho}_{n+1}(t, x, y) \right) \]

and for all \(n \in \mathbb{N}\),

\[ \sup_{0 < t < t_0} \sup_{(x, y) \in U} |\tilde{\rho}_n(t, x, y)| < \infty. \]

Then

\[ \sup_{0 < t < t_0} \sup_{(x, y) \in U} |Z^t_y \rho_n(t, x, y)| < \infty. \]
Indeed, we have
\[ Z_y^i \left( t^{d/2} e^{-d(x,y)^2/4t} \psi(t, x, y) \right) = \sum_{k=0}^{n} t^k Z_y^i a_k(x, y) + t^{n+1} Z_y^i \rho_{n+1}(t, x, y). \]

On the other hand, by pushing the expansion to one more order,
\[ Z_y^i \left( t^{d/2} e^{-d(x,y)^2/4t} \psi(t, x, y) \right) = t^{d/2} e^{-d(x,y)^2/4t} \left( \frac{Z_y^i d(x,y)^2}{4t} \psi(t, x, y) + Z_y^i \psi(t, x, y) \right) \]
\[ = \sum_{k=0}^{n+1} t^{k-1} \left( \frac{Z_y^i d(x,y)^2}{4t} a_k(x, y) + b_k(x, y) \right) \]
\[ + t^{n+1} \left( \frac{Z_y^i d(x,y)^2}{4t} \rho_{n+2}(t, x, y) + \rho_{n+2}(t, x, y) \right) \]

Other than compatibility conditions such as \( a_0(x,y) Z_y^i d(x,y)^2 = -4b_0(x,y) \), we have
\[ Z_y^i \rho_{n+1}(t, x, y) = \frac{Z_y^i d(x,y)^2}{4t} \rho_{n+2}(t, x, y) + \rho_{n+2}(t, x, y) \]

Similar expressions can be derived for derivatives with respect to \( t \) following the same reasoning. Chaining these arguments for both variables in all orders implies the statement. \( \square \)

As a conclusion to the section, we can finally prove Proposition \ref{proposition:20}.

**Proof of Proposition \ref{proposition:20}**. Let \( \eta = 1/2 \min_{x,y} d(x,y) \), and let \( \delta = 2 \max_{x,y} d(x,y) \). We prove that there exists \( \varepsilon > 0 \) such that such that \( P(\varepsilon, \eta, \delta) \) holds, with \( P \) introduced in Lemma \ref{lemma:22}. Once this is proved, Lemma \ref{lemma:23} then implies Proposition \ref{proposition:20}.

Consider the set \( \mathcal{U}_{1,0} \subset M^2 \), the set of pairs \( (x, y) \) such that there exists a strongly normal length minimizing curve \( \gamma : [0,1] \rightarrow M \), with \( (\gamma(0), \gamma(1)) \in K \), and \( d(\gamma, x) \leq 1 \), \( d(\gamma, y) \leq 1 \). It is a compact set, hence Lemma \ref{lemma:22} applies: there exists \( \delta_0 > 0 \) such that for any compact set contained in \( \mathcal{U}_{1,0} \cap C \), Ben Arous expansions hold uniformly. As a consequence, for any \( \eta, P(1, \eta, \delta_0) \) holds.

Let \( m \in \mathbb{N} \) be such that \( (3/2)^m \delta_0 \geq \delta \), and let \( \eta_0 = \eta/3^m \). We have that \( P(1, \eta_0, \delta_0) \) holds. Applying Lemma \ref{lemma:22} \( m \) times yields that there exists \( \varepsilon > 0 \) such that \( P(\varepsilon, 3^m \eta_1, (3/2)^m \delta_0) \) holds. Consequently, \( P(\varepsilon, \eta, \delta) \) also holds and we have proved the statement.

If Ben Arous expansions hold uniformly for any \( K \in M^2 \setminus C \), then Theorem \ref{theorem:3}. The issue is the existence and smoothness of the functions \( c_k^l, r_k^l \) on the full set \( M^2 \setminus C \), for all \( k, l \in \mathbb{N} \), \( \alpha \) multi-index. However by filling \( M^2 \setminus C \) with compacts, since the functions give an expansion of the heat kernel, we finally get the statement. \( \square \)

### 3.3 Uniform universal bounds on the heat kernel.

A natural application of Ben Arous expansions are a priori universal bounds on the heat kernel, that come as a direct consequence of Molchanov method in form of a Laplace integral. These are stated in Proposition \ref{proposition:3}, which we prove in a moment. In the case of sub-Riemannian manifolds, these estimates were initially proved in \ref{lemma:22}. The approach for the proof is similar, however we extend this result by showing the existence of uniform bounds on compact subsets where no two distinct points are joined by abnormal minimizers. Lower bounds do not hold for spatial derivatives due to the necessity of non-vanishing terms in the Ben Arous expansion, which is only guaranteed for time derivatives of the kernel.

**Proof of Proposition \ref{proposition:3}**. By compactness of the sets involved, it is sufficient to show the estimates holds on all elements of a finite cover of \( K \). Most of the reasoning present in the proof focuses on proving the statement for elements \( (x, y) \in K \) such that \( x \) belongs to an open ball on which the cotangent bundle has been trivialized. Since we can cover the compact \( \pi_x(K) \) with a finite number of neighborhoods on which the fiber bundle can be trivialized, this implies the statement.
For all $x \in M$, let us denote by $\text{Exp}_x : T^*_x M \to M$ the sub-Riemannian exponential (at time 1). Let $(x_0, y_0) \in K$. There exists $\eta > 0$ such that $TM$ can be trivialized on $B(x_0, 2\eta)$, that is $T^* M \simeq \mathbb{R}^d \times M$. We affix on $\mathbb{R}^d$ a Euclidean structure $| \cdot |$.

**Step 1: preliminary bounds on integrals over $\Gamma_\varepsilon$.**

First, let us check that the set

$$V^\eta_{x_0} = \{ (x, p) \in \tilde{B}(x_0, \eta) \times \mathbb{R}^d \mid \exists y \in M \text{ s.t. } (x, y) \in K, \text{Exp}_x(p) \in \Gamma_\varepsilon(x, y) \}.$$ 

is compact by showing that any sequence $(x_n, p_n)$ in $V^\eta_{x_0}$ converges up to extraction.

By Lemmas [17] and [18] there exists $\varepsilon_0 > 0$ such that if $\varepsilon \leq \varepsilon_0$, $\Gamma_\varepsilon^l(K)$, is a compact subset of $M^2 \setminus C$. This implies that up to extraction, $(x_n, \text{Exp}_{x_n}(p_n))$ converges to $(x^*, z^*) \in \Gamma_\varepsilon^l(K)$, that is, there exists $y^* \in M$ such $(x^*, y^*) \in K$ and $z^* \in \Gamma_\varepsilon(x, y)$. Furthermore, $x^* \in \tilde{B}(x_0, \eta)$ by closure of the set.

Let $\gamma_n(s) = \text{Exp}_{x_n}(sp_n)$. The family $(\gamma_n)$ is a family of length-minimizing curves, it converges to a length minimizing curve that we denote $\gamma^*$. We also know that $\gamma^*(0) = x^*$ and $\gamma^*(1) = z^*$. Since there exists no abnormal minimizers, there exists $p^*$ such that $\gamma^*(s) = \text{Exp}_x(sp^*)$.

This proves that $V^\eta_{x_0}$ is compact, and further implies that $\text{Exp}_x$ is a diffeomorphism on the set of $p$ such that $(x, p) \in V^\eta_{x_0}$ (since $(x, \text{Exp}_x(p))$ avoids $C$).

Let us denote by $\lambda_{\mathbb{R}^d}$ the Lebesgue measure associated to the Euclidean structure on the trivialized fibers of $T^* M$. For all $x \in \tilde{B}(x_0, \eta)$, let $V_x$ be the set of covectors $p$ such that $(x, p) \in V^\eta_{x_0}$. The exponential at $x$ is a diffeomorphism from $V_x$ onto its image, hence there exists a function $\nu_x$ that is the density of $(\text{Exp}_x^{-1})_*$ $\mu$ with respect to the measure $\lambda_{\mathbb{R}^d}$ on $V_x$.

Furthermore, since the exponential is smooth in $x$ and $p$ over $V^\eta_{x_0}$, $(x, p) \to \nu_x(p)$ is at least continuous, which implies by compactness that

$$\nu = \inf_{(x, p) \in V^\eta_{x_0}} \nu_x(p) > 0, \quad \text{and} \quad \bar{\nu} = \sup_{(x, p) \in V^\eta_{x_0}} \nu_x(p) < \infty.$$ 

Then for any smooth function $\varphi : M \to \mathbb{R}$, any $(x, y) \in K$, $x \in \tilde{B}(x_0, \eta)$,

$$\nu \int_{V_x} \varphi(\text{Exp}_x(p)) \lambda_{\mathbb{R}^d}(dp) \leq \int_{\Gamma_\varepsilon} \varphi(z) \mu(dz) \leq \bar{\nu} \int_{V_x} \varphi(\text{Exp}_x(p)) \lambda_{\mathbb{R}^d}(dp).$$

**Step 2: upper bounds on the kernel.** As a consequence of uniform Léandre estimates, for all non-negative integer $l$ and multi-index $\alpha$, there exists $\varepsilon_1$ such that for all $\varepsilon < \varepsilon_1$, uniformly in $(x, y) \in K$, we have

$$e^{-\frac{d(x, y)^2}{4t}} \partial_t^l Z^\alpha_y p_t(x, y) = e^{-\frac{d(x, y)^2}{4t}} \sum_{j=0}^l \binom{l}{j} \int_{\Gamma_\varepsilon} \left( \partial_t^j p_{t/2}(x, z) \right) \left( \partial_t^{l-j} Z_y^\alpha p_{t/2}(z, y) \right) \mu(dz) + O(e^{-\frac{t}{4}}).$$

Then we can apply Ben Arous expansion at the lowest order. Since $\Gamma_\varepsilon^l(K)$ and $\Gamma_\varepsilon^r(K)$ are both compact subsets of $M \setminus C$, there exist $\tau > 0$, $t_{l, \alpha} > 0$ such that for all $0 < t < t_{l, \alpha}$, for all $(x, y) \in K$, for all $z \in \Gamma_\varepsilon$, for all $j, \alpha, l \leq l$,

$$\left| \partial_t^j p_{t/2}(x, z) \right| \leq \tau \left( \frac{t}{2} \right)^{-\frac{d}{2} - 2j} e^{-\frac{d(x, y)^2}{4t}},$$ 

$$\left| \partial_t^{l-j} Z_y^\alpha p_{t/2}(z, y) \right| \leq \tau \left( \frac{t}{2} \right)^{-\frac{d}{2} - 2(l-j)-|\alpha|} e^{-\frac{d(x, y)^2}{4t}}.$$ 

Hence, uniformly in $(x, y) \in K$, for all $\varepsilon < \varepsilon_1$,

$$e^{-\frac{d(x, y)^2}{4t}} \partial_t^l Z^\alpha_y p_t(x, y) \leq \tau^2 2^{-l+|\alpha|} \int_{\Gamma_\varepsilon} e^{-\frac{\tau d(x, y)^2}{4t}} \mu(dz) + O(e^{-\frac{t}{4}}).$$
Recall that for all points $z \in M$, $h_{x,y}(z) \geq \frac{d(x,y)^2}{4}$, the minimum being reached on points of $\Gamma$. Following [12], the triangular inequality implies
\[
h_{x,y}(z) = \frac{1}{2} (d(x,z)^2 + d(z,y)^2) \\
\geq \frac{1}{2} \left( d(x,z)^2 + (d(x,y) - d(x,z))^2 \right) \\
\geq d(x,z)^2 - d(x,z)d(x,y) + \frac{d(x,y)^2}{2} \\
\geq \left( d(x,z) - \frac{d(x,y)}{2} \right)^2 + \frac{d(x,y)^2}{4}
\]

With $H : TM \to \mathbb{R}$ the sub-Riemannian Hamiltonian. The homogeneity property of the Hamiltonian implies, for all positive $s$,
\[
H(x,sp) = s^2 H(x,p).
\]
In particular, for any $z \in \Gamma$, there exists a unique $p \in V_x$ such that $\text{Exp}_x(p) = z$ and we have $d(x,z) = \sqrt{2H(x,p)}$. Furthermore, with the map
\[
\Phi_x : p \mapsto \left( \sqrt{2H(x,p)}, H \left( x, \frac{p}{\sqrt{2H(x,p)}} \right) \right)
\]
we separate the space $\{H \neq 0\}$ into $\mathbb{R}^+ \times \{H = 1/2\}$.

It is clear that the inverse of $\Phi_x$ is simply
\[
(\sigma, q) \mapsto \sigma q.
\]
Hence, denoting $\lambda^{1/2}$ the trace of the Lebesgue measure on $\{H = 1/2\}$, for any smooth function $\varphi : T^* M \to \mathbb{R}$, and $V$ a compact in $\{H \neq 0\}$, and
\[
\int_V \varphi(p)(\lambda dp) = \int_{\Phi_x(V)} \varphi(\sigma \lambda^{1/2}) \sigma^{-1} d\sigma \lambda^{1/2}(dp) = \int_{\{H = 1/2\}} \int_{\mathbb{R}^+} 1_{\Phi_x(V)}(\sigma, q) \varphi(\sigma \lambda^{1/2})(\sigma^{-1} d\sigma \lambda^{1/2}(dp).
\]
By the lower bound on $h_{x,y}$, we have
\[
\int_{\Gamma_x} e^{-\frac{h_{x,y}(z)-d(x,y)^2}{4}} \mu(dz) \leq \int_{\Gamma_x} e^{-\frac{1}{4}(d(x,z) - \frac{d(x,y)}{2})^2} \mu(dz).
\]
Using the upper bound [8],
\[
\int_{\Gamma_x} e^{-\frac{h_{x,y}(z)-d(x,y)^2}{4}} \mu(dz) \leq \tilde{\nu} \int_{V_x} e^{-\frac{1}{4} \left( \sqrt{2H(x,p)} - \frac{d(x,y)}{2} \right)^2} \lambda dp \\
\leq \tilde{\nu} \int_{\{H = 1/2\}} \int_{\mathbb{R}^+} 1_{\Phi_x(V)}(\sigma, q) e^{-\frac{1}{4}(\sigma \frac{d(x,y)}{2})^2} \sigma^{-1} d\sigma \lambda^{1/2}(dp)
\]
To conclude, we use again that $V_{x_0}$ is a compact set. By continuity,
\[
\sigma = \inf_{V_{x_0}} \sqrt{2H(x,p)} > 0 \quad \text{and} \quad \bar{\sigma} = \sup_{V_{x_0}} \sqrt{2H(x,p)} < \infty.
\]
Also, $\sigma < \frac{d(x,y)}{2 < \bar{\sigma}}$. Furthermore, there exists $C > 0$ such that for all $x$ such that $(x, p) \in V_{x_0},$
\[
\lambda^{1/2} \{q | \sigma q \in V_x\} \subset C.
\]
Indeed, the opposite would imply that there exists a sequence $(p_n, x_n) \in V_{x_0}$ such that $\frac{p_n}{\sqrt{2H(x_n,p_n)}} \to \infty$. Since $\sqrt{2H}$ is bounded on $V_{x_0}$ and $V_{x_0}$ is compact, this is impossible.

Thus,
\[
\int_{\Gamma_x} e^{-\frac{h_{x,y}(z)-d(x,y)^2}{4}} \mu(dz) \leq C \bar{\sigma}^{-1} \int_\sigma^{\bar{\sigma}} e^{-\frac{1}{4}(\sigma \frac{d(x,y)}{2})^2} d\sigma.
\]
Then, as a classical application of Laplace integral asymptotics,

\[ \int_\sigma e^{-\frac{1}{2}(\sigma - \frac{d(x,y)}{\rho})^2} d\sigma \leq 2\sqrt{2\pi}. \]

Hence

\[ e^{-\frac{d(x,y)^2}{4t}} \partial_t^\alpha \partial_y^\beta p_t(x, y) \leq \left( \frac{\rho}{t} \right)^{d+1} \frac{2^{d+1}}{1} \sqrt{\frac{2\pi}{t}} C \cdot \delta^{\frac{d-1}{4}}. \]

which proves the stated upper bound.

**Step 3: lower bounds on the kernel.** In that case we follow the same reasoning, but it takes less work to be able to give an upper bound of the hinged energy functional.

Notice there exists \( \rho > 0 \) such that for any \( (x, y) \in K \) such that \( x \in B(x_0, \eta) \), and \( p_0 \) such that \( \text{Exp}_x(p_0) \in \Gamma, B(p_0, \rho) \subset V_x \). Then, for any for any smooth \( \varphi : \mathbb{R} \rightarrow \mathbb{R} \), and any such \( p_0 \),

\[ \int_{\Gamma_x} \varphi(z) \mu(dz) \geq \nu \int_{V_x} \varphi(\text{Exp}_x(p)) \lambda_{\mathbb{R}^d}(dp) \geq \nu \int_{B(p_0, \rho)} \varphi(\text{Exp}_x(p)) \lambda_{\mathbb{R}^d}(dp). \]

On \( B(p_0, \rho) \), we can use a \( d \)-dimensional Taylor expansion,

\[ |h_{x,y} \circ \text{Exp}_x(p) - h_{x,y} \circ \text{Exp}_x(p_0)| \leq \sup_{p_1 \in B(p_0, \rho)} \|D^2 h_{x,y} \circ \text{Exp}_x(p_1)\| |p - p_0|^2. \]

Again compactness implies that \( \kappa = \sup \{ \|D^2 h_{x,y} \circ \text{Exp}_x(p)\| \mid (x, p) \in V_x, (y, p) \in K, p \in V_x \} \) is finite and thus

\[ h_{x,y}(p) \leq \frac{d(x,y)^2}{4} + \kappa|p - p_0|^2. \]

Once again, by uniform Léandre estimates, there exists \( \varepsilon_1 \) such that for all \( \varepsilon < \varepsilon_1 \), uniformly in \( (x, y) \in K \),

\[ e^{-\frac{d(x,y)^2}{4t}} \partial_t p_t(x, y) = e^{-\frac{d(x,y)^2}{4t}} \sum_{j=0}^{l} \left( \frac{l}{j} \right) \int_{\Gamma_x} \left( \partial_{t}^{j} p_{t/2}(x, z) \right) \left( \partial_{t}^{l-j} p_{t/2}(z, y) \right) \mu(dz) + O(e^{-\frac{t}{2}}). \]

We apply Ben Arous expansions at the lowest order. Since we don’t have any spatial derivatives, the first term in the expansion never vanishes outside of the cut locus. Hence, since \( \Gamma_\varepsilon(K) \) and \( \Gamma_\varepsilon^*(K) \) are compact subsets of \( M \setminus C \), there exist \( \varepsilon > 0 \), \( t_0 > 0 \) such that for all \( 0 < t < t_0 \), for all \( (x, y) \in K \), for all \( z \in \Gamma_x \), for all integer \( 0 \leq j \leq l \),

\[ \partial_{t}^{j} p_{t/2}(x, z) \partial_{t}^{l-j} p_{t/2}(z, y) \geq 2\varepsilon \left( \frac{t}{2} \right)^{-\frac{4}{2}} e^{-\frac{d(x,y)^2}{4t}}. \]

Consequently

\[ e^{-\frac{d(x,y)^2}{4t}} \partial_{t}^{j} p_{t}(x, y) \geq \frac{2^{d+2l}}{t^{l}} \int_{\Gamma_x} e^{-\frac{d(x,y)^2}{4t}} \mu(dz) \geq \frac{2^{d+2l}}{t^{l}} \int_{B(p_0, \rho)} e^{-\frac{|p - p_0|^2}{t}} \mu(dp). \]

As a classical application of Laplace integrals asymptotics,

\[ \int_{B(p_0, \rho)} e^{-\frac{|p - p_0|^2}{t}} \mu(dp) \geq \frac{(\pi t)^{d/2}}{2}. \]

Hence

\[ e^{-\frac{d(x,y)^2}{4t}} \partial_{t}^{j} p_{t}(x, y) \geq \frac{2^{d+2l}}{t^{l} \pi^{d/2}}. \]

Which concludes the proof. \( \square \)
4. Complete expansions

As we aim to illustrate in this section, applying the Molchanov method allows to translate information on the jets of the hinged energy functional on the midpoint set to complete expansions of the heat kernel and its derivatives, while simultaneously sidestepping heavier methods. Here we are able to give proofs for complete expansions for some well known singular cases: conjugate minimizing curves of type $A$, and Morse-Bott conjugacy.

One critical point is that the complete expansions draw information from jets of the hinged energy functional. We show in Theorem 26 that basically any smooth non-negative function can be realized as a hinged energy functional between two points of a Riemannian manifold. This points towards the idea that full expansions should not always be accessible.

4.1. A-type singularities. For some points in the cut locus, it is still possible to give a precise enough expansion of the heat kernel. In particular, we consider here the case where a pair of points $x, y \in M$ are connected by a unique geodesic that is conjugate.

If we assume that $y$ is a singular value of $\text{Exp}_x$, the sub-Riemannian exponential at $x$, and, furthermore, that $\text{Exp}_x$ has a $A_n$ singularity, with $n > 0$, at a preimage of $y$, then $n$ has to be odd for the normal extremal joining $x$ to $y$ to be minimizing (see Figure 2). Indeed in that case (see, e.g., [11]), the hinged energy functional has the normal form

\[
\begin{equation}
 h_{x,y}(z_1, \ldots, z_n) = \frac{d(x,y)}{4} + z_{d+1}^n + \sum_{i=1}^{d-1} z_i^2.
\end{equation}
\]

This fact yields the following expansion.

![Figure 2](image.png)

**Figure 2.** A minimizing conjugate curve typically appears at the boundary of the cut, where the sub-Riemannian exponential degenerates. A particular example where such a situation occurs correspond to points on a non-degenerate caustic of 3D contact sub-Riemannian manifolds. Indeed for generic $x$ in such a manifold and $y$ at the boundary of the cut (and at least sufficiently near $x$), the point $y$ belongs to a cuspidal fold of the conjugate locus corresponding to an $A_3$ singularity (see, e.g., [11] [22]). The geodesic linking $x$ and $y$ is unique and $\Gamma$ reduced to a point.
Proposition 24. Let $x$ and $y$ be two points of a sub-Riemannian manifold such that the unique length minimizing curve joining $x$ to $y$ is strongly normal and a conjugate curve of type $A_{2p-1}$, $p \in \mathbb{N}$, $p \geq 2$. Then if $l$ is any non-negative integer in the symmetric case and $0$ otherwise, and $\alpha$ is any multi-index, there exists a sequence of real numbers $(\nu_k)_{k \in \mathbb{N}}$ and a sequence of functions $(\rho_k)_{k \in \mathbb{N}}$ such that for all $n \in \mathbb{N}$,
\[
\partial^l_t Z^n_y p_t(x, y) = t^{-|\alpha|+2l+\frac{d+1}{2}} + \frac{1}{\pi} e^{-\frac{d(x,y)^2}{t}} \left( \sum_{k=0}^{n} \nu_k t^k/p + t^{\alpha+1} \rho_{n+1}(t) \right),
\]
and there exists $t_0 > 0$ such that
\[
\sup_{(0,t_0)} |\rho_{n+1}(t)| < \infty.
\]

Proof. We give the proof in the case $l = 0$, $\alpha = 0$. The other cases can be straightforwardly deduced from this proof and the proof of Lemma [22], where the method by distribution of derivatives is explicated.

Under the assumptions of the theorem, the normal geodesic joining $x$ and $y$ is such that the hinged energy near the midpoint of the geodesic $z_0(x,y)$ is given by $\frac{d(x,y)}{t} + \Phi \circ \xi$, with $\Phi(z) = z_{2p}^2 + \sum_{i=1}^{d-1} s_i^2$ and $\xi$ a local diffeomorphism centered at $z_0$.

For any smooth function $\phi(z)$,
\[
\int_{\mathbb{R}^d} e^{-\Phi(z)/t} \phi(z) dz = \int_{\mathbb{R}^d} e^{-\Phi(z)/t} \phi(\xi^{-1}(z)) det(D\xi^{-1}(z)) dz.
\]

Following [24, Equation (4.61)], computing Cauchy product of expansions in the $z_d$ direction and the $(z_1,\ldots,z_{d-1})$ directions,
\[
e^{-\Phi(z)/t} \approx \sum_{n=0}^{\infty} \sum_{k=0}^{n} \left( \frac{\Gamma \left( \frac{2(k+1)}{2p} \right) \partial^k z_d \delta_0}{p(2k)!} t^{2(p-1)} \right) \left( \frac{\pi^{\frac{d+1}{2}}}{2^{d-n-k}} \frac{\beta^{d+1-n-k}}{2^{d-n-k} t^{d-n-k}} \sum_{\omega \in \mathbb{N}^{d-1}} \frac{\partial^2 \omega}{\omega!} \right).
\]

We rearrange the terms so that the $k$ index completes the multi-index $\omega \in \mathbb{N}^{d-1}$ such that $|\omega| = n-k$, into a $\omega' \in \mathbb{N}^d$ multi-index such that $|\omega'| = n$. Hence (dropping $\omega'$ in favor of $\omega$ again)
\[
e^{-\Phi(z)/t} \approx \sum_{n=0}^{\infty} \sum_{\omega \in \mathbb{N}^d} \left( \frac{\pi^{\frac{d+1}{2}}}{2^{d-n}} \frac{\Gamma \left( \frac{2d+1}{2p} \right) \omega_d!}{p(2\omega_d)!} \right) \left( \frac{2\omega_d+1}{2^{d-n} p(2\omega_d)!} \right) \left( \frac{2\omega_d+1}{2^{d-n} p(2\omega_d)!} \right) \partial^2 \omega \left( \phi(\xi^{-1}(z)) det(D\xi^{-1}(z)) \right).
\]

As a consequence,
\[
\int_{\mathbb{R}^d} e^{-\Phi(z)/t} \phi(z) dz \approx \sum_{n=0}^{\infty} \sum_{\omega \in \mathbb{N}^d} \left( \frac{\pi^{\frac{d+1}{2}}}{2^{d-n}} \frac{\Gamma \left( \frac{2d+1}{2p} \right) \omega_d!}{p(2\omega_d)!} \right) \left( \frac{2\omega_d+1}{2^{d-n} p(2\omega_d)!} \right) \left( \frac{2\omega_d+1}{2^{d-n} p(2\omega_d)!} \right) \partial^2 \omega \left( \phi(\xi^{-1}(z)) det(D\xi^{-1}(z)) \right).
\]

Then we apply this statement to
\[
e^{\frac{-d(x,y)^2}{4t}} p_t(x, y) = \int_{\Gamma_x} e^{\frac{-d(x,y)^2}{4t}} p_{t/2}(x, z)p_{t/2}(z, y) dz + O(e^{-\tilde{\pi}}).
\]

Similarly to the computations in the proof of Lemma [22], $z$ being outside of the cut locus of both $x$ and $y$, the heat kernel decomposes as
\[
p_{t/2}(x, z)p_{t/2}(z, y) = e^{-h_{x,y}(z)/t} t^{-d} \left( \sum_{k=0}^{n} \left( \frac{t}{2} \right)^k \sum_{j=0}^{k} c_j(x, z)c_k-j(z, y) + t^{n+1} R_n(t, x, y, z) \right),
\]
with $z \mapsto c_k(x, z)$ and $z \mapsto c_k(z, y)$ smooth functions of $z$ on $\Gamma_x$, and $(t, z) \mapsto R_n(t, x, y, z)$ smooth function of $(t, z)$ on $\mathbb{R}^+ \times \Gamma_x$. Furthermore, there exists $t_0 > 0$ such that $\sup_{(0,t_0)} \sup_{\Gamma_x} |R_n(t, x, y, z)| = A < \infty$. 
Then, for all \( N \in \mathbb{N} \), by noticing that \( k + \frac{\omega_d}{p} + n - \omega_d \leq \frac{N}{p} \) if and only if \( k \leq \lfloor N/p \rfloor \) and \( n \leq N - kp \), since \( 0 \leq \omega_d \leq n \), we have
\[
 t \frac{d + 1}{2e} \frac{d(x,y)^2}{4} p_1(x,y) = \sum_{k=0}^{\lfloor N/p \rfloor} \sum_{n=0}^{N-kp} \sigma_{k,n,\omega}(x,y) t^{k+n} \frac{\omega_d}{p} + n - \omega_d + t \frac{N + 1}{p} \rho_{N+1}(t, x, y),
\]
with
\[
 \sigma_{k,n,\omega}(x,y) = \left( \frac{\pi^{d+1}}{2^n} \Gamma \left( \frac{2\omega_d+1}{2p} \right) \omega_d! \right) \sum_{j=0}^{k} \partial^2 \omega \bigg|_{z=0} [c_j(x, \xi^{-1}(z)) c_{k-j}(\xi^{-1}(z), y) \det(D\xi^{-1}(z))]
\]
and \( \sup_{[0,t_0]} |\rho_{N+1}(t, x, y)| < \infty. \)

4.2. Morse-Bott case. An interesting example of a point in the cut is the Morse-Bott case (so called because it corresponds to \( h_{x,y} \) being a Morse-Bott function), where the set of geodesics between two points \( x \) and \( y \) is a continuous family, such that the midpoint set becomes a submanifold in \( M \) (of constant dimension) and the Hessian is non-degenerate in the normal directions. We follow \([12, 11]\) for the definition of such a pair of points. All the elements necessary to give a full expansion of the heat kernel in that situation are present in \([12]\) but that particular goal was not pursued. Here we apply Molchanov’s method to obtain the full expansion. It should be noted that original methods for obtaining full expansions have been developed in \([34, 39, 40]\), where this particular example is treated. One observation that can be made from our technique is that, although these new approaches offer promising steps towards the construction of expansions of heat kernels in various situations, it doesn’t appear necessary to introduce an original theory to treat this particular case in our sub-Riemannian situation.

Denoting \( \Lambda_x = \{ p \in T_x M \mid H(p, x) = 1/2 \} \) and
\[
 L = \{ p \in \Lambda_x \mid \text{Exp}_x(p, d(x, y)) = y \},
\]
we assume that for a specific pair \( (x, y) \in M^2 \):
- All minimizers from \( x \) to \( y \) are strongly normal, hence given by the exponential map applies to elements of \( L \),
- \( L \) is a dimension \( r \) submanifold of \( \Lambda_x \),
- For every \( p \in L \), we have \( \dim \ker D(p, d(x, y)) \text{Exp}_x = r \).

(See, for instance, Figure 3 for an example of a such situation. See also \([12]\) for another example where this type of cut points play an essential role.) Under these assumptions, \( \Gamma \) is a compact submanifold of \( M \) and it is proved in \([12]\) that there exists a collection \( \{ U_i \}_{1 \leq i \leq N} \) of open sets such that for \( \varepsilon \) small enough, \( \Gamma_\varepsilon \subset \bigcup_{i=1}^N U_i \), and on each \( U_i \), there exists a set of coordinates \( u : M \rightarrow \mathbb{R}^d \) such that for all \( z \in U_i \)
\[
 \Gamma \cap U_i = \{ u_{r+1} = \ldots = u_d = 0 \}
\]
and
\[
 h_{x,y}(z) = \frac{d(x,y)^2}{4} + \sum_{i=r+1}^d u_i^2.
\]
Furthermore, there exists a partition of unity \( (\varphi_i)_{1 \leq i \leq N} \), such that \( \varphi_i|_{U_i^c} = 0 \) and for all \( z \in \Gamma_\varepsilon \),
\[
 \sum_{i=1}^N \varphi_i(z) = 1,
\]
and on each \( U_i \),
\[
 \varphi_i(u_1, \ldots, u_d) = \varphi_i(u_1, \ldots, u_r, 0, \ldots, 0).
\]

In the described situation, we have the following.
Any point of the cut locus in the Heisenberg group satisfies the definition of the Morse-Bott case. The set of all geodesics emanating from \((0,0,0)\) and becoming cut at some point \((0,0,h)\), \(h > 0\) form a sphere-like shape with rotational symmetry around the \(z\)-axis. When considering the pair \((0,0,0),(0,0,h)\), the midpoint set is the equator of the sphere, a circle sitting at altitude \(h/2\). Other examples include the Riemannian spheres of dimension at least 2.

**Proposition 25.** For any \(l\) which is a non-negative integer in the symmetric case and 0 otherwise, and any multi-index \(\alpha\), there exists a sequence of real numbers \((\nu_k)_{k \in \mathbb{N}}\) and a sequence of functions \((\rho_k)_{k \in \mathbb{N}}\) such that for all \(n \in \mathbb{N}\),

\[
\partial_t e^{\frac{d(x,y)^2}{4t}} \int U \phi_i(z) p_{t/2}(x,z) p_{t/2}(z,y) d\mu(z) = \int U \phi_i(z) p_{t/2}(x,z) p_{t/2}(z,y) d\mu(z) - \int_{\Gamma \times (-\varepsilon,\varepsilon)^d} \phi_i(u) p_{t/2}(x,z(u)) p_{t/2}(z(u),y) \frac{d\mu}{d\lambda_{\mathbb{R}^d}}(u) du_1 \ldots du_d.
\]

**Proof.** The proof follows the same classical reasoning of multiplication of series, along with a Fubini theorem argument. Again, we give the proof for the case \(\alpha = 0\), \(l = 0\).

Then for \(\varepsilon > 0\) small enough, we have the approximation

\[
p_t(x,y) = \int_M p_{t/2}(x,z) p_{t/2}(z,y) d\mu(z) = \int_{\Gamma \times (-\varepsilon,\varepsilon)^d} p_{t/2}(x,z) p_{t/2}(z,y) d\mu(z) + O \left( e^{-\frac{d(x,y)^2}{4t}} \right).
\]

Then, applying our assumptions,

\[
\int_{\Gamma \times (-\varepsilon,\varepsilon)^d} \phi_i(z) p_{t/2}(x,z) p_{t/2}(z,y) d\mu(z) = \sum_{i=1}^N \int U_i \phi_i(z) p_{t/2}(x,z) p_{t/2}(z,y) d\mu(z)
\]

We can now use coordinates on each \(U_i\) so that (since \(\phi_i(z(u)) = 0\) outside of \(U_i\))

\[
\int_{U_i} \phi_i(z) p_{t/2}(x,z) p_{t/2}(z,y) d\mu(z) = \int_{\Gamma \times (-\varepsilon,\varepsilon)^d} \phi_i(u) p_{t/2}(x,z(u)) p_{t/2}(z(u),y) \frac{d\mu}{d\lambda_{\mathbb{R}^d}}(u) du_1 \ldots du_d.
\]
As a consequence of Lemma 18, the set
\[ \mathcal{K} = \{ (x, z) \mid z \in \bar{\Gamma} \} \cup \{ (z, y) \mid z \in \bar{\Gamma}' \} \]
is a compact subset of \( M^2 \setminus \mathcal{C} \) for \( \varepsilon' \) small enough. We can assume \( \varepsilon \) small enough so that the image of \( \Gamma \times (-\varepsilon, \varepsilon)^{d-r} \) in the coordinate charts belongs to one such \( \bar{\Gamma}' \).

This implies that Theorem 3 holds for \( \mathcal{K} \). Then there exists an open set \( \mathcal{O} \subset M^2 \setminus \mathcal{C} \), \( \mathcal{K} \subset \mathcal{O} \), and sequences of smooth functions \( c_k : \mathcal{O} \to \mathbb{R}, r_k : \mathbb{R}^+ \times \mathcal{O} \to \mathbb{R}, k \in \mathbb{N} \), such that for all \( n \in \mathbb{N} \),
\[
 p_{t/2}(x, z)p_{t/2}(z, y) =
 e^{-\frac{h_{x,y}(z)}{4t}} \left( \sum_{k=0}^{n} c_k(x, z) t^k + t^{n+1} r_{n+1}(t, x, z) \right) \left( \sum_{k=0}^{n} c_k(z, y) t^k + t^{n+1} r_{n+1}(t, z, y) \right)
\]
On one hand, as always,
\[
 \left( \sum_{k=0}^{n} c_k(x, z) t^k + t^{n+1} r_{n+1}(t, x, z) \right) \left( \sum_{k=0}^{n} c_k(z, y) t^k + t^{n+1} r_{n+1}(t, z, y) \right) =
 \sum_{k=0}^{n} \psi_k(x, z, y) t^k + t^{n+1} R_{n+1}(t, x, z, y)
\]
with
\[
 \psi_k(x, z, y) = \sum_{j=0}^{k} c_j(x, z) c_{k-j}(z, y)
\]
and, uniformly in space variables,
\[
 \sup_{t \in (0, t_0)} |R_{n+1}(t, x, z, y)| < \infty.
\]
On the other hand, we have in coordinates
\[
 \frac{-h_{x,y}(z(u))}{4t} = \frac{-d(x, y)}{4t} - \frac{1}{t} \sum_{i=r+1}^{d} u_i^2.
\]
Hence the separation
\[
 e^{-\frac{h_{x,y}(z)}{4t}} \left( \sum_{k=0}^{n} c_k(x, z) t^k + t^{n+1} r_{n+1}(t, x, z) \right) d\mu(z) =
 \sum_{k=0}^{n} \int_{\Gamma \cap U_i} \varphi_i(u_1, \ldots, u_r) \left( \int_{(-\varepsilon, \varepsilon)^{d-r}} e^{\frac{1}{t} \sum_{i=r+1}^{d} u_i^2} \psi_k(x, z(u), y) \frac{d\mu}{d\lambda_{d}^\vartheta}(u) \, du_{r+1} \ldots du_d \right) \, du_1 \ldots du_r
\]
\[+ t^{n+1} \int_{\Gamma \cap U_i} \varphi_i(u_1, \ldots, u_r) \left( \int_{(-\varepsilon, \varepsilon)^{d-r}} e^{\frac{1}{t} \sum_{i=r+1}^{d} u_i^2} R_{n+1}(t, x, z(u), y) \frac{d\mu}{d\lambda_{d}^\vartheta}(u) \, du_{r+1} \ldots du_d \right) \, du_1 \ldots du_r \]
As always, following [24], we have the expansion
\[
 e^{\frac{1}{t} \sum_{i=r+1}^{d} u_i^2} \simeq \sum_{j=0}^{\infty} \left( \frac{\pi^{d-r}}{2^2j} \frac{\alpha^{d-r}+j}{\alpha!} \sum_{\alpha \in \mathbb{N}^{d-r} \atop |\alpha|=j} \frac{\partial^{2\alpha}}{\partial u_{r+1} \ldots u_d} \delta_0 \right),
\]
Again here, uniformly in space variables, 

\[
\int_{(-\varepsilon, \varepsilon)^{d-r}} e^\frac{t}{2} \sum_{k=r+1}^d u_k^2 \psi_k(x, z(u), y) \frac{d\mu}{d\lambda_{d-r}}(u) \, du_{r+1} \ldots du_d = \\
\frac{d-r}{\pi} \int_{\Gamma(U_i)} \left[ \sum_{j=0}^{n-k} \frac{\partial^{2\alpha}(u_{j+1}, \ldots, u_d)}{\alpha!} \left( \psi_k(x, z(u), y) \frac{d\mu}{d\lambda_{d-r}} \right) \bigg|_{u_{r+1}=\ldots=u_d=0} \right]^{n+1-k} \phi^k(t, x, y, u_1, \ldots, u_r).
\]

By summing all elements together, this proves the statement. 

4.3. Prescribed singularities. We wish to discuss situations where an explicit expansion of the Laplace integral for the small-time asymptotics of the heat kernel appears not be known. The first step is to show that essentially any possible phase function \( h \) for a Laplace integral can be realized as the hinged energy functional between two points of a manifold. We first restrict our attention to Riemannian metrics. As already noted, the Molchanov method doesn’t distinguish between Riemannian and (properly) sub-Riemannian metrics, and it is simpler to give explicit constructions of Riemannian metrics.

Since the pair of points we consider will be fixed, in this section we use \((q_1, q_2)\) rather than \((x, y)\) to free the notation.

**Theorem 26.** Let \( M \) be a smooth manifold of dimension \( d \) (with \( d \geq 2 \)), \( q_1, q_2 \) in \( M \) such that \( q_1 \neq q_2 \), and \( a \) and \( \sigma \) be positive real numbers. Let \( h \) be a smooth, real-valued function in a neighborhood of \( B_0^{d-1}(a) \subset \mathbb{R}^{d-1} \) such that \( h(0, \ldots, 0) = 0 \), non-negative on \( B_0^{d-1}(a) \), and positive on \( \partial B_0^{d-1}(a) \). Then there exists a Riemannian metric \( g \) on \( M \) such that \( \Gamma = \Gamma(x, y) \) is contained in a coordinate patch

\[
(u_1, \ldots, u_d) : U \to B_0^{d-1}(a) \times (-\delta, \delta)
\]

such that

\[
h_{q_1, q_2} |_N = \frac{\sigma^2}{4} + h(u_1, \ldots, u_{n-1}) + u_d^2
\]

for some neighborhood \( N \) of \( \Gamma \) (thus \( \Gamma \) is given by the zero level set of \( h \) in the hyperplane \( \{u_d = 0\} \), and \( d(q_1, q_2) = \sigma \)). Further, we have the heat kernel representation

\[
\frac{1}{t^d} e^{-\frac{d^2(q_1, q_2)}{4t}} \int_{B_0^{d-1}(a) \times (-\varepsilon, \varepsilon)} \Phi(t, u) e^{-h(u_1, \ldots, u_{d-1}) + u_d^2} \, du_{d-1} \ldots du_d + O \left( e^{-\frac{d^2(q_1, q_2)}{4t} + \varepsilon} \right).
\]

for some positive \( \varepsilon \) and a smooth prefactor function \( \Phi \) over \( \mathbb{R}^+ \times B_0^{d-1}(a) \times (-\varepsilon, \varepsilon) \), smoothly extendable and positive at \( t = 0 \).

By rescaling, there is no loss of generality in assuming that the distance between \( q_1 \) and \( q_2 \) is prescribed to be 2, which is the same as prescribing \( \sigma = 1 \).
Let \((z_1, \ldots, z_d)\) be the standard Euclidean coordinates on \(\mathbb{R}^n\), and let \(g_E\) be the Euclidean metric. We will identify \(q_1\) with \((0, \ldots, 0, 1)\), \(q_2\) with \((0, \ldots, 0, -1)\), and \(B_0^{d-1}(a)\) with the corresponding subset of the hyperplane \(\{z_d = 0\}\). In particular, this will end up being compatible with the notation used in the theorem. We will use \(V^+\) (respectively \(V^-\)) to denote a neighborhood of \(B_0^{d-1}(a)\) large enough to contain \(q_1\) (respectively \(q_2\)), with further properties of \(V^-\) and \(V^+\) to be specified later. If \(V = V^- \cup V^+\), the main work of the proof is to construct a metric on \(V\) which gives a distance function with the desired properties.

**Lemma 27.** Let \(\xi\) be a smooth non-negative function on a neighborhood of \(B_0^{d-1}(a)\), \(a > 0\), everywhere less than \(1/8\), with all of its derivatives bounded, and \(\xi\) bounded from below by a positive constant outside of \(B_0^{d-1}(a)\). Under assumptions of Theorem 26 there exist \(V^+\) a neighborhood of \(B_0^{d-1}(a) \times \{0\} \cup \{q_1\}\) and a (smooth) metric on \(V^+\) such that the graph of \(\xi\) in \(B_0^{d-1}(a) \times [0, 1/8]\) is a subset of the sphere of radius 1 around \(q_1\), with none of the minimal geodesics from \(q_1\) to this graph conjugate, and such that the metric agrees with \(g_E\) on a neighborhood of

\[
\{z \in B_0^{d-1}(a) \times [0, 1/8] \mid 0 \leq z_d \leq \xi(z_1, \ldots, z_{d-1})\}.
\]

**Proof.** Let

\[
G = \{z \in B_0^{d-1}(a + 1) \times \mathbb{R} \mid z_d = \xi(z_1, \ldots, z_{d-1})\}
\]

denote the portion of the graph of \(\xi\) on a neighborhood of \(B_0^{d-1}(a) \times [0, 1/8]\). The graph is a smooth hypersurface, and as a consequence of the bounded derivatives property, there is a tubular neighborhood \(U\) of diameter \(\eta > 0\) of \(G\) on which its normal lines do not develop focal (or conjugate) points, and any (smooth) coordinates on \(U\) extend to smooth coordinates on \(G\) by including the signed distance to \(G\) as the first coordinate. In what follows, we use the phrases “above \(G\)” and “below \(G\)” in the natural way to describe the regions on which \(z_d\) is larger or smaller than \(\xi\), respectively, and similarly for other sets in place of \(G\), when it makes sense.

Let \((\theta_1, \ldots, \theta_{d-1})\) be coordinates on the (open) lower hemisphere of the unit tangent sphere at \(q_1\). They are assumed to be centered at the south pole. The lower hemisphere of the unit tangent sphere maps diffeomorphically to the hyperplane \(\{z_d = 0\}\) by following the Euclidean rays from \(q_1\). Furthermore, lifting \((z_1, \ldots, z_{d-1})\) to the graph gives coordinates on \(G\). Thus, by composition, \((\theta_1, \ldots, \theta_{d-1})\) gives coordinates on \(G\), centered at the origin. Next, let \(\rho\) be the signed distance from \(G\), with the sign chosen so that \(\rho\) is positive below \(G\); then \((\rho, \theta_1, \ldots, \theta_{d-1})\) gives coordinates on \(U\).

For future use, let \(\Theta\) denote the open subset of \(B_0^{d-1}\) for which \((\theta_1, \ldots, \theta_{d-1})\) gives coordinates on \(G \cap (B_0^{d-1}(a) \times (-1/4, 1/4))\). Now if we write the Euclidean metric on \(U\) in these coordinates, it is given by the matrix

\[
\begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & \langle \partial_{\theta_1}, \partial_{\theta_1} \rangle_{g_E} & \cdots & \langle \partial_{\theta_{d-1}}, \partial_{\theta_1} \rangle_{g_E} \\
\vdots & \vdots & \ddots & \vdots \\
0 & \langle \partial_{\theta_1}, \partial_{\theta_{d-1}} \rangle_{g_E} & \cdots & \langle \partial_{\theta_{d-1}}, \partial_{\theta_{d-1}} \rangle_{g_E}
\end{bmatrix}_{1 \leq i, j \leq d-1} = 
\begin{bmatrix}
1 & 0 \\
0 & \langle \partial_{\theta_i}, \partial_{\theta_j} \rangle_{g_E}
\end{bmatrix}_{1 \leq i, j \leq d-1},
\]

where the last expression is understood in terms of the \(1 \times 1\) and \((d-1) \times (d-1)\) diagonal block decomposition of this matrix. Note that the \(\langle \partial_{\theta_i}, \partial_{\theta_j} \rangle_{g_E}\) are smooth, positive functions on \(U\) for all \(1 \leq i, j \leq d-1\).

We can now describe the metric \(g\) on \(V^+\) that we’re looking for. We will give \(g\) on part of \(V^+\) including \(U\) and the region above \(U\) in polar coordinates around \(q_1\); that is, we will specify the \(\langle \partial_{\theta_i}, \partial_{\theta_j} \rangle_{g_E}\), which determines the metric (since all inner products with \(\partial_r\) are determined by the condition of being polar coordinates). In a ball around \(q_1\), of Euclidean radius \(1/8\), let \(g\) agree with the Euclidean metric, so that the coordinate singularity at \(q_1\), which is \(r = 0\), is the usual one from polar coordinates on \(\mathbb{R}^n\) and the metric is in fact smooth there. For \((\rho, \theta_1, \ldots, \theta_{d-1}) \in \Theta\) and \(r \in (1-\eta, 1+\eta)\), we let

\[
\langle \partial_{\theta_i}, \partial_{\theta_j} \rangle_g(r, \theta_1, \ldots, \theta_{d-1}) = \langle \partial_{\theta_i}, \partial_{\theta_j} \rangle_{g_E}(\rho = r - 1, \theta_1, \ldots, \theta_{d-1}).
\]
For $r \in (1/8, 1 - \eta)$ and $(\theta_1, \ldots, \theta_{d-1}) \in \Theta$, we let $\langle \partial \psi, \partial \hat{\theta} \rangle$ be some smooth, positive interpolation between the values we just fixed. This gives a metric on the part of $V^+$ including $U$ and the region above $U$, but these coordinates may not extend to a neighborhood of $B_0^d(a)$ (because $U$ might lie above $\{z_d = 0\}$ away from the zeroes of $u$). Nonetheless, if we put the Euclidean metric on the region below $U$, then the metric extends, because the transition map from the polar coordinates $(r, \theta_1, \ldots, \theta_{d-1})$ to the Cartesian coordinates $(z_1, \ldots, z_d)$ is an isometry by construction.

In particular, we have given a metric $g$ on a neighborhood of the origin in $T_{q_1}M$ (which includes $(0, 1 + \eta) \times \Theta$) along with an isometry from a subset of that neighborhood to a neighborhood of $B_0^d(a) \subset \mathbb{R}^n$ (with the Euclidean metric) that includes $U$, such that $G \cap (B_0^d(a) \times (-1/4, 1/4))$ is an open subset of the $g$-sphere of radius 1 around $q_1$. Moreover, we did this by deforming the metric in between a small ball around $q_1$ and $U$ so that Euclidean rays from $q_1$ “matched up” to the normal lines to $G$ after passing through this “in between” region.

For the given hinged energy functional in Theorem 28, we now extrapolate a possible front at time $t_1$ emanating from $q_1$ in accordance with the construction of Lemma 27.

Let $\tilde{\Gamma} = \{ h = 0 \} \subset B_0^d(a)$. For all $R \geq 0$, we denote by $N_0(R) \subset \mathbb{R}^{d-1}$ the set

$$N_0(R) = \tilde{\Gamma} + B_0^d(R).$$

Let $\zeta$ be the non-negative real valued smooth function in a bounded neighborhood $V$ of $B_0^d(a) \subset \mathbb{R}^{d-1}$ such that

$$\zeta(x) = \sqrt{1 + h(x)} - 1.$$ 

The function $\zeta$ is introduced to allow the construction of $h_{q_1,q_2}$ on the plane $z_d = 0$.

**Lemma 28.** There exist neighborhoods $N_0 \subset B_0^d(a)$ and $\tilde{N}_0 \subset B_0^d(a)$ of $\tilde{\Gamma}$ and a function $\xi : \mathbb{R}^{d-1} \to \mathbb{R}$ that satisfy the following geometric property. In Cartesian coordinates $(z_1, \ldots, z_d)$, for all $y \in \tilde{N}_0$, the normal line to the graph of $\xi$ at $(y, \xi(y))$ crosses the plane $\{z_d = 0\}$ at a point $(x, 0)$, $x \in N_0$, such that the Euclidean distance between $(y, \xi(y))$ and $(x, 0)$ is $\zeta(x)$.

Furthermore, $\xi$ is a smooth non-negative function, everywhere less than $1/8$, with all of its derivatives bounded, and bounded from below by a positive constant outside of $B_0^d(a)$.

**Proof.** Let $\psi : V \to \mathbb{R}^{d-1}$ be defined by $\psi(x) = x - \zeta(x)\nabla \zeta(x)$. For all $x \in V$,

$$D\psi(x) = \text{id}_{\mathbb{R}^{d-1}} - \nabla \zeta(x) \cdot \nabla \zeta(x)^* - \zeta(x)\text{Hess}(\zeta)(x).$$

Since $h \geq 0$ and $h$ vanishes of $\tilde{\Gamma}$, $\nabla h$ and $\nabla \zeta$ also vanish on $\tilde{\Gamma}$. Thus on $\tilde{\Gamma}$, $D\psi(x) = \text{id}_{\mathbb{R}^{d-1}}$. Since $\psi$ is smooth, $D\psi(x)$ is uniformly continuous on the compact $\overline{B_0^d(a)}$ and there exists $R_0$ small enough such that $D\psi$ is invertible on $N_0(R_0) \subset \overline{B_0^d(a)}$. 

![Figure 4. Schematic representation of the constructed geodesic front radiating from $q_1$ at time 1. Sections of the picture in grey correspond to regions where $g$ agrees with $g_E$.](image)
In addition, there exists $R_1 \in (0, R_0)$ such that $\psi$ is a diffeomorphism from $N_0(R_1)$ onto its image. This is shown by contradiction: assume for any $R > 0$ there exists a pair $(x, y) \in N_0(R)$ such that $x \neq y$ but $f(x) = f(y)$. Then let us define for each integer $n > 0$ such a pair $(x_n, y_n) \in N_0(1/n)$. Since the sequences evolve in the compact set $B_0^{d-1}(a)$, they are convergent up to extraction. Furthermore, since $\Gamma$ is a compact set, the only possible attractors for $x_n$ and $y_n$ belong to $\Gamma$. Hence there exists $\bar{x}, \bar{y} \in \Gamma$ such that $x_n \to \bar{x}$, $y_n \to \bar{y}$. Since $\psi$ is continuous, $\psi(x_n) = \psi(y_n)$, we conclude that $\bar{x} = \psi(\bar{x}) = \psi(\bar{y}) = \bar{y}$. Hence $x_n - y_n \to 0$. This allows to conclude: indeed $\psi$ is a local diffeomorphism, hence the compact set $N_0(R_0)$ can be finitely covered with open balls on which the restriction of $\psi$ is a diffeomorphism onto its image. There must exist one such open ball containing both $x_n$ and $y_n$ for $n$ large enough (since $x_n, y_n \to \bar{x}$). This imposes that $x_n = y_n$, which is a contradiction.

Let us pick $R_2 \in (0, R_1)$ small enough so that we also have that $\psi(N_0(R_2)) \subset B_0^{d-1}(a)$, and $|\nabla \zeta| < 1$, $\zeta < 1/16$ on $N_0(R_2)$.

Let $r \in (0, R_2)$. We can set the map $\xi_0 : \psi\left(N_0(r)\right) \to \mathbb{R}$ such that

$$\xi_0(y) = \zeta(\psi^{-1}(y)) \sqrt{1 - |\nabla(\psi^{-1}(y))|^2}.$$ 

By definition, $\xi_0$ is the restriction of a $C^\infty$ map on $\psi\left(N_0(R_2)\right)$ to the closed set $\psi\left(N_0(r)\right)$. Hence $\xi_0$ automatically satisfies the Whitney compatibility condition from Whitney extension theorem and as a result can be extended to a smooth function with domain $\mathbb{R}^{d-1}$. Using smooth cut-off functions, we can ensure the existence of such an extension that has all of its derivatives bounded, and is bounded from below by a positive constant outside of $B_0^{d-1}(a)$, and since $\zeta < 1/16$ on $N_0(R_2)$, is strictly smaller than $1/8$. We pick one such extension as function $\xi$, $N_0 = N_0(r)$ and $N_0 = \psi\left(N_0(r)\right)$.

Now let us check that the exhibited function $\xi$ satisfies the stated geometric property. This statement is equivalent to

$$\left(\psi(x), \xi(\psi(x))\right) - (x, 0) = \zeta(x) \frac{(-\nabla \xi(\psi(x)), 1)}{\sqrt{1 + |
abla \xi(\psi(x))|^2}}, \quad \forall x \in N_0.$$ 

This is translated to the pair of equations

\begin{align}
(11) & \quad \zeta(x) = \xi(\psi(x)) \sqrt{1 + |\nabla \xi(\psi(x))|^2}, \\
(12) & \quad x = \psi(x) + \frac{\zeta(x) \nabla \xi(\psi(x))}{\sqrt{1 + |\nabla \xi(\psi(x))|^2}}.
\end{align}

From the definition of $\xi$, we have for all $x \in N_0$

$$\xi(x - \zeta(x) \nabla \zeta(x)) = \zeta(x) \sqrt{1 - |\nabla \zeta(x)|^2}.\quad (13)$$

Differentiating the left-hand side,

$$\nabla (\xi(x - \zeta(x) \nabla \zeta(x))) = (\text{id} - \nabla \zeta(x) \cdot \nabla \zeta(x)^* - \zeta(x) \text{Hess}(x)) \cdot \nabla \xi(\psi(x)).$$

Differentiating the right-hand side,

$$\nabla \left( \zeta(x) \sqrt{1 - |\nabla \zeta(x)|^2} \right) = \frac{\nabla \zeta(x)}{\sqrt{1 - |\nabla \zeta(x)|^2}} (1 - |\nabla \zeta(x)|^2) - \zeta(x) \frac{\text{Hess}(x) \cdot \nabla \zeta(x)}{\sqrt{1 - |\nabla \zeta(x)|^2}}.$$ 

For any vector $v \in \mathbb{R}^n$, denoting $v^*$ its transpose, we have the identity $v|v|^2 = v \cdot (v^* \cdot v) = (v \cdot v^*) \cdot v$. Hence

$$\nabla \left( \zeta(x) \sqrt{1 - |\nabla \zeta(x)|^2} \right) = (\text{id} - \nabla \zeta(x) \cdot \nabla \zeta(x)^* - \zeta(x) \text{Hess}(x)) \cdot \frac{\nabla \zeta(x)}{\sqrt{1 - |\nabla \zeta(x)|^2}}.$$ 

The radius $r$ has been chosen so that $\text{id} - \nabla \zeta(x) \cdot \nabla \zeta(x)^* - \zeta(x) \text{Hess}(x)$ is invertible. Therefore (13) implies after differentiation

$$\nabla \xi(\psi(x)) = \frac{\nabla \zeta(x)}{\sqrt{1 - |\nabla \zeta(x)|^2}}.$$
and, equivalently,
\[ \nabla \zeta(x) = \frac{\nabla \zeta(\psi(x))}{\sqrt{1 + |\nabla \zeta(\psi(x))|^2}}. \]

Since \( x = \psi(x) + \zeta(x) \nabla \zeta(x) \) by definition of \( \psi \), we then have \([12]\).

Likewise,
\[ \xi(\psi(x)) = \zeta(x) \sqrt{1 - |\nabla \zeta(x)|^2} \]
\[ = \zeta(x) \sqrt{1 - \frac{|\nabla \zeta(\psi(x))|^2}{1 + |\nabla \zeta(\psi(x))|^2}} = \frac{\zeta(x)}{\sqrt{1 + |\nabla \zeta(\psi(x))|^2}}, \]

which implies \([11]\), and concludes the proof of the lemma. \( \Box \)

We are now able to give a proof of Theorem 26.

**Proof of Theorem 26** Let \( \xi : \mathbb{R}^{d-1} \to \mathbb{R} \) be as in the statement of Lemma 28. By application of Lemma 27, there exist \( V^+ \) a neighborhood of \( B_0^{d-1}(a) \times \{0\} \cup \{q_1\} \) and a (smooth) metric on \( V^+ \) such that the graph of \( \xi \) in \( B_0^{d-1}(a) \times [0, 1/8] \) is a subset of the sphere of radius 1 around \( q_1 \). Furthermore, the metric agrees with \( g_E \) on a neighborhood of
\[ \{z \in B_0^{d-1}(a) \times [0, 1/8] | 0 \leq z_d \leq \xi(z_1, \ldots, z_{d-1})\}. \]

Now reflect \( V^+ \) around \( \{z_d = 0\} \) to get \( V^- \) (and note that \( q_2 \) is the image of \( q_1 \)) and reflect \( g \) to get a metric on \( V^- \) such that \( -G \) (which denotes the graph of \( -\xi \)) is an open subset of the sphere of radius 1 around \( q_2 \) in this metric. Note that this metric on \( V^- \) is compatible with \( g \) because, on a neighborhood of \( B_0^{d-1}(a) \), they are both isometric to the Euclidean metric (and thus reflection induces a valid transition function), and thus we can extend \( g \) to \( V^- \) via reflection.

In summary, we have built a metric \( g \) on a neighborhood \( V \) of \( B_0^{d-1}(a) \times \{0\} \cup \{q_1\} \cup \{q_2\} \) such that
\[ d_g(q_1(y, \xi(y))) = d_g(q_2(y, -\xi(y))) = 1 \quad \forall y \in B_0^{d-1}(a), \]
and \( g \) coincides with \( g_E \) on a neighborhood of
\[ \{z \in B_0^n(a) | |z_d| \leq \xi(z_1, \ldots, z_{d-1})\}. \]

Let \( N_0 \) be as in the statement of Lemma 28. Then for any \( x \in N_0 \), we have
\[ d_g(q_1(x, 0)) = 1 + \xi(x). \]
Indeed this is a consequence of the geometric property in Lemma 28. Since \( g \) is flat on a neighborhood of \( \{z \in B_0^n(a) | |z_d| \leq \xi(z_1, \ldots, z_{d-1})\} \),
\[ d_g(q_1(x, 0)) = d_g(q_1(y, \xi(y))) + d_g((y, \xi(y)), (x, 0)). \]
(See Figure 4) Likewise
\[ d_g(q_2(x, 0)) = 1 + \xi(x). \]

Hence for all \( x \in N_0 \),
\[ h_{q_1,q_2}(x, 0) = \frac{1}{2} \left( d(q_1(x, 0))^2 + d(q_2(x, 0))^2 \right) = (1 + \xi(x))^2 = 1 + h(x). \]

We can now work on extending \( h_{q_1,q_2} \) to a neighborhood of \( \Gamma \) in \( \mathbb{R}^d \). Let \( \pi : \mathbb{R}^d \to \mathbb{R}^{d-1} \) such that \( \pi(z_1, \ldots, z_d) = (z_1, \ldots, z_{d-1}) \). To prove the statement, we show that there exists \( r > 0, \varepsilon > 0 \) such that on \( N_0(r) \times (-\varepsilon, \varepsilon) \), the map defined by
\[ v(z) = \begin{cases} +\sqrt{h_{q_1,q_2}(z) - h_{q_1,q_2}(\pi(z), 0)} & \text{if } z_d \geq 0, \\ -\sqrt{h_{q_1,q_2}(z) - h_{q_1,q_2}(\pi(z), 0)} & \text{if } z_d < 0 \end{cases} \]
is smooth and \( z \mapsto v(x, z) \) is a diffeomorphism for each \( z \in N_0(r) \times (-\varepsilon, \varepsilon) \). As a result, \( \Phi : z \mapsto (\pi(z), v(z)) \) is a diffeomorphism and \( h_{q_1,q_2} \) is right equivalent to
\[ u \mapsto 1 + h(u_1, \ldots, u_{d-1}) + u_d^2, \quad \forall u \in \Phi(N_0(r) \times (-\varepsilon, \varepsilon)). \]
By symmetry of the metric with respect to the hyperplane \( \{ z = 0 \} \),
\[
h_{q_1, q_2}(z) = \frac{1}{2} \left( d_g(q_1, (\pi(z), z_d))^2 + d_g(q_1, (\pi(z), -z_d))^2 \right), \quad \forall z \in V.
\]
Thus by symmetry, on \( B_0^{d-1}(a) \),
\[
\frac{\partial h_{q_1, q_2}}{\partial z_d} \bigg|_{z_d=0} = 0.
\]
Furthermore,
\[
\frac{\partial^2 h_{q_1, q_2}}{\partial z_d^2} \bigg|_{z_d=0} = 2 \left( \frac{\partial d_g(q_1, \cdot)}{\partial z_d} \right)^2 \bigg|_{z_d=0} + 2d_g(q_1, \cdot) \frac{\partial^2 d_g(q_1, \cdot)}{\partial z_d^2} \bigg|_{z_d=0}.
\]
Notice that if \( x_0 \in \Gamma \), then the geodesic joining \( q_1 \) to \( q_2 \) passing through \( (x_0, 0) \) is supported near \( (x_0, 0) \) by the straight line \( \{ x = x_0 \} \). This implies that \( \frac{\partial d_g(q_1, \cdot)}{\partial z_d} \bigg|_{z_d=0} = 1 \) and \( \frac{\partial^2 d_g(q_1, \cdot)}{\partial z_d^2} \bigg|_{z_d=0} = 0 \). Hence
\[
\frac{\partial^2 h_{q_1, q_2}}{\partial z_d^2} (x_0, z) = 2.
\]
This allows to apply Malgrange preparation theorem: there exists \( \alpha : \mathbb{R}^d \to \mathbb{R} \), smooth, such that
\[
h_{q_1, q_2}(z) = \alpha(z)z_d^2 + h_{q_1, q_2}(\pi(z), 0)
\]
and \( \alpha(x_0, 0) = 1 \) for all \( x_0 \in \Gamma \).

The function \( \alpha \) admits a uniform positive lower bound on a sufficiently small neighborhood of \( \Gamma \times \{ 0 \} \), hence, up to reducing \( r \) and \( \varepsilon \), \( \sqrt{\alpha} \) is a smooth function on this neighborhood. As a consequence,
\[
v(z) = z_d \sqrt{\alpha(z)}
\]
and is a smooth function. This implies furthermore that \( z \mapsto (\pi(z), v(z)) \) is a diffeomorphism on \( N_0(r) \times (-\varepsilon, \varepsilon) \) since \( \partial_{z_d} u(x_0, 0) = \sqrt{\alpha(x_0)} > 0 \) for all \( x_0 \in \Gamma \).

Notice that for any \( z \in B_0^d(a) \) such that \( 0 < |z_d| < \zeta(\pi(z)) \), \( h_{q_1, q_2}(z) > 2 \). Hence \( \Gamma = \hat{\Gamma} \times \{ 0 \} \) and \( N = N_0(r) \times (-\varepsilon, \varepsilon) \) is a neighborhood of \( \Gamma \). Furthermore, we have proved that
\[
h_{q_1, q_2}(\Phi^{-1}(u_1, \ldots, u_d)) = 1 + h(u_1, \ldots, u_{d-1}) + u_d^2,
\]
for all \( u \in \Phi(N) \). Once this fact is proved, what remains to be shown is the shape of the heat kernel. However this is a direct application of Corollary 1 hence the statement.

\[
\text{Remark 29. Our treatment of prescribing singularities for the hinged energy function in the Riemannian case appears local; for example, the case of antipodal points on the standard sphere goes beyond the framework of Theorem 26. However, that is essentially the only situation not included in the theorem. To be more precise, for fixed points } q_1 \text{ and } q_2, \text{ } \Gamma \text{ can be identified as a subset of the sphere of radius } d(q_1, q_2)/2 \text{ in } T_q M. \text{ If } \Gamma \text{ is the entire sphere, then necessarily we have the Morse-Bott case as covered by Proposition 25. Otherwise, since } \Gamma \text{ is closed, for a point } q \text{ on the sphere not in } \Gamma, \text{ it has a neighborhood which is not in } \Gamma, \text{ and stereographic projection around } q \text{ maps } \Gamma \text{ to a subset of } B_0^{d-1}(a) \text{ for some } a > 0. \text{ Thus every case in which } \Gamma \text{ is not the entire sphere of radius } d(q_1, q_2)/2 \text{ in } T_q M \text{ can be realized as in Theorem 26.}
\]

We follow on the preceding proof by showing it an be extended to construct prescribed singularities for the hinged energy function also on contact sub-Riemannian structures, and we consider this to be sufficient for this line of inquiry.

\[
\text{Theorem 30. Let } M \text{ be a } 2d+1\text{-dimensional contact manifold, let } a \text{ and } \sigma \text{ be positive real numbers, and let } h \text{ be a smooth, real-valued function in a neighborhood of } B_0^{d-1}(a) \subset \mathbb{R}^{d-1} \text{ such that } h(0, \ldots, 0) = 0, \text{ non-negative on } B_0^{d-1}(a), \text{ and positive on } \partial B_0^{d-1}(a). \text{ Then there exists a sub-Riemannian metric on }
\]
\(M\) (compatible with the contact structure), and some points \(q_1\) and \(q_2\) such that \(\Gamma = \Gamma(q_1, q_2)\) is contained in a coordinate patch
\[
(u_1, \ldots, u_{2d+1}) : U \to B^{2d-1}_0(\alpha) \times (-\delta, \delta) \times (-\delta, \delta)
\]
such that
\[
h_{q_1, q_2}|_N = \frac{\sigma^2}{4} + h(u_1, \ldots, u_{2n-1}) + u_n^2 + u_{2n+1}^2
\]
and the analogue of (10) holds.

**Proof.** By the Darboux theorem, any point has a neighborhood that is contactomorphic to the standard contact structure. Thus we may take \(N\) to be a neighborhood for the origin in \(\mathbb{R}^{2d+1}\) with the standard contact structure. Moreover, by rescaling, we can take \(q_1 = (-1, \ldots, 0)\), \(q_2 = (1, 0, \ldots, 0)\), and \(N\) a ball around the origin of Euclidean radius 3. Also recall that contact sub-Riemannian structures don’t admit non-trivial abnormals, so we don’t need to worry that the metric we construct will have any.

It’s convenient to use more standard notation for our coordinates, so let \((v_1, w_1, \ldots, v_d, w_d, u)\) be coordinates on \((\mathbb{R}^2)^d \times \mathbb{R}\). Then every admissible curve is given as the Legendre lift of a curve in \((\mathbb{R}^2)^d\). In particular, let \(\tilde{\gamma}(t) = (v_1(t), w_1(t), \ldots, v_d(t), w_d(t))\) be a curve in \((\mathbb{R}^2)^d\), let
\[
A_i(t) = \int_0^t v_i(t) \, dw_i - w_i(t) \, dv_i
\]
be twice the enclosed signed area of the projection to the ith \(\mathbb{R}^2\) factor, and let \(u(t) = \sum_{i=1}^d A_i(t)\). Then \(\gamma(t) = (\tilde{\gamma}(t), u(t)) = (v_1(t), w_1(t), \ldots, v_d(t), w_d(t), u(t))\) is the lift of \(\tilde{\gamma}(t)\).

Moreover, given a Riemannian metric \(\tilde{g}\) on \((\mathbb{R}^2)^d\), it lifts to a sub-Riemannian metric \(g\) on the contact structure, which is invariant under translation in the \(u\)-direction and which has the property that the length of any admissible curve \(\gamma\) is the Riemannian length of its projection \(\tilde{\gamma}\) (with respect to \(\tilde{g}\), of course). By the previous theorem, we can choose \(\tilde{g}\) such that, if \(h_{x,y}\) is the hinged energy function on \((\mathbb{R}^2)^d\) with respect to \(\tilde{g}\), then \(\tilde{h}_{q_1, q_2}\) has normal form
\[
\frac{\sigma^2}{4} + h(u_1, \ldots, u_{2d-1}) + u_{2d}^2.
\]
Also, recall that the metric is symmetric under reflection in the \(v_1\) axis \((v_1 \mapsto -v_1)\), and thus the midpoint set \(\tilde{\Gamma}\) is contained in the hyperplane \(\{v_1 = 0\}\).

Now consider the corresponding sub-Riemannian lifted metric \(g\) and associated hinged energy function \(h_{q_1, q_2}\) — we claim that \(h\) has the desired normal form. First, consider a point
\[
z = (v_1, w_1, \ldots, v_d, w_d, u) \in (\mathbb{R}^2)^d \times \mathbb{R},
\]
and let \(\pi(z) = (v_1, w_1, \ldots, v_d, w_d) \in (\mathbb{R}^2)^d\) be the projection. Then letting \(d\) and \(\tilde{d}\) denote the distance functions on \((\mathbb{R}^2)^d \times \mathbb{R}\) and \((\mathbb{R}^2)^d\), respectively, we see that \(d(q_1, z) \geq \tilde{d}(q_1, \pi(z))\), with equality if and only if there is a minimizing geodesic \(\tilde{\gamma}\) from \(q_1\) to \(\pi(z)\) such that the endpoint of the lift \(\gamma\) is \(z\) (that is, if and only if there is a minimizing geodesic that encloses the “right” signed area).

Take \(\tilde{z} \in \tilde{\Gamma}\). We know that there is a unique (and non-conjugate) minimizing geodesic \(\tilde{\gamma}\) from \(q_1\) to \(\tilde{z}\), and thus there is a unique \(z\) such that \(\pi(z) = \tilde{z}\) and \(h(q_1, z) = \tilde{h}(q_1, \tilde{z})\); we write this \(z\) as \((\tilde{z}, \pi(\tilde{z}))\). Further, by the reflection symmetry of the metric, the minimal geodesic from \(q_2\) to \(\tilde{z}\) is given by the reflection of \(\tilde{\gamma}\) (under the map \(v_1 \mapsto -v_1\)), and thus \((\tilde{z}, \pi(\tilde{z}))\) is also the unique \(z\) such that \(\pi(z) = (\tilde{z})\) and \(h(q_2, z) = \tilde{h}(q_2, \tilde{z})\). It follows that \(\tilde{\Gamma}\) is the lift of \(\Gamma\) under the map \(\tilde{z} \mapsto (\tilde{z}, \pi(\tilde{z}))\) (which is well defined on \(\tilde{\Gamma}\), and that \(h(\Gamma) = \tilde{h}(\tilde{\Gamma})\). Moreover, we know that there is a neighborhood of \(\tilde{\Gamma}\) such that every point is joined to \(q_1\) by a unique, non-conjugate minimizing geodesic. If we let \(U\) be the intersection of this neighborhood with the hyperplane \(\{v_1 = 0\} \subset (\mathbb{R}^2)^d\), then the map \(\tilde{z} \mapsto (\tilde{z}, \pi(\tilde{z}))\) extends to \(U\), by the same argument. Further, by the smoothness of the exponential map (and of the enclosed area as a function of the curve) this is a smooth embedding of \(U\) into the hyperplane \(\{v_1 = 0\} \subset (\mathbb{R}^2)^d\times\mathbb{R}\) such that \(h((\tilde{z}, \pi(\tilde{z}))) = \tilde{h}(\tilde{z})\), for any \(\tilde{z} \in U\). Denote this embedding by \(\tilde{U}\).
We are now in a position to show that $h$ has the desired normal form. First, restricting our attention to $\overline{U}$, it follows from the above that there exist coordinates on $\overline{U}$ such that

$$h_{q_1,q_2}|_{\overline{U}} = \frac{\sigma^2}{4} + \tilde{h}(u_1, \ldots, u_{2d-1})$$

(that is, $h|_{\overline{U}}$ has the same “normal form” as $\tilde{h}|_{\overline{U}}$). If we show that the Hessian of $h$ on the normal bundle of $\overline{U}$ is non-degenerate, which is 2-dimensional and spanned by $\partial_{u_1}$ and $\partial_{u_2}$, then the Malgrange preparation theorem (or parametrized Morse lemma) for smooth functions implies that we can find coordinates in which $h$ has the desired expression on all of $N$. Consider the Hessian (as a quadratic form), at a point $z_0 \in \Gamma$, along a vector $\alpha \partial_u + \beta \partial_v$. If $\beta \neq 0$, then because $d(x, z) \geq \tilde{d}(x, \pi(z))$ and the Hessian of $\tilde{d}(x, \pi(z))$ along $\beta \partial_v$ is positive, the Hessian of $h$ is also positive. So it remains only to show that the Hessian along $\partial_u$ is positive.

Again consider $z_0 = (v_1, w_1, \ldots, v_d, w_d, u_0) \in \Gamma$, and let $s = (v_1, w_1, \ldots, v_d, w_d, u_0 + s)$. Let $\tilde{\gamma}$ be the unique, non-conjugate minimal geodesic from $q_1$ to $\pi(z_0)$ and $\gamma_0$ its lift. Now let $\gamma_s$ be the unique, non-conjugate sub-Riemannian minimal geodesic from $q_1$ to $z_s$, and let $\tilde{\gamma}_s$ be its projection (this is well defined for $s \rightarrow 0$ because the complement of the cut locus is open, both Riemann and sub-Riemannian geometry, and in particular, the relevant exponential maps are local diffeomorphisms). Then $\tilde{\gamma}_s$ is the unique shortest curve from $q_1$ to $\pi(z_0)$ (with respect to the Riemannian metric on $(\mathbb{R}^2)^d$), subject to the constraint that the endpoint lifts to $z_0$ (that is, subject to the constraint that it encloses the right area, making it the solution to the appropriate Dido problem). Further, $\tilde{\gamma}_s$ is a one-parameter family of proper deformations of $\tilde{\gamma}$ (meaning the endpoints are kept fixed), and the variation field at $s = 0$ is non-trivial because the enclosed area in changing to first-order. But, by the classical theory of the second variation of energy near a minimizing, non-conjugate Riemannian geodesic, this means that the second derivative of the length of $\tilde{\gamma}_s$ is positive at $s = 0$. Since this length is also $d(q_1, z_s)$, and since $d(q_2, z_s) = d(q_1, z, s)$ by symmetry, it follows that $\frac{\partial^2}{\partial s^2} h(z_s) > 0$. Recalling the definition of $z_s$, this completes the construction of the metric.

From here, the heat kernel representation follows as before.

One virtue of Theorem [26] is that many of the real-analytic normal forms appearing in [1] and corresponding to local minima can be realized as $h_{q_1,q_2}$ on some Riemannian manifold $M$ of a high enough dimension to support the normal form in question. The only restriction is that one needs the geodesic direction to be separate from the others. The corresponding Laplace asymptotic expansions can be realized as heat kernel asymptotics on such manifolds, which means that there are cases when the heat kernel asymptotics contain powers of $\log t$, for instance. Indeed, we have the following corollary.

**Corollary 31.** For any integers $d \geq 2$, $p \geq 1$, and $0 \leq k \leq d - 2$, there exists a smooth Riemannian manifold $M$ of dimension $d$, and $q_1, q_2$ in $M$, $q_1 \neq q_2$, such that for some $C \neq 0$,

$$p_t(q_1, q_2) = e^{-\frac{\sigma^2(q_1,q_2)}{4} t^2 + \frac{2}{p} \log(t)^k (C + o(1))}.$$

**Proof.** This is a matter of applying Theorem [26] to the right function $h$.

From [1] Theorems 7.3-7.4, we have that for any smooth non-negative function $\phi : \mathbb{R}^{k+1} \rightarrow \mathbb{R}$, positive at 0, we have the following Laplace integral asymptotics near $t = 0$:

$$\int_{\mathbb{R}^k} \exp \left( \frac{u_1^{2p} \cdots u_{k+1}^{2p}}{t} \right) \phi(u_1, \ldots, u_{k+1}) \, du_1 \cdots du_{k+1} = t^{1/2p} \log(t)^k (C + o(1)).$$

(With $C$ a non-zero constant on the only condition that $\phi(0) \neq 0$.)

Let $h : \mathbb{R}^{d-1} \rightarrow \mathbb{R}$ be defined by

$$h(u_1, \ldots, u_{d-1}) = u_1^{2p} \cdots u_{k+1}^{2p} + \chi(u_1, \ldots, u_{d-1}).$$

Here $\chi : \mathbb{R}^{d-1} \rightarrow [0, 1]$ is a smooth function, equal to 0 on $B_0^{d-1}(a)$, and equal to 1 on the complement of $B_0^{d-1}(a + 1)$, for some $a > 0$. 


Thus there exists a smooth Riemannian manifold $M$ of dimension $d$, $q_1, q_2$ in $M$ such that $q_1 \neq q_2$, and
\begin{equation}
 p_t(q_1, q_2) = \frac{1}{t^d} e^{-\frac{d^2(q_1, q_2)}{4t}} \int_{(-\varepsilon, \varepsilon)^d} \Phi(t, u) e^{-\frac{h(u_1, \ldots, u_{d-1})}{t} + u^2} du_1 \cdots du_d + O \left( e^{-\frac{d^2(q_1, q_2)+\varepsilon}{t}} \right).
\end{equation}
for some positive $\varepsilon$ and a smooth prefactor function $\Phi$ over $\mathbb{R}^+ \times (-\varepsilon, \varepsilon)^d$, smoothly extendable and positive at $t = 0$.

For $\varepsilon$ small enough, if $\sum_{i=1}^{d-1} u_i^2 < \varepsilon^2$, $h(u_1, \ldots, u_{d-1}) = u_1^{2p} \cdots u_{k+1}^{2p}$. Thus equation (15) implies
\begin{equation}
 p_t(q_1, q_2) = \frac{1}{t^d} e^{-\frac{d^2(q_1, q_2)}{4t}} \int_{(-\varepsilon, \varepsilon)^d} (\psi_0(u) + t\psi_1(t, u)) e^{-\frac{u_1^{2p} \cdots u_{k+1}^{2p} + u^2}{t}} du_1 \cdots du_d + O \left( e^{-\frac{d^2(q_1, q_2)+\varepsilon}{t}} \right)
\end{equation}
with $\psi_0 : (-\varepsilon, \varepsilon)^d \to \mathbb{R}$, positive at 0 and smooth, and $\psi_1 : \mathbb{R}^+ \times (-\varepsilon, \varepsilon)^d \to \mathbb{R}$, smoothly extendable at $t = 0$.

Then
\[
\left| \int_{(-\varepsilon, \varepsilon)^d} t\psi_1(t, u) e^{-\frac{u_1^{2p} \cdots u_{k+1}^{2p} + u^2}{t}} du_1 \cdots du_d \right| \leq Ct \int_{(-\varepsilon, \varepsilon)^d} e^{-\frac{u_1^{2p} \cdots u_{k+1}^{2p} + u^2}{t}} du_1 \cdots du_d.
\]
From the formula (14), we have that for some $C \neq 0$,
\[
\int_{(-\varepsilon, \varepsilon)^d} e^{-\frac{u_1^{2p} \cdots u_{k+1}^{2p} + u^2}{t}} du_1 \cdots du_{k+1} du_d = t^{1/2} t^{1/2p} \log(t)^k (C + o(1)).
\]
Likewise
\[
\int_{(-\varepsilon, \varepsilon)^d} \psi_0(u) e^{-\frac{u_1^{2p} \cdots u_{k+1}^{2p} + u^2}{t}} du_1 \cdots du_d =
\int_{(-\varepsilon, \varepsilon)^{d+k+2}} \left( \int_{(-\varepsilon, \varepsilon)^d} \psi_0(u) du_{k+2} \cdots du_{d-1} \right) e^{-\frac{u_1^{2p} \cdots u_{k+1}^{2p} + u^2}{t}} du_1 \cdots du_{k+1} du_d.
\]
Then $\Psi_0 : (-\varepsilon, \varepsilon)^{k+2} \to \mathbb{R}$ given by $\Psi_0(u_1, \ldots, u_{k+1}, u_d) = \int_{(-\varepsilon, \varepsilon)^d} \psi_0(u) du_{k+2} \cdots du_{d-1}$ is a smooth positive function and
\[
\int_{(-\varepsilon, \varepsilon)^{k+2}} \Psi_0(u) e^{-\frac{u_1^{2p} \cdots u_{k+1}^{2p} + u^2}{t}} du_1 \cdots du_{k+1} du_d = t^{1/2} t^{1/2p} \log(t)^k (C + o(1)).
\]
Putting all three parts of (16) together, we get the asymptotic expansion first term:
\[
p_t(q_1, q_2) = e^{-\frac{d^2(q_1, q_2)}{4t}} t^{\frac{d}{2}} t^{-d} \log(t)^k (C + o(1)).
\]

\[\square\]

Theorem 26 also allows to go beyond functions admitting an analytic normal form, such as present in [4]. In that case, an asymptotic expansion of the Laplace integral in the theorem is not accessible by the methods of [4], and moreover, appear not to be known. To illustrate, we offer the following examples.

**Example 32.** Let
\[
h(u_1) = \begin{cases} 
 e^{-1/u_1^2} & \text{for } u_1 \neq 0 \\
 0 & \text{for } u_1 = 0 
\end{cases}
\]
on $(-\varepsilon, \varepsilon) \subset \mathbb{R}$. Then it’s well known that $h$ satisfies the hypotheses of Theorem 26.

**Example 33.** Let $g(\theta)$ be a smooth function on $\mathbb{S}^1$ which is equal to $\theta^2$ near $\theta = 0$ and is strictly positive elsewhere. Then in polar coordinates on $\mathbb{R}^2$, let
\[
h(r, \theta) = g(\theta)(r-1)^2 + (r-1)^4
\]
near the circle \( \{r = 1\} \) in \( \mathbb{R}^2 \), and extended to be greater than some \( \varepsilon > 0 \) elsewhere. This gives a situation where \( \Gamma = S^1 \) and where \( h_{\theta_1, \theta_2} \) is locally Morse-Bott away from \( \theta = 0 \), but where the Hessian in the normal direction degenerates as \( \theta \) approaches 0. Thus, the usual Morse-Bott expansion of Section 4.2 does not apply. Of course, the \((r - 1)^4\) can be replaced by \((r - 1)^{2k}\) for any positive integer \( k \), or even by

\[
\begin{cases}
  e^{-1/(r-1)^2} & \text{for } r \neq 1 \\
  0 & \text{for } r = 1
\end{cases}
\]

to produce other examples in a similar vein, and similarly, \( g(\theta) \) can have behavior near \( \theta = 0 \) modeled on any even power of \( \theta \) or on \( e^{-1/\theta^2} \).

**Example 34.** Let \( h(u_1) \) be a smooth, non-negative function with zeroes at \( \pm \frac{1}{n} \) for all positive integers \( n \) and at 0. The existence of such functions is well-known, and while the Hessian can be made non-degenerate at all of the \( \pm \frac{1}{n} \) (although it need not be), \( h \) necessarily vanishes to all order at 0. Moreover, in this case, \( \Gamma \) is not a union of smooth submanifolds (the condition to respect the submanifold topology is not satisfied at 0).

5. **Logarithmic derivatives**

5.1. **Molchanov-type expansions of logarithmic derivatives.** We start by introducing an alternative representation of Molchanov method that will be useful in following computations. This is a direct consequence of Léandre estimates coupled with Ben Arous expansions on compact sets with no abnormal geodesics (Proposition 20).

**Lemma 35** (Folding the remainder). Let \( \Sigma : \mathbb{R}^+ \times M^2 \setminus \mathcal{C} \to \mathbb{R} \) denote the smooth function such that

\[
\Sigma_t(x, y) = t^{d/2} e^{\frac{d(x, y)^2}{4t}} p_t(x, y).
\]

Let \( \mathcal{K} \) be a compact subset of \( M^2 \setminus \mathcal{D} \) such that all minimizers between pairs \((x, y) \in \mathcal{K}\) are strongly normal. For \( \varepsilon, t_0 > 0 \) small enough, let \( \Omega \) be an open neighborhood of the set

\[
\{ (t, x, y, z) \in (0, t_0) \times \mathcal{K} \times M \mid (x, y) \in \mathcal{K}, z \in \Gamma_x(x, y) \},
\]

such that \( \bar{\Omega} \subset [0, t_0] \times (M^2 \setminus \mathcal{D}) \times M \) and \( \varepsilon \) is assumed small enough so that \((x, z) \) and \( (z, y) \) avoid \( \mathcal{C} \).

Suppose we are in the symmetric case. Then there exists a continuous map \( \bar{\Sigma} : \Omega \to \mathbb{R} \), smooth as a map of \((t, y) \), such that for all \((x, y) \in \mathcal{K} \), for all \( t < t_0 \),

\[
p_t(x, y) = \int_{\Gamma_x} \left( \frac{2}{t} \right)^d e^{-\frac{h_{x, y, z}(x)}{4t}} \Sigma_t(x, z) \Sigma_t(z, y) d\mu(z)
\]

and for all \( l \in \mathbb{N} \) and \( \alpha \) multi-index, there exists \( C > 0 \) such that for all \((x, y) \in \mathcal{K} \),

\[
\partial_{\bar{\Sigma}}^l Z_y^\alpha [\Sigma_t^x(z, y) - \Sigma_t(z, y)] \leq C e^{-\frac{t}{2}}.
\]

In particular, for all \( l \in \mathbb{N} \) and \( \alpha \) multi-index, for all \( t, x, y, z \in \Omega \),

\[
\partial_{\bar{\Sigma}}^l Z_y^\alpha \big|_{t=0} \Sigma_t^x(z, y) = \partial_{\bar{\Sigma}}^l Z_y^\alpha \big|_{t=0} \Sigma_t(z, y).
\]

In the general (non-symmetric) case, all of the above holds with \( l = 0 \).

**Proof.** We write the proof of the symmetric case; setting \( l = 0 \) gives the proof in the general case. We set

\[
\zeta^x(y) = \int_{\Gamma_x} e^{-\frac{h_{x, y, z}(x)}{4t}} \Sigma_t(x, z) d\mu(z).
\]

By definition, \( \zeta \) is continuous on \( \Omega \) and smooth with respect to \((t, y) \). Furthermore, following Laplace integrals asymptotics, the strategy given in the proof of Proposition 5 yields for all \( l \in \mathbb{N} \) and \( \alpha \) multi-index, the existence of a constant \( C > 0 \) such that on \( \Omega \)

\[
(17) \quad \partial_{\bar{\Sigma}}^l Z_y^\alpha \zeta^x(y) \leq \frac{C e^{-\frac{d(x, y)}{4t}}}{t^{2l + |\alpha| + d - 1/2}}
\]
Furthermore, when \( l = 0, \alpha = 0 \),
\[
e^{-\frac{d(x,y)}{t}} \leq \zeta_t^x(y) \leq C e^{-\frac{d(x,y)}{t^{d-1/2}}}.
\]

Now set
\[
R^x_t(y) = \left(\frac{t}{2}\right)^d \int_{\partial M \setminus \Gamma_x} p_{t/2}(x,z)p_{t/2}(z,y) \, d\mu(y).
\]
By Corollary 15 for all \( l \in \mathbb{N} \) and \( \alpha \) multi-index, there exists \( C \) such that for all \( (t, x, y, z) \in \Omega \),
\[
\partial_t Z^x_y R^x_t(y) \leq C e^{-\frac{d(x,y)^2}{4t}} e^{-\frac{\varepsilon^2}{4t}}.
\]
Furthermore, \( R \) is continuous on \( \Omega \) and smooth as a function of \( (t, y) \).

We now pick \( \psi \) to be
\[
\Sigma^x_t(z, y) = \Sigma_t(z, y) + \frac{R^x_t(y)}{\zeta_t^x(y)}.
\]
Then
\[
\int_{\Gamma_x} \left(\frac{2}{t}\right)^d e^{-\frac{hx.y(z)}{t}} \Sigma_{t/2}(x,z) \Sigma^x_{t/2}(z, y) \, d\mu(z) = \int_{\Gamma_x} p_{t/2}(x,z)p_{t/2}(z,y) \, d\mu(z)
+ \int_{\Gamma_x} e^{-\frac{hx.y(z)}{2t}} \Sigma_{t/2}(x,z) \, d\mu(z) \frac{R^x_t(y)}{\zeta_t^x(y)} \left(\frac{2}{t}\right)^d.
\]
By construction, this equation simplifies to
\[
\int_{\Gamma_x} \left(\frac{2}{t}\right)^d e^{-\frac{hx.y(z)}{t}} \Sigma_{t/2}(x,z) \Sigma^x_{t/2}(z, y) \, d\mu(z) = \int_{\Gamma_x} p_{t/2}(x,z)p_{t/2}(z,y) \, d\mu(z) + \int_{M \setminus \Gamma_x} p_{t/2}(x, z)p_{t/2}(z, y) \, d\mu(z)
+ \int_M p_{t/2}(x, z)p_{t/2}(z, y) \, d\mu(z) = p_t(x,y).
\]
To conclude the proof, we only have to combine (17), (18) and (19) to check that for all \( l \in \mathbb{N} \) and \( \alpha \) multi-index, there exists \( C > 0 \), and \( m \in M \) such that
\[
\partial_t Z^x_y \frac{R^x_t(y)}{\zeta_t^x(y)} \leq C e^{-\frac{\varepsilon^2}{4t}} e^{-\frac{\varepsilon^2}{4t}}.
\]

Let \( K \) be a compact of \( M \) such that no two disjoint points a connected by an abnormal geodesic, and let \( x, y, z \in K \). Let \( Z \) be a smooth vector field in a neighborhood of \( y \), and let \( Z_y \) denote \( Z \) acting in the \( y \)-variable. Assuming \( z \) and \( y \) are not cut, we know that Ben Arous expansion apply and can be differentiated, so that
\[
Z_y p_t(z,y) = -\frac{d(z,y)}{t} \cdot Z_y d(z,y) \cdot p_t(z,y) + Z_y (\log \Sigma_t(z,y)) p_t(z,y).
\]
Let \( t, \varepsilon > 0 \) be small enough to apply Lemma 35. Then the first logarithmic derivative (whenever \( x \) and \( y \) are connected only by strongly normal geodesics) is given by
\[
Z_y \log p_t(x,y) = \frac{Z_y d(z,y)}{p_t(x,y)} = \frac{1}{\Gamma_x} \left[ -\frac{d(z,y)}{t} Z_y d(z,y) + Z_y (\log \Sigma_{t/2}(z,y)) \right] \frac{\Sigma_{t/2}(x,z) \Sigma^x_{t/2}(z,y)e^{-\frac{d^2(x,z) + d^2(x,y)}{4t}}}{\int_{\Gamma_x} \Sigma_{t/2}(x,z) \Sigma^x_{t/2}(z,y)e^{-\frac{d^2(x,z) + d^2(x,y)}{4t}} \, d\mu(z)} \right] \, d\mu(z).
\]
Recall, that since \( \Gamma_\epsilon \) is a bounded subset of a smooth manifold, a probability measure on \( \Gamma_\epsilon \) is determined by its integrals against smooth functions (on \( M \)), and also that weak convergence of probability measures on \( \Gamma_\epsilon \) can be characterized by the convergence of their integrals against smooth functions. Then if we define the probability measure \( m_t \) (for \( t > 0 \) by

\[
E^{m_t} [f] = \frac{\int_{\Gamma_\epsilon} f(z) \Sigma_{t/2}(x, z) \Sigma_x^{t/2}(z, y) e^{-\frac{d^2(x, z) + d^2(z, y)}{2t}} d\mu(z)}{\int_{\Gamma_\epsilon} \Sigma_{t/2}(x, z) \Sigma_x^{t/2}(z, y) e^{-\frac{d^2(x, z) + d^2(z, y)}{2t}} d\mu(z)},
\]

for any smooth \( f \), then \( m_t \) is supported on \( \Gamma_\epsilon \) and absolutely continuous with respect to \( \mu \), and we have that

\[
Z_y \log p_t(x, y) = E^{m_t} \left[ -\frac{d(\cdot, y)}{t} Z_y d(\cdot, y) + Z_y \left( \log \Sigma_x^{t/2}(\cdot, y) \right) \right].
\]

Further, \( m_t \) (and in particular \( \tilde{\Sigma}^x \)) is defined so as to make this an equality, but we are interested in asymptotic behavior. To this end, observe that we can write \( \Sigma_x^{t/2}(x, z) \) and \( \Sigma_x^{t/2}(z, y) \) as \( c_0(x, z) + O(t) \) and \( c_0(z, y) + O(t) \), and recall that the \( c_0 \) are smooth and strictly positive. We see that, if \( m_t \to m_0 \) for some sequence of times \( t_n \to 0 \) and some probability measure \( m_0 \), then, for any smooth \( f \), we have

\[
\int_{\Gamma_\epsilon} f(z) c_0(x, z) c_0(z, y) e^{-\frac{d^2(x, z) + d^2(z, y)}{2t}} d\mu(z) \to E^{m_0} [f],
\]

and conversely, if there is some \( m_0 \) and some sequence of times \( t_n \) such that (22) holds for all smooth \( f \), then \( m_{t_n} \to m_0 \).

Continuing with log-derivatives, if \( Z' \) is another smooth vector field in a neighborhood of \( y \), we see that

\[
Z'_y Z_y (\log p_t(z, y)) = Z'_y Z_y p_t(z, y) - Z'_y (\log p_t(z, y)) \cdot Z_y (\log p_t(z, y)),
\]

and moreover (writing \( Z' = Z'_y \) and \( Z = Z_y \) to unburden the notation)

\[
Z' Z p_t(z, y) = \left[ -\frac{1}{2t} Z' d(z, y) \cdot Z d(z, y) - \frac{d(z, y)}{2t} Z' Z d(z, y) + \frac{Z' Z (\Sigma_t(z, y))}{\Sigma_t(z, y)} \right] p_t(z, y)
\]
\[
+ \left[ -\frac{d(z, y)}{2t} Z d(z, y) + Z (\log \Sigma_t(z, y)) \right] \cdot \left[ -\frac{d(z, y)}{2t} Z d(z, y) + Z (\log \Sigma_t(z, y)) \right] p_t(z, y).
\]

Putting this together, we find that

\[
Z' Z (\log p_t(x, y)) = E^{m_t} \left[ -\frac{1}{t} Z' d(\cdot, y) \cdot Z d(\cdot, y) - \frac{d(\cdot, y)}{t} Z' Z d(\cdot, y) + \frac{Z' Z (\Sigma_x^{t/2}(\cdot, y))}{\Sigma_x^{t/2}(\cdot, y)} \right]
\]
\[
+ E^{m_t} \left[ -\frac{d(\cdot, y)}{t} Z d(\cdot, y) + Z (\log \Sigma_x^{t/2}(\cdot, y)) \right] \cdot \left[ -\frac{d(\cdot, y)}{t} Z' d(\cdot, y) + Z' (\log \Sigma_x^{t/2}(\cdot, y)) \right]
\]
\[
- E^{m_t} \left[ -\frac{d(\cdot, y)}{t} Z d(\cdot, y) + Z (\log \Sigma_x^{t/2}(\cdot, y)) \right] \cdot \left[ -\frac{d(\cdot, y)}{t} Z' d(\cdot, y) + Z' (\log \Sigma_x^{t/2}(\cdot, y)) \right].
\]

Note (as already used above) that the Ben Arous asymptotics already give (subject to carrying out the relevant computations) the expansion of the log derivatives where that expansion is valid. In particular, if we multiply by \( t \) (which is already shown to be natural at the log-scale by the Leandre asymptotics), we have

\[
\lim_{t \searrow 0} t \log p_t(x, y) = -\frac{1}{4} d^2(x, y)
\]
\[
\lim_{t \searrow 0} t Z_x^y \log p_t(x, y) = -\frac{1}{4} Z_x^y d^2(x, y)
\]
where $Z^\alpha$ is a multi-index derivative for a family $(Z_1, \ldots, Z_m)$. Moreover, the first equation holds uniformly for all $x$ and $y$ in a compact, while the second holds uniformly, for any given $Z^\alpha$, on a compact subset of $M^2$ that avoids the cut locus (including any normals and the sub-Riemannian diagonal). To see this, on such a set, the Ben Arous expansion gives that

$$t \log p_t(x, y) = -\frac{d}{2} t \log t - \frac{d^2(x, y)}{4} + t \log (c_0(x, y) + t R(t, x, y))$$

where $R$ is some remainder function which is bounded along with all its derivatives as $t \to 0$. Since $c_0(x, y)$ is bounded, taking spatial derivatives gives

$$t Z^\alpha_y \log p_t(x, y) = -\frac{1}{4} Z^\alpha_y d^2(x, y) + t R'(t, x, y)$$

where $R'$ is bounded along with all its derivatives as $t \to 0$.

However, the second equation in (24) need not hold on the cut locus. Instead, on the non-abnormal cut locus, we have, to leading order,

$$t \cdot Z_y \log p_t(x, y) = \mathbb{E}^{\mu^t} [-d(\cdot, y) Z_y d(\cdot, y)] + O(t)$$

and

$$t \cdot Z'_y Z_y \log p_t(x, y) = \mathbb{E}^{\mu^t} \left[ \{ \mathbb{E}^{\mu^t} [d^2(\cdot, y) Z_y d(\cdot, y)] \} + O(1) \right]$$

$$= \mathbb{E}^{\mu^t} \left[ d(\cdot, y) Z_y d(\cdot, y), d(\cdot, y) Z'_y d(\cdot, y) \right] + O(1).$$

While the first two derivatives are the most interesting, one could, of course, compute the analogues of (21) and (23) for higher-order derivatives (see the proof of the following theorem). However, we content ourselves with an explicit expression for the leading order. Indeed, that is exactly Theorem 6 which we now prove.

**Proof of Theorem**  
Faà di Bruno’s formula implies that

$$Z^N \cdots Z^1 \log p_t(x, y) = \sum_{\pi \in \Pi} \left( \frac{(-1)^{|\pi|-1} (|\pi|-1)!}{p_t^{\pi_1}(x, y)} \prod_{B \in \pi} Z^B p_t(x, y) \right)$$

where the sum is over all partitions $\pi$ of $\{N, N-1, \ldots, 2, 1\}$, $|\pi|$ denotes the number of blocks in the partition $\pi$, the product is over all blocks $B$ in $\pi$, and $Z^B p_t(x, y)$ means $Z^{k_m} \cdots Z^{k_1} p_t(x, y)$ where $k_m > \cdots > k_1$ are the elements of $B$. As above, we can use Molchanov’s method to write derivatives of $p_t$ as

$$Z^B p_t(x, y) = \int_{\Gamma_z} \left( \frac{2}{t} \right)^d \sum_{t/2(x, z)} e^{-\frac{\alpha^2(x, z)}{2t}} \cdot Z^B \left[ e^{-\frac{\alpha^2(x, z)}{2t}} \sum_{I \in B} \log(1 + \frac{1}{2t} Z^{I_0} \sum_{\partial I} \left( \frac{1}{2t} \right)^{|I_0|} \prod_{B \in \pi} Z^B \left[ \sum_{x} \right] \right].$$

Further, we see that

$$Z^B \left[ e^{-\frac{\alpha^2(x, z)}{2t}} \sum_{I \in B} \log(1 + \frac{1}{2t} \sum_{\partial I} \left( \frac{1}{2t} \right)^{|I_0|} \prod_{B \in \pi} Z^B \left[ \sum_{x} \right] \right] = \sum_{I \subseteq B} Z^I \left[ e^{-\frac{\alpha^2(x, z)}{2t}} \sum_{I \in B} \log(1 + \frac{1}{2t} \sum_{\partial I} \left( \frac{1}{2t} \right)^{|I_0|} \prod_{B \in \pi} Z^B \left[ \sum_{x} \right] \right],$$

where the sum is over all subsets $I$ of $B$ and $I^c$ is the complement of $I$ relative to $B$ (if $I$ is empty, we understand $Z^I \left[ e^{-\frac{\alpha^2(x, z)}{2t}} \right]$ to be $e^{-\frac{\alpha^2(x, z)}{2t}}$ and similarly if $I^c$ is empty). Finally, another application of Faà di Bruno’s formula shows that

$$Z^I \left[ e^{-\frac{\alpha^2(x, z)}{2t}} \sum_{\pi \in \Pi} \left( \frac{1}{2t} \right)^{|\pi|} \prod_{B \in \pi} Z^B \left[ \sum_{x} \right] \right] = e^{-\frac{\alpha^2(x, z)}{2t}} \sum_{\pi \in \Pi} \left( \frac{1}{2t} \right)^{|\pi|} \prod_{B \in \pi} Z^B \left[ \sum_{x} \right]$$

where the sum is over all partitions of $I$ (and the vector fields are applied “in order” as above).

Combining the above is a bit messy. Nonetheless, we let $\pi(1), \ldots, \pi(i), \ldots$ enumerate the partitions of $\{N, N-1, \ldots, 2, 1\}$, $B(j, i)$ enumerate the blocks of $\pi(i)$, $I(k, j, i)$ enumerate the subsets of
\( B(j,i), \pi'(\ell,k,j,i) \) enumerate the partitions of \( I(k,j,i) \), and \( B'(m,\ell,k,j,i) \) enumerate the blocks of \( \pi'(\ell,k,j,i) \). Then \( c_i = (-1)^{|\pi|-1}(|\pi_i|-1)! \), we have

\[
(28) \quad Z^N \ldots Z^1 \log p_t(x,y) = \left( \sum_i c_i \right) \prod_j \sum_k \mathbb{E}^{m_t} \left[ \frac{Z^{I'(k,j,i)} \Sigma_{i/2}^x(z,y)}{\Sigma_{i/2}^x(z,y)} \cdot \sum_{\ell} \left( -\frac{1}{2t} \right)^{|\pi_i|} \prod_m Z^{B'(m,\ell,k,j,i)} d^2(z,y) \right]
\]

where if \( I(k,j,i) = \emptyset \), the expectation is understood as simply \( \mathbb{E}^{m_t} \left[ Z^{I'(k,j,i)} \Sigma_{i/2}^x(z,y)/\Sigma_{i/2}^x(z,y) \right] \) while if \( I'(k,j,i) = \emptyset \), we have \( Z^{I'(k,j,i)} \Sigma_{i/2}^x(z,y) = Z^{\emptyset \Sigma_{i/2}^x(z,y)} = \Sigma_{i/2}^x(z,y) \).

Explicitly expanding this and collecting terms based on the power of \(-1/(2t)\) is, fortunately, unnecessary. First, note that \( \Sigma_{i/2}^x(z,y) \) and \( d^2(z,y) \) are both smooth on a neighborhood of \( \Gamma_\varepsilon \) (and \( \Sigma_{i/2}^x(z,y) \) is bounded from below by a positive constant), so that, after factoring out the \((-\frac{1}{2t})^{|\pi_i|}\), all of the remaining expectations are finite, and moreover, bounded for all sufficiently small \( t \) solely in terms of bounds on \( \Sigma_{i/2}^x(z,y) \) and \( d^2(z,y) \) and their first \( N \) derivatives (with respect to the \( Z^i \)). Further, we see that the largest power of \(-1/(2t)\) we get in the expansion of the right-hand side of (28) is \((-\frac{1}{2t})^N\), which, for any given partition \( \pi'(i) \), occurs exactly when each \( I(k,j,i) = B(j,i) \) and each \( I(k,j,i) \) is partitioned into singletons. This gives

\[
Z^N \ldots Z^1 \log p_t(x,y) = \left( -\frac{1}{2t} \right)^N \sum_i c_i \prod_j \mathbb{E}^{m_t} \left[ \prod_{k \in B(i,j)} Z^k d^2(z,y) \right] + O \left( \left( \frac{1}{2t} \right)^{N-1} \right).
\]

Then the theorem follows after noting that the coefficient of \((-1/t)^N\) in this expression is exactly the formula for the joint cumulant of \( d(z,y)Z^1 d(z,y), \ldots, d(z,y)Z^N d(z,y) \) in terms of their joint (raw) moments.

Recall that the (first) cumulant of a single random variable is its expectation, while the cumulant of two random variables is their covariance (that is, \( \kappa(X,Y) = \text{Cov}(X,Y) \)), so this generalizes the above results for \( N = 1, 2 \).

**Theorem 36.** Let \( x \) and \( y \) be such that all minimal geodesics from \( x \) to \( y \) are strictly normal, and let \( \{m_t : t \in \{0,1\} \} \) be the family of probability measures defined by (20). Then this family is precompact in the topology of weak convergence, and in particular, for any sequence of times \( t_n \to 0 \), there is a subsequence \( t_{n(i)} \) such that \( m_{t_{n(i)}} \) converges weakly to a probability measure \( m_0 \) supported on \( \Gamma \).

**Proof.** By definition, the \( m_t \) are supported on \( \Gamma_\varepsilon \), which is compact (and which is thus a compact, separable metric space, when equipped with the metric inherited from \( M \)), so \( \{m_t : t \in \{0,1\} \} \) is tight. Thus the pre-compactness of the \( m_t \) (and resulting sequential compactness) follows from Prokhorov’s theorem. Now let \( U_n \) be the subset of \( \Gamma_\varepsilon \) consisting of points \( x \) such that \( d(\Gamma,x) > 1/n \). It’s clear from Laplace asymptotics and (22) that, for any \( n, m_t(U_n) \to 0 \) as \( t \to 0 \) (indeed, this is implicit in the fact that all of the heat kernel asymptotics we’ve been considering are valid with respect to \( \Gamma_\varepsilon \) for any sufficiently small \( \varepsilon \)). Since \( U_n \) is open as a subset of \( \Gamma_\varepsilon \), the portmanteau theorem implies that \( m_t(U_n) = 0 \) for any limiting measure \( m_0 \). Since \( n \) is arbitrary, this shows that \( m_0(\Gamma) = 1 \) for any limiting measure \( m_0 \).

In the real-analytic case, one can say more, including that \( m_t \) converges. However, such results are most naturally discussed in connection with the bridge process, and we refer the reader to Theorem 9 for the convergence, and Sections 6.3 and 6.4 for the determination of \( m_0 \) in the A-type and Morse-Bott cases.
Observe that if \( z \in \Gamma \), we have \( d(z, y) = \frac{1}{2}d(x, y) \). Also, both \( d(\cdot, y) \) and \( Z_y d(\cdot, \cdot) \), for any smooth vector field \( Z \) near \( y \), are continuous, bounded functions on \( \Gamma_x \). Thus, since the cumulant can be written as a polynomial in products of such functions, if \( m_0 \) is a limiting measure and \( t_n \searrow 0 \) is a sequence of times corresponding to this \( m_0 \), we have

\[
\lim_{n \to \infty} t_n Z_y \log p_{t_n}(x, y) = -\frac{1}{2}d(x, y)\mathbb{E}^{m_0}[Z_y d(\cdot, y)],
\]

(29)

\[
\lim_{n \to \infty} t_n^2 Z_y^t Z_y \log p_{t_n}(x, y) = \frac{d^2(x, y)}{4} \text{Cov}^{m_0}(Z_y d(\cdot, y), Z_y^t d(\cdot, y)),
\]

and

\[
\lim_{n \to \infty} t_n^n Z_y^n \log p_{t_n}(x, y) = \left(-\frac{d(x, y)}{2}\right)^n \kappa^{m_0}(Z_y^1 d(\cdot, y), \ldots, Z_y^n d(\cdot, y)).
\]

Of course, if \( m_0 \) is a point mass, which is always the case if \( y \notin \text{Cut}(x) \) and is possible also when \( y \in \text{Cut}(x) \), then all of the cumulants after the first (the expectation) are zero. Nonetheless, the rate at which the variance goes to zero distinguishes the cut locus, as we now discuss.

5.2. **Characterizing the cut locus.** We know that if \( x \) and \( y \) are not cut, \( tZ_y Z_y \log p_{t}(x, y) \) converges as \( t \ln 0 \). Our goal here is to prove that, conversely, if \( x \) and \( y \) are in the “non-normal” cut locus, then for any sequence of times going to zero, there is a subsequence \( t_n \) and a vector \( Z \in T_y M \) such that \( t_n Z_y^t \log p_{t_n}(x, y) \) blows up at rate at least \( t^{-1/2d} \). We begin with two preliminary lemmas.

**Lemma 37.** Let \( x \) and \( y \) be such that all minimal geodesics from \( x \) to \( y \) are strictly normal. Then the map \( \Gamma \to T_y^* M \) that takes \( z \in \Gamma \) to \( d_y d(z, y) \) (that is, the differential of \( d(z, \cdot) \) at \( y \)) is a diffeomorphism onto its image.

**Proof.** Recall that normal geodesics are given as the projections of curves in \( T^* M \) under the Hamiltonian flow. In particular, let \( e^{sH} : T^* M \to T^* M \) denote the time \( s \) Hamiltonian flow. Recall that \( d(z, y) \) is constant for \( z \in \Gamma \), so we can write this distance as \( d(\Gamma, y) \). Since no point in \( \Gamma \) is in \( \text{Cut}(y) \), for each \( z, \lambda_2 \in T_y^* M \) such that \( (\text{projection of}) e^{sH} \lambda_2 \) is the (unique) unit-speed minimal geodesic from \( y \) to \( z \), and moreover, the map taking \( z \in \Gamma \) to \( \lambda_2 \) is a diffeomorphism onto its image. Since the Hamiltonian flow is reversible, for \( z \in \Gamma \), the unique unit-speed minimal geodesic from \( z \) to \( y \) has terminal co-vector \(-\lambda_2 \). It follows from [2, Corollary 8.43] that for \( z \in \Gamma \) we have \( d_y d(z, y) = -\lambda_2 \). This proves the lemma.

**Lemma 38.** Let \( x \) and \( y \) be such that \( y \in \text{Cut}(x) \) and all minimal geodesics from \( x \) to \( y \) are strongly normal. Suppose there is a sequence of times \( t_n \searrow 0 \) such that \( m_{t_n} \) converges to a point mass \( m_0 = \delta_{\gamma_{z_0}} \), for some \( z_0 \in \Gamma \). Then \( x \) and \( y \) are conjugate along \( \gamma_{z_0} \).

**Proof.** Recalling that \( \Gamma \) parametrizes the minimal geodesics from \( x \) to \( y \), [2, Theorem 8.72] implies that if \( z_0 \) in the only point in \( \Gamma \), then \( \gamma_{z_0} \) is conjugate. Thus, we are left with the situation when there is at least one other point, which we denote \( w_0 \), in \( \Gamma \). Further, it is enough to show that if \( \gamma_{z_0} \) is not conjugate, then there is no sequence \( t_n \) such that \( m_{t_n} \) converges to \( \delta_{\gamma_{z_0}} \). So assume that \( \gamma_{z_0} \) is not conjugate. Then there exist coordinates \( z_1, \ldots, z_d \) defined on a neighborhood \( U \) of \( z_0 \) such that \( h(z) = \sum_{i=1}^d z_i^2 \) on \( U \). Also, there exist coordinates \( w_1, \ldots, w_d \) defined on a neighborhood \( V \) of \( w_0 \) such that \( h(w) \leq \sum_{i=1}^d w_i^2 \) on \( V \), and we can assume that \( U \) and \( V \) are disjoint. Then we have that

\[
\frac{m_t(V)}{m_t(U)} \geq \frac{\int_V (c \circ (x, w) c_0(w, y) + O(t)) \frac{dw}{\mathbb{E}(w)} e^{-\sum_{i=1}^d w_i^2/t} dw}{\int_U (c \circ (x, z) c_0(z, y) + O(t)) \frac{dz}{\mathbb{E}(z)} e^{-\sum_{i=1}^d z_i^2/t} dz}
\]

and it follows from the basic Laplace asymptotics of [24] that the right-hand side is bounded from below by a positive constant as \( t \to 0 \). It follows that there is no sequence \( t_n \) such that \( m_{t_n} \) converges to \( \delta_{\gamma_{z_0}} \), as desired.

We can now establish the basic estimate for the variance in [29] on the cut locus.
Theorem 39. Let \( x \) and \( y \) be such that all minimal geodesics from \( x \) to \( y \) are strongly normal, and \( y \in \text{Cut}(x) \). For any sequence of times going to 0, there is a subsequence \( t_n \) and a vector \( Z \in T_y M \) such that, for any smooth extension of \( Z \) to a neighborhood of \( y \),

\[
\liminf_{n \to \infty} t_n^{-\frac{1}{2}} \left[ t_n Z_y Z_y \log p_{t_n}(x, y) \right] > 0,
\]

and the value on the left-hand side depends only on \( Z \) and not on the choice of extension.

Proof. By Theorem 36, we know that for any sequence of times, after perhaps passing to a subsequence, the family \( m_{t_n} \) converges to a limiting probability measure, which we denote by \( m_0 \), supported on \( \Gamma \). Then, in light of (26), in order to prove Theorem 39, it is sufficient to show that there is some \( Z \in T_y M \) such that

\[
\liminf_{n \to \infty} t_n^{-\frac{1}{2}} \text{Var}^{m_{t_n}}(Z_y d(\cdot, y)) > 0
\]

(noticing also that the quantity on the left only depends on \( Z \), and not the extension). There are two cases, depending on whether or not \( m_0 \) is a point mass, which we now treat. Further, in order to simplify the notation, we will simply write \( m_t \) and \( t \to 0 \) in place of \( m_{t_n} \) and \( n \to \infty \), with the understanding that we always let \( t \) go to zero along an appropriate sequence of times, corresponding to \( m_0 \).

Suppose \( m_0 \) is not a point mass (that is, it is not deterministic). Then \( 37 \) implies that the push-forward under the map \( z \mapsto d_y(z, y) \in T_y^* M \) is also not a point mass. Thus, because of the perfect pairing between \( T_y^* M \) and \( T_y^* M \), there exists some \( Z \in T_y M \) such that the random variable \( Z_y d(\cdot, y) \) is, under \( m_0 \), not a.s./ constant, and thus, for this sequence of times and this \( Z \),

\[
\liminf_{n \to \infty} \text{Var}^{m_{t_n}}(Z_y d(\cdot, y)) > 0,
\]

which certainly implies \( 30 \).

The more interesting case is when \( m_0 \) is a point mass, which we now assume. In particular, we let \( z_0 \in \Gamma \) be such that \( m_0 = \delta_{z_0} \). By Lemma 38 \( 38 \) we know that the minimal geodesic from \( x \) to \( y \) through \( z_0 \) is conjugate. Thus, by \( 11 \), we can choose coordinates \( (z_1, \ldots, z_d) \) around \( z_0 \) so that \( h(z) = h_{x, y}(z_1, \ldots, z_d) \leq \sum_{i=2}^d z_i^2 \) on \( U \), where \( U \in \mathbb{R}^d \) is a neighborhood of the origin contained in (the image of) \( \Gamma_x \). If we let \( u(z) = c_0(x, z)c_0(z, y)\frac{d\mu}{dz}(z) \) on \( U \), then \( u \) is a smooth, positive function on \( U \), so that it is bounded above and below by positive constants, say \( C \) and \( 1/C \) for some \( C > 0 \), and we have that

\[
\phi_t(z) = \frac{1}{\zeta(t)} 1_U(z) u(z) e^{-h(z)/t} \, dz
\]

and

\[
\zeta(t) = \int_U u(z) e^{-h(z)/t} \, dz
\]

is a family of probability densities (for \( t > 0 \)) on \( \mathbb{R}^d \) supported on \( U \). Let \( \tilde{m}_t \) be the probability measures determined by the densities \( \phi_t(z) \) (and note that \( \tilde{m}_t \) is \( m_t \) conditioned to be in \( U \)).

We now show that we can restrict our attention to \( \tilde{m}_t \). For fixed \( Z \), for ease of notation, we temporarily let \( f = Zd(\cdot, y) \) and \( \alpha = E^{m_t}[Zd(\cdot, y)] \). Then we have

\[
\text{Var}^{m_t}(f) = E^{m_t}[(f - \alpha)^2] \\
\geq E^{m_t} \left[ 1_U (f - \alpha)^2 \right] \\
= m_t(U) E^{\tilde{m}_t}[(f - \alpha)^2] \\
\geq m_t(U) \text{Var}^{\tilde{m}_t}(f),
\]

where we’ve used that \( (f - \alpha)^2 \) is non-negative and the variance of a random variable is the best \( L^2 \)-approximation by a constant. Since \( m_t(U) \to 1 \) by assumption, it is enough to show that (30) holds for \( \tilde{m}_t \), rather than for \( m_t \) itself.
We now recall some basic facts about entropy. If $\varphi$ is a probability density function on $\mathbb{R}^d$, we let
\[ H(\varphi) = -\int_{\mathbb{R}^d} \varphi(x) \log \varphi(x) \, dx = \mathbb{E}^\varphi [-\log \varphi] \]
be the (differential) entropy. Further, let $Q(\varphi)$ be the covariance matrix of $\varphi$ (or equivalently, the covariance of the identity function under the probability measure on $\mathbb{R}^d$ determined by $\varphi$). Then we have the entropy inequality
\[ H(\varphi) \leq \frac{1}{2} \log \left[ (2\pi e)^d \det Q(\varphi) \right] \]
which implies
\[ \det Q(\varphi) \geq \frac{1}{(2\pi e)^d} e^{2H(\varphi)}. \]
(See [43] for instance.)

Returning to the case at hand, we have a one-parameter family of probability densities $\phi_t$, given by the above, where we view $U$ as a subset of $\mathbb{R}^d$. We can estimate the entropy of $\phi_t$ by
\[ H(\phi_t) = \mathbb{E}^{\phi_t} [-\log \phi_t] \]
\[ = \mathbb{E}^{\phi_t} \left[ \frac{h(z)}{t} - \log (u(z)) \right] + \mathbb{E}^{\phi_t} [\log \zeta(t)] \]
\[ \geq \log \zeta(t) + \log C, \]
where we’ve used that $h(z)$ is positive. Next, we have that
\[ \zeta(t) \geq \int_U u(z) e^{-(z_1^2 + z_2^2 + \cdots + z_d^2)/t} \, dz \]
and so Laplace integral asymptotics (see [24]) show that there is a positive constant $C'$ such that
\[ \log \zeta(t) \geq \log \left( C' \left( t^{1/4} + \prod_{i=2}^d t^{1/2} \right) \right) = \log \left( C' t^{\frac{1}{2} - \frac{1}{d}} \right) \]
for all sufficiently small $t$ (so $\log \zeta(t)$ can go to $-\infty$, but at a controlled rate). Using this in the entropy inequality, we find that, for some constant $C'' > 0$,
\[ \det Q(\phi_t) > C'' t^{d - \frac{1}{d}}. \]

Now $\det Q(\phi_t)$ is the product of the $d$ eigenvalues of the covariance of $\phi_t$, and it follows that, for all sufficiently small $t$, there is at least one eigenvalue which is greater than $C'' t^{1 - \frac{1}{d}}$. Since we can choose the corresponding eigenvector to be a unit vector in the $z_1, \ldots, z_d$ coordinates, by compactness, there exists a linear random variable $v = c_1 z_1 + \cdots + c_d z_d \in \mathbb{R}^d \simeq T_{z_0} M$ with $c_1^2 + \cdots + c_d^2 = 1$ such that $\liminf_{t \to 0} t^{1 - \frac{1}{d}} \text{Var}^{\phi_t}(v) > 0$. By Lemma [38] this implies that there is a vector $Z \in T_{y_0} M$ such that
\[ \liminf_{n \to \infty} t_n^{\frac{1}{d}} \text{Var}^{\phi_{t_n}}(Z) > 0, \]
which concludes the proof. \hfill \Box

If we wish to consider sets of vector fields, then because we use Lie derivatives, we need to control the size of their derivatives as well as the size of the vectors themselves (this will be especially true in the next section). With this in mind, we say that a set $Z$ of (smooth) vector fields defined on a neighborhood of a compact set $K$ is $C^m$-bounded on $K$ if any $z \in K$ has a neighborhood $U$ such that, for any system of coordinates on $U$, the $C^m$-norm of $Z \in Z$, restricted to $U$ and with respect to this system of coordinate, is uniformly bounded over $Z$. Note that if the $C^m$-norm of $Z \in Z$ restricted $U$ is uniformly bounded with respect to one system of coordinates on $U$, then it is also uniformly bounded with respect to any other system of coordinates on $U$ which extends to a neighborhood of $\overline{U}$.

We now have the natural context in which to state and prove the characterization of the (non-abnormal) sub-Riemannian cut locus, which was given as Corollary [7].
Proof of Corollary 3. If \( y \notin \text{Cut}(x) \), then the \( C^1 \)-boundedness implies that \( Z_y Z_y d^2(x, y) \) is uniformly bounded for \( Z \in \mathcal{Z} \), which in light of (24), completes the proof in that case. If \( y \in \text{Cut}(x) \), let \( t_n \) be any sequence of times going to 0. After possibly passing to a subsequence, the fact that \( Z \mid_{T_x M} \) contains a neighborhood of the origin means that there is some \( c > 0 \) (possibly 1) such that \( c Z \in \mathcal{Z} \), where \( Z \) is the vector (field) from Theorem 39. By linearity of differentiation, we see that any sequence of times going to zero has a subsequence \( t_n \) such that

\[
\lim_{n \to \infty} \left[ \sup_{Z \in \mathcal{Z}} t_n Z_y Z_y \log p_{t_n}(x, y) \right] = \infty,
\]

and this gives the desired result. \( \square \)

Finally, in the Riemannian case, there is no need to avoid abnormal minimizers, and we can work with covariant derivatives.

Corollary 40. Let \( M \) be a (complete) Riemannian manifold, and \( x \) and \( y \) any two points in \( M \). Then \( y \notin \text{Cut}(x) \) if and only if

\[
\limsup_{t \downarrow 0} \left[ \sup_{Z \in T_y M, \|Z\|=1} t |\nabla^2_{Z,Z} \log p_t(x, y)| \right] < \infty,
\]

and \( y \in \text{Cut}(x) \) if and only if

\[
\lim_{t \downarrow 0} \left[ \sup_{Z \in T_y M, \|Z\|=1} t \nabla^2_{Z,Z} \log p_t(x, y) \right] = \infty,
\]

where \( \nabla^2 \) is the (covariant) Hessian, acting on the \( y \)-variable.

5.3. Sheu-Hsu-Stroock-Turetsky type bounds. For a compact Riemannian manifold \( M \), with the Riemannian volume and Laplace-Beltrami operator, a result of Stroock-Turetsky and Hsu, improving an earlier result of Sheu, is that, for each \( N \), there exists a constant \( C_N \) depending on \( M \) and \( N \) such that, for all \( (t, x, y) \in (0, 1] \times M \times M \),

\[
|\nabla^N \log p_t(x, y)| \leq C_N \left( \frac{d(x, y)}{t} + \frac{1}{\sqrt{t}} \right)^N p_t(x, y),
\]

which then implies that, for each \( N \), there exists a constant \( D_N \) depending on \( M \) and \( N \) such that, for all \( (t, x, y) \in (0, 1] \times M \times M \),

\[
|\nabla^N p_t(x, y)| \leq D_N \left( \frac{d(x, y)}{t} + \frac{1}{\sqrt{t}} \right)^N p_t(x, y).
\]

(In both cases, the differentiation is in the \( y \)-variable.)

Note that the \( \frac{1}{\sqrt{t}} \) term is only relevant near the diagonal, since on any set where \( d(x, y) \) is bounded from below by a positive constant, the \( \frac{d(x, y)}{t} \) term dominates. On a (strictly) sub-Riemannian manifold, the diagonal is abnormal, and uniform bounds even for the heat kernel itself appear not to be generally known.

In light of this, we see that the natural generalization of to sub-Riemannian manifolds, using the Molchanov approach as above, is the following.

Theorem 41. Let \( K \in M^2 \setminus D \) be a compact subset such that all length minimizers between pairs \( (x, y) \in K \) are strongly normal. Let \( N \) be a positive integer and let \( Z \) be a set of vector fields on a neighborhood of the projection of \( K \) onto the second component which is \( C^{N-1} \)-bounded. Then there
exist constants $C_N$ and $D_N$, depending on $M$, $K$, $Z$, and $N$, such that, for all $t \in (0,1]$ and $(x,y) \in K$, and for all $Z^1, \ldots, Z^N \in Z$, we have

$$|Z^N \cdots Z^1 \log p_t(x,y)| \leq \frac{C_N}{t^N}$$

and

$$|Z^N \cdots Z^1 p_t(x,y)| \leq \frac{D_N}{t^N} p_t(x,y),$$

where, as usual, the derivatives act on the $y$-variable.

(Note that, on a set $K$ as in the theorem, $d(x,y)$ is bounded from above and below by positive constants.)

Proof. As already noted in the proof of Theorem 6, equation (28) shows that $Z^N \cdots Z^1 \log p_t(x,y)$ can be expanded in powers of $1/t$, up to the $N$th power, with coefficients given in terms of (products of) the expectations of $\Sigma_{t/2}^r(z,y)$ and $d^2(z,y)$ and their first $N$ derivatives (with respect to the $Z^i$). Further, $K$ is chosen so that, for small enough $\varepsilon$, $\Sigma_{t/2}^r(z,y)$ and $d^2(z,y)$ are smooth on a neighborhood of the compact set

$$\Gamma^*(K) = \left\{ (z,y) \mid \exists x \in M \text{ s.t. } (x,y) \in K, z \in \Gamma_\varepsilon(x,y) \right\}.$$

(See Lemma 18.) This, plus the definition of $C^{N-1}$-boundedness, implies that these expectations can be uniformly bounded over $K$ (recall that for each $(x,y)$, the corresponding probability measure is supported on $\Gamma_\varepsilon(x,y)$). This gives the result for $\log p_t(x,y)$. Then the result for $p_t$ itself follows from this and Faa di Bruno’s formula for the exponential. $\square$

The bounds on derivatives of $p_t$ itself should be compared to those of Proposition 5. Indeed, using the upper bound on $p_t$ from Proposition 5 in Theorem 11 implies the spatial derivative bounds in Proposition 4. At a single pair $(x,y)$, one should compare with Corollary C:MolchanovLaplace.

In contrast, on a Riemannian manifold, given any compact subset of the diagonal, there is a neighborhood on which the Ben Arous expansion holds, and can be differentiated. With this in mind, we have the following.

Theorem 42. Let $M$ be a (complete, but not necessarily compact) Riemannian manifold. Then for any compact set $K \subset M$ and any positive integer $N$, there exist positive constants $\delta$, $C_N$ and $D_N$, depending on $K$, $M$, and $N$, such that

$$|\nabla \log p_t(x,y)| \leq \begin{cases} C_1 \left( \frac{d(x,y)}{t} + 1 \right) & \text{for } d(x,y) \leq \delta \\ \frac{C_1}{t^2} & \text{for } d(x,y) > \delta \end{cases},$$

$$|\nabla^N \log p_t(x,y)| \leq \begin{cases} C_N \left( \frac{d(x,y)}{t^2} \right)^2 & \text{for } d(x,y) \leq \delta \\ \frac{C_N}{t^2} & \text{for } d(x,y) > \delta \text{ (for } N \geq 2) \end{cases},$$

and

$$|\nabla^N p_t(x,y)| \leq D_N \left( \frac{d(x,y)}{t} + \frac{1}{\sqrt{t}} \right)^N p_t(x,y).$$

for all $(t, x, y) \in (0,1] \times K \times K$.

Proof. For any $m$, covariant derivatives can be realized by $C^m$-bounded vector fields on $K$, so we can assume that such $Z^i$ have been chosen. As already noted, we can find $\delta$ such that the Ben Arous expansion holds for $x, y \in K$ with $d(x, y) \leq \delta$. Thus the estimates for $\log p_t(x,y)$ when $d(x, y) \leq \delta$ follow from (25) and compactness. Then the estimates for $d(x, y) > \delta$ come from the previous theorem.

Again, the results for $p_t$ itself follow. $\square$

Remark 43. The result for derivatives of $\log p_t(x,y)$ near the diagonal is stronger than that of (31). Nonetheless, for $p_t$ itself, this is the correct form of the estimate, as can be seen by differentiating the Ben Arous expansion directly.
6. Law of Large Numbers

We finally turn to a more stochastic topic, the law of large numbers (LLN) for the bridge process associated to the diffusion $X_t$, which is essentially the “leading term” of the small-time asymptotics of the bridge process. We begin with the basic definitions needed to state and prove the results.

Let $\Omega^{[0,t]}_M$ be the space of continuous paths $\omega_t : [0,t] \to M$, for some $t \in (0,\infty)$. We define a metric

$$d_{\Omega^{[0,t]}_M}(\omega, \tilde{\omega}) = \frac{\sup_{0 \leq t \leq t} d(\omega_t, \tilde{\omega}_t)}{1 + \sup_{0 \leq t \leq t} d(\omega_t, \tilde{\omega}_t)}$$

on $\Omega^{[0,t]}_M$. This metric makes $\Omega^{[0,t]}_M$ into a Polish space and the topology is that of uniform convergence.

We let $\Omega_M = \Omega^{[0,1]}_M$ and note that the map $\Omega^{[0,t]}_M \to \Omega_M$, $\omega_t \mapsto \omega_{t/\sqrt{t}}$ is an isometry.

For $x$ and $y$ in $M$ and $t \in (0,\infty)$, we can consider the bridge process $X^{x,y,t}_t$, which is the diffusion started from $x$, conditioned to be at $y$ at time $t$. The law of this process is a probability measure $\tilde{\mu}^{x,y,t}$ on $\Omega^{[0,t]}_M$. We let $\mu^{x,y,t}$ be the pushforward of $\tilde{\mu}^{x,y,t}$ to $\Omega_M$, that is, $\mu^{x,y,t}$ is the law of the bridge process rescaled to take unit time. For fixed $x$ and $y$, this gives a family of probability measures on $\Omega_M$, and we are interested in the weak convergence of these measures as $t \searrow 0$. A result determining such convergence is generally called a law of large numbers for the bridge process.

Again for fixed $x$ and $y$, recall that $\Gamma$ parametrizes the set of minimal geodesics from $x$ to $y$. More precisely, for any $z \in \Gamma$, let $\gamma_z^t$ be the constant speed geodesic going from $x$ to $y$ in unit time, through $z$ (so that $\gamma_{t/2}^z = z$). Then this gives an embedding of $\Gamma$ into $\Omega_M$, and we write the image as $\tilde{\Gamma}$.

6.1. Extension to the cut locus. Bailleul and Norris [9] proved the law of large numbers in the case when there is a single minimizer from $x$ to $y$. In that case, if $z$ is the unique point in $\Gamma$, $\mu^{x,y,t}$ converges (weakly) to a point mass at $\gamma_z^t$ as $t \searrow 0$. The idea of the Molchanov technique in this context is to determine a law of large numbers on the (non-abnormal) cut locus by conditioning on the midpoint of the bridge and “gluing together” the result of Bailleul and Norris for the first and second halves of the path.

The connection with the previous heat kernel asymptotics is as follows. For each $t$, let $\nu_t$ be the pushforward of $\mu^{x,y,t}$ under the map $\Omega_M \to M$, $\omega_t \mapsto \omega_{t/2}$, so that $\nu_t$ is the distribution of the midpoint of the bridge process.

Lemma 44. Let $x$ and $y$ be points of $M$ such that all minimizers from $x$ to $y$ are strongly normal, let $\nu_t$ be as above, and let $m_t$ be defined by (20). Then for a sequence of times $t_n$ going to 0, $\nu_{t_n}$ converges if and only if $m_{t_n}$ does, in which case they have the same limit.

Proof. In terms of $p_t$, the density of $X^{x,y,t}_t$ at time $t/2$ is given by

$$\frac{d\nu_t}{d\mu}(z) = \frac{p_{t/2}(x,z)p_{t/2}(z,y)}{p_t(x,y)}.$$

But we know that the error induced by restricting $z$ to $\Gamma_z$ and by replacing the heat kernel by the leading term of its expansion goes to 0 with $t$. Comparing with Equation (22), we see that for any smooth $f$, $\mathbb{E}^\nu [f] - \mathbb{E}^{\nu_t} [f] \to 0$ as $t \to 0$. But this proves the result. \(\square\)

Suppose that for some sequence of times $t_n \searrow 0$, $m_{t_n} \to m_0$ for some $m_0$ supported on $\Gamma$ (recall that $\{m_t : t \in (0,1]\}$ is subsequentially compact). Then $m_0$ maps to a probability measure $\mu_0$ on $\tilde{\Gamma}$ under the inclusion of $\Gamma$ into $\Omega_M$. (Of course, $m_0$ can be recovered from $\mu_0$ by the inverse map $\tilde{\Gamma} \to \Gamma$.)

It turns out that we need a uniform version of Bailleul and Norris’ law of large numbers. Namely, consider $z \in \tilde{\Gamma}_z$, and let $g^z = g_z^z$ be the unique constant-speed minimal geodesic traveling from $x$ to $z$ in unit time. Then $\mu^{x,z,t}$ converges to the point mass at $g^z$. We require the additional fact that this convergence is uniform, in a suitable sense, over such $z$. This is only a slight extension of Bailleul and Norris’ work, so we simply indicate the argument. It is essentially a space-time version of an argument from [32].
Recall that Léandre asymptotics hold uniformly on some large compact containing \( x \) and \( \Gamma \). Let \( X \) be the diffusion started from \( x \). At \( \tau = 0, X_0 = g_\tau = x \). For some small \( \epsilon' > 0 \), let \( \sigma \) be the first time \( d_M(X_\sigma, g_\tau^\epsilon) > \epsilon' \). We wish to decompose \( \sigma \) according to when it occurs and \( d(X_\sigma, x) \) and \( d(X_\sigma, z) \). So for some small \( \delta' > 0 \), partition \([0, t]\) by some sequence of reals \( 0 = s_0 < s_1 < \cdots < s_N = t \) with \( |s_i - s_{i+1}| < \delta' \), and similarly partition \([0, \infty)\) by some sequence of reals \( 0 = \rho_0 < \rho_1 < \cdots < \rho_j < \cdots \) with \( |\rho_{j+1} - \rho_j| < \delta' \) and \( \rho_j \to \infty \). Then let \( \sigma_{i,j} \) be the first time \( d_M(X_\tau, g_\tau^\epsilon) \) hits \( \epsilon' \) such that \( s_i \leq \sigma < s_{i+1} \) and \( \rho_j \leq d(X_\sigma, x) < \rho_{j+1} \). Note that \( \sigma \) is the minimum of the \( \sigma_{i,j} \) and that only finitely many \( \sigma_{i,j} \) are necessary.

We can bound the contribution of paths with \( \sigma_{i,j} \leq t \) to \( p_t(x, z) \). For any \( \delta > 0 \), for small enough all \( t \), the probability that \( \sigma_{i,j} < t \) is less than

\[
\exp \left[ -\frac{\rho_j^2 - \delta}{4s_{i+1}} \right]
\]

(this necessarily means \( s_{i+1} < t \)). We see this just as in the proof of Theorem 1 (it is an exit time, after all); indeed, the reason for introducing that \( \sigma_{i,j} \) is that we cannot estimate the density of \( (X_\sigma, s) \), but we can estimate this discretized version. If \( \rho_j > \delta \), which happens when \( X_{\sigma_{i,j}} \) is close to \( x \), this estimate is meaningless, but in that case, we just bound the probability by 1. Continuing, we have the Léandre estimate on the heat kernel, so that, for small enough \( t \),

\[
p_{t-\sigma_{i,j}}(X_{\sigma_{i,j}}, z) \leq \exp \left[ -\frac{d^2(X_{\sigma_{i,j}}, z) - \delta}{4(t - s_i)} \right].
\]

Then we use integration by parts as in the proof of Theorem 1 to see that, as long as \( \delta \) is small enough compared to \( \epsilon' \) and \( \delta' \) is small enough compared to \( \delta \) and \( \epsilon' \), for each \( \sigma_{i,j} \) the contribution to \( p_t(x, y) \) from paths with \( \sigma_{i,j} < t \) is less than

\[
\exp \left[ -\frac{\rho_j^2 - \delta}{4s_{i+1}} - \frac{d^2(X_{\sigma_{i,j}}, z) - \delta}{4(t - s_i)} \right]
\]

whenever \( t \) is small enough. But \( \sigma \) is defined so that, for small enough \( \delta, \epsilon', \) and \( \delta' \) and considering Lemma 10, this is always “exponentially smaller” than \( p_t(x, y) \), since for small enough \( t \), \( p_t(x, y) > C t^{-d/2} \exp \left[ -d^2(x, z)/(4t) \right] \) for some \( C > 0 \), by Theorem 3. Summing over the finitely many required \( i, j \), we see that as \( t \to 0 \), the contribution to \( p_t(x, y) \) of paths with \( \sigma < t \) is exponentially smaller than \( p_t(x, y) \).

Moreover, we see that this argument is uniform in \( z \). That is, since \( \Gamma \) is compact, the estimates on the probability that \( \sigma_{i,j} < t \) and on the heat kernel are uniform over \( z \in \Gamma \). Also, because \( g^z \) varies smoothly in \( z \) (this is where we use the fact that \( z \in \Gamma \) is not in the cut locus of \( x \), etc.) and the distance function is continuous, the geometry underlying the fact that \( \sigma < t \) implies that paths are exponentially negligible (again referring to Lemma 10) is uniformly controlled for \( z \in \Gamma \). Recalling the definition of \( \sigma \), this says that the \( \mu^{x,z,t} \)-probability of an \( \epsilon' \)-ball around \( g^z \) goes to 1 as \( t \) goes to 0, uniformly in \( z \). This is the desired law of large numbers for \( \mu^{x,z,t} \), uniformly in \( z \). (And note that the same applies to \( \mu^{x,y,t} \), uniformly in \( z \).

We can now prove our law of large numbers for the bridge process, as given in Theorem 8.

**Proof of Theorem 8.** Assume that \( m_t \to m_0 \). For simplicity of notation, we will assume that \( m_t \to m_0 \), with the general case following by restricting to a subsequence. We know that, under \( \mu^{x,y,t}, \omega|[0,t/2] \) and \( \omega|[t/2,t] \) are conditionally independent given \( \omega_{t/2} \), by the Markov property. Thus, we can decompose (or disintegrate) \( \mu^{x,y,t} \) by first drawing \( z \) from \( m_t \) and then drawing \( \omega|[0,t/2] \) and \( \omega|[t/2,t] \) independently from \( \mu^{x,z,t/2} \) and \( \mu^{z,y,t/2} \), respectively.

Let \( F : \Omega_M \to \mathbb{R} \) be Lipschitz continuous and bounded. Let \( f : M \to \mathbb{R} \) be as follows. For any \( z \in \Gamma \), let \( \gamma^z \) be the (possibly) broken geodesic which travels the minimal geodesic from \( x \) to \( z \) at constant speed in time \( 1/2 \), and then travels the minimal geodesic from \( z \) to \( y \) at constant speed in time \( 1/2 \). Note that this is well defined and agrees with our earlier definition when \( z \in \Gamma \). On \( \Gamma \), let \( f(z) = F(\gamma^z) \); since this is bounded and continuous (recall that \( \gamma^z \) is continuous in \( z \) by the smoothness
of the exponential map), we can extend it to a bounded and continuous function on $M$ in an arbitrary way. Now choose $\delta > 0$. By weak convergence of $m_t$ and Lemma 44 for all small enough $t$, we have
\[ |\mathbb{E}^{\nu} [f] - \mathbb{E}^{m_0} [f]| < \delta. \]
Next, by the uniform law of large numbers just discussed, applied to the “two halves” of $\gamma^z$ (that is, for $\mu^{x,z,t/2}$ and $\mu^{z,y,t/2}$), and the fact that $F$ is Lipschitz and bounded, we have that for all small enough $t$,
\[ |\mathbb{E}^{\mu^{x,z,t/2}} \otimes \mu^{z,y,t/2} [F] - f(z)| < \delta \]
uniformly for all $z \in \Gamma_z$. But in light of the above decomposition of $\mu^{x,y,t}$, these inequalities imply that, for all sufficiently small $t$,
\[ |\mathbb{E}^{\mu^{x,y,t}} [F] - \mathbb{E}^{m_0} [f]| < 2\delta. \]
Recalling the definition of $f$ and that $\delta$ is arbitrary, it follows from the portmanteau theorem that $\mu^{x,y,t} \rightarrow m_0$.

For the other direction, assume that $\mu^{x,y,t_n}$ converges to some $\mu_0$. Then $\nu_t$ converges to the pushforward of $\mu_0$ under the evaluation at $\tau = 1/2$, and in particular, $m_t$ also converges, by Lemma 44. Then applying the part of the theorem (just proven) when $m_t$ converges to some $m_0$ shows that $\mu_0 = m_0$. This completes the proof. \hfill \Box

6.2. Real analytic methods. We can give more precise results in the real-analytic case. This is essentially a direct application of results from Laplace asymptotics to the behavior of $m_t$. Hsu [31] already gave this application for Brownian motion on real-analytic Riemannian manifolds (having established Theorem 8 in the Riemannian case via large deviations), so we simply summarize his results, for completeness and to emphasize that they hold in the present sub-Riemannian context as well.

Suppose that every $z \in \Gamma$ is contained in a coordinate patch such that $h_{x,y}$ is real-analytic (in the coordinates—that is, there exists a local real-analytic stiffening of the structure with this property). Then for any $z \in \Gamma$, there is a rational $\alpha(z) \in [d/2, d - (1/2)]$, a non-negative integer $\beta(z)$, and an $r_0 > 0$ such that, for any open ball $B_z(r)$ around $z$ with radius $r \in (0, r_0)$, we have
\[ \int_{B_z(r)} e^{-h_{x,y}(u) - h_{x,y}(z)} \mu(du) \sim \frac{C}{t^\alpha} \left( \log \frac{1}{t} \right)^\beta \]
where $C$ is some positive constant depending on $z$ and $r$. If we put the lexicographical order on $\mathbb{Q} \times \mathbb{Z}$, so that $(\alpha_1, \beta_1) < (\alpha_2, \beta_2)$ if either $\alpha_1 < \alpha_2$ or $\alpha_1 = \alpha_2$ and $\beta_1 < \beta_2$, then we see that $(\alpha(z_1), \beta(z_1)) < (\alpha(z_2), \beta(z_2))$ means that the integral (32) around $z_2$ dominates the integral around $z_1$ as $t \searrow 0$. Moreover, the resulting map $\Gamma \rightarrow \mathbb{Q} \times \mathbb{Z}$ is upper semi-continuous, and since $\Gamma$ is compact, this means that $(\alpha(z), \beta(z))$ attains its maximum, which we denote $(\alpha_m, \beta_m)$. We let
\[ \Gamma^{m}_{x,y} = \Gamma^{m} = \{ z \in \Gamma : (\alpha(z), \beta(z)) = (\alpha_m, \beta_m) \} \]
and note that $\Gamma^{m}$ is a non-empty, closed subset of $\Gamma$ (corresponding to geodesics of “maximal degeneracy”).

The significance of these considerations is given by Theorem 9, and we indicate its proof.

Proof of Theorem 9. The convergence of $m_t$ to a measure with support $\Gamma^{m}$ follows from the definition of $m_t$ and the expansions (32); the details are given in the proofs of Theorems 4.1 and 4.2 in [31]. \hfill \Box

Finally, we can identify $\Gamma^{m}$ and $m_0$ more explicitly if we have more information on the normal form of $h_{x,y}$. We illustrate this with the two most important special cases.
6.3. LLN for $(A)$-type singularities. In parallel to Section 4 we give an explicit treatment of the asymptotics in two cases—the case when each minimal geodesic is $(A)_n$-conjugate (in this section) and the Morse-Bott case (in the next).

As usual, let $x$ and $y$ be distinct points such that every minimal geodesic from $x$ to $y$ is strongly normal. Further, we assume that there is some $\ell \in \{1, 3, 5, \ldots\}$ such that for every $z \in \Gamma$, $\gamma_z^\ell$ is $A_m$-conjugate for $1 \leq m \leq \ell$ and that there is at least one $z \in \Gamma$ for which $\gamma_z$ is $A_\ell$-conjugate. We refer to Section 4.1 for the relevant results about the normal form of $h_{x,y}$ and the resulting leading term in the expansion coming from each geodesic. In particular, let $z_1, \ldots, z_N$ be the points of $\Gamma$ corresponding to $A_\ell$-conjugate geodesics, and around each $z_i$, let $(u_{i,1}, \ldots, u_{i,d})$ be local coordinates diagonalizing $h_{x,y}$ as in Equation (9). Then $m_i$ converges and the limit is given by

$$m_0 = \frac{\sum_{i=1}^N c_0(x, z_i) c_0(z_i, y) \frac{dm}{du_{i,1}, \ldots, u_{i,d}}(z_i) \cdot \delta_{z_i}}{\sum_{i=1}^N c_0(x, z_i) c_0(z_i, y) \frac{dm}{du_{i,1}, \ldots, u_{i,d}}(z_i)}.$$ 

(To see this, integrate any smooth $f$ against $m_i$ and take the leading term of the resulting Laplace asymptotics.) In particular, $\Gamma^m = \{z_1, \ldots, z_N\}$, and it may certainly be a proper subset of $\Gamma$.

However, note that if none of the minimal geodesics from $x$ to $y$ is conjugate (which in this terminology means being “$(A)_1$-conjugate” and implies that $h_{x,y} - \frac{d^2}{4}$ can be written as a sum-of-squares around each $z_i$), then $\Gamma^m = \Gamma$. In particular, if $M$ is a Riemannian manifold of non-positive sectional curvature, this is the only possibility. Indeed, in this case, the asymptotics of $p_t(x,y)$ can be written directly in terms of the Ben Arous expansion applied to the universal cover, and a slightly simpler formula for $m_0$ can be given; see Example 3.7 of [31] where the case of only non-conjugate geodesics is treated for a compact Riemannian manifold.

6.4. LLN for the Morse-Bott case. Again, we let $x$ and $y$ be distinct points such that every minimal geodesic from $x$ to $y$ is strongly normal, but now, as in Section 4.2 we assume that $\Gamma$ is an $r$-dimensional submanifold (where necessarily we have $r < k$ and we recall that $\Gamma$ is compact) and that the kernel of the differential of the exponential map has dimension $r$ at $\gamma_z$ for any $z \in \Gamma$. Then around any point of $\Gamma$ we can find local coordinates $(u_1, \ldots, u_k)$ such that $\Gamma$ is (locally) given by $u_{r+1} = \cdots = u_k = 0$, $(u_1, \ldots, u_r)$ gives (local) coordinates on $\Gamma$, and

$$h_{x,y} = \frac{d^2}{4} + u_{r+1}^2 + \cdots + u_d^2.$$ 

In this case, another use of Laplace asymptotics to integrate any smooth $f$ against $m_i$ shows that $m_i$ converges and $m_0$ has a smooth, non-vanishing density on $\Gamma$ with respect to any local coordinates. Hence $\Gamma^m = \Gamma$. Moreover, the density of $m_0$ with respect to $du_1 \cdots du_r$ as above can be written in terms of the density of $\mu$, the Hessian of $h_{x,y}$ along the normal bundle over $\Gamma$, and the $c_0$ (see Section 3 of [13] for the basic framework of the computation), but the expression is messy and unenlightening, so we omit it. Instead, we note that the Morse-Bott case typically arises when $M$ possess some rotational symmetry, in which case $m_0$ can be deduced via symmetry arguments. That is, let $\text{Iso}_{x,y}$ be the subgroup of the isometry group of $M$ that fixes $x$ and $y$, where isometries must also preserve $\mu$ and the sub-Laplacian. Suppose that $\text{Iso}_{x,y}$ acts transitively on $\Gamma$. Then $m_0$ must be the uniform probability measure on $\Gamma$, in the sense that $m_0$ is the unique probability measure on $\Gamma$ invariant under the action of $\text{Iso}_{x,y}$.

For example, if $M$ is the standard Riemannian sphere with the Laplace-Beltrami operator and Riemannian volume, and $x$ and $y$ are antipodal points, $m_0$ is the uniform probability measure on the equator, as observed in Example 3.6 of [31].

The natural sub-Riemannian analogue is the Heisenberg group. By symmetry, we can take $x$ to be the origin (using $\mathbb{R}^3$ to give global coordinates, in the usual way). Then $y$ is in the (non-abnormal) cut locus exactly when $y = (0,0,h)$ for some $h \neq 0$, in which case $\Gamma$ is a circle, invariant under rotation around the vertical axis (see Figure 3 again). We see that $m_0$ is the uniform probability measure on $\Gamma$. 
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