Spectral function of the $J_1 - J_2$ Heisenberg model on the triangular lattice
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Spectral probes, such as neutron scattering, are crucial for characterizing excitations in quantum many-body systems and the properties of quantum materials. Among the most elusive phases of matter are quantum spin liquids, which have no long-range order even at zero temperature and host exotic fractionalized excitations with non-trivial statistics. These phases can occur in frustrated quantum magnets, such as the paradigmatic Heisenberg model with nearest and next-nearest neighbor exchange interactions on the triangular lattice, the so-called $J_1 - J_2$ model. In this work, we compute the spectral function using large scale matrix product state simulations across the three different phases of this model’s phase diagram, including a quantum spin liquid phase at intermediate $J_2/J_1$. Despite a plethora of theoretical and experimental studies, the exact nature of this phase is still contested, with the dominant candidates being a gapped $Z_2$, a gapless $U(1)$ Dirac, and a spinon Fermi surface quantum spin liquid state. We find a V-shaped spectrum near the center of the Brillouin zone ($\Gamma$ point), a key signature of a spinon Fermi surface, observed in prior neutron scattering experiments. However, we find a small gap near the $\Gamma$ point, ruling out such a phase. Furthermore, we find localized gapless excitations at the corner of the Brillouin zone boundary (K point) and the middle of the edge of the Brillouin zone boundary (M point), ruling out the gapped $Z_2$ spin liquid phase. Our results imply that the intermediate spin liquid phase is a gapless $U(1)$ Dirac spin liquid, and provide clear signatures to detect this phase in future neutron scattering experiments.

I. INTRODUCTION

Two-dimensional quantum systems host exciting physics: reduced dimensionality leads to strong quantum fluctuations, yet provides more possibilities than in one dimension as continuous symmetry can be spontaneously broken and lead to long-range order [1–5]. While such conventional ordered states of matter are fairly well understood, some disordered states remain elusive. Among those are quantum spin liquids (QSL) found in frustrated quantum magnets [6–9] as a result of competing ordered phases. These states possess no long-range order, even at zero temperature, and often result in fractionalized excitations with non-trivial statistics.

One of the most promising geometries for realizing a QSL phase is the triangular lattice, which has a rich history starting with Anderson’s proposed resonating valence bond state [10]. However, the simplest lattice spin model, namely the spin-1/2 nearest-neighbor antiferromagnetic Heisenberg model, has been shown to have 120° magnetic long-range ordering [11–18]. Yet, quantum fluctuations lead to the order parameter magnitude being significantly smaller than its classical value, implying the order is weak and potentially easy to disrupt.

For instance, with the introduction of a small next-nearest-neighbor interaction, this model exhibits a QSL phase [19–25]. Early studies using the density matrix renormalization group (DMRG) [26] suggested that the QSL phase was a $Z_2$ gapped QSL [19, 20, 22]. This was later challenged by simulations using variational quantum Monte Carlo (QMC), which found that a gapless $U(1)$ Dirac spin liquid was most energetically favorable [21]. This was later supported by a DMRG study on an infinite cylinder with an external Aharonov-Bohm flux, claiming unambiguous evidence for a gapless $U(1)$ Dirac spin liquid [25]. However, this has been challenged by a recent DMRG study [27], as well as by Schwinger-boson theory [28], suggesting the phase is a gapped $Z_2$ QSL.

The simplicity and realistic form of the Hamiltonian has attracted many experiments to probe triangular lattice materials, in the quest for a realization of such a QSL phase. Experiments conducted on triangular lattice systems range from organic compounds such as $k$-$\alpha$ (BEDT-TTF)$_2$Cu$_2$(CN)$_3$, Et$_n$Me$_{4-n}$Sb[Pd(DMIT)$_2$]$_2$, and other similar structures [29–61], to Ba$_3$CoSb$_2$O$_9$ [62–72], and many Yb$^{3+}$-based materials [73–109]. In particular, recent neutron scattering data in KYbSe$_2$ has shown that the material is well modelled by a spin one-half Heisenberg model on a triangular lattice with nearest- and next-nearest-neighbor antiferromagnetic interactions, i.e., a $J_1 - J_2$ Heisenberg model [109]. The authors also found critical scaling in the dynamical structure factor near the corner of the Brillouin zone, suggesting the close proximity of this material to a second-order quantum phase transition.

Despite a plethora of experimental studies in triangular lattice compounds, the presence and nature of a QSL phase is still under debate, as smoking-gun signals for such phases are challenging to identify. One main signature is a lack of long-range order, which is also present in other phases such as spin-glass states [110, 111]. In fact, the actively studied spin liquid candidate YbMgGaO$_4$ has been conjectured to be a spin-glass, based on susceptibility measurements in its sister compound YbZnGaO$_4$ [108]. Another key signature is the presence of fractionalized quasi-particles which are hard to detect directly. Recent proposals to look at the entanglement content of the triangular lattice compound KYbSe$_2$ [109], through the quantum Fisher information [112, 113] and other entanglement measures [114–119], may prove fruitful. This challenge calls for further theoretical understanding, and improved numerical simulations of experimentally relevant quantities to identify signatures of QSL phases.

Neutron scattering is potentially an excellent experimental tool to detect quantum spin liquid physics, as it directly probes the excitations in the system through the spin-spin correlation function [120, 121]. On the theoretical side, making a direct comparison with neutron scattering experiments requires cal-
calculating the dynamical structure factor, which is notoriously difficult to compute. QMC struggles to probe this quantity directly, and relies on analytic continuation from imaginary time simulations [122]. However, analytic continuation is numerically ill-posed due to the inherent statistical uncertainty of Monte Carlo sampling. Nevertheless, QMC supplemented by the maximum entropy method [123, 124] for analytic continuation or the stochastic analytic continuation [125] is still the dominant method to probe spectral functions in two- and higher-dimensional systems, with reliable results obtained in various frustration-free contexts [126–131]. Unfortunately, frustrated systems, such as the triangular lattice Heisenberg model, plague QMC with the infamous sign problem, preventing efficient simulations [132, 133].

In one dimension, DMRG [26], and the later reformulation in terms of matrix product states (MPS) [134], have been revolutionary. Their main success is due to the entanglement area-law in gapped systems, which leads to a finite entanglement entropy even in the thermodynamic limit [135]. Even for gapless one-dimensional systems, the deviations from the exact answer are understood through a finite-entanglement scaling analysis [136]. However, in two dimensions, an area law state still has an entanglement entropy that grows with the system size, which makes standard MPS calculations struggle to capture the thermodynamic limit. Other tensor-network-based approaches, such as projected entangled pair states (PEPS) [137–139], have been proposed to work in higher dimensions. Recent work using PEPS to study the dynamical structure factor in a model near a QSL phase [140], has found great accuracy in comparison with neutron scattering experiments in Ba$_3$CoSb$_2$O$_9$ [71].

Utilizing DMRG on the triangular lattice wrapped into a cylinder, yielding a quasi-one-dimensional system, has proven useful in studying static properties of QSL states [19, 20, 22, 25, 27, 141–146]. We focus on this approach in this study, and extend this work into the realm of dynamics, with a similar method as was used in Ref. 147. We use this approach at examine the full phase diagram of the $J_1 - J_2$ Heisenberg model on the triangular lattice.

The outline for the paper is the following. In Sec. II we define the model we study, the quantities we examine, and the method we use to compute the dynamical spin structure factor. Next, in Sec. III, we discuss the three dominant proposed spin liquid states of the $J_1 - J_2$ Heisenberg model, namely the gapped $Z_2$, gapless $U(1)$ Dirac, and the spinon Fermi surface quantum spin liquids states. Furthermore, we outline the distinct features of these three phases to look for in the dynamical structure factor.

In the results section, Sec. IV, we first look at the nearest-neighbor Heisenberg model on the square lattice as a benchmark for our simulations. We compare with state-of-the-art QMC simulations [127, 148] and linear spin wave theory (SWT) [149]. The excellent agreement both qualitatively and quantitatively, justifies our method for exploring the triangular lattice in Sec. IV B. We first look at the $120^\circ$ magnetic ordered phase, and compare our results with linear SWT [150], prior numerical simulations [140, 147, 151], Schwinger-boson theory [28], as well as neutron scattering in Ba$_3$CoSb$_2$O$_9$ [68, 71] and KYbSe$_2$ [109]. We then look at the stripe ordered phase as a reference.

Lastly, in Sec. IV B 3, we examine the QSL phase, as well as the dependence of the spectrum on the next-nearest neighbor coupling $J_3$ through the entire phase diagram. We first look at the spectrum deep in the QSL phase, and find a V-shaped spectrum near the $\Gamma$ point, a key signature of the spinon Fermi surface state [152], that has been observed in NaYbSe$_2$ [103], and YbMgGaO$_4$ [83, 153]. However, we also find at low energies that a gap opens near the $\Gamma$ point, which rules out such a state, as the spectrum should be gapless across the full Brillouin zone [6]. Although not much is known about the microscopic model of these materials beyond them containing spin-half degrees of freedom on a triangular lattice, this discrepancy either means that this gap is at an energy scale below what was accessible in these experiments, or that these materials are not fully captured by the $J_1 - J_2$ Heisenberg model. We also find that the spectrum at $q = K$ remains gapless from the $120^\circ$ phase into the QSL phase, in agreement with Schwinger-boson theory [28, 109]. In contrast, we find that the gap at $q = M$ closes as the quantum critical point is approached, ruling out the gapped $Z_2$ spin liquid state. We find isolated gapless excitations at $q = K$ and $q = M$ throughout the entire QSL phase, in agreement with prior variational QMC [151] and large scale DMRG results [25]. These results strongly suggest that the QSL phase of the $J_1 - J_2$ Heisenberg model is described by a gapless $U(1)$ Dirac spin liquid, and they provide clear signatures that can be detected in future neutron scattering experiments. Lastly, in Sec. V, we conclude with a summary of our results, and perspectives for future studies.

II. MODELS, DEFINITIONS, AND METHODS

In this work, we primarily focus on the spin one-half Heisenberg model with nearest and next-nearest neighboring interactions on the triangular lattice,

$$H = J_1 \sum_{\langle i,j \rangle} S_i \cdot S_j + J_2 \sum_{\langle\langle i,j \rangle\rangle} S_i \cdot S_j,$$

where $S_i = (S^x_i, S^y_i, S^z_i)$ are spin-1/2 operators; $\langle i, j \rangle$ and $\langle\langle i, j \rangle\rangle$ denote nearest- and next-nearest neighbor exchange interactions, respectively. We show in Fig. 1 the lattice with circumference $C$ (we will use periodic boundary conditions along this direction in the following), length $L$, lattice vectors $a_1$ and $a_2$, the couplings $J_1$ and $J_2$, and the three expected phases of this model [19-25]. We also examine the same Hamiltonian on the square lattice with only nearest-neighbor interactions ($J_2 = 0$, Heisenberg model) which serves as a benchmark to compare our results against quantum Monte Carlo supplemented by analytic continuation following Ref. 127. We set $\hbar = J_1 = 1$ in the following.

A. Spectral Function

The spectral function of interest in this study is the dynamical spin structure factor, relevant for neutron scattering
the circumference $C$, length $L$. The lattice vectors $a_1 = (1/2, \sqrt{3}/2)$ and $a_2 = (1, 0)$ are shown in blue. We also show the three expected phases of the Hamiltonian given in Eq. (1) and the approximate phase boundaries [21].

experiments [120, 121], defined by

$$S(q, \omega) = \frac{1}{N} \sum_x \int_0^{\infty} \frac{dt}{2\pi} e^{i(\omega t - q \cdot x)} G(x, t),$$  \hspace{1cm} (2)

with $N$ the number of sites in the lattice. $G(x, t)$ is a two-point spin-spin correlation function defined by

$$G(x, t) = \langle \Omega | S_x(t) \cdot S_z(0) | \Omega \rangle ,$$  \hspace{1cm} (3)

with $e$ being the center site in the lattice taken to be the origin when defining $x$, and $| \Omega \rangle$ the ground state of the Hamiltonian $H$ with energy $E_0$.

Another useful related quantity we examine is the static spin structure factor defined by

$$S(q) = \frac{1}{N} \sum_x \cos(q \cdot x) G(x, t = 0).$$  \hspace{1cm} (4)

Since the Hamiltonian we examine is rotationally invariant and the ground state on a finite system cannot spontaneously break the continuous $SU(2)$ symmetry of the model (1), it suffices to just consider the $z$-component of the spin. Hence, what we compute in this study reduces to

$$G(x, t) = 3 \langle \Omega | S_z(t) \cdot S_z(0) | \Omega \rangle .$$  \hspace{1cm} (5)

We drop the factor of 3 in this work. There are methods to compute the frequency dependence of Eq. (2) directly, such as the correction vector method [154], and the Chebyshev expansion method [155, 156]. However, both of these methods require many operator-state products between some initial state and the Hamiltonian $H$. In two dimensions, the bond dimension of the matrix product operator (MPO) representation of $H$ is large, making such operations quite inefficient.

Another useful related quantity we examine is the static spin structure factor defined by

$$S(q) = \frac{1}{N} \sum_x \cos(q \cdot x) G(x, t = 0).$$  \hspace{1cm} (4)

Since the Hamiltonian we examine is rotationally invariant and the ground state on a finite system cannot spontaneously break the continuous $SU(2)$ symmetry of the model (1), it suffices to just consider the $z$-component of the spin. Hence, what we compute in this study reduces to

$$G(x, t) = 3 \langle \Omega | S_z(t) \cdot S_z(0) | \Omega \rangle .$$  \hspace{1cm} (5)

We drop the factor of 3 in this work. There are methods to compute the frequency dependence of Eq. (2) directly, such as the correction vector method [154], and the Chebyshev expansion method [155, 156]. However, both of these methods require many operator-state products between some initial state and the Hamiltonian $H$. In two dimensions, the bond dimension of the matrix product operator (MPO) representation of $H$ is large, making such operations quite inefficient.

FIG. 1. A $6 \times 6$ triangular lattice illustrating the relevant parameters used in this work. An example of a nearest neighbor couplings $J_1$ and next-nearest neighbor couplings $J_2$ are shown in green. We also show the circumference $C$, length $L$. The lattice vectors $a_1 = (1/2, \sqrt{3}/2)$ and $a_2 = (1, 0)$ are shown in blue. We also show the three expected phases of the Hamiltonian given in Eq. (1) and the approximate phase boundaries [21].

instead, we compute the correlation functions directly by writing,

$$G(x, t) = \langle \Omega | e^{iHt} S_z(t) \cdot e^{-iHt} S_z(0) | \Omega \rangle$$

$$= e^{iE_0t} \langle \Omega | S_z(t) \cdot e^{-iHt} S_z(0) | \Omega \rangle .$$  \hspace{1cm} (6)

Then the computation of $G(x, t)$ is reduced to finding the ground state $| \Omega \rangle$, time evolving the state $S_z(0)| \Omega \rangle$, and then computing its matrix elements of $S_z$ with the ground state for all positions $x$.

In the definition of $S(q, \omega)$ in Eq. (2), formally infinite time and infinite space data is required, but this is not possible numerically. This forces us to truncate at a maximum distance $R_{\text{max}}$ and time $T_{\text{max}}$. Introducing such a cutoff is not unique, and we discuss practical advice on how to extract the dynamical structure factor from only finite data in the following.

B. Finite Geometry

How to approximately represent the infinite system with a finite one is not unique, and each representation has its own pros and cons. Possibly the first choice to consider is just a finite patch of the infinite system, which we will call open boundary conditions. When using MPS, we need to represent the

FIG. 2. Allowed $q$ values highlighted in blue for the triangular lattice wrapped into a cylinder with a circumference $C = 6$. We form the cylinder using $YC$ boundary conditions in a) and $XC$ boundary conditions in b). The orange lines in both figures are the $\omega$ values by the $G$ symmetry of the triangular lattice. In green and red are the two paths through the Brillouin zone that we examine. We note that $Y = M/2$ and $Y_1 = K/2$. Instead, we compute the correlation functions directly by writing,

$$G(x, t) = \langle \Omega | e^{iHt} S_z(t) \cdot e^{-iHt} S_z(0) | \Omega \rangle$$

$$= e^{iE_0t} \langle \Omega | S_z(t) \cdot e^{-iHt} S_z(0) | \Omega \rangle .$$  \hspace{1cm} (6)

Then the computation of $G(x, t)$ is reduced to finding the ground state $| \Omega \rangle$, time evolving the state $S_z(0)| \Omega \rangle$, and then computing its matrix elements of $S_z$ with the ground state for all positions $x$.

In the definition of $S(q, \omega)$ in Eq. (2), formally infinite time and infinite space data is required, but this is not possible numerically. This forces us to truncate at a maximum distance $R_{\text{max}}$ and time $T_{\text{max}}$. Introducing such a cutoff is not unique, and we discuss practical advice on how to extract the dynamical structure factor from only finite data in the following.
finite system as a quasi-one-dimensional system, and doing this creates long-range interactions. If the two-dimensional system has a depth $C$ and a length $L \geq C$, then the long-range interactions are at best $O(C)$. If we use the standard Schur form to represent $H$ as an MPO [157], then the bond dimension will also be $O(C)$. If we roll the lattice into a cylinder with circumference $C$, this causes a minimal decrease in computational efficiency as compared to open boundary conditions. Since this partially restores the translation symmetry of the infinite system with a marginal penalty, this is considered standard practice. Due to computational limitations, $C$ is quite small, and so we take $L \gg C$.

Since $C$ is small, this restricts the allowed $q$ values quite dramatically. How one forms a cylinder out of the triangular lattice is subtle, as the choice of boundary conditions modifies which momenta in the Brillouin zone are allowed. In the literature, there are two primary boundary conditions for the triangular lattice denoted as the XC and YC geometries [142]. The boundary conditions in Fig. 1 is the XC boundary condition, and the YC boundary condition would be if we identified the left and right edges rather than the top and bottom. In Ref. 142, the authors recommend the YC boundary conditions generically, as the circumference is larger in units of the lattice spacing for the same number of lattice points. However, by examining Fig. 2, we see that the $q$ values permitted by these two geometries are dramatically different. Since most of the high symmetry $q$ values are permitted by the XC geometry, we use the XC geometry throughout this work.

To find the allowed $q = (q_x, q_y)$ values for the XC geometry, we note that two conditions need to be met due to the periodic boundary conditions along the circumference and open boundary conditions along the length. For the periodic boundary conditions, we need

$$e^{i q \cdot a_1} = e^{i q \cdot a_2} \quad \Rightarrow \quad e^{i \frac{2 \pi}{C} q_y} = e^{i 2 \pi n}$$

(7)

$$q_y = \frac{4 \pi}{\sqrt{3} C} n, \quad n \in \left(\frac{C}{2}, \frac{C}{2}\right] \cap \mathbb{Z}$$

(8)

The allowed values for $q_x$ are the standard allowed values for a system with length $L$, meaning

$$q_x = \frac{2 \pi}{L} n, \quad n \in \left(\frac{L}{2}, \frac{L}{2}\right] \cap \mathbb{Z}.$$  

(9)

We can improve upon the heavily restricted allowed $q$ values by generating other points in the Brillouin zone by rotating the $q$ value by a symmetry in the lattice, as discussed in Ref. 147. In particular, if $R$ is a rotation that leaves the lattice invariant, then in the thermodynamic limit any momentum resolved operator $O$ satisfies

$$O(Rq) = O(q).$$

(10)

We use this relation when examining quantities on the entire Brillouin zone, to fill in much of the Brillouin zone to gain a better glimpse into the thermodynamic result. We show the allowed $q$ values in blue, and the additional $q$ values generated in this manner in orange in Fig. 2.

Other geometries are possible, but we have found these choices the most relevant. Other possible procedures to form a cylinder out of the infinite plane are discussed in Ref. 142.

C. Time Evolution

The standard MPS time evolution procedure in one dimension is the Time-Evolving Block Decimation (TEBD) method [158]. This method expresses the time evolution operator in terms of unitary gates acting only on the bonds in the model. This method is exceptionally well-suited for models with only nearest neighbor interactions, but the quasi-one-dimensional systems we study here have long-range interactions. One can implement swap gates to bring distant sites near each other, and then apply the unitary gate, but this becomes inefficient rapidly as the circumference $C$ is increased. Moreover, each time step in this method increases the bond dimension, which then requires a truncation of the resulting state, which introduces errors.

An in-depth discussion of the most common time evolution techniques for MPS can be found in Ref. 159. In this work, we opt to use the Time-Dependent Variational Principle (TDVP) [160–162] to implement the time evolution. This method automatically finds the optimum time-evolved state at the given bond dimension, and obeys conservation laws such as energy.

For any finite system, Eq. (2) will be come a finite sum of delta functions, as opposed to an analytical function in the thermodynamic limit. To remedy this, we broaden the peaks by convolution with a distribution, typically a Gaussian. This also doubles to serve the role of controlling the truncation of the infinite time integral in a smooth way rather than a sharp cutoff at some max time $T_{\text{max}}$. Formally, we write

$$G(x,t) \rightarrow f_\eta(t)G(x,t)$$

(11)

Then we can choose $f_\eta$ to be a properly normalized dampening factor. The typical choices for dampening are

$$f_\eta(t) = \left\{ \begin{array}{ll} 1 & \text{Sharp} \\ \Theta(t - \frac{1}{\eta}) e^{-\eta t^2} & \text{Gaussian} \\ \frac{e^{-\eta t^2}}{\pi} & \text{Lorentzian} \end{array} \right.$$  

(12)

The dampening factor labelled sharp is equivalent to truncation of the time integration in Eq. (2) at a maximum time $T_{\text{max}} = \frac{1}{\eta}$. The broadening factor is an inverse time scale that is taken to be $\eta \sim O(T_{\text{max}}^{-1})$, where $T_{\text{max}}$ is the maximum times reliably obtained during the time evolution process. The choice of dampening factor to use depends on the problem of interest, but the general purpose choice is the Gaussian dampening. Note though, that the introduction of broadening by a Gaussian will modify the intensity and sharpness of peaks in the spectrum, and so if precision in the peaks is required, using the sharp cutoff can be useful [163].

We want to note that there is nothing that prevents one from time evolving to arbitrarily large times, as this just requires longer run times of the simulations. However, it is not the case that the data is necessarily reliable for these larger times. To determine the reliability of the time evolved data, we use a physically motivated criterion, namely that the spectral function must be positive for all frequencies. We broaden the spectral function using the Gaussian dampening factor in Eq. (12), and we choose $\eta$ as small as possible so that the spectral function is positive. The maximum time $T_{\text{max}}$ for which the correlation function is reliable is approximated by $T_{\text{max}} \sim \eta^{-1}$.
With these properties, we can write the following expression for the operator $S(q, \omega)$:

$$S(q, \omega) = \frac{1}{\pi N N} \int_0^\infty dt \int_{-\pi}^{\pi} dx \cos(q \cdot x)\left(\cos(\omega t)\text{Re}G(x,t) - \sin(\omega t)\text{Im}G(x,t)\right).$$

(14)

### E. Simulation Parameters

In these simulations, we always use a bond dimension $C = 6$ and length $L = 36$. We also use a bond dimension $C = 6$. The ground state is obtained using the DMRG [26, 134] method in the zero magnetization sector with the magnetization conserved. The time evolution is performed using single-site TDVP [160–162] with a time step of $\delta t = 0.1$, and a maximum time $T_{\text{max}} = 40$. The simulations are performed in real-space, and the Fourier transform to $q$ and $\omega$ is performed using Eq. (14), with a Gaussian broadening factor as in Eq. (12). The broadening width $\eta$ used is $\eta^2 = 0.03$ for the square lattice, and $\eta^2 = 0.02$ for the triangular lattice in the $120^\circ$ and QSL phases, and $\eta^2 = 0.05$ in the striped antiferromagnetic phase. For the triangular lattice, we use the XC geometry as described in Sec. II B. Our simulations utilize the ITensor library [164].

In Fig. 3 we show the ground state energy per site as a metric for the accuracy of the ground state. We note that with only two circumferences, a finite size scaling analysis is difficult. However, we also show the best estimates for the infinite system energy density for $J_2 = 0$ and $J_2 = 0.125$ reported in Ref. 21 as a reference.

### III. QUANTUM SPIN LIQUID SIGNATURES

There are currently three dominant predictions about the nature of quantum spin liquid ground state of the $J_1 - J_2$ Heisenberg model on the triangular lattice, given by Eq. (1). These predictions are a gapped $Z_2$ spin liquid [20, 22, 27, 28, 165], a gapless $U(1)$ Dirac spin liquid [21, 25, 151], and a spinon Fermi surface [141]. In this work, we will focus on the signatures in the dynamical structure factor, $S(q, \omega)$ in Eq. (2), for these three spin liquids. For all three spin liquid states, the low-energy theory is formulated in terms of spinons, which can be understood from the parton construction [6]. In this formalism, the spin operator is written as

$$S \equiv \frac{1}{2} f^\dagger_\alpha \sigma_{\alpha\beta} f^\dagger_\beta. \quad f^\dagger_\alpha f_\alpha = 1$$

(15)

where $f_\alpha$ are spin-1/2 fermions, $\alpha, \beta$ represent either spin up or spin down, and repeated indices are summed over. This construction has an inherent $Z_2$ and $U(1)$ redundancy. Because of this, the low-energy theory can be promoted to fermions coupled to either a $Z_2$ or $U(1)$ gauge field, producing the associated quantum spin liquid state. In the case of gapped $Z_2$ spin liquids, the spinons can be bosons, but a gapless state is unstable to boson condensation [6]. The signatures for each spin liquid state is summarized in Table I, and we provide an explanation for these predictions in this section.

First let us look at the $Z_2$ spin liquid. In Ref. 166, the authors discuss two possibilities for a gapped $Z_2$ spin liquid on the triangular lattice, called the zero-flux and $\pi$-flux states. In the zero-flux state, the spinon dispersion relation is minimized at the corner of the Brillouin zone, $\mathbf{q} = K$. The magnons,

![Graph showing ground state energy per site for the $J_1 - J_2$ Heisenberg model on the triangular lattice for the $J_2$ values examined in this study. The ground state was obtained using DMRG with a bond dimension $C = 512$. The stars represent the best estimate of the infinite system ground states, using variational QMC, reported in Ref. 21.](image-url)
which are two-spinon bound states, thus order at \( q = 2K = K \). For the \( \pi \)-flux state, the spinon dispersion relation is minimized at \( q = \pi \), and thus the magnon ordering wave-vector is \( q = 2Y = M \). As the next nearest neighbor coupling is tuned, the gap closes, leading to magnon-condensation and a continuous transition into an ordered state. Via this process, the zero-flux state leads to the 120° state, and the \( \pi \)-flux state leads to the stripe ordered phase. Recent neutron scattering experiments in KYbSe\(_2\) suggest that the transition from the 120° to the spin liquid phase is second order [109]. This is also observed in a prior variational QMC study [21], and the authors also find that the striped to spin liquid phase transition is first order. These findings are not consistent with the \( \pi \)-flux state. Moreover, if the ground state is the zero-flux gapped \( Z_2 \) QSL, then a signature to look for is the spectrum being gapless at \( q = K \), and only \( q = K \), at the transition point from the 120° to the spin liquid phase. We note that precisely this prediction was observed with the Schwinger-boson formalism starting from the 120° phase [28, 109].

Next, let us examine the \( U(1) \) Dirac spin liquid state. The low-energy theory on the triangular lattice is \( N_f = 4 \) QED\(_3\) [167]. In this theory, there are four spin-1/2 Dirac fermions (with two spin and two `valley` labels), which correspond to two Dirac cones at \( q = \pm Y \) in the spinon dispersion relation. This theory permits two distinct types of gapless modes, fermion bilinears, and monopoles [167–170]. There are in total 16 fermion bilinears [171], which produce gapless spin singlets and spin triplets at both \( q = \Gamma \) and \( q = M \) [167]. As for the monopoles, they produce spin-singlets at \( q = Y_1 \), and spin-triplets at \( q = K \) [167, 168]. The dynamical structure factor probes spin-1 excitations, and thus cannot detect the fermion bilinears and monopoles that are spin-singlets. Also, due to the \( U(1) \) symmetry in Eq. (1), it follows that \( S(q = \Gamma, \omega) = 0 \) for all \( \omega \), independent of the phase. This leaves that gapless modes should be detected at \( q = K \) and \( q = M \) if the ground state is a \( U(1) \) Dirac spin liquid. This signature has been observed in a prior DMRG calculation, where they looked at where the correlation length diverges under flux insertion [25].

The last spin liquid state to talk about is the state with a spinon Fermi surface. The idea here is that the low-energy theory is described by a metallic state with a half-filled band, leading to a Fermi surface, and many low energy excitations [152, 153]. In Ref. [152], they start with a mean-field Hamiltonian for fermions at half-filling of the form

\[
H_{\text{MFT}} = -t_1 \sum_{\langle i,j \rangle, \alpha} f_i^\dagger f_j + t_2 \sum_{\langle i,j \rangle, \alpha} f_i^\dagger f_j - \mu \sum_{i, \alpha} f_i^\dagger f_i \tag{16}
\]

This Hamiltonian is quadratic, and thus diagonalizable, and the chemical potential enforces half-filling. Then, the dynamical structure factor is given by Eq. (2), with

\[
G(x, t) = \langle \Omega | S_{\gamma}(t) S_{\gamma}^+(0) | \Omega \rangle, \tag{17}
\]

In terms of the fermion operators, we have

\[
S^+_q = \sum_k f^+_k |k + q \rangle / |k \rangle \tag{18}
\]

This means that \( S(q, \omega = 0^+) > 0 \) if \( q \) can be written as \( k_1 + k_2 \), with \( k_1, k_2 \) located at the Fermi-surface. Due to the half-filling constraint, this is actually possible for every \( q \). This model makes three predictions about the dynamical structure factor: (i) \( S(q, \omega = 0^+) > 0 \forall q \), (ii) a V-shape upper exciton edge near \( q = \Gamma \), and (iii) a broad continuum throughout the Brillouin zone, with no sharp magnon branches [6, 152, 153]. Signatures for a spinon Fermi-surface have been seen in neutron scattering experiments in YbMgGaO\(_4\) [83, 153], as well as in NaYbSe\(_2\) [103].

**IV. RESULTS**

We examine the square and triangular lattice geometries. For the square lattice, we only look at the nearest neighbor model \( (J_2 = 0) \), which serves as a benchmark to compare this method against quantum Monte Carlo (QMC) calculations [127, 148], and linear spin wave theory (SWT) [149]. QMC is not efficient on the triangular lattice due to frustration leading to the infamous sign problem [132, 133], but the method of the present work has been used for a direct comparison with the neutron scattering experiments in KYbSe\(_2\) with considerable success in Ref. [109]. We provide a significantly more thorough exploration and analysis of the triangular lattice here.

**A. Spin-1/2 Heisenberg Model on the Square Lattice**

The square lattice Heisenberg model has been well-studied, and so this provides an excellent benchmark to test two-dimensional MPS time evolution. In Fig. 4 b) we show our results for the dynamical structure factor for the path taken shown in Fig. 4 a). We see that for the third and fourth segments, from \( q = M \rightarrow \Gamma \), there is a low number of allowed \( q \) values due to the small circumference of the cylinder used in the MPS simulations. We include the point \( q = K \) even though it is not formally permitted by this geometry, due to its significance. Where there are sufficient allowed momentum values, we see good qualitative agreement with the spectrum obtained using QMC in Ref. 127.

The qualitative agreement is useful on its own, but we also explore the quantitative accuracy of this method. In Fig. 4 d), we show the magnon dispersion relation extracted from the spectrum. We define two methods to extract the dispersion relation, defined by

\[
\epsilon(q) := \arg \max_{\omega \geq 0} S(q, \omega) \tag{19}
\]

\[
\langle \omega \rangle(q) := \frac{\int_{-\infty}^{+\infty} \omega S(q, \omega) \, d\omega}{\int_{-\infty}^{+\infty} S(q, \omega) \, d\omega} \tag{20}
\]

From the comparison with SWT [149] and QMC in Fig. 4 d), we see that using Eq. (19) yields a more accurate method of obtaining the dispersion relation, which is consistent with prior work [128]. We will focus our attention on Eq. (19) when discussing the dispersion relation in this work. We note the value at \( q = \Gamma \) is not accurate, as there is essentially zero
weight at this momentum value, and so the maximum is largely measuring machine precision rather than something physical.

From the dispersion relation, we can extract the magnon velocity \( v \) near \( q = M \) by defining \( v = \partial_q \epsilon(q) \). In Fig. 4 c), we show the dispersion relation near \( q = M \), and the extracted velocity. The magnitude of the velocity should be independent of the direction, so we take the path from \( q = M \rightarrow X \) as we have the most allowed \( q \) values in that direction. We exclude the value exactly at \( q = M \), as we anticipate this value to have the largest finite size effects. SWT predicts the spectrum is gapless at \( q = M \), but any finite system will always have a gap.

We fit the MPS data to a line of the form \( vq + \Delta \), first allowing \( \Delta \), which corresponds to the value at \( q = M \), to be a fitting parameter, as well as forcing \( \Delta = 0 \). The square lattice Heisenberg model velocity has also been calculated using QMC [148]. In this work, the authors determine the velocity has also been calculated using QMC [148]. In this work, the authors determine the velocity. Themagnitude of the velocity should be independent of the direction, so we take the path from \( q = M \rightarrow X \) as we have the most allowed \( q \) values in that direction. We exclude the value exactly at \( q = M \), as we anticipate this value to have the largest finite size effects. SWT predicts the spectrum is gapless at \( q = M \), but any finite system will always have a gap.

We fit the MPS data to a line of the form \( vq + \Delta \), first allowing \( \Delta \), which corresponds to the value at \( q = M \), to be a fitting parameter, as well as forcing \( \Delta = 0 \). The square lattice Heisenberg model velocity has also been calculated using QMC [148]. In this work, the authors determine the velocity. Themagnitude of the velocity should be independent of the direction, so we take the path from \( q = M \rightarrow X \) as we have the most allowed \( q \) values in that direction. We exclude the value exactly at \( q = M \), as we anticipate this value to have the largest finite size effects. SWT predicts the spectrum is gapless at \( q = M \), but any finite system will always have a gap.

We fit the MPS data to a line of the form \( vq + \Delta \), first allowing \( \Delta \), which corresponds to the value at \( q = M \), to be a fitting parameter, as well as forcing \( \Delta = 0 \). The square lattice Heisenberg model velocity has also been calculated using QMC [148]. In this work, the authors determine the velocity. Themagnitude of the velocity should be independent of the direction, so we take the path from \( q = M \rightarrow X \) as we have the most allowed \( q \) values in that direction. We exclude the value exactly at \( q = M \), as we anticipate this value to have the largest finite size effects. SWT predicts the spectrum is gapless at \( q = M \), but any finite system will always have a gap.

We fit the MPS data to a line of the form \( vq + \Delta \), first allowing \( \Delta \), which corresponds to the value at \( q = M \), to be a fitting parameter, as well as forcing \( \Delta = 0 \). The square lattice Heisenberg model velocity has also been calculated using QMC [148]. In this work, the authors determine the velocity. Themagnitude of the velocity should be independent of the direction, so we take the path from \( q = M \rightarrow X \) as we have the most allowed \( q \) values in that direction. We exclude the value exactly at \( q = M \), as we anticipate this value to have the largest finite size effects. SWT predicts the spectrum is gapless at \( q = M \), but any finite system will always have a gap.

We fit the MPS data to a line of the form \( vq + \Delta \), first allowing \( \Delta \), which corresponds to the value at \( q = M \), to be a fitting parameter, as well as forcing \( \Delta = 0 \). The square lattice Heisenberg model velocity has also been calculated using QMC [148]. In this work, the authors determine the velocity. Themagnitude of the velocity should be independent of the direction, so we take the path from \( q = M \rightarrow X \) as we have the most allowed \( q \) values in that direction. We exclude the value exactly at \( q = M \), as we anticipate this value to have the largest finite size effects. SWT predicts the spectrum is gapless at \( q = M \), but any finite system will always have a gap.

We fit the MPS data to a line of the form \( vq + \Delta \), first allowing \( \Delta \), which corresponds to the value at \( q = M \), to be a fitting parameter, as well as forcing \( \Delta = 0 \). The square lattice Heisenberg model velocity has also been calculated using QMC [148]. In this work, the authors determine the velocity. Themagnitude of the velocity should be independent of the direction, so we take the path from \( q = M \rightarrow X \) as we have the most allowed \( q \) values in that direction. We exclude the value exactly at \( q = M \), as we anticipate this value to have the largest finite size effects. SWT predicts the spectrum is gapless at \( q = M \), but any finite system will always have a gap.

We fit the MPS data to a line of the form \( vq + \Delta \), first allowing \( \Delta \), which corresponds to the value at \( q = M \), to be a fitting parameter, as well as forcing \( \Delta = 0 \). The square lattice Heisenberg model velocity has also been calculated using QMC [148]. In this work, the authors determine the velocity. Themagnitude of the velocity should be independent of the direction, so we take the path from \( q = M \rightarrow X \) as we have the most allowed \( q \) values in that direction. We exclude the value exactly at \( q = M \), as we anticipate this value to have the largest finite size effects. SWT predicts the spectrum is gapless at \( q = M \), but any finite system will always have a gap.

We fit the MPS data to a line of the form \( vq + \Delta \), first allowing \( \Delta \), which corresponds to the value at \( q = M \), to be a fitting parameter, as well as forcing \( \Delta = 0 \). The square lattice Heisenberg model velocity has also been calculated using QMC [148]. In this work, the authors determine the velocity. Themagnitude of the velocity should be independent of the direction, so we take the path from \( q = M \rightarrow X \) as we have the most allowed \( q \) values in that direction. We exclude the value exactly at \( q = M \), as we anticipate this value to have the largest finite size effects. SWT predicts the spectrum is gapless at \( q = M \), but any finite system will always have a gap.

We fit the MPS data to a line of the form \( vq + \Delta \), first allowing \( \Delta \), which corresponds to the value at \( q = M \), to be a fitting parameter, as well as forcing \( \Delta = 0 \). The square lattice Heisenberg model velocity has also been calculated using QMC [148]. In this work, the authors determine the velocity. Themagnitude of the velocity should be independent of the direction, so we take the path from \( q = M \rightarrow X \) as we have the most allowed \( q \) values in that direction. We exclude the value exactly at \( q = M \), as we anticipate this value to have the largest finite size effects. SWT predicts the spectrum is gapless at \( q = M \), but any finite system will always have a gap.
FIG. 5. Results for the nearest-neighbor antiferromagnetic Heisenberg model on the triangular lattice, defined by Eq. (1) with \( J_2 = 0 \). We show the static structure factor \( S(q) \) defined by Eq. (4) in a). In b) and c) we show the dynamical structure factor \( S(q, \omega) \) defined by Eq. (2) for path 1 and path 2 shown in Fig. 2 respectively. We show the dispersion relation using Eq. (19) for momentum values near \( q = K = (4\pi/3, 0) \) on the path towards \( \mathbf{q} = \Gamma = 0 \) in c). We fit these points to a line of the form \( vq + \Delta \) shown in blue, and the dispersion relation and velocity from linear SWT in green [150]. The dispersion relation using Eq. (19) is shown in d). Lastly, we show the frequency dependence of \( S(q, \omega) \) at fixed high symmetry momentum values in f), and compare with the SWT results at those momenta shown with a star. We divide the values by the maximum intensity \( S_{\text{max}} \) to view all three points on the same axis. For both the static structure factor and the dispersion relation, we restore the 6-fold rotational symmetry of the lattice in the thermodynamic limit, as discussed in Sec. IIIB.

QSL phase [109]. In that study, it was observed that KYbSe\(_2\) is well modelled by Eq. (1), with \( J_2/J_1 \sim 0.05 \), which is very close to boundary of the QSL phase which is approximately \( J_2/J_1 \sim 0.08 \) [21]. Applying pressure to this material could push it into the QSL phase, and so signatures of the QSL phase are desired from the theory side. We explore the full phase diagram of the \( J_1 - J_2 \) Heisenberg model here.

1. The 120° Magnetic Long-Range Ordered Phase

The \( J_2 = 0 \) phase of the triangular lattice Heisenberg model has a rich history starting back with Anderson postulating the ground state as a candidate for a resonating valence bond state [10], but more recently evidence suggests the state realizes a 120° ordering antiferromagnetic state [11–18]. In Fig. 5 a) we show the static structure factor obtained from DMRG, and see ordering at \( q = K \) as expected. In Fig. 5 b), we show the full spectrum, the dispersion relation obtained using Eq. (19), as well as the dispersion relation from SWT [150], for path 1 in Fig. 2. The discontinuity in \( \epsilon(q) \) in the middle of the path from \( q = \Gamma \rightarrow K \) we believe to be an artifact of the definition in Eq. (19), as there are two branches of near equal spectral weight in this momentum range. We also note that near \( q = K \), we anticipate \( \epsilon(q) \) to overestimate the real dispersion relation due to finite size effects, and reduced resolution for small \( \omega \) due to finite time.

Despite the overestimation of the dispersion relation, we compute the velocity of excitations, which would be robust to a systematic overestimation of the dispersion relation. Near \( q = K \) we anticipate the velocity to be independent of the direction, and so we take the direction from \( q = K \rightarrow \Gamma \), as this has the most allowed \( q \) values in the linear region of SWT. We show the comparison of our MPS results with SWT in Fig. 5 c). We see an almost uniform increase of the dispersion relation compared to SWT. We fit the data to a line of the form \( vq + \Delta \), which provides an estimate to the velocity, as well as the gap. Again we do not include the value at \( q = K \), as this is the least accurate point since we expect gapless modes from SWT. We find the velocity is close to SWT, with a slight decrease. The fit parameter \( \Delta \), as well as the value of \( \epsilon(q = K) \) provide an estimate to the gap, but this should be viewed as an upper bound rather than a quantitatively accurate result. Analogously to the square lattice case, there is a finite-size gap that we expect to scale as \( \Delta \sim 1/LC \), as well as minimum frequency resolution on the order of \( \omega_{\text{min}} \sim \eta = 0.14 \), making the gap challenging to resolve accurately.

We look at the dispersion relation for the entire Brillouin zone in Fig. 5 d). It has been previously seen that there is a reduction from the linear spin wave theory results most noticeably at the \( q = M \) and \( q = Y_1 \) points in the Brillouin zone [147, 151]. This reduction in the dispersion relation at \( q = Y_1 \) leads to a surprising stabilization of quasi-particles, preventing their decay [147]. The reduction is not as clear here when looking at the dispersion relation in Fig. 5 d). However, in Fig. 5 b) and e), we can clearly see a low energy roton mode near \( q = M \), and low energy spectral weight at \( q = Y_1 \), as expected. These low energy peaks are also visible in Fig. 5 f). Since these low energy branches are not the maximum intensity frequency at these momentum values, our definition...
of the dispersion relation does not pick them out. However, if we do not damp the data with a Gaussian factor, then these low energy peaks do become the frequency with the maximum intensity.

We show the dynamical structure factor in Fig. 5 e) for path 2 in Fig. 2, to easily compare with recent neutron scattering results in Ba$_3$CoSb$_2$O$_9$ [68, 71], PEPS results [140], and Schwinger-boson theory [28]. We find the maximum spectral weight resides at $q = K$, and we also see the low energy roton-like mode at $q = M$ seen in prior simulations [140, 147, 151], as well as neutron scattering experiments in Ba$_3$CoSb$_2$O$_9$ [68, 71] and KYbSe$_2$ [109]. We note that the roton-like mode is not fully captured in the Schwinger-boson formalism, but the behavior near $q = K$ appears to be well captured.

2. The Stripe Ordered Phase

For large, $J_2/J_1$, the Hamiltonian given by Eq. (1) exhibits a striped antiferromagnetic ground state. We use $J_2/J_1 = 0.5$ to study this phase. We show the full spectrum given in Fig. 6 b) and e) for the paths shown in Fig. 2. We also show the dispersion relation from Eq. (19) in Fig. 6 d). For both the static structure factor and the dispersion relation, we restore the 6-fold rotational symmetry of the lattice in the thermodynamic limit, as discussed in Sec. II B. The striped phase does in fact break this symmetry, and so this would illustrate the symmetric state formed as a superposition of the three symmetry broken states.

We show the velocity near $q = M$ in Fig. 6 c), as well as the gap determined from the linear fit. Again we omit the value of $\varepsilon(q = M)$ from the fit, and can compare the value with the value $\Delta$ obtained in the fit. Similarly, we anticipate the largest deviations to be near where we expect gapless excitations, which is at $q = M$ in the striped phase. In the previous systems discussed earlier, we found that the dispersion relation away from these gapless points had good quantitative agreement with SWT and/or QMC, and so we anticipate the same here. We also show the frequency dependence at $q = K, M$, and $Y_1$ in Fig. 6 f) for reference.

3. The Quantum Spin Liquid Phase

Lastly, we examined the quantum spin liquid phase, with $J_2/J_1 = 0.12$, which is right in the middle of the two boundaries of the QSL phase as predicted by Ref. 21. We find the maximum intensity is spread across the Brillouin zone boundary in the static structure factor shown in Fig. 7 a), a feature also present in kagome lattice spin liquid systems [172–176]. We show the full spectrum in Fig. 7 b) and e), along the paths through the Brillouin zone illustrate in Fig. 2. We note the low energy spectral weight along the entire Brillouin zone boundary, seen in the path from $q = K \rightarrow M$. This is indicative of a competition between the 120° and the stripe ordered phases, which order at $q = K$ and $q = M$, respectively. In Fig. 7 b) we see a faint high-energy branch near $q = \Gamma$, in agreement with Ref. 151. However, we find a continuum extending to higher energies, and this branch lies fully within this continuum as opposed to being isolated. We believe this difference is because our simulations do not rely on an ansatz for the
excitations, and can probe the full spectrum.

We also see the low energy spectral weight along the Brillouin zone boundary by looking at the dispersion relation shown in Fig. 7 d), obtained using Eq. (20). It is more accurate to call this just the maximum intensity as a function of momentum \( \mathbf{q} \). The dispersion relation interpretation assumes well define magnon modes, which we do not expect in the QSL phase. Nevertheless, it does indicate that there is low energy spectral weight across the Brillouin zone boundary, but low energy spectral weight is absent near the center of the Brillouin zone. Lastly we show the frequency dependence of \( S(q, \omega) \) at the high symmetry \( q \) points in Fig. 7 f). We want to emphasize the similarity between \( q = K \) and \( q = M \), which is unique to the QSL phase. We also note that the maximum intensity is suppressed as compared to the 120° phase in Fig. 5 f), and the striped phase in Fig. 6 f).

Let us now examine what these results have to say about the nature of the QSL ground state. First, we show in Fig. 7 c) the spectrum with a similar colormap and momentum path as Fig. 4 in Ref 103 for easy comparison. We see the V-shape spectrum near \( q = \Gamma \), as is observed in previous neutron scattering experiments in NaYbSe\(_2\) [103], and in YbMgGaO\(_4\) [83, 153]. This is a hallmark of a QSL with a spinon Fermi surface, as discussed in Sec. III. However, we also see that near \( q = \Gamma \) there is a small gap \( \Delta \approx 0.25 \) in the spectrum which is not seen in the experiments. If NaYbSe\(_2\) is similar to KYbSe\(_2\), which has been shown to be well modelled by a \( J_1-J_2 \) Heisenberg model with \( J_1 \approx 0.56 \) meV [109], then the gap would be \( \Delta \approx 0.14 \) meV, which is below the lowest frequency \( \omega_{\text{min}} \approx 0.2 \) meV accesible in Ref. [103]. This discrepancy means that either these materials are not well modelled by the \( J_1-J_2 \) Heisenberg model, or that the lowest energies accessible in these experiments is not low enough to probe this gap on the order of \( J_1/4 \). In either case, the presence of the gap in the spectrum rules out the spinon Fermi surface state as ground state of this model.

Next we wish to distinguish the gapped \( Z_2 \) from the gapless \( U(1) \) Dirac spin liquid. To do this, we look at how the full spectrum changes as we tune \( J_2 \) through all three phases, illustrated in Fig. 8. As discussed in Sec. III, we want to look at what happens at \( q = K \) and \( q = M \), as we approach the QSL phase from the 120° phase. What we find is that there is a sharp low energy magnon branch near \( q = M \) that softens and decreases as the critical point is approached, and remains this way into the QSL phase. This feature has also been observed in a recent variational QMC study [151]. This is a key signature of a gapless \( U(1) \) Dirac QSL, suggesting the spectrum is gapless at both \( q = K \) and \( q = M \) in the QSL phase, in agreement with a recent DMRG study [25]. This feature is not captured within the Schwinger-boson formalism [28, 109], which finds that the gap \( q = M \) remains gapped as \( J_2 \) is tuned towards the critical point. This suggests that Schwinger-boson theory does not capture the QSL phase well, even though it has remarkable agreement with PEPS [140], and the neutron spectrum of Ba\(_{2}\)CoSb\(_2\)O\(_6\) [68, 71], near the \( J_2 = 0 \) point.

To further examine the behavior at \( q = K \) and \( q = M \) across all three phases, we show \( S(q, \omega = 0^\circ) \) as well in Fig. 8. To compute \( S(q, \omega = 0^\circ) \) we integrate \( S(q, \omega) \) for \( \omega_{\text{min}} \leq \omega \leq \omega_{\text{max}} \), with \( \omega_{\text{min}} = 0 \), and \( \omega_{\text{max}} = 0.1 \). We also adjusted the integration window, with \( \omega_{\text{min}} \in [0, 0.1] \), and \( \omega_{\text{max}} \in [0, 0.2] \), as well as just using the value at \( \omega = 0 \), with no qualitative difference. Thus, the low frequency cuts are robust.
FIG. 8. The dynamical structure factor given by Eq. (2) for the $J_1 - J_2$ Heisenberg model on the triangular lattice defined by Eq. (1) along path 2 shown in Fig. 2. We show multiple $J_2$ values across the entire phase diagram. This model is in the spin liquid phase for $0.08 \leq J_2 \leq 0.16$ [21]. We use a Gaussian broadening defined by Eq. (12), with $\eta^2 = 0.02$. The first and third rows show the spectral function, and the second and last row show low frequency cuts of the spectral function. The cuts are obtained by integrating the frequency from 0 to 0.1, and then normalize so that the maximum intensity is 1. The black line is just to help with visualizing the data points in red.

and not just probing frequencies lower than can be resolved numerically. If this quantity is non-zero, then this would mean that there are gapless modes in the spectrum, which produce spectral weight down to the lowest energies. We find that deep in the 120° phase, that the low energy spectral weight is near zero, except at $\mathbf{q} = K$. As $J_2$ increases, low energy spectral weight develops at $\mathbf{q} = M$. Inside the QSL phase, we find appreciable weight at both $\mathbf{q} = K$ and $\mathbf{q} = M$, suggesting the spectrum is gapless at both these momenta, implying a gapless $U(1)$ Dirac spin liquid. Moreover, through all three phases, the spectral weight near $\mathbf{q} = \Gamma$ is zero, within machine precision. This provides further evidence against a spinon Fermi surface state, which would be non-zero everywhere within the QSL phase [6].

We want to note that separating zero from small is a challenging task numerically, and so we cannot definitively rule out the gapped $Z_2$ or spinon Fermi surface spin liquid states. However, we believe the most likely interpretation of our data in the QSL phase is that the spectral weight is localized around $\mathbf{q} = K$ and $\mathbf{q} = M$, and broadened to yield non-zero weight along the full Brillouin zone boundary. These results are most consistent with a $U(1)$ Dirac QSL ground state.

V. CONCLUSION

A. Summary

In this work we examine the dynamical structure factor for the full phase diagram of the $J_1 - J_2$ Heisenberg model on the triangular lattice. We also look at the square lattice for the same model with $J_2 = 0$ as a benchmark for our method. For the square lattice, we compute the full spectrum, $S(\mathbf{q}, \omega)$, and find great qualitative agreement with the results from QMC in Ref. 127. From this, we extract the magnon dispersion relation $e(\mathbf{q})$ using Eq. (19), and then we compare this quantitatively with QMC [127] and SWT [149]. We find great agreement, except for wave-vectors $\mathbf{q}$ close to gapless modes. Neverthe-
less, we were able to extract the magnon velocity near \( q = M \) from the dispersion relation, and found excellent agreement with the velocity in Ref. 148, which uses highly accurate methods based on static properties. The success on the square lattice provides confidence on utilizing this method to study the triangular lattice.

In the 120° magnetic long-range ordered phase, we compare our results against linear SWT [150]. We find low energy branches at frequencies much lower than the SWT prediction, at \( q = M \) and \( q = Y_1 \). This reduction in the energy has been linked to avoided quasi-particle decay [147], and also observed in variational QMC [151]. This produces a roton-like mode at \( q = M \) which is not captured by linear SWT, and has been observed in neutron scattering experiments in Ba\(_3\)CoSb\(_2\)O\(_6\) [68, 71], and KYbSe\(_2\) [109], as well as simulations using PEPS [140]. Away from \( q = M \) and \( q = Y_1 \), we also find good agreement with Schwinger boson theory [28].

In the stripe ordered phase, we show the spectral function, dispersion relation, and velocity near \( q = M \) as a reference for future work. As far as we know, there are no other simulations of the full spectrum in this phase to compare against. In the static structure factor, we find ordering at \( q = M \), as observed previously [20].

In the QSL phase, we find from the static structure factor that there is no unique ordering wave-vector. The weight is roughly evenly distributed on the path connecting \( q = K \) and \( q = M \), which are the ordering wave-vectors for the 120° and striped phase respectively. This demonstrates frustration in the system, as it struggles to satisfy simultaneously the \( J_1 \) and \( J_2 \) interactions, which is precisely what is expected to give rise to a QSL phase.

We look for the signatures in the low energy spectrum predicted by the three dominant phases, which are summarized in Table I. We find a V-shape spectrum near \( q = \Gamma \), a key signature of a spinon Fermi surface. However, we find at low energies, a gap opens near \( q = \Gamma \), in contrast to the spinon Fermi-surface which is gapless everywhere [6, 152]. This V-shape pattern has been observed in neutron scattering experiments in NaYbSe\(_2\) [103], and in YbMgGaO\(_4\) [83, 153], which has been attributed to a spinon Fermi surface. If NaYbSe\(_2\) is similar to KYbSe\(_2\), which has been shown to be well modelled by a \( J_1 - J_2 \) Heisenberg model with \( J_1 \approx 0.56 \) meV [109], then the gap would be \( \Delta \approx 0.14 \) meV, which is below the lowest frequency \( \omega_{\text{min}} \approx 0.2 \) meV accessible in Ref. [103]. The absence of a low energy gap developing near \( q = \Gamma \) in these experiments means one of two things. Either, these materials are not well modelled by the \( J_1 - J_2 \) Heisenberg model, and spin anisotropies or longer range interactions lead to different QSL phases than what is found in the \( J_1 - J_2 \) Heisenberg model. Or, the gap appears at energies lower than what was accessible in these experiments. This calls for future neutron scattering experiments at lower energies, as well as ab-initio calculations, to elucidate the underlying microscopic models of these materials, and associated energy scales.

As we increase \( J_2/J_1 \) up from 0, we find that the low energy branch near \( q = M \) softens, and eventually leads to the gap closing at the critical point, ruling out a gapped \( Z_2 \) QSL. This finding is consistent with the variational QMC study in Ref. 151. We also find the high-energy branch near the \( \Gamma \) point observed in their work. However, we find a continuum extending to higher energies, and this branch lies fully within this continuum as opposed to being isolated. We believe this difference is due to our method probing the full spectrum, and does not assume an ansatz for the excitations. The gap closing at \( q = M \) as the critical point is approached was not observed in the Schwinger-boson formalism [28, 109]. We note that recent neutron scattering experiments in KYbSe\(_2\) suggest it is well modelled by a \( J_1 - J_2 \) Heisenberg model near the quantum critical point [109]. By applying hydrostatic pressure to KYbSe\(_2\), and possibly the other triangular lattice materials, neutron scattering experiments may be able to give insights into what is happening near \( q = M \) as the material approaches quantum criticality.

Due to finite resolution in our simulations, we cannot definitively rule out a small gap at \( q = M \), which would imply a \( Z_2 \) spin liquid, as recently claimed [27, 28, 109]. We also cannot definitively distinguish zero spectral weight from small spectral weight near \( q = \Gamma \), as expected in a spinon Fermi surface state [6, 152], and recently seen in neutron scattering experiments [83, 103, 153]. However, the most likely interpretation of our results is that there are gapless modes localized at \( q = K \) and \( q = M \), implying a gapless \( U(1) \) Dirac spin liquid, in agreement with Ref. 25.

B. Perspectives

Distinguishing the gapped \( Z_2 \) from a gapless Dirac spin liquid remains a challenging task. Our results favor the gapless case, but future studies are needed to provide a definitive answer to this question. Perhaps looking at level crossings in the low energy spectrum could shed light on this, as was done for the \( J_1 - J_2 \) Heisenberg model on the square lattice [177], and the Shastry-Sutherland model [178, 179].

We could also possibly gain insight to this question from cold atom experiments. Recently, a quantum spin liquid was realized in a quantum simulator of Rydberg atoms on the kagome lattice [180]. Triangular optical lattices have been proposed [181], and constructed [182, 183] to study frustrated quantum magnets. This may be a future direction to study the ground state properties of the \( J_1 - J_2 \) Heisenberg model.

Quantum criticality can also be further explored by the Kibble-Zurek mechanism [184–186]. This procedure time evolves a ground state with a time-dependent Hamiltonian in proximity to a quantum critical point. Adiabaticity is lost as the gap closes, and the excitations generated are specified by the rate at which the Hamiltonian changes, and the critical exponents of the quantum critical point. Recent neutron scattering experiments in KYbSe\(_2\) have found critical scaling with an unexplained critical exponent [109]. Such a Kibble-Zurek process may be able to shed light on this observed criticality. Moreover, such Kibble-Zurek processes are ideal for use on quantum computers, on which unitary dynamics is easily programmed. If a quantum critical point is continuously connected to a product state, then a quantum computer may be useful in probing the critical point, as was done recently in...
the one-dimensional quantum Ising model [187]. Such small scale quantum computing devices are, in principle, not prone to the challenges of long-range interactions like MPS calculations are, for studying two-dimensional dynamics. Future work in this direction could provide insight into the nature of the QSL in the $J_1 - J_2$ Heisenberg model, and simultaneously provide a problem where quantum computers extend beyond what is possible with classical simulations.

NOTE ADDED

While finalizing the current draft, we became aware of a similar work looking at the dynamical spin structure factor in the 120° and QSL phases of the $J_1 - J_2$ Heisenberg model on the triangular lattice [188].
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