ABSTRACT

Learning large-scale pre-trained models on broad-ranging data and then transfer to a wide range of target tasks has become the de facto paradigm in many machine learning (ML) communities. Such big models are not only strong performers in practice but also offer a promising way to break out of the task-specific modeling restrictions, thereby enabling task-agnostic and unified ML systems. However, such a popular paradigm is mainly unexplored by the recommender systems (RS) community. A critical issue is that standard recommendation models are primarily built on categorical identity features. That is, the users and the interacted items are represented by their unique IDs, which are generally not shareable across different systems or platforms. To pursue the transferable recommendations, we propose studying pre-trained RS models in a novel scenario where a user’s interaction feedback involves a mixture-of-modality (MoM) items, e.g., text and images. We then present TransRec, a very simple modification made on the popular ID-based RS framework. TransRec learns directly from the raw features of the MoM items in an end-to-end training manner and thus enables effective transfer learning under various scenarios without relying on overlapped users or items. We empirically study the transferring ability of TransRec across four different real-world recommendation settings. Besides, we look at its effects by scaling source and target data size. Our results suggest that learning neural recommendation models from MoM feedback provides a promising way to realize universal RS. We will release our codes and pre-trained parameters for reproducibility.1

CCS CONCEPTS

• Information systems → Recommender systems.

1We will make available the private dataset used in this study to the wider research community; however, by email, given the potential privacy and copyright issues.
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1 INTRODUCTION

The mainstream recommender systems (RS) typically model domain-specific user behaviors and then generate item recommendations only for the same platform. Such specialized RS has been well-established in literature [8, 10, 19, 20, 24, 55], yet they routinely suffer from some intrinsic limitations, such as low-accuracy problems for the cold-start setting [54], heavy manual work and high cost for training from scratch per-task models [56]. Hence, developing general-purpose recommendation models to be useful to many systems has significant practical value. These kinds of models are popular in computer vision (CV) [13, 16] and natural language processing (NLP) [4, 11] literature, and they are recently referred to as the foundation models (FM) [3]. Despite their remarkable progress, there has yet to be a recognized learning paradigm for building general-purpose models for recommender systems (gRS).

One principal reason is that ID-based collaborative filtering (CF) techniques nearly dominate existing RS models. Thereby, well-trained RS models can only be used to serve the current system because neither users nor items are easily shared across different private systems, e.g., from TikTok2 to YouTube3. Even in some special cases, where user IDs or item IDs in two platforms can be shared, it is still less prone to realizing the desired transferability since users/items on the two platforms also have limited overlapping situations. Less user and item overlapping will lead to limited transferring effects. Recent attempts such as PeterRec [54], lifelong Conure model [56] and STAR [41] fall exactly into this category.

To study the transferability of RS, we attempt to explore item modality4, or content-based recommendation where a modality encoder represents items (e.g. BERT [11] and ResNet [16]) rather than the ID embedding. By modeling modality features intuitively,
recommendation models have the potential to achieve domain transferring for this modality in a broader sense — i.e. no longer relying on overlapping and shared-ID information. Moreover, the latest revolution of robust encoder networks in NLP and CV is also potentially beneficial to modality-based item recommendation and might even bring about a paradigm shift for RS from ID-based CF back to content-based recommendation.

To this end, we study a common yet unexplored recommendation scenario where user behaviors are composed of items with mixed-modality features — e.g., these interacted items by a user can be all texts or images or both. However, for simplicity, each item is restricted to only one modality for this study. Such a scenario is prevalent in many practical recommender systems such as feeds recommendation, where recommended feeds can be a piece of news, an image, or a micro-video. In this paper, we claim that developing recommendation models based on user feedback with mixture-of-modality (MoM) items is a vital way towards transferable and general-purpose recommendation. To verify our claim, we design TransRec, a recommendation framework for modeling user MoM feedback. In essence, TransRec is model-agnostic and can be a direct modification on most ID-based recommendation models. To eliminate the non-transferable ID features, we encode an item by a modality encoder rather than the itemID embedding. We encode users by a sequence of items (again, each item here is also encoded by their respective MoM encoder) rather than the userID embedding, as shown in Figure 2. We evaluate TransRec on the simple yet most widely adopted two-tower-based DSSM model [23], where one tower represents users, and the other represents items. We train TransRec, including both user and item encoders, by an end-to-end manner rather than using frozen features pre-extracted from modality encoders.

More importantly, we perform extensive empirical studies on TransRec — the first RS regime enabling effective transfer across modalities & domains. Specifically, we first train TransRec on a large-scale source dataset collected from a commercial website, where a user’s feedback contains either textual or visual modality or both. Then we evaluate the pre-trained TransRec on the first target dataset collected from a different platform but has similar user feedback formats. Second, we evaluate TransRec on the second target dataset, where items have only one modality. Third, we evaluate TransRec with still one modality, but along with additional user/item features to verify its flexibility. At last, we evaluate TransRec on another target dataset where items look very different from the source domain to demonstrate its generality. Beyond this, we empirically examine the performance of TransRec with varying scaling strategies on both the source and target datasets. Our results confirm that TransRec effectively learns from MoM feedback for various transfer learning tasks and benefits from large-scale source and small-scale target datasets. To some extent, TransRec is by far probably the closest model toward the goal of gpRS. We believe its broad transferability will point out a new way toward the foundation models in the RS domain.

To summarize, the contributions of our work can be described as: (1) we identify an essential fact that learning from MoM feedback has the potential to realize the goal of gpRS. To the best of our knowledge, we are the few works of learning a universal recommendation model from over one modality feedback. (2) we present TransRec, the first recommendation model that realizes both cross-modality and cross-domain recommendation. Note that we do not emphasize the novelty of network design since the idea of TransRec can be applied to various ID-based recommendation networks; (3) we study the transferability of TransRec across four types of recommendation scenarios; (4) we study the effects of TransRec by scaling the data, and provide some valuable insights; (5) we make our codes, pre-trained parameters and training datasets of TransRec available for future research. We hope our work can facilitate the study of applying MoM feedback to the gpRS problem.

### Table 1: Comparison of the transferability of existing recommendation methods.

The ‘O’ in the source domain indicates the modality type used for pre-training and in the target domain indicates that the pre-trained model can be used to serve recommendations with items of this modality, otherwise denoted by ‘X’.

| Methods       | Source domain | Target domain |
|---------------|---------------|---------------|
|               | Text | Image | Mixed | Text | Image | Mixed |
| PeterRec [54] | X    | X     | X     | X    | X     | X     |
| ZESRec [12]   | O    | X     | X     | O    | X     | X     |
| UnisRec [21]  | O    | X     | X     | O    | X     | X     |
| CLUE [43]     | O    | X     | X     | O    | X     | X     |
| TransRec (Ours) | O  | O     | O     | O    | O     | O     |

### 2 RELATED WORK

In this section, we briefly review the progress of gpRS and its core techniques from two categories: self-supervised pre-training (SSP) and transfer learning (TF).

**General-purpose Recommendation.** Big foundation models have achieved astounding feats in the NLP and CV communities [3]. BERT [11], GPT-3 [4], ResNet [16] and various image Transformers (ViT) [1, 13, 34] have almost dominated the two fields because of their superb performance and transferability. By contrast, very few efforts have been devoted to foundation recommendation models, which are key to gpRS. Some work adopts multi-task learning (MTL) to combine multiple objectives to obtain a more general representation model [35, 39, 45, 57]. However, typical MTL is only useful to these trained tasks and cannot be directly transferred to new recommendation tasks or scenarios.

PeterRec [54] proposed the first pre-training-then-fine-tuning paradigm for learning and transferring general-purpose user representation, closely following the BERT model in NLP. Following it, Conure [56] introduced the ‘one person, one model, one world’ idea and claimed that recommendation models benefit from lifelong learning. Similar cross-domain recommendation work also include [6, 9, 32, 36, 37, 41, 50, 59]. However, these models are all based on the shared-ID assumption in both the source and target domains, which, as mentioned above, tends to be too strict to hold in practice unless they are made for systems or platforms owned by the same company.

Distinct from the above work, some very recent paper (many of them are still preprints) [12, 21, 33, 42, 43, 51] started to devise...
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Figure 1: Schematic of learning from MoM. TransRec first pre-trains a unified recommendation model with MoM feedback in the source domain and then serves any target domain as long as the item’s modality type is contained in the MoM feedback.

general-purpose gpRS by leveraging the textual information, as summarized in Table 1. ZESRec [12], CLUE [43] and UnisRec [21] took a significant step forward and showed that RS models trained on textual item sequence could be effectively transferred to generate recommendations in other text recommendation scenarios. [38, 48, 49] explored recommendation with text or image (with offline features extracted from ResNet [16] rather than the end-to-end training manner in TransRec) but did not investigate the transferability issue. The most recent preprint paper P5 [15] formulates various recommendation-related tasks (e.g. rating prediction, item recommendation, and explanation generation) as a unified text-to-text paradigm with the same language modeling objective for pre-training. However, to the best of our knowledge, there exists no gpRS models learning from multimodal or MoM feedback, along with an end-to-end training fashion.

Transfer Learning. Recently, there has been a growing interest in transfer learning with an upstream self-supervised pre-training (SSP) and downstream supervised finetuning paradigm. In terms of SSP, existing work can be broadly categorized into two classes: BERT/GPT-like generative pre-training [4, 11] and CPC/SimCLR-like contrastive pre-training [7, 46]. Compared with supervised learning, SSP methods are more likely to learn general-purpose representation since they are directly trained by self-generated labels rather than those task-specific labels. Meanwhile, recommender systems with large amounts of implicit user feedback are a natural fit for self-supervised learning. Both generative pre-training and contrastive pre-training are popular in RS literature; however, much of them [44, 58] only investigated pre-training for the current task than pursuing general-purpose recommendations. Regarding downstream fine-tuning, current work mainly adopted parameter freezing [18], full finetuning [11, 17], adapter finetuning [22, 54] and prompt [4, 14] to adapt an upstream SSP model to downstream tasks. This paper combines generative and contrastive pre-training strategies for learning the gpRS model and applying full finetuning for domain adaption.

3 THE TRANSREC FRAMEWORK

In this section, we first formulate the recommendation tasks with mixture-modality feedback and introduce some notations used in this work. Then, we introduce the TransRec framework in detail.

3.1 Problem Definition

Assume that we are given two categories of domains: source domain S and target domains T = \{T_1, T_2, ..., T_N\}. In source (target) domain, suppose that there exist user set \(U_s\) (\(U_t\)) and item set \(V_s\) (\(V_t\)) involving \(|U_s|\) (\(|U_t|\)) users and \(|V_s|\) (\(|V_t|\)) items. In both domains, the content feature of items is recorded with modality set \(M = \{a, b\}\), containing textual and visual modalities, denoted as \(a\) and \(b\), respectively. Following the setting of item-based collaborative filtering [54], users can be represented with the sequence of their historical interaction records \(C_u = \{c_{1,m}, ..., c_{n,m}\}\). Here, \(n\) indicates the sequence length while \(m \in M\). This work aims to learn a generic recommender from source domain \(S\) which can be transferred to \(N\) target domains \(T\), involving non-overlapping of userIDs or itemIDs.

As illustrated in Figure 1, by learning from \(M\), the trained model can be applied to the following domains, including single-modality domain \(C = \{c_{1,a}, ..., c_{n,a}\}\) (\(c_{i,a} \in V_t^a\)) in domain \(T^a\), single-modality domain \(C = \{c_{1,b}, ..., c_{n,b}\}\) (\(c_{i,b} \in V_t^b\)) in domain \(T^b\), and mixed-modality domain \(C = \{c_{1,m}, ..., c_{n,m}\}\) (\(c_{i,m} \in V_t^m\), \(m \in M\)) in domain \(T^m\). Suppose that we extend the source domain with four modalities \(M = \{a, b, c, d\}\) = \{text, image, audio, video\}. The target domain can be served with 15 types of modalities, i.e. \(\{a\}, \{b\}, \{c\}, \{a, b\}, \{a, b, c\}...\{a, b, c, d\}\) that covers a majority of existing multimedia modalities. In other words, learning from MoM feedback could easily cover downstream recommendation scenarios with items in the form of any single or combined modalities used in the.

Note that learning from MoM proposed in this paper is distinct from the standard multimodal or multimedia recommendation. In our MoM scenario, an interacted item can be represented by only one single modality; but all items interacted with by an individual user could have either one or multiple modalities; by contrast, in the typical multimodal recommendation scenario, an item should contain at least two modalities simultaneously, and all items interacted by a user usually contain the same type of multimodal features as the individual item.
user sequence

3.2 TransRec Architecture

To verify our claim, we develop TransRec on the most popular two-tower-based recommendation architecture, a.k.a. DSSM [23]. To eliminate ID features, we represent both users and items with item modality contents. That is, the item tower of DSSM is represented by an item modality encoder (e.g. BERT) for textual items and ResNet for visual items), and the user tower is represented by a user encoder that directly models an ordered collection of item interactions. For this study, we choose the self-attention-based Transformer blocks as the user encoder, given their popularity and outstanding performance in modeling sequence data. But we emphasize that TransRec is not limited to the basic Transformer block — i.e. any deep neural network module that can model ID embedding sequences, such as the pure MLP network [29], GNN [5], RNN [20], TCN [55] and more advanced Transformers [2, 27] could be employed here (see Figure 2 for the TransRec architecture).

Formally, given a user interaction sequence $C$ from an MoM scenario, TransRec divides it into two sub-sequence $C^u$ and $C^e$, their relationship is denoted as:

$$C = C^u \cup C^e$$

where $C = \{c_{1,m}, ..., c_{n,m}, c_{n+1,m}, ..., c_{n+l,m}\}$, with length of $n + l$, which is divided into $C^u = \{c_{1,m}, ..., c_{n,m}\}$, with the front ordered $n$ interactions, and $C^e = \{c_{n+1,m}, ..., c_{n+l,m}\}$, with last $l$ interactions. TransRec takes them as inputs to the item encoder $E_i$. Then, we obtain $Z^u$ and $Z^e$, which are item representations for $C^u$ and $C^e$, respectively. The item representations in $Z^u$ are then fed into the user encoder $E_u$ to achieve user representation $U^u$. $U^u$ and $Z^e$ are used to compute their relevance scores $R_{u,e}$. The process can be formulated as:

$$Z^e = E_i (C^e), \quad Z^u = E_i (C^u),$$

$$U^u = E_u (Z^u), \quad R_{u,e} = U^u \cdot Z^e,$$

where $Z^u = \{z_1, ..., z_n\}$ and $Z^e = \{z_{n+1}, ..., z_{n+l}\}$. $z_t$ is the item representation of $t$-th item in the user sequence $C$. And $R_{u,e}$ demonstrates the relation between the user and his next interaction sequence. Next, we describe the two components of our model in detail.

**Item Encoder**. Given the MoM scenario, each item encoder of TransRec takes the item’s (single) modality as input. We consider at most two types of modalities, i.e. textual tokens and image pixels, for each user in this paper. Attempts for more modality scenarios are interesting for future work. For an item with textual modality (i.e. $c_{i,a}$), we adopt BERT-base [11] to model its token content $c_{i,a} = \{t_1, t_2, ..., t_k\}$. Then we apply a commonly used attention network to compute the relations of each token, similar as in [48], and average pooling is used to obtain the final textual representation $Z_i$:

$$Z_i = \text{Avg}(\text{SelfAtt}(\text{BERT}(c_{i,a}))).$$

Likewise, we apply the ResNet-18 [16] to encoder an item with visual modality shown by an image $c_{i,b}$. Then we perform average pooling to produce the final visual representation $Z_{i,v}$, followed by a standard MLP layer, which is given:

$$Z_i = \text{Avg}(\text{MLP}(\text{ResNet}(c_{i,b}))).$$

**User Encoder**. For user encoder, we propose using the Transformer (denoted as $\text{Trsf}_u$) block architecture, where each token embedding is the representation from an item encoder rather than the original word ID embedding. Position embedding $P = \{p_1, ..., p_n\}$ is added to model the sequential patterns of user behaviors. The

---

**Figure 2**: Illustration of the training process of TransRec. Here, the inner product is employed to compute the preference between users and candidate items.
specific process is formulated as follows:

$$S^u = Z^u + P^u,$$

$$U^u = E_u(S^u) = \text{Last}(\text{Trsf}_u(S^u)).$$

where the user representation $U^u$ is represented by the hidden state at the last position of the user encoder.

### 3.3 Optimization

Inspired by the pre-training and fine-tuning paradigm, we apply a similar training regime for TransRec: first pre-training the user encoder network, and then training the whole framework of TransRec.

**Stage 1: User Encoder Pre-training.** We perform pre-training for user encoder network in a self-supervised manner. Specifically, we apply the left-to-right style generative pre-training to predict the next item in the interaction sequence, similarly as SASRec and NextItNet [24, 55]. The way we choose unidirectional pre-training rather than BERT-style (bidirectional) (i.e. Eq.(7)) is simply because unidirectional pre-training converges much faster but without obvious loss of precision. We use the softmax cross-entropy loss as the objective function:

$$\hat{y}_t = \text{softmax}(\text{ReLU}(S'_tW^U + b^U)), \quad (8)$$

$$L_{UEP} = -\sum_{u \in U} \sum_{t \in [1, ..., n]} (y_t \log(\hat{y}_t)), \quad (9)$$

where $W^U, b^U$ are the projection matrix & bias terms, $S'_t$ is the representation of last hidden layer.

**Stage 2: End-to-End Training.** TransRec is trained in an end-to-end manner by fine-tuning model parameters of both user and item encoders. This is vastly different from multimodal recommendation literature where they first pre-extract offline features by modality encoder and then treat them as fixed features for a recommendation network [18, 47, 52]. End-to-end training enables a better adaption of textual and visual features to the current recommendation domain. Specifically, we propose to use the Contrastive Predictive Coding (CPC) [46] learning method. Given a sequence of user interactions $C$, we divide the sequence into sub-sequence $C^u$ and $C^e$ to encode the relationship between them. The binary cross entropy loss function is as follows:

$$L_{CPC} = -\sum_{u \in U} \left[ \sum_{t=n+1}^{n+s} \log (\sigma (r_{u,t})) + \sum_{g=1}^{j} \log (1 - \sigma (r_{u,g})) \right]. \quad (10)$$

where $g$ is randomly sampled negative items [40, 53] during model training. For each user sequence, we choose 4 un-interactive items from the whole recommendation pool as negatives.

### 3.4 Transfer to Downstream Tasks

After the training process of TransRec, the user & item representations and their matching relationship in the source domain can be well learned, which can then be used to improve various downstream recommendation tasks by performing a direct fine-tuning on the corresponding task.

### Table 2: Characteristics of the source dataset. 'Form' indicates the item category. 'All' means all users in this dataset, including the above three types. For example, the first line denotes that there are 765,895 users whose interacted items always have two-modal (i.e. textual and visual) features.

| Form       | Modality | User    | Item     | Interaction |
|------------|----------|---------|----------|-------------|
| Mixed      | Text + Image | 765,895 | 133,107  | 25,557,393  |
| Article    | Text     | 133,107 | 62,837   | 3,327,463   |
| Video      | Image    | 123,897 | 70,270   | 2,996,048   |
| All        | Text + Image | 1,022,899 | 133,107  | 25,557,393  |

The fine-tuning process of TransRec in the target domain follows the same end-to-end training procedure (i.e. Stage 2 of Section 3.3) as used in the source domain. The key difference is that (i) TransRec could achieve faster and better convergence by fine-tuning on the target domain because of its well pre-trained parameters; (ii) TransRec could use fewer training examples to achieve the same performance compared to itself without pre-training. Because of the flexible architecture of DSSM, TransRec can also incorporate additional user and item features like many standard ID-based models. That is, we can fuse user/item features by simply concatenating them with user/item representation generated by the user/item encoder network (also see Figure 2 (b)).

During the online inference stage, TransRec is as efficient as ID-based models since the modality representations of all items can be calculated in advance by an offline manner.

### 4 EMPIRICAL STUDY

To verify the effectiveness of our proposed TransRec, we conduct empirical experiments and evaluate pre-trained recommenders on four types of downstream tasks.

#### 4.1 Experiments for The Source Domain

**Datasets.** The source data is the news recommendation data collected from QQBrowserootnote{https://browser.qq.com/} from 14th to 17th, December 2020. We collect around 25 million user-item interaction behaviors, involving about 1 million randomly sampled users and 133, 000 interacted items. Each interaction denotes observed feedback at a certain time, including full play and clicks. The users with less than 20 interactions are removed and the average length of user sequences is 25.

We construct the sequence behaviors for each user using his recent 32 ordered interactions. Beyond the ID features, our datasets represent each item with its raw modality features. More accurately, items in a user session can be videos-only, news-only, or both. However, each item is either a video or a piece of news, i.e. containing only one modality. We adopt item titles to represent news, item thumbnails to represent videos. The statistics are in Table 2.

**Evaluation Metrics.** We use the typical leave-one-out strategy [19] for evaluation, where the last item of the user interaction sequence is denoted as test data, and the item before the last one is used as validation data. The remaining sequence is used as the
transference data, in which the last five interactions are used to predict given all previous interactions (see Figure 2). We pad zero at the end of the user sub-sequences $c^u$ if their lengths are smaller than 25. Unlike many previous methods that employ a small scope of randomly sampled items for evaluation, which may lead to inconsistencies with the non-sampled version [26], we rank the full item set without using the inaccurate sampling measures. We apply Hit Ratio (HR) [54] and Normalized Discounted Cumulative Gain (NDCG) [55] to measure the performance of each method. Our evaluation methods are consistent for both the source and downstream tasks.

**Implement Details.** Hyper-parameters are searched on the validation set to ensure a fair evaluation. We notice that the Adam [25] optimizer performs the best on all validation sets. Then we set the learning rate to $1e^{-4}$, embedding size to 256 and batch size to 512 after empirical searching and training TransRec on 4 NVIDIA A100s (40G memory). We train all models until it converges and saves parameters when they reach the highest accuracy on the validation set. We set the layer number of the user encoder to 4 and the head number of multi-head attention to 4. The input size of an image is $3 \times 224 \times 224$, and the token length of an article description is set to 32 maximum.

**Results.** Before evaluating TransRec on the downstream datasets, we first examine its performance in the source domain. The purpose is to investigate via fair comparison, whether learning from modality content data. The higher results of TransRec are presumably attributed to three key factors: large-scale training data, powerful item encoder and user encoder networks, and an end-to-end training fashion. (2) TransRec exceeds TransRec- with all types of modality settings (e.g. 0.0699 vs. 0.0532, and 0.0679 vs. 0.0530 on HR@10), which evidences the effectiveness of user encoder pre-training (see Section 3.3). The results of (1) further motivate us to develop modality content-based recommendation models for downstream tasks.

**Training Comparison.** In Table 4, we present TransRec vs. IDRec in terms of FLOPs (the number of floating-point operations). As can be seen, TransRec requires almost 2000× larger computing cost than IDRec alongside up to 5× more training time. TransRec, with the standard training method, achieves better accuracy than IDRec, but with the cost of much higher computing and training time. This result is not surprising since pre-training foundation models in other fields, such as BERT-large, GPT-3, and various ViT require huge computing power. We believe the results here will inspire more research to study model optimization and compression techniques for large gPbS — e.g. fine-tuning only the top few layers or applying more advanced fine-tuning techniques, such as adapter [22, 54] and prompt tuning [28].

### 4.2 Experiments for The Target Domains

All the target datasets below are from other recommender systems.

**TN-mixed:** It was collected from Tencent News (TN)\(^7\), where an interacted item can be either a News article or a video thumbnail. Similar to the source domain, the interacted item set of a user contains mixture-of-modality features, i.e. both text and images.

**TN-video and TN-text:** The two datasets only contain items with a single modality. For example, users’ interactions in TN-video include only videos, while TN-text includes only textual items, i.e. news. They are used to evaluate TransRec’s generality for single-modal item recommendation. Given that users and items in real-world recommender systems have various additional features, we introduce two types of user features (gender and age) and one item feature (category) for TN-text.

\(^7\)https://news.qq.com/
Table 6: Comparison of recommendation results on four downstream domains. TFS denotes training target datasets with random parameters as initialization. It shares the same network architecture and hyper-parameters as TransRec. The best results are bolded.

| Domain | Modality | Metric | IDRNN | IDCNN | IDRec | TFS | TransRec | Improv. |
|--------|----------|--------|-------|-------|-------|-----|----------|--------|
| TN-mixed | Mixed | HR@5 | 0.0109 | 0.0112 | 0.0117 | 0.0249 | 0.0285 | 14.46% |
| | | NDCG@5 | 0.0063 | 0.0067 | 0.0068 | 0.0160 | 0.0177 | 10.63% |
| | | HR@10 | 0.0129 | 0.0195 | 0.0210 | 0.0428 | 0.0478 | 11.68% |
| | | NDCG@10 | 0.0062 | 0.0094 | 0.0100 | 0.0217 | 0.0239 | 12.21% |
| TN-video | Image | HR@5 | 0.0134 | 0.0159 | 0.0153 | 0.0208 | 0.0271 | 30.29% |
| | | NDCG@5 | 0.0093 | 0.0098 | 0.0102 | 0.0321 | 0.0173 | 30.06% |
| | | HR@10 | 0.0201 | 0.0265 | 0.0267 | 0.0336 | 0.0424 | 26.19% |
| | | NDCG@10 | 0.0114 | 0.0133 | 0.0125 | 0.0173 | 0.0221 | 27.75% |
| TN-text | Text | HR@5 | 0.0105 | 0.0123 | 0.0105 | 0.0303 | 0.0358 | 18.15% |
| | | NDCG@5 | 0.0063 | 0.0078 | 0.0062 | 0.0192 | 0.0227 | 18.23% |
| | | HR@10 | 0.0189 | 0.0220 | 0.0192 | 0.0500 | 0.0597 | 19.40% |
| | | NDCG@10 | 0.0089 | 0.0109 | 0.0090 | 0.0225 | 0.0303 | 18.82% |
| DouYin | Image | HR@5 | 0.0059 | 0.0057 | 0.0023 | 0.0115 | 0.0146 | 26.96% |
| | | NDCG@5 | 0.0037 | 0.0035 | 0.0014 | 0.0073 | 0.0090 | 23.29% |
| | | HR@10 | 0.0096 | 0.0100 | 0.0035 | 0.0205 | 0.0259 | 26.34% |
| | | NDCG@10 | 0.0049 | 0.0049 | 0.0018 | 0.0101 | 0.0126 | 24.75% |

Figure 3: Convergence trend by scaling the source data.

**DouYin:** It was collected from DouYin⁸ (the Chinese version of TikTok), a well-known short video recommendation application. Unlike all previous datasets, the positive user feedback in DouYin only contains comment behaviors. In addition, video genres and cover image size in DouYin are vastly different from the source domain. Table 5 summarizes the statistics of downstream datasets.

**Baselines.** The key baseline used to compare with TransRec is TFS, which is used to verify whether TransRec pre-trained in the source domain can effectively improve the performance of the downstream tasks. Thereby, TFS adopts the same architecture, hyper-parameters and modality inputs as TransRec, but is trained from scratch with randomly initialized parameters for the key architecture (i.e. the user encoder). Note that its item encoder still adopts the pre-trained BERT and ResNet. In addition, we compare TransRec with several ID-based baselines for reference, including IDRNN [20], IDCNN [55] and IDRec. IDRNN uses the GRU to encode user sequence, while IDCNN and IDRec use the temporal CNN (TCN) and Transformer architecture to encode user sequence.

For a fair comparison, we adopt IDRNN, IDCNN and IDRec with exactly the same training objective function, negative sampling method and optimization strategy as the fine-tuned TransRec (see Figure 2). All the batch size of target domains is set to 128 and the learning rate of TN-mixed, TN-video, TN-text and Douyin is set to $10^{-5}$, $10^{-5}$, $10^{-5}$, and $5 \times 10^{-5}$, respectively. Despite that, we emphasize again that the purpose of this study is neither to propose a more advanced neural recommendation architecture nor to pursue some state-of-the-art results. The key purpose of this study is to indicate that: (1) learning from modality content features instead of ID features achieves the goal of transferable recommendations across different domains; (2) learning from MoM feedback rather than single-modal or typical multimodal feedback reaches the goal of generic recommendations across different modalities.

**Results.** The overall results are shown in Table 6, which includes four recommendation scenarios. Two important observations can be made: (1) TransRec performs consistently better than its training-from-scratch version, i.e. TFS; (2) TransRec performs better than ID-based methods as well. The results suggest that training the source domain brings much better results for TransRec on all target datasets. By analyzing these scenarios, we can conclude that TransRec — learning from MoM feedback — can be broadly transferred to various recommendation scenarios, including the source-like mixed-modal scenario (i.e. TN-mixed), the single-modal scenario (TN-video), the scenario with more additional features (TN-text), and the scenario with very different modality content (DouYin).

### 4.3 Scaling Effects

**Scaling effects of the source dataset.** Table 7 shows the model performance in the four downstream recommendation tasks. First, it can be seen that the recommendation accuracy of TransRec is improved by scaling up the source training data. For example, HR@10 in the TN-mixed dataset grows from 0.0428 to 0.0448 with 20% of the source data, and then it grows from 0.0448 to 0.0474 with 50% of the source data. Such a property of TransRec is desired since it implies that scaling up the source dataset is an effective way to improve downstream tasks. We also plot the convergence behavior in Figure 3, which shows consistent improvements.

**Scaling effects of the target dataset.** We study the effects of TransRec by scaling down the target data, aiming to verify whether TransRec can alleviate the insufficient data issue. Specifically, we
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decrease the size of these target datasets by using 20% and 60% of the original data. Results are shown in Table 8 and Figure 4. It can be seen that (1) TransRec’s accuracy increases with more training data; (2) more accuracy gains are achieved with less training data. This suggests that when a recommender system lacks training data, transferring the (user-item) matching relationship from a large source dataset is helpful.

### 4.4 End-to-End Training v.s. Frozen Features.

Traditional multimodal and multimedia recommendations have been well studied [18]. While due to high computing resources and a less powerful text/image encoder network, prior art tends to extract frozen modality features and feed them into a CTR or recommendation model. Such practice is prevalent for industrial applications given billions of training examples [8, 10]. However, we want to explore whether end-to-end learning is superior to learning from frozen features. The results are in Table 9. We can achieve consistent improvements through end-to-end learning; however, finetuning BERT and ResNet is more computationally expensive than using pre-extracted features. Notably, we notice that frozen textual features yield worse results than visual features. This may imply that the textual features generated by BERT are more general than the visual features generated by ResNet. This finding is also aligned with findings in NLP and CV fields — finetuning all parameters is generally better than finetuning only the classification layer (with the backbone network frozen).

### 5 CONCLUSION AND FUTURE WORKS

In this paper, we study a novel recommendation scenario where user feedback contains items with mixture-of-modality features. We develop TransRec, the first recommendation model learning from MoM feedback in an end-to-end manner with the goal of learning general-purpose models for recommender systems. To show its transferring ability, we conduct an empirical study in four types of downstream recommendation tasks. Our results verify that TransRec is a generic model that can be broadly transferred to improve many recommendation tasks as long as the modality has been trained in the source domain. Our work has significant practical implications towards universal recommender systems to realize ‘One Model to Serve All’ [41, 56].

One limitation is that we only examine TransRec with two types of modality features (image and text). As a result, it can only serve three scenarios: image-only, text-only, and image-text. Since both
video and audio data can be represented by images [30, 31], intuitively, TransRec can be extended to scenarios where items involve more modalities. For example, suppose four distinct modalities (image, text, audio and video) are available in user feedback. TransRec can potentially serve at most 15 types of scenarios covering most modalities for multimedia data. This is an interesting future direction to realize a more general recommender system. A second limitation is the high training cost of TransRec because of the end-to-end learning paradigm. Although TransRec enables effective transfer learning for many downstream recommendation tasks, its huge computation cost and training time should receive more future research attention.
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