Early Diagnosis of Retinal Blood Vessel Damage via Deep Learning-Powered Collective Intelligence Models
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Early diagnosis of retinal diseases such as diabetic retinopathy has had the attention of many researchers. Deep learning through the introduction of convolutional neural networks has become a prominent solution for image-related tasks such as classification and segmentation. Most tasks in image classification are handled by deep CNNs pretrained and evaluated on imagenet dataset. However, these models do not always translate to the best result on other datasets. Devising a neural network manually from scratch based on heuristics may not lead to an optimal model as there are numerous hyperparameters in play. In this paper, we use two nature-inspired swarm algorithms: particle swarm optimization (PSO) and ant colony optimization (ACO) to obtain TDCN models to perform classification of fundus images into severity classes. The power of swarm algorithms is used to search for various combinations of convolutional, pooling, and normalization layers to provide the best model for the task. It is observed that TDCN-PSO outperforms imagenet models and existing literature, while TDCN-ACO achieves faster architecture search. The best TDCN model achieves an accuracy of 90.3%, AUC ROC of 0.956, and a Cohen’s kappa score of 0.967. The results were compared with the previous studies to show that the proposed TDCN models exhibit superior performance.

1. Introduction

Diabetic retinopathy (DR) is a medical condition caused due to complications caused by diabetes mellitus that influences the ocular perceivers and causes damage to the delicate tissues of the retina. This condition can occur in any adult who is suffering from either type 1 or type 2 diabetes. As diabetic retinopathy increases with time, it eventually causes a complete loss of vision. In this paper, we will be discussing the four different types of DR (nonproliferative DR, maculopathy, preproliferative, and proliferative). With the rise in cases for DR, there arises a need for automation for the detection of diabetic retinopathy in fundus images. Identification of individual characteristics and extraction of features are important for the assessment of eye disorders such as DR and other retinal diseases.

Manual inspection of fundus images can prove to be a tedious process to decipher subtle variations in microaneurysms, optic disks, hemorrhages, blood vessels, hard exudates, soft exudates, and macular edema. In such situations, CAD (computer-aided diagnostic) systems can significantly reduce the manual inspection load for professionals. These methods also reduce margins of error compared to ophthalmologists while examining the fundus images. With the introduction of convolutional neural networks, deep learning has become the de facto for computer vision-based problems. CNNs have the capability to extract features automatically and decipher patterns for better understanding of the data. Deep CNN models are large deep learning models which leverage the power of various CNNs and pooling layers. These models typically stack a bunch of CNNs together to form a feed-forward network and often produce state-of-the-art results. Most of the deep CNN
models are trained and tested on the imagenet classification dataset, and the versatility of deep learning enables it to transfer learning from one dataset to another. This aspect of transfer learning has made most computer vision problems efficient and solvable through training imagenet models on a dataset [1–5]. The imagenet models are usually employed with approaches like transfer learning.

Although transfer learning is a powerful concept, models trained on imagenet often do not obtain the best result when trained on an independent dataset. The reasons for the same could include the size of the dataset, the size of the model, and the type of the data, thus bringing the need for tailor-made models. Models can be proposed on the basis of the dataset, where a small dataset may require a lightweight model. With the help of lightweight models, better performance and high scalability can be achieved. In such a situation, tailor-made models could possibly be the most efficient model for the job. However, building tailored models can be computationally expensive. Moreover, in certain cases, the features extracted from the imagenet dataset would not be a great starting point, the reason for the same being the dissimilarity of the images in the imagenet dataset and the dataset on which the model is to be trained. For example, the imagenet dataset contains objects such as cars and animals which do not resemble fundus images.

Nature-inspired swarm algorithms have been heavily employed for feature selection on various tasks. These algorithms have performed efficiently in hyperparameter search/optimization. Hyperparameter optimization methods such as grid search have been computationally expensive methods and give the best result within a search space. Hence, swarm algorithms have been used for architectural proposals. Nature-inspired swarm algorithms are a subset of evolutionary algorithms. These algorithms in general have been known to shrink the search space whether it be feature selection or hyperparameter optimization. However, the usage of swarm-based algorithms has been limited to feature selection as demonstrated across in [6–8]. Most used cases of swarm-related algorithms in DR classification are restricted to either hyperparameter optimization or feature extraction. This methodology utilizes both methods by proposing new models with various hyperparameters based on the dataset. TDCNs are the outcomes of the swarm algorithms, and in this case, 2 algorithms are used. The objective of these models is to provide custom models which are efficient and accurate for a given dataset. The proposed models rely solely on architecture rather than fixed models with a set starting weight to achieve accuracy. Therefore, the significance of transfer learning diminishes which addresses the problems caused by imagenet models.

The major contributions of this paper include the following:

(i) A formal definition of search space complexity for searching tailor-made models

(ii) Utilizing two swarm intelligence algorithms, namely, ant colony optimization (ACO) and particle swarm optimization (PSO), to perform heuristic architecture search in multidimensional space

(iii) Two tailored ConvNets (TDCN) called TDCN-ACO and TDCN-PSO were obtained from ACO- and PSO-based searches. TDCN-PSO being significantly smaller (lightweight) achieves better performance over 3 metrics, accuracy, AUC ROC, and Cohen’s kappa, than the imagenet models. The model’s performance is solely defined on the basis of architecture search (a dynamic process) rather than designing a fixed model

(iv) TDCN-PSO and TDCN-ACO produce competitive results with many proposed architectures in literature for fundus image classification

2. Related Works

Over the years, various deep learning approaches have been utilized to diagnose retinal vascular diseases, including usage of imagenet models, transfer learning, and image segmentation. Kanungo et al. [9] proposed an Inception-V3 architecture-based approach in which multiple convolution filter inputs are processed on the same input. This takes advantage of multilevel feature extraction from each input. The accuracy achieved is comparatively less than the other approaches based on similar architectures. Zeng et al. [10] proposed a deep Siamese CNN architecture for automatic diabetic retinopathy classification. The model takes two fundus images as input, i.e., the left and right eye image. Transfer learning approaches have shown great results in terms of DR classification. Lam et al. [11] proposed an approach using GoogleNet and AlexNet to demonstrate transfer learning. Sakaguchi et al. [12] used GNNs to construct the region of interest graphs which is helpful for further classification of DR using CNN. Although imagenet and transfer learning-based approaches perform well on benchmark datasets, they do not perform similarly on some niche datasets as they were designed keeping a general purpose in mind. In order to increase the performance of the model, the need for tailoring models arises.

Hyperparameter optimization (HO) plays a key role when designing tailor-made models for specific datasets. Over the years, automated hyperparameter search algorithms and libraries have become increasingly popular; the widely used ones include hyperopt [13], optuna [14], and Auto WEKA [15]. The total search space including all subsets is $2^n$ where $n$ is the number of features, thus posing a high-dimensional problem. The early works focused on using Bayesian optimization for hyperparameter tuning [16–18], but these techniques suffer the drawback of being computationally complex. Li et al. address the problem of HO as an exploration-based nonstochastic infinite-armed bandit problem and proposed hyperband to solve the same [19]. Falkner et al. addressed the robustness and scalability of HO [20], and Hazan et al. addressed the high-dimensional problems [21], each work resulting in a manifold increase in performance over hyperband. Hints et al. pointed out that a significant speedup can be achieved by carrying out the search on lower-dimensional data representation at the beginning and increasing the dimensions later in the optimization process [22]. Some of the recent works
revolve around using reinforcement learning for adaptive and dynamic HO in contrast to other approaches which require the user to set generic ranges in order to define the HO search space [23, 24].

Nature-inspired swarm-based techniques are a subset of swarm intelligence which in turn is a subset of metaheuristic algorithm. Nature-inspired swarm algorithms have been of great use when it comes to feature selection in the tabular dataset as it achieves optimal results with substantially lower computational resources [25]. This behavior of swarm-based techniques has been taken to advantage in hyperparameter selection which is a computationally expensive process as mentioned before. Bee colony optimization and dragonfly algorithm were used by Yasen and Al-Madi [26] to select the size of hidden nodes in the neural network. Crossover and mutation were also combined to devise new models. All in all, the models were trained on medical patients’ data, and the comparative results were obtained. Similarly, Sun et al. [27] used PSO to determine the dimensionality of the autoencoder to be used, moving to the applications of swarm-based algorithms on the application of retinal fundus images.

Bajęcă et al. [7] proposed a segmentation model of blood vessels where they have applied ACO in fundus images, and ACO performs feature extraction. Hooshyar and Khayati [8] proposed a mathematical model in which they have used eigenvalues of the Hessian matrix. They used a Gabor filter bank to extract the features from retinal images. For classification purposes, fuzzy c-means and ACO models are produced. Asad et al. [28] proposed an approach to ensure improved ant clustering-based segmentation. The approach was developed with the help of a new heuristic function of the ACO algorithm. Kavitha and Ramakrishnan [29] employed an ACO algorithm using an OTSU method which is based on the inputs from optic disc and macula. Balakrishnan et al. [6] came up with a hybrid model for classification and feature extraction from retinal images. Channel extraction and median filter are used for preprocessing. After the preprocessing stage, the authors used a histogram of oriented gradient (HOG) with a complete local binary pattern (CLBP) to perform feature selection. Particle swarm optimization along with fuzzy membership functions is used by Bhimavarapu et al. [30] to cluster images, and then, probabilistic models were used to segment fundus images. Although nature-inspired swarm-based methods have been extensively studied on hyperparameter optimization, its application is restricted to feature selection alone in diabetic retinopathy. Furthermore, identifying intrinsic features in medical datasets has led researchers to build complex deep architectures which are computationally expensive. For faster convergence and inference, there is a requirement of lightweight models which can be achieved using the likes of nature-inspired swarm algorithms as discussed in further sections.

3. Methodology

The process of generation of a tailored model can be defined as a search on a set of models $S_m$ formed by the combinations of layers from a set of layers $S_l$ using a selection metric $f$ and a goal $G$. For a given $S_m$, the search is deemed successful if the set of resultant models $S_r$ is a subset of the set of models $S_l$ which satisfy $G$ on $f$ with an acceptable performance bound $\epsilon$.

$$S_r = \{ m : m \in S_m, f(m) + \epsilon \geq G \}.$$  \hspace{1cm} (1)

The complexity of the search is determined by the cardinality of the set $S_m(t_s)$. For a given bound of the minimum number of layers $B_l$ and a maximum number of layers $B_u$, $t_s$ can be obtained by

$$t_s = \sum_{b=B_l}^{B_u} t_s^b,$$  \hspace{1cm} (2)

where $t_s^b$ is the cardinality of the set $s_l$.

This search space can be restricted by using various design parameters (order, count, blocks, etc.) on the occurrence of layers. This search space evidently becomes very large as $t_s$ and $B_l$ increase, and simple techniques like a brute force search become time and resource intensive. This problem can be solved using heuristic-based search algorithms, such as swarm intelligence algorithms as demonstrated further in this section.

For the two swarm-based techniques discussed in this paper (ACO and PSO), we obtain a single model ($S_l$) as the result of the search. We tested the results on three selection metrics as discussed in Section 4. The search goal $G$ was set to the best result obtained in the case of imagenet models or better essentially resulting in a search which yields lightweight models of similar performance to imagenet models or high performance models or both. The value of $\epsilon$ was set such that the search resulted in a model which performed better than at least one of the imagenet models. The nature of results is characterized by the settings of $B_l$ and $B_u$. The detailed success criterion is listed in Table 1.

The resultant architectures, TDCN-ACO, and TDCN-PSO have been described in the following sections using the abbreviations in Table 2.

3.1. TDCN-ACO Search Using Ant Colony Optimization.

Ants have inspired many methods and techniques, among which the most studied is the general purpose optimization technique known as ACO (ant colony optimization). ACO is inspired by the behavior of some ant species. These ants deposit pheromone on the ground to mark a favorable path for the rest of the members of the colony. Each ant moves randomly and more pheromone gets deposited on the path. The more the pheromone on the path, the higher is the probability of the path being followed. In this work, the implementation proposed by Byla and Pang [31] is used.

The search for models is based on the number of maximum ants and maximum search depth; the algorithm starts the process by creating an internal graph with just an input node. Sequentially, ants are created until the number of maximum ants allowed is created. These ants follow ant colony selection (ACS) rule, wherein the ants choose a
particular layer based on the algorithmic calculation in ACO. If the chosen layer has not been chosen by a previous ant, then the layer is added as a neighbor node to the node chosen by the previous ant. Based on the same rule, the parameters of the layer are also chosen from a specified list of parameters. Once the choice is made, ACS local pheromone update is done by the ant. The same is done until the maximum number of ants allowed, traverses through to the same depth. The paths are converted to neural networks, and based on the evaluation metric, the best ant is chosen, and now, an ACS global pheromone update is done. Note that the previous update is kept local to encourage the ants to pave new paths. Figure 1 conveys the same in a pictorial fashion.

For this dataset, 4 hyperparameters were mainly handled:

(i) Number of ants: 8 and 16. Based on the experiments conducted by [31], it was found that the greatest decrease in error was identified when the number of ants was increased from 8 to 16. 32 may yield better results, but the duration of computation will increase

(ii) Search depth: 32. Most of the available image models tend to be deep models; therefore, a search depth of 32 was used

(iii) Epochs: it is kept at 10 epochs

(iv) Image size: 32 and 64. When large image sizes are used, the accuracy more or less remains the same. This was surprising considering the performance output with respect to the image size

The permutations among the defined hyperparameters have generated 4 models. The trend across the models happens to look like this, C2D | BN till one max pooling, and lastly followed by a series of DE | BN layers. The choice of layers across models is almost comparable to the traditional model building approach, where usually every CN2D layer is succeeded by a pooling such as avg. pooling. However, the trend of using a pooling layer before flattening the outputs of CNN has generally shown success, and this process utility that 1: Search goals and performance bounds used in this work.

| Metric          | G      | ϵ      |
|-----------------|--------|--------|
| Accuracy        | ≥74.8  | 1.5%   |
| AUC ROC         | ≥0.91  | 0.2    |
| Cohen’s kappa   | ≥0.776 | 0.02   |

The number of layers is shown in

\[
\text{Search space} = t_r = p_0^{\text{num C2D}} + p_1^{\text{num MP}} + p_2^{\text{num BN}} + p_3^{\text{num DE}}.
\]

In total, there exist 16 ants at maximum denoted by ant for a total depth of 32. Equation (5) conveys the number of models which were trained in the tailor fitting process:

\[
\text{Number of models trained} = \text{ants} \times \text{depth} = 16 \times 32 = 512.
\]

3.2. TDCN-PSO Search Using Particle Swarm Optimization. Particle swarm optimization is a nature-inspired, population-based algorithm that has been found to optimize or converge better than standard optimization algorithms like conjugate descent, gradient descent, and Newton method in multidimensional space. Stochastic search is used to achieve the same by moving the particles (candidate solutions) in the search space using mathematical computations to calculate the velocity and direction of the particle swarm by considering the particle’s current position and goal. A global best (in terms of position) is maintained as well as a local best for each particle is maintained which influences in making decisions for the particle’s movement in consequent iterations. This results in the general behavior of the swarm moving towards the best solutions for the given search space.

The position and velocity after each generation or iteration of the algorithm can be obtained by

\[
X_{t+1}^{ij} = X_{t}^{ij} + V_{t+1}^{ij},
\]

\[
V_{t+1}^{ij} = wV_{t}^{ij} + c_1 r_1^{ij} (p_{\text{bestij}} - X_{t}^{ij}) + c_2 r_2^{ij} (g_{\text{bestj}} - X_{t}^{ij}),
\]

where \(X_{t}^{ij}\) is the position vector of \(i^{th}\) particle at \(t^{th}\) and \(V_{t}^{ij}\) is the position vector of \(i^{th}\) particle at \(t^{th}\).

Many modifications to these equations have been proposed over time which offers specific benefits of their own, but the original algorithm is proceeded across for a general comparison of this algorithm with others.
The tailoring of models is carried out by taking several parameters into consideration such as population size, number of iterations and runs, the minimum and maximum number of layers, and probability of each type of layer. Using these parameters, the particles are initialized by assigning them random CNN architectures represented in an array form that satisfy the conditions and constraints defined by the parameters (number of layers, layer probabilities, kernel sizes, and so on). Then, each particle is fit and evaluated to find the local and global best based on the accuracy obtained on the validation data. The good blocks in the global best are passed onto further generations, and each particle is evaluated again in every iteration. An architecture search using PSO mainly involves six procedures, namely, representation of particles in form of architectures (in our case deep ConvNets) of varying properties, initializing the particles, evaluating the fitness of individual particles, a measure of the difference between two particles, computation of velocity, and updating the particles as illustrated in Figure 2.

In this paper, the search on a set formed by the combination of 4 different kinds of layers is performed, namely, convolutional, max pooling, average pooling, and fully connected, making $t_f$ as 4. We set the bounds $B_l = 3$ and $B_u = 20$, effectively giving us equation (8).

$$t_s = \sum_{b=3}^{20} 4^b \Rightarrow t_s = 1,466,015,503,680.$$  

### Table 2: ConvNet layer abbreviations used in this work.

| Abbreviation | Layer |
|--------------|-------|
| C2D | Conv2D (convolutional layer with 2-dimensional filters) |
| BN | Batch normalization |
| DO | Dropout |
| MP | Max pooling |
| AP | Average pooling |
| DE | Dense or fully connected |
| F | Flatten |

![Figure 1: TDCN-ACO search using ant colony optimization.](image-url)
This means that the search space for the algorithm consists of more than 1466 billion models when no design constraints are applied. A simple design constraint was kept as follows:

(i) At least 1 DE layer
(ii) F has occurred before the first DE layer
(iii) No C2D layer after F layer

This decreased the search space manifolds. The number of models searched by the PSO algorithm ($S_{m,pso}$) is a function of the number of iterations $i$, number of runs, and swarm size $p$ and is given by

$$S_{m,pso} = r \times i \times p. \quad (9)$$

For this paper, the following hyperparameters are set $r = 5$, $i = 12$, and $p = 20$, which gives $S_{m,pso} = 1200$. These values depend on the quality of TDCN required hardware availability and time constraints.

Note that each updated particle was considered as a new model. To carry out the architecture search, the implementation proposed by Junior et al. [32] was used.

TDCN-PSO is the model represented by the global best particle at the end of the architecture search. The hyperparameters used for the search can be found in Table 3. The resultant architecture has some peculiar features such as 4 consecutive pooling layers and irregular batch normalization and dropout layers, all of which are characteristics of a model unique to the dataset. The architecture of TDCN-PSO found for APTOS dataset is as follows: C2D | C2D | BN | DO | C2D | BN | MP | AP | MP | MP | DO | C2D | BN | F | DO | DE | BN.

### 4. Experimental Setup

The dataset that we used for this paper is “ATPOS 2019 Blindness Detection” from a Kaggle competition conducted in 2019. This dataset contains high-resolution images of the retina taken in different lighting conditions, with left and right fields for every test subject. The images have been captured through varying devices, offering different scenarios and generalizations of the developed model for adoption by a wide variety of hardware. The images present in the data are of different orientations too, some are shown anatomically (macula on left, optic nerve on right for right eye), and others are shown inverted. The training set consists of 3662 images, while the test set contains 1928 images.
The images are categorized into 5 classes (Table 4). Thus, this dataset poses a classification problem. The preprocessing strategies applied involve resizing.

### Table 3: Hyperparameter setting for TDCN-PSO search.

| Category                        | Hyperparameter          | Value |
|---------------------------------|-------------------------|-------|
| Particle swarm optimization     | Number of runs (r)      | 5     |
|                                 | Number of iterations (i)| 12    |
|                                 | Swarm size (p)          | 20    |
|                                 | Cg                      | 0.5   |
|                                 | Minimum number of outputs from a Conv layer | 3 |
|                                 | Maximum number of outputs from a Conv layer | 256 |
|                                 | Minimum number of neurons in a FC layer | 1 |
|                                 | Maximum number of neurons in a FC layer | 300 |
| CNN architecture initialization | Minimum size of a Conv kernel | $3 \times 3$ |
|                                 | Maximum size of a Conv kernel | $7 \times 7$ |
|                                 | Minimum number of layers $B_l$ | 3 |
|                                 | Maximum number of layers $B_u$ | 20 |
|                                 | Dropout rate            | 0.5   |
| Training                        | No. of epochs for the global best | 100 |
|                                 | Bath normalize layer outputs | Yes |
| Probability                     | Probability of convolutional layer | 0.7 |
|                                 | Probability of pooling layer | 0.15 |
|                                 | Probability of fully connected layer | 0.15 |

### Table 4: Classes in APTOS 2019 dataset.

| Class ID | Class name     | Number of samples |
|----------|----------------|-------------------|
| 0        | No DR          | 1805              |
| 1        | Mild           | 370               |
| 2        | Moderate       | 999               |
| 3        | Severe         | 193               |
| 4        | Proliferative DR | 295        |

### Table 5: Comparison of TDCN models with imagenet models and literature.

| Model                  | Accuracy | AUC ROC | Cohen’s kappa |
|------------------------|----------|---------|---------------|
| Inception              | 73.2     | 0.91    | 0.738         |
| Xception               | 74.8     | 0.87    | 0.772         |
| Resnet50               | 73.8     | 0.89    | 0.776         |
| Shaban.et al. [33]     | 88       | 0.930   | 0.910         |
| S. Kassani et al. [34] | 83.09    | 0.950   | 0.892         |
| Taufiqurrahman et al.  [35] | 85 | 0.820   | 0.925         |
| Bodapati et al. [36]   | 84.31    | 0.970   | 0.758         |
| TDCN-ACO               | 78.4     | 0.907   | 0.795         |
| TDCN-PSO               | 90.3     | 0.956   | 0.967         |

Resizing: resizing in the digital image is changing the horizontal and vertical resolution of an image. Since the input images are in different resolutions, coming from different hardware, we decided to resize the images to $256 \times 256$ for the imagenet models, $32 \times 32$ and $64 \times 64$ for ACO, and $128 \times 128$ for PSO-CNN. Smaller image size was used for the swarm algorithms because of the high computational complexity and the time required to train the models.

The dataset is split into 10-fold cross validation. The following method is used to preserve the class-wise distribution while evaluating the model. Also, this gives considerate weightage to classes, such as severe and proliferate DR, with lower number of samples.

The following metrics were used to evaluate the proposed models.

(i) **Accuracy:** accuracy is a widely used metric for evaluating classification models. This metric is the ratio of predictions that the proposed model is correctly predicted and the total number of samples. Accuracy is defined in...
Trainable parameters in models

| Model          | Number of parameters |
|----------------|----------------------|
| Inception      | 30 M                 |
| Xception       | 25 M                 |
| Resnet 50      | 20 M                 |
| TDCN-ACO       | 15 M                 |
| TDCN-PSO       | 10 M                 |
| TDCN-PS1       | 5 M                  |

Figure 3: Size comparison of TDCN and imagenet models.

---

Figure 4: Pixel histogram for imagenet samples.

---

Figure 5: Pixel histogram for APTOS samples.
Accuracy = $\frac{\text{True Positive} + \text{True Negative}}{\text{Total Number of Samples}}$ (10)

Recall/sensitivity = $\frac{\text{True positive}}{\text{True positive} + \text{false negatives}}$, (11)

False positive rate = $\frac{\text{False positive}}{\text{True negative} + \text{false positive}}$ (12)

(iii) Cohen’s kappa score: for the evaluation of the models, we have used a metric called Cohen’s kappa coefficient which has been used for evaluating the submissions on the Kaggle competition for this dataset.

Cohen’s kappa score = \frac{pr(o) - pr(e)}{1 - pr(e)} (13)

Cohen’s kappa is a quantitative measure of similarity between the ratings of two annotators on the same sample. It is calculated by taking into account the observed agreement and the hypothetical probability of chance agreement. Expression for Cohen’s kappa is given in (13).

5. Results and Discussions

Table 5 represents the comparison of TDCN models with imagenet models and the other models in the literature. Figure 3 illustrates the size comparison of TDCN and imagenet models.

The results presented in Table 5 can be explained as follows:

(i) In the case of imagenet models, Xception gave the best accuracy score of 74.8%, Inception gave the best AUC ROC score of 0.91, and Resnet50 gave the best Cohen’s kappa score of 0.772.

(ii) TDCN-ACO provided a classification accuracy of 78.4% which is more than that observed in the case of imagenet models, AUC ROC score of 0.907, and Cohen’s kappa score of 0.795. Only Inception gave better results than TDCN-ACO in terms of AUC ROC score.

(iii) TDCN-PSO outperformed all the imagenet models and TDCN-ACO in terms of all the three metrics recorded. It provided a classification accuracy of 90.3%, AUC ROC score of 0.956, and Cohen’s kappa score of 0.967.

(iv) TDCN-PSO was significantly small in size with over 2.5 million parameters, which is about 9 times smaller than Xception and 13 times smaller than TDCN-ACO as shown in Figure 3.

(v) In terms of AUC ROC, only [31] provided better performance than TDCN-PSO, while [33, 34] gave comparable results.

(vi) Considering the performance over all the three metrics, TDCN-PSO gave one of the best results, while TDCN-ACO has a good place among the models and approaches compared.

The imagenet dataset contains images distributed into 1000 different classes. The images from different classes differ significantly from each other in terms of features and entropy. Figure 4 shows two random images belonging to two classes, namely, ship and parachute. We plot the histogram of pixel value frequencies in order to study the distribution of features. Figure 5 shows the same histogram plot for two images from the APTOS dataset. From the two plots, it can be inferred that while the imagenet samples differ significantly in terms of distribution, the APTOS images are comparatively similar. This is one of the reasons why the tailor-fitted models TDCN-ACO and TDCN-PSO perform better than the imagenet models. Table 6 represents the TDCN-ACO results with respect to different hyperparameter settings.

Models proposed by TDCN-ACO with hyperparameters of image size 64 with 16 ants perform the best as shown in Table 6. By looking at the ROC AUC (Figure 6(a)) and confusion matrix (Figure 6(b)), it can be deduced that other than the class proliferate the model captures features that make for efficient detection. The number of parameters in the model is the highest compared to the other models but performs better than the imagenet models; therefore, one can conclude that difference in the number of parameters combats or performs better than the features captured by CIFAR training.

The AUC ROC curve and classification matrix for TDCN-PSO are shown in Figures 6(c) and 6(d). The mean training accuracy of all the runs was 89.48% with a standard deviation of 0.54%. Figure 7(a) shows that the lowest $gbest$ accuracy was obtained in run 0 of 88.7% and the highest in run number 4 (the 5th run) of 90.31. An improvement of 0.83% accuracy over mean accuracy was obtained by...
running the algorithm 5 times. Figures 7(b) and 7(c) show the trend of accuracy with respect to iterations for the 5th run which achieved the best results on the validation set. For this run, a new gbest was found in every iteration except from iterations 4 to 6 where the gbest remained the same and hence the flat nature of the curve. The steepness of the curve can be associated with the amount of information being passed from the gbest to the new particle in the subsequent evolutions (iterations). The best performing model (gbest model) out of the 5 runs provided an accuracy score of 90.3146%, AUC ROC score of 95.6, and a Cohen’s kappa score of 96.67 with 2,515,406 parameters which is a substantially better score than the state-of-the-art models with a significantly smaller model.

The results in Figure 6(c) show that the model found by TDCN-PSO performed really well in terms of AUC ROC
scores. An AUC score of 0.99 for the “No DR” (no diabetic retinopathy) class conveys that the model is very accurate in classification when no diabetic retinopathy is present. In the confusion matrix obtained, it can be observed that the model was unable to produce highly accurate classifications for “severe” and “proliferative DR” classes. This was because of the skewed distribution of classes in the dataset, and the same was observed in TDCN-ACO.

6. Conclusions

In this paper, we have developed the lightweight deep learning-powered collective intelligence models for fundus image classification. The process of tailoring the model architecture is a problem that can be stated as a search in a multidimensional space. This paper highlights that for the chosen dataset, APTOS 2019, the models from architecture search
perform better than models trained using transfer learning from imagenet weights. We utilized two swarm intelligence algorithms, namely, ant colony optimization and particle swarm optimization, to efficiently search this large space. These algorithms take a heuristic-based approach which involves deriving information from the best performing entity in the swarm. The resultant tailored deep ConvNets (TDCN) called TDCN-ACO, and TDCN-PSO outperformed the imagenet models over the metrics accuracy, AUC ROC, and Cohen-Kappa scores. TDCN-PSO while being 9 times smaller achieved an improvement of 15.5% in terms of accuracy, 0.046 in terms of AUC ROC, and 0.191 in terms of Cohen-Kappa score when compared to the best performing imagenet models in each metric. The obtained results were compared with the previous studies to show that these tailored models perform similar if not better over some metrics. The future scope of this work includes leveraging the power of other swarms existing in nature. Furthermore, tailoring an ensemble of models for datasets can be the next step to further improve the results obtained in the paper.
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