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Abstract. Let $\chi$ denote a primitive, non-quadratic Dirichlet character with conductor $q$, and let $L(s, \chi)$ denote its associated Dirichlet $L$-function. We show that $|L(1, \chi)| \geq 1/(9.1255 \log(q/\pi))$ for sufficiently large $q$, and that $|L(1, \chi)| \geq 1/(9.69030 \log(q/\pi))$ for all $q \geq 2$, improving some results of Louboutin. The improvements stem principally from the construction, via simulated annealing, of some real trigonometric polynomials having particularly favorable properties.

1. Introduction

Let $\chi$ denote a primitive, non-quadratic Dirichlet character with conductor $q$, and let $L(s, \chi)$ denote its associated $L$-function. It is well known \cite[Thm. 11.4]{8} that $L(1, \chi)$ for such characters satisfies

$$
\frac{1}{\log q} \ll |L(1, \chi)| \ll \log q,
$$

and explicit inequalities are known for both the upper and lower bounds. Explicit upper bounds on $|L(1, \chi)|$ are studied for example in \cite{6, 12–14}; an explicit lower bound was first established by Louboutin in 1992 \cite{5}, who proved that

$$
|L(1, \chi)| \geq \frac{1 + o(1)}{\sqrt{295} \log(q/\pi)}
$$

as $q \to \infty$. Louboutin sharpened this estimate in 2015 \cite{7}, showing that

$$
|L(1, \chi)| \geq \frac{1 + o(1)}{9.27629 \log(q/\pi)}. \quad (1.1)
$$

It was also established there that a weaker inequality holds in a broader setting:

$$
|L(1, \chi)| \geq \frac{1}{10 \log(q/\pi)} \quad (1.2)
$$

for all $q \geq 2$. A key component of the proofs of (1.1) and (1.2) involved the selection of an auxiliary nonnegative real trigonometric polynomial having certain properties, and the author determined an optimal selection for qualifying polynomials of the form $(1 + \alpha \cos \theta + \beta \cos(2\theta))^2$. In this article, we obtain improved explicit lower bounds on $|L(1, \chi)|$ by allowing trigonometric polynomials of larger degree. We use simulated annealing to locate these (rare) polynomials. We prove the following theorem.
Theorem 1.1. Let \( \chi \) denote a primitive, non-quadratic Dirichlet character with conductor \( q \). Then

\[
|L(1, \chi)| \geq \frac{1 + o(1)}{9.122545 \log(q/\pi)}
\]

as \( q \to \infty \). In addition,

\[
|L(1, \chi)| \geq \frac{1}{9.690292 \log(q/\pi)}
\]

for all \( q \geq 2 \).

Applications for lower bounds on \( |L(1, \chi)| \) occur in a number of settings, see for example [1,10,11].

We remark that the situation is quite different for quadratic characters: in that case it is known only that \(|L(1, \chi)| \gg q^{-\epsilon} \) for arbitrary \( \epsilon > 0 \) (see [8, Thm. 11.14]). We also add that much better upper and lower bounds on \(|L(1, \chi)|\) for both the quadratic and non-quadratic cases are known under the assumption of the Generalized Riemann Hypothesis (GRH). In that case, it is known that if \( \chi \) is a primitive Dirichlet character, then

\[
\frac{12e^\gamma(1+o(1))}{\pi^2 \log \log q} \leq |L(1, \chi)| \leq 2e^\gamma(1+o(1))(\log \log q),
\]

(1.5)

where \( \gamma \) denotes the Euler–Mascheroni constant. Results of this type date to the work of Littlewood [4], who established the lower bound in (1.5) for non-principal quadratic characters and the upper bound for arbitrary non-principal Dirichlet characters. More recent work provides fully explicit upper and lower bounds of the form (1.5): such a result covering all non-principal primitive Dirichlet characters with conductor \( q \geq 10^{10} \) was established in [2], and its range of validity was extended to conductors \( q \geq 3 \) in [3].

This article is organized in the following way. Section 2 summarizes Louboutin’s method, and its requirements on the auxiliary trigonometric polynomials selected. Section 3 describes our strategy for computing favorable trigonometric polynomials, which allow us to establish (1.3) for characters of large order. Section 4 then reports on a similar strategy for determining certain trigonometric polynomials that produce (1.3) for characters of small order. Section 5 establishes Theorem 1.1.

2. Louboutin’s Method

We summarize Louboutin’s method for obtaining explicit lower bounds on \(|L(1, \chi)|\) for a primitive, non-quadratic character \( \chi \), and we add some additional observations that facilitate its application. For \( \vec{a} = (a_0, \ldots, a_m) \in \mathbb{R}^{m+1} \) with \( m \geq 1 \), let \( S(\vec{a}, \theta) \) denote the even trigonometric polynomial

\[
S(\vec{a}, \theta) = a_0 + 2 \sum_{k=1}^{m} a_k \cos(k\theta),
\]

and similarly for a character \( \chi \) and integer \( n \) let \( S(\vec{a}, \chi, n) \) denote

\[
S(\vec{a}, \chi, n) = a_0 + 2 \sum_{k=1}^{m} a_k \Re(\chi^k(n)).
\]

(2.1)

If \( \chi(n) \neq 0 \), then certainly \( S(\vec{a}, \chi, n) = S(\vec{a}, \arg(\chi(n))) \), but if \( \chi(n) = 0 \) one may still have \( \chi^k(n) \neq 0 \): suppose \( \chi \) has conductor \( q \) and \( \chi = \prod_{p \mid q} \chi_p \) with \( p \) prime,
where each $\chi_p$ has conductor $p^{e_p}$ for some positive $e_p$. If $\chi_p$ has order $d_p$, then $\chi_p(p) = 0$ but $\chi_p^{j d_p}(p) \neq 0$ for integers $j$, in fact, $\chi_p^{k}(p) \neq 0$ precisely when $k$ is an integral multiple of $d_p$. Thus, $\chi_p^k(n) \neq 0$ if and only if $d_p \mid k$ for each $p \mid \gcd(q,n)$.

We say a vector $\vec{a} = (a_0, \ldots, a_m) \in \mathbb{R}^{m+1}$ with $m \geq 1$ is admissible if $a_i \geq 0$ for each $i$ and $a_0 < 2a_1$. For an admissible $\vec{a}$, we set

$$A = \left(1 - \frac{1}{\sqrt{5}}\right) \sum_{k=2}^{m} a_k,$$

$$c = \frac{a_0 + 2a_1 + 4A + \sqrt{(2a_1 - a_0)^2 + 16(a_1 + A)^2}}{4(2a_1 - a_0)},$$

and note that $A = 1 + O(s^{-1})$. Finally, we require a few definitions pertaining to constraints on the real number $s$ selected as input to $F$, in the presence of a given character $\chi$. For this, we first define $\epsilon(\chi)$ to encode whether $\chi$ is an even or an odd character:

$$\epsilon(\chi) = \begin{cases} 0, & \text{if } \chi(-1) = 1, \\ 1, & \text{if } \chi(-1) = -1. \end{cases}$$

Next, for an admissible $\vec{a} \in \mathbb{R}^{m+1}$ and primitive Dirichlet character $\chi$, for $s > 0$ let

$$\tau(s) = \frac{1 + \sqrt{1 + 4s^2}}{2},$$

$$G(\vec{a}, \chi, s) = \sum_{k=2}^{m} a_k \left( \frac{\Gamma' \left( \frac{s + \epsilon(\chi)}{2} \right)}{\Gamma \left( \frac{s + \epsilon(\chi)}{2} \right)} - \frac{1}{\sqrt{5}} \frac{\Gamma' \left( \frac{\tau(s) + \epsilon(\chi)}{2} \right)}{\Gamma \left( \frac{\tau(s) + \epsilon(\chi)}{2} \right)} - \frac{2}{\sqrt{5}} \frac{\zeta' \left( \tau(s) \right)}{\zeta \left( \tau(s) \right)} \right).$$

(Note that $G$ is independent of $a_0$ and $a_1$.) Then, given $\vec{a}$ and $\chi$, select $s_0 > 1$ so that

$$G(\vec{a}, \chi, s) \leq 0$$

for $1 < s \leq s_0$. We may now state Louboutin’s main result.

**Theorem 2.1** (Louboutin [7]). Let $\chi$ be a primitive, non-quadratic Dirichlet character with conductor $q$ and order greater than $m$, let $\vec{a} \in \mathbb{R}^{m+1}$ be admissible, and suppose that $S(\vec{a}, \chi, n) \geq 0$ for all integers $n$. Suppose further that $s(q) \leq \min(s_0, 1.92326)$. Then, using the notation from (2.2) and (2.3),

$$|L(1, \chi)| \geq \frac{F(s(q))}{\lambda \log(q/\pi)} = \frac{1 + o(1)}{\lambda \log(q/\pi)}.$$

Louboutin showed in [7, Lem. 10] that if $\chi$ is even or if $m = 2$, then $s_0 = 2.97675$ suffices. We first augment this by showing that a similar selection suffices for odd characters.
Lemma 2.2. Let $\chi$ be a primitive, non-quadratic odd Dirichlet character with order $m \geq 2$, let $\bar{a} \in \mathbb{R}^{m+1}$ be admissible, and suppose $S(\bar{a}, \chi, -1) \geq 0$. Then $G(\bar{a}, \chi, s) \leq 0$ for $1 < s \leq 2.28266$.

Proof. Since $\chi$ is odd, we have that $\epsilon(\chi^k)$ is 0 when $k$ is even and 1 when $k$ is odd. Thus
\[
G(\bar{a}, \chi, s) = G_0(s) \sum_{2 \leq k \leq m \atop k \text{ even}} a_k + G_1(s) \sum_{2 \leq k \leq m \atop k \text{ odd}} a_k,
\]
where
\[
G_0(s) = \frac{\Gamma'(s)}{\Gamma(s)} \frac{1}{\sqrt{3}} \frac{\Gamma'\left(\frac{s+1}{2}\right)}{\Gamma\left(\frac{s+1}{2}\right)} - \frac{2}{\sqrt{3}} \zeta'(\tau(s)),
\]
\[
G_1(s) = \frac{\Gamma'(s)}{\Gamma(s)} \frac{1}{\sqrt{3}} \frac{\Gamma'\left(\frac{s+1}{2}\right)}{\Gamma\left(\frac{s+1}{2}\right)} - \frac{2}{\sqrt{3}} \zeta'(\tau(s)).
\]
One may verify that $G_0(s) \leq 0$, $G_1(s) \geq 0$, and $G_1(s) \leq -G_0(s)$ for $1 < s \leq 2.28266$. Thus, the desired inequality $G(\bar{a}, \chi, s) \leq 0$ for $s$ in the prescribed range follows from the inequality
\[
\sum_{2 \leq k \leq m \atop k \text{ odd}} a_k \leq \sum_{2 \leq k \leq m \atop k \text{ even}} a_k,
\]
and this is established easily by combining the given facts that $S(\bar{a}, \chi, -1) \geq 0$ and $a_0 < 2a_1$. □

We may therefore replace the quantity $\min(s_0, 1.92326)$ in Theorem 2.1 with 1.92326 for the cases of interest.

Using Theorem 2.1, Louboutin established (1.1) in two principal steps. First, he required a real trigonometric polynomial $S(\bar{a}, \theta)$, with $\bar{a} \in \mathbb{R}^{m+1}$ admissible, with the property that $S(\bar{a}, \theta) \geq 0$ for all real $\theta$. In fact, an apparently stronger condition was required for $S(\bar{a}, \theta)$ in light of the discussion after (2.1), since $\chi^k$ might vanish on all but an arithmetic progression of integers $k$. In [7], it was therefore required more generally that each of the polynomials
\[
S_d(\bar{a}, \theta) = a_0 + \sum_{1 \leq k \leq m \atop d \mid k} a_k \cos(k\theta)
\]
satisfy
\[
S_d(\bar{a}, \theta) \geq 0
\]
for all real $\theta$, for $1 \leq d \leq m$. Louboutin established in [7, Lem. 15] that if (2.5) holds for each such $d$, then $S(\bar{a}, \chi, n) \geq 0$ for all integers $n$ and all primitive non-quadratic Dirichlet characters $\chi$ with order greater than $m$.

We note here however that it is enough to establish the case $d = 1$ of (2.5), that is, that $S(\bar{a}, \theta) \geq 0$ for all real $\theta$. The other cases follow automatically, as shown by the following averaging argument.

Proposition 2.3. Suppose $\bar{a} \in \mathbb{R}^{m+1}$, $D \leq m$ is a positive integer, and that there exist real numbers $\theta_0$, $L$, and $U$ such that $L \leq S(\bar{a}, \theta_0 + 2\pi k/D) \leq U$ for $0 \leq k < D$. Then for each $1 \leq d \leq D$ with $d \mid D$ we have
\[
L \leq S_d\left(\bar{a}, \theta_0 + \frac{2\pi k}{d}\right) \leq U
\]
for 0 ≤ k < d.

Proof. Suppose d is a positive integer with d | D. Then \( L \leq S(\vec{a}, \theta_0 + 2\pi \ell/d) \leq U \) for 0 ≤ \( \ell < d \), and

\[
\frac{1}{d} \sum_{\ell=0}^{d-1} S(\vec{a}, \theta_0 + \frac{2\pi \ell}{d}) = \frac{1}{d} \Re \sum_{\ell=0}^{d-1} \sum_{j=0}^{m} a_j e^{ij(\theta_0 + 2\pi \ell/d)} = \frac{1}{d} \Re \sum_{j=0}^{m} a_j e^{ij\theta_0} \sum_{\ell=0}^{d-1} e^{2\pi j \ell/d} = S_d(\vec{a}, \theta_0),
\]

so the result follows after replacing \( \theta_0 \) by \( \theta_0 + 2\pi k/d \), 0 ≤ k < d, in the formula above.

□

Our required result then follows easily.

Corollary 2.4. If \( \vec{a} \in \mathbb{R}^{m+1} \) and \( S(\vec{a}, \theta) \geq 0 \) for all real \( \theta \), then for 1 ≤ d ≤ m we have \( S_d(\vec{a}, \theta) \geq 0 \) for all real \( \theta \).

Proof. Select \( L = 0 \) in Proposition 2.3 (and \( U \) sufficiently large) and apply the statement for \( \theta_0 \in [0, 2\pi/d) \).

□

In [7], Louboutin chose \( m = 4 \) and considered trigonometric polynomials of the form

\[
S(\vec{a}, \theta) = (1 + \alpha \cos(\theta) + \beta \cos(2\theta))^2,
\]

selecting \( \alpha \) and \( \beta \) in order to minimize the value of \( \lambda \) while maintaining admissibility, as well as the nonnegativity of \( S(\vec{a}, \theta) \). The values \( \alpha = 1.601 \) and \( \beta = 0.709 \) were found to produce \( c = 3.42289 \ldots \) and \( \lambda = 9.27628 \ldots \) in (1.1). This established (1.1) for characters of order greater than 4.

Second, special polynomials were required to cover the cases of characters with order at most \( m = 4 \). For example, for order 4 the selection was \( \vec{a} = (2, 2, 1) \) so that \( \chi(n)(\vec{a}, \chi, n) = 2 + 4\Re(\chi(n)) + 2\Re(\chi^2(n)) \), which is nonnegative for characters \( \chi \) of order 4, since \( \chi(n) \in \{1, -1, i, -i\} \). This choice produced \( c = 2.32703 \ldots \) and \( \lambda = 5.04595 \ldots \), which is well below the required bound of 9.27628.

In the closing remarks of [7], Louboutin proposed that one might improve (1.1) by analyzing another family of nonnegative real trigonometric polynomials besides (2.6), for example, something with three or more parameters. Indeed we take such an approach here, but with polynomials of substantially larger degree, producing many more parameters to optimize over. In the next section we describe the construction of a favorable nonnegative trigonometric polynomial \( S(\vec{a}, \theta) \) with \( \vec{a} \in \mathbb{R}^{m+1} \) admissible, where \( m = 32 \). Corollary 2.4 greatly simplifies our constraints: we need only ensure that \( S(\vec{a}, \theta) \geq 0 \) on \( \mathbb{R} \) for our choice of \( \vec{a} \). Then in Section 3 we must cover the characters with order at most 32 using special polynomials, which require some additional searches.

3. Characters with large order

Given an integer \( m \geq 2 \), we would like to determine an admissible \( \vec{a} \in \mathbb{R}^{m+1} \) so that the associated real trigonometric polynomial \( S(\vec{a}, \theta) \geq 0 \) for all real \( \theta \), and so that the constant \( \lambda \) calculated from (2.2) is as small as possible. If \( m \) is small, we could employ analytic strategies to determine an optimal polynomial, but we would explore only a small portion of the available space. With a larger value of \( m \), we
might hope to find better solutions, but direct analysis may not be so tractable. We can proceed however by using numerical optimization methods. We employ the method of simulated annealing here to determine vectors $\mathbf{a}$ of substantial length that achieve small values for $\lambda$.

In our method, for a fixed degree $m$ we begin by constructing an admissible $\mathbf{a} \in \mathbb{R}^{m+1}$ for which the polynomial $S(\mathbf{a}, \theta) \geq 0$ for all real $\theta$. To achieve this starting point, we construct our polynomial as the square of the modulus of a randomly constructed trigonometric polynomial. Set $b_0 = 1$, and for $1 \leq k \leq m$ choose a random value for $b_k$ uniformly from the real interval $[0, B]$, where $B$ is a parameter that may be specified at run time. Let

$$g(\theta) = \left| \sum_{k=0}^{m} b_k e^{ik\theta} \right|^2.$$

We may then compute $a_0, \ldots, a_m$ so that $S(\mathbf{a}, \theta) = g(\theta)$: the $a_k$ are simply the (aperiodic) autocorrelations of the $b_k$:

$$a_k = \sum_{j=0}^{m-k} b_j b_{j+k}.$$

Each $a_k$ is nonnegative by construction, so we need only ensure that $a_0 < 2a_1$ for $\mathbf{a}$ to be admissible. If this is not the case, we simply restart and select new values for $b_1, \ldots, b_m$. We then proceed with the optimization phase.

In simulated annealing, one aims to optimize an objective function over a given space by an exploratory process: in our application we aim to minimize the value of $\lambda$ from (1.1) over the subset of $\mathbb{R}^{m+1}$ consisting of admissible points where $S(\mathbf{a}, \theta) \geq 0$ on $\mathbb{R}$. At each step, one moves from one’s current point in the space to a nearby point, and evaluates the objective function there. If this produces a smaller value for $\lambda$, one makes this the new current point and proceeds to the next iteration. If it produces a larger value, then one moves to the new point only with a particular probability, which depends on the current value of another parameter of the method known as the temperature. If the current temperature is $T$, and the change witnessed in our objective function is $\Delta \lambda > 0$, then we keep this step with probability $e^{-\Delta \lambda / T}$. In early stages of the method, the temperature is set to a high value, so that we keep many steps that make the value of our objective function worse. This promotes exploration of the space, and helps prevent the optimizer from stalling at a local minimum. As the method proceeds, the temperature is gradually decreased, so that we move more often in ways that improve the value of the objective function. A final phase in effect sets $T = 0$, so that one employs strict greedy descent.

Our method depends on the values of several parameters. In addition to the coefficient bound $B$ described above, one must specify:

- $S_1$ and $S_2$, the largest and smallest allowable maximum step sizes,
- $\rho > 0$, for controlling changes to the maximum step size,
- $\ell$, the number of positive temperature values considered,
- the annealing schedule $T_1 > \cdots > T_\ell > T_{\ell+1} = 0$, and
- $M$, the number of simulated annealing trials per temperature value and per maximum step size.

In our method, after selecting qualifying $b_1, \ldots, b_m$ and calculating the associated $a_0, \ldots, a_m$, we start by setting the maximum step size $S = S_1$ and the temperature
Table 1. Best values for $\lambda$ found at several values of $m$ ($\lambda$ values truncated).

| $m$ | $\lambda$          |
|-----|--------------------|
| 8   | 9.14800363         |
| 12  | 9.12993037         |
| 16  | 9.12475747         |
| 20  | 9.12328038         |
| 24  | 9.12292422         |
| 28  | 9.12268475         |
| 32  | 9.12254419         |

In each of $M$ trials we then select an integer $k \in [1, m]$ and a real value $s \in [-S, S]$ uniformly at random, and add $s$ to $b_k$. We then update each component of $\vec{a}$ to reflect this change: this requires just $O(m)$ work. If the new value of $\vec{a}$ is not admissible, we undo the change and proceed to the next iteration. If it is admissible, we know $S(\vec{a}, \theta) \geq 0$ everywhere by construction, so we compute the value of $\lambda$ at this new point. We then either keep the new point or undo this step, depending on the sign of $\Delta \lambda$ and the value of the current temperature, according to the rules for simulated annealing.

After $M$ steps at the current temperature $T_i$, we perform another $M$ steps at the next value in the annealing schedule, $T_{i+1}$, and continue this until we complete the batch at $T = T_{i+1} = 0$. After this, we divide the value of the maximum step size $S$ by $1 + \rho$ and repeat the procedure, starting again with $T = T_1$, provided the new value of $S$ exceeds $S_2$. When $S$ dips below this value, the process halts. Throughout, we display the state of the $a_k$ (suitably normalized) and the value of the objective function $\lambda$ whenever we achieve a new record which lies below a given threshold of interest.

We performed more than $10^5$ trials of our procedure at several values of $m$. The parameters $B, S_1, S_2, \rho, M,$ and the annealing schedule $T_1, \ldots, T_\ell$ varied across these runs, but we often selected $B \in [100, 300], S_1 \in [2.7, 4.5], S_2 = 10^{-6}, \rho \in [.01,.025], \ell \in [8, 12], M \in [2000, 12000], T_0$ near 0.1, and $1/T_{i+1} = 1/T_i + \delta$ with $\delta$ selected from a small range such as $[1.5, 1.75]$.

Table 1 lists the best values found by our method for several values of $m \leq 32$. We employ the value shown here for $m = 32$ to establish (1.3) in Theorem 1.1 for characters with order larger than 32. The coefficients $\vec{a}$ for this case appear in Figure 1, and the minuscule oscillations of the corresponding real trigonometric polynomial $S(\vec{a}, \theta)$ over $[\pi/2, \pi]$ are illustrated in Figure 2.

We remark that a similar simulated annealing procedure was employed in [9] to determine a nonnegative real trigonometric polynomial to assist with the determination of an improved explicit zero-free region for the Riemann zeta function of the form $\sigma > 1 - 1/(R_0 \log t)$, where $\sigma + it$ denotes a point in the complex plane. While a different objective function was employed there, the polynomial of degree 16 determined in that work qualifies in this problem as well, and in fact produces a very good value of 9.12725 in (1.3).

4. Characters with small order

We now turn to establishing (1.3) for primitive, non-quadratic Dirichlet characters of order at most 32. We note that it follows from the proof of [7, Lem. 15]...
Figure 1. The admissible value \( \vec{a} \) for the case \( m = 32 \) of Table 1, yielding \( \lambda = 9.1225441 \ldots \). 

\[
\vec{a} = (1, 0.87318927451176, 0.570782794693574, 0.260015116563811, \\
0.0656922507590789, 2.67697182147118 \cdot 10^{-6}, 7.4468356447752 \cdot 10^{-13}, \\
0.0069626755009933, 0.004190609752444870752, \\
2.96130352000425 \cdot 10^{-10}, 4.45789856003874 \cdot 10^{-6}, 0.000377374247406402, \\
0.00288379953409868, 2.328881379567 \cdot 10^{-6}, 3.87293028193371 \cdot 10^{-6}, \\
0.00141925431550028, 0.000109824949671327, 8.60368523724789 \cdot 10^{-10}, \\
9.63285107420278 \cdot 10^{-7}, 5.45973432309874 \cdot 10^{-7}, 4.42734462821885 \cdot 10^{-5}, \\
6.98268956353174 \cdot 10^{-6}, 2.99618267164813 \cdot 10^{-6}, 1.3781876599687 \cdot 10^{-5}, \\
7.76556929147899 \cdot 10^{-6}, 8.5046468334544 \cdot 10^{-10}, 1.27987067045419 \cdot 10^{-8}, \\
1.505043825263 \cdot 10^{-6}, 6.83922632017741 \cdot 10^{-8}).
\]

Thus, in view of Proposition 2.3 and Theorem 2.1, for each \( d \leq 32 \) we require an admissible \( \vec{a} \in \mathbb{R}^{m+1} \) with \( m < d \) such that

\[
S(\vec{a}, 2\pi k/d) \geq 0
\]

for all integers \( k \), and where the associated value of \( \lambda \) is at most 9.122685. Note we do not require that \( S(\vec{a}, \theta) \geq 0 \) for all real \( \theta \): this additional freedom allows us to find qualifying vectors with smaller \( \lambda \) values. Also, by Proposition 2.3 (with \( \theta_0 = 0 \)), we do not require a separate check that the values of \( S_d(\vec{a}, 2\pi k/d) \) from [2.4] with \( d' > 1 \) are also nonnegative.

Louboutin exhibited qualifying polynomials for orders \( d = 3, 4, 5, \) and 6, and some initial searches using integer values of the coefficients \( a_k \) allowed us to find
simple qualifying examples for several additional values of \(d\). For smaller values of \(d\), simple exhaustive searches with bounded coefficients sufficed. For certain larger values, we found some success with an iterative procedure: first, find a moderately good value for \(\lambda\) with a simple exhaustive search with bounded coefficients, then multiply each coefficient by a small integer, and search in the neighborhood of that point for improved \(\lambda\) values. These methods sufficed for \(d \leq 10\) and for \(12 \leq d \leq 16\), and our results are listed in Table 2. We include Louboutin’s examples for \(3 \leq d \leq 6\) here as well for the convenience of the reader.

We required a different method for the remaining \(d \leq 32\). For these, we adapted our simulated annealing procedure to determine qualifying polynomials. In this case, we no longer require nonnegativity everywhere, so we remove the sequence \(b_k\) from the procedure, and instead we operate on the \(a_k\) values directly. However, in order to apply our simulated annealing procedure, we must begin with a valid configuration, where \(S(\bar{a}, 2\pi k/d) \geq 0\) for each \(k\), and random selection of the \(a_k\) is very unlikely to produce a solution with this property, especially for larger values of \(d\).

We can resolve this by applying a preliminary round of simulated annealing, which behaves much like the procedure described in Section 3, but with another objective function. For a fixed integer \(d\) and a selected value for \(m < d\), we aim to minimize

\[
- \sum_{k=0}^{d-1} \min \left\{ 0, S(\bar{a}, \frac{2\pi k}{d}) \right\}
\]

over admissible \(\bar{a} \in \mathbb{R}^{m+1}\). For each \(d \leq 32\), we set \(m = d - 1\), \(a_0 = 1\), and select \(a_1 \in (1/2, 1]\) and \(a_i \in [0, 1]\) for \(2 \leq i \leq m\) uniformly at random. We then apply our simulated annealing procedure with the aim of minimizing the objective function (4.2), and halt as soon as we determine a vector for which this evaluates to 0. This determined a vector \(\bar{a}\) with the property (4.1) very quickly for each required \(d\). We then apply the simulated annealing procedure from Section 3, amended so that we adjust the values \(a_i\) directly rather than the \(b_i\), and so that we require that (4.1) remain true for each \(k\) in every step.

Our results for each remaining order \(d \leq 32\) are summarized in Table 3. The real trigonometric polynomial \(S(\bar{a}, \theta)\) selected for the case \(d = 32\) is displayed in Figure 3, along with its values at \(\pi k/16\) for integer \(k\).

5. Proof of Theorem 1.1

We may now establish Theorem 1.1.

Proof of Theorem 1.1. Our computations in Section 3 and 4, together with Theorem 2.1 and Corollary 2.4 establish (1.3). For (1.4), Louboutin [7, Lem. 3] noted that \(F(s)\) in (2.3) is decreasing for \(1 < s \leq 1.92326\). Since \(s(q)\) from (2.2) is decreasing as well, if \(g \geq q_0\) then \(F(s(q)) \geq F(s(q_0))\), so it suffices to compute \(|L(1, \chi)|\) for all primitive, non-quadratic Dirichlet characters \(\chi\) up to a particular bound \(q_0\) in order to obtain a result of the form (1.4). For [7], D. Platt performed this computation with \(q_0 = 90000\); here Platt kindly extended this computation up to \(q_0 = 10^6\) and determined that

\[
0.41292867 \leq |L(1, \chi)| \log(q/\pi) \leq 1.91211802
\]

over this range, so that \(\lambda = 2.4218\) suffices for these characters. \(\square\)
Table 2. Qualifying trigonometric polynomials for several orders $d \leq 16$ having $\lambda < 9.12$, determined using heuristic integer searches. (Values of $\lambda$ truncated.)

| $d$ | $\vec{a}$               | $\lambda$  |
|-----|--------------------------|-------------|
| 3, 6| $(1, 1)$                 | 3.72935     |
| 4   | $(2, 2, 1)$              | 5.04595     |
| 5   | $(1, 1, 1)$              | 6.38742     |
| 7   | $(1, 1, 1, 1)$           | 9.06189     |
| 8   | $(37, 31, 18, 5)$        | 9.09363     |
| 9   | $(22, 19, 12, 5)$        | 9.05800     |
| 10  | $(26, 23, 16, 8, 2)$     | 9.10161     |
| 12  | $(196, 169, 106, 44, 9)$ | 9.07653     |
| 13  | $(93, 81, 53, 24, 6)$    | 9.07653     |
| 14  | $(136, 120, 82, 40, 11, 0, 0, 1)$ | 9.11790 |
| 15  | $(476, 426, 301, 157, 48, 0, 0, 13)$ | 9.11703 |
| 16  | $(375, 324, 205, 87, 19, 0, 1, 1)$ | 9.11712 |

Figure 3. The degree 31 trigonometric polynomial $S(\vec{a}, \theta)$ over $0 \leq \theta \leq 2\pi$ with $\vec{a}$ from Table 3 for the case $d = 32$, and its (positive) values at the points $\theta = \pi k/16$ for $0 \leq k \leq 32$.

We remark that equality occurs on both sides of (5.1) when $\chi$ is one of the two primitive, non-quadratic characters with conductor 5. Platt’s calculation employed interval arithmetic and required approximately 400 core-hours, distributed over a number of 2.6 GHz Intel Sandy Bridge processors. We also remark that if one were to extend Platt’s computation to $q_0 = 10^7$, and all $L(1, \chi)$ values remained in the appropriate range, then it would follow immediately that one could replace (1.4) with

$$|L(1, \chi)| \geq \frac{1}{9.602277 \log(q/\pi)}$$

for all $q \geq 2$.

Finally, we add that we believe that the current method (without the assumption of GRH) does not allow for much improvement to (1.3) and (1.4). In particular,
we think it is unlikely that one can obtain a value smaller than 9 in (13) with the method described here.

Table 3: Qualifying trigonometric polynomials with degree $d = d - 1$ for remaining orders $d \leq 32$ having $\lambda < 9.1224$, determined using simulated annealing. (Values of $\lambda$ truncated.)

| $d$ | $\lambda$ |
|-----|-----------|
| 11  | 9.10488  |
| 17  | 9.11238  |
| 18  | 9.08309  |
| 19  | 9.09874  |
| 21  | 9.08552  |
| 22  | 9.09131  |
| 23  | 9.11866  |
| 24  | 9.11108  |
| 26  | 9.09925  |

\[ \|L(1, \chi)\| \]
Acknowledgements

We thank David Platt for his computations of $L(1, \chi)$ for primitive, non-quadratic Dirichlet characters with conductor at most $10^6$. We also thank Michaela Cully-Hugill and Forrest Francis for helpful remarks, and for checking some of the calculations.

References

[1] S. Balady and L. C. Washington, A family of cyclic quartic fields with explicit fundamental units, Acta Arith. 187 (2019), no. 1, 43–57. MR3884221

[2] Y. Lamzouri, X. Li, and K. Soundararajan, Conditional bounds for the least quadratic non-residue and related problems, Math. Comp. 84 (2015), no. 295, 2391–2412. Corrigendum, ibid. 86 (2017), no. 307, 2551–2554. MR3356031, MR3647972

[3] A. Languasco and T. S. Trudgian, Uniform effective estimates for $|L(1, \chi)|$ (Nov. 17, 2020), 13 pp. arXiv:2011.08348v1 [math.NT].

[4] J. E. Littlewood, On the class-number of the corpus $P(\sqrt{-k})$, Proc. London Math. Soc. (2) 27 (1928), no. 5, 358–372. MR1575396
[5] S. Louboutin, Minoration au point 1 des fonctions $L$ et détermination des corps sextiques abéliens totalement imaginaires principaux, Acta Arith. 62 (1992), no. 2, 109–124. MR1183984
[6] S. R. Louboutin, Explicit upper bounds for $|L(1,\chi)|$ for primitive characters $\chi$, Q. J. Math. 55 (2004), no. 1, 57–68. MR2043007
[7] _____, An explicit lower bound on moduli of Dirichlet $L$-functions at $s = 1$, J. Ramanujan Math. Soc. 30 (2015), no. 1, 101–113. MR3322753
[8] H. L. Montgomery and R. C. Vaughan, Multiplicative Number Theory, I: Classical Theory, Cambridge Stud. Adv. Math., vol. 87, Cambridge Univ. Press, Cambridge, 2007. MR2378655
[9] M. J. Mossinghoff and T. S. Trudgian, Nonnegative trigonometric polynomials and a zero-free region for the Riemann zeta-function, J. Number Theory 157 (2015), 329–349. MR3373245
[10] S. Okumura, S. Sugiyama, M. Yasuda, and T. Takagi, Security analysis of cryptosystems using short generators over ideal lattices, Jpn. J. Ind. Appl. Math. 35 (2018), no. 2, 739–771. MR3816249
[11] Y.-H. Park and S.-H. Kwon, Determination of all imaginary abelian sextic number fields with class number $\leq 11$, Acta Arith. 82 (1997), no. 1, 27–43. MR1475764
[12] D. J. Platt and S. Saad Eddin, Explicit upper bounds for $|L(1,\chi)|$ when $\chi(3) = 0$, Colloq. Math. 133 (2013), no. 1, 23–34. MR3139413
[13] O. Ramaré, Approximate formulae for $L(1,\chi)$, Acta Arith. 100 (2001), no. 3, 245–266. MR1865385
[14] _____, Approximate formulae for $L(1,\chi)$, II, Acta Arith. 112 (2004), no. 2, 141–149. MR2051374