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\section*{Abstract}

Flow cytometry is a technique that measures multiple fluorescence and light scatter-associated parameters from individual cells as they flow a single file through an excitation light source. These cells are labeled with antibodies to detect various antigens and the fluorescence signals reflect antigen expression. Interpretation of the multiparameter flow cytometry data is laborious, time-consuming, and expensive. It involves manual interpretation of cell distribution and pattern recognition on two-dimensional plots by highly trained medical technologists and pathologists. Using various machine learning algorithms, we attempted to develop an automated analysis for clinical flow cytometry cases that would automatically classify normal and chronic lymphocytic leukemia cases. We achieved the best success with the Gradient Boosting. The XGBoost classifier achieved a specificity of 1.00 and a sensitivity of 0.67, a negative predictive value of 0.75, a positive predictive value of 1.00, and an overall accuracy of 0.83 in prospectively classifying cases with malignancies.

\section{1. Introduction}

Flow cytometry is a technique used to detect and quantify the physical and immunophenotypic properties of cells suspended in fluids. Flow cytometry measures multiple fluorescence and light scatter associated parameters from individual cells as they flow single file through an excitation light source\textsuperscript{1}. Additionally, cells are typically labeled with antibodies to detect various antigens and the fluorescence signals reflect antigen expression. The technology converts fluorescence signals into electrical impulses, which are then digitized and processed by a computer and stored in a list mode format (Flow Cytometry Standard (FCS)). FCS files contain a matrix of expression values of all measured channels for all particles analyzed by a flow cytometer\textsuperscript{2}. This data generated is generally plotted in two-dimensional plots on a logarithmic scale. The regions on the plots are sequentially separated using gates, a form of subset extraction. Modern flow cytometers are able to analyze thousands of cells per second\textsuperscript{3}.

Clinical flow cytometry is highly suitable for diagnosis of hematopoietic disorders especially using peripheral blood, which has cells naturally suspended in a fluid base. The most common application is immunophenotyping to diagnose lymphoma and leukemias. Leukemia is a major hematological malignancy and can be acute (fast-growing) or chronic (slow-growing) and can start in myeloid cells or lymphoid cells. Chronic lymphocytic leukemia (CLL) is the most common adult leukemia in western countries. According to the National Cancer Institute’s Surveillance, Epidemiology, and End Results Program (SEER), the estimated number of new cases of CLL in the United States in 2018 was 20,940, representing about 1.2% of new cancer diagnoses\textsuperscript{4}. The disease results from the overgrowth of B lymphocytes co-expressing CD5, CD23, and low levels of surface immunoglobulin (sIg) of a single IG light (L) chain type and CD20\textsuperscript{4}. Peripheral blood flow cytometry is key to diagnosing CLL. However, interpretation of the multiparameter flow cytometry data generated by the flow cytometer is laborious, time-consuming and expensive as it involves manual gating, manual interpretation of cell distribution and pattern recognition on two-dimensional plots by highly trained personnel such as medical technologist and pathologist.

Augmented human intelligence (AHI) and artificial intelligence (AI) tools are being increasingly incorporated in various fields of medical practice for both diagnosis and patient management. With increasing understanding of the disease processes and increased testing platforms availability, the data generated has also significantly increased. Usage of AHI tools like machine learning (ML) and deep learning algorithms in medicine is being increas-
ingly evaluated to analyze the vast amount of data available and adequately incorporate in medical practice\textsuperscript{6,7}. Machine learning has been applied in flow cytometry including Critical Assessment of Population Identification Methods (FlowCAP)\textsuperscript{8}, in which automated algorithms are generated to reproduce manual gating. However, these methodologies also are dependent on extrapolating gates and user bias. Given the limitation of some of the tried methods, we attempted to develop and automated analysis for clinical flow cytometry cases that would allow for automatic classification of normal and chronic lymphocytic leukemia cases.

2. Methods and Materials

Institutional review board approval was granted for this study. Deidentified flow cytometry data from the lymphoma panel and the associated diagnostic flow cytometry reports from peripheral blood specimens from March 2017 to November 2019 were obtained. Blood samples were collected in an EDTA preservative. The panel is a 4 tube 10-color laboratory-developed test that contains antibodies to kappa light chain (polyclonal and monoclonal), lambda light chain (polyclonal and monoclonal), CD45, CD2, CD3, CD4, CD5, CD7, CD8, CD10, CD11c, CD16, CD19, CD20, CD22, CD23, CD25, CD30, CD38, CD52, CD56, CD57, CD103, CD200, FMC-7, HLA-DR, T-cell receptor a/b, and T-cell receptor g/d. Specimens were run on BD FACSCanto Clinical Flow Cytometry System. 10 fluorochromes per tube are used to measure specific antibodies. From each tube, 13 channels of data are collected (forward scatter-area (FSC-A), forward scatter height (FSC-H), side scatter area (SSC-A), and 10 fluorescence signals). Together, fluorescence signals from fluorochrome-labeled antibodies, forward and side-scatter measurements collected from the 4 tubes as FCS files are analyzed. The median number of events collected from this panel per run was 77,416, with a range of 15,574 to 904,338. CLL cases include normal CLL and monoclonal B cell lymphocytosis of CLL immunophenotype, which is a distinction made on a number of circulating monoclonal cells in the peripheral blood. The decision was made to have one class of “positive” cases, grouping CLL and MBCLL together.

Table 1 includes a breakdown of the types of cases in the study.

| Case Type | No. (% of cases) |
|-----------|------------------|
| Normal    | 53 (45.69)       |
| CLL       | 44 (37.93)       |
| MBCLL     | 19 (16.38)       |

3. Results

3.1. Time

Data transformation and processing on 4 million events took 3:20 minutes. This included removal of the first 384 events and concatenation of the next 769 events across the 13 channels and 4 tubes per patient. Training the RFC took 32 seconds, training the vanilla neural network took 2:50 minutes, training the CNN took 3:19 minutes, and training...
the XGBoost classifier took 3:07 minutes. Subsequent predictions for each model took less than 1 second each.

### 3.2. Accuracy

Using just the B-cell panel, the XGBoost classifier achieved a specificity of 100.0% and a sensitivity of 67.67%, a negative predictive value of 75.00%, a positive predictive value of 100.00%, and an overall accuracy of 83.33% in prospectively classifying cases with malignancies. These malignancies included CLL and MBCLL. The RFC achieved an overall accuracy of 79.16%. The neural network achieved an overall accuracy of 51.09%, and the CNN achieved an accuracy of 45.65%. The bulk of the subsequent analysis will be focused on the XGBoost classifier because it achieved the best results. Figure 1 shows a ROC (receiver operating characteristic) curve for the XGBoost classifier’s predictions on the test cases.

![Figure 1. ROC curve for classification of all cases (CLL, MBCLL, and cases without diagnosed abnormality).](image)

### 3.3. Analysis of cases misclassified by XGBoost

Out of the 24 testing cases, 20 were correctly classified. There were 4 false-negative cases, which were misclassified as negative. All four cases had the lymphoma cells in the range of what is classified as monoclonal B cell lymphocytosis of CLL immunophenotype (MBCLL) (less than 5 X 10 E9/L cells). These four cases had an absolute count of lymphocytes with CLL immunophenotype ranging from 1.47 to 3.49 x 10E9/L. 

### 3.4. XGBoost Classifier Stability

10-fold cross-validation of the Gradient Boosted classifier showed similar results with less than 10% standard deviation in the accuracy. Additionally, it showed an F1 score of 79.6% with less than 11% standard deviation. As expected, repeated runs of the XGBoost model showed less than 5% difference in accuracy across all classes.

### 4. Discussion

#### 4.1. Analysis of Model Performance

The XGBoost model was able to classify cases with the highest accuracy out of all classifiers. Recent studies comparing Gradient Boosting to Deep Learning models suggest that when the data is heterogeneous, Gradient Boosting outperforms simple Neural Nets, or even more advanced architectures like ResNets\textsuperscript{14}. For our study, all 13 channels from 4 patient were combined together to create one row of data points per patient. This heterogeneous combination of a variety of channels, including fluorescence signals, forward scatter, and side scatter parameters, could potentially explain the superiority of Gradient Boosting when compared with Neural Network architectures on our dataset. Additionally, Gradient Boosting outperformed a Random Forest model. Even though both architectures are ensemble models, a Gradient Boosting architecture fits each weak classifier to the residual of the previous classifier’s performance, leading to a model with higher accuracy and greater stability\textsuperscript{11}. This could also explain why the cross-validated stability of the model was very close to the reported accuracy from just one testing run.

Additionally, all our models were limited in the small number of cases available for training and testing. Various statistical studies show that ideally, at least 75-100 testing data points are needed for tabular data modeling\textsuperscript{15}, which is much greater than the 24 samples used in our study. Additionally, increasing the amount of available training data may help the performance of neural network architectures trained on TensorFlow\textsuperscript{10}.

#### 4.2. Pathological Analysis

The Gradient Boosting model was able to identify all the cases of chronic lymphocytic leukemia with high accuracy, and the analysis was made in less than a minute after the training was done. This lends the possibility of an expedited review by the pathologist and thus an alert to the treating physician. Going further, this model has the potential to be applied to other disease panels (acute leukemia, plasma cell, myeloid panel etc.) for expedited initial classification, expedited review and thus leading to prompt initiation of treatment, which is critical in some acute processes.

There were a few cases of monoclonal B-cell lymphocytosis of CLL, which were misclassified by our model as normal. However, our model was limited by a small number of cases in the training set. This could probably be improved by adding more cases to the training set; however, smaller laboratories are limited by an indigenous number of cases, which may be overcome by collaborating with additional laboratories. Collaboration with other laboratories could introduce inter-instrument variation, which may require streamlining the current data processing pipeline to
transform all inputs into a consistent format. Also, increasing the training set may improve performance for classifying normal cases.

The results from this study are encouraging for possible future use of machine learning in clinical and diagnostic flow cytometry. Initially, this technique may be applied within clinical laboratories for retrospective review of all cases for quality control followed by peer review of false positive and false negative cases, instead of the currently used manual review of only randomly selected cases. Prospectively the methodology may generate a preliminary interpretation of the data into normal versus abnormal and subsequently into diseases for the pathologist to review. As we develop more experience with this methodology, there is a potential of auto verification of the normal cases as we do in other aspects of clinical testing. Machine learning in flow cytometry has potential for research implications as well. Computationally analyzing our expanding repertoire of flow cytometry data by machine learning opens new avenues for identifying differences between normal and abnormal cell populations and may lead to new discoveries.

5. Conclusion

Given the data constraints, the Gradient Boosting classifier performed well on the testing dataset. To further expand this study, we recommend collaboration with other laboratories to increase the dataset size and streamline the data processing pipeline. Acquiring more data will open up the possibility of training more accurate Deep Learning models to classify CLL. Additionally, we recommend this study be expanded to immunophenotyping of other hematological malignancies.
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8. Appendices

8.1. Experimental Details

8.1.1 Source code

Publicly available: https://github.com/kangakum36/FlowAI