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Abstract
Given the three dimensional complexity of a video signal, training a robust and diverse GAN based video generative model is onerous due to large stochasticity involved in data space. Learning disentangled representations of the data help to improve robustness and provide control in the sampling process. For video generation, there is a recent progress in this area by considering motion and appearance as orthogonal information and designing architectures that efficiently disentangle them. These approaches rely on handcrafting architectures that impose structural priors on the generator to decompose appearance and motion codes in the latent space. Inspired from the recent advancements in the autoencoder based image generation, we present AVLAE (Adversarial Video Latent AutoEncoder) which is a two stream latent autoencoder where the video distribution is learned by adversarial training. In particular, we propose to autoencode the motion and appearance latent vectors of the video generator in the adversarial setting. We demonstrate that our approach learns to disentangle motion and appearance codes even without the explicit structural composition in the generator. Several experiments with qualitative and quantitative results demonstrate the effectiveness of our method.

1. Introduction
Generative Adversarial Networks (GAN) [16] are implicit generative models which have shown remarkable progress in image generation. Many variants of this framework were proposed to address training instability [46, 2, 17, 42, 37] and to improve the image generation quality [41, 11, 26, 60, 5, 27, 28]. More applications of GANs include image translation [23, 61] and super-resolution [32, 7]. Videos are three dimensional spatio-temporal signals with different objects performing diverse actions over time. However video generation is more challenging than image generation due to the additional temporal dimension. The generated videos should not only maintain consistent geometrical structure, composition / appearance of various objects in the video across all frames but also the motion of different objects over time should be physically plausible. The motion of the several objects can be highly stochastic [9] or governed by complex dynamics between frames [48]. Increase in model complexity and memory [45] are the other consequences. Recent GAN based approaches decomposed the generation pipeline into output foreground - background [56] or the latent static appearance-motion [52, 58] to tackle with these challenges. The former way poses a static background assumption while the latter approach requires carefully designed architectures to learn disentangled representations.

In this work, we aim to achieve motion and appearance disentanglement without imposing strict structural priors on the generator. We propose to learn the disentangled representations from the encoded discriminative features of the generated videos. Autoencoders on the other hand, are encoder-decoder type networks which learn representations to the data in unsupervised manner. Variational AutoEncoders (VAE) [30] are the generative autoencoders where the encoder approximates the posterior over latent variables, which is being utilized for sampling latent codes to be processed by the decoder to output the reconstructions. Another class of generative models [34, 31, 13, 15, 53, 21, 40] aim to combine adversarial training with autoencoders to mitigate with 1. mode-collapse in conventional GAN 2. workaround for reconstruction loss in pixel space and 3. to give generative capability to the normal autoencoders. Pidhorskyi et al. [40] proposed a latent autoencoder for image generation that can leverage advantages of GANs and provide less entangled representations of the images. They applied non-linear transformation of latent vectors sampled from fixed prior to an intermediate latent space free from the fixed distribution imposition, with only restriction being to match encoded features used in the discriminator. Such unconstrained latent space is shown to learn rich semantic repre-
sentations \cite{27,28} as its distribution is allowed to be learnt from the data itself. In this work, we propose a generative video autoencoder (AVLAE), extension of \cite{40} for video generation. We reconstruct the two stream intermediate latent space by computing the appearance and motion (optical flow) cues from the generated videos. Our main contributions are as follows:

1. We propose a novel generative video latent autoencoder framework for unconditional video generation
2. We propose a simple and straight-forward technique for efficient motion and appearance disentanglement with a rudimentary generator architecture
3. We conduct extensive evaluation of our method along with ablation studies and compare to the state-of-the-art video generation methods

2. Related work

2.1. Video Generation

Our problem mainly concerns with unconditional video generation and learning disentangled representations. Existing unconditional video generation approaches are mainly based on GANs. GAN based video generative models \cite{56,44,52,53,1,45,8,25,58} employ adversarial training for learning video distribution. Vondrick et al. \cite{56} train a two stream (3D spatio-temporal foreground and 2D spatial background streams) generator to output the final video. But this comes with an assumption that the background remains static throughout the video which might not be true for complex datasets \cite{48}. Saito et al. \cite{44} implemented a temporal generator producing sequence of latent vectors and an image generator transforming each latent vector to an image. Tulyakov et al. \cite{52} generated video clips by traversing through the decomposed latent space of image generator. Each latent vector is a concatenation of content vector (constant through-out the video) and motion vector (sampled from motion subspace at each timestep). They also introduced the convention to use two discriminators (video and image discriminators) playing the minimax game concurrently with the generator. Ohnishi et al. \cite{38} generated videos in two stages by first generating optical flow from noise and further adding texture to synthesize intact video. TGAN2 \cite{45} was optimized on memory and computational cost by instituting temporal sub-sampling layers at multiple levels of generation process. G³AN \cite{58} decomposes motion and appearance in a three stream generator with a main spatio-temporal stream and two auxiliary (spatial and temporal) streams and outperformed the previous works. Despite learning disentangled representations, G³AN needed careful construction of a three stream generator and a factorized spatio-temporal attention module. We rather consider a rudimentary spatio-temporal generator mapping two independent and identically distributed latent vectors to output space.

2.2. Conditional Generation

As video generation from random noise vectors require to model the dataset distribution, many methods were proposed for generating videos by leveraging conditional inputs with recurrent architectures. Video prediction \cite{56,54,55,10,8,33,20,59,24} task particularly learns a generative model by conditioning on starting \( K > 0 \) frames of the target video. Other modes of input include conditioning on semantic segmentation map \cite{39}, start and end frames \cite{57} and captions \cite{35}. However the presence of additional inputs makes it different from the unconditional video generation problem where the inputs are random vectors drawn from latent space.

2.3. Adversarial Generative Autoencoders

There have been recent efforts in combining adversarial training with traditional autoencoders \cite{43} for image generation. Makhzani et al. \cite{34} performed variational inference by imposing an arbitrary prior distribution using adversarial training over aggregated posterior and prior latent distributions. Larsen et al. \cite{31} used adversarial learning in output space of a VAE and replaced pixel reconstruction loss with feature-wise errors in the discriminator. Donahue et al. \cite{13} and Dumoulin et al. \cite{15} concurrently trained an auxiliary network that maps generated samples to the latent features of the generator. The discriminator then distinguishes the joint distribution of latent variables and image samples from generator and auxiliary networks. Pidhorskyi et al. \cite{40} proposed Adversarial Latent AutoEncoder (ALAE) which generated high fidelity images that are comparable to GANs \cite{25,27,28} while learning less entangled representations. However as per our knowledge, this is the first attempt to train a adversarial autoencoder that efficiently learns 3 dimensional video distribution while also decomposing the motion and appearance features in latent space.

3. GAN Preliminaries

A GAN contains two networks, a generator \( G \) and a discriminator \( D \), which are trained in adversarial fashion. The generator is trained to model the data distribution and generate realistic samples by taking noise vector \( z \) sampled from fixed prior \( P_z \) (usually gaussian), as input. Concurrently discriminator which takes the generated samples \( G(z) \) and samples from data distribution \( P_d \), is trained to distinguish between them and also provides feedback to the generator.
Figure 1. AVLAE architecture (best viewed in color). $F_A$ and $F_M$ project input appearance and motion latent vectors onto intermediate latent space. The video generator $G$ outputs generated video of resolution $128 \times 128 \times 16$ from the concatenated intermediate latent vector. The motion encoder $E_M$ and appearance encoder $E_A$ encodes motion, appearance characteristics to latent space respectively. The output dimensions are of the form $\text{channels} \times \text{depth} \times \text{Height} \times \text{Width}$. $\Delta$ denotes L1 reconstruction loss.

\[
\min_G \max_D \mathcal{L}(G, D) = \mathbb{E}_{x \sim P_D(x)} [\log D(x)] + \mathbb{E}_{z \sim P_G(z)} [\log (1 - D(G(z)))] \tag{1}
\]

The training of a GAN includes optimizing eq.1 which resembles a zero-sum game between generator and discriminator until they converge to a stable nash equilibrium. With enough capacity of $G$ and $D$, it was shown that the generator distribution $P_G$ converges to the real data distribution $P_D$ allowing us to sample novel and realistic data samples [16].

4. Approach

In this section, we introduce the architecture of the proposed model. We decompose the generator of a typical GAN into three networks $F_A$, $F_M$, and $G$. $F_A$ and $F_M$ are the non-linear transformation functions for appearance and motion latent vectors respectively. They map the respective latent vectors sampled from input latent subspace to the intermediate latent subspace. $G$ is a spatio-temporal generator which outputs the generated video of fixed number of frames. On the other side, we retain the video discriminator $D_V$ [52] [58] and decompose the image discriminator into the appearance encoder $E_A$ and the image latent discriminator $D_I$. The image discriminator requires generator to output videos with coherent spatial structures in each frame while video discriminator requires the generated videos to be spatio-temporally consistent. We also introduce the motion encoder $E_M$ network which explicitly encodes the dynamics of the input video to a bottleneck representation. see Fig.1

4.1. Video Generator

We implement $F_A$ and $F_M$ as stacked fully connected layers with leaky relu activations between them and $G$ as a simple spatio-temporal upsampling generator with factorized (1+2)D transpose convolutions [51]. $F_A$ projects the input vector $z_A$ sampled from normal distribution onto the intermediate appearance subspace $W_A$. Similarly $F_M$ projects another independent vector $z_M$ sampled from identical distribution onto the intermediate motion subspace $W_M$. We aim $W_A$ to learn motion independent appearance features of the video and $W_M$ to learn disentangled motion characteristics. Appearance and motion projections are then concatenated to form samples in intermediate video latent space $W_V$. i.e. $W_V = W_A \times W_M$. Network $G$ takes the concatenated vector and translates to a video of fixed frame length, $T$. So the generated video distribution would be
\[ P_G(x) = \int_{w_A} \int_{w_M} P_G(x/w_A, w_M) P_{F_A}(w_A) P_{F_M}(w_M) \, dw_A \, dw_M \] (2)

4.2. Image and Motion Encoders

Given an input video, we want our motion encoder \( E_M \) to explicitly encode the dynamics of the video in a representational space. Optical Flow is the motion of image pixel intensities between the frames in a scene which can be attributed to motion of objects in the scene. It carries low-level motion information which can further be utilized in high-level vision tasks like video recognition [47] and even in video generation [38]. Optical flow estimation with deep neural networks has achieved great progress over the traditional methods [14][22][49]. Our motion encoder first estimates the optical flow sequence of length \( T - 1 \) for the input video of \( T \) frames with a pre-trained flow prediction network, which is further processed by factorized spatio-temporal convolution layers to output the encoded motion vector. Thus obtained encoded motion vector is concatenated before the fully connected layers of video discriminator as shown in Fig4 to ensure temporal coherence in generated videos. We used the state-of-the-art end-to-end differentiable flow estimator RAFT [49] pretrained on sintel dataset [4] for obtaining optical flow at \( 1/8 \)th of the spatial resolution of the input video. The distribution at the output of motion encoder for input generated video is

\[ P_{E_M}(w_M') = \int_x P_{E_M}(w_M'/x) P_G(x) \, dx \] (3)

We also sample randomly a single frame from the input video and feed it to the appearance encoder \( E_A \) to get appearance latent vector. The encoded image is further passed to \( D_I \) to get real/fake probabilities. If the distribution of all generated frames is \( P_G(x_i) \),

\[ P_{E_A}(w_A') = \int_x P_{E_A}(w_A'/x) P_G(x_i) \, dx \] (4)

would be the output distribution of \( E_A \). We observe that by training with an adversarial objective, the generator distribution converges towards the real data distribution. i.e. \( P_G(x) \approx P_D(x) \) and \( P_G(x_i) \approx P_D(x_i) \), where \( P_D(x) \) and \( P_D(x_i) \) are real video and real frame distribution respectively. So by replacing \( P_D(x) \), \( P_D(x_i) \) for \( P_G(x) \), \( P_G(x_i) \) in eq. [3][4] respectively, the encoder distributions converge to same for real video/frame and generated video/frame inputs.

Now the intermediate latent distributions \( P_{F_A}(w_A), P_{F_M}(w_M) \), \( P_{E_A}(w_A') \) and \( P_{E_M}(w_M') \) are not enforced to follow any predefined prior and are free to learn from the data. Additionally we put the constraint that the latent space pairs \( (P_{F_A}(w_A), P_{F_M}(w_M)) \) and \( (P_{F_A}(w_A'), P_{F_M}(w_M')) \) should be same. That is,

\[ P_{F_A}(w_A) = P_{E_A}(w_A') \]
\[ P_{F_M}(w_M) = P_{E_M}(w_M') \] (5)

With this constraint, the networks \( G - (E_A, E_M) \) become generator - two stream encoder type autoencoder which autoencodes the joint video latent space \( W_V \). We implement this constraint by a reconstruction loss between \( (w_A, w_M) \) and \( (w_A', w_M') \) which is minimized by updating \( G, E_M^* \) and \( E_A \) where \( E_M^* \) represents motion encoder excluding the flow estimator network.

4.3. Learning

Let \( T > 0 \) be the number of frames to be generated and \( x_{1:T} \) represents the video sample of \( T \) frames from the dataset \( D \). Let \( z_A \) and \( z_M \) are appearance and motion latent vector samples from input latent subspaces \( Z_A \) and \( Z_M \) re-

\begin{algorithm}[H]
\caption{AVLAE Training}
1: \( \theta_{E_A}, \theta_{F_A}, \theta_{G} \leftarrow \text{params(FlowEstimator)} \)
2: \( \theta_{E_A}, \theta_{F_M}, \theta_{G}, \theta_{E_A}, \theta_{E_M}, \theta_{D_I}, \theta_{D_V} \leftarrow \text{Initialize network parameters} \)
3: \text{while not converged do}
4: \phantom{3:} \text{Step I. Update } E_A, E_M, D_I \text{ and } D_V
5: \phantom{4:} x \leftarrow \text{Random mini-batch from dataset } D
6: \phantom{4:} z_A \leftarrow \text{Samples from prior } P_{Z_A} = N(0, I)
7: \phantom{4:} z_M \leftarrow \text{Samples from prior } P_{Z_M} = N(0, I)
8: \phantom{4:} \hat{x} \leftarrow G(F_A(z_A), F_M(z_M))
9: \phantom{4:} x_l \sim \{x_{1:T}\} \text{ and } \hat{x}_l \sim \{\hat{x}_{1:T}\}
10: \phantom{4:} L_{D_M}^{E_M^*, D_V} \leftarrow \log(D_V(x_{l}, E_M(x_l))) + \log(1 - D_I(x_l, E_M(x_l)))
11: \phantom{4:} L_{adv}^{E_M} \leftarrow \log(D_I(E_M(x_{l}))) + \log(1 - D_I(E_M(x_l)))
12: \phantom{4:} grad \leftarrow \nabla_{\theta_{E_M}} L_{adv}^{E_M} \frac{\partial L_{D_M}^{E_M^*, D_V}}{\partial \theta_{E_M}}
13: \phantom{4:} \theta_{E_M^*}, \theta_{D_I} \leftarrow \text{ADAM}(\text{grad}, \theta_{E_M^*}, \theta_{D_I}, \alpha, \beta_1, \beta_2)
14: \phantom{4:} \text{Step II. Update } F_A, F_M \text{ and } G
15: \phantom{4:} z_A \leftarrow \text{Samples from prior } P_{Z_A} = N(0, I)
16: \phantom{4:} z_M \leftarrow \text{Samples from prior } P_{Z_M} = N(0, I)
17: \phantom{4:} \hat{x} \leftarrow G(F_A(z_A), F_M(z_M))
18: \phantom{4:} x_l \sim \{x_{1:T}\}
19: \phantom{4:} L_{adv}^{F_A, F_M, G} \leftarrow \log(1 - D_I(\hat{x}_l)) + \log(1 - D_V(\hat{x}_l))
20: \phantom{4:} grad \leftarrow \nabla_{\theta_{E_A}} L_{adv}^{F_A, F_M, G} \frac{\partial L_{adv}^{F_A, F_M, G}}{\partial \theta_{E_A}}
21: \phantom{4:} \theta_{E_A}, \theta_{F_A}, \theta_{G} \leftarrow \text{ADAM}(\text{grad}, \theta_{E_A}, \theta_{F_A}, \theta_{G}, \alpha, \beta_1, \beta_2)
22: \phantom{4:} \text{Step III. Update } E_A, E_M^* \text{ and } G
23: \phantom{4:} z_A \leftarrow \text{Samples from prior } P_{Z_A} = N(0, I)
24: \phantom{4:} z_M \leftarrow \text{Samples from prior } P_{Z_M} = N(0, I)
25: \phantom{4:} L_{rec}^{E_M, G} \leftarrow \|F_M(z_M) - G(F_A(z_A), F_M(z_M))\|^2 + \|F_A(z_A) - E_A(G(F_A(z_A), F_M(z_M)))\|_1^2
26: \phantom{4:} grad \leftarrow \nabla_{\theta_{E_M^*}} L_{rec}^{E_M, G} \frac{\partial L_{rec}^{E_M, G}}{\partial \theta_{E_M^*}}
27: \phantom{4:} \theta_{E_M}, \theta_{E_M^*}, \theta_{G} \leftarrow \text{ADAM}(\text{grad}, \theta_{E_M}, \theta_{E_M^*}, \theta_{G}, \alpha, \beta_1, \beta_2)
28: \text{end while}
\end{algorithm}
5. Experiments

We compare our approach with state-of-the-art GAN based video generation methods VGAN [56], TGAN [44], MoCoGAN [52] and G$^3$AN [58] which are closest to our work, qualitatively and quantitatively. Then we conduct experiments to demonstrate the motion and content disentanglement by manipulating the latent spaces. Finally we perform ablation studies for our proposed method to show the effectiveness of each component of the architecture.

5.1. Datasets

We evaluate the proposed method on three datasets namely UvA-NEMO smiles [12], Weizmann Human Actions [4] and UCF-101 Action Recognition [48] datasets.

UvA-NEMO smiles dataset consists of 1240 spontaneous/posed smiling video sequences spanning around 400 identities. The Weizmann Human Actions dataset comprises 90 videos of 9 people performing 10 natural actions. Similar to [58], we augment the dataset by horizontally flipping the videos. The UCF-101 is a more diverse 101 category actions dataset with videos collected from YouTube. We resize each frame to $170 \times 128$ resolution and center crop to $128 \times 128$.

5.2. Implementation Details

We trained our model using PyTorch for generating $128 \times 128$ spatial resolution videos with $T = 16$ frames. We used ADAM optimizer [29] with $\beta_1 = 0.5$ and $\beta_2 = 0.999$ and a learning rate of $2e^{-4}$ for all networks. All our latent vectors $z_A, z_M, w_A$ and $w_M$ are 128 dimensional vectors. We used $K_1 = K_2 = 1$ in eq(10) in all our experiments. The networks $F_A, F_M$ are independent and implemented as 5 stacked fully connected layers each while $D_I$ and $D_V$ are 3 stacked fully connected layers each. Through out our framework, we used factorized versions of 3D convolutional and 3D transpose convolutional layers.

5.3. Quantitative Analysis

We evaluate each method quantitatively with two metrics which are video extensions of widely used image generation evaluation metrics, Fréchet Inception Distance (FID) [19] on all aforementioned datasets and Inception Score (IS) [46] on UCF-101 dataset. We utilize the features of 3D CNN feature extractor [18] similar to [58], on dataset and generated video samples. The FID-Score compares for samples from dataset and generated videos, the first and second moments of the distribution of 3D CNN features. The Inception score (IS) is calculated as relative entropy between conditional and marginal distributions of classification labels for generated video samples. The FID score captures the video quality and temporal coherence. Higher inception score implies low entropy in conditional and high entropy in marginal class distributions. So IS captures both visual quality and diversity of generated videos.

We use our trained model to generate videos randomly which are to be used in FID and IS calculation. As previous methods were trained for $64 \times 64$ resolution videos, we also downsample our generated videos to $64 \times 64$ and report FID values on both resolutions to avoid unwarranted advantages simply because of higher resolution. We randomly generate 5000 video samples for each trained model and utilize them in calculation of the metrics. FID and IS scores for different approaches are shown in Table[1] and Table[2].
Table 1. Video FID score comparison with state-of-the-art approaches (lower is better). All results except ours are taken from [58].

| Method   | UvA     | Weizmann | UCF-101 |
|----------|---------|----------|---------|
| VGAN     | 235.01  | 158.04   | 115.06  |
| TGAN     | 216.41  | 99.85    | 110.58  |
| MoCoGAN  | 197.32  | 92.18    | 104.14  |
| G^3AN    | 64.82   | 76.94    | 87.20   |
| AVLAE-64 | 60.05   | 68.46    | 84.38   |
| AVLAE    | 54.20   | 65.71    | 80.59   |

Table 2. Video IS score comparison with state-of-the-art approaches (higher is better) on UCF-101 dataset. All results except ours are taken from [58].

| Method   | UvA | Weizmann | UCF-101 |
|----------|-----|----------|---------|
| G^3AN    | 2.94| 2.74     | 3.06    |
| AVLAE-64 | 3.88| 3.93     | 3.97    |
| AVLAE    | 3.93| 3.97     |         |

correspondingly. G^3AN results are different from those reported in [58] as the authors of G^3AN have improved their model in their official code [2].

Our approach consistently outperformed the previous methods in all datasets with respect to FID score. This manifests the superior visual quality and spatio-temporal consistency of our generated video samples. The higher inception score on UCF-101 demonstrates the diverse video samples spanning the latent space. We note that G^3AN produced second best results and is closest to our approach. However, the G^3AN packs an expensive generator with around 25M trainable parameters for generating 64 \times 64 \times 16 videos while our generator contains nearly same number of trainable parameters for generating 128 \times 128 \times 16 resolution videos.

5.4. Qualitative Analysis

We randomly sample the videos from the trained models by sampling the latent vectors and feeding them to the generator. We present generated samples by different methods on the three datasets in Fig. 2.

We experiment with the motion and appearance disentanglement in the latent space. Particularly, we fix one of the input latent vectors z_A, z_M while varying the other and visualize the videos obtained in the process. Fig. 3 shows the samples obtained while changing the motion code z_M and keeping the appearance code z_A same. All the three methods including ours, preserved the appearance characteristics (facial appearance) across the two samples but the motion in the samples generated by MoCoGAN is unaltered even though z_M is changed. G^3AN and AVLAE are able to alter the motion (amount of smile in this case) for different samples of z_M. This shows the efficient motion disentanglement in latent space. We note that unlike G^3AN, there is no explicit structural composition of generator to achieve the same in our framework (both z_M and z_A are equivalent with respect to the generator’s architecture). Figure 4 further shows the alteration of appearance characteristics in generated videos by our model while changing z_A without altering z_M.

With the input video sample from dataset distribution, the reconstructions given by the autoencoder can also be visualized by using the feature representations. For input real video x, we sample a single frame x_t \sim \{1:T\} and construct the model output as G(E_A(x_t), E_M(x)). Fig. 5 shows such reconstructions for held out videos during training.

5.5. Ablation Study

Further we study the contribution of each individual component in our proposed architecture. As our main contributions are regarding latent reconstruction and motion encoder block, we retrain our model on UvA-NEMO dataset in the following four cases of modification: i) removing latent motion code w_M reconstruction ii) removing appearance latent w_A reconstruction iii) removing both appearance and motion latent reconstruction iv) removing both appearance and motion latent reconstructions and Motion Encoder E_M. The first three cases are equivalent to choosing hyperparameters K_1 = 0, K_2 = 0 and K_1 = K_2 = 0 respectively. Note that these three cases still include the motion encoder in their architecture. In fourth case, we remove motion encoder additionally and change the number of channels of fully connected layers in D_V accordingly which results in normal video GAN with image and video discriminators. We evaluate these cases quantitatively in terms of FID scores on UvA-NEMO dataset in Table. 3.

We first observe that the motion encoder has the most effect on generating high fidelity videos with temporal consistency, as removing the motion encoder resulted in the highest rise in FID score. Further, the removal of appearance reconstruction gave best FID score overall. This is in-line with the findings of [40] that the intermediate latent space learning more discriminative features from image discriminator might not be ‘rich’ enough. However the
Figure 2. Visual comparison of generated samples (1st, 10th and 16th frames) with TGAN, MoCoGAN and G3AN methods. Top row are generated samples from UvA-NEMO, middle row are Weizmann Action and UCF-101 samples in third row. Video frames of TGAN, G3AN and MoCoGAN are from [58].

Figure 3. Video samples with same appearance code $z_A$ and two different samples of $z_M$ for each method on UvA-NEMO dataset. Best viewed when zoomed-in

Figure 4. Video samples generated by AVLAE with same motion code $z_M$ and two different samples of $z_A$. Best viewed when zoomed-in

Figure 5. Reconstructions of real video samples. 1st and 3rd rows are the real video inputs. 2nd and 4th row videos are their corresponding reconstructions.

Figure 6. Ablation Study: First row shows two videos with different $z_A$ and same $z_M$ when $w_A$ reconstruction is removed. Second row shows two videos with same $z_A$ and different $z_M$ when $w_M$ reconstruction is removed.

removal of appearance reconstruction resulted in the loss
unconstrained. However removing the latent motion reconstruction also resulted in videos with unnatural motion between the frames. The intact AVLAEE architecture generates high quality videos while also decomposing the motion and appearance.

6. Conclusion

In this paper, we have presented an adversarial autoencoder framework for video generation. Our work is the first autoencoder based video generative model that is able to learn video distribution efficiently and perform better than existing GAN based video generation methods. We considered a rudimentary structure for the generator and proposed to autoencode the decomposed latent vectors. The experiments demonstrated the ability of our framework to generate high fidelity videos with spatio-temporal consistency as well as to learn less entangled representations of the videos in the latent space resulting in decomposition of motion and appearance. Further ablation experiments prove that the intact AVLAEE model gives more control over the latent space while preserving the video quality.
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