Abstract—Sharing research artifacts is known to help people to build upon existing knowledge, adopt novel contributions in practice, and increase the chances of papers receiving attention. In Model-Driven Engineering (MDE), openly providing research artifacts plays a key role, even more so as the community targets a broader use of AI techniques, which can only become feasible if large open datasets and confidence measures for their quality are available. However, the current lack of common discipline-specific guidelines for research data sharing opens the opportunity for misunderstandings about the true potential of research artifacts and subjective expectations regarding artifact quality. To address this issue, we introduce a set of guidelines for artifact sharing specifically tailored to MDE research. To design this guidelines set, we systematically analyzed general-purpose artifact sharing practices of major computer science venues and tailored them to the MDE domain. Subsequently, we conducted an online survey with 90 researchers and practitioners with expertise in MDE. We investigated our participants’ experiences in developing and sharing artifacts in MDE research and the challenges encountered while doing so. We then asked them to prioritize each of our guidelines as essential, desirable, or unnecessary. Finally, we asked them to evaluate our guidelines with respect to clarity, completeness, and relevance. In each of these dimensions, our guidelines were assessed positively by more than 92% of the participants. To foster the reproducibility and reusability of our results, we make the full set of generated artifacts available in an open repository at https://mdeartifacts.github.io/.

I. INTRODUCTION

The term “reproducibility crisis” has gained traction as researchers from various fields have reported challenges to reproduce studies [1]. Software engineering (SE) research is by no means exempt from this phenomenon, as many authors in SE have faced difficulties when trying to reproduce studies [2], performing replications with the direct support of authors [3]; and reusing artifacts in their own benchmarks [4]. To mitigate these issues, SE conferences have started to incorporate artifact evaluation processes [5]–[9]. In parallel to this, the Association for Computing Machinery has recently launched the ACM SIGSOFT Empirical Standards document to communicate frequent expectations for research methods commonly used by their community [10].

Software artifacts are known to provide means to others to build upon existing knowledge [11], adopt novel contributions in practice [12], and increase the chances of papers receiving attention [13]. However, the current lack of discipline-specific guidelines for research data management [14] opens the opportunity for conflicting subjective expectations toward artifact quality and hence, misunderstandings on the true potential of research artifacts [15].

In Model-Driven Engineering (MDE), openly providing research artifacts plays a key role for the following reasons. First, despite some attempts to provide sets of models in consolidated repositories [16], [17] and collections of UML models [18], [19] and transformations [20], [21], there is still a lack of large datasets of models of diverse modeling languages and application domains [22]. Having more systematic artifact sharing practices would help to increase the potential reuse of available models and support the evaluation of research tools and techniques. Second, the need for consolidated artifact sharing practices in MDE research has recently become more pronounced, as the community targets a broader use of artificial intelligence (AI) techniques. Thus, to benefit from the advances in machine learning and even more so deep learning, MDE researchers should address the need for large open datasets and confidence measures for their quality.

In this paper, we present a set of guidelines for artifact sharing specifically tailored to MDE research. We designed and applied a comprehensive methodology to inform the design of our guidelines. This methodology included an analysis of available discipline-independent practices for artifact sharing from various SE venues, a study of literature on artifacts in the MDE domain, an application of project management principles from the literature, and an online survey with 90 practitioners and researchers with experience in MDE. We address the following research questions:

RQ1: How can one define domain-specific guidelines for artifact sharing in the MDE domain?
RQ2: How do the defined guidelines address the main challenges encountered by MDE experts?
RQ3: How do MDE experts prioritize our practices?
RQ4: What is the quality of the proposed guidelines?

The outcome is a set of 84 practices, structured along seven factual questions (i.e., what, why, where, who, when, how, how much/many), and prioritized into the three levels essential, desirable, and unnecessary. The quality of our guidelines in terms of completeness, clarity, and relevance was assessed positively by more than 92% of our participants. These findings indicate that our guidelines can be useful for guiding authors
in preparing high-quality research artifacts. Furthermore, we believe that our guidelines can inform organizers of artifact evaluation processes of MDE conferences and journals on questions to keep in mind when reviewing artifacts and on practices generally accepted in the community.

This paper is organized as follows: In Sect. II we discuss the background concepts that underpinned our study. In Sect. III we present the methodology used to address our investigations. In Sect. IV we report the results of our survey and participants’ responses. In Sect. V we discuss the implications of our findings to artifact authors and reviewers, opportunities for improvement, and threats to validity. In Sect. VI we enumerate some related work. In Sect. VII we close this paper and discuss future work.

II. BACKGROUND

A. Research Data Management and Artifact Sharing

As Computer Science (CS) becomes more important in all branches of the modern sciences, software artifacts are now seen as another important outcome of scientific research [15]. They are necessary evidence to validate findings and results in most of modern sciences [23]. help researchers building upon existing knowledge [11], encourage the adoption of novel research in practice [12], and increase the chances of citations [13]. However, As numerous SE researchers report increasing challenges to reproduce studies [2]–[4], the “reproducibility crisis” known in natural sciences and humanities [1] is now an imminent threat to the reproducibility, replicability, and repeatability of empirical experimentations in SE [24].

Research Data Management (RDM) helps investigators to make conscious decisions about research data [25]. It comprises various activities, from data planning and synchronization, over elements standardization, to data sharing and repository management; which encourage research reproducibility and software sustainability [26]. Funding agencies and research councils have started to incorporate requirements for data management and sharing as a standard part of their policies. Such initiatives can benefit research environments to promote their scholarly work, enable new collaborations, allow maximum use of contributed information, and advance science to the benefit of the whole society [27]. However, due to the multi-faceted nature of software artifacts in terms of purpose, size, complexity and format, RDM policies may still need to be adapted [14] to provide clear, complete and relevant domain-specific guidance.

B. Artifacts in Model-Driven Engineering

In Model-Driven Engineering, rigorous abstractions models are used as central artifacts in systems’ design and development process [28]. Typical artifacts in MDE include models, metamodels, model transformations, and modeling tools [29]. As such distinct assets, MDE artifacts should comply with their requirements and quality criteria, such as model semantics and syntax [30] and technology standards [31]. Basso et al. [29] suggest that MDE artifacts should report information about aspects such as their context of use, usage restrictions, and business opportunities. On top of technical information, organizational and social factors should also be considered as sources of issues that may affect the adoption of MDE tools and artifacts [32], such as sustainability over the long term, appropriateness for repurposing, and opportunities of interacting with authors/community. Studies like these constitute useful resources to guide MDE researchers and practitioners on creating and sharing high-quality research datasets, even more so as the MDE community aims at developing effective and efficient AI-based MDE techniques, a task that can only become feasible if large, open, and good-enough benchmark sets are available.

C. Project Quality Management

In a survey of more than 1.5k PhD students from Europe and Israel, the majority of the doctoral students reported having no training or expertise in managing research projects [33]. As doctoral research projects meet the same formal definition of a project [34], researchers suggest that PhD students should receive basic project management lessons to better manage their research as they move towards the successful completion of their doctorate [33].

According to the Project Management Institute (PMI), project management (PM) is defined as the application of knowledge, skills, tools, and techniques to project activities to meet the project requirements [34]. Project quality management is a PM knowledge area that applies to all projects, regardless of the nature of their deliverables (i.e., artifacts). It aims at incorporating the organization’s quality policy regarding planning, managing, and controlling project and product quality requirements so that stakeholders’ expectations are met. Quality measures and techniques are specific to the type of artifact being produced and should be always identified and documented a priori.

Plan quality management is the process of identifying quality requirements and/or standards for a project and its artifacts and documenting means that a project shall demonstrate compliance with such quality requirements and/or standards. Failure to identify and meet quality requirements can have serious negative consequences for project stakeholders. To understand the concept of quality within the context of a specific project, there is an extensive toolbox of methods from which the 5W2H method constitutes a simple but powerful framework for research planning, analysis, or reviewing.

The term “5W2H” is an abbreviation of seven keywords: What, Where, Why, Who, When, How, and How Much. This is a well-known method by journalists to report news [36], [37]. From their perspective, reporters are expected to gather and present categories of information to their audience. These categories should indicate the essential information that people may want to know about a news story. In the literature, authors also refer to this method as the Five Ws [37] or 5W1H [36].

In project quality management [34], the 5W2H method can be used for asking questions about a process or problem. The 5W2H structure forces managers to consider all aspects
of the situation when analyzing a process for improvement opportunities, a problem is identified but must be better defined, framing a project or steps of a project, or reviewing a project after completion [35].

According to Tague’s book “The Quality Toolbox” [35], the 5W2H method works as follows: (i.) Review the situation under study and make sure the subject of the 5W2H is understood. (ii.) Develop appropriate factual questions about the situation for each keyword. (iii.) Answer each question. If answers are not known, create a plan for finding them. (iv.) What you do next depends on your situation. If you are planning a project, your factual questions and answers should help form your plan. If you are analyzing a process for improvement opportunities, your questions and answers should lead to additional questions about possible facts. If you are reviewing a completed project, your factual questions and answers should lead to additional questions about modifying, expanding, or standardizing something.

III. METHODOLOGY

To take full benefit from artifact sharing, research communities and institutions should join efforts to establish common standards for data management and publishing [38]. However, this is a non-trivial task since the expectations toward artifacts vary depending on communities, roles, and artifact types [15].

To design and evaluate a guideline set for quality management of MDE research artifacts, our methodology was informed by five major data sources: (i.) existing general-purpose and discipline-independent quality guidelines of major venues in CS and SE; (ii.) project management literature focusing on quality management [34], [35] and the 5W2H method [35]; (iii.) MDE literature in tooling issues [32] and modeling artifact repositories [29]; (iv.) our own experiences—one author has 10 years of experience in the domain, including membership in artifact evaluation committees (AEC) for 3 MDE-related conferences; (v.) an online survey with MDE experts.

Based on these data sources, we developed a systematic five-phase methodology, schematically depicted in Fig. 1. Our methodology employed the following phases: (i.) identification of practices from guidelines for artifact sharing, (ii.) categorization of practices based on the 5W2H method for quality management [35], (iii.) definition of factual questions to inquire about practices, (iv.) design and refinement towards a domain-specific guidelines for MDE artifact quality management, and (v.) evaluation and prioritization of the guidelines by MDE experts. Details about each phase are provided in the next subsections. To foster reproducibility and reusability, we made an online supplementary material available on Zenodo [39], Github [40], and in our project website [41].

A. Identification of practices for artifact sharing

To elicit the quality expectations for research artifacts in the broader field, we analyzed eight guidelines sets for artifact sharing of major CS and SE publishers, venues, and organizations, namely:

1) The ACM Artifact Review and Badging [42]
2) The EMSE Open Science Initiative [43]-[46]
3) The Journal of Open Science Software (JOSS) [47]
4) The Journal of Open Research Software (JORS) [48]
5) The Guidelines by Wilson et al. [23]
6) The NASA Open Source Software Projects [49]
7) The TACAS artifact evaluation guideline [50]
8) The CAV artifact evaluation guideline [51]

From these guidelines sets, we obtained an initial list of 284 general-purpose practices. This list was compiled in two steps. First, we analyzed each guideline set to extract practices and recommendations for artifact sharing. Second, we refined these extracted practices by standardizing their structure and terminology. In Fig. 2, we show a sample of the practices extracted and their refined versions.

Fig. 1: Designing a set of quality guidelines for MDE research artifact sharing

Fig. 2: Examples of extracted and refined practices
B. Categorization of best practices according to the 5W2H

To address the multitude of expectations for artifacts’ usage and quality criteria, we employed the 5W2H method \cite{35} to categorize the extracted practices using the five Ws and two Hs as content tags. We take research practices as answers to factual questions that researchers or reviewers could ask about an artifact.

We adapted the 5W2H framework to the context of research artifacts and formulated a pattern to label research practices according to its perspectives. In Table I, we show examples of categorized practices and their respective labels.

| Label | Best practice |
|-------|---------------|
| What  | Provides an indication of the context of the software use |
| Where | Provide info on how to cite the project (e.g., CITATION file) |
| Who   | Provides explanation for changes (e.g., CHANGELOG, commit) |
| How   | Uses open/non-proprietary file formats |
| How   | There are scripts for every stage of data processing |
| How Much | Provides suggestions for other potential applications |
| How Much | Provides a way to replicate the results with modest resources |

The main goal of this step was to gain insights on the types of factual questions that the extracted practices could possibly address. In this task, we employed mind mapping \cite{35} to structure our practices into branches labeled with one of the 5W2H perspectives. We found the three major categories, namely How, What, and Where, composed 83.28% of our initial set of practices. In Table II, we show the percentage of practices categorized in each perspective.

| Perspective | % |
|-------------|---|
| What        | 31.44 |
| Where       | 17.00 |
| Why         | 12.97 |
| Who         | 7.93 |
| When        | 2.83 |
| How         | 34.84 |
| How Much    | 1.98 |

In this labeling process, we used the following pattern: As part of the What perspective, we assigned practices associated with the overall description, context and content of the artifact. As part of the Where perspective, we assigned practices associated with repository hosting, artifact citation and related work. As part of the Why perspective, we assigned practices associated with the reasoning to create an artifact, its objectives and main advantages. As part of the Who perspective, we assigned practices associated with usage rights, licensing, authors’ details, and funding agencies. As part of the When perspective, we assigned practices associated with version control and identification, updates, and future plans. As part of the How perspective, we assigned practices associated with the environment setup, replications, analysis of results, and repurposing. Finally, as part of the How much perspective, we assigned practices associated with quantitative information about system requirements and the time needed to run the artifact.

C. Definition of intermediate factual questions

After labeling our practices, we used their associated 5W2H tags to elaborate factual questions that researchers and reviewers could eventually ask about a given research artifact, e.g., “What is it about?”, “Where shall I cite?”, “Who are the authors?”. These questions were designed to help researchers to systematically think about concerns in artifact sharing and provide directions to additional improvement questions. The mind map in Fig. I illustrates our factual questions and their associated perspectives. As we discuss in the next section, these questions were designed to kick off the creation of our domain-specific guidelines.

D. Design and refinement of the MDE-specific guidelines

Getting artifacts into publishable shape is often perceived as difficult and time-consuming \cite{52}. To cope with time and resource constraints in research projects, we reviewed our guidelines to identify, match and merge similar practices. After analyzing our initial set of 284 practices, we found various redundant items that were common to different catalogs or covered related issues. Based on these similarities, we elaborated 77 practices to cover one or more items from our initial set of recommendations.

At this point, our guidelines included practices addressing concerns for general types of artifacts, e.g., version control, user instructions, that also apply to MDE artifacts. However, MDE-specific aspects which are known to be important, e.g., model semantics, syntax, and technologies; and influence on the quality of models \cite{30}, were still missing.

To tailor our guidelines to the MDE domain, we relied on our own experiences and analyzed two studies from the MDE literature: a taxonomy of tool-related issues affecting the adoption of MDE in the industry \cite{32}, and a study on quality criteria for repositories of modeling artifacts \cite{29}. Based on these two studies, we elaborated seven extra practices covering MDE specific concerns and assigned them to additional factual question inquiring “What concepts and technologies underpin the artifact?”. Finally, we incorporated two factual questions which covered associated tasks: “How to compile/build?” and “How to setup a running environment?”.

This led to our final set of guidelines with 19 factual questions (shown in Fig. I and 84 practices. The full set of practices and questions is available in our website \cite{41}. We provide traceability from the 284 analyzed to our 84 practices in our associated artifact (practices4nde_03Final.pdf in \cite{39}).

E. Survey

Developing useful research artifacts is challenging as people may have different expectations depending on their role and experience \cite{15}. Thus, we designed a questionnaire survey for MDE experts to study their challenges encountered (RQ2) and to ask them to assess and prioritize our guidelines (RQ3–4). In Table III, we show an overview of our survey.

Participant recruitment. We performed our survey in April-May 2021. Participants were recruited in two main ways: We invited 335 people via e-mail and distributed the invitation on
relevant online channels. The majority of personally invited participants were chosen for having taken a part in the MOD-ELS AEC, coauthored a MODELS paper that earned an ACM artifact badge, and/or coauthored a Software and Systems Modeling (SoSyM) journal paper including some artifact in the last three years. In addition, we invited personal contacts from the MDE community, and encouraged our invitees to forward the invitation to their own contacts with relevant MDE experience. Online channels on which we distributed the call were the PlanetMDE mailing list [53], and our personal LinkedIn and Twitter accounts. Our recruitment activities led to a total of 90 responses.

**Questionnaire design.** We designed 39 questions to understand the participants’ background and to evaluate the clarity, completeness, and relevance of our guidelines. The questions in our survey covered five topics, as shown in Table III.

| Topic | Description |
|-------|-------------|
| Demographics | Questions about the participants (Q1) gender and their (Q2) current primary role |
| General experiences with artifacts | How would you rate your experience in (Q3) artifact development and sharing and (Q4) reusing artifacts in MDE research?; (Q5) Have you ever submitted an artifact for evaluation? Have you ever (Q6) contacted other researchers or (Q7) been contacted by other researchers asking for help on reusing their artifacts? |
| Challenges in artifact sharing | (Q8) Which challenges have you encountered during the sharing and use of artifacts in MDE research projects? |
| Evaluation of the Guidelines | We asked participants to rate the (Q9-34) relevance of each one of the 84 practices and, if needed, recommend additional guidelines. |
| Final evaluation | How do you assess the (Q35) clarity, (Q36) completeness, and (Q37) relevance of these guidelines? Open field for (Q38) additional remarks or (Q39) providing e-mail, if wanted to stay updated about our results. |

Both on a 5-points Likert scale. We asked if they have ever submitted an artifact for evaluation and if they have contacted another researcher to reuse artifacts. For the latter, we inquired if they have ever contacted a researcher while trying to reuse an artifact or have ever been contacted by some researcher asking for support with an artifact they previously published. These questions were designed to evaluate the collective experience of our participants with research artifacts.

Third, to gather a domain-specific understanding of what makes MDE artifact sharing and development challenging, we asked the participants to report on challenges encountered during these activities, using an open text field. This field was included to identify issues that could complement our understanding of artifact sharing in MDE research. Based on these responses, we aimed to address RQ2 by drawing a picture of the challenges faced in MDE artifact sharing and analyzing to what extent our guidelines covered these issues.

Fourth, we asked our participants to prioritize and evaluate our guidelines. We presented all 84 practices to our participants as follows: using the 5W2H perspectives as main categories, each perspective was refined into several factual questions with associated practices proposed as means to address them. We asked our participants to rate each practice as either “Essential”, “Relevant”, or “Unnecessary”, providing a “no answer” option for participants who did not want to rate the practice at hand. To capture any factual questions and practices missed, we also provided an open text field to collect suggestions. These questions were designed to categorize our practices according to their priority and hence, address RQ3.

Fifth and finally, we asked our participants to provide an overall score to our guidelines. To this end, we first recapitulated the full set of 19 factual questions. We then asked to the participants to evaluate our guidelines considering dimensions: clarity, completeness, and relevance. For each dimension, to obtain a nuanced assessment, participants were asked to specify a score on a 7-point Likert scale. The scale end-points were labeled, in the case of clarity as “very unclear (1)”, “very clear (7)”, and similarly for completeness and relevance.
To collect useful information for interpreting the given scores, we provided an open text field for additional remarks. With this set of scores and additional remarks, we addressed RQ4. For participants interested in receiving information about the results of our survey, we provided a text field asking for their e-mail addresses. To counter possible bias, we informed our participants that we would remove the e-mail addresses from our collected data before processing it.

We used the Google Forms platform to perform the survey. In our dry runs, completing the questionnaire took around 15 minutes, which we communicated as an estimate.

IV. RESULTS

We now present our results: our practices and the insights about them brought forward in our MDE expert survey. The presentation of results is organized into five parts. First, we give a brief overview of our practices (addressing RQ1). Second, we discuss our respondents’ demographic characteristics and experiences with research artifacts. Third, we analyze the challenges reported by our participants on artifact sharing and reuse, and how our guidelines address them (RQ2). Fourth, we analyze how our participants prioritized our set of practices (RQ3). Finally, we present our participants’ assessment of the completeness, clarity, and relevance of our guidelines (RQ4).

A. Overview of our guidelines for MDE artifact sharing (RQ1)

Our guidelines for artifact sharing in MDE research comprise a structured set of 84 best practices. These best practices are proposed as answers to 19 different factual questions (shown in Fig. 3) that researchers may ask about an MDE research artifact. These factual questions cover the seven perspectives of the 5W2H framework and should encourage researchers to inquire about artifact’s quality concerns. Table VII shows a selection of our practices based on a prioritization from our survey participants (explained in Sect. IV-D).

While our guidelines aim to cover all relevant aspects of MDE artifact sharing in an encompassing manner, we acknowledge that they might need to be tailored to particular circumstances. For example, for an artifact that is not executable (such as a collection of models), some guidelines in category 6.4 How to replicate the experiment? may not be applicable. Users of the guidelines, such as artifact authors and artifact evaluation organizers, should reflect on the guidelines and apply them in a way that is meaningful in their particular circumstances.

We derived a set of 84 practices, structured along 19 factual questions, to provide guidance to artifact sharing in MDE research. Our guidelines are proposed as means to address factual questions that researchers may inquire about an MDE artifact and visualize “artifact quality” from different perspectives.

B. Survey demographics and experiences with artifacts

Based on our recruitment activities, we obtained a total of 90 responses. In Table IV we capture an overall picture of our respondents’ gender and current primary role.

| Primary role              | # Male | # Female |
|---------------------------|--------|----------|
| Industrial Practitioner   | 7      | 0        |
| Industrial Researcher     | 7      | 0        |
| Academic (Pre-PhD)        | 10     | 4        |
| Academic (Post-Doc)       | 18     | 5        |
| Academic (Professor)      | 35     | 4        |

In our poll, 43.3% identified themselves as Academic Professor and 85.6% were identified as male. While roles were more evenly distributed among Female academics, the majority of our male respondents were academic professors. Although we provided an open text field for non-binary genders, no participant used it.

Regarding our participants’ experiences with artifact reuse, 83.2% reported having either made contact with another researcher or been contacted by another researcher asking for support with an artifact. These findings indicate that our participants have meaningful collective experiences with research artifacts. In Table V we show the numbers of participants who have made contact with or been contacted by another researcher.

C. How do the proposed guidelines address challenges encountered by MDE experts? (RQ2)

In this section, we discuss the top ten challenges reported by MDE experts and how our guidelines cover these issues. To understand how our guidelines address the challenges faced by MDE experts, we first analyzed the answers to an open-ended question we provided to identify “issues that make the sharing and use of artifacts difficult”. From our 90 participants, we obtained 66 answers that we analyzed, tagged, and compared against our guidelines. The full set of 66 answers is available as supplementary material [39], [40].

1) What are the challenges encountered?: To analyze the challenges reported by MDE experts, we employed open coding to classify, group, and quantify answers based on their main concern. One author was responsible for the coding process; the other reviewed the assigned tags. In total, we identified 28 groups of answers from which the top ten challenges are shown in Fig. 4 with their respective identifiers.

The identified challenges largely match those identified for general SE in a previous study [52]; however, there are a number of noteworthy exceptions, such as technology...
heterogeneity, data exchange formats, and the lack of standardisation, that can make MDE artifacts more difficult to be reused and produced.

Also corroborating the findings by Timperley et al. [52], we found that the lack of information and documentation about artifacts was the topmost challenge faced by our MDE experts. As one participant indicated:

“Textual description about an model can be useful to better explain the model and mitigating doubts.” [P75]

Human comprehension is known to be an important task that contributes towards high-quality modeling artifacts [30]. Thus, to enhance researchers’ comprehension, artifact creators should provide useful information and documentation that describe the context of development and relevance of the artifact to the addressed problem, and facilities it offers.

In the second place, we found compatibility issues among the topmost reported challenges. To mitigate this problem, artifact authors should always provide details about the technologies and concepts that underpin the artifact. Particularly, these should include the version identifiers of modeling languages, input file formats, or third-party artifacts used in the project, e.g., libraries, frameworks, integrated development environments.

Although reporting a detailed description of an artifact may be seen as irrelevant or not worthy [52], finding a good-enough amount of information can improve the quality of artifacts and facilitate their future reuse and repurposing. For example, indicating the operating system and hardware context in which the artifact was developed and tested shall support on setting up experimental environments.

2) To what extent do the guidelines cover them?: In this section, we analyze the top ten challenges to identify to what extent they have been covered by our factual questions and their respective practices. In Table VI, we depict a traceability matrix summarizing what perspectives have at least one practice able to cover a given challenge. Challenges are shown by their respective rank identifier and marked cells indicate that perspective-challenge mapping.

Guaranteeing that useful information about an artifact is available is one of the main goals of our guidelines. Hence, in all seven perspectives, we identified at least one practice that could address challenge C1.

In the perspectives What, How and How Many, we identified various practices able to address challenges from C2 to C7. Examples of these practices are relying on well-maintained libraries, reporting known issues/bugs/limitations, and indicating of library names and their respective version identifiers.

Artifact installation is an important step in the practices associated with questions 6.2) and 7.1). Thus, many of their practices were found to be suitable means to cover the challenge C8, such as providing instructions to install the artifact and indicating skills and/or settings required for artifact usage.

To address challenge C9, we identified practices in questions 1.3), 4.1) and 6.1). Examples of these practices are reporting standards or specifications used to develop the artifact and adopting open/non-proprietary files formats.

Finally, to address challenge C10, we identified practices in questions 4.2) and 5.2). Examples of these practices are being open for change requests and receiving feedback from users and providing communication channels for interacting with authors and the community.

| Challenges (RQ2) |
|------------------|
| We identified 28 challenges reported by MDE experts. The two most common challenges by far were a lack of documentation and compatibility issues between languages, platforms, and libraries. By mapping our practices against them, we found that our guidelines provided means to reasonably cover the top 10 challenges. |
D. How do MDE experts prioritize the practices? (RQ3)

To evaluate the importance of our proposed guidelines, we analyzed how our participants classified the 84 practices in the three levels of priority: Essential, Desirable, and Unnecessary. These alternatives were adapted from the classification schema used in the ACM SIGSOFT Empirical Standards [10]. In case of doubts or interest in omitting answers, we also provided a No answer alternative. Based on the priorities assigned, we identified as top priority practices all those which had at least 50% of the participants rating it as an Essential item. In Table VII we show the 23 top priority practices. The full list of all practices with their priorities is available in our supplementary material [39], [40].

We found that six out of the seven 5W2H perspectives had at least one top priority practice. We noticed that the What and How perspectives showed most of the top priority practices. Particularly, we found that all What questions had at least one top priority practice. In the How perspective, the only question that did not include any top priority practice was the “6.6) How could it be repurposed?”.

These findings are informative for users of our guidelines, such as artifact developers and organizers of artifact evaluation processes, as we further discuss in Sect. V.

Prioritization of practices (RQ3)

Most participants rated most practices at least as desirable, but there is less agreement about the classification into essential vs. desirable. From out 84 practices, we identify a set of 23 top-priority practices that were deemed as essential by more than half of the participants.

E. What is the quality of the proposed guidelines? (RQ4)

In the last part of our questionnaire, we asked participants to provide, on a seven-points Likert scale, an overall score to the completeness, clarity, and relevance of our guidelines. In Fig. 5 we show the frequency of scores for completeness, clarity, and relevance with their respective medians indicated as a vertical dashed line.

Overall, for all three dimensions, more than 92% of our participants reported positive quality scores (5–7 in the seven-point Likert scale). For completeness, clarity, and relevance, we respectively found that 95.5%, 92.2%, and 96.6% of participants reported positive scores. No participant reported a score below three points. In the textual remarks, we found positive sentiments that mirror the positive scores, for example:

“In terms of clarity, the questions use some abstract terms, in particular sharing. I was somehow confused by this term since sharing MDE artifacts may be associated with a research paper or not. Specialy when the artifact is produced in an industrial context.” [P58]

Overall, these findings indicate that our guidelines for MDE artifact sharing were seen as reasonably complete, relevant, and clear. However, we also found there is still room for improvements, such as a need for practices considering special kinds of artifacts, stakeholders, and circumstances in which artifacts may be developed (e.g., industry, academia).

Evaluated Quality (RQ4)

The surveyed MDE experts assess the completeness, relevance, and clarity of our guidelines largely positive, with between 92.2% and 96.6% positive scores in each dimension. We identified a number of improvement opportunities.
TABLE VII: Practices for MDE artifact sharing: 23 top-priority practices (out of 84 in total)

| 5W2H | Question                                                                 | Practice                                                                 | Priority |
|------|---------------------------------------------------------------------------|--------------------------------------------------------------------------|----------|
| What | 1.1) What is it all about?                                                | Indicate the context of its development (e.g., domain, problem, purpose)  | 44.6%    |
|      |                                                                           | Report its name                                                           | 77.8%    |
|      |                                                                           | Indicate its main functionalities supported (e.g., modeling language, model analyzer) | 81.1%    |
|      |                                                                           | Include everything required for replication (e.g., complete)              | 81.1%    |
|      | 1.2) What does it have?                                                  | Indicate modeling languages used to develop it (e.g., UML, SysML, BPMN)   | 55.1%    |
|      |                                                                           | Indicate libraries/frameworks used and their respective versions (e.g., Eclipse plugins) | 55.1%    |
|      | 1.3) What underpins the artifact?                                        | Indicate the system/environment settings where it was successfully evaluated | 55.1%    |
|      |                                                                           | Give credit to data obtained from other sources (e.g., author, repository) | 55.1%    |
|      |                                                                           | Tracked using version control                                             | 55.1%    |
| Where| 3.1) Where is it hosted?                                                  | Repository or open and public (e.g., GitHub, Zenodo, GitHub)              | 55.1%    |
|      |                                                                           | Give credit to data obtained from other sources (e.g., author, repository) | 55.1%    |
| Who  | 4.1) Who could use it?                                                    | Deposited under an explicit open license (e.g., a Creative Commons license) | 55.1%    |
|      |                                                                           | Indicate the authors’ contact details (e.g., email, ResearchGate)          | 55.1%    |
|      | 4.2) Who are the authors?                                                | Indicate the names of its authors                                         | 55.1%    |
|      |                                                                           | Indicate the authors’ contact details (e.g., email, ResearchGate)          | 55.1%    |
| When | 5.1) When did changes happen?                                            | Tracked using version control                                             | 55.1%    |
|      |                                                                           | Folders and folders shall have self-explanatory names matching content     | 55.1%    |
| How  | 6.1) How is it organized?                                                | The artifact shall provide a step-by-step tutorial to install it           | 61.1%    |
|      |                                                                           | The artifact shall provide instructions for downloading                    | 77.8%    |
|      |                                                                           | The artifact shall provide instructions to install it                      | 77.8%    |
|      | 6.2) How to setup a running environment?                                 | The artifact shall provide instructions for downloading                    | 77.8%    |
|      |                                                                           | The artifact shall provide instructions to install it                      | 77.8%    |
|      | 6.3) How to get started?                                                 | The artifact shall include step-by-step instructions for running it (e.g., installation) | 61.1%    |
|      |                                                                           | The artifact shall include step-by-step instructions for running it (e.g., installation) | 61.1%    |
|      | 6.4) How to replicate the experiment?                                    | Provide manual/automated instructions for the complete/partial replication | 61.1%    |
|      |                                                                           | Provide a clear description of measurements and metrics used in the paper  | 61.1%    |
|      | 6.5) How to run the analysis of results?                                 | The artifact shall include the complete set of test models considered       | 61.1%    |
| How Many | 7.1) How many resources does it need?                                    | Indicate the system/environment settings where it was successfully evaluated | 61.1%    |

V. DISCUSSION

Implications for artifact authors: Our guidelines have been designed as a toolkit to support researchers on the creation, sharing, and maintenance of artifacts in MDE research. The priority levels identified with our survey report what are the most important practices (i.e., essential) so that authors can focus on addressing them. Moreover, the top 10 issues reported by MDE experts can also indicate frequently encountered problems in MDE research and hence, drive the authors’ efforts on mitigating them.

Implications for artifact evaluation organizers and reviewers: As previous surveys have shown [15], [54], the lack of consensus on quality standards and discipline-specific guidelines for RDM and artifact sharing opens the opportunity to subjective notions of artifact quality. Our work fills this gap by complementing initiatives, such as the ACM SIGSOFT Empirical Standards, by providing MDE-specific guidelines that can also be used by artifact reviewers in MDE conferences. Since we did not find a clear agreement between participants on the prioritization, our guidelines in their current form are not intended to represent “The” definite list of best practices. However, they can certainly be useful to kick off the creation of venue-specific recommendations, quality criteria, or frequently asked questions for MDE research artifacts.

Improvement opportunities: Based on the feedback of our participants, we found there is still room for improvement in our guidelines and noted a few possible improvements. First, employing privacy-preserving techniques, such as software obfuscation [53], before sharing artifacts could be incorporated as an extraordinary industrial research practice. This could foster the disclosure of real-world artifacts in MDE industrial research. Second, to address the lack of viewpoint-specific practices, interviews with different stakeholders (e.g., artifact users, open-source contributors, AEC reviewers, industrial practitioners/researchers) could be done to understand which particular needs and expectations these actors may have. The interviews could provide insights for building personas and narratives about artifact development, sharing and reuse.

A. Threats to validity

We follow the recommendations by Wohlin et al. [23] to discuss threats to validity. Conclusion validity is out of scope, as we did not search for statistical relationships.

External validity: These concern the generalization of our results to the overall MDE research community. The majority of our participants was formed by male academic professors. Although this may pose threats to the external validity, our findings are still relevant as professors not only have access to their own experiences but to those of their supervised team members as well. One participant explicitly reported on the experiences encountered by his students. These results can also be considered as complementary to other surveys [15] which focused on relatively new scientific peer reviewers, as most of our sample was formed by professors. Another variable that may form a threat to external validity is the small female and non-binary participation. Women’s participation in open science has been increasing over time [56] and hence may have specific influences in artifact sharing.

Internal validity: These threats concern issues that may indicate a causal relationship when there is none. As the validity of surveys is highly dependent on its audience’s representativity, we tried to cover the MDE community via two main channels: the PlanetMDE mailing list [53] and by approaching authors of recent SoSyM and MODELS papers. Another variable that may constitute a threat to internal validity is the social-desirability bias [57]. To mitigate this bias, we made our questionnaire anonymous to avoid the identification of participants, following Wohlin et al.’s recommendation [23].
could still opt-in to receive our results by providing an email address, but were informed that we would remove the e-mail addresses from our data before analyzing them.

**Construct validity:** These are concerned with the ability to draw correct conclusions about the treatment and outcomes. To mitigate this kind of threat, we focused our survey on MDE experts which should be expected to understand the specificities of MDE artifacts. Moreover, to identify potential misunderstandings, we provided means to the participants to explain their choices. From our analysis, it seems that there were no major sources of misunderstanding, which is also in line with the largely positive clarity scores obtained for RQ4.

VI. RELATED WORK

**Artifact sharing:** Hermann et al. [15] surveyed AEC members of major CS conferences and found that the community expectations of artifact quality exceed the ones expressed in calls for artifacts and reviewing guidelines. Additionally, they found there is no consensus on quality thresholds for research artifacts in general. Heumüller et al. [54] analyzed ICSE papers published from the years 2007 to 2017 and identified a positive trend towards artifact availability and a small, but statistically significant, positive correlation between linking artifacts to a paper and its citations. Timperley et al. [52] reported several high-level challenges that affect the quality of artifacts and mismatched expectations between artifact creators, users and reviewers. Our paper complements this literature by introducing a domain-specific quality guideline set and investigating the opinion of domain experts about our proposed guidelines.

The 5W2H framework: Jia et al. [58] proposed and reported their experiences with a 5W+1H pattern to examine systematic mapping studies from a generic set of dimensions. Their pattern is proposed as a tool for investigators to define a set of systematic, generic, and complementary RQs, enabling them to kick off and expedite the mapping study process in a well-defined manner. Prana et al. [59] investigated the problem of automated classification of README file content. Using the 5W2H framework to manually annotate README file sections, the authors show that their approach can support repository owners to improve the quality of software documentation. Zhang et al. [60] proposed an approach to generate automatic summarization of scientific literature based on 5W1H event structure and trigger word templates. Compared with existing abstracts given by authors, their approach was able to provide more detailed information, in a more convenient format. In our methodology, we manually categorized research practices as answers to factual questions following the 5W2H framework. However, the process for identifying research practices could be still automated, at least partially, by means of identifying trigger word templates for research practices.

Research Data Management: Perrier et al. [61] conducted a scoping review of RDM in academic institutions and found that studies investigating processes to improve the quality of data could potentially provide tangible guidance to researchers interested in effective data reuse. Van Eewijk et al. [26] noted that research software is a multi-faceted asset and very diverse in terms of size, complexity and format. Hence, software sustainability policies should reflect the characteristics of different software and research domains. Marjan et al. [14] surveyed researchers from Horizon 2020 projects and identified a need for much more tailored guidance and domain-specific standards examples of data management plans. In this work, we fill these gaps by tailoring general practices for artifact sharing to the MDE research domain. The principles underpinning our investigation can be extended to other domains.

VII. CONCLUSION AND FUTURE WORK

Artifact sharing is known to be helpful for researchers and practitioners to build upon existing knowledge, adopt novel contributions in practice, and increase the chances of papers receiving citations. In MDE research, there is an urge for artifact sharing as the community targets a broader use of AI-based techniques, which can only become feasible if large open datasets and confidence measures about their quality are available. In this paper, we introduce a set of quality guidelines specifically tailored for MDE research artifacts.

Based on project management principles, we designed a catalog of 84 MDE-specific research recommendations from generic practices for artifact sharing and domain-specific literature about MDE tooling issues and modeling artifact repositories. These practices are proposed as answers to factual questions that researchers can use to systematically think about concerns in MDE artifact sharing and provide directions to additional improvement inquiring.

In a poll among 90 MDE experts, more than 92% positively assessed the clarity, completeness, and relevance of our guidelines. Our participants reported priority levels to our practices which can guide the research decision-making during the creation, sharing, reuse, and evaluation of MDE research artifacts. The full set of generic practices, MDE-specific guidelines, and factual questions are provided as supplementary material available at [https://mdeartifacts.github.io/](https://mdeartifacts.github.io/) which can be used by artifact authors, researchers, and AECs of MDE conferences and journals.

There are several relevant directions for future work. First, our guidelines could still be improved by indicating in which context (i.e., artifact type) and for whom (viewpoints) a given practice should be seen as essential, desirable, or unnecessary. Second, to determine the effect of aspects such as gender and previous experiences on the prioritization of guidelines, it would be interesting to perform sub-group analysis on our data. Finally, our methodology focused exclusively on MDE artifacts, but it could be easily extended to other domains. Experimenting with our methodology in other domains such as software product line engineering, in which a need for consolidated community benchmarks has been expressed [62], would be a desirable contribution.
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