Predict the amount of Cu using the four Ca, Al, P, S Elements by Multiple Linear Regression Method
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Abstract: The study area is located in Sarbisheh city in South Khorasan province, Iran. Copper estimation was performed by multivariate linear regression method to facilitate the use of previous analyses to predict this element in other areas, reduce costs and also reduce the number of samples. For this purpose, by obtaining a basic formula from estimating the amount of Cu with one of the promising points samples, the amount of copper in other parts of the exploration area was investigated. Several analyses were taken from the exploratory area after calculations to validate the regression. The regression results of new and old data were compared and estimation acceptable. These calculations were performed by SPSS software, according to the four elements Ca, Al, P, S, the results obtained and the relationship presented has acceptable validity.
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I. INTRODUCTION

In statistical modeling, regression analysis [1-8] is a set of statistical processes for estimating the relationships between a dependent variable (often called the 'outcome' or 'response' variable) and one or more independent variables (often called 'predictors', 'covariates', 'explanatory variables' or 'features') [8-12]. The most common form of regression analysis is linear regression, in which one finds the line (or a more complex linear combination) that most closely fits the data according to a specific mathematical criterion. Regression analysis is primarily used for two conceptually distinct purposes. First, regression analysis is widely used for prediction and forecasting, where its use has substantial overlap with the field of machine learning. Second, in some situations regression analysis can be used to infer causal relationships between the independent and dependent variables. Importantly, regressions by themselves only reveal relationships between a dependent variable and a collection of independent variables in a fixed dataset. To use regressions for prediction or to infer causal relationships, respectively, a researcher must carefully justify why existing relationships have predictive power for a new context or why a relationship between two variables has a causal interpretation. The latter is especially important when researchers hope to estimate causal relationships using observational data. Also regression has various usage in earth science [13-23].

Important methods of regression analysis are as follows [24]:
1) Simple linear regression
2) Multiple linear regression
3) Fuzzy regression
4) logistic regression

Due to the high cost of exploration and also the need to save time, studies were conducted to reduce costs and time. In these decisions, a regression model was proposed to estimate the amount of copper elsewhere to use the analyses of the available area, as well as faster and cheaper future analyses.

There are many softwares that have the ability to calculate regression and the most famous of them are :
1) Excel (which is the simplest software)
2) SPSS
3) + S
4) SAS
5) R

In this case, due to the multivariate regression, SPSS software was used [25, 26].
II. CU ESTIMATE USING SPSS SOFTWARE

In most engineering problems, there is more than one variable to describe the changes of a dependent variable. In these problems, linear or nonlinear multivariate regression method is used. The general model of the linear relationship is as follows:

\[ y = \beta_1 + \beta_2 x_2 + \ldots + \beta_n x_n + e \]  \hspace{1cm} (1)

where in:
- \( \beta \) is regression coefficients that are indeterminate,
- \( x \) are independent variables,
- \( y \) is a dependent variable, and
- \( e \) is a random error.

Often, there is a difference between the actual points and the processed regression line. The difference between the observed points of the regression line (predicted value) is called the residual value. Lower residual values indicate a better prognosis. A good correlation coefficient is used to validate a good multivariate linear relationship [27-29].

In this study, SPSS 16 software was used to determine the unknown regression coefficients. In determining the amount of copper (dependent variable) by multivariate regression, the variables \( x_1, x_2, \ldots \) and \( x_n \) as independent and 4 elements (Ca, Al, P, S) are dependent. In this study, used from 70 available data related to the results of analysis in the study area and 5 data from other areas.

The statistical summary of the parameters is given in Table 1.

| Elements | Min (ppm) | Max (ppm) |
|----------|-----------|-----------|
| Ca       | 36800     | 707000    |
| Al       | 32300     | 103000    |
| P        | 55        | 36600     |
| S        | 50        | 3860     |

To examine the correlation of elements on the amount of copper in Table 2, the correlation between the 4 elements is given. According to the table 2, the four elements Ca, Al, P, S have the highest correlation on the amount of copper.

|       | Cu  | Al  | Ca  | P   | S   |
|-------|-----|-----|-----|-----|-----|
| Cu    | 1   |     |     |     |     |
| Al    | -0.74 | 1   |     |     |     |
| Ca    | -0.47 | -0.548 | 1   |     |     |
| P     | -0.152 | -0.484 | 0.963 | 1   |     |
| S     | 0.946 | -0.470 | 0.932 | 0.877 | 1   |
The results of the statistical study are presented in Table 3. As shown in this table, Fisher’s test was used to control the significance of the model and t-test was used to control the significance each of the independent variables.

Table 3. Statistical results of multivariate linear regression model for estimating copper content

| Model | Unstandardized Coefficients | Standardized Coefficients | t     | F     |
|-------|-----------------------------|---------------------------|-------|-------|
|       | B              | Std. Error | Beta  |       |       |
| (Constant) | 13829/43 | 2703/864 | 5/115 |
| P     | 3/781        | 0/487       | 0/583 | 7/769 |
| S     | 6/551        | 1/741       | 0/278 | 3/762 | 95/98 |
| Ca    | -0/117       | 0/016       | -0/241 | -7/248 |
| Al    | -0/111       | 0/031       | -0/127 | -3/553 |

a. Dependent Variable: Cu

According to Table 3 of the coefficients, the multivariate linear equation for estimating the amount of copper is as follows:

\[
Cu = \frac{13829}{43} + \frac{3}{781}P + \frac{6}{551}S + (-\frac{0}{117}Ca) + (-\frac{0}{11}Al)
\]  

(2)

By placing the data in the above equation, it is observed that as it was clear from the correlation coefficient, the estimation obtained from this equation is not much different from the real values and their difference is small and acceptable.

Table 4 summarizes the validity of the model. Figure 1 shows the actual values versus the estimated values. Considering the correlation coefficient of about 96% and the average error of about 4% for estimating the amount of copper, the proposed model indicates acceptable validity for prediction.

Table 4: Statistical Summary results of regression model

| Model | R     | R Square | Adjusted R Square | Std. Error of the Estimate |
|-------|-------|----------|-------------------|---------------------------|
| 1     | 0.966\(^a\) | 0.933    | 0.929             | 0.025                     |

a. Predictors: (Constant), Al, Ca, P, S

---

Figure 1: Estimated values versus laboratory values
Figure 2 also shows the comparison of estimated data with 5 other samples taken from other parts of the area.

![Estimated vs Laboratory Values](image)

**Figure 2: Estimated values versus laboratory values from other new points**

**III. CONCLUSIONS**

The study area is in Sarbisheh city located in South Khorasan province, Iran. A total of 70 mineral samples from the study area were analyzed. With SPSS software, correlation test samples were taken from these 70 samples. The amount of copper was estimated using other S4 elements. Using Fisher test and t-test, the analysis was used for significance. Due to the significance of the results, the regression function was confirmed. Five other samples were taken from the area and analyzed. By comparing the estimated and the value of new samples, the error percentage was calculated to be 4%. by 96% accuracy of the regression, the results can be considered valid.
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