On the nature of quasiparticle interference in three dimensions
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Quasiparticle Interference (QPI) imaging is a powerful tool for the study of the low energy electronic structure of quantum materials. However, the measurement of QPI by scanning tunneling microscopy (STM) is restricted to surfaces and is thus inherently constrained to two dimensions. This has proved immensely successful for the study of materials that exhibit a quasi-two-dimensional electronic structure, yet it raises questions about how to interpret QPI in materials that have a highly three dimensional electronic structure. In this paper we address this question and establish the methodology required to simulate and understand QPI arising from three dimensional systems as measured by STM. We calculate the continuum surface Green’s function in the presence of a defect, which captures the role of the surface and the vacuum decay of the wave functions. We find that defects at different depths from the surface will produce unique sets of scattering vectors for three dimensional systems, which nevertheless can be related to the three-dimensional electronic structure of the bulk material. We illustrate the consequences that the three-dimensionality of the electronic structure has on the measured QPI for a simple cubic nearest-neighbour tight-binding model, and then demonstrate application to a real material using a realistic model for PbS. Our method unlocks the use of QPI imaging for the study of quantum materials with three dimensional electronic structures and introduces a framework to generically account for \( k_z \)-dispersions within QPI simulations.

Quasiparticle interference (QPI), the spatial perturbation to the local density of states (LDOS) in the presence of defects or boundaries, is an important phenomenon that enables Scanning Tunneling Microscopy (STM), a real-space technique, to uncover information about electronic states in momentum space[1, 2] with unparalleled temperature and energy resolution [3]. The perturbations due to QPI arise as a direct result of scattering between two electronic states and therefore measuring the Fourier transform of these spatial perturbations provides a route to uncover the electronic structure of a material [4, 5].

These measurements have been immensely successful in understanding materials with a highly 2D electronic structure, such as the cuprates[6–8] and ruthenates [9, 10], where a comparison between experimental measurements and theoretical models is rather straightforward. On the other hand, in anisotropic materials with non-negligible interlayer hopping, such as the iron-based superconductors [11–13] or heavy Fermion systems [14–16], it has become apparent that the resulting three-dimensionality of the electronic structure results in visible changes to the measured QPI beyond a simple 2D model[17, 18].

The challenge to understand QPI of 3D electronic structures is fundamentally linked to the fact that STM is a surface-sensitive technique, limited to measuring the LDOS at surfaces and in two spatial dimensions. This raises an important question about how to interpret Fourier transforms of QPI measurements in systems that have a notable three-dimensional electronic structure.

Previous theoretical and experimental work studying the QPI of 3D electronic structures have shown that the direction and intensity of the QPI standing wave patterns are controlled by the Fermi velocity of the electronic states [19–21]. More recently, in conjunction with the experimental constraint that STM is a local technique, it has been argued that any standing waves generated by electronic states which have finite group velocity in the Z direction [20], will actually traverse into the bulk of the material and therefore not generate coherent long range QPI signal that would be noticeable as sharp peaks in the Fourier transform [18, 22].

So far however, these arguments have not considered the role that the surface has on the electronic states, where \( k_z \) is no longer a good quantum number. In this letter, we address this issue by theoretically studying the consequence that the surface has on the formation of QPI. By utilising the recently developed continuum LDOS (cLDOS) technique[23, 24], which takes into account the inter-unit cell superposition of the electronic states above the surface of a material, we show that information about the bulk 3D electronic structure can be readily obtained from experimental QPI measurements. We additionally show that defects at different distances from the surface will produce unique QPI patterns and that a full comparison between theory and experiment requires the consideration of defects at both different sites and depths from the surface.

To simulate QPI, we begin by calculating the cLDOS \( \rho(r, \omega) \) using the continuum Green’s function \( G(r, r, \omega) \) following Ref. 10, 23, and 24

\[
\rho(r, \omega) = -\frac{1}{\pi \hbar} \text{Im} G(r, r, \omega). \tag{1}
\]

Here, \( r \) is a 3D continuous real space vector, \( \omega \) is the energy and the continuum Green’s function is defined via the continuum transformation, using Gaussian-type orbitals, of the discrete lattice Green’s function that incorporates a point-like defect. Details can be found in the supplemental material.

The cLDOS, \( \rho(r, \omega) \), is then calculated on a large real-space grid over \( r_x \) and \( r_y \) at a fixed height \( r_z = \hbar \), and the 2D fourier transform is taken to generate \( \tilde{\rho}(q_z, \omega) \) which can be compared with experimental measurements.
To understand the influence of the 3D electronic structure on QPI measurements, we begin by considering the simple cubic lattice with nearest neighbour hopping

\[
H(k) = t_x \cos(k_x) + t_y \cos(k_y) + t_z \cos(k_z). \tag{2}
\]

We then consider two scenarios, one where the defect is located deep in the bulk of the material, as sketched in Fig. 1(a), and the second for a defect located at the surface of a large slab, as sketched in Fig. 1(b). For the former we calculate Eq. (1) using the Hamiltonian in Eq. (2), whereas for the surface calculation we first perform a co-ordinate transformation \( \omega \), and the second for a defect located at the surface of a large layered slab, as sketched in Fig. 1(b). For the former we calculate Eq. (1) using the Hamiltonian in Eq. (2), whereas for the surface calculation we first perform a co-ordinate transformation

\[
H(k) = \begin{pmatrix}
H^0(k_\parallel) & H^1(k_\parallel) & H^2(k_\parallel) \\
H^1(k_\parallel) & H^0(k_\parallel) & H^2(k_\parallel) \\
H^2(k_\parallel) & H^1(k_\parallel) & H^0(k_\parallel)
\end{pmatrix}, \tag{3}
\]

where we have separated the Hamiltonian such that each row and column in the \( N \times N \) block matrix describes a one-unit-cell thick layer along the \( z \) axis and the crystallographic momentum is now defined parallel to the XY plane \((k_\parallel = (k_x, k_y))\). The individual elements are then defined as

\[
H^{R_z}(k_\parallel) = \sum_{R_\parallel} H(R_\parallel, R_z) e^{i k_\parallel R_\parallel}. \tag{4}
\]

For the nearest neighbour cubic model, \( H(\pm 1, 0, 0) = t_x, H(0, \pm 1, 0) = t_y, H(0, 0, \pm 1) = t_z \).

Without loss of generality, we assume that the surface does not distort the physical structure, nor induce any charge imbalance. To describe these would require modification of \( H^0(k_\parallel) \) for the surface layer(s) in Eq. (13).

We begin by comparing the QPI pattern in the cLDOS (cQPI) at the Fermi level expected from a bulk or surface calculation when out-of-plane hopping is neglected \( t_z = 0 \). We find that the two dimensional square Fermi surface (Fig. 1(c)) will produce a square QPI pattern, regardless of whether a bulk or surface defect is considered. This is shown in the left and right hand sides of Fig. 1(d) respectively. This is expected, as the slab Hamiltonian of Eq. (13) will be diagonal in the absence of out of plane hopping \( (H^1(k_\parallel) = 0) \). As \( t_z \) is increased, however, the differences between a bulk and surface cQPI simulations become increasingly apparent. Bulk simulations, shown on the left hand side of Fig. 1(f, h), produce several sharp scattering vectors, which can be linked predominately to nesting of states with \( k_z = 0 \) or \( k_z = \pi \), shown as red lines in Fig. 1(e, g), as well as some broader intensity emanating from the center due to poorly nested scattering between the states with different \( k_z \). Surface cQPI simulations do not produce such sharp scattering vectors. Whilst the qualitative features do resemble those observed for bulk calculations, the uncertainty in \( k_z \) produces much broader scattering vectors and this broadness increases with increasing \( t_z \).

As all experimental measurements are performed above the surface of a material, this implies that measurements on materials with a highly three dimensional electronic structure will observe broad QPI scattering patterns from surface defects. Nevertheless, the presence of a surface also creates an additional consideration about the position of the defect. Whilst in a bulk material, defects in different unit cells will only induce a phase shift in the simulated cQPI, near the surface, the depth

![FIG. 1. Consequence of out of plane hopping on the bulk and surface QPI patterns.](image)
of the defect generates unique environments (Fig. 2(a)). This will alter the possible scattering vectors that can be observed. To illustrate this, we plot in Fig. 2(b) the partial spectral function $A^z(k_{||}, \omega)$ for the surface and sub-surface layers of the nearest neighbour cubic model with isotropic hopping,

\[ A^z(k_{||}, \omega) = -\frac{1}{\pi} \text{Im} G^{zz}(k_{||}, \omega), \]

with $G^{zz}$ being the matrix element of the non-interacting Green’s function for the $z$-th layer of the $N$-layer slab (see supplemental material). Here, we observe that the electronic states at the surface have a very different spectral density depending on whether we are looking at the surface unit cell (left hand side of Fig. 2(b)) or the sub-surface unit cell (right hand side of Fig. 2(b)). At the surface, the spectral weight is spread out over the entire range of $k_z$ spanned by the bulk 3D Fermi surface (Fig. 1(g)) with a maximum intensity at $k_z = \frac{\pi}{2}$, whereas the sub-surface spectral function exhibits a suppression of spectral weight around $k_z = \frac{\pi}{2}$ and maximum intensity around $k_z = \frac{\pi}{4}$ and $\frac{3\pi}{4}$. It is also found that the projected spectral function at deeper layers will introduce additional nodes which eventually converge to the bulk $k_z$ averaged spectral function for large number of layers $N$ in the slab, as shown in Fig.S2 in the supplementary material.

This effect is a consequence of quantum interference in the $z$-direction due to the surface breaking the translation symmetry resulting in resonator-like states in the vicinity of the surface, much like the quasi-particle interference of a one-dimensional defect in a 2D electron gas\cite{1}. This has a pronounced effect on the spectral function, modulating the spectral density of the states in different depths and thus the strength with which scattering vectors for defects located at certain depths are observed. QPI scattering vectors arising from sub-surface and deeper defects will produce qualitatively different scattering vectors compared to surface defects, as shown in Fig. 2(c) and these scattering vectors can be related to the full-three dimensional electronic structure of the bulk material by analysing the corresponding spectral function at a specific depth from the surface. For defects at a known depth, one may use this knowledge to extract information about the $k_z$ dispersion of the full three dimensional electronic structure, or, conversely, for a known electronic structure the scattering pattern can be used to determine the defect depth. We note that this is a general phenomenon resulting in a modulation of the spectral function $A^z(k_{||}, \omega)$ as a function of depth $z$.

It is worth noting that the intensity of the QPI from sub-surface defects is rather weak. As illustrated in Fig. 2(c), the intensity of QPI arising from a sub-surface defect in this toy model is only 10% of that from a surface defect. Nevertheless, this does not imply that the QPI from these defects cannot be observed. In fact, it implies that if one wishes to directly reproduce experimental measurements of QPI arising from 3D systems, then one needs to sum the contribution of all types of defects, $i$, not just of different elements, but from different sites and depths, to the total cLDOS ($\rho_i(q, \omega)$) and multiply these by a realistic approximation for the different number of each type of defect

\[ \rho_{\text{exp}}(q_{||}, \omega) = \sum_i \alpha_i \rho_i(q_{||}, \omega). \]

In some systems, it may be sufficient to only consider surface defects, however this will be dependent on the materials chemical composition and the relative number of each type of defect. For intrinsic bulk defects, $\alpha_i$ should be approximately equal and independent of $i$. 

FIG. 2. Consequence of defect position on measured QPI. a) Sketch of defects at different positions from the surface. b) Partial spectral function of the surface layer (left half) and sub-surface layer (right half). c) cQPI $\tilde{\rho}(q_{||}, \omega)$ for a defect located at the surface (left half, red atom in (a)) and sub-surface (right half, blue atom in (a)). The intensity of the simulated cQPI due to a sub-surface defect has been enhanced by a factor of 10 for comparison with the surface cQPI pattern.
To illustrate this, in Fig. 3 we present equivalent cQPI slab calculations for a density functional theory derived tight binding model of PbS, a semiconducting rock-salt material shown in Fig. 3(a) where QPI measurements have recently been reported [22]. The valence bands of this material are dominated by the $p$-orbitals of Pb and at an energy of 1 eV above the Fermi level exhibits a 3D electronic structure with no states around $k_z = 0$, as shown in Fig. 3(b). In Fig. 3(c), we present the result of calculating Eq. (6) for a 16-unit cell thick slab of PbS, for the (100) surface, assuming all Pb and S defects are equally likely. This produces a complex pattern which is in good qualitative agreement with the experimental QPI measurement from Ref. [22] at a similar energy (0.8 eV) shown in Fig. 3(d). Fig. 3(e-h) reveals the power of the methodology employed here. Each Pb defect (left) and S defect (right) that was considered produces a unique QPI scattering pattern depending on the relative distance from the surface, and it can be seen that some scattering patterns (e.g. left hand side in Fig. 3(f) and 3(h)), are remarkably similar to the experimental measurement. This could suggest an uneven distribution of $\alpha_i$ in this system Ref. [22] and highlights that this numerical simulation technique can be used to identify not only the three dimensional electronic structure of a system but also the relative concentration of unique defects at or below the surface, assuming the electronic structure is sufficiently well understood.

Our analysis of cQPI simulations for three dimensional systems highlights an important consideration regarding the comparison and interpretation of QPI measurements. Defects of the same type, but at different distances from the surface will produce unique sets of scattering vectors governed by unique regions of $k_z$. It implies that if one wishes to truly compare and understand the electronic structure of 3D materials using QPI, one needs to compare the experimental measurement with a simulation that takes into account multiple defects not just of different types, but at different depths from the surface. Additionally, unless 2D surface states are present [25–27], if the system exhibits non-negligible out-of-plane hopping, the sharpest features present in Fourier transformed QPI measurements will originate not from defects at the surface but from sub-surface defects.

These details were not captured in previous theoretical studies of three dimensional systems [18, 22, 25, 28], due to the use of discrete, site-centered, Greens functions. The continuum transformation employed here is therefore a very useful tool to reliably and accurately compare STM measurements with theoretical simulations for generic materials.

In this work, we performed this continuum transformation assuming Gaussian-or Slater-type orbitals, and left the radii of these orbital as a free parameter which could be fit to experimental measurements (See supplemental material), however
it is also possible to more accurately capture the orbital overlap and decay into vacuum by explicitly calculating the Wannier orbitals, e.g. from density functional theory [10, 23, 24]. This may be required in more complex systems with multiple atomic elements, particularly in systems where the surface layer does not contribute any states to the Fermi level.

To summarise, we have studied how out-of-plane hopping modifies the electronic response in realistic simulations of QPI. Our results provide a generic framework to understand this behaviour, and highlight the importance of defect depth, position and type on experimental observables. The methods introduced here unlock the ability to understand the three dimensional electronic structure of materials using scanning tunneling microscopy. The formalism presented here can be used analogously to describe the behaviour of magnons [29] or phonons near surfaces, providing a broader framework to describe how quasi-particles can be detected at surfaces.
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cQPI simulations

To simulate the Quasiparticle Interference (QPI), we start with the discrete lattice Greens function $G(\mathbf{R}, \mathbf{R'}, \omega)$ in the presence of a point-like impurity with impurity potential $\hat{V}$. The lattice Green’s function in presence of the defect is obtained from the unperturbed lattice Green’s function $G_0(\mathbf{R}, \mathbf{R'}, \omega)$ using the T-matrix formalism,

$$G(\mathbf{R}, \mathbf{R'}, \omega) = G_0(\mathbf{R} - \mathbf{R'}, \omega) + G_0(\mathbf{R}, \omega)T(\omega)G_0(-\mathbf{R'}, \omega)$$

(7)

where $T(\omega)$ describes the scattering from the point-like defect

$$T(\omega) = \hat{V}[1 - \hat{V}G_0(\mathbf{R} = 0, \omega)]^{-1}.$$  

(8)

Here, we use $\hat{V} = 100$ meV. $G_0(\mathbf{R}, \omega)$ is the Fourier transform of the non-interacting Greens function $G_0(\mathbf{k}, \omega)$ obtained from

$$G_0(\mathbf{k}, \omega) = [(\omega + i\Gamma)\mathbf{1} - \hat{H}(\mathbf{k})]^{-1}$$

(9)

Here, we calculate $G_0(\mathbf{R})$ via Fourier transform of $G_0(\mathbf{k}, \omega)$ on a discretised k-grid of 512 k-points in each dimension, and fixing the energy broadening parameter $\Gamma = 1$ meV.

From the lattice Green’s function, we obtain the continuum Green’s function $G(\mathbf{r}, \mathbf{r'}, \omega)$ via a continuum transformation,

$$G(\mathbf{r}, \mathbf{r'}, \omega) = \sum_{\mathbf{R}} \sum_{\mathbf{R'}} G(\mathbf{R}, \mathbf{R'}, \omega)W(\mathbf{R} - \mathbf{r})W(\mathbf{R'} - \mathbf{r'}).$$

(10)

Here $\mathbf{R}$ is the discrete lattice vector and $W(\mathbf{R} - \mathbf{r})$ is the localized Wannier function required for the transformation to the continuum.

We then obtain the continuum local density of states (cLDOS) from the continuum Green’s function through

$$\rho(\mathbf{r}, \omega) = -\frac{1}{\pi}\text{Im}G(\mathbf{r}, \mathbf{r}, \omega)$$

(11)

where the $\mathbf{r}$ is the continuous real space vector and $\omega$ the energy.

For the nearest neighbour cubic model discussed here, we use an isotropic s-wave Gaussian,

$$W(\mathbf{r}) = e^{-r^2/(2C^2\sigma^2)},$$

(12)

with $C = \sqrt{2\ln 100}$ as the Wannier function. A Gaussian of this form ensures that the correct radial decay for the atomic wavefunctions at surfaces is captured, whilst allowing us to tune the overall radius of the Gaussian by using the parameter $\sigma$. 
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FIG. 4. The effect of the Wannier radius ($\sigma$) on the simulated cQPI patterns for the nearest neighbour cubic model, in units of the lattice constant. a) $\sigma = 0.5$, b) $\sigma = 1.0$, c) $\sigma = 1.5$, d) $\sigma = 1.8$, e) $\sigma = 2.0$, f) $\sigma = 2.5$. The left hand side of each image is calculated for a bulk defect, whilst the right hand side is calculated for a surface defect. For small $\sigma$ ($\sigma < 0.5$) the cQPI pattern approaches the discretised case obtained directly from the imaginary part of Eq. (7). Whereas for large $\sigma$ ($\sigma < 2.0$), the intensity is localised and dominates around $q = 0$. Note a fixed height of $r_z = 0$ was used here, rather than $r_z = 1.5$ unit cells in the main text, to enable sufficient overlap between the wavefunctions of the atoms and the measurement region.

where $W(r = \sigma) = 0.01$. Here we choose a value of $\sigma = 1.8$, in units of the lattice constant, to ensure sufficient overlap between nearest neighbour atoms, whilst ensuring next-nearest neighbour overlap can be neglected. The choice of this parameter does not affect the qualitative behaviour of the QPI vectors, only their relative intensities. To illustrate this, we plot in Fig. 4 the cQPI for bulk and surface defects for a variety of Wannier radii $\sigma$.

**Depth dependence of the spectral function**

In Fig. 5, we show the partial spectral function of the individual layers for a 40 layer slab Hamiltonian of the simple cubic isotropic nearest neighbour hopping model, as defined by Eq. (4) of the main text

$$H(k_{||}) = \begin{pmatrix}
H^0(k_{||}) & H^1(k_{||}) & H^2(k_{||}) & \cdots \\
H^1(k_{||}) & H^0(k_{||}) & H^1(k_{||}) & \cdots \\
H^2(k_{||}) & H^1(k_{||}) & H^0(k_{||}) & \cdots \\
\cdots & \cdots & \cdots & \cdots
\end{pmatrix}. \tag{13}
$$

We then calculate the corresponding Greens function using Eq. (9) and look at the imaginary part of the $z$-th diagonal element to obtain the spectral function at different depths

$$A^z(k_{||}, \omega) = -\frac{1}{\pi} \text{Im} G^{zz}(k_{||}, \omega). \tag{14}$$

By comparing this with the full three dimensional electronic structure shown in Fig. 1(g) of the main text, it can be seen that the bulk ($z = 20$) corresponds to a summation of all $k_z$ states, with the greatest intensity arising for states where the Fermi velocity in $k_z$ is smallest. However for the surface, although the intensity spans the entire range of $k_{||}$ measured by the bulk, the intensity does not correspond to a $k_z$ summation but shows a pronounced oscillatory behaviour (see fig. 5e). The number of nodes in the spectral function increases linearly as $z$ increases.
FIG. 5. Depth dependence of the spectral function (Eq. (14)) on the nearest neighbour cubic model for a 40 layer slab system. a),aii) The surface (z=1) and subsurface (z=2) partial spectral function. bi),bii) The partial spectral function of the z=3 and z=4 layers. ci),cii) The partial spectral function of the z=5 and z=6 layers. di),dii) The partial spectral function of the z=19 and z=20 layers, which approximates the bulk of the material. e) Surface to bulk progression of the spectral intensity along the k-path shown as the red dashed line in (aii). For the bulk like layers, the spectral intensity is equivalent to the summation of the full three dimensional electronic structure over all \( k_z \). For small \( z \), certain momentum have enhanced spectral weight, this correspond to different regions of \( k_z \) from the full three-dimensional electronic structure. This layer dependence can then be used to understand \( k_z \) from two dimensional surface probes.

PbS tight binding model

DFT calculations for galena (PbS), which has a rocksalt structure (lattice constant \( a = 5.9315 \text{Å} \)), were performed using Quantum Espresso [31]. The calculations have been performed using the PBE exchange correlation functional. Kinetic energy cut-offs of 40Ry, and 320Ry were used for the wavefunction and charge density, respectively. We used a \( 6 \times 6 \times 6 \) Monkhurst-Pack \( k \)-grid. This DFT bandstructure was then projected into an orthogonal tight-binding model using Wannier90 [32]. This Hamiltonian contained the \( p_x, p_y \) and \( p_z \) orbitals on each of the four Pb and S sites generating a 24-orbital Hamiltonian. A \( 4 \times 4 \times 4 \) Monkhurst-Pack grid was used for the Wannierisation. The chosen energy windows, in units of eV, for disentanglement were \([-10.9705, 9.2295]\) and frozen window \([-5.4705, 3.2295]\) with respect to the Fermi energy. The original input files can be found in ref. [30]. This tight-binding model was then converted into a 16 layer slab following the method described of the main text.

For the cQPI calculations, we approximated the Wannier functions using Slater-Type orbitals \( W_{i} = \frac{\sqrt{\frac{3}{4\pi\sigma}}}{r} e^{-\frac{|r|}{\sigma}} \), where \( i = x, y \) or \( z \) defines the specific \( p \)-orbital symmetry, and set \( \sigma = 0.25 \) unit cells to reproduce the q-intensity decay observed in experiment.