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Abstract

The spectral bundle method proposed by Helmberg and Rendl [HR00] is well established for solving large-scale semidefinite programs (SDP) thanks to its low per iteration computational complexity and strong practical performance. In this paper, we revisit this classic method showing it achieves sublinear convergence rates in terms of both primal and dual SDPs under merely strong duality, complementing previous guarantees on primal-dual convergence. Moreover, we show the method speeds up to linear convergence if (1) structurally, the SDP admits strict complementarity, and (2) algorithmically, the bundle method captures the rank of the optimal solutions. Such complementary and low rank structure is prevalent in many modern and classical applications. The linear convergence result is established via an eigenvalue approximation lemma which might be of independent interest. Numerically, we confirm our theoretical findings that the spectral bundle method, for modern and classical applications, speeds up under these conditions. Finally, we show that the spectral bundle method combined with a recent matrix sketching technique is able to solve an SDP with billions of decision variables in a matter of minutes.

1 Introduction

We consider the problem of solving semidefinite programs (SDPs) of the form

\[
\begin{align*}
\text{maximize} \quad & \langle -C, X \rangle \\
\text{subject to} \quad & AX = b \\
& X \succeq 0,
\end{align*}
\]

(P)

where the decision variable \( X \in \mathbb{S}^n \subset \mathbb{R}^{n \times n} \) is a symmetric matrix and \( n \) may be large (numerically, we consider up to \( n \approx 160,000 \), resulting in billions of entries in \( X \)), and the
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problem data is comprised of a symmetric cost matrix $C \in S^n$, a linear map $A : S^n \to \mathbb{R}^m$, and a right hand side vector $b \in \mathbb{R}^n$. The task of solving (P) can often be equivalently approached via its dual problem, optimizing over $y \in \mathbb{R}^n$,

$$\min_{y \in \mathbb{R}^n} \langle -b, y \rangle \quad \text{subject to} \quad A^* y \preceq C$$

where $A^*$ denotes the adjoint map of $A$. We denote the solution sets of (P) and (D) as $\mathcal{X}$ and $\mathcal{Y}$, respectively.

Semidefinite programming occurs at the heart of many important large-scale problems (for example, matrix completion [CR09], max-cut [GW95], community detection [Ban18], and phase retrieval [CSV13]). A huge branch of literature has been devoted to the problem of efficiently solving SDPs like (P) [Tod01, NN89, NN94, Ali95, BM03, GM75, HR00, BM+11, FM16, FM16, YFC19, Ren14, DYC+19]. We refer the reader to [Mon03], [DYC+19, Section 2], and [MHA19, Section 3 and 4], surveying this myriad of methods.

Among these methods, spectral bundle methods, proposed by Helmberg and Rendl [HR00], stand out due to their low per iteration complexity and fast practical convergence. These two properties are critical to effectively tackling large-scale SDPs (as a high iteration cost may make computing even a single iteration prohibitively slow). In this work, we derive convergence guarantees for a family of spectral bundle methods and identify further computational benefits in both convergence rates and per iteration costs whenever the optimal solutions possess certain low-rank structures, prevalent in many modern applications.

Instead of solving either (P) or (D) directly, Helmberg and Rendl’s spectral method considers the following equivalent penalization dual problem: for any sufficiently large $\alpha$, e.g., larger than the trace of any maximizer of (P) [DYC+19, Lemma 6.1]

$$\min_{y \in \mathbb{R}^n} F(y) := \langle -b, y \rangle + \alpha \max\{\lambda_{\max}(A^* y - C), 0\}.$$  (pen-D)

In Section 2 we formally define bundle methods and the considered family of spectral variants for solving SDPs. The main idea behind these methods is to approximate the nonnegative eigenvalue function $\alpha \max\{\lambda_{\max}(A^* y - C), 0\}$ by a maximum of lower bounds indexed by a small SDP representable set. Roughly speaking, the considered family of spectral methods maintain this approximation using $r_p$ past eigenvectors and $r_c$ current eigenvectors of the matrix $A^*(y) - C$ evaluated at the past and current iterates respectively. We denote a method from this family as $(r_p, r_c)$-SpecBM. There is a rich history of studying methods of this form, which we provide detailed connections to in Appendix A.

Importantly, the use of a small SDP representable set makes the problem of minimizing this eigenvalue approximation tractable. This can result in per iteration complexities much lower than that of many ADMM type methods [BPC+11] or the second-order bundle method.

---

1 The lemma in [DYC+19] as written requires the primal solution to be unique, but applies equally when there are multiple solutions, replacing the condition $\alpha > \text{tr}(X) \text{ by } \alpha > \sup_{X \in \mathcal{X}} \text{tr}(X)$.  

2 Actually, the spectral bundle method of Helmberg and Rendl requires the trace of every feasible $X$ for (P) to be the same and deals with the eigenvalues instead of the maximum of the eigenvalues and zero in (pen-D). However, the method extends directly to the general setting without fixed trace.
in [Ous00], which both require full eigenvalue decomposition of an $n \times n$ matrix, requiring $O(n^3)$ operations in general. Section 2.3 discusses the iteration cost and computational advantages of this approach (which can rely on as few as one eigenvector computation per iteration, $r_c = 1$).

Spectral bundle methods for solving SDPs have received considerable attention since being first proposed in [HR00] and have been considered in many extended settings by the algorithmic variants of [HK02, ANP08, HOR14]. Despite the success of these methods, past convergence theory, e.g., [HR00, Lemma 5] only mainly focuses on whether the iterates converge, rather than their convergence rates. This work’s analysis of spectral methods aims to explain and predict empirical performance and quantify the tradeoffs related to these methods’ low iteration costs.

**Our contributions.** In this work, we establish convergence guarantees for a broad family of spectral bundle methods, $(r_p, r_c)$-SpecBM, and show that these convergence rates speed up substantially under appropriate structural conditions, matching observed performance.

- **Sublinear Spectral Bundle Method convergence rates:** In Theorem 3.1, we show that any configuration of $(r_p, r_c)$-SpecBM admits a $O(1/\epsilon^3)$ convergence rate in terms of the dual objective and $O(1/\epsilon^6)$ in terms of the primal merely assuming strong duality holds. Additionally, under strict complementarity (formalized in Section 3.1), dual and primal convergence speeds up to $O(1/\epsilon)$ and $O(1/\epsilon^2)$ respectively.

- **Linear convergence under low-rankness:** In Theorem 3.2, we further show linear convergence if (1) strict complementarity and dual uniqueness hold and (2) the number of eigenvectors computed each iteration $r_c$ exceeds the largest of any primal optimal solution’s rank. This fast convergence result is based on a novel eigenvalue approximation Lemma 3.9 showing that when the optimal solution is low rank, the bundle method’s model objective becomes quadratically accurate.

- **Scalability and storage reductions under low-rankness:** Finally, we show that spectral bundle methods can scale up to tackle large-scale SDPs whenever solutions possess the appropriate low-rank structure. This is accomplished in part by incorporating the matrix sketching ideas of [TYUC17b, YUTC17]. Whenever the primal optimal solutions are low-rank, this tool enables the spectral bundle method to be applied without ever storing a matrix $X$ with $n^2$ entries, attaining the notion of storage optimality discussed in [DYC+19, Section 1.2]. Section 5 demonstrates these scalability gains following from configuring the spectral method based on our linear convergence theory and utilizing the improved time and space complexity induced by sketching.

### 1.1 Low Rankness and Algorithm Performance

A ubiquitous structure among applications of semidefinite programming is that the solutions of $(P)$ are low rank. For many applications, an explicit upper bound on this rank is available from domain knowledge:

---

3We note that [HR00, Lemma 5] only shows the dual objective converges and did not address the primal convergence. An analysis of primal convergence is given in [Hel04, Theorem 15.6]. Our results in Section 3 can also be used to conclude primal convergence from dual convergence.
• **Recommendation systems and matrix completion:** The user-item rating matrix underlying many recommendation systems is usually incomplete and requires filling-in missing entries. This problem is also known as matrix completion. It has been observed in [CC18, figure 5] and [FDCU19, figure 3] that for different movie-lens datasets [HK15], the underlying complete matrix has rank no more than 30 even though there are thousands of users and items.

• **Sensor networks and Euclidean distance matrix completion:** In sensor networks, usually only a few pairs’ distances are known or measured while the distance matrix for all the pairs is desired. This is also known as the Euclidean distance matrix completion problem. When distances are actually measured in our three-dimensional world, the resulting distance matrix must have rank at most three [AKW99, SY07].

• **Community detection and $\mathbb{Z}_2$ synchronization:** The problem of community detection aims to identify clusters in a graph where nodes within the same community are more likely to have an edge. The SDP formulation of this problem [GV16, LCX21] has a solution with rank no more than the number of clusters. In an idealized two cluster problem and its continuous version [ABBS14, LCX21] ($\mathbb{Z}_2$ synchronization), the optimal SDP solution has rank one. Both of these models play an important role in understanding the theoretical limit of computational methods [BBS17, ABBS14].

Other examples of the prevalence of low-rank optimal solutions include Max-Cut, which has solution rank no more than 30 for various datasets [DU20, Table 1], and phase retrieval [CESV15], which always has a unique rank one solution.

The presence of low-rank solutions is critical to enabling our linear convergence guarantees and improvements in iteration cost (in both time and space complexity) for spectral bundle methods. Our linear convergence results require the parameter $r_c$ to be greater or equal to the dimension of the null space of every dual optimal solution’s slack matrix. Under strict complementarity and primal-dual uniqueness, this condition is equivalent to $r_c \geq \text{rank}(X_*)$, i.e, the parameter $r_c$ is larger than or equal to the primal solution rank. Both conditions are satisfied for many applications as verified in [DU20]. Moreover, we observe in our numerics that even if the dual uniqueness condition fails (which indeed occurs for matrix completion [DU20]) as long as strict complementarity holds, we only need $r_c \geq \text{rank}(X_*)$.

A larger choice of $r_c$ increases the per iteration computational complexity of the spectral bundle method (discussed in Section 2.3). Hence selecting $r_c$ near $\text{rank}(X_*)$ maintains fast linear convergence while notably reducing the method’s per iteration time complexity for applications with low-rank solutions. Similarly, we discuss storage reduction techniques in Section 5.2 utilizing an estimate upper bounding the optimal solution rank. As a result, the amount of needed memory can scale linearly with this estimate, establishing improved space complexity for low-rank applications as well.

### 1.2 Paper Organization and Notation

Section 2 formally introduces bundle methods (based on proximal regularization and aggregation) and the family of spectral bundle methods considered, $(r_p, r_c)$-SpecBM. Then Section 3 presents our main convergence theory. Section 4 numerically demonstrates convergence
speed-ups whenever the parameter $r_c$ is chosen larger than the optimal solution rank, matching our theory, and shows how matrix sketching ideas can be applied to notably scale up this approach (to problems with billions of entries in $X$).

**Notation.** We denote members of the optimal solution sets by $X_\star \in \mathcal{X}_\star$ and $y_\star \in \mathcal{Y}_\star$. We equip $\mathbb{S}^n$ and $\mathbb{R}^m$ with the trace inner product and the dot product respectively, and denoted both as $\langle \cdot, \cdot \rangle$. The induced norms are both denoted as $\|\cdot\|$. For a symmetric matrix $A \in \mathbb{S}^n$, we denote its eigenvalues as $\lambda_{\max}(A) = \lambda_1(A) \geq \cdots \geq \lambda_n(A)$ with a corresponding set of orthonormal eigenvectors $v_1, v_2, \ldots, v_n$. The notation $\mathbb{S}^n_+ \subset \mathbb{S}^n$ denotes the set of $n \times n$ symmetric positive semidefinite matrices. The matrix operator two norm, Frobenius norm, and nuclear norm are denoted as $\|\cdot\|_{\text{op}}$, $\|\cdot\|_F$, and $\|\cdot\|_*$ respectively. We denote the maximum nuclear norm of the primal solution set by $D_X = \sup_{X_\star \in \mathcal{X}_\star} \|X_\star\|_*$ and of a penalized dual level set by $D_y = \sup_{F(y) \leq F(y_0)} \|y\|$. The dual slack matrix for each $y \in \mathbb{R}^m$ is defined as $Z(y) : = C - A^*(y)$. The operator norm of $A^*$ is defined as $\|A^*\|_{\text{op}} = \max_{y \in \mathbb{R}^m, \|y\| \leq 1} \|A^*y\|_F$.

For a closed set $X \subset \mathbb{R}^m$ and a point $z \in \mathbb{R}^m$, we define the distance of $z$ to $X \subset \mathbb{R}^m$ as $\text{dist}(z, X) = \inf_{x \in X} \|x - z\|$.

## 2 Preliminaries and Spectral Bundle Methods

In this section, we first review two standard conditions (strong duality and strict complementarity) of well-behaved semidefinite programs. Then Section 2.1 introduces the framework for proximal bundle methods and Section 2.2 specializes this to define spectral bundle methods by utilizing carefully constructed eigenvalue approximations (based on a bundle of past and current eigenvectors). Finally, in Section 2.3 we discuss the needed computations and per iteration costs to implement such a spectral bundle method.

Throughout, we assume that the pair of semidefinite programming problems (P) and (D) satisfy strong duality: namely that the solution sets $X_\star$ and $Y_\star$ are nonempty, compact and each pair $(X_\star, y_\star) \in X_\star \times Y_\star$ has zero duality gap

$$p_\star : = \langle -C, X_\star \rangle = \langle -b, y_\star \rangle = : d_\star.$$ 

Note that we require $X_\star$ and $Y_\star$ to be nonempty and compact instead of just $p_\star = d_\star$. This condition holds whenever Slater’s conditions are satisfied by both (P) and (D) and the map $A$ is surjective.

Following [AHO97, Definition 4], we say a pair $(X_\star, y_\star)$ with dual slack matrix $Z_\star(y_\star) = C - A^*(y_\star)$ satisfies strict complementarity if

$$\text{rank}(X_\star) + \text{rank}(Z_\star) = n.$$ 

Whenever such a pair exists, we say (P) and (D) satisfy strict complementarity. This condition is satisfied by generic SDPs [AHO97] as well as by many well structured SDPs [DU20].

### 2.1 Proximal Bundle Methods

A bundle method for solving a generic minimization problem $\min_{y \in \mathbb{R}^m} f(y)$ constructs an approximation of the objective $\bar{f}_t$ at each iteration $t$, typically based on (sub)gradient evaluations of $f$ at a sequence of points $z_t$ (utilizing both the past and current iterates). We
denote the set of subgradients of a convex function \( f \) by \( \partial f(y) = \{g \in \mathbb{R}^m \mid f(y') \geq f(y) + \langle g, y' - y \rangle \} \), referred to as the subdifferential of \( f \) at \( y \).

Each iteration of a proximal bundle method computes the following proximal step minimizing this model of the true objective

\[
\begin{align*}
\bar{z}_{t+1} & \in \arg\min\bar{f}_t(y) + \frac{\rho}{2}\|y - y_t\|^2
\end{align*}
\]

(1)

where \( y_t \in \mathbb{R}^m \) is the current reference point (proximal center) and \( \rho > 0 \). The point \( \bar{z}_{t+1} \in \mathbb{R}^m \) serves two purposes: (i) it is used to construct the next model objective function \( \bar{f}_{t+1} \) and (ii) if \( \bar{z}_{t+1} \) offers sufficient descent, defined for some fixed \( \beta \in (0, 1) \) as \( f(\bar{z}_{t+1}) \leq f(y_t) - \beta (f(y_t) - \bar{f}_t(\bar{z}_{t+1})) \), then the next iteration takes \( y_{t+1} = \bar{z}_{t+1} \) (called a descent step), otherwise the proximal center is not changed \( y_{t+1} = y_t \) (called a null step). This process is formalized in Algorithm 1.

For the sake of simplifying our development and to take advantage of existing convergence theory for proximal bundle methods, we will assume that this model \( \bar{f}_t \) is constructed satisfying the following three properties: \( \bar{f}_{t+1} \) is a lower bound on the true objective \( f \)

\[
\bar{f}_{t+1}(y) \leq f(y) \quad \text{for all } y \in \mathbb{R}^m ,
\]

(2)

\( \bar{f}_{t+1} \) is lower bounded by the linearization given by some subgradient \( g_{t+1} \in \partial f(\bar{z}_{t+1}) \) computed after each iteration

\[
\bar{f}_{t+1}(y) \geq f(\bar{z}_{t+1}) + \langle g_{t+1}, y - \bar{z}_{t+1} \rangle \quad \text{for all } y \in \mathbb{R}^m ,
\]

(3)

\( \bar{f}_{t+1} \) is lower bounded by the linearization given by the subgradient \( s_{t+1} := \rho(z_{t+1} - y_t) \in \partial \bar{f}_{t+1}(\bar{z}_{t+1}) \) (i.e., the subgradient certifying that \( z_{t+1} \) minimizes \( \bar{f}_t \))

\[
\bar{f}_{t+1}(y) \geq \bar{f}_t(\bar{z}_{t+1}) + \langle s_{t+1}, y - \bar{z}_{t+1} \rangle \quad \text{for all } y \in \mathbb{R}^m .
\]

(4)

A bundle method with a full memory may construct \( \bar{f}_t \) as the maximum of all \( f(z_{\tau}) + \langle g_{\tau}, \cdot - z_t \rangle \) with \( \tau \leq t \). Alternatively, a bundle method with cut aggregation may utilize a much simpler model given by the maximum of the two required lower bounds (3) and (4), where the second bound serves as an aggregation of all the previous subgradient bounds. Spectral bundle methods construct a more specialized model approximating the eigenvalue function in (pen-D).

2.1.1. Proximal Bundle Method Convergence Guarantees Under any method of constructing models \( \bar{f}_{t+1} \) satisfying these conditions, (2)-(4), the proximal bundle method is known to converge to a minimizer for any closed convex objective that attains its minimum value. Here we briefly review the existing guarantees on this method’s rates of convergence. In our analysis, we will utilize these results as a blackbox to bound the penalized dual formulation’s objective gap \( F(y_t) - F(y_\star) \leq \epsilon \) when specialized to spectral bundle methods.

In particular, we are interested in guarantees on the sequence of proximal centers \( y_t \), which by definition have non-increasing function value (only changing at descent steps). Moreover, Algorithm 1 has bounded \( M = \sup_{t \geq 0} \{\|g_t\|\} < \infty \) and \( D = \sup_{t \geq 0} \{\text{dist}(y_t, \mathcal{Y}_\star)\} < \infty \) since both sequences of iterates, \( z_t \) and \( y_t \), produced by the bundle method are well known to converge whenever \( \mathcal{Y}_\star \neq \emptyset \) [Rus06, (7.64)].
Algorithm 1: Proximal Bundle Method

Data: \( z_0 = y_0 \in \mathbb{R}^n, \bar{f}_0 = f(y_0) + \langle y_0, \cdot - y_0 \rangle \)

1. **Step k:** (\( k \geq 0 \))
   
2. Compute candidate iterate \( z_{t+1} \leftarrow \arg\min_{z \in \mathbb{R}^d} \bar{f}_t(z) + \frac{\rho}{2} \| z - y_t \|^2 \);

3. If \( \beta(f(y_t) - \bar{f}_t(z_{t+1})) \leq f(y_t) - f(z_{t+1}) \) \hspace{1cm} // Descent step
   
4. Set \( y_{t+1} \leftarrow z_{t+1} \);
   
5. Else \hspace{1cm} // Null step
   
6. Set \( y_{t+1} \leftarrow y_t \);
   
7. Compute \( \bar{f}_{t+1} \) without violating (2), (3), or (4); \hspace{1cm} // Update Model

Several previous works have bounded the total number of steps (descent and null) required to reach a target optimality gap \( \epsilon > 0 \). The earliest such guarantee for the proximal bundle method was given by Kiwiel [Kiw00], showing that after \( \mathcal{O}(1/\epsilon^3) \) total steps (descent and null), the method has \( f(y_t) - f(y^\star) \leq \epsilon \). More recently, Du and Ruszczynski [DR17] showed under a quadratic growth bound (like that given by Lemma 3.3), this convergence rate improves to \( \mathcal{O}(\log(1/\epsilon)/\epsilon) \). Recently, Diaz and Grimmer [DG21] derived slightly more general versions of these \( \mathcal{O}(1/\epsilon^3) \) and \( \mathcal{O}(1/\epsilon) \) bounds (improving the latter by a log factor). Following Theorems 2.1 and 2.3 of [DG21], the following convergence guarantees hold.

**Theorem 2.1.** For any convex \( f \) with nonempty set of minimizers, the iterates \( y_t \) of Algorithm 1 have \( f(y_t) - \inf f \leq \epsilon \) for all

\[
  t \geq \mathcal{O}\left( \frac{\rho M^2 D^4}{\beta(1 - \beta)^2 \epsilon^3} \right).
\]

Additionally, if some \( \mu > 0 \) has \( f(y) - \inf f \geq \mu \text{dist}(y, \mathcal{Y}^\star)^2 \) for all \( y \), this bound improves to

\[
  t \geq \mathcal{O}\left( \frac{M^2}{\beta(1 - \beta)^2 \min\{\mu/\rho, 1\} \epsilon} \right).
\]

The big-\( \mathcal{O} \) notation above suppresses universal constants as well as additive terms with a lesser order of dependence on \( 1/\epsilon \).

### 2.2 Spectral Bundle Methods

Directly applying the above proximal bundle method to the dual penalized formulation (pen-D) requires computing a subgradient of the maximum eigenvalue function. For each \( z_t \in \mathbb{R}^m \), a subgradient is given by \( -b + \alpha \mathbf{A} v \mathbf{v}^\top \in \partial F(z_t) \) where \( v \) is any top eigenvector of \( \mathbf{A}^* z_t - C \) if \( \lambda_{\max}(\mathbf{A}^* z_t - C) > 0 \) and is 0 otherwise. This corresponds to the affine lower bound

\[
  F(y) \geq \langle -b, y \rangle + \langle \alpha v \mathbf{v}^\top, \mathbf{A}^* y - C \rangle.
\]

The key idea behind spectral bundle methods is to improve on this lower bound by utilizing infinitely many affine lower bounds to model the objective more closely. For any \( Z \in \mathbb{S}^n \):

\[
  \max\{\lambda_{\max}(Z), 0\} = \max_{\langle X, Z \rangle \leq 1, X \succeq 0} \langle X, Z \rangle.
\]
Hence we may rewrite the penalized dual objective $F$ as

$$F(y) = \max_{(X,I) \leq \alpha, X \geq 0} \langle -b, y \rangle + \langle X, A^* y - C \rangle. \quad (6)$$

Of course, this form is no easier to solve than the original penalized form $\text{pen-D}$. However, this perspective gives a natural way to model $F$ by replacing the constraint set $\{(X,I) \leq \alpha, X \geq 0\}$ with a smaller convex set. One choice is that we compute a matrix $V \in \mathbb{R}^{n \times r}$ for some small value $r$ with orthonormal columns, i.e., $V^T V = I \in \mathbb{R}^{r \times r}$. Then we form the following spectral lower bound model based on $V$:

$$\bar{F}_V(y) := \max_{(S,I) \leq \alpha, S \in \mathbb{S}^+_n} \langle -b, y \rangle + \langle VS^T, A^* y - C \rangle. \quad (7)$$

When $r = 1$ and $V$ is selected as a top eigenvector of $A^* z_t - C$, $\bar{F}_V$ recovers (3). For $r > 1$, selecting $V$ spanning $v$ gives a strictly better approximation. The choice of $V$ should consist of eigenvectors based on the present iterate and (potentially) the accumulation of past spectral information.

To ensure this spectral model always satisfies the needed aggregate bound $\text{pen-D}$, one further refinement is needed. In addition to the selection of past and current eigenvectors generating $V$, the spectral bundle method maintains a carefully selected weighted sum of the past spectral bounds as $\bar{X} \in \mathbb{S}^+_n$ with $\|\bar{X}\|_* = \text{tr}(\bar{X}) \leq \alpha$. Then we build our model using this matrix $\bar{X}$ along with $V \in \mathbb{R}^{n \times r}$ as:

$$\bar{F}_{(V,X)}(y) := \max_{\eta \text{tr}(\bar{X}) + \text{tr}(S) \leq \alpha, \eta \geq 0, S \in \mathbb{S}^+_n} \langle -b, y \rangle + \langle \eta \bar{X} + VS^T, A^* y - C \rangle. \quad (8)$$

In the following subsection, we detail the exact method for selecting $r_c$ top eigenvalues from the current iteration and $r_p$ past eigenvalues to construct $V$ and the selection of $\bar{X}$ needed to ensure $\text{pen-D}$ holds.

2.2.1. A Family of Spectral Bundle Methods: $(r_p, r_c)$-SpecBM The considered family of spectral bundle methods utilizes $\bar{r} = r_p + r_c$ eigenvectors in its spectral approximations $V$. We maintain two sequences of iterates, initialized with $z_0 = y_0 = 0 \in \mathbb{R}^m$ and an initial spectral model $\bar{F}_{(V_0, X_0)}$ given by $\bar{X}_0 = 0$ and any $V_0 \in \mathbb{R}^{n \times r_c}$ with orthonormal columns. The sequence of iterates $y_t$ serve as the reference point (proximal center) for the proximal subproblem $\bar{F}_{(V_t, X_t)}(z) + \frac{\rho}{2} \|z - y_t\|^2$ to be minimized, producing the next candidate point $z_{t+1}$. $(r_p, r_c)$-SpecBM does this by iterating the same basic three steps as Algorithm 1 formalized in Algorithm 2.

First, each iteration $t$ of $(r_p, r_c)$-SpecBM computes $z_{t+1} := z^*_t, \eta^*_t$, and $S^*_t$ by solving the proximal subproblem

$$\min_z \max_{\eta \text{tr}(X_t) + \text{tr}(S) \leq \alpha, \eta \geq 0, S \in \mathbb{S}^+_n} \langle -b, z \rangle + \langle \eta \bar{X}_t + V_t SV_t^T, A^* z - C \rangle + \frac{\rho}{2} \|z - y_t\|^2. \quad (9)$$

In Section 2.3 we detail how to compute such a minimax solution. Second, $(r_p, r_c)$-SpecBM computes the next reference point $y_{t+1}$ using the same descent test of the proximal bundle
larger eigenvalues. By explicitly keeping those eigenvectors $V$, define the matrix attaining the inner maximization above as method. Finally, $(r_p, r_c)$-SpecBM computes the next spectral model $(V_{t+1}, X_{t+1})$ as follows: Define the matrix attaining the inner maximization above as

$$X_t = \eta^*_t \bar{X}_t + V_t S^*_t V_t^T. \tag{10}$$

Denote the eigenvalue decomposition of $S^*_t = Q_1 \Lambda_1 Q_1^T + Q_2 \Lambda_2 Q_2^T$, where $\Lambda_1$ consists of the largest $r_p$ eigenvalues, and $\Lambda_2$ consists of the rest of the eigenvalues. Then set the next model’s $\bar{X}_{t+1}$ as

$$\bar{X}_{t+1} = \eta^*_t \bar{X}_t + V_t Q_2 \Lambda_2 Q_2^T V_t^T. \tag{11}$$

The rationale behind this update as suggested in [HR00] is that the important spectral information of $X_t$, apart from $\bar{X}_t$, are those eigenvectors $V_t Q_1$ which correspond to the larger eigenvalues. By explicitly keeping those eigenvectors $V_t Q_1$ in $V_{t+1}$, we hope the model accuracy of $\bar{F}$ is improved in the next round. Another choice of aggregation is to set $\bar{X}_{t+1} = X_t$, which can be analyzed by similar reasoning to our analysis. We follow (11) as this is the one proposed in [HR00].

Compute $r_c$ orthonormal top eigenvectors $v_1, \ldots, v_{r_c}$ of the current dual $A^* z^*_t - C$. Then set the next model’s orthonormal $V_{t+1}$ to span these $r_c$ current eigenvectors and the $r_p$ aggregate directions $V_t Q_1$. For example, the next orthonormal matrix $V_{t+1}$ can be computed as a QR factorization of $[V_t Q_1; v_1, \ldots, v_{r_c}]$, setting $V_{t+1} = Q$.

Note selecting of top eigenvectors of $A^* z^*_t - C$ can be viewed as selecting the primary directions describing infeasibilities in the dual slack matrix $C - A^* z^*_t$.

### 2.3 Computational Details and Concerns

In Section 3.2, we verify that the necessary inequalities (2), (3) and (4) are all satisfied by $(r_p, r_c)$-SpecBM’s construction of its model $F(\bar{W}_{t+1}, \bar{X}_{t+1})$. Consequently, the proximal bundle method’s $O(1/\epsilon^3)$ and $O(1/\epsilon)$ (see Section 2.1.1) objective value convergence guarantees apply.

To efficiently implement the spectral bundle method, one needs to efficiently solve the minimax optimization subproblem (9) at each iteration. Define the $t$-th spectral set $\mathcal{W}_t$ as

$$\mathcal{W}_t = \{ \eta \bar{X}_t + V_t S V_t^T \mid \eta \geq 0, S \in S^+_r, \text{ and } \eta \text{tr} (\bar{X}_t) + \text{tr} (S) \leq \alpha \}. \tag{12}$$

---

**Algorithm 2:** $(r_p, r_c)$-Spectral Bundle Method

| Data: $X_0 = 0$, $z_0 = y_0 = 0 \in \mathbb{R}^n$, orthonormal $V_0 \in \mathbb{R}^{n \times p}$ |
|---|
| Step $k$: $(k \geq 0)$ |
| Compute candidate $z_{t+1} := z^*_t, \eta^*_t$, and $S^*_t$ solving the subproblem (9); |
| If $\beta (F(y_t) - \bar{F}(V_t X_t)(z_{t+1})) \leq F(y_t) - F(z_{t+1})$ // Descent step |
| Set $y_{t+1} \leftarrow z_{t+1};$ |
| Else // Null step |
| Set $y_{t+1} \leftarrow y_t;$ |
| Compute the decomposition $S^*_t = Q_1 \Lambda_1 Q_1^T + Q_2 \Lambda_2 Q_2^T;$ |
| Compute $v_1, \ldots, v_{r_c}$ top eigenvectors of $A^* z^*_t - C;$ |
| Set next $\bar{X}_{t+1}$ by (10) and (11); // Update Model |
| Set next $V_{t+1}$ spanning $v_1, \ldots, v_{r_c}$ and $V_t Q_1;$ |
Hence the minimax subproblem (9) is equivalent to

\[
\begin{align*}
\min_{z} \max_{X \in \mathcal{W}_t} \langle -b, z \rangle + \langle X, A^*z - C \rangle + \frac{\rho}{2} \|z - y_t\|^2 \\
= \max_{X \in \mathcal{W}_t} \min_{z} \langle -b, z \rangle + \langle X, A^*z - C \rangle + \frac{\rho}{2} \|z - y_t\|^2
\end{align*}
\]

(13)

where the equality follows from Sion’s minimax theorem.

By completing the square, we find that the inner minimization is achieved only when

\[z = y_t + \frac{1}{\rho}(b - AX)\]. Consequently, the subproblem reduces to

\[
\begin{align*}
\max_{X \in \mathcal{W}_t} \min_{z} \langle -b, z \rangle + \langle X, A^*z - C \rangle + \frac{\rho}{2} \|z - y_t\|^2 \\
= \max_{X \in \mathcal{W}_t} \langle -b, y_t \rangle + \langle X, A^*y_t - C \rangle - \frac{1}{2\rho} \|b - AX\|^2 \\
= - \min_{X \in \mathcal{W}_t} \langle b, y_t \rangle + \langle X, C - A^*y_t \rangle + \frac{1}{2\rho} \|b - AX\|^2.
\end{align*}
\]

(14)

This last minimization problem in (14) is the augmented Lagrangian problem of Problem $[P]$ with the decision variable $X$ restricted to $\mathcal{W}_{t+1}$ instead of $S^+_t$. This interpretation as solving an augmented Lagrangian during its iterations has been explored by [Lem01, section 5.2].

Recalling the definition of (12), this augmented Lagrangian problem in (14) is a low dimension subproblem. Namely, it is equivalent to

\[
\min_{(\eta, S) \in S_t} f_t(\eta, S),
\]

(15)

where $f_t(\eta, S) = \langle b, y_t \rangle + \langle \eta \bar{X}_t + V_tSV_t^\top, C - A^*y_t \rangle + \frac{1}{2\rho} \|b - A(\eta \bar{X}_t + V_tSV_t^\top)\|^2$ and $S_t = \{(\eta, S) \mid S \succeq 0, \eta \succeq 0, \text{tr}(S) + \text{tr}(\bar{X}_t)\eta \leq \alpha\}$.

As $\bar{r} = r_p + r_c$, this problem has dimension $1 + \bar{r}(\bar{r} + 1)/2$. This problem could be solved with an accelerated first-order method as gradients of $f_t$ and the projection to the constraint set $S_t$ (after a proper scaling) can be done with time complexity $O(\bar{r}^3)$ (see [DG22, Appendix B] for detail). Alternatively, interior point method (described in [HR00, Section 6]) can be applied with $O(\bar{r}^6)$ time complexity per iteration due to inverting an $\binom{\bar{r}}{2} \times \binom{\bar{r}}{2}$ matrix. This is particularly useful when the problem (15) fails to be well conditioned. Note $r_p$ and $r_c$ can be chosen as low as 0 and 1, respectively, which would yield a dimension two subproblem over $(S, \eta) \in \mathbb{R}^2$ with constraints $S \succeq 0, \eta \succeq 0$ and $S + \text{tr}(\bar{X}_t)\eta \leq \alpha$, and a quadratic objective $f_t$. In this case, explicit formulas for the optimal $S^*_t$ and $\eta^*_t$ can be derived easily to avoid numerical optimization. Note once optimal $S^*_t$ and $\eta^*_t$ are found, the needed subproblem solution is exactly $z^*_t = y_t + \frac{1}{\rho}(b - A(\eta^*_t \bar{X}_t + V_tS^*_tV_t^\top))$.

**Storage concerns.** We note that just for the purpose of computing $S^*_t$ and $\eta^*_t$, one needs not to store $\bar{X}_t$ but only need to store $A\bar{X}_t$, $\langle C, \bar{X}_t \rangle$, and $\text{tr}(\bar{X}_t)$, as we may write $\bar{f}_t$ as

\[
\begin{align*}
\bar{f}_t(\eta, S) & = \langle b, y_t \rangle + \eta \langle \bar{X}_t, C \rangle - \eta \langle A(\bar{X}_t), y_t \rangle + \langle V_tSV_t^\top, C - A^*y_t \rangle \\
& + \frac{1}{2\rho} \|b - \eta(A\bar{X}_t) - A(V_tSV_t^\top)\|^2.
\end{align*}
\]

(16)
The updates of $A\bar{X}_t$, $(C,\bar{X}_t)$, and $\text{tr}(\bar{X}_t)$ are also easy given the low rank updates of $\bar{X}_t$ in (11). Keeping only $A\bar{X}_t$, $(C,\bar{X}_t)$ and $\text{tr}(\bar{X}_t)$ is advantageous when $A$ and $(C,\cdot)$ can be quickly applied to low rank matrices. Moreover, one can recover the matrix $\bar{X}_t$ without the need of storing $\bar{X}_t$ for the spectral bundle method using the matrix sketching idea in [TYUC17b]. We further illustrate this in Section 5.2, showing such techniques enable the spectral bundle method to be applied to far larger problem instances.

3 Analysis of $(r_p,r_c)$-SpecBM

In this section, we present our convergence guarantees for the considered family of bundle methods whenever strong duality holds, with improved guarantees whenever strict complementarity holds. Under any selection of the algorithmic parameters, Theorem 3.1 below gives sublinear convergence guarantees for both primal and dual solutions, showing $X_t$ and $y_t$ converge in terms of feasibility and objective gap. Whenever $r_c$ is selected large enough (to capture the rank of the primal optimal solutions), Theorem 3.2 shows much faster linear convergence occurs.

Our sublinear convergence guarantees for $(r_p,r_c)$-SpecBM apply for any selection of the algorithmic parameters $\rho > 0, \beta \in (0,1), r_p \geq 0, r_c \geq 1$. The only requirement is that the penalization parameter be selected large enough $\alpha \geq 2D_{X^\ast}$. Under any such parameter selection, the spectral bundle method converges at a rate of $O(1/\epsilon^3)$, which improves to $O(1/\epsilon)$ whenever strict complementarity holds. This is formalized below and proven in Section 3.2.

**Theorem 3.1.** Suppose strong duality holds. Given any $\beta \in (0,1), r_c \geq 1, \rho > 0, \alpha \geq 2D_{X^\ast}, V_0 \in \mathbb{R}^{n \times \bar{r}},$ and $z_0 = y_0 \in \mathbb{R}^m$, and target accuracy $\epsilon \in (0,\frac{1}{2})$, $(r_p,r_c)$-SpecBM produces a solution pair $X_t$ and $y_t$ with $F(y_t) - F(y^\ast) \leq \epsilon$ by some iteration $t \leq O(1/\epsilon^3)$. Moreover, if additionally strict complementarity holds, then these conditions are reached by some iteration $t \leq O(1/\epsilon)$.

Deriving the convergence rates above relies on leveraging the existing analysis [DR17, Gri19, Kiw00, DC21] for generic proximal bundle methods to specialized spectral models. The recent work [DG21] further shows adaptive, nonconstant stepsize selection rules (replacing $\rho$ by a sequence of parameters $\rho_t$) can improve the $O(1/\epsilon^3)$ rate to $O(1/\epsilon^2)$. Practically implementing such schemes (and computing needed constants) may be difficult and so constructing such an adaptive spectral bundle method is beyond the scope of this work (but may be of future interest).

Even greater improvements in convergence follow if (in addition to strict complementarity) the number of eigenvalues computed at each iteration satisfies

$$r_c \geq r_d := \max_{y \in \mathcal{Y}^\ast} \text{dim} \left( \text{nullspace} \left( Z(y^\ast) \right) \right) \quad (17)$$
where \( r_d \) denotes the largest dimension of the null space of dual slack matrices. As discussed in Section 1.1, for several modern applications \([\text{CR09, CSV13, RFP10, DU20}]\) of \((P)\), \(X^\star\) is unique, admits rank \( r^\star := \text{rank}(X^\star) \ll n \), and satisfies strict complementarity under certain structural probabilistic assumptions. If in addition, the dual solution is unique, then we only need \( r_c \geq r_d = r^\star \).

The requirement \( r_c \geq r^\star \) can be motivated from an eigenvalue computational perspective as the bottom \( r^\star \) eigenvalues of the slack \( Z(y_t) \) start to coalesce once \( y_t \) is close to \( Y^\star \). Moreover, we numerically observe in Section 5 that even if there are multiple dual solutions, \( r_c \geq r^\star \) suffices to yield quick convergence while \( r_c < r^\star \) induces slow convergence.

Under these conditions, \((r_p, r_c)\)-SpecBM will converge linearly once \( y_t \) is close enough to \( Y^\star \) (note the above sublinear convergence guarantees provide a constant bound on the number of iterations required to reach any fixed neighborhood). This is formalized below and proven in Section 3.3.

**Theorem 3.2.** Suppose strong duality and strict complementarity hold. Then under proper selection of \( \rho \) and any \( \beta \in [0, \frac{1}{2}] \), \( \alpha \geq 2D_{X^\star}V_0 \in \mathbb{R}^{n \times \bar{r}} \), \( z_0 = y_0 \in \mathbb{R}^m \), and \( r_c \geq r_d \), after at most \( T_0 \) steps, \((r_p, r_c)\)-SpecBM will subsequently only take descent steps and converge linearly to an optimal solution. Consequently, for any \( \epsilon \in (0, \frac{1}{2}) \), \((r_p, r_c)\)-SpecBM produces a solution pair \( X_t \) and \( y_t \) with \( F(y_t) - F(y^\star) \leq \epsilon \) and

- approximate primal feasibility: \( \|b - AX_t\| \leq \epsilon \), \( X_t \succeq 0 \),
- approximate dual feasibility: \( \lambda_{\min}(C - A^*y_t) \geq -\epsilon \),
- approximate primal-dual optimality: \( |\langle b, y_t \rangle - \langle C, X_t \rangle| \leq \sqrt{\epsilon} \)

by some iteration \( t \leq T_0 + \mathcal{O}(\log(1/\epsilon)) \).

Bounds on \( T_0 \) and proper selection of \( \rho \) are discussed at the beginning of Section 3.3.

### 3.1 Preliminaries on Growth Bounds and Primal-Dual Convergence

Before proving our two main convergence theorems for spectral bundle methods, we develop a few preliminary lemmas. These results characterize the effect of strong duality and strict complementarity on the penalized dual problem \((\text{pen-D})\) and then relate approximately minimizing \((\text{pen-D})\) to approximate feasibility and optimality of both \((P)\) and \((D)\).

Whenever the considered primal-dual SDP pair satisfies strong duality, they each satisfy a growth bound, ensuring that the objective gap and/or level of infeasibility grow quickly as one moves away from the set of optimal solutions. Under strict complementarity, we find this growth is quadratic, which facilitates our faster convergence rates for spectral bundle methods.

**Lemma 3.3 (Quadratic Growth).** \([\text{Stu00, Section 4}]\) Suppose strong duality holds for \((P)\) and \((D)\), then there exists \( \zeta_1, \zeta_2 \geq 1 \), such that for any fixed \( \epsilon > 0 \), there are some \( \gamma_1, \gamma_2 > 0 \)

\[\text{Here the equality } r_d = r^\star \text{ is due to strict complementarity and the rank-nullity theorem.}\]
such that for all $y$ with $F(y) \leq \langle -b, y_\star \rangle + \epsilon$, and all $X \succeq 0$ with $\langle C, X \rangle - \langle C, X_\star \rangle \leq \epsilon$ and $\|AX - b\| \leq \epsilon$:

\[
\text{dist}^\zeta_1(y, Y_\star) \leq \frac{1}{\gamma_1}(F(y) - F(y_\star)),
\]

\[
\text{dist}^\zeta_2(X, X_\star) \leq \frac{1}{\gamma_2}(\|\langle C, X \rangle - \langle C, X_\star \rangle\| + \|AX - b\|).
\]

If in addition, strict complementarity holds for some pair of primal dual solutions $(X_\star, y_\star) \in X_\star \times Y_\star$, then $\zeta_1 = \zeta_2 = 2$.

Proof. Define the sublevel set $S_1 = \{y \mid F(y) \leq \langle -b, y_\star \rangle + \epsilon\}$, and the set $S_2 = \{X \mid X \succeq 0, \|\langle C, X \rangle - \langle C, X_\star \rangle\| \leq \epsilon\}$, and $\|AX - b\| \leq \epsilon\}$. We first show these two sets are compact. Indeed, using [Rus06, Theorem 7.21], the penalty form $\min_{X \succeq 0} g(X) := \langle C, X \rangle + \gamma \|AX - b\|$ has the same solution set as the primal SDP $(P)$ for some large $\gamma > 0$. Thus the compactness of the set $S_1$ and $S_2$ is ensured by the compactness of the primal and dual solution sets $X_\star$, $Y_\star$.

Next, we utilize the result in [DW17, Theorem 4.5.1], which is a restatement of the result in [Stu00, Section 4]. Let us focus on the primal inequality $(19)$. The optimal solution set of $(P)$ is $X_\star = L \cap S_\star^n$ where $L := \{X \mid \langle C, X \rangle = p_\star, AX = b\}$. Since the sublevel set $S_2$ is compact, the result in [DW17, Theorem 4.5.1] ensures that for some $c_1 > 0$, and $d_1 > 0$, there holds the inequality $\text{dist}(X, X_\star)^{2d_1} \leq c_1 \text{dist}(X, L)$ for any $X \succeq 0$. Here the number $d_1$ is called the singularity and is bounded by $n$ [Stu00, Lemma 3.6]. Since $\text{dist}(X, L) \leq c_2(\|\langle C, X \rangle - \langle C, X_\star \rangle\| + \|AX - b\|)$ for some $c_2 > 0$ as $L$ is an affine space, we have shown the inequality $(19)$. In addition, if strict complementarity holds, then $d_1 \leq 1$ due to [Stu00, Section 5]. A similar argument applies to the dual inequality $(18)$ using [DW17, Theorem 4.5.1], compactness of $Y_\star$, and that $\text{dist}(Z, S_\star^d) \leq n \max\{\lambda_{\max}(-Z), 0\}$ for any $Z \in S^n$.

Given $F(y_t) - F(y_\star)$ is converging to have zero objective gap, the above growth bound ensures $\text{dist}(y_t, Y_\star)$ converges to zero. However, the corresponding rate of convergence would depend on the generic exponent $\zeta_1$. The following three lemmas provide direct relationships (without dependence on $\zeta_1$ or $\zeta_2$) between the spectral bundle method’s convergence on the penalized dual formulation and the primal-dual feasibility and optimality of its iterates $X_t$ and $y_t$. Utilizing these bounds, our analysis of $(r_p, r_c)$-SpecBM can then focus on showing convergence in the penalized dual objective gap. For ease of notation, we utilize the shorthand $\tilde{F}_t := \tilde{F}(V_t, X_t)$ to denote the spectral bundle method’s approximation of $F$ at iteration $t$.

Lemma 3.4 (Primal Feasibility). At every descent step $t$, $(r_p, r_c)$-SpecBM has

$$X_t \succeq 0, \quad \text{and} \quad \|b - AX_t\|^2 \leq \frac{2\rho}{\beta}(F(y_t) - F(y_\star)).$$

Proof. According to the definition of $X_t$ in [10], we have $X_t = \eta_t \tilde{X}_t + V_t S_t V_t^\top$. Since $\eta_t \geq 0$ and $S_t^\star \succeq 0$ by construction in [9], $X_t$ is positive semidefinite.
The first-order optimality condition for minimizing (9) ensures
\[- b + AX_t = \rho (y_t - y_{t+1}).\]  
(20)

Hence \(\| - b + AX_t \|^2 = \rho^2 \| (y_t - y_{t+1}) \|^2\). The difference \(y_t - y_{t+1}\) can be bounded as follows by the penalized dual objective value gap, completing the proof,
\[
\frac{\rho}{2} \| y_{t+1} - y_t \|^2 \leq F(y_t) - \bar{F}_t(y_{t+1}) \leq \frac{F(y_t) - F(y_{t+1})}{\beta} \leq \frac{F(y_t) - F(y_*)}{\beta}
\]
where the first inequality follows as \(y_{t+1} = z_{t+1}\) minimizes \(\bar{F}_t(z) + \frac{\rho}{2} \| z - y_t \|^2\) and the second follows from the definition of a descent step. \(\square\)

**Lemma 3.5 (Dual Feasibility).** At every descent step \(t\), provided \(\alpha \geq 2D_{X_*}\), \((r_p, r_c)\)-SpecBM has
\[
\lambda_{\min}(C - A^* y_{t+1}) \geq \frac{-(F(y_t) - F(y_*))}{D_{X_*}}.
\]

**Proof.** Strong duality ensures that for any \(X_* \in X_*\), one has \(\langle C, X_* \rangle = \langle b, y_* \rangle\), or equivalently \(\langle X_*, Z(y_*) \rangle = 0\). Hence
\[
\begin{align*}
\langle b, y_{t+1} - y_* \rangle &= \langle AX_*, y_{t+1} - y_* \rangle \\
&= \langle X_*, A^*(y_{t+1} - y_*) \rangle \\
&= \langle X_*, Z(y_*) - Z(y_{t+1}) \rangle \\
&\leq -\| X_* \|_\alpha \min \{\lambda_{\min}(C - A^* y_{t+1}), 0\}.
\end{align*}
\]

Since \(y_*\) minimizes (pen-D), we have
\[
F(y_t) - F(y_*) \geq F(y_{t+1}) - F(y_*) = \langle -b, y_{t+1} - y_* \rangle - \alpha \min \{\lambda_{\min}(C - A^* y_{t+1}), 0\}
\]
\[
\geq -\| X_* \|_\alpha \min \{\lambda_{\min}(C - A^* y_{t+1}), 0\}
\]
where the last inequality uses that \(\alpha \geq 2D_{X_*} \geq 2\| X_* \|_\alpha\). Since \(X_*\) is arbitrary, we have the claimed feasibility bound. \(\square\)

**Lemma 3.6 (Primal-Dual Optimality).** At every descent step \(t\), provided \(\alpha \geq 2D_{X_*}\), \((r_p, r_c)\)-SpecBM has
\[
\begin{align*}
\langle b, y_{t+1} \rangle - \langle C, X_t \rangle &\leq \frac{\alpha}{D_{X_*}} (F(y_t) - F(y_*)) + \sqrt{\frac{2\rho}{\beta} (F(y_t) - F(y_*)) D_y} \\
\text{and below by} \\
\langle b, y_{t+1} \rangle - \langle C, X_t \rangle &\geq -\frac{1 - \beta}{\beta} (F(y_t) - F(y_*)) - \sqrt{\frac{2\rho}{\beta} (F(y_t) - F(y_*)) D_y}.
\end{align*}
\]

**Proof.** The standard duality analysis shows the primal-dual objective gap equals
\[
\begin{align*}
\langle b, y_{t+1} \rangle - \langle C, X_t \rangle &= \langle AX_t, y_{t+1} \rangle - \langle C, X_t \rangle + \langle b - AX_t, y_{t+1} \rangle \\
&= \langle X_t, A^* y_{t+1} - C \rangle + \langle b - AX_t, y_{t+1} \rangle.
\end{align*}
\]
Notice that the second term here is bounded above and below as
\( |\langle b - AX_t, y_{t+1} \rangle| \leq \sqrt{\frac{2\rho}{\beta} (F(y_t) - F(y_*))} \|y_{t+1}\| \leq \sqrt{\frac{2\rho}{\beta} (F(y_t) - F(y_*))} D_{y_0} \)

using Lemma 3.4 and that \( \|y_{t+1}\| \leq D_{y_0} \) as \( F(y_{t+1}) \leq F(y_t) \leq F(y_0) \). Hence we only need to bound the first term above, \( \langle X_t, A^*y_{t+1} - C \rangle \), showing that the spectral bundle method approaches satisfying complementary slackness.

An upper bound on this inner product follows from Lemma 3.5 as
\( \langle X_t, A^*y_{t+1} - C \rangle \leq -\|X_t\|_\star \lambda_{\min}(C - A^*y_{t+1}) \leq \frac{\|X_t\|_\star (F(y_t) - F(y_*))}{D_{x_t}}. \)

Combining the above with \( \text{tr}(X_t) \leq \alpha \) by construction, we have
\( \langle b, y_{t+1} \rangle - \langle C, X_t \rangle \leq \frac{\alpha}{D_{x_t}} (F(y_t) - F(y_*)) + \sqrt{\frac{2\rho}{\beta} (F(y_t) - F(y_*))} D_{y_0}. \)

A lower bound on this inner product follows as
\[
\frac{1 - \beta}{\beta} (F(y_t) - F(y_{t+1})) \geq F(y_{t+1}) - \bar{F}_t(y_{t+1})
\]
\[
= -\alpha \min\{\lambda_{\min}(C - A^*y_{t+1}), 0\} + \langle C, X_t \rangle - \langle AX_t, y_{t+1} \rangle
\]
\[
\geq (X_t, C - A^*y_{t+1}),
\]
where the first inequality follows from the definition of a descent step, the equality follows from the definition of \( \bar{F}_t \) and the optimality of \( X_t \) in (9). Hence
\( \langle b, y_{t+1} \rangle - \langle C, X_t \rangle \geq -\frac{1 - \beta}{\beta} (F(y_t) - F(y_*)) - \sqrt{\frac{2\rho}{\beta} (F(y_t) - F(y_*))} D_{y_0}. \)

\[\square\]

### 3.2 Proof of Theorem 3.1

At some iteration \( t \) of \((r_p, r_c)\)-SpecBM, let \( v_+ \) be a top eigenvector of \( \lambda_{\max}(A^*z_{t+1} - C) \) if \( \lambda_{\max}(A^*z_{t+1} - C) > 0 \) and be zero otherwise. Then denote \( g_{t+1} = -b + \alpha A(v_+v_+^\top) \in \partial F(z_{t+1}) \) as the subgradient corresponding to this maximum eigenvector and \( s_{t+1} = -\rho(z_{t+1} - y_t) \in \partial \bar{F}_t(z_{t+1}) \) as the aggregate subgradient, certifying optimality of (9). For the existing proximal bundle method convergence rates to apply (see Section 2.1.1), we need to verify conditions (2), (3), and (4) hold with \( \bar{F}_t = \tilde{F}_t \). Given these conditions, Theorem 2.1 ensures \((r_p, r_c)\)-SpecBM has penalized dual objective gap \( F(y_t) - F(y_*) \) converging at a rate of \( O(1/\epsilon^3) \), or \( O(1/\epsilon) \) whenever quadratic growth holds (e.g., whenever strict complementarity holds by Lemma 3.3). Then our claimed results on primal feasibility, dual feasibility, and primal-dual optimality follow by applying Lemmas 3.4, 3.5, and 3.6.
Recall the spectral bundle method’s model approximates \( \{X \mid \langle X, I \rangle \leq \alpha, X \succeq 0\} \) at iteration \( t + 1 \) by the spectral set
\[
W_{t+1} := \{\eta X_{t+1} + V_{t+1} S V_{t+1}^\top \mid \eta \geq 0, S \in \mathbb{S}^r_+, \text{ and } \eta \text{tr}(X_{t+1}) + \text{tr}(S) \leq \alpha\},
\]
giving \( \bar{F}_{t+1}(y) = \langle -b, y \rangle + \max_{X \in W_{t+1}} \langle X, A^* y - C \rangle \).

First we note that \( \langle \bar{F}_{t+1}(y), v \rangle \) is immediate for \((r_p, r_c)\)-SpecBM since its model always lower bounds the true objective \( \bar{W} \) as \( W_{t+1} \subseteq \{X \mid \langle X, I \rangle \leq \alpha, X \succeq 0\} \).

Next we verify \( \bar{W} \). Since \( V_{t+1} \) spans \( v_+ \), some vector \( s \) has \( V_{t+1} s = v_+ \). Consequently considering \( \eta = 0 \) and \( S = \alpha s s^\top \) shows \( \alpha v_+ v_+^\top \in W_{t+1} \) and so
\[
\bar{F}_{t+1}(y) \geq \langle -b, y \rangle + \langle \alpha v_+ v_+^\top, A^* y - C \rangle = F(z_{t+1}) + \langle g_{t+1}, y - z_{t+1} \rangle
\]
holds with \( g_{t+1} = -b + \alpha A(v_+ v_+^\top) \).

Finally, we verify \( \bar{F} \). By the optimality condition of \( F \), and definition of \( X_t, z_{t+1} \), we know that
\[
-b + AX_t = \rho(y_t - z_{t+1}) = s_{t+1}
\]
\[
\bar{F}_t(z_{t+1}) = \langle -b, z_{t+1} \rangle + \langle X_t, A^* z_{t+1} - C \rangle.
\]

Similar to the reasoning for \( \bar{W} \), we first show \( X_t \) lies in \( W_{t+1} \): To see this, recall that \( V_{t+1} \) was selected to span the \( r_p \) top eigenvector directions of \( S_t^* \) given by \( V_t Q_1 \). Then there is an \( S \) such that \( V_{t+1} S V_{t+1}^\top = V_t Q_1 \Lambda_1 Q_1^\top V_t^\top \). This choice of \( S \) alongside \( \eta = 1 \) has \( X_t = \eta \bar{X}_{t+1} + V_{t+1} S V_{t+1}^\top \) due to the updating scheme \( \bar{X}_{t+1} \) and definition of \( X_t \) in \( (10) \). This choice of \( S \) is feasible because \( S \succeq 0 \) as \( \Lambda_1 \succeq 0 \), and
\[
\eta \text{tr}(X_{t+1}) + \text{tr}(S) = \text{tr}(\eta_t^* \bar{X}_t) + \text{tr}(V_t Q_2 \Lambda_2 Q_2^\top V_t^\top) + \text{tr}(V_t Q_1 \Lambda_1 Q_1^\top V_t^\top)
\]
\[
= \eta_t^* \text{tr}(\bar{X}_t) + \text{tr}(V_t S_t^* V_t^\top) \leq \alpha
\]
where the first equality above relies on the definition of \( \bar{X}_{t+1} \) and that \( \text{tr}(S) = \text{tr}(V_{t+1} S V_{t+1}^\top) \) (because \( V_{t+1} \) has orthonormal columns), and the last inequality is due to \( V_t \) having orthonormal columns and \( \eta_t^* \) and \( S_t^* \) satisfying the constraint \( \eta^* \text{tr}(\bar{X}_t) + \text{tr}(S_t^*) \leq \alpha \) by construction. Thus
\[
\bar{F}_{t+1}(y) \geq \langle -b, y \rangle + \langle X_t, A^* y - C \rangle = \bar{F}_t(z_{t+1}) + \langle s_{t+1}, y - z_{t+1} \rangle
\]
holds with \( s_{t+1} = -\rho(z_{t+1} - y_t) \).

### 3.3 Proof of Theorem 3.2

#### 3.2.1. Verifying \( \bar{W}, \bar{F} \), and \( \bar{F} \) In this section, we first discuss the needed bounds on \( T_0 \) and \( \rho \) for our linear convergence analysis to apply. In the following subsections, we prove the following central pair of lemmas which directly imply Theorem 3.2. Namely, under appropriate selections of \( T_0 \) and \( \rho \), the model \( \bar{F}_t \) becomes quadratically close to the true penalized dual objective (see Lemma 3.7). Consequently, every iteration is a descent step, linearly contracting towards optimality (see Lemma 3.8).

\[\text{Indeed, one can take } S = V_{t+1}^\top V_t Q_1 \Lambda_1 Q_1^\top V_t V_{t+1} \text{ as } V_{t+1} \text{ spans the columns of } V_t Q_1.\]
Lemma 3.7. Under the assumptions and notations in Theorem 3.2, there is some \( \eta > 0 \) (independent of \( \epsilon \)) such that for \( t \geq T_0 \), we have
\[
F_t(z) \leq F(z) \leq F_t(z) + \frac{\eta}{2} \|z - y_t\|^2 \quad \text{for all } z \in \mathbb{R}^m.
\] (24)

Lemma 3.8. Suppose (24) holds at iterate iteration \( t \), then for any \( \rho \geq \eta \), Algorithm 1 with any choice of \( \beta \in (0, \frac{1}{2}] \) will take a descent step satisfying
\[
\text{dist}(y_{t+1}, \mathcal{Y}_*) \leq \sqrt{\frac{\rho}{2\gamma_1 + \rho}} \text{dist}(y_t, \mathcal{Y}_*). \] (25)

We note that if we assume \( y_t = z_t \) always, then Lemma 3.8 can be derived using a combination of the proofs for prox-linear method in [DL18, DP19]. The reader might find the detailed procedure in Appendix C. Our proof here is self-contained, directly employs the quadratic growth of \( F \) and the quadratic closeness of the model \( \bar{F} \), and shows that the descent step is taken, i.e., \( y_t = z_t \).

3.3.1. Discussion on the bounds on \( T_0 \) and \( \rho \) Denote the gap parameter as \( \delta := \inf_{y \in \mathcal{Y}_*} \max_{r \leq r_d} \lambda_r(-Z(y_*)) - \lambda_{r+1}(-Z(y_*)) \) and the quadratic growth parameter for \( F \) from Lemma 3.3 as \( \gamma_1 > 0 \). The gap parameter \( \delta \) is nonzero from the definition of \( r_d \), the compactness of \( \mathcal{Y}_* \), and continuity of the function \( \max_{r \leq r_d} \lambda_r(Z(\cdot)) - \lambda_{r+1}(Z(\cdot)) \). When the dual solution is unique, we have \( \delta = \lambda_{r_d}(-Z(y_*)) - \lambda_{r_d+1}(-Z(y_*)) \). With these notations, the constant \( \eta \) in Lemma 3.7 is \( \eta = 4\alpha \|A^*\|_{op}^2 \max \left\{ \frac{72}{\delta} \sup_{y \in \mathcal{Y}_*} \|2Z(y_*)\|_{op}, \frac{9(8\sqrt{2}+16)}{\delta} \right\} \) (see the proof of Lemma 3.7 in Section 3.3.2 for details).

Let the number \( T_0 \) be the first descent step such that for all \( t \geq T_0 \), \( Z(y_t) = \delta/3 \) close to the solution set \( Z(\mathcal{Y}_*) = \{Z(y_*) \mid y_* \in \mathcal{Y}_*\} \). Using the \( \mathcal{O}(1/\epsilon) \) convergence rate from Theorem 3.1 and quadratic growth from Lemma 3.3, this must hold for all
\[
t \geq T_0 = \mathcal{O} \left( \frac{\|A^*\|_{op}^2}{\delta^2 \gamma_1} \right). \] (26)

Indeed, for any \( y \in \mathbb{R}^m \), by picking a solution \( y_* \in \mathcal{Y}_* \) closest to \( y \), we have
\[
\|Z(y) - Z(y_*)\|_F = \|A^*(y - y_*)\|_F \leq \|A^*\|_{op} \|y - y_*\| = \|A^*\|_{op} \text{dist}(y, \mathcal{Y}_*) \leq \|A^*\|_{op} \sqrt{(F(y) - F(y_*))/\gamma_1}. \] (27)

From the above inequality, we see that the condition \( F(y_t) - F(y_*) \leq \frac{\delta^2 \gamma_1}{9\|A^*\|_{op}} \) ensures that \( \lambda_{r_d}(Z(y_t)) \geq \frac{\delta}{3} \). Such condition is satisfied for any \( y_t \) with \( t \geq T_0 \) by the \( \mathcal{O}(1/\epsilon) \) convergence rate from Theorem 3.1 and our choice of \( T_0 \) in (26).

We require the regularization parameter \( \rho \) be chosen larger than \( \eta \), i.e.,
\[
\rho \geq 4\alpha \|A^*\|_{op}^2 \max \left\{ \frac{72}{\delta} \sup_{y \in \mathcal{Y}_*} \|2Z(y_*)\|_{op}, \frac{9(8\sqrt{2}+16)}{\delta} \right\}. \] (28)
3.3.2. Proof of Lemma 3.7  Without loss of generality, we have \( z_t = y_t \) (that is, the previous step was a descent step). Define the \( r \)-th spectral plus set of a matrix \( X \in \mathbb{S}^n \) with \( \lambda_r(X) - \lambda_{r+1}(X) > 0 \) as \( C^+_r(X) := \{ VSV^T \mid \text{tr}(S) \leq 1, S \succeq 0, S \in \mathbb{S}^r \} \) where \( V \in \mathbb{R}^{n \times r} \) is the matrix formed by the orthonormal eigenvectors of \( X \) corresponding to its \( r \) largest eigenvalues. The following lemma, proved in Section 4, shows these top eigenvectors give a quadratically accurate model.

**Lemma 3.9.** Suppose \( X \in \mathbb{S}^n \) has eigenvalues \( \lambda_r(X) - \lambda_{r+1}(X) = \delta \) and denote the \( \Lambda_{r,n} = \max\{|\lambda_{r+1}(X)|, |\lambda_n(X)|\} \). Then for any \( Y \in \mathbb{S}^n \), the quantity \( f_X(Y) := \max\{\lambda_1(Y), 0\} - \max_{W \in C^+_r(X)} \langle W, Y \rangle \) satisfies that

\[
0 \leq f_X(Y) \leq 8\frac{\|Y - X\|^2_{\text{op}}}{\delta^2} + \frac{(8\sqrt{2} + 16)\|Y - X\|^2_{\text{op}}}{\delta}.
\]

This lemma shows that the function \( \max_{W \in C^+_r(X)} \langle W, Y \rangle \) has captured the nonsmooth part of the \( \max\{\lambda_1(Y), 0\} \) and is accurate to \( \max\{\lambda_1(Y), 0\} \) up to second order. This result is key to establishing (24) for all \( t \geq T_0 \) in the following two sections (first assuming a unique dual solution for ease and then in general).

**Unique solution case.** First suppose the dual solution \( y_\ast \) is unique and the corresponding dual slack is denoted as \( Z_\ast \). In this case, our choice of \( T_0 \) ensures \( y_t \) is sufficiently close to \( y_\ast \) such that \( \|Z(y_t) - Z_\ast\|_{\text{op}} \leq \frac{\delta}{3} \) where \( \delta \) is the \( r_\ast \)-th eigen gap of \( -Z_\ast \). Then from Weyl’s inequality, we know the \( r_\ast \)-th eigengap of \( -Z(y_t) \), \( \lambda_{r_\ast}(-Z(y_t)) - \lambda_{r_\ast+1}(-Z(y_t)) \), is at least \( \frac{\delta}{3} \), and \( \|Z(y_t)\|_{\text{op}} \leq 2\|Z_\ast\|_{\text{op}} \).

Let \( V \in \mathbb{R}^{n \times r_\ast} \) denote the matrix formed by the eigenvectors corresponding to the \( r_\ast \) largest eigenvalue of \( -Z(y_t) \). We find that

\[
F(y) - \bar{F}_t(y) = \alpha \max\{\lambda_{\text{max}}(-Z(y)), 0\} - \max_{\eta + \text{tr}(S) \leq \alpha, \eta \geq 0, S \in \mathbb{S}^c_{\ast}} \langle \eta \bar{X} + VSV^T, -Z(y) \rangle
\]

\[
\leq \alpha \max\{\lambda_{\text{max}}(-Z(y)), 0\} - \max_{\text{tr}(S) \leq \alpha, S \in \mathbb{S}^d_{\ast}} \langle VSV^T, -Z(y) \rangle
\]

\[
= \alpha \left( \max\{\lambda_{\text{max}}(-Z(y)), 0\} - \max_{W \in C^+_d(-Z(y))} \langle W, -Z(y) \rangle \right)
\]

\[
\leq \alpha \left( \frac{72\|Z(y_t) - Z(y)\|^2_{\text{op}} 2Z_\ast\|_{\text{op}}}{\delta^2} + \frac{9(8\sqrt{2} + 16)\|Z(y_t) - Z(y)\|^2_{\text{op}}}{\delta} \right)
\]

\[
\leq 2\alpha\|A^\ast\|^2_{\text{op}} \max\left\{ \frac{72\|2Z_\ast\|_{\text{op}}}{\delta^2}, \frac{9(8\sqrt{2} + 16)}{\delta} \right\} \|y - y_t\|^2,
\]

where the first inequality restricts the spectral set considered since \( r_c \geq r_\ast \) by assumption and the second inequality applies Lemma 3.9 Combining the fact that \( \bar{F}_t \) lower bounds \( F(y) \) by construction, we see the model \( \bar{F}_t \) is indeed quadratically accurate with \( \eta = 4\alpha\|A^\ast\|^2_{\text{op}} \max\{\frac{72\|2Z_\ast\|_{\text{op}}}{\delta^2}, \frac{9(8\sqrt{2} + 16)}{\delta} \} \) in (24).

**Multiple dual solutions case.** Now we generalize the above reasoning to when \( Y_\ast \) contains multiple points. Recall we defined \( \delta \) as

\[
\delta = \inf_{y_\ast \in Y_\ast} \max_{r \leq r_\ast} \lambda_r(-Z(y_\ast)) - \lambda_{r+1}(-Z(y_\ast))
\]

(30)
which is nonzero from the definition of $r_d$, the compactness of $\mathcal{Y}_*$, and continuity of the function $\max_{r \leq r_d} \lambda_r(Z(z)) - \lambda_{r+1}(Z(z))$. Hence if $\mathrm{dist}(Z(y_t), Z(\mathcal{Y}_*))$ is less than a third of $\delta$, then there is an $r$ and $y_* \in \mathcal{Y}_*$, such that $-Z(y_*)$ is no more than $\frac{\delta}{3}$ away from $Z(y_t)$, and has $\lambda_r(-Z(y_*)) - \lambda_{r+1}(-Z(y_*)) \geq \delta$. Hence, we can repeat previous argument for the case of unique dual solution and replace $r_d$ and $\|Z_*\|_{op}$ by $r$ and $\sup_{y_* \in \mathcal{Y}_*} \|Z(y_*)\|_{op}$ respectively. Thus the model $\tilde{F}_t$ is quadratically accurate in (24) with $\eta = 4\alpha \|A^*\|_{op} \max\{\frac{\eta}{2\gamma}, 2\sup_{y_* \in \mathcal{Y}_*} \|2Z(y_*)\|_{op}, \frac{9(8\gamma + 16)}{\delta}\}$ as stated in (28).

### 3.3.3. Proof of Lemma 3.8

Suppose (24) is satisfied for some $\eta > 0$ at iteration $t$. Without loss of generality, $\eta = \rho$ since we require $\eta \leq \rho$. We first show $(r_p, r_e)$-SpecBM must take a descent step for $\beta \leq \frac{1}{2}$. We know the minimizer $z^*_t$ of $\tilde{F}_t(z) + \frac{\rho}{2}\|z - y_t\|^2$ satisfies that for any $z \in \mathbb{R}^m$

$$\tilde{F}_t(z^*_t) + \frac{\rho}{2}\|z^*_t - y_t\|^2 + \frac{\rho}{2}\|z^*_t - z\|^2 \leq \tilde{F}_t(z) + \frac{\rho}{2}\|z - y_t\|^2,$$

(31)

since $\frac{\rho}{2}\|z - y_t\|^2$ is $\rho$-strongly convex. Setting $z = y_t$ and (24) shows

$$F(y_t) - \tilde{F}_t(z^*_t) \geq \rho\|z^*_t - y_t\|^2 \geq 0, \quad \text{and} \quad \frac{\rho}{2}\|z^*_t - y_t\|^2 \leq F(y_t) - \tilde{F}(z^*_t).$$

(32)

Using sequentially that $\beta \leq 1/2$, the quadratic bound (24) and then (32) shows

$$\frac{\beta}{2} (F(y_t) - \tilde{F}_t(z^*_t)) \leq \frac{1}{2} \left( F(y_t) - \tilde{F}_t(z^*_t) \right) \leq \frac{1}{2} (F(y_t) - \tilde{F}(z^*_t)) + \frac{\rho}{4}\|y_t - z^*_t\|^2$$

$$\leq F(y_t) - \tilde{F}(z^*_t).$$

Hence, we see the method will indeed take a descent step and $y_{t+1} = z^*_t$ is in the sublevel set defined by $\{y \mid F(y) \leq F(y_0)\}$.

Now we show this descent step contracts the distance to $\mathcal{Y}_*$, yielding linear convergence. Considering $z = y_*$ for any $y_* \in \mathcal{Y}_*$ in (31) and using (24) ensures

$$F(z^*_t) \leq F(y_t) + \frac{\rho}{2} (\|y_* - y_t\|^2 - \|z^*_t - y_*\|^2).$$

(34)

Now recall the quadratic growth of $F$ (derived from Lemma 3.3) that there is a $\gamma_1 > 0$ such that for all $z \in \{y \mid F(y) \leq F(y_0)\}$,

$$F(z) - F(y_*) \geq \gamma_1 \mathrm{dist}^2(z, \mathcal{Y}_*).$$

Hence combining this with (34), we find that

$$\gamma_1 \mathrm{dist}^2(z^*_t, \mathcal{Y}_*) \leq \frac{\rho}{2} (\|y_* - y_t\|^2 - \|z^*_t - y_*\|^2)$$

$$\implies \left( \gamma_1 + \frac{\rho}{2} \right) \mathrm{dist}^2(z^*_t, \mathcal{Y}_*) \leq \frac{\rho}{2}\|y_* - y_t\|^2$$

$$\implies \mathrm{dist}^2(z^*_t, \mathcal{Y}_*) \leq \frac{\rho}{2\gamma_1 + \rho}\|y_* - y_t\|^2.$$

(35)

Setting $y_*$ to be the point in $\mathcal{Y}_*$ nearest to $y_t$ shows $y_{t+1} = z^*_t$ satisfies the recurrence

$$\mathrm{dist}(y_{t+1}, \mathcal{Y}_*) \leq \sqrt{\frac{\rho}{2\gamma_1 + \rho}} \mathrm{dist}(y_t, \mathcal{Y}_*),$$

ensuring convergence occurs geometrically, contracting by a factor of $\sqrt{\frac{\rho}{2\gamma_1 + \rho}} < 1$. 

19
4 Proof of Lemma 3.9

Lastly, we provide a proof of Lemma 3.9. In addition to the Frobenius norm bound, we also provide an operator two norm bound (42).

Recall the assumption that \( \lambda_r(X) - \lambda_{r+1}(X) = \delta > 0 \) for some \( \delta > 0 \). Let \( V \in \mathbb{R}^{n \times r} \) be an orthonormal matrix formed by the \( r \) eigenvectors corresponding to the top \( r \) eigenvalues. Recall \( r \)-th spectral plus set \( C_r^+(X) := \{ VS V^T | \text{tr}(S) \leq 1, S \succeq 0, S \in S^r \} \). Note that for any orthonormal \( O \in \mathbb{R}^{r \times r} \), replacing \( V \) by \( VO \) produces the same spectral set \( C_r^+(X) \).

For any \( Y \in S^n \), since \( \max\{\lambda_1(Y), 0\} = \max_{W \succeq 0, \text{tr}(W) \leq 1} \langle W, Y \rangle \), we see the following inequality always holds as \( \{W | W \succeq 0, \text{tr}(W) \leq 1\} \supset C_r^+(X) \):

\[
\max\{\lambda_1(Y), 0\} \geq \max_{W \in C_r^+(X)} \langle W, Y \rangle.
\] (36)

Define the error \( f_X(Y) \) as

\[
f_X(Y) = \lambda_1(X) - \max_{W \in C_r^+(X)} \langle W, Y \rangle.
\] (37)

We always have \( f_X(Y) \geq 0 \) as previously argued. If \( \lambda_1(Y) < 0 \), then \( \max\{\lambda_1(Y), 0\} = 0 \) and hence \( Y \preceq 0 \). Thus the approximation \( \max_{W \in C_r^+(X)} \langle W, Y \rangle = 0 \) as well. Hence we may only consider the case \( \lambda_1(Y) > 0 \) in the following. Let \( v \) be the eigenvector with two norm \( ||v|| = 1 \) corresponding to the largest eigenvalue \( \lambda_1(Y) \), then

\[
f_X(Y) = \lambda_1(Y) - \max_{W \in C_r^+(X)} \langle W, Y \rangle = \min_{W \in C_r^+(X)} \langle vv^T - W, Y \rangle
\]

\[
= \min_{W \in C_r^+(X)} \left( \langle vv^T - W, Y - X \rangle + \langle vv^T - W, X \rangle \right). \tag{R1} \]

To analyze \( R_1 \) and \( R_2 \), we define some notation first. Denote \( V' \in \mathbb{R}^{n \times r} \) to be the orthonormal matrix formed by the eigenvectors corresponding to the top \( r \) eigenvalues of \( Y \). Moreover, let \( v \) denote the first column of \( V' \). Also denote \( F \in \mathbb{R}^{n \times (n-r)} \) to be an orthonormal matrix formed by the rest eigenvectors of \( X \). So the eigenvalue decomposition of \( X \) is \( X = V \Lambda_1 V^T + F \Lambda_2 F^T \), for some diagonal \( \Lambda_1 \in S^r \) and \( \Lambda_2 \in S^{(n-r) \times (n-r)} \). Let the matrix \( O^* \in \mathbb{R}^{r \times r} : O^* \in \arg \min_{O \in O^*} ||VO - V'||_F \). Below, we set \( V_O = VO^* \).

We bound the \( R_2 \) term first. We may choose \( W = VV^T vv^T VV^T \) here. With such a choice, \( R_2 \) equals the following:

\[
R_2 = \langle vv^T - W, X \rangle = \langle vv^T, X \rangle - \langle W, X \rangle
\]

\[
\overset{(a)}{=} \langle vv^T, V \Lambda_1 V^T + F \Lambda_2 F^T \rangle - \langle VV^T vv^T VV^T, V \Lambda_1 V^T + F \Lambda_2 F^T \rangle
\]

\[
\overset{(b)}{=} \langle vv^T, V \Lambda_1 V^T \rangle + \langle vv^T, F \Lambda_2 F^T \rangle - \langle vv^T, V \Lambda_1 V^T \rangle
\]

\[
\overset{(c)}{=} \langle V'e_1 (V'e_1)^T, F \Lambda_2 F^T \rangle.
\]

Here we use the eigenvalue decomposition of \( X \) in step (a). Step (b) uses the fact that \( V \) has orthonormal columns and that \( V^T F = 0 \) as the columns are orthonormal. Step (c) uses the fact that \( v \) is the first column of \( V' \).
Let the error between $V_O$ and $V'$ be given by $E = V' - V_O$ and let $e_1 \in \mathbb{R}^r$ be the vector with first entry 1 and all other entries 0. Using these, we upper bound $R_2 = \langle V'e_1(V')^T, FA_2 F^T \rangle$ as

$$R_2 = \langle (V_O + E)e_1e_1^T (V_O + E)^T, FA_2 F^T \rangle$$

\[= \langle Ee_1e_1^T E^T, FA_2 F^T \rangle \]  

\[\leq \|Ee_1e_1^T E^T\|_\infty \|FA_2 F^T\|_{op} \]  

\[= \|Ee_1e_1^T E^T\|_{op} \|FA_2 F^T\|_{op} \]  

\[\leq \|Ee_1\|^2_{op} \|A_2\|_{op} \]  

\[\leq \|E\|^2_{op} \|A\|_{op}. \]  

(38)

Here we use the fact $V_O^T F = 0$ in step (a). Step (b) is due to the Hölder’s inequality. Step (c) uses the fact that for rank 1 matrix, the Frobenius norm is the same as its operator norm. Step (d) uses the submultiplicity of operator two norm. The last step (e) uses the fact operator norm of $e_1$ is 1.

Next we bound $R_1$. Considering $W = VV^T vv^T VV^T = V_O V_O^T vv^T V_O V_O^T$, the difference $vv^T - W$ is

$$vv^T - W = V'e_1(V'e_1)^T - V_O V_O^T vv^T V_O V_O^T$$

$$= V'e_1(V'e_1)^T - V_O V_O^T V'e_1(V'e_1)^T V_O V_O^T$$

$$= (V_O + E)e_1e_1^T (V_O + E)^T - V_O V_O^T (V_O + E)e_1e_1^T (V_O + E)^T V_O V_O^T$$

$$= Ee_1e_1^T V_O^T + V_O e_1e_1^T E^T + Ee_1e_1^T E$$

$$- V_O V_O^T V_O e_1e_1^T V_O^T - V_O V_O^T V_O e_1e_1^T E V_O V_O^T - V_O V_O^T V_O e_1e_1^T E V_O V_O^T.$$  

Hence, using the fact the nuclear norm of rank one matrix is the same as operator norm, the nuclear norm of $vv^T - W$ is bounded by

$$\|vv^T - W\|_\infty \leq \|Ee_1e_1^T V_O^T\|_{op} + \|V_O e_1e_1^T E^T\|_{op} + \|Ee_1e_1^T E\|_{op}$$

$$+ \|V_O V_O^T V_O e_1e_1^T V_O^T\|_{op} + \|V_O V_O^T V_O e_1e_1^T E V_O V_O^T\|_{op}$$

$$+ \|V_O V_O^T V_O e_1e_1^T E V_O V_O^T\|_{op}$$

\[\leq 4\|E\|_{op} + 2\|E\|_{op}^2. \]  

(39)

Here in step (a), we use the fact that $\|e_1e_1^T\|_{op} \leq 1$ and $\|V\|_{op} \leq 1$. Using Hölder’s inequality again, the first term $R_1$ is bounded by

$$R_1 = \langle vv^T - W, Y - X \rangle \leq \|vv^T - W\|_\infty \|Y - X\|_{op} \leq (4\|E\|_{op} + 2\|E\|_{op}^2) \|Y - X\|_{op}. \]  

Now combining (39) and (38), we find that $f_X(Y)$ is upper bounded by

$$f_X(Y) \leq \|A_2\|_{op} \|E\|_{op}^2 + (4\|E\|_{op} + 2\|E\|_{op}^2) \|Y - X\|_{op}.$$  

Let us consider two cases:
1. First consider the Frobenius norm. The Frobenius bound [YWS15, Theorem 2] applied to $E$ ensures that

$$\|E\|_F \leq \frac{2\sqrt{2}\|Y - X\|_F}{\delta}.$$  

Hence in this case, we have for all $Y \in \mathbb{S}^n$

$$f_X(Y) \leq \frac{8\|Y - X\|_F^2\|\Lambda_2\|_{op}}{\delta^2} + \frac{8\sqrt{2}\|Y - X\|_F^2}{\delta} + \frac{16\|Y - X\|_F^3}{\delta^2}.$$ (40)

2. Second consider the operator norm. Using [YWS15, Theorem 2] again, we have the operator norm of $E$ bounded by

$$\|E\|_{op} \leq \frac{2\sqrt{2}\sqrt{r}\|Y - X\|_{op}}{\delta}.$$  

In this case, the function $f_X(Y)$ is upper bounded by

$$f_X(Y) \leq \frac{8r\|Y - X\|_{op}^2\|\Lambda_2\|_{op}}{\delta^2} + \frac{8\sqrt{2}\sqrt{r}\|Y - X\|_{op}^2}{\delta} + \frac{16r\|Y - X\|_{op}^3}{\delta^2}. \quad (40)$$

If $\|Y - X\|_{op} \leq \delta$, then using it for the term $\frac{16r\|Y - X\|_{op}^3}{\delta^2}$, we have

$$f_X(Y) \leq \frac{8r\|Y - X\|_{op}^2\|\Lambda_2\|_{op}}{\delta^2} + \frac{(8\sqrt{r} + 16r)\|Y - X\|_{op}^2}{\delta}. \quad (41)$$

Still, we have not reached a globally quadratically accurate model. Let us show that the function $f_X(Y)$ is always bounded by a linear difference. Note that we have $\max_{W \in C^+_X} \langle W, Y \rangle = \max \{ \lambda(V^\top YV), 0 \}$. We decompose $f_X(Y)$ into two terms:

$$f_X(Y) = \max \{ \lambda_1(Y), 0 \} - \max \{ \lambda_1(V^\top YV), 0 \}$$

$$= \max \{ \lambda_1(Y), 0 \} - \max \{ \lambda_1(X), 0 \} + \max \{ \lambda_1(X), 0 \} - \max \{ \lambda_1(V^\top YV), 0 \}.$$  

For the term $R_1$, we note the function $\max\{x, 0\}$ for any $x \in \mathbb{R}$ is 1-Lipschitz with respect to the norm $|x|$. Thus the term $R_1$ is bounded by

$$|R_1| \leq |\lambda_1(Y) - \lambda_1(X)| \leq \|Y - X\|_{op}. \quad (R_1)$$

For the second term $R_2$, we note that $\lambda_1(X) = \lambda_1(V^\top XV)$ because of the definition of $V$. Hence, using the same reasoning, we have

$$|R_2| \leq \|V^\top XV - V^\top YV\|_{op} \leq \|X - Y\|_{op} \quad (R_2),$$

where the last line is due to submultiplicity of operator two norm. Hence, we see the error function $f_X(Y)$ is always bounded by

$$|f_X(Y)| \leq 2\|X - Y\|_{op}.$$
The inequality \( \|X - Y\|_{op} \leq \delta \) tells us that when \( \|X - Y\|_{op} \leq \delta \), we have \( f_X(Y) \leq \frac{8r\|Y - X\|_{op}^2 \|\Lambda_2\|_{op}}{\delta^2} + \frac{(8\sqrt{2r} + 16r)\|Y - X\|_{op}^2}{\delta} \geq 2\|X - Y\|_{op} \). Now if \( \|X - Y\|_{op} \geq \delta \), then it follows that \( 2\|X - Y\|_{op} \geq \frac{8r\|Y - X\|_{op}^2 \|\Lambda_2\|_{op}}{\delta^2} \).

Hence, the model \( \max_{W \in C^+} \langle W, Y \rangle \) is always quadratically accurate: for all \( Y \in S^n \),

\[
0 \leq f_X(Y) \leq \min\left\{ \frac{8r\|Y - X\|_{op}^2 \|\Lambda_2\|_{op}}{\delta^2} + \frac{(8\sqrt{2r} + 16r)\|Y - X\|_{op}^2}{\delta}, \frac{2\|X - Y\|_{op}^2}{\delta} \right\}.
\]

The same argument applies to the Frobenius norm case, and we reach

\[
f_X(Y) \leq \frac{8\|Y - X\|_F^2 \|\Lambda_2\|_{op}}{\delta^2} + \frac{(8\sqrt{2} + 16)\|Y - X\|_F^2}{\delta}.
\]

5 Numerics

In this section, we first present numerical experiments demonstrating (i) sublinear convergence generically for the spectral bundle method under a range of configurations and (ii) once the conditions listed in Theorem 3.2 hold, convergence speeds up (to linear convergence). Subsequently, we show substantial speedups in both time and space complexity are achievable utilizing a sketching technique, enabling the spectral method to effectively solve much larger problem instances.

5.1 Max-Cut and Matrix Completion Experiments

We consider two common SDP problems, matrix completion and max-cut, whose formulations are stated in Table 1. As discussed in Section 1.1, both of these families of problems typically have low-rank primal optimal solutions.

We consider the following instances of these semidefinite programs: For max-cut, we take \( L \) as the Laplacian of the graph \( G_{24} \) in \[Gse\] with 2000 vertices. For matrix completion, \( \Omega \) denotes the set of indices of the observed entries of the underlying rank 3 matrix \( X^\natural \in \mathbb{R}^{1000 \times 1000} \). Here \( X^\natural = WW^\top \) where \( W \in \mathbb{R}^{1000 \times 3} \) with each entry following the Rademacher distribution. Each entry of \( X^\natural \) is observed with probability \( p = 0.04 \). Both problems have decision variable size \( 2000 \times 2000 \).

For both problems, we initialize with \( X_0, y_0, z_0 \) all zero. For max-cut, we set \( \alpha = 2n, \rho = 0.5, \beta = 0.25 \) and run for 200 iterations, and for matrix completion, we set \( \alpha = 4\|X^\natural\|_{op}, \rho = 5, \beta = 0.25 \) and run for 100 iterations. The subproblem (9) is solved via Mosek \[Mos10\]. Likewise, the optimal value \( p^\star \) and primal solution \( X^\star \) for max-cut is obtained through Mosek \[Mos10\], whereas for matrix completion, we set \( p^\star = 2\|X^\natural\|_{op} \) and \( X^\star = \begin{bmatrix} X^\natural & X^\natural \\ X^\natural & X^\natural \end{bmatrix} \) for matrix completion. Such a choice of \( X^\star \) indeed solves matrix completion SDP with high probability \[CR09\]. Let the rank of the optimal solution be \( r^\star = \text{rank}(X^\star) \), which is 18 for max-cut and 3 for matrix completion.

We consider two configurations of the parameters \( r_c \) and \( r_p \): (i) \( r_c = 1 \) while \( r_p = r^\star - 2, r^\star - 1, \) and \( r^\star \), and (ii) \( r_p = 0, r_c = r^\star - 1, r^\star, \) and \( r^\star + 1 \). In the first setting, we primarily accumulate past information with \( r_p \) on the order of the rank of the primal optimal solution,
while computing only one new eigenvector per iteration. In the second setting, the method retains no additional past information (beyond the aggregation $\bar{X}_t$), relying primarily on the current $r_c$ eigenvectors.

**Experiment Results.** Table 1 shows the accuracy of the last iterates in terms of primal and dual optimality and feasibility. The dual optimality (dual opt.), primal optimality (primal opt.), and primal feasibility (primal feas.) are defined as $F(y) - d^\star |d^\star|$, $|\langle C,X \rangle - p^\star|p^\star|$, and $\|A X - b\|/\|b\|$ respectively. We find that primal feasibility tends to be worse than dual optimality by one or two orders of magnitude, while primal optimality is usually of the same order. Slower convergence in primal feasibility aligns with expectations based on our lemmas in Section 3.1, as primal feasibility $\|A X - b\|$ is only guaranteed to be on the order of the square root of dual optimality.

Figure 1 shows the evolution of dual objective value $F$ in (pen-D) as each method runs. The spectral bundle methods performance across these configurations and problem settings tends to agree with our theories predictions. As shown in Figure 1a and Figure 1b in general, when $r_c < r^\star$, the spectral bundle method converges sublinearly (with the exception $(3,1)$-SpecBM for matrix completion). Once $r_c \geq r^\star$, the method converges quickly for both max-cut and matrix completion as expected from our Theorem 3.2. As shown in Table 1 whenever $r_c \geq r^\star$, the method solves both problems in terms of dual optimality to moderately high accuracy ($\sim 10^{-8}$). Most instances with $r_c < r^\star$ only achieved a moderate accuracy ($\sim 10^{-2}$). We suspect the limitation to $10^{-8}$ accuracy is due to the inaccuracy in the eigenvalue computations or the subproblem solver for (9).

### 5.2 Matrix Sketching for the Spectral Bundle Method

A particular bottleneck in solving large scale SDPs is storing the primal matrix $X_t$. Here we show how to avoid storing this iterate by introducing the matrix sketching idea developed in [TYUC17a, TYUC17b, YUTC17] and demonstrate its usage on the previous max-cut and

| Problem          | $(r_p, r_c)$ | Dual Opt. | Primal Opt. | Primal Feas. |
|------------------|-------------|-----------|-------------|--------------|
| Matrix Completion| (1, 1)      | 0.08836   | 0.01950     | 0.02383      |
| max $- \langle I, W_1 \rangle - \langle I, W_2 \rangle$ | (0, 2)      | 0.07774   | 0.01077     | 0.01020      |
| s.t. $X_{ij} = X_{ij}^\sharp$, $(i, j) \in \Omega$ | (2, 1)      | 0.04868   | 0.00845     | 0.02086      |
| $W_1 X X^\top W_2 \preceq 0.$ | (0, 3)      | 8.014e-7  | 3.843e-8    | 8.220e-5     |
| Max-cut          | (16, 1)     | 0.20278   | 0.01530     | 0.2324       |
| max $\langle L, X \rangle$ | (0, 17)     | 7.697e-6  | 4.546e-6    | 2.239e-4     |
| s.t. $\text{diag}(X) = 1$ | (17, 1)     | 0.01261   | 0.02124     | 0.1907       |
| $X \succeq 0$    | (0, 18)     | 1.789e-7  | 6.862e-7    | 1.049e-4     |
| $(0, 4)$         | (18, 1)     | 0.01716   | 0.01640     | 0.2258       |
| $(0, 19)$        | (18, 1)     | 6.776e-8  | 8.144e-9    | 8.963e-5     |

Table 1: The final accuracy of $y_t$ and $X_t$ reached by the spectral bundle method for matrix completion and max-cut problem under different configurations of $(r_p, r_c)$. 


matrix completion instances. Applying \((r_p, r_c)\)-SpecBM with such a sketching procedure, we are able to solve a matrix completion SDPs with several billion decision variables (up to \((1.6 \times 10^5) \times (1.6 \times 10^5)\)) in only a few minutes.

We detail the matrix sketching procedure in Algorithm 3. The method requires an integer \(r > 0\), which represents either an estimate of the true rank of the primal solution or the user’s computational/storage budget for managing larger matrices.

The algorithm first draws a random matrix \(\Psi \in \mathbb{R}^{n \times R}\) with i.i.d. normal entries. Denote the number of total iteration as \(T\). The main idea of the method is that using \(\Psi\), we can form a low rank sketch of \(\bar{X}_t\), denoted by \(\bar{Y}_t\), as
\[
\bar{Y}_t = \bar{X}_t \Psi \in \mathbb{R}^{n \times R}.
\] (44)

Using the update formula \(\bar{X}_{t+1} = \eta_t^* \bar{X}_t + V_t Q_2 \Lambda_2 Q_2^T V_t^T\), we can obtain \(\bar{Y}_t\) as done in Algorithm 3 on Line 4.

The retrieve the primal matrix \(X_T\), we form the sketch matrix \(Y_t = X_t \Psi = \eta_t^* \bar{Y}_t + V_t S_T^T (V_T^T \Psi)\) using the relationship that \(X_t = \eta_t^* \bar{X}_t + V_t S_T^T V_t^T\). The matrix \(X_t\) is then reconstructed using \(Y_t\) via the last line of the algorithm where the notation \((\Psi^T Y_T)^\dagger\) is the pseudo-inverse of \(\Psi^T Y_T\). Note that \(\hat{X}_T\) is positive semidefinite since \(X_T\) is and \(\Psi^T Y_T = \)
$\Psi^T X_T \Psi_T$. A numerical stable implementation of the last line can be found in [TYUC17a, Algorithm 3], which outputs $(U_T, \Lambda_T)$ such that $\hat{X}_T = U_T \Lambda_T U_T^T$ with $U_T \in \mathbb{R}^{n \times R}$ having orthonormal columns and a nonnegative diagonal $\Lambda_T$. Note that one can then store $\hat{X}_T$ via the factors $(U_T, \Lambda_T)$ rather than forming $\hat{X}_T$ explicitly. From [TYUC17a, Theorem 4.1], we have the following guarantee:

$$\mathbb{E}\|X_T - \hat{X}_T\|_* \leq \frac{4}{3}\|X_T - [X_T]_r\|_*, \quad (45)$$

where $\| \cdot \|_*$ is the nuclear norm and $[\cdot]_r$ is the best rank $r$ approximation in terms of Frobenius norm. Hence, if $X_T$ is close to a low rank matrix $X_*$, then so long as $r \geq r_*$, the approximation error $X_T - \hat{X}_T$ is small.

Thus $(r_p, r_c)$-SpecBM combined with the matrix sketching procedure can avoid forming new iterates $\hat{X}_t$ and $X_t$, which each occupies $\mathcal{O}(n^2)$ storage. As discussed in the end of Section 2.3, we know that we can solve the subproblem (9) by storing $d_t = \mathcal{A}X_t$, $c_t = \langle C, \bar{X}_t \rangle$, and $h_t = \text{tr}(\bar{X}_t)$ rather than computing them directly from $\hat{X}_t$. Hence, $(r_p, r_c)$-SpecBM combined with the matrix sketching idea described above can report a nearly optimal, low rank $X_T$ while only using storage of size

$$\mathcal{O}(\underbrace{nr}_{\text{storing } \Psi, Y_t, \text{ and } Y_t} + \underbrace{m}_{\text{storing } d_t, c_t, \text{ and } h_t}). \quad (46)$$

The quantity $\mathcal{O}(nr + m)$ can be significantly smaller than $\mathcal{O}(n^2)$ for applications of SDP [P] when the rank estimate $r$ is small (constant or logarithmic with respect to $n$) and $m$ is on the order of $n$, see [DYC19] and [YUTC17] for further discussion of storage benefits.

### 5.2.1. Max-Cut and Matrix Completion Experiments with Sketching

Continuing the previous experimental setup for max-cut and matrix completion, we demonstrate the usage of the matrix sketching procedure here. First, in Figure 2, we measure the numerical rank of $X_t$ (measured by the number of singular values larger than $10^{-2}$). We see that the intermediate rank of $X_t$ can be much larger than the primal optimal solution rank, rank($X_*$), even though we expect it will eventually converge to have rank equal to rank($X_*$). This is a particularly relevant observation in justifying the use of sketching procedures as only a low-rank sketch of the primal solution matrix needs to be stored at any time. Alternative approaches, such as storing $X_t$ via a factorization (e.g., its eigenvalue decomposition), may still incur high storage costs due to the high rank of intermediate iterates.\(^6\)

Next, we measure the relative difference between the reconstruction $X_t$ and the true iterate $X_t$. That is, we reconstruct $X_t$ in each iteration $t$ by setting the input $T = t$ in Algorithm 3. We set $R = 10$ for the case of matrix completion and $R = 60$ for the case of max-cut. Note that this is only for demonstration, in practice, one does not need to reconstruct

\(^6\)Careful readers might notice that for the case of Max-cut and SpecBM with $r_c = 1$, the iterate is always low rank. A further investigation (not shown here) on the trace of $V_t S_t^* V_t^T$ and $\eta_t^* X_t$ shows that when $r_c = 1$, $\eta_t^* X_t$ is negligible and $V_t S_t^* V_t^T$ dominates. This might be due to the design as we keep the important past spectral information explicitly in $V_t Q_1$ as in Algorithm 2. This observation might suggest to use $V_t S_t^* V_t^T$ alone to approximate $X_t$ rather than using the matrix sketching. However, the iterate $X_t$, in this case, does not produce a good approximation of $X_*$. 
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Xₜ in every iteration but only reconstruct it whenever needed. Figure 3 shows the potential for a large difference \( \|Xₜ - \hat{X}_t\|_F / \|Xₜ\|_F \) at intermediate iterates, but only a negligible difference once the method is converging compared to the level primal optimality and feasibility of \( Xₜ \).

5.2.2. Large-scale Matrix Completion Experiments Finally, we demonstrate that \((r_p, r_c)\)-SpecBM coupled with the matrix sketching procedure described above (Sketching \((r_p, r_c)\)-SpecBM) is able to solve much larger problem instances. To illustrate this, we compare it with Mosek [Mos10], SDPT3 [TTT06], SketchyCGAL [YTF+21], and \((r_p, r_c)\)-SpecBM. The first two are matured general purpose solvers. The third is designed for solving large scale SDPs.

Due to the ease of computing the optimal solutions with bounded rank for simulated matrix completion problems, we focus on it. We follow the setting of matrix completion in Section 5.1 but vary the dimension of \( X^2 \) and the observation probability \( p = \frac{100}{n} \). The resulting primal matrix size \( n \times n \) of the SDP ranges from \( n = 200 \) to \( n = 1.6 \times 10^5 \). For \((r_p, r_c)\)-SpecBM and Sketching \((r_p, r_c)\)-SpecBM, we set \( r_p = 0 \) and \( r_c = 4 \) based on the previous strong performance when \( n = 2000 \). We allow each method to run for 400 seconds with up to 8GB of memory. Table 2 displays the relative recovery error \( \|\hat{X} - X^2\|_F / \|X^2\|_F \) of each method, where \( \hat{X} \) is extracted from the left top \( \frac{n}{2} \times \frac{n}{2} \) block of the returned solution.

From Table 2 we see that the matured solvers (Mosek and SDPT3) are able to reach very high accuracy \( 10^{-10} \sim 10^{-11} \) but do not scale past \( n = 1600 \). SketchyCGAL successfully scales to tackle problem of size \( n = 160000 \). However, we note the recovery error degrades as \( n \) grows. (For \( n \geq 80000 \), this error is worse than the trivial estimator \( \hat{X} = 0 \)). We see that SpecBM achieves a moderate accuracy \( 10^{-4} \sim 10^{-5} \) whenever the method did not exhaust its time and memory budget. However, the method does not scale up for problems of size \( n \geq 20000 \) due to the cost of managing the \( n \times n \) matrix \( Xₜ \).

Sketching SpecBM achieves the best balance between accuracy and time. It is able to solve the SDP problem of size \( n = 160000 \) to moderate accuracy \( 10^{-4} \). In terms of storage
(a) Matrix Completion where rank($X_*$) = 3

(b) Max-cut where rank($X_*$) = 18

Figure 3: The evolution of the difference $\|X_t - \hat{X}_t\|_F / \|X_t\|_F$ between the sketching primal sequence $\hat{X}_t$ and the primal sequence $X_t$.

(which is not report here), we also observe the memory usage of the sketching method scales linearly with the dimension $n$ while SpecBM scales quadratically.

| $n$ | Mosek  | SDPT3  | SketchyCGAL | SpecBM  | Sketching SpecBM |
|-----|--------|--------|-------------|---------|-------------------|
| 200 | 1.0200e-10 | 3.9900e-10 | 3.1400e-04 | 9.4800e-05 | 4.1100e-05 |
| 400 | 8.2000e-10 | 7.2800e-09 | 5.9800e-04 | 8.4500e-05 | 2.6800e-05 |
| 800 | 8.9400e-10 | 9.5000e-11 | 9.0400e-04 | 9.8600e-05 | 1.4800e-05 |
| 1600 | 5.3700e-11* | ∞ | 0.0013 | 1.9000e-04 | 9.1500e-05 |
| 3200 | ∞ | ∞ | 0.0020 | 6.3600e-05 | 1.5900e-05 |
| 5000 | ∞ | ∞ | 0.0042 | 1.1000e-04 | 4.3400e-05 |
| 10000 | ∞ | ∞ | 0.0073 | 1.5300e-04 | 9.5600e-05 |
| 20000 | ∞ | ∞ | 0.1503 | ∞ | 1.0700e-05 |
| 40000 | ∞ | ∞ | 0.1640 | ∞ | 1.3100e-04 |
| 80000 | ∞ | ∞ | 1.3523 | ∞ | 1.2700e-04 |
| 160000 | ∞ | ∞ | 1.5652 | ∞ | 1.5200e-04 |

Table 2: Comparison of different solvers for the matrix completion problem in Section 5.1. The symbol ∞ notes failure to finish within 400 seconds or requiring over 8GB of memory. Both entries with * used more than 400 seconds but less than three hours.

6 Discussion

In this paper, we presented sublinear convergence rates for a family of spectral bundle methods and show the method speeds up to linear convergence with proper parameter choice and low-rank structural assumptions. We verify our theoretical results via numerical experiments and demonstrate their applicability to solving large-scale semidefinite programs.
We conclude by presenting a few future directions, further building on the theoretical and practical effectiveness of spectral bundle methods:

- **Handling more general constraints:** The problem format \( P \) only has equality and positive semidefiniteness constraints. Incorporating inequality constraints and certain norm constraints such as \( \|AX - b\| \leq \varepsilon \) for some \( \varepsilon > 0 \) might be beneficial for other semidefinite programming applications such as stochastic block models with more than 2 blocks [AL18] and noisy matrix completion [CP10]. It seems straightforward to extend this work to these new settings by introducing additional dual variables or analyzing new dual objectives.

- **Converging to the relative interior of the dual solution set \( Y_* \):** In Theorem [3.2] the rank estimate \( r_c \) needs to satisfy \( r_c \geq r_d \) instead of \( r_c \geq \text{rank}(X_*) \) assuming uniqueness of the primal solution. Though the quantity \( r_d \) can be indeed larger than \( \text{rank}(X_*) \) as shown in [DU20, Theorem 5.1], \( r_c \geq \text{rank}(X_*) \) already ensures quick convergence in our numerics. Based on the proof of Theorem [3.2] this more general setting of linear convergence can be proved assuming the method converges to a dual solution that is in the relative interior of \( Y_* \). This is indeed what we observed by examining the dual slack matrices experimentally. Of course, this cannot be guaranteed by the current algorithm design. Hence we pose the question of whether an algorithm can maintain our low per iteration complexity while always converging to the relative interior of the optimal solution set.

- **Adaptive choice of \( \rho \) and \( (r_p, r_c) \):** Our analysis assumes the choice of \( \rho \) and \( (r_p, r_c) \) is constant. Is it possible to analyze adaptively setting \( \rho \) and \( (r_p, r_c) \)? An adaptive rule of \( r_c \) is of great practical importance as the prior information about the primal solution rank may not be available to the user. In [Ons00, eq. (40) and Remark 4], two adaptive rules of \( r_c \) have been proposed. These rules might be combined with an upper bound on \( r_c \) to ensure the per iteration computation complexity does not explode. An adaptive choice of \( r_p \) may not be of critical importance given the existence of the aggregation, though we may simply use the adaptive rule of \( r_c \) for \( r_p \). Adaptive rules for updating \( \rho \) have been considered in [DG21]. We leave theoretical and numerical investigations of these rules into future work.

- **Matrix sketching or not:** We require an external procedure matrix sketching to enhance the scalability of SpecBM. For the special case \((3,1)\)-SpecBM for matrix completion, such an external procedure is not needed as \( V_t S_t V_t^\top \) approximates \( X_* \) well (not shown here). Further analysis and numerical investigation on this direction, especially combined with adaptive rank choice, is interesting and may reveal that SpecBM is self-sufficient for scalability.

- **Incorporating second-order information:** In the work of [HOR14], the idea of incorporating second-order information with low rank approximation (a version of block eigenvectors) has been explored and the algorithm, CB-diag, appears to achieve \( 10^{-4} \) precision faster than the spectral bundle method with \( r_c = 1 \) [HOR14, Section 7]. Yet no convergence theory has been given for this method. Is it possible to adapt some of the proof techniques here to provide faster convergence guarantees for CB-diag?
Acknowledgments.

We would like to thank insightful discussions with Michael L. Overton, Adrian Lewis, James Renegar, Yudong Chen, Madeleine Udell, and Zhenan Fan. We would also like to thank the editor and two anonymous referees for their constructive comments.

References

[ABBS14] Emmanuel Abbe, Afonso S Bandeira, Annina Bracher, and Amit Singer. Decoding binary node labels from censored edge measurements: Phase transition and efficient recovery. *IEEE Transactions on Network Science and Engineering*, 1(1):10–22, 2014.

[AHO97] Farid Alizadeh, Jean-Pierre A Haeberly, and Michael L Overton. Complementarity and nondegeneracy in semidefinite programming. *Mathematical programming*, 77(1):111–128, 1997.

[AKW99] Abdo Y Alfakih, Amir Khandani, and Henry Wolkowicz. Solving euclidean distance matrix completion problems via semidefinite programming. *Computational optimization and applications*, 12(1):13–30, 1999.

[AL+18] Arash A Amini, Elizaveta Levina, et al. On semidefinite relaxations for the block model. *The Annals of Statistics*, 46(1):149–179, 2018.

[Ali95] Farid Alizadeh. Interior point methods in semidefinite programming with applications to combinatorial optimization. *SIAM journal on Optimization*, 5(1):13–51, 1995.

[ANP08] Pierre Apkarian, Dominikus Noll, and Olivier Prot. A trust region spectral bundle method for nonconvex eigenvalue optimization. *SIAM Journal on Optimization*, 19(1):281–306, 2008.

[AZHHL17] Zeyuan Allen-Zhu, Elad Hazan, Wei Hu, and Yuanzhi Li. Linear convergence of a frank-wolfe type algorithm over trace-norm balls. In *Advances in Neural Information Processing Systems*, pages 6191–6200, 2017.

[Ban18] Afonso S Bandeira. Random Laplacian matrices and convex relaxations. *Foundations of Computational Mathematics*, 18(2):345–379, 2018.

[BBS17] Afonso S Bandeira, Nicolas Boumal, and Amit Singer. Tightness of the maximum likelihood semidefinite relaxation for angular synchronization. *Mathematical Programming*, 163(1-2):145–167, 2017.

[BM03] Samuel Burer and Renato DC Monteiro. A nonlinear programming algorithm for solving semidefinite programs via low-rank factorization. *Mathematical Programming*, 95(2):329–357, 2003.
[BPC+11] Stephen Boyd, Neal Parikh, Eric Chu, Borja Peleato, Jonathan Eckstein, et al. Distributed optimization and statistical learning via the alternating direction method of multipliers. *Foundations and Trends® in Machine learning*, 3(1):1–122, 2011.

[CC18] Yudong Chen and Yuejie Chi. Harnessing structures in big data via guaranteed low-rank matrix estimation: Recent theory and fast algorithms via convex and nonconvex optimization. *IEEE Signal Processing Magazine*, 35(4):14–31, 2018.

[CDW75] Jane Cullum, Wilm E Donath, and Philip Wolfe. The minimization of certain nondifferentiable sums of eigenvalues of symmetric matrices. In *Nondifferentiable optimization*, pages 35–55. Springer, 1975.

[CESV15] Emmanuel J Candes, Yonina C Eldar, Thomas Strohmer, and Vladislav Voroninski. Phase retrieval via matrix completion. *SIAM review*, 57(2):225–251, 2015.

[CP10] Emmanuel J Candes and Yaniv Plan. Matrix completion with noise. *Proceedings of the IEEE*, 98(6):925–936, 2010.

[CR09] Emmanuel J Candès and Benjamin Recht. Exact matrix completion via convex optimization. *Foundations of Computational mathematics*, 9(6):717, 2009.

[CSV13] Emmanuel J Candes, Thomas Strohmer, and Vladislav Voroninski. Phaselift: Exact and stable signal recovery from magnitude measurements via convex programming. *Communications on Pure and Applied Mathematics*, 66(8):1241–1274, 2013.

[DG21] Mateo Díaz and Benjamin Grimmer. Optimal convergence rates for the proximal bundle method. 2021.

[DG22] Lijun Ding and Benjamin Grimmer. Revisiting spectral bundle methods: Primal-dual (sub)linear convergence rates. *Technical report arXiv:2008.07067*, 2022.

[DL18] Dmitriy Drusvyatskiy and Adrian S Lewis. Error bounds, quadratic growth, and linear convergence of proximal methods. *Mathematics of Operations Research*, 43(3):919–948, 2018.

[DP19] Dmitriy Drusvyatskiy and Courtney Paquette. Efficiency of minimizing compositions of convex functions and smooth maps. *Mathematical Programming*, 178(1):503–558, 2019.

[DR17] Yu Du and Andrzej Ruszczyński. Rate of convergence of the bundle method. *J. Optim. Theory Appl.*, 173(3):908–922, June 2017.

[DU20] Lijun Ding and Madeleine Udell. On the regularity and conditioning of low rank semidefinite programs. *arXiv preprint arXiv:2002.10673*, 2020.
[DW17] Dmitriy Drusvyatskiy and Henry Wolkowicz. The many faces of degeneracy in conic optimization. *arXiv preprint arXiv:1706.03705*, 2017.

[DYC+19] Lijun Ding, Alp Yurtsever, Volkan Cevher, Joel A Tropp, and Madeleine Udell. An optimal-storage approach to semidefinite programming using approximate complementarity. *arXiv preprint arXiv:1902.03373*, 2019.

[FDCU19] Jicong Fan, Lijun Ding, Yudong Chen, and Madeleine Udell. Factor group-sparse regularization for efficient low-rank matrix recovery. *Advances in Neural Information Processing Systems*, 32:5104–5114, 2019.

[FM16] Michael P Friedlander and Ives Macedo. Low-rank spectral optimization via gauge duality. *SIAM Journal on Scientific Computing*, 38(3):A1616–A1638, 2016.

[Gar19] Dan Garber. On the convergence of projected-gradient methods with low-rank projections for smooth convex minimization over trace-norm balls and related problems. *arXiv preprint arXiv:1902.01644*, 2019.

[GM75] Roland Glowinski and A Marroco. Sur l’approximation, par éléments finis d’ordre un, et la résolution, par pénalisation-dualité d’une classe de problèmes de dirichlet non linéaires. *Revue française d’automatique, informatique, recherche opérationnelle. Analyse numérique*, 9(R2):41–76, 1975.

[Gri19] Benjamin Grimmer. General convergence rates follow from specialized rates assuming growth bounds. *arXiv preprint arXiv:1905.06275*, 2019.

[Gse] The university of florida sparse matrix collection: Gset group.

[GV16] Olivier Guédon and Roman Vershynin. Community detection in sparse networks via grothendieck’s inequality. *Probability Theory and Related Fields*, 165(3):1025–1049, 2016.

[GW95] Michel X Goemans and David P Williamson. Improved approximation algorithms for maximum cut and satisfiability problems using semidefinite programming. *Journal of the ACM (JACM)*, 42(6):1115–1145, 1995.

[Hel04] Christoph Helmberg. A cutting plane algorithm for large scale semidefinite relaxations. In *The Sharpest Cut: The Impact of Manfred Padberg and His Work*, pages 233–256. SIAM, 2004.

[HK02] Christoph Helmberg and Krzysztof C Kiwiel. A spectral bundle method with bounds. *Mathematical Programming*, 93(2):173–194, 2002.

[HK15] F Maxwell Harper and Joseph A Konstan. The movielens datasets: History and context. *Acm transactions on interactive intelligent systems (tiis)*, 5(4):1–19, 2015.
[HO00] Christoph Helmberg and Francois Oustry. Bundle methods to minimize the maximum eigenvalue function. In *Handbook of semidefinite programming*, pages 307–337. Springer, 2000.

[HOR14] Christoph Helmberg, Michael L Overton, and Franz Rendl. The spectral bundle method with second-order information. *Optimization Methods and Software*, 29(4):855–876, 2014.

[HR00] Christoph Helmberg and Franz Rendl. A spectral bundle method for semidefinite programming. *SIAM Journal on Optimization*, 10(3):673–696, 2000.

[HUL93] Jean-Baptiste Hiriart-Urruty and Claude Lemaréchal. *Convex analysis and minimization algorithms II*, volume 306. Springer-Verlag, Berlin Heidelberg, 1993.

[Kiw00] Krzysztof C Kiwiel. Efficiency of proximal bundle methods. *Journal of Optimization Theory and Applications*, 104(3):589–603, 2000.

[LCX21] Xiaodong Li, Yudong Chen, and Jiaming Xu. Convex relaxation methods for community detection. *Statistical Science*, 36(1):2–15, 2021.

[Lem01] Claude Lemaréchal. Lagrangian relaxation. In *Computational combinatorial optimization*, pages 112–156. Springer, 2001.

[LO00] Claude Lemaréchal and François Oustry. Nonsmooth algorithms to solve semidefinite programs. In *Advances in linear matrix inequality methods in control*, pages 57–77. SIAM, 2000.

[MHA19] Anirudha Majumdar, Georgina Hall, and Amir Ali Ahmadi. A survey of recent scalability improvements for semidefinite programming with applications in machine learning, control, and robotics. *arXiv preprint arXiv:1908.05209*, 2019.

[Mon03] Renato DC Monteiro. First-and second-order methods for semidefinite programming. *Mathematical Programming*, 97(1-2):209–244, 2003.

[Mos10] APS Mosek. The mosek optimization software. *Online at http://www. mosek.com*, 54(2-1):5, 2010.

[NN89] Yu Nesterov and A Nemirovski. Self-concordant functions and polynomial time methods in convex programming, ussr acad. *Sci., Central Economic&Mathematical Institute, Moscow*, 1989.

[NN94] Yurii Nesterov and Arkadii Nemirovskii. *Interior-point polynomial algorithms in convex programming*, volume 13. Siam, 1994.

[Ous00] Francois Oustry. A second-order bundle method to minimize the maximum eigenvalue function. *Mathematical Programming*, 89(1):1–33, 2000.

[Ove92] Michael L Overton. Large-scale optimization of eigenvalues. *SIAM Journal on Optimization*, 2(1):88–120, 1992.
[PW82] Elijah Polak and Yorai Wardi. Nondifferentiable optimization algorithm for designing control systems having singular value inequalities. *Automatica*, 18(3):267–283, 1982.

[Ren14] James Renegar. Efficient first-order methods for linear programming and semidefinite programming. *arXiv preprint arXiv:1409.5832*, 2014.

[RFP10] Benjamin Recht, Maryam Fazel, and Pablo A Parrilo. Guaranteed minimum-rank solutions of linear matrix equations via nuclear norm minimization. *SIAM review*, 52(3):471–501, 2010.

[Rus06] Andrzej Ruszczynski. *Nonlinear optimization*. Princeton university press, 2006.

[Stu00] Jos F Sturm. Error bounds for linear matrix inequalities. *SIAM Journal on Optimization*, 10(4):1228–1248, 2000.

[SY07] Anthony Man-Cho So and Yinyu Ye. Theory of semidefinite programming for sensor network localization. *Mathematical Programming*, 109(2):367–384, 2007.

[Tod01] Michael J Todd. Semidefinite optimization. *Acta Numerica*, 10:515–560, 2001.

[TTT06] KC Toh, RH Tütüncü, and MJ Todd. On the implementation and usage of sdpt3—a matlab software package for semidefinite-quadratic-linear programming, version 4.0. 2006.

[TYUC17a] Joel A Tropp, Alp Yurtsever, Madeleine Udell, and Volkan Cevher. Fixed-rank approximation of a positive-semidefinite matrix from streaming data. *Advances in Neural Information Processing Systems*, 30, 2017.

[TYUC17b] Joel A Tropp, Alp Yurtsever, Madeleine Udell, and Volkan Cevher. Practical sketching algorithms for low-rank matrix approximation. *SIAM Journal on Matrix Analysis and Applications*, 38(4):1454–1485, 2017.

[WCP13] Weiran Wang and Miguel A Carreira-Perpinán. Projection onto the probability simplex: An efficient algorithm with a simple proof, and an application. *arXiv preprint arXiv:1309.1541*, 2013.

[YFC19] Alp Yurtsever, Olivier Fercoq, and Volkan Cevher. A conditional gradient-based augmented lagrangian framework. *arXiv preprint arXiv:1901.04013*, 2019.

[YTF+21] Alp Yurtsever, Joel A Tropp, Olivier Fercoq, Madeleine Udell, and Volkan Cevher. Scalable semidefinite programming. *SIAM Journal on Mathematics of Data Science*, 3(1):171–200, 2021.

[YUTC17] Alp Yurtsever, Madeleine Udell, Joel Tropp, and Volkan Cevher. Sketchy decisions: Convex low-rank matrix optimization with optimal storage. In *Artificial intelligence and statistics*, pages 1188–1196. PMLR, 2017.

[YWS15] Yi Yu, Tengyao Wang, and Richard J Samworth. A useful variant of the davis–kahan theorem for statisticians. *Biometrika*, 102(2):315–323, 2015.

34
The algorithm presented in Helmberg and Rendle’s paper [HR00, Algorithm 4.1] requires \( r_c = 1 \) and allows the parameter \( r_p \) to vary by the user. The requirement on \( r_c \) might be due to the fact that the authors want to avoid guessing the correct multiplicity of the optimal solution as done in previous works such as [CDW75, PW82, Ove92] and the use of entire spectrum as done in [Ove92, Ous00], since requiring SpecBM with \( r_c = 1 \) is enough for their method to converge. Nevertheless, in their implementation, on [HR00, page 690], it is mentioned that “\( P^k \) may be enriched with additional Lanczos-vectors from the eigenvalue computation”. In our notation, this means that we allow \( r_c > 1 \). This is made more clear in the book chapter [HO00, page 330], “...add \( n_A \) Lanczos vectors corresponding to the largest eigenvalues of \( T_i \)”. In our notations, this means set \( r_c = n_A > 1 \). A more systematic approach to the spectral bundle method using past and current eigenvectors can also be found in [LO00, Section 3.4.2 and Section 3.4.3], where multiple eigenvectors of the current \( Z(z_t) \) are computed.

A subtle difference between the method in [LO00, Ous00] and the one presented in this paper is that the algorithmic parameter (chosen at each iteration) in [LO00, Ous00] is \( \epsilon \) rather than \( r_c \). The quantity \( \epsilon \) is a quantity associated with the \( \epsilon \)-enlargement of the largest eigenvalue: given a symmetric matrix \( A \), its \( \epsilon \)-enlargement is defined as

\[
\Lambda_\epsilon := \{ \lambda_i \mid \lambda_i(A) \geq \lambda_1(A) - \epsilon \}.
\]

Accordingly, the \( r_c \) in [LO00, eq. (3.21)] is defined to be

the cardinality of \( \Lambda_\epsilon \).

We do not take this approach as our motivating applications in Section 1.1 have natural upper bounds on the solution rank which can be used to set \( r_c \) (even without knowledge of such bounds, we still guarantee the method converges, albeit sublinearly, for any \( r_c \geq 1 \)). Regardless, considering adaptive choice in model construction is an important practical direction as the upper bound information may not be available.

One primary reason for the use of an \( \epsilon \)-enlargement in [LO00, Ous00] is its connection to Markovian dual bundle methods [HUL93, Chap. XIII], which utilizes the so-called \( \epsilon \)-subdifferential [HUL93, Chap. XI]. The \( \epsilon \)-enlargement can be used as an inner approximation of the \( \epsilon \)-subdifferential utilizing the structure of the largest eigenvalue function [Ous00, eq. (12)]. However, as discussed in [LO00, Beginning of Sec. 3.3], determining a good rule for selecting \( \epsilon \) is hard as it has a bivalent role. In the case of our results on linear speedups, we would require \( \epsilon \) to be a half or a constant fraction of the eigengap \( \delta \) for the negative dual optimal slack matrix \( -A^*y^*+C \), defined in (30), so that when the iterate is near the solution with distance comparable to the eigengap, we can identify the rank. However, determining the eigengap a priori is even harder than an upper estimate of the rank of the primal solution for the applications described in Section 1.1.

\[\text{Note the way of dealing with past eigenvectors is different from the approach used in this paper.}\]
B Projecting to a scaled $S_t$

Recall the spectral bundle method needs to solve the subproblem

$$\min_{(\eta, S) \in S_t} f_t(\eta, S),$$

where

$$f_t(\eta, S) := \langle b, y_t \rangle + \langle \eta \bar{X}_t + V_t SV_t^T, C - A^*y_t \rangle$$

$$+ \frac{1}{2\rho_t} \| b - A(\eta \bar{X}_t + V_t SV_t^T) \|^2,$$

$$S_t := \{ S \succeq 0, \eta \geq 0, \text{tr}(S) + \alpha \eta \leq \alpha \}.$$  \(47\)

After rescaling this constraint set, we may consider the constraint set $\tilde{S} = \{ S \in S^k, \eta \geq 0, \text{tr}(S) + \eta \leq 1 \}$, and a new objective $\tilde{f}_t(\eta, S) = f(\eta, \alpha S)$.

Below we detail how to project any $(\eta_0, S_0) \in \mathbb{R} \times S^k$ on to the set $\tilde{S}$, yielding some $(\eta^*, S^*)$. This can be done by diagonalizing and projecting onto a simplex as follows:

1. Compute the eigenvalue decomposition of $S_0 = V\Lambda_0 V^T$, where $\Lambda_0 \in S^k$ is a diagonal matrix with diagonal $\vec{\lambda}_0 = (\lambda_1, \ldots, \lambda_r)$.

2. Compute $(\eta^*, \vec{\lambda}^*) = \arg \min_{\eta, \sum_{i=1}^r \lambda_i \leq 1, \eta \geq 0, \lambda_i \geq 0} \| (\eta_0, \vec{\lambda}_0) - (\eta, \vec{\lambda}) \|_2$.

3. Form $S^* = V \text{diag}(\vec{\lambda}^*) V^T$. Here $\text{diag}(\lambda)$ forms a diagonal matrix with the vector $\lambda$ on the diagonal.

The main computational cost is the eigenvalue decomposition which requires $O(\bar{r}^3)$ time. The second step requires projection to the convex hull of probability simplex and the origin, which can be done in $O(\bar{r} \log \bar{r})$ time \[WCP13\]. The correctness of this procedure can be verified as in \[AZHHL17, Lemma 3.1\] and \[Gar19, Lemma 6\].

C Relationship between Lemma 3.8 and \[DL18, DP19\]

The two papers \[DL18, DP19\] study the prox-linear method, and the concept of a quadratically accurate model is not explicitly mentioned. However, a combination of proofs there can be employed to establish Lemma 3.8 assuming a descent step is taken $y_{t+1} = z_{t+1}$ (which we handle in \[33\]).

Specifically, based on a quadratically accurate model, we obtain inequalities \[32\] (the second inequality) and \[34\] (with a transformation based on the law of cosine). And these two correspond to \[DL18, Eq. (3.2) and (3.3)\]. The authors of \[DL18\] then prove the linear convergence based on an error bound condition \[DL18, Definition 3.1\] that is specific to the prox-linear method. To use the proof there for the bundle method, we define the error bound condition as $\text{dist}(y_t, \mathcal{Y}^*) \leq \beta_0 \| y_{t+1} - y_t \|$ where $y_{t+1} = \arg \min_z \tilde{F}_t(z) + \frac{\rho}{2} \| z - y_t \|^2$. 


for some $\beta_0 > 0$. For objective with quadratic growth, the error bound condition for prox-linear method can be proved using [DL18, Corollary 3.6] which is based on a step-lengths comparison inequality [DL18, Inequality (3.11)]. To use the proof in [DL18, Corollary 3.6], we need to define an appropriate notion of step-lengths comparison inequality and prove it holds under the quadratically accurate model. We define the comparison inequality in the context of bundle methods as $\|y_{t+1} - y_t\| \geq \beta_1 \|\hat{y}_t - y_t\|$ where $\hat{y} = \arg\min_z F(z) + \frac{\rho}{2} \|z - y_t\|^2$. This inequality can be proved based on [DP19, the proof of Theorem 4.5] which only uses that the given model $F_t$ is a quadratically accurate model.