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Abstract

To meet the practical requirements of low latency, low cost, and good privacy in online intelligent services, more and more deep learning models are offloaded from the cloud to mobile devices. To further deal with cross-device data heterogeneity, the offloaded models normally need to be fine-tuned with each individual user’s local samples before being put into real-time inference. In this work, we focus on the fundamental clickthrough rate (CTR) prediction task in recommender systems and study how to effectively and efficiently perform on-device fine-tuning. We first identify the bottleneck issue that each individual user’s local CTR (i.e., the ratio of positive samples in the local dataset for fine-tuning) tends to deviate from the global CTR (i.e., the ratio of positive samples in all the users’ mixed datasets on the cloud for training out the initial model). We further demonstrate that such a CTR drift problem makes on-device fine-tuning even harmful to item ranking. We thus propose a novel label correction method, which requires each user only to change the labels of the local samples ahead of on-device fine-tuning and can well align the locally prior CTR with the global CTR. The offline evaluation results over three datasets and five CTR prediction models as well as the online A/B testing results in Mobile Taobao demonstrate the necessity of label correction in on-device fine-tuning and also reveal the improvement over cloud-based learning without fine-tuning.

Introduction

In recent years, deep learning has been widely deployed in industrial recommender systems. In addition, due to the stringent latency requirement on returning recommendations upon receiving each request from millions or even billions of user (e.g., in hundreds of milliseconds), more and more recommendation models are first trained on the cloud (e.g., with standard learning algorithms or meta learning algorithms) and then offloaded to mobile devices for real-time inference. Such an on-device learning paradigm leverages the natural advantages of mobile devices being close to users and at data sources, thereby reducing latency and communication overhead, mitigating the cloud-side load, and keeping raw data with sensitive contents (e.g., user behaviors) on local devices.

However, the ubiquitous issue of cross-device data heterogeneity in recommender systems makes the cloud-based global model non-optimal to directly serve each individual user. In particular, different users normally have diverse behavior patterns (e.g., daily active vs. monthly active, and different sequences of browsed, clicked, and purchased goods) and differentiated preferences (e.g., some users like sport-related goods, while some users prefer foods). This implies that each individual user’s local data distribution tend to deviate from the global data distribution (i.e., a mixture of all the users’ data distributions). As a result, the cloud-base model, which is optimized over the global data distribution, may not perform very well for all the users.

To deal with cross-device data heterogeneity, fine-tuning the cloud-based model on each mobile device with the corresponding user’s local samples is a potential solution, considering both effectiveness and efficiency. On the one hand, on-device fine-tuning can adapt to each user’s data distribution and achieve extremely model personalization, one personalized recommendation model for one user. On the other hand, given the fact that the size of each individual user’s local samples is small, while the cloud-based model is nearly optimal, fine-tuning tends to require only a few model iterations, the overhead of which is affordable to resource-constraint mobile devices.

In this work, we focus on the basic click through rate (CTR) prediction task in recommender systems, which predicts whether a user will click an candidate item or not given the user’s profile and the user’s historic behavior sequence, and identify atypical issues in on-device fine-tuning. In particular, when each individual user fine-tunes a CTR prediction model with its local samples, the model update is sparse rather than dense (e.g., in the context of most computer vision applications), which was also called “submodel update” in (Niu et al. 2020). The major reason is that a certain user normally interacts only with a small number of items, and his/her local samples involve a small subspace of the full feature space and will update a small part of the full CTR model (e.g., the embedding vectors of a few local items) in the phase of fine-tuning. In addition to sparse model update, we also observe a brand new issue, called “CTR drift”, which means that each individual user’s local CTR (i.e., the ratio of positive samples in the local dataset for fine-tuning) may deviate from the global CTR (i.e., the ratio of positive samples in the global dataset on the cloud for training out the initial model). Specifically, we collect 3-day data of 5 million users from Mobile Taobao, which is the largest online shopping platform in China, and depict in Figure[1] the statistics of the local CTRs and the global CTR.
Users

We can observe from Figure 1 that the local CTRs of most users deviate from the global CTR. We further demonstrate that the CTR drift will deteriorate rather than benefit the performance of the CTR prediction model after local sparse fine-tuning. In particular, for a user with his/her local CTR being higher (resp., lower) than the global CTR, the sparsely updated parameters of the fine-tuned model tend to be larger (resp., smaller) than the other parameters, which causes some items having too high (resp., low) predicted CTRs and thus disrupts the ranking result of the candidate items. To deal with this problem, we propose a novel label correction method for on-device fine-tuning (“LCFT” for short), which is effective, efficient, and yet simple in implementation. In detail, LCFT just needs to correct the labels of local samples before fine-tuning. Theoretically, the local equivalent CTR determines the magnitude of the updated parameters. Therefore, the label correction procedure can ensure that the updated parameters and the other non-updated parameters will be in the equal magnitude. Based on the alignment of the equivalent local CTR and the global CTR, we provide the theoretical choice of the corrected labels for each individual user. In addition to the way of soft setting, the choice of label correction can also be set to hyperparameters for hard searching in practice.

We summarize the contributions of this work as follows:

• We study how to effectively and efficiently perform on-device fine-tuning for the CTR prediction model in recommender systems, and identify the bottleneck issue of CTR drift for the first time.

• To mitigate the negative effect of CTR drift on the local sparse fine-tuning, we propose a novel label correction method LCFT, which requires each user only to change the labels of local samples before fine-tuning. Theoretically, LCFT aligns the local equivalent CTR with the global CTR and further keeps the updated parameters and the other non-updated parameters in the equal magnitude.

• We extensively evaluate LCFT on five recommendation models over the public MovieLens 20M and Amazon Electronics datasets, as well as an industrial 7-day dataset collected from Mobile Taobao. The offline evaluation results demonstrate that LCFT outperforms cloud-based learning and purely on-device fine-tuning, validating the necessity of label correction.

• We deploy LCFT in the homepage recommendation of Mobile Taobao for online A/B testing. The online results reveal that LCFT can indeed improve the personalized recommendation performance in terms of both CTR and user activeness. Specifically, LCFT improves CTR by 1.79% compared with cloud-based learning.

## Related Work

### On-Device Inference and Fine-Tuning

With the rapid development of mobile devices and the advance of model compression algorithms, how to enable on-device learning emerges as a hot and promising topic. Much previous work has devoted to on-device inference, where models are first trained on the cloud and then offloaded the mobile devices for inference. Mathur et al. (2017) and Loc, Lee, and Balan (2017) designed DeepEye and DeepMon to support the on-device inference of computer vision models. Siri, the voice assistant developed by Apple, adopted on-device inference to improve the text-to-speech synthesis process (Capes et al. 2017). Lv et al. (2022) built an end-to-end, general-purpose, and large-scale production system Walle, having deployed many recommendation, computer vision, and natural language tasks to mobile APPs.

Besides on-device inference, on-device fine-tuning is also strongly motivated to tackle data heterogeneity among users. In particular, it is normally non-optimal to directly use the cloud-based global model, trained by standard algorithms or meta-learning algorithms (Finn, Abbeel, and Levine 2017, Yu et al. 2021), to serve each individual user in real time. The technique of fine-tuning, which was initially proposed in the context of big model pre-training to quickly adapt to a specific downstream task (Devlin et al. 2019, Feichtenhofer et al. 2022), is quite efficient and effective to be applied to resource-constraint mobile devices. For example, Xu et al. (2018) focused on the next-word prediction task and proposed to leverage on-device fine-tuning for model personalization, thereby improving prediction accuracy. Their focus was on how to reduce overhead by vocabulary and model compression. In contrast, we focus on the CTR prediction task in recommender systems and consider how to address the newly identified CTR drift for unbiased optimization.

### Cross-Device Learning

In addition to on-device learning, where the learning tasks on different mobile devices are independent from each other, another line of existing work focused on cross-device learning, where multiple mobile devices perform joint optimization. Federated learning (McMahan et al. 2017, Li et al. 2020a, Cho, Wang, and Joshi 2020, Li et al. 2020b, Karimireddy et al. 2020) is the most popular cross-device learning framework, which allows many users with mobile devices to collaboratively train a global model under the coordination of a cloud server without sharing their local data, such that data privacy can be well protected. Some other work studied
different collaboration mechanisms between the cloud and multiple mobile devices to achieve model personalization. Yan et al. (2022) proposed MPDA, which requires a certain way of on-device fine-tuning. 

Yan et al. (2022) proposed MPDA, which requires a certain user retrieve some similar data from other users. From the perspective of domain adaptation, other users’ data function as large-scale source domains and are retrieved to augment the user’s local data as the target domain. Gu et al. (2022) proposed CoDA, which lets each user train an on-device, two-class classifier for data augmentation. 

Complementary to federated learning, which trains out a global model without sharing raw data, on-device fine-tuning can be further applied for model personalization. In contrast to data sharing based work (e.g., Yan et al. (2022), Gu et al. (2022)), on-device fine-tuning allows each individual user to use only his/her data on local devices, which preserves data privacy and is easy to be deployed in practice.

Personalized Recommender Systems

The basic task of recommender systems is to rank different candidate items according to the metric of CTR. Before deep learning was introduced in recommender system, logistic regression (LR) was the widely used shallow model. Later, Cheng et al. (2016) proposed Wide&Deep, which combines the memorization strength of LR and the generalization ability of deep neural networks. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. DeepFM (Guo et al. 2017) replaced the wide part with a factorization machine. PNN (Qu et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. Deep interest network (DIN) (Zhou et al. 2016, 2019) introduced a production layer before the multi-layer perceptron. The initial model of each user’s local fine-tuning normally comes from cloud-based training, which optimizes a global model over all the users’ datasets with the objective:

$$L = \min_{h} \frac{1}{n} \sum_{i=1}^{n} \sum_{(x,y) \in D_i} l(h(x), y).$$  \(1\)

Equation 2 reveals that the discrepancy among different $D_i$’s (i.e., cross-device data heterogeneity) limits the performance of the cloud-based global model $h$, when serving each user. Formally, the globally optimal model $h$ may be non-optimal for each user’s dataset $D_i$, and $L \leq \frac{1}{n} \sum_{i=1}^{n} L_{i}$. 

Cloud-Based Learning for Model Initialization

The initial model of each user’s local fine-tuning normally comes from cloud-based training, which optimizes a global model over all the users’ datasets with the objective:

**Problem Formulation**

There are $u$ users with mobile devices in total, denoted as $\{1, 2, \cdots, u\}$. The dataset of user $i$ for local fine-tuning is denoted as $D_i$. Considering data heterogeneity in practice, different users’ datasets tend to follow different distributions. In this work, we focus on the CTR prediction task in recommender systems, which is a standard two-class classification problem. For user $i$’s dataset $D_i$, we let $n^+_i$ denote the size of positive samples, let $n^-_i$ denote the size of negative samples, and let $\omega_i \triangleq \frac{n^+_i}{n^+_i + n^-_i}$ denote the ratio of positive samples or the local CTR. The optimization objective of user $i$ is

$$L_i = \min_{h_i} \sum_{(x,y) \in D_i} l(h_i(x), y),$$  \(1\)

where $h_i$ denotes the local recommendation model, $x$ and $y$ denote the input features and the label of a training sample, and $l(\cdot, \cdot)$ denotes loss function, typically mean square error or cross-entropy loss.

On-Device Fine-Tuning with CTR Drift Problem

To break the dilemma of cloud-based learning, on-device fine-tuning is a potential solution. In particular, each user $i$ will continue to optimize the global model $h$ with its local dataset $D_i$ by minimizing equation 1 independently. In the context of recommender systems, we observe two atypical phenomenons in practice: (1) Sparse Model Update: each user fine-tunes the deep recommendation model with its local dataset, updating only part of model parameters rather than the full model. Specifically, for the embedding layer in the CTR prediction model, only the embedding vectors corresponding to the items in each user $i$’s local dataset $D_i$ will be updated, and for the other layers (e.g., MLP with ReLu activation function), only part of the neurons with non-zero inputs will be updated; and (2) CTR Drift: each individual user $i$’s local CTR $\omega_i = \frac{n^+_i}{n^+_i + n^-_i}$ deviates from the global CTR $\omega_g = \frac{\sum_{i=1}^{u} n^+_i}{\sum_{i=1}^{u} (n^+_i + n^-_i)}$ or the ratio of positive samples in the local dataset $D_i$ for on-device fine-tuning differs from the ratio of positive samples in the global dataset $\bigcup_{i=1}^{u} D_i$ for training out the initial model on the cloud. Specifically, by analyzing over 5 million users’ data collected from Mobile Taobao in the period of 3 days, we find that the users’ local CTRs follow a long-tail distribution as shown in Figure 1 and the local CTRs of most users are far from the global CTR. Further, we find that the issue of CTR drift will seriously degrade the performance of each user’s sparse fine-tuning. We give the detailed illustrations as follows.

From the perspective of a certain user, if its local CTR is higher (resp., lower) than the global CTR, the updated model parameters tend to be larger (resp., smaller) than those parameters that are not updated. The discrepancy between the updated and the non-updated parameters will lead to bad prediction performance, because the fine-tuned model tends to output higher (resp., lower) CTR predictions for the items involving more updated parameters. As a result, even if the fine-tuned model has a higher test accuracy and a lower test loss, the ranking result of different items for generating final recommendations may become worse. We take an example for more intuitive illustration.
Assume that by on-device fine-tuning, the local model can precisely predict the CTRs of $I_1$ and $I_3$ while none of the model parameters related to $I_2$ is updated. Then, the CTRs of $I_1$, $I_2$, and $I_3$ predicted by the fine-tuned model become 0.3, 0.35, and 0.2, respectively. We then can obtain the corrected labels $\alpha_i$ and $\beta_i$ using the global CTR $w_i$ and the local CTR $w_i$. Since equation 10 is indeterminate, we just give two trivial solutions by keeping the label of negative samples unchanged $\beta_i = 0$ or keeping the label of positive samples unchanged $\alpha_i = 1$, and we have

$$\begin{align*}
\alpha_i &= \frac{w_i}{w_i}, \\
\beta_i &= \frac{w_i - w_i}{1 - w_i}.
\end{align*}$$

Similarly, for the cross-entropy loss, the training loss is

$$L_i^0 = n_i^+ \left( \alpha_i \ln y_i^0 + (1 - \alpha_i) \ln (1 - y_i^0) \right) + n_i^- \left( \beta_i \ln y_i^0 + (1 - \beta_i) \ln (1 - y_i^0) \right).$$

We minimize $L_i^0$ by letting $\frac{\partial L_i^0}{\partial \alpha_i} = 0$ and have

$$n_i^+ \left( \alpha_i - \frac{\alpha_i}{y_i^0} - \frac{1 - \alpha_i}{1 - y_i^0} \right) + n_i^- \left( \beta_i - \frac{\beta_i}{y_i^0} - \frac{1 - \beta_i}{1 - y_i^0} \right) = 0.$$
Algorithm 1: Label Correction Based Fine-Tuning (LCFT)

**Require:** The cloud-based model \( h \), the global CTR \( w_g \).

1. for each client \( i \in \{1, 2, \cdots, u\} \) in parallel do
2. Collects training dataset \( D_i \) generated on the device and obtains some statistics: the size of positive samples \( n_i^+ \), the size of negative samples \( n_i^- \), and the local CTR \( w_i = \frac{n_i^+}{n_i^+ + n_i^-} \);
   /* Label correction */
3. Gets \( \alpha_i, \beta_i \) from the cloud; (Hard Correction)
4. if \( w_i > w_g \) then
5. \( \alpha_i \leftarrow \frac{w_i}{w_g}, \beta_i \leftarrow 0; \) (Soft Correction 1)
6. \( \alpha_i \leftarrow 1, \beta_i \leftarrow \frac{w_g - w_i}{1 - w_i}; \) (Soft Correction 2)
7. else
8. \( \alpha_i \leftarrow 1, \beta_i \leftarrow \frac{w_g - w_i}{1 - w_i}; \) (Soft Correction 1)
9. \( \alpha_i \leftarrow \frac{w_g}{w_i}, \beta_i \leftarrow 0; \) (Soft Correction 2)
10. end if
11. Corrects the labels of positive and negative samples in \( D_i \) to \( \alpha_i \) and \( \beta_i \), respectively;
   /* Fine-tuning */
12. Initializes the local model \( h_i \) \( \leftarrow h \);
13. Fine-tunes \( w_i \) over \( D_i \) with corrected labels;
14. end for

We can also determine which specific choice based on the offline experiment before online deployment. Intuitively, soft correction 1 reduces the gap between the positive and negative labels, makes the loss function smoother, and is suitable for the case where the cloud-based model is close to the locally optimal model. In contrast, soft correction 2 amplifies the gap and is suitable for the case where the cloud-based model is far from the locally optimal model. (2) For the hard correction strategy, we can determine the corrected labels \( \alpha_i, \beta_i \) based on the offline experiment as well as the local CTRs of each user during online fine-tuning. In particular, we can collect user logs and corresponding item features to build an offline dataset. Based on the offline dataset, we can group the users based on their local CTRs (i.e., different user groups have different CTR intervals), and grid-search the optimal choice of label correction for each group. Then, the cloud server can store the CTR intervals and the corresponding corrected labels. During online deployment, the mobile device can send its latest local CTR, and the cloud server will return the corresponding corrected labels.

### Offline and Online Evaluations

We extensively evaluate the proposed label correction design over both public and industrial datasets. We also deploy our design in the recommender system of Mobile Taobao and conduct online A/B testing.

### Evaluation on Public Datasets

We first evaluate over two public datasets. The statistics about users, samples, and the global CTRs are shown in Table 1.

| Dataset     | # Users | # Samples | Global CTR |
|-------------|---------|-----------|------------|
| MovieLens   | 5,677   | 3,229,373 | 0.51       |
| Amazon      | 180,342 | 6,277,300 | 0.17       |
| Mobile Taobao | 30,682 | 23,655,827 | 0.04       |

The first dataset is **MovieLens 20M** (Harper and Konstan 2016), which contains 20,000,263 ratings from 138,493 users for 27,278 movies with 21 categories. The original user ratings of movies range from 0 to 5. We label the samples with the ratings of 4 and 5 to be positive and label the rest to be negative. Regarding the features of each user’s sample, we take the user’s ID, the historical sequence of positively rated movies, the historical sequence of negatively rated movies, as well as a candidate movie to be recommended and its tag genome. Each movie is represented by a unique ID and a category ID. The tag genome of a candidate movie, provided by the dataset, is a 1,128-dimensional vector and comprises the candidate movie’s relevance scores with respect to all tags. For the split of each user’s training and test sets, we take the samples with the timestamps no more than 1,225,642,324 into the training set and take the remaining samples into the test set. We evaluate on the 5,677 users who have both training and testing data. The second dataset is **Amazon Electronics** which contains 1,689,188 reviews contributed by 192,403 users for 63,001 products with 1,361 categories. For each user’s sample, the label is whether a candidate (i.e., reviewed or negatively sampled) product is reviewed or not, and the features include the user ID, the historical sequence of reviewed products, and the candidate product. Each product is represented by a product ID and a category ID. Regarding the split of the training and test sets, the samples with the timestamps no more than 1,385,078,400 fall into the training set, while the rest falls into the test set. We evaluate on the 180,342 users who have both training and testing data.

We take five representative CTR prediction models, including **LR**, **Wide&Deep**, **DeepFM**, **PNN**, and **DIN**. We also introduce two baselines for comparison. One baseline is **cloud-based learning** (abbreviated as “Cloud”), which trains the global model over all the users’ data and is to verify the necessity of on-device fine-tuning; the other baseline is **purely local fine-tuning** (abbreviated as “Local”), which directly lets each mobile device fine-tune the cloud-based model over the user’s local dataset and is to verify the necessity of label correction in our design LCFT.

Regarding the experimental settings, we choose mini-batch SGD as the optimization algorithm. For cloud-based learning over the MovieLens dataset, we set the batch size to 32 and train 2 epochs with the learning rate starting at 1 and decaying by 0.1 every epoch. For cloud-based learning over the Amazon dataset, we set the batch size to 1,024 and take
Table 2: Offline user-level average AUCs of LCFT and the baselines.

| Dataset     | Model    | Cloud | Local | LCFT | Local vs. Cloud | LCFT vs. Cloud | LCFT vs. Local |
|-------------|----------|-------|-------|------|-----------------|----------------|----------------|
| MovieLens   | LR       | 0.624 | 0.624 | 0.624| +0.00%          | +0.01%         | +0.01%         |
|             | Wide&Deep| 0.652 | 0.657 | 0.660| +0.77%          | +1.23%         | +0.46%         |
|             | DeepFM   | 0.661 | 0.665 | 0.668| +0.61%          | +1.06%         | +0.45%         |
|             | PNN      | 0.671 | 0.675 | 0.676| +0.60%          | +0.75%         | +0.15%         |
|             | DIN      | 0.681 | 0.684 | 0.686| +0.44%          | +0.73%         | +0.29%         |

| Amazon      | LR       | 0.678 | 0.679 | 0.679| +0.04%          | +0.05%         | +0.00%         |
|             | Wide&Deep| 0.764 | 0.772 | 0.778| +1.05%          | +1.83%         | +0.78%         |
|             | DeepFM   | 0.724 | 0.725 | 0.725| +0.11%          | +0.15%         | +0.03%         |
|             | PNN      | 0.755 | 0.754 | 0.755| -0.07%          | +0.07%         | +0.13%         |
|             | DIN      | 0.791 | 0.791 | 0.794| -0.11%          | +0.38%         | +0.38%         |

| Taobao     | EdgeRec  | 0.614 | 0.614 | 0.617| -0.05%          | +0.49%         | +0.49%         |

Figure 2: The improvement of LCFT over purely local fine-tuning for different CTR drifts.

Figure 3: Proportions of users whose test AUCs increase, stay the same, or decrease compared with cloud-based learning.

the same settings for other hyperparameters. For on-device fine-tuning over two public datasets, we set the batch size to 32 and let each user train 1 epoch with the learning rate of 0.01 by default. Specially, for the Amazon dataset, we set the batch size to 16 in the fine-tuning of LR, and set the batch size to 4 and the learning rate to 0.001 in the fine-tuning of PNN. In addition, for offline evaluation, we adopt a golden metric in evaluating the performance of CTR prediction, called Area Under the ROC Curve (AUC). We use the user-level average AUC \( AUC_{Avg} = \frac{\sum_{i=1}^{u} m_i AUC_i}{\sum_{i=1}^{u} m_i} \), defined as

\[ AUC_{Avg} = \frac{\sum_{i=1}^{u} m_i AUC_i}{\sum_{i=1}^{u} m_i} \]

where \( m_i \) denotes the size of user \( i \)’s test set, and \( AUC_i \) is the AUC over user \( i \)'s individual testset.

We finally present the evaluation results. We first show the average test AUCs of LCFT and the baselines as well as the improvement in Table 2. We can observe that LCFT outperforms all the baselines over five models and two public datasets. In contrast, purely local fine-tuning is even worse than cloud-based training on several tasks due to the CTR drift issue. These results demonstrate the necessity of label correction for effective on-device fine-tuning. We further evaluate the effect of different CTR drifts on the performance of LCFT and plot the results in Figure 2. The global CTRs in the MovieLens and Amazon experiments are 0.51 and 0.17, respectively. For the experiments over the MovieLens dataset, we divide the local CTRs into 10 intervals, and for each interval, we average the improvements of LCFT over purely local fine-tuning for those users whose local CTRs fall into the interval. For the experiments over the Amazon dataset, the negative samples are generated by sampling, and thus the local CTRs are discrete. We group the users based on their negative sampling ratios, and for each group, we still average the improvements of LCFT for all the users in the group. From Figure 2, we can observe that as the gap between the local CTR and the global CTR becomes larger (i.e., with higher CTR drift), the improvement of LCFT over the purely local fine-tuning generally becomes more evident, especially in the experiments over the Amazon dataset. Such a key observation reveals that the effectiveness of local fine-tuning indeed suffers from the CTR drift. We also depict in Figure 3 the proportions of the users whose test AUCs increase, stay the same, and decrease, thereby demonstrating the advantage of LCFT over the cloud-based learning at the user level. We can see that the proportion of the users whose AUCs increase is significantly higher than the proportion of the users whose AUCs decrease.

Evaluation on Mobile Taobao Dataset

We also collect a practical dataset from Mobile Taobao and conduct offline experiments. In what follows, we introduce the application scenario, the dataset, the experimental setups,
The application scenario is the homepage of Mobile Taobao, where different items are ranked based on each user’s preferences, as shown in Figure 4. Therefore, the basic learning task is CTR prediction. The input data fields include user feature, item exposure user action feature, item page-view user action feature, and item feature. We take the recommendation model, called EdgeRec (Gong et al. 2020), which has been offloaded to the Mobile Taobao APP for on-device inference. EdgeRec contains an embedding layer, a GRU layer, an attention layer, and fully connected layers (i.e., MLP layers). In particular, the GRU layer first encodes the user exposure and behavior sequences, and then the target item is on attention with the encoded sequences.

The dataset is collected from March 1, 2021 to March 7, 2021, in total 7 days. For the split of each user’s training and test sets, we take the first 5 days of samples for training and take the last 2 days of samples for testing. We keep the pool of 30,682 users who have more than 256 training samples.

Regarding the fine-tuning settings, we use Adam as the optimization algorithm. We set the batch size to 32 and let each user train 3 epochs with the learning rate of 0.001. We finally show the user-level average test AUCs in the last row of Table 1. We can observe that the evaluation results of the Mobile Taobao dataset are consistent with those over the public datasets, namely, LCFT outperforms all the baselines. In contrast, the average test AUC of local training decreases a little compared with the cloud-based learning model. In particular, the cloud-based model is trained over a 7-day dataset with billions of samples. For the deployment of LCFT, we cluster the users into three groups based on their local CTRs (i.e., the users with low, middle, and high local CTRs). For each user group, the cloud-based global model is fine-tuned using LCFT over the training data from the users in the group and then offloaded to the corresponding mobile devices for real-time inference.

We use three online metrics to extensively evaluate the performance of LCFT and the cloud-based learning. Before giving formal definitions, we first introduce some common abbreviations in recommender systems: “Clk” is short for “click”; “Exp” is short for “exposure”; “UV” is short for “Unique Visitor”. Then, the three metrics are defined as follows: (1) Clk/Exp is in fact CTR and is the optimization objective of the learning task in our application scenario; (2) and Clk/UV denotes the average number of clicks per user, which can measure the user activeness.

We finally plot in Figure 5 the day-level results from the online metrics and summarize in Table 3 the day-level average results. Compared with cloud-based learning, LCFT improves CTR, Clk/UV by 1.79% and 1.03%, respectively. These results demonstrate that through fine-tuning with label correction, LCFT indeed improves the online recommendation performance in practice.

**Online A/B Testing in Mobile Taobao**

We deploy LCFT on different groups of Mobile Taobao users and report the online A/B testing results from August 1, 2021 to August 6, 2021.

For online A/B testing, we create two non-overlapping buckets, each of which contains roughly 150,000 randomly chosen users, to deploy LCFT and the cloud-based learning model. In particular, the cloud-based model is trained over a 7-day dataset with billions of samples. For the deployment of LCFT, we cluster the users into three groups based on their local CTRs (i.e., the users with low, middle, and high local CTRs). For each user group, the cloud-based global model is fine-tuned using LCFT over the training data from the users in the group and then offloaded to the corresponding mobile devices for real-time inference.

We use three online metrics to extensively evaluate the performance of LCFT and the cloud-based learning. Before giving formal definitions, we first introduce some common abbreviations in recommender systems: “Clk” is short for “click”; “Exp” is short for “exposure”; “UV” is short for “Unique Visitor”. Then, the three metrics are defined as follows: (1) Clk/Exp is in fact CTR and is the optimization objective of the learning task in our application scenario; (2) and Clk/UV denotes the average number of clicks per user, which can measure the user activeness.

We finally plot in Figure 5 the day-level results from the online metrics and summarize in Table 3 the day-level average results. Compared with cloud-based learning, LCFT improves CTR, Clk/UV by 1.79% and 1.03%, respectively. These results demonstrate that through fine-tuning with label correction, LCFT indeed improves the online recommendation performance in practice.

**Conclusion**

In this work, we have proposed an on-device model fine-tuning with label correction method, called LCFT, for the fundamental CTR prediction task in recommender systems. LCFT mitigates the bottleneck issue of CTR drift through only letting each user correct the labels of the local samples ahead of fine-tuning, thereby aligning the equivalent CTR with the global CTR in theory. Offline and online evaluation results have validated the necessity of label correction and
demonstrated the superiority of LCFT over the mainstream cloud-based learning method without fine-tuning.
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