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Abstract

The classical mass action law in chemical kinetics is put into the context of multiscale thermodynamics. Despite the purely dissipative character of the classical mass action law, inertial effects also play a role in chemical kinetics. Therefore, the kinetics is extended to an enlarged state space with reaction rates as new state variables and bringing inertial effects. The dynamics is then lifted to the Liouville description within kinetic theory on the enlarged state space in order to include fluctuations. Subsequently, the kinetic theory is reduced to its first and second moments, leading to a new Grad-like hierarchy in chemical kinetics, expressing the multiscale nature of the chemical kinetic with inertia. Dissipation within the extended state space is proposed and it is shown to lead to the classical mass action law when the moments relax to their respective quasi-equilibria. In particular, we demonstrate the possibility of oscillating homogeneous chemical reactions and how the correlations of fluctuations correspond with the chemical kinetics.

1 Introduction

The classical mass action law (classical MAL)\textsuperscript{4} provides a framework for investigating the time evolution of chemically reacting systems. The extended mass action law (extended MAL) introduced in this paper allows to include the influence of fast reactions involving intermediate components, the influence of external driving forces, and the influence of fluctuations. The compatibility of
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the extended and classical theories is proven by comparing solutions to their governing equations. A theory involving more details (called hereafter upper level theory) is compatible with a theory involving less detail (called hereafter lower level theory) if the lower phase portrait emerges as a pattern in the upper phase portrait. An upper (resp. lower) phase portrait is a collection of solutions passing through all points in the upper (resp. lower) state space for an ensemble of macroscopic systems. In particular, the time evolution is compatible with the equilibrium thermodynamics if it describes faithfully the experimentally observed approach to equilibrium states at which the observed behavior is well described by the classical equilibrium thermodynamics.

If external forces prevent the approach to equilibrium, the equilibrium thermodynamics does not apply. In such a situation, the approach from an upper to the lower level on which the experimentally observed behavior of the externally driven system is found to be well described, provides a basis for another thermodynamics, called rate thermodynamics \[2, 3\] in which the state space is the space of forces and fluxes, see e.g. \[4\] for a connection with the principle of large deviations. The extended mass-action-law theories introduced in this paper make possible to formulate such a theory for chemically reacting systems.

Beside the need to enlarge the domain of applicability of the classical MAL, our principal motivation is to illustrate the viewpoint and the methods of multiscale thermodynamics \[5, 6, 7, 8\]. Specific illustrations of the earlier versions of the extended mass action law \[9, 10\] have been worked out in \[11, 12\] (coupling of chemical reactions with mechanics occurring for instance in bone growth \[13, 11\]) and in \[14\] (using chemical reactions to produce mechanical work).

In Section 3 we formulate an extended MAL and reduce it (by investigating its solutions in the following section) to the classical Guldberg-Waage mass action law. In Section 4 we lift extended MAL to kinetic theory, similarly as \[15\], allowing to include fluctuations into the analysis, but including also the momentum-like dimensions, as e.g. in \[16\], to describe electron transfer with inertial effects. In Sec. 5 we introduce dissipation into the kinetic theory (forming a Fokker-Planck equation) and, subsequently, reduce the description to moments of the distribution function. In other words, we lift the Guldberg-Waage dynamics to a higher level of description, introducing the inertia and dynamics of distribution functions. Subsequently, we reduce the description to a lower level keeping the reminiscence of the higher level, which leads to a novel Grad-like hierarchy of chemical kinetics with inertia. The novelty of this paper lies in the geometric formulation of chemical reactions with inertia, in the subsequent multiscale analysis, and finally in the construction of the Grad-like hierarchy of moments for chemical kinetics.
2 Mass Action Law within multiscale thermodynamics

Let \( p \) components \( A_1, ..., A_p \) undergo \( q \) chemical reactions

\[
\mu_{11} A_1 + ... + \mu_{p1} A_p \rightleftharpoons \nu_{11} A_1 + ... + \nu_{p1} A_p,
\]

where

\[
\gamma_{\alpha j} = \nu_{\alpha j} - \mu_{\alpha j}; \quad \alpha = 1, ..., p; \quad j = 1, ..., q,
\]

are the stoichiometric coefficients and

\[
\gamma = \begin{pmatrix}
\gamma_{11} & \cdots & \gamma_{p1} \\
\vdots & \ddots & \vdots \\
\gamma_{1q} & \cdots & \gamma_{pq}
\end{pmatrix},
\]

the stoichiometric matrix. Hereafter, we use the lowercase Greek letters (\( \alpha, \beta, \epsilon = 1, ..., p \)) to label the components and the lowercase Roman letters (\( i, j, k, l = 1, ..., q \)) to label the reactions. We shall also use the summation convention over repeated indices.

The time evolution of the number of moles \( n = (n_1, ..., n_p) \) of the \( p \) components \( A_1, ..., A_p \) is governed by classical MAL

\[
\frac{dn_{\alpha}}{dt} = \gamma_{\alpha i} \left( \bar{k}_i n_{1}^{\mu_{1}} ... n_{p}^{\mu_{p}} - \bar{k}_i n_{1}^{\nu_{1}} ... n_{p}^{\nu_{p}} \right),
\]

where \( \bar{k}_i, \bar{k}_i \) are the rate coefficients of the forward and the backward \( i \)-th reaction.

Our objective is to explore the possibility to use the experience and the tools developed in thermodynamics (in particular in multiscale thermodynamics [7],[3]) to investigate (1). In particular, we intend to investigate the process of reducing detail mathematical formulations of the dynamics involved in Eq. (1) to formulations that ignore unimportant details.

3 Extending Mass Action Law

Thermodynamics is a theory of relations among different levels of investigation of macroscopic systems. An upper level theory (i.e., a theory involving more details) is reduced to a lower level theory (i.e., a theory involving less details) by recognizing in the upper phase portrait a pattern that is then identified with the lower phase portrait. The main tools in the pattern recognition process are the concept of entropy and breaking time symmetry. Boltzmann [17] has shown that the pattern emerges by following a modified upper time evolution generated by a modified upper vector field involving an extra term that breaks the time symmetry and makes the entropy (a potential of a non-mechanical origin) to increase. The pattern is revealed when the entropy reaches its maximum.
In macroscopic systems composed of particles governed by classical or quantum mechanics, the upper time evolution is driven by a gradient of energy and is time reversible. The extra term modifying it is driven by a gradient of entropy and is time irreversible.

In chemical kinetics, the MAL time evolution is driven by the gradient of entropy and is time irreversible. To bring to MAL the methods of multiscale thermodynamics, we first extend it to a theory that possesses the structure of mechanical theories investigated in multiscale thermodynamics. Having Poisson bracket for the extension, we lift the description to the kinetic theory, Liouville-like equation. As a next step, we consider two types of dissipation (Fokker-Planck-like and BGK-like) and then explore a Grad like hierarchy of the extensions of MAL theory. Hence, using the tools of multiscale thermodynamics, we reduce the kinetic theory formulation of MAL to new forms that are suitable for investigating the qualitative properties of their solutions. The classical mass action law (4) will emerge as its reduced version while we will identify the effects of the added fields (reaction fluxes and correlations of fluxes and concentrations).

3.1 The space of compositions and chemical momenta

The space of state variables in MAL is parametrized by the numbers of moles of the individual species, \( n_\alpha \). Taking inspiration from mechanics, we attach to each \( n_\alpha \) a “chemical momentum” \( m_\alpha \). The state variables are \((n,m) \in T^*\mathbb{R}^p\)

where \( T^*\mathbb{R}^p \) is the cotangent bundle with the base space \( \mathbb{R}^p \); \( n \in \mathbb{R}^p \). The kinematics of \( T^*\mathbb{R}^p \) is expressed \cite{18} in the canonical Poisson bracket

\[
\{a,b\} = \left( a_n \ a_m \right) L \left( b_n \ b_m \right), \tag{5a}
\]

with

\[
L = \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \tag{5b}
\]

where \( a \) and \( b \) are sufficiently regular real valued functions of \((n,m)\) and \( I \) is the unit matrix. We use hereafter a shorthand notation: \( a_n = \frac{\partial a}{\partial n} \) and similarly \( a_m = \frac{\partial a}{\partial m} \). In the case when the variables on which the functions \( a \) and \( b \) depend are functions themselves (i.e., if they are elements of an infinite dimensional space as it is the case in Section 4), the derivatives are appropriate functional derivatives \cite{7}.

From the physical point of view, the Poisson bracket (or alternatively the Poisson bivector \( L \)) expresses mathematically the kinematics of the state variables. For comparison, we recall that in classical mechanics the state variables are \((r,p)\) denoting the position vector and momentum of a particle. In the context of chemical kinetics, we are replacing \( r \) with \( n \) and \( p \) with \( m \).
3.2 The space of compositions and fluxes

Next, we reduce \((n, m)\) to the state variables (7) because when we have a number of reactions \(q\) and a number of components \(p\), there are at most \(p\) independent reaction steps in each reaction network involving \(p\) components. The remaining ones are enslaved to these via conservation laws (as in, e.g., Michaelis-Menten kinetics). Hence, we carry out a reduction \((n, m) \mapsto (n, \mathcal{I})\), where

\[
\begin{pmatrix}
    n \\
    \mathcal{I}
\end{pmatrix} = \begin{pmatrix}
    I & 0 \\
    0 & \gamma^T
\end{pmatrix} \begin{pmatrix}
    n \\
    m
\end{pmatrix},
\]

with \(\gamma^T : \mathbb{R}^p \to \mathbb{R}^q\) being the transpose of the stoichiometric matrix (2). The manifold of the state variables

\[(n, \mathcal{I}) = (n_1, \ldots, n_p, \iota_1, \ldots, \iota_q)\] (7)

is called \(M\). Note that \(n_\alpha\) is the number of moles of the \(\alpha\)-th component; \(\alpha = 1, \ldots, p\) and \(\iota_j\) is the flux corresponding to \(j\)-th reaction; \(j = 1, \ldots, q\). In the classical mass action law, the fluxes \(\mathcal{I}\) are not independent variables, as they are functions of \(n\). The functions \(\mathcal{I}(n)\), called constitutive relations, will arise in the analysis of solutions of the extended mass action law, where \(\mathcal{I}\) are not functions of \(n\), as they have their own evolution equations.

With \(\mathcal{I}\) considered as an independent state variable, we are making possible to introduce inertia and time-reversibility into chemical kinetics, which has been observed in [16]. The situation is analogous to the situation in mechanics. The classical mechanics of particles includes inertia and is completely time-reversible. The experience collected in statistical mechanics shows that a very useful tool for recognizing the overall features of particle trajectories in systems involving very many particles interacting via very many very nonlinear forces is to brake the time symmetry. The overall pattern is then revealed by following the time evolution governed by equations involving a new time irreversible term. We suggest that the same tool can be useful in chemical kinetics. Here the time evolution is completely time irreversible. The problem is to recognize an overall pattern of behaviour of a system consisting of very many components making very many very nonlinear transformations taking place on different time scales. The situation is thus opposite to the situation in mechanics. The symmetry breaking that we are suggesting is directed from irreversible to reversible, while in mechanics the direction is reversed. Since inertia goes in mechanics hand in hand with the time reversibility, we introduce also inertia into chemical kinetics when we break the time symmetry. The time symmetry breaking in chemical kinetics is also discussed in [19] but the reaction rates are not considered as independent state variables.

We now deduce the Poisson bracket expressing kinematics of \((n, \mathcal{I})\). In the Poisson bracket (5a) we restrict the functions \(a\) and \(b\) to those that depend on \((n, m)\) only through their dependence on the moments \((n, \mathcal{I})\) given in (6). This

\(^1\)The mapping is indeed a reduction, assuming \(q \leq p\) and \(\text{rank}(\gamma) = q\).
means that the derivatives in (5a) become \( \frac{\partial}{\partial n} \rightarrow \frac{\partial}{\partial n} \); \( \frac{\partial}{\partial m} \rightarrow \gamma \frac{\partial}{\partial I} \). With these derivatives, the Poisson bracket (5a) becomes
\[
\{a, b\} = \left( \begin{array}{cc} a_n & a_I \\ n & I \end{array} \right) \left( \begin{array}{c} 0 \\ -\gamma T \end{array} \right) \left( \begin{array}{c} b_n \\ b_I \end{array} \right) = \left( \begin{array}{cc} a_n & a_I \\ n & I \end{array} \right) L \left( \begin{array}{c} b_n \\ b_I \end{array} \right) .
\]
(8)

Since (8) was obtained just by restricting the class of functions \( a \) and \( b \) and the result involves only \((n, I)\), the bracket (8) is a Poisson bracket. It can indeed be directly verified that the following relations hold:

(i) \( \{a, b\} = -\{b, a\} \),
(ii) \( \{ra + sb, c\} = r\{a, c\} + s\{b, c\} \), where \( r \in \mathbb{R}, s \in \mathbb{R} \),
(iii) Leibnitz identity \( \{a, bc\} = \{a, b\}c + \{a, c\}b \),
(iv) Jacobi identity \( \{a, \{b, c\}\} + \{b, \{c, a\}\} + \{c, \{a, b\}\} = 0 \). (9)

3.3 GENERIC evolution with composition and fluxes

The equations governing the Hamiltonian time evolution of \((n, I)\) that corresponds to the kinematics (5) is
\[
\dot{a} = \{a, \phi\}, \ \forall a .
\]
(10)

The function
\[
\phi : \mathbb{R}^p \times \mathbb{R}^q \rightarrow \mathbb{R}; \ (n, I) \mapsto \phi(n, I)
\]
generating the time evolution is the thermodynamic potential which is linked to energy and entropy, see below. In the isothermal case, it becomes the Helmholtz free energy.

Written explicitly, the time evolution equations (10) become
\[
\left( \begin{array}{c} \frac{dn}{dt} \\ \frac{dI}{dt} \end{array} \right) = \left( \begin{array}{cc} 0 & \gamma T \\ -\gamma T & 0 \end{array} \right) \left( \begin{array}{c} n^* \\ I^* \end{array} \right) .
\]
(12)

By the upper index * we denote conjugate variables with respect to the thermodynamic potential \( \phi(n, I) \), i.e. \( n^* = \phi_n \) and \( I^* = \phi_I \).

Now we supply the Hamiltonian time evolution with dissipation:
\[
\left( \begin{array}{c} \frac{dn}{dt} \\ \frac{dI}{dt} \end{array} \right) = \left( \begin{array}{cc} 0 & \gamma T \\ -\gamma T & 0 \end{array} \right) \left( \begin{array}{c} n^* \\ I^* \end{array} \right) - \left( \begin{array}{c} 0 \\ -\theta \end{array} \right) .
\]
(13)

The potential
\[
\theta(I^*, n, I)
\]
introduced in the second equation in (13) is called a dissipation potential. It is a real valued function of \((I^*, n, I)\) satisfying [7]
\[
\theta(0, n, I) = 0,
\]
\( \theta \) as a function of \( I^* \) reaches its minimum at 0,
\( \theta \) is a convex function of \( I^* \) in a neighborhood of 0. (15)
We note that Eq. (13) without the second term on its right hand side is time reversible in the sense that the transformation \( \mathcal{I} \to -\mathcal{I} \) made in the state space compensates the inversion of time \( t \to -t \). The free energy is assumed to be invariant with respect to \( \mathcal{I} \to -\mathcal{I} \).

The thermodynamic potential \( \phi \) is suitable for our purposes, when we require a single potential gradient in both reversible and irreversible parts \[7, 20\]

\[
\phi = e - T_0 s,
\]

where \( e \) is the energy, \( s \) entropy, and \( T_0 \) is the equilibrium temperature approached by relaxation of an isolated system towards the thermodynamic equilibrium.

To see this more explicitly, the GENERIC form of the evolution equations of state variables \( x \) is \[21, 22, 23, 7\]

\[
\frac{\partial x}{\partial t} = L \frac{\partial e}{\partial x} + \frac{\delta \Xi}{\delta s},
\]

or in terms of the thermodynamic potential gradient

\[
\frac{\partial x}{\partial t} = T_0 L \frac{\partial \phi}{\partial x} - \frac{\delta \Xi}{\delta \phi}.
\]

This equivalence is due to the exclusive role of energy in the first term and of entropy in the second term being a consequence of the degenerative conditions of the operator \( L \) and dissipation potential \( \Xi \): the Poisson bracket does not affect the evolution of entropy (entropy is a Casimir of that bracket) while a dissipation potential does not change the energy, which is thus conserved.

To simplify the notation, we set \( T_0 = 1 \) hereafter. As a result, the star in the first term on the right hand side of (13) denotes the conjugation with respect to the energy and the star in the second term on the right hand side of (13) denotes the conjugation with respect to the entropy potential. Note that in the isothermal case, the potential becomes the free energy.

### 3.4 GENERIC evolution of the classical MAL

Hence, we have completed a formulation of MAL extension within multiscale thermodynamics. To complete the discussion we recall MAL expressed within this framework as well because it is essential for the whole study. A direct verification shows (see more in \[10, 7\]) that

\[
\phi(n, I) = \phi(n) = n_\alpha \ln n_\alpha + Q_\alpha n_\alpha,
\]

and

\[
\text{\( \vartheta \) satisfies \[15\] and is independent of \( I \),}
\]

\[
\xi(n^*, n) = W_i(n) \left( e^{\frac{\gamma}{2}} n^* + e^{-\frac{\gamma}{2}} n^* - 2 \right),
\]
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where \( Q_1, \ldots, Q_p \) and \( W_1, \ldots, W_q \) are parameters (functions of \( n \)) that are related to the rate coefficients \( \overrightarrow{k}_i, \overleftarrow{k}_i \) of the forward and backward \( i \)-th reaction by

\[
\overrightarrow{k}_i = \frac{1}{2} W_i(n) e^{\frac{1}{2} \gamma_{\alpha_i}(Q_{\alpha_i} + 1)} \left( \nu_1^{\mu_1} \cdots \nu_p^{\mu_p} \right)^{\frac{1}{2}},
\]

\[
\overleftarrow{k}_i = e^{\gamma_{\alpha_i}(Q_{\alpha_i} + 1)}.
\]

With these potentials, the purely irreversible evolution of reaction kinetics

\[
\frac{dn}{dt} = -\xi(n^*, n, I),
\]

becomes indeed

\[
\frac{dn_\alpha}{dt} = \gamma_{\alpha_i} \iota^{GW}_i,
\]

where the Guldberg-Waage fluxes \( \iota^{GW}_i \) are given by

\[
\iota^{GW}_i = \overrightarrow{k}_i n_1^{\mu_1} \cdots n_p^{\mu_p} - \overleftarrow{k}_i n_1^{\nu_1} \cdots n_p^{\nu_p}.
\]

Note that in Appendix A.1 we discuss the connection between the extended and the classical MAL via the method of direct reductions.

In the vicinity of the thermodynamic equilibrium the thermodynamic affinities are close to zero \([24]\) and the MAL dissipation potential can be approximated by a quadratic dependence,

\[
\xi(n^*, n) \approx \frac{1}{2} W_i(n)^2 (\gamma_i^T n^*)^2.
\]

The evolution equations near equilibrium then become

\[
\frac{dn_\alpha}{dt} \approx \gamma_{\alpha_i} W_i \gamma_i^T n^*_\alpha,
\]

and are thus linear in the thermodynamic affinities \( \gamma_{\alpha_i} n^*_\alpha \). This thermodynamically linearized chemical kinetics will be the common point with the following reductions of the Grad-like moment hierarchy.

## 4 Mass-action-law Kinetic Theory

The mass action law \([13]\) extends the classical mass action law \([4, 19]\) but still does not provide a setting for including the influence of fluctuations. We would also like to formulate chemical kinetics in a form that is more suitable for investigating the role of fluctuations in reductions. There are essentially two routes to take. The first one is to promote the state variables in \([13], [19]\) to random variables and use stochastic mathematical formulations. The second is to lift \([13], [19]\) to a larger (typically infinite dimensional) space and use geometry as the main tool. We take the latter route.
4.1 Liouville lift

The standard first step on this route is to replace the state variables \((n, I)\) in (13) with a real-valued function \(f(n, I)\) and the state variable \(n\) in (19) with a real valued function \(f(n)\). Their time evolution is then governed by equations obtained by making the Liouville lift of Eq.(13) and Eq.(19). In other words, the time evolution of \(f(n, I)\) is governed by the Liouville equation corresponding to Eq.(13) and the time evolution of \(f(n)\) is governed by the Liouville equation corresponding to (19). We use the term Liouville lift in order to emphasize the original meaning of the Liouville equation introduced in [25], [26], [27] (see also Section 3.4 in [7]). While the functions \(f(n, I)\) and \(f(n)\) can be interpreted as distribution functions and the Liouville equation can be seen as an entry to a stochastic analysis, there is an alternative (geometrical) view of the Liouville lift. The trajectories \((n(t), I(t))\) and \(n(t)\) in the \(p+q\) or \(p\) dimensional spaces are lifted to infinite dimensional spaces with functions \(f(n, I)\) and \(f(n)\) serving as their elements in order to reveal more clearly their geometrical features. In traditional statistical mechanics, both the stochastic and geometrical viewpoints are often combined. We shall refer to the mass action law in which \(f(n, I)\) plays the role of the state variable as a mass-action-law kinetic theory (in short a MAL kinetic theory). Note that one can analogously proceed to a version in which \(f(n)\) plays the role of the state variable, as e.g. in the seminal work of Kramers [15].

The next step in the development of the MAL kinetic theory is to lift the time evolution equation (13) to an equation governing the time evolution of \(f(n, I)\). We begin with the Hamiltonian part of the time evolution. The Liouville equation corresponding to (13) without the second term on its right hand side,

\[
\frac{\partial f}{\partial t} = -\frac{\partial}{\partial n_{\alpha}} \left(f_{\gamma_{\alpha j} \phi_{\delta_{\jmath}}} + \frac{\partial}{\partial I_{\jmath}} \left(f_{\gamma_{\jmath \phi} n_{\alpha}} \phi_{\gamma_{\alpha j}} \partial \phi_{\gamma_{\jmath \phi}} \right) \right),
\]

(24)
can be cast (as can be directly verified) into the form (10) with

\[
\{A, B\} = \int dn \int dI f \left( \frac{\partial A}{\partial n_{\alpha}} \gamma_{\alpha j} \frac{\partial B}{\partial I_{\jmath}} - \frac{\partial B}{\partial n_{\alpha}} \gamma_{\jmath \phi} \frac{\partial A}{\partial I_{\jmath}} \right),
\]

(25)
see e.g. [7] for details of the calculation, replacing \(\{a, b\}\) (the functions \(A\) and \(B\) appearing in (25) are sufficiently regular real-valued functions of \(f(n, I)\)) and with

\[
\Phi(f) = \int dn \int dI f(n, I) \phi(n, I),
\]

(26)
replacing \(\phi\). The bracket (25) is the Liouville lift of the Poisson bracket [3]. Note that the correspondence between the Liouville equation (24) and the being lifted evolution equations (13) is confirmed and further discussed below in Section 5.

From the mathematical perspective, the Poisson bracket [3] represents a Lie bracket on the Hamiltonian vector fields on \(M\), see, e.g., Eq. 47 in [28]. The space of distribution functions can be seen as an element of the dual of the Lie algebra of those vector fields, see, e.g., Eq. 49 in [28]. Therefore, the
derivatives of functionals of $f$, which are functions on $M$ themselves, can be seen as elements of the Lie algebra dual. Bracket (25) is then a Lie-Poisson bracket on the Lie algebra dual [29].

### 4.2 Fokker-Planck-like dissipation

Now we proceed to the dissipative part of the Liouville lift of the time evolution (13). We note that if we add to the right hand side of (24) a term $-\Theta(f^*)$ where $f^* = \Phi f$ and $\Theta$ satisfies all the properties listed in (15) (except that $\vartheta$ is replaced by $\Theta$ and $I^*$ is replaced by $f^*$ and $(n, I)$ by $f$) then the time evolution governed by such modified equation will imply $\dot{\Phi} \leq 0$. For the reasons explained below in this section, we introduce

$$J = (J_1, \ldots, J_q) = \left( \frac{\partial f^*}{\partial \iota_1}, \ldots, \frac{\partial f^*}{\partial \iota_q} \right) = \frac{\partial f^*}{\partial I},$$

and let the dissipation potential depend on $f^*$ through its dependence on $J$. In such case $\Theta f^* = - \frac{\partial \Theta}{\partial J}$.

The thermodynamic potential $\phi$ appearing in (24) can be more general and so can the potential $\Phi$. For example, $\phi$ can be a function of other variables than just $n$ and $I$ as we shall see below. To this end, we keep the potential $\Phi$ and the dissipation potential $\Theta$ undetermined except that they are required to satisfy the general requirements (i.e. $\Phi$ is convex and $\Theta$ satisfies (15)). In particular, the thermodynamic potential $\Phi$ does not have to be the potential (26). The kinetic equation governing the time evolution in the MAL kinetic theory is thus

$$\frac{\partial f}{\partial t} = - \frac{\partial}{\partial n_\alpha} \left( f^{a_\alpha j} \frac{\partial \Phi f}{\partial \iota_j} \right) - \frac{\partial}{\partial \iota_j} \left( f^{T_{a_j}} \frac{\partial \Phi f}{\partial n_\alpha} \right) + \frac{\partial \Theta J_i}{\partial \iota_i},$$

and one can confirm that the corresponding Poisson bracket is still (25).

A way to introduce the dissipative terms in the equation for $f$ is to first introduce noise, e.g., via the derivative of a Wiener process, into the equations (13) and subsequently reconstruct Eq. (28) as the corresponding Fokker-Planck equation, see e.g. [23], which we discuss later in this section.

Due to the antisymmetry of the Poisson bracket, the thermodynamic potential $\Phi$ remains unchanged during the Hamiltonian time evolution governed by (24). Other potentials that remain unchanged are Casimirs of the Poisson bracket (25) (i.e. potentials $C$ for which $\{A, C\} = 0, \forall A$). We directly verify that $\int d\mathbf{n} \int d\mathbf{I} f$ is one such Casimir. The conservation of $\int d\mathbf{n} \int d\mathbf{I} f$ is important since it makes it possible to interpret $f(n, I)$ as a distribution function. Indeed, the normalization of $f$ (i.e. $\int d\mathbf{n} \int d\mathbf{I} f(n, I)$) that, in the case we interpret $f$ as a distribution function, expresses the sum of all probabilities, must remain constant. In order to keep the conservation of $f(n, I)$ also in the time evolution governed by (28), we let the dissipation potential depend on $f^*$ only through its dependence on $J$ introduced in (27).
The most important property of solutions to (28) is (compare with (46) in Appendix)

\[ \dot{\Phi} = \int d\mathbf{n} \int d\mathbf{I} f^* \frac{\partial f^*}{\partial n_{\alpha}} \gamma_{\alpha j} \frac{\partial f^*}{\partial I_j} f_{\gamma j}^{\alpha} \frac{\partial f^*}{\partial n_{\alpha}} - f_{\gamma j}^{\alpha} \frac{\partial \Theta_{j}}{\partial I_j} \Theta_{j} \leq 0. \]  

(29)

This inequality, together with the convexity of \( \Phi \), makes it possible to consider \( \Phi \) as a Lyapunov function corresponding to the approach, as \( t \to \infty \), of solutions to (28) to states at which \( J = 0 \).

Another key property that was already mentioned follows from the subsequent calculation

\[ \frac{\partial}{\partial t} \int d\mathbf{n} \int d\mathbf{I} f^* (\mathbf{n}, \mathbf{I}) = \int d\mathbf{n} \int d\mathbf{I} \frac{\partial f^*}{\partial n_{\alpha}} \frac{\partial \Theta_{j}}{\partial I_j} = 0, \]  

(30)

which allows to interpret \( f^* (\mathbf{n}, \mathbf{I}) \) as a distribution function.

Let us now formulate the fluctuations, noise and the Fokker-Planck equation, explicitly. Equations for \( n \) and \( I \) can be equipped with a Wiener noise, see also [16],

\[ \dot{n}_{\alpha} = \gamma_{\alpha i} \frac{\partial e}{\partial I_i}, \]  

(31a)

\[ \dot{i}_i = -\gamma_{i\alpha} \frac{\partial e}{\partial n_{\alpha}} + M_{ij} \frac{\partial s}{\partial I_j} + B_{ij} \dot{W}_j, \]  

(31b)

where \( e (\mathbf{n}, \mathbf{I}) \) is the energy of the system with composition \( \mathbf{n} \) and rates \( \mathbf{I} \), \( W_i \) is the Wiener process in the direction of the rate \( i_i \), \( M_{ij} \) is the dissipative matrix (Hessian of a quadratic dissipation potential), \( s \) is the entropy, derivative of which reads \( s_{i_i} = -e_{i_i}/T \) with temperature \( T = e_s \), and \( B_{ij} \) is the strength of the noise. The fluctuation-dissipation theorem tells, moreover, that \( 2k_B M = B B^T \), see [23]. For simplicity, we choose \( B_{ij} = \delta_{ij} \sqrt{2k_B T \xi} \), which gives \( M_{ij} = \delta_{ij} T \xi \) and \( \xi \) then represents a friction constant.

Apart from the classical chemical energy, energy \( e \) now also depends on the rates \( \mathbf{I} \). A physical reasoning can be found for instance in the inertia of polarization [16]. Let us assume that the part of the energy dependent on the rates is the sum of contributions of the individual rates and that the contributions have the form of \( \cosh \), which can be approximated by a quadratic dependence in the region of small fluxes,

\[ e = e_{\text{chem}} (\mathbf{n}) + \sum_i \lambda_i (\cosh (K_i i_i) - 1) \approx e_{\text{chem}} (\mathbf{n}) + \frac{1}{2} \sum_i \lambda_i (K_i i_i)^2. \]  

(32)

The positive constants \( \lambda_i \) and \( K_i \) represent the inertia of the fluxes. This choice will become clearer later, when reducing the dynamics to the usual MAL.
The corresponding Fokker-Planck equation, the reversible part of which is generated by the Poisson bracket, reads

$$
\partial_t f = - \sum_{\alpha,i} \frac{\partial}{\partial n_\alpha} \left( f \Gamma_{\alpha i} \frac{\partial e}{\partial t_i} \right) + \sum_{\alpha,i} \frac{\partial}{\partial t_i} \left( f \Gamma_{i\alpha} \frac{\partial e}{\partial n_\alpha} \right) \\
+ \sum_i \frac{\partial}{\partial t_i} \left( f \xi \frac{\partial e}{\partial t_i} \right) + \sum_i \frac{\partial^2}{\partial t_i \partial t_i} (2 k_B T \xi f) 
$$

(33)

where the last term is a consequence of the noise term in Eqs. (31), see Appendix C for the details.

Alternatively, the Fokker-Planck equation (33) can be derived by a Liouville lift from the deterministic part of Eqs. (31), as described in [7],

$$
E(f) = \int d\mathbf{n} \int d\mathcal{I} e_{mic} f \\
S(f) = \int d\mathbf{n} \int d\mathcal{I} s f - k_B \int d\mathbf{n} \int d\mathcal{I} f \ln f \\
\{A(f), B(f)\}^{(f)} = \int d\mathbf{n} \int d\mathcal{I} f \left\{ \frac{\delta A}{\delta f}, \frac{\delta B}{\delta f} \right\} \\
\Xi^{(f)} = \int d\mathbf{n} \int d\mathcal{I} f \Xi \left( \frac{\delta f^*}{\delta (\mathbf{n}, \mathcal{I})} \right),
$$

(34a, 34b, 34c, 34d)

where the Poisson bracket \{• , •\} is given in (8) and the dissipation potential is \( \Xi = \frac{1}{2} T \xi (\mathbf{r})^2 \). The Fokker-Planck equation is then the GENERIC evolution implied by the above building blocks.

Another option how to ensure the approach of the distribution function to the equilibrium value is the Hamiltonian dynamics combined with and BGK dynamics, which we discuss in Appendix B.2.

5 Grad-like hierarchy of the MAL kinetic theory

5.1 Grad-like moments

In this section, we make an observation indicating a possibility to reduce the MAL kinetic theory to a finite dimensional theory that still takes into account fluctuations. First we construct a hierarchy of moments,

$$
\int d\mathbf{n} \int d\mathcal{I} f(\mathbf{n}, \mathcal{I}) n_{\alpha_1} n_{\alpha_2} \ldots \\
\int d\mathbf{n} \int d\mathcal{I} f(\mathbf{n}, \mathcal{I}) I_{i_1} I_{i_2} \ldots .
$$

(35a, 35b)

These latter kind of moments are the analogy of the moments taken in the Grad hierarchy [30], i.e. with respect to the momentum, while the former kind of moments would be analogical to the (usually not considered) moments with respect to the spatial coordinate.
Let us, in particular, analyze the hierarchy restricted to the second moments, containing actually \(1 + 3 + 6 + 9 + 6 = 25\) fields. Poisson bracket (25) can be exactly reduced to a Poisson bracket expressing the kinematics of the following moments of \(f(n, I)\):

\[
\begin{align*}
\mu & = \int dn \int dI f(n, I) \\
\nu_\alpha & = \int dn \int dI n_\alpha f(n, I) \\
\zeta_i & = \int dn \int dI \xi_i f(n, I) \\
a_{ij} & = \int dn \int dI \xi_i \xi_j f(n, I) \\
b_{\alpha\beta} & = \int dn \int dI n_\alpha n_\beta f(n, I) \\
c_{\alpha j} & = \int dn \int dI n_\alpha \xi_j f(n, I) \\
s & = \int dn \int dI \eta(f),
\end{align*}
\]

including entropy (\(\eta(f)\) being a smooth real-valued function). These moments resemble the Grad hierarchy and \(\mu\) represents the average mass \(\mu^2\), \(\nu_\alpha\) number of moles, \(\zeta_i\) the rate of the \(i\)-th reaction, \(a_{ij}\) correlations of the rates, \(b_{\alpha\beta}\) correlations of the compositions, and \(c_{\alpha j}\) correlations between the rates and compositions.

### 5.2 Hamiltonian evolution of the moments

By replacing \(\frac{\partial}{\partial f(n, I)}\) in (25) with

\[
\frac{\partial}{\partial f(n, I)} \rightarrow \frac{\partial}{\partial \mu} + n_\alpha \frac{\partial}{\partial \nu_\alpha} + \xi_j \frac{\partial}{\partial \zeta_j} + n_\alpha n_\beta \frac{\partial}{\partial b_{\alpha\beta}} + \xi_i \xi_j \frac{\partial}{\partial a_{ij}} + n_\alpha \xi_i \frac{\partial}{\partial c_{\alpha i}}
\]

\(2\)Note that the stoichiometric coefficients also are denoted by \(\mu_\alpha\), i.e. with indexes.
\[ \{ A, B \} = \mu \gamma_{\alpha j} [A_{\nu a} B_{\zeta} - B_{\nu a} A_{\zeta}] + 2\zeta_k \gamma_{\alpha j} [A_{\nu a} B_{a k j} - B_{\nu a} A_{a k j}] + \nu^\beta \gamma_{\alpha j} [A_{\nu a} B_{c j} - B_{\nu a} A_{c j}] + 2\nu_\beta \gamma_{\alpha j} [A_{b_{a \beta}} B_{\zeta} - B_{b_{a \beta}} A_{\zeta}] + 4c_{\beta k} \gamma_{\alpha j} [A_{b_{a \beta}} B_{a k j} - B_{b_{a \beta}} A_{a k j}] + 2b_{j k} \gamma_{\alpha j} [A_{b_{a \beta}} B_{c j} - B_{b_{a \beta}} A_{c j}] + \zeta_k \gamma_{\alpha j} [A_{c a i} B_{\zeta} - B_{c a i} A_{\zeta}] + 2a_{i k} \gamma_{\alpha j} [A_{c a i} B_{a k j} - B_{c a i} A_{a k j}] + c_{\epsilon k} \gamma_{\alpha j} [A_{c a i} B_{c \epsilon j} - B_{c a i} A_{c \epsilon j}] \] (37)

which is a bracket involving only the moments (36). This means that if we restrict the functions \( A \) and \( B \) in (25) to those that depend on \( f(n, I) \) only through their dependence on the moments (36) then we arrive at the bracket (37) that involves only the moments (36). Consequently, the fact that (25) is a Poisson bracket implies that the bracket (37) is also a Poisson bracket.

The Hamiltonian time evolution equations corresponding to this Poisson bracket are

\[
\begin{align*}
\frac{d\mu}{dt} &= 0, \quad (38a) \\
\frac{d\nu_{\alpha}}{dt} &= \gamma_{\alpha j} \mu \epsilon_{\zeta j} + \nu^\beta \gamma_{\alpha j} \epsilon_{\zeta j} + 2\zeta_k \gamma_{\alpha j} \epsilon_{a k j}, \quad (38b) \\
\frac{d\zeta_j}{dt} &= -\gamma_{j a} \mu \epsilon_{\nu a} - \zeta_k \gamma_{j a} \epsilon_{c a i} - 2\nu_{\beta} \gamma_{j a} \epsilon_{b_{a \beta}}, \quad (38c) \\
\frac{db_{a \beta}}{dt} &= 2\nu_{\beta} \gamma_{a j} \epsilon_{\zeta j} + 4c_{\beta k} \gamma_{j a} \epsilon_{a k j} + 2b_{j k} \gamma_{\alpha j} \epsilon_{c j}, \quad (38d) \\
\frac{da_{i k}}{dt} &= -2\zeta_k \gamma_{j a} \epsilon_{\nu a} - 4c_{k \beta} \gamma_{j a} \epsilon_{b_{a \beta}} - 2a_{i k} \gamma_{j a} \epsilon_{c a i}, \quad (38e) \\
\frac{dc_{\epsilon j}}{dt} &= -\nu_{\beta} \gamma_{j a} \epsilon_{\nu a} + \zeta_j \gamma_{\beta i} \epsilon_{\zeta i} - c_{\beta \epsilon} \gamma_{j a} \epsilon_{c a i} + c_{\epsilon j} \gamma_{\beta i} \epsilon_{c j}, \quad (38f) \\
\frac{ds}{dt} &= 0, \quad (38g)
\end{align*}
\]

where \( e(\mu, \nu_{\alpha}, \zeta_j, b_{a \beta}, a_{k j}, c_{\beta j}, s) \) is the energy expressed in terms of the moments. Note that the temperature is given by the derivative with respect to entropy, \( T = e_s \).

Note that the zeroth moment \( \mu \) is conserved as we investigated above (\( f \) is a distribution function). Furthermore, the energy is conserved automatically.
due to the antisymmetry of the bracket, and that the entropy is conserved as well, being a Casimir of that bracket. If one chooses only the zeroth and first moments, i.e., $\mu, \nu, \zeta$, one obtains the kinetic theory analogue of the classical extended MAL evolution \[13\]. We see indeed that the second and the third equation with only the first terms on their right hand sides are exactly the governing equations \[13\] of the MAL theory. The remaining terms on their right hand sides represent the influence of fluctuations.

5.3 Gaussian noise and the Fokker-Planck-like dissipation

Let us now turn to the overall evolution of the moments \[36\]. The reversible part of the evolution of the moments, Eqs. \[38\], is not affected by the dissipative terms (the latter two in Eq. \[33\]). However, the dissipative terms add an irreversible evolution of the moments, which is given by the projection of the irreversible terms to those moments.

5.3.1 First moments

Let us for the moment focus on the moments $\mu, \nu, \zeta$, taking energy independent of the higher moments. Moreover, we shall get restricted to the isothermal processes and so we do not need the equation for entropy, which can be evaluated based on the temperature and other state variables. The overall equations for the first moments are then the sum of the reversible and irreversible contributions,

\[
\frac{d\mu}{dt} = 0 \quad (39a)
\]
\[
\frac{d\nu}{dt} = \gamma_{\alpha j} \mu e_{\zeta j} \quad (39b)
\]
\[
\frac{d\zeta}{dt} = -\gamma_{j \alpha} \mu e_{\nu a} - \xi \lambda_j K_j^2 \zeta_j. \quad (39c)
\]

Note that the irreversible contributions are yet to be made explicit for instance by the Chapman-Enskog procedure \[24, 31\] or by another approximation \[32\].

See Fig. 1 for a demonstration of the inertial feature of Eqs. \[39\]. One can clearly see the possibility for damped chemical oscillations, exhibiting inertial effects.

5.3.2 Second moments

Similarly, the overall equations for the first and second moments are then the sum of the reversible and irreversible contributions. For simplicity we shall restrict the energy to the quadratic approximation in the second moments \[32\].
Figure 1: A typical behavior of Eqs. (39), showing damped oscillations. In the case of strong dissipation, however, the oscillations disappear and we get a purely monotonous behavior as in the classical MAL. Parameters in this figure were chosen for a prototypical reaction $A \leftrightarrow B$, $e = \nu_A + \nu_A \ln(1 - \nu_A) + 0.5(1 - \nu_A) + (1 - \nu_A) \ln(1 - \nu_A)$, $K_j = \lambda_j = \xi = 1$. See [7] for a derivation of such formulas for the chemical energy.

\[
\begin{align*}
\frac{d\mu}{dt} &= 0 \quad \text{(40a)} \\
\frac{d\nu_\alpha}{dt} &= \gamma_{\alpha j} \mu c_{\xi j} + \nu_\beta \gamma_{\alpha j} e_{c_{\alpha j}} + 2\zeta_k \gamma_{\alpha j} e_{a_{kj}} \quad \text{(40b)} \\
\frac{d\zeta_j}{dt} &= -\gamma_{\alpha j} \mu e_{\nu_n} - \zeta_i \gamma_{\alpha j} e_{c_{\alpha i}} - 2\nu_\beta \gamma_{\alpha j} e_{b_{\alpha \beta}} - \frac{\xi}{2m_j} \zeta_j \quad \text{(40c)} \\
\frac{db_{\alpha \beta}}{dt} &= 2\nu_\beta \gamma_{\alpha j} e_{c_{\xi j}} + 4c_{\beta k} \gamma_{\alpha j} e_{a_{kj}} + 2b_{\beta j} \gamma_{\alpha j} e_{c_{\alpha j}} \quad \text{(40d)} \\
\frac{da_{kj}}{dt} &= -2\zeta_k \gamma_{\alpha j} e_{c_{\alpha j}} - 4c_{\beta k} \gamma_{\alpha j} e_{b_{\alpha \beta}} - 2a_{kj} \gamma_{\alpha j} e_{c_{\alpha j}} - \xi \left( \frac{1}{m_k} + \frac{1}{m_j} \right) a_{kj} + \delta_{kj} k_B T \xi \mu \quad \text{(40e)} \\
\frac{dc_{\beta j}}{dt} &= -\nu_\beta \gamma_{\alpha j} e_{c_{\xi j}} + \zeta_j \gamma_{\beta j} e_{c_{\xi j}} - c_{\beta i} \gamma_{\alpha j} e_{c_{\alpha i}} + c_{\alpha j} \gamma_{\beta i} e_{c_{\xi i}} - 2b_{\beta j} \gamma_{\alpha j} e_{b_{\alpha \beta}} + 2a_{jk} \gamma_{\alpha j} e_{a_{kj}} - \frac{\xi}{m_j} c_{\beta j} \quad \text{(40f)}
\end{align*}
\]

where we no longer write the equation for entropy, assuming constant temperature. The effective masses are defined as $\frac{1}{2m_j} = \lambda_j K_j^2$, see [16] for a relation between the effective masses and polarization dynamics. Note that $\tilde{m}^{-1} = \sum_i \frac{1}{m_i}$. An explicit expression for the entropy production can be obtained using the principle of maximum entropy, as well as an explicit expression for the energy $e$ dependent on the moments. However, we shall leave this for future research, since if we explicitly consider variations of temperature, the noise
becomes non-constant, and we would have to choose an interpretation for the stochastic differential equation (Ito, Stratonovich, or Klimontovich) [33].

5.3.3 Connection to classical MAL. Reductions

Let us now discuss connection to the classical MAL via reductions. We start by showing that the governing equations for the first moments can be reduced exactly to MAL. Using asymptotic expansion

\[
\zeta_j = \zeta_{j,0} \left( \zeta_j^{(0)} + \delta \zeta_j^{(1)} + \ldots \right) \tag{41}
\]

in the small parameter \( \delta_j = \frac{\zeta_j}{\zeta_{j,0}} \ll 1 \), where \( T_0 \) is the characteristic time-scale and \( \zeta_{j,0} \) is the characteristic magnitude of the reaction flux \( \zeta_j \). The equation for \( \zeta_j \) then becomes

\[
\dot{\zeta}_j^{(0)} + \delta \dot{\zeta}_j^{(1)} + \ldots = -\gamma_{j,0} \mu T_0 e_{\nu_\alpha} - \delta^{-1} K_j \zeta_{j,0}^2 \left( K_j \zeta_{j,0} \left( \zeta_j^{(0)} + \delta \zeta_j^{(1)} \right) \right) + \ldots, \tag{42}
\]

and by comparing the terms of order \( \delta^{-1} \) and \( \delta^0 \) we obtain

\[
\zeta_j^{(0)} = 0 \quad \text{and} \quad \zeta_j^{(1)} = -\frac{T_0}{\zeta_{j,0}^2 K_j^2} \sum_\alpha \gamma_{j,0} \mu e_{\nu_\alpha}. \tag{43}
\]

The asymptotic rate is then

\[
\zeta_j \approx -\frac{1}{\xi \lambda_j K_j^2} \sum_\alpha \gamma_{j,0} \mu e_{\nu_\alpha}. \tag{44}
\]

Plugging this back into the equation for \( \nu_\alpha \) we get

\[
\frac{d\nu_\alpha}{dt} = \sum_j \gamma_{\alpha,j} \mu \lambda_j K_j \zeta_j \approx \sum_j \gamma_{\alpha,j} \mu \lambda_j K_j \left( -\frac{\lambda_j}{\xi K_j^2} \sum_\alpha \gamma_{j,0} \mu e_{\nu_\alpha} \right), \tag{45}
\]

which is a form of the thermodynamically linearized MAL [23].

Second moments. If we use the Dynamic Maximum Entropy method [34] in the conjugate or direct variables for the identification of the reduced evolution while assuming the energy to be quadratic in the second moments, we get a decoupled evolution of the second moments from the lower moments. Then the evolution equations for the second moments provide a relation for their conjugates in terms of the lower level state variables (zeroth and first moments) and their conjugates, \( e_{\alpha_k}(\nu, e_\nu, \zeta, e_\zeta) \), \( e_{\nu_{\alpha k}}(\nu, e_\nu, \zeta, e_\zeta) \), and \( e_{\alpha_j}(\nu, e_\nu, \zeta, e_\zeta) \). In particular, with the reduction in direct variables we get \( a_{ki} = b_{\alpha,\beta} = c_{\beta j} = 0 \) from MaxEnt. A more reasonable estimate (not requiring all the correlations to disappear) is obtained by MaxEnt in the conjugate variables where due to
the quadratic dependence in energy we obtain $e_{ak_i} = e_{b_{a\beta}} = e_{c_{\beta j}} = 0$ while the direct variables follow (decoupled) evolution equations

$$\frac{db_{a\beta}}{dt} = 2\nu_{\beta} \gamma_{\alpha j} e_{\zeta i}$$

$$\frac{da_{kj}}{dt} = -2\zeta_k \gamma_{ja} e_{\nu a}$$

$$\frac{dc_{\beta j}}{dt} = -\nu_{\beta} \gamma_{ja} e_{\nu a} + \zeta_j \gamma_{\beta j} e_{\zeta i},$$

and the first moments are governed by

$$\frac{d\mu}{dt} = 0$$

$$\frac{d\nu_{a}}{dt} = \gamma_{\alpha j} \mu e_{\zeta i}$$

$$\frac{d\zeta_{j}}{dt} = -\gamma_{ja} \mu e_{\nu a} - \frac{\xi}{2m_j} \zeta_j.$$

The governing equations for the zeroth and first moments are exactly the extended MAL equations (13) which were shown above to reduce to the classical MAL. Hence the Dynamic Maximum Entropy method yields a connection between the Grad-like hierarchy of chemical kinetics and the classical and extended MAL.

In the remaining text we use asymptotic analysis to reveal subtle corrections stemming from the second moments which were not revealed by the Dynamic Maximum Entropy Method. We again perform the asymptotic analysis by expanding the second moments as in Eq. (41). Again, the presence of a single $\delta^{-1} \propto \xi$ term in the evolution equations for $c_{\beta j}$ and $\zeta_j$ results in the observation that the zeroth order solution is zero and that the leading order contribution is constant in time, i.e. a quasi steady state is reached in these state variables while its value is proportional to the asymptotic parameter $\delta = \frac{\mu}{\epsilon_0}$. Note that indeed it is required that the equilibrium value of these state variables is zero, since they are odd with respect to the time reversal transformation. For example, for $c_{\beta j}$ holds

$$c_{\beta j} \approx \frac{m_j}{\xi} \left( -\nu_{\beta} \gamma_{ja} e_{\nu a} + \zeta_j \gamma_{\beta j} e_{\zeta i} 
- c_{\beta j} \gamma_{ja} e_{c_{ai}} + c_{e_{j}} \gamma_{ja} e_{c_{ai}} - 2b_{kj} \gamma_{ja} e_{b_{ja}} + 2a_{kj} \gamma_{ja} e_{a_{ki}} \right) = O(\delta).$$

The equation for the even state variable $a_{kj}$ contains two $O(\delta^{-1})$ terms allowing for a dominant balance yielding

$$a_{kj}^{(1)} = 2\delta_{kj} k_B T \mu \frac{m_k m_j}{m_j + m_k} = O(1).$$

The remaining time evolutions of $\nu_{a}$ and $b_{a\beta}$ is $O(\delta)$ and hence they are approximately constant (but nonzero) at the leading order at the chosen time scale $T_0$. 
Finally, we would like to identify the corrections to the thermodynamically linearized MAL dynamics explicitly. We already know that the relaxation of reaction fluxes \( \zeta_j \) (first moments) provides one such correction (while reaching MAL with \( \zeta_j \) vanishing as shown in the previous subsection). With the knowledge of the leading order behaviour of the second moments, we can estimate the evolution and correction to the MAL due to the correlations as follows:

\[
\frac{d\zeta_j}{dt} = -\gamma_{j\alpha} \mu e_{\nu_{\alpha}} - \frac{\zeta_j}{O(\delta)} \gamma_{j\alpha} e_{\nu_{\alpha}} - 2\nu_{\beta} \gamma_{j\alpha} e_{b_{\alpha\beta}} - \frac{\xi \lambda_j K_j^2 \zeta_j}{O(\delta^{-1}) O(\delta)} \\
\approx -\gamma_{j\alpha} \mu e_{\nu_{\alpha}} - 2\nu_{\beta} \gamma_{j\alpha} e_{b_{\alpha\beta}} - \xi \lambda_j K_j^2 \zeta_j.
\]

Hence the correlations affect the evolution of the reaction fluxes \( \zeta_j \) and this correction via \( e_{b_{\alpha\beta}} \) is subleading provided the slowly varying (on the \( \delta \) time scale) typical values of \( b_{\alpha\beta} \) are smaller than the magnitude of the total mass \( \mu \).

Note that this implies that one can expect the correlations to be more significant in sparser and diluted systems where the law of large numbers does not apply. Repeating the reduction of the first moment \( \zeta \) to the classical MAL while retaining the correction in the form of \( e_{b_{\alpha\beta}} \) term yields explicit corrections to MAL with influences stemming from correlations. The evolution of correlations of the \( b_{\alpha\beta} \)-type were observed in [35].

6 Conclusion

Multiscale thermodynamics expresses mathematically the experience collected in investigations of relations among microscopic, mesoscopic, and macroscopic theories of macroscopic systems. In this paper, we present chemical kinetics as its particular realization. Both multiscale thermodynamics and chemical kinetics become enriched. The former by providing its abstract concepts with new physical interpretations and the latter by acquiring the tools and methods collected in the former. We illustrate some of the tools in investigations of reductions, fluctuations, and coupling to mechanics of chemically reacting systems. In bringing thermodynamics and statistical mechanics to the assistance of chemical kinetics, we follow the pioneering work of Alexander Gorban and Ilya Karlin [36]. The various levels of description can be seen in Fig. 2.

Passages from an upper level (a level involving more details) to a lower level (a level involving less details) involve ignorance of unimportant details and emergence of important overall features. The essential and the most difficult part of establishing a relation between an upper and a lower level is, of course, the recognition of what is important and what can be ignored. Inspired by Boltzmann [17], we make the distinction between the fast time evolution that generates unimportant details and the slow time evolution that generates emerging features passing to the lower level more pronounced by breaking the time symmetry and introducing a novel potential (entropy) of nonmechanical origin. The fast time evolution (driven by collisions of particles in the Boltzmann investigation) becomes manifestly distinguished from the slow time evolution.
Figure 2: Levels of description used in this manuscript. Reading from the left bottom corner, we start with the classical MAL dynamics of the compositions $n_\alpha$ and extend it to the $(n_\alpha, i)$-level, where the rates play the role of state variables as well. This description is then Liouville-lifted to the kinetic theory for $f(n, I)$, which is subsequently reduced to the first and second moments. The first moments can be separated and further reduce back to the average compositions $\nu_\alpha$, if necessary. On the way, however, we can observe many phenomena related to the inertial effects and to the effects of fluctuations and their correlations.

(driven by the free motion of particles in the Boltzmann investigation) by different symmetry with respect to the time reversal. The fast time evolution is time irreversible and the slow time evolution is time reversible.

In the context of chemical kinetics, we make the slow time evolution more visible by making it time reversible and making it driven by energy, while the fast time evolution (and in MAL the complete time evolution) is time irreversible and is driven by entropy. The difference between slow and fast can be expressed in the extended MAL in two sets of parameters: in the rate coefficients (as in classical MAL) and in "reaction mass" (analog of the particle mass in mechanics). The extended MAL with reaction rates included in the set of state variables and the time reversible term in its vector field acquires the full GENERIC structure that has been extracted from mechanical theories. We can then apply all the tools collected in the multiscale thermodynamics.

In particular, we explore the Liouville lift of the time evolution in a finite-dimensional state space to the time evolution in the infinite-dimensional space of functions on the finite dimensional state space. The kinetic theory forms the mass action law that arise in this way bring to chemical kinetics the possibility to take into account the effects of fluctuations. The kinetic theory is then equipped with dissipation, which becomes a Fokker-Planck equation. After the reduction to moments of the distribution function, forming a Grad-like hierarchy, we obtain in Sec. 5 evolution equations for the average compositions, reaction rates, tensors of composition-composition, rate-rate, and composition-rate correlations, and entropy.

These correspondences have two implications: i) it is a confirmation of the appropriateness of the considered Liouville lift; ii) the system indeed
represents the kinetic extension of the (at least thermodynamically linearized) classical MAL theory, but containing the influence of fluctuations.

Still another door opened by the extended MAL is to investigations of the coupling between chemical kinetics and mechanics. Specific applications of the initial version of the extended MAL [9], [10] notably the problem of coupling mechanics with chemical reactions (arising, for example, in healing broken bones), have been investigating in [12], [37], [14].
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Now we begin to investigate the properties of solutions to (13). We anticipate that with an appropriate choice of $\phi$ and $\vartheta$ solutions to (13) reveal patterns representing solutions to equations governing the time evolution in less detailed descriptions of chemically reacting systems. In particular, we anticipate to recover in this way the equilibrium thermodynamic characterization of the chemical equilibrium and the classical mass action law.

In general, the problem of solving qualitatively the time evolution equations like Eq. (13) is the problem of recognizing a pattern in the phase portrait corresponding to (13). We recall that the phase portrait is a collection of solutions to (13) passing through all $(n, I)$ for an ensemble of systems corresponding to a set of material parameters. In Eq. (13) the material parameters are the two potentials $\phi$ and $\vartheta$.

Due to the antisymmetry of the Poisson bracket, the generating potential $\phi$ is conserved in the time evolution governed by the Hamiltonian version of (13) (i.e. Eq. (13) without the last term on its right hand side). However, also other potentials can be conserved during this Hamiltonian time evolution because the Poisson bracket (8) is, in general, degenerate in the sense that there exist potentials $c$ for which $\{a, c\} = 0, \forall a$. Such potentials are called Casimirs. Indeed, the conservation follows directly from (10), $\dot{c} = \{c, \phi\} = 0$.

Regarding solutions to the complete equation (13) with the last term involving the dissipation potential $\vartheta$ satisfying (15), we note that

$$\dot{\phi} = -\langle I^*, \vartheta_{T^*} \rangle < 0,$$

(46)

because $\dot{\phi} = 0$ in the Hamiltonian time evolution and the inequality on the right hand side of (46) is a direct consequence of (15). The relation (46) together with the convexity of $\phi$ implies that the thermodynamic potential $\phi$ plays in the time evolution governed by (13) the role of the Lyapunov function associated with the approach, as $t \to \infty$, to states at which $I^* = 0$. 
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A.1 Extended mass action law \(\rightarrow\) Classical mass action law

To show that the disappearance of the conjugate fluxes \(I^*\) implies the chemical equilibrium known from the equilibrium thermodynamics, we have to find more details about solutions to (13). We also identify the potentials \(\phi\) and \(\vartheta\) for which the mass action law reduced from the extended mass action law (13) becomes the classical Guldberg-Waage mass action law. To be able to do it, we need to make approximations. We assume that their validity will be guaranteed by an appropriate choice (made on the basis of physical considerations) of the potential \(\phi\) and \(\vartheta\) that remain so far in Eq. (13) undetermined.

First, we note that in the case of small inertia and strong dissipation, the right hand side of the second equation in (13) is larger than the right hand side of the first equation. Indeed, the small inertia means that \(I^* \sim mI\), where the parameter \(m\), called a reaction mass, (an analogue of mass in the context of mechanics) is small. This means that the first term on the right hand side of the second equation in (13) is proportional to the large parameter \(1/m\) and the second term \(\vartheta I^* \sim \lambda I^*\), where \(\lambda\) is large (of the same order as \(1/m\)) if the dissipation (friction in mechanics) is small.

Consequently, the second equation in (13) can be approximated by \(-\gamma T n^* - \vartheta_{t^*} = 0\) which can also be written as

\[
\psi_{\mathcal{I}^*}(\mathcal{I}^*, (\mathcal{I}^*)^\dagger; n, \mathcal{I})\big|_{(\mathcal{I}^*)^\dagger} = -\gamma T n^* = 0, \tag{47}
\]

with

\[
\psi(\mathcal{I}^*, (\mathcal{I}^*)^\dagger; n, \mathcal{I}) = -\vartheta(\mathcal{I}^*; n, \mathcal{I}) + \langle (\mathcal{I}^*)^\dagger, (\mathcal{I}^*)^\dagger \rangle, \tag{48}
\]

where the upper index \(\dagger\) denotes conjugation with respect to the dissipation potential \(\vartheta\) (i.e. \((\mathcal{I}^*)^\dagger = \vartheta_{\mathcal{I}^*}\)). We note that \(\mathcal{I}^* = \vartheta_{(\mathcal{I}^*)^\dagger}\rangle((\mathcal{I}^*)^\dagger; n, \mathcal{I})\), \(\tag{49}\)

where

\[
\vartheta_{(\mathcal{I}^*)^\dagger}\rangle((\mathcal{I}^*)^\dagger; n, \mathcal{I}) = \psi(\mathcal{I}^*; (\mathcal{I}^*)^\dagger, (\mathcal{I}^*)^\dagger; n, \mathcal{I}) \tag{50}
\]

is the conjugate dissipation potential and \(\mathcal{I}^*; (\mathcal{I}^*)^\dagger, n, \mathcal{I})\) is a solution to (47).

If we now insert (49) into the first equation in (13) we obtain

\[
\frac{dn}{dt} = \gamma \vartheta_{(\mathcal{I}^*)^\dagger}\rangle((\mathcal{I}^*)^\dagger; n, \mathcal{I}) = -\gamma T n^*. \tag{51}\]

Using the simplified notation

\[
\xi(n^*, n) = \vartheta_{(\mathcal{I}^*)^\dagger}\rangle((\mathcal{I}^*)^\dagger; n, \mathcal{I}) = -\gamma T n^*, \tag{52}\]

Eq. (51) becomes

\[
\frac{dn}{dt} = -\xi(n^*, n, \mathcal{I}), \tag{53}\]

which is the classical mass action law.
Now we are in position to show that:

(i) States for which $I^* = 0$ (i.e. the states reached as $t \to \infty$ in the time evolution governed by (13)) are the chemical equilibrium states defined in the classical equilibrium thermodynamics (i.e. the states for which the chemical affinities equal zero).

(ii) The potentials $\phi$ and $\vartheta$ appearing in (13) for which the reduced mass action law (51) becomes the classical Guldberg-Waage mass action law.

To prove the first statement, we note that due to the properties (15) of $\vartheta$,

$I^* = 0$ if and only if $(I^*)^\dagger = 0$. Since $(I^*)^\dagger = -\gamma^T n^*$, the equilibrium is reached when $\gamma^T n^* = 0$. However, $\gamma^T n^*$ are the chemical affinities introduced in the classical equilibrium thermodynamics. We have thus proven that the state approached in the time evolution governed by the extended mass action law (13) are the chemical equilibrium states introduced in the classical equilibrium thermodynamics. Moreover, we have shown that the long-time behavior of solutions to the extended mass action law (13) is well approximated by solutions to the classical mass action law (51).

It remains to identify the potentials $\phi(n, I)$ and $\vartheta$ for which (51) becomes the classical Guldberg-Waage mass action law. One can directly verify that the standard choice of energy (17) together with the following dissipation potential

$\vartheta = L \sum_j I^*_j \arcsinh (\lambda_j(n) I^*_j) + \frac{1}{\lambda_j(n)} \left(1 - \sqrt{1 + (\lambda_j(n) I^*_j)^2}\right) \approx \frac{L \lambda_j^2}{2} (I^*_j)^2$,

yield exactly the reduction to the classical mass action law. To see this explicitly, we rewrite MAL (4) into a different form

$$\frac{d\nu_\alpha}{dt} = \sum_j \gamma_{j\alpha} \frac{e_j}{k_j \epsilon_j} \sum_\beta \gamma_{\beta j} (Q_{\beta j} + 1) \left( \prod_\beta \nu_\beta^{\nu'_{\beta j} + \mu_{\beta j}} \right)^{-1/2} \sinh(\sum_\beta \gamma_{j\beta} \nu_\beta^j),$$

where $\nu_\beta^j = s_{\nu_\beta} = \frac{1}{T} e_{\nu_\beta}$. One can see that with the appropriate choice of $L, \lambda_j$ one can obtain exactly the classical MAL after the reduction.

Summing up, we have demonstrated that the three levels of investigation of chemically reacting systems, namely the extended mass action law (13), the classical mass action law (51) and the level of the classical equilibrium thermodynamics, are mutually compatible. The possibility and advantage of formulating the Guldberg-Waage mass action law in the form (51), (17), (18) has appeared gradually in [38] - [39], [9].

The level represented by (13) involves the most details, the classical equilibrium thermodynamics the least details. In the next section, we show that the compatibility between (13) and (51) provides a basis for introducing rate thermodynamics of chemically reacting systems.

### A.2 Rate thermodynamics

Our attention in the investigation of solutions to (13) was put in the previous section to the large time behavior under the assumption of small inertia and...
large dissipation. The asymptotic time evolution has been found to be well approximated by the first equation in which the flux $I^*$ is expressed in terms of $n^*$. In this section, we put into focus the short time behavior of systems that can be externally driven and do not, in general, approach chemical equilibrium. We shall see that with this focus, Eq. (13) can be well approximated by the second equation describing the time evolution of fluxes and forces.

It is useful to introduce first a simplifying notation that has also the advantage of bringing the analysis of solutions to (13) closer to some investigations in the classical nonequilibrium thermodynamics. In this section we shall use $(J, x)$ (fluxes and forces) instead of the $(n, I)$ state variables:

$$
J = I^*, \\
x = -\gamma^T n^*.
$$

(54)

With this notation, let us estimate the reducing evolution, the fast evolution on a small time scale. Let us assume that this fast transition is fast when compared to the evolution of $\frac{\partial n}{\partial t}$ and thus $n$ and $n^*$ is approximately constant during this evolution entailing $x$ begin a constant as well. For clarity, we shall denote it $\bar{x}$. Then, the second equation in (13) becomes

$$
\frac{\partial J_i}{\partial t} = \frac{\partial I^*_i}{\partial t} = G_{ij}(x_j - \vartheta J^*_j),
$$

(55)

where

$$
G_{ij} = \phi_{i,i,j},
$$

(56)

where $\bar{x}$ is undetermined at this point but slaved to $J$. If we denote $\psi$ the Legendre transform of $\vartheta$:

$$
\psi(J, x; n, I) = -\vartheta(J; n, I) + \langle J, x \rangle,
$$

(57)

we may rewrite the fast evolution equation (55) as

$$
\frac{\partial J_i}{\partial t} = G_{ij} \psi_{J_j}(J, x; n, I).
$$

(58)

We now give Eq. (58) the role of a fundamental equation in a theory in which the only state variable is the flux $J$ and $\psi$ is the potential driving its evolution. We call such theory rate thermodynamics and the potential $\vartheta(J; n, I)$ rate free energy. The thermodynamic state variables $(n, I)$ play in the rate thermodynamics the role of parameters. To simplify the notation, we shall omit to write them in the rest of this section. The convexity of the free energy $\phi$ implies that $G$ is a positive definite operator. The vector $\bar{x}$ appearing in (55), (58) is in the rate thermodynamics an unspecified parameter expressing mathematically the thermodynamic forces, in particular the chemical affinity $\gamma^T n^*$.

Now we begin to investigate the properties of solutions to (58). First, we note that

$$
\frac{\partial \psi}{\partial t} = \langle \psi, J, G \psi J \rangle > 0
$$

(59)
which, together with the requirements (15), implies that $-\psi$ plays the role of the Lyapunov function for the $t \to \infty$ approach of solutions to (58) to $\hat{J}(\bar{x})$ that is a solution to

$$\psi_J(J, \bar{x}) = 0 \quad (60)$$

From the physical point of view, we can interpret (60) as a minimization of the rate free energy $\vartheta$ with the constraint $J$ and $\bar{x}$ playing the role of the Lagrange multiplier. Alternatively, we can also see (60) as the first step in making a Legendre transformation from $\vartheta(J)$ to $\vartheta^\dagger(\bar{x}) = \psi(\hat{J}(\bar{x}), \bar{x})$. The rate free energy $\vartheta$ plays in the rate thermodynamics the role that the free energy $\phi$ plays in thermodynamics. Moreover, we have seen that the rate free energy plays in the extended mass action law the role of the dissipation potential and its conjugate with (56) is the dissipation potential $\xi$ appearing in the classical mass action law (51).

We have seen that with the choice (56) the governing equation (58) of the rate thermodynamics describes an approach from the extended to the classical mass action law. Giving the rate thermodynamics the role of a bond binding the extended and the classical mass action law is a novel contribution to the thermodynamics of fluxes and forces that emerged in the classical nonequilibrium thermodynamics in Refs.[40], [41], [42].

Before leaving this section, we emphasize that the rate thermodynamics is applicable to externally driven systems to which the classical thermodynamics does not apply. The driving forces enter in the vector $\bar{x}$. The potential $\vartheta^\dagger(\bar{x})$ or its Legendre transform $\vartheta(J)$ play in the rate thermodynamics the role that the free energy $\phi(n)$ plays in thermodynamics. If the force $\bar{x}$ is chosen to be the chemical affinity then the rate thermodynamic potential becomes the dissipation potential $\xi(n^*, n)$ entering the mass action law (i.e. the free energy production $\frac{d\vartheta}{d\bar{x}} = (n^*, \xi_{n^*})$).

### B  BGK dynamics

The BGK irreversible dynamics, see e.g. [36], is a popular alternative to the Boltzmann collision integral in the evolution of the distribution function $f$,

$$(\partial_t f)_{irr} = -\frac{1}{\tau}(f - f_{eq}). \quad (61)$$

On the other hand, irreversible evolution within GENERIC is prescribed as gradient dynamics, i.e. as the derivative of a dissipation potential w.r.t $f^\star$. Is BGK compatible with GENERIC? It indeed is, but we shall first carry out a few calculations.

#### B.1 BGK within GENERIC

Consider the Boltzmann entropy $S(f) = -k_B \int d\bar{x} \int dp f(\ln(h^3f) - 1)$. The equilibrium distribution is obtained by maximization of the entropy while keep-
ing the equilibrium state variables as constraints,

$$\frac{\delta}{\delta f} \left( -S + E^* \int dr \int dpe(r,p)f + N^* \int dr \int dpf \right) = 0, \quad (62)$$

which leads to the MaxEnt estimate of the distribution function,

$$f_{eq}(E^*, N^*) = \frac{1}{\hbar^3} e^{-E^*e/k_B} e^{-N^*/k_B}. \quad (63)$$

The conjugate distribution function $f^* = S_f$ evaluated at the MaxEnt estimate then becomes

$$f^*_{eq} = E^*e + N^*. \quad (64)$$

The thermodynamic force driving the evolution towards equilibrium in the BGK approximation,

$$X = \frac{f^* - f^*_{eq}}{2k_B}, \quad (65)$$

is constructed as the difference between the actual conjugate distribution function and the equilibrium value. The dissipation potential generating the BGK irreversible evolution is then analogous to the dissipation potential generating chemical kinetics \[10\],

$$\Xi(BGK) = 4k_B \sqrt{T \cdot f_{eq} \cosh(X(f^*, E^*, N^*))). \quad (66)$$

Indeed, the gradient dynamics $(\partial_t f)_{irr} = \Xi \big|_{f^* = S_f}$ then becomes equivalent with the BGK evolution \[61\].

### B.2 BGK-like dissipation in chemical kinetics

Another option how to ensure the approach of the distribution function to the equilibrium value is the Hamiltonian and BGK dynamics,

$$\frac{\partial f}{\partial t} = -\frac{\partial}{\partial n_\alpha} \left( f_{\gamma \alpha j} \frac{\partial f^*}{\partial \delta j} \right) + \frac{\partial}{\partial \delta j} \left( f_{\gamma j \alpha} \frac{\partial f^*}{\partial n_\alpha} \right) + \frac{\delta \Xi(BGK)}{\delta f^*} \big|_{f^* = S_f}$$

$$= -\frac{\partial}{\partial n_\alpha} \left( f_{\gamma \alpha j} \frac{\partial f^*}{\partial \delta j} \right) + \frac{\partial}{\partial \delta j} \left( f_{\gamma j \alpha} \frac{\partial f^*}{\partial n_\alpha} \right) - \frac{1}{\tau} (f - f_{eq}), \quad (67)$$

where the BGK dissipation potential reads

$$\Xi(BGK) = \frac{4k_B}{\tau} \sqrt{T \cdot f_{eq} \cosh \left( \frac{f^* - f^*_{eq}}{2k_B} \right)} \quad (68)$$

and where $f^*_{eq}$ is the equilibrium conjugate distribution function, see Appendix \[13\].

Conservation of energy $E = \int dr \int dpe f$ in the Hamiltonian part is automatic due to the antisymmetry of the bracket. The irreversible part conserves energy as well, since

$$\dot{E} = \int dr \int dp E_f \partial_t f = \int dr \int dpe \frac{1}{\tau} (f - f_{eq}) = E - E = 0. \quad (69a)$$
Similarly, the normalization $N = \int dr \int dp f$ is conserved as well due to

$$
\dot{N} = \int dr \int dp N \partial_t f = \int dr \int dp \frac{1}{\tau} (f - f_{eq}) = N - N = 0. \quad (69b)
$$

The dissipation potential of course ensures the non-negativity of the entropy production,

$$
\dot{S} = \int dr \int dp \left( \frac{2}{\tau} \sqrt{f / f_{eq}} \sinh \left( \frac{f^* - f_{eq}^*}{2 k_B} \right) \right)
\geq 0,
$$

where the last equality follows from the conservation properties (69).

### B.3 BGK-like dissipation

Let us, for simplicity start with the zero-th and first moments only, $x = (\mu, \nu, \zeta)$, letting the energy depend only on these moments.

The reversible part of the evolution equations is then obtained as a part of Eqs. (38),

$$
\begin{align*}
\frac{d\mu}{dt} \bigg|_{rev} &= 0, \quad (71a) \\
\frac{d\nu_\alpha}{dt} \bigg|_{rev} &= \gamma_{\alpha j} \mu e_{\zeta_j}, \quad (71b) \\
\frac{d\zeta_j}{dt} \bigg|_{rev} &= -\gamma_{jT} \nu_{\alpha}. \quad (71c)
\end{align*}
$$

The irreversible evolution is obtained by projection of the BGK irreversible part (67),

$$
\begin{align*}
\frac{d\mu}{dt} \bigg|_{irr} &= 0, \quad (72a) \\
\frac{d\nu_\alpha}{dt} \bigg|_{irr} &= -\frac{\nu_\alpha - \nu_{\alpha,eq}}{\tau}, \quad (72b) \\
\frac{d\zeta_j}{dt} \bigg|_{irr} &= -\frac{\zeta_j}{\tau}. \quad (72c)
\end{align*}
$$

where we used that $\mu = \mu_{eq}$ and $\zeta_{eq} = 0$. The former equality comes from the normalization of $f$ while the latter from the odd parity of $\zeta$. Altogether, the equations for the first moments are the sum of the reversible and irreversible evolutions,

$$
\begin{align*}
\frac{d\mu}{dt} &= 0, \quad (73a) \\
\frac{d\nu_\alpha}{dt} &= \gamma_{\alpha j} \mu e_{\zeta_j} - \frac{\nu_\alpha - \nu_{\alpha,eq}}{\tau}, \quad (73b) \\
\frac{d\zeta_j}{dt} &= -\gamma_{jT} \nu_{\alpha} - \frac{\zeta_j}{\tau}. \quad (73c)
\end{align*}
$$
These equations express chemical kinetic with inertial effects.

In order to write the equations in a closed form, we have to supply to an energy functional. The energy has two parts, one is the usual chemical energy that depends on the composition of the mixture while the other is a part that depends on the actual reaction rates. The latter part expresses the here proposed inertial effects. For instance in [16] it was shown that the solvent can provide some inertia to the chemical kinetics due to the time-dependent evolution of dielectric polarization. However, only the purely irreversible MAL has been derived in [16] from the kinetic theory, so in this paper we go beyond because we keep the inertial contribution. As we do not wish to be restricted to any particular mechanism (e.g. polarization relaxation), we assume a generally convex quadratic contribution to the energy from the reaction rates. The overall energy then reads

\[ e = e(\nu)_{\text{chem}} + \frac{1}{2} K_{ij} \zeta_i \zeta_j, \quad (74) \]

where the first part is the classical chemical energy while the latter is the kinetic contribution due to the fluxes with a symmetric positive definite matrix of effective masses \( K_{ij} \).

Let us now discuss the relation of Eqs. (73) with the usual MAL. Assuming strong dissipation, \( \tau \ll 1 \), we can use the asymptotic expansion

\[
\nu_\alpha = \nu_\alpha^{(0)} + \tau \nu_\alpha^{(1)} + \ldots \quad \text{and} \quad \zeta_i = \zeta_i^{(0)} + \tau \zeta_i^{(1)} + \ldots, \quad (75)
\]

and Eqs. (73) then become

\[
\frac{d\nu_\alpha^{(0)}}{dt} + \tau \frac{d\nu_\alpha^{(1)}}{dt} + \ldots = \gamma_{\alpha j} \mu e_{\zeta j} \left( \zeta_i^{(0)} + \tau \zeta_i^{(1)} + \ldots \right) \left( \nu_\alpha^{(0)} + \tau \nu_\alpha^{(1)} + \ldots - \nu_{\alpha,eq} \right) / \tau \quad (76a)
\]

\[
\frac{d\zeta_j^{(0)}}{dt} + \tau \frac{d\zeta_j^{(1)}}{dt} + \ldots = -\gamma_{j\alpha} T \mu e_{\nu_\alpha} \left( \nu_\alpha^{(0)} + \tau \nu_\alpha^{(1)} + \ldots \right) \left( \zeta_i^{(0)} + \tau \zeta_i^{(1)} + \ldots \right) / \tau \quad (76b)
\]

From the terms of order \( \tau^{-1} \) we can see that

\[ \zeta^{(0)} = 0 \quad \text{and} \quad \nu^{(0)} = \nu_{eq}. \quad (77) \]

From the terms of order \( \tau^0 \) we find that

\[ \dot{\nu}_\alpha^{(1)} = -\nu_\alpha^{(1)} \quad \text{and} \quad 0 = -\gamma_{j\alpha} T \mu e_{\nu_\alpha} \left( \nu_{eq} - \zeta_j^{(1)} \right). \quad (78) \]

From the terms of order \( \tau^1 \) we obtain that

\[ \dot{\nu}_\alpha^{(1)} = \gamma_{\alpha j} \mu K_{ji} \zeta_j^{(1)} = -\gamma_{\alpha j} \mu^2 K_{ji} \gamma_{j\beta} \zeta_j^{(1)} \nu_{eq}. \quad (79) \]
Finally, the approximate evolution equation for $\nu$ reads (using the terms of order up to $\tau^1$)

$$\dot{\nu}_\alpha = -\frac{\nu_\alpha - \nu_{\alpha,eq}}{\tau} - \tau \gamma_{\alpha j} \mu^2 K_{jl} \gamma_{\beta j} c_{\nu,\beta} |\nu_{\beta,eq} + O(\tau^2).$$  \hspace{1cm} (80)

The first term on the right hand side is the usual MAL while the second term is of higher order in $\tau$ and represents the effect of the inertial terms. If, for instance, $K_{ij} = 0$, or if $\tau$ is negligible, the second term can be neglected, but generally it contributes to the evolution of the chemical composition.

C From the noise to the Fokker-Planck equation

For the reader’s convenience, we include some details on the passage from dynamics (31) to the Fokker-Planck equation (33). Let us assume some state variables $x$ with a stochastic differential equation

$$dx^i = \mu^i dt + B_{ij} dW_j(t),$$  \hspace{1cm} (81)

where $\mu^i$ is a drift term, $B_{ij}$ is the amplitude of the noise, and $W_j$ is an increment of the Wiener process. If we interpret this equation in the Ito sense, we can employ the Ito lemma, stating that for any smooth function function $a(x)$

$$\dot{a} = \partial a \partial x^i \mu^i dt + \frac{1}{2} \partial^2 a \partial x^i \partial x^j B_{ik} \delta_{kl} B_{jl} dt.$$  \hspace{1cm} (82)

The square of the Wiener process increment is obviously of the order of $dt$, $\langle W_k W_l \rangle = \delta_{kl} dt$. Taking the average value of the increment, we obtain

$$\langle da \rangle = \partial a \partial x^i \mu^i dt + \frac{1}{2} \partial^2 a \partial x^i \partial x^j B_{ik} \delta_{kl} B_{jl} dt.$$  \hspace{1cm} (83)

Then we consider a functional $A = \int dx a f$, $f$ playing the role of the distribution function. Dynamics of $A$ can be constructed in two ways,

$$dA = \int dx f \langle da \rangle \quad \text{and} \quad dA = \int dx df.$$  \hspace{1cm} (84)

We have the former and by casting it into the latter form,

$$\dot{A} = \frac{dA}{dt} = \int dx \left( \partial a \partial x^i \mu^i + \frac{1}{2} \partial^2 a \partial x^i \partial x^j B_{ik} \delta_{kl} B_{jl} \right) f(x)$$

$$= \int dx a(x) \left( - \frac{\partial x^i f}{\partial x^i} + \frac{1}{2} \frac{\partial^2 B_{ik} \delta_{kl} B_{jl} f}{\partial x^i \partial x^j} \right),$$  \hspace{1cm} (85)

we can read the Fokker-Planck equation

$$\partial_t f = - \frac{\partial x^i f}{\partial x^i} + \frac{1}{2} \frac{\partial^2 B_{ik} \delta_{kl} B_{jl} f}{\partial x^i \partial x^j}.$$  \hspace{1cm} (86)
On the other hand, the Liouville lift within GENERIC (34) leads to

$$\partial_t = -\frac{\partial}{\partial x^i} \left( L^{ij} \frac{\partial E}{\partial x^j} \right) - \frac{\partial}{\partial x^i} \left( M^{ij} \frac{\partial S}{\partial x^j} \right) + \frac{\partial}{\partial x^i} \left( k_B M^{ij} \frac{\partial f}{\partial x^j} \right), \quad (87)$$

where $E(\mathbf{x})$ and $S(\mathbf{x})$ are the energy and entropy in terms of the state variables $\mathbf{x}$. Note that the first two terms on the right hand side represent the drift term while the third term corresponds to the noise term in the Fokker-Planck equation (86). By comparison of the noise terms, we obtain the fluctuation-dissipation theorem $2k_B M = \mathbf{B} \mathbf{B}^T$, see also [23]. Note that the constantness of $M^{ij}$ is necessary for the direct comparison and if it is not constant, the Ito interpretation of the underlying stochastic differential equations itself comes into question [44].