Total absorption $\gamma$-ray spectroscopy of niobium isomers
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The $\beta$-intensity distributions of the decays of $^{100}$gss $^{99m}$Nb and $^{102}$gss $^{102m}$Nb have been determined using the total absorption $\gamma$-ray spectroscopy technique. The JYFLTRAP double Penning trap system was employed in a campaign of challenging measurements performed with the decay total absorption $\gamma$-ray spectrometer at the Ion Guide Isotope Separator On-Line facility in Jyväskylä. Different strategies were applied to disentangle the isomeric states involved, lying very close in energy. The low-spin component of each niobium case was populated through the decay of the zirconium parent, which was treated as a contaminant. We have applied a method to extract this contamination, and additionally we have obtained $\beta$-intensity distributions for these zirconium decays. The $\beta$-strength distributions evaluated with these results were compared with calculations in a quasiparticle random-phase approximation, suggesting a prolate configuration for the ground states of $^{100,102}$Zr. The footprint of the Pandemonium effect was found when comparing our results for the analyses of the niobium isotopes with previous decay data. The $\beta$-intensities of the decay of $^{102m}$Nh, for which there were no previous data, were obtained. A careful evaluation of the uncertainties was carried out, and the consistency of our results was validated taking advantage of the segmentation of our spectrometer. The final results were used as input in reactor summation calculations. A large impact on antineutrino spectrum calculations was already reported, and here we detail the significant impact on decay heat calculations.

DOI: 10.1103/PhysRevC.100.024311

I. INTRODUCTION

Every fission occurring in the nuclear fuel of a reactor is followed on average by six $\beta$-decays. This points to the relevance of the $\beta$ decay process in reactor applications. As a consequence, nuclear power reactors are the largest manmade nonmilitary sources of antineutrinos, which can be used for antineutrino oscillation experiments [1–3] and for reactor monitoring [4]. The $\beta$-decay of fission products is also responsible for approximately 7–8% of the energy released in an operating nuclear reactor. This fraction of the released energy, named decay heat (DH), becomes the dominant source of energy after reactor shutdown because of the wide range of half-lives in the decay of fission products. DH calculations are therefore a basic need for the design and safe manipulation of nuclear reactors, as well as for the storage and transport of the nuclear waste. These calculations require large databases with reliable nuclear data. $\beta$-decay half-lives and the released mean $\gamma$ and $\beta$ energies per $\beta$-decay are the essential ingredients needed from these databases (see, for example, [5]).

The mean $\gamma$ and $\beta$ energies per $\beta$-decay can be obtained from direct measurements [6,7] or can be calculated from the known $\beta$-decay level schemes available in evaluated nuclear structure databases such as ENSDF [8]. Incomplete $\beta$-decay schemes lead to incorrect determination of the mean energies per decay. This incompleteness can be due to the limitations in efficiency of HPGe detectors used in high-resolution measurements.
spectroscopy studies of $\beta$-decay. The problem arises from the incorrect determination of the $\beta$ transition probabilities. In high-resolution spectroscopy experiments, $\beta$-decay probabilities are obtained from the $\gamma$-intensity balance between the population and the deexcitation of the levels fed in $\beta$-decay. In complex $\beta$-decays, levels populated at high excitation energy in the daughter nucleus can deexcite through many possible weak $\gamma$-decay branches, and some of those branches occur through the emission of $\gamma$-rays of relatively high energy. The detection of high-energy $\gamma$ transitions, as well as the detection of weak $\gamma$-rays in general, is not always possible with the limited efficiency of HPGe detectors. Even with HPGe arrays of high efficiency, $\beta$ feeding at high excitation in the daughter nucleus may remain undetermined [9]. This experimental difficulty is known in the literature as the Pandemonium effect [10]. It can be avoided using the total absorption $\gamma$-ray spectroscopy (TAGS) technique, which relies on the use of $\gamma$-ray calorimeters to detect the full $\gamma$ cascades that follow the $\beta$-decay [11,12]. The potential of using the TAGS technique in $\beta$-decay measurements important for reactor calculations has already been demonstrated [13–20].

We present here the TAGS study of the $\beta$-decays of $^{100}\text{mNb}$ and $^{102}\text{gsNb}$. In the context of reactor applications, the $\beta$-decay of Nb isotopes with $A \sim 100$ is considered of high relevance. The decay of the $^{100}\text{mNb}$ was identified as a case that should be measured using TAGS with the highest priority in relation to the DH of U/Pu fuel [21]. Similarly, the decays of $^{100m,102m}\text{Nb}$ were identified as first-priority decays for the Th/U fuel [22]. Their relevance can be understood in terms of their relatively high cumulative fission yields in the fission of U/Pu and Th/U fuels. These decays are also considered of high interest in the framework of antineutrino summation calculations [16,23], which have recently attracted considerable attention in relation to the reactor anomaly and the reactor antineutrino spectrum distortion [24–27].

This article is a follow-up to our recent work [28], where we emphasized the relevance of the decays studied in antineutrino spectrum summation calculations. The $\beta$-decaying ground states and isomeric states present in $^{100,102}\text{Zr}$ are very close in energy and they have similar decay half-lives. For this reason, the disentanglement of the decaying isomers required the use of different strategies. In the present publication, we provide more details of the production strategies and on the analyses of the decays of interest, which were not covered in [28]. We also give details of the impact on DH summation calculations. Nuclear structure aspects of the $\beta$-decay of $^{100,102}\text{Zr}$ will also be discussed. The $\beta$-decay of $^{100,102}\text{Zr}$ was used for the selective production of the low-spin states in $^{100,102}\text{Nb}$, since the ground states of the even-even Zr isotopes have $J^\pi = 0^+$, and their $\beta$-decays do not populate the high-spin states in the corresponding Nb nuclei. The $\beta$ strengths deduced for the decays of $^{100,102}\text{Zr}$ will be compared with QRPQ calculations to infer the shapes of the ground states of the Zr isotopes, following the line of previous works [29–33].

The structure of the article is as follows: in Sec. II we will present details of the experiment, in Sec. III the analyses of the $\beta$-decay of $^{100,102}\text{Zr}$ will be discussed, and in Secs. IV and V the TAGS analyses of the decays of the $^{100,102}\text{Nb}$ low- and high-spin states will be presented. Different checks on the analysis will be discussed in Sec. VI, exploiting the segmentation of our spectrometer. Finally, in Sec. VII the impact of the measurements on DH summation calculations will be discussed. Conclusions will be drawn in Sec. VIII.

**II. EXPERIMENT**

The nuclei of interest were produced at the Ion Guide Isotope Separator On-Line (IGISOL) facility [34] in Jyväskylä by proton-induced fission on a natural uranium target with 25 MeV protons from the K130 cyclotron. The fission ion guide technique [35,36] employed allows the extraction of refractory elements, such as the niobium and zirconium cases studied here. Approximately 1% of the resulting fission fragments are stopped in 300 mbar helium buffer gas with the majority remaining singly charged. Following extraction from the gas cell through a differential pumping system and sextuple ion guide SPIG [37], ions are accelerated to 30 keV and initially mass-separated using a 55 degree dipole magnet with a modest resolving power ($M/\Delta M \approx 300–500$). After cooling and bunching in the radiofrequency quadrupole cooler and buncher [38], the JYFLTRAP double Penning trap system [39] allows for a high-resolution mass separation. The clean separation of the isobars obtained with JYFLTRAP for the cases studied in this work is presented in Fig. 1. The radioactive beam was delivered to the experimental setup consisting of the Decay Total Absorption $\gamma$-ray Spectrometer (DTAS) [40], composed of 18 NaI(Tl) crystals, a plastic $\beta$ detector of 3 mm thickness located at the center of DTAS, and a HPGe detector placed behind the $\beta$ detector [41]. The beam was implanted on a moving tape placed in front of the $\beta$ detector.

![Graph](image-url)
The implantation and transport cycles of the tape system were selected according to the half-life of the nuclei studied in order to reduce the impact of the daughter activity in the measurements.

In Fig. 2 we present the main $\beta$-decay properties of the $A = 100$ and 102 systems studied in this work. The existence of metastable states at low excitation energies (313 and 94 keV in $^{100}\text{Nb}$ and $^{102}\text{Nb}$, respectively [42]) makes the measurements especially challenging. In addition, as can be seen in Fig. 2, the half-life difference between the pairs of decaying states is small [43,44], making the separation by means of different implantation-measuring cycles also difficult. In our study, we followed similar strategies in both cases in order to distinguish experimentally between each pair of decaying states:

(i) The low-spin states were populated selectively through the $\beta$-decay of the $0^+$ ground states of the zirconium parents. The zirconium isotopes were extracted from JYFLTRAP by selecting the corresponding frequency associated with the well-separated peaks shown in Fig. 1. From these first measurements, we were able to analyze the low-spin components by considering the decay of the zirconium parents as a contamination. No contamination from the high-spin decays is found. After the evaluation of the Zr contamination, from these measurements clean low-spin Nb decay spectra were obtained and analyzed.

(ii) A combined measurement of both decaying states was performed for each case, selecting in the trap the corresponding frequency for the niobium peak shown in Fig. 1. In this case, a mixture of high- and low-spin components was obtained. From these measurements, we were able to analyze the high-spin Nb states, for they were favored in the proton-induced fission process. The low-spin component was treated as a contaminant determined from the clean low-spin spectra obtained from the Zr measurements.

In the measurements a coincidence between DTAS and the $\beta$-detector ($\beta$-gated spectrum) allowed us to reject the environmental background. The total energy sum of the 18 crystals of DTAS was reconstructed following the procedure described in [46]. The $\beta$-gated spectra for the set of measurements described above is shown in Fig. 3. The summing-pileup distortion, present in all our measurements, was calculated as in previous works [16,18,19,47] with a Monte Carlo (MC) procedure based on the random superposition of two
Table I. Parameters used in the statistical model calculations of the branching-ratio matrices \( B \) of the daughter nuclei.

| Nucleus | Level-density parameter \( a(S_0) \) (MeV\(^{-1}\)) | Deformation parameter \( \beta \) | Photon strength function parameters |
|---------|-----------------|----------------|-------------------------------|
| \(^{100}\)Nb | 18.168 | 0.358 | \( E \) (MeV) \( \Gamma \) (MeV) \( \sigma \) (mb) |
| | 13.610 | 3.709 | 87.187 |
| | 18.344 | 6.541 | 98.891 |
| \(^{100}\)Mo | 16.594 | 0.231 | \( E \) (MeV) \( \Gamma \) (MeV) \( \sigma \) (mb) |
| | 14.418 | 4.139 | 78.680 |
| | 17.513 | 5.989 | 108.750 |
| \(^{102}\)Nb | 17.600 | 0.378 | \( E \) (MeV) \( \Gamma \) (MeV) \( \sigma \) (mb) |
| | 13.431 | 3.617 | 90.620 |
| | 18.400 | 6.578 | 99.662 |
| \(^{102}\)Mo | 17.680 | 0.311 | \( E \) (MeV) \( \Gamma \) (MeV) \( \sigma \) (mb) |
| | 13.829 | 3.824 | 86.385 |
| | 17.939 | 6.269 | 105.375 |

The TAGS analyses of the experimental \( \beta \)-gated spectra were performed following the method developed by the Valencia group \([49,50]\) to solve the inverse problem represented by

\[
d_i = \sum_j R_{ij}(B) f_j + C_i
\]

with \( d_i \) the number of counts in channel \( i \) of the measured spectrum, \( f_j \) the number of events that fed level \( j \) in the daughter nucleus, \( C_i \) the contribution of all contaminants to channel \( i \), and \( R_{ij}(B) \) the response function of the detector. \( R_{ij} \) represents the probability that feeding to level \( j \) gives a count in channel \( i \) of the experimental spectrum. \( R_{ij} \) is unique for each detector setup and depends on the deexciting branching-ratio matrix \( B \) of the levels in the daughter nucleus \([49]\). The branching-ratio matrix is calculated by combining the known decay information of the levels at low excitation energies available from the literature with the statistical model at higher energies. From the last known level included from high-resolution measurements up to \( Q_\beta \) we define a continuum region with 40 keV bins and we determine their \( \gamma \)-decay branching ratios based on a statistical model \([50]\). This model uses level densities and \( \gamma \) strength functions that we take from the RIPL-3 \([51]\) database. The parameters used for the cases studied in this work are summarized in Table I. The quadrupole deformation parameter \( (\beta) \) and the level density parameter “\( a \)” at the neutron binding energy are needed for the parametrization of the \( E1 \gamma \) strength function. For \(^{100,102}\)Nb the parameter \( \beta \) was taken from experimental measurements \([52]\), while for \(^{100,102}\)Mo it was taken from the finite range droplet model (FRDM) calculations available at RIPL-3. The parameter “\( a \)” was retrieved from the TALYS nuclear reaction code \([53]\). For the level density parametrization, the Hartree-Fock-Bogoliubov (HFB) plus combinatorial nuclear level densities \([54,55]\) available at RIPL-3 have been used. The C and P correction parameters from RIPL-3 were used when available. In addition, for \(^{102}\)Mo we have also tried an alternative P correction parameter that reproduces better the experimental number of levels at low energies (0.4 instead of the original value of 1.179 \([51]\)). Once the branching-ratio matrix for a decay is constructed, the response function is calculated with previously validated MC simulations. The GEANT4 simulation package \([56]\) is used for this purpose. The simulation code was validated for this experiment by comparing MC simulations with measurements for a set of calibration sources \((^{22,24}\)Na, \(^{60}\)Co, \(^{137}\)Cs, and a mixed \(^{152}\)Eu-\(^{133}\)Ba source) \([46]\).

III. ANALYSES OF \(^{100,102}\)Zr

The decays of \(^{100}\)Zr and \(^{102}\)Zr were used to populate the low-spin niobium components, and hence the Zr decays are considered as contaminants in the analyses of the \(^{100}\)g,sNb and \(^{102}\)mNb decays, as explained above. First we need to assess how well this contamination is accounted for in our data. In the literature, we find information for both zirconium decays coming from high-resolution measurements also performed at IGISOL \([57]\). The \( Q_\beta \) of the decay of \(^{100}\)Zr is 3.421 MeV and the last level populated in \( \beta \)-decay that was seen experimentally is at 704.1 keV, while for the decay of \(^{102}\)Zr, \( Q_\beta = 4.717 \) MeV and the last level populated in \( \beta \)-decay seen experimentally is at 940.5 keV \([57]\). This information seems incomplete, and in fact the authors of \([57]\) suggest that part of the \( \beta \)-intensity could have remained unobserved. In both cases, a TAGS measurement would be advisable to study the potentially missing \( \beta \)-intensity. In our experimental campaign, however, we did not have time to accomplish such a goal, which would have required several measurements with different implantation cycles due to the closeness of the half-lives of the zirconium and niobium decays. In spite of this lack of experimental measurements, we have exploited the time information registered within each measurement cycle to sort the TAGS data off-line using different time windows to disentangle them.

The method employed here relies on the possibility of setting different time windows offline for the implantation cycle up to the maximum cycle length fixed in the experimental measurement. This is possible thanks to a clock signal stored events within the analog-to-digital converter (ADC) gate \([46,48]\).
registered in our ADC and it allows us to study the number of $\beta$ particles detected in the plastic detector as a function of time, as shown in Fig. 4 for the $^{102}\text{Zr} + ^{102}\text{mNb}$ measurement.

For each time window, we calculate the contribution of each decay to the total TAGS spectrum by solving the corresponding Bateman equations. With two time windows, after subtracting the summing-pileup, we can calculate the individual contributions to the combined spectra by solving linear equations for the content of each bin in the TAGS spectrum. We have applied several time windows, as shown in Fig. 5 for $^{102}\text{Zr} + ^{102}\text{mNb}$, and we have carried out the decomposition for every pair of spectra. Then we have computed the average of all the extracted spectra (weighted by a factor dependent on the statistics of the original spectra).

As a proof of the validity of this method, we have applied the same procedure to the measurement of the decay of $^{103}\text{Mo}$ ($T_{1/2} = 67.5$ s), where the activity of the daughter, $^{103}\text{Tc}$ ($T_{1/2} = 54.2$ s), is a contaminant. Both decays were measured independently in the same experimental campaign as the present niobium cases, with analogous good separation in JYFLTRAP. Preliminary results of their TAGS analyses were presented in [58]. We have applied the present decomposition method to extract the spectrum of the decay of $^{103}\text{Tc}$ from the measurement of the decay of $^{103}\text{Mo}$. In Fig. 6 the resulting spectrum is compared with the experimental spectrum of $^{103}\text{Tc}$ measured independently. The agreement is excellent up to 600 keV, although from this energy onward the statistical fluctuations are dominant, showing the main limitation of this method. The errors associated with the Poisson statistics of the total spectra have been propagated to obtain the final error of each bin. Since statistics is the dominant source of error, we neglect the uncertainty of the weights calculated with the Bateman equations, as well as the uncertainty associated with the precision of the time window.

Using this procedure, we were able to separate the contributions of the decays of $^{100}\text{Zr}$ and $^{102}\text{Zr}$ to the spectra in each of the Zr + Nb combined measurements. The extracted spectra of the Zr decays exhibited large statistical fluctuations. For this reason, in the analyses of the low-spin niobium states, instead of using these extracted spectra as contaminants, we preferred to use smooth MC simulations that reproduce them. As will be explained below, it was possible to obtain information about the $\beta$-intensities of the Zr decays from the analysis of the extracted spectra that allowed us to perform such simulations. However, it is worth emphasizing that our goal was just to reproduce the shape of the extracted spectra with MC simulations, and in this case we do not have sensitivity to determine precisely the $\beta$-intensities at high excitation energies from the Zr extracted spectra.

In Fig. 7 the extracted spectrum for the decay of $^{100}\text{Zr}$ is shown. We have compared it with a MC simulation that uses the DECAYGEN event generator [50] with the $\beta$-intensities...
available at ENSDF [43] as input, coming from the previously mentioned high-resolution experiment [57]. As can be seen in Fig. 7 (dotted blue line), the known \(\beta\)-intensities reproduce the spectrum up to the last level known (704.1 keV), but there is a clear indication of a small decay contribution to states at higher energy. A study of the \(^{100}\text{Mo}(t,^3\text{He})^{100}\text{Nb}\) reaction [59] identified levels in \(^{100}\text{Nb}\) up to a level at 1300(30) keV. We found that including in the simulation a \(\beta\)-intensity of 1% to a level at 1240 keV reproduces the peak observed in the extracted spectrum at this energy, as can be seen in Fig. 7 (dashed red line). Finally, to get an upper limit for the missing \(\beta\)-intensity, we also performed a TAGS analysis of the extracted spectrum. The level scheme of \(^{100}\text{Nb}\) used for the analysis included all those levels from ENSDF [43] identified up to 703.6 keV, ignoring the 5\(^+_1\) isomer. The 1\(^+\) assignment to the level at 471.38 keV was taken from RIPL-3 [51], while for levels at 498.1, 653.9, and 703.6 keV we have assumed spin-parity values of 0\(^+\). From this last level up to the 940.5 keV, a continuum of 40 keV bins based on the statistical model was used. We have analyzed the extracted spectrum up to 2 MeV. In this analysis, we restricted the feeding in the continuum region below 1.3 MeV to bins associated with those levels observed in [59]. Due to the limited sensitivity of this analysis, we fixed the ground-state feeding intensity to the 45% value from Ref. [57]. The quality of the reproduction of the extracted spectrum is shown in Fig. 7 (solid green line), where the DECAYGEN event generator has been used to generate the TAGS spectrum with the branching-ratio matrix and the \(\beta\)-intensities from the TAGS analysis as input. As a maximum upper limit of the \(\beta\)-intensity populating levels at high excitation energy, and even though we know that the extracted spectrum is overestimated in the last MeV due to the limited statistics, we have extended the TAGS analysis up to 3.1 MeV. The reproduction of the extracted spectrum is shown with a dashed-dotted orange line in Fig. 7.

The extracted spectrum for the decay of \(^{102}\text{Zr}\) is shown in Fig. 8. As in the previous case, there are some features not reproduced with a MC simulation that uses the results available at ENSDF [44] based on [57] (dotted blue line in Fig. 8). We have performed a TAGS analysis of the extracted spectrum, using as the known part of the level scheme of \(^{102}\text{Nb}\) the levels identified in the \(\beta\)-decay study from [57] up to the level at 940.5 keV. A continuum of 40 keV bins based on the statistical model was used from this energy up to the \(Q_\beta\) value of the decay. A summary of our spin-parity assumptions is presented in Table II. We have analyzed the extracted spectrum up to 2.4 MeV (dashed red line in Fig. 8), up to 3 MeV (solid green line in Fig. 8), and up to 4.4 MeV (dashed-dotted orange line in Fig. 8). As in the case of \(^{100}\text{Zr}\), the ground-state feeding intensity was also fixed to the 59% value obtained in [57].

| Energy (keV) | \(J^+\) ENSDF | \(J^+\) used |
|-------------|----------------|---------------|
| 0.00 +x     | 1\(^+\)         | 1\(^+\)        |
| 20.37 +x    | 1\(^+\)         | 1\(^+\)        |
| 64.39 +x    | (2\(^+\))       | 2\(^+\)        |
| 93.95 +x    | 2\(^+\)         | 2\(^+\)        |
| 156.36 +x   | 2\(^+\)         | 2\(^+\)        |
| 160.72 +x   | 1\(^-\)         | 1\(^-\)        |
| 246.31 +x   | 1\(^-\)         | 1\(^-\)        |
| 258.43 +x   | 1\(^-\)         | 1\(^-\)        |
| 430.70 +x   | 1\(^+\)         | 1\(^+\)        |
| 599.49 +x   | (1)             | 1\(^+\)        |
| 705.08 +x   | (1)             | 1\(^+\)        |
| 940.50 +x   | (1)             | 1\(^+\)        |

TABLE II. Levels in \(^{102}\text{Nb}\) with no spin-parity assignment in ENSDF and the adopted values (up to 940.5 keV). The energy offset \(x\) is 94 keV according to the NUBASE evaluation of 2016 [42] and 93(23) keV from the experimental work of Rinta-Antila et al. [57].
Shape studies of $^{100,102}$Zr

Zirconium isotopes are known to have a phase transition around $^{100}$Zr from spherical to deformed ground states [60]. Recently a quantum phase transition due to type II shell evolution has been predicted in this region from Monte Carlo shell model (MCSM) calculations [61]. Shape coexistence of spherical and deformed structures in $^{96}$Zr has been deduced [62], based on an electron scattering measurement. For $^{98}$Zr, mixing of spherical and deformed configurations has been suggested in a very recent work at Argonne National Laboratory (ANL) [63].

The TAGS technique has proven to be useful to study shape effects in the parent nucleus, by comparing the experimental $B$(GT) strength distributions with theoretical calculations [29–33]. To provide experimental information to be compared with theoretical calculations, we have evaluated the $\beta$-strength distributions as a function of the excitation energy ($E_x$) for $^{100,102}$Zr. For this we have used Eq. (2):

$$S_\beta(E_x) = \frac{I_\beta(E_x)}{f(Q_\beta - E_x, Z)T_{1/2}}$$

where $f$ is the Fermi statistical rate function, evaluated employing subroutines from the log $ft$ program of the National Nuclear Data Center (NNDC) [64], $I_\beta$ is the normalized $\beta$-intensity determined from our experiment, $Q_\beta$ is the $\beta$-decay $Q$ value, and $T_{1/2}$ is the decay half-life.

The theoretical calculations employed in the comparison are taken from the work of Sarriguren et al. [65,66] and were performed in the $A = 100–120$ region for neutron-rich molybdenum and zirconium isotopes. These calculations are performed within the proton-neutron quasiparticle random-phase approximation. This microscopic approach is based on a deformed Hartree-Fock + BCS mean field obtained with Skyrme interactions to generate single-particle energies, wave functions, and occupation probabilities. In particular, the SLy4 Skyrme force is used. Spin-isospin residual interactions are included on top of this mean field.

Experimental $B$(GT) distributions are compared with the theoretical calculations in Fig. 9. The calculations have been scaled by a quenching factor for comparison $[(g_A/g_V)_{\text{th}} = 0.77(g_A/g_V)_{\text{rec}}]$. We have evaluated the $B$(GT) distribution for the four possible solutions considered for each case in Figs. 7 and 8, as a sort of upper and lower limit. Note that solution (d) in both cases grows unrealistically due to the overestimation of the extracted Zr spectra in the last MeV.

IV. ANALYSES OF $^{100}$gs,$^{100}$mNb

As explained in Sec. II, the decay of the $^{100}$mNb was studied from the parent $^{100}$Zr implantation measurement. The decay of $^{100}$Zr was thus considered as a contamination using the information obtained in the previous section. In a subsequent step, the decay of $^{100}$mNb was studied from a $^{100}$Nb implantation measurement that contains both decaying states, where the $^{100}$mNb was treated as a contaminant.

In the calculation of the response functions for the analyses of the $^{100}$Nb states, we used the known information from ENSDF at low excitation energies [43]. According to the recommendations of RIPL-3 [51], the level scheme of $^{100}$Mo is complete up to the level at 2339.8 keV. From this level up to the $Q_\beta$ value, a continuum region with 40 keV bins was used, as explained above. For those levels without assigned spin-parity values in the known region, the recommended values from RIPL-3 [51] were employed.

A. $^{100}$gs Nb

For the analysis of the decay of the low-spin ground state ($1^+$), we considered allowed transitions plus forbidden transitions to levels at 1136 keV ($4^+$), 1607.36 keV ($3^+$),
1908.28 keV (3\textsuperscript{−}), and 2189.53 keV (4\textsuperscript{+}) in \textsuperscript{100}Mo (recommended spin-parity values in parentheses). Feeding to all these levels was seen in high-resolution measurements, with the exception of the level at 1908.28 keV, whose inclusion was found to improve the analysis. Except for the level at 1136 keV, with a firm spin-parity assignment, the spin-parity of the three remaining levels is compatible with a 3\textsuperscript{−} assignment (first forbidden transitions) \cite{43}. The previously reported \(\beta\)-intensity to the level at 1136 keV \cite{43} is questionable due to the proximity of a peak in the decay of \textsuperscript{100}Zr. For this reason, we studied the impact of not allowing feeding to this level, and a similar result was obtained. Finally, feeding to the level at 2189.53 keV is indistinguishable from feeding to the level at 2201.12 keV (2\textsuperscript{−}), not seen in high-resolution measurements.

In the decay of the \textsuperscript{100}\textsuperscript{\textit{g.s.}}\textsuperscript{Nb}, the decay of \textsuperscript{100}\textsuperscript{Zr} was treated as a contamination, as mentioned above. To avoid the effect of the large statistical fluctuations of the extracted spectrum presented in Sec. III, this contribution was calculated with MC simulations, by using the DECAYGEN event generator \cite{50} with the \(\beta\)-intensities discussed in the previous section. Given the large uncertainty at high energies in the decomposition method used for the \textsuperscript{100}\textsuperscript{Zr} contaminant, we opted to take the solution (b) in Fig. 7 as the reference shape for the \textsuperscript{100}Zr contaminant. This solution is intermediate to solutions (a) and (c), which are then used to estimate the systematic uncertainty associated with this contaminant as explained below. The normalization of this contamination was obtained using its most intense \(\gamma\)-ray, which connects the level at 400.5 keV with the ground state in \textsuperscript{100}Nb.

In the top panel of Fig. 10, the quality of the TAGS analysis can be seen by comparing the experimental spectrum free of contaminants with the spectrum reconstructed by applying Eq. (1), i.e., the \(\beta\)-intensities obtained in the analysis convoluted with the corresponding response function of the spectrometer. The accumulated \(\beta\)-intensity obtained from the analysis is shown in Fig. 10, bottom panel. A slight Pandemonium effect can be deduced from this figure when comparing the TAGS results with the accumulated \(\beta\)-intensity from ENSDF \cite{43}. The ground-state (g.s.) feeding intensity obtained from the TAGS analysis, 46\textsuperscript{+8}\textsuperscript{−15}%\%, is compatible within the errors with the value from ENSDF, 50(7)\%. We have also applied a \(\beta-\gamma\) counting method for TAGS data proposed by Greenwood et al. \cite{67}, which gives a result of 41(16)\%, also pointing to a \(\beta\)-intensity to the ground state lower than the value quoted by ENSDF, but compatible with it as well. The \(\beta\)-intensity distribution of the Nb cases studied in this work can be found in the Supplemental Material \cite{68}.

In the TAGS analyses of the Nb cases presented here, the uncertainties that we are quoting are of systematic character, since statistical ones are negligible in comparison. Some sources of systematic error have been considered for all the analyses presented in this work (and will not be mentioned again for the following cases): errors in the energy and resolution calibrations, the effect of the threshold of the \(\beta\)-detector (which affects the energy dependence of the efficiency of this detector), and the possible effect of the deconvolution algorithm. To evaluate the latter, we employed the maximum-entropy algorithm in addition to the expectation-maximization one, usually employed in our analyses \cite{49}. Additionally, for the decay of \textsuperscript{100}\textsuperscript{\textit{g.s.}}\textsuperscript{Nb}, all the possibilities mentioned above for the branching-ratio matrix were considered for the estimation of the uncertainties, including a branching-ratio matrix with a 3\textsuperscript{−} assignment for the levels at 1607.36, 1908.28, and 2189.53 keV. The four possible spectral shapes discussed in Sec. III for the contamination of the decay of \textsuperscript{100}Zr were used. For each of them, a change in the normalization factor of around 10\% was shown to be compatible with a reasonable reproduction of the spectrum, and it affects the g.s. feeding obtained. The reproduction of the spectrum was also compatible with a change in the normalization of the summing-pileup of up to 20\%. The effect of the first bin included in the analysis was also investigated, showing a large impact in the g.s. feeding intensity, comparable to the impact of the normalization of the parent activity. Finally, a solution obtained with a branching-ratio matrix modified to reproduce the known \(\gamma\)-intensities for low-lying levels was also taken into consideration. In Table III, the initial \(\gamma\)-intensities and...
TABLE III. Absolute γ-intensities (per 100 decays) deexciting the main levels populated in the decays of 100gs,100mNb to 100Mo. The ENSDF column corresponds to the intensities obtained from high-resolution data [43]. The intensities obtained with the original branching-ratio matrix (DTAS) and those obtained with a modified branching-ratio matrix (DTAS∗) are presented for each case.

| Energy (keV) | Iγ 100gsNb | Iγ 100mNb |
|-------------|-------------|------------|
|             | ENSDF       | DTAS       | DTAS∗      | ENSDF       | DTAS       | DTAS∗      |
| 536         | 0.457       | 0.463      | 0.457      | 0.950       | 0.910      | 0.960      |
| 695         | 0.088       | 0.129      | 0.123      | 0.036       | 0.025      | 0.021      |
| 1064        | 0.125       | 0.133      | 0.125      | 0.141       | 0.289      | 0.136      |
| 1136        | 0.006       | 0.005      | 0.007      | 0.694       | 0.358      | 0.696      |
| 1464        | 0.062       | 0.073      | 0.077      | 0.085       | 0.046      | 0.043      |
| 1505        | 0.037       | 0.031      | 0.032      | 0.098       | 0.118      | 0.070      |
| 1607        | 0.010       | 0.010      | 0.010      | 0.096       | 0.043      | 0.023      |
| 1771        | 0.006       | 0.003      | 0.004      | 0.065       | 0.039      | 0.024      |
| 1847        | 0.008       | 0.007      | 0.016      | 0.263       | 0.155      | 0.257      |
| 2103        | 0.015       | 0.015      | 0.016      | 0.018       | 0.061      | 0.037      |
| 2289        | 0.015       | 0.015      | 0.016      | 0.093       | 0.057      | 0.038      |

The systematic uncertainties due to changes in the normalization factors of the contaminants have been estimated, with a change of 10% in both the summing-pileup and in the contamination of the 100gsNb. The original branching-ratio matrix and the modified one were also taken into account in the evaluation of the errors. We have also considered the effect of subtracting the experimental low-spin spectrum (free of contaminants) or a simulated one, generated with the results of the TAGS analysis. For the experimental one, we have taken into account the resulting spectra obtained with the spectral shapes for 100Zr discussed above (see Fig. 7). All these contributions to the error budget give the uncertainty in the accumulated β-intensity shown in Fig. 11, bottom, where a clear Pandemonium effect is seen when comparing it with ENSDF data.

As a cross-check of the separation of the two decaying states, we have employed the high-resolution purification Ramsey cleaning technique in JYFLTRAP [71]. It is based on the use of the purification trap for a first isobaric cleaning, followed by the use of the precision trap for isomeric cleaning. A run with limited statistics was measured setting the frequency to select the high-spin isomer. The study of the resulting
spectrum coming from the measurement of $^{100}\text{gsNb}$.

The back line corresponds to the clean $^{100}\text{mNb}$ spectrum obtained after applying the Ramsey cleaning purification. The black spectrum has been normalized to the number of counts of the gray one for comparison. (b) Comparison of the $\beta$-intensity distributions obtained from both experimental spectra.

FIG. 12. (a) Experimental spectra for the decay of $^{100}\text{mNb}$ free of contaminants. The back line corresponds to the clean $^{100}\text{mNb}$ spectrum coming from the measurement of $^{100}\text{gsNb} + ^{100}\text{mNb}$. The gray line corresponds to the clean $^{100}\text{mNb}$ spectrum obtained after applying the Ramsey cleaning purification. The black spectrum has been normalized to the number of counts of the gray one for comparison. (b) Comparison of the $\beta$-intensity distributions obtained from both experimental spectra.

from the measurement of $^{100}\text{gsNb} + ^{100}\text{mNb}$ in Fig. 12(b). Both results are in reasonable agreement.

V. ANALYSES OF $^{102}\text{gsNb}$

Similarly to the $A = 100$ case, the decay of $^{102}\text{mNb}$ was studied from the parent $^{102}\text{Zr}$ implantation measurement, as explained in Sec. II. The decay of $^{102}\text{Zr}$ was considered as a contaminant using the information obtained in Sec. III. The decay of $^{102}\text{gsNb}$ was studied from the $^{102}\text{Nb}$ implantation measurement that contains both decaying states, where $^{102}\text{mNb}$ was considered as a contamination.

In the TAGS analyses of the $A = 102$ niobium cases, we have considered the known level scheme in $^{102}\text{Mo}$ up to the level at 1398.39 keV excitation energy, according to the recommendations of RIPL-3 [51]. The uncertain spin-parity values were taken from the values proposed in RIPL-3 [51].

A. $^{102}\text{mNb}$

For the analysis of the decay of the low-spin isomer ($1^+$), we considered allowed transitions to positive parity levels with spins 0, 1, and 2. Direct feeding at around 1330 keV was required in order to improve the reproduction of the experimental TAGS spectrum at this excitation energy. Although there is a $0^+$ level at 1334.5 keV, which would be easily fed in the decay, no $\gamma$-rays had ever been seen from this level, identified in $^{100}\text{Mo}(t,p)$ reaction. We have assumed that it decays via a two-$\gamma$ cascade. The spectral shape (b) from Fig. 8 obtained for the decay of $^{102}\text{Zr}$ was used as a contaminant in order to avoid the statistical fluctuations of the extracted $^{102}\text{Zr}$ spectrum. The normalization of this contribution was obtained using the 599.48 and 535.13 keV $\gamma$-rays, emitted in the deexcitation of the $1^+$ level at 599.48 keV in $^{102}\text{Nb}$.

The quality of the reproduction of the experimental spectrum in the TAGS analysis is shown in Fig. 13, top, while the accumulated $\beta$-intensity distribution is presented in Fig. 13, bottom. No previous $\beta$-decay data were known for comparison. For the same reason, it was not possible to optimize the branching-ratio matrix by checking the $\gamma$-intensities. A large g.s. feeding intensity is obtained from the TAGS analysis: $42.5^{+9}_{-10}\%$. It was also calculated by means of a $\beta$-$\gamma$ counting method, as for $^{100}\text{gsNb}$. Using this method, a $43.5(24)^{+9}_{-10}\%$ value was obtained, in agreement with the value from the TAGS analysis.

Systematic uncertainties included changes in the normalization factor of the contaminants. An acceptable reproduction of the experimental TAGS spectrum was still compatible with a change in the normalization of the summing-pileup up to 30%, and with a 5% change for the contamination of the decay of $^{102}\text{Zr}$. Three possible spectral shapes discussed above for the contamination of the decay of $^{102}\text{Zr}$ [spectra (b), (c), and (d) in Fig. 8] were included in the uncertainty estimate. They come from our TAGS analysis, since the simulation with the information from ENSDF, corresponding to the spectral shape (a) in Fig. 8, did not result in a good subtraction. The effect of the first bin included in the analysis was also investigated, which gives the main contribution to the error budget of the g.s. feeding intensity.
The analysis of the decay of the high-spin ground state ($4^+$) was carried out permitting direct feeding to levels with spin-parity assignments $3^+$, $4^+$, and $5^+$ (allowed transitions). In the known part of the level scheme, this means direct feeding only to levels at 743.7 keV ($4^+$) and 1245.54 keV ($3^+$) excitation energy. Similarly to the $^{100m}$Nb case, the contribution of the decay of the low-spin isomer has been considered as a contamination. This contribution has been normalized with the peak associated with the $0^+$ state at 698.26 keV, only populated in the decay of $^{102m}$Nb. As in the case of $^{100}$Nb, the shape of the subtracted spectrum at low energies, influenced by the penetration of $\beta$-particles, was used to verify the normalization factor.

Similar to the case of $^{100m}$Nb, a branching-ratio matrix modified to reproduce the known $\gamma$-intensities from high-resolution experiments [44] notably improves the reproduction of the experimental TAGS spectrum. The $\gamma$-intensities with the original branching-ratio matrix and the ones obtained with the modified branching-ratio matrix are compared in Table IV with the high-resolution values. If the branching-ratio matrix is not modified, the best reproduction of the experimental TAGS spectrum requires direct feeding to the $2^+$ level at 847 keV. However, we have used the modified branching-ratio matrix for the determination of the reference $\beta$-intensity distribution of the TAGS analysis. The quality of the reproduction of the experimental spectrum with the TAGS analysis is shown in Fig. 14, top panel. In the bottom panel of Fig. 14 we compare the TAGS accumulated $\beta$-intensity

![Graphs and diagrams related to the analysis of the decay of $^{102m}$Nb to $^{102}$Mo.]

**Fig. 13.** Same caption as in Fig. 10 but for $^{102m}$Nb. In this case, there are no previous data from ENSDF to compare with.

**Fig. 14.** Same caption as in Fig. 10 but for $^{102}$Nb.
distribution with the previous data from ENSDF [44], revealing a clear Pandemonium effect in previous measurements.

The reproduction of the experimental TAGS spectrum was compatible with a change in the normalization of the summing-pileup of up to 20%, and with a change of up to 20% for the contamination of $^{102m}$Nb. In addition, as in the analysis of $^{108m}$Nb, we have considered the effect of subtracting the experimental low-spin spectrum (free of contaminants) or a simulated one. This allowed the study of the impact of the spectral shape of the $^{102}$Zr contamination in the analysis.

VI. CROSS-CHECKS OF THE TAGS ANALYSES

The segmentation of DTAS allows one to check other experimental observables to validate the results of the analyses. One of them is the reproduction of the $\beta$-gated spectra of the individual modules, where DTAS can be considered as a conventional $\gamma$-spectroscopy array of detectors. A MC simulation using the DECAYGEN event generator [50], with the branching-ratio matrix and the final $\beta$-intensity distribution from each of our analyses as input, is used to compare with the experimental spectra. In Fig. 15 we show the comparison with the experimental sum of individual modules free of contaminants for $^{108m}$Nb. Although it is clear that the agreement is not comparable to the one reached for the total spectrum (Fig. 11, top), it can be considered acceptable, provided that the global pattern is reproduced. A similar situation is found for the other three cases studied.

The sensitivity of the individual spectra to the branching-ratio matrix is, however, limited, because it reflects essentially the energy distribution of individual $\gamma$-rays, since more than two $\gamma$-rays are seldom detected in the same module. We can extract more information checking the $\beta$-gated TAGS spectra with conditions in the module multiplicity ($M_m$), defined as the number of modules that fire above the threshold in one event. In the module-multiplicity gated spectra, the $\gamma$-multiplicity of the deexcitation cascades of our branching-ratio matrix plays a crucial role. In general, a reasonable reproduction of the multiplicity-gated spectra was obtained. As an example, in Fig. 16 the module-multiplicity spectra up to $M_m = 6$ for $^{102m}$Nb are shown. The experimental spectra free of contaminants are compared with the MC simulation using the DECAYGEN event generator. We show in this case the effect of modifying the branching-ratio matrix to reproduce the $\gamma$-intensity of low-energy transitions from high-resolution experiments. As expected, it improves the agreement for $M_m = 1$ and 2 at low energies, but also at high energies. For $M_m = 3$ and 4, the impact is very small. It is worth mentioning that we are using the same subtraction factors for the summing-pileup and the $^{102m}$Nb contributions as in the TAGS analysis presented in Fig. 14. A common normalization factor is used for all the simulated multiplicity-gated spectra, calculated to match the total spectrum (not multiplicity-gated) with the MC simulation. Although the shape of $M_m = 5$ and 6 spectra is reasonably reproduced, the global normalization with respect to the experimental spectra appears to be somewhat larger with the original branching-ratio matrix, and smaller with the modified one (in $M_m = 5$ only at low energies).

VII. REACTOR SUMMATION CALCULATIONS

The impact of the present results on reactor summation calculations was already discussed in [28], where special emphasis was placed on the antineutrino spectrum calculations. The present TAGS results showed a large impact on antineutrino spectrum summation calculations in the energy region of the shape distortion at 5–7 MeV. An increase of up to 2% for $^{235}$U and up to 6% for $^{239}$Pu was found, especially due to the new decay data for the $\Lambda = 102$ niobium decays. The impact of the data reduces the discrepancy between the summation calculations and the measured antineutrino spectra in the region of the shape distortion.

Here additional details about the reactor decay heat (DH) calculations are given. In the summation method for DH calculations, an inventory of radioactive isotopes is first obtained by solving the linear system of coupled first-order differential equations that describe the creation and decay of fission products in a nuclear reactor (see, for example, [73] for more details). With this inventory, the decay heat of fission products as a function of time can be computed by summing the energy released by the decay of each nucleus weighted by the activity at this time, according to Eq. (3):

$$f(t) = \sum_i (E_{\beta,i} + E_{\gamma,i}) \lambda_i N_i(t),$$

(3)

where $f(t)$ is the power function, $E_i$ is the mean decay energy of the $i$th nuclide ($\beta$ and $\gamma$), $\lambda_i$ is the decay constant of the $i$th nuclide, and $N_i(t)$ is the number of nuclei $i$ at cooling time $t$. The mean $\beta$ and $\gamma$ energies are defined as

$$E_{\beta} = \sum_i I_\beta(E_i) E_i,$$

$$E_{\gamma} = \sum_i I_\gamma(E_i) E_i,$$

(4)

where $I_\beta(E_i)$ is the probability of $\beta$ feeding to level $E_i$, and $\langle E_{\beta,i} \rangle$ is the mean energy of the $\beta$ particles emitted when level $i$ is fed.
The $\beta$-intensity distributions obtained in this work have been used to evaluate the average $\gamma$ and $\beta$ energies. They were computed using Eqs. (4), where $\langle E_{\beta} \rangle$ was calculated employing subroutines from the log $f_t$ program of NNDC [64] assuming an allowed $\beta$ shape. The resulting average energies obtained in this work are listed in Table V, where the quoted uncertainties are deduced from the evaluation of the average energies for all the space of solutions obtained for each case. The values from the reference databases ENDF/B-VII.1 [74] and JEFF-3.1.1 [5] are included in Table V for comparison.

The effect of the Pandemonium systematic error is observed in the data available in the databases, as found for previous cases [13,18,19]: the mean $\gamma$ energies are underestimated, while the mean $\beta$ energies are overestimated.

The impact of our new TAGS data on DH summation calculations has been evaluated using the ENDF/B-VII.1 database as a reference. For $^{102m}$Nb we compare with the simple estimate $E_{\gamma} = E_{\beta} = Q_\beta/3$, provided the lack of previous information for this decay. In Fig. 17 we present the ratio between the DH calculation with/without the new TAGS data for $^{235}$U and $^{239}$Pu fissile isotopes. The largest effect is observed for both $\gamma$ components, especially due to the new data for $^{100g}$Nb and $^{102g}$Nb at 10 s (reaching values of about $+3\%$), while $^{102m}$Nb impacts notably at shorter times.

### Table V. Average $\gamma$ and $\beta$ energies of the decays studied used in the decay heat summation calculations. The present TAGS results are compared with the values available in the ENDF/B-VII.1 and JEFF-3.1.1 databases.

| Decay   | $\bar{E}_{\gamma}$ (keV) | $\bar{E}_{\beta}$ (keV) |
|---------|-------------------------|-------------------------|
| $^{100g}$Nb | $959(318)$ | $708(37)$ | $708$ |
| $^{100m}$Nb | $2763(27)$ | $2213(69)$ | $2056$ |
| $^{102g}$Nb | $2764(57)$ | $2094(97)$ | $2094$ |
| $^{102m}$Nb | $1023(170)$ | $2414(154)$ | $2539(213)$ |

Fig. 16. $^{102g}$Nb experimental spectra after subtracting all the contaminants (solid gray) compared with the MC simulation using the original branching-ratio matrix (solid black) and with the MC simulation after modifying the branching-ratio matrix (dotted red). The sum-energy spectra with a condition on module multiplicity $M_m$ from 1 to 6 is shown.
The total impact in the $\beta$ component of $^{235}\text{U}$ and $^{239}\text{Pu}$ is particularly noticeable at 10 s (about $-1\%$).

**VIII. CONCLUSIONS**

In this work, we have obtained the $\beta$-intensity distributions of the decays of $^{100}\text{gs}_{\text{all}},^{100}\text{m}_{\text{all}}\text{Nb}$ and $^{102}\text{gs}_{\text{all}},^{102}\text{m}_{\text{all}}\text{Nb}$ free from the Pandemonium effect by means of the TAGS technique. Even though these decays were in the priority lists of the International Atomic Energy Agency (IAEA) to improve decay heat and antineutrino spectrum summation calculations, the difficulties in producing and disentangling the decays of the isomers had remained a big challenge until now. Thanks to the capabilities of IGISOL and JYFLTRAP, the well-characterized DTAS detector, and the strategies followed to separate the different contributions, we were able to distinguish experimentally the decay of each pair of decaying states.

In the TAGS analyses of the decays of $^{100}\text{gs}_{\text{all}},^{100}\text{m}_{\text{all}}\text{Nb}$ and $^{102}\text{gs}_{\text{all}},^{102}\text{m}_{\text{all}}\text{Nb}$ we found previously undetected $\beta$-intensity at high excitation energy, while the $\beta$-intensity distribution of the decay of $^{102}\text{m}_{\text{all}}\text{Nb}$, for which there were no previous data, was obtained. A careful evaluation of the systematic uncertainties was performed, and we have also evaluated the quality of the analysis using the information of the individual module spectra and of the module-multiplicity gated spectra. A reasonable reproduction of these two additional observables is found when we use the results of the TAGS analyses as input in MC simulations to compare with the experiment. We have also modified the branching-ratio matrices to reproduce the known $\gamma$-intensities at low excitation energies, in the cases in which they are considered reliable.

The impact of the present results on reactor summation calculations was studied. After reporting a large impact on antineutrino spectrum calculations [28], here we showed a notable impact on decay-heat calculations. A global increase of around 3% at 10 s in the $\gamma$ component of $^{235}\text{U}$ and $^{239}\text{Pu}$ is found, while at shorter times a decrease of 1% and 3% is observed for $^{235}\text{U}$ and $^{239}\text{Pu}$, respectively. The total impact in the $\beta$ components of both fissile isotopes represents a reduction of 1% at 10 s.

In addition, in this work we discussed a method to extract the decays of the zirconium parents that were contaminants in the measurements of the low-spin niobium components. An analysis of these decays allowed us to compare the results of the $\beta$ strength with QRPA calculations, pointing to a dominance of prolate configurations in the ground states for these nuclei.

Finally, the methods applied in this work will be of great interest for the study of other systems with isomers measured in the same experimental campaign and for those planned for future experiments.
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