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Abstract—We present a LiDAR-based and real-time capable 3D perception system for automated driving in urban domains. The hierarchical system design is able to model stationary and movable parts of the environment simultaneously and under real-time conditions. Our approach extends the state of the art by innovative in-detail enhancements for perceiving road users and drivable corridors even in case of non-flat ground surfaces and overhanging or protruding elements. We describe a runtime-efficient pointcloud processing pipeline, consisting of adaptive ground surface estimation, 3D clustering and motion classification stages.

Based on the pipeline’s output, the stationary environment is represented in a multi-feature mapping and fusion approach. Movable elements are represented in an object tracking system capable of using multiple reference points to account for viewpoint changes. We further enhance the tracking system by explicit consideration of occlusion and ambiguity cases.

Our system is evaluated using a subset of the TUBS Road User Dataset. We enhance common performance metrics by considering application-driven aspects of real-world traffic scenarios. The perception system shows impressive results and is able to cope with the addressed scenarios while still preserving real-time capability.

Index Terms—Environment perception, LiDAR data processing, Automated Driving

I. INTRODUCTION

Environment perception is a crucial component for automated driving functions. The perception provides input for driving decision tasks and vehicle control strategies. As a consequence, its performance defines the extent to which automated driving functions can be realized.

Perception systems have to be able to detect and represent various types of traffic participants in partly unexpected surroundings. This holds true especially for urban domains with its high traffic density and complex lane and road structures. Combined with a variety of different types of peripheral infrastructure and vegetation, these aspects make perception a challenging task.

Protruding loads, overhanging vegetation or non-flat road surfaces need to be dealt with appropriately, thus it is mandatory to perceive the environment in 3D. Next to other sensor technologies, much effort has been spent on LiDAR-based perception systems throughout the last decade. Especially high-resolution LiDAR sensors like Velodyne’s HDL-64E series are enablers for 3D perception due to their large vertical field of view. However, the amount of data generated by such a sensor system is computationally demanding, especially for real-world and closed-loop driving applications.

While many published research activities focus on specific aspects of the perception system and on enhancing such algorithms, the ability to run the entire perception system as part of an experimental vehicle under real-time constraints has gotten comparably little attention. In addition, only few publications address full-scale, high-resolution LiDAR perception systems that are able to represent the stationary as well as the movable environment simultaneously.

A. Contribution of this paper

In this paper, we present the high-resolution LiDAR-based 360° perception system of the project Stadtpilot, which addresses automated driving in the inner-city domain [1], [2]. We describe a hierarchical system design that is able to represent stationary and movable elements in 3D. In conjunction with an efficient pointcloud representation, it is shown that the system is capable of real-time execution on vehicle-mounted hardware and, by that, is applicable for closed-loop driving functions. This paper addresses the following aspects in deeper detail:

• Usage of an adaptive ground surface estimation, which serves as the basis for a surface-relative environment representation,
• a multi-stage pointcloud preprocessing pipeline, including pointcloud compression and clustering,
• a motion classification of detected clusters, and
• a hybrid representation for movable and stationary environment elements, consisting of a multi-layer semantic grid map and an IMM-EKF-based object tracking with explicit modeling of partial occlusions.

We present the latest additions to our previous work (e.g. [3–10]) and provide evaluation results of the perception performance using a subset of the TUBS Road User Dataset [11]. We extend common evaluation strategies by
introducing application- and scenario-specific relevance criteria to the evaluation process.

Note that, due to length restrictions, we cannot provide in-depth algorithmic discussions, but rather an architectural overview of the perception system only. The reader is referred to the cited project-related publications for further details. Also note that localization-related topics are excluded in this paper. Throughout the remaining parts we assume that the vehicle’s pose within a locally fixed coordinate frame is available.

B. Paper outline

This paper is organized as follows. We summarize the current state of the art regarding full-scale perception systems in section II. We continue with a description of the main aspects of our perception system. Its dataflow architecture is shown in Figure 1. It represents one possible realization of the feature-extraction and model-based filtering component of the functional system architecture by Matthaei and Maurer [12]. Aspects of efficient pointcloud management and preprocessing stages are explained in section III. The preprocessing modules separate ground measurements from elevated targets and provide cluster information. Based on the results of a motion classification, clusters are either forwarded to the stationary or the movable environment model (section IV resp. section V). The former model represents the stationary parts of the environment, such as elevated elements close to or on the road, information about traversable regions, and driving corridors. The latter model is dedicated to movable elements, i.e., other traffic participants. Results are provided to the project’s context modeling module, which serves as a data sink for the perception system. We evaluate the results of the perception system in section VI and conclude this paper with a summary in section VII.

II. Overview of similar work

Since the DARPA Urban Challenge in 2007, high-resolution LiDAR systems are chosen for environment perception tasks in larger scales. Although many publications address specific aspects of relevant processing stages, only few groups seem to target LiDAR-based perception systems with simultaneous representation of stationary and movable environments. In the following paragraphs, we will provide a short review of published perception systems that use such sensors as the primary source of information.

Beginning in 2008, Himmelsbach et al. [13, 14] published approaches for ground point classification, grid-based clustering, and object detection. Bounding-box hypotheses are tracked over time [15]. Manz et al. [16] and Jaspers et al. [17] use elevation mapping techniques for road and ground surface estimation in rural environments. Jaspers et al. also include information from the tracking system of Himmelsbach and Wünsche [15] to exclude moving parts from the mapping process. Recent publications focus on enhancing clustering and hypotheses generation algorithms [18, 19]. As one of few groups which regularly participate in land robot trials, their work considers real-time constraints and has been shown to work in closed-loop driving. So far, their approaches do not regard issues present in urban domains, such as occlusions or viewpoint changes.
Moosmann et al. [20] published a perception system based on local convexity criteria. They treat scan data as depth images and calculate local range gradients, which then serve as features for clustering, motion detection and SLAM algorithms [20]–[22], as well as for movable object tracking [23]. Their tracker is able to handle arbitrary object shapes. In contrast to others, they do not apply different modeling techniques for different filter steps, but use local convexity features as a unified representation. Despite promising results, they stated their approach as not being real-time capable [23].

Petrovskaya and Thrun [24] published a particle-filter-based approach for object tracking that was also applied in the DARPA Urban Challenge. Levinson [25] provided mapping and calibration approaches based on LiDAR measurements. In later work, Teichman et al. [26] and Teichman and Thrun [27] presented approaches for 3D object classification and tracking. Held et al. [28], [29] extended this work by accumulating shape information along with color data from camera images. The same modalities, along with knowledge from previous time steps, are introduced by Held et al. [30] to enhance the clustering process. In general, their tracking and clustering algorithms were stated as real-time capable relative to the sensor’s update rate. Yet, results neither for large numbers of simultaneously appearing objects nor the performance in real-world driving applications have been published.

Asvadi et al. [31] presented a perception system that uses a multi-region plane approach for ground surface detection and a voxel representation for non-ground elements. Although their approach is able to address the aforementioned challenges of 3D perception, they rated their system as not being able to run in real-time. Azim and Aycard [32] presented an approach for SLAM and object tracking using an octree data structure. Unfortunately, no information regarding execution time was published. Choi and Maurer [10] use a similar data structure. They combine feature- and map-based SLAM algorithms with a bounding-box tracker and provide solutions for handling object shape changes [33]. While their pointcloud preprocessing stages and object tracking system are real-time capable, the mapping part exceeds the runtime limitations. In addition, their preprocessing stages are not able to handle vertically stacked elements like vehicles beneath trees.

Despite impressive results, none of the aforementioned approaches have published quantitative evaluations regarding their real-world performance for common driving tasks in urban environment, such as ACC following and lane changing. Only very recent LiDAR-based object tracking systems (e.g. [34], [35]) provide results in terms of statistical values and tracking-specific metrics, acquired from a common dataset such as KITTI [36]. Even though the commonly applied metrics allow a comparison of different approaches, they lack a possibility to rank between scenario-specific errors. This makes their meaningfulness for the evaluation of the perception’s performance for actual driving tasks questionable. Further details about this topic will be given in Sec. VI.

III. RUNTIME EFFICIENT POINTCLOUD PREPROCESSING

Due to the large amount of measurement data, processing stages that deal with pointcloud data must be designed to be runtime efficient. Next to algorithmic decisions, an efficient data storage and access concept is a key factor to achieve this goal. In the following, we first present a pointcloud management scheme for this purpose. Next, we explain the main components of our pointcloud preprocessing pipeline, as shown in Figure 1.

A. Pointcloud management and operation principles

Sensor data is represented by a spherical grid structure, similar to a depth image. This structure implicitly defines neighborhood relations and thus allows access to neighboring points in constant time. To avoid additional discretization, azimuth and elevation angle step sizes are derived from the sensor’s characteristics. The underlying principle is illustrated in Figure 2.

Each measurement is assigned to a logical position within the grid. Angular coordinates are translated into channel and layer information. For a single-target LiDAR sensor, i.e., a device that provides only a single range measurement per firing, a single slice is sufficient to store the measurement information. For multi-target sensors, additional slices are incorporated; a target index is applied to access the additional return data. Due to the grid structure, information about unavailable measurements are preserved, as some cells of the grid might not be populated, but still constitute valid logical positions.

Throughout the data processing stages, each logical position is augmented by a number of attributes, such as cluster labels, but also a set of boolean flags. The key principle is that the order and measured states of the measurements are never altered. Instead, the algorithms only modify the attributes of the measurements. The boolean flags store arbitrary binary states. They also serve as flow control within the algorithms. By this design, it is ensured that information about each
B. Scan definition and timing behavior

Measurements from one full turn of the sensor are collected and processed as one single pointcloud. This collection is referred to as scan\(^1\). Typically, rotating sensor devices do not gather measurements in a snapshot manner, but in an iterative working principle. Thus, (almost) every measurement is captured at a different time instant. This fact has to be considered if motion of the sensor platform and/or the perceived targets is present. In this case, the incremental changes of the relative positions of sensor and targets result in distortions, known as motion scan effect\[37\].

In order to tackle the implications of this effect, the measurement timestamp of each single point has to be considered during the process. Unlike other approaches, which compensate for ego motion by transforming all measurements to a given point in time (e.g. \[13\], \[20\], \[48\]), we propagate the time information through the preprocessing steps. In contrast to the references mentioned above, this allows a proper consideration of ego and target motion, as we have discussed in Rieken and Maurer\[9\].

C. Ground surface estimation

The first processing stage estimates the ground surface to separate between drivable areas and non-traversable obstacles. Although assumed in many approaches, the ground surface is generally not a single plane, but has an arbitrary structure. Additionally, protruding and overhanging structures need to be distinguishable from the ground surface in order to e.g. separate a car driving on the road even within a tunnel or beneath a tree. While many approaches treat ground measurements as noise and focus on their removal, explicit representation of the ground surface yields beneficial information about drivable regions. Common approaches are either based on vertical displacement analysis in intermediate grid-based representations \[40\]–\[42\]. Others exploit the availability of adjacent scan lines from multi-beam LiDARs to classify the ground surface based on a slope threshold. This can either be performed on a point-pair basis \[24\], \[43\], or by taking larger point clusters into account \[14\], \[44\]. Additionally, probabilistic models are introduced \[45\], \[46\]. While algorithms of the first group are usually not able to model overhanging objects properly, algorithms of the second group are vulnerable to sporadic erroneous measurements. Yet, both groups yield short execution times. Due to their underlying optimization procedure, algorithms of the third group tend to be computationally expensive.

To overcome the disadvantages of the first two groups while preserving their low computational demands, we developed a multi-step algorithm [cf. 7]. Measurements are pre-classified by a slope-based approach. Those potential ground measurements are inserted in a grid-based structure, in which each cell models the height of the respective part of the environment. Median filtering is applied to this grid to filter occasional false detections. In addition to above’s method \[7\], we add an iterative region-fill algorithm to propagate information about the ground surface height to regions that do not contain pre-classified measurements. The final measurement classification evaluates the vertical distance between the measurement itself and the height value of the respective grid cell. Figure 3a shows a typical result of this preprocessing stage.

D. Curb detection

Within the pointcloud, curb-like structures are detected to provide input for road boundary extraction algorithms. Curb detection algorithms can be categorized similar to those for ground surface estimation and share the same algorithmic approaches, such as elevation mapping \[47\] or (horizontal) slope detection \[48\]. Kellner...
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Figure 4. Pointcloud compression stage. Each polar grid cell contains a vertical stack that is populated by the current pointcloud data. In each stack, neighboring occupied cells are combined to one compressed measurement with a minimum height and a vertical extent. The example shows the capability to represent ground-connected elements (A), levitating elements (B), and multiple structures per stack (C).

e et al. 49 compare several approaches for segmenting single scan lines. Due to its capability to deal with noisy measurements, their approach of fitting piece-wise line segments is adapted to our system. It is extended by an angular threshold and a point density criterion.

E. Vertical compression of the pointcloud

In the following, we focus on the elevated elements. We introduce a vertical compression to further reduce the total number of measurements for the subsequent processing stages. The key idea is to use a grid structure to combine measurements with similar coordinates into single volumes, as presented by e.g. Pfaff and Burgard 50. In contrast to elevation mapping techniques, which use a single height value per cell, a volumetric representation is able to consider overhanging structures. Triebel et al. 51 extended this approach to multiple volumes per cell.

To preserve the sensor’s angular characteristics, we employ a polar grid structure with an angular discretization equal to the sensor’s horizontal resolution ∆ϕ

S
 and a radial discretization ∆r. Within each cell, a vertical stack models occupancy at different height intervals. The stack is implemented as a bit-field, leading to only minor computational overhead compared to a full 3D grid.

All non-ground measurements are projected into the vertical stacks, as illustrated in Figure 4. Neighboring occupied cells within such a stack are condensed to a compressed measurement p′. Using the minimal radial distance r
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. In case of multiple groups per stack, multiple volumes are created. To cope with isolated false detections, we extend this process by density-based filtering techniques. At least two measurements have to be assigned to one stack. Alternatively, a minimum number of measurements has to be available within the surrounding of the current stack. Calculation of this neighborhood density is accomplished efficiently by using summed area tables 52.

As a result, the number of measurements is reduced to 25-50 %, depending on the amount of vertical structures present in the current pointcloud. Compression and radial discretization lead to removal of details (see Figure 5). However, the outer contours of structures remain intact.

F. Pointcloud clustering

Clustering of the compressed measurements uses similarity criteria to define whether some given points belong to the same physical object2. During the last decades, many approaches dealing with clustering of pointcloud data were presented. They can be categorized by the type of features they use for defining this similarity. Similarity criteria are usually defined by some distance metric applied to the feature space of the measurements, hence both terms are often considered in conjunction.

1) Similarity criteria and distance metrics: The most predominant similarity criterion is the spatial neighborhood between measurements. Next to this, one popular approach is the additional incorporation of a density criterion for dealing with noisy measurements, e.g. the Density Based Spacial Clustering of Applications with Noise (DBSCAN) approach by Ester et al. 53. In addition, clustering may be performed on derived features, like normal vectors 54, local convexity 20 or based on geometric features like line structures 49, 55. Another option is to incorporate additional data sources into the clustering process. Those may be information about already tracked movable objects 15, results from motion classification (see subsection III-G), but also class information from camera images 30.

2) Techniques for fast neighbor search: Usually, clustering algorithms are based on finding neighboring points

2 In the context of this work, the separation of physical objects is the main focus. In other domains, different criteria might be more suitable.
in the given measurements. In case of unordered measurements, this requires the computationally expensive calculation of the distance metric to all other measurements. Hence, many techniques were applied to speed up this part. Klasing et al. [56] use a kd-tree as indexing structure. Grid structures as intermediate representation are applicable as well, as they provide an implicit neighborhood definition by the cells’ positions [14], [32], [57]. Apart from artificial indexing, scanning sensors’ pointclouds contain an intrinsic order, which can be exploited for this purpose as well. Sparbert et al. [58] present a fast clustering approach, which limits the number of required comparisons to only one neighboring channel. Klasing et al. [54] show an approach which calculates cluster features within a continuous measurement stream. Next to these approaches, which are applied to single scan lines only, some work focuses on depth-image like representations of multi-beam sensors [19], [20], [59], [60].

3) Our approach: Instead of using artificial indexing, the intrinsic ordering of the pointcloud is exploited in our project. We extend the algorithm of Sparbert et al. [58] to consider height information of the neighboring cells and furthermore to handle multiple targets per angular step. The latter is an important extension to solely depth-image based approaches like [20], [59]. This feature is required to deal with multiple volume elements per angle as provided by the pointcloud compression stage.

Starting with an arbitrary channel, a measurement \( p_n = (r_n, \varphi_n, z_{n, \min}, h_n)^T \) is compared to the measurements within a limited number of adjacent preceding channels. For each measurement \( p_m \) in this neighborhood, two similarity criteria \( E_R \) and \( E_H \) need to be fulfilled (Figure 6). For \( E_R \), the radial distance of two points is given by:

\[
E_R(r_n, r_m) = \sqrt{r_n^2 + r_m^2 - 2r_n r_m \cos(\Delta \varphi_S)} \approx |r_n - r_m|
\]

This holds for small angular channel steps \( \Delta \varphi_S \) of the sensor system. The distance \( E \) is compared to a range-dependent threshold \( s \), which is defined by a constant noise threshold \( s_0 \) and a linear factor \( s_1 \):

\[
s = s_0 + \min(r_n, r_m) \cdot \frac{\sin(\Delta \varphi_S)}{\sin(\lambda_{\max} - \Delta \varphi_S)} \approx s_1
\]

Here, \( s_1 \) is based on the Adaptive Breakpoint Detector approach of Borges and Aldon [61]. It defines a threshold angle \( \lambda_{\max} \) relative to the current viewing direction. This threshold can be interpreted as the maximum angle of a line structure whose detections in neighboring channels are required to be grouped into one cluster.

For \( E_H \), the height components of \( p_n \) and \( p_m \) are checked for overlap. A tolerance \( \Delta h_{\max} \) is applied to deal with occasionally missing measurements (see Figure 6a). For positive similarity results, labels are assigned via a Connected Components Labeling algorithm. It provides an intrinsic solution for merging previously separated clusters. The results of the clustering algorithm are illustrated in Figure 3b.

G. Consistency-based motion classification

The motion classification step separates movable from stationary elements. We use a consistency grid approach, like presented by Matthaei et al. [1], [6]. A finite state machine per grid cell infers motion states, based on each cell’s free and hit update history. The cells’ states are evaluated and forwarded to the measurements of the current pointcloud. Next to the classes stationary and movable, the intermediate class potentially movable is assigned to measurements with a yet ambiguous detection state. Finally, a single motion class per cluster is determined by a majority vote (see Figure 3c).

IV. STATIONARY ENVIRONMENT MODELING

Up to this stage, we enhanced the pointcloud with information regarding the ground surface, the measurements’ motion states and their assignment to clusters. Yet, the pointcloud represents only the most recent scan without any temporal filtering or tracking and is thus prone to occasional false detections or inconclusive results. To infer proper results for the context modeling stage, temporal filtering and tracking are accomplished.
by a dual representation, in which the stationary environment is modeled separately from the moving parts.

The stationary part is modeled via a multi-layer grid approach. Early versions of this concept were introduced by Matthaei et al. [8], which use multi-layer grids for combining multiple features for lane and road detection. In [3], we extended this work towards a larger set of features, including information about explicitly detected traversable regions and curb structures. The key idea of the approach is to model various features of the 3D stationary environment by a combination of 2D feature grids and create a combined semantic grid using a fusion scheme. In the following section, the main aspects of the multi-layer grid approach are summarized and the latest results are presented.

A. Multi-layer feature representation and grid fusion

In general, a single grid layer is not suitable for storing information from multiple sources, e.g., different sensors, due to different update rates, field of views, information qualities or information types. Thus, we incorporate multiple layers for the different feature types.

The multi-layer grid stack currently consists of five different layers. The elevated parts of the stationary environment are represented by the well-known Bayesian occupancy grids [62]. The occupancy grid model is extended by a height value, similar to an elevation map. Each cell stores the height information relative to the estimated ground height at the cell’s position. With two instances of this grid model, we are able to model the upper and lower bounds in vertical direction, which allows the representation of over- and underrunable regions. The ray-based inverse sensor model utilizes the pointcloud’s motion classes. While all first-target measurements are taken into account for freespace update, only those with a class different from movable are allowed to generate hit updates. Hereby, we avoid that movable elements lead to artifacts in the grid, which would result from the fact that moving elements violate the grid model’s assumption of a stationary environment. Yet, we can infer freespace up to the occurrence of movable elements.

Curb structures are represented by a regular Bayesian occupancy grid, yet with a different parametrization of range limits and update weights to properly consider the different feature detection characteristics.

Intensity information of the ground points is incorporated into a reflectance grid, as presented by Matthaei et al. [8] and Levinson [25]. This grid represents textural properties of the road and ground surface.

Finally, a layer stores information about regions with visible ground surface. Hereby, traversable regions are represented explicitly and thus enable a conservative estimation of the currently available freespace. This is a conceptual difference from those approaches that derive traversable regions from the absence of occupancy, as usually done within Bayesian occupancy modeling. Information about traversable regions is derived from the presence of ground information and represented by the last time instant at which this information was available. Similar to the work of Gläser et al. [63], ground information is inferred from the presence of ground measurements, but is also interpolated between neighboring pointcloud layers. This is accomplished by extending the freespace modeling approach from Yu et al. [64] with the results of our ground surface estimation.

Having specific features stored in the different layers, their cell values are converted into a tristate representation (i.e., indicating that a feature is existent, non-existent, or indecisive). The tristate values are fused cell-wise into a single layer by a rule-based approach. This fusion layer provides a combined data representation which may be interpreted as a semantic view of the stationary environment. Figure 8a shows the results in a real-world scene.

B. Feature extraction

Based on the combined results of the fusion layer, different extractors can be applied to extract features for the context modeling stage. This may be polyline-based representations of free and occupied regions [65], or spline-based representations [66]. Matthaei et al. [4] use an interval-based representation, based on the work of Weiherer et al. [67], to extract road course information and perform lane-level localization [5]. We use Matthaei’s work on interval-map structures to extract borders of driving corridors as well as elevated obstacles on and next to the road. As illustrated in Figure 7, the interval map approach constitutes a compact representation of different features in the vicinity of a given extraction path. This path is usually corresponding to a potential driving corridor, thus the interval map describes elements that limit this corridor or are located next to it.
V. Movable Environment Modeling

The modeling of the movable environment is accomplished by an object-based approach using multi-instance Kalman Filters. Herein, each movable element is represented by a 3D bounding box instance, denoted as object in the following. The bounding box model was chosen as a trade-off between tracking objects as point-like targets versus using shape-based approaches (see [23], [29]). As our tracking system is designed to deal with nearby objects as well as those at a larger distance, a bounding box is suitable for representing the major properties of an object while it still allows to handle changes of the target’s dimensions, such as due to occlusion and viewpoint changes, appropriately. In the following, we explain the generation of box hypotheses from clustered pointclouds and our approach of tracking these hypotheses over time. Results of both modules are shown in Figure 8b and 8c.

A. Hypotheses generation and object model

The movable environment is generated from all non-stationary clusters, i.e., all clusters that do not belong to the class stationary. Each movable element is represented by an object model. It represents the outer contour of an element by its 3D bounding box. Hypotheses are generated by a multi-step algorithm. Here we include a brief overview of the algorithm while the interested reader is referred to [3] for more details.

From a top-view perspective, a convex polyline boundary is calculated for each cluster. It is then classified as an I-, L- or trapezoid shape. Afterwards, an oriented bounding box is defined based on the shape’s type and adjusted to include all measurements of the cluster. Finally, the box height is determined from the measurements’ vertical positions relative to the underlying ground surface.

In addition to each hypothesis’ volumetric extent and its orientation in the x-y-plane, information about the reference point is added. We use the so-called best-knowledge model published by Schüler et al. [68]. Its idea is to represent each object by the most reliable reference point, i.e. the point which is the best observed one. This model defines a total of nine reference points for an oriented bounding box, four of which are located on the corners of the rectangle, four on the sides and one in the center. Using this reference point model avoids undesired artificial velocities, as we can compensate for occlusion-related changes in the shapes of the detected objects. The model explicitly distinguishes between the corner and sides of a target by giving them semantic tags. LiDAR-based sensors are hardly able to classify the seen portions of an element, which makes the assignment of a reference point ambiguous regarding to e.g. the detected edge, as illustrated in Figure 9. To handle this explicitly, we extend this model by a notation of the ambiguity of the chosen reference point.

B. Occlusion reasoning

The hypotheses generation step does not account for occlusions due to other movable or stationary elements, but chooses the nearest edge as reference point. Yet, in case of occlusion, this might not be an actual edge,
but an artifact due to the occlusion (see Figure 10). We introduce a ray-tracing approach to detect such constellations. Due to the availability of a channel-based sensor data structure, this becomes a simple check for targets at smaller distances in those channels that correspond to the object’s edges.

Based on those results, a quality class \( E_t \) is assigned to each dimensional state \( f \in \{\text{length, width, height}\} \). The class describes the context in which each dimensional state has been retrieved (see Figure 10): 

- **bounded** The dimension was inferred from the detection of both limiting edges. 
- **single-sided open interval** The dimension was measured by detecting one limiting edge, which is marked by the reference point. The full length of the side could not be obtained, but corresponds to the currently visible part of the object. 
- **double-sided open interval** The state was derived from two non-limiting edges, e.g. due to occlusions on both sides. The reference point marks the center of the dimension, but might not correspond to the real side’s center.

### C. Object tracking

The object hypotheses are filtered and validated using an Extended Kalman Filter (EKF). Based on a greedy object classifier, which derives a class estimation from the objects dimensions and velocity ranges, a finite state machine switches between a simple constant velocity (CV) motion model for unclassified targets and an Interacting Multiple Model (IMM) approach for vehicle-class objects. The IMM filter is set up with two motion models, namely a constant acceleration (CA) and a constant turn-rate and velocity (CTRV) model. In the following, state prediction and update steps are described in a general fashion without explicitly addressing additional calculations required by the IMM model. Objects’ states reflect their poses and motion in the vehicle reference frame, but in terms of an ego-independent motion. Thus, the state prediction step also considers the ego motion within the relevant time slices.

Based on previous results ([3], [9]), the following section focuses on the integration of the aforementioned object model extensions. The results will be explained along the basic processing steps of recursive state estimation techniques.

1) **State prediction and association:** Each object is represented by a state vector, whose dimensions depend on the currently assigned motion model. The motion model predicts the objects’ states to the timestamps of the incoming hypotheses. For rotating sensors like scanning LiDARs, timestamps differ for each detected object. Thus it is not reasonable to predict all objects by the same time step \( \Delta T \), but the prediction time step has to be determined for each object separately. We incorporate a runtime-efficient approximative calculation of this time interval, based on a sensor timing model [9].

Association between new hypotheses and already known objects uses a Local Nearest Neighbor approach. The similarity of each assignment pair is evaluated in terms of the Mahalanobis distance. As different reference points of object and hypothesis typically introduce additional distance errors, we transform the object’s state to the same reference point label as assigned to the hypothesis. Distance calculation is performed in the hypothesis’ state space. To account for erroneous object extents caused by occlusions, the dimensional states of both object and hypothesis are incorporated in the distance function depending on their quality classes \( E_t \): If a partially observed state (i.e., a state with a quality class other than **bounded**) indicates a smaller object extent than currently estimated by the tracker, the respective dimension is ignored for association. Depending on the annotated reference point ambiguity, multiple interpretations of each hypothesis are considered. Up to now, reference point ambiguity is resolved by selecting the interpretation that results in the smallest orientation error for the association distance.

2) **State update:** Each existing object with an associated hypothesis is updated using the (IMM-)EKF equations. Like in the association step, the considered states depend on the quality classes of the dimensional states of object and hypothesis. Potential ambiguity of the reference point is resolved by evaluating the estimated motion direction of the object.

3) **Object lifecycle:** New objects are instantiated from all unassociated hypotheses. Objects are considered tentative until they have been updated for at least three times and have moved at least 2 m from their point of first detection. They are published to downstream modules only after having fulfilled both conditions. Objects are deleted from the tracker’s database if they exceed their **time-to-live**. This value describes the object’s plausibility by the time difference since the last state update.
VI. Evaluation

The following section presents the evaluation of the presented perception system. We perform the evaluation at the interface to the context/scene modeling module (see Figure 1) and focus on the movable environment part. In order to achieve more transferable results regarding the system’s real-world performance, we propose to evaluate the system in the context of its actual driving task.

For the scope of this paper, we select three scenarios that automated vehicles have to cope with. These scenarios were chosen by the authors to represent common and rather challenging driving tasks and traffic constellations, specifically along the intended route of the project StadtPilot. Please note that this list does not impose any claim for completeness or a representative selection of test scenarios for urban automated driving as such. For each scenario we recorded real-world raw data of public traffic from test drives along the project’s route. An object-level ground-truth annotation of the movable traffic participants was created in a post-processing step.

A. Open-loop evaluation strategies and their limitations

The most predominant approach to evaluate object-based data representations is to compare the system’s output with ground-truth data sets. These data sets are assumed to represent the real environment in perfection; in general, the evaluated system is expected to show comparably inferior performance. By applying a set of evaluation criteria, results such as detection rates and error distributions can be obtained. As this approach does not consider any actual self-driving functions by default, we refer to it as open-loop evaluation.

Due to this missing link to the system’s intended usecases and its operational design domain (ODD, see SAE J3016 [70]), an open-loop evaluation may not able to reflect the criticality of errors in the context of the actual driving task. As an example, not detecting a closely pedestrian entering the road is much more severe than missing an object at a larger distance, from the perspective of an emergency braking system. However, typical error metrics will treat both cases equally, which is misleading for a performance assessment of the system.

B. Closed-loop approach

To overcome this constraint, we propose to evaluate the perception system in the context of the current driving task of the automated vehicle. As this includes perception as well as behavior planning components, we refer to this as closed-loop evaluation.

In terms of the functional system architecture of Matthaei and Maurer [12], driving behavior generation is preceded by a situation assessment. As an initial step, a tactical planning module abstracts and augments the provided environment representation (scene model, see Figure 1) to a more focused structure. The current mission of the vehicle and its possible tactical decisions to reach its mission’s goal are considered here. Hence, this step also defines the relevancy of different parts of the environment to the driving function, among other items. This augmented scene description is a central component for the evaluation of the perception, since it creates the link between the perception results and the driving function.

In the following, we first infer a ground-truth augmented scene description by using the ground-truth object list as input. This step is then repeated with the object list generated by the presented perception system. Comparing both augmented scenes enables us to focus on the relevant elements for the driving function and to evaluate whether the perception system is able to represent these elements appropriately.

Since the evaluation is performed on pre-recorded data, actions decided for during the recording, along with possible reactions from other traffic participants, cannot be altered. Using such type of data requires a stateless behavior planning module, which infers decisions based on the current frame only. However, for comparably simple tasks as described in the following sections, this type of planning module can be assumed.

C. Definition of usecases and selected scenarios

We consider the following three usecases, each one represented by a dedicated driving scenario. We provide a description of the vehicle’s mission in each scenario, along with a brief explanation of the corresponding augmented scene model.

1) Following a multi-lane road The vehicle follows the center of the current lane within a multi-lane road network. It adjusts its velocity and distance to the preceding traffic within its lane. This scenario describes typical ACC following behavior, but extends it by the awareness of the current lane geometry. The topological and geometric lane-level route is provided beforehand by a route planning module. The augmented scene contains the lane geometry along the planned route within a predefined distance horizon. The perceived traffic participants are assigned to the lane network based on the geometric intersection of their bounding boxes with the lane geometry (see Ulbrich et al. [71] for a more detailed description). Hence, an object needs to be located with at least one of its corners within the lane to get assigned to it. The behavior planning module determines that one preceding traffic participant that requires the largest deceleration of the automated vehicle according to the
Intelligent Driver Model approach (cf. Treiber et al. [72]). From the perspective of perception, objects inside the vehicle’s lane have to be perceived with positions and dimensions accurate enough for a proper lane assignment. Furthermore, objects in neighboring lanes are required to be perceived accurately enough so as not to be falsely associated to the vehicle’s lane, as this would result in a wrong ACC target assignment.

2) Evaluating automated lane changes This scenario extends the previous one by evaluating possible automated lane changes in dense traffic. Surrounding traffic has to be perceived to estimate proper gaps on neighboring lanes. Hence, identical requirements for the objects’ size and position estimations hold in this scenario, but need to include the backward traffic as well. For simplification, we assume only the next-left and -right neighbor lanes to be relevant. Furthermore, we limit the number of objects to consider to four per lane: Two in front and two behind the ego vehicle each. This corresponds to the augmented scene model for tactical lane change decision making presented by Ulbrich and Maurer [73]. (see Figure 11). Six regions of interests are defined, based on the lane geometries and their relative positions to the automated vehicle. The algorithms for object-to-lane assignment are identical to the previously described approach. This augmented scene model can be understood as a generalization of the ACC target selection subtask explained before.

3) Left turn through oncoming traffic The vehicle has to perform an unprotected left turn through an intersection. Thus, it has to ensure that no oncoming traffic will interfere with its turning maneuver. This scenario puts emphasizes on the detection range and the track setup latency, as the perception system needs to detect oncoming traffic at large distances and with high relative velocities. For sake of simplicity, we reduce this scenario to the estimation of existence of traffic participants located on the oncoming lanes and in the front region of the ego vehicle. The automated vehicle stops next to the intersecting area. The augmented scene model for this scenario thus only regards the geometry of these lanes and checks them for any valid association with detected traffic participants.

D. Definition of datasets and evaluation criteria

Some popular datasets like KITTI [35], or the recent nuScenes Dataset [75], already provide LiDAR point-clouds along with annotated ground-truth object information. Despite the fact that using such a publicly available dataset would have allowed the comparison with other approaches, both expose some drawbacks regarding their usability for evaluation of the presented perception system (i.e., unlabeled regions or ranges [36], no per-scan annotated data [75]). Thus, we use a preliminary version of the TUBS Road User Dataset [11] for evaluating our approach. This dataset contains labeled objects within the entire field of view of the sensor and for each LiDAR scan, recorded along the project route of the project Stadt Pilot.

Based on the aforementioned scenario definitions, a subset of three sequences was selected. The sequences contain multi-lane roads and an intersection scenario with dense traffic. In total, the subset comprises 1137 scans with 9803 labeled detections. Please note that the sequences contain several unlabeled scans prior to the actual reference data, in order to allow the perception system to initialize properly.

As stated above, open-loop evaluation approaches are not meaningful to determine the perception system’s ability to represent the relevant objects for specific driving function/scenario configurations. However, the close-loop approach allows us to define the relevant traffic participants as part of the augmented scene model. For the following evaluation, we consider those objects to be relevant that were mapped to the respective augmented scene description. To cover time-varying relevancies, this assignment is evaluated in each time frame. Differences of the relevance assignment between the system’s output and the objects of the reference data set are accounted for as false positives in the following metrics.

Evaluation is done twofold for the object configuration and the state estimation accuracy. For the former, we use the MOTA score of the CLEAR MOT metrics, as introduced by Bernardin and Stiefelhagen [76]. The Multiple Object Tracking Accuracy is a measure for the object configuration estimation. It subsumes the estimation of the correct number of objects and their consistent identification over time. For a sequence of given length, it is defined as

$$\text{MOTA} = 1 - \frac{\sum_n FP_n + \sum_n FN_n + \sum_n IDsw_n}{\sum_n RRO_n}$$  \hspace{1cm} (3)$$

with FP and FN denoting false positives and negatives, and IDsw and RRO referring to the number of identity switches and relevant reference objects at time frame $n$, respectively.

In the scope of this paper, a valid association of detected objects with references is defined as a non-zero overlap of their oriented bounding boxes. We do not require a min-
nal intersection ratio, but rely on the state estimation evaluation to reflect potentially large deviations.

For the state estimation evaluation, we perform a per-state error distribution analysis. Independent error scores are calculated for the x and y position as well as for orientation and dimension differences. By this, we gain insight into different error modes. Each object’s dimensions are evaluated using the length and width of the bounding box under consideration of the dimensions’ quality classes. Values are compared only if the tracker considers the respective dimension as being fully visible, as explained in subsection V-B.

E. Results and discussion

The following paragraphs show the results of the implemented object tracking system. The mapping of the presented scenarios to the selected sequences of the data set was chosen as follows: The evaluation of the Following a multi-lane road and the Evaluating automated lane change scenarios is performed on all three sequences, as all of them are located on multi-lane roads. The third sequence also contains a large intersection. Hence, the evaluation of the Left turn through oncoming traffic scenario is performed on the third sequence only. We split the evaluation of the first two scenarios into the object configuration and the state estimation results. For the third scenario, we give the results of the mean detection range and track initialization latency.

a) Object configuration: Table I summarizes the results of the ACC following and lane change scenarios. For ACC following, the perception system is able to reach a MOTA score of 1.0, thus being able to represent and select the correct ACC target object at all time frames. The results of the lane change function are less sophisticated, yet showing a competitive performance. Especially in the third sequence, a large false negative rate is accomplished. This results from the second-order objects of the lane change relevance selection (see degradation of the MOTA score between the LC_all and LC_1 results). In that particular sequence, these objects suffer from heavy occlusion due to other traffic participants. Thus, the tracker is not able to initialize tracks for certain time ranges, reducing the MOTA score. The overall small numbers of object identity switches indicate that detected objects remain represented without any track losses or confusions.

b) State estimation: The object state estimation evaluation considers all true positive detections within the test sequences. The resulting error distributions are shown in Figure 12. Position and orientation errors constitute a zero-symmetric distribution, with average errors less than 20 cm/4° for position and orientation states, respectively. Length and width errors show a skewed distribution with a tendency to underestimate the object dimensions. Outlier rejection filters and the sensor’s susceptibility to total reflections at large inclination angles typically result in missing measurements, which lead to this effect in the end.

c) Detection latency and range: We evaluate the detection latency and achievable detection range of the system in the intersection crossing scenario. A total number of 16 objects are driving on opposite lanes and are passing the ego vehicle. Their corresponding references appear at a mean distance of 65.5 m. The hypotheses generation is able to create box hypotheses after a mean time of 390 ms. This delay arises from the fact that the ground surface estimation is unlikely to distinguish objects detected by only a single scan line from a ground surface candidate. The tracker is able to publish valid tracks after 1.05 s, resulting in a mean distance of 53.3 m. Please note that a preceding car is occluding the direct view towards the oncoming traffic, which reduces the overall availability of raw measurements and thus reduces the perception system’s performance in this particular scenario.
F. Runtime performance

Runtime performance is evaluated by re-processing a 27-minute test drive with a total number of 15745 scans. All modules were implemented in C/C++ and use the Intel Threading Building Blocks library\(^4\) for thread-level parallelization. Evaluation was performed on an Intel i7-6700HQ-based platform (eight logical cores, 3.2 GHz). To avoid unnecessary copy operations of pointcloud data, a copy-on-write scheme was applied to the pointcloud management infrastructure.

On average, the results of the pointcloud preprocessing, the movable and the stationary environment model are available after 39 ms, 52 ms and 60 ms, respectively. Given an upper limit of 100 ms due to the sensor’s rotation rate, the presented perception system is regarded as being real-time capable.

VII. Conclusion

In this paper, we presented a high-resolution LiDAR-based 360° perception system for automated road vehicles in urban domains. It is able to model 3D aspects of the environment and runs in real-time on consumer-grade computation hardware. The architecture of the preprocessing stages is designed to deal with non-flat ground surfaces and protruding and overhanging structures.

We introduced extensions to our grid-based environment model regarding height filtering and an explicit freespace representation. The model-based object tracking algorithm extends a widely known reference point approach by an explicit ambiguity notation and occlusion representation. Evaluations using a novel scenario-based closed-loop methodology in combination with the TUBS Road User Dataset have shown impressive results while still preserving real-time performance.

Within the evaluation, we assumed that the results on the chosen selection of real-world recordings and the definition of driving scenarios are able to reflect the general system performance. Please note that, even though the authors intended to choose scenarios which represent typical traffic constellations and behavior for the goals of the project Stadtmitzelle, route, it is still ongoing research to provide proof for this assumption.

Having a working perception system, the next steps will deal with the enhancement of different submodules. In recent years, Neural Network-based approaches have shown promising results regarding pointcloud clustering and classification. We are keen on investigating the replacement of some parts of our perception pipeline with such approaches and compare the results. Additionally, early fusion approaches, like presented by Held et al.\(^30\) or Varga et al.\(^39\), can be integrated to increase the performance of submodules throughout the perception system.

\(^{4}\)See https://www.threadingbuildingblocks.org/
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