1 INTRODUCTION

MULTI-STEP time series prediction is a major topic in data analytics and forecasting and brings significant impact to multiple fields [1], such as finance [2], transportation [3], meteorology [4], [5], and power industry [6]. In these fields, making critical operational decisions often depends on obtaining accurate predictions for multiple future data points. In multivariate time series, exogenous variables make different contributions to the target series [7], [8], [9]. In the context of deep neural networks, such as recurrent neural networks (RNNs) [10], [11], [12] which are popular time series predictors, variable contributions can be weakened by the network’s processing mode which blends the information from exogenous variables into non-transparent hidden states. Other challenges in continuous prediction include the provision of interpretability and prediction insight, as well as building continuous networks for predicting multiple future values at arbitrary time points.

Currently, the basic idea behind interpretability is to develop an attention mechanism to distinguish the different contributions among exogenous variables [13], [14]. Although existing explainable methods achieve good prediction performance, they have certain limitations for multi-step predictions. One issue is that discretizing observations and emission intervals is required for building discrete neural networks. Such networks can only make predictions for multiple future values at discrete steps and the predictions have the same gap as the input data. In contrast to discrete networks, continuous ones circumvent this limitation and can predict an entire time interval depending on the forecasting demands of the particular application, even if such time resolution is not available in the recorded training dataset where the latter only contains samples at regular or discrete time instances. Fig. 1 exemplifies the different predictive styles of discrete and continuous neural networks. An example for applying continuous networks in the real world is the distribution of electricity consumption which is relatively higher during daytime on weekends. Through continuous electricity consumption prediction, electric power companies could allocate resources more precisely in electricity generation to maximize resource utilization, reduce costs and promote smart grid development.

In this work, we introduce a novel explainable continuous neural network for arbitrary-step prediction as overviewed in Fig. 2. Its framework involves ordinary differential equations (ODE) to achieve continuous-time prediction by
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furthermore, the tandem attention with respect to temporal
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Furthermore, the tandem attention with respect to temporal
and variable attention is designed to provide interpretabil-
ity into the input data and control network information
flow. Some exogenous variables might have significant
influence on the target series with short historical data while
others with long historical data, and thus the temporal
attention is employed to capture the contributions in the
time domain. With respect to variable attention, different
capabilities of exogenous variables are captured to
parameterizing the derivatives of the latent states. The raw
time series is encoded by a specially designed tensorized
gated recurrent unit (TGRU). Additionally, a tandem atten-
tion mechanism is incorporated to enhance the encoding ability and provide more adaptive input representations to the
ODE network, and also capture the different contributions among the exogenous variables. In multi-step prediction,
modeling the incremental relationships can help forecast future values at arbitrary time points with continuous neural
networks. As ODEs can capture the relationships between unknown functions and their derivatives, such modeling
allows neural networks to support continuous operation and obtain future values at arbitrary forecasting steps. In many
real-world applications, building continuous networks is sufficient to reduce the costs when high-frequency predictions
are needed with low-frequency sampled input data.

To generate a better mapping of the hidden states for the proposed network, we design a TGRU and a tandem atten-
tion mechanism to process the multivariate inputs. First, the
proposed TGRU modifies the internal structure of the basic
GRU cell which processes the multivariate input together, and combines them into a single structure. To capture dif-
ferent dynamics of individual input features, we design the
hidden states as a matrix in a single cell. Each series is pro-
jected to an independent hidden space. Consequently, our
model can be adaptable to the multivariate input and capa-
ble of enhancing the contribution of each exogenous indi-
gual series. Improved modeling of the impact of exogenous variables represents one of our contributions.
Furthermore, the tandem attention with respect to temporal
and variable attention is designed to provide interpretability into the input data and control network information
flow. Some exogenous variables might have significant
influence on the target series with short historical data while
others with long historical data, and thus the temporal
attention is employed to capture the contributions in the
time domain. With respect to variable attention, different
capabilities of exogenous variables are captured to

represent different predictive abilities. Finally, the tandem
attention and the hidden states are formed to produce a con-
text vector being the input of a continuous-time ODE net-
work making at arbitrary time point predictions. Ablation
studies show the effectiveness of each component of the
proposed ETN-ODE architecture in the experimental
section.

Our major contributions are summarized in the following:

- A novel ETN-ODE framework is proposed which, to the
  best of our knowledge, is the first explainable continuous
  neural network for multi-step time series prediction at
  arbitrary time instances for multiple variables. In our
  experiments, it shows to be substantially more accurate than
  current ODE models for arbitrary-step prediction.

- We design a tandem attention mechanism to generate
  a more adaptive input to the ODE network, which offers additional interpretability to the temporal
  and variable contribution to the target series when forecasting at both discrete and continuous
  steps.

- We develop a TGRU to represent the different
dynamics of the individual series. Compared with
the commonly used tensorized long-short term memory
(LSTMs), the employed TGRU here allows
fewer model parameters and this further improves
prediction performance.

2 RELATED WORK

Time Series Prediction. Although traditional methods, such as
the Autoregressive (AR) model [15] and the Vector Autore-
gressive model [16], have shown effectiveness in many real-
world applications they cannot model nonlinear relation-
ships for multivariate time series. In the last decade, deep
learning methods for time series prediction have been
developed significantly due to their ability for dealing with
nonlinearities [17], [18]. Another advantage of such meth-
ods for real-world applications is their ability to predict
multiple values given historical information [19], [20], [21].
An example is the work in [22] that used an LSTM based
architecture to forecast multiple values on web traffic data.

Attention Mechanism. In addition to predicting, the provi-
sion of interpretability is also important when processing
multivariate time series. Examples include two types of
attention mechanisms generated with independent RNNs
in [14], [23]. A mixture attention mechanism was also

Fig. 2. Overview of the proposed ETN-ODE structure for arbitrary-step
time series prediction.

Fig. 1. (a) Discrete neural networks make predictions at time points T + 1,
T + 2, and T + 3, which have the same sample gap as the input data. (b) Continuous neural networks make predictions at continuous time points T +
M with arbitrary steps M = 0.3, 1.7, etc.
proposed in [13] aiming at enhancing interpretability with a tensorized LSTM structure for single-step predictions. Recently, the idea of tensorizing hidden states has shown to be advantageous in multivariate predictions [24], [25], as the attention mechanism can enable to distinguish the different contributions among exogenous variables.

Neural Networks with ODEs. Recently, the neural ODE work in [26] proposed a continuous model for the prediction of values at arbitrary time points in univariate time series. Such a model was applied to irregularly sampled time series classification in [27], where an ODE-RNN encoder was designed to process the irregularly sampled data instead of fixing the sample gap. The work in [28] presented a neural ODE control (NODEC) framework for learning feedback control signals on graphs. Another example is [29] for the processing of sporadically observed time series, which combined Bayes method and ODE networks for prediction, missing value imputation and reconstruction. In general, none of the existing continuous models deals with multivariate time series for multi-step prediction as it is the case for the proposed ETN-ODE model here, which also incorporates an attention mechanism for interpretability in multi-step predictions for multivariate time series.

3 MAIN METHOD

This section presents the introduced ETN-ODE. The model structure consists of a TGRU, a tandem attention mechanism, and an ODE network. As shown in Fig. 3, the TGRU is used to process the multivariate time series. Two types of attention mechanisms are used to process the hidden states and generate the context vector $C_T$. This vector is used to produce an initial latent value $z_T$ assumed to have a Gaussian distribution $\mathcal{N}(0, I)$. Given the initial value and a prediction time interval, the ODE network generates multiple future values as shown in Fig. 4.

3.1 Problem Statement

Most of the deep learning models for time series prediction forecast at time $T+1$ given historical samples from $T$ previous steps. Our aim here is to forecast arbitrary multiple future values with continuous time intervals. Making predictions at arbitrary points can also be employed for fixing historical data with missing values or deal with irregularly sampled data to forecast high-frequency future values with less data. Assume that we have a target series $Y$ of length $T$ where $Y = [y_1, y_2, \ldots, y_T]^T \in \mathbb{R}^T$. Given the prediction time interval $\{T+m_1, \ldots, T+m_K\}$, our aim is to design a non-linear mapping to forecast multiple future values of the target series represented as $[\hat{y}_{T+m_1}, \ldots, \hat{y}_{T+m_K}]^T = \mathcal{F}(X_T)$, where $K$ is the number of predicted values. The predicted time interval can be set to continuous values during the testing stage for arbitrary-step prediction, e.g., $\{T + 0.3, \ldots, T + 2.6\}$. Here $\mathcal{F}(\cdot)$ is achieved by an explainable continuous framework and $X_T = \{x_1, x_2, \ldots, x_T\}$ is the multivariate input data, where $x_t = [x_{t}^1, x_{t}^2, \ldots, x_{t}^N, y_t]^T$, for $t = 1, \ldots, T$. Thus, we have $N + 1$ model input features,
where $X_T \in \mathbb{R}^{T \times (N+1)}$. The target series is related to $N$ exogenous series. Considering the autoregressive effectiveness of the target series, to form the multivariate input features we integrate $y_t$ and the $N$ exogenous variables at each time step of length $T$.

### 3.2 Tensorized GRU

For multivariate time series, the internal structure of the GRU cell may need certain specialization to obtain a better mapping in hidden space. Here, we tensorize the hidden state in order to learn the independent representation of individual series based on their specific information content, which is adaptable for the multivariate input and enhances the contribution of each individual series. The hidden state of the proposed TGRU is defined as a matrix rather than a vector, which is different from the typical GRU setup and involves more parameters to represent the hidden states. However, the TGRU is efficient as it only has an update and a reset gate compared to the tensorized LSTM which leads to an average of 20% fewer parameters to be learned. Results in the ablation study demonstrate the effectiveness of TGRU. The TGRU layer can be considered as a set of parallel GRUs with each of them processing one individual series.

To represent the tensorized GRU cell, we define the hidden state at time step $t$ as the matrix $H_t = [h^1_t, \ldots, h^{N+1}_t] \in \mathbb{R}^{(N+1) \times d}$, where $h^n_t \in \mathbb{R}^d$ is the hidden state vector mapping the $n$th individual input feature at time step $t$ for $n = 1, \ldots, N + 1$, and $d$ is the hidden dimension of each input feature.

According to standard GRU networks, given incoming input data $x_t$ and the previous hidden state matrix $H_{t-1}$, the cell update consists of:

$$R_t = \sigma(W_r \circ H_{t-1} + V_r \circ x_t + b_r),$$  

$$U_t = \sigma(W_u \circ H_{t-1} + V_u \circ x_t + b_u),$$  

$$\tilde{H}_t = \tanh(W_h \circ (R_t \circ H_{t-1}) + V_h \circ x_t + b_h),$$  

$$H_t = (1 - U_t) \circ H_{t-1} + U_t \circ \tilde{H}_t,$$

where $R_t$ is the reset gate, $U_t$ is the update gate, and $H_t$ is the memory state, with all of them being of the same dimensions as the hidden state matrix. $W_r, V_r, W_u, V_u, W_h, V_h \in \mathbb{R}^{(N+1) \times d \times d}$ are the hidden-to-hidden transition tensor, and $W_i, V_i \in \mathbb{R}^{(N+1) \times d \times 1}$ is the input-to-hidden transition tensor. The terms $W_r \circ H_{t-1}$ and $V_r \circ x_t$ capture the information from the previous hidden state and the newly coming input data, respectively. The operation $\circ$ signifies the product of two tensors along dimension $N + 1$, that is, $W_r \circ H_{t-1} = \begin{bmatrix} W^1_h h^1_{t-1}, \ldots, W^N_{h^{N+1}} h^{N+1}_{t-1} \end{bmatrix}$, where $W_r h^n_{t-1} \in \mathbb{R}^d$. The operation $\circ$ denotes element-wise multiplication. The produced hidden states are sent to the tandem attention layer to generate the context vector as the input to the ODE network.

### 3.3 Tandem Attention Mechanism

Two types of mechanisms are designed to dispatch temporal and variable attention and facilitate interpretability. Variable attention is generated based on the information distilled by temporal attention and hidden states considering the interaction between temporal and variable attention. Temporal attention is used to obtain the contributions in the time domain given the hidden states $[h^1_t, \ldots, h^{N+1}_t]$ corresponding to the $n$th input feature. The temporal attention weight $\alpha^n_i$ is computed as:

$$\alpha^n_i = \frac{\exp(f_a(h^n_i))}{\sum_s \exp(f_a(h^n_s))},$$

where $f_a(\cdot)$ is a feedforward neural network specific to the $n$th input feature. Since the designed tandem attention module is also tensorized, we use different linear projections to transform the tensorized hidden states for the computation of temporal attention. The scalar $\alpha^n_i$ controls the influence of the $n$th input feature at time step $t$. Subsequently, a variable-wise attention layer is used to generate the contributions in the feature domain based on the temporal attention weight and the hidden states. The variable attention weight is computed as:

$$\beta = \text{softmax} \left( f \left( \sum_i \alpha^n_i \circ H_i \right) \right),$$

where $f$ can be a feedforward neural network and $\beta \in \mathbb{R}^{N+1}$ controls the influence of each input feature for the prediction. Combining the two types of attention weights and hidden states, a context vector is generated through:

$$C_T = \sum_i \beta \circ \sum_j \alpha^n_j \circ (H_i),$$

where $\alpha^n_j$ is the hidden dimension per variable.

### 3.4 ODE Network

Following the processing of tandem attention, the context vector $C_T$ is fed to the ODE solver in order to provide outputs with continuous time intervals. A hidden state in a recurrent neural network decoder is transformed as:

$$h_{t+1} = h_t + f(h_t, \theta).$$

When adding more layers and taking smaller steps in Eq. (8), parameterized continuous dynamics of hidden units are obtained through an ODE module implemented as a neural network [26], based on:

$$\frac{dh(t)}{dt} = f(h(t), t, \theta).$$

In this form, the ODE network parameterizes the derivative of the hidden states rather than directly parameterizing the states themselves, and this leads to a continuous hierarchy rather than a discrete one. Furthermore, the mechanism has a constant memory cost without any need to store intermediate quantities of the forward pass during the training procedure. To get the numerical solution of $h(t_t)$, the network $f(h(t), t, \theta)$ can be integrated over the range $[t_0, t_1]$ with initial value $h(t_0)$, and the integral can be estimated through a black-box differential equation solver.

In arbitrary-step prediction, given the predicted time interval $\{T + m_1, \ldots, T + m_K\}$ and an initial latent value $z_T$, the ODE solver produces the estimated latent states $z_{T+m_1}, \ldots, z_{T+m_K}$. The ODE network operation is summarized as:

$$z_T \sim p(z_T),$$

$$[z_{T+m_1}, \ldots, z_{T+m_K}] = \text{ODESolver}(z_T, t, \theta, T + m_1, \ldots, T + m_K).$$
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In the ODE solver, represented in Fig. 4 (as a dashed rectangle), $f$ is a time-invariant function that takes the value $z_T$ at the current time step and outputs the gradient $\Delta z(t) = f(z(t), \theta_f)$, where $\theta_f$ is the parameter to be learned. In Eq. (10), we choose the basic GRU as the function $f$. With the property of the updated hidden state, the obtained difference equation is:

$$\Delta h_t = h_t - h_{t-1} = (1 - u_t) \odot h_{t-1} + u_t \odot \hat{h}_t - h_{t-1} = u_t \odot (\hat{h}_t - h_{t-1}).$$

$\Delta h_t$ represents the increment between the current and the previous hidden state, while $u_t$ and $h_t$ are the update gate and memory state of the GRU cell. The representation of ODE for $h(t)$ is obtained as:

$$\frac{dh(t)}{dt} = u_t \odot (\hat{h}_t - h_t).$$

As shown in Fig. 4, $p(z_T)$ is the prior distribution of $z_T$ assumed to be Gaussian and approximated with the posterior distribution $q(z_T|X_1 \cdots X_T)$. Using the input features, we infer the parameters for the posterior distribution over $z_T$:

$$q(z_T|C_T, \varphi) = \mathcal{N}(z_T|\mu_{z_T}, \sigma_{z_T}),$$

where $\varphi$ are parameters to learn and $(\mu_{z_T}, \sigma_{z_T})$ comes from the context vector $C_T$ generated from the TGRU and the tandem attention layers. Here we employ the re-parameterization trick proposed in [30] for the sampling process of $z_T$. Given the arbitrary prediction time interval, model predictions of the target series are obtained with the generated latent states $z$ through the ODE network:

$$\hat{y}_{T+m_1}, \ldots, \hat{y}_{T+m_K} = f_c(z_{T+m_1}, \ldots, z_{T+m_K}),$$

where $f_c$ represents the fully connected layer.

### 3.5 Loss Function

Since $C_T$ is generated from the TGRU and the tandem attention modules sampled from a Gaussian distribution, we refer to the standard Variational AutoEncoder (VAE) [30] algorithm to maximize the evidence lower bound (ELBO) which makes the model distribution approximate to the prior distribution in the latent space. Maximizing the ELBO can be transformed to minimizing the Kullback-Leibler (KL) divergence and maximizing the log-likelihood. To make the prediction results more accurate, the Mean Square Error (MSE) between the predicted and the true values is also considered.

Overall, the objective function here is configured with the following three parts, of which the first one is the MSE defined as:

$$\text{Loss}_{\text{MSE}} = \frac{1}{L \cdot K} \sum_{i=1}^{L} \sum_{k=1}^{K} (\hat{y}_i - y_i)^2,$$

where $L$ is the number of training samples and $K$ the number of predicted values. The second part is the KL-divergence between the prior $p(z_T)$ and the posterior distribution $q(z_T)$:

$$\text{Loss}_{\text{KL}} = \frac{1}{L} \sum_{i=1}^{L} D_{KL}(p(z_T)||q(z_T)),$$

aiming to bring them closer in the latent space. The final part is the negative log-likelihood of $y$ capturing the fitting degree of model parameters:

$$\text{Loss}_{\text{all}} = -\frac{1}{L} \sum_{i=1}^{L} \log p(y_i),$$

where $\log p(y_i)$ is the logarithmic likelihood. Model training is based on minimizing the overall loss function:

$$\text{Loss} = \text{Loss}_{\text{MSE}} + \text{Loss}_{\text{KL}} + \text{Loss}_{\text{all}}.$$

### 4 Experiment and Evaluation

In this section, we evaluate the effectiveness and stability of the proposed ETN-ODE by conducting arbitrary-step predictions with multivariate time series. Furthermore, we design five different standard multi-step prediction tasks compared against six deep learning methods, one non-deep learning method, and one ensemble-based method. To demonstrate the efficiency of ETN-ODE, we also perform an ablation study and include visualization of the tandem attention mechanism. Our code is available at https://github.com/PengleiGao/ETN-ODE.

#### 4.1 Datasets

The following five real-world datasets are used in our experiments:

- **SML2010** [31]: It is a public dataset used for indoor temperature forecasting sampled every minute. The room temperature is taken as the target series and another 13 time series are exogenous variables containing approximately 40 days of monitoring data.
- **PM2.5** [32]: This is a public dataset from the UCI repository containing hourly recorded PM2.5 data in Beijing, China. We use PM2.5 measurements as the target series and another 6 time series as the exogenous variables.
- **Energy** [33]: This dataset from the UCI repository consists of 25 exogenous variables recorded every 10 minutes for 4.5 months. We choose the appliances energy consumption series as the target series.
- **Nasdaq100** [7]: In this public dataset, stock prices from 81 major corporations are selected as the exogenous variables recorded every minute, and the Nasdaq100 index value is used as the target.
- **Electricity** [34]: This is a public dataset for electricity consumption prediction of Homestead, US. The consumption is chosen as the target series sampled hourly, while the other 15 time series are exogenous variables containing weather features.

#### 4.2 Experimental Settings and Metrics

For all datasets, the time window size $T$ for input data is set to 20. The size of the hidden layer in our model and the IMV-tensor model is set by the number of neurons per variable from $\{5, 10, 15, 20, 25\}$. In the VAR model, the order of autoregression is set to the window size. For the XGB model, the
This method combines the exponential and mean absolute error:

\[
\text{Mean Absolute Error: } \frac{1}{p} \sum_{t=1}^{p} |\hat{y}_t - y_t|.
\]

4.3 Baselines

The methods we employ for our comparisons are:

VAR [35]: The popular Vector Autoregression model for multivariate time series forecasting.

XGB [36]: The ensemble-based method Extreme Gradient Boosting which is an application of boosting with regression trees.

ES-RNN [37]: This method combines the exponential smoothing and recurrent neural networks for time series forecasting.

Retain [23]: This model uses two types of attention generated with two RNNs for classification with reversed time inputs. We replace the output layer with a fully connected layer for multi-step prediction.

UA [14]: This model uses variational inference on the attention part to learn the model uncertainty based on Retain. We replace the output layer with a decoder layer to adapt it for multi-step prediction.

IMV-tensor [13]: It employs a tensorized LSTM to capture different dynamics in multivariate time series and mixture attention to model the generative process of the target series for the next value prediction.

TLSTM [20]: It uses higher-order moments and state transition functions in LSTM for long-term forecasting, using the encoder-decoder structure.

Latent-ODE [26]: It uses a variational autoencoder structure with reversed time inputs, with both encoder and decoder networks being RNNs.

4.4 Evaluation Results

4.4.1 Arbitrary-Step Prediction

As very few studies have focused on multivariate time series for arbitrary-step prediction through building continuous networks, we only evaluate the effectiveness of arbitrary-step prediction of the proposed model against the Latent-ODE. The aim is to forecast multiple future values that are not sampled in the original time series by setting continuous time intervals in the testing stage based on Eq. (10). The forecasting interval can be different between each neighboring predicted point, while fixed for standard multi-step prediction. To better demonstrate the arbitrary-step prediction quantitatively, we resample the dataset to half of its original size by taking twice the sampling gap. During training, the model only outputs three future values at discrete time points sharing the same sample gap as the input data, i.e., \( T + 1, T + 2, T + 3 \). In the testing stage, the model outputs two extra future values at continuous steps, e.g., \( T + 1.5 \) and \( T + 2.5 \), which are not involved with training. For instance, after resampling the energy dataset, we can forecast the values of the next ‘thirty-minute’ and ‘fifty-minute’ steps, when the data is sampled every twenty minutes.

Table 1 shows the forecasting errors of each predicted step for the arbitrary-step prediction task. The results show that ETN-ODE can significantly outperform Latent-ODE on RMSE and MAE metrics due to the adaptability of the TGRU and the tandem attention mechanism. In the Latent-ODE model, the function \( f \) in Eq. (10) is chosen to be a fully-connected network with two layers. Instead, for the ETN-ODE architecture we use a basic GRU network to model the incremental relationship between each neighboring time point. As discussed in section 3.4, the transformation of hidden states in the GRU leads to a proper ODE formulation which enhances the performance of arbitrary-step prediction.

| Dataset       | SML2010 | Energy | PM2.5 | Nasdaq100 | Electricity |
|---------------|---------|--------|-------|-----------|-------------|
|               | RMSE    | MAE    | RMSE  | MAE       | RMSE        | MAE         |
| Step1         | 0.099   | 0.079  | 76.552| 36.829    | 29.661      | 18.127      |
| Step1.5       | 0.097   | 0.077  | 81.948| 40.793    | 36.942      | 22.522      |
| ETN-ODE       | 0.106   | 0.082  | 80.259| 40.658    | 43.284      | 26.427      |
| Step2         | 0.118   | 0.089  | 84.237| 42.425    | 48.159      | 29.803      |
| Step2.5       | 0.139   | 0.105  | 82.531| 42.301    | 52.947      | 33.180      |
| Step1         | 0.647   | 0.557  | 84.134| 43.871    | 51.600      | 38.759      |
| Step1.5       | 0.681   | 0.588  | 87.206| 45.032    | 55.085      | 40.658      |
| Latent-ODE    | 0.718   | 0.621  | 85.532| 45.041    | 61.916      | 35.015      |
| Step2         | 0.757   | 0.653  | 88.748| 45.988    | 65.391      | 47.731      |
| Step2.5       | 0.799   | 0.685  | 86.993| 45.907    | 65.391      | 47.731      |

TABLE 1

Results of Arbitrary-Step Prediction, Where Lower Values Correspond to Better Performance
Step1.5 and Step2.5 achieve forecasting errors similar to the other three steps demonstrating the effectiveness of our model for arbitrary-step prediction. In Figs. 5 and 6, we further visualize the predicted values of the target series for ‘Step1.5’ and ‘Step2.5’ on SML2010 and Electricity datasets. The red dashed line describes the predicted values of ETN-ODE which captures the period information perfectly and fits much better to the target series than Latent-ODE, as shown in both figures. Also, ETN-ODE performs much better than Latent-ODE on Electricity which has a faster fluctuation rate, and this result indicates that our model can handle datasets with different volatility. Additionally, it is noted that on Energy both models lead to relatively larger errors which can be partially explained by the dataset’s complex properties and noise. Nonetheless, ETN-ODE still attains better performance than Latent-ODE.

In Fig. 7, we can visualize the variable attention for arbitrary-step prediction and qualitatively analyze the meaningfulness and effectiveness of the variable contribution in the tandem attention module. The variable contribution values converge during the training and are determined at the end of the procedure. Variables with higher ranking contribute more to the target series. For the SML2010 dataset in Fig. 7a, the variable ‘Sun dusk’ has the most contribution to the prediction during the training stage, indicating that the room temperature will rise when the sun is shining brightly. For the Electricity dataset in Fig. 7b, the variables ‘wind’, ‘temperature’, and ‘cloud’ contribute more to the target series. When the temperature is very high or low, the power consumption will increase, which is consistent with actual situations. These results show that the variable attention can allocate appropriate contributions when evaluated on the arbitrary-step prediction.

4.4.2 Standard Multi-Step Prediction

We evaluate the different methods on five standard multi-step prediction tasks through forecasting the next 1, 2, 5, 8, and 10 future values of the target series. Tables 2, 3, 4, 5, and 6 present the RMSE and MAE errors for all methods on...
the five datasets (best performances are shown boldfaced and second-best underlined). The results of the proposed ETN-ODE are listed in the bottom row of each table section for each evaluation metric. It can be observed that ETN-ODE achieves either the best or the second-best performance on all the tasks with respect to RMSE and MAE on SML2010, PM2.5, Electricity, and Energy datasets, and competitive results on the Nasdaq100 dataset.

In particular, ETN-ODE achieves significant improvements on SML2010 and Electricity over the multivariate forecasting model IMV-tensor, generating on average an 18.65% and 5.19% decrease in RMSE and 19.63% and 6.57% decrease in MAE on the two datasets, respectively. Also, the proposed method shows better performance on all datasets compared to the ensemble-based XGB model and is comparable to the deep learning methods.

Compared to the non-deep learning VAR, ETN-ODE achieves better performance except for the Nasdaq100 dataset. Similarly, the deep learning methods Retain, UA, and ES-RNN perform better than ETN-ODE on the Nasdaq100 dataset. A possible reason is that there are 81 exogenous variables in Nasdaq100, which contain much redundant information. It appears that most of the exogenous variables are not very correlated and have limited effect on prediction, which could also be observed from the visualization of the variable contributions in Fig. 9e. Our method allocates different importance to each individual exogenous variable and when in this dataset the index price mainly depends on historical data of itself, some uncorrelated exogenous variables may cause negative effects.

Moreover, ETN-ODE outperforms ES-RNN on the PM2.5 dataset for all five standard multi-step prediction tasks.
while ES-RNN performs better on the Nasdaq100 dataset. ETN-ODE and ES-RNN achieve similar results on other datasets while the former takes advantage of long-range forecasting. For Nasdaq100, ES-RNN only takes the historical data of the index price as input with less redundant information which seems to perform well on this low-frequency data. For long-term period prediction, ETN-ODE has the advantage of modeling the long-range dependencies through full use of the exogenous variables. Allocating different degrees of importance to these variables provides extra information for long-rang predictions when only considering the historical data of the target series. Importantly, our proposed continuous-time model can forecast future values at arbitrary time points and provide interpretability for the exogenous variables.

ETN-ODE outperforms significantly the Latent-ODE which is another continuous-time model. The hidden states of the latter are generated with a basic RNN which bears limitations in providing appropriate mappings to the ODE network when processing multivariate time series. This corroborates the design choice of ETN-ODE having a TGRU layer to produce informative hidden states that represent different dynamics specific to each input feature. Moreover, the tandem attention layer helps to allocate different contributions to the predictions enhancing thus the predictive ability.

Table 7 summarizes the main results from the above experimental comparison. Overall, it can be seen that while ETN-ODE is designed mainly for continuous predictions, it can also demonstrate outstanding performance on standard

### TABLE 4

| Dataset          | Metric | Method       | M=1    | M=2    | M=5    | M=8    | M=10   |
|------------------|--------|--------------|--------|--------|--------|--------|--------|
|                  |        |              | 4.091  | 6.767  | 23.044 | 69.575 | 0.076  |
|                  |        |              | 3.043  | 2.422  | 1.373  | 0.977  | 0.042  |

**TABLE 5**

| Dataset          | Metric | Method       | M=1    | M=2    | M=5    | M=8    | M=10   |
|------------------|--------|--------------|--------|--------|--------|--------|--------|
|                  |        |              |        |        |        |        |        |
multi-step time series prediction. This advantage stems from its better representation capabilities through the parameterization of the latent state derivatives.

4.4.3 Ablation Study

We select the following four ablation study variants to demonstrate the effectiveness of our model components:

- **TLSTM-ODE**: Replace the TGRU with tensorized LSTM in the ETN-ODE framework.
- **w/oODE**: Remove the ODE network component such that the model is no longer a continuous network. We then use a fully connected layer to output the predictions.
- **w/oATT**: Remove the tandem attention layer and use mean pooling operated on the hidden states produced by the TGRU layer to generate the context vector \( C_T \).
- **ODE-va**: Extract the variable attention \( \beta \) in the tandem attention layer and obtain the prediction with a weighted sum of the variable attention \( \beta \) and the latent states \( z \).

Selecting as a case study the task of forecasting 5 future values in standard multi-step prediction, we present our ablation study results through Fig. 8. In general, with all its necessary components ETN-ODE achieves the best performance consistently on the five datasets and on both metrics, whereas removing components decreases performance. The difference between each model variant is not apparent for the Energy and PM2.5 datasets. The similar behavior is possibly caused by the target series of the two datasets containing a lot of high-frequency information where the time series contain steep variations over short time steps. This leads to a difficulty in networks learning the underlying high-frequency dynamical behavior, and the capability of the ODE network cannot be fully utilized. However, for the other datasets, it is not straightforward to establish whether each component is relevant to the model. Some notable observations to be highlighted here are:

- Without the ODE module, the model cannot output future values at arbitrary time points. Additionally, it is efficient to model the gradient of the latent states in order to improve performance.
- The TGRU appears more useful in attaining higher performance than the tensorized LSTM. We attribute this to its better representation capabilities through the parameterization of the latent state derivatives.

| Method | #best results of total tasks | #2nd best results of total tasks | #best results (M=8,10) for long-range forecasting | #2nd best results (M=8,10) for long-range forecasting | #best results of total tasks | capable of arbitrary-step prediction |
|--------|------------------------------|---------------------------------|-----------------------------------------------|-----------------------------------------------|-----------------------------|----------------------------------|
| ETN-ODE | 20                           | 20                              | 4                                             | 4                                             | 50                          | ✓                               |
| ES-RNN  | 31                           | 7                               | 9                                             | 5                                             | -                           | ×                               |
| IMV-tensor | 0                     | 12                              | 0                                             | 6                                             | -                           | ×                               |
| VAR     | 0                            | 8                               | 0                                             | 4                                             | -                           | ×                               |
| Retain  | 0                            | 2                               | 0                                             | 0                                             | -                           | ×                               |
| Latent-ODE | 0                     | 0                               | 0                                             | 0                                             | 0                           | ✓                               |

### TABLE 6

| Dataset | Metric | Method | Energy |
|---------|--------|--------|--------|
|         |        |        | MAE    |
|         |        |        | RMSE   |
| VAR     | M=1    | 62.850±0.242 | 20.510±0.977 |
| XGB     | M=2    | 70.328±0.063 | 24.865±1.097 |
| ES-RNN  | M=5    | 77.706±0.066 | 28.760±1.403 |
| TLSTM   | M=8    | 80.795±0.143 | 32.588±1.705 |
| Latent-ODE | M=10 | 81.789±0.176 | 36.221±2.045 |
| MAE     | M=1    | 31.598±0.418 | 14.384±0.973 |
| XGB     | M=2    | 34.325±0.878 | 18.030±1.345 |
| ES-RNN  | M=5    | 37.420±1.807 | 20.365±1.877 |
| TLSTM   | M=8    | 41.519±0.695 | 24.865±1.097 |
| Latent-ODE | M=10 | 45.848±0.902 | 28.760±1.403 |

### TABLE 7

Summary of Comparisons on the Number of Best and Second Best Results for Several Comparative Methods (The Number of Total Tasks is 50 for Both Standard Multi-Step and Arbitrary-Step Prediction)
this superiority to its fewer parameters, leading to faster convergence and better performance.

- The attention component substantially affects the prediction performance which is critical in ETN-ODE. The employed tandem attention mechanism can lead to interpretability which will be visualized in the next section.
- Compared with the ODE-va, the way of sampling the context vector $C_T$ as described in Section 3, also affects the performance. Generating $C_T$ with both $\alpha$ and $\beta$ in the tandem attention layer can achieve better performance, and this provides a better input to the ODE network. Adding variable attention $\beta$ after the ODE network hardly affects the model performance while modeling the gradient of the latent states.

4.4.4 Visualization of the Explanation for Exogenous Variables

With the tandem attention mechanism of ETN-ODE, both the variable and temporal contributions can be visualized and these offer insight in the interpretability of the model. The variable contributions can explain the importance of each exogenous variable shown in Fig. 9 which demonstrate the effectiveness of the attention mechanism where variables with higher ranking contribute more to the prediction during training. Similar to Fig. 7, the variable contributions converge during the training and are determined at the end of training. Specifically, in Fig. 9a, for the SML2010 dataset, the dining room temperature and carbon dioxide content have the most significant impact to the predictions. The temperature rises when people cook in the kitchen. In Fig. 9b, for the PM2.5 dataset, we can observe that variables ‘Rain’, ‘Wind speed’ and ‘Autoregressive’ have high contributions, while the variable ‘Temperature’ has the lowest contribution. Strong winds can bring dry and fresh air, while rain can settle air pollutants. As shown in Fig. 9c for the Electricity dataset, variables ‘DewPoint’, ‘winddirDegree’, and ‘Pressure’ contribute more to the predictions. Indeed, a decrease in the dew point and an increase in the pressure are usually
accompanied by the arrival of the northerly wind, which can influence the electricity consumption. In Fig. 9e, variables ‘DewPoint’, ‘Visibility’, and ‘T_7’ are the three most important variables contributing to the prediction. Variable ‘T_7’ represents the temperature in ironing room, where iron is a high energy consumption appliance. Variables ‘DewPoint’ and ‘Visibility’ influence the weather conditions that are more related to appliance energy consumption. The three variables are highly correlated with the target series consistent with actual situations. In Fig. 9e, the index price itself, variable ‘STX’ and variable ‘JD’ contribute most to the index price movements.

The contribution visualization of Fig. 9 slightly differs from the results of Fig. 7 due to the different input sampling rates between arbitrary-step and standard multi-step prediction, which leads to a change in the data frequency that reduces the frequency of effective information. As such, the network learns different behavior leading to a difference between the two experiments. Variables contribute more to the target series with high-frequency data but may contribute less with low-frequency data. The tandem attention layer can also explain the variable contributions in arbitrary-step prediction. The variable attention has a high fluctuation on Nasdaq100 and a low fluctuation on Energy during training, as shown in Figs. 9e and 9d. For Nasdaq100, after epoch 20, the variable contributions begin to take effect on the predictions, indicating that the tandem attention layer works sufficiently well.

In Figs. 10, 11, 12, 13, and 14, we demonstrate the temporal attention values at the end of training for the five datasets on short/long-term forecasting periods (K = 1 or 10), where lighter colors indicate that the corresponding data contributes more to the predictions. Specifically, the short history of the variables ‘Autoregressive’ and ‘Temp.outdoor’ contributes more to the short-term forecasting period while lighting and sun irradiance influence more the long-term forecasting period on SML2010 in Fig. 10. We can also observe that the temporal attention tends to allocate more weight to the long-historical data of the long-term forecasting period task. On PM2.5 in Fig. 11, the variables ‘Rain’ and ‘Autoregressive’ have higher contribution to the short-term forecasting period with their short historical information, while on the long-term forecasting period the variable ‘Snow’ has a relatively higher contribution with its long

Fig. 10. Temporal contribution on SML2010 for short/long-term forecasting (K = 1 or 10) at the end of training.

Fig. 11. Temporal contribution on PM2.5 for short/long-term forecasting (K = 1 or 10) at the end of training.

Fig. 12. Temporal contribution on Electricity for short/long-term forecasting (K = 1 or 10) at the end of training.

Fig. 13. Temporal contribution on Energy for short/long-term forecasting (K = 1 or 10) at the end of training.

Fig. 14. Temporal contribution on Nasdaq100 for short/long-term forecasting (K = 1 or 10) at the end of training.
historical information. For the Electricity dataset in Fig. 12, ‘windspeed’ contributes more with its short historical information while the variable ‘winddirDegree’ has little influence with its short historical information in the long-term forecasting period. For Energy and Nasdaq100, similar results can be seen in Figs. 13 and 14, where the temporal attention allocates different temporal contributions on different forecasting period tasks and tends to allocate more weights to the long-historical data of the long-term tasks.

4.4.5 Parameter Sensitivity

Finally, we study the parameter sensitivity of ETN-ODE with respect to the noise standard deviation in $\text{Loss}_{\text{std}}$, the hidden dimension per variable in the TGRU layer, and the loss function penalty, with results presented in Fig. 15. We scale the RMSE error for better visualization on task $K = 5$. For SML2010, the model performance declines only when noise is greater than 0.05. For Electricity, the RMSE error declines notably when the noise is greater than 0.1. For Nasdaq100, prediction is relatively sensitive to the hyperparameters mainly due to the large number of input features. For Energy and PM2.5 these parameters have a limited influence on model performance. Overall, our model does not show noteworthy sensitivity to hyperparameters.

5 Conclusion & Future Work

In this work, we propose the explainable continuous framework ETN-ODE for arbitrary-step prediction with multiple variables which can output arbitrary predicted values via utilizing an ODE network. We design a TGRU model to process the multivariate time series representing different dynamics of individual input features with fewer parameters to be learned in the network. A tandem attention mechanism is also proposed to generate more adaptive inputs to the ODE network, providing interpretability by visualizing the temporal and variable contributions. Various experiments on arbitrary-step prediction and standard multi-step prediction on multiple real-world datasets demonstrate the effectiveness of our model.

Future work will include modification of this continuous model for time series sampled at random times. For instance, in medical data analysis data on patient visits are typically sampled irregularly and are recorded at different times without all health indicators being fully registered every time. Consequently, a suitable architecture could be one with an ODE module equipped with encoding and decoding adapting to the random input length and arbitrary future values. Another useful scenario would be to deal with missing values. A continuous model could interpolate the dataset and predict the future values at other time instants based on relationships between input and target series given partial observations at certain fixed times. Moreover, adding an attention mechanism internally within the ODE solver would be a promising mechanism for improving further model performance and enhancing interpretability.
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