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Abstract—We consider an extension of the Rescorla-Wagner model which bridges the gap between conditioning and learning on a neural-cognitive, individual psychological level, and the social population level. In this model, the interaction among individuals is captured by a Markov process. The resulting human-social behavior model is a recurrent iterated function systems which behaves differently from the classical Rescorla-Wagner model due to randomness. Convergence and ergodicity properties of the internal states of agents in the proposed model are studied.
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I. INTRODUCTION

Internal state of a human agent has significant effects on her decision making process. This state can be associated with a bias, an irrational or emotional disposition, and has an important evolutionary role affecting a decision that is presumably based on cognition or a calculation as a rational choice. Recent evidence supports an integrated view of cognition and emotion, the neurological basis which are high connectivity areas of the brain (hubs) [20]. In other words, any decision made by a human agent integrates rational (cognitive) and irrational (emotional) components (or dispositions) on a neurological level [14]. Thus, the impact of emotions (or bias) needs to be somehow accounted for in any decision of a human agent.

Recently, Epstein [8] used the Rescorla-Wagner model, see e.g., [5], [19], [21], [25], to study social behavior. The central concept in the work of [8] is the notion of emotional disposition that is based on conditioning. Epstein models the decisions and actions of agents as a dynamic process in space and time, where decisions to act are bimodal, i.e., an agents either acts or does not act. The trigger for action is surpassing a specified threshold by the combined emotional and rational dispositions which change in time. The most interesting aspect of Epstein’s generic study was to show how important the mutual interactions between agents are for social behavior. Interactions between agents has in fact been the prime focus in studies of opinion formation and consensus in social networks, e.g., [6], [28], [9], [11], [10], [18] where agents are perceived as essentially rational.

In Epstein’s model, the interaction topology between agents is time-invariant. However, social studies suggest that the inter-personal interaction topology among agents in a social network is time-varying and possibly random. For example, the author in [26] proposed a social network model, with continuous-time Markovian interaction networks, which is verified by experimental data. The interested reader is referred to [22], [4], [23] and references within for more details on the time-varying interaction topologies in social networks. Motivated by this observation, the current manuscript proposes a generalization of the Rescorla-Wagner wherein the interaction topology among agents is governed by a Markov chain, namely Markovian random graphs. In this model, the state of the each agent is updated based on the current state, the states from the neighbors, and the external stimuli. It is shown that this model contains many well-known social network models, e.g., Friedkin-Johnsen model [11] and opinion dynamics [28], as special examples.

For the proposed model, which is a stochastic process, we then prove the convergence of it. More precisely, we distinguish the convergence for the forward and backward process, respectively. Furthermore, to study the steady-state of the behavior of the process, an ergodic property is obtained. Comparing to [2], which is closely related to our model, we extend the ergodicity of the process from bounded functions on the Euclidean space to unbounded ones. In an early study [27] of the proposed model in this paper, the mean square stability was proved.

A. Paper outline and notations

The structure of the paper is as follows. In Section II we introduce some terminologies and notations. In Section III a human-social behavior model is proposed based on the Rescorla-Wagner model. Then the convergence and ergodicity of the proposed model are considered in Section IV-A and Section IV-B respectively. Discussion and conclusion are given in Section V.

Notations. The notations used in this paper is fairly standard. With $\mathbb{R}_{-}$, $\mathbb{R}_{+}$, $\mathbb{R}_{\geq 0}$ and $\mathbb{R}_{\leq 0}$ we denote the sets of negative, positive, non-negative, non-positive real numbers, respectively. $\mathbb{I}_{n}$ is the $n$-dimensional vector containing only ones. We omit the subscript when there is no confusion. $\delta_{ij}$ denotes the Kronecker delta. $\mathbb{E}$ is the expectation. For any set $A$, the product space $\times_{i \in \mathbb{N}} \Omega_{i}$ with $\Omega_{i} = A$ is denoted as $A^{\mathbb{N}}$. For any matrix $M$, the induced norm of $M$ is denoted as $\|M\|$. 
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II. PRELIMINARIES

Given a square matrix $A = (a_{ij})_{i,j=1}^n$, let $\rho(A)$ be its spectral radius. The matrix $A$ is Schur stable if $\rho(A) < 1$. The matrix is row stochastic if $a_{ij} \geq 0$ and $\sum_{j=1}^n a_{ij} = 1, \forall i$. The terminologies about Markov chains are kept consistent with [17].

A. Markov processes with unique stationary distribution

The definitions for ergodicity is consistent with [16]. Let $I = \mathbb{N}_0$, a stochastic process $X = (X_t)_{t \in I}$ is called first-order stationary if

$$\mathcal{L}([X_{t+s})_{t \in I}] = \mathcal{L}([X_t)_{t \in I}], \forall s \in I$$

where $\mathcal{L}[Y]$ is the distribution of the random variable $Y$.

Let $X = (X_n)_{n \in \mathbb{N}_0}$ be a stochastic process with values in a Polish space $E$. Without loss of generality, we assume that $X$ is the canonical process on the probability space $(\Omega, \mathcal{A}, \mathbb{P}) = (E^{\mathbb{N}_0}, \mathcal{B}(E)^{\otimes \mathbb{N}_0}, \mathbb{P})$. Define the shift operator

$$\tau : \Omega \rightarrow \Omega, \omega_n \mapsto (\omega_{n+1})_{n \in \mathbb{N}_0}.$$  

An event $A \in \mathcal{A}$ is called invariant if $\tau^{-1}(A) = A$. Denote the $\sigma$–algebra of invariant events by

$$\mathcal{I} = \{ A \in \mathcal{A} \mid \tau^{-1}(A) = A \}.$$

A $\sigma$–algebra $\mathcal{I}$ is called $\mathcal{P}$–trivial if $\mathcal{P}[A] \in \{0, 1\}$ for every $A \in \mathcal{I}$. The map $\tau$ is called measure preserving if

$$\mathcal{P}[\tau^{-1}(A)] = \mathcal{P}[A], \forall A \in \mathcal{A}.$$

In this case, $(\Omega, \mathcal{A}, \mathbb{P}, \tau)$ is called a measure preserving dynamical system. If $\tau$ is measure preserving and $\mathcal{I}$ is $\mathcal{P}$–trivial, then $(\Omega, \mathcal{A}, \mathbb{P}, \tau)$ is called ergodic. Denote $X_n(\omega) = X_n(\tau^n(\omega))$, where $X_0 : \omega \rightarrow E$ is the initial distribution. $X$ is stationary if and only if $(\Omega, \mathcal{A}, \mathbb{P}, \tau)$ is a measure preserving dynamical system. The stochastic process $X$ is called ergodic if $(\Omega, \mathcal{A}, \mathbb{P}, \tau)$ is ergodic, where $\tau$ is the shift operator.

Theorem 1 (Individual ergodic theorem, Birkhoff (1931)). Suppose that $\tau$ is measure-preserving on $(\Omega, \mathcal{A}, \mathbb{P})$ and that $X_0$ is measurable and integrable. Then

$$\lim_{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} X_k = \mathbb{E}[X_0 \mid \mathcal{I}]$$

with probability 1. If $\tau$ is ergodic, $\lim_{n \rightarrow \infty} \frac{1}{n} \sum_{k=0}^{n-1} X_k = \mathbb{E}[X_0]$ with probability 1.

III. HUMAN-SOCIAL BEHAVIOR MODEL BASED ON NEURAL COGNITION

In this section, we first explain the Rescorla-Wagner model. Then, an extension of this model is introduced in which the interaction topology between agents is derived by a Markov process.

A. Rescorla-Wagner Model

One of the most well-known models in Pavlovian theory of reinforcement learning, called Rescorla-Wagner model, was proposed in [21]. In the classic Rescorla-Wagner model, the conditional stimulus has an associative value $x \in \mathbb{R}$, supposed to be proportional to the amplitude of the conditional response or to the proportion of conditional response triggered by the conditional stimulus. A typical Pavlovian conditioning session is a succession of several trials. Each trial is composed of the presentation of the conditional stimulus followed by the presentation of the unconditional stimulus. On each trial $k$, the associative value of the conditional stimulus are updated according to the following equation

$$x(k+1) = x(k) + \alpha \left( r(k) - x(k) \right),$$

where $r(k) \in \mathbb{R}$ is the intensity of the unconditional stimulus on that trial, $\alpha$ is the learning parameter, and $x(k) \in \mathbb{R}$ is the associative strength between the conditional stimulus and the unconditional stimulus. Applications of the Rescorla-Wagner model in machine learning, especially Q-Learning, can be found in e.g., [13], where $r(t)$ is the reward which can be modeled as a Markov chain.

In more general Rescorla-Wagner models, more conditional stimulus can be incorporated. Each conditional stimulus has an associative value $x_i$, which is the associative strength of the $i$th conditional stimulus and the unconditional stimulus, namely some degree to which the conditional stimulus alone elicits the unconditional response. The associative value of all the conditional stimuluses are updated according to the following equation

$$x_i(k+1) = x_i(k) + \alpha \left( r(k) - \sum_{j=1}^n W_{ij} x_j(k) \right),$$

where $n$ is the number of conditional stimulus on that trial, $W_{ij} = \frac{1}{n}$ for all $i$ and $j$, $\alpha^i$ is the learning rate of $i$th conditional stimulus. Rescorla-Wagner model is especially successful in explaining the blocking phenomenon in Pavlovian conditioning with experimental supports [25].

The Rescorla-Wagner model has been applied to various levels of human behavior that typically involve emotions and conditioning. A study of human-social behavior that based on Rescorla-Wagner model, which was presented in [8], establish the connection between neural cognition and human behavior in social networks.

Consider a society composed by $n$ agents denoted $S := \{1, \ldots, n\}$. One methodology in [8] of describing human behavior is proposed by separating the human psychology into irrational, rational and social parts. The irrational component evolves according the Rescorla-Wagner model with $W_{ij} = \delta_{ij}$. Here $x_i(k)$ is the irrational component of $i$th agent state, which can be a belief or an opinion depends on the consider scenario, $r(k) \in \{0, 1\}$ is a random binary
variable, which takes value one for emotion acquisition, and zero for emotion extinction. Then in the model proposed by [8], human action depends on whether the summation of irrational and rational components of each agent and these of the related neighbors is larger than a given threshold. In what follows, we refer to $x_i(\cdot)$ as the internal state of agent $i$.

### B. Rescorla-Wagner Model With Markovian Topology

The generalized Rescorla-Wagner model with random time-varying topology is given by

$$x(k + 1) = B_{ik}x(k) + A(r(k) - W_{ik}x(k)),$$  \hspace{1cm} (4)

where $x(k)$ is the vector of the state of the agents, learning rate $A$ is a diagonal matrix satisfying $0 \leq A \leq I$, $r(k)$ and $i_k$ are Markov chains with finite states, and for each realization of $i_k$, $B_{ik}$ and $W_{ik}$ are row-stochastic matrices. The initial condition is set to be $x(0) = x_0 \in \mathbb{R}^n$. Here the matrices $B$ and $W$, corresponding to topologies, can incorporate the time-varying networks. Now we can write our model (4) into a compact form

$$x(k) = F_{ik}x(k - 1) + Ar(k)$$  \hspace{1cm} (5)

where $F_{ik} = B_{ik} - AW_{ik}$.

The model (5) include several established models as special cases, which can be seen by the following examples. First, we establish the resemblance of system (4) with Rescorla-Wagner model.

**Example 1.** It is straightforward to see that the system (4) is equivalent to Rescorla-Wagner model (3) by taking $B_{ik} = I$ and $W_{ik} = \frac{1}{n}n^\top$ for all $k$.

Next, the system (5) is equivalent to some social network model by specifying appropriate parameters.

**Example 2.** Friedkin-Johnsen model [11] captures the opinion dynamics with heterogeneity, i.e., agents can factor their initial opinions (or prejudices) into every iteration of opinion, as follows

$$x(k + 1) = \Lambda Wx(k) + (I - \Lambda)u, \quad x(0) = u.$$  \hspace{1cm} (6)

where $W$ is a row stochastic matrix, $\Lambda$ is a diagonal matrix satisfying $0 \leq \Lambda \leq I$, and $u$ is the initial opinion. It can be seen that, by setting $A = I - \Lambda$, $B = W$ and $r(k)$ being deterministic and identical for all $k$, system (6) includes (4) as a special case.

**Example 3.** Agreement and disagreement has been an important topic in the study of social networks, see e.g., [1], [7], [15], [24] and the references within. As an example, the model considered in [24] is a special case of the considered model. In fact, there are three events for the iterative update for agent $i$, namely attraction, neglect and repulsion, and each of these events can be formulated into (4) by choosing appropriate parameters. Furthermore, in [24], it is assumed that, at each step, one of these three events is chosen randomly accordingly to a given probability. This is a special case of Markov Chains.

In the following section, we shall study the convergence of the stochastic process $\{Z_k\}$.

### IV. Convergence and Ergodicity of Internal States in Markovian Rescorla-Wagner Model

In this section, we shall study the convergence and ergodicity property, in Section IV-A and Section IV-B respectively, of the model (5). We first introduce the following notations which will be used for the analysis.

Let $(\mathbb{R}^n, d)$ be a complete separable locally compact metric space. Let $i \in \mathcal{I} := \{1, 2, \ldots, N\}$ and $i_0, i_1, \ldots$ be a Markov chain in $\mathcal{I}$ with probability transition matrix $P = [p_{ij}]$. Denote the right-hand-side of the system (5) as $w_{ik} : \mathbb{R}^n \to \mathbb{R}^n$, i.e., $w_{ik}(x) = F_{ik}x + Ar(k)$, which is Lipschitz continuous with respect to $x$. Assume that the Markov chain $i_0, i_1, \ldots$ admits a unique stationary distribution. Consider a random walk given as

$$Z_k = w_{i_k}(Z_{k-1}) = w_{i_k}(\cdots w_{i_1}(Z_0) = F_{i_k} \cdots F_{i_1} Z_0 + Ar(k)$$

$$+ \sum_{\ell=2}^{k} F_{i_k} \cdots F_{i_\ell} Ar(\ell - 1)$$  \hspace{1cm} (7)

where $w_{i_k} \cdots w_{i_1}$ denotes the composition of the function sequence, $Z_0 : \Omega_c \to \mathbb{R}^n$ is a random variable on probability space $(\Omega_c, F_c, P_c)$ defined on $\mathbb{R}^n$. In this section, we focus on the convergence and ergodicity of the family of random variables $Z = (Z_t, t \in \mathbb{N}_0)$.

The Markov chain $\{i_k\}$ is defined on the probability space $(\Omega_d, F_d, P_d)$. The distribution (probability measure) of $i_k$ and $Z_k$ are $P_{i_k} = P_d \otimes P_{i_0}^{-1}$ and $P_{Z_k} = P_d \otimes Z_{i_0}^{-1}$, respectively. Now the family of random variables $Z = (Z_t, t \in \mathbb{N}_0)$ is a stochastic process on $((\Omega_d \times \Omega_c)^{\mathbb{N}_0}, (F_d \times F_c)^{\otimes \mathbb{N}_0})$ with value in $(\mathbb{R}^n, B(\mathbb{R}^n))$.

#### A. Convergence of forward and backward processes

In this subsection, we present some convergence results for the process (7). Notice that the process $\{Z_k\}$ given by (7) is not a Markov process, but $\tilde{Z}_k := (Z_k, i_k)$ is a Markov process with values in $\tilde{X} := \mathbb{R}^n \times \mathcal{I}$. In order to derive the convergence of the distribution of $\{Z_k\}$, one essential part of the techniques is related to the associated backward process $\tilde{Z}_k$, i.e.,

$$\tilde{Z}_k = w_{i_k} \cdots w_{i_1} Z_0$$

$$= F_{i_k} \cdots F_{i_1} Z_0 + Ar(1)$$

$$+ \sum_{\ell=1}^{k-1} F_{i_k} \cdots F_{i_\ell} Ar(\ell + 1).$$  \hspace{1cm} (8)

(9)

(10)
Let \((m_i)\) be the unique stationary initial distribution for the Markov chain \(i_0, i_1, \ldots \) on \(\mathbb{Z}\), i.e.,
\[
\sum_{i=1}^{N} m_i p_{ij} = m_j, \quad j = 1, \ldots, N. \tag{11}
\]
Let the matrix \(Q = [q_{ij}] \in \mathbb{R}^{N \times N}\), given as
\[
q_{ij} = m_i \frac{p_{ij}}{m_i}, \tag{12}
\]
be the inverse transition probability matrix (see e.g., Theorem 1.9.1 in [17]), namely the probability that \((1.9.1\) in \([17]\)), namely the probability that \((i_1, \ldots, i_k) = (j_1, \ldots, j_k)\) is
\[
\sum_{j(0)=1}^{N} m_j \prod_{j=1}^{k} p_{j_{k-1}j} = m_j q_{j_{k-1}j} \ldots q_{j_1j_1}. \tag{13}
\]
Denote the set \(\Omega = \{i = (i_0, i_1, \ldots)\} = \mathbb{N}_0\). Let \(P\) be the probability on \(\Omega\) for the forward chain \(P(i_0, i_1, \ldots, i_k) = m_{i_0} p_{i_0 i_1} \cdots p_{i_{k-1} i_k}\) and \(Q\) be the probability corresponding to the backward chain \(Q(i_0, i_1, \ldots, i_k) = m_{i_0} q_{i_0 i_1} \cdots q_{i_{k-1} i_k}\).

We first recall a result, presented in [2], which gives the convergence of the forward and backward process, respectively. Notice that the behaviors of forward and backward processes are very different in the sense that forward process converge in distribution while the backward process converges almost surely. Moreover, the convergence result for forward process is for the initial distribution \(v\) satisfying \(v(\mathbb{R}^n \times \{i\}) = P_{i_0}(\{i\}) = m_i, i = 1, \ldots, N\), i.e., the Markov chain \(\{i_k\}\) is initialized with stationary distribution, while \(Z_0\) is arbitrary. Recall that
\[
\mathbb{E}_{P}(\log \|F_{i_k} \cdots F_{i_1}\|) = \sum_{i_k} \prod_{i=1}^{k} m_i p_{i_{k-1} i_k} \cdots p_{i_0 i} \log \|F_{i_k} \cdots F_{i_1}\|. \tag{14}
\]
Lemma 2 (Theorem 2.1, [2]). If, for some \(k\),
\[
\mathbb{E}_{P}(\log \|F_{i_k} \cdots F_{i_1}\|) < 0, \tag{15}
\]
then
\[
(1) \text{ for } Q \text{ almost all } i, \text{ the backward process } \mathbb{X}_k = w_{i_1} \cdots w_{i_k} x_0 \text{ converges to a random variable, denoted as } Y(i), \text{ as } k \to \infty, \text{ which does not depend on } x_0.
\]
In other words, for given \(x_0\), the random variable \(\mathbb{X}_k : \Omega \to \mathbb{R}^n\) converges to a finite limit \(Q\)-almost surely.

Define the distribution of \((Y(i), i)\) on \(\hat{X}\) as \(\mathbb{Q}(i) = Q(i : Y(i), i) \in \hat{B}\), where \(\hat{B} \subset \hat{X}\) is a Borel set.

(2) then \(\hat{\mu}\) is the unique stationary initial distribution for the Markov process \((Z_k, i)_k\).

(3) for any probability measure on \(\hat{X}\), denoted as \(v\), satisfying \(v(\mathbb{R}^n \times \{i\}) = m_i, i = 1, \ldots, N\), then the random walk \(Z_k^v\), i.e., the Markov process with initial distribution \(v\), converges in distribution to \(\hat{\mu}\).

Furthermore, the random walk \(Z_k^v\) on \(\mathbb{R}^n\) converges in distribution to the measure \(\mu(B) = \hat{\mu}(B \times \mathbb{I})\).

The previous lemma shows that if the initial distribution corresponding to \(i_0\) is stationary, then \(Z_k^v\) converges to \(\mu\) in distribution. In the following result, we extend the result to arbitrary initial distribution \(\nu_0\) for both \(Z_0\) and \(i_0\). Here \(\nu_0(\mathbb{R}^n \times \{i\}) = \eta_0^i\). Denote the distribution of the Markov chain \(i_k\) with initial distribution \(\eta_0^i\) as \(\eta_k^i, i = 1, \ldots, N\). Based on the distribution \(\eta_k^i\) at time \(k\), we define a probability \(P_k\) on \(\Omega\) as \(P_k(i_0, \ldots, i_n) = \eta_0^i(p_{i_0 i_1} \cdots p_{i_{n-1} i_n})\). The process with initial distribution \(\nu_0\) is denoted as \(Z_k^\nu\). Here \(Z_k^\nu\) is a random variable \(\mathbb{R}^n \times \Omega \to \mathbb{R}^n \times \mathbb{I}\).

Proposition 3. Assume that \(m_i := \min_i m_i > 0\). Then under the same assumptions as in Lemma 2 and \(p_{ij} < 1\) for \(\forall i, j = 1, \ldots, N\), the random walk \(Z_k^\nu\) converges in distribution to \(\hat{\mu}\).

Proposition 3 implies that the distribution of the internal states converges to the stationary distribution, induced by the generalized model, regardless of the initial distribution of the Markov chain generating the interaction topologies.

Proof. Let \(\nu_0\) be the initial distribution and \(\nu_0^k\) be the distribution of \(Z_k^\nu\). Since \(i_k\) has the unique stationary distribution, we have that \(\eta_k^i \to m_i\) as \(k \to \infty\). Hence, for any \(\varepsilon > 0\), there exists \(M\) such that \(\|\eta_k^i - m_i\| < \varepsilon\) for any \(k > M\). For each \(j\) and \(k\), let the conditional distribution of \(Z_k\) given \(i_k = j\) to be denoted as
\[
\nu_k^j = \frac{\nu_0^k(B \times \{j\})}{\nu_0^k(\hat{X} \times \{j\})}. \tag{16}
\]
For all \(\tilde{f} \in C_b(\hat{X})\), continuous and bounded function \(\hat{X} \to \mathbb{R}\), we have
\[
\mathbb{E}[\tilde{f}(Z_k^\nu)] = \int_{\{i_0, \ldots, i_n\}} \int_{\hat{X} \times \mathbb{I}} \tilde{f}(w_{i_0} \cdots w_{i_n}, x, i_n) d\nu_0^k(x) dP_0^k(i) \\
= \int_{\{i_1, \ldots, i_n\}} \int_{\hat{X} \times \mathbb{I}} \tilde{f}(w_{i_0} \cdots w_{i_{n-1}}, x, i_n) d\nu_1^k(x) dP_1^k(i) \\
= \cdots \\
= \int_{\{i_{M}, \ldots, i_n\}} \int_{\hat{X} \times \mathbb{I}} \tilde{f}(w_{i_0} \cdots w_{i_{M-1}}, x, i_n) d\nu_M^k(x) dP_M^k(i) \\
+ B(0, \varepsilon K)
\]
where the last inclusion is based on the following derivations.
First, notice that
\[
\int_{i_1, \ldots, i_n} \int \tilde{f}(w_{i_n}, \ldots, w_{i_{M+1}}, x, i_n) d\nu^{M}_{i_1} (x) dP_{i_1} (i)
\]
\[= \sum_{i = 1}^{M+1} \left( \sum_{i_1, \ldots, i_n} \int \tilde{f}(w_{i_n}, \ldots, w_{i_{M+1}}, x, i_n) d\nu^{M}_{i_1} (x) \right) dP_{i_1} (i).
\]

Furthermore, since
\[
\sum_{i = 1}^{M+1} \left( \sum_{i_1, \ldots, i_n} \int \tilde{f}(w_{i_n}, \ldots, w_{i_{M+1}}, x, i_n) d\nu^{M}_{i_1} (x) \right) dP_{i_1} (i)
\]
\[= \sum_{i = 1}^{M+1} \left( \sum_{i_1, \ldots, i_n} \int \tilde{f}(w_{i_n}, \ldots, w_{i_{M+1}}, x, i_n) d\nu^{M}_{i_1} (x) \right) dP_{i_1} (i),
\]

Theorem 4. Consider the stochastic process \( \{ \tilde{X}_k \} \) initialized with arbitrary distribution \( \nu \) and the Markov chain \( \{ i_k \} \) initialized with stationary distribution \( \{ m_i \} \). If, for some \( k \),
\[\mathbb{E} \left( \log \| F_{i_k} \cdots F_{i_1} \| \right) < 0,
\]
then
\[\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} \tilde{X}_k = \mathbb{E} \left[ \tilde{X}_0 \right]
\]
almost surely, where \( \mu \) is given in Lemma [2].

Proof. Denote the initial distribution of the augmented state as \( \tilde{\nu} \). Denote \( (\Omega, A) = (\tilde{X}_0, \mathcal{B}(\tilde{X}) \otimes \mathcal{N}_0) \). Then \( \tilde{Z}_k = (\tilde{Z}_k^\mu)_{k \in \mathbb{N}_0} \) is a Markov process with value in \( \tilde{X} \). Define the shift operator
\[\tau : \Omega \to \Omega, \quad (\omega_n)_{n \in \mathbb{N}_0} \to (\omega_{n+1})_{n \in \mathbb{N}_0}.
\]
Then \( \tilde{Z}_k^\mu (\omega) = \tilde{Z}_k^\mu (x^k (\omega)) \).

First, by Lemma [2] and Corollary 12 in [12], we have that the operator \( \tau \) is ergodic. Then by Birkhoff’s Ergodic Theorem [16], we have
\[\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} \tilde{Z}_k = \mathbb{E} [\tilde{Z}_0],
\]
which implies that
\[\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} Z_k^\mu = \mathbb{E} [Z_0^\mu].
\]

Notice that
\[\| \frac{1}{n} \sum_{k=0}^{n-1} Z_k^\nu - \mathbb{E} [Z_0^\mu] \|_1 \leq \| \frac{1}{n} \sum_{k=0}^{n-1} (Z_k^\nu - Z_k^\mu) \|_1 + \frac{1}{n} \sum_{k=0}^{n-1} \| Z_k^\mu - \mathbb{E} [Z_0^\mu] \|_1.
\]

Moreover,
\[\| \frac{1}{n} \sum_{k=0}^{n-1} (Z_k^\nu - Z_k^\mu) \|_1 \leq \frac{1}{n} \sum_{k=0}^{n-1} \| Z_k^\nu - Z_k^\mu \|_1.
\]
and for any \( \varepsilon > 0 \)

\[
P_{\varepsilon} \left( \| Z_k^\varepsilon - Z_k^\mu \|_1 \geq \varepsilon^k \right) \\
\leq \frac{\mathbb{E}(\| Z_k^\varepsilon - Z_k^\mu \|_1)}{\varepsilon^k} \\
\leq \frac{\mathbb{E}(\| F_k \cdots F_1 \|) \mathbb{E}(\| (Z_0^\varepsilon - Z_0^\mu) \|_1)}{\varepsilon^k} \\
\leq \frac{\mathbb{E}(\| F_k \cdots F_1 \|) \mathbb{E}(\| (Z_0^\varepsilon - Z_0^\mu) \|_1)}{\varepsilon^k}
\]

(26) (27) (28) (29)

where the last inequality is implied by Hölder inequality. Since the Markov chain \( \{ i_k \} \) initialized with stationary distribution \((m_i)\), it is showed in [2] that condition (15) is equivalent to

\[
\lim_{n \to \infty} \frac{1}{n} \log \| F_{n_k} \cdots F_{1_k} \| = -\alpha, \ P - \text{almost surely},
\]

(30)

for \( P \) almost all \( i \). Hence \( n_0 \) can be chosen such that for any \( k \geq n_0 \) we have \( \| w_k \| = e^{-\frac{\alpha n}{2}} \). Then

\[
P_{\varepsilon} \left( \| Z_k^\varepsilon - Z_k^\mu \|_1 \geq \varepsilon^k \right) \\
\leq \frac{\mathbb{E}(\| Z_k^\varepsilon - Z_k^\mu \|_1)}{\varepsilon^k}
\]

(31) (32)

Then if \( \varepsilon \in (e^{-\frac{\alpha}{2}}, 1) \), then the Borel-Cantelli Lemma implies that with probability one \( \| Z_k^\varepsilon - Z_k^\mu \|_1 \leq \varepsilon^k \) for all but finitely many values of \( k \). Therefore, almost surely the sum \( \frac{1}{n} \sum_{k=0}^{n-1} \| Z_k^\varepsilon - Z_k^\mu \|_1 \) converges to zero as \( n \to \infty \). Hence the conclusion follows.

**Remark 1.** Compared to the result in Theorem 2.1 (iii) [2], where the ergodicity is proved for the process with bounded continuous function, i.e., \( \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} f(Z_k^\varepsilon) \) with bounded continuous \( f \), we extend the ergodicity property for identity function which is not bounded.

**Remark 2.** For the system (24), one sufficient condition which guarantees \( \mathbb{E}(\log \| F_{n_k} \cdots F_{1_k} \|) < 0 \) for some \( k \) is that \( F_i \) is Schur stable for any \( i \in \mathcal{I} \). Notice that the results in this section do not guarantee any boundedness of the states of system (7). In fact, there are examples satisfying \( A_i \) is Schur stable for any \( i \in \mathcal{I} \), but the states diverge to infinity with positive probability, see Example 3.17 in [3].

V. Conclusion

In this paper, we propose a human-social behavior model, which is based on the well-known Rescorla-Wagner model from neural-cognition and Markovian social networks. The proposed model contains the classical Rescorla-Wagner model and Friedkin-Johnsen model as special cases. Under a sufficient condition, different convergence behaviors for the forward process and backward process are discussed. For the steady-state behavior of the forward process, the ergodicity is proved under the same sufficient condition. Incorporation of the proposed model into human decision-making process within a social network is the direction of our future study.
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