2D LOCUS CONFIGURATIONS AND THE TRIGONOMETRIC CALOGERO–MOSER SYSTEM
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A central hyperplane arrangement in $\mathbb{C}^2$ with multiplicity is called a “locus configuration” if it satisfies a series of “locus equations” on each hyperplane. Following [4], we demonstrate that the first locus equation for each hyperplane corresponds to a force-balancing equation on a related interacting particle system on $\mathbb{C}^\times$: the charged trigonometric Calogero-Moser system. When the particles lie on $S^1 \subset \mathbb{C}^\times$, there is a unique equilibrium for this system. For certain classes of particle weight, this is enough to show that all the locus equations are satisfied, producing explicit examples of real locus configurations. This in turn produces new examples of Schrödinger operators with Baker–Akhiezer functions.
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1. Introduction

1.1. Locus equations and configurations

Let $\mathcal{A}$ be a central hyperplane arrangement in $\mathbb{C}^r$ with a positive integer multiplicity $m_i$ assigned to every hyperplane $H_i$. Define the potential $u(x)$ on $\mathbb{C}^r$

$$u(x) := \sum_i m_i(m_i + 1)(\alpha_i, \alpha_i)\langle \alpha_i, x \rangle^2$$

where for all $i$, $\alpha_i$ is a normal vector to $H_i$. In [4], Chalykh, Feigin and Veselov investigate the associated Schrödinger operator $L := \Delta - u(x)$ (where $\Delta$ is the Laplacian on $\mathbb{C}^r$); specifically, the question of when $L$ has a Baker–Akhiezer function (BA function).

Chalykh, Feigin and Veselov show that such a $u(x)$ has a Baker–Akhiezer function if and only if $\mathcal{A}$ satisfies a series of equations called the locus equations; in such a case, $\mathcal{A}$ is called a locus configuration. In this paper, we focus on the geometry of $\mathcal{A}$ and locus configurations, rather than on the BA function $\psi$ and the operator $L$.

*Here, brackets denote the natural $\mathbb{C}$-linear inner product on $\mathbb{C}^r$. 
We consider a subset of the locus equations, called the first-locus equations (so-called because it contains only the first equation in each series); an arrangement satisfying them will be called a first-locus configuration. The significance of this concept is that it can be shown to be equivalent to an interacting particle system being in equilibrium.

1.2. The charged trigonometric Calogero–Moser system

The charged trig. Calogero–Moser system describes a collection of \( n \) particles with position \((\theta_1, \theta_2, \ldots, \theta_n)\) and "charges" \((q_1, q_2, \ldots, q_n)\) with interaction potential given by:

\[
\sum_{1 \leq i, j \leq n, i \neq j} \frac{q_i q_j}{\sin^2 \left( \frac{\theta_j - \theta_i}{2} \right)}
\]

This describes \( n \) charged particles on the circle repelling each other proportional to the inverse cube of their separation.

Given a central arrangement \( \mathcal{A} \) in \( \mathbb{C}^2 \) with multiplicity, a corresponding ensemble of charged particles \( E(\mathcal{A}) \) can be constructed (see Sec. 4).

**Theorem 4.1.** The arrangement \( \mathcal{A} \) is a first-locus configuration if and only if the ensemble \( E(\mathcal{A}) \) is in equilibrium for the charged trig. CM system.

This perspective of the locus equations was known to Chalykh, Feigin and Veselov in [4]; it is used in the proof of Theorem 4.5, and in the choice of the name “locus configuration”. However, this fact deserves to be said explicitly.

As a consequence of this physical perspective, an existence and uniqueness theorem can be proven for real arrangements \( \mathcal{A} \) which satisfy the first-locus equations. From this, it follows that such configurations with symmetry in the set of multiplicities must possess corresponding reflection symmetries. These symmetries, together with the first-locus equations, are enough to produce arrangements \( \mathcal{A} \) which satisfy all of the locus equations.

**Theorem 6.4.** Let \( m = (m_1, m_2, \ldots, m_n) \) be a list of positive integers, such that for every \( i \) such that \( m_i > 1 \), and for all \( j \), \( m_{i+j} = m_{i-j} \) (indices are mod \( n \)). Then there exists a real 2D locus configuration \( \mathcal{A}_m \) with cyclically ordered multiplicities \( m \), which is unique up to rotation of \( \mathcal{A}_m \).

2. Hyperplane Arrangements and Locus Configurations

Let \( \mathcal{A} \) be a central hyperplane arrangement in \( \mathbb{C}^r \) consisting of hyperplanes \( H_i \), together with multiplicities \( m_i \in \mathbb{N} \) for every \( H_i \). For each hyperplane \( H_i \), choose a normal vector \( \alpha_i \). Then, define the function

\[
u(x) := \sum \frac{m_i (m_i + 1)(\alpha_i, x)}{(\alpha_i, x)^2}
\]

Note that rescaling any of the \( \alpha_i \) by a nonzero constant fixes \( \nu \), and so \( \nu \) is independent of the choice of \( \alpha_i \).

\(^5\)Throughout, we assume that the the arrangement \( \mathcal{A} \) contains no degenerate hyperplanes; that is, that \( g_i, (\alpha_i, \alpha_i) \neq 0 \).
The arrangement $\mathcal{A}$ is called a **locus configuration** if, for each hyperplane $H_i$ and each integer $k \in 1, 2, \ldots, m_i$, the function
\[
\sum_{j, j \neq i} \frac{m_j (m_j + 1) \langle \alpha_j, \alpha_j \rangle \langle \alpha_j, \alpha_i \rangle^{2k-1}}{\langle \alpha_j, x \rangle^{2k+1}} = 0
\]
for all $x$ in the hyperplane $H_i$; the above equation is called the $k$th **locus equation** at $H_i$.

Again, this property is intrinsic to the arrangement and not the scaling of $\alpha$.

The significance of locus configurations comes from the following theorem.

**Theorem 2.1 ([4, Theorem 3.1]).** Let $\mathcal{A}$ and $u(x)$ be as above. Then the operator $L = \Delta - u(x)$ has a Baker–Akhiezer function if and only if $\mathcal{A}$ is a locus configuration.

One-dimensional Baker–Akhiezer functions were introduced by Krichever in [7], and generalized to multiple dimensions in [4]. BA functions have applications to the bispectral problem, Darboux factorization and the study of Huygens’ principle (see [1–3, 5, 8]). However, this paper will neither define nor use the BA function produced by the theorem; we will instead focus on constructing locus configurations.

Locus configurations in $\mathbb{C}^2$ are of elementary interest, because all locus configurations are assembled out of two-dimensional ones.

**Theorem 2.2 ([4, Theorem 4.1]).** An arrangement $\mathcal{A}$ is a locus configuration if and only if the restriction of $\mathcal{A}$ to any two-dimensional subsystem is a locus configuration. That is, for any two plane $\pi \subset \mathbb{C}^2$, the vectors $\alpha_i \in \mathcal{A} \cap \pi$ with their multiplicities $m_i$ must satisfy the locus equations.

### 3. Symmetry and First–Locus Configurations

The first examples of locus configurations are **Coxeter arrangements**, which are arrangements $\mathcal{A}$ such that for any hyperplane $H \in \mathcal{A}$, the reflection across $H$ leaves $\mathcal{A}$ invariant. That these are locus configurations is a consequence of the following lemma.

**Lemma 3.1.** Let $\mathcal{A}$ be an arrangement, and $H_i$ a hyperplane in $\mathcal{A}$. If reflection across $H_i$ leaves $\mathcal{A}$ invariant, then all the locus equations at $H_i$ are satisfied.

**Proof.** Let $R_i$ denote the reflection across $H_i$. Then for any other $H_j, j \neq i$, consider the terms in the $k$th locus equation at $H_i$ corresponding to $H_j$ and $R_i H_j$.

\[
\frac{m_j (m_j + 1) \langle \alpha_j, \alpha_i \rangle \langle \alpha_j, \alpha_j \rangle^{2k-1}}{\langle \alpha_j, x \rangle^{2k+1}} + \frac{m_j (m_j + 1) \langle R_i \alpha_j, R_i \alpha_i \rangle \langle R_i \alpha_j, \alpha_j \rangle^{2k-1}}{\langle R_i \alpha_j, x \rangle^{2k+1}}
\]

Since reflection is an isometry, $\langle R_i \alpha_j, R_i \alpha_i \rangle = \langle \alpha_j, \alpha_i \rangle$. Furthermore, since $x \in H_i$, $\langle R_i \alpha_j, x \rangle = \langle \alpha_j, x \rangle$. Finally, $\langle R_i \alpha_j, \alpha_j \rangle = -\langle \alpha_j, \alpha_j \rangle$, and so the two terms in the $k$th locus equation corresponding to $H_i$ and $R_i H_j$ cancel out. Since all the terms can be paired up in this manner, the total sum is zero.

Chalykh, Feigin and Veselov show that for any locus configuration $\mathcal{A}$, any hyperplanes of so-called “large multiplicity” must have the property that reflection across them leaves $\mathcal{A}$

\[\text{(That is, reflection across $H$ sends hyperplanes in $\mathcal{A}$ to hyperplanes in $\mathcal{A}$ with the same multiplicity.)}\]
invariant. These are the hyperplanes $H_i$ whose multiplicity $m_i$ is greater than the largest number of hyperplanes simultaneously intersecting $H_i$ in a codimension 1 subspace. If the arrangement is 2-dimensional, then this is one less than the number of hyperplanes in $A$.

This paper will investigate the extreme of this condition, when there is a reflection symmetry at any hyperplane of multiplicity $> 1$.

**Definition 3.2.** An arrangement $A$ is called **coarsely Coxeter** if, for any $H_i \in A$ such that $m_i > 1$, reflection across $H_i$ leaves $A$ invariant.

By the lemma, such an arrangement will satisfy the locus equations at any hyperplane of multiplicity $> 1$. Therefore, to be a locus configuration, the locus equations need only be checked at hyperplanes of multiplicity 1, where there is only a single locus equation. The remainder of the note is concerned with producing examples of coarsely Coxeter arrangements which are locus configurations.

The only meaningful equations to check for a coarsely Coxeter arrangement are the first locus equations. Therefore, we introduce the following weaker condition on an arrangement.

**Definition 3.3.** An arrangement $A$ is called a **first–locus configuration** if for every hyperplane $H_i \in A$, the first–locus equation is satisfied at $H_i$; that is, $\forall x \in H_i$,

$$\sum_{j \neq i} m_j (m_j + 1) \langle \alpha_j, \alpha_i \rangle \langle \alpha_j, x \rangle = 0$$

The usefulness of this concept is the following.

**Proposition 3.4.** Any coarsely Coxeter arrangement which is a first–locus configuration is necessarily a locus configuration.

**Proof.** At every hyperplane of multiplicity 1, the locus equations are satisfied by the first–locus condition. At any hyperplane of multiplicity $> 1$, the locus equations are satisfied by the coarsely Coxeter condition and Lemma 3.1.

4. The Charged Trigonometric Calogero–Moser System

From now on, we reduce the scope of our investigation to arrangements in $C^2$. This is a significant simplification, because each hyperplane $H_i$ is a complex line, and can now be spanned by a single vector $\alpha_i^\perp$. The locus equations then need only be checked to vanish at $\alpha_i^\perp$.

Instead of thinking of a collection of lines $A$ in $C^2$, we can think of a collection of points $E(A)$ in $C/2\pi\mathbb{Z}$, the space of non-isotropic lines in $C^2$. Explicitly, for every $i$, there is a unique $\theta_i \in C/2\pi\mathbb{Z}$ such that $\alpha_i$ is a multiple of $(\cos(\theta_i/2), \sin(\theta_i/2))$. For simplicity, we assume that $\alpha_i = (\cos(\theta_i/2), \sin(\theta_i/2))$, and we define $\alpha_i^\perp = (-\sin(\theta_i/2), \cos(\theta_i/2))$, so that $\alpha_i^\perp$ spans $H_i$. Furthermore, let $q_i = m_i (m_i + 1)$.

In this notation, the first–locus equation at $H_i$ becomes

$$0 = \sum_{j \neq i} m_j (m_j + 1) \langle \alpha_j, \alpha_i \rangle \langle \alpha_j, \alpha_i^\perp \rangle = \sum_{j \neq i} q_j \cos \left( \frac{\theta_j - \theta_i}{2} \right) \sin^3 \left( \frac{\theta_j - \theta_i}{2} \right)$$
The idea now is to interpret the jth term of this sum as “the force a particle at \( \theta_j \) with charge \( q_j \) exerts on a particle at \( \theta_i \)” for some particle interaction. This will make the above sum a force balancing equation for a particle at \( \theta_i \), and the system of first-locus equations will become the requirement that the particle ensemble \((\theta_1, \theta_2, \ldots, \theta_n)\) is in equilibrium.

Let \( E \) be a collection of distinct points \((\theta_1, \theta_2, \ldots, \theta_n) \in \mathbb{C}/2\pi\mathbb{Z}, \) together with positive integers \((q_1, q_2, \ldots, q_n)\) called the charges. Define the \textit{charged trigonometric Calogero–Moser potential} of \( E \) to be

\[
\mu(E) = \sum_{i \neq j} \frac{q_i q_j}{\sin^2 \left( \frac{\theta_i - \theta_j}{2} \right)}
\]

In the case that \( q_1 = q_2 = \cdots = q_n = 1 \), this is the usual trigonometric Calogero–Moser potential. The force acting on the particle at \( \theta_i \) is then given by

\[
\frac{\partial \mu}{\partial \theta_i}(E) = q_i \sum_{j \neq i} q_j \cos \left( \frac{\theta_i - \theta_j}{2} \right) \sin^3 \left( \frac{\theta_i - \theta_j}{2} \right)
\]

Since \( q_i \) is a nonzero constant, this gives the desired force balancing condition. The system \( E \) is in equilibrium if all the partial derivatives \( \frac{\partial \mu}{\partial \theta_i}(E) \) vanish. Therefore,

**Theorem 4.1.** Let \( A \) be an arrangement in \( \mathbb{C}^2 \). Then TFAE.

- \( A \) is a first-locus configuration.
- The collection of particles \( E(A) \) with particles at \((\theta_1, \theta_2, \ldots, \theta_n)\) and with charges \((m_1(m_1 + 1), m_2(m_2 + 1), \ldots, m_n(m_n + 1))\) is in equilibrium for the charged trig. CM potential \( \mu(E(A)) \).
- \( E(A) \) is a critical point for the potential \( \mu \).

5. Existence and Uniqueness of Real Equilibria

Let \( A \) be a real arrangement in \( \mathbb{C}^2 \); that is, the \( \alpha_i \) may be chosen to have real coordinates. This implies that the \( \theta_i \) are also real, and so \( \theta_i \in \mathbb{R}/2\pi\mathbb{Z} \cong S^1 \). The charged trigonometric CM potential then describes a repelling force between pairs of charged particles on the circle. The dynamical perspective gives helpful intuition to the problem of finding equilibria, because a collection of repelling particles on a compact space should trend toward some equilibrium (provided there is some dampening effect). We now make this argument precise.

We say that a collection of particles \( E \) on \( S^1 \) is \textit{cyclically ordered} if the \( \theta_i \) occur in the correct cyclic order; that is, if there is some \( i \) such that

\[
\theta_1 < \theta_{i+1} \cdots < \theta_n < \theta_1 < \cdots \theta_{i-1}
\]

for representatives of the \( \theta_i \) in \([0, 2\pi)\).

**Theorem 5.1.** Let \( q = (q_1, q_2, \ldots, q_n) \) be a list of positive integers. Then there exists a cyclically ordered \( E = (\theta_1, \theta_2, \ldots, \theta_n) \), \( \theta_i \in \mathbb{R}/2\pi\mathbb{Z} \) with charge \( q \) such that \( E \) is a critical point of \( \mu \); that is, that \( E \) is in equilibrium for the charged trig. CM potential. Furthermore, this \( E \) is unique up to rotation of the system.
Proof. Let $\tilde{X}$ be the space of $n$-tuples $(\theta_1, \theta_2, \ldots, \theta_n) \in \mathbb{R}^n$ such that
$$\theta_1 < \theta_2 < \cdots < \theta_n < \theta_1 + 2\pi$$

It is a connected component of $(\mathbb{R}^n - \Delta)$, where $\Delta$ is the set of points where there are two coordinates whose difference is in $2\pi\mathbb{Z}$. The space $\tilde{X}$ is convex, in the sense that for $\tilde{E}, \tilde{E}' \in \tilde{X}$, then $\tilde{X}$ contains the straight line segment $t\tilde{E} + (1-t)\tilde{E}'$, $0 \leq t \leq 1$ connecting them. There is an action of $\mathbb{Z}$ on $\tilde{X}$ which shifts each coordinate by $2\pi i$, for $i \in \mathbb{Z}$. The quotient space $X := \tilde{X}/\mathbb{Z}$ is then identified with the space of cyclically ordered $E$ in $S^1$.

Let $U(\theta) = \sin^{-1}(\theta/2)$ be the pairwise trig. CM potential. The important facts about $U$ are: it is strictly convex on $(0, 2\pi)$, it is bounded below, and it approaches $+\infty$ at either boundary. For $\tilde{E} \in \tilde{X}$, define
$$\mu(\tilde{E}) = \sum_{i,j} q_i q_j U(\theta_j - \theta_i)$$

This defines a $\mathbb{Z}$-invariant function on $\tilde{X}$, which descends to the charged trig. CM potential $\mu$ on $X$.

From the form of this equation, it is clear that $\mu$ is convex and bounded-below on $\tilde{X}$ (though no longer strictly convex), and that $\mu(\tilde{E})$ approaches $+\infty$ as $\tilde{E}$ approaches the boundary of $\tilde{X}$. Because $\mu$ is a convex function on a convex domain, its set of critical points is a convex subset of $\tilde{X}$ and every critical point is an absolute minimum [6, Theorem 4.4.1.1(i)]. Because $\mu$ is bounded below and it approaches $+\infty$ on the boundary, the set of critical points is non-empty.

Let $\tilde{E}$ and $\tilde{E}'$ both be absolute minima of $\mu$ on $\tilde{X}$, and assume that there are $i$ and $j$ such that $\theta_i - \theta_i \neq \theta_j - \theta_j'$. On the straight line segment connecting $\tilde{E}$ and $\tilde{E}'$, the pairwise potential $U(\theta_i - \theta_i')$ is strictly convex because the argument is non-constant. Since the other terms appearing in $\mu$ are convex, it follows that $\mu$ is strictly convex on the line segment connecting $\tilde{E}$ and $\tilde{E}'$.\footnote{Note that the sum of a strictly convex function and a convex function is strictly convex.} Then, for $0 < t < 1$,
$$\mu(t\tilde{E} + (1-t)\tilde{E}') < t\mu(\tilde{E}) + (1-t)\mu(\tilde{E}')$$

Since $\tilde{E}$ and $\tilde{E}'$ are both absolute minima of $\mu$, they are equal, and so
$$t\mu(\tilde{E}) + (1-t)\mu(\tilde{E}') = \min(\mu)$$

However, $\mu(t\tilde{E} + (1-t)\tilde{E}')$ is strictly less than this, which is a contradiction.

Therefore, $\theta_i - \theta_i = \theta_j' - \theta_j'$ for all $i, j$, and so $\tilde{E}$ and $\tilde{E}'$ differ by a uniform shift in their coordinates. On the quotient space $X$, a shift in the coordinates gives a rotation of the system. \hfill $\Box$

Corollary 5.2. Let $m = (m_1, m_2, \ldots, m_n)$ be a list of positive integers. Then there is a real first-locus configuration $A_m$ in $C^2$ whose cyclic list of multiplicities is $m$, and $A_m$ is unique up to rotation of the system.

From now on, $A_m$ will denote this arrangement.
6. Real Locus Configurations

By the previous section, the existence and uniqueness of real 2D first-locus configurations is clear. Therefore, to show that $A_m$ is a locus configuration, it is sufficient to show that $A_m$ is coarsely Coxeter. Fortunately, the uniqueness of $A_m$ means that symmetries in the multiplicities $m$ will imply symmetries in $A_m$.

Lemma 6.1. Let $m = (m_1, m_2, \ldots, m_n)$ be a list of positive integers. Let $i$ be such that, for all $j$, $m_{i+j} = m_{i-j}$. Then reflection across the hyperplane $H_i$ leaves the arrangement $A_m$ invariant.

Proof. Let $m'$ denote the list of integers such that $m'_i = m_i - m_j$. Let $R_i A_m$ denote the reflection of the arrangement $A_m$ across the hyperplane $H_i$. Being a first-configuration is preserved by reflection, and so $R_i A_m$ is a 2D real first-locus configuration, with cyclically ordered multiplicities $m'$. By the uniqueness theorem, $R_i A_m$ is a rotation of $A_{m'}$. However, because $H_i$ is fixed by $R_i$, this rotation must be the identity, and so $R_i A_m = A_{m'}$.

This means whether or not $A_m$ is coarsely Coxeter can be read off from $m$.

Definition 6.2. Let $m = (m_1, m_2, \ldots, m_n)$ be a list of positive integers. $m$ is coarsely symmetric if for every $i$ such that $m_i > 1$, and for all $j$, $m_{i+j} = m_{i-j}$.

The following lemma is then immediate from the definition and the prior lemma.

Lemma 6.3. Let $m$ be a list of positive integers. Then $A_m$ is coarsely Coxeter if and only if $m$ is coarsely symmetric.

Finally, we arrive at the main result of this section.

Theorem 6.4. Let $m$ be a list of positive integers, which is coarsely symmetric. Then there exists a real 2D locus configuration $A_m$ with cyclically ordered multiplicities $m$, which is unique up to rotation of $A_m$.

Proof. By the construction of $A_m$, it is a first-locus configuration. By Lemma 6.3, $A_m$ is coarsely Coxeter. Thus, by Proposition 3.4, $A_m$ is a locus configuration.

7. Examples and Questions

All real 2D locus configurations in [4] or known to the author are of the form $A_m$, for $m$ coarsely symmetric. These examples are:

- All 2D Coxeter arrangements arise for an $m$ which is completely symmetric (that is, $m_{i+j} = m_{i-j}$ for all $i, j$).
- The arrangements $A_2(m)$ (see [4], pg. 13) correspond to $m = (m, 1, 1)$.
- The arrangements $C_2(m, l)$ (see [4], pg. 14) correspond to $m = (m, 1, l, 1)$.

However, Theorem 6.4 guarantees the existence of other 2D real locus configurations that have not appeared in the literature. For example, $m = (m, 1, 1, \ldots, 1)$ for any number of 1s will correspond to a locus configuration.

We close with a couple of natural questions.

*The indices on $m$ on are taken mod $n$ here and afterward.
Is every 2D real locus configuration coarsely Coxeter? This would mean that every real locus configuration could be obtained by starting with a Coxeter configuration, and adding multiplicity 1 hyperplanes in a symmetric way.

Is there a formula for producing $A_m$ given $m$? The dynamic perspective means that such arrangements can be approximated by techniques like Newton’s method. However, many of the properties of locus configurations and BA functions require exact formulas.
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