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Abstract

Ab initio molecular dynamics (AIMD) is a valuable technique for studying molecules and materials at finite temperatures where the nuclei evolve on potential energy surfaces obtained from accurate electronic structure calculations. In this work, a quantum computer-based AIMD method is presented. The electronic energies are calculated on a quantum computer using the variational quantum eigensolver (VQE) method. We compute the energy gradients numerically using the Hellmann-Feynman theorem, finite differences, and a correlated sampling technique. Our method only requires additional classical calculations of electron integrals for each degree of freedom, without any additional computations on a quantum computer beyond the initial VQE run. To achieve comparable accuracy, our gradient calculation method requires three to five orders of magnitude fewer measurements than other brute force methods without correlated sampling. As a proof of concept, AIMD dynamics simulations are demonstrated for the H₂ molecule on IBM quantum devices. To the best of our knowledge, it is the first successful attempt to run AIMD on
quantum devices for a chemical system. In addition, we demonstrate the validity of the method for larger molecules using full configuration interaction (FCI) wave functions. As quantum hardware and noise mitigation techniques continue to improve, the method can be utilized for studying larger molecular and material systems.

Introduction

The time evolution of molecular and material systems has been carried out for decades on classical computers using molecular dynamics (MD) calculations.\textsuperscript{1–10} There are different levels of complexity and accuracy of such calculations. The most accurate and computationally demanding method is of course full quantum dynamics, where the time-dependent Schrödinger equation (TDSE) is solved for both electrons and nuclei. Often such approaches are formulated in terms of coupled Born-Oppenheimer potential energy surfaces for the electronic degrees of freedom, and various approximations are introduced to make the problem in question tractable.\textsuperscript{11} Such quantum dynamics calculations are limited to only a few degrees of freedom due to the high computational costs. On the other end of the complexity spectrum is the field of classical MD methods, which are capable of describing chemical systems consisting of thousands of atoms.\textsuperscript{2} The reason the classical MD of such large systems is possible is that the movement of atoms is described classically through the solution of Hamilton’s equations. One of the main aspects of classical MD simulations is the calculation of interatomic forces, which are often computed from empirical potential functions, also called force fields,\textsuperscript{3,4} parameterized from small model systems to reproduce experimental data. However, in many cases, the transferability of such potentials can be poor, and classical MD fails to describe even qualitatively many interesting chemical and physical phenomena that are intrinsically nonclassical. The field of ab initio molecular dynamics (AIMD),\textsuperscript{5–10} which is a quantum-classical approach, is between the two extremes (full quantum MD and
classical MD). In addition to numerous studies of molecular properties, AIMD has been successfully applied to modeling of materials, such as diffusion properties,\(^1\) reaction processes,\(^2\) vibrational frequencies,\(^3\) and amorphous materials.\(^4\) In AIMD, the nuclei are treated classically, but they are propagated on the potential energy surfaces (PESs) that are calculated quantum-mechanically through the solution of the time-independent Schrödinger equation (TISE) for the electrons. The interatomic forces are obtained as negative gradients of PESs. Compared to force fields, this approach allows for a better description of the time evolution of molecular systems as long as nuclear and electronic motions are not strongly coupled, and quantum effects between nuclei are not very strong.

The solution of TISE is central in the field of quantum chemistry. Unfortunately, it can be solved exactly only for very small systems due to the exponential growth of Hilbert space with molecular size. Many methods have been developed to find approximate solutions to TISE that can produce highly accurate results. However, they all require encoding quantum states on a classical computer, and without additional approximations, the computational cost of simulations scales exponentially. The classical full configuration interaction (FCI) method provides the exact solution for TISE for a given basis set but is not practical due to the exponential scaling. More computationally efficient methods, such as density matrix renormalization group\(^5\) or selected configuration interaction\(^6\), allow for larger simulations with FCI quality energies\(^7\), but these methods still scale exponentially. In recent years, a new field of quantum computational chemistry emerged with the idea of representing the state of a quantum chemical system on a quantum computer.\(^8\)–\(^2\) The idea to simulate quantum physics with quantum computers was theoretically proposed by Feynman.\(^9\) Later, it was shown that the time evolution of quantum systems could be efficiently simulated on a quantum computer.\(^10\) Small scale demonstrations of such simulations
have been performed on today’s quantum computers.\textsuperscript{27,28} When an error-free quantum computer with a large number qubits is available, the quantum phase estimation (QPE) algorithm should be able to provide the exact ground state energies in polynomial time for systems too large to be simulated exactly on classical computers.\textsuperscript{29,30} However, the number of qubits available on modern quantum computers is small, which limits the size of the system that can be simulated. Additionally, due to decoherence effects, the number of gates is also limited. Thus, the application of QPE for problems intractable on classical computers is arguably years away.\textsuperscript{31} For the noisy intermediate-scale quantum (NISQ)\textsuperscript{31} hardware, one of the promising directions in quantum computational chemistry is the Variational Quantum Eigensolver (VQE) method.\textsuperscript{32,33} It is based on the Rayleigh-Ritz variational principle that is widely used in quantum chemistry calculations on classical computers. VQE helps to avoid the problem of short coherence times of qubits in the NISQ quantum hardware devices by using classical variational optimization of the quantum circuit parameters.

In the present work, a quantum computer-based \textit{ab initio} molecular dynamics method is introduced. In this method, the nuclei are propagated classically on PESs that are computed on-the-fly on a quantum computer using the VQE method. The forces for nuclear propagation are calculated numerically using the Hellmann-Feynman theorem (HFT) and correlated sampling (CS) technique, a combination that simultaneously reduces the cost by orders of magnitude while improving the accuracy of calculations. The proposed method is extensively tested on IBM quantum hardware using a model H$_2$ system. Moreover, the accuracy of the proposed gradient calculation approach is also estimated for larger molecules. This proposed method can be extended to studying materials using periodic boundary conditions,\textsuperscript{34,35} and it is potentially a subject of our future work.
The paper is organized as follows. In Section 2, the used AIMD and VQE methodologies are described. In this section, we also describe our method for the calculation of accurate numerical gradients. In Section 3, the computational details are presented. Section 4 is devoted to the discussion of the results of AIMD dynamics for H₂ molecule and testing of the methods for larger molecules. In Section 5, the conclusions are presented.

Methods

Ab Initio Molecular Dynamics

The time evolution of a quantum molecular system described by the wave function \( \Psi(r, R; t) \) is defined by TDSE:

\[
i\hbar \frac{\partial}{\partial t} \Psi(r, R, t) = H(r, R)\Psi(r, R, t)
\]

(1)

where \( H(r, R) \) is the total molecular Hamiltonian that depends on electronic coordinates \( r \) and nuclear coordinates \( R \). In the present work, a standard quantum-classical approach is employed. First, the Born-Oppenheimer approximation (BOA)\(^{36} \) is applied to separate electronic and nuclear motions. Moreover, nuclear quantum effects are neglected, and the propagation of the nuclear wave function is reduced to a classical mechanics problem. Classical trajectories (positions and momenta of the \( N \) nuclei) are propagated on electronic PESs according to the classical Hamilton’s equations:

\[
\dot{R}_I = \frac{P_I}{M_I}
\]

(2a)

\[
\dot{P}_I = F_I = -\nabla_I \left( E_0(R) + V_{NN}(R) \right)
\]

(2b)

where \( R_I, P_I, M_I \) are positions, momenta, and masses along the nuclear coordinate \( I \) respectively. The force \( F_I \) is computed as a negative gradient of the sum of the electronic ground state energy
and nuclear repulsion energy $V_{NN}(R)$. Ground state electronic energy is computed “on-the-fly” at every step quantum mechanically through the solution of electronic TISE:

\begin{align}
H_{el} \psi(r; R) &= E \psi(r; R) \\
H_{el} &= T_e + V_{ee}(r) + V_{eN}(r, R) \\
H &= H_{el} + V_{NN}(R)
\end{align}

where $H_{el}$ is the electronic Hamiltonian, $T_e$ is the kinetic energy of electrons, $V_{ee}$ is the electron repulsion energy, and $V_{eN}$ is the potential energy of the electron-nuclear interaction. In the present work, we consider only the ground state of the system, which corresponds to the smallest eigenvalue of the electronic Hamiltonian. Each eigenvalue $E$ gives rise to a PES on which the nuclei can be propagated. In general, these PESs can be coupled through nonadiabatic effects, either due to the breakdown of BOA or if the PESs are coupled through other means, for example, spin-orbit coupling. Molecular dynamics for such systems is an object of study in the field of nonadiabatic molecular dynamics.\textsuperscript{11,37–40} Recently an algorithm to simulate nonadiabatic dynamics on quantum computers was proposed.\textsuperscript{41} In this work, the couplings between PESs are neglected and the simulations are restricted to the dynamics on the ground electronic state with energy $E_0$.

From the perspective of quantum chemistry, the computational aspect of AIMD simulations narrows down to the calculation of two quantities: gradients and energies. The former are used to carry out an MD trajectory by approximately solving Eq. (2), and the latter, along with the total kinetic energy, are used to evaluate the total energy as a check on the quality of the trajectory. The details of electronic structure calculations of energy and gradients are presented in the following sections. The classical propagation of the nuclei is straightforward and requires negligible computational resources compared to the electronic structure calculations. Since the dynamics simulations are performed “on-the-fly”, we do not have access to full analytical PESs.
and Eq. (2) needs to be integrated numerically with a finite time step size. The choice of the integration method can significantly affect the number of energy and gradient calculations and accuracy. In this work, we use the Verlet algorithm in the velocity formulation.\textsuperscript{42,43} This integration method requires only a single calculation of the forces per MD time step. Moreover, the Verlet algorithm has an extremely low drift of the total classical energy over long periods of time compared to other integrators, such as Runge-Kutta.\textsuperscript{44}

Ground state energy calculation

The exact solution of Eq. (3) is generally not available, and there are many quantum chemistry methods of varying accuracy and computational cost designed for classical computers to compute electronic energies and accurate analytical gradients. In this work, energies and gradients are computed using quantum computers. Due to the limitations of NISQ\textsuperscript{31} hardware, the quantum computational chemistry field is mostly based on using the VQE method and its variations. Calculation of the ground state energy $E_0$ for a system described by electronic Hamiltonian $H_{el}$ is performed using the variational principle that is widely used in quantum chemistry. When applied in VQE, this method optimizes the quantum circuit parameters that are used for quantum state preparation on a quantum computer:

$$E_0 \leq \frac{\langle \psi(\theta)|H_{el}|\psi(\theta)\rangle}{\langle \psi(\theta)|\psi(\theta)\rangle} \quad (4)$$

where $\psi(\theta)$ is the trial wave function, and the quantity on the right of Eq. (4) is minimized iteratively with respect to the parameter(s) $\theta$. The trial state $\psi(\theta)$ is obtained from the initial state by applying a unitary operator $\psi(\theta) = U(\theta)\psi$.

To find the ground state energy of the system $E_0$, the electronic Hamiltonian is represented in the second quantized form.\textsuperscript{45}
\[ H_{el} = \sum_{p,q} h_{pq} a_p^\dagger a_q + \sum_{p,q,r,s} h_{pqrs} a_p^\dagger a_q^\dagger a_r a_s \] (5)

where \( a^\dagger \) and \( a \) are creation and annihilation operators, respectively. \( h_{pq} \) are one-electron integrals representing the kinetic energy of the electrons and their Coulomb interaction with the nuclei. \( h_{pqrs} \) are two-electron integrals representing electron-electron Coulomb repulsion. One-electron and two-electron integrals can be efficiently computed on a classical computer in any quantum chemistry package. Next, the variational form of the wave function, an ansatz, needs to be chosen. The design of ansatzes for VQE calculation is an active area of research, varying from the so-called hardware-efficient\(^{32,46}\) (HE) ansatzes that are designed to be simpler and easier to run on NISQ hardware, to chemically inspired ones such as the unitary coupled cluster (UCC).\(^{33}\) An adaptive ansatz\(^{47}\) can significantly reduce the computational cost by addition and removal of operators in the set. The UCC method was initially applied to solve problems in physics\(^{48-50}\), and with the development of NISQ quantum hardware, it was proposed for solving quantum computational chemistry problems.\(^{21,32}\) In the UCC method, the initial state is obtained from a reference Hartree-Fock state by applying the exponential unitary operator:

\[ |\psi_{UCC}\rangle = e^{\hat{T}_1} e^{\hat{T}_2} |\psi_{HF}\rangle \] (6)

where \( T \) is the excitation operator that excites electrons from the occupied orbitals \( \alpha \) in the reference configuration into virtual (unoccupied) orbitals \( i \). In the truncated version (UCCSD), which is used in present work, only single and double excitations are considered:

\[ \hat{T} = \hat{T}_1(\theta) + \hat{T}_2(\theta) = \sum_{i \in \text{virt}, \alpha \in \text{occ}} \theta_{i\alpha} a_i^\dagger a_{\alpha} + \sum_{i,j \in \text{virt}, \alpha, \beta \in \text{occ}} \theta_{ij\alpha\beta} a_i^\dagger a_j^\dagger a_{\alpha} a_{\beta} \] (7)

The UCC method is intractable on classical computers due to exponential scaling, but it can be solved in polynomial time on a quantum computer.\(^{33}\) UCC is a modification of a classical coupled cluster (CC) method, which is considered a gold standard in quantum chemistry\(^{51}\) and can be
efficiently solved on a classical computer. In the standard CC method, the wave function is obtained by using the non-unitary $e^\hat{T}$ operator $|\psi_{CC}\rangle = e^\hat{T} |\psi_H\rangle$. The UCC method retains the advantages of CC method and has an additional beneficial property of being variational, unlike the standard CC method. In addition to standard UCCSD there are modified versions of the method, such as generalized UCCGSD.$^{52}$

To simulate a chemical system in the second quantized representation, the creation and annihilation operators acting on indistinguishable fermions need to be mapped to operators acting on distinguishable qubits. The most common encoding methods are Jordan-Wigner,$^{53}$ parity,$^{54}$ and Bravyi-Kitaev$^{55}$ encoding, all of which produce Hamiltonians of the following form:

$$H = \sum_j \alpha_j P_j = \sum_j \alpha_j \prod_i \sigma_i^j$$

(8)

where $P$ are Pauli strings, $\sigma_i^j$ are Pauli matrices, and $\alpha_j$ are coefficients that depend on the values of electron integrals $h_{pq}$ and $h_{pqrs}$. Each encoding type has its own advantages. For example, parity mapping takes advantage of the system symmetry and reduces the number of qubits required for the simulation. Jordan-Wigner encoding enforces the conservation of the number of particles. Bravyi-Kitaev mapping yields logarithmically shorter circuits compared to Jordan-Wigner and parity encodings.

The methodology for calculations of molecular ground electronic state energies described above can be extended to materials by using periodic boundary conditions.$^{34,35}$ Recently an embedding approach has been proposed to simulate properties of molecules and materials using quantum hardware.$^{56}$

Gradient calculation

The schemes for calculation of the analytical gradient on quantum computers have been proposed in recent studies.$^{57,58}$ However, from the standpoint of running simulations on NISQ
hardware, such schemes require prohibitively long circuits. An extensive study regarding computation of numerical gradients on a quantum computer has been performed by O’Brien et al.\textsuperscript{59} In the present work, the gradients are computed numerically using central differences. Three approaches are considered (see Table 1). In the first brute force approach, for each of the $3N$ nuclear degrees of freedom $x$, the energies at displaced geometries $x - d$ and $x + d$ are computed using full VQE optimization, therefore increasing computational cost at least by a factor of three compared to single point energy evaluation. In the second approach, the HFT allows us to optimize the wave function only once at point $x$, and use it to calculate energy at displaced geometries $x - d$ and $x + d$:

$$F = -\frac{d}{dx} \langle \psi(x) | H | \psi(x) \rangle \approx - \left( \psi(x) \right| \frac{dH}{dx} \left| \psi(x) \right)$$

$$\approx - \frac{\langle \psi(x) | H(x + d) | \psi(x) \rangle - \langle \psi(x) | H(x - d) | \psi(x) \rangle}{2d}.$$

(9)

As a result, we need to perform only one VQE optimization per one MD time step. In HFT approach, evaluating $\langle \psi(x) | H(x + d) | \psi(x) \rangle$ and $\langle \psi(x) | H(x - d) | \psi(x) \rangle$ on a quantum device involves two measurements, i.e. two different sets of a large number of shots to evaluate the expectation values of $H(x + d)$ and $H(x - d)$. The resulting two quantities have errors due to the stochastic nature of the quantum measurements, and these errors are independent. The displacement $d$ in the denominator of Eq. (9) typically has to be a number on the order of $10^{-3}$ $a_0$ to $10^{-4}$ $a_0$ so that the finite difference approximation is sufficiently accurate. However, the smaller the $d$ value, the more the stochastic gradient error is magnified if there is some inherent error in the numerator (the sum of the errors of the two independent measurements). As a result, the stochastic gradient error can be larger than the error in the energy by orders of magnitude. Obtaining highly accurate gradients using such a scheme would require millions of shots for each
energy evaluation to reduce the gradient error to the level that would ensure classical energy conservation. Instead, we employ a third approach with HFT and correlated sampling (CS), as shown in Fig. 1. In our scheme, the HFT is utilized by using the optimized circuit parameters at point $x$, $\theta(x)$, to evaluate energy at $x - d$ and $x + d$. In addition, instead of performing independent measurements, the results of sampling the Pauli strings of qubit-mapped Hamiltonian $\sum_j \alpha_j^x P_j^x$ (see Eq. (8) at the central point $x$ are used for energy evaluation at $x - d$ and $x + d$. In other words, the same set of shots is used to evaluate the expectation values of $H(x + d)$ and $H(x - d)$. This technique works because only coefficients $\alpha$ change, Pauli strings stay the same. Thus, the only extra calculations at displaced geometries are the computations of electron integrals $h_{pq}$ and $h_{pqrs}$ on a classical computer. Apart from the obvious advantage of performing a smaller number of computations (only one full VQE cycle) on a quantum computer, our scheme has a feature that is more important for numerical gradient calculation. The energies at $x - d$ and $x + d$ are obtained from the quantum measurements at the same point. Therefore, the corresponding energy errors are correlated. As a result, a much smaller error is expected from division by a small number in Eq. (9). The differences in the three approaches described above are presented in Table 1, and the cost associated with each approach is presented in Table 2.
Table 1. Different approaches to compute electronic energies required for the evaluation of numerical gradients. Energies are computed as expectation values of the Hamiltonian mapped to qubits (Eq. (8)), Hamiltonian is represented as a sum of Pauli strings $P_j$ with weights $\alpha_j$. In the first brute force approach, energies at displaced geometries $x - d$ and $x + d$ are computed using full VQE optimization. In the second HFT approach, parameters optimized for point $x$ are used to calculate energies for $x - d$ and $x + d$, performing only a single quantum measurement for each displaced geometry. In our third HFT + CS approach, no quantum measurements are performed at displaced geometries, only $1e^-$ and $2e^-$ are recomputed at $x - d$ and $x + d$.

|     | (1) Brute force | (2) HFT | (3) HFT + CS |
|-----|-----------------|---------|--------------|
| $x - d$ | $\langle \psi(x - d) | \sum_j \alpha_j^{x-d} P_j^{x-d} | \psi(x - d) \rangle$ | $\langle \psi(x) | \sum_j \alpha_j^{x-d} P_j^{x-d} | \psi(x) \rangle$ | $\langle \psi(x) | \sum_j \alpha_j^{x-d} P_j^{x-d} | \psi(x) \rangle$ |
| $x$   | $\langle \psi(x) | \sum_j \alpha_j^x P_j^x | \psi(x) \rangle$ | $\langle \psi(x) | \sum_j \alpha_j^x P_j^x | \psi(x) \rangle$ | $\langle \psi(x) | \sum_j \alpha_j^x P_j^x | \psi(x) \rangle$ |
| $x + d$ | $\langle \psi(x + d) | \sum_j \alpha_j^{x+d} P_j^{x+d} | \psi(x + d) \rangle$ | $\langle \psi(x) | \sum_j \alpha_j^{x+d} P_j^{x+d} | \psi(x) \rangle$ | $\langle \psi(x) | \sum_j \alpha_j^{x+d} P_j^{x+d} | \psi(x) \rangle$ |

It is important to note the errors associated with HFT gradients. First, if $\psi(x)$ is an exact eigenfunction of $H$, the HFT is an exact expression for the gradient (upper Eq. (9)). For typical quantum chemistry applications, as pointed out by Pulay, when $\psi(x)$ is not an exact eigenstate, there is a contribution to the gradient that is neglected in the HFT expression owing to the quantum chemistry bases being atom-centered and thus changing with $x$. This omitted term can be large, particularly for single determinant (e.g., Hartree Fock) approximations. Bakken et al. carried out a careful analysis and showed how increasing the basis set level and degree of configuration interaction can lead to significant improvements in HFT-based gradients. In our application to $H_2$, with minimal basis but with full configuration interaction, we have verified that the HFT errors (including those associated with the finite difference approximation) are insignificant regarding the generation of trajectories that conserve energy to a good degree. In the era beyond NISQ devices, when hardware capabilities allow deeper circuits and longer coherence times, analytical gradients, which do not have the discussed error, could be used in MD simulations. However,
these errors are negligible compared to the stochastic errors associated with limited samples on quantum computers.

Table 2. The number of shots required for numerical gradient calculation using different approaches. \( N \) is the number of degrees of freedom; \( N_{\text{iter}} \) is the number of VQE iterations in one cycle; \( N_{\text{shots}} \) represents the number of shots per single Pauli string measurement.

| Position | Approach          |
|----------|-------------------|
|          | (1) Brute force   |
|          | 6\(N \times N_{\text{iter}} \times N_{\text{shots}}\) |
| x - d    | 6\(N \times N_{\text{iter}} \times N_{\text{shots}}\) |
|          | (2) HFT           |
|          | 6\(N \times N_{\text{shots}}\) |
| x        | \(N_{\text{iter}} \times N_{\text{shots}}\) |
|          | (3) HFT + CS      |
|          | \(N_{\text{iter}} \times N_{\text{shots}}\) |
| x + d    | 6\(N \times N_{\text{iter}} \times N_{\text{shots}}\) |
|          | 6\(N \times N_{\text{shots}}\) |
| Total    | \(N_{\text{iter}} \times N_{\text{shots}} \times (1 + 12N)\) |
|          | \(N_{\text{shots}} (N_{\text{iter}} + 12N)\) |
|          | \(N_{\text{iter}} \times N_{\text{shots}}\) |

Although the number of evaluations of numerical gradients grows with the system size as \(6N\), where \(N\) is the number of nuclei, our CS procedure has a very low computational overhead compared to just the energy evaluation (see Table 2). There are no extra expensive VQE optimizations, and our approach only requires a calculation of electron integrals for each displaced geometry, the cost of which is significantly lower than additional energy evaluations.

Since the \(H_2\) molecule contains only 2 electrons, single and double excitations in UCCSD ansatz cover all possible electronic excitations. Thus, UCCSD method is equivalent to FCI for the studied system and, therefore, provides the exact solution of the TISE for a given basis set. We start by running UCCSD simulations using the state vector simulator Aer in Qiskit package,\(^{63}\) which calculates the full wave function and does not involve measurements. Such simulations are good for benchmarking because there is no noise present, either stochastic, from the probabilistic nature of quantum measurements, or noise from the quantum hardware due to decoherence effects.

It has been shown by McClean \textit{et al.}\(^{33}\) and by Romero \textit{et al.}\(^{64}\) that the number of quantum measurements \(N_{\text{shots}}\) required to estimate the energy to precision \(\varepsilon\) has an upper bound of
\[ N_{\text{shots}} = \frac{\left( \sum_{i} |\alpha_{ij}| \right)^2}{\varepsilon^2} \]  

where \( \alpha_{ij} \) are the Pauli string coefficients in the Hamiltonian, and \( M \) is the number of orbitals. For the Gaussian basis orbital basis used in present work, the resulting scaling is \( O(M^6/\varepsilon^2) \). The \( M^6 \) scaling can be reduced down to \( M^3 \) by grouping the commuting terms and measuring them simultaneously.\(^{65} \) For the 1-qubit H\(_2\) system \( M = 1 \) and therefore achieving chemical accuracy of \( \sim 10^{-3} \) Ha for estimation of the energy will require at most \( 10^6 \) measurements.

| M\(_x\) | VQE loop |
|---|---|
| \( N_{\text{vec.} \text{circuit evaluations}} \) | \( \langle \psi(\theta)|H|\psi(\theta) \rangle \geq E_0 \) |
| \( h_{pq, x} \) | \( h_{pq, x} \) and \( 2e^- \) integrals |
| Measurement result | Measurement result |
| M\(_x\) | \( E_{x-d} \) | \( E_{x+d} \) |
| no circuit evaluations | no circuit evaluations |

Fig. 1. Schematic representation of correlated sampling approach for numerical gradient calculations. When computing energies at displaced geometries \( x - d \) and \( x + d \), the sampling and circuit parameters are taken from the middle geometry \( x \); only integrals \( h_{pq} \) and \( h_{pqrs} \) are calculated at displaced geometries.

There are multiple sources of error involved in the gradient calculation. First, VQE optimization might converge to a local minimum instead of the global one, which leads to variational parameters that overestimate the energy. Second, the chosen ansatz might not be able to recover all electron correlation energy and, therefore, be unable to recover the exact energy for
a given basis. To eliminate all errors not related to the gradient calculation procedure and to assess
the accuracy of the utilized gradient calculation, we use the following strategy. First, direct
diagonalization of the Hamiltonian is performed to obtain the exact wave function. Then fermionic
operators are mapped to qubit operators and the resulting Hamiltonian is of the form as in Eq. (8).
Consequently, Pauli strings of the mapped Hamiltonian are used to compute the matrix elements
\[ \langle \psi(x) | \sum_j \alpha_j^{x-d} P_j^x | \psi(x) \rangle \] and \[ \langle \psi(x) | \sum_j \alpha_j^{x+d} P_j^x | \psi(x) \rangle \]. Then, all matrix elements are sampled.
Note that Pauli strings indicated \(P_j\) are sampled at point \(x\) for all geometries \((x, x + d\) and \(x - d\).
Only the weights \(\alpha_j^{x-d}\) and \(\alpha_j^{x+d}\) vary due to different electron integrals \(h_{pq}\) and \(h_{pqrs}\) at displaced geometries. Finally, all sampled matrix elements are added up to obtain total energies at \(x - d\) and \(x + d\) to compute the gradient at \(x\).

**Computational Details**

In this study, all VQE calculations were performed using Qiskit 0.19.6 package.\(^{63}\) This package is developed by IBM and used to run calculations on IBM quantum devices or simulators. IBM quantum devices are provided by the Quantum Computing User Program located in Oak Ridge Leadership Computing Facility (OLCF).\(^{66}\) We used a slightly modified version of Qiskit, which adds the implementation of the CS technique. The optimization of variational parameters \(\theta\) in VQE was done using the COBYLA optimizer. Calculations on hardware were done on IBM 5-qubit quantum device Vigo. One- and two-electron integrals were computed using PySCF\(^{67}\) electronic structure program, which is interfaced with Qiskit. All calculations were performed using STO-3G Gaussian basis set. The Hamiltonian was mapped to qubits using parity mapping.\(^{68}\) It was previously shown\(^{69,70}\) how the number of qubits required for describing a fermionic system could be reduced by using symmetry, effectively reducing the size of Hilbert space. For example, the \(\text{H}_2\) molecule in a minimal basis set has been studied before with the number of qubits reduced to two from the standard four qubits. We use an approach developed by Bravyi \textit{et al.} to further
reduce the number qubits needed to run calculations on a quantum computer down to only one qubit.\textsuperscript{54}

**Results and Discussion**

**Accuracy of energies and gradients**

Before running the circuits on the real quantum hardware, we start with the calculations using the QASM simulator. This simulator mimics the measurement on actual quantum hardware by using a random number generator to obtain the result of measurement (0 or 1) for each qubit. QASM calculations allow us to estimate the actual stochastic error for the H\textsubscript{2} molecule. We ran VQE simulations with the number of shots ranging from 8 \times 10\textsuperscript{3} to 512 \times 10\textsuperscript{3}. The energy errors were calculated as the difference between the VQE energy and the exact energy obtained from direct Hamiltonian diagonalization. It can be seen from Fig. 2 that at least 256 \times 10\textsuperscript{3} shots are needed to keep the error in energy within the chemical accuracy range of 1.6 mHa (1 kcal/mol). For a smaller number of measurements, chemical accuracy cannot be guaranteed. The errors are expected to increase on real quantum hardware due to the device noise.

![Graph showing energy errors for H\textsubscript{2} molecule](image)

Fig. 2. Errors in the potential energy of H\textsubscript{2} molecule computed on a QASM simulator for the 1-qubit UCCSD/STO-3G circuit. Colors represent the number of shots, from 8 \times 10\textsuperscript{3} to 512 \times 10\textsuperscript{3}. Error bars correspond to one standard deviation. Black horizontal line represents the error threshold for chemical accuracy $\varepsilon = 1.6 \times 10\textsuperscript{-3}$ Ha (1 kcal/mol).
Implementation of the numerical gradients requires a careful choice of the displacement parameter $d$ in Eq. (9) because division by a number much smaller than 1 significantly amplifies the errors in energy. The errors in gradients computed with different $d$ values are presented in Fig. 3. In Fig. 3a, the black line corresponds to the gradients calculated using energies obtained from the state vector simulator, where the wave function was optimized at displaced geometries (by $d$), i.e. without application of HFT. The lines related to the state vector calculation using HFT for different $d$ values are indistinguishable from the black line. The insert in Fig. 3 shows the errors in gradients for state vector simulations. Smaller $d$ values produce more accurate gradients, but for all $d$ values in this range, the errors are on the order of $10^{-6} \text{ Ha}/a_0$, which is three orders of magnitude smaller than the errors introduced by stochastic noise in calculations using QASM simulator with $512 \times 10^3$ shots (Fig. S1a in Supplementary Information). Fig. S1a suggests that stochastic noise is significantly larger compared to the noise coming from $d$ even when CS is used. As expected, the error decreases with an increasing number of shots consistent with $1/\sqrt{N}$ estimate using Eq. (10) (see Fig. S1b).

Fig. 3. Numerical gradient for 2 qubit UCCSD circuit computed with statevector simulator for different values of displacement $d$ after application of the HFT. The black line corresponds to the calculation without the HFT application, which was used to calculate absolute errors of the gradient (colored dots in the insert).
Simulations of large molecules

The scalability of our approach to calculate gradients using HFT and CS for larger molecular systems was tested by performing gradient calculations using FCI with STO-3G basis set for the following molecules: H\(_2\), H\(_4\), LiH, BeH\(^+\). The number of qubits increases from 1-qubit H\(_2\) system up to 12-qubit BeH\(^+\) molecule. Systems with a different number of qubits for a given molecule correspond to simulations with and without symmetry application to reduce the number of qubits. In Fig. 4, we compare the number of shots per Pauli string per VQE iteration required to reach accuracy in gradients of \(\varepsilon = 1\text{mHa}/a_0\) using three different approaches: without application of HFT and CS, using HFT but without CS, and finally with HFT and CS application (see Table 1 for details). To obtain the number of shots required to achieve a certain accuracy, the errors were calculated for the number of shots ranging from 64 to \(6.5 \times 10^7\), fitted using least squares method according to the \(\varepsilon = \alpha/\sqrt{N_{\text{shots}}}\) formula. After that, the number of shots was extrapolated to achieve a required accuracy (see Fig. S4 for details). The first important conclusion from these simulations is that the application of HFT without CS does not affect the accuracy of calculated gradients for all studied molecules. However, HFT saves two VQE optimization loops for every MD step. The VQE optimization loop is the most time-consuming step in the full quantum AIMD cycle. When CS is used, the number of shots required is lower by 4 orders of magnitude across all studied molecules. The smallest number of shots required without CS is on the order of \(10^7\). This is a very large number of shots to execute on NISQ hardware. To make it worse, it is multiplied by the number of Pauli strings in the Hamiltonian, which grows with system size, and by the number of iterations in the VQE optimization. The scaling of such calculations makes it impractical even for a single point energy calculation, and it is cost-prohibitive for AIMD simulations on NISQ-era hardware.
Fig. 4. The number of shots per Pauli string required to achieve accuracy $\varepsilon = 1\text{mHa}/a_0$ for different molecules computed at $R = 4.0\ a_0$. Green color corresponds to calculations with HFT and CS. Blue represents calculations with applied HFT but without CS, while red corresponds to calculations without HFT and CS. Arrows represent error bars.

CS is a known technique that has been applied in different fields, for example, in Monte Carlo simulations. HFT is also a popular approximation that is used in various problems to reduce the cost of simulation of quantum systems. However, to the best of our knowledge, HFT and CS have not been applied together for gradient calculations. As it was shown for multiple systems in Fig. 4, this technique improves the accuracy with very low overhead, essentially providing higher accuracy at a lower cost. It is possible because the errors introduced by CS technique are negligible compared to stochastic uncertainties. On actual quantum hardware, the advantage of this technique becomes even more clear. HFT+CS technique was tested only on VQE simulations, but the
applicability of this technique is much broader. It can be applied in other algorithms; for example, the QPE algorithm, as long as the ground state wave function is available. Our HFT and CS scheme provides not only a constant, four orders of magnitude decrease in the number of shots, but also a scaling advantage, allowing quantum AIMD simulations to be scaled to a larger number of atoms. The number of derivatives needed for a number of atoms \( N \) is \( 6N \). Without CS, each of these \( 6N \) directions would need to be sampled independently, with the number of shots growing as \( 6N \cdot O(M^{6}) \) (where the \( O(M^{6}) \) comes from the number of terms in the Hamiltonian). With our CS scheme, we only need to sample at position \( x \), and then calculate the Hamiltonian at the displaced geometries in all dimensions. Since we reuse the shots from position \( x \) for all other positions, the number of shots only grows with the number of terms in the Hamiltonian, not with the number of dimensions of the gradient, leading to advantage in scaling.

**H\(_2\)** simulations on IBM Q devices

The quality of an MD trajectory for a 1D system can be represented by plotting positions vs. momenta (Fig. 5). When a molecule returns to its starting position, the trajectory is represented by the full ellipse and covers the whole configuration space. If the initial and final points coincide with each other, the total energy is conserved, and therefore accurate simulation of longer trajectories is possible. When the total energy decreases over time due to accumulated errors, the trajectory drifts from the ellipse towards the center, and two atoms collapse on each other. If the total energy increases, the ellipse spirals out, and the molecule eventually dissociates. Thus, the goal of an accurate MD scheme is to minimize the total energy drift over time.

For simulations on hardware, IBM Q Vigo was chosen due to the low readout and single-qubit errors. A single MD trajectory for \( \text{H}_2 \) molecule computed on the IBM Q Vigo machine with \( 295 \times 10^3 \) shots and measurement error mitigation, as implemented in Qiskit Ignis\(^{63}\) package, is shown in Fig. 5. Fig. 5a presents the trajectory corresponding to a complete vibration of \( \text{H}_2 \) in
phase space. The trajectory calculated on a classical computer using state vector simulator is represented by orange lines. The green line corresponds to simulations without VQE optimization where the variational parameters are preoptimized using the state vector simulator, essentially reducing the use of a quantum computer for sampling quantum circuits with optimal parameters. The blue lines correspond to the trajectory obtained using full VQE optimization at every step. The starting geometry for MD trajectory is $x = 2a_0$ and initial velocity is $v_0 = 0$. The deviation of the total energy of the trajectory obtained using state vector simulator from the ideal trajectory is minimal with a slight increase of 0.03 mHa in the region of short internuclear distances, which happens around $t = 5$ fs. However, when the molecule leaves a short internuclear distances region, the total energy goes back to the initial value. This error is attributed to the finite time step numerical integration, and the accuracy can be systematically improved by decreasing the time step. Due to the noise, stochastic and noise from the quantum device, in trajectories calculated on the quantum device (green and blue lines) the total energy value oscillates around zero with the amplitude around 6 mHa (see Fig. 5b); however, there is no drift during the simulation. The potential energy and gradient values obtained from hardware simulations oscillate around the FCI values and reproduce the exact results well (see Fig. S2). It is important to point out that the relative error of circuit parameter $\theta$ along the trajectory is much larger than the errors in energies and gradients, which can be seen in Fig. 5b. This can be explained by the fact that the parameters optimized using the noiseless state vector simulator might not correspond to the minimal energy of the system with noise on an actual quantum device. Also, the gradient of energy with respect to parameter $\theta$ is small, i.e. the deviation of $\theta$ from optimal values does not translate into energy deviations comparable with hardware noise error.
Fig. 5. A single loop MD trajectory for a 1-qubit H$_2$ system computed using UCCSD ansatz. The orange line corresponds to the state vector simulation: a) position vs. velocity, b) total energy vs. time, c) parameter $\theta$ vs. time. Blue lines represent the simulation on IBM Q Vigo machine using $295 \times 10^3$ shots with measurement error mitigation. Green lines correspond to simulations on IBM Q Vigo machine where parameters were optimized using statevector simulator, and sampling was done using $295 \times 10^3$ shots with measurement error mitigation.
In addition to the 1-qubit $\text{H}_2$ system, we performed simulations on a 2-qubit system with 1 parameter $\theta$ on IBM Q Vigo machine. The 2-qubit system does not produce more accurate results compared to a 1-qubit system, even if the hardware error rate was much lower, because the symmetry reduction used to obtain a 1-qubit system does not affect accuracy. However, we provide results for a 2-qubit system to estimate how feasible MD simulations are for non-trivial circuits.

From Fig. 6b, it can be seen that the conservation of energy for 2-qubit systems is significantly worse than for 1-qubit system. However, in the 2-qubit system trajectory, the potential energy is significantly overestimated, and the deviation from FCI energy is relatively constant over all internuclear distances. This potential energy shift in the 2-qubit system is easily explained by the hardware noise from four CNOT gates, which are not present in the 1-qubit system; each of CNOT gates has an error rate on the order of 1%. This noise can be mitigated using various techniques, for example, zero-noise extrapolation,$^{72-74}$ symmetry verification$^{75}$, or reduced density matrix purification.$^{76}$ However, such simulations on modern NISQ hardware for the whole MD trajectory would be prohibitively time-consuming.

![Diagram](image-url)
Fig. 6. A single loop MD trajectory for a H₂ system computed using UCCSD ansatz on IBMQ Vigo machine using $295 \times 10^3$ shots with measurement error mitigation: a) position vs. velocity, b) total energy vs. time, c) potential energy vs. time. The orange line corresponds to the state vector simulation (solutions for 2-qubit and 1-qubit systems match). Red and green lines represent the hardware simulations of the 2-qubit and 1-qubit systems, respectively. Parameters used in simulations on hardware were optimized with state vector simulation, VQE optimization was not performed.

Conclusions

We presented a quantum computer-based AIMD method suitable for NISQ-era quantum hardware, which relies on the VQE method for the calculation of ground-state electronic energies. The energy gradients were computed using HFT and CS approaches. Using HFT in combination with CS drastically improves the accuracy of the numerical gradient. To achieve the same level of accuracy as the standard approach without HFT and CS, our method with HFT and CS requires
four orders of magnitude less quantum measurements. Moreover, it scales extremely well with the increasing degrees of freedom number since it only requires extra electron integrals computation instead of linearly increasing the number of full energy evaluations. Based on simulations for the set of different molecules considered in this paper, we conclude that HFT does not affect the gradient accuracy but significantly lowers the computational cost.

As a proof of concept, the AIMD simulations for the H$_2$ test system were performed on IBM quantum hardware using 1-qubit and 2-qubit circuits. Although the total classical energy fluctuates by several mHa over the course of simulations, there is no total energy drift overall, and trajectories return to the initial positions. This might not be the case for longer trajectories, but quantum hardware with lower error rates in the future would improve the quality of energies and gradients, and therefore provide more accurate trajectories. As expected, the simulations based on 2-qubit circuits provide trajectories of inferior quality and show that additional error mitigation is required to simulate AIMD of larger systems on modern NISQ quantum hardware. We also demonstrated that the technique for numerical gradient computation using HFT and CS could be applied to larger molecules, and it does not require any additional calculations on a quantum computer.

To the best of our knowledge, this work is the first successful attempt to run AIMD on quantum devices. Although our example of vibrational motion in H$_2$ is elementary, it demonstrates that AIMD simulations on NISQ quantum hardware are possible. Our work paves the way for new opportunities for simulating molecular and materials dynamics problems intractable on classical computers as the size and fidelity of quantum computers improve in the future. In particular, our work can be extended to studying materials using periodic boundary conditions, and it is potentially a subject of our future work. While we employed the VQE method as the basis for our
energy and gradient evaluations, the CS approach introduced for the gradient procedure could be used with other quantum algorithms, e.g., the more accurate/scalable QPE method, as long as the electronic wave function is available.

Data Availability
Data that support the findings of this study are available upon request.

Code Availability
Modified version of Qiskit package is available upon request.
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Figure S1. a) RMS gradient errors over $R = 0.8 \ a_0$ through $R = 7.0 \ a_0$ for 2-qubit UCCSD circuit computed for different $d$ values using QASM simulator with $512 \times 10^3$ shots. b) RMS gradient error computed over distances from 0.8 to 7.0 $a_0$ and displacement $d = 10^{-2} \ a_0$ for number of measurements ranging from $8 \times 10^3$ to $512 \times 10^3$. 
Figure S2. Potential energies (a) and gradients (b) of MD trajectory for a 1-qubit H$_2$ system computed using UCCSD ansatz. Orange line corresponds to the statevector simulation. Blue lines represent the full VQE simulation on IBMQ Vigo machine using $295 \times 10^3$ shots with measurement error mitigation. Green lines correspond to simulations on IBMQ Vigo machine simulation where parameters were optimized using state vector simulator and sampling was done using 294,912 shots with measurement error mitigation.
Figure S3. Gradients for a single loop MD trajectory for a H$_2$ system computed using UCCSD ansatz on IBMQ Vigo machine using $295 \times 10^3$ shots with measurement error mitigation: a) forces vs. time, b) variational parameter $\theta$ vs. time. Orange line correspond to the state vector simulation. Red and green lines represent the simulation of the 2-qubit and 1-qubit systems respectively. Parameters used in simulations on hardware were optimized with state vector simulation, VQE optimization was not performed.
Figure S4. Gradient error for 8-qubit LiH system computed with different number of shots using three approaches: green circles represent the errors computed with HFT+CS approach, red circles represent HFT errors, and blue circles represent brute force approach. The lines of corresponding colors are obtained by fitting the errors using $\varepsilon = a/\sqrt{N_{\text{shots}}}$ law.