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SUMMARY

Threat object recognition in x-ray security images is one of the important practical applications of computer vision. However, research in this field has been limited by the lack of available dataset that would mirror the practical setting for such applications. In this paper, we present a novel GAN-based anomaly detection (GBAD) approach as a solution to the extreme class-imbalance problem in multi-label classification. This method helps in suppressing the surge in false positives induced by training a CNN on a non-practical dataset. We evaluate our method on a large-scale x-ray image database to closely emulate practical scenarios in port security inspection systems. Experiments demonstrate improvement against the existing algorithm.
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1. Introduction

X-ray imaging is one of the widely known methods in non-destructive evaluation with notable application in security systems [1]. Automatic object recognition is certainly one of the most important developments in computer vision that is valuable mainly in security systems, in which Convolutional Neural Networks (CNNs) are the current state-of-the-art solution. Recent CNN architectures have become deeper and wider to attain higher accuracies [2]–[4]. Even though CNNs were extensively used for photographic images, [5] demonstrates the effectiveness of CNNs as feature extractors for threat object recognition on single-energy x-ray images. Furthermore, an empirical study conducted in [6] shows that using end-to-end CNNs for the similar task works as well on multi-energy x-ray images.

However, the above-mentioned performance of CNNs were from evaluations on datasets that may not be reflective of practical conditions, especially in the context of security systems. For instance, in baggage screening, threat objects typically do not occur nearly as often as normal objects making them underrepresented during the learning process. This is known as the class imbalance problem and is formally defined as a significant skew in the class distribution of a dataset, wherein some classes severely out represent the others [7]. Such a case is a problem for most of the standard learning algorithms, which assumes a balanced distribution between classes or equal misclassification costs. Both datasets used in [5] and [6] are not only relatively balanced but are severely smaller in size compared to photographic image datasets. Performance on such small datasets may not accurately represent performance in the real-world scenario. Consequently, Miao et al. [8] recently published the largest database on x-ray baggage security images in which they demonstrated the effect of class imbalance in image recognition. They proposed a class-imbalance hierarchical refinement (CHR) approach to classify x-ray images with multiple target threat objects while under varying cases of class imbalance.

Anomaly detection is listed in [7] as an emerging approach to the class imbalance problem. This method aims to detect outliers within a given data distribution based on some measure of normality. As a solution to class imbalance problem, the characteristics of the majority class becomes the basis for normality, making the minority class the target anomalies. Latest research explores the use of Generative Adversarial Networks (GANs) [9] in anomaly detection. The first GAN-based approach to anomaly detection was proposed in [10], however, this approach was impractical in real-time applications due to the need for repeated backpropagation to recover the latent representation. This work was extended in [11] where instead of just plain GAN, the authors used Bi-GAN [12] to speed up inference by up to 800 times.

While anomaly detection is commonly seen as a separate mode of operation in security inspection [13], in this paper we propose to use a novel approach to classify multiple threat objects in an x-ray image under different cases of class imbalance, in which we utilize a GAN-based anomaly detector coupled with a CNN and an SVM classifier. Inspired by the work in [11], we also adapt a Bi-GAN in our anomaly detector, but we extend it to work on higher dimensional data, i.e. x-ray images, by attaching a CNN in the prior stage, which also reduces the dimensionality of the input to the Bi-GAN. Moreover, aside from the usual adversarial loss, we also impose an additional training objective to the Bi-GAN. Finally, we used two criteria for anomaly detection, which are then used to train an SVM classifier to provide a more robust decision. Experiment results show that this particular ensemble of discriminative and generative models produced significant improvement over baseline
2. Proposed Method

In the context of this study, we define a taxonomy of datasets as the following:

- **Practical Dataset** – a dataset that mirrors the same distribution between classes that is to be expected in practice or deployment
- **Ideal Dataset** – a dataset that is used to get the maximum ideal performance of the learning algorithm, which may not be reflective of the distribution that is to be expected in practice or deployment

As described in Fig. 1, our classification network is comprised of a backbone CNN subnetwork, which acts as a classifier and a feature extractor, and an anomaly detector subnetwork that is further composed of a Bi-GAN and an SVM classifier.

In practice or during testing phase, all networks are connected, and they all work together. The extracted features and the output prediction of the CNN will be concatenated and fed into the anomaly detector. If the input is deemed to be non-anomalous, the initial output prediction of the CNN will be suppressed by multiplying it with a small positive number. On the other hand, once determined to be an anomaly, it will be multiplied with 1 to retain its initial values.

During training, the same subnetworks described above are optimized separately by dividing the training into three phases. Figure 2 shows the first phase of training. We attach a Feature Pyramid Network (FPN) to the CNN, which has been proven to increase the accuracy of the network for varying object scales [14]. $L1$, $L2$, $L3$, and $L4$ are the convolution layers of FPN. $FC1$, $FC2$, $FC3$, and $FC4$ are the fully connected layers of features pooled from each convolution layer of the FPN. $FC5$ is the n-dimensional vector representing the classification label predicted by the model. $\Sigma$ is an average operator, and $Y$ corresponds to the target labels. This discriminative model is only trained on all positive samples, or training images with at least one threat, as well as a random sample of negative samples, or training images without threats. The sample size of the negative samples is set to be the same as the size of the available positive samples. This is the ideal training set for this subnetwork. With this dataset, we eliminate the class imbalance problem and prevent the CNN classifier from being distracted by what would have been a larger number of negative samples. The training objective is the binary cross-entropy loss defined by Eq. (1), where $p$ is the predicted output, $y_i$ is the label for class $i$, and $N$ is the number of classes.

$$L(p,y) = -\frac{1}{N} \sum_{i=0}^{N} y_i \cdot \log(p(y_i)) + (1-y_i) \cdot \log(1 - p(y_i))$$ (1)

Figure 3 shows the second phase of training, wherein we train a Bi-GAN only on features extracted from negative samples. This is the ideal training set for this subnetwork. With this dataset, the network will only learn to model the characteristics of normal x-ray security images. $z$ is an n-dimensional random noise latent vector where the $G$ samples from to produce new data. $x$ is the input feature vector and $+$ is a concatenation operator. To make the training more efficient, we only use randomly sampled negative images from the training set. The sample size must be large enough to represent the entire negative samples, but not too much at the expense of efficiency. We set this size to 50,000 images. This generative model is trained with the adversarial objective as in [11] defined in Eq. (2), but we add another objective defined in Eq. (3), called reconstruction loss, only to network $G$ to encourage generation of similar features. This will also be used later to determine anomalies along with the feature matching loss defined in Eq. (4).

$$\min_{G,E} \max_{D} V(D,E,G) = \mathbb{E}_{x \sim p_X} \mathbb{E}_{z \sim p_G(\cdot|z)} [\log D(x,z)] + \mathbb{E}_{z \sim p_z} \mathbb{E}_{x \sim p_G(\cdot)} [1 - \log D(x,z)]$$ (2)
\[ R_{loss} = \| x - G(E(x)) \|_1 \]  
\[ FM_{loss} = \| f_D(x, E(x)) - f_D(G(E(x)), E(x)) \|_2 \]  
where \( f_D \) are the features extracted from the penultimate fully connected layer of network \( D \).

In theory, GANs should not be able to produce new data that do not belong to the distribution of the input data. Accordingly, our Bi-GAN should not be able to reproduce the input data that contains features of threat objects. Thus, anomalies would result in higher reconstruction and feature matching losses.

Figure 4 shows the final training phase. In here, we propose to train an SVM [15] as a robust alternative to hard thresholding. The input features used to train the SVM are the reconstruction and features matching losses from all the positive training samples and the 50,000 random negative training samples that were used in the previous phase.

It is essential that we divide the training into three phases because the performance of each network depends on how well the preceding network has been trained. Therefore, the training of the backbone CNN ultimately determines the overall performance of the entire classification network. This is the reason that it is important to only train the CNN on an ideal training set. In this manner, the CNN will be focused on learning strong representations of the target threat objects, thereby accurately discriminating between features of positive and negative samples. As a consequence, the CNN has also gained an assumption that the there is an equal distribution of positive and negative samples. This will cause for an increase in false positives during classification. As a countermeasure, we used an anomaly detector composed of a Bi-GAN and an SVM classifier. We trained our Bi-GAN on the strong features, learned by the pre-trained CNN, to model the manifold of the features describing negative samples even when they had been wrongly classified as positive samples. Now, it is apparent that the training of the SVM is highly dependent on the success of the previous two networks. As the backbone CNN learns strong representations of the target threat objects and the Bi-GAN learns the underlying distribution of the negative samples, the SVM will then be optimized to find the best separation of anomalous and non-anomalous inputs. Output predictions on non-anomalous inputs can then be suppressed, thereby evading the increase of false positives.

3. Experiment Results

We evaluate our network on SIXray – the largest public benchmark dataset on x-ray security images [8]. This dataset is divided into three subsets defined as the following:

- **SIXray10** – 10% of the dataset are positive samples
- **SIXray100** – 1% of the dataset are positive samples
- **SIXray1000** – 0.1% of the dataset are positive samples

We adapt the evaluation metric used in the PascalVOC image classification task [16], wherein the average precision for each class is calculated by ranking all the test data by the confidence of containing a particular threat and taking the mean (mAP) to assess the effectiveness of the model as a whole. We implement our approach using Pytorch [17] (v1.1.0 with Python 3.6.8) on a single machine with Intel Xeon processor and NVIDIA Tesla T4 GPU.

Table 1 shows the classification mAP of the networks on the SIXray10 subset. Our approach shows significant improvement over both unmodified CNN and CHR [8]. The same outcome can be observed in Table 2 showing results on the SIXray100 subset. This subset is the one with the closest distribution to the real-world scenario. In this subset, we obtain significant enhancement over both baselines in all
cases, which validates our aim to develop an algorithm that can be useful in a practical setting.

Compared to plain CNNs [2]–[4], our approach works significantly better due to the elimination of class imbalance during the training of the classifier supported by suppression of false positives using the anomaly detector. Furthermore, we achieve substantial improvement because our generative model receives stronger direct supervision during training, whereas the supervision signals of the generative models in [8] are weakened by their indirect hierarchical approach. Finally, overall evaluations for the SIXray1000 subset, shown in Table 3, demonstrate the effectiveness of our network even under extreme class imbalance.

To our knowledge, this is the first time that a GAN-based anomaly detection algorithm coupled with classification learning algorithms were used to solve extreme class imbalance problem. Moreover, GAN-based anomaly detection has been recently used on high dimensional x-ray images. In [18], Ackay et al. showed that anomaly detection could be done on x-ray images using a combination of subnetworks that are trained in an adversarial manner. In their recent work in [19], they improve the performance of their model by employing skip connections that directly transfer the information between the layers of the subnetworks. Figure 5 and Fig. 6 shows the comparison between the existing GAN-based anomaly detection algorithms using different metrics.

We used the SIXRay100 subset and divided it into positive and negative samples as previously defined. The task of the model is to determine if an image contains at least one of any type of threat described in Tables 1, 2 and 3. Although both graphs show that our approach outperforms previous methods, a significant gap in performance can be observed when using the area under the PR curve. This is because a PR curve can provide a more informative assessment compared to the ROC curve especially when the dataset is highly imbalanced [7]. Furthermore, we calculate the precision, recall and F1 score by taking the unweighted average of the positive and negative class for each of these metrics. Table 4 shows that our approach has a better balance between precision and recall, thus achieving the best F1 score against the previous methods.

Table 5 shows the multi-label confidence output of our model for the corresponding sample images shown in Fig. 7. Images A, B, and C are sampled from the positive samples, whereas D, E, and F are sampled from the negative samples. A confidence score of 1 conveys that the model is certain that a particular threat is detected, while a confidence score of 0 conveys that the model is certain that there is not a single threat in the image. Our model gives very low confidence scores to the images D, E, and F, as should be expected. Correspondingly, our model is certain that a particular threat is present in images A and B. However, our model
exhibits uncertainty on image C. A possible reason for this behavior is that the area of interest in image C is relatively small compared to the area of the whole image. During the pre-processing stage, where the image undergoes transformations to be suitable as input to the network, much of the necessary information may be lost. This, in turn, opens another possibility for the further improvement of the algorithm.

4. Conclusion

In this study, we presented a novel method for multiple threat object classification, which employs a GAN-based anomaly detection approach together with a CNN classifier, to alleviate the class imbalance problem. We train our network in three phases. In phase 1, we maximize the true positive rate of the classifier by training on the ideal train set. In phase 2, we train a Bi-GAN to learn the distribution of negative samples. In phase 3, we train an SVM on the reconstruction and feature matching losses as a robust alternative to hard thresholding. Initial classification results on detected normal images are suppressed to reduce false positives when evaluating the practical test set. We evaluated on a dataset that closely mirrors the real-world scenario and empirical results show that our approach enhances classification under varying cases of class imbalance. Further research includes improving the overall performance of our current model and extending this method to analyze even higher dimensional data such as video, for applications such as surveillance systems.
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