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Abstract
Perception is one of the crucial module of the autonomous driving system, which has made great progress recently. However, limited ability of individual vehicles results in the bottleneck of improvement of the perception performance. To break through the limits of individual perception, collaborative perception has been proposed which enables vehicles to share information to perceive the environments beyond line-of-sight and field-of-view. In this paper, we provide a review of the related work about the promising collaborative perception technology, including introducing the fundamental concepts, generalizing the collaboration modes and summarizing the key ingredients and applications of collaborative perception. Finally, we discuss the open challenges and issues of this research area and give some potential further directions.

1 Introduction and Motivation

Autonomous driving is the key technology of intelligent transportation system, and also a very promising engineering project that could fundamentally change the life of human society. Although there has been a lot of progress in both academia and industry in the past decades, autonomous driving is still an important research topic nowadays, especially inspired by the development of computer vision and deep learning recently.

One of the crucial module of autonomous driving is perception, which targets to perceiving the surrounding environment and extracting information related to navigation, including object detection, tracking, semantic segmentation and so on. Perception used to be regarded as the technique bottleneck of autonomous driving. In the past few years, perception performance has been significantly improved with increasing large-scale training data and developments of deep learning algorithms. However, it is not enough to meet the demand of practical high level of autonomous capacity because high level or fully autonomous vehicles do not require human supervision and totally rely on the perception of vehicles.

A main factor restricting the perception performance of autonomous driving is that each vehicle perceive surrounding environment based on its own local
perception sensors, that is, individual perception. However, individual perception ability is limited and thus perception perception would be decreased by limited field of view, missing modality, sparse sensor data and other negative factors. Two significant issues of individual perception, occlusion and sparse data in long-range, are illustrated in Figure 1. A resolution to these issues is that vehicles in the same area share the collective perception message (CPM) with each other to collaborate to perceive the environments, which is called collaborative perception or cooperative perception.

Benefiting from the better building of communication infrastructure and developing communication technology such as V2X (Vehicle-to-Everything) communication, vehicles could exchange their messages in reliable manners, which enables the collaboration among them. Recent work [11, 12] has demonstrated that collaborative perception among vehicles could improve the accuracy of environmental perception as well as robustness and safety of transportation systems.

In addition, autonomous driving vehicles are usually equipped with high-fidelity sensors to achieve reliable perception, which causes expensive cost. Collaborative perception can relax the harsh demand of perception equipments of individual vehicles.

Collaborative perception enables autonomous vehicles to overcome some perception limitations such as occlusion and short range of view by sharing information with nearby vehicles and infrastructure. However, achieving real-time and robust collaborative perception requires addressing some challenges caused by communication capacity and noise. Recently, there has been some work to study the strategy of collaboration perception, including what to collaboration, when to collaboration, how to collaboration, alignment of shared information and so on.

In this paper, we review previous work about collaborative perception for autonomous driving. Our contribution is summarized as follows: i) We induct existing collaboration modes of collaborative perception and respective analysis of methods. ii) We give a summary of the key ingredients of collaborative
The rest of this paper is organized as follows. In Section 2, we introduce the pipeline of collaborative perception and its four modes. In Section 3 and 4, we summarize the key ingredients and applications of collaborative perception for autonomous driving respectively. In Section 5, we discuss the open challenges and issues. Finally, Section 6 concludes this paper.

2 Collaboration mode: When and What to collaboration

The pipeline of perception is that raw data collected by vehicles is firstly fed into encoder, and then the intermediate features output by encoder are decoded to output the final perception results. In this section, we divide the collaboration mode into four categories in terms of when the collaboration occurs in the pipeline, and analyze their advantages and disadvantages in detail respectively.

2.1 Early collaboration

Early collaboration conducts the collaboration in the input space, which shares raw sensory data among vehicles and infrastructure. It aggregates raw measurements from all vehicles and infrastructure to promote a holistic perspective. Therefore, each vehicle could conduct following processing and finish perception based on the holistic perspective, see Figure 2(a), which can fundamentally solve the occlusion and long-range issues occurring in the single-agent perception. [5, 2] have adopted early collaboration mode and demonstrated its effectiveness with the help of rich information. However, sharing raw sensory data...
requires a lot of communication and easily congest the communication network with heavy data loads, which impedes its practical usage in most cases.

2.2 Late collaboration

Late collaboration conducts the collaboration in the output space, which promotes the fusion of the perception result output by each individual agent to achieve an refinement, see Figure 2(c). [3] adopted late collaboration to develop a perception and localization system and dealt with latency and dropout of the communication link between the two vehicles. [4] studied temporal and spatial alignment of the shared detected objects and proposed to use non-predicted sender state for the transformation and therefore to neglect the sender motion compensation. Although late collaboration is bandwidth-economic, it is very sensitive to the positioning error of the agents and suffers from high estimation errors and noise because of incomplete local observation.

2.3 Intermediate collaboration

Intermediate collaboration conducts the collaboration in the intermediate feature space. It enables the transmission of the intermediate features generated by each individual agent’s prediction model. After fusion of these features, each agent decodes the fused features and produce the perception results, see Figure 2(b). Conceptually, we can squeeze representative information to those features, leading to economic communication bandwidth compared to early collaboration as well as upgraded perception ability compared to late collaboration. A lot of work [6, 14, 7, 8, 9] agree with this idea and adopt intermediate collaboration and feature sharing. In practice, the design of this collaboration strategy is algorithmically challenging from two aspects: i) how to select the most beneficial and compact features from the raw measurements for transmission; and ii) how to maximally fuse the other agents’ features to enhance each agent’s perception ability.

2.4 Mixed collaboration

As mentioned above, each collaboration mode has its own advantages and disadvantages. Therefore, some work adopted mixed collaboration which combines two or more collaboration modes to optimize the collaboration strategy. [2] proposed to share high level information (late collaboration) where the sensor has high visibility and share low level information (early collaboration) where the visibility is poor. Their method is based on the observation that objects close to a sensor will have a high density of points and thus are more likely to be detected using a single sensor’s observation. DiscoNet [32] leveraged a teacher model employing early collaboration to guide the training of student model employing intermediate collaboration. In reference stage, the communication bandwidth-consuming teacher model is discarded so that student model
can keep superior performance with low communication bandwidth because it has learned the knowledge from the teacher model at the training stage.

3 Key Ingredients of Collaborative Perception Technology

3.1 Collaboration graph

Graph is a powerful tool to model collaborative perception process because of its ability to model non-Euclidean data structure and good interpretability. In some work, vehicles participating in collaborative perception compose a complete collaboration graph where each vehicle is a node and the collaboration relationship between two vehicles is the edge between these two nodes. V2VNet [14] leveraged graph neural networks to aggregate and combine messages from other vehicles. [32] proposed DiscoGraph with matrix-valued edge weight and each element in the matrix reflects the inter-agent attention at a specific spatial region, allowing an agent to adaptively highlight the informative regions, shown in Figure 3(a). Moreover, some work [18, 17] studied the resource allocation problem in vehicular communication based on graph technology where each vehicle-to-vehicle(V2V) link is considered as a node in the graph, shown in Figure 3(c).

3.2 Pose alignment

Since collaborative perception requires to fuse data from vehicles and infrastructure at different locations and different time, it is significant for successful
collaboration to achieve accurate data alignment. [4] presented a review of temporal and spatial alignment including the required coordinate systems and transformations for cooperative perception. [3] used extended Kalman filters to compensate for the position and relative distance measurements by extrapolation under the latency consideration. V2VNet [14] and DiscoNet [32] adopted the pose-aware strategy whose assumption is that vehicles have access to accurate poses and locations of itself and its collaborators so that collaborative perception can success by learned spatially-aware feature maps fusion. [15] pointed that localization noise is common in the real world and performance of pose-aware strategy degrades below single-agent performance under realistic amounts of noise. They proposed end-to-end learnable neural reasoning layers that learn to estimate pose errors to make vehicles reach a consensus about those errors. [16] leveraged neural layers to learn the data correspondence without the requirements of pose information of other agents.

3.3 Information fusion

Information fusion is a core component in multi-agent systems, which targets to fuse the most informative part from other agents in an effective manner. CommNet [22] adopted the averaging operation to conduct information fusion and VAIN [19] considered an attention mechanism to determine which agents would share information with. Almost all later fusion methods [25, 23, 24] adopted attention mechanism since it can adaptively compute the relationship between two agents. DiscoNet [32] leveraged a mask to reflect inter-agent attention at each spatial region, and compare its performance with some basic fusion methods such as summation, average, maximization, concatenation and state-of-the-art methods.

3.4 Resource allocation with reinforcement learning

Limited communication bandwidth in realistic environments asks us to fully use the available communication resources, which makes resource allocation and spectrum sharing significant. In vehicular communication environment, fast changing channel conditions and increasingly service requirements make the optimization of the allocation problem very complex and it hard to use conventional optimization methods to solve it. Some work leverage multi-agent reinforcement learning(MARL) to solve the optimization problem. [28] used deep reinforcement learning to select the data to transmit and mitigated the network load. With MARL, [18, 17] focus on optimize resources allocation and [27] focused on spectrum sharing. [26] introduced federated reinforcement learning to speed up the training process.
4 Applications of Collaborative Perception

Collaborative perception can be applied to a lot of tasks involving multi-agent perception. In this section, we focus two important tasks for autonomous driving and group intelligence, point clouds based 3D object detection and semantic segmentation of 3D scenes, to which collaborative perception is applied.

4.1 Collaborative 3D object detection

LIDAR-point-cloud based 3D object detection attracts most attention in the study of collaborative perception. The reason is as follows: i) LiDAR point clouds have more spatial dimension than images and video. ii) LiDAR point clouds can preserve private information in some extent such as people’s faces and license plate numbers. iii) point data is a proper data type for fusion because there is less loss when point data are aligned from different poses than pixels. iv) 3D object detection is an essential task for autonomous driving perception, on which many tasks such as tracking and motion prediction are based.

Figure 4(a) shows an example of collaborative object detection where vehicles with observations in different colors aim to detect the surrounding vehicles in a collaborative manner. Figure 4(b) compares 3D object detection results of single perception and collaborative perception based point clouds, which illustrates the effectiveness of collaboration perception.
4.2 Collaborative semantic segmentation of 3D scenes

Semantic segmentation of 3D scenes is also a key task required for autonomous driving. Collaborative semantic segmentation of 3D scenes targets to produce semantic segmentation masks for each agent given observations (images, LIDAR point clouds, etc.) of 3D scenes from several agents. [23, 24, 16] focus on collaborative semantic segmentation with limited communication bandwidth. Figure 4(b) illustrates the effectiveness of collaborative semantic segmentation leveraging multi views in the presence of an unexpected obstruction.

5 Open Challenges and Issues

In this section, we will discuss existing open challenges and issues of collaborative perception and give some potential further directions.

5.1 Communication Robustness

Efficient collaboration depends on reliable communication among agents. However, communication is not perfect in practice: i) As the number of vehicles in the network increases, available communication bandwidth for each vehicle is limited; ii) It is hard for vehicles to receive real-time information from other vehicles due to inevitable communication delay; iii) Communication is likely to be interrupted sometimes, resulting in communication drops; iv) V2X communication suffers from attacks [34] and cannot always provide reliable service. Although communication technologies is keep developing and improving quality of communication service, the problems mentioned above will still exist for a long time. However, most existing work adopt the assumption that infor-
information can be sharing in a real time and lossless manner, so it is significant for further work to consider those communication constrains and design robust collaborative perception systems.

5.2 Heterogeneous and cross-modality

Most collaborative perception work pay attention to LIDAR point clouds based perception. However, there are more types of data useful for perception, such as images and mmWave radar points. It is a potential approach for more effective collaboration to leverage the multi-modal sensory data. In addition, there are different levels of autonomous vehicles which provides information with different quality in some scenes. Therefore, how to collaborate in the heterogeneous vehicles network is an issue for further practical application of collaborative perception. Unfortunately, few work focus on heterogeneous and cross-modal collaborative perception, making it a open challenge.

5.3 Large-scale dataset

As mentioned in Section 1, perception performance has been boosted by increasing large-scale dataset and development of deep learning methods. However, existing datasets in the research area of collaborative perception are either small in scale or not public. For example, [5] regards the ego vehicle at different timestamps as multiple collaborator vehicles in KITTI [30], and V2V-Sim generalized based on a high-fidelity LIDAR simulator [31] proposed by V2VNet [14] is not publicly available. Recently, [29] was released as a large scale dataset for Vehicle-Infrastructure collaborative autonomous driving. However, it does not include V2V scenario and is not public currently. Consequently, the absence of public large-scale dataset preclude further development of collaborative perception. In addition, most dataset is based on simulation. Although simulation is an economic and safe approach to validate the algorithm, realistic dataset is in demand to make collaborative perception applied in practice.

6 Conclusion

This review of collaborative perception has covered the major technical details and applications for autonomous driving. We introduce the concept of collaborative perception and provide an analysis of the advantages and disadvantages of different collaboration modes. We then induct the key ingredients and two important application tasks of collaborative perception technology. Finally, we discuss the open challenges and issues in this research area and give some potential further directions of collaborative perception.

Acknowledgment. This research is partially supported by the Science and Technology Commission of Shanghai Municipal under Grant 21511100900.
References

[1] Yunshuang Yuan, Hao Cheng, and Monika Sester. Keypoints-based deep feature fusion for cooperative vehicle detection of autonomous driving. *ArXiv*, abs/2109.11615, 2021.

[2] Eduardo Arnold, Mehrdad Dianati, Robert de Temple, and Saber Fallah. Cooperative perception for 3d object detection in driving scenarios using infrastructure sensors. *IEEE Transactions on Intelligent Transportation Systems*, 2020.

[3] Aaron Miller, Kyungzun Rim, Parth Chopra, Paritosh Kelkar, and Maxim Likhachev. Cooperative perception and localization for cooperative driving. In *2020 IEEE International Conference on Robotics and Automation (ICRA)*, pages 1256–1262. IEEE, 2020.

[4] Christoph Allig and Gerd Wanielik. Alignment of perception information for cooperative perception. In *2019 IEEE Intelligent Vehicles Symposium (IV)*, pages 1849–1854. IEEE, 2019.

[5] Qi Chen, Sihai Tang, Qing Yang, and Song Fu. Cooper: Cooperative perception for connected autonomous vehicles based on 3d point clouds. In *2019 IEEE 39th International Conference on Distributed Computing Systems (ICDCS)*, pages 514–524. IEEE, 2019.

[6] Qi Chen, Xu Ma, Sihai Tang, Jingda Guo, Qing Yang, and Song Fu. F-cooper: Feature based cooperative perception for autonomous vehicle edge computing system using 3d point clouds. In *Proceedings of the 4th ACM/IEEE Symposium on Edge Computing*, pages 88–100, 2019.

[7] Ehsan Emad Marvasti, Arash Raftari, Amir Emad Marvasti, and Yaser P Fallah. Bandwidth-adaptive feature sharing for cooperative lidar object detection. In *2020 IEEE 3rd Connected and Automated Vehicles Symposium (CAVS)*, pages 1–7. IEEE, 2020.

[8] Ehsan Emad Marvasti, Arash Raftari, Amir Emad Marvasti, Yaser P Fallah, Rui Guo, and Hongsheng Lu. Cooperative lidar object detection via feature sharing in deep networks. In *2020 IEEE 92nd Vehicular Technology Conference (VTC2020-Fall)*, pages 1–7. IEEE, 2020.

[9] Ehsan Emad Marvasti, Arash Raftari, Amir Emad Marvasti, Yaser P Fallah, Rui Guo, and Hongsheng Lu. Feature sharing and integration for cooperative cognition and perception with volumetric sensors. *arXiv preprint arXiv:2011.08317*, 2020.

[10] Yicong Wang, Gustavo De Veciana, Takayuki Shimizu, and Hongsheng Lu. Performance and scaling of collaborative sensing and networking for automated driving applications. In *2018 IEEE International Conference on Communications Workshops (ICC Workshops)*, pages 1–6. IEEE, 2018.
[11] Florian A Schiegg, Ignacio Llatser, Daniel Bischoff, and Georg Volk. Collective perception: a safety perspective. Sensors, 21(1):159, 2021.

[12] Mao Shan, Karan Narula, Yung Fei Wong, Stewart Worrall, Malik Khan, Paul Alexander, and Eduardo Nebot. Demonstrations of cooperative perception: safety and robustness in connected and automated vehicle operations. Sensors, 21(1):200, 2021.

[13] Ioannis Mavromatis, Andrea Tassi, Robert J Piechocki, and Andrew Nix. Efficient v2v communication scheme for 5g mmwave hyper-connected cavs. In 2018 IEEE international conference on communications workshops (ICC workshops), pages 1–6. IEEE, 2018.

[14] Tsun-Hsuan Wang, Sivabalan Manivasagam, Ming Liang, Bin Yang, Wenyuan Zeng, and Raquel Urtasun. V2vnet: Vehicle-to-vehicle communication for joint perception and prediction. In European Conference on Computer Vision, pages 605–621. Springer, 2020.

[15] Nicholas Vadivelu, Mengye Ren, James Tu, Jingkang Wang, and Raquel Urtasun. Learning to communicate and correct pose errors. In Conference on Robot Learning, 2020.

[16] Nathaniel Glaser, Yen-Cheng Liu, Junjiao Tian, and Zsolt Kira. Overcoming obstructions via bandwidth-limited multi-agent spatial handshaking. In IEEE/RSJ International Conference on Intelligent Robots and Systems, 2021.

[17] Ziyan He, Liang Wang, Hao Ye, Geoffrey Ye Li, and Biing-Hwang Fred Juang. Resource allocation based on graph neural networks in vehicular communications. In GLOBECOM 2020-2020 IEEE Global Communications Conference, pages 1–5. IEEE, 2020.

[18] Le Liang, Shijie Xie, Geoffrey Ye Li, Zhi Ding, and Xingxing Yu. Graph-based resource sharing in vehicular communication. IEEE Transactions on Wireless Communications, 17(7):4579–4592, 2018.

[19] Yedid Hoshen. Vain: Attentional multi-agent predictive modeling. In NeurIPS, 2017.

[20] Sainbayar Sukhbaatar, Arthur Szlam, and Rob Fergus. Learning multiagent communication with backpropagation. arXiv preprint arXiv:1605.07736, 2016.

[21] Jakob N Foerster, Yannis M Assael, Nando De Freitas, and Shimon Whiteson. Learning to communicate with deep multi-agent reinforcement learning. arXiv preprint arXiv:1605.06676, 2016.

[22] Sainbayar Sukhbaatar, Arthur D. Szlam, and Rob Fergus. Learning multi-agent communication with backpropagation. In NeurIPS, 2016.
[23] Yen-Cheng Liu, Junjiao Tian, Chih-Yao Ma, Nathan Glaser, Chia-Wen Kuo, and Zsolt Kira. Who2com: Collaborative perception via learnable handshake communication. In 2020 IEEE International Conference on Robotics and Automation (ICRA), pages 6876–6883. IEEE, 2020.

[24] Yen-Cheng Liu, Junjiao Tian, Nathaniel Glaser, and Zsolt Kira. When2com: multi-agent perception via communication graph grouping. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 4106–4115, 2020.

[25] Jiechuan Jiang and Zongqing Lu. Learning attentional communication for multi-agent cooperation. In NeurIPS, 2018.

[26] Mohamed K. Abdel-Aziz, Cristina Perfecto, Sumudu Samarakoon, Mehdi Bennis, and Walid Saad. Vehicular cooperative perception through action branching and federated reinforcement learning. ArXiv, abs/2012.03414, 2020.

[27] Le Liang, Hao Ye, and Geoffrey Y. Li. Spectrum sharing in vehicular networks based on multi-agent reinforcement learning. IEEE Journal on Selected Areas in Communications, 37:2282–2292, 2019.

[28] Shunsuke Aoki, Takamasa Higuchi, and Onur Altintas. Cooperative perception with deep reinforcement learning for connected vehicles. 2020 IEEE Intelligent Vehicles Symposium (IV), pages 328–334, 2020.

[29] Tsinghua University Institute for AI Industry Research (AIR). Vehicle-infrastructure collaborative autonomous driving: Dair-v2x dataset, 2021.

[30] Andreas Geiger, Philip Lenz, Christoph Stiller, and Raquel Urtasun. Vision meets robotics: The kitti dataset. The International Journal of Robotics Research, 32(11):1231–1237, 2013.

[31] Sivabalan Manivasagam, Shenlong Wang, Kelvin Wong, Wenyuan Zeng, Mikita Sazanovich, Shuhan Tan, Bin Yang, Wei-Chiu Ma, and Raquel Urtasun. Lidarsim: Realistic lidar simulation by leveraging the real world. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 11167–11176, 2020.

[32] Yiming Li, Shunli Ren, Pengxiang Wu, Siheng Chen, Chen Feng, and Wenjun Zhang. Learning distilled collaboration graph for multi-agent perception. In NeurIPS, 2021.

[33] Michael Fürt, Oliver Wasenmüller, and Didier Stricker. Lrpd: Long range 3d pedestrian detection leveraging specific strengths of lidar and rgb. 2020 IEEE 23rd International Conference on Intelligent Transportation Systems (ITSC), pages 1–7, 2020.
[34] James Tu, Tsunhsuan Wang, Jingkang Wang, Sivabalan Manivasagam, Mengye Ren, and Raquel Urtasun. Adversarial attacks on multi-agent communication. In Proceedings of the IEEE/CVF International Conference on Computer Vision (ICCV), pages 7768–7777, October 2021.