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Methods for treating MS/MS data to achieve accurate peptide identification are currently the subject of much research activity. In this study we describe a new method for filtering MS/MS data and refining precursor masses that provides highly accurate analyses of massive sets of proteomics data. This method, coined “postexperiment monoisotopic mass filtering and refinement” (PE-MMR), consists of several data processing steps: 1) generation of lists of all monoisotopic masses observed in a whole LC/MS experiment, 2) clustering of monoisotopic masses of a peptide into unique mass classes (UMCs) based on their masses and LC elution times, 3) matching the precursor masses of the MS/MS data to a representative mass of a UMC, and 4) filtration of the MS/MS data based on the presence of corresponding monoisotopic masses and refinement of the precursor ion masses by the UMC mass. PE-MMR increases the throughput of proteomics data analysis, by efficiently removing “garbage” MS/MS data prior to database searching, and improves the mass measurement accuracies (i.e. 0.05 ± 1.49 ppm for yeast data (from 4.46 ± 2.81 ppm) and 0.03 ± 3.41 ppm for glycopeptide data (from 4.8 ± 7.4 ppm)) for an increased number of identified peptides. In proteomics analyses of glycopeptide-enriched samples, PE-MMR processing greatly reduces the degree of false glycopeptide identification by correctly assigning the monoisotopic masses for the precursor ions prior to database searching. By applying this technique to analyses of proteome samples of varying complexities, we demonstrate herein that PE-MMR is an effective and accurate method for treating massive sets of proteomics data. Molecular & Cellular Proteomics 7:1124-1134, 2008.
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idence matching, and the presence of nonpeptide-like signals arising from chemical or electrical noise. The algorithms of the database search tools also need improving. Recently studies relating to the development of mathematical tools for rapidly analyzing large sets of tandem mass spectral data have become indispensable. For example, Yates and co-workers (6) developed so-called “2to3” computational software to determine the charge states of precursor ions by finding matching fragment pairs; they utilized it to evaluate the quality of tandem mass spectra, efficiently removing poor quality spectra (–20–30%) while only minimally affecting protein identification. Recently Aebersold and co-workers (7) used a dynamic quality scoring approach to find unannotated high quality spectra for subsequent in-depth annotation processes, such as multiple modifications or sequence polymorphism. Cagney and co-workers (5) also developed a probability-based method of assessing the quality of tandem mass spectra.

Assignment of accurate precursor ion masses to tandem mass spectra is often problematic even when using high resolution mass spectrometers such as FT-ICR or Orbitrap systems. A common practice in shotgun proteomics is the dynamic selection of precursor ions for fragmentation with exclusion to prevent reacquisition of MS/MS spectra for the same peptide. Thereby the precursor ion intensities selected for fragmentation are likely to be very weak even though the corresponding MS/MS spectra may be of high quality as a result of the selective accumulation of ions over a narrow mass range in the ion trap. The subsequently higher intensity mass spectral peaks are frequently of no use if the peptides elute out prior to the expiration of the exclusion time. The presence of low intensity mass spectral peaks leads to inaccurate determination of precursor ion masses that results in false peptide identification. Several different approaches have been described previously to overcome this issue. One is simply to accept the difficulty and use a wide mass tolerance (e.g. 3 Da) for the database search. This approach leads, however, to an increased computational burden, and the process becomes susceptible to false positives. Others have utilized selective ion monitoring scans to accurately obtain precursor ion masses (8); this approach, however, inevitably decreases experimental throughput. Gygi and co-workers (9) used a relatively large mass tolerance (i.e. 50 ppm) for a first database search and subsequently subjected the search results to stringent filtering (i.e. 8 ppm). This approach significantly reduced the FP rate with only a minimal loss of peptide information. More recently, Yates and co-workers (10) used a cross-correlation function between the fragment features of a tandem mass spectrum and those of its reverse spectrum to obtain the precursor ion mass. Typically they achieved mass accuracies of less than 0.25 amu for ion trap mass spectra.

In this study, we report a procedure, “postexperiment monoisotopic mass filtering and refinement” (PE-MMR), for the analysis of tandem mass spectrometric data. The PE-MMR method involves several steps of analyzing both MS and MS/MS data, including the extensive and accurate extraction of monoisotopic mass information from MS spectra (using the THRASH algorithm), unique mass class (UMC) generation through the clustering of peptide MS peaks having different elution times, precursor ion mass correction, and monoisotopic mass filtration in terms of the UMC mass, which is the intensity-weighted average mass of the monoisotopic masses of the UMC components. MS/MS data from random noise (i.e. signals that do not display isotopic distribution in MS spectra) are efficiently filtered out by matching these masses to the monoisotopic masses in the UMC list. We demonstrate herein the application of the PE-MMR method to the analysis of LC/MS/MS data obtained from tryptic yeast peptides and glycopeptide mixtures enriched from human sera and discuss the validity of the technique.

**EXPERIMENTAL PROCEDURES**

Sample Preparation—Saccharomyces cerevisiae haploid strains Y2805 (MATa pep:his3 prb1-1 A1.6R can1-100 ura3-52) and AF-2 (HMLa or HMRa ho ade2-1 trp1-1 can1-100 leu2-3,112 his3-11,15 ura3-1 ssd1) were used to prepare the yeast proteome sample as has been described in detail previously (11). Here we used only the soluble fraction of the cell lysate, which was subjected to tryptic digestion. Human sera were obtained from 15 healthy females; the samples were prepared by selective isolation of N-glycosylated peptides (12). The processes were performed using an automated liquid handling robot system (Freedom EVO™, Tecan Group Ltd., Männedorf, Switzerland) to reduce any possible technical variations; each sample was divided into three aliquots so that, in total, 45 samples were available for analysis. A portion (80 µl) of each serum sample was added to a well in a 96-well desalting column (Harvard Apparatus G-10 spin column, Nest Group), which was centrifuged at 1000 rpm for 1 min to isolate the proteins from the serum solution. The eluted protein solutions were collected in a fresh 96-well plate (Captcha 96-well, 0.45-µm PVDF filter plate; well volume, 1 ml). The glycometabolites of the proteins were then oxidized through addition of aqueous sodium periodate solution (100 mM, 8 µl) to the protein solution; the mixture was subjected to gentle shaking at room temperature for 1 h in the dark. After oxidation, excess sodium periodate was removed by washing the 96-well plate column (Harvard Apparatus G-10 spin column, Nest Group), which was centrifuged at 1000 rpm for 1 min; this washing step was repeated three times. After washing the resin, the bottom of the filter plate was sealed with 96-well plate covers (Captcha 96-well pierceable collection plate covers, Varian), and coupling buffer (200 µl) was added to each well to resuspend the hydrazide resin. The oxidized protein samples were then transferred to the filter plate for conjugation to the resin. The conjugation proceeded at room temperature for 20 h with gentle shaking; the non-glycosylated proteins were removed (by centrifuging the 96-well filter plate at 1000 rpm for 1 min) and then stored at –20 °C. The remaining non-glycosylated protein was removed by washing the resin six times with urea solution (8 M urea, 0.4 M NH₄HCO₃, pH 8.3; 800 µl); the resin was then resuspended in digestion buffer (2 M urea, 0.1 M NH₄HCO₃, pH 8.3). Before each washing step, the sealing cover was removed from the 96-well filter plate.

Tris(2-carboxyethyl)phosphine hydrochloride solution (12 µl) was added to the hydrazide resin, and then the mixture was incubated at room temperature for 30 min. Iodoacetamide solution (16 µl) was
added to the mixture, which was then incubated at room temperature for another 30 min. The resin was washed sequentially with the digestion buffer (2 \times 0.8 ml) and 100 mM NH\textsubscript{4}HCO\textsubscript{3} buffer (2 \times 0.8 ml). After washing, the hydrazide resin was resuspended in 100 mM NH\textsubscript{4}HCO\textsubscript{3} buffer (450 \mu\text{l}). Trypsin (Worthington; protein-to-trypsin ratio, 1:1 (w/w); 5 \mu\text{g}) was added to each sample (450 \mu\text{g}) and then the mixtures were incubated overnight at 37 °C. Any supernatant containing non-glycosylated peptides was removed from the mixture by centrifuging the samples at 1000 rpm for 1 min. The remaining non-glycosylated peptides were removed by washing the resin (3 \times 800 \mu\text{g} each time) sequentially with 1.5 M NaCl, 80% acetonitrile in water, methanol, water, and 100 mM ammonium bicarbonate buffer. The supernatant was removed after centrifuging at 1000 rpm for 1 min after each washing step. The N-linked glycopeptides were released from the resin through the addition of a diluted glycerol-free peptide-N-glycosidase F solution (New England Biolabs; 1:150 dilution, 150 \mu\text{g}) followed by incubation with gentle shaking at 37 °C overnight. The supernatant containing glycopeptides was collected into a 96-well collection plate with 700-\mu\text{g} glass inserts (Waters) through centrifugation (at 1000 rpm for 1 min); the resin was then washed with 80% acetonitrile (2 \times 200 \mu\text{g}) and the washing solutions were added to the 96-well collection plate. The solutions were evaporated for 2–3 h in a SpeedVac system so that the final volumes were less than 200 \mu\text{g}, and then they were desalted using 96-well Vydac silica C18 columns manufactured in house through slurry packing. The system also incorporated two SPE columns that were prepared by packing a 1-cm-length, 5 \mu\text{m}, 200-Å pore size, PolyLC) and two RPLC capillary columns (75-\mu\text{m inner diameter \times 360-\mu\text{m outer diameter \times 30-cm length}, 5 \mu\text{m}, 200-Å pore size, PolyLC) and two RPLC capillary columns (75-\mu\text{m inner diameter \times 360-\mu\text{m outer diameter \times 80-cm length}, C\text{18}-bonded particles, 3 \mu\text{m}, 300-Å pore size, Jupiter, Phenomenex), which were manufactured in house through slurry packing. The system also incorporated two SPE columns that were prepared by packing a 1-cm-long liner (250-\mu\text{m inner diameter}) inside an internal reducer (\text{inner diameter = 360-\mu\text{m}}) with the same C\text{18}-bonded particles. The samples were fractionated on line into 14 salt gradients by the first-dimensional SCX separation, and then each of the fractionated samples was alternately directed to one of the two RPLC columns for second-dimensional separation. Each SCX fraction was desalted on line in the SPE column and eluted using a gradient provided by a mixture of solvents A (0.1% formic acid in water) and B (90% acetonitrile, 0.1% formic acid in water) where the percentage of the latter mobile phase was increased exponentially from 0 to 80% by volume over a period of 180 min. In total, 14 sets of RPLC/MS/MS data were obtained from a single sample injection. Unlike the case for the yeast experiments, the glycocaptured peptides from the human sera samples were separated using the DO-SPE/cRPLC system in its single-dimensional separation mode. Other than omitting the on-line SCX fractionation steps, the separation scheme was the same as described above.

A 7-tesla FT-ICR mass spectrometer (LTQ-FT, Thermo Electron, San Jose, CA) was used to collect the mass spectra. MS precursor ion scans (m/z 400–2000) were acquired in full-profile mode (i.e. with no base-line truncation) with an automatic gain control (AGC) target value of 1 \times 10^6, a mass resolution of 1 \times 10^5, and a maximum ion accumulation time of 1000 ms. Acquisition of an MS scan in full-profile mode significantly increases the data size: one full LC/MS experiment would result in an MS result file (.raw file) exceeding 2 GB, which would not be handled in current Xcalibur software or other MS data analysis tools, such as ICR-2LS. We divided one full LC/MS experiments into six 30-min experiments by placing six MS acquisition sequences consecutively during an LC gradient. Each of the 30-min LC/MS files was \sim 1.5 GB in size. Despite the difficulties involved in dealing with large data sets, THRASH performed better with full-profile mode data and resulted in more monoisotopic masses especially for weak intensity peptide peaks. In such cases, base-line truncation, which removed the isotopic peaks just below the default threshold value from an isotope envelope, would result in incorrect monoisotopic masses or no monoisotopic mass at all.

The mass spectrometer was operated in data-dependent tandem MS mode; the three most abundant ions detected in a precursor MS scan were dynamically selected for MS/MS experiments simultaneously incorporating a dynamic exclusion option (exclusion mass width low, 1.10 Th; exclusion mass width high, 2.10 Th; exclusion list size, 120; exclusion duration, 30 s) to prevent reacquisition of MS/MS spectra of the same peptides. Collision-induced dissociations of the precursor ions were performed in an ion trap (LTQ) with the collisional energy and isolation width set to 35% and 3 Th, respectively. The options “enable charge state screening,” “enable monoisotopic precursor selection,” and “charge state rejection enabled” were not used. The use of these parameters reduced to some extent the MS/MS data triggered by precursor ion measurements lacking isotopic distribution. Further discussion is provided in supplemental Table 1. The Xcalibur software package (Version 2.0 SR1, Thermo Electron) was used to construct the experimental methods.

**Database Search—**All tandem mass spectrometric data (i.e. DTA files) were extracted using ExtractMsn (Version 3; creation date, July 18, 2006) of Bioworks™ software (Version 3.2EF2, Thermo Electron), which determines values of the monoisotopic m/z and charge states of the precursor ions along with the values of m/z and the intensities of the fragment ions. Charge states from +1 to +8 were considered, and the precursor peptide mass range was set to 400–10,000 Da. The MS/MS data were then searched against a composite database, containing either a human International Protein Index (IPI; Version 3.14) database and its reversed complements or Saccharomyces Genome Database (orf, trans.fasta) and its reversed complements, using SEQUEST (Version 27, Revision 12) on a Linux 14-node cluster system. The tolerance was set to 10 ppm or 0.1 Da for precursor ions and 1 Da for fragment ions. The maximum number of internal cleavage sites was set to 3, and variable modification options were used for the carbamidomethylation of cysteine (57.021460 Da), the oxidation of methionine (15.994920 Da), and the hydroxylation of asparagine (0.987000 Da). The search results were filtered using an estimated FP rate. The FP rate of peptide assignment was estimated through a composite target-decoy database search. The values of XCorr and the \text{d}Cn threshold for the 1% FP rate were used to obtain peptide IDs.

**PE-MMRR: Generation of Monoisotopic Mass—**As displayed in Fig. 1, PE-MMRR involves several steps of data analysis using MS (i.e. deisotoping and unique mass class clusterization) and MS/MS (i.e. filtration, correction, and refinement of tandem mass spectra). The PE-MMRR method also includes database searching and validation of the peptide identification using the composite target-decoy method. Analysis of the large MS data sets arising from the LC/MS/MS experiments was performed in an automated manner using ICR-2LS (Proteomics Research Resource for Integrative Biology, National Center for Research Resources). The MS data were subjected directly as a batch to the ICR-2LS, and the isotopic distributions and charge
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states of the peptide ions in the mass spectra were deconvoluted using the THRASH algorithm developed by Horn et al. (14). The analysis results were recorded in a .pek file that contained the following information: spectrum number, charge states, abundances (or intensities), m/z values, and monoisotopic, average, and most abundant masses (supplemental Data 2, supplemental Fig. 1). We note that ions in high charge states (i.e., \( \geq 6 \)) were observed in large quantities; their masses were also obtained accurately from ICR-2LS analysis.

PE-MMR uses the .pek file from an LC/MS/MS experiment to cluster MS peaks from a peptide into a unique mass class. In an LC/MS/MS experiment, a peptide MS peak emerged over a period of time during LC elution. Such mass spectral peaks that have similar monoisotopic masses (i.e., within the mass tolerance of 10 ppm) but different LC elution times can be grouped into a UMC. Ideally a peptide is represented by a UMC. The UMC concept was first introduced by Smith and co-workers at Pacific Northwest National Laboratory (15). All of the UMCs observed in an LC/MS/MS experiment were recorded in an extensible markup language formatted (which we named a “UMC list”). We used a simple approach toward generating UMCs, basically through mass tolerance and the sequentiality of mass spectral peaks. Briefly when a monoisotopic mass value was first measured in a mass spectrum, that mass was searched in subsequent scans at a mass tolerance of \( \pm 10 \) ppm; the sequential mass spectral peaks having similar masses were grouped into a UMC until there were no corresponding peaks for more than five consecutive mass spectra (i.e. sequential mass spectra with more than five consecutive “holes”). At least two scans were required to compose a UMC. Each UMC contained every mass spectral component having different charge states, abundances, and scan numbers but similar monoisotopic masses within the given mass tolerance (supplemental Data 2, supplemental Fig. 2).

Fig. 2 indicates that the mass measurement accuracies (MMAs) of peptide ions (represented by black filled circles and open and black filled triangles) did not fluctuate significantly with respect to changes in the peptide intensities as they eluted from the LC. This situation was probably due to the AGC effectively maintaining the optimal number of ions trapped in the ICR cell, resulting in similar space charge effects that could be calibrated effectively. Experimentally, however, we still observed that the monoisotopic masses obtained when the corresponding mass spectral peaks had reached their maximum intensity tended to have better mass accuracies than those of the weaker mass spectral peaks (Fig. 2) (16). The mass spectral peaks

---

**Fig. 1.** (a) overall schematic representation of the PE-MMR process. (b) an expanded schematic of the dotted box in (a). A detailed description is provided in the text. *IDed*, identified.
of high intensity would give isotopic envelopes close to those predicted theoretically, and the mass transformation of high intensity MS peaks using THRASH would likely give high mass accuracy especially under the AGC in action. We used an intensity-weighted average mass value of all the component masses of a UMC to represent each UMC that we termed the "UMC mass" and expressed using the equation

$$M_{UMC} = \frac{\sum M_i I_i}{\sum I_i} \quad \text{(Eq. 1)}$$

where $M_{UMC}$ is the UMC mass and $M_i$ and $I_i$ are the monoisotopic masses and intensities of the UMC components, respectively. The UMC masses (represented by the red line in Fig. 2) resulted in good mass measurement accuracy and were consistently better than those of the precursor ion masses recorded in MS/MS files (indicated by red or blue filled triangles).

**PE-MMR: Filtration of MS/MS Data**—One of the major issues when using tandem mass spectra for accurate peptide identification is the inaccuracy in determining the monoisotopic masses of the precursor peptide ions selected for fragmentation. In conventional MS/MS experiments, a mass spectrometer performs "on-the-fly" data-dependent peak selection of a subset of precursor peptide ions from each MS acquisition. The problem, as illustrated in Fig. 3, is that the isotopic distributions (Fig. 3A) of a peptide measured consecutively in an LC/MS/MS experiment can deviate from the theoretical pattern (Fig. 3B). This non-statistical distribution, especially with a weak intensity MS peak, is due mainly to the small number of ions present during the MS acquisition. Therefore, depending on the time at which the peptide was selected for fragmentation, the resultant MS/MS data can contain $m/z$ values of either the first (i.e. monoisotopic peak or [M]) or second (i.e. [M $+\Delta$]) isotopic peak. In practice, this situation entails that MS/MS data from low resolution mass spectrometers (e.g. quadrupolar ion trap machines) be searched against a protein database at a relatively large mass tolerance (e.g. 3 Da) even through the mass accuracies might not be that poor. Use of high resolution mass spectrometers, such as FT-ICR systems, alleviates "wrong" peak picking. Nevertheless because of the nature of data-dependent LC/MS/MS experiments with dynamic exclusion, in many cases peptides are selected at the very early stages of their elution when their intensities are too low to provide a well defined isotopic distribution. Any average-based deisotoping algorithm, such as THRASH, is prone to having errors in determining correct monoisotopic masses for such non-statistical isotopic distributions. This phenomenon introduces uncertainties to the monoisotopic mass values, and the resultant MS/MS data (i.e. in the DTA files for Thermo mass spectrometers) are prone to containing falsely determined monoisotopic mass information.

As explained above, the UMC list comprises monoisotopic mass information that originated from a .pek file after mass transformation using the THRASH algorithm. Because of the nature of THRASH, where theoretical isotopic distributions corresponding to the masses of imaginary peptides composed of averagine are fitted iteratively to experimental distributions, monoisotopic masses can be computed only for precursor ions having well defined isotopic distributions (i.e. isotopic peak cluster distributions or isotope envelopes). Any mass spectral peaks having no isotopic distribution would not produce a monoisotopic mass through THRASH deisotoping (supplemental Data 2, supplemental Fig. 3). Therefore, if the precursor mass from a resultant MS/MS file is not found in the UMC list near its elution time,
peaks in consecutive MS scans. The first spectrum was referenced to trigger MS/MS. The precursor mass of the corresponding MS/MS file (i.e., DTA file) is indicated in red, and the monoisotopic masses in the subsequent scans are in black. B, theoretical isotopic distribution of the peptide. The experimental distributions agree better with the theoretical distribution as their intensities increase. In most cases, MS/MS was performed at the early stages of the elution of a peptide where the experimental distribution deviated significantly from the theoretical distribution and often resulted in incorrect monoisotopic masses being assigned to the resultant MS/MS data.

the parent ions are likely to have no isotopic distribution and, thus, are probably noise. These nonpeptide-like species (i.e., chemical or electrical noise) are expected to result in tandem mass spectra of poor quality. In contrast, peptide peaks having well defined isotope envelopes, for which THRASH will result in monoisotopic masses, will find their matches with the UMC mass.

This argument leads to the intriguing possibility of using the UMC mass to filter out "garbage" tandem mass spectra. The MS/MS data obtained from the LTQ-FT instrument (.raw file) were converted to a certain format (e.g., DTA). The MS/MS formats contained the MS/MS scan numbers, their charge states (from +1 to +8), their monoisotopic m/z (corresponding to [M + H]^+), and their fragment ion masses and corresponding mass spectral intensities (supplemental Data 2, supplemental Fig. 4). To filter out garbage MS/MS files, the PE-MMR compares the neutral mass (i.e., [M]) of the MS/MS file with the UMC mass. If a match is found within a tolerance of ±25 ppm, as shown in Fig. 1b, PE-MMR replaces the precursor mass of the MS/MS file with the UMC mass (mass refinement). If no match is found, PE-MMR performs subtraction of multiples of 1.00235 Da (the mass difference between the adjacent isotopic peaks) from the neutral precursor mass to consider the case where the mass of an isotopically substituted peak was recorded in the MS/MS files. Peptides of high masses are likely to have their second, third, or even fourth isotope peak as their most abundant signal, and masses of isotopically substituted peaks are likely to be recorded in the resultant MS/MS files especially for those with weak intensity. Thus, PE-MMR performs mass subtraction of multiples of 1.00235 Da up to three times and uses all three precursor masses to find matches with UMC masses (mass correction). If no match is found after mass subtraction, PE-MMR uses all four precursor masses (i.e., the original plus three mass-corrected) and searches for matches in other nearby UMCs that contain scans of ±10 scan ranges (range scanning). This process is performed to account for the case where the low sensitivity of an ICR MS scan (compared with that of an ion trap MS/MS scan) causes the weak signals to be detected as noise (i.e., only one isotopic peak is above the noise level) even though a high quality MS/MS spectrum is still obtained. By performing range scanning, PE-MMR look for matches from −10 scans prior to the MS/MS scan to +10 scans after the MS/MS scan where higher intensity signals and, thereby, better isotopic distributions, if any, are obtained for the peptide MS peak. If still no match is found after the range scanning, PE-MMR filters out the MS/MS file. This process of PE-MMR can, therefore, not only correct wrong peak picking but also improve the mass measurement accuracy of the precursor ions by using the UMC mass, a representative mass for a collection of monoisotopic mass information from multiple MS spectra with more weight placed on higher intensity isotopic distributions instead of individual MS spectra (Fig. 2).

**RESULTS**

**Effect and Efficiency of PE-MMR—Application of PE-MMR to the SCX RPLC/MS/MS data from the yeast sample resulted in reduction of the number of MS/MS files by an average of 30% relative to the original number of MS/MS files (supplemental Data 1). It is worth noting that the PE-MMR process considers the precursor masses after subtraction of multiples of 1.00235 Da (up to three times) to obtain a match; thereby, the effective filtration rate is far greater. To take the possibility of incorrect peak selection fully into account, each original DTA was subjected to subtraction of multiples of 1.00235 Da up to three times when the precursor mass was not directly matched to any UMC masses. This process increased the total number of the DTA files by an average of 2.8-fold (supplemental Data 1). PE-MMR takes all of these DTAs into account to find matches with UMC masses and results in the final MS/MS files (i.e., the filtered and refined DTA files). In total, 57.1% of the final MS/MS files after PE-MMR resulted from direct matching to UMC masses, and their precursor masses were replaced by UMC masses. Mass correction and range scanning processes contributed 10.4 and 32.5% of the final MS/MS files, respectively. Overall the rate of reduction of the DTA files was, in fact, greater than 75% (supplemental Data 1). We also note that the mass correction and range scanning processes can introduce multiple (or redundant) MS/MS files for a single MS/MS scan in the final MS/MS files. We observed that ~2.7% of the final MS/MS files were redundant. Although this situation might in theory affect the downstream target-decoy processes, we observed that only...
one MS/MS scan suggested two peptide sequences (of 7299 peptides) in the final peptide IDs obtained within an FP rate of 1% (see below) and that PE-MMR eventually removed the one having the lower XCorr score.

To evaluate the efficiency of PE-MMR in peptide identification, we compared the target-decoy database search results from PE-MMR-filtered MS/MS files (Fig. 4B) with those from the original MS/MS files (Fig. 4A). The mass tolerance for both searches was 0.1 Da. As demonstrated earlier by Elias and Gygi (1), the top ranked matches exhibit a strong bias toward the target hits (i.e., peptide identification from a normal protein sequence) over decoy hits (i.e., peptide identification from a reverse protein sequence), whereas other low ranked matches are equally distributed between target and decoy hits. After PE-MMR, the bias toward target hits increased significantly from 57.8 to 62.4%. Assuming that the removed MS/MS files after PE-MMR would have resulted in complete random matches and resulted in equally distributed target and decoy hits, we would have predicted the portion of target hits to be 61.2%, which is close to our observed value. This observation strongly suggests that the PE-MMR process effectively removed the MS/MS data of random peptide identification. The increased bias provided by PE-MMR toward target hits of the top ranked matches should improve the uncertainties involved in large scale peptide identifications when using the target-decoy method.

The most important aspect of PE-MMR is the correction and refinement of precursor masses to UMC masses. Fig. 5 presents the effect of PE-MMR on large scale proteomics experiments. Fig. 5A displays the distribution of XCorr scores and MMAs of the resultant PSMs using the original MS/MS files and a mass tolerance of 0.1 Da for the composite target-decoy database search. At an FP rate of 1%, this search resulted in 6529 unique peptides. It is apparent from Fig. 5A that the original MS/MS data exhibited a broad distribution of MMAs with the offset toward positive mass accuracy (i.e., the experimental mass values were larger than the theoretical ones). After PE-MMR, however, the distribution (Fig. 5B) narrowed significantly in MMA but still exhibited a positive MMA offset of approximately +4.2 ppm. Most of the target hits were within a mass accuracy of ±10 ppm, unlike the results of the original MS/MS data. Despite using fewer MS/MS files, the PE-MMR-filtered MS/MS files resulted in more target hits than did the original MS/MS files under the same conditions (i.e., a 0.1-Da mass tolerance and a 1% FP rate).

The observation of most target hits being within ±10 ppm with a positive MMA offset (Fig. 5B) led us to calibrate the precursor masses of the PE-MMR-filtered MS/MS files prior to the database search.
to database searching (i.e. by −4.2 ppm) and to use a smaller mass tolerance (i.e. 10 ppm instead of 0.1 Da) for the database search. Fig. 5C displays the distribution of PSMs within an FP rate of 1% under these conditions. The observed average MMA of this distribution improved to 0.05 ± 1.49 ppm. Once again, despite using fewer MS/MS files, the application of PE-MMR resulted in 12% more peptide matches. Upon the removal of garbage MS/MS files and a tighter mass tolerance after PE-MMR, lower values of XCorr and ΔCn were required to maintain the same FP rate compared with those needed when the original MS/MS files and a 0.1-Da mass tolerance were used. This feature is also evidenced by the increased bias toward target hits under these conditions (Fig. 4C).

We also observed that a significant portion of the target hits were the result of mass correction (i.e. mass correction by multiples of 1.00235). Indeed 17% of the total PE-MMR-filtered MS/MS files that provided positive hits within an FP rate of 1% had been mass-corrected using multiples of 1.00235 Da. Without the mass correction by PE-MMR, these signals would not have resulted in correct peptide identifications within a mass tolerance of 10 ppm. Thus, it is likely that precursor ion mass correction also contributed to the increased number of identified peptides when using the PE-MMR method. A close inspection on the 965 peptides identified only using the original MS/MS data suggests that most of the MS/MS data were filtered out during PE-MMR processing because of the lack of matching between the UMC masses and the precursor ion masses within the mass tolerance of 25 ppm. The formation of a UMC requires the mass to be found in two MS scans within five MS scans; some of the weak peptides appeared in just one MS scan or in a few MS scans but failed to provide correct monoisotopic information because of their weak intensities. Under these circumstances, PE-MMR will fail to find a match of the corresponding precursor mass with the UMC mass, leading to unwanted filtration. In some cases, the MS/MS data were filtered in by PE-MMR,
Application of PE-MMR to Glycopeptide Analyses—Glyco-
captured peptides undergo deglycosylation during the sam-
ple preparation process, transforming their glycosylated as-
paragine units into aspartic acid residues. This modification is
identified by a SEQUEST search with variable modification on
asparagine. The mass difference between the two amino ac-
ids, 0.987 Da, is close to the mass difference (1.00235 Da)
between the adjacent isotope peaks. Thus, if an original
MS/MS file contains an isotopically substituted precursor ion
mass value, a SEQUEST search with variable modification on
asparagine is likely to identify the peptide in question as a
monoisotopic species containing aspartic acid to which the
asparagine unit of a glycosylated peptide was converted.
PE-MMR should alleviate this problem, if not remove it com-
pletely, by correctly assigning the monoisotopic masses of
MS/MS files. Fig. 6 compares the results of composite target-
decoy database searches using the LC/MS/MS data of gly-
copeptide-enriched samples from human sera using two dif-
ferent methods: 1) the PE-MMR-filtered and mass-calibrated
MS/MS files having a mass tolerance of 10 ppm (PE-MMR
method) and 2) the original MS/MS files having a mass toler-
ance of 0.1 Da (conventional method). Within the same FP
rate of 1%, the PE-MMR method identified 41% more pep-
tides than did the conventional method using the original
MS/MS files. The 763 peptides that were identified only when
using the PE-MMR-filtered MS/MS files had better average
MMA (0.35 ± 3.42 ppm) than did those identified using the
original MS/MS files (9.36 ± 7.94 ppm). Interestingly the PE-
MMR-filtered MS/MS files predominantly identified glycopep-
tides having the correct sequence motif NX(S/T), which is the
unique N-linked glycosylation site in proteins (where X could
be any amino acid except proline). In contrast, 75% of the 314
peptides that were identified using the conventional method
only were false glycopeptides that lacked the N-glycosylation
motifs. A close inspection of the results indicated that 110 of
the 314 “original-only” peptides shared their scan numbers
with the peptides identified using PE-MMR only. In other
words, the two methods resulted in “different” peptides for
these 110 MS/MS files after target-decoy database searching.
As indicated in supplemental Data 3, in which the annotated
MS/MS spectra obtained by both conventional and PE-MMR
methods are compared, 108 of 110 MS/MS spectra sug-
gested the same peptide sequences but different Asn modi-
fications. In 101 scans (92%) of the 110 MS/MS spectra, the
PE-MMR method resulted in the glycopeptides having Asn
modification on the correct sequence motif, NX(S/T); the ori-

ginal MS/MS data resulted in a glycopeptide having the correct
sequence motif in only one of these MS/MS spectra. The
remaining cases resulted in either both of the identified gly-
copeptides having incorrect sequence motif (seven scans) or
glycopeptides for which the structure could not be deter-
mined by sequence or annotated spectra (one scan). One of
the 110 peptide sequences was found to be incorrect after
manual inspection of the annotated MS/MS spectra (supple-
mental Data 3), supporting an FP rate of 1% for identifying
peptides. Without mass correction, however, of the precursor
ion masses of the MS/MS files, where masses of isotopically
substituted peaks were recorded rather than true monoiso-
topic masses, the SEQUEST algorithm falsely recognized the
peptides as glycopeptides in which the N-glycosylated aspar-
agine units had been converted to aspartic acid residues.

It is worth noting that extra care needs to be taken when
analyzing LC/MS/MS data with variable modification of a
mass difference of less than 1 Da with the current “pattern-
match” type peptide identification and the subsequent statis-
tical evaluation of the resultant scores. As indicated in the
many examples provided in supplemental Data 3, the anno-
tated MS/MS spectra by both the conventional method and
the PE-MMR methods exhibit highly confident peptide iden-
tifications. A SEQUEST search with a fragment mass toler-
ance of 1 Da cannot distinguish between the two fragments
that differ by one glycosylation (supplemental Data 3). Reduc-
ing the mass tolerance to 0.5 Da might alleviate this issue but
with significantly reduced peptide IDs and decreased XCorr
scores. A better way of addressing this issue would be to
accurately assign the precursor ion mass to the correspond-
ing MS/MS file because these two peptides differ in mass by
~1 Da. The use of PE-MMR significantly improved the accu-

Rarity of the glycopeptide identifications by correctly assigning
accurate monoisotopic masses to their corresponding
MS/MS data prior to performing database search. Another
modification resulting in a mass difference of less than 1 Da is
the substitution of asparagine by an isoleucine or leucine. One
example is shown in the 23rd comparison in supplemental
PE-MMR provides a similar improvement in the FP rate (1-stabbed accuracy of 8 ppm to a vastly decreased FP rate. peptide identification by applying a narrow mass measure-
composites target-decoy database searching with a rela-
scale proteomics. Recently Gygi and co-workers (9) ex-
ing in an improved peptide identification confidence in large
mixtures enriched from human sera, both of which resulted
in increased information content and accuracy. PE-MMR
uses filtration of tandem mass spectral data using accurate
precursor ion masses, represented as UMC massses, result-
ing in an improved peptide identification confidence in large
scale proteomics. Recently Gygi and co-workers (9) ex-
tected monoisotopic mass information from isotopic enve-
velopes and used it for database searching. After a first round
of composite target-decoy database searching with a rela-
tively large mass tolerance of 50 ppm, they filtered the
peptide identification by applying a narrow mass measure-
ment accuracy of 8 ppm to a vastly decreased FP rate.
PE-MMR provides a similar improvement in the FP rate (cf.
Figs. 4–6) through increasing the peptide IDs by prefiltering
the DTA files that are likely to cause random peptide hits,
resulting in a stronger bias toward target peptide hits over
decoy hits and decreasing the FP rates. The PE-MMR ap-
proach provides two other benefits: improved throughput of
large scale proteomics data analyses (by removing non-
informative garbage DTA files prior to database searching)
and, even more importantly, enabling the use of reduced
mass tolerance with increased precursor ion mass accu-
tracy; together these features decrease the database search
times, whereas the latter also increased the accuracy of
peptide identification. An average of 30% of the original
DTA files were filtered out for the case of yeast proteome
data, whereas the experimental mean and S.D. of the MMA
distributions of the peptides identified using the PE-MMR-
filtered DTA files were 0.05 and 1.49 ppm, respectively.
Together these findings contributed to the decreased num-
ber of false positives and, thereby, the increased number of
identified peptides for a given FP rate (e.g. 1%) despite the
smaller number of tandem mass spectra used for database
searching.

Although the label-free protein quantification approach was
not the focus of this study, we note that the UMC contains
quantitative information for each peptide, namely the “Sum-
Intensity” in supplemental data 2, supplemental Fig. 2E that
was obtained through summation of the intensities of all of the
components in the UMC. The highly confident peptide IDs
can, therefore, be related to the quantitative information of
the UMC that we will use for future label-free protein quantifica-
tion. Also, as shown in Fig. 5, PE-MMR lost 965 peptide IDs
while gaining 1735 IDs. We are currently investigating meth-
ods, such as implementation of MS/MS quality assessment
(17), to recover MS/MS data that were of good quality but
were removed during the PE-MMR process.
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