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Abstract—Autonomous tracking of suspicious unmanned aerial vehicles (UAVs) by legitimate monitoring UAVs (or monitors) can be crucial to public safety and security. It is non-trivial to optimize the trajectory of a monitor while conceiving its monitoring intention, due to typically non-convex propulsion and thrust power functions. This paper presents a novel framework to jointly optimize the propulsion and thrust powers, as well as the 3D trajectory of a solar-powered monitor which conducts covert, video-based, UAV-on-UAV tracking and surveillance. A multi-objective problem is formulated to minimize the energy consumption of the monitor and maximize a weighted sum of distance keeping and altitude changing, which measures the disguising of the monitor. Based on the practical power models of the UAV propulsion, thrust and hovering, and the model of the harvested solar power, the problem is non-convex and intangible for existing solvers. We convexify the propulsion power by variable substitution, and linearize the solar power. With successive convex approximation, the resultant problem is then transformed with tightened constraints and efficiently solved by the proximal difference-of-convex algorithm with extrapolation in polynomial time. The proposed scheme can be also applied online. Extensive simulations corroborate the merits of the scheme, as compared to baseline schemes with partial or no disguising.

Index Terms—Covert video surveillance, solar energy harvesting, power management, trajectory optimization, successive convex approximation, proximal difference-of-convex with extrapolation.

I. INTRODUCTION

With their excellent flexibility, swift deployment, and wide coverage, unmanned aerial vehicles (UAVs) have been extensively applied to search and rescue [1], landscape or power line inspection [2], bushfire monitoring [3], parcel delivery [4], data dissemination [5], relaying [6], eavesdropping [7]–[9], and mobile edge computing [10]. Equipped with sensors and cameras, UAVs have also been deployed to track and monitor mobile targets [11]. The UAVs can record the misbehaviors of the targets during tracking as evidence for forensics purpose [12]. However, the targets may notice the presence of the monitor, and carry out countermeasures, change their behaviors and potentially endanger public safety. In this sense, the covertness of the UAVs’ operation is crucial, especially for public safety reasons.

Given a resolution of on-board cameras, a UAV carrying out covert video surveillance has to keep the target within its visual range, while maintaining a distance from the target for covertness. Visual-based control methods are developed to enable a UAV to track a moving ground target [13]–[16], estimate the three-dimensional (3D) geolocation of a moving target [17], or search for a stationary target [18]. In [13], the nonlinear hierarchical control was integrated with the geometric control, where a visual servoing strategy was proposed to remove the need of a measurable thrust force or its derivative, compared with typical backstepping methods, greatly simplifying the practical implementations. Based on Lyapunov techniques, the vision-based controller was proved to be asymptotically stable. Target tracking by UAVs in urban environments was studied in [19] and [20] by considering vision occlusion. The UAV trajectory was designed to maximize the probability of detection, i.e., keeping the target inside the field of view (FoV). A dynamic zero-sum game was proposed in [21] to optimize the heading of the monitor over a finite period, where the monitor wishes to keep the target within its proximity and visibility. Dynamic programming was used to minimize the expected cumulative cost depending on the monitor’s distance from the target. Among the works on UAV-based target tracking, e.g., [13]–[21], 3D UAV trajectory design was only considered in [15], and the rest assumed that the UAV flies at a constant altitude and only planned 2D (horizontal) UAV trajectories. In [15], the energy consumption of a surveillance UAV was minimized, while the number of observable targets was maximized. Moreover, none of these works have considered the covertness or stealth of the monitor during the tracking or surveillance processes.

A separate challenge of covert video tracking and surveillance is the finite capacity of the on-board battery. The trajectory of the UAV has to be meticulously planned to extend the duration of the target monitoring, as suggested in [14]–[16]. Practical flight power consumption models capturing different flight modes, e.g., propulsion, thrust and hovering, need to be taken into account. Yet, the power consumption of the UAV was simply modeled as a linear function of its speed in [14], [15], while the power consumption of the hovering mode was not considered in [16].
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Solar power has been increasingly utilized in UAV platforms, e.g., \cite{22}. Many latest UAVs can carry a payload of as much as 10 kg. It is plausible for such UAVs to be equipped with solar panels. The harvested solar power can potentially energize the UAVs’ tracking and surveillance missions for sustainability and longevity. However, it is non-trivial to plan the trajectories of solar powered UAVs due to the non-convexity of the power harvesting process \cite{23}.

In a different context, 3D trajectory plans have been studied for UAV communications with the objective of throughput maximization, where the UAV trajectory, transmit power, and resource allocation were jointly optimized \cite{24,25,26}. In \cite{24}, a solar-powered UAV was employed to provide wireless communication services to multiple ground users. Multiple UAVs were deployed for simultaneous data dissemination and collection from sensor nodes \cite{25}, or emergency communication to internet-of-things devices in a disaster area \cite{26}. In the presence of eavesdroppers, jamming-aided secure UAV-assisted communications were pursued \cite{27,28}. Given the altitude of a UAV transmitter, user scheduling, transmit power, jamming policy, and the 2D trajectory of the UAV were jointly optimized to maximize the system energy efficiency while guaranteeing the quality-of-service of the users in \cite{27}, and to maximize the average minimum secrecy rate per user in \cite{28}. Intelligent reflecting surface (IRS)-aided secure UAV communication was investigated in \cite{29}, where the secrecy rate of a UAV transmitter was maximized by jointly optimizing the power control and 2D trajectory of the UAV, and the phase shifts of the IRS. However, all the 3D trajectory planning techniques are not directly applicable to covert UAV-on-UAV video surveillance, due to distinctive system settings.

This paper presents a new approach to covert (or disguised) UAV-on-UAV, visual surveillance, where a solar-powered, rotary-wing, monitoring UAV (or “monitor”) equipped with video cameras tracks, follows, and visually monitors a suspicious UAV (or “target”). The monitor disguises its intention of monitoring by adjusting its trajectory and heading, so that it appears to be far away and fly randomly in the view of the target and does not draw the target’s attention. The monitor also adapts its trajectory and heading to the solar power harvesting process, thereby extending the mission time and sustainability. Such UAV-based video surveillance can have important applications to public safety and security.

The considered scenario is new and, to the best of our knowledge, has yet to be rigorously investigated in the existing literature despite its practical importance. In particular, the target is mobile in the new scenario, while it is often stationary in the existing studies \cite{18}. Moreover, visual disguise is considered in the new scenario, which has not been well investigated in the existing studies. All of these require new modeling and solutions for the new scenario. The key contributions of this paper are summarized as follows.

- To optimize the trajectory and heading of the monitor, a new problem is formulated to account for both monitoring and disguising in the solar-powered, covert, UAV-on-UAV, video surveillance. The disguising is measured by the monitor’s distance to the target and its altitude changes. The trajectory and heading are also adjusted adapting to the solar power harvesting process.
- Practical, non-convex UAV propulsion power and solar power models are captured in the constraints, and convexified by iteratively linearly tightening. The resulting problem becomes a difference-of-convex (DC) program. Provided the target’s trajectory, a suboptimal solution is efficiently obtained with polynomial time-complexity by leveraging the proximal difference-of-convex algorithm with extrapolation (PDCAE) method.
- The proposed approach is generalized online, where the approach serves as the dynamic control method of the monitor and specifies the trajectory (one waypoint at a time) on-the-fly, e.g., following the model-predictive control. The disguising is further enhanced online by misaligning the headings of the monitor and target.

Extensive simulations corroborate the merits of our scheme over the baseline schemes with partial (i.e., only distance keeping or altitude changing) or no disguising.

The rest of the paper is organized as follows. Section \textbf{II} describes the system models. Section \textbf{III} formulates the problem of covert video tracking and surveillance by a solar-powered UAV. Section \textbf{IV} delineates our approach to solve the problem of joint power and 3D trajectory optimization offline, when the movement of the target is known in prior. The extension of the framework to the online application is described in Section \textbf{V}. Numerical results are provided in Section \textbf{VI} followed by a conclusion in Section \textbf{VII}.

\textbf{Notation:} $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space; \langle ·, · \rangle and $\| \cdot \|$ stand for the inner product and Euclidean norm, respectively; dom $F$ is the domain of function $F$; $\partial F$ denotes the sub-differential of function $F$ and $\nabla F$ stands for the gradient of a continuously differentiable function $F$. The notations used in the paper are listed in Table \textbf{I}.

\section{System Model}

In the considered system, a rotary-wing monitoring UAV with a 360-degree panoramic camera is employed to track and monitor a suspicious target UAV traveling at a fixed altitude of $H$ (in meters). We assume that the movement of the target is perfectly predictable; see Fig. \textbf{I} The UAV can move forward horizontally and vertically, or hover. The monitoring UAV does not have a specific destination. It is dispatched on-spot once the target is detected, and does not fly back to its home base until the surveillance mission is completed.

\subsection{UAV Mobility}

We consider a 3D Cartesian coordinate system. The monitoring mission lasts a finite period of $T$ seconds. We divide the period $T$ evenly into $N$ time slots, i.e., $t = 1, \cdots, N$. The duration of a slot, denoted by $\delta$, is so short that the position of the UAVs during each slot can be indicated as a single waypoint. The waypoints of the monitor, denoted by $(x_t, y_t, z_t), \forall t = 1, \cdots, N$, are 3D. We suppose that the

\footnote{For a convex function $F$ defined on $\mathbb{R}^n$, its sub-differential at $x_0 \in \mathbb{R}^n$ is defined as $\partial F(x_0) := \{v \in \mathbb{R}^n | F(x) - F(x_0) \geq \langle v, x - x_0 \rangle, \forall x \in \mathbb{R}^n\}$.}
TABLE I
A LIST OF NOTATIONS AND VARIABLES.

| Notation | Description |
|----------|-------------|
| \( \mathcal{F} \) | A set defining the feasible flight region of the monitor |
| \( T, N \) | Scheduling period and total number of time slots |
| \( \delta \) | Duration of each time slot |
| \((x_0, y_0, z_0)\) | Initial waypoint of the monitor |
| \( V_{hm} \), \( V_{vm} \) | Maximum horizontal and vertical speeds of the monitor |
| \( P_h, P_t \) | Blade profile power and induced power |
| \( s, A \) | Rotor solidity and disc area |
| \( U_{tip} \) | Tip speed of the rotor blade |
| \( v_0 \) | Mean rotor induce velocity |
| \( \rho, d_f \) | Atmospheric density and fuselage drag ratio |
| \( W \) | Body weight of the monitor |
| \( E_0 \) | Amount of initial energy in the battery |
| \( \eta, S \) | Efficiency and size of a solar panel |
| \( P_t \) | Power intensity of solar beams |
| \( \alpha \) | Sum atmospheric extinction |
| \( z_t \) | Minimum altitude of the monitor |
| \( D \) | Maximum 3D monitor-target distance |
| \( e_1, c_2 \) | Coefficients for solar power approximation |
| \( \mu_1, \mu_2 \) | Weights for disguising |
| \( t, \ell \) | Index of each time slot and each iteration |
| \((a_t, b_t, H)\) | 3D waypoints of the target at time slot \( t \) |
| \((x_t, y_t, z_t)\) | 3D waypoints of the monitor at time slot \( t \) |
| \( \Delta_t \) | Altitude change of the monitor between time slots \( t \) and \( t - 1 \) |
| \( P^t_{h}, P^t_{t} \) | Propulsion and thrust power of the monitor at time slot \( t \) |
| \( P^t_{s}, P_{s} \) | Harvested solar power and its approximation at time slot \( t \) |
| \( \vartheta \) | Solar zenith angle at time slot \( t \) |
| \( d_x, d_y \) | 2D and 3D monitor-target distances at time slot \( t \) |
| \( f_t \) | Performance of disguising at time slot \( t \) |
| \( \eta_t \) | Auxiliary variable at time slot \( t \) |
| \( \lambda_i(\ell) \) | Extrapolation of all the variables at iteration \( \ell \) |
| \( \ell \) | Extrapolation parameter at iteration \( \ell \) |

\[
\Delta_t := |z_t - z_{t-1}| \leq V_{vm}\delta, \quad \forall t, \tag{1d}
\]

where \( V_{hm}\delta \) and \( V_{vm}\delta \) are the largest horizontal and vertical distances that the monitor can travel between two consecutive slots (i.e., two consecutive waypoints), respectively.

B. UAV Propulsion and Thrust Powers

For a rotary-wing UAV with a horizontal speed \( V_h^t \), the propulsion power at time slot \( t \), denoted by \( P_h^t \), is given by \[21\]

\[
P_h^t = P_0 \left( 1 + \frac{3 V_h^t}{U_{tip}^2} \right) + P_1 \left( \frac{\sqrt{1 + \frac{V_h^t}{V_{tip}^2} - \frac{V_h^t}{V_{tip}^2}}}{2 V_{tip}^2} \right)^2 + \frac{1}{2} d_f \rho s A V_h^t \tag{2}
\]

where \( P_0 \) and \( P_1 \) are the constant blade profile power and induced power in a hovering mode, respectively; \( U_{tip} \) is the tip speed of the rotor blade; \( v_0 \) denotes the average rotor-induced velocity in the hovering mode; \( d_f \) and \( s \) denote the fuselage drag ratio and rotor solidity, respectively; and \( \rho \) and \( A \) are the atmospheric density and rotor disc area, respectively.

When \( V_h^t = 0 \), Eq. (2) is the power consumption of the hovering state. We suppose that within each slot \( t \), the UAV maintains a constant speed, as given by

\[
V_h^t = \sqrt{(x_t - x_{t-1})^2 + (y_t - y_{t-1})^2} / \delta, \quad \forall t. \tag{3}
\]

By substituting (3) into (2), we find that the first and the third terms of (2) are jointly convex with respect to \((x_t, x_{t-1}, y_t, y_{t-1})\). However, the second term is neither convex nor concave.

The thrust power of vertical flight, i.e., altitude change, can be obtained by \[24\] eq. (6), \[32\] eq. (7.12)

\[
P_v^t = W(z_t - z_{t-1}) / \delta, \quad \forall t, \tag{4}
\]

where \( W \) is the body weight of the UAV. Clearly, \( P_v^t \) is jointly convex with respect to \((z_t, z_{t-1})\). The thrust power is positive for (altitude) ascending, and it is negative for (altitude) descending since energy is saved thanks to gravity \[24\].

C. Harvested Solar Power

Suppose that the monitor has a solar panel to harvest energy and a rechargeable battery to store energy. The battery is initially charged energy of \( E_0 \) (in Joules). The monitor needs to maintain a required minimum energy reserve \((1 - \eta_0)E_0\) at any moment for sustaining operations and dealing with emergency. In practice, the monitor flies within a certain altitude range for aviation control and collision avoidance. In the scenario of tracking and monitoring for civilian purpose, the monitor typically flies lower than 1000 m. In this range of altitude, the harvested solar power of the monitor at each time slot \( t \) is given by \[23\]

\[
P_s^t(z_t) = \eta S P_t \exp \left( -\frac{\alpha}{\cos \vartheta} \left( 1 - 2.2556 \times 10^{-5} z_t \right)^{5.2561} \right), \tag{5}
\]

where \( \eta \in (0, 1) \) and \( S \) (in \( m^2 \)) denote the efficiency and size of the solar panel, respectively; \( P_t \) (in Watts) is the constant power intensity of the solar beams before entering...
the atmosphere; \( \alpha > 0 \) is the sum atmospheric extinction; and \( \vartheta_t \in [0, \pi/2] \) denotes the solar zenith angle at slot \( t \). Note that \( \vartheta_t \) is \( \pi/2 \) at sunrise (or sunset), and then gradually decreases to 0 at midday. The solar zenith angle changes negligibly within half an hour. Since the surveillance mission lasts much shorter than half an hour in the investigated case, \( \vartheta_t \) is assumed to remain unchanged during the period of \( T \).

Without loss of generality (w.l.o.g.), we assume that the surveillance mission takes place at the midday of a sunny day and therefore \( \cos(\vartheta_t) = 1 \). At each time slot \( t \), the harvested solar power \( \delta \) is simplified as

\[
P_s^t(z_t) = \tilde{\eta}_s P_i \exp \left( -\alpha (1 - 2.2556 \times 10^{-5} z_t)^{5.2561} \right).
\]

(6)

Nevertheless, the approach proposed in this paper can be applied to tackle time-varying solar zenith angle for a much longer period.

D. Visual Disguise

Let \((a_t, b_t, H)\) denote the 3D waypoints of the target at time slot \( t \). The time-varying distances between the monitor and the target on the horizontal \((x, y)\)-plane and in the 3D space are given by

\[
d_t = \sqrt{(x_t - a_t)^2 + (y_t - b_t)^2}, \forall t;
\]

(7)

\[
\bar{d}_t = \sqrt{(x_t - a_t)^2 + (y_t - b_t)^2 + (z_t - H)^2}, \forall t.
\]

(8)

We assume that the monitor always flies horizontally behind and above the target, i.e., \( x_t \leq a_t, y_t \leq b_t, \forall t \) and \( z_t \geq z_t > H, \forall t \), where \( z_t \) provides the lower-bound altitude of the monitor. This is because the panoramic camera is typically installed at the bottom of the monitor. In order to successfully track the target, the monitor has to travel inside a feasible flight region (FFR) specified by the above constraints:

\[
\mathcal{F} := \{(x_t, y_t, z_t) | (\bar{d}_t)^2 \leq D^2, x_t \leq a_t, y_t \leq b_t, H < z_t \leq z_t^*, \forall t\},
\]

(9)

where \( D \) specifies the distance for effective visual surveillance given the resolution of the panoramic camera at the monitor. The upper limit of the monitor’s altitude is bounded by \( z_t^* \).

Different from the hypothesis test extensively considered in covert wireless communication, the monitor delivers covertness by visual disguise. The reason for the consideration of visual disguise is because optical cameras (e.g., including those at the target) can often achieve persistent observations if unobstructed, given the infinite maximum focusing distances of typical camera lens \([33]\).

We propose that the monitor disguises by keeping its altitude from the target (at a higher altitude), e.g., \([7]\), and constantly changing its altitude \( \Delta_t \) to confuse the target, as considered in \([15]\). The constantly changing altitude of the monitor makes it difficult for the target to correctly focus its camera lens on the monitor for a clear view of the monitor. Keeping the monitor’s distance from the target makes it hard for the target to get good image resolutions on the monitor, even if its camera is correctly focused.

\[
\text{Our proposed scheme can be readily applied to the problem without the requirements of } x_t \leq a_t \text{ and } y_t \leq b_t, \forall t.
\]

III. Problem Formulation

In this section, we pursue the optimal trajectory and power management of the solar-powered rotary-wing monitor, first offline by minimizing the total energy consumption and maximizing the disguising performance of the monitor. The offline scheme can be implemented if: i) the target’s route is perfectly predictable, e.g., based on historical data; or ii) the target has only one possible trajectory to travel for the considered period (which is only part of the surveillance mission). The offline scheme can be extended for online operations, as will be discussed in Section IV.

The monitor can fly horizontally and vertically to adjust its position or posture for tracking, monitoring, and disguising. We use \( \mu_1 d_t^2 \) and \( \mu_2 \Delta_t^2 \) to measure the disguising performances of the monitor in regards to (horizontal) distance keeping and altitude changing at each time slot, respectively. Here, \( \mu_1 \) and \( \mu_2 \) (in Watts/m²) are two nonnegative coefficients weighting the two aspects. The reason for decoupling the disguising measure between the horizontal and vertical controls is due to the fact that the propulsion and thrust of a UAV are typically controlled separately. The propulsion and thrust powers yield different models specified in \([2] \) and \([4]\), respectively. Note that \( \mu_1 d_t^2 \) is jointly convex in \((x_t, y_t)\), and \( \mu_2 \Delta_t^2 \) is continuously differentiable and jointly convex in \((z_t, z_t-1)\), \( \forall t \).

Given the monitor’s and the target’s waypoints \((x_t, y_t, z_t)\) and \((a_t, b_t, H)\) at the \( t \)-th time slot, the propulsion and thrust powers of the monitor \( P^t_R \) and \( P^t_T \), its harvested solar power \( P^t_s \), disguising measure \( f_t := \mu_1 d_t^2 + \mu_2 \Delta_t^2 \), and mobility constraints \((1a)–(1d)\), the problem of interest is cast as

\[
\min_{\{x_t, y_t, z_t, \forall t\}} \sum_{t=1}^{N} (P^t_R + P^t_T - f_t) \delta
\]

(10a)

\[
\text{s.t. } \sum_{n=1}^{t} (P^n_R + P^n_T) \delta \leq \sum_{n=1}^{t} P^n_s(z_n) \delta + \eta_0 E_0, \forall t,
\]

(10b)

\[
|z_t - z_t-1 - (z_t-1 - z_t-2)| \leq V_{vm} \delta, \forall t \geq 2,
\]

(10c)

\[
(x_t, y_t, z_t) \in \mathcal{F}, \forall t,
\]

(10d)

\[
(1a) - (1d).
\]

where \( (10b) \) is an energy harvesting causality constraint to ensure that the total energy consumed by a time slot does not exceed the total of the energies initially charged and progressively harvested by the time slot, while the monitor can still maintain a minimum energy reserve of \((1 - \eta_0)E_0\) Joules at any time slot for other functionalities; \((10c)\) indicates that the altitude change between two consecutive slots does not exceed the maximum amount; and \( f_t \) is jointly convex with respect to \((x_t, y_t, z_t, z_t-1), t = 1, \cdots, N \).

We note that the properties of video tracking are parametrized in \((10a)\) and \((1d)\). Specifically, \((8)\) and \((9)\), and in turn, \((10d)\), indicate that the monitor needs to track and follow the target by keeping the target within its sight. The maximum visual range of the monitor can be specified in prior, depending on the optical characteristics of the monitor’s camera lens (e.g., focal length, zoom capability, zoom magnification, etc.), the illumination condition of the environment \([34]\), and the resolution requirement on the target.
The parameter $f_t$ in (10a) specifies that the monitor needs
to keep its distance from the target (as long as the target
is within its sight), and also keep changing its altitude. As
mentioned in Section I-D the constantly changing altitude of
the monitor makes it difficult for the target to correctly focus
its camera lens on the monitor for a clear view of the monitor.
Keeping the monitor’s distance from the target makes it hard
for the target to get good image resolutions on the monitor,
even if correctly focused. By this means, the properties of
video tracking are captured in problem (10).

Problem (10) is not convex, due to the non-convex term in
$P^t_h$, the minimization of a concave function $-f_t$, and the non-
convex element $P^t_s$ in constraint (10b). Therefore, it is difficult
to tackle (10) with standard convex solvers, such as the interior
point method [35]. In the next section, we propose a new
efficient method to convexify the non-convex terms in (10)
and solve the problem with fast polynomial-time convergence.

IV. PROPOSED ALGORITHM FOR SOLAR-POWERED
COVERT UAV-ON-UAV VIDEO SURVEILLANCE

In this section, we leverage the SCA [36] and PDCAE [37]
to tackle the non-convexity of (10), and obtain a low-
complexity solution for (10). The SCA technique successively
approaches the global upper bound of the propulsion power
$P^t_h$. The PDCAE replaces the concave part of the objective
(10a), i.e., $-f_t$, with a linear function and solves the resultant
convex problem. Non-trivial mathematical manipulations of (10)
are involved to orchestrate SCA and PDCAE.

A. SCA-based Convexification

We start with the non-convex part of $P^t_h$, i.e.,
$$
\left(\sqrt{1 + \frac{V_{i0}^t}{V_{i0}^t} - \frac{V_{i0}^t}{V_{i0}^t}}\right)^{\frac{1}{2}}
$$
in (2), by defining new slack variables \( q_t \geq 0, \forall t = 1, \ldots, N \):

\[
q_t^2 = \left(1 + \frac{V_{i0}^t}{V_{i0}^t} - \frac{V_{i0}^t}{V_{i0}^t}\right)^{\frac{1}{2}}
\]

which can be reorganized as

\[
\frac{1}{q_t^2} = \frac{q_t^2 + \frac{V_{i0}^t}{V_{i0}^t}}{V_{i0}^t}, \forall t
\]  

As a result, the second term on the right-hand side (RHS) of
(2) can be substituted by the linear component $P_s q_t$, with an
additional new constraint (12).

For the purpose of exposition, we now integrate the expres-
sion for $V^t_h$ in (3) and define

\[
\hat{P}^t_h := P_h + \frac{3P_o}{\lambda^{\frac{1}{2}} s^2} \left((x_t - x_{t-1})^2 + (y_t - y_{t-1})^2\right) + P_s q_t,
\]

\[
+ \frac{d_t}{2\delta^3} \rho s A \left((x_t - x_{t-1})^2 + (y_t - y_{t-1})^2\right)^{3/2}, \forall t
\]

Here, $\hat{P}^t_h$ is jointly convex in $(x_t, x_{t-1}, y_t, y_{t-1}, q_t)$. Given $\delta$, problem (10)
can be rewritten as

\[
\min_{\{x_t, y_t, x_{t-1}, y_{t-1}, q_t, \forall t\}} \sum_{t=1}^{N} (\hat{P}^t_h + P^t_v - f_t)
\]

s.t. \[
\sum_{n=1}^{t} (\hat{P}^n_h + P^n_v) \leq \sum_{n=1}^{t} P_s (z_n) + \eta_0 E_0 / \delta, \forall t,
\]

\[
\frac{1}{q_t^2} \leq \frac{q_t^2 + \frac{V_{i0}^t}{V_{i0}^t}}{V_{i0}^t}, \forall t,
\]

\[
\frac{1}{q_t^2} - \frac{1}{q^2_0} \leq \frac{q_t^2 + \frac{V_{i0}^t}{V_{i0}^t}}{V_{i0}^t} + \frac{1}{q^2_0}, \forall t,
\]

where $\hat{v}_0^2 = \frac{V_{i0}^t}{V_{i0}^t} \delta^2$. Constraint (14c) is obtained by relaxing
the equality in (12) with inequality. Yet, the equivalence still
holds between problems (10) and (14). This is because, if (14c)
holds with strict inequality for any $t$, we can always decrease
the value of the related variable $q_t$ to reduce the total energy
consumption until (14c) is satisfied with the equality [31].

Problem (14) is still non-convex, since it still involves two
non-convex constraints, i.e., (14b) and (14c). Constraint (14b)
can be tackled with the SCA method [36] by evaluating
the global lower bound of (14c) at a given local point. In
particular, the left-hand side (LHS) of (14c) is a convex
function of $q_t$, and the RHS is a jointly convex function of $q_t$
and $(x_t, x_{t-1}, y_t, y_{t-1})$. Since the first-order Taylor expansion
serves as the global lower bound of a convex function [35], we
can obtain the following lower bound for the RHS of (14c):

\[
q_t^2 + \frac{(x_t - x_{t-1})^2 + (y_t - y_{t-1})^2}{\hat{v}_0^2} \geq q_t^2 + 2q_t^2 (q_t - q_t^{(t)})
\]

\[
+ \frac{2}{\hat{v}_0^2} [((x_t^{(t)} - x_{t-1}^{(t)})(x_t - x_{t-1}) + (y_t^{(t)} - y_{t-1}^{(t)})(y_t - y_{t-1}^{(t)}))]
\]

\[
- \frac{1}{\hat{v}_0^2} [((x_t^{(t)} - x_{t-1}^{(t)})^2 + (y_t^{(t)} - y_{t-1}^{(t)})^2)],
\]

where $q_t^{(t)}$, $x_t^{(t)}$, and $y_t^{(t)}$ are the respective values of the
variables in the $t$-th iteration of the SCA method.

We provide a lower bound for the concave function of
the harvested solar power $P_s (z_t)$ by approximating it with
a simple linear function, as given by

\[
\hat{P}_s (z_t) := c_1 z_t + c_2,
\]

where $c_1$ and $c_2$ are two scaling coefficients depending on the
parameters of energy harvesting. We take the simple linear
approximation of (16) to $P_s (z_t)$, rather than the first-order
Taylor expansion as done in (15), since the first-order Taylor
expansion provides an upper bound for a concave function, not
a lower bound. Under our system and parameter settings, the
approximation (16) serves as a tight lower bound for $P_s (z_t)$,
as will be numerically verified in Section VI.

With the above mathematical manipulations and by letting
$P_h := \sum_t P^t_h$, $P_v := \sum_t P^t_v$, and $f := \sum_t f_t$, problem (14)
can be transformed to

\[
\min_{\{x_t, y_t, x_{t-1}, y_{t-1}, q_t, \forall t\}} (P_h + P_v - f)
\]

s.t. \[
\sum_{n=1}^{t} (\hat{P}^n_h + P^n_v) \leq \sum_{n=1}^{t} P_s (z_n) + \eta_0 E_0 / \delta, \forall t,
\]

\[
\frac{1}{q_t^2} \leq \frac{q_t^2 + \frac{V_{i0}^t}{V_{i0}^t}}{V_{i0}^t}, \forall t,
\]

\[
\frac{1}{q_t^2} - \frac{1}{q^2_0} \leq \frac{q_t^2 + \frac{V_{i0}^t}{V_{i0}^t}}{V_{i0}^t} + \frac{1}{q^2_0}, \forall t,
\]

\[
\frac{1}{q_t^2} - \frac{1}{q^2_0} \leq \frac{q_t^2 + \frac{V_{i0}^t}{V_{i0}^t}}{V_{i0}^t} + \frac{1}{q^2_0}, \forall t,
\]
\( q_0 \geq 0, \forall t, \) (17d)
\[ (1a) - (1d), (10c) \text{ and } (10d). \]

Given the global lower bound in (15) (and, in turn, the global upper bound of \( P_h^k \)) and the lower bound in (16), constraint (17b) tightens the original constraint (10b). When the constraints of (17) are satisfied, the constraints of the original problem (10) are satisfied; not the other way around. Therefore, the feasible solution region of Problem (17) is a continuously differentiable function, we can obtain its upper limit to the optimal value of (10).

All the constraints of (17) are now convex. Yet, the problem is still not convex due to the non-convex part of the objective function (17d), i.e., \(-f\), which prevents a direct use of any standard convex solvers. We propose to use the PDCAE to convexify (17a) and obtain a low-complexity (suboptimal) solution for (17) and, in turn, the original problem (10).

B. PDCAE-based Solution

The objective function of (17) has the same form as the classic DC problem:

\[
\min_{x \in \mathbb{R}^n} G_0(x) + G_1(x) - G_2(x),
\]

where \( G_0 \) is a smooth convex function with a Lipschitz continuous gradient and a Lipschitz convexity modulus; \( G_1 \) is a proper closed convex function\(^{3}\) and \( G_2 \) is a continuous convex function. In this sense, (17) can be solved with the proximal DC algorithm\(^{38}\), which, however, is slow to converge.

Developed in [37], PDCAE accelerates the proximal DC algorithm with an extrapolation technique. The extrapolation adds momentum terms that depend on the solutions in the previous iterations to update the variables during the current iteration\(^{39}\). The extrapolation has been widely used to speed up the proximal gradient algorithm and its variants for convex optimization problems\(^{40}\).

We rewrite (17) into the standard form of (18). The mapping between (17) and (18) is as follows: \( P_v := G_0, P_h := G_1, \) and \( f := G_2 \), where \( X := x \) and \( \lambda_{f(\ell)} := \theta_{(\ell)} \) since \( f(\ell) \) is a continuously differentiable function, we can obtain its gradient directly. Further let \( X_t := [x_t, y_t, z_t, q_t], \forall t, \) and \( X := \{X_t, \forall t\} \) collect the optimization variables at time slot \( t \) and over the entire time horizon, respectively, and \( A \) denote the feasible solution region of Problem (17).

The PDCAE-based solver of Problem (17) is summarized in Algorithm 1, where \( \lambda_{x(\ell)} := [\lambda_{x1}(\ell), \lambda_{y1}(\ell), \lambda_{z1}(\ell), \lambda_{q1}(\ell)], \forall t, \) and \( \lambda_{y(\ell)} := [\lambda_{y1}(\ell), \forall t] \). The notation \( \lambda_{x1}(\ell) \) denotes the extrapolation of the \( x \)-coordinate of the monitor at time slot \( t \) in the \( \ell \)-th iteration,

\[
\lambda_{x1}(t) = x_{1}(t) - \lambda_{x1}(t-1) - \lambda_{y1}(t-1). \tag{19}
\]

Similarly, \( \lambda_{y1}(t) \) and \( \lambda_{z1}(t) \) denote the extrapolations of the monitor’s \( y \)- and \( z \)-coordinates, respectively; and \( \lambda_{q1}(t) \) the extrapolation of \( q_t \).

\(^{3}\)For an extended real-valued function \( h : \mathbb{R}^n \to (-\infty, \infty), \) whose domain is denoted by \( \text{dom} h = \{x \in \mathbb{R}^n : h(x) < \infty\}, \) \( h \) is a proper function if it never equals \(-\infty\) and \( \text{dom} h \neq \emptyset. \) Furthermore, \( h \) is a proper closed function if it is lower semicontinuous\(^{37}\).

Algorithm 1 The PDCAE-based solution for problem (17)

1: **Initialization:** Input \( X_0 \in A, \beta(0) \subseteq [0, 1], \forall t, \) Set \( X_{t-1} = X_0. \)
2: for \( \ell = 0, 1, 2, \ldots \) do
3: Compute the gradients \( \nabla f(X_{(\ell)}). \)
4: Apply the extrapolation technique to the previous two iterations: \( \lambda_{f(\ell)} = X_{(\ell)} + \beta_{(\ell)}(X_{(\ell)} - X_{(\ell-1)}). \)
5: Update the optimization variables \( X_{(\ell+1)} = \arg \min_{X \in A} \{\langle \nabla P_v(\lambda_{f(\ell)}) - \nabla f(X_{(\ell)}), X \rangle + \frac{\mu}{2} \|X - X_{(\ell)}\|^2 + \bar{P}_h(X)\} \) by the interior point method.
6: Update \( \ell \leftarrow \ell + 1. \)
7: end for

Algorithm 2 The overall algorithm for problem (10)

1: Approximate the harvested solar power \( P_s^k(z_t) \) by (16).
2: **Initialization:** Input \( X_0 \in A, \beta(0) \subseteq [0, 1], \forall t, \) Set \( X_{t-1} = X_0. \)
3: for \( \ell = 0, 1, 2, \ldots \) do
4: Introduce slack variable \( q_t, \forall t = 1, \ldots, N \) based on (12) and approximate the propulsion power \( P_h^k \) by (13) and (14) with the SCA method.
5: Transform problem (10) to problem (17).
6: Implement Steps 3 to 5 of Algorithm 1 to obtain a suboptimal solution.
7: Update \( \ell \leftarrow \ell + 1. \)
8: end for

The specific expressions in Step 5 of Algorithm 1 are given as follows.

\[
\nabla P_v(\lambda_{f(\ell)}^k) := \nabla P_v = \left[\begin{array}{c} W - \frac{W}{\delta} \end{array}\right], \tag{20a}
\]

\[
\nabla f_t = [2\mu_1(x_t - a_t), 2\mu_2(y_t - b_t), 2\mu_2(z_t - z_{t-1}) - 2\mu_2(z_t - z_{t-1})], \tag{20b}
\]

\[
\nabla P_v(\lambda_{f(\ell)}^k) - \nabla f_t(X_{f(\ell)}^k), X_t = -2\mu_1(x_{1(t)} - a_t)x_t - 2\mu_1(y_t - b_t) - 2\mu_2(z_{1(t)} - z_{t-1}^k) - (z_t - z_{t-1}). \tag{20c}
\]

Recall that \( P_v := \sum_t P_v^k \) and \( f := \sum_t f_t \) in (17). We have \( \nabla P_v = \sum_t \nabla P_v^k \) and \( \nabla f = \sum_t \nabla f_t \) in Step 5.

A popular way to select and update the extrapolation parameters \( \beta(\ell) \) is to set \( \beta(\ell) = 0 \) and follow the recursive expressions\(^{37}\)

\[
\beta(\ell) = (\beta(\ell-1) - 1)/\beta(\ell); \tag{21a}
\]

\[
\beta(\ell+1) = \frac{1}{2} \left[ 1 + \sqrt{1 + 4\beta^2(\ell)} \right]. \tag{21b}
\]

We choose a fixed number \( \bar{\ell}, \) and reset \( \beta(\ell-1) = \beta(L) = 1 \) every \( \bar{\ell} \) iterations. Given the same structure between problems (17) and (18) and by following the same lines as in [37], the proposed PDCAE-based algorithm can converge to a suboptimal solution for the original problem (10) within polynomial time.

C. Overview of the Proposed Algorithm

Algorithm 2 summarizes the proposed algorithm, which solves problem (10) by rewriting (10) as (17) given \( X_{(\ell)}^k = \)

---

\(^{4}\)For an extended real-valued function \( h : \mathbb{R}^n \to (-\infty, \infty), \) whose domain is denoted by \( \text{dom} h = \{x \in \mathbb{R}^n : h(x) < \infty\}, \) \( h \) is a proper function if it never equals \(-\infty\) and \( \text{dom} h \neq \emptyset. \) Furthermore, \( h \) is a proper closed function if it is lower semicontinuous\(^{37}\).
Algorithm 2 is susceptible to the weather condition. For example, the harvested solar energy can be substantially reduced if there are thick clouds, which can impact the monitor’s current position and heading. The impact of the cloud on the harvested solar energy can be described in Section V.
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We suppose that the monitor keeps observing the locations (i.e., the coordinates) and headings of the target at any (current) time slot \( \tau \), the monitor predicts the target’s trajectory over the next \( N \) instants. Following the model-predictive control (MPC) [41], the monitor can run Algorithm 1 on-the-fly to plan its trajectory from its current location for the next \( N \) instants (or steps). Only the first step of the \( N \)-step trajectory is implemented at instant \( \tau + 1 \) though. Then, the monitor predicts the target’s trajectory over the upcoming \( N \) instants. Algorithm 1 is run again starting from the new current location of the monitor, yielding a new control based on the new prediction. The prediction horizon of \( N \) instants (or steps) keeps shifting forwards (by one at every instant). The details are provided in the following.
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Therefore, the complexity of Algorithm 3 is also dominated by Step 5 in online adjustability of the MPC and incorporating the error impact of prediction errors can be mitigated by exploiting the and provide the control policy with consideration of future By this means, the MPC can adapt quickly to new inputs τ + 1 monitor only takes the trajectory at the next time slot, i.e., τ + 1, and then solves (24) again to update the trajectory. As with problem (10), the non-convex propulsion and non-convex propulsion and solar power functions in (22) can be tightened linearly and iteratively with the SCA method, resulting in the following DC problem:

\[
\begin{align}
\min_{x_t, y_t, z_t, \forall t=1, \ldots, N} & \sum_{n=t+1}^{\tau + N} (\hat{P}_h^n + P_v^n - f_n) \\
\text{s.t.} & \sum_{n=1}^{\tau + t} (\hat{P}_h^n + P_v^n) \leq \sum_{n=1}^{\tau + t} \hat{P}_s^n (\hat{z}_n) + \eta_0 E_0 / \delta, \forall t, \\
& \frac{1}{q_t} \leq \frac{2}{\hat{v}_0} [(x_t^{(0)} - x_{t-1}^{(0)})(x_t - x_{t-1}) + (y_t^{(0)} - y_{t-1}^{(0)})(y_t - y_{t-1}) ] \\
& \quad - \frac{1}{q_t} [(x_t^{(t)} - x_{t-1}^{(t)} - 1)^2 + (y_t^{(t)} - y_{t-1}^{(t)} - 1)^2 ] \\
& \quad + q_t(q_t^{(t)})^2 + 2q_t(q_t - q_t^{(t)}), \forall t, \\
& q_t \geq 0, \forall t.
\end{align}
\]

(22d) guarantees that the monitor can always maintain a minimum energy reserve of \((1 - \eta_0)E_0\) Joules in the battery at any time slot.

As with problem (10), the non-convex propulsion and solar power functions in (22) can be tightened linearly and iteratively with the SCA method, resulting in the following DC problem:

\[
\begin{align}
\min_{x_t, y_t, z_t, \forall t=1, \ldots, N} & \sum_{n=t+1}^{\tau + N} (\hat{P}_h^n + P_v^n - f_n) \\
\text{s.t.} & \sum_{n=1}^{\tau + t} (\hat{P}_h^n + P_v^n) \leq \sum_{n=1}^{\tau + t} \hat{P}_s^n (\hat{z}_n) + \eta_0 E_0 / \delta, \forall t, \\
& \frac{1}{q_t} \leq \frac{2}{\hat{v}_0} [(x_t^{(0)} - x_{t-1}^{(0)})(x_t - x_{t-1}) + (y_t^{(0)} - y_{t-1}^{(0)})(y_t - y_{t-1}) ] \\
& \quad - \frac{1}{q_t} [(x_t^{(t)} - x_{t-1}^{(t)} - 1)^2 + (y_t^{(t)} - y_{t-1}^{(t)} - 1)^2 ] \\
& \quad + q_t(q_t^{(t)})^2 + 2q_t(q_t - q_t^{(t)}), \forall t, \\
& q_t \geq 0, \forall t.
\end{align}
\]

Problem (24) exhibits the same structure as (17). By replacing the actual waypoints of the target \((\hat{a}_{t}, \hat{b}_{t})\) in Algorithm 1 with the estimated waypoints \((\tilde{a}_{t+1}, \tilde{b}_{t+1})\), \(t = 1, \ldots, N\), problem (24) can be readily solved by using the PDCAE-based Algorithm 1. In this sense, the algorithm provides the so-called model which is based on regularly updated observations and predictions, and can be solved in a structured manner.

Algorithm 3 summarizes the online implementation of the proposed approach by following the MPC framework. Under the MPC framework, the monitor solves (24) to produce a tentative trajectory of \(N\) waypoints for the upcoming \(N\) time slots, i.e., \(\tau + 1, \ldots, \tau + N\), at every slot \(\tau = 1, 2, \ldots\). The monitor only takes the trajectory at the next time slot, i.e., \(\tau + 1\), and then solves (24) again to update the trajectory. By this means, the MPC can adapt quickly to new inputs and provide the control policy with consideration of future events, achieving a fast, flexible and dynamic control. The impact of prediction errors can be mitigated by exploiting the online adjustability of the MPC and incorporating the error bounds into the control, thereby achieving an effective online control of the trajectory. Like Algorithm 2, the computational complexity of Algorithm 3 is also dominated by Step 5 in Algorithm 1. Therefore, the complexity of Algorithm 3 is \(O(N \log \frac{1}{\varepsilon})\).

**Algorithm 3** The proposed online algorithm for problem (22).

1. At time slot \(\tau\), the monitor observes the current location of the target and predicts the target’s next \(N\) waypoints.
2. Approximate the harvested solar power \(P_s^n(z_t)\) by \(\hat{P}_s^n(z_t)\).
3. **Initialization:** Set a feasible initial trajectory for the monitor, i.e., \(\{(\hat{x}_t^{(0)}, \hat{y}_t^{(0)}, \hat{z}_t^{(0)})\}, t = 1, \ldots, N\), and initialize the auxiliary variables \(\{\beta_t^{(0)}, \gamma_t^{(0)}, \lambda_t^{(0)}\}, t = 1, \ldots, N\).
4. for \(\ell = 0, 1, 2, \ldots\) do
5. Introduce slack variable \(q_t\), \(t = 1, \ldots, N\), approximate the propulsion power \(P_v^n\) by (13) and (14c), and tighten constraint (22d) with the SCA method.
6. Implement Steps 3 to 5 of Algorithm 1 to plan the monitor’s trajectory for the upcoming \(N\) slots.
7. Update \(\ell \leftarrow \ell + 1\).
8. end for

It is worth noting that the monitor can further enhance its disguise by regulating its horizontal heading to deviate from the heading of the target at each time slot (in addition to keeping the horizontal distance and changing the altitude at each time slot, as described in Sections III and IV). This can be implemented by controlling the slope of the monitor’s trajectory on the \((x, y)\)-plane, denoted by \(\kappa_\tau\), at any time slot \(\tau\). The slope \(\kappa_\tau\) can change every slot, and deviate from the target’s heading \(\kappa_{ab, \tau}\) by at least a predefined nonnegative value \(c_3 \geq 0\).

Considering the heading control of the monitor by increasing its slope, we have

\[
\kappa_\tau := \frac{y_\tau - y_{\tau-1}}{x_\tau - x_{\tau-1}} \geq \frac{b_\tau - b_{\tau-1}}{a_\tau - a_{\tau-1}} + c_3, \quad \forall \tau,
\]

which is a linear inequality, and can be imposed as an additional constraint of (10) or (22). Given the linearity of (25), the convexification process of (10) or (22) is unaffected and Algorithm 1 remains effective with further improved disguising, as will be numerically validated in Section VI.

**VI. NUMERICAL RESULTS**

This section presents MATLAB simulation results to corroborate the merits of the proposed approach. Three baseline schemes are compared by setting the values of \(\mu_1\) and/or \(\mu_2\) to zero. We also include the extended schemes of moving direction (i.e., heading) regulation (labeled as “MDR”) and MPC-based online optimization (labeled as “Online”) described in Section IV. Parameters concerning the monitoring UAV’s power consumptions and harvested solar power are given in Table I. The total scheduling period is \(T = 30\) s with each time slot of 0.2 s. The maximum monitor-target 3D distance is \(D = 20\) m. The constant controlling the slope of the monitor’s heading is \(c_3 = 1\). The trajectory of the target is generated by \(a_t = 10t\) and \(b_t = 100 \sin(t/5)\), unless otherwise stated. We set the initial trajectory of the monitor to be the same as the (predicted) target’s trajectory. This initial trajectory is feasible, as it satisfies the UAV mobility and power consumption constraints.

We first show the tightness of the solar power approximation in (16). The scaling coefficients of the linear function \(c_1\) and
TABLE II
The Parameters for UAV Propulsion Power, Thrust Power and Harvested Solar Power [31], [32]

| Parameter                                      | Value                      |
|------------------------------------------------|----------------------------|
| UAV weight                                     | 4 kg                       |
| Blade profile power and induced power, \( P_i \), \( P_\delta \) | 3.4 W, 118 W               |
| Rotor solidity and disc area, \( s, A \)       | 0.03, 0.28 m²              |
| Tip speed of the rotor blade, \( U_{tip} \)    | 60 m/s                     |
| Mean rotor induce velocity, \( v_0 \)         | 5.4 m/s                    |
| Atmospheric density and fuselage drag ratio, \( \mu, d_f \) | 1.225 kg/m², 0.3          |
| Maximum horizontal and vertical speed, \( V_{hm}, V_{vm} \) | 30 m/s, 8 m/s               |
| Atmospheric extinction, \( \alpha \)           | 0.8978                     |
| Power intensity of solar beams, \( P_s \)    | 1367 W/m²                  |
| Efficiency and size of solar panel, \( \eta, S \) | 0.4, 0.5 m²                 |
| Ratio of usable energy in the battery, \( \eta_0 \) | 0.9                       |
| Initial altitude of the target and monitor, \( H, z_0 \) | 100 m, 102 m               |
| Coefficients for solar power approximation, \( c_1, c_2 \) | 0.0097, 165.83          |

Fig. 3. Original value and approximation of solar power.

Further deviating from the heading of the target. Bounded by constraint (10c), the monitor either ascends by the maximum height \( \delta V_{vm} \) that it reaches in the first slot and then stays at the altitude in the next slot, or first ascends and then descends by \( \delta V_{vm}/2 \) in the first two slots. This performance limitation averts a sharp ascend-then-descend action of the monitor at the full vertical speed, protecting the generator and preventing a speed loss.

Fig. 6 depicts the 2D monitor-target distance and the relative 2D trajectory of the monitor observed by the target which is treated as a reference point and marked by a blue square. The relative coordinates are \((x_t - a_t, y_t - b_t)\), \(\forall t\), and the target is at \((0, 0)\). It can be seen from Fig. 6 that the monitor always flies in the southwest region to the target at a distance of no more than \(D (= 20)\) meters. As observed by the target, the monitor exhibits random movement patterns.

By changing the weights of the disguising performance \(\mu_1\) and \(\mu_2\), we observe their impact on the objective and the trajectory of the monitoring UAV. Fig. 7 gives the objective values of problem (10) under different settings of \(\mu_1\) and \(\mu_2\). By comparing the performances under \((0.1, 0.4)\)
The objective value of (10a) in Joules

Fig. 6. Relative monitor 2D trajectory observed by the target.

Fig. 7. Objective values under different values of \((\mu_1, \mu_2)\).

Fig. 8. Monitor 3D trajectory under different values of \((\mu_1, \mu_2)\).

Fig. 9. Objective values under different schemes.

We also test the performances of the baseline schemes and the extended schemes. The proposed scheme runs with \(\mu_1 = 0.2\) and \(\mu_2 = 0.1\), which is labeled as “Proposed”. The baseline schemes are the Proposed scheme with distance keeping only (labeled as “DKO”), i.e., \(\mu_1 = 0.2\) and \(\mu_2 = 0\), altitude changing only (labeled as “ACO”), i.e., \(\mu_1 = 0\) and \(\mu_2 = 0.1\), and no disguising performance (labeled as “NDP”), i.e., \(\mu_1 = \mu_2 = 0\), which essentially only minimizes the total energy consumption of the monitor. The extended schemes are the MDR and the Online schemes.

Fig. 9 shows the objective values of the monitoring UAV, i.e., (10a), under different optimization schemes. Figs. 10 and 11 depict the corresponding horizontal and vertical trajectories of the monitor, respectively. It is shown in Fig. 9 that the Proposed scheme and the MDR scheme score the highest in terms of the disguising performance, followed by the DKO scheme. The Proposed scheme and the MDR scheme can thus significantly suppress the objective values. By comparing the DKO scheme and the ACO scheme, it is also seen that keeping distance is much more effective than changing altitude to enhance the disguising performance and reduce the objective value. On the other hand, the NDP scheme yields the least energy consumption, as it is actually formulated that way.

It is revealed in Figs. 10 and 11 that the MDR scheme does a good job in keeping distance from the target and changing the heading of the UAV at the same time on the
horizontal plane. The Proposed scheme strikes the best balance between distance keeping and altitude changing, while the baseline schemes can only deal with either distance or altitude. Although the monitor lags behind the target under the Online scheme, its trajectory is close to and aligns with the target trajectory. The monitor flies to exactly the same location projected on the \((x,y)\)-plane with a few meters above the target from time to time under the ACO scheme. The monitor always travels at the lowest height under the DKO scheme, and its horizontal trajectory aligns with the target trajectory from the 10th to the 18th second. Under the NDP scheme, the monitor stays close to the target horizontally and at a constant height for almost the entire scheduling period. All the aforementioned baseline schemes have their drawbacks under the risk of exposure. Besides, altitude changing is much more frequent than desired for the ACO scheme, which may incur the instability of the monitor and damage the generator. In a nutshell, these simulation results fully demonstrate and corroborate the merits of our proposed schemes.

Last but not least, to demonstrate the energy saving of the proposed framework under a practical model for propulsion power, we consider a baseline scheme (labeled as “DST”) where the propulsion power is simply modeled as the total 2D distance traveled during the surveillance, i.e., \(P_h := \sum_{t} \sqrt{(x_t - x_{t-1})^2 + (y_t - y_{t-1})^2} \) [14]. With \(P_h'^2\) replacing the original \(\sum_{t} P_h^t\) in (10), Fig. 12 depicts the corresponding monitor trajectory and power consumption. It can be evidently seen that the proposed schemes result in a more energy-efficient trajectory, and allows the monitor to consume less energy. A total energy of 1424 Joules can be saved with the proposed offline scheme. It is also shown in Fig. 12 that the online scheme is more energy-efficient than the DST scheme, given its objective of energy minimization (as opposed to the travel distance minimization objective of the DST scheme). Yet, the proposed online scheme consumes more energy than its offline counterpart, since the offline scheme assumes the a-priori knowledge of the target’s trajectory throughout the video surveillance mission. On the other hand, the monitor keeps the target within its sight. As the target keeps changing its speed and heading, the monitor keeps adjusting its speed and heading accordingly. It can be seen in (2) that the propulsion power
is a function of the UAV speed. Therefore, the time-varying propulsion power shown in Fig. [12] also indicates that the UAV speed changes over time.

Fig. [13] depicts the disguising performance and 3D monitor-target distance of the proposed scheme over time. It can be observed that the disguising metric decreases when the monitor flies near the target. The monitor keeps the maximum allowed 3D distance of $D = 20 \text{ m}$ for effective video surveillance from the target in most of the time. Fig. [14] plots the Pareto-front between the power consumption and the disguising metric by varying the values of $\mu_1$ and $\mu_2$ ($\mu_1 + \mu_2 = 1$). It is seen that the power consumption does not increase anymore when the disguising metric exceeds 4600 ($\text{m}^2$).

### VII. Conclusion

In this paper, a new framework was proposed to exploit the flexibility of a solar-powered UAV for covert video surveillance by joint power management and 3D trajectory optimization. The SCA and PDCAE techniques were leveraged to convexify the optimization problem and obtain a low-complexity suboptimal solution. The proposed PDCAE-based solution can serve as the control model to operate online and achieve control-based refinement of the monitor’s trajectory. Extensive numerical results corroborated the merits of the proposed scheme in maintaining covertness over baseline schemes with partial or no disguising.
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