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Abstract

In this paper, we study the large-scale boundary regularity for the Stokes system in periodically oscillating John domains. Our main contribution is the construction of boundary layer correctors of arbitrary order. This is a significant generalization of the known results restricted to the first and second orders. As an application, we prove the large-scale regularity estimate, as well as a Liouville theorem, of arbitrary order for the Stokes system. Our results are also related to higher-order boundary layer tails and wall laws in viscous fluids over rough boundaries.

1. Introduction

1.1. Motivations

The effect of rough boundaries is an important and challenging topic in the field of hydrodynamics. It has been extensively studied experimentally, numerically and theoretically, accumulating a vast literature over the past half century. Remarkable progress has been made in deriving the wall law for viscous fluids, which is a method to replace rough boundaries artificially by flat ones and to impose the effective conditions on them. The reader is referred to the works [24,25] and references therein for more detailed background, including approximation of flows via the wall laws and the investigation of turbulence.

In this paper, we focus on the local behavior of the stationary Stokes flows over periodically oscillating boundaries. There are two critical parameters for the geometry of a rough boundary: thickness and structure. In applications, the thickness of rough boundaries is relatively small, compared to the characteristic scales of fluid flows. The periodicity is a mathematical simplification of realistic boundaries having self-similar structures, such as rusted or sanded metal plates, natural riverbeds, fish skins, etc.. In our situation, since the Stokes system is linear, the thickness and
period of rough boundaries can be enlarged and rescaled respectively to 1 and $2\pi$
by choosing the period suitably (e.g., a multiple of the smallest period). Precisely,
we assume that the domain $\Omega \subset \mathbb{R}^d$ as well as its boundary $\Gamma := \partial \Omega$ satisfies the
following two basic assumptions:

- Thickness:
  \[ \mathbb{R}_+^d := \{(x, y) \in \mathbb{R}^d \mid y > 0\} \subset \Omega \subset \{(x, y) \in \mathbb{R}^d \mid y > -1\}; \quad (1) \]

- Periodicity:
  \[ \Omega + (2\pi z, 0) = \Omega \text{ for any } z \in \mathbb{Z}^{d-1}, \quad (2) \]
  where $\Omega + (\tau, 0) := \{(x + \tau, y) \mid (x, y) \in \Omega\}$ for fixed $\tau \in \mathbb{R}^{d-1}$.

Throughout this paper, the point in $\mathbb{R}^d$ will always be written as $(x, y)$ with $x = (x_1, x_2, \ldots, x_{d-1}) \in \mathbb{R}^{d-1}$ and $y \in \mathbb{R}$. Calligraphy letters $\mathcal{X}, \mathcal{Y}, \cdots$ will also be used only when it makes the description more concise. Condition (1) says that the boundary thickness of $\Gamma$ is at most 1. Condition (2) says that the domain $\Omega$ is $(2\pi)$-periodic in all $(d - 1)$-horizontal directions. Another essential technical geometric assumption for $\Omega$ will be given later.

Let $R > 1$ and let $Q_R(0) \subset \mathbb{R}_+^d$ denote the cube centered at the origin with side
length $2R$, i.e., $Q_R(0) = (-R, R)^d$. Set $B_{R,+} = Q_R(0) \cap \Omega$ and $\Gamma_R = Q_R(0) \cap \Gamma$. Then we consider the following Stokes system subjected to the no-slip boundary condition:

\[ \begin{cases} 
-\Delta u + \nabla p = 0 & \text{in } B_{R,+} \\
\nabla \cdot u = 0 & \text{in } B_{R,+} \\
u = 0 & \text{on } \Gamma_R.
\end{cases} \quad (S) \]

Here $u = (u_1, \cdots, u_d)$ denotes the velocity field and $p$ denotes the pressure field.
Our interest is the mesoscopic structures or large-scale behaviors of an arbitrary
weak solution $(u, p)$ in $B_{r,+}$ for $1 < r < R$, typically when $R$ is large. If the boundary is flat, i.e., if $\Omega$ and $\Gamma$ are respectively $\mathbb{R}^d_+$ and $\partial \mathbb{R}^d_+ := \{(x, y) \in \mathbb{R}^d \mid y = 0\}$, the solution $(u, p)$ of (S) is smooth up to the boundary $\Gamma_{R/2}$. In particular, we have the following Taylor expansion for $u$:

\[ u(x, y) = \sum_{|\alpha| + l \leq m} \frac{1}{\alpha!l!} \partial_\alpha^l \partial_y^l u(0, 0) x^\alpha y^l + O((|x, y|^{m+1}). \quad (3) \]

In the above summation, $l$ is not equal to zero by the boundary condition. Moreover,
it can be verified that the polynomial on the right-hand side of (3) solves the Stokes
system in $\mathbb{R}^d$. In other words, if $\Gamma$ is flat, for any $m \geq 1$, the weak solution $u$ is
close to a polynomial solution of degree $m$ in $B_{r,+}$ with a higher-order remainder.
A similar consideration can also be made for the pressure $p$. These properties
demonstrate the local structures and $C^{m,1}$ regularity of the solutions to (S) when
the boundaries are flat. Now, it is natural to ask if there is an analog of (3) if $\Omega$ has
a periodically oscillating boundary.
We point out that similar questions have been well-understood in elliptic homogenization with oscillating coefficients when there is no boundary. Roughly this says that the local solutions can be approximated by heterogeneous polynomial solutions involving higher-order correctors; see e.g., [4,7,9] or [5]. Turning to our problem, however, the oscillation is imposed on the boundary instead of coefficients, which leads to a completely different situation at least at a technical level. Recently, the local large-scale regularity (lower-order) to PDEs with oscillating boundaries has been investigated in several works. The uniform Lipschitz estimate was first obtained in Kenig–Prange [29,30] for elliptic equations by the compactness method in the case when the boundary is a Lipschitz graph; see also [21] for related work. The Lipschitz graph assumption then was removed in [37] so that the boundaries can be arbitrary at small scales. Similar results, up to $C^{2,\mu}$ estimates, have been extended to stationary Navier–Stokes system in [24,25], which will be discussed below.

The key to deriving the higher-order analog of (S) is to introduce the so-called boundary layers, which play similar roles as the correctors in elliptic homogenization with oscillating coefficients; see e.g., [4,6,7,9,11,22,31]. The first-order boundary layers are classical, given by the bounded solutions of the following cell problem: for $i \in \{1, 2, \cdots, d\}$,

\[
\begin{align*}
-\Delta v_{(i)} + \nabla q_{(i)} &= 0 \quad \text{in } \Omega \\
\nabla \cdot v_{(i)} &= 0 \quad \text{in } \Omega \\
v_{(i)}(x, y) + ye_i &= 0 \quad \text{on } \Gamma.
\end{align*}
\]

Historically, the first-order boundary layer was studied to derive the Navier wall law rigorously, which had been known to be effective empirically. The mathematical analysis was pioneered by [1,2,26,27]. The extensions have been given to the case of more general boundaries [10,13,14,17,18,33] and to the nonstationary case [23,34]. On the other hand, the connection to the regularity theory for the stationary Navier-Stokes system was investigated by [24]. Indeed, the local large-scale $C^{1,\mu}$ regularity has been obtained in [24,25], namely that for a Navier–Stokes flow $u$ in $B_{R,+}$, there exists a constant $c_i$ such that

\[
\left\| \nabla u - \nabla \sum_{i=1}^{d-1} c_i (ye_i + v_{(i)}) \right\|_{L^2(B_{r,+})} \leq Cr^\mu, \quad r \in (1, R/2).
\]

The above estimate is called a large-scale $C^{1,\mu}$ estimate since the radius is restricted to $r > 1$. It in general does not hold for $r \leq 1$ if the boundary has no structure such as smoothness at scales less than 1. This is a natural phenomenon in homogenization theory.

More recently in [25], $C^{2,\mu}$ regularity was firstly proved for the stationary Navier–Stokes system with the help of the second-order boundary layers. The proof relies on the periodicity assumption on the boundary. We emphasize that, in contrast, the first-order boundary layers can be constructed without periodicity. A typical second-order boundary layer is a weak solution to the Stokes system in $\Omega$ subjected to the boundary condition
\[
v(x, y) + x_j y e_i = 0 \quad \text{on } \Gamma,
\]
where \( j \in \{1, 2, \cdots, d - 1\} \). The difficulty in solving this cell problem is that the boundary value has linear growth when \( x_j \to \infty \). As a result, unlike the first-order case, one cannot rely on the Dirichlet–Neumann map \([15,16,18,24,30]\) or the Green function \([25]\), which are useful for the solutions with finite Dirichlet energy. The key observation in \([25]\) is that

\[
v(x, y) - x_j v(i)(x, y) = 0 \quad \text{on } \Gamma
\]

holds, where \( v(i) \) is the first-order boundary layer given by \((4)\). Hence if we introduce a new unknown function \( V := v - x_j v(i) \), then it satisfies the no-slip condition on \( \Gamma \) and a Stokes system with periodic “force terms” involving \( v(i) \). This transformation allows one to find a solution \( V \) on a periodic cell, which is an infinite cylinder in our setting. When solving the problem, we need to take advantage of a good quantitative convergence of \( v(i) \) when \( y \to \infty \), which essentially requires a periodic structure of the boundary.

As indicated, the boundary layers are correctors that adjust to the oscillating boundaries and are crucial to understanding the local behavior of the solutions to \((S)\). In this paper, we will construct the boundary layers of arbitrary order by recognizing their algebraic structures and recurrence relations. As far as the authors know, this is a new result even in smooth domains. The boundary layers will be used to derive a higher-order version of \((5)\) analogous to the classical estimate \((3)\), which directly leads to the Liouville theorem for the homogeneous Stokes system on \( \Omega \). We also introduce a notion of the effective Stokes polynomials and provide the higher-order wall laws in a local sense. This new class of boundary conditions contains the Navier wall law in \([17,18,26,27]\) as the first-order case.

1.2. Assumptions and Statements of Results

In the analysis of \((S)\), other than the assumptions \((1)\) and \((2)\), we still need to assume a technical geometric condition on \( \Omega \) as in \([25]\). This is recalled in Definition 1.2, below.

**Definition 1.1.** \([28,32]\) Let \( D \subset \mathbb{R}^d \) be an open bounded set and \( \tilde{\mathcal{X}} \in D \). We say that \( D \) is a (bounded) John domain with respect to \( \tilde{\mathcal{X}} \) and with constant \( L \) if for any \( Y \in D \), there exists a Lipschitz mapping \( \rho : [0, |Y - \tilde{\mathcal{X}}|] \to D \) with Lipschitz constant \( L \in (0, \infty) \), such that \( \rho(0) = Y \), \( \rho(|Y - \tilde{\mathcal{X}}|) = \tilde{\mathcal{X}} \) and \( \text{dist}(\rho(t), \partial D) \geq t/L \) for all \( t \in [0, |Y - \tilde{\mathcal{X}}|] \).

The boundary of a John domains allows for fractals and inward cusps. Lipschitz domains, NTA domains, domains with inward cusps or certain fractals such as Koch’s snowflake are John domains. Domains with outward cusps are not.

**Definition 1.2.** \([25]\) Let \( \Omega \subset \mathbb{R}^d \) be an open set satisfying \((1)\).
(i) We say that \( \Omega \) is a \textit{bumpy John domain} with constants \((L, K)\) if for any \( X \in \{(x, 0) \in \mathbb{R}^d\} \) and any \( R \geq 1 \), there exists a bounded John domain \( \Omega_R(X) \) with respect to \( X_R = X + R\mathbb{R}^d \) and with constant \( L \in (0, \infty) \) according to Definition 1.1 such that

\[
B_{R,+}(X) \subset \Omega_R(X) \subset B_{2R,+}(X).
\]

(ii) We say that \( \Omega \) is a \textit{periodic bumpy John domain} with constants \((L, K)\) if \( \Omega \) is a bumpy John domain with constants \((L, K)\) and satisfies the condition (2).

It is easily seen that the constants of bumpy John domains are rescaling- and translation-invariant. We will say that a constant \( C \) depends on \( \Omega \) if it depends on the constant \((L, K)\) in Definition 1.2 as well as the dimension \( d \). A typical example of the periodic bumpy John domains is one with a porous boundary (see Fig. 1).

The John domain assumption can be thought of as the minimum boundary requirement when dealing with the stationary Stokes system. Indeed, it is proved in [3] that, under suitable conditions, the (bounded) domain in which a right-inverses of the divergence operator exists must be a John domain. The right-inverse of the divergence, also known as the Bogovskii operator, plays an important role for estimating the pressure. Let us mention that Definition 1.2 was first introduced in [25], where the first-order boundary layers were constructed over non-periodic boundaries. The proof uses the Green function and its properties following from the a priori large-scale Lipschitz regularity for (S). These enable one to establish a local energy estimate of the pressure in bumpy John domains. As is discussed in [25], it is unclear whether the method in [15,16,18,24,30] applies in this case. A major source of difficulty is that the boundary is not necessarily represented by a graph.

Our main result of this paper is the existence and the corresponding estimates of the boundary layers of arbitrary order. Let \( \mathcal{P}_m(\mathbb{R}^d) \) be the set of all real-coefficient polynomials of at most degree \( m \) and set

\[
\mathcal{P}_{m,0}(\mathbb{R}^d_+) = \{ P \in \mathcal{P}_m(\mathbb{R}^d) \mid P(x, 0) = 0 \} \subset \mathcal{P}_m(\mathbb{R}^d).
\]

\textbf{Theorem 1.3.} Let \( \Omega \) be a periodic bumpy John domain. For all \( m \in \mathbb{Z}_+ \), there exists a linear map \( \mathcal{S}[-] : \mathcal{P}_{m,0}(\mathbb{R}^d_+) \rightarrow H^1_{\text{loc}}(\Omega)^d \times L^2_{\text{loc}}(\Omega) \) which maps \( P \in \mathcal{P}_{m,0}(\mathbb{R}^d_+) \) to...
\[ \mathcal{P}_{m,0}(\mathbb{R}^d_+) \] 

to the pair \( \mathcal{S}[P] = (v, q) \) which is a weak solution to

\[
\begin{cases}
-\Delta v + \nabla q = 0 & \text{in } \Omega \\
\nabla \cdot v = 0 & \text{in } \Omega \\
v + P = 0 & \text{on } \Gamma.
\end{cases}
\] (7)

Moreover, the growth rate of \( v \) at spatial infinity is strictly less than that of \( P \).

The above theorem is a straightforward corollary of Proposition 3.1 which also contains several basic estimates (details are omitted here for simplicity). Theorem 1.3 recovers the classical first-order boundary layers if \( m = 1 \) and the second-order boundary layers in \cite{25} if \( m = 2 \). The structure of \( \mathcal{S}[P] \), nontrivially mixing polynomials and periodic functions, can be seen in Section 1.3; see also Proposition 3.6 for an intrinsic formula for \( \mathcal{S}[P] \).

As an important application, using the boundary layer correctors in Theorem 1.3, one can show the higher-order regularity for the weak solutions of (S). To state the result, we introduce some function spaces in a convenient manner. The precise definitions and their properties are given in Sections 2 and 3.3. Let \( S_m(\mathbb{R}^d_+) \) be the space of Stokes polynomials \((P, Q)\) in \( \mathbb{R}^d_+ \), that is the set of polynomial solutions of degree at most \( m \) to the Stokes equations imposed on \( \mathbb{R}^d_+ \). Moreover, let \( S_m(\Omega) \) be the space of heterogeneous Stokes polynomials in \( \Omega \):

\[ S_m(\Omega) = \{(w, \pi) = (P, Q) + \mathcal{S}[P] | (P, Q) \in S_m(\mathbb{R}^d_+)\} \]

Notice that the boundary layer \( \mathcal{S}[P] \) corrects the trace of the polynomial \( P \) on \( \Gamma \). Hence \( (w, \pi) \) is a solution of the Stokes system in \( \Omega \) having the same growth rate as \( (P, Q) \).

Now we can state the optimal higher-order regularity for (S) at large scales.

**Theorem 1.4.** Let \( \Omega \) be a periodic bumpy John domain. For all \( R > 1 \) and \( m \in \mathbb{Z}_+ \), if \((u, p) \in H^1(B_{R, +})^d \times L^2(B_{R, +})\) is a weak solution of (S), then there exist \((w, \pi) \in S_m(\Omega)\) and a constant \( c_P \) such that, for all \( r \in (1, R/2) \),

\[
\|\nabla u - \nabla w\|_{L^2(B_{r,+})} + \|p - \pi - c_P\|_{L^2(B_{r,+})} \leq C \left( \frac{r}{R} \right)^m \|\nabla u\|_{L^2(B_{R,+})}. \tag{8}
\]

The constant \( C \) is independent of \( R \) and \( r \), while depends on \( \Omega \) and \( m \).

**Remark 1.5.** One can obtain the estimate of \( u \) itself if the Caccioppoli inequality holds for (S) in \( B_{R, +} \). If it does, from (8) combined with the Poincaré inequality, we find

\[
\|u - w\|_{L^2(B_{r,+})} \leq C \left( \frac{r}{R} \right)^{m+1} \|u\|_{L^2(B_{R,+})}, \quad r \in (1, R/4).
\]

However, the validity of the usual Caccioppoli inequality in bumpy John domains seems to be a delicate question of independent interest. We refer to the Appendix A of \cite{25}.
Remark 1.6. With the estimates of boundary layers in Proposition 3.1, the proof for Theorem 1.4 is more or less standard via a quantitative Campanato iteration originating from Armstrong-Smart [8] (also see [19,35] or recent monographs [5,36]). The application of this method to Stokes systems or linear elasticity involving the pressure can be found in [20,21,25].

Theorem 1.4 is essentially a large-scale version of (3) with the Stokes polynomial replaced by the heterogeneous Stokes polynomial from $S_m(\Omega)$. This result can be compared to the large-scale $C^{m,1}$ regularity in elliptic homogenization with oscillating coefficients (e.g., [4,7]). Theorem 1.4 also implies the Liouville theorem of arbitrary order for the homogeneous Stokes system imposed on the whole domain $\Omega$. This basically says that $S_m(\Omega)$ contains all the solutions in $\Omega$ whose velocity gradients grow at most like $o(\|x\| m)$ and has the same dimension as $S_m(\mathbb{R}^d_+)$; see Sections 3.3 and 4.4 for details.

Note that Theorem 1.4 captures the structure of the solutions near the boundary. Then it is natural to ask what happens to a local solution away from the boundary. In fact, the singularity only appears near the boundary and homogenization should be expected to take place far away from the boundary. Actually, it is well-known that the first-order boundary layers converge exponentially to constant values as $y \to \infty$. These limits at $y = \infty$ are called the boundary layer tails. This motivates us to define the boundary layer tails for higher-order boundary layers, and therefore to define the effective Stokes polynomials in this paper. Indeed, we can see from Proposition 3.1 that the boundary layer $\mathcal{S}[P]$ given in Theorem 1.3 converges exponentially to a Stokes polynomial as $y \to \infty$. Consequently, the element in $S_m(\Omega)$, which is a special solution, also converges exponentially to a Stokes polynomial. Thus, we may define the space of effective Stokes polynomials as

$$S_{m}^{\text{eff}}(\Omega) = \left\{ (w_{\text{poly}}, \pi_{\text{poly}}) \in \mathcal{P}_m(\mathbb{R}^d)^d \times \mathcal{P}_{m-1}(\mathbb{R}^d) \mid \lim_{y \to +\infty} \left( (w, \pi) - (w_{\text{poly}}, \pi_{\text{poly}}) \right) = 0, \ (w, \pi) \in S_m(\Omega) \right\}. $$

The following theorem shows that the behavior of the local solutions, away from the boundary, may be pointwise captured by the effective Stokes polynomials in $S_{m}^{\text{eff}}(\Omega)$, instead of the heterogeneous Stokes polynomials in $S_m(\Omega)$:

**Theorem 1.7.** Under the same assumptions as in Theorem 1.4, if $R$ is sufficiently large depending on $m$, then there exist $(w_{\text{poly}}, \pi_{\text{poly}}) \in S_{m}^{\text{eff}}(\Omega)$ and a constant $c_p$ such that for all $(x,y) \in B_{R/2, +}$ with $y \geq 4$,

$$|\nabla u(x,y) - \nabla w_{\text{poly}}(x,y)| + |p(x,y) - \pi_{\text{poly}}(x,y) - c_p| \leq C \left\{ \left( \frac{r}{R} \right)^m + (1 + |x|)^{m-1} e^{-y/2} \right\} \|\nabla u\|_{L^2(B_{R,+})},$$

and

$$|u(x,y) - w_{\text{poly}}(x,y)| \leq C \left\{ y \left( \frac{r}{R} \right)^m + (1 + |x|)^{m-1} e^{-y/2} \right\} \|\nabla u\|_{L^2(B_{R,+})},$$

where $r = |(x,y)|$ and $C$ depends only on $m$ and $\Omega$. 


The estimate (9) shows that if \( y \geq 2m \ln(R) \), then the solution of (8) can be approximated equally well by the effective Stokes polynomials as the approximation in (8) by the heterogeneous Stokes polynomials. Moreover, from the proof, which is a combination of Theorem 1.4 and Proposition 3.1, one can see that the effective Stokes polynomial \((w_{\text{poly}}, \pi_{\text{poly}})\) in Theorem 1.7 is exactly the limiting polynomial of \((w, \pi)\) in Theorem 1.4.

Observe that the effective Stokes polynomials in \( \mathcal{S}_{m}^{\text{eff}}(\Omega_{1}) \) do not satisfy the no-slip condition either on \( \partial \Omega_{1} \) or \( \partial \mathbb{R}^{d} \). However, in view of Theorem 1.7, the condition on \( \partial \mathbb{R}^{d} \) satisfied by \( w_{\text{poly}} \) can be regarded as the effective boundary condition for the solution \((u, p)\). We would like to understand it as the wall law for \((u, p)\) in a local setting. This interpretation is indeed compatible with the literature, in the sense that the condition satisfied by the elements from the first-order space \( \mathcal{S}_{1}^{\text{eff}}(\Omega) \) is the classical Navier wall law

\[
 w_{\text{poly}}(x, 0) = M \partial_{y} w_{\text{poly}}(x, 0) \quad \text{for any } (w_{\text{poly}}, \pi_{\text{poly}}) \in \mathcal{S}_{1}^{\text{eff}}(\Omega),
\]

where \( M \) is an intrinsic constant \((d \times d)\)-matrix determined only by \( \Omega \) whose last column is 0. This fact was addressed by [24] in a rescaled setting and is dubbed the local Navier wall law. We point out that the Navier wall law plays a role as a corrected boundary condition (versus the no-slip boundary condition) on the flattened boundary that provides more accurate and effective numerical and theoretical calculations [2,17,18,23,26,27,34]. In Section 5.2, we identify the local wall laws of arbitrary order. As a simple and concrete example, we compute the second-order wall law in the 2D case in Section 5.3.

### 1.3. Key Ideas of the Proof of Theorem 1.3

Let us explain the key ideas of the proof of Theorem 1.3, which is the core of this paper. The goal is to build a weak solution \((v^{\alpha}, q^{\alpha}) = (v_{(i)}^{\alpha, l}, q_{(i)}^{\alpha, l})\) to the Stokes system

\[
\begin{align*}
-\Delta v^{\alpha} + \nabla q^{\alpha} &= 0 & \text{in } \Omega \\
\nabla \cdot v^{\alpha} &= 0 & \text{in } \Omega \\
v^{\alpha}(x, y) + x^{\alpha} y^{\beta} e_{i} &= 0 & \text{on } \Gamma \tag{BL^{\alpha}}
\end{align*}
\]

for a given triplet \((\alpha, l, i) \in \mathbb{Z}_{\geq 0}^{d-1} \times \mathbb{Z}_{+} \times \{1, \cdots, d\}\). Theorem 1.3 then follows by linearity of the equations. Notice that \((\text{BL}^{\alpha})\) coincides with (4) if \((\alpha, l) = (0, 1)\) and is a system for the second-order boundary layers if \(|\alpha| + l = 2\). Again, the difficulty in solving the problem \((\text{BL}^{\alpha})\) is that the boundary value has growth when \(|x| \to \infty\). The method in [25] is no longer applicable since it is restricted to cases when \(|\alpha| + l = 2\).

The new idea is to introduce an ansatz

\[
 v^{\alpha}(x, y) = \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} x^{\alpha - \beta} V^{\beta}(x, y), \quad q^{\alpha}(x, y) = \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} x^{\alpha - \beta} Q^{\beta}(x, y),
\]

(11)
where the family of new unknown functions \( \{(V^\beta, Q^\beta)\} \) is assumed to be periodic in \( x \). This ansatz is adopted in view of the Taylor expansion of \((v^\alpha, q^\alpha)\) at the origin but with variable coefficients. It systematically generalizes the heuristic method in [25]. In order to recover the boundary condition on \( b^\alpha \), one needs compatibility conditions on \( \Gamma \) for \( \{(V^\beta, Q^\beta)\} \). Here we assume that \((V^0, Q^0)\) is the solution bounded at infinity of \((BL^\alpha)\) with \( \alpha = 0 \) and that \( V^\beta = 0 \) on \( \Gamma \) for all \( \beta \neq 0 \). The unique existence of \((V^0, Q^0)\) can be proved easily thanks to the small vertical extent of \( \Omega \setminus \mathbb{R}^d_+ \); see Lemma 3.4.

Inserting (11) to \((BL^\alpha)\), we see that \((V^\beta, Q^\beta)\) must solve the recursive system

\[
-\Delta V^\beta + \nabla Q^\beta = \sum_{i=1}^{d-1} \left( 2 \left( \frac{\beta_i}{2} \right) V^{\beta - 2e_i} + 2 \left( \frac{\beta_i}{1} \right) \partial_i V^{\beta - e_i} - \left( \frac{\beta_i}{1} \right) Q^{\beta - e_i} \right),
\]

\[
\nabla \cdot V^\beta = -\sum_{i=1}^{d-1} \left( \frac{\beta_i}{1} \right) V^{\beta - e_i}.
\]

Here all the notations with multi-indices belonging to \( \mathbb{Z}^d \setminus \mathbb{Z}^d_{\geq 0} \) are understood to be zero. Despite its linearity, the analysis of the system (12) is not straightforward. In fact, the solutions of (12) can grow at spatial infinity, which prevents us from applying the Lax-Milgram lemma. To illustrate it, let us put \( \beta = e_1 \) in (12). Then the second line reads as

\[
\nabla \cdot V^e_1 = -V^0_1.
\]

It can be shown that the right-hand side converges to a negative constant if \((l, i) = (1, 1) \) and \( \Omega \neq \mathbb{R}^d_+ \), namely if \( V^0 \) is a nontrivial first-order boundary layer. We refer to [24, Proposition 3] for the proof when \( d = 3 \). Consequently, the solutions of (12) periodic in \( x \) may grow when \( y \to \infty \), otherwise the equation can be inconsistent. In addition, we need to consider the solutions with polynomial growth in \( y \) as the recurrence proceeds.

The insight for this obstacle is to split \((V^\beta, Q^\beta)\) into

\[
V^\beta(x, y) = V^\beta_{poly}(y) + V^\beta_{per}(x, y), \quad Q^\beta(x, y) = Q^\beta_{poly}(y) + Q^\beta_{per}(x, y),
\]

and study the pairs \((V^\beta_{poly}, Q^\beta_{poly})\) and \((V^\beta_{per}, Q^\beta_{per})\) in two different manners:

- \( V^\beta_{poly} \) and \( Q^\beta_{poly} \) are polynomials in \( y \) of degree at most \(|\beta|\). Roughly speaking, both are obtained by the integration of \( V^\beta_{poly} - e_i \), \( V^\beta_{poly} - 2e_i \), and \( Q^\beta_{poly} - e_i \). However, a simple computation does not work due to the vectorial structure of the problem (12).
- \( V^\beta_{per} \) and \( Q^\beta_{per} \) are periodic functions in \( x \) decaying exponentially when \( y \to \infty \). Although they are represented explicitly on flat domains \( \{y = L\} \) for \( L > 1 \), we need to be careful in deriving the quantitative bounds when \(|\beta|\) is large.

The procedure outlined above is carried out in Section 3. We rely on induction on the length \(|\beta|\) of \( \beta \in \mathbb{Z}^{d-1}_{\leq 0} \) in the proof, but the details are complex in nature, as at each level we need to estimate the decomposed \((V^\beta, Q^\beta)\). Eventually, the solutions of \((BL^\alpha)\) are constructed based on the ansatz (11), as stated in Proposition 3.1.
1.4. Notations and Definitions

The following is a summary of the notations and definitions used in this paper:

**Domains** For $R > 1$ and $(x, y) \in \mathbb{R}^d$, we define $Q_R = Q_R(0) = (-R, R)^d$ and $Q_R(x, y) = Q_R(0) + (x, y)$, $B_{R,+}(x, 0) = Q_R(x, 0) \cap \Omega$.

For simplicity, we write $B_{R,+} = B_{R,+}(0, 0)$.

**Weak solutions** A pair $(u, p) \in H^1(B_{R,+}) \times L^2(B_{R,+})$ is said to be a weak solution of (S) if it satisfies: (i) $\nabla \cdot u = 0$ in the sense of distributions, (ii) $\psi u \in H^1_0(Q_R(0))$ for any cut-off function $\psi \in C_0^\infty(Q_R(0))$, and (iii) the weak formulation

$$\int_{B_{R,+}} \nabla u \cdot \nabla \varphi - \int_{B_{R,+}} p(\nabla \cdot \varphi) = 0 \quad \text{for any } \varphi \in C_0^\infty(B_{R,+})^d.$$  

We emphasize that $u$ has natural zero-extension $\tilde{u}$ to $Q_R$ so that $\tilde{u} \in H^1(Q_R)^d$.

Moreover, a pair $(v, q) \in H^1_{loc}(\overline{\Omega})^d \times L^2_{loc}(\overline{\Omega})$ is said to be a weak solution of (7) if it satisfies: (i) $\nabla \cdot v = 0$ in the sense of distributions, (ii) $\chi(v + P) \in H^1_0(\Omega)^d$ for any $\chi \in C_0^\infty(\mathbb{R}^d)$, and (iii) the weak formulation:

$$\int_{\Omega} \nabla v \cdot \nabla \phi - \int_{\Omega} q(\nabla \cdot \phi) = 0, \quad \text{for any } \phi \in C_0^\infty(\Omega)^d.$$  

In addition, the weak solution of the system (12) is defined in the similar manner as above.

**Derivatives** The derivative with respect $x_i$ and $y$ will be denoted respectively by $\partial_i = \partial / \partial x_i$ and $\partial_y = \partial / \partial y$. Moreover, we use the following derivative operators:

$$\nabla' = (\partial_1, \ldots, \partial_{d-1}), \quad \nabla = (\nabla', \partial_y),$$

$$\Delta' = \nabla' \cdot \nabla', \quad \Delta = \nabla \cdot \nabla.$$  

**Multi-index** An element of $\mathbb{Z}^{d-1}_{\geq 0}$ is called a multi-index. For $\alpha = (\alpha_1, \ldots, \alpha_{d-1}) \in \mathbb{Z}^{d-1}_{\geq 0}$, we define the length of $\alpha$ by $|\alpha| = \alpha_1 + \cdots + \alpha_{d-1}$. We also define $\alpha! = \alpha_1! \cdots \alpha_{d-1}!$. For $\alpha, \beta \in \mathbb{Z}^{d-1}_{\geq 0}$, we say that $\beta \leq \alpha$ if $\alpha_i \leq \beta_i$ holds for all $i = 1, \ldots, d - 1$. Moreover, using $\alpha \in \mathbb{Z}^{d-1}_{\geq 0}$, we define the monomial and the higher-order derivative respectively by

$$x^\alpha = x_1^{\alpha_1} \cdots x_{d-1}^{\alpha_{d-1}}, \quad \partial_x^\alpha = \partial_1^{\alpha_1} \cdots \partial_{d-1}^{\alpha_{d-1}}.$$  

**Binomial and multinomial coefficients** For $0 \leq k \leq n$, the binomial coefficients is

$$\binom{n}{k} = \frac{n!}{k!(n-k)!}.$$
For $\alpha, \beta \in \mathbb{Z}^d_{\geq 0}$ with $\beta \leq \alpha$, the (generalized) binomial coefficient is defined by
\[
\binom{\alpha}{\beta} = \frac{\alpha!}{\beta!(\alpha - \beta)!} = \binom{\alpha_1}{\beta_1} \cdots \binom{\alpha_d - 1}{\beta_d - 1}.
\]
Moreover, for $\alpha \in \mathbb{Z}^d_{\geq 0}$ with $|\alpha| = m$, the multinomial binomial coefficient is defined by
\[
\binom{m}{\alpha} = \frac{m!}{\alpha!}.
\]

**Vector and tensor calculus** The standard basis of $\mathbb{R}^d$ is denoted by $\{e_1, \ldots, e_d\}$. For $X = (X_1, \ldots, X_d), Y = (Y_1, \ldots, Y_d) \in \mathbb{C}^d$, we set $X \cdot Y = X_1Y_1 + \cdots + X_dY_d$. This coincides with the standard inner product if $X, Y \in \mathbb{R}^d$. Moreover, depending on the context, we will write $(x, y) = (x_1, \ldots, x_{d-1}, y) \in \mathbb{C}^d$ as the column vector $\begin{bmatrix} x \\ y \end{bmatrix}$, which is distinguished from the binomial coefficient above.

For $m \in \mathbb{Z}_{\geq 0}$ and $X \in \mathbb{R}^d$, the symmetric tensor $X^{\otimes m} = \{ (X^{\otimes m})_\alpha \}_\alpha$ is defined by
\[
(X^{\otimes m})_\alpha = X^\alpha, \quad \alpha \in \mathbb{Z}^d, \quad |\alpha| = m.
\]
For symmetric tensors $S = \{ S_\alpha \}_\alpha, T = \{ T_\alpha \}_\alpha$ of order $m$, we define the contraction by
\[
S : T = \sum_{|\alpha| = m} \binom{m}{\alpha} S_\alpha T_\alpha, \quad \alpha \in \mathbb{Z}^d.
\]
These notations are useful in briefly describing Taylor expansions; see Section 4.1.

**Average integral** For a bounded open set $E \subset \mathbb{R}^d$ and a measurable function $f$ on $E$, we set
\[
\int_E f = \frac{1}{|E|} \int_E f, \quad \|f\|_{L^2(E)} = \left( \int_E |f|^2 \right)^{1/2}.
\]

### 1.5. Organization of the Paper

This paper is organized as follows. In Section 2, we study the properties of the polynomial solutions to the Stokes system on $\mathbb{R}^d_+$. The definition of the space of Stokes polynomials $S_m(\mathbb{R}^d_+)$ will be given at the end of the section. Section 3 is devoted to the proof of Theorem 1.3 with quantitative estimates. In addition, the space of heterogeneous Stokes polynomials $S_m(\Omega)$ is defined in Section 3.3. In Section 4, using the boundary layers, we prove Theorem 1.4, as well as a Liouville theorem of arbitrary order. Finally, in Section 5, we define the space of effective Stokes polynomials $S_{\text{eff}}(\Omega)$. As applications, we prove Theorem 1.7 in Section 5.1 and derive the local wall laws in Section 5.2.
2. Stokes Polynomials

In this section, we consider the Stokes equations imposed on the half-space:

\[
\begin{align*}
-\Delta u + \nabla p &= 0 \text{ in } \mathbb{R}^d_+ \\
\nabla \cdot u &= 0 \text{ in } \mathbb{R}^d_+ \\
u &= 0 \text{ on } \partial \mathbb{R}^d_+. 
\end{align*}
\]

(SH)

Our aim is to study the structure of the vector space \( \mathcal{S}_m(\mathbb{R}^d_+) \) of all the polynomial solutions of (SH) up to degree \( m \). We are aware that the main theorems can be proved independently of this section. However, it could serve as a useful reference when the results of this paper are applied in more practical settings.

Let \( \mathcal{P}_m(\mathbb{R}^d) \) be the space of homogeneous polynomials of degree \( m \in \mathbb{Z}_{\geq 0} \).
Define the space of homogeneous Stokes polynomials by

\[
\mathcal{S}_m(\mathbb{R}^d_+) = \left\{(u, p) \in \mathcal{P}_m(\mathbb{R}^d) \times \mathcal{P}_{m-1}(\mathbb{R}^d) \mid (u, p) \text{ is a solution of (SH)} \right\}.
\]

When \( m = 1 \), it is easily seen that

\[
\mathcal{S}_1(\mathbb{R}^d_+) = \left\{ \left( \sum_{i=1}^{d-1} A_i ye_i, L \right) \mid A_i, L \in \mathbb{R} \right\} = \text{span}\{(ye_1, 0), \ldots, (ye_{d-1}, 0), (0, 1)\}.
\]

Thus,

\[
\dim \mathcal{S}_1(\mathbb{R}^d_+) = d. \tag{13}
\]

To investigate the structure of \( \mathcal{S}_m(\mathbb{R}^d_+) \) when \( m \geq 2 \), we focus on the pressure term. The solenoidal condition implies that \( p = p(x, y) \) solves the following Neumann problem

\[
\begin{align*}
\Delta p &= 0 \text{ in } \mathbb{R}^d_+ \\
\partial_y p &= \Delta u_d \text{ on } \partial \mathbb{R}^d_+.
\end{align*}
\]

We recall that \( u_d \) denotes the \( d \)-th component of \( u = (u_1, \ldots, u_d) \). Introducing

\[
\mathcal{A}_m(\mathbb{R}^d) := \{p \in \mathcal{P}_m(\mathbb{R}^d) \mid \Delta p = 0\},
\]

we see that the definition of \( \mathcal{S}_m(\mathbb{R}^d_+) \) can be rewritten as

\[
\mathcal{S}_m(\mathbb{R}^d_+) = \{(u, p) \in \mathcal{P}_m(\mathbb{R}^d)^d \times \mathcal{A}_{m-1}(\mathbb{R}^d) \mid (u, p) \text{ is a solution of (SH)} \}.
\]

Thus we begin by considering harmonic polynomials in half-spaces. The following lemma provides a relation between an element of \( \mathcal{A}_m(\mathbb{R}^d) \) and its trace on \( \partial \mathbb{R}^d_+ \). We omit the proof as it is a simple computation.
Lemma 2.1. Let $m \geq 1$ and $q \in \hat{\mathcal{A}}_m(\mathbb{R}^d)$. Then there exists $q_1(x) \in \hat{\mathcal{P}}_m(\mathbb{R}^{d-1})$ and $q_2(x) \in \hat{\mathcal{P}}_{m-1}(\mathbb{R}^{d-1})$ such that

$$q(x, y) = \sum_{j=0}^{\infty} \frac{(-1)^{j}}{(2j)!}((\Delta^j q_1(x)))y^{2j} + \sum_{j=0}^{\infty} \frac{(-1)^{j}}{(2j+1)!}((\Delta^j q_2(x)))y^{2j+1}.$$ 

In particular, if $q(x, 0) = 0$, then $q_1 = 0$.

Next let us define an operator $\Delta_{D}^{-1}$ on the set \{ $x^\alpha y^l \mid |\alpha| + l = m$ \} by

$$\Delta_{D}^{-1}(x^\alpha y^l) = \sum_{j=0}^{\infty} \frac{(-1)^j l!}{(l+2j+2)!}((\Delta^j x^\alpha))y^{l+2j+2}$$

$$= \frac{1}{(l+2)(l+1)}x^\alpha y^{l+2} - \frac{1}{(l+4)(l+3)(l+2)(l+1)}(\Delta^j x^\alpha)y^{l+4} + \cdots.$$ 

Then $\Delta_{D}^{-1}$ extends to an $\mathbb{R}$-linear map $\Delta_{D}^{-1} : \hat{\mathcal{P}}_m(\mathbb{R}^d) \to \hat{\mathcal{P}}_{m+2}(\mathbb{R}^d)$.

Lemma 2.2. Let $m \geq 1$. Then the following statements hold:

(i) Let $f \in \hat{\mathcal{P}}_m(\mathbb{R}^d)$. Then $u := \Delta_{D}^{-1} f$ satisfies

$$\begin{cases} \Delta u = f & \text{in } \mathbb{R}^d_+ \\ u = 0 & \text{on } \partial \mathbb{R}^d_+ . \end{cases} \quad (14)$$

(ii) Let $f \in \hat{\mathcal{P}}_m(\mathbb{R}^d)$. For $i = 1, 2, \cdots, d-1$, we have

$$\partial_i \Delta_{D}^{-1} f = \Delta_{D}^{-1} \partial_i f, \quad (15)$$

and

$$\partial_y \Delta_{D}^{-1} f = \Delta_{D}^{-1} \partial_y f + \partial_y \Delta_{D}^{-1} (f(x, 0)), \quad (16)$$

In particular, $\partial_y$ does not commute with $\Delta_{D}^{-1}$ on the space spanned by $\{ x^\alpha \}_{|\alpha|=m}$.

**Proof.** Note that (14) and (15) are obvious by the definition of $\Delta_{D}^{-1}$. To see (16), first observe that $\partial_y \Delta_{D}^{-1}(x^\alpha y^l) = \Delta_{D}^{-1} \partial_y(x^\alpha y^l)$, if $l \geq 1$. By linearity, this implies

$$\partial_y \Delta_{D}^{-1} (f(x, y) - f(x, 0)) = \Delta_{D}^{-1} \partial_y(f(x, y) - f(x, 0)) = \Delta_{D}^{-1} \partial_y f ,$$

which gives the desired result. \hfill \Box

Now we give a solution formula for (SH), which regards the pressure as a source term.

**Proposition 2.3.** Let $m \geq 2$. The following statements hold:
(i) Let \( p \in \dot{A}_{m-1}(\mathbb{R}^d) \). Set

\[
U = \Delta_D^{-1} \nabla p \in \dot{P}_m(\mathbb{R}^d)^d.
\]

Then the pair \((U, p)\) satisfies

\[
\begin{aligned}
-\Delta U + \nabla p &= 0 \quad \text{in } \mathbb{R}_+^d, \\
\nabla \cdot U &= \partial_y \Delta_D^{-1}(\partial_y p(x, 0)) \quad \text{in } \mathbb{R}_+^d, \\
U &= 0 \quad \text{on } \partial \mathbb{R}_+^d.
\end{aligned}
\]  

(17)

(ii) Let \( p \in \dot{A}_{m-1}(\mathbb{R}^d) \). Set

\[
V = (V_1, 0, \cdots, 0) \in \dot{P}_m(\mathbb{R}^d)^d
\]

with \( V_1 \) defined by

\[
V_1(x, y) = \sum_{j=0}^{\infty} \frac{(-1)^j}{(2j + 1)!} ((\Delta')^j c_{m-1}(x)) y^{2j+1}
\]

\[
= c_{m-1}(x) y - \frac{1}{3 \cdot 2} (\Delta' c_{m-1}(x)) y^{3} + \cdots,
\]

\[
c_{m-1}(x) = - \int^{x_1}_0 \partial_y p(z, x_2, \cdots, x_{d-1}, 0) \, dz.
\]

Then \( V \) satisfies

\[
\begin{aligned}
-\Delta V &= 0 \quad \text{in } \mathbb{R}_+^d, \\
\nabla \cdot V &= -\partial_y \Delta_D^{-1}(\partial_y p(x, 0)) \quad \text{in } \mathbb{R}_+^d, \\
V &= 0 \quad \text{on } \partial \mathbb{R}_+^d.
\end{aligned}
\]  

(18)

(iii) Define the injective linear map \( S : \dot{A}_{m-1}(\mathbb{R}^d) \rightarrow \dot{P}_m(\mathbb{R}^d)^d \) by

\[
S[p] = U + V.
\]

Then the pair \((S[p], p)\) is a solution of \((SH)\), namely, \((S[p], p) \in \dot{S}_m(\mathbb{R}^d_+)\).

Proof. (i) Lemma 2.2 (i) implies that the first and third lines of (17) are satisfied by \((U, p)\). It follows from (15) and (16) that

\[
\nabla \cdot U = \nabla' \cdot \Delta_D^{-1} \nabla' p + \partial_y \Delta_D^{-1} \partial_y p
\]

\[
= \Delta_D^{-1} \Delta' p + \Delta_D^{-1} \partial^2_y p + \partial_y \Delta_D^{-1}(\partial_y p(x, 0))
\]

\[
= \Delta_D^{-1} \Delta p + \partial_y \Delta_D^{-1}(\partial_y p(x, 0))
\]

\[
= \partial_y \Delta_D^{-1}(\partial_y p(x, 0)),
\]

where the last line follows from the fact \( p \in \dot{A}_{m-1}(\mathbb{R}^d) \). Hence \((U, p)\) satisfies the second line of (17) as well.
(ii) It is easy to check that $V$ satisfies the first and third lines of (18). A direct computation shows
\[
\nabla \cdot V(x, y) = \partial_1 V_1(x, y)
\]
\[
= \sum_{j=0}^{\infty} \frac{(-1)^j}{(2j + 1)!} ((\Delta')^j \partial_1 \epsilon_{m-1}(x)) y^{2j+1}
\]
\[
= - \sum_{j=0}^{\infty} \frac{(-1)^j}{(2j + 1)!} ((\Delta')^j \partial_y p(x, 0)) y^{2j+1}
\]
\[
= -\partial_y \Delta_D^{-1}(\partial_y p(x, 0)),
\]
where the definition of $\Delta_D^{-1}$ has been used in the last equation. This gives the second line of (18).

(iii) It follows from (i) and (ii) that $(S[p], p)$ is a solution of (SH). To show the injectivity, let us assume that $S[p] = 0$. Then one has $\nabla p = 0$ from the equations, which implies $p = 0$ because $p \in \dot{A}_{m-1}(\mathbb{R}^d)$ and $m \geq 2$. This completes the proof. \qed

Now we provide a structure property of $\dot{S}_m(\mathbb{R}_+^d)$.

**Proposition 2.4.** Let $m \geq 2$ and let $S$ be the operator in Proposition 2.3 (iii). Then we have
\[
\dot{S}_m(\mathbb{R}_+^d) = V_{m}^{(1)} \oplus V_{m}^{(2)},
\]
where
\[
V_{m}^{(1)} = \{ (u, p) \in \dot{S}_m(\mathbb{R}_+^d) \mid p \in \dot{A}_{m-1}(\mathbb{R}_+^d), u = S[p], \},
\]
\[
V_{m}^{(2)} = \{ (u, p) \in \dot{S}_m(\mathbb{R}_+^d) \mid p = 0 \}.
\]

**Remark 2.5.** By this proposition and the injectivity of $S$, for given pair $(u, p) \in \dot{S}_m(\mathbb{R}_+^d)$, one can find a unique pressure $p \in \dot{A}_{m-1}(\mathbb{R}_+^d)$ from the velocity $u \in \dot{P}_m(\mathbb{R}_+^d)$.

**Proof.** It suffices to show that $\dot{S}_m(\mathbb{R}_+^d) \subset V_{N}^{(1)} \oplus V_{N}^{(2)}$. Let $(u, p) \in \dot{S}_m(\mathbb{R}_+^d)$. If $p = 0$, then $(u, p) \in V_{N}^{(2)}$. If $p \in \dot{A}_{m-1}(\mathbb{R}_+^d) \setminus \{0\}$, then $(S[p], p) \in V_{N}^{(1)}$ and $(v, q) := (u, p) - (S[p], p) \in V_{N}^{(2)}$. Hence we have $(u, p) = (S[p], p) + (v, q) \in V_{N}^{(1)} \oplus V_{N}^{(2)}$, which concludes the proof. \qed

One can characterize the element of $V_{m}^{(2)}$ as follows:

**Lemma 2.6.** Let $w = (w_1, \cdots, w_{d-1}, w_d) \in V_{m}^{(2)}$. Then we have $w_d = 0$ and
\[
w_i(x, y) = \sum_{j=0}^{\infty} \frac{(-1)^j}{(2j + 1)!} ((\Delta')^j a_{m-1}^{(i)}(x)) y^{2j+1}, \quad i = 1, \cdots, d-1
\]
for some \( a_{m-1}^{(1)}, \ldots, a_{m-1}^{(d-1)} \in \mathcal{P}_{m-1}(\mathbb{R}^{d-1}) \) with constraint

\[
\partial_1 a_{m-1}^{(1)}(x) + \cdots + \partial_{d-1} a_{m-1}^{(d-1)}(x) = 0. \quad (21)
\]

Conversely, any \( w \in \mathcal{P}_m(\mathbb{R}^d) \) satisfying \( w_d = 0 \), (20) and (21) belongs to \( V_m^{(2)} \).

**Proof.** Let \( w \in V_1^{(2)} \). Then \( w \) satisfies

\[
\begin{cases}
\Delta w = 0 & \text{in } \mathbb{R}^d_+ \\
\nabla \cdot w = 0 & \text{in } \mathbb{R}^d_+ \\
w = 0 & \text{on } \partial \mathbb{R}^d_+.
\end{cases}
\]

From the first and third lines, and Lemma 2.1, there are \( a_{m-1}^{(1)}, \ldots, a_{m-1}^{(d-1)} \in \mathcal{P}_{m-1}(\mathbb{R}^{d-1}) \) such that (20) holds. On the other hand, \( \nabla \cdot w = 0 \) leads to

\[
0 = a_{m-1}^{(d)}(x) + (\partial_1 a_{m-1}^{(1)}(x) + \cdots + \partial_{d-1} a_{m-1}^{(d-1)}(x)) y + \cdots.
\]

This implies both that \( w_d = 0 \) and that \( \partial_1 a_{m-1}^{(1)}(x) + \cdots + \partial_{d-1} a_{m-1}^{(d-1)}(x) = 0 \).

It is easy to see that the converse holds true by the argument so far. The proof is complete. \( \square \)

Proposition 2.4 and Lemma 2.6 imply.

**Corollary 2.7.** Let \( d \geq 2 \) and \( m \geq 1 \). Then we have

\[
\dim \mathcal{S}_m(\mathbb{R}^d_+) = d \binom{m + d - 3}{d - 2}. \quad (22)
\]

**Proof.** By Proposition 2.4, one has

\[
\dim \mathcal{S}_m(\mathbb{R}^d_+) = \dim V_1^{(1)} + \dim V_1^{(2)}. \quad (23)
\]

The injectivity of \( S : \dot{A}_{m-1}(\mathbb{R}^d) \to \mathcal{P}_m(\mathbb{R}^d)_d \) implies that

\[
\dim V_1^{(1)} = \dim \dot{A}_{m-1}(\mathbb{R}^d). \quad (24)
\]

By Lemma 2.6, there is an isomorphism

\[
V_1^{(2)} \cong \{ a = (a_{m-1}^{(1)}(x), \ldots, a_{m-1}^{(d-1)}(x)) \in \mathcal{P}_{m-1}(\mathbb{R}^{d-1})^{d-1} | \nabla' \cdot a = 0 \} = \ker \nabla' \cdot.
\]

Here \( \nabla' \cdot \) is the linear map \( \nabla' : \mathcal{P}_{m-1}(\mathbb{R}^{d-1})^{d-1} \to \mathcal{P}_{m-2}(\mathbb{R}^{d-1}) \). Since it is obviously surjective, the homomorphism theorem yields that

\[
\dim V_1^{(2)} = \dim \ker \nabla' \cdot = (d - 1) \dim \mathcal{P}_{m-1}(\mathbb{R}^{d-1}) - \dim \mathcal{P}_{m-2}(\mathbb{R}^{d-1}). \quad (25)
\]
From (23), (24) and (25), and using the well-known facts that
\[ \dim \dot{P}_m(\mathbb{R}^d) = \binom{m + d - 1}{d - 1}, \]
\[ \dim \dot{A}_m(\mathbb{R}^d) = \binom{m + d - 1}{d - 1} - \binom{m + d - 3}{d - 1}, \]
\[ \binom{j}{k} + \binom{j}{k - 1} = \binom{j + 1}{k} \quad \text{for any } 1 \leq k \leq j, \]
we have
\[ \dim \dot{S}_m(\mathbb{R}^d_+) = \binom{m + d - 2}{d - 1} - \binom{m + d - 4}{d - 1} + (d - 1)\binom{m + d - 3}{d - 2} - \binom{m + d - 4}{d - 2} \]
\[ = d\binom{m + d - 3}{d - 2}. \]

at least for \( m \geq 2 \). Finally note that the result for \( m = 1 \) in (13) is consistent with (22). This completes the proof. \( \Box \)

Let us recall that \( P_m(\mathbb{R}^d) \) is the set of polynomials up to degree \( m \). We denote by \( A_m(\mathbb{R}^d) \) the set of harmonic polynomials up to degree \( m \). Now we define
\[ S_m(\mathbb{R}^d_+) = \dot{S}_1(\mathbb{R}^d_+) \oplus \cdots \oplus \dot{S}_m(\mathbb{R}^d_+) \subset P_m(\mathbb{R}^d_+) \times A_{m-1}(\mathbb{R}^d). \]

Then \( S_m(\mathbb{R}^d_+) \) consists of all the polynomial solutions of (SH) up to degree \( m \). Corollary 2.7 and a simple calculation show that
\[ \dim S_m(\mathbb{R}^d_+) = d\binom{m + d - 2}{d - 1}. \]
We call an element of \( S_m(\mathbb{R}^d_+) \) a Stokes polynomial in \( \mathbb{R}^d_+ \). Note that, by Remark 2.5, for every \( (u, p) \in S_m(\mathbb{R}^d_+) \), we can recover the pressure part \( p \) uniquely up to a constant from the velocity part \( u \).

As seen in the introduction, the space \( S_m(\mathbb{R}^d_+) \) works well when studying the regularity for Stokes system in half-spaces. However, this is not the case in bumpy John domains since the polynomials in \( S_m(\mathbb{R}^d_+) \) have non-zero traces on the non-flat boundary \( \Gamma_1 = \partial \Omega_1 \). In the next section, We will construct the boundary layer correctors in order to eliminate the trace of these polynomials on \( \Gamma \).

3. Higher-Order Boundary Layers

In this section, we construct a boundary layer corrector \( (v^\alpha, q^\alpha) = (v^\alpha, q^\alpha) \) solving
\[ \begin{cases} -\Delta v^\alpha + \nabla q^\alpha = 0 & \text{in } \Omega \\ \nabla \cdot v^\alpha = 0 & \text{in } \Omega \\ v^\alpha(x, y) + x^\alpha y^l e_i = 0 & \text{on } \Gamma. \end{cases} \]

(BL\( \alpha \))
Here all dependencies on \( l \) and \( i \) are omitted in \((v^\alpha, q^\alpha)\) and \((BL^\alpha)\) for simplicity. Recall that \( \Omega \) is assumed to be a periodic bumpy John domain in Definition 1.2.

The main result of this section is Proposition 3.1. As already mentioned in the introduction, Theorem 1.3 is a direct consequence of this, thanks to linearity.

**Proposition 3.1.** Let \( \alpha \in \mathbb{Z}^{d-1}_{\geq 0}, l \in \mathbb{Z}_+ \) and \( i \in \{1, \cdots, d\} \). There exists a weak solution \((v^\alpha, q^\alpha) \in H^1_{\text{loc}}(\Omega)^d \times L^2_{\text{loc}}(\Omega)\) of \((BL^\alpha)\) satisfying

\[
\|v^\alpha\|_{L^2(B_{r,+})} \leq Cr^{(|\alpha|/r)}, \quad r \geq 1,
\]

\[
\|\nabla v^\alpha\|_{L^2(B_{r,+})} + \|q^\alpha\|_{L^2(B_{r,+})} \leq Cr^{(|\alpha|/2-1)}, \quad r \geq 1.
\]

Moreover, \((v^\alpha, q^\alpha)\) can be decomposed into

\[
v^\alpha(x, y) = v^\alpha_{\text{poly}}(x, y) + v^\alpha_{\text{het}}(x, y),
\]

\[
q^\alpha(x, y) = q^\alpha_{\text{poly}}(x, y) + q^\alpha_{\text{het}}(x, y).
\]

The terms on the right-hand sides are described as follows:

1. \( v^\alpha_{\text{poly}}(x, y) \) and \( q^\alpha_{\text{poly}}(x, y) \) are polynomials in \( x \) and \( y \), such that

\[
|v^\alpha_{\text{poly}}(x, y)| \leq C(1 + |x| + |y|)^{|\alpha|},
\]

\[
|\nabla v^\alpha_{\text{poly}}(x, y)| + |q^\alpha_{\text{poly}}(x, y)| \leq C(1 + |x| + |y|)^{|\alpha|-1}.
\]

2. \( v^\alpha_{\text{het}}(x, y) \) and \( q^\alpha_{\text{het}}(x, y) \) are heterogeneous polynomials, namely, linear combinations of a product of a monomial in \( x \) and a function periodic in \( x \) decaying exponentially as \( y \to \infty \), such that

\[
\|\nabla^j v^\alpha_{\text{het}}\|_{L^2(B_{r,+})} + \|q^\alpha_{\text{het}}\|_{L^2(B_{r,+})} \leq Cr^{(|\alpha|-1/2)}, \quad r \geq 1,
\]

for \( j = 0, 1 \). Besides far away from the boundary, we have

\[
|\nabla^j v^\alpha_{\text{het}}(x, y)| + |q^\alpha_{\text{het}}(x, y)| \leq C(1 + |y|)^{|\alpha|}e^{-y/2}, \quad y \geq 4,
\]

for \( j = 0, 1 \).

All the constants \( C \) above depend on \( \Omega, \alpha \) and \( l \).

We will prove Proposition 3.1 in Section 3.2. The function spaces and the technical lemmas needed for the proof are collected in Section 3.1. In Section 3.3, we define the heterogeneous Stokes polynomials based on Proposition 3.1.
3.1. Preliminaries

Function Spaces  Similarly to [25], we will work in the function spaces on the fundamental domain

\[ \Omega_p = \Omega \cap ((-\pi, \pi]^{d-1} \times (-1, \infty)). \]

This is regarded as an open and connected submanifold of \( \mathbb{T}^{d-1} \times \mathbb{R} \) where \( \mathbb{T} = \mathbb{R}/(2\pi \mathbb{Z}) \) is the torus. Then the subset \( \Omega_{p, <2} := \Omega_p \cap \{ y < 2 \} \) is automatically diffeomorphic to a bounded John domain in \( \mathbb{R}^d \), and therefore, we have the Bogovskii operator on \( \Omega_{p, <2} \) by Theorem 3.2 below. This fact will be used in the proof of Propositions 3.4 and 3.5.

Let us introduce the function spaces needed in this section. The spaces \( L^2(\Omega_p) \) and \( \hat{H}^{1,0}(\Omega_p) \) are the completion of \( C_0^\infty(\Omega_p) \) under the norms

\[
\| f \|_{L^2(\Omega_p)} := \left( \int_{\Omega_p} |f|^2 \right)^{1/2}, \quad \| f \|_{\hat{H}^{1}(\Omega_p)} := \left( \int_{\Omega_p} |\nabla f|^2 \right)^{1/2}.
\]

One can easily check that \( \hat{H}^{1,0}(\Omega_p) \) is a Hilbert space equipped with the inner product \( \langle \nabla f, \nabla g \rangle_{\Omega_p} \). Here and in what follows, \( \langle \cdot, \cdot \rangle_{\Omega_p} \) denotes

\[
\langle \varphi, \psi \rangle_{\Omega_p} := \int_{\Omega_p} \varphi \cdot \overline{\psi},
\]

where \( \overline{\psi} \) denotes the complex conjugate of \( \psi \). Finally, let \( \hat{H}^{1,1}_0(\Omega_p) := \{ f \in \hat{H}^{1,0}_0(\Omega_p)^d \mid \nabla \cdot f = 0 \} \), which is obviously a closed subspace of \( \hat{H}^{1,0}_0(\Omega_p)^d \) and thus again a Hilbert space.

We also use the cut-off function \( \eta_- \) and truncation function \( \eta_+ \) respectively defined as

\[
\eta_-(t) \text{ is non-negative,} \\
\eta_-(t) = 1 \text{ if } t < \frac{1}{4} \text{ and } \eta_-(t) = 0 \text{ if } t > \frac{1}{2}, \quad (32)
\]

and

\[
\eta_+(t) \text{ is non-negative,} \\
\eta_+(t) = 0 \text{ if } t < \frac{1}{4} \text{ and } \eta_+(t) = 1 \text{ if } t > \frac{1}{2}. \quad (33)
\]

Useful Lemmas  We collect the useful lemmas when proving Proposition 3.1. Firstly, we recall the Bogovskii operators in John domains. For a bounded open set \( D \subset \mathbb{R}^d \) and \( q \in (1, \infty) \), let

\[
L^q_0(D) = \left\{ f \in L^q(D) \left| \int_{D} f = 0 \right. \right\}.
\]
Theorem 3.2. [3] Let $\Omega \subset \mathbb{R}^d$ be a bounded John domain according to Definition 1.1. Then there exists an operator $B : L^q_0(\Omega) \to W^{1,q}_0(\Omega)^d$ satisfying
\[
\nabla \cdot B[f] = f \quad \text{in} \ \Omega,
\]
\[
\|B[f]\|_{W^{1,q}(\Omega)} \leq C \|f\|_{L^q(\Omega)},
\]
with $C$ depending on $\Omega$ and $q$.

Next we consider the Stokes problem with source
\[
\begin{cases}
-\Delta V + \nabla Q = F & \text{in} \ \Omega \\
\nabla \cdot V = 0 & \text{in} \ \Omega \\
V = 0 & \text{on} \ \partial\Omega.
\end{cases}
\]

(BL$_F$)

The following lemma gives the solution formula of $(V, Q)$ away from the boundary:

Lemma 3.3. Let $L \geq 1$. Suppose that there exists a unique weak solution $(V, Q) \in \tilde{H}^{1,0}_0(\Omega_p) \times L^2(\Omega_p)$ of (BL$_F$). Assume that $F$ has the Fourier series expansion
\[
F(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} F_k(y - L)e^{-|y-L|_2}e^{ik \cdot x}, \quad y > L,
\]
where $F_k = F_k(z)$ is a polynomial in $z$ with coefficients depending on $k$, such that
\[
|F_k(z)| + |k|^{-1}\partial_z F_k(z) \leq a_k(1 + |k|z)^n,
\]
for some $n \in \mathbb{Z}_+$, with the sequence $\{a_k\}_{k \in \mathbb{Z}^{d-1} \setminus \{0\}}$ satisfying
\[
\sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} |k|^{-3}|a_k|^2 < \infty.
\]

Then $(V, Q)$ can be decomposed into
\[
\begin{align*}
V(x, y) &= V_{\text{poly}} + V_{\text{per}}(x, y), \\
Q(x, y) &= Q_{\text{per}}(x, y).
\end{align*}
\]

The terms on the right-hand sides are described as follows:

(i) $V_{\text{poly}}$ is a constant vector field, such that
\[
|V_{\text{poly}}| \leq C \|
abla V\|_{L^2(\Omega_p)}.
\]

(ii) $V_{\text{per}}(x, y)$ and $Q_{\text{per}}(x, y)$ are functions of $L^2(\Omega_p)$ decaying exponentially as $y \to \infty$. These can be expanded in the Fourier series as
\[
\begin{align*}
V_{\text{per}}(x, y) &= \sum_{k \in \mathbb{Z}^{d-1}} V_k(y)e^{ik \cdot x}, \quad y > 0, \\
Q_{\text{per}}(x, y) &= \sum_{k \in \mathbb{Z}^{d-1}} Q_k(y)e^{ik \cdot x}, \quad y > 0,
\end{align*}
\]
with \( V_0(y) \) and \( Q_0(y) \) vanishing on \([L, \infty)\). Besides far away from the boundary,

\[
V_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} V_k(y - L)e^{-|k|(y-L)}e^{ik \cdot x}, \quad y > L,
\]

\[
Q_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} Q_k(y - L)e^{-|k|(y-L)}e^{ik \cdot x}, \quad y > L,
\]

where \( V_k = V_k(z) \) and \( Q_k = Q_k(z) \) are polynomials in \( z \) with coefficients depending on \( k \), such that

\[
|V_k(z)| \leq b_k(1 + |k||z|)^{n+2},
\]

\[
|k|^{-1}(|\partial_z V_k(z)| + |Q_k(z)|) \leq b_k(1 + |k||z|)^{n+1},
\]

\[
|k|^{-2}(|\partial^2_z V_k(z)| + |Q_k(z)|) \leq b_k(1 + |k||z|)^{n+1},
\]

\[
|k|^{-2}(|\partial_z Q_k(z)| + |Q_k(z)|) \leq b_k(1 + |k||z|)^n,
\]

with the sequence \( \{b_k\}_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} \) satisfying

\[
\sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} |k||b_k|^2 \leq C \left( \|\nabla V\|_{L^2(\Omega_p)}^2 + \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} |k|^{-3}|a_k|^2 \right) < \infty. \tag{42}
\]

All the constants \( C \) above depend on \( \Omega, L \) and \( n \).

**Proof.** Since \((V, Q) \in \tilde{H}^1(\Omega_p)^d \times L^2(\Omega_p)\), one has the Fourier series expansion in \( y > 0 \):

\[
V(x, y) = \sum_{k \in \mathbb{Z}^{d-1}} \tilde{V}_k(y)e^{ik \cdot x}, \quad Q(x, y) = \sum_{k \in \mathbb{Z}^{d-1}} \tilde{Q}_k(y)e^{ik \cdot x}. \tag{43}
\]

However, to prove the claim, we need a more precise formula for \((V, Q)\) on \( \{y > L\} \). Setting \( b(x) = V(x, L) \), we see that the restriction \((V, Q) = (V|_{\{y > L\}}, Q|_{\{y > L\}})\) solves

\[
\begin{cases}
-\Delta V + \nabla Q = F|_{\{y > L\}}, \quad y > L, \\
\nabla \cdot V = 0, \quad y > L, \\
V(x, L) = b(x).
\end{cases} \tag{44}
\]

Note that \( b(x) \) is periodic and thus expanded as

\[
b(x) = \sum_{k \in \mathbb{Z}^{d-1}} \hat{V}_ke^{ik \cdot x}, \quad \hat{V}_k := \tilde{V}_k(L) = \frac{1}{(2\pi)^{d-1}} \int_{(-\pi, \pi)^{d-1}} V(x, L)e^{ik \cdot x} \, dx.
\]

Moreover, from \( V \in \tilde{H}^1(\Omega_p)^d \) and the Poincaré inequality, one has

\[
|\hat{V}_0| + \left( \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} |k||\hat{V}_k|^2 \right)^{1/2} \leq C\|\nabla V\|_{L^2(\Omega_p)} \tag{45}
\]

with a constant \( C \) depending on \( L \).
We will derive the explicit representation of \((V, Q)\) in (44) using the assumption (34). This is done by first solving \(\Delta Q = \nabla \cdot F\) including an undetermined coefficient, and then by solving (44) regarding \(-\nabla Q + F\) as a given external force. The undetermined coefficients are found thanks to the solenoidal and boundary conditions in (44). Although the computation is not short, the argument itself is elementary, as all the equations are reduced to ODEs in the variable \(y\) by the periodicity in \(x\). For this reason, we avoid giving the details here, state only the resulting formula and provide the verification in “Appendix”. Define the (scalar) polynomial

\[
Q_k(z) = -\frac{1}{2|k|} \int_0^z \left\{ \begin{bmatrix} i k \\ -|k| \end{bmatrix} \cdot F_k(w) + (\partial_z F_k)_d(w) \right\} dw
\]

and the vector-valued polynomial

\[
V_k(z) = -\frac{1}{2|k|} \int_0^z \left\{ -F_k(w) + \begin{bmatrix} ik \\ -|k| \end{bmatrix} Q_k(w) + \begin{bmatrix} 0 \\ \partial_z Q_k(w) \end{bmatrix} \right\} dw
\]

and the constant

\[
c_k = \begin{bmatrix} ik \\ -|k| \end{bmatrix} \cdot \hat{V}_k + (\partial_z V_k)_d(0).
\]

Then, \((V, Q)\) is represented as

\[
V(x, y) = \hat{V}_0 + \sum_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} V_k(y - L)e^{-|k|(y-L)}e^{ik \cdot x}, \quad y > L,
\]

\[
Q(x, y) = \sum_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} Q_k(y - L)e^{-|k|(y-L)}e^{ik \cdot x}, \quad y > L,
\]

where the coefficient \((V_k, Q_k) = (V_k(z), Q_k(z))\) is explicitly given by

\[
V_k(z) = \hat{V}_k + \frac{c_k}{|k|} \begin{bmatrix} ik \\ -|k| \end{bmatrix} z + V_k(0) - V_k(0),
\]

\[
Q_k(z) = -2c_k + Q_k(0).
\]

Let us verify (37)–(42). The decomposition (37) follows if we set

\[
V_{\text{poly}} = \hat{V}_0, \quad V_{\text{per}} = V - V_{\text{poly}}, \quad Q_{\text{per}} = Q.
\]

The bound (38) is a consequence of (45). Next we set, using \((\tilde{V}_k(y), \tilde{Q}_k(y))\) in (43),

\[
V_0(y) = \tilde{V}_0(y) - V_{\text{poly}}, \quad V_k(y) = \tilde{V}_k(y) \quad \text{for } k \neq 0
\]

and \(Q(y) = \tilde{Q}_k(y)\). Then, the formulas (39) and (40) are deduced thanks to (47) as well as to the absence of the zero-mode in \(V - V_{\text{poly}}\) for \(y > L\).
It remains to prove (41) and (42). Using the assumption (35), we compute
\[
|k|^2 |\mathcal{V}_k(z)| \leq C a_k (1 + |k||z|)^{n+2}, \\
|k| (|Q_k(z)| + |\partial_z \mathcal{V}_k(z)|) \leq C a_k (1 + |k||z|)^{n+1}, \\
|\partial_z^2 \mathcal{V}_k(z)| + |k|^{-1} |\partial_z^2 \mathcal{V}_k(z)| \leq C a_k (1 + |k||z|)^{n+1}, \\
|\partial_z Q_k(z)| + |k|^{-1} |\partial_z^2 Q_k(z)| \leq C a_k (1 + |k||z|)^n, \\
|k|^{-1} c_k \leq C (|\hat{\mathcal{V}}_k| + |k|^{-2} a_k).
\]
Combined with (48), this implies (41) with the sequence \(\{b_k\}_{k \in \mathbb{Z}^{d-1} \setminus \{0\}}\) defined by
\[
b_k = C (|\hat{\mathcal{V}}_k| + |k|^{-2} a_k).
\]
The estimate (42) for \(b_k\) follows from (45) and (36). This completes the proof. \(\square\)

Finally, we consider the Stokes equations with bounded boundary data:
\[
\begin{cases}
-\Delta V + \nabla Q = 0 & \text{in } \Omega \\
\nabla \cdot V = 0 & \text{in } \Omega \\
V(x, y) + y^i e_i = 0 & \text{on } \Gamma.
\end{cases}
\]

(BL0)

**Lemma 3.4.** Let \(l \in \mathbb{Z}_+\) and \(i \in \{1, \ldots, d\}\). There exists a unique weak solution \((V, Q) \in \hat{H}^1(\Omega_p)^d \times L^2(\Omega_p)\) of (BL0). Moreover, \(V\) and \(Q\) can be decomposed into
\[
V(x, y) = V_{\text{poly}}(x, y) + V_{\text{per}}(x, y), \\
Q(x, y) = Q_{\text{per}}(x, y).
\]
The terms on the right-hand sides are described as follows:

(i) \(V_{\text{poly}}\) is a constant vector field, such that
\[
|V_{\text{poly}}| \leq C.
\]
(ii) \(V_{\text{per}}(x, y)\) and \(Q_{\text{per}}(x, y)\) are functions of \(L^2(\Omega_p)\) decaying exponentially as \(y \to \infty\), such that
\[
\|V_{\text{per}}\|_{H^1(\Omega_p)} + \|Q_{\text{per}}\|_{L^2(\Omega_p)} \leq C.
\]
These can be expanded in the Fourier series as
\[
V_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1}} V_k(y) e^{ik \cdot x}, \quad y > 0, \\
Q_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1}} Q_k(y) e^{ik \cdot x}, \quad y > 0.
\]
with \( V_0(y) \) and \( Q_0(y) \) vanishing on \([3, \infty)\). Besides far away from the boundary,

\[
V_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} V_k(y - 3) e^{-|k|(y-3)} e^{i k \cdot x}, \quad y > 3,
\]

\[
Q_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} Q_k(y - 3) e^{-|k|(y-3)} e^{i k \cdot x}, \quad y > 3,
\]

where \( V_k = V_k(z) \) is a polynomial of degree 1 in \( z \) with coefficients depending on \( k \), and \( Q_k \) is a constant depending on \( k \), such that

\[
|V_k(z)| \leq b_k(1 + |k||z|),
\]

\[
|k|^{-1}(|\partial_z V_k(z)| + |Q_k(z)|) \leq b_k,
\]

with the sequence \( \{b_k\}_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} \) satisfying

\[
\sum_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} |k||b_k|^2 \leq C.
\]

All the constants \( C \) above depend on \( \Omega_1 \) and \( l \).

**Proof.** We use the cut-off \( \eta_− \) in (32) and the truncation \( \eta_+ \) in (33). Let us define the smooth vector field \( \tilde{U} \) and the constant \( A \) depending on \( i \in \{1, \cdots, d\} \) by

\[
\tilde{U}(y) = y^i \eta_−(y) e_i, \quad A = \frac{1}{(2\pi)^{d-1}} \int_{\Omega_{p, <2}} \nabla \cdot \tilde{U}.
\]

We focus only on the case \( i = d \) here since the other cases are easier. Let us introduce the pair of functions \((U, P) \in \tilde{H}^1(\Omega_p)^d \times L^2(\Omega_p)\) defined by

\[
U = \tilde{U} - \mathbb{B}[\nabla \cdot \tilde{U} - A \partial_y \eta_+(y)] - A \eta_+(y)e_d, \quad P = 0.
\]

Here \( \mathbb{B} \) is the Bogovskii operator on \( \Omega_{p, <2} \) and \( \mathbb{B}[\nabla \cdot \tilde{U} - A \partial_y \eta_+(y)] \) has been extended by zero from \( \Omega_{p, <2} \) to \( \Omega_p \). Note that the average of \( \nabla \cdot U = A \partial_y \eta_+(y) \) over \( \Omega_{p, <2} \) is zero, and hence, that \( \nabla \cdot U = 0 \). Then \((\tilde{V}, \tilde{Q}) := (\tilde{V} - U, \tilde{Q} - P)\) is a solution to the Stokes problem \((BL_F)\) with the source \( F := -\Delta U \). By the Lax-Milgram lemma, there is a unique weak solution \((\tilde{V}, \tilde{Q})\) to this problem, which implies the existence of solutions to \((BL^0)\). The uniqueness of the weak solution of \((BL^0)\) is obvious by a simple energy estimate.

Following the proof of Lemma 3.3 and using that \( F \) is identically zero when \( y > 3 \), one can obtain the Fourier series formula for \((\tilde{V}, \tilde{Q})\). Moreover, all the statements (49)–(55) can be provided in the same manner as in the proof of Lemma 3.3. We omit the details to avoid repetitive arguments. This concludes the proof. \( \square \)
3.2. Proof of Proposition 3.1

This subsection is devoted to the proof of Proposition 3.1; we divide it into two parts.

Proof of Proposition 3.1 (first half). We will find a solution of (BL\(\alpha\)) under an ansatz

\[
v^{\alpha}(x, y) = \sum_{\beta \leq \alpha} \left(\frac{\alpha}{\beta}\right) x^{\alpha - \beta} V^{\beta}(x, y), \quad q^{\alpha}(x, y) = \sum_{\beta \leq \alpha} \left(\frac{\alpha}{\beta}\right) x^{\alpha - \beta} Q^{\beta}(x, y),
\]

(58)

where \((V^{0}, Q^{0})\) is the solution to (BL\(^{0}\)) in the previous subsection. If \((V^{\beta}, Q^{\beta})\) with \(\beta \neq 0\) is constructed so that \(V^{\beta}\) vanishes on the boundary \(\partial \Omega\) for all \(\beta \leq \alpha\), the boundary condition in (BL\(\alpha\)) for \(v^{\alpha}\) is recovered from (58). Thus we will find such \((V^{\beta}, Q^{\beta})\) making the pair \((v^{\alpha}, q^{\alpha})\) in (58) to be a weak solution of (BL\(\alpha\)).

Let us derive the equations which \((V^{\beta}, Q^{\beta})\) must satisfy. In what follows, in order to avoid complexity, all notations with multi-indices in the subscript are promised to be zero if there is a multi-index belonging to \(\mathbb{Z}^{d} \setminus \mathbb{Z}^{d}_{\geq 0}\). For example, \(V^{\gamma} = 0\) if \(\gamma \in \mathbb{Z}^{d} \setminus \mathbb{Z}^{d}_{\geq 0}\). Then a direct computation yields that

\[
\Delta v^{\alpha} = \sum_{\beta \leq \alpha} x^{\alpha - \beta} \left(\sum_{i=1}^{d-1} \left(\frac{\alpha}{\beta - 2e_{i}}\right)(\alpha_{i} - \beta_{i} + 2)(\alpha_{i} - \beta_{i} + 1)V^{\beta - 2e_{i}}\right) \\
+ \sum_{i=1}^{d-1} \left(\frac{\alpha}{\beta - e_{i}}\right)(\alpha_{i} - \beta_{i} + 1)\partial_{i}V^{\beta - e_{i}} + \left(\frac{\alpha}{\beta}\right)\Delta V^{\beta}
\]

and

\[
\nabla q^{\alpha} = \sum_{\beta \leq \alpha} x^{\alpha - \beta} \left(\sum_{i=1}^{d-1} \left(\frac{\alpha}{\beta - e_{i}}\right)(\alpha_{i} - \beta_{i} + 1)Q^{\beta - e_{i}}e_{i} + \left(\frac{\alpha}{\beta}\right)\nabla Q^{\beta}\right) \\
= \sum_{\beta \leq \alpha} \left(\frac{\alpha}{\beta}\right) x^{\alpha - \beta} \left(\nabla Q^{\beta} + \sum_{i=1}^{d-1} \left(\frac{\beta_{i}}{1}\right) Q^{\beta - e_{i}}e_{i}\right).
\]

as well as

\[
\nabla \cdot v^{\alpha} = \sum_{\beta \leq \alpha} x^{\alpha - \beta} \left(\sum_{i=1}^{d-1} \left(\frac{\alpha}{\beta - e_{i}}\right)(\alpha_{i} - \beta_{i} + 1)(V^{\beta - e_{i}})_{i} + \left(\frac{\alpha}{\beta}\right)\nabla \cdot V^{\beta}\right) \\
= \sum_{\beta \leq \alpha} \left(\frac{\alpha}{\beta}\right) x^{\alpha - \beta} \left(\nabla \cdot V^{\beta} + \sum_{i=1}^{d-1} \left(\frac{\beta_{i}}{1}\right) (V^{\beta - e_{i}})_{i}\right).
\]
Since \( (v^\alpha, q^\alpha) \) has to be a solution of \( (BL^\alpha) \), collecting the terms by the powers of \( x \), we find that \( (V^\beta, Q^\beta) \) should satisfy the following Stokes system

\[
\begin{aligned}
-\Delta V^\beta + \nabla Q^\beta &= F^\beta \quad \text{in } \Omega \\
\nabla \cdot V^\beta &= G^\beta \quad \text{in } \Omega \\
V^\beta &= 0 \quad \text{on } \partial \Omega
\end{aligned}
\]  

(\( BL^\beta \))

with the data \( (F^\beta, G^\beta) \) recursively defined by

\[
F^\beta = \sum_{i=1}^{d-1} \left( \begin{array}{c} \beta_i \\ 2 \end{array} \right) V^{\beta-2 \epsilon_i} + 2 \left( \begin{array}{c} \beta_i \\ 1 \end{array} \right) \partial_i V^{\beta-\epsilon_i} - \left( \begin{array}{c} \beta_i \\ 1 \end{array} \right) Q^{\beta-\epsilon_i},
\]

\[
G^\beta = -\sum_{i=1}^{d-1} \left( \begin{array}{c} \beta_i \\ 1 \end{array} \right) (V^{\beta-\epsilon_i})_i.
\]

One can find a solution to \( (BL^\beta) \) by an induction argument, as exhibited next.

\[\Box\]

Before continuing the proof of Proposition 3.1, we state the existence and estimates of solutions of \( (BL^\beta) \) above as an independent proposition.

**Proposition 3.5.** Let \( \beta \in \mathbb{Z}_{d-1} \geq 0 \). There exists a weak solution \( (V^\beta, Q^\beta) \in H^1_{\text{loc}}(\Omega)^d \times L^2_{\text{loc}}(\Omega) \) of \( (BL^\beta) \) and of \( (BL^0) \) when \( \beta = 0 \). Moreover, \( (V^\beta, Q^\beta) \) can be decomposed into

\[
\begin{aligned}
V^\beta(x, y) &= V^\beta_{\text{poly}}(y) + V^\beta_{\text{per}}(x, y), \\
Q^\beta(x, y) &= Q^\beta_{\text{poly}}(y) + Q^\beta_{\text{per}}(x, y).
\end{aligned}
\]

(60)

The terms on the right-hand sides are described as follows:

(i) \( V^\beta_{\text{poly}}(y) \) and \( Q^\beta_{\text{poly}}(y) \) are polynomials in \( y \), such that

\[
\| V^\beta_{\text{poly}}(y) \|_{H^1(\Omega)} \leq C \left( 1 + |y| \right)^{|\beta|},
\]

\[
\| \partial_y V^\beta_{\text{poly}}(y) \| + \| Q^\beta_{\text{poly}}(y) \| \leq C \left( 1 + |y| \right)^{|\beta|-1}.
\]

(61)

(ii) \( V^\beta_{\text{per}}(x, y) \) and \( Q^\beta_{\text{per}}(x, y) \) are functions of \( L^2(\Omega_\rho) \) decaying exponentially as \( y \to \infty \), such that

\[
\| V^\beta_{\text{per}} \|_{H^1(\Omega_\rho)} + \| Q^\beta_{\text{per}} \|_{L^2(\Omega_\rho)} \leq C.
\]

(62)

These can be expanded in the Fourier series as

\[
\begin{aligned}
V^\beta_{\text{per}}(x, y) &= \sum_{k \in \mathbb{Z}^{d-1}} V^\beta_k(y)e^{ik \cdot x}, \quad y > 0, \\
Q^\beta_{\text{per}}(x, y) &= \sum_{k \in \mathbb{Z}^{d-1}} Q^\beta_k(y)e^{ik \cdot x}, \quad y > 0,
\end{aligned}
\]

(63)
with $V^\beta_0(y)$ and $Q^\beta_0(y)$ vanishing on $[3, \infty)$. Besides, far away from the boundary,

$$V^\beta_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus [0]} V^\beta_k(y) e^{-|k|(y-3)} e^{ik \cdot x}, \quad y > 3,$$

$$Q^\beta_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus [0]} Q^\beta_k(y) e^{-|k|(y-3)} e^{ik \cdot x}, \quad y > 3,$$

(64)

where $V^\beta_k = V^\beta_k(z)$ and $Q^\beta_k = Q^\beta_k(z)$ are polynomials in $z$ with coefficients depending on $k$, such that

$$|V^\beta_k(z)| \leq b^\beta_k(1 + |k||z|)^{2|\beta|+1},$$

$$|k|^{-1}(|\partial_z V^\beta_k(z)| + |Q^\beta_k(z)|) \leq b^\beta_k(1 + |k||z|)^{2|\beta|},$$

$$|k|^{-2} |\partial^2_z V^\beta_k(z)| + |k|^{-3} |\partial^3_z V^\beta_k(z)| \leq b^\beta_k(1 + |k||z|)^{2|\beta|},$$

$$|k|^{-2} |\partial^2_z Q^\beta_k(z)| + |k|^{-3} |\partial^3_z Q^\beta_k(z)| \leq b^\beta_k(1 + |k||z|)^{2|\beta|},$$

(65)

with the sequence $\{b^\beta_k\}_{k \in \mathbb{Z}^{d-1} \setminus [0]}$ satisfying

$$\sum_{k \in \mathbb{Z}^{d-1} \setminus [0]} |k||b^\beta_k|^2 \leq C.$$  

(66)

All the constants $C$ above depend on $\Omega$ and $\beta$ as well as $l$ in $(\text{BL}^\alpha)$.

**Proof.** We will show that a weak solution $(V^\beta, Q^\beta)$ of $(\text{BL}^\beta)$ can be found under the ansatz (60). We rely on an induction on the length $|\beta|$. When $|\beta| = 0$, the statement is trivial as we chosen $(V^0, Q^0)$ to be the solution of $(\text{BL}^0)$ in Lemma 3.4. Thus we fix $\beta \in \mathbb{Z}^{d-1}_{\geq 1}$ with $\beta \neq 0$. We assume that a function $(V^\gamma, Q^\gamma)$ is constructed for all $\gamma$ with $|\gamma| \leq |\beta| - 1$ which satisfies $(\text{BL}^\beta)$ and all the properties (60)–(66) with $\beta$ replaced by $\gamma$.

Throughout the proof, all the constants depending on $\beta$ are denoted by $C_\beta$. Firstly we prove the existence of solutions. Using the induction assumption, we decompose $(F^\beta, G^\beta)$ in (59) as follows:

$$F^\beta(x, y) = F^\beta_{\text{poly}}(y) + F^\beta_{\text{per}}(x, y),$$

$$G^\beta(x, y) = G^\beta_{\text{poly}}(y) + G^\beta_{\text{per}}(x, y).$$

(67)

Here $F^\beta_{\text{poly}}(y)$ and $G^\beta_{\text{poly}}(y)$ are polynomials in $y$ given by

$$F^\beta_{\text{poly}}(y) = \sum_{i=1}^{d-1} \left( \begin{array}{c} \beta_i \\ 2 \end{array} \right) V^\beta_{\text{poly}, -2\epsilon_i}(y) - \left( \begin{array}{c} \beta_i \\ 1 \end{array} \right) Q^\beta_{\text{poly}, \epsilon_i}(y) e_i,$$

$$G^\beta_{\text{poly}}(y) = -\sum_{i=1}^{d-1} \left( \begin{array}{c} \beta_i \\ 1 \end{array} \right) (V^\beta_{\text{poly}, -\epsilon_i})_i(y),$$

(68)
while $F_{\text{per}}^\beta$ and $G_{\text{per}}^\beta$ are given by

$$
F_{\text{per}}^\beta = \sum_{i=1}^{d-1} \left( 2 \left( \frac{\beta_i}{2} \right) V_{\text{per}}^{\beta\cdot 2e_i} + 2 \left( \frac{\beta_i}{1} \right) \partial_i V_{\text{per}}^{\beta\cdot e_i} - \left( \frac{\beta_i}{1} \right) Q_{\text{per}}^{\beta\cdot e_i} e_i \right),
$$

$$
G_{\text{per}}^\beta = - \sum_{i=1}^{d-1} \left( \frac{\beta_i}{1} \right) (V_{\text{per}}^{\beta\cdot e_i})_i.
$$

(69)

For later use, we summarize the properties of $(F^\beta, G^\beta)$. For $y > 0$,

$$
G_{\text{per}}^\beta (x, y) = - \sum_{k \in \mathbb{Z}^{d-1}} \left( \sum_{i=1}^{d-1} \left( \frac{\beta_i}{1} \right) (V_{\text{per}}^{\beta\cdot e_i})_i (y) \right) e^{ik \cdot x},
$$

(70)

and for $y > 3$,

$$
F_{\text{per}}^\beta (x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} \mathcal{F}_k^\beta (y - 3) e^{-|k|(y-3)} e^{ik \cdot x}.
$$

(71)

Here $\mathcal{F}_k^\beta = \mathcal{F}_k^\beta (z)$ is a polynomial in $z$ defined as

$$
\mathcal{F}_k^\beta (z) = \sum_{i=1}^{d-1} \left( 2 \left( \frac{\beta_i}{2} \right) V_k^{\beta\cdot 2e_i} (z) + 2 \left( \frac{\beta_i}{1} \right) ik_i V_k^{\beta\cdot e_i} (z) - \left( \frac{\beta_i}{1} \right) Q_k^{\beta\cdot e_i} (z) e_i \right),
$$

which satisfies, by the induction assumption,

$$
|\mathcal{F}_k^\beta (z)| + |k|^{-1} |\partial_z \mathcal{F}_k^\beta (z)| \leq C |k| (b_k^{\beta\cdot 2e_i} + b_k^{\beta\cdot e_i}) (1 + |k||z|)^{2|\beta|-1}.
$$

(72)

Clearly, $(F^\beta, G^\beta)$ cannot be treated in the $L^2$ spaces due to the polynomial growth. Our plan is to find the polynomial correctors to reduce it to a finite energy function. After obtaining such correctors, we will apply the Lax-Milgram lemma to the reduced problem.

The next proof of the existence is divided into four steps. Step 1 finds a corrector $W^\beta$ for the inhomogeneous divergence $G^\beta$ and Step 2 finds a corrector for the new source $F^\beta + \Delta W^\beta$. Step 3 applies the Lax-Milgram lemma, and finally, the desired solution $(V^\beta, Q^\beta)$ will be given in Step 4. In these steps, we use a truncation function $\eta_+$ in (33).

**Step 1: Corrector for the divergence** In this step, we will find a solution $W^\beta$ to the following divergence problem for $G^\beta$:

$$
\begin{cases}
\nabla \cdot W^\beta = G^\beta \quad \text{in } \Omega \\
W^\beta = 0 \quad \text{on } \partial \Omega.
\end{cases}
$$

(73)

As the support of $G^\beta$ is unbounded in $\Omega_p$, one cannot use the Bogovskii operator to (73) directly. Thus a correction term is introduced to localize it. Decompose $\mathbb{Z}^{d-1} \setminus \{0\}$ as

$$
\mathbb{Z}^{d-1} \setminus \{0\} = \bigcup_{i=1}^{d-1} S_i,
$$
where

\[ S_i := \{(0, \cdots, 0, k_i, \cdots, k_{d-1}) | k_i \neq 0\}. \]

Then we define the corrector by

\[
\tilde{W}^\beta(x, y) = -\sum_{i=1}^{d-1} \left( \beta_i \right) \left( \int_0^y \left( (V_{\text{poly}}^\beta e_i)_i(t) + (V_0^\beta e_i)_i(t) \right) dt \right) e_t \eta_+(y)
\]

and the remainder by

\[
\tilde{R}^\beta(x, y) = -G^\beta(x, y)(\eta_+(y) - 1)
\]

+ \sum_{i=1}^{d-1} \left( \beta_i \right) \left( \int_0^y \left( (V_{\text{poly}}^\beta e_i)_i(t) + (V_0^\beta e_i)_i(t) \right) dt \right) \partial_y \eta_+(y).
\]

Note that \( \tilde{W}^\beta = 0 \) on \( \partial \Omega \) thanks to the truncation \( \eta_+ \). Moreover, \( \tilde{R}^\beta \in L^2(\Omega_p) \) is supported in \( \Omega_{p, < 2} \). Invoking the definition of \( G^\beta \) in (59) as well as (70), we compute

\[
\nabla \cdot \tilde{W}^\beta(x, y)
\]

\[ = -\sum_{i=1}^{d-1} \left( \beta_i \right) \left( (V_{\text{poly}}^\beta e_i)_i(y) + (V_0^\beta e_i)_i(y) \right) \eta_+(y)
\]

\[ - \sum_{i=1}^{d-1} \left( \beta_i \right) \left( \int_0^y \left( (V_{\text{poly}}^\beta e_i)_i(t) + (V_0^\beta e_i)_i(t) \right) dt \right) \partial_y \eta_+(y)
\]

\[ - \sum_{j=1}^{d-1} \sum_{k \in S_j} \left( \sum_{i=1}^{d-1} \left( \beta_i \right) \left( V_k^\beta e_i)_i(y) \right) e^{ik \cdot x} \eta_+(y) \right)
\]

\[ = G^\beta(x, y) \eta_+(y)
\]

\[ - \sum_{i=1}^{d-1} \left( \beta_i \right) \left( \int_0^y \left( (V_{\text{poly}}^\beta e_i)_i(t) + (V_0^\beta e_i)_i(t) \right) dt \right) \partial_y \eta_+(y)
\]

\[ = G^\beta(x, y) - \tilde{R}^\beta(x, y).
\]

Hence \( \tilde{W}^\beta \) localizes \( G^\beta \) in the sense that the support of \( \nabla \cdot \tilde{W}^\beta - G^\beta \) is compact in \( \Omega_p \).

The equation for the difference \( \tilde{w}^\beta := W^\beta - \tilde{W}^\beta \) is written as

\[
\begin{cases}
\nabla \cdot \tilde{w}^\beta = \tilde{R}^\beta \text{ in } \Omega \\
\tilde{w}^\beta = 0 \text{ on } \partial \Omega.
\end{cases}
\]
Although $\tilde{R}^\beta$ is supported in $\Omega_{p, <2}$, the Bogovskii operator is still not applicable as the average of $\tilde{R}^\beta$ is not necessarily zero. However, this can be easily modified. Let us define the constant $A^\beta$ by

$$A^\beta = \frac{1}{(2\pi)^d-1} \int_{\Omega_{p, <2}} \tilde{R}^\beta$$

and the function $R^\beta$ by

$$R^\beta(x, y) = \tilde{R}^\beta(x, y) - A^\beta \partial_y \eta_+(y). \quad (75)$$

Then we see that the average of $R^\beta$ over $\Omega_{p, <2}$ is zero. Thus one of the solutions to

$$\begin{cases}
\nabla \cdot w^\beta = R^\beta \text{ in } \Omega \\
w^\beta = 0 \text{ on } \partial\Omega
\end{cases}$$

is provided by $w^\beta = B[R^\beta] \in H_0^1(\Omega_p)^d$ from Theorem 3.2. We point out that $w^\beta$ has been zero-extended from $\Omega_{p, <2}$ to $\Omega_p$.

Now it is easy to verify that the vector field

$$W^\beta(x, y) := \tilde{W}^\beta(x, y) + B[R^\beta](x, y) + A^\beta \eta_+(y) e_d \quad (76)$$

is a solution to the divergence problem (73). In fact, by the definition of $R^\beta$ in (75),

$$\nabla \cdot W^\beta(x, y) = \nabla \cdot \tilde{W}^\beta(x, y) + R^\beta(x, y) + A^\beta \partial_y \eta_+(y)$$

$$= \nabla \cdot \tilde{W}^\beta(x, y) + \tilde{R}^\beta(x, y)$$

$$= G^\beta(x, y),$$

where (74) is used in the last line. Since $W^\beta = 0$ on $\partial\Omega$, it is deduced that $W^\beta$ is a desired solution of the divergence problem (73).

Let us summarize the properties of $W^\beta$ to be used later. We decompose $W^\beta$ in (76) as

$$W^\beta(x, y) = W^\beta_{\text{poly}}(y) + W^\beta_{\text{per}}(x, y),$$

where the polynomial part $W^\beta_{\text{poly}}$ is defined by

$$W^\beta_{\text{poly}}(y) = \left( A^\beta - \sum_{i=1}^{d-1} \binom{\beta_i}{1} (\int_0^y (V^\beta_{\text{poly}} - e_i)_i(t) \, dt + \int_3^3 (V^\beta_{\text{poly}} - e_i)_i(t) \, dt) \right) e_d.$$

Here we have used the induction assumption that $V^\beta_{\text{poly}} - e_i$ vanishes on $[3, \infty)$. Then the periodic part $W^\beta_{\text{per}} := W^\beta - W^\beta_{\text{poly}}$ has the representation

$$W^\beta_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} W^\beta_k(y-3)e^{-|k|(y-3)}e^{i k \cdot x}, \quad y > 3,$$
with a polynomial $W^\beta_k = W^\beta_k(z)$ given by, for $k \in \mathbb{Z}^{d-1} \setminus \{0\}$ such that $k \in S_j$ with some $j \in \{1, 2, \cdots, d-1\}$,

$$W^\beta_k(z) = -\sum_{i=1}^{d-1} \frac{(\beta_i)}{1} \frac{(V^\beta_k - e_i)_i(z)}{ik_j} e_j. \quad (77)$$

By the induction assumption, $W^\beta_{\text{poly}}$ and $W^\beta_{\text{per}}$ satisfy

$$|W^\beta_{\text{poly}}(y)| \leq C_\beta (1 + |y|)^{|\beta|},$$

$$|\partial_y W^\beta_{\text{poly}}(y)| \leq C_\beta (1 + |y|)^{|\beta|-1},$$

$$\|W^\beta_{\text{per}}\|_{H^1(\Omega_p)} \leq C_\beta. \quad (78)$$

Moreover, we decompose $\Delta W^\beta$ as

$$\Delta W^\beta = \Delta W^\beta_{\text{poly}} + \Delta W^\beta_{\text{per}} = \partial^2_y W^\beta_{\text{poly}} + \Delta W^\beta_{\text{per}}.$$

Then we compute

$$\partial_y^2 W^\beta_{\text{poly}}(y) = -\sum_{i=1}^{d-1} \frac{(\beta_i)}{1} (\partial_y V^\beta_k - e_i)_i(y) e_d,$$

$$\Delta W^\beta_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} G_k(y - 3) e^{-|k|(y-3)} e^{ik \cdot x}, \quad y > 3. \quad (79)$$

Here the polynomial $G_k = G_k(z)$ is given by, for $k \in \mathbb{Z}^{d-1} \setminus \{0\}$ such that $k \in S_j$,

$$G_k(z) = -\sum_{i=1}^{d-1} \frac{(\beta_i)}{1} \frac{1}{ik_j} ((\partial_z^2 V^\beta_k - e_i)_i(z) - 2|k|(\partial_z V^\beta_k - e_i)_i(z)) e_j.$$

The cancellation $\Delta(e^{-|k|(y-3)} e^{ik \cdot x}) = 0$ has been used in the computation. Eventually, by the induction assumption again, we see that

$$|G_k(z)| + |k|^{-1} |\partial_z G_k(z)| \leq C_\beta |k|^2 b^\beta_k e_i (1 + |k||z|)^{2|\beta|-2}. \quad (80)$$

**Step 2: Corrector for the source** Our aim in this step is to find a corrector $(\Lambda^\beta, \Pi^\beta)$ for the polynomial part of $F^\beta + \Delta W^\beta$, namely, a pair of functions satisfying

$$\begin{cases}
-\Delta \Lambda^\beta + \nabla \Pi^\beta = F^\beta_{\text{poly}} + \partial^2_y W^\beta_{\text{poly}} + H^\beta_{\text{per}} & \text{in } \Omega \\
\nabla \cdot \Lambda^\beta = 0 & \text{in } \Omega \\
\Lambda^\beta = 0 & \text{on } \partial \Omega.
\end{cases} \quad (81)$$

Here $H^\beta_{\text{per}} \in L^2(\Omega_p)^d$ is the remainder in the correction assumed to be compactly supported in $\Omega_p$. From (68) and (79), the function $F^\beta_{\text{poly}} + \partial^2_y W^\beta_{\text{poly}}$ is explicitly
given by

\[ F^\beta_{\text{poly}}(y) + \partial_y^2 W_{\text{poly}}^\beta(y) \]

\[
= \sum_{j=1}^{d-1} \sum_{i=1}^{d-1} 2 \left( \frac{\beta_i}{2} \right) (V_{\text{poly}}^\beta - 2e_i)_j(y) e_j - \sum_{i=1}^{d-1} \left( \frac{\beta_i}{1} \right) Q_{\text{poly}}^\beta - e_i(y) e_i \\
+ \sum_{i=1}^{d-1} \left( 2 \left( \frac{\beta_i}{2} \right) (V_{\text{poly}}^\beta - 2e_i)_i(y) - \left( \frac{\beta_i}{1} \right) (\partial_y V_{\text{poly}}^\beta e_i)_i(y) \right) e_i.
\]

When finding \((\Lambda^\beta, \Pi^\beta)\), one needs to be careful about the solenoidal condition \(\nabla \cdot \Lambda^\beta = 0\) as the derivatives with respect to \(y\) are involved. Thus the pair of functions \((\Lambda^\beta_{\text{poly}}(y), \Pi^\beta_{\text{poly}}(y))\) is introduced as follows. The vector-valued polynomial \(\Lambda^\beta_{\text{poly}}(y)\) is defined by

\[
\Lambda^\beta_{\text{poly}}(y) = -\sum_{j=1}^{d-1} \sum_{i=1}^{d-1} \left( 2 \left( \frac{\beta_i}{2} \right) \left( \int_0^y \int_0^t (V_{\text{poly}}^\beta - 2e_i)_j(s) \, ds \, dt \right) e_j \right)
+ \sum_{i=1}^{d-1} \left( \frac{\beta_i}{1} \right) \left( \int_0^y \int_0^t Q_{\text{poly}}^\beta - e_i(s) \, ds \, dt \right) e_i,
\]

and the scalar polynomial \(\Pi^\beta_{\text{poly}}(y)\) is defined by

\[
\Pi^\beta_{\text{poly}}(y) = \sum_{i=1}^{d-1} \left( 2 \left( \frac{\beta_i}{2} \right) \left( \int_0^y (V_{\text{poly}}^\beta - 2e_i)_d(t) \, dt \right) - \left( \frac{\beta_i}{1} \right) (V_{\text{poly}}^\beta e_i)_i(y) \right).
\]

Then, by a simple computation, one has

\[-\Delta \Lambda^\beta_{\text{poly}} + \nabla \Pi^\beta_{\text{poly}} = F^\beta_{\text{poly}} + \partial_y^2 W_{\text{poly}}^\beta.\]  \((82)\)

Hence, by setting

\[
\Lambda^\beta(y) = \Lambda^\beta_{\text{poly}}(y) \eta_+(y), \quad \Pi^\beta(y) = \Pi^\beta_{\text{poly}}(y) \eta_+(y),
\]

\[
\Lambda^\beta_{\text{per}}(y) = \Lambda^\beta_{\text{poly}}(y)(1 - \eta_+(y)), \quad \Pi^\beta_{\text{per}}(y) = \Pi^\beta_{\text{poly}}(y)(1 - \eta_+(y)),
\]

we see that \((\Lambda^\beta, \Pi^\beta)\) is the desired corrector. Indeed, \((\Lambda^\beta, \Pi^\beta)\) satisfies \((81)\) with

\[
H^\beta_{\text{per}} := -\Delta \Lambda^\beta + \nabla \Pi^\beta - F^\beta_{\text{poly}} - \partial_y^2 W_{\text{poly}}^\beta
= -\Delta \Lambda^\beta_{\text{per}} + \nabla \Pi^\beta_{\text{per}},
\]

where \((82)\) is used in the second line. By definition, \(H^\beta_{\text{per}}\) is supported in \(\Omega_{p, < 2}\).

We collect the estimates to be used later. By the induction assumption,

\[
|\Lambda^\beta_{\text{poly}}(y)| \leq C_\beta (1 + |y|)|\beta|,
\]

\[
|\partial_y \Lambda^\beta_{\text{poly}}(y)| + |\Pi^\beta_{\text{poly}}(y)| \leq C_\beta (1 + |y|)|\beta|^{\beta - 1},
\]

\[
\|H^\beta_{\text{per}}\|_{L^2(\Omega_p)} + \|\Lambda^\beta_{\text{per}}\|_{H^1(\Omega_p)} + \|\Pi^\beta_{\text{per}}\|_{L^2(\Omega_p)} \leq C_\beta.
\]

\((84)\)
Step 3: Reduced equations. We reduce $(BL^\beta)$ using the correctors $W^\beta$ and $(\Lambda^\beta, \Pi^\beta)$ defined in Steps 1 and 2. Then we apply the Lax-Milgram lemma to the reduced problem.

Let us define the new function $(\tilde{V}^\beta, \tilde{Q}^\beta)$ by
\[
\tilde{V}^\beta(x, y) = V^\beta(x, y) - W^\beta(x, y) - \Lambda^\beta(y),
\]
\[
\tilde{Q}^\beta(x, y) = Q^\beta(x, y) - \Pi^\beta(y).
\]

Then we see that $(\tilde{V}^\beta, \tilde{Q}^\beta)$ must solve the Stokes system with source
\[
\begin{cases}
- \Delta \tilde{V}^\beta + \nabla \tilde{Q}^\beta = \tilde{F}^\beta & \text{in } \Omega \\
\nabla \cdot \tilde{V}^\beta = 0 & \text{in } \Omega \\
\tilde{V}^\beta = 0 & \text{on } \partial \Omega.
\end{cases}
\tag{85}
\]

Here the source $\tilde{F}^\beta$ is given by, thanks to (82) and (83),
\[
\tilde{F}^\beta = F^\beta + \Delta W^\beta - (-\Delta \Lambda^\beta + \nabla \Pi^\beta)
= F^\beta_{\text{per}} + \Delta W^\beta_{\text{per}} - H^\beta_{\text{per}}.
\tag{86}
\]

We point out that $\tilde{F}^\beta$ is bounded. Moreover, from (71) and (79), for $y > 3$,
\[
\tilde{F}^\beta(x, y) = \sum_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} (f^\beta_k(y - 3) + g^\beta_k(y - 3)) e^{-|k|(y-3)} e^{ik \cdot x}
=: \sum_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} \tilde{f}^\beta_k(y - 3) e^{-|k|(y-3)} e^{ik \cdot x}.
\]

The polynomial $\tilde{f}^\beta_k = \tilde{f}^\beta_k(z)$ can be estimated as, by (72) and (80),
\[
|\tilde{f}^\beta_k(z)| + |k|^{-1} |\partial_z \tilde{f}^\beta_k(z)| \leq a^\beta_k (1 + |k||z|)^{2/|\alpha|-1},
\tag{87}
\]
where the sequence $\{a^\beta_k\}_{k \in \mathbb{Z}^{d-1}\setminus\{0\}}$ is defined by
\[
a^\beta_k := C^\beta |k|^2 (b^\beta_k)^{2\varepsilon_i} + \ell^\beta_k^{-\varepsilon_i}.
\tag{88}
\]

Using the induction assumption, we deduce that $\{a^\beta_k\}_{k \in \mathbb{Z}^{d-1}\setminus\{0\}}$ satisfies (36). This implies, combined with (87), that $\tilde{F}^\beta$ meets all the assumptions in Lemma 3.3 with $L = 3$.

Before applying Lemma 3.3 to (85), we verify the unique existence of solutions by the Lax-Milgram lemma. By (86), the weak formulation of (85) is written as
\[
\langle \nabla \tilde{V}^\beta, \nabla \varphi \rangle_{\Omega_p} = \langle \tilde{F}^\beta, \varphi \rangle_{\Omega_p}
= \langle F^\beta_{\text{per}} - H^\beta_{\text{per}}, \varphi \rangle_{\Omega_p} - \langle \nabla W^\beta_{\text{per}}, \nabla \varphi \rangle_{\Omega_p}, \quad \varphi \in \tilde{H}^1_{0, \sigma}(\Omega_p).
\]

We estimate all the terms on the right-hand side. Using the Poincaré inequality in $\Omega_{p, <3}$,
\[
|\langle F^\beta_{\text{per}} - H^\beta_{\text{per}}, \varphi \rangle_{\Omega_p}| \leq C (\|F^\beta_{\text{per}}\|_{L^2(\Omega_{p, <3})} + \|H^\beta_{\text{per}}\|_{L^2(\Omega_p)}) \|\nabla \varphi\|_{L^2(\Omega_{p, <3})}
+ \left| \int_3^{\infty} \int_{(-\pi, \pi)^{d-1}} F^\beta_{\text{per}}(x, y) \varphi(x, y) \, dx \, dy \right|.
\]
Thanks to the exponential convergence of $F_{\text{per}}^\beta$, one has
\[
\int_{3}^{\infty} \int_{(-\pi, \pi)^{d-1}} F_{\text{per}}^\beta(x, y) \varphi(x, y) \, dx \, dy \leq C \| F_{\text{per}}^\beta \|_{L^2(\Omega_p)} \| \nabla \varphi \|_{L^2(\Omega_p)}.
\]

Thus, by the induction assumption for $F_{\text{per}}^\beta$ and (84), it follows that
\[
|\langle F_{\text{per}}^\beta - H_{\text{per}}^\beta, \varphi \rangle_{\Omega_p}| \leq C_{\beta} \| \nabla \varphi \|_{L^2(\Omega_p)}.
\]

From (78), we also have
\[
|\langle \nabla W_{\text{per}}^\beta, \nabla \varphi \rangle_{\Omega_p}| \leq C_{\beta} \| \nabla \varphi \|_{L^2(\Omega_p)}.
\]

From the two estimates above, we see that there is a unique weak solution $\widetilde{V}^\beta \in \widetilde{H}_{0, \sigma}(\Omega_p)$ of (85) by the Lax-Milgram lemma. Moreover, one can recover the pressure $\tilde{Q}^\beta \in L^2(\Omega_p)$ unique up to a constant by using the Bogovskii operator.

Now Lemma 3.3 applying to (85) yields that $(\widetilde{V}^\beta, \tilde{Q}^\beta)$ can be decomposed into
\[
\widetilde{V}^\beta(x, y) = \widetilde{V}_{\text{poly}}^\beta + \widetilde{V}_{\text{per}}^\beta(x, y),
\]
\[
\tilde{Q}^\beta(x, y) = \tilde{Q}_{\text{per}}^\beta(x, y),
\]
where $\widetilde{V}_{\text{poly}}^\beta$ is a constant vector. From (87) and (88) combined with the induction assumption, we see that
\[
|\tilde{V}_{\text{poly}}^\beta| + \| \tilde{V}_{\text{per}}^\beta \|_{H^1(\Omega_p)} + \| \tilde{Q}_{\text{per}}^\beta \|_{L^2(\Omega_p)} \leq C_{\beta}
\]
and that, for $y > 3$,
\[
\tilde{V}_{\text{per}}^\beta(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} \tilde{V}_k^\beta(y - 3)e^{-|k|(y-3)}e^{ik \cdot x},
\]
\[
\tilde{Q}_{\text{per}}^\beta(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} \tilde{Q}_k^\beta(y - 3)e^{-|k|(y-3)}e^{ik \cdot x},
\]
where the polynomials $\tilde{V}_k^\beta = \tilde{V}_k^\beta(z)$ and $\tilde{Q}_k^\beta = \tilde{Q}_k^\beta(z)$ are estimated as
\[
|\tilde{V}_k^\beta(z)| \leq b_k^\beta(1 + |k||z|)^{2|\beta|+1},
\]
\[
|k|^{-1}(|\partial_x \tilde{V}_k^\beta(z)| + |\partial_z \tilde{V}_k^\beta(z)|) \leq b_k^\beta(1 + |k||z|)^{2|\beta|},
\]
\[
|k|^{-2}|\partial_x^2 \tilde{V}_k^\beta(z)| + |k|^{-3}|\partial_z^3 \tilde{V}_k^\beta(z)| \leq b_k^\beta(1 + |k||z|)^{2|\beta|},
\]
\[
|k|^{-2}|\partial_z \tilde{Q}_k^\beta(z)| + |k|^{-3}|\partial_z^2 \tilde{Q}_k^\beta(z)| \leq b_k^\beta(1 + |k||z|)^{2|\beta|-1}.
\]

Moreover, the sequence $\{b_k^\beta\}_{k \in \mathbb{Z}^{d-1} \setminus \{0\}}$ satisfies
\[
\sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} |k||b_k^\beta|^2 \leq C_{\beta}.
\]
Step 4: Existence of a solution

We finish the existence part of the proof. Let us define \((V^\beta, Q^\beta) \in H^1_{\text{loc}}(\Omega)^d \times L^2_{\text{loc}}(\Omega)\) by
\[
V^\beta(x, y) = \tilde{V}^\beta(x, y) + W^\beta(x, y) + \Lambda^\beta(y), \\
Q^\beta(x, y) = \tilde{Q}^\beta(x, y) + \Pi^\beta(y).
\]
Then \((V^\beta, Q^\beta)\) is a weak solution of \((\mathcal{B}L^\beta)\) by the definition of \((\tilde{V}^\beta, \tilde{Q}^\beta)\) in Step 3. Moreover, \((V^\beta, Q^\beta)\) can be decomposed into
\[
V^\beta(x, y) = V^\beta_{\text{poly}}(y) + V^\beta_{\text{per}}(x, y), \\
Q^\beta(x, y) = Q^\beta_{\text{poly}}(y) + Q^\beta_{\text{per}}(x, y),
\]
where the polynomial part \((V^\beta_{\text{poly}}(y), Q^\beta_{\text{poly}}(y))\) is defined by
\[
V^\beta_{\text{poly}}(y) = \tilde{V}^\beta_{\text{poly}} + W^\beta_{\text{poly}}(y) + \Lambda_{\text{poly}}^\beta(y), \\
Q^\beta_{\text{poly}}(y) = \Pi_{\text{poly}}^\beta(y),
\]
while the periodic part \((V^\beta_{\text{per}}, Q^\beta_{\text{per}})\) is defined by
\[
V^\beta_{\text{per}}(x, y) = \tilde{V}^\beta_{\text{per}}(x, y) + W^\beta_{\text{per}}(x, y) + \Lambda_{\text{per}}^\beta(y), \\
Q^\beta_{\text{per}}(x, y) = \tilde{Q}^\beta_{\text{per}}(x, y) + \Pi_{\text{per}}^\beta(y).
\]
Notice that \((V^\beta_{\text{per}}, Q^\beta_{\text{per}})\) has the Fourier series expansion, when \(y > 3\),
\[
V^\beta_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} \gamma^\beta_k(y-3)e^{-|k|(y-3)}e^{ik \cdot x}, \\
Q^\beta_{\text{per}}(x, y) = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} \psi^\beta_k(y-3)e^{-|k|(y-3)}e^{ik \cdot x},
\]
with the polynomials
\[
\gamma^\beta_k(z) := \tilde{\gamma}^\beta_k(z) + \mathcal{W}^\beta_k(z), \\
\psi^\beta_k(z) := \tilde{\psi}^\beta_k(z).
\]
Therefore, we find the desired solution \((V^\beta, Q^\beta)\) which satisfies (60), (63) and (64). To conclude, we check (61), (62), (65) and (66). The estimates in (61) and (62) follow from (78), (84) and (89). The ones in (65) and (66) are the consequence of (77), (90), (91), and the induction assumption. This completes the proof of Proposition 3.5.

We finish the proof of Proposition 3.1 using Proposition 3.5.
Proof of Proposition 3.1 (second half). Take $(V^\beta, Q^\beta)$ in Proposition 3.5 for all \( \beta \leq \alpha \) and define \((v^\alpha, q^\alpha)\) by (58). Then, by the definition of \((V^\beta, Q^\beta)\), we see that \((v^\alpha, q^\alpha)\) is a weak solution of \((BL^\beta)\). Moreover, it has the decomposition as displayed in (28), if we set

\[
\begin{align*}
    v^\alpha_{\text{poly}}(x, y) &= \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) x^{\alpha-\beta} V^\beta_{\text{poly}}(y), \\
    q^\alpha_{\text{poly}}(x, y) &= \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) x^{\alpha-\beta} Q^\beta_{\text{poly}}(y), \\
    v^\alpha_{\text{het}}(x, y) &= \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) x^{\alpha-\beta} V^\beta_{\text{per}}(x, y), \\
    q^\alpha_{\text{het}}(x, y) &= \sum_{\beta \leq \alpha} \left( \frac{\alpha}{\beta} \right) x^{\alpha-\beta} Q^\beta_{\text{per}}(x, y).
\end{align*}
\]

(92)

Now it suffices to prove the estimates in (29), (30) and (31) since then (27) follows. From the estimate of \(V^\beta_{\text{poly}}(y)\) in Proposition 3.5, we obtain the first line of (29) by

\[
|v^\alpha_{\text{poly}}(x, y)| \lesssim \sum_{\beta \leq \alpha} C |x|^{|\alpha|-|\beta|} (1 + |y|)^{|\beta|} \lesssim C (1 + |x| + |y|)^{|\alpha|}.
\]

The other estimates can be proved by easy computation using Proposition 3.5. The proof is complete.

\[ \square \]

3.3. Heterogeneous Stokes Polynomials

In this subsection, we would like to prove Theorem 1.3 and describe the heterogeneous Stokes polynomials in \(\Omega_1\) satisfying the no-slip boundary condition.

Proof of Theorem 1.3. For every triplet \((\alpha, l, i) \in \mathbb{Z}^{d-1} \times \mathbb{Z}_+ \times \{1, \cdots, d\}\), we pick a solution \((v^{\alpha,l}_{(i)}, q^{\alpha,l}_{(i)})\) of \((BL^\alpha)\) in Proposition 3.1. Fix \(m \geq 1\). Then a linear mapping \(S\) on \(P_{m,0}(\mathbb{R}_+^d) = \text{span}\{x^{\alpha} y^l e_i \mid \alpha \in \mathbb{Z}^{d-1}_{\geq 0}, \ l \in \mathbb{Z}_+, \ i \in \{1, \cdots, d\}\}\) to \(H^1_{\text{loc}}(\Omega^1) \times L^2_{\text{loc}}(\Omega^1)\) is induced which maps \(x^{\alpha} y^l e_i\) to the chosen \((v^{\alpha,l}_{(i)}, q^{\alpha,l}_{(i)})\). Moreover, for every \(P \in P_{m,0}(\mathbb{R}_+^d)\), the image \((v_P, q_P) := S[P]\) is a weak solution to

\[
\begin{align*}
    -\Delta v_P + \nabla q_P &= 0 \quad \text{in } \Omega \\
    \nabla \cdot v_P &= 0 \quad \text{in } \Omega \\
    v_P + P &= 0 \quad \text{on } \partial\Omega.
\end{align*}
\]

(93)

It is remaining to show that \(v_P\) has a strictly lower growth rate than \(P\) at infinity. By the definition of \(P_{m,0}(\mathbb{R}_+^d)\), \(P = P(x, y)\) has a form of

\[
P(x, y) = \sum_{|\alpha|+l \leq m} \sum_{i=1}^{d} A^{\alpha,l}_{i} x^\alpha y^l e_i,
\]

(94)
where $A^\alpha_l$ are constant coefficients. By the definition of $\mathcal{S}$, we have

\[ v_P = \sum_{|\alpha|+l \leq m} \sum_{i=1}^{d} A^\alpha_l v^\alpha_l, \quad q_P = \sum_{|\alpha|+l \leq m} \sum_{i=1}^{d} A^\alpha_l d^\alpha_l. \] (95)

Suppose that $P$ grows like $O(|(x, y)|^m)$, which implies that $|\alpha| + l \leq m$ for any nonzero $A^\alpha_l$. From (94), we see that $l \geq 1$ and therefore $|\alpha| \leq m - 1$. On the other hand, the pointwise estimates (29) and (31) imply that $v_P$ grows at most like $O(|(x, y)|^{m-1})$ which is strictly less than the growth rate of $P$ at infinity. This completes the proof. \qed

The next proposition gives an intrinsic formula for $\mathcal{S}$ in terms of the building blocks

\[ \{(V^\beta, Q^\beta)\}_{\beta \geq 0} = \{(V^\beta_{(i)}, Q^\beta_{(i)})\}_{\beta \geq 0} \]

constructed in Proposition 3.5. Here we recall the dependence on $(l, i)$, which has been omitted for simplicity. We define the matrix $V^\beta_l$ and the vector $Q^\beta_l$ respectively by

\[ V^\beta_l = (V^\beta_{(1)}, V^\beta_{(2)}, \ldots, V^\beta_{(d)}) \]

and

\[ Q^\beta_l = (Q^\beta_{(1)}, Q^\beta_{(2)}, \ldots, Q^\beta_{(d)}). \]

**Proposition 3.6.** For each $P \in \mathcal{P}_{m,0}(\mathbb{R}^d_+)^d$, the image $(v_P, q_P) := \mathcal{S}[P]$ is represented as

\[ v_P(x, y) = \sum_{|\beta|+k \leq m} \frac{1}{\beta!k!} V^\beta_k(x, y) \partial^\beta x \partial^k y P(x, 0) \] (96)

and

\[ q_P(x, y) = \sum_{|\beta|+k \leq m} Q^\beta_k(x, y) \cdot \partial^\beta x \partial^k y P(x, 0). \] (97)

**Proof.** By the linearity of $\mathcal{S}$, it suffices to show (96) and (97) for monomials. We first consider $v^\alpha_l := v^\alpha_{P_0}$ for the monomial $P_0(x, y) = x^\alpha y^l e_l$. By the representation (58),

\[ v^\alpha_l(x, y) = \sum_{\beta \leq \alpha} \binom{\alpha}{\beta} x^{\alpha - \beta} V^\beta_{(i)}(x, y). \] (98)
Using the formula
\[ x^{\alpha - \beta} = \frac{(\alpha - \beta)!}{\alpha!} \partial_x^\alpha \partial_y^\beta (x^\alpha y^\beta) = \frac{(\alpha - \beta)!}{\alpha!} \partial_x^\alpha \partial_y^\beta P_0(x, 0), \]
we rewrite (98) as
\[ v_{(i)}^{\alpha, l}(x, y) = \sum_{\beta \leq \alpha} \left( \begin{array}{c} \alpha \\ \beta \end{array} \right) \frac{(\alpha - \beta)!}{\alpha!} V_{(i)}^{\beta, l}(x, y) \partial_x^\beta \partial_y^\beta P_0(x, 0) \]
\[ = \sum_{|\beta| + k \leq m} \frac{1}{\beta! k!} V_{(i)}^{\beta, k}(x, y) \partial_x^\beta \partial_y^k P_0(x, 0), \tag{99} \]
where the matrix–vector multiplication has been applied. Hence we have (96) for \( P_0 \). The formula (97) for \( P_0 \) follows from a similar argument. This completes the proof. \( \square \)

Now, recall that \( S_m(\mathbb{R}^d) \) consists of all the Stokes polynomials in the upper half space up to degree \( m \); see (26) in Section 2 for the definition. We define the space of heterogeneous Stokes polynomials up to degree \( m \) by
\[ S_m(\Omega) = \{(w_P, \pi_P) = (P, Q) + \mathcal{S}[P] \mid (P, Q) \in S_m(\mathbb{R}^d_+)\}. \]
Note that, for a given \( (P, Q) \in S_m(\mathbb{R}^d_+) \) with \( P \) expressed as in (94), we have
\[ w_P = \sum_{|\alpha| + l \leq m} \sum_{i=1}^d A_i^\alpha,l(x^\alpha y^l) e_i + v_{(i)}^{\alpha, l}, \quad \pi_P = Q + \sum_{|\alpha| + l \leq m} \sum_{i=1}^d A_i^\alpha,l q_{(i)}^{\alpha, l}, \tag{100} \]
where \( Q \) can be determined by \( P \) up to a constant. Observe that the mapping \( (P, Q) \mapsto (w_P, \pi_P) \) is a linear bijection from \( S_m(\mathbb{R}^d_+) \) to \( S_m(\Omega) \), since \( \mathcal{S}[P] \) can be viewed as a lower order perturbation added to \( (P, Q) \). This combined with the results in Section 2 means that
\[ \dim S_m(\Omega) = \dim S_m(\mathbb{R}^d_+) = d \left( m + d - 2 - \frac{d}{d - 1} \right). \]

Finally, the following proposition is useful in proving the higher-order regularity.

**Proposition 3.7.** Let \( P \) and \( w_P \) be given by (94) and (100). Then for \( r \geq 1 \),
\[ \left( \int_{B_r} |\nabla w_P - \nabla P|^2 \right)^{1/2} \leq \sum_{|\alpha| + l \leq m} \sum_{i=1}^d C_{\alpha,l} |A_i^\alpha,l| |r|^{l-1/2}. \tag{101} \]

The constant \( C_{\alpha,l} \) depends on \( \Omega, \alpha \) and \( l \).

**Proof.** This is a corollary of (27) in Proposition 3.1 and the fact that \( v_P = w_P - P \), where \( v_P \) is given by (95). \( \square \)
4. Large-Scale Regularity

In this section, we would like to prove Theorem 1.4. The proof uses the boundary layers in the previous section and will be provided at the end of Section 4.3.

Let \((u, p)\) be a weak solution of
\[
\begin{align*}
-\Delta u + \nabla p &= 0 \quad \text{in} \quad B_{R,+} \\
\nabla \cdot u &= 0 \quad \text{in} \quad B_{R,+} \\
u &= 0 \quad \text{on} \quad \Gamma_R.
\end{align*}
\]

(S)

In [25], we have proved the large-scale Lipschitz estimate for Stokes system without periodicity assumption on the boundary. That is, for any 
\[r \in (1, R/4),\]
\[
\left(\int_{B_{R,+}} |\nabla u|^2\right)^{1/2} + \left(\int_{B_{R,+}} |p - \frac{1}{B_{R/2,+}} \int_{B_{R/2,+}} p|^2\right)^{1/2} \leq C \left(\int_{B_{R,+}} |\nabla u|^2\right)^{1/2},
\]
(102)

where \(C\) is independent of \(r\) and \(R\). Note that this estimate is scaling and translation invariant. Also, by a standard argument in John domains with the Bogovski lemma, the region \(B_{R/2,+}\) for the averaged pressure can be replaced by any \(B_{cR}(x, 0)\) with \(c \in (0, 1/4)\) and \(|x| < R/4\). In this section, we will take advantage of this a priori estimate.

Throughout this section, for \(r > 1\), we define
\[Q_{r,+} = Q_r(0) \cap \{y > -1\}.\]

Observe that \(B_{r,+} \subset Q_{r,+}\) and \(|Q_{r,+} \setminus B_{r,+}| \leq r^{-1}|B_{r,+}|\). Moreover, all the constants depending on the order \(m\) are denoted by \(C_m\).

4.1. Velocity Estimate

To study the higher-order regularity, we first define the higher-order excess:
\[
H_m(u; r) := \inf_{(w_m, q_m) \in S_m(\Omega)} \left(\int_{Q_{r,+}} |\nabla u - \nabla w_m|^2\right)^{1/2}.
\]

Since the Stokes system is linear, unlike in [25], we do not include the pressure part in \(H_m\), whose estimate could be recovered from the velocity easily; see Section 4.3.

Lemma 4.1. Let \((u, p)\) be the weak solution of (S) in \(B_{2r,+}\). Then for every \(r > 1\), there exists \((v_r, q_r)\) satisfying
\[
\begin{align*}
-\Delta v_r + \nabla q_r &= 0 \quad \text{in} \quad Q_{r,+} \\
\nabla \cdot v_r &= 0 \quad \text{in} \quad Q_{r,+} \\
v_r &= 0 \quad \text{on} \quad \partial Q_{r,+} \cap \{y = -1\}
\end{align*}
\]
(103)

such that
\[
\left(\int_{Q_{r,+}} |\nabla u - \nabla v_r|^2\right)^{1/2} \leq C r^{-1/2} \left(\int_{Q_{2r,+}} |\nabla u|^2\right)^{1/2},
\]
(104)

where \(C\) depends only on the dimension \(d\).
Proof. Let \((v_r, q_r)\) be the weak solution of (103) subject to the Dirichlet boundary condition \(v_r = u\) on \(\partial Q_{r,+}\) in the sense of trace in \(H^{1/2}(\partial Q_{r,+})^d\). Since \(u = 0\) on \(\partial Q_{r,+} \cap \{y = -1\}\), we also have \(v_r = 0\) on \(\partial Q_{r,+} \cap \{y = -1\}\). Note that the solvability of (103) is guaranteed due to the compatibility condition

\[
\int_{\partial Q_{r,+}} v_r \cdot nd\sigma = \int_{\partial Q_{r,+}} u \cdot nd\sigma = \int_{Q_{r,+}} \nabla \cdot u = 0.
\]

Also note that the domains for \((u, p)\) and \((v_r, q_r)\) are different. We have to use the variational equations for them separately. Recall that \(u\) is automatically zero-extended. Then \(u - v_r \in H^1_0(Q_{r,+})\) and \(\nabla \cdot (u - v_r) = 0\) in \(Q_{r,+}\). Testing the system (103) against \(u - v_r\), we have

\[
\int_{Q_{r,+}} \nabla v_r \cdot \nabla (u - v_r) = 0. \tag{105}
\]

To use the system for \((u, p)\), we introduce a cut-off function \(\eta = \eta(y)\) such that \(\eta(y) = 1\) for \(y \geq 1\), \(\eta(y) = 0\) for \(y < 0\) and \(|\eta'(y)| \leq 2\). Testing the system (S) against \((u - v_r)\eta^2\), we have

\[
\int_{B_{r,+}} \nabla u \cdot \nabla ((u - v_r)\eta^2) = \int_{B_{r,+}} (p - L)(u - v_r) \cdot (2\eta \nabla \eta), \tag{106}
\]

where \(L \in \mathbb{R}\) is an arbitrary constant to be specified later. Combining (105) and (106), we have

\[
\int_{Q_{r,+}} (\nabla u - \nabla v_r) \cdot (\nabla u - \nabla v_r) = \int_{B_{r,+}} \nabla u \cdot \nabla ((u - v_r)(1 - \eta^2))
+ \int_{B_{r,+}} (p - L)(u - v_r) \cdot (2\eta \nabla \eta). \tag{107}
\]

Now we estimate the integrals on the right-hand side of (107). Since \(1 - \eta^2\) is supported in \(\{y \leq 1\}\), by the Poincaré inequality on the thin layer \(Q_{r,+} \cap \{y < 1\}\), we have

\[
\left|\int_{B_{r,+}} \nabla u \cdot \nabla ((u - v_r)(1 - \eta^2))\right|
\leq C \left(\int_{B_{r,+} \cap \{y < 1\}} |\nabla u|^2 \right)^{1/2} \left(\int_{Q_{r,+} \cap \{y < 1\}} |\nabla u - \nabla v_r|^2 \right)^{1/2}
\leq C r^{(d-1)/2} \left(\int_{B_{r,+} \cap \{y < 1\}} |\nabla u|^2 \right)^{1/2} \left(\int_{Q_{r,+}} |\nabla u - \nabla v_r|^2 \right)^{1/2},
\]

In the last inequality, after decomposing \(B_{r,+} \cap \{y < 1\}\) into finitely many sets whose volume are comparable to \(B_{1,+}\), we used (102) on each of them.

To estimate the second integral on the right-hand side of (107), we choose

\[
L = \int_{B_{r,+}} p.
\]
Since $\nabla \eta$ is supported in $\{y \leq 1\}$, it follows from (102) and the Poincaré inequality that
\[
\left| \int_{B_{r,+}} (p - L)(u - v_r) \cdot (2\eta \nabla \eta) \right| 
\leq C \left( \int_{B_{r,+}}|p - L| \right)^{1/2} \left( \int_{Q_{r,+} \cap \{y < 1\}} |\nabla u - \nabla v_r|^2 \right)^{1/2}
\]
\[
\leq C r^{(d-1)/2} \left( \int_{B_{2r,+}} |\nabla u|^2 \right)^{1/2} \left( \int_{Q_{r,+}} |\nabla u - \nabla v_r|^2 \right)^{1/2}.
\]
As a result, (107) gives
\[
\left( \int_{Q_{r,+}} |\nabla u - \nabla v_r|^2 \right)^{1/2} \leq C r^{(d-1)/2} \left( \int_{B_{2r,+}} |\nabla u|^2 \right)^{1/2},
\]
which is the desired estimate (104). The proof is complete. \qed

Note that $(v_r, q_r)$ in the above lemma is smooth near the lower boundary. In particular, we can find a polynomial $P_r(x, y)$ such that
\[
|\nabla v_r(x, y) - \nabla P_r(x, y)| \leq C_m |x| + |y| + 1 \, m \, \|v^{m+1}\|_{L^\infty(Q_{r/2,+})}, \quad (108)
\]
where $P_r$ is in fact the Taylor polynomial of $v_r$ of degree $m$ centered at $(0, -1)$, i.e.,
\[
P_r(x, y) = \sum_{k=0}^m \frac{1}{k!} \nabla^k v_r(0, -1) : (x, y + 1)^\otimes k.
\]
We point out that $P_r(x, y)$ actually is a polynomial solution (velocity component) to the system (103). This can be verified by a simple computation.

A standard regularity result shows that
\[
\|\nabla^k v_r\|_{L^\infty(Q_{r/2,+})} \leq C_k \frac{1}{r^{k-1}} \left( \int_{Q_{r,+}} |\nabla v_r|^2 \right)^{1/2} \leq C_k \frac{1}{r^{k-1}} \left( \int_{Q_{2r,+}} |\nabla u|^2 \right)^{1/2},
\]
where the second inequality follows from (104). For convenience, we will shift the polynomial $P_r(x)$ so that it is centered at the origin. Define
\[
P^*_r(x, y) = P_r(x, y - 1) = \sum_{k=0}^m \frac{1}{k!} \nabla^k v_r(0, -1) : (x, y)^\otimes k.
\]
By the mean value theorem and (109), for $|(x, y)| \in [0, r),$
\[
|\nabla P_r(x, y) - \nabla P^*_r(x, y)| \leq \frac{1}{r} \left( \sum_{k=2}^m C_k \frac{|x| + |y| + 1}{r^{k-2}} \right) \left( \int_{Q_{2r,+}} |\nabla u|^2 \right)^{1/2}
\]
\[
\leq C m \frac{1}{r} \left( \int_{Q_{2r,+}} |\nabla u|^2 \right)^{1/2}. \quad (110)
\]
Consequently, for any \( \theta \in (0, 1/4) \), from (108), (109) and (110), we have

\[
\left( \int_{B_{\theta r, +}} |\nabla v_{r} - \nabla P_{r}^{*}|^2 \right)^{1/2} \leq C_{m} \left( \frac{(\theta r + 1)m}{r^m} + \frac{1}{r} \right) \left( \int_{Q_{2r, +}} |\nabla u|^2 \right)^{1/2}
\]

\[
\leq C_{m} \left( \theta^m + \frac{1}{r} \right) \left( \int_{Q_{2r, +}} |\nabla u|^2 \right)^{1/2},
\]

(111)

provided that \( \theta r > 1 \).

On the other hand, from Proposition 3.7 and (109), there exists \((w_m, \pi_m) \in S_m(\Omega)\) such that for any \( t \in (1, r) \),

\[
\left( \int_{Q_{t, +}} |\nabla w_m - \nabla P_{r}^{*}|^2 \right)^{1/2} \leq C_{m} t^{-1/2} \left( \int_{Q_{2r, +}} |\nabla u|^2 \right)^{1/2}.
\]

(112)

Combining these estimates, we have

**Corollary 4.2.** For any \( \theta \in (0, 1/4) \) and \( \theta r > 1 \),

\[
H_m(u; \theta r) \leq (C_{m} \theta^m + C_{m, \theta} r^{-1/2}) H_m(u; 2r),
\]

(113)

where \( C_{m} \) depends on \( \Omega \) and \( m \), and \( C_{m, \theta} \) depends on \( \Omega \), \( m \) and \( \theta \).

**Proof.** By the triangle inequality, we have

\[
H_m(u; \theta r) = \inf_{(w_m, \pi_m) \in S_m(\Omega)} \left( \int_{B_{\theta r, +}} |\nabla u - \nabla w_m|^2 \right)^{1/2}
\]

\[
\leq \left( \int_{B_{\theta r, +}} |\nabla u - \nabla v_r|^2 \right)^{1/2} + \left( \int_{B_{\theta r, +}} |\nabla P_{r}^{*} - \nabla v_r|^2 \right)^{1/2}
\]

\[
+ \inf_{(w_m, \pi_m) \in S_m(\Omega)} \left( \int_{B_{\theta r, +}} |\nabla P_{r}^{*} - \nabla w_m|^2 \right)^{1/2}
\]

\[
\leq (C_{m, \theta} r^{-1/2} + C_{m} \theta^m) \left( \int_{B_{2r, +}} |\nabla u|^2 \right)^{1/2},
\]

where we have used (104), (111) and (112) in the last inequality.

Finally, observe that \((u - w_m, p - \pi_m)\) is also a weak solution of (S) for any \((w_m, \pi_m) \in S_m(\Omega)\). Applying the above estimate to all such weak solutions and taking the infimum over all possible \((w_m, \pi_m) \in S_m(\Omega)\), we obtain the assertion. \( \square \)

**Proposition 4.3.** For any \( r \in (1, R) \) and \( \mu \in (0, 1) \),

\[
H_m(u; r) \leq C_{m, \mu} \left( \frac{r}{R} \right)^{m-\mu} H_m(u; R),
\]

(114)

where \( C_{m, \mu} \) depends on \( \Omega \), \( m \) and \( \mu \).
Proof. First of all, for any $\mu \in (0, 1)$, we can find sufficiently small $\theta \in (0, 1/4)$ such that $C_m \theta^m \leq (1/2)^{m+1-\mu} \theta^{m-\mu}$. Fix such $\theta$. Set

$$\rho_0 = (C_m, \theta \left(\frac{1}{2}\right)^{-m-1+\mu} \theta^{-m+\mu})^2.$$ 

Then, for any $r \geq \rho_0$, we have $C_m, \theta r^{-1/2} \leq (1/2)^{m+1-\mu} \theta^{m-\mu}$. Consequently, it follows from (113) that

$$H_m(u; \theta r) \leq (\theta/2)^{m-\mu} H_m(u; 2r). \quad (115)$$

Now let $\theta_1 = \theta/2$. By an iteration, we have

$$H(u; \theta_1^k R) \leq \theta_1^k (m-\mu),$$

provided $\theta_1^k R \geq \rho_0$. This implies (114) for any $r \geq \rho_0$. Finally, the case $r \in (1, \rho_0)$ follows from the case $r = \rho_0$ by enlarging the constant $C_m, \mu$. The proof is complete.

\[\Box\]

4.2. Improvements

Let $(W^*_r, \Pi^*_r)$ denote the minimizer for $H_m(u; r)$, namely,

$$H_m(u; r) = \left(\int_{\Omega} |\nabla u - \nabla W^*_r|^2\right)^{1/2}.$$ 

Clearly, the minimizer $W^*_r$ in $H_m(u; r)$, as an approximation of $u$, depends essentially on the radius $r$. In the following, we will show that we can choose a fixed approximation independent of the radius $r$. To this end, we have to take advantage of the polynomial-like properties of the heterogeneous Stokes polynomials in $S_m(\Omega)$.

The next lemma describes a polynomial-like growth property for the homogeneous polynomials.

Lemma 4.4. (Growth estimate) Let $m \in \mathbb{Z}_+$. Then there exist $r_0 > 1$ and $C_m > c_m > 0$ depending on $m$ and $\Omega$ such that if $r \geq r_0$, then for any $(w, \pi) = (w_P, \pi_P) \in S_m(\Omega)$ with

$$P(x, y) = \sum_{|\alpha|+l \leq m} \sum_{l \geq 1} A_{\alpha, l} x^\alpha y^l e_i,$$

we have

$$c_m \sum_{|\alpha|+l \leq m} \sum_{l \geq 1} |A_{\alpha, l}| r^{|\alpha|+l-1} \leq \left(\int_{\Omega} |\nabla w|^2\right)^{1/2}$$

$$\leq C_m \sum_{|\alpha|+l \leq m} \sum_{l \geq 1} |A_{\alpha, l}| r^{|\alpha|+l-1}. \quad (116)$$
In particular, for any \( s \geq r \geq r_0 \),
\[
\left( \int_{B_{s,+}} |\nabla w|^2 \right)^{1/2} \leq C_m \left( \frac{s}{r} \right)^{m-1} \left( \int_{B_{r,+}} |\nabla w|^2 \right)^{1/2}.
\] (117)

**Proof.** From a well-known property of polynomials, for any \( r \geq 1 \),
\[
c_m \sum_{|\alpha|+l \leq m} \sum_{i=1}^d |A^\alpha,l_i|^r |\alpha|+l-1 \leq \left( \int_{B_{r,+}} |\nabla P|^2 \right)^{1/2}
\leq C_m \sum_{|\alpha|+l \leq m} \sum_{i=1}^d |A^\alpha,l_i|^r |\alpha|+l-1,
\] (118)
with some \( C_m > c_m > 0 \) depending on \( m \). On the other hand, Proposition 3.7 implies that if \( r \geq r_0 \), for some sufficiently large \( r_0 > 1 \) depending on \( m \) and \( \Omega \), then
\[
\left( \int_{B_{r,+}} |\nabla w - \nabla P|^2 \right)^{1/2} \leq c_m \sum_{|\alpha|+l \leq m} \sum_{i=1}^d |A^\alpha,l_i|^r |\alpha|+l-1.
\] (119)
Combining (118) and (119), we obtain
\[
\frac{c_m}{2} \sum_{|\alpha|+l \leq m} \sum_{i=1}^d |A^\alpha,l_i|^r |\alpha|+l-1 \leq \left( \int_{B_{r,+}} |\nabla w|^2 \right)^{1/2}
\leq C_m + \frac{c_m}{2} \sum_{|\alpha|+l \leq m} \sum_{i=1}^d |A^\alpha,l_i|^r |\alpha|+l-1,
\] (120)
for all \( r \geq r_0 \). This implies (116) if the constants are rewritten. The estimate (117) directly follows from (116). This completes the proof. \( \Box \)

**Proposition 4.5.** There exists \( r_0 > 1 \) depending on \( m \) and \( \Omega \) such that for any \( r \in (1, R) \),
\[
\left( \int_{B_{r,+}} |\nabla u - \nabla W^*_r|^2 \right)^{1/2} \leq C_{m,\mu} \left( \frac{r}{R} \right)^{m-\mu} H_m(u; R).
\]

**Proof.** Let \( r_0 \) be given in Lemma 4.4 and \( r_k = 2^kr_0 \) for \( k \in \mathbb{Z}_+ \). For each \( j \in \mathbb{Z}_+ \), the triangle inequality implies
\[
\left( \int_{B_{r_{j-1},+}} |\nabla W^*_r \nabla W^*_{r_{j-1}}|^2 \right)^{1/2} \leq H_m(u; r_{j-1}) + C H_m(u; r_j)
\leq C_{m,\mu} \left( \frac{r_{j-1}}{R} \right)^{m-\mu} H_m(u; R),
\]
where we have used Proposition 4.3 in the last inequality. Then, by the triangle inequality and Lemma 4.4, we have

\[
\left( \int_{B_{r_k}} |\nabla W^*_r - \nabla W^*_0|^2 \right)^{1/2} \leq \sum_{j=1}^{k} \left( \int_{B_{r_j-1}} |\nabla W^*_r - \nabla W^*_0|^2 \right)^{1/2},
\]

\[
\leq \sum_{j=1}^{k} C_m \left( \frac{r_k}{r_{j-1}} \right)^{m-1} \left( \int_{B_{r_j-1}} |\nabla W^*_r - \nabla W^*_0|^2 \right)^{1/2},
\]

\[
\leq \sum_{j=1}^{k} C_{m, \mu} \left( \frac{r_k}{r_{j-1}} \right)^{m-\mu} H_m(u; R),
\]

\[
\leq C_{m, \mu} \left( \frac{r_k}{R} \right)^{m-\mu} H_m(u; R).
\]

Consequently, for any \( k \in \mathbb{Z}_+ \) with \( r_k < R \),

\[
\left( \int_{B_{r_k}} |\nabla u - \nabla W^*_0|^2 \right)^{1/2} \leq \left( \int_{B_{r_k}} |\nabla u - \nabla W^*_r|^2 \right)^{1/2} + \left( \int_{B_{r_k}} |\nabla W^*_r - \nabla W^*_0|^2 \right)^{1/2} \leq C_{m, \mu} \left( \frac{r_k}{R} \right)^{m-\mu} H_m(u; R).
\]

This implies the assertion for each \( r \in (r_0, R) \). Finally, as before, the case \( r \in (1, r_0) \) can be obtained by enlarging the constant. The proof is complete.

Next, we will improve the exponent from \( m - \mu \) in Proposition 4.3 to \( m \). First, by Proposition 4.5 (applied with \( m \) replaced by \( m + 1 \)), there exists \((\tilde{W}^*_r, \tilde{\Pi}^*_r) \in \mathcal{S}_{m+1}(\Omega)\) such that for \( r \in (1, R) \),

\[
\left( \int_{B_r} |\nabla u - \nabla \tilde{W}^*_0|^2 \right)^{1/2} \leq C_{m+1, \mu} \left( \frac{r}{R} \right)^{m+1-\mu} H_{m+1}(u; R). \tag{121}
\]

Now let \((\overline{W}^*_r, \overline{\Pi}^*_r)\) be the projection of \((\tilde{W}^*_r, \tilde{\Pi}^*_r)\) into \( \mathcal{S}_m(\Omega) \). This means that if

\[
\tilde{W}^*_r(x, y) = \sum_{|\alpha| + l \leq m+1} \sum_{i=1}^{d} \tilde{A}_i^{\alpha, l}(x^\alpha y^l e_i + v^{\alpha, l}_{(i)}), \tag{122}
\]

then

\[
\overline{W}^*_r(x, y) = \sum_{|\alpha| + l \leq m} \sum_{i=1}^{d} \tilde{A}_i^{\alpha, l}(x^\alpha y^l e_i + v^{\alpha, l}_{(i)}). \tag{123}
\]

The next proposition proves the velocity estimate in Theorem 1.4.
Proposition 4.6. For any $r \in (1, R)$,
\[
\left( \int_{B_r} |\nabla u - \nabla \tilde{W}_{r_0}^*|^2 \right)^{1/2} \leq C_m \left( \frac{r}{R} \right)^m \left( \int_{B_{Rr}} |\nabla u|^2 \right)^{1/2}.
\] (124)

Proof. Let $\tilde{r}_0 > 1$ be the constant in Lemma 4.4 corresponding to $m + 1$. It suffices to prove the assertion (124) for $r \in (\tilde{r}_0, R)$. Suppose $\tilde{W}_{r_0}^*$ and $W_{r_0}^*$ are given by (122) and (123), respectively. Let $E_{r_0}^* := \tilde{W}_{r_0}^* - W_{r_0}^*$. By the structure of $E_{r_0}^*$, we know that
\[
E_{r_0}^*(x, y) = \sum_{|\alpha| + l = m + 1}^{d} \sum_{i=1}^{l} A_{i}^{\alpha, i}(x^\alpha y^i e_i + v^{\alpha, i})
\]
and that $E_{r_0}^* \in S_{m+1}(\Omega)$. Thus Lemma 4.4 applies to $E_{r_0}^*$. For $r \geq \tilde{r}_0$, we have
\[
\left( \int_{B_r} |\nabla E_{r_0}^*|^2 \right)^{1/2} \leq C_{m+1} \sum_{|\alpha| + l = m + 1}^{d} \sum_{i=1}^{l} |A_{i}^{\alpha, i}|.
\]
On the other hand, by Lemma 4.4 again, we see that
\[
c_{m+1} \sum_{|\alpha| + l \leq m + 1}^{d} \sum_{i=1}^{l} |A_{i}^{\alpha, i}| r^{l} \leq \left( \int_{B_{Rr}} |\nabla \tilde{W}_{r_0}^*|^2 \right)^{1/2}.
\]
Combining the above two estimates, we have
\[
\left( \int_{B_r} |\nabla E_{r_0}^*|^2 \right)^{1/2} \leq C_m \left( \frac{r}{R} \right)^m \left( \int_{B_{Rr}} |\nabla u|^2 \right)^{1/2},
\]
where we have used (121) in the last inequality.

Finally, another triangle inequality yields
\[
\left( \int_{B_r} |\nabla u - \nabla \tilde{W}_{r_0}^*|^2 \right)^{1/2} \leq \left( \int_{B_r} |\nabla u - \nabla \tilde{W}_{r_0}^*|^2 \right)^{1/2} + \left( \int_{B_r} |\nabla E_{r_0}^*|^2 \right)^{1/2}
\leq C_m \left( \frac{r}{R} \right)^m \left( \int_{B_{Rr}} |\nabla u|^2 \right)^{1/2}
\]
for $r \geq \tilde{r}_0$. This completes the proof. \(\square\)
4.3. Pressure Estimate

Previously, we have constructed $\bar{W}_{r_0}^*$ as a fixed good approximation of $u$ for all $r \in (1, R)$ (where $r_0$ is given in Lemma 4.4). Note that there is also an associated pressure counterpart denoted by $\bar{\Pi}_{r_0}^*$. Moreover, it satisfies

$$
\begin{aligned}
-\Delta (u - \bar{W}_{r_0}^*) + \nabla (p - \bar{\Pi}_{r_0}^*) &= 0 \text{ in } B_{R,+} \\
\nabla \cdot (u - \bar{W}_{r_0}^*) &= 0 \text{ in } B_{R,+} \\
\bar{\Pi}_{r_0}^* &= 0 \text{ on } \Gamma_R.
\end{aligned}
$$

(125)

Lemma 4.7. For any $r \in (1, R/2)$,

$$
\left( \frac{\int_{B_{r,+}} |p - \bar{\Pi}_{r_0}^* - \bar{W}_{r_0}^*|^2}{\int_{\Omega_r} |p - \bar{\Pi}_{r_0}^*|^2} \right)^{1/2} \leq C_m \left( \frac{r}{R} \right)^m \left( \int_{B_{r,+}} |\nabla u|^2 \right)^{1/2}.
$$

Proof. This follows the estimate of the velocity and a routine argument in John domains. By Definition 1.2, there is a bounded John domain $\Omega_r$ such that

$$
B_{r,+} \subset \Omega_r \subset B_{2r,+} \subset B_{R,+}.
$$

By (125) and the Bogovski lemma,

$$
\left( \frac{\int_{\Omega_r} |p - \bar{\Pi}_{r_0}^* - \bar{W}_{r_0}^*|^2}{\int_{\Omega_r} |p - \bar{\Pi}_{r_0}^*|^2} \right)^{1/2} \leq C \left( \int_{\Omega_r} |\nabla u - \nabla \bar{W}_{r_0}^*|^2 \right)^{1/2} \leq C \left( \int_{B_{2r,+}} |\nabla u - \nabla \bar{W}_{r_0}^*|^2 \right)^{1/2} \leq C \left( \frac{r}{R} \right)^m \left( \int_{B_{r,+}} |\nabla u|^2 \right)^{1/2},
$$

(126)

where we have used (124) in the last inequality. Finally, using the fact that

$$
\inf_{L \in \mathbb{R}} \left( \int_S |f - L|^2 \right)^{1/2} = \left( \int_S |f - \int_S f|^2 \right)^{1/2}
$$

for any bounded measurable set $S$ and scalar function $f \in L^2(S)$, we have

$$
\left( \frac{\int_{B_{r,+}} |p - \bar{\Pi}_{r_0}^* - \bar{W}_{r_0}^*|^2}{\int_{B_{r,+}} |p - \bar{\Pi}_{r_0}^*|^2} \right)^{1/2} = \inf_{L \in \mathbb{R}} \left( \int_{B_{r,+}} |p - \bar{\Pi}_{r_0}^* - L|^2 \right)^{1/2} \leq C \inf_{L \in \mathbb{R}} \left( \int_{\Omega_r} |p - \bar{\Pi}_{r_0}^* - L|^2 \right)^{1/2} \leq C_m \left( \frac{r}{R} \right)^m \left( \int_{B_{r,+}} |\nabla u|^2 \right)^{1/2},
$$

where we have used (126) in the last inequality. This ends the proof. \qed
Proposition 4.8. For any $r \in (1, R/2)$,

$$\left( \int_{B_r} |p - \Pi^*_r| - \int_{B_{1r}^+} (p - \Pi^*_r)^2 \right)^{1/2} \leq C_m \left( \frac{r}{R} \right)^m \left( \int_{B_{Rr}^+} |\nabla u|^2 \right)^{1/2}.$$ 

Proof. Lemma 4.7 implies

$$\sup_{r \leq s, t \leq 2r} \left| \int_{B_{s}^+} (p - \Pi^*_r) - \int_{B_{t}^+} (p - \Pi^*_r) \right| \leq C_m \left( \frac{r}{R} \right)^m \left( \int_{B_{Rr}^+} |\nabla u|^2 \right)^{1/2}.$$ 

By a dyadic decomposition, this yields

$$\left| \int_{B_{s}^+} (p - \Pi^*_r) - \int_{B_{t}^+} (p - \Pi^*_r) \right| \leq C_m \left( \frac{r}{R} \right)^m \left( \int_{B_{Rr}^+} |\nabla u|^2 \right)^{1/2}.$$ 

This, combined with Lemma 4.7 again and the triangle inequality, leads to the assertion. \qed

Proof of Theorem 1.4. Let us set

$$c_p = \int_{B_{1r}^+} (p - \Pi^*_r).$$

Then the estimate (8) is simply a combination of Proposition 4.6 and Proposition 4.8. \qed

4.4. Liouville Theorems

As an application of the large-scale estimates, we have the Liouville theorem for

$$\begin{cases} 
-\Delta u + \nabla p = 0 & \text{in } \Omega \\
\nabla \cdot u = 0 & \text{in } \Omega \\
\n\nabla \cdot u = 0 & \text{on } \Gamma.
\end{cases} \quad (127)$$

Proposition 4.9. Let $m \in \mathbb{Z}_+$ and $(u, p)$ be a weak solution to (127) satisfying

$$\lim_{R \to \infty} R^{-m} \|\nabla u\|_{L^2(B_{R^+})} = 0. \quad (128)$$

Then $(u, p) \in S_m(\Omega)$.

Proof. Let $r > 1$ be arbitrary and $R > r$. By Theorem 1.4 and the Poincaré inequality,

$$\inf_{(w, \pi) \in S_m(\Omega)} \left\{ r^{-1} \|u - w\|_{L^2(B_{r^+})} + \|p - \Pi - L\|_{L^2(B_{R^+})} \right\} \leq C \left( \frac{r}{R} \right)^m \|\nabla u\|_{L^2(B_{R^+})}.$$ 

Observe that the left-hand side is independent of $R$. Letting $R \to \infty$ and in view of (128), we see that $(u, p) = (w, \pi + L)$ in $B_{r^+}$ for some $(w, \pi) \in S_m(\Omega)$ and $L \in \mathbb{R}$. This implies the desired result by the uniqueness continuation for Stokes system. \qed
Thanks to the theorem, we have the following intrinsic characterization of $S_m(\Omega)$:

$$S_m(\Omega) = \{(u, p) \mid (u, p) \text{ is a weak solution of (127) such that}$$

$$\|\nabla u\|_{L^2(\mathbb{B}_{R,+})} = o(R^m), \quad R \to \infty\}.$$ 

We note that the growth condition of $u$ is optimal. The result improves the Liouville theorem obtained in the previous work [25], which was suboptimal about the growth condition and also restricted only to the orders $m = 1, 2$.

5. Effective Stokes Polynomials

In this section, we will introduce the space of effective Stokes polynomials. As applications, we will prove Theorem 1.7 in Section 5.1 and investigate the relation to the wall laws in Section 5.2. A concrete example of the wall law will be given in Section 5.3.

As in the previous section, all the constants depending on $m \in \mathbb{Z}_+$ are denoted by $C_m$.

5.1. Definition and Proof of Theorem 1.7

We first describe the effective polynomials for monomials. Let us take $(v^\alpha, q^\alpha) = (v^\alpha_{(i)}, q^\alpha_{(i)})$ given in Proposition 3.1, which is the boundary layer corrector for the monomial $x^\alpha y^l e_i$. Set $(w, \pi) = (x^\alpha y^l e_i, 0) + (v^\alpha_{(i)}, q^\alpha_{(i)})$. Then by the decomposition (28), we have

$$(w, \pi) = (w_{\text{poly}}, \pi_{\text{poly}}) + (w_{\text{het}}, \pi_{\text{het}}),$$

where

$$(w_{\text{poly}}, \pi_{\text{poly}}) := (x^\alpha y^l e_i + (v^\alpha_{(i)})_{\text{poly}}, (q^\alpha_{(i)})_{\text{poly}}),$$

$$(w_{\text{het}}, \pi_{\text{het}}) := ((v^\alpha_{(i)})_{\text{het}}, (q^\alpha_{(i)})_{\text{het}}).$$

Due to (31), the heterogeneous part $(w_{\text{het}}, \pi_{\text{het}})$ decays exponentially as $y \to \infty$. Thus the polynomial part $(w_{\text{poly}}, \pi_{\text{poly}})$ approximates $(w, \pi)$ extremely well far away from the boundary. Based on this observation, we regard $(w_{\text{poly}}, \pi_{\text{poly}})$ being effective when $y \gg 1$ and will call it the effective part or the effective polynomial of $(w, \pi)$.

This notion is easily extended to the heterogeneous Stokes polynomials. Let $(w, \pi) = (w_P, \pi_P) \in S_m(\Omega)$ be given as in (100). Then we define

$$w_{\text{poly}} = \sum_{|\alpha| + l \leq m} \sum_{i=1}^{d} \sum_{l \geq 1} A_i^\alpha,l (x^\alpha y^l e_i + (v^\alpha_{(i)})_{\text{poly}}),$$

$$\pi_{\text{poly}} = Q + \sum_{|\alpha| + l \leq m} \sum_{i=1}^{d} \sum_{l \geq 1} A_i^\alpha,l (q^\alpha_{(i)})_{\text{poly}},$$

(129)
and

\[ w_{\text{het}} = \sum_{|\alpha|+l \leq m} \sum_{i=1}^{d} A_i^{\alpha,l} (v_{(i)}^{\alpha,l})_{\text{het}}, \quad \pi_{\text{het}} = \sum_{|\alpha|+l \leq m} \sum_{i=1}^{d} A_i^{\alpha,l} (q_{(i)}^{\alpha,l})_{\text{het}}. \] (130)

From the consideration above, one can regard \((w_{\text{poly}}, \pi_{\text{poly}})\) as the effective part of \((w, \pi)\). Therefore, the space of effective Stokes polynomials is naturally defined by

\[ S_{m}^{\text{eff}}(\Omega) = \{ (w_{\text{poly}}, \pi_{\text{poly}}) \mid (w, \pi) \in S_{m}(\Omega) \}. \]

**Proposition 5.1.** Let \( m \in \mathbb{Z}_+ \) and let \( r_0 > 1 \) be the constant in Lemma 4.4. Then, for any \((w, \pi) \in S_{m}(\Omega)\) and for any \((x, y) \in \Omega \) with \( y \geq 4 \),

\[ \sum_{j=0,1} |\nabla^j w(x, y) - \nabla^j w_{\text{poly}}(x, y)| + |\pi(x, y) - \pi_{\text{poly}}(x, y)| \]

\[ \leq C_m \|\nabla w\|_{L^2(B_{r_0}+)} (1 + |x|)^{m-1} e^{-y/2}. \] (131)

**Proof.** Assume that \((w, \pi) = (w_P, \pi_P)\) takes the form of (100). Then, it follows from the definitions (129) and (130) as well as the estimate (31) that, when \( y \geq 4 \),

\[ \sum_{j=0,1} |\nabla^j w(x, y) - \nabla^j w_{\text{poly}}(x, y)| + |\pi(x, y) - \pi_{\text{poly}}(x, y)| \]

\[ \leq C_m \sum_{|\alpha|+l \leq m} \sum_{i=1}^{d} |A_i^{\alpha,l}|(1 + |x|)^{|\alpha|} e^{-y/2} \]

\[ \leq C_m (1 + |x|)^{m-1} e^{-y/2} \sum_{|\alpha|+l \leq m} \sum_{i=1}^{d} |A_i^{\alpha,l}| \]

\[ \leq C_m (1 + |x|)^{m-1} e^{-y/2} \| \nabla w \|_{L^2(B_{r_0}+)} , \]

where the last inequality follows from Lemma 4.4. The proof is complete. \( \square \)

Now we prove Theorem 1.7 using Proposition 5.1.

**Proof of Theorem 1.7.** Let \( r_0 > 1 \) be the constant in Lemma 4.4 and let \( R > 2r_0 \). First of all, by Theorem 1.4, there exist \((w, \pi) \in S_{m}(\Omega)\) and a constant \( c_p \) such that

\[ \|\nabla u - \nabla w\|_{L^2(B_{r_0}+)} + \|p - \pi - c_p\|_{L^2(B_{r_0}+)} \leq C \left( \frac{r}{R} \right)^m \|\nabla u\|_{L^2(B_{R,+})}, \] (132)
Let \((x, y) \in B_{R/2, +}\) and \(y \geq 4\). Put \(r := |(x, y)|\). Without loss of generality, assume \(1 < r < R/5\). Then the interior and boundary Lipschitz estimates (see, e.g., (102)) for the solution \((u - w, p - \pi - c_p)\) implies

\[
|\nabla u(x, y) - \nabla w(x, y)| \leq C \left( \int_{Q_{y/2}(x, y)}|\nabla (u - w)|^2 \right)^{1/2} 
\leq C \left( \int_{B_{2y, +}(x, 0)}|\nabla (u - w)|^2 \right)^{1/2} 
\leq C \left( \int_{B_{2r, +}(x, 0)}|\nabla (u - w)|^2 \right)^{1/2} 
\leq C \left( \int_{B_{3r, +}}|\nabla (u - w)|^2 \right)^{1/2} 
\leq C \left( \frac{r}{R} \right)^m \|\nabla u\|_{L^2(B_{R, +})}.
\]

To estimate the pressure, since \(p - \pi - c_p\) is harmonic in \(\Omega\), the interior estimate (such as the mean value property) implies that

\[
|p(x, y) - \pi(x, y) - c_p| \leq C \left( \int_{Q_{y/2}(x, y)}|p - \pi - c_p|^2 \right)^{1/2} 
\leq C \left( \int_{B_{2y, +}(x, 0)}|p - \pi - c_p|^2 \right)^{1/2} 
\leq C \left( \int_{B_{2r, +}(x, 0)}|p - \pi - c_p - \int_{B_{2r, +}(x, 0)}(p - \pi - c_p)|^2 \right)^{1/2} 
+ C \left| \int_{B_{2r, +}(x, 0)}(p - \pi - c_p) \right| 
\leq C \left( \int_{B_{3r, +}(x, 0)}|\nabla (u - w)|^2 \right)^{1/2} + C \|p - \pi - c_p\|_{L^2(B_{3r, +})} 
\leq C \left( \frac{r}{R} \right)^m \|\nabla u\|_{L^2(B_{R, +})},
\]

where we have used (102) and (132) in the last two inequalities.

On the other hand, let \((w_{\text{poly}}, \pi_{\text{poly}})\) be the effective Stokes polynomial of \((w, \pi)\). Then Proposition 5.1 implies

\[
|\nabla w(x, y) - \nabla w_{\text{poly}}(x, y)| + |\pi(x, y) - \pi_{\text{poly}}(x, y)| 
\leq C_m \|\nabla u\|_{L^2(B_{R/2, +})} (1 + |x|)^{m-1} e^{-y/2} 
\leq C_m \|\nabla u\|_{L^2(B_{R, +})} (1 + |x|)^{m-1} e^{-y/2} 
\leq C_m \|\nabla u\|_{L^2(B_{R, +})} (1 + |x|)^{m-1} e^{-y/2},
\]

where we have used (132) in the last inequality. Combining the above three estimates, we obtain the desired estimate (9) by the triangle inequality.
Finally, using the interior and boundary Lipschitz estimates, as well as the Poincaré inequality, we have

\[
|u(x, y) - w(x, y)| \leq C \left( \int_{B_{2y}(x, y)} |u - w|^2 \right)^{1/2} \\
\leq C \left( \int_{B_{2y,+(x,0)}} |u - w|^2 \right)^{1/2} \\
\leq C y \left( \int_{B_{2y,+(x,0)}} |\nabla (u - w)|^2 \right)^{1/2} \\
\leq C_m y \left( \frac{r}{R} \right)^m \|\nabla u\|_{L^2(B_R, +)}^2,
\]

where we have used the similar argument as (133) in the last inequality. This, combined with (131) again, leads to (10). Thus, the proof is complete. □

5.2. Higher-Order Wall Laws

Our aim here is to identify the (local) wall laws described in the introduction. As seen from Proposition 5.2 below, these depend only on the structure of \( \partial \Omega_1 \), not on the specific elements in \( S_m^{\text{eff}}(\Omega) \). This indicates that the wall laws are intrinsic to the domain \( \Omega \).

Firstly we describe how the Navier wall law will be derived in our context. Let us take \((v^\alpha, q^\alpha) = (v_{\alpha l}^{(i)}, q_{\alpha l}^{(i)}) \) in Proposition 3.1. The general element in \( S_1^{\text{eff}}(\Omega_1) \) takes a form of

\[
w_{\text{poly}}(x, y) = \sum_{i=1}^{d-1} c_i (ye_i + T_{(i)}), \quad T_{(i)} := \lim_{y \to 0} v_{0,1}^{(i)}(x, y),
\]

where \( T_{(i)} \) is the constant vector known as the first-order boundary layer tail. As a side note, we mention that \( T_{(i)} \cdot e_d = 0 \) by the divergence-free condition. Now if we set

\[
\Phi_{0,1} = (T_{(1)}, T_{(2)}, \cdots, T_{(d-1)}, 0) \in \mathbb{R}^{d \times d},
\]

then we recover the classical Navier wall law, or the Navier slip condition, as

\[
w_{\text{poly}}(x, 0) = \Phi_{0,1} \partial_y w_{\text{poly}}(x, 0) \quad \text{for any } (w_{\text{poly}}, \pi_{\text{poly}}) \in S_1^{\text{eff}}(\Omega).
\]

Next let \( W_{\alpha l}^{\alpha l} \) denote the effective polynomial of \( x^\alpha y^l e_i + v_{\alpha l}^{(i)} \) in the meaning of Section 5.1. Then we define the matrix-valued polynomial \( W^{\alpha l}(x, y) \) by

\[
W^{\alpha l} = (W_{(1)}^{\alpha l}, W_{(2)}^{\alpha l}, \cdots, W_{(d)}^{\alpha l}).
\]
We also define the matrix-valued polynomial $\Phi^{\alpha,l} = \Phi^{\alpha,l}(x)$ recursively. Starting from $\Phi^{0,1}$ in (134), for $(\alpha, l)$ with $|\alpha| + l = m$, we define

$$
\Phi^{\alpha,l}(x) = \frac{1}{\alpha!l!} \left( W^{\alpha,l}(x, 0) - \sum_{|\beta| + k \leq m-1, \beta \geq 0, k \geq 1} \Phi^{\beta,k}(x) \partial_x^\beta \partial_y^k W^{\alpha,l}(x, 0) \right). \quad (136)
$$

The higher-order wall laws are described by $\{ \Phi^{\alpha,l} \}_{\alpha \geq 0, l \geq 1}$. Indeed, we have

**Proposition 5.2.** Let $m \in \mathbb{Z}_+$. Then, for any $(w_{\text{poly}}, \pi_{\text{poly}}) \in S_{\text{eff}}^m(\Omega)$,

$$
w_{\text{poly}}(x, 0) = \sum_{\alpha \geq 0, l \geq 1} \Phi^{\alpha,l}(x) \partial_x^\alpha \partial_y^l w_{\text{poly}}(x, 0). \quad (137)
$$

**Proof.** The proof uses an induction on the order $m$. We already proved the case when $m = 1$ in (134) and (135). Let us assume that (137) holds for $m - 1$. Let $(w_{\text{poly}}, \pi_{\text{poly}}) \in S_{\text{eff}}^m(\Omega)$. Since the highest degree of $w_{\text{poly}}$ is $m$, we can easily find its leading term as

$$
\frac{1}{\alpha!l!} \sum_{\alpha \geq 0, l \geq 1} W^{\alpha,l}(x, y) \partial_x^\alpha \partial_y^l w_{\text{poly}}(x, 0).
$$

Define

$$
\tilde{w}_{\text{poly}}(x, y) = w_{\text{poly}}(x, y) - \frac{1}{\alpha!l!} \sum_{\alpha \geq 0, l \geq 1} W^{\alpha,l}(x, y) \partial_x^\alpha \partial_y^l w_{\text{poly}}(x, 0). \quad (138)
$$

Similarly, we can define the corresponding pressure part $\tilde{\pi}_{\text{poly}}(x, y)$. Since

$$(\tilde{w}_{\text{poly}}(x, y), \tilde{\pi}_{\text{poly}}(x, y)) \in S_{\text{eff}}^{m-1}(\Omega),$$

by the inductive assumption, one has

$$
\tilde{w}_{\text{poly}}(x, 0) = \sum_{\beta \geq 0, k \geq 1} \Phi^{\beta,k}(x) \partial_x^\beta \partial_y^k \tilde{w}_{\text{poly}}(x, 0).
$$

Combined with (138), we have

$$
\tilde{w}_{\text{poly}}(x, 0) = \sum_{|\beta| + k \leq m-1, \beta \geq 0, k \geq 1} \Phi^{\beta,k}(x) \partial_x^\beta \partial_y^k w_{\text{poly}}(x, 0)
$$

$$
- \frac{1}{\alpha!l!} \sum_{|\alpha| + l \leq m} \sum_{|\beta| + k \leq m-1, \beta \geq 0, k \geq 1} \Phi^{\beta,k}(x) \partial_x^\beta \partial_y^k W^{\alpha,l}(x, 0) \partial_x^\alpha \partial_y^l w_{\text{poly}}(x, 0). \quad (139)
$$
Again by (138), (139), and the definition of \( \Phi^{\alpha,l} \) with \( |\alpha| + l = m \) in (136), we obtain

\[
\begin{align*}
\tilde{w}_{\text{poly}}(x, 0) &= \sum_{|\alpha| + l = m} W^{\alpha,l}(x, 0) \partial_{x}^{\alpha} \partial_{y}^{l} w_{\text{poly}}(x, 0) \\
&= \sum_{|\alpha| + l = m} \Phi^{\alpha,l}(x) \partial_{x}^{\alpha} \partial_{y}^{l} w_{\text{poly}}(x, 0) \\
&= \sum_{|\alpha| + l = m} \Phi^{\alpha,l}(x) \partial_{x}^{\alpha} \partial_{y}^{l} w_{\text{poly}}(x, 0),
\end{align*}
\]

This is the desired relation (137). The proof is complete. \( \square \)

5.3. An Example for \( d = m = 2 \)

To provide a concrete example, we describe the second-order wall law for two-dimensional flows in \( \Omega \). A basis of the space \( S_{2}(\mathbb{R}^{2}) \) can be found as

\[
(0, 1), \ (ye_{1}, 0), \ (y^{2}e_{1}, 2x), \ (-2xye_{1} + y^{2}e_{2}, 2y).
\]

We would like to make explicit the elements in \( S_{2}^{\text{eff}}(\Omega) \), which is nothing more than determining the effective polynomial corresponding to the following velocity field

\[
u(x, y) := c_{1} ye_{1} + c_{2} y^{2} e_{1} + c_{3} (-2xye_{1} + y^{2}e_{2}), \ c_{i} \in \mathbb{R}. \quad (141)
\]

Let \( \alpha \in \mathbb{Z}_{\geq 0}, l \in \mathbb{Z}_{+} \) and \( i \in \{1, 2\} \). By Proposition 3.1, the polynomial part of the boundary layer \( v^{\alpha,l}_{(i)} \) correcting \( x^{\alpha} y^{l} e_{i} \) is given by

\[
(v^{\alpha,l}_{(i)})_{\text{poly}}(x, y) = \sum_{\beta=0}^{\alpha} \binom{\alpha}{\beta} x^{\alpha-\beta} (V^{\beta,l}_{(i)})_{\text{poly}}(y)
\]

with \((V^{\beta,l}_{(i)})_{\text{poly}}(y) = V^{\beta,l}_{\text{poly}}(y)\) determined recursively by

\[
V^{0}_{\text{poly}}(y) = V^{0}_{\text{poly}} = \begin{cases} (V^{0}_{\text{const}})_{1} e_{1} & \text{if } i = 1, \\
V^{0}_{\text{const}} & \text{if } i = 2, \end{cases} \quad \text{and} \quad Q^{0}_{\text{poly}}(y) = 0, \quad (142)
\]
and from the proof of Proposition 3.5,

\[
V_{\text{poly}}^\beta(y) = V_{\text{const}}^\beta - \left( \int_0^y \left( \frac{\beta}{1} \right) (V_{\text{poly}}^{\beta-1})_1(t) \, dt \right) e_2
+ \left( \int_0^y \int_0^1 \left( -2 \left( \frac{\beta}{2} \right) (V_{\text{poly}}^{\beta-2})_1(s) + \left( \frac{\beta}{1} \right) Q_{\text{poly}}^{\beta-1} \right) ds \, dt \right) e_1,
\]

\[
Q_{\text{poly}}^\beta(y) = \left( \int_0^y 2 \left( \frac{\beta}{2} \right) (V_{\text{poly}}^{\beta-2})_2(t) \, dt \right) - \left( \frac{\beta}{1} \right) (V_{\text{poly}}^{\beta-1})_1(y),
\]

(143)

where all the constants are gathered together and denoted by \( V_{\text{const}}^\beta \) in the first line of (143). In (142), the second component of \( V_{\text{poly}}^0 \) is zero when \( i = 1 \), because of the divergence-free condition and the boundary condition. The proof for the 3D case can be found in [24, Proposition 3]. The argument for the case of general dimension is the same.

The effective polynomials corresponding to \( y e_1, y^2 e_1, y^2 e_2 \) in (141) are, respectively,

\[
(y + ((V_{(1)}^{0,1})_{\text{const}})_1) e_1, \quad (y^2 + ((V_{(1)}^{0,2})_{\text{const}})_1) e_1, \quad y^2 e_2 + (V_{(2)}^{0,2})_{\text{const}}.
\]

Thus we focus on the effective polynomial corresponding to \(-2xy e_1\) in (141), namely \(-2(xy e_1 + (v_{(1)}^{1,1})_{\text{poly}})\). By a direct computation, one has

\[
(v_{(1)}^{1,1})_{\text{poly}}(x, y) = x(V_{(1)}^{0,1})_{\text{poly}}(y) + (V_{(1)}^{1,1})_{\text{poly}}(y)
= x((V_{(1)}^{0,1})_{\text{const}})_1 e_1 + (V_{(1)}^{1,1})_{\text{const}} - y((V_{(1)}^{0,1})_{\text{const}})_1 e_2.
\]

Therefore, we have

\[
-2(xy e_1 + (v_{(1)}^{1,1})_{\text{poly}}(x, y))
= -2(xy + x((V_{(1)}^{0,1})_{\text{const}})_1) e_1 + 2y((V_{(1)}^{0,1})_{\text{const}})_1 e_2 - 2(V_{(1)}^{1,1})_{\text{const}}.
\]

Combining the above, we see that the general element in \( S_{\text{eff}}^2(\Omega) \) is written as

\[
w(x, y) = c_1(y + ((V_{(1)}^{0,1})_{\text{const}})_1) e_1 + c_2(y^2 + ((V_{(1)}^{0,2})_{\text{const}})_1) e_1
- 2c_3(xy + x((V_{(1)}^{0,1})_{\text{const}})_1) e_1 + 2c_3 y((V_{(1)}^{0,1})_{\text{const}})_1 e_2 + c_3 y^2 e_2
- 2c_3(V_{(1)}^{1,1})_{\text{const}} + c_3(V_{(2)}^{0,2})_{\text{const}}, \quad c_i \in \mathbb{R}.
\]

Next we derive the second-order wall law described by \( w \). Taking the trace of \( w(x, y) \) on \( \{y = 0\} \), we find

\[
w(x, 0) = c_1((V_{(1)}^{0,1})_{\text{const}})_1 e_1 + c_2((V_{(1)}^{0,2})_{\text{const}})_1 e_1
+ c_3(- 2x((V_{(1)}^{0,1})_{\text{const}})_1 e_1 - 2(V_{(1)}^{1,1})_{\text{const}} + (V_{(2)}^{0,2})_{\text{const}}).
\]

(144)
Moreover, computing the derivatives,
\begin{align*}
\partial_y \partial_x w(x, 0) &= -2c_3 e_1, \\
\partial_y^2 w(x, 0) &= 2c_2 e_1 + 2c_3 e_2, \\
\partial_y w(x, 0) &= (c_1 - 2c_3 x) e_1 + 2c_3 ((V^0_{(1)}_{\text{const}}))_1 e_2.
\end{align*}

The latter system can be solved for \((c_1, c_2, c_3)\):
\begin{align*}
c_1 &= \partial_y w_1(x, 0) + 2c_3 x = \partial_y w_1(x, 0) - x \partial_y \partial_x w_1(x, 0), \\
c_2 &= \frac{1}{2} \partial_y^2 w_1(x, 0), \\
c_3 &= -\frac{1}{2} \partial_y \partial_x w_1(x, 0).
\end{align*}

Inserting this into (144), we obtain the following second-order wall law:
\begin{align*}
w(x, 0) &= (\partial_y w_1(x, 0) - x \partial_y \partial_x w_1(x, 0))((V^0_{(1)}_{\text{const}}))_1 e_1 \\
&\quad + \frac{1}{2} \partial_y^2 w_1(x, 0)((V^0_{(2)}_{\text{const}}))_1 e_1 \\
&\quad - \frac{1}{2} \partial_y \partial_x w_1(x, 0)(-2x((V^0_{(1)}_{\text{const}}))_1 e_1 - 2(V^1_{(1)}_{\text{const}}) + (V^0_{(2)}_{\text{const}})) \\
&= \left((V^0_{(1)}_{\text{const}}))_1 \partial_y w_1(x, 0) + \frac{1}{2} ((V^0_{(2)}_{\text{const}}))_1 \partial_y^2 w_1(x, 0)\right)e_1 \\
&\quad - \frac{1}{2} (-2(V^1_{(1)}_{\text{const}}) + (V^0_{(2)}_{\text{const}})) \partial_y \partial_x w_1(x, 0).
\end{align*}

In applications, the roughness of the boundary, i.e., amplitude and wavelength, are assumed to be small. Denoting it by \(\varepsilon\), after rescaling, the second-order wall law reads as
\begin{align*}
w(x, 0) &= \left(\varepsilon((V^0_{(1)}_{\text{const}}))_1 \partial_y w_1(x, 0) + \frac{\varepsilon^2}{2} ((V^0_{(2)}_{\text{const}}))_1 \partial_y^2 w_1(x, 0)\right)e_1 \\
&\quad - \frac{\varepsilon^2}{2} (-2(V^1_{(1)}_{\text{const}}) + (V^0_{(2)}_{\text{const}})) \partial_y \partial_x w_1(x, 0).
\end{align*}

If we set \(\lambda = ((V^0_{(1)}_{\text{const}}))_1\) and neglect the terms of order \(\varepsilon^2\), then (145) becomes
\begin{align*}
w_1(x, 0) &= \varepsilon \lambda \partial_y w_1(x, 0), \\
w_2(x, 0) &= 0.
\end{align*}

It implies that the principal part of the the second-order wall law is the Navier wall. It is worth noting that \(\lambda\) is known to be positive. This is called the slip length and plays an important role especially in the energy computation; see \([13, 23]\) for details.

In contrast, the sign of \((V^0_{(1)}_{\text{const}}))_1\) does not seem to be known, which is important when one studies the second-order wall law in the global stationary/nonstationary settings. We refer to the numerical analysis in \([12, \text{Section 6}]\) for the case of the Laplace equation. The results suggest that the sign of the corresponding constant is negative.
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Appendix

In this appendix, we verify that the pair \((V, Q)\) given by (47) is a solution of (44). First, a straightforward computation shows

\[
\Delta V = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} \left\{ (\partial^2_z V_k)(y - L) - 2|k|(\partial_z V_k)(y - L) \right\} e^{-|k|(y-L)} e^{ik \cdot x},
\]

(146)

and

\[
\nabla Q = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} \left\{ \left[ \frac{ik}{-|k|} \right] Q_k(y - L) + \left[ \frac{0}{(\partial_z Q_k)(y - L)} \right] \right\} e^{-|k|(y-L)} e^{ik \cdot x}.
\]

(147)

Then, by (48), we compute

\[
(\partial_z V_k)(y - L) = \frac{c_k}{|k|} \left[ \frac{ik}{-|k|} \right] + (\partial_z V_k)(y - L),
\]

\[
(\partial^2_z V_k)(y - L) = (\partial^2_z V_k)(y - L).
\]

Consequently,

\[
(\partial^2_z V_k)(y - L) - 2|k|(\partial_z V_k)(y - L)
= (\partial^2_z V_k)(y - L) - 2|k|(\partial_z V_k)(y - L) - 2c_k \left[ \frac{ik}{-|k|} \right].
\]

(148)
Next, we compute
\[
\partial_z V_k(z) = - \int_z^\infty \left\{ - \mathcal{F}_k(w) + \left[ \frac{ik}{-|k|} \right] \mathcal{Q}_k(w) + \left[ \frac{0}{(\partial_z \mathcal{Q}_k)(w)} \right] \right\} e^{2|k|(z-w)} \, dw,
\]
and thus
\[
\partial_z^2 V_k(z) = \left\{ - \mathcal{F}_k(z) + \left[ \frac{ik}{-|k|} \right] \mathcal{Q}_k(z) + \left[ \frac{0}{(\partial_z \mathcal{Q}_k)(z)} \right] \right\} + 2|k| \partial_z V_k(z).
\]

From (148) and (150), we have
\[
(\partial_z^2 V_k)(y - L) - 2|k| (\partial_z V_k)(y - L)
\]
\[
= -\mathcal{F}_k(y - L) + \left[ \frac{ik}{-|k|} \right] (-2c_k + \mathcal{Q}_k(y - L)) + \left[ \frac{0}{(\partial_z \mathcal{Q}_k)(y - L)} \right]
\]
\[
= -\mathcal{F}_k(y - L) + \left[ \frac{ik}{-|k|} \right] \mathcal{Q}_k(y - L) + \left[ \frac{0}{(\partial_z \mathcal{Q}_k)(y - L)} \right]
\]
(151)

Substituting this into (146), we obtain
\[
- \Delta V = \sum_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} \mathcal{F}_k(y - L) - \left[ \frac{ik}{-|k|} \right] \mathcal{Q}_k(y - L) + \left[ \frac{0}{(\partial_z \mathcal{Q}_k)(y - L)} \right] e^{-|k|(y-L)} e^{ik \cdot x}.
\]
(152)

This, combined with (147) and (34), leads to
\[
- \Delta V + \nabla Q = \sum_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} \mathcal{F}_k(y - L) e^{-|k|(y-L)} e^{ik \cdot x} = F.
\]
(153)

This proves the first equation in (44).

Now, we show \( \nabla \cdot V = 0 \). To this end, we first calculate
\[
\Delta Q = \sum_{k \in \mathbb{Z}^{d-1}\setminus\{0\}} \left\{ (\partial_z^2 \mathcal{Q}_k)(y - L) - 2|k| (\partial_z \mathcal{Q}_k)(y - L) \right\} e^{-|k|(y-L)} e^{ik \cdot x}.
\]
(154)

Moreover,
\[
\partial_z \mathcal{Q}_k(z) = - \int_z^\infty \left\{ \left[ \frac{ik}{-|k|} \right] \cdot \mathcal{F}_k(w) + (\partial_z \mathcal{F}_k)(w) \right\} e^{2|k|(z-w)} \, dw,
\]
(155)
\[
\partial_z^2 \mathcal{Q}_k(z) = \left[ \frac{ik}{-|k|} \right] \cdot \mathcal{F}_k(z) + (\partial_z \mathcal{F}_k)(z) + 2|k| (\partial_z \mathcal{Q}_k)(z).
\]
(156)
Combining (154) and (156), we have

$$\Delta Q = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} \left\{ \begin{bmatrix} i & k \\ -|k| \end{bmatrix} \cdot \mathcal{F}_k(y - L) + (\partial_z \mathcal{F}_k)_d(y - L) \right\} e^{-|k|(y-L)} e^{ik \cdot x}$$

(157)

$$= \nabla \cdot F.$$ 

Hence, (153) and (157) together yield that \( \nabla \cdot V \) is harmonic, namely,

$$\Delta (\nabla \cdot V) = 0.$$ 

(158)

To show \( \nabla \cdot V = 0 \), it suffices to show \( \nabla \cdot V(\cdot, L) = 0 \) and \( \lim_{y \to \infty} \nabla \cdot V(\cdot, y) = 0 \).

In order to see this, we compute

$$\nabla \cdot V = \sum_{k \in \mathbb{Z}^{d-1} \setminus \{0\}} \left\{ \begin{bmatrix} i & k \\ -|k| \end{bmatrix} \cdot \mathcal{V}_k(y - L) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} \cdot (\partial_z \mathcal{V}_k)(y - L) \right\} e^{-|k|(y-L)} e^{ik \cdot x}.$$ 

(159)

Using (48) and (46), we have

$$\begin{bmatrix} i & k \\ -|k| \end{bmatrix} \cdot \mathcal{V}_k(z) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} \cdot (\partial_z \mathcal{V}_k)(z)$$

$$= \begin{bmatrix} i & k \\ -|k| \end{bmatrix} \cdot \mathcal{V}_k(z) + c_k + \begin{bmatrix} i & k \\ -|k| \end{bmatrix} \cdot (\mathcal{V}_k(z) - \mathcal{V}_k(0)) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} \cdot \partial_z \mathcal{V}_k(z)$$

(160)

$$= \begin{bmatrix} i & k \\ -|k| \end{bmatrix} \cdot (\mathcal{V}_k(z) - \mathcal{V}_k(0)) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} \cdot (\partial_z \mathcal{V}_k(z) - \partial_z \mathcal{V}_k(0)).$$

Clearly, (159) and (160) imply \( \nabla \cdot V(\cdot, L) = 0 \). On the other hand, notice that \( \mathcal{V}_k(z) \) is a polynomial of \( z \), which means that (160) has at most polynomial growth as \( z \to \infty \). This implies that \( \nabla \cdot V(\cdot, y) \to 0 \) as \( y \to \infty \), due to the exponential decay factor \( e^{-|k|(y-L)} \) in (159). As a result, we derive \( \nabla \cdot V = 0 \) from (158).

Finally, it is easy to see that \( V(\cdot, L) = b \). Therefore, we have verified that \( (V, Q) \) satisfies all the equations in (44).
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