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Abstract: Many previous studies have developed decomposition and ensemble models to improve runoff forecasting performance. However, these decomposition-based models usually introduce large decomposition errors into the modeling process. Since the variation in runoff time series is greatly driven by climate change, many previous studies considering climate change focused on only rainfall-runoff modeling, with few meteorological factors as input. Therefore, a climate-driven streamflow forecasting (CDSF) framework was proposed to improve the runoff forecasting accuracy. This framework is realized using principal component analysis (PCA), long short-term memory (LSTM) and Bayesian optimization (BO) referred to as PCA-LSTM-BO. To validate the effectiveness and superiority of the PCA-LSTM-BO method with which one autoregressive LSTM model and two other CDSF models based on PCA, BO, and
either support vector regression (SVR) or, gradient boosting regression trees (GBRT), namely, PCA-SVR-BO and PCA-GBRT-BO, respectively, were compared. A generalization performance index based on the Nash-Sutcliffe efficiency (NSE), called the GI(NSE) value, is proposed to evaluate the generalizability of the model. The results show that (1) the proposed model is significantly better than the other benchmark models in terms of the mean square error (MSE<=185.782), NSE>=0.819, and GI(NSE) <=0.223 for all the forecasting scenarios; (2) the PCA in the CDSF framework can improve the forecasting capacity and generalizability; (3) the CDSF framework is superior to the autoregressive LSTM models for all the forecasting scenarios; and (4) the GI(NSE) value is demonstrated to be effective in selecting the optimal model with a better generalizability.
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1. *Introduction*

Accurate runoff forecasting is vital for water resource planning and management. Therefore, the development of runoff prediction models has already attracted significant attention in recent decades. These models are mainly divided into physical models and data-driven models (Gong et al. 2016; Shirmohammadi et al. 2013; Wu et al. 2009). The Physical models have high requirements for the input meteorological data, information about physical properties as well as boundary conditions, and computational resources. Hence, it is rarely used in practical applications. Data-driven models are widely used because of their simplicity and low information requirements
Previous data-driven streamflow forecasting has focused on time series models, such as Box-Jenkins and autoregressive moving average (ARMA) models (Ramaswamy and Saleh 2020; Sun et al. 2019; Zhang et al. 2011). However, these time series models fail to reasonably forecast the nonlinear runoff series due to the stationarity assumption (Dariane et al. 2018; He et al. 2019). Machine learning models such as support vector regression (SVR) (Cheng et al. 2015; Hadi and Tombul 2018; Lin et al. 2009; Maity et al. 2010; Vapnik et al. 1996), gradient boosting regression trees (GBRT) (He et al. 2020; Persson et al. 2017; Zhang and Haghani 2015) and artificial neural networks (ANNs) (Chua and Wong 2011; Gauch et al. 2020; Kisi et al. 2012; Kratzert et al. 2018) can address the nonstationary and nonlinear problems of runoff prediction (Friedman 2001; Kumar et al. 2019; Vapnik et al. 1996). However, the pure ML models still perform poorly for predicting complex nonlinear and nonstationary runoff series while the model is developed without input meteorological factors. In many study cases with available input meteorological data, only rainfall information was considered to predict runoff (Alizadeh et al. 2017; Chang et al. 2017; Kratzert et al. 2018; Sedki et al. 2009). Although rainfall-runoff modeling contributes greatly to improving runoff forecasting performance, more meteorological information is needed to further improve the streamflow forecasting performance. Additionally, signal decomposition algorithms such as ensemble empirical mode decomposition (EEMD), the discrete wavelet transform (DWT), singular spectrum analysis (SSA) and variational mode decomposition (VMD) have been introduced to handle the nonlinear
and nonstationary problems of raw runoff series. However, these algorithms introduce large decomposition errors when performing decomposition without using future information (Du et al. 2017; Quilty and Adamowski 2018; Tan et al. 2018; Zhang et al. 2015).

To address these problems, a climate-driven streamflow forecasting (CDSF) framework is proposed. In the CDSF framework, the meteorological data dimensionality is first reduced to save computational resources and modeling time and decrease the overfitting risk. A data-driven model is then used to implement the functionality of predicting runoff with these meteorological data as input. The hyperparameters of this data-driven model are finally tuned by an optimization algorithm. Variation analysis (Narayan and Ghosh 2021; Sheng et al. 2020), cluster analysis (Kourtit et al. 2021) and principal component analysis (PCA) (Cao et al. 2003; George and Vidyapeetham 2012), etc. could be used to reduce dimensionality. However, PCA is highly efficient and can transform the input variables into uncorrelated variables (Abdi and Williams 2010; Svante. Wold et al. 1987). Many data-driven models such as SVR, GBRT, backpropagation neural network (BPNN), and long short-term memory (LSTM) models, could implement the functionality of runoff forecasting. However, SVR and GBRT, which are shallow learning method, are very sensitive to hyperparameter selection and have a low capacity to represent distinct information (Li et al. 2020). BPNN models usually suffer from overfitting, local convergence, and low learning speed (Bisoyi et al. 2019). The LSTM model, a deep learning model, can address these drawbacks and learn long-term dependency from input meteorological
data (Bai et al. 2019; Bai et al. 2020; Yin et al. 2020). However, trial and error, grid search (GS), genetic algorithm (GA), random search (RS), Bayesian optimization (BO), etc. could be used for hyperparameter optimizations, BO is especially useful for expensive function evaluation (Bergstra and Bengio 2012; Dewancker et al. 2016; Rasmussen 2004; Snoek et al. 2012; Su et al. 2014), e.g., tuning the hyperparameters of LSTM in this study. Therefore, we realized this CDSF framework using PCA, LSTM, and BO, namely PCA-LSTM-BO.

To validate the effectiveness and superiority of the CDSF framework and the PCA-LSTM-BO model, one autoregressive LSTM model and two other CDSF models based on PCA, BO, SVR, and GBRT, namely PCA-SVR-BO and PCA-GBRT-BO, were compared. The first experiment compares the prediction performance of different the CDSF models to show the superiority of LSTM. The second experiment compares the proposed model with autoregressive models to prove the stability and high generalizability of the CDSF framework. The proposed model as well as the benchmark models are evaluated using daily runoff data and meteorological data collected from four stations located in the Huangshui River catchment, China.

2. Study Area and Data

The Huangshui River (see Fig. 1) is an important tributary of the upper reaches of the Yellow River, located eastern Qinghai Province, China. The Huangshui River has a total length of 374 km and a drainage area of $3.286 \times 10^4$ km$^2$. It originates from the Baohutu Mountains in Haiyan County, Qinghai Province, and flows through the longitudinal valley between the Datong-Daban and Laji Mountains in Qinghai Province.
The Huangshui River has a continental climate, and because of the great terrain difference in this area, the temporal and spatial variations in temperature are also large. The average annual runoff of the Huangshui River is $4.65 \times 10^8$ m$^3$, and that of the Minhe station on the mainstream is $1.79 \times 10^8$ m$^3$. Nearly 60% of Qinghai's population, 52% of cultivated land and more than 70% of industrial and mining enterprises are concentrated in the Hehuang Valley. It is also the main source of urban water in Lanzhou. Therefore, robust runoff prediction plays a vital role in production and life in this area.

![Fig. 1. A geographical overview of Huangshui River catchment in China.](image)

In this study, the historical daily runoff data and daily climate data (see Table 1) of the Xining and Minhe stations from January 1, 2006, to December 31, 2013 (2922 records for each feature), are used to evaluate the proposed model and the benchmark models. The records were collected from the China Meteorological Data Network. The daily runoff data and daily climate data of each station are divided into three parts: a
training set, validation set and testing set. These sets account for approximately 60%,
20% and 20%, respectively, of the entire data.

Table 1 Modeling data at the Xining and Minhe stations.

| Time series                        | Unit    | Data range       | Data partition                |
|------------------------------------|---------|------------------|-------------------------------|
| Average air temperature            | °C      | 2006/01/01-2013/12/31 | Training set (60%)          |
| Maximum air temperature            | °C      |                  | validation set (20%)         |
| Minimum air temperature            | °C      |                  | testing set (20%)            |
| Average relative humidity          | %       |                  |                               |
| Minimum relative humidity          | %       |                  |                               |
| Average wind speed                 | m/s     |                  |                               |
| Maximum wind speed                 | m/s     |                  |                               |
| Precipitation                      | mm      |                  |                               |
| Average pressure,                  | pa      |                  |                               |
| Maximum pressure,                  | pa      |                  |                               |
| Minimum pressure                   | pa      |                  |                               |
| Maximum surface temperature        | °C      |                  |                               |
| Minimum surface temperature        | °C      |                  |                               |
| Streamflow(Q)                      | m³/s    |                  |                               |

3. Methodology

3.1. Principal component analysis

PCA is a simple and useful tool to reduce the dimensionality of a set of correlated features while preserving as much original information as possible (Abdi and Williams 2010). PCA reduces the dimensionality by transforming a set of original variables into a smaller set of uncorrelated variables called principal components (PCs) (Helena et al. 2000). The process of PCA focuses on seeking a larger variance within the same variable but a small covariance among different variables. The PCA method has five main steps: (1) standardizing the original variables, (2) computing the covariance matrix of the standardized variables, (3) computing the eigenvectors and eigenvalues of the covariance matrix, (4) forming the feature vector from the eigenvectors and
eigenvalues, and (5) recasting the original variables to PCs. The PCs are new variables that are constructed as linear combinations of the original variables (Davis and Sampson 1986; Noori et al. 2011).

\[ Z_i = a_{i1} \times X_1 + a_{i2} \times X_2 + \cdots + a_{ip} \times X_p \]  

(1)

where \( Z_i \) represent the PCs; \( a_{it} \) are the related eigenvectors; \( X_i \) are the input variables; and \( p \) represents the number of input variables. These parameters are calculated by the following formula:

\[ |R - I\lambda| = 0 \]  

(2)

where \( R \) is the variance-covariance matrix, \( I \) is the identity matrix and \( \lambda \) is the eigenvalue.

The number of PCs (or predictors) is the only parameter that should be predefined in PCA. The number of predictors for each station is different. To facilitate comparisons, the number of predictors is replaced by the number of excluded predictors. In this paper, the number of excluded predictors ranges from 0 to 18 or 19 (half of the total number of predictors at each station). We also estimated the optimal number of predictors by using maximum likelihood estimation (MLE) (Minka 2001).

3.2. Long short-term memory

LSTM is a special kind of neural network, that is generated to solve the problem of gradient explosion and disappearance of recurrent neural networks in long sequence training. Similar to recurrent neural networks, LSTM also has the structure of a neural network repeating module chain (Bengio et al. 1994). Its structure is shown in Fig. 2.
LSTM mainly controls the flow of information to the cell state by three “gates”: a forget gate \( (f_t) \), an input gate \( (i_t) \) and an output gate \( (o_t) \). The first step is to use the sigmoid function \( \sigma \) of the forget gate to determine what information the cell state needs to discard. It outputs a vector \( f_t \) whose range is \((0,1)\) through the information of \( h_{t-1} \) and \( x_t \). The value of this vector indicates which information in the cell state \( C_{t-1} \) is retained and which is discarded (Kratzert et al. 2018).

\[
    f_t = \sigma(W_f x_t + U_f h_{t-1} + b_f)
\]  

(3)

where \( t \) is each time step from \( t = 1 \) to \( t = n \); \( h_{t-1} \) is the last hidden cell state; \( x_t \) is the current input vector. \( W_f \), \( U_f \) and \( b_f \) are the input weight matrix, recurrent weight matrix and bias vector, respectively.

The second step is to determine which new information is used to update the cell state by \( h_{t-1} \) and \( x_t \) (Zuo et al. 2020a). Then, \( h_{t-1} \) and \( x_t \) are used to obtain new candidate cell information \( \bar{C}_t \) through the tanh layer, which may be updated with cell information, as follows (Kratzert et al. 2018):

\[
    i_t = \sigma(W_i x_t + U_i h_{t-1} + b_i)
\]

(4)

\[
    \bar{C}_t = \tanh(W_c x_t + U_c h_{t-1} + b_c)
\]

(5)

where \( \tanh(\cdot) \) is the \( \tanh \) activation function, which maps a real number input to \([-11]\); when the input is 0, the output of the \( \tanh \) function is also 0.

The third step is to update the old cell information \( C_{t-1} \) and obtain the new cell
information $C_t$. The update rule is to choose to forget part of the old cell information through $f_t$ and to add part of the candidate cell information $\tilde{C}_t$ through $i_t$ to obtain new cell, as follows:

$$C_t = f_t * C_{t-1} + i_t * \tilde{C}_t$$

(6)

The fourth step, after updating the cell state, is to judge which state characteristics of the output cell are based on the input $h_{t-1}$ and $x_t$; the judgment condition is obtained by inputting through the sigmoid function layer of $o_t$. Then the cell state is passed through the tanh layer to obtain a vector. This vector is multiplied by the judgment condition obtained by $o_t$ to obtain the final output of this unit as follows (Kratzert et al. 2018):

$$o_t = \sigma(W_o x_t + U_o h_{t-1} + b_o)$$

(7)

$$h_t = o_t * \tanh (C_t)$$

(8)

where $W_o$, $U_o$ and $b_o$ are the input weight matrix, recurrent weight matrix and bias vector, respectively; The range of $h_t$ is [-1,1].

3.2. Bayesian optimization

BO is a method commonly used to adjust hyperparameters, which can be used to optimize the black-box function. There are two main parts in the process of BO: a prior function (PF) and an acquisition function. If the distribution of the model is known, the optimal model can be selected according to experience; if not, the kernel function based on a Gaussian process (GP) can be used as the black-box function for self-learning. In this paper, it is assumed that the PF obeys a Gaussian distribution. Therefore, the function values $f(x_i)$ of the PF also obey a Gaussian distribution, as follows (Rasmussen 2004):

$$f(x_i) \sim GP(\lambda_i, K)(i = 1 \ldots n)$$

(9)
where \( \{(x_i, y_i)\}_{i=1}^{n} \) is a known dataset, \( y_i = f(x_i) \); \( \{\lambda\}_{i=1}^{n} \) is the mean function set of GP and \( K \) is the covariance matrix described by the kernel function.

The acquisition function is also called the utility function. At present, there are three commonly used functions: the expected improvement (EI), upper confidence bound (UCB), and probability of improvement (PI). Here we choose the commonly used EI as the acquisition function as follows (Dewancker et al. 2015):

\[
EI(x) = \begin{cases} 
(\mu(x) - f(x^*)) \Phi(z) + \sigma(x) \phi(z), & \sigma > 0 \\
0, & \sigma = 0
\end{cases}
\]

\[
Z = \frac{\mu(x) - f(x^*)}{\sigma}
\]

where \( f(x^*) \) is the current maximum value, \( \mu(x) \) is the posterior mean, and \( \sigma(x) \) is the variance of \( f(x) \). \( \Phi(z) \) is the standard normal cumulative distribution function, and \( \phi(z) \) is the standard normal probability density function. Fig. 3 shows a flowchart of BO method based on a GP.
3.4. The CDSF framework and the realization of PCA-LSTM-BO

Decomposition-based models and rainfall-runoff modeling have limited capacity to predict runoff series that have complex nonlinearity, high irregularity, and multiscale...
variability. Therefore, this study develops a CDSF framework and realizes this framework with PCA-LSTM-BO to improve the runoff forecasting accuracy. The CDSF framework contains three main stages: (1) dimensionality reduction, (2) long-term dependency learning and (3) forecasting stage. During the first stage, PCA is used to reduce the input dimensionality to save time and computational resources and decrease the overfitting risk. In the second stage, the LSTM model and BO algorithm are used to learn the long-term dependency from meteorological data to runoff series. In the last stage, the optimized LSTM model is used to forecast the runoff series. The diagram of the CDSF framework and its PCA-LSTM-BO realization is illustrated in Fig. 4 and is summarized as follows.

Step 1 Collect runoff time series and climate time series as inputs of the CDSF framework.

Step 2 Use the partial autocorrelation function (PACF) to select the optimal lag for each time series.

Step 3 Generate learning samples including input predictors and output target for different lead times based on the optimal lags obtained in Step 2.

Step 4 Use PCA to reduce the input dimensionality. The number of features achieved through dimensionality reduction is set from 0 to half of the number of input predictors.

Step 5 Divide the learning samples into training, validation and testing sets (accounting for 60%, 20% and 20%, respectively, of the total daily runoff samples in this study).
Step 6  Train the parameters of the PCA-LSTM-BO model with the training set and optimize the hyperparameters of the PCA-LSTM-BO model with the validation set and BO algorithm.

Step 7  Input the test sample into the optimized PCA-LSTM-BO model to predict the runoff time series.

4. Case Study

4.1. Predictors and predicted targets

The runoff series along with 13 climate time series (see Table 1) are selected to build the LSTM model. The input predictors and output targets are first determined to generate the learning samples. The PACF is widely used in determining the optimal input lags in ARMA models and machine learning models (He et al. 2020). One lag can be selected as the input of the LSTM model if it falls outside the 95% confidence interval. However, using some lags that pass the 95% confidence test but are insignificant leads to a high computational cost and modeling time. Therefore, we select all lags before the first insignificant lag as the optimal input.

The average air pressure at the Xining station is used as an example to reveal how to determine the optimal lags using the PACF plot from Fig. 5. The PACF value on the third day (lag 3) exceeds the boundary of the 95% confidence interval (light blue shaded area), and the lags after the third lag are all not insignificant. Therefore, $x_1(t)$, $x_1(t - 1)$ and $x_1(t - 2)$ are selected as the optimal input lags for the average air pressure. In this way, the optimal inputs of all the time series are selected. The optimal inputs of each series are merged as the final predictor of the PCA-LSTM-BO model. Additionally,
the predicted targets of the PCA-LSTM-BO model for 1-, 3-, 5-, and 7-day-ahead runoff prediction are the original daily runoff data $Q(t + 1)$, $Q(t + 3)$, $Q(t + 5)$ and $Q(t + 7)$.

![Average Air Pressure](image)

**Fig. 5.** PACF of the average air pressure sample series for the Xining station.

### 4.2. Sample normalization

To improve the convergence speed of the model in BO, all the samples are normalized to [-1,1] using max-min normalization; the formula is as follows (Zuo et al. 2020b):

\[
y = 2 \times \frac{x - x_{min}}{x_{max} - x_{min}} - 1
\]  

where $x$ is the original value, $y$ is the normalized value, and $x_{max}$ and $x_{min}$ are the maximum and minimum values, respectively, in the original samples. The parameters $x_{max}$ and $x_{min}$ are obtained based on the training samples, and to avoid using the information of the validation and test samples, these parameters are used to normalize the validation and test samples.
4.3. Criteria for performance evaluation

To evaluate the performance of the model, the Nash-Sutcliffe efficiency (NSE) (Nash and Sutcliffe 1970) and the mean squared error (MSE) (H. Marmolin 1986) were applied in this study. In addition, we propose a generalization index based on the NSE (GI(NSE)). The mathematical formulas of these three criteria are as follows:

\[
NSE = \frac{\sum_{t=1}^{T}(x(t)-\bar{x}(t))^2}{\sum_{t=1}^{T}(x(t)-\bar{x}_{\text{avg}}(t))^2}
\]  

\[
MSE = \frac{1}{T}\sum_{t=1}^{T}(x(t) - \bar{x}(t))^2
\]  

\[
GI(NSE) = a \times (3 - (NSE_{\text{train}} + NSE_{\text{val}} + NSE_{\text{test}})) + b \times (|NSE_{\text{train}} - NSE_{\text{val}}| + |NSE_{\text{train}} - NSE_{\text{test}}| + |NSE_{\text{val}} - NSE_{\text{test}}|)
\]

where \( x(t), \bar{x}(t) \) and \( \bar{x}(t) \) are the recorded, predicted and average of the measured samples, respectively, and \( T \) is the number of samples. For the GI(NSE), \( NSE_{\text{train}}, NSE_{\text{val}}, \) and \( NSE_{\text{val}} \) are the NSE values of the training set, validation set and testing set, respectively. \( a \) is the weight of the sum of the distances between \( NSE_{\text{train}}, NSE_{\text{val}} \) and \( NSE_{\text{val}} \) and 1. \( b \) is the weight of the sum of the distances among \( NSE_{\text{train}}, NSE_{\text{val}}, \) and \( NSE_{\text{val}} \). The closer the value of \( GI(NSE) \) is to 0, the better the generalizability of the model.

4.4. Parameter optimization

In this study, we test the performance of LSTM by comparing the prediction results of PCA-LSTM-BO with those of PCA-SVM-BO and PCA-GBRT-BO. For each climate-driven model, the relevant hypermeter settings and search ranges are shown in Table 2. Each hypermeter has been adjusted to minimize the MSE, and finally the climate-driven model with the smallest MSE is selected.

Table 2 The hyperparameters, tuning strategies, and search ranges for the compared climate-driven models.
| Data-driven model | Tuning strategy | Hyperparameter       | Search space         |
|-------------------|-----------------|----------------------|----------------------|
| LSTM              | BOGP            | Batch size           | 512                  |
|                   |                 | Optimizer            | Adam                 |
|                   |                 | Learning rate        | \([1e^{-4}, 1e^{-1}]\) |
|                   |                 | Activation function  | ReLU                 |
|                   |                 | Number of hidden layers | [1, 3]             |
|                   |                 | Number of hidden units | [8, 64]            |
|                   |                 | Dropout rate         | \([0.0, 0.5]\)       |
| SVR               | BOGP            | Weight penalty \((C)\) | \([0.1, 200]\)     |
|                   |                 | Error tolerance \((\epsilon)\) | \([1e^{-6}, 1]\) |
|                   |                 | Width control coefficient \((\sigma)\) | \([1e^{-6}, 1]\) |
| GBRT              | BOGP            | Learning rate        | \([1e^{-5}, 1]\)     |
|                   |                 | Maximum depth,       | \([1, 25]\)          |
|                   |                 | Maximum feature,     | \([1, n\_features]\) |
|                   |                 | Minimum sample split | \([2, 100]\)         |
|                   |                 | Minimum sample leaf. | \([1, 100]\)        |

Note: \(n\_features\) IS the number of features.

5. Results and Discussion

5.1. Forecasting results with PCA-LSTM-BO

Fig. 6 shows the comparison between the NSE of PCA-LSTM-BO with and without dimensionality reduction for 1-day ahead streamflow forecasting. As seen from Fig. 6(a) and (b), the overall gap between the training (or validation) NSE values and the testing NSE values of the PCA-LSTM-BO with dimensionality reduction is smaller than that of the PCA-LSTM-BO without dimensionality reduction; and with the increases in the number of excluded predictors, this gap also shows a decreasing trend. Additionally, the testing NSE values are larger than 0.93, indicating that the PCA-LSTM-BO methods forecasts the unseen data reasonably well. These results indicate that the dimensionality reduction can improve the generalizability of PCA-LSTM-BO,
because PCA can transform the correlated predictors into uncorrelated predictors and reduce the overfitting risk.

![Fig. 6. The NSE of 1-day-ahead streamflow forecasting for the PCA-LSTM-BO model.](image)

The GI(NSE) values of different dimensionality-reduction scenarios of the prediction results of the PCA-LSTM-BO at the Xining and Minhe stations 1-, 3-, 5-, and 7-day-ahead are shown in Table 3 and Table 4, where “pca-0” means that the predictors are not excluded but transformed into uncorrelated predictors.

### Table 3 The GI(NSE) values of the prediction results of the PCA-LSTM-BO at the Xining station.

| Numbers of excluded predictors | 1-day-ahead | 3-day-ahead | 5-day-ahead | 7-day-ahead |
|-------------------------------|-------------|-------------|-------------|-------------|
| pca-0                         | 0.07766     | 0.204668    | 0.280841    | 0.39391     |
| pca-1                         | 0.077982    | 0.214576    | 0.350733    | 0.433557    |
| pca-2                         | 0.074173    | 0.212652    | 0.287483    | 0.468371    |
| pca-3                         | 0.076974    | 0.200728    | 0.292248    | 0.461177    |
| pca-4                         | 0.072778    | 0.196327    | 1.064446    | 0.538341    |
| pca-5                         | 0.078727    | 0.186064    | 0.284074    | 0.469206    |
| pca-6                         | 0.08003     | 0.208546    | 0.295245    | 0.460214    |
| pca-7                         | 0.07369     | 0.223795    | 0.277747    | 0.471209    |
| pca-8                         | 0.070871    | 0.197849    | 0.341172    | 0.448091    |
| pca-9                         | 0.077484    | 0.199261    | 0.363836    | 0.450177    |
| pca-10                        | 0.072772    | 0.200805    | **0.266474**| 0.510767    |
| pca-11                        | 0.07406     | 0.184521    | 0.301654    | **0.377366**|
| pca-12                        | 0.075447    | 0.191017    | 0.277423    | 0.387595    |
Table 4 The GI(NSE) values of the prediction results of the PCA-LSTM-BO at the Minhe station.

| Numbers of excluded predictors | 1-day-ahead | 3-day-ahead | 5-day-ahead | 7-day-ahead |
|-------------------------------|-------------|-------------|-------------|-------------|
| pca-0                         | 0.100621    | 0.157603    | 0.221081    | 0.262768    |
| pca-1                         | 0.095694    | 0.168789    | 0.225561    | 0.256162    |
| pca-2                         | 0.090793    | 0.188879    | 0.204795    | 0.250288    |
| pca-3                         | 0.103379    | 0.1696      | 0.215747    | 0.282999    |
| pca-4                         | 0.088828    | 0.152133    | 0.254784    | 0.255699    |
| pca-5                         | 0.084285    | 0.166015    | 0.207295    | 0.288337    |
| pca-6                         | 0.092314    | 0.155831    | 0.229265    | 0.30292     |
| pca-7                         | 0.106631    | 0.161925    | 0.21422     | 0.275764    |
| pca-8                         | 0.096595    | 0.162602    | 0.220754    | 0.274793    |
| pca-9                         | 0.088302    | 0.160891    | 0.241878    | 0.268716    |
| pca-10                        | 0.080634    | 0.151385    | 0.25799     | 0.270077    |
| pca-11                        | 0.087482    | 0.15439     | 0.241352    | 0.284734    |
| pca-12                        | 0.075809    | 0.152626    | 0.28856     | 0.275357    |
| pca-13                        | **0.073768**| 0.170935    | 0.224054    | 0.300767    |
| pca-14                        | 0.089056    | 0.182431    | 0.266341    | 0.318614    |
| pca-15                        | 0.085207    | 0.17895     | 0.263824    | 0.329677    |
| pca-16                        | 0.078214    | 0.16658     | 0.264852    | 0.290609    |
| pca-17                        | 0.08414     | 0.165721    | 0.249843    | 0.309302    |
| pca-18                        | 0.088918    | 0.196062    | 0.269823    | 0.274055    |
| Without PCA                   | 0.106342    | 0.180172    | 0.28081     | **0.223024**|

The black bold NSE values in Table 3 and Table 4 represent the optimal PCA settings of PCA-LSTM-BO models for 1-, 3-, 5- and 7-day-ahead streamflow forecasting at the Xining and Minhe stations. Fig. 7 and Fig. 8 show the final predicted results and scatter plots of the optimal PCA settings for the two stations. As seen from Fig. 7, the forecasted values can vary with the testing set and are consistent with the observed values, but they underestimate the observed values at the peak runoff and
valley runoff. The scatter plot shows that the observed and forecasted value clusters concentrated near the ideal fit of 1-day-ahead streamflow forecasting and the angle between the linear fit and ideal fit is small, which indicates that the forecasted values have a greater consistency with the observations. However, the PCA-LSTM-BO correlation values are dispersed around the ideal fit with a large angle between the ideal and linear fits for forecasting runoff 3-, 5- and 7-day-ahead. However, the angles of linear fit and ideal 1-, 3-, 5- and 7-day-ahead fit are relatively small, which further indicates that this model has better accuracy in daily runoff prediction to a certain extent. Similar results can be observed from Fig. 8.
Fig. 7. Forecasting results and scatter plots of the optimal PCA settings for the testing set for the Xining station.
Fig. 8. Forecasting results and scatter plots of the optimal PCA settings for the testing set for the Minhe station.
5.3. Comparative analysis

To evaluate the superiority of the proposed PCA-LSTM-BO method, two CDSF realizations based on SVR and GBRT, namely, PCA-SVR-BO and PCA-GBRT-BO are compared using the same dataset. In addition, an autoregressive LSTM model is also compared with these CDSF realizations. Table 5 shows the quantitative evaluation results of these optimized models. As seen that the GI(NSE) values of the PCA-LSTM-BO method for 1-, 3-, 5- and 7-day-ahead streamflow forecasts are lower than those of the PCA-SVR-BO, PCA-GBRT-BO and LSTM methods, illustrating that PCA-LSTM-BO is superior to the other models in terms of the generalizability.

| Hydrological stations | Model         | 1-day-ahead | 3-day-ahead | 5-day-ahead | 7-day-ahead |
|-----------------------|---------------|-------------|-------------|-------------|-------------|
| Xining                | PCA-LSTM-BO   | 0.069566    | 0.182093    | 0.266474    | 0.377366    |
|                       | PCA-SVR-BO    | 0.078173    | 0.215962    | 0.347667    | 0.400676    |
|                       | PCA-GBRT-BO   | 0.111974    | 0.262021    | 0.391713    | 0.431187    |
|                       | LSTM          | 0.100691    | 0.257702    | 0.36481     | 0.458753    |
| Minhe                 | PCA-LSTM-BO   | 0.073768    | 0.151385    | 0.204795    | 0.223024    |
|                       | PCA-SVR-BO    | 0.095294    | 0.172747    | 0.249221    | 0.314126    |
|                       | PCA-GBRT-BO   | 0.087293    | 0.170901    | 0.222945    | 0.295155    |
|                       | LSTM          | 0.091877    | 0.185808    | 0.233487    | 0.329197    |

To further validate the performance of these models, the performance gap in terms of the NSE and MSE for these models are compared and the results are presented in Fig. 9. As shown in Fig. 9(a) and (b), all the CDSF realizations show similar trends for forecasting daily streamflow 1-, 3- and 5-day-ahead at the Xining station, but the proposed PCA-LSTM-BO has lower NSE and higher MSE values compared with the PCA-SVR-BO and PCA-GBRT-BO methods and has much higher NSE and lower MSE values compared with the LSTM method. As can be observed from Fig. 9(c) and (d),
similar results are obtained for the Minhe station, illustrating the superiority of the PCA-LSTM-BO model. Overall, the forecasting performances can be ranked as PCA-LSTM-BO > PCA-SVR-BO ≈ PCA-GBRT-BO > LSTM. Moreover, the CDSF realizations are all superior to the single LSTM method, indicating the advantages of the CDSF framework on daily runoff forecasting. In addition, with increasing lead time, the NSE(MSE) gap between the LSTM and the PCA-LSTM-BO gradually increases from 0.0179 (8.913) to 0.0622 (30.807) at the Xining station, indicating that the CDSF framework is more stable than the autoregressive LSTM model for longer lead times. Overall, the above results sufficiently illustrate that the proposed PCA-LSTM-BO model has the best forecasting performance among these models.

**Fig. 9.** Evaluation results of the forecasting performance of the different models for the Xining (a, b) and Minhe (c, d) stations.
**Fig. 10** and **Fig. 11** display the forecasting results generated by the PCA-LSTM-BO, PCA-SVR-BO, PCA-GBRT-BO and LSTM models. As shown in **Fig. 10**(b), (c) and (d), PCA-SVR-BO and PCA-GBRT-BO have a certain ability to fit the trend and periodicity but have a poor tracking ability for predicting peak runoff and capturing random variations. As seen from **Fig. 10**, the LSTM model is better at forecasting the periodicity but performs poorly for forecasting the peak and valley runoff. Furthermore, the PCA-LSTM-BO method generally follows the runoff trend and has a better tracking ability for forecasting the observed peak runoff. In general, the PCA-LSTM-BO method has a better forecasting accuracy and generalizability performance than the other three models for forecasting daily runoff at the Xining and Minhe stations.
Fig. 10. Forecasted and observed results for the testing set at the Xining station.

Fig. 11. Forecasted and observed results for the testing set at the Minhe station.

6. Conclusion

To avoid the introduced decomposition errors of decomposition-based models and the drawbacks of rainfall-runoff modeling in runoff forecasting, this study proposed a novel CDSF framework realized with PCA-LSTM-BO. There are four stages in implementing the CDSF framework: (1) Determine the optimal lag for each variable by PACF to form predictors; (2) reduce the input dimension by PCA to decrease the overfitting risk; (3) tune the hyperparameters of an LSTM model using BO; and (4) forecast the future streamflow using the optimized LSTM model. CDSF realizations, including PCA-LSTM-BO, PCA-SVR-BO and PCA-GBRT-BO, and an autoregressive
LSTM were compared for forecasting daily streamflow 1-, 3-, 5-, and 7-day-ahead at the Xining and Minhe stations of Huangshui River, China. The main conclusions are summarized as follows.

(1) PCA in the CDSF framework can improve the forecasting capacity and generalizability.

(2) The CDSF framework is superior to the autoregressive LSTM models for all the forecasting scenarios.

(3) The PCA-LSTM-BO has the best performance in terms of the generalizability performance among all the CDSF realizations.

(4) The GI(NSE) value is demonstrated to be effective in selecting the generalizability of the model.

Overall, the CDSF framework and the PCA-BO-LSTM method are useful for daily runoff prediction for nonlinear and nonstationary runoff time series. However, the streamflow is also greatly affected by human activity. Further research will consider the impact of climate and human activity on runoff to build a streamflow forecasting model.
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