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1 Motivation

In the majority of available sources about the subject, complex $C^*$-algebras and Banach algebras and their K-theory is studied. However, for geometrical reasons, the real versions also play a prominent role.

Before describing the results of this paper, we want to give the geometric motivation why both variants are necessary.

1. Real K-Theory (meaning K-theory of real $C^*$-algebra) is more powerful since it contains additional information. Most notably this can be seen at Hitchin’s $\mathbb{Z}/2$-obstructions to positive scalar curvature in dimensions $8k+1$ and $8k+2$. They take values in $KO_j(\mathbb{R})$ for $j=1,2$. Related to this is the fact that there are 8 different groups, and not just 2, since real K-theory does not have the 2-periodicity of complex K-theory, but is 8-periodic.

In particular, we mention the following result of Stephan Stolz: if the real Baum-Connes map $\mu_{\mathbb{R},\text{red}}: RKO_*(\mathcal{E}\Gamma) \to KO_*(C^*_{\mathbb{R},\text{red}}\Gamma)$ is injective, then the stable Gromov-Lawson-Rosenberg conjecture is true for $\Gamma$. This
means that a spin manifold with fundamental group $\Gamma$ stably admits a metric with positive scalar curvature if and only if the Mishchenko-Fomenko index of its Dirac operator vanishes.

(2) Unfortunately, a real structure of some kind is needed to define indices in real K-theory. In particular, there is no good way to define a (higher) real index of the signature operator in dimension $4k + 2$.

This explains why for the Dirac operator, and therefore for the study of metrics of positive scalar curvature on spin manifolds, one traditionally uses real K-theory, whereas complex K-theory is used for the signature operator and the study of higher signatures.

This issue came up in the paper \cite{PP} of Paolo Piazza and the author, where we studied both the signature operator and the spin Dirac operator.

## 2 Real versus complex K-theory

In this paper, we give a theoretical comparison of real and complex K-theory. The results of this short note are essentially “folklore” knowledge. Early results date back to \cite{Baum-Karoubi}. However, there only the special case of commutative $C^*$-algebras (in other words, spaces) is considered.

General results about the relation between real and complex K-theory are proved by Max Karoubi in \cite{Karoubi}, using some modern homotopy theory. The results of \cite{Karoubi} are applied in \cite{Baum-Karoubi} by Paul Baum and Max Karoubi to prove that, for discrete groups, the complex Baum-Connes conjecture implies the real Baum-Connes conjecture. Their proof is based, apart from \cite{Karoubi}, on the interpretation of the Baum-Connes map as a connecting homomorphism as explained by Roe in \cite{Roe}. Our results are related to and in part equal to their results. We use, however, a different method entirely embedded in (real) bivariant K-theory (i.e. KK-theory), as developed by Kasparov (compare e.g. \cite{Kasparov} and \cite{Kasparov2}).

In the non-equivariant setting, the exact sequences stated below relating real and complex KK-theory are established (with similar methods) by Boersema in \cite{Boersema} and \cite{Boersema2}. His united KK-theory can be extended to the equivariant setting and then the framework of the so called acyclic CRT-modules and there properties as introduced by Bousfield \cite{Bousfield} could be used to give another proof of the equivalence of the real and complex Baum-Connes conjecture.

To keep the paper self contained, we reprove a number of results which (modulo extension to the equivariant case) can be found in \cite{PP, Baues}. We prove the following theorems.
2.1 Theorem Let $A$ be a separable real $\sigma$-unital $C^*$-algebra and $A_C := A \otimes \mathbb{C}$. Then there is a long exact sequence in K-theory of $C^*$-algebras

$$\cdots \to KO_{q-1}(A) \xrightarrow{\chi} KO_q(A) \xrightarrow{\mathcal{C}} K_q(A_C) \xrightarrow{\delta} KO_{q-2}(A) \to \cdots$$ (2.2)

Here, $\mathcal{C}$ is complexification, $\chi$ is multiplication by the generator $\eta \in KO_1(\mathbb{R}) \cong \mathbb{Z}/2$ (in particular $\chi^3 = 0$), and $\delta$ is the composition of the inverse of multiplication with the Bott element in $K_2(\mathbb{C})$ with “forgetting the complex structure”.

2.3 Remark Real and complex $C^*$-algebras and their K-theory are connected by “complexification” and “forgetting the complex structure”. We use these terms throughout, precise definitions are given in Definitions 3.7 and 3.8.

2.4 Corollary In the situation of Theorem 2.1, if we invert 2, in particular if we tensor with $\mathbb{Q}$, the sequence splits into short split exact sequences

$$0 \to KO_q(A) \otimes \mathbb{Z}[\frac{1}{2}] \xrightarrow{\mathcal{C}} K_q(A_C) \otimes \mathbb{Z}[\frac{1}{2}] \xrightarrow{\delta} KO_{q-2}(A) \otimes \mathbb{Z}[\frac{1}{2}] \to 0.$$ (2.5)

Proof We obtain short exact sequences because $2\eta = 0$, i.e. the image of $\chi$ (and therefore the kernel of $\mathcal{C}$) in (2.2) consists of 2-torsion.

The sequence is split exact, with split being given by “forgetting the complex structure” $K_*(A_C) \to KO_*(A)$, since the composition of “complexification” with “forgetting the complex structure” induces multiplication with 2 in $KO_*(A)$, i.e. an automorphism after inverting 2. For more details, compare Definition 3.7, Definition 3.8 and Lemma 3.9.

2.6 Theorem Assume that $\Gamma$ is a discrete group and $X$ is a proper $\Gamma$-space. Let $B$ be a separable real $\sigma$-unital $\Gamma$-$C^*$-algebra. Then we have a long exact sequence in equivariant representable K-homology with coefficients in $B$ (defined e.g. via Kasparov’s KK-theory)

$$\cdots \to RKO^\Gamma_{q-1}(X; B) \xrightarrow{\chi} RKO^\Gamma_q(X; B) \xrightarrow{\mathcal{C}} RK^\Gamma_q(X; B_C) \xrightarrow{\delta} RKO^\Gamma_{q-2}(X; B) \cdots$$ (2.7)

Here, $\mathcal{C}$ is again complexification, and $\chi$ is given by multiplication with the generator in $KO_1(pt) = \mathbb{Z}/2$, i.e. $\chi^3 = 0$. $\delta$ is the composition of (the inverse of) the complex Bott periodicity isomorphism with “forgetting the complex structure”.

2.8 Corollary In the situation of Theorem 2.6 after inverting 2, in particular after tensor product with $\mathbb{Q}$, we obtain split short exact sequences

$$0 \to KO^\Gamma_q(X; B) \otimes \mathbb{Z}[\frac{1}{2}] \xrightarrow{\mathcal{C}} K^\Gamma_q(X; B_C) \otimes \mathbb{Z}[\frac{1}{2}] \xrightarrow{\delta} KO^\Gamma_{q-2}(X; B) \otimes \mathbb{Z}[\frac{1}{2}] \to 0.$$ (2.9)
Proof  Compare the proof of Corollary 2.11.

2.10 Theorem  Let $\Gamma$ be a discrete group. Consider the special case of Theorem 2.1 where $A = C^*_\text{red}(\Gamma; B)$ is the crossed product of $B$ by $\Gamma$, and the special case of Theorem 2.6 where $X = E\Gamma$, the universal space for proper $\Gamma$-actions. We have (Baum-Connes) index maps

$$\mu_{\text{red}}: RK^p_p(E\Gamma; B_\mathbb{C}) \to K_p(C^*_\text{red}(\Gamma; B_\mathbb{C}));$$

$$\mu_{\mathbb{R},\text{red}}: RKO^p_p(E\Gamma; B) \to K_p(C^*_\text{red}(\Gamma; B)).$$

(2.11)

(2.12)

Using the canonical identification $C^*_\text{red}(\Gamma; B) = C^*_\text{red}(\Gamma; B_\mathbb{C})$, the index maps commute with the maps in the long exact sequences (2.2) and (2.9).

2.13 Corollary  The real Baum-Connes conjecture is true if and only if the complex Baum-Connes conjecture is true, i.e. $\mu_{\text{red}}$ of (2.11) is an isomorphism if and only if $\mu_{\mathbb{R},\text{red}}$ is an isomorphism.

After inverting 2, in particular after tensoring with 2, injectivity and surjectivity are separately equivalent in the real and complex case, i.e. in

$$\mu_{\text{red}} \otimes \text{id}_{\mathbb{Z}[\frac{1}{2}]}: RK^p_p(E\Gamma; B_\mathbb{C}) \otimes \mathbb{Z}[\frac{1}{2}] \to K_p(C^*_\text{red}(\Gamma; B_\mathbb{C})) \otimes \mathbb{Z}[\frac{1}{2}];$$

$$\mu_{\mathbb{R},\text{red}} \otimes \mathbb{Z}[\frac{1}{2}]: RKO^p_p(E\Gamma; B) \otimes \mathbb{Z}[\frac{1}{2}] \to K_p(C^*_\text{red}(\Gamma; B)) \otimes \mathbb{Z}[\frac{1}{2}],$$

one of the maps is injective for all $p$ if and only if the other maps is injective for all $p$, and is surjective for all $p$ if and only if the other map is surjective for all $p$.

Proof  Using the long exact sequences (2.2) and (2.7) and the 5-lemma, if $\mu_{\mathbb{R},\text{red}}$ is an isomorphism then also $\mu_{\text{red}}$ is an isomorphism. For the converse, we use the algebraic Lemma 3.1 and the fact that $\chi^3 = 0$.

After inverting 2, the long exact sequences split into short exact sequences, and consequently we can deal with injectivity and surjectivity separately, using e.g. the general form of the 5-lemma [7, Proposition 1.1].

2.14 Theorem  Corresponding results to the ones stated above hold if we replace the reduced $C^*$-algebras with the maximal ones (and the reduced index map with the maximal assembly map).

Corresponding results also hold if we replace the classifying space for proper actions $E\Gamma$ with the classifying space for free actions $ET$. If $\mathbb{B}\Gamma := ET/\Gamma$ is a finite CW-complex, and $B = \mathbb{R}$, then $RKO_p(\mathbb{B}\Gamma, B) = KO_p(\mathbb{B}\Gamma)$ is the
real K-homology of the space $B\Gamma$. We get the new index map as composition of the index map of Theorem 2.10 with a canonical map $RKO_p^\Gamma(ET; B) \to RKO_p^\Gamma(E\Gamma; B)$.

2.15 Remark Of course, in Theorem 2.14 the assembly map will in many cases not be an isomorphism — whereas no example is known such that the assembly map of Theorem 2.10 is not an isomorphism. In Theorem 2.14 we only claim that it is an isomorphism for the real version if and only if is an isomorphism for the complex version.

The long exact sequences of Theorem 2.1 and Theorem 2.6 are special cases of the following bivariant theorem.

2.16 Theorem Let $\Gamma$ be a discrete group and $A$, $B$ separable real $\sigma$-unital $\Gamma$-$C^*$-algebras. Then there is a long exact sequence

$$
\cdots \to KK^\Gamma_{q-1}(A; B) \xrightarrow{\chi} KKO^\Gamma_q(A; B) \xrightarrow{c} KK^\Gamma_q(A_{\mathbb{C}}; B_{\mathbb{C}}) \xrightarrow{\delta} KKO^\Gamma_{q-2}(A; B) \cdots
$$

(2.17)

Here, $\chi$ is given by Kasparov product with the generator of $KK^\Gamma_{1}(\mathbb{R}, \mathbb{R}) = \mathbb{Z}/2$, $c$ is given by complexification as defined in Definition 3.7 and $\delta$ is the composition of the inverse of the complex Bott periodicity isomorphism with “forgetting the complex structure” as defined in Definition 3.8.

In particular, $2\eta = 0$, $2\chi = 0$, and $\chi^3 = 0$.

3 Proofs of the theorems

Note first that Theorem 2.1 and Theorem 2.6 indeed are special cases of Theorem 2.16. For Theorem 2.1, we simply have to take $\Gamma = \{1\}$, $A = \mathbb{R}$ (and then $B$ of Theorem 2.16 is $A$ of Theorem 2.1). For Theorem 2.6, let first $Y$ be a $\Gamma$-compact $\Gamma$-invariant subspace of $X$, and set $A = C_0(Y)$. By definition,

$$
RKO_p^\Gamma(X; B) = \text{dirlim} \ KKO_p^\Gamma(C_0(Y), B),
$$

where the (direct) limit is taken over all $\Gamma$-compact subspaces of $X$. The corresponding sequence for each $Y$ is exact. Since the direct limit functor is exact, the same is true for the sequence (2.17).

We therefore only have to prove Theorem 2.16, Theorem 2.10 and Lemma 3.1 (which was used in the proof of Corollary 2.13).
An algebraic lemma

3.1 Lemma Assume that one has a commutative diagram of abelian groups with exact rows which are 3-periodic:

\[ \cdots \rightarrow A \xrightarrow{\chi} A \xrightarrow{c} B \xrightarrow{\delta} A \xrightarrow{\mu_A} \cdots \]

\[ \cdots \rightarrow U \xrightarrow{\chi_U} U \xrightarrow{c_U} V \xrightarrow{\delta_V} U \xrightarrow{\mu_A} \cdots \]

Let \( \chi \) and \( \chi_U \) be endomorphisms of finite order. Then \( \mu_B \) is an isomorphism if and only if the same is true for \( \mu_A \).

Proof If \( \mu_A \) is an isomorphism so is \( \mu_B \) by the 5-lemma.

Perhaps the most elegant way to prove the converse is to observe that the rows from exact couples in the sense of [12, Section 2.2.3]. Consequently, we get derived commutative diagrams of abelian groups with exact rows which are 3-periodic:

\[ \cdots \rightarrow \chi^n(A) \xrightarrow{|\chi|} \chi^n(A) \xrightarrow{c_n} B_n \xrightarrow{\delta_n} \chi^n(A) \xrightarrow{\mu_A} \cdots \]

\[ \cdots \rightarrow \chi^n_U(U) \xrightarrow{|\chi_U|} \chi^n_U(U) \xrightarrow{(c_U)_n} V_n \xrightarrow{(\delta_V)_n} \chi^n_U(U) \xrightarrow{\mu_A} \cdots \]

Here, \( \chi^n(A) \) is the image of \( A \) under the \( n \)-fold iterated map \( \chi \). One defines inductively \( B_n := \ker(c_{n-1} \circ \delta_{n-1})/\text{im}(c_{n-1} \circ \delta_{n-1}) \); this is a certain homology of \( B_{n-1} \), \( c_n \) is the composition of \( c_{n-1}|\chi^n(A) \) with the projection map, and \( \delta_n \) and \( (\mu_B)_n \) are the maps induced by \( \delta_{n-1} \) and \( (\mu_B)_{n-1} \), respectively, which one proves are well defined on homology classes.

In particular, \( (\mu_B)_n \) is an isomorphism if \( \mu_B \) is (an isomorphism of chain complexes induces an isomorphism on homology).

We prove now by reverse induction that \( \mu_A|\chi^n(A) \rightarrow \chi^n_U(V) \) is an isomorphism for each \( n \). Since \( \chi \) and \( \chi_U \) have finite order, there images are eventually zero, so the assertion is true for \( n \) large enough.

Under the assumption that \( \mu_A|\chi^n(A) \) is an isomorphism, we have to prove the same for \( \mu_A|\chi^{n-1}(A) \rightarrow \chi^{n-1}_U(U) \). For this, consider the commutative dia-
gram with exact rows
\[
\begin{array}{cccccc}
\chi^{n-1}(A)/\chi^n(A) & \xrightarrow{c_{n-1}} & B_{n-1} & \xrightarrow{\delta_{n-1}} & \chi^{n-1}(A) & \xrightarrow{\chi} & \chi^n(A) & \longrightarrow & 0 \\
\downarrow{\mu_A} & & \downarrow{(\mu_B)_{n-1}} & & \downarrow{\mu_A|_{\chi^{n-1}(A)}} & & \downarrow{\mu_A|_{\chi^n(A)}} & & \\
\chi^{n-1}(U)/\chi^n(U) & \xrightarrow{c_{U,n-1}} & V_{n-1} & \xrightarrow{(\delta_V)_{n-1}} & \chi^{n-1}(U) & \xrightarrow{\chi_U} & \chi^n(U) & \longrightarrow & 0
\end{array}
\]

obtained by cutting the long exact sequence (3.3). We have just argued that \((\mu_B)_{n-1}\) is an isomorphism since \(\mu_B\) is one by assumption, and by the induction assumption \(\mu_A|_{\chi^n(A)}\) is an isomorphism. By the 5-lemma \([7, \text{Proposition 1.1}]\) \(\mu_A|_{\chi^{n-1}(A)}\) therefore is onto. This implies that the leftmost vertical map in (3.4) also is onto. Now we can use the 5-lemma \([7, \text{Proposition 1.1}]\) again to conclude that \(\mu_A|_{\chi^{n-1}(A)}\) also is injective.

Induction concludes the proof.

\[\square\]

3.5 Remark The proof of “injectivity implies injectivity” in Corollary 2.10 follows from the fact that, after inverting 2,

\[K_p(B_C) \otimes \mathbb{Z}[\frac{1}{2}] \cong (KO_p(B) \oplus KO_{p-2}(B)) \otimes \mathbb{Z}[\frac{1}{2}]\]

for any real \(C^*\)-algebra \(B\) in a natural way, with a similar assertion for the left hand side of the Baum-Connes assembly map.

In particular, injectivity or surjectivity, respectively, in degree \(p\) for the complex Baum-Connes map is (after inverting 2) equivalent to injectivity or surjectivity, respectively, in the two degrees \(p\) and \(p-2\) for the real Baum-Connes map.

We should note that not only the proof of this assertion in Theorem 2.10 does not work if 2 is not inverted. Worse: the underlying algebraic statement is actually false. The easiest example is given by the short exact sequence for \(K\)-theory of a point. If we tensor this with \(\mathbb{Z}[1/2]\), it remains exact. The natural map \(M \rightarrow M \otimes \mathbb{Z}[1/2]\) connects the original exact sequence with the new exact sequence. For complex \(K\)-theory, the relevant maps are the inclusion \(\mathbb{Z} \hookrightarrow \mathbb{Z}[1/2]\) and \(0 \rightarrow 0\). In particular, this is injective in all degrees. For real \(K\)-theory, we also get (in degrees 1 and 2 mod 8) the map \(\mathbb{Z}/2 \rightarrow 0\), i.e. the map here is not injective in all degrees.

**Exterior product with “small” \(KK\)-elements**

3.6 Definition In the sequel, we will frequently encounter homomorphisms \(f: KK_{p}^\Gamma(A, B \otimes M_1) \rightarrow KK_{p+1}^\Gamma(A, B \otimes M_2)\), where \(M_1, M_2\) are “elementary” \(C^*\)-algebras (with trivial \(\Gamma\)-action), e.g. \(M_i \in \{\mathbb{R}, \mathbb{C}, M_2(\mathbb{R}), \cdots\}\).
most cases, \( f \) will be induced by exterior Kasparov product with an element \([f] \in KK_1(M_1, M_2)\).

Such a homomorphism will be called small, or given by Kasparov product with a small element. It is clear that the composition of small homomorphisms is again a small homomorphism.

**Complexification and forgetting the real structure**

**3.7 Definition** Let \( A \) be a real \( \Gamma \)-\( C^* \)-algebra with complexification \( A_C := A \otimes \mathbb{C} \). Note that \( A_C \) can also be viewed as a real \( \Gamma \)-\( C^* \)-algebra, with a canonical natural inclusion \( A \hookrightarrow A_C \). This map, and the maps it induces on K-theory are called “complexification” and denoted by \( c \).

For \( A \) and \( B \) separable real \( \Gamma \)-\( C^* \)-algebras, \( A \) unital, the map induced by \( c: A \hookrightarrow A_C \) can be composed with the isomorphism of Proposition 3.10 to get

\[
c_C: KK^\Gamma_n(B, A) \xrightarrow{[c]} KK^\Gamma_n(B, A_C) \cong KK^\Gamma_n(B_C, A_C).
\]

This is what we call the complexification homomorphism in KK-theory, it induces corresponding maps in K-theory and K-homology. Note that \( c \) is a small homomorphism, induced from \([c: \mathbb{R} \to \mathbb{C}] \in KK_0(\mathbb{R}, \mathbb{C})\).

**3.8 Definition** Let \( A \) be a real separable \( \Gamma \)-\( C^* \)-algebra, \( A_C \) its complexification. We have a canonical natural inclusion \( A_C \hookrightarrow M_2(A) \), using the usual inclusion \( i: \mathbb{C} \to M_2(\mathbb{R}) \). If \( A \) is \( \sigma \)-unital and \( B \) is another separable \( \Gamma \)-\( C^* \)-algebra, using Morita equivalence, we get the induced homomorphisms in K-theory

\[
f_C: KK^\Gamma_n(B_C, A_C) \cong KK^\Gamma_n(B, A_C) \xrightarrow{[i]} KK^\Gamma_n(B, M_2(A)) \xrightarrow{\cong} KK^\Gamma_n(B, A),
\]

called “forgetting the complex structure”. Note that \( f \) is a small homomorphism, induced by \([i: \mathbb{C} \hookrightarrow M_2(\mathbb{R})] \in KK_0(\mathbb{C}, M_2(\mathbb{R}))\). Also \( M \) is a small homomorphism, as explained in the proof of Lemma 3.9. We define \( f_\mathbb{R} := [i] \circ [M_\mathbb{R}] \in KK_0(\mathbb{C}, \mathbb{R}) \) to be the corresponding composition of small KK-elements.

**3.9 Lemma** In the situation of Definitions 3.7 and 3.8, the composition of first complexification and then forgetting the complex structure is multiplication by 2.
Proof  By definition, this composition is the small homomorphism given by exterior Kasparov product with \([i: \mathbb{R} \hookrightarrow M_2(\mathbb{R})]\) (\(i\) the diagonal inclusion) composed with the small Morita equivalence homomorphism \([M_\mathbb{R}] \in KKO_0(M_2(\mathbb{R}), \mathbb{R})\). It is known that \([i] \cdot [M_\mathbb{R}] = 2 \in KKO_0(\mathbb{R}, \mathbb{R})\), which by associativity implies the claim. For a short KK-theoretic proof, observe that \([i] \cdot [M_\mathbb{R}] = [\mathbb{R}^2 \oplus 0, 0] \in KKO_0(M_2(\mathbb{R}), \mathbb{R})\), with the obvious left \(M_2(\mathbb{R})\) and right \(\mathbb{R}\)-module structure on \(\mathbb{R}^2\), and with operator 0. On the other hand, \([i] = (M_2(\mathbb{R}) \oplus 0, 0)\). Since both operators in our representatives are 0 we get (compare e.g. \([2]\))

\([i] \cdot [M_\mathbb{R}] = [\mathbb{R}^2 \oplus 0, 0] = 2[\mathbb{R} \oplus 0, 0] \in KK^\Gamma(\mathbb{R}, \mathbb{R}).\]

Since \([\mathbb{R} \oplus 0, 0] = 1 \in KK^\Gamma(\mathbb{R}, \mathbb{R})\), the claim follows. □

Lemma 3.9 implies that, after inverting 2, the long exact sequences of Section 2 give rise to the split short exact sequences we claim to get.

To relate the K-theory of a complex \(C^*\)-algebra with the K-theory of the same \(C^*\)-algebra, considered as a real \(C^*\)-algebra, we already used the following results.

3.10 Proposition  Let \(\Gamma\) be a discrete group. If \(A\) is a \(\sigma\)-unital complex \(\Gamma\)-\(C^*\)-algebra (which can also be considered as a real \(C^*\)-algebra) and \(B\) is a separable real \(\Gamma\)-\(C^*\)-algebra, then the inclusion \(B \hookrightarrow B_{\mathbb{C}}\) induces a natural isomorphisms

\[ b: KK^\Gamma_n(B_{\mathbb{C}}, A) \xrightarrow{\cong} KKO^\Gamma_n(B, A) \quad (3.11) \]

Proof  The isomorphism of \((3.11)\) is given by the fact that there is a one to one correspondence already on the level of Kasparov triples: since \(A\) is \(\sigma\)-unital, every Hilbert \(A_{\mathbb{C}}\)-module \(E\) is a complex vector space, and therefore the same is true for the set of bounded operators on \(E\). Therefore, the real linear maps \(B \to B(E)\) are in one-to-one correspondence with the complex linear maps \(B_{\mathbb{C}} \to B(E)\). All the other conditions on equivariant Kasparov triples, and the equivalence relations are preserved by this correspondence. All this follows directly by inspecting Definitions 2.1 to 2.3 in [11]. □

Proof of Theorem 2.16

Special cases of Theorem 2.16 are well known, compare e.g. [11] (3.4)]. We are going to use these known results below.

Following the notation of [11] Section 2] and [9] Section 7], let \(\mathbb{R}^{1,0}\) be the real line with the involution \(x \mapsto -x\), and \(D^{1,0}, S^{1,0}\) the unit disc and sphere, respectively, with the induced involution.
Given any real $C^*$-algebra $A$ and a locally compact space $X$ with involution $x \mapsto x^\ast$, following [9, Section 6] we define

$$A(X) := \{ f : X \to A \otimes \mathbb{C} \mid f(x) = \overline{f(x)}; f(x) \xrightarrow{\infty} 0 \}.$$ 

This is again a real $C^*$-algebra.

We have the short exact sequence

$$0 \to \mathbb{R}(\mathbb{R}^{1,0}) \to \mathbb{R}(D^{1,0}) \to \mathbb{R}(S^{1,0}) \to 0,$$

where we identify $\mathbb{R}^{1,0}$ with the open unit interval in $D^{1,0}$. This short exact sequence admits a completely positive cross section, using a cutoff function $\rho : D^1 \to [0,1]$ with value 1 at the boundary and 0 at the origin to extend functions on $S^{1,0}$ to the disc.

For an arbitrary real $\Gamma$-$C^*$-algebra $A$, tensoring (3.12) with $A$, we get a short exact sequence (using the canonical isomorphism $A \otimes_{\mathbb{R}} \mathbb{R}(X) \cong A(X)$)

$$0 \to A(\mathbb{R}^{1,0}) \to A(D^{1,0}) \to A(S^{1,0}) \to 0,$$

which again admits a completely positive cross section induced from the completely positive cross section of (3.12).

Moreover, evaluation at 1 gives a natural and canonical $C^*$-algebra isomorphism

$$\phi : A(S^{1,0}) \cong A_C.$$

We also note that the evaluation map

$$A(D^{1,0}) \to A; f \mapsto f(0)$$

is a homotopy equivalence in the sense of KK-theory. The homotopy inverse maps $x \in A$ to the constant map with value $x$. In particular, we have natural isomorphisms

$$\psi : KKO_\Gamma^\ast(B, A) \cong KKO_\Gamma^\ast(B, A(D^{1,0})),
$$

where the maps in both directions are small homomorphisms in the sense of Definition 3.6.

Concerning $A(\mathbb{R}^{1,0})$, by [10, Paragraph 5, Theorem 7]

$$\alpha : KKO_n^\Gamma(B, A(\mathbb{R}^{1,0})) \cong KKO_{n-1}^\Gamma(B, A),$$

where the map $\alpha$ and its inverse are given by exterior Kasparov product with small elements.

(We remark that the corresponding, but slightly different statements in [16, 2.5.1] are partly wrong, since Schr"oder is disregarding the gradings.)
Therefore, the short exact sequence (3.12) induces via the short exact sequence (3.13) for separable real $\sigma$-unital $\Gamma$-$C^*$-algebras $A$ and $B$ a long exact sequence in equivariant bivariant real $K$-theory, and we get the following commutative diagram:

\[
\begin{array}{ccccccccc}
& KKO_{n+1}(B, A(S^{1,0})) & \xrightarrow{\cong} & KKO_{n+1}(B, A_C) & \xleftarrow{\cong} & KK^\Gamma_{n+1}(B_C, A_C) & \\
\delta & \downarrow & \delta' & \downarrow & \delta'' & \\
& KKO_n(B, A(\mathbb{R}^{1,0})) & \xrightarrow{\cong} & KKO_n(B, A(\mathbb{R}^{1,0})) & \xleftarrow{\cong} & KKO^\Gamma_n(B, A) & \\
i & \downarrow & \rho & \downarrow & \chi & \\
& KKO_n(B, A(D^{1,0})) & \xleftarrow{\cong} & KKO_n(B, A) & \xrightarrow{\cong} & KKO^\Gamma_n(B, A) & \\
\j & \downarrow & \i_2 & \downarrow & c & \\
& KKO_n(B, A(S^{1,0})) & \xrightarrow{\cong} & KKO_n(B, A_C) & \xleftarrow{\cong} & KK^\Gamma_n(B_C, A_C) & \\
\end{array}
\]

In this diagram, all the horizontal maps are isomorphisms which have been explained above. The vertical maps in the middle and right row are induced by the maps of the left row and the horizontal isomorphisms. The horizontal maps are small homomorphisms where the inverse is also a small homomorphism. In particular $\phi_*$ is induced from the isomorphism of $C^*$-algebras $\phi: \mathbb{R}(S^{1,0}) \rightarrow \mathbb{C}$ (and therefore is small). Here, $b$ is a somewhat exceptional homomorphism: it is the identification of KK-groups of Proposition 3.10 which is true on the level of cycles.

The construction of the long exact sequence in KK-theory implies that $\delta$, $i$ and $j$ are small homomorphisms (compare [16, Theorem 2.5.6]), and $i$ and $j$ are induced from the maps in the short exact sequence (3.12).

Since the compositions of small homomorphisms are small, the same follows for $\delta'$, $\rho$, $i_2$ and $\chi$. Composing the maps, we see that $i_2$ is induced from the inclusion $\mathbb{R} \hookrightarrow \mathbb{C}$, and therefore $c$ is the complexification homomorphism of Definition 3.7. Since $\delta''$ equals $\alpha \circ \delta'$ (upto the canonical identification $b$) we can also consider $\delta''$ as a small homomorphism.

To identify the small homomorphisms $\tilde{\chi} \in KK_1(\mathbb{R}, \mathbb{R}) = \mathbb{Z}/2$ and $\delta''$, it suffices...
to study the case $A = B = \mathbb{R}$ and $\Gamma = \{1\}$. Then we get

$$\cdots \to K^{n+1}(\mathbb{C}) \xrightarrow{\delta''} KO^{n-1}(\mathbb{R}) \xrightarrow{\chi} KO^n(\mathbb{R}) \xrightarrow{\sim} K^n(\mathbb{C}) \to \cdots$$ (3.14)

This exact sequence, including the identification of $\chi$ as multiplication with the generator of $KKO^1(\mathbb{R}) = KKO_1(\mathbb{R}, \mathbb{R}) = \mathbb{Z}/2$ and of $\delta''$ as composition of complex Bott periodicity with “forgetting the complex structure” is already established in [1]. Alternatively, a careful analysis of the constructions in this special case also identifies $\chi$ and $\delta''$ without much difficulty. Note that without these computations we nevertheless identify $\tilde{\chi} = \chi$, since it has to be non-zero by the known $K$-theory of $\mathbb{R}$ and $\mathbb{C}$, and there is only one non-zero element in $KK_1(\mathbb{R}, \mathbb{R})$. Since, in this paper, we don’t use the explicit description of $\delta''$, the main results of this paper are established without using [1] (or Remark 3.15).

Finally, observe that $\chi$ has additive order 2. Moreover, if we iterate $\chi$ three times, we take the Kasparov product with third power of the generator in $KK_1(\mathbb{R}, \mathbb{R})$ which is zero, and therefore $\chi^3 = \chi \circ \chi \circ \chi = 0$.

**3.15 Remark** A possible way to calculate $\delta''$ is the following: the same arguments which lead to the $K$-theoretic exact sequence (3.14) give rise to a corresponding sequence in $K$-homology. Using that we know $KKO_*(\mathbb{R}, \mathbb{R})$, this implies that $KKO_{-2}(\mathbb{C}, \mathbb{R}) \cong \mathbb{Z}$. Moreover, using the fact that “forgetting the complex structure” gives a unital ring homomorphism $KK_*(\mathbb{C}, \mathbb{C}) \to KKO_*(\mathbb{C}, \mathbb{C})$ (using the arguments of Proposition 3.10) we get Bott periodicity $KKO_{-2}(\mathbb{C}, \mathbb{R}) \cong KKO_0(\mathbb{C}, \mathbb{R})$, where the map is given by multiplication with the complex Bott periodicity element $\beta \in KKO_2(\mathbb{C}, \mathbb{C})$. In particular, the generators of $KKO_{-2}(\mathbb{C}, \mathbb{R})$ are products of the inverse $\beta^{-1} \in KKO_{-2}(\mathbb{C}, \mathbb{C})$ of the complex Bott periodicity element with the generators of $KKO_0(\mathbb{C}, \mathbb{C})$. Using the $K$-homology version of (3.14) again (where $\mathbb{Z} \cong KKO_0(\mathbb{C}, \mathbb{R}) \to KKO_0(\mathbb{R}, \mathbb{R}) \cong \mathbb{Z}$ is induced by the inclusion $\mathbb{R} \hookrightarrow \mathbb{C}$), the element “forgetting the complex structure” $f_\mathbb{R}$ (defined in 3.18) defines a generator of $KKO_0(\mathbb{C}, \mathbb{R})$ (since this element is mapped to 2; and we conclude from the long exact sequence that this also happens to a generator). It follows that the Kasparov product of $\beta^{-1}$ with $f_\mathbb{R}$ is an additive generator of $KKO_{-2}(\mathbb{C}, \mathbb{R})$.

The exact sequence (3.14) implies that $\delta''$ can not be divisible. Since it is given by some element of $\mathbb{Z} \cong KKO_{-2}(\mathbb{C}, \mathbb{R})$, it has (up to a sign which we don’t have to determine) to coincide with the generator, i.e. the product of $\beta^{-1}$ and $f_\mathbb{R}$.
Proof of Theorem 2.10

It remains to prove that the Baum-Connes assembly maps are compatible with the maps in the long exact sequences. To do this, we have to recall this assembly (or index) map. It is in the real and complex case given by the same procedure, which we describe for complex K-theory.

\( \mu \) is given as composition of two maps. The first of these is

\[
descent: KK_n^\Gamma(C_0(\mathcal{E}\Gamma), \mathbb{C}) \to KK_n(C^*_{\text{red}}(\Gamma; C_0(\mathcal{E}\Gamma)), C^*_{\text{red}}(\Gamma; \mathbb{C})). \tag{3.16}
\]

To be precise, we have to apply this map to \( \Gamma \)-compact subsets of \( \mathcal{E}\Gamma \) and then pass to the limit. We avoid this to simplify notation. By [2, Theorem 20.6.2] (and [16, Theorem 2.4.13] for the real case) this descent is compatible with Kasparov products. Since \( \Gamma \) acts trivially on the right hand factor \( \mathbb{C} \), \( C^*_{\text{red}}(\Gamma; \mathbb{C}) \cong \mathbb{C} \otimes_\mathbb{C} C^*_{\text{red}} \Gamma \cong C^*_{\text{red}} \Gamma \). Note that the construction of descent for trivial actions just amounts to the exterior Kasparov product with the identity on the level of KK. In other words, if \( A \) and \( B \) have a trivial \( \Gamma \)-action, then

\[
descent: KK(A, B) \to KK(A \otimes C^*_{\text{red}} \Gamma, B \otimes C^*_{\text{red}} \Gamma)
\]

is given by exterior tensor product with the identity.

Since descent is compatible with the intersection product, it follows that descent commutes with exterior Kasparov product with small elements in the sense of Definition 3.10 in (3.16).

The second map

\[
KK(C^*_{\text{red}}(\Gamma; C_0(\mathcal{E}\Gamma)), C^*_{\text{red}} \Gamma) \to KK(\mathbb{C}, C^*_{\text{red}} \Gamma) \tag{3.17}
\]

is given by left Kasparov product with a certain element, the “Mishchenko line bundle”, in \( KK(\mathbb{C}, C_0(\mathcal{E}\Gamma)) \). This also commutes with exterior Kasparov product with small KK-elements.

Now the Baum-Connes assembly map \( \mu \) is the composition of the two homomorphisms just described, and therefore also commutes with small homomorphisms.

Since the homomorphisms in the long exact sequences are all small, the Baum-Connes maps are compatible with them, which is the assertion of Theorem 2.10.

Variations

It is clear that all the arguments given in this section apply in exactly the same way in the situations described in Theorem 2.14 which is therefore also true.
References

[1] M F Atiyah, K-theory and reality, Quart. J. Math. Oxford Ser. (2) 17 (1966) 367–386, [MR0206940]

[2] Bruce Blackadar, K-theory for operator algebras, volume 5 of Mathematical Sciences Research Institute Publications, second edition, Cambridge University Press, Cambridge (1998)

[3] Jeffrey L Boersema, Real C*-algebras, United KK-theory, and the Universal Coefficient Theorem, [arXiv:math.OA/0302335]

[4] Jeffrey L Boersema, The Range of United K-Theory, preprint (2003) [arXiv:math.OA/0310209]

[5] Jeffrey L Boersema, Real C*-algebras, united K-theory, and the K"unneth formula, K-Theory 26 (2002) 345–402, [MR1935138]

[6] A K Bousfield, A classification of K-local spectra, J. Pure Appl. Algebra 66 (1990) 121–163, [MR92d:55003]

[7] Henri Cartan, Samuel Eilenberg, Homological algebra, Princeton University Press, Princeton, N. J. (1956)

[8] Nigel Hitchin, Harmonic spinors, Advances in Math. 14 (1974) 1–55, [MR50:11332]

[9] Max Karoubi, A descent theorem in topological K-theory, K-Theory 24 (2001) 109–114

[10] G G Kasparov, The operator K-functor and extensions of C*-algebras, Izv. Akad. Nauk SSSR Ser. Mat. 44 (1980) 571–636, 719, [MR81m:58075]

[11] G G Kasparov, Equivariant KK-theory and the Novikov conjecture, Invent. Math. 91 (1988) 147–201, [MR88j:58123]

[12] John McCleary, User’s guide to spectral sequences, volume 12 of Mathematics Lecture Series, Publish or Perish Inc., Wilmington, DE (1985)

[13] Paul Baum and Max Karoubi, On the Baum-Connes conjecture in the real case, Preprint, October 9, 2003, K-theory Preprint Archives, available from: [http://www.math.uiuc.edu/K-theory/0658/]

[14] Paolo Piazza, Thomas Schick, Bordism and rho invariants, in preparation

[15] John Roe, Index theory, coarse geometry, and topology of manifolds, volume 90 of CBMS Regional Conference Series in Mathematics, Published for the Conference Board of the Mathematical Sciences, Washington, DC (1996), [MR97h:58155]

[16] Herbert Schröder, K-theory for real C*-algebras and applications, volume 290 of Pitman Research Notes in Mathematics Series, Longman Scientific & Technical, Harlow (1993)

Fachbereich Mathematik, Georg-August-Universität Göttingen, Germany

Email: schick@uni-math.gwdg.de Received: 24 November 2003

[http://www.uni-math.gwdg.de/schick]

Algebraic & Geometric Topology, Volume 4 (2004)