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Abstract—Recursive Bayesian inference (RBI) provides optimal Bayesian latent variable estimates in real-time settings with streaming noisy observations. Active RBI attempts to effectively select queries that lead to more informative observations to rapidly reduce uncertainty until a confident decision is made. However, typically the optimality objectives of inference and query mechanisms are not jointly selected. Furthermore, conventional active querying methods stagger due to misleading prior information. Motivated by information theoretic approaches, we propose an active RBI framework with unified inference and query selection steps through Rényi entropy and $\alpha$-divergence. We also propose a new objective based on Rényi entropy and its changes called Momentum that encourages exploration for misleading prior cases. The proposed active RBI framework is applied to the trajectory of the posterior changes in the probability simplex that provides a coordinated active querying and decision making with specified confidence. Under certain assumptions, we analytically demonstrate that the proposed approach outperforms conventional methods such as mutual information by allowing the selections of unlikely events. We present empirical and experimental performance evaluations on two applications: restaurant recommendation and braincomputer interface (BCI) typing systems.
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I. INTRODUCTION

Recursive Bayesian inference (RBI) is a general probabilistic framework to estimate the unknown probability distribution of latent states through a recursive querying process over time. Due to advantages of Bayesian approaches, for state estimation, it is also preferred to fuse the obtained evidence with a prior information in a Bayesian manner. Accordingly, the state estimation and the estimation confidence depend on the posterior distribution recursively calculated over the state. Since, the observations are noisy, to achieve a high confidence and to decrease ambiguity in the state estimation, the system probes the environment through multiple recursions of queries$^1$, $^2$. Throughout this manuscript, we denote each recursion and corresponding confidence update as a sequence.

The RBI framework consists of two main objectives: evidence collection (potentially through active querying through a sequence of queries) and inference. The goal of the inference is to estimate latent state that is the most likely to be the intended state. The inference objective is defined based on a Bayes decision policy. Typically the maximum a posteriori (MAP) estimation is used to minimize zero-one risk. Decision is constrained with a pre-defined confidence level over the posterior distribution to prevent premature decisions. To reach the confidence level, the system attempts to make inference after observing the evidence based on the queries. However, the evidence collection process is costly, especially when the evidence is not collected through carefully selected queries. Therefore, query optimization are required to make the recursive inference more practical and efficient.

From a state-estimation perspective, query optimization in the recursive state estimation is often performed by greedy selection, which can be split into three subgroups of 1) expected posterior maximization$^3$, in which the Bayesian model has been used for the querying process; 2) Fisher information-based approaches$^4$–$^6$, and 3) information theory-based approaches such as entropy minimization or maximum mutual information (MMI)$^7$–$^11$. It is shown that all these approaches for optimum sequence design through query selection lead to the selection of $N$-best queries with respect to the current belief$^12$, $^13$. As an example of posterior maximization, Wilson et al.$^3$ proposed a Bayesian query optimization to elicit the target with as few queries as possible using a sampling with a Monte Carlo estimate dependent variational distance measure. Using Fisher information, Sourati et al.$^6$ introduced a Fisher information-based ratio for an active sample selection for training a classifier with tractable computation. The proposed ratio shifts the classifier parameters towards the most informative point in the parameter space. Since these parameters were essentially obtained through a posterior maximization, this approach can also be adopted to maximize the information of the argument in the posterior. Hierarchical sampling proposed by Dasgupta and Hsu$^14$ is another active learning framework proposed for query selection, which forms a query subset partitioned with different objectives.

All these approaches for optimum sequence design through query selection would lead to the selection of $N$-best queries decided based on the probability distribution defined over the latent states, under two assumptions: (i) unimodality of observation distribution and (ii) finite subset of queries$^12$, $^13$. $N$-best selection queries based only on the latest belief over the states may not always provide the best performance, especially at the beginning of the RBI process, as they always
exploit the current knowledge and lack further exploration beyond current belief.

As an example, consider a recommender system. In such a system, the current belief is always influenced by the history of the users’ profiles. Accordingly, by employing the N-best selection, the system recommends items similar to the ones selected by peers, or reminiscent of the ones the user has previously showed interest in. However, these systems are not as effective when the user is looking for a new item, e.g., in the case of an adventurous diner. In this case, the prior information behaves in an adversarial manner, causing a longer estimation procedure, or may lead to an unsatisfactory estimation due to the limited number of observations. Therefore, instead of exploiting the current belief, such systems can benefit from exploration of evidence beyond the current belief.

In addition to the sequence design based on query selection, in an RBI framework, inference is usually constrained with a posterior threshold. Such a threshold increases the number of query sequences to obtain enough evidence for confident inference. Therefore, in RBI there is a trade-off between speed and accuracy. Here, we propose a unified active RBI framework to balance the speed and accuracy trade-off and enhance RBI performance. Our framework is particularly effective in adversarial scenarios where a balance between exploitation and exploration needs to be achieved. The proposed framework utilizes the Bayesian approach for updating the probability distribution defined over the states using posterior trajectory to enhance speed accuracy trade-off in state estimation. By defining query selection, inference objectives and confidence constraints based on Rényi entropy, our mathematical formulation unifies the query selection and inference steps of RBI. Such a formulation enables us to analytically demonstrate that the proposed policy for query selection that finds a compromise between exploitation and exploration performs at least as good as the methods that make N-best selections relying on the exploitation of the current belief. Moreover this formulation enables us to formulate the subset query selection optimization problem as a tractable problem [15]. Finally, we provide analytical results to show that the proposed unified approach has theoretical guarantees to outperform the methods based only on mutual information or entropy.

In summary, our novel contributions are (i) unifying the inference and query selection steps of RBI through Rényi entropy; (ii) proposing a new objective based on Rényi entropy and changes in the Rényi entropy, i.e., Momentum that encourages exploration for adversarial cases, (iii) proposing a new stopping criterion for decision making, (iv) providing a short-term policy evaluation to demonstrate the proposed method has theoretical performance guarantees under reasonable assumptions, and (v) presenting a novel geometrical representation for RBI problem that allows us to investigate how the query optimization influences the estimation process and how the posterior belief changes over sequences in the probability simplex. To illustrate the performance of the proposed method, we consider three testbeds, (a) restaurant recommendation system, (b) object tracking with cognitive radar, and (c) a brain-computer interface (BCI)-based typing system.

II. PRELIMINARIES

In the recursive state estimation, the learner (system) is tasked to update its belief of the distribution over state candidates by collecting observations as a result of querying the environment. The state is denoted by $\sigma$. We assume that the state is an element of a finite set denoted by $\mathcal{A}$. The learner proceeds with the evidence collection for state estimation through sequences of queries indexed by $s$ which is divided into $N$ trials indexed by $i$. The system decides on a subset of queries $\Phi_s \triangleq \{\phi_{s}^{1}, \ldots, \phi_{s}^{N} \}$ at the beginning of each sequence, where $\phi_{s}^{i} \in Q$ and $Q$ is the set of queries. After system queries the environment, corresponding evidence $\varepsilon_s \triangleq \{\varepsilon_{s}^{1}, \ldots, \varepsilon_{s}^{N} \}$ is observed. Due to the noise in an observation, estimation of $\sigma$ requires recursion of multiple sequences. This process can be well formulated as a RBI problem. By formulating the problems in a Bayesian estimation framework, we decompose the estimation into inference ($I$) and querying ($Q$) objectives, which is expressed as follows.

\[
(I) : \hat{\sigma} = \arg \max_{\sigma} f_I(\sigma, \mathcal{H}_s) \\
\text{s.t. } g_I(\sigma, \mathcal{H}_s) > 0
\]

\[
(Q) : \Phi_{s+1} = \arg \max_{\Phi} f_Q(\sigma, \Phi, \mathcal{H}_s)
\]

Here, $\mathcal{H}_s \triangleq \{\varepsilon_{1:s}, \Phi_{1:s}, \mathcal{H}_0 \}$ represents the task history and $\mathcal{H}_0$ represents the prior information. Where $f$ and $g$ are denoting arbitrary functions to distinctly represent objectives and the constraint respectively. The system alternates between ($I$) and ($Q$) to collect evidence until the optimality objective measure, i.e., an equality constraint $g_I$ is satisfied. Accordingly, the choice of constraint and query optimization objective is critical to reduce the cost e.g., number of queries.

To represent the probabilistic relationship among variables, the graphical model of the RBI problem is illustrated in Figure 1. In this figure, $\ell_s$ is the label for each observation at sequence $s$. In this paper, we assume observations are independent of each other given the label sequence, therefore

\[
\mathcal{H}_0 \rightarrow \sigma \rightarrow \Phi_s \rightarrow \ell_s \rightarrow \varepsilon_s
\]
Accordingly, we can have:

\[ p(\sigma | \varepsilon_s, \Phi_s, \mathcal{H}_{s-1}) = p(\sigma | H_0) \prod_{j=1}^{s} \frac{p(\varepsilon_j | \sigma, \Phi_j)}{p(\varepsilon_j | \Phi_j, \mathcal{H}_{j-1})} \]

where \( p(\varepsilon_j | \sigma, \Phi_j) \) and \( p(\varepsilon_j | \Phi_j, \mathcal{H}_{j-1}) \) can be obtained through marginalization over \( \ell_j \) as:

\[
p(\varepsilon_j | \sigma, \Phi_j) = \sum_{\ell_j} p(\varepsilon_j | \ell_j)p(\ell_j | \sigma, \Phi_j)
\]

\[
p(\varepsilon_j | \Phi_j, \mathcal{H}_{j-1}) = \sum_{\ell_j} p(\varepsilon_j | \ell_j)p(\ell_j | \Phi_j, \mathcal{H}_{j-1})
\]

Accordingly, we can have:

\[ p(\sigma | \ell_j, \Phi_j, \mathcal{H}_{j-1}) = \frac{p(\ell_j | \sigma, \Phi_j)p(\sigma | \mathcal{H}_{j-1})}{p(\ell_j | \Phi_j, \mathcal{H}_{j-1})} = \sum_{v \in A} p(\ell_j | v, \Phi_j)p(v | \mathcal{H}_{j-1}) \]

where \( p(\ell_j | \sigma, \Phi_j) \) expresses the probabilistic relationship between each subset of queries and a state, which is typically learned by query understanding techniques \[16\]. Since query understanding is out of the scope of this study, it is assumed that \( p(\ell_j | \sigma, \Phi_j) \) is given as an external input.

Conventionally, in the active RBI framework, \( f_1 \) is a function of posterior probability and changes in probability domain and state constraint is a confidence level threshold \( \tau \in \mathbb{R} \) on the state posterior probability. Moreover, query selection is typically achieved through information theory-based techniques such as MMI \[9\], which is equivalent to conditional entropy minimization when \( \varepsilon_s \) corresponding to the upcoming sequence is not observed. Accordingly, \( f_1 \) and \( f_Q \) objectives and \( g_f \) are defined as the following:

\[
(I) : \quad \hat{\sigma} = \arg \max_{\sigma \in A} p(\sigma | \mathcal{H}_s) \quad \text{s.t.} \quad p(\sigma | \mathcal{H}_s) > \tau
\]

\[
(Q) : \quad \Phi_{s+1} = \arg \max_{\Phi \in Q^\infty} -H(\sigma | \varepsilon_s, \Phi, \mathcal{H}_s)
\]

Since \(-H(\sigma | \varepsilon_s, \Phi, \mathcal{H}_s)\) is a submodular and non-increasing set function, the sequential subset query selection can be achieved via a greedy approach by optimizing \( f_Q \) for each query with theoretical guarantees \[17\]–\[19\]. Therefore, query selection objective can be reformulated for each query as the following:

\[
(Q) : \quad \phi^i_{s+1} = \arg \max_{\phi} -H(\sigma | \varepsilon_{s+1}, \phi, \mathcal{H}_s).
\]

III. INTEGRATING INFERENCE AND QUERYING OBJECTIVES

A known challenge in optimizing multi-objective functions such as \[1\], is that each individual objective demands its own evaluation criteria and constraints. Therefore, the optimal solution for one objective may not be optimum for the other(s). For instance, the optimal query obtained by maximizing \( f_Q \) in \[1\] may not be the optimal query to be used in \( f_1 \) when estimating the target state \( \sigma \). Accordingly, it is ideal to use a unified objective function, which conjoins \( Q \) and \( I \) by unifying \( f_Q \) and \( g_f \), such that optimizing \( f_Q \) results in a query satisfying \( g_f \). In conventional representation of the objectives as defined in \[2\], \( Q \) is designed to select subset of queries to reduce the ambiguity over the state estimates whereas the \( I \), which is constrained with a posterior threshold. We show the unity between these two identities using Rényi entropy \[20\]–\[22\]. Accordingly, the active RBI framework can be represented as,

\[
(I) : \quad \sigma = \arg \max_{\sigma \in A} p(\sigma | \mathcal{H}_s) \quad \text{s.t.} \quad H_{\alpha_1}(\sigma | \mathcal{H}_s) < \tau' \\
(Q) : \quad \phi^i_{s+1} = \arg \max_{\phi \in Q} -H_{\alpha_2}(\sigma | \varepsilon_{s+1}, \phi, \mathcal{H}_s) \]

where, \( \tau' \) is the upper bound of the acceptable entropy, \( \alpha_1, \alpha_2 \in [0, \infty) \) are the orders of entropy measures for \( I \) and \( Q \) respectively. \( \alpha \)-entropy and conditional entropy are defined as the following:

\[
H_{\alpha_1}(\sigma | \mathcal{H}_s) = \frac{1}{1-\alpha_1} \log \left( \sum_{\sigma \in A} p^{\alpha_1}(\sigma | \mathcal{H}_s) \right)
\]

\[
H_{\alpha_2}(\sigma | \varepsilon, \phi, \mathcal{H}_s) = \frac{1}{1-\alpha_2} \log \left( \sum_{\sigma \in A} p^{\alpha_2}(\sigma | \varepsilon, \phi, \mathcal{H}_s) \right)
\]

Conclusively, for \( \alpha_1 = \infty \) and \( \alpha_2 = 1 \) the objectives in \[2\] and \[4\] are identical. Therefore, \( \alpha_1 \) and \( \alpha_2 \) are tuning hyperparameters that adjust a balance between the maximum posterior condition (\( \alpha_1 = \infty \)) and Shannon entropy (\( \alpha_2 = 1 \)). Moreover, since \( H_{\alpha_1} \) is also a submodular and non-increasing set function as shown in \[23\], \[24\], the sequential subset query selection in \[4\] is performed via a greedy algorithm.

IV. A POSTERIOR CHANGES-BASED OBJECTIVE FUNCTION

The proposed framework in \[4\] is using a measure of expected information gain with the current belief (posterior) of an estimate and results in the MMI selection. However, greedy selections based on posterior might initially suffer if the prior information is misleading. In contrast to prior belief, if the system state is one of the least probable scenarios (according to prior), i.e. the adversarial case, the system needs to overcome the misleading prior via exploration.

To encourage exploration in the query selection \( Q \), previously we have proposed a new objective called Momentum, which is a function of posterior changes over sequences \[25\]. We have shown that including Momentum in \( f_Q \) provides a trade-off between exploration and exploitation and compared to the \( N\)-best method, it increases the chance of the unlikely queries to be selected. In \[26\], we have also demonstrated that the accuracy/speed ratio can be improved by adding the Momentum term in the stopping criterion, in a RBI problem. While the previously introduced Momentum function has shown promising results, it cannot be utilized in the
integrated RBI framework using a general class of information measures in [4]. To extend the existing methods, in this study, we redefine the Momentum objective by proposing a general family for Momentum that can be used for both query selection and stopping criterion in the unified RBI framework. Accordingly, the alternative \( f_Q \) for [4] is expressed as the following:

\[
\phi_{s+1}^i = \arg \max_{\phi \in Q} -H_{\alpha_2}(\sigma|\varepsilon_{s+1}^i, \phi, H_s) + \lambda_1 M_{\alpha_2}(\phi, H_s)
\]

\[M_{\alpha}(\phi, H_s) = \frac{1}{s} \sum_{n=0}^{s-1} m_{\alpha}(\phi, H_n)
\]

\[
= \frac{1}{s} \sum_{n=0}^{s-1} \frac{1}{(\alpha - 1)} \log \sum_{\sigma \in A} \frac{p^\alpha(\sigma|H_{n+1})}{p^{\alpha-1}(\sigma|H_n)} p(l = 1|\sigma, \phi)
\]

where \( m_{\alpha}(\phi, H_n) \) is called \( Q \)-Momentum, \( M_{\alpha_2}(\phi, H_s) \) is the average \( Q \)-Momentum and \( \lambda_1 \) is the tuning parameter between objectives. Momentum term by definition is a state-directed average of log-posterior changes over all previous sequences which allows for a one-step advanced approximation of overall conditional entropy.

Likewise, inclusion of Momentum in (I) can speed up the estimation process through constraint relaxation in [4] as follows.

\[
D_{\alpha}(\mathcal{H}_s) = \frac{1}{s} \sum_{n=0}^{s-1} d_{\alpha}(\mathcal{H}_n)
\]

\[
= \frac{1}{s} \sum_{n=0}^{s-1} \frac{1}{(\alpha - 1)} \log \sum_{\sigma \in A} \frac{p^\alpha(\sigma|H_{n+1})}{p^{\alpha-1}(\sigma|H_n)}
\]

where \( d_{\alpha}(\mathcal{H}_n) \) is called I-Momentum and \( D_{\alpha}(\mathcal{H}_s) \) is the average I-Momentum. Accordingly, the unified framework for RBI problem can be expressed as;

\[
(I) : \quad \sigma = \arg \max_{\sigma \in A} p(\sigma|H_s) \quad \text{s.t.} \quad H_{\alpha_1}(\sigma|H_s) - \lambda_1 D_{\alpha_2}(\sigma|H_s) < \tau'
\]

\[
(Q) : \quad \phi_{s+1}^i = \arg \max_{\phi \in Q} -H_{\alpha_2}(\sigma|\varepsilon_{s+1}^i, \phi, H_s) + \lambda_2 M_{\alpha_2}(\phi, H_s)
\]

Algorithm 1 Greedy approach for the active recursive Bayesian inference framework

1: \textbf{initialize} \( \mathcal{A}, \mathcal{Q}, \alpha_1 \in [0, \infty), \alpha_2 \in [0, \infty), \tau', \lambda_1, \lambda_2 \)
2: \( s \leftarrow 0, \mathcal{H}_s \leftarrow \{ \mathcal{H}_0 \} \)
3: \( \text{stop} \leftarrow \tau' + 1 \)
4: \textbf{while} \( \text{stop} > \tau' \) \textbf{do}
5: \( \mathcal{Q}' \leftarrow Q \)
6: \textbf{for} \( i \in \{0, 1, \ldots, N\} \) \textbf{do}
7: \( \phi_{s+1}^i \leftarrow \arg \max_{\phi \in \mathcal{Q}} -H_{\alpha_2}(\sigma|\varepsilon_{s+1}^i, \phi, H_s) + \lambda_2 M_{\alpha_2}(\phi, H_s) \)
8: \( Q' \leftarrow Q' \\setminus \{ \phi_{s+1}^i \} \)
9: \( \varepsilon_{s+1} \) observe for \( \Phi_{s+1} \) \quad \triangleright \text{Evidence Collection}
10: \( \mathcal{H}_{s+1} \leftarrow \mathcal{H}_s \cup \{ \varepsilon_{s+1}, \phi_{s+1}^i \} \quad \triangleright \text{Update History}
11: \( s \leftarrow s + 1 \)
12: \text{stop} \leftarrow H_{\alpha_1}(\sigma|\mathcal{H}_s) - \lambda_1 D_{\alpha_2}(\mathcal{H}_s) \quad \triangleright (10)
13: \( \hat{\sigma} = \arg \max_{\sigma \in A} p(\sigma|\mathcal{H}_s) \)
14: \textbf{return} \( \hat{\sigma} \)

For a single query \( \phi \) asked in the RBI framework, the posterior probability is updated according to Bayes rule, which implies that at each sequence, the posterior change is equivalent to \( p(\sigma|H_s) \)

\[
p(\sigma, \phi) + p(\sigma|\phi) - 1.
\]

Accordingly, the posterior change is a function of \( p(\sigma|\phi) \) called likelihood evidence ratio and based on the Bayes rule, it is equivalent to \( p(\sigma|H_s) \). In fact, both introduced Momentum terms in (I) and (Q) are function of posterior changes. In the following sections, we will show how Momentum enhances the speed and accuracy of the active RBI process.

Pseudocode of the proposed unified active RBI can be found in Algorithm [4]. System loops querying until the predefined stopping criterion is satisfied. At sequence \( s + 1 \), \( N \) number of unique queries are selected from the query set \( Q \). After the query subset is selected, the corresponding evidence \( \varepsilon_{s+1} \) is observed as a response to the queries. Based on the observation, system updates the belief over the states and current stopping condition. Once a feasible solution arises, system returns the candidate with maximum of the current posterior. The initial stop criterion is adjusted such that the system is required to query at least once to avoid instant termination.

Analytical Evaluation

The main purpose of Q-Momentum objective in the proposed active query selection is providing exploration and giving chance to unlikely states to be queried at the beginning of the RBI process. In fact, for the same given task history, the proposed \( f_Q \) in [10] enhances the possibility of the target state selection in the query subset compared to the \( f_Q \) objective in [4], while the system is dealing with adversarial cases.

**Proposition 1.** Given \( p(\ell = 1|\sigma, \phi) \in \{0, 1\} \), \( \forall(\sigma, \phi) \) for \( \alpha \in [0, \infty) \) and \( \lambda \geq 0 \), given \( a, b \in A \) and \( r, q \in \mathcal{Q} \), where \( a \) is the state of the target, \( a \neq b \), and \( r \neq q \), if \( \exists \mathcal{H}_{s-1} \) s.t. \( p(a|\mathcal{H}_{s-1}) < p(b|\mathcal{H}_{s-1}) \), then

\[
p\left( -H_{\alpha}(\sigma|\varepsilon, \phi = q, \mathcal{H}_s) + \lambda M_{\alpha}(\phi = q, \mathcal{H}_s) > -H_{\alpha}(\sigma|\varepsilon, \phi = r, \mathcal{H}_s) + \lambda M_{\alpha}(\phi = r, \mathcal{H}_s) \right)
\]

\[
\geq p\left( -H_{\alpha}(\sigma|\varepsilon, \phi = q, \mathcal{H}_s) > -H_{\alpha}(\sigma|\varepsilon, \phi = r, \mathcal{H}_s) \right)
\]

Proposition [1] shows that the probability of \( a \) (assumed to be the target state) having a higher \( f_Q \) value than \( b \) is larger when \( f_Q \) is used instead of \( f_Q \) in [4]. Although, the probability of \( a \) given the task history is lower than the probability of \( b \) given the task history. This means that even if \( a \) is less likely than \( b \) according to the prior (adversarial case) and observed evidence, using the proposed query selection objective, \( a \) has more chance to appear in the query subset, when compared to using [4]. The proof of Proposition [1] can be found in the supplementary material.
It should be noted that by collecting more evidence through a recursive process, $\lambda_2$ should be dynamically updated such that the emphasis on $H_{a_2}$ is increased with the number of sequences that means the $\lambda_2$ value should be decreased as the number of sequences is increasing \[27\].

V. Geometrical Representation

To offer better understanding of the proposed active framework, a geometrical illustration of the RBI problem using probability simplex is discussed in this section. Although probability simplex is widely used for Bayesian inference interpretation, to the best of our knowledge, the use of simplex to illustrate a recursive Bayesian inference through the querying process has never been studied before. By taking advantage of such a geometrical representation, we show that the estimation problem can be conceptualized as a posterior trajectory movement tracking problem, in which we gain new probabilistic insights on the decision boundary, direction and speed of the movement toward a particular state during an active inference.

Probability mass functions can be visualized geometrically as points in a vector space, called a probability simplex, with the axes given by random variables. Figure 2 illustrates an example of a probability simplex, where each vertex corresponds to a state with its single probability value set to 1. For simplicity, here we visualize all the findings for fixed cardinality $|A|=3$. For any given $\tau$, stopping criterion $(g_1)$ forms a feasible set in the simplex and hence determines whether the system should keep querying or make a decision. Therefore, at any sequence $s$, if $p(\sigma|H_s)$ is located in any feasible region (dashed areas), the inference is terminated and the vertex of that region is selected as the target state.

A. Momentum and Posterior Trajectory Movement

As discussed in Section IV, Momentum functions in (I) and (Q) are functions of the posterior changes. In the query optimization, Q-Momentum is a function of the vertex-directed posterior changes in the simplex, which directly influences the direction of the posterior trajectory movement in the simplex. Let’s consider a simple adversarial example in Figure 2 where the initial probability point (provided by prior information) is spatially distant from the corner of interest. Assuming $a$ is the target state, the goal is to move the posterior toward vertex $a$ in the simplex. Using the Bayes rule, we can show that the posterior, at each sequence, can only move along three lines passing through vertices in the simplex space. In proposition 2 we are demonstrating this geometrical fact.

**Proposition 2.** For $\sigma, \phi \in A = \{a_1, a_2, \ldots, a_{|A|}\}$, probability points $P(\phi)$, $p_s$, and $p_{s-1}$ are collinear, where $p_s = (p(a_1|H_s), p(a_2|H_s), \ldots, p(a_{|A|}|H_s))$ and $P(\phi) = (0, 0, \ldots, 1, \ldots, 0) = 1(\phi = \sigma)$, and $1$ is an indicator operator.

According to Proposition 2, prior, posterior and the vertex point corresponding to the query are collinear (proof can be found in the supplementary material). Accordingly, $c_s$ and $\phi_s$ (vertex) determine the direction and movement path of $p(\sigma|H_s)$ in the simplex, respectively. By employing these geometrical properties, we can demonstrate the trajectory of the posterior changes over sequences in the simplex, which provides a geometric tool to interpret and assesses the RBI process.

As discussed before, by minimizing conditional entropy $H_s$ the querying selects the candidate with highest posterior probability (closest vertex) and fluctuates between two vertices of non-interest. Alternatively the proposed Q-Momentum measures the average change over passed sequences for each query. Going back to the adversarial example in Figure 2, we can see that at beginning of the process, the system is more likely to query states $c$ and $b$ according to the latest posterior probability. Although the initial responses to querying both $c$ and $b$ are negative, we can see that the system keeps querying them until $s = 4$. The proposed $f_Q$, however, has a higher probability of selecting a query aligned with vertex $a$ as we stated in Proposition 1. This presumably yields a faster estimation and prevents the system from zigzagging between incorrect estimates.

B. Momentum and Posterior Movement Speed

As another geometric insight to the RBI problem, we can see that the example presented in Figures 2 and 26 shows two different querying sequences, where $p(a|H_s) < 1$ and $H_s < \tau'$. Although the posterior is not placed in the feasible region, in 26 the system is fairly close to the vertex $a$. The proposed I-Momentum objective in $g_I$ provides a relaxation based on the prediction made by $D_s$, for the next position of $p_{s+1}$ in the simplex, such that the system can make a decision even before crossing the decision boundary. This relaxation accelerates the inference process by including the history of the posterior trajectory and approximating the speed of the posterior movement. This approximation helps the system to foresee whether the next location of the posterior will be located in the feasible region or not. Therefore, it is not always necessary to spend extra queries only to reach the feasible region. Detailed discussion about decision boundary can be found in the next Section.

VI. DECISION BOUNDARY AND FEASIBLE SET IN RBI

Stopping criterion $g_I$ relies on the constraint of the inference step. This constraint forms a feasible set in the simplex and hence determines whether the system should continue querying or make a decision. Applying a pre-defined confidence level $\tau$ over posterior probability in $f_I$, constructs a decision boundary visualized in Figure 5 in the probability domain. Therefore, for any sequence $s$, if $p(x) \geq \tau$ at a particular vertex, that vertex is the estimated target. Shaded region in Figure 5 corresponds to the feasible set as a function of $\tau$, where $S = \{p(X) | p(x) \geq \tau\}$. As expected, decreasing $\tau$ enlarges the feasible set in the estimation problem.

In the RBI problem, the query objective attempts to select a subset of queries by minimizing the conditional entropy across all directions, where the selected queries should push the posterior toward one of the triangle vertices in Figure 5. There exists a sequence $s$, where $H_s(X) \leq \tau'$ and $p_s(x) \geq \tau$. 
To investigate the relationship between $\tau''$ and $\tau$, again we will take advantage of geometrical representation in simplex.

Figure 3 shows $H(X) = \tau''$ and $p(a) = \tau$ boundaries. We can see that, by replacing the posterior constraint in $f_1$ with entropy function, we are in turn enlarging the feasible set. Furthermore, it illustrates that the $H_a(X)$ contour is intersecting with $p(a) = \tau$ at midline. The following Lemma proves this fact.

**Lemma 1.** For $\tau \geq \frac{1}{|A|}$ and $|A| > 1$, decision boundaries $p(a) = \tau$ and $H(X) \leq \tau''$ intersect when entropy is at its maximum $\tau''$, at the midpoint of line $p(a) = \tau$, $P_m$, where $p_m, \forall k \in A$ is defined as follows;

$$p_m = \begin{cases} \tau & k = a \\
1 - \tau & k \neq a \end{cases}$$

and

$$\tau'' = -\tau \log(\tau) - (1 - \tau) \log\left(\frac{1 - \tau}{|A| - 1}\right).$$

The proof of Lemma 1 can be found in the supplementary material.

Subsequently, if $n$ denotes the dimensionality of the state space, we can define the intersection point as,

$$v_n(\tau) = [\tau, \frac{1 - \tau}{n - 1}, \cdots, \frac{1 - \tau}{n - 1}]$$

Additionally, let us define the following point;

$$w_n(\tau) = [\tau, 1 - \tau, 0, \cdots, 0]$$

where this point can be generalized to the other vertices in the simplex by changing the position of $1 - \tau$ with any of the 0s.

According to the Rényi entropy definition, we have

$$H_\alpha(v_n(\tau)) \geq H_\alpha(w_n(\tau))$$

$$H_\infty(v_n(\tau)) = H_\infty(w_n(\tau)) = \tau$$

Therefore, the decision boundary is a linear surface in the simplex. Moreover, $H_\alpha(v_n(\tau)) - H_\alpha(w_n(\tau))$ is correlated with the extent of the difference between feasible regions.

$$H_\alpha(v_n(\tau)) - H_\alpha(w_n(\tau)) = \frac{1}{1 - \alpha} \log \frac{\tau^\alpha + (n - 1)^{1 - \alpha}(1 - \tau)^{\alpha - 1}}{\tau^\alpha + (1 - \tau)^\alpha}$$

Specifically for $\alpha = 1$, where

$$H(v_n(\tau)) - H(w_n(\tau)) = (1 - p) \log(n - 1).$$

Figure 4 illustrates the changes of entropy as a function of $\alpha$ and the state space dimension $n$. While the inference objective $f_1$ aims to select the most likely state candidate, the decision criterion $g_1$ prevents $f_1$ from picking a high-entropy (ambiguous) state. Choosing an ambiguous candidate can be easily avoided by making sure that the decision boundary is intersecting with one of the surfaces.

Figure 5 shows the effect of different $\alpha$ values where $n = 30$ in (a) and the effect of different $n$ values where $\alpha = 1$. Here, $\tilde{\tau}$ is defined such that for a given $\alpha$, $H_\alpha(v_\tau(\tilde{\tau})) = H_\alpha(w_\tau(\tilde{\tau}))$, where decision boundary intersects with the surface. It should be noted that we cannot always find a $\tilde{\tau}$ value such that for a given $\tau$, the equi-entropy contours completely contained within the simplex. It can be observed from both plots in Figure 5 that for the selected values for $\tilde{\tau}$, equi-entropy balls reside inside the simplex and can force a termination in the estimation not getting closer to one vertex. Therefore $\alpha$ can be chosen accordingly with $\tau$ value and the cardinality of the state space $n$. For instance, in the case of a high confidence level, e.g. $\tau \approx 0.8$ with $n = 30$, we should avoid selecting an $\alpha$ such that $\alpha << 1$, to prevent dramatic performance loss.

**Figure 2.** Illustration of posterior trajectories changes over sequences in RBI to reach the target vertex $a$. (a) The dashed areas illustrate an example of a feasible region of the inference problem and the blue dot represents the initial probability over states. (b) Posterior changes over two sequences (queries). (c) After collecting sufficient evidence in four sequences, the system starts to move toward the target vertex. (d) Still not located in the feasible region of the target, however, based on the direction and speed of posterior changes, the system can foresee the location of the next move and terminate the process.

**Figure 3.** Feasible sets in inference problem for two decision boundaries: maximum of the posterior and entropy.
VIII. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed active inference framework, first we study role of $\alpha$ and $\lambda$ parameters in the recursive inference process and show how using the unified framework can jointly enhance both speed and precision in an RBI problem. Here, the accuracy and speed are defined as the number of correct selections and the inverse number of queries required for the inference problem. In addition to that, we compare the performance of the proposed framework to the other approaches discussed in the introduction such as MMI and random selection in two applications.

A. Speed-accuracy Trade-off

At a more general level, for the first empirical analysis we show some simulation results regarding the impact of $\alpha$ in the inference performance. For this study, we employed a simple target detection task using Monte-Carlo sampling. The goal of the task is to guess the target state (out of 30 candidates) by querying and collecting samples from two class conditional distributions, i.e. target and non-target classes. To simplify the sampling process, we assume evidence is sampled from Gaussian distributions conditioned on query and state tuples. Specifically we select these distributions to be 1D and these distributions are further used to calculate the posterior distribution over the states after each recursion.

To evaluate the evolution of the posterior under different query selection methods, we have compared the proposed method with five proposed active query selection methods in [3], [6], [8], [14], [28] as follows. First, we implemented the proposed active query selection proposed by Tong and Koller in [28] that aims to maximize the state-space spanned with a pre-defined kernel at a given location. For our classification problem, it is assumed that the state space is discrete with dirac-delta function as the kernel. Then we have had the Fisher information-based method proposed by Sourati in [6] and the MMI-based method proposed by Higger in [8]. We also implemented the expected posterior maximization method proposed by Wilson in [3], in which it is assumed that the class conditional evidence distributions are known. Finally, we have implemented the hierarchical sampling method proposed by Dasgupta and Hsu in [14]. Here, to balance the exploration and exploitation process, a percentage of queries are selected to minimize uncertainty and the rest are selected randomly.

Figure 6 illustrates the target state posterior evolution in estimation over sequences under three different conditions on the prior probability ($H_{0}$) at the beginning of the process including uniform, adversarial, and supportive priors.
Figure 6. The impact of $\alpha$ on decision making. Rényi entropy based method for different $\alpha$ values is compared to random and 5 other query selection methods in adversarial and supportive prior (from left to right) presence. Observe that, proposed methods increase the probability mass on the true estimate earlier and faster than other methods. Additionally, with increasing $\alpha$ values, estimation curves for the proposed method converge to $N$-best methods curve.

Figure 7. Impact of $\alpha$ and $\lambda$ on the speed and accuracy of inference in the proposed RBI framework. (a) Given $\alpha_2, \lambda_2 = 1$, speed-accuracy trade off is computed as a function of $\alpha_1$ and $\lambda_1$. (b) Using $\alpha_1 = \infty$ and $\lambda_1 = 0$, the accuracy and speed (inverse of the number of sequences) were calculated as a function $\alpha_2$ and $\lambda_2$.

Figure 8. Geometric representation of the RBI problem in probability simplex for three elements. (a) Recursive posterior transition in the simplex using Random, MMI, and the proposed query methods. (b) The effect of the prior on the posterior movement trajectories in the simplex. Each blue dot represents a prior. The reported average trajectory and its variability computed for 500 Monte-Carlo simulations. For all simulations, two 1D Gaussian distributions, $\mathcal{N}(0, 1), \mathcal{N}(3, 1.5)$ are used to model target and non-target distributions.

Taking advantages of the history of the posterior changes, in the adversarial case, the proposed method outperforms the other methods in terms of both speed and accuracy. For the other two cases (non-adversarial), we can observe...
similar performance to the MMI method. As another observation, we can see that depending on the prior probability, the inference process can be influenced differently by using different values of \( \alpha_2 < 1 \) and \( \alpha_2 > 1 \). As a justification, consider the Q-Momentum term in (7). If \( \alpha_2 < 1 \), maximizing \(
\frac{1}{(\alpha_2 - 1)} \log \sum_{\sigma \in A} p^{\alpha_2}(\sigma | H_n) p^{\alpha_2-1}(\sigma | H_n)
\) is equivalent to minimizing \(
\frac{1}{(1 - \alpha_2)} \log \sum_{\sigma \in A} p^{\alpha_2}(\sigma | H_n) p^{1 - \alpha_2}(\sigma | H_n).
\) Accordingly, the system will query a subset of most unlikely states based on the \( H_0 \), which helps the posterior to move towards the unlikely target state (state 16) faster than \( \alpha_2 > 1 \) and MMI. Using the similar simulation study, Figure 7 shows the speed-accuracy changes as a function of \( \alpha_{1,2} \) and \( \lambda_{1,2} \) parameters in (10).

Figures 7a and 7b illustrate speed-accuracy changes as a function of \( (\alpha_1, \lambda_1) \) and \( (\alpha_2, \lambda_2) \), respectively. Here, the size of markers is a linear function of accuracy and speed and larger points shows higher speed and accuracy. Comparing the speed and accuracy of points obtained from unified method to the conventional case, i.e. \( \alpha_2 = 1 \), \( \lambda_2 = 0 \), we can see that adjusting these parameters in RBI allows us to increase speed and accuracy simultaneously.

Figure 8 demonstrates the generality of the discussed geometric approach in Section V and connects the discussed geometrical representation with the experimental part. Figure 8a illustrates recursive posterior transition in the simplex using different query selection methods. The same experimental settings used for speed-accuracy analyses is used in generating 8a, except for estimating the target among 3 candidates as opposed to 30. The analysis uses two 1-dimensional Gaussian distributions, \( \mathcal{N}(0,1) \), \( \mathcal{N}(3,1.5) \) to model target and non-target evidence distributions. Moreover, Figure 8b shows the impact of the prior probability on the posterior movement trajectories by showing the average trajectory and its variability for 500 Monte-Carlo simulations in the simplex.

B. Restaurant Recommender

The primary aim in all recommender systems is to understand what the customer is looking for. For restaurant recommendation, assuming that the diner has a certain type of restaurant in mind, the system needs to discover their preferred restaurant according to the diner’s profile and their responses to the asked queries. Given the projection matrix for mapping the queries to the state (extracted from query understanding), we can use the proposed inference method to estimate the diner’s intent. Noted that extracting the projection matrix via query understanding is outside the scope of this paper. Here, we used Entree Chicago Recommendation dataset [29], which consists of list of restaurant, cuisines, users’ scores. Using the dataset, we learned diners’ profiles and projection matrix between list of queries and places. By mapping diners’ scores to binary \( \text{Yes} \) and \( \text{No} \) answers, we used Monte-Carlo simulation to draw samples from two conditional distributions over 80 restaurants. Figure 9 shows an example of the performance of the recommender system for two diners using the proposed method, MMI and random approaches. Figure 9a belongs to a diner with supportive profile, which means this diner prefers similar places that they have tried before (a conventional diner). Figure 9b depicts an adversarial profile where the diner is eager to try new places (an adventurous diner). Applying the proposed method over 50 diners shows that on average we improve accuracy and speed by 8% and 10% respectively in the user intent estimation. We present our results in Table 1.

In all of the studies, we decrease \( \lambda_2 \) with a small annealing rate over sequences down to a minimum value 0.

C. Brain-computer Interface (BCI) Typing System

As another application, we use a language-model-assisted EEG-based BCI typing interface [30]. User intent detection is one of the main components of a BCI system, in which the system estimates the intended user state according to the brain activities, e.g. electroencephalogram (EEG) evidence collected under specified presentation mode and prior knowledge provided by the language model (LM). In order to estimate the posterior probability over typing symbols such as English alphabet, a context prior \( P(\sigma | H_0) \) is provided by the LM, which estimates the conditional probability of every letter in the alphabet based on \( n - 1 \) previously typed letters in a Markov model framework. The BCI-based typing interfaces typically use a rapid serial visual presentation, in which the system uses a finite set of symbols. In this study, both \( \sigma \) and \( \phi \) belong to \( A = Q = \{ A, B, C, ..., Z, <, \} \), where \( _- \) and \( < \) represent space and backspace, respectively. As observation, EEG signals were acquired from 10 sensors according to International 10-20 System locations: Fp1, Fp2, Fz, F3, F4, F7, F8, Cz, C3, C4, T3, T4, T5, T6, P3, P4, O1, O2, A1 and A2. A DSI-24 Wearable Sensing EEG Headset was used for data acquisition, at a sampling rate of 300 Hz with active dry electrodes. All participants performed the calibration session containing 100 sequences; each sequence includes 8 trials (queries); and one trial in each sequence is the target symbol which is displayed on the screen prior to each sequence. The time interval between trials is 200 ms. Optimal parameters for both target and non-target class distributions were learned using the calibration data, which are used in simulation studies and copy phrase task.

BCI typing systems require real-time stimuli sequence optimization. Query optimization for BCI typing systems is not a well-studied problem. To the best of our knowledge,
there are limited number of studies that addressed the query optimization problem for the BCI typing system designs [8], [9] and all of the proposed query selection methods are using MMI method that results in the selection of the $N$-best symbols based on the posterior distribution conditioned on the LM [12]. There are cases that posterior conditioned on the LM and EEG evidence are misleading especially if the intended symbol is highly unlikely for the LM. We show that using the proposed unified framework enhances the typing performance measures in compare to MMI method, which only exploits the current knowledge based on the posterior.

**Simulation Study:** To evaluate the empirical performance of the proposed active inference, a copy phrase task was simulated using EEG data collected during the calibration sessions. Using class conditional distributions $f_{\phi,\phi'}(\text{target class})$ and $f_{\phi,\phi'}(\text{non-target class})$, we used Monte-Carlo sampling method to draw samples from class distributions for typing letter. For instance, the target phrase is “She needs one month to convalesce.” and **convalesce** is the target word which needs to be typed to complete the phrase.

Figure 10 shows the average of two standard typing accuracy and speed measures such as accuracy in typing a letter correctly (ATL) or information transfer rate (ITR) for 10 healthy participants. In this task, Proposed-v$\alpha$ again provided the highest speed and accuracy. The implemented BCI system is publicly accessible from [https://github.com/BciPy/BciPy](https://github.com/BciPy/BciPy).

VIII. CONCLUSIONS

A new active inference framework unifying the query selection and decision making objectives of recursive Bayesian inference has been proposed. More specifically, being motivated by information theoretic approaches, we have unified the RBI with a new objective based on the $\alpha$-entropy and $\alpha$-divergence. We have provided a geometrical interpretation of the RBI over the probability simplex to demonstrate the progression of belief over the states during inference and query selection steps. We showed both theoretically and through three different testbeds that the proposed framework improves both speed and accuracy of state estimation.
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SUPPLEMENTARY MATERIALS

A. Proof of Proposition 1

Proposition 1. Given, $p(\ell = 1|\sigma, \phi) \in \{0, 1\}$, $\forall (\sigma, \phi)$ for $\alpha \in [0, \infty)$ and $\lambda \geq 0$, given $a, b \in A$ and $r, q \in Q$, where $a$ is the state of the target, $a \neq b$, and $r \neq q$, if

$$p\left(-H_\alpha(\sigma|\varepsilon, \phi = q, H_\lambda) + \lambda M_\alpha(\phi = q, H_\lambda) \right)$$

$$> -H_\alpha(\sigma|\varepsilon, \phi = r; H_\lambda) + \lambda M_\alpha(\phi = r, H_\lambda)$$

$$\geq p\left(-H_\alpha(\sigma|\varepsilon, \phi = q, H_\lambda) > -H_\alpha(\sigma|\varepsilon, \phi = r, H_\lambda) \right)$$

Proof. Given $a, b$ as two possible states and $q, r$ as two possible queries such that $p(\ell = 1|\sigma = a, \phi = q) = p(\ell = 1|\sigma = b, \phi = r) = 1$ and $p(\ell = 1|\sigma = a, \phi = q) > p(\ell = 1|\sigma = b, \phi = r) = 0$. Observe that, according to one to one correspondence in state query tuples; $\sum_{q < r} f(q, r)p(q|\ell) = \sum_{q \neq r} f(q, r)$ where $f(\cdot, \cdot)$ represents an arbitrary function with arguments from state space and query space correspondingly. Therefore, objectives for query selection can be represented only by corresponding state variables. For the sake of simplicity we denote:

- $H_\alpha(q) = H_\alpha(\sigma = a|\phi = q, H_\lambda)$
- $H_\alpha(r) = H_\alpha(\sigma = b|\phi = r; H_\lambda)$
- $M_\alpha(q) = M_\alpha(\phi = q, H_\lambda)$
- $M_\alpha(r) = M_\alpha(\phi = r, H_\lambda)$
- $p(a) = p(a|H_\lambda)$,
- $p(b) = p(b|H_\lambda)$
- $p(a|\varepsilon, q) = p(a|\varepsilon, \phi = q, H_\lambda)$
- $p(b|\varepsilon, r) = p(b|\varepsilon, \phi = r, H_\lambda)$

We can define notations for $b$ accordingly and ignore $\lambda$ as it holds $\forall \lambda \geq 0$. Using the probabilistic identity of sum of random variables, we have:

$$p(A + B > C + D) \geq p(A > C; B > D) = p(A > C|B > D) \geq p(A > C|B = D) = p(B > D) \quad \forall A, B, C, D$$

Thus we can write:

$$p\left(-H_\alpha(q) + \lambda M_\alpha(q) > -H_\alpha(r) + \lambda M_\alpha(r) \right)$$

$$\geq p\left(M_\alpha(q) > M_\alpha(r)\right) - H_\alpha(q) > -H_\alpha(r) \right)$$

$$\geq p\left(-H_\alpha(q) > -H_\alpha(r) \right)$$

Since we are dealing with an adversarial case, $p(a|H_\lambda) < p(b|H_\lambda)$. Given condition $H_\alpha(q) > -H_\alpha(r)$ and $p(a|H_\lambda) < p(b|H_\lambda)$, for $\alpha > 1$, we have:

$$-H_\alpha(q) > -H_\alpha(r)$$

where $-H_\alpha(\sigma|H_\lambda) = \frac{1}{\alpha - 1} \log \left(\sum_{\sigma \in A} p^\alpha(\sigma|H_\lambda)\right)$. Accordingly,

$$\frac{1}{\alpha - 1} \log \left(\sum_{\sigma \in A} p^\alpha(\sigma|\varepsilon, q)\right) >$$

$$\frac{1}{\alpha - 1} \log \left(\sum_{\sigma \in A} p^\alpha(\sigma|\varepsilon, r)\right)$$
\[
\sum_{\sigma \in A} p^\alpha(\sigma|\varepsilon, q) > \sum_{\sigma \in A} p^\alpha(\sigma|\varepsilon, r)
\]

Since for \(\alpha > 1\), \(p^{\alpha-1}(a) < p^{\alpha-1}(b)\), therefore,
\[
\sum_{\sigma \in A} \frac{p^\alpha(\sigma|\varepsilon, q)}{p^{\alpha-1}(a)} > \sum_{\sigma \in A} \frac{p^\alpha(\sigma|\varepsilon, r)}{p^{\alpha-1}(b)}
\]
\[
\frac{1}{\alpha - 1} \log \sum_{\sigma \in A} \frac{p^\alpha(\sigma|\varepsilon, q)}{p^{\alpha-1}(a)} > \frac{1}{\alpha - 1} \log \sum_{\sigma \in A} \frac{p^\alpha(\sigma|\varepsilon, r)}{p^{\alpha-1}(b)}
\]

Since, \(p(\ell = 1|\sigma \neq a, \phi = q) = p(\ell = 1|\sigma \neq b, \phi = r) = 0\), according to the definition of \(M_\alpha\), we can conclude \(M_\alpha(q) > M_\alpha(r)\). Since for \(0 < \alpha < 1\), \(p^{\alpha-1}(a) > p^{\alpha-1}(b)\), the same conclusion can be drawn.

Accordingly, when \(p(a) < p(b)\) and \(-H_\alpha(q) > -H_\alpha(r)\), we have \(M_\alpha(q) > M_\alpha(r)\), which means \(p(M_\alpha(q) > M_\alpha(r)| -H_\alpha(q) > -H_\alpha(r)) = 1\) for the adversarial case, and
\[
p(-H_\alpha(q) + \lambda M_\alpha(q) > -H_\alpha(r) + \lambda M_\alpha(r)) > p(-H_\alpha(q) > -H_\alpha(r))
\]

\[\square\]

**B. Proof of Proposition 2**

**Proposition 2.** for \(\sigma, \phi \in A = \{a_1, a_2, \ldots, a_{|A|}\}\), probability points \(P(\phi)\), \(p_s\), and \(p_{s-1}\) are collinear, where \(p_s = (p(a_1|H_s), p(a_2|H_s), \ldots, p(a_{|A|}|H_s))\) and \(P(\phi) = (0, 0, \ldots, 1, \ldots 0) = 1(\phi = \sigma)\), and \(1\) is an indicator operator.

**Proof.** Using Bayes’ rule, we have,
\[
p(\sigma = a_i|\varepsilon, \phi = a_j, H_{s-1}) = p(\sigma|H_{s-1}) \frac{p(\varepsilon|a_i, a_j)}{p(\varepsilon|a_j)}
\]
\[
p(\sigma = a_i|\varepsilon, \phi = a_j, H_{s-1}) = p(\sigma|H_{s-1}) \frac{p(\varepsilon|l = 0)}{p(\varepsilon|a_j)}
\]
\[
\forall i, j \in [1, N], i \neq j
\]
\[
p(\sigma = a_i|\varepsilon, \phi = a_i, H_{s-1}) = p(\sigma|H_{s-1}) \frac{p(\varepsilon|l = 1)}{p(\varepsilon|a_i)}
\]
\[
\forall i \in [1, N]
\]

Using the fact that all probability points located in the probability simplex have the property \(\sum_i p(a_i|H_s) = 1\),
\[
k_1 = \frac{p(\varepsilon|l = 1)}{p(\varepsilon|\phi = a_j)} k_2 = \frac{p(\varepsilon|l = 0)}{p(\varepsilon|\phi = a_j)}
\]
\[
k_2 = \frac{1 - p(\phi = a_j|H_{s-1})k_1}{1 - p(\phi = a_j|H_{s-1})}
\]

In geometry, any two points \(X \in \mathbb{R}^N, X_1 = (x_1, x_2, \ldots, x_N), X_2 = (x_1', x_2', \ldots, x_N')\) are trivially collinear. The line containing these two points is defined as:
\[
\frac{x_1 - x_{11}}{x_{21} - x_{11}} = \frac{x_2 - x_{12}}{x_{22} - x_{12}} = \cdots = \frac{x_N - x_{1N}}{x_{2N} - x_{1N}}
\]
(14)

Accordingly, for \(|A| = N\) the line determined by \(p_0\) and \(p_1\) is defined as:
\[
(i_1) : \frac{x_1 - p(a_1|H_{s-1})}{p(a_1|H_{s-1}) - p(a_1|H_{s-1})} = \cdots = \frac{x_N - p(a_N|H_{s-1})}{p(a_N|H_{s-1}) - p(a_N|H_{s-1})}
\]
(15)

According to the relationship between \(p(a_i|H_{s-1})\) and \(p(a_i|H_s)\) in [VIII-B] and [VIII-B],
\[
\frac{x_1 - p(a_1|H_{s-1})}{p(a_1|H_{s-1}) - p(a_1|H_{s-1})} = \cdots = \frac{x_N - p(a_N|H_{s-1})}{p(a_N|H_{s-1}) - p(a_N|H_{s-1})}
\]
(16)

If \(x = P(\phi = a_j)\) point lies on \(i_1\) line, then
\[
\frac{0 - p(a_1|H_{s-1})}{p(a_1|H_{s-1}) - p(a_1|H_{s-1})} = \cdots = \frac{1 - p(a_j|H_{s-1})}{p(a_j|H_{s-1}) - p(a_j|H_{s-1})}
\]
(17)

Trivially, [19] is correct. Using [15], [18] is also correct.
\[
\frac{1 - p(a_j|H_{s-1}) - p(a_j|H_{s-1})}{p(a_j|H_{s-1}) - p(a_j|H_{s-1})} = \cdots \frac{1 - p(a_N|H_{s-1})}{p(a_N|H_{s-1}) - p(a_N|H_{s-1})}
\]
(20)

\[
p(a_j|H_{s-1})(1 - k_1) = (1 - p(a_j|H_{s-1}))(k_2 - 1)
\]
\[
= (1 - p(a_j|H_{s-1})) \left( \frac{1 - p(a_j|H_{s-1})}{1 - p(a_j|H_{s-1})} - 1 \right)
\]
\[
= (1 - p(a_j|H_{s-1})) \left( \frac{1 - p(a_j|H_{s-1})}{1 - p(a_j|H_{s-1})} - 1 \right)
\]
\[
= p(a_j|H_{s-1})(1 - k_1)
\]
(21)

\[\square\]
C. Proof of Lemma 1

**Lemma 1.** For $\tau \geq \frac{1}{|A|}$ and $|A| > 1$, decision boundaries $p(a) = \tau$ and $H(X) \leq \tau''$ intersect when entropy is at its maximum $\tau''$, at the midpoint of line $p(a) = \tau$, $P_m$, where $p_{mk}, \forall k \in A$ is defined as follows:

$$p_{mk} = \begin{cases} 
\tau & k = a \\
\frac{1 - \tau}{|A| - 1} & k \neq a
\end{cases}$$

and

$$\tau'' = -\tau \log(\tau) - (1 - \tau) \log \left( \frac{1 - \tau}{|A| - 1} \right).$$

**Proof.** The entropy is upper bounded by a strictly concave function of the maximum likely element of set i.e., $p(x^*)$ and cardinality of the set, where the function is monotonically increasing for $\forall x \in [1/|A|, 1]$ where $|A| \geq 1$.

$$H(X) = -\sum_x p(x) \log(p(x))$$

$$= -p(x^*) \log(p(x^*)) - \sum_{x \neq x^*} p(x) \log(p(x))$$

$$\leq -p(x^*) \log(p(x^*)) - (1 - p(x^*)) \log \left( \frac{1 - p(x^*)}{|A| - 1} \right)$$

(22)

Considering $x^* = a$, $p(x^*) = p(a) = \tau$, according to (22), we have

$$\tau'' = -\tau \log(\tau) - (1 - \tau) \log \left( \frac{1 - \tau}{|A| - 1} \right)$$

(23)

and

$$P_m = \arg \max \{H(X)\}$$

$$p_{mk} = \begin{cases} 
\tau & k = a \\
\frac{1 - \tau}{|A| - 1} & k \neq a
\end{cases}$$

(24)

where $P_m$ is the midpoint of line $p(a) = \tau$ in the simplex. □