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Abstract

The perturbative path-integral gives a morphism of the (quantum) $A_\infty$ structure intrinsic to each quantum field theory, which we show explicitly on the basis of the homological perturbation. As is known, in the BV formalism, any effective action also solves the BV master equation, which implies that the path-integral can be understood as a morphism of the BV differential. Since each solution of the BV master equation is in one-to-one correspondence with a quantum $A_\infty$ structure, the path-integral preserves this intrinsic $A_\infty$ structure of quantum field theory, where $A_\infty$ reduces to $L_\infty$ whenever multiplications of space-time fields are graded commutative. We apply these ideas to string field theory and (re-)derive some quantities based on the perturbative path-integral, such as effective theories with finite $\alpha'$, reduction of gauge and unphysical degrees, S-matrix and gauge invariant observables.
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1 Introduction

In quantum theory, partition functions or expectation values of observables are central objects. For a Lagrangian field theory, the path-integral provides these objects, though how to integrate...
is obscure except for free theories. The perturbative path-integral is a standard technique that enables us to treat interacting fields in terms of free theories. In this paper, we show explicitly that the perturbative path-integral can be regarded as a morphism of the (quantum) $A_\infty$ structure intrinsic to each quantum field theory. Such a perspective provides simple explanations of some algebraic properties of the quantities based on the perturbative path-integral, which will be useful for calculating the scattering amplitudes, deriving effective theories, fixing gauge degrees, studying flows of exact renormalization group and so on.

Homotopy algebras, such as quantum $A_\infty$ or $L_\infty$, arise naturally in the context of the ordinary Lagrangian description of quantum field theory. As is mentioned at the end of section 6, they describe not only the gauge invariance of Lagrangian but also the Feynman graph expansion. Thus, theoretical physicists already know some of these structures, albeit implicitly, even for the theory without gauge degrees. The Batalin-Vilkovisky (BV) formalism makes these structures visible and provides the translation between Lagrangian field theories and homotopy algebras. The BV formalism is one of the most powerful and general frameworks for quantization of gauge theories, which is based on the homological perturbation. For a given Lagrangian field theory, we can defines a complex with an appropriate BV differential by solving the BV master equation, which is one equivalent description of a quantum $A_\infty$ algebra. This $A_\infty$ algebra reduces to an $L_\infty$ algebra whenever multiplications of space-time fields are graded commutative. Since the BV formalism assigns a homotopy algebra to each quantum field theory, we can extract the intrinsic $A_\infty$ structure explicitly by casting the BV master action into the homotopy Maurer-Cartan form.

As is well-known, in the BV formalism, any effective action also solves the BV master equation. This fact implies that the path-integral can be understood as a morphism of the BV differential. Since any solution of the BV master equation is in one-to-one correspondence with a quantum $A_\infty$ structure, the path-integral preserves this intrinsic $A_\infty$ structure of quantum field theory. Although these properties may valid for non-perturbative path-integral, in this paper, we consider the perturbative path-integral. We first show that the perturbative path-integral can be performed as a result of the homological perturbation for the intrinsic $A_\infty$ structure and thus it gives a morphism of this (quantum) $A_\infty$ structure in any BV-quantizable quantum field theory. Then, we apply these ideas to string field theory and consider some quantities based on the perturbative path-integral. As a result of the homological perturbation, we derive effective theory with finite $\alpha'$, the light-cone reduction, and string S-matrix in a simple way. In addition to these (re-)derivations, we explain that this approach may enable us to use unconventional pieces of perturbative calculus. We discuss the open string S-matrix based on unconventional propagators whose 4-point amplitude reproduces the gauge invariant quantity given by directly.

This paper is organized as follows. In section 2, we explain our settings and several important facts that we need later, in which the relation between Lagrangian’s $A_\infty$ and $L_\infty$ is explained. In section 3, after presenting the relation between the BV master equation and the quantum $A_\infty$ structure, we will show that the perturbative path-integral can be performed as a result of the homological perturbation for the intrinsic $A_\infty$ structure and thus it gives a morphism of this (quantum) $A_\infty$ structure in any BV-quantizable quantum field theory. Then, we apply these ideas to string field theory and consider some quantities based on the perturbative path-integral of string fields. As a result of the homological perturbation, we derive effective theory with finite $\alpha'$, the light-cone reduction, and string S-matrix in a simple way. In addition to these (re-)derivations, we explain that this approach may enable us to use unconventional pieces of perturbative calculus. We discuss the open string S-matrix based on unconventional propagators whose 4-point amplitude reproduces the gauge invariant quantity given by directly.

---

1. String field theories will be typical examples revealing these explicitly.
2. The original action is recovered by the homotopy Maurer-Cartan action by setting antifields to zero, whose $A_\infty$ structure is just a piece of the full (quantum) $A_\infty$ structure of the BV master action.
3. In this paper, we consider Lagrangians field theory describing fluctuations around the perturbative vacuum where its free theory is solved, namely, the standard perturbation theory based on the Feynman graph expansion: Our $A_\infty$ structure arises from the expansion of a given BV master action around a Gaussian critical point.
structure, we show explicitly that the homological perturbation indeed performs the perturbative path-integral in terms of the BV-BRST cohomology. This result would be known, as mentioned at the end of section 6, except for incidental details. The quantum $A_{\infty}$ structure of effective theory and the classical limit are also discussed. In section 4, we translate the results based on the BV formalism into corresponding results based on the (quantum) $A_{\infty}$ structure. We show that when the original BV master action includes source terms, its effective theory must have a weak $A_{\infty}$ structure. In section 5, we apply these results to string field theory. We (re-)derive effective theories with finite $\alpha'$, reduction of gauge degrees, string amplitudes, and gauge invariant quantities discussed in [10] in a systematic way. In section 6, we conclude with summary and mentioning earlier works. In appendix, we explain the grading of our $A_{\infty}$ structure and a basis of the symplectic pairing in the BV formalism that makes manifest Lagrangian’s homotopy algebraic structure.

Remarks

In this paper, we start from a given integrand $e^{S[\phi]}$ of the perturbative path-integral $\int D[\phi] e^{S[\phi]}$ and explain that the flow of $\int D[\phi']$ for any $\phi = \phi' + \phi''$ can be described in terms of the BV-BRST cohomology (in section 3) and Lagrangian’s homotopy algebra (in section 4) explicitly. Theoretical physicists know that the physical configurations or states are described by both of the path-integral and the BRST cohomology, and several experts know that the method of the BV-BRST cohomology is equivalent to the approach based on Lagrangian’s homotopy algebra. In this sense, this statement itself is not new, although it would be implicit and indirect. An explicit and direct connection between the path-integral, the BV-BRST cohomology and Lagrangian’s homotopy algebraic structure has not been presented enough and would be worth elucidating. The authors believe that contents of subsection 3.3 (and the relevant part in 3.5) and subsection 4.7 include new contributions to the development of the homotopy algebraic approach to QFTs, and that subsection 5.2—a quantum extension of the light-cone reduction—and the last part of subsection 5.3 are new results in the study of strings.

Although it is just a reformulation for the well-known technique of Feynman graph expansion, we believe that there are some advantages: It tells us how usual perturbative calculations can be mathematically rigorous ones; It rewrites the perturbative path-integral into a simple recursion relation; It makes each step of such calculations manifest, exact and systematic, so that any oversight – what we could know from the usual perturbative calculations – would be detected after the reformulation. In addition, it shows that for any integrands $e^{S[\phi]}$, the path-integral eliminating gauge and unphysical degrees, the flow of $\int D[\phi_{\text{gauge}}] D[\phi_{\text{unphys}}]$ for any $\phi = \phi_{\text{phys}} + \phi_{\text{gauge}} + \phi_{\text{unphys}}$, and the path-integral eliminating off-shell fields, the flow of $\int D[\phi_{\text{off-shell}}]$ for $\phi = \phi_{\text{on-shell}} + \phi_{\text{off-shell}}$, are performed in a consistent way, as physicists know without proofs. In order to enjoy such advantages, we need rather explicit derivations, which is our motivation.

Please note that how to prepare a “consistent” field theory $e^{S[\phi]}$ is up to readers: The results can be concrete (or formal) ones as much as given initial data. It would be preferable to consider any renormalized (effective) field theories that solves the BV master equation or string field theories as given integrands $e^{S[\phi]}$ of our consideration.
2 Preliminaries

In this section, we explain our settings and notation and present several mathematical facts.

Let us explain field theories of our consideration. In this paper, we consider field theories $S_{cl}[\psi_{cl}]$ that consist of the kinetic term $S_{cl\text{ free}}[\psi_{cl}]$ and the interacting terms $S_{cl\text{ int}}[\psi_{cl}]$ as follows

$$S_{cl}[\psi_{cl}] \equiv -\frac{1}{2} \int dx \psi_{cl} \mu_{cl}^{\dagger}(\psi_{cl}) - \sum_{n} \frac{1}{n+1} \int dx \psi_{cl} \mu_{cl}^{\dagger}(\psi_{cl}, \ldots, \psi_{cl}),$$

(2.1)

where the $\psi_{cl}$ denotes classical fields, the $\mu_{cl}^{\dagger}$ is kinetic operators and the $\mu_{cl}^{n}$ are the $(n+1)$-point vertices. We assume that the classical action (2.1) consists of the physical degrees only or is consistently gauge-fixable. We also assume that the free part $S_{cl\text{ free}}[\psi_{cl}]$ can have a non-degenerate Hessian, so that the Gaussian integral can be normalized as usual

$$1 = \int D[\psi_{cl}] e^{S_{cl\text{ free}}[\psi_{cl}]},$$

(2.2)

which requires that the free part $S_{cl\text{ free}}[\psi_{cl}]$ is solved and the value of $\sqrt{\det (\mu_{cl}^{1})^{-1}}$ is given.

2.1 Perturbative path-integral

In section 3 and 4, we explain that the perturbative path-integral can be performed in terms of the BV-BRST cohomology or Lagrangian’s homotopy algebra. We explain the word “the perturbative path-integral” below. In field theories, the expectation value of observables $\langle \ldots \rangle_J$ is described by using the path-integral,

$$Z_J^{-1} \int D[\psi_{cl}] \left( \ldots e^{S[\psi_{cl}]+J\psi_{cl}} \right), \quad Z_J = \int D[\psi_{cl}] e^{S[\psi_{cl}]+J\psi_{cl}},$$

(2.3)

where $Z_J$ denotes the partition function. Although the non-perturbative path-integral of interacting fields is a deep question, we can perform it for free theories since free actions are at most quadratic. The perturbative expansion enables us to perform the path-integral of interacting fields formally, which is a standard procedure in a Lagrangian field theory. In terms of the free theory, which should be well solved, we can represent (2.3) as the following expectation values

$$\langle \ldots e^{S_{cl\text{ int}}[\psi_{cl}]} \ldots \rangle_{\text{free}, J} = Z_J^{-1} \int D[\psi_{cl}] \left( \ldots e^{S_{cl\text{ int}}[\psi_{cl}]} \ldots \right) e^{S_{cl\text{ free}}[\psi_{cl}]+J\psi_{cl}}.$$

(2.4)

The partition function $Z_J$ can be represented as $Z_J = \langle e^{S_{cl\text{ int}}[\psi_{cl}]} \rangle_{\text{free}, J}$. We then consider to replace a given functional of $\psi_{cl}$ by using a formal power series of $\psi_{cl}$, for which we write $F[\psi_{cl}]$, and replace the expectation value of a given functional by $\langle F[\psi_{cl}] \rangle_{\text{free}, J}$ formally. This type of integral reduces to the Gaussian integral (2.2) because of $F[\psi] e^{J\psi} = F[\partial_J] e^{J\psi}$. Hence, whenever the free theory is well solved, we can perform the perturbative path-integral of (2.4) as follows

$$\langle \ldots F'[\psi_{cl}] \ldots \rangle_{\text{free}, J} \equiv \left( \ldots F'[\partial_J] \ldots \right) e^{\frac{1}{2} J \mu_{cl}^{1} J}.$$

(2.5)

We set $\hbar = 1$ for convenience. If necessary, we write $\hbar$ explicitly, such as $\exp(\hbar^{-1} S)$.
where \( F'[\psi_{cl}] \) is a formal power series of \( \psi_{cl} \). The expectation value \( \langle \ldots \rangle \equiv \langle \ldots e^{S_{int}[\psi_{cl}]} \ldots \rangle_{\text{free,J}} \) is always defined by the perturbative path-integral (2.5) in the rest of this paper. The Feynman graph expansion of \( F[\psi_{cl}] \) is an alternative representation of (2.5) with \( F'[\psi_{cl}] = F[\psi_{cl}] e^{S_{int}[\psi_{cl}]} \). As is well-known, by adding the source term \( e^{j\psi_{ev}} \), (2.5) can be cast as

\[
\langle \ldots F[\psi_{cl}] \ldots \rangle_{\psi_{ev}} = e^{j\psi_{ev}} \partial^\mu \partial^{-1} \partial_{\psi_{ev}} \left[ \langle \ldots F[\psi_{ev}] \ldots e^{S_{cl,\text{int}}[\psi_{ev}]} \rangle \cdot e^{j\psi_{ev}} \right]_{\psi_{ev}=0} .
\]  

(2.6)

In this paper, the word “the perturbative path-integral” always mean (2.5) or (2.6). Note that fields \( \psi_{cl} \) are integrated by using (2.2) in both representations (2.5) and (2.6).

2.2 The BV master equation

The BV formalism is one of the most general and systematic prescription to quantize gauge theories, which enable us to treat open or redundant gauge algebras [2–4]. As is known, a gauge-fixing is necessary to perform the path-integral for a given gauge theory, to which we can apply the BV formalism even if ordinary methods such as fixing-by-hand, deriving the Dirac bracket, brute-force computations and the BRST procedure do not work. To carry out (2.3) or (2.2), the action must provides a regular Hessian. In addition, symmetries proportional to the equations of motion are redundant and must be taken into account. We thus introduce antifields \( \psi_{cl}^* \), ghost fields \( c \), antifields for ghosts \( c^* \) and pairs of higher fields-antifields as much as needed,

\[
S_{cl}[\psi_{cl}] \rightarrow S[\psi] = S_{cl}[\psi_{cl}] + \psi_{cl}^* (S, \psi) + c^* (S, c) + \cdots .
\]  

(2.7)

We write \( \psi \) for the sum of all fields and antifields. This extended action \( S[\psi] \) is called a BV master action, which can provide a regular Hessian, and enables us to perform the path-integral of gauge theory. The BV master action \( S[\psi] \) is a solution of the BV master equation

\[
h \Delta e^{S[\psi]} = \left[ h \Delta S[\psi] + \frac{1}{2} \left( S[\psi], S[\psi] \right) \right] e^{S[\psi]} = 0
\]  

(2.8)

and must satisfy the initial condition \( S[\psi]|_{\psi^+ = 0} = S_{cl}[\psi_{cl}] \) where \( \psi^+ \) denotes all of the antifields. The BV master equation guarantees that the theory is independent of gauge-fixing conditions and has no gauge anomaly arising from the measure factor of the path-integral. A gauge-fixing is carried out by choosing appropriate gauge-fixing fermions, which determines a Lagrangian submanifold. Note that the original action itself becomes the BV master action whenever field theories have no gauge degree: The antifields are nothing but a useful tool.

In the context of the BV formalism, De Witt’s notation is often adopted: The repeated labels imply not only a sum over discrete indices but also give an integration over continuous variables. E.g. \( A_a A^a = \int dx A_{n,\mu}(x) A_{n,\mu}^*(x) = tr (\star A) \wedge A \) for Yang-Mills fields \( A = A_{\mu}(x) dx^\mu \) and \( \phi_{n}^+ \phi_{n}^* = \int dx \phi_{n}^+ (x) \phi_{n}^*(x) \) for the \( \mathcal{O}(N) \) scalar fields \( \phi^{\alpha} = \{ \phi_{n}(x) \}_{n,x} \). We write \( \psi_{g} \) and \( \psi_{g}^* \) for fields and antifields having space-time ghost number \( g \) and \( -g - 1 \) respectively: \( \psi_{0} \equiv \psi_{cl}, \psi_{0}^* \equiv \psi_{cl}^*, \psi_{1} \equiv c \) and \( \psi_{1}^* \equiv c^* \) in (2.7) for example. We also use \( \psi_{-1-g} = \psi_{g}^* \) for brevity. The BV Laplacian \( \Delta \) is an odd second-order functional derivative, which is given by

\[
\Delta \equiv \sum_{g} (-)^{g} \frac{\partial}{\partial \psi_{g}} \frac{\partial}{\partial \psi_{g}^*} = \frac{\partial}{\partial \psi_{cl}} \frac{\partial}{\partial \psi_{cl}^*} - \frac{\partial}{\partial c} \frac{\partial}{\partial c^*} + \cdots .
\]  

(2.9)
It is a fundamental object in the BV formalism and has geometrical meaning. The BV bracket is defined by \((-)^F (F, G) \equiv \Delta (FG) - (\Delta F) G - (-)^F F(\Delta G)\), where \(F\) and \(G\) are any functionals of fields and antifields. The BV bracket can be cast as
\[
(F, G) = \sum_g \left[ \frac{\partial_r F}{\partial \psi_g} \frac{\partial G}{\partial \psi_g^*} - \frac{\partial_r F}{\partial \psi_g^*} \frac{\partial G}{\partial \psi_g} \right].
\] (2.10)

Note that \(\partial_r\) denotes the right derivative and it satisfies \(\frac{\partial}{\partial \psi_g} F = (-)^{(F+1)} \frac{\partial}{\partial \psi_g} F\).

**BV master action**

We write \(\{\psi^a\}_a\) for all of the field contents of fields and antifields, which are determined by solving the BV master equation. The contracted labels of \(\{\psi^a\}_a\) run over all different types of fields. In other words, the \(a\)-label of \(\psi^a\) distinguishes not only indices of a given field, such as the Lorentz indices, spinor indices, labels of symmetry generators or space-time points, but also species of fields themselves. Hence, we can always rewrite a given action into the form of
\[
S[\psi] = \frac{1}{2} \int \mu_{ab} \psi^b \psi^a + \sum_{n>2} \frac{1}{n!} \int \mu_{\text{sym}}^{a_1...a_n} \psi^{a_n} ... \psi^{a_1}
\] (2.11)
for every BV-quantizable field theory. The \(\mu_{ab}\) are kinetic operators between \(\psi^a\) and \(\psi^b\) and the \(\mu_{\text{sym}}^{a_1...a_n}\) are \(n\)-point vertices at which \(\psi^{a_1},...,:;\psi^{a_n}\) interact.

We write \((\cdot)^{|\psi^a|}\) for the sign of the total grading of \(\psi^a\), where \(|\psi^a|\) is often abbreviated to \(|a|\) for simplicity. The action \(S[\psi] \in \mathbb{R}\) and the coefficients \(\{\mu_{\text{sym}}^{a_1...a_n}\}_n\) of (2.11) are of neutral total grading, for which we write \(|S[\psi]| = 0\) and \(|\mu_{\text{sym}}^{a_1...a_n}| = 0\) respectively. We can confirm the condition \(\sum_{k=1}^n |\psi^{a_k}| = 0\) on (2.11). The BV Laplacian and the BV bracket can be expressed as
\[
\hbar \Delta A = \frac{\hbar}{2} (-)^{|\psi^a|} \frac{\delta}{\delta \psi^a} \omega^{ab} \frac{\delta}{\delta \psi^b} A, \quad (A, B) = \frac{\delta A}{\delta \psi^a} \omega^{ab} \frac{\delta B}{\delta \psi^b},
\] (2.12)
in which the BV Poisson structure \(\omega^{ab}\) naturally appears. The components \(\omega^{ab}\) assign degree 1 to inputs and satisfies \(\omega^{ab} = -(-)^{(|a|+1)(|b|+1)} \omega^{ba}\) with \(|a| + |b| = 1\), so that \(\frac{\delta}{\delta \psi^a} \omega^{ab} \frac{\delta}{\delta \psi^b}\) is zero unless \(|\psi^a| = -|\psi^b| - 1\) since \(\omega^{ab}\) assigns degree 1. Note that as the \(\mu_{a_1...a_n}\) of (2.11) satisfy \(|\mu_{a_1...a_n}| = 0\), the \(\omega^{ab}\) satisfy \(|\omega^{ab}| = 0\): They are just components.

---

5 E.g. \(\frac{1}{2} \int \psi_a^\dagger \psi^a = \int dx[A^\mu_a(x) A^\mu_a(x) + c^a(x)c(x) + \psi^a_+(x)\psi^a(x) + \bar{\psi}^a_+(x)\bar{\psi}^a(x)]\) for the field contents \(\{\psi^a\}_a = \{A^\mu_a(x), c(x), \psi^a(x), \bar{\psi}^a(x), A^\mu_a^\dagger(x), c^\dagger(x), \psi_+^a(x), \bar{\psi}_+^a(x)\}_{\mu, a, \dagger}\) in QED.

6 \(S[\psi]\) may have the \(\hbar\) dependence \(S[\psi] = S_{\text{cl}}[\psi_{\text{cl}}] + \sum g \hbar^2 S_{\text{brs}}[\psi]\) when \((S_{\text{cl}}, S_{\text{cl}}) = 0\) but \(\Delta S_{\text{cl}} \neq 0\).

7 This is the total ghost number (the total ghost number plus one) for the field contents starting with Grassmann even (odd) classical fields.
2.3 Lagrangian’s $L_\infty$ structure

For each (ordinary) field theory solving the BV master equation, we can always find a set of algebraic relations among its vertices,

$$\frac{\hbar}{2}(-)^{\psi a} \omega^{ab} \mu^{\text{sym}}_{ba1...a_n} + \sum_{m=0}^{n-1} \sum_{\sigma \in S_{n,m}} \sigma \circ \mu^{\text{sym}}_{a_1...a_0 a} \omega^{ab} \mu^{\text{sym}}_{ba_{m+1}...a_n} = 0 \quad (2.13)$$

for each fixed $n \in \mathbb{N}$, which is Lagrangian’s (quantum) $L_\infty$ structure. The permutation $\sigma \in S_{n,m}$ denotes a $(m, n-m)$-shuffle of the $\{a_1, ..., a_m; a_{m+1}, ..., a_n\}$ indices: For $0 \leq m \leq n$, a permutation $\sigma \in S_n$ of $1 < ... < n$ is called a $(m, n-m)$-shuffle if $\sigma(k) < \sigma(k+1)$ when $k \neq m$, where $<$ denotes the ordering of $\{1, ..., n\}$ or $\{\sigma(1), ..., \sigma(n)\}$. In most cases, homotopy algebras are written as a set of algebraic relations between multilinear maps $\{\mu_n\}_{n \in \mathbb{N}}$ acting on a graded vector space $\mathbb{H}^1$: A set of the relations (2.13) is nothing but its component expression.

Graded commutativity

We extract the set of vertices $\{\mu^{\text{sym}}_{a_0 a_1...a_n}\}_{a,n}$ from a given Lagrangian. What we need to assume to obtain (2.13) from a given (2.11) is the graded commutativity of vertices. We show that every field theory (2.11) solving the BV master equation has a quantum $L_\infty$ structure whenever the vertices are graded commutative with respect to all inputs

$$\mu^{\text{sym}}_{...ab...} = (-)^{|\psi^a||\psi^b|} \mu^{\text{sym}}_{...ba...} \quad (2.14)$$

Ordinary field theories satisfy this requirement of (2.14). When we assume that the Lagrangian (2.11) has the graded symmetric vertices (2.14), then, the cyclic property $^9$ is automatic,

$$\mu^{\text{sym}}_{a_0 a_1...a_n} = (-)^{|\psi^{a_0}|(|\psi^{a_1}|+...+|\psi^{a_n}|)} \mu^{\text{sym}}_{a_1...a_0 a_n} \quad (2.15)$$

The upshot of the graded commutativity $^9$ is that the Lagrangian of (2.11) is permutation invariant with respect to its field contents

$$\mu^{\text{sym}}_{a_1...a_n} \psi^{a_0} ... \psi^{a_1} = (-)^{|\sigma(\varphi)|} \mu^{\text{sym}}_{a_1...a_n} \psi^{a_{\sigma(n)}} ... \psi^{a_{\sigma(1)}} \quad (2.16)$$

$^8$It is a “field-theoretically” unique set. All possible field redefinitions and addition of auxiliary fields are included in the BV canonical transformations, which are BV-BRST exact shifts of $S[\varphi]$ preserving the BV master equation. They are nothing else but homotopy algebra morphisms preserving a given cohomology and quasi-isomorphisms of homotopy algebras discussed in $[10, 20, 21]$ describe the field theoretical equivalence as well.

$^9$The requirement of cyclic property (2.15) is weaker than that of graded commutativity (2.14). Actually, the requirement (2.15) is enough to extract a homotopy algebra from a given Lagrangian.

$^{10}$It is the same as the requirement that components of given fields are graded symmetric

$$\int ... \psi^a \psi^b ... = (-)^{|\psi^a||\psi^b|} \int ... \psi^b \psi^a ...$$

In the expression of (2.11), inputs of vertices are prepared to be these components of fields.
The equivalence of BV and homotopy algebra

Under the assumption of the graded commutativity, Lagrangian’s $L_\infty$ algebra is equivalent to imposing the BV master equation \[^{[10,23]}\]. While the BV Laplacian acts on the action as

\[
\hbar \Delta S = - \sum_{n \geq 1} \frac{1}{n!} \int \frac{\hbar}{2} (-) |\psi^a| \omega^{ab} \mu_{ba_1...a_n} \psi^{a_n} ... \psi^{a_1}, \tag{2.17}
\]

the BV-BRST transformation or homological vector field acts on the action as

\[
(S, S) = \sum_{k,l} \frac{1}{k!l!} \int \psi^{a_k} ... \psi^{a_1} \mu_{aa_1...a_k} \omega^{ab} \mu_{b_1...b_l} \psi^{b_l} ... \psi^{b_1}
\]

\[
= - \sum_{n \geq 1} \frac{1}{n!} \int \sum_{m=1}^n \frac{n!}{m!(n-m)!} \mu_{aa_1...a_m} \omega^{ba} \mu_{ba_1...a_{m+1}} ... \psi^{a_n} ... \psi^{a_1}. \tag{2.18}
\]

We used the equality $\sum_{k,l} \frac{1}{k!l!} F_k G_l = \sum_{n \geq 0} \frac{1}{n!} \sum_{m=1}^n \frac{n!}{m!(n-m)!} F_m G_{n-m}$. We notice that since each vertex is permutation invariant, the equality (2.18) can be expressed as follows

\[
(S, S) = - \sum_{n \geq 1} \frac{1}{n!} \int \sum_{m=1}^n \sum_{\sigma \in S_{n,m}} \mu_{a_{\sigma(1)}...a_{\sigma(m)}} \omega^{ab} \mu_{b_{\sigma(m+1)}...a_{\sigma(n)}} \psi^{a_{\sigma(n)}} ... \psi^{a_{\sigma(1)}}. \tag{2.19}
\]

For $0 \leq m \leq n$, we write $\sigma \in S_{n,m}$ for a permutation $\sigma \in S_n$ of $\{1, ..., n\}$ such that the order of $\sigma(1) < ... < \sigma(m)$ and $\sigma(m+1) < ... < \sigma(n)$ are preserved, namely, a $(m, n-m)$-shuffle. Hence, the BV master equation indeed gives Lagrangian’s quantum $L_\infty$ relations \(^{[2.13]}\) whenever the vertices are graded symmetric \(^{[2.14]}\). See \[^{[8,9,11,20,21]}\] for the case of cyclic $L_\infty$ algebras.

### 2.4 Lagrangian’s $A_\infty$ structure

We can always weaken the requirement of the graded commutative vertices \(^{[2.14]}\), from which Lagrangian’s $A_\infty$ structure arises. We rewrite a given action into the form of the cyclic weight

\[
S[\varphi] = \frac{1}{2} \int \mu_{ab} \psi^b \psi^a + \sum_{n>1} \frac{1}{n+1} \int \mu_{a_0a_1...a_n} \psi^{a_n} ... \psi^{a_1} \psi^{a_0}. \tag{2.20}
\]

Notice that solving the BV master equation is nothing but a systematic prescription to determine a set of the above coefficients $\{\mu_{a_0...a_n}\}_a$. Then, instead of (2.14), we assume the cyclic property of the vertices only\(^{[11]}\)

\[
\mu_{a_0a_1...a_n} = (-)^{|\psi^{a_0}|} |\psi^{a_1}|+...+|\psi^{a_n}| \mu_{a_1...a_na_0}. \tag{2.21}
\]

\(^{[11]}\)It is the same as the requirement that all of given field contents $\varphi = \{\varphi^a\}_a$ satisfy the cyclic property

\[
\int \varphi^{a_0} \psi^{a_1} ... \psi^{a_n} = (-)^{|\psi^{a_0}|} |\psi^{a_1}|+...+|\psi^{a_n}| \int \psi^{a_1} ... \psi^{a_n} \psi^{a_0}.
\]

The integral symbol denotes not only the space-time (or momentum) integral but also the trace if any.
The (quantum) $A_\infty$ structure of quantum field theory can be extracted from the BV master equation imposed on (2.20) under the requirement of (2.21) in the same way as $L_\infty$, which we explain in the next section. For each fixed $n \in \mathbb{N}$, a quantum $A_\infty$ relation is

$$\sum_{s,t} \left[ \frac{\hbar}{2} (-)^{s}\omega^{a_1 a_2 a_n} a_{a_1 a_2 a_n} a_{a_1 a_2 a_n} + \sum_{m=0}^{n-1} \mu_{a_1 a_2 a_n} \omega^{a_m a_{m+1} a_n} a_{a_1 a_2 a_n} \right] = 0. \quad (2.22)$$

Lagrangian’s $A_\infty$ can be always found whenever Lagrangian’s $L_\infty$ structure exists [12, 20, 21]. Note however that whenever the vertices of (2.20) are graded commutative $\mu_{st\ldots} = (-)_{\psi_{\psi}}\psi_{\psi_{\psi}}$ as usual, the description based on (2.20) with $A_\infty$ becomes redundant — all permuted vertices $\mu_{a_{(1)} \ldots a_{(n)}}$ reproduce the same contributions as the original vertex $\mu_{a_1 \ldots a_n}$ — and then Lagrangian’s $A_\infty$ structure automatically reduces to the $L_\infty$ structure. As usual, then, it is economical and physically natural to use the vertices $\{\mu_{a_0 \ldots a_n}\}_a$ defined by the sum of all possible permutation

$$\mu_{a_0 \ldots a_n} \equiv \sum_{\sigma \in S_{n+1}} \mu_{a_{\sigma(0)} \ldots a_{\sigma(n)}}. \quad (2.23)$$

The action (2.20) of the cyclic weight is the same as the action (2.11) of the symmetric weight then, so that two Feynman graphs based on $A_\infty$ and $L_\infty$ are the same then.

The form (2.20) is nothing but the component expression of the action (2.1).

### 2.5 (Quantum) $A_\infty$ reduces to (quantum) $L_\infty$

To see the relation between Lagrangian’s $A_\infty$ and $L_\infty$ structures directly, it is helpful to consider the state space of fields and to regard given vertices as multilinear maps on such a vector space. Let $\mathcal{H}$ be the state space of fields and $T(\mathcal{H})$ be the tensor algebra. We write $\{\hat{e}_a\}_a$ for a basis of $\mathcal{H}$ explicitly and write $\psi = \psi^a \hat{e}_a$ for a vector of the state space. See appendix A for the basis.

We notice that given vertices of the form $\mu_{a_0 a_1 \ldots a_n} \psi^{a_1} \cdots \psi^{a_n}$ can be regarded as products or multiplications of fields $\psi_1, \ldots, \psi_n$ that belong to the state space. In general, we can regard the products of given fields as values of multilinear maps $\mu_n$ acting on the tensor product $\psi_1 \otimes \cdots \otimes \psi_n$, which may be non-commutative in general. We write

$$\mu_n(\psi_1, \ldots, \psi_n) \equiv \mu_n (\psi_1 \otimes \cdots \otimes \psi_n). \quad (2.24)$$

For instance, the vertices appearing in the action (2.1) can be specified by these multilinear maps. In most cases, these multilinear maps acting on fields associate with algebraic relations, such as coupling constant, delta functions of momentum conservation, contractions of indices, cut-off functions, space-time differentials or structure constants of Lie algebras. The $A_\infty$ or $L_\infty$ structure we consider in this paper is a special combination of such algebraic relations $\mu = \{\mu_n\}_n$, that can be identified with properties of multilinear maps $\{\mu_n\}_n$ acting on the tensor algebra.

When we consider ordinary quantum field theory\footnote{As we see, the BV formalism uniquely specifies such a set of algebraic relations for a give field theory.} because of the graded commutativity of fields $\psi_1 \cdot \psi_2 = (-)^{\psi_1 \psi_2} \psi_2 \cdot \psi_1$, it is economical to consider the symmetric tensor algebra $S(\mathcal{H})$\footnote{A quantum field theory of particles that is not based on the non-commutative geometry.}.
instead of $\mathcal{T}(\hat{H})$. The symmetrized tensor product,

$$
\psi_1 \wedge \cdots \wedge \psi_n \equiv \sum_{\sigma \in S} (-)^{\sigma(\psi)} \psi_{\sigma(1)} \otimes \cdots \otimes \psi_{\sigma(n)},
$$

(2.25)

is a natural product of the symmetric tensor algebra $S(\hat{H})$. Then, instead of (2.24), it is reasonable to consider the values of multilinear maps $\{\mu_n\}$ acting on the symmetrized tensor product

$$
\mu_n^{\text{sym}}(\psi_1, \ldots, \psi_n) \equiv \mu_n(\psi_1 \wedge \cdots \wedge \psi_n).
$$

(2.26)

This kind of $\mu^{\text{sym}}(\psi, \ldots, \psi)$ gives natural algebraic structures appearing in commutative quantum field theory. Note that $\mu$ and $\mu^{\text{sym}}$ are distinguished by just input states: the commutativity of space-time fields can be identified with a property of inputs. When we consider commutative quantum field theory, we can obtain $\mu^{\text{sym}}(\psi, \ldots, \psi)$ from a given $\mu(\psi, \ldots, \psi)$ as follows

$$
\mu_n(\psi_1, \ldots, \psi_n) = \frac{1}{n!} \mu_n^{\text{sym}}(\psi_1, \ldots, \psi_n).
$$

(2.27)

The factor $n!$ comes from the symmetrization of the tensor product. In this paper, we thus consider properties of algebraic structures $\mu(\psi, \ldots, \psi)$ that do not depend on the graded commutativity of space-time fields. As (2.27), our $\mu(\psi, \ldots, \psi)$ reduces to $\mu^{\text{sym}}(\psi, \ldots, \psi)$ automatically whenever we consider ordinary quantum field theory. Actually, the relation of $\mu$ and $\mu^{\text{sym}}$ is nothing but that of (quantum) $A_\infty$ and $L_\infty$. The quantum $A_\infty$ structure appearing in this paper can be always switched to the quantum $L_\infty$ structure for ordinary quantum field theory.\footnote{Note that it does not imply that the $A_\infty$ products can be written in terms of the $L_\infty$ products for ordinary field theory: the $A_\infty$ or $L_\infty$ products we consider are not elementary objects of a given theory but special combinations of them. Even for closed string field theory, the $L_\infty$ products or string vertices are constructed by specifying conformal mappings or differential forms on the (puncture-symmetrized) moduli space of Riemann surfaces.}

As we see later, physical gradings, such as the space-time ghost number or Grassmann parity of fields, do not give the $A_\infty$ degree directly. In addition, by using appropriate (de-)suspension maps, the change of the grading of $A_\infty$ algebras does not change the physics. Hence, it is useful to set all $A_\infty$ products to have degree 1, which we call a natural $A_\infty$ degree.

**Quantum $A_\infty$ structure**

An $A_\infty$ structure $\mu = \mu_1 + \mu_2 + \cdots$ is a (co-)derivation acting on $\mathcal{T}(\hat{H})$ such that $(\mu)^2 = 0$. For a given $\psi_1 \otimes \cdots \otimes \psi_n \in \mathcal{T}(\hat{H})$ with fixed $n \geq 1$, the $A_\infty$ relations $(\mu)^2 = 0$ can be represented as

$$
\sum_{k+l=n} \sum_{m=0}^k (-)^{\epsilon(\psi)} \mu_{k+1}\left(\psi_1, \ldots, \psi_m, \mu_l(\psi_{m+1}, \ldots, \psi_{m+l}), \psi_{m+l+1}, \ldots, \psi_n\right) = 0,
$$

(2.28)

where $\epsilon(\psi)$ denotes the sign factor arising from $\mu_1$ passing $\psi_1 \otimes \cdots \otimes \psi_m$. Let $\omega$ be a graded symplectic structure of degree $-1$ and $\{\hat{e}_{-s}, \hat{e}_{1+s}\}_{s \geq 0}$ a be a set of complete basis such that $\omega(\hat{e}_{-s}, \hat{e}_{1+s}) = (-)^s \delta_{s,s'}$. A cyclic $A_\infty$ structure is an $A_\infty$ structure $\mu$ satisfying $\omega(\mu \otimes 1 + 1 \otimes \mu) = 0$, which is the classical limit of a quantum $A_\infty$ structure.
A quantum $A_\infty$ structure $\mu + \hbar \mathfrak{L}$ is a linear map acting on $\mathcal{T}(\hat{\mathcal{H}})$ such that $(\mu + \hbar \mathfrak{L})^2 = 0$ where $\mu = \sum_n \mu_n [0] + \sum_n \hbar^g \mu_n [g]$ is a (co-)derivation and $\mathfrak{L}$ is a second order (co-)derivation. For fixed $n \geq 1$ and $g \geq 0$, the quantum $A_\infty$ relations $(\mu + \hbar \mathfrak{L})^2 = 0$ can be represented as

$$
\sum_{k+l=n} \sum_{m=0}^k (-1)^\epsilon(k) \mu_{k+1,[g_1]} \left( \psi_{1,\ldots,\psi_m}, \mu_{1,[g_2]} \left( \psi_{m+1,\ldots,\psi_{m+l}}, \psi_{m+l+1,\ldots,\psi_k} \right) \right)_{k-m} 
+ \sum_{s \in \mathbb{Z}} \sum_{i=0}^n \sum_{j=0}^{n-i} (-1)^{\epsilon(s,i,j)} \mu_{n+2,[g-1]} \left( \psi_1, \ldots, \psi_i, \hat{e}_{-s}, \psi_{i+1}, \ldots, \psi_{i+j}, \hat{e}_{1+s}, \psi_{i+j+1}, \ldots, \psi_n \right) = 0, 
$$

(2.29)

where the sign factor $\epsilon(s,i,j)$ arises from $\hat{e}_{1+s}$ passing $\psi_1 \otimes \cdots \otimes \psi_{i+j}$ and $\hat{e}_{-s}$ passing $\psi_1 \otimes \cdots \otimes \psi_i$.

Quantum $L_\infty$ structure

An $L_\infty$ structure $\mu^{\text{sym}} = \mu_1^{\text{sym}} + \mu_2^{\text{sym}} + \cdots$ is a (co-)derivation acting on $\mathcal{S}(\hat{\mathcal{H}})$ such that $(\mu^{\text{sym}})^2 = 0$. For fixed $n \geq 1$, the $L_\infty$ relations $(\mu^{\text{sym}})^2 = 0$ can be represented as follows

$$
\sum_{k+l=n} \sum_{\sigma \in S_{l,k}} (-1)^{\epsilon(k)} \mu_{k+1,[g_1]} \left( \mu_1^{\text{sym}} \left( \psi_{\sigma(1)}, \ldots, \psi_{\sigma(l)} \right), \psi_{\sigma(l+1)}, \ldots, \psi_{\sigma(n)} \right) = 0, 
$$

(2.30)

where $\epsilon(k)$ denotes the sign factor arising from the $(l,k)$-unshuffle of $\psi_{\sigma(1)} \wedge \cdots \wedge \psi_{\sigma(n)} \in \mathcal{S}(\hat{\mathcal{H}})$. A cyclic $L_\infty$ structure is an $L_\infty$ structure $\mu^{\text{sym}}$ satisfying $\omega(\mu^{\text{sym}} \otimes 1 + 1 \otimes \mu^{\text{sym}}) = 0$, which is the classical limit of a quantum $L_\infty$ structure.$^{15}$

A quantum $L_\infty$ structure $\mu^{\text{sym}} + \hbar \mathfrak{L}$ is a linear map acting on $\mathcal{S}(\hat{\mathcal{H}})$ such that $(\mu^{\text{sym}} + \hbar \mathfrak{L})^2 = 0$ where $\mu^{\text{sym}} = \sum_n \mu_n^{\text{sym}} [0] + \sum_n \hbar^g \mu_n^{\text{sym}} [g]$ is a (co-)derivation and $\mathfrak{L}$ is a second order (co-)derivation. For fixed $n > 0$ and $g \geq 0$, the quantum $L_\infty$ relations $(\mu^{\text{sym}} + \hbar \mathfrak{L})^2 = 0$ can be represented as

$$
\sum_{k+l=n} \sum_{\sigma \in S_{l,k}} (-1)^{\epsilon(k)} \mu_{k+1,[g_1]} \left( \mu_1^{\text{sym}} \left( \psi_{\sigma(1)}, \ldots, \psi_{\sigma(l)} \right), \psi_{\sigma(l+1)}, \ldots, \psi_{\sigma(n)} \right) 
+ \frac{1}{2} \sum_{s \in \mathbb{Z}} \sum_{g_1+g_2=g} (-1)^{\epsilon(s)} \mu_{n+2,[g-1]} \left( \hat{e}_{-s}, \hat{e}_{1+s}, \psi_1, \ldots, \psi_n \right) = 0. 
$$

(2.31)

As we see in section 3, a quantum $A_\infty$ structure can be assigned to every quantum field theory that solves the BV master equation. Most of our results will be presented in terms of $A_\infty$ since the results based on $A_\infty$ can be always switched to those based on $L_\infty$ for ordinary quantum field theory. As long as we consider an $A_\infty$ structure $\mu$ that can be represented by the form of (2.24), the (quantum) $A_\infty$ structure $\mu$ of commutative quantum field theory reduces the (quantum) $L_\infty$ structure $\mu^{\text{sym}}$ automatically just as (2.27). We end this subsection by giving two examples.

$^{15}$When we consider other gradings, such as $2 - n$ for $\mu_n$, the same relations hold as (2.28), (2.29), (2.30) or (2.31) except for the sign factors: (de-)suspension maps relate them. See also [10,17,19].
4 point amplitude

The amplitudes of Lagrangian field theory have a quantum $A_\infty$ structure, which we will explain in more detail in section 5. Let us consider the cubic action, which is (2.11) with $\mu_{n>2} = 0$. It can be a non-commutative field theory. We write $\mu^{-1}_1$ for a propagator of this theory. The 4 point amplitude $A_4$ is given by

$$A_4 \sim \langle \psi_0, \mu_2(\mu^{-1}_1 \mu_2(\psi_1, \psi_2), \psi_3) \rangle + \langle \psi_0, \mu_2(\psi_1, \mu^{-1}_1 \mu_2(\psi_2, \psi_3)) \rangle.$$  \hspace{1cm} (2.32)

It consists of the $S$-channel and $T$-channel. When multiplications of space-time fields are commutative, $\mu$ reduces to $\mu^{\text{sym}}$ as (2.27). Then, the expression (2.32) reduces to

$$A_4 \sim \langle \psi_0, \mu^\text{sym}_2(\mu^{-1}_1 \mu^\text{sym}_2(\psi_1, \psi_2), \psi_3) \rangle + \langle \psi_0, \mu^\text{sym}_2(\mu^{-1}_1 \mu^\text{sym}_2(\psi_2, \psi_3), \psi_1) \rangle + \langle \psi_0, \mu^\text{sym}_2(\mu^{-1}_1 \mu^\text{sym}_2(\psi_3, \psi_2), \psi_1) \rangle.$$  \hspace{1cm} (2.33)

It consists of the $S$-channel, the $T$-channel and the $U$-channel. As is known, this is a 4 point amplitude of commutative Lagrangian field theory.

Yang-Mills theory

Let us consider the $A_\infty$ structure of the ordinary Yang-Mills action $S[A] = -\frac{1}{2} \int \langle F, \ast F \rangle$, which is a commutative Lagrangian field theory. Yang-Mills fields $A$ are Lie-algebra-value 1-forms. The first $A_\infty$ structure is given by the kinetic operator

$$\mu_1(A_1) = d \ast d A_1,$$  \hspace{1cm} (2.34)

where $d$ denotes the exterior differential and $\ast$ denotes the Hodge dual operation. By casting the Yang-Mills action as the form of (2.1), vertices provides higher $A_\infty$ products

$$\mu_2(A_1, A_2) = d \ast (A_1 \wedge A_2) - (\ast d A_1) \wedge A_2 + A_1 \wedge (\ast d A_2),$$  \hspace{1cm} (2.35)

$$\mu_3(A_1, A_2, A_3) = A_1 \wedge (\ast (A_2 \wedge A_3)) - (\ast (A_1 \wedge A_2)) \wedge A_3,$$  \hspace{1cm} (2.36)

where $\wedge$ denotes the exterior product of forms. Note that this $\wedge$ is different from the symmetrized tensor product of (2.25). As a symmetrization of exterior products, we can consider the graded commutator of exterior products, $[A_1, A_2]_\wedge \equiv A_1 \wedge A_2 - (-)^{A_1 A_2} A_2 \wedge A_1$. We find

$$\mu^{\text{sym}}_2(A_1, A_2) = d \ast [A_1, A_2]_\wedge - [\ast d A_1, A_2]_\wedge + [A_1, \ast d A_2]_\wedge,$$  \hspace{1cm} (2.37)

$$\mu^{\text{sym}}_3(A_1, A_2, A_3) = [A_1, \ast (A_2, A_3)]_\wedge + [A_2, \ast (A_3, A_1)]_\wedge + [A_3, \ast (A_1, A_2)]_\wedge.$$  \hspace{1cm} (2.38)

These are the $L_\infty$ structure of the Yang-Mills theory. These $A_\infty$ and $L_\infty$ structures are related to each other by (2.27). As is known, the above incomplete $A_\infty$ (or $L_\infty$) structure is just a piece of the complete $A_\infty$ (or $L_\infty$) structure of the BV master action for the Yang-Mills theory. When we consider non-commutative quantum field theory, it has only an $A_\infty$ structure obtained by replacing the exterior product with the non-commutative product.
2.6 Deformation retract

Let us consider a sequence of vector spaces \( \mathcal{H} = \{ \mathcal{H}_g \}_{g \in \mathbb{Z}} \) equipped with morphisms \( Q = \{ Q|_g : \mathcal{H}_g \to \mathcal{H}_{g+1} \}_{g \in \mathbb{Z}} \) of degree 1. When \( Q|_{g+1} \circ Q|_g = 0 \) for any \( g \in \mathbb{Z} \) is satisfied, we write \( Q^2 = 0 \) and call \( Q \) a differential on \( \mathcal{H} \). A sequence of vector spaces equipped with a differential \( Q \) is called a \( Q \)-complex, which we abbreviate to \(( \mathcal{H}, Q)\) as follows

\[
(\mathcal{H}, Q) \overset{\text{def}}{=} \cdots \overset{Q|_{g-1}}{\longrightarrow} \mathcal{H}_g \overset{Q|_g}{\longrightarrow} \mathcal{H}_{g+1} \overset{Q|_{g+1}}{\longrightarrow} \cdots \quad \text{with} \quad Q|_{g+1} \circ Q|_g = 0 \, .
\]

(2.39)

For example, the state space \( \mathcal{H} \) of covariant strings and the string BRST operator \( Q \) can be regarded as a BRST complex \(( \mathcal{H}, Q)\) because of \( Q^2 = 0 \), where each \( \mathcal{H}_g \) denotes the ghost number \( g \) sector and each \( Q|_g \) is given by the restriction of the BRST operator onto \( \mathcal{H}_g \).

We write \( \mathcal{H}_{\text{phys}}|_g \equiv \text{Ker}[Q|_g]/\text{Im}[Q|_{g-1}] \) for the \( Q \)-cohomology on \( \mathcal{H}_g \) and consider a sequence of \( \mathcal{H}_{\text{phys}} = \{ \mathcal{H}_{\text{phys}}|_g \}_{g \in \mathbb{Z}} \) as well. With a trivial differential 0, we regard the sequence \(( \mathcal{H}_{\text{phys}}, 0)\) as a complex. We write \( \pi : \mathcal{H} \to \mathcal{H}_{\text{phys}} \) for a projection onto the cohomology and \( \iota : \mathcal{H}_{\text{phys}} \to \mathcal{H} \) for an inclusion from the cohomology, so that the projection \( (1 - \iota \pi) : \mathcal{H} \to \mathcal{H} \) makes \( Q \) invertible. We write \( \kappa^{-1} = \{ \kappa^{-1}|_g : \mathcal{H}_g \to \mathcal{H}_{g-1} \}_{g \in \mathbb{Z}} \) for an inverse for \( Q \), which is of degree \(-1\) and called a contracting homotopy. Now we can add arrows of \( \kappa, \pi \) and \( \iota \) to the complex as follows

\[
\mathcal{H} \xrightarrow{\pi} \mathcal{H}_{\text{phys}} \quad \text{and} \quad \cdots \overset{Q|_{g-1}}{\longrightarrow} \mathcal{H}_g \overset{Q|_g}{\longrightarrow} \mathcal{H}_{g+1} \overset{Q|_{g+1}}{\longrightarrow} \cdots
\]

(2.40)

These arrows clarify where \( Q \) is invertible and the \( Q \)-cohomology condenses. We require \( \pi \iota = \text{Id} \) on \( \mathcal{H}_{\text{phys}} \) and impose \( \pi \kappa^{-1} = \kappa^{-1} \iota = (\kappa^{-1})^2 = 0 \) on \( \mathcal{H} \) as well. Each arrow satisfies a Hodge decomposition and we find the identity

\[
Q \kappa^{-1} + \kappa^{-1} Q = 1 - \iota \pi \, .
\]

(2.41)

For example, the Siegel gauge propagator \( b_0 \int_0^\infty dt \, e^{-tL_0} = \frac{b_0}{L_0} (1 - ip) \) gives such an inverse for the string BRST operator \( Q \), where \( L_0 \) denotes the Virasoro zero mode and \( i\pi \) is the projection onto \( \text{Ker}[L_0] \) the space of level zero states. The decomposition (2.41) is the key stone of the string no-ghost theorem [14][27][28].

A deformation retract is the relation between two sequences \(( \mathcal{H}, Q)\) and \(( \mathcal{H}_{\text{phys}}, 0)\) described by the arrows in sequences (2.40) and the decomposition (2.41). The diagram

\[
\kappa^{-1} \circ (\mathcal{H}, Q) \overset{\pi}{\xrightarrow{\iota}} (\mathcal{H}_{\text{phys}}, q)
\]

(2.42)

is an abbreviate expression for the deformation retract. Note that we can consider a non-zero differential \( q \) on \( \mathcal{H}_{\text{phys}} \) in general, although \( q = 0 \) above. As we see in the next section, the perturbative path-integral is described by the projection onto the BV-BRST cohomology.

2.7 Homological perturbation

A homological perturbation is a map from a given differential \( Q \) to a new differential \( Q + \delta \), which tells us a new complex \(( \mathcal{H}, Q + \delta)\). In order to perform such a perturbation, we have to find out \( \delta \) such that \( (Q + \delta)^2 = 0 \) in the sense of (2.39) for a given \(( \mathcal{H}, Q)\). The idea of homological
perturbation can be extended to deformation retracts. From the original deformation retract and a given perturbation \( \delta \), we can obtain a new deformation retract

\[
K^{-1} \zeta(\mathcal{H}, Q + \delta) \xrightarrow{P} (\mathcal{H}_{\text{phys}}, q_{\text{eff}})
\]

by solving the recursive relations

\[
P = \pi + \kappa^{-1} \delta P, \quad I = \iota + I \delta \kappa^{-1}, \quad K^{-1} = \kappa^{-1} + K^{-1} \delta \kappa^{-1}.
\]

The (perturbed) differential \( q_{\text{eff}} \) on \( \mathcal{H}_{\text{phys}} \) that satisfies \( (q_{\text{eff}})^2 = 0 \) is given by

\[
q_{\text{eff}} \equiv q + P(Q + \delta)I = q + \pi(Q + \delta)I.
\]

The results are proved by straightforward calculations. The recursive construction of new data from given data is known as the homological perturbation lemma. See [22] for details.

3 Projection onto the BV-BRST cohomology

In this section, we show that a homological perturbation performs the perturbative path-integral in terms of the BV-BRST cohomology, and discuss several properties that effective theories have as a consequence of it. We first explain that solving the BV master equation is equivalent to extracting a quantum \( A_\infty \) structure intrinsic to each Lagrangian field theory. Next, after giving a brief review of basic facts of the BV formalism which are related to properties of the path-integral, we explain our idea and requirement that bring us to main results. Then, we show that the path-integral is nothing but a projection map onto the BV-BRST cohomology by constructing such a map explicitly. This section ends with presenting several properties of the effective \( A_\infty \) structure. See appendix A before reading subsection 3.1.

Note that quantum field theories without gauge degrees can be also treated within the BV formalism. Although it trivially solves the BV master equation, it provides non-trivial results.

3.1 \( A_\infty \) structure of the BV master equation

Suppose that for a given Lagrangian field theory, its BV master action \( S[\psi] \) was obtained by solving the BV master equation. When the theory consists of physical degrees only, the BV master action is the classical action itself. We start with a given \( S[\psi] \): see appendix A for notation.

We first consider the simplest case. Suppose that a solution \( S \) of the classical master equation \( (S, S) = 0 \) also solves the quantum master equation \( \hbar \Delta S + \frac{1}{2}(S, S) = 0 \) without any modification. The cyclic \( A_\infty \) structure \( \mu \) can be read from the derivative \((\bar{S}, \psi)\) as follows

\[
(S, \psi) = \sum_g (-)^g \left[ \frac{\partial S}{\partial \psi g} + \frac{\partial S}{\partial \bar{\psi} g} \right] = \sum_n (-)^{|\mu_n(\psi)|} \mu_n(\psi, ..., \psi),
\]

\[\text{we will give corresponding results in section 4 in terms of Lagrangian’s homotopy algebra.}\]

\[\text{The equivalence of performing the Feynman graph expansion and calculating the BRST cohomology is natural for physicists. Except for details, this kind of equivalence (or hypothesis) would be more or less known (or expected) as a mathematical aspect of the BV-BRST formalism.}\]
where $\psi$ is the sum of all fields and antifields $\psi = \sum \psi_g + \sum \psi^*_g$ and $|\mu_n(\psi)|$ denotes the total ghost number of the inputs of $\mu_n$. Let $\mathcal{H}$ be the state space of fields and antifields in the BV formalism: the tensor algebra $T(\mathcal{H})$ on which $\mu$ acts consists of only one kind of field $\psi$. The BV master action $S[\psi]$ has neutral ghost number and the BV derivation $(S, \cdot \cdot \cdot)$ has ghost number one, although $\psi = \sum \psi_g + \sum \psi^*_g$ includes fields having different ghost numbers. We write $\mu_n(\psi, \ldots, \psi)|_{-g}$ for the restriction onto the ghost number $-g$ sector. The $A\infty$ relations can be read from

$$
0 = \langle S, (S, \psi) \rangle = \sum_{n,g} \sum_{k+l=n} \sum_{m=0}^k (-)^{e(\psi)} \mu_{k+1}(\psi, \ldots, \psi, \mu_l(\psi, \ldots, \psi), \psi, \ldots, \psi) \bigg|_g \ ,
$$

where $e(\psi)$ denotes the sum of $\psi$’s ghost numbers. See appendix for adjusting the sign factors. In terms of these $A\infty$ products $\{\mu_n\}_n$, the BV master action $S[\psi]$ can be always cast into the following form of homotopy Maurer-Cartan action\textsuperscript{18}

$$
S[\psi] = \frac{1}{2} \langle \psi, \mu_1 \psi \rangle + \sum_{n=2}^{\infty} \frac{1}{n+1} \langle \psi, \mu_n(\psi, \ldots, \psi) \rangle ,
$$

where $\langle \cdot, \cdot \rangle$ denotes a symplectic form in the BV formalism, which is explained in the appendix. Note that the space-time ghost number is not a natural grading of the $A\infty$ structure $\mu$. Since $\mu$ consists of kinetic operators and interacting vertices, $\mu$ has neutral ghost number.

Next, we consider a generic case. Suppose that a solution $S[0]$ of the classical master equation $(S[0], S[0]) = 0$ does not solve the quantum master equation, such as $\hbar \Delta S[0] \neq 0$. Then, we need to construct correcting terms $\hbar S[1] + \hbar^2 S[2] + \cdots$ such that $S \equiv S[0] + \hbar S[1] + \hbar^2 S[2] + \cdots$ satisfies the quantum master equation $\hbar \Delta S + \frac{1}{2}(S, S) = 0$. In this case, the quantum BV master action $S$ induces the quantum $A\infty$ structure $\mu_{n,[l]}$ as follows

$$
(-)^{\psi+1}(S, \psi) = \sum_g \left[ \frac{\partial S[0]}{\partial \psi_g} + \sum_{l>0} \hbar^l \frac{\partial S[l]}{\partial \psi_g} \right] = \sum_{n,g} \left[ \mu_{n,[0]}(\psi, \ldots, \psi) + \sum_{l} \hbar^l \mu_{n,[l]}(\psi, \ldots, \psi) \right]_{-g} \ .
$$

The quantum BV master action $S$ provides a natural nilpotent operation $\Delta_S$ defined by

$$
\hbar \Delta_S \equiv \hbar \Delta + (S, \cdot \cdot \cdot) .
$$

The quantum $A\infty$ relation is encoded in (3.5) as follows

$$
(\hbar \Delta_S)^2 \psi_g^* = \sum_{n,l} \left[ \hbar \sum_{s \in \mathbb{Z}} \sum_{i=0}^{n} \sum_{j=0}^{n-i} (-)^{e(s,i,j)} \mu_{n+i-1,[j]} \left( \psi, \ldots, \psi, e_{-s}, \psi, \ldots, \psi, e_{1+s}, \psi, \ldots, \psi \right) \right]_{1-g} ,
$$

where the sign factor $e(s, i, j)$ arises from $e_{1+s}$ passing $\psi^{\otimes(i+j)}$ and $e_{-s}$ passing $\psi^{\otimes i}$. These complicated sign factors can be simplified when we use a degree $-1$ symplectic form $\omega$ and assign a

\textsuperscript{18}To extract the (quantum) $L\infty$ structure, instead of (3.3) and (3.1), one should start with the $L\infty$ homotopy Maurer-Cartan form $S[\psi] = \sum_{n=1}^{\infty} (\mu_{n+1}(\psi, \mu_n(\psi, \ldots, \psi)))$ and $(-)^{\psi}(S, \psi) = -\sum_n \frac{1}{n+1} \mu_n^{\sym}(\psi, \ldots, \psi)$. 
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basis carrying unphysical grading to each field or antifield: see appendix A. For \( s \geq 0 \), these \( e_{-s} \) and \( e_{1+s} \) are defined by \( e_{-s} \equiv \frac{\partial}{\partial \psi_s} \psi \) and \( e_{1+s} \equiv (-)^s \frac{\partial}{\partial \psi_s} \psi \) respectively. They enable us to get the following useful representation

\[
\Delta \mu_{n,[l]}(...) = \sum_{s \in \mathbb{Z}} (-)^{\epsilon(s)} \mu_{n,[l]}(\ldots, e_{-s}, \ldots, e_{1+s}, \ldots).
\] (3.7)

Note that the condition \((\hbar \Delta S)^2 = 0\) is equivalent to the BV master equation (2.8). Hence, a solution of the BV master equation assigns a quantum \( A_{\infty} \) structure to each Lagrangian field theory [5, 6]; see [20, 21] for the case of cyclic \( A_{\infty} \). In terms of these quantum \( A_{\infty} \) products, the quantum BV master action \( S[\psi] \) can be cast into the form of homotopy Maurer-Cartan action

\[
S[\psi] = S_0[\psi] + \sum_{n,l} \hbar^l \frac{h}{n+1} \langle \psi, \mu_{n,[l]}(\psi, \ldots) \rangle,
\] (3.8)

where the classical master action \( S_0[\psi] \) takes the same form as (3.3) with \( \mu_{n,[0]} \equiv \mu_n \).

### 3.2 On the BV-BRST cohomology

We consider the role of the nilpotent operator \( \Delta S \) given by (3.5) from physicist’s point of view. In the classical theory, a solution of the equations of motion determines physical states up to gauge degrees. These information are encoded into the classical BV differential

\[
Q_S \equiv (S, \quad )
\] (3.9)

acting on the state space \( \mathcal{H} \) of given fields and antifields. The BV differential \((\mathcal{H}, Q_S)\) can be naturally lift to an operator acting on the space of functionals of fields \((\mathcal{F}(\mathcal{H}), Q_S)\) or the tensor algebra \((\mathcal{T}(\mathcal{H}), Q_S)\). For a given master action (3.8), the equation of motion for the field \( \psi_g \) can be represented by using the BV differential and its antifield \( \psi_g^* \) as follows

\[
0 = (-)^g \frac{\partial S}{\partial \psi_g} = - \sum_n (-)^g \mu_n(\psi_1, \ldots) \bigg|_{\psi_g} = Q_S \psi_g^*.
\] (3.10)

It implies that the on-shell states are \( Q_S \)-closed subspace of \( \mathcal{H} \).\(^{19}\) Likewise, the gauge transformation of the master action implies that its gauge degrees are \( Q_S \)-exact subspace of \( \mathcal{H} \). The space of the physical states \( \mathcal{H}_{\text{phys}} \) are described by the cohomology of \((\mathcal{H}, Q_S)\). In this sense, solving the classical theory is equivalent to finding a deformation retract

\[
(\mathcal{F}(\mathcal{H}), Q_S) \xrightarrow{\pi} (\mathcal{F}(\mathcal{H}_{\text{phys}}), 0),
\] (3.11)

\(^{19}\)More precisely, the on-shell states are specified by a critical point of \( Q_S \). When a field theory including all non-perturbative effects is solved, we can give a manifold \( \mathcal{M} \) whose points are dynamical fields, in which this \( Q_S \) is nothing but a homological vector field. In this paper, we assume that only free theories are solved around the perturbative vacuum, and we know just one patch around it, in which we consider the standard perturbation based on the Feynman graph expansion. The state space \( \mathcal{H} \) is a tangent space of \( \mathcal{M} \) that corresponds to fluctuations around the perturbative vacuum and then the critical point of \( Q_S \) is Gaussian.
where \( \pi \) denotes a restriction to on-shell and \( \iota \) denotes an embedding to off-shell. Since (3.9) is invertible except for \( \mathcal{H}_{\text{phys}} \), we can find Hodge decomposition with respect to \( Q_S \) for a solved theory. The classical observables \( F \) are given by functionals of physical states, \( F \in \mathcal{F}(\mathcal{H}_{\text{phys}}) \). See text books including [4] for details of the (classical) BV-BRST cohomology.

In the quantum theory, the stationary point of (3.10) does not completely determine the physical states. In addition to solve (3.10), we need to replace functionals \( F \) of physical states by their expectation values \( \langle F \rangle \), which is given by the path-integral

\[
F \xrightarrow{P} \langle F \rangle \equiv \int \mathcal{D}[\psi] F e^{S[\psi]} .
\]  

(3.12)

Recall that solving the BV master equation was necessary to define a regular Hessian for \( S[\psi] \), such that (3.12) can be available for the perturbation theory. As the case of \( F = 1 \), the integrand \( F e^{S} \) must be \( \Delta \)-closed in order to obtain the gauge independent path-integral. Hence, for a given theory \( S[\psi] \), its observables \( F = F[\psi] \) satisfy

\[
h \Delta_S F[\psi] = 0 .
\]  

(3.13)

As \( Q_S \) is important in the classical theory, the nilpotent operator \( \Delta_S = \Delta + \frac{1}{h}Q_S \) given by (3.5) play a central role in the quantum theory. The equation of motions can be cast as \( h \Delta_S \psi = 0 \) as (3.13). Note however that the \( \Delta_S \)-exact transformation, such as \( \delta \psi = h \Delta_S \epsilon \), is not the invariance of the action. It is the invariance of the partition function or expectation values defined by the above path-integral: for example, the \( \Delta_S \)-exact deformation \( F \mapsto F + \Delta_S \Lambda \) does not change \( \langle F \rangle \) because of \( \int \mathcal{D}[\psi] \Delta(\ldots) = 0 \). In this sense, the physics of BV-quantizable field theory is described by a deformation retract with respect to the nilpotent operator \( \Delta_S \), such as

\[
\left( \mathcal{F}(\mathcal{H}), h \Delta + Q_S \right) \xleftarrow{P} \left( \mathcal{F}(\mathcal{H}_{\text{q-phys}}), 0 \right),
\]  

(3.14)

where \( \mathcal{H}_{\text{q-phys}} \) denotes the space of physical state in the quantum theory.

### 3.3 Key ingredient

We assume that \( \mathcal{H}_{\text{q-phys}} \) is isomorphic to \( \mathcal{H}_{\text{phys}} \) and write \( \text{ev} : \mathcal{F}(\mathcal{H}_{\text{phys}}) \to \mathcal{F}(\mathcal{H}_{\text{q-phys}}) \) for the corresponding isomorphism on cohomology. We claim that the path-integral can be identified with

\[
P = \text{ev} \circ \pi
\]  

(3.15)

and be divided into two operations: the classical projection \( \pi \) and some map \( \text{ev} \). Since \( \text{ev} \) is a map detecting quantum corrections in functionals of classically-realizable field configurations, it would be worth studying how to construct such a map and elucidating its explicit form. In this section, we show that our claim \( P = \text{ev} \circ \pi \) is valid for the perturbative case by constructing such a projection map explicitly.

When we consider free theories, we notice that for the unit \( 1 \in \mathcal{F}(\mathcal{H}^{\otimes 0}) \), the value \( P(1) \) must be the same as performing the Gaussian integral (2.2). We therefore claim \( P(1) = 1 \). We also claim that for any \( F[\psi] \in \mathcal{F}(\mathcal{H}_{\text{phys}}) \), the map \( \text{ev} : \mathcal{F}(\mathcal{H}_{\text{phys}}) \to \mathcal{F}(\mathcal{H}_{\text{q-phys}}) \) satisfies

\[
\Delta_{S_{\text{free}}} (\text{ev} \circ F[\psi]) = \Delta (\text{ev} \circ F[\psi]) = 0 .
\]  

(3.16)
Our set up and requirement

In this paper, we consider the perturbative path-integral (2.6) around the perturbative vacuum, which is written in terms of the free theory (2.2). We would like to emphasize the importance of the boundary condition on field configurations: we must impose the boundary condition such that the field equations have no solution except for the zero. In other words, we must require that the on-shell projection π : \mathcal{H} \rightarrow \mathcal{H}_{\text{phys}} is nothing but the zero map

\[ \pi(\psi) = 0 \quad (3.17) \]

for any classical fields \( \psi \in \mathcal{H} \) due to the boundary condition that we imposed.\(^{[20]}\) Physically, this situation can be realized by taking the boundary condition of the Feynman propagator. Under the requirement (3.17), we find that for each \( n \geq 0 \), the map \( \text{ev} : \mathcal{F}(\mathcal{H}_{\text{phys}}) \rightarrow \mathcal{F}(\mathcal{H}_{\text{q-phys}}) \) assigns \( 0 \in \mathcal{F}(\mathcal{H}_{\text{phys}}^\otimes n) \) to appropriate constant \( \lambda_n \in \mathcal{F}(\mathcal{H}_{\text{q-phys}}^\otimes n) \) so that the \( n \)-point multiplication of fields \( \psi_1 \cdots \psi_n \in \mathcal{F}(\mathcal{H}) \) is mapped to its vacuum expectation value evaluated by the Wick theorem

\[ P(\psi_1 \cdots \psi_n) = c_n \equiv \langle \psi_1 \cdots \psi_n \rangle_{\text{free}}. \quad (3.18) \]

The zeroth value \( c_0 = 1 \) is fixed by hand. The map \( P = \text{ev} \circ \pi \) must reproduce the expectation value \( \langle \psi \rangle_{\text{free}} = 0 \) of a free field \( \psi \), which fixes the first value

\[ P(\psi) = c_1 = 0. \quad (3.19) \]

The property (3.19) follows from the requirement (3.17), and \( P(\psi) = c_1 \) can take nonzero value iff we do not impose (3.17): This is why we need (3.17) and how (3.17) works in the path-integral. We show that the homological perturbation for the BV differential (or the \( A_\infty \) structure) of the free theory determines the other values of \( \{c_n\}_{n \geq 0} \) appropriately.

We do not need to require (3.16) and (3.17) explicitly when we consider the path-integral to obtain \( S \)-matrix or to remove gauge and unphysical degrees. This is because (3.17) is automatic for purely off-shell fields. The condition (3.17) should be explicitly imposed when we consider the path-integral of fields that can contribute to the cohomology: for example, integrating massive modes or higher-momentum modes (beyond some cut-off scale) out.

### 3.4 Path-integral preserves the BV master equation

For a given BV master action \( S[\psi] \), we split fields \( \psi \) into two components \( \psi' \) and \( \psi'' \):

\[ \psi = \psi' + \psi''. \quad (3.20) \]

By performing the path-integral of the fields \( \psi'' \), we obtain the BV effective action \( A[\psi'] \) from the original BV action \( S[\psi' + \psi''] \).\(^{[22]}\) The effective action can be written as follows

\[ A[\psi'] \equiv \ln \int \mathcal{D}[\psi''] e^{S[\psi' + \psi'']}. \quad (3.21) \]

\(^{[20]}\)In general cases, field theories may have interactions and non-trivial classical solutions with some boundary condition. Then, for any \( \psi = \psi_{\text{phys}} + \psi_{\text{gauge}} + \psi_{\text{unphys}} \in \mathcal{H} \), an on-shell projection just picks \( \pi(\psi) = \psi_{\text{phys}} \) up by eliminating all gauge-and-unphysical degrees. We consider the case of \( \pi(\psi) = p_{\text{phys}} = 0 \).

\(^{[21]}\)It is a function of space-time points, which are now frozen.

\(^{[22]}\)Notice that it does not have to keep given invariance in \( S[\psi] \) or \( \mathcal{D}[\psi] \) manifestly, such as an exact renormalization group flow of gauge theory, so that generic \( A[\psi'] \) needs the quantum BV master equation.
Although it is independent of $\psi''$ on the mass shell, the form of $A[\psi']$ depends on the Lagrangian submanifold of $\psi''$: the path-integral of $\psi''$ imposes nonlinear constraints arising from $\frac{\partial S}{\partial \psi''} = 0$ on the remaining fields $\psi'$ when two fields $\psi'$ and $\psi''$ interact. It is well-known that the BV effective action $A[\psi']$ also solves the BV master equation

$$h \Delta' A[\psi'] + \frac{1}{2} (A[\psi'], A[\psi'])' = 0.$$  \hspace{1cm} (3.22)

The effective BV Laplacians $\Delta'$ and $\Delta''$ of $\Delta = \Delta' + \Delta''$ are defined by

$$\Delta' = \sum (-)^g \frac{\partial}{\partial \psi_g} \frac{\partial}{\partial \psi'_g} \quad \text{and} \quad \Delta'' = \sum (-)^g \frac{\partial}{\partial \psi''_g} \frac{\partial}{\partial \psi''_*}.$$  \hspace{1cm} (3.23)

As $\Delta$ provides the BV bracket (2.10), the effective BV Laplacian $\Delta'$ also provides the effective BV bracket $(-)^A (A, B)' = \Delta'(AB) - (\Delta' A) B - (-)^A A (\Delta' B)$. Because of the effective BV master equation (3.22), the operator $h \Delta'_A \equiv h \Delta' + (A, )'$ satisfies $(h \Delta'_A)^2 = 0$. Hence, the effective action also has a quantum $A_{\infty}$ structure $\mu'$ and takes the homotopy Maurer-Cartan form

$$A[\psi] = \sum_{n} \frac{1}{n + 1} \langle \psi', \mu'_{n,[0]}(\psi',...,\psi') \rangle' + \sum_{n,l} \frac{h}{n + 1} \langle \psi', \mu'_{n,[l]}(\psi',...,\psi') \rangle',$$  \hspace{1cm} (3.24)

where $\langle \ , \ )'$ denotes the BV symplectic form defined for unintegrated fields. As we see in the rest of this section, $\mu'$ and $\langle \ , \ )'$ can be read from the construction of an effective Lagrangian. We will explain details of (3.24) again in the next section.

This fact implies that the path-integral of fields $\psi''$ gives a morphism $P$ preserving the BV master equation such that

$$P \Delta_S = \Delta'_A P.$$  \hspace{1cm} (3.25)

As long as the original action $S[\psi]$ satisfies the BV master equation, these operators $\Delta_S$ and $\Delta'_A$ are nilpotent and the morphism $P$ preserves the cohomology. Because of $\mu(\psi,...,\psi)|_{-g} = \Delta_S(\psi'_g)$ and $\mu'(\psi',...,\psi')|_{-g} = \Delta'_A(\psi'_g)$, as we will explain in section 4, the path-integral $P$ induces a morphism $p$ between these $A_{\infty}$ structures $\mu$ and $\mu'$ such that

$$p(\mu_1 + \mu_2 + \cdots) = (\mu'_1 + \mu'_2 + \cdots) p.$$  \hspace{1cm} (3.26)

In the rest of this section, we show that the path-integral can be understood as a morphism $P$ preserving the cohomology of the BV differentials,

$$\left( \mathcal{F}(\mathcal{H}' \oplus \mathcal{H}'') , \Delta_S \right) \xrightarrow{P} \left( \mathcal{F}(\mathcal{H}' \oplus \mathcal{H}'_{\text{phys}}) , \Delta'_A \right),$$  \hspace{1cm} (3.27)

where $\mathcal{H}'$ and $\mathcal{H}''$ denotes the state spaces of $\psi'$ and $\psi''$ respectively, $\mathcal{H}_{\text{phys}}''$ denotes the physical space of $\psi''$. On the basis of the homological perturbation, we can construct this morphism $P$ explicitly and show that $P$ gives

$$P(F[\psi]) = \langle F[\psi'' + \psi'''] \rangle''' = Z^{-1} \int \mathcal{D}[\psi'''] F[\psi'] e^{S[\psi' + \psi'']},$$  \hspace{1cm} (3.28)
where $F[\psi]$ is any functional of fields $\psi$ and $Z_{\psi'}$ is defined by

$$Z_{\psi'} \equiv \int D[\psi''] e^{S[\psi'+\psi'']} .$$

The related arguments are presented in [20,21] for the tree graph expansion, in [23,24] for how to integrate out gauge and unphysical degrees, and in [46,47] for homological and graphical argument within finite dimensional models. The argument presented in [23] is most explicit but not applicable for the case of physical degrees that contribute to the cohomology, such as massive or high energy modes, as it is. In the rest of this section, we improve the argument of [23] by presenting that the condition (3.19) and the $i\epsilon$-trick solve this problem, and give an explicit and direct derivation of the standard formula (2.6) that can be applied to physical degrees as well.

### 3.5 Homological perturbation performs the path-integral I

We first construct a morphism $\hat{P}$ performing the path-integral without normalization. The normalized path-integral $P$ is constructed by using this $\hat{P}$ in the next subsection. We split the action $S = S_{\text{free}} + S_{\text{int}}$ into the kinetic part $S_{\text{free}}$ and interacting pert $S_{\text{int}}$. Since the perturbative path-integral is based on the free theory, we construct a map $\hat{P}$ such that

$$\hat{P}(e^{S_{\text{int}}[\psi'']}) = \langle e^{S_{\text{int}}[\psi'']} \rangle'_{\text{free}} \equiv \int D[\psi''] e^{S[\psi'']} ,$$

where we set $\psi' = 0$ for simplicity. Clearly, such $\hat{P}$ satisfies $\hat{P}(1) = 1$ as (2.2) and describes the perturbative path-integral based on the free field theory.

We assume that the kinetic terms of $\psi'$ and $\psi''$ have no cross term $S_{\text{free}}[\psi' + \psi''] = S_{\text{free}}[\psi'] + S_{\text{free}}[\psi'']$, and that the free theory of $\psi''$ is solved for a given boundary condition. We consider

$$S_{\text{free}}[\psi''] = \frac{1}{2} \langle \psi'', \mu''_1 \psi'' \rangle = \frac{1}{2} \langle \psi''_0, K_0 \psi''_0 \rangle + \sum_g \langle \psi'^{\ast}_g, K_g \psi'^{\ast}_g \rangle ,$$

where $\psi''_g$ is the $g$-th ghost field of $\psi'' = \sum_g \psi''_g + \sum_g \psi''^{\ast}_g$ and $K_g$ is its kinetic operator. We write $K_g^{-1}$ for a propagator of the kinetic operator $K_g$, whose form is specified by the boundary condition. In order to derive the propagators, we need to add an appropriate gauge-fixing fermion into the action with trivial pairs. Note that we are considering the path-integral over a corresponding Lagrangian submanifold: $\psi''^{\ast}$ should be understood as functionals of fields and trivial pairs determined by the gauge-fixing fermion.

Let us consider a projection $\pi : \mathcal{H}'' \to \mathcal{H}''_{\text{phys}}$ onto the physical space of the $\psi''$ fields, in which the free equations of motion $\mu''_1 \psi = 0$ holds. We may represent $\iota \pi = e^{-\infty |\mu''_1|}$ by using a natural embedding $\iota : \mathcal{H}'_{\text{phys}} \to \mathcal{H}''$ satisfying $\mu''_1 \iota = 0$. We write $K^{-1} = \sum_g K_g^{-1}$ and $\mu''_1 = \sum_g K_g$ for brevity. Once $K^{-1}$ is given, we get the abstract Hodge decomposition

$$\mu''_1 K^{-1} + K^{-1} \mu''_1 = 1 - \iota \pi .$$

$^{23}$Recall that propagators are singular in the gauge invariant basis. If we want propagators not to be singular, we need to switch to appropriate gauge-fixed basis via canonical transformations of fields-antifields.
Note that we have $\iota \pi(\psi'') = 0$ when the boundary condition of the Feynman propagator is imposed. The decomposition (3.32) induces a homotopy contracting operator $k_{\psi''}^{-1}$ for $Q_{S_{\text{free}}[\psi'']} = (S_{\text{free}}[\psi''], \pi)$ and it provides an alternative expression of (3.32)

$$Q_{S_{\text{free}}[\psi'']} k_{\psi''}^{-1} + k_{\psi''}^{-1} Q_{S_{\text{free}}[\psi'']} = 1 - \iota \pi.$$  \hspace{1cm} (3.33)

Note that $k_{\psi''}^{-1}$ decreases space-time ghost number 1 since $Q_{S_{\text{free}}[\psi'']}$ increases 1. We often impose the conditions $\pi k_{\psi''}^{-1} = 0$, $k_{\psi''}^{-1} \iota = 0$ and $(k_{\psi''}^{-1})^2 = 0$, which is always mathematically possible without additional assumptions \cite{22}. As we see later, this situation are physically realized by a ramification of the $i\epsilon$-trick in the Feynman propagator. In terms of the kinetic operators $K_g$ and their propagators $K_{g}^{-1}$, these BV operations can be represented as

$$Q_{S_{\text{free}}[\psi'']} = -K_0 \psi''_0 \frac{\partial}{\partial \psi''_0} - \sum_{g>0} K_g \left[ \psi''_{g-1} \frac{\partial}{\partial \psi''_g} + \psi''_g \frac{\partial}{\partial \psi''_{g-1}} \right],$$ \hspace{1cm} (3.34)

$$k_{\psi''}^{-1} = -\frac{K_0}{n_0} \psi''_0 \frac{\partial}{\partial \psi''_0} - \sum_{g>0} \frac{K_g}{n_g} \left[ \psi''_{g} \frac{\partial}{\partial \psi''_{g+1}} + \psi''_{g+1} \frac{\partial}{\partial \psi''_{g}} \right],$$ \hspace{1cm} (3.35)

where $n_0$ and $n_g$ are determined by the relation (3.33). In the above normalization, the operator $n_g$ counts the $\psi''_g \psi''_{g-1}$ polynomial degree as $n_g(\psi''_g)\otimes m(\psi''_{g-1}) = (m+n)(\psi''_g)^{\otimes m}(\psi''_{g-1})^{\otimes n}$. Likewise, by identifying $\psi''_{g-1} = \psi''_g$ for $g \geq 0$, we find $n_0(\psi''_0)\otimes m(\psi''_g) = (m+n)(\psi''_0)^{\otimes m}(\psi''_g)^{\otimes n}$ and $n_g(\psi''_g)\otimes m(\psi''_{g+1}) = (m+n)(\psi''_g)^{\otimes m}(\psi''_{g+1})^{\otimes n}$. We thus obtain $n_g(\psi'') = n(\psi'')^{\otimes n}$.

Now, we have the following homological data of the classical theory of free fields

$$k_{\psi''}^{-1} \subseteq \left( \mathcal{F}(\mathcal{H}' \oplus \mathcal{H}'') , Q_{S_{\text{free}}[\psi'']} + Q_{S_{\text{free}}[\psi'']} \right) \overset{\pi}{\longrightarrow} \left( \mathcal{F}(\mathcal{H}' \oplus \mathcal{H}'', \text{phys}) , Q_{S_{\text{free}}[\psi'']} \right),$$ \hspace{1cm} (3.36)

which is called a deformation retract. Note that we must solve the equations of motion of $\psi''$ to specify $\pi$ or $\iota$. In order to define a propagator $k_{\psi''}$, we have to specify the off-shell and carry out its gauge-fixing if $\psi''$ has any gauge or unphysical degree. Therefore, we must know how to solve the theory to obtain this homological data.

We expect that the perturbative path-integral (3.30) can be found by transferring the relation (3.36) into its quantum version (3.14) without interactions since (3.30) is an expectation value of the free theory. The homological perturbation lemma enables us to perform such a transfer of homological data. Clearly, we can take a perturbation $\hbar \Delta$ since $\hbar \Delta_{S_{\text{free}}[\psi''] + \psi''] = \hbar \Delta + Q_{S_{\text{free}}[\psi''] + \psi''}$ is nilpotent. As a result of the homological perturbation, we obtain a new deformation retract

$$\tilde{\mathcal{K}}^{-1} \subseteq \left( \mathcal{F}(\mathcal{H}' \oplus \mathcal{H}''), \hbar \Delta_{S_{\text{free}}[\psi''] + \psi''} \right) \overset{\tilde{P}}{\longrightarrow} \left( \mathcal{F}(\mathcal{H}' \oplus \mathcal{H}'', \text{phys}) , \hbar \Delta'_{S_{\text{free}}[\psi'']} \right),$$ \hspace{1cm} (3.37)

where morphisms $\iota$, $\pi$ and a contracting homotopy $k_{\psi''}^{-1}$ of the initial data (3.36) are replaced by perturbed ones

$$\tilde{\iota} = (1 + k_{\psi''}^{-1} \hbar \Delta)^{-1} \iota , \quad \tilde{P} = \pi (1 + \hbar \Delta k_{\psi''}^{-1})^{-1} , \quad \tilde{\mathcal{K}}^{-1} = k_{\psi''}^{-1} (1 + \hbar \Delta k_{\psi''}^{-1})^{-1}.$$ \hspace{1cm} (3.38)
As \((3.33)\), these operators satisfy the abstract Hodge decomposition with \(\hbar \Delta \mathcal{S}_{\text{tree}}[\psi']\) on the left side of \((3.37)\). Note that \(\hat{I} = \iota\) follows from \(k^{-1}_{\psi'} \Delta' + \Delta' k^{-1}_{\psi'} = 0\), \((\Delta')^2 = (\Delta')^2 = 0\) and \(k^{-1}_{\psi'}(\Delta'') \iota = 0\). On the right side of \((3.37)\), a new differential operator is given by

\[
\hbar \Delta \mathcal{S}_{\text{tree}}[\psi'] \equiv Q_{\mathcal{S}_{\text{tree}}[\psi']} + \pi \hbar \Delta \hat{I} = Q_{\mathcal{S}_{\text{tree}}[\psi']} + \hbar \pi \Delta \iota. \quad (3.39)
\]

Note that the differential \(\pi \Delta'' \iota\) must vanish on \(\mathcal{F}(\mathcal{H}'_{\text{phys}})\) to obtain \(\Delta' = \pi \Delta \iota\), which is automatic when we consider the path-integral of off-shell states or gauge-and-unphysical degrees.\(^{24}\) In order to consider the other cases, at this point, we must assume \((3.16)\) or \((3.17)\) explicitly.

We show that the above \(\hat{P}\) obtained as a result of the homological perturbation indeed realizes the perturbative path-integral \((3.30)\). Note that when we impose \(\pi k^{-1}_{\psi'} = k^{-1}_{\psi'} \iota = (k^{-1}_{\psi'})^2 = 0\) in \((3.32)\), the operator \(k^{-1}_{\psi'}\) commutes with \(\Delta'\) and vanishes on \(\mathcal{H}'_{\text{phys}}\). We first consider off-shell fields \(\pi \psi'' = 0\), where \(\psi'' = \sum_{g \in \mathcal{Z}} \psi''_g\) with \(\psi''_g \equiv \psi''_{g-1}\) having ghost number \(-g\). We find

\[
\hat{P}(\psi'' \otimes 2^n) = \pi (\hbar \Delta k^{-1}_{\psi''})^n (\psi'' \otimes 2^n) = \pi \left( \frac{1}{n!} \left( \frac{\hbar}{2} \sum_{g} K^{-1}_{g} \frac{\partial}{\partial \psi''_g} \frac{\partial}{\partial \psi''_{-g}} \right) \right)^n (\psi'' \otimes 2^n) \quad (3.40)
\]

because of \(\pi (\hbar \Delta k^{-1}_{\psi''})^m (\psi'' \otimes 2^n) = 0\) for \(m \neq n\) and obtain

\[
\pi (\hbar \Delta k^{-1}_{\psi''})^n (\psi'' \otimes 2^n) = \pi (\hbar \Delta k^{-1}_{\psi''})^{n-1} \left( \frac{\hbar}{2n} \sum_{g} K^{-1}_{g} \frac{\partial}{\partial \psi''_g} \frac{\partial}{\partial \psi''_{-g}} \right) (\psi'' \otimes 2^n) \quad (3.41)
\]

It leads the Feynman graph expansion \((2.6)\) iff all \(\psi''\) are purely off-shell fields. Hence, the requirement \((3.17)\) makes the projection \(\hat{P}\) a map performing the path-integral. Then, we find

\[
\hat{P}(e^{S_{\text{int}}[\psi'+\psi'']}) = \pi \sum_{n=0}^{\infty} (\hbar \Delta k^{-1}_{\psi''})^n (e^{S_{\text{int}}[\psi'+\psi'']}) = \pi \exp \left[ \frac{\hbar}{2} \sum_{g} K^{-1}_{g} \frac{\partial}{\partial \psi''_g} \frac{\partial}{\partial \psi''_{-g}} \right] (e^{S_{\text{int}}[\psi'+\psi'']}) \quad (3.42)
\]

which gives a functional of \(\psi'\) due to \(\pi (\psi' + \psi''') = \psi''\) under \((3.17)\). We notice that by introducing a source term \(e^{J \psi'''}\) as \((2.9)\), the formula \((3.42)\) can be represented as follows

\[
\hat{P}(e^{S_{\text{int}}[\psi'+\psi''']+J \psi'''}) = \exp \left[ \frac{\hbar}{2} \sum_{g} K^{-1}_{g} \frac{\partial}{\partial \psi''_{+g}} \frac{\partial}{\partial \psi''_{-g}} \right] (e^{S_{\text{int}}[\psi'+\psi''']+J \psi'''}) \quad (3.43)
\]

\(^{24}\)For the Hodge decomposition \(\psi = \psi_p + \psi_g + \psi_u\), the BV Laplacian \(\Delta\) takes the form \(\frac{\partial}{\partial \psi_p} \frac{\partial}{\partial \psi_p} = \frac{\partial}{\partial \psi_p} \frac{\partial}{\partial \psi_p} + \frac{\partial}{\partial \psi_g} \frac{\partial}{\partial \psi_g} + \frac{\partial}{\partial \psi_u} \frac{\partial}{\partial \psi_u}\). We find \(\pi \frac{\partial}{\partial \psi_p} \frac{\partial}{\partial \psi_p} \iota = \pi \frac{\partial}{\partial \psi_p} \frac{\partial}{\partial \psi_p} \iota\).
The boundary condition of the Feynman propagator realizes the situation of $\pi(\psi''') = 0$ for any fields, so that the requirement (3.17) would not be restrictive. We notice that the conditions $\pi k_{\psi''}^{-1} = k_{\psi''}^{-1}, \iota = 0$ can be regarded as a ramification of the $i\epsilon$-trick in the Feynman propagator: each operators of the Hodge decomposition (3.33) are $i\epsilon$-modified when we apply the $i\epsilon$-trick to the propagator in order for choosing a contour avoiding the on-shell poles.  

Once the normalization can be fixed as $\hat{P}(1) = 1$, we succeed to construct the projection $P = \text{ev} \circ p \equiv \frac{1}{\hat{P}(1)} \hat{P}$. The map ev is given by $\text{ev} \circ \pi(F) = \pi \circ \frac{1}{1 + \hbar K^{-1}(\partial \psi'')^2} F$ for any $F \in \mathcal{F}(\mathcal{H})$, which is a pullback of $\pi$ by $e^{\frac{1}{2} K^{-1}(\partial \psi'')^2} \mathcal{F}(\mathcal{H}) \to \mathcal{F}(\mathcal{H})[\hbar]$.

The above (3.42) and (3.43) are nothing but the Feynman graph expansions (2.6) in the perturbative quantum field theory. Note that the term $\frac{1}{2} K^{-1}(\partial \psi'')^2$ consists of classical fields and their propagators and thus we obtain non-zero value after removing all antifields (and also ghosts) from (3.43). Hence, quantum field theory without gauge degrees can be treated within this framework and does not provide trivial results after the homological perturbation, although its BV master action is the same as the classical action and the BV master equation looks trivial.

### 3.6 Homological perturbation performs the path-integral II

We construct a morphism $P$ performing the perturbative path-integral such that

$$P \equiv Z_{\psi''}^{-1} \hat{P} \left( (\ldots) e^{S[\psi'''] - S_{\text{tree}[\psi''']}} \right) \overset{3.30}{=} Z_{\psi''}^{-1} \int D[\psi'''] \left( \ldots \right) e^{S[\psi''']} . \quad (3.44)$$

We expect that it can be found by transferring the homological data of (3.30) into its fully quantum version including interactions. Again, the homological perturbation enables us to perform such a transfer. We can take $\hbar \Delta_{S_{\text{int}[\psi']}} = \hbar \Delta + Q_{S_{\text{int}[\psi']}}$ as a perturbation since $\hbar \Delta_{S[\psi]} = \hbar \Delta + Q_{S[\psi]}$ is nilpotent. After the perturbation, we obtain a new homological data as follows

$$K^{-1} \left( \mathcal{F}(\mathcal{H}' \oplus \mathcal{H}''), \hbar \Delta_{S[\psi'' + \psi''']} \right) \overset{P}{\longrightarrow} \left( \mathcal{F}(\mathcal{H}' \oplus \mathcal{H}'_{\text{phys}}), \hbar \Delta'_{A[\psi']} \right) . \quad (3.45)$$

The perturbation lemma tells us how to construct morphisms $I$ and $P$ explicitly,

$$I = (1 + k_{\psi''}^{-1} \hbar \Delta_{S_{\text{int}[\psi]}})^{-1}, \quad P = \pi \left( 1 + \hbar \Delta_{S_{\text{int}[\psi]}} k_{\psi''}^{-1} \right)^{-1} . \quad (3.46)$$

Likewise, a contracting homotopy for $\hbar \Delta_{S[\psi]}$ and the induced differential $\hbar \Delta'_{A[\psi']}$ are given by

$$K^{-1} = k_{\psi''}^{-1} \left( 1 + \hbar \Delta_{S_{\text{int}[\psi]}} k_{\psi''}^{-1} \right)^{-1} \quad \hbar \Delta'_{A[\psi']} = \frac{P}{\hbar} \hbar \Delta_{S[\psi]} I \quad (3.47)$$

The statement (3.44) can be proved by tedious but direct calculations as section 2.4. We however takes another pedagogical approach given by [23]. See also [24] and [25].

\[25\] Besides modifying the mass shell itself to avoid poles, there is another option: we can replace the propagator $k_{\psi''}^{-1}$ by $k_{\psi''}^{-1}(1 - i\pi)$, which is a propagator without propagation of on-shell states. What is special about the $i\epsilon$-trick in the Feynman propagator is that it automatically sets the conditions $i\pi(\psi''') = 0$ and $k_{\psi''}^{-1} \iota = \pi k_{\psi''}^{-1} = 0$. 

23
As is known, the homological perturbation transfers a given deformation retract to a new deformation retract. It therefore enables us to obtain the new Hodge decomposition

\[
(1 - I P) F = \left[ (\hbar \Delta S[\psi]) K^{-1} + K^{-1} (\hbar \Delta S[\psi]) \right] F
\]

(3.48)

for any \( F[\psi] \in \mathcal{H}' \oplus \mathcal{H}''. \) Note that since \( [k_{\psi''}, \Delta] = \sum_g n_g^{-1} K_g^{-1} \partial_{\psi''_g} \partial_{\psi''_g} \) acts on the off-shell states satisfying \( K \psi'' \neq 0, \) it does not act on \( \mathcal{H}_{\text{phys}} \). Because of \( \hat{P} I (...) = \hat{P} \iota (...) \) with \( \pi k_{\psi''}^{-1} = 0 \), we find the following property of \( \hat{P} \) and \( \hat{P} \),

\[
\hat{P} \left( I (...) e^{S_{\text{int}}[\psi' + \psi''']} \right) = \pi \left[ \left( (1 + \hbar \Delta' k_{\psi''}^{-1})^{-1} e^{S_{\text{int}}[\psi' + \psi''']} \right) \iota (...) \right]
\]

\[
= \hat{P} \left( e^{S_{\text{int}}[\psi' + \psi''']} \right) \pi \iota (\ldots) .
\]

(3.49)

In other words, since \( \pi \iota = 1 \) on \( \mathcal{H}'', \) we proved that \( I(...) \) passes the \( \psi'' \) integral as follows

\[
Z_{\psi'}^{-1} \int \mathcal{D}[\psi''] I (PF) e^{S[\psi' + \psi''']} = Z_{\psi'}^{-1} \int \mathcal{D}[\psi''] \iota (PF) e^{S[\psi' + \psi''']} = PF .
\]

(3.50)

The abstract Hodge decomposition (3.48) elucidates that our morphism \( P \), a result of homological perturbation, indeed performs the perturbative path-integral as follows

\[
P(F) = Z_{\psi'}^{-1} \int \mathcal{D}[\psi''] F e^{S[\psi' + \psi''']} - Z_{\psi'}^{-1} (\text{extra}) .
\]

(3.51)

We show that the extra term vanishes

\[
(\text{extra}) \equiv \hbar \hat{P} \left( \left( \Delta S[\psi] K^{-1} F + K^{-1} \Delta S[\psi] F \right) e^{S[\psi' + \psi'''] - S_{\text{free}}[\psi''']} \right) = 0 .
\]

(3.52)

The second term is trivially zero when we use \( k_{\psi''}^{-1} \) satisfying the subsidiary condition \( (k_{\psi''}^{-1})^2 = 0 \) and \( \pi k_{\psi''}^{-1} = 0 \), which can be always imposed by dressing the old \( k_{\psi''}^{-1} \) without any additional condition [22]. Note that \( (k_{\psi''}^{-1})^2 = 0 \) gives \( \hat{P} K^{-1} = \pi K^{-1} \). Thus, \( \pi k_{\psi''}^{-1} = 0 \) provides

\[
\hat{P} \left( K^{-1}(...) e^{S_{\text{int}}[\psi' + \psi''']} \right) = \pi \left[ k_{\psi''}^{-1} (1 + \hbar \Delta_{\text{int}}[\psi] k_{\psi''}^{-1})^{-1} (\ldots) e^{S_{\text{int}}[\psi' + \psi''']} \right] = 0 .
\]

(3.53)

This fact implies that after the path-integral, as expected, the \( K^{-1} \)-exact quantities vanish

\[
\int \mathcal{D}[\psi''] K^{-1}(\ldots) e^{S[\psi' + \psi''']} = 0 .
\]

(3.54)

Actually, the first term vanishes for similar reasons. The morphism \( \hat{P} \) satisfies \( \hat{P} \Delta_{\text{free}}[\psi'''] = \Delta' \hat{P} \) because of its defining properties \( \hat{P} \Delta_{\text{free}}[\psi] = \Delta' \hat{P} \) and \( \hat{P} e^{S_{\text{free}}[\psi']} = e^{S_{\text{free}}[\psi']} \hat{P} \). We find

\[
\hat{P} \left( [\Delta S[\psi](\ldots)] e^{S[\psi] - S_{\text{free}}[\psi''']} \right) = \hat{P} \left( \Delta_{\text{free}}[\psi'] (\ldots) e^{S[\psi] - S_{\text{free}}[\psi''']} \right) = \Delta' \hat{P} \left( (\ldots) e^{S[\psi] - S_{\text{free}}[\psi''']} \right) .
\]

(3.55)
It implies that the \( \psi'' \) integral maps the \( \Delta S[\psi] \)-exact into \( \Delta' \)-exact quantities,

\[
\int \mathcal{D}[\psi''] \Delta S[\psi](\ldots) e^{S[\psi''+\psi'']} = \Delta' \left[ \int \mathcal{D}[\psi''] \Delta S[\psi''+\psi''] \right].
\]

(3.56)

After applying this property, the integrand of the first term becomes \( K^{-1} \)-exact and gives zero. Hence, the statement (3.44) is proved. Note also that because of \( Z_\psi P(1) = \tilde{P}(1) = e^{A[\psi]} \), the relation (3.56) is nothing but the condition of morphism

\[
P \Delta S[\psi] = Z_\psi^{-1} \Delta' Z_\psi P = \Delta_A[\psi] P.
\]

(3.57)

### 3.7 \( A_\infty \) structure of the effective theory

In the rest of this section, we explain several properties that effective theories have as a result of the homological perturbation. As far as we know, explicit calculations and consistency checks given in subsections 3.7 and 3.8 would be new, which are natural results for physicists. We consider the (quantum) \( A_\infty \) structure of the effective theory,

\[
\mu'(\psi', \ldots, \psi') = \mu'_1(\psi') + \mu'_\text{int}(\psi', \ldots, \psi'),
\]

(3.58)

which is given by \( \mu'(\psi', \ldots, \psi') \equiv \hbar \Delta'_A[\psi']^\psi \) for \( \psi' = \sum_g [\psi'_g + \psi'^{g}_s] \). The \( A_\infty \) structure of the effective theory can be obtained by calculating the perturbed BV differential \( \hbar \Delta'_A[\psi'] \). Since \( k^{-1}_{\psi''} \) commutes with \( \Delta' \), we find that it takes

\[
\hbar \Delta'_A[\psi'] = Q_{\text{tree}}[\psi] + \pi \sum_n (\hbar \Delta''_{\text{int}[\psi''+\psi']})^n \hbar \Delta'_A[\psi']^\psi t.
\]

(3.59)

Note that the commutator of the full perturbation \( \hbar \Delta_{\text{int}[\psi]} \) and the propagator \( k^{-1}_{\psi''} \),

\[
[\hbar \Delta_{\text{int}[\psi]}, k^{-1}_{\psi''}] = \hbar \sum_g K^{-1}_g n_g \frac{\partial}{\partial \psi''_g} \frac{\partial}{\partial \psi''_g} + \sum_g \frac{K^{-1}_g}{n_g} \mu_{\text{int}}(\psi, \ldots \psi) \bigg| \frac{\partial}{\partial \psi''_g},
\]

(3.60)

naturally includes the loop operator \( L_{\psi''} \) and the tree grafting operator \( T_{\psi''} \) defined by

\[
\hbar L_{\psi''} \equiv \hbar \sum_g K^{-1}_g n_g \frac{\partial}{\partial \psi''_g} \frac{\partial}{\partial \psi''_g}, \quad T_{\psi''} \equiv \sum_g K^{-1}_g n_g \mu_{\text{int}}(\psi', \ldots, \psi'', \psi'') \bigg| \frac{\partial}{\partial \psi''_g}.
\]

(3.61)

These provide basic manipulations of the \( \psi'' \) Feynman graphs as follows

\[
L_{\psi''} \mu_{n+2}(\psi, \ldots, \psi)\big|_{\psi''=0} = \frac{1}{2} \sum_{s \in \mathbb{Z}} \sum_{i,j} \mu_{n+2} \left( \psi', \ldots, \psi', K^{-1}_s e_s, \psi', \ldots, \psi', e_{-s}, \psi', \ldots, \psi' \right),
\]

(3.62)

\[
T_{\psi''} \mu_{n+1}(\psi, \ldots, \psi)\big|_{\psi''=0} = \sum_k \mu_{n+1} \left( \psi', \ldots, \psi', \mu_{\text{int}}(\psi', \ldots, \psi', \psi', \ldots, \psi') \right).
\]

(3.63)

Note that since \( n_g \psi'^{g} = m \psi''^{g} \), each graph has appropriate coefficient, such as

\[
T_{\psi''} T_{\psi''} \mu_{\text{int}}\big|_{\psi''=0} = \sum \mu_{\text{int}} \left( \ldots, K^{-1}_s \mu_{\text{int}}(\ldots, K^{-1}_s \mu_{\text{int}} \ldots) \right)
\]

\[+ 2 \sum \frac{1}{2} \mu_{\text{int}} \left( \ldots, K^{-1}_s \mu_{\text{int}} \ldots, K^{-1}_s \mu_{\text{int}} \ldots \right).
\]

(3.64)
We write \( \pi(\psi' + \psi'') = \pi(\psi') = \varphi \) and \( \iota(\varphi) = \psi' \) for clarity. From \( \hbar \Delta'_{A[\varphi]} \) acting on \( \varphi \), we obtain the quantum \( A_\infty \) structure of the effective theory as follows

\[
\mu'(\varphi, ..., \varphi) = \mu_1(\varphi) + \sum_{n=0}^{\infty} \left[ \hbar L_{\psi_{ev}\psi_{ev}} + T_{\psi_{ev}} \right]^{n} \mu_{\text{int}}(\varphi + \psi''_{ev}, ..., \varphi + \psi''_{ev}) \bigg|_{\psi_{ev}=0}.
\]

Note that the effective vertices \( \mu_{\text{int}}' = \mu'_2 + \mu'_3 + \cdots \) have the \( \hbar \) dependent parts,

\[
\mu'_n(\varphi, ..., \varphi) = \mu'_{n,0}(\varphi, ..., \varphi) + \hbar \mu'_{n,1}(\varphi, ..., \varphi) + \hbar^2 \mu'_{n,2}(\varphi, ..., \varphi) + \cdots.
\]

We consider \( \varphi(t) \) such that \( \varphi(0) = 0 \) and \( \varphi(1) = \varphi \) for \( t \in \mathbb{R} \). As a functional of \( \varphi \), by using \( \varphi(t) \), the effective action \( A[\varphi] \) can be cast as

\[
A[\varphi] = \int_{0}^{1} dt \left\langle \partial_t \varphi(t), \mu'(\varphi(t), ..., \varphi(t)) \right\rangle.
\]

### 3.8 The classical limit and cyclic \( A_\infty \)

The classical part of the effective theory has a cyclic \( A_\infty \) structure. The effective \( A_\infty \) structure \( \mu'_\text{tree} \equiv \lim_{\hbar \to 0} \mu' \), which is obtained by setting \( \hbar \to 0 \) in \( \mu'_\text{tree} \) as follows,

\[
\mu'_\text{tree}(\varphi, ..., \varphi) = \sum_{n=0}^{\infty} \left[ \sum_{g} \frac{K_g^{-1}}{n_g} \mu_{\text{int}}(\varphi + \psi''_{ev}, ..., \varphi + \psi''_{ev}) \bigg| \frac{\partial}{\partial \psi''_{ev}} \bigg]^{n} \mu(\varphi + \psi''_{ev}) \bigg|_{\psi''_{ev}=0}.
\]

We write \( A_{\text{tree}}[\varphi] \) for the classical part of the effective action \( A[\varphi] \), which consists of tree graphs only. By construction of \( \mu'_\text{tree} \) and \( \mu'_\text{tree}(\varphi) = Q_{A_{\text{tree}}[\varphi]} \varphi \), we find

\[
Q_{A_{\text{tree}}[\varphi]} = \pi Q_{S[\psi]} I_{\text{tree}} = P_{\text{tree}} Q_{S[\psi]} t,
\]

where \( I_{\text{tree}} \) and \( P_{\text{tree}} \) are the classical limits of \( I \) and \( P \) respectively,

\[
I_{\text{tree}} = \left( 1 + k_{\psi''}^{-1} Q_{S_{\text{int}}[\psi]} \right)^{-1} t, \quad P_{\text{tree}} = \pi \left( 1 + Q_{S_{\text{int}}[\psi]} k_{\psi''}^{-1} \right)^{-1}.
\]

We can obtain these classical limits as a result of the perturbation \( Q_{S_{\text{int}}[\psi]} \) to \( \mu'_{\text{tree}} \),

\[
K_{\text{tree}}^{-1} \left( \mathcal{F}(H' \oplus H''), Q_{S[\psi]} \right) \xrightarrow{P_{\text{tree}} \downarrow I_{\text{tree}}} \left( \mathcal{F}(H' \oplus H'_{\text{phys}}), Q_{A[\varphi]} \right).
\]

This fact implies that a morphism \( P_{\text{tree}} \) performs the classical part of the perturbative path-integral, or the Feynman graph expansion grafting only trees, as follows

\[
P_{\text{tree}}(...) = (Z_{\psi}^{\text{tree}})^{-1} \lim_{\hbar \to 0} \int D[\psi''] (...) e^{S[\psi' + \psi'']}.
\]

The same result was obtained in \( [13] \) in terms of cyclic \( A_\infty \) algebras. In \( (3.72) \), we assumed that the perturbative partition function \( Z_{\psi} \) splits into the tree and loop parts,

\[
Z_{\varphi} = Z_{\varphi}^{\text{tree}} \cdot Z_{\varphi}^{\text{loop}}, \quad Z_{\varphi}^{\text{tree}} = e^{A_{\text{tree}}[\varphi]}.
\]
Thus, if we interested in the tree part only, the classical perturbation (3.71) is enough. Actually, by using these $I_{\text{tree}}$, $P_{\text{tree}}$, a first few terms of (3.68) are also calculated as follows

$$
\mu'_{\text{tree},1}(\varphi) = \mu_1(\varphi), \quad \mu'_{\text{tree},2}(\varphi, \varphi) = \mu_2(\varphi, \varphi),
$$

$$
\mu'_{\text{tree},3}(\varphi, \varphi, \varphi) = \mu_3(\varphi, \varphi, \varphi) + \mu_2(K^{-1}\mu_2(\varphi, \varphi)) + \mu_2(\varphi, K^{-1}\mu_2(\varphi, \varphi)),
$$

$$
\mu'_{\text{tree},4}(\varphi, ..., \varphi) = \mu_4(\varphi, ..., \varphi) + \sum \mu_3(\varphi, K^{-1}\mu_2(\varphi, \varphi)) + \mu_2(K^{-1}\mu_2(\varphi, \varphi), K^{-1}\mu_2(\varphi, \varphi)) + \sum \mu_2(\varphi, K^{-1}\mu_3(\varphi, \varphi)) + \sum \mu_2(\varphi, K^{-1}\mu_2(\varphi, \varphi)),
$$

where $\Sigma$ denotes the cyclic sum. Note that as we mentioned in (3.64), the propagator $k^{-1}_{\psi''}$ adjusts the coefficients and the restriction $\psi''_{ev} = 0$ picks up the appropriate contributions.

4 Path-integral as a morphism of $A_\infty$

All results obtained in section 3 can be written in terms of the (quantum) $A_\infty$ algebra and its morphism directly, so that we reach the statement that the path-integral can be performed in terms of Lagrangian’s homotopy algebra as discussed in [10]–[12],[14],[20],[21],[23],[24] and references therein. We would like to emphasize that this statement is somewhat unclear without both of the explicit derivation of the standard Feynman graph expansion formula that we gave in section 3 and there in. We would like to emphasize the importance of the boundary condition on field configurations 

again: the on-shell projection $\pi$ is required to satisfy $\pi(\psi) = 0$ for any classical fields $\psi \in \mathcal{H}$ due to the boundary condition that we imposed. Note that all deformation retracts and Hodge decompositions that we consider in this paper are obtained by imposing the boundary condition such that the field equations have no nontrivial solution.

4.1 Tensor trick

In order to extract $A_\infty$ products from (3.36), we first consider the state space $\mathcal{H}$ instead of $\mathcal{F}(\mathcal{H})$, on which $Q_{S_{\text{tree}}[\psi]} = 1(\psi)$ and $k^{-1}_{\psi''} = K^{-1}(\psi)$ hold. For brevity, we write (3.36) as

$$
\kappa_{\psi''}^{-1} \subset (\mathcal{H}, \mu_1) \xrightarrow{\pi} (\mathcal{H'}, \mu'_1).
$$

By applying the tensor trick to each component of (4.2), we can obtain corresponding deformation retract of tensor algebras. The identity map $\mathbb{I}$ of $\mathcal{H}$ and morphisms $\pi$ and $\iota$ can be extended to the identity $1 = 1_{\mathcal{T}(\mathcal{H})}$ of $\mathcal{T}(\mathcal{H})$ and morphisms $\pi$ and $\iota$ of tensor algebras by defining

$$
1|_{\mathcal{H} \otimes n} = (\mathbb{I})^{\otimes n}, \quad \pi|_{\mathcal{H} \otimes n} \equiv (\pi)^{\otimes n}, \quad \iota|_{\mathcal{H} \otimes n} \equiv (\iota)^{\otimes n}.
$$
These are morphisms of tensor algebra preserving the cohomology
\[ \pi (1 \otimes 1) = \pi \otimes \pi, \quad \iota (1 \otimes 1) = \iota \otimes \iota, \quad (4.4) \]
where \(\otimes\) is the product \(\otimes: \mathcal{T}(\mathcal{H}) \otimes \mathcal{T}(\mathcal{H}) \to \mathcal{T}(\mathcal{H})\) of the tensor algebra. The tensor algebra \(\mathcal{T}(\mathcal{H})\) can be regarded as a coalgebra. Note that these \(\pi\) and \(\iota\) are also coalgebra morphisms
\[ \hat{\Delta} \pi = (\pi \otimes \pi) \hat{\Delta}, \quad \hat{\Delta} \iota = (\iota \otimes \iota) \hat{\Delta}, \quad (4.5) \]
where \(\hat{\Delta}\) denotes the coproduct \(\hat{\Delta}: \mathcal{T}(\mathcal{H}) \to \mathcal{T}(\mathcal{H}) \otimes \mathcal{T}(\mathcal{H})\) of coalgebra. The \(k\)-linear map \(\mu_k: H^{\otimes k} \to H\) can be extended to a linear map \(\mu_k\) acting on the tensor algebra, which becomes a (co-)derivation on \(\mathcal{T}(\mathcal{H})\), and the contracting homotopy \(K^{-1}_\psi\) between \(\mathbb{I}\) and \(\pi\) becomes a homotopy \(\kappa^{-1}\) between two morphisms \(1\) and \(\iota\) of \(\mathcal{T}(\mathcal{H})\) by defining
\[ \mu_k|_{H^{\otimes n}} \equiv \sum_l \mathbb{I}^{\otimes n-1} \otimes \mu_k \otimes \mathbb{I}^{\otimes l-k}, \quad \kappa^{-1}|_{H^{\otimes n}} \equiv \sum_l \mathbb{I}^{\otimes n-l-1} \otimes K^{-1}_\psi \otimes (\iota \pi)^{\otimes l}. \quad (4.6) \]
Namely, \(\mu_k\) is a derivation on the tensor products and \(\kappa^{-1}\) is a \((1, \iota \pi)\)-derivation
\[ \mu_k (1 \otimes 1) = \mu_k \otimes 1 + 1 \otimes \mu_k, \quad \kappa^{-1} (1 \otimes 1) = \kappa^{-1} \otimes \iota \pi + 1 \otimes \kappa^{-1}. \quad (4.7) \]
Note that \(\mu_k\) is a coderivation acting on \(\mathcal{T}(\mathcal{H})\) and \(\kappa^{-1}\) is also a \((1, \iota \pi)\)-coderivation
\[ \hat{\Delta} \mu_k (1 \otimes 1) = (\mu_k \otimes 1 + 1 \otimes \mu_k) \hat{\Delta}, \quad \hat{\Delta} \kappa^{-1} = (\kappa^{-1} \otimes \iota \pi + 1 \otimes \kappa^{-1}) \hat{\Delta}, \quad (4.8) \]
and thus \(\kappa^{-1}\) satisfies the characteristic property with the coproduct \(\hat{\Delta}\) as follows
\[ (\kappa^{-1} \otimes 1 - 1 \otimes \kappa^{-1}) \hat{\Delta} \kappa^{-1} = (\kappa^{-1} \otimes \kappa^{-1}) \hat{\Delta}. \quad (4.9) \]

We obtain the abstract Hodge decomposition on \(\mathcal{T}(\mathcal{H})\)
\[ 1 - \iota \pi = \mu_1 \kappa^{-1} + \kappa^{-1} \mu_1, \quad (4.10) \]
and thus we can consider a deformation retract of tensor algebras, induced from \((4.2)\),
\[ \kappa^{-1} \bigg( \mathcal{T}(\mathcal{H}), \mu_1 \bigg) \xleftarrow{\pi} \bigg( \mathcal{T}(\mathcal{H}'), \mu'_1 \bigg), \quad (4.11) \]
which can be also regarded as a deformation retract of coalgebras. The similar construction can be applied to \((3.37)\) or \((3.7)\). Note that \(\pi\) and \(\iota\) are \(A_\infty\) morphisms such that
\[ \pi \mu_1 = \mu'_1 \pi, \quad \mu_1 \iota = \iota \mu'_1. \quad (4.12) \]

In the rest of this paper, for simplicity, we use the degree 0 fields \(\Psi \in \hat{\mathcal{H}}\), the degree 1 linear maps \(\{\mu_n\}_n\) acting on \(\mathcal{T}(\hat{\mathcal{H}})\) and the degree \(-1\) symplectic \(\omega\) by using a set of bases \(\{\hat{e}_a\}_a\) carrying unphysical gradings such that \(\Psi = \sum g e_{-g} \otimes \psi_g + \sum g e_{1+g} \otimes \psi_g^\ast\), which is explained in the appendix. For a given derivation \(\mu_1\) acting on \(\mathcal{T}(\hat{\mathcal{H}})\), which can be defined as \((A.10)\), for a given \(\mu_1\), there is a contracting homotopy \(\kappa^{-1}\) satisfying
\[ \kappa^{-1} (\Psi_{-g}) \equiv -K^{-1}_\psi \Psi_g = (-)^{g+1} \hat{e}_{1+g} \otimes K^{-1} (\psi_{-g}). \quad (4.13) \]
Likewise, morphisms $\pi$ and $\iota$ of (4.11) are extended in a natural way

$$\pi(\Psi_g) \equiv \hat{e}_{-g} \otimes \pi(\psi_g), \quad \iota(\Psi_g) \equiv \hat{e}_{-g} \otimes \iota(\psi_g).$$  \hspace{1cm} (4.14)

Notice that these degree-adjusted operators can be defined for given $\mu_1$, $\kappa^{-1}$, $\pi$ and $\iota$ uniquely once a set of symplectic bases is fixed. They satisfy the abstract Hodge decomposition

$$1 - \iota \pi = \mu_1 \kappa^{-1} + \kappa^{-1} \mu_1,$$  \hspace{1cm} (4.15)

where 1 denotes the unit of the tensor algebra $T(\hat{\mathcal{H}})$. Therefore, instead of (4.11), we can consider a deformation retract of the degree-adjusted $A_\infty$ algebra

$$\kappa^{-1} \bigg( (\mathcal{T}(\hat{\mathcal{H}}), \mu_1) \xrightarrow{\pi} (\mathcal{T}(\hat{\mathcal{H}}'), \mu'_1) \bigg),$$  \hspace{1cm} (4.16)

which has the same algebraic or coalgebraic properties as (4.11).

### 4.2 The identities connecting BV and homotopy algebras

We consider the degree-adjusted $A_\infty$ structure (A.10) and the perturbation of (4.16). We would like to extract information of the perturbation of $A_\infty$ structure from (3.71) or (3.45). Let us consider a derivation $Q_{S\text{int}[\Psi]}$ acting on the tensor algebra $T(\hat{\mathcal{H}})$, via the tensor trick. We find

$$Q_{S\text{int}[\Psi]} \Psi \otimes n = \sum_{k=1}^{n} \Psi \otimes k^{-1} \otimes \sum_{m \geq 2} \mu_m (\Psi \otimes m) \otimes \Psi \otimes n-k = \sum_{m \geq 2} \mu_m \Psi \otimes n+m-1.$$

These derivations give the same results on the tensor algebra $T(\hat{\mathcal{H}})$, which becomes explicit if we take the sum of $\Psi \otimes n$. We thus consider the group-like element of the tensor algebra $T(\hat{\mathcal{H}})$,

$$\frac{1}{1-\Psi} \equiv 1 + \Psi + \Psi \otimes \Psi + \Psi \otimes \Psi \otimes \Psi + \cdots + \Psi \otimes n + \cdots.$$  \hspace{1cm} (4.18)

By using this element $(1-\Psi)^{-1} \in T(\hat{\mathcal{H}})$, we find the equality of (co-)derivations

$$\left[ Q_{S\text{int}[\Psi]} - \mu_{\text{int}} \right] \frac{1}{1-\Psi} = 0.$$  \hspace{1cm} (4.19)

Hence, as long as we consider the operators acting on the vector space $T(\hat{\mathcal{H}})$, we obtain the same results as the previous section even if we replace $Q_{S\text{int}}$ by $\mu_{\text{int}}$ in the homological perturbation.

We can extend the BV Laplacian $\Delta$ to a linear map acting on the tensor algebra $T(\hat{\mathcal{H}})$, a second order derivation of the tensor algebra $T(\hat{\mathcal{H}})$, which provides

$$\hbar \Delta \Psi \otimes n = \hbar \sum_{k,l} \sum_{s \in \mathbb{Z}} \Psi \otimes k^{-1} \otimes \hat{e}_{-s} \otimes \Psi \otimes n-k-l \otimes \hat{e}_{1+s} \otimes \Psi \otimes l^{-1} = \hbar \mathfrak{L} \Psi \otimes n-2.$$  \hspace{1cm} (4.20)

The higher order coderivation $\mathfrak{L}$ is defined as follows. For a given base $\hat{e}_{-s}(= I \otimes \hat{e}_{-s}) \in \hat{\mathcal{H}}$, we consider a derivation $\hat{e}_{-s}$ acting on $T(\hat{\mathcal{H}})$ by defining $\hat{e}_{-s}|_{\hat{\mathcal{H}} \otimes n} : \hat{\mathcal{H}} \otimes n \to \hat{\mathcal{H}}^{n+1}$ as follows

$$\hat{e}_{-s}|_{\hat{\mathcal{H}} \otimes n} = \sum_{l} \mathbb{I} \otimes \hat{e}_{-s} \otimes \mathbb{I} \otimes n-l,$$  \hspace{1cm} (4.21)
which is also a coderivation \( \hat{\Delta} \hat{e}_s = (\hat{e}_s \otimes 1 + 1 \otimes \hat{e}_s) \hat{\Delta} \). Then, a higher order coderivation \( \mathfrak{L} \) is defined by

\[
\mathfrak{L}|_{\mathcal{H} \otimes n} = \sum_{l,m} \sum_{s \in \mathbb{Z}} \mathbb{I}^{\otimes l} \otimes \hat{e}_s \otimes \mathbb{I}^{\otimes m} \otimes \hat{e}_{1+s} \otimes \mathbb{I}^{\otimes n-l-m}.
\] (4.22)

This \( \mathfrak{L} \) does not satisfy (4.8) as \( \hat{\Delta} \mathfrak{L} = (\mathfrak{L} \otimes 1 + \sum_s (-)^s \hat{e}_s \otimes \hat{e}_{1+s} + 1 \otimes \mathfrak{L}) \hat{\Delta} \). Instead, it satisfies the relation of order 2 coderivation as follows

\[
(\hat{\Delta} \otimes 1)\hat{\Delta} \mathfrak{L} - \sigma \circ (\hat{\Delta} \otimes 1) (\mathfrak{L} \otimes 1) \hat{\Delta} + \sigma \circ (\mathfrak{L} \otimes 1 \otimes 1) (\hat{\Delta} \otimes 1) \hat{\Delta} = 0,
\] (4.23)

where \( \sigma \) denotes the sum of cyclic permutation of operators: \( \sigma \circ (f_1 \otimes f_2 \otimes f_3) = f_1 \otimes f_2 \otimes f_3 + (-)^{|f_1||f_2|+|f_3|} f_2 \otimes f_3 \otimes f_1 + (-)^{|f_3||f_1|+|f_2|} f_3 \otimes f_1 \otimes f_3 \). The equivalence of \( \hbar \Delta \) and \( \hbar \mathfrak{L} \) becomes manifest if we take the sum of \( \Psi^{\otimes n} \),

\[
\left[ \hbar \Delta - \hbar \mathfrak{L} \right] \frac{1}{1 - \Psi} = 0.
\] (4.24)

Hence, we can obtain the perturbed (quantum) \( A_\infty \) structure directly by replacing \( \hbar \Delta_{\text{Sint}} \) with \( \hbar \mathfrak{L} + \mu_{\text{int}} \) in the homological perturbation. The equations (4.19) and (4.24) tell us how to switch from the BV-BRST operator to Lagrangian’s homotopy algebra [10][12].

### 4.3 Morphism of the cyclic \( A_\infty \) structure

Recall that the perturbed BV differential \( \hbar \Delta_A' \) provides the perturbed \( A_\infty \) structure of (3.65), which is a result of the homological perturbation (3.37). We can derive the perturbed (quantum) \( A_\infty \) structure \( \mu' \) directly by applying homological perturbation to this coalgebraic homological data (4.16). We first consider the classical part with the equality (4.19). We can take

\[
\mu_{\text{int}} = \mu_2 + \mu_3 + \mu_4 + \cdots
\] (4.25)

acting on \( \mathcal{T}(\mathcal{H}) \) as a perturbation for (4.19) because of the \( A_\infty \) relations of \( \mu = \mu_1 + \mu_{\text{int}} \). Note that this \( \mu_{\text{int}} \) is a coderivation \( \hat{\Delta} \mu_{\text{int}} = (\mu_{\text{int}} \otimes 1 + 1 \otimes \mu_{\text{int}}) \hat{\Delta} \) and the coderivation \( \mu = \mu_1 + \mu_{\text{int}} \) is nilpotent \( (\mu)^2 = 0 \). We obtain the deformation retract of tensor algebras or coalgebras

\[
k^{-1} \left( \mathcal{T}(\hat{\mathcal{H}}), \mu_1 + \mu_{\text{int}} \right) \xrightarrow{p} \left( \mathcal{T}(\mathcal{H}'), \mu'_1 + \mu'_{\text{int}} \right),
\] (4.26)

where \( p \) and \( i \) are morphisms preserving its cohomology and \( k^{-1} \) is a contracting homotopy. The perturbed data also satisfy the abstract Hodge decomposition

\[
1 - ip = \mu k^{-1} + k^{-1} \mu.
\] (4.27)

The morphisms of tensor algebra \( p \) and \( i \) and the contracting homotopy \( k^{-1} \) of tensor algebra are obtained by solving recursive relations

\[
p = \pi - p \mu_{\text{int}} k^{-1}, \quad i = i - k^{-1} \mu_{\text{int}} i, \quad k^{-1} = k^{-1} - k^{-1} \mu_{\text{int}} k^{-1},
\] (4.28)
where $\pi$ and $\iota$ are morphisms satisfying (4.4) and (4.5), $\mu_{\text{int}}$ is a (co-)derivation satisfying (4.7) and (4.8), and $\kappa$ is a contracting homotopy of the tensor algebra satisfying (4.7) and (4.8). By using this morphism $\mu$ or $i$, the effective $A_{\infty}$ structure $\mu' = \mu_1' + \mu_{\text{int}}'$ is given by

$$\mu_{\text{int}}' \equiv p \, \mu_{\text{int}} \, \iota = \pi \, \mu_{\text{int}} \, i, \quad (4.29)$$

where the second equality follows form (4.28) quickly

$$p \, \mu_{\text{int}} \,(i + \kappa^{-1} \mu_{\text{int}}) i = (p + p \, \mu_{\text{int}} \, \kappa^{-1}) \, \mu_{\text{int}} \, i. \quad (4.30)$$

The above results are well-known in the context of string field theory (cf. [14, 20, 21, 42]). A proof is as follows. As a result of the perturbation, the $A_{\infty}$ relations are automatic

$$(\mu_1' + \mu_{\text{int}}')^2 = 0, \quad (4.31)$$

which come from $(\mu_1 + \mu_{\text{int}})^2 = 0$ and the defining properties (4.28),

$$(\mu_{\text{int}}')^2 = p \, \mu_{\text{int}} \, (p \, \pi) \, \mu_{\text{int}} \, i = p \,(\mu_{\text{int}})^2 \, i + (-p \, \mu_{\text{int}} \, \kappa) \, \mu_1 \, \mu_{\text{int}} \, i + p \, \mu_{\text{int}} \, \mu_1 \, (-\kappa \, \mu_{\text{int}}) \, i$$

$$= p \left[ (\mu_{\text{int}})^2 + \mu_{\text{int}} \, \mu_1 + \mu_1 \, \mu_{\text{int}} \right] i - \mu_1 \left( \pi \, \mu_{\text{int}} \, i \right) - \left( p \, \mu_{\text{int}} \, \iota \right) \mu_1. \quad (4.32)$$

This phenomenon, or the perturbed data (4.26), is often called homotopy transfer in the context of mathematics. Likewise, the morphisms $p$ and $i$ become $A_{\infty}$ morphisms such that

$$p \, \mu = \mu' \, p, \quad i \, \mu' = \mu \, i, \quad (4.33)$$

as long as the assumptions of the perturbation $\mu_{\text{int}} \, \kappa^{-1} \neq -1$ and $\kappa^{-1} \mu_{\text{int}} \neq -1$ are provided. Apparently, when $\sum_n (-\mu_{\text{int}} \, \kappa^{-1})^n$ converges, $1 + \mu_{\text{int}} \, \kappa^{-1}$ is invertible and (4.33) follows from

$$p \, \mu - \mu' \, p = (\pi \, p \, \mu_{\text{int}} \, \kappa^{-1}) \, \mu_1 + p \, \mu_{\text{int}} \,(\kappa^{-1} \, \mu_1 + p \, \pi + \mu_1 \, \kappa^{-1}) - \mu' \, p$$

$$= (\mu_1' + p \, \mu_{\text{int}} \, \iota) \, \pi + p \,(\mu_{\text{int}} \, \mu_1 \, \kappa^{-1} - \mu' \, p$$

$$= (\mu_1' + \mu_{\text{int}} \, \pi - p \,(\mu_1 + \mu_{\text{int}}) \, \mu_1 \, \kappa^{-1} - \mu' \, p$$

$$= (\mu_1' \, p - p \, \mu) \, \mu_{\text{int}} \, \kappa^{-1}. \quad (4.34)$$

Likewise, we find $\mu \, i - i \, \mu' = -\kappa^{-1} \, \mu_{\text{int}} \,(\mu \, i - i \, \mu')$ and (4.33) follows from it.

By solving (4.28), we obtain the following expression of morphisms $p$ and $i$,

$$p = \pi \, \frac{1}{1 + \kappa^{-1} \, \mu_{\text{int}}}, \quad i = \frac{1}{1 + \kappa^{-1} \, \mu_{\text{int}}} \, \iota. \quad (4.35)$$

Note that these expressions enable us to obtain (4.33) directly from the second line of (4.34), $p \,(\mu_1 + \mu_{\text{int}}) = (\mu_1' + \mu_{\text{int}}') \, \pi - p \,(\mu_1 + \mu_{\text{int}}) \, \mu_{\text{int}} \, \kappa^{-1}$. By substituting (4.35) into (4.29), the effective cyclic $A_{\infty}$ structure can be cast as follows

$$\mu' = \mu_1' + \pi \, \mu_{\text{int}} \, \frac{1}{1 + \kappa^{-1} \, \mu_{\text{int}}} \, \iota. \quad (4.36)$$
In this tree-level case, because of the coalgebraic properties \(4.8\) of \(\mu_\text{int}\), tensor algebra morphisms \(p\) and \(i\) are also coalgebra morphisms and the derivation \(\mu'\) is also a coderivation

\[
\hat{\Delta} p = (p \otimes p) \hat{\Delta}, \quad \hat{\Delta} i = (i \otimes i) \hat{\Delta}, \quad \hat{\Delta} \mu' = (\mu' \otimes 1 + 1 \otimes \mu') \hat{\Delta}.
\] (4.37)

The third property quickly follows from the first or second property. As long as \(\mu_\text{int}\) is a well-defined perturbation such that \(\mu_\text{int} \kappa^{-1} \neq -1\) or \(\kappa^{-1} \mu_\text{int} \neq -1\), the first property follows from

\[
(p \otimes p) \hat{\Delta} (1 + \mu_\text{int} \kappa^{-1}) = (\pi \otimes \pi) \hat{\Delta} = \hat{\Delta} \pi = \hat{\Delta} p (1 + \mu_\text{int} \kappa^{-1}),
\] (4.38)

where the first equality follows from direct computation

\[
(p \otimes p) \hat{\Delta}(\mu_\text{int} \kappa^{-1}) = (p \mu_\text{int} \otimes p + p \otimes p \mu_\text{int}) \hat{\Delta}(\kappa^{-1})
= \left[ p \mu_\text{int} \otimes \pi + \pi \otimes p \mu_\text{int} - (p \mu_\text{int} \otimes p \mu_\text{int} \kappa^{-1} + p \mu_\text{int} \kappa^{-1} \otimes p \mu_\text{int}) \right] \hat{\Delta}(\kappa^{-1})
= \left( p \mu_\text{int} \kappa^{-1} \otimes \pi + \pi \otimes p \mu_\text{int} \kappa^{-1} \right) \hat{\Delta} - \left( p \mu_\text{int} \kappa^{-1} \otimes p \mu_\text{int} \kappa^{-1} \right) \hat{\Delta}.
\] (4.39)

Likewise, the second property of \(4.37\) holds. Again, \(4.35\) can solve \(4.37\) easily.

### 4.4 Cyclicality of the effective \(A_\infty\) structure

Before adding the quantum part, we consider the cyclicity. Note that the cyclic property of the (perturbed) \(A_\infty\) structure is manifest from the beginning because we consider the (effective) \(A_\infty\) structure of the (effective) BV master action. However, we would like to show that the homological perturbation itself preserves the cyclic \(A_\infty\) structure whenever a contracting homotopy satisfies the compatibility condition \(4.44\). In quantum field theory, it is nothing but a Hermitian property of the propagators. In string field theory, it is the BPZ property.

We may write \(\langle \Omega | A \otimes B \equiv \omega(A, B)\) for the symplectic structure on \(\hat{\mathcal{H}}\) for simplicity. The cyclic property of the \(A_\infty\) structure \(\mu = \mu_1 + \mu_\text{int}\) can be cast as follows

\[
\langle \omega | \mu_n \otimes I = -\langle \omega | I \otimes \mu_n.
\] (4.40)

The perturbed \(A_\infty\) structure \(\mu'\) provides an effective homotopy Maurer-Cartan action

\[
\hat{A}[\Psi'] = \sum_n \frac{1}{n+1} \omega'(\Psi', \mu'_n(\Psi', ..., \Psi')).
\] (4.41)

where \(\Psi' \in \hat{\mathcal{H}}' \equiv E \otimes \mathcal{H}'\) denotes effective fields. When \(\mu'\) is given by \(4.10\), it equals to \(8.24\).

The symplectic structure \(\omega'\) on \(\mathcal{H}'\) is defined by using the inner product on \(\hat{\mathcal{H}}'\),

\[
\langle A', B' \rangle' = \langle i A', i B' \rangle \quad A', B' \in \mathcal{H}',
\] (4.42)

and the symplectic form \(\hat{\omega}\) on \(E\), just as \(A.8\). We write \(\langle \omega' | A' \otimes B' = \omega'(A', B')\) for this symplectic structure on \(\hat{\mathcal{H}}\) for simplicity, which provides

\[
\langle \omega' | = \langle \omega | i \otimes i.
\] (4.43)
When we take Hermit propagators $K^{-1}$, we find $\omega(\kappa^{-1}A, B) = (-)^A\omega(A, \kappa^{-1}B)$ quickly. This compatibility of $\kappa^{-1}$ and $\omega$ can be cast as follows

$$\langle \omega | \kappa^{-1} \otimes I = \langle \omega | I \otimes \kappa^{-1} \rangle \tag{4.44}$$

As we see, this property (4.44) ensures the cyclicity of the perturbed $A_\infty$ structure.

When we have (4.40) and (4.44), the abstract Hodge decomposition (4.15) implies

$$\langle \omega | I \otimes \iota \pi = \langle \omega | I \otimes \iota \rangle \tag{4.45}$$

Because of (4.12), it provides the cyclic property of $\mu'_{1} = \pi \mu_{1} \iota$ quickly

$$\langle \omega' | \mu'_{1} \otimes I' = -\langle \omega' | I' \otimes \mu'_{1} \rangle \tag{4.46}$$

where $\langle \omega' \rangle = \langle \omega | (\iota \otimes \iota) $ is the symplectic form on $\hat{H}'$ and $I' \equiv \pi \iota$ denotes the unit of $\hat{H}'$. Likewise, (4.41) and (4.44) guarantees the cyclic property of $\mu'_{\text{int}} = \pi \mu_{\text{int}} \iota$ as follows

$$\langle \omega | \mu_{\text{int}} \iota \otimes (I + \kappa^{-1} \mu_{\text{int}} \iota) = -\langle \omega | (I + \kappa^{-1} \mu_{\text{int}} \iota) \otimes \mu_{\text{int}} \iota \rangle \tag{4.47}$$

Hence, as long as we take $\kappa^{-1}$ satisfying (4.44), the cyclic property of $\mu'$ is manifest

$$\langle \omega' | (\mu'_{1} + \mu'_{\text{int}}) \otimes I' = -\langle \omega' | I' \otimes (\mu'_{1} + \mu'_{\text{int}}) \rangle \tag{4.48}$$

Note also that in the context of the quantum $A_\infty$ algebra, the cyclic property is a part of the quantum $A_\infty$ relations and thus manifest by definition. If the path-integral or corresponding results of homological perturbation can be understood as a morphism of the quantum $A_\infty$ structure, the above result arises as a natural consequence of its classical limit.

### 4.5 Morphism of the quantum $A_\infty$ structure

Finally, we include the quantum part with (4.24). Suppose that a solution $S$ of the classical master equation also solves the quantum one $\Delta S = 0$. Then, the cyclic $A_\infty$ structure $\mu = \mu_{1} + \mu_{\text{int}}$ induced from $S$ satisfies the quantum $A_\infty$ relation

$$\left( \mu + h \mathfrak{L} \right)^2 = 0 \tag{4.49}$$

which is the coalgebraic representation of (3.6). Since $\mu + h \mathfrak{L}$ is a nilpotent linear map acting on the vector space $T(\hat{H})$, we can take the following perturbation for (4.16),

$$\mu_{\text{int}} + h \mathfrak{L} \tag{4.50}$$

As a result of the homological perturbation, we obtain the deformation retract describing the perturbative path-integral of quantum field theory

$$K^{-1} \bigcirc \left( \mathcal{T}(\hat{H}), \mu + h \mathfrak{L} \right) \xrightarrow{P} \left( \mathcal{T}(\hat{H}'), \mu'_{1} + \mu'_{\text{eff}} \right) \tag{4.51}$$
Morphisms $P$ and $l$ and a contracting homotopy $K^{-1}$ satisfy the abstract Hodge decomposition

$$1 - lP = (\mu + \hbar \mathcal{L}) K^{-1} + K^{-1} (\mu + \hbar \mathcal{L}).$$

(4.52)

These morphisms $P$ and $l$ are obtained by solving recursive relations

$$P = \pi - P (h \mathcal{L} + \mu_{\text{int}})^{-1}, \quad l = l - \kappa^{-1} (h \mathcal{L} + \mu_{\text{int}}) l.$$  

(4.53)

Note however that these $P$ and $l$ are not coalgebra morphisms and do not satisfy (4.5) because $\mathcal{L}$ is a higher coderivative and does not satisfy (4.8). The morphism $P$ or $l$ enables us to obtain the effective quantum $A_\infty$ structure $\mu' = \mu'_1 + \mu'_{\text{eff}}$ with

$$\mu'_{\text{eff}} \equiv \pi (h \mathcal{L} + \mu_{\text{int}}) l = P (h \mathcal{L} + \mu_{\text{int}}) l.$$  

(4.54)

Note also that $\mu'$ is not a coderivation and does not satisfy (4.8), which may be regarded as a higher order coderivation of $IBL_\infty$ (or $IBA_\infty$) algebra [19, 26], since $\mathcal{L}$ is a second order. These maps $P$ and $l$ are just morphisms of the vector space $\mathcal{T}(\mathcal{H})$ such that

$$P (\mu + h \mathcal{L}) = (\mu'_1 + \mu'_{\text{int}}) P, \quad (\mu + h \mathcal{L}) l = l (\mu'_1 + \mu'_{\text{int}}),$$  

(4.55)

which we call a morphism of the (quantum) $A_\infty$ structure. These relations (4.55) are proven by the same way as (4.33), which follows from the homological perturbation lemma as shown in [12].

In general, when a given solution $S_{[0]}$ of the classical master equation $(S_{[0]}, S_{[0]}) = 0$ does not solve the quantum master action, it necessitates quantum corrections $\hbar S_{[1]} + \hbar^2 S_{[2]} + \cdots$ such that $S \equiv S_{[0]} + \hbar S_{[1]} + \hbar^2 S_{[2]} + \cdots$ satisfies $\hbar \Delta S + \frac{1}{2} (S, S) = 0$. Then, the cyclic $A_\infty$ structure $\mu_{[0]}$ induced from $S_{[0]}$ does not satisfy the quantum $A_\infty$ relation, $(\mu_{[0]} + h \mathcal{L})^2 \neq 0$. Each correction $S_{[l]}$ gives components of quantum $A_\infty$ maps $\mu_{n,[l]} : \mathcal{H}^{\otimes n} \to \mathcal{H}$, which is extended to coderivation of $\mathcal{T}(\mathcal{H})$ by defining $\mu_{n,[l]}|_{\mathcal{H}^{\otimes m}} : \mathcal{H}^m \to \mathcal{H}^{\otimes m-n+1}$ for $m \geq n$ otherwise zero as (4.6). For a given $S_{[l]}$, we obtain the coderivation

$$\mu_{[l]} = \mu_{0,[l]} + \mu_{1,[l]} + \mu_{2,[l]} + \cdots,$$  

(4.56)

which are necessary for the quantum $A_\infty$ relations $(\mu_{[0]} + \sum_{l \geq 1} \hbar^l \mu_{[l]} + h \mathcal{L})^2 = 0$. Hence, in this case, the above $\mu_{\text{int}}$ of (4.50) must be replaced by

$$\mu_{\text{int}} = \mu_{\text{int},[0]} + \sum_{l \geq 1} \hbar^l \mu_{[l]}.$$  

(4.57)

This replacement of (4.50) enables us to obtain the appropriate perturbed data in the same way. We can express the solutions of the defining equations (4.53) as follows

$$P = \pi \frac{1}{1 + (h \mathcal{L} + \mu_{\text{int}}) \kappa^{-1}}, \quad l = \frac{1}{1 + \kappa^{-1} (h \mathcal{L} + \mu_{\text{int}})} l.$$  

(4.58)

The perturbed quantum $A_\infty$ structure can be written as

$$\mu' = \mu'_1 + \pi (h \mathcal{L} + \mu_{\text{int}}) \frac{1}{1 + \kappa^{-1} (h \mathcal{L} + \mu_{\text{int}})} l,$$  

(4.59)

which takes the same form as (3.65). Its homotopy Maurer-Cartan action is given by (4.41) with replacing $\mu'$ by (4.59), which equals to (3.24) or (3.67) derived in section 3.
4.6 Weak $A_\infty$ and source terms

We show that the BV master action including source terms or external fields gives an effective theory with a weak $A_\infty$ structure. It yields that when we consider field theories having two (or higher) point interactions with external fields, every effective theory always has a weak $A_\infty$ structure. For a given BV master action, we can couple $V$ as follows

$$S_V[\Psi] \equiv S[\Psi] - \omega(\Psi, V)$$

and suppose that this $S_V[\Psi]$ and its free part also satisfy the BV master equation $\hbar \Delta e^{S_V[\Psi]} = 0$. Then, source terms $V$ must satisfy the following properties with the $A_\infty$ structure of $S[\Psi]$,

$$\mu_1(V) = 0, \quad \sum_n \sum_{k=0}^n \mu_{n+1}(\underbrace{\Psi, ..., \Psi}_k, V, \Psi, ..., \Psi) = 0,$$

which we call gauge invariant source terms. Then, the source term $\mu_0 \equiv V$ become the zeroth product of a weak $A_\infty$ structure $\mu + V$. Note that $\mu$ itself is the $A_\infty$ structure and thus this $\mu + V$ is stronger than a generic weak $A_\infty$ structure. If we add such $V$ to our perturbation, we find that the effective $A_\infty$ structure is shifted by $\kappa^{-1}V$ as follows

$$\mu'_V(\kappa^{-1}) = e^{-\kappa^{-1}V} \mu' e^{\kappa^{-1}V} + V.$$

It becomes a weak (quantum) $A_\infty$ structure, whose zeroth element is

$$\mu'_{V,0} = V + \sum_{k=0}^\infty \mu'_{k}(\underbrace{(\kappa^{-1}V)^{\otimes k}}_k).$$

Note that $\mu'$ itself is the $A_\infty$ structure and the shifted $n$-product is given by

$$\mu'_{V,n}(\Psi^{\otimes n}) = \sum_{k=0}^\infty \sum_{k_0+...+k_n=k} \mu'_{n+k}(\underbrace{(\kappa^{-1}V)^{\otimes k_0}}_0, \underbrace{\Psi'}_{k_1}, \underbrace{(\kappa^{-1}V)^{\otimes k_1}}_1, ..., \underbrace{\Psi'}_{k_n}, \underbrace{(\kappa^{-1}V)^{\otimes k_n}}_n).$$

4.7 The Wick theorem via quantum $A_\infty$

We show that the Wick theorem follows from the projection again by using the above homotopy algebraic description. Let us consider free theories for simplicity: we have

$$\hat{P} = \frac{1}{1 + \hbar \mathcal{L} \kappa^{-1}}.$$
operators are defined like compositions of “pullbacks”. For instance, the composition operator \( \mathcal{L} \kappa^{-1}(...) \) is computed like a pullback of \( \kappa^{-1}(...) \) by \( \mathcal{L} \) as follows

\[
\mathcal{L} \kappa^{-1}(...) \left[ \frac{1}{1 - \Psi} \right] = \kappa^{-1}(...) \left[ \sum_{s \in \mathbb{Z}} \frac{1}{1 - \Psi} \otimes \hat{e}_{-s} \otimes \frac{1}{1 - \Psi} \otimes \hat{e}_{1+s} \otimes \frac{1}{1 - \Psi} \right].
\] (4.66)

By using \( \sum_s \hat{e}_{-s} \otimes \kappa^{-1}(\hat{e}_{1+s}) = \frac{1}{2} \sum_s K_s^{-1} \hat{e}_{-s} \wedge \hat{e}_s \) and \( (\kappa^{-1})^2 = 0 \), we find

\[
(\mathcal{L} \kappa^{-1})^n(1) = (\mathcal{L} \kappa^{-1})^{n-1} \frac{1}{2} \sum_{s \in \mathbb{Z}} K_s^{-1} \hat{e}_{-s} \wedge \hat{e}_s
\]

\[
= (\mathcal{L} \kappa^{-1})^{n-2} \frac{1}{4} \sum_{s, s' \in \mathbb{Z}} K_s^{-1} \hat{e}_{-s} \wedge \hat{e}_s \wedge K_{s'}^{-1} \hat{e}_{-s'} \wedge \hat{e}_{s'}
\]

\[
= \frac{1}{(2n)!!} \sum_{s_1, \ldots, s_n} (K_{s_1}^{-1} \hat{e}_{s_1} \wedge \hat{e}_{-s_1}) \wedge \cdots \wedge (K_{s_n}^{-1} \hat{e}_{s_n} \wedge \hat{e}_{-s_n}).
\] (4.67)

We write \( \hat{e}_{-g} \) for the coderivation (of 0-linear map) just inserting \( \hat{e}_{-g} \) for brevity, which (graded) commutes each other. Because of \( \pi(\Psi) = 0 \), we obtain the following expression

\[
\hat{P} \frac{1}{1 - \Psi} = \pi \sum_{n=1}^{\infty} h^n (\mathcal{L} \kappa^{-1})^{n-1} \left[ \frac{1}{1 - \Psi} \right]
\]

\[
= \pi \sum_{n=0}^{\infty} h^n \frac{1}{(2n)!!} \left[ \prod_{i=1}^{n} \left( \sum_{s_i \in \mathbb{Z}} K^{-1} \hat{e}_{s_i} \hat{e}_{s_i} \right) \right] \frac{1}{1 - \Psi}
\]

\[
= \sum_{n=0}^{\infty} \frac{1}{(2n)!!} (h K^{-1} \sum_{s_1} \hat{e}_{-s_1} \wedge \hat{e}_{s_1}) \wedge \cdots \wedge (h K^{-1} \sum_{s_n} \hat{e}_{-s_n} \wedge \hat{e}_{s_n}).
\] (4.68)

Recall that \( \Psi = \sum_{s \in \mathbb{Z}} \hat{e}_s \otimes \psi_s \) is the sum of all possible BV fields and for each \( n \in \mathbb{N} \), the relation \( \Psi^{\otimes n} = \frac{1}{n!} \Psi^{\wedge n} \) holds. The summand can be cast as follows

\[
(h K^{-1} \sum_s \hat{e}_{-s} \wedge \hat{e}_s)^{\otimes n} = \left( h K^{-1} \sum_s \frac{\delta}{\delta \psi_s} \Psi \wedge \frac{\delta}{\delta \psi_{-s}} \Psi \right)^{\otimes n-1} \frac{1}{2} \left[ h K^{-1} \sum_s \frac{\delta}{\delta \psi_s} \frac{\delta}{\delta \psi_{-s}} \right] \Psi \wedge \Psi
\]

\[
= \left[ h K^{-1} \sum_s \frac{\delta}{\delta \psi_s} \frac{\delta}{\delta \psi_{-s}} \right]^{n} \frac{1}{(2n)!} \Psi^{\wedge 2n}.
\] (4.69)

Hence, the Wick theorem is derived from the (quantum) \( A_\infty \) (quasi-iso)morphism \( \hat{P} \) as follows

\[
\hat{P} \frac{1}{1 - \Psi} = \sum_{n=0}^{\infty} \frac{1}{n!} \left[ \frac{h}{2} \sum_{s} K_s^{-1} \frac{\delta}{\delta \psi_s} \frac{\delta}{\delta \psi_{-s}} \right]^{n} \Psi^{\otimes 2n}
\]

\[
= \exp \left[ \frac{h}{2} \sum_{s} K_s^{-1} \frac{\delta}{\delta \psi_s} \frac{\delta}{\delta \psi_{-s}} \right] \frac{1}{1 - \Psi} \bigg|_{\Psi = 0}.
\] (4.70)

In this sense, we conclude that the perturbative path-integral is a morphism \( P \) of Lagrangian’s quantum \( A_\infty \) structure and the \( P \) is performed via the homological perturbation.
5 Application to string field theory

In most string field theories, fortunately, we have classical or quantum BV master actions. Hence, we can apply the previous results and perform the perturbative path-integral of string fields on the basis of the homological perturbation. Let us consider the BV master action of string field theory

\[
S[\Psi] = \frac{1}{2} \omega(\Psi, \mu_1(\Psi)) + \sum_n \frac{1}{n+1} \omega(\Psi, \mu_n(\Psi, ..., \Psi)) ,
\]

(5.1)

where \(\mu_1 = Q\) is the BRST operator of strings, \(\{\mu_n\}_n\) denotes the set of the string products and \(\omega\) is the degree \(-1\) symplectic form induced from the BPZ inner product. A state \(\Psi = \sum_g \hat{e}^{-g} \otimes \psi_g\) is a string field that includes all fields and antifields: classical fields \(\psi_0(x)\), ghosts \(\{\psi_g(x)\}_{g>0}\) and antifields \(\{\psi_g(x)\}_{g<0}\) are associated with the (suspended) complete basis \(\{\hat{e}^{-g}\}_g\) of conformal field theory, where \(\Psi\) corresponds to (A.7) and we write \(H\) for the state space spanned by \(\Psi\) in this section. The action and the sum of string products \(\mu(\Psi) = \sum_n \mu_n(\Psi \otimes^n)\) satisfy (2.28) or (2.29) with \(\mu(\Psi) = \hbar \Delta S\Psi\). By solving the free theory, we obtain the Hodge decomposition

\[
1 - i\pi = \mu_1 \kappa^{-1} + \kappa^{-1} \mu_1 ,
\]

(5.2)

which is the starting point of performing the perturbative path-integral.

5.1 Effective theories with finite \(\alpha'\)

Each effective theory based on the perturbative path-integral,

\[
A[\Psi'] = \frac{1}{2} \omega'(\Psi', \mu'_1(\Psi')) + \sum_n \frac{1}{n+1} \omega'(\Psi', \mu'_n(\Psi', ..., \Psi')) ,
\]

(5.3)

always has the (quantum) \(A_\infty\) or \(L_\infty\) structure trivially, as a result of the homological perturbation, as long as the original action \(S[\Psi]\) solves the BV master equation. In addition, when the original action includes source terms \(\omega(\Psi, V)\), the effective action (5.3) has a weak (quantum) \(A_\infty\) structure \(\mu'_V = e^{-\kappa^{-1} V} \mu' e^{\kappa^{-1} V}\) as shown in the previous section.

We can integrate all massive space-time fields \(\Psi_{\text{massive}}\) out from the string field \(\Psi = \Psi_{\text{massless}} + \Psi_{\text{massive}}\) and get an effective field theory that consists of massless (plus auxiliary) fields \(\Psi_{\text{massless}}\) by using the Hodge decomposition

\[
1 - (i\pi)_{\text{massless}} = \mu_1 \kappa^{-1}_{\text{massive}} + \kappa^{-1}_{\text{massive}} \mu_1 ,
\]

(5.4)

where \(\kappa^{-1}_{\text{massive}}\) denotes propagators of massive fields and \((i\pi)_{M=0}\) denotes a projector onto the massless fields \(\Psi_{\text{massless}} = (i\pi)_{\text{massless}} \Psi\). We can construct these \(\psi_{\text{massless}}, i_{\text{massless}}\) and \(\kappa^{-1}_{\text{massive}}\) explicitly by solving the free theory, which gives the effective action (5.3) with \(\Psi' = \pi_{\text{massless}}(\Psi) = \pi_{\text{massless}}(\Psi_{\text{massless}}) \in \mathcal{H}'\). Likewise, we can integrate space-time fields \(\Psi_{\text{UV}}\) having higher momentum \(p > \Lambda\) out from the string field \(\Psi = \Psi_{\text{IR}} + \Psi_{\text{UV}}\) and construct a Wilsonian effective action with the cut-off scale \(\Lambda\) perturbatively. It is obtained by using the Hodge decomposition

\[
1 - (i\pi)_{p \leq \Lambda} = \mu_1 \kappa^{-1}_{\text{UV}} + \kappa^{-1}_{\text{UV}} \mu_1 ,
\]

(5.5)
where \((i\pi)_{p<\Lambda}\) denotes the restriction onto the lower momentum fields \((i\pi)_{\rho<\Lambda}\Psi = \Psi_{\text{IR}}\) and \(\kappa_{\text{UV}}^{-1}\) denotes propagators of the higher momentum fields. It provides \((5.3)\) with \(\Psi' = \pi_{p<\Lambda}(\Psi) \in \mathcal{H}'\). In the same manner, for any decomposition \((5.2)\), we can obtain corresponding effective action.

We would like to emphasize that the physically important information is in how to construct these projectors and (regular) propagators concretely: to give the Hodge decomposition is equivalent to solving the theory. We thus started from the free theory and considered perturbations.

### 5.2 Light-cone reduction

In string field theory, explicit Lorentz covariance is given in return for adding the gauge and unphysical degrees. Thus, while the light-cone theory consists of physical degrees, the covariant theory has the gauge invariance. We can remove these extra degrees by using the path-integral and obtain a light-cone string field theory for each covariant string field theory \([14, 15]\).

We write \(Q\) for the BRST operator of the world-sheet theory and \(\omega\) for the BPZ inner product of its conformal field theory. We consider a covariant string field theory,

\[
S[\Psi] = \frac{1}{2} \omega(\Psi, Q \Psi) + \frac{1}{3} \omega(\Psi, m_2(\Psi, \Psi)) + \cdots. \tag{5.6}
\]

It has an \(A_\infty\) (or \(L_\infty\)) structure \(m\) with \(m_1 = Q\) as long as it satisfies the BV master equation. There exists a similarity transformation \(U\) connecting the BRST operator \(Q\) and the kinetic operator \(L_{lc}^0\) in the light-cone gauge plus the differential \(d\) acting on the gauge and unphysical degrees \([27]\), which diagonalize physical and extra degrees as follows

\[
Q = U^{-1} \left( c_0 L_{lc}^0 + d \right) U. \tag{5.7}
\]

Note that \((c_0 L_{lc}^0)^2 = 0\) holds in addition to \((c_0 L_{lc}^0 + d)^2 = 0\) and these are defined on the critical dimension.\(^{28}\) The similarity transformation \(U\) becomes an isomorphism \(U m = \mu U\) and gives the diagonalized \(A_\infty\) structure \(\mu\) which is defined by \(\mu_1 \equiv c_0 L_{lc}^0 + d\) and

\[
\mu_n \equiv U m_n (U^{-1} \otimes \cdots \otimes U^{-1}). \tag{5.8}
\]

It gives a linear transformation of the conformal basis and thus provides a linear string-field redefinition \(\Phi \equiv U \Psi\). We obtain the diagonalized action with the \(A_\infty\) structure \(\mu\),

\[
S[\Phi] = \frac{1}{2} \omega(\Phi, (c_0 L_{lc}^0 + d) \Phi) + \sum_{n=2}^{\infty} \frac{1}{n+1} \omega(\Phi, m_n(\Phi, \cdots, \Phi)). \quad \tag{5.9}
\]

\(^{28}\) For bosonic open strings, by using \(\lambda = 1\) Virasoro generators \(\tilde{L}_n = \tilde{L}_n^\parallel + \tilde{L}_n^\perp\), these are given by

\[
U \equiv \exp \left[ -c_0 \frac{1}{p^+} \sum_{n \neq 0} a_n^+ b_n \right] \exp \left[ \frac{i}{p^+} \sum_{n \neq 0} \frac{1}{n} a_n^+ \tilde{L}_n \right], \quad d \equiv -p^+ \sum_{n \neq 0} a_n^+ c_n, \quad \kappa^{-1} \equiv h \int_0^1 dt e^{-t L_{lc}^0}. \]

Note that that \(\tilde{L}_n\) commutes with \(a_n^+\) and \(L_{lc}^0 = dh + hd\) counts excitations of \(\{a_n^+, b_n, c_n\}_{n \neq 0}\). See \([14, 27]\).
The extra degrees become the BRST quartets and thus $d$ has no cohomology unless there is no quartet excitation. As is known, the integration of the BRST quartets is volume 1 since bosonic and fermionic integrations exactly cancel each other. We can start with the BRST quartets,

$$\kappa^{-1} \bigotimes (\mathcal{H}, d) \xleftrightarrow{\pi} (\mathcal{H}_{lc}, 0),$$

(5.10)

where $\kappa^{-1}$ denotes the propagator for $d$ and $\mathcal{H}_{lc}$ is the state space of string fields in the light-cone gauge. We take $\pi : \mathcal{H} \rightarrow \mathcal{H}_{lc}$ and $\iota : \mathcal{H}_{lc} \rightarrow \mathcal{H}$ as natural projection and embedding.\(^{29}\) We can take $c_0 L_{lc}^0$ as a perturbation to (5.10) and get

$$\kappa^{-1} \bigotimes (\mathcal{H}, c_0 L_{lc}^0 + d) \xleftrightarrow{\pi} (\mathcal{H}_{lc}, c_0 L_{lc}^0).$$

(5.11)

It describes the no-ghost theorem of covariant strings.\(^{28}\) We can take a further perturbation $\mu_{int} + \hbar \mathcal{L}$ for (5.11) because of the $A_\infty$ structure $(\mu_1 + \mu_{int} + \hbar \mathcal{L})^2 = 0$ and obtain

$$\kappa^{-1} \bigotimes (\mathcal{T}(\mathcal{H}), \mu_1 + \mu_{int} + \hbar \mathcal{L}) \leftrightarrow \left( \mathcal{T}(\mathcal{H}_{lc}), \nu_{lc}^1 + \nu_{int}^{lc} \right).$$

(5.12)

While the left side has the $A_\infty$ structure of the covariant string field theory (5.9), the right side provides the transferred $A_\infty$ structure of the light-cone string field theory.\(^ {29}\) By using the light-cone string field $\varphi \in \mathcal{H}_{lc}$ and the light-cone vertices $\nu_{int}^{lc} \equiv \pi \mu_{int} \iota$, we obtain the light-cone string field theory $S_{lc}[\varphi]$ extracted from the covariant theory (5.9),

$$S_{lc}[\varphi] = \frac{1}{2} \omega(\varphi, c_0 L_{lc}^0 \varphi) + \sum_{n=2}^{\infty} \frac{1}{n+1} \omega(\varphi, \nu_{n}^{lc}(\varphi, \ldots, \varphi)),$$

(5.13)

where we used loose notation $\varphi = \iota(\varphi)$ and $c_0 L_{lc}^0 = \pi (c_0 L_{lc}^0) \iota = \mu_1$ for simplicity. Note that the vertices $\nu_{int}^{lc}$ consists of the original vertices $\mu_{int}$ (with projections and embeddings) and effective vertices $\mu_{eff}$ including propagators $\kappa^{-1}$ as follows

$$\nu_{int}^{lc} = \pi \mu_{int} \iota + \pi \sum_{n=1}^{\infty} (-)^n \mu_{int} (\kappa^{-1} \mu_{int})^n + \sum_{g} h^g (\text{g-loop}) \mu_{eff}(\varphi, \ldots, \varphi).$$

In this sense, the light-cone reduction (5.12) can be cast as the form which consists of the light-cone kinetic term, the original vertices, and effective vertices. Hence, the action (5.13) has higher interacting terms and takes the different form from the original covariant theory (5.9) unless all of the effective vertices $\mu_{eff}(\varphi, \ldots, \varphi)$ exactly equal to zero. See [15] for further discussions.

\(^{29}\)For the Fock vacuum $|\Omega \rangle \equiv |lc \rangle \otimes |a^\pm, b, c \rangle$, we define $\pi : |\Omega \rangle \rightarrow |lc \rangle$ and $\iota : |lc \rangle \rightarrow |\Omega \rangle$. For excitations on these vacua, we define $\pi \circ (p^\mu, a_n^\pm, c_0) = (p^\mu, a_n^\pm, c_n, b_n) \circ \pi$ and $\iota \circ (p^\mu, a_n^\pm, c_0) = (p^\mu, a_n^\pm, c_0; 0, 0, 0) \circ \iota$ for $n \neq 0$.

\(^{30}\)Note that $\hbar$ must be zero unless the covariant theory solves the quantum BV master equation.
5.3 S-matrix and asymptotic string fields

When a given (quantum) $A_\infty$ structure $\mu = \mu_2 + \cdots$ has no linear part $\mu_1$, it is called minimal. The $S$-matrix is realized as a minimal model, which can be obtained by using the homological perturbation. The uniqueness of the minimal $A_\infty$ structure is ensured by the minimal model theorem in mathematics. In terms of physics, it implies that the on-shell amplitudes are independent of given gauge-fixing conditions or propagators and thus are unique.

The S-matrix is a set of multi-linear forms $\{A_n\}_{n \geq 3}$ defined on the tensor algebra $T(H_{as})$ of the state space $H_{as}$, whose inputs are asymptotic string fields $\Psi_{as} \in H_{as}$. We consider the free action of asymptotic string fields,

$$S_{as}[\Psi_{as}] = \frac{1}{2} \omega(\Psi_{as}, Q \Psi_{as}) . \quad (5.14)$$

The asymptotic string field $\Psi_{as} \in H_{as}$ has the linear gauge invariance $\delta \Psi_{as} = Q \lambda_{as}$ and the physical states condense on the cohomology of $Q$ acting on $H_{as}$. We assume that the cohomology $H_{as}^{phys}$ of the asymptotic theory is isomorphic to that of the free theory, $H_{phys} \equiv I(H_{as}^{phys})$.

We first solve the free theory and derive a propagator $\kappa^{-1}$, which gives the Hodge decomposition (5.2). Then, by defining morphisms $\iota_{as} \equiv \iota I$ and $\pi_{as} \equiv I^{-1} \pi$ that satisfy $\pi_{as} \kappa^{-1} = \iota_{as} \kappa^{-1} = 0$, we can consider

$$\kappa^{-1} \bigcirc (T(H), \mu_1) \xleftarrow{\pi_{as}} T(H_{as}^{phys}), 0 \xrightarrow{I} T(H_{phys}), 0 . \quad (5.15)$$

Because of $\iota \pi = \iota (I I^{-1}) \pi = \iota_{as} \pi_{as}$, we quickly find $1 - \iota_{as} \pi_{as} = \mu_1 \kappa^{-1} + \kappa^{-1} \mu_1$. The minimal model is obtained by taking interacting terms $\mu_{int}$ as the perturbation to (5.15). The (quantum) $A_\infty$ structure of the $S$-matrix is given by the right side of

$$K_{as}^{-1} \bigcirc (T(H), \mu_1 + \mu_{int}) \xleftarrow{\pi_{as}} T(H_{as}^{phys}), \mu_{int}' \xrightarrow{P_{as}} (T(H_{as}^{phys}), \mu_{int}') . \quad (5.16)$$

This is a minimal model because $\mu_{int}' \equiv Q$ vanishes and it has no gauge degree. The morphism $P_{as}$ determines a nonlinear field relation between interacting and asymptotic theories on-shell. The $(n+1)$-point amplitude is given by the $\mu_{int}'$ part of the homotopy Maurer-Cartan action

$$A[\Psi] = \sum_n \frac{1}{n+1} \omega'(\Psi_{as}', \mu_{n}'(\Psi_{as}', \ldots, \Psi_{as}')) . \quad (5.17)$$

It defines multi-linear maps acting on the on-shell asymptotic string fields. As we showed, it is the same as the Feynman graph expansion and thus gives the amplitudes correctly. In addition, as long as it is minimal, the $A_{\infty}$ relation $(\mu_{int}')^2 = 0$ implies the BRST identities

$$\omega'(Q \Psi_0', \mu_{n}'(\Psi_1', \ldots, \Psi_n')) + \sum_{k=1}^n \omega'(\Psi_0', \mu_{n}'(\Psi_1', \ldots, Q \Psi_k', \ldots, \Psi_n')) = 0 , \quad (5.18)$$

which corresponds to the Stokes theorem. Hence, even if we replace $H_{as}^{phys}$ by Ker[$Q$], the amplitudes (5.17) reproduce the same values because of the BRST identities (5.18).
Open string field theory

We obtained a generic result (5.17) which is valid whenever we consider ordinary perturbative calculations, in which propagators of $S$-matrix and gauge-fixing conditions should be written in terms of the free theory. When we apply it to open string field theory, our homological techniques suggest that we can consider somewhat unconventional situations where each pieces of $S$-matrix are given by using information of interacting terms: formally, we may use these unconventional gauge-fixing conditions or propagators in the Feynman graph calculations.

Let us consider Witten’s open string field theory [29], which satisfies the classical BV master equation [31]. We can obtain the tree amplitudes on the basis of the classical limit of the homological perturbation [14]. Since it is a cubic theory, the $A_{\infty}$ structure has no higher product $\mu_n = 0$ for $n > 2$. The interacting vertex $\mu_{\text{int}} = \mu_2$ is given by the star product

$$\mu_2(A, B) \equiv (-)^A A \ast B . \quad (5.19)$$

We first consider the Siegel gauge and the linear $b$-gauge [31], which give a standard perturbative calculus and valid results. Next, we consider formal gauges, the dressed $B_0^-$ gauge and $A_T$ gauge, which are singular but reproduce correct on-shell amplitudes under appropriate assumptions.

Siegel gauge

In the Siegel gauge $b_0 \Psi = 0$, the propagator $\kappa^{-1}_{\text{Siegel}} \equiv b_0 L_0^{-1}$ has poles on the kernel of $L_0$. We can represent the projector onto the physical states as $(\iota \pi)_{\text{Siegel}} \equiv e^{-\infty L_0}$. Note that the Schwinger representation of the inverse of $L_0$ naturally includes $e^{-\infty L_0}$ as a boundary term [30]

$$b_0 L_0^{-1} \equiv b_0 \int_0^\infty e^{-\tau L_0} d\tau = \frac{b_0}{L_0} (1 - e^{-\infty L_0}) . \quad (5.20)$$

Since $\mu_1 \equiv Q$ is the BRST operator of open strings, we obtain the decomposition

$$1 - e^{-\infty L_0} = Q (b_0 L_0^{-1}) + (b_0 L_0^{-1}) Q . \quad (5.21)$$

As is known, the Siegel gauge is the standard gauge used in perturbative calculations and it provides a conventional propagator.

Linear $b$-gauge

Let us consider a linear combination of the oscillators $b_n$, which we write $\mathcal{B}_{(g)}$, that can be encoded in a vector field $v(z) = \sum_{n \in \mathbb{Z}} v_n z^{n+1}$. The linear $b$-gauge is given by

$$\mathcal{B}_{(g)} \Psi_g = 0 \quad \text{with} \quad \mathcal{B}_{(g)} \equiv \sum_{n \in \mathbb{Z}} v_n b_n = \oint \frac{dz}{2\pi i} v(z) b(z) , \quad (5.22)$$

31 If this open string field theory gives a well-defined quantum theory, it solves the quantum BV master equation without any modification. Then, we can extend these results to the loop amplitudes since it guarantees that the theory gives amplitudes independent of the gauge-fixing condition.
where \( g \) denotes the label of the space-time ghost number. Note that the BPZ properties \( \mathcal{B}_{(-g)} = \mathcal{B}^*_{(-g-1)} \) must be satisfied for the consistency. For each \( \mathcal{B}_{(g)} \) or \( \mathcal{B}^*_{(g)} \), we define a linear combination of the Virasoro generators \( \mathcal{L}_{(g)} \equiv Q \mathcal{B}_{(g)} + \mathcal{B}^*_{(g)} Q \), which appears in propagators.

In general, the linear \( b \)-gauge may not be invariant under the BPZ conjugation \( \mathcal{B}_{(g)} \neq \mathcal{B}^*_{(g)} \) and then we cannot impose the same gauge-fixing condition for all space-time ghost numbers, such as \( \mathcal{B}_{(g)} = \mathcal{B}^*_{(-g)} \neq \mathcal{B}_{(-g)} \). We write \( \Psi = \sum \Psi_g \), \( \mathcal{B} \equiv \sum \mathcal{B}_{(g)} \) and \( \mathcal{L}_0 \equiv \sum \mathcal{L}_{(g)} \) for simplicity. The double Schwinger representation of the propagator

\[
\kappa^{-1}_{\text{double}} \equiv (\mathcal{B}^* \mathcal{L}_0^{-1} - 1) Q (\mathcal{B} \mathcal{L}_0^{-(1)}) = \frac{\mathcal{B}^*}{\mathcal{L}_0} Q \frac{\mathcal{B}}{\mathcal{L}_0} \left( 1 - e^{-\infty \mathcal{L}_0} \right) \left( 1 - e^{-\infty \mathcal{L}_0^*} \right)
\]

(5.23)

provides the decomposition \((5.2)\) with \( 1 - (\nu \pi)_{\text{double}} \equiv [1 + Q(\frac{\mathcal{B}}{\mathcal{L}_0} - \frac{\mathcal{B}^*}{\mathcal{L}_0^*})](1 - e^{-\infty \mathcal{L}_0})(1 - e^{-\infty \mathcal{L}_0^*}) \), where we assume that \( e^{-\infty \mathcal{L}_0^*} \) commutes with \( \mathcal{B} \), \( \mathcal{L}_0 \) and \( e^{-\infty \mathcal{L}_0} \). It gives correct on-shell amplitudes unless the vector field \( v(z) \) is singular.\(^{32}\) Calculations of homological perturbation suggest us an interesting but slightly unconventional propagator.\(^{33}\)

\[
\kappa^{-1}_{\text{mean}} \equiv \frac{1}{2} \left( \mathcal{B} (\mathcal{L}_0)^{-1} + \mathcal{B}^* (\mathcal{L}^*_{0})^{-1} \right) \left( 1 - e^{-\infty \mathcal{L}_0} \right) \left( 1 - e^{-\infty \mathcal{L}_0^*} \right)
\]

(5.24)

with the gauge-fixing condition \( (\mathcal{B} + \mathcal{B}^*) \Psi = 0 \), which gives the decomposition \((5.2)\) with \( 1 - (\nu \pi)_{\text{mean}} \equiv (1 - e^{-\infty \mathcal{L}_0})(1 - e^{-\infty \mathcal{L}_0^*}) \). Both of \((5.23)\) and \((5.24)\) reduces to the ordinary propagator \( (\mathcal{B} + \mathcal{B}^*)(\mathcal{L}_0 + \mathcal{L}_0^*)^{-1} \) with the gauge-fixing condition \( (\mathcal{B} + \mathcal{B}^*) \Psi = 0 \) when \( \mathcal{B}^*_{(g)} = \mathcal{B}_{(g)} \) holds.

Dressed \( \mathcal{B}_0^- \) gauge

We consider formal properties of singular gauge fixing conditions on the basis of the homological perturbation. Let \( z \) be a coordinate of the sliver frame. We set \( \mathcal{B}_0^- = \mathcal{B}_0 + \mathcal{B}^*_0 \) for \( \mathcal{B}_0 \) defined by \( v(z) = z \) of \((5.22)\). Although the \( \mathcal{B}_0^- \) gauge would be understood as a special case of the linear \( b \)-gauge defined in the sliver frame, it may have more unconventional or non-perturbative aspects. We can regard it as a gauge-fixing condition based on the star product multiplications.\(^{33}\) In the sliver frame, the conformal stress tensor \( T(z) \) naturally defines a state

\[
K \equiv \int_{-\infty}^{\infty} dz \, T(z) \big| \text{id} \big>,
\]

(5.25)

where \( |\text{id} \rangle \) denotes the identity state of the star product. By using any functions \( F = F(K) \) and \( G = G(K) \) of the string field \( K \), where multiplications are given by the star product \( \ast \), we can consider the operator \( \mathcal{B}_{F,G} \) defined by

\[
\mathcal{B}_{F,G} \Phi \equiv \frac{1}{2} F(K) \ast \mathcal{B}_0^- \left[ F(K)^{-1} \ast \Phi \ast G(K) \right] \ast G(K).
\]

(5.26)

Since the interactions of open string fields are given by the star product,\(^{526}\) gives a gauge-fixing condition \( \mathcal{B}_{F,G} \Phi = 0 \) written by using information of interacting terms and would be unconventional in a perturbation from the free theory. While the linear \( b \)-gauge is written in terms of the

\(^{32}\) For singular \( v(z) \), such as a sliver frame, we can obtain correct on-shell tree amplitudes. However, for loops,\(^{32}\) suggests a gauge dependent result.

\(^{33}\) In principle, more unconventional propagator \( \frac{1}{2} (\mathcal{B} (\mathcal{L}_0)^{-1} + \mathcal{B}^* (\mathcal{L}^*_{0})^{-1}) \) may be allowed since \((\nu \pi)\) does not have to be a projector to apply the homological perturbation, which gives \((\nu \pi) = \frac{1}{2} (e^{-\infty \mathcal{L}_0} + e^{-\infty \mathcal{L}_0^*}) \).
free theory or the world-sheet theory, the dressed $B_0^{-}$ gauge needs the star product defining the interacting term and deviates from the free theory. In this sense, it seems that we cannot use (5.26) within an ordinary perturbation from the free theory. It however gives a Hodge decomposition of operators acting on the identity state, which implies that we can apply the homological perturbation. As long as the gauge-fixing condition $B_{F,G} \Phi = 0$ is valid, which we just assume, it gives (5.17) correctly. For any state $\Phi \in \mathcal{H}$, the identity state $|id\rangle$ satisfies

$$|id\rangle * \Phi = \Phi = \Phi * |id\rangle. \quad (5.27)$$

Recall that we can represent a given state $\Psi$ as a set of operators $O_\Psi$ acting on the conformal vacuum $|0\rangle$. Likewise, we may represent $\Psi$ as a set of operators $\hat{\Psi}$ acting on the identity state $|id\rangle$,

$$O_\Psi |0\rangle = \Psi = (\hat{\Psi})_L |id\rangle = (\hat{\Psi})_R |id\rangle, \quad (5.28)$$

where $(\hat{\Psi})_L \Phi = \Psi * \Phi$ and $(\hat{\Psi})_R \Phi = (-)^{\Psi_\Phi} \Phi * \Psi$ for any state $\Phi \in \mathcal{H}$. The propagator (5.26) gives a decomposition on the identity state and in this sense reproduces (5.17).

$A_T$ gauge

In open string field theory, in addition to the perturbative vacuum, the tachyon vacuum is well studied [34, 35]. We consider the tachyon vacuum solution $\Psi_T$ of the Witten theory,

$$Q \Psi_T + \Psi_T * \Psi_T = 0. \quad (5.29)$$

As is known, the tachyon vacuum has empty cohomology: there exist a state $A_T$ satisfying

$$Q_T A_T = |id\rangle, \quad (5.30)$$

which is called a homotopy contracting state [36]. The BRST operator around the tachyon vacuum, $Q_T \equiv Q + (\hat{\Psi}_T)_L - (\hat{\Psi}_T)_R$, satisfies $Q_T |id\rangle = 0$, as $Q |id\rangle = 0$. We show that this non-perturbative relation (5.30) gives an interesting Hodge decomposition with helps of a state defined by

$$W \equiv \Psi_T * A_T + A_T * \Psi_T. \quad (5.31)$$

As we see, it provides the tree $S$-matrices based on unconventional propagators [34] whose 4-point amplitude reproduces that of [16]. In the rest of this section, we consider formal but interesting properties suggested by $A_T \phi = 0$ on the basis of the homological perturbation. We would like to emphasise that the following discussions are not a proof of the validity of this gauge fixing condition or the correctness of obtained amplitudes.

Let us consider the free action $S_T[\phi_T] = \frac{1}{2} \omega(\phi_T, Q_T \phi_T)$ for string field theory around the tachyon vacuum. We write $\mathcal{H}_{\Psi_T}$ for the state space of this free theory around $\Psi_T$, namely, $\phi_T \in \mathcal{H}_{\Psi_T}$. We assume $A_T * A_T = 0$. The relation (5.30) implies that this theory has no physical state, which gives the following deformation retract

$$\tilde{A}_T \subset (\mathcal{H}_{\Psi_T}, Q_T) \xrightarrow{\pi} (0, 0) \quad \text{with} \quad \tilde{1} = Q_T \tilde{A}_T + \tilde{A}_T Q_T, \quad (5.32)$$

\footnote{For an $A_\infty$ type string field theory, when its tachyon solution $\Psi_T$ and an operator $\tilde{A}_T$ satisfying (5.32) are given, the same computations can be done by setting $W = \sum_n \sum_{\text{cyclic}} \mu_{n+1}(\Psi_T, \ldots, \Psi_T, A_T)$.}
where operators $\hat{1}$ and $\hat{A}_T$ are defined by $\hat{1} \Phi \equiv |\text{id}\rangle \Phi = \Phi |\text{id}\rangle$ and $2 \hat{A}_T \equiv (\hat{A}^L_\infty + (\hat{A}^{-}_\infty))^R$. It is helpful to introduce the operator $\hat{W} \equiv \frac{1}{2} (\hat{W})^L + \frac{1}{2} (\hat{W})^R$, which commutes with $Q$ and $\hat{A}_T$ because of $QW = 0$ and $W A_T = A_T W$. The relation (5.30) or the above Hodge decomposition of (5.32) can be cast as

$$Q \hat{A}_T + \hat{A}_T Q + \hat{W} = \hat{1}. \quad (5.33)$$

We would like to transfer the Hodge decomposition (5.33) obtained by the non-perturbative relation (5.30) to that of the perturbation theory.

We consider the free action $S[\phi] = \frac{1}{2} \omega (\phi, Q \phi)$ for string field theory around the perturbative vacuum and write $\mathcal{H}$ for its state space: $\phi \in \mathcal{H}$. This theory has physical states and the Q-cohomology $H_{\text{phys}}$ is not empty. A gauge fixing gives a decomposition $\mathcal{H} = H_{\text{phys}} \oplus H_{\text{unphys}} \oplus H_{\text{gauge}}$. We assume $\mathcal{H} \cap H_{\Phi_T} \neq 0$. When we consider a restriction of the nonperturbative relation (5.30) or (5.33) onto the perturbative state space $\mathcal{H}$, there would be two possibility: the relation holds in the same form as (5.33) in $\mathcal{H}$, which we expect for most cases, or not. When (5.33) holds in $\mathcal{H}$, for any physical state $\phi_{\text{phys}} \in H_{\text{phys}}$, the relation (5.33) provides

$$\hat{W} \phi_{\text{phys}} = \phi_{\text{phys}} + Q \Lambda \quad (5.34)$$

with the gauge parameter $\Lambda \equiv -\hat{A}_T \phi_{\text{phys}}$.\footnote{Note that for any $n \in \mathbb{N}$, we have $\hat{1}^n \phi = 1^n \phi = \phi$, where $1 \in \mathbb{R}$ and $\phi \in \mathcal{H}$. If $\lim_{n \to \infty} \hat{1}^n$ exists and equals to 1, a possible choice of $W = e^K$ suggests that we may represent a given $\phi_{\text{phys}}$ as

$$\phi_{\text{phys}} = \Omega_{\infty} \phi_{\text{phys}} \Omega_{\infty} + Q \lambda,$$

where $\Omega_{\infty} = \lim_{n \to \infty} e^{\nu K}$ denotes the sliver state and $\lambda$ is a gauge parameter. This relation implies that we may use $\Omega_{\infty} \phi_{\text{phys}} \Omega_{\infty}$ as external lines of the S-matrix, which gives the same value as the S-matrix whose external lines are $\phi_{\text{phys}}$ with the Q-exact shifts. A state interposed between sliver states belongs to the kernel of $(1 - \hat{W})$.}

Note that the Q-exact term of (5.34) can be set to zero by imposing $\hat{A}_T \phi_{\text{phys}} = 0$. We write $\iota \pi$ for a projector onto $\text{Ker}[1 - \hat{W}]$. With $\hat{A}_T \phi = 0$, the relation (5.34) implies that $\iota \pi \mathcal{H}$ includes $H_{\text{phys}}$, which suggests that we may use

$$\hat{r}^{-1} \equiv \hat{A}_T (\hat{1} - \hat{W})^{-1} (\hat{1} - \iota \pi) \quad (5.35)$$

as a propagator: these $\iota \pi, \hat{r}^{-1}$ and $Q$ give a Hodge decomposition of $\mathcal{H}$. We assume that they satisfy $\hat{r}^{-1} \iota \pi = \iota \pi \hat{r}^{-1} = 0$.\footnote{When $\hat{r}^{-1} \iota \pi = 0$ or $\iota \pi \hat{r}^{-1} = 0$ does not hold, instead of (5.35), we use $\hat{r}^{-1} = \hat{r}^{-1}(Q \hat{r}^{-1} + \hat{r}^{-1} Q)$ or $\hat{r}^{-1} = (Q \hat{r}^{-1} + \hat{r}^{-1} Q) \hat{r}^{-1}$ as a propagator, respectively.}

Then, we can start with the deformation retract

$$\hat{r}^{-1} \circledast (\mathcal{H}, Q) \xrightarrow{\pi} (\mathcal{H}_{\text{phys}}, 0) \quad \text{with} \quad \hat{1} - \iota \pi = Q \hat{r}^{-1} + \hat{r}^{-1} Q. \quad (5.36)$$

The above $\mathcal{H}_{\text{phys}}$ should be relaxed to $\mathcal{H}_{\text{phys}} \oplus H_{\text{gauge}}$ when we use the left hand side of (5.34) as external lines instead of $\phi_{\text{phys}}$. As a result of the perturbation $\mu_2$ to (5.30), we obtain an unconventional $S$-matrix whose propagator is (5.35). A gauge fixing is needed to specify the external lines $\phi_{\text{phys}}$ explicitly. The relation (5.34) suggest that the condition $\hat{A}_T \phi = 0$ for $\phi \in \mathcal{H}$ works as a gauge fixing condition, although it may take a singular expression.
Next, we consider the other case that (5.33) does not hold in the same form after the restriction onto \( \mathcal{H} \). We assume that such a perturbative breakdown of (5.33) occurs in \( \mathcal{H}_{\text{phys}} \) only. In this case, there exists \( \phi_{\text{phys}} \in \mathcal{H}_{\text{phys}} \) such that the equality of the relation (5.33) or (5.34) does not hold. Then, we need to replace the operator \( \hat{W} \) by a projected one \( \hat{W}_{\text{phys}} \) to transfer the relation (5.32) to that of \( \mathcal{H} \), where \( (\iota \pi)_{\text{phys}} : \mathcal{H} \to \mathcal{H}_{\text{phys}} \) denotes a projector onto the physical space. We consider

\[
\hat{A}_T \bigotimes (\mathcal{H}, Q_T) \xleftrightarrow{\iota_{\text{phys}}} (\mathcal{H}_{\text{phys}}, 0) \quad \text{with} \quad \hat{1} - (\iota \pi)_{\text{phys}} = Q_T \hat{A}_T + \hat{A}_T Q_T,
\]

where we set \( \iota_{\text{phys}} = 1 \) and used \( \mathcal{H}_{\text{phys}} = \pi_{\text{phys}} \mathcal{H} \) for simplicity. As a result of the perturbation \( Q - Q_T \) to (5.37), we obtain the transferred relation

\[
\tilde{\kappa}^{-1} \bigotimes (\mathcal{H}, Q) \xleftrightarrow{\iota_{\text{phys}}} (\mathcal{H}_{\text{phys}}, 0) \quad \text{with} \quad \hat{1} - (\iota \pi)_{\text{phys}} = Q \tilde{\kappa} + \tilde{\kappa} Q,
\]

where the perturbed homotopy contracting operator \( \tilde{\kappa}^{-1} \) is given by

\[
\tilde{\kappa}^{-1} \equiv \hat{A}_T (\hat{1} - \hat{W})^{-1} (\hat{1} - (\iota \pi)_{\text{phys}}).
\]

It solves the Hodge decomposition (5.2) on \(|\text{id}\rangle\) and thus provides the on-shell \( S \)-matrix formally. The propagator (5.39) consists of \( A_T \), \( \Psi_T \) and the projector \( (\iota \pi)_{\text{phys}} \). The explicit form of \( A_T \) is determined by specifying the explicit form of \( \Psi_T \), which is free from the gauge choice. Note however that we need to impose a gauge fixing condition to determine an explicit form of the projector \( (\iota \pi)_{\text{phys}} \) or external lines and to compute the on-shell \( S \)-matrix. In this sense, unless the choice of external lines are taken into account, the \( S \)-matrix (without external lines) obtained by using (5.39) is free from a gauge-fixing.

The \( S \)-matrix obtained from (5.36) has the same form as the \( S \)-matrix obtained from (5.38) except for the external lines and projectors. Actually, we can check that (5.35) or (5.39) indeed gives a correct 4-point amplitude. For any state \( \phi \in \mathcal{H} \), we find

\[
\tilde{\kappa}^{-1} \hat{W} \phi = -\left( A_T - \tilde{\kappa}^{-1} \right) \phi.
\]

It resembles (5.20) and can be understood as separating the main contribution from the boundary contribution. By using the cyclic property, the 4-point amplitude reduces to

\[
A_4(\phi', ..., \phi') = \frac{1}{2} \langle (\tilde{\kappa}^{-1} - \hat{A}_T)\phi' (\hat{W} \phi')^3 \rangle_{\text{sliver}},
\]

where \( \langle ... \rangle_{\text{sliver}} \) denotes the correlation function of the conformal field theory on the sliver frame. As shown by [16], when external lines \( \phi' \) are specified, the expression (5.41) reproduces the on-shell 4-point amplitudes of the world-sheet theory, where \( \tilde{\kappa}^{-1} \) of (5.41) is identified with \( A_\Psi \) of [16]. This result also supports the validity of the formal object (5.35) or (5.39) as a propagator.

\[37\text{It includes a situation where we cannot define an inner product of} \hat{W} \phi_{\text{phys}} \text{and a given} \psi_{\text{phys}} \in \mathcal{H}_{\text{phys}}.\]
6 Conclusion and Discussions

In this paper, we explicitly showed that the perturbative path-integral can be performed in terms of both of the BV-BRST cohomology and Lagrangian’s homotopy algebraic structure on the basis of the homological perturbation. Although many of these results are already known, we believe that an explicit and direct derivation given in this paper includes new points and is worthwhile, in particular, for physicists. As we checked explicitly, the homological perturbation for Lagrangian’s $A_\infty$ gives an alternative representation of the perturbative path-integral, for every BV-quantizable field theory has own $A_\infty$ structure – each solution of the BV master equation is in one-to-one correspondence with a quantum $A_\infty$ structure. As a corollary of these results, we showed that when the original BV master action includes source terms or interactions with external fields, its effective theory must have a weak (quantum) $A_\infty$ structure. We also discussed that such a homological approach may enable us to use unconventional propagators for calculating $S$-matrix, which may provide further applications. As long as physicists believe that the path-integral condenses configurations of integrated fields onto the on-shell physical ones, our results seem to be a quite natural (or trivial) because the BV formalism itself is based on the homological perturbation and determines the physical states from it.

As we explained, the BV master equation and the intrinsic $A_\infty$ structure play central roles in perturbative quantum field theory. Once we solve the BV master equation, we can quickly obtain each quantity given by the perturbative path-integral, such as effective theory or scattering amplitude. Thus, it would be important tasks to try to derive BV master actions for some superstring field theories [37–40]. It would be worth mentioning that we checked how the perturbative path-integral preserves the $A_\infty$ structure, although it may be originally a property of the non-perturbative path-integral [37,21]. Our results suggest that the non-perturbative corrections would preserve the $A_\infty$ structure we consider.

We would like to emphasize that such algebraic approaches to Lagrangian field theory have been exploited since long-time before: it is not a new idea. However, the link between homotopy algebras and the BV formalism have developed recently and minimal models of quantum homotopy algebras are now available [23,41]. We thus believe that it would be worth studying these approaches more explicitly and physicist-friendly in terms of higher algebra [38]. We end this section by mentioning related earlier works. The earliest and outstanding work would be [1], which introduced quantum $L_\infty$ algebras and established the link to the BV master equation. The geometry and meaning of the classical BV formalism were given by various authors in the early days, for example [8,9]. Recently, a nice review was given by [10]. Also [24] is very suggestive. Application of minimal models of homotopy algebras to field theory was given by [20,21], which pointed out that minimal models give S-matrices. Quantum minimal models is given by [23,11] recently. Derivations of S-matrix based on the homological perturbation were given by many authors. For example, see [11,14,42] for the tree level and [12,23,25] for the loop. See also [43]. The work [14] discussed the classical part of effective theory and renormalization group by using the $A_\infty$ structure. The work [15] presented that the BV formalism is very useful to discuss renormalization group flows. Also, the works [46,47] derived Wick’s theorem and Feynman rules for finite-dimensional integrals by using BV differentials. The link between solutions of BV master equation and homotopy algebras originates from their operadic relations, which were studied by [5,7,48].

\[38\] Also, homotopy algebras would be more accessible to mathematicians, rather than the BV formalism.
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A Symplectic basis and Lagrangian’s $A_\infty$

In this paper, we start with a given BV master action $S[\psi]$ for a given quantum field theory, which is constructed for a given classical action

$$S_{cl}[\psi_{cl}] = -\sum_{n} \frac{1}{n+1} \int dx \psi_{cl}(x) \mu_{a}^{cl}(\psi_{cl}(x), ..., \psi_{cl}(x))$$

(A.1)

on the basis of the BV formalism. While $\psi_{cl} = \{\psi_{cl}^{a}\}_{a}$ denotes given classical fields, $\psi = \{\psi_{a}, \psi_{a}^{*}\}_{a}$ denotes all of the fields and antifields. The BV master action $S[\psi]$ has the neutral grading, as is the classical action. In the BV formalism, a pairing that assigns each field $\psi_{a}$ to its antifield $\psi_{a}^{*}$ gives a symplectic form, which can be diagonalised by using the basis

$$\psi \equiv \begin{pmatrix} \vec{\psi} \\ \vec{\psi}^{*} \end{pmatrix},$$

(A.2)

where $\vec{\psi}$ or $\vec{\psi}^{*}$ denotes the column vector of fields $\{\psi_{a}\}_{a}$ or antifields $\{\psi_{a}^{*}\}_{a}$ respectively. For $\psi = \{\psi_{a}, \psi_{a}^{*}\}_{a}$ and $\tilde{\psi} = \{\tilde{\psi}_{a}, \tilde{\psi}_{a}^{*}\}_{a}$, it takes the form of

$$\langle \tilde{\psi}, \psi \rangle \equiv \sum_{a} \int dx \begin{pmatrix} \tilde{\psi}_{a} \\ \tilde{\psi}_{a}^{*} \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \psi_{a} \\ \psi_{a}^{*} \end{pmatrix}.$$  

(A.3)

We can regard the above basis and thus the pairing $\langle \cdot, \cdot \rangle$ to be degree zero: the grading consists of physical ones. Notice that the $A_\infty$ products $\mu = (-)^{\psi(S, \psi)}$ can be represented as

$$\sum_{n} \mu_{n}(\psi, ..., \psi) = \sum_{a} \left( \frac{\partial S}{\partial \psi_{a}} \frac{\partial}{\partial \psi_{a}^{*}} \right),$$

(A.4)

so that $\mu_{n}$ also has degree zero. In this representation, the grading is always given by the sum of the physical gradings carried by fields $\psi$, such as the ghost number or Grassmann parity. When a given field theory has no gauge degrees, we find that its $A_\infty$ relations come from the form of

$$\mu_{n} \left( \begin{pmatrix} \psi_{cl}^{a_{1}} \\ \psi_{a_{1}}^{*} \end{pmatrix}, ..., \begin{pmatrix} \psi_{cl}^{a_{n}} \\ \psi_{a_{n}}^{*} \end{pmatrix} \right) = \mu_{n} \left( \begin{pmatrix} 0 \\ \psi_{cl}^{a_{1}} \psi_{a_{1}}^{*} \psi_{cl}^{a_{n}} \psi_{a_{n}}^{*} \end{pmatrix} \right),$$

(A.5)
where $\hat{\psi}_g$ denotes the antifield for a classical field $\psi^0_g$. Using these symplectic basis and multilinear maps acting on them, a given BV master action $S[\psi]$ can be cast as follows

$$S[\psi] = \sum_n \frac{1}{n+1} \left\langle \psi, \mu_n(\psi_1, \ldots, \psi_n) \right\rangle.$$  \hfill (A.6)

Although the grading comes from physical ones, sign factors of the $A_{\infty}$ relations of $\{\mu_n\}_n$ are not simple: the sum $\psi = \sum_g \psi_g + \psi^*_g$ includes odd and even grading fields since the $g$-th ghost fields $\psi_g$ have space-time ghost number $g$ and their antifields $\hat{\psi}_g$ has $-1 - g$ respectively.

In contrast to the above physical grading, the simplest $A_{\infty}$ grading can be realized by assigning unphysical grading, which we call basis ghost number, to each symplectic basis. Note that there exist a set of bases $\{\hat{\psi}_g, \hat{\psi}^*_g\}_g$ for a given set of fields-antifields $\{\psi_g, \psi^*_g\}_g$. We assign\(^{39}\) degree $-g$ to the bases $\hat{\psi}_g$ corresponding to the fields $\psi_g$ having space-time ghost number $g$, so that the following state is degree zero

$$\Psi \equiv \sum \hat{\psi}_g \otimes \psi_g + \sum \hat{\psi}^*_g \otimes \psi_g^*,$$ \hfill (A.7)

as is the string field. The sum of the space-time and basis ghost numbers gives the simplest $A_{\infty}$ degree. For $g \geq 0$, as $\psi_{-1-g} \equiv \psi^*_g$, we often write $\hat{\psi}_{1+g} \equiv (-)^{g} \hat{\psi}^*_g$ and $\Psi_{-1-g} \equiv (-)^{g} \Psi^*_g$ for brevity.

Let $H \equiv E \otimes H$ be the state space of (A.7), where $E$ denotes the space of basis. The set of bases $\{\hat{\psi}_g, \hat{\psi}^*_g\}_g$ lead a degree $-1$ symplectic form $\hat{\omega} : E^{\otimes 2} \to \mathbb{C}$ with

$$\hat{\omega}(\hat{\psi}_g, \hat{\psi}^*_g) = -\hat{\omega}(\hat{\psi}^*_g, \hat{\psi}_g) = \delta_{g,g'},$$ \hfill (A.8)

or a degree $-3$ inner product on $E$ by $\langle \hat{\psi}_g, \hat{\psi}^*_g \rangle_E \equiv (-)^g \hat{\omega}(\hat{\psi}_g, \hat{\psi}^*_g)$. Then, we can define a degree $-1$ symplectic form $\omega : H^{\otimes 2} \to \mathbb{C}$ in the BV formalism,

$$\omega(\hat{\psi}_{g_1} \otimes \psi_{g_2}, \hat{\psi}^*_{g_1} \otimes \psi^*_{g_2}) \equiv (-)^{g_1 \psi_{g_2}} \hat{\omega}(\hat{\psi}_{g_1}, \hat{\psi}^*_{g_1}) \langle \psi_{g_1}, \psi_{g_2} \rangle,$$ \hfill (A.9)

which is graded antisymmetric $\omega(A, B) = -(-)^{AB} \omega(B, A)$ as usual, and a set of degree 1 multilinear maps $\mu_n : H^{\otimes n} \to H,$

$$\sum_{g \in \mathbb{Z}} \mu_n(\Psi_{g_1}, \ldots, \Psi_{g_n})|_g \equiv \sum_{g > 0} \hat{\psi}_{1-g} \otimes \mu_n(\psi_{g_1}, \ldots, \psi_{g_n})|_{g} + \sum_{g \geq 0} \hat{\psi}^*_g \otimes \mu_n(\psi_{g_1}, \ldots, \psi_{g_n})|_{-g},$$ \hfill (A.10)

where $g \equiv \sum_{k=1}^n g_k$ denotes the sum of the ghost numbers of fields $\{\psi_{g_k}\}_{k=1}^n$ and $A|_g$ denotes the restriction of $A$ to the states having space-time ghost number $g$. Notice that the grading of the linear map $\mu = \sum_n \mu_n$ acting on $T(H)$ is indeed 1 since $\{\mu_n\}_n$ have no ghost number, bases $\hat{\psi}_{1+g}$ have basis ghost number 1 + $g$ and fields have ghost number $g$ respectively. Then, the BV master action $S[\psi]$ takes the homotopy Maurer-Cartan form

$$\hat{S}[\Psi] = \sum_n \frac{1}{n+1} \omega(\Psi, \mu_n(\Psi_1, \ldots, \Psi_n))$$ \hfill (A.11)

\(^{39}\)We omit the label a distinguishing species of fields $\langle \psi_a \rangle_g$ having the same space-time ghost number for brevity. The state $\{\Psi, \pi_n\}_n$ should be understood as $\hat{\psi}_g \otimes \psi_g \equiv \sum_a (\hat{\psi}_a)_{-g} \otimes \langle \psi_a \rangle_g$. 
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which, of course, equals to the above representations of the BV master action \( \hat{S}[\Psi] = S[\psi] \).

The action \( \hat{S}[\Psi] \) consists of fields \( \Psi \) of degree 0, the (quantum) \( A_\infty \) structure \( \mu \) of degree 1, and the graded symplectic form \( \omega \) of degree \(-1\), which gives the simplest \( A_\infty \) degrees. In this representation, the \( A_\infty \) structure can be simply read from

\[
\sum_n \mu_n(\Psi, \ldots, \Psi) = \hbar \Delta_{S[\psi]} \Psi = \sum_g (-)^g \left[ \frac{\partial \hat{S}[\Psi]}{\partial \Psi_g} + \frac{\partial \hat{S}[\Psi]}{\partial \Psi_g^*} \right]
\]  

(A.12)

and the \( \Psi \)-derivatives can be computed in the same way as the string-field derivatives [40]. The \( A_\infty \) relations of \( \mu = \sum_n \mu_n \) have simple sign factors (2.28) or (2.29), which reduce to the \( A_\infty \) relations of \( \mu = \{\mu_n\}_n \) with the sign factors of (3.2) or (3.6) by removing the bases \( \{\hat{e}_g\}_g \) having unphysical degrees. The above set of string-field-inspired bases \( \{e_{g-}, e_{g-}^*\}_g \) having unphysical grading naturally provides a set of bases of a degree \(-1\) symplectic form in the BV formalism.
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