Abstract: A review of the global feature color comprising of seven different metrics are discussed here. The color is the most powerful feature for describing the images. This study contains four sections. The first section explains the related techniques used in various papers. The second section explains the two different kinds of metrics. (1) Similarity metrics such as Cosine and Correlation and (2) Dissimilarity metrics such as Euclidean, Manhattan, Bhattacharyya, Chi-Squared and Intersection. The third section explains experiment results using CALTECH-UCSD Birds-200 image library. The fourth section gives the conclusion and future work. In this experiment, the query image can be divided into trained (indexed) or untrained (non-indexed). In the similarity metric analysis, the experimental results show that the cosine similarity gives better similarity score than correlation. Similarly, in the dissimilarity metric analysis, the Bhattacharyya gives a better result than other distance metrics.

Key Words: Color histogram, Similarity metric, Dissimilarity metric, Cosine similarity, Correlation Euclidean, Manhattan, Bhattacharyya, Chi-Squared and Intersection

I. INTRODUCTION

Today latest optimization technique problems which include NP-hard problems are involved with exponential computation time complexity for most Meta heuristic problems. These exponential computation times are needed to solve in worst case scenario. We find some optimal solution from any feasible solutions. This kind of Meta heuristic problems could be solved in a valid when compared with other solutions because of its computation time. These Meta heuristic problems do not take excessive time to find solution for a particular problem.

Heuristic Algorithms such as Genetic and PSO use stochastic search to find Optimum solutions. In first iterations they attempt to intensification (recognition) new regions and find local optimums. In final iteration they try to increase the accuracy of search and diversification (exploration) in order to converge to global optimums. Adjusting intensification and diversification has important role in optimization with Heuristic Algorithms [1]. Finding the regions with standard quality solutions also do not spend much time in the regions.[2].

In this proposed work namely firefly, bat and Chicken Swarm search algorithms are compared and are experimented. The Bat algorithm was elucidated by Xin-SheYang in 2010. The X.-S.Yang was began to grow Firefly Algorithm (FA) in 2007. The Chicken Swarm was expounded by X.-S.Yang and S.Deb in 2009. With the help of experimental results, the comparison between the three algorithms namely, Bat algorithm (BA), Firefly Algorithm (FA) and Chicken Swarm Search (CS) Algorithm for Unimodal and Multimodal Optimization are carried out. We finally conclude this paper that the Chicken Swarm search algorithm is better when compared with other two algorithms.

II. ALGORITHM & OPTIMIZATION

A. Firefly Algorithm (Ff)

Firefly is the one which live in humid environment also belong to insect family. These fireflies yield cold light chemically and their color varies as yellow, green, pale-red light. These colors are created on the flashing patterns and performance of fireflies.

Performance and nature of Fireflies

Fireflies are the beings that can yield light enclosed by it. Light creation in fireflies is owing to a kind of chemical reaction [3]. The main persistence for firefly’s flash is to turn as a signal system to draw the care of other fireflies. Although they have many mechanisms, the captivating issues are communication between them in order to locate the food also they protect themselves from enemies such as hunters and to guard themselves from adversary hunters, challenging reproduction and so on. Nearly there are three thousand firefly species are considered [4]. These fireflies make tiny and rhythmic flashes. Fireflies which create these rhythmic flashes are unique species. A unique pattern is designed through the tempo of flashing and amount of time taken to form. These unique patterns are fascinated by both male and female fireflies. The similar species of male and female retort to individual pattern. The light intensity at a definite distance from the light source trails the inverse square law. That is due to the distance rises the light intensity decreases [2].

Moreover, the air absorbs light which becomes weaker and weaker as there is arise of the distance. There are two issues collectively involved in firefly. The first one is the most fireflies perceptible only to a partial distance that is frequently good enough to interconnect each other. The flashing light can be articulated in such a way that it is associated with the objective function to be optimized. This makes it possible to express new metaheuristic algorithms [3].
The firefly algorithm is a metaheuristic algorithm, stimulated by the flashing activities of fireflies [1]. The most vital feature of a firefly's flash is to try as a signal system to enticement care of other fireflies [3]. Xin-She Yang stated this algorithm using three norms. All fireflies are unisexual, so that one firefly will be fascinated to all other fireflies. Charisma is relational to their luminosity, and for any two fireflies, the less bright one will be paying attention to the brighter one [4]; however, the brightness can diminish as their distance increases. If there are no fireflies brighter than a given firefly, it will move indiscriminately [4].

Light Intensity and Attractiveness

Firefly algorithm have some of the issues, they are light intensity that vary, attractiveness that are formulated [2]. There are various demerits appear in firefly algorithm. In firefly the brightness $I$ for a particular location $x$ is chosen as $I(x) \propto f(x)$ to maximize the optimization problems. The attractiveness $\beta$ is judged by the other fireflies [4]. Therefore, it could be able to distinguish the distance $rij$ among firefly $i$ and firefly $j$. In totting up, from source the light intensity becomes light and it is absorbed, so it could allow the attractiveness to vary with the varying degree of absorption [1].

B. Bat Algorithm

Bat-inspired algorithms or Bat algorithms could be developed with the help of some of the echolocation characteristics of microbats [5]. The following idealized rules are given below:

a) In order to sense distance all bats use the echolocation and all bat sense the difference between food or prey and background in some way.

b) Bats search for prey and they randomly glide with a static frequency $f_{min}$, by changeable wavelength $\lambda$ [4].

c) The loudness varies from $A_0$ to a minimum constant value $A_{min}$ positively.

The moral feature for the application in computational geometry is tracing is not used to estimate the time delay [5]. Let the range of wavelengths $[\lambda_{min}, \lambda_{max}]$ be 0.8 mm to 18 mm and the frequency $f$ in a range $[f_{min}, f_{max}]$ could be 30 kHz, 550 kHz considered. In order to make the implementation so simple any wavelength could be used. In the actual implementation, it could adjust the range by adjusting the frequencies, and the detectable range [6].

The wavelength $\lambda$ and $f$ are related such that $\lambda f$ is constant. In general, the fact is that the frequency travel in a short distance who have higher frequencies with short wavelengths [8]. For bats, the distinctive ranges are a few meters [7]. In Bat the range of pulse could be 0 which means no pulses to 1 means the extreme rate of pulse emission.

Using the following formulas, the virtual bats which are used naturally in simulation, define new solution for their position and velocity in a d-dimensional search space [8].

\[
\begin{align*}
  f_i &= f_{max} + (f_{min} - f_{max}) \beta (1) \\
  v'_i &= v'_i + \beta (x'_i - x_j) (2) \\
  x'_i &= x'_i + v'_i (3)
\end{align*}
\]

Through a uniform distribution a random vector is drawn [5]. Here $\beta$ belongs to 0 or 1 and $x^*$ is the best solution when compared with all $n$ bats solutions. It could use either $\beta$ or $\lambda_i$ as velocity which could adjust its velocity while fixing the other factor $\lambda_i$ [6].

C. Chicken Swarm Search Algorithm (Csa)

Chicken Swarm is a bird known for their aggressive reproductive strategy [14]. Chicken Swarm birds are meant for breeding system. In order to raise the young one Chicken Swarm brood parasitism either with the same species or with different species. By laying their eggs on other’s nest they improve their survival probability of their own. Also, they destroy or remove other’s eggs from that particular nest. Due to this some may involve in direct conflict with the interfering Chicken Swarms. Chicken Swarms built new nest if they are defeated. [14]. They reduce the probability of their eggs being abandoned by laying their eggs which are identified closely resemble the eggs of their host.

Chicken Swarms choose the nest where the host ones laid their eggs recently. The Chicken Swarm egg hatch their young one earlier when compared with the host ones. Also, the Chicken Swarm’s chick grows faster than the host birds. The egg present in the nest indicate solution. The egg laid by Chicken Swarm represent new solution [12]. The inferior solution could be replaced by creating a new and possibly better solution using Chicken Swarm. Normally each nest is constructed with one egg. The new algorithm helps to create multiple eggs in a nest which represent a set of solutions. [11]. The Chicken Swarm search algorithm could be stated such that Chicken Swarm lay an egg and produce a set of solution by laying it randomly in a nest. By laying the egg randomly in various nest it could produce various solutions with best eggs which helps to carry over to the next generation. Due to fixed number of nest the host bird has the probability of discovering the egg or discard the egg. If it discards the egg or nest then new nest could be constructed in a new location. Lévy Flight is performed by generating various new solution for ithChicken Swarm egg [11].

Chicken Swarm functions are tested with various optimization algorithms. The optimization algorithm which are involved in this comparison are tested and their results are analyzed. The three bat, firefly and Chicken Swarm are validated using seven test functions and also, they are validated. Ackley is one of the function used to test the above-mentioned algorithms.

The range of global minimum could be $(x^*) = 0$ at $x^* = (0, 0, ..., 0)$ if $i \in [-32.768, 32.768]$, for all $i = 1, 2, ..., d$. 

![Fig. 1 Testing Ackley Optimization Function](image-url)
Egg holder function is a challenging function to optimize, for the reason that of the enormous number of local minima. Egg holder function hold minimum function value which is identified as a multimodal test function $f(\mathbf{x}^*) = -959.6407$, at $\mathbf{x}^* = (512, 404.2319)$ in range $\mathbf{x} \in [-512, 512]$, for all $i = 1, 2$.

The Styblinski-Tang function is regularly evaluated on the hypercube $\mathbf{x}_i \in [-5, 5]$, for all $i = 1, \ldots, d$. The Styblinski-Tang function is given below by its equations and shown here in its two-dimensional form.

The fourth Schaffer function is revealed on a smaller input domain in the second plot to show point. The fourth Schaffer function is frequently evaluated on the square $\mathbf{x}_i \in [-100, 100]$, for all $i = 1$.

The Mccormick function is generally estimated on the rectangle $\mathbf{x}_1 \in [-1.5, 4]$, $\mathbf{x}_2 \in [-3, 4]$.

The Himmelblau's function is named after David Mautner Himmelblau. In mathematical optimization, Himmelblau's function is a multi-modal function, used to examine the presentation of optimization algorithms. The function could be defined through the locations of all the least can be found analytically. However, because they are roots of cubic polynomials, when written in terms of radicals, the expressions are somewhat complicated.

The three-hump Camel function on its suggested input domain, and the plot displays only a portion of this domain, to permit for easier viewing of the function's key characteristics. The three-hump Camel function has three local minima. The three-hump Camel function is typically estimated on the square $\mathbf{x}_i \in [-5, 5]$, for all $i = 1, 2$.
A. Fitness Calculation

All unimodal test functions which is mentioned above are used and we have calculated the mean fitness value using them. Table 1 explains the Comparison of Optimization Fitness for Unimodal Test Functions which is given below.

Table 1: Optimization Fitness Comparison for Unimodal Test Functions

| S.NO | FUNCTIONS     | BAT   | FFA   | CS     |
|------|---------------|-------|-------|--------|
| 1    | Ackley        | 0.5975| 0.5668| 0.5667 |
| 2    | Egg holder    | 21.89 | 4.49  | 1.63e-14|
| 3    | Styblinski-Tang| 4.973 | 2.19e-06| 1.77e-28|
| 4    | Fourth Schaffer| 0.0199 | 0.001169| 4.27e-09|
| 5    | The Mccormick| 8.34e+2 | 0.52e+03| 0.52e+03|
| 6    | Himmelblau's  | 1.92e-11 | 4.49e-10| 0.34e-30|
| 7    | Three-hump Camel| -0.85 | -0.75 | -1     |

Chicken Swarm Search algorithm has outperformed when compared with both Bat and Firefly algorithm. Chicken Swarm Search algorithm is very closer to global optima when compared with the both algorithms. From the table 1 it is understood that firefly algorithm is better for low dimensional functions. From the analysis of the given above table 1 it is experimented and proved that firefly algorithm performs much better when compared with bat algorithm for high dimensional functions and vice versa.

B. Processing time

Comparison between Bat, Firefly and Chicken Swarm Search algorithms based on processing time for these multi model functions could be given below using table 2.

Table 2: processing time comparison in seconds for

| S.NO | FUNCTIONS     | BAT   | FFA   | CS     |
|------|---------------|-------|-------|--------|
| 1    | Ackley        | 128.06| 113.49| 14.78  |
| 2    | Egg holder    | 159.37| 119.03| 28.86  |
| 3    | Styblinski-Tang| 129.55 | 116.31| 14.58  |
| 4    | Fourth Schaffer| 127.18 | 113.44| 11.58  |
| 5    | The Mccormick| 12.83 | 10.28 | 0.91   |
| 6    | Himmelblau's  | 12.36 | 10.33 | 1.56   |
| 7    | Three-hump Camel| 12.04 | 10.23 | 1.83   |
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C. Convergence

Comparison between Bat, Firefly and Chicken Swarm Search algorithms based on convergence for these multimodal functions is given below using Figure 8-14.

III. OPTIMIZATION FOR MULTIMODAL TEST FUNCTION

A. Fitness Calculation

The performance of Bat algorithm, firefly algorithm and Chicken Swarm search algorithm are compared for various functions. Problems with low and high dimensional for both unimodal and multimodal are implemented for various test functions. The comparative is executed Using MATLAB and their computational procedures are executed. Simulations are used to compare and to do the experimental procedures for those above given three algorithms. Comparisons of optimization fitness for multimodal function are calculated using the given table below. When these three algorithms are compared with for multimodal test function Chicken Swarm perform better when compared with bat and firefly. Similarly, Chicken Swarm produce global optima when compared with other two algorithms.

B. Processing time

On the basis of processing time we compare all the three algorithms Firefly, Bat and Chicken Swarm search algorithm. Through single simulation the three algorithm Bat, firefly and Chicken Swarm search is compared. Single simulation also consumes time by fixed number of iteration to solve the problems. The time consumed by Chicken Swarm search algorithm is very low when compared with Firefly, Bat and Chicken Swarm search algorithm. Through Table 2 also it is proved such that Chicken Swarm earns much less time when compared with all the mentioned algorithms. As a result processing time for Chicken Swarm search executes in less time when compared with Firefly, Bat and Chicken Swarm search algorithms. It is proved such that the time taken by Chicken Swarm search algorithm is less when compared with the other two algorithms. It is also understood that from table 2 firefly compute less time when compared with bat algorithms.

C. Convergence

The Bat algorithm, Firefly algorithm, Chicken Swarm Search algorithm are compared for a particular number of iteration. Here it is optimized such that the Chicken Swarm estimated optimally well when compared with other two algorithms. Bat, Firefly and Chicken Swarm algorithm are plotted in Convergence graph in Figure 15-21.

IV. CONCLUSION

Metaheuristic algorithm such as Bat algorithm, Firefly algorithm and Chicken Swarm search algorithm are compared using efficiency, time consumption and convergence graph. As a result it is achieved that Chicken Swarm search algorithm is optimized best when compared with the other two algorithms. Using efficiency, time consumption and convergence graph on unimodal and multimodal test functions; it is proved that Chicken Swarm is superior when compared with Bat algorithm, Firefly algorithm.

When comparison is made in between bat and firefly, Bat is much better when compared with Firefly algorithm for both low and high dimensional functions but in terms of time consumption. In multimodal optimization of both high and low dimensional functions Bat is much better when compared with Firefly algorithm. In unimodal optimization firefly algorithm is superior to bat algorithm for high dimensional function. Bat is fast of all when it is compared on the basis of convergence graph with the other two algorithms. As the dimension increases bat algorithm decreases with their fitness, though it decreases with its optimization fitness they perform better than Firefly for high dimensional multimodal function. Both unimodal and multimodal test function are equally capable of optimizing successfully they could effortlessly expand them to study multi objective optimization applications with a variety of constraints and even to NP-hard problems.
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