Magnon Landau levels in the strained antiferromagnetic honeycomb nanoribbons
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The pseudo-magnetic field created by a non-uniform uniaxial strain is introduced into the antiferromagnetic honeycomb nanoribbons. The formation of magnon pseudo-Landau levels, which appear from the upper end of the spectrum and whose level spacings are proportional to the square root of the level index, is revealed by the linear spin-wave theory. The antiferromagnetic order is gradually weakened along the $y$-direction by the strain. At large enough strength, the system is decoupled into isolated zigzag chains near the upper boundary, and demonstrates one-dimensional magnetic property there. While the quantum Monte Carlo simulations also predict such a transition, this exact method gives a critical point deeper in the bulk. We also investigate the XY antiferromagnetic honeycomb nanoribbons, and find similar pseudo-Landau levels and antiferromagnetic evolution. Our results unveil the effect of a non-uniform uniaxial strain on the spin excitations, and may be realized experimentally based on two-dimensional quantum magnetic materials.

I. INTRODUCTION

The mechanical strain has become a powerful tool to engineer the electronic property of graphene and other two-dimensional quantum materials. The low-energy physics of graphene is described by the Dirac Hamiltonian, in which the perturbation of a strain acts as a vector potential with opposite signs at the two valleys. Experimentally, a controlled uniaxial strain can be readily realized in graphene using feasible techniques. However such a strain results in a constant gauge field, which shift the position of the Dirac points in opposite directions and can only induce a band gap at unrealistic large strength.

A nonzero pseudo-magnetic field (PMF), especially a uniform one which can mimic the effect of a real magnetic field, is highly desirable. Since the PMF magnitude is proportional to the gradient of the strain, a PMF should be created by a non-uniform strain. Guinea et al. first predict a triaxial strain can lead to a strong uniform PMF. Later on, experimentally more available approaches, such as bending or twisting graphene, are proposed to generate an almost uniform PMF. While it is still challenging to directly realize the above theoretical proposals, the pseudo-Landau levels (PLLs) induced by PMFs have been observed by scanning tunneling microscopy in highly localized regions of graphene with non-planar deformations.

Recently, strain-induced gauge fields have been generalized to three-dimensional Dirac and Weyl semimetals, and even neutral quasiparticles such as: Bogoliubov particles in two-dimensional nodal superconductors, magnons in honeycomb antiferromagnets, et al. Although Landau quantization of neutral quasiparticles is formed by the strain-induced PMF, its properties are not completely identical to that in graphene. Specifically, under PMF induced by the triaxial strain in a honeycomb antiferromagnet, the PLLs appear at the upper end of the magnon spectrum, and are equally spaced. The strain is introduced to the honeycomb antiferromagnet by analogizing the exchange coupling as the hopping amplitude in graphene and modifying it in the same way as the latter. The strain-induced gauge field may not act on the magnons exactly as it does in graphene. Hence it is natural to ask whether the different methods used to engineer a uniform PMF in graphene have the same effect on the spin excitations in honeycomb antiferromagnets.

In this manuscript, we study the Heisenberg and XY Hamiltonians on the honeycomb lattice under a non-uniform uniaxial strain utilizing the linear spin-wave theory (LSWT) and quantum Monte Carlo (QMC) method. First, the formation of PLLs is revealed by LSWT. Then we address the evolution of the antiferromagnetic (AF) order, which is characterized by a finite local magnetization and long-range AF correlations. Both approaches show the AF order is reduced monotonically in the $y$-direction, and predict a critical position, beyond which the system is described by decoupled one-dimensional Heisenberg chains, for large enough strain strength. Finally, we present the results of the XY Hamiltonian under the same kind of strain. Here the formation of PLLs and the evolution of the AF order with the strain is very similar to the Heisenberg case, except that the magnetic order is more robust and persists even at the largest possible strain strength. These results are closely related to the...
two-dimensional quantum magnetic materials, and will attract both theoretical and experimental interests.

This paper is organized as follows. Section II introduces the precise model we will investigate, along with our computational methodology. Section III presents the magnon Landau levels in LSWT. Section IV uses LSWT and QMC simulations to study the evolution of the AF order. Section V demonstrates the results of the XY Hamiltonian under a uniaxial strain. Section VI contains some further discussions and the conclusions.

II. THE MODEL AND METHOD

We consider an AF Heisenberg model on a honeycomb nanoribbon, which in the absence of strain writes as

\[ H_0 = J \sum_{\langle ij \rangle} \mathbf{S}_i \cdot \mathbf{S}_j, \]

where \( J \) is the AF exchange coupling: \( \mathbf{S}_i = (S_i^x, S_i^y, S_i^z) \) is spin-\( \frac{1}{2} \) operator on the site \( i \), which obeys commutation relations, \( [S_i^{\mu}, S_j^{\nu}] = i\hbar \epsilon_{\mu \nu \tau} S_i^{\tau} \delta_{ij} \) with \( \epsilon_{\mu \nu \tau} \) the Levi-Civita symbol and \( \mu, \nu, \tau = x, y, z \) representing spin components. In the presence of strain, the lattice is deformed and the Hamiltonian is modified through a simple modulation of the exchange couplings. For small displacements, we have

\[ J \rightarrow J_{ij} = J(1 - \gamma \Delta u_{ij}), \]

where \( \gamma \) represents the strength of magnetoelastic coupling; \( \Delta u_{ij}(n = 1, 2, 3) \) is the relative displacement of the bond, given by

\[ \Delta u_n = \sum_{i,j} \frac{a^j_i a^j_i}{a^0_j} \epsilon_{ij}. \]

In the above equation, \( \epsilon_{ij} \) are the nearest-neighbor vectors, and the strain tensor is \( \epsilon_{ij} \) \((i,j = x, y)\) with the displacement \( u(r) = [u_x(r), u_y(r)] \) of the lattice site at position \( r = (x, y) \). Here \( u(r) \) is assumed to depend only on \( y \), which results \( \epsilon_{xx} = \epsilon_{xy} = \epsilon_{yx} = 0 \) and \( \Delta u_1 = \epsilon_{yy}, \Delta u_2 = \Delta u_3 = \epsilon_{yy}/429 \). The strain tensor is expected to generate a pseudo-gauge field

\[ A = \frac{\gamma}{2} \left( \begin{array}{c} \epsilon_{xx} - \epsilon_{yy} \\ -2\epsilon_{xy} \end{array} \right). \]

For our case, only \( A_x = -\frac{1}{2} \epsilon_{yy} \) is nonzero. We take \( \epsilon_{yy} = \epsilon_3 y \), which generates a homogeneous pseudo-magnetic field \( \vec{B} = \frac{1}{2} c \vec{z} \). We set the bottom of the ribbon as the coordinate origin of the \( y \)-direction, thus \( y_j = \frac{3}{2}(j - 1) + \frac{1}{2} \) for the blue atoms in the \( j \)-th zigzag horizontal chain (see Fig.1). Since the exchange coupling of the vertical bond decreases more rapidly with \( y \), the maximum strain parameter \( c_{\text{max}} \) is determined by the appearance of zero exchange coupling on the bonds along the \( y \)-direction. For a ribbon with fixed width \( L_y \), the vertical bonds connecting the blue sites at the upper boundary are expected to vanish at the maximum strain strength, i.e., \( J(1 - \gamma \Delta u_1) = J(1 - c_{\text{max}} y_{\text{max}}) = 0 \), where the maximum \( y \)-coordinate is \( y_{\text{max}} = \frac{3}{2}(L_y - 1) + \frac{1}{2} \). Hence we have \( c_{\text{max}} = 1/y_{\text{max}} \), which we take as the scale of the strain parameter \( c \) throughout the manuscript.

In the following discussions, we study the model in Eq.(1) under the above nonuniform uniaxial strain using LSWT and stochastic series expansion (SSE) QMC method with directed loop updates\(^{30,31} \). The SSE method expands the partition function in power series using LSWT and stochastic series expansion (SSE) QMC method with directed loop updates\(^{30,31} \).

III. MAGNON LANDAU LEVELS IN THE LINEAR SPIN WAVE THEORY

Let us first investigate the physical properties of the strained model Eq.(1) by LSWT, where the spin operators are replaced by bosonic ones via Holstein-Primakoff (HP) transformation\(^{35} \). The transformation on sublattice A (the spin is in the positive \( z \)-direction) is
the spin operators are defined as

\[ S_i^+ = \sqrt{2} S a_i^\dagger, \quad S_i^- = \sqrt{2} S a_i, \quad S_i^z = S - a_i^\dagger a_i. \]  

On sublattice B (the spin is in the negative \( z \)-direction), the spin operators are defined as

\[ S_i^+ = \sqrt{2} S b_i^\dagger, \quad S_i^- = \sqrt{2} S b_i, \quad S_i^z = b_i^\dagger b_i - S. \]  

Keeping only the bilinear terms, the bosonic tight binding Hamiltonian reads

\[ H = \sum_{\langle ij \rangle} J_{ij} S \left( a_i b_j + a_i^\dagger b_j^\dagger + a_i^\dagger a_i + b_i^\dagger b_j \right). \]  

Performing a Fourier transformation in the \( x \)-direction and under the basis \( X_{k_x} = (a_{1,k_x}, b_{1,k_x}, \ldots, a_{N_x,k_x}, b_{N_x,k_x}) \), the above Hamiltonian writes as \( H = \sum_k X_k^\dagger M(k_x) X_{k_x} \), where \( M(k_x) \) is a \( 2L_y \times 2L_y \) matrix. By a standard Bogliubov transformation\(^{36,37} \), the matrix \( M(k_x) \) becomes diagonal, and the magnon spectra are directly obtained.

The open boundaries are created by breaking the bonds connecting the outmost sites of the zigzag edges. As shown in Fig. \( 2(a) \), a new branch of modes associated with the boundaries appear below the bulk spectrum\(^{38} \). Their boundary nature is further revealed by the distribution of the corresponding wavefunctions, which is mainly localized near the boundaries. The density of states (DOS) is plotted in Fig. \( 2(c) \), which resembles that of itinerant electrons in graphene. As expected, the low-energy linear behavior in DOS is due to the linear dispersion of the magnon excitation in the antiferromagnets. Besides, the saddle point at \( k_x = 0 \) leads to a Van Hove singularity in the magnon spectrum\(^{39} \).

After the strain is applied, the degeneracy of the energy levels is removed, and the spectrum becomes much broader[see Fig. \( 2(b) \)]. This change is most evident at \( k_x = \pi \), where all energy levels are originally degenerate in the absence of strain (see Appendix A). In particular, the magnon spectrum is flattened by the strain, and DOS exhibits oscillating behavior. The appearance of sharp peaks in the magnon DOS should result from the flat levels, thus is a direct evidence of the formation of the magnon PLLs. As shown in Fig. \( 3(a) \), the magnon PLLs appear from the upper end of the spectrum, which is in agreement with the recent studies on the Heisenberg model under a triaxial strain. However, by fitting the positions of the peaks, it is found that the PLL energy \( \omega_n \) is proportional to the square root of the level index \( n \), which is in great contrast to the equally spaced PLLs in honeycomb antiferromagnets under a triaxial strain. In addition, the scope increases when enhancing the applied strain. Except the appearing position, these properties are very similar to the Landau levels of Dirac fermions in graphene\(^{40} \)(an analytical understanding is presented in Appendix B).

The appearance of the magnon PLLs can also be reflected in the local susceptibility, which is defined as\(^{41} \)

\[ \chi_{\text{loc}}^i(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} \langle S_i^z(t) S_i^z \rangle. \]  

In LSWT, the local susceptibility is formulated in terms of the \( \delta \) functions peaked at the magnon eigenvalues, hence is equivalent to the density of states

FIG. 2: The magnon spectrum of the AF honeycomb nanoribbon: (a) without the strain; (b) in the presence of a non-uniform unaxial strain. (c) and (d) are the corresponding magnon density of states of (a) and (b), respectively. The strain strength in (b) and (d) is \( c/c_{\text{max}} = 1 \).

FIG. 3: (a) The density of states near the upper end of the magnon spectrum. (b) The PLL energy \( \omega_n \) as a function of the square root of the level index \( n \). The solid lines represent linear fitting of the data. Local susceptibility at the center of the unit cell on: (c) A sublattice and (d) B sublattice. The linear size is \( L_x = 20, L_y = 200 \). In (a),(c) and (d), the strain strength is \( c/c_{\text{max}} = 1 \).

The appearance of the magnon PLLs can also be reflected in the local susceptibility, which is defined as\(^{41} \)

\[ \chi_{\text{loc}}^i(\omega) = \int_{-\infty}^{\infty} dt e^{i\omega t} \langle S_i^z(t) S_i^z \rangle. \]  

In LSWT, the local susceptibility is formulated in terms of the \( \delta \) functions peaked at the magnon eigenvalues, hence is equivalent to the density of states
in characterizing the flat PLLs. More importantly, the local susceptibility can be exactly determined by numerical analytic continuation of the imaginary time spin correlations obtained by the QMC simulation. The local susceptibilities on A- and B-sublattice sites deep in the lattice are shown in Fig.3(c) and (d). Indeed, both of them demonstrate sharp peaks at exactly the same positions with those in DOS, further confirming the formation of the magnon PLLs.

IV. THE EVOLUTION OF THE AF ORDER

We next study how the AF order is affected by the strain. In LSWT, the existence of Néel order is identified by a finite local magnetization. Since the honeycomb nanoribbon is translation invariant in the x-direction, the local magnetization only varies within the unit cell which extends over the entire width of the ribbon (see Fig.1). Figure 4 shows the local magnetization as a function of site index in the unit cell at several values of the strain strength. In the absence of strain, the Néel orders near the boundaries are perturbed, and the values gradually decrease as the sites approach the boundaries. Nevertheless, \( m_s(i) \) is always finite, and becomes almost uniform away from the boundaries, implying the long-range AF order still preserves in the presence of open boundaries. It is noted that the local magnetization on the outmost sites of the boundary is much larger than that of its nearby sites [see Fig.4(d) and (e)]. The two outmost sites represent the two sublattices of the boundary zigzag chain. Although it is antiferromagnetic along the one-dimensional (1D) chain, the magnetic moments are unequal within the two-site unit cell, resulting in a net ferromagnetic moment. Hence a ferrimagnetic order is formed along the zigzag boundary, which has also been revealed in the Hubbard model on honeycomb nanoribbons.\[42,46\]

After the strain is applied, the value of the local magnetization monotonically decreases with the strain strength. Since the exchange coupling is gradually reduced in the y-direction, the magnetization is more affected on the sites farther away from the lower boundary. In particular, at large enough strain strength and near the upper boundary the local magnetization decreases rapidly and becomes negative at a critical position, implying the AF order vanishes hereafter. This behavior is due to the exchange couplings of the vertical bonds become negligibly small near the upper boundary, and the system can be regarded as a collection of isolated 1D Heisenberg chains, resulting the breakdown of 2D AF order there. In contrast, the region near the lower boundary is less affected since the exchange couplings here are least modified. While the LSWT can qualitatively demonstrate the evolution of the AF order with the strain, the exact results should be obtained by the unbiased QMC simulations.

In QMC simulations, the local value of the magnetization is given by \( m_{s}^{qmc}(i) \), defined as\[47\]

\[
m_{s}^{qmc}(i) = \sqrt{\frac{3}{N} \sum_{j=1}^{N} \text{sgn}(i,j) \langle S_i^z S_j^z \rangle},
\]

where the sum is over all lattice sites \( j \), and \( \text{sgn}(i,j) = 1(-1) \) if \( i, j \) belong to the same (opposite) sublattice. Figure 4 plots the values of \( m_{s}^{qmc}(i) \) at the same strain strengths as those in LSWT. The QMC values are smaller than the LSWT ones. Besides, the difference between the values from the two approaches increases as the strain is strengthened. In the absence of strain, the QMC curve slowly increases and gets a maximum at the central point. In contrast, the LSWT one is nearly flat in most of the bulk region. Here it is noted that the QMC and LSWT results are only slightly different, and most of the values from the two approaches have less than a 10 percent difference. This implies the linear approximation in the HP transformation is pretty accurate, which has also been found in the existing literature\[48,49\]. For the strain strength \( c/c_{\text{max}} = 1 \), a clear transition is visible in the QMC curve near the upper boundary.

Figure 5(a) plots the local magnetization obtained by QMC near the critical position for various strain strengths. It shows the crossover from 2D to 1D behavior is continuous, which may be due to that the exchange coupling varies smoothly all the way down to very small value with the coordinate \( y \) [see Figure 5(b)]. We cannot determine the exact critical strain after which there appears such a transition. Nevertheless, since the transition has already become indistinguishable at \( c/c_{\text{max}} = 0.9 \), the critical value should be pretty large. While such a transition is also predicted by LSWT with \( m_s(i) = 0 \), the QMC transition happens a bit deeper in the ribbon than the LSWT one. These results imply that
although the quantum fluctuation is omitted, LSWT can still give qualitatively correct evolution of the AF order.

How the magnetic property is affected by the strain can also be demonstrated by the spin correlation \( C(i, j) = \langle S_i^z S_j^z \rangle \). Figure 6 plots the spin correlation between two sites within the super unit cell at \( c/c_{\text{max}} = 1 \) for the Heisenberg Hamiltonian. When the reference point \( i_0 \) is in the middle of the unit cell, \( C(i_0, j) \) is always finite for \( j < i_0 \) (\( j \) is located in the lower part), but it gradually decreases in the upper part and becomes nearly zero from a critical position. In contrast, for a reference point \( i_1 \) near the upper boundary, \( C(i_1, j) \) reduces to zero quickly as \( j \) goes away from \( i_1 \). We also plot \( C(i, j) \) with both \( i, j \) on the same zigzag chain, which keeps finite even for the largest distance. These results are consistent with the occurrence of a crossover from 2D to 1D magnetic properties at the critical position. Moreover, it is noted in Fig.5(a) that the curve begins to decrease in a slower way after the critical position. This can be understood in terms of the spin correlations. Since the vertical exchange coupling has become negligibly weak near the upper boundary, the spin correlation in this direction is nearly zero. In contrast, the spin correlations along the zigzag chain are still considerably large, which actually dominates the local magnetization. The parallel spin correlations vary slowly with \( y \) here, and so does the local magnetization. Due to the contribution from the parallel spin correlations, the local magnetization still has a finite small value.

V. THE STRAINED XY ANTIFERROMAGNETIC HONEYCOMB NANORIBBON

We next consider the spin-\( \frac{1}{2} \) XY AF Hamiltonian described by

\[
H_{XY} = J \sum_{\langle ij \rangle} (S_i^x S_j^x + S_i^y S_j^y),
\]

(10)

By a rotation of the coordinate system, the above model becomes the \( XZ \) Hamiltonian\(^{50}\)

\[
H_{XZ} = J \sum_{\langle ij \rangle} (S_i^x S_j^x + S_i^z S_j^z),
\]

(11)

\[
= J \sum_{\langle ij \rangle} (S_i^x S_j^x + \frac{1}{4} \sum_{\mu, \nu = \pm} S_i^\mu S_j^\nu).
\]

Under a non-uniform uniaxial strain, the same modulation of the exchange coupling with that in Eq.(2) can be made, and the application of LSWT is straightforward.

Figure 7(a) plots the magnon density of states. Under PMF induced by the strain, sharp peaks appear from the upper end of the spectrum, marking the formation of PLLs. Besides, the energies of PLLs are proportion to \( \sqrt{n_c} \) [\( n \) is the level index, and the PMF magnitude is proportional to the strain strength \( c \)], see Fig.7(b)], which is very similar to the results from the strained Heisenberg model. However, such properties are in great contrast to the situation under a triaxial strain, where PLLs appear from the middle of the spectrum and the peaks follow the relations \( \propto n_1, n_2^{\frac{1}{2}} \).

We then investigate how the strain affects the AF order. Similarly, the local magnetization decreases monotonically in the \( y \)-direction near the upper boundary in the presence of strain. Compared to the Heisenberg case, the values of the local magnetization is much larger at the same condition. Besides, as shown in Fig.7(f), even at the largest strain strength when the \( y \)-direction bonds near the upper boundary is considerably weak, the local magnetization always keeps finite, suggesting the long-range AF order preserves in the whole system. This implies the \( XY \) Hamiltonian is more robust to the modulation of the exchange couplings induced by the strain\(^{51}\). Qualitatively, the reason is that there are three (two) spin components in the
Heisenberg (XY) case, thus the quantum fluctuation is much stronger in the Heisenberg model than that in the XY one. The related quantity defined in Eq.(9) is also calculated using the QMC methods. While the QMC results are qualitatively consistent with those from LSWT, QMC gives relatively smaller values at the same strain strengths.

In the past several years, significant progress has been achieved in the field of 2D quantum magnetic materials. 2D magnetic order has been observed in various magnetic van der Waals materials, and most of them form with the magnetic elements in a honeycomb lattice. All the 2D magnetism can, in principle, be described by three fundamental models: Ising, XY, or Heisenberg. Strain engineering, as an important approach to control and manipulate magnetic states, has been widely adopted in the research of 2D magnetic materials. Thus the new physical phenomena induced by the engineered strain would definitely be interesting to the related experiments. Moreover, the present study will contribute to the theoretical understanding of the behavior of the neutral quasi-particles in pseudo-magnetic fields, and propose an alternative routine to manipulate magnons, which may have potential applications in designing new devices of magnon spintronics.

VI. CONCLUSIONS

The magnon PLLs and the evolution of the AF order in the strained AF honeycomb nanoribbons are studied using LSWT and QMC simulations. After the strain is applied, the magnon PLLs are formed from the upper end of the spectrum, and their level spacings are proportional to the square root of the level index. Since the exchange couplings are linearly weakened by the unaxial strain, the local magnetization decreases monotonically in the y-direction. Specifically, at large enough strain strength, the y-direction bonds near the upper boundary become negligibly weak such that the system there is decoupled into isolated zigzag chains, exhibiting one-dimensional antiferromagnetic property. The XY Hamiltonian under the same kind of strain demonstrates similar properties except that the AF order is more robust than the Heisenberg case. The behavior of the XY case is in great contrast to that under a triaxial strain, where the PLLs appear from the middle of the spectrum and the peaks follow a third-root relation.
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Appendix A: The analytical solution of the magnon eigenvalues at $k_x = \pi$ in Fig. 2(a)

In the absence of strain, the Hamiltonian matrix of Eq.(7) in the momentum space reads as

$$M(k_x) = JS \begin{pmatrix}
2 & \gamma_{k_x} & 0 & 0 & 0 & 0 & \cdots \\
\gamma_{k_x}^* & 3 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 3 & \gamma_{k_x} & 0 & 0 & 0 \\
0 & 0 & \gamma_{k_x} & 3 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 3 & \gamma_{k_x} & 0 \\
0 & 0 & 0 & 0 & \gamma_{k_x}^* & 3 & \cdots \\
\vdots & 0 & 0 & 0 & 0 & \ddots & \ddots
\end{pmatrix},$$

(A1)

where $\gamma_{k_x} = 1 + e^{-ik_x}$. At $k_x = \pi$, we have $\gamma_{k_x=\pi} = 0$, thus $M(k_x)$ is block diagonal. There are two eigenvalues: $2J, 2\sqrt{2}J$, among which the value $2\sqrt{2}J$ has a large
Appendix B: The analytical treatment based on the effective Hamiltonian near the Dirac point

Here we present the analytical treatment of magnon pseudo-Landau levels in the stained quantum antiferromagnetic Heisenberg model based on the effective Hamiltonian near the Dirac point.

1. The low-energy effective Hamiltonian near the Dirac point

After the spin operators are replaced by bosonic ones via Holstein-Primakoff transformation, we obtain the following bosonic tight-binding Hamiltonian,

\[
H = J_1 S \sum_{i,j} \left( a_{i}^\dagger b_j^\dagger + a_i b_j + a_i^\dagger a_i + b_j b_j^\dagger \right) \\
+ J_2 S \sum_{i,j} \left( a_{i}^\dagger b_j^\dagger + a_i b_j + a_i^\dagger a_i + b_j b_j^\dagger \right) \\
+ J_3 S \sum_{i,j} \left( a_{i}^\dagger b_j^\dagger + a_i b_j + a_i^\dagger a_i + b_j b_j^\dagger \right).
\]

(B1)

In the momentum space, the Hamiltonian becomes \(H = \sum_k \hat{P}_k h(k) \hat{P}_k\) with the basis \(\hat{P}_k = (a_k^\dagger b_k)\), and

\[
h(k) = d_x(k) \sigma_x + d_y(k) \sigma_y + (J_1 + 2J_2) S \sigma_0, \\
d_x(k) = J_1 S \cos k_y + 2J_2 S \cos \sqrt{3}k_x \cos \frac{k_y}{2}, \\
d_y(k) = -J_1 S \sin k_y + 2J_2 S \cos \sqrt{3}k_x \sin \frac{k_y}{2},
\]

where \(\sigma_{x,y}\) are the Pauli matrices; \(\sigma_0\) is the identity matrix; \(J_n = J(1-\gamma \Delta u_i)\) with \(\Delta u_1 = \epsilon_{yy}, \Delta u_2 = \Delta u_3 = \epsilon_{yz}/2\). Writing the momentum near the Dirac point \(K = (\frac{4\pi}{3\sqrt{3}},0)\) as \(k = K + q\), and expanding \(d_y(k), d_x(k)\) to linear order of \(q\), the resulting Hamiltonian is,

\[
h(q) = -\frac{3}{2} JS \begin{pmatrix} 1 & -\epsilon_{yy} \\ -\epsilon_{yy} & 0 \end{pmatrix} q_x + \frac{1}{2} \epsilon_{yy} \sigma_x \\
-\frac{3}{2} JS \begin{pmatrix} 1 & -\epsilon_{yy} \\ -\epsilon_{yy} & 0 \end{pmatrix} q_y + \frac{\epsilon_{xx} q_x}{2} \begin{pmatrix} 1 & -\epsilon_{yy} \\ -\epsilon_{yy} & 0 \end{pmatrix} \sigma_y \\
+ JS \begin{pmatrix} 3 & -\frac{3}{2} \epsilon_{yy} \\ -\frac{3}{2} \epsilon_{yy} & 0 \end{pmatrix} \sigma_0.
\]

(B2)

The strain tensor is expected to generate a pseudo-magnetic field, and the vector potential is,

\[
\vec{A} = \frac{\gamma}{2} \begin{pmatrix} \epsilon_{xx} - \epsilon_{yy} \\ -2\epsilon_{xy} \end{pmatrix}.
\]

(B3)

We choose \(\epsilon_{yy} = \frac{\gamma}{2} y\) to get a homogeneous field \(\vec{B} = \frac{1}{2} c \hat{z}\). Introducing \(p = \frac{1}{2} - \frac{q_y}{2}, s = 1 + \frac{q_x}{2}, r = \frac{3}{4} + \frac{q_y}{2}\), and changing \(y \to y + \frac{s}{r}\), we get the effective Hamiltonian near the Dirac point,

\[
h(q_x) = -\frac{3}{2} JS \begin{pmatrix} q_x + pc \left( y + \frac{s}{r} \right) \\ \sigma_x + ir cy \sigma_y \end{pmatrix} \\
+ 3JS(1 - \frac{1}{2} cy) \sigma_0.
\]

(B4)

2. A solvable case without the \(y\)-dependent term before \(\sigma_0\)

We first consider a specific solvable case: the \(y\)-dependent term before \(\sigma_0\) is dropped artificially. The Hamiltonian reads as follows,

\[
h(q_x) = -\frac{3}{2} JS \begin{pmatrix} q_x + pc \left( y + \frac{s}{r} \right) \\ \sigma_x + ir cy \sigma_y \end{pmatrix} + 3JS \sigma_0
\]

(B5)

We consider the following eigenvalue problem,

\[
\tau_z h(q_x) \begin{pmatrix} \phi_A(y) \\ \phi_B(y) \end{pmatrix} = E \begin{pmatrix} \phi_A(y) \\ \phi_B(y) \end{pmatrix},
\]

where \(\tau_z\) is the Pauli matrix. Expanding the above matrix-vector multiplication, two first order differential equations are obtained,

\[
\begin{aligned}
\frac{3}{2} \left( q_x + pc \left( y + \frac{s}{r} \right) + rc \left( y \sigma_y + \frac{1}{2} \right) \right) \phi_B = (\varepsilon - 3) \phi_A, \\
\frac{3}{2} \left( q_x + pc \left( y + \frac{s}{r} \right) - rc \left( y \sigma_y + \frac{1}{2} \right) \right) \phi_A = (\varepsilon + 3) \phi_B,
\end{aligned}
\]

(B7)

where \(\varepsilon = \frac{E}{JS}\).

Eliminating \(\phi_A\) by substituting Eq.(B7) into Eq.(B8), we obtain a second order ordinary differential equation with variable coefficient,

\[
y^2 \phi'' + 2y \phi' - \left[ \frac{r^2}{r^2 + \eta^2} y^2 + \frac{\Delta}{cr^4} - \frac{1}{4} \right] \phi_B = 0.
\]

(B9)

where \(\Delta = (q_x r + ps)^2 - 4r^2 + r^2 \left( \frac{2\gamma}{3} \right)^2\) and \(\eta = \frac{p}{cr^2}(2q_x r + 2ps - cr^2)\). We first examine the asymptotic form of the solution. As \(y \to \pm \infty\), the \(y^2\) term dominates, so \(\phi'' - \frac{1}{y^2} \phi_B = 0\). The general solution is \(\phi_B = Ae^{-\frac{1}{2y} \sqrt{\Delta}} + Be^{\frac{1}{2y} \sqrt{\Delta}}\). Since \(e^{-\frac{1}{2y} \sqrt{\Delta}}\) diverges at \(y \to \pm \infty\), \(\phi_B \sim e^{\frac{1}{2y} \sqrt{\Delta}}\). Similarly, at \(y = 0\), \(\phi_B \sim e^{-\frac{1}{2y} \sqrt{\Delta}}\). Taking these asymptotic behavior into consideration, we can write the eigenfunction as \(\phi_B = e^{\frac{1}{2y} \sqrt{\Delta}} u(y)\), so that the differential equation can be simplified. In terms of \(u(y)\), Eq.(B9) becomes,

\[
y u'' + \left( 1 + \frac{2\sqrt{\Delta}}{cr^2} + \frac{2p}{r} y \right) u' + \frac{2p}{r} \left( 1 + \frac{\sqrt{\Delta}}{cr^2} - \frac{q_x r + ps}{cr^2} \right) u = 0.
\]

(B10)
Introducing \( \gamma = 1 + \frac{\sqrt{5}}{c} \), \( \alpha = 1 + \frac{\sqrt{5}}{c} - \frac{2z\epsilon_{\text{ps}}}{c\epsilon} \), and \( z = -\frac{2p}{r}y \), we arrive in the confluent hypergeometric equation, \( zu''(z) + (\gamma - z)u'(z) - \alpha u(z) = 0 \). The above differential equation has a regular singularity at \( z = 0 \), and can be solved by the series expansion method. One solution is,

\[
u(z) = 1 + \frac{\alpha z}{\gamma} + \frac{\alpha(\alpha + 1) z^2}{\gamma(\gamma + 1)} \frac{1}{2!} + \cdots, \gamma \neq 0, -1, -2, \cdots.
\] (B11)

To make \( u(z) \) a polynomial so that finite, \( \alpha \) should be 0 or a negative integer, i.e., \( \alpha = -n, n = 0, 1, 2, \cdots \). Then we get the following expression for the eigenenergy,

\[
E_n = 3JS v \sqrt{1 - \frac{2 + 3qz}{8}nc}.
\] (B12)

In the limit of small \( c \), we can approximate the eigenenergy as \( E_n \approx 3JS(1 - \frac{2 + 3qz}{8}nc) \), which implies the pseudo-Landau levels are equally-spaced with the level index \( n \). We compare the analytical solution with the dispersion obtained by numerically diagonalizing the Hamiltonian matrix. As shown in Fig. A1, the results are in very good consistence near the Dirac point, which further verifies our calculations in the paper.

### 3. Attempt to solve the full effective Hamiltonian

Expanding the eigenvalue problem of the full effective Hamiltonian, we obtain two first-order differential equation,

\[
\begin{align*}
-\frac{3}{2} \begin{bmatrix} p_x + pc \left( y + \frac{s}{rc} \right) + rc \left( y \partial_y + \frac{1}{2} \right) \end{bmatrix} \phi_B &= \left\{ \varepsilon - \left[ 3 - \frac{3}{2} c \left( y + \frac{s}{rc} \right) \right] \right\} \phi_A, \\
\frac{3}{2} \begin{bmatrix} p_x + pc \left( y + \frac{s}{rc} \right) - rc \left( y \partial_y + \frac{1}{2} \right) \end{bmatrix} \phi_A &= \left\{ \varepsilon + \left[ 3 - \frac{3}{2} c \left( y + \frac{s}{rc} \right) \right] \right\} \phi_B. 
\end{align*}
\] (B13-14)

Defining \( \alpha(y) = \frac{3}{2} c \left( y + \frac{s}{rc} \right) \) and eliminating \( \phi_A \) in Eq.(B14), we get the following second-order differential equation of \( \phi_B \),

\[
\begin{align*}
-\phi_B \begin{bmatrix} y^2 + \frac{\alpha}{(\varepsilon - 3)y^2} \end{bmatrix} \phi_B'' &= \left[ 2y + \frac{2\alpha y - y^2 \alpha'(y)}{(\varepsilon - 3)} \right] \phi_B', \\
-\phi_B \begin{bmatrix} \frac{y^2}{\varepsilon - 3} \end{bmatrix} \begin{bmatrix} p^2 + \frac{p(poa + rao')}{(\varepsilon - 3)} \end{bmatrix} + y \begin{bmatrix} \frac{p(2ps + 2q_xr - cr^2)}{cr^3} + \alpha \frac{p(2ps + 2q_xr - cr^2)}{cr^3(\varepsilon - 3)} + \alpha' \frac{cr^2 + 2ps + 2q_xr}{2cr^2(\varepsilon - 3)} \end{bmatrix} &= \left\{ \frac{(ps + q_xr)^2}{c^2r^4} - \frac{1}{4} + \frac{\alpha(p + q_xr)}{4c^2r^4(\varepsilon - 3)} \right\}, \\
-\phi_B \begin{bmatrix} \frac{(ps + q_xr)^2}{c^2r^4} - \frac{1}{4} + \frac{\alpha(p + q_xr)}{4c^2r^4(\varepsilon - 3)} \end{bmatrix} &= \left\{ (\varepsilon^2 - 9) + \frac{[(\varepsilon + 3) - \alpha]}{(\varepsilon - 3)} \right\} [2\alpha(\varepsilon - 3) + \alpha^2] - \alpha(\varepsilon - 3) \right\} \phi_B.
\end{align*}
\] (B15)

If \( \alpha = 0 \) and \( \alpha' = 0 \) is set, the above equation reduces to Eq.(B9). Due to the presence of the \( y \)-dependent term before \( \sigma_0 \), the differential equation becomes much more complex. Defining \( b = \frac{3}{2} c \left( \varepsilon - 3 + \frac{3}{2c} \right) \), Eq.(B15) becomes,

\[
\begin{align*}
(y^2 + by^3) \phi_B'' + (2y + by^2) \phi_B' = A_0 \phi_B.
\end{align*}
\] (B16)
with

\[
A_0 = b \left( \frac{p^2 - 1}{r^2} \right) y^3 + \left\{ \frac{2b[p(ps + q_x r) - (s - 2r)] + p^2 - 1}{r^2} \right\} y^2 \\
+ \left( \frac{4b^2}{9c^2r^2} + \frac{b(ps + q_x r)^2 - b(s - 2r)^2}{c^2r^4} + \frac{b(ps + q_x r)^2}{c^2r^3} + \frac{2[p(ps + q_x r) - (s - 2r)] + b + p}{4 - r} \right) y \\
+ \frac{4s^2}{9c^2r^2} + \frac{(s^2 - 2r)^2 - 1}{4}
\]

We have tried to decouple the solution using the asymptotic forms at \( y = 0 \) and \( y \to -\infty \). However the resulting differential equation does not fit into any standard one. At present, it is still unclear for us whether the differential equation Eq. (B16) has an analytical solution.
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\[ B_{16} \]

\[ A_{0} = b \left( \frac{p^2 - 1}{r^2} \right) y^3 + \left\{ \frac{2b[p(ps + q_x r) - (s - 2r)] + p^2 - 1}{r^2} \right\} y^2 \\
+ \left( \frac{4b^2}{9c^2r^2} + \frac{b(ps + q_x r)^2 - b(s - 2r)^2}{c^2r^4} + \frac{b(ps + q_x r)^2}{c^2r^3} + \frac{2[p(ps + q_x r) - (s - 2r)] + b + p}{4 - r} \right) y \\
+ \frac{4s^2}{9c^2r^2} + \frac{(s^2 - 2r)^2 - 1}{4} \]
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