ON THE ASYMMETIC OF THE ANALYTIC TORSION FOR COMPACT HYPERBOLIC ORBIFOLDS
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ABSTRACT. We study the analytic torsion of odd-dimensional hyperbolic orbifolds \( \Gamma \backslash \mathbb{H}^{2n+1} \), depending on a representation of \( \Gamma \). Our main goal is to understand the asymptotic behavior of the analytic torsion with respect to sequences of representations associated to rays of highest weights.

1. Introduction

The Cheeger-Müller theorem asserts the equality of the Reidemeister torsion and the analytic torsion for a smooth odd-dimensional manifold. The Reidemeister torsion is a purely combinatorial invariant, whereas the analytic torsion is defined in terms of the spectrum of Laplace operators. Because these invariants have very different natures, their equality has applications in topology, number theory, and mathematical physics. One such application is to study the growth of torsion in the cohomology of an arithmetic group \( \Gamma \). This was carried out in \([\text{MM}11, \text{MP}14]\) when \( \Gamma \) is cocompact and without elliptic elements.

One of the steps was to prove the exponential growth of the analytic torsion under certain rays of representations \([\text{Müll}12, \text{MP}11]\). Our goal is to extend the results in \([\text{MP}11, \text{Müll}12]\) to a cocompact group \( \Gamma \subset \text{Spin}(1,2n+1) \) that may have elliptic elements, because prohibiting such elements excludes a wide range of arithmetic groups.

Assuming \( \Gamma \subset \text{Spin}(1,2n+1) \), so that \( \Gamma \backslash \text{Spin}(1,2n+1)/\text{Spin}(2n+1) \) is a compact odd-dimensional hyperbolic orbifold, we define the analytic torsion of such orbifold through the zeta function of the Laplace-de Rham operator in a similar way as it is done for manifolds; see Definition 2.6. Our main result is the following theorem.

Theorem 1.1. Let \( \mathcal{O} = \Gamma \backslash \mathbb{H}^{2n+1} \) be a compact hyperbolic orbifold. For \( m \in \mathbb{N} \), let \( \tau(m) \) be the finite-dimensional irreducible representation of \( \text{Spin}(1,2n+1) \) from Definition 2.5 and \( \tau'(m) \) be the restriction of \( \tau(m) \) to \( \Gamma \). Let \( E_{\tau(m)} \to \mathcal{O} \) be the associated flat vector orbibundle, and denote by \( T_\mathcal{O}(\tau(m)) \) its analytic torsion. Then there exists \( C > 0 \) such that

\[
\log T_\mathcal{O}(\tau(m)) = PI(m) + PE(m) + O(e^{-Cm}), \quad m \to \infty.
\]

Above, \( PI(m) \) is a polynomial in \( m \) of degree \( \frac{n^2+n+2}{2} \) and \( PE(m) \) is a pseudo-polynomial in \( m \) of degree \( \frac{d^2+d+2}{2} \) with \( d \) being the maximal dimension of a singular stratum of \( \mathcal{O} \). The pseudopolynomial \( PE(m) \) is a sum of type \( \sum_{j=0}^{d^2+d+2} \sum_{k=0}^{K} C_j m^j e^{im\phi_{j,k}}, \) where \( C_j, \phi_{j,k} \in \mathbb{R}, K \in \mathbb{N} \) are constants depending on the elliptic elements of \( \Gamma \).

Remark 1.1. The term \( PE(m) \) does not appear when \( \mathcal{O} \) is a manifold, compare \([\text{MP}11]\).

The proof of Theorem 1.1 is based on \([\text{MP}11]\) but requires ingredients that we soon specify. Let \( \tau(m) \) and \( E_{\tau(m)} \to \mathcal{O} \) be as above; the vector orbibundle \( E_{\tau(m)} \to \mathcal{O} \) can be equipped with a canonical Hermitian fibre metric \([\text{MM}63, \text{Proposition 3.1}]\). Let \( \Delta_p(\tau(m)) \) be the Laplace operator on \( E_{\tau(m)} \)-valued \( p \)-forms with respect to the metric on \( E_{\tau(m)} \) and the hyperbolic metric on \( \mathcal{O} \). Denote

\[
K(t, \tau(m)) := \sum_{p=0}^{2n+1} (-1)^p p \text{Tr} \left( e^{-t\Delta_p(\tau(m))} \right),
\]
then the analytic torsion is given by
\begin{equation}
\log T_\mathcal{O}(\tau(m)) = \left. \frac{1}{2} \frac{d}{ds} \left( \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} K(t, \tau) dt \right) \right|_{s=0}.
\end{equation}

For further estimates we need the following theorem:

**Theorem 1.2.** Let \((\mathcal{O}, g)\) be a compact Riemannian orbifold, not necessarily hyperbolic, \(E \to \mathcal{O}\) an associated flat orbibundle and \(\Delta_k\) the Laplacian acting on \(E\)-valued \(k\)-form. Assume that \(\mathcal{O}\) and its singular strata are odd dimensional and that the cohomology \(H^j(\mathcal{O}; E)\) vanishes. Then the analytic torsion \(T_\mathcal{O}(h, g)\) does not depend on a smooth deformation of the metric \(g\).

Theorem 1.2 is of interest on its own: it is an important problem to understand the relation between the analytic and the Reidemeister torsions for orbifolds. If they were equal, Theorem 1.1 would imply the exponential growth of torsion in the cohomology of cocompact arithmetic groups \([\text{MP}14, \text{MM}11]\). In turn, any reasonable relation between the analytic and the Reidemeister torsions can be expected to imply that the former does not depend on the variation of the metric; this is shown in Theorem 1.2 under certain restrictions.

We will now describe a rough plan of the proof of Theorem 1.1. As a simple corollary of Theorem 1.2, we can scale the metric \(g\) on \(\mathcal{O}\) and hence replace \(\Delta_p(\tau(m))\) by \(\frac{1}{m} \Delta_p(\tau(m))\) in (1). Splitting the integral into the integral over \([0, 1]\) and the integral over \([1, \infty)\), we obtain
\begin{equation}
\log T_\mathcal{O}(\tau(m)) = \left. \frac{1}{2} \frac{d}{ds} \left( \frac{1}{\Gamma(s)} \int_0^1 t^{s-1} K \left( \frac{t}{m}, \tau(m) \right) dt \right) \right|_{s=0} + \frac{1}{2} \int_1^\infty t^{s-1} K(t, \tau) dt.
\end{equation}

It follows from [MP11] that the second term is \(O(e^{-m/8})\) as \(m \to \infty\); to estimate the first term we use the Selberg trace formula. For this we construct a smooth \(K\)-finite function \(k_t^\tau(m)\) on \(\text{Spin}(1, 2n+1)\) as in Subsection 2.6 such that
\[K(t, \tau(m)) = \int_{\Gamma(\text{Spin}(1,2n+1))} \sum_{\gamma \in \Gamma} k_t^\tau(m)(\gamma^{-1} g) d\gamma.\]

By the Selberg trace formula for compact orbifolds,
\[K(t, \tau(m)) = I(t, \tau(m)) + H(t, \tau(m)) + E(t, \tau(m)),\]
where \(I(t, \tau(m))\), \(H(t, \tau(m))\) and \(E(t, \tau(m))\) are the contributions from the identity, hyperbolic and elliptic elements of \(\Gamma\), respectively. Note \(E(t, \tau(m))\) vanishes if \(\mathcal{O}\) is a smooth manifold. It follows from [MP11] that there exist \(C, c_1, c_2 > 0\) such that
\[|H(t/m, \tau(m))| \leq Ce^{-c_1 m} e^{-c_2 m}\]
for all \(m \geq m_0\) and \(0 < t \leq 1\). Recall that \(I(t, \tau(m)) = \text{vol}(\mathcal{O}) k_t^\tau(m)(1)\). We can switch back from \(t/m\) to the variable \(t\), then the identity contribution to \(\log T_\mathcal{O}(\tau(m))\) is given by
\[\text{vol}(\mathcal{O}) \frac{d}{ds} \left( \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} k_t^\tau(m)(1) dt \right) \bigg|_{s=0},\]
As in [MP11] we apply the Plancherel formula to \(k_t^\tau(m)(1)\) and use the properties of Plancherel polynomials. We are left with the contribution from the elliptic elements. An important ingredient is now to apply the result of our previous paper [Fed15], which says that there exist polynomials \(P_\gamma(i\nu)\) such that
\[E(t, \tau(m)) = \sum_{\{\gamma\} \text{elliptic}} \text{vol}(\Gamma_\gamma \setminus G_\gamma) \sum_{\sigma \in \hat{M}} \int_{\mathbb{R}} P_\gamma^\sigma(i\lambda) \Theta_{\sigma, \lambda}(k_t^\tau(m)) d\lambda.\]
Above \(\Theta_{\sigma, \lambda}\) is the character of the representation \(\pi_{\sigma, \lambda}\) as in Subsection 2.4. Using the properties of \(P_\gamma(i\nu)\), we obtain Theorem 1.1.
Structure of the article. In Section 2 we fix notation and collect some facts about the analytic torsion and the Selberg trace formula. In Sections 3 and 4 we prove Theorem 1.2 and Theorem 1.1, respectively, using some technical lemmas postponed to Section 5. In Appendix A we explain that our proof of Theorem 1.2 cannot be extended to manifolds with singularities that are not orbifolds.
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2. Preliminaries

The purpose of this section is to introduce various notation and definitions, most importantly we define certain rays of representations of a discrete group acting on the hyperbolic space, and the Ray-Singer analytic torsion. We also recall our main computational tool, the Selberg trace formula for hyperbolic orbifolds.

2.1. Lie groups. Let $G = \text{Spin}(1, 2n + 1)$, $K = \text{Spin}(2n + 1)$. Let $G = NAK$ be the standard Iwasawa decomposition of $G$, hence for each $g \in G$ there are uniquely determined elements $n(g) \in N$, $a(g) \in A$, $\kappa(g) \in K$ such that

$$g = n(g)a(g)\kappa(g).$$

Let $M$ be the centralizer of $A$ in $K$, then

$$M = \text{Spin}(2n).$$

Denote the Lie algebras of $G$, $K$, $A$, $M$ and $N$ by $\mathfrak{g}$, $\mathfrak{k}$, $\mathfrak{a}$, $\mathfrak{m}$ and $\mathfrak{n}$, respectively. Define the standard Cartan involution $\theta : \mathfrak{g} \to \mathfrak{g}$ by

$$\theta(Y) = -Y^t, \quad Y \in \mathfrak{g}.$$

Let $H : G \to A$ be defined by

$$H(g) := \log a(g).$$

Equipped with a certain invariant metric, $G/K$ is isometric to the hyperbolic space $\mathbb{H}^{2n+1}$; see [MP14, p. 6].

2.2. Hyperbolic orbifolds. For the definition of orbifolds and orbibundles we refer to [DGGW08] or [Buc99], but for the reader’s convenience we recall the following definition:

Definition 2.1. An orbifold chart on a topological space $X$ consists of a contractible open subset $\tilde{U}$ of $\mathbb{R}^n$, a finite group $G_U$ acting on $\tilde{U}$ by diffeomorphisms, and a mapping $\pi_U$ from $\tilde{U}$ onto an open subset $U$ of $X$ inducing a homeomorphism from the orbit space $G_U \setminus \tilde{U}$ onto $U$.

Now restrict to hyperbolic orbifolds. Consider a discrete subgroup $\Gamma \subset G$, $G = \text{Spin}(1, 2n + 1)$ such that $O = \Gamma \setminus \mathbb{H}^{2n+1}$ is compact. It follows that all elements of $\Gamma$ are either hyperbolic or elliptic.

Definition 2.2. $\gamma \in \Gamma$ is called elliptic if it is of finite order.

Definition 2.3. $\gamma \in \Gamma$ is called hyperbolic if

$$l(\gamma) := \inf_{x \in \mathbb{H}^{2n+1}} d(x, \gamma x) > 0,$$

where $d(x, y)$ denotes the hyperbolic distance between $x$ and $y$.

Any elliptic element $\gamma$ is conjugate to an element in $K$, so without loss of generality we may assume $\gamma$ is of the form:

$$\gamma = \text{diag} \left( \underbrace{\left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right)}_{d}, \ldots, \underbrace{\left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right)}_{n-d+1}, R_{\phi_{d+1}}, \ldots, R_{\phi_{n+1}} \right),$$

where $R_{\phi} = \left( \begin{array}{cc} \cos \phi & \sin \phi \\ -\sin \phi & \cos \phi \end{array} \right)$. A proposition follows immediately:
Proposition 2.1. The fixed point set of the map $x \mapsto \gamma \cdot x$, where $x \in \mathbb{H}^{2n+1}$ and $\gamma \in \Gamma$ is elliptic as in 2, is of dimension $2d - 1$.

2.3. Lie algebras. Denote by $E_{i,j}$ the matrix in $\mathfrak{g}$ whose $(i,j)$'th entry is 1 and the other entries are 0. Let
\[
H_1 := E_{1,2} + E_{2,1}, \\
H_j := i(E_{2j-1,2j} - E_{2j,2j-1}), \quad j = 2, \ldots, n + 1.
\]
Then $\mathfrak{a} = \mathbb{R}H_1$ and let $\mathfrak{b} = i\mathbb{R}H_2 + \ldots + i\mathbb{R}H_{n+1}$ be the standard Cartan subalgebra of $\mathfrak{m}$. Moreover, $\mathfrak{h} = \mathfrak{a} \oplus \mathfrak{b}$ is a Cartan subalgebra of $\mathfrak{g}$. Define $e_i \in \mathfrak{h}^\ast_c$ with $i = 1, \ldots, n + 1$, by
\[
e_i(H_j) = \delta_{i,j}, \quad 1 \leq i, j \leq n + 1.
\]
The sets of roots of $(\mathfrak{g}_C, \mathfrak{h}_C)$ and $(\mathfrak{m}_C, \mathfrak{b}_C)$ are given by
\[
\Delta(\mathfrak{g}_C, \mathfrak{h}_C) = \{ \pm e_i \pm e_j, 1 \leq i < j \leq n + 1 \}, \\
\Delta(\mathfrak{m}_C, \mathfrak{b}_C) = \{ \pm e_i \pm e_j, 2 \leq i < j \leq n + 1 \}.
\]
We fix the positive systems of roots by
\[
\Delta^+(\mathfrak{g}_C, \mathfrak{h}_C) = \{ e_i \pm e_j, 1 \leq i < j \leq n + 1 \}, \\
\Delta^+(\mathfrak{m}_C, \mathfrak{b}_C) = \{ e_i \pm e_j, 2 \leq i < j \leq n + 1 \}.
\]
The half-sum of positive roots $\Delta^+(\mathfrak{m}_C, \mathfrak{b}_C)$ equals
\[
\rho_M = \sum_{j=2}^{n+1} \rho_j e_j, \quad \rho_j = n + 1 - j.
\]
Let $M'$ be the normalizer of $A$ in $K$ and let $W(A) = M'/M$ be the restricted Weyl group. It has order 2 and acts on finite-dimensional representations of $M$ [Pfa12, p. 18]. Denote by $w_0$ the non-identity element of $W(A)$.

2.4. Principal series parametrization. Let $\sigma : M \mapsto \text{End}(V_\sigma)$ be a finite-dimensional irreducible representation of $M$.

Definition 2.4. We define $\mathcal{H}^\sigma$ to be the space of measurable functions $f : K \mapsto V_\sigma$ such that
\begin{enumerate}
\item $f(mk) = \sigma(m)f(k)$ for all $k \in K$ and $m \in M$;
\item $\int_K ||f(k)||^2 dk < \infty$.
\end{enumerate}
Recall $H : G \to \mathfrak{a}$, $\kappa : G \to K$ is as in Subsection 2.1 and $e_1 \in \mathfrak{h}_C^\ast$ are as in Subsection 2.3. For $\lambda \in \mathbb{R}$ define the representation $\pi_{\sigma,\lambda}$ of $G$ on $\mathcal{H}^\sigma$ by the following formula:
\[
\pi_{\sigma,\lambda}(g)f(k) := e^{(i\lambda e_1 + \rho)(H(kg))}f(\kappa(kg)),
\]
where $f \in \mathcal{H}^\sigma$, $g \in G$.

2.5. Representations. Fix $\tau_1, \ldots, \tau_{n+1} \in \mathbb{N}$, such that $\tau_1 \geq \tau_2 \geq \ldots \geq \tau_{n+1}$. Recall that $n = \frac{\dim(O) - 1}{2}$.

Definition 2.5. For $m \in \mathbb{N}$ denote by $\tau(m)$ the finite-dimensional representation of $G$ with highest weight
\[
(m + \tau_1)e_1 + \ldots + (m + \tau_{n+1})e_{n+1}.
\]
This is a ray of representations which will be the focus of the article.

Definition 2.6. Let $\tau$ be the finite-dimensional irreducible representation of $G$ with highest weight $\tau_1 e_1 + \ldots + \tau_{n+1} e_{n+1}$. The denote by $\sigma_{\tau,k}$ be the representation of $M$ with highest weight
\[
\Lambda_{\sigma_{\tau,k}} := (\tau_2 + 1)e_2 + \ldots + (\tau_k + 1)e_{k+1} + \tau_{k+2} e_{k+2} + \ldots + \tau_{n+1} e_{n+1}.
\]
2.6. **Analytic torsion.** Let $E \to O$ be a flat vector orbibundle over a compact Riemannian orbifold $(O, g)$; pick a Hermitian fiber metric $h$ in $E$. Denote by $\Delta_p(h, g)$ the Laplacian acting on $E$-valued $p$-forms on $O$. Note that $\text{spec}(\Delta_p(h, g))$ is semi-bounded, hence we can define $e^{-t\Delta_p(h,g)}$ by a suitable Dunford integral as in [Gil95].

**Definition 2.7.** The zeta function $\zeta_p(s; h, g)$ is

$$\zeta_p(s; h, g) := \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} \text{Tr} \left( e^{-t\Delta_p(h,g)}(1 - P) \right) dt,$$

where $P$ is the orthogonal projection to $\ker \Delta_p(h,g)$.

It is holomorphic for $\text{Re}(s) < -(2n+1)/2$ and admits a meromorphic extension to $\mathbb{C}$. It follows from [Gil95] and [Fed15] that $\zeta_p(s; h, g)$ is regular at 0.

**Definition 2.8.** The analytic torsion $T_\sigma(h, g)$ is

$$\log T_\sigma(h, g) := \frac{1}{2} \sum_{p=1}^d (-1)^p \frac{d}{ds} \zeta_p(s; \rho) \big|_{s=0}.$$

Now let $O = \Gamma \backslash \mathbb{H}^{2n+1}$, let $\rho$ be a finite-dimensional representation of $\Gamma$ in a complex vector space $V_\rho$ and $E_\rho \to O$ be the associated flat vector bundle. Pick a Hermitian fiber metric $h$ in $E_\rho$.

Let us specify to the case when $\rho = \tau|_\Gamma$ is the restriction to $\Gamma$ of a finite-dimensional irreducible representation $\tau$ of $G$. In this case $E_\rho$ can be equipped with a distinguished metric which is unique up to scaling. Namely, $E_\rho$ is canonically isomorphic to the locally homogeneous orbibundle $E_\tau$ associated to $\tau|_K$ [MM63, Proposition 3.1]. Moreover, there exists a unique up to scaling inner product $\langle \cdot, \cdot \rangle$ on $V_\rho$ such that

1. $\langle \tau(Y)u, v \rangle = -\langle u, \tau(Y)v \rangle$, $Y \in \mathfrak{k}$,
2. $\langle \tau(Y)u, v \rangle = \langle u, \tau(Y)v \rangle$, $Y \in \mathfrak{p}$,

for all $u, v \in V_\rho$. Note that $\tau|_K$ is unitary with respect to this inner product, hence it induces a unique up to scaling metric $h$ on $E_\tau$.

**Definition 2.9.** Such a metric on $E_\tau$ is called admissible.

From now on fix an admissible metric $h$.

**Definition 2.10.** In the above setting denote $T_\sigma(\rho) := T_\sigma(h, g)$; here $\rho$ indicates the dependence of the analytic torsion on the orbibundle $E_\rho$, and $T_\sigma(h, g)$ is from Definition 2.8.

Let $\Delta_p(\tau)$ be the Hodge-Laplacian on $\Lambda^p(O, E_\tau)$ with respect to an admissible metric in $E_\tau$. Denote

$$K(t, \tau) := \sum_{p=1}^{2n+1} (-1)^p \text{Tr} \left( e^{-t\Delta_p(\tau)} \right).$$

Let $\ker \Delta_p(\tau) = \{0\}$, then by Definition 2.10

$$\log T_\sigma(\rho) = \left. \frac{1}{2} \frac{d}{ds} \left( \frac{1}{\Gamma(s)} \int_0^\infty t^{s-1} K(t, \tau) dt \right) \right|_{s=0}.$$ 

The right hand side of the formula is defined near $s = 0$ by analytic continuation of the Mellin transform. Let $\tilde{E}_\nu(\tau) := G \times_{\nu(\tau)} \Lambda^p \mathfrak{p}^* \otimes V_\tau$, where $\nu(\tau) := \Lambda^p \text{Ad}^* \otimes \tau : K \to GL(\Lambda^p \mathfrak{p}^* \otimes V_\tau)$ and let $\tilde{\Delta}_\nu(\tau)$ be the lift of $\Delta_p(\tau)$ to $C^\infty(\mathbb{H}^{2n+1}, \tilde{E}_\nu(\tau))$. Denote by $H^\tau_t : G \to \text{End}(\Lambda^p \mathfrak{p}^* \otimes V_\tau)$ the convolution kernel of $e^{-t\tilde{\Delta}_\nu(\tau)}$ as in [MP14, p. 16]. Let

$$h^\tau_t(g) := \text{tr} H^\tau_t(g),$$
where \( tr \) denotes the trace in \( \text{End}(V_\nu) \). Put
\[
k_t^\tau(g) := \sum_{p=1}^{2n+1} (-1)^p p h_t^{\tau,p}(g).
\]
Then as in [MP14, (4.15)] we obtain from (7) the following equality
\[
K(t, \tau) = \int_{\Gamma \backslash G} \sum_{\gamma \in \Gamma} k_t^\tau(g^{-1}\gamma g) d\gamma.
\]

2.7. Selberg trace formula. Collect the terms in the right hand side of (10) according to their conjugacy classes:
\[
K(t, \tau) = \sum_{\{\gamma\}} \int_{G_\gamma \backslash G} k_t^\tau(g^{-1}\gamma g) d\gamma.
\]
Above, \( \{\gamma\} \) denotes the conjugacy class of \( \gamma \); \( G_\gamma \) is the centralizer of \( \gamma \) in \( G \). Decompose (11) as a sum of three terms:
\[
K(t, \tau) = I(t, \tau) + H(t, \tau) + H(t, \tau),
\]
where
\[
I(t, \tau) := \text{vol}(\mathcal{O}) k_t^\tau(e),
\]
\[
H(t, \tau) := \sum_{\{\gamma\} \text{ hyperbolic}} \int_{G_\gamma \backslash G} k_t^\tau(g^{-1}\gamma g) d\gamma,
\]
\[
E(t, \tau) := \sum_{\{\gamma\} \text{ elliptic}} \int_{G_\gamma \backslash G} k_t^\tau(g^{-1}\gamma g) d\gamma.
\]
There exists an even polynomial \( P_\sigma(i\lambda) \) such that [Kna01, Theorem 13.2]
\[
I(t, \tau) = \text{vol}(\mathcal{O}) \sum_{\sigma \in \hat{M}} \int_{\mathbb{R}} P_\sigma(i\lambda) \Theta_{\sigma,\lambda}(k_t^\tau) d\lambda,
\]
where \( \Theta_{\sigma,\lambda} \) is the character of the representation \( \pi_{\sigma,\lambda} \) as in Subsection 2.4. There also exist even polynomials \( P_\sigma^0(i\nu) \) such that [Fed15]
\[
E(t, \tau) = \sum_{\{\gamma\} \text{ elliptic}} \text{vol}(\Gamma_\gamma \backslash G_\gamma) \sum_{\sigma \in \hat{M}} \int_{\mathbb{R}} P_\sigma^0(i\lambda) \Theta_{\sigma,\lambda}(k_t^\tau) d\lambda,
\]
where \( \Gamma_\gamma \) is the centralizer of \( \gamma \) in \( \Gamma \). The sum in (14) and (15) is finite by the following proposition:

Lemma 2.2. [MP14, Proposition 4.2] The character \( \Theta_{\sigma,\lambda}(k_t^\tau) \) equals
\[
\Theta_{\sigma,\lambda}(k_t^\tau) = \begin{cases} e^{-t((\lambda^2 + \lambda_t^2)_{\tau,k})}, & \sigma \in \{\sigma_{\tau,k}, w_0 \sigma_{\tau,k}\} \text{ for some } k, \\ 0, & \text{otherwise.} \end{cases}
\]
Above, \( w_0 \) is as in Subsection 2.3,
\[
\lambda_{\tau,k} := \tau_{k+1} + n - k,
\]
\( \tau_{k+1} \) and \( \sigma_{\tau,k} \) are as in Definition 2.6.

Remark 2.1. The polynomials \( P_\sigma^0(i\nu) \) and \( P_\sigma(i\nu) \) are invariant under the action of \( w_\sigma \in W(A) \):
\[
P_\sigma(i\nu) = P_{w_\sigma \sigma}(i\nu), \quad P_\sigma^0(i\nu) = P_{w_\sigma \sigma}^0(i\nu).
\]
2.8. \textbf{L}^2\text{-torsion}. Let $\tilde{\Delta}_p(\tau)$ be as in Subsection 2.6 and $\tau(m)$ be as in Definition 2.5. Denote by $\text{Tr}_\Gamma(e^{-t\tilde{\Delta}_p(\tau(m))})$ the $\Gamma$-trace of $e^{-t\tilde{\Delta}_p(\tau(m))}$ on $\mathbb{H}^{2n+1}$ as in [Lot92]. It follows that

$$\text{Tr}_\Gamma e^{-t\tilde{\Delta}_p(\tau(m))} = \text{vol}(O)h^\tau(m,p)(1),$$

where $h^\tau(m,p)$ is as in (9); see [MP11]. Let $I(t, \tau(m))$ be as in (13), then

$$\sum_{p=1}^{2n+1} \text{Tr}_\Gamma e^{-t\tilde{\Delta}_p(\tau(m))} = I(t, \tau(m)).$$

\textbf{Definition 2.11.} The $L^2$-torsion is defined by

$$\log T_O^{(2)}(\tau(m)) := \frac{1}{2} \frac{d}{ds} \left( \frac{1}{\Gamma(s)} \int_\mathbb{R} t^{s-1} \sum_{p=1}^{2n+1} \text{Tr}_\Gamma e^{-t\tilde{\Delta}_p(\tau(m))} \right) \bigg|_{s=0}$$

for sufficiently large $m > m_0$, where $m_0$ is as in [MP11, Proposition 5.3].

3. \textbf{Analytic torsion under metric variation}

In this section we study the Ray-Singer analytic torsion $T_O(h, g)$ of a compact odd-dimensional Riemannian orbifold $(O, g)$ with odd-dimensional singular strata; see Definition 2.8. The main goal is to establish the invariance of the analytic torsion under certain deformations of the metric $g$ which we will now specify.

3.1. \textbf{Admissible deformations of the metric.} Consider an orbifold atlas consisting of charts $(\tilde{U}_i, G_i, \pi_i)$ as in Definition 2.1.

\textbf{Definition 3.1.} By a smooth family of metrics on $O$ we mean a collection of $G_i$-invariant metrics $g_i(u)$, $u \in [0, 1]$ on the orbifold charts $\tilde{U}_i$, depending smoothly on $u$ and for each $u$ satisfying the gluing condition saying that they define some metric $g(u)$ on $O$.

\textbf{Example 3.1.} Let $g$ be a metric on an orbifold $O$ and $m \in \mathbb{R}$. The family of metrics $\lambda \cdot g$, $\lambda \in [1, m]$ is a smooth family of metrics.

3.2. \textbf{Deformation of the analytic torsion.} Let $O$ be an orbifold equipped with a smooth family of metrics $g(u)$, $u \in [0, 1]$, and let $E \to O$ be a flat orbibundle equipped with a Hermitian metric $h$. Denote by $\Delta(u)^k$ the Laplacian acting on $E$-valued $k$-forms of $O$. Note that for different values of $u$ the Laplacians $\Delta(u)^k$ act on different Hilbert spaces $L^2\Omega^k(u)(O)$. However, we can identify these spaces by a natural isometry

$$T(u) : L^2\Omega^k(u)(O) \mapsto L^2\Omega^k(0)(O),$$

$$T(u) : f(x) \mapsto \left( \frac{\text{det } g(0)(x)}{\text{det } g(u)(x)} \right)^\frac{1}{4} \cdot f(x).$$

The operator $T(u)$ maps $H^2\Omega^k(u)(O)$ to $H^2\Omega^k(0)(O)$, hence it is an isometry between $\text{dom } \Delta(u)^k$ and $\text{dom } \Delta(0)^k$.

\textbf{Remark 3.1.} Let $X$ be a Riemannian manifold with isolated conical singularities which is not an orbifold, and let $g(u)$ be a family of metrics on $X$. Consider the corresponding family of Laplace-Beltrami operators $\Delta(u)$. It may happen that for some families $g(u)$ the multiplication by $\left( \frac{\text{det } g(0)(x)}{\text{det } g(u)(x)} \right)^\frac{1}{4}$ is not an isometry between $\text{dom } \Delta(u)$ and $\text{dom } \Delta(0)$, even taking into account the possibility of different self-adjoint extensions of Laplacians, see Appendix A for details. Still there exists a class of metric deformations for which $T(u)$ is an isometry between the domains of Laplacians [MV10].
Define the self-adjoint operators
\[ H_k(u) := T(u) \circ \Delta_k(u) \circ T(u)^{-1} \]
with the fixed domain \( \text{dom} H_k(u) = H^2 \Omega^k(0)(\Omega) \). To establish the invariance of the analytic torsion we follow [MV10], the key steps of whose proof we repeat here for the reader’s convenience. Though our case differs from the one considered there, the necessary properties of all operators remain the same. Namely, from the semigroups properties it follows that for any \( u, u_0 \in [0,1] \),
\[
\frac{e^{-tH_k(u)} - e^{-tH_k(u_0)}}{u - u_0} = \int_0^t e^{-(t-s)H_k(u_0)} \cdot \frac{H_k(u_0) - H_k(u)}{u - u_0} \cdot e^{-sH_k(u_0)} ds.
\]
Taking \( u \to u_0 \) gives
\[
\frac{\partial}{\partial u} \text{Tr} e^{-tH_k(u)}|_{u=u_0} = -t \cdot \text{Tr} \left( \frac{\partial H_k(u)}{\partial u} \right)_{u=u_0} \cdot e^{-tH_k(u_0)}.
\]
From (17) and the commutativity of bounded operators under the trace we get
\[
\frac{\partial}{\partial u} \text{Tr} e^{-tH_k(u)}|_{u=u_0} = -t \cdot \text{Tr} \left( \frac{\partial \Delta_k(u)}{\partial u} \right)_{u=u_0} \cdot e^{-t\Delta_k(u)}.
\]

**Remark 3.2.** The operator on the right hand side of the latter equation is well-defined: although \( \Delta(u) \) have different domains for different \( u \), the exponent is an smoothing operator.

Let \( *_u \) denote the Hodge-star operator associated with \( g(u) \), and put \( \alpha_u^k := *_u^{-1} \cdot \frac{\partial}{\partial g} \), where \( k \) denotes the restriction to the forms of degree \( k \). By the same arguments as in [RS71, p.153],
\[
\sum_{k=0}^{\dim \mathcal{O}} (-1)^k \cdot k \cdot \text{Tr} \left( \frac{\partial \Delta_k(u)}{\partial u} \cdot e^{-t\Delta_k(u)} \right) - \frac{\partial}{\partial t} \sum_{k=0}^{\dim \mathcal{O}} (-1)^k \cdot \text{Tr} \left( \alpha_u^k e^{-t\Delta_k(u)} \right).
\]

**Remark 3.3.** The order of composition of the operators in (18) is swapped as compared to [RS71, p.153]. The reason is the same as in Remark 3.2.

Now put
\[
f(u, s) := \frac{1}{2} \sum_{k=0}^{\dim \mathcal{O}} (-1)^k \cdot k \cdot \frac{1}{\Gamma(k)} \int_0^\infty t^{s-1} \cdot \text{Tr} e^{-t\Delta_k(u)} dt.
\]
By the exponential decay of the heat trace we can differentiate the right hand sight of (19) with respect to \( u \). Together with (18) this gives
\[
\frac{\partial f(u, s)}{\partial u} = \frac{1}{2} \sum_{k=0}^{\dim \mathcal{O}} (-1)^k \cdot \frac{1}{\Gamma(s)} \int_0^{\infty} t^{s-1} \cdot \frac{d}{dt} \text{Tr} (\alpha_u^k e^{-t\Delta_k(u)}) dt.
\]
Suppose that \( \ker \Delta_k(u) = \{0\} \) for all \( k \) and \( u \). Then by definition,
\[
\log T_{\mathcal{O}}(h, g(u)) = \left. \frac{\partial}{\partial s} \right|_{s=0} f(u, s).
\]
By the same arguments as in [Fed15]
\[
\text{Tr} \alpha_u^k e^{-t\Delta_k(u)} \sim \sum_{k=0}^{\infty} c_k t^{-n/2+k} + \sum_N \sum_{\text{s. strata } k=0}^{\infty} d_k t^{-\dim N/2+k}
\]
for some \( c_k, d_k \in \mathbb{R} \) as \( t \to 0 \). The second sum is taken over the singular strata \( N \) of \( \mathcal{O} \). Putting together (20), (21) and (22), we obtain the following statement:
Theorem 3.1. Let $\mathcal{O}$ be a Riemannian orbifold, and let $g(u), u \in [0, 1]$ be a family of metrics on $\mathcal{O}$. Suppose the cohomology $H^j(\mathcal{O}; E)$ vanishes for all $j$. Furthermore, let $l_k(u)$ denote the constant term of the asymptotic expansion (22). Then

$$\frac{\partial}{\partial u} \log T_{\mathcal{O}}(h, g(u)) = -1/2 \sum_{q=0}^{\dim \mathcal{O}} (-1)^q l_q(u).$$

Corollary 3.2. Assume $\dim \mathcal{O}$ is odd and all its singular strata are odd-dimensional as well, for example $\mathcal{O} = \Gamma \backslash \mathbb{H}^{2n+1}$; see Proposition 2.1. Then $l_q(u) = 0$, and $\log T_{\mathcal{O}}(h, g(u))$ does not depend on $u$.

We will only need Corollary 3.2 for the families of metrics $g(u)$ from Example 3.1.

4. ANALYTIC AND $L^2$-TORSION

In this section we establish the asymptotic behavior of the analytic and the $L^2$-torsion for odd-dimensional hyperbolic orbifolds $\mathcal{O} = \Gamma \backslash \mathbb{H}^{2n+1}$. We will refer to some technical lemmas from Section 5. Our main results are the following two theorems.

Theorem 4.1. Let $\tau(m)$ be as in Definition 2.5. Then the difference between the analytic torsion $T_{\mathcal{O}}(\tau(m))$ and the $L^2$-torsion $T_{\mathcal{O}}^{(2)}(\tau(m))$ can be expressed as:

$$\log T_{\mathcal{O}}(\tau(m)) - \log T_{\mathcal{O}}^{(2)}(\tau(m)) = PE(m) + O(e^{-c_1m}), \quad m \to \infty$$

where $PE(m)$ is a pseudopolynomial in $m$ of degree $\frac{d^2 + d + 2}{2}$ with $d$ being the maximal dimension of a singular stratum of $\mathcal{O}$.

Theorem 4.2. We have that

$$\log T_{\mathcal{O}}^{(2)}(\tau(m)) = PI(m) + O(e^{-c_2m}), \quad m \to \infty,$$

where $PI(m)$ is a polynomial in $m$ of degree $\frac{n^2 + n + 2}{2}$, hence by Theorem 4.1:

$$\log T_{\mathcal{O}}(\tau(m)) = PI(m) + PE(m) + O(e^{-c_3m}), \quad m \to \infty.$$
Using [MP11, (8.4)], it follows that
\begin{equation}
\int_1^\infty t^{-1}K\left(\frac{t}{m}, \tau(m)\right) dt = O(e^{-m/8}), \quad m \to \infty.
\end{equation}

Putting together (23), (24) and (25), we obtain
\begin{equation}
\log T_\mathcal{O}(\tau(m)) = \frac{1}{2} \frac{d}{ds}\left(\frac{1}{\Gamma(s)}\int_0^1 t^{s-1}K\left(\frac{t}{m}, \tau(m)\right) dt\right)\bigg|_{s=0} + O(e^{-m/8}).
\end{equation}

We need to estimate \(K(t, \tau)\) for \(0 < t \leq 1\). By (12),
\begin{equation}
K\left(\frac{t}{m}, \tau(m)\right) = I\left(\frac{t}{m}, \tau(m)\right) + E\left(\frac{t}{m}, \tau(m)\right) + H\left(\frac{t}{m}, \tau(m)\right).
\end{equation}

By [MP14, (8.6)] the contribution from \(H\left(\frac{t}{m}, \tau(m)\right)\) to the first summand of the right hand side of (26) decays exponentially as \(m \to \infty\):
\begin{equation}
\frac{d}{ds}\left(\frac{1}{\Gamma(s)}\int_0^1 t^{s-1}H\left(\frac{t}{m}, \tau(m)\right) dt\right)\bigg|_{s=0} = O(e^{-c_2m}).
\end{equation}

From (14), (15), Remark 2.1 and Lemma 2.2 we obtain
\begin{equation}
I(t, \tau(m)) = 2 \text{vol}(\mathcal{O}) \sum_{k=0}^n (-1)^{k+1}e^{-t\lambda^2_{\tau(m),k}} \int_{\mathbb{R}} e^{-t\lambda^2} P_{\sigma_{\tau(m),k}}(i\lambda) d\lambda,
\end{equation}
\begin{equation}
E(t, \tau(m)) = 2 \sum_{\{\gamma\} \text{ elliptic}} \text{vol}(\Gamma_{\gamma} \setminus G_{\gamma}) \sum_{k=0}^n (-1)^{k+1}e^{-t\lambda^2_{\tau(m),k}} \int_{\mathbb{R}} e^{-t\lambda^2} P_{\sigma_{\tau(m),k}}^\gamma(i\lambda) d\lambda.
\end{equation}

For further estimates of (26) we need

**Lemma 4.4.** There exists \(C > 0\) such that
\begin{equation}
\int_0^1 t^{-1}I\left(\frac{t}{m}, \tau(m)\right) dt = \int_0^\infty t^{-1}I\left(\frac{t}{m}, \tau(m)\right) dt + O(e^{-Cm}),
\end{equation}
\begin{equation}
\int_0^1 t^{-1}E\left(\frac{t}{m}, \tau(m)\right) dt = \int_0^\infty t^{-1}E\left(\frac{t}{m}, \tau(m)\right) dt + O(e^{-Cm}),
\end{equation}
as \(m \to \infty\).

**Proof.** We repeat the estimate of (29) for the reader’s convenience [MP14, p. 24]. Recall that the polynomial
\begin{equation}
P_{\sigma(m),k}(t) = \sum_{i=0}^n a_{k,i}(m)t^{2i}
\end{equation}
and there exists \(C > 0\) such that
\begin{equation}
|a_{k,i}| \leq Cm^{2n+n(n+1)/2}
\end{equation}
for all \(k, i = 0, \ldots, n\) and \(m \in \mathbb{N}\). Applying this estimate to (28) and using that \(\lambda_{\tau(m),i} \geq m\) for \(i = 0, \ldots, m\) we get
\begin{equation}
\left|I\left(\frac{t}{m}, \tau(m)\right)\right| \leq Ce^{-c(m+t)}, \quad t \geq 1
\end{equation}
for some \(c > 0\) and hence
\begin{equation}
\int_1^\infty t^{-1}I\left(\frac{t}{m}, \tau(m)\right) dt = O(e^{-cm}), \quad m \to \infty.
\end{equation}

By Lemma 5.4 we get the same estimates for \(\int_1^\infty t^{-1}E\left(\frac{t}{m}, \tau(m)\right) dt\).

Using [MP14, Proposition 5] and (32), we obtain Lemma 4.3.
Lemma 4.5. [MP14, (5.15)] We have that \( \log T^{(2)}(\tau(m)) = \frac{1}{2}(MI(\tau(m))) \).

Theorem 4.6. We have that

\[ MI(\tau(m)) = PI(m), \quad ME(\tau(m)) = PE(m), \]

where \( PI(m) \) is the polynomial in \( m \) of degree \( \frac{n^2+n+2}{2} \), \( PE(m) \) is the pseudopolynomial in \( m \) of degree \( \frac{d^2+d+2}{2} \) with \( d \) being the maximal dimension of a singular stratum of \( O \).

Proof. Note that

\[ MI(\tau(m)) = \sum_{k=0}^{n} (-1)^{k} \int_{0}^{\lambda_{\tau(m),k}} P_{\sigma(\tau(m),k)}(t)dt, \]

\[ ME(\tau(m)) = \sum_{k=0}^{n} \sum_{\gamma \text{ elliptic}} (-1)^{k} \text{vol}(\Gamma_{\gamma} \backslash G_{\gamma}) \int_{0}^{\lambda_{\tau(m),k}} P_{\sigma(\tau(m),k)}(t)dt. \]

We estimate \( ME(\tau(m)) \) as in [MP11, Corollary 5.7]:

\[ \sum_{k=0}^{n} (-1)^{k} \int_{0}^{\lambda_{\tau(m),k}} P_{\sigma(\tau(m),k)}(t)dt = c(n)m \dim \tau(m) + O(m^{\frac{n(a+1)}{2}}), \]

where \( c(n) \) is as in [MP11, (2.24)]. It remains to estimate \( \sum_{k=0}^{n} (-1)^{k} \int_{0}^{\lambda_{\tau(m),k}} P_{\sigma(\tau(m),k)}(t)dt \). Let \( \gamma \) be an elliptic element as in (2). Recall that by definition of \( \lambda_{\tau(m),k} \)

\[ \lambda_{\tau(m),0} > \lambda_{\tau(m),1} > \ldots > \lambda_{\tau(m),n}. \]

Split the integrals

\[ \sum_{k=0}^{n} (-1)^{k} \int_{0}^{\lambda_{\tau(m),k}} P_{\sigma(\tau(m),k)}(t)dt = \int_{0}^{\lambda_{\tau(m),n}} \sum_{k=0}^{n} (-1)^{k} P_{\sigma(\tau(m),k)}(t)dt + \sum_{k=0}^{n} (-1)^{k} \int_{\lambda_{\tau(m),n}}^{\lambda_{\tau(m),k}} P_{\sigma(\tau(m),k)}(t)dt. \]

We calculate the first summand in (34). By Lemma 5.2 it follows that \( \sum_{k=0}^{n} (-1)^{k} P_{\sigma(\tau(m),k)}(t) \) does not depend on \( t \), hence

\[ \sum_{k=0}^{n} (-1)^{k} \int_{0}^{\lambda_{\tau(m),n}} P_{\sigma(\tau(m),k)}(t)dt = \lambda_{\tau(m),n} \cdot \sum_{k=0}^{n-1} P_{\sigma(\tau(m),k)}(t) = (\tau_{n+1} + m) \cdot \sum_{k=0}^{n-1} P_{\sigma(\tau(m),k)}(t). \]

The second equality is due to (16). Hence by Lemma 5.3 the expression in (35) is a pseudopolynomial of order \( \leq \frac{d^2-d+2}{2} \). We are left to understand \( \int_{0}^{\lambda_{\tau(m),n}} P_{\sigma(\tau(m),k)}(t)dt \). By Lemma 5.5

\[ \left| m^{d(d-1)/2} \int_{0}^{\lambda_{\tau(m),n}} \frac{P_{\sigma(\tau(m),k)}(t)}{m^{d(d-1)/2}} dt \right| \leq m^{d(d+1)/2} \cdot (\lambda_{\tau(m),k} - \lambda_{\tau(m),n}) \cdot O(1) = O(m^{(d^2+d+2)/2}), \]

that proves the theorem.

Theorems 4.1 and 4.2 follow from Lemmas 4.3, 4.5 and Theorem 4.6.

5. Some technical lemmas

In this section we collect the technical lemmas which have been used in the proof of Theorem 4.6, namely Lemmas 5.2, 5.3, 5.4 and 5.5. First, we need an explicit form of polynomials \( P_{\beta}^{\gamma}(\nu) \). For this, recall that the Killing form on \( g \times g \) is defined by \( B(X, Y) = \text{Tr} (\text{ad}(X) \circ \text{ad}(Y)) \). For \( \alpha \in \Delta^{+}(g_{C}, h_{C}) \) as in (5) there exists a unique \( H_{\alpha}^{\prime} \in g_{C} \) such that \( B(H, H_{\alpha}^{\prime}) = \alpha(H) \) for all \( H \in g_{C} \). Denote \( H_{\alpha} := \frac{2}{\alpha(H_{\alpha}^{\prime})} H_{\alpha}^{\prime} \). Let \( \gamma \in \Gamma \) be as in (2); without loss of generality assume that all \( \varphi_{i} \) are different. Then the stabilizer \( G_{\gamma} \) of \( \gamma \) is equal to \( T^{d} \times SO_{0}(1, 2d - 1) \). The root system for \( G_{\gamma} \) equals

\[ \Delta_{\gamma}(g_{C}, h_{C}) = \{ \pm e_{i} \pm e_{j}, 1 \leq i < j \leq d \}. \]
We fix the positive system of roots by
\[ \Lambda^+(g_C, h_C) = \{\pm(e_i + e_j), 1 \leq i < j \leq d}\].

Let \(W\) be the Weyl group of \(\Delta(m_C, b_C)\) as in (4) and let the half-sum of positive roots \(\rho_M\) be as in (6). For convenience, denote by \(\Lambda\) the highest weight of a representation \(\sigma \in \hat{M}\).

**Proposition 5.1.** [Fed15] In the above notation,
\[
P^*_\sigma(\nu) = \sum_{s \in W} \det(s) \prod_{\alpha \in \Lambda^+_\gamma} (\alpha, -s(\Lambda + \rho_M) - iv_1)\zeta_{-s(\Lambda + \rho_M) - iv_1}(\gamma).
\]

For convenience we denote
\[
A(\Lambda, \nu) := \prod_{\alpha \in \Lambda^+_\gamma} (\alpha, -\Lambda - iv_1), \quad B(\Lambda) = \zeta_{-\Lambda - iv_1}(\gamma).
\]

Note that if \(\Lambda = v_2e_2 + \ldots v_{n+1}e_{n+1}\), then (37) becomes:
\[
A(\Lambda, \nu) = \prod_{2 \leq i \leq d} (-\nu^2 - \nu_j^2) \prod_{2 \leq i < j \leq d} (\nu_i^2 - \nu_j^2), \quad B(\Lambda) = e^{-i(v_{d+1}\phi_{d+1} + \ldots v_{n+1}\phi_{n+1})}.
\]

We see that \(A(\Lambda, \nu)\) is an even polynomial in \(\nu\) of order \(2(d-1)\).

**Lemma 5.2.** The expression \(\sum_{k=0}^n (-1)^k P_{\tau(m),k}(\nu)\) does not depend on \(\nu\).

**Remark 5.1.** Compare with [Pfa12, Corollary 9.9] for the same result for \(\sum_{k=0}^n (-1)^k P_{\tau(m),k}(\nu)\).

**Remark 5.2.** Every summand is a polynomial of order \(2(d-1)\) in \(\nu\), but the whole sum does not depend on \(\nu\).

**Lemma 5.3.** The expression \(\sum_{k=0}^n (-1)^k P_{\tau(m),k}(\nu)\) is a pseudopolynomial in \(\nu\) of order \(d(d-1)/2\).

**Remark 5.3.** Note that taking \(\gamma = \text{id}\) is equivalent to \(d = n+1\). Then the sum \(\sum_{k=0}^n (-1)^k P_{\tau(m),k}(\nu) = \sum_{k=0}^n (-1)^k P_{\tau(m),k}(\nu)\) is a polynomial in \(\nu\) of order \(n(n+1)/2\), which is asymptotically \(\dim(\tau(m))\) as \(m \to \infty\); compare [MP11, Corollary 1.4].

**Lemma 5.4.** Let
\[
P_{\tau(m),k}(\nu) = \sum_{i=0}^d a_{i,m}^k \nu^{2i},
\]
then there exists \(C > 0\) such that
\[
|a_{i,m}^k| \leq C m^{2(d-1)+d(d-1)/2}.
\]

**Lemma 5.5.** There exists \(C_1 > 0\) such that for any \(k = 0, \ldots, n\) and \(\nu \in [\lambda_n, \lambda_k]\)
\[
P_{\tau(m),k}(\nu)m^{-\frac{d(d-1)}{2}} < C_1.
\]

For brevity put \(\lambda_i := \lambda_{\tau(m),i}\) for \(i = 0, \ldots, n\), where \(\lambda_{\tau(m),i}\) is as in (16). Then by Definition 2.5, (6) and (16)
\[
\Lambda(\sigma_{\tau(m),k}) + \rho_M = \sum_{i=2}^{k+1} \lambda_{i-2}e_i + \sum_{i=k+2}^{n+1} \lambda_{i-1}e_i.
\]

Substituting (37) to (36), we obtain
\[
\sum_{k=0}^n (-1)^k P_{\tau(m),k}(\nu) = \sum_{k=0}^n \sum_{s \in W} (-1)^k \det(s) A(s \cdot \Lambda(\sigma_{\tau(m),k}) + \rho_M, \nu) B(s \cdot \Lambda(\sigma_{\tau(m),k}) + \rho_M).
\]
Proof of Lemma 5.2. Collect the summands in the right hand side of (40) into groups as in Definition 5.1; Lemma 5.2 follows from Proposition 5.6 below, which states that each group separately does not depend on $\nu$.

**Definition 5.1.** Fix some $(k, s) \in \{0, \ldots, n\} \times W$. Denote
\[
U(k, s) := \{(k', s') \in \{0, \ldots, n\} \times W \mid B(s \cdot (\Lambda(\sigma(m), k) + \rho_M)) = B(s' \cdot (\Lambda(\sigma(m), k') + \rho_M))\}.
\]

**Proposition 5.6.** The sum
\[
\sum_{(k', s') \in U(k, s)} A(s' \cdot (\Lambda(\sigma(m), k') + \rho_M), \nu)
\]
does not depend on $\nu$.

**Proof.** Recall that $W$ acts by permutations and even number of sign changes. Note that if $w \in W$ acts by sign changes, then by (38)
\[
A(\Lambda, \nu) = A(w \cdot \Lambda, \nu).
\]
Hence it is sufficient to prove Proposition 5.6 for $U(k, s) \cap \{0, \ldots, n\} \times W'$ instead of $U(k, s)$, where $W'$ is a subgroup of $W$ that acts by permutations.

Fix $k \in \{0, \ldots, n\}$, then $s(\Lambda(\sigma(m), k) + \rho_M)$ spans $g_2 e_2 + \ldots + g_{n+1} e_{n+1}$ as $s \in W'$, where $(g_2, \ldots, g_{n+1})$ is an arbitrary permutation of the set $(\lambda_0, \lambda_1, \ldots, \lambda_k, \ldots, \lambda_n)$. Now fix some
\[
(41) \quad \lambda_{\eta(d+1)}, \lambda_{\eta(d+2)}, \ldots, \lambda_{\eta(n+1)} \in \{\lambda_0, \lambda_1, \ldots, \lambda_k, \ldots, \lambda_n\}
\]
with $\lambda_{\eta(i)} \neq \lambda_{\eta(j)}$ as $i \neq j$; without loss of generality assume that $\eta(d+1) < \eta(d+2) < \ldots < \eta(n+1)$. Then there exists $w \in W'$ and $k' \in [0, n]$ such that
\[
B(-w(\Lambda(\sigma(m), k') + \rho_M)) = e^{\phi_1 \lambda_{\eta(d+1)} + \ldots + \phi_{n+1} \lambda_{\eta(n+1)}}.
\]
By (38),
\[
U(w, k') = \left\{ s \in W', k \in [0, n] \mid \sum_{i=0}^{\lfloor \eta(d+1)/2 \rfloor} \lambda_{\nu(i)} e_{2i} + \sum_{i=1}^{\lfloor \eta(d+2)/2 \rfloor} \lambda_{\nu(i)} e_{2i} + \sum_{i=\lfloor \eta(d+1)/2 \rfloor+1}^{\eta(n+1)} \lambda_{\eta(i)} e_{2i+1} + \sum_{i=\eta(d+2)+1}^{n+1} \lambda_{\eta(i)} e_{2i+1} \right\},
\]
for some $\nu(i) \in \{0, 1, \ldots, \hat{k}, \ldots, n\}$, $i \in [2, d]$ such that $\nu(i) \neq \nu(i')$ for $i \neq i'$ and $\nu(i) \neq \eta(j)$ for any $j \in [d+1, n+1]$. Note that if $(s, \kappa) \in U(w, k')$, then by (41) and (42)
\[
(43) \quad \kappa \in K := \{0, 1, \ldots, n\} \setminus \cup_{i=d+1}^{n+1} \{\eta(i)\}.
\]
Let $(s, \kappa) \in U(w, k)$. Put $\eta(d) := -1$ and $\eta(n+2) := n+2$. Let $\eta(d+B) < \kappa < \eta(d+B+1)$ for some $B = 0, \ldots, n-d+1$.

**Definition 5.2.** For convenience set $(\phi_2|\phi_3|\ldots|\phi_d) := \phi_2 e_2 + \ldots + \phi_d e_d$.

By (42)
\[
s_\kappa(\Lambda_{\sigma(m), k} + \rho_M) = \Lambda_\kappa + \lambda_{\eta(d+1)} e_{d+1} + \ldots + \lambda_{\eta(n+1)} e_{n+1},
\]
where
\[
\Lambda_\kappa = (\lambda_0|\lambda_1|\ldots|\lambda_{\eta(d+1)}|\ldots|\lambda_{\eta(d+B+1)}|\ldots|\lambda_{\eta(n+1)}|\ldots|\lambda_n),
\]
and all its possible permutations. Note
\[
A(\Lambda_\kappa + \lambda_{\eta(d+1)} e_{d+1} + \ldots + \lambda_{\eta(n+1)} \nu) = \prod_{i \in K, i \neq k} (-\nu^2 - \lambda_i^2) \prod_{0 \leq i < j \leq n, i, j \in K \setminus \{k\}} (\lambda_i^2 - \lambda_j^2)
\]
This is a polynomial of degree $2(d-1)$. We are interested in its values at the $2d$ points $\nu = \pm i \lambda_j$, $j \in K$:
\[
A(\Lambda_\kappa, \pm i \lambda_j) = 0, \quad j \in K \setminus \{\kappa\},
\]
\[
A(\Lambda_\kappa, \pm i \lambda_\kappa) = (-1)^{k-B} \prod_{0 \leq i < j \leq n, i, j \in K} (\lambda_i^2 - \lambda_j^2).
\]
It remains to compute the determinant of the permutation $s_κ$ that takes

$$(\lambda_0|\lambda_1|\ldots|\lambda_{\eta(d+1)}|\ldots|\lambda_{\eta(d+B)}|\ldots|\kappa|\ldots|\lambda_{\eta(d+B+1)}|\ldots|\lambda_{\eta(n+1)}|\ldots|\lambda_n|\lambda_{\eta(d+1)}|\ldots|\lambda_{\eta(n+1)}),$$
to

$$(\lambda_0|\lambda_1|\ldots|\kappa|\ldots|\lambda_n),$$
which equals

$$\det s_κ = (-1)^{d-\eta(d+1)}(-1)^{d-\eta(d+B)+1}\ldots(-1)^{d-\eta(d+B)+1+B+1}\ldots(-1)^{d-\eta(n+1)+(n-d+1)} = (-1)^B(-1)^{d-\eta(d)+1}\cdot(-1)^{d-\eta(d)+2}\ldots(-1)^{d-\eta(n+1)+(n-d+1)} = (-1)^B \det s_0.$$ Summing up over $κ$, we obtain

$$\sum_{κ \in K} \det(s_κ) (-1)^κ A(Λ_κ, ν) = \sum_{κ \in K \cap (η(d+B), η(d+B+1))} (-1)^κ (-1)^B \det(s_0) A(Λ_κ, ν).$$
This is a polynomial of order $2(d-1)$. Substituting $ν = ±iκ, k' ∈ K$ and using (44), we get

$$\sum_{κ \in K} \det(s_κ) (-1)^κ A(Λ_κ, ±iκ') = (-1)^κ (-1)^B \det(s_0) (-1)^k \prod_{0 ≤ i<j ≤ n, i,j \in K} (\lambda_i^2 - \lambda_j^2) = \det(s_0) \prod_{1 ≤ i<j ≤ n, i,j \in K} (\lambda_i^2 - \lambda_j^2).$$
does not depend on $k'$, so the polynomial $\sum_{κ \in K} \det(s_κ) (-1)^κ A(Λ_κ, ν)$ of order $2(d-1)$ has the same values at $2d$ points, hence it does not depend on $ν$. All the possible permutations of $Λ_k$ are considered in the same way. $\square$

Proof of Lemma 5.3. By the proof of the previous lemma it suffices to consider

$$(45) \quad A(Λ_0, ±iλ_0) = \prod_{0 ≤ i<j ≤ n, i,j \in K} (\lambda_i^2 - \lambda_j^2).$$

We need to estimate its order as $m → \infty$. Recall that

$$λ_i = m + τ_i + 1 + n - i,$$
then $λ_i^2 - λ_j^2$ has a linear growth in $m$. The set $K$ consists of $d$ elements, hence (45) is the product of $\frac{d(d-1)}{2}$ factors of linear growth, hence

$$A(Λ_0, ±iλ_0) = O(m^{\frac{d(d-1)}{2}}), \quad m → \infty.$$ $\square$

Proof of Lemma 5.4. Proceed with the same considerations as in Lemma 5.3. $\square$

Proof of Lemma 5.5. To prove the lemma we need to estimate

$$\prod_{1 ≤ j ≤ n, j \in K} \frac{(-ν^2 - \lambda_j^2)}{m^{d(d-1)/2}} \prod_{1 ≤ i<j ≤ n, i,j \in K} (\lambda_i^2 - \lambda_j^2).$$
First note that

$$\prod_{1 ≤ i<j ≤ n, i,j \in K} \frac{(\lambda_i^2 - \lambda_j^2)}{m^{\frac{(d-1)(d-2)}{2}}} = \prod_{1 ≤ i<j ≤ n, i,j \in K} \frac{(\lambda_i^2 - \lambda_j^2)}{m},$$
is bounded for every $K$ and $m$. Second,

$$\prod_{1 ≤ j ≤ n, j \in K} \frac{(-ν^2 - \lambda_j^2)}{m^d} = \prod_{1 ≤ j ≤ n, j \in K} \frac{(-ν^2 - \lambda_j^2)}{m}.$$ To estimate the latter note that

$$λ_i^2 - λ_j^2 ≤ ν^2 - λ_j^2 ≤ λ_i^2 - λ_j^2, \quad 1 ≤ j ≤ n, j \in K,$$
hence
\[
\frac{|\nu^2 - \lambda_j^2|}{m} \leq \frac{|\lambda_k^2 - \lambda_j^2| + |\lambda_k^2 - \lambda_m^2|}{m}.
\]

Note that this expression is bounded for every \( j \) and \( m \); this proves the lemma. \( \square \)

**Appendix A. Deformation of a metric on the cone**

The goal of this appendix is to give an example to Remark 3.1. Let \( g(u) \), \( u \in [0, 1] \) be a family of metrics on the cone \( M = S \times [0,1] \), where \( S \) is a unit circle. As before, define
\[
T(u) : f \mapsto f \cdot \sqrt{\rho}, \quad \sqrt{\rho} = \left( \frac{\det g(0)}{\det g(u)} \right)^{1/4}.
\]
Consider the corresponding family of Laplace-Beltrami operators \( \Delta(u) \); note that they are not essentially self-adjoint \([dV82]\). The main goal of this section is to show that although \( f \equiv 1 \) obviously belongs to the domain of \( \Delta(u) \), the function \( [T(u)]f \) does not belong to the maximal extension of \( \Delta(0) \), that is \( H^2(M,g_0) \). To prove this, it is sufficient to show that \( [T(u)]f \notin H^1(M,g_0) \) or, even weaker, that \( \|\nabla T(f)\|_{L^2(M,g_0)} = \infty \). Now let \( g(u) = dt^2 + l(u,t)d\phi^2 \), \( t \in [0,1] \) and \( \phi \in S \) for arbitrary \( l(u,t) \). Then
\[
\sqrt{\rho} = \left( \frac{l(0,t)}{l(u,t)} \right)^{1/4}.
\]
Let \( f \equiv 1 \), and suppose \( l(u,t) \) does not depend on \( \phi \),
\[
|\nabla (\sqrt{\rho})|^2 = \left( \frac{\partial}{\partial t} \left( \frac{l(0,t)}{l(u,t)}^{1/4} \right) \right)^2, \quad \|\nabla T f\|_{L^2(M,g(0))} = \int_0^1 \left( \frac{\partial}{\partial t} \left( \frac{l(0,t)}{l(u,t)}^{1/4} \right) \right)^2 \cdot (l(0,t))^{1/2} dt.
\]
Let \( l(u,t) = u \cdot t^{1/2} + t \), then
\[
\|\nabla T f\|_{L^2(M,g(0))} = \int_0^1 \frac{u^2}{64 t^{5/4} (\sqrt{t} + u)^{5/2}} dt = \infty.
\]
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