The ability to create and manipulate Domain Walls (DWs) in ferromagnetic nanostructures introduces important prospects for applications in computation logic, magnetic storage, as well as for the development of functional elements in novel magnetic sensors. Since the DW displacement is influenced more strongly by the external field than the magnetization rotation, a higher sensitivity of DW-based devices to low signals is expected than in conventional field sensors. Particularly interesting is the possibility of employing DW-based devices for the detection and manipulation of magnetic nanoparticles, which are widely used for tagging molecules or cells.

For all the mentioned applications, it is essential that DWs are nucleated and manipulated in a highly controllable way. The success of these technologies largely relies on absolute understanding of DW properties as well as the ability to reproducibly create the same type of DWs in given physical conditions and fully control their dynamics. In soft magnetic materials, the accurate and reproducible control of DW position is typically related to the presence of geometrical constrictions, which act as pinning sites for DW formation. A common oversight, however, is that a precise process of pinning and depinning of a DW in the magnetic nanostructure requires exactly the same starting conditions at each time the experiment is conducted.

In this paper, magnetoresistance (MR) measurements are used to characterize the DW behavior in L-shaped Permalloy (Py) nanowires, which were previously proposed for nanoparticle detection as well as magnetic logic applications. The geometry of the device allows the formation of a stable DW, which then propagates along one of the device arms by application of external magnetic fields. Because of the anisotropic magnetoresistance (AMR) effect, which manifests in a dependence of the electrical conductivity on the local orientation of the current flow and magnetization direction, resistance changes can be correlated with changes in the magnetization state of the structure. By measuring the resistance variations, it is possible to detect a DW and measure its interaction with additional magnetic fields, for example the one generated by a nanoparticle placed near the corner of the device.

A complete state space map for a 150-nm wide device has been measured using the AMR effect. Different magnetization states have been identified as a function of the applied field magnitude and orientation as well as previous history of the device. The boundaries between different states, which are related to sharp resistance jumps, correspond to changes in the magnetization configuration. While the majority of such boundaries demonstrate regular and reproducible transitions between the main states, which are clearly more suitable for sensing...
applications, some of the boundaries are characterized by a stochastic behavior and irregularity of the switching fields. Using the state space map it is possible to identify DW pinning and depinning fields depending on the initial state of the device and predict the evolution of the magnetic state under the application of external magnetic field. The latter property allows avoiding conditions with highly stochastic transitions, while identifying the best ones for sensing applications.

Experimental results have been accompanied by combined micromagnetic - magnetotransport modelling, which shows a good agreement with measured AMR signals and is used to identify different magnetization states.

Results
An SEM image of a typical L-shaped nanodevice with a schematic of the electrical contacts is shown in Fig. 1 (see Methods for more information).

Remanent magnetic states. Stable magnetic states at zero field have been imaged using a Magnetic Force Microscopy (MFM) technique (Fig. 2). To create these states, a positive field of 17 mT is applied along the direction indicated by the white arrows in Fig. 2. The observed magnetization configurations are in agreement with the results obtained on similar devices using Magnetic Kerr Effect Microscopy16,17.

Figure 2a shows a DW pinned at the corner of the device with the magnetization of the arms in a head-to-head configuration. This configuration is ascribed as state $[-1,-1]$ referring to the magnetization orientation in the two arms, which is pointing towards the corner in respect to the $(x, y)$ axes (Fig. 2c, inset). Figure 2b displays a state with no DW, in a head-to-tail configuration of the arms, with some inhomogeneity at the corner, overall reflecting a gradual spatial change of the magnetization from one arm to another. This state is named $[1,-1]$. Figure 2c shows a DW in a tail-to-tail configuration of the arms, or state $[1,1]$. Finally, Fig. 2d depicts a state $[-1,1]$ with no DW at the corner. The magnetization of the MFM tip does not change through the experiment, allowing proper comparison of all four possible stable states.

Magnetoresistance measurements. We present two types of AMR experiments accompanied by micromagnetic and magnetotransport modeling, which analyze the magnetization states and DW dynamics in the studied nanodevices. In the first type of experiment (an angular mapping of MR curves), typical MR hysteresis loops17,18 were measured for different angular orientations $\beta$ of the applied field, i.e. $0^\circ < \beta < 90^\circ$ and $90^\circ < \beta < 180^\circ$ where $\beta$ is the angle between the applied field and the x-arm (Fig. 3 insets). The objective of this experiment is to identify conditions for generating all of stable states. In the second type of experiment (state space map), one of the four main domain configurations (Fig. 2) was preset initially. Then the device resistance was measured, while the magnetic field was ramped up at a certain angular orientation. The aim of this experiment is to test all combinations of initial magnetization states and orientations of the applied field in order to build a complete state space map of the device, where both the magnitude and orientation of the field change in small steps. Such state space maps can be used to predict the evolution of the device in a varying magnetic field without the need for additional transport measurements.

Angular mapping of MR curves. In this experiment, the magnetic field is ramped up and down for a fixed angle $\beta$ (see Fig. 3 insets), while the electrical resistance is measured across the corner17,18. It is important to note that the geometry of the device implies two-fold symmetry of the experimental results making field orientations separated by $180^\circ$ identical. Due to this geometry, two different
types of reversal mechanisms were observed in an AMR hysteresis loop as a function of device orientation.

Angles $0^\circ < \beta < 90^\circ$. MR measurements were performed for $0^\circ < \beta < 90^\circ$ in 0.9° steps with the magnetic field changing from −120 to 120 mT in 0.6 mT steps. Figure 3 shows the experimental and modeling results obtained for four representative angles. The micromagnetic modeling was performed using typical magnetic parameters for Py, i.e. setting the magnetization saturation and the exchange constant at 860 kA/m and 13 pJ/m, respectively, and excluding magnetocrystalline anisotropy term. In agreement with the thickness dependence of Py electrical properties, the magneto-transport simulations have been performed by fixing $\sigma_0$ (the electrical conductivity when the material is saturated due to an external field orthogonal to the current flow) to 4 MS/m (i.e. the resistivity to 25 $\mu\Omega$ cm). The modeled magnetoresistance curves reported in the following have been obtained by setting the AMR ratio at 1%, after a preliminary parametric analysis oriented to the determination of the value that leads to the best agreement with the experimental results. This value belongs to the parameter range

![Figure 3](image-url)

**Figure 3** Measured and simulated AMR curves for $\beta = 10^\circ$ a), $\beta = 20^\circ$ b), $\beta = 30^\circ$ c) and $\beta = 45^\circ$ d). The black line represents the sweeping of the magnetic field from negative to positive values, while the red line shows the descending field branch. Insets show schematic orientation of the device with respect to the magnetic field.
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**Figure 4** Computed magnetization spatial configurations at the device corner for the equilibrium points indicated in Fig. 3a at $\beta = 10^\circ$. 
typical for Py, which varies from 1 to 5%, depending on the amount of nickel in the alloy. The magnetic field in the simulations was changed in 1.6 mT steps. For these experimental and modeling parameters, a very good agreement is reached for both the shape of the AMR curves and the electrical resistance values. This confirms that in Py nanodevices the MR properties are dominated by the AMR effect.

Using the magnetic domain configuration obtained by micromagnetic modeling, it is possible to interpret AMR curves in terms of DW pinning/depinning processes. In the AMR curves presented in Fig. 3a, a number of equilibrium points have been labeled together with the corresponding magnetization states. The detailed magnetic configuration of the device at these points is shown in Fig. 4. Following the black line in Fig. 3a, starting from a high negative field value at point A (i.e. the maximum applied field is $-120$ mT, while point A is $-75$ mT), the horizontal arm is uniformly magnetized along the x-negative axis, while the magnetization in the other arm is aligned at a certain angle with respect to the field direction. This state corresponds to a low resistance value. When moving towards remanence (point B at 0 mT), the magnetization of the vertical arm becomes parallel to the y-axis, hence increasing the resistance. The state $[1,-1]$ corresponds to a DW pinned at the corner, where magnetizations of both arms are aligned along x and y axes. Point C (in the range 17.0–22.5 mT (±1 mT) depending on the exact angle) indicates depinning of the DW from the corner and the transition to state $[1,1]$. Switching of the horizontal arm is favored at small angles $\beta<45^\circ$, since in this case the component of the magnetic field along the x-axis is higher. When the magnetic field increases further, in point D (in the range 52–55 mT (±1 mT)) the vertical component of the magnetic field is high enough to allow the second switching event and the consequent pinning of another DW. This corresponds to a state $[1,1]$. Between equilibrium points C and D the resistance reaches the highest value because of the AMR effect (magnetization and current density vectors are nearly parallel). After point D, the resistance gradually decreases with the field, due to the rotation of the magnetization towards the external field direction. As the field increases, the magnetization tends to deviate from the easy direction, starting from the arm aligned along the y-axis, since it experiences the highest transversal magnetic field (point E). A symmetrical behavior is observed when the external field is swept from high positive to high negative fields (red curve, in Fig. 3a) for both simulated and experimental data.

For the other angles shown in Fig. 3, the behavior is qualitatively the same as presented in Fig. 3a. However, when the angle $\beta$ increases from 0° to 45°, the range of fields between equilibrium points C and D (i.e. the high resistance range characterized by the absence of the DW) gets progressively narrower. For example, for $\beta = 0^\circ$ the difference between points C and D is maximal, $\sim 108$ mT (i.e. point C is at $\sim 21$ mT and D is at $\sim 129$ mT), while at $\beta = 45^\circ$ this difference is nearly zero, i.e. both C and D transitions occur almost at the same field of $\sim 21$ mT. This demonstrates that the state without a DW becomes energetically favorable only in a very narrow range of magnetic fields for this geometrical configuration. A similar sequence of pinning/depinning events and their angular dependence were observed by others as well as in our Magneto Optical measurements on identical Py devices, where switching of the individual arm’s magnetization can be directly measured.

Angles $90^\circ < \beta < 180^\circ$. The same type of experiment was repeated for angular orientations $90^\circ < \beta < 180^\circ$, where a significant change in the switching pattern was observed. An example of the AMR curves modeled and measured at $\beta = 95^\circ$ and relevant computed magnetic domain configurations are shown in Fig. 5. Using these results, the different shapes of AMR curves can be interpreted as a change in the
order of pinning/depinning events, similar to the experiments described before. For angles $90^\circ < \beta < 180^\circ$ (and $270^\circ < \beta < 360^\circ$), a high magnetic field (120 mT in this case) leads to a magnetization state without a DW at the corner. As the magnetic field increases, first pinning of a DW indicated by a decrease in the resistance is observed at point B (in the range 21–33 mT ($\pm 1$ mT)), which is followed by a depinning event at point C seen as the associated resistance increment (in the range 35–141 mT ($\pm 1$ mT)), see Fig. 5.

Complete angular mapping. Using the setup described above, 10 consecutive MR loops have been measured for each orientation at $0^\circ < \beta < 180^\circ$ with a step of 1.8°. The averaged hysteresis loops resulting from these measurements are shown in Fig. 6 where the color scale represents the resistance of the device. To clarify the results, the sweeping of the magnetic field from positive to negative values is plotted in the left-side panel, while the sweeping from positive to negative is reported in the left-side one. The DW pinning and depinning processes are observed as sharp borders between the areas of different shading. In the same figure, the different magnetization states as well as the pinning/depinning fields extracted from simulations have been marked.

The maps in Fig. 6 demonstrate an angular dependence of the reversal mechanism in the L-shaped Py nanostructure and agree well with reported results for non-interacting Py nanowires of similar width and thickness. For $0^\circ < \beta < 90^\circ$ (Fig. 6 lower part of the maps), the first resistance jump (DW depinning) occurs at 17–21 mT ($\pm 1$ mT) and is nearly independent of $\beta$ (i.e. variation is below 5 mT). On the contrary, the DW pinning field associated with the second resistance jump is strongly influenced by $\beta$ and varies smoothly in the range 23–130 mT ($\pm 1$ mT). This angular dependence is related to the component of the applied field along the direction of each arm. The pinning/depinning event corresponds to the switching of an individual arm. For one arm, the switching field is a function of $\cos(\beta)$, while for the other one, it is a function of $\cos(\pi/2-\beta)$. These dependencies are swapped at $45^\circ$ and $135^\circ$. This consideration explains why the first resistance jump is only weakly influenced by the angular orientation. However, a larger influence is expected when the nanowire width is reduced, due to the increase in the arm coercivity and, consequently, in the field leading to magnetization reversal. The lowest field values are reached at $\beta = 45^\circ$. In this case, the two critical fields are of approximately the same value, $\sim 21 \pm 1$ mT. This is due to the fact that the magnetization reversal takes place nearly simultaneously in both arms due to the device symmetry, as also demonstrated in Fig. 3d. A similar situation is observed for $90^\circ < \beta < 180^\circ$ where, however, the characteristic behavior of pinning/depinning fields is swapped (Fig. 6 upper part of the maps). In this case, the DW pinning field has a small angular dependence, changing in the range 21–33 mT ($\pm 1$ mT), while the DW depinning field is characterized by a strong angular dependence, changing in the range 35–141 mT ($\pm 1$ mT).

The averaging procedure used here reduces the fine effects related to the internal structure of the DW. These effects appear stochastically during measurements and are experimentally observed as pinning/depinning events taking place at different fields. It also minimizes the effects of fabrication and film growth defects, however some fine features seen in Fig. 6 still can be attributed to such device/material defects and inhomogeneities.

The angular dependence of DW pinning/depinning fields has also been studied using magnetotransport simulations, which show a very good agreement with experimental data for both angular ranges (see dots in Fig. 6 and Ref. 18). While the modelling results describe the main experimental tendency very well, there are still some additional experimental features not reflected in the modelling (see, e.g. Fig. 6 transitions at $\sim 10^\circ$ and $80^\circ$, where pinning events occur at a lower than expected value). Since the measurements have been averaged, these differences can be attributed to defects in the structure (i.e. edge roughness or internal defects). However, some minor features, for example low-field transitions around $\beta = 135^\circ$, are not observed in the simulations. These features could be attributed to development of a quasi-single domain state in low fields. An evidence for this can be seen as an additional domain sub-structure occupying a small part of the device corner in the remanent state after application of the field at $\beta = 135^\circ$ (see, e.g. Fig. 2b and d). As the field evolves, these substructures propagate through the device causing the additional steps of the magnetoresistance.

We further separate the influence of defects and the stochastic behavior. Fig. 7a shows individual (i.e. not averaged) space state maps for two different devices of the same width $w = 150$ nm.

Figure 6 | Averaged 2D maps of the AMR dependence on the angular orientation $\beta$ and the magnitude of the external magnetic field. The field sweeps from a high positive to a high negative value (left) and vice versa (right). Magnetization states are identified in respect to x-y axis, see Fig. 3a. The calculated DW pinning/depinning fields are identified by square and dot symbols, as specified in the legend.
The figure demonstrates that minor individual pinning/depinning events might change stochastically between individual measurement runs. However, overall ‘shape’ of the space state and reliable working points remain the same for both devices (for example, in all cases $\beta = 45^\circ$ and $B = 60$ mT corresponds to a state $[1,1]$).

To compare the effect of width variation, Fig. 7b shows space state maps of two different devices with $w = 100$ nm (right) and 200 nm (left). From analyses of Fig. 7, we conclude that the qualitative behaviour remains the same in the studied width range. Additionally, we observe reduction in the absolute values of pinning/depinning fields as well as in the difference between them as the device width increases. Thus, for the presented width range, the stochastic behavior is not significantly affected by variations in the domain wall structure.

The results shown in Fig. 6 and 7 allow to predict the behavior of the device upon exposure to the either large or small external magnetic fields, corresponding to major or minor hysteresis loops (i.e. switch of both or only one arm, respectively) as reported by Donolato et al. In more complex situations, where both the magnitude and orientation of the magnetic field change at the same time, a state-space map similar to the one presented in the next section is needed.

**State space map.** The experiments described above allow understanding of the behavior of the device and the study of its evolution under different experimental conditions but not when both the magnitude and orientation of the magnetic field are changed at the same time. Thus, the second type of experiment is performed to create a state space map linking the changes in resistance of the device with its magnetization state. This experiment allows to predict the DW evolution under a time-dependent external magnetic field that changes both magnitude and orientation, bearing in mind a significantly higher velocity of DW motion in comparison with the typical ramping time of the magnetic field.

A complete state space map is shown in Fig. 8a. The main difference with the previous results (Fig. 6) is that the device was initially set into one of the four stable and well-defined states, by applying first

Figure 7 | Single (i.e. not averaged) space state maps for different devices, showing the effect of the stochastic behaviour between individual measurements and the width dependence of the pinning/depinning fields: a) two different devices of 150-nm width; b) devices with the width of 200 nm (left) and 100 nm (right).
a large external magnetic field (120 mT) at either 45° or 135° (as previously confirmed by MFM in Fig. 2 and AMR in Fig. 6). The state of the device is then changed by applying another field at a fixed angle 0° < β < 180°, while recording the device resistance. This procedure is repeated using all the four identified stable states as initial configurations and for all orientations of the second field. Data from Fig. 6 is used to identify the exact conditions (i.e. magnitude and orientation of the external field) needed for generating each of the stable states. For example, to create a tail-to-tail state at zero field (state [1,1]), the device should be placed at an angle 40°, β, 50° and magnetic field B $\leq$ 60 mT (under these conditions state [1,1] is always observed experimentally, see Fig. 6). Alternatively, to create a head-to-head configuration (state [1,1]), the device should be put at an angle $40^\circ$ < $\beta$ < $50^\circ$ and magnetic field B $\geq$ 60 mT. To create head-to-tail and tail-to-head configurations (i.e. [1,-1] and [-1,1], respectively) the same procedure can be used, using $140^\circ$ < $\beta$ < $150^\circ$ and B $\geq$ 60 mT or B $\leq$ -60 mT, respectively.

Figure 8 also demonstrates how different initial magnetization states may evolve into other states (see Fig. 8b for angular orientations and state configurations). Using the same principle as before, two magnetization configurations are considered identical if the transition between them occurs without a sharp change in the resistance (i.e. no pinning/depinning of DW is involved in the process) and without saturating the magnetization by the external magnetic field. No new stable states were observed during the measurement of the map. Thus, the state space can be considered complete, in the sense that the device always evolves only into one of the already known states.
Table I | The orientation and magnitude of the applied field for the arbitrary path selected in Fig. 8a and extracted in Fig. 8c (black line)

| Path | Initial $\beta$ (degrees) | Final $\beta$ (degrees) | Initial Field (mT) | Final Field (mT) | State transition |
|------|--------------------------|------------------------|--------------------|------------------|------------------|
| 1–2  | 22.5                     | 162.0                  | 81                 | 81               | $[1,1] \rightarrow [−1,1]$ |
| 2–3  | 162.0                    | 162.0                  | −81                | −81              | $[−1,1] \rightarrow [1,−1]$ |
| 3–4  | 22.5                     | 22.5                   | −81                | 81               | $[−1,1] \rightarrow [−1,−1]$ |
| 4–5  | 22.5                     | 22.5                   | −81                | 81               | $[−1,−1] \rightarrow [1,−1] \rightarrow [1,1]$ |

Whereas the majority of boundaries in Fig. 8a are sharp, a few of them exhibit significantly stochastic behaviour (see e.g. bottom left panel in Fig. 8a showing stochastic transitions from state $[−1,1]$, indicating that either the transition is unstable, i.e. might occur at two different fields,$^{25,27}$ or there are stochastic pinning/depinning events taking place.$^{26}$ An example of such behavior is shown for the $[−1,1]$ to $[1,−1]$ transition at $\beta = 135^\circ$ and $B < 0$, where for some of the runs switching occurs at different fields (Fig. 8a, bottom left panel).

The state space map shown in Fig. 8a allows to reliably predict the device evolution under a changing external magnetic field and define a procedure for the initialization of future DW-based sensors, i.e. putting them into a well-defined magnetization configuration. This last property is extremely important, since for sensing applications, the proximity of a small magnetic object (e.g. a magnetic nanobead) will result in a shift of the DW pinning/depinning fields$^{3}$ and some transitions might be more favorable than others. The state space map allows to select the optimal transition parameters to measure this effect.

In order to illustrate how to initialize the device into a particular state and use the map to track this state, an arbitrary path (i.e. evolution of an applied magnetic field) has been selected to test the predicted transitions between different states. Red numbers in Fig. 8a and data in Table I indicate the chosen path in the state space. The resistance changes of the device along this path have been extracted from the existing map and presented in Fig. 8c as a black line which connects points 1 to 5, corresponding to evolution of the magnitude and orientation of the magnetic field as depicted in Fig. 8c (middle and bottom) and Table I.

The red line in Fig. 8c (top) represents real magnetotransport measurements for the same combination of the fields. Despite the unknown initial state, as soon as the external conditions, i.e. magnetic field amplitude and orientation, approach the ones corresponding to point 1 (Fig. 8c, middle and bottom), the device evolves into a $[1,1]$ state. A small difference in the resistance between extracted data and measurements is likely to be caused by thermal effects. From point 1 to point 2, the magnetic field remains constant, while the angle increases from $22.5^\circ$ to $162^\circ$. When the orientation is close to $90^\circ$ there is a change in the state of the device, from $[1,1]$ to $[−1,1]$, as predicted by the map (Fig. 8a). From point 2 to point 3, the orientation remains constant and the field changes from $+81$ mT to $−81$ mT. The state of the device changes from $[−1,1]$ to $[1,−1]$. Here, the measured profile agrees with the extracted one, but the transition occurs at a slightly different field. On the state space map, the transition 2–3 corresponds to the crossing of the border with significantly high density of stochastic switching and a strong angular dependence. At the transition 3–4, the device is rotated again and the state changes from $[1,−1]$ to $[−1,−1]$. Finally, the transition 4–5 corresponds to switching of the magnetic field from $−81$ mT to $+81$ mT without a change of the field orientation and results in the change of the device state from $[−1,−1]$ to $[1,1]$. The second sweep of the magnetic field occurs in an area with a low probability of stochastic transitions and small angular dependence. This results in a better agreement between experimental and extracted paths for the profile 4–5 in comparison to the profile 2–3 and indicates that such transition is potentially better suitable for detection of small shifts due to external magnetic fields (i.e. due to presence of a nanoparticle). Point 5 is identical to point 1, both in terms of the external conditions and the internal state of the device ($[1,1]$). Thus, the cycle is completed. To test reproducibility of the states, a number of consecutive runs have been performed immediately afterwards (Fig. 8c, blue and green curves). All the curves demonstrate a very good match between individual runs and agreement with the predicted jumps in the resistance due to DW propagation. It is noteworthy that in all the runs the resistance measurements are less stable when the magnetic field changes its orientation rather than value. The effect is due to the physical rotation of the sample stage and the associated mechanical vibrations.

**Discussion**

We have performed detailed magnetotransport measurements in L-shaped Py nanostructures allowing for precise correlation of their magnetization state and changes in resistance. Such devices have promising applications, e.g. as MR sensors for magnetic bead detection. The direct comparison is possible due to a simple magnetic state of the device characterized by absence/presence of a DW, which can be pinned/depinned at the corner of the nanostructure.

By varying the orientation of the external magnetic field, we identified the angular dependence of the DW pinning and depinning fields. Due to symmetry of the nanostructure, two different types of reversal mechanisms were observed as a function of the device orientation. For angles $0^\circ < \beta < 90^\circ$ (and $180^\circ < \beta < 270^\circ$), the change of the resistance is characterized by the depinning of the DW from the device corner, followed by nucleation of another DW in the disk and pinning at the corner. An opposite behavior (pinning followed by depinning) is found for $90^\circ < \beta < 180^\circ$ (and $270^\circ < \beta < 360^\circ$). We show that whichever switching event (pinning or depinning) occurring first it has a small angular dependence, while the second switching event is characterized by a significantly stronger angular dependence.

The angular dependence of DW pinning and depinning fields has also been studied using magnetotransport simulations, which show a very good agreement with experimental data. Using modelling and MFM experiments, it was possible to identify all remnant magnetization states and correlate them to the transitions observed in magnetotransport measurements.

By varying the field magnitude and orientation, we plot 2D maps of the device MR (state space maps), which allow for a clear identification of four main magnetization configurations characterised by the presence/absence of the DW. The boundaries between different states, characterised by sharp resistance jumps, correspond to abrupt changes in the domain configuration. Whereas majority of transitions between the states occurs through a sharp boundary demonstrating regular and reproducible transitions between the main states, some of them are characterised by an increased probability of stochastic switching. The first type of transitions is clearly the most suitable for sensing applications. Using the state space maps, it is possible to identify DW pinning and depinning fields. Such state space maps are extremely useful for determination of working parameters, such as the minimum field needed to switch both arms at...
different device orientations, or the most appropriate angle for maximal separation of the pinning and depinning fields. Thus, space maps help to optimize the best conditions for sensing applications.

A complete state space map also allows for prediction of the DW evolution under an external magnetic field which varies both in magnitude and orientation without need of repeating MR or MFM measurements. These predictions were tested experimentally against real magnetotransport measurements with the results showing a very good experimental agreement. These findings are important for the reliable initialization of arrays of DW sensors into a well-specified sensing state.

**Methods**

The nanostructures were fabricated from a continuous polycrystalline Py film sputtered on top of a Si/SiOx substrate. The Py layer is 25 nm thick and covered by a 2 nm Pt cap to prevent oxidation. Standard e-beam lithography in combination with Ar+ ion etching has been used to pattern the Py films into L-shaped nanowires with a width of 100, 150 and 200 nm (Fig. 1), following the design proposed in Ref. 3. The structure includes two arms of 4 μm length at 90° to each other with discs of 1 μm diameter at each end. In a second lithography step, Au contact leads for electrical transport measurements were fabricated via thermal evaporation of Ti (110 nm) and Au (60 nm). Prior to deposition of the electrodes, the Py surface was cleaned with low energy Ar ions.

**Electrical experimental setup**

AMR measurements through the corner were performed at room temperature using the 4-point resistance configuration as shown in Fig. 1. The injected AC current is fixed to 10 μA r.m.s. at 172 Hz. The AC signal is generated using a lock-in amplifier, with a resistor placed before the L coaxial connector to fix the current through the device. The current is drained to ground through the L coaxial connector in series with a 50 Ω resistor. Voltage across the corner is measured using the contacts marked as V+w and V− in Fig. 1 and amplified with a 100 gain factor. A voltage divider is used to scale the original lock-in signal and subtract it from the amplified voltage from the device, allowing to measure only the resistance change. Using this differential method, it is possible to measure only the change of the resistance induced by AMR effect after subtracting the background.

The magnetic field is applied using a dipole electromagnet. The maximum value of the applied field is 180 mT, and the field changes in steps of 0.6 mT at a rate of 40 ms per step.

The sample holder is attached to a step motor, which allows to change orientation of the device in respect to the magnetic field. The motor is mounted 25 cm away from the sample and drives the sample holder through a non-magnetic shaft. The rotation of the motor is fixed with a step of 0.9°, allowing for 360° rotation in the substrate plane. The reference for the rotation of the device is set, defining an angle β between one of the device’s arms and the external magnetic field (see the inset in Fig. 3a).

Following the initial optical positioning of the device, alignment of the system is done by measuring MR hysteresis loops and defining β = 0° (90°) when the loop type is abruptly changed as shown in Fig. 6.

**Modelling**

To complement electrical transport measurements and MFM imaging, the experimental results have been supported by MR modelling of the AMR effect. The adopted modelling approach, combining a micromagnetic solver 34 with a transport model, enables interpretation of the experimental MR curves, infers DW dynamics and identifies the external field conditions leading to DW pinning and depinning.

The AMR phenomenon is simulated reproducing the non-uniform spatial distributions of current density vector and electrical conductivity associated with equilibration magnetization configurations, separating time scales for electronic transport and magnetic ordering, and neglecting galvanomagnetic effects. The magnetization spatial distribution at each applied field value is calculated using a micromagnetic solver designed to efficiently solve the Landau-Lifshitz-Gilbert (LLG) equation in micron-sized magnetic samples 35. Specifically, the magnetic nanostructure is meshed into hexahedra, within each of which the magnetization vector M is assumed to be uniform and locally computed by integrating the LLG equation:

\[
\frac{dM}{dt} = -\frac{gamma}{1+alpha^2} \times \left[ H_{eff} + \frac{gamma}{alpha} M \times H_{eff} \right]
\]

where \(gamma\) is the absolute value of gyromagnetic ratio, \(alpha\) is the damping coefficient, \(H_{eff}\) is the saturation magnetization and \(H_{eff}\) is the effective field, which is the sum of the magnetostatic, exchange, anisotropy and external fields. To preserve the magnetization amplitude, the LLG equation is time-integrated by using a norm-conserving formalism based on Cayley transform and a second-order Heun scheme 33. To accurately calculate the effective field avoiding fictitious anisotropy effects in correspondence of curved boundaries, the exchange field is derived from a finite difference algorithm able to handle unstructured meshes, thus not imposing restrictions on the mesh element shape 36.

After computing the magnetization configuration at each equilibrium point, the associated distribution of the current density vector \(J\) is obtained by considering steady-state conditions and by solving the following transport equation with finite element method and linear basis functions

\[
V \cdot \sigma(r)V(r) = 0
\]

where \(\phi\) is the electric scalar potential (E = \(-\nabla \phi\), \(E\) being the electric field) and \(\sigma(r)\) is the local electrical conductivity that is expressed as a function of the angle \(\theta\) between vectors \(M\) and \(J\), i.e.

\[
\sigma(r) = \sigma_0 \left(1 - \frac{k \cos^2 \theta(r)}{1 + k \cos^2 \theta(r)}\right)
\]

where \(\sigma_0\) is the electrical conductivity when the material is saturated due to an external magnetic field applied orthogonally to the current flow and \(k\) is the AMR ratio \(19, 20, 21\). This expression simply describes the dependence of the electrical resistance on the angle between the current direction and the magnetization orientation.

Specifically, the local electrical conductivity is minimal when current density and magnetization vectors are parallel or anti-parallel, while it is maximal when they are orthogonally oriented.

The problem formulation is completed by ad-hoc boundary conditions. Specifically, the current flow in respect to current contacts is imposed through an integral constraint (current-driven problem) and the voltage contacts are modeled as highly conductive regions while at insulating boundaries the normal component of the current density vector is imposed to zero. Finally, non-linear equation (2) is iteratively solved until reaching convergence of both conductivity and current density distributions.
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