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ABSTRACT

At the present time, the complexity of identification is to find such a description, in which the image (information) of each class would have identified similar properties. The task is to make the transformed description includes the whole set of input images, united by the similarity class by the given ratio. Using the ordinates of an autocorrelation function is an inseparable shift in the center of gravity of an image, which leads to a change of such description. Nicest, the concept of an invariant description of information arises, this is an autocorrelation function, which is invariant to the description of any displacements of the image in the vertical and horizontal directions. The problem of finding an optimal decision rule arises, which, in a number of cases, can be constructed on the basis of a method, based on the definition of the maximum incomplete coefficient of similarity. Using this method, the solutions, that are almost unintelligible to the errors that arise due to the effects of interference, are found. Therefore, in increments k, this rule passes into the Bayes’ rule.
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1. INTRODUCTION

In the works of authors such as [1]-[9] and other. It is noted that in practice for solving these problems, when the classification process is based on incomplete data, the problem of finding an optimal deciding rule arises, the methods of determination of which are based on the definition of the maximum incomplete coefficient of similarity.

However, these methods do not take into account the effect of interference on the recognition process. Because often in the training sequence images are presented that are not subject to interference, and in the process of recognition, analyzed images distorted by noise.

So, in order to eliminate the effects of interference on the process of recognition, it is proposed to introduce a special decree rule that is based on the fact that the decision on the affiliation of the image to the image is made on the basis of an analysis of images that have fallen into a certain closest space, which is classified.

2. RESEARCH METHOD

Choosing a description of images is one of the important tasks in pattern recognition. It is known, that the most complete description of the input images can be represented as a continuous function of two variables, which describes the distribution of brightness across the receptor field Z(x,y). The completeness of
these input images description has a number of significant disadvantages: the description is too cumbersome; it is not invariant with respect to many isomorphic transformations of the images.

The ability of generalizations of the recognition system’s response to similar input images is required, regardless of their location in the retina field, on the internal interactions and interactions of the system. To ensure the ability of generalizations of the reaction, there are usually some impose limitations, which depend on the nature of the similarity ratio. The restrictions, imposed on the logical nature of the similarity ratio, are they should have the property of symmetry and reflectivity, that is, if \( A \) is like \( B \), then \( B \) is like \( A \), and \( A \) is always like itself.

There are a large number of similarity ratios in nature, which these conditions are inherent in. These include: the solid motion of the image, some types of continuous deformations, topological equivalence of the images. Solid motion refers to the rotation and movement of the image, which is parallel to the horizontal or vertical axis.

### 2.1. Recognition Systems Problems

Recognition systems, possessing the property of generalization by similarity, are characterized by significant structural complications (for example, an increase in the number of layers of \( A \)-elements in perceptron) compared with conventional systems. Therefore, it is desirable to pre-convert the original description in such a way as to generalize all such objects and to react, in a differentiated way, to objects that are not similar [10], [11].

The class of similarity in a given ratio stands for the set of input images, similar in this ratio. It is believed, that the similarity ratio is the imposition of an image so that \( AUBR \), which means \( A \) is similar to \( B \) in relation \( R \) (where \( R \) is the relativity of the motion). This means that \( A \) is a mapping of the displacement \( B \), and \( B \) is a reflection of the motion of \( A \). The problem is that the transformed description includes the whole set of input images, united by the similarity class by the given ration. The autocorrelation function carries sufficiently complete information about the character of the input image [12]-[15] in addition, it is invariant towards to the description of moving images in the vertical and horizontal directions.

To ensure the invariance of the description to the movement of the image, it is enough to use the ordinates of the autocorrelation function as the description elements. However, the shift in the center of gravity of the image leads to a change in such a description. To reduce the effect of the shift of the center of gravity on the description of the input image, which is compiled from the ordinates of such an autocorrelation function, one should exclude from the description ordinates, corresponding to a rotation angle close to 0° and 180°.

It is desirable to obtain such a description that would cover the whole set of input images, united by the similarity class of all displacements of images relative to the receptor field. Such a description is invariant with respect to any displacement of an image. In order to obtain an invariant description, with respect to all the rigid displacements, it is necessary to create a fundamentally new type of scan. If two random functions \( x=x(t) \) and \( y=y(t) \) are put on the camera’s deflection system, then the beam will move randomly on the screen, and the signal from the camera will be a random function of the time, the statistical characteristics of which depend on both the nature of the input image and on the properties of the functions \( x=x(t) \) and \( y=y(t) \).

The multivariate distribution of the output signal gives it a complete probabilistic characteristic. It is obvious, that with stable probabilistic characteristics of functions \( x=x(t) \) and \( y=y(t) \) the probabilistic characteristics of the output signal will depend only on the nature of the input image. This statement is proved in [16]-[19].

If the function \( Z=Z(x,y) \), where \( x=x(t) \) and \( y=y(t) \). Then if \( x=x(t) \) and \( y=y(t) \) are stationary and stationary-random functions of the time with even distribution and a vector, which consists of \( x \) and \( y \), characterized by a uniformly distribution of probability, then the function \( Z(t) \) is stationary in the broad and narrow sense; and its probabilistic characteristics do not depend on the inverses transformations and parallel transfer of the function \( Z(x,y) \).

It directly follows from this, that the ordinates of the autocorrelation function \( A_2(t, t') \) depend only on \( t = t - t' \) and the nature of the dependence \( Z(x,y) \) and do not depend on the inverse transformations and the parallel transfer of the function.

Thus, the description of the input image, composed of the ordinates of the autocorrelation function of the output signal of the television camera, under certain restrictions imposed on the signal, is invariant with respect to all the rigid movements of the image inside the screen (the image is arbitrarily moved on the screen, without leaving any of its elements beyond its limits).
2.2. The Possible Methods for Describing the Image

It would seem, that using a random scan and description of the image by the ordinates of the autocorrelation function, solves a very complicated problem of recognition. However, the practical implementation of such a system has significant technical difficulties. First, it is quite difficult to fulfill all the constraints imposed on the signals \( x(t) \) and \( y(t) \). In addition, the proved theorem relates only to the qualitative aspect of the question and does not relate to the quantitative one. The autocorrelation function \( A_Z \) does not really depend on the movement of the image on the screen, but, at the same time, its difference from the representation of the images is so small, that it is practically impossible to distinguish autocorrelation functions, even when the images, corresponding to these functions, are quite different from each other.

The autocorrelation function of the stationary signal is uniquely connected by Fourier transform with its spectral density:

\[
A_Z(t,t') = A_Z(\tau) = \int_0^\infty f_Z(\omega) \cos \omega \tau d\omega
\]  
(1)

where \( f_Z(\omega) \) - spectral density of the signal and vice versa

\[
f_Z(\omega) = \frac{2}{\pi} \int_0^\infty A_Z(\tau) \cos \omega \tau d\tau
\]  
(2)

Therefore, statements, concerning the autocorrelation function, are also valid for spectral density.

If the output signal of the camera \( Z(t) \) goes to the analyzer, which consists of a finite number of filters with uniform frequency characteristics, the resonance frequencies of which are located one by one on the axis \( \omega \). Let’s suppose that the output signals of the filters are reduced to a square, and then they are integrated. Output signals of such analyzer are determined by the distribution of the energy \( W_2(\omega) \) of the signal \( Z(t) \) along the frequency axis.

It is known, that the weighted autocorrelation function of a signal \( A_2(T)q(T) \) is related to the Fourier transform with its energy spectrum \( W_2(\omega) \):

\[
g(\tau) = \int_0^\infty K^2(\omega) e^{-j\omega \tau} d\omega
\]  
(3)

where \( K(\omega) \) - frequency response of the filter.

Therefore, the description of the input image can be formed using the ordinate of the energy spectrum.

Thus, each of the functions \( A_2(T), f_2(\omega) \) or \( W_2(\omega) \) may be convenient for describing the input images when recognizing images. However, it is much easier to get a characteristic of the spectral density of a signal than its autocorrelation function.

In [20-23] one of the possible methods for describing the image is considered with the help of the spectral characteristics of the signal obtained in the frame scan of the image. To simplify considerations, images with only two degrees of intensity of information are considered, but all this is true for images with a continuous change in intensity.

In the general case, the signal, received at the output of the television camera, carries all information about the scanned black and white image. As a rule, this signal can always be represented by an infinite Fourier series:

\[
f(x) = \frac{a_0}{2} + a_1 \cos \omega x + b_1 \sin \omega x + a_2 \cos 2 \omega x + b_2 \sin 2 \omega x + \cdots,
\]  
(4)

Where,

\[
a_k = \frac{2}{T} \int_0^T f(x) \cos k \omega x dx, \quad b_k = \frac{2}{T} \int_0^T f(x) \sin k \omega x dx.
\]

Since a television signal has a finite spectrum, then an infinite Fourier series can be written as finite sum:

\[
f_0(x) = \frac{a_0}{2} + \sum_{k=1}^{n} a_k \cos k \omega x + \sum_{k=1}^{n} b_k \sin k \omega x
\]  
(5)
The function \( f_n(x) \), and hence the image to which it corresponds, can be given by the coefficients of this series, which is equal to the representation of the image or coefficients of the Fourier series, or ordinates of spectral density.

The television signal that corresponds to two intensity gradations is a sequence of rectangular impulses of the same amplitude, all of which is contained in the duration of impulses and pauses. In addition, the television signal contains more string and frame impulses, their amplitude are 25% higher amplitude of useful impulses.

The recognition procedure is greatly complicated with linear and frame impulses, firstly, because they clog the useful signal, and secondly, because their presence leads to significant changes in the spectral density of the signal. This is due to the fact that the offsets and turns of the image lead to a change in the duration and recognition of the useful impulses relative to the string impulses is shown in Figure 1.

In order to eliminate the effect of the image shift, which is parallel to the axis of the receptor field, it is necessary to remove linear and frame impulses from the TV signal. In this case, the image shift affects only the phase of the signal and does not affect its spectrum.

To eliminate the effect of the rotation, you need to rotate the image on the receptive field of the vidicon and, as a feature, take the average ordinate of the spectrum in one rotation. In this way, we get the same results as when randomly scanned.

However, it may be that images, belonging to different classes, differ little from the spectral component. To distinguish such images, it is necessary to choose not the average values of ordinates per rotation, but the functions of their instantaneous values in time, that is, to take into account the redistribution of the spectral density of the signal during one rotation. The problem of recognition, in this case, is greatly complicated by the fact that the description of images throughout the volume increases sharply. At the same time, it cannot be guaranteed that the transformed description will be less than the original, but it acquires useful properties of invariance with respect to offsets and turns.

![Figure 1. Scanning an image](image_url)

Taking into account the periodic nature of the television signal in frame scan and specific maxima in the frequency area, multiple frame and linear harmonics, containing useful information, band filters should be supplemented by the basic frequencies of these maxima. The harmonics of the frame frequency carry information about the large details of the image and practically, without significant reduction in the recognition quality, the low-frequency part of the spectrum can be combined.

Experimental verification of this statement has shown that when separating from the television signal of the spectrum of low frequencies (50-500 Hz) and at constant time within 0.5 seconds with a period of rotation of the image 2-3 seconds, accurately, simple geometric monochrome shapes such as triangles, squares, rectangles, etc are described. Functions, received at the filter output, are close to contours. To distinguish the classes of these figures, there are sufficient simple features such as the number of transitions of the redistribution function through zero, the number of positive or negative impulses.

At frequencies, corresponding to the harmonics of linear scan, describing images of moderate complexity it is necessary to take into account the information of a larger volume - practically to the 20th harmonic. Higher frequencies provide information about small details of complex images.
3. RESULTS AND DISCUSSION

Solving practical problems, there are often cases where the decision to attach an image \( S \) to a certain image is based on incomplete data, that is, when not all \( n \) elements of the description (attributes) can be measured.

The problem of finding an optimal decisive rule arises, which, in a number of cases, can be constructed on the basis of a method based on the definition of the maximum incomplete coefficient of similarity. In [12], [15], [24] four such methods are given.

1. Let the given image \( S = S(x_1, \ldots, x_n) \), where \( k \) - the number of missing signs. Then, to determine the belonging of this image to one of two images, use the following rule:

\[
S \in V_1 \text{if } \frac{P(V_1/x_1, \ldots, x_{n-k})}{P(V_2/x_1, \ldots, x_{n-k})} > 1
\]  

(6)

Considering that for each image

\[
P(V_1/x_1, \ldots, x_{n-k}) = P(V_1) \frac{P(x_1, \ldots, x_{n-k}/V_1)}{P(x_1, \ldots, x_{n-k})}
\]

(7)

the decision rule can be formulated as follows:

\[
S \in V_1 \text{if } \frac{P(x_1, \ldots, x_{n-k}/V_1)}{P(x_1, \ldots, x_{n-k}/V_2)} > \frac{P(V_2)}{P(V_1)}
\]  

(8)

The decisions, made on the basis of this rule, may vary greatly from the optimal ones.

2. Let’s assume that it is possible to determine the most probable values of missing attributes. Then we can make an expression for conditional density of the probabilities of the following form:

\[
P(x_1, \ldots, x_n, x^{*}, n-k, \ldots, x_{n+n}/V_1) \text{ and } P(x_1, \ldots, x_n, x^{*}, n-k, \ldots, x_{n+n}/V_2),
\]

where \( x^{*} \) - probable values of signs.

The decision rule can be formulated as follows:

\[
S \in V_1 \text{if } \frac{P(x_1, \ldots, x_{n-k}, x^{*}, n-k+1, \ldots, x_{n+n}/V_1)}{P(x_1, \ldots, x_{n-k}, n-k+1, \ldots, x_{n+n}/V_2)} > \frac{P(V_2)}{P(V_1)} = \theta
\]

(9)

3. There are conditions in which there are no \( n-k \) measurements, and the similarity coefficient is a random function of non-measurable coordinates \( x_{n-k+1}, \ldots, x_n \). In this case, the similarity coefficient can be determined by the formula:

\[
L(x) = \frac{P(x_1, x_{n-k+1}, \ldots, x_n/x_1, x_2, \ldots, x_{n-k})}{P(x_1, x_{n-k+1}, \ldots, x_n/x_1, x_2, \ldots, x_{n-k})}
\]

(10)

where probabilities \( P_{V_1} \) and \( P_{V_2} \) relate to images \( V_1 \) and \( V_2 \) accordingly.

With a similarity coefficient \( L(x) \) the probability density \( P[L(x)] \) is bounded. In this regard, there is such value of \( L(x) \), that maximizes \( P[L(x)] \) value, so \( P[L(x)] = \max \{P[L(x)]\} \).

Then the decision rule can be written as follows:

\[
S \in V_1 \text{if } L^*(x) > \theta
\]

(11)

4. Considering the similarity coefficient as a random function of the missing measurements, the average value of the decision rule may be used in its construction:

\[
\overline{L(x)} = \int_{-\infty}^{\infty} L(x) P[L(x)]dL
\]

(12)

In this case the decision rule can be formulated as follows:

\[
S \in V_1 \text{if } \overline{L(x)} > \theta
\]

(13)
Comparing different decision rules, it is necessary to determine which rules give the least probability of error. For this purpose, it is necessary to calculate the probability of errors of the first and second series \( P_a \) and \( P_b \). In the general case, we can write it as follow:

\[
P_a = P(V_1) \int_{\Omega_1} \int \cdots \int P(x_{1}, \ldots, x_{n-k}/V_2) \, dx_{1}, \ldots, dx_{n-k},
\]

\[
P_b = P(V_1) \int_{\Omega_2} \int \cdots \int P(x_{1}, \ldots, x_{n-k}/V_1) \, dx_{1}, \ldots, dx_{n-k}.
\]

(14)

The difference between the decision rules is determined only by the choice of the area of integration. We will assume that in the area \( \Omega_1 \), the decision rule \( c \) will choose an image \( V \), and in the area \( \Omega_2 \) – an image \( V_2 \).

Considering the cost of the error of the first and the second kind, \( \delta_a \) and \( \delta_b \), then, two different decision rules can be compared, taking into account the value of risk for them. So, if \( W_c > W_d \), then the decisive rule \( c \) is better than \( d \).

The risk or the average penalty value for this decision rule can be obtained from the formula:

\[
W_c = P(V_1) \delta_b \int_{\Omega} \frac{P(V_2)\delta_a P(x_1, \ldots, x_{n-k}/V_2) - \delta_b P(V_2)P(x_1, \ldots, x_{n-k}/V_1)}{P(V_2)} \, dx_{1}, \ldots, dx_{n-k},
\]

(15)

As it was shown earlier, the minimum value \( W_c \) is achieved with such a choice of the area \( \Omega \), in which the subintegral expression would always be negative, that is,

\[
\delta_b P(V_1)P(x_1, \ldots, x_{n-k}/V_1) > \delta_b P(V_2)P(x_1, \ldots, x_{n-k}/V_2)
\]

(16)

If the cost of the error of the first and the second kind are the same, that is, if \( \delta_a = \delta_b \) then area \( \Omega \), in which \( S \in V_1 \) should be chosen so that

\[
\frac{P(x_1, \ldots, x_{n-k}/V_1)}{P(x_1, \ldots, x_{n-k}/V_2)} > \frac{P(V_2)}{P(V_1)}
\]

(17)

The expression (17) is a rule (8). Therefore, it can be argued that, no introduction of additional probabilistic information about unknown signs, in the case of equality of cost of errors, can give rules better than rule (6).

Before that we proceeded from the assumption, that the statistical properties of collections of educational images and images, which are encountered in recognition, remain constant. Often in the learning sequence images depicting various images that are not subject to interference are presented, and in the process of recognition, images, distorted by noise, are analyzed. In addition, if the training of the information subsystem is conducted considering of the obstacles, then the statistical properties of these obstacles may eventually be unstable. The learning process itself is limited in time. Therefore, recognizable images may differ significantly from those images that were used in the learning sequence. In this case, the optimal solution, obtained during the learning process, will no longer be optimal for the recognition process, and hence the probability of error increases.

Figure 2 shows the qualitative dependences of the probability of error from the noise level [25]:[29]. In the event that the decision rule will be optimal for each noise level, then the error probability increases with increasing noise and reaches the limit at the value of 0.5 (dotted curve).
If the optimal decision rule is found only for one of any value of the noise level, and in the further process of learning is not repeated, then with the increase of the noise level, the probability of error sharply increases and can reach values close to one (solid curve). At the point corresponding to the noise level, at which the training was conducted, the two curves coincide. The assessment of the noise effect on the recognition process is a very difficult task, which, in the general case, has no analytical solution. The latter can only be obtained when the educational images and audible noises are distributed according to normal law. Almost always, when solving practical problems, it is assumed that at small deviations of the statistical properties of the noise, the deviation of the probability of error from its minimum value is insignificant. In order to eliminate the effects of interference on the process of recognition, special deciding rules are introduced. One of them is based on the fact that the decision on the affiliation of the representation to the image is made on the basis of analysis of representations that have fallen into a certain closest space, which is classified. In this case, the solution takes into account the majority, which is in keeping with the results, obtained by calculating the similarity factor. Let's formulate the decision rule as follows:

\[ S \in V_1 \text{ if } \sum_{q=1}^{M_{V_1}} \left[ \frac{1}{1 + \left( \frac{L(S, S_q)}{r} \right)^k} \right] > \sum_{p=1}^{M_{V_2}} \left[ \frac{1}{1 + \left( \frac{L(S, S_p)}{r} \right)^k} \right] \]

In this expression \( k \) determines a plurality of images, which quite fully characterizes the whole set of images; \( r \) – the radius of the area, which significantly affects the decision. The sphere with the center at the point, corresponding to the image \( S \), formed by the radius \( r \), will be called \( r \) - region of the image \( S \) is shown in Figure 3; \( L(S, S_q) \) – measure of the similarity of the image \( S \) with images belonging to the image \( V_1 \), \( L(S, S_p) \) – a measure of similarity of the image \( S \) with images belonging to the image \( V_2 \).

For discussion, consider the following. Thus, for a rather large meaning \( k \), this rule defines the number of the representation of the images \( V_1 \) that are contained within a sphere with a radius \( r \) centered at the point, corresponding to the image \( S \). This number is compared with the number of representation \( V_2 \) of the images in the same sphere.
4. CONCLUSION

In this paper, the process of identification is considered in the case of incomplete input information. The complexity of this process is to find such a description in which the image (information) of each class would have defined similar properties. The problem of finding the optimal decisive rule arises, which in some cases can be constructed on the basis of a method based on the definition of the maximum incomplete coefficient of similarity. To eliminate the influence of interference on the recognition process, special decision rules are introduced.

One of them is based on the fact that the decision on the belonging of the image to the image is made on the basis of the analysis of the images that fall into a certain close space, is classified. In this case, the decision takes into account the majority, which agrees well with the results obtained by calculating the similarity coefficient. This allows you to find solutions that are almost not sensitive to errors that occur due to interference.
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