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Abstract—We analyze the properties of a quantum system composed of two coherently coupled quantum oscillators and show through simulations that it fulfills the two properties required for reservoir computing: non-linearity and fading memory. We first show that the basis states of this system apply a set of nonlinear transformations on the input signals and thus can implement neurons. We then show that the system exhibits a fading memory that can be controlled by its dissipation rates. Finally we show that a strong coupling between the oscillators is important in order to ensure complex dynamics and to populate a number of basis state neurons that is exponential in the number of physical devices.

I. INTRODUCTION

Artificial neural networks are data based computational models that have revolutionized the field of machine learning over the past ten years. Among their latest achievements are the resolution of a 50 year lasting challenge in biology, i.e. the prediction of protein folding geometry [1] and the demonstration of their capacity to assist mathematicians in making fundamental discoveries [2]. However, their performance comes at a price of extremely large numbers of neurons, which count in millions for state-of-the-art tasks. Simulating these networks in software leads to long and energy costly training times due to the architecture of traditional digital computers, in which data is constantly reshuffled between memory and processing units. One way to reduce both time and energy consumption is to implement neural networks directly in hardware, using the approach known as neuromorphic computing [3]. Indeed, neuromorphic computers have distributed architecture, similar to that of brain, with interconnected memory (synapses) and processing (neurons) units, which is more efficient for the implementation of machine learning. However, such physical neural networks are facing the challenge of scaling up, and realization of physical connections between all the neurons on the chip. Different possible solutions to better scaling could be provided by physics [4, 5], ranging from the use of dynamics and oscillating neurons, to physical phenomena such as synchronization [6, 7] or energy minimization [8]. In particular, possible advantages that quantum physics could bring to artificial neural networks have recently gained a lot of interest [9].

Indeed, neural networks can be implemented on quantum hardware [10], which has the specificity that its energy levels are discretized, with a quantum basis state corresponding to each energy level. The number of such basis state numbers is exponential in the number of physical components of the system. To realize a quantum neural network, neurons can be encoded in these basis states [11], instead of being encoded in individual physical devices. This results in an exponential number of neurons. The connections between neurons are then implemented as interactions between these basis states, and the number of physical connections that need to be realized is exponentially decreased with respect to classical hardware.

One neural network architecture that allows to exploit a large number of dynamically interacting neurons is reservoir computing. In this article we show that a quantum system composed of coherently coupled quantum oscillators exhibits all the properties needed for the implementation of reservoir computing: a large number of neurons, non-linear and com-

Fig. 1. (a) Schematic of a quantum reservoir. Input data is represented by green circles. Blue and yellow circles correspond to arbitrarily connected reservoir neurons. Yellow circles are neurons whose values are measured. Black connections are fixed weights and red dashed connections are trained weights. (b) System of coupled qubits. (c) System of coupled quantum oscillators.
ples neural responses, as well as fading memory. We first
remind the working principle of reservoir computing, and
discuss the requirements a quantum system needs to satisfy
in order to implement efficient quantum reservoir computing.
We then present the model of coupled quantum oscillators
that we simulate.

II. RESERVOIR COMPUTING

A reservoir is a particular type of recurrent neural
networks. Recurrent neural networks are a family of neural
networks with recurrent connections that provide a memory
to the network. This makes them particularly well suited
for learning on temporal tasks such as time-series prediction [12]. The specificity of the reservoir with respect to other
recurrent neural networks is that its connections are
arbitrary and fixed (black arrows in Figure 1(a)), and only
the connections between the reservoir and the output
neurons are trained (red dashed arrows in Figure 1(a)) [13]. The intuition behind reservoir computing is that reservoir neurons perform a complex nonlinear transformation on the input data that projects it into a space where it becomes linearly separable. Linear classification is then done by the fully connected linear layer of weights shown in red dashed arrows Figure 1(a), that can be implemented on a classical digital computer. These weights are trained in a single step by matrix inversion. The weight matrix $W$ is calculated as

$$W = \tilde{Y}_{\text{train}} F^\dagger (X_{\text{train}}),$$

where $X_{\text{train}}$ is the vector containing all the training data,
$\tilde{Y}_{\text{train}}$ is the target vector, and $F^\dagger$ is the Moore-Penrose pseudo-inverse of matrix $F$ containing the outputs of the reservoir neurons for all the training examples. This weights matrix is then applied on the test set data contained in the vector $X_{\text{test}}$, in order to find the neural network prediction

$$Y_{\text{test}} = W F (X_{\text{test}}),$$

which can be compared to the test target $\tilde{Y}_{\text{test}}$ in order to evaluate its accuracy.

Reservoir computing was already successfully implemented with different physical systems, such as spintronic nano-oscillators [14, 15, 16], optics [17] and electronics [12], and learning has been demonstrated on tasks such as spoken digits recognition and multi-dimensional chaotic time-series prediction.

Quantum reservoir computing was first proposed in 2017 by Fujii and Nakajima [18] with the idea to implement neurons as basis states $\{|00\ldots0\rangle, |00\ldots1\rangle, ..., |11\ldots1\rangle\}$ of a system of coupled qubits (Figure 1(b)). The neuron outputs are then obtained by measuring the occupation probabilities of a subset of those basis states (yellow circles in Figure 1(a)). Quantum reservoir was subsequently simulated on an ensemble of coupled quantum dots, demonstrating its capacity to distinguish entangled and separable input states [19], as well as to reconstruct the density matrix of the system providing the input state [20].

In this work, we consider quantum reservoir implementations on a more general coupled quantum system. In particular, we are interested in coupled multi-level systems such as quantum oscillators (Figure 1(c)). Indeed, a quantum oscillator has an infinite number of discrete energy levels. For weak input signals, we consider that $k$ first energy levels have a finite probability of being populated. For $M$ coupled quantum oscillators we then have a total of $N = k^M$ basis states $\{|\nu_1\rangle, ..., |\nu_N\rangle\}$ that can implement neurons. The use of quantum oscillators thus allows to obtain a much better scaling than with qubits. The question we want to answer is whether this system is appropriate to implement a quantum reservoir. Indeed an efficient reservoir has to satisfy two conditions:
1) Neurons need to have a nonlinear response to the input drive.

2) Reservoir needs to have short-term, fading memory.

The first requirement ensures that the input data, once processed by the reservoir, can be separated by a linear classifier. The second requirement is essential for processing temporal sequences for which the output depends not only on the present, but also on the past inputs. Indeed, the reservoir should not remember irrelevant inputs very far in the past, which means that its state should gradually relax to its initial state in the absence of novel inputs.

III. RESULTS

To test these properties, we simulate a quantum reservoir with a quantum system composed of two coherently coupled quantum oscillators. The Hamiltonian of this system is

$$\hat{H} = \hbar \omega_a \hat{a}^\dagger \hat{a} + \hbar \omega_b \hat{b}^\dagger \hat{b} + g \left( \hat{a} \hat{b}^\dagger + \hat{a}^\dagger \hat{b} \right),$$

where $\hat{a}$ and $\hat{b}$ are the annihilation operators of the two oscillators, $\omega_a$ and $\omega_b$ are their resonance frequencies and $g$ is their coherent coupling rate. Neurons are then given by the states $|n_a n_b⟩$ where $n_a$, $n_b$ are the numbers of photons in the oscillators $a$ and $b$. In the simulations we use $\omega_a = 2\pi \times 10$ GHz, $\omega_b = 2\pi \times 9.5$ GHz.

We first check the first requirement by verifying that such basis state neurons have a nonlinear response to the input drive. We drive the oscillators at amplitudes $\epsilon_a$ and $\epsilon_b$ that would encode the input data. The drive Hamiltonian writes

$$\hat{H}_{\text{drive}} = i\epsilon_a \sqrt{2\kappa_a} (\hat{a} - \hat{a}^\dagger) + i\epsilon_b \sqrt{2\kappa_b} (\hat{b} - \hat{b}^\dagger),$$

where $\kappa_a$ and $\kappa_b$ are coupling rates to the transmission lines. We sweep the drive amplitudes in the range

$$\epsilon^{\text{max}} = [0, 1],$$

where $\epsilon_a^{\text{max}} = 10^6 \sqrt{\text{Hz}}$ and $\epsilon_b^{\text{max}} = 2 \times 10^5 \sqrt{\text{Hz}}$. We solve the Lindblad master equation

$$\dot{\rho} = -i[\hat{H} + \hat{H}_{\text{drive}}, \rho] + L[C],$$

where the Lindblad superoperator writes

$$L[C] = \hat{C}\rho \hat{C}^\dagger - \frac{1}{2} \hat{C}^\dagger \hat{C} \rho - \frac{1}{2} \rho \hat{C}^\dagger \hat{C}$$

and $\hat{C} = \sqrt{\kappa_a} \hat{a} + \sqrt{\kappa_b} \hat{b}$ is the collapse operator associated with the decay in the modes $a$ and $b$. For different drive amplitudes, we measure the occupation probabilities of different basis states $|n_a n_b⟩$

$$p(n_a, n_b) = \langle n_a n_b | \rho | n_a n_b \rangle$$

after 100 ns. Occupation probabilities for the basis states $|n_a n_b⟩ \in \{01|, ..., 22\}$ as a function of the normalized input drive amplitudes are shown in Figure 2. They show a variety of nonlinear behaviors which proves that they can implement neurons by fulfilling condition 1) stated above. Furthermore, they provide a family of nonlinear functions that can be leveraged by the neural network.

In a second time, we investigate the effect of different parameters on the memory of the quantum reservoir. We first fix the coupling rate to $g = 700$ MHz and the input amplitudes to $\epsilon_a = 10^6 \sqrt{\text{Hz}}$ and $\epsilon_a = 5 \times 10^5 \sqrt{\text{Hz}}$, and we look into the effect of the dissipation rates $\kappa_a$ and $\kappa_b$. The measure of the average photon numbers in each oscillator

$$N_a = \langle \hat{a}^\dagger \hat{a} \rangle$$

and

$$N_b = \langle \hat{b}^\dagger \hat{b} \rangle$$

is performed every 2 ns. Their time evolution for a single input is shown in Figure 3 for two different values of dissipation rates. For $\kappa_a = \kappa_b = 100$ MHz (Figure 3(a)), the number of photons in the resonator relaxes after 20 ns towards a constant value provided by the drive. Note that number of photons in the oscillator $a$ is larger than in the oscillator $b$ because the drive amplitude is larger. On the contrary, when $\kappa_a = \kappa_b = 1$ MHz (Figure 3(b)), we observe a sustained beating in the photon numbers, that comes from the exchange of photons between the two oscillators. For reservoir computing, we want the dissipation rates to be in between these two extrema, such that the reservoir can benefit from the fading memory provided by decoherence and from the complex dynamics provided by coherent coupling.

In the following simulations we fix the dissipation rates to such values between the two extrema, $\kappa_a = 2\pi \times 17$ MHz.
and \( \kappa_b = 2\pi \times 21 \text{ MHz} \), and we look into the effect of the rate of the coherent coupling between the oscillators. The time evolution of photon numbers for a single input is shown in Figure 4 for two different values of coupling rate \( g \). When the coupling rate is much larger than the dissipation rates, the oscillators are in the strong coupling regime (Figure 4(a)). In this regime, we observe the beating that comes from the exchange of photons between the two oscillators. On the contrary, when the coupling rate is of the same order of magnitude as the dissipation rates, the oscillators are in the weak coupling regime (Figure 4(b)), where the time evolution is mostly dominated by the dissipation.

IV. DISCUSSION AND CONCLUSION

In this work, we have simulated coherently coupled quantum oscillators, we have shown that they fulfill all the conditions required for the system to function as a reservoir computer, and we have determined the parameter range in which the system will more favorably compute. In order to benefit from the quantum nature of the reservoir, and its state space exponential in the number of physical components, one has to populate a large number of basis states. Our results highlight that this can only be obtained if the sub-systems are strongly coupled and if dissipation is sufficiently weak. Nevertheless, dissipation is important to a certain degree for reservoir computing because it provides the fading memory needed to classify times series inputs. The ideal parameter set therefore constitutes a compromise between these different features. This work represents an important step for the future implementation of quantum reservoirs with coupled oscillators.
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