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Abstract. In this work we study spacelike hypersurfaces immersed in spatially open standard static spacetimes with complete spacelike slices. Under appropriate lower bounds on the Ricci curvature of the spacetime in directions tangent to the slices, we prove that every complete CMC hypersurface having either bounded hyperbolic angle or bounded height is maximal. Our conclusions follow from general mean curvature estimates for spacelike hypersurfaces. In case where the spacetime is a Lorentzian product with spatial factor of nonnegative Ricci curvature and sectional curvatures bounded below, we also show that a complete maximal hypersurface not intersecting a spacelike slice is itself a slice. This result is obtained from a gradient estimate for parametric maximal hypersurfaces.
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1. Introduction and main results

When searching for general solutions of Einstein’s field equations in a spacetime $\mathcal{M}$, it is customary to assume the a priori existence of an infinitesimal symmetry (see [15], [17]). The symmetry often comes from a Killing or, more generally, a conformal vector field $X$ on $\mathcal{M}$, see for instance [16]. In this case, the spacetime can be classified depending on the causal character of the symmetry. Thus, a Lorentzian manifold admitting a timelike Killing vector field $X$ is called a stationary spacetime due to the fact that observers along the vector field $X$ see a metric that does not change. Moreover, if the timelike Killing vector field is irrotational, that is, the distribution orthogonal to the field is involutive, then a local warped product structure appears and the spacetime is called static [7]. When this structure is global the spacetime is called a standard static spacetime.

More precisely, by a standard static spacetime $(\mathcal{M}, g)$ we mean a product $\mathcal{M} = P \times \mathbb{R}$, with $P$ a (connected) orientable manifold of dimension $m \geq 2$, endowed with the Lorentzian metric

$$g = \pi_P^*(\sigma) - (h \circ \pi_R)^2 \pi_R^*(dt^2),$$

where $\pi_P : \mathcal{M} \to P$, $\pi_R : \mathcal{M} \to \mathbb{R}$ are the projections onto the factors of the product, and where $\sigma$ and $h$ are respectively a Riemannian metric and a smooth positive function on $P$. Thus, the spacetime $\mathcal{M}$ is a warped product in the sense of [23], with base $(P, \sigma)$, fiber $(\mathbb{R}, -dt^2)$ and warping function $h$. Each tangent vector $X \in T_p \mathcal{M}$, $p = (x, t) \in \mathcal{M}$, can be decomposed as $X = \mathcal{H}X + \mathcal{V}X$ with $\mathcal{H}X$ tangent to the leaf $P \times \{t\}$ and $\mathcal{V}X$ tangent to the fiber $\{x\} \times \mathbb{R}$, that is, $\mathcal{H}X \in \ker(\pi_P)_*$ and $\mathcal{V}X \in \ker(\pi_R)_*$. Following [23], vectors $X = \mathcal{H}X$ tangent to leaves will be called horizontal and vectors $X = \mathcal{V}X$ tangent to fibers will be called vertical. Note that a horizontal vector $X$ is always spacelike so for such $X$ we can set $|X| = \sqrt{g(X, X)} \geq 0$.

When $h \equiv 1$ the resulting standard static spacetime $(\mathcal{M}, g)$ is a semi-Riemannian product with factors $(P, \sigma)$ and $(\mathbb{R}, -dt^2)$; in the following, a manifold of this type will be called a Lorentzian product.
On a standard static spacetime, the role of the vector field $X$ responsible of the infinitesimal symmetry is played by the global timelike Killing vector field $\partial_t$ on $M$. In [23] it is proved that any static spacetime is locally isometric to a standard static one. Moreover, in [3] and [31] sufficient conditions are given for a static spacetime to be standard. The importance of standard static spacetimes is due to the fact that they include some classical spacetimes like Lorentz-Minkowski spacetime $\mathbb{L}^n$, Einstein static universe as well as models that describe a universe with one spherically symmetric non-rotating mass, such as a star or a black hole, as it happens in the exterior Schwarzschild spacetime [29].

In any standard static spacetime $M = \mathbb{P} \times_h \mathbb{R}$ there exists a distinguished foliation whose leaves are given by the totally geodesic level hypersurfaces of the function $\pi_R$. They are known as the spacelike slices $\mathbb{P} \times \{t_0\}$, $t_0 \in \mathbb{R}$. We recall that in the spatially closed case, several uniqueness results have been obtained on the splitting of these spacetimes in terms of their usual orthogonal decomposition (see [3] and [32]). However, the problem of guaranteeing the uniqueness of the splitting for spatially open standard static spacetimes remains open, in fact there exist spacetimes with different splittings of type (1.1), for instance $\mathbb{L}^n$. Other nontrivial cases are considered in [36] and in [19], where the authors describe the general structure of a standard static spacetime admitting more than one decomposition and give some uniqueness results under suitable curvature assumptions.

In this paper we focus our attention on spatially open standard static spacetimes. Their importance comes from the fact that, despite the historical relevance of spatially closed models, observations suggest that our physical universe is actually spatially open [14]. Moreover, spatially closed spacetimes lead to a violation of the holographic principle [6], making spatially open models more suitable for a possible quantum theory of gravity [10].

Given an $m$-dimensional manifold $M$, an immersion $\psi : M \rightarrow \overline{M}$ in a standard static spacetime $\overline{M} = \mathbb{P} \times_h \mathbb{R}$ is said to be spacelike if $g = \psi^* \overline{g}$ is a Riemannian metric on $M$. In this case, $M$ is called a spacelike hypersurface and $\psi : (M, g) \rightarrow (\overline{M}, \overline{g})$ is an isometric immersion. Roughly speaking, each spacelike hypersurface represents the physical space of some observer in a given instant of their time and their study has been crucial in General Relativity [22]. Among other reasons, their interest rely on the key role they play in the proof of the positivity of the gravitational mass [33], their importance in the study of the structure of singularities in the space of solutions of Einstein’s equations [5] and the fact that the initial value problem for the Einstein’s field equation in General Relativity is formulated in terms of a spacelike hypersurface (see, for instance [27] and references therein). Furthermore, in Causality Theory, the existence of a certain spacelike hypersurface can determine the causal properties of the spacetime. For instance, a spacetime is globally hyperbolic if and only if it admits a Cauchy hypersurface [18]. Indeed, any globally hyperbolic spacetime is diffeomorphic to $\mathbb{R} \times S$, being $S$ a smooth spacelike Cauchy hypersurface, see Theorem 1 of [8].

Let $\psi : M \rightarrow \overline{M}$ be a spacelike hypersurface immersed in the standard static spacetime $\overline{M} = \mathbb{P} \times_h \mathbb{R}$. The map

$$\pi = \pi_\psi = \pi_\mathbb{P} \circ \psi : M \rightarrow \mathbb{P}$$

is an immersion and therefore a local diffeomorphism. The tensor field $\hat{\sigma} = \pi^* \sigma$ is a Riemannian metric on $M$ that satisfies $\hat{\sigma} \geq g$ in the sense of quadratic forms, where $g = \psi^* \overline{g}$ is the Riemannian metric induced by the immersion $\psi$.

If $\mathbb{P}$ is noncompact then $M$ itself is noncompact, since $\pi$ is continuous and open. If $(\mathbb{P}, \sigma)$ is complete then $(M, \hat{\sigma})$ is complete if and only if $\pi : M \rightarrow \mathbb{P}$ is a (topological) covering map. Vice versa, if $(M, \hat{\sigma})$ is complete, then $\pi : (M, \hat{\sigma}) \rightarrow (\mathbb{P}, \sigma)$ is a Riemannian covering map and $(\mathbb{P}, \sigma)$
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Itself is complete. For a justification of these statements we refer the reader to Proposition 23
and Lemma 17 of [24]. We remark that completeness of \((M,g)\) implies completeness of \((M,\hat{g})\),
since \(\hat{g} \geq g\). We also remark that if \(\pi : M \to \mathbb{P}\) is a covering map of degree 1, that is, a
global diffeomorphism, then \(\psi(M) \subseteq \mathbb{P} \times \mathbb{R}\) is the graph of a smooth function \(u : \mathbb{P} \to \mathbb{R}\). Viceversa,
the graph of a smooth function \(u : \mathbb{P} \to \mathbb{R}\) satisfying
\[
\frac{h^2 \sigma(Du, Du)}{1 + h^2} < 1 \quad \text{on } \mathbb{P}
\]
is the image of the spacelike hypersurface \(\psi_u : \mathbb{P} \to M\) defined by \(\psi_u(x) = (x, u(x))\) for each
\(x \in \mathbb{P}\), and the corresponding map \(\pi_u = \pi \circ \psi_u : \mathbb{P} \to \mathbb{P}\) is the identity map.

The manifold \(M\) is orientable as a consequence of the time-orientability of \(\mathbb{P}\) ensured by
the presence of the global timelike vector field \(\partial_t\). In particular, there exists a unique unit
timelike normal vector field \(N \in X^\perp(M)\) with the same time-orientation of \(\partial_t\), that is, satisfying
\(\sigma(N, \partial_t) < 0\) everywhere. The wrong way Cauchy inequality implies that
\[
\frac{\sigma(N, \frac{1}{h \circ \pi} \partial_t)}{1 + \frac{h^2}{G^2}} \leq -1.
\]

This enables us to define the hyperbolic cosine of the hyperbolic angle \(\theta\) between \(N\) and \(\partial_t\) by setting
\[
\cosh \theta = \frac{\sigma(N, \frac{1}{h \circ \pi} \partial_t)}{1 + \frac{h^2}{G^2}}.
\]
The mean curvature function of \(\psi\) in the direction of \(N\) will be denoted by \(H\). Both \(\cosh \theta\) and \(H\) are smooth functions on \(M\).

In Section 2 below we derive the geometric and analytical equations relevant for our purposes
and in Section 3 we obtain, as first result, some lower bounds on the hyperbolic angle of a spacelike
hypersurface under different geometric assumptions. Our first result is the following

**Theorem 1.** Let \(M = \mathbb{P} \times_{h} \mathbb{R}\) be a standard static spacetime with complete, noncompact base
\((\mathbb{P}, \sigma)\). Suppose that \((1.2)\) holds
\[
\text{Ric}(X, X) \geq -m G_0 |X|^2
\]
for each horizontal vector \(X \in T\mathbb{M}\). Let \(\psi : M \to \mathbb{M}\) be a spacelike hypersurface such that
\(\pi : M \to \mathbb{P}\) is a covering map. If \(|H| \geq H_0\) on \(M\) for some \(H_0 > 0\), then
\[
\limsup_{M \ni x \to \infty} \cosh \theta(x) \geq \sqrt{1 + \frac{H_0^2}{G_0}}.
\]
As a consequence, but see also Corollary 2 below, we have

**Corollary 1.** Let \(M = \mathbb{P} \times_{h} \mathbb{R}\) be a standard static spacetime with complete, noncompact base
\((\mathbb{P}, \sigma)\). Suppose that
\[
\text{Ric}(X, X) \geq 0
\]
for each horizontal vector \(X \in T\mathbb{M}\). If \(\psi : M \to \mathbb{M}\) is a spacelike immersed hypersurface such that \(\pi : M \to \mathbb{P}\) is a covering map and the hyperbolic angle is bounded, then
\[
\inf_M |H| = 0.
\]
In particular, if \(\psi\) has constant mean curvature then it is maximal.
Remark 1. As a consequence of Lemma 1 below we have that for each horizontal vector $X \in T^M$ it holds
\[ \text{Ric}(X, X) = \text{Ric}^P(X_0, X_0) - \frac{\text{Hess}^P(h)(X_0, X_0)}{h}, \quad |X|^2 = \sigma(X_0, X_0) \]
with $X_0 = (\pi_0)_*X \in TP$. Therefore, assumptions (1.2) and (1.3) can be regarded as generalized curvature assumptions on the weighted manifold $(\mathbb{P}, \sigma, h)$, since $\text{Ric}_P = \frac{\text{Hess}^P(h)}{h}$ is the modified Bakry-Emery Ricci tensor
\[ \text{Ric}_{m,m+1}(\Delta^P \log h) = \text{Ric}_P + \text{Hess}^P(- \log h) + d(- \log h) \otimes d(- \log h) = \text{Ric}_P - \frac{\text{Hess}^P(h)}{h} \]
introduced by Qian, [25], and ubiquitous in the study of generalized $k$-Einstein manifolds, Ricci solitons, etc. See for instance [21], [12] and references therein. A lower bound of the form (1.2) implies an upper bound on the growth of the weighted volume of geodesic balls in $\mathbb{P}$, with weight function $h$, namely, inequality (1.5) below (cfr. [21]). Indeed, a bound of the form (1.3) can be obtained when (1.2) is directly replaced by a volume growth assumption on $\mathbb{P}$, in the case where the covering map $\pi : M \rightarrow \mathbb{P}$ has finite degree. This is the content of the next result. We recall that in the non-parametric case where $M = \mathbb{P}$, $\psi = \psi_u$ and $\psi(M) = \psi_u(\mathbb{P})$ is an entire graph over $\mathbb{P}$, the map $\pi_u$ has degree 1.

Theorem 2. Let $\overline{M}^{n+1} = \mathbb{P}^n \times_h \mathbb{R}$ be a standard static spacetime with complete, noncompact base $(\mathbb{P}, \sigma)$. Let $G_0 > 0$ be a given constant and suppose that for some (hence, any) $q \in \mathbb{P}$
\[ \liminf_{r \rightarrow +\infty} \frac{\log \left( f_{B^P_q}(h) \right)}{r} \leq m \sqrt{G_0}, \]
where $B^P_q(B^P_q(q))$ is the geodesic ball of $(\mathbb{P}, \sigma)$ centered at $q$ with radius $r$. Let $\psi : M^m \rightarrow \overline{M}$ be a spacelike immersed hypersurface such that $\pi : M \rightarrow \mathbb{P}$ is a covering map of finite degree. If $|H| \geq H_0$ on $M$ for some $H_0 > 0$, then
\[ \limsup_{M \ni x \rightarrow \infty} \cosh \theta(x) \geq \sqrt{1 + \frac{H_0^2}{G_0}}. \]

Corollary 2. Let $\overline{M}^{n+1} = \mathbb{P}^n \times_h \mathbb{R}$ be a standard static spacetime with complete, noncompact base $(\mathbb{P}, \sigma)$ such that for some (hence any) $q \in \mathbb{P}$
\[ \liminf_{r \rightarrow +\infty} \frac{\log \left( f_{B^P_q}(h) \right)}{r} = 0 \]
where $B^P_q(B^P_q(q))$ is the geodesic ball of $(\mathbb{P}, \sigma)$ centered at $q$ with radius $r$. Let $\psi : M^m \rightarrow \overline{M}$ be a spacelike immersed hypersurface such that $\pi : M \rightarrow \mathbb{P}$ is a covering map of finite degree. If the hyperbolic angle is bounded then
\[ \inf_M |H| = 0. \]
In particular, if $\psi$ has constant mean curvature then it is maximal.

In Sections 4 and 5 we give several “half-space” theorems for spacelike hypersurfaces. In particular, in Section 4 we first focus on the case where $M$ is a Lorentzian product and we prove the next

Theorem 3. Let $\overline{M}^{n+1} = \mathbb{P}^n \times \mathbb{R}$ be a Lorentzian product with complete, noncompact base $(\mathbb{P}, \sigma)$. Suppose that for some constant $G_0 > 0$ it holds
\[ \text{Ric}(X, X) \geq -(m - 1)G_0|X|^2 \]
for each horizontal vector $X \in T\overline{M}$. Let $\psi : M \to \overline{M}$ be a spacelike hypersurface such that $
abla : M \to \mathbb{P}$ is a covering map.

(a) If $H \geq 0$ on $M$ and
\[ \lim_{M \ni x \to \infty} \inf_{x} H(x) > 0 \]
then $\psi(M)$ is not contained in any “lower half-space” of the form $\mathbb{P} \times (-\infty, t_{0}]$, $t_{0} \in \mathbb{R}$.

(b) If $H \leq 0$ on $M$ and
\[ \lim_{M \ni x \to \infty} \sup_{x} H(x) < 0 \]
then $\psi(M)$ is not contained in any “upper half-space” of the form $\mathbb{P} \times [t_{0}, +\infty)$, $t_{0} \in \mathbb{R}$.

The following is an immediate consequence of Theorem 3.

**Corollary 3.** Let $\overline{M}^{m+1} = \mathbb{P}^{m} \times \mathbb{R}$ be a Lorentzian product with complete, noncompact base $(\mathbb{P}, \sigma)$. Suppose that for some constant $G_{0} > 0$
\begin{equation}
\text{Ric}(X, X) \geq -(m-1)G_{0}|X|^{2}
\end{equation}
for each horizontal vector $X \in T\overline{M}$. Let $\psi : M \to \overline{M}$ be a spacelike hypersurface such that $\pi : M \to \mathbb{P}$ is a covering map. If $\psi(M)$ is contained in a slab $\mathbb{P} \times [t_{0}, t_{1}]$, $-\infty < t_{0} < t_{1} < +\infty$, and $H$ does not change sign on $M$ then
\[ \lim_{M \ni x \to \infty} \inf_{x} |H(x)| = 0. \]
In particular, if $\psi$ has constant mean curvature then it is maximal.

The argument that proves Theorem 3 can be easily adapted to the case where $\overline{M}$ is a standard static spacetime with radially symmetric base $(\mathbb{P}, \sigma)$ and with warping factor given by a radial function $h$ on $(\mathbb{P}, \sigma)$. These assumptions on the structure of $\overline{M}$, although restrictive, are satisfied by several classical solutions of Einstein equations. As an example, we consider the case where $\overline{M}$ is the Schwarzschild spacetime $\overline{M}^{m+1} = \mathbb{P}_{S}^{m} \times \mathbb{R}$ with
\[ (\mathbb{P}, \sigma_{S}) = \left( (\rho_{S}, +\infty) \times S^{m-1}_{\rho}, \frac{d\rho^{2}}{V(\rho)} + \rho^{2} (\gamma_{S}^{m-1}) \right), \]
\[ V(\rho) = 1 - 2\mu \rho^{2-m}, \quad h_{S} = \sqrt{V(\rho)}, \]
where $\rho$ is the standard coordinate on the interval $(\rho_{S}, +\infty)$, $\mu > 0$ is a mass parameter and $\rho_{S} = (2\mu)^{1/(m-2)}$. In this setting, we prove the next

**Theorem 4.** Let $\overline{M} = \mathbb{P}_{S} \times h_{S} \mathbb{R}$ be the Schwarzschild spacetime of dimension $m+1$, with $m \geq 3$. Let $\psi : M \to \overline{M}$ be a spacelike hypersurface such that $\pi : M \to \mathbb{P}$ is a covering map.

(a) If
\[ \lim_{\rho(\pi(x)) \to +\infty} \inf_{x \in M} H(x) > 0 \]
then $\psi(M)$ is not contained in any lower half-space of the form $\mathbb{P} \times (-\infty, t_{0}]$, $t_{0} \in \mathbb{R}$.

(b) If
\[ \lim_{\rho(\pi(x)) \to +\infty} \sup_{x \in M} H(x) < 0 \]
then $\psi(M)$ is not contained in any upper half-space of the form $\mathbb{P} \times [t_{0}, +\infty)$, $t_{0} \in \mathbb{R}$.

In Section 5 we prove further results of the above type in the case where $\overline{M}$ is a standard static spacetime, under different geometric assumptions on $\overline{M}$ and $\psi$. In particular, when the hyperbolic angle of the hypersurface is bounded and suitable bounds on the growth of $h$ and of the volume of $\mathbb{P}$ are satisfied, we obtain conclusions similar to those in Theorem 3.
Theorem 5. Let $M^{n+1} = \mathbb{P}^n \times_h \mathbb{R}$ be a standard static spacetime with complete, noncompact base $(\mathbb{P}, \sigma)$ and let $\psi : M \to \overline{M}$ be a spacelike hypersurface with bounded hyperbolic angle and such that $\pi : M \to \mathbb{P}$ is a covering map. Assume that one of the following conditions is satisfied:

(i) for some constant $G_0 > 0$

$\text{Ric}(X, X) \geq -mG_0|X|^2$

for each horizontal vector $X \in T\overline{M}$, and for some (hence, any) point $q \in \mathbb{P}$

$$\limsup_{p \to p_0} \frac{h(p)}{d_\sigma(p, q)} < +\infty,$$

where $d_\sigma$ is the distance on $\mathbb{P}$ induced by the metric $\sigma$;

(ii) $\pi$ has finite degree and for some $\mu \in [0, 2)$ and for some (hence, any) point $q \in \mathbb{P}$

$$\liminf_{r \to +\infty} \frac{\log \left( \int_{B_r^p} h \right)}{r^{\mu}} < +\infty,$$

$$\limsup_{p \to p_0} \frac{h(p)}{d_\sigma(p, q)^{\mu}} < +\infty,$$

where $B_r^p = B_r^p(q)$ is the geodesic ball of $(\mathbb{P}, \sigma)$ centered at $q$ with radius $r$.

Then:

(a) if $H \geq 0$ on $M$ and

$$\liminf_{M \ni x \to +\infty} H(x) > 0$$

then $\psi(M)$ is not contained in any lower half-space of the form $\mathbb{P} \times (-\infty, t_0]$, $t_0 \in \mathbb{R}$;

(b) if $H \leq 0$ on $M$ and

$$\limsup_{M \ni x \to +\infty} H(x) < 0$$

then $\psi(M)$ is not contained in any upper half-space of the form $\mathbb{P} \times [t_0, +\infty)$, $t_0 \in \mathbb{R}$.

As a direct consequence of Theorem 5, we obtain

Corollary 4. Let $\overline{M} = \mathbb{P} \times_h \mathbb{R}$ be a standard static spacetime with complete, noncompact base $(\mathbb{P}, \sigma)$ and let $\psi : M \to \overline{M}$ be a spacelike hypersurface with bounded hyperbolic angle and such that $\pi : M \to \mathbb{P}$ is a covering map. Assume that either condition (i) or condition (ii) of Theorem 5 is satisfied. If $\psi(M)$ is contained in a slab $\mathbb{P} \times [t_0, t_1]$, $-\infty < t_0 < t_1 < +\infty$, and $H$ does not change sign on $M$ then

$$\liminf_{M \ni x \to +\infty} |H(x)| = 0.$$

In particular, if $\psi$ has constant mean curvature, then it is maximal. Clearly, the assumptions contained in Theorem 5 on the function $h$ are satisfied at once (with $\mu = 0$ in setting (iii)) when $h$ is a bounded function on $\mathbb{P}$. In this case we can also replace the hypothesis that $\psi : M \to \overline{M}$ has bounded hyperbolic angle with the assumption that $M$ is complete in the induced metric. This allows us to reach the same conclusions of Theorem 5 under different geometric conditions.

Theorem 6. Let $\overline{M} = \mathbb{P} \times_h \mathbb{R}$ be a standard static spacetime with complete, noncompact base $(\mathbb{P}, \sigma)$ and let $\psi : M \to \overline{M}$ be a spacelike complete hypersurface. Assume that $h$ is bounded and that for some (hence, any) $o \in M$

$$\liminf_{r \to +\infty} \frac{\log \left( \int_{B_r(o)} \right)}{r^2} < +\infty,$$

where $B_r(o) = B_r^o(o)$ is the geodesic ball of $(M, g)$ centered at $o$ with radius $r$ and the volume is measured with respect to the induced volume element on $M$. 

(1.8)
In particular, if \( \psi \) is satisfied:

then \( \psi(M) \) is not contained in any lower half-space of the form \( \mathbb{P} \times (-\infty, t_0], t_0 \in \mathbb{R} \);

(b) if \( H \leq 0 \) on \( M \) and

then \( \psi(M) \) is not contained in any upper half-space of the form \( \mathbb{P} \times [t_0, +\infty), t_0 \in \mathbb{R} \).

We then deduce

**Corollary 5.** Let \( \overline{M} = \mathbb{P} \times \mathbb{R} \) be a standard static spacetime with complete, noncompact base \((\mathbb{P}, \sigma)\) and let \( \psi : M \to \overline{M} \) be a spacelike complete hypersurface. Assume that \( h \) is bounded and that for some (hence, any) \( o \in M \) condition (1.8) is satisfied. If \( \psi(M) \) is contained in a slab \( \mathbb{P} \times [t_0, t_1], -\infty < t_0 < t_1 < +\infty \), and \( H \) does not change sign on \( M \) then

\[
\lim \inf_{M \ni x \to \infty} |H(x)| = 0.
\]

In particular, if \( \psi \) has constant mean curvature, then it is maximal.

A different, more restrictive bound on the growth of the volume of \((M, g)\) forces the image \( \psi(M) \) of the hypersurface to lie in a spacelike slice. Indeed, the following uniqueness result holds.

**Theorem 7.** Let \( \overline{M} = \mathbb{P}^{n+1} \times \mathbb{R} \) be a standard static spacetime with complete, noncompact base \((\mathbb{P}, \sigma)\) and let \( \psi : M \to \overline{M} \) be a spacelike complete hypersurface. Assume that \( h \) is bounded and that, for some \( o \in M \),

\[
\int_{\mathbb{P}}^{+\infty} \frac{dr}{\text{vol}(\partial B_r)} = +\infty
\]

for some (hence, any) \( R > 0 \), where \( \text{vol}(\partial B_r) \) is, for a.e. \( r \in \mathbb{R}^+ \), the Hausdorff \((m-1)\)-dimensional measure of the boundary of the geodesic ball \( B_r = B^\mathbb{P}_r(o) \) of \((M, g)\) centered at \( o \) with radius \( r \).

(a) If \( H \geq 0 \) on \( M \) then either \( \psi(M) \) is a totally geodesic slice or it is not contained in any lower half-space of the form \( \mathbb{P} \times (-\infty, t_0], t_0 \in \mathbb{R} \);

(b) if \( H \leq 0 \) on \( M \) then either \( \psi(M) \) is a totally geodesic slice or it is not contained in any upper half-space of the form \( \mathbb{P} \times [t_0, +\infty), t_0 \in \mathbb{R} \).

**Corollary 6.** Let \( \overline{M} = \mathbb{P} \times \mathbb{R} \) be a standard static spacetime with complete, noncompact base \((\mathbb{P}, \sigma)\) and let \( \psi : M \to \overline{M} \) be a spacelike complete hypersurface. Assume that \( h \) is bounded and that, for some \( o \in M \), condition (1.9) is satisfied, and also assume that one of the following conditions is satisfied:

(a) \( \psi \) has constant mean curvature and \( \psi(M) \) is contained in a slab \( \mathbb{P} \times [t_0, t_1], -\infty < t_0 < t_1 < +\infty \);

(b) \( \psi \) is maximal and there exists some \( t_0 \in \mathbb{R} \) such that \( \psi(M) \) does not intersect the slice \( \mathbb{P} \times \{t_0\} \).

Then, \( \psi(M) \) is a totally geodesic slice.

The companion result to Theorem 7 in the non-parametric case is the following Calabi-Bernstein type result for spacelike graphs in standard static spacetimes. Condition (1.10) below can be regarded as an upper bound on the weighted volume of the boundaries of geodesic balls of \( \mathbb{P} \), with weight \( h^2 \). Note that when \( h \) is bounded on \( \mathbb{P} \), (1.10) is certainly satisfied if an analogous condition is imposed on the nonweighted volume of such boundaries, as in (1.9).
Theorem 8. Let \((\mathbb{P}, \sigma)\) be a complete, noncompact Riemannian manifold and consider a positive function \(h \in C^\infty(\mathbb{P})\) such that, for some \(q \in \mathbb{P}\),

\[
\int_0^{+\infty} \frac{dr}{\int_{\partial B_r^\mathbb{P}} h^2} = +\infty,
\]

for some (hence, any) \(R > 0\), where \(B_r^\mathbb{P} = B_r^\sigma(q)\) is the geodesic ball of \((\mathbb{P}, \sigma)\) centered at \(q\) with radius \(r\). Let \(H \in C^\infty(\mathbb{P})\) be a nonnegative function. Then, constant functions are the only entire bounded above solutions of the equation

\[
\text{div} \left( \frac{h Du}{\sqrt{1 - h^2|Du|^2}} \right) + \frac{\sigma(Dh, Du)}{\sqrt{1 - h^2|Du|^2}} = mH \quad \text{on } \mathbb{P}
\]

satisfying \(h|Du| < 1\) pointwise on \(\mathbb{P}\) and

\[
\int_0^{+\infty} \frac{dr}{\int_{\partial B_r^\mathbb{P}} \sqrt{1 - h^2|Du|^2}} = +\infty.
\]

In particular, there exists such a solution if and only if \(H \equiv 0\).

We observe that in order to obtain the above results we have used appropriate forms of the comparison principle and of the weak maximum principle, valid under the assumptions of completeness and volume growth bounds like the one in (1.8), or we have guaranteed a parabolic setting for the appropriate operator as in Theorem 7.

In the last part of the paper we prove an upper bound for the hyperbolic angle of a maximal hypersurface immersed in a Lorentzian product \(\overline{M}\) whose base satisfies a uniform negative curvature bound from below, provided the image of the hypersurface is contained in a half-space of \(\overline{M}\).

Theorem 9. Let \(\overline{M}^{m+1} = \mathbb{P}^m \times \mathbb{R}\) be a Lorentzian product with complete, noncompact base \((\mathbb{P}, \sigma)\). Suppose that there exist two constants \(G > 0, B > 0\) such that the Ricci curvature of \((\mathbb{P}, \sigma)\) satisfies

\[
\text{Ric} \geq -(m-1)G \sigma
\]

on \(\mathbb{P}\) (in the sense of quadratic forms) and that the sectional curvatures of \((\mathbb{P}, \sigma)\) are bounded from below by \(-B\) on \(\mathbb{P}\), that is, for each \(p \in \mathbb{P}\) and for each 2-plane \(\Pi \subseteq T_p\mathbb{P}\),

\[
K_p(\Pi) \geq -B.
\]

Let \(\psi : M \to \overline{M}\) be a maximal spacelike hypersurface such that \(\pi : M \to \mathbb{P}\) is a covering map. If there exists \(t_0 \in \mathbb{R}\) such that \(\psi(M)\) does not intersect the slice \(\mathbb{P} \times \{t_0\}\), then

\[
\cosh \theta \leq e^{(m-1)\sqrt{\tau - t_0}}
\]

on \(M\), where \(\tau = \pi_\mathbb{P} \circ \psi\).

As an immediate consequence of Theorem 9 we obtain the following Calabi-Bernstein result for Lorentzian products.

Corollary 7. Let \(\overline{M} = \mathbb{P} \times \mathbb{R}\) be a Lorentzian product with complete, noncompact base \((\mathbb{P}, \sigma)\). Suppose that the Ricci curvature of \((\mathbb{P}, \sigma)\) is nonnegative and that the sectional curvatures of \((\mathbb{P}, \sigma)\) are uniformly bounded from below on \(\mathbb{P}\). Let \(\psi : M \to \overline{M}\) be a maximal spacelike hypersurface such that \(\pi : M \to \mathbb{P}\) is a covering map. If there exists \(t_0 \in \mathbb{R}\) such that \(\psi(M)\) does not intersect the slice \(\mathbb{P} \times \{t_0\}\), then \(\psi(M)\) itself is a slice \(\mathbb{P} \times \{t_1\}\) for some \(t_1 \in \mathbb{R}, t_1 \neq t_0\).
Another consequence of inequality (1.15) is an upper bound for \( \cosh \theta \) for maximal hypersurfaces contained in slabs.

**Corollary 8.** Let \( \mathcal{M} = \mathbb{P} \times \mathbb{R} \) be a Lorentzian product with complete, noncompact base \((\mathbb{P}, \sigma)\). Suppose that the Ricci curvature of \((\mathbb{P}, \sigma)\) satisfies (1.15) for some \( G > 0 \) and that the sectional curvatures of \((\mathbb{P}, \sigma)\) are uniformly bounded from below on \( \mathbb{P} \). Let \( \psi : M \to \mathcal{M} \) be a maximal spacelike hypersurface such that \( \pi : M \to \mathbb{P} \) is a covering map. If \( \psi(M) \) is contained in a slab \( \mathbb{P} \times [t_0, t_1] \) of height \( \delta = t_1 - t_0 \), with \(-\infty < t_0 < t_1 < +\infty\), then
\[
\cosh \theta \leq e^{(m-1)\sqrt{2G\delta}}
\]
on \( M \).

We remark that in our last results we do not require any a priori upper bound on the hyperbolic angle \( \theta \). The inequality (1.15) in Theorem 9 is obtained as a gradient estimate for the height function \( \tau \) considering \( M \) with the metric \( \hat{\sigma} \) defined above; this allows us to rely on an essentially non-parametric argument, which in the first steps is similar to that used in [28] to obtain a gradient bound for minimal graphs in Riemannian products, even if \( \psi(M) \) is not assumed to be a graph in \( \mathcal{M} \). Examples of gradient estimates obtained with similar techniques can be traced back to [20], [35] and the references therein. Uniqueness results for maximal spacelike hypersurfaces in Lorentzian products have also been obtained in [1], [2] in the case where \((\mathbb{P}, \sigma)\) is a surface of nonnegative Gaussian curvature.

2. The geometric setting

We start this section with a preliminary result about the curvature tensors of a standard static spacetime.

**Lemma 1.** Let \( \mathcal{M}^{n+1} = \mathbb{P}^n \times_h \mathbb{R} \) be a standard static spacetime with warped metric
\[
\overline{g} = -h(x)^2 \, dt^2 + \langle \cdot, \cdot \rangle_\mathbb{P}
\]
where \( h \in C^\infty(\mathbb{P}) \), \( h > 0 \) and \( t \) is the standard coordinate on \( \mathbb{R} \). Then
(a) the Riemannian curvature \((0,4)\)-tensor \( \overline{\text{Riem}} \) of \( \mathcal{M} \) is given by
\[
\overline{\text{Riem}} = \text{Riem}^\mathbb{P} + \left( h \text{Hess}^\mathbb{P}(h) \right) \otimes (dt \otimes dt),
\]
where \( \text{Riem}^\mathbb{P} \), \( \text{Hess}^\mathbb{P} \) are the Riemannian curvature \((0,4)\)-tensor and the Hessian of \( \mathbb{P} \), respectively, and \( \otimes \) denotes the Kulkarni-Nomizu product of symmetric \((0,2)\)-tensors;
(b) the Ricci tensor of \( \mathcal{M} \) is given by
\[
\overline{\text{Ric}} = \text{Ric}^\mathbb{P} - \frac{\text{Hess}^\mathbb{P}(h)}{h} + \left( h \Delta^\mathbb{P} h \right) dt \otimes dt,
\]
where \( \text{Ric}^\mathbb{P} \), \( \Delta^\mathbb{P} \) are the Ricci tensor and the Laplace-Beltrami operator of \( \mathbb{P} \), respectively.

**Remark 2.** With a little abuse of notation, in the RHS’s of formulas (2.1) and (2.2) we are omitting writing the pullback \( \pi^P_\ast \) for tensors and functions defined on \( \mathbb{P} \) to avoid introducing an unnecessarily complicated notation, so that \( \text{Riem}^\mathbb{P} \), \( h \cdot \Delta^\mathbb{P} h \), etc. stand for \( \pi^P_\ast(\text{Riem}^\mathbb{P}) \), \( (h \cdot \Delta^\mathbb{P} h) \circ \pi_\mathbb{P} \), etc. We also point out that we are adopting the definitions
\[
\text{Riem}^\mathbb{P}(X_1, X_2, X_3, X_4) = \overline{\mathcal{R}}(X_3, X_4)X_2, X_1),
\]
\[
\text{Riem}^\mathbb{P}(Y_1, Y_2, Y_3, Y_4) = \sigma(\overline{\mathcal{R}}(Y_3, Y_4)Y_2, Y_1),
\]
for \( X_i \in T\mathcal{M}, Y_i \in T\mathbb{P}, 1 \leq i \leq 4 \), with \( \overline{\mathcal{R}} \) the curvature operator of \( \mathcal{M} \) given by
\[
\overline{\mathcal{R}}(V, W)Z = \nabla_V \nabla_W Z - \nabla_W \nabla_V Z - \nabla_{[V,W]} Z
\]
for each $V, W, Z \in \mathfrak{X}(\mathcal{M})$ and with $\overline{\mathcal{R}}$ the similarly defined curvature operator of $\mathcal{P}$. Moreover, we recall that for a given real vector space $V$ the Kulkarni-Nomizu product of two bilinear symmetric forms $\alpha, \beta : V \times V \to \mathbb{R}$ is the 4-linear form $\alpha \otimes \beta : V \times V \times V \times V \to \mathbb{R}$ defined by

$$(\alpha \otimes \beta)(X_1, X_2, X_3, X_4) = \alpha(X_1, X_3)\beta(X_2, X_4) + \alpha(X_2, X_4)\beta(X_1, X_3) - \alpha(X_1, X_4)\beta(X_2, X_3) - \alpha(X_2, X_3)\beta(X_1, X_4)$$

for each $X_1, X_2, X_3, X_4 \in V$.

**Proof of Lemma.** We apply Proposition 7.42 of [23]. Note that the definition of the Riemannian curvature operator $\overline{\mathcal{R}}$ given by [23], see Lemma 3.35 therein, differs from the above (2.3) by a minus sign, that is, $\overline{\mathcal{R}}(V, W)Z = \overline{\mathcal{R}}_{WV}Z = -\overline{\mathcal{R}}_{VW}Z$, where $\overline{\mathcal{R}}(\cdot, \cdot)(\cdot)$ is the notation adopted in [23] to denote the curvature operator.

Let $p = (t, x) \in \mathcal{M}$ be a given point and let $X, Y, Z, V, W \in T_p\mathcal{M}$ be given tangent vectors at $p$, with $X, Y, Z$ tangent to the leaf $(t) \times \mathcal{P}$ and $V, W$ tangent to the timelike curve $\mathbb{R} \times \{x\}$. From formulas (1) and (3) of Proposition 7.42 of [23] we get

$$\overline{\text{Riem}}(\cdot, Z, X, Y) = \text{Riem}(\cdot, Z, X, Y),$$
$$\overline{\text{Riem}}(\cdot, Z, V, X) = -\frac{\text{Hess}_h^\mathcal{P}(h)(X, Z)}{h}g(V, \cdot),$$
$$\overline{\text{Riem}}(\cdot, W, X, Y) = 0,$$
$$\overline{\text{Riem}}(\cdot, W, X, V) = -\frac{g(V, W)}{h}\text{Hess}_h^\mathcal{P}(h)(X, \cdot).$$

By the symmetry properties of the curvature tensor, see Proposition 3.36 of [23], we can rewrite the formulas above as

$$\overline{\text{Riem}}(X, Y, Z, \cdot) = \text{Riem}(X, Y, Z, \cdot),$$
$$\overline{\text{Riem}}(X, Y, W, \cdot) = 0,$$
$$\overline{\text{Riem}}(X, V, Z, \cdot) = -\frac{\text{Hess}_h^\mathcal{P}(h)(X, Z)}{h}g(V, \cdot),$$
$$\overline{\text{Riem}}(X, V, W, \cdot) = \frac{\text{Hess}_h^\mathcal{P}(h)(X, \cdot)}{h}g(V, W).$$

A direct computation shows that the RHS of (2.1) also satisfy the identities above, since $g(V, \cdot) = -h^2(dt \otimes dt)(V, \cdot)$. By the symmetry properties of $\overline{\text{Riem}}$ again, these identities uniquely determine its action on $T_p\mathcal{M}$. The identity (2.2) is a straightforward consequence of (2.1) by the definition of Ricci tensor. \qed

Now consider a spacelike hypersurface $\psi : M \to \mathcal{M}$ immersed into a standard static spacetime $\mathcal{M} = \mathbb{P} \times_h \mathbb{R}$. In the Introduction we have defined the global unit normal vector field $N \in \mathfrak{X}^+(M)$ with the same time-orientation of the Killing vector field $\partial_t \in \mathfrak{X}(\mathcal{M})$. The hyperbolic cosine of the hyperbolic angle $\theta$ between $N$ and $\partial_t$ is the smooth function on $M$ given by

$$\cosh \theta = -\overline{\theta}(N, \frac{1}{h \circ \overline{\pi}} \partial_t).$$

The global shape operator $A : TM \to TM$ of $\psi$ in the direction of $N$ is defined by

$$g(AX, Y) = \overline{\theta}(\Pi(X, Y), N)$$

for every $X, Y \in TM$, where $\Pi : TM \times TM \to TM^+$ is the second fundamental tensor of $\psi$ and $g = \psi^*\overline{\theta}$ is the Riemannian metric on $M$ induced by the ambient manifold $(\mathcal{M}, \overline{\theta})$. The mean
curvature function $H \in C^\infty(M)$ satisfying $H = H N$, where $H$ is the mean curvature vector of $\psi$, is given by

$$H = -\frac{1}{m} \text{trace}_g(A).$$

Each $p \in M$ has an open neighbourhood $U \subseteq M$ such that $\psi|_U$ is an embedding. For any smooth vector field $\tilde{N}$ extending $N$ on a neighbourhood $V \subseteq M$ of $\psi(U)$ we have

$$H = \frac{1}{m} \text{div}_g(\tilde{N}) \circ \psi$$
on $U$, as a consequence of Weingarten’s equation

$$g(AX,Y) = -g(\nabla_\psi X, \tilde{N}, \psi_Y).$$

Hereafter, $\nabla$ and $\text{div}_g$ denote the Levi-Civita connection of $(M, g)$ and the corresponding divergence operator, and $d\psi = \psi_* : TM \to T\overline{M}$ is the pushforward of tangent vectors induced by $\psi$, that is, the differential of $\psi$.

Let $t$ be the standard coordinate on the factor $\mathbb{R}$ of $M$. The composition of $t$ with the map $\pi_\mathbb{R} \circ \psi : M \to \mathbb{R}$ defines the smooth vertical height function

$$\tau = t \circ \pi_\mathbb{R} \circ \psi$$
on $M$. We also set

$$\hat{h} = h \circ \pi = h \circ \pi_\mathbb{R} \circ \psi.$$

We first consider the manifold $M$ with the induced Riemannian metric $g = \psi^*\overline{g}$. Let $\nabla$, $\Delta$ and $\text{div}_g$ be the Levi-Civita connection, the Laplace-Beltrami operator and the divergence operator on $(M, g)$, respectively. The gradient of the height function $\tau$ satisfies

$$g(\nabla\tau, \cdot) = d\tau = \psi^*dt = -\frac{1}{h^2} \overline{g}(\partial_t, \psi_* \cdot)$$

and therefore is given by

$$\nabla\tau = -\frac{1}{h^2} \partial_t^\top,$$

where $\partial_t^\top \in \mathfrak{X}(M)$ is the tangential part of $\partial_t$ along $\psi$. In other words, $\partial_t^\top$ is the unique vector field such that $\psi_* \partial_t^\top|_p$ is the orthogonal projection of $\partial_t|_{\psi(p)}$ onto $\psi_* T_p M$ for each $p \in M$. Hence, we have

$$|\nabla\tau|^2_g = \frac{1}{h^4} [\overline{g}(\partial_t, \partial_t) + \overline{g}(\partial_t, N)]^2 = \frac{1}{h^2} (\cosh^2 \theta - 1)$$

or, equivalently,

$$\cosh \theta = \sqrt{1 + \hat{h}^2 |\nabla\tau|^2_g}. \quad \text{(2.4)}$$

The height function $\tau$ satisfies the differential equation

$$mH \cosh \theta = \hat{h} \Delta \tau + 2g(\nabla h, \nabla \tau) \quad \text{(2.5)}$$
Indeed, considering a local orthonormal reference frame \( \{ E_1, \ldots, E_n \} \) on \((M, g)\) we compute

\[
\Delta \tau = - \frac{1}{h^2} \sum_{i=1}^{n} g \left( \nabla_{E_i} \left( \frac{1}{h^2} \partial_t^\tau \right), E_i \right)
\]

\[
= - \sum_{i=1}^{n} E_i \left( \frac{1}{h^2} \right) g(\partial_t^\tau, E_i) - \frac{1}{h^2} \sum_{i=1}^{n} g(\nabla_{E_i} \partial_t^\tau, E_i)
\]

\[
= - \frac{2}{h} \sum_{i=1}^{n} g(E_i, \nabla \hat{h}) g(\nabla \tau, E_i) + \frac{\cosh \theta}{h} \sum_{i=1}^{n} g(\nabla_{E_i} \nabla \tau, E_i)
\]

\[
= - \frac{2}{h} g(\nabla \hat{h}, \nabla \tau) - \frac{\cosh \theta}{h} \sum_{i=1}^{n} g(AE_i, E_i),
\]

where in the third identity we have used the equality

\[
\partial_t^\tau = \partial_t + g(N, \partial_t) N = \partial_t - \hat{h} \cosh \theta N
\]

and the fact that \( g(\nabla_{E_i} \partial_t, E_i) = 0 \) since \( \partial_t \) is Killing.

Equation (2.5) can be rewritten as

\[
(2.6) \quad m H \cosh \theta \hat{h} = \frac{1}{h^2} \div g(\hat{h}^2 \nabla \tau) = \Delta_{-2 \log \hat{h}^2} \tau,
\]

where the operator appearing in the RHS is the drifted Laplacian

\[
\Delta_{-2 \log \hat{h}^2} = \Delta - g(\nabla(-2 \log \hat{h}), \nabla \cdot) = \Delta + \frac{2}{h^2} g(\nabla \hat{h}, \nabla \cdot),
\]

or even in the form

\[
(2.7) \quad \div_{-2 \log \hat{h}^2} = \div g - g(\nabla(-\log \hat{h}), \cdot) = \div g + \frac{1}{h^2} g(\nabla \hat{h}, \cdot).
\]

Our aim is now to provide a further expression for \( m H \) in terms of \( \tau \) by considering a second metric on \( M \) different from the induced metric \( g = \psi^* \overline{g} \). Towards this end we observe that the smooth map \( \pi : M \rightarrow \mathbb{R} \) is an immersion because \( \psi \) is spacelike. Since \( \dim M = m = \dim \mathbb{R} \), we have that \( \pi \) is a local diffeomorphism. This allows us to define a second Riemannian metric \( \hat{\sigma} = \pi^* \sigma \)

on \( M \). Let \( D, \div \) be the Levi-Civita connection and the corresponding divergence operator on \((M, \hat{\sigma})\), respectively. From the definition of \( \overline{g} \) and \( g \) it follows that

\[
(2.8) \quad \hat{\sigma} = g + \hat{h}^2 d\tau^2.
\]

Thus, the gradient \( D\tau \) of \( \tau \) satisfies

\[
\hat{\sigma}(D\tau, \cdot) = \div g(\nabla \tau, \cdot) = \hat{\sigma}(\nabla \tau, \cdot) - \hat{h}^2 d\tau^2 \nabla \tau d\tau
\]

\[
= \hat{\sigma}(\nabla \tau, \cdot) - \hat{h}^2 |\nabla \tau|^2 \hat{\sigma}(D\tau, \cdot).
\]

As a consequence using (2.4)

\[
D\tau = \frac{\nabla \tau}{1 + \hat{h}^2 |\nabla \tau|^2 \hat{h}} = \frac{\nabla \tau}{\cosh^2 \theta}.
\]
From (2.8) we obtain
\[ |D\tau|^2_\sigma = \frac{1}{\cosh^4 \theta} \left( |\nabla\tau|^2_g + \hat{h}^2 d\tau(\nabla\tau)^2 \right) = \frac{|\nabla\tau|^2_g}{1 + \hat{h}^2 |\nabla\tau|^2_\sigma}. \]
It follows that
\[ h^2 |D\tau|^2_\sigma = \frac{\hat{h}^2 |\nabla\tau|^2_\sigma}{1 + \hat{h}^2 |\nabla\tau|^2_\sigma} < 1 \]
so that the above can be equivalently written as
\[ |\nabla\tau|^2_g = \frac{|D\tau|^2_\sigma}{1 - \hat{h}^2 |D\tau|^2_\sigma}. \]
From (2.4) we infer
\[ (2.9) \quad \cosh \theta = \frac{1}{\sqrt{1 - \hat{h}^2 |D\tau|^2_\sigma}}. \]
The following proposition will be crucial for the results in the next sections.

**Proposition 1.** In the above notations we have
\[ (2.10) \quad mH = \frac{1}{\hat{h}} \text{div}_{\hat{h}\sigma} \left( \frac{\hat{h}D\tau}{\sqrt{1 - \hat{h}^2 |D\tau|^2_\sigma}} \right) = \text{div}_{-\log \hat{h},\sigma} \left( \frac{\hat{h}D\tau}{\sqrt{1 - \hat{h}^2 |D\tau|^2_\sigma}} \right), \]
where the weighted divergence operator \( \text{div}_{-\log \hat{h},\sigma} \) is defined in way similar to that in (2.7).

**Proof.** Let \( p \in M \) be a given point. Since \( \pi \) is a local isometry, there exists an open neighbourhood \( U_p \subseteq M \) of \( p \) such that the restriction \( \psi|_{U_p} : U_p \to \mathcal{M} \) is an embedding and \( \pi|_{U_p} : U_p \to \mathbb{P} \) is an isometric diffeomorphism onto the image \( U := \pi(U_p) \). We fix the index ranges
\[ 1 \leq i, j, k, \ldots \leq m, \quad 1 \leq a, b, c, \ldots \leq m + 1. \]
Up to restricting \( U_p \), we can assume that there exists a local orthonormal coframe \( \{\theta^i\}_{i=1}^m \) for \( (\mathbb{P}, \sigma) \) defined on \( U \), with corresponding Levi-Civita connection forms \( \{\theta^i_j\}_{i,j=1}^m \) defined by the structural equations
\[ (2.11) \quad d\theta^i = -\theta^i_j \wedge \theta^j, \quad \theta^i_j + \theta^j_i = 0 \quad \text{for} \quad 1 \leq i, j \leq m. \]
We recall that orthonormality of the coframe \( \{\theta^i\} \) means that the metric \( \sigma \) is expressed as \( \sigma = \delta_{ij}\theta^i \otimes \theta^j \), with \( \delta \) the Kronecker symbol, and we also recall that the Levi-Civita connection forms \( \{\theta^i_j\} \) are the unique 1-forms such that the covariant derivatives of the elements of the local (orthonormal) frame \( \{e_i\}_{i=1}^m \) dual to \( \{\theta^i\} \) are given by
\[ De_j = \theta^i_j \otimes e_i. \]
We can define a local Lorentz orthonormal coframe \( \{\omega^a\}_{a=1}^{m+1} \) on \( U \times_h \mathbb{R} \subseteq \mathcal{M} \) by setting
\[ (2.12) \quad \omega^i = \theta^i \quad \text{for} \quad 1 \leq i \leq m, \quad \omega^{m+1} = h dt. \]
In this case, Lorentz orthonormality means that the metric \( g \) is given by
\[ g = \delta_{ij}\omega^i \otimes \omega^j - \omega^{m+1} \otimes \omega^{m+1}. \]
The corresponding Levi-Civita connection forms \( \{ \omega^a_i \}_{a,i=1}^{m+1} \) are defined by the structural equations
\[
d\omega^a = -\omega^a_b \wedge \omega^b, \quad \omega^a_i + \omega^a_i = \omega^a_{i+1} - \omega^a_{i+1} = \omega^a_{m+1} = 0 \quad \text{for } 1 \leq i, j \leq m.
\]

A straightforward computation using (2.11) and (2.12) shows that
\[
\omega^a_i = \theta^a_j, \quad \omega^a_{i+1} = \frac{h_i}{h} \omega^a_{m+1}, \quad \text{where } dh = h_i \theta^a_i \text{ on } \mathbb{P}.
\]

Since \( \pi|_{U_p} \) is an isometry onto the image, we have that \( \{ \pi^* \theta^a \} \) is a local orthonormal coframe on \( U_p \) and that \( \{ \pi^* \theta^a \} \) are the corresponding Levi-Civita connection forms. From now on, we will omit writing the pullback \( \pi^* \). We set \( \alpha = \psi^* \omega^m+1 \) on \( M \). Note that \( \alpha = \hat{h} \text{d}r \). Writing \( \alpha = \alpha_i \theta^i \) on \( U_p \) and letting \( \{ e_i \}_{i=1}^m \) be the local orthonormal frame for \( (M, \pi) \) dual to \( \{ \omega^a \} \) we can easily verify that the local orthonormal frame \( \{ e_i \}_{i=1}^m \) for \( (M, \sigma) \) dual to \( \{ \theta^a \} \) must satisfy
\[
(d \psi)_q (e_i) = (e_i) \psi(q) + \alpha_i(q) (e_{m+1}) \psi(q)
\]
for each \( q \in U_p \). From (2.13) it follows that for any smooth extension \( N = N^a e_a \) of \( N \) on a neighbourhood of \( \psi(U_p) \subseteq M \) the functions \( N^a := N^a \circ \psi \in C^\infty(U_p) \), \( 1 \leq a \leq m+1 \), must satisfy
\[
N^a = \frac{1}{h} \frac{d}{dt} = \cosh \theta
\]
and
\[
N^i = \alpha_i N^m+1 = \alpha_i \cosh \theta
\]
for \( 1 \leq i \leq m \).

Let \( \Pi = \Pi_{ij} \theta^i \otimes \theta^j \otimes N \) be the second fundamental tensor of the immersion \( \psi \) on \( U_p \). By Weingarten’s equation we have
\[
\Pi_{ij} = \frac{1}{h} \left( \nabla (d \psi) e_i, \nabla (d \psi) e_j \right)
\]
for \( 1 \leq i, j \leq m \). Writing \( \nabla \nabla = \nabla \omega^a \otimes e_a \) we have, by the properties of covariant differentiation,
\[
\nabla_a \omega^b = d \omega^b + \nabla \omega^a \omega^b
\]
for \( 1 \leq a \leq m+1 \). From (2.14) and (2.17) we deduce
\[
\Pi_{ij} = \frac{1}{h} \left( \nabla_a \omega^b ((d \psi) e_i) \nabla_b ((d \psi) e_j) \right)
\]
and from (2.16) we get
\[
\Pi_{ij} \theta^i = d(\alpha_j \cosh \theta - \alpha_k \cosh \theta \cdot \psi^* \omega^k_j + \cosh \theta \cdot \psi^* \omega^m+1_j)
\]
\[
- \alpha_j (\cosh \theta) \alpha_k \cosh \theta \cdot \psi^* \omega^m+1_j
\]
\[
= \cosh \theta \left[ d \alpha_j - \alpha_k \psi^* \omega^k_j + \psi^* \omega^m+1_j - \alpha_j \alpha_k \psi^* \omega^m+1_j \right].
\]

Using (2.13) we can further write
\[
\Pi_{ij} \theta^i = \cosh \theta \left[ \alpha_j - \alpha_k \hat{h}_j + \left( \hat{h}_j - \alpha_j \alpha_k \hat{h}_k \right) \frac{\alpha}{h} \right],
\]
where \( \hat{d}h = \hat{h}\theta^k \) on \( U_p \). Again, by the properties of covariant differentiation we have

\[
(\alpha_j - \alpha_k \theta^k_j) \otimes \theta^j = D\alpha.
\]

Note that the metric \( g = \psi^*g \) is given by \( g = g_{ij}\theta^i \otimes \theta^j \) with \( g_{ij} = \delta_{ij} - \alpha_i\alpha_j \) and that, by \((2.19)\),

\[
cosh^2 \theta = \frac{1}{1 - \delta^i_j\alpha_i\alpha_j}.
\]

A straightforward computation shows that the elements of the inverse matrix \((g_{ij}) = (g_{ij})^{-1}\) are

\[
g_{ij} = \delta_{ij} + \cosh^2 \theta \alpha_i\alpha_j.
\]

Therefore, the mean curvature function

\[
H = -\frac{1}{m} \text{trace}_g(A) = \frac{1}{m} \text{trace}_g(\Pi_j \theta^i \otimes \theta^j)
\]

is given by

\[
mH = \cosh \theta \cdot \text{trace}_g(D\alpha) + \cosh^3 \theta \cdot D\alpha(\hat{h}D\tau, \hat{h}D\tau) + \cosh \theta \cdot \hat{d}h(D\tau) - \cosh \theta \cdot \hat{d}h(D\tau) \cdot \delta^j_i \alpha_i \alpha_j + \cosh^3 \theta \cdot \hat{d}h(D\tau)(\delta^j_i \alpha_i \alpha_j)^2 = \text{trace}_\sigma(D(\cosh \theta \cdot \alpha)) + \cosh \theta \cdot \hat{d}h(D\tau)
\]

\[
= \text{div}_\sigma \left( \frac{\hat{h}D\tau}{\sqrt{1 - \hat{h}^2|D\tau|^2}} \right) + \hat{\sigma}(\hat{D}h, D\tau) \left/ \sqrt{1 - \hat{h}^2|D\tau|^2} \right.
\]

that is, \((2.10)\).

\[\square\]

**Remark 3.** We observe that, if the map \( \pi : M \to \mathbb{P} \) is injective, \( \psi(M) \subseteq \mathbb{P} \times \mathbb{R} \) is the graph of a smooth function \( u \in C^\infty(\Omega), \Omega \subseteq \mathbb{P} \) an open domain. In this case \( \Omega = \pi(M), u = \tau \circ \pi^{-1} \) and \( \pi : (M, \hat{\sigma}) \to (\Omega, \sigma|_\Omega) \) is an isometry. Thus equation \((2.10)\) reduces to the prescribed mean curvature equation

\[
m(\hat{H} \circ \pi^{-1}) = \frac{1}{h} \text{div}_\sigma \left( \frac{h^2Du}{\sqrt{1 - h^2|Du|^2}} \right),
\]

with \( Du \) the gradient of \( u \) in \((\Omega, \sigma|_\Omega)\).

### 3. Hyperbolic angle estimates

Throughout this section we consider \( M \) furnished with the metric \( \hat{\sigma} \) and we denote by \( H \) and \( \tau \) the mean curvature function and the vertical height function, respectively, of the immersion \( \psi : M \to \mathbb{M} \), as defined in the previous section; in particular \( H \) is the mean curvature function in the direction of the normal \( N \) to the immersion. Integration over domains \( \Omega \subseteq M \) will always be intended with respect to the volume element induced by \( \hat{\sigma} \) and integration over boundaries of sufficiently regular domains is intended with respect to the corresponding \((m - 1)\)-dimensional Hausdorff measure. In particular, for each relatively compact domain \( \Omega \subseteq M \) we define the weighted volume

\[
\text{vol}_{\log \hat{h}}(\Omega) = \int_\Omega \hat{h}
\]
and, if $\partial \Omega$ is sufficiently regular, we also define
\[
\text{vol}_{-\log \hat{h}}(\partial \Omega) = \int_{\partial \Omega} \hat{h}.
\]
This apparently cumbersome notation for the weighted volume is due to the standard notation
\[
\text{vol}_f(\Omega) = \int_{\Omega} e^{-f}
\]
for $f \in C^\infty(M)$. For each relatively compact domain $\Omega \subseteq M$ we shall also denote the weighted integral mean of $H$ over $\Omega$ by
\[
(3.1) \quad \hat{H}(\Omega) = \frac{\int_{\Omega} H \hat{h}}{\text{vol}_{-\log \hat{h}}(\Omega)}.
\]
Our aim is to deduce two consequences of equation (2.10). The first is based on a clever idea of Salavessa, [30]. Suppose that $(M, \hat{\sigma})$ is complete, noncompact. We introduce the weighted Cheeger constant $\tilde{C}_{-\log \hat{h}}$ of the weighted manifold $(M, \hat{\sigma}, \hat{h})$ by setting
\[
(3.2) \quad \lambda_1^{\tilde{\Delta}_{-\log \hat{h}}}(M) = \inf_{\varphi \neq 0} \left\{ \int_{\Omega} |D\varphi|^2 \hat{h} / \int_{\Omega} \varphi^2 \hat{h} \right\}
\]
Note also that the definition (3.2) of the Cheeger constant has to be changed in case $M$ is compact.

Introducing the operator $\tilde{\Delta}_{-\log \hat{h}} = \tilde{\Delta} + \hat{\sigma} \left( \frac{\partial}{\partial n} \cdot \right)$ where $\tilde{\Delta}$ is the Laplace-Beltrami operator of $(M, \hat{\sigma})$ and indicating with
\[
\lambda_1^{\tilde{\Delta}_{-\log \hat{h}}}(M) = \inf_{\varphi \neq 0} \frac{\int_{\Omega} |D\varphi|^2 \hat{h}}{\int_{\Omega} \varphi^2 \hat{h}}
\]
its spectral radius, following the original argument in Cheeger, [13], it is not hard to show that
\[
(3.3) \quad \lambda_1^{\tilde{\Delta}_{-\log \hat{h}}}(M) \geq \frac{1}{4} \left( \mathcal{C}_{-\log \hat{h}} \right)^2.
\]
We are now ready to prove

**Proposition 2.** Let $M^{m+1} = \mathbb{R}^m \times _{\hat{h}} \mathbb{R}$ be a standard static spacetime with complete, noncompact base $(\mathbb{P}, \sigma)$ and let $\psi : M \to \mathbb{M}$ be a spacelike hypersurface such that $\pi : M \to \mathbb{P}$ is a covering map. Let $\mathcal{C}_{-\log \hat{h}}$ be the weighted Cheeger constant of $(M, \hat{\sigma}, \hat{h})$ and let $\cosh \theta$ be the hyperbolic cosine of the hyperbolic angle of the immersion $\psi$. Suppose that
\[
(3.4) \quad \sup_M \cosh \theta = \cosh \theta^* < +\infty.
\]
Then, the mean curvature $H$ in the direction of $N$ satisfies
\[
(3.5) \quad \inf_{\Omega \subseteq M, \text{ compact}} \left| \hat{H}(\Omega) \right| \leq \sqrt{\cosh^2 \theta^* - 1} \frac{1}{m} \mathcal{C}_{-\log \hat{h}}.
\]
In particular, if $H$ is a constant, $\hat{h} \notin L^1(M, \hat{\sigma})$ and the function $r \mapsto \text{vol}_{-\log \hat{h}}(\hat{B}_r)$ has subexponential growth for some (hence, any) $o \in M$, where $\hat{B}_r = B^\hat{\sigma}_r(o)$, then $\psi : M \to \mathbb{M}$ is maximal.
Proof. Let \( \bar{\sigma} = \pi^* \sigma \) and \( \Omega \subseteq M \) a relatively compact domain with smooth boundary and outward unit normal vector \( \nu \). We apply the divergence theorem to (2.10) to obtain

\[
(3.6) \quad m|\bar{H}(\Omega)| \text{vol}_{-\log \hat{h}}(\Omega) = \left| \int_{\partial \Omega} mH \hat{h} \right| = \left| \int_{\partial \Omega} \frac{\hat{h}^2 \hat{\sigma}(D\tau, \nu)}{\sqrt{1 - \hat{h}^2 |D\tau|^2}} \right| \leq \int_{\partial \Omega} \frac{\hat{h}^2 |D\tau|}{\sqrt{1 - \hat{h}^2 |D\tau|^2}}
\]

where \( \tau = t \circ \pi_p \circ \psi \) and where the measure we are considering is with respect to \( \hat{\sigma} \). Note that this latter is complete because \( g = \psi^* \bar{g} \) is so by assumption. As we have already observed we have the validity of (2.7). From (3.4) and (3.6) it follows that

\[
m|\bar{H}(\Omega)| \text{vol}_{-\log \hat{h}}(\Omega) \leq \int_{\partial \Omega} \hat{h} \cosh^2 \theta - 1 \leq \sqrt{\cosh^2 \theta^* - 1} \int_{\partial \Omega} \hat{h}
\]
or, in other words,

\[
|\bar{H}(\Omega)| \leq \frac{\sqrt{\cosh^2 \theta^* - 1}}{m \text{vol}_{-\log \hat{h}}(\Omega)} \text{vol}_{-\log \hat{h}}(\Omega).
\]

Letting \( \Omega \) run over all relatively compact domains in \( M \) with smooth boundary and taking the infimum, from the previous inequality we deduce the validity of (3.5).

To complete the proof we observe, see [9], that if \( \text{vol}_{-\log \hat{h}}(M) = +\infty \) and \( \text{vol}_{-\log \hat{h}}(B^\sigma_\rho) \) has subexponential growth, then

\[
\lambda_1 \text{vol}_{-\log \hat{h}}(M) = 0
\]

and the final part of the Proposition follows from (3.5) and (3.6). \( \square \)

Consider now the case where \( M = \mathbb{P} \) and \( \psi : M \rightarrow \mathbb{M} = \mathbb{P} \times_h \mathbb{R} \) is a graph given by the function \( u : \mathbb{P} \rightarrow \mathbb{R} \), that is, \( \psi(x) = \psi_u(x) = (x, u(x)) \). In this case \( \pi(x) = \pi_p \circ \psi(x) = x \) and therefore

\[
\hat{\sigma} = \pi^* \sigma = (\pi_p \circ \psi)^*(\sigma) = \sigma, \quad \hat{h} = h \circ \pi = h, \quad \tau = t \circ \pi = t.
\]

It follows that (2.10) becomes exactly the mean curvature equation of the graph \( \psi_u \), that is,

\[
mH = \frac{1}{h} \text{div}_{\sigma} \left( \frac{h^2 Du}{\sqrt{1 - h^2 |Du|^2}} \right).
\]

As a consequence we have the following

**Corollary 9.** Let \( \psi : \mathbb{P} \rightarrow \mathbb{P} \times_h \mathbb{R} \) be a spacelike graph given by the function \( u : \mathbb{P} \rightarrow \mathbb{R} \). Assume that \( (\mathbb{P}, \sigma) \) is complete and let \( C^\rho_{-\log \hat{h}} \) be the weighted Cheeger constant of \( (\mathbb{P}, \sigma, h) \). Assume the hyperbolic cosine of the hyperbolic angle is bounded above by \( \cosh \theta^* < +\infty \). Then the mean curvature \( H \) of the graph satisfies

\[
\inf_{\Omega \subset M, \text{compact}} |\bar{H}(\Omega)| \leq \frac{\sqrt{\cosh^2 \theta^* - 1}}{m} C^\rho_{-\log \hat{h}}.
\]

In particular, if \( H \) is a constant, \( h \not\in L^1(\mathbb{P}, \sigma) \) and \( \text{vol}_{-\log \hat{h}}(B^\sigma_\rho) \) has subexponential growth, then \( \psi_u \) is maximal.

**Remark 4.** Note that completeness of \( g = \psi^* \bar{g} \) implies that of \( \hat{\sigma} = \sigma \) in this case. However completeness of \( \hat{\sigma} \) is generally less stringent.

We shall now analyze more consequences of equation (2.10) that will lead to a proof of Theorems 4 and 2. In particular, we develop the observations above restricting ourselves to consider the case where \( \Omega \) runs over all geodesic balls \( B_r = B^\sigma_r(o) \) of \( (M, \hat{\sigma}) \) centered at a fixed point \( o \in M \). Towards this end, set \( \tau = d_\hat{\sigma}(o, \cdot) \), with \( d_\hat{\sigma} \) the distance on \( M \) induced by the metric \( \hat{\sigma} \). When
\(\hat{B}_r\) is a relatively compact subset in \(M\), we have the validity of the next two lemmas. The first, a weighted divergence theorem with low regularity assumptions, is well known in the non-weighted version. We report its proof here for the sake of completeness.

**Lemma 2.** Let \(r > 0\) be such that \(\hat{B}_r\) is relatively compact in \(M\). Then

\[
\int_{\partial \hat{B}_s} \hat{h} \hat{\sigma} \left( \frac{\hat{h} D\tau}{\sqrt{1 - \hat{h}^2 |D\tau|^2}} D\gamma \right) = m \int_{\hat{B}_s} \hat{h} H
\]

for a.e. \(s \in (0, r)\).

**Proof.** The function \(\hat{\gamma}\) is Lipschitz continuous and therefore the integral in the LHS of (3.7) is well defined for a.e. \(s \in (0, r)\). Let \(f : (0, r) \to \mathbb{R}\) be defined by

\[
f(s) = \int_{\hat{B}_s} \hat{h} \hat{\sigma} \left( \frac{\hat{h} D\tau}{\sqrt{1 - \hat{h}^2 |D\tau|^2}} D\gamma \right).
\]

By the coarea formula (see [34], p. 89) we have

\[
f(s_1) - f(s_0) = \int_{\hat{B}_{s_1} \setminus \hat{B}_{s_0}} \hat{h} \hat{\sigma} \left( \frac{\hat{h} D\tau}{\sqrt{1 - \hat{h}^2 |D\tau|^2}} D\gamma \right)
\]

\[
= \int_{s_0}^{s_1} \left[ \int_{\partial \hat{B}_s} \hat{h} \hat{\sigma} \left( \frac{\hat{h} D\tau}{\sqrt{1 - \hat{h}^2 |D\tau|^2}} D\gamma \right) \right] ds
\]

for each \(0 < s_0 < s_1 < r\). On the other hand, we also have \(f \in C^1((0, r))\) and

\[
f'(s) = m \int_{\hat{B}_s} \hat{h} H
\]

for each \(s \in (0, r)\). Indeed, for every \(0 < t_0 < t_1 < r\) let \(\psi_{t_0, t_1} \in \text{Lip}_c(M)\) be defined by

\[
\psi_{t_0, t_1}(x) = \begin{cases} 
1 & \text{if } x \in \hat{B}_{t_0}, \\
t_1 - \hat{\gamma}(x) / t_1 - t_0 & \text{if } x \in \hat{B}_{t_1} \setminus \hat{B}_{t_0}, \\
0 & \text{if } x \in M \setminus \hat{B}_{t_1}.
\end{cases}
\]

We use (2.10) and integrate by parts to get

\[
m \int_{\hat{B}_{t_1}} \hat{h} H \psi_{t_1, t_0} = \int_{\hat{B}_{t_1} \setminus \hat{B}_{t_0}} \hat{h} \hat{\sigma} \left( \frac{\hat{h} D\tau}{\sqrt{1 - \hat{h}^2 |D\tau|^2}} D\psi_{t_1, t_0} \right) = \frac{f(t_1) - f(t_0)}{t_1 - t_0}.
\]

For any given \(s \in (0, r)\), identity (3.9) follows by fixing either \(t_0 = s\) or \(t_1 = s\), letting \(t_1 - t_0 \to 0^+\) in (3.10) and applying the dominated convergence theorem. By (3.8) we get

\[
\int_{s_0}^{s_1} \left[ f'(s) - \int_{\partial \hat{B}_s} \hat{h} \hat{\sigma} \left( \frac{\hat{h} D\tau}{\sqrt{1 - \hat{h}^2 |D\tau|^2}} D\gamma \right) \right] ds = 0
\]

for each \(0 < s_0 < s_1 < r\). Then (3.7) follows for a.e. \(s \in (0, r)\). \(\Box\)
Lemma 3. Let \( r > 0 \) be such that \( \hat{B}_r \) is relatively compact in \( M \). Then

\[
\log \int_{\hat{B}_r} \hat{h} - \log \int_{\hat{B}_r} \hat{h} = \int_R^r \left[ \int_{\partial \hat{B}_s} \hat{h} / \int_{\hat{B}_s} \hat{h} \right] ds
\]

for each \( R \in (0, r) \).

Proof. Let \( f : (0, r) \to \mathbb{R} \) be defined by

\[ f(s) = \int_{\hat{B}_s} \hat{h} \]

By the coarea formula again, we have that

\[ f(s_1) - f(s_0) = \int_{\hat{B}_{s_1} \setminus \hat{B}_{s_0}} \hat{h} = \int_{s_0}^{s_1} \left[ \int_{\partial \hat{B}_s} \hat{h} \right] ds \]

for each \( 0 < s_0 < s_1 < r \). The function \( f \) is absolutely continuous on \((0, r)\) and hence it is a.e. differentiable on \((0, r)\) and there exists \( \varphi \in L^1((0, r)) \) such that

\[ f(s_1) - f(s_0) = \int_{s_0}^{s_1} \varphi(s) ds \]

for each \( 0 < s_0 < s_1 < r \). Therefore,

\[ \varphi(s) = \int_{\partial \hat{B}_s} \hat{h} \]

for a.e. \( s \in (0, r) \). For each \( R \in (0, r) \), the function \( \log f \) is also absolutely continuous on \((R, r)\) and its a.e. defined derivative is a.e. equal to \( \varphi / f \). Hence, (3.11) follows.

We will also need the following “long-range” version of the mean value theorem.

Lemma 4. Let \( f : \mathbb{R}^+ \to \mathbb{R} \) be a measurable, locally integrable function. Let \( 0 < R < R_1, \varepsilon > 0 \) be given. There exists \( R_2 > R_1 \) such that

\[
\operatorname{ess inf}_{(R_1, r)} f - \varepsilon < \frac{1}{r - R} \int_R^r f(t) dt < \operatorname{ess sup}_{(R_1, r)} f + \varepsilon
\]

for each \( r > R_2 \).

Proof. We only prove the existence of \( R_2 > R_1 \) such that the first inequality in (3.12) is satisfied for each \( r > R_2 \). The proof of the second one is analogous. Set

\[ f_*(r) = \operatorname{ess inf}_{(R_1, r)} f \]

for each \( r > R_1 \). Suppose that \( r > R_1 + \varepsilon \) is such that

\[ \frac{1}{r - R} \int_R^r f(t) dt \leq \operatorname{ess inf}_{(R_1, r)} f - \varepsilon = f_*(r) - \varepsilon. \]

Multiplying both sides by \( r - R \) and noting that \( f_* \) is nonincreasing, we get

\[-\varepsilon (r - R) \geq \int_R^{R_1 + \varepsilon} [f(t) - f_*(t)] dt = \int_R^{R_1 + \varepsilon} [f(t) - f_*(t)] dt + \int_{R_1 + \varepsilon}^r [f(t) - f_*(t)] dt \geq \int_R^{R_1 + \varepsilon} [f(t) - f_*(R_1 + \varepsilon)] dt + \int_{R_1 + \varepsilon}^r [f(t) - f_*(t)] dt \geq \int_R^{R_1 + \varepsilon} [f(t) - f_*(R_1 + \varepsilon)] dt. \]
Hence, it must be

\[ r \leq R - \frac{1}{\varepsilon} \int_{R}^{R_{1} + \varepsilon} [f(t) - f_{*}(R_{1} + \varepsilon)]dt. \]

Note that the RHS of (3.13) is different from +\( \infty \). Setting

\[ R_{2} := \max \left\{ R_{1} + \varepsilon, R - \frac{1}{\varepsilon} \int_{R}^{R_{1} + \varepsilon} [f(t) - f_{*}(R_{1} + \varepsilon)]dt \right\} \]

we have that the first inequality in (3.12) holds for each \( r > R_{2} \).

We are now ready to prove the main result of this section.

**Theorem 10.** Consider the manifold \((M, \hat{\sigma})\). Then, with the notations introduced above, the following statements hold true.

(a) If \( r > 0 \) is such that \( \hat{B}_{r} \) is relatively compact in \( M \), then

\[
\max_{\partial \hat{B}_{r}} \sqrt{\cosh^{2} \theta - 1} \frac{\partial \hat{H}}{\hat{h}} \geq m|\hat{H}(\hat{B}_{r})| \]

for a.e. \( s \in (0, r) \) and

\[
\max_{\hat{B}_{r}\setminus \hat{B}_{R}} \sqrt{\cosh^{2} \theta - 1} - \frac{\log \int_{\hat{B}_{r}} \hat{h} - r - \log \int_{\hat{B}_{R}} \hat{h}}{r - R} \geq \min_{R \leq \rho \leq r} m|\hat{H}(\hat{B}_{\rho})| \]

for each \( R \in (0, r) \).

(b) If \((M, \hat{\sigma})\) is complete and \( Q : \mathbb{R}^{+} \to \mathbb{R}^{+} \) is such that

\[
\lim_{r \to +\infty} \frac{\log \int_{\hat{B}_{r}} \hat{h}}{Q(r)} \leq 1,
\]

then

\[
\lim_{r \to +\infty} \frac{\hat{h}|D\tau|}{\sqrt{1 - \hat{h}^{2}|D\tau|^{2}}} = \cosh^{2} \theta - 1,
\]

so, since \(|D\tau| = 1\) a.e., (3.14) immediately follows from (3.7) for a.e. \( s \in (0, r) \). As a consequence,

\[
\max_{\hat{B}_{r}\setminus \hat{B}_{R}} \sqrt{\cosh^{2} \theta - 1} - \frac{\log \int_{\hat{B}_{r}} \hat{h}}{\int_{\hat{B}_{r}} \hat{h}} \geq \min_{R \leq \rho \leq r} m|\hat{H}(\hat{B}_{\rho})| \]

for a.e. \( s \in (0, r) \). Integrating both sides on \([R, r]\) with respect to \( s \), by (3.11) we get (3.15).
(b) Suppose that \((M, \hat{\sigma})\) is complete. By recursively applying Lemma 4 we obtain the existence of a sequence \(\{r_n\}_{n\in\mathbb{N}}\) such that \(r_{n+1} > r_n > R\) and

\[
\frac{\log \int_{\hat{B}_{r_{n+1}}} \hat{h} - \log \int_{\hat{B}_R} \hat{h}}{r_{n+1} - R} > \text{ess inf}_{x \in (r_n, r_{n+1})} \frac{\int_{\partial \hat{B}_R} \hat{h}}{\int_{\hat{B}_R} \hat{h}} - \frac{1}{n}
\]

for each \(n \in \mathbb{N}\), and satisfying \(r_n \to +\infty\) as \(n \to +\infty\) and

\[
\lim_{n \to +\infty} \frac{\log \int_{\hat{B}_{r_{n+1}}} \hat{h} - \log \int_{\hat{B}_R} \hat{h}}{r_{n+1} - R} = \lim_{r \to +\infty} \frac{\log \int_{\hat{B}_r} \hat{h}}{Q(r)}.
\]

This implies the existence of an increasing sequence \(\{s_n\}_{n\in\mathbb{N}}\) such that \(r_n < s_n < r_{n+1}\) and

\[
\frac{m |\hat{H}(\hat{B}_{s_n})|}{\max_{\partial \hat{B}_{s_n}} \sqrt{\cosh^2 \theta - 1}} \leq \frac{\int_{\partial \hat{B}_{s_n}} \hat{h}}{\int_{\hat{B}_{s_n}} \hat{h}} \leq \frac{\log \int_{\hat{B}_{r_{n+1}}} \hat{h} - \log \int_{\hat{B}_R} \hat{h}}{r_{n+1} - R} + \frac{1}{n}
\]

for each \(n \in \mathbb{N}\). By (3.19) and (3.18) we have

\[
\limsup_{n \to +\infty} \frac{\log \int_{\hat{B}_{r_{n+1}}} \hat{h} - \log \int_{\hat{B}_R} \hat{h}}{r_{n+1} - R} + \frac{1}{n} = \limsup_{n \to +\infty} \frac{\log \int_{\hat{B}_{r_{n+1}}} \hat{h}}{r_{n+1}}
\]

\[
\leq \limsup_{n \to +\infty} \frac{Q(r_n)}{r_n}
\]

\[
\leq \limsup_{r \to +\infty} \frac{Q(r)}{r}
\]

Since \(s_n \to +\infty\) as \(n \to +\infty\) we have

\[
\limsup_{n \to +\infty} \max_{\partial \hat{B}_{s_n}} \sqrt{\cosh^2 \theta - 1} \leq \limsup_{M \ni x \to +\infty} \sqrt{\cosh^2 \theta(x) - 1}
\]

and

\[
\limsup_{r \to +\infty} |\hat{H}(\hat{B}_r)| \leq \frac{1}{m} \limsup_{n \to +\infty} \left[ \max_{\partial \hat{B}_{s_n}} \sqrt{\cosh^2 \theta - 1} \left( \frac{\log \int_{\hat{B}_{r_{n+1}}} \hat{h} - \log \int_{\hat{B}_R} \hat{h}}{r_{n+1} - R} + \frac{1}{n} \right) \right].
\]

By (3.19) and (3.20), the claim follows.

From [21] we draw the following

**Lemma 5.** Let \(r > 0\) be such that \(\hat{B}_r\) is relatively compact in \(M\). Let \(G \in C^0([0, r])\) be such that

\[
\hat{\text{Ric}} - \frac{\text{Hess}(\hat{h})}{\hat{h}} \geq -m(G \circ \hat{\gamma}) \hat{\sigma}
\]

on \(\hat{B}_r\), where \(\hat{\text{Ric}}\) and \(\text{Hess}\) are the Ricci tensor and the Hessian operator of \((M, \hat{\sigma})\) and inequality (3.21) is intendend in the sense of quadratic forms. Let \(k \in C^2([0, r])\) be a solution of the problem

\[
\begin{cases}
  k'' - Gk \geq 0, \\
  k(0) = 0, \quad k'(0) = 1.
\end{cases}
\]

Then

(a) \(k \circ \hat{\gamma} > 0\) on \(\hat{B}_r\),
(b) the inequality
\[ \Delta \log \hat{h} \hat{\gamma} \leq m k' \circ \hat{\gamma} \]
holds pointwise on \( \hat{B}_r \setminus (\text{cut}(\alpha) \cup \{ \alpha \}) \) and weakly on \( \hat{B}_r \).

(c) the inequality
\[ \int_{\partial \hat{B}_s} \hat{h} \geq \int_{\partial \hat{B}_s} \hat{h} \]
holds for a.e. \( s_0, s_1 \in (0, r) \) with \( s_0 < s_1 \).

Now, let \( q = \pi(\alpha) \in \mathbb{P} \). We define the function
\[ \gamma \mathbb{P} = d_\sigma(q, \cdot) \]
on \( \mathbb{P} \), where \( d_\sigma \) is the distance on \( \mathbb{P} \) induced by the Riemannian metric \( \sigma \). For each \( r > 0 \), we set
\[ B^\mathbb{P}_r = B^\mathbb{P}_r(q) = \{ y \in \mathbb{P} : \gamma \mathbb{P}(y) < r \} \]

The map \( \pi : (M, \hat{\sigma}) \to (\mathbb{P}, \sigma) \) is a local isometry, hence it is distance decreasing (see, for instance, Proposition 21 of [24]). So, we have
\[ (3.23) \gamma \mathbb{P} \circ \pi \leq \hat{\gamma} \]
on \( M \), and
\[ (3.24) \pi(\hat{B}_r) \subseteq B^\mathbb{P}_r \]
for each \( r > 0 \). Moreover, we have the equality sign in (3.23) and (3.24) when \( \pi \) is a diffeomorphism. Then, from Theorem 10 we obtain the following

**Theorem 11.** Let \( G \in C^0(\mathbb{R}_0^+) \) be such that
\[ (3.25) \text{Ric}^\mathbb{P} - \frac{\text{Hess}^\mathbb{P} (h)}{h} \geq -m(G \circ \gamma^\mathbb{P}) \sigma \]
on \( \mathbb{P} \), where \( \text{Ric}^\mathbb{P} \) and \( \text{Hess}^\mathbb{P} \) are the Ricci tensor and the Hessian operator of \( (\mathbb{P}, \sigma) \). Let \( k \in C^2(\mathbb{R}_0^+) \) be a solution of problem (3.22). If \( G \) is nondecreasing, then the following statements hold true.

(a) If \( r > 0 \) is such that \( \hat{B}_r = B^\mathbb{P}_r \) is relatively compact in \( M \), then
\[ (3.26) \max_{\partial \hat{B}_s} \sqrt{\cosh^2 \theta - 1} \frac{k(s)}{\int_0^s k(t) dt} \geq m|\hat{H}(\hat{B}_s)| \]
for a.e. \( s \in (0, r) \) and
\[ (3.27) \max_{\hat{B}_r \setminus \hat{B}_R} \sqrt{\cosh^2 \theta - 1} \frac{\log \int_0^r k(t) dt}{r - R} \geq \min_{R \leq r \leq R} m|\hat{H}(\hat{B}_R)| \]
for each \( R \in (0, r) \).

(b) If \( (M, \hat{\sigma}) \) is complete, then
\[ (3.28) \limsup_{r \to +\infty} |\hat{H}(\hat{B}_r)| \leq \frac{1}{m} \left( \limsup_{x \to +\infty} \sqrt{\cosh^2 \theta(x) - 1} \right) \left( \limsup_{r \to +\infty} \frac{\log \int_0^r k(t) dt}{r} \right) \]
with the same observation of Theorem 10 about the RHS of (3.28).

If \( \pi \) is a diffeomorphism, then the previous statements hold true without requiring the monotonicity of \( G \).
Proof. We have
\[
\hat{\text{Ric}} - \frac{\hat{\text{Hess}}(\hat{h})}{\hat{h}} = \pi^* \left( \text{Ric}^\mathcal{P} - \frac{\text{Hess}^\mathcal{P}(\hat{h})}{\hat{h}} \right) \geq -m(G \circ \gamma^\mathcal{P} \circ \pi)\pi^*\sigma
\]
\[
= -m(G \circ \gamma^\mathcal{P} \circ \pi)\hat{\sigma}
\]
on $M$. If $G$ is nondecreasing, by (3.23) we infer
(3.29)
\[
-G \circ \gamma^\mathcal{P} \circ \pi \geq -G \circ \hat{\gamma}
\]
on $M$ and therefore (3.21) is satisfied. If $\pi$ is a diffeomorphism, then (3.23) holds with equality sign even if $G$ is not monotonic and (3.21) is again satisfied on $M$.

Suppose that $\hat{B}_r$ is relatively compact in $M$. From claim (c) of Lemma 4 we have
\[
\int_{\hat{B}_r} \hat{h} = \int_0^s \left( \int_{\partial \hat{B}_t} \hat{h} \right) \, dt = \int_0^s \frac{\int_{\partial \hat{B}_t} \hat{h}}{k(t)^m} k(t)^m \, dt \geq \int_0^s \frac{\int_{\partial \hat{B}_t} \hat{h}}{k(s)^m} k(t)^m \, dt \int_0^s k(t)^m \, dt
\]
and therefore
\[
\frac{\int_{\partial \hat{B}_t} \hat{h}}{\int_{\hat{B}_t} \hat{h}} \leq \frac{k(s)^m}{\int_0^s k(t)^m \, dt}
\]
for a.e. $s \in (0, r)$. Then (3.26) follows from (3.14).

The other inequalities can be derived from (3.26) following the argument of the proof of Theorem 10. □

Theorem 1 of the Introduction follows from Theorem 11. Indeed we have

Proof of Theorem 1. As pointed out in Remark 1 in the Introduction as a consequence of (2.2), assumption (1.2) of Theorem 1 implies (3.25) with $G \equiv G_0$ on $\mathbb{R}_+^n$. For such $G$, a solution $k \in C^2(\mathbb{R}_0^+)$ of problem (3.22) is given by
\[
k(t) = \frac{1}{\sqrt{G_0}} \sinh(\sqrt{G_0} t).
\]
Since $M$ is connected and $H_0 > 0$, the function $H$ has constant sign, so $|\hat{H}(\hat{B}_r)| \geq \inf_{\hat{B}_r} |H| \geq H_0$ for each $r > 0$. By de l’Hôpital theorem we have
\[
\lim_{r \to +\infty} \frac{\log \int_0^r k(t)^m \, dt}{r} = \lim_{r \to +\infty} \frac{k(r)^m}{\int_0^r k(t)^m \, dt} = \lim_{r \to +\infty} \frac{mk'(r)}{k(r)} = \lim_{r \to +\infty} m \sqrt{G_0} \coth(\sqrt{G_0} r) = m \sqrt{G_0}.
\]
Since $G$ is constant, therefore nondecreasing, we apply (3.25) to obtain
\[
H_0 \leq \sqrt{G_0} \lim_{M \ni x \to +\infty} \sqrt{\cosh^2 \theta(x) - 1},
\]
or, equivalently,
\[
1 + \frac{H_0^2}{G_0} \leq \lim_{M \ni x \to +\infty} \cosh^2 \theta(x).
\]
Then (1.3) follows. □
Another consequence of Theorem 10 is the following
so we can apply Theorem 1 to get
ψ
contradicting the assumption that
Another consequence of Theorem 10 is the following

**Theorem 12.** Suppose that \((M, \hat{\sigma})\) is complete and that \(\pi : M \to \mathbb{P}\) is a covering map of finite
degree \(d\). Then the following statements hold true.

(a) Let \(r > 0\). Then

\[
\limsup_{r \to +\infty} \cosh \theta(x) = +\infty
\]

for every \(G_0 > 0\), so we get
contradicting the assumption that \(\psi\) has bounded hyperbolic angle. \(\square\)

Proof. Let \(r > 0\). Since \((M, \hat{\sigma})\) is complete, \(\hat{B}_r\) is relatively compact in \(M\). By \(3.24\), we have
\(\pi(\hat{B}_r) \subseteq B^2_r\) and therefore \(\hat{B}_r \subseteq \pi^{-1}(\pi(\hat{B}_r)) \subseteq \pi^{-1}(B^2_r)\). Each \(p \in \pi(\hat{B}_r)\) has a connected open
neighbourhood \(U_p \subseteq \pi(\hat{B}_r)\) such that, for each connected open neighbourhood \(V\) of \(p\) contained in
\(U_p\), the open subset \(\pi^{-1}(V) \subseteq M\) has \(d\) connected components and the restriction of \(\pi\) to any
of them is an isometry onto \(U\). A Vitali covering argument shows that \(\pi(\hat{B}_r)\) can be covered,
up to a subset of null measure, by a countable family \(\{V_n\}_{n \in \mathbb{N}}\) of pairwise disjoint such open
neighbourhoods of points \(p_n\). For each \(n \in \mathbb{N}\) we have

\[
\int_{\pi^{-1}(V_n) \setminus \hat{B}_r} \hat{h} \leq \int_{\pi^{-1}(V_n)} \hat{h} = d \int_{B^2_r} h.
\]

Since \((\bigcup_n \pi^{-1}(V_n)) \cap \hat{B}_r = \pi^{-1}(\bigcup_n V_n) \cap \hat{B}_r\) has zero measure in \(\hat{B}_r\), by the monotone convergence
theorem we have

\[
\int_{\hat{B}_r} \hat{h} \leq \int_{\bigcup_{n=1}^{+\infty} \pi^{-1}(V_n)} \hat{h} \leq d \int_{\bigcup_{n=1}^{+\infty} V_n} h = d \int_{\pi(\hat{B}_r)} h \leq d \int_{B^2_r} h.
\]

Hence, \(3.30\) follows from \(3.15\). Moreover, if \(3.31\) is satisfied, then \(3.16\) is also satisfied and
therefore \(3.32\) follows from \(3.17\). \(\square\)

Theorem 2 of the Introduction now easily follows.
Proof of Theorem 2. In Theorem 1, choose \( Q(r) = m\sqrt{G_0} r \). Then (1.5) of Theorem 2 implies (3.31). Indeed, 
\[
\liminf_{r \to +\infty} \frac{\log d + \log \int_{B_r^+} h}{Q(r)} = \lim_{r \to +\infty} \frac{\log d}{m\sqrt{G_0} r} + \liminf_{r \to +\infty} \frac{\log \int_{B_r^+} h}{m\sqrt{G_0} r} = 0 + \liminf_{r \to +\infty} \frac{\log \int_{B_r^+} h}{m\sqrt{G_0} r} \leq 1
\]
Arguing as in the proof of Theorem 1, apply (3.32) to obtain the desired conclusion. □

Corollary 2 can be derived from Theorem 2 by reasoning as in the proof of Corollary 1.

4. A half-space theorem

We reproduce some of the arguments of Section 3.3 of [4], with due differences, to prove a comparison principle at infinity for the Lorentzian mean curvature operator

\[
Lu = \frac{1}{q} \text{div} \left( \frac{q^2 Du}{\sqrt{1 - q^2 |Du|^2}} \right)
\]
on every end of a complete, noncompact Riemannian manifold \((\tilde{M}, \langle , \rangle)\), where \(q\) is a sufficiently regular positive function on \(\tilde{M}\). We recall that an end of a noncompact manifold \(\tilde{M}\) with respect to a compact subset \(K \subseteq \tilde{M}\) is any unbounded connected component of \(\tilde{M} \setminus K\). We start by stating and proving some preliminary lemmas.

Lemma 6. Let \((V, \langle , \rangle)\) be a real vector space with a given positive definite symmetric bilinear form. Let \(X, Y \in V\) be such that \(|X|, |Y| < 1\), where \(|X| = \sqrt{\langle X, X \rangle}, |Y| = \sqrt{\langle Y, Y \rangle}\). Then

\[
\left\langle \frac{X}{\sqrt{1 - |X|^2}} - \frac{Y}{\sqrt{1 - |Y|^2}}, X - Y \right\rangle \geq 0
\]

and the equality holds if and only if \(X = Y\).

Proof. If \(|X| = |Y|\), then

\[
\left\langle \frac{X}{\sqrt{1 - |X|^2}} - \frac{Y}{\sqrt{1 - |Y|^2}}, X - Y \right\rangle = \frac{|X - Y|^2}{\sqrt{1 - |X|^2}}
\]

and the claim is proved. If \(|Y| = t|X|, t \in [0,1)\), then

\[
\left\langle \frac{X}{\sqrt{1 - |X|^2}} - \frac{Y}{\sqrt{1 - |Y|^2}}, X - Y \right\rangle = \frac{(X, X - Y)}{\sqrt{1 - |X|^2}} - \frac{(Y, X - Y)}{\sqrt{1 - |Y|^2}}
\]

\[
\geq \frac{(1-t)|X|^2}{\sqrt{1 - |X|^2} \sqrt{1 - t^2|X|^2}}
\]

\[
= (1-t)|X| \left( \frac{|X|}{\sqrt{1 - |X|^2}} - \frac{t|X|}{\sqrt{1 - t^2|X|^2}} \right)
\]

\[
\geq 0,
\]

where the last inequality is strict unless \(|X| = 0\). □

Lemma 7. Let \((\tilde{M}, \langle , \rangle)\) be a Riemannian manifold and let \(\Omega \subseteq \tilde{M}\) be a nonempty, connected, relatively compact open subset. Let \(q\) be a measurable function on \(\Omega\) such that \(q > 0\) a.e. on \(\Omega\)
and let $u, v \in \text{Lip}(\Omega)$ be such that

\begin{equation}
\left\{
\begin{array}{l}
\text{ess sup}_\Omega q|Du| < 1, \\
\text{ess sup}_\Omega q|Dv| < 1, \\
\text{div} \left( \frac{q^2 Du}{\sqrt{1 - q^2 |Du|^2}} \right) \leq \text{div} \left( \frac{q^2 Dv}{\sqrt{1 - q^2 |Dv|^2}} \right) \quad \text{weakly on } \Omega, \\
u \geq v
\end{array}
\right.
\end{equation}

Then, $u \geq v$ on $\Omega$.

**Proof.** Let $\varepsilon > 0$ be given. Let $\alpha \in C^1(\mathbb{R})$ be such that

\begin{align*}
\alpha(t) &= 0 \quad \text{for each } t \geq -\varepsilon, \\
\alpha'(t) &< 0 \quad \text{for each } t < -\varepsilon.
\end{align*}

Consider a vector field $W$ on $\Omega$ such that

\begin{align*}
W &= [\alpha \circ (u - v)] \left( \frac{q^2 Du}{\sqrt{1 - q^2 |Du|^2}} - \frac{q^2 Dv}{\sqrt{1 - q^2 |Dv|^2}} \right) \quad \text{a.e. on } \Omega, \\
W &\equiv 0 \quad \text{where } u \geq v - \varepsilon.
\end{align*}

Because of (4.1), the vector field $W$ is compactly supported in $\Omega$ and its weak divergence satisfies

\[
\text{div} W \leq \left[ \frac{q^2 Du}{\sqrt{1 - q^2 |Du|^2}} - \frac{q^2 Dv}{\sqrt{1 - q^2 |Dv|^2}} \right] D[\alpha \circ (u - v)]
\]

weakly on $\Omega$, where the last inequality follows from Lemma 6. By applying the divergence theorem to $W$ on an open subset $\tilde{\Omega} \subseteq \Omega$ with smooth boundary and such that $\text{supp } W \subseteq \tilde{\Omega}$ we get

\[
0 = \int_{\tilde{\Omega}} \text{div} W = \int_{\Omega} \text{div} W.
\]

It follows that

\[
[\alpha' \circ (u - v)] \left( \frac{q^2 Du}{\sqrt{1 - q^2 |Du|^2}} - \frac{q^2 Dv}{\sqrt{1 - q^2 |Dv|^2}} \right) qDu - qDv \leq 0
\]

a.e. on $\Omega$. From Lemma 6 again we deduce that $Du = Dv$ a.e. where $u < v - \varepsilon$. Since $\varepsilon > 0$ is arbitrarily given, it follows that the Lipschitz function $(u - v)_-$ has almost everywhere vanishing gradient on $\Omega$, and therefore it is constant on $\overline{\Omega}$. From (4.1) it follows that it is identically zero on $\overline{\Omega}$ and the claim is proved. \hfill \Box

**Lemma 8.** Let $(\tilde{M}, \langle \cdot, \cdot \rangle)$ be a Riemannian manifold, let $\Omega \subseteq \tilde{M}$ be a nonempty, connected, relatively compact open subset. Let $q \in C^1(\overline{\Omega})$, $q > 0$ and let $u \in C^2(\overline{\Omega})$ be such that

\begin{equation}
\left\{
\begin{array}{l}
\max_{\overline{\Omega}} q|Du| < 1, \\
\text{div} \left( \frac{q^2 Du}{\sqrt{1 - q^2 |Du|^2}} \right) \leq 0 \quad \text{on } \Omega, \\
u \geq 0 \quad \text{on } \partial \Omega,
\end{array}
\right.
\end{equation}

If $u(x) = 0$ for some $x \in \Omega$, then $u \equiv 0$ on $\overline{\Omega}$. 
Proof. Set
\[ f = \frac{q^2}{\sqrt{1 - q^2 |Du|^2}} \in C^1(\Omega). \]
We have that \( u \) satisfies
\[ \Delta u + \frac{1}{f}(Df, Du) \leq 0 \]
on \( \Omega \). The strong maximum principle for the operator \( \Delta + \frac{1}{f}(Df, D \cdot) \) (see [4], Theorem 3.10) yields the desired conclusion. \( \square \)

We are now ready to state and prove the following technical analytical result, relating the unboundedness of a solution of the prescribed mean curvature equation to the existence of an appropriate function which acts as a potential function for the equation outside a bounded set.

**Theorem 13.** Let \((\tilde{M}, \langle \cdot, \cdot \rangle)\) be a complete, noncompact Riemannian manifold, \( K \subseteq \tilde{M} \) a nonempty compact subset and let \((M_K, \hat{\sigma})\) be a connected component of \( \tilde{M} \setminus K \) endowed with the restriction \( \hat{\sigma} \) of the metric \( \langle \cdot, \cdot \rangle \). For each \( r > 0 \), let
\[ \Omega_r = \{ x \in M_K : \text{dist}_{\langle \cdot, \cdot \rangle}(x, K) < r \} \]
and let \( \partial \Omega_r \) denote the boundary of \( \Omega_r \) with respect to the induced topology on \( M_K \), that is,
\[ \partial \Omega_r = \{ x \in M_K : \text{dist}_{\langle \cdot, \cdot \rangle}(x, K) = r \}. \]
Let \( q \) be measurable function such that \( q > 0 \) a.e. on \( M_K \), let \( \mathcal{H} \in L^1_{\text{loc}}(M_K) \), and let \( \tau \in \text{Lip}_{\text{loc}}(M_K) \) be a solution of inequality
\[ \text{div} \hat{\sigma} \left( \frac{q^2 \tau}{\sqrt{1 - q^2 |Du|^2}} \right) \geq \mathcal{H} \quad \text{on } M_K \]
satisfying
\[ \text{ess sup}_{\partial \Omega_r} |q| |D\tau| < 1 \]
for every relatively compact \( \Omega \subseteq M_K \). Let \( r > R > 0 \) be given real numbers and suppose that there exists a function \( u \in \text{Lip}_{\text{loc}}(M_K \setminus \Omega_R) \) satisfying
\[ \begin{cases} 
  u \geq 0 & \text{on } \partial \Omega_R, \\
  u < \max_{\partial \Omega_r} \tau - \max_{\partial \Omega_r} u & \text{on } \partial \Omega_r, \\
  u(x) \to +\infty & \text{as dist}_{\langle \cdot, \cdot \rangle}(x, K) \to +\infty, \ x \in M_K, \\
  \text{ess sup}_{\partial \Omega_r} |q| |Du| < 1 & \text{on every relatively compact } \Omega \subseteq M_K, \\
  \text{div} \hat{\sigma} \left( \frac{q^2 Du}{\sqrt{1 - q^2 |Du|^2}} \right) \leq \mathcal{H} & \text{on } M_K \setminus \overline{\Omega_R}. 
\end{cases} \tag{4.3} \]
Then
\[ \sup_{M_K} \tau = +\infty. \]

**Proof.** Suppose, by contradiction, that \( \sup_{M_K} \tau < +\infty \). Let
\[ \varepsilon = \max_{\partial \Omega_r} \tau - \max_{\partial \Omega_r} u \quad \text{and} \quad \nu = \tau - \max_{\partial \Omega_r} \tau - \frac{\varepsilon}{2}. \]
Note that \( \varepsilon > 0 \) by the second assumption in \([43]\). Since \( \nu \) and \( \tau \) only differ by an additive constant, we also have
\[ \varepsilon = \max_{\partial \Omega_r} \nu - \max_{\partial \Omega_r} \nu - \max_{\partial \Omega_r} u = \max_{\partial \Omega_r} \nu - \max_{\partial \Omega_r} \left( \tau - \max_{\partial \Omega_r} \tau - \frac{\varepsilon}{2} \right) - \max_{\partial \Omega_r} u = \max_{\partial \Omega_r} \nu - \max_{\partial \Omega_r} u + \frac{\varepsilon}{2}. \]
and therefore
\[
\max_{\partial \Omega_R} v = -\frac{\varepsilon}{2} < 0 \leq \min_{\partial \Omega_R} u, \quad \max_{\partial \Omega_r} v = \max_{\partial \Omega_r} u + \frac{\varepsilon}{2} > \max_{\partial \Omega_r} u, \quad \sup_{M_K} v = \sup_{M_K} \tau - \max_{\partial \Omega_R} \tau - \frac{\varepsilon}{2} < +\infty.
\]

This implies that
\[
\begin{align*}
&u - v > 0 \quad \text{on } \partial \Omega_R, \\
&u - v < 0 \quad \text{on a nonempty subset of } \partial \Omega_r, \\
&\lim_{\gamma(x,k) \to +\infty} u(x) - v(x) = +\infty,
\end{align*}
\]

So, the subset \( \{ x \in M_K : u(x) < v(x) \} \) is nonempty and relatively compact in \( M_K \). Let \( \Omega \) be one of its connected components. We have \( u = v \) on \( \partial \Omega \) and
\[
\text{div} \left( \frac{q^2 Du}{\sqrt{1 - q^2 |Du|^2}} \right) \leq \text{div} \left( \frac{q^2 Dv}{\sqrt{1 - q^2 |Dv|^2}} \right) \quad \text{on } \Omega.
\]

By Lemma 7, we conclude that \( u \geq v \) in \( \Omega \), contradiction. \( \square \)

As a direct application of Theorem 13 we can prove Theorems 3 and 4 from the Introduction. The following two lemmas are instrumental to guaranteeing, under the hypotheses of the theorems, the existence of suitable nonlinear potentials \( u \) satisfying conditions (4.3).

**Lemma 9.** Let \( (\tilde{M}, \langle \cdot, \cdot \rangle) \) be a complete, noncompact Riemannian manifold of dimension \( m \) with a fixed origin \( o \in \tilde{M} \) and let \( \gamma \) be the distance function from \( o \) in the metric \( \langle \cdot, \cdot \rangle \). Suppose that the Ricci tensor \( \text{Ric} \) of \( \tilde{M} \) satisfies
\[
\text{Ric} \geq -(m - 1)(G \circ \gamma) \hat{\sigma}
\]
on \( \tilde{M} \) for some nonnegative function \( G \in C^0(\mathbb{R}_0^+) \) and let \( k \in C^2(\mathbb{R}_0^+) \) be a solution of the problem
\[
\begin{align*}
k'' - Gk &\geq 0, \\
k(0) &= 0, \quad k'(0) = 1.
\end{align*}
\]

Let \( R > 0, A \in C^0([R, +\infty)), A > 0 \) be such that
\[
\liminf_{s \to +\infty} \frac{1}{k(s)^{m-1}} \int_R^s A(t) k(t)^{m-1} dt > 0.
\]
Then for each \( r > R, \varepsilon > 0 \) there exists a function
\[
u \in C^2(\tilde{M} \setminus (B_R \cup \text{cut}(o))) \cap \text{Lip}_{\text{loc}}(\tilde{M} \setminus B_R),
\]
with \( B_s \) the geodesic ball of \( (\tilde{M}, \langle \cdot, \cdot \rangle) \) centered at \( o \) with radius \( s \), satisfying
\[
\begin{align*}
u &= 0 & \text{on } \partial B_R, \\
u &\leq \varepsilon & \text{on } \partial B_r, \\
u(x) &\to +\infty & \text{as } \gamma(x) \to +\infty, \\
\text{ess sup}_{\Omega} |Du| &< 1 & \text{on } \text{every relatively compact } \Omega \subseteq \tilde{M}, \\
\text{div} \left( \frac{Du}{\sqrt{1 - |Du|^2}} \right) &\leq A(\gamma) & \text{on } \tilde{M} \setminus B_R.
\end{align*}
\]
Proof. We prove the lemma by explicitly constructing, for any given \( r > R, \varepsilon > 0 \), a radial function \( u = u_0(\gamma) \), with \( u_0 \in C^2([R, +\infty)) \), satisfying (4.6). From (4.5) and by the comparison theorem for the Laplacian of the distance function (see [4]) we have that

\[
\Delta \gamma \leq (m - 1) \frac{k'(\gamma)}{k(\gamma)}
\]

pointwise on \( M \setminus \text{cut}(o) \) and weakly on \( M \), so if \( u = u_0(\gamma) \) for some

\[
u_0 \in C^2([R, +\infty)) \quad \text{satisfying} \quad 0 \leq u'_0 < 1 \quad \text{on} \quad [R, +\infty),
\]
it follows that

\[
\text{div} \left( \frac{Du}{\sqrt{1 - |Du|^2}} \right) = \frac{u_0'(\gamma)}{\sqrt{1 - u_0^2(\gamma)^2}} \Delta \gamma + \left( \frac{u_0'}{\sqrt{1 - (u_0')^2}} \right)' (\gamma) \leq (m - 1) \frac{k'(\gamma)}{k(\gamma)} f(\gamma) + f'(\gamma)
\]

pointwise on \( M \setminus (\overline{B_R} \cup \text{cut}(o)) \) and weakly on \( M \setminus \overline{B_R} \), having set

\[
f = \frac{u_0}{\sqrt{1 - (u_0')^2}}, \quad \text{or, equivalently,} \quad u'_0 = \frac{f}{\sqrt{1 + f^2}}.
\]

So, we aim at obtaining \( u_0 \in C^2([R, +\infty)) \) satisfying

\[
u_0(R) = 0, \quad u_0(r) \leq \varepsilon, \quad \lim_{s \to +\infty} u_0(s) = +\infty
\]

and we look for \( u_0 \) in the form

\[
u_0(s) = \int_R^s \frac{f(t)}{\sqrt{1 + f(t)^2}} \, dt
\]

with \( f \in C^1([R, +\infty)) \) a nonnegative function such that

\[
f' + (m - 1) \frac{k'}{k} f \leq A \quad \text{on} \quad (R, +\infty).
\]

Note that for every \( C \in \mathbb{R} \) the unique solution \( f_C \) of the Cauchy problem

\[
\begin{cases}
f_C' + (m - 1) \frac{k'}{k} f_C = CA & \text{on} \quad (R, +\infty), \\
f_C(R) = 0
\end{cases}
\]

is given by

\[
f_C(s) = \frac{C}{k(s)^{m-1}} \int_R^s A(t)k(t)^{m-1} \, dt \quad \text{for each} \quad s \geq R
\]

and is of class \( C^1([R, +\infty)) \). If \( C \in (0, 1] \), then \( f = f_C \) satisfies (4.9) by positivity of \( A \), and assumption (4.5) implies that

\[
\liminf_{s \to +\infty} f_C(s) > 0, \quad \text{so} \quad \liminf_{s \to +\infty} \frac{f_C(s)}{\sqrt{1 + f_C(s)^2}} > 0.
\]

The function \( u_0 \) defined as in (4.8) for \( f = f_C \) satisfies

\[
\lim_{s \to +\infty} u'_0(s) > 0, \quad \text{and therefore} \quad \lim_{s \to +\infty} u_0(s) = +\infty,
\]

and also

\[
u_0(r) \leq \int_R^r f(t) \, dt \leq C(r - R) \max_{s \in [R, r]} \frac{1}{k(s)^{m-1}} \int_R^s A(t)k(t)^{m-1} \, dt.
\]

For any fixed \( r > R, \varepsilon > 0 \), it is always possible to choose \( C \in (0, 1] \) small enough so that the RHS of (4.10) is not larger than \( \varepsilon \). Hence, for a suitable choice of \( C \in (0, 1] \), the function \( u_0 \)
given by \( f \) with \( f = f_\mathcal{C} \) satisfies conditions \( (\text{L}7) \) and therefore \( u = u_0(\gamma) \) satisfies all of the requirements in \( (\text{L}6) \).

**Lemma 10.** Let \( (\mathcal{P}_0, \sigma_0) \) be a radially symmetric Riemannian manifold of dimension \( m \), with

\[
\mathcal{P}_0 = (\rho_0, +\infty) \times S^{m-1}, \quad \sigma_0 = \frac{d\rho^2}{V(\rho)} + \rho^2 g_{S^{m-1}},
\]

\( \rho_0 \geq 0, \rho \) the standard coordinate on \( (\rho_0, +\infty), (S^{m-1}, g_{S^{m-1}}) \) the standard \((m-1)\)-dimensional sphere and \( V \in C^\infty((\rho_0, +\infty)) \) a positive function such that for some (hence, any) \( \varepsilon > 0 \)

\[
\int_{\rho_0}^{\rho_0 + \varepsilon} \frac{dt}{V(t)} < +\infty, \quad \int_{\rho_0}^{\rho_0 + \varepsilon} \frac{dt}{\sqrt{V(t)}} = +\infty,
\]

so that the bijection \( \phi : (\rho_0, +\infty) \to (0, +\infty) \) given by

\[
\phi(\rho) = \int_{\rho_0}^{\rho} \frac{dt}{\sqrt{V(t)}} \quad \text{for each } \rho > \rho_0
\]

is well defined. Let \( \rho_1 > \rho_0 \), \( h_0 \in C^1([\rho_1, +\infty)) \) be such that

\[
(4.11) \quad \int_{\rho_1}^{+\infty} \frac{dt}{h_0(t)\sqrt{V(t)}} = +\infty
\]

and let \( A_0 \in C^0([\rho_1, +\infty)) \), \( A_0 > 0 \), be such that

\[
(4.12) \quad \int_{\rho_1}^{+\infty} \frac{A_0(t)t^{m-1}}{\sqrt{V(t)}} dt = +\infty, \quad \liminf_{\rho \to +\infty} \frac{1}{h_0(\rho)\rho^{m-1}} \int_{\rho_1}^{\phi(\rho)} \frac{A_0(t)t^{m-1}}{\sqrt{V(t)}} dt > 0.
\]

Then for each \( \rho_2 > \rho_1 \), \( \beta \in \mathbb{R} \) there exists a function

\[
\phi = C^2([\rho_1, +\infty) \times S^{m-1})
\]

satisfying

\[
\begin{cases}
  u = 0 & \text{on } \{\rho_1\} \times S^{m-1}, \\
  u \leq \beta & \text{on } \{\rho_2\} \times S^{m-1}, \\
  u(x) \to +\infty & \text{as } \rho(x) \to +\infty, \\
  h_0(\rho)|Du| < 1 & \text{on } [\rho_1, +\infty) \times S^{m-1}, \\
  \text{div} \left( \frac{h_0(\rho)^2 Du}{\sqrt{1 - h_0(\rho)^2 |Du|^2}} \right) \leq A_0(\rho) & \text{on } [\rho_1, +\infty) \times S^{m-1}.
\end{cases}
\]

**Proof.** The proof is analogous to that of Lemma \( \text{[8]} \). We first observe that \((\mathcal{P}_0, \langle \cdot, \cdot \rangle)\) is isometric to the product manifold

\[
\mathcal{P} = (0, +\infty) \times S^{m-1} \quad \text{with metric } \langle \cdot, \cdot \rangle_{\mathcal{P}} = ds^2 + g(s)^2 \langle \cdot, \cdot \rangle_{S^{m-1}},
\]

where \( s \) is the standard coordinate on \((0, +\infty)\) and \( g : (0, +\infty) \to (\rho_0, +\infty) \) is the inverse of the function \( \phi : (\rho_0, +\infty) \to (0, +\infty) \). Indeed, an isometry between \( \mathcal{P}_0 \) and \( \mathcal{P} \) is given by the map \( \Phi : \mathcal{P}_0 \to \mathcal{P} \) defined by

\[
\Phi((\rho, p)) = (\phi(\rho), p) \quad \text{for each } \rho > \rho_0, p \in S^{m-1}.
\]

Let \( \rho_2 > \rho_1 > \rho_0 \) and \( h_0, A_0 \) be given as in the statement of the lemma. Setting \( R = g(\rho_1), r = g(\rho_2) \), we let \( A = A_0 \circ g \in C^0([R, +\infty)), h = h_0 \circ g \in C^1([R, +\infty)). \) Clearly, the thesis is
equivalent to claiming the existence of a function $v \in C^2([R, +\infty) \times \mathbb{S}^{m-1})$ satisfying

\[
\begin{aligned}
&v = 0 \quad \text{on } \{R\} \times \mathbb{S}^{m-1}, \\
v \leq \beta \quad \text{on } \{r\} \times \mathbb{S}^{m-1}, \\
v(x) \to +\infty \quad \text{as } s(x) \to +\infty \\
h(s)|Dv| < 1 \quad \text{on } [R, +\infty) \times \mathbb{S}^{m-1}, \\
\text{div} \left( \frac{h(s)^2 Dv}{\sqrt{1 - h(s)^2 |Dv|^2}} \right) \leq A(s) \quad \text{on } [R, +\infty) \times \mathbb{S}^{m-1}.
\end{aligned}
\]

(4.15)

We construct $v$ as a radial function $v = v_0(s)$, with $v_0 \in C^2([R, +\infty))$. For a radially symmetric manifold as in (4.14), the Laplacian of the coordinate function $s$ is given by

\[\Delta s = (m - 1) \frac{g'(s)}{g(s)}.
\]

Following the lines of the proof of Lemma 9, we look for $v_0$ of the form

\[v_0(s) = \int_{R}^{s} \frac{1}{h(t)} \frac{f(t)/h(t)}{\sqrt{1 + f(t)^2/h(t)^2}} dt
\]

for some $f \in C^1([R, +\infty))$, since this is equivalent to saying that

\[v_0(R) = 0 \quad \text{and} \quad f = \frac{h^2 v_0}{\sqrt{1 - h^2 \cdot (v_0')^2}} \quad \text{on } (R, +\infty),
\]

and the last inequality in (4.15) can be restated as

\[f' + (m - 1) \frac{g'}{g} f \leq A \quad \text{on } (R, +\infty), \Rightarrow (g^{m-1} f)' = C g^{m-1} A
\]

For every $C \in (0, 1]$, $\beta_1 \in \mathbb{R}$, the function $f_{C, \beta_1} \in C^1([R, +\infty))$ defined by

\[f_{C, \beta_1}(s) = \frac{C}{g(s)^{m-1}} \int_{R}^{s} A(t) g(t)^{-m-1} dt + \frac{\beta_1}{g(s)^{m-1}} \quad \text{for each } s \geq R
\]

satisfies

\[f'_{C, \beta_1} + (m - 1) \frac{g'}{g} f_{C, \beta_1} = CA \leq A \quad \text{on } (R, +\infty)
\]

because $A > 0$, since $A_0$ is positive. To ensure that $v_0$ defined as in (4.15) with $f = f_{C, \beta_1}$ also satisfies

\[\lim_{s \to +\infty} v_0(s) = +\infty
\]

it is sufficient to have

\[0 < \liminf_{s \to +\infty} \frac{f(s)}{h(s)} = \liminf_{s \to +\infty} \frac{1}{h(s) g(s)^{m-1}} \left( C \int_{R}^{s} A(t) g(t)^{-m-1} dt + \beta_1 \right)
\]

and

\[\int_{R}^{+\infty} \frac{ds}{h(s)} = +\infty.
\]

By changing variables, these conditions can be restated as

\[\liminf_{\rho \to +\infty} \frac{1}{h_0(\rho) \rho^{m-1}} \left( C \int_{\rho}^{\rho(\rho)} \frac{A_0(t)^{m-1}}{\sqrt{V(t)}} dt + \beta_1 \right) > 0, \quad \int_{\rho_1}^{+\infty} \frac{dt}{h_0(t) \sqrt{V(t)}} = +\infty.
\]
and they are clearly satisfied for every \( C \in (0, 1], \beta_1 \in \mathbb{R} \) under assumptions (4.11) and (4.12).

It only remains to guarantee that

\[
\beta \geq v_0(r) = \frac{1}{h(r)g(r)^{n-1}} \left( C \int_{R}^{r} A(t)g(t)^{n-1}dt + \beta_1 \right).
\]

For any fixed value of \( C \in (0, 1] \), the last member of the previous expression diverges to \(-\infty\) as \( \beta_1 \to -\infty \), so it is always possible to choose \( \beta_1 \in \mathbb{R} \) so that the inequality is satisfied.

Theorem 3 of the Introduction now follows at once.

**Proof of Theorem 3.** Let \( o \in M \) be a fixed point, \( \hat{\sigma} = \pi^* \sigma \) and let \( \hat{\gamma} \) be the distance function from \( o \) in \((M, \hat{\sigma})\). We prove the validity of statement (a) of the theorem. The proof of statement (b) is analogous, up to replacing the function \( \tau \) in the argument below with the function \(-\tau\). So, let us suppose that \( \lim \inf_{M \ni x \to +\infty} H(x) > 0 \). Since \((\mathcal{P}, \sigma)\) is complete, \((M, \hat{\sigma})\) is also complete.

So, the geodesic balls \( \hat{B}_r \) of \((M, \hat{\sigma})\) centered at \( o \) are relatively compact and therefore there exists \( R_0 > 0 \) such that \( \inf_{M \setminus \hat{B}_{R_0}} H > 0 \). Let \( H_0 = \inf_{M \setminus \hat{B}_{R_0}} H \).

We first apply Lemma 9 with \((\hat{M}, \langle , \rangle) = (M, \hat{\sigma})\). Assumption (1.6) implies (4.4) with \( G \equiv G_0 \) on \( \mathbb{R}^+_0 \). A solution \( k \in C^2(\mathbb{R}^+_0) \) of the problem

\[
\begin{cases}
  k'' - Gk \geq 0, \\
  k(0) = 0, \quad k'(0) = 1
\end{cases}
\]

is given by

\[
k(t) = \frac{1}{\sqrt{G_0}} \sinh(\sqrt{G_0} t).
\]

By de l’Hôpital theorem, for \( k \) as in (4.17) it follows that

\[
\lim_{r \to +\infty} \frac{mH_0}{k(r)^{m-1}} \int_{R}^{r} k(t)^{m-1}dt = mH_0 \cdot \lim_{r \to +\infty} \frac{k(r)}{(m-1)k'(r)} = \frac{mH_0}{(m-1)\sqrt{G_0}}
\]

Therefore, setting \( A \equiv mH_0 \) on \([R, +\infty)\), we have that (4.5) is satisfied. By Lemma 9 for every \( R > 0, r > R, \varepsilon > 0 \) there exists a function \( u \in C^2(M \setminus (\hat{B}_{R_0} + R \cup \text{cut}(o))) \cap \text{Lip}_X(M \setminus \hat{B}_{R_0} + R) \) such that

\[
\begin{cases}
  u = 0 & \text{on } \partial \hat{B}_{R_0} + R, \\
  u \leq \varepsilon & \text{on } \partial \hat{B}_{R_0} + r, \\
  u(x) \to +\infty & \text{as } \hat{\gamma}(x) \to +\infty, \\
  \text{ess sup}_{\Omega} |Du| < 1 & \text{on } \text{every relatively compact } \Omega \subseteq M, \\
  \text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) \leq mH_0 & \text{on } M \setminus \hat{B}_{R_0} + R.
\end{cases}
\]

We now argue by contradiction. Recall that the vertical height function \( \tau \) of the immersion \( \psi \) satisfies equation

\[
\text{div}_\tau \left( \frac{D\tau}{\sqrt{1 + |D\tau|^2}} \right) = mH \quad \text{on } M.
\]

Suppose that \( \tau^* = \sup_M \tau < +\infty \). Since \( H \not\equiv 0 \) on \( M \), the function \( \tau \) cannot be constant on \( M \). Since \( H \geq 0 \) on \( M \), Lemma 8 implies that the nonnegative function \( u = \tau^* - \tau \) cannot attain the zero value, that is, the value \( \tau^* \) cannot be attained by \( \tau \) at any point of \( M \). More
conclude that \( \limsup_{M} \) so we verify that the hypotheses of the lemma are satisfied. Note that a diffeomorphism. We set \((P, \pi, \hat{\Omega}, B_{R_{0}})\) of \(M\) contained in \(M\) and therefore \(\partial \hat{\Omega} \subseteq \partial B_{R_{0}}\).

Choose \(R > 0\) and \(r > R\) such that, setting

\[
\tau_{1} = \max_{\partial \hat{\Omega}_{u}} \tau, \quad \tau_{2} = \max_{\partial \hat{\Omega}_{l}} \tau,
\]

we have \(\tau_{1} < \tau_{2}\).

Note that such an \(r > R\) exists because \(\sup_{M_{K}} \tau = \tau^{*} > \tau_{1}\). Let \(u \in C^{2}(M \setminus (\overline{B_{R_{0}} + R} \cup \text{cut}(\partial))) \cap \text{Lip}_{\partial_{0}}(M \setminus \overline{B_{R_{0}} + R})\) be a function satisfying \(4.18\) with \(0 < \varepsilon < \tau_{2} - \tau_{1}\). Then, conditions \(4.3\) in Theorem 13 are satisfied and we conclude that \(\tau^{*} = \sup_{M_{K}} \tau = +\infty\), contradiction.

So, we have proved that \(\sup_{M} \tau = +\infty\). Therefore, \(\pi_{R}(\psi(M)) = \tau(M) \subseteq \mathbb{R}\) is not contained in any upper bounded interval of the form \((-\infty, t_{0}]\), \(t_{0} \in \mathbb{R}\) and \(\psi(M)\) is not contained in any lower half-space of the form \(\mathbb{P} \times (-\infty, t_{0}]\), \(t_{0} \in \mathbb{R}\).

Proof of Corollary 3. By assumption, the function \(H\) does not change sign on \(M\) and \(\psi(M)\) is contained in a slab \(\mathbb{P} \times [t_{0}, t_{1}]\), so it is also true that \(\psi(M) \subseteq \mathbb{P} \times (-\infty, t_{1}]\) and \(\psi(M) \subseteq \mathbb{P} \times [t_{0}, +\infty)\).

If \(H \geq 0\) on \(M\), then by statement (a) of Theorem 4 we conclude that \(\liminf_{M_{\exists x} \to \infty} H(x) \leq 0\), so it must be \(\liminf_{M_{\exists x} \to \infty} H(x) = 0\). Similarly, if \(H \leq 0\) on \(M\) then by statement (b) we conclude that \(\limsup_{M_{\exists x} \to \infty} H(x) = 0\).

To conclude this section, we prove Theorem 4 along the lines of the proof of Theorem 3.

Proof of Theorem 4. As recalled in the Introduction, the Schwarzschild spacetime \(\overline{M}\) is contained in \(\mathbb{R} \times [\rho_{S}, +\infty) \times \mathbb{S}^{m-1}\), where \(\rho\) is the standard coordinate on the interval \((\rho_{S}, +\infty), \mu > 0\) is a mass parameter and \(\rho_{S} = (2\mu)^{1/(m-2)}\).

We prove the validity of statement (a) of the theorem, the proof of statement (b) being analogous. By assumption, there exists \(H_{0} > 0\) and \(\rho_{1} > \rho_{S}\) such that the mean curvature function \(H\) of the immersion satisfies \(H \geq H_{0}\) on \(\{x \in M : \rho(\pi(x)) \geq \rho_{1}\}\). Note that \(\mathbb{P}_{S}\) is simply connected because \(m \geq 3\). Since \(\pi : M \to \mathbb{P}_{S}\) is a covering map, we deduce that \(\pi\) is in fact a diffeomorphism. We set \((P, \sigma_{0}) = (M, \pi^{*}\sigma_{S})\).

We want to apply Lemma 10 with \(\rho_{0} = \rho_{S}, \rho_{1}\) and \(V\) as above, \(h_{0} = \hbar_{S}\) and \(A_{0} = mH_{0}h_{0}(\rho)\), so we verify that the hypotheses of the lemma are satisfied. Note that

\[
\sqrt{V(\rho)} = \sqrt{1 - \left(\frac{\rho_{S}}{\rho}\right)^{2}} = \sqrt{1 - \left(\frac{\rho}{\rho_{S}} - 1\right)\frac{\rho - \rho_{S}}{\rho_{S}}} = \sqrt{m - 2}\frac{\rho - \rho_{S}}{\rho_{S}} + o(\rho - \rho_{S})
\]

as \(\rho \to \rho_{S}^{+}\), and

\[
h_{0}(\rho) = \sqrt{V(\rho)} \to 1 \quad \text{as} \quad \rho \to +\infty,
\]

so we have

\[
\int_{\rho_{0}}^{\rho_{1}^{+}} \frac{dt}{\sqrt{V(t)}} < +\infty, \quad \int_{\rho_{0}}^{+\infty} \frac{dt}{\sqrt{V(t)}} = +\infty, \quad \int_{\rho_{1}^{-}}^{+\infty} \frac{dt}{h_{0}(t)\sqrt{V(t)}} = \int_{\rho_{1}^{-}}^{+\infty} \frac{dt}{V(t)} = +\infty.
\]
Moreover, since $\phi'(\rho) = 1/\sqrt{V(\rho)} \to 1$ as $\rho \to +\infty$, we have $\phi(\rho) \sim \rho$ as $\rho \to +\infty$ and therefore

$$\int_{\rho_1}^{+\infty} \frac{A_0(t)\rho^{m-1}}{\sqrt{V(t)}} \, dt = +\infty,$$  

$$\liminf_{\rho \to +\infty} \frac{1}{\rho^m} \int_{\rho_1}^{\phi(\rho)} \frac{A_0(t)\rho^{m-1}}{\sqrt{V(t)}} \, dt = \lim_{\rho \to +\infty} H_0 \rho = +\infty.$$  

Then, we can apply Lemma \ref{lem:10} to obtain that for each $\rho_2 > \rho_1$, $\beta \in \mathbb{R}$ there exists a function $u \in C^2([\rho_1, +\infty) \times S^{m-1})$ satisfying

$$u = 0 \quad \text{on } \{\rho_1\} \times S^{m-1},$$  

$$u \leq \beta \quad \text{on } \{\rho_2\} \times S^{m-1},$$  

$$u(x) \to +\infty \quad \text{as } \rho(x) \to +\infty,$$  

$$h_0(\rho)|Du| < 1 \quad \text{on } [\rho_1, +\infty) \times S^{m-1},$$  

$$\text{div} \left( \frac{h_0(\rho)^2 Du}{\sqrt{1 - h_0(\rho)^2 |Du|^2}} \right) \leq mH_0 h_0(\rho) \quad \text{on } [\rho_1, +\infty) \times S^{m-1}.$$  

We conclude by applying Theorem \ref{thm:13}. Fix $\rho_* \in (\rho_S, \rho_1)$ and let $R_0 = \phi(\rho_*)$. By changing variables as in the proof of Lemma \ref{lem:10} we see that $(\rho_*, +\infty) \times S^{m-1}$ coincides with

$$(R_0, +\infty) \times S^{m-1}$$

with metric $ds^2 + g(s)^2(,)_{S^{m-1}}$ for $g = \phi^{-1}$. We let $g_0 : [0, +\infty) \to (0, +\infty)$ be such that

$$g_0(s) = s \quad \text{on } [0, \frac{\rho_*}{2} R_0),$$  

$$g_0(s) = g(s) \quad \text{on } [R_0, +\infty).$$  

Then, $((0, +\infty) \times S^{m-1}, ds^2 + g_0(s)^2(,)_{S^{m-1}})$ has the structure of a radially symmetric complete Riemannian manifold $(\tilde{M}, (,))$ with its origin $o$ removed, and $(\phi(\rho_*), +\infty) \times S^{m-1}$ coincides with $M_K = \tilde{M} \setminus K$, where $K = B_{R_0}(o)$. Recall that (the composition with $\pi$ of) the vertical height function $\tau$ of the hypersurface $\psi$ satisfies

$$\frac{1}{h_0} \text{div} \left( \frac{h_0(\rho)^2 D\tau}{\sqrt{1 - h_0(\rho)^2 |D\tau|^2}} \right) = mH \geq mH_0 \quad \text{on } M_K.$$  

We choose at will $\rho_2 > \rho_1$ and $\beta$ a real number such that

$$\beta < \max_{(\rho_2) \times S^{m-1}} \tau - \max_{(\rho_1) \times S^{m-1}} \tau.$$  

As already observed, we have the existence of a function $u \in C^2([\rho_1, +\infty) \times S^{m-1})$ satisfying (4.19). By applying Theorem \ref{thm:13} we obtain that $\sup_{M} \tau = \sup_{M_K} \tau = +\infty$ and we conclude as in the proof of Theorem \ref{thm:5}.

5. Further half-space results for mean convex hypersurfaces

In this section we will prove Theorems \ref{thm:6}, \ref{thm:7}, \ref{thm:8} and \ref{thm:9} of the Introduction. To this aim, we will apply two forms of the maximum principle for the drifted Laplace-Beltrami operator on a complete Riemannian manifold. The first result is a particular case of Theorem 4.1 of \cite{H} and we state it as follows.

**Proposition 3.** Let $(M_0, (,))$ be a complete, noncompact Riemannian manifold, $f \in C^\infty(M_0)$ and let $Q : \mathbb{R}^+ \to \mathbb{R}^+$ be a nondecreasing function such that

$$\lim_{r \to +\infty} \frac{Q(r)}{r^2} = 0.$$  

$$\lim_{r \to +\infty} \frac{Q(r)}{r^2} = 0.$$
Suppose that for some (hence, any) point \( o \in M_0 \),
\[
(5.2) \quad \liminf_{r \to +\infty} \frac{Q(r) \log \left( \frac{f_{B_o^r} e^{-f}}{r^2} \right)}{r^2} < +\infty,
\]
where \( B_o^r = B_r^{(1)}(o) \) is the geodesic ball of \((M_0, \langle \cdot, \cdot \rangle)\) centered at \( o \) with radius \( r \). Given \( \kappa \in C^0(\mathbb{R}) \) and \( u \in C^1(M_0) \) such that \( u^* = \sup_{M_0} u < +\infty \), suppose that
\[
(5.3) \quad e^f \Div(e^{-f}Du) \geq \frac{\kappa(u)}{Q \circ \gamma_0}
\]
on \( \Omega_c = \{ x \in M_0 : u(x) > c \} \) for some \( c < u^* \), where \( \gamma_0(x) = d_{C^1}(o, x) \) for each \( x \in M_0 \). Then \( \kappa(u^*) \leq 0 \).

The proof of Theorem 5 is now straightforward.

**Proof of Theorem 5** Consider the manifold \( M \) with the metric \( \hat{\sigma} = \pi^* \sigma \). By assumption, the hyperbolic cosine of the hyperbolic angle is bounded above by \( \cosh \theta^* < +\infty \).

If the conditions in (i) are met, then choose \( o \in \pi^{-1}(q) \in M \). There exists a constant \( C_1 > 0 \) such that \( \hat{h} = h \circ \pi \leq C_1(1 + \gamma^\flat \circ \pi) \leq C_1(1 + \tilde{\gamma}) \) on \( M \), where \( \gamma^\flat = d_\sigma(q, \cdot) \), \( \tilde{\gamma} = d_\sigma(o, \cdot) \) and the last inequality follows from \( 33(23) \). Arguing as in the proof of Theorem 11 and recalling Lemma 3 we have that
\[
\liminf_{r \to +\infty} \frac{\log \left( \frac{f_{B_r} \hat{h}}{r} \right)}{r} \leq \liminf_{r \to +\infty} \frac{\log \left( \frac{f_0 \frac{1}{G_0} \sinh(\sqrt{G_0} t) \, dt}{r} \right)}{r} < +\infty,
\]
where \( \hat{B}_r = B_o^r \), and therefore
\[
\liminf_{r \to +\infty} \frac{\log \left( \frac{f_{B_r} \cosh \theta \cdot \hat{h}^2}{r} \right)}{r} \leq \liminf_{r \to +\infty} \frac{\log \left( \cosh \theta^* \cdot \sup_{B_r} \hat{h} \right) + \log \left( f_{B_r} \hat{h} \right)}{r} \leq \liminf_{r \to +\infty} \frac{\log (C_1 \cdot \cosh \theta^*) + \log(1 + r) + \log \left( f_{B_r} \hat{h} \right)}{r} < +\infty.
\]

If the conditions in (ii) are met, then choose again \( o \in \pi^{-1}(q) \in M \). As above, we can find \( C_2 > 0 \) such that \( \hat{h} \leq C_2(1 + \tilde{\gamma}) \) on \( M \), with \( \tilde{\gamma} = d_\sigma(o, \cdot) \). Following the argument used in the proof of Theorem 12 to deduce the inequality \( 33(33) \) we have that, for some \( C_3 > 0 \),
\[
\liminf_{r \to +\infty} \frac{\log \left( \frac{f_{B_r} \cosh \theta \cdot \hat{h}^2}{r^{2-\mu}} \right)}{r^{2-\mu}} \leq \liminf_{r \to +\infty} \frac{\log \left( \cosh \theta^* \cdot \sup_{B_r} \hat{h} \right) + \log \left( f_{B_r} \hat{h} \right)}{r^{2-\mu}} \leq \liminf_{r \to +\infty} \frac{C_3 + \log(1 + r^{\mu}) + \log \left( f_{B_r^q} \hat{h} \right)}{r^{2-\mu}} < +\infty.
\]

In both cases, we conclude that conditions \( 33(31) \) and \( 33(24) \) are satisfied on \((M_0, \langle \cdot, \cdot \rangle) = (M, \hat{\sigma})\) for \( f = -\log(\cosh \theta \cdot \hat{h}^2) \), with \( Q \) given by either \( Q(r) = C_1 \cdot (1 + r) \) or \( Q(r) = C_2 \cdot (1 + r^{\mu}) \) and such that \( \hat{h} \leq Q \circ \tilde{\gamma} \) on \( M \).

Using \( 33(2.9) \) and \( 33(2.11) \) we have that \( \tau \in C^\infty(M) \) satisfies
\[
\frac{1}{\cosh \theta \cdot \hat{h}^2} \Div_{\hat{\sigma}} \left( \cosh \theta \cdot \hat{h}^2 D\tau \right) = \frac{m H}{\cosh \theta \cdot \hat{h}}
\]
(a) Suppose, by contradiction, that \( \psi(M) \subset \mathbb{P} \times (-\infty, t_0] \) for some \( t_0 \in \mathbb{R} \) and that the mean curvature function \( H \) satisfies \( H \geq 0 \) on \( M \) and
\[
\liminf_{M \to -\infty} H(x) > 0.
\]
The function \( \tau \) then satisfies \( \tau^* = \sup_M \tau < +\infty \). Fix a compact subset \( \bar{R} > 0 \) such that
\[
(5.4) \quad H_0 = \inf_{M \setminus \bar{B}_R} H > 0.
\]

Arguing as in the proof of Theorem 13 we see that \( \tau_1 = \max_{\bar{B}_R} \tau < \tau^* \). We have that \( \tau \) satisfies
\[
\frac{1}{\cosh \theta \cdot h^2} \div_g \left( \cosh \theta \cdot h^2 D\tau \right) = \frac{mH}{\cosh \theta \cdot h} \geq \frac{mH_0}{\cosh \theta^* \cdot h} \geq \frac{mH_0}{\cosh \theta^*} \cdot \frac{1}{Q \circ \gamma}
\]
on \( \Omega_c = \{ x \in M : \tau(x) > c \} \subseteq M \setminus \bar{B}_R \) for any \( c \in (\tau_1, \tau^*) \). So, taking \( \kappa \equiv mH_0 / \cosh \theta^* \) on \( \mathbb{R} \), we see that \( \kappa(\tau^*) > 0 \) and by applying Proposition 3 we obtain the desired contradiction.

(b) The argument is the same, up to considering \(-\tau\) instead of \(\tau\).

\square

The proof of Theorem 6 goes along the same lines of that of Theorem 5.

Proof of Theorem 6. Consider the manifold \( M \) with the metric \( g = \psi^* g \). Since \( h \) is bounded on \( \mathbb{P} \), we have that \( h = h \circ \pi \) satisfies \( \hat{h}^* = \sup_M h < +\infty \). Condition (1.5) implies that
\[
\liminf_{r \to +\infty} \frac{\log \left( \int_{B_r} \hat{h}^2 \right)}{r^2} \leq \liminf_{r \to +\infty} \frac{2 \log \hat{h}^* + \log(\text{vol}(B_r))}{r^2} < +\infty,
\]
so that conditions (5.1) and (5.2) are satisfied on \((M_0, \langle \cdot, \cdot \rangle) = (M, \hat{\sigma})\) for \( f = -\log \hat{h}^2 \) and \( Q \equiv 1 \).

Using (2.6) we have that \( \tau \in C^\infty(M) \) satisfies
\[
\frac{1}{\hat{h}^2} \div_g \left( \hat{h}^2 \nabla \tau \right) = \frac{mH \cosh \theta}{h}.
\]

(a) Suppose, by contradiction, that \( \psi(M) \subseteq \mathbb{P} \times (-\infty, t_0] \) for some \( t_0 \in \mathbb{R} \) and that the mean curvature function \( H \) satisfies \( H \geq 0 \) on \( M \) and
\[
\liminf_{M \ni x \to \infty} H(x) > 0.
\]
The function \( \tau \) then satisfies \( \tau^* = \sup_M \tau < +\infty \). Fix \( R > 0 \) such that
\[
(5.5) \quad H_0 = \inf_{M \setminus \bar{B}_R} H > 0.
\]

As in the proof of Theorem 5 \( \tau_1 = \max_{\bar{B}_R} \tau < \tau^* \). We have that \( \tau \) satisfies
\[
\frac{1}{\hat{h}^2} \div_g \left( \hat{h}^2 \nabla \tau \right) = \frac{mH \cosh \theta}{h} \geq \frac{mH_0}{\hat{h}^*} \cdot \frac{1}{Q \circ \gamma}
\]
on \( \Omega_c = \{ x \in M : \tau(x) > c \} \subseteq M \setminus \bar{B}_R \) for any \( c \in (\tau_1, \tau^*) \), where \( \gamma = d_g(o, \cdot) \) on \( M \).

So, taking \( \kappa \equiv mH_0 / \hat{h}^* \) on \( \mathbb{R} \), we see that \( \kappa(\tau^*) > 0 \) and by applying Proposition 3 we obtain the desired contradiction.

(b) The argument is the same, up to considering \(-\tau\) instead of \(\tau\).

\square

Corollaries 4 and 5 follow from Theorems 5 and 6 by reasoning as in the proof of Corollary 3 given at the end of the previous section.

The second analytical result we rely on is a particular case of Theorem 4.14 of [3] which gives a sufficient condition to ensure parabolicity of a drifted Laplace-Beltrami operator on a complete Riemannian manifold.
Proposition 4. Let \((M_0, \langle \cdot, \cdot \rangle)\) be a complete, noncompact Riemannian manifold, \(f \in C^\infty(M_0)\) and assume that for some point \(o \in M_0\)
\[
\int_{R}^{+\infty} \frac{dr}{\int_{B_r^o} e^{-f}} = +\infty
\]
for some (hence, any) \(R > 0\), where for a.e. \(r \in \mathbb{R}^+\) the integral over the boundary of the geodesic ball \(B_r^o = B_r^{\hat{\omega}}(o)\) of \((M_0, \langle \cdot, \cdot \rangle)\) centered at \(o\) with radius \(r\) is intended with respect to the induced \((m-1)\)-dimensional Hausdorff measure. Suppose that \(u \in C^1(M_0)\) satisfies \(u^* = \sup_{M_0} u < +\infty\) and
\[
e^f \text{div}(e^{-f}Du) \geq 0
\]
in the weak sense on \(M_0\). Then \(u\) is constant.

Proof of Theorem 4. Consider the manifold \(M\) with the metric \(g = \psi^* \bar{g}\). Since \(h\) is bounded on \(P\), we have that \(\hat{h} = h \circ \pi\) satisfies \(\hat{h}^* = \sup_M \hat{h} < +\infty\). Condition (1.9) implies that
\[
\int_{R}^{+\infty} \frac{dr}{\int_{B_r^o} \hat{h}^2} \geq \frac{1}{(\hat{h}^*)^2} \int_{R}^{+\infty} \frac{dr}{\text{vol}(\partial B_r)} = +\infty.
\]
(a) Suppose that \(\psi(M) \subseteq P \times (-\infty, t_0]\) for some \(t_0 \in \mathbb{R}\) and that \(H \geq 0\) on \(M\). Then by (2.6) we have that \(\tau\) satisfies \(\tau^* = \sup_M \tau < +\infty\) and
\[
\frac{1}{\hat{h}^2} \text{div}_g(\hat{\nabla}^2 \tau) \geq 0
\]
on \(M\). Then we apply Proposition 4 with \((M_0, \langle \cdot, \cdot \rangle) = (M, g)\) and \(f = -\log \hat{h}^2\) to conclude that \(\tau\) is constant on \(M\). Hence, \(\psi(M)\) is contained in a slice \(P \times \{t_1\}\) for some \(t_1 \in \mathbb{R}\). Since \((M, g)\) is complete it follows that \(\pi: M \to P\) is a covering map, so it must be \(\psi(M) = P \times \{t_1\}\).

(b) The argument is the same, considering \(-\tau\) instead of \(\tau\).

\(\square\)

Proof of Theorem 5. Let \(u \in C^\infty(P)\) be a bounded above solution of equation (1.11) satisfying the conditions expressed in the statement of the Theorem. In particular, \(u\) satisfies
\[
e^f \text{div}_P(e^{-f}Du) \geq 0
\]
on \(P\), with \(f = -\log(h^2 \cdot (1 - h^2|Du|^2)^{-1/2}) \in C^\infty(P)\). Then the desired conclusion follows by applying Proposition 4. \(\square\)

Remark 5. A Riemannian manifold admitting only constant functions as upper bounded subharmonic functions is said to be parabolic. In [4] the definition of parabolicity is extended to a wide family of elliptic differential operators \(L\), including the drifted Laplace-Beltrami operator. Such an operator \(L\) is said to be parabolic on \((M_0, \langle \cdot, \cdot \rangle)\) if each function \(u \in C^1(M)\) satisfying \(u^* < +\infty\) and \(Lu \geq 0\) on \(M\) (in the weak sense) is constant. Therefore, Proposition 4 gives a sufficient condition for the operator \(\Delta_f = \Delta - \langle Df, D \cdot \rangle\) to be parabolic on \((M_0, \langle \cdot, \cdot \rangle)\). For more elaborated results on parabolicity of elliptic operators, we refer the interested reader to Chapter 4 of [4].

A different way of ensuring that an upper bounded function \(u \in C^1(M_0)\) satisfying \(\Delta_f u \geq 0\) is constant is obtained by replacing assumption (1.9) in Theorem 4 by
\[
\int_{R}^{+\infty} \frac{dr}{\int_{B_r^o} |u| e^{-f}} = +\infty,
\]
(5.6)
provided that $u$ is non-negative and $p > 1$. The case $p = 1$ requires more care and an extra assumption on the behaviour of $u$ (see for instance Theorem $C$ of [26]). Note that $u \in L^p(M_0, e^{-f})$ implies (14). We can also modify assumption (1.10) in Theorem 8 in an analogous way to obtain our non-parametric uniqueness result.

6. The weak half-space theorem for maximal hypersurfaces

In this last section of the paper we prove Theorem 9 of the Introduction and the subsequent Corollary [7]. We will need the validity of the Lemma [11] below, whose proof will be postponed in order not to interrupt the logic thread of the main argument.

Proof of Theorem 9. We set $u = \tau - t_0$ on $M$. Without loss of generality, we assume that $u > 0$ on $M$. Let $o \in M$ be given. We will prove that

$$cosh(\theta)(o) = \frac{1}{\sqrt{1 - |D\theta(o)|^2}} \leq e^{(m-1)\sqrt{2G\theta(o)}}.$$

The proof is divided into five steps.

Step 1. We first introduce some auxiliary functions defined on a geodesic ball centered at $o$ which will be used in the following steps, then we obtain the existence of a point $x_0$ contained in the ball and satisfying a suitable inequality, namely (6.5) below. Denote by $(\cdot)_+$ the positive part of a real valued function (that is, set $f_+(x) = \max\{f(x), 0\}$ for each $x$ in the domain of $f$). Let $R > 2u(o)$ be given. On the geodesic ball $\hat{B}_R = \hat{B}_R(o)$ consider the functions

$$\varphi := \left(1 - \frac{\gamma^2}{R^2} - Cu\right)_+$$

and

$$\eta := e^{K\varphi} - 1,$$

where $\gamma = d_\gamma(o, \cdot)$ and where the constants $C \in \left(\frac{1}{R}, \frac{1}{u(o)}\right)$, $K > 0$ are to be chosen later. Note that $\varphi$ has compact support in $\hat{B}_R$ since $u > 0$, and that $\eta$ has the same support of $\varphi$. Moreover, both functions do not vanish in a neighbourhood of $o$.

For the sake of brevity, we set $z = cosh(\theta)$ on $M$. Note that

$$z := \frac{1}{\sqrt{1 - |Du|^2}}$$

on $M$. By the previous remarks we have that the function

$$\zeta := \eta \cdot z^{\frac{1}{m-1}}$$

is continuous on $\hat{B}_R$, has compact support in $\hat{B}_R$ and attains a global maximum at a point $x_0 \in \hat{B}_R$. Hence we have

$$z(o) \leq \left(\frac{e^{K\varphi(x_0)} - 1}{e^{K\varphi(o)} - 1}\right)^{m-1} z(x_0)$$

and from (6.1) we get

$$z(o) \leq \left(\frac{e^{K - 1}}{e^{-Ku(o)}e^{K} - 1}\right)^{m-1} z(x_0)$$

$$= \left(\frac{e^{K - 1}}{e^{K} - e^{-Ku(o)}}\right)^{m-1} e^{(m-1)KCu(o)} z(x_0).$$
Step 2. In this step we elaborate on (6.5) to deduce inequality (6.21), that holds true for any \( \delta \in (0, 1) \) with \( f \) defined as in (6.15)-(6.16). Inequality (6.21) will be used in Step 3 to relate the magnitude of \( K \) with that of \( |Du| \) at the point \( x_0 \).

First assume that \( \hat{\gamma}^2 \) is smooth in a neighbourhood \( \Omega \subseteq \hat{B}_R \) of \( x_0 \). Since \( \varphi(x_0) > 0 \), we have that \( \eta \) is also smooth on \( \Omega \). Define the linear second order elliptic differential operator \( L \) acting on functions \( v \in C^2(M) \) by

\[
Lv := \Delta v + z^2 \Hess(v)(Du, Du),
\]

where \( \Delta, \Hess \) are the Laplace-Beltrami and the hessian operators of \( (M, \hat{\sigma}) \). Note that the differential of the function \( |Du|^2 \) is given by

\[
d|Du|^2 = 2\Hess(u)(Du, \cdot),
\]

so that

\[
dz = z^3 \Hess(u)(Du, \cdot).
\]

It follows that

\[
Lu = \Delta u + \hat{\sigma} \left( Du, \frac{Dz}{z} \right) = \frac{1}{z} \text{div}_\hat{\sigma}(zDu) = 0
\]

on \( M \), since \( \text{div}_\hat{\sigma}(zDu) = 0 \) as \( \psi : M \rightarrow \tilde{M} \) is maximal.

We have the validity of the following Lemma.

**Lemma 11.** Let \( z \) be as in (6.3). Let \( \Omega \subseteq M \) be an open subset, \( \eta \in C^2(\Omega) \) be nonnegative and \( \alpha \) be a constant such that

\[
0 < \alpha \leq \frac{1}{m-1}.
\]

If the function \( \zeta := \eta \cdot z^\alpha \) satisfies

\[
D\zeta(x_0) = 0
\]

for some \( x_0 \in \Omega \) and (6.7) holds on \( \Omega \), then

\[
L\zeta \geq z^\alpha \cdot (L\eta + \alpha \eta z^2 \Ric(Du, Du))
\]

at \( x_0 \).

The hypotheses of the Lemma are met by \( \zeta \) defined in (6.3) with \( \alpha = \frac{1}{m-1} \), because \( x_0 \) is an extremal point of \( \zeta \). Since \( x_0 \) is also a maximum point for \( \zeta \) and \( L \) is elliptic, we have \( L\zeta \leq 0 \) at \( x_0 \). Therefore, from (6.8) and (1.13) we deduce

\[
0 \geq L\eta - G\eta z^2 |Du|^2 \geq \Delta \eta + z^2 \Hess(\eta)(Du, Du) - G\eta z^2 |Du|^2
\]

at \( x_0 \). By (6.2) we have

\[
\Hess(\eta) = K e^{K\varphi} \Hess(\varphi) + K^2 e^{K\varphi} d\varphi \otimes d\varphi.
\]

By (6.1) it follows

\[
d\varphi = -\frac{1}{R^2} \hat{\gamma}^2 - Cdu
\]

and

\[
\Hess(\varphi) = -\frac{1}{R^2} \Hess(\hat{\gamma}^2) - C\Hess(u),
\]
hence we get

\[ \text{Hess}(\eta) = K e^{K\varphi} \left( -\frac{1}{R^2} \text{Hess}(\gamma^2) - CHess(u) \right) \]

(6.10)

\[ + \frac{K}{R^4} (\gamma^2 \otimes d\gamma^2 + KC^2 du \otimes du) \]

\[ + \frac{KC}{R^2} (\gamma^2 \otimes du + \frac{KC}{R^2} du \otimes d\gamma^2) \].

Substituting (6.10) into (6.9) and recalling that (6.10)
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\[ \text{hence we get} \]

\[ \text{for any} \quad \delta \]

\[ \text{we estimate} \]

\[ \text{Noting that} \quad 1 + z^2 D|D_u|^2 = z^2 \]

\[ \text{and recalling (6.7), we can further write} \]

\[ 0 \geq K e^{K\varphi} \left( \frac{K}{R^4} |D\gamma^2|^2 + \frac{K}{R^4} z^2 \tilde{\sigma}(D\gamma^2, D_u)^2 + KC^2 |Du|^2 (1 + z^2 |Du|^2) \right) \]

\[ 0 \geq \frac{K}{R^4} |D\gamma^2|^2 + \frac{K}{R^4} z^2 \tilde{\sigma}(D\gamma^2, D_u)^2 + KC^2 z^2 |Du|^2 \]

\[ \frac{2KC}{R^2} z^2 \tilde{\sigma}(D\gamma^2, D_u) - \frac{1}{R^2} \hat{\Delta} \gamma^2 \]

\[ \frac{1}{R^2} z^2 \text{Hess}(\gamma)(D_u, D_u) - CLu - \frac{G}{K \eta} \frac{\eta}{\gamma + 1} z^2 |Du|^2 \].

\[ (6.11) \]

\[ \text{Using Young inequality} \]

\[ \delta a^2 + \frac{1}{\delta} b^2 = \left( \sqrt{\delta} |a| - \frac{|b|}{\sqrt{\delta}} \right)^2 + 2(\sqrt{\delta} |a|) \left( \frac{|b|}{\sqrt{\delta}} \right) \]

\[ \geq 2(\sqrt{\delta} |a|) \left( \frac{|b|}{\sqrt{\delta}} \right) = 2|ab| \geq -2ab \quad \text{for} \quad a, b \in \mathbb{R}, \delta > 0, \]

we estimate

\[ \frac{K}{R^4} z^2 \tilde{\sigma}(D\gamma^2, D_u)^2 + KC^2 z^2 |Du|^2 + \frac{2KC}{R^2} z^2 \tilde{\sigma}(D\gamma^2, D_u) \geq \]

\[ \geq (|Du|^2 - \delta) KC^2 z^2 + \frac{K}{R^4} \left( 1 - \frac{1}{\delta} \right) z^2 \tilde{\sigma}(D\gamma^2, D_u)^2 \]

for any \( \delta \in \mathbb{R}^+ \). Supposing \( \delta \in (0, 1) \), we can also apply Cauchy-Schwarz inequality

\[ -\tilde{\sigma}(D\gamma^2, D_u)^2 \geq -|D\gamma^2|^2 |Du|^2 \]

\[ \text{to obtain} \]

\[ \frac{K}{R^4} z^2 \tilde{\sigma}(D\gamma^2, D_u)^2 + KC^2 z^2 |Du|^2 + \frac{2KC}{R^2} z^2 \tilde{\sigma}(D\gamma^2, D_u) + \frac{K}{R^4} |D\gamma^2|^2 \geq \]

\[ \geq (|Du|^2 - \delta) KC^2 z^2 + \frac{K}{R^4} |D\gamma^2|^2 z^2 |Du|^2 \left( 1 - \frac{1}{\delta} \right) \]

\[ = KC^2 z^2 \left[ \left( 1 + \frac{|D\gamma^2|^2}{C^2 R^4} \left( 1 - \frac{1}{\delta} \right) \right) |Du|^2 - \delta \right]. \]

(6.12)
By the comparison theorem for the Hessian of the distance function (see Theorem 1.4 of [4]), we have that (6.14) implies

\begin{equation}
-\operatorname{Hess}(\tilde{\gamma}) \geq -\sqrt{B} \coth(\sqrt{B}) \cdot \{\tilde{\sigma} - d\tilde{\gamma} \otimes d\tilde{\gamma}\}
\end{equation}

on the largest open subset \(M_0 \subseteq M\) where \(\tilde{\gamma}\) is smooth. From (6.13) it follows that

\begin{equation}
-\operatorname{Hess}(\tilde{\gamma}^2) \geq -2f_0(\tilde{\gamma})\tilde{\sigma} + 2[f_0(\tilde{\gamma}) - 1]d\tilde{\gamma} \otimes d\tilde{\gamma}
\end{equation}

on \(M_0\), where \(f : \mathbb{R}^+ \to \mathbb{R}^+\) is given by

\begin{equation}
f_0(t) = \sqrt{Bt} \coth(\sqrt{Bt})
\end{equation}

for \(t \in \mathbb{R}^+\).

The function \(\tilde{\gamma}^2\) is smooth on \(M_0 \cup \{o\}\), so the smooth tensor fields \(\operatorname{Hess}(\tilde{\gamma}^2)\) and \(D\tilde{\gamma}^2\) are defined on \(M_0 \cup \{o\}\). The function \(f : \mathbb{R} \to \mathbb{R}\) given by

\begin{equation}
f(t) := \begin{cases} f_0(|t|) & \text{if } t \neq 0, \\ 1 & \text{if } t = 0 \end{cases}
\end{equation}

is smooth and even. The function \(g : \mathbb{R} \to \mathbb{R}\) defined by

\begin{equation}
g(t) := \begin{cases} \frac{f(t)-1}{2t} & \text{if } t \neq 0, \\ \frac{1}{t} & \text{if } t = 0 \end{cases}
\end{equation}

is also smooth and even. Therefore, \(f(\tilde{\gamma})\) and \(g(\tilde{\gamma})\) are smooth functions on \(M_0 \cup \{o\}\) and we can extend inequality (6.14) obtaining

\begin{equation}
-\operatorname{Hess}(\tilde{\gamma}^2) \geq -2f(\tilde{\gamma})\tilde{\sigma} + g(\tilde{\gamma})d\tilde{\gamma}^2 \otimes d\tilde{\gamma}^2
\end{equation}

on \(M_0 \cup \{o\}\).

From (6.18) and \(|D\tilde{\gamma}^2| = 2\tilde{\gamma}\) we easily get

\begin{equation}
-\frac{1}{R^2} \Delta \tilde{\gamma}^2 \geq -\frac{2mf(\tilde{\gamma})}{R^2} + \frac{4g(\tilde{\gamma})\tilde{\gamma}^2}{R^2} = -2 \frac{1 + (m-1)f(\tilde{\gamma})}{R^2}
\end{equation}

and

\begin{equation}
-\frac{z^2}{R^2} \operatorname{Hess}(\tilde{\gamma}^2)(Du, Du) \geq -\frac{2f(\tilde{\gamma})}{R^2} z^2|Du|^2 + \frac{g(\tilde{\gamma})}{R^2} z^2 \tilde{\sigma}(D\tilde{\gamma}^2, Du)^2
\end{equation}

\begin{align*}
&\geq -\frac{2f(\tilde{\gamma})}{R^2} z^2|Du|^2 - \frac{z^2}{2R^2\tilde{\gamma}^2} \tilde{\sigma}(D\tilde{\gamma}^2, Du)^2 \\
&\geq -2 \frac{1 + f(\tilde{\gamma})}{R^2} z^2|Du|^2.
\end{align*}

Using \(|D\tilde{\gamma}^2|^2 = 4\tilde{\gamma}^2\), recalling that \(f\) is nondecreasing on \(\mathbb{R}^+\) and that \(\tilde{\gamma} < R\) at \(x_0\), we can put (6.12), (6.19) and (6.20) into (6.11) and it follows that \(K\) must satisfy the inequality

\begin{equation}
0 \geq C^2 z^2 \cdot \left( \left( 1 + \frac{4}{C^2R^2} \left( 1 - \frac{1}{\delta} \right) \right) |Du|^2 - \delta \right) R^2
\end{equation}

\begin{equation}
-\frac{2}{R^2} \left( [(1 + f(R))z^2|Du|^2 + 1 + (m-1)f(R)] K \right) \geq Gz^2|Du|^2.
\end{equation}
Step 3. We recall that $R$ was assumed to satisfy $R > 2u(o)$, which allowed us to suppose that $C$ satisfies

\begin{equation}
\frac{2}{R} < C < \frac{1}{u(o)}.
\end{equation}

Then, we can set

\begin{equation}
\gamma := \frac{C}{2}R \in (1, +\infty)
\end{equation}

and

\begin{equation}
\delta := \frac{2}{1 + \gamma^2} \in (0, 1).
\end{equation}

In this Step we obtain an upper bound on $K$ under the assumption that

\begin{equation}
|Du|^2 > \frac{4\gamma^2}{(1 + \gamma^2)^2} = \left(\frac{2\gamma}{1 + \gamma^2}\right)^2 \in (0, 1)
\end{equation}

at $x_0$. This bound will prove to be crucial to conclude the proof of the theorem in Step 5, arguing by contradiction. Suppose that (6.24) holds and let $\varepsilon \in \mathbb{R}^+$ be the real number such that

\begin{equation}
|Du|^2 = \frac{4(1 + \varepsilon)^2}{(1 + \gamma^2)^2}
\end{equation}

at $x_0$. Then we have

\begin{equation}
\left(1 + \frac{4}{C^2R^2}\frac{1}{1 - \frac{1}{\delta}}\right) |Du|^2 - \delta = \left(1 + \frac{1 - \gamma^2}{2\gamma^2}\right) \cdot \frac{4(1 + \varepsilon)^2}{(1 + \gamma^2)^2} - \frac{2}{1 + \gamma^2} = \frac{2\varepsilon}{1 + \gamma^2}
\end{equation}

at $x_0$. Multiplying (6.21) by $z^{-2}$, which satisfies

\begin{equation}
z^{-2} < \left(\frac{1 - \gamma^2}{1 + \gamma^2}\right)^2
\end{equation}

at $x_0$, and using (6.25) and (6.26) we obtain the inequality

\begin{align*}
0 &\geq \frac{2\varepsilon - \gamma}{1 + \gamma^2} C^2 K^2 \\
&\quad - \frac{8(1 + \varepsilon)^2}{(1 + \gamma^2)^2} \left[1 + f(R) + 2 \left(\frac{1 - \gamma^2}{1 + \gamma^2}\right)^2 \left(\frac{1 + (m - 1)f(R)}{R^2}\right)\right] K \\
&\quad - \frac{4(1 + \varepsilon)^2}{(1 + \gamma^2)^2} G,
\end{align*}

which can be rephrased as

\begin{equation}
K^2 + pK + q \leq 0
\end{equation}

with

\begin{align*}
p &:= -\frac{1}{C^2} \cdot \frac{(1 - \gamma^2)^2}{\varepsilon(1 + \gamma^2)^2} \left[1 + (m - 1)f(R)\right] + \frac{4(1 + \varepsilon)^2}{\varepsilon(1 + \gamma^2)^2} \frac{1 + f(R)}{R^2}, \\
q &:= -\frac{2(1 + \varepsilon)^2}{\varepsilon(1 + \gamma^2)^2} \frac{G}{C^2}.
\end{align*}

As a consequence of (6.27), we must have

\begin{equation}
K \leq \frac{1}{2} \left(-p + \sqrt{p^2 - 4q}\right).
\end{equation}
**Step 4.** Let $K$ and $C$ as in Step 1 be fixed. Suppose that the fundamental assumption of Steps 2-3 does not hold, that is, the function $\hat{\gamma}^2$ is not smooth at $x_0$. Then, clearly $x_0 \neq 0$.

Following the argument of Theorem 4.1 and Lemma 4.3 of [28] it can be shown that there exists a unique unit speed minimizing geodesic $\mu : [0, \hat{\gamma}(x_0)] \to M$ starting from $o$ and ending in $x_0$ and that, for each $\varepsilon' > 0$ sufficiently small, the distance function $\hat{\gamma}_{\varepsilon'} = d_{\sigma}(o_{\varepsilon'}, \cdot)$ from $o_{\varepsilon'} := \mu(\varepsilon')$ is smooth in a neighbourhood of $x_0$, that is, we are applying Calabi’s trick. Moreover, the point $x_0$ is a local maximum for the function $\zeta_{\varepsilon'} := (e^{K\varphi_{\varepsilon'}} - 1) \cdot \frac{z(m - 1)}{2}$, where $\varphi_{\varepsilon'}$ is defined by

$$\varphi_{\varepsilon'} := \left(1 - \frac{(\gamma_{\varepsilon'} + \varepsilon')^2}{R^2} - Cu\right)_+.$$  

Therefore, the arguments of Steps 2 and 3 can be repeated for each $\varepsilon' > 0$ small enough, and by letting $\varepsilon' \to 0$ we still obtain that (6.24) can be satisfied at $x_0$ with $\gamma$ defined as in (6.23) only if $K$ satisfies (6.29) for $p$ and $q$ as in (6.28).

**Step 5.** We are now ready to prove the validity of inequality $z(o) \leq e^{(m-1)\sqrt{2Gu(o)}}$.

Let $\{R_n\}_n$ be a nondecreasing positive sequence such that

$$\lim_{n \to +\infty} R_n = +\infty.$$  

Let $\{C_n\}_n$ be a nonincreasing positive sequence such that

$$\frac{1}{u(o)} > C_n \sim \frac{2\log R_n}{R_n}$$  

as $n \to +\infty$. Then

$$\lim_{n \to +\infty} C_n = 0.$$  

For each $n \geq 1$, set

$$\gamma_n := \frac{C_n R_n}{2}.$$  

Note that, for each $n$ large enough, conditions (6.22) are satisfied by $C = C_n$, $R = R_n$ and $\gamma$ defined as in (6.23) coincides with $\gamma_n$. Moreover,

$$\gamma_n \sim \log R_n \to +\infty$$  

as $n \to +\infty$.

Let $\beta > 1$ be given and let $\{K_n\}_n$ be a positive sequence such that

$$K_n > \beta \sqrt{2G}$$  

for each $n \geq 1$ and

$$\lim_{n \to +\infty} (K_n C_n) = \beta \sqrt{2G}.$$  

For $n \geq 1$ let $\varphi_n$, $\eta_n$ and $\zeta_n$ be the functions defined on the geodesic ball $\hat{B}_{R_n} = \{x \in M : \hat{\gamma}(x) < R_n\}$
respectively by
\[\varphi_n := \left(1 - \frac{\gamma^2}{R_n^2} - C_n u\right)_+,\]
\[\eta_n := e^{K_n \varphi_n} - 1,\]
\[\zeta_n := \eta_n \cdot \frac{1}{z^{m-1}},\]
and let \(x_n \in \hat{B}_{R_n}\) be a global maximum point for \(\zeta_n\). As observed in Step 1, we have that \(z(o)\) is bounded from above by each term of the sequence
\[\left(\frac{e^{K_n} - 1}{e^{K_n} - e^{K_n C_n u(o)}}\right) e^{(m-1)K_n C_n u(o)} z(x_n) \sim e^{\beta(m-1)\sqrt{\log} u(o)} z(x_n)\]
as \(n \to +\infty\), where the asymptotic relation follows from (6.32), (6.34) and (6.35).

We show that
\[\lim_{n \to +\infty} z(x_n) = 1.\]

Suppose, by contradiction, that (6.37) is false. Then, there exists a strictly increasing sequence \(\{n_k\}_k\) of positive integers such that
\[\lim_{k \to +\infty} \|Du(x_{n_k})\|^2 = \ell \in (0, 1].\]

Up to choosing \(n_1\) large enough, we have
\[\|Du(x_{n_k})\|^2 > \frac{4\gamma^2_{n_k}}{(1 + \gamma^2_{n_k})^2}\]
for each \(k\), since, by (6.33),
\[\frac{4\gamma^2_{n_k}}{(1 + \gamma^2_{n_k})^2} \sim \frac{4}{\log^2 R_n} \to 0\]
as \(n \to +\infty\). Defining \(\{\varepsilon_k\}_k\) as the sequence of real numbers such that
\[\|Du(x_{n_k})\|^2 = \frac{4(1 + \varepsilon_k)\gamma^2_{n_k}}{(1 + \gamma^2_{n_k})^2}\]
for each \(k\), from (6.38) we have that
\[\varepsilon_k \sim \frac{\ell}{4} \gamma_{n_k} \sim \frac{\ell}{4} \log^2 R_{n_k}\]
as \(k \to +\infty\). By Step 3 and Step 4, we deduce that the subsequence \(\{K_{n_k}\}_k\) satisfies
\[K_{n_k} \leq \frac{1}{2} \left(-p_k + \sqrt{p_k^2 - 4q_k}\right)\]
for each \(k\), where \(\{p_k\}_k\) and \(\{q_k\}_k\) are the sequences of real numbers defined by
\[p_k := -\frac{1}{C^2_{n_k}}\left[\frac{(1 - \gamma^2_{n_k})^2}{\varepsilon_k (1 + \gamma^2_{n_k})} \frac{1 + (m-1)f(R_{n_k})}{R^2_{n_k}} + \frac{4(1 + \varepsilon_k)\gamma^2_{n_k}}{\varepsilon_k (1 + \gamma^2_{n_k})} \frac{1 + f(R_{n_k})}{R^2_{n_k}}\right],\]
\[q_k := -\frac{2(1 + \varepsilon_k)\gamma^2_{n_k} G}{\varepsilon_k (1 + \gamma^2_{n_k})} C^2_{n_k},\]

By (6.15), (6.10) and (6.30)
\[\lim_{k \to +\infty} \frac{f(R_{n_k})}{R^2_{n_k}} = \sqrt{\beta},\]
therefore, using (6.39) and (6.31), we deduce

\[ p_k = O \left( \frac{1}{C_n^2 R_{nk}} \right) = O \left( \frac{R_{nk}}{\log^2 R_{nk}} \right) \]

and

\[ q_k \sim -G \frac{R_{nk}^2}{2 \log^2 R_{nk}} \]

as \( k \to +\infty \). Hence,

\[ 1/2 \left( -p_k + \sqrt{p_k^2 - 4q_k} \right) \sim \sqrt{q_k} \sim \frac{\sqrt{2G}}{C_n} \]

as \( k \to +\infty \).

Putting together (6.35), (6.40) and (6.42) it follows

\[ 1 > \frac{1}{\beta} = \lim_{k \to +\infty} \frac{2G}{K_{nk} C_n^2} = \lim_{k \to +\infty} \frac{1}{2K_{nk}} \left( -p_k + \sqrt{p_k^2 - 4q_k} \right) \geq 1 \]

which gives the desired contradiction. Therefore, (6.37) is proved and by (6.5) and (6.36) we get

\[ (6.42) \]

Proof of Corollary 7. By Theorem 3 for each \( x \in M \) we have the validity of the inequality

\[ \cosh \theta(x) \leq e^{(m-1)\sqrt{2G}\tau(x)-\tau_0} \]

for any \( G > 0 \). Letting \( G \to 0^+ \), we obtain \( \cosh \theta(x) = 1 \). Since \( x \in M \) is arbitrary, it follows that \( \cosh \theta \equiv 1 \) on \( M \). By (2.9), this is equivalent to \( d\tau = 0 \) on \( M \). Since \( M \) is connected, this implies that \( \tau \) is constant and therefore \( \psi(M) \) is contained in a slice \( \mathbb{P} \times \{t_1\} \) for some \( t_1 \in \mathbb{R} \). Clearly, \( t_1 \neq t_0 \). Since \( \pi : M \to \mathbb{P} \) is a covering map, we conclude that \( \psi(M) = \mathbb{P} \times \{t_1\} \). □

Proof of Lemma 7. Up to restricting ourselves to a smaller neighbourhood of \( x_0 \), we can assume that a local orthonormal frame \( \{e_i\}_{1 \leq i \leq m} \) for \( TM \) is defined on \( \Omega \subseteq M \). Let \( \{\theta^i\}_{1 \leq i \leq m} \) be the coframe dual to \( \{e_i\} \).

We denote by \( u_i \), \( 1 \leq i \leq m \), the components of \( du \), that is, \( du = u_i \theta^i \), and by \( u^i \) the components of the metrically equivalent vector field \( Du = u^i e_i \). Note that orthogonality of the frame yields \( u^i = u_i \) for \( 1 \leq i \leq m \). Since \( \{e_i\} \) is orthonormal, we have

\[ |Du|^2 = u_i u_i. \]

Taking covariant derivative and recalling that the metric is parallel, we get

\[ d|Du|^2 = 2u_i u_{ik} \theta^k, \]

where, hereafter, we denote the components of the covariant derivative of a given tensor field by adding a lower index to the components of the field. Since \( \text{Hess}(u) = u_{ij} \theta^i \otimes \theta^j \), the relation above reads as

\[ d|Du|^2 = 2\text{Hess}(u)(Du, \cdot), \]

as claimed in the proof of Theorem 3. Then, we also have

\[ z_i = z^3 \delta^{kl} u_t u_{ki} = z^3 u^k u_{ki} \]

\[ z_{ij} = z^3 \delta^{kl} u_{ij} u_{ki} + z^3 \delta^{kl} u_t u_{kij} + 3z^3 \delta^{kl} u_t u_{ki} z_j \]

\[ = z^3 \delta^{kl} u_{ij} u_{ki} + z^3 u^k u_{kij} + 3z^3 u^k u_{ki} u_{tij}, \]

(6.45)
where $dz = z_i \theta^i$ and $\hat{\text{Hess}}(z) = z_{ij} \theta^i \otimes \theta^j$. Denoting by $R_{ijkl}$ the components of the Riemann curvature tensor of $(M, \hat{\sigma})$ along the frame $\{\theta^i\}$, and using the identities

$$u_{ij} = u_{ji}, \quad u_{kij} = u_{ikj} = u_{ijk} + \delta^i_j u_i R_{ikj}$$

(see (1.110) and (1.116) of [4]) we can also write

$$z_{ij} = z^3 \delta^{kt} u_{ik} u_{jt} + z^3 u^k u_{ijk} + z^3 u^t \delta^{kt} R_{ikj} + 3 z^5 u^k u_{ik} u_{jt}.$$  

Noting that the action of the operator $L$ on a generic function $v \in C^2(\Omega)$ is given by

$$Lv = a^{ij} v_{ij}$$

with $\hat{\text{Hess}}(v) = v_{ij} \theta^i \otimes \theta^j$ and $a^{ij} e_i \otimes e_j$ the tensor field with components

$$a^{ij} = \delta^{ij} + z^2 u^i u^j,$$

we obtain from (6.46)

$$Lz = a^{ij} z_{ij} = z^3 \delta^{ij} \delta^{kt} u_{ik} u_{jt} + 4 z^5 u^k \delta^{kt} u_{ik} u_{jt} + 3 z^7 u^3 \theta^i u^t u_{ij} + z^5 u^t u^k u_{ijk} + z^5 u^k u_{ik} u_{jt} + z^3 u^k u^i R_{ij},$$

with $\hat{\text{Ric}} = R_{ij} \theta^i \otimes \theta^j$ the Ricci curvature tensor of $(M, \hat{\sigma})$. Observe that

$$\delta^{ij} e_i \otimes e_j$$

is parallel, and that

$$z^2 u^i u^i u_{ij} = (z^2 u^i u^i u_{ij})_k - 2 z^4 u^i u^j u_{ij} u_{kl} - 2 z^2 \delta^{ij} u_{ik} u_{wj}.$$

Putting together (6.50) and (6.51) and recalling (6.47) and (6.48) we get

$$z^3 u^k \delta^{ij} u_{ijk} + z^5 u^i u^k u_{ij} u_{ik} = z^3 (Lu)_k - 2 z^3 u^i u^k u^j u_{ijkl} - 2 z^5 u^k u^j \delta^{ij} u_{ik} u_{ij}.$$

Since $Lu = 0$ on $\Omega$ by assumption, we can put this identity into (6.49) to get

$$Lz = 3 z^3 (a^{ij} \delta^{kt} u_{ik} u_{jt} + 2 z^5 u^i u^j \delta^{kt} u_{ik} u_{jt} + z^7 u^i u^k u^i u_{ik} u_{jt} + z^3 u^j u^i R_{ij}).$$

Using (6.48), expression (6.52) can be rewritten as

$$Lz = z^3 \cdot (a^{ij} \delta^{kt} u_{ik} u_{jt} + u^i u^j R_{ij}).$$

Next,

$$d\zeta = z^\alpha \left(d\eta + \alpha \eta z d\zeta\right)$$

and having assumed $d\zeta = 0$ at $x_0$, from (6.54) we deduce

$$d\eta = - \alpha \eta z d\zeta$$

at $x_0$. Since

$$\hat{\text{Hess}}(\zeta) = z^\alpha \hat{\text{Hess}}(\eta) + dz^\alpha \otimes d\eta + d\eta \otimes dz^\alpha + \eta \hat{\text{Hess}}(z^\alpha),$$

from (6.55), and $dz^\alpha = \alpha z^{\alpha-1} dz$ we obtain

$$\hat{\text{Hess}}(\zeta) = z^\alpha \hat{\text{Hess}}(\eta) - 2\alpha^2 \eta z^{\alpha-2} dz \otimes dz + \eta \hat{\text{Hess}}(z^\alpha).$$

On the other hand,

$$\hat{\text{Hess}}(z^\alpha) = \alpha z^{\alpha-1} \hat{\text{Hess}}(z) + \alpha (\alpha - 1) z^{\alpha-2} dz \otimes dz.$$
and inserting into (6.56) we obtain

$$\text{Hess}(\zeta) = z^\alpha \cdot \left( \text{Hess}(\eta) + \frac{\alpha \eta}{z} \text{Hess}(z) - \frac{\alpha(\alpha + 1)\eta}{z^2} dz \otimes dz \right).$$

By the definition of $L$ we get

$$L \zeta = z^\alpha \cdot \left[ L \eta + \alpha \eta \left( \frac{L z}{z} - \frac{\alpha(\alpha + 1)}{z^2} a^{ij} z_i z_j \right) \right].$$

From (6.44) it follows that

$$a^{ij} z_i z_j = z^\theta a^{ij} u^k u^t u_{ik} u_{jt}.$$ 

Putting (6.59) and (6.63) into (6.58) we get

$$L \zeta = z^\alpha \cdot [L \eta + \alpha \eta (z^2 a^{ij} a^{kt} u_{ik} u_{jt} - (\alpha + 1) z^4 a^{ij} u^k u^t u_{ik} u_{jt} + z^2 u^t R_{ij})].$$

Since $\alpha$, $\eta$ and $z$ are nonnegative, the claim of the Lemma will follow by showing that

$$a^{ij} a^{kt} u_{ik} u_{jt} - (\alpha + 1) z^2 a^{ij} u^k u^t u_{ik} u_{jt}$$

is nonnegative.

We define the tensor field $B = B^j_i \theta^j \otimes e_i$ by setting

$$B^j_i := a^{ik} u_{kj}$$

for $1 \leq i, j \leq m$. We also define the tensor field $a_{ij} \theta^i \otimes \theta^j$ by setting

$$a_{ij} := \delta_{ij} - u_i u_j$$

for $1 \leq i, j \leq m$. Observe that $a_{ij} \theta^i \otimes \theta^j = \psi^* g$ on $\Omega$, hence it is a Riemannian metric on $\Omega$ and $(a_{ij})$ is the inverse of the matrix $(a^{ij})$, that is,

$$a^{ij} a_{jk} = \delta^i_k.$$ 

Using (6.61) and (6.63), we have

$$a^{ij} a^{kt} u_{ik} u_{jt} - (\alpha + 1) z^2 a^{ij} u^k u^t u_{ik} u_{jt} =$$

$$= B^j_i B^j_i - (\alpha + 1) z^2 B^j_i B^j_i \delta^j_i u_t u^t$$

$$= B^j_i B^j_i - (\alpha + 1) z^2 B^j_i B^j_i a_{ij} a^{ij} u_t u^t$$

$$= B^j_i B^j_i - (\alpha + 1) z^2 a_{ij} B^j_i B^j_i.$$ 

The tensor field $B$ induces, at each point $x \in \Omega$, a linear operator

$$B(x) : T_x M \rightarrow T_x M, \quad X \mapsto B^j_i X^j e_i := B(x) X \quad \forall X = X^j e_j \in T_x M,$$

which is self-adjoint with respect to the scalar product $a_{ij}(x) \theta^i \otimes \theta^j |_x$. Indeed, recalling (6.61), (6.63) we have

$$(a_{ij} \theta^i \otimes \theta^j)(BX, Y) = a_{ij} B^j_i X^j Y^i = a^{ik} u_{kt} X^t Y^j$$

$$= a^{ki} a_{ij} u_{kt} X^t Y^j = \delta^j_i u_{kt} X^t Y^j = \text{Hess}(u)(X, Y)$$

for each $X = X^i e_i, Y = Y^i e_i \in T_x M$. We let $\{\lambda_1\}_{1 \leq i \leq m}$ be the eigenvalues of $B$.

We are now ready to show that

$$B^j_i B^j_i - (\alpha + 1) z^2 a_{ij} B^j_i B^j_i.$$
is nonnegative and by (6.64) this will conclude the proof. Without loss of generality, we suppose that \((\lambda_i)^2 \geq (\lambda_1)^2\) for \(2 \leq i \leq m\). Let \(B^2 = B \circ B\). We have

\[
(6.65) \quad B_i^j B_j^i = \text{trace}(B^2) = \sum_{i=1}^{m} (\lambda_i)^2. 
\]

On the other hand, we have

\[
\begin{align*}
    a_{ij} B_k^l a^k B^l_i u^l &= (\alpha_{ij} \theta^i \otimes \theta^j)(B^2 Du, Du) = (\alpha_{ij} \theta^i \otimes \theta^j)(B^2 Du, Du) \\
    &= \lambda_1^2 (u^i u_i - u_i u_j u^i u^j) = \lambda_1^2 |Du|^2 (1 - |Du|^2) \\
    &= \lambda_1^2 \frac{|Du|^2}{z^2}
\end{align*}
\]

and therefore, using the fact that \(|Du| < 1\),

\[
(6.66) \quad -(\alpha + 1)z^2 a_{ij} B_k^l a^k B^l_i u^l \geq -(\alpha + 1)(\lambda_1)^2 |Du|^2 \geq -(\alpha + 1)(\lambda_1)^2.
\]

Now, recalling that \(Lu = 0\) on \(\Omega\) we have

\[
0 = a^{ij} u_{ij} = \delta^k_i a^{ij} u_{jk} = \delta^k_i B_k^l = \text{trace}((B^2) = \sum_{i=1}^{m} \lambda_i.
\]

The triangular inequality then implies

\[
|\lambda_1| = \left| 0 - \sum_{i=2}^{m} \lambda_i \right| \leq \sum_{i=1}^{m} |\lambda_i|
\]

and from Newton’s inequality we get

\[
(6.67) \quad (\lambda_1)^2 \leq \left( \sum_{i=2}^{m} |\lambda_i| \right)^2 \leq (m - 1) \sum_{i=2}^{m} (\lambda_i)^2.
\]

Recalling that by assumption \(\alpha \leq \frac{1}{m - 1}\), using (6.65), (6.66) and (6.67) we finally obtain

\[
\begin{align*}
    B_i^j B_j^i - (\alpha + 1)z^2 a_{ij} B_k^l a^k B^l_i u^l &\geq \sum_{i=1}^{m} (\lambda_i)^2 - (\alpha + 1)(\lambda_1)^2 \\
    &= \sum_{i=2}^{m} (\lambda_i)^2 - \alpha(\lambda_1)^2 \\
    &\geq \sum_{i=2}^{m} (\lambda_i)^2 - \frac{1}{m - 1}(\lambda_1)^2 \geq 0
\end{align*}
\]

and the Lemma is proved. \(\square\)
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