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Abstract—This paper presents wChain, a blockchain protocol specifically designed for multihop wireless networks that deeply integrates wireless communication properties and blockchain technologies under the realistic SINR model. We adopt a hierarchical spanner as the communication backbone to address medium contention and achieve fast data aggregation within $O(\log N \log \Gamma)$ slots where $N$ is the network size and $\Gamma$ refers to the ratio of the maximum distance to the minimum distance between any two nodes. Besides, wChain employs data aggregation and reaggregation, and node recovery mechanisms to ensure efficiency, fault tolerance, persistence, and liveness. The worst-case runtime of wChain is upper bounded by $O(f \log N \log \Gamma)$, where $f = \lfloor N^2 \rfloor$ is the upper bound of the number of faulty nodes. To validate our design, we conduct both theoretical analysis and simulation studies, and the results only demonstrate the nice properties of wChain, but also point to a vast new space for the exploration of blockchain protocols in wireless networks.
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1 INTRODUCTION

In recent years, the popularity of 5G and IoT has arisen more security and privacy issues relevant to identity management, data sharing, and distributed computing in wireless networks. With the inception of Bitcoin, blockchain has been envisioned as a promising technology that can be utilized to support various applications such as online payments and supply chain due to its salient properties of decentralization, immutability, and traceability. Correspondingly, effort has been put on protecting wireless applications using the blockchain technology, e.g., mobile edge computing (MEC) [1], intelligent 5G [2], vehicular networking [3], and wireless sensor networking (WSN) [4]. The common idea of applying blockchain in wireless networks is to introduce trustlessness with blockchain so that functions such as identity management and data sharing become more efficient and secure.

However, previous studies on blockchain-enabled wireless applications mostly focus on developing practical applications or proposing architectures based on existing blockchain protocols, which were originally designed for wired network applications and thus are not suitable for wireless scenarios. To defend this point of view, let’s consider the state-of-the-art blockchain protocols. The concept of proof of physical resources has been widely adopted, e.g., Proof-of-Work (PoW), Proof-of-Space, Proof-of-Elapsed Time, Proof-of-Space Time. The noteworthy drawback of these protocols is that they require high electricity, storage, or specific hardware (e.g., Intel SGX), which wireless devices cannot provide. On the other hand, protocols based on virtual resources such as stake, reputation, or credibility, i.e., Proof-of-Stake, Delegated Proof-of-Stake, Proof-of-Authority, Proof-of- Reputation, etc., always have a complicated design in order to avoid the centralization of wealth or power, which justifies why there is still no such a protocol particularly designed for wireless networks.

Another line of blockchain protocols, such as Ripple, Algorand, Tendermint, and Hotstuff, rely on message passing. They provide blockchain systems with safety and liveness in confronting faulty nodes or even Byzantine failures. However, when implemented in wireless networks, the following two major problems need to be addressed:

- Traditional protocols commonly used on the Internet are not efficient enough in wireless networks. For example, PBFT [5] and Tendermint [6] can reach a consensus within $O(N^2)$ successful transmissions where $N$ is the network size, while Hotstuff [7] reduces complexity to $O(N)$ but increases additional overhead due to the introduction of the cryptographic tools.
- Transforming fault-tolerant or Byzantine fault-tolerant protocols used in wired networks to wireless environments remains a tricky problem. A recent work by Poirot et al. presented a fault-tolerant wireless Paxos for low-power wireless networks [8]. However, their results still indicate that traditional consensus algorithms require many message exchanges and high bandwiths, which may not be
available in wireless networks.

In this paper, we consider designing a message-passing-based blockchain protocol for wireless networks. To achieve this goal, we primarily need to overcome the challenge of properly implementing the medium access control (MAC) layer for blockchain. A promising idea is to adopt the abstract MAC layer service (absMAC) proposed by Kuhn et al. [9], which provides low-level network functions to help design distributed algorithms in wireless networks. The most efficient implementation of absMAC was presented in [10], which achieves the optimal bound for a successful transmission in $O(\Delta + \log N)$ slots via carrier sensing, where $\Delta$ is the maximum number of neighbors a node may have. Obviously, with this efficient implementation and a fault-tolerant consensus algorithm that requires an optimal $O(N)$ successful transmissions (e.g., Hotstuff), the best we can obtain is a protocol with a communication complexity as high as $O(N(\Delta + \log N))$ slots.

Nevertheless, this is far less than satisfactory. One needs a blockchain protocol that can take into consideration the unique features of wireless networking by deeply integrating wireless communications with blockchain to achieve the necessary properties of efficiency, fault-tolerance, persistence, and liveness. Since the most basic primitives heavily used in wireless consensus algorithms are broadcasts and data aggregations, which are respectively responsible for disseminating and collecting opinions or votes from peers, we use a spanner structure to accelerate the consensus process. A spanner is a hierarchical communication backbone that can organize nodes carefully to speed up data aggregation and dissemination processes. It introduces a sparse topology in which only a small number of links need to be maintained such that efficiency and simplicity can be well-balanced. Due to the need for decentralization and practicality, our spanner is constructed in a distributed manner and works under the realistic Interference-plus-Noise-Ratio (SINR) model. Facilitated with the spanner structure, we develop the two primitives of data aggregation and reaggregation to handle interference with an adaptive power scheme directly. These two primitives are adopted by our fault-tolerant $wChain$ protocol to address faulty behaviors caused by fail-stop errors and dynamic topologies such that the properties of resource conservation, fault-tolerance, efficiency, persistence, and liveness can be achieved.

The main contributions of this paper are summarized as follows.

1) To the best of our knowledge, $wChain$ is the first blockchain protocol that is particularly designed for multihop wireless networks under a realistic SINR model to deeply integrate wireless communications and blockchain technologies.

2) The $wChain$ protocol ensures high performance by employing a spanner as the communication backbone. The runtime upper bound of the protocol is $O(\log N \log \Gamma)$ when crash failures happen in a low frequency, and the worst-case upper bound is $O(f \log N \log \Gamma)$.

3) Our $wChain$ protocol simultaneously achieves properties of resource conservation, fault-tolerance, efficiency, persistence, and liveness, which are proved by theoretical analysis and verified by simulation studies.

The rest of the paper is organized as follows. Section 2 introduces the most related work on the state-of-the-art blockchain protocols and consensus algorithms in wireless networks. Section 3 presents our model and preliminary knowledge. In Section 4 building blocks including utilities and data aggregation and reaggregation subroutines are first presented, then the three-phase $wChain$ protocol is explained in detail. Our $wChain$ protocol is theoretically analyzed in Section 5 in terms of efficiency, persistence, and liveness. We report the results of our simulation studies in Section 6 and conclude this paper in Section 7.

2 Related Work

Blockchain protocols for wireless networks. Blockchain technology has been studied for wireless applications such as mobile edge computing (MEC) [1], intelligent 5G [2], vehicular networking [3], secure localization [4], and Wireless D2D Transcoding [11]. Feng et al. [11] considered the joint optimization of blockchain and MEC through a radio and computational resource allocation framework. Dai et al. [2] proposed a secure and intelligent architecture for next-generation wireless networks by integrating blockchain and AI technologies. In vehicular ad hoc networks, Malik et al. [5] utilized blockchain for secure key management. A blockchain-based trust management model was proposed to ensure secure localization in wireless sensor networks [4]. A blockchain-enabled Device-to-Device (D2D) transcoding system was developed to provide trustworthy wireless transcoding services in [11]. Onireti et al. [12] provided an analytic modeling framework to obtain a viable area for wireless PBFT-based blockchain networks. In [13], a trustless mechanism with PoW-based blockchain was established to incentivize nodes to store data. Liu et al. [14] realized computation offloading and content caching with mobile edge nodes in wireless blockchain networks. Sun et al. [15] proposed an analytic framework to explore how the performance and security of wireless blockchain systems are affected by wireless communication features such as SINR.

Despite these extensive studies on applying blockchain to wireless networks, we are still in dire need of blockchain protocols that are specifically designed for wireless networks, which drives us to investigate and summarize existing distributed leader election and consensus algorithms for wireless networks in the sequel.

Consensus and leader election algorithms for wireless networks. Consensus and leader election have also been extensively explored in various wireless contexts, and the corresponding solutions can guide us to design wireless blockchains in a proper way. Most existing studies on consensus and leader election for wireless networks assume a high-level wireless network abstraction [15] [17] [18] [19] [20] [21] or a realistic model grappling with issues in physical and link layers [22] [23] [24] [25] [26].

Moniz et al. [15] proposed a BFT consensus protocol with runtime bounded by $O(N^2)$ among $k > \lfloor \frac{N}{2} \rfloor$ nodes in wireless ad hoc networks. They hid physical layer information but let nodes directly use high-level communication primitives. Leveraging the elegance of absMAC, Newport
provided upper and lower bounds for distributed consensus in wireless networks [17]. Subsequently, Newport and Robinson proposed a fault-tolerant consensus algorithm that terminates within $O(N^3 \log N)$ with unknown network size [18]. A fully distributed leader election scheme was proposed to make election value unforgeable and be resistant to jamming attacks in wireless sensor networks. A secure extrema finding algorithm was proposed as a lock-step leader election algorithm that can be transformed to a secure preference-based leader election algorithm with a utility function depicting nodes’ preference in wireless ad hoc networks [20]. A top $k$-leader election algorithm with faulty nodes was presented in [21]. Checkler et al. [22] investigated the relationship between collision detection and fault-tolerant consensus under a graph-based model. Assuming a graph model with message delays, Scutari and Sergio [23] proposed a consensus algorithm in wireless sensor networks with multipath fading. Ayasal et al. [24] studied the average consensus problem with probabilistic broadcasts under a graph-based model. Richa et al. [25] focused on self-stabilization of leader election for single-hop wireless networks to mitigate jamming attacks by adaptively adjusting the transmission probability at the MAC layer. Gołębiewski and Klóowski [26] proposed a fair leader election scheme in ad-hoc single-hop radio sensor networks, enabling resistance to adversaries who can transmit continuously to block channels or try to forge identities.

In contrast, we observe that designing a blockchain protocol is more challenging than consensus and leader election in wireless networks. On the one hand, blockchain introduces new data structures such as a chain of blocks, and thus the corresponding computation, communication, and storage overheads should be carefully addressed. On the other hand, it is harder to balance performance and security in blockchain since consensus and leader elections offer more straightforward services without requiring a strong security guarantee. More importantly, Blockchain requires extra design elements (e.g., randomness, transaction and block verification, blockchain update) to guarantee strict persistence and liveness properties.

3 Models and Preliminaries

Blockchain Basics. Each node $v$ maintains a blockchain locally, denoted by $BC_v$, which is a hash-chain of blocks. $B^i_v$ refers to the $i$th block in $BC_v$. We also denote $BC^+_v$ ($BC^-_v$) as the partial blockchain of $BC_v$ before (after) $B^i_v$. Each block contains multiple transactions, and $tx^j_w$ stands for the $j$th transaction in $B^i_v$. Assume the latest block of $BC_v$ is $B^i_v$, then $v'$ view is defined as a tuple $\{seq, hash\}_v$, where $seq$ and $hash$ are the sequence number and block hash of $B^i_v$, respectively. Besides, we adopt the UTXO model due to public key infrastructure, and the cryptographic primitives such as signature leveraged in our design are secure so that no malicious entity can spoof the messages.

Network Model. We consider a multihop wireless ad hoc network with a set $V$ of $N$ nodes deployed in a 2-dimensional geographic plane. Let $d(u,v)$ denote the Euclidean distance between nodes $u$ and $v$, $D_R(v)$ denote the disk centered at $v$ with a radius $R$, and $N_R(v)$ denote the set of nodes excluding $v$ within $D_R(v)$. For simplicity, we normalize the minimum distance between any two nodes to be 1, and denote by $\Gamma$ the ratio of the maximum distance to the minimum distance between any two nodes. Each node has a unique id and knows no advanced information other than the network size $N$. The transmission power of each node can be controlled for interference mitigation. Assume nodes can crash at any time, which means that each node is either functioning normally or completely stop working. A node is regarded as faulty if it crashes in the current epoch or does not have the latest view due to crash failures in previous epochs. Without loss of generality, we assume $N$ is odd. Our protocol can tolerate at most $f$ faulty nodes where $f = \lfloor \frac{N}{2} \rfloor$.

Interference and SINR Model. We adopt the Signal-to-Interference-plus-Noise-Ratio (SINR) model, which captures the wireless network interference in a more realistic and precise way than a graph-based one. A standard SINR model can be formulated as follows, which states that a message sent by $u$ is correctly received by $v$ if and only if

$$\text{SINR}(u,v) = \frac{P_u \cdot d(u,v)^{-\alpha}}{\sum_{w \in S \setminus \{u\}} P_w \cdot d(w,v)^{-\alpha}} \geq \beta$$

holds, where $\mathcal{N}$ is the ambient noise, $\alpha \in (2, 6]$ is the path-loss exponent, threshold $\beta > 1$ is determined by hardware, and $S \subseteq V$ denotes the set of nodes transmitting simultaneously with $u$. Besides, we further assume that nodes can perform physical carrier sensing.

Maximal Independent Set (MIS). A set $S \subseteq V$ is an independent set of $V$ with respect to distance $r$ if for any pair of nodes $u$ and $v$ in $S$, $d(u,v) > r$; and $S$ is referred to as a maximal independent set if for any node $w \notin S$, there is a node $x \in S$ such that $d(w,x) \leq r$. MIS has been widely researched in recent years, and there exist a number of methods computing an MIS in a distributed manner. In this paper, we adopt the approach presented in [27], which computes a distributed MIS in optimal time $O(\log N)$ if the nodes’ density is a constant.

Spanner Construction. A spanner is a network backbone possessing the following properties: it only needs to maintain a small number of links, and can balance well between efficiency and simplicity compared to other topologies. Taking advantages of these features we employ a spanner to facilitate the deployment of our data aggregation algorithm in $\text{wChain}$. More specifically, we adopt the distributed spanner construction algorithm presented in [27], which can construct a sparse spanner, denoted as $H$, with a bounded maximum degree, in $O(\log \frac{N \log N}{\delta^2})$ slots with a high probability. As illustrated in Fig. 1, the construction process of $H$ contains $\log \Gamma$ rounds; and in the $i$th round, where $i = 1, 2, \cdots, \log \Gamma, V_i$ contains the nodes in a maximal independent set elected from $V_{i-1}$ by running a distributed MIS algorithm with respect to $r_i = 2^i$; thereby $V_i \subseteq \cdots \subseteq V_1 \subseteq V_0 = V$. One can see that the constructed $H$ holds the following properties:

- nodes in $V_i$ constitute an MIS of $V_{i-1}$ with respect to $r_i$;
- each node $v \in V_{i-1} \setminus V_i$ has a parent node $u \in V_i$ and $d(v,u) \leq r_i$;
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4.1.1 Technical Overview
The wChain protocol is executed in disjoint and consecutive
time intervals called epochs, and at each epoch, no more than
one block can be generated. Non-faulty nodes should ap-
pend the new block to their local blockchain so that they can
jointly maintain a consistent global view. Within each epoch,
a spanner is first established as a communication backbone,
and the collector of the spanner is appointed as the leader
to take charge of wChain for the entire epoch. However, if
a crash failure occurs, a new spanner should be constructed
in a reaggregation procedure for the same epoch. Under this
circumstance, the collector might be changed, but the leader
holds the line. Data can be aggregated from followers to
the new collector who subsequently sends the aggregated
data to the leader to complete the data aggregation process
of the current epoch. wChain proceeds by three phases,
namely PREPARE, COMMIT, and DECIDE. In the PREPARE
phase, an incumbent leader aggregates view messages from
all followers to learn about the latest view. If more than
followers respond with the same view as that of the leader,
the leader can aggregate transactions in the COMMIT phase.
Otherwise, the leader sends a message to the followers to
abandon the current epoch. The threshold \( (f + 1) \) (including
followers plus one leader) is specifically designated to
satisfy the \textit{quorum intersection property} which implies that
among the \( (f + 1) \) nodes, at least one node is non-faulty
and has the correct information. In the DECIDE phase, the
leader verifies the collected transactions, organizes them
into a new block, and then sends the new block together
with the view update information to the entire network, by
which the nodes can update their local blockchain to obtain
the latest view.

4.1.2 Utilities
Before delving into details of the wChain protocol, we ex-
plain its commonly used utilities. First of all, \textsc{msg}(\texttt{data}_v) is
used the most often in wChain to generate a single message
\( m \) embodying a variable data field, which might be a string,
a transaction, or a block. For example, the parameter \texttt{data}_v
can be \texttt{view}_v (view information), or \texttt{tx}_v (transaction); it also
indicates that the input data is signed by \( v \). Other than the
data field, \( m \) also includes the \texttt{timestamp}, \texttt{kindred}, and
\texttt{role} fields for the verification purpose. The \texttt{kindred} is a
tuple consisting of \( v \)'s identity \( id_v \) and the identity \( id_{p_v} \)
of \( v \)'s parent. The \texttt{role} field clarifies the role (i.e., follower,
Algorithm 1: Utilities for node $v$

1. Function $MSG(data_v)$
2. \[ m.data \leftarrow data_v \]
3. \[ m.timestamp \leftarrow \text{time} \]
4. \[ m.kindred \leftarrow \{id_u, id_p\} \]
5. \[ m.role \leftarrow \{role_v, \text{level}_v\} \]
6. return $m$

7. Function $add(M_v, M_u)$
8. \[ M_v \leftarrow M_v \cup M_u \]

9. Function $put(M_v)$

10. \[ \text{if } m.data \text{ is a valid transaction then} \]
11. \[ \text{organize } m.data \text{ into } B_v \]
12. \[ \text{return } B_v \]

14. Function $append(BC_v, B_u)$
15. \[ \text{if } B_u \text{ contains the hash of the } B^k_{th} \]
16. \[ \text{return } BC_v \leftarrow BC_v + B_u \]

17. Function $extract(BC_v, M_{v\text{view}})$
18. \[ i \leftarrow (f + s)\text{th highest seq searched in } M_{v\text{view}} \]
19. \[ \text{return } BC^+_v \]

20. Function $update(BC_v, BC^{i+}_u)$
21. \[ \text{for } j = 1 \text{ to } |BC^{i+}_u| \text{ do} \]
22. \[ \text{if } B^j_u \notin BC_v \text{ then} \]
23. \[ \text{append}(BC_v, B^j_u) \]
24. \[ \text{return } BC_v \]

Algorithm 2: $DataAggregation(data_v)$ Subroutine

1. Function $DataAggregation(data_v)$
2. \[ \mu \leftarrow MSG(data_v), M_v = \{m_v\} \]
3. \[ \forall i \in R_i(i=1,2,\cdots,\log\Gamma) \]
4. \[ \text{if } v \in V_{i-1}\setminus V_i \text{ then} \]
5. \[ \text{for } \mu \cdot \log N \text{ slots do} \]
6. \[ \text{send } M_v \text{ with probability } p = \frac{1}{\sigma N} \text{ and power } P_i = 2^{\mu}\beta r_i^a \]
7. \[ \text{else} \]
8. \[ \text{if } v \in V_i \text{ then} \]
9. \[ \text{for } \mu \cdot \log N \text{ slots do} \]
10. \[ \text{listen on the channel} \]
11. \[ \text{if receive a valid } M_u \text{ then} \]
12. \[ M_v \leftarrow add(M_v, M_u) \]

4.2 Data Aggregation and Reaggregation

In this subsection, we present two critical algorithms to realize data aggregation and reaggregation. The objective of data aggregation is to rapidly collect data from all followers to the leader in $O(\log n \log \Gamma)$ w.h.p. However, messages might be lost due to crash failures. Therefore, we propose the data reaggregation subroutine to remedy such a situation and ensure that the leader can completely aggregate the data from all non-faulty nodes within an epoch.

4.2.1 Broadcast-Oriented Communications

When blockchains are to be implemented in a wireless network, unicast and multicast are generally not needed. Instead, we should exploit the broadcast nature of the wireless medium. Decomposing a typical consensus process one can see that there exist three major communication patterns, namely one-to-many, many-to-one, and many-to-many, that heavily employ broadcast and data aggregation, the two communication primitives. Broadcast can improve blockchain’s efficiency since a one-to-many communication only costs a one-time broadcast to disseminate a node’s message to all its peers within the communication range. For many-to-many, the communication complexity is $O(N^2)$ for a network size of $N$ if using unicast and multicast. With broadcast, the complexity can be reduced to $O(N)$.

However, to reach a consensus, medium contention and packet collision need to be carefully addressed in wireless networks. For this purpose we restrict the transmission probability to be $p$ and transmission power to be $P_i$, which are formally described in Section 4.2 (also see line 6 in Algorithm 2).

4.2.2 Data Aggregation

Leveraging a spanner, we propose the $DataAggregation(data_v)$ subroutine to aggregate the data level by level. As shown in Algorithm 2, a node $v$ executing $DataAggregation(data_v)$ takes $data_v$ as input, generates a message $m_v$ by $MSG(data_v)$, and initializes $M_v = \{m_v\}$. Then data aggregation proceeds by $\log \Gamma$ rounds. We denote by $R_i$ the $i$th round. Recall that for $i = 1,2,\cdots,\log \Gamma$, a node $v \in V_{i-1}\setminus V_i$ has a parent node $u \in V_i$ and $d(v,u) \leq r_i$. As a consequence, $R_i$ is responsible for aggregating the data from $V_{i-1}\setminus V_i$ to $V_i$ and $R_{\log \Gamma}$ is the final round when the collector receives the data from $V_{\log \Gamma-1}\setminus V_{\log \Gamma}$.

In a specific round $R_i$, the nodes in $V_{i-1}\setminus V_i$ constantly send $M_v$ for $\mu \cdot \log N$ slots with probability $p = \frac{1}{\sigma N}$, where $\lambda = 25, \mu$ and $\sigma$ are sufficiently large constants whose lower bounds are given in Section 5.1. Note that $\mu \cdot \log N$ is the optimal number of slots to ensure that without crash failures, the data from all child nodes can be completely aggregated to their parent w.h.p. The transmission power
is set to be \( P_i = 2N\beta r_i^α \) so that the transmission range of each node is \( 2^{1/α} r_i \), where \( r_i = 2^i \). This transmission range is slightly larger than \( r_i \), such that for any child \( v \), its parent is within the unit disk centered at \( v \) with a radius \( r_i \). This power control strategy improves child nodes’ ability to resist interference outside the unit disk, thus contributing to the success of the transmissions. Moreover, a node \( v \in V_i \) as a parent in \( R_i \) listens on the channel for \( μ \cdot \log N \) slots to receive messages from its children. If \( v \) receives a \( M_u \) from a child \( u \), it appends \( M_u \) to \( M_v \). The entire data aggregation process can be finished in \( μ \log N \log Γ \) slots, and the data from all non-faulty nodes can be aggregated w.h.p., which is proved in Section 5.1.

### 4.2.3 Reaggregation

**Algorithm 3:** \( \text{Reaggregation}(\text{data}_v) \) Subroutine

```plaintext
1  ⊲ as a leader
2  while true do
3     ⊲ slot one
4     broadcast \( M^\text{data}_ℓ \)
5     ⊲ slot two
6     listen on the channel
7     ⊲ slot three
8     if sense noise > \( N \) in slot two then
9         ⊲ broadcast \( M^\text{data}_ℓ \) and data \( v \) \( ∉ M^\text{data}_ℓ \)
10        ⊲ slot three
11        ⊲ broadcast \( M^\text{data}_ℓ \) and data \( v \) \( ∉ M^\text{data}_ℓ \)
12        ⊲ data reaggregation
13        wait for aggregated data from a collector
14     ⊲ as a follower
15     while true do
16        ⊲ slot one
17        listen on the channel
18        ⊲ slot two
19        if receive \( M^\text{data}_ℓ \) and data \( v \) \( ∉ M^\text{data}_ℓ \) then
20           ⊲ broadcast \( M^\text{data}_ℓ \) and data \( v \) \( ∉ M^\text{data}_ℓ \)
21           ⊲ slot three
22           ⊲ broadcast \( M^\text{data}_ℓ \) and data \( v \) \( ∉ M^\text{data}_ℓ \)
23           ⊲ data reaggregation
24           if receive reaggregation message in slot three then
25               run \( \text{SpannerConstruction} \)
26               run \( \text{DataAggregation}(\text{data}_v) \)
27           else
28               break
```

The reaggregation subroutine has two stages: a three-slot integrity check stage (lines 3-11, lines 16-22) and a data reaggregation stage (lines 12-13, lines 23-28). We define a broadcast operation (used in lines 4/9/11/20) as transmitting a message with \( P = 2N\beta r^α \log Γ \) so that a node listening on the channel can either receive a message from the sender or sense noise exceeding \( N \). Concretely, the integrity check stage intends to examine whether the leader loses any message from non-faulty nodes using physical carrier sensing. In slot one, the leader \( l \) broadcasts its current \( M^\text{data}_ℓ \) to the entire network, where \( M^\text{data}_ℓ \) is the message queue embodying the messages whose type is data (e.g., \( M^\text{view}_ℓ \) is the message queue of the view messages). Upon receiving \( M^\text{data}_ℓ \), each node \( v \) examines its \( \text{data}_v \) is included in \( M^\text{data}_ℓ \). If not, \( v \) broadcasts \( M^\text{data}_ℓ \) and data \( v \) \( ∉ M^\text{data}_ℓ \) so that in slot two the leader can get the notice saying that some messages are missed by sensing noise greater than \( N \), and broadcast \( M^\text{data}_ℓ \) and data \( v \) \( ∉ M^\text{data}_ℓ \) in slot three to start the second stage. In the data reaggregation stage, all nodes except the leader run \( \text{SpannerConstruction} \) to reconstruct a spanner free from faulty nodes. The \( \text{SpannerConstruction} \) procedure is the same as the one we illustrate in Section 3. The new spanner does not include the leader and it elects a new collector who is responsible for sending the aggregated data to the leader. Afterwards, the nodes whose messages are missed in \( M^\text{data}_ℓ \) run \( \text{DataAggregation}(\text{data}_v) \). Only when no messages from non-faulty nodes are missed can the leader broadcast \( M^\text{data}_ℓ \) and data \( v \) \( ∉ M^\text{data}_ℓ \) to end the reaggregation process.

### 4.3 Fast Fault-Tolerant Blockchain Protocol

**Algorithm 4:** Fast Fault-Tolerant Blockchain Protocol

```plaintext
1  ⊲ \( \text{PREPARE} \)
2  ⊲ as a leader
3  broadcast \( M^\text{data}_ℓ \) and \( \text{view}_ℓ \)
4  listen on the channel for \( μ \log N \log Γ \) slots
5  execute \( \text{Reaggregation}(\text{view}_ℓ) \)
6  ⊲ as a follower
7  if receive \( \text{view}_u \) from a leader then
8      run \( \text{Reaggregation}(\text{view}_u) \)
9  else
10     ∧ abandon the current epoch
11  execute \( \text{Reaggregation}(\text{view}_v) \)
12  ⊲ \( \text{COMMIT} \)
13  ⊲ as a leader
14  if \( \{ m ∈ M^\text{view}_ℓ | m.\text{data} = \text{view}_ℓ \} \geq f + 1 \) then
15     broadcast \( M^\text{data}_ℓ \) and \( \text{correct}_ℓ \)
16     listen on the channel for \( μ \log N \log Γ \) slots
17  execute \( \text{Reaggregation}(\text{tx}_v) \)
18  ⊲ as a follower
19  if receive \( \text{correct}_ℓ \) from a leader then
20     run \( \text{DataAggregation}(\text{tx}_v) \)
21  else
22     ∧ abandon the current epoch
23  execute \( \text{Reaggregation}(\text{tx}_v) \)
24  ⊲ \( \text{DECIDE} \)
25  ⊲ as a leader
26  \( B_ℓ \leftarrow \text{packup}(M^\text{tx}_ℓ) \), and \( BC_ℓ \leftarrow \text{append}(BC_ℓ, B_ℓ) \)
27  broadcast \( BC_ℓ^+ \leftarrow \text{extract}(BC_ℓ, M^\text{view}_ℓ) \)
28  ⊲ as a follower
29  if receive \( BC_ℓ^+ \) from the leader then
30     ∧ update \( BC_ℓ, \text{BC}_ℓ^+ \)
31  else
32     ∧ abandon the current epoch
```

\( w\text{Chain} \) is a three-phase protocol that can achieve consensus on the sequence of blocks and handle failures caused
by wireless node crashes. Concretely, wChain leverages broadcast communications, data aggregation and reaggregation, which are all specifically designed for wireless networks. At each epoch, wChain proceeds by three phases, namely PREPARE, COMMIT, and DECIDE. In the following, we depict each phase to demonstrate how fast fault-tolerance can be achieved in wChain.

**Prepare.** The PREPARE phase intends to help a leader obtain a global view. Recall that when a spanner is constructed for the first time, wChain appoints the collector as the leader to take charge of the current epoch. As a leader, $\ell$ broadcasts $m_\ell \leftarrow \text{MSG}(\text{view}_\ell)$ to the entire network. Each follower $v$ runs $\text{DataAggregation}(\text{view}_\ell)$ upon receiving the view information from $\ell$ in the previous slot. Otherwise, the follower abandons the current epoch. Note that all nodes should execute the reaggregation subroutine to ensure that the data from all non-faulty nodes are completely aggregated.

**Commit.** Denote by $M^\text{view}_\ell$ the message queue of $\ell$ embodying its view information. The requirement of $|\{ m \in M^\text{view}_\ell : \text{m.data} = \text{view}_\ell \}| \geq f + 1$ means that the leader should successfully receive no less than $f$ view messages that have identical views as itself. That is also to say, at least $f + 1$ nodes (f followers and one leader) have an identical view. If such a requirement is satisfied, the leader can broadcast a correct message and listen on the channel to receive transactions while the followers receiving a correct signal start transaction aggregation. The reaggregation subroutine is still executed to ensure the full aggregation of transactions.

**Decide.** When the leader $\ell$ receives all transactions from non-faulty nodes, it packs up the transactions to form a block $B_\ell$, and appends the $B_\ell$ to its local $BC_\ell$. Then, the leader $\ell$ executes $\text{extract}(BC_\ell, M^\text{view}_\ell)$ to formulate a $BC^{\ell+}_v$, which is used to help recover at least $s$ nodes that have crashed in previous epochs and need to update their blockchains to become non-faulty. Each non-faulty follower $v$ updates $BC_v$ by running $\text{update}(BC_v, BC^{\ell+}_v)$.

## 5 Protocol Analysis

In this section, we analyze the protocol in terms of efficiency of data aggregation and reaggregation, persistence, and liveness.

### 5.1 Efficiency of Data Aggregation and Reaggregation

**Theorem 1.** The runtime of the data aggregation subroutine is upper bounded by $O(\log N \log \Gamma)$ slots w.h.p., and the runtime of the reaggregation subroutine is upper bounded by $O(f \log N \log \Gamma)$ slots w.h.p.

**Proof.** We first present Lemma 1 which focuses on one slot in a given round $R_i$.

**Lemma 1.** For a given slot in round $R_i$, if $v \in V_i$ is a parent node of some node in $V_{i-1}$, for any node $u \in V_{i-1} \cap N_r(v)$, if $u$ transmits, $v$ can receive the message with a constant probability.

**Proof.** For a given slot in round $R_i$, we denote the aggregated transmission probability of $V_{i-1} \cap N_r(v)$ by $P_i(v) = \sum_{w \in V_{i-1} \cap N_r(v)} p_w$. Let’s first prove that $P_i(v)$ can be bounded by $\frac{1}{2\sigma}$, where $\sigma$ is a sufficiently large constant.

Due to the property of the maximum independent set, the disks of radius $r_i/2$ centered at any node $w \in V_{i-1} \cap N_r(v)$ are disjoint. We define density $\lambda$ as the number of nodes in $V_{i-1} \cap N_r(v)$, then the upper bound of density is

$$\lambda \leq \frac{\pi(r_1 + r_0)^2}{\pi(r_0/2)^2} = 25,$$

(2)

where $\lambda = 25$ when $i = 1$. Since for each $w \in V_{i-1} \cap N_r(v)$, $p_w = \frac{1}{\lambda \sqrt{\lambda}}$, we have $P_i(v) = \lambda \cdot \frac{1}{\lambda \sqrt{\lambda}} \leq \frac{1}{\sqrt{\lambda}}$, where $\lambda = 25$.

Then we partition the whole space outside $D_r(v)$ into rings $R_j$ for $j \geq 1$, where $R_j$ is the ring with a distance in the range $[jr_i, (j + 1)r_i]$ from $v$. Denote by $S_j$ the set of nodes in $V_{i-1}$ that also fall into $R_j$. Considering the property of maximum independent set, one can see that the disks of radius $r_i/2$ centered at the nodes in $R_j$ are disjoint. Then we have

$$|S_j| \leq \frac{\pi[(j + 1)r_i + r_i/2]^2 - \pi[jr_i - r_i/2]^2}{\pi(r_i/2)^2} \leq 24j.$$

(3)

Let $I(v, w)$ be the interference at $v$ caused by $w$. Denote by $I_{out}$ the interference caused by the nodes outside $D_r(v)$. Then one can calculate $I_{out}$ as follows:

$$I_{out} = \sum_{j=1}^{\infty} \sum_{w \in S_j} I(v, w) = \sum_{j=1}^{\infty} \sum_{d(v, w) \geq d(v, u)} P_i(v)\cdot p$$

$$\leq \sum_{j=1}^{\infty} |S_j| \cdot \frac{2N\beta r_i^2}{(jr_i)^2} \leq \frac{24\beta (\alpha - 1)}{\alpha - 2} \cdot N \leq N/2,$$

where the last inequality holds when $\sigma > \frac{48\beta (\alpha - 1)}{(\alpha - 2)}$. Considering the case when $u$ is the only node that transmits in the current slot, since $u \in V_{i-1} \cap N_r(v)$, $d(v, u) \leq r_s$, we have

$$\text{SINR}(v, u) = \frac{p}{d(v, u)^{\alpha}} \geq \frac{2N\beta r_i^\alpha}{N + I_{out}} \geq \beta,$$

(5)

which indicates that if $u$ is the only node that transmits, $v$ can receive the message. Then we bound the probability that $u$ is the only transmitting node. Since $P_i(v) \leq \frac{1}{\sqrt{\lambda}}$, the probability that only $u$ transmits at each slot is

$$\sum_{w \in V_{i-1} \cap N_r(v) \setminus u} (1 - p_w) \geq p_u \sum_{w \in V_{i-1} \cap N_r(v)} (1 - p_w) \geq p_u \frac{\prod_{w \in V_{i-1} \cap N_r(v)} e^{-\frac{p_w}{w\Gamma}}} \geq p \prod_{w \in V_{i-1} \cap N_r(v)} e^{-\frac{p_w}{w\Gamma}} \geq e^{-\frac{p}{\lambda \sqrt{\lambda}}} \geq (\sigma \lambda')^{-1} e^{-\frac{r_i^\alpha}{\lambda \sqrt{\lambda}}} \in \Omega(1).$$

This implies that with a constant probability, $v$ can receive $u$’s message.

**Solution.** In Algorithm 2, each round consists of a fixed number of $\mu \cdot \log N$ slots. At each slot, a child $u \in V_{i-1} \setminus V_i$ transmits constantly with probability $p = \frac{1}{\lambda \sqrt{\lambda}}$. Lemma 1 indicates that at each slot, $u$ can succeed in sending a message to its parent $v$ with a constant probability denoted by $\hat{p}$. Thus, by applying the Chernoff bound (see Lemma 2 in Sec. 5.1), the probability that $u$ succeeds in sending a message to its parent after $\mu \cdot \log N$ slots is $1 - (1 - \hat{p})^{\mu \cdot \log N} \geq 1 - e^{-p \mu \log N} \geq 1 - N^{-2}$ if $\mu \geq 2/\hat{p}$. Since the density of the active nodes is bounded
by \( \lambda' = 25 \), the probability that all children succeed is 
\((1 - N^2)\lambda'\).

Next, assume that the nodes have synchronized clocks. Then at each round \( R_i \), the nodes in different independent sets can send messages to their parents at the same time. The probability that the data has been aggregated to all parent nodes in \( R_i \) is at least \((1 - N^2)\lambda V_{i+1} \geq (1 - N^{-1})\) since \( \lambda V_{i+1} < N \). Thus, the one-round data aggregation succeeds in \( O(\log N) \) w.h.p. Considering the \((\log \Gamma)\)-round aggregation process, one can immediately derive that data aggregation succeeds in \( O(\log N \log \Gamma) \) w.h.p.

Unlike a normal data aggregation, Algorithm \ref{alg:SpannerConstruction} terminates when the messages from all non-faulty nodes are received by the collector without any loss. A message can be lost when crash failure happens. The number of faulty nodes is bounded by \( f \), thus during the data reaggregation process, there are at most \( f \) times of the execution of the spanner construction and data aggregation, which gives the upper bound of the runtime as \( O(f \log N \log \Gamma) \). \hfill \square

5.2 Persistence and Liveness

In this subsection, we demonstrate how our protocol ensures persistence and liveness properties whose definitions are adapted from the rigorous ones proposed by Garay et al. \cite{Garay2010}.

**Theorem 2. Persistence.** If a non-faulty node \( v \) proclaims a transaction \( tx_v \) in the position \( tx_v' \), other nodes, if queried, should report the same result.

**Proof.** To prove the persistence property, we need to show that for any two blockchains \( BC_v \) and \( BC_u \) of nodes \( v \) and \( u \), respectively, one cannot find two different transactions \( tx_v' \in BC_v \) and \( tx_u' \in BC_u \) that are in the same position \( tx_v' = tx_u' \). To prove by contradiction, we assume that such \( tx_v' \) and \( tx_u' \) exist, and there are two cases when the assumption can hold.

C1: \( tx_v \) and \( tx_u \) are respectively appended to blockchains \( BC_v \) and \( BC_u \) at the same epoch. This indicates that a leader broadcasts two different blocks in the same epoch, which is not permissible in \( wChain \), thus contradicting our assumption.

C2: \( tx_v' \) and \( tx_u' \) are appended to their corresponding blockchains \( BC_v \) and \( BC_u \) in two different epochs \( e_m \) and \( e_n \). Let \( tx_v' \) also denote the transaction generated for the first time in position \( tx_v \) and appended to the blockchains of at least \( f + 1 \) nodes in \( e_i \). Since a leader cannot broadcast two different blocks in the same epoch, the nodes who append \( tx_v' \) to their local blockchain in \( e_i \) should have an identical view of \( tx_v' \). Without loss of generality, assume \( i < m < n \). Using contradiction, we assume \( tx_v' \neq tx_u' \). Since \( i < m \), \( v \) should crash before \( e_m \) and recover in \( e_m \), so that \( tx_v' \) is appended to \( BC_v \) when \( v \) updates its blockchain by applying \( \text{update}() \). The leader who sends the update information in \( e_m \) has an identical view with at least \( f \) nodes, which means that at least \( f + 1 \) nodes have the same view on \( tx_v' \) in \( e_m \). Since there are also at least \( f + s \) nodes who agree on \( tx_v' \) in \( e_i \) and the network size \( N = 2f + 1 \), we have a contradiction saying that \( N > 2f + 1 + s > N \). That is, one can only have \( tx_v' = tx_u' \). By applying the same proof, we can obtain \( tx_v' = tx_u' \). Hence \( tx_v' = tx_v = tx_u' \), which contradicts the assumption that \( tx_v \) and \( tx_u \) are different.

In a nutshell, all the nodes queried for a transaction in a specific position should report the same result or report error messages. \hfill \square

**Theorem 3. Liveness.** If a non-faulty node generates a transaction and contends to send it, \( wChain \) can add it to the blockchains within \( T \) slots w.h.p., where the upper bound of \( T \) is \( O(\log N \log \Gamma) \) when crash failures happen in a low frequency, and the worst-case upper bound of \( T \) is \( O(f \log N \log \Gamma) \).

**Proof.** In a specific epoch, the best case for \( wChain \) occurs when no crash failures happen for all nodes throughout the epoch so that the leader executing the \( \text{Reaggregation(data)} \) subroutine can broadcast \( m_t \leftarrow \text{MSG(stop)} \) without the need of waiting for the aggregated data from a new collector. By Theorem \ref{thrm:SpannerConstruction} the view messages and the transactions can be fully aggregated within \( O(\log N \log \Gamma) \) w.h.p. Besides, the \( \text{DECIDE} \) phase takes \( O(1) \) slots. Hence the upper bound of \( T \) is \( O(\log N \log \Gamma) \). In a normal case, failures happen in a low frequency so that data aggregation can be executed in \( O(1) \) time during the data reaggregation process, and the \( \text{PREPARE} \) and \( \text{COMMIT} \) phases take \( O(\log N \log \Gamma) \) slots in total. Therefore, the upper bound of \( T \) is still \( O(\log N \log \Gamma) \).

From the worst-case perspective, we assume that before epoch \( e_i \), nodes are all non-faulty, and \( f \) nodes crash during \( e_i \). If a leader crashes, the worst-case runtime of the current epoch is still \( O(\log N \log \Gamma) \) when it crashes in the \( \text{DECIDE} \) phase. If a follower \( v \) crashes, some data from \( v \)'s children cannot be collected to the leader such that the leader must execute \( \text{SpannerConstruction} \) and \( \text{DataAggregation(data)} \), which take \( O(\log N \log \Gamma) \) slots. Thus the extra runtime brought by a one-time crash failure is \( O(\log N \log \Gamma) \). If \( f \) nodes crash, the total time spent on waiting for a successful \( \text{DECIDE} \) phase is bounded by \( O(f \log N \log \Gamma) \). This gives the normal and worst-case upper bound of \( T \) as \( O(\log N \log \Gamma) \) and \( O(f \log N \log \Gamma) \), respectively. \hfill \square

6 Simulation Results

In this section, we conduct simulation experiments to validate the performance of \( wChain \). The impacts of various parameters are investigated, including the SINR model parameters, network size \( N \), and \( \Gamma \), the ratio of the maximum distance to the minimum distance between nodes. If not stated otherwise, we adopt the following parameter settings: \( \alpha = 3, \beta = 3, s = 100, X = 25, N = 1, P = 2N/32^\alpha \). The frequency of node crashes is set to be \( 1\% \times N \) nodes per second. To evaluate the performance, we adopt two metrics, namely epoch length and throughput. The epoch length is the number of slots within an epoch; given that the unit slot time for IEEE 802.11 is set to be \( 50\mu s \), one can calculate throughput as

\[
\text{Throughput} = \frac{\text{The number of transactions}}{\text{Epoch length} \times 50\mu s},
\]

(7) hence the unit of throughput is transactions per second (TPS).
The simulation program is written in C and all the experiments are performed under a CentOS 7 operating system running on a machine with an Intel Xeon 3.4 GHz CPU, 120 GB RAM, and 1 TB SATA Hard Drive. Over 20 runs are carried out to get the average for each result.

6.1 Impacts of Network Size and $\Gamma$

Since liveness is mainly determined by $N$ and $\Gamma$, we first study the impacts of $N$ and $\Gamma$ on the performance of wChain. We consider three types of distributions, namely uniform, normal, and exponential. To investigate the impacts of $N$, we adopt parameters $\alpha = 3, \beta = 3$ for the SINR model, and the plane is of size $150 \times 150$. The results are reported in Fig. 2.

One can observe from Fig. 2(a) that the epoch length increases with $N$. With a uniform distribution and $N = 5000$, it is $49364$ slots (about $2.47s$). Under normal and exponential distributions, the nodes have larger epoch lengths since they are denser in the center or the corner. They may suffer from heavier contention and spend more time transmitting a message. This result is consistent with our model assumption which states that the network density should be limited.

Concerning the throughput is a function of $\Gamma$, our protocol running under uniform distributions yields the largest throughput. However, the throughput decreases with a larger $\Gamma$ because a larger $\Gamma$ indicates that the spanner has more levels, and the data aggregation process takes a longer time.

6.2 Impacts of the SINR model parameters

We perform four experiments to explore how the SINR model parameters, namely $\alpha$ and $\beta$, impact the performance of wChain. Assume that nodes are uniformly distributed in the plane. The combinations of $\alpha = 3, 4, 5$ and $\beta = 2, 3$ are tested with different $N$ and $\Gamma$ in our experiments.

As shown in Fig. 3(a), the epoch lengths scale from about $1 \times 10^4$ to $4 \times 10^4$ slots with $N$ under different settings of
\( \alpha \) and \( \beta \) but they differ very little for different \( \alpha \) and \( \beta \) and the same \( N \). In [3(b)], even though we observe a small throughput decrease when \( \alpha = 3 \) and \( \beta = 3 \), the epoch length and throughput are independent of the values of \( \alpha \) and \( \beta \) with different \( N \). In Fig. 3(c) and 3(d), the epoch length and throughput slightly change with different \( \alpha \) and \( \beta \). This is because \( \alpha \), as the path-loss exponent, works closely with the distance between nodes as well as \( \Gamma \). The impacts of \( \alpha \) and \( \beta \) on throughput are in an allowable range so that one can claim that the performance of \( w\text{Chain} \) is insensitive to them.

### 7 Conclusion and Future Research

In this paper, we propose a fast fault-tolerant blockchain protocol, namely \( w\text{Chain} \), which can ensure the fast data aggregation leveraging a spanner as the communication backbone. The runtime upper bound of our protocol is \( O(\log N \log \Gamma) \) when crash failures happen in a low frequency, and the worst-case upper bound of \( w\text{Chain} \) is \( O(f \log N \log \Gamma) \). Besides, \( w\text{Chain} \) tolerates at most \( f = \left\lfloor \frac{N}{2} \right\rfloor \) faulty nodes and is capable of handling node recovery while satisfying persistence and liveness, the two crucial properties for a blockchain protocol to function well. Both theoretical analysis and simulation studies are conducted to validate our design. On the last point, we only grapple with crash failures in this paper, but it would be interesting to consider Byzantine fault-tolerance in wireless networks. It is also worthy of investigating the impacts of mobility in ad hoc wireless networks.
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8 Appendix

8.1 Chernoff Bound

Lemma 2. (Chernoff Bound). Given a set of independent binary random variables $X_1, X_2, \ldots, X_n$, let $X = \sum_{i=1}^n X_i$ and $\mu = \sum_{i=1}^n p_i$, where $X_i = 1$ with probability $p_i$. If $\mathbb{E} \left[ \prod_{i \in S} X_i \right] \leq \prod_{i \in S} q_i$, where $S \subseteq \{0, 1, \ldots, n\}$, then it holds for any $\delta > 0$ that

$$P_r[ X \geq (1 + \delta)\mu ] \leq e^{-\frac{\delta^2 n}{2(1 + \delta)}}.$$

If $\mathbb{E} \left[ \prod_{i \in S} X_i \geq \prod_{i \in S} q_i \right]$, where $S \subseteq \{0, 1, \ldots, n\}$, then for any $\delta \in [0, 1]$, we have

$$P_r[ X \leq (1 - \delta)\mu ] \leq e^{-\frac{\delta^2 n}{2}}.$$