Uniformly Rotating Polytropic Rings in Newtonian Gravity

David Petroff* and Stefan Horatschek*
Theoretisch-Physikalisches Institut, University of Jena, Max-Wien-Platz 1, 07743 Jena, Germany

ABSTRACT
An iterative method is presented for solving the problem of a uniformly rotating, self-gravitating ring without a central body in Newtonian gravity by expanding about the thin ring limit. Using this method, a simple formula relating mass to the integrated pressure is derived to the leading order for a general equation of state. For polytropes with the index $n = 1$, analytic coefficients of the iterative approach are determined up to the third order. Analogous coefficients are computed numerically for other polytropes. Our solutions are compared with those generated by highly accurate numerical methods to test their accuracy.
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1 INTRODUCTION
Motivated in part by the rings of Saturn, Kowalewsky (1885), Poincaré (1885) and Dyson (1892, 1893) studied, amongst other things, the problem of an axially symmetric, homogeneous fluid ring in equilibrium by expanding it about the thin ring limit. In particular, Dyson provided a solution to fourth order in the parameter $\sigma = a/b$, where $a$ provides a measure for the radius of the cross-section of the ring and $b$ the distance of the cross-section’s centre of mass from the axis of rotation. An important step toward understanding rings with other equations of state was taken by Ostriker (1964a,b, 1965), who studied polytropic rings to first order in $\sigma$ and found a complete solution to this order for an isothermal limit. Numerical methods were developed to study such rings and their connection to the Maclaurin spheroids (Wong 1974; Eriguchi & Sugimoto 1981; Eriguchi & Hachisu 1985; Ansorg, Kleinwächter & Meinel 2003c). With numerical methods, it was also possible to treat the problem of non-homogeneous rings and even within the framework of General Relativity (Hachisu 1986; Ansorg, Kleinwächter & Meinel 2003a; Fischer, Horatschek & Ansorg 2005b). Through the use of computer algebra, we were able to extend Dyson’s basic idea and determine the solution to the problem of the homogeneous ring up to the order $\sigma^{20}$ (Horatschek & Petroff 2008). In this paper, we present an iterative method for performing a similar expansion about the thin ring limit for arbitrary equations of state and a number of general results are derived confirming and generalizing work that had already been published by Ostriker (1964b). The application to polytropes is considered and ordinary differential equations (ODEs) are found that allow for the determination of the mass density. A closed-form solution can only be found if the value of the polytropic index is $n = 1$, and such rings are considered to the order $\sigma^3$. For other polytropic indices, the ODEs are solved numerically so that results from the approximate scheme can be compared to highly accurate numerical results for a variety of equations of state. The numerical solutions considered here are taken from a multi-domain spectral program, much like the one described in Ansorg, Kleinwächter & Meinel (2003b), but tailored to Newtonian bodies with toroidal topologies (see Ansorg & Petroff 2005 for more information). The solutions obtained by these numerical methods are extremely accurate and thus provide us with a means of testing the accuracy of the approximate method.

2 APPROXIMATION SCHEME
Numerical results indicate that, independent of the equation of state, the shape of the cross-section of a uniformly rotating ring tends to that of a circle in the thin ring limit, i.e. the limit in which the ratio of the inner radius $r_i$ to the outer one $r_o$ tends to 1. This suggests that, as in the homogeneous case, a Fourier expansion of the quantities involved will yield coefficients related to the thinness of the ring. This last statement can be made more precise when the explicit approximation scheme is presented.
Let us begin by introducing the constant $b$ and polar-like coordinates $(r, \chi, \varphi)$ related to the cylindrical coordinates $(\rho, z, \varphi)$ by

$$g = b - r \cos \chi, \quad z = r \sin \chi, \quad \varphi = \varphi. \quad (1)$$

For a given value of $g$, constant values of the coordinate $r$ are circles centred about $(g = b, z = 0)$ and $\chi$ measures the angle along any such circles. Fig. 1 provides an illustration of the coordinates. The surface of the ring in cross-section can be described by a function $r = r_\chi(\chi)$, which we expand along with the mass density $\mu$ and squared angular velocity $\Omega^2$, giving

$$\mu(r, \chi) = \mu_c \left( \sum_{i=0}^{q} \sum_{k=0}^{i} \mu_{ik}(y) \cos(k\chi)\sigma^i + o(\sigma^q) \right), \quad (2)$$

$$\Omega^2 = \pi G \mu_c \left( \sum_{i=0}^{q+1} \Omega_i \sigma^i + o(\sigma^{q+1}) \right) \quad (3)$$

and

$$r_\chi(\chi) = a \left( 1 + \sum_{i=1}^{q} \sum_{k=0}^{i} \beta_{ik}(y) \cos(k\chi)\sigma^i + o(\sigma^q) \right), \quad (4)$$

where we have introduced the dimensionless radius

$$y := \frac{r}{a} \quad (5)$$

and the parameter

$$\sigma := \frac{a}{b}, \quad (6)$$

which tends to 0 in the thin ring limit. The quantity $\mu_c$ is chosen to be the mass density at the point $r = 0$ and does not represent the density’s maximal value, although it will not differ significantly from it in general. The absence of sine terms in the Fourier expansions is as a result of the symmetry with respect to the equatorial plane, which is known to hold for stationary solutions (see Lichtenstein 1933).

In this section, we present a method for finding $\mu_{qk}$, $\Omega_{q+1}$ and $\beta_{qk}$ given that the previous terms in $\sigma^i$ are known. The idea used in Dyson’s approximation scheme for homogeneous rings makes use of the Poisson integral to determine the gravitational potential in terms of the (still unknown) function $r_\chi$ along the axis of rotation (Dyson 1892). This is only possible since the mass density is completely determined for homogeneous matter once the shape of the ring is given. In general, however, it is necessary first to determine $\mu$ to the desired order before being able to perform the integral. Here we obtain ordinary, second order differential equations for $\mu_{qk}(r)$ by applying the Laplace operator to the integrated Euler equation

$$U + \int_0^r \frac{dp}{\mu(p')} - \frac{1}{2} \Omega^2 r^2 = V_0, \quad (7)$$

$$\Rightarrow 4\pi G \mu + \nabla^2 \left( \int_0^r \frac{dp}{\mu(p')} \right) - 2\Omega^2 = 0, \quad (8)$$

where $V_0$ is the constant of integration and $p$ the pressure. Applied to a function $f = f(r, \chi)$, the Laplace operator in the coordinates $(r, \chi, \varphi)$ reads

$$\nabla^2 f = \frac{\partial^2 f}{\partial r^2} + \frac{1}{r} \frac{\partial f}{\partial r} + \frac{1}{r^2} \frac{\partial^2 f}{\partial \chi^2} - \left( \frac{a}{\sigma} - r \cos \chi \right)^{-1} \left( \cos \chi \frac{\partial f}{\partial r} - \frac{\sin \chi}{r} \frac{\partial f}{\partial \chi} \right).$$

Expanding $\mu_{qk}$ in terms of $\sigma$ and requiring that the equations be satisfied for each power in $\sigma$ and each term in the Fourier expansion then results in ODEs for $\mu_{qk}(y)$ once an equation of state has been specified. These functions must be regular at the origin and chosen such that $\mu_{qk}(0) = 1$ and $\mu_{p0}(0) = 0$ for all other $i$ and $k$ so as to be consistent with the choice $\mu(0, \chi) = \mu_c$. For $k = 0$, this condition suffices to determine the function uniquely. For $k = 1, 2, \ldots, q$, the remaining constants in the solution of the ODEs are found by requiring that the pressure vanish at the surface. Demanding this for each of the coefficients in a Fourier expansion, provides $q + 1$ equations for the remaining $q$ constants. The additional equation can be used to determine $\beta_{q0}$. It may come as a surprise that a term with $k = 0$ was included in the expansion here for $r_\chi$, since no such term is needed in the homogeneous case. The scale invariance mentioned toward the end of Horatschek & Petroff (2008) means that $a$ need never be specified in that case.

Here, however, the first zero of $\mu_{q0}$ determines the value of $a$, which can then be ‘corrected’ order for order in $\sigma$ via the coefficients $\beta_{q0}$.

Note that the expansion for $r_\chi$ contains terms with $k = 0$ in contrast to the analogous expression for homogeneous rings (Horatschek & Petroff 2008), where the summation index $k$ runs only from 1 to $r$. The reason behind this will be discussed shortly.

1 Note that the expansion for $r_\chi$ contains terms with $k = 0$ in contrast to the analogous expression for homogeneous rings (Horatschek & Petroff 2008), where the summation index $k$ runs only from 1 to $r$. The reason behind this will be discussed shortly.

2 Polytopes with $n = 1$, which will be treated shortly, also contain an interesting invariance. If $U(x)$, $\mu(x) = K \sqrt{\rho(x)}$, $\Omega$ and $V_0$ are solutions to the Poisson and integrated Euler equations, then so are $\alpha U(x)$, $\alpha \mu(x) = K \sqrt{\sigma^2 \rho(x)}$, $\sqrt{\alpha} \Omega$ and $\alpha V_0$, where $\alpha$ is an arbitrary scaling factor. This invariance is reflected in the fact that the value for $a$ is independent of $\mu_c$ for polytopes with $n = 1$. 

Figure 1. A sketch providing the meaning of the coordinates $(r, \chi)$. 

For stationary solutions (see Lichtenstein 1933). The reason behind this will be discussed shortly.
Poission integral via a rather involved procedure and reads

$$U_{\text{out}} = -2\pi G\mu_c a^2 \left( \sum_{l=1}^{q} a^{2l-1}\sigma^{-l} A_l I_l + o(\sigma^q) \right),$$

(10)

where

$$I_l := \left(-\frac{1}{b} \frac{d}{db}\right)^{l-1} \int_0^\pi \frac{d\varphi}{\sqrt{b^2 + a^2 + z^2 - 2bq \cos \varphi}},$$

(11)

and the terms $A_l$ result from an expansion of the Poisson integral.

Making use of expansion formulæ for $I_l$, $U_{\text{out}}$ can be evaluated along the surface of the ring $r_s$, and expanded in terms of $\sigma$. The Euler equation then tells us that

$$U_{\text{out}}(r_s) - \frac{1}{2} \sigma^2 (a/\sigma - r_s \cos \chi)^2 = V_0$$

(12)

holds. Considering the $\sigma^4$ term and equating the coefficients of the $\cos(\kappa \chi)$, $\kappa = 1, 2, \ldots, q$ to zero then provides equations for determining the remaining unknowns.

It should be noted that the expansion coefficients depend on powers of $\ln \sigma$ in general. Because $\lim_{\sigma \to 0} \sigma (\ln \sigma)^\alpha = 0$ for all $\alpha$, this dependence does not pose a problem for the iteration scheme.

### 3 GENERAL RESULTS TO FIRST ORDER

The approximation scheme described above allows us to draw certain conclusions even without specifying the equation of state, thus generalizing results that were published for polytropes by [Ostriker (1964)](1964). To leading order in $\sigma$, where nothing depends on the angle $\chi$, the ring (here a torus) is equivalent to an infinitely long cylinder, a problem that was studied by [Chandrasekhar & Fermi (1953); Ostriker (1964)]. Upon introducing the pressure function

$$h := \frac{p}{\mu(p')},$$

(13)

and expanding it as with $\mu$ in (2)

$$h(r, \chi) = G\mu_c a^2 \left( \sum_{l=0}^{q} \sum_{k=0}^{l} h_{ik}(y) \cos(k\chi) \sigma^i + o(\sigma^q) \right),$$

(14)

equation (8) reads

$$\left( \frac{d^2}{dy^2} + \frac{1}{y} \frac{d}{dy} \right) h_{00} + 4\pi \rho_{00} = 0$$

(15)

to the lowest order in $\sigma$, since the integrated Euler equation (7) tells us that

$$\Omega^2/G\mu_c = o(\sigma^2)$$

(16)

must hold, i.e.

$$\rho_0 = \Omega_1 = 0.$$  

(17)

At the surface of the ring $r = r_s$, the pressure vanishes, corresponding to $h(r = r_s) = 0$, and we thus find

$$h_{00}(1) = 0$$

(18)

and

$$\beta_{11} = -h_{11} \left( \frac{d h_{00}}{d y} \right)^{-1} \bigg|_{y=1}.$$  

(19)

By multiplying (15) by $\pi \mu_c a^2 \pi$ and integrating from 0 to 1, one finds that the mass $M$ to leading order can be related to the derivative of $h_{00}$ at the point $y = 1$ according to

$$M = 4\pi^2 \mu_c a^2 b \int_0^1 \rho_{00} y \, dy = -\pi^3 \mu_c / \sigma \frac{d h_{00}}{d y} \bigg|_{y=1}.$$  

(20)

A particularly interesting relation involving the square of the mass can be derived by considering the integral over the pressure $p$, which we first expand

$$p(r, \chi) = G\mu_c a^2 \left( \sum_{l=0}^{q} \sum_{k=0}^{l} p_{ik}(y) \cos(k\chi) \sigma^i + o(\sigma^q) \right).$$

(21)

To leading order, upon taking (15) into account, the integral over $p$ reads

$$P := 2\pi \int_0^\infty \int_0^\infty p \rho_{00} y \, dy \, dr \, d\chi,$$

(22)

which to leading order is

$$P = 4\pi^2 G\mu_c a^4 b \int_{00}^1 \rho_{00} y \, dy$$

$$= -2\pi^2 G\mu_c a^4 b \int_{00}^1 \rho_{00} y \, dy$$

$$= 8\pi^3 G\mu_c a^4 b \int_{00}^1 \rho_{00} y \left( \int_{00}^1 \rho_{00} y \, dy \right) \, dy$$

$$= 4\pi^3 G\mu_c a^4 b \left( \int_{00}^1 \rho_{00} y \, dy \right)^2$$

$$= \frac{G M^2}{4\pi b}.$$  

(23)

Numerical examples demonstrating how $4\pi b P/G M^2$ approaches 1 in the thin ring limit for various equations of state can be found in Fig. 2.

The terms from the expansion (11) of the potential in the vacuum that play a role up to first order are

$$A_1 = 2 \int_0^1 \rho_{00} y \, dy = \frac{M\sigma}{2\pi^2 \mu_c a^2}$$

(24)

and

$$A_2 = \frac{g M^2}{2\pi^2 \mu_c a^2}, \quad g := -\pi^2 \mu_c a^3 / M \sigma \int_0^1 \rho_{00} y^3 \, dy.$$  

(25)

The coefficient $\Omega_2$ from the expansion of the square of the angular velocity is

$$\Omega_2 = A_1 (1 + \lambda - 2\beta_{11}) + 2 A_2 / \sigma$$

(26)

with

$$\lambda := \ln(8/\sigma) - 2.$$  

(27)
and the constant of integration from the Euler equation is

\[ V_0 = \left( \frac{U_{\text{out}}}{r_{\text{out}}} - \frac{1}{2} g \right) \bigg|_{r=r_{\text{s}}} \]

\[ = -\frac{GM}{2\pi b} \left( \frac{5\lambda + 9}{2} + g - \beta_{11} \right) . \tag{28} \]

The term \( g - \beta_{11} \) appearing in the above equation can be treated further by considering the rotational energy \( T \) and potential energy \( W \) and the constant of integration from the Euler equation is

\[ 0 = 3P + 2T + W \]

\[ = 3P + \frac{GM^2}{\pi b} \left( g - \beta_{11} - \frac{1}{2} \right) \]

\[ -2\pi^2 G\mu_c a^4 b \int_0^1 \mu_0 h_{000} y \, dy. \tag{29} \]

By restricting ourselves to the polytropic equation of state (see \[54\]), we can rewrite the above integral to read

\[ \int_0^1 \mu_0 h_{000} y \, dy = \frac{(n + 1) K \mu_c^{1/n - 1}}{G a^2} \int_0^1 \mu_0^{1+1/n} y \, dy \]

\[ = (n + 1) \int_0^1 \rho_{000} y \, dy = \frac{(n + 1) M^2}{16\pi^3 \mu_c a^3 b^2}, \tag{30} \]

where the last step follows from (29). Putting this expression into (22) and using (23) again then yields

\[ g - \beta_{11} = \frac{n - 1}{8}. \tag{31} \]

Taking into account \( 1 - \varrho_1/\varrho_0 = 2\pi \), which holds to leading order, we can use (25) to write

\[ \frac{2\pi \beta_3 Q^2}{GM} + \ln \left( 1 - \frac{\varrho_1}{\varrho_0} \right) \to \frac{n - 5}{4} + \ln 16 \tag{32} \]

and (28) can be written as

\[ 4\pi b V_0 \to \frac{5GM}{\pi} - \ln \left( 1 - \frac{\varrho_1}{\varrho_0} \right) \to \frac{5 - n}{20} - \ln 16 \tag{33} \]

for polytropes in the thin ring limit. Similar equations can be derived for \( J \) (angular momentum), \( T \), \( P \) and via the virial identity for \( W \) (see Ostriker [1964]). These equations also hold for homogeneous bodies \( (n = 0) \), as was shown in Horatschek & Petroff (2008). Numerical examples demonstrating the behaviour (33) are provided in Fig. 3.

4 MASS DENSITY FOR POLYTROPE

The polytropic equation of state is

\[ p = K\mu^{1+1/n}. \tag{34} \]

For large/small polytropic indices \( n \), the equation is referred to as 'soft'/stiff' and as \( n \) tends to zero, \( \mu \) tends to a constant. From now on, we shall use the terms 'homogeneous matter' and '\( n = 0 \)' interchangeably. For polytropes, (8) becomes

\[ 4\pi G\mu + K(n + 1) \nabla^2 \left( \mu^{1/n} \right) - 2\Omega^2 = 0. \tag{35} \]

Instead of our coordinate \( y \), we are now going to make use of a new dimensionless radial coordinate, applicable to polytropes

\[ x := \frac{G^2 \mu_c^{1/n - 1}}{K^2} r. \tag{36} \]

To lowest order in \( \sigma \), and upon introducing

\[ \tilde{\mu} := \mu^{1/n} \tag{37} \]

and the expansion

\[ \tilde{\mu} = \mu_c^{1/n} \left( \sum_{i=0}^n \sum_{k=0}^i \tilde{\mu}_{ik}(x) \cos(k\chi)\sigma^i + o(\sigma^i) \right), \tag{38} \]

equation (35) reads, cf. (15).

\[ \left( \frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} \right) \tilde{\mu}_{00} + \frac{4\pi}{n + 1} \tilde{\mu}_{00} = 0. \tag{39} \]

This equation is sometimes referred to as one of the generalized Lane-Emden equations (of the first kind) and solutions to it have been derived and studied in e.g. Goenner & Havas (2000). No solutions other than for \( n = 1 \) have been found for our particular parameters in closed-form and a discussion using symmetry transformations suggests that they do not exist. (Goenner 2001). We thus concentrate in the next section on the special case \( n = 1 \).
5 ANALYTIC SOLUTION FOR POLYTROPES WITH \( n = 1 \)

5.1 The Zeroth Order: \( \sigma^0 \)

We rewrite (39) for \( n = 1 \), remembering that now \( \bar{\mu} = \mu \),

\[
\left( \frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} \right) \mu_{00} + 2\pi \mu_{00} = 0
\]

and can immediately write down the general solution

\[
\mu_{00} = C_1 J_0(\sqrt{2\pi} x) + C_2 Y_0(\sqrt{2\pi} x),
\]

where \( J_0 \) is a Bessel function (of the first kind) and \( Y_0 \) a Neumann function (also called a Bessel function of the second kind), see e.g. Prudnikov, Brychkov & Marichev (1990).

The condition \( \mu(r = 0, \chi) = \mu_c \) tells us that \( C_1 = 1 \) and \( C_2 = 0 \). The first positive zero of \( J_0 \) determines value for \( a \) from (4). We refer to the \( k \)th positive zero of the \( n \)th Bessel function as \( j_{nk} \) and can then write

\[
ax/r =: a = j_{01}/\sqrt{2\pi} = 0.959 \ldots
\]

5.2 The First Order: \( \sigma^1 \)

The unknown quantities we have to solve for are \( \mu_{10}(x) \), \( \mu_{11}(x) \), \( \beta_{10} \), \( \beta_{11} \), and \( \Omega_2 \). From (8), one finds the differential equations

\[
\left( \frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} \right) \mu_{10} + 2\pi \mu_{10} = 0
\]

and

\[
\left( \frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} \right) \mu_{11} + \left( 2\pi - \frac{1}{x^2} \right) \mu_{11} = \frac{1}{a} \frac{d\mu_{00}}{dx}.
\]

Considering only solutions that vanish at the point \( x = 0 \), so as to maintain our choice \( \mu(0) = \mu_c \), we find

\[
\mu_{10} = 0
\]

and

\[
\mu_{11} = C_3 J_1 + \frac{1}{2j_{01}} \left( \sqrt{2\pi} x J_0 - J_1 \right),
\]

where the argument of the Bessel function is always \( \sqrt{2\pi} x \) unless otherwise specified. The requirement that the density vanish at the surface of the rings determines

\[
\beta_{10} = 0
\]

and relates the constant \( C_3 \) to the surface function

\[
C_3 = \frac{1 + 2\beta_{10}^2 \beta_{11}}{2j_{01}}.
\]

The constant \( \beta_{11} \) is determined by stipulating that the centre of mass coincide with the point \( (\bar{\varrho} = b, z = 0) \) as in (9)

\[
\beta_{11} = \frac{4 - \beta_{01}^2}{4j_{01}}.
\]

Recalling the definition \( \lambda := \ln \frac{\pi}{2} - 2 \) one finally obtains

\[
\Omega_2 = \frac{2j_1(j_{01})(\lambda + 1)}{j_{01}}
\]

from (12).

5.3 The Second Order: \( \sigma^2 \)

To second order, the unknown quantities that have to be solved for are \( \mu_{20}(x) \), \( \mu_{21}(x) \), \( \beta_{20} \), \( \beta_{21} \), and \( \Omega_3 \). The ODEs describing the mass density now read

\[
\left( \frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} \right) \mu_{20} + 2\pi \mu_{20} = \pi \Omega_2
\]

and

\[
\left( \frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} \right) \mu_{21} + \left( 2\pi - \frac{1}{x^2} \right) \mu_{21} = \frac{1}{a} \frac{d\mu_{10}}{dx} = 0
\]

The solutions vanishing at \( x = 0 \) are

\[
\mu_{20} = \frac{\Omega_2}{2} \left( 1 - j_{01} \right) + \frac{1}{8} \left( \frac{3\pi x^2}{2j_{01}} J_0 + \sqrt{2\pi} \left( \frac{1}{j_{01}} - \frac{1}{2} \right) J_1 \right),
\]

\[
\mu_{21} = C_4 J_1
\]

and

\[
\mu_{22} = C_5 J_2 + \frac{1}{4} \left( \frac{5}{j_{01}} \right) \left( \frac{3\pi x^2}{2j_{01}} - \frac{1}{2} \right) J_2
\]

The constants \( C_4 \) and \( C_5 \) can be related to the surface function by requiring that \( \mu(r_s) = 0 \) hold independently for the coefficients in front of \( \cos \chi \) and \( \cos 2\chi \). The result is

\[
C_4 = j_{01} \beta_{21}
\]

and

\[
C_5 = \frac{1}{2} \left( -j_{01}^2 \beta_{22} - \frac{j_{01}^2}{64} + \frac{3}{8} - \frac{11}{4j_{01}} \right),
\]

Requiring the same of the coefficient in front of \( \cos 0\chi \) gives

\[
\beta_{20} = -\frac{4}{j_{01}} + \frac{\lambda + 1}{j_{01}} - \frac{1}{64}
\]

Evaluating (10) tells us that

\[
\beta_{21} = 0 \Rightarrow \mu_{21} = 0.
\]

The values for the remaining constants follow from (12):

\[
\Omega_3 = 0
\]

and

\[
\beta_{22} = \frac{1}{4j_{01}} + \frac{5(\lambda + 3)}{2j_{01}} + \frac{1}{64}
\]

5.4 The Third Order: \( \sigma^3 \)

The third order is the final one to be presented here, but the iterative scheme can be applied up to arbitrary order assuming that one is able to solve the differential equations
for the mass density and perform the necessary integrals. The ODEs that result for this order are

\[ \begin{align*}
\frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} \mu_{30} + 2 \pi \mu_{30} &= 0, \\
\frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} \mu_{31} + \left( 2 \pi - \frac{1}{x^2} \right) \mu_{31} &= \frac{3 x^2}{a_3} \frac{d \mu_{00}}{dx}, \\
+ \frac{3}{4 a_3} \left( \frac{x}{dx} + 1 \right) \mu_{11} + \frac{1}{a} \left( \frac{1}{2 dx} + \frac{1}{x} \right) \mu_{22}, \\
\frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} \mu_{32} + 2 \left( \pi - \frac{1}{x^2} \right) \mu_{32} &= 0
\end{align*} \]

and

\[ \begin{align*}
\frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} \mu_{33} + \left( 2 \pi - \frac{9}{x^2} \right) \mu_{33} &= \frac{x^2}{a_3} \frac{d \mu_{00}}{dx}, \\
+ \frac{1}{4 a_3} \left( \frac{x}{dx} - 1 \right) \mu_{11} + \frac{1}{a} \left( \frac{1}{2 dx} - \frac{1}{x} \right) \mu_{22}.
\end{align*} \]

The solutions to these equations obeying the requirement \( \mu_{qh}(0) = 0 \) are

\[ \begin{align*}
\mu_{30} &= 0, \\
\mu_{31} &= \left( C_6 - \frac{(\lambda + 1) J_1(j_{01})}{2 j_{01}} - \frac{9 \pi}{64} \right) \frac{a_3^3}{J_{01}^3} - \frac{16 j_{01}^2}{2 j_{01}} (5 \lambda + 4) - 16 \right) J_1, \\
+ \left( \sqrt{\lambda} + \frac{1}{\sqrt{2 j_{01}}} J_1(j_{01}) x \right) - \frac{15 \sqrt{\pi}^3 a_3 x}{32} J_{j_{01}} - \frac{\sqrt{2 \pi} (j_{01}^3 + 16 j_{01}^5 (5 \lambda + 4) - 16) x}{256 j_{01}^3}
\end{align*} \]

\[ \mu_{32} = C_7 J_2, \]

and

\[ \begin{align*}
\mu_{33} &= \frac{\pi x^2}{512} \left( 16 j_{01}^2 (5 \lambda + 3) + 208 \right) \frac{J_{j_{01}}}{256 j_{01}^3} + C_8 
\end{align*} \]

The constants \( \beta_{30}, C_6, C_7, \) and \( C_8 \) are determined by requiring that \( \mu(\mathcal{r} = r_c) = 0 \) hold independently for the coefficients in front of the \( \cos 0 \), \( \cos \chi \), \( \cos 2 \chi \), and \( \cos 3 \chi \) terms. The result is

\[ \begin{align*}
\beta_{30} &= 0, \\
\beta_{31} &= \frac{9}{32} \frac{3 \lambda + 1}{128} - \frac{1}{J_{01}} (\frac{13}{8} \lambda + \frac{5}{16}) = \frac{1}{J_{01}} (\frac{5}{2} \lambda + 9)
\end{align*} \]

and

\[ C_8 = \frac{1}{J_{01}} \left[ - \frac{J_{01}^3}{1536} - \frac{(3 \lambda + \beta_{31} + \frac{77}{768})^3}{j_{01}} \right] \]

Equation (39) yields

\[ \beta_{32} = 0, \]

\[ \Omega_4 = -\frac{J_{01}^3 (\lambda + 1)^2}{J_{01}} J_1(j_{01})^2 + \left( \frac{1}{32} (\lambda + 1) j_{01}
\end{align*} \]

(73)

\[ + \frac{1}{j_{01}} \left( \frac{1}{2} \lambda \right) \right) J_1(j_{01}) \]

and

\[ \beta_{33} = \frac{5}{64} - \frac{1}{8 j_{01}} (5 \lambda + 9) + \frac{1}{j_{01}} \left( \frac{5}{2} \lambda + 2 \right). \]

\[ (77) \]

5.5 Physical Parameters

The shape of the rings to third order that results from equation (39) is compared to numerical results of the corresponding radius ratio in Fig. 3. For thin rings, the numerical and third order curves are indistinguishable. As the radius ratio is decreased, the numerical results show that the outer edge becomes pointier, right up to the mass-shedding limit for the value \( \sigma = 0.2532 \ldots \). For such a ring, a fluid particle rotating at the outer rim in the equatorial plane has a rotational frequency equal to the Kepler frequency, meaning that it is kept in balance by the gravitational and centrifugal forces alone – the force arising from the pressure gradient vanishes. The shape of the ring with the cusp that forms for mass-shedding configurations is not well represented by a small number of terms in our Fourier series.

Using the results of the last subsection, we write down expressions for various physical parameters and can use them to verify that the virial identity \( 3P + 2T + W = 0 \) is satisfied to each order in \( \sigma \). For convenience, we first introduce dimensionless quantities, valid for any polytropic index \( n > 0 \):

\[ \begin{align*}
\frac{M}{M} &= \frac{G^2 \mu_{c}^{2n+3}}{K^2}, \\
\frac{J}{J} &= \frac{G^2 \mu_{c}^{2n+3}}{K^2}, \\
\frac{\Omega}{\Omega} &= \frac{1}{G^2 \mu_{c}^{2n+3}}, \\
\frac{P}{P} &= \frac{\bar{T}}{T} = \frac{\bar{W}}{W} = \frac{G^2 \mu_{c}^{2n+3}}{K^2}, \\
\end{align*} \]

where \( J \) refers to the angular momentum. Up to and includ-
In the derivation of the above expressions for $\hat{M}$ and $\hat{J}$, we have made use of the identity

\begin{equation}
20\, _2F_3\left(\frac{3}{2}, \frac{3}{2} ; 2, \frac{5}{2} ; -j_0^2 \right) = 3j_0^2 \, _2F_3\left(\frac{5}{2}, \frac{5}{2} ; 3, 3, \frac{7}{2} ; -j_0^2 \right)
\end{equation}

for the Gauss hypergeometric function

\begin{equation}
_2F_3\left(a_1, a_2, \ldots, a_p; b_1, b_2, \ldots, b_q; z\right) := \sum_{k=0}^{\infty} \frac{(a_1)_k \cdot (a_2)_k \cdots (a_p)_k}{(b_1)_k \cdot (b_2)_k \cdots (b_q)_k} \frac{z^k}{k!}
\end{equation}

with the Pochhammer bracket $$(a)_k := a(a + 1) \cdots (a + k - 1), \quad (a)_0 := 1.$$ A proof of (83) can be found in Appendix A.

In order to gauge the accuracy of the expressions listed above, some of them are plotted to first and third order in comparison to numerical values in Figs 5–7. The accuracy of the numerical values is high enough so as to render the corresponding curve indistinguishable from the ‘correct’ one and is plotted in its entirety, i.e. from the thin ring limit right up to the mass-shedding limit. The curves to first and third order were drawn by taking the expression for $\bar{\Omega}$, $\bar{\omega}_o$, $\bar{\Omega}^2$, $\hat{M}$ and $\hat{J}$ to first and third order respectively, inserting a numerical value for $\sigma$ and then taking the appropriate combination of these numbers. One finds in all three plots that the third order brings a marked improvement as compared to the first one, but that the behaviour near the mass-shedding limit is not particularly well represented.
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Figure 6. The dimensionless mass divided by the outer radius is plotted versus the radius ratio for rings with polytropic index \( n = 1 \). This quantity tends to the value \( M/g_0 = 2\pi j_0 J_1(j_0) = 7.84 \ldots \) in the thin ring limit, which is marked by a tick.

Figure 7. The dimensionless angular momentum divided by the square of the outer radius is plotted versus the radius ratio for rings with polytropic index \( n = 1 \). This quantity as a function of radius ratio tends logarithmically to infinity.

6 SOLUTION FOR AN ARBITRARY POLYTROPIC INDEX

As was mentioned above, our generalized Lane-Emden equation for \( \tilde{\mu}_{00} \) can only be solved in closed-form for \( n = 1 \). For other polytropic indices, the iterative method presented here was applied with the help of numerics. By describing the unknown density terms \( \tilde{\mu}_{ik} \) by Chebyshev polynomials and expanding all the quantities involved in terms of \( \lambda \), equations can be formulated for purely numerical coefficients. The equations of the approximation scheme described in Section 2 must be fulfilled, whereby the ODEs for \( \tilde{\mu}_{ik} \) are evaluated at collocation points of the Chebyshev polynomials. In general, the density functions \( \tilde{\mu}_{00} \) are not analytic at \( x = \tilde{a} \), meaning that high order polynomials may be necessary to find a good approximation of the function desired. We note the less chose this method, since the equations involve integrals over the density for which one end-point of integration contains the unknown surface function \( r_s \), making their polynomial representation particularly useful.

If one is only interested in determining \( \tilde{a} \), \( \beta_{11} \) and \( \Omega_2 \), then it is not necessary to combine such numerical and algebraic techniques and one can choose any numerical method for solving the ODEs. One begins by solving equation (29) numerically for the desired polytropic index \( n \), prescribing the ‘initial conditions’ \( \tilde{\mu}_{00}(0) = 1 \) and \( \frac{d}{dx} \tilde{\mu}_{00} x = 0 \). For spherical polytropic fluids, a surface of vanishing pressure is known to exist only for \( n < 5 \), where the surface for \( n = 5 \) extends out to infinity. The situation for polytropic rings is quite different – it seems that arbitrary polytropic indices are possible! Numerical solutions to (29) indicate that the density function \( \mu_{00} \) indeed falls to zero for large \( n \). The value of \( x \) at the first zero of the solution is \( \tilde{a} \). One then proceeds to solve equation

\[
\frac{d^2}{dx^2} + \frac{1}{x} \frac{d}{dx} - \frac{1}{x^2} \tilde{\mu}_{11} + \frac{4\pi n}{n+1} \tilde{\mu}_{00}^{n-1} \tilde{\mu}_{11} = \frac{1}{\tilde{a}} \frac{d\tilde{\mu}_{00}}{dx} \tag{86}
\]

for \( \tilde{\mu}_{11} \) with the condition \( \tilde{\mu}_{11}(0) = 0 \) and where \( \frac{d}{dx} \tilde{\mu}_{11} |_{x=0} \) has to be chosen so as to fulfil the centre of mass condition (39) to first order, which reads

\[
0 = \int_{0}^{\tilde{a}} \tilde{\mu}_{11} x^2 \, dx = n \int_{0}^{\tilde{a}} \tilde{\mu}_{00}^{n-1} \tilde{\mu}_{11} x^2 \, dx
\]

\[
\Rightarrow 0 = \tilde{a}^2 \left. \frac{d\tilde{\mu}_{11}}{dx} \right|_{x=\tilde{a}} - a\tilde{\mu}_{11}(\tilde{a}) + 2 \int_{0}^{\tilde{a}} \tilde{\mu}_{00} x \, dx. \tag{87}
\]

The constant \( \beta_{11} \) can then be found using equation (11), which now reads

\[
\beta_{11} = -\tilde{\mu}_{11}(\tilde{a}) \left. \left( \frac{d\tilde{\mu}_{00}}{dx} \right)^{-1} \right|_{x=\tilde{a}}, \tag{88}
\]

and \( \Omega_2 \) is taken from (32). The behaviour of these coefficients as they depend on the polytropic index \( n \) can be found in Table 1. The table suggests that \( \tilde{a} \to \infty \) and \( \Omega_2 \to 0 \) exponentially in \( n \) for \( n \to \infty \), which is indeed known to hold \( \text{Ostriker 1964a} \). The behaviour of the specific kinetic energy of a particle in the ring, proportional to \( \tilde{a}^2 \Omega_2 \) to leading order, will be discussed in the next subsection together with the behaviour of \( \beta_{11} \) for large \( n \).

Before doing so, we provide a comparison of precise numerical values for various physical quantities with their first order equivalents in Table 2. One can see that the accuracy of the method does not depend strongly on the polytropic index and that relative errors are within a few percent for rings with a radius ratio of 0.9.

| \( n \) | \( \tilde{a} \) | \( \beta_{11} \) | \( \Omega_2 \) |
|---|---|---|---|
| 0 | 1/\( \sqrt{\pi} \) = 0.5642 | 0 | \( \lambda + 3/4 \) |
| 0.5 | 0.7566 | -0.03537 | 0.6371A + 0.5575 |
| 1 | 0.9594 | -0.07708 | 0.4318(\( \lambda + 1 \)) |
| 2 | 1.427 | -0.1731 | 0.2163(\( \lambda + 0.2711 \)) |
| 5 | 3.750 | -0.5118 | 0.03614A + 0.07228 |
| 10 | 15.18 | -1.126 | (2.401A + 7.804) \times 10^{-3} |
| 20 | 207.6 | -2.375 | (1.362A + 7.829) \times 10^{-5} |
| 30 | 2.661 \times 10^{3} | -3.625 | (8.487A + 70.02) \times 10^{-8} |
| 40 | 3.337 \times 10^{3} | -4.875 | (5.468A + 58.78) \times 10^{-10} |
| 50 | 4.142 \times 10^{3} | -6.125 | (3.577A + 47.40) \times 10^{-12} |
7 THE LIMIT OF INFINITE POLYTROPIC INDEX

As $n$ tends to infinity, the polytropic equation (64) shows us that pressure and density are proportional

$$p = K \mu,$$  \hspace{1cm} (89)

a case sometimes referred to as ‘isothermal’ because such an equation holds for an ideal gas at constant temperature. Inserting this into equation (23) at leading order and again using the dimensionless coordinate $x$ yields

$$4 \pi x \mu_0 + \frac{d}{dx} \left( \frac{x}{d} \ln \mu_0 \right) = 0.$$  \hspace{1cm} (90)

The solution to this equation with our normalization $\mu_0(x = 0) = 1$ reads

$$\mu_0 = \frac{4}{\pi^2 \left( x^2 + \frac{1}{4} \right)^2}.  \hspace{1cm} (91)$$

The density and pressure fall to zero as $x \rightarrow \infty \Leftrightarrow r \rightarrow \infty$. Integrating over the density to calculate the normalized mass, one finds to leading order

$$M = 4 \pi^2 b \int_0^\infty \mu_0 x \, dx = 4 \pi b,$$  \hspace{1cm} (92)

which can also be read off from equation (23) directly, by making use of $M = P$, which is self-evident upon taking $\mu_0$ into account. In Fig. 8 the behaviour of $M/4\pi b$ can be followed from the homogeneous case, $n = 0$, right up to the isothermal limit $n \rightarrow \infty$.

Making use of (91), we find that

$$\lim_{n \rightarrow \infty} g = 0,$$  \hspace{1cm} (93)

where $g$ was defined in (23). It thus follows from (31) that

$$\lim_{n \rightarrow \infty} \left( \beta_{11} + \frac{n}{8} \right) = \frac{1}{8}$$  \hspace{1cm} (94)

as already suggested by the results of Table 2. We can then see that the specific kinetic energy $\bar{\sigma}^2 \Omega^2$ tends to infinity such that for fixed $\lambda$

$$\lim_{n \rightarrow \infty} \frac{2 \pi \bar{\sigma}^2 \Omega^2}{n + 4 \lambda} = 1.$$  \hspace{1cm} (95)

From the fact that $|\beta_{11}|$ tends to infinity, we can conclude that the range of $\sigma$ values for which the first order provides a good approximation shrinks to the point $\sigma = 0$. This provides us with evidence suggesting that the deviation in a ring’s cross-section from a circle becomes more pronounced at a given radius ratio as $n$ is increased. The value for $\rho_i/\rho_o$ at which one reaches the mass-shedding limit presumably tends to 1 as $n$ tends to infinity.
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APPENDIX A: AN IDENTITY RELATING HYPERGEOMETRIC TO BESSEL FUNCTIONS

In order to prove the identity (84), we prove the more general identity

$$3 \frac{z}{40} \binom{3}{2} 3 \binom{5}{2} 5 \binom{7}{2} - z \cdot \frac{1}{2} \binom{3}{2} 3 \binom{3}{2} 5 \binom{5}{2} - z \cdot \frac{d}{dz} \left[ J_0(\sqrt{z})^2 \right],$$

(A1)

for an arbitrary complex number $z$, from which (84) follows immediately.

We begin by using the differentiation properties of the hypergeometric functions, e.g. 7.2.3.47 in Prudnikov et al. (1990), to write

$$\frac{3}{40} \binom{3}{2} 3 \binom{5}{2} 5 \binom{7}{2} - z \cdot \frac{1}{2} \binom{3}{2} 3 \binom{3}{2} 5 \binom{5}{2} - z \cdot \frac{d}{dz} \left[ \binom{3}{2} 3 \binom{3}{2} 5 \binom{5}{2} - z \right],$$

(A2)

With the integral identity 7.2.3.11, the term to be differentiated can be written as

$$\binom{3}{2} 3 \binom{3}{2} 5 \binom{5}{2} - z \cdot \frac{1}{2} \binom{3}{2} 3 \binom{3}{2} 5 \binom{5}{2} - z \cdot \frac{d}{dz} \left[ \binom{3}{2} 3 \binom{3}{2} 5 \binom{5}{2} - z \right],$$

(A3)

where we have made use of the identity (e.g. 7.13.1.1 in

Prudnikov et al. [1990]

$$\binom{a}{b} z^{(1-b)/2} \cdot J_{b-1}(2\sqrt{z}).$$

(A4)

The above double integral yields

$$\frac{1}{\pi} \int_0^1 \int_0^1 \frac{J_0(2\sqrt{t_1 t_2 z})}{2\sqrt{t_1 t_2 (1-t_1)}} \cdot \frac{z J_1(2\sqrt{t_1 t_2 z})}{2\sqrt{z(1-t_1)}} \ dt_1 \ dt_2$$

(A5)

thereby proving (A1).