Abstract. In the present work, we investigate a cut finite element method for the parameterized system of second-order equations stemming from the splitting approach of a fourth order nonlinear geometrical PDE, namely the Cahn-Hilliard system. We manage to tackle the instability issues of such methods whenever strong nonlinearities appear and to utilize their flexibility of the fixed background geometry –and mesh– characteristic, through which, one can avoid e.g. in parametrized geometries the remeshing on the full order level, as well as, transformations to reference geometries on the reduced level. As a final goal, we manage to find an efficient global, concerning the geometrical manifold, and independent of geometrical changes, reduced order basis. The POD-Galerkin approach exhibits its strength even with pseudo-random discontinuous initial data verified by numerical experiments.

1. Introduction and motivation

The Cahn-Hilliard model (CH), named after John Cahn and John Hilliard who suggested the system in 1958, describes a prototype of the process of phase separation, by which the two components of a binary fluid or material impulsively separate and form domains, pure in each component. These phase-field systems, are very interesting in the scientific community due to their great conservation properties in the sense that the phase separation process conserves the total concentration. They can be used to simulate many industrial systems, as the two-phase fluid flows for capturing the interface location between two immiscible fluids, spinodal decomposition in binary alloys—a process in which a mixture of two fluids or materials decomposes into the pure materials—, and the phase diagram for microphase multiscale separation for diblock copolymer-linear chain molecule consisting of two subchains joined covalently to each other, microstructure with elastic inhomogeneity which determines the transformation path and the corresponding microstructure evolution, and references therein, tumor growth simulation in order to provide optimal strategies for treatments, and topology optimization phase-field approach to the problem of minimizing the mean compliance of a multi-material structure, see e.g. and references therein.

The investigation of the behavior of such systems, started from the pioneer work and the early works of Thereafter, a lower solution space regularity and a second order splitting method have been investigated in , the solution existence and error analysis in , for higher order finite element we refer to and for Discontinuous Galerkin in space approach to . Optimal control for non-convective or optimal control for the convective case have been studied in , , , , , , and stochastic partial differential
equations and stochastic analysis in the very new work of [37], Navier-Stokes/Cahn-Hilliard systems in [20, 47], and Cahn-Hilliard/Allen-Cahn systems in [9, 8, 88, 5]. Throughout this work, an efficient methodology for solving nonlinear systems governed by Cahn-Hilliard equations is studied within cut finite elements and reduced-order modeling. A stable fully discrete cut finite element numerical scheme for this geometrically parameterized nonlinear fourth-order diffusion system is introduced while a splitting approach, transforming the fourth-order equation into a coupled system of two second-order equations, is considered. In this embedded geometry framework, we propose a model order reduction technique using the advantages of a shape regular background mesh, recently investigated in [56, 59, 58]. The combination of unfitted mesh finite element methods and reduced order modeling allows us to obtain a fast evaluation, by considering the geometrical parametrized system, while we avoid remeshing, as well as the reference domain formulation, often used in boundary fitted finite element formulations.

This contribution is organized as follows: In Section 2 we define the continuous strong formulation of the mathematical problem. The semidiscrete cut elements Nitsche weak formulation and the implicit explicit Euler method (IMEX) fully discrete problem under consideration is introduced, as well as, the incremental scheme used to solve the full order problem during the offline stage. In Section 3 we demonstrate the reduced-order model formulation, based on the Proper Orthogonal Decomposition (POD), and its main aspects. In Section 4 the IMEX method and the high fidelity solver efficiency is validated. Subsequently, the proposed ROM technique is tested on a geometrical parametrized problem of a two-phase field problem starting from pseudo-random initial data around an embedded circular domain. Convergence results, errors and reduced execution times are introduced and analyzed. Finally in Section 5 conclusions and perspectives for future improvements and developments are demonstrated. To our best knowledge, the results of this work are original and applicable in many cases of nonlinear time-dependent partial differential equation problems in terms of the prescribed methodology and in the spirit of the geometrical parametrization.

2. The model problem and the full order approximation

2.1. Strong formulation of the Cahn-Hilliard problem. We consider the model problem describing a phase field time evolution. The unknown variable \( u \), often considered as phase field variable, is related to the concentration via \( u = (u_A - u_B)/(u_A + u_B) \) with species A,B. Let us consider an open bounded domain \( \Omega \) in \( \mathbb{R}^d \), with \( d = 2, 3 \) and Lipschitz boundary \( \partial \Omega \). Let \( \mathcal{P} \) be a \( k \)-dimensional parameter space with a parameter vector \( \mu \in \mathcal{P} \subset \mathbb{R}^k \). We state below, in a time interval \([0, T]\), the strong form of the evolutionary Cahn-Hilliard phase field system of equations with Neumann boundary conditions on \( \partial \Omega \), geometrically parametrized by \( \mu \). We denote by \( \Omega(\mu) \) and \( \partial \Omega(\mu) \) the parametrized domain and boundary, respectively.

As first suggested by [19], and thereafter extended in [29], if we assume that the mobility is equal to 1 and \( \varepsilon \) is a measure of the size of the interface of two fluids, the mass flux is given by

\[
J(\mu) = -\nabla \left( \frac{1}{\varepsilon^2} F'(u(\mu)) - \varepsilon^2 \Delta u(\mu) \right),
\]

where \( F \) denotes the free energy. According to [19], the Ginzburg–Landau energy becomes

\[
E(u(\mu)) = \int_{\Omega} \left( F(u(\mu)) + \frac{\varepsilon^2}{2} |\nabla u(\mu)|^2 \right) dx.
\]

An equilibrium state of the considered mixture minimizes the above Ginzburg–Landau energy, subject to the mass conservation

\[
\frac{d}{dt} \int_{\Omega(\mu)} u(\mu) dx = 0.
\]
Hence, the parametrized Cahn-Hilliard system can be described as:

$$
\frac{\partial u(\mu)}{\partial t} = -\varepsilon^2 \Delta^2 u(\mu) + \frac{1}{\varepsilon^2} \Delta F'(u(\mu)), \quad \text{in } \Omega(\mu) \times [0, T],
$$

$$
\partial_n u(\mu) = \partial_n (-\varepsilon^2 \Delta u(\mu) + \frac{1}{\varepsilon^2} F'(u(\mu))) = g_N(\mu), \quad \text{on } \partial \Omega(\mu) \times [0, T],
$$

$$
u(\cdot, 0) = u_0(\cdot), \quad \text{in } \Omega(\mu),
$$

where $n$ is the unit outer normal vector of $\partial \Omega$, and $F$ is a double well free energy often taken as a polynomial function of $u$ of fourth power:

$$
F(u(\mu)) = \gamma_2 \frac{u^4(\mu)}{4} + \gamma_1 \frac{u^3(\mu)}{3} + \gamma_0 \frac{u^2(\mu)}{2} \quad \text{with } \gamma_2 > 0,
$$

with $F'(u(\mu))$ to be the cubic expression $F'(u(\mu)) = \gamma_2 u^3(\mu) + \gamma_1 u^2(\mu) + \gamma_0 u(\mu)$, and $g_N(\mu)$ is the Neumann boundary data.

For more details, the interested reader is referred to [33] as well as for Dirichlet boundary conditions in [69]. We remark that the equation (4) represents the equation of conservation of mass, with mass flux as described in [1].

2.2. Full order parametrized Nitsche cut elements weak variational formulation.

2.2.1. A proper continuous weak formulation. The Cahn-Hilliard equation as it is expressed in equations (4)–(6) is a fourth-order diffusion equation, involving first-order time derivatives, second and fourth-order spatial derivatives. Casting it in a weak form results in second-order spatial derivatives avoiding the fourth-order ones. Another setback is that if one employs the Nitsche weak boundary enforcement, several integrals in the cut geometry should be calculated including various order derivatives and normal derivatives, [34] [35] [90] [45], which in our case of unfitted mesh are avoided due to time expensive integration. We also recall that in general, the efficiency of systems arising from CutFEM discretization schemes suffers from a system condition number that depends on mesh and boundary intersection position and cannot be handled by small time - or space-step. The latter force us to use a proper boundary interface stabilization and to use a special stabilization term on the cut elements interface for the nonlinearity, [27] [16]. To overcome all these difficulties arising from this fourth-order nonlinear system, firstly we employ a splitting method deriving a strong formulation system that requires $H^2$ space regularity. Afterwards, we multiply with a test function and we integrate by parts over $\Omega$ in order to drive the system to a weak form that requires only $H^1$ space regularity. In particular the pair solution $(u(\mu), w(\mu))$ solves the following problem: find $u(\mu) \in L^2[0, T; H^1(\Omega(\mu))] \cap H^1[0, T; (H^1(\Omega(\mu)))']$ and $w(\mu) \in L^2[0, T; H^2(\Omega(\mu))]$ for all test functions $v(\mu) \in H^1(\Omega(\mu))$ such that

$$
\langle \frac{\partial u(\mu)}{\partial t}, v(\mu) \rangle + \langle \nabla w(\mu), \nabla v(\mu) \rangle = \langle g_N(\mu), v(\mu) \rangle_{\partial \Omega(\mu)},
$$

$$
-w(\mu, v(\mu)) + \varepsilon^2 \langle \nabla u(\mu), \nabla v(\mu) \rangle + \varepsilon^2 \langle F'(u(\mu)), v(\mu) \rangle = \langle g_N(\mu), v(\mu) \rangle_{\partial \Omega(\mu)},
$$

$$u(\cdot, 0; \mu) = u_0(\cdot; \mu),
$$

where $w(\mu)$ depends on the geometry parameter $\mu$ and usually it is identified as a chemical potential, and the initial concentration $u_0 \in L^2(\Omega(\mu))$. We have used the standard notation $\langle \cdot, \cdot \rangle_{\partial \Omega}$ for the $L^2(\Omega)$ and $L^2(\partial \Omega)$ inner products respectively, while for the corresponding duality pairing $\langle \cdot, \cdot \rangle_{H^1(\Omega), H^1(\Omega)^*} = \langle \cdot, \cdot \rangle$. In the following, we are focused on the concentration component $u(\mu)$, and we handle $w(\mu)$ as auxiliary function. Similarly, Dirichlet boundaries will be examined following [69].

**Remark 2.1.** We point out that we are taking into account nonsmooth initial data $L^2(\Omega(\mu))$ while the aforementioned regularity $H^1[0, T; (H^1(\Omega(\mu)))']$ of $u(\mu)$ is needed for the $\partial u(\mu)/\partial t$ term \[4\] see [25] [29].
Figure 1. (i) The geometry of an embedded disk, (ii) the cut finite element method geometry, (iii) zoom on the background mesh together with the surrogate cut discretized geometry, and (iv) extended mesh and elements intersected by the true boundary.

2.2.2. Discretization, unfitted mesh and stability issues. A fixed background mesh is applied in the background geometry including the embedded disc area. Although, we do not solve inside the embedded geometry, while a smooth extension of the solution is present in the boundary interface coming from the boundary interface stabilization which causes neighboring ghost elements with values to decrease smoothly to zero. Compare for instance in Section 4, the cut geometry in Figure 6 and the uncut geometry zoomed image in Figure 3. This approach guarantees a regular solution in the background domain and permits the construction of a reduced basis with better approximation properties, [56]. Finally, we cut the reduced solution onto the truth geometry, which actually is the circular line. We clarify that we do not examine the interfacial area between two bulk phases while we experiment with the full order/reduced basis approach for geometrical deformations.

The system (8)–(9) in a discrete unfitted mesh formulation needs extra attention. Stability issues appear, in the sense that the solution is exploding in the interior of the domain and/or in the boundary interface, a phenomenon which is strengthened by the fact that the initial condition we use is not energetically favorable. Even if one uses classical finite element methods and one strongly applies the boundary conditions, to achieve a stable solution with small errors a quite small time-stepping is necessary, see e.g. [87, page 9]. We highlight that the evolution of the physics of the problem during the first time steps is very fast, although, as time passes it slows down and finally it equilibrates, see also e.g. [86, 15], and references therein. An adaptive time-stepping approach would appear beneficial, although we will investigate it in a future work, as well as, the way it affects the accuracy and efficiency of the reduced model detailed in Sections 3 and 4. Considering the Nitsche terms one may apply the simple formulation needed for linear systems, i.e without the use of any kind of Newton iterative method. Under these considerations, we used cut finite element methods to solve the system applying a jump stabilization procedure in the boundary elements interface area. In the next paragraph, we derive the semi-discrete formulation of the system, while in paragraph 2.2.4 the fully discrete system is exploited.

2.2.3. Semidiscrete variational formulation. We denote by $\mathcal{T}$ the background domain, and by $\mathcal{T}_h$ its corresponding mesh, see e.g. Figure 1. We consider a family of triangulations (say $\{\mathcal{T}_h\}_{h>0}$) of $\Omega$, defined in the standard way. To every element $K \in \mathcal{T}_h$, we associate two parameters $h_K$ and $\rho_K$, denoting the diameter of the set $K$, and the diameter of the largest ball contained in $K$ respectively. The size of the mesh is denoted by $h = \max_{K \in \mathcal{T}_h} h_K$. 


The following standard properties of the mesh will be assumed: (i) There exist two positive constants $\rho_T$ and $\delta_T$ such that $\frac{\mu}{\rho_T} \leq \rho_T$ and $\frac{\mu}{\delta_T} \leq \delta_T$, $\forall K \in T_h$ and $\forall h > 0$. (ii) Given $h$, let $\{K_j\}_{j=1}^{N_h}$ denote the family of triangles belonging to $T_h$ and having one side included on the boundary $\partial \Omega$. Thus, if the vertices of $K_j \cap \partial \Omega$ are denoted by $x_j, \partial K_j, x_{j+1, \partial K_j}$ then the straight line $[x_j, \partial K_j, x_{j+1, \partial K_j}] = K_j \cap \partial \Omega$. Here, we also assume that $x_{1, \partial K_j} = x_{N_h+1, \partial K_j}$.

We recall the standard notation $\langle \cdot, \cdot \rangle_{\partial \Omega}$ for the $L^2(\Omega)$ and $L^2(\partial \Omega)$ inner products associated with the truth geometry $\Omega$, and $\partial \Omega$, respectively. The continuous boundary value problem is next formulated on a domain $\hat{\Omega}(\mu)$ that contains $\Omega(\mu) \subset \hat{\Omega}(\mu)$, while its mesh $\hat{\Omega}_T(\mu) := T_h \cap \hat{\Omega}(\mu)$ is not fitted to the domain boundary $\partial \Omega$ and $\hat{\Omega}_T(\mu) \subset T$ for all $\mu \in \mathcal{K}$. Let also $\Omega_T(\mu) := T_h \cap \Omega(\mu)$ and $\mathcal{G}_h(\mu) := \{K \in T_h(\mu) : K \cap \partial \Omega(\mu) \neq \emptyset\}$ be the set of elements that are intersected by the interface. We remark that $\mathcal{G}_h(\mu)$ and $\hat{\Omega}_T(\mu)$ depend on $\mu$ through $\hat{\Omega}(\mu)$ (or its boundary), while the background domain $\Omega$ and its mesh $T_h$ do not depend on $\mu$.

Furthermore, the set of element faces $\mathcal{F}_G(\mu)$ associated with $\mathcal{G}_h(\mu)$, is defined as follows: for each face $F \in \mathcal{F}_G(\mu)$, there exist two simplices $K \neq K'$, such that $F = K \cap K'$, and at least one of the two is a member of $\mathcal{G}_h(\mu)$. Note that the boundary faces of $\hat{\Omega}_T(\mu)$ are excluded from $\mathcal{F}_G(\mu)$. On a face $F \in \mathcal{F}_G(\mu)$, $F = K \cap K'$, the jump of $v$ and the jump of the gradient of $v$ are defined by

$$
\begin{align*}
\|v\| &= v|_K - v|_{K'}, \text{ and} \\
[n_F \cdot \nabla v] &= n_F \cdot \nabla v|_K - n_F \cdot \nabla v|_{K'}
\end{align*}
$$

respectively, where $n_F$ denotes the outward pointing unit normal vector to $F$ and $v$ is in the same spaces as $u_h, w_h, v_h, q_h$ defined in equation (14). We denote the space of continuous piecewise-linear functions by $V_h(\hat{\Omega}(\mu))$

$$
V_h(\hat{\Omega}(\mu)) = \{v \in C^0(\Omega_T(\mu)) : v|_K \in P^1(K), \forall K \in T_h(\mu)\}.
$$

For the sake of simplicity, in the next set of equations, we will omit the parameter dependency notation with respect to $\mu$ and the cut finite element method (CutFEM) discretization is as follows. We seek $u_h, w_h \in V_h(\hat{\Omega}(\mu))$ such that, for all test functions $v_h, q_h \in V_h(\hat{\Omega}(\mu))$ it holds

$$
\begin{align*}
((u_h)_t, v_h) + (\nabla w_h, \nabla v_h) + \varepsilon^2 (\nabla u_h, \nabla q_h) - (w_h, q_h) + \frac{1}{\varepsilon^2} (\gamma_1 u_h^3 + \gamma_1 u_h^2 + \gamma_0 u_h, q_h) \\
+ \langle \alpha_N n_{\partial \Omega} \cdot \nabla u_h, n_F \cdot \nabla v_h \rangle_{\partial \Omega} + \sum_{F \in \mathcal{F}_G} (\alpha_h^{-2}[u_h], [v_h])_F \\
= <g_N, v_h + q_h + \alpha_N h n_{\partial \Omega} \cdot \nabla v_h>_{\partial \Omega},
\end{align*}
$$

(14)

where $\alpha_N$, and $\alpha_1$ are positive penalty parameters related to Nitsche weak imposition of boundary conditions and the boundary interface stabilization term respectively, see for instance [17].

Remark 2.2. For the sake of completeness, it would be convenient to emphasize that both the aforementioned kind of jumps as they are defined by (11) and (12), can be used to apply different type of ghost penalty stabilizations, namely $\sum_{F \in \mathcal{F}_G} (\alpha_1 h [n_F \cdot \nabla u_h], [n_F \cdot \nabla v_h])_F$ and $\sum_{F \in \mathcal{F}_G} (\alpha_1 h^{-2}[u_h], [v_h])_F$. Although, we prefer to employ the projection based-jump and not the derivative-jump one. All experiments consider first order polynomials. Finally, we highlight that the preferred ghost penalty is less computational expensive since it does not involve any kind of derivatives. Concerning literature, most theoretical estimates are related to the derivative-jump, nevertheless, they can easily be extended to the projection based-jump ghost penalty since the jump can be bounded from above with the derivative jump, for more details we refer to [16, 18, 61, 64].

2.2.4. Implicit-explicit (IMEX) type time discretization. The goal here is to find concentration $u_h = u_h(x, t)$ satisfying equation (14) for all time instances $t$ in a time interval $[0, T] \subset \mathbb{R}$ and space positions $x \in \Omega \subset \mathbb{R}^d$. We fully discretize the system by an IMEX approach, see e.g.
and references therein, as well as [62] for similar types of nonlinearities. Approximations will be constructed on a time partition $0 = t^0 < t^1 < \ldots < t^{N_t} = T$ on which, each interval $I_n := (t^n, t^{n+1}]$ is of length $\tau_n = t^{n+1} - t^n$, $n = 0, \ldots, N_t - 1$, starting from the initial condition $u^0$. Therefore, we apply a splitting method onto time integration level—often called operator splitting method—which means that the differential operator is rewritten as the sum of two complementary operators. The latter extensively attracted attention IMEX method technique treats on the nonlinear term explicitly, allowing it to act as a forcing term in the $w$-equation [8]. In this way, we avoid stability issues caused by the nonlinearity and complicated Nitsche boundary enforcement on the boundary interface area, see for example [81] page 153 and references there in. All the other terms have been handled implicitly for increased stability. Hence, the IMEX method results in the set of fully-discrete Cahn-Hilliard equations:

Find $(u_h^{n+1}, w_h^{n+1}) \in \mathcal{V}_h \times \mathcal{V}_h$, such that for all $(u^n_h, q^n_h) \in \mathcal{V}_h \times \mathcal{V}_h$

$$A(u_h^{n+1}) + \tau_n \cdot L(u_h^{n+1}, w_h^{n+1}) = A(u^n_h) - \tau_n \cdot N(u^n_h) + B(g_N) \cdot \tau_n,$$

where

$$A(u_h^{n+1}) = (u_h^{n+1}, v_h^{n+1}) = A u_h^{n+1},$$

$$L(u_h^{n+1}, w_h^{n+1}) = (\nabla u_h^{n+1}, \nabla v_h^{n+1}) + \varepsilon^2 (\nabla u_h^{n+1}, \nabla q_h^{n+1}) - (w_h^{n+1}, q_h^{n+1})$$

$$+ \langle \alpha_N h \nabla \cdot \nabla u_h^{n+1}, \nabla \cdot \nabla v_h^{n+1} \rangle + \sum_{F \in \mathcal{F}_G} (\alpha_1 h^{-2} [u^n_h], [v^n_h]).$$

In the above formulation, we denote by $L_1$ and $L_2$ the operators related to the concentration $u_h^{n+1}$ and the auxiliary quantity $w_h^{n+1}$, respectively, while we have seperated the ghost penalty stabilization which is denoted by $C_{\mathcal{F}_G} u_h^{n+1}$. The term $\alpha_N h \nabla \cdot \nabla v_h^n$ in the right hand side is the Nitsche penalty and it is related to the operators $B_v, B_q$. Next, we derive the matrix form related to that system. We define the parameter-dependent Cahn-Hilliard operator

$$G(U_h^n(\mu)) := G \left( \begin{bmatrix} u_h^n(\mu) \\ w_h^n(\mu) \end{bmatrix} \right) = \begin{bmatrix} \mathbf{L}_1 + \mathbf{N}(u_h^n(\mu)) & \mathbf{L}_2 \\ C_{\mathcal{F}_G} & 0 \end{bmatrix} \begin{bmatrix} u_h^n(\mu) \\ w_h^n(\mu) \end{bmatrix},$$

and the right hand side consists of the forcing boundary data related to stabilization and Nitsche weak enforcement boundary terms $F_N(\mu) := \begin{bmatrix} B_v(\mu) \\ B_q(\mu) \end{bmatrix}$. These definitions result in the following residual

$$R(U_h^n(\mu)) = G(U_h^n(\mu)) - F_N(\mu),$$

which yields the following algebraic system of equations for the increment $\delta U_h^{n+1}(\mu) = \begin{bmatrix} \delta u_h^{n+1}(\mu) \\ \delta w_h^{n+1}(\mu) \end{bmatrix} = U_h^{n+1}(\mu) - U_h^n(\mu)$:

$$\begin{bmatrix} \mathbf{A} + \tau_n \mathbf{L}_1 \\ \tau_n C_{\mathcal{F}_G} \end{bmatrix} \begin{bmatrix} \tau_n \mathbf{L}_2 \\ 0 \end{bmatrix} \delta U_h^{n+1}(\mu) = -\tau_n R(U_h^n(\mu)),$$

noting that in the above formulation the nonlinear term is treated only explicitly and the remaining part implicitly.

Remark 2.3. IMEX method approach is beneficial since we avoid the extra computation of iterative approaches, e.g. Newton-Raphson method, and simultaneously we avoid the small-time stepping of an explicit time integration method, needed for a stable solution in order to minimize the dispersion error associated with these schemes [36, 62, 74]. In the above system of equations, it is important to underline that the discretized differential operators $\mathbf{A}, \mathbf{L}_1, \mathbf{L}_2$ and $C_{\mathcal{F}_G}$ are parameter-dependent, a feature of great importance as we will see in Section 3 and the ROM basis construction. Also, a pre-assembling technique for the involved matrices will
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be employed in Section 1 by minimizing the time-consuming integration of several involved inner products.

3. Reduced order model with a POD-Galerkin method

In this paragraph, a POD-Galerkin approach is briefly recalled as in [46, 75]. We emulate the high fidelity model system with a reproduced one, which allows predictive errors, within the aim of a reduced computational cost and solution time in a way adjusted to embedded-immersed boundary finite element methods. This reduced-order system has been approved advantageous when geometrically deformed systems appear and in comparison with traditional finite element methods and/or reduced-order modeling, see for instance [10, 50, 58, 59]. In particular, we employ a projection-based reduced order model which consists of the projection of the governing equations onto the reduced basis space constructed on a fixed background mesh.

Following the literature, one could see reduced basis (RB) methods applied to linear elliptic equations in [77], to linear parabolic equations in [41] and to non-linear problems in [83, 40]. Although the number of works on reduced-order models with classical finite element methods (FEM) are now significant big including Cahn-Hilliard systems, see e.g. [39, 40, 75, 77, 41, 83, 40] and references therein, to the best of the authors’ knowledge, only very few research works [10, 58, 59, 60] can be found concerning embedded boundary methods on linear systems and ROMs and much fewer for nonlinear, [60, 57]. In this work, we investigate and focus on how we can achieve a stable solution for a geometrically parametrized system of second-order equations stemming from the splitting approach of the fourth order evolutionary Cahn-Hilliard PDE system, in a Full Order Method (FOM) and in a Reduced Order Model (ROM) framework, and within an embedded finite element method namely in a cut finite elements setting. The new techniques of [56, 58, 59], which are based on the combined use of a fixed background mesh for all geometrical deformations and a proper orthogonal decomposition strategy will be employed. The key feature of our approach is that we avoid the remeshing effort or/and the need of a map of all the deformed geometries to reference geometries often used in fitted mesh finite element methods, see e.g. [46, 79, 76, 11, 78, 77, 12].

Regarding the reduced-order modeling, we investigate how ROMs can be applied to time dependent cut finite element methods and generally, to embedded boundary methods simulations considering time dependent nonlinear systems and Cahn-Hilliard systems. The main interest is to generate ROMs on parametrized geometries. The cut elements unfitted mesh finite element method with levelset geometry description is used to apply parametrization and the reduced order techniques (offline-online). An important aspect is also to test the efficiency of a geometrically parametrized reduced-order nonlinear model without the usage of the transformation to reference domains, which is an important advantage of embedded methods relying on fixed background meshes.

Before going into thorough, we specify some basics for reduced basis modeling. We start by the generation of a set of full order solutions of the parametrized problem under a parameter values random choice. The final objective of RB methods is to emulate any member of this solution set with a low number of basis functions and this is based on a two-stage procedure, the offline and the online stage, [70, 79, 43].

**Offline stage.** In order to derive reduced-order solutions emulating the full order system, a low dimensional reduced basis is constructed based on a specific number of full order solves. This reduced basis will be able to approximate any member of the solution set to a predictive error accuracy. Predictive in the sense that the mean relative errors for a specific number of random samples which are not the same as any of the samples used in the training stage, allow these mean relative errors to remain the same after repeating the procedure and for different samples. Hence, it is possible to project the FOM differential operators, describing the governing equations, onto the reduced basis space, applying a Galerkin projection technique and to create a reduced system of equations. The offline stage is computationally very expensive, nevertheless, it is executed only once.
Online stage. Thereafter, during this stage, one can, even with very few computational resources, calculate a reproduced reduced system of equations involving any new value of the input parameters. For more details and applications, we refer to [12, 22] and the references therein.

3.1. Proper orthogonal decomposition. The full order model, as illustrated in paragraph 2.2.4, is solved for each $\mu^k \in \mathcal{K} = \{\mu^1, \ldots, \mu^N\} \subset \mathcal{P}$ where $\mathcal{K}$ is a finite-dimensional training set of parameters chosen inside the parameter space $\mathcal{P}$. The considered problem can be simultaneously parameter and time-dependent. In order to collect snapshots for the generation of the reduced basis spaces, one needs to consider both the time and parameter dependency. For this reason, discrete-time instants $t^k \in \{t^1, \ldots, t^N\} \subseteq [0, T]$ with $k_1, \ldots, k_N \in \{0, \ldots, N\}$ belong in a finite-dimensional training set, which is a subset of the simulation time interval and are considered as parameters. The total number of the full order snapshots is then equal to $N_s = N_k \cdot N_t$. The snapshot matrices $\mathcal{S}_u$ and $\mathcal{S}_w$, are then given by $N_s$ full order snapshots:

\begin{align}
\mathcal{S}_u &= [u(\mu^1, t^1), \ldots, u(\mu^N, t^N)] \in \mathbb{R}^{N_u \times N_s}, \\
\mathcal{S}_w &= [w(\mu^1, t^1), \ldots, w(\mu^N, t^N)] \in \mathbb{R}^{N_w \times N_s},
\end{align}

where $N_u$ and $N_w$ are the number of degrees of freedom for the discrete full order solution for the concentration $u$ and the auxiliary variable $w$, respectively, and in our case with the fixed background mesh and linear polynomials holds $N_u = N_w$. As we will see below, we can derive an efficient reduced-order method based on the sets $\mathcal{S}_u$ and $\mathcal{S}_w$ creating for each of them a separate basis. In order to generate the reduced basis spaces, for the projection of the governing equations, one can find in literature several techniques such as the Proper Orthogonal Decomposition (POD), the Proper Generalized Decomposition (PGD) and the Reduced Basis (RB) with a greedy sampling strategy. For more details about the different strategies the reader may see [16, 47, 22, 54, 70, 23, 30]. In this work, the POD strategy is applied onto the full snapshot matrices. We clarify that in this work, we do a first investigation proving numerically that the reduced basis approach for such systems in an embedded finite element framework and a fixed background mesh is stable and with acceptable errors. Whether such kind of study with the proper orthogonal decomposition gives good results it is strongly promising that we can go to the next step applying the aforementioned approaches. The aforementioned procedure includes both time and parameter dependency. In the case of parametric and time-dependent problems also other approaches are available such as the POD-Greedy approach [43] or the nested POD approach, where the POD is applied first in the time domain and then on the parameter space. Given a $u(t; \mu) \in \mathbb{R}^d$, $d = 2, 3$, with a certain number of snapshots $u_1, \ldots, u_{N_s}$, the POD problem consists in finding, for each value of the dimension of POD space $N_{POD} = 1, \ldots, N_s$, the scalar coefficients $a_1, \ldots, a_{N_{POD}}$, and functions $\varphi_1, \ldots, \varphi_{N_{POD}}$ minimizing the quantity:

\begin{align}
E_{N_{POD}} &= \frac{1}{N_s} \sum_{i=1}^{N_s} \left\| u_i - \sum_{k=1}^{N_{POD}} a_k \varphi_k \right\|_{L^2(\Omega)} \quad \forall \ N_{POD} = 1, \ldots, N_s, \\
\text{with} \quad (\varphi_i, \varphi_j) &= \delta_{ij} \quad \forall \ i, j = 1, \ldots, N_{POD}.
\end{align}

The unknown coefficients $a = [a_1, \ldots, a_{N_{POD}}]$ are obtained through a Galerkin projection of the governing equations onto the reduced basis space for any parameter $\mu$ as we will see in equations (20) and (21). We indicate here that we leave out the description for how to determine a POD basis for $w$, however, we compute a separate POD basis for the snapshot sets $\mathcal{S}_u$ and $\mathcal{S}_w$. Also, we describe above the POD basis computation for specifically $\mathcal{S}_u$, although it is applicable for any set of snapshots. It can be shown, [63], that the minimization problem of equation (18) is equivalent to solving the following eigenvalue problem:

\begin{align}
C^u Q^u &= Q^u \Lambda^u, \\
C_{ij} &= \langle u_i, u_j \rangle \quad \text{for} \ i, j = 1, \ldots, N_s,
\end{align}
where $C^u$ is the correlation matrix obtained associated with the snapshots $S_u$, $Q^u$ is a square matrix of eigenvectors and $\lambda^u$ is a vector of eigenvalues. In practice we do not really solve a minimization problem for each $N_{POD}$ but rather we consider the decay of the eigenvalues or singular values and then decide on one specific $N_{POD}$. The basis functions can then be obtained with:

$$\varphi_i = \frac{1}{N_s \lambda_i^{1/2}} \sum_{j=1}^{N_s} u_{ij} Q^u_{ij},$$

The POD spaces are constructed using the aforementioned methodology resulting in the spaces:

$$B_u = \text{span}\{\varphi_1, \ldots, \varphi_{N_u}\} \in \mathbb{R}^{N_u \times N_u},$$

and similarly for the auxiliary variable:

$$B_w = \text{span}\{\chi_1, \ldots, \chi_{N_w}\} \in \mathbb{R}^{N_w \times N_w},$$

where $N_u < N_w$ are chosen according to the eigenvalue decay of the vectors of eigenvalues $\lambda^u$ and $\lambda^w$.

Once the POD functional spaces are set, the reduced quantities fields can be approximated with:

$$u^r \approx \sum_{i=1}^{N_u} a_i(t, \mu) \varphi_i(x), \quad w^r \approx \sum_{i=1}^{N_w} b_i(t, \mu) \chi_i(x),$$

where the coefficients $a_i$ and $b_i$ depend only on the time and parameter spaces and the basis functions $\varphi_i$ and $\chi_i$ depend only on the physical space and not on the parametrized geometry.

By denoting $B = \begin{bmatrix} B_u & 0 \\ 0 & B_w \end{bmatrix}$ and $B^T = \begin{bmatrix} B_u^T & 0 \\ 0 & B_w^T \end{bmatrix}$, the unknown coefficients $V = \begin{bmatrix} a \\ b \end{bmatrix}$ then can be obtained through a Galerkin projection of the full order system of equations onto the POD reduced basis spaces with the solution of a consequent reduced iterative algebraic system of equations for the increment $\delta V^{n+1}_h(\mu) = V^{n+1}_h(\mu) - V^n_h(\mu)$,

$$B^T \begin{bmatrix} A + \tau_n L_1 \\ \tau_n C_{FG} \end{bmatrix} \begin{bmatrix} \tau_n L_2 \\ 0 \end{bmatrix} B \delta V^{n+1}_h(\mu) = -\tau_n B^T R(B V^n_h(\mu)),$$

which leads to the following algebraic reduced system:

$$\begin{bmatrix} A + \tau_n L_1 \\ \tau_n C_{FG} \end{bmatrix} \begin{bmatrix} \tau_n L_2 \\ 0 \end{bmatrix} \delta V^{n+1}_{h,r}(\mu) = -\tau_n R^r(\delta V^n_{h,r}(\mu)).$$

We underline, that in the aforementioned reduced level stage we employ once more the IMEX approach which treats the nonlinear term explicitly, allowing it to act as a forcing term on the right-hand side, avoiding stability issues caused by the nonlinearity. We also clarify that during the POD procedure we have to assemble all matrices including the one related to the nonlinear term. Then we project them in the reduced basis space and we solve the reduced system. With this method we gain execution time during the latter stage, and not in the assembling stage as a DEIM/EIM would allow.

**Remark 3.1.** The initial conditions for the ROM system of equation (27) are obtained performing a Galerkin projection of the initial full order condition $u(\cdot, 0; \mu)$ onto the POD basis spaces. For an efficient ROM basis construction, we follow some ideas of the authors as demonstrated in [50]. In particular, concerning the full order method snapshots extension, and the extension of the solution to the surrogate domain into the ghost area, we use the solution values as they have been computed using the cut finite element method smooth mapping from the true to the unfitted mesh domain. The stabilization term $\sum_{\Omega_F \in \mathcal{F}_G} (\alpha_1 h^{-2} [u_h], [v_h])_F$, which depends on $\alpha_1$, extends the coercivity from the physical domain $\Omega(\mu)$ to the extended mesh domain $\Omega_T(\mu)$. This allows a smooth extension of the boundary solution to the neighbouring ghost elements with values which are decreasing smoothly to zero, see for instance the zoomed
4. Numerical experiments

In the present section, we test the presented methodology considering numerical experiments for the evolutionary Cahn-Hilliard system while natural homogeneous Neumann boundary conditions, and/or zero Dirichlet ones are present. We start by testing the robustness of the full order model (FOM) for two settings of a classical benchmark test case and we continue with numerical examples in which geometrical parametrization for the embedded domain is considered. The background domain in all experiments is the rectangle $[-0.5, 0.5] \times [-0.5, 0.5]$, and the parameters in the double well free energy $\gamma_0$, $\gamma_1$ and $\gamma_2$ in formula (7) for the ROM experiments are taken as $\gamma_0 = 2$, $\gamma_1 = 9$ and $\gamma_2 = 4$, with $\varepsilon = 10^{-2}$ proportional to the two fluids interface size. The results for all test problems have been obtained with mesh size $h = 1/48$ and simulation time points inside the interval $[0, 100\tau_n]$ and for the time step size $1.5625 \cdot 10^{-6}$ unless otherwise stated, Nitsche parameter $a_N = 10$ and jump stabilization parameter $a_1 = 0.1^3$. For the numerical experiments, we carried out using the software package ngsxfem extension of ngsolve [3, 1, 80] for the full order solution part, and the software RBniCS [2] for the reduced order solution one. We have used a device with an Intel® Core™ i7-4770HQ 3.70GHz CPU.

4.1. Robustness of the FOM solver. In this first numerical example, we test the validity of the full order solver and the IMEX method. Two settings of a classical benchmark test are examined, for a cross-shaped initial condition phase-field interface: i) The classical setting $\gamma_2 = 1$, $\gamma_1 = 0$, $\gamma_0 = -1$, adding the unit value, [20, 87], and ii) the suggested in the present work setting $\gamma_0 = 2$, $\gamma_1 = 9$ and $\gamma_2 = 4$ applying the time step size $\tau_n = \mathcal{O}(10^{-8})$, for 10000 time steps respectively and without any embedded geometry, see Figure 2 (i). We specify that comparing the ii) choice with the traditional in the literature $u^3 - u$ nonlinearity i) case as in [20, 87] numerical tests, shown much faster dynamics at the beginning of the evolution of the physics of the problem for the ii) setting. Due to the latter, and after experimental verification, we needed to choose the aforementioned order of time step size to achieve a good approximation of the conservation of mass property even if we have employed the IMEX approach. For the first experiment, we consider the initial state
Figure 3. A zoom onto the embedded circular domain of the numerical example shows the smoothing natural smooth extension procedure employed by the cut finite element method inside the ghost area.

\[(28) u_0(x, y) = \begin{cases} 
0.95, & \text{if } 5|y - 0.5| - \frac{2}{5}(x - 0.5)| + |\frac{2}{5}(x - 0.5) - (y - 0.5)| \leq 1, \\
0.95, & \text{if } 5|(x - 0.5) - \frac{2}{5}(y - 0.5)| + |\frac{2}{5}(y - 0.5) - (x - 0.5)| \leq 1, \\
-0.95, & \text{otherwise},
\end{cases} \]

setting as in [20, 87], while for the second we have substitute the initial values \(-95, 95\) to \(0, 0.6\) respectively. In both cases, with sharp corners in a cross-shaped interface case to be present, we observe the evolution toward a circular interface, see Figure 4. Moreover mass conserves with error of order \(10^{-15}\) with respect to time evolution, see Figure 5. For the sake of shortness we have visualized only the ii) experiment while for i) we noticed similar results as well as the conservation of mass.

Remark 4.1. We also remark that for the FOM solver and as a second step after the initial cross-type experiment, we tested numerically an example considering a long time interval with Neumann and Dirichlet embedded geometries. This has shown a stable behavior as time evolves, while the conservation of mass is fulfilled, emphasizing the good results at the final times, e.g. \(500\tau_n\). For this experiment we used space-time discretization mesh sizes \(h = 1/96\) and \(\tau_n = O(10^{-7})\), see e.g. Figure 6.

4.2. Geometrical parametrization. The numerical examples consider a geometrical parameterization on the embedded domain. The embedded domain is in fact parametrized through \(\mu\) according to the expression:

\[x^2 + y^2 \leq \mu^2/4,\]

where the parameter \(\mu\) describes the diameter size of the circular embedded domain located at the center \((0, 0)\) of the background domain, see e.g. Figure 2 (ii). The experiments focus on the initial evolution period when the phase-field changes fast, namely in the time interval \(0 - 100\tau_n\) for time step size \(\tau_n = O(10^{-6})\). We tested a pseudo-random initial concentration \(u_0\). For all parameters, we experimented the same pseudo-random initial state applied on the whole background mesh and afterward restricted onto the active parametrized geometry. We recall that the aforementioned pseudorandom number generated sequence is not truly random, because it is completely determined by the “seed”: an initial value, which may include truly random values, [68, 67]. These sequences that are closer to truly random can be generated using hardware random number generators. This pseudorandom set of values in our case is important in practice for their speed in number generation and their reproducibility. Actually, we use this generator to create a not favorable and non-smooth initial condition using the aforementioned pseudorandom values between the values of the bulk phases. In this way, we
can reproduce exactly the experiments using the aforementioned pseudorandom sequences. In the first experiment the boundaries are free (Neumann boundary condition) everywhere, while in the second one we consider Dirichlet conditions only for the embedded geometry, \cite{66}. Though, only the circle is treated as embedded. Linear $P^1 \times P^1$ polynomials have been employed for the discretization. During the initial period of the evolution, $[0, T] = [0, 100\tau_n]$, 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Testing the IMEX method: Cross type initial data and the phase field results for times $t = [0, 10, 1300, 3000, 5000, 10000]\tau_n$ which visualizes that it evolves to a circular interface.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Testing the IMEX method: Cross type initial data and the mass conservation as time evolves for times $t = [0, ..., 10000]\tau_n$.}
\end{figure}
one can notice fast phase-field changes starting from pseudo-random initial data, both challenging for the ROM construction. Nevertheless, as time passes these changes weaken, see e.g. Figure 6 for a visualization of the evolution of an Neumann and a Dirichlet type embedded boundary.
Figure 7. The first six basis functions plots refer to Neumann and the last six to Dirichlet parametrization experiments.

For the reduced basis solution, the ROM has been trained onto 900 parameter samples chosen randomly inside the parameter space. From this snapshot selection, and for the snapshot matrices (16)-(17), a ROM basis is derived with the POD procedure (18)-(19) and parameter range $\mu_{\text{train}} \in [0.36, 0.48]$. The visualization of the first six basis functions can be seen in Figure 7. We underline that the ROM is tested with parameters not contained in the training set. To test the accuracy of the ROM we compared the FOM, with the ROM solutions for 30
Table 1. Geometrical parametrization and the mean relative error (for 30 tests) between the full order and the reduced basis solution for the concentration and potential component. Results are reported for different dimensions of the reduced basis spaces while the ROM has been trained onto 900 parameter samples and tested onto 30 samples chosen randomly inside the parameter space.

| Modes ($N_{POD}$) | Relative error for Neumann case | Relative error for Dirichlet case |
|-------------------|-----------------|-----------------|
|                   | Concentration $u$ | Potential $w$    | Concentration $u$ | Potential $w$    |
| 1                 | 0.18370          | 0.49895         | 0.22298          | 0.96624          |
| 5                 | 0.15292          | 0.41387         | 0.20528          | 0.37814          |
| 10                | 0.06009          | 0.18397         | 0.11857          | 0.28665          |
| 15                | 0.04086          | 0.11956         | 0.08977          | 0.21658          |
| 20                | 0.04046          | 0.11311         | 0.07631          | 0.18301          |
| 25                | 0.03498          | 0.09183         | 0.04808          | 0.13259          |
| 30                | 0.02883          | 0.07852         | 0.03932          | 0.10802          |
| 35                | 0.02641          | 0.07085         | 0.03284          | 0.09350          |
| 40                | 0.02063          | 0.05981         | 0.02879          | 0.08377          |
| 45                | 0.01987          | 0.05681         | 0.02749          | 0.08072          |

Table 2. Execution time at the reduced order level and per cent (%) savings. The computational time includes the projection of the full order matrices, the execution time of the online solver and the solution of the reduced problem. Times are for the solution of one random value of the input parameter. The time execution at full order method level (FOM) is approximate to $\approx 9.9623$ sec.

| Modes ($N_{POD}$) | execution times (t seconds) | Savings $(t_{FOM} - t_{RB})/t_{FOM}$ |
|-------------------|-----------------------------|-------------------------------------|
| 1                 | 0.02808                     | 99.718%                             |
| 10                | 0.05299                     | 99.468%                             |
| 20                | 0.08422                     | 99.154%                             |
| 30                | 0.10766                     | 98.919%                             |
| 40                | 0.14128                     | 98.581%                             |
| 45                | 0.16291                     | 98.364%                             |

additional samples in a parameter range $\mu_{test} \in [0.40, 0.44]$ which were not used to create the ROM and were selected randomly within the aforementioned range. We notice that whether we increase the range of the parameter and also enlarge the test space, the method reacts well, although the errors especially for the auxiliary variable $w$ start to increase. Important is though, that the concentration relative error for which we are interested is kept low. For such numerical testing, we refer to the Section 4.2.1 and the paragraph related to the part where a larger range of the parameter is considered as well as the training and testing parameters $\mu$ are in intervals of much larger and/or much smaller values.

As it is displayed in Figures 8 and 9—Neumann and Dirichlet embedded boundary experiments respectively—and with a minds eye comparison of the FOM and ROM solutions in first and second column, with a brief look they seem identical for every row associated with the time instances $t = [10, 20, 40, 60, 100] \tau_n$. In the third column and looking from a more detailed point of view, the absolute error, $|u - u_r|$, at each point of the geometry domain, using 45 modes, is visualized for the zero Neumann –on all sub-boundaries– and the
Figure 8. Results for the geometrical parametrized embedded circle with diameter $\mu_{\text{test}} = 0.42917$ and Neumann boundary. In the first, second and third column we report the full order solution, the reduced order solution and the absolute error plots for the concentration field. Each row corresponds to a different time $t = [10, 20, 40, 60, 100]\tau_n$. 
Figure 9. Results for the geometrical parametrized embedded circle with diameter $\mu_{\text{test}} = 0.43774$ and Dirichlet embedded boundary. In the first, second and third column we report the full order solution, the reduced order solution and the absolute error plots for the concentration field. Each row corresponds to a different time $t = [10, 20, 40, 60, 100] \tau_1$. 
Figure 10. Geometrical parametrization and visualization of the results. The left plots depict the eigenvalues decay with respect to the numbers of the modes for the concentration and potential variable. On the right plots, we visualize the mean value of the relative errors of the reduced-order problem for thirty random parameter values and for various number of modes.

Table 3. The $L^2$ relative error is reported over time for the concentration and potential field for the Neumann and Dirichlet type of boundaries experiments. The ROMs have been obtained with 45 modes for the concentration and potential variables for both cases.

| Snapshots for: | 900 train parameters |
|---------------|----------------------|
| time $(i \times \tau_n)$ | Relative error (Neumann) | Relative error (Dirichlet) |
|                | Concentration $u$ | Potential $w$ | Concentration $u$ | Potential $w$ |
| $i$            |                   |               |                   |               |
| 1              | 0.00342           | 0.01692       | 0.00357           | 0.00944       |
| 10             | 0.00472           | 0.01016       | 0.00699           | 0.01517       |
| 20             | 0.00510           | 0.01613       | 0.00894           | 0.02250       |
| 30             | 0.00952           | 0.02374       | 0.01330           | 0.03751       |
| 40             | 0.01634           | 0.03580       | 0.01938           | 0.05078       |
| 50             | 0.02184           | 0.05944       | 0.02752           | 0.07117       |
| 60             | 0.03639           | 0.12172       | 0.03086           | 0.10452       |
| 70             | 0.04636           | 0.11315       | 0.03381           | 0.10750       |
| 80             | 0.04611           | 0.11615       | 0.03606           | 0.12585       |
| 90             | 0.04787           | 0.10791       | 0.03856           | 0.13514       |
| 100            | 0.05181           | 0.11652       | 0.04169           | 0.11201       |
as well as the normalized eigenvalues and their decay which have been used for the ROM. Thereafter, for a better understanding, the relative errors evolution with respect to time, for a 45 modes test, is demonstrated in Table 3 and visualized in Figure 11 (i), (iii). We clarify that we use the same number of modes for both variables $u$ and $w$. Moreover, the relative error increases over time due to additive –reduced basis approximation– error in every time point. Nevertheless, and even if the error increases, the max error for the concentration—that we are interested in– is stabilizing after approximately sixty time steps evolution in an error of the order of $10^{-2}$. In Table 2 and in Figure 11 (ii) we report the execution times for several numbers of basis functions including the projection of the full order matrices, the execution time of the online solver and the determination of the reduced problem and we compare them with the time execution at the full order level, namely 9.9623 sec.

We remark that the full order discretized differential operators that appear in equation (15) are parameter dependent and therefore, also at the reduced order level in order to compute the reduced differential operator, we need to assemble the full order operators. Possible ways to avoid such potentially expensive operation, relying on an affine approximation of the full order differential operator, could be to use hyper reduction techniques, \cite{40,46}. In this work, since the attention is mainly devoted to the methodological development of a reduced-order method in an embedded boundary setting, rather than in its efficiency, we do not rely on such hyper reduction techniques and we assemble the full order differential operators also during the online stage. Considering that the most demanding computational effort is spent during the solution of the full order problem rather than in the assembly of the differential operators, as reported in Section 4.2 it is anyway possible to achieve a computational speed up, and the related results have been reported in the present section. Finally, we underline that the cut elements FEM stabilization robustness is additionally verified using the conservation of mass test and in particular the relative error between the reduced and truth mass as it is illustrated.

Figure 11. The (i) and (iii) plots depict the relative errors with respect to time for the concentration and potential variable and 45 modes. In the (ii) plot, we visualize the execution times of the reduced-order problem for one random parameter value and for various numbers of modes.
in Figure 12. We can easily notice that the ROM solution and in particular the approximated mass conserves competently, as time passes and increasing the number of modes we use.

4.2.1. Challenges: larger scale geometric parametrization, time dependent geometry. In this paragraph, we examine our method numerically in cases of larger parameter range, as well as, evolutionary in time geometries. Two tests are provided, both emphasizing the more challenging Dirichlet embedded boundary condition case.

Larger scale geometric parametrization. We consider two experiments in which we show that if $\mu$ is in an interval with much larger or much smaller values, and in a larger range, our method reacts well. In Table 4 we report the relative errors for an extended train and test parameter set in two cases with (I) train set $[0.36, 0.54]$, test set $[0.38, 0.52]$ and (II) train set $[0.20, 0.48]$, test set $[0.22, 0.46]$. The latter results show that even if we test the more difficult case of Dirichlet embedded boundary, the results are comparable with an order of $10^{-2}$ with
the ones with much smaller train and test parameter intervals as in Table 4. Basic aspect so that we can achieve good relative error results is to keep the test geometry parameter $\mu$ inside an interval which is smaller of that of the training parameter. If we choose equal training and test parameter range sets the results are worse. Moreover, the smaller test set we use, the fewer basis modes we need to use. Further investigation has shown that there is a need of a relatively large number of 900 snapshots, although they are calculated only once in the beginning of the ROM procedure -offline stage- to produce the reduced basis. We highlight at this point that the experiments as introduced in Section 4.2 using smaller parameter intervals can give similar results even if we use 600 snapshots.

### Time dependent geometry

In this section we briefly show the results for an evolutionary in time embedded geometry. We tested the case in which the circle is moving periodically onto the $y$ axis with fixed diameter size $\delta = 0.42$. So, the parameter $\mu(t)$ now defines the motion which happens with respect to the center of the circle. Our levelset function which is used for the embedded geometry description is $(x - \theta_1(t))^2 + (y - \theta_2(t))^2 \leq \delta^2/4$, where $\theta(t) = (\theta_1(t), \theta_2(t))$ denotes the position of the center of the circle in the domain. The motion of the circle is assumed to be known and in particular we assume the periodic motion of the circle, i.e $\theta(t) = \theta(0) + x_0 \sin(140\pi \mu(t))\hat{y}$, where $x_0$ denotes the amplitude of the oscillation of the circle, $\mu(t)$ is a function of time and $\hat{y}$ is the unit vector in the vertical direction. Thus, the circle moves only vertically in our simulations. We choose values for the constants $\theta(0) = (0, 0.1)$, $x_0 = 0.0039$, $\mu(t) = (\mu_{\max} - \mu_{\min})\frac{t}{T} + \mu_{\min}$, $\mu_{\max} = 0.15$, $\mu_{\min} = 0.1$ and final time $T = 100\pi_n$. All the rest of the data are as in Section 4.2 and the Dirichlet embedded geometry case. We choose $N_{\text{train}} = N_{\text{t}} = 100$ time instances, we run a POD on the set of the collected snapshots, and we obtain our basis functions with which we are going to compute the reduced solutions. For each $\theta^i$, $i = 1, \ldots, N_{\text{t}}$, we compute both the reduced solution and the corresponding full order solution. We compute the $L^2$ mean relative error for the concentration and for the potential by taking the time average of the relative errors at each time $t_k$ and we obtain the mean approximation error as seen in Table 5. With this test case we can appreciate the advantage that we obtain by employing the CutFEM reduced order model that we proposed. Indeed, at every new time-step $t^k$ corresponds a different domain configuration, depending on the parameter $\theta^i$; without a CutFEM formulation, we would have to remesh at every time-step, making the offline phase of a reduced order model prohibitive from the computational cost point of view. Moreover, results show that we are able to obtain

### Table 4. Geometrical parametrization and mean relative error between the full order solution and the reduced basis solution for the concentration and potential component tested onto 30 samples chosen randomly inside the test parameter spaces and trained on 900 snapshots with train and test sets respectively: (I) train set $[0.36, 0.54]$, test set $[0.38, 0.52]$ and (II) train set $[0.20, 0.48]$, test set $[0.22, 0.46]$.

| Modes ($N_{\text{POD}}$) | Concentration $u$ | Potential $w$ | Concentration $u$ | Potential $w$ |
|---------------------------|-------------------|---------------|-------------------|---------------|
|                           | Relative error (Dirichlet) (I) test | Relative error (Dirichlet) (II) test |                           |               |
| 1                         | 0.12816           | 0.073905      | 0.16457           | 0.49708       |
| 5                         | 0.12613           | 0.73053       | 0.15532           | 0.48670       |
| 10                        | 0.15761           | 0.31983       | 0.13032           | 0.31029       |
| 15                        | 0.10306           | 0.23707       | 0.10653           | 0.24047       |
| 20                        | 0.08952           | 0.21202       | 0.07884           | 0.19690       |
| 25                        | 0.07678           | 0.18699       | 0.05915           | 0.16011       |
| 30                        | 0.05602           | 0.14369       | 0.04719           | 0.12814       |
| 35                        | 0.04501           | 0.12358       | 0.04175           | 0.11083       |
| 40                        | 0.03794           | 0.10884       | 0.03454           | 0.09740       |
| 45                        | 0.03167           | 0.09539       | 0.03254           | 0.09172       |
Snapshots for: 100 time instances

| Modes \( (N_{POD}) \) | Relative error for Dirichlet case | Concentration \( u \) | Potential \( w \) |
|------------------------|----------------------------------|-----------------|-----------------|
| 1                      | 0.15300                          | 0.27402         |
| 2                      | 0.16976                          | 0.29750         |
| 3                      | 0.12213                          | 0.26491         |
| 4                      | 0.08475                          | 0.16569         |
| 5                      | 0.06607                          | 0.17079         |
| 6                      | 0.06032                          | 0.16207         |
| 7                      | 0.03409                          | 0.10952         |
| 8                      | 0.02403                          | 0.06251         |
| 9                      | 0.02093                          | 0.05422         |
| 10                     | 0.02040                          | 0.05319         |
| 11                     | 0.01506                          | 0.03503         |

Table 5. Geometrical parametrization and the average relative error between the full order solution and the reduced basis solution for the concentration and potential component—average for the errors at each time instance. Results are reported for different dimensions of the reduced basis spaces. The ROM has been trained onto 100 parameter samples coming from each time step.

good results at the reduced order level even without employing a snapshot transportation during the offline phase. Although, the case of a larger motion scale and a more advanced development will be the topic of a future paper.

4.2.2. Outcome. Numerical experiments consider Neumann boundary conditions as well as Dirichlet ones. The tests clearly indicate that an efficient orthogonal decomposition projection-based reduced-order model can be derived over a full order cut finite element method solver for the challenging (for both the full and the reduced level, see also the uncomfortable basis functions in Figure 7) nonlinear Cahn-Hilliard system. Efficient in the sense that the combination of embedded methods and reduced order models allowed us to obtain fast evaluation of parametrized problems, avoiding remeshing as well as the reference domain formulation, often used in the reduced order modeling for boundary fitted finite element formulations while we rely only on an appropriate smooth enough fixed background grid. Last Section’s tests have clearly shown that sufficient good approximations can be obtained for this phase-field system at a reduced level.

5. Concluding remarks and future developments

We conclude this work by noting that the above approach and the combination of unfitted mesh finite element methods with an embedded POD basis and IMEX type discretization, by using linear polynomials, imply good reduced basis approximation properties for a Cahn-Hilliard fourth-order diffusion nonlinear PDE system for which we have applied the splitting approach, leading to a coupled system of second order in space. Considering the reduced-order approximation, the background mesh approach appears beneficial even for nonsmooth pseudo-random initial data. As expected, and referring to previous related authors’ works, an increased error is noticed onto the Nitsche embedded boundary interface in the reduced level, which will be studied further in future work. We underline the significant execution time reduction considering the projection of the full order matrices, through the reduced execution time of the online solver and the solution of the reduced problem, by capturing efficiently the full order solution information in a reduced level solution. As a perspective, we mention the construction of higher-order IMEX methods, more efficient methodologies for the affine decomposition of the discretization differential operator, and the investigation of the applicability of well-known hyper reduction techniques, such as the empirical interpolation
method,\cite{14,61}, in the context of the aforementioned embedded reduced-order basis method. Of future interest are also parabolic nonlinear partial differential equations set in a more general framework and to test snapshots transportation techniques as presented in\cite{50}.
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