Pair natural orbital and canonical coupled cluster reaction enthalpies involving light to heavy alkali and alkaline earth metals: the importance of sub-valence correlation†
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In this work, we tested canonical and domain based pair natural orbital coupled cluster methods (CCSD(T) and DLPNO-CCSD(T), respectively) for a set of 32 ligand exchange and association/dissociation reaction enthalpies involving ionic complexes of Li, Be, Na, Mg, Ca, Sr, Ba and Pb. Two strategies were investigated: in the former, only valence electrons were included in the correlation treatment, giving rise to the computationally very efficient FC (frozen core) approach; in the latter, all non-ECP electrons were included in the correlation treatment, giving rise to the AE (all electron) approach. Apart from reactions involving Li and Be, the FC approach resulted in non-homogeneous performance. The FC approach leads to very small errors (<2 kcal mol⁻¹) for some reactions of Na, Mg, Ca, Sr, Ba and Pb, while for a few reactions of Ca and Ba deviations up to 40 kcal mol⁻¹ have been obtained. Large errors are both due to artificial mixing of the core (sub-valence) orbitals of metals and the valence orbitals of oxygen and halogens in the molecular orbitals treated as core, and due to neglecting core–core and core–valence correlation effects. These large errors are reduced to a few kcal mol⁻¹ if the AE approach is used or the sub-valence orbitals of metals are included in the correlation treatment. On the technical side, the CCSD(T) and DLPNO-CCSD(T) results differ by a fraction of kcal mol⁻¹, indicating the latter method as the perfect choice when the CPU efficiency is essential. For completely black-box applications, as requested in catalysis or thermochemical calculations, we recommend the DLPNO-CCSD(T) method with all electrons that are not covered by electronic supplementary information (ESI) available: Table S1, cartesian coordinates (Å), canonical and DLPNO CCSD(T)/AE and CCSD(T)/FC energies with different basis sets, T1 diagnostic values, T2 (largest amplitude values), enthalpic corrections, tabulated enthalpies and errors forming the basis of Charts 1–12, tabulated absolute enthalpies of all 32 reactions and automatically generated auxiliary basis sets needed to run DLPNO-CCSD(T)/cc-pwCV5Z calculations. See DOI: 10.1039/c7cp00836h

1 Introduction

The CCSD(T) method¹ is recognized as the gold standard of contemporary electronic structure theory.²,³ In its canonical form and with all electrons included in the correlation treatment, CCSD(T) allows one to achieve chemical accuracy in relative electronic energies without any calibration against experimental data as long as the effects of static correlation in the system are sufficiently small. The main shortcoming of this protocol is that it can only be applied to relatively small systems, since it scales as N⁷ with N being a measure of system size.

There are two main approximations to reduce the prohibitive computational cost and make routine CCSD(T) calculations feasible for systems of practical interest. The first approximation takes advantage of resolution of identity (RI) techniques and new algorithms for the two-electron integral transformation⁴–⁷ together with the careful exploitation of localized molecular orbitals⁸–¹¹ to optimize the selection of the most relevant excitations.¹²–¹⁵ In particular, the so-called domain based pair natural orbitals DLPNO-CCSD(T) method⁹–¹⁰,¹⁶ is especially promising for large-scale computational chemistry applications given its accuracy, efficiency, robustness and ready availability.¹⁷ The second approximation is the so called “frozen core” (FC) approach, when only valence orbitals are included in the correlation treatment, thus reducing
The computational cost dramatically. Usually, this approach is physically sound since dynamic correlation in the core electrons does not affect relative energies significantly. Taken together, the DLPNO-CCSD(T) in conjunction with the FC approach enables coupled cluster calculations on molecules containing hundreds of heavy atoms.

The accuracy of the first approximation has been tested in several studies,7,15,18–20 and the main conclusion is that with tight pair natural orbital (PNO) settings as part of the DLPNO-CCSD(T) algorithm, the accuracy of the canonical CCSD(T) approximation can be approached to within a fraction of a kcal mol⁻¹. By contrast, systematic calculations21–27 of the heats of formation via CCSD(T)-based composite schemes have revealed that in several cases the FC approach results in deviations up to 30–40 kcal mol⁻¹ with respect to the experimental data. Thus, Radom and co-workers22,23 have found that G228,29 QCISD(T) and CCSD(T) methods fail to reproduce the experimental heats of formation of several highly polar oxides and hydrides of alkali (Li–K) and alkaline earth (Be–Ca) metals, with errors greater than 25 kcal mol⁻¹. The authors found that expanding the correlation space on the metals from the default “frozen core” approach, which includes only valence electrons, to a “reduced frozen core” approach, thus including also sub-valence electrons, drastically improves the situation. For K and Ca compounds, inclusion of the sub-valence 3s and 3p orbitals turned out to be essential. The most accurate results have been obtained with the correlation consistent core–valence basis sets (cc-pwCVnZ) of Peterson and co-workers.30,31 Moreover, the poor performance of the standard frozen core approach for complexes involving alkaline and alkaline-earth metals has been documented earlier by Martin et al.32

Similarly, Baenschlicher and co-workers have demonstrated that the standard frozen core approximation leads to large errors in G2 atomization energies of Ga oxides and fluorides.33 Such errors appear due to inversion of the Ga 3d core orbital and the 2s valence orbitals of O or F. Adding the Ga 3d orbital to the correlation treatment significantly improved the situation. Finally, Dixon and co-workers have shown that the HF 4f core orbitals can mix with the valence orbitals of oxygen and fluorine, leading to errors in the heat of formation of the corresponding binary compounds.33 This is especially disappointing as the HF 4f orbitals have been included in the widely used fully relativistic Stuttgart–Dresden effective core potential (ECP),34 which is used with the corresponding core–valence cc-pwCVnZ-PP basis set of Peterson and co-workers.34

The only way to include 4f HF electrons in the correlation is through the application of the scalar-relativistic all electron basis set developed by Peterson and co-workers,34 which results in very large computational time even with the cc-pwCVTZ-DK basis set. To overcome these issues, an automatic procedure has been proposed by Austin et al.25 In this approach, an overlap criterion is introduced that connects the detection of core orbitals in the molecule, which might be difficult sometimes, to that in the isolated atoms, which is well defined. The procedure has been shown to remove errors arising from the inconsistent treatment of the core orbitals in gallium fluorides.21 In addition, the scheme was shown to be able to identify strong mixing between core and valence orbitals, which also might result in large errors, and can only be ameliorated by extension of the correlation space. Thus, there is evidence to suspect that in a significant number of cases, the frozen core approach can deteriorate the results. That is why practically all contemporary composite schemes,15–38 in particular the correlation consistent composite approach (ccCA) of Wilson and co-workers,39 the Feller–Peterson–Dixon (FPD) approach27,35–37 and the Weizmann-n theories,40 involve a step in which all sub-valence electrons are included in the correlation treatment, although sometimes with only triple-ζ quality basis sets due to reasons of affordability.

It has to be noted that despite documented failures, the standard FC approach is still default in many quantum chemistry computer codes such as ORCA,41 Priroda42 and Gaussian.42 Truhlar and co-workers have shown that the frozen core approach is not responsible for the failures of CCSD(T) in reproducing the experimental bond dissociation energies of small molecules of 1st row transition metals.43 Subsequent studies indicated that the documented failure can be related to insufficiently large basis sets.44,45 Indeed, we have recently shown that many reaction enthalpies involving transition metals were not affected by the frozen core approach.18,46 We do not exclude that in many cases the surprisingly good performance of the FC approach might result from the lucky cancellation of errors from neglecting core and core–valence correlation in both reactants and products. However, few reactions turned out to be very sensitive to the frozen core settings, leading to errors of 30–40 kcal mol⁻¹ when the default FC settings were used, for example reactions of ZrF₄ with Cl₂, Br₂ or I₂.

One way to address these issues and to preserve the performance of the CCSD(T) method is to carefully examine the molecular orbitals in the system and manually set up the orbitals included in the correlation treatment. While this strategy can lead to reliable results at only somewhat higher computational costs, the application of CCSD(T) as a black-box method is lost. If the scope of the work is examining and comparing several systems, for example when building reaction pathways, the calculations become impractical again.

An alternative to manual orbital selection is inclusion of all the electrons involved in the SCF procedure also in the post-SCF correlation treatment. Despite the increased computational costs compared to manual orbital selection, it preserves black-box application of the CCSD(T) method to routine calculations.

In this work we have carefully selected reaction enthalpies for which the effects from core correlation could be large for various reasons, including (a) only a few valence electrons on the metal, (b) high-lying ‘core’ orbitals or (c) high ionicity of the bonds (e.g. see the ligand exchange reactions of ZrF₄ studied previously).46 These are 32 inorganic ligand exchange and association reactions involving halides, hydrides and oxides of non-transition metals (Li, Be, Na, Mg, Ca, Sr, Ba and Pb) for which accurate experimental gas phase enthalpies are available. The effect of the FC approximation has been inspected for all the reactions by comparisons with all electron results and experimental values. Alongside with canonical CCSD(T), the quality of the DLPNO-CCSD(T) approximation has been investigated for its ability to recover the effects of core correlation.
2 Computational details

2.1 Geometry optimization

All geometry optimizations were performed with the GGA PBE functional and the all electron triple-$\zeta$-quality basis sets $\lambda_2$, as implemented in the Priroda 13 suite of programs. Scalar relativistic effects were taken into account via the Dyall Hamiltonian. The default adaptively generated Priroda grid, corresponding to an accuracy of the exchange–correlation energy per atom ($1 \times 10^{-8}$ Hartree), was decreased by a factor of 100 for more accurate evaluation of the exchange–correlation energy. Default values were used for the self-consistent-field (SCF) convergence and the maximum gradient for geometry optimization criterion ($1 \times 10^{-4}$ au), whereas the maximum displacement geometry convergence criterion was decreased to 0.0018 au. Geometries were characterized as true energy minima by the eigenvalues of the analytically calculated Hessian matrix. Translational, rotational, and vibrational partition functions for thermal corrections to arrive at total enthalpies were computed within the ideal-gas, rigid-rotor, and harmonic oscillator approximations. The temperature used in the calculations of thermochemical corrections was set to 298.15 K in all the cases.

2.2 Single-point energy evaluations

All single-point energy evaluations were performed with canonical CCSD(T) as well as DLPNO-CCSD(T) methods as implemented in the ORCA suite of programs. The tight PNO settings (TCutPairs = $10^{-5}$, TCutPNO = $1 \times 10^{-7}$, TCutMKN = $10^{-3}$) were used to reduce any numerical noise in the calculations. The default SCF convergence criterion NormalSCF (energy change $1 \times 10^{-6}$ au) was replaced with tighter VeryTightSCF (energy change $1 \times 10^{-9}$ au) to achieve better converged wave-functions. In some cases, this led to fewer subsequent CCSD iterations.

For all-electron calculations, some special precautions need to be taken in order to achieve high accuracy in DLPNO-CCSD(T) calculations relative to calculations involving only valence electrons. These led to some minor modifications in the procedure that will be detailed elsewhere and will be included in the upcoming ORCA 4.0 release. In practice, for the electron pairs containing core electrons, a lower TCutPNO threshold must be used in order to include a sufficient number of virtual orbitals in the correlation treatment. In the present work, a TCutPNO value of $10^{-9}$ has been used for the electron pairs containing at least one core electron. To explore the impact of tighter PNO settings on the computational efficiency of the DLPNO-CCSD(T) approximation compared to canonical CCSD(T), the wall execution times for the CCSD(T)(AE), CCSD(T)(FC), DLPNO-CCSD(T)(AE) and DLPNO-CCSD(T)(FC) protocols, using the PbI$_2$ molecule (ECPs on Pb and I with cc-pwCVQZ-PP basis sets) as the test case, were measured. These calculations were carried out using a single computer node under Linux OS with the following hardware details: HP DL585 G7 Quad sockets AMD Opteron 6376, 16 cores/socket 2.3GHz, 1.5 Terabyte of random access memory (RAM). In all calculations we used 32 physical cores with 20 Gb of RAM per core, resulting in total used RAM of 640 Gb. The rest of RAM was used to emulate the hard drive (/dev/shm/) to speed up all I/O operations. All the calculations started exactly from the same HF wave function and no SCF iteration was performed (noiter keyword). As expected, the DLPNO-CCSD(T)(FC) calculation turned out to be the fastest and took 2825 s. We set this as the reference time. The CCSD(T)(FC) calculation took exactly two times longer, which results in a ratio in the wall execution times of 2.0. The DLPNO-CCSD(T)(AE) calculation is 3.8 times slower, indicating that inclusion of all the electrons in the correlation comes at a certain price. Finally, the CCSD(T)(AE) calculation is 8.4 times slower. Summing up these results indicates that the DLPNO scheme with tight PNO settings is two times faster compared to the canonical CCSD(T) protocol. It should be pointed out that for small systems with only three atoms the DLPNO approximation is not expected to significantly speed up the CCSD(T) calculations. Due to the linear scaling of DLPNO-CCSD(T) and the N$^7$ scaling of canonical CCSD(T), however, the speedup of the DLPNO approximation is becoming significant for systems with more than five to ten heavy atoms. Already for medium sized systems with more than 30 to 40 atoms, canonical CCSD(T) calculations are carried out in a routine fashion on large systems with several hundreds of atoms.

2.2.1 Correlation consistent basis sets. The following triple-$\zeta$, quadruple-$\zeta$ and 5-$\zeta$ (TZ, QZ and 5Z) correlation consistent basis sets were used in the present work (see Section 3.1 for a benchmark study of the performance of different families of basis sets): Calculations involving the 5Z basis set were only performed at the DLPNO-CCSD(T) level due to hardware/CPU time limitations. Hydrogen was described with the cc-pVnZ basis sets of Dunning. Oxygen, fluorine, chlorine, lithium, beryllium, sodium, and magnesium atoms were described with the all electron correlation consistent polarized core valence cc-pwCVnZ basis sets of Peterson and co-workers. The calcium atom was described with the all electron correlation consistent polarized core valence cc-pwCVnZ basis sets of Peterson and co-workers. Sulfur and 46 electrons of Ba were described with Stuttgart-type fully relativistic effective core potentials. Bromine and iodine were described with pseudopotential-based correlation consistent polarized core valence cc-pwCVnZ-PP basis sets of Peterson and co-workers. The 10 electrons of Br and 28 electrons of I were described with fully relativistic Stuttgart-type pseudopotentials.

Finally, Pb was described with the pseudopotential-based correlation consistent polarized core valence cc-pwCVnZ-PP basis sets of Peterson et al. The 60 electrons of Pb were described with the fully relativistic Stuttgart-type potential of Metz and co-workers. These basis sets were used with both canonical and DLPNO-CCSD(T) implementations. The correlation fitting basis sets def2-qzpvp/C developed by Hättig were necessary for the resolution of identity approximation as part of the DLPNO scheme, were used together with the TZ and QZ basis sets. All def2/C basis sets were downloaded from the official web page of the TurboMol group. For the 5Z calculations the AutoAux automatic auxiliary basis set construction option of the ORCA 4.0 package
was used which differs considerably from the automatically generated auxiliary basis sets used in earlier ORCA versions (see ESL‡ for the basis sets). Both frozen core and all (non-ECP) electron approximations were used.

2.2.2 Complete basis set extrapolation. To eliminate the effects of basis set incompleteness, we used the following extrapolation schemes for HF and correlation energies of individual species suggested by Helgaker.64–66 For two adjacent TZ/QZ level basis sets and QZ/5Z basis sets (only for DLPNO-CCSD(T)):

\[ E_{\text{HF}}^{\text{X}} = E_{\text{HF}}^{\text{C}} + 2e^{-1.63X} \]  
\[ E_{\text{corr}}^{\text{X}} = E_{\text{corr}}^{\text{C}} + \beta X^{-3} \]

where \( X = 3 \) and 4 for TZ and QZ basis sets and \( X = 4 \) and 5 for QZ and 5Z basis sets, respectively; \( E_{\text{HF}}^{\text{C}}/E_{\text{corr}}^{\text{C}} \) are the HF and correlation energies at the CBS limit; \( \alpha/\beta \) are parameters to be obtained from the two-equation system.

The total enthalpy at the CBS limit for each reaction \((A + B \rightarrow C + D)\) was evaluated via the following equation:

\[ \Delta H_{\text{CCSD(T)}}^0 = E_{\text{HF}}^{\text{C}}(C) + E_{\text{corr}}^{\text{C}}(C) + H_{\text{PBE}}^{\text{C}}(C) + E_{\text{HF}}^{\text{D}}(D) + E_{\text{corr}}^{\text{D}}(D) \]
\[ + E_{\text{PBE}}^{\text{D}}(D) - (E_{\text{HF}}^{\text{C}}(A) + E_{\text{corr}}^{\text{C}}(A) + H_{\text{PBE}}^{\text{C}}(A)) + E_{\text{HF}}^{\text{B}}(B) \]
\[ + E_{\text{PBE}}^{\text{B}}(B) + H_{\text{PBE}}^{\text{B}}(B). \]

where \( H_{\text{PBE}} \) is the correction to the electronic energy to arrive at the enthalpy obtained with the standard harmonic oscillator/rigid rotor/ideal gas approximation (see Section 2.1 for details).

2.3 The benchmark set

To accurately benchmark electronic structure theory methods, high quality gas phase experimental data are requested. Gas phase formation enthalpies of many compounds, among which are 1 and 2 group metal complexes as well as Pb(u), are measured and tabulated67,68 and are used as benchmarks.59–75 In this work, however, we do not try to reproduce the absolute formation enthalpies for a few reasons. First, direct calculation of heats of formation via atomization schemes cannot be done via the DLPNO-CCSD(T) method, which is only available for singlet ground states so far, while many atoms have open-shell ground states. Second, direct calculation of formation enthalpies via atomization schemes often leads to larger errors compared to the reaction-based schemes since electron correlation energies in atoms and molecules are very different and no error-compensation can be expected.2 To overcome these difficulties, we created reaction datasets from experimentally obtained individual formation enthalpies and validated the electronic structure methods against these datasets (Table 1).

The enthalpies used to build the reaction datasets have to be accurate, since the overall uncertainty for the reaction enthalpy will be the algebraic sum of the uncertainties of reactants and products. Due to these circumstances, in this work we only used the experimental formation enthalpies of 1 and 2 group metal complexes for which few experimental measurements exist and agree with each other. Then, the resulting formation enthalpies were taken as average of all available experimental measurements. Only the enthalpies with an error bar smaller than 4.6 kcal mol\(^{-1}\) were taken. Moreover, the experimental enthalpies for which a large (>5 kcal mol\(^{-1}\)) disagreement with CCSD(T) calculations in the literature were detected have been excluded from analysis. For example, the experimental formation enthalpy for PbF\(_2\) is ca. -104.2 (-104.0 ± 2.0,68 -104.5 ± 2.0;76,77 -102.4 ± 2.2;78 -106.0\(^{+7}_{-6}\)) while theoretical CCSD(T) calculations of Dixon et al.80 predicted this enthalpy to be -110.7 kcal mol\(^{-1}\). We combined these enthalpies to obtain the overall uncertainties in reaction enthalpies (±5 kcal mol\(^{-1}\)).

In order to evaluate the error bars for reaction enthalpies we proceeded as follows. For every reaction A + B → C + D, first the formation enthalpies of C and D were taken at their overestimated values, while for A and B the formation enthalpies were taken at their underestimated values. For example, if the formation enthalpy of C is 5.0 ± 2.0 kcal mol\(^{-1}\), we took it as 7.0 kcal mol\(^{-1}\) and if the formation enthalpy of A is 3.0 ± 2.0 we took it as 1.0 kcal mol\(^{-1}\). Then, we did the inverse, namely the formation enthalpies of C and D were taken at their underestimated values, while for A and B the formation enthalpies were taken at their overestimated values.

The reaction enthalpies were taken at the average of these estimates, and uncertainties corresponded to the lowest and highest reaction enthalpies. This methodology allows us to consider in all reactions the most pessimistic error bars for both highest and lowest uncertainties. The reaction enthalpies are tabulated in the ESI‡ and are also available at the url: https://sites.google.com/site/theochemdatasets/reaction-enthalpies.

2.4 Calculation of errors

To gauge the deviation of the theoretical reaction enthalpies from their experimental counterparts, we used the two common protocols based on the mean unsigned error (MUE = |ΔH(exp.) − ΔH(theo.)|) and the mean signed error (MSE = ΔH(exp.) − ΔH(theo.)). Simultaneous analysis of both MUE and MSE is necessary to make a conclusion on the ability of the method to provide the absolute reaction enthalpies and on its predictive ability. Clearly, if both MUE and MSE approach zero, then the method can be recommended for absolute values and thus predictions. This is the best scenario. If MUE is large and MSE is equally large (either positive or negative), then the method cannot be recommended for estimation of absolute reaction enthalpies. However, it still can be used for predictions, since in some instances trends are more important than absolute values. Finally, the worst scenario is large MUE and vanishing MSE, when the method cannot be recommended either for accurate absolute enthalpies or for the relative values.

2.5 Core correlation options

In the current work the influence of the core correlation settings on the reaction enthalpies was investigated. With the cc-pCVnZ(-PP) correlation consistent basis sets the two frozen-core options were tested. In the first option, FC (frozen core), all non-ECP electrons were included in the SCF part and only non-noble gas electrons were included in the post-HF procedure. For example, for calcium, 20 electrons were included in the SCF treatment and only 2 electrons were included in the post-HF treatment ([Ar] configuration is frozen). For Pb the 6s\(^6\)6p\(^2\) electrons were
treated as valence, i.e. included in the correlation treatment, while 5s^2 5p^6 5d^{10} electrons were frozen. In the second option, AE (all electron), all non-ECP electrons (e.g. 20 for calcium) were included in both the SCF and correlation treatment. The summary of these two methods can be found in Table 3.

Obviously, the AE protocol is computationally more demanding while the FC protocol is the most computationally effective. Which protocol provides the best accuracy/CPU cost ratio will be investigated in the current work.

2.6 Selection of core orbitals

By default, molecular orbitals (MOs) are ordered with respect to their orbital energies. The N lowest energy MOs, where N is the sum of core orbitals over all atoms, define the core region. All MOs with higher orbital energy define the valence region. If frozen core settings are not chosen carefully, the default ordering can lead to inversion of (physical) core and valence orbitals. A routine was implemented that detects and repairs inversion of core and valence orbitals and detects mixing of core orbitals with core or valence orbitals. The routine is described in the following.

First, for each atom type, the sum of core orbitals is calculated, based on the number of frozen core electrons per atom type. Next, for each MO, the Mulliken population per atom and angular momentum is computed. Each MO is then assigned to the atom type that has maximum Mulliken population. All MOs are then investigated in the order of their orbital energy, starting with

| Entry | Expt ΔHf (298.15) | Av. expt ΔHf (298.15) (kcal mol⁻¹) | Lit. CCSD(T) ΔHf (298.15) (kcal mol⁻¹) |
|-------|-------------------|------------------------------------|---------------------------------------|
| Group 1 |                    |                                    |                                       |
| LiH   | 33.61 ± 0.01      | 33.6 (±0.6) 0.2                    | (33.2; 33.3 ± 0.1)                    |
| LiF   | −81.45 ± 2.06     | −81.3 (−2.2) 1.8                  | (−81.4; −81.3 ± 0.3)                  |
| LiCl  | −46.78 ± 3.01     | −46.6 (−3.2) 2.8                  | (−46.1; −45.7 ± 0.4)                  |
| LiBr  | −36.81 ± 3.11     | −36.4 (−3.5) 2.7                  |                                       |
| LiI   | −21.8 ± 2.06      | −21.0 (−2.8) 2.6                  | (−69.7 ± 0.2)                        |
| NaF   | −69.42 ± 0.55     | −70.0 (−1.5) 1.1                  | −69.7 ± 0.2                           |
| NaCl  | −43.36 ± 0.50     | −43.4 (−0.7) 0.7                  | −43.1 ± 0.2                           |
| NaBr  | −34.4 ± 0.50      | −35.1 (−1.0) 1.2                  | −19.9 (−2.5) 1.8                     |
| Na   | −21.7 ± 0.72      | −19.9 (−2.5) 1.8                  |                                       |
| Group 2 |                    |                                    |                                       |
| Be    | 77.44 ± 1.20      | 77.7 (−1.5) 0.9                   |                                       |
| BeF₂  | −190.25 ± 1.00    | −190.1 (−1.2) 0.8                 | −189.1 ± 0.4                         |
| BeCl₂ | −86.09 ± 2.51     | −86.1 (−2.5) 2.5                  | −86.5 ± 0.4                           |
| BeO   | 32.6 ± 3.11       | 31.7 (−2.3) 4.0                   | 30.1 ± 0.4                            |
| Mg    | 35.16 ± 0.19      | 35.1 (−0.4) 0.2                   |                                       |
| MgF₂  | −173.70 ± 0.79    | −174.3 (−2.9) 2.6                 | −174.4 ± 0.4                          |
| MgCl₂ | −93.8 ± 0.50      | −94.9 (−1.5) 1.6                  | −95.1 ± 0.4                           |
| MgBr₂ | −72.39 ± 2.51     | −73.0 (−4.6) 4.5                  |                                       |
| MgI₂  | −38.3 ± 2.51      | −39.8 (−3.0) 4.2                  |                                       |
| Ca    | 42.50 ± 0.20      | 42.6 (−0.4) 0.4                   |                                       |
| CaF₂  | −187.5 ± 1.91     | −187.4 (−3.2) 4.1                 | −189.1 ± 0.4                          |
| CaCl₂ | −92 ± 2.00        | −93.5 (−3.4) 3.1                  | −93.1 ± 0.4                           |
| Sr    | 39.20 ± 0.41      | 39.1 (−1.0) 0.7                   | −89.1 ± 0.4                           |
| SrF₂  | −183.1 ± 1.00     | −184.4 (−4.8) 2.3                 | −184.4 ± 2.3                          |
| SrCl₂ | −113.09 ± 1.51    | −114.6 (−3.4) 3.0                 | −118.7 ± 0.4                          |
| SrBr₂ | −97.30 ± 3.01     | −98.1 (−2.9) 4.3                  | −114.9 ± 2.9                          |
| SrI₂  | −65.70 ± 1.51     | −65.1 (−2.9) 2.9                  | −114.9 ± 2.9                          |
| Ba    | 42.81 ± 1.26      | 43.1 (−1.5) 0.9                   | −114.8 (−3.1) 4.6                     |
| BaF₂  | −192.10 ± 1.51    | −192.2 (−1.8) 3.6                 | −114.8 (−3.1) 4.6                     |
| BaCl₂ | −119.20 ± 1.65    | −119.5 (−1.1) 1.8                 | −114.7 (−3.1) 4.6                     |
| BaI₂  | −41.6 ± 0.3       | −41.7 (−1.5) 1.2                  | −44.9 ± 0.3                           |
| Pb(ne) |                |                                    |                                       |
| PbCl₂ | −24.95 ± 1.55     | −25.1 (−1.4) 1.6                  | −1.4 (−1.9) 1.6                       |
| PbBr₂ | −0.76 ± 1.06      | −0.80 ± 1.28 1.7                  |                                       |

Complexes to equilibrate reactions

| Entry | expt ΔHf (298.15) | Av. expt ΔHf (298.15) (kcal mol⁻¹) | Lit. CCSD(T) ΔHf (298.15) (kcal mol⁻¹) |
|-------|-------------------|------------------------------------|---------------------------------------|
| H₂    | 0                 |                                    |                                       |
| F₂    | 0                 |                                    |                                       |
| Cl₂   | 0                 |                                    |                                       |
| Br₂   | 7.388 ± 0.0268    |                                    |                                       |
| I₂    | 14.92 ± 0.0198    |                                    |                                       |
| H₂O   | −57.799 ± 0.0168  |                                    |                                       |
| HF    | −65.14 ± 0.19     |                                    |                                       |
| HCl   | −22.06 ± 0.058    |                                    |                                       |
| HBr   | −8.71 ± 0.045     |                                    |                                       |
| HI    | 6.30 ± 0.0568     |                                    |                                       |

*a Calculated via the atomization scheme.*
the lowest energy MO. A MO is considered a core MO if the sum of core orbitals for its parent atom type has not yet been reached. All other MOs are considered valence MOs. After this assignment it is checked whether MOs that are found in the core region are considered valence MOs and whether MOs that are found in the valence region are considered core MOs. If such a case is found, it is corrected by inverting the ordering of the respective MOs. If a MO is considered a core MO and if only less than 90% of its Mulliken population is assigned to one combination of atom type and angular momentum, then a warning is printed that significant mixing is present. If such warning on orbital mixing is detected, the calculation might optionally be stopped just after initial (HF) wave function analysis to prevent subsequent computationally expensive post-HF part.

3 Results and discussion

3.1 Benchmark of the basis sets/auxiliary basis sets

A wide range of basis sets have been optimized and extensively tested in conjunction with highly correlated methods and the FC approach. On the other hand, in this context, basis sets for AE calculations are by far not that common and are much less tested. The same problem occurs for the auxiliary basis set to be used in the DLPNO calculations.

In this section, a preliminary study on the performance of Ahlrichs, Sapporo and correlation consistent basis set families for all-electron CCSD calculations has been carried out. For each family, the performance of triple- and quadruple-ζ basis sets in describing the different components of the correlation energy has been tested (see Table 4 for a summary of the basis sets used and of the corresponding labels). The effect of the auxiliary basis set to be used in the DLPNO-CCSD case has also been investigated.

A prerequisite for a suitable description of core-correlation effects in a chemical process is the accurate treatment of the core–core (cc), core–valence (cv) and valence–valence (vv) components of the correlation energy for the atoms involved in the reaction. Therefore, as a first prototype study case, we report in the following the basis set convergence behaviour of the different contributions of the CCSD correlation energy for the Ca atom. The results are summarized in Fig. 1.

In all cases, extrapolated values from correlation consistent basis sets (CCBS, see Table 4) have been used as reference (see Section 2.2.3 for details about the extrapolation technique). In this study, core and valence electrons have been defined in accordance with the so-called “chemical-core” used in ORCA 3.0 in the frozen-core approach, and the correlation energy has been divided accordingly. Therefore, all electrons are labelled as “core” but the ones in the outermost 4s orbital.

As expected, the largest deviation is in the core–core correlation energy for all basis sets (upper panel of Fig. 1), while the remaining contributions are comparatively much closer to the CCBS reference. The Ahlrichs’ and correlation consistent basis sets provide very similar performance and the inclusion of Peterson’s weighted core–valence functions significantly improves the results in both cases. Remarkably enough, the very large cc-pwCV5Z basis set gives values that are very close to the CCBS reference. This is true also for the core–valence and valence–valence components of the correlation energy, as shown in the lower panel of Fig. 1. Interestingly, the Sapporo basis sets provide much smaller correlation contributions and will not be used for routine calculations in this work.

These preliminary results suggest to test the performance of correlation consistent basis sets, in conjunction with the extrapolation scheme described in Section 2.2.2, on a wider range of situations (see Section 3.2). We recall here that, for most of the atoms studied in this work, these basis sets are used in conjunction with small-core pseudopotentials (the cc-pwCVNZ-PP set, see Section 2.2.1 for details). It is worth mentioning that in cc-pwCVNZ basis sets for Na, Mg, Cl and Ca, the deep core electrons, namely 1s for Na, Mg and Cl and 1s2s2p for Ca, are described with single contracted Gaussian functions not directly optimized to be used in calculations including electron correlation. Therefore, the use of this family of basis sets in AE calculations is, in principle, not absolutely rigorous. However, we expect that the error introduced by using cc-pwCVNZ basis sets in AE calculations is small as deep
core electrons are inert and do not participate in chemical bonding. Indeed, additional calculations performed with the “reduced” frozen core approximation, in which in addition to all valence electrons only the sub-valence (not deep core) electrons on the metal were correlated, resulted in reaction enthalpies very close to those from the AE calculations in which all the electrons were correlated (vide infra).

As already mentioned, the DLPNO-CCSD method relies on the RI approximation, and the quality of the auxiliary basis set used in the calculation strongly affects the overall accuracy. In general, the auxiliary basis sets def2-tzvpp/C and def2-qzvpp/C, available for most elements, perform well and can be used in conjunction with the corresponding triple- and quadruple-$\zeta$ basis sets. However, the accuracy of these auxiliary sets in conjunction with Peterson’s basis sets in all-electron calculations needs to be tested.

As a first example, we initially computed cc, cv and vv correlation energy contributions for the Ca atom at the all electron DLPNO-CCSD level using different auxiliary basis sets and T_CutPNO = 0. With this T_CutPNO threshold, DLPNO-CCSD and canonical CCSD are expected to give similar absolute energies, provided that the auxiliary basis set is good enough. Fig. 2 shows the error in the DLPNO-CCSD correlation energy terms with respect to canonical CCSD for different auxiliary basis sets.

For this atom, the error in the absolute energy between DLPNO-CCSD and canonical CCSD is very small with all auxiliary basis sets (note that relative energies are typically two orders of magnitude more accurate than absolute energies due to error cancellation). However, the error associated with the def2-tzvpp/C basis set in conjunction with cc-pwCVTZ is comparatively much larger. For this reason, the def2-qzvpp/C basis set will be used in the following in conjunction with both the cc-pwCVTZ and cc-pwCVQZ basis sets.

3.2 Statistical study

This section is organized as follows. First, the performance of the CCSD(T) method in its frozen core and all electron approaches in reproducing 9 reaction enthalpies involving 2nd period elements (Li, Be) is discussed. Second, we proceed to 11 reaction enthalpies of complexes of 3rd period elements (Na, Mg). After that we concentrate on 6 reaction enthalpies involving Ca and Sr complexes (2 group, 4th and 5th periods). Next, we comment on the performance obtained for 6th period heavy elements, Ba and Pb(II).

Then, we discuss the overall performance obtained for the combined dataset involving all the 8 non-transition metals. Practical recommendations on the frozen core approach for chemistry of non-transition metals will be given.

3.2.1 Second period (Li, Be) complexes. The deviations obtained for reaction enthalpies involving Li and Be complexes calculated with correlation consistent basis sets and CCSD(T) and DLPNO-CCSD(T) methods and with the FC and AE approaches in the CBS extrapolation limit are presented in Chart 1. Encouragingly, both CCSD(T) and DLPNO-CCSD(T) methods with both FC and AE schemes provide absolute errors smaller than 2.3 kcal mol$^{-1}$ for all the reactions. The largest deviations of 2.3 kcal mol$^{-1}$ have been obtained with the DLPNO-CCSD(T) method and the AE approach for reactions (5) and (6). However, the deviation for reaction (6) is within the corresponding experimental uncertainty and for reaction (5) it is only 0.1 kcal mol$^{-1}$ larger (see Table 2).

In general, the FC approach leads to somewhat smaller errors compared to the AE approach. In particular, for reactions (1), (5) and (6), the deviations in the reaction enthalpies are smaller by 1.2, 2.2 and 1.5 kcal mol$^{-1}$, respectively, when the FC approach is applied. This perhaps counterintuitive conclusion can be explained by the fact that the deviations obtained with both FC and AE approaches are quite small and almost within the associated experimental uncertainties. Therefore, no statistically sound conclusion on the better performance of the frozen core approach can be made.

![Fig. 2](image-url) Absolute error in the cc, cv and vv correlation energy contributions with different auxiliary basis sets for the Ca atom and cc-pwCVTZ/QZ basis sets. Canonical CCSD energies are used as reference.
The excellent performance of the FC approach for the Li and Be reactions we studied suggests that no significant mixing between core and valence orbitals occurs and that all the core orbitals have been properly identified and isolated. In fact, only for one complex, LiBr, inversion of the molecular orbitals was needed: MO 10, mainly consisting of the 1s core orbital of Li, was replaced with MO 5, mainly consisting of the d orbital of Br. This means that, apart from LiBr, simple energy-based selection of the core orbitals would be sufficient.

Then, as no artificial mixing of the core and valence orbitals has been detected, the magnitude of the core–core (cc) and core–valence (cv) correlation effects can be derived from the direct comparison of the FC and AE reaction enthalpies. Thus, for reactions (2)–(4), (8) and (9), the cc and cv correlation effects turned out to be smaller than 1 kcal mol$^{-1}$. Significantly larger cc and cv correlation effects have been found for reactions (1), (5), (6) and (7). The largest effect of the core correlation is the difference between canonical CCSD(T) and DLPNO values of 2.4 kcal mol$^{-1}$ has been found for reaction (5), indicating that inclusion of the 1s orbital of Be in the correlation is essential. This means that inclusion of the core correlation is important for accurate thermochemistry of Li and Be complexes.

The DLPNO truncation almost does not affect the absolute reaction enthalpies (see the last paragraph of Section 3.3.5), since the difference between canonical CCSD(T) and DLPNO values is only within a fraction of a kcal mol$^{-1}$. The largest deviation was obtained for reaction (9) and the AE approach, and amounts to 0.8 kcal mol$^{-1}$ only.

The following table lists the reactions used to build the datasets.

| No. | Reaction | Expt. avg. $\Delta H$ (298.15 kcal mol$^{-1}$) |
|-----|----------|---------------------------------------------|
| 1   | LiH + F$_2$ = LiF + HF | -180.0 (-2.6; 2.6) |
| 2   | LiH + Cl$_2$ = LiCl + HCl | -102.3 (-3.4; 3.4) |
| 3   | LiH + Br$_2$ = LiBr + HBr | -86.1 (-3.8; 3.4) |
| 4   | LiH + I$_2$ = LiI + HI | -63.2 (-3.1; 3.3) |
| 5   | Be + F$_2$ = BeF$_2$ | -267.8 (-2.1; 2.3) |
| 6   | Be + Cl$_2$ = BeCl$_2$ | -163.8 (-3.4; 4.0) |
| 7   | Be + H$_2$O = BeO + H$_2$ | -11.2 (-3.2; 5.5) |
| 8   | BeF$_2$ + Cl$_2$ = BeCl$_2$ + F$_2$ | 104.0 (-3.3; 3.7) |
| 9   | BeF$_2$ + H$_2$O = BeO + F$_2$ + H$_2$ | 279.6 (-3.1; 5.2) |
| 10  | NaF + Cl$_2$ = NaCl + HF | -16.5 (-2.0; 2.4) |
| 11  | NaF + Br$_2$ = NaBr + HF | -21.5 (-2.3; 2.9) |
| 12  | NaF + I$_2$ = NaI + HF | -21.3 (-3.3; 2.6) |
| 13  | NaCl + Br$_2$ = NaBr + Cl$_2$ | -5.1 (-1.8; 2.0) |
| 14  | NaCl + I$_2$ = NaI + Cl$_2$ | -4.9 (-3.3; 2.6) |
| 15  | NaBr + I$_2$ = NaI + Br$_2$ | 0.2 (-3.8; 2.9) |
| 16  | Mg + F$_2$ = MgF$_2$ | -209.4 (-3.1; 3.0) |
| 17  | Mg + Cl$_2$ = MgCl$_2$ | -130.0 (-1.7; 2.0) |
| 18  | Mg + Br$_2$ = MgBr$_2$ | -115.5 (-4.8; 4.9) |
| 19  | Mg + I$_2$ = MgI$_2$ | -89.8 (-3.2; 4.6) |
| 20  | MgF$_2$ + Cl$_2$ = MgCl$_2$ + F$_2$ | 79.4 (-4.1; 4.5) |
| 21  | Ca + F$_2$ = CaF$_2$ | -230.0 (-3.6; 4.5) |
| 22  | Ca + Br$_2$ = CaBr$_2$ | -147.3 (-3.4; 3.5) |
| 23  | Sr + F$_2$ = SrF$_2$ | -223.3 (-5.3; 3.3) |
| 24  | Sr + Cl$_2$ = SrCl$_2$ | -153.5 (-4.1; 4.0) |
| 25  | Sr + Br$_2$ = SrBr$_2$ | -144.4 (-6.3; 5.3) |
| 26  | Sr + I$_2$ = SrI$_2$ | -118.9 (-6.3; 3.9) |
| 27  | Ba + F$_2$ = BaF$_2$ | -235.2 (-2.7; 5.2) |
| 28  | Ba + Cl$_2$ = BaCl$_2$ | -161.5 (-4.0; 5.5) |
| 29  | Ba + H$_2$O = BaO + H$_2$ | -15.9 (-2.9; 4.4) |
| 30  | PbCl$_2$ + Br$_2$ = PbBr$_2$ + Cl$_2$ | 9.2 (-2.6; 3.2) |
| 31  | PbCl$_2$ + I$_2$ = PbI$_2$ + Cl$_2$ | 25.4 (-3.1; 3.1) |
| 32  | PbBr$_2$ + I$_2$ = PbI$_2$ + Br$_2$ | 16.2 (-3.6; 3.0) |

The following table lists the core correlation options.

| Method | Orbitals in SCF | Orbitals in post-HF |
|--------|----------------|-------------------|
| FC     | All non-ECP    | Noble gas$^a$     |
| AE     | All non-ECP    | All non-ECP       |

$^a$ The noble gas core configuration is frozen and the corresponding orbitals are not included in the post-HF part. For example, for Ca, the [Ar] configuration is frozen. For Pb, the 6s6p electrons are treated as valence, i.e. included in the correlation treatment.

To have a more comprehensive vision, the overall performance obtained for the 9 Be and Li reactions is given in Chart 2 for both canonical and DLPNO CCSD(T) (PNO) methods with the FC and AE approaches and with the TZ, QZ, 5Z (for DLPNO only) and CBS (TZ, QZ) and CBS (QZ, 5Z) extrapolation schemes. Analysis of Chart 2 indicates again a slightly better performance of the FC approach and a negligible difference between canonical and DLPNO CCSD(T) results.

Another difference between the FC and AE schemes is related to the convergence with respect to the basis set size. Regardless of the core correlation settings, a noticeable decrease in both MUE and MSE is observed when going from the TZ to QZ basis set, as expected. When going from the QZ to 5Z basis set, marginal differences in the MUE/MSE are observed, indicating that the results are essentially converged with the QZ basis set. However, both TZ/QZ and QZ/5Z CBS extrapolation schemes lead to smaller errors compared to the QZ results only in the case of the FC approach. In the case of the AE scheme, even a slight increase of errors is observed compared to the QZ results. Noteworthily, the CBS extrapolation based on TZ/QZ basis sets results almost in the same MUE/MSE compared to the QZ/5Z scheme, requiring quite demanding 5Z calculations.

### 3.2.2 Third period (Na, Mg) complexes

Deviations obtained for reaction enthalpies involving Na and Mg complexes calculated with CCSD(T) and DLPNO-CCSD(T) methods with the FC and AE approaches in CBS extrapolation are presented in Chart 3. Compared to Li and Be complexes, significantly larger deviations have been obtained especially with the FC approximation. Thus, deviations larger than 3 kcal mol$^{-1}$ have been obtained for reactions (12), (16), (17) and (19).

For reaction (12) the experimental uncertainty is (-3.9; 3.5) kcal mol$^{-1}$. The CCSD(T)/CBS method with the AE and FC approaches results in deviations of 2.2 and 3.9 kcal mol$^{-1}$, respectively, which are almost within the experimental uncertainty. Similar conclusions can be drawn for reaction (19) for which the experimental uncertainty (-3.2; 4.6) is comparable with the deviations obtained with the CCSD(T)/CBS scheme within the AE and FC approaches, 5.1 and 3.3 kcal mol$^{-1}$.

For reactions (16) and (17) the deviations obtained with the CCSD(T)/CBS scheme within the FC approach of 4.1 and 3.9 kcal mol$^{-1}$, respectively, turned out to be significantly larger compared to experimental uncertainties of (-3.1; 3) and (-1.7; 2.0) for these reactions. Meanwhile, the AE deviations are almost within the experimental uncertainties.

Inversion of the orbitals was required for complexes MgBr$_2$, NaBr and NaI. In all cases the 2p core orbitals of Na and Mg have been properly identified and isolated.
turned out to be in the valence region. No significant mixing between core and valence orbitals has been revealed for Na and Mg complexes studied in this work, with all the core orbitals properly identified and isolated. Therefore, comparison of the FC and AE results can be used to evaluate core–core and core–valence correlation effects. Only for two reactions, reactions (13) and (20), the cc and cv correlation effects were found to be smaller than 1 kcal mol$^{-1}$. For all other reactions, these effects turned out to be significantly larger. The largest deviation between FC and AE approximations was found for reaction (18) and amounted to 2.3 kcal mol$^{-1}$, indicating the importance of including core (sub-valence) orbitals in the calculations.

Thus, contrary to the Be and Li results, the FC approach in general results in larger deviations compared to the more CPU demanding AE scheme. This conclusion can also be drawn from Chart 4, where the overall performance obtained for the 11 Na and Mg reactions is given for both canonical and DLPNO coupled cluster methods with FC and AE approaches and with TZ, QZ, 5Z and CBS TZ/QZ and CBS QZ/5Z (for DLPNO) extrapolation schemes. The poor performance of the FC approach for Na and Mg has also been emphasized previously by Martin et al.$^{32}$
Thus, CCSD(T)/CBS (FC) MUE is 2.5 kcal mol\(^{-1}\), which is 1 kcal mol\(^{-1}\) larger compared to CCSD(T)/CBS (AE) MUE. Another conclusion from the analysis of Chart 4 is that QZ results for all the method combinations provide the smallest deviations, making the use of relatively large 5Z basis sets and the CBS extrapolation schemes TZ/QZ and QZ/5Z redundant, at least for the reactions in this study. As previously found for Be and Li complexes, only a negligible difference, a fraction of a kcal mol\(^{-1}\), is found between DLPNO and canonical coupled cluster methods.

### 3.2.3 Fourth and fifth period (Ca, Sr) complexes.

The deviations obtained for reaction enthalpies involving Ca and Sr complexes with correlation consistent basis set and canonical CCSD(T) and DLPNO-CCSD(T) methods and with the FC and AE approaches in CBS extrapolation are presented in Chart 5. Compared to the third period complexes, significantly larger deviations have been obtained. In particular, large deviations of more than 13 kcal mol\(^{-1}\) have been detected for reaction (21) when the FC was applied. Since that large deviation cannot be explained by the relatively modest experimental uncertainties of (−3.6; 4.5) kcal mol\(^{-1}\) for this reaction, and because the AE approach performs significantly better, the FC approach is not applicable here. Indeed, it was already reported that neglecting (3s, 3p) correlation in K and Ca compounds leads to erratic results at best, and chemically nonsensical ones if chalcogens or halogens are present.\(^{32}\) For this reaction the CCSD(T)/CBS(TZ/QZ) AE approach yields a deviation equal to 6.9, which is 2.4 kcal mol\(^{-1}\) larger compared to the maximum experimental uncertainty.

However, the deviation obtained with the QZ basis set is only 1.1 kcal mol\(^{-1}\) (see Chart 6). At the same time, the CCSD(T)/QZ FC MUE is 16.2 kcal mol\(^{-1}\), indicating clearly that the FC approach rather than the CBS extrapolation scheme is responsible for the failure. Interestingly, for reaction (23) the AE approach results in a deviation of 6.5 kcal mol\(^{-1}\), which is clearly larger than 2.4 kcal mol\(^{-1}\) obtained with the FC approach and cannot be explained by the experimental uncertainty of (−5.5; 3.3). Once again, the CCSD(T)/QZ AE deviation is only 1.3 kcal mol\(^{-1}\) (see Chart 6), which is well below the experimental uncertainty, indicating that the CBS might result in the lack of some error cancellations taking place with the QZ basis set.
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**Chart 3**  The deviations with respect to experimental reaction enthalpies obtained for the third period dataset (Na, Mg) with correlation consistent basis sets in CBS TZ/QZ extrapolation and canonical CCSD(T) and DLPNO- CCSD(T) methods and with FC (“frozen core”) and AE (“all electron”) approaches. The experimental deviations for each reaction are represented by black solid lines.

---

**Chart 4**  Mean unsigned (MUE) and mean signed (MSE) deviations with respect to experimental reaction enthalpies obtained for the third period dataset (Na, Mg) with correlation consistent basis sets and canonical CCSD(T) and DLPNO-CCSD(T) methods and with FC (“frozen core”) and AE (“all electron”) approaches.
In contrast to previous cases, apart from orbital inversion, significant mixing between core and valence orbitals has been found for two molecules of reactions (21)-(26). First, in CaF$_2$, significant mixing occurs between the 3p core orbitals of Ca and the valence 2s orbital of F (MO 13, see Fig. S1, ESI†). Treating this orbital as core is apparently responsible for the large error documented for reaction (21), which is in line with previous works.$^{22,23}$ Indeed, additional calculations with the 3s orbitals of Ca and the valence 4s4p orbitals of F were found.$^{1,2}$ This indicates that the cc and cv correlation effects are large for this reaction and amount to 9 kcal mol$^{-1}$. We can rationalize this remarkable effect in terms of the dispersion interaction arising between the core electrons of Sr and the electrons on the F atoms. In fact, as already discussed by Petersson and co-workers,$^{25}$ London dispersion forces between core electrons of one atom and electrons in neighbouring atoms can contribute significantly to binding energies. In the present case, the strong interaction between the Sr and the F atoms brings them very close to each other, leading to non-negligible attractive forces between their electrons. Indeed, reduced frozen core calculations with the 4s4p orbitals of Sr included in the correlation space resulted in a CBS reaction enthalpy of $-229.3$ kcal mol$^{-1}$.

Similar comparisons made for reaction (25) have revealed the effects from the cc and cv correlation of 2 kcal mol$^{-1}$. The FC, AE and reduced frozen core (4s4p of Sr moved to the correlation space) reaction enthalpies are $-140.1$, $-142.0$ and $-142.3$ kcal mol$^{-1}$, respectively. Finally, the FC, AE and reduced frozen core (4s4p of Sr are correlated) reaction enthalpies are $-122.8$, $-120.5$ and $-120.6$ kcal mol$^{-1}$, respectively. This means that the cc and cv correlation effects are ca. 2 kcal mol$^{-1}$ for the SrI$_2$ reaction, indicating that even in the absence of core and valence orbital mixing, core-core and core-valence correlation effects can be very strong and cannot be ignored.

The smaller MUE/MSE values obtained with the QZ basis set are also confirmed in Chart 7 where the overall performance obtained for the 6 Ca and Sr reactions is given for both canonical and DLPNO coupled cluster methods with the FC and AE approaches and with TZ, QZ, 5Z and CBS TZ/QZ and QZ/5Z extrapolation schemes. Thus, MUE obtained with the QZ basis set is only 1.9 kcal mol$^{-1}$ for the CCSD(T) AE method while the corresponding CBS value is 3.6 kcal mol$^{-1}$, thus pointing to a questionable role of the CBS extrapolation scheme in this case. Also, application of large 5Z basis sets and the CBS
QZ/SZ extrapolation scheme does not improve the QZ performance, indicating that quite CPU demanding S2 calculations can be avoided. The poor performance of the FC approach is also confirmed in Chart 7, where the left half of the chart clearly contains larger MUEs. As previously found, only negligible difference of a fraction of a kcal mol\(^{-1}\) between DLPNO and canonical coupled cluster methods can be detected.

### 3.2.4 Sixth period (Ba, Pb (II)) complexes.

Deviations obtained for reaction enthalpies involving Ba and Pb(II) complexes calculated with the correlation consistent basis set and CCSD(T) and DLPNO-CCSD(T) methods and with the FC and AE approaches in the CBS extrapolation are presented in Chart 8. Similarly to the reactions of fourth and fifth period complexes, significant deviations (~10–32 kcal mol\(^{-1}\)) have been obtained with the FC approach. Since these large deviations cannot be explained by the relatively modest experimental uncertainties of 2–5 kcal mol\(^{-1}\) and because the AE approach performs significantly better, the FC approach is not applicable for these reactions.

With the AE approach in the CBS limit the largest errors have been obtained for reactions (27) (7.7 kcal mol\(^{-1}\)) and (28) (7.2 kcal mol\(^{-1}\)). The quite large experimental uncertainties for those reactions (2.7; 5.2) and (4.0; 5.5) kcal mol\(^{-1}\), respectively, can partially account for such large deviations. The fact that deviations obtained with CCSD(T) and QZ basis sets and AE are only 1.3 and 2.7 kcal mol\(^{-1}\) (see Chart 9) would suggest that the

---

**Chart 7** Mean unsigned (MUE) and mean signed (MSE) deviations with respect to experimental reaction enthalpies obtained for the fourth and fifth period dataset (Ca and Sr) with correlation consistent basis sets and canonical CCSD(T) and DLPNO-CCSD(T) methods and with FC ("frozen core") and AE ("all electron") approaches.

**Chart 8** The deviations with respect to experimental reaction enthalpies obtained for the sixth period dataset (Ba, Pb(II)) with correlation consistent basis sets in CBS extrapolation and CCSD(T) and DLPNO-CCSD(T) methods and with FC ("frozen core") and AE ("all electron") approaches. The experimental deviations for each reaction are represented by black solid lines.

**Chart 9** The deviations with respect to experimental reaction enthalpies obtained for the sixth period dataset (Ba, Pb(II)) with correlation QZ consistent basis sets (cc-pwCVQZ(-PP)) and CCSD(T) and DLPNO-CCSD(T) methods and with FC ("frozen core") and AE ("all electron") approaches. The experimental deviations for each reaction are represented by black solid lines.
CBS extrapolation does not work for these two reactions. However, the fact that 5Z DLPNO-CCSD(T) AE results in deviations of 4.7 and 4.9 kcal mol\(^{-1}\) (QZ DLPNO-CCSD(T) errors are 1.9 and 3.6 kcal mol\(^{-1}\), again very close to canonical CCSD(T), see above and Chart 9) indicates that the CBS extrapolation scheme is not responsible for the large deviation, rather the errors are increasing upon the increase in the basis sets for these reactions in general, which is not as expected. Such strange behaviour of the CCSD(T) AE method for these two reactions might only be explained by the very difficult natures of these two reactions, since both of them are dissociation/association reactions (Ba + \(X_2\) = Ba\(X_2\), \(X = F, Cl\)) where the metal changes the oxidation state from 0 (in the atom) to +2 and no error compensation can be expected. In addition, the electronic structure of barium is drastically different in both parts of the equations. We do not expect that the core orbitals (replaced by relativistic ECP on the Ba atom, e.g. as f-orbitals in the case of Hf complexes\(^{35}\)) or approximation of the scalar relativistic effects by relativistic pseudopotential is responsible for these failures since the DLPNO-CCSD(T) method with QZ fully de-contracted Sapporo basis sets accomplished with diffuse functions for all the exponents and AutoAuxiliary basis sets lead to deviations of 8.5 and 4.9 kcal mol\(^{-1}\) for reactions (27) and 28, respectively, which are almost identical to CCSD(T)/CBS AE results. Finally, it is not impossible that the experimental data are not very accurate for Ba\(F_2\) and Ba\(Cl_2\).

The smaller MUE/MSE values obtained with the QZ basis set are also confirmed in Chart 10, where the overall performance obtained for the 6 reactions is given for both canonical and DLPNO coupled cluster methods with/without the frozen core approach and with TZ, QZ, 5Z and CBS TZ/QZ and QZ/5Z extrapolations. Thus, MUE obtained with the QZ basis set is only 2.3 kcal mol\(^{-1}\) for the CCSD(T) AE method while the corresponding CBS value is 3.7 kcal mol\(^{-1}\). The poor performance of the frozen core approach is also confirmed in Chart 10 (the errors in the left side of the chart are clearly higher). As previously found, only negligible difference of a few tenths of a kcal mol\(^{-1}\) between DLPNO and canonical coupled cluster methods can be detected.

Strong mixing between the core 5p orbitals of Ba and the valence orbitals of oxygen and halogens was found for all the Ba compounds we studied, namely, Ba\(F_2\), Ba\(Cl_2\) and Ba\(O\). This indicates that the large errors observed for reactions (27)–(29) are due to inconsistent treatment of the core and valence correlation in Ba. For Ba\(F_2\), the mixing between the core (sub-valence) 5s orbital of Ba and the 2s valence orbital of F was identified in MO 3 (see Fig. S3 (ESI†)). Moreover, in MO 8 (Fig. S4, ESI†), mixing between the core 5p orbital of Ba and the 2s2p valence orbitals of F was identified as well. The FC CBS predicted enthalpy of reaction (27) is \(-216.7\) kcal mol\(^{-1}\), versus an AE predicted enthalpy of \(-242.9\) kcal mol\(^{-1}\), indicating that inclusion of the sub-valence Ba 5s5p orbitals has a substantial effect. It is confirmed by reduced FC calculations (5s5p orbitals of Ba moved to the correlation space), in which the CBS enthalpy of reaction (27) is \(-242.5\) kcal mol\(^{-1}\). For Ba\(Cl_2\), significant mixing of the sub-valence (core) 5p orbitals of Ba with the 3s valence orbital of Cl was identified in MO 16, treated as a core orbital (see Fig. S5 (ESI†)). The FC CBS predicted enthalpy of reaction (28) is \(-151.4\) kcal mol\(^{-1}\), versus an AE predicted enthalpy of \(-168.7\) kcal mol\(^{-1}\). Reduced FC calculations (5s5p orbitals of Ba moved to the correlation space) resulted in a CBS enthalpy of \(-168.5\) kcal mol\(^{-1}\), indicating that correlating the 5s5p orbitals is essential, while correlating the 1s2s2p orbitals of Cl is not. Finally, for Ba\(O\), significant mixing of the core (sub-valence) Ba 5p orbital with the valence O 2s orbital was identified in MO 6 (see Fig. S6 (ESI†)). The FC CBS predicted

![Chart 10](Image)

**Chart 10** Mean unsigned (MUE) and mean signed (MSE) deviations with respect to experimental reaction enthalpies obtained for the sixth period dataset (Ba, Pb(II)) with correlation consistent basis sets and canonical CCSD(T) and DLPNO-CCSD(T) and with FC (“frozen core”) and AE (“all electron”) approaches.
enthalpy of reaction (28) is 15.1 kcal mol\(^{-1}\), versus an AE predicted enthalpy of \(-15.2\) kcal mol\(^{-1}\). Reduced FC calculations (5s5p orbitals of Ba moved to the correlation space) resulted in a CBS enthalpy of \(-15.3\) kcal mol\(^{-1}\), indicating that inclusion of the 5s5p Ba orbitals in the correlation space is essential (while inclusion of core 1s orbitals of O is not).

No mixing of the core and valence orbitals has been found for the molecular core orbitals of the lead complexes we studied. Hence, the difference between the FC and the AE calculations can be attributed solely to the cc and cv correlation effects. The FC CBS enthalpy for reaction (30) is 8.6 kcal mol\(^{-1}\), versus an AE CBS enthalpy of 11.3 kcal mol\(^{-1}\), indicating that the cc and cv effect for this reaction is 2.7 kcal mol\(^{-1}\). Reduced FC calculations (5s5p orbitals of Pb moved to the correlation space) resulted in a CBS enthalpy of 11 kcal mol\(^{-1}\). The FC CBS enthalpy for reaction (31) is 24.2 kcal mol\(^{-1}\), versus an AE CBS enthalpy of 28.6 kcal mol\(^{-1}\), indicating that the cc and cv effect for this reaction is 4.4 kcal mol\(^{-1}\). Reduced FC calculations (5s5p orbitals of Pb included in the correlation space) resulted in a CBS enthalpy for this reaction of 28.5 kcal mol\(^{-1}\). The FC CBS enthalpy for reaction (32) is 15.6 kcal mol\(^{-1}\), versus an AE CBS enthalpy of 17.3, indicating that the cc and cv effect for this reaction is 1.7 kcal mol\(^{-1}\). Reduced FC calculations (5s5p orbitals of Pb moved to the correlation space) resulted in a CBS enthalpy for this reaction of 17.5 kcal mol\(^{-1}\). All these results indicate that inclusion of the sub-valence 5s5p orbitals of Pb in the correlation treatment is essential while inclusion of the core orbitals of halogens (1s for F, 1s2s2p for Cl and 3s3p for Br) is not.

### 3.2.5 Overall performance

The overall performance obtained for all 32 reactions of Li, Be, Na, Mg, Sr, Ba and Pb complexes is given in Chart 11. As expected, due to large deviations obtained for the frozen core approach for some reactions of Na, Mg, Ca, Sr, and Ba, the resulting FC MUEs are quite large (>3.9 kcal mol\(^{-1}\)) regardless of the method (canonical or DLPNO) and the basis sets. All the errors documented in the current work for the frozen core approximation can be classified into two groups: (a) errors due to mixing of the metal core orbitals with the valence orbitals of oxygen and halogens in the core MO orbitals; (b) errors exclusively due to neglecting core-core and core-valence correlation when no artificial mixing of the core and valence orbitals is observed. The largest errors obtained for the frozen core approximation are dominated by the first group. In particular, mixing of the core and valence orbitals has been identified for CaF\(_2\), SrCl\(_2\), BaF\(_2\), BaCl\(_2\) and BaO, leading to errors up to 30–40 kcal mol\(^{-1}\) for some reactions. The second group of errors, dominated by neglecting cc and cv correlation, turned out to be essential for reactions involving Pb and Sr complexes. Comparison of the FC and AE reaction enthalpies indicated that cc and cv correlation is significant also for reactions involving Li, Be, Na and Mg, and cannot be ignored if accurate reaction enthalpies are targeted. Both groups of errors can be ameliorated by extension of the correlation space with sub-valence orbitals of metals. More conservative FC defaults will be available in the upcoming ORCA 4.0 release. However, the new defaults will require careful basis set specifications: e.g. in the new FC default the 3s3p sub-valence orbitals of Ca are correlated and thus require cc-pCVnZ basis sets on Ca, since the standard cc-pVnZ basis set on Ca might result in errors as the inner s and p functions on Ca have not been designed to be correlated. Test calculations showed that the currently used chemical cores might be too large and that more conservative chemical core regions might significantly increase the accuracy, without the need to include all electrons in the correlation calculations. The chemical core regions for heavier elements will
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**Chart 11** Mean unsigned (MUE) and mean signed (MSE) deviations with respect to experimental reaction enthalpies obtained for the combined dataset (Li, Be, Na, Mg, Ca, Sr, Ba, Pb(ii)) with correlation consistent basis sets and canonical CCSD(T) and DLPNO-CCSD(T) methods and with FC (“frozen core”) and AE (“all electron”) approaches.
be revisited and the influence on the accuracy of the prediction of the experimental data will be investigated in a different publication.51

In the AE approach the largest errors were obtained with the TZ basis sets, namely 3.5 and 3.3 kcal mol$^{-1}$ for canonical CCSD(T) and its DLPNO counterpart, respectively. QZ basis sets give MUEs of 1.4 kcal mol$^{-1}$ for canonical CCSD(T) and 1.5 kcal mol$^{-1}$ for DLPNO-CCSD(T) methods. CBS TZ/QZ extrapolation leads to somewhat larger MUE compared to that with the QZ basis set, namely deviations of 2.2 kcal mol$^{-1}$ for both the canonical and DLPNO coupled cluster, respectively. The 5Z AE DLPNO-CCSD(T) calculations result in a MUE of 1.7 kcal mol$^{-1}$ which is 0.2 kcal mol$^{-1}$ larger compared to QZ results. Finally, the CBS QZ/SZ extrapolation results in a MUE of 2.1 kcal mol$^{-1}$ which is almost equal to CBS TZ/QZ extrapolation results. The smallest MSEs have been obtained for the QZ basis sets as well when the AE approach is used.

Finally, we have also calculated the deviations between the DLPNO-CCSD(T) reaction energies and their canonical CCSD(T) counterparts with all basis sets and the core-correlation settings for all 32 reactions studied in the present work. The deviations are given in Table S1 (ESI†) and the summary including the mean unsigned errors (MUE) and mean signed errors (MSE) is depicted in Chart 12. The largest MUE of 0.3 kcal mol$^{-1}$ has been obtained for CBS extrapolated AE calculations; for all other core correlation settings and basis sets, MUEs of only 0.2 kcal mol$^{-1}$ have been obtained. When analysing the deviations for the individual reactions in Table S1 (ESI†), the largest deviation between DLPNO-CCSD(T) and canonical CCSD(T) methods has been detected for AE calculations of reaction energy for reaction (29), see Table 2, and amounts to only 1.1 kcal mol$^{-1}$. For all other reactions for all the combinations of basis sets and core correlation settings, deviations smaller than 0.9 kcal mol$^{-1}$ have been obtained. All these results indicate that the DLPNO-CCSD(T) method is quite robust and reliable, providing essentially CCSD(T) accuracy at significantly smaller computational time and less severe hardware demands.

4 Conclusions

We have tested the performance of CCSD(T) and DLPNO-CCSD(T) methods, in conjunction with correlation consistent basis sets of Peterson et al., in reproducing the ligand exchange and association/dissociation enthalpies of highly ionic complexes of Li, Be, Na, Mg, Ca, Sr, Ba and Pb(n), for which experimental estimates are available. Two different strategies have been used to determine the number of electrons to be included in the correlation treatment. In the first option, only valence electrons were included, giving rise to the FC approach that can significantly speed up the calculations and either save the CPU time or make the calculations of larger molecules feasible. In the second option, all non-ECP electrons were included, giving rise to the AE (all electron) approach. The FC approach resulted in poor performance, both due to artificial mixing of the core sub-valence orbitals of the metal atom and the valence orbitals of oxygen and halogens in the molecular core orbitals and due to neglecting core–core and core–valence correlation effects. This is the consequence of very few valence electrons on the metals and highly ionic bonding. However, the performance of the FC approach is not homogeneous and turned out to be surprisingly good with MUEs below 2.0 kcal mol$^{-1}$ for all the reaction enthalpies of Li and Be and for some reaction enthalpies of Na, Mg, Ca, Sr, Ba and Pb complexes. For a few reaction enthalpies of Ca and Ba, deviations up to 40 kcal mol$^{-1}$ have been observed, indicating that the reliability of the FC approach has always to be verified via test calculations (e.g. on smaller model systems) using AE calculations or FC calculations with sub-valence orbitals included in the correlation space. Even if no significant artificial mixing is obtained between the core metal orbitals and valence orbitals of oxygen and halogens, the effects of the core–core and core–valence correlations might be as large as 10 kcal mol$^{-1}$ and cannot be ignored. We realize that, for the considered reactions, the importance of the inclusion of the core orbitals might be obvious and documented in earlier works, and in fact the FC approach resulted in huge deviations from both experimental measurements and AE calculations. At the same time, we believe that there are many cases where the importance of inclusion of the core correlation and sub-valence orbitals in the calculations is not that obvious and still may result in deviations that are harder to detect. This is especially true for the systems which have never been studied by the CCSD(T) calculations before, and for which the local CCSD(T) methods, in particular DLPNO-CCSD(T), made it possible for the first time. The AE approach provided much better overall performance and is recommended for routine CCSD(T) calculations when
the importance of the core correlation is unclear, and the right answer for the right reason is the goal. For some of the investigated metals the default chemical cores used in this work might be too large and more conservative chemical core regions might significantly increase the accuracy of results with the FC approach. In a different publication the chemical core regions for heavier elements will be revisited and their influence on the accuracy of the prediction of experimental reaction enthalpies will be investigated.51

Another important point is that for most systems results are not converged at the TZ level and require at least QZ basis set calculations. Perhaps surprisingly, both TZ/QZ and QZ/5Z extrapolation schemes, as suggested by Helgaker et al., did not significantly improve upon the QZ results, and in fact often resulted in slightly higher deviations in the reaction enthalpies making CBS extrapolation redundant at least for the reactions in the current work. Moreover, even deviations resulting from 5Z basis sets turned out to be larger in many cases compared to the QZ results, indicating that some fortuitous cancellations take place.

In general, larger deviations have been obtained for reaction enthalpies involving complexes of heavier metals, i.e. Sr, Ba and Pb. This can at least partially be explained by large experimental uncertainties associated with reaction enthalpies involving these metals.

Finally, the DLPNO-CCSD(T) method with the tight PNO settings was confirmed to very closely approximate the parent canonical CCSD(T) method performance (MUEs of 0.2 to 0.3 kcal mol\(^{-1}\)) also for the reaction enthalpies where the effects from the core correlation turned out to be important. This makes the application of the DLPNO method promising also in those cases where core-correlation effects might play an important role. One such potentially promising application is the calculation of unknown formation enthalpies via theoretically calculated reaction enthalpies and known formation enthalpies for all but one reactant and product, as shown by us earlier.88 We recommend the use of the DLPNO-CCSD(T) AE protocol for this purpose.
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