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Abstract: Many image processing, computer graphics, and computer vision problems can be treated as image-to-image translation tasks. Such translation entails learning to map one visual representation of a given input to another representation. Image-to-image translation with generative adversarial networks (GANs) has been intensively studied and applied to various tasks, such as multimodal image-to-image translation, super-resolution translation, object transfiguration-related translation, etc. However, image-to-image translation techniques suffer from some problems, such as mode collapse, instability, and a lack of diversity. This article provides a comprehensive overview of image-to-image translation based on GAN algorithms and its variants. It also discusses and analyzes current state-of-the-art image-to-image translation techniques that are based on multimodal and multidomain representations. Finally, open issues and future research directions utilizing reinforcement learning and three-dimensional (3D) modal translation are summarized and discussed.
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1. Introduction

With the rapid advancement in deep learning algorithms, the tasks of analyzing and understanding digital images for many computer vision applications have drawn increasing attention in the recent years due to such algorithms’ extraordinary performance and availability of large amounts of data. Such algorithms directly process raw data (e.g., an RGB image) and obviate the need for domain experts or handcrafted features [1–3]. The powerful ability of deep feature learning to automatically utilize complex and high-level feature representations has significantly advanced the performance of state-of-the-art methods across computer applications, such as object detection [4], medical imaging [5,6], image segmentation [7], image classification [8], and face detection [9]. The underlying structure and distinctive (complex) features are both discovered via deep learning-based methods that can be classified further into discriminative feature-learning algorithms and generative feature-learning algorithms. Discriminative models focus on the classification-learning process by learning the conditional probability p (x|y) to map input x to class label y. One of the most popular methods used for image feature learning utilizes convolutional neural networks (CNN) for feature extraction and image classification. Examples include LeNet [8], AlexNet [10], VGGNet [11], and ResNet [12,13], all of which are supervised learning algorithms. On the other hand, generative models focus on the data distribution to discover the underlying features from large amounts of data in an unsupervised setting. Such models are able to generate new samples by learning the estimation of the joint probability distribution p (x,y) and predicting y [14] in contexts, such as image super-resolution [15,16], text-to-image generation [17,18], and image-to-image translation [19,20].
2. Deep Generative Models

Generative models can be categorized into traditional generative models based on machine learning algorithms and deep generative models that are based on deep learning algorithms [21]. Traditional generative models use various forms of probability density function to approximate the distribution [22], and cannot perform well on complex distributions. Such models include infinite Gaussian mixture models (GMM) [23], the hidden naïve Bayes model (NBM) [24], and hidden Markov models (HMM) [25]. Deep generative models utilize techniques, such as stochastic backpropagation, deep neural networks, and approximate Bayesian inference, in order to generate new samples based on variational distributions from large-scale datasets [26–28]; examples of such models include the deep Boltzmann machine (DBM) [29], deep belief networks (DBN) [30], variational autoencoder (VAE) [31], and generative adversarial networks GAN [32]. The most dominant and efficient deep generative models of recent years have been VAE and GAN. A variational autoencoder learns the underlying probability distribution and generates a new sample that is based on Bayesian inference by maximizing the lower bound of the data’s log-likelihood. In contrast, generative adversarial networks learn data distributions through the adversarial training process based on game theory instead of maximizing the likelihood. The GAN approach offers several advantages over VAE-based models: (1) the ability to learn and model complex data distributions and (2) the ability to efficiently generate sharp and realistic samples [21,33,34].

2.1. Generative Adversarial Networks

The generative adversarial network proposed by Goodfellow et al. in 2014 has been one of significant recent developments in the domain of unsupervised deep generative models [32]. Figure 1 illustrates the architecture of a typical GAN. A GAN is composed of two competing neural networks inspired by the two-player minmax game: a generative network, called a generator and denoted G, and a discriminative network, called a discriminator and denoted D. The generator network tries to generate realistic samples to fool the discriminator, while the discriminator tries to distinguish real samples from fake samples. Generator and discriminator networks can both be any algorithms as long as the generator has the ability to learn the data distribution of the training data and the discriminator has the ability to extract the feature to classify the output. For instance, the generator network can be a de-convolutional neural network, and the discriminator network can be a convolutional neural network or a recurrent neural network [21]. Thus, GANs can be used to generate multi-dimensional data distributions, e.g., images. GANs have been used to make promising contributions in variety of difficult generative tasks [35], e.g., text-to-photo translation [18], image generation [36], image composition [37], and image-to-image translation [38]. Although GANs are one type of powerful deep generative models, the training of GANs suffers from several issues, such as mode collapse and training instability [39], as discussed in Section 7.1.

2.2. Image-To-Image Translation

The idea of image-to-image translation goes back to Hertzmann et al.’s image analogies [40], a proposed non-parametric model using a pair of images to achieve image transformation [41]. Many problems involving computer vision and computer graphics applications can be regarded as instances of the image-to-image translation problem. The task of Image-to-image translation is to learn the mapping from a given image (X) to a specific target image (Y), e.g., mapping grayscale images to RGB images. Learning the mapping from one visual representation to another requires an understanding of underlying features that are shared between these representations, such features are either domain-independent or domain-specific. Domain-independent features represent the underlying spatial structure and they should be preserved during translation (i.e., the content should be preserved when a natural image is translated to Van Gogh’s style), while domain-specific features are related to the rendering of the structure and they could be changed during translation (i.e., if the style should be
changed when translating the image to Van Gogh’s styles) \[42,43\]. However, learning the mapping between two or multiple domains is a challenging task for two reasons. First, collecting a pair of images may be difficult or the relevant images might sometimes not exist. The second difficulty is that in performing a multi-model translation, whereby one input image maps to multiple outputs. In recent years, GANs and their variants have been used to provide state-of-the-art solutions to image-to-image translation problems. This article classifies the proposed solutions according to two image-to-image translation settings, supervised and unsupervised Image-to-Image Translation setting, as explained in Section 5.

In this section, notation, abbreviations, and concepts used throughout this survey are explained in order to facilitate the understanding of the topic. Lists of commonly used abbreviations and notations are shown in Tables 1 and A1, respectively. Concepts that are related to both generative adversarial networks and image-to-image translation are explained in what follows \[42,44,45\].

- **Attribute**: a meaningful feature, such as hair color, gender, size or age.
- **Domain**: a set of images sharing similar attributes.
- **Unimodal image-to-image translation**: a task in which the goal is to learn a one-to-one mapping. Given an input image in the source domain, the model learns to produce a deterministic output.
- **Multimodal image-to-image translation**: aims to learn a one-to-many mapping between the source domain and the target domain with the goal of enabling the model to generate many diverse outputs.
- **Domain-independent features**: those pertaining to the underlying spatial structure, known as the content code.
- **Domain-specific features**: those pertaining to the rendering of the structure, known as the style code.
- **Image generation**: a process of directly generating an image from a random noise vector.
- **Image translation**: a process of generating an image from an existing image and modifying it to have specific attributes.
- **Paired image-to-image translation**: source images \( X \) and the corresponding images \( Y \) are provided as a training set of aligned image pairs, as shown in Figure 2a,c.
- **Unpaired image-to-image translation**: a source image \( X \) and a corresponding image \( Y \) are from two different domains, as shown in Figure 2b,d.
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1. This review article provides a comprehensive review including general generative adversarial network algorithms, objective function, and structure.

2. Image-to-image translation approaches are classified into supervised and unsupervised types with in-depth explanations.

3. This review article also summarizes the benchmark datasets, evaluation metric, and image-to-image translation applications.

2.4. Motivation and Contribution

With development in deep learning, numerous approaches have been proposed in order to improve the quality of image synthesis. Most recently, image synthesis with deep generative adversarial networks has attracted many researchers’ attention due to their ability to capture the probability distribution as compared to traditional generative models. Several research papers have proposed performing image synthesis while using adversarial networks. Several articles [21,22,34,47–49] have recently surveyed generative adversarial networks and GAN variants, including image synthesis as an application. Other surveys [50,51] covered image synthesis with GANs and partially discussed image-to-image translation. The effort closest to this survey is that of [50], where authors discussed image synthesis, including few image-to-image translation methods.

To the best of our knowledge, image-to-image translation with GANs has never been reviewed previously. Thus, this article provides a comprehensive overview of image-to-image translation using GAN algorithms and variants. A general introduction to generative adversarial networks is given, and GAN variants, structures, and objective functions are demonstrated. The image-to-image translation approaches are discussed in detail, including the state-of-the-art algorithms, theory, applications, and open challenges. The image-to-image translation approaches are classified into supervised and supervised types. The contributions of this article can be summarized, as follows:

1. This review article provides a comprehensive review including general generative adversarial network algorithms, objective function, and structure.

2. Image-to-image translation approaches are classified into supervised and unsupervised types with in-depth explanations.

3. This review article also summarizes the benchmark datasets, evaluation metric, and image-to-image translation applications.
4. Limitations, open challenges, and directions for future research are among the topics discussed, illustrated, and investigated in depth.

This paper’s structure can be summarized, as follows. In Section 2, GANs and variants of GAN architectures are demonstrated. GAN objective functions and GAN structure are discussed in Sections 3 and 4, respectively. Section 5 introduces and discusses both supervised and unsupervised image-to-image translation techniques. In Section 6, image-to-image translation applications, including the topics of datasets, practical applications, and evaluation metric, are illustrated and summarized. Discussion and Directions of future research utilizing reinforcement learning and three-dimensional (3D) models are discussed and summarized in Section 7. The last section concludes this review paper.

3. Generative Adversarial Networks’ Algorithms

In this section, the basic principle of a typical GAN and general GAN variants that are related to general models and image synthesis are presented.

3.1. Fully Connected GAN

A generative adversarial network (GAN) [32] is a deep generative model that learns to capture the real data distribution using an adversarial process. A GAN typically consists of two components, generator G and discriminator D, as shown in Figure 1. The generator network and the discriminator network are both trained simultaneously in a competitive way using the backpropagation algorithm inspired by the min–max game designed to reach a Nash equilibrium. These two networks are implemented as separate deep neural networks, where the goals of the generator are (1) to generate new samples and (2) to deceive the discriminator, and the goal of the discriminator is to estimate the probability to distinguish the real data distribution from a fake data distribution. The generator takes a random noise vector z (following a Gaussian distribution) as input and outputs a generated sample G(z) without any access to real samples. The discriminator takes both a real sample $P_{data}$ and a generated sample $P_{g}$ as input and predicts the probability of $D(x)$ or $D(G(x))$ [39,52], as shown in Figure 1.

3.2. Conditional GAN

The GAN models have no control over the generated data, especially in cases of data with more than one labeled class. Therefore, extra information is needed to guide the direction of the distribution to a specific labeled class in order to direct the generated results to more than one labeled class. To this end, a conditional generative adversarial network (CGAN) has been introduced [53] to control the data generation process in a supervised manner. A CGAN combines random noise z and y into a joint hidden representation of real data $x$, along with conditional variable y; e.g., $G(z,y)$ is used to direct the generated process, where variable y is an additional parameter.

$$\min \max V(D,G) = \mathbb{E}_{x \sim P_{data}(x)}[\log D(x|y)] + \mathbb{E}_{z \sim P_{z}(x)}[\log (1 - D(G(z)|y))]$$ (1)

Conditional variable y could be text or a number that turns the GAN model into a supervised GAN model. CGAN can be used with images, sequence models, and other models. CGAN is used to model complex and large-scale datasets that have different labels by adding conditional information y to both the generator and discriminator.

3.3. Information GAN

The authors of InfoGAN [54] proposed learning the disentangled representations by maximizing mutual information in an unsupervised manner. In InfoGAN, the input to the generator is decomposed into two parts: the incompressible noise vector $G(z)$ and latent variable c. Similar to CGAN, the generator uses latent code c; however, the latent code c of InfoGAN is unknown and it is to be discovered.
through training. InfoGAN is implemented by adding a regularization term to the original GAN’s objective function.

\[
\min D \quad \max G \quad V(D, G) = V(D, G) - \lambda I(c; G(z, c))
\]

where \( V(D, G) \) is the loss function of GAN, \( \lambda I(c; G(z, c)) \) is the mutual information, and \( \lambda \) is a constant. InfoGAN maximizes the mutual information between the generator’s output \( G(z, c) \) and latent code \( c \) to discover the meaningful features of the real data distribution. However, mutual information \( \lambda I(c; G(z, c)) \) requires access to the posterior probability \( p(c|x) \), which makes it difficult to directly optimize \([22,47,49,55]\). Later, other InfoGAN variants were proposed, such as the semi-supervised InfoGAN (ss-InfoGAN) \([56]\) and the causal InfoGAN \([57]\).

3.4. BigGAN

Brock et al. \([58]\) propose BigGAN, a class-conditional GAN that is based on the self-attention GAN (SAGAN) model \([43]\). BigGAN is trained on ImageNet at the 128 \( \times \) 128 resolution to generate natural images with high fidelity and variety. The BigGAN model is based on scaling up the GAN models to improve the quality of generated samples by (1) adding orthogonal regularization to the generator, (2) increasing the number of batch size and many parameters, (3) normalizing the generator’s weight using spectral normalization, and (4) introducing a truncation trick in order to control the variety of the generated samples.

4. GAN Objective Functions

The goal of the objective function used in GANs and its variants is to measure and minimize the distance between the real sample distribution and generated sample distribution. Although GANs have been successfully used in many tasks, there have been many problems that are caused by objective functions, such as gradient vanishing, and model collapse. These problems cannot be solved by modifying the GANs’ structure. Reformulating the objective function has been proven to alleviate these problems. Therefore, many objective functions have been proposed and categorized in order to improve the quality and diversity of the generated sample and avoid the limitations of the original GAN and its variants, as shown in Table 2. Various objective functions are explained and discussed in what follows.

| Subject | Details | Reference |
|---------|---------|-----------|
| Objectives function | \( \ell \)-divergence | GAN \([32]\), LSGAN \([59]\), f-GAN \([60]\) |
| | Integral Probability Metric (IMP) | Fisher GAN \([61]\), WGAN \([62]\), MGGAN \([63]\), GMMN \([64]\),MMGAN \([65]\) |
| Autoencoder | Energy function | EBGAN \([66]\), BEGAN \([67]\), MAGAN \([68]\) |

**Adversarial Loss.** The original GAN consists of generator \( G(z, \theta(G)) \) and discriminator \( D(x, \theta(D)) \) competing against each other. GANs utilize the sigmoid cross entropy as a loss function for discriminator \( D \), and use the minmax loss and a non-saturated loss with generator \( G \). \( \theta(D) \) is a differential function whose inputs and parameters are \( x \) and \( \theta(D) \), respectively, which outputs a single scalar \( D(y) \). \( D(y) \) represents the probability that input \( (x) \) belongs to the real data \( P_{data} \) rather than the generated data \( P_{g} \). Generator \( G \) is a differential function whose input and parameters are \( z \) and \( \theta(G) \), respectively. The discriminator and the generator both have separate loss functions, as shown in Table 3. Both update their parameters to achieve the Nash equilibrium, whereby discriminator \( V(D, \theta(D)) \) aims to maximize the probability of assigning the correct label to both training samples and the sample generated by \( G \) \([32]\). Generator \( V(D, \theta(G)) \) aims to minimize \( \log(1 - D(G(z))) \) to deceive \( D \). They are both trained simultaneously and inspired by the min–max game.
Table 3. Loss functions of both discriminators and generators.

| Model         | Generator Loss | Discriminator Loss |
|---------------|---------------|-------------------|
| GAN [32]      | \( \mathcal{L}_{\text{GAN}} (G) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ \log (1 - D(G(z))) \right] \) | \( \mathcal{L}_{\text{GAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{X}) \left[ \log \left( 1 - D(x) \right) \right] + \mathcal{L}_{\text{GAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ \log \left( 1 - D(G(z)) \right) \right] \) |
| LSGAN [59]    | \( \mathcal{L}_{\text{LSGAN}} (G) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ (D(G(z)) - c)^2 \right] \) | \( \mathcal{L}_{\text{LSGAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{X}) \left[ (D(x) - b)^2 \right] + \mathcal{L}_{\text{LSGAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ (D(G(z))^2 - a)^2 \right] \) |
| WGAN [62]     | \( \mathcal{L}_{\text{WGAN}} (G) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ (1 - D(G(z))) \right] \) | \( \mathcal{L}_{\text{WGAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{X}) \left[ D(x) - 1 \right] - \mathcal{L}_{\text{WGAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ (1 - D(G(z))) \right] \) |
| EBGAN [66]    | \( \mathcal{L}_{\text{EBGAN}} (G) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ (1 - D(G(z))) \right] \) | \( \mathcal{L}_{\text{EBGAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{X}) \left[ D(x) \right] - \mathcal{L}_{\text{EBGAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ (1 - D(G(z))) \right] \) |
| BEGAN [67]    | \( \mathcal{L}_{\text{BEGAN}} (G) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ (1 - D(G(z))) \right] \) | \( \mathcal{L}_{\text{BEGAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{X}) \left[ D(x) \right] - \mathcal{L}_{\text{BEGAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ (1 - D(G(z))) \right] \) |
| MAGAN [68]    | \( \mathcal{L}_{\text{MAGAN}} (G) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ (1 - D(G(z))) \right] \) | \( \mathcal{L}_{\text{MAGAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{X}) \left[ D(x) \right] - \mathcal{L}_{\text{MAGAN}} (D) = \mathbb{E}_x - \mathbb{P} (\mathbb{Z}) \left[ (1 - D(G(z))) \right] \) |

**Wasserstein GAN.** Arjovsky et al. [62] propose WGAN, using what is sometimes called the Earth Mover’s (ME) distance, to overcome the GAN model instability and mode collapse. WGAN uses the Wasserstein distance instead of that of Jensen–Shannan to measure the similarity between the real data distribution and generated data distribution. The Wasserstein distance can be used to measure the distance between probability distributions \( \mathbb{P} (\mathbb{X}) \) and \( \mathbb{P} (\mathbb{Z}) \) even if there is no overlap, where \( \mathbb{P} (\mathbb{X}), \mathbb{P} (\mathbb{Z}) \) denotes the set of all joint distributions between the real distribution and the generated distribution [34,47,52]. WGAN applies a weight clipping to enforce the Lipschitz constraint on the discriminator. However, WGAN may suffer from gradient vanishing or exploding due to the use of weight clipping. The discriminator in WGAN is utilized as a regression task to approximate the Wasserstein distance instead of being a binary classifier [49]. It should be noted that WGAN does not change the GAN structure, but instead enhances parameter learning and model optimization [22]. WGAN-GP [69] is a later proposal for stabilizing the training of a GAN by utilizing gradient penalty regularization [70].

**Least Squares GAN.** LSGAN [59] has been proposed to overcome the vanishing gradient problem that is caused by the minimax loss and the non-saturated loss in the original GAN model. LSGAN adopts the least squares or L2 loss function instead of the sigmoid cross-entropy loss function used in the original GAN. As shown in Table 3, a and b codes are the labels for generated and real samples, respectively, while \( c \) represents the value that \( G \) wishes \( D \) to believe for generated samples. There are two benefits of implementing LSGAN over the original GAN: first, LSGAN can generate high-quality samples; second, LSGAN allows for the learning process to be more stable.

**Energy-based GAN.** EBGAN [66] has been proposed to model the discriminator as an energy function. This model also uses the autoencoder architecture to first estimate the reconstruction error and, second, to assign a lower energy to the real samples and a higher energy to the generated samples. The output of the discriminator in EBGAN goes through a loss function to shape the energy function. Table 3 shows the loss function, where \( m \) is the positive margin, and \( m \in \mathbb{R}^+ \). The EBGAN framework exhibits better convergence and scalability, which result in generating high-resolution images [66].

**Margin adaption GAN.** MAGAN [68] is an extension of EBGAN that uses the hinge loss function, in which margin \( m \) is adapted automatically while using the expected energy of the real data distribution. Hence, margin \( m \) is monotonically reduced over time. Unlike EBGAN, MAGAN converges to its global optima, where both real and generated samples’ distributions match exactly.

**Boundary Equilibrium GAN.** BEGAN [67] is an extension of EBGAN that uses an autoencoder as the discriminator. BEGAN’s objective function computes the loss based on the Wasserstein distance. Using the proportional control theory, the authors of BEGAN propose an equilibrium method for balancing the generator and the discriminator during training without directly matching the data distributions [47].
5. GAN Structure

The typical GAN is based on a multilayer perceptron (MLP), as mentioned above. Subsequently, structures of various types have been proposed to either solve GANs’ issues or address a specific application, as explained in what follows.

Deep convolutional GAN. DCGAN [71] is one of recent major improvements in the field of computer vision and generative modeling. It combines a GAN with a convolutional neural network (CNN). DCGAN has been proposed to stabilize GANs in order to train deep architectures to generate high-quality images. DCGANs have set some architectural constraints to train the generator and discriminator networks for unsupervised representation learning in order to resolve the issues of training instability and the collapse of the GAN architecture. First, DCGANs replace a spatial pooling layer with strided convolution and fractionally-strided convolution to allow for both the generator and the discriminator to learn its own spatial downsampling and spatial upsampling. Second, batch normalization (BN) is used to stabilize learning by normalizing the input and solve the vanishing gradient problem. BN is mainly applied to prevent the deep generator from collapsing all samples to the same points. Third, eliminating the fully connected hidden layers that would otherwise be on the top CNN increases model stability. Finally, DCGANs use both ReLU and LeakyReLU to allow the model to learn quickly and perform well. ReLU activation function is used in all generator layers, except the last layer, which uses the tanh activation function; additionally, LeakyReLU activation functions are used in all discriminator layers.

Self-Attention GAN. SAGAN [72] has been proposed to incorporate a self-attention mechanism into a convolutional GAN framework to improve the quality of generated images. A traditional convolution-based GAN has difficulty in modeling some image classes when trained on large multi-class image datasets due to the local receptive field. SAGAN adapts a self-attention mechanism to different stages of both the generator and the discriminator to model long-range and multi-level dependencies across image regions. SAGAN uses three techniques to stabilize the training of a GAN. First, it applies spectrally to both the generator and discriminator to improve performance and reduce the amount of computations that are performed during training. Second, it uses the Two Time-scale Update Rule (TTUR) for both the generator and discriminator to speed up the training of the regularized discriminator. Third, it integrates the conditional batch normalization layers into the generator and a projection into the discriminator. SAGAN utilizes the hinge loss as the adversarial loss and uses the Adam optimizer to train the model that achieves the state-of-the-art performance on class-condition image synthesis.

Progressive Growing GAN. Karras et al. [73] proposed PGGAN to generate large high-quality images and to stabilize the training process. The PGGAN architecture is based on growing both the generator and the discriminator progressively, starting from small-size images, and then adding new blocks of layers to both the generator and the discriminator. These new blocks of layers are incrementally enlarged in order to discover the large-scale structure and achieve high resolution. Progressive training has three benefits: stabilizing the learning process, increasing the resolution, and reducing the training time.

Laplacian Pyramid GAN. Denton et al. [74] proposed LAPGAN to generate high-quality images by combining a conditional GAN model with a Laplacian pyramid representation. A Laplacian pyramid is a linear invertible image representation that consists of a low-frequency residual based on a Gaussian pyramid. LAPGAN is a cascade of convolutional GANs with k levels of the Laplacian pyramid. The approach of LAPGAN uses multiple generators and discriminator networks and proceeds, as follows: in the beginning, the image is downsampled by a factor of two at each k level of the pyramid. Subsequently, the image is upsampled in a backward pass by a factor of two to reconstruct the image and then return it to its original size while the image acquires noise generated by a conditional GAN at each layer. LAPGAN is trained through unsupervised learning, and each level of a Laplacian pyramid is trained independently and evaluated while using both log-likelihood and human evaluation.

VAE-GAN. Larsen et al. [75] combine a variational autoencoder with a generative adversarial network (VAE-GAN) into an unsupervised generative model and train them jointly to produce high-quality generated images. VAE and GAN are implemented by assigning the VAE decoder to the
GAN generator and combining the VAE’s objective function with an adversarial loss [47], where the element-wise reconstruction metric is replaced with a feature-wise reconstruction metric in order to produce sharp images.

6. Image-to-Image Translation Techniques

In this section, image-to-image translation methods are classified into supervised and unsupervised types, as shown in Figure 3. Supervised and unsupervised methods are both discussed in what follows.
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**Figure 3.** Image-to-image translation taxonomy based on technique.

6.1. Supervised Translation

A supervised method requires a set of pairs of corresponding images \((x, y)\) in different domains \((X, Y)\); for each image \(x \in X\) and a corresponding image from another domain \(y \in Y\), the method learns a probability distribution while using the translator \(G: X \rightarrow Y\). In some cases, supervised translation utilizes domain images that are conditioned on class labels or source images to generate a high-quality image, as shown in Figure 4a. Supervised translation is further divided into directional and bidirectional translation, as explained in the following sections.

6.1.1. Directional Supervision

Pix2Pix [76] is a supervised image-to-image translation approach that is based on a conditional generative adversarial network. Pix2Pix requires paired images to learn one-to-one mapping and uses two datasets; one dataset is used as input, and the other is used as condition input. An example is translating a semantic label \(x\) to a realistic-looking image, and Figure 5 shows an edge-to-photo translation. The generator uses a “U-Net”-based architecture that relies on skip connections to each layer. In contrast, the discriminator uses a convolution-based “PatchGAN” as a classifier. The objective function of Pix2Pix uses cGAN with the L1 norm instead of L2, which leads to less blurring. Although image-to-image translation methods that are based on cGAN such as Pix2Pix enable a variety of
translation applications, the generated images are still limited to being of low resolution and blurry. Wang et al. [77] proposed Pix2pixHD to increase the resolution of the output images to 2048*1024 by utilizing a coarse-to-fine generator, an architecture based on three multiscale discriminators, and a robust adversarial learning objective function. It is worth noting that previous studies have been limited to two domains. Thus, StarGAN [44] has been proposed as a unified GAN for multi-domain image-to-image translation using only a single generator and a discriminator. The generator is trained to translate an input image \( x \) to an output image \( y \), conditioning on domain label information \( c \), \( G(x,c) \rightarrow y \). To learn the mapping among \( k \) domain \( k(k-1) \) between multiple databases, mask vector \( m \) is utilized to control domain labels, ignore unknown labels, and focus on a particular label that belongs to a specific dataset. StarGAN requires a single generator and a discriminator to train multiple databases simultaneously by adding an auxiliary classifier on the top of the discriminator to control multiple domains and by applying cycle consistency to the generator [51].

![Figure 4](image-url) Comparison between supervised and unsupervised image-to-image translation methods. (a) Supervised methods, such as Pix2Pix and BicycleGAN. (b) Unsupervised methods, such as CycleGAN, DualGAN, and DiscoGAN.

![Figure 5](image-url) Example of supervised image-to-image translation, edge \( \rightarrow \) photos [76].

### 6.1.2. Bidirectional Supervision

BicycleGAN [78] is a multi-model cross-domain translation method that requires paired training images. It combines a conditional variational autoencoder (cVAE) with a conditional latent regressor (cLR) to generate realistic and diverse outputs. BicycleGAN enforces a bijective connection between the latent encoding space and output to tackle the mode collapse problem [79]. This model is built based on
LSGAN, which uses a U-Net for the generator and two PatchGANs for the discriminator. BicycleGAN uses the least-squares loss function instead of the cross-entropy loss to stabilize the training process. In addition, CEGAN [80] has been proposed as a novel image-to-image translation approach to learning multi-model mapping that is based on conditional generation models for generating realistic and diverse images. CEGAN captures the distribution of possible multiple modes of results by enforcing tight connections between the latent space and the real image space. The model consists of generator G, discriminator D, and encoder E. In this model, unlike other proposed GAN methods, the discriminator is used to distinguish between real and fake samples in the latent space instead of the real image space, in order to reduce the impact of redundancy and noise and produce realistic-looking images.

6.2. Unsupervised Translation

Unsupervised image-to-image translation aims at learning the mapping between two or more domains without paired images and it has recently been explored intensively due its ability to learn the cross-mapping in image-to-image translation. Many methods have been proposed to perform unsupervised translation and alleviate the issue of limited training samples. These methods are classified into three groups: cyclic consistency-based, autoencoder-based, and that of methods using a disentangled representation, as explained in the following sections.

6.2.1. Unsupervised Translation with Cycle Consistency

In order to overcome the unpaired image-to-image translation problems, cyclic losses are used to preserve key attributes between the input and the translated image using three kinds of losses: adversarial loss, cyclic consistency loss and reconstruction loss. Reconstruction loss is used to regularize the translation to be close to the identity mapping that consists of two mapping functions, where the first learns the forward cycle mapping from the input domain to the target domain, and the second function, namely, a backward function mapping, learns the inverse of the forward mapping [81]. Both of the functions are trained simultaneously while using two loss functions, namely, adversarial losses and cyclic consistency losses, as shown in Figure 5. Zhu et al. [41] propose an unsupervised image-to-image translation method that learns the mapping between a collection of unpaired images from two different domains while using two generators and two discriminators. CycleGAN is a symmetric structure that has two mapping functions G: X → Y and F: Y → X and two adversarial discriminators Dy and Dx, as shown in Figure 4b. Generator G maps the input from domain X to Y, whereas generator F maps input from Y to X. Discriminator D(y) distinguishes y from G(x), whereas discriminator D(x) distinguishes x from f(y). The CycleGAN’s objective function contains two terms: adversarial losses and cyclic consistency losses. The adversarial losses are used in order to match the distribution of generated images to that of target images:

\[
L_{GAN}(G, D_Y, X, Y) = \mathbb{E}_y - P_{data}(y) [\log D_Y(y)] + \mathbb{E}_x - P_{data}(x) [\log (1 - D_Y(G(x)))]
\]  
(3)

\[
L_{GAN}(F, D_X, Y, X) = \mathbb{E}_x - P_{data}(x) [\log D_X(x)] + \mathbb{E}_y - P_{data}(y) [\log (1 - D_X(G(y)))]
\]  
(4)

The cyclic consistency losses consist of forward and backward cyclic consistency terms, aiming to prevent the learned mappings G and F from contradicting each other:

\[
L_{cyc}(G, F) = \mathbb{E}_x - P_{data}(x) [\|F(G(x)) - x\|_1] + \mathbb{E}_y - P_{data}(y) [\|G(F(y)) - y\|_1]
\]  
(5)

The full objective function is

\[
L(G, F, D_x, D_y) = L_{GAN}(G, D_Y, X, Y) + L_{GAN}(F, D_X, Y, X) + \lambda L_{cyc}(G, f)
\]  
(6)

CycleGAN has been successfully applied to several image-to-image translation tasks, including object transfiguration, collection style transfer, season transfer, photo enhancement, etc. However,
CycleGAN is only able to learn a one-to-one mapping. A recently proposed augmented cycleGAN \([82]\) introduces an idea that is similar to cycleGAN, but it learns a many-to-many mapping between two domains in an unsupervised setting by adding auxiliary latent codes to each domain.

Similarly, DiscoGAN \([83]\) and DualGAN \([84]\) have been proposed at the same time to tackle the unpaired image-to-image translation problem based on cyclic consistency. However, DiscoGAN learns to discover relations among different domains using the reconstruction losses, while DualGAN is based on dual learning using the Wasserstein GAN. More recently, AsymGAN \([85]\) has been proposed; it uses an asymmetric framework to model unpaired image-to-image translation between asymmetric domains by adding an auxiliary variable (aux). The aux is used to learn the extra information between the poor and rich domains. The difficulties involving complexity between different domains and imbalanced information are resolved and better balanced using this variable. AsymGAN is able to generate diverse and higher-quality outputs by utilizing different aux variables, and it has been proven to generate high-quality and diverse images, unlike CycleGAN and the related approaches that focus on unsupervised pixel-level image-to-image translation. Chen et al. \([86]\) propose a unified quality-aware GAN (QGAN) framework that is based on a quality loss for unpaired image-to-image translation. The QGAN design involves two detailed implementations of the quality-aware loss—a classical quality assessment loss and an adaptive perceptual quality-aware loss—in addition to the adversarial loss. XGAN \([43]\) is a proposed dual adversarial autoencoder for unsupervised image-to-image translation based on a semantic consistency loss. XGAN captures the shared feature representation of both domains to learn the joint feature-level information rather than pixel-level information. A semantic consistency loss is used in both domains’ translation to preserve the semantic content of the image across domains. SPA-GAN \([87]\) introduces an effective spatial attention mechanism for unsupervised image-to-image translation tasks. SPA-GAN computes the spatial attention maps in the discriminator and directly feeds it back to the generator. This forces the generator to focus on the most discriminative areas in image-to-image translation. SPA-GAN also introduces a feature map loss term, defined as the difference of feature maps of real and fake images, to encourage the generators to preserve domain-specific features during image translation, which leads to more realistic output images.

### 6.2.2. Unsupervised Translation with Autoencoder-Based Models

An autoencoder consists of both an encoder and a decoder that converts the input images into a latent representation. This compressed vector is fed to the generator in order to generate high-quality images.

UNIT \([88]\) is a combination framework of CoGAN and VAEs for unsupervised image-to-image translation. It is based on the shared latent space assumption. The weight-share constraint is used to enforce the shared latent space to generate corresponding images in two domains. The UNIT framework consists of two encoders, two generators, and two discriminators. However, UNIT requires the two domains to have similar patterns in order to perform well. \([88]\). The authors of the coupled generative adversarial network (CoGAN) \([89]\) method proposed using a pair of GANs to learn the joint distribution of multi-domain images in an unsupervised manner. CoGAN uses GAN pairs with identical structure to match the needed number of domains. Each pair of GANs is forced to share the weights of the first few layers and the last few layers, which enables CoGAN to learn joint distributions of multiple domains from samples drawn separately from marginal domain distributions.

More recently, Liu et al. \([90]\) proposed an unsupervised image-to-image translation method that disentangled the representation content from the domain attributes. The attribute latent space was modeled by a Gaussian mixture model (GMM); thus, the model was named GMM-UNIT. In this model, each Gaussian component in a mixture was associated with a domain. There are two main advantages of GMM-UNIT: first, allowing for multi-model and multi-domain translation and, second, allowing for interpolation between domains and extrapolation to unseen domains and translation. Unlike DIRT++, GMM-UNIT entailed a proposal of a continuous domain encoding that allowed generating images with zero- or few-shot generation. Zhou et al. \([91]\) proposed an unsupervised mutual image-to-image translation model, called BranchGAN, based on a single-encoder-dual-decoder
architecture for two domains. BranchGAN transfers one image from one domain to another domain by exploiting the shared distribution of the two domains with the same encoder. It uses a reconstruction loss, an encoding loss, and an adversarial loss to train the model to learn the joint distribution of two image domains.

6.2.3. Unsupervised Translation with the Disentangled Representation

Several recent unsupervised image-to-image translation approaches learn the disentangled representation that models the factors of data variations by a content encoder and a style encoder [13]. Huang et al. [42] proposed a multimodal unsupervised image-to-image translation (MUNIT) framework that assumes that the latent space of images can be decomposed into two: a content space and a style space. MUNIT consists of two autoencoders, and the latent code of each autoencoder is factorized by content code and style code. The content code encodes the underlying spatial structure that should be preserved during translation, while style code represents the rendering of the structure that is not contained in the input image. In order to translate an image to a target domain and produce diverse and multimodal outputs, its content code is recombined with a different style code sampled from the style space in the target style space. Lee et al. [79] proposed the diverse image-to-image translation (DIRT) method that is based on a disentangled representation framework for producing diverse outputs without paired training images. DIRT decomposes the latent space into a shared content space and domain-specific attribute spaces. Weight sharing and a content discriminator strategy are both used to disentangle the content and attributes’ representations by applying a novel cross-cycle consistency loss and a content adversarial loss. Later, DIRT was extended to DRIT++ by implementing two steps: incorporating a mode-seeking regularization term to alleviate the mode collapse problem, which helps to improve sample diversity and, second, generalizing the two-domain model to handle multi-domain image-to-image translation problems [90].

Liu et al. [92] proposed a compact model, called the Unified Feature Disentanglement Network (UFDN), which learns a domain-invariant representation from data across multiple domains and it is able to perform continuous cross-domain image translation and manipulation.

Lin et al. [93] proposed an unpaired image-to-image translation framework, called domain-supervised GAN (DosGAN). It consists of a domain-specific feature extractor, a domain-independent feature extractor, and an image generator for extracting better domain-specific features and translating images. It treats domain information as explicit supervision to capture each domain’s specific characteristic for unconditional or conditional image-to-image translation.

7. Image-to-Image Translation Applications

Image-to-image translation techniques have been successfully applied to a wide variety of real-world applications, as described below. This section summarizes three significant aspects in the respective subsections: benchmark datasets, evaluation metrics, and practical applications.

7.1. Datasets

There are several benchmark datasets that are available for image synthesis tasks that can be utilized to perform image-to-image translation tasks. Such datasets differ in image counts, quality, resolution, complexity, and diversity, and they allow researchers to investigate a variety of practical applications such as facial attributes, cartoon faces, semantic applications, and urban scene analysis. Table 4 summarizes the selected benchmark datasets.
Table 4. List of public image datasets for image-to-image translation benchmarks.

| Dataset        | Source | Year | Total   | Classes | Application     | Citations                                  |
|----------------|--------|------|---------|---------|-----------------|--------------------------------------------|
| CelebA(CelebFaces) | [94]  | 2015 | 202,599 | 10177   | Facial attributes | [44,79,82,83,85,88–91,93,95,96]           |
| RaFD           | [97]  | 2010 | 8040    | 67      | Facial expressions | [35,44,70]                              |
| CMP Facades    | [98]  | 2013 | 606     | 12      | Façade images    | [35,76,80,85,91,99]                        |
| Facescrub      | [100] | 2014 | 106,863 | 153     | Faces            | [87,93]                                   |
| Cityscapes     | [101] | 2016 | 70,000  | 30      | Semantic         | [41,76,77,80,85,87,88,91,95,99]          |
| Helen Face     | [102] | 2012 | 2330    | -       | Face Parsing     | [77,85]                                   |
| CartoonSet     | [43]  | 2018 | 10,000  | -       | Cartoon Faces    | [43]                                     |
| ImageNet       | [103] | 2009 | 3.2 m   | 12 subtrees | Diverse          | [76,87]                                  |

7.2. Evaluation Metrics

To quantitatively and qualitatively evaluate the performance of image-to-image translation, several evaluation metrics that are related to such translation are reviewed and discussed in what follows.

- The inception score (IS) [104] is an automated metric for evaluating the visual quality of generated images by computing the KL divergence between the conditional class distribution and the marginal class distribution via inception networks. IS aims to measure the image quality and diversity. However, the IS metric has two limitations: (1) a high sensitivity to small changes and (2) a large variance of scores [105].
- The Amazon Mechanical Turk (AMT) is used to measure the realism and faithfulness of the translated images that are based on human perception. Workers ("turkers") are given an input image and translated images and are instructed to choose or score the best image based on quality and perceptual realism. The number of validated turkers varies by experiment.
- The Frechet inception distance (FID) is used to construct the FID score [106] that is used to evaluate the quality of the generated images and measure the similarity between two different datasets [80]. It is used to measure the distance between the generated images’ distribution and the real image distribution by computing the Frechet inception distance using the inception network. FID very accurately captures the distribution and it is considered to be more consistent than IS with noise level. Lower FID values indicate better quality of the generated images’ sample [107].
- The kernel inception distance (KID) [108] is an improved measure of GAN convergence that has a simple unbiased estimator with no unnecessary assumptions regarding the form of the activations’ distribution. KID involves a computation of the squared maximum mean discrepancy between representations of reference and generated distributions [87]. A lower KID score signifies better visual quality of generated images.
- The learned perceptual image patch similarity (LPIPS) distance [109] measures the image translation diversity by computing the average feature distance between the generated images. LPIPS is defined as a weighed L2 distance between deep features of two images. A higher LPIPS value indicates greater diversity among the generated images.
- Fully Convolutional Networks (FCN) [110] can be used to compute the FCN-score that uses the FCN model as a performance metric in order to evaluate the image quality by segmenting the generated image and comparing it with the ground truth label using a well-trained segmentation FCN model. A smaller value of the FCN-score between the generated image and ground truth means better performance. The FCN-score is calculated based on three parts: per-pixel accuracy, per-class accuracy, and class intersection-over-union (IOU).
7.3. Practical Applications

Many computer vision and graphics problems can be regarded as image-to-image translation problems. Transferring an image from one scene to another can be viewed as cross-domain image-to-image translation, whereas a one-to-many translation is called multimodal image-to-image translation. There are many image-to-image translation applications, such as transferring a summer scene to a winter scene. In this section, only four widely known applications are covered: super-resolution, style transfer, object transfiguration, and medical imaging.

7.3.1. Super-Resolution

Super-resolution (SR) refers to the process of translating a low-resolution source image to a high-resolution target image. GANs have recently been used to solve super-resolution problems in an end-to-end manner [111–114] by treating the generator as an SR model to output a high-resolution image and using the discriminator as a binary classifier. SRGAN [115] adds a new distributional loss term in order to generate an upsampled image with the resolution increased fourfold and it is based on the DCGAN architecture with a residual block. ERSGAN [15] has been proposed to improve the overall perceptual quality of SR results by introducing the residual-in-residual dense block (RRDB) without batch normalization in order to further enhance the quality of generated images.

7.3.2. Style Transfer

Style transfer is the process of rendering the content of an image with a specific style while preserving the content, as shown in Figure 6. The earlier style transfer models could only generate one image and transfer it according to one style. However, recent studies attempt to transfer image content according to multiple styles that are based on a perceptual loss. In addition, with advancement in deep generative models, adversarial losses can also be used to train the style model to make the output image indistinguishable from images in the targeted style domain. Style transfer is a practical application of image-to-image translation. Chen et al. [116] propose an adversarial gated networks, called Gated-GAN, to transfer multiple styles while using a single model based on three modalities: an encoder, a gated transformer, and a decoder. GANILLA [117] is a proposed novel framework with the ability to better balance between content and style.

![Figure 6. Style transfer applications with (a) inter-domain attribute transfer and (b) intra-domain attribute transfer [95].](image)

7.3.3. Object Transfiguration

Object transfiguration aims to detect the object of interest in an image and then transform it into another object in the target domain while preserving the background regions, e.g., transforming an apple into an orange, or a horse into a zebra. Using GANs has been explored in object transfiguration...
to perform two tasks: (1) to detect the object of interest in an image and (2) to transform the object into a target domain. Attention GANs [118,119] are mostly used for object transfiguration; such a model consists of an attention network, a transformation network, and a discriminative network.

7.3.4. Medical Imaging

GANs have recently been used in medical imaging for two purposes: first, for discovering the underlying structure of the training data to generate new samples in order to overcome the privacy constraints and the lack or limited quantity of available positive cases, and, second, for detecting abnormal images through the discriminator [120]. MedGAN [121] is a medical image-to-image translation framework that is used to enhance further technical post-processing tasks that require globally consistent image properties. This framework utilizes style transfer losses to match the translated output with the desired target image according to style, texture, and content, as shown in Figure 7.

![Figure 7. Medical image-to-image translation application using MedGAN [121].](image)

8. Discussion and Directions for Future Research

Table 5 shows an overview of recent studies’ structure and mechanisms to further investigate and compare the state-of-the-art image-to-image translation methods. There are two ways of performing image-to-image translation, namely, by supervised or unsupervised methods using either paired or unpaired datasets, as mentioned in the above classification. Although paired datasets have been used to obtain higher-quality outputs by conditional generative network models, it is expensive and difficult to collect such data for certain domains, or sometimes such data may not exist. Therefore, many recent studies [41,83,84,88,89] propose methods for unsupervised image-to-image translation, using unpaired images. However, all of these approaches are only capable of learning deterministic translation of one-to-one mapping: e.g., each translation model associates a single input image with a single output image. Therefore, modeling more relationships across domains is more complex, and it is difficult to learn the underlying distribution between two different domains, known as the many-to-many mapping. The approaches of MUNIT and DIRT enable multi-modal translation by decomposing the latent code into a domain-invariant content space and a domain-specific style space; this leads to mapping ambiguity, since there is more than one proper output and many degrees of freedom in changing the outputs. Many proposed methods have attempted to overcome the limitations of image-to-image translation; however, there are three main open challenges that have not been fully addressed due to several reasons, as investigated and explained in the following section.
Table 5. Comparison of the state-of-the-art methods of image-to-image translation.

| Method          | Unpaired Images | Multi-Domain Translation | Multi-Modal Translation | Unified Structure | Bidirectional Translation | Shared Representation | Feature Disentanglement |
|-----------------|-----------------|--------------------------|-------------------------|-------------------|---------------------------|-----------------------|------------------------|
| Pix2Pix [76]    | -               | -                        | -                       | -                 | -                         | -                     | -                      |
| BicycleGAN [78] | -               | -                        | ✓                       | -                 | ✓                         | ✓                     | -                      |
| StarGAN [44]    | ✓               | ✓                        | -                       | ✓                 | ✓                         | ✓                     | -                      |
| CycleGAN [41]   | ✓               | -                        | -                       | -                 | ✓                         | -                     | -                      |
| UNIT [88]       | ✓               | -                        | -                       | -                 | ✓                         | ✓                     | -                      |
| GMM-UNIT [90]   | ✓               | ✓                        | ✓                       | ✓                 | ✓                         | -                     | ✓                      |
| MUNIT [42]      | ✓               | -                        | ✓                       | -                 | ✓                         | ✓                     | ✓                      |
| DIRT [79]       | ✓               | -                        | ✓                       | -                 | ✓                         | ✓                     | ✓                      |
| DIRT++ [95]     | ✓               | ✓                        | ✓                       | ✓                 | ✓                         | ✓                     | ✓                      |
| UFDN [92]       | ✓               | ✓                        | -                       | ✓                 | ✓                         | ✓                     | ✓                      |
8.1. Open Challenges

- **Mode Collapse**

Image-to-image translation with GANs and GAN variants usually suffers from the mode collapse issue that occurs when the generator only generates the same output, regardless of whether it uses a single input or operates on multiple modes, e.g., when two images \( I_1 = G(c, z_1) \) and \( I_2 = G(c, z_2) \) are likely to be mapped to the same model [107]. There are two types of mode collapse: inter-mode and intra-mode collapse. Inter-mode collapse occurs when the expected output is known, e.g., if digits (0–9) are used and the generator keeps generating the same number to fool the discriminator. In contrast, intra-mode collapse usually happens if the generator only learns one style of the expected output to fool the discriminator. Many proposals have recently been made to alleviate and avoid mode collapse; the sample approaches include LSGAN [59], using a mode-seeking regularization term [107], and cycle consistency [84,95]. However, the mode collapse problem still has not been completely solved and it is considered to be one of the open issues of image-to-image translation tasks.

- **Lack of evaluation metrics**

As mentioned above, several evaluation methods have been proposed [104,106,108,109] to measure and assess the quality of the translated images and investigate the strengths and limitations of the used models. These evaluation measures can be categorized into quantitative and qualitative. They have been further explored in [122], where the difference between both of the techniques has been investigated in depth. Metrics of success of image-to-image translation usually evaluate the quality of generated images while using a limited number of test images or user studies. The evaluation of a limited number of test images must consider both style and content simultaneously, which is difficult to do [117]. In addition, user studies are based on human judgment, which is a subjective metric [1]. However, there is no well-defined evaluation metric, and it is still difficult to accurately assess the quality of generated images, since there is no strict one-to-one correspondence between the translated image and the input image [1].

- **Lack of diversity**

Image-to-image translation diversity is related to the quality of diverse generated outputs utilizing multi-modal and multi-domain mapping, as mentioned above. Several approaches [42,78,79] injected a random noise vector into the generator in order to model a diverse distribution in the target domain. One of the existing limitations of image-to-image translation is the lack of diversity of generated images due to the lack of regularization between the random noise and the target domain [79]. The DIRT [79] and DIRT++ [95] methods have been proposed to improve the diversity of generated images; however, generating diverse outputs for producing high quality and diverse images has not yet been fully explored.

8.2. Directions of Future Research

Deep reinforcement learning (LR) has recently drawn significant attention in the field of deep learning. Deep LR has been applied to a variety of image processing and computer vision tasks: image super-resolution, image denoising, and image restoration [123–125]. A deep reinforcement learning framework can play a role in a GAN to generate high-quality output, whereby the generator can be utilized as an agent and the discriminator’s results as the reward signal. The generator should be trained as an agent and rewarded every time that it fools the discriminator, whereas the discriminator’s training process should be the same as proposed in general GANs to distinguish the generated distribution from the real distribution. Moreover, reconstructing a 3D shape from either a two-dimensional (2D) object or sketches has been a challenging task due to the lack of a proposed and explored 3D GAN in image-to-image translation. In addition, there is a lack of available 3D datasets. Exploring 3D GANs
and volumetric convolutional networks can play a very important role in the future in generating 3D Images. Furthermore, cybersecurity applications should utilize image-to-image translation with GAN to design reliable and efficient systems. The image steganography that is based on GAN should be further investigated and developed in order to overcome critical cybersecurity issues and challenges.

9. Conclusions

Image-to-image translation with GANs has made huge success in computer vision applications. This article presents a comprehensive overview of GAN variants that are related to image-to-image translation based on algorithms, the objective function and structure. Recent state-of-the-art image-to-image translation techniques, both supervised and unsupervised, are surveyed and classified. In addition, benchmark datasets, evaluation metrics and practical applications are summarized. This review paper covers open issues that are related to mode collapse, evaluation metrics, and lack of diversity. Finally, reinforcement learning and 3D models have not been fully explored and are suggested as future directions towards better performance on image-to-image translation tasks. In the future, quantum generative adversarial network for image-to-image translation will be further explored and implemented in order to overcome complex problems related to image generation.
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Appendix A

| GAN Model | Full Name                               | Publication Year | Authors                        |
|-----------|-----------------------------------------|------------------|--------------------------------|
| GAN       | Generative Adversarial Network          | 2014             | Goodfellow et al. [32]          |
| CGAN      | Conditional GAN                         | 2014             | Mirza, M. & Osindero, S. [53]   |
| LAPGAN    | Laplacian Pyramid GAN                   | 2015             | Denton et al. [74]              |
| DCGAN     | Deep convolutional GAN                  | 2016             | Radford et al. [71]             |
| InfoGAN   | Information-Maximizing GAN              | 2016             | Chen et al. [54]                |
| CoGAN     | Coupled GAN                             | 2016             | Liu et al. [89]                 |
| VAE-GAN   | Variational encoder-decoder GAN         | 2016             | Larsen et al. [75]              |
| WGAN      | Wasserstein GAN                         | 2017             | Arjovsky et al. [62]            |
| WGAN-PG   | Wasserstein GAN with a Gradient Penalty | 2017             | Gulrajani et al. [69]           |
| BEGAN     | Boundary Equilibrium GAN                 | 2017             | Berthelot et al. [67]           |
| EBGAN     | Energy-Based GAN                        | 2017             | Zhao et al. [66]                |
| MAGAN     | Margin Adaptation GAN                   | 2017             | Wang et al. [88]                |
| CycleGAN  | Cycle-Consistent GAN                    | 2017             | Zhu et al. [41]                 |
| MMDGAN    | Maximum Mean Discrepancy GAN            | 2017             | Li et al. [65]                  |
| DiscoGAN  | Discover Cross-Domain GAN               | 2017             | Kim et al. [53]                 |
| LSGAN     | Least-Squares GAN                       | 2017             | Mao et al. [59]                 |
| ACGAN     | Auxiliary Classifier GAN                | 2017             | Odena et al. [126]              |
| Pix2Pix   | Pixel-to-Pixel                          | 2017             | Isola et al. [76]               |
| DualGAN   | Dual Learning GAN                       | 2017             | Yi et al. [84]                  |
| UNIT      | Unsupervised Image-to-Image Translation | 2017             | Lui et al. [88]                 |
| SRGAN     | Super-Resolution GAN                    | 2017             | Leding et al. [115]             |
| GAN Model | Full Name | Publication Year | Authors |
|-----------|-----------|------------------|---------|
| PROGAN    | Progressive Growing GAN | 2018 | Karras et al. [73] |
| Pix2PixHD | Pixel-to-Pixel High-Resolution | 2018 | Wang et al. [77] |
| MUNIT     | Multimodal Unsupervised Image-to-Image Translation | 2018 | Huang et al. [42] |
| DRIT      | Diverse Image-to-Image Translation | 2018 | Lee at al. [79] |
| UFDN      | Unified Feature Disentangler | 2018 | Liu et al. [92] |
| AguGAN    | Augmented Cycle GAN | 2018 | Almahairi et al. [82] |
| BigGAN    | Large-Scale (Big) GAN | 2019 | Brock et al. [58] |
| SAGAN     | Self-Attention GAN | 2019 | Zhang et al. [72] |
| CEGAN     | Consistent Embedded GAN | 2019 | Xiong et al. [80] |
| MSGAN     | Mode Seek GAN | 2019 | Mao et al. [107] |
| QGAN      | Quality-Aware GAN | 2019 | Chen et al. [86] |
| DRIT++    | Diverse Image-to-Image Translation | 2019 | Lee et al. [95] |
| AsyGAN    | Asymmetric GAN | 2019 | Li et al. [85] |
| RelGAN    | Relative Attributes GAN | 2019 | Wu et al. [96] |
| Gated-GAN | Adversarial Gated Network | 2019 | Chen et al. [116] |
| DOSGAN    | Domain-Supervised GAN | 2019 | Lin et al. [93] |
| SPA-GAN   | Spatial Attention GAN | 2020 | Emami et al. [87] |
| GMM-UNIT  | Gaussian Mixture Modeling UNIT | 2020 | Liu et al. [90] |
| GANILLA   | GAN for Image-to-Illustration Translation | 2020 | Hicsonmez et al. [117] |
| XGAN      | Cross GAN | 2020 | Royer et al. [43] |
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