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Abstract
Online social network is one of the most prominent media that holds information about society’s epidemic problem. Due to privacy reasons, most of the users will not disclose their location. Detecting the location of the tweet users is required to track the geographic location of the spreading diseases. This work aims to detect the spreading location of the COVID-19 disease from the Twitter users and content discussed in the tweet. COVID-19 is a disease caused by the "novel coronavirus." About 80% of confirmed cases recover from the disease. However, one out of every six people who get COVID-19 can become seriously ill, stated by the World health organization. Inferring the user location for identifying the spreading location for the disease is a very challenging task. This paper proposes a new technique based on a hypergraph model to detect the Twitter user’s locations based on the spreading disease. This model uses hypergraph with weighting factor technique to infer the spreading disease’s spatial location. The accuracy of prediction can be improved when a massive volume of streaming data is analyzed. The Helly property of the hypergraph was applied to discard less potential words from the text analysis, which claims this work of unique nature. A weighting factor was introduced to calculate the score of each location for a particular user. The location of each user is predicted based on the one that possesses the highest weighting factor. The proposed framework has been evaluated and tested for various measures like precision, recall and F-measure. The promising results obtained have substantiated the claim for this work compared to the state-of-the-art methodologies.
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1 Introduction

Online social networks, such as Facebook, Twitter, Four-square, LinkedIn, Pinterest and Google Plus, employed as a monitoring tool to explore essential information about Event Detection [1], Election Prediction [2], Epidemic Forecasting [3, 4], human personality analysis and trend prediction. Twitter is a modern public platform where many users debate, discuss and share their views. It has become an arena to showcase world news and also proves to be one of the most quantitative and qualitative human information databases. Twitter users fill up the profile with their personal information. These data are not always available. 75% of the Twitter users did not disclose their location in his/her profile. The user’s location is an essential piece of the attribute that could be exploited for various surveillance kinds.

Many researchers have focused on machine learning techniques to infer the user’s location. Primary two ways to detect the Twitter user’s location include (1) GPS-enabled geotagging and check-in, and (2) user-generated content. The first way is not always reliable and must be continuously updated [1, 5]. The second way is detecting the location based on their publicly available data [6]. The prediction performance of these models depends on the availability of local words in post contents. Figure 1 portrays the location prediction of the particular Twitter user using two different types of ways.

Detecting the particular Twitter user’s location may help identify the epidemic zone for any type of disease. Here, Twitter API generates the streaming data based on the keywords given by the users. Twitter has been measured to be an essential resource for receiving health-related information discussed in society. This information has been shared by both official sources and citizens. Content discussed in the tweets related to diseases is beneficial for public health research [7].

Health-related topics are recognized from emerging online health communities (MedHelp) using unsupervised machine learning techniques [8]. Different

---

Fig. 1 Two different ways to predict the Twitter user’s location
community centre dispatches their content through some online forum. Analysis of these types of content will help society to detect the new symptoms, prevention and causes for any type of disease.

Followers of Twitter users and self-reported contents play a significant role in the hybrid prediction model [9, 10]. If the particular user’s followers declare some places in their tweets, the hybrid prediction model can use such data to recognize the user’s location. Graph structure of the networks [11] is constructed from the follower’s information. This technique explicit clustering features while inferring users’ locations. Analyzing the social network graph is challenging when we worked with a high volume of data. Some researchers employed a graph-based machine learning technique to train a model between the users’ known and unknown geolocation [10, 12].

Markov chain Monte Carlo simulation technique [9] is proposed, considering the Markov random field probability model to represent the network. This social network approximates the posterior probability distribution of the missing label. It combines the graph and content analyses for detecting the geolocation of the users. Pang et al. [5] introduced deep learning-based feature learning architecture, and it can detect the user’s demographics location category.

The challengers are

- Due to the processing of unstructured data, it is difficult to identify the common framework for detecting Twitter users’ location. It is serious to understand the performance of the existing models.
- Previous researchers have evaluated their methods using less volume of data and limited number metrics with their own data. It is essential to classify suitable metrics that can predict the user’s location. Defining such a suite of metrics is a challenging task.

To respond to these challenges, this paper proposes the framework for detecting twitter’s location by incorporating the following contributions.

- Other graphing technique used in the previous studies is produced single association between two entities. However, the hypergraph produces the multiway association between the nodes.
- Multiway association between the words and location can be established using hypergraph.
- Hypergraph measures the multiway association between the COVID-19 with the proper location.
- Applying the Helly property in the hypergraph reduces the noisy data or irrelevant data in the context.
- Weighting factor measure in the hypergraph produces the classifier result with good accuracy.
- We tested our methodology with ten trials. Finally, it presents new experiments with high accuracy.
The rest of the paper is organized as follows. Section 2 summarizes the current state of the art to learn the geographical location of social network agents. Section 3 shows the proposed framework (HWF) based on hypergraph with Helly property and weighting factor (IF), and Sect. 4 portrays the experiments, along with data collection and data analysis, followed by the experimental results and discussion. Section 5 concludes and shows future directions.

2 Related work

The microblogging service in Twitter has been used to gather information on events occurring in real time [13–15]. For example, when COVID-19 is spreading in society, people make many posts related to the novel coronavirus, enabling the detection of geographical locations for spreading disease.

An epidemic zone for any pandemic spreading disease can be detected based on the Twitter user’s location. Most Twitter users do not disclose their location because of privacy reasons. Inferring the Twitter user location may help the government detect the epidemic zone for the spreading disease.

This section reviews current methodologies when predicting the location of the Twitter user [16–18]. Comparison of different algorithms is difficult because the evaluations are not performed on the same data set and standard configurations.

Name entity recognition (NER) [12] technique is used to extract the features from the text document, news and articles. It has attracted many researchers for text processing. Twitter’s locations are geographically defined places like countries, rivers, mountains, highways, streets, factories, etc. NER is a part of location recognition in social media data. The results were evaluated with some components physically identified as to location by experts.

Agarwal et al. introduced an approach that combines the concept-based vocabulary and Stanford NER tool to identify the location information from tweets. To remove the noisy component from extracted location phrases, they used a naive Bayes classifier with the following features: the word’s POS tags, three words after this word and three words before this word [19, 20].

Hence, instead of using social content, some prediction techniques rely on a social network’s graph structure. These techniques exploit the network features while inferring user’s locations using their social connections. Comparative analysis of nine network-based techniques is discussed in [21]. They used a bidirectional Twitter network dataset for predicting "tweet location" from a user’s post. It shows the system performance when varying the gazetteer used to identify self-reported locations.

Some authors tried different machine learning technique algorithms validation [22, 23]: Naïve Bayes, support vector machine, decision tree and random forest using cross-validation. They experiment with different machine algorithms with an accuracy measure.

Markov chain Monte Carlo (MCMC) [9] algorithm and posterior probability estimator method are used to detecting the Twitter user’s location. They compared the integrated data approach with Naive Bayes. MRW (multirank walk) and Predict the
country of origin of Twitter users with good accuracy. Home location prediction with similarities is posed by Potts model [16].

Form a network based on the followers and establish the relation between user living probability in a city. Using the probability distribution of the friendship between the friends, they infer the user’s location [24, 25]. Prediction methodology assumes that users in the same social circle were likely to visit the same area [21]. New prevention, causes and fear of the PCOS problem have to detected from social media content analysis [26, 27].

Geographical proximity and structural proximity metric are used to outline communities in a user’s ego-net [28]. Each metric on social media data can be evaluated and project the performance measures. In graph-based deep learning architecture based on user-generated content [10] Weighted most frequently visited (WMFV) cluster of the user.

In supervised keyword extraction methodology, the keyword extraction task is treated as a twofold order issue. A classifier decides if each word or phrase in the document is a keyword. Most of the research community uses different classifier algorithms, such as Naive Bayes classifier, support vector machine, maximum entropy modeling, decision tree and hidden Markov mode. The main problem of keyword extraction methodology is the requirement for a labeled corpus. The nature of the preparation corpus straightforwardly influences the model’s presentation, consequently influencing the after effects of keyword extraction. Also, since there are not many marked corpuses accessible, the preparation set regularly should be labeled by clients themselves. Manual labeling of top-notch keywords from text prompts a lot of contrast in the experimental data, which are likewise costly, tedious and mistake inclined. Hence, how to get a top-notch preparing set is the bottleneck of these methodologies.

Here we developed a supervised keyword extraction tool using hypergraph-based Weighting factor with better 89% accuracy, which is better compared to the other existing supervised keyword extraction algorithms.

3 The methodology of the proposed HWF model

Online social networks (Twitter, Facebook, Flickr) are an essential source of information to supervise real-time events, such as epidemic surveillance, location-based election prediction, real-time events. But 30% of the substantial number of Twitter users choose not to disclose their geographical location. Detection of the user’s location is an important task to produce a survey report related to any events. Here, we are focusing on the epidemic zone prediction of the COVID-19 using Twitter users’ location and content discussed in the tweet. Figure 2 shows the overall architecture for the HWF used to infer the epidemic zone for the COVID-19.

The key contribution of the proposed framework is

1. Collect the tweet streaming data using Twitter API and preprocess the text data using NLTK.
2. Construction of the hypergraph. Location as edge and words discussed in a tweet as vertex
3. Apply the Helly property to each word for excluding the repeated word in a different domain.
4. Apply the weighting factor for each word and classify the tweets by location.
5. Detect the spreading rate and geographical zone for the epidemic zone for the COVID-19.

3.1 Data gathering and preprocessing

Formulating effectual datasets that are utilized for exploratory studies and understanding the hidden patterns is necessary to preprocess the dataset. It is essential to do complete data analyses on tweet attributes. The prime idea is that spoken words from Twitter are a random combination of words related to COVID-19. This section is intended to discuss the approach and methodology for data collection and preprocessing. The data are accumulated from Twitter using keywords necessary for data collection and help recognize relevant tweets. To extract data utilizing keywords and medicinal terms, Twitter API [11] has been used. The important variables, also known as keywords, are collected through a methodology based on Jain and Kumar [5] that supplies vital keywords associated with public feelings and general trends and are widely trending on a particular day. Some of the keywords taken into consideration are: Keywords: {"COVID-19"," CORONA VIRUS"}. 
Test preprocessing the tweets is an important task as these documents are filled with dialect, other language words and misspellings. Preprocessing of text is done to address the complications associated with the noise present in the document. Some of the key methods such as tokenization, stop words removal, stemming, lemmatization, feature weighting, dimensionality reduction and frequency-based methods [12] are applied. Due to privacy reasons, most Twitter users do not disclose their location. Finding the location of the Twitter user can help society to find the epidemic zone related to Coronavirus. For an effectual observation, it is imperative to identify the appropriate tweets that investigate coronavirus disease using surveillance and detection. Algorithm 1 given below is responsible for the data collection and the preprocessing steps are also explained.

**Algorithm 1: Data collection and preprocessing**

Input: Data collected from Twitter API related to the COVID-19
Output: List of words in a file after preprocessing the tweets
1. While all words in the document in a file are exhausted
   1.1. Tokenize the document.
   1.2. Remove the stopwords.
   1.3. Remove the punctuation.
2. Removing Tweets with less than three words
3. Removing duplicate tweets.

### 3.1 Removing stop words

Stop words removal is not a fast rule in natural language processing. Stopwords are excluded from the Twitter dataset, which concentrates the sentence with those words that are informative. This process will decrease the size of the dataset and improve performance evaluation. Google search engine removes the stopwords for fast and relevant text extraction. Example stop words are {'ourselves,' 'hers,' 'between,' 'yourself'}. Fifty stop words are removed from our document as they are irrelevant for our purpose.

### 3.1.2 Removing Tweets with less than three words

In our dataset, 20% of the tweet has less than three words. Those tweets are removed from the data set for improving the accuracy of an algorithm.

### 3.1.3 Removing duplicate tweet

Here, if the tweets came from the same tweet id more than once, those tweets can be removed from the data set. Around 27% of the tweets are duplicated in our data set.
### 3.2 Construction of the hypergraph

In Fig. 3, an location set $V = \{v_1, v_2, v_3, v_4, v_5, v_6, v_7\}$ and the word set $E = \{e_1, e_2, e_3\}$ is represented in three different ways. The element $(V_i, e_j)$ is set to 1 if $e_j$ is a word of location $v_i$, and 0 otherwise (a). It is a simple undirected graph in which two locations are joined together by an edge if there is at least one word in common. This graph cannot tell us whether the same word is the word of three or more locations or not (b). A hypergraph that could completely illustrate the high-order relationships among location and words (c).

**Definition (hypergraph)** A hypergraph is a graph in which an edge can connect more than two vertices as defined in [29–31]. A hypergraph $H$ can be defined, $H = \{V, E\}$ where $V = \{v_1, v_2, v_3, \ldots, v_n\}$ is the set of vertices and $E = \{e_1, e_2, e_3, \ldots, e_m\}$ is the set of edges.

Figure 4 demonstrates the sample hypergraph structure for location prediction for the Twitter user. Here we represented the hypergraph by location in the tweets as
edges and words discussed in the location as vertices. Here, \( V = \{L_1, L_2, L_3, L_4, L_5\} \) and 
\( E = \{w_1, w_2, w_3, w_4, w_5, w_6, w_7, w_8, w_9, w_{10}\} = \{\{w_1, w_2, w_3\}, \{w_1, w_4, w_5\}, \{w_6, w_7, w_8\}, \{w_9, w_{10}\}\}. \)

The uniformity of a hypergraph is judged by the number of vertices that each of its hyper-edges connects. We consider the words discussed in tweets to be the vertices \( V = \{w_1, w_2, w_3, \ldots, w_n\} \) and the locations to be the edges \( E = \{l_1, l_2, l_3, \ldots, l_n\} = \{\{w_1, w_2, w_3\}, \{w_1, w_2\}, \{w_4, w_5\}\}. \)

Here, \( w \) indicates the words discussed in Twitter based on the location. The edge "l" indicates the locations available in the Twitter data set related to the COVID-19. Construction of the hypergraph is represented in Algorithm 2. The algorithm receives the tweet location with content. If the new location receives, then it will be considered as a new edge. If the location already exists in the hypergraph, it collects the words and adds them to the corresponding edges. This procedure is executed until the construction of the complete hypergraph from the tweet dataset. The ’p’ variable is used to identify the number of edges in the hypergraph. If one word is available in all the locations, then the word’s degree is equal to ’p’ variable. Finally, we considered that word is a Helly word. These types of Helly words were removed from the hypergraph. We mentioned the usage of the "p" variable in the revised manuscript.

Algorithm 2: Construction of the Hypergraph

```
Input: Tweet (location, content)
Output: Hypergraph H (E, V)

for each tweet (L_i, set of words in L_i)
    If (L_i \in E \in E)
        ++ f(L_i)  // number of each location in tweet dataset
    else
        Create edge(Ei)
        f(E_i) = 1
        V(E_i) = set of words in Ei
        P++  // distinct location in dataset
end for
```

### 3.3 Helly Property in Hypergraph

Let H be a hypergraph. The sets that can be written and the union of different edges of H form a new hypergraph are denoted by \( H' \). Let us suppose that \( H \) has the Helly property, and we want to state something similar for \( H' \). We prove a conjecture of C. Berge and two negative results \([32, 33]\). Commonly discussed words in all the locations might not produce the correct location of the tweet. Here, commonly discussed words are removed from the hypergraph using the Helly property. In Fig. 5, \( w_1 \) and \( w_2 \) are the Helly words. Those words are removed from the hypergraph. Helly property in the hypergraph is used to identify the most discussed words in all the locations. If the word is present in all the locations, those words are considered less potential component words for our analysis. In our
work, 30% of the words are removed from the hypergraph based on the Helly property. The Helly property [34] identifies the most featured component of the entire hypergraph or set of vertices that are associated with every edge in the graph.

Without removal of Helly words from the hypergraph may lead to less accuracy. These types of analysis will improve the accuracy of an algorithm compare to the other existing algorithms. The demonstration of the removal of the Helly words is disrobed in algorithm 3. In this algorithm, it will traverse every edge in the hypergraph. If the vertex presents in all the edge in the hypergraph, then that vertex will be removed from the hypergraph.

Algorithm 3

Input: Hypergraph with Helly words, p (Total number of edges in the graph)
Output: Hypergraph without Helly words

for all edges $e_i$ in $H$ do
  for each vertex $v_i$ in $e_i$
    $f(v_i) = f(E_j)$
    if ($f(v_i) == p$)
      Release the vertex $v_i$ from all edges in $H$
    end if
  end for
end for

3.4 Weighting factor (WF)

The weighting factor for every word is calculated using the following procedure. The main objective of the work in this work is weighting factor calculation for the vertices in the hypergraph. The vertices are associated with more than one edge that has less weight. A word (vertex) uttered only in a particular edge is more important than that used by two or more edges. The weighting factor for the location prediction of the particular tweet is
Here, $N_e$ represents the total number of edges in the hypergraph and $n_{ev}$ denotes the number of edges (e) that uses a vertex v. A vertex used by many edges has a lower weight factor value than the one that is restricted to a few edges. If the vertex is unique in the hypergraph, then it gets the highest weight factor value.

$$WF(v) = (N_e - n_{ev})$$ (2)

The value of $\beta$ can be chosen arbitrarily according to the dataset. It is not harmful to set its value to one. In our experiment, we set it to one. There is a possibility of a word being unique to a region, but only one user from a different region may have used it. The value of $\beta$ will vary from word to word. So, we rewrite our equation of IF as

$$WF(v) = \beta w(N_e - n_{ev})$$ (3)

The value of $\beta w$ depends on the frequency of the words’ usage in every region. Finally, we derived a generic formula for $\beta w$ is

$$\beta c = \prod_{j=1}^{\text{containsw}} k_j \frac{f(v)}{f(j)}$$ (4)

where $f(j)$ represents the total number of vertices covered by the edge $j$. The fractional part represents the frequency of a particular component in a region. The constant variable $k$ is used to differentiate each edge. The number of words may be high in a particular region and low in another. It is a normalizing factor. It is unique for each edge or region. Algorithm 4 demonstrates the Weighting factor calculation of each vertex. This value predicts the location of the Twitter users based on the context.

Algorithm 4: Predict the location of the Twitter user using a Weighting factor

Input: Tweet content without location
Output: Tweet content with location

For all test tweets, $Te_i$ do
   For all edges $e_j$ in H do
      Score($e_j$) = 0
   End for
   For all components $c_k$ in $Te_i$, do
      Score($e_j$) += $WF(c_k)$ $\forall e_j$ with $c_k$ contained in $e_j$ // Calculate from formula 3.
   End for
   Find the edge $e_j$ with the maximum score
   Declare $e_j$ as the location of $Te_i$
End For
4 Experimental result

4.1 Data preprocessing

Around 134,456 tweets on March 26, 2020, were collected from Twitter using Twitter API programs in Python. Here the tweets are collected by us based on the following keys given by the Twitter server, access_token, access_token_secret, consumer_key, consumer_secret. Sample tweets are shown in Table 1. Twitter words are tokenized using the functions, namely sent_tokenize and word_tokenize using the NLTK (Natural Language ToolKit) library in Python. The stopwords were removed by using the stopword package. We collected the data with Twitter id and removed duplicate data when the tweets are generated from the common tweet id. This type of preprocessing will improve the performance of the result. We found only 82,416 tweets after preprocessing the document.

Figure 6 shows the COVID-19 tracker from Twitter content and the location of the Twitter user. The geographical location of the spreading of COVID-19 is mapped with the report generated from the World Health Organization. Reports given by the world health organization are depicted in Fig. 7. These two figures are matched with the count. Word cloud of the Twitter content is shown in Fig. 8.

4.2 Construction of the hypergraph

In the hypergraph, the number of the vertex is 595,710, and the number of edges is 182. The number of Helly words is 178,713. 30% of the words are removed in each edge based on the Helly words. A weighting factor was calculated for the test dataset and predicted the Twitter user’s location with the highest score. It observed that whenever a location beats another by a huge margin (of score), the test was successful. In samples represented in tweet dataset with weighting factor calculated, the Twitter users’ locations are identified based on the highest score, represented in Table 2.

4.3 Accuracy

During the training phase, measuring accuracy plays a relevant role in model selection. Parameters were selected to maximize prediction accuracy on training samples.

Standard Accuracy measure for the classification:

The precision and recall values were calculated for each location based on the observed true positive, true negative, false positive and false negative values. Precision measures the ratio of the positive cases that were correct. Recall measures the ratio of positive cases that were correctly identified.

\[
\text{Precision} = \frac{\text{TruePositive}}{\text{Truepositive} + \text{FalsePositive}}
\]
When the reallocation is \( A \), and it was correctly predicted, it contributes to the true positive of \( A \). When the reallocation is \( A \), and it was wrongly predicted as \( X \), it contributes to the false negative of \( A \). When the reallocation is \( X \) and was wrongly predicted to be \( A \), it contributes to the false positive of \( A \). F1–Measure is a harmonic mean of precision and recall.

\[
\text{Recall} = \frac{\text{TruePositive}}{\text{TruePositive} + \text{FalseNegative}}
\]

When the reallocation is \( A \), and it was correctly predicted, it contributes to the true positive of \( A \). When the reallocation is \( A \), and it was wrongly predicted as \( X \), it contributes to the false negative of \( A \). When the reallocation is \( X \) and was wrongly predicted to be \( A \), it contributes to the false positive of \( A \). F1–Measure is a harmonic mean of precision and recall.
The standard approach when evaluating the accuracy of a model is the holdout method. We divided the available data into two disjoint sets: the training set, which is fed into the learning algorithm, and the test set, used only to evaluate the model’s performance. Commonly, two-thirds of the data items are destined for the training and the remainder is reserved for the testing, but other proportions like 70:30, 80:20 and 90:10.

The results obtained by the three methods are summarized in Table 2. The proposed method HWF and two baselines that consider the information about the two data sources independently in the 10 classes dataset are obtained. HWF was produced high accuracy compared to the other existing classifier algorithms (DTC—decision tree classifier, and MCM—Markov modeling, MEM—maximum entropy modeling, NB—Navie Bayes classifier) (Fig. 9).

\[
\text{F1 Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

Fig. 7 Survey report released by the World Health Organization

Fig. 8 Word cloud for Twitter content related to COVID-19
4.4 Time complexity

The time is taken for each of the algorithms compared and plotted as a graph, as shown in Fig. 10. To estimate the algorithm’s time complexity, assume ‘n’ as the number of tweets and ‘w’ as the number of distinct vertices observed. For the process of creation of the hypergraph, it would require \(1 + 2 + \cdots + w = O(w^2)\) time. For modeling the hypergraph, all vertices are checked for the Helly property. If the Helly property is observed, that particular vertex is removed, for which the time complexity is comparatively negligible. Hence, modeling takes \(\theta(\sum_{\text{edge}} w(\text{edge}))\), where \(w(\text{edge})\) is the number of vertices covered by the edge. The testing process takes linear time if indexing is used. Hence, the total time complexity is \(\omega(n^2)\), since there is no vertex common to all vertices. The following chart (Fig. 10) compares different classifier algorithms based on time complexity. It shows that the time taken for the HWF algorithm is less compared to others.

5 Conclusion and future work

This work proposed a new hypergraph-based weighting factor technique to detect Twitter user’s location. The proposed model has been tested with a high volume of streaming data retrieved from Twitter API, and the same data set has been compared with other competent algorithms, namely Naïve Bayes classifier, Markov modeling, maximum entropy modeling and decision tree. The experimental result has been observed for 10 test cases, and it is evident that the location prediction accuracy
for the HWF supersedes the remaining for all the cases. Despite prediction accuracy, the time complexity involved in this process has also been found to be moderate. The complete framework has been tested by considering a single source of data from Twitter, and the same can be extended to incorporate multiple sources of data from other social networks. This work can suit most of the emerging applications like cyber investigation team, election polling and disaster management, predicting the users’ location with higher accuracy in a short span of time. Geolocation is not just handled on Twitter, yet also numerous different stages like Facebook, Foursquare, Gowalla, etc. The forecast models proposed based on Twitter can likewise be adjusted to other online media locales, requiring a few changes. Be that as it may, before considering model transformations, we should be sure whether the three geolocation issues on Twitter, i.e., forecast of the home area, tweet area and referenced area, are pertinent to the objective stage or not.
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