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Abstract

An influential 1990 paper of Hochbaum and Shanthikumar made it common wisdom that “convex separable optimization is not much harder than linear optimization” [JACM 1990]. We exhibit two fundamental classes of mixed integer (linear) programs that run counter this intuition. Namely those whose constraint matrices have small coefficients and small primal or dual treedepth: While linear optimization is easy [Brand, Koutecký, Ordyniak, AAAI 2021], we prove that separable convex optimization is much harder. Moreover, in the pure integer and mixed integer linear cases, these two classes have the same parameterized complexity. We show that they yet behave quite differently in the separable convex mixed integer case.

Our approach employs the mixed Graver basis introduced by Hemmecke [Math. Prog. 2003]. We give the first non-trivial lower and upper bounds on the norm of mixed Graver basis elements. In previous works involving the integer Graver basis, such upper bounds have consistently resulted in efficient algorithms for integer programming. Curiously, this does not happen in our case. In fact, we even rule out such an algorithm.

1 Introduction

The Mixed Integer Programming problem is to solve

$$\min f(x) : Ex = b, \ l \leq x \leq u, \ x \in \mathbb{Z}^n \times \mathbb{R}^n, \quad (\text{MIP})$$

where the number of columns is $n = n_\mathbb{Z} + n_\mathbb{R}$, the objective function is $f : \mathbb{R}^n \to \mathbb{R}$, $E \in \mathbb{Z}^{m \times n}$, $E$ denotes the constraint matrix, $b \in \mathbb{R}^m$ is the right-hand side, and the lower and upper bounds are $l, u \in (\mathbb{R} \cup \{\pm \infty\})^n$. We focus on the case when $f$ is separable convex, that is, $f(x) = \sum_{i=1}^n f_i(x_i)$ where each $f_i : \mathbb{R} \to \mathbb{R}$ is convex. Without this restriction, the problem is essentially solved in fixed dimension and hopelessly hard in variable dimension, as already minimizing (non-separable) convex quadratic functions over the unit cube $\{0, 1\}^n$ is NP-hard [EHK+19, Proposition 101]. In the sequel, we set $X = \mathbb{Z}^{n_\mathbb{Z}} \times \mathbb{R}^{n_\mathbb{R}}$, where $n_\mathbb{Z}$ and $n_\mathbb{R}$ should be clear from the context.

MIP is a fundamental modeling tool widely used in optimization. As Bixby [Bix02] says in his famous analysis of LP solver speed-ups, “[I]nteger programming, and most particularly the mixed-integer variant, is...
the dominant application of linear programming in practice.” Despite this, the computational complexity of (MIP) is significantly underexplored, especially compared to the state of the art in INTEGER PROGRAMMING (IP). Let us give a brief overview.

INTEGER PROGRAMMING is NP-hard in general, but three prominent classes of IP were shown to be tractable. First, Hoffman and Kruskal [Hof55] showed that any LP with a totally unimodular (TU) constraint matrix has integral vertices. This, together with the polynomiality of LINEAR PROGRAMMING (LP), shows that ILPs with TU matrices can be solved in polynomial time. A generalization of TU matrices are matrices with bounded subdeterminants $\Delta$: the polynomiality of such ILPs is a major open problem, so far only solved for the case $\Delta = 2$ (bimodular matrices) [AWZ17]. Hochbaum and Shanthikumar [HS90] extended these results to separable convex objectives. In the ‘80s, Lenstra [Len83] showed that INTEGER PROGRAMMING (IP) can be solved in time $g(n)\poly(L)$, where $L$ is the input length and $g$ is some computable function. His algorithm works even if $f$ is a convex function. Finally, it was recently shown that IP with separable convex $f$ can be solved in time $g(a,d)\poly(n,L)$, where $a = \|E\|_{\infty}$, $d$ is a measure of structural sparsity of $E$ (specifically, the smaller of the primal or dual treedepth of $E$) and $g$ is some computable function [KLO18]. This result is a part of a major current stream of results on the complexity of IP with matrices of bounded treedepth, the state of the art being [EHK19, CEP+21, CEH+21, KR21b, CCK+20]. IPs with bounded treedepth can intuitively be seen as IPs with small entanglement w. r. t. their variables and constraints, e. g., block-structured matrices such as $n$-fold or 2-stage stochastic IPs. Bounded treedepth IPs led to several breakthroughs in applications [KKM17, KK18, KKL19, JKM18, CM18] and are the focus of a plethora of recent works.

What is the complexity of the mixed variant (MILP) for these classes of constraint matrices? Already in his original paper, Lenstra showed an extension of his algorithm to (MILP) with complexity $g(n_2)\poly(n_2,L)$. But what about the other two classes? Let us first restrict our attention to the simpler situation where $f(x) = wx$ is a linear function and $b, l, u$ are integral, i.e.,

$$\min_{x} \text{wx : } Ex = b, l \leq x \leq u, \quad x \in \mathbb{X}, l, u \in \mathbb{Z}^n, b \in \mathbb{Z}^m.$$ (MILP$_{\mathbb{Z}}$)

Regarding the two aforementioned classes, the totally unimodular case is polynomial for (MILP$_{\mathbb{Z}}$) because it again coincides with LP. For MILPs with small coefficients and treedepth, Brand, Koutecký and Ordyniak [BKO21] have recently shown that also this problem remains efficiently solvable.

1.1 Our Contributions

1.1.1 Algorithms and Complexity of Mixed-Integer Programs.

The work of Hochbaum and Shanthikumar [HS90] seemingly made it common sense that “convex separable optimization is not much harder than linear optimization,” as the title of their paper says. Another case supporting Hochbaum and Shanthikumar’s claim is an algorithm of Chubanov [Chu16], which reduces separable convex continuous minimization to linear programming. This nurtures the idea that positive results for the easier problem (MILP$_{\mathbb{Z}}$) translate to (MIP). We provide evidence against this intuition. Namely, we show that the two positive results above do not extend to (MILP$_{\mathbb{R}}$). This even holds if we restrict $b, l, u$ to be integral. In fact, already a small generalization of (MILP$_{\mathbb{Z}}$) where we allow fractional entries, i.e.,

$$\min_{x} \text{wx : } Ex = b, l \leq x \leq u, \quad x \in \mathbb{X}, l, u \in \mathbb{X}, b \in \mathbb{R}^m,$$ (MILP$_{\mathbb{R}}$)

becomes much harder. We show that (MILP$_{\mathbb{R}}$) can be reduced to (MIP) with integral data (Lemma 1) by capturing the fractionality of $b, l, u$ by the separable convex objective $f$. Thus, any hardness of (MILP$_{\mathbb{R}}$) also directly shows hardness of (MIP).

Regarding the totally unimodular case (and, by extension, also the bimodular case), Conforti et al. [CSEW09] proved that deciding the feasibility of (MILP$_{\mathbb{Z}}$) is NP-hard. Together with our reduction to (MIP), this shows that (MIP) with a TU constraint matrix is NP-hard even with integral $b, l, u$.

In the same vein, we prove in Theorems 1 and 2 below that for matrices of bounded treedepth, already (MILP$_{\mathbb{R}}$), and a fortiori the separable convex case (MIP), is hard. Looking closer, we will see that the
While we are confident that our algorithmic results generalize to solutions of mixed-integer linear programs, we focus on the 2-stage case for ease of exposition. Structured in much the same way as in Fig. 1, but with diagonal blocks of recursive multi-stage stochastic form.

Theorem 1. n-fold \((\text{MILP}_\mathbb{R})\) and \((\text{MIP})\) with integral data are \(\text{NP}-\text{hard} \) already with blocks of constant dimensions and with \(\|E\|_\infty = 1\).

In contrast, our main algorithmic result shows that 2-stage stochastic \((\text{MILP}_\mathbb{R})\) are solvable in polynomial time for fixed block dimensions:

Theorem 2. 2-stage stochastic \((\text{MILP}_\mathbb{R})\) with block dimensions \(r, s\) can be solved in time \(g(r, s, \|E\|_\infty)n^r\) for some computable function \(g\).

The algorithm relies on a combination of insights into mixed Graver bases as well as the structure of basic solutions for 2-stage mixed-integer linear programs. We obtain a matching lower bound for 2-stage stochastic \((\text{MILP}_\mathbb{R})\):

Theorem 3. 2-stage stochastic \((\text{MILP}_\mathbb{R})\) and \((\text{MIP})\) with integral data are \(\text{W}[1]-\text{hard} \) parameterized by the block dimensions and with \(\|E\|_\infty = 1\).

Note that \(\text{W}[1]-\text{hardness}\) rules out an algorithm of the form \(g(k)\text{ poly}(n)\) where \(k\) are the block dimensions and \(n\) is the number of blocks, under the standard complexity assumption \(\text{FPT} \neq \text{W}[1]\).

Remark 1. We formulate our algorithms in reference to 2-stage stochastic constraint matrices. These are generalized by matrices of bounded treedepth, so-called multi-stage stochastic matrices. They are structured in much the same way as in Fig. 1, but with diagonal blocks of recursive multi-stage stochastic form (and the depth of this recursion is bounded). While we are confident that our algorithmic results generalize to multi-stage stochastic programs, we focus on the 2-stage case for ease of exposition.

In a more general vein, we give a mixed-integer analogue of the famous algorithm of Papadimitrou [Pap81] for ILPs with few rows and small coefficients:

Theorem 4. \((\text{MIP})\) can be solved in single-exponential time \((m\|E\|_\infty)^{O(m^2)}\cdot R\), where \(R\) is the time needed to solve the continuous relaxation of any \((\text{MIP})\) with the constraint matrix \(E\).

Until now, the best way to solve a \((\text{MIP})\) with few rows and small coefficients would be to preprocess \(E\) to not contain any column twice, leaving at most \((2\|E\|_\infty + 1)^m\) columns, and then use Lenstra’s algorithm. However, this leads to a double-exponential running time in terms of \(m\) and single-exponential in terms of \(\|E\|_\infty\).

\[\] 

As is common in the literature, we use the term single-exponential in \(x\) for functions of the form \(2^{\text{poly}(x)}\), as opposed to \(2^{O(x)}\). Similarly, we call exponential towers of height two, that is, \(2^{2^{\text{poly}(x)}}\) double-exponential in \(x\).
Results on Mixed Graver Bases.

Our algorithmic approach uses the mixed Graver basis of the constraint matrix. This is a mixed analogue of the usual integral Graver basis, which is a central object in all the recent developments around block-structured IPs. Deeper insights into the Graver basis have led to new dynamic data structures [EHK19], proximity theorems [KKL19, CEH19, EHK+19, CEP+21, KR21a], better convergence rate analyses [EHK+19], and much more. The mixed Graver basis was introduced by Hemmecke [Hem03] already in 2003, but has been neglected in the literature ever since. On our way to showing Theorem 2, we prove several results about the mixed Graver basis which are of independent interest, and disagree with the typical intuitions gained by studying the ordinary integral Graver basis. First, while all elements of the integral Graver basis of an $n$-fold matrix have small 1-norm, we show:

**Theorem 5.** There is an $n$-fold matrix $E$ with constant-sized blocks and $\|E\|_\infty = 1$ such that the mixed Graver basis of $E$ contains an element with 1-norm $\Omega(n)$.

On the other hand, for 2-stage stochastic matrices, the mixed Graver basis seems to behave similarly to the integer Graver basis, and the $\infty$-norm of its elements can be bounded by a function of the block dimensions and $\|E\|_\infty$:

**Theorem 6.** For any 2-stage stochastic matrix $E$, the maximum $\infty$-norm of an element of its mixed Graver basis is bounded by $h(r, s, \|E\|_\infty)$ for some computable function $h$.

This bound also implies a proximity result: for any integer optimum $z^\ast$, there is a nearby mixed optimum $x^\ast$. Thus, we can first find $z^\ast$ (which can be done efficiently), and then only search in a small neighborhood around $z^\ast$.

Until now, a bound such as $h(r, s, \|E\|_\infty)$ on the Graver elements has always lead to an algorithm with a corresponding running time $h(r, s, \|E\|_\infty)$ poly$(n)$. However, in the mixed case, such an algorithm is ruled out by Theorem 5. This shows that in the mixed case, also the common intuition that good bounds on the Graver norm directly lead to fast algorithms is not true.

### 1.2 Organization

We give all necessary preliminaries in Sect. 2. Then, we give new results on mixed Graver bases and algorithmic consequences for mixed-integer linear programs with few rows in Sect. 3. In Sect. 4, we then extend this to an algorithm for the 2-stage stochastic case, and Sect. 5 contains a matching lower bound. In Sects. 6 and 7, we prove both complexity and Graver norm lower bounds for the $n$-fold case.

### 2 Preliminaries

We write vectors in boldface (e.g., $\mathbf{x}, \mathbf{y}$) and their entries in normal font (e.g., the $i$-th entry of $\mathbf{x}$ is $x_i$). Let $\mathbb{X} = \mathbb{Z}^n \times \mathbb{R}^n$. Any $\mathbb{MIP}$ instance with infinite bounds $\mathbf{l}, \mathbf{u}$ can be reduced to an instance with finite bounds using standard techniques (solving the continuous relaxation and using proximity bounds to restrict the relevant region), so from now on we will assume finite bounds $\mathbf{l}, \mathbf{u} \in \mathbb{X}$.

The set of indices at which $\mathbf{x}$ is non-zero is the support of $\mathbf{x}$, denoted supp($\mathbf{x}$). For positive integers $m \leq n$ we set $[m, n] := \{m, \ldots, n\}$ and $[n] := [1, n]$, and we extend this notation to vectors: for $\mathbf{l}, \mathbf{u} \in \mathbb{Z}^n$ with $\mathbf{l} \leq \mathbf{u}$, $[\mathbf{l}, \mathbf{u}] := \{\mathbf{x} \in \mathbb{Z}^n \mid \mathbf{l} \leq \mathbf{x} \leq \mathbf{u}\}$. If $A$ is a matrix, $A_{i,j}$ denotes the $j$-th coordinate of the $i$-th row, $A_{i,*}$ denotes the $i$-th row and $A_{*,j}$ denotes the $j$-th column. We use $\log := \log_2$. We define $|x|$ to be $|x|$ if $x \geq 0$ and $-|x|$ otherwise, and we define the fractional part of $x$ to be $\{x\} := x - |x|$. The division of variables into integer and continuous ones induces a division of the constraint matrix $E = (E_Z, E_R)$ where $E_Z \in \mathbb{Z}^{m \times n_Z}$ and $E_R \in \mathbb{R}^{m \times n_R}$, and analogously $\mathbf{x} = (\mathbf{x}_Z, \mathbf{x}_R)$ and $f(\mathbf{x}) = f_Z(\mathbf{x}_Z) + f_R(\mathbf{x}_R)$. More generally, whenever we make reference to any subset $E'$ of columns or even submatrix of $E$, we will freely denote with $E'_Z$ and $E'_R$ the analogous division of $E'$ into its integral and fractional part, respectively. Throughout, we assume that the rows of $E$ are linearly independent.
We consider $n$-fold and 2-stage stochastic matrices. A matrix is of 2-stage stochastic structure if non-zero entries appear only in the first $r$ columns and in $n$ blocks of size $t \times s$ along the diagonal beside. The overall size is $nt \times (r + sn)$. An $n$-fold matrix is the transpose of a 2-stage stochastic matrix. It has thus $(r + sn)$ rows and $nt$ columns. For an illustration, see Figure 1.

A vector $g \in \ker(E) \setminus \{0\}$ is a circuit of $E$ if it is integral, its entries are co-prime, and it is support-minimal, that is, there is no vector $g' \in \ker(E) \setminus \{0\}$ with $\supp(g') \subset \supp(g)$; let $\mathcal{C}(E)$ denote the set of circuits of $E$. For two vectors $x, y \in \mathbb{R}^n$, we say that $x$ is conformal to $y$ and write $x \sqsubseteq y$ if, for each $i \in [n]$, $|x_i| \leq |y_i|$ and $x_i \cdot y_i \geq 0$. Intuitively, $x$ and $y$ are in the same orthant, and $y$ is at least as far from $0$ as $x$ in each coordinate. We say that $x = \sum_i g_i$ is a conformal sum or a conformal decomposition of $x$ if, for all $i$, $g_i \subseteq x$. For an arbitrary set $S$, we write $\ker(S)$ as a shorthand for $\ker(E) \cap S$. In particular, the mixed kernel of $E$ is defined as $\ker(E)$. The Graver basis of $E$, denoted $\mathcal{G}(E)$, is the set $\mathcal{G}(E) = \{g \in \ker(\mathbb{Z}^n(E)) \setminus \{0\} \mid g \text{ is } \sqsubseteq \text{-minimal}\}$.

**Definition 1** (Mixed Graver basis [Hem03]). Let $E = (E_Z, E_R) \in \mathbb{Z}^{m \times n}$. The mixed Graver basis $\mathcal{G}_\mathbb{Z}(E)$ of $E$ with respect to $X$ consists of all vectors $(0, g_E)$, where $g_E \in \mathcal{C}(E_R)$, together with all vectors $(g_Z, g_R) \in \ker(\mathbb{Z}(E))$ such that $g_Z \neq 0$ and there is no $(g'_Z, g'_R) \in (\ker(\mathbb{Z}) \setminus \{0\})$ such that $(g'_Z, g'_R) \subset (g_Z, g_R)$.

For any $p$, $1 \leq p < \infty$, define $\|g\|_p := \max_{g \in \mathcal{G}_\mathbb{Z}(E)} \|g\|_p$.

The following is a helpful trick to reduce a \textbf{MILP}$\mathbb{Z}$ to a \textbf{MIP} with integer input data and a constraint matrix $(E I)$.

**Lemma 1.** Let an \textbf{MILP}$\mathbb{Z}$ instance be given. It is possible to construct an equivalent \textbf{MIP} instance in linear time with a constraint matrix $E' = (E I)$, bounds $l', u' \in \mathbb{Z}^{n+m}$, and a right-hand side $b' \in \mathbb{Z}^m$.

**Proof.** We will first show how to handle fractional lower and upper bounds $l$ and $u$. Later, we will reduce the case of a fractional right-hand side $b$ to the case with an integer right-hand side and fractional $l, u$. Let $M$ be a large number determined later on. For each $i \in [n]$, define $f_i(x_i) = u_i x_i + M \cdot \text{dist}(x_i, [l_i, u_i])$, where $\text{dist}(a, [b, c])$ is the distance function which is $0$ if $b \leq a \leq c$ and otherwise is $\min\{|a - b|, |a - c|\}$. Notice that $f_i$ is at most 3-piecewise linear and convex, thus $f(x) = \sum_i f_i(x_i)$ is separable convex. Let $l' = [l]$ and $u' = \lfloor u \rfloor$. Clearly, by choosing $M$ large enough, it is possible to enforce that an optimum of the new \textbf{MIP} instance is feasible with respect to the original bounds unless the original instance is infeasible. Moreover, notice that if $l \leq x \leq u$, $f(x) = w x$ and thus, such a solution minimizes the original objective function as desired.

To handle a fractional $b$, introduce $m$ slack variables $s_1, \ldots, s_m$ and define the new constraint matrix as $E' = (E I)$. Define a new right-hand side $b' := [b]$. Define bounds $l', u' \in \mathbb{R}^{n+m}$ to be $l$ and $u$ in the first $n$ variables, and for $j \in [m]$, set $l'_{n+j}, u'_{n+j} = -\{b_j\}$. Any feasible solution $(x, s)$ of this new instance satisfies $E x + J s = E x - \{b\} = b' = [b] = b - \{b\}$. Hence, by adding $\{b\}$ to both sides of the equation, we get that $E x = b$.

3 The Basic Case: Matrices with Few Rows and Small Coefficients

This section develops the basic version of our algorithmic result. We begin by giving upper bounds for a certain notion of decompositions of elements in the mixed Graver basis, and then employ these bounds to our algorithmic ends.

3.1 Mixed-Graver Bound

We begin with an upper bound on the $1$-norm for matrices with few rows and small coefficients. The proof mimics that of [EHK+13, Lemma 27]; as such, we will also need the Steinitz lemma.

**Proposition 1** (Steinitz [Stei16], Sevastjanov, Banaszczyk [SB97]). Let $\|\cdot\|$ be any norm, and let $x_1, \ldots, x_n \in \mathbb{R}^d$ be such that $|x_i| \leq 1$ for $i \in [n]$ and $\sum_{i=1}^n x_i = 0$. Then there exists a permutation $\pi \in S_n$ such that for each $k \in [n]$, $\|\sum_{i=1}^k x_{\pi(i)}\| \leq d$. 
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Lemma 2. Let $E \in \mathbb{Z}^{m \times (n_2 + n_3)}$. Then every $g \in G_{Z}(E)$ satisfies $\|g\|_1 \leq (2\|E\|_{\infty}(2m\|E\|_{\infty} + 1)^m + 1)^m$.

Proof. Let $g \in G_{Z}(E)$ and assume that all columns of $E$ are distinct; we will show how to deal with doubled columns later. We define a sequence of vectors in the following manner: If $g_i \geq 0$, we add $\lfloor g_i \rfloor$ copies of the $i$-th column of $E$ to the sequence, if $g_i < 0$ we add $\lceil |g_i| \rceil$ copies of the negation of column $i$ to the sequence. Thus, for each $i \in [n]$, we obtained vectors $v_1^{i}, \ldots, v_{\lfloor |g_i| \rfloor}^{i}$. Finally, we add the vector $G = \sum_{i=1}^{n} (g_i)E_{\ast,i}$ to the sequence. Notice that this vector is integral. Let $q$ be the number of vectors in this sequence.

Clearly, the sequence of vectors sums up to $G$ as it exactly corresponds to $Eg$ and $g \in ker_{Z}(E)$. Moreover, their $\ell_{\infty}$-norm is bounded by $\|E\|_{\infty}(2\|E\|_{\infty} + 1)^m$ since there are at most $(2\|E\|_{\infty} + 1)^m$ distinct columns, $\|E\|_{\infty}$ is the largest number appearing in any of them, and this is an upper bound on any number appearing in $g = \sum_{i=1}^{n} (g_i)E_{\ast,i}$. The remaining vectors $v_j^i$ are bounded by $\|E\|_{\infty}$ in $\ell_{\infty}$-norm.

Using the Steinitz Lemma, there is a reordering $u^1, \ldots, u^q$ of this sequence such that each prefix sum $p_k := \sum_{j=1}^{k} u^j$ is bounded by $m\|E\|_{\infty}(2\|E\|_{\infty} + 1)^m$ in the $l_{\infty}$-norm. Clearly,

$$\left\{ x \in \mathbb{Z}^m \mid \|x\|_{\infty} \leq m\|E\|_{\infty}(2\|E\|_{\infty} + 1)^m \right\} = (2m\|E\|_{\infty}(2\|E\|_{\infty} + 1)^m + 1)^m = P.$$  

Assume for contradiction that $\|g\|_1 > P$. Then two of these prefix sums are the same, say, $p_\alpha = p_\beta$ with $1 \leq \alpha < \beta \leq q$. Obtain a vector $g'$ from the sequence $u^1, \ldots, u^\alpha, u^{\beta+1}, \ldots, u^q$ as follows: begin with $g'_i := 0$ for each $i \in [n]$, and for every $u^i$ in the sequence, set

$$g'_i := \begin{cases} 
g'_i + 1 & \text{if } \pi^{-1}(\ell) = (i, j) \text{ and } g_i \geq 0 
g'_i - 1 & \text{if } \pi^{-1}(\ell) = (i, j) \text{ and } g_i < 0 
g'_i + \lfloor g_i \rfloor & \text{if } u^i = 0, \text{ for each } i \in [n]. \end{cases}$$

Similarly obtain $g''$ from the sequence $u^{\alpha+1}, \ldots, u^{\beta}$. We have $Eg'' = 0$, as $p_\alpha - p_\beta = 0$ and thus, $g'' \in ker_{Z}(E)$ and hence, $g' \in ker_{Z}(E)$. Moreover, both $g'$ and $g''$ are non-zero and satisfy $g', g'' \subseteq g$. This is a contradiction with $\subseteq$-minimality of $g$ which is a condition needed for $g \in G_{Z}(E)$, hence $\|g\|_1 \leq P$. Notice that only one of $g'$ or $g''$ may be fractional, as $G$ will be in exactly one subsequence.

We are left to deal with the situation that $E$ contains doubled columns. The solution is to adjust the construction of the sequence accordingly. Fix a column $E_{\ast,i}$ and let $S$ be the set of all indices $j$ such that $E_{\ast,j} = E_{\ast,i}$. Let $u = \sum_{j \in S} g_j$. If $u > 0$, add $\lceil |u| \rceil$ copies of $E_{\ast,i}$ into the sequence, else add $\lfloor |u| \rfloor$ copies of $-E_{\ast,i}$ into the sequence. The contribution of this column type to $G$ will be $\{u\}E_{\ast,i}$. Since $-1 < \{u\} < 1$ for each column type, and the number of column types is bounded by $(2\|E\|_{\infty} + 1)^m$, our previous arguments hold.

The proof of the above Lemma actually shows that there exists a particular decomposition of every element of $ker_{Z}(E)$ into an element of $ker_{Z^2}(E)$ (which can be further decomposed into elements of $G(E)$) and one element of $ker_{Z}(E)$, which we can bound. This mixed element might not be an element of $G_{Z}(E)$, and a bound on the elements of $G_{Z}(E)$ does not imply a bound on this element. We crucially need this property in our proximity bound and the bounds on $G_{Z}(E)$ for 2-stage matrices, as well as the prospect of extending these to multi-stage matrices. Thus, this emerges as an important feature:

Definition 2 (One-fat decomposition, bound). Let $x \in ker_{Z}(E)$. We say that $x = h + g$ is a one-fat decomposition if it is a conformal decomposition, $h \in ker_{Z}(E)$ and $g \in ker_{Z^2}(E)$, and we call $h$ the fat element of the decomposition. For every $p$, $1 \leq p \leq \infty$, define $wt_h^x(E) = \min\{h\}_{p}$, where the minimum goes over all one-fat decompositions of $x$. Define the $\ell_p$-weight of $E$ with respect to $x$ as $wt_p^x(E) = \max_{x \in ker_{Z}(E)} wt_h^x(E)$.

Corollary 1. For any matrix $E$, $wt_p^x(E) \leq (2m\|E\|_{\infty}(2\|E\|_{\infty} + 1)^m + 1)^m$.

Proof. Note that if $x \in ker_{Z}(E)$ is decomposable, then it has a decomposition into $g', g''$, only one of which is fractional. Iterating this, we obtain the decomposition of $x$ into several elements of $G_{Z^2}(E)$, and one element of $ker_{Z}(E)$ which is bounded as stated.
We will obtain a better bound on both $g_i^X(E)$ and the $\ell_1$-weight of $E$, using a recent result:

**Proposition 2 (\cite{PWW20} Lemma 1).** Let $x^1, \ldots, x^n \in \mathbb{Z}^d$ and $\alpha_1, \ldots, \alpha_n \in \mathbb{R}_+$ such that $\sum_{i=1}^n \alpha_i x^i \in \mathbb{Z}^d$. If $\sum_{i=1}^n \alpha_i > d$, then there exist numbers $\beta_1, \ldots, \beta_n \in \mathbb{R}_+$ such that, for all $i \in [n]$, $\beta_i \leq \alpha_i$ and $\sum_{i=1}^n \beta_i \leq d$, and $\sum_{i=1}^n \beta_i x^i \in \mathbb{Z}^d$.

An iterated use of this lemma gives rise to the following statement:

**Lemma 3 (Packing Lemma).** Let $x^1, \ldots, x^n \in \mathbb{Z}^d$ and $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}_+^n$ such that $\sum_{i=1}^n \alpha_i x^i \in \mathbb{Z}^d$. If $\sum_{i=1}^n \alpha_i > d$, there exist vectors $\beta^1, \ldots, \beta^n \in \mathbb{R}_+^n$ such that, for each $j \in [m]$, $\|\beta^j\|_1 \leq \alpha$, $\sum_{i=1}^n \beta^j_i x^i \in \mathbb{Z}^d$, $\|\beta^j\|_1 \leq d$, and $\sum_{j=1}^m \beta^j = \alpha$. Moreover, for all but at most one $j \in [m]$, $\|\beta^j\|_1 \geq d/2$.

**Proof.** The only potentially non-obvious part is the last sentence of the statement. Notice that if there are $\beta^j$ and $\beta^{j'}, j \neq j'$, with $\|\beta^j\|_1, \|\beta^{j'}\|_1 \leq d/2$, then we can merge them. Formally, we set $\beta^j := \beta^j + \beta^{j'}$, and delete $\beta^{j'}$.

Intuitively, the lemma allows us to take a non-negative linear combination of integer vectors whose result is an integer vector, and divide it into smaller such combinations while preserving the property that each smaller combination still results in an integer vector.

**Lemma 4.** Let $E \in \mathbb{Z}^{m \times (n_1+n_2)}$. Then $g_1^X(E) \leq (2m^2\|E\|_\infty + 1)^{m+1}$ and $w_1^X \leq (2m^2\|E\|_\infty + 1)^{2m+2}$.

**Proof.** Construct the vectors $v_j$ as in the proof of Lemma 2. Now we want to get to the setting of the Packing Lemma, so we need to define a collection of vectors and a corresponding vector of coefficients. We are left to deal with the fractional parts of each coordinate. Thus, we have, for each $i \in [n]$, a non-negative coefficient $\alpha_i = |\{g_i\}|$ and a vector $x^i = \text{sign}(g_i) A_{\alpha_i}$. Applying Lemma 3, we obtain coefficient vectors $\beta^1, \ldots, \beta^\ell$ such that, for each $j \in [\ell]$, $\sum_{i=1}^n \beta^j_i x^i$ is an integer vector and has $\infty$-norm at most $m$. Now, notice that $\|\alpha\|_1 \leq (2\|E\|_\infty + 1)^m$ because there are at most this many distinct columns and each coordinate of $\alpha$ is smaller than 1. Since all but at most one $\beta^j$ satisfy $\|\beta^j\|_1 \geq m/2$, we have that $\ell \leq 2((2\|E\|_\infty + 1)^m)/m + 1 \leq (4m\|E\|_\infty + 2)^m/m$. So, we add, for each $j \in [\ell]$, the vector $\sum_{i=1}^n \beta^j_i x^i$ into the sequence.

Now we use the Steinitz Lemma on the sequence $u^1, \ldots, u^\ell$. Since each vector in our sequence is bounded by $m\|E\|_\infty$ in $\infty$-norm, we have that unless there are at most $(2m^2\|E\|_\infty + 1)^m$ vectors in the sequence, some prefix sum repeats, the original vector $g$ can be decomposed, and thus every $g \in G_X(E)$ is bounded by $m\|E\|_\infty (2m^2\|E\|_\infty + 1)^m$ in 1-norm. However, this does not yield a one-fat decomposition, because both the resulting vectors $g'$, $g''$ may be mixed (non-integer).

We deal with this as follows. Assume that some prefix sum repeats $\ell + 1$ times, that is, there are indices $\gamma_1, \ldots, \gamma_{\ell+1}$ such that $p_{\gamma_1} = \cdots = p_{\gamma_{\ell+1}}$. This means that, for each $j \in [\ell]$, the vectors in the subsequence $u^j, u^j+1, \ldots, u^{j+1}$ sum up to 0, and a vector $h^j$ in ker$_\alpha(E)$ can be constructed from them with the same procedure as in the proof of Lemma 2. The same holds for the subsequence $u^{j+1}, \ldots, u^p, u^{j+1}, \ldots, u^{j+1}$, yielding $h^{j+1}$. However, because only $\ell$ of the vectors in the sequence originated by using the Packing Lemma, one of the subsequences above contains none of these vectors, and thus the corresponding vector $h^j$ is integral. This implies that if $\|g\|_1 > \ell \cdot (2m^2\|E\|_\infty + 1)^m$, then $g$ can be decomposed into a ker$_\alpha(E)$ element and at most $\ell$ elements of ker$_\alpha(E)$, each of them bounded by $m\|E\|_\infty (2m^2\|E\|_\infty + 1)^m$ in 1-norm. Summing all of these mixed elements up, we obtain one “fat” element $h$ with $\|h\|_1 \leq \ell \cdot m\|E\|_\infty (2m^2\|E\|_\infty + 1)^m \leq (2m^2\|E\|_\infty)^{2m+2}$.\hfill \Box

The one-fat decomposition also allows us to prove a bound on the distance between an integer and mixed optimum, which we will use in both of our algorithmic results:

**Lemma 5 (MIP Proximity).** Let $z^* \in \mathbb{Z}^n$ be an integer optimum of a \textsc{MIP} instance, and let $x^*$ be a mixed optimum closest to $z^*$ in $\ell_p$-norm, $1 \leq p \leq \infty$. Then $\|z^* - x^*\|_p \leq w_t^X(E)$.

We will need a small technical proposition in the proof of Lemma 5.
Proposition 3 ([EHK+19, Proposition 60]). Let \( \mathbf{x}, \mathbf{y}_1, \mathbf{y}_2 \in \mathbb{R}^n \), \( \mathbf{y}_1, \mathbf{y}_2 \) be from the same orthant, and \( f \) be a separable convex function. Then \( f(\mathbf{x} + \mathbf{y}_1 + \mathbf{y}_2) - f(\mathbf{x} + \mathbf{y}_1) \geq f(\mathbf{x} + \mathbf{y}_2) - f(\mathbf{x}) \).

Proof of Lemma 5. Assume for contradiction that \( \|\mathbf{z}^* - \mathbf{x}^*\|_p > \text{wt}^p_{\infty}(E) \). Since \( \mathbf{z}^* - \mathbf{x}^* \in \ker_{\mathbb{R}}(E) \), it has a one-fat decomposition \( \mathbf{h} + \mathbf{g} \) where \( \|\mathbf{h}\|_p \leq \text{wt}^p_{\infty}(E) \). Because \( \|\mathbf{z}^* - \mathbf{x}^*\|_p > \text{wt}^p_{\infty}(E) \), the integral part \( \mathbf{g} \) is non-zero. Let \( \tilde{\mathbf{z}} := \mathbf{z}^* - \mathbf{g} = \mathbf{x}^* + \mathbf{h} \) and \( \tilde{x} := \mathbf{x}^* + \mathbf{g} = \mathbf{z}^* - \mathbf{h} \). Thus, \( \mathbf{z}^* - \mathbf{x}^* = \mathbf{h} + \mathbf{g} = (\mathbf{z}^* - \tilde{x}) + (\mathbf{z}^* - \tilde{\mathbf{z}}) \).

Now Proposition 3 with \( \mathbf{x} = \mathbf{x}^* \), \( \mathbf{y}_1 = \mathbf{h} \), \( \mathbf{y}_2 = \mathbf{g} \) shows
\[
(\mathbf{z}^*)^T \mathbf{x} - (\tilde{\mathbf{z}})^T \mathbf{x} \geq (\mathbf{h})^T \mathbf{x} - (\mathbf{x}^*)^T \mathbf{x} .
\]

By the conformality of the decomposition, \( \tilde{x} \) and \( \tilde{\mathbf{z}} \) are within the \( \mathbf{l}, \mathbf{u} \) bounds. Because \( \mathbf{g} \in \ker_{\mathbb{Z}}(E) \), \( \tilde{\mathbf{z}} \) is an integer feasible solution, and because \( \mathbf{h} \in \ker_{\mathbb{R}}(E) \), \( \tilde{x} \) is a mixed feasible solution. Furthermore, because \( \mathbf{z}^* \) was an integer optimum and \( \tilde{\mathbf{z}} \) is integer feasible, the left hand side is non-positive, and so is \( (\mathbf{h})^T \mathbf{x} - (\mathbf{x}^*)^T \mathbf{x} \), thus \( \tilde{x} \) must be another mixed optimum and the right hand side must be zero, and so the left hand side, showing \( \tilde{\mathbf{z}} \) to be another integer optimum. However, \( \tilde{\mathbf{z}} \) is closer to \( \mathbf{x}^* \), a contradiction. \( \square \)

3.2 A Single-Exponential Algorithm

Armed with the bounds on the mixed Graver basis and our insights into one-fat decompositions, we are now ready to develop the single-exponential algorithm. Before we do so, however, a few general remarks are in order. These will also apply to the two-stage stochastic algorithm for fixed block-dimensions later on.

Remark 2. Both algorithmic results will make use of the fact that if both the mixed and the integer version of the problem are feasible, then for every integral optimum, there is a mixed optimum nearby. It then suffices to first solve the (generally easier) integral version of the problem, and then solve an auxiliary mixed-integer program with the feasible region bounded by a small \( n \)-dimensional box around \( \mathbf{x} \). Indeed, if \( \mathbf{x} \) is an integral solution of \( E \mathbf{x} = \mathbf{b}, \mathbf{1} \leq \mathbf{x} \leq \mathbf{u} \), then we will resort to solving the program \( E \mathbf{x} + \mathbf{y} = \mathbf{b}, \|\mathbf{y} - \mathbf{x}\|_\infty \leq \mathbf{P}, \mathbf{l} \leq \mathbf{x} + \mathbf{y} \leq \mathbf{u} \) for \( \mathbf{y} \), which amounts to finding \( \mathbf{y} \) with \( E \mathbf{y} = \mathbf{0}, \mathbf{1} \leq \mathbf{y} \leq \mathbf{u'} \) for some new bounds \( \mathbf{l}, \mathbf{u'} \) such that \( \|\mathbf{l} - \mathbf{u'}\|_\infty \) is small. For general objectives, one optimizes the auxiliary objective \( f'(\mathbf{y}) = f(\mathbf{x} + \mathbf{y}) \), whereas for linear objectives no change is needed. Hence, all of the algorithmic heavy lifting will be done in order to solve problems of this form.

Of course, this strategy rests on the assumption that both the mixed and the integral variant of the problem are feasible. This assumption can in turn be removed by a standard two-phase approach, similar to what is customary e.g. for the Simplex algorithm, in order to find an initial feasible solution. In short, this is done by introducing slack variables that are penalized in the objective, but admit a trivial feasible solution. In the sequel, we will hence always assume feasibility.

We say that \( \mathbf{x}_i \) is an \( \epsilon \)-accurate solution to (MIP) if there exists an optimum \( \mathbf{x}^* \) such that \( \|\mathbf{x}^* - \mathbf{x}_i\|_\infty \leq \epsilon \). (For a discussion on the relationship of \( \epsilon \)-accurate and \( \epsilon \)-approximate optima and also the motivation to seek use the notion of \( \epsilon \)-accuracy, see [HS91, Section 1.2].)

Theorem 4. An \( \epsilon \)-accurate solution of (MIP) can be found in single-exponential time \( (m\|E\|_\infty)^{O(m^2)} \cdot \mathcal{R}(\epsilon) \) where \( \mathcal{R}(\epsilon) \) is the time needed to find an \( \epsilon \)-accurate optimum of the continuous relaxation of any (MIP) with the constraint matrix \( E \), and we assume \( \mathcal{R}(\epsilon) \in \Omega(n) \).

Proof. The integer problem can be solved in time \( (m\|E\|_\infty)^{O(m^2)} + \mathcal{R}(\epsilon) \) by known techniques [EHK+19]. Essentially, first solve the continuous relaxation, then reduce \( \mathbf{b}, \mathbf{l}, \mathbf{u} \) using proximity bounds, then solve a dynamic program. Now by Lemma 5, a mixed optimum \( \mathbf{x}^* \) is at most \( \text{wt}^p_{\infty}(E) \leq (2m^2\|E\|_\infty + 1)^{2m+2} =: P \) far in 1-norm. The proximity bound implies that all prefix sums of \( \mathbf{x}^*_L \) with \( E \mathbf{Z} \) belong to the integer box \( R := [-P, P]^m \), which has at most \( (2P + 1)^m = (m\|E\|_\infty)^{O(m^2)} \) elements.

This allows us to construct a dynamic program with \( n_Z + 1 \) stages. Our DP table \( D \) shall have an entry \( D(i, \mathbf{r}) \) for \( i \in [n_Z] \) and \( \mathbf{r} \in R \) whose meaning is the minimum objective attainable if the prefix sum of \( \mathbf{x}^*_L \) and \( E \mathbf{Z} \) restricted to the first \( i \) coordinates is \( \mathbf{r} \). To that end, for all \( \mathbf{r} \in R \), define \( x^*_L(\mathbf{r}) \) to be the choice of \( x^*_L \in [-P, P] \) which minimizes \( f_i \) and such that \( E^*_{\mathbf{r}} x^*_L = \mathbf{r} \); it is possible for the solution to be undefined.
There exists a function $f \in \Delta$ with $\sum f = \delta$ and $D(0, r) := 0$ for $r = 0$ and $D(0, r) := +\infty$ otherwise, and for $i \in [n_Z]$, set

$$D(i, r) := \min_{r', r'' \in R : r' + r'' = r} D(i - 1, r') + f_i(x_i^*(r'')) .$$

The last stage is defined as

$$D(n_Z + 1, 0) := \min_{r' \in R : r' + r'' = 0} D(n_Z, r') + f_R(x_R^*(r'')) .$$

The value of the optimal solution is $D(n_Z + 1, 0)$ and the solution $x^*$ itself can be computed easily with a bit more bookkeeping in the table $D$.

As for complexity, the first $n_Z$ stages of the DP can be computed in time at most $n_Z |R|^2 = (m \|E\|_{\infty})^{O(m^2)n_Z}$, and the last stage solves the continuous relaxation $|R|$ times, taking time $|R|R(\epsilon)$. Altogether, the algorithm takes time at most $(m \|E\|_{\infty})^{O(m^2)}R(\epsilon)$. Regarding correctness, note that any $\epsilon$-accurate solution $x^*$ is such that $x_R^*$ is an $\epsilon$-accurate minimizer of $E_Rx_R = -E_Rx_R, l_R \leq x_R \leq u_R$, and $x^*_R$ is an integer minimizer of $E_Rx_R = -E_Rx^*_R, l_R \leq x_R \leq u_R$. Since the algorithm finds exactly such minimizers, its correctness follows.

\section{Upper Bounds for the 2-Stage Stochastic Case}

After giving the basic version of our algorithm for the case of few rows, we will now develop our algorithm for the case of fixed block dimension.

\textbf{Theorem 6.} Let $E$ be a 2-stage stochastic matrix with blocks $A_1, \ldots, A_n$ and $B_1, \ldots, B_n$ such that each $B_i$ has at most $r$ columns and each $A_i$ has at most $s$ columns. Then $\delta^*_\infty(E) \leq h(r, s, \|E\|_{\infty})$ and $\mathbf{wt}^*_\infty \leq h'(r, s, \|E\|_{\infty})$ for some double-exponential functions $h, h'$.

To prove Theorem 6 we will need the following recent result:

\textbf{Proposition 4 (CEP+21, Theorem 9).} Let $T_1, \ldots, T_n \subseteq \mathbb{Z}^d$ be multisets of integer vectors of $\ell_\infty$-norm at most $\Delta$ such that their respective sums are almost the same in the following sense: there is some $b \in \mathbb{Z}^d$ and a positive integer $\epsilon$ such that

$$\left\| \left( \sum_{v \in T_i} v \right) - b \right\|_\infty < \epsilon \quad \text{for all } i \in [n] .$$

There exists a function $f(d, \Delta) \in 2^{O(d\Delta^d)}$ such that the following holds. Assuming $\|b\|_{\infty} > \epsilon \cdot f(d, \Delta)$, one can find non-empty submultisets $S_1, \ldots, S_n$, for all $i \in [n]$, and a vector $b' \in \mathbb{Z}^d$ satisfying $\|b'\|_{\infty} \leq f(d, \Delta)$ such that

$$\left( \sum_{v \in S_i} v \right) = b' \quad \text{for all } i \in [n] .$$

\textbf{Proof of Theorem 6} Assume $g = (g^0, g^1, \ldots, g^n) \in G_\Delta(E)$. For each $i \in [n]$, $(g^0, g^i) \in \ker(B_i A_i)$ and by Lemma 4 it can be decomposed as $(g^i_0, g^i) = (q_0^i, q^i) + \sum (h_i^{0,j}, h_i^{j})$ such that $\sum (h_i^{0,j}, h_i^{j})$ is integral and $\|q^i\|_1 \leq \mathbf{wt}^*_{\infty}(B_i A_i) \leq (2m^2 \|E\|_{\infty} + 1)^{2m^2+2} = P$. Let $T_i = \{h_i^{0,j} : j \in [n] \}$. Now, we can use Proposition 4 with $\epsilon = P$ and $\Delta = g_\infty(B_i A_i)$, because for each $i \in [n]$, $g^0 - \sum T_i = q^0_i$ and $\|q^0_i\|_{\infty} \leq P$. Proposition 4 yields that either $\|g^0\|_{\infty} \leq \epsilon \cdot f(d, \Delta) = P \cdot f(r, g_\infty(B_i A_i)) = h(r, s, \|E\|_{\infty})$, or there are submultisets $S_1, \ldots, S_n$ such that $\sum S_1 = \sum S_2 = \cdots = \sum S_n$. In the first case, we are done. In the second case, each $S_i$ corresponds to a collection of vectors $(h_i^{0,j}, h_i^{j})$ such that their sum is $(g^0, g^i)$ where $g^0$ is indeed defined identically across $i \in [n]$ by Proposition 4 and $g \neq 0$ and $g \subseteq g$, a contradiction to $g \in G_\Delta(E)$. Notice that we immediately obtain a one-fat decomposition and an $\ell_\infty$-width bound on $E$, because $g$ is integral and $g - g$ is mixed, and with iterated use of the procedure, bounded as desired.
From Theorem 6 and Lemma 5 it follows that:

**Corollary 2.** Let $z^* \in \mathbb{Z}^n$ be an integer optimum of a 2-stage stochastic MILP instance. Then there exists a mixed optimum $x^* \in \mathbb{R}$ such that $\|z^* - x^*\|_\infty \leq h(r, s, \|E\|_\infty)$ for a double exponential function $h$.

### 4.1 A Polynomial Algorithm for Fixed Block Dimension

Using the upper bounds for 2-stage stochastic MIPs on proximity and weight as combined in Corollary 2, we can now formulate an algorithm which solves the 2-stage stochastic MILP problem in polynomial time whenever the block dimensions are fixed. We recall that $h'$ is the double-exponential function from Theorem 6. In accordance with Remark 2 we note two things: Firstly, by following a standard two-phase approach, we may assume that the problem at hand is integrally feasible. Then, secondly, the algorithm solves the integer program corresponding to the instance to optimality, which is fixed-parameter tractable [AH07, KLO18]. We thereby obtain an integer optimum $z^*$, and we can now restrict ourselves to solving the following auxiliary MIP to optimality:

$$\min \{wx : Ex = 0, \hat{l} \leq x \leq \hat{u}, x \in \mathbb{Z}^n \times \mathbb{R}^n, l, u \in \mathbb{R}^n, b \in \mathbb{Z}^m\} \quad \text{(AuxMILP)}$$

Here, $\hat{l}_i = \max\{l_i - z_i^*, -h'(r, s, \|E\|_\infty)\}$ and $\hat{u}_i = \min\{u_i - z_i^*, h'(r, s, \|E\|_\infty)\}$. Observe that

$$\|\hat{l} - \hat{u}\|_\infty \leq 2h'(r, s, \|E\|_\infty) \quad (1)$$

holds. For an optimal solution $x^*$ to (AuxMILP), the augmented solution $x^* + z^*$ is then an optimal solution to the original MILP, by Corollary 2.

What remains is to show how to solve (AuxMILP) in the claimed time bound. This is effected by proving the following Lemma:

**Lemma 6.** Let $V$ be the set of vertices of all integer slices of the auxiliary mixed-integer program (AuxMILP). There are at most $(8h'(r, s, \|E\|_\infty))(r+1)(s+1)n^r$ distinct global parts appearing in $V$, and they can be enumerated with polynomial delay.

To prove Lemma 6, we introduce a few bits of terminology: If a matrix has more rows than columns, we call it portrait. We call it landscape if the opposite is the case. After arbitrarily fixing the set of integral variables $x_E$ of a mixed-integer linear program within its bounds, we are left with an ordinary linear program, that is, a polytope. We call these polytopes the slices at $x_E$ of the mixed-integer programs. The first $r$ columns of a 2-stage stochastic matrix are called global, and the remaining columns are called local; we extend this terminology to the variables corresponding to these columns. Similarly, if $x$ is a mixed solution of a 2-stage stochastic MILP, we call the first $r$ variables the global part and the remaining variables the local part. We first observe:

**Lemma 7.** The optimum of a (MILP$_E$) is attained at a vertex of one of its slices.

**Proof.** Every optimal solution of the mixed-integer program is contained in some slice by definition. Even if this optimal solution is not a vertex of the slice, the optimum of the objective function over the slice is attained at one of it’s vertices, since this is just an ordinary linear program. This solution is in the same slice and at least as good as the mixed-integer optimum considered before, that is, it is optimal.

Let $D$ be a subset of columns of $E$. We fix the following notation:

- $\Pi_E(D)$ is the set of blocks in $E$ such that $D$ contains at least one of its columns, and the corresponding block in $D$ is portrait.
- For each block $A \in \Pi_E(D)$, we let $\Lambda_E(A, D)$ be the set of columns of $A$ that actually appear in $D$.
- We write $\Gamma_E(D)$ for the set of global columns of $E$ that appear in $D$. We collect these data in a tuple $(\Pi_E(D), \{\Lambda_E(A, D)\}_{A \in \Pi_E(D)}, \Gamma_E(D))$, which we call the signature of $D$ in $E$, denoted as $\Sigma_D(E)$. 
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• Given $D$, we can rearrange the variables and constraints in $E$ into a new matrix $N_D(E)$, such that (1) the global part of $N_D(E)$ contains first the variables not in $D$, then those in $D$, and (2) the blocks in $\Pi_E(D)$ appear as the first blocks on the diagonal, and within each block, first the variables in $D$ appear, and then those outside $D$. We call the square submatrix determined by the upper left corner of $N_D(E)$ and the lower right corner of the last portrait block in $N_D(E)$ the significant part of $E$ with respect to $D$.

**Lemma 8.** Let $D$ be a subset of columns of $E$. If $D$ is invertible, then $|\Pi_E(D)| \leq r$.

**Proof.** Observe that $D$ is again two-stage stochastic, say with $r_D \leq r$ global columns. Its blocks cannot be landscape, since this would contradict $D$ being invertible. Since $D$ is invertible, it is square. Therefore, the entire local part of $D$ must be portrait by exactly $r_D$ rows. In particular, there can be at most $r_D < r$ portrait blocks.

**Lemma 9.** Let $x_Z$ and $y_Z$ be two choices for the integer variables of $\text{[AuxMILP]}$ such that their global parts agree. Let $B$ and $C$ be any two sets of continuous variables such that $E_{B,R}$ and $E_{C,R}$ are invertible, and assume there are vertices $x, y$ corresponding to the bases $B, C$ and agreeing with the slices $x_Z, y_Z$ in their integer parts, respectively. Suppose the following conditions hold:

1. $B$ and $C$ have the same signature in $E$.
2. In the blocks that $B$ and $C$ intersect, $x$ and $y$ agree on all non-basic local variables and all integer local variables: For each block $A$ and each column $i$ of $A$ not in $\Lambda_E(A, B)$, $x_i = y_i$.
3. $x$ and $y$ agree in their integer and non-basic global part.

Then, the entire continuous global parts of $x$ and $y$ agree.

**Proof.** The system describing the slice of $\text{[AuxMILP]}$ at $x_Z$ has only continuous variables $x_R$ that are constrained as follows:

$$E_R x_R = E_Z x_Z, \hat{1} \leq x_R \leq \hat{u}.$$  \hspace{1cm} (2)

Similarly, the slice at $y_Z$ induces a system in continuous variables, say, $y_R$:

$$E_R y_R = E_Z y_Z, \hat{1} \leq y_R \leq \hat{u}.$$  \hspace{1cm} (3)

Since $B$ and $C$ are invertible, we have:

$$x_{B,R} = -B_R^{-1} \cdot (E_Z x_Z + \bar{B_R} x_{\bar{B},R})$$

and

$$y_{C,R} = -C_R^{-1} \cdot (E_Z y_Z + \bar{C_R} y_{\bar{C},R}).$$

Consider now the expressions

$$\rho_1 = E_Z x_Z + \bar{B_R} x_{\bar{B},R}$$

and

$$\rho_2 = E_Z y_Z + \bar{C_R} y_{\bar{C},R}.$$ 

First note that the conditions ensure that $E$ has the same significant part with respect to $B$ and $C$, hence we can assume $E$ to have this significant part, which we denote by $S$, in its upper left corner, of dimension, say, $d \times d$, with only zeroes to the right of it. Consequently, $B_R^{-1}$ and $C_R^{-1}$ will have the inverse of $S$ in their respective upper left $d \times d$ corner, with only zeroes to the right of it. Furthermore, by assumption, $x$ and $y$ agree on the non-basic and integral portion of the variables in $S$. Since there are only zeroes to the right of $S$ in $E$, the first $d$ entries of $\rho_1$ and $\rho_2$ agree, which we refer to as $\rho \in \mathbb{R}^d$. But since the upper left $d \times d$ part of $B_R^{-1}$ and $C_R^{-1}$ are also identical, so must be the first $d$ entries of $x_{B,R}$ and $x_{C,R}$, which is the basic continuous global part of $x$ and $y$. Indeed, these entries are given by $-S_R^{-1} \rho$. Since the integral and non-basic continuous part of $x$ and $y$ coincide by assumption, the entire continuous global parts of $x$ and $y$ coincide.  

We can now state:

**Proof of Lemma 6.** Let \( h' := h(r, s, \|E\|_\infty) \). By Lemma 7 it suffices to bound the number of choices for the data that determine the global part. In particular: There are at most \( n' \) choices for choosing \( \Pi_E(D) \), by Lemma 5. For each of the \( r \) selected blocks \( A \) with at most \( s \) columns each in \( \Pi_E(D) \), there are \( 2^s \) choices for \( \Lambda_E(A, D) \), hence \( 2^{rs} \) choices for all \( \Lambda_E(A, D) \) together. Similarly, there are \( 2^r \) choices for the global part \( \Gamma_E(D) \).

In each of the (at most) \( r \) blocks of \( \Pi_E(D) \), the number of possible assignments to each local integral variable is bounded by \( 2h' \), using (1), and there are at most two choices, \( \hat{u}_i \) or \( \hat{\ell}_i \), for each local non-basic continuous variable. Therefore, each of the (at most) \( r \) blocks with at most \( s \) columns in \( \Pi_E(D) \) contributes a factor of \( 2^s (2h')^s = (4h')^s \). All blocks collectively hence contribute a factor of \( (4h')^r \). Similarly, there are at most \( r \) global integral and continuous non-basic variables to guess. Again by (1), there are only \( 2h' \) choices for the former variables, and two choices each for the latter. This contributes a factor of \( 2^r \cdot (2h')^r = (4h')^r \) to the total.

Putting this together yields the upper bound of \( n' \cdot 2^{(r+1)s} \cdot (4h')^{(s+1)r} \leq n^r \cdot (8h')^{(r+1)(s+1)}. \) Clearly, all such choices can be enumerated with polynomial delay.

**Remark 3.** Let us note two things: Firstly, the exponent of \( n \), in our algorithm is only dependent on the number \( r \) of global variables. Hence, for values of \( s \) such that \( h'(r, s, \|E\|_\infty)^s \leq n^{f(r)} \) for some function \( f \), our algorithm remains polynomial for fixed \( r \).

Secondly, note that we may choose strongly polynomial (or rather, strongly fpt) subroutines to solve the arising integer and mixed-integer programs. In this case, also the algorithm we obtain is strongly polynomial for fixed block dimensions.

## 5 \( W[1] \)-Hardness of 2-Stage Stochastic MILPs with Fractional Bounds

In the following we show that 2-stage stochastic (MILP) and (MIP) with integral data is \( W[1] \)-hard parameterized by the block dimension even if \( \|E\|_\infty = 1 \).

**Theorem 3.** 2-stage stochastic (MILP) and (MIP) with integral data is \( W[1] \)-hard parameterized by the block dimensions and with \( \|E\|_\infty = 1 \).

**Proof.** We show the theorem using a parameterized reduction from the well-known **Subset Sum** problem, which is \( W[1] \)-hard when parameterized by the number of elements in a solution [DF95].
SUBSET SUM

Input: A set $A$ of pairwise distinct natural numbers and two natural numbers $k$ and $t$.
Goal: Decide whether there is a subset $S \subseteq A$ with $|S| = k$ and $\sum_{s \in S} s = t$?

Transformation: We give a formulation of SUBSET SUM as a 2-stage stochastic MILP. To do so, we first scale all input numbers $a_1, a_2, \ldots, a_n$ in $A$ and $t$ by $1/\max_i\{a_i\}$. Denote the new numbers as $a_1', a_2', \ldots, a_n'$ and $t'$. The scaling ensures that all considered sums are smaller or equal to 1, which comes in handy later on.

Let $x^i_j$ be a binary variable that will indicate that $a_i'$ is the $j$th number appearing in the sum for all $i \in [n]$ and $j \in [k]$. We collect those numbers not appearing in a solution in a binary slack variable $x^i_{k+1}$ for each $i \in [n]$, yielding the constraints:

$$\sum_{j=1}^{k+1} x^i_j = 1 \quad \forall i \in \{1, \ldots, n\}$$

(4)

To express the condition on the sum of the solution being $t'$, we introduce fractional variables $y^i_j$ that take on the value $a_i'$ if and only if $x^i_j = 1$ for $i \in [n]$ and $j \in [k]$. While this is trivially achieved by $y^i_j = a'_i x^i_j$, the crux is to model this without including $a_i'$ as a coefficient, which would not be bounded by the parameter any more. This is accomplished by requiring the following:

$$y^i_j \leq x^i_j$$

$$\forall i \in [n], \forall j \in [k]$$

(5)

$$\sum_{j=1}^{k+1} y^i_j = a'_i$$

$$\forall i \in [n]$$

(6)

This has the intended effect since $a'_i \leq 1$ by construction. We will then store the solution indicated by the assignment to the $x^i_j$ variables in yet another set of variables, denoted as $z_j$, where $j$ ranges from 1 to $k$.

$$\sum_{j=1}^{k} z_j = t'$$

(7)

While it is easy to project the $y^i_j$ to $z_j$, the straightforward way to do so would blow up the block size to $\Omega(n)$. Indeed, to ensure that the $z_j$ have the intended semantics, consider the following: The equality $z_j = y^i_j$ ought to be satisfied for exactly one choice of $i$, say when $i = i'$ (assuming distinct inputs); otherwise, $z_j = y^i_j + s^i_j$ holds for some non-zero compensation term $s^i_j$, whenever $i \neq i'$. Note that, while the $s^i_j$ do satisfy a function similar to slack variables, they may well need to be negative. In addition, we introduce binary variables $r^i_j$ for all $i \in [n]$ and $j \in [k]$, indicating whether or not $s^i_j = 0$. The above semantics are captured in the following constraints:

$$z_j = y^i_j + s^i_j$$

$$\forall i \in [n], \forall j \in [k]$$

(8)

$$z_j \geq \min_i a'_i$$

(9)

$$-r^i_j \leq s^i_j \leq r^i_j$$

$$\forall i \in [n], \forall j \in [k]$$

(10)

Our aim is then to minimize the number of times any of the $s^i_j$ are used, or conversely, to make $z_j = y^i_j$ for some $i$ as often as possible, which is expressed in the choice of objective function:

$$\min \sum_{j=1}^{k} \sum_{i=1}^{n} r^i_j$$

(11)

As argued, note that in a solution of a yes instance, for a fixed $j$, $z_j = y^i_j \geq \min_i a'_i$ (equivalently, $r^i_j = 0$) holds for exactly one choice of $i$, making the optimum equal to $k(n - 1)$. 
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The above constraints define a 2-stage stochastic MILP formulation with fractional variables \( z_j, y^i_j \) and \( s^i_j \), and binary variables \( x^i_j \) and \( r^i_j \). The global part is made up by the \( z_j \), of which there are \( k \). The remaining variables are distributed across \( n \) blocks of dimension \( O(k) \) each, including the respective slack variables for the inequality constraints. The largest entry in the constraint matrix is \( 1 = O(k) \), and clearly, the transformation can be carried out in time polynomial in \( n \) and \( k \).

**Correctness:** We now show that an instance of *Subset Sum* is feasible if and only if the corresponding 2-stage stochastic MILP given by the above constraints has a solution with objective value at most \((n-1)k\). As noted above, by construction, a yes-instance of *Subset Sum* leads to such a solution.

On the other hand, assume that the MILP has a feasible solution with objective value of at most \((n-1)k\). Since the \( r^i_j \) are binary, this implies that at least \( k \) of them are zero. Suppose that there is an index \( j \) such that \( r^i_j = 1 \) for all \( i \). Then, there must be some \( j' \) and \( i \neq i' \) such that \( r^i_{j'} = r^{i'}_{j'} = 0 \). By \((13)\), \( s^i_j = s^{i'}_{j'} = 0 \). In turn, by \((8)\), \( z_{j'} = y^i_{j'} = y^{i'}_{j'} \). Now, since \( y^i_{j'} \) and \( y^{i'}_{j'} \) are either zero or equal to some \( a'_i \), and the \( a'_i \) are distinct, we have that \( 0 = y^i_{j'} = y^{i'}_{j'} = z_j < \min_i a_i \), which contradicts the lower bound on \( z_j \). Hence, for every \( j \) there is some \( i \) such that \( r^i_j = 0 \) holds, and consequentially, for all \( j \), \( z_j = y^i_j \) holds for some \( i \). By construction, these form a valid solution to the instance of *Subset Sum.*

### 6 NP-hardness of \( n \)-Fold MIPs

The upper bound for 2-stage stochastic programs stands in contrast to a much stronger bound for the \( n \)-fold case. Namely, we show NP-hardness of \( n \)-fold (MILP) for constant parameter values. By Lemma 1, we immediately get that \( n \)-fold (MIP) is also NP-hard for constant parameter values.

**Theorem 1.** An \( n \)-fold (MILP) and (MIP) with integral data is NP-hard already with blocks of constant dimensions and with \( \|E\|_{\infty} = 1 \).

**Proof.** The well-known **Partition** problem is defined as follows:

**Partition**

**Input:** Integers \( a_1, \ldots, a_n \)

**Goal:** Find a set \( I \subseteq [n] \) such that \( \sum_{i \in I} a_i = \sum_{i \not\in I} a_i \).

Let an instance of **Partition** be given. Without loss of generality, assume that \( a_{\text{max}} := \max_i a_i \leq 1 \); this can be achieved, e.g., by scaling every number of the original instance by \( 1/a_{\text{max}} \). We will have \( n \) bricks, with brick \( i \in [n] \) representing the choice whether \( i \in I \) or \( i \not\in I \).

Specifically, for each \( i \in [n] \), introduce integer variables \( x^i_1, x^i_2 \in \{0,1\} \) and continuous variables \( y^i_1, y^i_2 \) with bounds \( 0 \leq y^i_1, y^i_2 \leq 1 \). The local constraints (matrix \( A \)) are as follows: We enforce a disjunction on the \( x \)-variables by the constraint

\[
x^i_1 + x^i_2 = 1 \quad \forall i, \tag{12}
\]

and we enforce that \( y^i_1 = a_i \) iff \( x^i_1 = 1 \) and similarly \( y^i_2 = a_i \) iff \( x^i_2 = 1 \):

\[
y^i_1 + y^i_2 = a_i \quad \forall i, \tag{13}
\]

\[
y^i_1 \leq x^i_1 \quad \forall i, \tag{14}
\]

\[
y^i_2 \leq x^i_2 \quad \forall i. \tag{15}
\]

Constraints \((13)\) and \((14)\) enforce that \( x^i_1 = 0 \) implies \( y^i_1 = 0 \), as well as \( x^i_2 = 0 \) implies \( y^i_2 = 0 \). Combined with constraint \((14)\), this enforces the desired equivalence.

It is now easy to see that the following global constraint encodes the requirement that \( \sum_{i \in I} a_i = \sum_{i \not\in I} a_i \):

\[
\sum_{i=1}^n y^i_1 = \sum_{i=1}^n y^i_2. \tag{16}
\]
 Altogether, the instance has four variables per block, four local constraints and one global constraint, and is feasible if and only if the original Partition instance is.

\section{Lower Bound on the Graver Norm of \(n\)-fold MIPs}

In this section, we will show that the 1-norm of the mixed Graver norm can be unbounded even for \(n\)-fold matrices.

We start with the following auxiliary lemma, which is crucial for constructing an element of the mixed Graver basis with unbounded 1-norm.

\textbf{Lemma 10.} Let \(n\) be an integer. There are two sets \(S\) and \(T\) of natural numbers with \(|S| = |T| = n\) such that:

1. \(\sum_{s \in S} s = \sum_{t \in T} t = 2^n - 1\) and
2. for every two subsets \(S' \subseteq S\) and \(T' \subseteq T\), with \(0 < |C' \cup D'| < 2n\), it holds that \(\sum_{s \in S'} s \neq \sum_{t \in T'} t\).

\textbf{Proof.} Let \(X \subseteq \mathbb{N} \setminus \{0\}\). We denote by \(N(X)\), the natural number whose binary representation has a 1 at the \(i\)-th bit (with 1 being the lowest-value bit) if and only if \(i \in X\). Conversely, for a natural number \(x\), let \(B(x)\) be the set of all indices \(i\) such that the binary representation of \(x\) is 1 at the \(i\)-th bit. Note that \(B(N(X)) = X\) for every \(X \subseteq \mathbb{N} \setminus \{0\}\).

For every \(i\) and \(j\) with \(1 \leq i, j \leq n\), let \(p(i, j) = (i - 1)n + j\). For every \(i\) with \(1 \leq i \leq n\), we set:

- \(c_i\) is equal to \(N(R_i)\), where \(R_i = \{p(i, j) | 1 \leq j \leq n\}\),
- \(d_i\) is equal to \(N(C_i)\), where \(C_i = \{p(j, i) | 1 \leq j \leq n\}\).

We claim that setting \(S = \{s_1, \ldots, s_n\}\) and \(T = \{t_1, \ldots, t_n\}\) satisfies the statement of the lemma: As \(\{B(s_1), \ldots, B(s_n)\}\) and \(\{B(t_1), \ldots, B(t_n)\}\) form a partition of \([n^2]\), it holds that \(\sum_{s \in S'} s = N(\bigcup_{t \in T'} B(t))\) and \(\sum_{t \in T'} t = N(\bigcup_{s \in S'} B(s))\) for every subsets \(S' \subseteq S\) and \(T' \subseteq T\). Therefore, \(\sum_{s \in S} s = \sum_{t \in T} t = N([n^2]) = 2^{n^2+1} - 1\), which shows (1).

Towards showing (2), let \(S'\) and \(T'\) be any two subsets with \(S' \subseteq S\) and \(T' \subseteq T\) such that \(0 < |S' \cup T'| < 2n\). Because \(0 < |S' \cup T'| < 2n\), we obtain that either:

- there are \(i\) and \(j\) with \(1 \leq i, j \leq n\) such that \(s_i \in S \setminus S'\) and \(t_j \in T'\) or
- there are \(i\) and \(j\) with \(1 \leq i, j \leq n\) such that \(t_i \in T \setminus T'\) and \(s_j \in S'\).

Since the proofs for the two cases are analogous, we only give the proof for the former case. Let \(O = B(s_i) \cap B(t_j)\) and note that \(O = R_i \cap C_j = \{p(i, j)\} \neq \emptyset\). Since \(t_i \in T'\), it holds that \(O \in \bigcup_{t \in T'} B(t)\). However, due to \(s_i \notin S'\), we have that \(O \notin \bigcup_{s \in S'} B(s)\). Consequently, \(\bigcup_{s \in S'} B(s) \neq \bigcup_{t \in T'} B(t)\) and therefore also \(\sum_{s \in S'} s \neq \sum_{t \in T'} t\).

\textbf{Theorem 5.} Let \(n\) be an integer, \(X_n = (\mathbb{Z} \times \mathbb{R} \times \mathbb{R})^n\), and \(E_n\) be the matrix given by the \(n\)-fold of \(\begin{pmatrix} 0 & I_3 \\ 0 & A \end{pmatrix}\), where \(I_3\) is the identity matrix of dimension 3 and \(A = (1,1,1)\). Then, \(\mathcal{G}_{X_n}(E_n)\) contains a vector \(g\) with \(\|g\|_1 \in \Omega(n)\), i.e., \(g^{X_n}(E_n) \in \Omega(n)\).

\textbf{Proof.} Without loss of generality we assume that \(n = 2m\) for some integer \(m\). Let \(S = \{s_1, \ldots, s_m\}\) and \(T = \{t_1, \ldots, t_m\}\) be the sets with \(m\) elements each, whose existence is guaranteed due to Lemma 10. Let \(V = 2^{n^2+1} - 1\). Let \(g \in X_n\) be defined as follows:

- for every \(i\) with \(1 \leq i \leq m\), we set: \(g_{3(i-1)} = -1, g_{3(i-1)+1} = s_i/V,\) and \(g_{3(i-1)+2} = 1 - s_i/V\);
- for every \(i\) with \(m + 1 \leq i \leq 2m\), we set: \(g_{3(i-1)} = 1, g_{3(i-1)+1} = -t_i/V,\) and \(g_{3(i-1)+2} = -1 + t_i/V\).
We claim that \( g \in \mathcal{G}_{\mathcal{X}_n}(E_n) \); because \( \|g\|_1 \in \Omega(n) \) this would prove the theorem. We start by showing that \( g \in \ker_{\mathcal{X}_n}(E_n) \), i.e., \( g \in \mathcal{X}_n \) and \( E_n g = 0 \). By definition of \( g, g \in \mathcal{X}_n \) and moreover, the following shows that the first 3 rows of \( E_n g \) are equal to 0. The first row is equal to:

\[
\sum_{i=0}^{n-1} g_{3i} = \left( \sum_{i=1}^{m} -1 \right) + \left( \sum_{i=1}^{m} 1 \right) = 0.
\]

The second row is equal to (using (1) of Lemma 10):

\[
\sum_{i=0}^{n-1} g_{3i+1} = \left( \sum_{i=1}^{m} s_i/V \right) + \left( \sum_{i=1}^{m} -t_i/V \right) = \left( \sum_{i=1}^{m} s_i - t_i \right)/V = 0.
\]

Finally, the third row is equal to (using (1) of Lemma 10):

\[
\sum_{i=0}^{n-1} g_{3i+2} = \left( \sum_{i=1}^{m} 1 - s_i/V \right) + \left( \sum_{i=1}^{m} -1 + t_i/V \right) = \left( \sum_{i=1}^{m} -s_i + t_i \right)/V = 0.
\]

Moreover, for every \( i \) with \( 1 \leq i \leq m \), we obtain the value of the \((3+i)\)-th row as:

\[
g_{3(i-1)} + g_{3(i-1)+1} + g_{3(i-1)+2} = -1 + s_i/V + 1 - s_i/V = 0.
\]

Similarly, for every \( i \) with \( m + 1 \leq i \leq 2m \), we obtain the value of the \((3+i)\)-th row as:

\[
g_{3(i-1)} + g_{3(i-1)+1} + g_{3(i-1)+2} = 1 - t_i/V + 1 + t_i/V = 0.
\]

Therefore, \( g \in \ker_{\mathcal{X}_n}(E_n) \). It remains to show that \( g \) is \( \subseteq \)-minimal w.r.t. all vectors in \( \ker_{\mathcal{X}_n}(E_n) \setminus \{0\} \).

Towards showing this, we first show that the restriction \( g^i = \{ g_{3(i-1)}; g_{3(i-1)+1}; g_{3(i-1)+2} \} \) of \( g \) to the \( i \)-th block of \( E_n \) is \( \subseteq \)-minimal w.r.t. all vectors in \( \ker_{\mathcal{X}_i}(A) \setminus \{0\} \), where \( X_i = \mathbb{Z} \times \mathbb{R} \times \mathbb{R} \); note that \( g^i \in \ker_{\mathcal{X}_i}(A) \) because \( g \in \ker_{\mathcal{X}_n}(E_n) \). Note also that either \( g^i = (-1, s/V, 1 - s/V) \) (if \( i \leq m - 1 \)) or \( g^i = (1, -t/V, -1 + t/V) \) (if \( i \geq m \)) for some \( s \in S \) respectively \( t \in T \). Suppose for a contradiction that this is not the case and there is a vector \( y \in \ker_{\mathcal{X}_i}(A) \setminus \{0\} \) such that \( y \subseteq g^i \). Moreover, note that because \( y \in \ker_{\mathcal{X}_i}(A) \setminus \{0\} \), it also holds that \( y_0 + y_1 + y_2 = 0 \) but \( y \notin \{0, g\} \).

We start by showing the claim for the case that \( g^i = (-1, s/V, 1 - s/V) \). Because \( y \subseteq g^i \) and \( y \in X_i \), we obtain that \( y_0 \in \{-1, 0\} \), \( y_1 \in [0, s/V] \), and \( y_2 \in [0, 1 - s/V] \). Therefore, if \( y_0 = 0 \), then \( y_1 + y_2 = 0 \), which implies that \( y = 0 \), a contradiction. Similarly, if \( y_0 = 1 \), then \( y_1 + y_2 = 0 \), which is only possible if \( y = g^i \), a contradiction. This completes the proof that \( g^i \) is \( \subseteq \)-minimal w.r.t. all vectors in \( \ker_{\mathcal{X}_i}(A) \setminus \{0\} \).

Towards showing that \( g \) is \( \subseteq \)-minimal w.r.t. all vectors in \( \ker_{\mathcal{X}_n}(E_n) \setminus \{0\} \), suppose for a contradiction that this is not the case and there is a vector \( y \in \ker_{\mathcal{X}_n}(E_n) \setminus \{0\} \) with \( y \subseteq g \). Note that the fact that \( g^i \) is \( \subseteq \)-minimal w.r.t. all vectors in \( \ker_{\mathcal{X}_i}(A) \setminus \{0\} \) implies that the restriction \( y^i = (y_{3(i-1)}; y_{3(i-1)+1}; y_{3(i-1)+2}) \) of \( y \) to the \( i \)-th block of \( E_n \) is either equal to \( 0 \) or equal to \( g^i \). Therefore, if \( y \notin \{0, g\} \), then the value of the second row of \( E_n y \), i.e., \( \sum_{i=0}^{n-1} y_{3i+1} \), is equal to \( \left( \sum_{s \in S'} s/V \right) + \left( \sum_{t \in T'} -t/V \right) = \left( \sum_{s \in S} s + \sum_{t \in T'} -t \right)/V \) for some subsets \( S' \subseteq S \) and \( T' \subseteq T \) such that \( 0 < |S' \cup T'| < 2n \). Because of Lemma 10 (2), we obtain that \( \sum_{s \in S} s \neq \sum_{t \in T'} t \) and therefore the value of the second row of \( E_n y \) cannot be 0, which contradicts our assumption that \( y \in \ker_{\mathcal{X}_n}(E_n) \).
8 Takeaways and Open Problems

We have shown that several popular intuitions do not transfer either from the linear to the separable convex case or from the integer to the mixed integer case, or both. What, then, are the intuitions one can take away from our results?

One is the contrast between the complexities of (MILP\textsubscript{Z}) and (MILP\textsubscript{R}). We take this to mean that the source of hardness for MILP is not really in allowing continuous domains, but in the combination of continuous domains and (highly) fractional input data, be it in the explicit form of the bounds and right hand side, or the (potentially) implicit form of the objective function. Simply put, we still find it reasonable to expect that (MILP\textsubscript{Z}) is not much harder than ILP with the same constraint matrix, given that \(b, l, u\) is integral. From this perspective, the complexity of bimodular (MILP\textsubscript{Z}) is an interesting open problem.

Other takeaways come from the interplay of mixed Graver norms and algorithms based on them. One reason even good mixed Graver norms are not as helpful in the mixed case is that they do not allow simple enumeration, as in the integer case; bounding few variables in a small (continuous) box is no help without additional structure. The structure seems to be this: in 2-stage stochastic MILPs, only few continuous variables interact at a time. This is in contrast with \(n\)-fold MILPs which may encode the interaction of many continuous variables simultaneously. Finally, the intuition that good Graver bounds yield good proximity bounds needs an adjustment: for good proximity, one needs not only a mixed Graver bound, but the (stronger) weight bound. Still, in the settings of interest to us, those two come hand in hand. It is unclear whether this is a general feature, and we pose it as a question: can \(w^*_p(E)\) be bounded in terms of \(g^*_p(E)\)?
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