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The method of moments is widely used, but its matrix generation is time-consuming. In the present paper, a localized multifrequency matrix-filling method is proposed. The method is based on the retarded first-order Taylor expansion of Green’s functions on each field point, which can reduce the number of callback Green’s functions and hence can solve double-surface integrals quickly. It is also based on the extraction of the common factors of different frequencies, and hence can sweep the frequency points quickly. Numerical examples are provided to validate the efficiencies of the proposed method.

1. Introduction

The method of moments (MoM) has been widely used, and its solutions for most problems are still time-consuming. The matrix of MoM may come from electric-field integral equation (EFIE), magnetic-field integral equation, combined field integral equation [1–3], or current and charge integral equation [4] discretized by pulse basis functions, rooftop basis functions, RWG basis functions [5], pyramid-shaped functions [6], or other higher-order basis functions [7]. Among the above, solving the discretized EFIE with RWG functions is preferred. In most cases, the matrix-filling (both for single-frequency and wide-band problems) in the EFIE with RWG functions is time-consuming [8].

Many research activities have been finalized to accelerate the filling of MoM matrices. In particular, to save time in single-frequency problems, some researchers have provided exact closed-form expressions useful to analyze thin cylindrical structures [9], while others have accelerated the RWG-RWG cycle in primary MoM code using parallel technologies [7, 10, 11]. Some replaced the RWG-RWG loop by the optimized triangle-triangle loop [7, 12]. In order to save matrix-filling time for a wideband sweeping, some researchers developed matrix interpolation methods [8, 13] including Lagrange’s interpolation method, Chebyshev interpolation method, rational polynomial approximation, and Hermite interpolation method. Some developed result interpolation/extrapolation methods, like the MBPE [14], the AWE [15], and the ANN [16] methods.

Although these methods are very efficient, the matrix-filling problems are still serious. In both matrix interpolation and result interpolation/extrapolation methods, matrices of sampling frequencies should be filled independently. Meanwhile, in single-frequency problems, double-surface integrals are usually solved by many callback Green’s functions. It would be amazing if a method can alleviate double-surface integrals and also generate multimatrices of different frequencies quickly. Recently, several amazing methods based on the higher-order retarded Taylor expansion are developed, where one real matrix depending on geometry parameters is introduced [17–19]. They are applied into partial equivalent element method as in [20–24]. In these works, the Taylor expansions are usually global and of higher order [17].

In this paper, we will propose an amazing method where the 1-ordered Taylor expansion approximates Green’s functions locally. Like methods already published, it reduces the number of callback Green’s functions because of the...
2. Principle of the Proposed Method

The proposed method can be integrated into numerical solvers involving surface integral equations. In order to explain the principle clearly, the following description refers to the EFIE-based Galerkin’s method.

The discretized EFIE is usually written as

$$-rac{j}{ωμ} E_i(r) = \int_S \left( \frac{1 + \nabla \nabla}{k^2} \right) \sum_{n=1}^N e^{-jkR} I_n f_n ds', \quad (1)$$

where $S$ denotes the support of surface current, $R = |r - r'|$ is the distance between source point $r'$ and field point $r$, $f_n$ is the $n$th basis function, $N$ is the number of basis functions, $I_n$ is the coefficient, $E_i$ is the incident electrical field, $k$ is the wave number, $ω$ is the angular frequency, and $μ$ is the magnetic permeability. After being tested and transformed, the discretized EFIE is rewritten as follows:

$$ZI = V,$$  \hspace{1cm} (2)

where $I$ denotes the vector consisting of unknown $I_n$, $V$ is the vector consisting of tested incident electrical field $E_i$, and $Z$ is the impedance matrix.

In order to avoid singularities $1/R^2$ and $1/R^3$ in Eq. (1), the above matrix $Z$ is filled by the following transformed double-surface integral:

$$Z_{mn} = \int_{S_m} \int_{S_n} \left[ g_{mn} \cdot f_n - \frac{1}{k^2} \nabla \cdot g_{mn} \nabla \cdot f_n \right] e^{-jkR} ds' ds, \quad (3)$$

element by element, where $g_{mn}$ denotes the $m$th testing function. In Eq. (3), testing functions and basis functions are in the same completed function system. The preferred system of functions employed to describe the unknowns on arbitrary surfaces is that of based on linear functions, including the RWG and the rooftop basis functions. The traditional matrix filling and its repeated operations are very time-consuming. An improvement based on retarded Taylor expansion is as follows:

$$Z_{mn} = e^{-jkR_{th}} \sum_{l=0}^{N_{max}} \int_{S_m} \int_{S_n} \left[ g_{mn} \cdot f_n - \frac{1}{k^2} \nabla \cdot g_{mn} \nabla \cdot f_n \right] \frac{(-jk)^l (R - R_{th})^l}{l! R} ds' ds, \quad (4)$$

where $R_{th}$ denotes the distance between the testing function and the basis function [17] and $N_{max}$ is the maximum order of expansion terms. In the above, the retarded Taylor expansion method is globally used for every element, and we call it as the global method. In the present paper, a different method based on first-order Taylor expansion is proposed, which is called as the localized method.

The localized method focuses on the following two important primary integrals, $I_v$ and $I_s$, on the source regions for every field

$$I_v = \int_S e^{-jkR} f_n ds', \quad (5)$$

$$I_s = \int_S e^{-jkR} \nabla \cdot f_n ds'. \quad (6)$$

Although the above two integrals can be solved by exact closed-form expression [9] for thin cylindrical structures, fast methods with primary functions for surface structures are necessary. After the first-order Taylor expansion, Eqs. (5) and (6) are approximated by concise expressions:

$$I_v \approx e^{-jkR_0} \left[ (1 + jkR_0) \int_S \frac{f_n ds'}{R} - jk \int_S f_n ds' \right], \quad (7)$$

$$I_s \approx e^{-jkR_0} \left[ (1 + jkR_0) \int_S \frac{\nabla \cdot f_n ds'}{R} - jk \int_S \nabla \cdot f_n ds' \right], \quad (8)$$

where $R_0$ denotes the distance between the field point and the center of source region. Their relative errors are the following:

$$e_{lv} \leq 0.5k^2 ΔR'^2, \quad (9)$$

$$e_{ls} \leq 0.5k^2 ΔR'^2, \quad (10)$$

respectively, where $ΔR'$ is the diameter of the source region as shown in Figure 1. In Figure 1, points $r'$ and $r'$ denote the source points in the source region and points $r_1$, $r_2$, and $r_3$ denote the field points in the field region.
They are independent to frequency. These integrals can be solved analytically [20] or numerically solved like by the triangle rendering method using adaptive subdivision [25]. Combined with terms dependent on frequency, we have

\[
I_v = e^{jkR}[(1 + jkR_0)A_n - jkB_n],
\]

\[
I_s = e^{jkR}[(1 + jkR_0)C_n - jkD_n].
\]

Compared with the traditional linear sweeping method, one can find that the matrices of different frequencies share the same frequency-less terms and avoid many redundant numerical integrals. Because of the above sharing, the frequency sweeping can be greatly accelerated. Finally, we have the matrix element

\[
Z_{mn} = \int_S I_v \cdot g_m - \frac{1}{k^2} I_s \nabla \cdot g_m ds.
\]

### 3. Numerical Examples and Performance Analysis

In order to validate the accuracy and the efficiency of the proposed method, three typical strip antennas are analyzed by the traditional Galerkin’s method of moments and the proposed method. Both the traditional Galerkin’s method of moments and the proposed method are based on rooftop basis functions. In addition, the matrix-filling method based on double-surface integrals is studied here because of its flexibilities and extensibilities, which is similar to the realization in [25]. Other specified methods, like reduced kernel methods and closed-form methods, are more powerful for thin line structures. However, the proposed method works well for arbitrary planar line structures, and it can be extended to arbitrary surface structures. The realizations are coded in Python 2.7 (Windows version) with NumPy 1.13.3. These examples are validated on a laptop whose CPU frequency is 2.3 GHz. Moreover, double-surface integrals are numerically solved by the adaptive subdivision method with a 9-point Gaussian quadrature for inner integrals and a 1-point Gaussian quadrature for outer integrals. Meanwhile, all antennas have delta-gap voltage sources at their centers.

The first antenna is a strip dipole antenna with 0.5 m length and 0.001 m width, whose frequency ranges from 200 MHz to 400 MHz. It is divided into 100 pieces, according to the highest frequency. The accuracy of the proposed method can be appreciated by the curves shown in Figures 2–4. In Figure 2, the radiation pattern at 300 MHz is provided, which agrees with the result in [25]. In Figures 3 and 4, the S-parameters of the two methods and their comparison are provided, respectively, which suggests that the proposed method has great accuracy. The efficiency of the proposed method is validated by Table 3. Table 3 shows that the CPU time of the single-frequency sweeping is greatly reduced by about 45%. It also shows that the CPU time of the multifrequency sweeping is further reduced by about 50%. It is worth pointing out that the practical speedup

| Operations     | Traditional method | Proposed method | Difference Items | Total |
|----------------|--------------------|-----------------|-----------------|------|
| Multiplication | p                  | 5               | p-5             |      |
| Division       | p                  | p               | 0               |      |
| Exponential    | p                  | 1               | p-1             | 15.8p|
| Addition       | 0                  | 1               | -1              | -21.6|
| Subtraction    | 0                  | 1               | -1              | -1   |

respectively. The accuracy (\(\epsilon < 0.01\)) of the above approximation can be assured if the condition \(k|R - R_0| < 0.1\) holds. This condition is usually compatible with the meshing requirement for linear basis functions. Compared with the global method in [17], the approximation based on Taylor expansion is localized for each field point in test function. The localized operation makes it easier to achieve the required accuracy. In the global method, the accuracy is assured by high order or by both \(\Delta R\) and \(\Delta R'\); in the localized method, the accuracy is assured by \(\Delta R'\).

From the above approximations, one can find that the complexity of the proposed method is much smaller than the traditional Galerkin’s methods. This improvement contributes to fewer exponential terms than the traditional methods. In order to explain it clearly, we make a comparison, reported in Table 1, where the \(p\)-point quadrature is used to compute surface integrals. From Table 1, one can find that the numbers of different operations change significantly, especially for the multiplication operations and the exponential operations. Since the exponential terms in Eqs. (5) and (6) have been extracted from the surface integral, the number of multiplication operations is independent to the different operations and the second row indicates the converting ratios of different operations to multiplication operations. Combining the converting ratios with the numbers of different operations, one can obtain the above complexity easily.

By the above approximations, we can build the fast wideband matrix generating method. Let

\[
A_n = \int_S \frac{f_n}{R} ds',
\]

\[
B_n = \int_S f_n ds',
\]

\[
C_n = \int_S \nabla \cdot f_n ds',
\]

\[
D_n = \int_S \nabla \cdot f_n ds'.
\]
in Table 3 does not increase significantly with the number of frequency samples. It is because the practical speedup comes only from the sharing of frequency-less terms. Sharing technologies cannot reduce other exponential terms dependent on frequency. So higher practical speedup can be obtained by combining the proposed method with other interpolation/extrapolation methods for exponential terms. Interpolation/extrapolation methods for exponential terms can bring about a significant increase with the number of frequency samples.

The second antenna is a strip circle loop antenna with a 1 m radius and 0.04 m width, whose frequency ranges from 3.0 MHz to 6.0 MHz. It is divided into 100 pieces. The accuracy of the proposed method is validated as shown in Figures 5 and 6. In Figure 5, the radiation pattern at 4.8 MHz is provided, which agrees with the result in [25]. In Figure 6, the comparison of S-parameters from the two methods are provided, which also suggests that the proposed method has great accuracy. The efficiency of the proposed method is validated by Table 4. Table 4 shows that the CPU time of the single-frequency sweeping is greatly reduced by about 27% and the time of the multifrequency sweeping is further reduced by about 50%.

The third antenna is an Archimedes strip spiral antenna with a 1 m length and 10 turns as shown in Figure 7, whose frequency ranges from 300 MHz to 600 MHz. It is divided into 500 pieces. The accuracy of the proposed method is validated by Figures 8–10. In Figure 8, the radiation pattern at 300 MHz is provided, which agrees with the result in [25]. In Figures 9 and 10, the S-parameters and their comparison are provided, which also suggests that the proposed method has great accuracy. The efficiency of the proposed method is validated by Table 5. Table 5 shows that the CPU time of the single-frequency sweeping is greatly reduced by about 56% and the time of the multifrequency sweeping is further reduced by about 71%. All of these suggest that the efficiency of matrix generation has been greatly improved. For the sake of completeness, the current behaviors at the frequency of 300 MHz are shown in Figures 11–13. In Figure 11, both the real and imaginary parts of the current are shown. In Figure 12, the amplitude level of the current is shown using different colors, where blue denotes small values, while high values are depicted in red. In Figure 13, the phase of the

|                      | Addition | Subtraction | Multiplication | Division | Exponential |
|----------------------|----------|-------------|----------------|----------|-------------|
| Time (s)             | 0.63     | 0.71        | 0.73           | 0.81     | 10.8        |
| Ratio                | 0.86     | 0.97        | 1.10           | 1.10     | 14.8        |

Table 2: The CPU time of different operations (repeated by 100 M times).
According to the above examples and performance analysis, it is found out that CPU time can be greatly saved for both single-frequency and multifrequency sweeping problems. Compared with the former, the proposed method is especially suitable for the latter. Its performance suggests that this method can be combined with other wideband methods, like interpolation/extrapolation methods, for further improvement.

Table 3: CPU time of the traditional method and the proposed method.

|                     | Traditional method (s) | Proposed method (s) | Saved time (%) | Speedup |
|---------------------|------------------------|---------------------|----------------|---------|
| Single point (300 MHz) | 0.080                  | 0.044               | 45.0           | 1.81    |
| 100 points          | 5.58                   | 2.42                | 56.6           | 2.31    |
| 300 points          | 16.10                  | 6.91                | 57.1           | 2.33    |
| 500 points          | 26.46                  | 11.9                | 55.2           | 2.23    |

Table 4: CPU time of the traditional method and the proposed method.

|                     | Traditional method (s) | Proposed method (s) | Saved time (%) | Speedup |
|---------------------|------------------------|---------------------|----------------|---------|
| Single point (4.8 MHz) | 0.079                  | 0.057               | 27.9           | 1.39    |
| 100 points          | 5.15                   | 2.42                | 53.0           | 2.13    |
| 300 points          | 14.7                   | 7.32                | 50.4           | 2.01    |
| 400 points          | 20.0                   | 9.52                | 52.4           | 2.10    |

**Figure 5**: Radiation pattern on E-plane (4.8 MHz).

**Figure 6**: The relative error of the S-parameters between the results of the proposed method and the traditional method.

**Figure 7**: The mesh of an Archimedes spiral antenna.

**Figure 8**: Radiation pattern on E-plane (300 MHz).
4. Conclusion

A matrix-generating method based on first-order retarded Taylor expansion in a localized manner for multifrequency sweeping has been proposed. The method can significantly reduce the numerical burden of the surface quadrature and can generate matrices for multifrequencies quickly. The proposed method can be combined with other fast methods for solving single-frequency problems and can also be combined with any type of interpolation/extrapolation methods for solving broadband problems.
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