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Abstract

Recently the Gelfand-Tsetlin construction of orthogonal bases has been explicitly described for the spaces $\mathcal{H}_k^s(\mathbb{R}^m)$ of $k$-homogeneous polynomial solutions of the Hodge-de Rham system in the Euclidean space $\mathbb{R}^m$ which take values in the space of $s$-vectors. In this paper, we give another construction of these bases and, mainly, we show that the bases even form complete orthogonal Appell systems. Moreover, we study the corresponding Taylor series expansions. As an application, we construct quite explicitly orthogonal bases for homogeneous solutions of an arbitrary generalized Moisil-Théodoresco system in $\mathbb{R}^m$.
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1 Introduction

In this paper, we study properties of the so-called Gelfand-Tsetlin bases for the spaces $\mathcal{H}_k^s(\mathbb{R}^m)$ of $k$-homogeneous polynomial solutions of the Hodge-de Rham system in the Euclidean space $\mathbb{R}^m$ which take values in the space of $s$-vectors. A construction of such bases has been recently described in [17]. In particular, we show that these bases form complete orthogonal Appell systems. Recall that basis elements are said to possess the Appell property or form the Appell system if their derivatives are equal to a multiple of another basis element. We work within the context of Clifford analysis but, following [4], we can easily translate all the obtained results into the language of differential forms.

For a historical account of constructions of orthogonal bases and the Appell systems in Clifford analysis, we refer to [2, 26]. Let me just mention that the first construction of orthogonal bases for Clifford algebra valued monogenic functions even in any dimension is due to F. Sommen, see [29, 13]. The Appell systems of monogenic polynomials were for the first time investigated by H. Malonek
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In particular, in [8], I. Caçao and H. Malonek constructed an orthogonal Appell basis for solutions of the Riesz system in dimension 3. Moreover, in [25], it is shown that Gelfand-Tsetlin bases in this case possess the Appell property not only with respect to one variable but even with respect to all variables. In [3], S. Bock and K. Guerlebeck described orthogonal Appell bases for quaternion valued monogenic functions in $\mathbb{R}^3$. Later on, in [26], complete orthogonal Appell systems have been constructed for spinor valued and Clifford algebra valued monogenic functions in any dimension. Analogous results in Hermitian Clifford analysis have been obtained in [5, 6].

Clifford analysis is a systematic study of the so-called monogenic functions. For an account of Clifford analysis, we refer to the books [13, 21, 22]. Let the vectors $e_1, \ldots, e_m$ form an orthonormal basis of the Euclidean space $\mathbb{R}^m$. Denote by $\mathbb{R}_0^m$ the real Clifford algebra over $\mathbb{R}^m$ satisfying the relations
\[
e_i e_j + e_j e_i = -2\delta_{ij},
\]
and by $\mathbb{C}_m$ the corresponding complex Clifford algebra. In what follows, $\mathcal{C}\ell_m$ stands for either $\mathbb{R}_0^m$ or $\mathbb{C}_m$. As usual, we identify a vector $x = (x_1, \ldots, x_m)$ of $\mathbb{R}^m$ with the element $x_1 e_1 + \cdots + x_m e_m$ of $\mathcal{C}\ell_m$. A function $f$ defined and continuously differentiable in an open region $\Omega$ of $\mathbb{R}^m$ is called (left) monogenic in $\Omega$ if it satisfies the Dirac equation $\partial f = 0$ in $\Omega$. Here the Dirac operator $\partial$ is defined as
\[
\partial = e_1 \partial_{x_1} + \cdots + e_m \partial_{x_m}.
\]
Obviously, the Dirac operator $\partial$ factorizes the Laplacian $\Delta = \partial_{x_1}^2 + \cdots + \partial_{x_m}^2$ in the sense that $\Delta = -\partial^2$. Hence each monogenic function $f$ is (componentwise) harmonic, namely, it satisfies the Laplace equation $\Delta f = 0$. As is well-known, inside the Clifford algebra $\mathcal{C}\ell_m$ we can realize the Pin group $Pin(m)$ as the set of finite products of unit vectors of $\mathbb{R}^m$ endowed with the Clifford multiplication. Moreover, the group $Pin(m)$ is a double cover of the orthogonal group $O(m)$. For monogenic functions $f(x)$, there are two natural actions of the group $Pin(m)$, namely, the so-called $L$-action, given by
\[
[L(r)(f)](x) = r f(r^{-1} x r), \quad r \in Pin(m) \quad \text{and} \quad x \in \mathbb{R}^m,
\]
and the $H$-action, given by
\[
[H(r)(f)](x) = r f(r^{-1} x r) r^{-1}, \quad r \in Pin(m) \quad \text{and} \quad x \in \mathbb{R}^m.
\]

It turns out to be interesting to study monogenic functions taking values in a given subspace $V$ of $\mathcal{C}\ell_m$. As monogenic functions are real analytic it is important to understand the structure of monogenic polynomials called often spherical monogenics. Indeed, denote by $\mathcal{M}_k(\mathbb{R}^m, V)$ the space of $k$-homogeneous spherical monogenics $P : \mathbb{R}^m \to V$. Then these spaces are at least locally basic building blocks for $V$-valued monogenic functions. To illustrate this fact, let $\mathbb{B}_m$ be the unit ball in $\mathbb{R}^m$ and let $L^2(\mathbb{B}_m, V)$ be the space of square-integrable
functions $f : \mathbb{B}_m \to V$, endowed with a scalar inner product

$$(f, g) = \int_{\mathbb{B}_m} [\bar{f}g]_0 \, d\lambda^m.$$  

(4)

Here $\lambda^m$ is the Lebesgue measure in $\mathbb{R}^m$ and, for $a \in \mathcal{C}_m$, $\bar{a}$ stands for its Clifford conjugate and $[a]_0$ for its scalar part. Moreover, let $L^2(\mathbb{B}_m, V) \cap \text{Ker} \partial$ be the (real or complex) Hilbert space of $L^2$-integrable monogenic functions $f : \mathbb{B}_m \to V$. As is well-known, the orthogonal direct sum

$$\bigoplus_{k=0}^{\infty} \mathcal{M}_k(\mathbb{R}^m, V)$$

is dense in the space $L^2(\mathbb{B}_m, V) \cap \text{Ker} \partial$. Hence to construct an orthogonal basis for the space $L^2(\mathbb{B}_m, V) \cap \text{Ker} \partial$ it is sufficient to find orthogonal bases in all finite dimensional subspaces $\mathcal{M}_k(\mathbb{R}^m, V)$.

It seems to be the most interesting when $V$ is taken as a subspace of $\mathcal{C}_m$ invariant with respect to the $L$-action or the $H$-action. It is well-known (see e.g. [13]) that, under the $L$-action, the spaces of homogeneous spinor valued spherical monogenics play a role of building blocks. On the other hand, when the given subspace $V$ is invariant with respect to the $H$-action, we have that $V$-valued monogenic functions are just solutions of the corresponding generalized Moisil-Théodoresco system, see Section 2 for details. Generalized Moisil-Théodoresco systems introduced by R. Delanghe have been recently intensively studied (see e.g. [1, 12, 14, 15, 24, 16, 17]). It is well-known that the spaces $\mathcal{H}_k^s(\mathbb{R}^m)$ of $s$-vector valued solutions of the Hodge-de Rham system play a role of building blocks in this case. Moreover, for 1-vector valued functions, the Hodge-de Rham system coincides with the Riesz system, which has been carefully studied (see [10, 11, 9, 7, 28, 23]).

In Section 3, we recall that standard orthogonal bases for spherical harmonics are basic examples of the so-called Gelfand-Tsetlin bases. In Section 4, we construct Gelfand-Tsetlin bases for the spaces $\mathcal{H}_k^s(\mathbb{R}^m)$ (see Theorem 4). The key step for the construction is to understand the so-called branching for Hodge-de Rham systems. This has been done in [17] using the Cauchy-Kovalevskaya method. In Theorem 3 we give an alternative proof based on the branching for spherical monogenics. The branching for spherical monogenics in $\mathbb{R}^m$ is nothing else than their decomposition into spherical monogenics in $\mathbb{R}^{m-1}$ multiplied by certain embedding factors and, analogously, for other cases. Furthermore, we show that the Gelfand-Tsetlin bases form complete orthogonal Appell systems in this case and we study the corresponding Taylor series expansions (see Theorems 5 and 6). As an application, we construct quite explicitly orthogonal bases for solutions of an arbitrary generalized Moisil-Théodoresco system (see Theorem 7).
2 Generalized Moisil-Théodoresco systems

The Clifford algebra $\mathcal{C}_m$ can be viewed naturally as the graded associative algebra

$$\mathcal{C}_m = \bigoplus_{s=0}^{m} \mathcal{C}^s_m.$$ 

Here $\mathcal{C}^s_m$ stands for the space of $s$-vectors in $\mathcal{C}_m$. Actually, under the $H$-action, the spaces $\mathcal{C}^s_m$ are mutually inequivalent irreducible submodules of $\mathcal{C}_m$. For a 1-vector $u$ and an $s$-vector $v$, the Clifford product $uv$ splits into the sum of an $(s-1)$-vector $u \bullet v$ and an $(s+1)$-vector $u \wedge v$. Indeed, we have that $uv = u \bullet v + u \wedge v$ with

$$u \bullet v = \frac{1}{2} (uv - (-1)^s vu) \quad \text{and} \quad u \wedge v = \frac{1}{2} (uv + (-1)^s vu).$$

By linearity, we extend the so-called inner product $u \bullet v$ and the outer product $u \wedge v$ for a 1-vector $u$ and an arbitrary Clifford number $v \in \mathcal{C}_m$. In particular, we can split the left multiplication by a 1-vector $x$ into the outer multiplication $(x \wedge)$ and the inner multiplication $(x \bullet)$, that is,

$$x = (x \wedge) + (x \bullet).$$

Analogously, the Dirac operator $\partial$ can be split also into two parts $\partial = \partial^+ + \partial^-$ where

$$\partial^+ P = \sum_{j=1}^{m} e_j \wedge (\partial e_j P) \quad \text{and} \quad \partial^- P = \sum_{j=1}^{m} e_j \bullet (\partial e_j P).$$

Let us remark that the operators $(x \wedge), (x \bullet), \partial^+$ and $\partial^+$ are basic examples of invariant operators with respect to the $H$-action (see [10]). Furthermore, for $s$-vector valued polynomials $P$, the Dirac equation $\partial P = 0$ is equivalent to the system of equations

$$\partial^+ P = 0, \quad \partial^- P = 0$$

we call the Hodge-de Rham system. This terminology is legitimate because, after the translation into the language of differential forms explained in [1], the operators $\partial^+$ and $\partial^-$ correspond to the standard de Rham differential $d$ and its codifferential $d^*$ for differential forms.

In contrast with the spinor case, it is interesting to study $V$-valued monogenic functions not only for irreducible subspaces $V$ of the Clifford algebra $\mathcal{C}_m$. Let $V$ be an arbitrary $H$-invariant subspace of $\mathcal{C}_m$, that is, for some subset $S$ of $\{0, 1, \ldots, m\}$, we have that $V = \mathcal{C}^S_m$ where

$$\mathcal{C}^S_m = \bigoplus_{s \in S} \mathcal{C}^s_m.$$ 

Then the corresponding generalized Moisil-Théodoresco system is defined as the Dirac equation $\partial f = 0$ for $V$-valued functions $f$. In particular, let $\mathcal{H}^k_0(\mathbb{R}^m)$ be the space of $k$-homogeneous monogenic polynomials $P : \mathbb{R}^m \to \mathcal{C}^s_m$. Then
the spaces $H^s_k(\mathbb{R}^m)$ are just formed by homogeneous solutions of the Hodge-de Rham system. Moreover, it is well-known that, under the $H$-action, the spaces $H^s_k(\mathbb{R}^m)$ form irreducible modules and all non-trivial modules $H^s_k(\mathbb{R}^m)$ are mutually inequivalent, see [14]. The following result shows that the spaces $H^s_k(\mathbb{R}^m)$ play a role of building blocks in this case (see [24, 15]). Recall that $M_k(\mathbb{R}^m, \mathcal{C}^S_m)$ is the space of $k$-homogeneous monogenic polynomials $P: \mathbb{R}^m \rightarrow \mathcal{C}^S_m$.

**Theorem 1.** Let $S \subset \{0,1,\ldots,m\}$ and let $S' = \{s : s \pm 1 \in S\}$. Under the $H$-action of $\text{Pin}(m)$, the space $M_k(\mathbb{R}^m, \mathcal{C}^S_m)$ decomposes into inequivalent irreducible pieces as

$$M_k(\mathbb{R}^m, \mathcal{C}^S_m) = \left( \bigoplus_{s \in S} H^s_k(\mathbb{R}^m) \right) \oplus \left( \bigoplus_{s \in S'} \left( (x \wedge + \beta^s_{k-1}(x \cdot)) \mathcal{H}^s_{k-1}(\mathbb{R}^m) \right) \right)$$

with $\beta^s_{k-1} = -(k + m - s)/(k + s)$.

In particular, this decomposition is orthogonal with respect to any invariant inner product, including the $L^2$-inner product, [4].

By Theorem 1 to construct an orthogonal basis for the (real or complex) Hilbert space $L^2(\mathbb{B}_m, \mathcal{C}^S_m) \cap \text{Ker} \partial$ it obviously suffices to find orthogonal bases in the spaces $H^s_k(\mathbb{R}^m)$, see Theorem 7 of Section 4.

### 3 Branching for spherical harmonics and monogenics

In this section, we describe the branching for spherical harmonics and monogenics. But first let us recall a standard construction of orthogonal bases for spherical harmonics. Denote by $H_k(\mathbb{R}^m)$ the space of complex valued harmonic polynomials in $\mathbb{R}^m$ which are $k$-homogeneous. Let $(e_1, \ldots, e_m)$ be an orthonormal basis of the Euclidean space $\mathbb{R}^m$. Then the construction of an orthogonal basis for the space $H_k(\mathbb{R}^m)$ is based on the following decomposition (see [21, p. 171])

$$H_k(\mathbb{R}^m) = \bigoplus_{j=0}^{k} F^{(k-j)}_{m,j} H_j(\mathbb{R}^{m-1}).$$

This decomposition is orthogonal with respect to the $L^2$-inner product on the unit ball $\mathbb{B}_m$ in $\mathbb{R}^m$ and the embedding factors $F^{(k-j)}_{m,j}$ are defined as the polynomials

$$F^{(k-j)}_{m,j}(x) = \frac{(j + 1)_{k-j}}{(m - 2 + 2j)_{k-j}} |x|^{k-j} C^{m/2+j-1}_{k-j}(x_m/|x|), \quad x \in \mathbb{R}^m.$$  

(6)

Here $x = (x_1, \ldots, x_m), |x| = \sqrt{x_1^2 + \cdots + x_m^2}$ and $C^\nu_k$ is the Gegenbauer polynomial given by

$$C^\nu_k(z) = \sum_{i=0}^{[k/2]} \frac{(-1)^i (\nu)_{k-2i} (2z)^{k-2i}}{i!(k-2i)!} \quad \text{with} \quad (\nu)_k = \nu(\nu + 1) \cdots (\nu + k - 1).$$

(7)
The decomposition [5] shows that spherical harmonics in $\mathbb{R}^m$ can be expressed in terms of spherical harmonics in $\mathbb{R}^{m-1}$, that is, for each $P \in H_k(\mathbb{R}^m)$, we have that

$$P(x) = P_k(\underline{x}) + F_{m,k-1}^{(1)}(x)P_{k-1}(\underline{x}) + \cdots + F_{m,0}^{(k)}(x)P_0(\underline{x}), \quad x = (\underline{x}, x_m) \in \mathbb{R}^m$$

for some polynomials $P_j \in H_j(\mathbb{R}^{m-1})$. Of course, here $F^{(0)}_{m,k} = 1$ and $\underline{x} = (x_1, \ldots, x_{m-1})$.

Applying the decomposition [5] for several times, we easily construct an orthogonal basis of the module $H_k(\mathbb{R}^m)$ by induction on the dimension $m$. Indeed, as the polynomials $(x_1 \mp ix_2)^k$ form an orthogonal basis of the space $H_k(\mathbb{R}^2)$ an orthogonal basis of the space $H_k(\mathbb{R}^m)$ is formed by the polynomials

$$h_{k, \mu}(x) = (x_1 \mp ix_2)^{k_2} \prod_{r=3}^m F^{(k_r - k_{r-1})}_{r, k_{r-1}}$$

where $\mu$ is an arbitrary sequence of integers $(k_{m-1}, \ldots, k_3, \pm k_2)$ such that $k = k_m \geq k_{m-1} \geq \cdots \geq k_3 \geq k_2 \geq 0$.

From the point of view of representation theory, the space $H_k(\mathbb{R}^m)$ forms an irreducible module under the action of the group $Pin(m)$, defined by

$$[h(s)(P)](x) = P(s^{-1}x), \quad s \in Pin(m) \quad \text{and} \quad x \in \mathbb{R}^m.$$

Moreover, the decomposition [5] is the branching of the module $H_k(\mathbb{R}^m)$, that is, an irreducible decomposition of the module $H_k(\mathbb{R}^m)$ under the action of the group $Pin(m-1)$. Here $Pin(m-1)$ is realized as the subgroup of $Pin(m)$ describing orthogonal transformations of $\mathbb{R}^m$ fixing the last basis vector $e_m$.

In quite an analogous way, we can construct an orthogonal basis for any irreducible (finite-dimensional) $Pin(m)$-module $V$. Indeed, any such module $V$ always has a multiplicity free irreducible decomposition into $Pin(m-1)$-submodules. In particular, this decomposition is orthogonal with respect to any invariant inner product given on $V$. The obtained orthogonal basis is called a Gelfand-Tsetlin basis of the module $V$ (see [20]). See [26] for details.

In [26], the Gelfand-Tsetlin construction of orthogonal bases for spherical monogenics is explained. The key ingredient of the construction is the branching for spherical monogenics, which is described in the following theorem (see [13, Theorem 2.2.3, p. 315]).

**Theorem 2.** The space $\mathcal{M}_k(\mathbb{R}^m, \mathcal{C}_m)$ has an orthogonal decomposition

$$\mathcal{M}_k(\mathbb{R}^m, \mathcal{C}_m) = \bigoplus_{j=0}^k X_{m,j}^{(k-j)} \mathcal{M}_j(\mathbb{R}^{m-1}, \mathcal{C}_m).$$

Here the embedding factors $X_{m,j}^{(k-j)}$ are defined as the polynomials

$$X_{m,j}^{(k-j)}(x) = F_{m,j}^{(k-j)} + \frac{j + 1}{m + 2j - 1} F_{m,j+1}^{(k-j-1)} \underline{x} e_m, \quad x = (\underline{x}, x_m) \in \mathbb{R}^m$$

with $\underline{x} = x_1 e_1 + \cdots + x_{m-1} e_{m-1}$, $F_{m,j}^{(k-j)}$ defined in [6] and $F_{m,k+1}^{(-1)} = 0$.  


In [26], it is shown that, for spherical harmonics and monogenics in any dimension, Gelfand-Tsetlin bases even form complete orthogonal Appell systems. Moreover, this is not a coincidence but the consequence of the construction of the Gelfand-Tsetlin bases and the fact that \( \partial_{x_m} \) is obviously an invariant operator under the action of the subgroup \( \text{Pin}(m-1) \). In the next section, we prove analogous results for Hodge-de Rham systems.

4 Gelfand-Tsetlin bases for Hodge-de Rham systems

In this section, we construct Gelfand-Tsetlin bases for the spaces \( H^s_k(\mathbb{R}^m) \) of \( k \)-homogeneous monogenic polynomials \( P : \mathbb{R}^m \rightarrow C\ell_m^s \). Here \( C\ell_m^s \) stands for the space of \( s \)-vectors in \( C\ell_m \).

Remark 1. Obviously, we have that \( H^s_k(\mathbb{R}^m) = \{0\} \) for \( s \in \{0, m\} \) and \( k \geq 1 \). In the case when \( C\ell_m = \mathbb{R}_{0,m} \) (resp. \( C_m \)), we have that \( H^0_k(\mathbb{R}^m) = \mathbb{R} \) (resp. \( C_k \)) and \( H^m_k(\mathbb{R}^m) = e_r^s \) (resp. \( C_r^s \)) with \( e_r^s = e_m e_{m-1} \cdots e_1 \).

As we know, the space \( H^s_k(\mathbb{R}^m) \) forms an irreducible module under the \( H \)-action of the Pin group \( \text{Pin}(m) \). Moreover, all non-trivial modules \( H^s_k(\mathbb{R}^m) \) are mutually inequivalent, see [14]. The key step for constructing the Gelfand-Tsetlin bases is to understand the branching of the module \( H^s_k(\mathbb{R}^m) \).

Theorem 3. Let \( m \geq 3 \), \( s = 0, \ldots, m \) and \( k \in \mathbb{N}_0 \). Denote by \( N^s_{k,m} \) the set of pairs \( (t, j) \in \{0, \ldots, m-1\} \times \{0, \ldots, k\} \) such that \( t \in \{s-1, s\} \) and, if \( t \in \{0, m-1\} \) then \( j = 0 \). Then, under the \( H \)-action of \( \text{Pin}(m-1) \), we have the following multiplicity free irreducible decomposition

\[
H^s_k(\mathbb{R}^m) = \bigoplus_{(t, j) \in N^s_{k,m}} X_{s,t,m}^{k,j} H^t_j(\mathbb{R}^{m-1}).
\]  

(11)

Here the embedding factors \( X_{s,t,m}^{k,j} \) are defined as the polynomials

\[
X_{s,t,m}^{k,j}(x) = X_{m,j+1}^{(k-j)}(x) e_m^{s-t} + \alpha X_{m,j+1}^{(k-1-j)}(x)(\beta^{t-s}(\mathbf{x} \wedge) + \beta^{t-s+1}(\mathbf{x} \cdot)) e_m^{s-t+1}
\]

where \( x = (\mathbf{x}, x_m) \in \mathbb{R}^m \), \( X_{m,j}^{(k-j)} \) are given in [10], \( X_{m,k+1}^{(-1)} = 0 \), \( \beta = -(j + m - 1 - t)/(j + t) \) and

\[
\alpha = \begin{cases} 
-(j + 1)/(m + 2j - 1) & \text{unless } t = 0, m - 1; \\
0 & \text{if } t = 0, m - 1.
\end{cases}
\]

In particular, this decomposition is orthogonal with respect to any invariant inner product, including the \( L^2 \)-inner product [1].

Proof. In [17], it is shown by the Cauchy-Kovalevskaya method. Now we give an alternative proof. It is a well-known fact from representation theory that, under
the $H$-action of $Pin(m - 1)$, the module $\mathcal{H}_k^s(\mathbb{R}^m)$ possesses the decomposition

$$\mathcal{H}_k^s(\mathbb{R}^m) = \bigoplus_{(t,j)\in N_{k,m}} \tilde{\mathcal{H}}_j^t$$

into irreducible submodules $\tilde{\mathcal{H}}_j^t$ equivalent to $\mathcal{H}_j^t(\mathbb{R}^{m-1})$. To get (11) we need to describe explicitly the pieces $\tilde{\mathcal{H}}_j^t$ in the decomposition. To do this, we recall that, by Theorem 2, we have that

$$\mathcal{M}_k(\mathbb{R}^m, C_{\ell,m}) = \bigoplus_{j=0}^k X_{m,j}^{(k-j)} \mathcal{M}_j(\mathbb{R}^{m-1}, C_{\ell,m}).$$  \hfill (12)

As $C_{\ell,m} = C_{\ell,m-1} \oplus e_m C_{\ell,m-1}$ each space $\mathcal{M}_j(\mathbb{R}^{m-1}, C_{\ell,m})$ in (12) decomposes further as $\mathcal{M}_j(\mathbb{R}^{m-1}, C_{\ell,m}) = \mathcal{M}_j(\mathbb{R}^{m-1}, C_{\ell,m-1}) \oplus e_m \mathcal{M}_j(\mathbb{R}^{m-1}, C_{\ell,m-1})$. Moreover, by Theorem 1 any space $\mathcal{M}_j(\mathbb{R}^{m-1}, C_{\ell,m-1})$ decomposes into $Pin(m - 1)$-irreducible submodules as $\mathcal{M}_j(\mathbb{R}^{m-1}, C_{\ell,m-1}) = \bigoplus_{t=0}^{m-1-j} \mathcal{H}_j^t(\mathbb{R}^{m-1}) \oplus \bigoplus_{t=1}^{m-2} (\mathbb{R} \wedge + \beta_{j-1}^{t,m-1} (\mathbb{R} \bullet)) \mathcal{H}_j^{t-1}(\mathbb{R}^{m-1})$.

As a result, we have decomposed the space $\mathcal{M}_k(\mathbb{R}^m, C_{\ell,m})$ into $Pin(m - 1)$-irreducible pieces

$$X_{m,j}^{(k-j)} e_m^{r} \mathcal{H}_j^{t}(\mathbb{R}^{m-1}) \text{ and } X_{m,j}^{(k-j)} (\mathbb{R} \wedge + \beta_{j-1}^{t,m-1} (\mathbb{R} \bullet)) e_m^{r} \mathcal{H}_j^{t-1}(\mathbb{R}^{m-1})$$ \hfill (13)

where $r = 0, 1$ and, resp., $t = 0, \ldots, m - 1$, $j = 0, \ldots, k$ and $t = 1, \ldots, m - 2$, $j = 1, \ldots, k$. Now it is easy to find the submodule $\tilde{\mathcal{H}}_j^t$ equivalent to $\mathcal{H}_j^t(\mathbb{R}^{m-1})$ inside $\mathcal{H}_k^s(\mathbb{R}^m)$. Indeed, by (13), it is sufficient to choose a constant $\tilde{\alpha}$ such that, for a $Pin(m - 1)$-invariant

$$X_{k,j}^{s,t,m} (x) = X_{m,j}^{(k-j)} (x) e_m^{t-s} + \tilde{\alpha} X_{m,j+1}^{(k-j)} (x) (\mathbb{R} \wedge + \beta_{j-1}^{t,m-1} (\mathbb{R} \bullet)) e_m^{t-s+1},$$

we have that $X_{k,j}^{s,t,m} \mathcal{H}_j^{t}(\mathbb{R}^{m-1}) \subset \mathcal{H}_k^s(\mathbb{R}^m)$. As we know that

$$X_{k,j}^{s,t,m} \mathcal{H}_j^{t}(\mathbb{R}^{m-1}) \subset \mathcal{M}_k(\mathbb{R}^m, C_{\ell,m})$$

it is sufficient to take the constant $\tilde{\alpha}$ such that the piece $X_{k,j}^{s,t,m} \mathcal{H}_j^{t}(\mathbb{R}^{m-1})$ contains only $s$-vector valued polynomials. But, recalling the definition (10) of the factors $X_{m,j}^{(k-j)}$, this is not difficult to do.

Using Theorem 3 we easily construct orthogonal (or even Gelfand-Tsetlin) bases for the spaces $\mathcal{H}_k^s(\mathbb{R}^m)$ by induction on the dimension $m$.

**Example 1.** First we construct orthogonal bases for Hodge-de Rham systems in dimension 2. Indeed, the following statements are obvious.

(i) For $s \in \{0, 2\}$, an orthogonal basis for $\mathcal{H}_0^s(\mathbb{R}^2)$ is formed by the unique element $f_0^s = e^{s,0}$ with $e^{0,0} = 1$ and $e^{2,2} = e_{21}$. 
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(ii) Let \( C_2 = \mathbb{R}_{0,2} \). Then, for \( k \in \mathbb{N}_0 \), an orthogonal basis for \( \mathcal{H}_k^2(\mathbb{R}^2) \) consists of two polynomials \( f_{k}^{x,1}(x) = (x_1 - e_1 x_2)^{k} e^{1,1} \) with \( e^{1,1} = e_1 \) and \( e^{1,-1} = e_2 \).

(iii) Let \( C_2 = \mathbb{C}_2 \). Then, for \( k \in \mathbb{N}_0 \), an orthogonal basis for \( \mathcal{H}_k^1(\mathbb{R}^2) \) consists of two polynomials \( f_{k}^{x,1}(x) = (x_1 + i x_2)^{k} e^{1,1} \) with \( e^{1,1} = e_1 + ie_2 \).

(iv) Otherwise, the spaces \( \mathcal{H}_k^s(\mathbb{R}^2) \) are trivial.

**Theorem 4.** Let \( m \geq 3 \). Denote by \( I_k^{s,m} \) the set of pairs \( (\nu, \mu) \) such that the sequences \( \nu = (s_{m-1}, \ldots, s_3, t_2) \) and \( \mu = (k_{m-1}, k_{m-2}, \ldots, k_2) \) of integers satisfy \( (t_2, k_2) \in \{(0,0), (2,0)\} \cup \{(\pm 1, k) \mid k \in \mathbb{N}_0\} \) and, for each \( r = 3, \ldots, m \), \( (s_{r-1}, k_{r-1}) \in N_{k, s,m}^r \) where \( k_m = k \), \( s_m = s \) and \( s_2 = |t_2| \).

Then an orthogonal (or even Gelfand-Tsetlin) basis of \( \mathcal{H}_k^s(\mathbb{R}^m) \) is formed by the polynomials
\[
f_{k,\mu}^{s,\nu} = X_{k,k_{m-1}}^{s_{m-1},m} X_{k_{m-1},k_{m-2}}^{s_{m-2},m-1} \cdots X_{k_3,k_2}^{s_2,s_3,3} f_{k_2}^{t_2}, \quad (\nu, \mu) \in I_k^{s,m}.
\]

Here the embedding factors \( X_{k,j,i}^{s,t,m} \) are given in Theorem 3 and \( f_{k_2}^{t_2} \) in Example 2.

The basis elements \( f_{k,\mu}^{s,\nu} \) have the following Appell property.

**Theorem 5.** Let \( m \geq 3 \) and let \( f_{k,\mu}^{s,\nu} \) be the basis elements of the spaces \( \mathcal{H}_k^s(\mathbb{R}^m) \) given in Theorem 4 with \( \nu = (s_{m-1}, \ldots, s_3, t_2) \), \( \mu = (k_{m-1}, k_{m-2}, \ldots, k_2) \) and \( s_2 = |t_2| \). Then we have that

(i) \( \partial_{x_m} f_{k,\mu}^{s,\nu} = 0 \) for \( k = k_{m-1} \);

(ii) \( \partial_{x_m} f_{k,\mu}^{s,\nu} = k \ f_{k-1,\mu}^{s,\nu} \) for \( k > k_{m-1} \);

(iii) \( \partial_{x_2}^{k_2} \partial_{x_3}^{k_2-k_2} \cdots \partial_{x_m}^{k_2-k_{m-1}} f_{k,\mu}^{s,\nu} = k! \ e^{s,\nu} \)

with \( e^{s,\nu} = e_m^{s_{m-1}} \cdots e_3^{s_2} e_2^{s_1} t_2 \) and
\[
\partial_{x_2} = \begin{cases} 
(1/2)(\partial_{x_1} + e_12 \partial_{x_2}) & \text{if} \ C_\ell_m = \mathbb{R}_{0,m} \text{ and } t_2 = \pm 1; \\
(1/2)(\partial_{x_1} \pm i \partial_{x_2}) & \text{if} \ C_\ell_m = \mathbb{C}_m \text{ and } t_2 = \pm 1.
\end{cases}
\] (14)

Note that \( k_2 = 0 \) unless \( t_2 = \pm 1 \).

**Proof.** Using standard formulas for Gegenbauer polynomials, it is easy to verify that, for \( k > j \), \( \partial_{x_m} F_{m,j}^{(k-j)} = k \ F_{m,j}^{(k-1-j)} \) and \( F_{m,k}^{(0)} = 1 \) and, consequently, we get that, for \( k > j \), \( \partial_{x_m} X_{m,j}^{(k-j)} = k \ X_{m,j}^{(k-j-1)} \) and \( X_{m,k}^{(0)} = 1 \) (see 29). Hence we conclude that, for \( k > j \), \( \partial_{x_m} X_{m,j}^{s,t,m} = k \ X_{m,j}^{s,t,m} \) and \( X_{k,\mu}^{s,t,m} = e_m^{s-t} \), which completes easily the proof.

**Remark 2.** Let \( s \in \{0, \ldots, m\} \) and put \( s_m = s \). Denote by \( J^{s,m} \) the set of sequences \( \nu = (s_{m-1}, \ldots, s_3, t_2) \) of integers such that, for each \( r = 2, \ldots, m-1 \),
\[
0 \leq s_r \leq r \quad \text{and} \quad s_{r+1} - 1 \leq s_r \leq s_{r+1}
\]
where \( s_2 = |t_2| \). Obviously, the set \( \{ e^{s,\nu} \mid \nu \in J^{s,m} \} \) is a basis of the space \( \mathcal{C}^s_m \) of \( s \)-vectors. Here \( e^{s,\nu} \) are given in Theorem 5. Then each \( a \in \mathcal{C}^s_m \) can be uniquely written as

\[
a = \sum_{\nu \in J^{s,m}} a^\nu e^{s,\nu}
\]

for some (real or complex) numbers \( a^\nu \).

To summarize, we have constructed a complete orthogonal Appell system for the Hilbert space \( L^2(\mathbb{B}_m, \mathcal{C}^s_m) \cap \text{Ker}\, \partial \) of \( L^2 \)-integrable monogenic functions \( g : \mathbb{B}_m \to \mathcal{C}^s_m \). Indeed, using Theorems 4 and 5, we easily obtain the following result.

**Theorem 6.** Let \( m \geq 3 \), let \( \mathbb{B}_m \) be the unit ball in \( \mathbb{R}^m \) and let \( s = 0, \ldots, m \).

(a) Then an orthogonal basis of the space \( L^2(\mathbb{B}_m, \mathcal{C}^s_m) \cap \text{Ker}\, \partial \) is formed by the polynomials \( f_{k,\mu}^{s,\nu} \) for \( k \in \mathbb{N}_0 \) and \( (\nu, \mu) \in I^{s,m}_k \). Here the basis elements \( f_{k,\mu}^{s,\nu} \) are defined in Theorem 4.

(b) Each function \( g \in L^2(\mathbb{B}_m, \mathcal{C}^s_m) \cap \text{Ker}\, \partial \) has a unique orthogonal series expansion

\[
g = \sum_{k=0}^{\infty} \sum_{(\nu, \mu) \in I^{s,m}_k} t_{k,\mu}^{s,\nu}(g) f_{k,\mu}^{s,\nu}
\]

for some complex coefficients \( t_{k,\mu}^{s,\nu}(g) \). In addition, by Remark 3, we have that

\[
g = \sum_{\nu \in J^{s,m}} g^\nu e^{s,\nu}
\]

for some complex functions \( g^\nu \) on \( \mathbb{B}_m \). Then, for \( (\nu, \mu) \in I^{s,m}_k \), it holds that

\[
t_{k,\mu}^{s,\nu}(g) = \frac{1}{k!} \partial_{x_2}^k \partial_{x_3}^{k_2-k_2} \cdots \partial_{x_m}^{k_m-k_m-1} g^\nu(x)|_{x=0}
\]

where \( \partial_{x_2} \) is defined in (14).

For a function \( g \in L^2(\mathbb{B}_m, \mathcal{C}^s_m) \cap \text{Ker}\, \partial \), we call the orthogonal series expansion (15) its generalized Taylor series.

Now we construct orthogonal bases for solutions of an arbitrary generalized Moisil-Théodoresco system. It is easy to see that, using Theorems 1 and 5, we obtain the following result.

**Theorem 7.** Let \( S \) be a subset of \( \{0, 1, \ldots, m\} \) and let \( S' = \{ s : s \pm 1 \in S \} \). Then an orthogonal basis of the Hilbert space \( L^2(\mathbb{B}_m, \mathcal{C}^S_m) \cap \text{Ker}\, \partial \) is formed by the polynomials

\[
f_{k,\mu}^{s,\nu} \quad \text{for } s \in S, \ k \in \mathbb{N}_0 \text{ and } (\nu, \mu) \in I^{s,m}_k,
\]

together with the polynomials

\[
((x \wedge) + \beta_{k-1}^{s,m}(x \bullet)) f_{k-1,\mu}^{s,\nu} \quad \text{for } s \in S', \ k \in \mathbb{N} \text{ and } (\nu, \mu) \in I^{s,m}_{k-1}.
\]

Here \( \mathcal{C}^S_m = \bigoplus_{s \in S} \mathcal{C}^s_m \) and \( \beta_k^{s,m} = -(k + m - s)/(k + s) \).
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