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Abstract. C-projective structures are analogues of projective structures in the complex setting. The maximal dimension of the Lie algebra of c-projective symmetries of a complex connection on an almost complex manifold of C-dimension \( n > 1 \) is classically known to be \( 2n^2 + 4n \). We prove that the submaximal dimension is equal to \( 2n^2 - 2n + 4 + 2\delta_{3,n} \). We present various c-projective structures with abundant symmetries. If the complex connection is minimal (encoded as a normal parabolic geometry), the harmonic curvature of the c-projective structure has three components and we specify the submaximal symmetry dimensions and the corresponding geometric models for each of these three pure curvature types. We prove that the submaximal symmetry dimension in the class of Levi-Civita connections for pseudo-Kähler metrics is \( 2n^2 - 2n + 4 \), and specializing to the Kähler case, we obtain \( 2n^2 - 2n + 3 \). This resolves the symmetry gap problem for metrizable c-projective structures.

Introduction and Main Results

Let \( \nabla \) be a linear connection on a smooth connected almost complex manifold \( (M^{2n}, J) \) of \( \mathbb{C} \)-dimension \( n \geq 2 \). We will assume it is a complex connection, which means \( \nabla J = 0 \) \( \iff \nabla_X(JY) = J\nabla_XY \) for all vector fields \( X, Y \in \mathcal{D}(M) \). Every almost complex manifold has a complex connection, and the map \( \nabla \mapsto \frac{1}{2}(\nabla - J\nabla J) \) is a projection from the space of all connections to the space of complex connections.

The torsion \( T_{\nabla} \in \Omega^2(M) \otimes \mathcal{D}(M) \) of a complex connection \( \nabla \) needs not vanish. Its total complex-antilinear part \( T_{\nabla}^{-} \in \Omega^{0,2}(M) \otimes \mathcal{D}(M) \) is equal to \( \frac{1}{4}N_J \), where

\[
N_J(X, Y) = [JX, JY] - J[JX, Y] - J[X, JY] - [X, Y]
\]

is the Nijenhuis tensor of \( J \). In particular, for non-integrable \( J \), the complex connection \( \nabla \) is never symmetric. However the other parts of
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$T_{\nabla}$ can be set to zero by a choice of complex connection. There always exist minimal connections $\nabla$ characterized by $T_{\nabla} = T_{\nabla}^{-\cdot}$, see [Lic].

Recall that two (real) connections are projectively equivalent if their (unparametrized) geodesics $\gamma$, given by $\nabla_\gamma \dot{\gamma} \in \langle \dot{\gamma} \rangle$, are the same (here $\langle Y \rangle$ denotes the linear span of $Y$ over $C^\infty(M)$). Thus equivalence $\nabla \sim \bar{\nabla}$ means $\nabla_X X - \bar{\nabla}_X X \in \langle X \rangle$ $\forall X \in D(M)$, and any connection is projectively equivalent to a symmetric one: $\nabla \simeq \nabla - \frac{1}{2} T_{\nabla}$.

A natural and actively studied analogue of projective equivalence in the presence of a complex structure is c-projective equivalence (also known as h-projective or holomorph-projective equivalence). Let us recall the basic definitions. A $J$-planar curve $\gamma$ is given by the differential equation $\nabla_\dot{\gamma} \dot{\gamma} \in \langle \dot{\gamma}, J \dot{\gamma} \rangle$. Reparametrization does not change this property. Actually, by a reparametrization one can achieve $\alpha = 0$ in the decomposition

$$\nabla_\dot{\gamma} \dot{\gamma} = \alpha \dot{\gamma} + \beta J \dot{\gamma},$$

and then $\beta$ is invariant up to a constant multiple (in general, the function $I = (\alpha + \nabla_\dot{\gamma})(\beta^{-1})$ is an invariant of reparametrizations). Geodesics correspond to $\beta = 0$ (singular value for $I$). As complex analogues of geodesics, $J$-planar curves are of considerable interest in complex and Kähler geometry, see e.g. [Is, ACG, KiT, MR1].

Two pairs $(J, \nabla)$ with $\nabla J = 0$ on the same manifold $M$ are called c-projectively equivalent if they share the same class of $J$-planar curves. It is easy to show that the almost complex structure $J$ is restored up to sign by the c-projective equivalence, and we will fix the structure $J$ (this does not influence the symmetry algebra).[1] Thus we arrive to:

**Definition.** Two complex connections on an almost complex manifold $(M, J)$ are c-projectively equivalent $\nabla \sim \bar{\nabla}$ if they have the same $J$-planar curves, i.e. $\nabla_X X - \bar{\nabla}_X X \in \langle X \rangle \subset D(M) \forall X \in D(M)$. A c-projective structure is an equivalence class $(M, J, [\nabla])$.

This definition can be reformulated in tensorial form. We will do this here only for connections with equal torsion (it is not true that any complex connection is c-projectively equivalent to a symmetric complex one); in particular, this works for minimal connections. The general case is elaborated in Section[4] where we also develop the parabolic setup and prove an equivalence of categories between c-projective structures and regular parabolic geometries of type $SL(n + 1, \mathbb{C})_R/P$ with a modified normalization condition.

For two complex connections $\nabla, \bar{\nabla}$ on $(M, J)$ with $T_{\nabla} = T_{\bar{\nabla}}$ the equivalence relation from the above definition can be re-written as:

[1] By this reason we sometime talk of c-projective equivalence of complex connections $\nabla$ on the fixed almost complex background $(M, J)$. 
\[ \nabla \sim \nabla = \nabla + \text{Id} \otimes \Psi - J \otimes J^* \Psi \] for some 1-form \( \Psi \in \Omega^1(M) \). In other words, \( \nabla \) is c-projectively equivalent to \( \nabla \) if and only if
\[
\nabla_X Y = \nabla_X Y + \Psi(X) Y + \Psi(Y) X - \Psi(JX) JY - \Psi(JY) JX
\]
(notice that \( T_{\nabla} = T_{\nabla} \)), see [OT, IS, MS].

A vector field \( v \) is called a c-projective symmetry if its local flow \( \Phi^v_t \) preserves the class of \( J \)-planar curves. Equivalently, a c-projective symmetry is a \( J \)-holomorphic vector field \( v \) such that its local flow transforms \( \nabla \) to a c-projectively equivalent connection: \( (\Phi^v_t)^* J = J \), \( [(\Phi^v_t)^* \nabla] = [\nabla] \). The first equation can be re-written as \( L_v J = 0 \).

The space of c-projective vector fields forms a Lie algebra, denoted \( \mathfrak{cp}(\nabla, J) \). It is well known (and we recall in the next section) that the maximal dimension of this algebra is equal to \( 2n^2 + 4n \), and this bound is achieved only if the structure is flat, i.e. c-projectively locally equivalent to \( \mathbb{C}P^n \) equipped with the standard complex structure \( J_{\text{can}} \) and the class of the Levi-Civita connection \( \nabla_{\text{FS}} \) of the Fubini-Study metric. Indeed, the group of c-projective symmetries of this flat structure \( (\mathbb{C}P^n, J_{\text{can}}, [\nabla_{\text{FS}}]) \) is \( \text{PSL}(n+1, \mathbb{C}) \), and its Lie algebra is \( \mathfrak{sl}(n+1, \mathbb{C}) \).

For many geometric structures the natural (and often nontrivial) problem is to compute the next possible/realizable dimension, the so-called submaximal dimension, of the algebra of symmetries, see [E2, Ko, K3, KT] and the references therein.

For the algebra of (usual) projective vector fields the question was settled in [E1]. For c-projective vector fields the answer is as follows.

**Theorem 1.** Consider a c-projective structure \( (M, J, [\nabla]) \). If it is not flat, then \( \dim \mathfrak{cp}(\nabla, J) \) is bounded from above by
\[
\mathcal{G} = \begin{cases} 
2n^2 - 2n + 4, & n \neq 3, \\
18, & n = 3.
\end{cases}
\]
and this estimate is sharp (= realizable).

We will show that the dimensional bound \( 2n^2 - 2n + 4 \) is realizable via both non-minimal and minimal complex connections.

\(^2\)That is in a neighborhood of at least one point of \( M \) the c-projective structure is not locally equivalent to \( (\mathbb{C}P^n, J_{\text{can}}, [\nabla_{\text{FS}}]) \).
Let us now discuss the minimal case. By \([H, \mathcal{CEN}]\) the corresponding c-projective structures can be encoded as regular normal parabolic geometries of type \(\text{SL}(n+1, \mathbb{C})/P\), we will recall the setup in the next section. The fundamental invariant of any regular normal parabolic geometry is its harmonic curvature \(\kappa_H\), through which the flatness writes simply as \(\kappa_H = 0\). As will be discussed in the next section, for c-projective structures \((J, [\nabla])\) with minimal \(\nabla\) the harmonic curvature has three irreducible components \(\kappa_H = \kappa_I + \kappa_{II} + \kappa_{III}\).

According to \([KT]\), the submaximal dimension is attained when only one of the components of the curvature is non-zero (provided the universal upper bound is realized, see loc.cit. for the precise statement; in our case this condition is satisfied). Thus we can study a finer question, namely what is the maximal dimension of the algebra of c-projective vector fields, in the case the curvature is non-zero and has one of the types I-III. Let \(S_i\) be the maximal dimension of the algebra \(\mathfrak{cp}(\nabla, J)\) in the case \(\nabla\) is not flat, and its curvature has fixed type \(i\).

**Theorem 2.** For c-projective structures \((M, J, [\nabla])\), associated with minimal complex connections \(\nabla\), the submaximal dimension of \(\mathfrak{cp}(\nabla, J)\) within a fixed curvature type is equal to

\[
S_{II} = 2n^2 - 2n + 4,
\]

\[
S_I = \begin{cases} 
2n^2 - 4n + 10, & n > 2, \\
6, & n = 2.
\end{cases}
\]

\[
S_{III} = \begin{cases} 
2n^2 - 4n + 12, & n > 2, \\
8, & n = 2.
\end{cases}
\]

Let us list the first values of the submaximal dimensions:

| SubMax Dim | Type | \(n = 2\) | \(n = 3\) | \(n = 4\) | \(n = 5\) | \(n = 6\) | \ldots |
|------------|------|------------|------------|------------|------------|------------|---------|
| Type I     | 6    | 16         | 26         | 40         | 58         | 64         | 
| Type II    | 8    | 16         | 28         | 44         | 64         | 
| Type III   | 8    | 18         | 28         | 42         | 60         | 

Sharpness in the dimension estimates will be obtained by exhibiting the explicit models and their symmetries, and we get \(S = \max S_i\).

**Corollary 1.** Consider a complex manifold \((M, J)\) with a complex symmetric connection \(\nabla\). If the c-projective structure \((J, [\nabla])\) is not flat, then its symmetry dimension does not exceed \(S_0 = 2(n^2 - n + 2)\) and this upper bound is realizable.

On the way to proving Theorem 2 we establish two general results about the symmetry gap problem for real parabolic geometries (Propositions 1 and 2), which generalize some results of \([KT]\) and are of independent interest.

An important problem in projective differential geometry is to determine if a given projective connection is metrizable. In the c-projective
case, the corresponding problem is to determine if a representative of $[\nabla]$ is the Levi-Civita connection $\nabla^g$ of a pseudo-Kähler structure $(g, J)$, where $g$ is a metric and $J$ a complex structure (related by $J^* g = g$, $\nabla^g J = 0$). For such structures we also compute the submaximal symmetry dimension.

**Theorem 3.** For a Kähler structure $(M, g, J)$ of non-constant holomorphic sectional curvature $\dim \mathfrak{cp}(\nabla^g, J) \leq 2n^2 - 2n + 3$. This bound is realized by $(M = \mathbb{C}P^1 \times \mathbb{C}^{n-1}, J = i)$ with its natural Kähler metric.

For a pseudo-Kähler structure $(M, g, J)$ of non-constant holomorphic sectional curvature we have: $\dim \mathfrak{cp}(\nabla^g, J) \leq 2n^2 - 2n + 4$. This estimate is sharp in any signature $(2p, 2(n-p))$, $0 < p < n$.

Thus the submaximal symmetry dimension $\mathcal{S}_0 = 2n^2 - 2n + 4$ from the above corollary is realizable by a pseudo-Kähler metric. In fact, the submaximal c-projective structure with complex $J$ and symmetric connection $\nabla$ preserving $J$ and having curvature type II is unique and metrizable. The corresponding pseudo-Kähler metric(s), given by formula (7), will be described in detail.

It seems plausible that the above result about Kähler structures extends to a larger space of c-projective structures associated to almost Hermitian pairs $(g, J)$. These are given by $\nabla$ obtained uniquely from the conditions: $\nabla g = 0$, $\nabla J = 0$. We conjecture that all submaximal c-projective structures in this class are associated to Kähler structures.

In Appendix A we give a detailed account of how the submaximal model for an exceptional case (type III, $n = 2$) is constructed. We discuss the uniqueness issue of the submaximal models in Appendix B.

1. C-PROJECTIVE STRUCTURES: THE NORMAL CASE.

In this section we give the necessary background on c-projective equivalence of minimal complex connections $\nabla$ on an almost complex manifold $(M, J)$ of $\dim M = 2 \dim_{\mathbb{C}} M = 2n$ ($n > 1$).

Such c-projective structures on $2n$-dimensional manifolds are the underlying structures of regular *normal* parabolic geometries of type $G/P$, where $G = SL(n+1, \mathbb{C})$ and $P$ is the subgroup that stabilizes a complex line $\ell \subset \mathbb{C}^{n+1}$; both $G$ and $P$ are to be regarded as real Lie groups.

We recall some basic setup, referring to [CS, Y, H] for further details. The parabolic subgroup $P$ induces the Lie algebra gradation on the space of trace-free complex matrices:

$$\mathfrak{g} = \mathfrak{sl}(n+1, \mathbb{C})_{\mathbb{R}} = \mathfrak{g}_{-1} \oplus \mathfrak{g}_0 \oplus \mathfrak{g}_1,$$

---

$^3$By this we mean (throughout the paper) both indefinite and definite cases.
If $\ell$ is spanned by the first standard basis vector in $\mathbb{C}^{n+1}$, then

$$g_- = \begin{pmatrix} 0 & 0 \\ * & 0 \end{pmatrix}, \quad g_0 = \begin{pmatrix} * & 0 \\ 0 & * \end{pmatrix}, \quad g_+ = \begin{pmatrix} 0 & * \\ 0 & 0 \end{pmatrix},$$

using the blocks of size 1 and $n$ along the diagonal. In fact, the gradation is induced by a (unique) grading element $Z \in \mathfrak{z}(g_0)$, i.e. $g_j$ is the eigenspace with homogeneity (eigenvalue) $j$ for $\text{ad}_Z$. With the standard choice $Z = \text{diag}(\frac{n}{n+1}, \frac{-1}{n+1}, \ldots, \frac{-1}{n+1})$.

The fundamental invariant of any regular normal parabolic geometry is its harmonic curvature $\kappa_H$, whose vanishing (flatness) is the complete obstruction to local equivalence to the homogeneous model $G/P$. For $c$-projective structures $\kappa_H = 0$ is equivalent to $(M, J, [\nabla])$ being locally isomorphic to $(\mathbb{C}P^n, J_{can}, [\nabla_{FS}])$.

In this (flat) case only, dimension of the symmetry algebra $\mathfrak{cp}(\nabla, J)$ is equal $\dim_{\mathbb{R}} g = 2(n^2 + 2n)$. Otherwise the dimension is strictly smaller and we obtain the gap of dimensions: $\dim g - \mathfrak{g}$.

The harmonic curvature $\kappa_H$ takes values in the space $V = H^2(\mathfrak{g}_-, \mathfrak{g})$ consisting of all positive homogeneity components of the Lie algebra cohomology $H^2(\mathfrak{g}_-, \mathfrak{g})$ with respect to the natural $g_0$-action. For $c$-projective structures, $V$ decomposes as a $g_0$-module into irreducibles (irreps): $V = V_I \oplus V_{II} \oplus V_{III}$ (here subscripts are mere numerations). Using the standard $(p, q)$-notation for the decomposition of tensors with respect to the almost complex structure $J$, we have [CEMN]:

$$V_I = \begin{cases} \Lambda^2,0 g_-^* \otimes_\mathbb{C} \mathfrak{sl}(g_-, \mathbb{C}), \quad n > 2, \\
^2,0 g_-^* \otimes_\mathbb{C} g_-^* \otimes_\mathbb{C} \mathfrak{g}_-, \quad n = 2; \end{cases}$$

$$V_{II} = \Lambda^1,1 g_-^* \otimes_\mathbb{C} \mathfrak{sl}(g_-, \mathbb{C}); \quad V_{III} = \Lambda^0,2 g_-^* \otimes_\mathbb{C} g_- \simeq \Lambda^2 g_-^* \otimes_\mathbb{C} g_-.$$
• Existence of a holomorphic connection in [∇] is equivalent to \( \kappa_{II} = 0 \), see [CS, Prop. 3.1.17]).

• \( \kappa_I = 0 \) is a necessary condition for \((M,J,[∇])\) to be (pseudo-) Kähler metrizable, see [CEMN].

We now summarize an abstract description of \( V_I, V_{II}, V_{III} \) that will be used in the sequel. The Satake diagram encoding the real Lie algebra \( \mathfrak{g} = \mathfrak{sl}(n+1, \mathbb{C})_\mathbb{R} \) has \( n \) nodes in the top and bottom rows:

```
· · ·                        · · ·                        · · ·                        · · ·
↑  ↕  ↕  ↕  ↕  ↕  ↕  ↕  ↕  ↕  ↕  ↕  ↕  ↕  ↕
· · ·                        · · ·                        · · ·                        · · ·
```

Dynkin diagram of the complexification \( \mathfrak{g}_C \cong \mathfrak{sl}(n+1, \mathbb{C}) \times \mathfrak{sl}(n+1, \mathbb{C}) \)

is obtained by removing all arrows from the above Satake diagram. As \( \mathfrak{g} \)-modules, \( \mathfrak{g}_C \cong \mathfrak{g} \oplus \mathfrak{g} \), where \( \mathfrak{g} \) and \( \mathfrak{g} \) correspond to the \( \pm i \)-eigenspaces for the natural \( \mathfrak{g} \)-invariant complex structure on \( \mathfrak{g} \). Pictorially, \( \mathfrak{g} \) and \( \mathfrak{g} \) correspond respectively to the top and bottom rows of the Satake diagram, and conjugation swaps these factors by reflection in the indicated arrows. The original real Lie algebra \( \mathfrak{g} \) is naturally identified with the fixed point set under conjugation, i.e. \( \mathfrak{g} \cong \{ \mathbf{x} + \mathbf{y} : \mathbf{x} \in \mathfrak{g} \} \).

The choice of parabolic \( \mathfrak{p} \subset \mathfrak{sl}(n+1, \mathbb{C})_\mathbb{R} \) is encoded by marking the Satake diagram with crosses:

```
· · ·                        · · ·                        · · ·                        · · ·
×  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔  ✔
· · ·                        · · ·                        · · ·                        · · ·
```

The Satake diagram of the semisimple part of \( \mathfrak{g}_0 \) is obtained by removing the crossed nodes: \( (\mathfrak{g}_0)_{ss} \cong \mathfrak{sl}(n, \mathbb{C})_\mathbb{R} \). The parabolic \( \mathfrak{p}_C \subset \mathfrak{g}_C \) induces a grading of \( \mathfrak{g}_C \) and we have \( V_C = H^2(\mathfrak{g}_-, \mathfrak{g} ) \otimes \mathbb{C} \cong H^2((\mathfrak{g}_C)_-, \mathfrak{g}_C) \).

Using Kostant’s version of the Bott–Borel–Weil theorem [BE, CS], the computation of \( (\mathfrak{g}_C)_0 \)-module structure of \( H^2((\mathfrak{g}_C)_-, \mathfrak{g}_C) \) is algorithmically straightforward. Namely, each \( (\mathfrak{g}_C)_0 \)-irrep, denoted \( \mathbb{W}_\mu \), occurs with multiplicity one and its lowest weight is \( \mu = -w \cdot \nu \), where:

- we use the affine action \( \cdot \) of the Weyl group of \( \mathfrak{g}_C \) on \( \mathfrak{g}_C \)-weights.
- \( w = (jk) \) is a length two element of the Hasse diagram [BE, CS] of \( (\mathfrak{g}_C, \mathfrak{p}_C) \). Here: \( w = (12), (1 \bar{1}), \) or \( (\bar{1}2) \).
- \( \nu \) is the highest (minus lowest) weight of (the adjoint representation of) a simple ideal in \( \mathfrak{g}_C \). Here: The highest weight of \( \mathfrak{sl}(n+1, \mathbb{C}) = \lambda = \lambda_1 + \lambda_n \), expressed in terms of the fundamental weights \( \{ \lambda_i \} \), and we have \( \nu = \lambda \) or \( \nu = \bar{\lambda} \).

We encode \( \mu \) as follows: express \( -\mu \) in terms of the fundamental weights of \( \mathfrak{g}_C \) and mark a given node of the Dynkin diagram of \( \mathfrak{g}_C \) with its…

\(^4\text{When working with the complexification } \mathfrak{g}_C, \text{ we use barred quantities in association with the second (bottom) } \mathfrak{sl}(n+1, \mathbb{C}) \text{ factor.}\)
corresponding coefficient \[ BE \]. Here, \( V_C \) decomposes into six \((\mathfrak{g}_C)_0\)-irreps occurring in three conjugate pairs, and this accounts for the three \( \mathfrak{g}_0 \)-irreps in \( V \). For the real case, we take the same marked Dynkin diagrams but now include the arrows so as to obtain a marked Satake diagram. Conjugate copies are indicated by the symbol \( \text{Cc} \).

| Type | \( n > 3 \) | \( n = 3 \) | \( n = 2 \) |
|------|-------------|-------------|-------------|
| I    | \( -4 \) | \( -4 \) | \( -5 \) |
|      | \( 1 \) | \( 1 \) | \( 1 \) |
|      | \( 1 \) | \( 2 \) | \( 1 \) |
|      | \( 0 \) | \( 0 \) | \( 0 \) |
|      | \( 0 \) | \( 0 \) | \( 0 \) |
|      | \( 0 \) | \( 0 \) | \( 0 \) |
| II   | \( -3 \) | \( -3 \) | \( -3 \) |
|      | \( 1 \) | \( 1 \) | \( 1 \) |
|      | \( 0 \) | \( 0 \) | \( 0 \) |
|      | \( 0 \) | \( 0 \) | \( 0 \) |
|      | \( 0 \) | \( 0 \) | \( 0 \) |
| III  | \( -3 \) | \( -3 \) | \( -3 \) |
|      | \( 0 \) | \( 1 \) | \( 0 \) |
|      | \( 0 \) | \( 1 \) | \( 0 \) |
|      | \( 0 \) | \( 0 \) | \( 0 \) |
|      | \( 0 \) | \( 0 \) | \( 0 \) |

Table 1. Irreducible harmonic curvature components

Each \( \mathfrak{g}_0 \)-irrep, denoted as \( V_\mu \), complexifies to \( (V_\mu)_C \cong W_\mu \oplus \overline{W_\mu} \) as \((\mathfrak{g}_C)_0\)-irrep (and \( \mathfrak{g}_0 \)-irrep). Here, \( V_\mu \) is identified with its fixed point set under conjugation, i.e. \( V_\mu \cong \{ \phi + \overline{\phi} : \phi \in W_\mu \} \). Kostant’s theorem explicitly describes a lowest weight vector \( \phi_0 \) in each \((\mathfrak{g}_C)_0\)-irrep \( W_\mu \). Without loss of generality, \( \mu = -w \cdot \lambda \) with \( w = (jk) \). Then

\[
\phi_0 = e_{\alpha_j} \land e_{\sigma_j(\alpha_k)} \otimes v,
\]

in terms of root vectors \( e_\beta \), simple roots \( \{\alpha_j\} \), the simple reflection \( \sigma_j \), and \( v \in \mathfrak{g}_C \) a weight vector having weight \(-w(\lambda)\).

| Type | \( w \) | \( \phi_0 \) |
|------|--------|-------------|
| I    | (12)   | \( e_{\alpha_1} \land e_{\alpha_1 + \alpha_2} \otimes e_{-\alpha_2 - \cdots - \alpha_n} \), \( n > 2 \); |
|      |        | \( e_{\alpha_1} \land e_{\alpha_1 + \alpha_2} \otimes e_{\alpha_1} \), \( n = 2 \); |
| II   | (11)   | \( e_{\alpha_1} \land e_{\alpha_2} \otimes e_{-\alpha_2 - \cdots - \alpha_n} \);
|      |        | \( e_{\alpha_1} \land e_{\alpha_2} \otimes e_{-\alpha_2 - \cdots - \alpha_n} \);
| III  | (12)   | \( e_{\alpha_1} \land e_{\alpha_2} \otimes e_{-\alpha_2 - \cdots - \alpha_n} \);

Table 2. Lowest weight vectors for harmonic curvature modules

2. Upper bound on the submaximal symmetry dimension

A universal upper bound \( \mathcal{U} \) on the submaximal symmetry dimension \( \mathcal{G} \) for regular normal parabolic geometries of type \((G, P)\) was proved.
in [KT]. In terms of $\mathcal{V} = H^2_+(\mathfrak{g}_-, \mathfrak{g})$, we have
\[ \mathcal{U} := \max\{\dim(a^\psi) : 0 \neq \psi \in \mathcal{V}\}, \]
where $a^\psi$ is the Tanaka prolongation of the pair $(\mathfrak{g}_-, a_0 = \text{ann}_{g_0}(\psi))$ in $\mathfrak{g}$. Namely, $a^\psi = \mathfrak{g}_- \oplus a_0 \oplus a_+$ is the graded Lie subalgebra of $\mathfrak{g}$ with
\[ a_k = \{X \in \mathfrak{g}_k : \text{ad}_{\mathfrak{g}_-}^k(X) \cdot \psi = 0\}, \quad k \geq 1. \]

To calculate $\mathcal{U}$ it suffices to decompose $\mathcal{V}$ into $\mathfrak{g}_0$-irreps, calculate the corresponding maximum for each submodule, and then take the maximum of these. The calculation becomes particularly easy for those $(G, P)$ that are prolongation-rigid (as defined in [KT]): for any $0 \neq \psi \in \mathcal{V} = H^2_+(\mathfrak{g}_-, \mathfrak{g})$, we have $a^\psi_0 = 0$, so that $a^\psi = \mathfrak{g}_- \oplus \text{ann}_{g_0}(\psi)$.

In [KT], the complex case was thoroughly investigated. In particular, if $(\mathfrak{g}, \mathfrak{p})$ are complex Lie algebras and $\mathcal{V}_\mu \subset \mathcal{V}$ is a $\mathfrak{g}_0$-irrep with lowest weight vector $\phi_0$ (and lowest weight $\mu$), then it was proved in [KT] that
\begin{itemize}
  \item[(i)] $\mathcal{U}_\mu = \max\{\dim(a^\psi) : 0 \neq \psi \in \mathcal{V}_\mu\}$ is realized by $\dim(a^\phi_0)$;
  \item[(ii)] $a^\phi_0 = 0$ if and only if all integers above crossed nodes for $\mu$ are nonzero. In this case, $\mathcal{U}_\mu = \dim(\mathfrak{g}_-) + \dim(\text{ann}(\phi_0))$.
\end{itemize}

If (ii) is satisfied for each $\mathcal{V}_\mu \subset \mathcal{V}$, then $(G, P)$ is prolongation-rigid.

We now consider the case of general real Lie groups underlying given complex Lie groups $(G, P)$, and refer to the marked Satake diagram notation as before (see [CS]). The complexification of any given real $G_0$-irrep $\mathcal{V}_\mu \subset \mathcal{V} = H^2_+(\mathfrak{g}_-, \mathfrak{g})$ is either:
\begin{itemize}
  \item[(i)] $\mathcal{W}_\mu \cong \overline{\mathcal{W}_\mu}$, or
  \item[(ii)] $\mathcal{W}_\mu \oplus \overline{\mathcal{W}_\mu}$ (if $\mathcal{W}_\mu \not\cong \overline{\mathcal{W}_\mu}$)
\end{itemize}
for some $\mathfrak{g}_C$-weight $\mu$. In either case, we will (abuse notation and) refer to the given (real) $G_0$-irrep as $\mathcal{V}_\mu$. Note that (i) occurs if and only $\mu$ is self-conjugate. For c-projective structures, only (ii) occurs. Defining $\mathcal{U}_\mu = \max\{\dim(a^\psi) : 0 \neq \psi \in \mathcal{V}_\mu\}$, where now $a^\psi$ is a real Lie algebra, we respectively have:
\begin{itemize}
  \item[(i)] $\mathcal{U}_\mu = \max\{\dim(a^\phi) : 0 \neq \phi \in \mathcal{W}_\mu\}$;
  \item[(ii)] $\mathcal{U}_\mu = \max\{\dim(a^{\phi+\bar{\phi}}) : 0 \neq \phi \in \mathcal{W}_\mu\}$.
\end{itemize}

The following general result is based on [KT] Prop. 3.1.1.

**Proposition 1.** Let $G$ be a complex semisimple Lie group, and let $P$ be a parabolic subgroup with reductive part $G_0$. Let $\mathcal{W}$ be a (complex) $G_0$-irrep with $\phi_0 \in \mathcal{W}$ an extremal weight vector. Regarding $G$ and $P$ as real Lie groups, we have for $k \geq 0$ and any $0 \neq \phi \in \mathcal{W}$:
\begin{itemize}
  \item[(i)] if $\mathcal{W} \cong \overline{\mathcal{W}}$: $\dim(a^\phi_k) \leq \dim(a^\phi_0)$;
  \item[(ii)] if $\mathcal{W} \not\cong \overline{\mathcal{W}}$: $\dim(a^{\phi+\bar{\phi}}_k) \leq \dim(a^{\phi+\bar{\phi}}_0)$.
\end{itemize}
Proof. We prove (ii). Fix $k \geq 0$, and let $\psi = \phi + \bar{\phi}$. From (I), $a_k^\psi = \ker(M(\psi))$, where $M(\psi)$ is some real matrix that depends $\mathbb{R}$-linearly on $\psi$. The rank of a matrix is a lower semi-continuous function of its entries, so the function $F : W \to \mathbb{Z}$ given by $F(\phi) = \dim_{\mathbb{R}}(a_k^{\phi+\bar{\phi}})$ is upper semi-continuous. Clearly, $F(c\phi) = F(\phi)$ for any $c \in \mathbb{R}$. Note that $F$ is constant on $G_0$-orbits, and since $G_0$ contains elements that act on $W$ by arbitrary $c \in \mathbb{C}$.

Thus, $F$ descends to the complex projectivization $\mathbb{P}(W)$. It is well-known that $\mathbb{P}(W)$ contains a unique closed $G_0$-orbit, namely $O = G_0 \cdot [\phi_0]$. Thus, $O$ is in the closure of every $G_0$-orbit in $\mathbb{P}(W)$. Hence, since $F : \mathbb{P}(W) \to \mathbb{Z}$ is upper semi-continuous and constant on $G_0$-orbits, then (ii) follows immediately. Proving (i) is similar. □

Proposition 2. Let $G$ be a complex semisimple Lie group, and let $P$ be a parabolic subgroup with reductive part $G_0$. Regard $G$ and $P$ as real Lie groups. Then $(G,P)$ is prolongation-rigid if for every $G_0$-irrep $V_\mu \subset V = H^2_{\mathbb{Z}}(g,-,g)$ the integers over every pair of crossed nodes on the Satake diagram of $\mu$ joined by an arrow are not both zero.

Proof. It suffices to prove the result for a single $V_\mu$. We have the $g_0$-reps $(V_\mu)_C \cong W_\mu$ or $(V_\mu)_C \cong W_\mu \oplus \overline{W}_\mu$. Regard these as $(g_C)_0$-reps. Repeating the proof of Proposition 1 but now in the complex case, we find that the complex Lie algebra $a_k^\psi$ for each $k \geq 0$ has maximum dimension among $0 \neq \psi \in V_\mu$ when $\psi = \phi_0$ or $\psi = \phi_0 + \bar{\phi}_0$ respectively. If the Satake (hence the Dynkin) diagram for $\mu$ satisfies the given condition, then by [KT, eqn (3.2) and Thm. 3.3.3], we have $a_+^{\phi_0} = 0$ or $a_+^{\phi_0+\bar{\phi}_0} = 0$ respectively. This being true for each $V_\mu$ forces prolongation-rigidity of $(g_C,p_C)$, and hence prolongation-rigidity of $(g,p)$. □

From Table 1 we immediately see that the criteria of Proposition 2 are satisfied for c-projective structures.

Corollary 2. C-projective geometry is prolongation-rigid. □

We will use the notations $S_i$ and $U_i$ referring to a specific curvature type. Thus, for each c-projective type, since $2n = \dim(g_-)$, we have

$$S_\mu \leq U_\mu = \dim(a^{\phi_0+\bar{\phi}_0}) = 2n + \dim(\text{ann}_{g_0}(\phi_0 + \bar{\phi}_0)).$$

Using the data from Tables 1 and 2, the annihilators $a_0 = \text{ann}_{g_0}(\phi_0 + \bar{\phi}_0)$ for all three types are computed in Table 3.

The following recipe for computing $\text{ann}_{g_0}(\phi_0 + \bar{\phi}_0)$ is analogous to those discussed in [KT]:
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In this paper, the annihilators in Type III standard parabolics are (block) upper triangular, but since we use lowest weight vectors, the annihilators in $g_0$ have (block) lower triangular shape.

| Type | $a_0$ ($n \geq 3$) | $a_0$ ($n = 2$) |
|------|--------------------|-----------------|
| I    | \[
\begin{pmatrix}
0 & a_1 & 0 & 0 & \cdots & 0 & 0 \\
0 & * & a_2 & 0 & \cdots & 0 & 0 \\
0 & * & * & a_3 & \cdots & * & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & * & * & \cdots & a_{n-1} & 0 \\
0 & * & * & \cdots & * & a_n \\
\end{pmatrix}
\] | \[
\begin{pmatrix}
a_0 & 0 & 0 \\
0 & a_1 & 0 \\
0 & * & a_2 \\
\end{pmatrix}
\]
| $a_0 + \cdots + a_n = 0,$ | $a_0 + a_1 + a_2 = 0,$ |
| $2(a_0 - a_1) - a_2 + a_n = 0,$ | $3a_0 - 2a_1 - a_2 = 0,$ |
| $\dim_R(a_0) = 2(n^2 - 3n + 5)$ | $\dim_R(a_0) = 4$ |
| II   | \[
\begin{pmatrix}
0 & a_1 & 0 & 0 & \cdots & 0 & 0 \\
0 & * & a_2 & 0 & \cdots & * & 0 \\
0 & * & * & a_3 & \cdots & * & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & * & * & \cdots & a_{n-1} & 0 \\
0 & * & * & \cdots & * & a_n \\
\end{pmatrix}
\] | \[
\begin{pmatrix}
a_0 & 0 & 0 \\
0 & a_1 & 0 \\
0 & * & a_2 \\
\end{pmatrix}
\]
| $a_0 + \cdots + a_n = 0,$ | $a_0 + a_1 + a_2 = 0,$ |
| $2 \Re(a_0 - a_1) = a_1 - a_2,$ | $2 \Re(a_0 - a_1) = a_1 - a_2,$ |
| $\dim_R(a_0) = 2(n^2 - 2n + 2)$ | $\dim_R(a_0) = 4$ |
| III  | \[
\begin{pmatrix}
0 & a_1 & * & 0 & \cdots & 0 & 0 \\
0 & * & a_2 & 0 & \cdots & 0 & 0 \\
0 & * & * & a_3 & \cdots & * & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & * & * & \cdots & a_{n-1} & 0 \\
0 & * & * & \cdots & * & a_n \\
\end{pmatrix}
\] | \[
\begin{pmatrix}
a_0 & 0 & 0 \\
0 & a_1 & 0 \\
0 & * & a_2 \\
\end{pmatrix}
\]
| $a_0 + \cdots + a_n = 0,$ | $a_0 + a_1 + a_2 = 0,$ |
| $2\Re(a_0 - a_1) = a_1 - a_2,$ | $2\Re(a_0 - a_1) = a_1 - a_2,$ |
| $\dim_R(a_0) = 2(n^2 - 3n + 6)$ | $\dim_R(a_0) = 4$ |

Table 3. Annihilators $a_0 = \text{ann}_{g_0}(\varphi_0 + \overline{\varphi_0})$ associated to harmonic curvature types

(1) Put asterisks over any pair of uncrossed nodes connected by an arrow in the Satake diagram of $\mu$, if one of the nodes has a nonzero coefficient. This determines an (opposite parabolic in $(g_0)_{ss}$ and hence the general shape of $\text{ann}_{g_0}(\varphi_0 + \overline{\varphi_0})$.

(2) Diagonal elements $X \in \mathfrak{sl}(n + 1, \mathbb{C})_{\mathbb{R}}$ satisfy $\mu(X) = 0,$ since

$$X \cdot (\varphi_0 + \overline{\varphi_0}) = \mu(X)\varphi_0 + \overline{\mu(X)}\overline{\varphi_0}.$$
This condition becomes clear by converting $\mu$ into root notation.

**Example.** Consider the type III case when $n \geq 3$. Then

$$
\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 1 \\
\hline
\overline{3} & 0 & 1 & 0 & 0 & 0 & 0 \\
\end{array}
\Rightarrow
\begin{array}{ccccccc}
\ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\hline
\ast & \ast & \ast & \ast & \ast & \ast & \ast \\
\end{array}
$$

determines the shape of the annihilator as listed in Table 3. Now express the weight in terms of the simple roots $\alpha_j = \epsilon_j - \epsilon_{j+1}$, where $\epsilon_j$ are the functionals that extract the $j$-th diagonal element of $\mathfrak{sl}(n+1, \mathbb{C})$:

$$
-\mu = \lambda_1 + \lambda_n - 3\lambda_1 + \lambda_3 = \alpha_1 + ... + \alpha_n - 2\alpha_1 - \alpha_2
$$

This determines the remaining condition on the annihilator.

Using (2), we compute each $U_{\mu}$ and obtain the dimensions listed for $\mathcal{G}_{\mu}$ in Theorem 2, except for type I, $n = 2$ for which $U_I = 8$.

In the type I case, the Cartan geometry is equivalent to a complex parabolic geometry of type $(G, P)$ (where these are regarded as complex Lie groups), whose underlying structure is a holomorphic projective structure. These submaximal symmetry dimensions were classified in [KT] (see [E1] for the real projective case). In terms of the $\mathbb{C}$-dimension $n$ of the underlying complex manifold, we have $\mathcal{G}_C = n^2 - 2n + 5$ when $n \geq 3$ and $\mathcal{G}_C = 3$ when $n = 2$. Regarded as a $c$-projective structure of type I, these complex dimensions simply double to get the corresponding real dimensions. The $n = 2$ case is the well-known exception that is the holomorphic analogue of 2-dimensional projective structures, see [KT, §4.3]. This finishes the type I case.

It remains to show that $\mathcal{G}_{II} = U_{II}$ and $\mathcal{G}_{III} = U_{III}$. This is accomplished in Section 3 by exhibiting type II and type III models whose $c$-projective symmetries realize the calculated upper bounds. Alternatively, we now give an abstract proof of realizability via the same technique as used in [KT, §4.1]. There, an abstract model of the regular normal parabolic geometry was constructed by a deformation idea. Here, fix a type and consider the (graded) Tanaka algebra $\mathfrak{a} := \mathfrak{a}^\psi = \mathfrak{g}_- \oplus \mathfrak{a}_0^\psi \subset \mathfrak{g}$, where $\psi = \phi_0 + \overline{\phi}_0$. Define $\mathfrak{f} = \mathfrak{a}$ as vector spaces, and consider the deformed bracket $[\cdot, \cdot]_\mathfrak{f} = [\cdot, \cdot]_\mathfrak{a} - \psi(\cdot, \cdot)$ by regarding $\psi$ as a 2-cochain. From Table 2 we see that with the exception of the $n = 2$ type I case, $\psi$ has image in $\mathfrak{g}_- \subset \mathfrak{a}$, so $[\cdot, \cdot]_\mathfrak{f}$ is well-defined. As in [KT] Lemma 4.1.1, the Jacobi identity on $\mathfrak{f}$ reduces to:

$$
\text{Jac}_\mathfrak{f}(x, y, z) = \psi(\psi(x, y), z) + \psi(\psi(y, z), x) + \psi(\psi(z, x), y).
$$

From Table 2 for $n \geq 3$, the output of $\psi$ does not depend on any of the root spaces involved in the input to the 2-cochain $\psi$. Hence, by (3),
the Jacobi identity holds for \( f \). For \( n = 2 \), this argument works only in the type II case. In all valid cases, i.e. when \( f \) is a Lie algebra, \( f/a_0 \) integrates to a *local* homogeneous space \( M = F/A_0 \). This space will support a c-projective structure whose symmetry algebra is isomorphic to \( f \). This is asserted by an extension functor argument \[CS\]: Consider the principal \( P \)-bundle \( G = F \times_{A_0} P \to M \). An \( f \)-invariant Cartan connection of type \((G, P)\) is determined by the algebraic data of a linear map \( \varphi : f \to g \) that is \( a_0 \)-equivariant and satisfies \( \varphi|_{a_0} = id_{a_0} \). Using the vector space identification \( f = a \), consider the \( f \)-invariant Cartan connection determined by \( \varphi = id_f \). Its full curvature corresponds to

\[
[\varphi(x), \varphi(y)]_a - \varphi([x, y]_f) = [x, y]_a - [x, y]_f = \psi(x, y), \quad \forall x, y \in g_-
\]

Hence, the curvature is purely harmonic. Thus, we have constructed a regular normal Cartan geometry of type \((G, P)\), and its underlying structure is a c-projective geometry of the given type.

When \( n = 2 \), the above argument fails for:
- type I: the deformation by \( \psi \) is not well-defined. As remarked earlier, \( \mathcal{S}_I = 6 < \mathcal{U}_I = 8 \).
- type III: the Jacobi identity fails for \( f \). However, a different deformation of \( a_0 \) is possible, and a model is given in Section \ref{section3}; see the details in Appendix \[A\]. Thus, \( \mathcal{S}_{III} = \mathcal{U}_{III} = 8 \).

This concludes the proof of Theorem \ref{theo1}.

3. **Submaximal models in the three curvature types**

Let us specify explicit models\[6\] realizing the universal bounds for non-flat c-projective structures of the pure curvature types \( \forall_i \). We do not claim unicity of these models at this point, they only prove sharpness of the estimates.

**Type I, \( n > 2 \).** This is the holomorphic version of the Egorov’s symmetric connection \[E_1\], given in the real case by the Christoffel symbols \( \Gamma^1_{23} = x^2 \), \( \Gamma^i_{jk} = 0 \) else, in coordinates \((x^1, \ldots, x^n)\) on \( \mathbb{R}^n \).

The holomorphic version \( \nabla \) is given by (to get real structures we add complex conjugate to all equations, shortening this to \(+Cc\)\)

\[
\Gamma^1_{23} = z^2 \quad (+Cc: \ \Gamma^1_{23} = \bar{z}^2)
\]

(and \( \Gamma^i_{jk} = 0 \) for all other barred/un-barred indices) in the coordinate system \((z^1, \ldots, z^n)\) on \( \mathbb{C}^n \). The complex structure is standard \( J = i \).

---

\[6\] We re-numerate some indices in the matrix models \( a_0 \) of Section \ref{section2} e.g. \( 2 \leftrightarrow n \) for type II etc. This helps seeing the stabilization of the models.
In the real coordinates \((\tilde{x}^1, \ldots, \tilde{x}^{2n})\) given by \(z^k = \tilde{x}^{2k-1} + i\tilde{x}^{2k}\) we have the following non-zero Christoffel indices:

\[
\Gamma_{\tilde{3} \tilde{5}}^{\tilde{1}} = \Gamma_{\tilde{3} \tilde{6}}^{\tilde{2}} = \Gamma_{\tilde{4} \tilde{5}}^{\tilde{2}} = -\Gamma_{\tilde{4} \tilde{6}}^{\tilde{1}} = -\Gamma_{\tilde{4}}^{\tilde{1}} = -\Gamma_{\tilde{5}}^{\tilde{1}} = \tilde{x}^3.
\]

The harmonic curvature has type I and is non-zero: \(\kappa_H = \kappa_1 \neq 0\). Indeed, the curvature of \(\nabla\) in the complex coordinates is equal to

\[
W_\nabla = dz^2 \wedge dz^3 \otimes z^2 \partial_{z^1} (\mbox{Cc}).
\]

The c-projective symmetries are found from the equations specified in §1 to be the real and imaginary parts of the following (linearly independent) holomorphic vector fields:

\[
\partial_{z^1}, \partial_{z^2}, \ldots, \partial_{z^n}, z^i \partial_{z^j} \quad (i \geq 2, j \neq 2, 3),
\]

\[
2z^1 \partial_{z^2} + z^2 \partial_{z^1}, \quad z^1 \partial_{z^1} + z^3 \partial_{z^3}, \quad z^2 z^3 \partial_{z^1} - \partial_{z^2}, \quad (z^2)^3 \partial_{z^1} - 3z^2 \partial_{z^3}.
\]

Since the totality of these \(2 \cdot (n^2 - 2n + 5)\) coincides with the universal upper bound, these are all symmetries, and so the above \((J, [\nabla])\) is a sub-maximal c-projective structure of curvature type I.

**Type I, \(n = 2\).** Real projective structures on \(\mathbb{R}^2\) were studied by Lie and Liouville [Lio], and Tresse [Tr] classified submaximal projective connections (in retrospective, as this notions was introduced later by Cartan [C]; Tresse studied the corresponding 2nd order ODEs). Complexification yields a submaximal c-projective structure with respect to the standard complex structure \(J = i\) on \(\mathbb{C}^2\): \(\nabla\) is the complex connection with the non-zero Christoffel symbols

\[
\Gamma_{22}^1 = -\Gamma_{11}^1 = \frac{1}{2z^1} (\mbox{Cc}).
\]

The c-projective symmetries are real and imaginary parts of the holomorphic fields (altogether 6 symmetries)

\[
\partial_{z^2}, \quad z^1 \partial_{z^1} + z^2 \partial_{z^2}, \quad z^1 z^2 \partial_{z^1} + \frac{1}{2} (z^2)^2 \partial_{z^2}.
\]

**Type II.** Consider the complex connection \(\nabla\) with respect to the standard complex structure \(J = i\) on \(\mathbb{C}^n\) given in the complex coordinates \((z^1, \ldots, z^n)\) by non-zero Christoffel symbols

\[
\Gamma_{11}^2 = \bar{z}^1 \quad (\mbox{Cc}: \Gamma_{11}^2 = \bar{z}^1).
\]

Its curvature has pure type II, \(\kappa_H = \kappa_{11} \neq 0\):

\[
W_\nabla = dz^1 \wedge d\bar{z}^1 \otimes z^1 \partial_{z^2} (\mbox{Cc}).
\]
The c-projective symmetries are found from the equations specified in §1 to be the real and imaginary parts of the following (linearly independent) complex-valued vector fields:

\[ \partial z_2, \ldots, \partial z_n, \quad z^j \partial z_i \quad (i \neq 2, \ j > 1), \]

\[ z^1 \partial z_1 + 2z^2 \partial z_2 + \bar{z}^2 \partial \bar{z}_2, \quad \partial z_1 - \frac{i}{2} (z^1)^2 \partial z_2. \]

Since the totality of these \(2 \cdot (n^2 - n + 2)\) coincides with the universal upper bound, these are all symmetries, and so the above \((J, [\nabla])\) is a sub-maximal c-projective structure of curvature type II.

**Type III, \( n > 2 \).** Sub-maximal symmetric almost complex structures on \(\mathbb{C}^3\), i.e. maximally symmetric (measured via functional dimension and rank) among all non-integrable \(J\), were classified in [K4]. There are two different such structures, but only one of them has the Nijenhuis tensor, given by the lowest weight vector from the Kostant’s Borel-Bott-Weil theorem. Namely, the structure in complex coordinates \((z^1, z^2, z^3)\) is given by

\[ J \partial z_1 = i \partial z_1 + z^2 \partial z_3, \quad J \partial z_2 = i \partial z_2, \quad J \partial z_3 = i \partial z_3. \]

Let us extend it to \(\mathbb{C}^n\) by multiplying with \((\mathbb{C}^n - 3, i)\), i.e. letting \(J \partial z_k = i \partial z_k\) for \(k > 3\).

In the real coordinates \((\bar{x}^1, \ldots, \bar{x}^6)\) given by \(z^k = \bar{x}^{2k-1} + i \bar{x}^{2k}\) we have:

\[ J \partial x_1 = \partial x_2 + \bar{x}^3 \partial x_5 - \bar{x}^4 \partial x_6, \quad J \partial x_2 = -\partial x_1 - \bar{x}^4 \partial x_5 - \bar{x}^3 \partial x_6, \]

\[ J \partial x_{2k-1} = \partial x_{2k}, \quad J \partial x_{2k} = -\partial x_{2k-1} \quad (k > 1). \]

To find a complex connection for this \(J\), let \(\tilde{\nabla} = d\) be the trivial connection, i.e. its Christoffel symbols vanish in the given coordinate system. Then \(\nabla = \frac{1}{2} (\tilde{\nabla} - J \tilde{\nabla} J)\) is a complex connection. Its non-zero Christoffel symbols are

\[ \Gamma^3_{21} = \frac{i}{2} \quad (+Cc: \Gamma^3_{21} = -\frac{i}{2}). \]

In real coordinates these write so:

\[ \Gamma^6_{31} = \Gamma^5_{32} = \Gamma^5_{41} = -\Gamma^6_{42} = -\frac{1}{2} \]

(at this point one shall be careful with symmetry; our convention is \(\nabla_{\partial_i} \partial_j = \Gamma^k_{ij} \partial_k\)). In particular, \(\Gamma^6_{13} = \Gamma^5_{23} = \Gamma^5_{14} = \Gamma^6_{24} = 0\).

Thus the torsion \(T_\nabla \neq 0\), while the curvature \(R_\nabla = 0\). In fact,

\[ N_J = -2i \partial z^2 \otimes dz^1 \wedge dz^2 \quad (+Cc). \]

Consequently, \(\kappa_H = \kappa_{III} \neq 0\), the connection \(\nabla\) is minimal and the c-projective structure \((J, [\nabla])\) has curvature type III.
The c-projective symmetries are found from the equations specified in [1] to be the real and imaginary parts of the following (linearly independent) complex-valued vector fields:

\[ \partial_z, \partial_{\bar{z}}, \ldots, \partial_{z^n}, z^j \partial_{z^i} \quad (i \neq 3, j > 2), \]
\[ z^1 \partial_{z^1} + z^2 \partial_{z^3} + z^3 \partial_{z^3}, \quad z^2 \partial_{z^2} + z^3 \partial_{z^1}, \quad \partial_{z^2} + z^1 \partial_{z^3} + \partial_{z^3}, \]
\[ z^1 \partial_{z^2} - z^2 \partial_{z^3}, \quad z^2 \partial_{z^1} + \frac{1}{2} (z^1)^2 \partial_{z^3}, \quad z^1 \partial_{z^1} - \frac{1}{4} (z^1)^2 \partial_{z^3}. \]

Since the totality of these \( 2 \cdot (n^2 - 2n + 6) \) coincides with the universal upper bound, these are all symmetries, and so the above \((J, [\nabla])\) is a sub-maximal c-projective structure of curvature type III.

**Type III, \( n = 2 \).** This is the exceptional case, for which the method of Section [2] does not give even an abstract model. However the abstract bound \( \dim \leq 8 \) is sharp. We provide the local model \((M^4, J, [\nabla])\) in real coordinates \((x, y, p, q)\). The almost complex structure in the basis \( e_1 = \partial_x, e_2 = \partial_y, e_3 = \partial_p, e_4 = \partial_q - \frac{3p}{2} \partial_x - \frac{5q}{2} \partial_y \) is given by:

\[ Je_1 = e_2, \quad Je_2 = -e_1, \quad Je_3 = e_4, \quad Je_4 = -e_3. \]

In the dual co-basis \( \theta_1 = dx + \frac{3p}{2} dq, \quad \theta_2 = dy + \frac{5q}{2} dq, \quad \theta_3 = dp, \quad \theta_4 = dq \)
the minimal complex connection is given by:

\[ \nabla e_1 = \frac{1}{2p} e_2 \otimes \theta_4, \quad \nabla e_3 = -\frac{1}{p} (e_1 \otimes \theta_1 - e_2 \otimes \theta_2 + e_3 \otimes \theta_3 + e_4 \otimes \theta_4) \]
\[ -\frac{1}{4p^2} (e_1 \otimes (3x \theta_3 + 3y \theta_4) + e_2 \otimes (3y \theta_3 + 13x \theta_4)) \]

(these relations are enough since \( \nabla Je_k = J \nabla e_k \)).

The torsion \( T_{\nabla} \) is non-zero and represents \( \kappa_{III} \). The curvature \( R_{\nabla} \) is however also non-zero and has type \((1,1)\). One could suspect that this yields a harmonic curvature of type II \( (\kappa_1 = 0 \) because the \((2,0)\)-part of \( R_{\nabla} \) vanishes, and also because elsewise the dimension of \( \mathcal{C}(\nabla, J) \) would be bounded by 6), but the structure equations show \( \kappa_{II} = 0 \) (we delegate the details of this computation to the appendix).

Thus the above pair \((J, [\nabla])\) has harmonic curvature of pure type III. And its symmetry algebra has dimension 8, here are the generators:

\[ x \partial_x + y \partial_y, \quad p^{-3/2} \partial_y, \quad p \partial_p + q \partial_q, \quad \partial_q, \]
\[ p (y \partial_x - x \partial_y) - 2pq \partial_x + (p^2 - q^2) \partial_q, \quad \frac{p^2 + q^2}{2p^{3/2}} (p \partial_x - q \partial_y), \]
\[ \frac{p^2 + q^2}{2p^{3/2}} \partial_y + \frac{q}{p^{3/2}} (q \partial_y - p \partial_x), \quad \frac{p^{-3/2}}{3p} (p \partial_x - q \partial_y) \]

(notice that all the symmetries are actually affine).
This finishes realization (by models) of the universal bounds on submaximal symmetry dimensions.

**Remark 1.** As a consequence of realization and the results of [KT], the equality \( \mathcal{U} = \mathcal{S} \) yields local transitivity (around any regular point) for the symmetry algebra of any c-projective structure with submaximal symmetry (this also applies to general c-projective structures considered in the next section), as well as for any c-projective structure of fixed curvature type with the submaximal symmetry dimension \( \mathcal{S} \).

4. C-projective structures: the general case.

In this section we encode the general (not necessary minimal) c-projective structures, considered as equivalence classes of pairs \((J, \nabla)\) on a manifold \(M\), with \(\nabla J = 0\), as real regular (not necessary normal) parabolic geometries of type \(\text{SL}(n+1, \mathbb{C})_{\mathbb{R}}/P\).

First let us assume that \(\pi: \mathcal{G} \to M\) is a principal \(P\)-bundle with the Cartan form \(\omega = \omega^{-1} + \omega_0 + \omega^1 \in \Omega^1(\mathcal{G}, \mathfrak{g})\). The covariant derivative can be read off the Cartan connection of any \(G_0\)-reduction of this bundle (Weyl structure) by the following formula, cf. [CS, Proposition 1.3.4]:

\[
\nabla_X Y = d\pi \circ \omega^{-1}(\tilde{X} \cdot \omega^{-1}(\tilde{Y}) - \omega_0(\tilde{X})(\omega^{-1}(\tilde{Y}))),
\]

where \(\tilde{X}, \tilde{Y}\) are arbitrary lifts of \(X, Y \in \mathcal{D}(M)\) to vector fields on \(\mathcal{G}\) (independence of the lift for \(Y\) is obvious, for \(X\) follows from the equivariance of \(\omega\); one also checks independence of the point \(a \in \pi^{-1}(x)\)).

Since the first frame bundle reduction, driven by the almost complex structure \(J\), forces \(\omega^{-1}\) to be a complex isomorphism between \((T_x M, J)\) and \((\mathbb{C}^n, i)\) and since \(\omega_0\) takes values in \(\mathfrak{g}(n, \mathbb{C})\), we conclude that \(\nabla_X JY = J\nabla_X Y\), i.e. \(\nabla J = 0\). Thus parabolic geometries encode c-projective geometries with classes of complex connections \(\nabla\) only.

Moreover, a choice of connection \(\nabla\) in a c-projective class with fixed (normalized) torsion corresponds to a Weyl structure of \((\mathcal{G}, \omega)\) and a change of this gives a c-projective change of \(\nabla\). Thus we have to show only that a c-projective class of a complex connection \(\nabla\) with a fixed torsion can be represented as a parabolic geometry.

To begin with let us see how we can modify the torsion keeping the class of \(J\)-planar curves fixed. By [K1, Appendix A] a \((2,1)\)-tensor decomposes into \(J\)-linear/antilinear components as follows

\[
T_\nabla = T_{\nabla}^{++} + T_{\nabla}^{+-} + T_{\nabla}^{-+} + T_{\nabla}^{--},
\]

where \(T_{\nabla}^{e_1, e_2}(J^{k_1} X, J^{k_2} Y) = e_1^{k_1} e_2^{k_2} J^{k_1 + k_2} T_{\nabla}^{e_1, e_2}(X, Y)\).

The component \(T^{++}\) is killed similar to the real case: \(\nabla \simeq \nabla - \frac{1}{2} T_{\nabla}^{++}\).

The component \(T_{\nabla}^{--} = \frac{1}{4} N_J\) is invariant [Lic]. Next \(T_{\nabla}^{+-} = -T_{\nabla}^{--} \circ \tau,\)
where \( \tau : \Lambda^2 V^* \otimes V \rightarrow \Lambda^2 V^* \otimes V \ (V = TM) \) is swap of the first two arguments, so it is enough to treat \( T^+_\nabla \). Again by \([K_1]\) the gauge is 
\[ T^+_\nabla \mapsto T^+_\nabla - A, \]
where \( A \in \Lambda^2 V^* \otimes V \) is antilinear-linear \((2,1)\)-tensor, which means \( A(JX,Y) = -A(X,JY) = -JA(X,Y) \ \forall X,Y \in V \).

**Lemma 1.** An antilinear-linear \((2,1)\)-tensor \( A \) satisfying the property \( A(X,X) \in C \cdot X \) has the following form for some 1-form \( \varphi \):
\[ A(X,Y) = \varphi(X)Y + \varphi(JX)JY. \]

**Proof.** By polarization \( A(X,X) \in C \cdot X \) implies 
\[ A(X,Y) + A(Y,X) \in C \cdot \langle X,Y \rangle. \]
Substitution \( Y \mapsto JY \) and use of \( C \cdot \langle X,Y \rangle \), i.e. \( A(X,Y) = \Phi(X)Y + \Psi(Y)X \) for some \( C \)-valued 1-forms \( \Phi, \Psi \). Antilinearity/linearity by \( X,Y \) resp. yields \( \Psi(Y) = 0 \), and \( \Phi(X) = \varphi(X) + i \varphi(JX) \). \( \square \)

Denote the space of \( A \)-tensors from Lemma 1 by \( T^+_\nabla \). This is a submodule of \( T^+_\nabla \) part of decomposition of the space of torsion tensors module \( \mathfrak{T} = \Lambda^2 V^* \otimes V \), decomposed into irreducible \( \text{GL}(n,\mathbb{C}) \)-submodules as follows (the part \( T^+ \sim T^- \) appears with its swap, so only one part enters the decomposition)
\[ \mathfrak{T} = T^+_{\text{trace}} \oplus T^+_{\text{traceless}} \oplus T^-_{\text{traceless}} \oplus T^-_{\text{trace}}. \]
By traceless we mean that the endomorphism obtained by filling one argument of the \((2,1)\)-tensor is traceless (and trace is the invariant complement). In complexification this decomposition writes
\[ \mathfrak{T}^C = (\Lambda^{0,1} V \otimes V_{1,0} + \text{Cc})_{\text{trace}} \oplus (\Lambda^{0,1} V \otimes V_{1,0} + \text{Cc})_{\text{traceless}} \oplus (\Lambda^{0,1} V \otimes V_{1,0} + \text{Cc})_{\text{traceless}} \oplus (\Lambda^{0,1} V \otimes V_{1,0} + \text{Cc})_{\text{trace}}, \]
where \( \text{Cc} \) stays for complex-conjugate as before.

Let us denote the projection to part \( k \) in the above decomposition by \( \pi_k \). From the discussion above we can kill \( \pi_1(T_\nabla), \pi_2(T_\nabla), \pi_5(T_\nabla) \) by a choice of representative within the c-projective class of \( \nabla \), but the components \( \pi_3(T_\nabla) = \kappa_{\text{III}} \) and \( \pi_4(T_\nabla) \) are invariant.

**Corollary 3.** The c-projective class \([\nabla]\) contains a minimal \( J \)-complex connection \( \nabla \) iff \( \pi_4(T_\nabla) = 0 \). \( \square \)

Remaining freedom in choosing \( \nabla \) is given by the standard formula:
Lemma 2. Two \(J\)-complex connections \(\nabla, \bar{\nabla}\) with vanishing parts 1,2,5 of the torsion are c-projectively equivalent iff
\[
\bar{\nabla}XY = \nabla X Y + \Psi(X) Y + \Psi(Y) X - \Psi(JX) JY - \Psi(JY) JX
\]
for some 1-form \(\Psi \in \Omega^1(M)\) (notice that \(T_\Omega = T_{\bar{\Omega}}\)).

Proof. Indeed, the tensor \(A = \bar{\nabla} - \nabla\) satisfies \(A^- = 0\) and \(A^+ = A^+ \circ \tau\) in terms of \([K_1]\).

Let us denote \(\varrho = \pi_1 + \pi_2 + \pi_5\), so that the assumption of the Lemma is \(\varrho(T_{\bar{\Omega}}) = 0\). Since this tensorial projection is applicable to the corresponding parts of the curvature \(\kappa\) of the Cartan connection \(\omega\), viewed as \(P\)-equivariant functions, we rewrite the equality as \(\varrho(\kappa_1) = 0\), where \(\kappa_i\) is the part of the curvature \(\kappa\) of \(g_0\)-homogeneity \(i\). Yet notice that \(\varrho(\kappa_1)\) is a \(P\)-equivariant function from \(G\) to \(\Lambda^2 g_+^* \otimes g_{-1}\) that factors through \(g_0\) and so it is completely reducible \((G_0\text{-equivariant})\).

Theorem 4. There is an equivalence of categories between c-projective structures \((M, J, [\nabla])\) (with \(\nabla J = 0\)) and regular parabolic geometries of type \(\text{SL}(n + 1, \mathbb{C})_R/P\) with the curvature normalized by the \((P\text{-invariant})\) conditions \(\varrho(\kappa_1) = 0, \partial^* \kappa_2 = 0\).

Notice that \(\kappa_2 + \kappa_3\) is a \(P\)-invariant component of the curvature on \(G\), and \(\partial^* \kappa_2 = 0 \Leftrightarrow \partial^* (\kappa_2 + \kappa_3) = 0\) because the condition \(\partial^* \kappa_3 = 0\) is vacuous. Thus the conditions of the theorem are \(P\)-invariant.

Proof. Given a pair \((J, [\nabla])\) we first consider the reduction \(G_0\) of the first frame bundle \(F_M\) corresponding to the choice of \(J\). Next we construct the full frame bundle \(G = \bigcup_{u \in G_0} G_u\), where
\[
G_u = \{ (\theta(u) + \gamma^\nabla(u) : \nabla \in [\nabla], \pi_1(T_{\bar{\Omega}}) = \pi_2(T_{\bar{\Omega}}) = \pi_5(T_{\bar{\Omega}}) = 0\}
\]
and \(\theta = \omega_{-1} \in \Omega^1(G_0, g_{-1})\) is the soldering form, \(\gamma^\nabla = \omega_0 \in \Omega^1(G_0, g_0)\) is the principal connection corresponding to \(\nabla\). The topology and the manifold structure on \(G\) is induced naturally (through the Weyl structures \([CS]\) corresponding to Weyl connections \(\nabla\)).

By construction, \(G\) is equipped with \(G_0\text{-equivariant} 1\text{-form} \omega_{-1} + \omega_0 : T_u G \to g_{-1} \oplus g_0\). We extend it in a \(P\)-equivariant way to a Cartan connection \(\omega \in \Omega^1(G, g)\), however we have to fix the normalization. As usual this is done by the curvature function \(\kappa : G \to \Lambda^2 g^* \otimes g\) corresponding to the curvature form \(K = d\omega + \frac{1}{2} [\omega, \omega]\), and the Kostant codifferential \(\partial^*\), see \([CS]\). Notice that grading 1 part \(\kappa_1\) of the curvature, corresponding to \(d\omega_{-1}(\xi, \eta) + [\omega_{-1}(\xi), \omega_0(\eta)] + [\omega_0(\xi), \omega_{-1}(\eta)]\), does not involve \(\omega_1\), while the grading 2 part \(\kappa_2\), corresponding to

\[\text{The value space } \Lambda^2 g_{-1}^* \otimes g_{-1} = \Lambda^2 (g/p)^* \otimes (g/p) \text{ does not } P\text{-equivariantly embed into the curvatures space } \Lambda^2 (g/p)^* \otimes g \text{ cf. } [CS]; \text{ it is a quotient of this space.}\]
\[ d\omega_0(\xi, \eta) + [\omega_{-1}(\xi), \omega_1(\eta)] + [\omega_0(\xi), \omega_0(\eta)] + [\omega_1(\xi), \omega_{-1}(\eta)], \] is affine in \( \omega_1 \) (so vanishing of \( \partial^* \kappa_2 \) is a linear inhomogeneous equation).

If \( \pi_4(T\nu) \neq 0 \), then \( \partial^* \kappa_1 \neq 0 \) (failure of normality). However we claim that we can uniquely fix the last part \( \omega_1 \) of the Cartan form by the condition \( \partial^* \kappa_2 = 0 \). Indeed, this Kostant co-differential is the left-inverse of the Lie algebra cohomology differential \( \partial \) (= Spencer differential \( \delta \)) in the complex

\[ 0 \to \mathfrak{g}_1 \otimes \mathfrak{g}_{-1} \xrightarrow{\partial} \mathfrak{g}_0 \otimes \Lambda^2 \mathfrak{g}_{-1} \to \mathfrak{g}_{-1} \otimes \Lambda^3 \mathfrak{g}_{-1} \to 0. \]

The space \( \text{Ker}(\partial^*) \) is complementary to \( \text{Im}(\partial) \subset \mathfrak{g}_0 \otimes \Lambda^2 \mathfrak{g}_{-1} \ni \kappa_2 \) and since a change of (Weyl) connection is equivalent to a change of \( \kappa_2 \) by \( \partial \psi \), where \( \psi \in \mathfrak{g}_1 \otimes \mathfrak{g}_{-1} \), we can achieve \( \kappa_2 \in \text{Ker}(\partial^*) \) precisely as in the normal case (in this grading only).

This construction of \( \mathcal{G} \) and \( \omega = \omega_{-1} + \omega_0 + \omega_1 \) is clearly functorial implying the equivalence claim to one side. The regularity condition holds automatically for all \([1]\)-graded geometries.

To the other side, if we have a Cartan geometry \((\mathcal{G}, \omega)\) of type \( SL(n+1, \mathbb{C})_\mathbb{R}/P \), then we read off \( J \) from \( \mathcal{G}_0 \) and sections of \( \mathcal{G} \to \mathcal{G}_0 \) determine the class of connections \( \nabla \). A change of such section is equivalent to a c-projective change of connection as in Lemma 2. \( \Box \)

**Remark 2.** It was noticed in [1] that normality of the Cartan connection \( \omega \) implies minimality of \( \nabla \), i.e. \( T\nu = T\nu^{-} = \frac{1}{4}N_f \) or equivalently \( T\nu^{++} = 0 \), \( T\nu^+ = 0 \). On the other hand, for c-projective structures \((J, [\nabla])\) with minimal \( \nabla \) references [Y1, Y2] provide construction of the normal Cartan connection \( \omega \in \Omega^1(\mathcal{G}, \mathfrak{g}) \). Thus the above equivalence of categories restricts to equivalence of (sub-)categories between c-projective structures \((J, [\nabla])\) with minimal \( \nabla \) and normal regular parabolic geometries of type \( SL(n+1, \mathbb{C})_\mathbb{R}/P \).

5. **The general submaximal symmetry dimension.**

Here we derive the submaximal symmetry dimension for general c-projective structures. In this case, in addition to the above 3 harmonic curvature components there is the 4th invariant part \( \pi_4(T) = T_{\text{traceless}} \) (this space is again a \( \mathcal{G}_0 \), and so \( P \)-module), and we denote the torsion part in it by \( \kappa_{IV} = \pi_4(T\nu) \).

The essential curvature in this general case is \( \hat{\kappa} = \kappa_1 + \kappa_H + \kappa_{III} + \kappa_{IV} \), where \( \kappa_1 + \kappa_H \) are irreducible parts of the normalized curvature part \( \kappa_2 \in \text{Ker}(\partial^*) \) taken mod \( \text{Im}(\partial^*) \) (which is the same as the grading 2 part in the minimal case) and \( \kappa_{III} + \kappa_{IV} \) are irreducible parts of \((1 - \rho)(\kappa_1)\) corresponding to \( \pi_3, \pi_4 \) of the torsion. Notice that \( \hat{\kappa} \) is the complete obstruction to flatness, i.e. local isomorphism to \((\mathbb{C}P^n, J_{\text{can}}, [\nabla^{FS}])\).
The method developed in [KT] applies to this situation and we shall show that the submaximal bound on symmetry dimension persists.

**Proof of Theorem 1.** If $\pi_4(\mathcal{C}) = 0$, then the estimate from above on the symmetry dimension $S$ is given in Section 2. Otherwise the essential curvature $\hat{\kappa}$, as introduced above, has a component in $g_0 = sl(n, \mathbb{C})$ module $\pi_4(\mathcal{T}) = T_{\text{traceless}}$.

Let us notice that normality condition is not crucial for the universal upper bound on the symmetry dimension in [KT]. The essential step is the reduction of $g_0$ to the annihilator of a curvature and its Tanaka prolongation, so it is straightforward to generalize it to the upper bound

$$\hat{S} \leq \hat{U} := \max\{\dim(a|\phi)|0 \neq \phi \in V \oplus T_{\text{traceless}}\}$$

of the submaximal symmetry dimension $\hat{S}$ in our more general situation, where $V = V_I \oplus V_{II} \oplus V_{III}$ is the same space of two curvatures and one (minimal) torsion as before (they survive in the general setup, even though their interpretation as harmonic components does not).

Moreover, the normality condition is not required for the prolongation rigidity criterion in [KT], and similar to Corollary 2 in Section 2 we conclude that the symmetry algebra of a general c-projective structure is prolongation rigid. Therefore the graded algebra associated to the filtration at any point $x \in M$ is supported in gradings $-1$ and $0$.

The lowest weight vector of the module $T_{\text{traceless}}$ is $e_{a_1} \wedge e_{a_n-1} \wedge e_{-a_{n-1}}$. Its annihilator equals

$$\mathbf{a}_0 = \begin{pmatrix} a_0 & 0 & 0 & \cdots & 0 & 0 \\ 0 & a_1 & 0 & \cdots & 0 & 0 \\ 0 & * & a_2 & \cdots & * & 0 \\ 0 & * & * & a_3 & \cdots & * \\ \vdots & \vdots & \vdots & \ddots & \vdots & 0 \\ 0 & * & * & \cdots & a_{n-1} & 0 \\ 0 & * & * & \cdots & * & a_n \end{pmatrix}$$

$$a_0 + \cdots + a_n = 0$$

$$a_1 + a_1 = a_0 + a_n$$

Thus $\dim \mathbf{a}_0 = 2(n-1)^2 + 2$ and the submaximal dimension does not exceed $\dim \mathbf{a}^{\phi} = 2(n^2 - n + 2)$. Since this does not exceed the maximal bound of any of the three pure curvature type in Theorem 2, the conclusion of Theorem 1 follows.

If we assume $N_J = 0$, and so eliminate the spontaneous growth of submaximal dimension for $n = 3$ (with the winning type III), then the submaximal dimension in the general case is $2n^2 - 2n + 4$ for all $n \geq 2$, precisely as for type II. But, in fact, we can specify the submaximal dimension of the pure curvature type IV:
Proposition 3. For the general c-projective structure with \( \kappa_I = \kappa_{II} = \kappa_{III} = 0, \kappa_{IV} \neq 0 \) (non-zero at one point) the symmetry dimension is bounded from above by \( 2(n^2 - n + 2) \) and this upper bound is sharp.

Proof. The upper bound follows from the above proof, so we just need to prove realizability, i.e. to construct a model.

We will use the complex notations. Take \( \Gamma^2_{\bar{1}1} = \Gamma^2_{1\bar{1}} = 1 \) and all other Christoffel symbols zero (again we interchange \( 2 \leftrightarrow n \) for stabilization of the model). Its torsion \( T_\nabla = (\partial_{z_2} - \partial_{\bar{z}_2}) \otimes dz_1 \wedge d\bar{z}_1 \) has only \( \pi_4 \) component non-zero and its curvature \( R_\nabla \) vanishes. This is the required in the statement pure curvature type c-projective structure.

The c-projective symmetries are real and imaginary parts of the following (linearly independent) complex-valued vector fields:

\[
\partial_{z_i}, \quad z^j \partial_{\bar{z}_j} \quad (i \neq 2, j \neq 1), \quad z^1 \partial_{z_1} + z^2 \partial_{z_2} + z^2 \partial_{\bar{z}_2}.
\]

The totality of these is \( 2(n^2 - n + 2) \) as wanted. \( \square \)

Remark 3. More general pairs \((J, [\nabla])\) without condition \( \nabla J = 0 \) were considered in the early study of c-projective (= h-projective) geometry \([1a, 1, 1, 1]\). J-planar curves still have sense, and the same equivalence relation extends the definition of c-projective structure even further.

This is no longer a parabolic geometry, but is a filtered geometry in the sense of \([K_5]\). By \([K_5]\) Theorem 2\] the estimate \([\mathfrak{g}_{i-1}, \mathfrak{g}_i] \subset \mathfrak{g}_{i-1}\) for the grading \( \mathfrak{g} \) of the symmetry algebra, crucial in \([KT]\) to run the Tanaka prolongation \([7]\) as in this paper, holds for the general filtered structures (at regular points). In particular, it applies for the above very general definition of c-projective structures.

The tensor \( \nabla J \) is an invariant under c-projective equivalence (i.e. equivalence by having the same class of J-planar curves), so one has to check whether the corresponding universal upper bound exceeds \( \Omega \). This is not the case, since the tensorial type of the new obstruction is the same as type I plus type II. Thus the submaximal bound of the most general c-projective structure is the same as in Theorem 7.

6. C-projective structures: the metric case.

The goal of this and the next section is to prove Theorem 8. In this section we recall the necessary background on metric c-projective structures and derive a useful estimate involving the degree of mobility; then in the next we give the proof and further specifications.

Two pseudo-Kähler metrics \( g \) and \( \tilde{g} \) underlying the same complex structure \( J \) are called c-projectively equivalent if their Levi-Civita connections \( \nabla = \nabla g, \tilde{\nabla} = \nabla \tilde{g} \) are.
This can be expressed \[ \text{DM, MS} \] through the \((1,1)\)-tensor

\[
A = \tilde{g}^{-1} g \cdot \frac{\det(\tilde{g})}{\det(g)^{1/2(n+1)}} : TM \to TM,
\]

where \(\tilde{g}^{-1}\) is the inverse of \(\tilde{g}\) \((\tilde{g}^{ik}\bar{g}_{kj} = \delta^i_j)\), and \(\tilde{g}^{-1} g\) is the contraction \((\tilde{g}^{ik} g_{kj})\): The metrics \(g\) and \(\tilde{g}\) are c-projectively equivalent iff

\[
(\nabla_X A)Y = g(X,Y)\nu_A + Y(\tau_A)X + \omega(X,Y)J\nu_A - JY(\tau_A)JX,
\]

where \(\omega(X,Y) = g(JX,Y)\), \(\tau_A = \frac{1}{4} \text{tr}(A)\), \(\nu_A = \text{grad}_g \tau_A\). In argument-free form this writes (using symmetrizer by the last two arguments) so:

\[
\nabla \hat{A} = 2 \text{Sym}_{2,4}(g \otimes \lambda_A - \omega \otimes J^* \lambda_A),
\]

(5)

where \(\hat{A}(X,Y) = g(AX,Y)\) and \(\lambda_A = d\tau_A\).

This linear overdetermined PDE system on the unknown \(A\) has a finite-dimensional solution space denoted \(\text{Sol}(g,J)\), and \(\text{Id} \in \text{Sol}(g,J)\).

**Degree of mobility** of the pair \((g,J)\) is defined as \(D(g,J) = \dim \text{Sol}(g,J)\).

Let us denote by \(i(g,J)\) the algebra of \(J\)-holomorphic infinitesimal isometries of \(g\), by \(\mathfrak{h}(g,J)\) the algebra of \(J\)-holomorphic vector fields that are homotheties for \(g\). We will need the following estimate:

**Lemma 3.** For any pseudo-Kähler structure \((g,J)\) we have the inequality:

\[
\dim \text{cp}(\nabla^g,J) \leq \dim \mathfrak{h}(g,J) + D(g,J) - 1.
\]

This was discussed in \[ \text{MR}_2 \], but not formally stated. Though that paper was devoted only to the Kähler metrics the statement is true in general and the proof persists. Let us give a brief argument. The formula

\[
A = \phi(v) = g^{-1} \mathcal{L}_v(g) \cdot \frac{1}{2(n+1)} \text{tr}(g^{-1} \mathcal{L}_v(g)) \text{Id}
\]

by \[ \text{MR}_1 \] defines the map

\[
\phi : \text{cp}(\nabla^g,J) \to \text{Sol}(g,J)
\]

and \(\text{Ker}(\phi) = i(g,J)\). Moreover, if \(\pi : \text{Sol}(g,J) \to \text{Sol}(g,J)/\mathbb{R} \cdot \text{Id}\) is the natural projection, then \(\text{Ker}(\pi \circ \phi) = \mathfrak{h}(g,J)\). The claim follows from the rank theorem. \(\square\)

**Corollary 4.** We have: \(\dim \text{cp}(\nabla^g,J) \leq \dim i(g,J) + D(g,J)\). \(\square\)

By \[ \text{DM, MS} \] the degree of mobility is bounded so:

\[
D(g,J) \leq (n + 1)^2,
\]

\(^8\)The same equation serves as a definition of a Hamiltonian 2-form \(\omega(X,AY)\) corresponding to the endomorphism \(A\), which attracted a recent interest \[ \text{ACG} \].
and the equality corresponds to spaces of constant holomorphic sectional curvature. The next biggest dimension, under the additional assumption that there is a projective non-affine symmetry \[\text{MR}_2, \text{Mi}\], is equal to
\[
D_{\text{sub,max}} = (n - 1)^2 + 1 = n^2 - 2n + 2. \tag{6}
\]

Another ingredient in our count is the estimate on the dimension of the isometry algebra of a Kähler structure. Clearly the maximal dimension is \[
\max \left( \dim i(g, J) \right) = n^2 + 2.
\]

**Proposition 4.** For a Kähler structure \(g\) of non-constant holomorphic curvature we have: \(\dim i(g, J) \leq n^2 + 2\). The bound is sharp and attained, for example, for \(M = \mathbb{CP}^n \times \mathbb{CP}^1\).

**Proof.** The isotropy algebra of the symmetry algebra is a proper subalgebra of \(u(n)\), and so is reductive. All maximal proper subalgebras are \(u(k) \oplus u(n-k)\), and it is clear that the maximal dimension is attained for \(k = 1\) or \(k = n-1\). Since the Killing vector field is 1-jet determined, we conclude that the sub-maximal isometry dimension is \(2n + (n-1)^2 + 1 = \dim SU(n) + \dim SU(2) = n^2 + 2\). \(\square\)

Now the required bound for \(\dim \mathfrak{cp}(\nabla^g, J)\) in the Kähler case follows from the Proposition 4, Lemma 3 and formula (6), but since the latter estimate has an additional assumption \[\text{MR}_2\], we will give in the next section another proof in the case there exists no essential projective symmetry (that is non-affine symmetry for any choice of \(g\)).

**7. Submaximal metric c-projective structures**

By Corollary 1 the algebra of c-projective symmetries of a Kähler metric is bounded in dimension by \(2(n^2 - 2n + 2)\). The next example shows that this bound is realizable by a metric c-projective structure. Indeed, consider the following pseudo-Kähler metric on \(\mathbb{C}^n\) (\(J = i\)):
\[
g = |z_1|^2 d\bar{z}_1 d\bar{z}_1 + dz_1 d\bar{z}_2 + d\bar{z}_1 dz_2 + \sum_{k=3}^{n} \epsilon_k dz_k d\bar{z}_k \tag{7}\]
\((\epsilon_k = \pm 1)\). One easily checks that its Levi-Civita connection coincides with the connection \(\nabla\) of type II given by formula (4), and so the sub-maximal complex (integrable \(J\)) projective structure is metrizable; in addition by varying the signs \(\epsilon_k\) we can achieve any indefinite signature \((2p, 2n - 2p)\) for the pseudo-Kähler metric, \(0 < p < n\).

To finish the proof of Theorem 3 we have to show that no Kähler metric can have more than \(2n^2 - 2n + 3\) linearly independent c-projective structures.

---

\(^9\) Together with the fact that if a symmetry algebra of a non-flat Kähler metric acts with an open orbit, then \(\mathfrak{h}(g, J) = i(g, J)\), cf. the next footnote.
symmetries unless it is c-projectively flat (i.e. has constant holomorphic sectional curvature). So we let $g$ be Kähler till the end of the proof.

In the case there exists an essential c-projective symmetry (for at least one $g$ with $\nabla^g \in [\nabla]$) the claim follows from the estimates of Section 6.

Thus let us assume that for a Kähler metric $g$ the algebra of c-projective symmetries coincides with the algebra of (infinitesimal) symmetries of the pair $(\nabla^g, J)$: $cp(\nabla^g, J) = \mathfrak{aff}(g, J)$.

Fix a point $x \in M$ at which the curvature tensor $R$ does not vanish, and consider the holonomy algebra $\mathcal{H}_x$ of $\nabla^g$ at $x$. Since $\nabla^g$ preserves both $g$ and $J$, we have $\mathcal{H}_x \subset \mathfrak{u}(n)$. By Ambrose-Singer theorem $\mathcal{H}_x$ contains the endomorphisms $R(v \wedge w)$ for $v, w \in T_x M$, so $\mathcal{H}_x \neq 0$.

By the (infinitesimal version of) de Rham decomposition theorem [2], we can split $T_x M = \bigoplus_{k=0}^{m} \Pi_k$, where $\Pi_0$ is the subspace of complex dimension $r_0 < n$ where $R$ vanishes, and the other pieces are irreducible with respect to $\mathcal{H}_x$ (all $\Pi_k$ are $J$-invariant and so have even real dimensions $2r_k$). Any Kähler metric, which is equivalent to $g$ via a complex affine transformation, is obtained from it by a block-diagonal automorphism $\text{diag}(A_0, c_1, \ldots, c_m)$, where $A_0 \in \text{GL}(\Pi_0, J)$ and $c_k \neq 0$ are constant multiples of the identity in the corresponding block.

Therefore the isotropy $\tilde{\mathfrak{a}}_0(x)$ of the complex affine symmetry algebra at $x$ consists of block-diagonal endomorphisms

$$\text{diag}(\varphi_0, \varphi_1, \ldots, \varphi_m) \in \tilde{\mathfrak{a}}_0(x) \subset \mathfrak{aff}(g, J),$$

where $\varphi_0 \in \mathfrak{gl}(\Pi_0, J)$ is a $\mathbb{C}$-linear matrix of complex size $r_0$ and $\varphi_k \in \mathfrak{u}(\Pi_k, g, J) + \mathbb{R} \cdot \text{Id}$ is generated by a unitary transformation of the $k$-th block of complex size $r_k$ and the standard homothety (scaling of the metric $g$). Consequently we obtain

$$\dim \tilde{\mathfrak{a}}_0(x) \leq 2r_0^2 + \sum_{k=1}^{m} (r_k^2 + 1) \leq 2(n - 1)^2 + 2,$$

with equality iff the de Rham decomposition is $(n - 1) \times 1$ complex block and the smaller block is $\mathfrak{gl}(1, \mathbb{C}) = \mathfrak{u}(1) + \mathbb{R}$ (with a homothety). Next, the upper bound $2n + \tilde{\mathfrak{a}}_0(x)$ on the symmetry algebra $\mathfrak{aff}(g, J)$ is sharp only if the symmetry acts transitively. It is well-known that a Riemannian metric with an open orbit of the isometry group has no homotheties.\(^{10}\) Therefore we get the required estimate

$$\dim \mathfrak{aff}(g, J) \leq 2n + 2(n - 1)^2 + 1 = 2n^2 - 2n + 3.$$

Due to the above arguments (and the fact that the homothety algebra of any non-flat connected 2-dimensional surface has dim $\leq 3$) it is now

\(^{10}\)Indeed, if $\varphi^* g = \lambda \cdot g$ for a homothety $\varphi$ and $x$ is a fixed point with non-zero Riemann curvature tensor $R$, then equality $\varphi^* \| R \|^2 = \lambda^{-2} \| R \|^2$ at $x$ implies $\lambda = 1$. 
Remark 4. Let us explain why the submaximal metric structure is unique up to an isomorphism. We use transitivity of the symmetry algebra of the corresponding c-projective structure from Remark 1.

Fix a point \( o \in M \) (\( J \) is also fixed). Then the metric \( g \) and the curvature tensor \( R_g \) are determined up to complex affine transformation on \( T_o M \). In fact, there is an invariant null-complex line (and correspondingly the dual \( \mathbb{C} \)-line in the cotangent space) fixed by the isotropy, and if we fix them the isotropy \( a_0 \) determines \( (g, R_g) \) at \( o \) uniquely.

Now \( (M, g) \) is a symmetric space and so is uniquely determined by the data \( (g, R_g) \) at one point \( o \).

Let us now describe the structure of the symmetric space \( M_0^4 \) corresponding to the submaximal (with respect to c-projective transformations) metric \( g \) of \( M_0^4 \) (since the cases \( n > 2 \) are obtained from this \( M_0^4 \) by direct product with \( \mathbb{C}^{n-2} \), it suffices to study \( n = 2 \) only). We have \( M_0 = G/H \) for some Lie groups \( G \supset H \) because the symmetry acts transitively. There are 3 different presentation of \( M_0 \) as such quotient.

At first we consider the Lie algebra of c-projective transformations \( \mathfrak{s} \) with the isotropy \( a_0 \) of type II from Section 2. This 8D algebra is solvable with the derived series of dimensions \( (8, 5, 3, 0) \). In addition it has the \( \mathbb{Z}_2 \)-grading: \( \mathfrak{s} = \mathfrak{s}_- + \mathfrak{s}_+ \), \( [\mathfrak{s}_{i_1}, \mathfrak{s}_{i_2}] \subset \mathfrak{s}_{i_1 \vee i_2} \). In a basis \( \{e_i\}_{i=1}^4 \) of \( \mathfrak{s}_+ = a_0 \) and a basis \( \{e_i\}_{i=5}^8 \) of \( \mathfrak{s}_- \) the structure equations write:

\[
[e_1, e_3] = e_4, \quad [e_1, e_4] = e_5, \quad [e_1, e_5] = 2e_6, \quad [e_1, e_6] = 3e_7, \quad [e_1, e_7] = -e_7,
\]

\[
[e_2, e_5] = e_5, \quad [e_2, e_6] = e_6, \quad [e_2, e_7] = -e_7, \quad [e_2, e_8] = -e_8,
\]

\[
[e_3, e_5] = e_6, \quad [e_3, e_6] = e_6, \quad [e_4, e_5] = e_6, \quad [e_4, e_7] = -e_8, \quad [e_5, e_7] = e_3.
\]

Thus \( M_0 = G_8^s/H^4_8 \), where \( G_8^s = \exp(\mathfrak{s}) \), \( H^4_8 = \exp(\mathfrak{s}_+) \).

Second, consider the group \( G_8^k \) of holomorphic isometries, i.e. symmetries of the pseudo-Kähler structure \( (g, J) \). This group is also solvable, with the derived series of dimensions \( (6, 5, 3, 0) \) and the Abelian stabilizer \( H^2_8 \). Again there is \( \mathbb{Z}_2 \)-grading and the structure equations of the Lie algebra \( \mathfrak{s}' \) in an adapted basis \( \{e_i\}_{i=1}^3 \) of \( \mathfrak{s}'_+ \), \( \{e_i\}_{i=5}^6 \) of \( \mathfrak{s}'_- \) are:

\[
[e_1, e_3] = -e_3, \quad [e_1, e_4] = e_4, \quad [e_1, e_5] = -e_5, \quad [e_1, e_6] = e_6,
\]

\[
[e_2, e_5] = e_3, \quad [e_2, e_6] = e_4, \quad [e_5, e_6] = e_2.
\]

Thus \( M_0 = G_8^k/H^2_8 \), where \( G_8^k = \exp(\mathfrak{s}') \), \( H^2_8 = \exp(\mathfrak{s}'_+) \).

Finally consider the isometry group \( G_8^g \) of \( g \) with the stabilizer \( H^1_8 \simeq \text{GL}(2, \mathbb{R}) \) (the center \( e_4 \) acts by homothety). The group is the semi-direct product \( SL(2, \mathbb{R}) \times \exp(\mathfrak{r}_5) \), where \( \mathfrak{r}_5 \) is the 5D Lie algebra given

clear that this upper bound is achieved iff \( (M, g) \) is \( \mathbb{C}^{n-1} \times \Sigma^2 \), where \( \Sigma^2 \) is the complex curve equipped with a \( J \)-compatible metric of constant curvature \( K \neq 0 \). Theorem 3 is proved.
with the basis \( \{ e_i \}_{i=1}^{8} \) given by the relations
\[
[e_4, e_5] = e_7, \quad [e_4, e_6] = e_8, \quad [e_5, e_6] = e_4.
\]
In the basis \( \{ e_i \}_{i=1}^{3} \) of \( \mathfrak{sl}(2) \):
\[
[e_1, e_2] = -2e_2, \quad [e_1, e_3] = 2e_3, \quad [e_2, e_3] = e_1,
\]
the representation is given by
\[
[e_2, e_5] = e_6, \quad [e_2, e_7] = e_8, \quad [e_3, e_6] = -e_5, \quad [e_3, e_8] = -e_7
\]
and the action of \( e_1 \) is induced. The \( \mathbb{Z}_2 \)-grading of the resulting Lie algebra \( \mathfrak{sl}'' = \text{Lie}(G_8^3) \) is \( \mathfrak{sl}'' = \langle e_1 \rangle_{i=1}^{4}, \mathfrak{sl}'' = \langle e_i \rangle_{i=5}^{8} \), and \( M_0 = G_8^3/H_1^4 \).

**APPENDIX A. SOME DETAILS ON THE MODEL FOR TYPE III, \( n = 2 \)**

We found the c-projective structure \( (M^4, J, [\nabla]) \) of curvature type III with 8 symmetries using parabolic geometry machinery and Cartan’s equivalence method. Our computations exploited the packages DifferentialGeometry and Cartan in Maple.

**A.1. Structure equations.** We first derived the structure equations for the normal Cartan geometry \( (\mathcal{G} \to M, \omega) \) of type \( (G, P), n = 2 \). For the basics of parabolic geometry machinery we refer to [CS].

The curvature 2-form \( K = d\omega + \frac{1}{2}[\omega, \omega] \in \Omega^2(\mathcal{G}; \mathfrak{g}) \) yields the curvature function \( \kappa : \mathcal{G} \to \Lambda^2 P_+ \otimes \mathfrak{g} \) via the Killing form identification \( (\mathfrak{g}/\mathfrak{p})^* = \mathfrak{g}_1 = P_+ \). Normality means \( \partial^* \kappa = 0 \), where \( \partial^* : \Lambda^2 P_+ \otimes \mathfrak{g} \to P_+ \otimes \mathfrak{g} \) is the Kostant codifferential. Call \( \mathbb{K} = \ker \partial^* \) the curvature module. The unique grading element \( Z \in \mathfrak{g}_0 \cong \mathfrak{sl}(2, \mathbb{C}) \) stratifies \( \mathbb{K} \) into homogeneities, and we decompose each into \( \mathfrak{g}_0 \)-irreps:

| Homogeneity | \( \mathfrak{g}_0 \)-module decomposition | dim |
|-------------|----------------------------------------|-----|
| +3          | \( V_{4(1)} \oplus V_{4(2)} \oplus V_{4(3)} \oplus V_{12} \) | 24  |
| +2          | \( V_{16} \oplus V_8 \oplus V_6 \oplus V_2 \) | 32  |
| +1          | \( V_{4(4)} \) | 4   |

Here, \( \text{dim}_\mathbb{R}(V_i) = i \). The harmonic curvature corresponds to the modules \( V_{4(1)}, V_{16}, V_{4(4)} \), which comprise \( \ker(\square) \), where \( \square = \partial \partial^* + \partial^* \partial \) is the Kostant Laplacian (and \( \partial \) is the Lie algebra cohomology differential).

Let \( E_{jk} \) denote the \( 3 \times 3 \) matrix with a 1 in the \( (j, k) \) position and 0 otherwise, and let \( F'_{jk} = iE_{jk} \). Decompose into real and imaginary parts, \( \omega = \theta + i\eta \in \Omega^1(\mathcal{G}; \mathfrak{g}) \), and impose a trace-free condition, say \( \omega_{22} = -\omega_{11} = \omega_{33} \). The structure equations are
\[
\begin{align*}
\text{d}\theta_{jk} &= -\theta_{jl} \wedge \theta_{lk} + \eta_{jl} \wedge \eta_{lk} + \Re(K_{jk}) \\
\text{d}\eta_{jk} &= -\eta_{jl} \wedge \theta_{lk} - \theta_{jl} \wedge \eta_{lk} + \Im(K_{jk}).
\end{align*}
\]

The 2-forms \( K_{jk} \in \mathbb{K} \) are obtained by via the duality
\[
E_{12} \mapsto \theta_{21}, \quad F_{12} \mapsto -\eta_{21}, \quad E_{13} \mapsto \theta_{31}, \quad F_{13} \mapsto -\eta_{31}.
\]
In particular,

\[ K_{21} = (A_1 - iA_2) \omega_{21} \wedge \omega_{31} + \ldots, \quad K_{31} = (A_3 - iA_4) \omega_{21} \wedge \omega_{31} + \ldots \]

where \( A_1, \ldots, A_4 : G \to V_{4(4)} \), and similarly for the coefficients \( B_1, \ldots, B_{32}, C_1, \ldots, C_{24} \) of the other modules \( V_j(k) \). The first structure equations are

\[
\begin{align*}
    dA_1 &= (\theta_{33} - \theta_{11})A_1 + (5\eta_{11} + \eta_{33})A_2 - \theta_{23}A_3 - \eta_{23}A_4 + \alpha_1 \\
    dA_2 &= -(5\eta_{11} + \eta_{33})A_1 + (\theta_{33} - \theta_{11})A_2 + \eta_{23}A_3 - \theta_{23}A_4 + \alpha_2 \\
    dA_3 &= -\theta_{32}A_1 - \eta_{32}A_2 - (2\theta_{11} + \theta_{33})A_3 - (4\eta_{11} + \eta_{33})A_4 + \alpha_3 \\
    dA_4 &= \eta_{32}A_1 - \theta_{32}A_2 - (4\eta_{11} - \eta_{33})A_3 - (2\theta_{11} + \theta_{33})A_4 + \alpha_4
\end{align*}
\]

where \( \alpha_i \) are semi-basic 1-forms, i.e. linear combinations of base forms \( \theta_{21}, \eta_{21}, \theta_{31}, \eta_{31} \). Writing \( d\alpha_i = \delta A_i + \alpha_i \), the \( \delta A_i \) terms describe the infinitesimal vertical change of these coefficients under the \( P \)-action.

**A.2. Derivation of the model.** We follow the method introduced by Cartan \([\text{C2}]\) (for a more detailed explanation see \([\text{DMT}]\)) to normalize curvature under the (vertical) action of the structure group.

In our case if the \( N_J \neq 0 \), we obtain the normalization

\[ A_1 = 1, \quad A_2 = A_3 = A_4 = 0, \]

forcing the relations

\[ \theta_{33} = \theta_{11} - \alpha_1, \quad \eta_{33} = -5\eta_{11} + \alpha_2, \quad \theta_{32} = \alpha_3, \quad \eta_{32} = -\alpha_4. \]

The residual structure group is now 8-dimensional and still contains \( P_+ \). On coefficients in the \( V_6 \) and \( V_2 \) modules \( P_+ \) induces translation actions on four coefficients, these can all be normalized to zero. This reduces the bundle to \((\mathcal{E} \to M, S)\), where \( S \subset P \) is a 4-dimensional subgroup, and \( \mathcal{E} \) comes equipped with:

- an \( S \)-equivariant coframing: \( \omega_{21}, \omega_{31}, \omega_{11}, \omega_{23} \);
- a vertical distribution \( \mathcal{V} = \langle \omega_{21}, \omega_{31} \rangle^\perp \);
- an \( S \)-connection \( \gamma \) with horizontal distribution \( \mathcal{H} = \langle \omega_{11}, \omega_{23} \rangle^\perp \).

The symmetry algebra of the c-projective structure is bounded by \( 8 = \dim \mathcal{E} \). For this bound to be sharp, \( S \) must act trivially on curvature coefficients. This forces the vanishing of many parts of the curvature function. Indeed, after resolving all integrability conditions, we found that there is a *unique* model with 8 symmetries, and for it \( \kappa|_{\mathcal{E}} \) has non-trivial components only in \( V_{4(4)} \) and \( V_8 \). Here are the structure
equations:
\[
d\omega_{21} = -\omega_{23} \wedge \omega_{31} + 3\omega_{11} \wedge \omega_{21} + 6\omega_{21} \wedge \omega_{31}
\]
\[
d\omega_{31} = 6i\mathfrak{im}(\omega_{11}) \wedge \omega_{31}
\]
\[
d\omega_{11} = 3\omega_{31} \wedge \omega_{31}
\]
\[
d\omega_{23} = -27\omega_{21} \wedge \omega_{31} + 3\omega_{11} \wedge \omega_{23} - 12i\mathfrak{im}(\omega_{11}) \wedge \omega_{23}
\]

The embedding relations and the structure algebra are:
\[
\omega_{12} = \omega_{32} = 0, \quad \omega_{13} = 15\omega_{31}, \quad \omega_{33} = \omega_{11} - 6i\mathfrak{im}(\omega_{11})
\]

Let \( W_{jk} = e_{jk} + if_{jk} \) be the dual framing on \( E \). Then
\[
f_{21} \otimes \theta_{21} - e_{21} \otimes \eta_{21} + f_{31} \otimes \theta_{31} - e_{31} \otimes \eta_{31}
\]
is pullback of the almost complex structure \( J \) on \( M \). The minimal complex connection \( \nabla \) can be read off from the principal connection \( \gamma \).

Viewing \( TM \cong E \times S V \simeq \mathbb{R}^4 \) we integrate the structure equations and obtain the model in coordinates as indicated in Section 3.

A.3. Deformation approach. Another approach to get a sub-maximal model is to deform a graded sub-algebra of \( g \) by preserving its filtered Lie algebra structure, but destroying the grading \([K_3,K_T]\).

In our case the graded sub-algebra \( a^\phi = g_- \oplus a_0 \subset g \) has complex matrix representation \((\alpha = \alpha^1 + i\alpha^2, \beta = \beta^1 + i\beta^2, \nu_k = \nu_k^1 + i\nu_k^2 \in \mathbb{C})\)

\[
\begin{pmatrix}
a_0 + ia_1 \\
0 \\
0
\end{pmatrix}

\begin{pmatrix}
0 & 0 \\
-2a_0 + 4ia_1 & b_0 + ib_1 \\
0 & a_0 - 5ia_1
\end{pmatrix}, \quad a_i, b_i \in \mathbb{R}.
\]

(8)

Let \( W_{jk} = e_{jk} + if_{jk} \) be the dual framing on \( E \). Then
\[
f_{21} \otimes \theta_{21} - e_{21} \otimes \eta_{21} + f_{31} \otimes \theta_{31} - e_{31} \otimes \eta_{31}
\]
is pullback of the almost complex structure \( J \) on \( M \). The minimal complex connection \( \nabla \) can be read off from the principal connection \( \gamma \).

Viewing \( TM \cong E \times S V \simeq \mathbb{R}^4 \) we integrate the structure equations and obtain the model in coordinates as indicated in Section 3.

A.3. Deformation approach. Another approach to get a sub-maximal model is to deform a graded sub-algebra of \( g \) by preserving its filtered Lie algebra structure, but destroying the grading \([K_3,K_T]\).

In our case the graded sub-algebra \( a^\phi = g_- \oplus a_0 \subset g \) has complex matrix representation \((\alpha = \alpha^1 + i\alpha^2, \beta = \beta^1 + i\beta^2, \nu_k = \nu_k^1 + i\nu_k^2 \in \mathbb{C})\)

\[
\begin{pmatrix}
\alpha \\
\nu_1 \\
\nu_2
\end{pmatrix}

\begin{pmatrix}
0 & 0 \\
3\alpha - 2\alpha & b_0 + ib_1 \\
\beta & \alpha - 3\alpha
\end{pmatrix}, \quad a_i, b_i \in \mathbb{R}.
\]

(8)

(notice lower-triangular form vs. the upper-triangular form for the \( 2 \times 2 \) block of the structure algebra in (8) operating with the highest weight vector; they are conjugate by interchanging indices 2,3) and we get basis by decomposition \( A = \sum_{j=1}^{2} (\alpha^j a_j + \beta^j b_j + \nu_j^1 v_j^1 + \nu_j^2 v_j^2) \); \( g_- = \langle v_1', v_1'', v_2', v_2'' \rangle \) has grade \(-1\) and \( a_0 = \langle a_1, a_2, b_1, b_2 \rangle \) has grade \(0\).

The algorithm of deforming the Lie algebra structure on \( a^\phi \) via the lowest weight vector here fails. However the deformation exists. To find it let us deform the structure constants respecting the filtration on \( a^\phi \) (i.e. brackets \([a_0, a_0]\) are fixed, \([g_-, a_0]\) can be changed by \( a_0 \) and \([g_-, g_-]\) can be changed by everything), the Jacobi identity imposed.
This deformation has several branches (some with other types curvature), one of which is ($\lambda$ is the deformation parameter):

$$[a_1, b_1] = -3b_1, \ [a_1, b_2] = -3b_2, \ [a_2, b_1] = 9b_2, \ [a_2, b_2] = -9b_1,$$

$$[a_1, v'_2] = -3v'_2, \ [a_1, v''_2] = -3v''_2, \ [a_2, v'_1] = -6v'_1, \ [a_2, v''_1] = 6v''_1,$$

$$[a_2, v'_2] = 3v'_2, \ [a_2, v''_2] = -3v''_2, \ [b_1, v'_1] = v'_2, \ [b_1, v''_1] = v''_2,$$

$$[b_2, v'_1] = v''_2, \ [b_2, v''_1] = -v'_2, \ [v'_1, v''_1] = 6\lambda^2a_2,$$

$$[v'_1, v'_2] = 6\lambda v'_2 - 27\lambda^2b_1, \ [v'_1, v''_2] = -6\lambda v''_2 - 27\lambda^2b_2,$$

$$[v''_1, v'_2] = -6\lambda v''_2 + 27\lambda^2b_2, \ [v''_1, v''_2] = -6\lambda v''_2 - 27\lambda^2b_1.$$  

(notice that in the non-graded case $\lambda \neq 0$, we can rescale $\lambda = 1$).

These relations determine the Lie algebra $\mathfrak{f}$ with subalgebra $\mathfrak{k} = \langle a_1, a_2, b_1, b_2 \rangle \cong \mathfrak{a}_0$. The simply-connected Lie group $F$ of $\mathfrak{f}$ contains the Lie subgroup $K$ with $\text{Lie}(K) = \mathfrak{k}$. As such we can take the normalizer in $F$ of $\mathfrak{g}_-$ with respect to the adjoint action (for $\lambda \neq 0$).

The homogeneous space $M^4 = F/K$ has $F$-invariant (non-integrable) almost complex structure $J$ given by $Jv'_2 = v''_1$. Moreover $M$ has $F$-invariant projective connection $[\nabla]$ given by the Cartan bundle construction [KT, Lemma 4.1.4]. Since for non-zero values of the parameters the symmetry algebra is non-graded, the obtained c-projective structure $(J, [\nabla])$ is not-flat ($\mathfrak{a}^\phi$ is not filtration-rigid, see [KT, Proposition 4.2.2]) and hence it is sub-maximal symmetric with the symmetry algebra $\text{Sym}([\nabla], J) = \mathfrak{f}$ of dimension 8.

**APPENDIX B. UNIQUENESS OF THE SUBMAXIMAL STRUCTURES**

Classification of submaximal symmetric structures can be an extremely difficult problem depending on the geometry in question.\footnote{Maximal symmetric structures are unique in parabolic geometry, but description of all such for more general structures can be quite intricate.} There does not exist any general result in this direction in the literature, but for c-projective structures we can confirm the uniqueness as follows.

**B.1. Classification of submaximal c-projective structures.** Submaximal c-projective structure of type II is unique up to an isomorphism. Indeed, by the result of Section\footnote{Section 2} the stabilizer of the symmetry algebra (up to isomorphism) is equal to $\mathfrak{a}_0$. As explained in [K3, KT], the symmetry algebra $\mathfrak{s}$ is filtered with the corresponding graded algebra being $\mathfrak{a}^\phi = \mathfrak{g}_- \oplus \mathfrak{a}_0$.\footnote{Maximal symmetric structures are unique in parabolic geometry, but description of all such for more general structures can be quite intricate.}
The process of recovery of $s$ from its subalgebra $a_0$ and the action of $a_0$ on $s/a_0 = g_-$ is described as follows: one has to introduce indeterminate coefficients of the undetermined commutators and then constrain these coefficients by the Jacobi identity.

Though in general this is quite a complicated system of quadratic equations, in our case many linear equations that occur allow to resolve it. We used Maple to facilitate the heavy computation. All cases $n \geq 2$ follow the same pattern, and as the output we obtain a 1-parameter Lie algebra structure $\tilde{s}(t)$.

If the parameter $t = 0$ we get the graded algebra $a^\phi$, while the case $t \neq 0$ reparametrizes to $t = 1$ corresponding to the symmetry $s$ of (4). Thus there are only two cases to consider.

Contrary to the non-exceptional parabolic geometries the possibility of graded symmetry algebra does not imply flatness of the c-projective structure (compare [KT, Example 4.4.3]).

Therefore on the next step we look for c-projective structures invariant with respect to $a^\phi = \tilde{s}(0)$ and $s = \tilde{s}(1)$. Such structures are unique and are: flat and (4) in the first/second cases respectively. This proves the claim for type II structures.

Submaximal c-projective structure of type I is also unique up to an isomorphism. This is actually a holomorphic version of the uniqueness of Egorov’s submaximal (real) projective structure. Such result was expected by experts, but Egorov’s paper [E1] does not contain an indication of this result. Therefore we have verified it directly by the method described for type II (note that our computation applies to both smooth real and complex analytic cases).

Here everything is similar, but the pattern holds for the cases $n > 2$ and the Maple computation asserts the result. The case $n = 2$ is an exception, and we refer the reader to [K1, K2] for the discussion of the smooth situation, in which case there are two submaximal models. The analytic case is similar but the two models glue because $\pm$ arising in the smooth case can be renormalized over $\mathbb{C}$. As the conclusion we obtain unicity for type I submaximal structures.

A computer verification shows that submaximal c-projective structure of type III is also unique up to an isomorphism for $n > 2$, but the case $n = 2$ for type III is an exception, and here the uniqueness of the submaximal c-projective structure follows from the Cartan equivalence method as described in Appendix A.

### B.2. Metrics with the submaximal c-projective symmetry.

Let us compute all metrics c-projectively equivalent to the pseudo-Kähler metric $g$ given by (7). These are precisely those metrics that solve
the metrizability equation for the c-projective structure \([4]\), and their number is equal to the dimension of the solution space of \([5]\), i.e. the degree of mobility of this metric: \(D(g, J) = D_{\text{sub,max}} = (n - 1)^2 + 1.\)

To find these equivalent metrics let us compute the space of all parallel 1-forms:

\[
dz_2, \ldots, dz_n; \, d\bar{z}_2, \ldots, d\bar{z}_n
\]

(\{these already split into (1, 0) and (0, 1) type respective to \(J)\). Since \(\mathfrak{cp}(\nabla^g, J) = \text{aff}(g, J)\) the required metrics are linear combinations of \(g\) and (1, 1)-type quadrics in the forms \([9]\) (the coefficient of \(g\) in such combination has to be nonzero by nondegeneracy).

Indeed, dimension of the space of such combinations is \((n - 1)^2 + 1,\) and since this number equals \(D_{\text{sub,max}},\) there exists no other metric that is complex affine equivalent to the metric \(g.\) Thus the general metric, c-projectively equivalent to \(g\) (up to scaling) is equal to

\[
\hat{g} = |z_1|^2 dz_1 d\bar{z}_1 + dz_1 d\bar{z}_2 + d\bar{z}_1 dz_2 + \sum_{k,l=2}^{n} c_{kl} dz_k d\bar{z}_l \quad (c_{lk} = c_{kl}),
\]

and we again confirm that a pseudo-Kähler metric \(\hat{g}\) with submaximal number of c-projective symmetries cannot be of Riemannian signature.

References

[ACG] V. Apostolov, D. Calderbank, P. Gauduchon, Hamiltonian 2-forms in Kähler geometry. I. General theory, J. Diff. Geom. 73, no. 3, 359–412 (2006).

[BE] R. J. Baston, M. G. Eastwood, The Penrose Transform: its Interaction with Representation Theory, Oxford University Press (1989).

[CEMN] D. Calderbank, M. Eastwood, V. Matveev, K. Neusser, C-projective geometry: background and problems (in preparation).

[CS] A. Čap, J. Slovák, Parabolic Geometries I: Background and General Theory, Math. Surv. and Monographs 154, Amer. Math. Soc. (2009).

[C] É. Cartan, Sur les variétés à connexion projective, Bull. Soc. Math. France 52, 205–241 (1924).

[C2] É. Cartan, Les systèmes de Pfaff à cinq variables et les équations aux dérivées partielles du second ordre, Ann. Sci. Éc. Norm. Supér. (3) 27 (1910), 109–192.

[DM] V. V. Domashev, J. Mikeš, On the theory of holomorphically projective mappings of Kählerian spaces, Math. Notes 23, 160–163 (1978).

[DMT] B. Doubrov, A. Medvedev, D. The, Homogeneous integrable Legendrian contact structures in dimension five, arXiv:1411.3288 (2014).

[E1] I. P. Egorov, Collineations of projectively connected spaces, Doklady Akad. Nauk SSSR (N.S.) 80, 709–712 (1951).

[E2] I. P. Egorov, Motions in generalized differential-geometric spaces (Russian), Algebra, Topology, Geometry, 375–428, Akad. Nauk SSSR, Moscow (1967).

[Ei] L. P. Eisenhart, Symmetric tensors of the second order whose first covariant derivatives are zero, Trans. Amer. Math. Soc. 25, no. 2, 297–306 (1923).
[H] J. Hrdina, *Almost complex projective structures and their morphisms*, Arch. Math. 45, 255–264 (2009).

[Is] S. Ishihara, *Holomorphically projective changes and their groups in an almost complex manifold*, Tohoku Math. J. (2) 9, 273–297 (1957).

[KiT] K. Kiyohara, P. J. Topalov, *On Liouville integrability of h-projectively equivalent Kähler metrics*, Proc. Amer. Math. Soc. 139, 231–242 (2011).

[Ko] S. Kobayashi, *Transformation groups in differential geometry*, Springer-Verlag (1972).

[K1] B. Kruglikov, *Tangent and normal bundles in almost complex geometry*, Diff. Geom. Appl. 25, no.4, 399–418 (2007).

[K2] B. Kruglikov, *Point classification of second order ODEs: Tresse classification revisited and beyond*, Abel Symp. 5, Differential equations: geometry, symmetries and integrability, 199–221, Springer, Berlin (2009).

[K3] B. Kruglikov, *The gap phenomenon in the dimension study of finite type systems*, Central European J. Mathematics 10, no. 5, 1605–1618 (2012).

[K4] B. Kruglikov, *Symmetries of almost complex structures and pseudoholomorphic foliations*, International J. Mathematics 25, no. 8, 1450079 (2014).

[K5] B. Kruglikov, *Symmetries of filtered structures via filtered Lie equations*, Journal of Geometry and Physics 85, 164–170 (2014).

[KT] B. Kruglikov, D. The, *The gap phenomenon in parabolic geometry*, arXiv:1303.1307.

[Lic] A. Lichnerowicz, *Théorie globale des connexions et des groupes d’holonomie*, Edizioni Cremonese, Roma (1955).

[Lio] R. Liouville, *Sur les invariants de certaines équations différentielles et sur leurs applications*, Journal de l’École Polytechnique 59, 7–76 (1889).

[MR1] V. Matveev, S. Rosemann, *Proof of the Yano-Obata conjecture for h-projective transformations*, J. Differential Geom. 92, no. 1, 221–261 (2012).

[MR2] V. Matveev, S. Rosemann, *Conification construction for Kähler manifolds and its application in c-projective geometry*, Adv. Math. 274, 1–38 (2015).

[Mi] J. Mikeš, *Holomorphically projective mappings and their generalizations*, J. Math. Sci. (New York) 89, no. 3, 1334–1353 (1998).

[MS] J. Mikeš, N.S. Sinyukov, *Quasiplanar mappings of spaces with affine connection*, Soviet Math. 27, 63–70 (1983).

[OT] T. Otsuki, Y. Tashiro, *On curves in Kaehlerian spaces*, Math. J. Okayama Univ. 4, 57–78 (1954).

[Ta] Y. Tashiro, *On a holomorphically projective correspondence in an almost complex space*, Math. J. Okayama Univ. 6, 147–152 (1957).

[Tr] A. Tresse, *Détermination des invariants ponctuels de l’équation différentielle ordinaire de second ordre y'' = ω(x, y, y‘)*, Mémoire couronné par l’Académie Jablonowski; S. Hirken, Leipzig (1896).

[Y] Y. Yoshimatsu, *H-projective connections and H-projective transformations*, Osaka J. Math. 15, 435–459 (1978).

BK: INSTITUTE OF MATHEMATICS AND STATISTICS, UNIVERSITY OF TROMSØ, TROMSØ 90-37, NORWAY. E-MAIL: boris.kruglikov@uit.no.

VM: INSTITUT FÜR MATHEMATIK, FRIEDRICH-SCHILLER-UNIVERSITÄT, 07737, JENA, GERMANY. EMAIL: vladimir.matveev@uni-jena.de

DT: MATHEMATICAL SCIENCES INSTITUTE, AUSTRALIAN NATIONAL UNIVERSITY, ACT 0200, AUSTRALIA. E-MAIL: dennis.the@anu.edu.au