Quantum support vector machines for aerodynamic classification
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Aerodynamics plays an important role in aviation industry and aircraft design. Detecting and minimizing the phenomenon of flow separation from scattered pressure data on airfoil is critical for ensuring stable and efficient aviation. However, since it is challenging to understand the mechanics of flow field separation, the aerodynamic parameters are emphasized for the identification and control of flow separation. It has been investigated extensively using traditional algorithms and machine learning methods such as the support vector machine (SVM) models. Recently, a growing interest in quantum computing and its applications among wide research communities sheds light upon the use of quantum techniques to solve aerodynamic problems. In this paper, we apply qSVM, a quantum SVM algorithm based on the quantum annealing model, to identify whether there is flow separation, with their performance in comparison to the widely-used classical SVM. We show that our approach outperforms the classical SVM with an 11.1% increase of the accuracy, from 0.818 to 0.909, for this binary classification task. We further develop multi-class qSVMs based on one-against-all algorithm. We apply it to classify multiple types of the attack angles to the wings, where the advantage over the classical multi-class counterpart is maintained with an accuracy increased from 0.67 to 0.79, by 17.9%. Our work demonstrates a useful quantum technique for classifying flow separation scenarios, and may promote rich investigations for quantum computing applications in fluid dynamics.

Detecting and minimizing the phenomenon of flow separation is of critical meaning for ensuring stable and efficient aviation. The flow separation means the boundary layer is no longer able to remain attached to the airfoil and detaches from the surface. Airfoil is the main lifting surface of the aircraft and increasing the angle of attack will allow it to deflect more fluid and produce a greater lift. However, once the angle of attack reaches a certain critical value, a sudden decrease in the lift force happens and the aircraft will stall. As demonstrated in Fig. 1, the wake created behind the separation region affects the pressure distribution on the airfoil, significantly reducing lift and increasing drag. Aircraft stall is a serious issue for aviation, leading to aerodynamic loss, maneuverability decrease and even the crush of airplane. Thus, detecting flow separation is extensively researched by academics and engineers in the past decades [1–4], using various methods such as shear stress sensors [2], distributed pressure signals [3], or compatible calorimetric micro-sensors [4]. Yet, detecting the flow separation based on distributed pressure sensors on the airfoil is still challenging since flow separation is an intricate phenomenon affected by multiple factors such as incoming flow velocity, pressure and surrounding flow field. Therefore, further work on identification and control of flow separation by aerodynamic parameters is worth investigating.

Machine learning (ML) has flourished in fluid mechanics recently for its ability to extract informative features from data. It provides a powerful information processing framework that can be used for understanding, modeling, optimizing, and controlling fluid flows. ML is widely used in the flow reconstruction. The velocity fields can be faithfully predicted based on scattered pressure sensors and local measurements using Ensemble Kalman filter, artificial neural networks and dynamic mode decomposition with time delay [5–7]. Missing data in the flow measurement can also be reconstructed based on data fusion and deep generative adversarial model [8, 9]. The flow control parameter optimization and performance prediction can be achieved using support vector regression, model-free reinforcement learning and a deep Koopman embedding [10, 12]. Classification is a classical problem for ML, which is also widely used in fluid dynamics to distinguish between various flow conditions and dynamic regimes. Support vector machines (SVMs) is one of the typical ML algorithms for classifying problem. It is a supervised learning method developed on the basis of statistical learning theory, embodying the structural risk minimization principle. They are gaining popularity due to the features such as simple structure, global optimality and strong robustness. Ling & Templeton [13] used SVMs to classify and predict regions of high uncertainty in the Reynolds stress tensor and compared the results with Adaboost decision trees and random forests. Wang et al. [14] examined the feasibility of applying SVMs to high angle-of-attack unsteady aerodynamic modeling of an airfoil. Shi et al. [15] applied SVMs to optimize spacecraft multidisciplinary design by using filter-based sequential radial basis function. In spite of the advantages above, SVMs are unsuited to implement for large-scale training samples due to enormous storage and calculation cost. Moreover, the general need for multi-class classification in real applications raise even more demand of the computation resources.

Now those tasks may be more efficiently addressed with the aid of quantum computing. As an alternative way of encoding data and setting algorithms, quantum computing has demonstrated advantages over classical computers, and is being extensively studied for applications such as finance [16].
So far, quantum classification techniques have never been applied to tasks in fluid mechanics. However, the emerging field of quantum ML and the practical advances in quantum technologies are setting the stage for applying quantum machine learning algorithms to classification and regression tasks in aerodynamics, which may greatly promote further and deeper explorations for rich quantum computing applications in aerodynamics and fluid field analysis.

In this paper, we adopt a quantum-annealing-based SVM, qSVM, to detect whether there exists flow separation. We compare its performance with the widely-used classical SVM from Scikit-learn, and show our approach outperforms the classical SVM for this binary classification task. The classical SVM shows an accuracy of 79%, yielding an increase of accuracy by 11.1% comparing to the classical multi-class counterpart at the same time. The qSVM shows an accuracy of 81.8% while our qSVM reaches 90.9%, with an increase of accuracy by 11.1%. We further develop a multi-class qSVMs based on the one-versus-rest strategy. We apply it to detect the AOA of airfoil and exhibit the advantage over the classical multi-class counterpart at the same time. The qSVM shows an accuracy of 79%, yielding an increase of accuracy by 11.1% comparing to the classical accuracy of 67.0%. Therefore, we for the first time, to the best of our knowledge, apply quantum algorithms to classification tasks in aerodynamics, which may greatly promote further and deeper explorations for rich quantum computing applications in aerodynamics and fluid field analysis.

**METHOD**

**Map SVM to quadratic programming problems**

Support vector machine (SVM) is a supervised machine learning model for classification and regression, which can be used in aerodynamics analysis such as classifying flow separation, angle of attack, and inflow velocity, etc. Consider a
dataset
\[ D = \{(x_n; t_n = -1 \text{ or } 1), n = 0, \cdots, N - 1\}, \]
where \( D \) is a point set in d-dimensional space, \( x_n \in \mathbb{R}^d \) is the spatial coordinate of each point, and \( t_n = \pm 1 \) denotes the target class assigned to \( x_n \) in the classification problem. SVM selects a hyperplane in d-dimensional space to separate two point sets where the separation criterion is to maximize the distance between the two point sets and the hyperplane. In some cases, the two points set are so mixed in their eigenspace that they can’t be separated by a hyperplane in d-dimensional space, the solution is to introduce kernel function \( k(x_m, x_n) \) to map points into higher dimensional space and make the points linearly separable in that dimension. In subsequent sections, we choose the Gaussian kernel function due to its high applicability to high-dimensional problems.

The solution for finding the hyperplane for SVM can be mapped to a quadratic programming (QP) problem which aims at minimizing the objective function \( E \)

\[
\text{minimize } E = \frac{1}{2} \sum_{mn} \alpha_m \alpha_n t_m t_n k(x_m, x_n) - \sum_n \alpha_n, \quad (2)
\]

\[
\text{subject to } 0 \leq \alpha_n \leq C, \quad (3)
\]

\[
\sum_n \alpha_n t_n = 0, \quad (4)
\]

for \( N \) coefficients \( \alpha_n \in \mathbb{R} \), where \( C \) is a regularization parameter. The optimal solution to the equation \( \alpha^* = (\alpha_1^*, \alpha_2^*, \cdots, \alpha_N^*)^T \) is used to construct the decision function

\[
f(x) = \sum_n \alpha_n t_n k(x_n, x) + b, \quad (5)
\]

for an arbitrary point \( x \in \mathbb{R}^d \). A reasonable choice of bias \( b \) is

\[
b = \frac{\sum_n \alpha_n (C - \alpha_n) t_n - \sum_m \sum_n \alpha_m t_m k(x_m, x_n)}{\sum_n \alpha_n (C - \alpha_n)} \quad (6)
\]

The form represents the positional relationship between the point and the hyperplane, where \( f(x) > 0 \) indicates the point above the hyperplane, \( f(x) < 0 \) indicates below, and \( f(x) = 0 \) means the point lies on the hyperplane. Using the decision function we can predict the class of sample \( x \) by \( \overline{t} = \text{sign}(f(x)) \). In the following, we symbolically write cSVM to denote classical SVM defined by Eqs. (2)-(4).

**Quantum annealing and qSVM**

We now introduce our quantum version of SVM, which is driven by quantum annealing. Quantum annealing (QA) is an algorithm that uses quantum fluctuations to obtain the lowest energy state, *i.e.*, the global optimal solution. It runs as follows: The system is initially set to an arbitrary superposition, then we change the magnitude of the added Hamiltonian \( H' \) and the system begins quantum evolution according to the time-dependent Schrödinger equation

\[
\frac{\text{d}\psi}{\text{d}t} = \left[H_0 + H'(t)\right]\psi, \quad (7)
\]

where the added Hamiltonian \( H' \) is changed and the resulting states begin to tunnel from one potential well to other adjacent potential well, during which process the ability of quantum parallel computing is demonstrated. Eventually, the perturbation is slowly removed and the system reaches the ground state corresponding to \( H_0 \). As an ideal consequence the desired global minimization is acquired and we get our best solution of the QP problem.

The Quantum Annealing solver used in our paper is Advantage_system4.1 from D-Wave Ocean SDK. At the end of the anneal, a single solution is sampled from a set of good solutions, with some probability, and returned. Thus it actually produces some close-to-optimal solutions (*i.e.*, usually have a slightly higher energy than the global minimum) due to noises in hardware, but it still meets the requirement for classification. Since the D-Wave system that executes the QA algorithm can only perform discrete, binary calculations, the real number form QP problem needs to be transformed into a quadratic unconstrained binary optimization (QUBO) problem (See details in Appendix A). It contains several hyperparameters: \( B \) designates the base used for the encoding, \( K \) is the number of binary variables to encode \( \alpha_n \), \( \xi \) is a multiplier in QUBO problem and \( y \) is the hyperparameter of the kernel function. After the QUBO formulation, we are ready to conduct the quantum version of SVM (qSVM) on the quantum annealer.

**Multiclass qSVM**

We further introduce the one-against-all approach to construct the multi-class SVMs. In the one-against-all approach, the multi-class problem is decomposed into \( k \) binary classification where \( k \) is the number of classes of the multi-classification problem. Each binary classification is composed of one of the \( k \) classes and the rest as the other class, and we set \( t_n = 1 \) for points belonging to former class and \( t_n = -1 \) for points of the latter. Therefore, each classifier will determine whether the point \( x \) belongs to one of the \( k \) classes. Subsequent processing follows the method of the binary classification, as having been done in the previous sections, and repeat the procedure \( k \) times. Then each point \( x \) will have \( k \) \( f(x) \) values obtained by \( k \) classifiers, and the class corresponding to the largest value among them stands for the class we predict.

In order to evaluate and understand the power of qSVM, we use both measurement data obtained from aerodynamic experiment and the simulated data via CFD (computational fluid dynamics) simulation. Briefly, there are two classification tasks, deciding whether the flow is separated or not (binary classification), and judging the AOA of the airfoil after flow separation (multi-class classification). Field experiment was performed in an open-circuit wind tunnel. From
the averaged velocity field obtained by PIV measurement, the flow separation phenomenon was visualized, and the corresponding relationships between the onset of flow separation and the variable parameters (angle of attack, freestream velocity) were identified. The angle of attack was adjusted in the range $\alpha = 0–19^\circ$ by turning the rotary table with airfoil fixed on it. The average freestream velocity $U$ was maintained at 10, 13, and 17 m/s. 10 pressure taps were distributed in a section at the mid-span of the airfoil model to accurately detect the flow separation and there are totally 45 cases. CFD simulation provided more data, the angle of attack varied from 0–20° successively with a common difference of 1° and the freestream velocity raised from 40 m/s to 120 m/s, increasing 10 m/s each time. There were 106 pressure measuring points distributed uniformly over the whole airfoil surface. See more details on experimental setup in Appendix B.

RESULT ANALYSIS

Binary classification application

The dataset we use in binary classification is measurement data acquired from the aerodynamic experiment. The sample size is not very large and we regard it as a demonstration of small sample classification.

The dataset obtained by experiment consist of 45 points $(x_n, t_n)$, each $x_n$ is a $10 \times 1$ vector. A total of 10 pressure taps were nonlinearly distributed in a section at the mid-span of the airfoil model. The pressure values of these ten points are assigned to $x_1$ to $x_{10}$ in sequence. 27 points denotes negative and they stand for the flow without separated, others denoting positive stand for the flow separation. Since the pressure distribution under different aerodynamic parameters can be described in a space with much lower dimensionality [1], we first compress the data using PCA (principal component analysis) and use the first two dimensions to represent the raw data, this can help make the result visualized and save computing resources. Then the dataset divides into two parts, 34 points for training and 11 points for test. For cSVM, we used the lowest energy solution returned by D-Wave Advantage system 4.1.

To better compare the results of the classical and quantum classifiers, we use the same training and test sets for both classifiers, the results of airflow classification are demonstrated in Fig.2. We display the decision boundary by a curve separating two different color areas, the blue area represents $t_n = -1$ and the red area represents $t_n = 1$, dark colored areas represent the concentrated distribution of the training set data. Test set data are also drawn in the form of scattered points to visualize the predictive ability of the classifier.

It can be seen that the decision boundary $f(x) = 0$ of both classifiers can distinctly distinguish the regions where the training set data is clustered, and with the help of color gradient, we see that the decision boundary meets the requirements of SVM classification, that the boundary lies farthest from the closest training data points (the support vectors). More than 80% test data are distributed in the color background corresponding to the real class, indicating that both classifiers can make effective judgments on whether the flow field is separated. Furthermore, Fig.2(c) elaborates that compared with cSVM, qSVM has achieved better performance in various indicators, including increasing the accuracy from 0.818 to 0.909 by 11.1%. See Appendix C for detailed definition of binary classification indicators.

FIG. 2: Results of flow classification problem. (a) Decision plane obtained by cSVM and (b) qSVM for the same dataset, the classical classifier used here is svm.SVC supplied by scikit-learn 1.0.2. The hyperparameters for the SVMs are $B = K = 2, \xi = 0, \gamma = 1,$ and $C = 3$. The color represents the value of the training data decision function $f(x)$. The black dotted line representing $f(x) = 0$ marks the decision boundary. Test set data are represented by circles, with red representing real class $t_n = -1$ and blue representing real class $t_n = 1$, and the class of prediction is determined by their corresponding background color. (c) Comparing the performance of quantum and classical classifiers on flow separation tasks via different indicators. Refer to Appendix C for the meaning of these indicators.

Attack angles classification

As illustrated in Fig.1, predicting the angle of attack is a critical problem. When the AOA increases, the flow separation zone expands gradually and finally causes the stall. The lift decreases abruptly and the aircraft gets out of control. Therefore, classifying the angle of attack is an important task for aerodynamics. We implement the multi-class qSVM for this task, and compare it with the classical counterpart, both
FIG. 3: Process for handling AOA classification. For angle classification, the first step is data sampling. Data are obtained from 106 pressure sensors and each measurement forms a vector $x_n \in \mathbb{R}^{106}$. Then the data is subjected to data dimensionality reduction through PCA, after which the vector reduces to $x_n \in \mathbb{R}^3$. In the next step, the data is shuffled in different orders and divided into 10 sets of training and test data. Each training set is sent to SVMs to train and test its classification accuracy, and then the average of 10 sets of accuracy is obtained. Next, by changing the parameters to maximize the average accuracy, we got the best parameters for the corresponding problem. In the test phase, five lowest energy solutions returned by the D-Wave Advantage system are combined to form the classifier, the process is repeated 10 times and the classification accuracy is output.

As the angle of attack after separation is much more difficult to distinguish than that before flow separation, the dataset we chose is the flow field data after flow separation, which was obtained via CFD simulation. Actually, we also classified the angle of attack before fluid separation. The accuracy of classification is very close to 100% for both cSVMs and qSVMs, and there is scarcely any difference in classification ability, so it is not shown in the article. The dataset consists of data with AOA from 14° to 20°, including 9 data at each angle. We classify the adjacent two degrees as one class while the data of 20° as one class alone, dividing the data set into four classes. Each data is reduced to three dimensions by PCA method for three dimensions by PCA method for the angle of attack of the flow field can be distinguishable in three dimensions.

We then divided the data into training data and test data, including 43 points and 20 points in three-dimensional space respectively. In order to better test the classification ability, we shuffle the data ten times and get different training sets and test sets. Each training data is trained separately to select the hyperparameters that maximize the average accuracy. The entire process is shown in Fig.3.

The multi-class qSVM used in this task consists of four binary qSVMs. For each classifier, five best solutions (labeled qSVM($B, K, \xi, \gamma, i$) for $i$ in range 0-4) are combined by averaging over the decision function to better exert the advantages of quantum annealing. This means the $a_n^{(i)}$, $b^{(i)}$ corresponding to each optimal solution will construct a decision function $f(x)^{(i)}$ (see Eq.(5)), and the decision function $F(x)$ of each classifier is the average of $f(x)^{(i)}$. We then predict the class of a test point $x$ by finding the classifier corresponding to the maximum decision function value and give the homologous forecast class.

After comparing the qSVM with traditional classifier which also uses one-against-all algorithm, we get the classification result shown as Fig. 4. It shows the classifier’s performance of the dataset shuffled in five different orders, denoted as G1, G2, G3, G4 and G5. We see the width for blue-green sectors in Fig. 4a is much narrower than in Fig.4b, suggesting that for a case of dataset G1, qSVM shows a higher accuracy for classifying AOA than cSVM.

We further show in Fig. 4c the quantitative results for different shuffled datasets ranging from G1 to G5, where qSVMs always get an accuracy no less than cSVMs. This shows that through the combination of several close-to-optimal solutions, qSVMs can distinguish different types of data more effectively. Since the prediction of the class in the multi-class problem is based on the value of the decision function $f(x)$ rather than its valence, this advantage can therefore be clearly observed. In addition, we found that the two classifiers didn’t have more serious classification errors outside the adjacent classes, which also shows the effectiveness of the classifiers.

It is worth to note that for qSVMs, the class of 20° data is prone to classification errors. For instance, the blue-green sector in Fig.4a is mis-classified to 20°, and similar scenarios happen in the cases of G2 and G3 shown in Appendix D.
Considering that there are fewer samples in the $20^\circ$ class than other classes, we suggest the unbalanced samples may add some challenges to qSVMs, possibly due to a demand on a suitable setting of bias $b$. We give more detailed explanation in Appendix E, and show that we can improve the performance for qSVM by adjusting and seeking for a bias $b$ that is suitable for the dataset.

**DISCUSSION AND CONCLUSION**

In conclusion, we applied the qSVMs to classification problems in fluid dynamics and demonstrated that qSVMs outperformed the classical classifiers for both the binary and the multi-class classification tasks. In detecting whether there is fluid separation, we exhibited that solving QP problem through quantum annealing can effectively realize the function of SVM. By introducing one-against-all algorithm, We built a multi-class qSVM and obtained better accuracy than the classical SVMs on the angle classification problem. The advantage originates from different solutions of the QP problem acquired by D-Wave quantum annealer and cSVM. Using several close-to-optimal solutions instead of the global optimum makes it possible to better generalize the distribution of different classes of points, and by using the value of the decision function to judge the class, the advantage is further amplified.

To improve the performance of qSVMs, there are several directions to try: the encoding method, the selection of bias $b$, and the embedding process. Since $\alpha_n$ can only take discrete $2^K$ values according to Eq. (A3), the appropriate encoding method has to be chosen according to the data characteristics so that the discrete variable solution $\{\alpha_n\}$ is as close as possible to the continuous variable solution $\{\alpha\}$. The difference between the solution obtained by the D-Wave system and the theoretical optimal solution leads to the adjustment of the bias selection. As for the embedding, it is a crucial aspect of mapping the problem under the D-Wave configuration. Note that the update of the D-Wave system makes the QPU structures alter, which in turn brings the update of the embedding, and the performance of the qSVMs will be varied by choosing different D-Wave solvers. The qSVM may further benefit from various recent progresses on quantum annealing techniques such as shortcuts to adiabaticity.

In addition, we have to admit that when faced with a large number of classification problems, the one-against-all algorithm will significantly reduce its classification ability due to the imbalance of the samples, and the multi-classifier based on the one-against-one algorithm will play a better role. However, the one-to-one algorithm often takes more time to process due to the increased number of classifiers, so the multi-classifier should be smartly selected according to the problem.

To sum up, a data-driven classification method is used to detect flow separation and airfoil stall, which is beneficial for aircraft design and flow control. Inspired by the initial successful application, the quantum computing methods can also be used in real-time detection of aerodynamic force in further study. In real-time flow control, only scattered measurement data is available, which is far from enough to accurately obtain the details of the flow field distribution on the aircraft and the aerodynamic force, i.e. lift and drag. Existing methods of pressure field reconstruction and aerodynamic force detection, i.e. neural network and numerical simulation, usually suffer from heavy data size and long computational time. In this regard, the quantum computing method can possibly provide a faster and more accurate solution. Apparently, there are few quantum computing methods used for on-line flow measurement and control in the past. Our proposed method may give assistance to on-line flow classification and control with other flow feature extraction methods, such as compressed sensing.
and proper orthogonal decomposition reduced-order model. This is exhilarating for flow real-time control with a wide range of application. With the enhancement of the computing power of quantum processors, the combination of quantum computing and various disciplines will become more prevalent, and the quantum advantages will be widely reflected.

1. Zhou, K.-W., Zhou, L.-L., Zhao, S.-M., Qiang, X.-Y., Liu, Y.-Z. & Wen, X. Data-driven method for flow sensing of aerodynamic parameters using distributed pressure measurements AIAA Journal 59, 9,3504–3516 (2021).
2. Tung, S., Maines, B., Jiang, F. & Tsao, T. Transonic Flow Separation Control by MEMS Sensors and Actuators 39th Aerospace Sciences Meeting and Exhibit AIAA 2001–0123 (2001).
3. Siauw, W.-L., Bonnet, J., Tensi, J. & Cattafesta, L. Physics of Separated Flow over a NACA 0015 Airfoil and Detection of Flow Separation 47th AIAA Aerospace Sciences Meeting AIAA 2009–144 (2009).
4. Ghouila-Houri, C., Gallas, Q., Garnier, E., Tabli, A., Pernod, P. & Viard, R. High temperature gradient wall shear stress micro-sensors for flow separation control AIAA Flow Control Conference, Georgia, USA (2018).
5. Le Provost, M. & Eldredge, D. Ensemble Kalman filter for vortex models of disturbed aerodynamic flows. Physical Review Fluids 6, 5, 050506 (2021).
6. Manohar, H., Morton, C. & Ziade, P. Sparse sensor-based cylinder flow estimation using artificial neural networks. Physical Review Fluids 7, 2, 024707 (2022).
7. Yuan, Y., Zhou, K., Zhou W., Wen X. & Liu, Y. Flow prediction using dynamic mode decomposition with time-delay embedding based on local measurement. Physics of Fluids 33, 9, 095109 (2021).
8. Buzzicotti, M., Bonaccorso, F., Clark Di Leoni, P. & Biferale, L. Reconstruction of turbulent data with deep generative models for semantic inpainting from TURB-Rot database. Physical Review Fluids 6, 5, 050503 (2021).
9. Wen, X., Li, Z., Peng, D., Zhou, W. & Liu, Y. Missing data recovery using data fusion of incomplete complementary data sets: A particle image velocimetry application. Physics of Fluids 31, 025105 (2019).
10. Lee, H., Simone, N., Su, Y., Zhu, Y., Ribeiro, R., Franck, J. & Breuer, K. Leading edge vortex formation and wake trajectory: Synthesizing measurements, analysis, and machine learning. Physical Review Fluids 7, 7, 074704 (2022).
11. Jiao, Y., Ling, F., Heydari, S., Heess, N., Merel, J. & Kanso, E. Learning to swim in potential flow. Physical Review Fluids 6, 5, 050505 (2021).
12. Mendible, A., Koch, J., Lange, H., Brunton, S., & Kutz, N. Data-driven modeling of rotating detonation waves. Physical Review Fluids 6, 5, 050507 (2021).
13. Ling, J. & Templeton, J. Evaluation of machine learning algorithms for prediction of regions of high Reynolds averaged Navier Stokes uncertainty Physics of Fluids 042032-94 (2015).
14. Wang, Q., Qian, W.-Q. & He, K.-F. Unsteady aerodynamic modeling at high angles of attack using support vector machines Chinese Journal of Aeronautics (3):10 (2015).
15. Shi, R.-H., Liu, L., Long, T., Wu, Y.-F & Tang, Y.-F. Filter-Based Sequential Radial Basis Function Method for Spacecraft Multidisciplinary Design Optimization AIAA Journal 1–13 (2018).
16. Tang, H., Pal, A., Wang, T.-Y., Qiao, L.-F., Gao, J. & Jin, X.-M. Quantum Computation for Pricing the Collateralized Debt Obligations Quantum Engineering 3, e84 (2021).
17. Jin, Y.-X. and Hu, J.-J. and Li, Q. and Luo, Z.-C. and Zhang, F.-Y. and Tang, H. and Qian, K. and Jin, X.-M. Quantum Deep Learning for Mutant COVID-19 Strain Prediction arXiv preprint arXiv:2203.03556 (2022).
18. Shi, R.-X., Tang, H. & Jin, X.-M. Training a quantum PointNet with Nesterov accelerated gradient estimation by projection NeurIPS 2020 The 1st QTML workshop Paper No.8 (2020).
19. Cao, Y.-D., Papageorgiou, A., Petras, I., Traub, J. & Kais, S. Quantum algorithm and circuit design solving the Poisson equation New Journal of Physics 15, 1,013021 (2013).
20. Arrazola, J. M., Kalajdzievski, T., Weedbrook, C. & Lloyd, S. Quantum algorithm for nonhomogeneous linear partial differential equations Physical Review A 100, 3,032306 (2019).
21. Childs, A. M. & Liu, J.-P. Quantum spectral methods for differential equations Communications in Mathematical Physics 375, 2,1427-1457 (2020).
22. Engel, A., Smith, G. & Parker, S. E. Quantum algorithm for the Vlasov equation Physical Review A 100, 6,062315 (2019).
23. Wang, S.-B., Wang, Z.-M., Li, W.-D., Fan, L.-X., Wei, Z.-Q. & Gu, Y.-J. Quantum fast Poisson solver: the algorithm and complete and modular circuit design Quantum Information Processing 19, 6,1-25 (2020).
24. Gaitan, F. Finding flows of a Navier–Stokes fluid through quantum computing npj Quantum Information 6, 1,1-6 (2020).
25. Huang, H. Y., Broughton, M., Mohseni, M. et al. Power of data in quantum machine learning Nature Communications 12, 2631 (2021).
26. Schuld, M., Sinayskiy, I. & Petruccione, F. An introduction to quantum machine learning Contemporary Physics 56, 2, 172–185 (2015)
27. Wang, L. J., Lin, J. Y. & Wu, S. J. Implementation of quantum stochastic walks for function approximation, two-dimensional data classification, and sequence classification Physical Review Research 4, 023058 (2022).
28. Rebertrost, P., Mohseni, M. & Lloyd, S. Quantum support vector machine for big data classification Physical Review Letters 113, 130503 (2014).
29. Schuld, M. & Killoran, N. Quantum machine learning in feature Hilbert spaces Physical Review Letters 122, 040504 (2018).
30. Haviček, V., Čôrcoles, A. D., Temme, K., Harrow, A. W., Kandala, A., Chow, J. M & Gambetta, J. M Supervised learning with quantum-enhanced feature spaces Nature 567, 209-212 (2019).
31. Kadowaki, T. & Nishimori, H. Quantum annealing in the transverse Ising model. Physical Review E 58, 5355 (1998).
32. Crosson, E. J. & Lidar, D. A. Prospects for quantum enhancement with diabatic quantum annealing. Nature Review Physics 3, 466-489 (2021).
33. Mott, A., Job, J., Vlaminct, J. -R., Lidar, D. & Spiriopulu, M. Solving a Higgs optimization problem with quantum annealing for machine learning. Nature 550, 375 (2017).
34. Li, R. Y., Di Felice, R., Rõhs, R. & Lidar, D. A Quantum annealing versus classical machine learning applied to a simplified computational biology problem. npj Quantum Information 4, 14 (2018).
35. Davis, A. Balanced k-means clustering on an adiabatic quantum
36. Willsch, D., Willsch, M., De Raedt, H. & Michielsen, K. Support vector machines on the D-Wave quantum annealer. Computer Physics Communications 248, 107006 (2020).

37. Press, W. H., Teukolsky, S. A., Vetterling, W. T & Flannery, B. Numerical recipes 3rd edition: The art of scientific computing. Cambridge university press (2007).

38. D-Wave Systems Inc, “D-Wave Ocean SDK”. https://github.com/dwavesystems/dwave-ocean-sdk.

39. Wilcox, D. C., et al. Turbulence modeling for CFD. DCW industries La Canada, CA (1998).

40. Willsch, D., Willsch, M., Gonzalez Calaza, C. D., De Raedt, H., Svensson, M. & Michielsen, K. Benchmarking Advantage and D-Wave 2000Q quantum annealers with exact cover problems. Quantum Information Processing 21, 1-22 (2022).

41. Hegade, N. N., Paul, K., Ding, Y.-C., Sanz, M., Al-barrán-Arriagada, F., Solano, E. & Chen, X. Shortcuts to adiabaticity in digitized adiabatic quantum computing. Physical Review Applied 15, 024038 (2021).
Appendix A: Calculation for QUBO

QUBO, an acronym for a Quadratic Unconstrained Binary Optimization problem, is a mathematical formulation that covers various Combinatorial Optimization problems found in finance, economics and machine learning. QUBO is an NP hard problem and is challenging for current algorithms to solve. However, with some specific embeddings that have already been applied to many classical problems (like Maximum cut, Graph coloring and the Partition problem), QUBO solvers can be used to solve some difficult optimization problems efficiently once they are put into the QUBO framework.

Both Ising model and QUBO have the binary quadratic formulation and they can be easily converted to each other. The Ising model is a kind of stochastic process model describing the phase transition of matter and is traditionally used in statistical mechanics. It uses the spins as variables, “spin up” (↑) and “spin down” (↓) states correspond to +1 and -1 values, respectively. Relationships between the spins are represented by couplings. The objective function of the Ising model is expressed as follows:

$$E_{\text{Ising}(\mathbf{s})} = \sum_{i=1}^{N} h_i s_i + \sum_{i=1}^{N} \sum_{j=i+1}^{N} J_{i,j} s_i s_j,$$  \hspace{1cm} (A1)

where \( h_i \) is the linear coefficient corresponding to the qubit bias, and \( J_{i,j} \) is the quadratic coefficient that represents the coupling strength.

The QUBO is defined by the optimization problem:

$$\text{minimize} \quad \mathbf{x}^T Q \mathbf{x},$$  \hspace{1cm} (A2)

where \( \mathbf{x} \in \{0, 1\}^n \) is a vector of binary variables and \( Q \) is an \( n \times n \) square matrix of constants. In general, the \( Q \) matrix is described as symmetric or upper triangular forms, without loss of generality:

Symmetric form: For all \( i \) and \( j \) except \( i = j \), replace \( q_{ij} \) by \((q_{ij} + q_{ji})/2\).

Upper triangular form: For all \( i \) and \( j \) with \( j > i \) replace \( q_{ij} \) by \((q_{ij} + q_{ji})\). Then replace all \( q_{ij} \) for \( j < i \) by 0. If the matrix is already symmetric, this just doubles the \( q_{ij} \) values above the main diagonal, and then sets all values below the main diagonal to 0.

Due to this structural similarity QUBO offers an opportunity for the application of quantum annealing, since the hardware foundation of D-Wave’s quantum annealing algorithm is built by Ising model. Because of the connection, QUBO has become one of the central problems of quantum computing and research.

For the QUBO used in our research, we took two steps to construct it for use on D-Wave quantum solver. In the first step, the problem was formulated as an objective function. To formulate the QP problem given in Eqs. (2)-(4), an encoding was used to adopt binary variables.

$$\alpha_n = \sum_{k=0}^{K-1} B^k a_{Kn+k},$$  \hspace{1cm} (A3)

where \( a_{Kn+k} \in \{0, 1\} \) are binary variables, \( K \) is the number of binary variables to encode \( \alpha_n \), and \( B \) is the base used for the encoding. On the basis of our parameter selection process, we found that \( K = 2 \) or \( 3 \) and some small \( B \) values are sufficient to get reasonable results. Through encoding, the QUBO form can effortlessly satisfies constraint in Eq. (3) by defining

$$C = \sum_{k=1}^{K} B^k.$$  \hspace{1cm} (A4)

After encoding, we introduce a multiplier \( \xi \) to include the second constraint given in Eq. (4) as a squared penalty term, and the QUBO form can be obtained.

$$E = \frac{1}{2} \sum_{mnk} a_{Kn+k} a_{Km+j} B^{m+k} a_{Kn+k} (x_m, x_n)$$

$$- \sum_{nk} B^k a_{Kn+k} + \frac{\xi}{2} \left( \sum_{nk} B^k a_{Kn+k} \right)^2$$

$$= \sum_{n,m=0}^{N-1} \sum_{k,j=0}^{N-1} a_{Kn+k} \tilde{Q}_{Km+j,Km+j} a_{Km+j},$$  \hspace{1cm} (A5)
where $\widetilde{Q}$ is a symmetric $KN \times KN$ matrix determined by

$$
\widetilde{Q}_{Kn+k,Kn+j} = \frac{1}{2} B^{k+j} t_{n} f_{m}(k(x_n, x_m) + \xi) - \delta_{nm} \delta_{ij} B^{k}.
$$

(A7)

Since the D-Wave system uses the upper triangular form to solve the QUBO problem, $\widetilde{Q}$ is substituted by $Q_{ij} = \widetilde{Q}_{ij} + \widetilde{Q}_{ji}$ for $i < j$ and $Q_{ii} = \widetilde{Q}_{ii}$.

The next step is to select a quantum solver and execute the task via the D-Wave system. In our work, we connected to the Advantage system 4.1 in North American sever. To execute the task, there still remains an essential process called embedding which aims at increasing logical connections between qubits. Because the objective function can be represented as a graph, it can be mapped to the QPU (linear coefficients to qubit biases and quadratic coefficients to coupler strengths). The QPU uses quantum annealing to seek for the minimum of the resulting energy landscape, which corresponds to the solution. Since the connection within the QPU in D-Wave Advantage system is given by the Pegasus topology, it is not guaranteed that all qubits can be mapped to the QPU (linear coefficients to qubit biases and quadratic coefficients to coupler strengths). The QPU uses quantum annealing to seek for the minimum of the resulting energy landscape, which corresponds to the solution. Since the connection within the QPU in D-Wave Advantage system is given by the Pegasus topology, it is not guaranteed that all qubits are well connected to each other, and through embedding the logical qubits are introduced and the connection is correspondingly enhanced. When the embedding process fails, one should gradually reduce the number of nonzero couplers until the embedding is found. D-Wave Ocean SDK provides a module named Embedding Composite and can automatically generate qubit embeddings.

### Appendix B: Experimental Setup of the real data

The data was provided to us on request. The experiment was performed in a 1000mm long open-circuit wind tunnel with a cross section of 300 × 300mm². The airfoil model NACA0018 was fixed at the middle height of the test section. The average freestream velocity $U_{\infty}$ was maintained at 10, 13, and 17m/s to study the characteristics of flow at different Reynolds numbers. The angle of attack was adjusted in the range $\alpha = 0 \rightarrow 9^\circ$ by turning the rotary table. When $\alpha \leq 10^\circ$, the resolution of $\alpha$ is $2^\circ$, and when $\alpha > 10^\circ$, the resolution of $\alpha$ is $1^\circ$. In this way, the variation of $\alpha$ results in 15 cases under every freestream velocity.

A chordal separation pressure tap is arranged on the upper wing surface of the model to accurately detect the separation. Totally 10 pressure taps are distributed nonlinearly on the section at the midspan of the airfoil model. The differential pressure was measured during the experiment and used for calculation. More details about the experimental setup are provided in Zhou et al.

The CFD simulation is based on the airfoil NACA63−018, the blue outline shown in Fig.A1 represents the airfoil profile. A total of 106 pressure measuring points marked with red circle are evenly distributed on the whole wing surface, and 53 pressure measuring points are set on the upper and lower wing surfaces respectively. The angle of attack was adjusted in the range $\alpha = 0 \rightarrow 20^\circ$ successively, where the resolution of $\alpha$ is $1^\circ$. The freestream velocity ranged from 40m/s to 120m/s, where the resolution is 10m/s. As such, we had 189 simulated cases in total to study the characteristics of the flow.

ANSYS Fluent is used as the solver for 2D simulation calculation. The calculated airfoil chord length is 450mm, and the calculated external field size is set to 10 times of the chord length. The grid adopts O-shaped structured grid. The length of the first layer of grid is calculated according to the and $y+$ conditions, and the grid at the leading edge of the airfoil is encrypted. The grid independence is verified before calculation. In the setting of solution conditions, the turbulence model is SST $k-\omega$. the turbulence degree is taken as 2%. The Sutherland equation is selected as the viscosity equation. The calculation is based on the implicit algorithm with density basis. All spatial resolutions are set as second-order difference. The whole simulation calculation is completed by the workstation of the Supercomputing Center of Shanghai Jiao Tong University.

![FIG. A1: Schematic diagram of airfoil NACA63−018 and simulated pressure measuring point.](image)

### Appendix C: Indicators of binary classification

For binary classification problems, there are several indicators to comprehensively evaluate the classification: Accuracy = $(TP+TN)/(TP+TN+FP+FN)$ indicates the proportion of correctly predicted samples in all samples, Precision = $TP/(TP+FP)$
indicates the proportion of correctly predicted samples in predicted positive samples, Recall = TP/(TP+FN) indicates the number of correctly predicted data in those data whose real category is positive, F1-score = 2·Precision · Recall/(Precision+Recall) indicates the harmonic mean of Precision and Recall. All indicators are derived from Confusion Matrix, which is the most basic and intuitive method to measure the accuracy of classification models. It can effectively visualize the accuracy of the classification model corresponding to each category, especially when the number of classification data is unbalanced. The Confusion Matrix has the following form:

TABLE A1: Confusion Matrix. The columns of the confusion matrix represent the predicted classes and the rows represent the actual classes. The values on the diagonal represent the number or ratio of correct predictions, the off-diagonal elements are the parts that were predicted incorrectly. Therefore the diagonal values of the confusion matrix are expected to be as high as possible, indicating more correct predictions.

| Real class | Prediction class | $\tilde{t}_n = 1$ | $\tilde{t}_n = -1$ |
|------------|------------------|-------------------|-------------------|
| $t_n = 1$  | True Positive (TP) | False negative (FN) |
| $t_n = -1$ | False Positive (FP) | True negative (TN) |

FIG. A2: Data and results of AOA classification. (a)-(d) correspond to the classification results of the G2-G5 dataset in the main text. Again, the width of the sector represents the amount of data, the sector with the largest radius represents the correctly classified data, the middle sector represents the data classified to the adjacent class, and the sector with the smallest radius represents the classification results to the wrong category other than the adjacent class. (e)-(h) represent the distribution of the training set of G2-G5 under the 3D feature space.
Appendix D: Result of AOA classification

In this part we present the data shuffled in different orders in the AOA classification and the corresponding classification results. As described in the main text on the process of handling AOA classification, the dataset is obtained from CFD simulation. For the data before the flow field separation, we found that the classification accuracy of different classifiers is very high, hence the classification is not difficult and its result is not displayed in the article. We use the actual data after flow separation with AOA from 14° to 20°, where $D = \{(x \in R^{106}, t_n = 0, 1, 2, 3), n = 0 \cdot \cdot \cdot , 62\}$. After PCA processing, the dataset is reduced to three dimensions to reduce the computational overload. The distribution of the obtained Training set in 3D feature space is shown in FIG.A2(e)-(h). The more mixed data points means the more difficult to classify and the classification results by different classifiers are shown in Fig.A2(a)-(d).

Appendix E: Adjusting the bias for qSVMs

As the solutions returned by the quantum annealer are some close-to-optimal solutions, which are not strictly equal to the global minimum $\{a_n\}$, it is necessary to adjust the bias determined by Eq.(6). We found that this deviation is obvious in unbalanced samples, so we adjusted the bias of qSVM for distinguishing 20°, and improved the classification ability of qSVMs.

Since other parameters are not constrained by bias $b$, $b$ can be adjusted independently without requiring a new training of qSVM, and we finally get the $b^*$ that makes the training set the most accurate. We select it in the range of one near bias, and find $b^* = b + 0.5$ to effectively improve the accuracy of training set. The adjusted classification results of qSVMs are shown in Fig. A3.

![FIG. A3: Classification accuracy of qSVMs after adjusting the bias. $b = -0.26$ and $b^* = 0.24$. After adjusting the bias, the accuracy of qSVMs is improved to 0.81 and the standard deviation is 0.708. Other parameters remain unchanged.](image-url)