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Abstract

We study the focusing NLS equation in $\mathbb{R}^N$ in the mass-supercritical and energy-subcritical (or intercritical) regime, with $H^1$ data at the mass-energy threshold $\mathcal{M}(u_0) = \mathcal{M}(Q)$, where $Q$ is the ground state. Previously, Duyckaerts-Merle studied the behavior of threshold solutions in the $H^1$-critical case, in dimensions $N = 3, 4, 5$, later generalized by Li-Zhang for higher dimensions. In the intercritical case, Duyckaerts-Roudenko studied the threshold problem for the 3d cubic NLS equation.

In this paper, we generalize the results of Duyckaerts-Roudenko for any dimension and any power of the nonlinearity for the entire intercritical range. We show the existence of special solutions, $Q^\pm$, besides the standing wave $e^{it}Q$, which exponentially approach the standing wave in the positive time direction, but differ in its behavior for negative time. We classify all solutions at the threshold level, showing either blow-up occurs in finite (positive and negative) time, or scattering in both time directions, or the solution is equal to one of the three special solutions above, up to symmetries. Our proof extends to the $H^1$-critical case, thus, giving a different and more unified approach than the Li-Zhang result.

These results are obtained by studying the linearized equation around the standing wave and some tailored approximate solutions to the NLS equation. We establish important decay properties of functions associated to the spectrum of the linearized Schrödinger operator, which, in combination with modulational stability and coercivity for the linearized operator on special subspaces, allows us to use a fixed-point argument to show the existence of special solutions. Finally, we prove the uniqueness by studying exponentially decaying solutions to a sequence of linearized equations.
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1 Introduction

We consider the focusing energy-subcritical nonlinear Schrödinger (NLS) equation in $H^1(\mathbb{R}^N)$, $N \geq 1$,

$$\begin{cases}
i \partial_t u + \Delta u + |u|^{p-1}u = 0, \\
u(x,0) = u_0(x) \in H^1(\mathbb{R}^N),
\end{cases}\tag{1.1}$$

where $1 + \frac{4}{N} < p < 2^* - 1 := \begin{cases} 1 + \frac{4}{N-2}, \quad N \geq 3, \\
+\infty, \quad N = 1, 2.\end{cases}$

When $N \geq 3$, we also consider the focusing energy-critical nonlinear Schrödinger equation in $\dot{H}^1(\mathbb{R}^N)$ with nonlinearity power $p_c := \frac{N+2}{N-2}$

$$\begin{cases}
i \partial_t u + \Delta u + |u|^{p_c-1}u = 0, \\
u(x,0) = u_0(x) \in \dot{H}^1(\mathbb{R}^N).
\end{cases}\tag{1.2}$$

The equation (1.1) is considered in the inhomogeneous space $H^1(\mathbb{R}^N)$ with the norm $\|f\|_{H^1} := \|f\|_{L^2} + \|\nabla f\|_{L^2}$, while (1.2) is studied in the homogeneous Sobolev space $\dot{H}^1(\mathbb{R}^N)$ with the norm $\|f\|_{\dot{H}^1} := \|\nabla f\|_{L^2}$.

Note that (1.1) and (1.2) are invariant under scaling. Namely, if $u$ is a solution, then

$$u_\delta(x,t) = \delta^{2\frac{2}{p-1}} u(\delta x, \delta^2 t)$$

is also a solution to the same equation, for any $\delta > 0$. Computing the homogeneous $\dot{H}^s(\mathbb{R}^N)$ norm yields

$$\|u_\delta(\cdot,0)\|_{\dot{H}^s} = \delta^{s - \left(\frac{N}{2} - \frac{2}{p-1}\right)} \|u(\cdot,0)\|_{\dot{H}^s}.$$ 

Hence, the scale-invariant norm is $\dot{H}^{s_c}(\mathbb{R}^N)$, where

$$s_c = \frac{N}{2} - \frac{2}{p-1}.$$ 

The conditions on $p$ are equivalent to $0 < s_c < 1$ in (1.1), and to $s_c = 1$ in (1.2).

In addition to scaling invariance, the equations (1.1) and (1.2) exhibit several symmetries, such as, space translation, time translation, phase rotation and time-reversal. Indeed, if $u(x,t)$ is such a solution, so is

$$e^{i\theta_0} u(x + x_0, t + t_0) \text{ or } e^{-i\theta_0} \bar{u}(x + x_0, t + t_0),$$

with $(\theta_0, x_0, t_0) \in [0, 2\pi) \times \mathbb{R}^N \times \mathbb{R}$.

All these symmetries leave the $\dot{H}^{s_c}$ norm invariant. Another symmetry that does not have this characteristic is the Galilean boost, given by

$$e^{ix \cdot \xi_0 - it|\xi_0|^2} u(x - 2\xi_0 t, t), \quad \xi_0 \in \mathbb{R}^N.$$ 

Moreover, if $u_0 \in \dot{H}^1(\mathbb{R}^N)$, solutions to (1.1) and (1.2) conserve the energy

$$E(u(t)) := \frac{1}{2} \int |\nabla u(t)|^2 - \frac{1}{p+1} \int |u(t)|^{p+1} = E(u_0),$$
and whenever \( u_0 \) belongs to \( L^2(\mathbb{R}^N) \), the mass
\[
M(u(t)) := \int |u(t)|^2 = M(u_0)
\]
and the momentum
\[
P(u(t)) := \text{Im} \int \bar{u}(t) \nabla u(t) = P(u_0)
\]
are also conserved.

The Cauchy problem for (1.1) was first studied by Ginibre and Velo [17]. Namely, for initial data \( u_0 \in H^1(\mathbb{R}^N) \), there exists a non-empty maximal interval \( I \) and a unique local-in-time solution \( u : \mathbb{R}^N \times I \to \mathbb{C} \) that belongs to \( C^0_t H^1_x(\mathbb{R}^N \times J) \) for every compact interval \( J \subset I \). Moreover, the map \( u_0 \mapsto u \) is uniformly continuous and \( u \) satisfies the Duhamel formula
\[
u(t) = e^{it\Delta}u_0 + \int_0^t e^{i(t-s)\Delta} |u|^{p-1} u(s) \, ds
\]
for all \( t \in I \). The solution is also known to be in \( L^q_t W^{1,r}_x(\mathbb{R}^N \times J) \) for any Strichartz pair \((q,r)\) (see Section 2).

In the energy-critical case, the Cauchy problem for (1.2) was first considered by Cazenave and Weissler [7]. They proved that, for initial data \( u_0 \in \dot{H}^1 \), there exists a unique solution defined on a maximal non-empty interval \( I \), satisfying the corresponding Duhamel formula and belonging to \( C^0_t \dot{H}^1_x(\mathbb{R}^N \times J) \cap L^{2(N+2)/(N-2)}(\mathbb{R}^N \times J) \) for every compact interval \( J \subset I \). Later works [10, 34, 39] proved that the map from the initial data to the solution is also uniformly continuous.

The impossibility to extend the solution to all times is related to the concept of finite-time blow-up. We say that a solution to (1.1) blows up in finite positive time \( T > 0 \) if
\[
\lim_{t \to T} \|\nabla u(t)\|_{L^2} = +\infty.
\]
For the energy-critical case, given that the scale-invariant norm is \( \dot{H}^1(\mathbb{R}^N) \), this criterion is not enough to preclude the possibility of continuing the solution. Rather, we say that a solution to (1.2) blows up in finite positive time \( T > 0 \) if
\[
\int_0^T \int |u(x,t)|^{2(N+2)/(N-2)} \, dx \, dt = +\infty.
\]
In a similar way, blow-up in finite negative time is defined.

Solutions to (1.1) and (1.2) can also exhibit a scattering behavior in the energy space. We say that a solution to (1.1) scatters forward in time if it is defined for any \( t \in [0, +\infty) \) and there exists \( \psi \in H^1(\mathbb{R}^N) \) such that
\[
\lim_{t \to +\infty} \|u(t) - e^{it\Delta} \psi\|_{H^1} = 0.
\]
In the energy-critical case, the definition is the same, except that the \( \dot{H}^1(\mathbb{R}^N) \) norm is used instead. Scattering backward in time is defined analogously.

The \( L^{2(N+2)/(N-2s_c)}_{t,x} \) norm also plays an important role in the scattering theory (see, for instance, Cazenave [6, Chapter 7]): solutions to either (1.1) or (1.2) defined on the time interval \([0, +\infty)\) scatter forward in time if
\[
\int_0^{+\infty} \int |u(x,t)|^{2(N+2)/(N-2s_c)} \, dx \, dt < +\infty.
\]
By the time-reversal symmetry a similar scattering criterion backward in time can be obtained.

Besides finite-time blow-up and scattering, there is the concept of standing waves. Consider the elliptic equation

$$\Delta \psi - (1 - s_c)\psi + |\psi|^{p-1}\psi = 0. \quad (1.3)$$

It is known that, for $s_c < 1$, this equation admits the unique radial, positive solution in $H^1(\mathbb{R}^N)$, which we call the ground state and denote by $Q = Q_{p,N}$ (see Strauss [30], Berestycki, Lions and Peletier [1], Kwong [28] and also Tao [38, Appendix B] for a textbook exposition). If $Q$ solves (1.3), then the standing wave

$$u(x, t) = e^{it}Q(x)$$

is a solution to (1.1) that neither blows up in finite time, nor scatters, in any time direction. On the other hand, if $s_c = 1$, since the equation (1.3) is invariant by scaling, the radial positive solution to (1.3) is not unique. In this case, an explicit solution is given by

$$Q_{\frac{2N}{N-2},N}(x) := \frac{1}{(1 + \frac{|x|^2}{N(N-2)})^{\frac{N-2}{2}}}.$$ 

This solution is commonly denoted by $W$, and we shall often do so.

A simple calculation shows that $W \in \dot{H}^1(\mathbb{R}^N)$ for any $N \geq 3$, and that $W \in L^2(\mathbb{R}^N)$ if and only if $N \geq 5$. As its subcritical counterpart, the static solution $u(x, t) = W(x)$ to (1.2) neither blows up in finite time, nor scatters, in any time direction.

Also, the following Pohozaev identities follow from (1.3)

$$\int |Q|^{p+1} = \frac{2(p + 1)}{N(p - 1)} \int |\nabla Q|^2,$$

$$\int |Q|^2 = \frac{(N - 2)(p + 1) - 4}{(1 - s_c)N(p - 1)} \int |\nabla Q|^2, \text{ if } 0 < s_c < 1. \quad (1.4)$$

**Remark 1.1.** The choice of the constant $(1 - s_c)$ in (1.3) is only for convenience. If $s_c < 1$ we can modify $Q$ and replace $(1 - s_c)$ by any positive constant by scaling. Similarly, if $s_c = 1$, the choice of $Q_{\frac{2N}{N-2},N} = W$ is arbitrary, and we could have used any rescaled version of $W$. Since we will state our results up to a constant scaling (among other symmetries), there is no loss of generality.

The works of Weinstein [42] in the case $0 < s_c < 1$ and of Aubin [2] and Talenti [37] for $s_c = 1$ give the characterization of the ground state as the minimizer of

$$\|f\|_{L^{p+1}}^{p+1} \leq C_{N,p} \|\nabla f\|_{L^2}^{\frac{N(p-1)}{2}} \|f\|_{L^2}^{2 - \frac{(N-2)(p-1)}{2}}, \quad (1.5)$$

with equality if and only if $f(x) = e^{i\theta_0}Q(x + x_0)$, if $0 < s_c < 1$, or $f(x) = e^{i\theta_0}W(\lambda_0 x + x_0)$, if $s_c = 1$, for some $\theta_0 \in [0, 2\pi)$, $x_0 \in \mathbb{R}^N$ and $\lambda_0 > 0$. Here, $C_{N,p}$ is the sharp constant of the inequality (1.5). In the subcritical case, the inequality (1.5) is known as (one version of) the Gagliardo-Nirenberg inequality, and in the energy-critical case, it reduces to the classical Sobolev inequality.

The ground state is also associated with the threshold for a dichotomy between finite-time blow-up and scattering. The behavior of solutions below the ground state level are now well understood for both focusing energy-critical and energy-subcritical nonlinear Schrödinger equation. Indeed, for the
Cauchy problem \((1.2)\), solutions with \(E(u_0) < E(W)\) were considered by Kenig and Merle \([26]\) in the radial setting for \(N = 3, 4\) and \(5\), introducing the concentration-compactness and rigidity approach for dispersive models. They showed that if \(\|\nabla u_0\|_{L^2} < \|\nabla W\|_{L^2}\), then the corresponding solution exists globally in time and scatters in both time directions. On the other hand, if \(\|\nabla u_0\|_{L^2} > \|\nabla W\|_{L^2}\), then the corresponding solution blows up in finite positive and negative times (provided it’s radial or of finite variance). Later, Killip and Visan \([27]\) extended this result for \(N \geq 5\), removing the radial assumption. For the Cauchy problem \((1.1)\), this problem was studied by Holmer and Roudenko \([22]\) in the 3d cubic radial case. In \([21]\) for \(0 < s_c < 1\), they consider the following scale-invariant quantities

\[
\mathcal{M}E(u(t)) = \frac{M(u(t))^{\frac{1-s_c}{s_c}} E(u(t))}{M(Q)^{\frac{1-s_c}{s_c}} E(Q)} = \mathcal{M}E(u_0),
\]

and

\[
\mathcal{M}G(u(t)) = \frac{\|u_0\|_{L^2}^{\frac{1-s_c}{s_c}} \|\nabla u(t)\|_{L^2}}{\|Q\|_{L^2}^{\frac{1-s_c}{s_c}} \|\nabla Q\|_{L^2}}.
\]

Based on the concentration-compactness and rigidity approach, in \([21]\) they proved that if \(\mathcal{M}E(u_0) < 1\) and \(\mathcal{M}G(u_0) < 1\), then the corresponding solution exists globally in time and scatters in both time directions. In \([21]\) they also proved that if \(\mathcal{M}E(u_0) < 1\), \(\mathcal{M}G(u_0) > 1\) and either \(u_0\) is radial or \(|x|u_0 \in L^2(\mathbb{R}^N)\), then the corresponding solution blows up in both finite positive and negative times\(^1\) establishing the dichotomy result in the 3d cubic radial case. Later Duyckaerts, Holmer and Roudenko \([22]\) removed the radial assumption in the scattering result. Fang, Xie and Cazenave \([14]\) and Guevara \([19]\) (see also Guevara and Carreon \([18]\)) extended this result to all intercritical ranges and dimensions.

This dichotomy does not hold above the ground state mass-energy threshold. In \([20]\), Holmer, Platte and Roudenko proved blow-up criteria that included solutions above the mass-energy threshold. In \([13]\), Duyckaerts and Roudenko showed, for \(0 < s_c \leq 1\), the existence of asymmetric behavior in time of solutions to the NLS equation that are above the threshold and that scatter in one time direction and blow-up in finite time in the other time direction (in fact, they showed that it suffices to multiply the ground state by a quadratic phase to produce such a result). Moreover, they proved a dichotomy-type result above the mass-energy threshold with some conditions on the variance of the initial data.

At the threshold level, there exists a richer dynamics for the asymptotic behavior of solutions. Indeed, for the focusing energy-critical NLS equation, this problem was first considered by Duyckaerts and Merle \([11]\), in the radial case for \(N = 3, 4\) and \(5\). In particular, they proved the existence of special solutions that approach \(W\) as \(t \to +\infty\) and either blow-up or scatter as \(t \to -\infty\). Later Li and Zhang \([29]\) studied the case \(N \geq 6\). For the focusing energy-subcritical nonlinear Schrödinger equation, Duyckaerts and Roudenko \([12]\) treated the 3d cubic case. The main goal of this paper is to generalize the results in \([12]\) to the entire intercritical range \(0 < s_c < 1\). More precisely, we prove the following.

**Theorem 1.2** (Energy-subcritical case). For \(N \geq 1\), there exist two radial solutions \(Q^+\) and \(Q^-\) to \((1.1)\) in \(H^1(\mathbb{R}^N)\) such that

\(^1\)If \(u_0\) is nonradial and has infinite variance, then there exists a sequence of times \(\{t_n\}\) such that \(\|\nabla u(t_n)\|_{L^2} \to +\infty\), as shown by Holmer and Roudenko in \([23]\).
There are two major difficulties in extending the previous results. The first one is to deal with low powers of the parameter $p$. Since our proof can be readily applied to the energy-critical case, we also state and prove similar results for $s > N/6$. Note that $p_c \leq 2$ happens exactly when $N \geq 6$, which again implies that the nonlinearity is not twice real-differentiable. We have the following.

**Theorem 1.3** (Energy-subcritical case). For $N \geq 1$, let $u$ be a solution to (1.1) such that $\mathcal{M}E(u_0) = 1$. Then, the following holds.

- If $\mathcal{M}G(u_0) < 1$, then $u$ is defined for all times. Moreover, either $u$ scatters in both time directions, or $u = Q^-$ up to the symmetries of the equation.
- If $\mathcal{M}G(u_0) = 1$, then $u = Q$ up to the symmetries of the equation.
- If $\mathcal{M}G(u_0) > 1$ and $u_0$ is either radial or $|x|u_0 \in L^2(\mathbb{R}^N)$, then either $u$ blows up in finite positive and negative time, or $u = Q^+$ up to the symmetries of the equation.

There are two major difficulties in extending the previous results. The first one is to deal with low powers of the parameter $p$. If $p < 3$, then the nonlinearity $|u|^{p-1}u$ is not a smooth function of $(u, \bar{u})$. Moreover, as the power of the nonlinearity is not an odd integer, the difference $|u|^{p-1}u - |v|^{p-1}v$ cannot be written as a polynomial. Therefore, we cannot use the same estimates as in [12], as they rely heavily on $H^s(\mathbb{R}^N)$ estimates, for large values of $s$. Moreover, if $p \leq 2$, then the nonlinearity is not twice real-differentiable. In order to perform the necessary estimates, we employ the fractional calculus tools introduced by Christ and Weinstein [9] and Visan [40].

Another problem arises from the fast decay of the ground state $Q$. When constructing the solutions $Q^\pm$, we must deal with some estimates that involve terms of the form $\|Q^{-1}f\|_L^\infty$. Even though $(Q^{-1}f)(x)$ is pointwise defined for any function $f$, the exponential decay of $Q$ makes it harder to obtain good estimates. Therefore, we have to carefully study the desired functions $f$ to ensure that they have the necessary decay. We establish the decay via several bootstrap arguments, and by making use of resolvent convolution kernels associated to the corresponding elliptic equations.

It is worth mentioning that, in order to prove the classification in Theorems 1.2 and 1.3, one has to change the orthogonality conditions that were used in [12], as in the lower dimensions they would not necessarily ensure coercivity. See Remark 3.4 and the proof of Lemma 3.5 for details.

Since our proof can be readily applied to the energy-critical case, we also state and prove similar results for $s_c = 1$ and $N \geq 6$. Note that $p_c \leq 2$ happens exactly when $N \geq 6$, which again implies that the nonlinearity is not twice real-differentiable. We have the following.

**Theorem 1.4** (Energy-critical case). Let $N \geq 6$. There exist two radial solutions $W^+$ and $W^-$ to (1.2) in $H^1(\mathbb{R}^N)$ such that

- $E[W^+] = E[W]$, $W^\pm$ is defined at least in $[0, +\infty)$ and there exist $C, e_0 > 0$ such that $\|W^\pm(t) - W\|_{H^1} \leq Ce^{-e_0t}$ for all $t \geq 0$,
- $\|\nabla W_0^+\|_2 > \|\nabla W\|_2$ and $W^+$ blows-up in finite negative time,
• $\|\nabla W_0^-\|_2 < \|\nabla W\|_2$ and $W^-$ is globally defined and scatters backward in time.

**Theorem 1.5** (Energy-critical case). For $N \geq 6$, let $u$ be a radial solution to (1.2) such that $E(u_0) = E(W)$. Then, the following holds.

- If $\|u_0\|_{H^1} < \|W\|_{H^1}$, then $u$ is defined for all times. Moreover, either $u$ scatters in both time directions, or $u = W^-$ up to the symmetries of the equation.
- If $\|u_0\|_{H^1} = \|W\|_{H^1}$, then $u = W$ up to the symmetries of the equation.
- If $\|u_0\|_{H^1} > \|W\|_{H^1}$, and $u_0 \in L^2$, then either $u$ blows-up in finite positive and negative time, or $u = W^+$ up to the symmetries of the equation.

The last two theorems were originally proved by Li and Zhang [29], by means of weighted Sobolev estimates. Since our approach is considerably different from [29], we include our proofs in this paper.

**Remark 1.6.** By scaling, the condition $\mathcal{M}E(u_0) = 1$ can be read, without loss of generality, as

\[
\begin{align*}
M(u_0) &= M(Q) \\
E(u_0) &= E(Q).
\end{align*}
\]

Indeed, considering $u_{0, \delta}(x) = \delta^{2-\sigma} u_0(\delta x)$, with $\delta = (M(u_0)/M(Q))^{\frac{1}{2-\sigma}}$, gives the above condition for $u_{0, \delta}$. Similarly, the condition

\[
\mathcal{M}G(u_0) < 1
\]

(resp. “$=$”, “$>$”) can be read as

\[
\|\nabla u_0\|_{L^2} < \|\nabla Q\|_{L^2}
\]

(resp. “$=$”, “$>$”). Unless stated otherwise, we shall adopt this simplification throughout the whole paper.
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**2 Notation and preliminaries**

We will need the following tools from Harmonic Analysis.

**Lemma 2.1** (Sobolev inequality, see Stein [35]). If $0 < \rho - \sigma < N$, $1 < q < p < \infty$, and

\[
\frac{1}{p} = \frac{1}{q} - \frac{\rho - \sigma}{N},
\]
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then the following estimate holds

\[ \|D^s u\|_{L^p(\mathbb{R}^N)} \leq C\|D^p u\|_{L^q(\mathbb{R}^N)}, \]

**Lemma 2.2** (Leibniz rule, see Christ and Weinstein [9]). Let \( s \in (0, 1) \), \( p_j, q_j \in (1, \infty) \), with \( \frac{1}{p} = \frac{1}{p_j} + \frac{1}{q_j} \), \( j = 1, 2 \). Then

\[ \|D^s (fg)\|_{L^p(\mathbb{R}^N)} \leq C \left( \|D^s f\|_{L^p_1(\mathbb{R}^N)} \|g\|_{L^{q_1}_1(\mathbb{R}^N)} + \|f\|_{L^{p_2}(\mathbb{R}^N)} \|D^s g\|_{L^{q_2}(\mathbb{R}^N)} \right). \] (2.1)

**Lemma 2.3** (Fractional chain rule for Hölder continuous functions, see Visan [40]). Let \( F \) be a Hölder continuous function of order \( 0 < \alpha < 1 \). Then, for every \( 0 < s < \alpha \), \( 1 < p < \infty \), and \( \frac{s}{\alpha} < \nu < 1 \) we have

\[ \|D^s F(u)\|_{L^p(\mathbb{R}^N)} \leq C \|u^{\alpha - \frac{s}{\alpha}}\|_{L^p_1(\mathbb{R}^N)} \|D^\nu u\|_{L^{p_1}(\mathbb{R}^N)}^{\frac{s}{\nu}}, \] (2.2)

provided \( \frac{1}{p} = \frac{1}{p_1} + \frac{1}{q_1} \) and \( (1 - \frac{s}{\alpha}) p_1 > 1 \).

**Lemma 2.4** (Kato-Strichartz inequalities, see Cazenave [6], Kato [24], Foschi [15], Keel and Tao [25]). Let \( N \geq 1 \), \( I \subset \mathbb{R} \) and \( 1 \leq q_i, r_i \leq \infty \), \( i = 1, 2 \). If the pairs \((q_1, r_1)\) and \((q_2, r_2)\) satisfy

\[ \frac{1}{q_i} < N \left( \frac{1}{2} - \frac{1}{r_i} \right) \text{ or } (q_i, r_i) = (\infty, 2), \quad i = 1, 2, \]

and:

- If \( N = 2 \), we require that \( r_1, r_2 < +\infty \),
- If \( N > 2 \), we consider two subcases
  - non sharp case:
    \[ \frac{1}{q_1} + \frac{1}{q_2} < 1, \]
    \[ \frac{N - 2}{r_1} \leq \frac{N}{r_2}, \quad \frac{N - 2}{r_1} \leq \frac{N}{r_2}, \]
  - sharp case:
    \[ \frac{1}{q_1} + \frac{1}{q_2} = 1, \]
    \[ \frac{N - 2}{r_1} < \frac{N}{r_2}, \quad \frac{N - 2}{r_1} < \frac{N}{r_2}, \]
    \[ \frac{1}{r_1} \leq \frac{1}{q_1}, \quad \frac{1}{r_2} \leq \frac{1}{q_2}. \]

Then the following estimate holds

\[ \left\| \int_{s>t} e^{i(t-s)} \Delta F(s) \, ds \right\|_{L^p_1 L^q_1} + \left\| \int_{s<t} e^{i(t-s)} \Delta F(s) \, ds \right\|_{L^p_1 L^q_1} \lesssim \|F\|_{L^p_1 L^q_1} \|F\|_{L^p_2 L^q_2}. \]
Definition 2.5. We say that the pair \((q, r)\) is \(H^s\)-admissible if \(2 \leq q, r \leq +\infty\), \((q, r, N) \neq (2, \infty, 2)\), and
\[
\frac{2}{q} + \frac{N}{r} = \frac{N}{2} - s.
\]

If \(s = 0\), we say that the pair \((q, r)\) is \(L^2\)-admissible.

We define Strichartz norms for the energy-critical and intercritical cases separately.

**Definition 2.6 (Critical case).** Let \(I\) be a (possibly unbounded) time interval. Given \(0 < \varepsilon \ll \frac{4}{N-2}\), \(N \geq 6\), define the spaces
\[
S(\dot{H}^1, I) = L_I^\infty L_x^\frac{2N}{N-2},
\]
\[
S(\dot{H}^{1-\varepsilon}, I) = L_I^\infty L_x^\frac{2N}{N-2} \cap L_I^4 L_x^{\frac{2N}{N-2}} \cap L_I^4 L_x^{\frac{2N(N-2)}{N(N-4)+4\varepsilon}},
\]
\[
S'(\dot{H}^{-(1-\varepsilon)}, I) = L_I^2 L_x^\frac{2N}{N+2},
\]
\[
S(L^2, I) = \left\{ L_I^4 L_x^2 \mid (q, r) \text{ is } L^2 \text{ - admissible} \right\},
\]
\[
S'(L^2, I) = L_I^2 L_x^\frac{2N}{N+2}.
\]

Remark 2.7. In particular, we make use of the following spaces in \(S(L^2, I)\):
\[
L_I^\infty L_x^2, L_I^2 L_x^\frac{2N}{N-2}, L_I^\frac{2N}{N-2} L_x^\frac{2N(N-2)}{N(N-4)+4\varepsilon}, L_I^2 L_x^{\frac{2N}{N-2}}, L_I^\frac{2N}{N-2} L_x^\frac{2N}{N-4}, \text{ and } L_I^\frac{16}{(N-2)} L_x^\frac{8N}{N(N-2)}. \]

Remark 2.8. By Sobolev embedding, if \(f \in S(\dot{H}^1, I) \cap \nabla^{-1} S(L^2, I)\),
\[
\|f\|_{S(\dot{H}^1, I)} + \|D^2 f\|_{S(\dot{H}^{1-\varepsilon}, I)} \lesssim \|\nabla f\|_{S(L^2, I)},
\]
and by Kato-Strichartz estimates, non sharp case,
\[
\left\| \int_{s > t} e^{i(t-s)\Delta} F(s) \, ds \right\|_{S(L^2, I)} \lesssim \|F\|_{S'(L^2, I)},
\]
\[
\left\| \int_{s > t} e^{i(t-s)\Delta} F(s) \, ds \right\|_{S(\dot{H}^{1-\varepsilon}, I)} \lesssim \|F\|_{S'(H^{-(1-\varepsilon)}, I)}.
\]

Remark 2.9. Note that the pair in \(S(\dot{H}^1, I)\) is \(\dot{H}^1\)-admissible, the pairs in \(S(\dot{H}^{1-\varepsilon}, I)\) are \(\dot{H}^{1-\varepsilon}\) admissible, the pairs in \(S(L^2, I)\) and in the dual space of \(S'(L^2, I)\) are \(L^2\)-admissible, and the pair corresponding to the dual space of \(S'(H^{-(1-\varepsilon)}, I)\) is \(H^{-(1-\varepsilon)}\)-admissible.

**Definition 2.10 (Intercritical case).** Define the set
\[
\mathcal{A}_0 = \left\{ (q, r) \mid (q, r) \text{ is } L^2 \text{-admissible} \right\}.
\]

For \(s \in (0, 1)\), define \(\mathcal{A}_s\) as the \(\dot{H}^s\)-admissible pairs that satisfy
\[
\begin{cases}
\frac{2N}{N-2s} \leq r & \leq \left( \frac{2N}{N-2} \right)^{-}, & N \geq 3, \\
\frac{2}{1-s} & \leq r & \leq \left( \frac{2}{1-s} \right)^+, & N = 2, \\
\frac{2}{1-2s} & \leq r & \leq \infty & \text{, } N = 1,
\end{cases}
\]
and $A_{-s}$ as the $H^{-s}$-admissible pairs that satisfy
\[
\begin{cases}
\left( \frac{2N}{N-2s} \right)^+ \leq r \leq \left( \frac{2N}{N-2s} \right)^-, & N \geq 3, \\
\left( \frac{2}{1-s} \right)^+ \leq r \leq \left( \frac{2}{1-s} \right)^+, & N = 2, \\
\left( \frac{2}{1-2s} \right)^+ \leq r \leq \infty, & N = 1,
\end{cases}
\]

where $(a^+)'$ is the number such that
\[
\frac{1}{a} = \frac{1}{a^+} + \frac{1}{(a^+)'},
\]

Let $I$ be a (possibly unbounded) time interval. For $s \in [0, 1)$, we define the following Strichartz norms
\[
\|u\|_{S(L^2, I)} = \sup_{(q,r) \in A_0} \|u\|_{L^q_t L^r_x},
\]
\[
\|u\|_{S(\dot{H}^{s, I})} = \sup_{(q,r) \in A_s} \|u\|_{L^q_t L^r_x},
\]
and the dual Strichartz norms
\[
\|u\|_{S'(L^2, I)} = \inf_{(q,r) \in A_0} \|u\|_{L^{q'}_t L^{r'}_x},
\]
\[
\|u\|_{S'(\dot{H}^{-s, I})} = \inf_{(q,r) \in A_{-s}} \|u\|_{L^{q'}_t L^{r'}_x}.
\]

Remark 2.11. By Sobolev embedding, if $f \in S(\dot{H}^{s_c}, I) \cap \langle \nabla \rangle^{-1} S(L^2, I)$,
\[
\|f\|_{S(\dot{H}^{s_c}, I)} \lesssim \|\langle \nabla \rangle^{s_c} f\|_{S(L^2, I)} \lesssim \|\langle \nabla \rangle f\|_{S(L^2, I)},
\]
and by Kato-Strichartz estimates, non sharp case,
\[
\left\| \int_{s>t} e^{i(t-s)\Delta} F(s) \, ds \right\|_{S(L^2, I)} \lesssim \|F\|_{S'(L^2, I)},
\]
\[
\left\| \int_{s>t} e^{i(t-s)\Delta} F(s) \, ds \right\|_{S(\dot{H}^{s_c}, I)} \lesssim \|F\|_{S'(\dot{H}^{-s_c}, I)}.
\]

3 The linearized equation

In order to prove the main theorems of this paper, we need to carefully study (1.1) and (1.2) around the ground state. We identify the complex number $a + bi$ with the vector $\begin{pmatrix} a \\ b \end{pmatrix}$. For a complex-valued function $f$, we write $f = f_1 + if_2$. We next introduce the following definition.

Definition 3.1. For $0 < s_c \leq 1$, we define
\[
L_+ = (1 - s_c) - \Delta - pQ^{p-1},
\]
\[
L_- = (1 - s_c) - \Delta - Q^{p-1},
\]
\[
\mathcal{L} := \begin{pmatrix} 0 & -L_- \\ L_+ & 0 \end{pmatrix},
\]
\[
R(f) = |Q + f|^{p-1}(Q + f) - Q^p - pQ^{p-1}f_1 - iQ^{p-1}f_2,
\]
\[
K(f) = pQ^{p-1}f_1 + iQ^{p-1}f_2.
\]
If \( u \) is a solution to (1.1), write \( u = e^{i(1-s_c)t}(Q + v) \). Then \( v \) must satisfy
\[ \partial_t v + \mathcal{L} v = iR(v), \] (3.1)
or, writing it as a Schrödinger equation,
\[ i\partial_t v + \Delta v - (1-s_c)v + K(v) = -R(v). \] (3.2)

In the next two sections we recall some properties of the operator \( \mathcal{L} \).

### 3.1 The linearized operator

For \( 0 < s_c \leq 1 \), we have, by a direct calculation,
\[ L_-(Q) = 0, \]
\[ L_+(\partial_k Q) = 0, \quad 1 \leq k \leq N. \]
This implies
\[ \mathcal{L}(\partial_k Q) = \mathcal{L}(iQ) = 0, \quad 1 \leq k \leq N. \]

Also, defining \( \Lambda f \) as the scaling generator
\[ \frac{2}{p-1}f + x \cdot \nabla f, \]
we have
\[ L_-(\Lambda Q) = -\mathcal{L}(\Lambda Q) = 2(1-s_c)Q, \quad \text{if } 0 < s_c < 1, \quad \text{and } L_-(\Lambda W) = 0, \quad \text{if } s_c = 1. \]

The above directions are obtained from \( Q \) by the symmetries of the NLS equation. Indeed, defining
\[ f_{[x_0, \lambda_0, \theta_0]}(x) = e^{i\theta_0} \frac{1}{\lambda_0^{\frac{2}{p-1}}} f \left( \frac{x}{\lambda_0} + x_0 \right), \]
we have
\[ (\nabla Q, \Lambda Q, iQ) = \left. \frac{\partial Q_{[x_0, \lambda_0, \theta_0]}}{\partial(x_0, \lambda_0, \theta_0)} \right|_{(x_0, \lambda_0, \theta_0) = (0, 1, 0)}. \]

The following result is well-known, but for completeness we provide its proof here.

**Lemma 3.2** (see [11], [8]). Let \( \sigma(\mathcal{L}) \) be the spectrum of the operator \( \mathcal{L} \), defined in \( L^2(\mathbb{R}^N) \times L^2(\mathbb{R}^N) \) with domain \( H^2(\mathbb{R}^N) \times H^2(\mathbb{R}^N) \) and let \( \sigma_{\text{ess}}(\mathcal{L}) \) be its essential spectrum. Then
\[ \sigma_{\text{ess}}(\mathcal{L}) = \{ iy : y \in \mathbb{R}, |y| \geq 1 - s_c \}, \quad \sigma \cap \mathbb{R} = \{-e_0, 0, e_0\} \quad \text{with } e_0 > 0. \]
Moreover, \( e_0 \) and \( -e_0 \) are simple eigenvalues of \( \mathcal{L} \) with eigenfunctions \( \mathcal{Y}_+ \) and \( \mathcal{Y}_- = \overline{\mathcal{Y}_+} \in \mathcal{S} \), respectively. The null space of \( \mathcal{L} \) is spanned by \( iQ \) and \( \partial_k Q, 1 \leq k \leq N \) (and, in the energy-critical case, also by \( \Lambda W \)).

**Remark 3.3.** By Lemma 3.2 if \( \mathcal{Y}_1 = \text{Re}(\mathcal{Y}_+) \) and \( \mathcal{Y}_2 = \text{Im}(\mathcal{Y}_+) \), then
\[ L_+ \mathcal{Y}_1 = e_0 \mathcal{Y}_2 \quad \text{and} \quad L_- \mathcal{Y}_2 = -e_0 \mathcal{Y}_1. \]
Furthermore, the null space of \( L_+ \) is spanned by the vectors \( \partial_k Q, 1 \leq k \leq N \), (and by \( \Lambda W \), if \( s_c = 1 \)) and the null space of \( L_- \) is spanned by \( Q \).
Proof of Lemma 3.2. In this proof, for brevity, we write \( V = Q^{p-1} \) for \( 0 < s_c \leq 1 \). Note that \( V \) defines a compact operator from \( H^1 \) to \( L^2 \).

Intercritical case. For convenience, from now on we rescale \( Q \) in the intercritical case as to solve

\[
\Delta Q - Q + Q^p = 0.
\]  

(3.3)

This is in order to simplify the exposition, avoiding unnecessary parameters in the calculations. The term \((1 - s_c)\) must be replaced by 1 in the definition of \( L \) and in the standing wave solution \( e^{i(1-s_c)\xi}Q \) as well.

The operator \( L \) is a relatively compact perturbation of \( i(1-\Delta) \), and therefore, has the same essential spectrum. We now prove the existence of exactly one negative eigenvalue to \( L \).

From the proof of Lemma 3.5, we see that \( L_- \) on \( L^2 \) with domain \( H^2 \) is non-negative. Since it is also self-adjoint, it has a unique square root \( L^{-\frac{1}{2}}_- \) with domain \( H^1 \). It is equivalent to show that the self-adjoint operator \( P := L^{\frac{1}{2}}_- L_+ L^{\frac{1}{2}}_- \) on \( L^2 \) with domain \( H^4 \) has a unique negative eigenvalue. Indeed, consider the function

\[
Z = \Lambda Q - \frac{(\Lambda Q, Q)_{L^2}}{(Q, Q)_{L^2}} Q.
\]

One can check that \( Z \in H^2 \), \( Z \in \{Q\}^\perp \) and, for \( 0 < s_c \leq 1 \),

\[
(L_+ Z, Z)_{L^2} = -\frac{N^2(p-1)}{4(p+1)} \left[ p - \left( 1 + \frac{4}{N} \right) \right] \int Q^{p+1} < 0. \tag{3.4}
\]

Defining \( h := L^{-\frac{1}{2}}_- Z \in Q^\perp \), one also has

\[
h = (L^{\frac{1}{2}}_- L^{-1}_-) (L^{-1}_- L_-) Z = L^{-1}_- L^{\frac{1}{2}}_- L_- Z \in H^3.
\]

For \( \varepsilon > 0 \), choose \( \tilde{h}_\varepsilon \in H^4 \) such that \( \tilde{h}_\varepsilon \perp Q \) and \( \|h - \tilde{h}_\varepsilon\|_{H^3} < \varepsilon \). We have

\[
\inf_{f \in H^4} \frac{(P f, f)_{L^2}}{\|f\|_{L^2}^2} \leq \frac{(L_+ L^{-\frac{1}{2}}_- \tilde{h}_\varepsilon, L^{-\frac{1}{2}}_- \tilde{h}_\varepsilon)_{L^2}}{\|\tilde{h}_\varepsilon\|_{L^2}^2} < 0,
\]

if \( \varepsilon \) is small enough.

Hence, by the minimax principle, \( P \) has a negative eigenvalue \( -e_0^2 \) and an associated eigenfunction \( g \). Defining \( \mathcal{Y}_1 := L^{\frac{1}{2}}_- g \), \( \mathcal{Y}_2 := \frac{1}{e_0} L_+ \mathcal{Y}_1 \), and \( \mathcal{Y}_\pm := \mathcal{Y}_1 \pm i \mathcal{Y}_2 \), we have \( \mathcal{L} \mathcal{Y}_\pm = \pm e_0 \mathcal{Y}_\pm \). Uniqueness of the negative eigenfunction of \( P \) follows from the non-negativity of \( L_+ \) on \( \{Q^p\}^\perp \). The assertions about the kernel of \( \mathcal{L} \) follow from the coercivity given by Lemma 3.5.

It remains to prove that \( \mathcal{Y}_\pm \in S(\mathbb{R}^N) \). It suffices to prove this assertion for \( \mathcal{Y}_1 = \text{Re} \mathcal{Y}_+ \). The differential equation for \( \mathcal{Y}_1 \) is

\[
[(1 - \Delta)^2 + e_0^2] \mathcal{Y}_1 = [pV^2 + V(1 - \Delta)] \mathcal{Y}_1 - p(1 - \Delta) [V \mathcal{Y}_1]. \tag{3.5}
\]

Since the Fourier symbol of \((1 - \Delta)^2 + e_0^2 \) is \((1 + |\xi|^2)^2 + e_0^2 \approx (1 + |\xi|^2)^2 \), and \( V, \mathcal{Y}_1 \in H^2(\mathbb{R}^N) \), we have that \( \mathcal{Y}_1 \in H^s \) for all \( s \geq 0 \). As in [11], we show that for all non-negative integers \( k, s \) and all \( \varphi \in C_\infty^s(\mathbb{R}^N) \), we have

\[
\|\varphi(x/R) \mathcal{Y}_1\|_{H^s} \leq \frac{C(\varphi, s, k)}{R^k} \text{ for all } R \geq 1. \tag{3.6}
\]
Indeed, the inequality (3.3) holds if \( k = 0 \), for any \( s \geq 0 \). By induction, we show that if it holds for \((k, s)\), it also holds for \((k + 1, s + 1)\). Given \( \varphi \), consider \( \tilde{\varphi} \in C_c^\infty(\mathbb{R}^N) \) such that \( \tilde{\varphi} \) is 1 on the support of \( \varphi \), so that we have \( \tilde{\varphi} \partial^\alpha \varphi = \partial^\alpha \varphi \) for any multi-index \( \alpha \). Since \( Q \) and its derivatives decay (more than) polynomially, (3.3) gives, for \( s \geq 3 \),

\[
\| \varphi(x/R)[(1 - \Delta)^2 + \varepsilon_0^2]Y_1 \|_{H^{s-3}} \leq \frac{C}{R} \| \tilde{\varphi}(x/R)Y_1 \|_{H^{s-1}} \leq \frac{C}{R} \| \tilde{\varphi}(x/R)Y_1 \|_{H^{s}}.
\]

Using the trivial commutator estimate \( \|[(1 - \Delta)^2 + \varepsilon_0^2, \phi(x/R)]\|_{H^{s-3} \to H^{s-3}} \leq C/R \), we get

\[
\| \varphi(x/R)Y_1 \|_{H^{s+1}} \approx \|[(1 - \Delta)^2 + \varepsilon_0^2](\varphi(x/R)Y_1)\|_{H^{s-3}} \leq \frac{C}{R} \| \tilde{\varphi}(x/R)Y_1 \|_{H^{s}}.
\]

By the induction hypothesis, we get \( \| \varphi(x/R)Y_1 \|_{H^{s+1}} \leq C/R^{k+1} \), as desired. The same argument shows that, if \( \lambda \in \mathbb{R} \setminus \sigma(L) \), then \((\lambda - L)^{-1}S(\mathbb{R}^N) \subseteq S(\mathbb{R}^N)\).

**Critical case.**

The range of the operator \( L_- \) is no longer closed, but the operator \( 1 + L_- \) is invertible on \( \{Q\}^\perp \). Therefore, for any \( \varepsilon > 0 \), one can take \( G_\varepsilon \in H^2 \) such that

\[
\| L_- G_\varepsilon - (1 + L_-)Z \|_{L^2} < \varepsilon.
\]

Letting \( h_\varepsilon := (1 + L_-)^{-1}L_-^{1/2}G_\varepsilon = L_-^{1/2}(1 + L_-)^{-1}G_\varepsilon = (1 + L_-)^{-1}(1 + L_-)^{-1/2}L_-^{1/2}(1 + L_-)^{-1/2}G_\varepsilon \in H^3 \), we have

\[
\| L_-^{1/2}h_\varepsilon - Z \|_{H^2} = \| (1 - \Delta)(1 + L_-)^{-1}[L_- G_\varepsilon - (1 + L_-)Z] \|_{L^2} \leq \varepsilon \| [1 - V(1 - \Delta)^{-1}]^{-1} \|_{L^2 \to L^2}.
\]

Choosing \( \tilde{h}_\varepsilon \in H^4 \) such that \( \tilde{h}_\varepsilon \perp Q \) and \( \| h_\varepsilon - \tilde{h}_\varepsilon \|_{H^3} < \varepsilon \), and recalling \( P = L_-^{1/2}L_+L_-^{1/2} \) and (3.4), we get

\[
(P\tilde{h}_\varepsilon, \tilde{h}_\varepsilon)_{L^2} = (L_+Z, Z)_{L^2} + O(\varepsilon).
\]

Thus, if \( \varepsilon \) is small enough, the conclusion follows. The regularity and the decay of \( Y_\pm \) follow analogously from the argument for the intercritical case. \( \square \)

Consider the bilinear form

\[
B(f, g) := \frac{1}{2}(L_+f_1, g_1) + \frac{1}{2}(L_-f_2, g_2)
\]

\[
= \frac{1 - s_c}{2} \int f_1 \cdot g_1 + \frac{1}{2} \int \nabla f_1 \cdot \nabla g_1 - \frac{p}{2} \int Q^{p-1}f_1g_1 + \frac{1 - s_c}{2} \int f_2 \cdot g_2 + \frac{1}{2} \int \nabla f_2 \cdot \nabla g_2 - \frac{1}{2} \int Q^{p-1}f_2g_2,
\]

and define the **linearized energy**

\[
\Phi(f) := B(f, f) := \frac{1}{2}(L_+f_1, f_1) + \frac{1}{2}(L_-f_2, f_2)
\]

\[
= \frac{1 - s_c}{2} \int |\nabla f|^2 + \frac{1}{2} \int |\nabla f|^2 - \frac{1}{2} \int Q^{p-1}(|f_1|^2 + |f_2|^2).
\]
If $0 < s_c \leq 1$, one can check directly that, for any $f, g \in S(\mathbb{R}^N)$,

$$
B(f, g) = B(g, f),
$$
$$
B(\mathcal{L} f, g) = -B(f, \mathcal{L} g),
$$
$$
B(iQ, f) = 0,
$$
$$
B(\partial_k Q, f) = 0, \quad k \leq N,
$$
$$
B(\Lambda Q, f) = \frac{1 - s_c}{2} (p - 1) \int Q^p f_1,
$$
$$
\Phi(\mathcal{Y}_+) = \Phi(\mathcal{Y}_-) = 0.
$$

In the energy-critical case, we have

$$
B(\Lambda W, f) = 0.
$$

If $0 < s_c < 1$, consider the following orthogonality relations

$$
\int Q v_2 = \int \partial_k Q v_1 = 0, \quad 1 \leq k \leq N, \quad (3.8)
$$

$$
\int Q^p v_1 = 0, \quad (3.9)
$$

$$
\int \mathcal{Y}_1 v_2 = \int \mathcal{Y}_2 v_1 = 0. \quad (3.10)
$$

Denote by $G^\perp$ the set of $v \in H^1$ satisfying (3.8) and (3.9), and $\tilde{G}^\perp$ the set of $v \in H^1$ satisfying (3.8) and (3.10).

**Remark 3.4.** Differently from [12], we use the orthogonality condition (3.9) instead of $\int \Delta Q v_1 = 0$. We make this choice in order to be able to prove coercivity in all dimensions, specially in dimension $N = 1$.

By direct calculations, one sees that

$$
\Phi|_{\text{span}\{\nabla Q, iQ\}} = 0
$$

and

$$
\Phi(Q) = -\frac{p + 1}{2} \int Q^{p+1} < 0. \quad (3.11)
$$

If $s_c = 1$, consider the directions $W, iW, \Lambda W = \frac{N-2}{2} W + x \cdot \nabla W$ and $\partial_k W, 1 \leq k \leq N$, in the Hilbert space $\dot{H}^1 = \dot{H}^1(\mathbb{R}^N, \mathbb{C})$ with real inner product defined in (3.12). Denote by $G := \text{span}\{W, \nabla W, iW, \Lambda W\}$ and by $G^\perp$ its orthogonal complement in $\dot{H}^1$ with

$$
(f, g)_{\dot{H}^1} = \int \nabla f_1 \cdot \nabla g_1 + \int \nabla f_2 \cdot \nabla g_2 = \text{Re} \int \nabla f \cdot \nabla g. \quad (3.12)
$$

Let $\tilde{G}^\perp$ be the set $\{v \in \dot{H}^1; v \perp \text{span}\{\nabla W, iW, \Lambda W\}, B(\mathcal{Y}_+, v) = B(\mathcal{Y}_-, v) = 0\}$.

By direct calculations, one sees that

$$
\Phi|_{\text{span}\{\nabla W, iW, \Lambda W\}} = 0
$$
and
\[
\Phi(W) = -\frac{2}{(N-2)C_N} < 0,
\]
where \(C_N\) is the sharp constant for Sobolev inequality for the embedding \(\dot{H}^1(\mathbb{R}^N) \hookrightarrow L^{\frac{2N}{N-2}}(\mathbb{R}^N)\).
The following lemma shows that \(\Phi\) is coercive in \(G^\perp \cup \tilde{G}^\perp\).

**Lemma 3.5.** For \(0 < s_c \leq 1\), there exists a constant \(\tilde{c} > 0\) such that, for any \(f \in G^\perp \cup \tilde{G}^\perp\)
\[
\Phi(f) \geq \tilde{c}\|f\|_{\dot{H}^1}^2.
\]
This result was proved in a different context in [33], in the energy-critical case, and in [12] in the 3d cubic case. We give here the proof for all \(0 < s_c \leq 1\), in any dimension.

**Proof of Lemma 3.5.** Energy-critical case.

**Step 1. Coercivity in \(G^\perp\).** We adapt here the proof in [33] to our context.

Let \(\Pi : S^N \to \mathbb{R}^N\) be the “stretched” stereographic projection of the sphere \(S^N\) onto \(\mathbb{R}^N\), with respect to the North pole, defined by
\[
y_i = \frac{1}{N(N-2)} \frac{x_i}{1 - x_{N+1}}, \quad 1 \leq i \leq N.
\]
If \(y = \Pi x\) and \(v\) is a real function defined on \(\mathbb{R}^N\), we define a function \(u\) on \(S^N\) by
\[
u(x) = W^{-1}(y) v(y).
\]
By integration by parts, one can check that
\[
\int_{S^N} |
abla S_N u|^2 d\sigma = 2^{N-2} \int_{\mathbb{R}^N} \left( |\nabla v|^2 - W^{p_c}v^2 \right) dy,
\]
and
\[
\int_{S^N} u^2 d\sigma = \frac{2N}{N(N-2)} \int_{\mathbb{R}^N} W^{p_c}v^2 dy.
\]
The spectrum of \(\Delta_{S^N}\) is well-known [5]. Namely, for the first eigenvalues \(\lambda_k\), with multiplicity \(n_k\)
and associated eigenfunctions \(u_{k,\alpha}\), with \(\alpha = (\alpha_1, \cdots, \alpha_N) \in \mathbb{Z}_{\geq 0}^N\), we have
\[
\lambda_0 = 0, \quad n_0 = 1, \quad u_0 = 1,
\lambda_1 = N, \quad n_1 = N + 1, \quad u_{1,j} = x_j, \quad 1 \leq j \leq N + 1,
\lambda_2 = 2(N + 1), \quad n_2 = 2N + 3.
\]
Therefore, if \(v \perp W\) in \(\dot{H}^1\), then \(u\) is orthogonal to \(u_0\), and we have
\[
\int_{\mathbb{R}^N} \left( |\nabla v|^2 - W^{p_c}v^2 \right) dy \geq \frac{4\lambda_1}{N(N-2)} \int_{\mathbb{R}^N} W^{p_c}v^2 dy,
\]
which is equivalent to
\[
\int_{\mathbb{R}^N} \left( |\nabla v|^2 - W^{p_c}v^2 \right) dy \geq \frac{4}{N+2} \int_{\mathbb{R}^N} |\nabla v|^2 dy.
\]
Similarly, if \( v \perp \text{span}\{W, \nabla W, \Lambda W\} \) in \( \dot{H}^1 \), then \( u \) is orthogonal to \( u_0, u_{1,i}, 1 \leq i \leq N + 1 \), and thus
\[
\int_{\mathbb{R}^N} \left( |\nabla v|^2 - W^{pc} v^2 \right) \, dy \geq \frac{4\lambda_2}{N(N - 2)} \int_{\mathbb{R}^N} W^{pc} v^2 \, dy,
\]
which is equivalent to
\[
\int_{\mathbb{R}^N} \left( |\nabla v|^2 - p_c W^{pc} v^2 \right) \, dy \geq \frac{4}{N + 2} \int_{\mathbb{R}^N} |\nabla v|^2 \, dy.
\]
Therefore, we proved that, for \( h \in G^\perp \),
\[
\Phi(h) \geq \frac{4}{N + 2} \|h\|_{\dot{H}^1}.
\]

**Step 2. Coerciveness of \( \Phi \) in \( \tilde{G}^\perp \).**

We first claim that \( B(Y_+, Y_-) \neq 0 \). If \( B(Y_+, Y_-) = 0 \), then \( \Phi \) would be identically 0 on \( \text{span}\{\nabla W, iW, \Lambda W, Y_+, Y_-\} \), a subspace of dimension \( N + 4 \). But this cannot happen, given \( \Phi \) is positive definite on \( G^\perp \), which is of codimension \( N + 3 \).

We now show that \( \Phi(h) > 0 \) on \( \tilde{G}^\perp \setminus \{0\} \). Assume, by contradiction, that there exists \( h \in \tilde{G}^\perp \setminus \{0\} \) such that \( \Phi(h) \leq 0 \). Recall that \( \ker L = \text{span}\{\nabla W, iW, \Lambda W\} \), and that, by definition of \( \tilde{G}^\perp \setminus \{0\} \), \( B(Y_+, h) = 0 \). Hence, the vectors \( \partial_k W, 1 \leq k \leq N, iW, \Lambda W, Y_+ \) and \( h \) are mutually orthogonal under the symmetric form \( B \). Since
\[
\Phi(\partial_k W) = \Phi(iW) = \Phi(\Lambda W) = \Phi(Y_+) = 0,
\]
we get
\[
\Phi_{|\text{span}\{\nabla W, iW, \Lambda W, Y_+, h\}} \leq 0.
\]
We claim that these vectors are independent. Indeed, if
\[
\sum_k \alpha_k \partial_k W + \beta iW + \gamma \Lambda W + \delta Y_+ + \epsilon h = 0,
\]
then
\[
\delta B(Y_+, Y_-) = 0,
\]
and since \( B(Y_+, Y_-) \neq 0, \delta = 0 \). Therefore, the claim is proven, since \( \partial_k W, iW, \Lambda W \) and \( h \) are orthogonal in the real Hilbert space \( \dot{H}^1 \).

To prove coercivity, we rely on a compactness argument. Suppose, by contradiction, that there exists \( \{h_n\} \subset \tilde{G}^\perp \) such that
\[
\lim \Phi(h_n) = 0, \quad \|h_n\|_{\dot{H}^1} = 1.
\]
Up to a subsequence, we may assume \( h_n \rightharpoonup h^* \) weakly in \( \dot{H}^1 \). This implies \( h^* \in \tilde{G}^\perp \). Since the operator \( \int W^{pc-1} |\cdot|^2 \) is compact, we have \( \int W^{pc-1} |h^*|^2 > 0 \) and
\[
\Phi(h^*) \leq \lim inf \Phi(h_n) = 0.
\]
This contradicts the strict positivity of \( \Phi \) on \( \tilde{G}^\perp \setminus \{0\} \). \( \square \)
Proof of Lemma 3.5, intercritical case. Since the explicit formula for $Q$ in the intercritical case is not available, we cannot proceed as in the energy-critical case. We follow here [41] and [12].

**Step 1. Non-negativity on $G^\perp$.** Define the functional

$$J(u) = \frac{\left(\int |\nabla u|^2\right)^a \left(\int |u|^2\right)^b}{\int |u|^{p+1}},$$

where

$$a = \frac{N(p-1)}{4}, \quad b = -\frac{2p+2-N(p-1)}{4}.$$

By the sharp Gagliardo-Nirenberg inequality, one can see that this functional achieves an absolute minimum at $Q$. Therefore, the minimization condition $\frac{d^2}{dx^2} J(Q + \varepsilon h)_{\varepsilon=0} \geq 0$ for all functions $h \in H^1$ gives

$$\Phi(h) \geq \frac{b}{\int Q^2} \left[ \frac{1}{a} \left(\int \Delta Qh_1\right)^2 + \frac{1}{b} \left(\int Qh_1\right)^2 - \left(\int Q^p h_1\right)^2 \right].$$

Since $a$ and $b$ are positive if $0 < s_c < 1$, we have that $\Phi(h) \geq 0$ if $\int Q^p h_1 = 0$. Therefore, $\Phi$ must be non-negative on $G^\perp$.

**Step 2. Coercivity on $G^\perp$.** We now employ compactness to show that, for every real function $h \in G^\perp$,

$$(L_+ h, h)_{L^2} \gtrless \|h\|_{L^2}, \quad (L_- h, h)_{L^2} \gtrless \|h\|_{L^2}.$$

If we prove both inequalities, then (again) by compactness, the coercivity follows. Suppose that there is a sequence of real $H^1$ functions $\{h_n\}$ in $G^\perp$ such that

$$\lim_{n \to \infty} (L_+ h_n, h_n)_{L^2} = \Phi(h_n) = 0, \quad \|h_n\|_{L^2} = 1.$$

This implies

$$0 \leq \frac{1}{2} \int |\nabla h_n|^2 = -\frac{1}{2} + \frac{p}{2} \int Q^{p-1} h_n^2 + \Phi(h_n) \lesssim 1.$$

Therefore, $\|\nabla h_n\| \lesssim 1$ and, for large $n$, $\int Q^{p-1} h_n^2 \gtrsim 1$. Passing to a subsequence, and recalling that $Q$ decays at infinity, we get that there exists $h_\ast \in G^\perp$ such that

$$h_n \rightharpoonup h_\ast \text{ weakly in } H^1, \quad \int Q^{p-1} h_\ast^2 > 0.$$

In particular, $h_\ast \neq 0$. Moreover,

$$\Phi(h_\ast) \leq \frac{1}{2} \liminf_{n \to \infty} \|h_n\|_{H^1} - \frac{p}{2} \lim_{n \to \infty} \int Q^{p-1} h_n^2 = \liminf_{n \to \infty} \Phi(h_n) = 0.$$

Recall that $\Phi(h_\ast) \geq 0$ by Step 1. Therefore, $\Phi(h_\ast) = 0$ and $h_\ast$ is the solution to the minimization problem

$$0 = (L_+ h_\ast, h_\ast)_{L^2} = \min_{f \in E} (L_+ h, h)_{L^2}, \quad \text{where}$$

$$E := \left\{ h \in H^1 : \|h\|_{L^2} = \|h_\ast\|_{L^2} \text{ and } h \in G^\perp \right\}.$$
Thus, there exist Lagrange multipliers $\lambda_0, \cdots, \lambda_{N+1}$ such that
\[
L_+h_* = \lambda_0 Q^p + \sum_{j=1}^{N} \lambda_j \partial_j Q + \lambda_{N+1} h_*.
\]

Since $h_* \in G^\perp \backslash \{0\}$ and $(L_+h_*, h_*)_{L^2} = 0$, we have $\lambda_{N+1} = 0$. By testing the last equation against $\partial_j Q$ and using that $L_+(\partial_k Q) = 0$, for all $k \leq N$, we conclude that
\[
L_+h_* = \lambda_0 Q^p.
\]

Recalling that $L_+Q = -\frac{p-1}{2} Q^p$ and $\ker(L_+) = \text{span}\{\nabla Q\}$, we conclude that there exist $\mu_1, \cdots, \mu_N$ such that
\[
h_* = -2\frac{\lambda_0}{p-1} Q + \sum_{j=1}^{N} \mu_j \partial_j Q.
\]

Noting that $\int Q \partial_j Q = \frac{1}{2} \int \partial_j(Q^2) = 0$, and recalling that $h_* \in G^\perp$ gives $\mu_j = 0$ for all $j$. Therefore,
\[
h_* = 2\frac{\lambda_0}{p-1} Q.
\]

And, by direct calculation,
\[
(L_+h_*, h_*)_{L^2} = -\left(2\frac{\lambda_0}{p-1}\right)^2 \int Q^{p+1} < 0.
\]

This contradicts $(L_+h_*, h_*)_{L^2} \geq 0$ and $h_* \neq 0$, and proves that
\[
(L_+h, h)_{L^2} \gtrsim \|h\|_{L^2}
\]

for any real function $h \in G^\perp$. The proof for $L_-$ is analogous. In particular, we have strict positivity of $\Phi$ on $G^\perp \backslash \{0\}$ and, by compactness, the coercivity follows on $G^\perp$.

**Step 3. Coercivity on $\tilde{G}^\perp$.** The proof relies on a (co)dimensional argument, together with compactness, as in the energy-critical case. \(\square\)

Unlike the energy-critical case, the ground state decays exponentially if $s_e < 1$. In the next sections, we need sharp bounds on the decay of $Q$ and its derivatives. We start recalling the following result, proved by Gidas, Ni and Nirenberg [16]. Recall that $2^* = 2N/(N-2)$, if $N \geq 3$ and $2^* = +\infty$, if $N = 1, 2$.

**Lemma 3.6** (Gidas et al. [16] Theorem 2, p. 370). For $1 + \frac{1}{N} \leq p < 2^* - 1$, let $Q \in \mathcal{S}(\mathbb{R}^N)$, Schwartz space, be the unique radial positive solution of the equation (3.3). Then there exists $C > 0$ such that
\[
\lim_{|x| \to +\infty} |x|^{rac{N-1}{2}} e^{|x|} Q(x) = C.
\]

We next study the decay of solutions to the equation (3.3). The next lemma, as well as its corollary, might be known in the theory of elliptic equations. However, we could not find a specific reference, and for convenience provide a proof here.
Lemma 3.7. Let \( f \in S(\mathbb{R}^N) \) and \( \lambda \in \mathbb{R} \). If \( f \) solves
\[
(1 - \Delta + \lambda i)f = G
\]
with
\[
|G(x)| \lesssim \frac{e^{-a|x|}}{(1 + |x|^{\frac{N+1}{2}})^b},
\]
for \( 0 < a \neq \Re \sqrt{1 + \lambda i}, 0 < b \neq 1 \), then
\[
|f(x)| \lesssim \frac{1}{(1 + |x|^{\frac{N+1}{2}})^{\min\{b,1\}}} \left( e^{-|x|} \right)^{\min\{a,\Re \sqrt{1 + \lambda i}\}}.
\]

Proof. Let \( c = \Re \sqrt{1 + \lambda i} \geq 1 \). We recall the integral form of the resolvent (see [1])
\[
(1 - \Delta + \lambda i)^{-1}G = K * G,
\]
where \( K \in L^1(\mathbb{R}^N) \) is such that, for \( |x| \gg 1 \),
\[
K(x) \lesssim \frac{e^{-c|x|}}{1 + |x|^{\frac{N+1}{2}}},
\]
and, for \( |x| \ll 1 \),
\[
K(x) \lesssim \begin{cases} 
\frac{1}{|x|^{\frac{N+1}{2}}} & \text{for } N > 2, \\
\ln \frac{1}{|x|} & \text{for } N = 2, \\
1 & \text{for } N < 2.
\end{cases}
\]

Consider first the case \( 0 < a < c \). We estimate
\[
|K * G(x)| \lesssim \int K(y) e^{-a|x-y|} \frac{dy}{(1 + |x-y|^{\frac{N+1}{2}})^{\min\{b,1\}}} \\
\lesssim \frac{e^{-a|x|}}{(1 + |x|^{\frac{N+1}{2}})^{\min\{b,1\}}} \int K(y) e^{a|y|} \left( 1 + |x-y|^{\frac{N+1}{2}} \right)^{\min\{b,1\}} dy \\
\lesssim \frac{e^{-a|x|}}{(1 + |x|^{\frac{N+1}{2}})^{\min\{b,1\}}} \int K(y) e^{a|y|} \left( 1 + |y|^{\frac{N-1}{2}} \right)^{\min\{b,1\}} dy.
\]

By (3.14) and (3.15), the integral in the last inequality is \( O(1) \). For \( a > c \), the estimate is
\[
|K * G(x)| \lesssim \frac{e^{-c|x|}}{(1 + |x|^{\frac{N+1}{2}})^{\min\{1,b\}}} \int K(y) e^{c|y|} \left( 1 + |y|^{\frac{N-1}{2}} \right)^{\min\{1,b\}} e^{-(a-c)|x-y|} dy \\
\lesssim \frac{e^{-c|x|}}{(1 + |x|^{\frac{N+1}{2}})^{\min\{1,b\}}} \left[ \int e^{-(a-c)|x-y|} dy + \int_{|y| \leq 1} K(y) e^{c|y|} \left( 1 + |y|^{\frac{N-1}{2}} \right) dy \right].
\]

Since the first integral in the last inequality is bounded uniformly in \( x \), the lemma is proved. \( \square \)
Corollary 3.8. For any multi-index $\alpha \in \mathbb{Z}_+^N$, the following estimates hold

(i) $\|Q^{-1}\partial^\alpha f\|_{L^\infty} < +\infty$,

(ii) $\|Q^{-1}e^{\eta|x|}\partial^\alpha \mathcal{Y}_\pm\|_{L^\infty} < +\infty$, for some $0 < \eta \ll 1$,

(iii) $\|Q^{-1}e^{\eta|x|}\partial^\alpha[(\mathcal{L} - \lambda)^{-1}f]\|_{L^\infty} < +\infty$, for every $\lambda \in \mathbb{R} \setminus \sigma(\mathcal{L})$ and every $f \in S(\mathbb{R}^N)$ such that $\|Q^{-1}e^{\eta|x|}\partial^\beta f\|_{L^\infty} < +\infty$ for some $0 < \eta < \Re(\sqrt{\imath + \lambda \eta})$ and any $\beta \in \mathbb{Z}_+^N$.

Proof. We first remark that $Q$ is strictly positive, and thus, $Q^{-1}$ is well-defined. Recalling Lemma 3.6 we have, for all $x$,

$$Q(x) \approx \frac{e^{-|x|}}{1 + |x|^{\frac{N}{2}}}.$$ 

We differentiate (1.3) to obtain

$$(1 - \Delta)\nabla Q = pQ^{p-1}\nabla Q.$$ 

Since $Q \in S$, by Lemma 3.7 and a bootstrap argument, we conclude (i) for $|\alpha| = 1$. Differentiating (1.3) and repeating the argument, we conclude (i), by induction, for any multi-index $\alpha$.

To prove (ii), recall the differential equation for $\mathcal{Y}_1 = \Re(\mathcal{Y}_\pm)$

$$(1 - \Delta - pQ^{p-1})(1 - \Delta - Q^{p-1})\mathcal{Y}_1 = -e_0^2\mathcal{Y}_1.$$ 

By factoring $[(1 - \Delta)^2 + e_0^2] = (1 - \Delta + ie_0)(1 - \Delta - ie_0)$ and using the item (i), this equation can be rewritten as

$$(1 - \Delta + ie_0)(1 - \Delta - ie_0)\mathcal{Y}_1 = G_2(\mathcal{Y}_1),$$ 

where we define $G_k(f)$ as a linear function on $f$ and its derivatives up to order $k$ that satisfies, for any $k \geq 1$,

$$|G_k(f)| \lesssim Q^{p-1} \sum_{|\alpha| \leq k} |\partial^\alpha f|.$$ 

Writing $g = (1 - \Delta - ie_0)\mathcal{Y}_1$, we have, for any multi-indices $\alpha, \beta$,

$$\begin{cases}
(1 - \Delta + ie_0)\partial^\alpha g = G_{|\alpha|+2}(\mathcal{Y}_1) \\
(1 - \Delta - ie_0)\partial^\beta \mathcal{Y}_1 = \partial^\beta g.
\end{cases}$$

Therefore, using Lemma 3.7 and bootstrapping, we prove that $Q^{-1}e^{\eta|x|}\partial^\alpha \mathcal{Y}_1 \in L^\infty$ for any multi-index $\alpha$, where $0 < \eta \ll \Re(\sqrt{1 + ie_0}) - 1$. The estimate on $\mathcal{Y}_2$ is analogous, and hence, (ii) holds.

We now turn to estimate (iii). If $g = (\mathcal{L} - \lambda)^{-1}f$, then, for any $\alpha$,

$$\begin{cases}
-\partial^\alpha (1 - \Delta - Q^{p-1})g_2 - \lambda \partial^\alpha g_1 = \partial^\alpha f_1 \\
\partial^\alpha (1 - \Delta - pQ^{p-1})g_1 - \lambda \partial^\alpha g_2 = \partial^\alpha f_2.
\end{cases}$$

We can rewrite this system as

$$[(1 - \Delta)^2 + \lambda^2]\partial^\alpha g_1 = G_{|\alpha|+2}(g_1) + H_{|\alpha|+2}(f),$$

where we define $H_k(f)$ as a linear function on $f$ and its derivatives up to order $k$ that satisfies, for any $k \geq 1$,

$$|H_k(f)| \lesssim \sum_{|\alpha| \leq k} |\partial^\alpha f|.$$ 

Bootstrapping similarly to the previous items, and noting that the argument to $g_2$ is analogous, completes the proof of Lemma 3.7.

$\square$
3.2 Estimates on the linearized equation

We now prove some estimates that will be used in the next sections. We start with estimates for the energy-critical case.

Lemma 3.9 (Preliminary estimates). Let \( s_c = 1, \ N \geq 6 \) (and then \( p_c - 1 = \frac{4}{N-2} \leq 1 \)), \( 0 < \epsilon \ll \frac{1}{N-2} \) and \( I \) be a bounded time interval with \( |I| \leq 1 \), and consider \( f, g \in S(\dot{H}^1, I) \) such that \( \nabla f, \nabla g \in S(L^2, I) \). The following estimates hold

\[
\begin{align*}
(i) \ & \|\nabla K(f)\|_{S'(L^2, I)} \lesssim |I|^\frac{1}{2} \|\nabla f\|_{S(L^2, I)}, \\
(ii) \ & \|\nabla (R(f) - R(g))\|_{S'(L^2, I)} \lesssim \|\nabla (f - g)\|_{S(L^2, I)} \left( \|f\|_{S(L^2, I)}^{p_c - 1} + \|g\|_{S(L^2, I)}^{p_c - 1} \right) \\
& \quad \quad + \|D^\epsilon (f - g)\|_{S'(\dot{H}^{1-\epsilon}, I)}^{p_c - 1} \left( \|\nabla f\|_{S(L^2, I)} + \|\nabla g\|_{S(L^2, I)} \right).
\end{align*}
\]

If \( N > 6 \), then also

\[
\begin{align*}
(iii) \ & \|D^\epsilon K(f)\|_{S'(\dot{H}^{-(1-\epsilon)}, I)} \lesssim |I|^\frac{\epsilon}{2} \|D^\epsilon f\|_{S(\dot{H}^{1-\epsilon}, I)}, \\
(iv) \ & \|D^\epsilon (R(f) - R(g))\|_{S'(\dot{H}^{-(1-\epsilon)}, I)} \lesssim \|D^\epsilon (f - g)\|_{S(\dot{H}^{1-\epsilon}, I)} \left( \|\nabla f\|_{S(L^2, I)}^{p_c - 1} + \|\nabla g\|_{S(L^2, I)}^{p_c - 1} \right).
\end{align*}
\]

Remark 3.10. It is necessary to treat the case \( N > 6 \) differently due to the low power of the nonlinearity. If \( N \leq 6 \), then it is possible to estimate \( \|\nabla (R(f) - R(g))\|_{S(L^2, I)} \) at least linearly in terms of \( \|\nabla (f - g)\|_{S(L^2, I)} \). In higher dimensions, one of the terms must be in the form \( \|\nabla (f - g)\|_{S(L^2, I)}^{p_c - 1} \), which is not good enough for the fixed-point argument carried on in the next section. The use of less than one derivative enables us to keep the desired linearity.

Proof of Lemma 3.9. We start by proving the following claim:

Claim 3.11. Let \( H \) be a map such that \( H(0) = 0 \) and \( |H(f) - H(g)| \leq C |f - g|^\frac{4}{N-2} \) for all functions \( f, g : \mathbb{R}^N \to \mathbb{C}, N > 6 \). Then, for all \( f, g \in S(\dot{H}^1, I) \cap \nabla^{-1} S(L^2, I) \),

\[
\|D^\epsilon (H(f)g)\|_{L^1_t L^\frac{2N}{N+2}} \lesssim \|\nabla f\|_{L^2_t L^\frac{8(N-2)}{4N-16}}^{\frac{N-2}{4}} \|D^\epsilon g\|_{L^2_t L^\frac{8(N-2)}{4N-16}}^{\frac{N-2}{4}} + \|\nabla f\|_{L^1_t L^\frac{2N}{N+2}} \|D^\epsilon g\|_{L^2_t L^\frac{2N(N-2)}{4(N-2)^2 + 4\epsilon}}^{\frac{2(N-2)}{4(N-2)^2 + 4\epsilon}}.
\]

In other words,

\[
\|D^\epsilon (H(f)g)\|_{S'(\dot{H}^{-(1-\epsilon)}, I)} \lesssim \|\nabla f\|_{S(L^2, I)} \|D^\epsilon g\|_{S(\dot{H}^{1-\epsilon}, I)}.
\]

Proof of Claim 3.11. By Leibniz Rule (2.1) and Holder’s inequality, we can write

\[
\|D^\epsilon (H(f)g)\|_{L^1_t L^\frac{2N}{N+2}} \lesssim \|D^\epsilon H(f)\|_{L^1_t L^\frac{2N}{N+2}} \|g\|_{L^\frac{2N}{N-2}}^{\frac{N-2}{4}} + \|H(f)\|_{L^2_t L^\frac{2N(N-2)}{4(N-2)^2 + 4\epsilon}} \|D^\epsilon g\|_{L^\frac{2N(N-2)}{4(N-2)^2 + 4\epsilon}}^{\frac{2(N-2)}{4(N-2)^2 + 4\epsilon}}.
\]

\[
\lesssim \|D^\epsilon H(f)\|_{L^1_t L^\frac{2N}{N+2}} \|g\|_{L^\frac{2N}{N+2}}^{\frac{N-2}{4}} + \|H(f)\|_{L^2_t L^\frac{2N(N-2)}{4(N-2)^2 + 4\epsilon}} \|D^\epsilon g\|_{L^\frac{2N(N-2)}{4(N-2)^2 + 4\epsilon}}^{\frac{2(N-2)}{4(N-2)^2 + 4\epsilon}}.
\]
By Sobolev inequality,
\[ \|g\|_{L^p_x L^{2N-2} L^\infty_x} \lesssim \|D^\varepsilon g\|_{L^p_x L^{2N-2} L^\infty_x}, \]
and since, by the assumption on \( H \), \( |H(f)| \lesssim |f|^\nu \), we have, by Sobolev,
\[ \|H(f)\|_{L^p_x L^{2N-2} L^{N(N-2)}_x} \lesssim \|f\|_{\frac{4}{N-2} L^2_x L^\infty_x} \lesssim \|\nabla f\|_{\frac{4}{N} L^N_x}. \]

It remains to estimate \( \|D^\varepsilon H(f)\|_{L^p_x L^{2N-2} L^\infty_x} \). Choosing \( \nu \) such that \( \frac{(N-2)\varepsilon}{4} < \nu < 1 \), by fractional chain rule\(^3\) (2.2) and Sobolev embeddings, we have
\[ \|D^\varepsilon H(f)\|_{L^p_x L^{2N-2} L^\infty_x} \lesssim \|f\|_{\frac{4}{N-2} L^2_x L^\infty_x} \|D^\nu f\|_{L_\nu^p L^\infty_x} \]
\[ \lesssim \|\nabla f\|_{\frac{4}{N} L^N_x} \|\nabla f\|_{L_\nu^p L^\infty_x}, \]
where we choose \( p_2 = q_2 = \frac{8N}{4N-\varepsilon(N-2)} \in (1, +\infty) \), and \( p_1 \) and \( q_1 \) must satisfy
\[ 1 < p_1, q_1 < \infty, \]
\[ \frac{1}{p_2} = \frac{1}{p_1} + \frac{1}{N}, \quad \frac{1}{q_2} = \frac{1}{q_1} + \frac{1-\nu}{N}, \]
and
\[ \left(1 - \frac{\varepsilon(N-2)}{4\nu}\right) p_1 > 1. \]

These conditions can be easily satisfied if \( \varepsilon \) is small enough (depending only on the dimension). The claim is now proved. \( \square \)

The estimate (iii) of Lemma 3.9 follows directly from Sobolev inequality and Claim 3.11 by taking \( H(W) = |W|^\frac{4}{N-\varepsilon} \), and from the fact that \( |\nabla W| \in L^2_x \cap L^\infty_x \), if \( N > 6 \).

To prove (iv), note that \( R(f) = W^{p_c-1}(W^{-1} f) \), where \( J(z) = |1 + z|^{p_c-1}(1 + z) - 1 - \frac{p_c+1}{2} z - \frac{p_c-1}{2} \bar{z} \) is \( C^1(\mathbb{C}) \). Its derivatives \( J_z \) and \( J_{\bar{z}} \) satisfy \( J_z(0) = J_{\bar{z}}(0) = 0 \) and, if \( N > 6 \), are Hölder continuous of order \( p_c - 1 < 1 \). Therefore, writing
\[ R(f) - R(g) = W^{p_c-1} \int_0^1 J_z(W^{-1}((sf + (1-s)g))(f-g) + J_{\bar{z}}(W^{-1}((sf + (1-s)g))(f-g)) ds, \] (3.16)
we can apply Claim 3.11 to estimate each term in (3.16), taking \( H(f) = W^{p_c-1} J_z(W^{-1} f) \) or \( H(f) = W^{p_c-1} J_{\bar{z}}(W^{-1} f) \). Estimate (iv) then follows directly.

To prove (v), we write
\[ |\nabla K(f)| \lesssim |W|^{p_c-2}|\nabla W||f| + |W|^{p_c-1}|\nabla f|. \]
\(^3\)This is where the hypothesis \( N > 6 \) is used, as the fractional chain rule requires \( 0 < 4/(N-2) < 1 \).
Using the fact that $|\partial^\alpha W(x)| \leq C_\alpha |W(x)|$ for every multi-index $\alpha \in \mathbb{Z}_+^N$ and all $x$, we have, by Hölder inequality

$$\|\nabla K(t)\|_{L^2_x L^2_t} \lesssim \left\| W \right\|_{L^\frac{1}{2} L^\infty_x} \left\| f \right\|_{L^2} + \left\| W \right\|_{L^\frac{1}{2} L^\infty_x} \left\| \nabla f \right\|_{L^2_t} \lesssim |I|^\frac{1}{2} \left( \left\| W \right\|_{L^\infty_t L^\frac{4N}{2} } + \left\| \nabla f \right\|_{L^\infty} \right).$$

Note that we used that $W \in L^\frac{2N}{N-2} x \cap L^\frac{4N}{N-2} x$, which follows from the fact that $W \in L^2 x \cap L^\infty$, if $N > 6$.

The inequality follows from Sobolev embedding.

We finally turn to estimate (ii). Write

$$\nabla (R(f) - R(g)) = p_c W^{p_c-1} \nabla W (J(W^{-1} f) - J(W^{-1} g))$$

We now estimate (ii). By triangle inequality,

$$| (a) | \lesssim W^{p_c-1} \int_0^1 |J_\pm(W^{-1}(sf + (1-s)g)) (f-g) + J_\pm(W^{-1}(sf + (1-s)g)) (f-g)| ds$$

$$\lesssim \left( |f|^{p_c-1} + |g|^{p_c-1} \right) |f-g|.$$  

Thus, by Hölder and Sobolev inequalities,

$$\| (a) \|_{L^2_t L^{\frac{2N}{N+2}}_x} \lesssim |I|^\frac{1}{2} \left( \left\| W \right\|_{L^\infty_t L^\frac{4N}{N-2} } + \left\| W \right\|_{L^\infty_t L^\frac{4N}{N-2} } \left\| \nabla f \right\|_{L^\infty} \right) \left\| W \right\|_{L^\infty_t L^\frac{4N}{N-2} } \left\| \nabla (f-g) \right\|_{L^\infty} \lesssim |I|^\frac{1}{2} \left( \left\| \nabla f \right\|_{L^1_t L^2} + \left\| \nabla g \right\|_{L^1_t L^2} \right) \left\| \nabla (f-g) \right\|_{L^\infty}.$$  

We now estimate (b). By triangle inequality,

$$| (b) | \leq W^{p_c-1} |J_\pm(W^{-1} f) \nabla f - \nabla g| + W^{p_c-1} |J_\pm(W^{-1} f) - J_\pm(W^{-1} g)| \nabla g|$$

$$\leq |f|^{p_c-1} |\nabla (f-g)| + |f-g|^{p_c-1} |\nabla g|.$$  
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Therefore, by Hölder and Sobolev inequalities,

\[
\|b\|_{L_t^2 L_x^{\frac{2N}{N+2}}} \lesssim \|f\|_{L_t^p L_x^{\frac{2N}{p-2}}}^p \|\nabla (f - g)\|_{L_t^2 L_x^{\frac{2N}{N-2}}} + \|f - g\|_{L_t^p L_x^{\frac{2N}{p-2}}}^p \|\nabla g\|_{L_t^2 L_x^{\frac{2N}{N-2}}}
\]

\[
\lesssim \|\nabla f\|_{L_t^p L_x^{\frac{2N}{p-2}}} \|\nabla (f - g)\|_{L_t^2 L_x^{\frac{2N}{N-2}}} + \|D^\varepsilon (f - g)\|_{L_t^p L_x^{\frac{2N}{p-2}}} \|\nabla g\|_{L_t^2 L_x^{\frac{2N}{N-2}}}.
\]

The estimate for (c) is analogous. To estimate (d), we write

\[
|d| \leq W^p \|J_z (W^{-1} f)\| f - g + W^p \|J_z (W^{-1} f) - J_z (W^{-1} g)\| g
\]

\[
\leq |f|^p \|f - g\| + |f - g|^p g|
\]

Therefore, by Hölder and Sobolev,

\[
\|d\|_{L_t^2 L_x^{\frac{2N}{N+2}}} \lesssim \|I\| \|f\|_{L_t^p L_x^{\frac{2N}{p-2}}}^p \|f - g\|_{L_t^p L_x^{\frac{2N}{p-2}}}^p \|g\|_{L_t^p L_x^{\frac{2N}{p-2}}}
\]

\[
\lesssim \|I\| \|\nabla f\|_{L_t^p L_x^{\frac{2N}{p-2}}} \|\nabla (f - g)\|_{L_t^2 L_x^{\frac{2N}{N-2}}} + \|D^\varepsilon (f - g)\|_{L_t^p L_x^{\frac{2N}{p-2}}} \|\nabla g\|_{L_t^2 L_x^{\frac{2N}{N-2}}}.
\]

Since the estimate for (e) is analogous, the proof of Lemma 3.9 is complete.

\[
\Box
\]

The following Strichartz-type continuity argument follows from Lemma 3.9 and will be useful in proving the main theorems of this paper.

**Lemma 3.12.** Let \( h \) be a solution to (3.2). If, for some \( c > 0 \), and all \( t > 0 \),

\[
\|h(t)\|_{H^1} \lesssim e^{-ct},
\]

then, for all \( t > 0 \),

\[
\|\nabla h\|_{S(L^2, [t, +\infty))} \lesssim e^{-ct}.
\]

**Proof.** Differentiating (3.2), we get

\[
i \partial_t (\nabla h) + \Delta (\nabla h) + \nabla (K(h) + R(h)) = 0.
\]

By Duhamel formula, Strichartz estimates and items 11 and 12 of Lemma 3.9 if \( 0 < \tau < 1 \),

\[
\|\nabla h\|_{S(L^2, [t, t+\tau])} \lesssim \|h(t)\|_{H^1} + \tau^\frac{1}{2} \|\nabla h\|_{S(L^2, [t, t+\tau])} + \|\nabla h\|_{S(L^2, [t, t+\tau])}.
\]

By (3.17), we get, for some \( K > 0 \),

\[
\|\nabla h\|_{S(L^2, [t, t+\tau])} \leq K (e^{-ct} + \tau^\frac{1}{2} \|\nabla h\|_{S(L^2, [t, t+\tau])} + \|\nabla h\|_{S(L^2, [t, t+\tau])}),
\]

This implies, for large \( t \),

\[
\|\nabla h\|_{S(L^2, [t, t+\tau])} < 2K e^{-ct}, \quad \tau_0 = \frac{1}{9K^2}.
\]
Indeed, assume by contradiction that there exists $\tau \in (0, \tau_0]$ such that $\|h\|_{S(L^2, [t, t+\tau])} = 2Ke^{-ct}$, for fixed $t > 0$. Then, by (3.19),

$$2Ke^{-ct} \leq Ke^{-ct} + 2K^2\tau \frac{1}{2}e^{-ct} + (2K)^{p_c}Ke^{-cp_c t} \leq \frac{5}{3}Ke^{-ct} + (2K)^{p_c}Ke^{-cp_c t},$$

which is a contradiction if $t$ is large. Therefore, by decomposing $[t, +\infty) = \bigcup_{j=0}^{\infty}[t + j\tau_0, t + (j+1)\tau_0]$ and using the triangle inequality, we see that (3.18) holds. \hfill \Box

The following lemma is the intercritical version of Lemma 3.9, and its proof is analogous.

**Lemma 3.13** (Preliminary estimates, subcritical case). Let $0 < s_c < 1$ and $I$ be a bounded time interval such that $|I| \leq 1$, and consider $f, g \in S(L^2, I)$ such that $\nabla f, \nabla g \in S(L^2, I)$. There exists $\alpha > 0$ such that the following estimates hold.

For $p > 1$:

(i) $\|\langle \nabla \rangle K(f)\|_{S'(L^2, I)} \lesssim |I|^{\alpha}\|\langle \nabla \rangle f\|_{S(L^2, I)}$,

(ii) $\|K(f)\|_{S'(\dot{H}^{-s_c}, I)} \lesssim |I|^{\alpha}\|f\|_{S(\dot{H}^{s_c}, I)}$.

For $p > 2$:

(iii) $\|\langle \nabla \rangle (R(f) - R(g))\|_{S'(L^2, I)} \lesssim \|\langle \nabla \rangle (f - g)\|_{S(L^2, I)} \left[\|\langle \nabla \rangle f\|_{S(L^2, I)} + \|\langle \nabla \rangle g\|_{S(L^2, I)} + \|\langle \nabla \rangle f\|_{S'(L^2, I)} + \|\langle \nabla \rangle g\|_{S'(L^2, I)}\right]$,

(iv) $\|R(f) - R(g)\|_{S'(\dot{H}^{-s_c}, I)} \lesssim \|f - g\|_{S(\dot{H}^{s_c}, I)} \left[\|f\|_{S(\dot{H}^{s_c}, I)} + \|g\|_{S(\dot{H}^{s_c}, I)} + \|f\|_{S'(\dot{H}^{s_c}, I)} + \|g\|_{S'(\dot{H}^{s_c}, I)}\right]$,

For $1 < p \leq 2$:

(v) $\|\langle \nabla \rangle (R(f) - R(g))\|_{S'(L^2, I)} \lesssim \|\langle \nabla \rangle (f - g)\|_{S(L^2, I)} \left[\|f\|_{S(\dot{H}^{s_c}, I)}^{p-1} + \|g\|_{S(\dot{H}^{s_c}, I)}^{p-1}\right] \left[\|\langle \nabla \rangle f\|_{S(L^2, I)} + \|\langle \nabla \rangle g\|_{S(L^2, I)}\right]$,

(vi) $\|R(f) - R(g)\|_{S'(\dot{H}^{-s_c}, I)} \lesssim \|f - g\|_{S(\dot{H}^{s_c}, I)} \left[\|f\|_{S(\dot{H}^{s_c}, I)}^{p-1} + \|g\|_{S(\dot{H}^{s_c}, I)}^{p-1}\right]$.

**Proof.** The estimates are very similar as the ones in the proof of the energy-critical case. We use the following classical inequalities

$$\|a|^{p-1}b\|_{S'(L^2)} \leq \|a|_{S(\dot{H}^{s_c})}^{p-1}\|b\|_{S(L^2)} \lesssim \langle \nabla \rangle a \|b|_{S(L^2)}^{p-1}\|b\|_{S(L^2)},$$

and

$$\|a|^{p-1}b\|_{S'(\dot{H}^{-s_c})} \leq \|a|_{S(\dot{H}^{s_c})}^{p-1}\|b\|_{S(\dot{H}^{s_c})} \lesssim \langle \nabla \rangle a \|b|_{S(L^2)}^{p-1}\langle \nabla \rangle b\|_{S(L^2)},$$

which can be verified using the pairs $(\frac{4(p+1)}{N(p-1)}p+1) \in \mathcal{A}_0$, $(\frac{2(p-1)(p+1)}{4(p-2)(p-1)}p+1) \in \mathcal{A}_{s_c}$, and $(\frac{2(p-1)(p+1)}{(p-1)(p-2)-4}p+1) \in \mathcal{A}_{-s_c}$, together with Sobolev inequality. Let us estimate, for example, $\|\nabla (R(f) - R(g))\|_{S'(L^2, I)}$. Write
\[ \nabla (R(f) - R(g)) = pQ^{p-1}\nabla Q(J(Q^{-1}f) - J(Q^{-1}g)) \]

\[ + Q^{p-1}J_z(Q^{-1}f)\nabla f - Q^{p-1}J_z(Q^{-1}g)\nabla g \]

\[ + Q^{p-1}J_z(Q^{-1}f)\nabla \tilde{f} - Q^{p-1}J_z(Q^{-1}g)\nabla \tilde{g} \]

\[ + Q^{p-2}\nabla QJ_z(Q^{-1}f)\tilde{f} - Q^{p-2}\nabla QJ_z(Q^{-1}g)\tilde{g} \]

Making use of \( |\nabla Q| \lesssim Q \) (which follows from Corollary 3.5), we write (a) as

\[ |(a)| \lesssim Q^{p-1} \int_0^1 |J_z(Q^{-1}(sf + (1-s)g))(f - g) + J_z(Q^{-1}(sf + (1-s)g))(f - g)| \, ds. \]

Now, since

\[ |J_z(z_1) - J_z(z_2)| + |J_z'(z_1) - J_z'(z_2)| \lesssim \begin{cases} |z_1 - z_2|(1 + |z_1|^p - |z_2|^p), & p \geq 2, \\ |z_1 - z_2|^{p-1}, & 1 < p < 2, \end{cases} \]

we have

\[ |(a)| \lesssim \begin{cases} (Q^{p-2}|f| + Q^{p-2}|g| + |f|^{p-1} + |g|^{p-1})|f - g|, & p \geq 2, \\ (|f|^{p-1} + |g|^{p-1})|f - g|, & 1 < p < 2. \end{cases} \]

Thus, since \( Q \in S(\mathbb{R}^N) \) and \( |I| \leq 1 \),

\[ \|(a)\|_{S'(L^2, I)} \lesssim \begin{cases} (\|f\|_{S^{H^{p,c}, I}} + \|g\|_{S^{H^{p,c}, I}} + \|f\|_{S^{p-1,H^{p,c}, I}} + \|g\|_{S^{p-1,H^{p,c}, I}})||f - g||_{S'(L^2, I)}, & p \geq 2, \\ (\|f\|_{S^{p-1,H^{p,c}, I}} + \|g\|_{S^{p-1,H^{p,c}, I}})||f - g||_{S'(L^2, I)}, & 1 < p < 2. \end{cases} \]

We also have

\[ \|(b)\|_{S'(L^2, I)} + \|(d)\|_{S'(L^2, I)} \lesssim \begin{cases} \|\nabla (f - g)\|_{S(L^2, I)}(\|\nabla f\|_{S(L^2, I)} + \|\nabla g\|_{S(L^2, I)}), & p \geq 2, \\ \|\nabla (f - g)\|_{S(L^2, I)}(\|f\|_{S^{p-1,H^{p,c}, I}} + \|g\|_{S^{p-1,H^{p,c}, I}}), & 1 < p < 2, \end{cases} \]

with the same bounds for (d) and (e). \( \square \)

**Remark 3.14.** We do not employ the same estimates as in [12], since the nonlinearity \( |u|^{p-1}u \) is not a polynomial in \((u, \bar{u})\) if \( p \) is not an odd integer. Therefore, instead of using \( H^s \) estimates, we rely on \( S(L^2) \) and \( S(H^{p,c}) \) estimates, that are more suitable for generalizing the result to all dimensions and powers of the nonlinearity.

**Remark 3.15.** We employ a different approach than Li and Zhang [29], that divide all estimates in regions where \( |f| > W \) or \( |f| \leq W \). Instead, we use fractional derivatives to avoid some sublinear estimates, resulting in a simpler proof.
4 Construction of special solutions

In this section, we construct special solutions to the NLS equation (1.2), in the sense that they are on the same energy level of the ground state, converge to the standing wave in $H^1$ as $t \to +\infty$, but have kinetic energy different from $\|\nabla Q\|_{L^2}$.

4.1 Construction of a family of approximate solutions

We start with a proposition that was first proved by Duyckaerts and Merle in [11], for $s_c = 1$, and later in [12] for the 3d cubic case. We extend here those proofs to the intercritical case. The main difference from the energy-critical case is that $Q$ decays exponentially if $0 < s_c < 1$, so we need to be careful with its spatial decay, as we make use of the estimates of the type $\|Q^{-1} f\|_{L^\infty}$. To this end, we make use of the sharp decay estimate for $Q$ given by (3.6) and of the control on the spatial decay given by Corollary 3.8.

**Proposition 4.1.** Let $0 < s_c \leq 1$ and $A \in \mathbb{R}$. There exists a sequence $(Z^A_k)_{k \geq 1}$ of functions in $\mathcal{S}(\mathbb{R}^N)$ such that $Z^A_1 = A \mathcal{Y}_+$ and, if $k \geq 1$ and $\mathcal{V}^A = \sum_{j=1}^k e^{-j\varepsilon_0 t} Z^A_j$, then as $t \to +\infty$ we have

$$\partial_t \mathcal{V}^A_k + L \mathcal{V}^A_k = iR(\mathcal{V}^A_k) + O \left( e^{-(k+1)\varepsilon_0 t} \right) \text{ in } \mathcal{S}(\mathbb{R}^N),$$

(4.1)

where $L$ and $R$ are given in Definition 3.1.

**Proof.** We prove this proposition by induction. For simplicity, we often omit the superscript $A$.

Define $Z_1 = A \mathcal{Y}_+$ and $\mathcal{V}_1 = e^{-\varepsilon_0 t} Z_1$. Thus,

$$\partial_t \mathcal{V}_1 + L \mathcal{V}_1 - iR(\mathcal{V}_1) = -iR(\mathcal{V}_1).$$

Note now that $R(f) = Q^p J(Q^{-1} f)$, where $J(z) = |1 + z|^{p-1}(1 + z) - 1 - \frac{p+1}{2} z - \frac{p-1}{2} \bar{z}$ is real-analytic in the disc $\{ z : |z| < 1 \}$, and satisfies $J(0) = \partial_z J(0) = \partial_{\bar{z}} J(0) = 0$. Write its Taylor expansion as

$$J(z) = \sum_{i+j \geq 2} a_{ij} z^i \bar{z}^j$$

(4.2)

with the uniform convergence of the series and all of its derivatives in the compact disc $\{ z : |z| \leq \frac{1}{2} \}$.

Now, if $s_c = 1$, since $Z_1 \in \mathcal{S}(\mathbb{R}^N)$ and $W$ decays polynomially, we have that $\|W^{-1} Z_1\|_{L^\infty} < +\infty$. For $0 < s_c < 1$, we make use of Corollary 3.8 (ii), to conclude that $\|Q^{-1} Z_1\|_{L^\infty} < +\infty$. In any case, we can choose $t_0$ such that $|\mathcal{V}_1(t)| \leq \frac{4}{9} Q$, for any $t \geq t_0$. Therefore, for large $t$, we have

$$|R(\mathcal{V}_1)| \leq \|Q\|_{L^\infty}^p \left( \sum_{i+j \geq 2} |a_{ij}| \left| \frac{1}{2i+j} \right| \right) |Q^{-1} \mathcal{V}_1|^2 = C |Q^{-1} \mathcal{V}_1|^2.$$

In the same fashion, we can use Leibniz rule, equation (1.2) and items (i) and (ii) of Corollary 3.8 to bound all the derivatives of $R(\mathcal{V}_1)$. Using that $\mathcal{V}_1 = e^{-\varepsilon_0 t} Z_1$, we conclude that $R(\mathcal{V}_1) = O(e^{-2\varepsilon_0 t})$ in $\mathcal{S}(\mathbb{R}^N)$. Moreover, by Corollary 3.8 (ii), we have $\|Q^{-1} e^{\varepsilon_0 |z|} \partial^\alpha Z_1\|_{L^\infty} < +\infty$.

Now let $k \geq 1$ and assume that $\mathcal{V}_i$ is defined and satisfy (4.1) for all $i \leq k$. For $0 < s_c < 1$, assume furthermore that, for all $i \leq k$, and all multi-indices $\alpha$,

$$\|Q^{-1} e^{\varepsilon_0 |z|} \partial^\alpha Z_i\|_{L^\infty} < +\infty.$$  

(4.3) 
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Defining
\[ \epsilon_k = \partial_t \mathcal{V}_k + \mathcal{L} \mathcal{V}_k - iR(\mathcal{V}_k), \]
note that
\[ \partial_t \mathcal{V}_k = \sum_{j=1}^{k} (-je_0)e^{-je_0t}Z_k, \]
so that (4.4) can be written as
\[ \epsilon_k(x, t) = \sum_{j=1}^{k} e^{-je_0t}(-je_0Z_k(x) + \mathcal{L}Z_k(x)) - iR(\mathcal{V}_k(x, t)). \] (4.5)

Recall that, for all \( k, \) \( Z_k \in \mathcal{S}(\mathbb{R}^N). \) If \( 0 < s_c < 1, \) we also have (4.3). Therefore, for large \( t, \) and all \( x, \) \( |\mathcal{V}_k(x, t)| \leq \frac{1}{2}Q(x). \) Writing \( R(\mathcal{V}_k) = Q^pJ(Q^{-1}\mathcal{V}_k) \) and using again the expansion (4.2), we get by (4.5) that there exist functions \( F_j \in \mathcal{S}(\mathbb{R}^N) \) such that for large \( t \)
\[ \epsilon_k(x, t) = \sum_{j=1}^{k+1} e^{-je_0t}F_j(x) + O(e^{-e_0(k+2)t}) \text{ in } \mathcal{S}(\mathbb{R}^N). \]

By (4.1), we conclude that \( F_j = 0 \) for \( j \leq k, \) which shows
\[ \epsilon_k(x, t) = e^{-(k+1)e_0t}F_{k+1} + O(e^{-(k+2)e_0t}). \] (4.6)

Noting that \( (k+1)e_0 \) is not in the spectrum of \( \mathcal{L}, \) define \( Z_{k+1} = -(\mathcal{L} + (k+1)e_0)^{-1}F_{k+1}, \) which belongs to \( \mathcal{S} \) (see Appendix). Moreover, if \( 0 < s_c < 1, \) \( Z_{k+1} \) satisfies (4.3) with \( k \) replaced by \( k+1. \)
By definition, we have \( \mathcal{V}_{k+1} = \mathcal{V}_k + e^{-(k+1)e_0t}Z_{k+1}. \) Furthermore,
\[ \epsilon_{k+1} = \epsilon_k - e^{-(k+1)e_0t}F_{k+1} - i(R(\mathcal{V}_{k+1}) - R(\mathcal{V}_k)). \]

By (4.6), \( \epsilon_k - e^{-(k+1)e_0t}F_{k+1} = O(e^{-(k+2)e_0t}). \) Writing again \( R(f) = Q^pJ(Q^{-1}f), \) and using the expansion (4.2), we conclude that \( R(\mathcal{V}_{k+1}) - R(\mathcal{V}_k) = O(e^{-(k+2)e_0t}), \) completing the proof. \( \square \)

4.2 Contraction argument near an approximate solution

We now prove the key result of this section. The propositions for the energy-critical and for the intercritical cases are stated separately.

4.2.1 Energy-critical case

We only treat here the case \( N \geq 6, \) as in the lower-dimensional cases this result is proved in [11]. The main difference here from [11] is that \( 0 < p_c - 1 < 1 \) if \( N > 6, \) so that the nonlinearity is no longer \( C^2, \) and its derivative is only Hölder-continuous of order \( p_c - 1. \) This introduces difficulties, as the control of the convergence of \( \nabla U^A \) to \( \nabla W \) is not enough to close the contraction argument, and we need to ensure that the higher order terms \( D^\varepsilon(U^A - W - \mathcal{V}_k) \) converge faster to 0, for small \( \varepsilon > 0. \) The fractional derivative \( D^\varepsilon \) is needed here to avoid certain end-point Strichartz estimates, which are not available for any combination of \( \dot{H}^1 \)-admissible and \( \dot{H}^{-1} \)-admissible pairs.
Proposition 4.2. Let \( N \geq 6 \). There exists \( k_0 > 0 \) such that for any \( k \geq k_0 \), there exists \( t_k \geq 0 \) and a solution \( U^A \) to (1.2) such that for \( t \geq t_k \) and \( l(k) = \left\lfloor \frac{N-2}{4}k + \frac{N-6}{4} \right\rfloor \) (where \( \lfloor x \rfloor \) denotes the least integer bigger or equal to \( x \)),

\[
\|D^\varepsilon(U^A - W - \mathcal{V}^A_{l(k)})\|_{S(\dot{H}^{1-\varepsilon},[t,+,\infty))} \leq e^{-(k+\frac{1}{2})\frac{N-2}{4}e\varepsilon t} \quad \text{and} \quad \|\nabla(U^A - W - \mathcal{V}^A_{l(k)})\|_{S(L^2,[t,+,\infty))} \leq e^{-(k+\frac{1}{2})e\varepsilon t}.
\]

(4.7) Furthermore, \( U^A \) is the unique solution to (1.2) satisfying (4.7) for large \( t \). Finally, \( U^A \) is independent of \( k \) and satisfies for large \( t \),

\[
\|U^A(t) - W - Ae^{-\varepsilon t}\mathcal{V}^A_{l(k)}\|_{H^1} \leq e^{2\varepsilon e\varepsilon t}.
\]

(4.8)

Proof. Since \( A \in \mathbb{R} \) is fixed in the proof, we omit the superscripts \( A \). Define

\[
h = U^A - W - \mathcal{V}^A_{l(k)},
\]

so that \( U^A \) is a solution to (1.2), if and only if, \( h \) satisfies

\[
i\partial_t h + \Delta h = -K(h) - (R(\mathcal{V}_{l(k)} + h) - R(\mathcal{V}_{l(k)})) + i\epsilon_{l(k)},
\]

where \( \epsilon_{l(k)} = O\left(e^{-(l(k)+1)e\varepsilon t}\right) \) in \( S(\mathbb{R}^N) \) for all \( k \geq 0 \). Therefore, the existence of \( U^A \) can be written as the fixed-point problem

\[
h(t) = \mathcal{M}(h)(t),
\]

where

\[
\mathcal{M}(h)(t) = -i \int_t^{+\infty} e^{i(t-s)\Delta} \left[-K(h) - (R(\mathcal{V}_{l(k)} + h) - R(\mathcal{V}_{l(k)})) + i\epsilon_{l(k)}\right] ds.
\]

Let first \( N > 6 \). We will show that \( \mathcal{M} \) is a contraction on \( B \) defined by

\[
B = B(k, t_k) := \{h \in E : \|h\|_E \leq 1, \}
\]

\[
E = E(k, t_k) := \{h \in S(\dot{H}^1, [t_k, +\infty)), D^\varepsilon h \in S(\dot{H}^{1-\varepsilon}, [t_k, +\infty)) \}
\]

\[
\nabla h \in S(L^2, [t_k, +\infty)) : \|h\|_E < +\infty\},
\]

\[
\|h\|_E := \sup_{t \geq t_k} e^{(k+\frac{1}{2})\frac{N-2}{4}e\varepsilon t}\|D^\varepsilon h\|_{S(\dot{H}^{1-\varepsilon}, [t, +\infty))} + \sup_{t \geq t_k} e^{(k+\frac{1}{2})e\varepsilon t}\|\nabla h\|_{S(L^2, [t, +\infty))},
\]

equipped with the metric

\[
\rho(u, v) = \sup_{t \geq t_k} e^{(k+\frac{1}{2})\frac{N-2}{4}e\varepsilon t}\|D^\varepsilon (u - v)\|_{S(\dot{H}^{1-\varepsilon}, [t, +\infty))}.
\]

Let \( \{h_n\} \subset B \) and \( h \in S(\dot{H}^{1-\varepsilon}, I) \) with \( \rho(h_n, h) \to 0 \). By reflexivity and uniqueness between the weak and strong limits, \( h \in B \). This shows that \( (B, \rho) \) is a complete metric space. We will show that \( \mathcal{M}(B) \subset B \) and that \( \mathcal{M} \) is a contraction.

By Strichartz estimates, there exists \( C^* > 0 \) such that

\[
\|\nabla \mathcal{M}(h)\|_{S(L^2, [t, +\infty))} \leq C^* \left[ \|\nabla K(h)\|_{S'(L^2, [t, +\infty))} + \|\nabla (R(\mathcal{V}_{l(k)}) + h) - R(\mathcal{V}_{l(k)})\|_{S'(L^2, [t, +\infty))} + \|\nabla \epsilon_{l(k)}\|_{S'(L^2, [t, +\infty))} \right],
\]

(4.9)
Lemma 4.3. For every $\eta > 0$, there exists $\tilde{k}(\eta) > 0$ such that, if $k \geq \tilde{k}(\eta)$, then for any $g$, $h \in B$ the following inequalities hold for all $t \geq t_k$

(i) $\|\nabla K(h)\|_{S'(L^2, [t, +\infty))} \leq \eta e^{-(k+\frac{1}{2})e^{2t}}\|h\|_E,$

(ii) $\|\nabla (R(\mathcal{V}_l(k)) - R(\mathcal{V}_l(k)))\|_{S'(L^2, [t, +\infty))} \leq C_k e^{-(k+\frac{1}{2} + \frac{4}{N-2})e^{2t}},$

(iii) $\|D^2 K(h)\|_{S'((H^{-1}, [t, +\infty)))} \leq \eta e^{-(k+\frac{1}{2})\frac{N-2}{2}e^{2t}}\rho(h, 0),$

(iv) $\|D^2 (R(\mathcal{V}_l(k)) - R(\mathcal{V}_l(k)))\|_{S'((H^{-1}, [t, +\infty)))} \leq C_k e^{-(k+\frac{1}{2} + \frac{16}{(N-2)^2})\frac{N-2}{4}e^{2t}}\rho(g, h),$

(v) $\|\nabla \epsilon_l(k)\|_{L^2([t, t+\infty])} + \|D^2 \epsilon_l(k)\|_{S'((H^{-1}, [t, +\infty)))} \leq C_k e^{-(k+1)\frac{N-2}{2}e^{2t}}.$

Indeed, assuming this lemma, choosing first $\eta > 0$ small enough, and then a large enough $t_k$, we see by (4.10) and (4.11) that $\mathcal{M}(B) \subset B$. Moreover, by (4.11), $\mathcal{M}$ is a contraction on $B$. Thus, for every $k \geq k_0 = \tilde{k}(\eta)$, there is a unique solution $U^A$ to (1.2) satisfying (4.7) for $t \geq t_k$. Note that the uniqueness still holds in the class of solutions to (1.2) satisfying (4.7) for $t \geq t'_k$, where $t'_k \geq t_k$. Thus, uniqueness of the solutions to (1.2) shows that $U^A$ does not depend on $k$.

It remains to show Lemma 4.3. By Lemma 3.9 (iii), if $\tau_0 > 0$ and $t \geq t_k$, then

$$\|\nabla K(h)\|_{S'(L^2, [t, t+\tau_0])} \leq C \tau_0^\frac{1}{2} e^{-(k+\frac{1}{2})e^{2t}}\|h\|_E.$$ 

Summing up this equation at times $t_j = t + j\tau_0$, and using the triangle inequality, we get a geometric series, whose sum is

$$\|\nabla K(h)\|_{S'(L^2, [t, +\infty))} \leq C \frac{\tau_0^\frac{1}{2}}{1 - e^{-(k+\frac{1}{2})\frac{1}{N-2}e^{2\tau_0}}} e^{-(k+\frac{1}{2})e^{2t}}\|h\|_E.$$ 

Choosing $\tau_0$ and $k_0$ such that $\tau_0^\frac{1}{2} = \frac{\eta}{2\gamma}$ and $e^{-(k+\frac{1}{2})\frac{1}{N-2}e^{2\tau_0}} \leq \frac{1}{2}$, we get the estimate (iii) of Lemma 4.3. The estimate (iii) follows analogously from Lemma 3.9 (iii).

We now turn to the item (iii). By Lemma 3.9 (iii), we have

$$\|\nabla (R(\mathcal{V}_l(k)) - R(\mathcal{V}_l(k)))\|_{S'(L^2, [t, t+1])} \leq (A)\|\nabla h\|_{S(L^2, [t, t+1])} + (B)\|D^2 h\|_{S((H^{-1}, [t, t+1]))},$$
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where
\[(A) \lesssim \|\nabla \mathcal{V}_l(k)\|_{S(L^2, [t, t+1])} + \|\nabla h\|_{S(L^2, [t, t+1])}\]
and
\[(B) \lesssim \|\nabla \mathcal{V}_l(k)\|_{S(L^2, [t, t+1])} + \|\nabla h\|_{S(L^2, [t, t+1])}.
\]
By the explicit form of \(\mathcal{V}_k\) and the fact that \(h \in B\), we get
\[(A) + (B) \leq C_k e^{-\epsilon_0 \frac{1}{N-2} t}.
\]
Therefore,
\[
\|(R(\mathcal{V}_l(k) + h) - R(\mathcal{V}_l(k)))\|_{S(L^2, [t, t+1])} \leq C_k e^{-\epsilon_0 \frac{1}{N-2} t} (\|\nabla h\|_{S(L^2, [t, t+1])} + \|D^s h\|_{S(H^{1-t}, [t, t+1])})
\]
\[
\leq C_k e^{-\frac{k}{2} + \epsilon_0 \frac{1}{N-2} t}.
\]
Since \(h \in B\), the triangle inequality and the sum of the resulting geometric series gives us (iii). As for the item (iv), it follows analogously from Lemma 3.9 (iv). The estimate (v) of Lemma 4.3 follows immediately from (4.6) and from the bound
\[
l(k) + 1 \geq (k + 1) \frac{N - 2}{4}.
\]
Finally, given that \(U^A = W + \mathcal{V}_k + h\) with \(h \in B\), we see that, for large \(k\),
\[
\|\nabla h(t)\|_{L^2} \leq e^{-\frac{3}{2} \epsilon_0 t} \|h\|_E \leq e^{-\frac{3}{2} \epsilon_0 t},
\]
and recalling the definition of \(\mathcal{V}_k\) given in Proposition 4.1, we have, for all \(k\),
\[
\mathcal{V}_l(k) = A e^{-\epsilon_0 t} \mathcal{V}_+ + O(e^{-2\epsilon_0 t}) \text{ in } S(\mathbb{R}^N),
\]
which proves (4.5), and finishes the case \(N > 6\).

For the case \(N = 6\), note that \(\frac{N - 2}{4} = 1\), so that, by Sobolev embedding, only the space \(S(L^2, I)\) is enough for the contraction argument. Therefore, defining the space \(B\) as
\[
B = B(k, t_k) := \{h \in E : \|h\|_E \leq 1\},
\]
\[
E = E(k, t_k) := \left\{ h \in C(t \dot{H}^1([t_k, +\infty)) \cap S(\dot{H}^1, [t_k, +\infty)) : \nabla h \in S(L^2, [t_k, +\infty)) : \|h\|_E < +\infty \right\},
\]
\[
\|h\|_E := \sup_{t \geq t_k} e^{(k + \frac{1}{2}) \epsilon_0 t} \|\nabla h\|_{S(L^2, [t, +\infty))},
\]
equipped with the metric
\[
\rho(u, v) = \sup_{t \geq t_k} e^{(k + \frac{1}{2}) \epsilon_0 t} \|\nabla (u - v)\|_{S(L^2, [t, +\infty))}.
\]
By Lemma 3.9, the analogous estimates of Lemma 4.3 hold. Hence, the conclusion of Proposition 4.2 also holds for \(N = 6\), finishing its proof.

\[\square\]
4.2.2 Intercritical case

Proposition 4.4. There exists \( k_0 > 0 \) such that for any \( k \geq k_0 \), there exists \( t_k \geq 0 \) and \( l(k) = \max\left\{ \left[ \frac{k+1}{p-1} - 1 \right], k \right\} \), we have

\[
\| U^A - e^{it}Q - e^{it}\mathcal{V}^A_{l(k)} \|_{S(\dot{H}^{s_c},[t,\infty])} \leq e^{-(k+\frac{1}{2})} e^{-\eta} e^{t} \| \mathcal{V}^A_{l(k)} \|_{L^1} e^{-\eta t} \leq e^{-(k+\frac{1}{2})} e^{-\eta} e^{t} \| \mathcal{V}^A_{l(k)} \|_{E} e^{-\eta t} \leq e^{-(k+\frac{1}{2})} e^{-\eta} e^{t} \| \mathcal{V}^A_{l(k)} \|_{L^1} e^{-\eta t}.
\]

Furthermore, \( U^A \) is the unique solution to the NLS equation (1.1) satisfying (4.13) for large \( t \). Finally, \( U^A \) is independent of \( k \) and satisfies for large \( t \),

\[
\| U^A(t) - e^{it}Q - A e^{-\eta t} e^{it} \|_{H^1} \leq e^{-2\eta t}.
\]

In view of Lemma 3.13, the proof of Proposition 4.4 is essentially the same as in the energy-critical case, and we state Lemma 4.5 below for completeness. Note that (4.12) is a consequence of (4.13) in the case \( p \geq 2 \), due to the Sobolev inequalities.

Lemma 4.5. For every \( \eta > 0 \), there exists \( k(\eta) > 0 \) such that, if \( k \geq k(\eta) \), then for any \( g, h \in B \) the following inequalities hold for all \( t \geq t_k 

(i) \| \nabla K(h) \|_{S'(L^2, [t,\infty])} \leq \eta e^{-(k+\frac{1}{2})} e^{-\eta t} \| h \|_E,

(ii) \| \nabla (\mathcal{V}_{l(k)} + h) - \mathcal{V}_{l(k)} \|_{S'(L^2, [t,\infty])} \leq C_k e^{-\min\{p-1,1\} t} e^{-(k+\frac{1}{2})} e^{-\eta t},

(iii) \| K(h) \|_{S'(\dot{H}^{-s_c}, [t,\infty])} \leq \eta e^{-(k+\frac{1}{2})} e^{-\eta t} \| h \|_{E},

(iv) \| \mathcal{V}_{l(k)}(g) - \mathcal{V}_{l(k)}(h) \|_{S'(\dot{H}^{-s_c}, [t,\infty])} \leq C_k e^{-\min\{p-1,1\} t} e^{-(k+\frac{1}{2})} e^{-\eta t} \| g, h \|_{E},

(v) \| \nabla \mathcal{V}_{l(k)} \|_{S'(L^2, [t,\infty])} \| \mathcal{V}_{l(k)} \|_{S'(\dot{H}^{-s_c}, [t,\infty])} \leq C_k e^{-(k+\frac{1}{2})} e^{-\eta t} \| \mathcal{V}_{l(k)} \|_{E} e^{-\eta t}.

5 Modulation

Throughout the rest of the paper, we write, for \( 0 < s_c \leq 1 \),

\[
d(f) = \| \nabla f \|_{L^2} - \| \nabla Q \|_{L^2}.
\]

If \( u \) is a solution to (1.1) or to (1.2) and if there is no risk of ambiguity, we also write

\[
d(t) = d(u(t)).
\]

5.1 Energy-critical case

The variational characterization of \( W \), see [2],[31],[37], shows that, if \( E(f) = E(W) \), then

\[
\inf_{\substack{x \in \mathbb{R}^N \\lambda > 0 \\theta \in \mathbb{R}}} \| f_{[x,\lambda,\theta]} - W \|_{H^1} \leq \epsilon(d(f))
\]
with $\epsilon = \epsilon(\delta)$ such that
\[
\lim_{\delta \to 0^+} \epsilon(\delta) = 0.
\]

The goal of this section is to construct modulation parameters $x_0, \lambda_0$ and $\theta_0$ such that the quantity $d(f)$ controls linearly $\|f_{[x_0, \lambda_0, \theta_0]} - W\|_{H^1}$ as well as the parameters and its derivatives.

By making use of the Implicit Function Theorem, we can construct appropriate modulation parameters. The proof of the next two lemmas is very similar to the ones in [11], with the introduction of a translation parameter, and will be given in Appendix.

**Lemma 5.1.** There exist $\delta_0 > 0$ and a positive function $\epsilon(d)$ defined for $0 < d < \delta_0$, with $\epsilon(d) \to 0$ as $d \to 0$, such that, for all $f \in H^1$ satisfying $E(f) = E(W)$ and $d(f) < \delta_0$, there exist $(x, \lambda, \theta)$ such that
\[
\|f_{[x, \lambda, \theta]} - W\|_{H^1} \leq \epsilon(d(u)),
\]
\[
f_{[x, \lambda, \theta]} \perp \text{span}\{\nabla W, iW, \Lambda W\}.
\]

The parameters $(x, \lambda, \theta)$ are unique in $\mathbb{R}^N \times \mathbb{R}/2\pi\mathbb{Z} \times \mathbb{R}_+$ and the mapping $u \mapsto (x, \lambda, \theta)$ is $C^1$.

Let $u$ be a solution to (1.2) and $I$ be a time interval such that
\[
d(t) < \delta_0 \text{ for all } t \in I.
\]

For each $t \in I$, choose the parameters $(x(t), \lambda(t), \theta(t))$ according to Lemma 5.1. Write
\[
u_{[x(t), \lambda(t), \theta(t)]}(t) = (1 + \alpha(t))W + h(t),
\]
where
\[
\alpha(t) = \frac{1}{\|W\|_{H^1}}(u_{[x(t), \lambda(t), \theta(t)]}, W)_{H^1} - 1.
\]

Note that $\alpha(t)$ is chosen so that $h(t) \in G^\perp$. By Lemma 5.1 and a standard regularization argument (see, for instance [32, Lemma 4] for details in a similar context), the map $t \mapsto (x(t), \lambda(t), \theta(t))$ is $C^1$. We are now able to prove estimates on the modulation.

**Lemma 5.2.** Let $u$ be a solution to (1.2) satisfying $E(u_0) = E(W)$. Taking a smaller $\delta_0$, if necessary, the following estimates hold on $I$:
\[
|\alpha(t)| \approx \|h(t)\|_{H^1} \approx d(t) < \delta_0
\]
\[
|\alpha'(t)| + |x'(t)| + |\theta'(t)| + \left| \frac{\lambda'(t)}{\lambda(t)} \right| \lesssim \lambda^2(t)d(t).
\]

In the next two sections, we mainly consider radial solutions to (1.2). Since the translation parameter is not needed, we write
\[
f_{[\lambda_0, \theta_0]}(x) = e^{i\theta_0} \frac{1}{\lambda_0^{\frac{N-2}{2}}} f \left( \frac{x}{\lambda_0} \right).
\]

In some results regarding compactness, the parameter $\theta_0$ can also be omitted. In this case, we write
\[
f_{[\lambda_0]}(x) = \frac{1}{\lambda_0^{\frac{N-2}{2}}} f \left( \frac{x}{\lambda_0} \right).
\]
For solutions to (1.1), since the scaling parameter is fixed (see Remark 1.6), we use the notation
\[ f_{[x_0, \theta_0]}(x) = e^{i\theta_0} f(x + x_0). \]
When \( \theta_0 \) can be omitted, we write
\[ f_{[x_0]}(x) = f(x + x_0). \]

### 5.2 Intercritical case

For \( 0 < s_c < 1 \), the variational characterization of \( Q \) [30] shows that, if \( M(f) = M(Q) \) and \( E(f) = E(Q) \), then
\[
\inf_{\substack{x \in \mathbb{R}^N \setminus \emptyset \in \mathbb{R}}} \| f_{[x, \theta]} - Q \|_{H^1} \leq \epsilon(d(f)),
\]
with \( \lim_{\delta \to 0^+} \epsilon(\delta) = 0. \)

As before, the goal here is to construct modulation parameters \( x_0 \) and \( \theta_0 \) such that the quantity \( d(f) \) controls linearly \( \| f_{[x_0, \theta_0]} - Q \|_{H^1} \), as well as the parameters and its derivatives. We follow mainly [12] here, and the proofs for the next two lemmas are almost identical, thus, we omit them.

**Lemma 5.3.** There exist \( \delta_0 > 0 \) and a positive function \( \epsilon(d) \) defined for \( 0 < d < \delta_0 \), with \( \epsilon(d) \to 0 \) as \( d \to 0 \), such that, for all \( f \in H^1 \) satisfying \( M(f) = M(Q) \), \( E(f) = E(Q) \) and \( d(f) < \delta_0 \), there exist \( (x, \theta) \) such that
\[
\| f_{[x, \theta]} - Q \|_{H^1} \leq \epsilon(d(f)),
\]
\[
f_{[x, \theta]} \perp \text{span}\{\nabla Q, iQ\}.
\]

The parameters \( (x, \theta) \) are unique in \( \mathbb{R}^N \times \mathbb{R}/2\pi \mathbb{Z} \) and the mapping \( u \mapsto (x, \theta) \) is \( C^1 \).

Let \( u \) be a solution to (1.1) and \( I \) be a time interval such that \( d(\cdot) := d(u(\cdot)) < \delta_0 \) for all \( t \in I \). For each \( t \in I \), choose the parameters \( (x(t), \theta(t)) \) according to Lemma 5.3. Write
\[
e^{-it} u_{[x(t), \theta(t)]}(t) = (1 + \alpha(t))Q + h(t),
\]
where
\[
\alpha(t) = \frac{\text{Re}(e^{-it} \int Q^p u_{[x(t), \theta(t)]})}{\|Q\|_{L_{p+1}}^{p+1}} - 1.
\]
Note that \( \alpha(t) \) is chosen so that \( h(t) \in G^\perp \). Recall that the parameters \( (x, \theta) \) are \( C^1 \). We are now able to prove estimates on the modulation.

**Lemma 5.4.** Let \( u \) be a solution to (1.1) satisfying \( M(u_0) = M(Q) \) and \( E(u_0) = E(Q) \). Taking a smaller \( \delta_0 \), if necessary, the following estimates hold on \( I \):
\[
|\alpha(t)| \approx \|h(t)\|_{H^1} \approx \left| \int Qh \right| \approx d(t)
\]
\[
|\alpha'(t)| \approx |x'(t)| \approx |\theta'(t)| \lesssim d(t).
\]

We finish this section with a lemma that will be useful in later sections.
Lemma 5.5. Let \( u \) be a solution to (1.1) such that \( M(u_0) = M(Q) \) and \( E(u_0) = E(Q) \). Assume that \( u \) is defined on \([0, +\infty)\) and that there exists \( c > 0 \) such that
\[
\int_{t}^{+\infty} d(s)ds \lesssim e^{-ct}.
\] (5.7)
Then there exist \((x_0, \theta_0)\) such that
\[
\|u[x_0, \theta_0] - e^{it}Q\|_{H^1} \lesssim e^{-ct}.
\]
Proof. Step 1. Convergence of \( \delta(t) \). We claim that
\[
\lim_{t \to +\infty} d(t) = 0.
\] (5.8)
To prove this, first note that (5.7) implies that there exists a sequence \( \{t_n\} \) with \( t_n \to +\infty \) such that
\[
\lim_{n \to +\infty} d(t_n) = 0.
\]
Suppose now, by contradiction, that (5.8) does not hold. In this case, we can find another sequence \( \{t'_n\} \) and \( 0 < \epsilon_1 < \delta_0 \) such that
\[
t_n < t'_n \quad \forall n
\]
\[
d(t'_n) = \epsilon_1,
\] (5.9)
and
\[
d(t) < \epsilon_1 \quad \forall t \in [t_n, t'_n).
\]
Since \( \epsilon_1 < \delta_0 \), the parameter \( \alpha(t) \) is well-defined on \([t_n, t'_n)\). By Lemma 5.4 \( |\alpha'(t)| \lesssim d(t) \), so that
\[
\int_{t_n}^{t'_n} |\alpha'(t)|dt \lesssim e^{-ct_n}, \text{ by (5.7).}
\]
Therefore,
\[
\lim_{n \to +\infty} |\alpha(t_n) - \alpha(t'_n)| = 0.
\]
Since, by Lemma 5.4, \( |\alpha(t)| \approx d(t) \), we get that \( \alpha(t_n) \) tends to 0, which contradicts (5.9) and proves (5.8). Recalling the decomposition (5.5), to conclude the proof of Lemma 5.5 it is sufficient to prove that there exists \((x_0, \theta_0)\) such that
\[
d(t) + |\alpha(t)| + \|h(t)\|_{\dot{H}^1} + |x(t) - x_0| + |\theta(t) - \theta_0| \lesssim e^{-ct}.
\]
By Lemma 5.4 \( |\alpha(t)| \approx d(t) \to 0 \) as \( t \to +\infty \), and hence,
\[
|\alpha(t)| \leq \int_{t}^{+\infty} |\alpha'(s)|ds \lesssim \int_{t}^{+\infty} d(s)ds \lesssim e^{-ct},
\]
since \( |\alpha'(t)| \approx d(t) \). Again by Lemma 5.4 \( d(t) \approx \|h(t)\|_{\dot{H}^1} \approx |\alpha(t)| \), we get the bounds on \( d(t) \) and \( \|h(t)\|_{\dot{H}^1} \). To obtain the bounds on \( x(t) \) and \( \theta(t) \), it is sufficient to recall that Lemma 5.4 says \( |x'(t)| + |\theta'(t)| \lesssim d(t) \lesssim e^{-ct} \).
6 Convergence to the standing wave above the ground state

6.1 Energy-critical case

In this and the next sections, we prove that radial solutions to (1.2) on the same energy level as \(W\) that do not blow-up in finite positive time (and have finite mass), and that do not scatter forward in time, must converge exponentially to \(W\) as \(t \to +\infty\). We follow closely [11], and give the proofs in Appendix.

Proposition 6.1. Let \(u\) be a solution to (1.2) defined on \([0, +\infty)\) satisfying
\[
E(u_0) = E(W) \quad \text{and} \quad \|u_0\|_{\dot{H}^1} > \|W\|_{\dot{H}^1}.
\]
Assume, furthermore, that \(u_0\) is radial and belongs to \(L^2(\mathbb{R}^N)\). Then there exist \((\lambda_0, \theta_0)\) and \(c > 0\) such that
\[
\|u - W_{[\lambda_0, \theta_0]}\|_{\dot{H}^1} \lesssim e^{-ct}.
\]
Moreover, \(u\) blows up in finite negative time.

We will work with a truncated variance. Consider a radial function \(\phi \in C^\infty_0(\mathbb{R}^N)\) such that
\[
\phi(r) \geq 0 \quad \forall r \geq 0,
\]
\[
\phi(r) = \begin{cases} r^2, & r \leq 1, \\
0, & r \geq 3,
\end{cases}
\]
and
\[
\frac{d^2 \phi}{dr^2}(r) \leq 2, r \geq 0.
\]
Define \(\phi_R(x) = R^2 \phi(\frac{x}{R})\) and
\[
F_R(t) = \int \phi_R|u(t)|^2.
\]
By virial identities, if \(E(u_0) = E(W)\), we have
\[
F'_R(t) = 2 \text{Im} \int \nabla \phi \cdot \nabla u \bar{u}
\]
\[
F''_R(t) = -\frac{16}{N-2}d(t) + A_R(u(t)),
\]
where
\[
A_R(u(t)) = \int_{|x| \geq R} |\nabla u(t)|^2 \left(4\phi_R^2 - 8\right) + \int_{|x| \geq R} |u|^2 \left(8 - \frac{4}{N} \Delta \phi_R\right) - \int_{|x| \geq R} |u|^2 \Delta^2 \phi_R.
\]
Recall that, if \(\|\nabla u_0\|_{\dot{H}^1} > \|\nabla W\|_{\dot{H}^1}\), then, for all \(t\) in the interval of definition of \(u\),
\[
d(t) = \left(\|\nabla u(t)\|_{\dot{H}^1} - \|\nabla W\|_{\dot{H}^1}\right) = \|\nabla u(t)\|_{\dot{H}^1} - \|\nabla W\|_{\dot{H}^1}.
\]
In order to prove Proposition 6.1, we need the following lemma, which is also proved in Appendix.
Lemma 6.2. Let \( u \) be a radial solution to (1.2) defined on \([0, +\infty)\) and satisfying (6.1). Assume, furthermore, that the mass \( M(u_0) \) is finite. Then, there exists a constant \( R_0 > 0 \) such that for all \( t \) in the interval of existence of \( u \) and all \( R \geq R_0 \)

\[
F_R(t) > 0, \quad (6.5)
\]

and there exists \( c > 0 \) such that

\[
\int_t^{+\infty} ds \lesssim e^{-ct}, \quad \forall t \geq 0. \quad (6.6)
\]

6.2 Intercritical case

Here, we state the corresponding result for the intercritical case. Since the proof is very similar to the energy-critical case, we mainly sketch it in Appendix.

Proposition 6.3. Let \( u \) be a solution to (1.1) defined on \([0, +\infty)\) satisfying

\[
M(u_0) = M(Q), \quad E(u_0) = E(Q), \quad \|\nabla u_0\|_{L^2} > \|\nabla Q\|_{L^2}. \quad (6.7)
\]

Assume, furthermore, that either \( u_0 \) is radial or \(|x|u_0 \in L^2(\mathbb{R}^N)\). Then there exist \((x_0, \theta_0)\) and \(c > 0\) such that

\[
\|u - e^{it}Q_{[x_0, \theta_0]}\|_{\dot{H}^1} \lesssim e^{-ct}.
\]

Moreover, \( u \) blows up in finite negative time.

7 Convergence to the standing wave below the ground state

7.1 Energy-critical case

In this section, we consider solutions such that

\[
E(u_0) = E(W) \text{ and } \|u_0\|_{\dot{H}^1} < \|W\|_{\dot{H}^1}. \quad (7.1)
\]

Definition 7.1. A solution \( u \) to (1.2) with lifespan \( I \) is said to be almost periodic modulo symmetries on \( J \subset I \) if there exist functions \( x : J \to \mathbb{R}^N, \lambda : J \to \mathbb{R}_+ \) and \( C : \mathbb{R}_+ \to \mathbb{R}_+ \) such that for all \( t \in I \) and all \( \eta > 0 \)

\[
\int_{|x-x(t)| \geq C(\eta)/\lambda(t)} |\nabla u(x,t)|^2 \, dx \leq \eta
\]

and

\[
\int_{|\xi| \geq C(\eta)\lambda(t)} |\hat{u}(\xi,t)|^2 \, d\xi \leq \eta.
\]

Remark 7.2. By Arzelà-Ascoli’s theorem, almost periodicity modulo symmetries is equivalent to the set

\[
\left\{ u_{[x(t),\lambda(t),0]} : t \in J \right\}
\]

being precompact in \( \dot{H}^1 \).

Remark 7.3. If the solution is radial, \( x(t) \) can be chosen to be zero.
Proposition 7.4. Let $u$ be a solution to (1.2) and $I = (T^-, T^+)$ be its maximal interval of existence. If $u$ satisfies (7.1), then

$$I = \mathbb{R}.$$ 

Furthermore, if

$$\int_0^{+\infty} \int_{\mathbb{R}^N} |u(x, t)|^{\frac{2(N+2)}{N-2}} dx \, dt = +\infty, \tag{7.2}$$

then $u$ is almost periodic modulo symmetries on $[0, +\infty)$.

The proof of Proposition 7.4 is essentially contained in the proof in [27, Proposition 3.1], which extended the work in [26] to dimensions $N \geq 6$.

Remark 7.5. By time-reversal symmetry, the analogous version of (7.2) for the interval $(-\infty, 0]$ holds.

The next theorem is the main result proved in [27, Theorem 1.7].

Theorem 7.6. For $N \geq 5$, let $u : I \times \mathbb{R}^N \to \mathbb{C}$ be a solution to (1.2) satisfying

$$E_* := \sup_{t \in I} \|u(t)\|_{H^1} < \|W\|_{H^1}. \tag{7.1}$$

Then,

$$\int_I \int_{\mathbb{R}^N} |u(x, t)|^{\frac{2(N+2)}{N-2}} dx \, dt = C(E_*) < +\infty.$$ 

In particular, by uniqueness of solutions and continuity of the flow of (1.2), we have the following consequence.

Corollary 7.7. For $N \geq 5$, let $u$ be a solution to (1.2) satisfying (7.1) and (7.2). Then there exists a sequence $t_n \to +\infty$ such that

$$\lim_{n \to +\infty} d(u(t_n)) = 0.$$ 

The main aim of this section is to prove the following proposition.

Proposition 7.8. Let $u$ be a radial solution to (1.2) satisfying (7.1) and (7.2). Then there exist $(\lambda_0, \theta_0)$ and $c > 0$ such that, for all $t \geq 0$,

$$\|u - W_{(\lambda_0, \theta_0)}\|_{H^1} \lesssim e^{-ct}. \tag{7.3}$$

Moreover, $u$ scatters backward in time.

The proof follows the same lines as in [11], and is given in Appendix.

7.2 Intercritical case

Here, we consider solutions such that

$$M(u_0) = M(Q), \quad E(u_0) = E(Q), \quad \text{and} \quad \|\nabla u_0\|_{L^2} < \|\nabla Q\|_{L^2}. \tag{7.4}$$

Since the scaling parameter is fixed a priori in the intercritical regime, controlling scaling is no longer an issue. We can then use the fact that the solution has finite mass, together with information given by the virial-type and compactness arguments, to control the translation parameter, allowing us to prove results in the non-radial setting. We start with a definition.
Definition 7.9. A solution $u$ to (1.1) with lifespan $I$ is said to be almost periodic modulo symmetries on $J \subset I$ if there exist functions $x : J \to \mathbb{R}^N$ and $C : \mathbb{R}_+^+ \to \mathbb{R}_+^+$ such that for all $t \in J$ and all $\eta > 0$

\[
\int_{|x-x(t)| \geq C(\eta)} |\nabla u(x,t)|^2 + |u(x,t)|^2 \, dx \leq \eta.
\]

Remark 7.10. By Arzelà-Ascoli’s theorem, almost periodicity modulo symmetries is equivalent to the set

\[
\{ u[x(t)] : t \in J \}
\]

being precompact in $H^1$.

Proposition 7.11. Let $u$ be a solution to (1.1) and $I = (T^- , T^+)$ be its maximal interval of existence. If $u$ satisfies (7.4), then $I = \mathbb{R}$.

Furthermore, if

\[
\|u\|_{S(0, +\infty)} = +\infty,
\]

then $u$ is almost periodic modulo symmetries on $[0, +\infty)$, and we have

\[
P(u) = \text{Im} \int \bar{u} \nabla u = 0, \quad \text{and}
\]

\[
\lim_{t \to -\infty} \frac{x(t)}{t} = 0.
\]

The proof of Proposition 7.11 is now classical, and it is essentially the same as in [12, Lemma 6.2, Corollary 6.3 and Lemma 6.4].

Remark 7.12. By time-reversal symmetry, the analogous version of (7.5) for the interval $(-\infty, 0]$ holds.

Remark 7.13. As in [12, Lemma 6.2], the function $x(t)$ can be chosen to be continuous on $\mathbb{R}$ and the same as the one given in Lemmas 5.3 and 5.4, if $d(t) < \delta_0$.

Proposition 7.14. Let $u$ be a solution to (1.1) satisfying (7.4) and (7.5). Then there exist $(x_0, \theta_0)$ and $c > 0$ such that, for all $t \geq 0$,

\[
\|u - e^{it} Q_{[x_0, \theta_0]}\|_{H^1} \lesssim e^{-ct}.
\]

Moreover, $u$ scatters backward in time.

8 Estimates on exponentially decaying solutions

According to the previous sections, we must study the behavior of solutions approaching $e^{it} Q$ exponentially fast in time. We start with the energy-critical setting.
8.1 Energy-critical case

In contrast to the previous two sections, the radiality assumption is not needed to prove the results in this subsection. We consider the linearized approximate equation

$$\partial_t h + \mathcal{L}h = \epsilon$$

with $h$ and $\epsilon$ such that, for $t \geq 0$,

$$\|h(t)\|_{H^1} \lesssim e^{-c_0 t},$$

$$\|\epsilon(t)\|_{L^2} + \|\nabla \epsilon\|_{L^2([t, \infty))} \lesssim e^{-c_1 t},$$

(8.2)

where $c_1 > c_0 > 0$. The following self-improving estimate was proved for radial data in [11]. We give the proof without the radial assumption in Appendix.

Using the notation $a^-$ for $a - \delta$ with arbitrarily small $\delta > 0$, we have the following lemma.

**Lemma 8.1.** Under the assumptions (8.2),

(i) if $e_0 / \in [c_0, c_1)$, then

$$\|h(t)\|_{H^1} \lesssim e^{-c^-_1 t},$$

(8.3)

(ii) if $e_0 \in [c_0, c_1)$, then there exists $A \in \mathbb{R}$ such that

$$\|h(t) - Ae^{-e_0 t} \mathcal{Y}_+\|_{H^1} \lesssim e^{-c^-_1 t}.$$

(8.4)

To further improve the convergence in the case $N \geq 6$, we study the linearized equation around $W + \mathcal{V}_k^A$, for $A \neq 0$, which was defined in (4.1). For simplicity, we omit the superscript $A$. Defining, for every $k$,

$$\tilde{\mathcal{L}}_k = \begin{pmatrix} 0 & \Delta \\ -\Delta & 0 \end{pmatrix} + \frac{(p_c+1)}{2} |W + \mathcal{V}_k|^{p_c-1} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$$

$$+ \frac{(p_c-1)}{2} |W + \mathcal{V}_k|^{p_c-3} \begin{pmatrix} \text{Im}(W + \mathcal{V}_k)^2 & -\text{Re}(W + \mathcal{V}_k)^2 \\ -\text{Re}(W + \mathcal{V}_k)^2 & -\text{Im}(W + \mathcal{V}_k)^2 \end{pmatrix},$$

$$\tilde{K}_k(h) = \frac{(p_c+1)}{2} |W + \mathcal{V}_k|^{p_c-1} h + \frac{(p_c-1)}{2} |W + \mathcal{V}_k|^{p_c-3} (W + \mathcal{V}_k)^2 h,$$

and

$$\tilde{R}_k(h) = |W + \mathcal{V}_k|^{p_c-1} (W + \mathcal{V}_k) J((W + \mathcal{V}_k)^{-1} h),$$

where

$$J(z) = |1 + z|^{p_c-1} (1 + z) - 1 - \frac{(p_c+1)}{2} z - \frac{(p_c-1)}{2} \bar{z},$$

we have that if, $u = W + \mathcal{V}_k + h$ satisfies (4.2), then $h$ satisfies

$$\partial_t h + \tilde{\mathcal{L}}_k h = i\tilde{R}_k(h) + \epsilon_k,$$

(8.5)

or in the form of a Schrödinger equation,

$$i\partial_t h + \Delta h + \tilde{K}_k h = -\tilde{R}_k(h) + i\epsilon_k,$$

(8.6)
where $\epsilon_k$ are $O(e^{-(k+1)e_0 t})$ in $S(\mathbb{R}^N)$. Note that the operator $\tilde{L}_k$ is time-dependent and that, by the construction of $V_k$, we have, for all $t \geq 0$,

$$|V_k(t)| \lesssim e^{-e_0 t}|W|,$$

and

$$|
abla V_k(t)| \lesssim e^{-e_0 t}|
abla W| \lesssim e^{-e_0 t}|W|.$$ 

This implies that the estimates in Lemmas 3.9 and 3.12 hold with the same proof if we replace $K$ by $\tilde{K}_k$ and $R$ by $\tilde{R}_k$. Therefore, we have the following results.

**Lemma 8.2.** Let $N \geq 6$, $k \geq 1$ and $I$ be a bounded time interval, and consider $f \in S(\dot{H}^1, I)$ such that $\nabla f \in S(L^2, I)$.

(i) $\|\nabla \tilde{K}_k(f)\|_{S'(L^2, I)} \lesssim |I|^{\frac{1}{2}} \|\nabla f\|_{S(L^2, I)}$,

(ii) $\|\nabla \tilde{R}_k(f)\|_{S'(L^2, I)} + \|\tilde{R}_k(f)\|_{L^{\frac{2N}{N+2}}} \lesssim \left(1 + |I|^{\frac{1}{2}}\right) \|\nabla f\|_{S(L^2, I)}^{p_c}$.

**Lemma 8.3.** Let $h$ be a solution to (8.5). If, for some $c > 0$ and for any $t \geq 0$,

$$\|h(t)\|_{\dot{H}^1} \lesssim e^{-ct},$$

then

$$\|\nabla h\|_{S(L^2, [t, +\infty))} \lesssim e^{-\min\{c, (k+1-e_0)\}t}.$$ 

In the spirit of Lemma 8.1, we prove the following estimate.

**Lemma 8.4.** For $N \geq 6$, let $h$ be a solution to

$$\partial_t h + \tilde{L}_k h = \epsilon,$$ 

with $h$ and $\epsilon$ such that, for $t \geq 0$,

$$\|h(t)\|_{\dot{H}^1} \lesssim e^{-c_0 t},$$

$$\|\epsilon(t)\|_{L^{\frac{2N}{N+2}}} + \|\nabla \epsilon\|_{S'(L^2, [t, +\infty))} \lesssim e^{-c_1 t},$$

where $(k+1)e_0 > c_1 > e_0$. Then,

$$\|h(t)\|_{\dot{H}^1} \lesssim e^{-c_1 t}.$$ 

**Proof of Lemma 8.4.** Since the subscript $k$ will be fixed in this proof, we omit it. By Lemma 8.3 we have

$$\|\nabla h(t)\|_{S(L^2, [t, +\infty))} \lesssim e^{-c_0 t}.$$ 

We first note that (8.6) can be written as

$$\partial_t h + \tilde{L}_k h = \epsilon + (\mathcal{L} - \tilde{L}_k)h.$$ 

Now, if $N > 6$ and $h \in \dot{H}^1$,

$$|(\mathcal{L} - \tilde{L})h| \lesssim |\mathcal{V}(t)|^{p_c-1} |h| \lesssim e^{-(p_c-1)e_0 t} |W|^{p_c-1} |h|,$$
\[
|\nabla[(\mathcal{L} - \tilde{\mathcal{L}})h]| \lesssim |W|^{p_c - 2} \left[e^{-e_0 t} |\nabla W| + |\nabla \mathcal{V}(t)| \right] |h| + |\mathcal{V}(t)|^{p_c - 1} |\nabla h| \\
\lesssim e^{-(p_c - 1)e_0 t} \left[|W|^{p_c - 1} |h| + |\nabla h| \right],
\]
where we used the fact that \(\mathcal{V}(t) \in \mathcal{S}(\mathbb{R}^N)\), \(\|\mathcal{V}(t)\|_{L^\infty} \lesssim e^{-e_0 t}\) and \(|\nabla W| \lesssim |W|\).

Thus,
\[
\|\mathcal{L} - \tilde{\mathcal{L}}\|_{L^\infty} \lesssim e^{-e_0 t} \text{ and } \nabla \mathcal{V} \lesssim |\nabla h|,
\]
where we used the fact that \(V(t) \in \mathcal{S}(\mathbb{R}^N)\), \(\|V(t)\|_{L^\infty} \lesssim e^{-e_0 t}\) and \(|\nabla W| \lesssim |W|\).

By iterating this argument, we get (8.7).

We now improve the convergence given by Propositions 6.1 and 7.8.

**Lemma 8.5.** For \(N \geq 6\), if \(u\) is a solution to (1.2) satisfying, for all \(t \geq 0\),
\[
\|u(t) - W\|_{\dot{H}^1} \lesssim e^{-ct}, \quad E(u_0) = E(W),
\]
(8.8)
then there exists a unique \(A \in \mathbb{R}\) such that \(u = U^A\).

**Proof.** Step 1. Linearize around \(W\) to improve the decay on time.

If \(u\) is a solution to (1.2), write \(u = h + W\). Recall that \(h\) is a solution to (3.1). We first show the bound
\[
\|\nabla(R(h))\|_{S'(L^2, [t, t+1]))} + \|R(h(t))\|_{L^{\frac{2N}{N+2}}} \lesssim e^{-c p_c t} \text{ for all } t \geq 0.
\]
(8.9)
Indeed, by Lemmas 3.12 and 3.9 (ii),
\[
\|\nabla(R(h))\|_{S'(L^2, [t, t+1]))} \lesssim e^{-c p_c t}.
\]
Therefore, triangle inequality gives
\[
\|\nabla(R(h))\|_{S'(L^2, [t, t+\infty]))} \lesssim e^{-c p_c t}.
\]
Now, by (3.16), we have
\[
|R(h(t))| \leq |h(t)|^{p_c},
\]
so that, by Sobolev inequality,
\[
\|R(h(t))\|_{L^{\frac{2N}{N+2}}} \lesssim \|h(t)\|_{L^{2^*}}^{p_c} \lesssim e^{-c p_c t}.
\]
Therefore, the bound (8.9) is proved.

We are now under the hypotheses of Lemma 8.1 with \(c_0 = c\) and \(c_1 = cp_c > c\). The conclusion of this Lemma gives
\[
\|h(t)\|_{\dot{H}^1} \lesssim e^{-c_0 t} + e^{-c p_c t}.
\]
If \( c > e_0/p_c \), we get
\[
\|h(t)\|_{\dot{H}^1} \lesssim e^{-e_0 t},
\]
and, by the same argument used to prove (8.9),
\[
\|\nabla \bigl( R(h) \bigr) \|_{S'(L^2;[t,\infty))} + \|R(h(t))\|_{L^\infty} \lesssim e^{-e_0 p_c t}.
\]
Thus, (8.4) gives
\[
\|h(t) - Ae^{-e_0 t} \gamma_+\|_{\dot{H}^1} \lesssim e^{-p_c^* e_0 t}.
\]
(8.10)

If, however, \( c \leq e_0/p_c \), then assumption (8.8) holds with \( \frac{1+p_c}{2} c > c \) instead of \( c \). By iteration, we get (8.10).

Step 2. Linearize around \( W + \mathcal{V}_k \) to improve higher order convergence to \( U^A \).

For \( k \geq 2 \) to be chosen later, write \( \tilde{h} = h - \mathcal{V}_k \), so that \( \tilde{h} \) is a solution to (8.5). Since \( k \) is fixed throughout the proof, it will be omitted. By Lemma 8.2, we have
\[
\|\nabla \bigl( \tilde{R}(\tilde{h}) \bigr) \|_{S'(L^2;[t,\infty))} + \|\tilde{R}(\tilde{h}(t))\|_{L^\infty} \lesssim_k \|\nabla \tilde{h}\|_{S(L^2;[t,\infty))}^{p_k}.
\]
Therefore, by (8.5),
\[
\partial_t \tilde{h} + \tilde{L}_k \tilde{h} = \eta,
\]
with
\[
\|\nabla \eta\|_{S'(L^2;[t,\infty))} + \|\eta\|_{L^\infty} \lesssim_k \|\nabla \tilde{h}\|_{S(L^2;[t,\infty))}^{p_k} + e^{-(k+1)e_0 t}.
\]
(8.11)

By (8.10) and the definition of \( \mathcal{V}_k \), we have
\[
\|\tilde{h}\|_{\dot{H}^1} \lesssim \|h - Ae^{-e_0 t} \gamma_+\|_{\dot{H}^1} + O(e^{-2e_0 t}) \lesssim_k e^{-p_c^* e_0 t}.
\]
(8.12)

By iteration, starting with (8.12), and repeatedly applying Lemmas 8.4 and 8.3 as well as estimate (8.11), we have, for any \( k \geq 2 \),
\[
\|\tilde{h}\|_{\dot{H}^1} \lesssim_k e^{-(k+1)e_0 t}.
\]
Therefore, choosing \( k = l(k_0) \), where \( k_0 \) and \( l \) are defined in Proposition 4.2 we have, for \( N \geq 6 \) and \( t \geq 0 \),
\[
\|Du - (W - \mathcal{V}_{l(k_0)})\|_{S(\dot{H}^{1-\varepsilon};[t,\infty))} \lesssim \|\nabla (u - W - \mathcal{V}_{l(k_0)})\|_{S(L^2;[t,\infty))} \lesssim \frac{1}{2} e^{-e_0 t}.
\]
Hence, by the uniqueness in Proposition 4.2 we get that \( u = U^A \).

\[ \square \]

Corollary 8.6. Let \( N \geq 6 \). For any \( A \neq 0 \), there exists \( T_A \in \mathbb{R} \) such that either
\[
U^A(t) = W^+(t + T_A), \text{ if } A > 0,
\]
or
\[
U^A(t) = W^-(t + T_A), \text{ if } A < 0.
\]

Proof. Choose \( T_A \) such that \( |A| e^{-e_0 T_A} = 1 \). We have, by (4.3),
\[
\|U^A(t + T_A) - W \| \lesssim e^{-e_0 T_A} \lesssim e^{-2e_0 t}.
\]
(8.13)

Note that \( U^A(t + T_A) \) satisfies the hypotheses of Lemma 8.5. Thus, there exists \( \bar{A} \in \mathbb{R} \) such that \( U^A(t + T_A) = U^{\bar{A}} \). But (8.13) implies that \( \bar{A} = 1 \), if \( A > 0 \), and \( A = -1 \), if \( A < 0 \), finishing the proof of the corollary.

\[ \square \]
8.2 Intercritical case

For $0 < s_c < 1$, we study the linearized approximate equation

$$\partial_t h + \mathcal{L}h = \epsilon$$

with $h$ and $\epsilon$ such that, for $t \geq 0$,

$$\|h(t)\|_{H^1} \lesssim e^{-c_0 t},$$

$$\|\langle \nabla \rangle \epsilon\|_{S'(L^2;[t,\infty))} \lesssim e^{-c_1 t},$$

where $c_1 > c_0 > 0$. We merely state the results in this case, as their proofs are very close to the energy-critical case (in fact, some proofs are easier, since the $L^2$ norm of the solution is finite).

**Lemma 8.7.** Under the assumptions (8.15),

(i) if $e_0 \notin [c_0, c_1)$, then

$$\|h(t)\|_{H^1} \lesssim e^{-c_1 t},$$

(ii) if $e_0 \in [c_0, c_1)$, then there exists $A \in \mathbb{R}$ such that

$$\|h(t) - Ae^{-e_0 t} Y_+\|_{H^1} \lesssim e^{-c_1 t}.$$

Omitting $A$ for simplicity and defining, for every $k$,

$$\tilde{\mathcal{L}}_k = \left( \begin{array}{cc} 0 & 1 - \Delta \\ -(1 - \Delta) & 0 \end{array} \right) + \frac{(p+1)}{2}|Q + \mathcal{V}_k|^{p-1} \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right)$$

$$+ \frac{(p-1)}{2}|Q + \mathcal{V}_k|^{p-3} \left( \begin{array}{cc} \text{Im}(Q + \mathcal{V}_k)^2 & -\text{Re}(Q + \mathcal{V}_k)^2 \\ -\text{Re}(Q + \mathcal{V}_k)^2 & \text{Im}(Q + \mathcal{V}_k)^2 \end{array} \right),$$

$$\tilde{K}_k(h) = \frac{(p+1)}{2}|Q + \mathcal{V}_k|^{p-1}h + \frac{(p-1)}{2}|Q + \mathcal{V}_k|^{p-3}(Q + \mathcal{V}_k)^2 \bar{h},$$

and

$$\tilde{R}_k(h) = |Q + \mathcal{V}_k|^{p-1}(Q + \mathcal{V}_k)J((Q + \mathcal{V}_k)^{-1}h),$$

where

$$J(z) = |1 + z|^{p-1}(1 + z) - 1 - \frac{(p+1)}{2}z - \frac{(p-1)}{2}\bar{z},$$

we have that if $u = e^{it}(Q + \mathcal{V}_k + h)$ is a solution of the NLS equation (1.1), then $h$ satisfies

$$\partial_t h + \tilde{\mathcal{L}}_k h = i\tilde{R}_k(h) + \epsilon_k,$$

or in the form of a Schrödinger equation,

$$i\partial_t h + \Delta h - h + \tilde{K}_k h = -\tilde{R}_k(h) + i\epsilon_k,$$

where $\epsilon_k$ are $O(e^{-(k+1)e_0 t})$ in $\mathcal{S}(\mathbb{R}^N)$. By the construction of $\mathcal{V}_k$, we have, for all $t \geq 0$,

$$|\mathcal{V}_k(t)| \lesssim e^{-e_0 t}|Q|,$$

and

$$|\nabla \mathcal{V}_k(t)| \lesssim e^{-e_0 t}|
abla Q| \lesssim e^{-e_0 t}|Q|.$$
Lemma 8.8. Let \( p > 1, k \geq 1 \) and \( I \) be a bounded time interval, and consider \( f \in S(L^2, I) \) such that \( \nabla f \in S(L^2, I) \). There exists \( \alpha > 0 \) such that the following estimates hold.

For all \( p > 1 \):

(i) \( \|\langle \nabla \rangle \tilde{K}_k(f)\|_{S'(L^2, I)} \lesssim |I|^{\alpha} \|\langle \nabla \rangle f\|_{S(L^2, I)} \).

For \( p > 2 \):

(ii) \( \|\langle \nabla \rangle \tilde{R}_k(f)\|_{S'(L^2, I)} \lesssim \|\langle \nabla \rangle f\|_{S(L^2, I)} \left( |I|^{\alpha} \|\langle \nabla \rangle f\|_{S(L^2, I)} + \|\langle \nabla \rangle f\|_{S(L^2, I)}^{p-1} \right) \).

For \( 1 < p \leq 2 \):

(iii) \( \|\langle \nabla \rangle \tilde{R}_k(f)\|_{S'(L^2, I)} \lesssim (1 + |I|^{\alpha}) \|\langle \nabla \rangle f\|_{S(L^2, I)}^p \).

Lemma 8.9. Let \( h \) be a solution to (8.18). If, for some \( c > 0 \) and for any \( t \geq 0 \),

\[ \|h(t)\|_{H^1} \lesssim e^{-ct}, \]

then

\[ \|\langle \nabla \rangle h\|_{S(L^2, [t, +\infty))} \lesssim e^{-\min\{c, (k+1)e_0\}t}. \]

Lemma 8.10. Let \( h \) be a solution to

\[ \partial_t h + \tilde{L}_k h = \epsilon, \]

with \( h \) and \( \epsilon \) such that, for \( t \geq 0 \),

\[ \|h(t)\|_{H^1} \lesssim e^{-c_0 t}, \]

\[ \|\langle \nabla \rangle \epsilon\|_{S'(L^2, [t, +\infty))} \lesssim e^{-c_1 t}, \]

where \( (k+1)e_0 > c_1 > c_0 > e_0 \). Then,

\[ \|h(t)\|_{H^1} \lesssim e^{-c_1 t}. \]

Lemma 8.11. If \( u \) is a solution to (1.1) satisfying

\[ \|u(t) - e^{it}Q\|_{H^1} \lesssim e^{-ct}, \quad M(u_0) = M(Q), \quad E(u_0) = E(Q), \]

then there exists a unique \( A \in \mathbb{R} \) such that \( u = U^A \).

Corollary 8.12. Let \( 1 + 4/N < p < 2^* - 1 \). For any \( A \neq 0 \), there exists \( T_A \in \mathbb{R} \) such that either

\[ U^A(t) = Q^+(t + T_A), \text{ if } A > 0, \]

or

\[ U^A(t) = Q^-(t + T_A), \text{ if } A < 0. \]
9 Closure of the main theorems

Having proved Propositions 6.4 and 7.8 and Lemma 8.5 we can proceed as in [11].

Proof of Theorem 1.4 Recall the notation \( \mathcal{Y}_1 = \text{Re} \mathcal{Y}_+ = \text{Re} \mathcal{Y}_- \). We claim that \((W, \mathcal{Y}_1)_{\dot{H}^1} \neq 0\). If not, since \(W\) solves the equation \(\Delta W = -W^{p_c}\), we would have

\[
B(W, \mathcal{Y}_\pm) = \frac{1}{2} \int \nabla W \cdot \nabla \mathcal{Y}_1 - \frac{p_c}{2} \int W^{p_c} \mathcal{Y}_1 = \frac{p_c}{2} \int \Delta W \mathcal{Y}_1 = 0,
\]

so that \(W \in G^\perp\). But, by Lemma 8.5, \(\Phi\) is nonnegative (in fact, it is coercive) on \(G^\perp\), which contradicts (3.13).

Replacing \(\mathcal{Y}_\pm\), if necessary, we may assume

\[
(W, \mathcal{Y}_1)_{\dot{H}^1} > 0.
\]

Defining

\[
W^+ := U^1 \quad \text{and} \quad W^- := U^{-1},
\]

we claim that the conclusions of Theorem 1.4 hold. By the strong convergence \(U^A(t) \to W\) in \(\dot{H}^1\) and energy conservation, we conclude \(E(W) = E(W')\). Moreover, by (4.7),

\[
\|U^A(t)\|^2_{\dot{H}^1} = \|W\|^2_{\dot{H}^1} + 2 Ae^{-2\epsilon t}(W, \mathcal{Y}_1)_{\dot{H}^1} + O(e^{-3\epsilon t}),
\]

which shows that \(\|U^A(t)\|_{\dot{H}^1} - \|W\|_{\dot{H}^1}\) has the same sign as \(A\), for large \(t\). By uniqueness and continuity of the flow, this sign must remain the same for every \(t\) in the intervals of existence of \(W^\pm\). By Proposition 7.4 \(W^-\) is defined on \(\mathbb{R}\), and by Proposition 7.8 \(W^-\) scatters backward in time.

We now show that \(U^A\) has finite mass for \(N \geq 5\). Let, as in the proof of Proposition 7.4, \(\phi\) be a smooth, positive, radial cutoff to the set \(\{|x| \leq 1\}\). Define, for \(R > 0\) and large \(t\),

\[
F_R(t) = \int |U^A(x,t)|^2 \phi\left(\frac{x}{R}\right) dx.
\]

Since \(U^A\) is a solution to (1.2), by Lemma 10.2 and Hardy’s inequality, we have

\[
|F'_R(t)| \lesssim \|U^A(t) - W\|_{\dot{H}^1} \left(\int \frac{1}{|x|^2}|U^A(t)|^2\right)^{\frac{1}{2}} \lesssim \|U^A(t) - W\|_{\dot{H}^1} \|U^A(t)\|_{\dot{H}^1} \lesssim e^{-\epsilon t}.
\]

Hence, integrating from a large \(t\) to \(+\infty\), we get

\[
\left| F_R(t) - \int |W|^2 \phi\left(\frac{x}{R}\right) dx \right| \lesssim e^{-\epsilon t}.
\]

Recalling that \(W \in L^2(\mathbb{R}^N)\) if \(N \geq 5\), we can make \(R \to +\infty\) to obtain \(M(U^A) = M(W) < +\infty\). In particular, \(W^\pm \in L^2(\mathbb{R}^N)\) and, by Proposition 6.1, \(W^+\) blows up in finite negative time. This finishes the proof of Theorem 1.4. \(\square\)

Proof of Theorem 1.5 The case \(\|u_0\|_{\dot{H}^1} < \|W\|_{\dot{H}^1}\) follows immediately from Proposition 7.8, Lemma 8.5 and Corollary 8.6. Case \(\|u_0\|_{\dot{H}^1} = \|W\|_{\dot{H}^1}\) is a consequence of the variational characterization of \(W\). Finally, \(\|u_0\|_{\dot{H}^1} > \|W\|_{\dot{H}^1}\) follows from Proposition 6.1, Lemma 8.5 and Corollary 8.6. \(\square\)
Proof of Theorem 1.2. Recall the notation $\mathcal{Y}_1 = \text{Re} \mathcal{Y}_+ = \text{Re} \mathcal{Y}_-$. We claim that $(Q, \mathcal{Y}_1)_{H^1} \neq 0$. If not, since $Q$ solves the equation $Q - \Delta Q = -Q^p$, we would have

$$B(Q, \mathcal{Y}_\pm) = \frac{1}{2} \int Q \mathcal{Y}_1 + \frac{1}{2} \int \nabla Q \cdot \nabla \mathcal{Y}_1 - \frac{p}{2} \int Q^p \mathcal{Y}_1 = \frac{p+1}{2} (Q, \mathcal{Y}_1)_{H^1} = 0,$$

so that $Q \in \hat{G}^\perp$. But, by Lemma 3.3, $\Phi$ is nonnegative (in fact, it is coercive) on $\hat{G}^\perp$, which contradicts (3.11).

Replacing $\mathcal{Y}_\pm$, if necessary, we may assume

$$(Q, \mathcal{Y}_1)_{H^1} > 0.$$  

Defining

$$Q^+ := U^1 \quad \text{and} \quad Q^- := U^{-1},$$

we claim that the conclusions of Theorem 1.2 hold. By the strong convergence $e^{-itU^A(t)} \to Q$ in $H^1$ and energy conservation, we conclude $M(Q^\pm) = M(Q)$ and $E(Q^\pm) = E(Q)$. Moreover, by (4.13),

$$\|U^A(t)\|_{H^1} = \|Q\|^2_{H^1} + 2Ae^{-2\epsilon at}(Q, \mathcal{Y}_1)_{H^1} + O(e^{-2\epsilon c - at}),$$

which shows that $\|U^A(t)\|_{H^1} - \|Q\|_{H^1}$ has the same sign as $A$, for large $t$. By uniqueness and continuity of the flow, this sign must remain the same for every $t$ in the intervals of existence of $Q^\pm$. By Proposition 7.11, $Q^-$ is defined on $\mathbb{R}$, and by Proposition 7.13, $Q^-$ scatters backward in time. Finally, by Proposition 8.3, $Q^+$ blows up in finite negative time. This finishes the proof of Theorem 1.2.

Proof of Theorem 1.3. The case $\|\nabla u_0\|_{L^2} < \|\nabla Q\|_{L^2}$ follows immediately from Proposition 7.14, Lemma 8.11 and Corollary 8.12. The case $\|\nabla u_0\|_{L^2} = \|\nabla Q\|_{L^2}$ is a consequence of the variational characterization of $Q$. Finally, $\|\nabla u_0\|_{L^2} > \|\nabla Q\|_{L^2}$ follows from Proposition 6.3, Lemma 8.11 and Corollary 8.12.

10 Appendix

10.1 Proof of modulation results

Proof of Lemma 7.7. The idea of the proof is already well-known (see, for instance, [12, Section 7.1] for the 3d cubic NLS equation, [12, Section 3] for the energy-critical NLS equation, in the radial case, for dimensions $N = 3, 4$ and $5$, and [32, Section 2] in the context of the Korteweg-de Vries equation), and we extend the proofs here to any dimension, any $0 < s_c \leq 1$, not assuming radiality of the solution. The case $s_c = 1$ is the Lemma 5.11 and the case $0 < s_c < 1$ is the Lemma 5.12. We first show the Lemma 5.11 when $u$ is close to $W$. Define the functionals $J = (J_0, \cdots, J_{N+1})$ on $\mathbb{R}^N \times \mathbb{R}_+ \times \mathbb{R} \times H^1$ as

$$J_0 : (\theta, x, \lambda, u) \mapsto (f_{[x, \lambda, \theta]}, iW)_{\dot{H}^1},$$

$$J_k : (\theta, x, \lambda, u) \mapsto (f_{[x, \lambda, \theta]}, \partial_k W)_{\dot{H}^1}, \quad 1 \leq k \leq N,$$

$$J_{N+1} : (\theta, x, \lambda, u) \mapsto (f_{[x, \lambda, \theta]}, \Lambda W)_{\dot{H}^1}.$$

By direct calculation, one can check that

$$\det \left( \frac{\partial J}{\partial (\theta, x, \lambda)} \right) = \left( \int |W|^2 \right) \left( \prod_k \int |\partial_k W|^2 \right) \left( - \int |\Lambda W|^2 \right) \neq 0,$$

on some interval of existence of $Q^\pm$. By Proposition 6.3, Lemma 8.11 and Corollary 8.12, the case $\|\nabla u_0\|_{L^2} = \|\nabla Q\|_{L^2}$ is a consequence of the variational characterization of $Q$. Finally, $\|\nabla u_0\|_{L^2} > \|\nabla Q\|_{L^2}$ follows from Proposition 6.3, Lemma 8.11 and Corollary 8.12.
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Proof of Lemma 7.7. The idea of the proof is already well-known (see, for instance, [12, Section 7.1] for the 3d cubic NLS equation, [12, Section 3] for the energy-critical NLS equation, in the radial case, for dimensions $N = 3, 4$ and $5$, and [32, Section 2] in the context of the Korteweg-de Vries equation), and we extend the proofs here to any dimension, any $0 < s_c \leq 1$, not assuming radiality of the solution. The case $s_c = 1$ is the Lemma 5.11 and the case $0 < s_c < 1$ is the Lemma 5.12. We first show the Lemma 5.11 when $u$ is close to $W$. Define the functionals $J = (J_0, \cdots, J_{N+1})$ on $\mathbb{R}^N \times \mathbb{R}_+ \times \mathbb{R} \times H^1$ as

$$J_0 : (\theta, x, \lambda, u) \mapsto (f_{[x, \lambda, \theta]}, iW)_{\dot{H}^1},$$

$$J_k : (\theta, x, \lambda, u) \mapsto (f_{[x, \lambda, \theta]}, \partial_k W)_{\dot{H}^1}, \quad 1 \leq k \leq N,$$

$$J_{N+1} : (\theta, x, \lambda, u) \mapsto (f_{[x, \lambda, \theta]}, \Lambda W)_{\dot{H}^1}.$$
and that $J(0, 1, 0, W) = 0$. Hence, by the Implicit Function Theorem, there exist $\epsilon_0, \eta_0$ such that, if $f \in \dot{H}^1$ and $\|f - W\|_{\dot{H}^1} < \epsilon_0$, then there exists a unique $n$-tuple $(x, \lambda, \theta)$ such that
\[
|x| + |\lambda| + |\theta - 1| \leq \eta_0, \quad \text{and} \quad J(\theta, x, \lambda, f) = 0.
\]
Now, if $u$ is as in the lemma, by the variational characterization of $W$, if $d(u)$ is small, then there exists $(x_0, \lambda_0, \theta_0)$ such that $u_{[x_0, \lambda_0, \theta_0]} = W + f$, with $\|f\|_{\dot{H}^1} \leq \epsilon(d(f))$. We are thus back to the preceding case. Existence, local uniqueness and regularity follow again from the Implicit Function Theorem.

**Proof of Lemma 5.2.** For a fixed $t$, write $v = u_{[x(t), \lambda(t), \theta(t)]}(t) - W = \alpha(t)W + h(t)$ as in (5.1). Since $h \in G^\perp$, we have
\[
\|v\|_{\dot{H}^1}^2 = \alpha^2\|W\|_{\dot{H}^1}^2 + \|h\|_{\dot{H}^1}^2. \tag{10.1}
\]
Since $h \in G^\perp$, and $W$ satisfies the equation $\Delta W + W^p = 0$, we have
\[
B(W, h) = \frac{1}{2} \int \nabla W \cdot \nabla h_1 + \frac{p}{2} \int \Delta W h_1 = 0.
\]
Therefore, $\Phi(v) = \Phi(\alpha W + h) = \alpha^2\Phi(W) + \Phi(h)$. Recalling that $W$ is a critical point for the energy functional $E$, we have $E(W + v) = E(W) + \Phi(v) + O(\|v\|_{\dot{H}^1}^3)$. Since $E(W + v) = E(W)$, and by the coercivity given by Lemma 3.5, we have $\Phi(h) \approx \|h\|_{\dot{H}^1}^2$. Thus, we have
\[
|\alpha^2\Phi(W) + \Phi(h)| = O(\|v\|_{\dot{H}^1}^3) \tag{10.2}
\]
Since $\|v\|_{\dot{H}^1}$ is small when $d(u)$ is small, estimates (10.1) and (10.2) give $|\alpha| \approx \|h\|_{\dot{H}^1} \approx \|v\|_{\dot{H}^1}$. Finally, since
\[
d(u) = \|W + v\|_{\dot{H}^1}^2 - \|W\|_{\dot{H}^1}^2 = \|v\|_{\dot{H}^1}^2 + 2\alpha \|W\|_{\dot{H}^1}^2,
\]
we have $d(u) \approx |\alpha|$, and (5.2) is proved.

It remains to prove (5.3). Consider the variables $y$ and $s$ given by
\[
y = \frac{x}{\mu(t)} \quad \text{and} \quad dt = \frac{1}{\mu^2(t)} \, ds.
\]
In view of (5.2) and the decomposition (5.1), we can rewrite (1.2) as
\[
 i\partial_s h + \Delta h - i\alpha_s W + \theta_s W - ix_s \cdot \nabla W + \frac{\lambda_s}{\lambda} \Delta W = O(\epsilon(s)) \quad \text{in} \quad \dot{H}^1, \tag{10.3}
\]
where $\epsilon(s) := d(u(t(s))) \left( d(u(t(s))) + |\theta_s| + |\lambda_s| + \frac{\lambda_s}{\lambda} \right)$. Since $h \in G^\perp$, projecting (10.3) in $\dot{H}^1$ onto $W, iW, \nabla W$ and $\Delta W$ and integrating by parts (possible due to a standard regularization argument) yields
\[
|\alpha_s| + |\theta_s| + |x_s| + \frac{\lambda_s}{\lambda} = O(d + \epsilon(s)),
\]
which is enough to conclude (5.3) and finish the proof of Lemma 5.2.

**Proof of Lemma 5.3.** The proof is analogous to the proof of Lemma 5.1 and is omitted.
Proof of Lemma 5.2. The orthogonality condition \((3.9)\) implies \(B(Q, h) = 0\). Since \(E(u) = E(Q)\), and \(Q\) is a critical point for \(E\), we have
\[
\alpha^2 \Phi(Q) + \Phi(h) = \Phi(\alpha Q + h) = O(|\alpha|^3 + \|h\|_{H^1}^3).
\]
By coercivity, \(\Phi(h) \approx \|h\|_{H^1}^2\), and hence, \(|\alpha| \approx \|h\|_{H^1}\). The relation \(M(u) = M(Q)\) gives
\[
|\alpha| \approx \|Qh\|.
\]
and thus,
\[
|\alpha| \approx \|Qh\|.
\]
Now, using \((3.9)\),
\[
d(u) = \left| \int |\nabla u|^2 - \int |\nabla Q|^2 \right| = 2 \left( \alpha \int |\nabla Q|^2 - \int Qh \right) + O(|\alpha|^2),
\]
which, together with \((10.4)\), gives
\[
d(u) = 2\alpha \left( \int |\nabla Q|^2 - \int Q^2 \right) + O(|\alpha|^2).
\]
Since, by Pohozaev identities \((1.4)\), \(\|Q\|_{L^2} \neq \|Q\|_{L^2}\) for any \(N\) and any \(p\) in the intercritical range, we conclude \(d(u) \approx |\alpha|\), and hence, \((5.6)\) holds. The rest of the proof goes along the same lines of the proof of Lemma 5.2 (without the need of self-similar variables), and is omitted.

\[
\square
\]

10.2 Convergence to the standing wave above the ground state

Proof of Lemma 6.2 (Critical case).

Step 1. A general bound on \(A_R\) (recall \((6.4)\)).

By the definition of \(\phi_R\), we have the bounds \(4\partial^2 \phi_R \leq 8, |\Delta^2 \phi_R| \lesssim 1\) and \(|\Delta^2 \phi_R(r)| \lesssim \frac{1}{r^2}\). Therefore,
\[
A_R(u(t)) \lesssim \int_{|x| \geq R} |u(x, t)|^{2^*} + \frac{1}{R^2} |u(x, t)|^2 \, dx.
\]

We now recall Strauss Lemma \((36)\) and make use of the decay given by radiality in \(H^1\).

Lemma 10.1 \((36)\). There is a constant \(C > 0\) such that, for any radial function \(f\) in \(H^1(\mathbb{R}^N)\) and any \(R > 0\),
\[
\|f\|_{L^\infty_{|x| \geq R}} \leq \frac{C}{R^{N-2}} \|f\|_{L^2} \|\nabla f\|_{L^2}^2.
\]

We can now bound
\[
\int_{|x| \geq R} |u(x, t)|^2 \, dx \leq \|u(t)\|_{L^\infty_{|x| \geq R}}^\frac{4}{N-2} \|u_0\|_{L^2}^{\frac{2N-2}{N-2}} \leq \frac{C}{R^{N-2}} \|\nabla u(t)\|_{L^2}^\frac{2}{N-2} \|u_0\|_{L^2}^{\frac{2N-2}{N-2}},
\]
to obtain
\[
A_R(u(t)) \leq C_0 \left[ \frac{1}{R^2} + \frac{1}{R^{2N-2}} (d(t) + \|W\|_{H^1}) \right],
\]
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where \( C_0 \) depends only on \( M(u_0) \).

Step 2. A bound on \( A_R \) when \( d(t) \) is small.

Taking a small \( \delta_1 \), write the decomposition (5.1) as \( u_{[\phi(t),\theta(t)]} = W + v \), with \( \|v\|_{H^1} \lesssim d(t) \), by Lemma 5.2. We first prove

\[
\lambda_- := \inf \{ \lambda(t), t \geq 0, d(t) \leq \delta_1 \} > 0. \tag{10.5}
\]

Indeed, by mass conservation,

\[
\|u_0\|_{L^2} \geq \int_{|x| \leq \lambda(t)} |u(t)|^2 = \frac{1}{\lambda^2(t)} \left( \int_{|x| \leq 1} W^2(x)dx - Cd^2(t) \right).
\]

If \( d(t) \leq \delta_1 \) and \( \delta_1 \) is small enough, then (10.5) holds. We now give an estimate on \( A_R \) when \( d(t) \) is small. Since \( W \) is a static solution to (1.2), \( \frac{d}{dt} \int \phi_R |W|^2 = 0 \), so that \( A_R(W) = 0 \), for all \( R > 0 \), by (6.3). If we assume \( R \geq 1 \), by a change of variables, Hölder, Hardy and Sobolev inequalities, we can write (6.4) as

\[
|A_R(u(t))| = |A_{R\lambda(t)}(W + v)| = |A_{R\lambda(t)}(W + v) - A_{R\lambda(t)}(W)| \tag{10.6}
\]

\[
\leq C \left[ \int_{|x| \geq R\lambda(t)} |\nabla v|^2 + |\nabla W \cdot \nabla v| + W^{2^* - 1}|v| + |v|^{2^*} + \frac{1}{(R\lambda(t))^2}(W|v| + |v|^2) \right]
\]

\[
\leq C \left[ \|v\|_{H^1}^2 + \frac{1}{(R\lambda(t))^{N-2}} \|v\|_{H^1} + \|v\|_{H^1}^{2^*} + \frac{1}{(R\lambda(t))^{N-2}} \|v\|_{H^1} + \frac{1}{\lambda^2(t)} \|v\|_{H^1}^2 \right]
\]

\[
\leq C_1 \left[ d^2(t) + \frac{1}{R^{N-2}}d(t) \right], \tag{10.7}
\]

where we used the fact that \( \|\nabla W\|_{L^2(|x| \geq r)} \approx \|W\|_{L^{2^*}(|x| \geq r)} \approx \frac{1}{r^{N-2}} \), which can be verified by explicit computation. Note that the constant \( C_1 \) depends only on \( \lambda_- \), which in turn depends only on \( M(u_0) \).

Step 3. Bounds on \( A_R \) prove bounds on \( d(t) \).

We now claim the bound

\[
A_R(t) \leq \frac{8}{N-2}d(t). \tag{10.8}
\]

This follows from the bound (10.7), if \( d(t) \leq \delta_1 \) and \( R \geq R_1 \), where \( R_1 \) is a large constant depending only on \( M(u_0) \). Now, if \( d(t) > \delta_1 \), consider the function

\[
\varphi_R(\delta) = \frac{C_0}{R^2} + \frac{C_0}{R^{N-2}}(\delta + \|W\|_{H^1})^{\frac{1}{N-2}} - \frac{8}{N-2}\delta. \]

By direct computation, we see that \( \varphi''_R(\delta) < 0 \) for any \( \delta > 0 \). We can choose a large \( R_2 \geq R_1 \) (depending again only on \( M(u_0) \)) such that \( \varphi_{R_2}(\delta_1) \leq 0 \) and \( \varphi'_{R_2}(\delta_1) \leq 0 \), so that \( \varphi_{R_2}(\delta) \leq 0 \) for all \( \delta \geq \delta_1 \). The bound (10.8) is now proved.

Bound (10.8), together with (6.3), gives, for \( R \geq R_2 \) and any \( t \geq 0 \),

\[
F''_R(t) \leq -\frac{8}{N-2}d(t) < 0. \tag{10.9}
\]
Note that we must have $F_R'(t) > 0$, for all $t \geq 0$, as (10.9) would otherwise contradict the positivity of $F_R$, thus, proving (6.5).

We now make use of the following claim, in the spirit of [3, Lemma 2.1] and [12, Claim 5.4].

**Claim 10.2.** Let $\phi \in C^1(\mathbb{R}^N)$ and $f \in H^1(\mathbb{R}^N)$. Assume that $\int |\nabla \phi|^2 |f|^2 < +\infty$ and $E(f) = E(W)$. Then

$$\left( \text{Im} \int \nabla \phi \cdot \nabla \bar{f} \right)^2 \lesssim d^2(f) \int |\nabla \phi|^2 |f|^2.$$  

By Claim 10.2 and the fact that $F_R'(t) > 0$ and $F''(t) < 0$, we can write

$$F_R'(t) \sqrt{F_R(t)} \approx -F_R''(t),$$

so that

$$\int_{t}^{+\infty} d(s) ds \lesssim e^{-ct},$$

which proves (6.6) and finishes the proof of Lemma 6.2.

**Proof of Claim 10.2.** Let $\delta(f) = \int |\nabla W|^2 - \int |\nabla f|^2$ and $\lambda \in \mathbb{R}$. By Sobolev inequality

$$\| \nabla (e^{i\lambda \varphi} f) \|_{L^2} \geq \frac{\| \nabla W \|_{L^2}}{\| W \|_{L^{2^*}}} \| f \|_{L^{2^*}}.$$

Squaring the last inequality and expanding the term $\| \nabla (e^{i\lambda \varphi} f) \|_{L^2}$, we get

$$\lambda^2 \int |\nabla \varphi|^2 |\nabla f|^2 + 2\lambda \text{Im} \int (\nabla \varphi \cdot \nabla f) \bar{f} + \int |\nabla f|^2 - \frac{\| \nabla W \|^2_{L^2}}{\| W \|^2_{L^{2^*}}} \| f \|^2_{L^{2^*}} \geq 0.$$

The discriminant of this quadratic form must be non-positive, thus,

$$\left( \text{Im} \int (\nabla \varphi \cdot \nabla f) \bar{f} \right)^2 \leq \left( \int |\nabla f|^2 - \frac{\| \nabla W \|^2_{L^2}}{\| W \|^2_{L^{2^*}}} \| f \|^2_{L^{2^*}} \right) \left( \int |\nabla \varphi|^2 |\nabla f|^2 \right).$$

Since

$$\int |\nabla f|^2 = \int |\nabla W|^2 - \delta(f),$$

by $E(f) = E(W)$, we have,

$$0 < \int |f|^2 = \int |W|^2 - \frac{N}{N-2} \delta(f).$$

Therefore,

$$\int |\nabla f|^2 - \frac{\| \nabla W \|^2_{L^2}}{\| W \|^2_{L^{2^*}}} \| f \|^2_{L^{2^*}} = \int |\nabla W|^2 - \delta(f) - \frac{\| \nabla W \|^2_{L^2}}{\| W \|^2_{L^{2^*}}} \left( \int |W|^2 - \frac{N}{N-2} \delta(f) \right)^{N/2}$$

$$= \int |\nabla W|^2 - \delta(f) - \frac{\| \nabla W \|^2_{L^2}}{\| W \|^2_{L^{2^*}}} \left( \| W \|^2_{L^{2^*}} - \| W \|^2_{L^{2^*}} \delta(f) + O(\delta(f)^2) \right)$$

$$= O(\delta(f)^2),$$

and Claim 10.2 is proved. 

\[\Box\]
Proof of Proposition 6.1. We first prove that
\[ \lim_{t \to +\infty} d(t) = 0. \] (10.10)

Indeed, by Lemma 6.2, there exists \( t_n \to +\infty \) such that \( d(t_n) \to 0 \). Assume, by contradiction, that there exists a sequence \( t'_n > t_n \) such that
\[ d(t'_n) = \delta_0 \quad \text{and} \quad 0 < d(t) < \delta_0 \quad \forall t \in (t_n, t'_n), \] (10.11)
where \( \delta_0 \) is given by Lemmas 5.1 and 5.2. Recall the decomposition (5.1):
\[ u_{[\lambda(t), \theta(t)]}(t) = (1 + \alpha(t))W + h(t) \text{ with } h \in G^\perp. \]

By taking subsequences, if necessary, we can assume
\[ \lim \lambda(t_n) = \lambda_\infty \in (0, +\infty]. \]

We now prove that \( \lambda_\infty < +\infty \).

If \( \lambda_\infty = +\infty \), as \( u_{[\lambda(t_n), \theta(t_n)]} \) converges to \( W \) in \( \dot{H}^1 \), we have, for any \( C > 0 \),
\[ \int_{|x| \geq C} |u(t_n)|^{2^*} \to 0. \]

For any \( \epsilon > 0 \) we have, by Hölder inequality,
\[ |F_R(t_n)| \lesssim \epsilon \|u(t_n)\|_{\dot{H}^1} + \int_{|x| \geq C_\epsilon} |u(t_n)|^{2^*}, \]
so that
\[ \lim F_R(t_n) = 0. \]

However, by (6.5), \( F'_R(t) > 0 \). This implies \( F_R(t) < 0 \) for all \( t \geq 0 \), contradicting the fact that \( F_R \) is positive. Therefore, \( \lambda(t_n) \) must be bounded.

Now, by Lemma 5.2 we have
\[ \left| \frac{\lambda'(t)}{\lambda(t)} \right| \lesssim d(t). \]
This implies, if \( t \in (t_n, t'_n) \),
\[ \left| \frac{1}{\lambda^2(t)} - \frac{1}{\lambda^2(t_n)} \right| \lesssim e^{-ct_n}. \]

Therefore, \( \lambda(t) \leq 2\lambda_\infty \) on \( \cup_n(t_n, t'_n) \), for large \( t \). Turning to the bound on \( \alpha' \) in Lemma 5.2,
\[ |\alpha'(t)| \lesssim \lambda^2(t)d(t) \lesssim d(t). \]

This implies \( |\alpha(t_n) - \alpha(t'_n)| \to 0 \). Moreover, again by Lemma 5.2 \( |\alpha(t)| \approx d(t) \), which contradicts (10.11) and proves (10.10).

To finish the proof of Proposition 6.1 we must refine the estimate on \( d(t) \). Since \( d(t) \to 0 \) as \( t \to +\infty \), the decomposition (5.1) is well-defined for all large times. Therefore, by (10.10) and (10.5), we have
\[ \lim_{t \to +\infty} \lambda(t) = \lambda_\infty \in (0, +\infty), \quad \lim_{t \to +\infty} \alpha(t) = \lim_{t \to +\infty} d(t) = 0, \]
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and
\[ \|h(t)\|_{H^1} \approx |\alpha(t)| = \int_t^{+\infty} |\alpha'(t)| ds \lesssim \int_t^{+\infty} \lambda^2(s) d(s) ds \lesssim e^{-ct}. \]
Furthermore, the bound \(|\theta'(t)| \lesssim \lambda^2(t) d(t)\) implies that there exists \(\theta_\infty\) such that
\[ \lim_{t \to +\infty} |\theta(t) - \theta_\infty| = 0. \]
Therefore, (6.2) is proven.

It remains to prove the finite-time blow-up. This is a corollary of Lemma 6.2 applied to the time-reversed solution \(v(t) := \bar{u}(-t)\). If \(u\) is defined on \(\mathbb{R}\), by (6.5), we have
\[ \text{Im} \int \nabla \phi \cdot \nabla u_0 \bar{u}_0 > 0, \]
and
\[ \text{Im} \int \nabla \phi \cdot \nabla v_0 \bar{v}_0 > 0, \]
which clearly contradicts the fact that
\[ \text{Im} \int \nabla \phi \cdot \nabla u_0 \bar{u}_0 = - \text{Im} \int \nabla \phi \cdot \nabla v_0 \bar{v}_0. \]
This finishes the proof of Proposition 6.1. \(\square\)

**Proof of Proposition 6.3 (Intercritical case).** We divide the proof in two cases: the finite-variance case, and the radial case. Using the same argument of the finite-time blow-up as in the energy-critical case, and in view of Lemmas 5.5, 10.3 and 10.5 in the next subsections, Proposition 6.3 follows. \(\square\)

### 10.2.1 Finite-variance solutions

**Lemma 10.3.** Let \(u\) be a solution to (1.1) defined on \([0, +\infty)\) and satisfying (6.7) and \(||x|u_0||_{L^2} < +\infty\). Then, for all \(t\) in the interval of existence of \(u\),
\[ \text{Im} \int x \cdot \nabla u(t) \bar{u}(t) > 0, \quad (10.12) \]
and there exists \(c > 0\) such that
\[ \int_t^{+\infty} d(s) ds \lesssim e^{-ct}, \quad \forall t \geq 0. \quad (10.13) \]

**Proof.** Let \(F(t) = \int |x|^2 |u(x, t)|^2 dx\). Then, by the virial identities, we have, for all \(t \geq 0\),
\[ F'(t) = 4 \text{Im} \int x \cdot \nabla u(t) \bar{u}(t). \]
Note that, by Cauchy-Schwarz, \(F'(t)\) is well-defined. Furthermore, since \(E(u) = E(Q)\),
\[ F''(t) = -[2N(p-1) - 8] \left( \int |\nabla u|^2 - \int |u|^{p+1} \right) = -[2N(p-1) - 8] d(u(t)). \]
Now, if (10.12) does not hold, there exists \(t_1\) such that \(F'(t_1) \leq 0\). Since \(F'' \leq 0\), for any \(t_0 > t_1\),
\[ F'(t) \leq F'(t_0) < 0, \quad \forall t \geq t_0. \]
This implies that $F(t) < 0$ for large $t$, contradicting the definition of $F$.

We now claim that

$$[F'(t)]^2 \lesssim F(t)[F''(t)]^2, \quad (10.14)$$

which is a consequence of the following claim, which is proved similarly to Claim 10.2.

**Claim 10.4.** Let $\phi \in C^1(\mathbb{R}^N)$ and $f \in H^1(\mathbb{R}^N)$. Assume that $\int |\nabla \phi|^2 |f|^2 < +\infty$, $M(f) = M(Q)$ and $E(f) = E(Q)$. Then

$$\left( \text{Im} \int \nabla \phi \cdot \nabla f \bar{f} \right)^2 \lesssim d^2(f) \int |\nabla \phi|^2 |f|^2.$$

Taking $\phi(x) = |x|^2$ yields (10.14) is proved.

Since $F'(t) > 0$ and $F''(t) < 0$ for all $t \geq 0$, the equation (10.14) can be rewritten as

$$\frac{F'(t)}{\sqrt{F(t)}} \lesssim -F''(t).$$

Integrating from 0 to $t \geq 0$,

$$\sqrt{F(t)} - \sqrt{F(0)} \lesssim -(F'(t) - F'(0)) \leq F'(0).$$

From (10.14), we deduce

$$F'(t) \lesssim \left( \sqrt{F(0)} + F'(0) \right) F''(t) \lesssim -F''(t),$$

which shows

$$F'(t) \lesssim e^{-ct}.$$  

Finally,

$$F'(t) = -\int_t^{+\infty} F''(s)ds = 4 \int_t^{+\infty} d(s)ds,$$

producing (10.13), which proves Lemma 10.3.

**10.2.2 Radial solutions**

We now work with a truncated variance. Consider a radial function $\phi \in C^\infty_0(\mathbb{R}^N)$ such that

$$\phi(r) \geq 0 \quad \forall r \geq 0,$$

$$\phi(r) = \begin{cases} r^2, & r \leq 1, \\ 0, & r \geq 3, \end{cases}$$

and

$$\frac{d^2 \phi}{dr^2}(r) \leq 2, \quad r \geq 0.$$  

Define $\phi_R(x) = R^2 \phi(\frac{x}{R})$ and

$$F_R(t) = \int \phi_R |u(t)|^2.$$
By virial identities, if $M(u_0) = M(Q)$ and $E(u_0) = E(Q)$, we have

\[
F'_R(t) = 2 \text{Im} \int \nabla \phi_R \cdot \nabla u \bar{u},
\]

\[
F''_R(t) = -[2N(p - 1) - 8]d(t) + A_R(t),
\]

where

\[
A_R(u(t)) = \int_{|x| \geq R} |\nabla u(t)|^2 \left(4 \partial_t^2 \phi_R - 8\right) + \frac{2(p - 1)}{(p + 1)} \int_{|x| \geq R} |u|^{p+1} (2N - \Delta \phi_R) - \int_{|x| \geq R} |u|^2 \Delta^2 \phi_R.
\]

The following lemma holds.

**Lemma 10.5.** Let $u$ be radial a solution to (1.1) defined on $[0, +\infty)$ and satisfying (6.7). Then, there exists a constant $R_0 > 0$ such that, for all $t$ in the interval of existence of $u$ and all $R \geq R_0$,

\[
F'_R(t) > 0,
\]

and there exists $c > 0$ such that

\[
\int_{t}^{+\infty} d(s)ds \lesssim e^{-ct}, \quad \forall t \geq 0.
\]

Moreover, $u_0$ has finite variance.

**Proof.** The proof of Lemma 10.5 is essentially the same as in the energy-critical case, and is omitted, except for the finite-variance part.

By hypothesis, there is a sequence $t_n \to +\infty$ such that $d(t_n) \to 0$. By (5.4), extracting a subsequence, if necessary, we have $u_n \to e^{i\theta_0}Q$ in $H^1$ for some $\theta_0 \in \mathbb{R}$. Since $F_R$ is increasing by (10.16), we have

\[
\int \phi_R|u_0|^2 = F_R(0) \leq \int \phi_R Q^2.
\]

Thus, we can make $R \to +\infty$, which proves the finite variance of $u_0$.

**Proof of Lemma 10.4.** The proof is analogous to the proof of Lemma 10.2 and, thus, omitted.

### 10.3 Convergence to the standing wave below the ground state

As in the proof of Proposition 6.1, we need to show that

\[
d(t) = \|W\|_{H^1} - \|u(t)\|_{H^1} \to 0 \text{ as } t \to +\infty.
\]

We start by stating the following monotonicity results.

**Lemma 10.6.** Consider $\{t_n\}$ and $\{t'_n\}$, $t_n < t'_n$ two real sequences, and $\{u_n\}$ a sequence of radial solutions to (1.2) on $[t_n, t'_n]$ satisfying (7.1). Assume that there exist $\{\lambda_n(t)\} \subset R^*_+$ such that the set

\[
K = \{(u_n(t))_{[\lambda_n(t)]} : n \in \mathbb{N}, t \in [t_n, t'_n]\}
\]
is relatively compact in $\dot{H}^1$. If
\[
\lim_n d(u_n(t_n)) + d(u_n(t'_n)) = 0,
\]
then
\[
\lim_n \left\{ \sup_{t \in [t_n, t'_n]} d(u_n(t)) \right\} = 0. \tag{10.17}
\]

**Lemma 10.7.** Under the assumptions of Lemma 10.6, if $n$ is large enough so that $d(u_n(t)) \leq \delta_0$ on $[t_n, t'_n]$ and if $\theta_n$, $\mu_n$ and $\alpha_n$ are the parameters of the decomposition (5.1), then
\[
\lim_n \frac{\sup_{t \in [t_n, t'_n]} \mu_n(t)}{\inf_{t \in [t_n, t'_n]} \mu_n(t)} = 1. \tag{10.18}
\]

**Remark 10.8.** In Lemmas 10.6 and 10.7, it is sufficient to assume
\[
\inf_{t \in [t_n, t'_n]} \lambda(t) = 1 \quad \forall n \in \mathbb{N}.
\]
In fact, if $\tilde{\lambda}_n := \inf_{t \in [t_n, t'_n]} \lambda(t)$, then
\[
\lambda^*_n(t) := \frac{\lambda_n(t)}{\lambda_n^2}, \quad t^*_n := \frac{t_n}{\lambda_n}, \quad t'^*_n := \frac{t'_n}{\lambda_n},
\]
\[
K^* := \left\{ (u^*_n(t), \lambda_n(t)) : n \in \mathbb{N}, t \in [t^*_n, t'^*_n] \right\}
\]
satisfy the assumptions of Lemma 10.6. Moreover, the conclusions of the Lemmas are unchanged under these transformations.

Before proving Lemmas 10.6 and 10.7, we prove two auxiliary lemmas.

**Lemma 10.9.** Consider $\{t_n\}_n$ and $\{t'_n\}_n$, $t_n < t'_n$ two real sequences, and $\{u_n\}_n$ a sequence of radial solutions to (1.2) on $[t_n, t'_n]$ satisfying (7.1). Assume that there exist $\{\lambda_n(t)\}_n \subset \mathbb{R}_+^*$ such that the set
\[
K = \left\{ (u_n(t), \lambda_n(t)) : n \in \mathbb{N}, t \in [t_n, t'_n] \right\}
\]
is relatively compact in $\dot{H}^1$. Assume furthermore that
\[
\inf_{t \in [t_n, t'_n]} \lambda(t) = 1 \quad \forall n \in \mathbb{N}. \tag{10.19}
\]
Then, for all $n \in \mathbb{N},$
\[
\int_{t_n}^{t'_n} d(u(t)) \lesssim d(u(t_n)) + d(u(t'_n)). \tag{10.20}
\]

**Proof of Lemma 10.9.** For $R > 0$, consider the function
\[
F_{R, n}(t) = \int \phi_R |u_n(t)|^2.
\]
By Hölder and Sobolev inequalities, and recalling that $\|u(t)\|_{\dot{H}^1} \leq \|W\|_{\dot{H}^1}$, we have
\[
F_{R, n}(t) \lesssim R^4.
\]
By Lemma 10.2, \[
|F'_{R,n}(t)| \lesssim d(u_n(t)) \sqrt{F_{R,n}(t)} \lesssim R^2 d(u_n(t)). \tag{10.21}
\]

By (10.19), \(\lambda(t) \geq 1\) on \([t_n, t_n']\). We claim that, whenever defined, \(\mu_n\) is bounded away from zero. In fact, by the precompactness of \(K\) and decomposition (5.1), we have

\[
(u_n(t))|_{\lambda_n(t)} = (1 + \alpha_n(t))W[\lambda_n(t)/\mu_n(t)] + (h_n(t))|_{\lambda_n(t)/\mu_n(t)}
\]

with \((h_n(t))|_{\lambda_n(t)/\mu_n(t)} \perp W[\lambda_n(t)/\mu_n(t)]\) and \(\alpha_n(t) \leq \|u_{\lambda_n(t)}\|_{\tilde{H}^1} + 1\). Therefore, the set

\[
\bigcup_n \{W[\lambda_n(t)/\mu_n(t)] : t \in [t_n, t_n'], d(u_n(t)) \leq \delta_0\}
\]

must be precompact. Since \(W\) does not depend on time, we get

\[
\lambda_n(t) \approx \mu_n(t) \text{ on } \{t \in [t_n, t_n'], d(u_n(t)) \leq \delta_0\}.
\]

(Note that the constant does not depend on \(n\)). Thus, defining \(\mu_- = \inf_{t \in [t_n, t_n'], d(u_n(t)) \leq \delta_0} \mu_n(t) \gtrsim 1\).

We will now give a lower bound to \(F''_{R,n}(t)\). Recalling (10.6), if \(d(u_n(t)) \leq \delta_0\) and \(R \geq \frac{1}{\mu_-}\), we have

\[
|A_R(u_n(t))| \lesssim \left[ d^2(u_n(t)) + \frac{1}{(R\mu_-)^{\frac{1}{2}}} d(u_n(t)) \right].
\]

Therefore, there exist \(\delta_1 > 0\) and \(R_1 > 0\) such that, if \(d(u_n(t)) \leq \delta_1\), then

\[
|A_R(u_n(t))| \leq \frac{8}{N-2} d(u_n(t)).
\]

Now, by almost periodicity modulo symmetries and (10.19), if \(\eta > 0\) and \(R \geq C(\eta)\), then

\[
|A_R(u_n(t))| \lesssim \eta.
\]

Thus, we can choose \(\eta_1 = \eta_1(\delta_1)\) such that, if \(d(u_n(t)) \geq \delta_1\) and \(R \geq C(\eta_1)\), then

\[
|A_R(u_n(t))| \leq \frac{8}{N-2} \delta_1 \leq \frac{8}{N-2} d(u_n(t)).
\]

Finally, since

\[
F''_{R,n}(t) = \frac{16}{N-2} d(u_n(t)) + A_R(u_n(t)),
\]

we get, if \(R \geq \max\{R_1, C(\eta_1)\},

\[
F''_{R,n}(t) \geq \frac{8}{N-2} d(u_n(t)). \tag{10.23}
\]

Integrating (10.23) and using (10.21), we obtain (10.20).

\[
\square
\]

**Lemma 10.10.** Under the assumptions of Lemma 10.6 and Remark 10.8, if \(s_n \in [t_n, t_n']\) and the sequence \(\lambda_n(s_n)\) is bounded, then

\[
\lim_n d(u_n(s_n)) = 0. \tag{10.24}
\]
Proof. By Remark 10.8, we have \( \lambda_n(s_n) \approx 1 \), hence, we can assume that the sequence \( \{u_n(s_n)\}_n \) converges to some \( v_0 \in \dot{H}^1 \). If (10.24) does not hold, then
\[
d(v_0) > 0 \text{ and } \|v_0\|_{\dot{H}^1} < \|W\|_{\dot{H}^1}.
\] (10.25)
By strong convergence, we have \( E(v_0) = E(W) \). Let \( v \) be the solution to (1.2) with initial condition \( v_0 \). By Proposition 7.4, \( v(t) \) is defined for any \( t \in \mathbb{R} \).

We claim that, for large \( n \), \( s_n + 1 \leq t'_n \). Indeed, if \( t'_n \in (s_n, s_n + 1) \) for an infinite number of \( n \), after extracting a subsequence, we have that \( t'_n - s_n \) converges to some \( \tau \in [0, 1] \). By continuity of the flow, \( u_n(t'_n) \to v(\tau) \). But since \( d(u_n(t'_n)) \to 0 \), \( d(v(\tau)) = 0 \), which implies that \( v = W_{[\lambda_0, \theta_0]} \), for some fixed \( \lambda_0, \theta_0 \). Uniqueness of solutions to (1.2) then contradicts (10.25). Therefore, for large \( n \), \( t_n \leq s_n \leq s_n + 1 \leq t'_n \). Again by continuity of the flow,
\[
\lim_n \int_{s_n}^{s_n+1} d(u_n(t)) \, dt = \int_0^1 d(v(t)) \, dt > 0.
\]
However, Lemma 10.9 gives
\[
\lim_n \int_{s_n}^{s_n+1} d(u_n(t)) \, dt \leq \lim_n \int_{t_n}^{t'_n} d(u_n(t)) \, dt \leq \lim_n d(u_n(t_n)) + d(u_n(t'_n)) = 0,
\]
completing Lemma 10.10. \( \square \)

We now prove Lemmas 10.6 and 10.7.

Proof of Lemma 10.6. By Remark 10.8 we can choose, for every \( n, b_n \in [t_n, t'_n] \) such that
\[
\lim_n \lambda_n(b_n) = 1.
\]
This implies, by Lemma 10.10 that
\[
\lim_n d(u_n(b_n)) = 0.
\]
Assume, by contradiction, that (10.17) does not hold. Without loss of generality, there exists \( \delta_1 > 0 \) such that
\[
\sup_{t \in [t_n, b_n]} d(u_n(t)) \geq \delta_1, \quad \forall n \in \mathbb{N}.
\] (10.26)
Choosing \( \delta_2 < \min\{\delta_0, \delta_1\} \), by continuity there exists \( a_n \in [t_n, b_n] \) such that
\[
d(u_n(t)) < \delta_2 \text{ on } (a_n, b_n) \text{ and } d(u_n(a_n)) = \delta_2.
\]
Since \( \delta_2 < \delta_0 \), the modulation parameter \( \mu_n \) is well-defined. Recalling that the set defined by (10.22) is precompact, we must have \( \lambda_n \approx \mu_n \), where the constants do not depend on \( n \). Thus, up to a subsequence, we can assume
\[
\mu_n(b_n) \to \mu_0 \in (0, +\infty) \text{ as } n \to +\infty.
\]
We will now show that the \( \mu_n \) are uniformly bounded on \( \cup_n [a_n, b_n] \). Suppose, by contradiction, that there exists \( c_n \in [a_n, b_n] \) such that, for large \( n \),
\[
\mu_n(t) < 2\mu_0 \text{ on } (c_n, b_n) \text{ and } \mu_n(c_n) = 2\mu_0.
\] (10.27)
Since $\mu_n(c_n)$ is bounded, so is $\lambda_n(c_n)$. Therefore, by Lemma 10.10 $\lim_n d(u_n(c_n)) = 0$. Recalling Lemma 5.2 we have

$$\left| \frac{1}{\mu_n^2(c_n)} - \frac{1}{\mu_n^2(b_n)} \right| \leq \int_{c_n}^{b_n} \left| \frac{\mu_n'(t)}{\mu_n^3(t)} \right| \lesssim \int_{c_n}^{b_n} d(u_n(t)) \, dt.$$  

By Lemma 10.9 the last integral converges to 0, contradicting (10.27). Therefore,

$$\sup_{t \in [a_n, b_n]} \mu_n(t) < +\infty. $$

We conclude that $\mu_n(a_n)$ must be bounded, and so must be $\lambda_n(a_n)$. Invoking again Lemma 10.10 we have $\lim_n d(u_n(a_n)) = 0$, contradicting (10.26). Lemma 10.6 is proven.

**Proof of Lemma 10.7.** As in the proof of the previous Lemma, by Remark 10.8 and Lemmas 10.9 and 10.10 we have that $\mu_n \approx 1$, where the constant does not depend on $n$. Let $a_n$ and $b_n$ be such that

$$\mu_n(a_n) = \inf_{t \in [t_n, t_n']} \mu_n(t) \text{ and } \mu_n(b_n) = \sup_{t \in [t_n, t_n']} \mu_n(t).$$

Let $\tilde{a}_n = \min\{a_n, b_n\}$ and $\tilde{b}_n = \max\{a_n, b_n\}$. Then,

$$\left| \frac{1}{\mu_n^2(a_n)} - \frac{1}{\mu_n^2(b_n)} \right| \leq \int_{a_n}^{b_n} \left| \frac{\mu_n'(t)}{\mu_n^3(t)} \right| \lesssim \int_{a_n}^{b_n} d(u_n(t)) \, dt \to 0 \text{ as } n \to +\infty.$$  

Since $\mu_n(b_n)$ is bounded, we get (10.18), proving Lemma 10.7.

We now have all the tools to prove Proposition 7.8.

**Proof of Proposition 7.8.** By Corollary 7.7 there exists a sequence $t_n \to +\infty$ such that

$$\lim_n d(u(t_n)) = 0.$$  

By Lemma 10.6, with $u_n = u$, $\lambda_n = \lambda$ (where $\lambda$ is the frequency scale obtained from Proposition 7.1) and $t'_n = t_{n+1}$, this implies

$$\lim_{t \to +\infty} d(t) = 0. \quad (10.28)$$

Therefore, the modulation parameters $\alpha(t)$, $\mu(t)$, $\theta(t)$ are defined for large $t$. We now prove that

$$\lim_{t \to +\infty} \mu(t) = \mu_\infty \in (0, +\infty). \quad (10.29)$$

Indeed, if not, then as $t \to +\infty$, $\log(\mu(t))$ does not satisfy the Cauchy criterion. Therefore, there must exist sequences $\{T_n\}$ and $\{T'_n\}$ such that $T_n < T'_n$ and

$$\lim_n \frac{\mu(T'_n)}{\mu(T_n)} \neq 1. \quad (10.30)$$

But $d(T_n) + d(T'_n) \to 0$ by (10.28). By Lemma 10.7, with $u_n = u$, $\lambda_n = \lambda$, $t_n = T_n$ and $t'_n = T'_n$, we have

$$\lim_n \frac{\sup_{t \in [T_n, T'_n]} \mu(t)}{\inf_{t \in [T_n, T'_n]} \mu(t)} = 1,$$  
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contradicting (10.30). Turning to the proof of (7.3), we claim the following inequality
\[ \int_t^{+\infty} d(u(s)) \, ds \lesssim d(u(t)). \tag{10.31} \]

Suppose by contradiction that (10.31) does not hold. Then there exists a sequence \( T_n \to +\infty \) such that
\[ \int_{T_n}^{+\infty} d(u(s)) \, ds \geq 2n d(u(T_n)). \]
Moreover, there exists a sequence \( \{S_n\}_n \) such that \( S_n > T_n \) for all \( n \), and
\[ \int_{T_n}^{S_n} d(u(s)) \, ds \geq n d(u(T_n)). \]
By (10.29), for any sequence \( \{T'_n\}_n \) such that \( T'_n \geq S_n \) for all \( n \), we are under the assumptions of Lemma 10.9, with \( u_n = u, \lambda_n = \lambda, T_n = t_n \) and \( t'_n = T'_n \). Hence,
\[ n d(u(T_n)) \leq \int_{T_n}^{T'_n} d(u(s)) \, ds \lesssim d(u(T_n)) + d(u(T'_n)). \]
Since \( T'_n \) can be taken arbitrarily large, and the implicit constant is independent of the choice of a particular \( \{T'_n\}_n \) (given the function \( u \) itself does not change), we have a contradiction.

Note that (10.31) is equivalent to the existence of \( c > 0 \) such that
\[ \int_t^{+\infty} d(u(s)) \, ds \lesssim e^{-ct}. \]
By Lemma 5.2, since \( |\alpha(t)| \approx d(u(t)) \) and \( \mu \) is bounded, there exist \( \theta_\infty \) such that
\[ |\alpha(t)| + |\theta(t) - \theta_\infty| + \|h(t)\|_{\dot{H}^1} \lesssim e^{-ct}. \]
Therefore, the bound (7.3) is proven. The assertion about scattering for negative times is a corollary of Lemma 10.9. Indeed, if
\[ \|u\|_{S(0, +\infty)} = \|u\|_{S(-\infty, 0)} = +\infty, \]
by time-reversal and (7.3), we see that the set
\[ \{u(t) : t \in \mathbb{R}\} \]
is relatively compact and that
\[ \lim_{t \to \pm\infty} d(t) = 0. \]
Therefore, by Lemma 10.9 with \( u_n = u, \lambda_n = 1, t_n = -n \) and \( t'_n = n \), we have
\[ \int_{-\infty}^{+\infty} d(t) \, dt = \lim_{n \to +\infty} \int_{-n}^{n} d(t) \, dt \lesssim d(-n) + d(n) = 0. \]
Therefore, \( d(u_0) = 0 \), contradicting (7.1). Proposition 7.8 is proven.

For the intercritical case, as in the proof of Proposition 6.3, we need to show that
\[ \int_t^{+\infty} d(s) \, ds \lesssim e^{-ct}, \forall t \geq 0. \tag{10.32} \]
We start with the following lemmas.
Lemma 10.11. Let $u$ be a solution to $(1.1)$ satisfying $(7.4)$ and $(7.5)$. Then

$$\lim_{T \to +\infty} \frac{1}{T} \int_0^T d(t) \, dt = 0.$$ 

We next state a key result to prove Proposition 10.32.

Lemma 10.12. Let $u$ be a solution to $(1.1)$ satisfying $(7.4)$ and $(7.5)$, and $x(t)$ as in Proposition 7.11 and Remark 7.13. Then, for any $0 \leq \sigma \leq \tau$,

$$\int_{\sigma}^{\tau} d(u(t)) \lesssim \left[ 1 + \sup_{\sigma \leq t \leq \tau} |x(t)| \right] (d(u(\sigma)) + d(u(\tau))),$$

and, if $\tau \geq \sigma + 1$,

$$|x(\tau) - x(\sigma)| \lesssim \int_{\sigma}^{\tau} d(u(t)).$$

The proof of $(10.33)$ is similar to the energy-critical setting (it is in fact easier, since there is no scaling involved). We refer to [12, Lemma 6.7] for the argument in the 3d cubic case. The proof of $(10.34)$ follows verbatim from the proof in [12, Lemma 6.8].

Proof of Lemma 10.11. Let $R > 0$ to be chosen later and let $\phi_R$ and $F_R$ be as in the previous section. Then, by Hölder and inequality,

$$|F'_R(t)| \lesssim R.$$  \hfill (10.35)

Moreover, we have

$$F''_R(t) = [2N(p-1) - 8]d(t) + A_R(u(t)), \quad \hfill (10.36)$$

where $A_R$ is given by $(10.15)$.

Fix $\eta > 0$. By definition of $\phi_R$ and almost periodicity modulo symmetries, if $R \geq C(\eta)$, we have

$$|A_R(u(t))| \lesssim \int_{|x| \geq R} |\nabla u(x,t)|^2 + |u(x,t)|^{p+1} + \frac{1}{|x|^2} |u(x,t)|^2 \, dx.$$  \hfill (10.37)

Choose $T_0(\eta) \geq 0$ such that, for any $t \geq T_0$,

$$|x(t)| \leq \eta t.$$  

For $T \geq T_0$, choose $R = \eta T + C(\eta) + 1$. With this choice of $R$, we have

$$|A_R(u(t))| \lesssim \int_{|x-x(t)| + |x(t)| \geq R} |\nabla u(x,t)|^2 + |u(x,t)|^{p+1} + |u(x,t)|^2 \, dx$$

$$\lesssim \int_{|x-x(t)| \geq C(\eta)} |\nabla u(x,t)|^2 + |u(x,t)|^{p+1} + |u(x,t)|^2 \, dx$$

$$\lesssim \eta.$$
By (10.35), (10.36), and (10.37),

\[
2N(p - 1) - 8 \int_{T_0}^{T} d(t) \, dt \lesssim |F_R'(T)| + |F_R'(T_0)| + \eta(T - T_0)
\lesssim R + \eta(T - T_0)
= \eta T + \eta(T - T_0).
\]

Letting \( T \to +\infty \), we deduce

\[
\limsup_{T \to +\infty} \frac{1}{T} \int_{T_0}^{T} d(t) \, dt \lesssim \eta.
\]

Since \( \eta \) is arbitrary, we conclude the proof of Lemma 10.11. \( \square \)

We are now able to prove Proposition 7.14, following the proof in [12].

**Proof of Proposition 7.14** We first show that \( x(t) \) is bounded. By Lemma 10.11, there exists a sequence \( \{t_n\} \) such that \( t_{n+1} \geq t_n + 1 \) for all \( n \), and \( d(u(t_n)) \to 0 \). By Lemma 10.12 there exists \( C_0 > 0 \) such that, if \( n > n_0 \) and \( 1 + t_{n_0} \leq t \leq t_n \), then

\[
|x(t) - x(t_{n_0})| \leq C_0 \left[ 1 + \sup_{t_{n_0} \leq s \leq t_n} |x(s)| \right] (d(u(t_n)) + d(u(t_{n_0}))).
\]

If \( n_0 \) is large enough so that \( d(u(t_n)) + d(u(t_{n_0})) \leq 1/(2C_0) \), and \( t \) is chosen in \( [t_{n_0} + 1, t_n] \) so that \( \sup_{t_{n_0} + 1 \leq s \leq t_n} |x(s)| = |x(t)| \), then

\[
\sup_{t_{n_0} + 1 \leq s \leq t_n} |x(s)| \leq C(n_0) + \frac{1}{2} \sup_{t_{n_0} + 1 \leq s \leq t_n} |x(s)|,
\]

where \( C(n_0) = |x(t_{n_0})| + \frac{1}{2} \sup_{t_{n_0} \leq s \leq t_{n_0} + 1} |x(t)| + \frac{1}{2} \). Therefore, \( x(t) \) is bounded on \( [t_{n_0} + 1, +\infty) \), and hence, by continuity, on \( [0, +\infty) \).

By the boundedness of \( x(t) \) and (10.33), we have

\[
\int_{\sigma}^{\tau} d(u(t)) \lesssim d(u(\sigma)) + d(u(\tau)).
\]

For a fixed \( \sigma \geq 0 \) and choosing \( \tau = t_n \), we let \( n \to +\infty \) to obtain

\[
\int_{\sigma}^{\infty} d(u(t)) \lesssim d(u(\sigma)).
\]

By Gronwall’s Lemma, we have (10.32) and, by Lemma 5.5 we finish the proof of Proposition 7.14. \( \square \)

### 10.4 Results for the linearized equation

**Proof of Lemma 8.1** By Lemma 3.12 we can assume that

\[
\|h(t)\|_{S(L^2, [t, +\infty))} \lesssim e^{-ct}. \tag{10.38}
\]
We first normalize the eigenfunctions of \( \mathcal{L} \). Define
\[
    f_0 = \frac{iW}{\|W\|_{H^1}}, \quad f_k = \frac{\partial_k W}{\|\partial_k W\|_{H^1}}, 1 \leq k \leq N, \quad \text{and} \quad f_{N+1} = \frac{\Lambda W}{\|\Lambda W\|_{H^1}}.
\]
We have
\[
    B(f_k, h) = 0, \quad \|f_k\|_{H^1}, \quad \forall 0 \leq k \leq N + 1, \forall h \in \dot{H}^1.
\]
Recall that \( B(Y_+, Y_-) \neq 0 \). Normalize \( Y_+, Y_- \) such that \( B(Y_+, Y_-) = 1 \). Next, write
\[
    h(t) = \alpha_+(t)Y_+ + \alpha_-(t)Y_- + \sum_k \beta_k(t)f_k + g(t), \quad g(t) \in \dot{G}^\perp,
\]
where, recalling that \( \mathcal{L}_{\text{span}(f_k, k \leq N+1)} = 0 \) and that \( \Phi(Y_+) = \Phi(Y_-) = 0 \),
\[
    \alpha_+(t) = B(h(t), Y_+), \quad \alpha_-(t) = B(h(t), Y_-),
\]
\[
    \beta_k(t) = (h(t), f_k)_{\dot{H}^1} - \alpha_+(t)(Y_+, f_k)_{\dot{H}^1} - \alpha_-(t)(Y_-, f_k)_{\dot{H}^1}, \quad \forall k \leq N + 1.
\]

**Step 1. Differential inequalities on the coefficients.** We will show
\[
    \frac{d}{dt} \left( e^{\alpha_+(t)} \right) = e^{\alpha_+(t)} B(Y_+, \epsilon), \quad \frac{d}{dt} \left( e^{\alpha_-(t)} \right) = e^{-\alpha_-(t)} B(Y_-, \epsilon),
\]
\[
    \frac{d}{dt} \left( e^{-\alpha_+(t)} \beta_k(t) \right) = (f_k, \epsilon)_{\dot{H}^1} - (Y_+, f_k)_{\dot{H}^1} B(Y_+, \epsilon) - (Y_-, f_k)_{\dot{H}^1} B(Y_-, \epsilon) - (\mathcal{L} g, f_k)_{\dot{H}^1},
\]
\[
    \frac{d}{dt} \Phi(h(t)) = 2B(h, \epsilon).
\]
By the equation (8.1),
\[
    \alpha_+(t) = B(\partial_t h, Y_+) = B(-\mathcal{L} h + \epsilon, Y_+) = B(h, \mathcal{L} Y_-) + B(\epsilon, Y_-) = -e_0 \alpha_+(t) + B(\epsilon, Y_-).
\]
This yields the first equation in (10.42). The second equation follows similarly.

Now, differentiating (10.41), we obtain
\[
    \beta_k' = (-\mathcal{L} h + \epsilon - \alpha_+ Y_+ - \alpha_- Y_-, f_k)_{\dot{H}^1}.
\]
Note that \( \mathcal{L} h = e_0 \alpha_+ Y_+ - e_0 \alpha_- Y_- + \mathcal{L} g \), by (10.39), which proves (10.43), in view of (10.42).

Finally, differentiating \( \Phi(h(t)) \),
\[
    \frac{d}{dt} \Phi(t) = 2B(h, \partial_t h) = -2B(h, \mathcal{L} h) + 2B(h, \epsilon) = 2B(h, \epsilon),
\]
by the skew-symmetry of \( \mathcal{L} \) in (8.7). Equation (10.44) is then proved.

**Step 2. Estimates on \( \alpha_\pm \).** We claim
\[
    |\alpha_+(t)| \lesssim e^{-c_1 t}, \quad \text{if } e_0 < c_0, \quad \text{if } e_0 \geq c_0.
\]
We need the following claim, which is an immediate application of Hölder’s inequality.
Claim 10.13. If I is a finite time interval, \( f \in L^\infty_I L^{\frac{2N}{N+2}_x}, \ g \in L^\infty_I L^{\frac{2N}{N+2}_x} \) are such that \( \nabla f \in L^2_I L^{\frac{2N}{N+2}_x}, \ \nabla g \in L^2_I L^{\frac{2N}{N+2}_x} \), then

\[
\int_I |B(f(t), g(t))|dt \lesssim \|\nabla f\|_{L^2_I L^{\frac{2N}{N+2}_x}} \|\nabla g\|_{L^2_I L^{\frac{2N}{N+2}_x}} + \|f\|_{L^2_I L^{\frac{2N}{N+2}_x}} \|g\|_{L^2_I L^{\frac{2N}{N+2}_x}}.
\]

The above claim, (10.38) and (10.42) yield

\[
\int_{t}^{t+1} |e^{-e_0 s} B(\mathcal{Y}_+, \epsilon(s))| ds \lesssim e^{-e_0 t} \int_{t}^{t+1} |B(\mathcal{Y}_+, \epsilon(s))| ds \lesssim e^{-(e_0 + c_1) t}.
\]

By triangle inequality, integrating the second equation in (10.42) gives

\[
|\alpha_-(t)| \lesssim e^{-e_0 t} \int_{t}^{+\infty} |e^{-e_0 s} B(\mathcal{Y}_+, \epsilon(s))| ds \lesssim e^{-c_1 t},
\]

which proves (10.45).

To prove (10.46), consider first the case \( c_0 > e_0 \). Then, by (10.38) and (10.40), \( e^{-e_0 t} \alpha_+(t) \) vanishes as \( t \to +\infty \). By Claim 10.13

\[
\int_{t}^{t+1} |e^{e_0 s} B(\mathcal{Y}_+, \epsilon(s))| ds \lesssim e^{e_0 t} \int_{t}^{t+1} |B(\mathcal{Y}_+, \epsilon(s))| ds \lesssim e^{(e_0 - c_1) t},
\]

integrating the equation on \( \alpha_+ \) in (10.42), recalling that \( c_1 > c_0 \), and using triangle inequality, we get (10.46) if \( c_0 > e_0 \).

Assume now that \( c_0 \leq e_0 \). Integrating (10.42),

\[
|\alpha_+(t) - e^{-e_0 t} \alpha_+(0)| \leq e^{-e_0 t} \int_{0}^{t} e^{e_0 s} |B(\mathcal{Y}_-, \epsilon(s))| ds \lesssim e^{-c_1 t},
\]

and the proof of (10.46) is finished.

Step 3. Bounds on \( g \) and \( \beta_k \). We will prove

\[
\|g(t)\|_{H^1} + \sum_k |\beta_k(t)| \lesssim e^{-(c_0 + c_1) t}. \tag{10.47}
\]

Again by Claim 10.13 \( \int_{t}^{t+1} |B(h(s), \epsilon(s))| ds \lesssim e^{-(c_0 + c_1) t} \). By triangle inequality, integrating (10.44), we get

\[
\Phi(h(t)) \lesssim e^{-(c_0 + c_1) t}.
\]

Therefore,

\[
|2\alpha_+ \alpha_- B(\mathcal{Y}_+, \mathcal{Y}_-) + \Phi(g)| = |\Phi(h)| \lesssim e^{-(c_0 + c_1) t}.
\]

By Step 2,

\[
|\Phi(g)| \lesssim \begin{cases} 
 e^{-(c_0 + c_1) t} + e^{-2c_1 t} & \text{if } c_0 > e_0, \\
 e^{-(c_0 + c_1) t} + e^{-c_1 t}(e^{-e_0 t} + e^{-c_1 t}) & \text{if } c_0 \leq e_0.
\end{cases}
\]

In any case, \( |\Phi(g)| \lesssim e^{-(c_0 + c_1) t} \). Using the coercivity of \( \Phi \), given by Lemma 3.5, estimate for \( g \) in (10.47) is proven.
Consider now (10.43). By (10.38),
\[
\beta_k(t+1) - \beta_k(t) \lesssim e^{-c_1 t} + \int_t^{t+1} |(f_k, \mathcal{L}g(s))_{H^1}| ds = e^{-c_1 t} + \int_t^{t+1} \left| \operatorname{Re} \int \mathcal{L}^*(\Delta f_k) \overline{g}(s) \right| ds,
\]
where \( \mathcal{L}^* = \begin{pmatrix} 0 & L_+ \\ -L_- & 0 \end{pmatrix} \) is the \( L^2 \)-adjoint of \( \mathcal{L} \).

One can check explicitly that, for any \( 0 \leq k \leq N+1 \),
\[
|\mathcal{L}^*(\Delta f_k)| \lesssim \frac{1}{1+|x|^{N+2}}.
\]
Therefore, \( \mathcal{L}^*(\Delta f_k) \in L^2(R^N) \), so that, by the estimate on \( g \) in (10.47), we obtain
\[
\left| \operatorname{Re} \int \mathcal{L}^*(\Delta f_k) \overline{g}(s) \right| \lesssim \|g(t)\|_{L^2}^{2N} \lesssim \|g\|_{H^1} \lesssim e^{-(c_0+c_1)/2 t}.
\]

**Step 4. Closure**

By the decomposition (10.39), as well as Steps 2 and 3, so far we have
\[
\|h(t)\|_{H^1} \lesssim \begin{cases} e^{-(c_0+c_1)/2 t} & \text{if } c_0 > e_0 \\ e^{-c_0 t} + e^{-(c_0+c_1)/2 t} & \text{if } c_0 \leq e_0. \end{cases}
\]
Now, if \( e_0 \notin [c_0, c_1) \), by iterating the argument, we obtain
\[
\|h(t)\|_{H^1} \lesssim e^{-c_1 t},
\]
which proves (8.3).

Assume now \( e_0 \in [c_0, c_1) \). Then, the estimate (10.42) on \( \alpha_+ \) ensures the existence of a limit \( A \) to \( e^{c_0 t} \alpha_+(t) \) as \( t \to +\infty \). Integrating (10.42) from \( t \) to \( +\infty \), we get
\[
|A - e^{c_0 t} \alpha_+| \leq e^{c_0 t} \int_t^{+\infty} |B(\mathcal{Y}_+, \epsilon(s))| ds \lesssim e^{(e_0-c_1)t}.
\]
In view of the decomposition (10.39) and estimates (10.43), (10.46) and (10.47), we get
\[
\|h(t) - Ae^{-c_0 t} \mathcal{Y}_+\|_{H^1} \lesssim e^{-(c_0+c_1)/2 t}.
\]
Since \( \mathcal{L} \mathcal{Y}_+ = e_0 \mathcal{Y}_+ \), we see that \( \tilde{h}(t) := h(t) - Ae^{-c_0 t} \mathcal{Y}_+ \) satisfies the differential equation (8.1) with the same \( \epsilon \), and with \( c_0 \) replaced by \( \frac{c_0+c_1}{2} > c_0 \) in the condition (8.2). By iterating the argument a finite number of times, we end up under the condition (8.3), which implies condition (8.4) for the original \( h \), and finishes the proof of Lemma 8.1.

**Proof of Lemma 8.7.** We first normalize the eigenfunctions of \( \mathcal{L} \). Define
\[
f_0 := \frac{iQ}{\|Q\|_{L^2}}, \quad f_k := \frac{\partial_k Q}{\|\partial_k Q\|_{L^2}}, 1 \leq k \leq N.
\]
We have
\[
B(f_k, h) = 0, \quad \|f_k\|_{L^2} = 1, \quad \forall 0 \leq k \leq N, \forall h \in H^1.
\]
Recall that \( B(\mathcal{Y}_+,\mathcal{Y}_-) \neq 0 \). Normalize \( \mathcal{Y}_+, \mathcal{Y}_- \) such that \( B(\mathcal{Y}_+,\mathcal{Y}_-) = 1 \). Next, write
\[
    h(t) = \alpha_+(t)\mathcal{Y}_+ + \alpha_-(t)\mathcal{Y}_- + \sum_k \beta_k(t)f_k + g(t), \quad g(t) \in \mathcal{G}_1,
\]
where, recalling that \( \mathcal{L}_{\text{span}(f_k),k \leq N} = 0 \) and that \( \Phi(\mathcal{Y}_+) = \Phi(\mathcal{Y}_-) = 0 \), we have
\[
    \begin{align*}
        \alpha_+(t) &= B(h(t),\mathcal{Y}_-), \quad \alpha_-(t) = B(h(t),\mathcal{Y}_+), \\
        \beta_k(t) &= (h(t),f_k)_{H^1} - \alpha_+(t)(\mathcal{Y}_+,f_k)_{H^1} - \alpha_-(t)(\mathcal{Y}_-,f_k)_{H^1}, \quad \forall k \leq N.
    \end{align*}
\]

**Step 1. Differential inequalities on the coefficients.** We show
\[
    \frac{d}{dt} \left(e^{\epsilon t}\alpha_+(t)\right) = e^{\epsilon t}B(\mathcal{Y}_-,\epsilon), \quad \frac{d}{dt} \left(e^{-\epsilon t}\alpha_-(t)\right) = e^{-\epsilon t}B(\mathcal{Y}_+,-\epsilon),
\]
\[
    \frac{d}{dt} \left(e^{\epsilon t}\beta_k(t)\right) = (f_k,\epsilon)_{H^1} - (\mathcal{Y}_+,f_k)_{H^1}B(\mathcal{Y}_-,\epsilon) - (\mathcal{Y}_-,f_k)_{H^1}B(\mathcal{Y}_+,\epsilon) - (\mathcal{L}g,f_k)_{H^1},
\]
\[
    \frac{d}{dt} \Phi(h(t)) = 2B(h,\epsilon).
\]

By the equation \( [8.14] \),
\[
    \alpha'_+(t) = B(\partial_t h,\mathcal{Y}_-) = B(-\mathcal{L} h + \epsilon,\mathcal{Y}_-) = B(h,\mathcal{L}\mathcal{Y}_-) + B(\epsilon,\mathcal{Y}_-) = -\epsilon_0 \alpha_+(t) + B(\epsilon,\mathcal{Y}_-).
\]

This yields the first equation in \( [10.51] \). The second equation follows similarly.

Now, differentiating \( [10.50] \), we obtain
\[
    \beta'_k = (\mathcal{L} h + \epsilon - \alpha'_+\mathcal{Y}_+ - \alpha'_-\mathcal{Y}_-,f_k)_{H^1}.
\]

Note that \( \mathcal{L} h = \epsilon_0 \alpha_+\mathcal{Y}_+ - \epsilon_0 \alpha_-\mathcal{Y}_- + \mathcal{L} g \), by \( [10.48] \), which proves \( [10.52] \), in view of \( [10.51] \).

Finally, differentiating \( \Phi(h(t)) \),
\[
    \frac{d}{dt} \Phi(t) = 2B(h,\partial_t h) = -2B(h,\mathcal{L} h) + 2B(h,\epsilon) = 2B(h,\epsilon),
\]
by the skew-symmetry of \( \mathcal{L} \) in \( [5.7] \). The equation \( [10.53] \) is then proved.

**Step 2. Estimates on \( \alpha_\pm \).** We claim
\[
    \begin{align*}
        |\alpha_-(t)| &\lesssim e^{-c_1 t}, \\
        |\alpha_+(t)| &\lesssim \begin{cases} e^{-c_1 t} & \text{if } \epsilon_0 \leq \epsilon_0, \\
        e^{-\epsilon_0 t} + e^{-c_1 t} & \text{if } \epsilon_0 > \epsilon_0. \end{cases}
    \end{align*}
\]

We will need the following inequality, which is an immediate application of Hölder's inequality.
\[
    \int_{t} B(f(t),g(t)) dt \lesssim \|\nabla f\|_{S(L^2,t)} \|\nabla g\|_{S'(L^2,t)}.
\]

The above inequality, assumption \( [8.15] \) and \( [10.51] \) yield
\[
    \int_{\mathbb{R}^+} e^{-\epsilon_0 s} B(\mathcal{Y}_+,\epsilon(s)) ds \leq e^{-\epsilon_0 t} \int_{t}^{\mathbb{R}^+} |B(\mathcal{Y}_+,\epsilon(s))| ds \lesssim e^{-(\epsilon_0 + c_1) t}.
\]
By integrating the second equation in (10.51) gives
\[ |\alpha_-(t)| \lesssim e^{\epsilon_0 t} \int_t^{+\infty} |e^{-\epsilon_0 s} B(\mathcal{Y}_+, \epsilon(s))| \, ds \lesssim e^{-c_1 t}, \]
which proves (10.54).

To prove (10.55), consider first the case \( c_1 > c_0 > e_0 \). Then, by assumption (8.15) and (10.49), \( e^{\epsilon_0 t} \alpha_+(t) \) vanishes as \( t \to +\infty \). By (10.56), integrating the equation on \( \alpha_+ \) in (10.51),
\[ |e^{\epsilon_0 t} \alpha_+(t)| \lesssim \int_t^{+\infty} |e^{\epsilon_0 s} B(\mathcal{Y}_+, \epsilon(s))| \, ds \lesssim e^{(c_0 - c_1) t}, \]
and we get (10.55) if \( c_0 > e_0 \).

Assume now that \( c_0 \leq e_0 \). By (10.51), we have
\[ |\alpha_+(t) - e^{-\epsilon_0 t} \alpha_+(0)| \leq e^{-\epsilon_0 t} \int_0^t e^{\epsilon_0 s} |B(\mathcal{Y}_-, \epsilon(s))| \, ds \lesssim e^{-c_1 t}, \]
and the proof of (10.55) is finished.

**Step 3. Bounds on \( g \) and \( \beta_k \).** We prove
\[ \|g(t)\|_{H^1} + \sum_k |\beta_k(t)| \lesssim e^{-\frac{(c_0+c_1)}{2} t}. \] (10.57)
Again by (10.56), \( \int_t^{+\infty} |B(h(s), \epsilon(s))| \, ds \lesssim e^{-(c_0+c_1) t} \). By integrating (10.53), we get
\[ \Phi(h(t)) \lesssim e^{-(c_0+c_1) t}. \]
Therefore,
\[ |2\alpha_+ \alpha_- B(\mathcal{Y}_+, \mathcal{Y}_-) + \Phi(g)| = |\Phi(h)| \lesssim e^{-(c_0+c_1) t}. \]

By Step 2,
\[ |\Phi(g)| \lesssim \begin{cases} e^{-(c_0+c_1) t} + e^{-2c_1 t} & \text{if } c_0 > e_0, \\ e^{-(c_0+c_1) t} + e^{-c_1 t}(e^{-\epsilon_0 t} + e^{-c_1 t}) & \text{if } c_0 \leq e_0. \end{cases} \]
In any case, \( |\Phi(g)| \leq e^{-(c_0+c_1) t} \). Using the coercivity of \( \Phi \), given by Lemma 3.5, estimate for \( \Phi \) in (10.57) is proven.

Consider now (10.52). By the assumption (8.15),
\[ \beta_k(t+1) - \beta_k(t) \lesssim e^{-c_1 t} + \int_t^{t+1} |(f_k, L g(s))|_{H^1} \, ds = e^{-c_1 t} + \int_t^{t+1} \left| \text{Re} \int \mathcal{L}^*(\Delta f_k) \overline{g(s)} \right| \, ds, \]
where \( \mathcal{L}^* = \begin{pmatrix} 0 & L_+ \\ -L_- & 0 \end{pmatrix} \) is the \( L^2 \)-adjoint of \( \mathcal{L} \).

One can check that, for any \( 0 \leq k \leq N \), \( |\mathcal{L}^*(\Delta f_k)| \lesssim e^{-|x|} \). Therefore, \( \mathcal{L}^*(\Delta f_k) \in L^2 \) so that, by the estimate on \( g \) in (10.57),
\[ \left| \text{Re} \int \mathcal{L}^*(\Delta f_k) \overline{g(t)} \right| \lesssim \|g(t)\|_{L^2} \leq \|g\|_{H^1} \lesssim e^{-\frac{(c_0+c_1)}{2} t}. \]
Step 4. Closure

By the decomposition (10.48), as well as Steps 2 and 3, so far we have

\[ \| h(t) \|_{H^1} \lesssim \begin{cases} 
  e^{-\left(\frac{c_0+c_1}{2}\right)t} & \text{if } c_0 > e_0 \\
  e^{-c_0 t} + e^{-\left(\frac{c_0+c_1}{2}\right)t} & \text{if } c_0 \leq e_0.
\end{cases} \]

Now, if \( e_0 \notin [c_0, c_1) \), by iterating the argument, we obtain

\[ \| h(t) \|_{H^1} \lesssim e^{-c_1 t}, \]

which proves (8.16).

Assume now \( e_0 \in [c_0, c_1) \). Then, the estimate (10.51) on \( \alpha_+ \) ensures the existence of a limit \( A \) to \( e^{\epsilon_0 t} \alpha_+(t) \), as \( t \to +\infty \). Integrating (10.51) from \( t \) to \( +\infty \),

\[ |A - e^{\epsilon_0 t} \alpha_+| \leq e^{\epsilon_0 t} \int_t^{+\infty} |B(\mathcal{Y}_+, \epsilon(s))| ds \lesssim e^{(\epsilon_0-c_1)t}. \]

In view of decomposition (10.48) and estimates (10.53), (10.55) and (10.57), we get

\[ \| h(t) - Ae^{-\epsilon_0 t} \mathcal{Y}_+ \|_{H^1} \lesssim e^{-\left(\frac{c_0+c_1}{2}\right)t}. \]

Since \( \mathcal{L} \mathcal{Y}_+ = e_0 \mathcal{Y}_+ \), we see that \( \tilde{h}(t) := h(t) - Ae^{-\epsilon_0 t} \mathcal{Y}_+ \) satisfies the differential equation (8.14) with the same \( \epsilon \), and with \( c_0 \) replaced by \( \frac{c_0+c_1}{2} > c_0 \) in the condition (8.15). By iterating the argument a finite number of times, we end up under the condition (8.16), which implies condition (8.17) for the original \( h \), and finishes the proof of Lemma 8.7.
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