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Abstract

The task of shape space learning involves mapping a train set of shapes to and from a latent representation space with good generalization properties. Often, real-world collections of shapes have symmetries, which can be defined as transformations that do not change the essence of the shape. A natural way to incorporate symmetries in shape space learning is to ask that the mapping to the shape space (encoder) and mapping from the shape space (decoder) are equivariant to the relevant symmetries. In this paper, we present a framework for incorporating equivariance in encoders and decoders by introducing two contributions: (i) adapting the recent Frame Averaging (FA) framework for building generic, efficient, and maximally expressive Equivariant autoencoders; and (ii) constructing autoencoders equivariant to piecewise Euclidean motions applied to different parts of the shape. To the best of our knowledge, this is the first fully piecewise Euclidean equivariant autoencoder construction. Training our framework is simple: it uses standard reconstruction losses, and does not require the introduction of new losses. Our architectures are built of standard (backbone) architectures with the appropriate frame averaging to make them equivariant. Testing our framework on both rigid shapes dataset using implicit neural representations, and articulated shape datasets using mesh-based neural networks show state of the art generalization to unseen test shapes, improving relevant baselines by a large margin. In particular, our method demonstrates significant improvement in generalizing to unseen articulated poses.

1. Introduction

Learning a shape space is the task of finding a latent representation to a collection of input training shapes that generalizes well to unseen, test shapes. This is often done within an autoencoder framework, namely an encoder $\Phi : X \rightarrow Z$, mapping an input shape in $X$ (in some 3D representation) to the latent space $Z$, and a decoder $\Psi : Z \rightarrow Y$, mapping latent representations in $Z$ back to shapes $Y$ (possibly in other 3D representation than $X$).

Many shape collections exhibit symmetries. That is, transformations that do not change the essence of the shape. For example, applying an Euclidean motion (rotation, reflection, and/or translation) to a rigid object such as a piece of furniture will produce an equivalent version of the object. Similarly, the same articulated body, such as an animal or a human, can assume different poses in space.

A natural way to incorporate symmetries in shape space learning is to require the mapping to the latent space, i.e., the encoder, and mapping from the latent space, i.e., the decoder, to be equivariant to the relevant symmetries. That is, applying the symmetry to an input shape and then encoding it would result in the same symmetry applied to the latent code of the original shape. Similarly, reconstructing a shape from a transformed latent code will result in a transformed shape.

The main benefit in imposing equivariance in shape space learning is achieving a very useful inductive bias: If the model have learned a single shape, it can already generalize perfectly to all its symmetric versions! Unfortunately, even in the presumably simpler setting of a global Euclidean motion, building an equivariant neural network that is both expressive and efficient remains a challenge. The only architectures that were known to be universal for Euclidean motion equivariant functions are Tensor Field Networks \cite{tfn} and group averaging \cite{group_averaging, group_averaging_2} both are computationally and memory intensive. Other architectures, e.g., Vector Neurons \cite{vector_neurons} are efficient computationally but are not known to be universal.

In this paper, we present a novel framework for building equivariant encoders and decoders for shape space learning that are flexible, efficient and maximally expressive (i.e., universal). In particular, we introduce two contributions: (i) we adapt the recent Frame Averaging (FA) framework \cite{FA} to shape space learning, showing how to efficiently build powerful shape autoencoders. The method is general, easily adapted to different architectures and tasks, and its training only uses standard autoencoder reconstruction losses without requiring the introduction of new losses. (ii) We con-
struct what we believe is the first autoencoder architecture that is fully equivariant to piecewise Euclidean transformations of the shape’s parts, e.g., articulated human body.

We have tested our framework on two types of shape space learning tasks: learning implicit representations of shapes from real-life input point clouds extracted from sequences of images [42], and learning mesh deformations of human (body and hand) and animal shape spaces [1, 6, 31, 62]. In both tasks, our method produced state of the art results when compared to relevant baselines, often showing a big margin compared to the runner-up, justifying the efficacy of the inductive bias injected using the frame-averaging and equivariance.

2. Related work

**Euclidean equivariant point networks.** Original point cloud networks, such as PointNet [40, 41], PCNN [4], PointCNN [26], Spider-CNN [56], and DGCNN [52] are permutation equivariant but not Euclidean equivariant. Therefore, these architectures often struggle to generalize over translated and/or rotated inputs. Realizing that Euclidean equivariance is a useful inductive bias, much attention has been given to develop Euclidean equivariant point cloud networks. Euclidean invariance can be achieved by defining the network layers in terms of distances or angles between points [16, 60] or angles and distances measured from the input point cloud’s normals [20]. Other works encode local neighborhoods using some local or global coordinate system to achieve invariance to rotations and translations. [16, 55, 58] use PCA to define rotation invariance. Equivariance is a desirable property for autoencoders. Some works use representation theory of the rotation group (e.g., spherical harmonics) to build rotational equivariant networks [29, 53, 54]. Tensor Field Networks (TFN) [19, 43, 49] achieve equivariance to both translation and rotation. However, TFN architectures are tailored to rotations and require high order features for universality [17]. Recently [15] proposed a rotation equivariant network encoding features using the first two irreducible representations of the rotation group (tensor features) and constructed linear equivariant layers between features as well as equivariant non-linearities. This architecture is not proven universal. Another method achieving Euclidean equivariance is by group averaging or convolutions [57]. [12, 18] use spherical convolution to achieve rotation or Euclidean equivariance. [8] suggests to take average of the 6D Euclidean group. Recently, [39] suggest Frame Averaging (FA) as a general purpose methodology for building equivariant architectures that are maximally expressive and often offer a much more efficient computation than group representation or averaging techniques.

**Implicit shape space learning.** Learning neural implicit representations from input point clouds is done by regressing signed distance function to the surface [35] or occupancy probabilities [10, 32]. The input point cloud is usually encoded in the latent space using a PointNet-like encoder [40, 59] or autodecoder [35], [2, 3] regress the unsigned distance to the input point clouds avoiding the need of implicit function supervision for training. Normal data and gradient losses can be used to improve training and fidelity of learned implicit [3, 21, 27, 47]. Higher spatial resolution was achieved by using spatially varying latent codes [11, 37]. The above works did not incorporate Euclidean equivariance. As far as we are aware, [15] are the first to incorporate Euclidean equivariance in the implicit shape space learning framework.

Implicit representations are generalized to deformable and articulated shapes by composing the implicit representation with some backward parametric deformation such as Linear Blend Skinning (LBS) [23, 33, 44], displacement and/or rotation fields [36, 38] and flows [5, 34]. NASA [14] suggest to combine a collection of deformable components represented using individual occupancy networks sampled after reversing the Euclidean transformation of each component. SNARF [9] applies approximated inverse of LBS operator followed by an occupancy query. Both NASA and SNARF work on a single shape and do not learn the latent representation of pose.

**Mesh shape space learning.** Mesh shape spaces are often represented as coordinates assigned to a fixed template mesh and GNNs are used to learn their coordinates and latent representations [22, 24, 28, 50]. [25] adapt GNNs to surfaces advocating the dirac operator transferring information from nodes to faces and vice versa. [24, 28] use Variational AutoEncoders (VAEs) to improve generalization. The most recent and related work to ours in this domain is [22] that suggests to incorporate As-Rigid-As-Possible (ARAP) [48, 51] deformation loss to encourage Euclidean motions of local parts of the shape.

3. Method

3.1. Preliminaries: Group action

In this work, we consider vector spaces for representing shape and feature spaces. In the following, we define these vector spaces in general terms and specify how the different symmetry groups are acting on them. We use capital letters to represent vector spaces, e.g., \(V \oplus W \oplus X \oplus Y \oplus Z\). We use two types of vector spaces: i) \(\mathbb{R}^{a+b \times 3}\), where \(a, b \in \mathbb{N}_{\geq 0}\) are the invariant and equivariant dimensions, respectively, and ii) \(C^1(\mathbb{R}^3)\), the space of continuously differentiable scalar volumetric functions. The symmetry considered in this paper is the group of Euclidean motions in \(\mathbb{R}^3\), denoted \(E(3) = O(3) \ltimes \mathbb{R}^3\), where \(O(3)\) is the orthogonal matrix.
group in $\mathbb{R}^{3 \times 3}$. We represent elements in this group as pairs $g = (R, t)$, where $R \in O(3)$ and $t \in \mathbb{R}^3$, where by default vectors are always column vectors.

The action of $G$ on a vector space $V$, denoted $\rho_V$, is defined as follows. First, for $V = (u, U) \in V = \mathbb{R}^{a+b \times 3}$, consisting of an invariant part $u \in \mathbb{R}^a$, and equivariant part $U \in \mathbb{R}^{b \times 3}$, we define the action simply by applying the transformation to the equivariant part:

$$\rho_V(g) V = (u, RU^T + 1t^T)$$  \hspace{1cm} (1)

where $g = (R, t) \in E(3)$ and $1 \in \mathbb{R}^b$ is the vector of all ones. Second, for $f \in V = C^1(\mathbb{R}^3)$ we define the action using change of variables:

$$\rho_V(g)f(x) = f(R^T(x-t))$$  \hspace{1cm} (2)

for all $x \in \mathbb{R}^3$ and $g = (R, t) \in G$.

### 3.2. Shape spaces and equivariance

We consider an input shape space $X$, a latent space $Z$, and output shape space $Y$, representing shapes in $\mathbb{R}^3$. All three spaces $X, Z, Y$ are vector spaces as described above, each endowed with an action (using either equation 1 or 2) of the Euclidean group $G = E(3)$, denoted $\rho_X, \rho_Z, \rho_Y$, respectively.

Our goal is to learn an encoder $\Phi : X \rightarrow Z$, and decoder $\Psi : Z \rightarrow Y$ that are equivariant. Namely, given an $E(3)$-transformed input, $\rho_X(g)X$ we would like its latent code to satisfy

$$\Phi(\rho_X(g)X) = \rho_Z(g)\Phi(X),$$  \hspace{1cm} (3)

and its reconstruction to satisfy

$$\Psi(\rho_Z(g)Z) = \rho_Y(g)\Psi(Z).$$  \hspace{1cm} (4)

Such $X, Z, Y$ are called steerable spaces [13]. The following commutative diagram summarizes the interplay between the encoder, decoder, and the actions of the transformation group:

$$\begin{array}{ccc}
X & \xrightarrow{\Phi} & Z \\
\rho_X(g) & \downarrow & \rho_Z(g) \\
X & \xrightarrow{\Phi} & Z
\end{array} \quad \begin{array}{ccc}
Z & \xrightarrow{\Psi} & Y \\
\rho_Y(g) & \downarrow & \rho_Y(g) \\
Y & \xrightarrow{\Psi} & Y
\end{array} \quad \begin{array}{ccc}
Y & \xrightarrow{\Psi} & Z \\
\rho_Y(g) & \downarrow & \rho_Y(g) \\
Y & \xrightarrow{\Psi} & Z
\end{array}$$

### 3.3. Frame averaging

We will use Frame Averaging (FA) [39] to build $\Phi, \Psi$. FA allows to build both computationally efficient and maximally expressive equivariant networks. A frame is a map $F : V \rightarrow 2^G \setminus \emptyset$. That is, for each element $V \in V$ it provides a non-empty subset of the group $G = E(3)$, $F(V) \subset G$. The frame $F$ is called equivariant if it satisfies

$$F(\rho_V(g)V) = gF(V)$$  \hspace{1cm} (5)

for all $g \in G, V \in V$, where for a set $A \subset G$ we define (as usual) $gA = \{ga \mid a \in A\}$ and the equality in equation 5 should be understood in the sense of sets. Then, as shown in [39], an arbitrary map $\phi : V \rightarrow W$ can be made equivariant by averaging over an equivariant frame:

$$\langle \phi \rangle_F(V) = \frac{1}{|F(V)|} \sum_{g \in F(V)} \rho_V(g) \phi(\rho_V(g)^{-1}V).$$  \hspace{1cm} (6)

The operator $\langle \cdot \rangle_F$ is called Frame Averaging (FA). An alternative to FA is full group averaging [8, 57], that amounts to replacing the sum over $F(V)$ in equation 6 with an integral over $G$. Full group averaging also provides equivariance and universality. The crucial benefit in FA, however, is that it only requires averaging over a small number of group elements without sacrificing expressive power. In contrast, averaging over the entire group $E(3)$ requires approximating a 6D integral (with an unbounded translation part). Therefore, it can only be approximated and is memory and computationally intensive [8].

#### Frame construction.

All the frames we use in this paper are of the form $F : V \rightarrow 2^G \setminus \emptyset$, for $V = \mathbb{R}^{d \times 3}$, $G = E(3)$, with the action defined as in equation 1. In some cases we further assume to have some non-negative weight vector $w = (w_1, \ldots, w_d) \in \mathbb{R}_{\geq 0}^d$. Given $V \in V = \mathbb{R}^{d \times 3}$ we define $F(V) \subset E(3)$ using weighted PCA, as follows. First,

$$t = \frac{1}{\sum_i w_i} V^T w$$  \hspace{1cm} (7)

is the weighted centroid. The covariance matrix is in $\mathbb{R}^{3 \times 3}$

$$C = (V - 1t V^T) \text{diag}(w)(V - 1t V^T),$$

where $\text{diag}(w) \in \mathbb{R}^{d \times d}$ is a diagonal matrix with $w$ along its main diagonal. In the generic case (which we assume in this paper) no eigenvalues of $C$ are repeating, i.e., $\lambda_1 < \lambda_2 < \lambda_3$ (for justification see e.g., [7]). Let $r_1, r_2, r_3$ be the corresponding eigenvectors. The frame is defined by $F(V) = \{(R, t) \mid R = [\pm r_1, \pm r_2, \pm r_3]\}$, which contains $2^3 = 8$ elements. Intuitively, $V$ is a point cloud in $\mathbb{R}^3$ and its frame, $F(V)$, contains all Euclidean motions that take the origin to the weighted centroid of $V$ and the axes to the weighted principle directions. The proof of the following proposition is in the supplementary.

**Proposition 1.** The frame $F$ is equivariant.

### 3.4. Shape space instances

**Global Euclidean: Mesh \rightarrow mesh.** In this case, we would like to learn mesh encoder and decoder that are equivariant to global Euclidean motion. We consider the shape spaces $X = Y = \mathbb{R}^{n \times 3}$ that represent all possible coordinate assignments to vertices of some fixed $n$-vertex
Global Euclidean: Point-cloud → implicit. Here we adopt the setting of [15] where $X = \mathbb{R}^{n \times 3}$ represents all possible $n$-point clouds in $\mathbb{R}^3$, and $Y = C^1(\mathbb{R}^3)$ contains implicit representations of a shapes in $\mathbb{R}^3$. That is, for $f \in Y$ we consider its zero preimage,

$$f^{-1}(0) = \{x \in \mathbb{R}^3 \mid f(x) = 0\} \quad (8)$$

as our shape representation in $\mathbb{R}^3$. If $0$ is a regular value of $f$ then the Implicit Function Theorem implies that $f^{-1}(0)$ is a surface in $\mathbb{R}^3$. A regular value $r \in \mathbb{R}$ of $f$ means that at every preimage $x \in f^{-1}(r)$, the gradient does not vanish, $\nabla f(x) \neq 0$. The latent space is again $Z = \mathbb{R}^{m+d \times 3}$, consisting of vectors of the form $Z = (u, U) \in Z$. The actions $\rho_X, \rho_Z$ are defined as in equation 1, while the action $\rho_Y$ is defined as in equation 2. The motivation behind the definition of $\rho_Y$ is that $\rho_Y(g)f$ would transform the shape represented by $f$, that is, $f^{-1}(0)$, by $g$:

$$(\rho_Y(g)f)^{-1}(0) = \{x \mid f(R^T(x-t)) = 0\}$$

$$= \{Rx + t \mid f(x) = 0\}$$

$$= Rf^{-1}(0) + t$$

The encoder is defined as $\Phi = \langle \phi \rangle_x$, where the frames are computed as described in Section 3.3 with constant weights $w = 1$, and $\phi : X \rightarrow Z$ is a point cloud network (implementation details are provided in Section 4). Since the decoder needs to output an element in $Y$, which is a space of functions, we define the decoder by

$$\Psi(Z) = \tilde{\Psi}(Z, \cdot) \quad (9)$$

where $\tilde{\Psi} : Z \times \mathbb{R}^3 = \mathbb{R}^{m \times 3 \times (d + 1)} \rightarrow \mathbb{R}$. Following [15], to make the decoder $\Psi$ equivariant as a map $Z \rightarrow Y$ it is enough to ask that $\tilde{\Psi}$ is equivariant under appropriate actions. Namely, the action in equation 1 applied to $V = \mathbb{R}^{m \times 3 \times (d + 1)}$, and $W = \mathbb{R}$, where the latter is just the trivial action providing invariance, i.e., $\rho_R(g) \equiv 1$.

**Proposition 2.** $\Psi$ is equivariant iff $\tilde{\Psi}$ is equivariant.

The decoder is therefore defined as $\Psi = \langle \psi \rangle_Z$, where $\psi : Z \times \mathbb{R}^3 \rightarrow \mathbb{R}$ is an MLP (implementation details are provided in Section 4), and the frame is defined as in Section 3.3 with constant weights $w = 1$.

**Piecwise Euclidean: Mesh → mesh.** In this scenario we generalize our framework to be equivariant to different Euclidean motions applied to different object parts (see Figure 1). We consider (as before) the shape spaces $X = Y = \mathbb{R}^{n \times 3}$ that represent all possible coordinate assignments to vertices of some fixed $n$-vertex template mesh. The $k$ parts are defined using a partitioning weight matrix (e.g., as used in linear blend skinning) $W \in \mathbb{R}^{n \times k}$, where $W_{i,j} \in [0,1]$ indicates the probability that the $i$-th vertex belongs to the $j$-th part, and $\sum_{j=1}^{k} W_{i,j} = 1$. The latent space has the form $Z = Z_1 \times \cdots \times Z_k$, where $Z_j \in \mathbb{R}^{m+d \times 3}$. Note that $k = 1$ represents the case of a global Euclidean motion, as discussed above.

For vector $x \in \mathbb{R}^{n \times 3}$, the frame $F_j(x)$ is defined as in Section 3.3 with weights $w_j$, and each part’s frame $F_j$ is defined as in equation 3.3, with constant weights $w_j$. The part’s latent code is $Z_j = \langle \phi \rangle_j(X_j) \in Z_j$. For vector $a \in \mathbb{R}^n$ and matrix $B \in \mathbb{R}^{n \times 3}$, we define the multiplication $a \odot B$ by $(a \odot B)_{i,j} = a_i B_{i,j}$. If using hard weights, i.e., $W \in \{0,1\}^{n \times k}$, this construction guarantees part-equivariance. That is, if the $j$-th part of an input shape $X \in \mathbb{R}^{n \times 3}$ is transformed by $g_j \in G$, $j \in [k]$, that is,

$$X' = \sum_{j=1}^{k} w_j \odot (\rho_X(g_j)X)$$

![Figure 1. Piecewise Euclidean: Mesh → mesh.](image)
then the corresponding latent codes, $Z_j$, will be transformed by $\rho z_j(g_j)$, namely

$$Z_j' = \rho z_j(g_j)Z_j$$

and the decoded mesh will also transform accordingly,

$$Y' = \sum_{j=1}^{k} w_j \odot (\rho y_j Y)$$

**Theorem 1.** The encoder and decoder in equations 10 and 11 are part-equivariant.

In practice we work with a smoothed weighting matrix allowing values in $[0, 1]$, i.e., $W \in [0, 1]^{n \times k}$, losing some of this exact part equivariance for better treatment of transition areas between parts.

## 4. Implementation details

In this section we provide the main implementation details, further details can be found in the supplementary.

**Mesh $\rightarrow$ mesh.** The backbone architectures for $\phi, \psi$ is a 6 layer GNN, exactly as used in [22]: The specific dimensions of layers and hidden features for each experiment is detailed in the supplementary appendix. We denote the learnable parameters of both networks by $\theta$. The training loss is the standard autoencoder reconstruction loss of the form

$$L_{rec}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \| \Psi(\Phi(X^{(i)})) - X^{(i)} \|_F$$

where $\| \cdot \|_F$ is the Frobenious norm and $\{X^{(i)}\}_{i=1}^{N} \subset \mathbb{R}^{n \times 3}$ is a batch drawn from the shape space’s training set.

**Point cloud $\rightarrow$ implicit.** The backbone encoder architecture $\phi$ is exactly as in [32] constructed of PointNet [40] with 4 layers. The decoder is an MLP as in [3] with 8 layers with 512 features each. We trained a VAE where the latent space is $Z = \mathbb{R}^{d+m+d\times 3}$ containing codes of the form $(\mu, \eta)$, where $\mu \in \mathbb{R}^{m+d\times 3}$ is the latent mean, and $\eta \in \mathbb{R}^d$ is the invariant latent log-standard-deviation. For training the VAE we use a combination of two losses

$$L(\theta) = L_{sald}(\theta) + 0.001L_{vae}(\theta),$$

where $L_{sald}$ is the SALD loss [3],

$$L_{sald}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \int_{\Omega} \tau(\Psi(N(\mu^{(i)}, \eta^{(i)})), h(x))dx$$

where $(\mu^{(i)}, \eta^{(i)}) = \Phi(X^{(i)}), N(a, b)$ is an axis aligned Gaussian i.i.d. sample with mean $a$ and standard deviation $\exp(\text{diag}(b))$, $h(\cdot)$ is the unsigned distance function to $X^{(i)}$, and $\tau(f, g)(x) = \|f(x) - g(x)\| + \min \{\|\nabla f(x) - \nabla g(x)\|_2, \|\nabla f(x) + \nabla g(x)\|_2\}$. The domain of the above integral, $\Omega \subset \mathbb{R}^3$, is set according to the scene’s bounding box. In practice, the integral is approximated using Monte-Carlo sampling. Note that this reconstruction loss is unsupervised (namely, using only the input raw point cloud). The VAE loss is defined also as in [3] by

$$L_{vae}(\theta) = \sum_{i=1}^{N} \left\| \mu^{(i)} \right\|_1 + \left\| \eta^{(i)} + 1 \right\|_1, \tag{15}$$

where $\| \cdot \|$ denotes the 1-norm.

## 5. Experiments

We have tested our FA shape space learning framework under two kinds of symmetries $G$: global Euclidean transformations and piecewise Euclidean transformations.

### 5.1. Global Euclidean

In this case, we tested our method both in the mesh $\rightarrow$ mesh and the point-cloud $\rightarrow$ implicit settings.

**Mesh $\rightarrow$ mesh.** In this experiment we consider the DFaust dataset [6] of human meshes parameterized with SMPL [30]. The dataset consists of 41,461 human shapes where a random split is used to generate a training set of 37,197 models, and a test set of 4,264 models. We used the same generated data and split as in [22]. We generated two additional test sets of randomly oriented models: randomly rotated models about the up axis (uniformly), denoted by $z$, and randomly rotated models (uniformly), denoted by $SO(3)$. We denote the original, aligned test set by $I$. We compare our global Euclidean mesh $\rightarrow$ mesh autoencoder versus the following baselines: Vanilla Graph autoencoder, denoted by AE; and the same AE trained with random rotations augmentations, denoted by AE-Aug. Note that the architecture used for AE and AE-Aug is the same backbone architecture used for our FA architecture. Table 1 reports the average per-vertex euclidean distance (MSE) on the various test sets: $I$, $z$ and $SO(3)$. Note that FA compares favorably to the baselines in all tests.

| Method   | $I$   | $z$   | $SO(3)$ |
|----------|-------|-------|---------|
| AE       | 5.16  | 9.36  | 15.41   |
| AE-Aug   | 5.22  | 5.86  | 5.12    |
| Ours     | 4.39  | 4.35  | 4.66    |

Table 1. Global Euclidean mesh $\rightarrow$ mesh shape space experiment; MSE error (lower is better) in three test versions of the DFAUST [6] dataset, see text for details.

**Point cloud $\rightarrow$ implicit.** In this experiment we consider the CommonObject3D dataset [42] that contains 19k objects from 50 different classes. We have used only the objects’ point clouds extracted from videos using COLMAP [45]. The point clouds are very noisy and partial (see
| Method | teddy bear | bottle | suitcase | banana |
|--------|------------|--------|----------|--------|
| VAE    | 5.11       | 2.611  | 0.419    | 0.341  |
| VN [15]| 0.047      | 0.421  | 0.638    | 0.334  |
| Ours   | 0.046      | 0.451  | 0.226    | 0.129  |

Table 2. Global Euclidean point cloud → implicit shape space experiment; CommonObject3D [42] dataset.

Figure 2. Global Euclidean point cloud → implicit, qualitative test results; CommonObject3D [42] dataset.

In this experiment we consider three different datasets: DFaust [6], SMAL [62] and MANO [43]. For the DFaust dataset we used train-test splits in an increasing level of difficulty: random split of train-test taken from [22], as described above; unseen random pose - removing a random (different) pose sequence from each human and using it as test; and unseen pose - removing the same pose sequence from all humans and using it as test. The SMAL dataset contains a four-legged animal in different poses. We use the data generated in [22] of 400 shapes, randomly split into a 300 train, 100 test sets. The MANO dataset contains 3D models of realistic human hands in different poses. Using the MANO SMPL model we generated 150 shapes, randomly split into a 100 train and 50 test sets. We compared our method to the following baselines: Vanilla autoencoder, denoted by VAE and ARAPReg [22] that reported state of the art results on this dataset. Note that both the AE and our method use the same backbone architecture. ARAPReg, report autodecoder to be superior in their experiments and therefore we compared to that version. Note that all compared methods have the same (backbone) decoder architecture. Figure 3 shows typical reconstruction results on the tests sets: green marks the random (easy) split; orange marks the random unseen pose split; and red marks the global unseen pose split. Note our method is able to produce very high-fidelity approximations of the ground truth, visually improving artifacts, noise and inaccuracies in the baselines (zoom in to see details). Lastly, we note that we use also partition skinning weight matrix (defined on the single rest-pose model) as an extra supervision not used by ARAPReg.

5.2. Piecewise Euclidean

Mesh → mesh. In this experiment we consider three different datasets: DFaust [6], SMAL [62] and MANO [43]. For the DFaust dataset we used train-test splits in an increasing level of difficulty: random split of train-test taken from [22], as described above; unseen random pose - removing a random (different) pose sequence from each human and using it as test; and unseen pose - removing the same pose sequence from all humans and using it as test. The SMAL dataset contains a four-legged animal in different poses. We use the data generated in [22] of 400 shapes, randomly split into a 300 train, 100 test sets. The MANO dataset contains 3D models of realistic human hands in different poses. Using the MANO SMPL model we generated 150 shapes, randomly split into a 100 train and 50 test sets. We compared our method to the following baselines: Vanilla autoencoder, denoted by VAE and ARAPReg [22] that reported state of the art results on this dataset. Note that both the AE and our method use the same backbone architecture. ARAPReg, report autodecoder to be superior in their experiments and therefore we compared to that version. Note that all compared methods have the same (backbone) decoder architecture. Figure 3 shows typical reconstruction results on the tests sets: green marks the random (easy) split; orange marks the random unseen pose split; and red marks the global unseen pose split. Note our method is able to produce very high-fidelity approximations of the ground truth, visually improving artifacts, noise and inaccuracies in the baselines (zoom in to see details). Lastly, we note that we use also partition skinning weight matrix (defined on the single rest-pose model) as an extra supervision not used by ARAPReg.

Table 3. Piecewise Euclidean mesh → mesh experiment; MSE error (lower is better); DFaust [6], SMAL [62] and MANO [43] datasets.

Interpolation in shape space. In this experiment we show qualitative results for interpolating two latent codes $Z^{(j)} = (g^{(j)}, Q^{(j)}) \in Z, j = 0, 1$, computed with our encoder for two input shapes $X^{(j)}, j = 0, 1$. We use the encoder and decoder learned in the “unseen pose” split described above. Since $Z$ is an equivariant feature space, if $X^{(1)}$ is an Euclidean transformed version of $X^{(0)}$, i.e., $X^{(1)} = \rho_X(g)X^{(0)}$, then equivariance would mean that $Z^{(1)} = \rho_Z(g)Z^{(0)}$. Therefore interpolation in this case should be done by finding the optimal rotation and translation between the equivariant parts of $Z^{(0)}$ and $Z^{(1)}$ and continuously rotating and translating $Z^{(0)}$ into $Z^{(1)}$. This can be done using the closed form solution to the rotational
Figure 3. Piecewise Euclidean mesh → mesh, qualitative results; DFaust [6] dataset. Colors mark different splits: green is the random (easy) split; orange is the unseen random pose split; and red is the unseen pose split, see text for details. Our method demonstrates consistently high-quality results across splits of different difficulty levels.

Procrustes problem (see e.g., [46, 61]). For two general codes $Z_j$, we use this procedure while adding linearly the residual difference after cancelling the optimal rotation and translations between the codes. In the supplementary we provide the full derivation of this interpolation denoted $Z^t$, $t \in [0, 1]$. Figure 4 shows the result of decoding the interpolated latent codes $Z^t$, $t \in [0, 1]$ with the learned decoder. Note that both shape and pose gracefully and naturally change along the interpolation path.

Comparison with implicit pose-conditioned methods. Lastly, we have trained our piecewise Euclidean mesh → mesh framework on the DFaust subset of AMASS [31]. Following the protocol defined in [9], we trained our model on each of the 10 subjects and tested it on the "within distribution" SMPL [30] generated data from SNARF [9], as well as on their "out of distribution" test from PosePrior [1] dataset. We use both SNARF [9] and NASA [14] as baselines. Table 4 reports quantitative error metrics: The Intersection over Union (IoU) using sampling within the bound-
Table 4. Piecewise Euclidean mesh → mesh, comparison to implicit articulation methods. DFaust [6] and PosePrior [1] datasets.

|      | NASA | SNARF | Ours | NASA | SNARF | Ours | NASA | SNARF | Ours | NASA | SNARF | Ours |
|------|------|-------|------|------|-------|------|------|-------|------|------|-------|------|
| 50002 | 96.50% | 97.50% | 99.67% | 84.02% | 89.57% | 93.28% | 67.11% | 94.31% | 96.76% | 60.25% | 79.75% | 85.06% |
| 50004 | 96.31% | 97.84% | 98.64% | 85.45% | 91.16% | 94.57% | 86.01% | 95.11% | 96.19% | 62.53% | 83.34% | 85.84% |
| 50007 | 96.72% | 96.96% | 98.62% | 86.28% | 91.02% | 94.11% | 80.22% | 93.99% | 95.31% | 51.82% | 77.08% | 81.91% |
| 50009 | 94.96% | 96.68% | 97.75% | 84.52% | 88.19% | 92.84% | 78.15% | 91.22% | 94.75% | 55.86% | 75.84% | 84.60% |
| 50020 | 95.75% | 96.27% | 97.61% | 87.57% | 88.81% | 92.60% | 83.06% | 93.57% | 95.17% | 62.01% | 81.37% | 85.66% |
| 50021 | 95.92% | 96.86% | 98.55% | 87.01% | 90.16% | 95.28% | 81.80% | 93.76% | 96.35% | 65.49% | 81.49% | 88.86% |
| 50022 | 97.94% | 97.96% | 98.39% | 91.91% | 92.06% | 93.68% | 87.54% | 94.67% | 96.12% | 70.23% | 83.37% | 85.80% |
| 50025 | 95.50% | 97.54% | 98.48% | 86.19% | 91.25% | 94.74% | 83.14% | 94.48% | 95.99% | 60.88% | 82.48% | 86.58% |
| 50026 | 96.65% | 97.64% | 98.61% | 87.72% | 91.09% | 94.64% | 84.58% | 94.13% | 96.45% | 59.78% | 80.01% | 87.10% |
| 50027 | 95.53% | 96.80% | 97.95% | 86.13% | 89.47% | 93.46% | 83.97% | 93.76% | 95.61% | 61.82% | 81.81% | 86.60% |

Figure 4. Interpolation in equivariant latent space between two test examples from the "unseen pose" split (leftmost and rightmost columns).

Figure 5. Comparison with SNARF on the "out of distribution" test set.

6. Limitations and future work

We have introduced a generic methodology for incorporating symmetries by construction into encoder and/or decoders in the context of shape space learning. Using Frame Averaging we showed how to construct expressive yet efficient equivariant autoencoders. We instantiated our framework for the case of global and piecewise Euclidean motions, as well as to mesh → mesh, and point cloud → implicit scenarios. We have achieved state of the art quantitative and qualitative results in all experiments.

Our method has several limitations: First in the mesh → mesh case we use fixed connectivity and skinning weights. Generalizing the piecewise Euclidean case to implicit representations, dealing with large scale scenes with multiple objects, or learning the skinning weights would be interesting future works. Trying to use linear blend skinning to define group action of $E(3)^k$ could be also interesting. Finally, using this framework to explore other symmetry types, combinations of geometry representations (including images, point clouds, implicits, and meshes), and different architectures could lead to exciting new methods to learn and use shape space in computer vision.
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