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Abstract

Since its original appearance in 1991, the Perso-Arabic script representation in Unicode has grown from 169 to over 440 atomic isolated characters spread over several code pages representing standard letters, various diacritics and punctuation for the original Arabic and numerous other regional orthographic traditions (Unicode Consortium, 2021). This paper documents the challenges that Perso-Arabic presents beyond the best-documented languages, such as Arabic and Persian, building on earlier work by the expert community (ICANN, 2011, 2015). We particularly focus on the situation in natural language processing (NLP), which is affected by multiple, often neglected, issues such as the use of visually ambiguous yet canonically nonequivalent letters and the mixing of letters from different orthographies. Among the contributing conflating factors are the lack of input methods, the instability of modern orthographies (e.g., Aazim et al., 2009; Iyengar, 2018), insufficient literacy, and loss or lack of orthographic tradition (Jahani and Korn, 2013; Liljegren, 2018). We evaluate the effects of script normalization on eight languages from diverse language families in the Perso-Arabic script diaspora on machine translation and statistical language modeling tasks. Our results indicate statistically significant improvements in performance in most conditions for all the languages considered when normalization is applied. We argue that better understanding and representation of Perso-Arabic script variation within regional orthographic traditions, where those are present, is crucial for further progress of modern computational NLP techniques (Ponti et al., 2019; Conneau et al., 2020; Muller et al., 2021) especially for languages with a paucity of resources.

1 Introduction

The Modern Perso-Arabic script derives from the fourth century North Arabic script, which in turn was adapted from the Nabatean Aramaic script to write the Arabic language (Gruendler, 1993; Bauer, 1996). Due to the spread of Islam throughout much of Africa, Asia, and parts of Europe, it has come, in its various adapted forms, to be one of the most widely used scripts in the modern world. Due to its reasonable flexibility in representing phonological structure, the script was adopted to write a large number of languages spanning diverse language families such as Afro-Asiatic, Indo-European, Niger-Congo, Turkic, and Sino-Tibetan, among others. Adaptations are found as far south as Southern Africa with Arabic having been used for Afrikaans (Kotzé, 2012) and Malagasy (Versteegh, 2001); as far east as East Asia for Chinese (Suutarinen, 2013) and Japanese (Naim, 1971; Kaye, 1996); and into Eastern Europe for writing languages of Muslim Slavs, such as Bosnian (Buljina, 2019). While many of these adaptations have not survived, the Arabic script and its derivatives are still used for scores of languages with a total population of speakers of over 600 million.1 For some linguistic areas, such as the Dardic languages of Northern Pakistan, most of which were unwritten until very recently, the Perso-Arabic script is the only serious contender when developing a new writing system; see for example Torwali (Torwali, 2019),2 and Palula (Liljegren, 2016).

While the original Semitic scripts were pure consonantal scripts (abjads), three letters—alif /a/, ya /y/, and waw /w/—came to be used as matres lectionis to represent long vowels, and further diacritics

---

1https://en.wikipedia.org/wiki/List_of_writing_systems#List_of_writing_systems_by_adoption
2https://www.blog.google/around-the-globe/google-asia/torwali-language-and-its-new-android-keyboard/
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were developed to (optionally) represent such features as short vowels and gemination (shadda), among others (Bauer, 1996).

The original North Arabic script was rather ambiguous, since Arabic had a larger consonant inventory than Aramaic, and some of the consonant letters had to do double duty – a problem exacerbated by the cursivization of the script. The resulting ambiguities were resolved by the use of various numbers of dots over or under the letters to disambiguate the various uses (Bauer, 1996; Kaplony, 2008), a system called i'jām (إِﻋْﺠَﺎم). For example the inferior dot in ⟨ﺏ⟩ /b/ distinguishes it from ⟨݀⟩ /n/ with a single dot on top, and then again from ⟨ﭺ⟩ /t/ with two dots on top, and again still from ⟨݀⟩ /th/ with three on top. Though the set of consonants to be disambiguated is of course limited in Arabic itself, the i'jām, once started, evolved into a productive way to produce new consonant symbols when the script was adapted to new languages. This has consequently allowed languages to have their “own” version of the Perso-Arabic script, where the only difference with the scripts used for a language’s neighbors is in the use of distinctive i'jām-augmented consonants. This is true, for example, for adaptations of the script to the many Dardic languages, where each has one or two consonant symbols not found in the scripts of its neighbors.

As noted above, the Arabic script and its derivatives include diacritics that allow one to specify all vowels and other phonetic features such as gemination. However in the normal daily use of the script for Arabic and other languages, these are typically omitted. In Arabic this means that the script is still technically an abjad, since the written symbols mostly represent consonants. However to varying degrees, the derived scripts have departed from this, and some of them are full alphabets. Thus according to Kaye (1996), the Persian writing system is an abjad as are Urdu and Jawi, the old Malay Arabic-based writing system; however the Kurdish and Uyghur writing systems are alphabets. Parallel developments occurred with adaptations of the Hebrew abjad so that Yiddish orthography (Aronson, 1996) is an alphabet.

Historically each geographic region posed its own unique sociolinguistic challenges resulting in the emergence of different adaptation strategies and orthographic traditions across South Asia (Wink, 1991; Qutbuddin, 2007), Southeast Asia (Kratz, 2002; Ricci, 2011; Abdullah et al., 2020), and Africa (Mumin, 2014; Ngom and Kurfi, 2017), among other regions (Suutarinen, 2013; de Castilla, 2016). This diversity as well as the flexible nature of the script is reflected in a large and growing inventory of Perso-Arabic code points in the Unicode standard (Unicode Consortium, 2021) with accompanying ambiguities associated with representing the script using the digital medium that we briefly outline in §2. We then provide an overview of some of the existing orthographies for eight languages selected from diverse language families in §3. A significant amount of digital representation ambiguities manifest by these orthographies is resolved computationally using finite-state normalization methods for Perso-Arabic, described in §4, that we developed for this purpose.1 We study the effects of normalization of real-world text using statistical and neural techniques, and present our findings in §5.1 and §5.2, respectively. The code and the results accompanying the experiments have been released.4

2 Perso-Arabic in the Digital Medium

As was mentioned previously, an important feature which has led to the adoption of the script by different cultures to use it to transcribe their language, is its very flexibility.3 At its core the Arabic script comprises 18 basic shapes often referred to as rasm (رسم) or “drawing” (Daniels, 2013; Kurzon, 2013). These can be modified in various ways: apposing one to four dots (i’jām) placed above, below or inside a character (as shown in Figure 1); using modifier signs such as the subscript or superscript small hamza; placing diacritics or tashkīl (تشكيل) and in certain cases even adding a new shape based on the basic Arabic template. Thus for example Urdu, discussed in more detail in §3.1, substantially expanded the original Arabic writing system adapting it to its phonology by introducing additional i’jām characters, modifiers, and even creating new shapes such as the hari yeh (郞) or the heh do chashmee (اختلاف) for handling aspiration.

---
1https://github.com/google-research/nisaba
4https://github.com/google-research/tree/master/perso_arabic_norm
5Scripts are sets of characters used jointly in written representation while writing systems additionally consist of the rules and conventions used when employing a script for a particular language.
Figure 1: Core rasm shapes, or archigraphemes according to Milo (2002), of Arabic shown in (a), and examples of Arabic letters derived with i’jām demonstrating their disambiguation function in (b), after (Nemeth, 2017).

| Display | Unicode Character Sequence | Transformation |
|---------|----------------------------|----------------|
| رئيسي | reh yeh with hamza above  | Unicode NFC    |
| رئيسي | yeh  | hamza above  |                |
| رئيسي | alif maksura  | yeh  | seen  |
| رئيسي | yeh  | hamza above  |                |
| رئيسي | farsi yeh  | hamza above  |                |
| رئيسي | farsi yeh  | hamza above  |                |

Table 1: Six different spellings of the Arabic word for “leader” (MSA: /raʔiːs/) rendered in Naskh. For each row, the Unicode character differences with the Unicode string in the first row are highlighted. The last column indicates the type of transformation required to bring the relevant Unicode string to the canonical form displayed in the first row of the table.

Similar to Brahmic scripts, the Perso-Arabic script often provides more than one way to compose a character in the digital medium (Unicode Consortium, 2021). For example, the alif with madda above letter can be composed in two ways: as a single character (আ) (U+0622) or by adjoining madda above to alif (U+0627 followed by U+0653). This results in presentation ambiguity and the Unicode standard provides a certain number of canonical normalization forms, such as the Normalization Form C, or NFC, to handle such cases (Whistler, 2021). A normalization process is required to convert strings to such canonical forms. In contrast to Brahmic script normalization, where atomic forms are normalized to their decomposition, Perso-Arabic normalization in NFC involves combining decomposed elements into a single glyph. Thus the individual alif and madda above will be normalized to a single glyph. Our investigations have found many cases of this kind of visual ambiguity in the Perso-Arabic script beyond what is covered in NFC.

Some of these visual ambiguities are illustrated by a simple example in Table 1, where six alternate representations for the Arabic word for “leader” are shown rendered in Naskh style along with the corresponding Unicode sequences ranging from four to five characters. The spelling in the first row of the table is the correct spelling of the word in Modern Standard Arabic (MSA) orthography. The second example, while ambiguous, is handled by the Unicode NFC normalization, which brings it to the canonical form provided by the first row by rewriting a (decomposed) sequence of yeh and hamza above as its canonical single-letter counterpart yeh with hamza above. The form in the third row is more problematic. It arises from a five-character sequence which has alif maksura instead of yeh and is also visually identical to words in rows one and two. However, unlike the spelling in the second row, the sequence alif maksura followed by hamza above does not have a canonical composed form under Unicode. Hence, while this form is visually identical to the
first and second forms, it is treated as a distinct word in the digital medium. Similarly, the example in the fourth row is visually identical to the preceding examples, but arises due to using *farsi yeh* instead of *ye* which is illegal under MSA orthography. No standard transformation is provided by the Unicode to cope with cases like this example as they are orthography- and language-specific. We refer to the class of normalizations that result in something that is visually identical as visual normalization (Johny et al., 2021).

The second group of ambiguities is illustrated by the last two rows of Table 1. The fifth and sixth examples, while visually identical to each other, differ slightly from the reference in extra *i'jām* dots produced by combining *farsi yeh* with *hamza above* word-internally. Similar to the examples in rows three and four, no fallback normalization strategy is provided by the Unicode standard to handle such cases as it is not clear without prior context which orthography is intended. We refer to the class of normalizations that result in something that is not visually identical as reading normalization (Gutkin et al., 2022b).

As we mentioned above, unlike the canonical Unicode transformations, it is impossible to define most of visual and reading normalizations outside the orthographic context. Consider a sequence consisting of *waw* (U+0648) followed by *damma* (U+064F) whose visual form ⟨ṣ⟩ is identical to letter *u* (U+06C7) used in Kazakh, Uzbek and Uyghur Perso-Arabic orthographies among some others (Aqtay, 2020; Haralambous, 2021). Normalization of *waw* and *damma* to its “canonical” form *u* should only be performed for these languages. We introduce the visual and reading script normalization framework more formally in §4.

One could argue that the ambiguities described above are not problematic and are the natural outcome of the specific properties of the script (e.g., its cursive form and the presence of positional variants), the vast number of orthographic adaptations and specifics of its implementation in digital medium. However, as we show in §5, the resolution of such ambiguities on a language-by-language basis positively impacts the quality of computational models of natural language. Furthermore, the visual ambiguities manifest by various Perso-Arabic writing systems represent a growing challenge to cybersecurity. From the standards’ perspective this is being gradually addressed by the Internet Corporation for Assigned Names and Numbers (ICANN) by developing a robust set of standards for representing various Internet entities in Perso-Arabic script, such as domain names, with particular focus on visually confusable character variants (ICANN, 2011). In addition, security implications, such as development of mechanisms for protection against phishing and spoofing attacks, are actively studied by the relevant cybersecurity literature on Perso-Arabic (Hussain et al., 2016; Elsayed and Shosha, 2018; Ahmad and Erdodi, 2021).

A detailed analysis of the causes for the various types of Perso-Arabic script ambiguities described above are outside the scope of this work. It is however worthwhile to briefly mention some of them here. One of the causes is the relative complexity and several special properties of the Perso-Arabic script itself. The script has four key orthographic properties that are relevant here: (i) relative visual similarity of the *rasm* forms; (ii) allography, i.e., positional variants of letters (initial, medial, final and isolated); (iii) cursivity/ligaturing, and (iv) non-linearity, the extensive and sophisticated use of various types of *tashkil* and *i'jām* (Yassin et al., 2020). The combination of all these properties was demonstrated to lead to relatively more involved visual processing of the script (compared to languages that use the Latin script) in the psycholinguistics and neuropsychology literature on reading for MSA (Evitar and Ibrahim, 2014; Hermena and Reichle, 2020; Boudelaa et al., 2020), but also for the Uyghur Perso-Arabic orthography (Yakup et al., 2015).

The Perso-Arabic script support in Unicode is ever-growing, which is reflected by the number of recent proposals for new characters to better reflect the existing low-resource orthographies (Evans and Warren-Rothlin, 2018; Patel et al., 2019; Chitrali, 2020a,b) as well as to ease the encoding of the Quranic literature (Sh., 2022). The process of updating the standard is usually time-consuming, as demonstrated by the case of Torwali, which took two years from the time of the original proposal (Bashir et al., 2006) to encode the missing letter *hah with small arabic letter tah above* (ظر) (U+0772). This letter completed the full character inventory for this emerging orthography in Unicode, which facilitated further developments of linguistic resources (Uddin and Uddin, 2019). As we found in our experiments, in the absence of the required characters, visually confusable variants or sequences of variants from foreign orthographies are often used by the Unicode-compliant input methods and converters from non-Unicode compliant fonts. Conversely, these methods take time to catch up with the Unicode standard once it introduces the
Table 2: Urdu in Nastaliq (left), Naskh (center) and the corresponding transliteration (right). Samples taken from a poem (nazm) by Faiz Ahmed Faiz.

missing features. To this one can add multiple confounding factors involved in the modern evolution of orthographies for hitherto unrecorded languages, which leads to rich orthographic diversity even among neighboring languages. For example, according to Bashir (2015, p. 14), the retroflex voiceless sibilant /ʂ/ present in several languages of northwestern Pakistan is represented differently by the regional writing systems: they all share the same rasm shape for letter seen (س) modified as: (1) seen with small arabic letter tah and two dots (١٣) (U+0770) for Khowar; (2) seen with extended arabic-indic digit four above (ش) (U+077D) for Burushaski; (3) seen with four dots above (ش) (U+075C) for Torwali; (4) seen with two dots vertically above (ش) (U+076D) for Gowri; and (5) the corresponding two distinct characters for Kalasha and Shina remain unrepresented in Unicode.

3 Perso-Arabic Script Diaspora: Selected Language Summaries

In what follows, we briefly delve into some adaptations of Perso-Arabic script. We limit our discussion to Perso-Arabic orthographies of eight languages, some of which are written in several scripts. The five languages from Indo-European family are Central Kurdish (Sorani), Kashmiri, Punjabi, Sindhi and Urdu. Two further languages, South Azerbaijani and Uyghur, come from the Turkic family. Finally, we provide a brief overview of the Perso-Arabic orthography called Jawi for Malay from the Austronesian family. The concise language-specific letter inventories are provided in Appendix A. Our software covers more orthographies, such as Balochi, Dari, Modern Standard Arabic, Pashto, Persian and Uzbek, yet we felt that our choice of the above eight writing systems is representative of the kinds of normalization challenges one is likely to encounter.

3.1 Urdu

Ethnologue classes Urdu as the tenth most spoken language in the world with over 70 million speakers using Urdu as their first language.7 The national language of Pakistan, one of the 22 official languages of India, and a registered dialect in Nepal, Urdu is also spoken and used in 30 odd countries.8

The origins of Urdu are debatable and some scholars trace it back to the 6th century CE (Schmidt, 2007) but it was the Muslim invasion of Sindh in 711 which acted as a catalyst. By the time of the Mughal Empire and at the end of the 18th century it was the lingua franca around Delhi and was called Zaban-e-Urdu,9 the word Urdu derived from the Turkic word ordu for “army” (Lelyveld, 1994).10 The expansion of the Sultanate to the south gave rise to Dakhani Urdu (Mohamed, 1968). Urdu has a close association with Hindi since they share a common Indo-Aryan origin. Whereas Urdu is written in Perso-Arabic, Hindi uses Devanagari. The difference is best seen in the two versions of “The Chess Players” story written by Munshi Premchand, who authored the same story in both languages (Davis, 2015).11

Urdu as used in India and Pakistan is written in the Nastaliq style — a writing style developed in Iran from the Naskh style around the 13th century. Easy to write by hand, it posed problems when ported to metal type. Digital typography has to a certain extent solved the problem and text can be seen in the

7https://www.ethnologue.com/guides/ethnologue
8https://www.ethnologue.com/language/urd
9Urdu was also called Hindi, Hindavi, Hindustani, Dehlavi, and Lashkari. But the term Urdu became most acceptable.
10https://www.rekhtadictionary.com/meaning-of-urdu
11https://thewire.in/culture/why-the-perso-arabic-script-remains-crucial-for-urdu
Punjabi (Shahmukhi)

The Shahmukhi writing system is used to record Punjabi in the Perso-Arabic script. According to Ethnologue this language is mainly spoken in Pakistan but also in other countries, especially in Punjab in India, with a total number of Punjabi speakers around 66 million.\(^4\) The language is also known as Jangli, Lahanda, Lahnda, Lahndi, Panjabi, Panjabi Proper and Punjapi. Historically Shahmukhi was used to represent the 10 vowel phonemes, and an additional 5 to 10 diacritics were used when precision was needed.\(^5\)

| Nastaliq | Naskh | Transcription |
|----------|--------|---------------|
| كافی - ایام مسیحی میل مسیحی | کافی - ایام مسیحی میل مسیحی | kaafi - aavo sakheliyo mil maslit goiye |
| ایو حسن میل بھر بھونی | ایو حسن میل بھر بھونی | aapo aapni gal nuuñ bhar hanjhu roiy |
| کھاڈئ خاڈئ لاج کلیاں مین عمر گاوا | کھاڈئ خاڈئ لاج کلیاں مین عمر گاوا | khaDe lalach lagyan main umar gavá.i |
| کدا نپوئنہ بھع لاک تندی پانی | کدا نپوئنہ بھع لاک تندی پانی | kade na puuni hath lae ik tandaDi paa.i |

Table 3: Shahmukhi in Nastaliq (left), Naskh (center) and the corresponding transliteration (right). Samples taken from a poem by Baba Farid.

Nastaliq style, however media on the Web prefers Naskh (Parhami, 2020). A sample of two lines of a *nazm* by Faiz Ahmed Faiz in Table 2 demonstrates the differences between the two styles.\(^12\)

The Urdu writing system is an *ajead*, borrowed from Persian which in turn is borrowed from Arabic. Persian added four characters (⟨پ⟩, ⟨ژ⟩, ⟨گ⟩, and ⟨ڑ⟩) to the 28 basic characters borrowed from Arabic, bringing the total to 32. Persian further modified the character set by replacing the Arabic characters (⟨ی⟩ and ⟨ذ⟩) with (⟨پ⟩ and ⟨ڑ⟩), respectively. To these 32 Persian characters, Urdu added: (1) the three letters (⟨ت⟩, ⟨س⟩, and ⟨ز⟩) to accommodate retroflexes; (2) ⟨ی⟩ to handle nasalization; (3) the *two-eyed he* (⟨他就⟩) to accommodate the aspirated forms of 17 or 18 letters; (4) the *yeh baree* (⟨یہ ملے⟩) to represent /e/ at the end of the words; and (5) ⟨و⟩ *gol he*, also called *chafte he*. Since diacritics are a systematic component of Perso-Arabic, this was possible without upsetting the graphic equilibrium of the script (Coulmas, 1999, p.360). The added *high hamza* placed above *farsi yeh, yeh baree, heh goal* and *waw* is used to create additional values and the *teh marbut* (⟨ث⟩) marks feminine gender for nouns and adjectives. A further 5 characters were added to represent the 10 vowel phonemes, and an additional 5 to 10 diacritics were used when precision was needed.\(^13\)

3.2 Punjabi (Shahmukhi)

The Shahmukhi writing system is used to record Punjabi in the Perso-Arabic script. According to Ethnologue this language is mainly spoken in Pakistan but also in other countries, especially in Punjab in India, with a total number of Punjabi speakers around 66 million.\(^4\) The language is also known as Jangli, Lahanda, Lahnda, Lahndi, Panjabi, Panjabi Proper and Punjapi. Historically Shahmukhi was used by Sufi poets of the then Punjab region. One of the earliest instances of this writing system is its use by the Sufi poet of Punjab, Baba Farid in the 12th century (Singh and Gaur, 2009). After the partition of India, Shahmukhi became the writing system of choice for writing Punjabi by the Muslim population in Punjab. Hindus and Sikhs in the Indian state of Punjab adopted the Brahmic Gurmukhi script to write Punjabi, giving rise to Eastern Punjabi (Grewal, 2004). The relationship between Shahmukhi and Gurmukhi closely parallels that between Urdu and Hindi. Shahmukhi is an *ajead* and is written from right to left. It was highly influenced by Persian, but the present day writing system was modified to suit the requirements of the Punjabi language and as in the case of Urdu, a considerable number of characters were added. Like Urdu, Shahmukhi favours Nastaliq, but Naskh is used by digital media on the web. A sample of four verses from a poem by Baba Farid in both styles is shown in Table 3.

Urdu and Shahmukhi share the same character set, except that Shahmukhi admits a few more letters. The number of characters in Shahmukhi, like Urdu, is a matter of debate and some scholars admit four more characters (⟨پ⟩, ⟨ژ⟩, ⟨گ⟩, and ⟨ڑ⟩) in addition to the retroflex lateral *lla* (⟨ل⟩) and the retroflex nasal *mma* (⟨م⟩) (Bashir and Conners, 2019, pp.62,77). Of these, our analysis shows that only (⟨ل⟩) and (⟨م⟩) seem to be in use. The (⟨ئ⟩) character is used to mark end-of-word nasals. Like Urdu, the *two-eyed he* (⟨ہ⟩) is used to accommodate the aspirated forms of 17 or 18 letters. To these can be added the *high hamza* (⟨و⟩+0674) placed above *farsi yeh, yeh baree, heh goal* and *waw* to create additional values. Finally, five characters are used to represent the 10 vowel phonemes, and an additional 5 to 10 diacritics are used when precision was needed.

\(^12\)https://www.rekhta.org/nazms/

\(^13\)The number of characters is debated, cf. https://www.dawn.com/news/919270.

\(^14\)https://www.ethnologue.com/language/pnb
The traveler Al-Biruni in his Tarikh-al-Hind states that Sindhi was previously written in three scripts: Ardhanagari, Mahajani and Khudabadi (Arabic writing system (“arabi Sindhi”) dates back to the 19th century. Prior to that, Sindhi Muslims had made attempts to write the language using Arabic, but the formal character set of Sindhi, as it is known today, goes back to 1853 when it was standardized by the British colonial authorities (Dow, 1976) and a set of 52 letters to accommodate the complexities of the sound system of Sindhi was identified. Sindhi is an abjad but unlike Urdu or Shahmukhi, Sindhi is only written using the Naskh style. A sample stanza from “Shah Jo Risalo” by Shah Abdul Latif Bhittai (Lajwani and Mirjar, 2021) shown in Table 4.

| Naskh | Devanagari | Transliteration |
|-------|-------------|-----------------|
| سنج١ء سان١٠٠ء، ط٨٩ئ١ء ان١٢٠٠ء وس١١٠ء | sajanu ain sanehu kanhi anasi visri, | half tanin khe hoi, vatanu jini visari. |
| حیف١٠٠ء کی هو١٠٠ء و حل١٠٠ء چن١٠٠ء وس١٠٠ء | |

is needed in cases such as consonant clusters or gemination. Shahmukhi and Urdu are thus mutually intelligible as writing systems.

### 3.3 Sindhi

Sindhi is an Indo-Aryan language spoken by the inhabitants of Sindh in the western part of the Indian subcontinent. It is one of the official languages of Pakistan and one of the 22 scheduled languages in India. Thanks to the Sindhi Diaspora it is spoken in quite a few countries and as per Ethnologue, has over 33 million speakers around the world. Sindhi is recorded both in Perso-Arabic as well as Devanagari scripts. The traveler Al-Biruni in his Tarikh-al-Hind states that Sindhi was previously written in three scripts: Ardhanagari, Mahajani and Khudabadi (Sachau, 1910). But, the standardization of the Sindhi Perso-Arabic writing system (“arabi Sindhi”) dates back to the 19th century. Prior to that, Sindhi Muslims had made attempts to write the language using Arabic, but the formal character set of Sindhi, as it is known today, goes back to 1853 when it was standardized by the British colonial authorities (Dow, 1976) and a set of 52 letters to accommodate the complexities of the sound system of Sindhi was identified. Sindhi is an abjad but unlike Urdu or Shahmukhi, Sindhi is only written using the Naskh style. A sample stanza from “Shah Jo Risalo” by Shah Abdul Latif Bhittai (Lajwani and Mirjar, 2021) shown in Table 4.

The addition of digraphs and the hamza over yeh and waw, as well as the diacritics to indicate the short vowels placed above alef and waw, brings the size of modern Sindhi letter inventory to 64 (Lekhwan and Lekhwan, 2014). For short vowels in particular, the following four letters ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩, composed by placing diacritic marks fatha, kasra and damma over alef, and the damma over waw, were added. To accommodate the large number of characters in its repertoire, Sindhi modified the Arabic rasm by addition of more ḫāmā dots.

Certain features of the character set of Sindhi make for the uniqueness of the writing system. Unlike Urdu or Shahmukhi, the high hamza is already accommodated over ⟨⟩ and ⟨⟩. Sindhi admits four implosives ⟨⟩ ga, ⟨⟩ ja, ⟨⟩ da, ⟨⟩ ba, and two single letter words ⟨⟩ ain (“and”), and ⟨⟩ men (“in”.

Like Urdu, Sindhi has four letters to indicate ⟨⟩: ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩, three letters for ⟨⟩: ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩; and two letters for ⟨⟩: ⟨⟩ and ⟨⟩. However, unlike Urdu which uses the two eyed he or he do chashmi ⟨⟩ to mark the aspirates, Sindhi has individual characters for all the aspirates with the exception of ⟨⟩ gha, ⟨⟩ jha, and ⟨⟩ rha. Vowel diacritics are not normally used. However if needed Sindhi has three diacritics used to indicate the short vowels. Additional diacritics are used to mark consonant clusters (sukun, U+0652) and gemination (shadda, U+0651).

### 3.4 Kashmiri

Kashmiri is a language from the Dardic family spoken in the Union Territory of Jammu and Kashmir, Himachal Pradesh and its outlying regions (Koul and Wali, 2013). Ethnologue lists around 7 million Kashmiri speakers in India and other countries. It is a statutory language of provincial identity in Jammu and Kashmir and is one of the 22 scheduled languages in India. According to Kachru (2010), Kashmiri is the only Dardic language with a literary tradition and for which the written records have survived. Kashmiri is one of the three scheduled languages of India that is written using a Perso-Arabic script, the

---

15https://www.ethnologue.com/language/snd
16https://www.ethnologue.com/language/kas
17In 2020, the Parliament of India passed a bill to make Kashmiri an official language of Jammu and Kashmir along with Dogri, Hindi, Urdu and English.
18https://rajbhasha.gov.in/en/languages-included-eighth-schedule-indian-constitution
The writing system evolved with time and the Arabic (Zimane Sorani), Northern (Kurmancî) and Southern (Kurdî Xwarîn or Pehlewanî). The name Sorani Kashmiri writing system and has the shape of an inverted ⟨⟩ to mark consonant clusters. The rendering of standard vowel killer and long vowels. ⟨⟩ Kashmiri uses shadda also uses two other combining marks to mark gemination using of aspirated consonants. However, unlike Urdu and Shahmukhi only six such digraphs are permitted: /ɖ/ retroflex plosive only occur in final position. When in medial position it is replaced by the letter noon and marks the short ⟨⟩ waw modifies the ⟨⟩ kasra in the construction of aspirated consonants. However, unlike Urdu and Shahmukhi only six such digraphs are permitted: ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩, and ⟨⟩. The character ⟨⟩, a yeḥ with a ring below needs special mentioning, Kashmiri uses ⟨⟩ to mark palatalization which is a common feature in the language.

Kashmiri has one of the largest inventories of vowel letters, which are arranged in eight pairs of short and long vowels. Kashmiri uses the kasra, damma and fatha as short vowel diacritic markers. Kashmiri modifies the waw to add new vocalic values: ⟨⟩ yeḥ with ring to represent the sound /øː/; ⟨⟩ waw with inverted v on top for /øː/; and ⟨⟩ waw with inverted damma for a long /øː/. Additionally, yeḥ baree with an inverted small v marks the short /e/. Two combining marks are unique to Kashmiri, these are the wawry hamza above and wawry hamza below. The first is always used in conjunction with alef and represents a long schwa /æː/, while the second is used along with alef to represent /æː/.

Similar to Urdu and Shahmukhi, Kashmiri nasalisation is marked by the noon ghumna ⟨⟩ which can only occur in final position. When in medial position it is replaced by the letter noon ⟨⟩. Kashmiri also uses two other combining marks to mark gemination using shadda, and sukun/jazm (also called a vowel killer) to mark consonant clusters. The rendering of standard sukun diacritic (U+0652) is unique to Kashmiri writing system and has the shape of an inverted ⟨⟩.

### 3.5 Central Kurdish (Sorani)

Sorani is the Perse–Arabic writing system used to write the Kurdish language in Iraq, mainly in Iraqi Kurdistan (Haig, 2018). This Indo–Iranian language is also spoken in regions adjoining Iran and Turkey. Ethnologue identifies three geo–linguistic variants of the language depending on where it is used: Central (Zimane Sorani), Northern (Kurmancî) and Southern (Kurdî Xwarîn or Pehlewani). The name Sorani derives from the Soran Emirate, located in the area known today as Iraqi Kurdistan. Ethnologue lists around 4.7 million Sorani speakers in Iraq and total number of Sorani speakers in all countries at 5.3

Other two being Urdu and Sindhi. As in the case of Sindhi, Kashmiri is also written in Devanagari script, suitably modified to accommodate the sounds of the language.\(^9\)

Historically Kashmiri was written in the Sharada script, an abugida from the Brahmic family (Khaw, 2015). Sharada fell into disuse because it could not represent the complex sound system of the language. Successive invasions of the region slowly led to the adoption of the Arabic script. By the 14th century, Muslim rule in Kashmir was established and Kashmiri in Perso-Arabic script was adopted (Yatoo, 2012). The writing system evolved with time and the Arabic rasm were suitably adapted to add new characters to the repertoire. Today the Perso–Arabic script is recognized as the official writing system for the language. It is written in both Naskh and Nastaliq; and although the latter is favoured as the desired style, digital media prefers Naskh owing to the non-availability of a Nastaliq font for the script. Kashmiri is renowned for its proverbs (Koul, 2006; Kachru, 2021) and a sample of two proverbs\(^20\) in Nastaliq, with the corresponding transliterations and English translations, is shown in Table 5.

All the vowel sounds of Kashmiri are regularly indicated in its orthography. This makes the writing system somewhat closer to an alphabet similar to Sorani Kurdish and Uyghur. The consonant inventory of Kashmiri consists of 37 letters. Some of these letters are shared with Urdu, Khowar and Shahmukhi orthographies, like the letter reh ⟨⟩ for representing voiced retroflex flap /ɾ/ or the ddal ⟨⟩ for the voiced retroflex plosive /ɖ/. Kashmiri, like Urdu and Shahmukhi, uses the two-eyed he ⟨⟩ in the construction of aspirated consonants. However, unlike Urdu and Shahmukhi only six such digraphs are permitted: ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩, ⟨⟩, and ⟨⟩. The character ⟨⟩, a yeḥ with a ring below needs special mentioning. Kashmiri uses ⟨⟩ to mark palatalization which is a common feature in the language.

### Table 5: A sample of Kashmiri proverbs.

| Nastaliq       | Transliteration       | Translation                      |
|----------------|-----------------------|----------------------------------|
| كأنال باتي لادون | Kanav kin batì ladun | Stuff rice through the ears: to overfeed |
| كناس باتي لادون | Kanas batì ladun     | Stuff the ear with rice: advice wasted on a fool |

\(^9\)https://Kashmiridictionary.org/kanas-bati-ladun/

\(^20\)According to https://r12a.github.io/scripts/arabic/ks.html. Slightly different inventory is provided in https://Kashmiridictionary.org/category/learn-kashmiri/vowels-learn-kashmiri/.
Table 6: Sorani sentence in Naskh and Latin translating as “Twenty million people are asking for tickets to participate in the last Led Zeppelin concert”.

million.22 Unlike other languages in this study, Kurdish is not recognized today as the official language in any of the regions where it is used,23 despite popular movements by Iraqi Kurds to give the language an official status.

Sorani in Perso-Arabic traces its origins to the Sulaimani region. The first trace of this writing system is found in “Mahdîname” by Mullah Muhammad Ibn ul-Haj completed circa 1762 (Bozarslan et al., 2021). The rise of the Baban dynasty encouraged the growth of Sorani and it became a medium for prose and poetry (Khalid, 2015). This continued until the Baban dynasty was overthrown around 1856. However, under British rule in the 19th century, Sorani literature and journalism flourished and multiple attempts were made to standardize the writing system, which led to eventual codification of the Sorani alphabet in the 1920s (Campbell, 1994).

Unlike most other Perso-Arabic writing systems, Sorani is a true alphabet, the vowels being explicitly marked. Sorani is written in Naskh style. A sample text from the Pewan corpus (Esmaili et al., 2013) is provided in Table 6.24 As is the case with all languages adopting Perso-Arabic, in order to represent the phonemic features of the language, Sorani has evolved a system of letters some of which are unique to this writing system. These include the three unique consonant letters that are constructed by adding dots ⟨⟨⟩⟩ for /v/ or appending a small v below or above: ⟨⟨⟩⟩ for /r/, and ⟨⟨⟩⟩ for /l/. Similar to other Perso-Arabic writing systems, the vowel set borrows from the consonant set in that yeh and waw double as vowels and consonants. Alef is used as a vowel. The long /u:/ is indicated by doubling the waw. Waw and yeh with a small v above indicate /o/ and /e/, respectively.

Although the kasra is not part of the modern Sorani orthography, it is rarely used in some dictionaries for disambiguating certain pronunciations,25 where it is used to mark a short /i/ that is otherwise unrepresented in modern Perso-Arabic orthography.26

3.6 Uyghur

Uyghur, also written as Uighur, is a Turkic language spoken in the region in and around what is known as the Xinjiang Uyghur Autonomous Region in Northwest China.27 Due to a politically and culturally motivated diaspora, Uyghur is spoken in Turkic countries such as Kazakhstan, Kyrgyzstan, Uzbekistan and Turkey, but also by the smaller Uyghur migrant communities elsewhere (Dillon, 2009). Ethnologue estimates the number of Uyghur speakers at around 10 million in China and total speakers in all countries at around 10.4 million. The modern Uyghur writing system should not be confused with Old Uyghur which was written using Sogdian script (Wilkens, 2016). Historically the writing system dates back to the 10th century when the Perso-Arabic script was introduced along with the spread of Islam and which evolved after considerable changes over the centuries into what is recognized as the modern Uyghur Perso-Arabic orthography (Brose, 2017). The writing system for the language underwent extensive changes, including being changed to the Cyrillic and Latin scripts and even the Pinyin romanization system for political reasons. It was not until 1982 that the Arabic Uyghur alphabet was reinstated (Dwyer, 2005). As of today the language has four writing systems: Uyghur Arabic used in the Xinjiang province of China, Uyghur Cyrillic in Kazakhstan, Uyghur Latin in Turkey and Uyghur Pinyin, which is not used much (Hamut and Joniak-Lüthi, 2013).

22https://www.ethnologue.com/language/ckb
23In 2006, Duhok Governorate began using Kurmanji as their official language as a way of resisting Sorani.
24https://sinaahmadi.github.io/resources/pewan.html
25Private correspondence from Aso Mahmudi (2022).
26According to Ahmadi (2019, §2.2, p.3), the corresponding letter of Latin-based orthography of Kurmanji dialect is ⟨i⟩.
27https://www.ethnologue.com/language/uig
Table 7: Uyghur sample in Naskh transliterated from Latin text.

| Naskh | Latin |
|-------|-------|
| نەرەژەدەنچە مەرابەسە قازاقچەگەنچەئەنە قەپەئەمەنیەکەیییەکەیی | prezident marasim qatnashchilirini vatan qimayichisi kuni va ghalibiyat kuni bilan tabriklap garbiy khizmatchilarininh taminlashka alaqida qassa qoshuvatqanlishigini atap korsattin |

Table 8: A line from South Azerbaijani Wikipedia: “Mirza Shafi Vazeh – Azerbaijani poet, thinker, enlightener and teacher”.

Unlike most other writing systems using Perso-Arabic, but like Sorani, Uyghur writing system is an alphabet, i.e., the vowels are explicitly marked. Uyghur is written in Naskh style, a sample of which is shown in Table 7. As is the case with all languages which have adopted the Perso-Arabic script, in order to represent the phonemic features of the language, Uyghur writing system has evolved an original repertoire of letters. Apart from the letters borrowed from the original Arabic script, four letters are derived from Persian writing system: ⟨ﭖ⟩, ⟨ﭻ⟩, ⟨ﮊ⟩, ⟨ﮒ⟩; the ⟨ڭ⟩, which represents a velar nasal, common to Turkic languages, is derived from the Arabic kaf ⟨ک⟩ with three dots positioned above the letter. The two-eyed he ⟨ه⟩ is also used, similar to Kazakh, Urdu, Sindhi and Shahmukhi among other languages.

Extensive use of the waw is made, which is modified in productive ways to represent the vowels: ⟨ﯚ⟩ with a superscript alef to represent the sound /yu/, ⟨ﯚ⟩ with a small v on top to represent a front rounded vowel /ø/, ⟨ﯚ⟩ with a dama on top for a long /u:/ and ⟨ﯚ⟩ with three dots on top represents the semivowel /w/. Uyghur uses the Arabic yeh ⟨ﻱ⟩ for the semivowel /j/, the alef maqsura ⟨ﻯ⟩ for the /i/ and ⟨ﯚ⟩ yeh with two dots below to represent /e/. Additional combining marks are used to mark consonant clusters (Arabic sukin, U+0652) or gemination (Arabic shadda, U+0651).

3.7 Southern Azerbaijani

Azerbaijani, also known as Azeri, Azari, Azeri Turkish and Azerbaijani Turkish, belongs to the Turkic language family, more specifically to the Western Oghuz branch (Mokari and Werner, 2017). It is spoken by over 23 million people, mainly in Azerbaijan, Iran, Georgia, Russia and Turkey, and also in Iraq, Syria and Turkmenistan. Two varieties of the language are recognized: Northern Azerbaijani and Southern Azerbaijani. Northern Azerbaijani is spoken in the Republic of Azerbaijan, where it is the official language. Southern Azerbaijani spoken by around 14.6 million people is confined to the northwest of Iran and is often called Turki (تۆرکى). Due to migrations and trade it is also used in parts of Iraq and Turkey, and in Afghanistan and Syria. Whereas Northern Azerbaijani uses either the Cyrillic script (in Dagestan) or Latin (the official script in Azerbaijan), Southern Azerbaijani uses the Perso-Arabic script. The Naskh style is favoured in day to day use but Nastaliq is sometimes used, mainly for book titles and also for handwriting, as demonstrated in Table 8.

Historically Old Azeri (Adarî) was the Indo-Iranian language spoken in Persian Azerbaijan before the arrival of the Turkic-speaking populations to the region (Yarshater, 2011). The language was gradually replaced with Turkish as the migration of Turkic speakers increased and by the 18th century Turkish was recognized as the language of Azerbaijan, although the name Adarî was retained as Azeri. The traces of the original Adarî language can still be found in modern Azeri today (Bosworth, 2011). The arrival of the muslim Turkish speakers in South Azerbaijan was accompanied by the Perso-Arabic ahjad which

28The Latin text obtained from UygarAvazi newspaper (https://uyguravazi.kazgazeta.kz/) was converted to Uyghur through a script converter from http://www.elipbe.com.
29https://www.ethnologue.com/language/aze
30https://www.ethnologue.com/language/azb
began the official script of Azerbaijan until the 1920’s, when, for political reasons, competing Cyrillic and Latin scripts entered the scene (Hatcher, 2008). The Azerbaijani Perso-Arabic writing system saw considerable mutation over the centuries: 28 letters (all from Arabic) initially, increased to 32 letters with additions from Persian and, finally, 33 letters due to an addition from the Ottoman Turkish. None of these solutions were found suitable for Azerbaijani and reforms were proposed during the 19th and 20th centuries which finally created the character set of Southern Azerbaijani as it is known today.31

The modern inventory consists of 42 letters. The majority of letters are borrowed from the Arabic and Persian orthographies. Nine letters ⟨،،،،،،،⟩ (fathā, dāl, ṭā, cāf, sād, waw, yā, ‘ain, and tā’im) are exclusively used for spelling Persian and Arabic loanwords and names. An extra letter kekeh with three dots above ⟨٢⟩ is used to indicate the voiced velar nasal /ŋ/, similar to Uyghur (Daniels, 2014, p. 31). Like all Turkic languages, Azerbaijani has a rich vowel system (Johanson and Csató, 2021). Three core shapes ⟨،،،⟩, and ⟨،⟩, modified with various diacritics, form the letters of the vowel set. Letter ⟨،⟩ represents the sound /e/, ⟨،⟩ the unrounded back vowel /u/ and ⟨،⟩ represents /i/. The rasm for waw is adapted in four ways. Apart from the intrinsic value of waw, ⟨،⟩ is used for /w/, ⟨،⟩ for the front round vowel /y/, ⟨،⟩ for the front rounded vowel /y/ and the digraph waw with sukun ⟨،⟩ represents /i/. The letter ⟨،⟩ is used only in the final form to mark the diphthong /ae/ in addition, Azerbaijani orthography admits three combining marks, fatha, damma and kasra, to mark short vowels, and also additional diacritics to mark consonant clusters (jazm/sukun, U+0652) or gemination (shadda, U+0651).

3.8 Malay (Jawi)

Jawi is a Perso-Arabic writing system used for recording the Malay language from the Austronesian family and several other languages of Southeast Asia (Kratz, 2002). With the advent of Islam in Southeast Asia around the 14th century, the Pallava script, Nagari, and old Sumatran scripts which were used in writing Malay, were replaced by the Perso-Arabic script and by the 15th century Jawi had spread to Brunei, Indonesia and even Thailand due to trading (Coluzzi, 2020). Its dominance remained till the 20th century when Jawi was replaced by the Latin script (Rumi) and was confined to religious and cultural rituals. Today apart from Malaysia, Jawi has the status of an official writing system in Brunei and also in Indonesia, where Jawi has been assigned a regional status (Abdullah et al., 2020). Unlike Urdu or Shahmukhi, and, to a lesser extent Persian, Jawi favours the Naskh style, demonstrated by the sample quatrains from “Syair Perahu”, a Sumatran Sufi poem (Braginsky, 1975), in Table 9.

In addition to the 28 basic characters from Arabic,32 Jawi added extra characters to suit its requirements and introduced the following: ⟨،⟩ ca, ⟨،⟩ nga, ⟨،⟩ palf/a,33 ⟨،⟩ ga, and ⟨،⟩ nga. The letter ⟨،⟩ v was added for representing foreign loanwords.34 This brings the size of modern Jawi inventory to 37 letters (DBP, 2006). In addition, three more characters are possible due to the adjunction of the high hamza ⟨،⟩ above alef ⟨،⟩, below alef ⟨،⟩, and above yeh ⟨،⟩ (MS, 2012).

As in Arabic, vowel diacritics are not normally used. However, if needed Jawi has three diacritics used to indicate the short vowels: fatha, damma, and kasra. A major feature of the language is the use of full reduplication of the base word (Prentice, 1990). This is represented in Jawi with the Arabic numeral ⟨٢⟩ (“2”) as in انجلیسی انجنے (dogs) as a shorthand for the equivalent longer spelling انجلیسی /andʒen/ (“dog”).

31For example, in modern Azerbaijani, letter kekeh ⟨٢⟩ has replaced the older Arabic kaf ⟨٣⟩.
32Some scholars, like R. O. Windstedt, believe that Jawi borrowed the characters from the Persian, rather than Arabic, orthography (Winstedt, 1961).
33The letter fa ⟨،⟩ was used to represent /f/ because the sound /f/ does not exist in Malay and was pronounced as /p/.
34The letter ua ⟨،⟩ is mostly used to spell English loanwords, e.g., انجلیسی /universiti/.
Table 10: Summary of script transformation operations.

| Operation Type | FST | Language-dependent | Includes |
|----------------|-----|--------------------|----------|
| NFC            | $\mathcal{N}$ | no                 | –        |
| Common Visual  | $\mathcal{V}_c$ | no                 | $\mathcal{N}$ |
| Visual         | $\mathcal{V}$ | yes                | $\mathcal{V}_c$ |
| Reading        | $\mathcal{R}$ | yes                | $\mathcal{V}$ |

4 Finite-state Transformations of Perso–Arabic Script

Below we provide a brief overview of the design for Perso–Arabic script normalization framework provided by the open-source Nisaba software package.\(^{35}\) The design was partially inspired by prior formal approaches to computational modeling of Brahmic alphasyllabaries (Datta, 1984; Sproat, 2003) and, in particular, our prior work at Brahmic script normalization (Johny et al., 2021; Gutkin et al., 2022b). These approaches exploit the inherent structure which manifests itself in all the Brahmic abugidas in the notion of “orthographic syllable” or aksara (Bright, 1999; Fedorova, 2012). In contrast to various Brahmic scripts, the Perso–Arabic abjad does not offer the same rigid orthographic structure. Nevertheless, a similar in nature formal approach to script normalization, designed to address the kind of Perso–Arabic script representation ambiguities outlined in §2, can be pursued. We previously showed that scripts, such as Thaana, that borrow their features from both script families are amenable to such formal analysis (Gutkin et al., 2022b).

Our script processing pipeline consists of multiple components implemented as finite-state grammars using Pynini (Gorman, 2016; Gorman and Sproat, 2021), which is a Python framework for compiling grammars expressed as strings, regular expressions, and context-dependent rewrite rules into (weighted) finite-state transducers (FSTs). The resulting FSTs can then be efficiently combined together in a single pipeline in a variety of downstream applications (Mohri, 1996, 2009). These component FSTs are shown in Table 10 and described below.

Unicode Normalization There exist language-agnostic procedures—part of the Unicode standard—that normalize text with Perso–Arabic string encodings to visually equivalent canonical normal forms. Normalization Form C (NFC) is a well-known and widely-used standard of this sort, and its application results in an equivalence class of visually identical strings that are all mapped to a single conventionalized representative of the class (Whistler, 2021). In the Nisaba library, the NFC standard is operationalized by compiling the transformations into an FST, which we denote as $\mathcal{N}$ in Table 10. The transformations include compositions and re-orderings, along with combinations of multiple such transformations.

Composition transformations can be illustrated with the following concrete example. The *alef with madda above* letter (⁉) has two visually identical possible encodings: with two characters by adjoining *maddah above* to *alef* (\{ $\text{U+0627}$, $\text{U+0653}$ \}), or as the single character that already includes the maddah (U+0622). The FST $\mathcal{N}$ transforms the two character encoding into the single character encoding, which does not change the appearance of the letter. Re-ordering transformations address multiple encodings that can arise with Arabic combining marks. As a concrete example, *shadda* (U+0651) followed by *kasra* (U+0650) yields the same rendering as *kasra* (U+0650) followed by *shadda* (U+0651). The NFC canonical form is the latter, hence the $\mathcal{N}$ FST transforms the former encoding to the latter. The string \{ *alef* (U+0627), *superscript alef* (U+0670), *maddah above* (U+0653) \} is an example that transforms via $\mathcal{N}$ with both composition and re-ordering to the visually identical form \{ *alef with madda above* (U+0622), *superscript alef* (U+0670) \}.

As noted above, $\mathcal{N}$ is language-agnostic, meaning that its transformations (taken from the NFC standard) do not violate any language’s writing system rules.

Visual Normalization We use the term *visual* normalization—initially introduced in the context of Brahmic script normalization (Johny et al., 2021)—to denote transformations that are not part of NFC.

\(^{35}\)For more detailed treatment of this software please see Gutkin et al. (2022a).
but that also result in canonical forms that are visually identical to the input. This is implemented via two FSTs, one for language-agnostic transformations and one language-specific, which are combined (via FST composition) with NFC into a single language-dependent FST: \( \mathcal{V} = \mathcal{N} \circ \mathcal{V}_c \circ \mathcal{V}_l \), where \( \circ \) denotes the composition operation \cite{Mohri2009}.

The language-agnostic FST, \( \mathcal{V}_c \), consists of the small set of normalizations not included in NFC that apply to all supported languages. As a concrete example of this class of transformations, the two-character encodings of \( \text{waw} \) \((U+0648)\) followed by either \( \text{damma} \) \((U+064F)\) or \( \text{small damma} \) \((U+0619)\) are mapped to \( \text{u} \) \((U+06C7)\). Perso-Arabic “presentation forms” from Unicode Block A, which include ligatures and contextual forms for letter variants required by the writing systems for Persian, Urdu, Sindhi and Central Asian languages,\(^37\) are also normalized to visually identical canonical forms by \( \mathcal{V}_c \), as specified by Unicode NFKC normalization \cite{Whistler2021}. For example, letter \( \text{beeh} \) isolated form \((U+FB52)\) is normalized to \( \text{beeh} \) \((U+067B)\), which is visually identical. The character ligature \( \text{lam with alef isolated form} \) \((U+FEFB)\) is transformed to two characters: \( \text{lam} \) \((U+0644)\) followed by \( \text{alef} \) \((U+0627)\).

Language-specific visually-invariant transformations, included in the FST denoted as \( \mathcal{V}_l \), include four special cases related to positions in the word: word-final, non-final (i.e., word-initial and word-medial), isolated-letter and position-independent transformations. Each of these are compiled into their own FST, as shown in Table 11, then composed into a single \( V_l = V_i \circ V_f \circ V_n \circ V^* \). Table 11 additionally presents some example transformations of each type, taken from the set of transformations required for Urdu.

### Reading Normalization

Gurkin et al. \cite{Gurkin2022} noted the need for some additional normalization beyond those preserving visual identity for the Brahmic scripts, which they termed reading normalization. We also include this class of normalizations for Perso-Arabic, which we compile into the FST denoted \( R \) in Table 10. Full reading normalization is the finite-state composition of visual normalization with language-specific reading normalization: \( R = \mathcal{V} \circ R_l \). For example, Persian, Shahmukhi, Kashimir, Urdu and Sorani Kurdish all map from \( \text{yeh} \) \((U+0644)\) to \( \text{farsi yeh} \) \((U+06CC)\), while Uyghur, Sindhi and Malay employ the inverse of this transformation, as dictated by their respective orthographies.

## 5 Experiments

While outlining the potential issues that may arise with text written in the Perso-Arabic script is important, it is also useful to assess how common the issues may be in real-world text. To that end, we devised some experiments that derive natural language models from collected text and validate their quality both with and without normalization. If the phenomena being normalized are rare, then the difference between the conditions will be small; and if the normalizations do not result in better text representations, then the normalized conditions may exhibit a lower quality in the validation. In this section, we present the details of our assessment, first for statistical language modeling, which provides an intrinsic validation of model quality, followed by machine translation, which provides an extrinsic validation. As was mentioned in the introduction, the code for the experiments and the corresponding results for both validation types have been released (see Footnote 4 on page 2).

---

\(^36\) Johny et al. \cite{Johny2021} provides details regarding composition and other operations used by FSTs in these normalizers.

\(^37\) https://www.unicode.org/charts/PDF/UFB50.pdf
5.1 Language Modeling Experiments

For language modeling experiments we use Wikipedia data for eight languages: five Indo-European — Kashmiri, Kurdish (Sorani), Punjabi, Sindhi, and Urdu; Malay from an Austronesian group; and Uyghur and Azerbaijani from the Turkic group. A brief overview of experimental methodology is given in §5.1.1. The dataset preprocessing details are provided in §5.1.2. The details and results of statistical language modeling experiments can be found in §5.1.3.

5.1.1 Methodology

Language models are trained to predict the next token in a sequence given the previous tokens. Tokens can be variously defined as characters or words, or even as morepheme-like sub-word multi-character tokens. The intrinsic quality of the language model can be measured via the probability the language model assigns to attested exemplars, i.e., real text. The higher the aggregated probability of the attested text, the better the language model. See, e.g., Rosenfeld (2000) for more details on this long-standing validation paradigm. For this work, a key consideration is comparability – we need to ensure that models have access to the same training data and that the validation data is identical.

To ascertain whether script normalization has any significant impact on language model quality we follow a simple methodology. We adopt a k-fold cross-validation design where, for each language, we randomly shuffle the dataset and split it into the 80% training and 20% test folds, repeating the process k times, where k = 100. At each iteration we train the models (e.g., language models as in §5.1.3) and evaluate them by computing the corresponding metric (e.g., cross-entropy).

Following the above procedure, statistics are assembled using k observations for the baseline configurations that correspond to the original text and the actual testing configurations corresponding to the normalized text. Crucially, we start by generating the normalized data, recording all the sentences which contain the actual diffs in set D. During the generation of the training and test data for the baseline and testing configurations, we make sure that the sentences in D are confined to the training set. In other words, we make sure that all the actual rewrites are confined to the training data for all the k folds, which ensures that the test folds are always identical for normalized and unnormalized conditions. Given the baseline and the test metric distributions, we employ significance testing to validate the null hypothesis that the two distributions are identical; in other words, that the normalization has no significant impact on the model performance.

Three types of statistical hypothesis tests are used here. Assuming that the two groups are normally distributed an obvious choice is the two-sample (independent) t-test for comparing the means of the two populations (Zabell, 2008). Making an additional assumption that the population variances are not equal, we employ Welch’s formulation of t-test (Welch, 1947) with Satterthwaite’s degrees of freedom (Satterthwaite, 1946), referred to below as Welch–Satterthwaite (WS) test. The test provides the t statistic, the p-value and the estimated confidence interval (CI) [L, H] for the 95% confidence level at the significance level of α = 0.05.

In addition, two non-parametric approaches are used here. A Mann–Whitney (MW) test (Mann and Whitney, 1947) and a more recent Brunner–Munzel (BM) test (Brunner and Munzel, 2000). Both tests provide the t statistic and the p-value. The rationale for using multiple hypothesis tests is to see whether they all agree with other providing additional weight to the null (or alternative) hypothesis.38

5.1.2 Corpus Preprocessing

The process of preparing the Wikipedia data is kept simple. The datasets for each language are downloaded in the MediaWiki XML format. The particular version of the dump is restricted to the pages with their current versions including the metadata.39 The key difficulty lies in extracting the actual plain text in native language from the structured XML data while weeding out the metadata. We use the mwxml

---

38 All the algorithms are provided by the open-source scipy.stats and statsmodels packages.

39 For example, a reasonably recent dump for Punjabi (Shahmukhi) is available here.
which subsumes all the grammars providing visual invariant transformations, i.e., NFC and visual Arabic tokens. According to Table 12, the normalization effects vary across languages. For Urdu, which is the largest dataset, the percentage of modified lines and token types is below one percent. This reflects the relatively low number of transformations currently enabled in the Nisaba Urdu grammars compared to the other six languages. The highest proportion of modified lines and tokens happens in Sindhi and Punjabi (Shahmukhi), the second largest, while for Kashmiri (the smallest datasets) and Punjabi (Shahmukhi, the second largest) the number of modifications is relatively low. A description of how these modifications affect model quality follows next.

### 5.1.3 Statistical Language Models

For building n-gram language models we use the KenLM toolkit (Heafield, 2011)\(^{44}\) which is fast and easy to use relative to alternatives. We used modified Kneser–Ney modeling options, as recommended (Heafield et al., 2013). In what follows, the terminology introduced in §5.1.1 is used. The experiments with character and word n-gram models are described in §5.1.3 and §5.1.3, respectively.

For a single fold, the criterion for splitting into training and test sets is to use the number of lines in the corpus. As a result, the number of training and test tokens (whether these are individual characters

| Language         | Code | β   | \(N_l\) | \(N_w\) | \(N_w'\) | \(R_l(\%)\) | \(R_w(\%)\) |
|------------------|------|-----|---------|---------|----------|-------------|-------------|
| Kashmiri         | ks   | 0.6 | 3266    | 9721    | 530      | 16.22       | 442         | 4.55        |
| Kurdish (Sorani) | ckb  | 0.8 | 839750  | 794475  | 42437    | 5.05        | 67569       | 8.5         |
| Malay            | ms   | 0.0 | 102311  | 200052  | 72645    | 71.0        | 25854       | 12.92       |
| Punjabi (Shahmukhi) | pnb  | 0.8 | 1075820 | 886399  | 145391   | 13.51       | 16443       | 1.86        |
| Sindhi           | sd   | 0.8 | 201345  | 240591  | 138839   | 68.94       | 64006       | 26.6        |
| South Azerbaijani | azb  | 0.8 | 1638622 | 735986  | 60094    | 3.67        | 23834       | 3.32        |
| Uighur           | ug   | 0.1 | 110344  | 376307  | 3600     | 3.26        | 19461       | 5.17        |
| Urdu             | ur   | 0.9 | 3595095 | 799610  | 6600     | 0.18        | 3632        | 0.45        |

\(\beta\) is the script filtering factor, \(R_l\) is the number of lines that contain \(\beta\) · \(l\) characters long sentence is dropped from the data if it contains less than \(\beta\) · \(l\) characters in native (Perso-Arabic) script, where \(\beta \in [0, 1]\). The filtering factor \(\beta\) is language-specific and is determined by informally examining the data.\(^{43}\) This filtering process is crude in that it excludes any control for sentence or token length.

The preprocessing details are shown in Table 12. Each language is shown along with its Wikipedia code, the script filtering factor \(\beta\) described above, the number of resulting lines \(N_l\) and the number of unique tokens \(N_w\). For the corresponding normalized text, \(N_w'\) denotes the number of lines that contain diffs and \(N_w''\) is the number of unique tokens that differ from the unnormalized version. The ratios between modified lines and token types are denoted \(R_l\) and \(R_w\) respectively. The tokenization process is relatively crude and involves splitting on the whitespace completely disregarding other types of punctuation, such as Perso-Arabic punctuation symbols. We refer to the output of tokenization as tokens, rather than words, because the data is quite noisy even after filtering.

When normalizing text we apply the Nisaba reading normalization grammar (Gutkin et al., 2022b), which subsumes all the grammars providing visual invariant transformations, i.e., NFC and visual normalization (Johny et al., 2021), as well as transformations that change the visual appearance of the Perso-Arabic tokens. According to Table 12, the normalization effects vary across languages. For Urdu, which is the largest dataset, the percentage of modified lines and token types is below one percent. This reflects the relatively low number of transformations currently enabled in the Nisaba Urdu grammars compared to the other six languages. The highest proportion of modified lines and tokens happens in Sindhi and Malay, while for Kashmiri (the smallest datasets) and Punjabi (Shahmukhi, the second largest) the number of modifications is relatively low. A description of how these modifications affect model quality follows next.

---

\(^{42}\) We previously implemented a similar script detection algorithm for the Wikipron project.

\(^{43}\) For Malay we use \(\beta = 0\), i.e., no filtering.

\(^{44}\) https://github.com/kpu/kenlm

---

Table 12: Details of preprocessed Wikipedia datasets.
Table 13: Character-level statistics for $k$-fold configurations and $m$ n-gram orders ($k = 100$, $m = 8$).

| Language | Train $\mu$ | Train $\sigma$ | Test $\mu$ | Test $\sigma$ |
|----------|-------------|---------------|------------|---------------|
| azb      | 148 133 643.5 | 104 532.9     | 32 841 396.5 | 104 532.9 |
| ckb      | 141 088 021.3 | 118 118.6     | 32 419 200.7 | 118 118.6 |
| ks       | 252 357.7    | 3438.0        | 63 370.3    | 3438.0 |
| ms       | 16 981 259.9 | 95 696.9      | 3 394 367.8 | 95 696.9 |
| pnb      | 216 833 075.2 | 248 147.7     | 54 209 912.8 | 248 147.7 |
| sd       | 36 855 104.9 | 95 212.8      | 9 212 888.1 | 95 212.8 |
| ug       | 33 813 243.4 | 109 518.9     | 8 096 172.6 | 109 518.9 |
| ur       | 368 794 342.1 | 240 334.8     | 92 205 182.9 | 240 334.8 |

Figure 2: Average values of entropy (bits per character) over 100 runs vs. character n-gram orders.

Character Models For each language and each of the $k = 100$ train/test folds we build $n$-gram character language models for orders $n \in \{3, \ldots, 10\}$. The character-level statistics computed for each language over all the folds and all the orders (amounting to 800 observations per language) are shown in Table 13, where the means and standard deviations are shown for the training and test datasets. Since the corpora are split by the number of lines, the resulting variances for character datasets are quite high.

The resulting cross-entropies (in bits per character) for the models built in this way from the unnormalized text are shown in Figure 2, where each point for each $n$-gram order in the curve is shown along with its corresponding error band computed over $k$ models. The plot for Kashmiri, the smallest dataset among the four languages, stands out in that the error band is clearly visible, especially for the higher orders for which the model overfits the training data. The plots for the rest of the languages show very low variance at each point in the plot for all the $n$-gram orders.

For each of the languages and each of the $n$-gram orders, we perform statistical hypothesis testing for the differences in mean cross-entropies between the character language models trained on the original (baseline, denoted $B$) and the normalized (test, denoted $T$) text for all the $k$ folds ($k = 100$). As mentioned in §5.1.1, for each fold, the sentences that contain (for $T$) or act as source of (for $B$) normalization diffs are kept in the training portion of the data. Full results for each of the languages are presented in Appendix B, and key summarizing values are shown for all in Table 14.
While we do not explicitly compute the correlation between the $\Delta$ word cross-entropies for Kashmiri models, shown in Figure Table 14: Significance tests for character $\Delta$ baseline and hence constitutes an improvement.

The mean cross-entropy difference $\Delta_\mu$ is computed over all the $k$ folds as

$$\Delta_\mu = \frac{1}{k} \sum_{i=1}^{k} (H_i(T_i) - H_i(B_i)),$$

where the negative value of $\Delta_\mu$ indicates the decrease of character entropy $H$ of model $i$ compared to the baseline and hence constitutes an improvement.

As can be seen from the table, the $\Delta_\mu$ values are negative across the board, apart from the lowest $n$-gram orders ($n = 3$ and $n = 4$) for Sindhi. To determine whether these changes in cross-entropy are statistically significant, three types of tests (WS, MW and BM) were performed (see §5.1.1). All of the tests assess the null hypothesis that baseline and test configurations represent the same distribution. While we do not explicitly compute the correlation between the $p$-values for all the three tests, these tend to correlate with each other upon informal inspection. All significance test values for all languages are presented in Appendix B. Since the trends are largely the same, for ease of inspection we just show the WS $p$-value in Table 14, where the statistically significant degradation for Sindhi configuration corresponding to $n = 4$ is marked in red, and discuss the few disagreements in the Appendix.

**Word Models** We repeated all the experiments described in §5.1.3 above for the $n$-gram models trained on words for the orders 2, 3, 4 and 5. The details of the training and test splits are shown in Table 15. As mentioned above, the Kashmiri dataset is very small and this sparsity is only increased when considering word-sized tokens instead of characters (compare this with Table 13). This is reinforced by computing the word cross-entropies for Kashmiri models, shown in Figure 3, where the error band shows significantly higher variance (compared to the character models in Figure 2) across each $k$ splits for all the orders compared to other languages. Sindhi and Malay, which are the second and third smallest datasets, show a reasonably high variance as well, although it is significantly smaller than for Kashmiri. The plot for Kurdish (Sorani) indicates that the quality of the word models tends to degrade for this corpus beyond trigrams, possibly due to a relatively small size of the dataset.

| Language | Measure | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|----------|---------|---|---|---|---|---|---|---|---|
| South    | $\Delta_\mu$ | -0.012 | -0.004 | -0.002 | -0.001 | -0.002 | -0.002 | -0.002 | -0.002 |
| Azerbijani | $\%$ | 0.418 | 0.186 | 0.131 | 0.093 | 0.14 | 0.143 | 0.13 | 0.171 |
| Kurdish (Sorani) | $\Delta_\mu$ | -0.01 | -0.003 | -0.004 | -0.003 | -0.004 | -0.006 | -0.005 | -0.005 |
| $\%$ | 0.36 | 0.16 | 0.24 | 0.2 | 0.28 | 0.44 | 0.43 | 0.39 |
| Kashmiri | $\Delta_\mu$ | -0.003 | -0.021 | -0.006 | -0.006 | -0.005 | -0.016 | -0.022 | -0.028 |
| $\%$ | 0.08 | 0.71 | 0.21 | 0.22 | 0.2 | 0.63 | 0.85 | 1.07 |
| Malay (Jawi) | $\Delta_\mu$ | -0.065 | -0.062 | -0.06 | -0.064 | -0.067 | -0.07 | -0.07 | -0.07 |
| $\%$ | 1.818 | 2.036 | 2.232 | 2.526 | 2.736 | 2.885 | 2.931 | 2.922 |
| Punjabi (Shahmukhi) | $\Delta_\mu$ | -0.011 | -0.013 | -0.01 | -0.008 | -0.007 | -0.006 | -0.007 | -0.007 |
| $\%$ | 0.32 | 0.44 | 0.39 | 0.34 | 0.33 | 0.3 | 0.36 | 0.34 |
| Sindhi | $\Delta_\mu$ | -0.03 | -0.28 | 0.47 | 0.79 | 0.46 | 0.71 | 0.45 | 0.42 |
| $\%$ | 0.479 | 0.0 | 0.011 | 0.0 | 0.011 | 0.0 | 0.001 | 0.0 | 0.007 |
| $\%$ | 0.074 | 0.051 | 0.203 | 0.219 | 0.164 | 0.225 | 0.24 | 0.295 |
| Uyghur | $\Delta_\mu$ | -0.002 | -0.004 | -0.004 | -0.003 | -0.004 | -0.004 | -0.004 | -0.005 |
| $\%$ | 0.0 | 0.025 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| Urdu | $\Delta_\mu$ | -0.003 | -0.005 | -0.005 | -0.004 | -0.004 | -0.002 | -0.002 | -0.005 |
| $\%$ | 0.11 | 0.22 | 0.2 | 0.26 | 0.24 | 0.14 | 0.13 | 0.37 |
| $\%$ | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.02 | 0.217 | 0.001 |
Table 15: Word-level statistics for $k$-fold configurations and $m$-gram orders ($k = 100$, $m = 4$).

| Language | Train $\mu$ | Train $\sigma$ | Test $\mu$ | Test $\sigma$ |
|----------|-------------|---------------|------------|---------------|
| azb      | 9704485.4   | 7010.9        | 2110255.6  | 7010.9        |
| ckb      | 10462576.0  | 9503.5        | 2384669.0  | 9503.5        |
| ks       | 23189.4     | 250.5         | 4164.6     | 250.5         |
| ms       | 1463801.4   | 814.4         | 290574.6   | 814.4         |
| pnb      | 24690883.4  | 13213.2       | 3111613.6  | 13213.2       |
| sd       | 4680624.1   | 662.0         | 74124.0    | 662.0         |
| ug       | 2160932.7   | 7224.1        | 515917.3   | 7224.1        |
| ur       | 37234659.5  | 23873.1       | 9235049.5  | 23873.1       |

Figure 3: Average values of entropy (bits per word) over 100 runs vs. word $n$-gram orders.
which is arguably one of the oldest and most popular downstream NLP tasks. This section describes the application of Perso-Arabic script normalization to machine translation (MT).

Statistical significance tests were also performed for the word \( n \)-gram models constructed for \( n \in \{2, 3, 4, 5\} \) from the \( k = 100 \) folds over original and normalized text. All values for all languages are presented in Appendix B, and key measures over all languages are shown in Table 16. Again, we just show the WS \( p \)-value in this summary table, but the values for all tests are presented and discussed in the Appendix. Kashmiri results are not significant for any of the orders, likely due to the very small size of the dataset. All other languages show statistically significant reductions in cross-entropy for all \( n \)-gram orders. Reductions are relatively small for Kurdish, Punjabi, Azerbaijani, Uyghur and Urdu, but more substantial for Sindhi and particularly Malay, which achieves up to 3.5\% reduction in cross-entropy.

In sum, we have shown consistently small yet significant improvements in intrinsic language model quality through the use of these normalization methods.

### 5.2 Neural Machine Translation Experiments

This section describes the application of Perso-Arabic script normalization to machine translation (MT), which is arguably one of the oldest and most popular downstream NLP tasks (Hutchins, 1986). We selected a subset of languages described in §3 and designed a simple translation experiment, where for each language we build a model that translates that source language into English in two configurations: the model trained on the original source text and the model trained on the normalized source text. We hypothesize that if the normalization is “useful”, it will result in a better model of the source language (by removing the extrinsic orthographic artifacts of Perso-Arabic resulting in systematic ambiguities) and, consequently, a better translation quality into English as measured by the objective evaluation metrics.

In what follows we introduce the parallel language corpora used for training and evaluating the models in §5.2.1, provide brief summary of the monolingual and multilingual model architectures used in §5.2.2, and discuss our results in §5.2.3. It is important to note that our aim here is not to produce a competitive MT system using current state-of-the-art (such as Wenzek et al., 2021; Xue et al., 2021, 2022), but rather to measure the effects of script normalization using reasonably advanced yet simple-to-train neural models.

| Language          | Measure | \( n \)-gram order |
|-------------------|---------|--------------------|
| South             | \( \Delta_\mu \) | -0.031 | -0.027 | -0.031 | -0.028 |
| Azerbaijani       | \( \% \)   | 0.374 | 0.332 | 0.397 | 0.358 |
| Kurdish (Sorani)  | \( \Delta_\mu \) | -0.031 | -0.034 | -0.034 | -0.035 |
| Kashmiri          | \( \% \)   | 0.41  | 0.49  | 0.49  | 0.5   |
| Malay (Jawi)      | \( \Delta_\mu \) | -0.358 | -0.394 | -0.403 | -0.411 |
| Punjabi (Shahmukhi)| \( \% \)  | 2.935 | 3.319 | 3.411 | 3.479 |
| Sindhi            | \( \Delta_\mu \) | -0.159 | -0.160 | -0.177 | -0.184 |
| Uyghur            | \( \% \)  | 1.06  | 1.21  | 1.26  | 1.32  |
| Urdu              | \( \Delta_\mu \) | -0.024 | -0.038 | -0.034 | -0.042 |
|                   | \( \% \)  | 0.2   | 0.332 | 0.294 | 0.367 |
|                   | \( \Delta_\mu \) | -0.006 | -0.004 | -0.006 | -0.007 |
|                   | \( \% \)  | 0.08  | 0.06  | 0.1   | 0.1   |
|                   | \( \% \)  | 0.0   | 0.001 | 0.0   | 0.0   |

Table 16: Significance tests for word \( n \)-gram language models. \( \Delta_\mu \) is the mean absolute change in cross-entropy after normalization; \( \% \) is the percentage change; and \( p \) is the WS \( p \)-value.
5.2.1 Parallel Corpora

In our experiments we construct individual models for translating from four languages into English: Kurdish, Sindhi, Urdu and Uyghur. These parallel corpora were collected using the MTDATA tool that automates the collection and preparation of machine translation datasets (Gowda et al., 2021). Each language may have multiple datasets available from several sources, such as the OPUS collection that provides various machine translation corpora for many languages (Tiedemann, 2012). The details of the corpora including all the datasets involved in training and testing the models for each language are shown in Table 17.

Kurdish (including Sorani)  The amount of Sorani-specific parallel Sorani-English data available online is rather small, therefore we opted to also include general Kurdish-English parallel corpora (available under kur macrolanguage ISO 639-3 code) in our training data. The resulting model is in essence a multi-dialect and multi-script model for translating from Sorani (ckb), Kurmanji (kmr), or Northern Kurdish (that uses Latin script), and possibly other Kurdish dialects into English, but we make sure that we evaluate the model using test sentence pairs that include a substantial proportion of source sentences in Perso-Arabic script.

The training set includes the Sorani (ckb) part of XLENT (El-Kishky et al., 2021), TICO-19 (Anastasopoulos et al., 2020), and Wikimedia (Tiedemann, 2012), as well as the general Kurdish (kur) training portions of OPUS-100 (Zhang et al., 2020), the TANZIL corpus of religious texts, and the TATOeba dataset. The development set consists of the development portion of OPUS-100 for general Kurdish. The test set is a general Kurdish test set of OPUS-100 dataset. In this set there are 329 source (Kurdish) sentences out of 2,000 which are in Perso-Arabic script.

Sindhi  The Sindhi training data includes the Sindhi-English parallel data from the following datasets: XLENT, Wikimedia, TANZIL, CCMATRIX (Schwenk et al., 2021; Fan et al., 2021), and QED (Abdelali et al., 2014). For the development set we selected the Sindhi-English localization strings from the Ubuntu project. The test set consists of 1,000 sentence pairs withheld from the OPUS-100 training

\[\text{Languages} \quad \text{Train} \quad \text{Development} \quad \text{Test}\]

\begin{tabular}{|c|c|c|c|}
\hline
\text{Languages} & \text{Corpora} & \text{Sizes} & \text{Train} & \text{Development} & \text{Test} \\
\hline
Kurdish & XLENT (ckb), TICO-19 (ckb), Wikimedia (ckb), OPUS-100 (kur), TANZIL (kur), TATOeba (kur) & 256,909 & OPUS-100 (kur) & 2,000 & 2,000 \\
\hline
Sindhi & XLENT, TICO-19, QED, Wikimedia & 1,060,022 & OPUS-100, Ubuntu & 6,204 & 1,000 \\
\hline
Urdu & OPUS-100, Joshua, ANUVAAD & 798,374 & OPUS-100, OPUS-100 & 2,736 & 2,000 \\
\hline
Uyghur & XLENT, TANZIL, TATOeba, TED, OPUS-100 & 176,179 & OPUS-100 & 2,000 & 2,000 \\
\hline
\end{tabular}

Table 17: Parallel corpora details for the four languages. The dataset sizes for each language correspond to the total number of parallel sentence pairs in all datasets for a particular language.

\[\text{https://github.com/thammegowda/mtdata}\]

45 [https://github.com/thammegowda/mtdata](https://github.com/thammegowda/mtdata)

46 [https://opus.nlpl.eu/](https://opus.nlpl.eu/)

47 [https://opus.nlpl.eu/tico-19.php](https://opus.nlpl.eu/tico-19.php)

48 [https://opus.nlpl.eu/wikimedia.php](https://opus.nlpl.eu/wikimedia.php)

49 [https://opus.nlpl.eu/opus-100.php](https://opus.nlpl.eu/opus-100.php)

50 [https://opus.nlpl.eu/Tanzil.php](https://opus.nlpl.eu/Tanzil.php)

51 [https://opus.nlpl.eu/Tatoeba.php](https://opus.nlpl.eu/Tatoeba.php)

52 [https://opus.nlpl.eu/CCMatrix.php](https://opus.nlpl.eu/CCMatrix.php)

53 [https://opus.nlpl.eu/QED.php](https://opus.nlpl.eu/QED.php)

54 [https://opus.nlpl.eu/Ubuntu.php](https://opus.nlpl.eu/Ubuntu.php)
In the training data we include the Urdu-English sentence pairs from the ANUVAAD corpus (ANUVAAD, 2022), the parallel South Asian corpora from the Joshua statistical machine translation (SMT) toolkit (Post et al., 2012), and the training set from OPUS-100. The development and test sets consist of the respective development and test Urdu-English partitions of the OPUS-100 dataset.

The training data includes the Uyghur-English pairs from the following corpora: XLENT, TANZIL, TATOEBA, TED (Reimers and Gurevych, 2020), and the training partition of OPUS-100. The development and test sets consist of the respective development and test Uyghur-English partitions of the OPUS-100 dataset.

In addition to constructing individual monolingual translation models we also experiment with a single multilingual model that provides many-to-English translation. Rather than using all the available data we constructed a corpus that is balanced in terms of per-language parallel sentence pairs: all of the training data is selected for Uyghur, which is our smallest dataset (see Table 17), and for the rest of the languages we selected the first 200,000 sentence pairs from the respective training sets. The resulting multilingual training set thus constructed consists of 776,179 sentence pairs. The test set for multilingual configuration consists of 7,000 sentence pairs that correspond to the whole test sets for the respective languages.

Modern neural machine translation (NMT) models are an instance of neural sequence-to-sequence models, which have achieved impressive results in recent years (Stahlberg, 2020). In our experiments we use a variant of recurrent neural network (RNN) encoder-decoder bipartite architecture equipped with attention mechanism (Mnih et al., 2014; Bahdanau et al., 2015), where instead of RNN units, long short-term memory (LSTM) cells are used, which allows the network to learn the long sequences more efficiently (Hochreiter and Schmidhuber, 1997). The particular attention mechanism we use in the decoder is described in Luong et al. (2015).

We use two different model configurations. For languages with larger amount of data (Sindhi and Urdu, as shown in Table 17), the encoder component is bidirectional (Schuster and Paliwal, 1997), consisting of four stacked layers of 256 LSTM units each, while the decoder memory consists of 512 units. The configuration used for languages with smaller amounts of data, Kurdish and Uyghur, is mostly identical, but the encoder has two unidirectional LSTM layers. Both models correspond to vanilla configurations (NMTMediumV1 and NMTSmallV1) provided by the OPENNMT-TF library (Klein et al., 2017) implemented in the TensorFlow framework (Abadi et al., 2016). Our models are word-based, with the 50,000 most frequent words used for source and target embedding vocabularies. The tokenization is performed in aggressive mode provided by the default OpenNMT tokenizer. The parallel sentence pairs where either the source or the target sentence is longer than 100 words are dropped from the training. Overall, the larger models NMTMediumV1 have approximately 92M model parameters, while the smaller models NMTSmallV1 have approximately 62M parameters. We used default hyperparameters provided by the OpenNMT configurations, apart from the training batch size which we set to 64 examples.

For the multilingual experiment, the size of the balanced dataset described in §5.2.1 roughly corresponds to the size of our Urdu corpus. Hence, similar to Urdu and Sindhi, we have chosen the NMTMediumV1 configuration for our multilingual many-to-English model with the same hyperparameters as for the monolingual configurations.
The last two highlighted rows and epoch relative difference. The normalized Urdu model also displays improvements across the board. For Kurdish model over all the three MT metrics for both the last training epoch as well as the average per-

Table 18: Relative difference (%) between the performance of normalized and unnormalized models.

5.2.3 Results and Discussion

For each language two native language-to-English models were trained from unnormalized and normalized text for that language, respectively. The details of the language-specific text partitions are provided in §5.2.1. Perso–Arabic script normalization was applied to the native language side of training, development and testing portions of the data, with the English side kept unchanged. Each model was trained for 8 epochs and at the end of each epoch model’s performance was evaluated on the test set using the three MT metrics, each using default parameters such as casing and smoothing, provided by the SacreBLEU toolkit (Post, 2018); the BiLingual Evaluation Understudy, or BLEU score (Papineni et al., 2002), the Character n-gram F-score, or CHR F2 (Popović, 2016), and Translation Edit Rate, or TER (Snover et al., 2006). Higher BLEU and chrF2 scores indicate that the hypotheses better match the reference translations, whereas for TER lower scores indicate a better match.

The relative differences (in %) computed between the scores for the models built on normalized and unnormalized text for each language are shown in Table 18, with the positive values of Δ BLEU and Δ chrF2, and the negative values of Δ TER signifying relative improvement in performance of the normalized model over the unnormalized one at each training epoch. The last two highlighted rows in each table correspond to relative performance differences at the last epoch and the mean per-epoch difference μ. The improvements are highlighted in green and the degradation in red.

As can be seen from Table 18, the biggest gains over the baseline are obtained for the normalized Kurdish model over all the three MT metrics for both the last training epoch as well as the average per-epoch relative difference. The normalized Urdu model also displays improvements across the board. For

| Epochs | Δ BLEU | Δ chrF2 | Δ TER |
|--------|--------|---------|-------|
| 1      | 11.239 | 2.264   | 4.059 |
| 2      | 6.358  | 2.351   | 3.655 |
| 3      | 3.536  | 0.028   | 2.644 |
| 4      | 7.950  | 3.158   | 2.161 |
| 5      | 2.024  | 1.542   | 4.414 |
| 6      | 1.075  | 0.652   | 0.503 |
| 7      | 3.384  | 3.173   | 1.117 |
| 8      | 1.254  | −0.298  | −2.795 |

μ | 4.603 | 1.609 | −0.271 |

| Epochs | Δ BLEU | Δ chrF2 | Δ TER |
|--------|--------|---------|-------|
| 1      | 6.358  | 2.351   | 3.655 |
| 2      | 3.536  | 0.028   | 2.644 |
| 3      | 7.950  | 3.158   | 2.161 |
| 4      | 2.024  | 1.542   | 4.414 |
| 5      | 1.075  | 0.652   | 0.503 |
| 6      | 3.384  | 3.173   | 1.117 |
| 7      | 1.254  | −0.298  | −2.795 |
| 8      | 4.603  | 1.609   | −0.271 |

μ | 5.069 | 1.401 | −1.541 |

| Epochs | Δ BLEU | Δ chrF2 | Δ TER |
|--------|--------|---------|-------|
| 1      | −5.998 | −1.583  | 0.130 |
| 2      | 5.920  | 1.378   | 2.780 |
| 3      | 2.661  | 0.960   | 0.128 |
| 4      | 6.525  | 7.454   | −5.967 |
| 5      | 1.874  | 0.046   | 1.550 |
| 6      | −2.120 | −3.592  | −2.101 |
| 7      | −0.345 | 1.451   | 0.748 |
| 8      | 0.600  | 0.348   | 1.224 |

μ | −1.140 | 0.808 | −0.188 |

55https://github.com/mjpost/sacrebleu
56https://opus.nlpl.eu/TED2020.php
57While we do not provide the statistics for the normalized NMT data in terms of number of training set lines, tokens and types changed by the normalization, we hypothesize that these ratios would be similar to the ones computed for statistical language modeling experiments using Wikipedia data presented in Table 12 in §5.1.
58https://github.com/mjpost/sacrebleu
59The absolute raw scores are also provided in Table 19.
Table 19: Paired significance tests for the monolingual models obtained after the final training epoch: Paired Bootstrap Resampling (PBS) and Paired Approximate Randomization (PAR).

| Systems       | PBS          | PAR          | PBS          | PAR          | PBS          | PAR          |
|---------------|--------------|--------------|--------------|--------------|--------------|--------------|
|               | BLEU (µ ± 95% CI) | chrf2 (µ ± 95% CI) | TER (µ ± 95% CI) | BLEU | chrf2 | TER |
| Kurdish       | 10.740 (10.731 ± 1.082) | 27.187 (27.193 ± 1.068) | 83.047 (83.070 ± 1.442) | 10.740 | 27.187 | 83.047 |
|               | 15.646 (15.617 ± 1.269) | 33.237 (33.220 ± 1.210) | 79.712 (79.742 ± 1.769) | 15.646 | 33.237 | 79.712 |
| p             | 0.001        | 0.001        | 0.001        | 0.000        | 0.000        | 0.000        |
| Sindhi        | 15.362 (15.367 ± 0.675) | 39.223 (39.228 ± 0.707) | 74.960 (74.967 ± 1.034) | 15.362 | 39.223 | 74.960 |
|               | 15.557 (15.572 ± 0.717) | 39.106 (39.116 ± 0.719) | 72.921 (72.923 ± 0.991) | 15.557 | 39.106 | 72.921 |
| p             | 0.148        | 0.199        | 0.001        | 0.392        | 0.575        | 0.000        |
| Urdu          | 13.387 (13.393 ± 0.702) | 33.559 (33.562 ± 0.771) | 77.403 (77.402 ± 1.002) | 13.387 | 33.559 | 77.403 |
|               | 13.854 (13.854 ± 0.709) | 34.148 (34.151 ± 0.751) | 77.064 (77.061 ± 1.006) | 13.854 | 34.148 | 77.064 |
| p             | 0.943        | 0.009        | 0.167        | 0.091        | 0.010        | 0.442        |
| Uyghur        | 9.982 (9.938 ± 0.588) | 29.118 (29.117 ± 0.636) | 87.236 (87.207 ± 1.678) | 9.982 | 29.118 | 87.236 |
|               | 10.043 (10.017 ± 0.581) | 29.220 (29.225 ± 0.628) | 88.317 (88.352 ± 1.413) | 10.043 | 29.220 | 88.317 |
| p             | 0.319        | 0.229        | 0.105        | 0.829        | 0.668        | 0.277        |

Sindhi, there is a relative degradation of 0.298% in chrf2 over the unnormalized baseline at the last training epoch, while for Uyghur there is a larger final-epoch degradation of 1.224% in TER. Apart from these two cases however, overall the mean per-epoch and final-epoch relative differences indicate potential improvements, although in the case of Uyghur these are small.

In order to ascertain whether the above relative differences are statistically significant we performed paired significance testing of the final-epoch systems using two algorithms provided by SacreBLEU: the Paired Bootstrap Resampling (Koehn, 2004) and the Paired Approximate Randomization (Riezler and Maxwell, 2005), denoted PBS and PAR, respectively. For PBS, the default parameter of 1,000 resampling trials was used. For PAR, the default value of 10,000 trials was used for randomization test. The results of both tests are shown in Table 19. For each language two systems are tested: the unnormalized baseline (B), and the model built from the normalized text (N). The systems are pairwise compared for sentences from the test set using the three MT metrics described above. The null hypotheses for both tests postulate that both B and N translations are generated by the same underlying process. For a given model N and the baseline B, the p-value is roughly the probability of the absolute score difference (A) or higher occurring due to chance, under the assumption that the null hypothesis is correct. Assuming a significance threshold of 0.05, the null hypothesis can be rejected for p-values < 0.05, which implies that both systems are different. For PBS, the actual system score, the bootstrap estimated true mean (µ), and the 95% confidence interval (CI) are shown for each metric. For PAR, no true mean or confidence intervals are shown because the algorithm does not perform the resampling.

In Table 19 the statistically significant improvements are highlighted in green, while the cases where the systems appear to be equivalent are highlighted in light blue. We note that both small degradations in translation quality of Sindhi and Uyghur for the individual metrics observed in Table 18 turn out to be not statistically significant, as evidenced by the corresponding p-values. For Kurdish, the improvements are statistically significant across the board, while for Sindhi and Urdu the improvements are significant according to at least one MT metric and at least one significance test: both PBS and PAR agree on improvements in TER on Sindhi and in chrf2 on Urdu (where PBS also indicates significant improvement in BLEU). Interestingly, both tests indicate that normalization has no effect on Uyghur translation quality. We hypothesize that this may be due to several confounding factors. First, since this is the smallest dataset of all the languages in this experiment (see Table 17), there may not be enough data for training the model reliably. Furthermore, potential misalignment between Uyghur and English sentences in the training data may be adversely affecting the quality of the resulting models.

Many-to-English Experiment The goal of this experiment is to verify the hypothesis that the relative performance of Perso-Arabic script-normalized individual NMT systems, especially Uyghur, is improved by pooling the data from other available languages. To this end we trained a single many-
Table 20: Relative difference (%) between the performance of two (normalized and unnormalized) many-to-English models.

| Systems  | Δ BLEU | Δ chrF2 | Δ TER |
|----------|--------|---------|-------|
| Kurdish  | 10.666 | 5.702   | −6.660|
|           | 0.001  | 0.001   | 0.000 |
| Sindhi   | 15.732 | 8.336   | −4.087|
|           | 0.001  | 0.001   | 0.000 |

Table 21: Paired significance tests for the multilingual model obtained after the final training epoch: Paired Bootstrap Resampling (PBS) and Paired Approximate Randomization (PAR).
to–English model described in §5.2.1 and §5.2.2. Similar to individual language–to–English experiments, we compare the performance of the NMT model built from normalized text against the baseline model constructed from unnormalized data.

Before proceeding two important points need to be noted. First, because our Perso–Arabic script normalization grammars are language–specific, the normalized version of the multilingual corpus described in §5.2.1 is constructed from the normalized corpora for the respective individual languages. Second, since our balanced multilingual corpus has roughly the same number of sentence pairs for each language, the amount of within–language data available for the “bigger” languages (Urdu and Sindhi) is significantly smaller in this experiment. Thus, when one compares NMT scores for these languages between a many–to–English system on one hand, and a particular monolingual language–to–English system on the other, the many–to–English scores may be worse. This is not an issue because, as mentioned above, the goal of this experiment is to investigate the relative improvements over the unnormalized baseline, rather than constructing an NMT system with the best possible absolute score.

The relative differences (in %) computed between the scores for the many–to–English models built from normalized and unnormalized text are shown in Table 20. It is worth noting that unlike the monolingual scores shown in Table 18 these scores are computed using the combined test data consisting of 7,000 sentence pairs from all the individual languages described in §5.2.1. As can be seen from Table 20, the normalized many–to–English model shows consistent improvements in all the metrics over the unnormalized baseline for all the epochs with the exception of 5.988% degradation in TER for the initial epoch.

We also performed PBS and PAR paired statistical significance tests for the many–to–English configuration comparing the performance of the multilingual normalized model (denoted \( \mathcal{X}^m \)) against its unnormalized counterpart (\( \mathcal{Y}^m \)) on the test data for individual languages. The results of both tests are shown in Table 21 for each language, with the statistically significant improvements in individual metrics marked in green. Compared to significance tests for the monolingual systems in Table 19, the multilingual tests show more robust improvements across all languages and metrics. In particular, with respect to Uyghur these results confirm our hypothesis above that the original dataset is too small to reliably measure the effects of script normalization. This is rectified by using data from other languages. Additional supporting evidence comes from comparing between the absolute values of all the metrics for normalized and unnormalized monolingual and multilingual models for Uyghur and Kurdish shown in Table 19 and Table 21: multilingual configurations have higher absolute scores for these languages.

6 Conclusions

This paper provided a brief overview of various adaptations of the Perso–Arabic script for eight languages from diverse language families and the issues that result from representing these adaptations digitally. The particular emphasis of this study was on the visual ambiguities between Perso–Arabic characters represented in Unicode. We argued that the computational methods for visual disambiguation need to go beyond the standard language–agnostic techniques provided by the Unicode standard and take into account the specifics of a local writing system as well as multiple confounding factors that affect the patterns of its use. We presented two types of writing system–specific normalization methods. Similar to the standard Unicode normalization techniques, visual normalization preserves the visual invariance of the characters, while providing significantly broader coverage of normalization cases peculiar to the orthography in question. The second type is reading normalization, which provides character transformations that violate visual invariance (e.g., by modifying the number of \( \text{i’jām} \) dots on the base shape of a character), yet are required to make the input conform to the local orthography. The distinction between the two types hinges on the visual invariance criterion, which is helpful in deciding when and if to apply either type of technique.\(^6\) Perso–Arabic script normalization techniques are crucial for cybersecurity, but the focus of this paper is on their application to natural language processing. We performed experiments in statistical language modeling and neural machine translation that demonstrated the positive impact of

\(^6\)In some applications it may be necessary to preserve the visual fidelity of the input, hence the application of reading normalization may not be desirable.
script normalization on the performance of the resulting models.

This study describes work that is still in early stages. While there is a wealth of literature on the eight languages described in this paper and some additional languages currently covered by our methods, the majority of Perso-Arabic writing systems are used for lower-resource languages that are either scarcely documented or have very little online data, which is needed to provide evidence for required normalization. Furthermore, significant research towards a formal description of Perso-Arabic script typology is still required.
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A Letter Inventories for Individual Languages

The letter repertoire for the eight languages investigated in this paper — South Azerbaijani (azb), Sorani Kurdish (ckb), Kashmiri (ks), Malay (ms), Western Punjabi (pnb), Sindhi (sd), Uyghur (ug) and Urdu (ur) — is shown in Table 22 below. Overall we identified 118 characters including letters and various diacritics. The table shows, for each character its corresponding Unicode code point, Unicode name and the languages that use it (indicated by the checkmark).

| Character | Code Point | Character Name                      | Language Tags |
|-----------|------------|-------------------------------------|---------------|
|           |            |                                     | azb | ckb | ks | ms | pnb | sd | ug | ur |
| ﯟ         | U+0620     | Kashmiri Yeh                        | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯠ         | U+0621     | Hamza                              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯡ         | U+0622     | Alef with Madda Above              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯢ         | U+0623     | Alef with Hamza Above              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯣ         | U+0624     | Waw with Hamza Above               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯤ         | U+0625     | Alef with Hamza Below              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯥ         | U+0626     | Yeh with Hamza Above               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯦ         | U+0627     | Alef                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯧ         | U+0628     | Beh                                | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯨ         | U+0629     | Teh Marbuta                        | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯩ         | U+062A     | Teh                                | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯪ         | U+062B     | Theh                              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯫ         | U+062C     | Jeem                              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯬ         | U+062D     | Hah                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯭ         | U+062E     | Khah                              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯮ         | U+062F     | Dal                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯯ         | U+0630     | Thal                              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯰ         | U+0631     | Reh                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯱ         | U+0632     | Zain                              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯲ         | U+0633     | Seen                              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯳ         | U+0634     | Sheen                             | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯴ         | U+0635     | Sad                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯵ         | U+0636     | Dad                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯶ         | U+0637     | Tah                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯷ         | U+0638     | Zah                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯸ         | U+0639     | Ain                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯹ         | U+063A     | Ghain                             | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯺ         | U+063B     | Farsi Yeh with Inverted V          | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯻ         | U+0641     | Feh                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯼ         | U+0642     | Qaf                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯽ         | U+0643     | Kaf                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯾ         | U+0644     | Lam                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯿ         | U+0645     | Meem                              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯿ         | U+0646     | Noon                              | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯾ         | U+0647     | Heh                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯾ         | U+0648     | Waw                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯿ         | U+0649     | Alef Maksura                       | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯿ         | U+064A     | Yeh                               | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯿ         | U+064B     | Fathatan                          | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯿ         | U+064C     | Dammatan                          | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
| ﯿ         | U+064D     | Kasratan                          | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   | ✓   |
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| Character Code Point | Character Name                  | Language Tags |
|---------------------|--------------------------------|---------------|
| U+064E              | Fatha                          | az            |
| U+064F              | Damma                          | ckb           |
| U+0650              | Kasra                          | ks            |
| U+0651              | Shadda                         | ms            |
| U+0652              | Sukun                          | pa            |
| U+0653              | Maddah Above                   | sd            |
| U+0654              | Hamza Above                    | ug            |
| U+0655              | Hamza Below                    | ur            |
| U+0656              | Subscript Alef                 |               |
| U+0657              | Inverted Damma                 |               |
| U+065A              | Vowel Sign Small V Above       |               |
| U+065F              | Wavy Hamza Below               |               |
| U+0670              | Superscript Alef               |               |
| U+0671              | Alef Wasla                     |               |
| U+0672              | Alef with Vaw Hamza Above      |               |
| U+0673              | Alef with Vaw Hamza Below      |               |
| U+0679              | Teh                            |               |
| U+067A              | Teheh                          |               |
| U+067B              | Beeh                           |               |
| U+067C              | Teh with Three Dots Above      |               |
| U+067D              | Teh with Three Dots Above Downwards |               |
| U+067E              | Peh                            |               |
| U+067F              | Teheh                          |               |
| U+0680              | Beheh                          |               |
| U+0683              | Nyeh                           |               |
| U+0684              | Dyeh                           |               |
| U+0685              | Hah with Three Dots Above      |               |
| U+0686              | Teheh                          |               |
| U+0687              | Techeh                         |               |
| U+0688              | Ddal                           |               |
| U+068A              | Dal with Dot Below             |               |
| U+068C              | Dahal                          |               |
| U+068D              | Dalahal                        |               |
| U+068F              | Dal with Three Dots Above Downwards |               |
| U+0691              | Reeh                           |               |
| U+0695              | Reh with Small V Below         |               |
| U+0697              | Reh with Four Dots Above       |               |
| U+06A0              | Ain with Three Dots Above      |               |
| U+06A4              | Veh                            |               |
| U+06A6              | Peheh                          |               |
| U+06A9              | Keheh                          |               |
| U+06AA              | Swash Kaf                      |               |
| U+06AD              | Ng                             |               |
| U+06B1              | Ngoeh                          |               |
| U+06B3              | Guelh                          |               |
| U+06B4              | Gaf                            |               |
| U+06B5              | Lam with Small V               |               |
| U+06BA              | Noon Ghunna                    |               |
| U+06BB              | Rnoon                          |               |
| U+06BD              | Noon with Three Dots Above     |               |
| U+06BE              | Heh Doachashmee                |               |
| U+06C0              | Heh with Yeh Above             |               |
| U+06C1              | Heh Goal                       |               |
| U+06C2              | Heh Goal with Hamza Above      |               |
| U+06C3              | Teh Marbata Goal               |               |
| U+06C4              | Waw with Ring                  |               |
| U+06C6              | Oe                             |               |
| U+06C7              | U                              |               |
| U+06C8              | Yu                             |               |
| U+06CA              | Waw with Two Dots Above        |               |
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Table 22: Letter inventories for individual languages.

B Language model experiments

B.1 Character language models

Full character language model results are shown here for Kashmiri (Table 23), Kurdish Sorani (Table 24), Malay (Table 25), Punjabi Shahmukhi (Table 26), Sindhi (Table 27), South Azerbaijani (Table 28), Uyghur (Table 29), and Urdu (Table 30).

Assuming the significance level of $\alpha = 0.05$, the results for Kashmiri in Table 23, which is the smallest dataset, indicate that cross-entropy improvements for $n$-gram orders 4, 9, 10 are statistically significant. For the 8-grams, the MW and BW tests indicate borderline significance disagreeing with the WS test. The discrepancy observed between lower orders is probably due to overfitting as the dataset is tiny. Punjabi (Shahmukhi) and Kurdish (Sorani) are the second and third biggest datasets, respectively, and the results in Table 26 and Table 24 indicate statistically significant improvements across the board, with all the three tests agreeing with each other. Sindhi (Table 27) is similar in some respects to Kashmiri in that the low $n$-gram orders of 3 and 4 are not very reliable, while the results for the rest of the orders indicate significant improvements. While overfitting may play a certain role, upon informal inspection it appears that, similar to Kashmiri, the Sindhi dataset is quite noisy, even after filtering. Finally, the results for Urdu in Table 30 indicate that, similar to Kurdish (Sorani), Punjabi (Shahmukhi), South Azerbaijani and Uyghur the improvements are statistically significant across the board. The best results are obtained for Malay (Table 25) with up to 2.9% improvement in character entropy.

B.2 Word language models

Full word language model results are shown here for Kashmiri (Table 31), Kurdish Sorani (Table 32), Malay (Table 33), Punjabi Shahmukhi (Table 34), Sindhi (Table 35), South Azerbaijani (Table 36), Uyghur (Table 37), and Urdu (Table 38).

As can be seen from Table 31, the hypothesis testing for Kashmiri shows that the null hypothesis is confirmed by all the three algorithms for all the orders $n$ most of the time. This is evident from the tests’ $p$-values (these exceed the significance level $\alpha = 0.05$) as well as the $t$-test confidence intervals that contain the null hypothesis, which in our case corresponds to the zero difference in means. This is likely the artifact of the models overfitting a very small dataset, even for relatively less scarce bigrams. It is interesting to note that for the rest of the languages the alternative hypotheses for all the models is uniformly confirmed: the small decrease in cross-entropy expressed as bits per word observed for all the languages and configurations is statistically significant.
| n  | $\Delta \mu$ | WS | MW | BM |
|----|--------------|----|----|----|
|    | $\Delta$ | %  | L  | H  | t  | p  | t  | p  | t  | p  |
| 3  | -0.003  | 0.08 | -0.015 | 0.009 | -0.458 | 0.647 | 5242.0 | 0.555 | -0.588 | 0.557 |
| 4  | -0.021  | 0.71 | -0.036 | -0.006 | -2.722 | 0.007 | 5946.0 | 0.021 | -2.356 | 0.019 |
| 5  | -0.006  | 0.21 | -0.024 | 0.013 | -0.607 | 0.544 | 5247.0 | 0.547 | -0.601 | 0.549 |
| 6  | -0.006  | 0.22 | -0.023 | 0.012 | -0.652 | 0.515 | 5327.0 | 0.425 | -0.793 | 0.429 |
| 7  | -0.005  | 0.2  | -0.024 | 0.013 | -0.578 | 0.564 | 5276.0 | 0.501 | -0.671 | 0.503 |
| 8  | -0.016  | 0.63 | -0.034 | 0.002 | -1.791 | 0.075 | 5802.0 | 0.05  | -1.977 | 0.05  |
| 9  | -0.022  | 0.85 | -0.04 | -0.004 | -2.468 | 0.014 | 6007.0 | 0.014 | -2.51  | 0.013 |
| 10 | -0.028  | 1.07 | -0.046 | -0.009 | -2.96  | 0.003 | 6065.0 | 0.009 | -2.676 | 0.008 |

Table 23: Significance tests for Kashmiri character $n$-gram language models.

| n  | $\Delta \mu$ | WS | MW | BM |
|----|--------------|----|----|----|
|    | $\Delta$ | %  | L  | H  | t  | p  | t  | p  | t  | p  |
| 3  | -0.003  | 0.36 | -0.011 | -0.009 | -22.395 | 0.0 | 9916.0 | 0.0 | -115.778 | 0.0 |
| 4  | -0.003  | 0.16 | -0.004 | -0.002 | -6.687  | 0.0 | 7535.0 | 0.0 | -7.394  | 0.0 |
| 5  | -0.004  | 0.24 | -0.005 | -0.003 | -6.288  | 0.0 | 7369.0 | 0.0 | -6.724  | 0.0 |
| 6  | -0.003  | 0.2  | -0.004 | -0.002 | -6.333  | 0.0 | 6718.0 | 0.0 | -5.547  | 0.0 |
| 7  | -0.004  | 0.28 | -0.005 | -0.002 | -5.768  | 0.0 | 7270.0 | 0.0 | -6.294  | 0.0 |
| 8  | -0.006  | 0.44 | -0.007 | -0.004 | -8.596  | 0.0 | 8040.0 | 0.0 | -10.003 | 0.0 |
| 9  | -0.005  | 0.43 | -0.006 | -0.004 | -8.741  | 0.0 | 8006.0 | 0.0 | -9.734  | 0.0 |
| 10 | -0.005  | 0.39 | -0.006 | -0.003 | -7.075  | 0.0 | 7623.0 | 0.0 | -7.86   | 0.0 |

Table 24: Significance tests for Kurdish (Sorani) character $n$-gram language models.

| n  | $\Delta \mu$ | WS | MW | BM |
|----|--------------|----|----|----|
|    | $\Delta$ | %  | L  | H  | t  | p  | t  | p  | t  | p  |
| 3  | -0.065  | 1.818 | -0.066 | -0.064 | -194.951 | 0.0 | 0  | 0.0 | 10 000.0 | 0.0 | 0  | 0.0 |
| 4  | -0.062  | 2.036 | -0.063 | -0.061 | -143.242 | 0.0 | 0  | 0.0 | 10 000.0 | 0.0 | 0  | 0.0 |
| 5  | -0.06   | 2.232 | -0.061 | -0.059 | -135.144 | 0.0 | 0  | 0.0 | 10 000.0 | 0.0 | 0  | 0.0 |
| 6  | -0.064  | 2.526 | -0.065 | -0.063 | -132.604 | 0.0 | 0  | 0.0 | 10 000.0 | 0.0 | 0  | 0.0 |
| 7  | -0.067  | 2.736 | -0.068 | -0.066 | -135.678 | 0.0 | 0  | 0.0 | 10 000.0 | 0.0 | 0  | 0.0 |
| 8  | -0.07   | 2.885 | -0.071 | -0.069 | -126.796 | 0.0 | 0  | 0.0 | 10 000.0 | 0.0 | 0  | 0.0 |
| 9  | -0.07   | 2.931 | -0.071 | -0.069 | -116.01  | 0.0 | 0  | 0.0 | 10 000.0 | 0.0 | 0  | 0.0 |
| 10 | -0.07   | 2.922 | -0.071 | -0.068 | -103.192 | 0.0 | 0  | 0.0 | 10 000.0 | 0.0 | 0  | 0.0 |

Table 25: Significance tests for Malay character $n$-gram language models.

| n  | $\Delta \mu$ | WS | MW | BM |
|----|--------------|----|----|----|
|    | $\Delta$ | %  | L  | H  | t  | p  | t  | p  | t  | p  |
| 3  | -0.011  | 0.32 | -0.012 | -0.01 | -34.213 | 0.0 | 10 000.0 | 0.0 | 0  | 0.0 |
| 4  | -0.013  | 0.44 | -0.013 | -0.012 | -35.959 | 0.0 | 10 000.0 | 0.0 | 0  | 0.0 |
| 5  | -0.01  | 0.39 | -0.011 | -0.009 | -24.399 | 0.0 | 9941.0 | 0.0 | 0  | 0.0 |
| 6  | -0.008  | 0.34 | -0.009 | -0.007 | -16.158 | 0.0 | 9667.0 | 0.0 | 0  | 0.0 |
| 7  | -0.007  | 0.33 | -0.008 | -0.006 | -13.856 | 0.0 | 9429.0 | 0.0 | 0  | 0.0 |
| 8  | -0.006  | 0.3 | -0.008 | -0.004 | -6.491  | 0.0 | 8928.0 | 0.0 | 0  | 0.0 |
| 9  | -0.007  | 0.36 | -0.009 | -0.006 | -7.799  | 0.0 | 9061.0 | 0.0 | 0  | 0.0 |
| 10 | -0.007  | 0.34 | -0.009 | -0.005 | -6.11   | 0.0 | 8609.0 | 0.0 | 0  | 0.0 |

Table 26: Significance tests for Punjabi (Shahmukhi) character $n$-gram language models.
Table 27: Significance tests for Sindhi character n-gram language models.

| n  | \( \Delta \mu \) | \( \Delta \) | % | WS | MW | BM |
|----|----------------|---------|---|----|----|----|
| 3  | 0.001          | -0.03   |   | -0.02 | 0.004 | 0.71 | 0.479 | 4649.0 | 0.392 | 0.853 | 0.395 |
| 4  | 0.011          | -0.28   |   | 0.005 | 0.016 | 3.628 | 0.0 | 3461.0 | 0.00 | 3.935 | 0.00 |
| 5  | -0.018         | 0.47    |   | 0.028 | -0.008 | -3.451 | 0.001 | 6718.0 | 0.0 | -4.81 | 0.00 |
| 6  | -0.028         | 0.79    |   | 0.039 | -0.018 | -5.183 | 0.0 | 7477.0 | 0.0 | -7.109 | 0.0 |
| 7  | -0.016         | 0.46    |   | -0.025 | -0.006 | -3.309 | 0.001 | 6714.0 | 0.0 | -4.448 | 0.0 |
| 8  | -0.024         | 0.71    |   | -0.033 | -0.014 | -4.775 | 0.0 | 6864.0 | 0.0 | -4.977 | 0.0 |
| 9  | -0.015         | 0.45    |   | -0.026 | -0.004 | -2.715 | 0.007 | 6119.0 | 0.006 | -2.814 | 0.005 |
| 10 | -0.014         | 0.42    |   | -0.026 | -0.003 | -2.443 | 0.015 | 5889.0 | 0.03 | -2.212 | 0.028 |

Table 28: Significance tests for South Azerbajani character n-gram language models.

| n  | \( \Delta \mu \) | \( \Delta \) | % | WS | MW | BM |
|----|----------------|---------|---|----|----|----|
| 3  | 0.012          | 0.418   |   | -0.013 | -0.011 | -24.371 | 0.0 | 9953.0 | 0.0 | -192.439 | 0.0 |
| 4  | -0.004         | 0.186   |   | -0.005 | -0.003 | -6.649 | 0.0 | 7482.0 | 0.0 | -7.222 | 0.0 |
| 5  | -0.002         | 0.133   |   | -0.003 | -0.001 | -3.133 | 0.002 | 6137.0 | 0.005 | -2.866 | 0.005 |
| 6  | -0.001         | 0.095   |   | -0.003 | 0.0 | -1.993 | 0.048 | 5837.0 | 0.041 | -2.072 | 0.04 |
| 7  | -0.002         | 0.14    |   | -0.003 | 0.0 | -2.526 | 0.012 | 5895.0 | 0.029 | -2.227 | 0.027 |
| 8  | -0.002         | 0.143   |   | -0.003 | 0.0 | -2.52 | 0.013 | 5997.0 | 0.015 | -2.489 | 0.014 |
| 9  | -0.002         | 0.13    |   | -0.003 | 0.0 | -2.348 | 0.02 | 5945.0 | 0.021 | -2.352 | 0.02 |
| 10 | -0.002         | 0.171   |   | -0.004 | -0.001 | -2.889 | 0.004 | 6238.0 | 0.002 | -3.107 | 0.002 |

Table 29: Significance tests for Uyghur character n-gram language models.

| n  | \( \Delta \mu \) | \( \Delta \) | % | WS | MW | BM |
|----|----------------|---------|---|----|----|----|
| 3  | 0.003          | 0.11    |   | -0.004 | -0.001 | -4.372 | 0.0 | 6636.0 | 0.0 | -4.273 | 0.0 |
| 4  | -0.005         | 0.22    |   | -0.005 | -0.004 | -17.256 | 0.0 | 9575.0 | 0.0 | -34.762 | 0.0 |
| 5  | -0.004         | 0.2     |   | -0.004 | -0.003 | -9.06 | 0.0 | 8813.0 | 0.0 | -15.737 | 0.0 |
| 6  | -0.004         | 0.26    |   | -0.006 | -0.003 | -5.352 | 0.0 | 8363.0 | 0.0 | -11.571 | 0.0 |
| 7  | -0.004         | 0.24    |   | -0.005 | -0.002 | -4.601 | 0.0 | 8246.0 | 0.0 | -10.74 | 0.0 |
| 8  | -0.002         | 0.14    |   | -0.004 | 0.0 | -2.35 | 0.02 | 8220.0 | 0.0 | -10.431 | 0.0 |
| 9  | -0.002         | 0.13    |   | -0.005 | 0.001 | -1.24 | 0.217 | 7896.0 | 0.0 | -8.207 | 0.0 |
| 10 | -0.005         | 0.37    |   | -0.008 | -0.002 | -3.422 | 0.001 | 8344.0 | 0.0 | -10.745 | 0.0 |

Table 30: Significance tests for Urdu character n-gram language models.
Table 31: Significance tests for Kashmiri word $n$-gram language models.

| n | $Δ_{μ}$ | $Δ$ | % | $L$ | $H$ | t | p | $t$ | p | $t$ | p |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 2 | 0.034 | -0.33 | -0.008 | 0.076 | 1.595 | 0.112 | 4301.0 | 0.088 | 1.72 | 0.087 |
| 3 | -0.039 | 0.39 | -0.088 | 0.031 | -1.531 | 0.127 | 5589.0 | 0.15 | -1.447 | 0.149 |
| 4 | -0.022 | 0.22 | -0.067 | 0.023 | -0.957 | 0.34 | 5308.0 | 0.452 | -0.751 | 0.454 |
| 5 | 0.017 | -0.17 | -0.029 | 0.063 | 0.727 | 0.468 | 4817.0 | 0.656 | 0.443 | 0.659 |

Table 32: Significance tests for Kurdish (Sorani) word $n$-gram language models.

| n | $Δ_{μ}$ | $Δ$ | % | $L$ | $H$ | t | p | $t$ | p | $t$ | p |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 2 | -0.031 | 0.41 | -0.038 | -0.024 | -8.678 | 0.0 | 8058.0 | 0.0 | -10.074 | 0.0 |
| 3 | -0.034 | 0.49 | -0.04 | -0.028 | -10.393 | 0.0 | 8492.0 | 0.0 | -13.09 | 0.0 |
| 4 | -0.034 | 0.49 | -0.041 | -0.027 | -9.297 | 0.0 | 8237.0 | 0.0 | -11.275 | 0.0 |
| 5 | -0.035 | 0.5 | -0.042 | -0.028 | -10.406 | 0.0 | 8464.0 | 0.0 | -13.209 | 0.0 |

Table 33: Significance tests for Malay word $n$-gram language models.

| n | $Δ_{μ}$ | $Δ$ | % | $L$ | $H$ | t | p | $t$ | p | $t$ | p |
|---|---|---|---|---|---|---|---|---|---|---|---|
| 2 | -0.358 | 2.935 | -0.362 | -0.355 | -185.4 | 0.0 | 10000.0 | 0.0 | -∞ | 0.0 |
| 3 | -0.394 | 3.319 | -0.399 | -0.389 | -166.053 | 0.0 | 10000.0 | 0.0 | -∞ | 0.0 |
| 4 | -0.403 | 3.411 | -0.408 | -0.398 | -166.567 | 0.0 | 10000.0 | 0.0 | -∞ | 0.0 |
| 5 | -0.411 | 3.479 | -0.416 | -0.406 | -170.479 | 0.0 | 10000.0 | 0.0 | -∞ | 0.0 |

While the relative improvements for Kurdish Sorani (Table 32), Punjabi Shakhmukhi (Table 34), South Azerabaijani (Table 36), Uyghur (Table 37) and Urdu (Table 38) are relatively tiny, possibly due to the relatively small number of modifications compared to the overall size of the datasets, the relative improvements to Sindhi models (Table 35) are over one percent for all the configurations. This may indeed be correlated with the highest number of per-word token modifications for Sindhi among all the languages, denoted $R_w$ in Table 12. The best results are obtained for Malay (Table 33), with up to 3.5% improvement in word entropy.
Table 34: Significance tests for Punjabi (Shahmukhi) word $n$-gram language models.

| $n$ | $\Delta \mu$ | WS | MW | BM |
|-----|--------------|----|----|----|
|     | $\Delta$ %  | $L$ | $H$ | $t$ | $p$ | $t$ | $p$ | $t$ | $p$ |
| 2   | $-0.015$ 0.15 | $-0.018$ | $-0.012$ | $-10.834$ | 0.0 | 8633.0 | 0.0 | $-14.295$ | 0.0 |
| 3   | $-0.017$ 0.19 | $-0.021$ | $-0.014$ | $-9.338$ | 0.0 | 8237.0 | 0.0 | $-11.232$ | 0.0 |
| 4   | $-0.02$ 0.23  | $-0.025$ | $-0.016$ | $-9.472$ | 0.0 | 8318.0 | 0.0 | $-11.75$ | 0.0 |
| 5   | $-0.02$ 0.23  | $-0.024$ | $-0.016$ | $-8.916$ | 0.0 | 8137.0 | 0.0 | $-10.521$ | 0.0 |

Table 35: Significance tests for Sindhi word $n$-gram language models.

| $n$ | $\Delta \mu$ | WS | MW | BM |
|-----|--------------|----|----|----|
|     | $\Delta$ %  | $L$ | $H$ | $t$ | $p$ | $t$ | $p$ | $t$ | $p$ |
| 2   | $-0.031$ 0.374 | $-0.038$ | $-0.024$ | $-9.016$ | 0.0 | 8113.0 | 0.0 | $-10.307$ | 0.0 |
| 3   | $-0.027$ 0.332 | $-0.034$ | $-0.02$ | $-7.376$ | 0.0 | 7655.0 | 0.0 | $-7.913$ | 0.0 |
| 4   | $-0.031$ 0.397 | $-0.038$ | $-0.025$ | $-9.711$ | 0.0 | 8325.0 | 0.0 | $-11.755$ | 0.0 |
| 5   | $-0.028$ 0.358 | $-0.035$ | $-0.021$ | $-8.108$ | 0.0 | 7797.0 | 0.0 | $-8.828$ | 0.0 |

Table 36: Significance tests for South Azerbaijani word $n$-gram language models.

| $n$ | $\Delta \mu$ | WS | MW | BM |
|-----|--------------|----|----|----|
|     | $\Delta$ %  | $L$ | $H$ | $t$ | $p$ | $t$ | $p$ | $t$ | $p$ |
| 2   | $-0.024$ 0.2 | $-0.033$ | $-0.015$ | $-5.14$ | 0.0 | 6961.0 | 0.0 | $-5.297$ | 0.0 |
| 3   | $-0.038$ 0.332 | $-0.05$ | $-0.027$ | $-6.721$ | 0.0 | 7537.0 | 0.0 | $-7.397$ | 0.0 |
| 4   | $-0.034$ 0.294 | $-0.045$ | $-0.022$ | $-5.689$ | 0.0 | 7177.0 | 0.0 | $-6.029$ | 0.0 |
| 5   | $-0.042$ 0.367 | $-0.055$ | $-0.029$ | $-6.319$ | 0.0 | 7381.0 | 0.0 | $-6.774$ | 0.0 |

Table 37: Significance tests for Uyghur word $n$-gram language models.

| $n$ | $\Delta \mu$ | WS | MW | BM |
|-----|--------------|----|----|----|
|     | $\Delta$ %  | $L$ | $H$ | $t$ | $p$ | $t$ | $p$ | $t$ | $p$ |
| 2   | $-0.006$ 0.08 | $-0.008$ | $-0.003$ | $-4.923$ | 0.0 | 6796.0 | 0.0 | $-4.804$ | 0.0 |
| 3   | $-0.004$ 0.06 | $-0.007$ | $-0.002$ | $-3.507$ | 0.001 | 6394.0 | 0.001 | $-3.531$ | 0.001 |
| 4   | $-0.006$ 0.1 | $-0.009$ | $-0.003$ | $-4.2$ | 0.0 | 6637.0 | 0.0 | $-4.285$ | 0.0 |
| 5   | $-0.007$ 0.1 | $-0.009$ | $-0.004$ | $-4.927$ | 0.0 | 6842.0 | 0.0 | $-4.914$ | 0.0 |

Table 38: Significance tests for Urdu word $n$-gram language models.