INTRODUCTION AND BACKGROUND

Photovoltaic (PV) technologies are commonly utilized to reduce greenhouse gases as a part of many national development plans across the world.\(^1,2\) Approximately 94.8 GW PV components were installed worldwide as of 2018, a 23\% increase over 2017 reaching a cumulative capacity of 496.8 GW.\(^3\)

The existing literature on built environment applied photovoltaics (BEAPV) includes several articles on building applied photovoltaics (BAPV). For example, Prasad et al\(^4\) summarized different PV module applications in urban structures with a special focus on buildings. PV modules can also provide energy for zero-energy buildings (ZEBs), which is regarded as “a building where, as a result of the very high level of energy efficiency of the building, the overall annual primary energy consumption is equal to or less than the energy production from renewable energy sources on site.”\(^5\)

Choongwan et al\(^6\) analyzed the potential of a rooftop PV system in supplying solar power to net-zero-energy buildings (NZEBS). Carrilho da Graça et al\(^7\) explored the feasibility of solar NZEBs systems for a typical single-family home in the mild southern European climate zone.

In addition to BAPV, Scognamiglio et al\(^8\) discussed in detail the design and application of PV landscapes. They suggest an inclusive design approach that not only focuses
on the overall energy efficiency of the system but extends to additional ecological and landscape objectives. PV modules have been applied in carparks for charging an electric vehicle (EV).\cite{9,10} PV modules have been installed in urban transportation systems including acoustic barriers,\cite{11,12} road surfaces,\cite{13,14,15} and canopies\cite{16} in Switzerland, the United States, and the Netherlands. PV applications in NZEBs have been explored in regard to both buildings and landscapes.\cite{17} PV street lamps, trash bins, water surfaces, and other urban infrastructure components have also grown increasingly popular.

These diverse PV technologies have enhanced the PV potential in the built environment. The research on PV potential at the urban scale mostly centers on buildings. Three levels of PV application potential are defined as physical potential, geographical potential, and technical potential.\cite{18,19} The major differences among various potential evaluation methods involve the collection of geometrical information and analysis of PV area statistics.

There are five potential evaluation methods currently available. (a) Collecting statistics for urban building roof areas by using urban planning data (eg, land use type, building type, urban district).\cite{20,21,22} (b) Obtaining the geometrical information for existing building roofs and calculating the PV potential using Remote Sensing Digital Ortho-photo Map (RSDOM).\cite{23,24,25} (c) Collecting geometrical information buildings via the Web-based interface method.\cite{26,27,28} (d) Developing a point cloud model for target buildings using light detection and ranging (LiDAR) and Geographic Information System (GIS) to calculate the PV potential of the building roof and elevation.\cite{29,30,31,32,33,34,35,36,37} (e) Using the image three-dimensional (3D) geometrical reconstruction to obtain geometrical information, which involves the building only and lacks consideration of its surroundings.\cite{2}

There is insufficient research on built environment applied photovoltaics (BEAPV) potential outside of buildings themselves. Neumann et al\cite{10} used image processing to evaluate the PV potential for existing carparks in built environment (BE) and then simulated the PV potential for 48 carparks in Frauenfeld; they found that the potential can support 15%-40% of highway passenger transportation capacity. Nordmann et al\cite{11,12} studied the PV potential for the acoustic barrier in Swiss expressways. Hernandez et al\cite{15,16} evaluated the potential for solar-powering the entire state of California. Shekhar et al\cite{14} evaluated the annual electricity-generation potential for solar energy on roads in North Holland according to solar radiation; they used the information to assess the potential for PV application in both roadways and carparks. Gardner et al\cite{47} studied the application of PV modules in open spaces in eight cities to assess the potential for application in urban environment.

BEAPV helps to minimize the fossil energy consumption and optimize the land use. Evaluating the potential of BEAPV is beneficial to both the allocation of energy resources and policy making. In terms of energy resources, BEAPV potential evaluations can support urban power-supply management practices as well as the active regulation and control of energy. In terms of policy making, these evaluations can support governmental authorities in developing reasonable goals for PV applications and upgrading their jurisdictions’ urban energy structures.

An economical and accurate approach to evaluate the potential of BEAPV, particularly on the horizontal surfaces, is proposed in this paper. We use unmanned aerial vehicles (UAV) to obtain the images of BE and then categorize the urban areas according to the relevant constraints as urban infrastructure (UI), ecological infrastructure (EI), and solar radiation for installing PV modules with the combination of image 3D point cloud reconstruction and GIS analysis, which reveals areas best suited to PV application after computing the PV potential. We evaluated the PV potential in a carpark and rooftop in Singapore as a case study to validate the method’s feasibility and effectiveness.

The methodology discussed in this paper is mainly aims at evaluating the horizontal PV application potential in built environment. However, this paper mainly introduces a spatial analysis method based on the GIS platform. It could be used as a decision-making tool in assessing and determining the PV potential in BE in the future, especially on the PV carpark. It can be further applied to select locations for the urban green transportation battery-switch and charging stations. The proposed method is discussed in detail below following a comparison of various currently available methods in Section 21. The case studies are presented in Section 32.3.4. The last section of this paper discusses the future application of the proposed method.

## 2 Methodology

The configuration of the BEAPV system is discussed in this section, followed by a comparison among several available...
methods commonly used to collect BE geometric information. A reliable, inexpensive, and accurate method for evaluating BEAPV potential, particularly on the horizontal surfaces, is thereafter proposed.

2.1 | Configuration and constraints

2.1.1 | PV module installation

The generation power of PV components is positively correlated to solar radiation intensity, but negatively correlated to PV surface temperature. PV modules need to be appropriately positioned at the correct angle to maximize the working efficiency while maintaining low working temperature and proper ventilation.

The effects of installed BEAPV on the urban social, economic, and aesthetic environment also need careful consideration. The social environment refers to conditions provided by residents to facilitate work and home living. The economic environment represents public production functions reflective of the conditions for financial development in the city. The aesthetic environment reflects an external representation of the city's image and temperament.

2.1.2 | Constraints

Urban infrastructure and ecological infrastructure

An installed BEAPV should not damage the surrounding urban infrastructure (UI) or ecological infrastructure (EI). The BEAPV should seamlessly work in tandem with existing functions of the city, providing sufficient energy supply that does not alter the city planning, natural scenery, or ecological balance of its surroundings. The existing EI should be maintained and the green space system at perimeter zones and woodland, farmland, nature reserves, and nature-based cultural reserves inside the city should be kept intact while developing BEAPV systems, as urban plants are effective in reducing any urban heat island effects. Offsetting the EI such as trees is to reduce the adverse impact of PV modules on growth, prevent the normal growth of EI in the built environment, and ensure the green possession. At the same time, the adverse effects of trees on the PV modules are also reduced. The power generation efficiency of the PV modules is prevented from being affected by various factors such as fallen leaves.

Solar radiation condition

The solar radiation conditions of the studied location shall be assessed before determining whether the area is suitable for PV modules. The PV modules should be free from shade; shading any single cell of the PV module drastically reduces the output of the entire PV module. Typical culprits include shadows cast by tall trees and neighboring buildings. Areas shaded by trees, buildings, or even PV components themselves should be prevented. Governmental authorities and other organizations have also regulated the solar radiation conditions required by PV application. Areas utilizing PV modules should not be shaded at any time from 9:00 to 15:00 in the calendar year, and the solar irradiation threshold should be set at 80% of maximum annual irradiation for a specific location.

Considering the size of the conventional 72 PV cells module is 1 m × 2 m, the computational grids for solar radiation analysis are suggested to be divided into 1 m × 1 m.

2.2 | Comparison among BE geometrical information collection methods

Currently, the existing methods for collecting geometrical information in the process of evaluating BEAPV potential are mainly based on drawings, Web-based interface, urban planning parameters, RSDOM, LiDAR, and image.

The drawing-based method is one of the most commonly used approaches to evaluate BEAPV potential. It involves gathering geometrical parameters of urban buildings and infrastructures to assess the PV potential of roofs and façades. However, EI information (eg, trees and shrubs) cannot be accurately identified, and thus, the radiated areas cannot be accurately assessed.

Web-based interface methods such as PVGIS, PVMAPS, and urban planning parameters are mainly used for evaluating building roofs in terms of PV potential; they are rarely applied for BE evaluations except for buildings. These two methods are time-efficient in assessing the physical potential and geographical potential at the urban scale but come with greater likelihood of errors.

The RSDOM-based method is mainly used to evaluate the PV potential of building rooftops and public carparks using GIS. However, this method cannot be used to determine altitude data in BE, especially in regard to the height of trees. Its dependence on software and empirical values for sunlight analysis is also inconvenient and may introduce significant errors.

Obtaining BE geometrical information by LiDAR is a widely used and accurate method to evaluate PV potential. In this method, LiDAR is used to develop a BE point cloud model; sunlight and PV potential analyses are then conducted in GIS. Karteris et al. and Li et al. used the LiDAR and GIS method to gather geometrical information of buildings and calculate PV potential. This method yields highly accurate BE geometrical information, especially in the Air-Ground Coordination operation mode, from two orientations (air and ground). However, LiDAR equipment is extremely expensive, especially the components necessary for measuring large buildings or large areas.

There are three image-based methods which differ in output after image processing: The Sky View Factor (SVF)
method reconstructed the 3D geometry method, and reconstructed the 3D point cloud method (also referred to as photogrammetry). Differing from other two image-based methods, the SVF method takes a 360° panorama picture of the measured field at the installation level, rather than the 3D modeling of the installation site. The SVF method acquires data for PV installation areas by accessing the percentages of buildings, trees, and other vertical elements that have an influence on the yield of PV installations around the field. Neumann et al. used image processing in combination with SVF software to find that areas suitable for PV modules in carparks of Frauenfeld, in Switzerland, have physical and geographical potential, but not technical potential. The image-based 3D geometrical reconstruction method is applicable to evaluate the PV potential of a building itself, but lacks considerations for its surroundings. The method of photogrammetry does effectively yield complete, comprehensive EI geometrical information with similar accuracy to LiDAR, however, and is more economic than LiDAR.

In addition, some researches combined these methods to acquire geometric data. For example, Awrangjeb et al. developed the method to combine LiDAR and aerial imagery. And Adeleke et al. applied this method to evaluate the PV potential on the urban rooftops in Cape Town, South Africa. The integration of LiDAR data with imagery provided complementary benefits in extracting features, especially for building rooftops, as each technique compensates for the shortcomings of the other. Although this method is accurate in the automatic processing of large area rooftop plane data, the cost is greatly increased.

The methods discussed above are all useful in evaluating the BEAPV potential, and each serves for specific purposes. Obtaining the geometrical information via the original drawings yields comprehensive and accurate results, but such drawings may be absent from the database. The drawings also lack information for surroundings (like trees), which may introduce error to the PV potential analysis. Collecting information via Web-based interface and urban planning parameters can rapidly yield regional-scale geometrical information, which is convenient for estimating the PV potential but does not resolve the tree information problem. The RSDOM method yields geometrical information quickly, but the lack of height data leads the results to be inaccurate. The LiDAR method reveals information quickly and accurately, but requires aerial LiDAR to reach higher areas. LiDAR equipment is very expensive, especially for aerial LiDAR with aircraft. The use of 3D geometrical reconstruction information applies to buildings with regular geometrical shapes by manual operation, but not the facilities and trees surrounding the buildings. This method has limited application scope and does not provide complete information. Coupling the photogrammetry with GIS, however, can acquire comprehensive information of the built environment with high accuracy at a reasonable cost (especially compared to LiDAR). Unfortunately, this technique does not yield façade information. The existing methods described above are summarized in Table 1.

As discussed, most researchers mainly focus on building roofs, only few studies have been published on the PV potential analysis on carpark sheds. Therefore, in this paper, we develop an evaluation method for PV application potential

### Table 1 Existing methods for BEAPV potential evaluation

| Method of geometrical information acquisition | Obtaining the complete information | Applicable scope |
|---------------------------------------------|-----------------------------------|-----------------|
| Based on drawings                            | Complete drawings may not include geometrical information for trees | All BE with intact and accessible drawings |
| Based on Web-based interface or parameters of urban planning | Accessible (inaccurate) | BE at the regional scale |
| Based on LiDAR                               | Except high-rise rooftop information (high-price equipment) | BE at the block scale (low-rise and multistory buildings) |
| Terrestrial LiDAR                            | Accessible (high-price equipment) | BE at the block scale |
| Aerial LiDAR                                 | Accessible (3D geometrical reconstruction is limited to regular geometric models) | BE at the block scale (eg, low-rise buildings, multistory buildings, carparks, and roads) |
| Based on photogrammetry                      | Except high-rise rooftop information (3D geometrical reconstruction is limited to regular geometric models) | BE at the block scale |
that can be applied to the horizontal plane in the built environment by UAV. It can be applied not only to building roofs, but also to other elements in the built environment, including carparks, corridors, reservoirs, roads, and other horizontal plane. Using a carpark as a case study, this paper analyzes the energy production and energy usage potential of the carpark, as well as the potential benefits to green mobility. Carpark could be turned into a critical node in the green mobility by charging electricity to vehicles and supplying power to urban power grid, contributing to green and environmentally sustainable communities.

2.3 | Procedures of BEAPV potential evaluation

The proposed method for evaluating BEAPV potential through Photogrammetry and GIS (as shown in Figure 1) applies to horizontal surfaces such as building rooftops, corridors, carparks, roads, and reservoirs. This approach includes four steps: preparation, information acquisition, setting of constraints, and results analysis.

2.3.1 | Preparation

The preparation phase includes four tasks: site investigation, literature review, meteorological data collection, and flight design.

**Site investigation**

Site investigation is conducted to determine four environmental factors of BE, namely, the physical, social, economic, and aesthetic environment based on which BEAPV can be designed. Whether the PV system in question is connected to the grid or an off-grid system is also determined to provide necessary data for evaluating energy consumption.

---

**FIGURE 1** BEAPV potential evaluation process
Literature review
Local laws and regulations, especially regulations on unmanned aerial vehicles (UAV) and specifications for PV application, are reviewed in this step. Low-altitude aerial photography is used to collect BE geometrical information.

BE meteorological data collection
Public meteorological data are sourced from The United States Department of Energy (accessible in Energy Plus Energy Simulation Software), National Aeronautics and Space Administration (NASA), and a local meteorological database.

Flight line design
The flight lines and ground control points are designed according to the site investigation and literature review of the laws and regulations for UAV.

2.3.2 | Information acquisition
The information acquisition phase includes the acquisition of BE geometrical information, establishment of BEAPV, forecasts of generated electricity usage, and energy consumption calculation.

Acquisition of BE geometrical information
The 3D point cloud model is reconstructed based on images captured by UAV through a predesigned route to obtain the required geometrical information. Control points can improve the accuracy of 3D point cloud models with actual GPS coordinates.

BEAPV establishment
The previous investigation obtains the suitable heights, angles, and orientations for the installation of PV modules. The preliminary design of PV modules is achieved by defining the areas for PV installation with considerations on the surrounding environment. As shown in Figure 1, “manually selected” refers to judge the area where PV modules are expected to be used, and select the area where PV module is needed through observation and investigation of the site.

Generated electricity and energy consumption calculations
Information such as available parking spaces and electricity consumption per hundred kilometers of electric vehicles (EVs) for PV carpark is collected for subsequent analysis.

2.3.3 | Establishing constraint conditions
As described in Section 2.12, the constraints in the BEAPV potential evaluation including UI, EI, and solar radiation information should be set according to the actual working environment.

In this study, we use ArcGIS software to process the 3D point cloud of the built environment. ArcGIS is a frequently applied platform software among other GIS commercial software. Besides, ArcMap is a map-centered software in the ArcGIS platform and can be used for editing, displaying, querying, and analyzing map-related data. We outline the target areas in ArcMap 10.3 according to the applicable constraints, as illustrated in Figure 2.

Step 1 is to import the 3D point cloud into GIS. The 3D point cloud data are transformed into LiDAR format (.LAS) data and imported into ArcMap to produce a digital surface model (DSM1) with 1 m × 1 m cell size corresponding to the size of PV modules (1 m × 2 m). The LAS dataset is a simple container definition of one or more LAS files that represents a single and logical unit. In this study, the point cloud files are stored in LAS form; DSM refers to a digital model or 3D representation of a terrain’s surface.

The resolution of the acquired 3D point cloud is 0.1 m, and it can be even finer with the help of the control points with GPS coordinates. According to the resolution of the 3D point cloud, the cell size of the DSM1 can be set to 0.1 m × 0.1 m in step 1. The DSM1 with 0.1 m × 0.1 m cell size can be used for offsetting the boundary of UI and EI accurately and consider the effects of small-scale UI and EI, such as outdoor unit of split air conditioners, aerial cable, and potted plants. However, in this work, we observed in filed investigation that there is no such small-scale UI and EI. The difference in results due to DSM resolution of 1 and 0.1 m turns out to be negligible, and thus, the cell size of 1 m × 1 m is adopted in this research for faster data processing.

Step 2 is to determine the area and height for PV installation. DSM1 data are used to generate the polygons with contours to represent the surfaces of the built environment elements in the evaluation area. Areas that are higher than the elevation of PV installation are deleted. The installation height of PV modules depends on the space usage below the PV module and safe distance to be kept during the future maintenance of PV module. For example, in the PV carpark, the height of the carpark shedding needs to be sufficient to ensure safe parking for vehicles and pedestrians. At the same time, the installation height here refers to the lowest height of PV modules when they are installed at an inclined angle.

Then, the elevated polygons with contours are transformed into a raster, which is defined as the installation plane of the PV modules. The raster has mounting height information of the PV modules. The installation height here refers to the sum of ground elevation data and net installation height of PV modules. Thus, we have the installation surface of PV modules, which is DSM2 in Figure 2. Since evaluating the potential of PV needs to consider shading of the surrounding environment on PV modules, it is necessary...
to combine DSM of construction environmental elements which are higher than the installation surface of PV modules with the installation surface DSM of PV modules so as to calculate the applicable area in the PV installation surface. The original DSM1 and the generated DSM2 are combined by using the “Is Null” and “Con” tool. “Is Null” identifies the deleted areas as “true,” namely the areas with trees and buildings higher than the PV modules installation height, as marked in dark blue in Figure 3A. The “Con” tool is applied to set the “Conditional Raster” as the results of “Is Null,” and then, the original DSM1 containing the height of trees and other building surroundings is input into these areas (marked by the third line in Figure 3B). Remaining areas identified as “false” by “Is Null” are assigned to the height of PV modules (fourth line in Figure 3B). This generates the DSM3 of the PV installation surface of PV modules without the information underneath (fifth line in Figure 3B). Hereto, the PV installation surface (DSM2) of PV modules and the built environmental factors above the installation surface combine together to form the DSM3.

Step 3 involves the analysis of solar radiation and the offsetting of UI and EI. Solar radiation analysis is

FIGURE 2 Setting constraint conditions for BEAPV potential evaluation based on 3D cloud point image reconstruction and GIS

FIGURE 3 (A) Results of “Is Null” tool as evidence for conditional function; (B) “Con” tool interface
conducted for the DSM3. The technical parameters are set according to the collected local requirements for sunshine hours and solar irradiance. The results are coupled to generate a “contour line” to determine areas meeting the requirements for minimum sunshine hours and solar irradiance. As shown in Figure 4A, the dark blue line is a contour line generated by Solar Radiation Graphics using contour line tool. Then, we need to delete areas that do not meet the requirements. The solar radiation tool in ArcGIS is used to calculate the solar radiation irradiance and sunshine hours. ArcGIS Solar radiation tools adopt methods using the hemispherical view shed algorithm developed by Rich et al. It considers multiple environmental parameters in the calculation, including the site latitude and elevation, steepness (slope) and compass direction (aspect), daily and seasonal shifts of the sun angle, and effects of shadows cast by surrounding topography, atmospheric effects include atmosphere transmissivity. Refer to Jakubiec et al and Verso et al research, the solar radiation tool in ArcGIS can predict the sunshine hours and solar irradiance accurately.

For UI and EI offset, buffer zones are created around UI and EI using the data in DSM1 to subtract these areas from PV installation. As shown in Figure 4B, the red areas represent the buffer zones.

Step 4 is to determine the final areas for PV installation considering all the constraints for BEAPV. The areas with the sunshine hours and solar irradiance lower than PV installation requirements, together with those within the buffer zones of UI and EI, are dissolved and eliminated from PV installation. As shown in Figure 4C, the purple part is the unsuitable area and the white part is the suitable area for PV installation.

### 2.3.4 Interpretation of results

After obtaining the suitable area for PV installation, simulation or mathematical models can be used to calculate the PV potential for certain climatic conditions. The collected information with regard to the allocation of energy can also be integrated to support the development of a geographical database for BEAPV.

### 3 CASE STUDY AND ANALYSIS

#### 3.1 Case study on PV potential evaluation in carpark

We select an outdoor carpark in Singapore as the testing field (approximate location: 1°18’N and 103°51’E) to verify the proposed approach. There are three reasons we selected a public carpark for this purpose. (a) The environment surrounding the carpark includes buildings and trees and is thus sufficiently complex. (b) Evaluating the PV potential of a carpark will provide a reference for installing a charging station in the future to accommodate the increasing popularity of EVs. (c) The PV carpark provides shade to improve the comfort inside the vehicles.

Our approach to evaluate BEAPV works consists of four steps.

Step 1 encompasses the preparation work including a site investigation, literature review, meteorological data collection, and flight design. After site investigation, the information such as the number and size of trees, buildings, and vehicles is collected. In our study area, we found that a large portion is shaded by high buildings and trees; most of the vehicles (both freight and passenger types) in the lot are oversized.

The UAV DJI PHANTOM 3 Advanced, equipped with a 12-megapixel RGB camera FC300S, was used to carry out the field survey. The camera has the f/2.8 lens that offers 94° field of view. According to Singapore’s official regulations, if the UAV weighs <7 kg, it can be used in specified areas without censorship, while the chosen DJI PHANTOM 3 Advanced weighs only 1.28 kg. The planned overlap of the flight route is about 80%, while the overlap between consecutive strips is 60%. In the end, a total number of 178 images are taken in the carpark.

The performance of PV modules and systems is affected by the orientation and tilt angle, as these parameters
Zhong et al. determined the amount of solar radiation received by the surface of a PV module in a specific region. Yong Sheng Khoo et al. used three sky models to estimate the tilted irradiance, which would be received by a PV module at different orientations and tilt angles in Singapore (1.37°N, 103.75°E) from June 2011 to May 2012 and found out that the PV system tilted 10° facing east demonstrated the highest specific yield with appropriate self-clean characteristic. Thus, we set our experiment device in this way.

Urban meteorological data are collected from The United States Department of Energy (meteorological data in Energy Plus Energy Simulation Software). The line of flight is designed according to the local regulations and landscape features.

In Step 2, we acquire information for the carpark. The UAV captured 178 images which we use to build a 3D point cloud model in Photoscan (AgiSoft LLC, Russia) (Figure 5A). Two processing steps of Photoscan are required to obtain the detailed reconstructed 3D point cloud: photo alignment and detailed scene construction. The photo alignment is completed via structure from motion (SFM) technique, an algorithm which detects the image feature points and monitors their movement to estimate their locations before rendering the data into a sparse point cloud. The detailed point cloud is constructed by applying a dense, multiview stereo-reconstruction on the aligned image set and operating on the pixel values. The fine details are presented as a mesh. Photoscan is an integrated but affordable toolbox that works with both still and motion pictures while providing high accuracy.

We also use Photoscan to eliminate the vehicles in the carpark (Figure 5B) while retaining the point cloud of trees and other UIs by manual operation. In this case, the scope of parking shed is the yellow area in Figure 5A. A 6 m high parking shed is constructed and connected with the cable-based PV system. PV modules are tilted 10° facing east. A total number of 226 vehicles are allowed in this area. For the maximum energy consumption of each vehicle, we take reference from the research findings by He et al. It is thus adopted that the energy consumed by an electric bus BJD6100-EV in the urban driving environment was 94.46 kWh per hundred kilometers.

In Step 3, we set the constraints and determined the available area for PV modules. Point cloud documents obtained by the “Make LAS Dataset Layer” command are imported into ArcMap. The command “Las Dataset to Raster” is used to establish the DSM shown in Figure 6A with 1 m × 1 m cell size. The DSM is used to generate polygons with contours. The polygons which are higher than 6 m above the target ground are deleted. Here, 6 m means the net height from the ground is 6 m, which refers to the height relative to the ground elevation. The height of the carpark is chosen to be 6 m because the highest vehicle in the carpark, the double-decker, is 4.5 m. The remaining section is set as the PV installation plane. The elevation field is added (Figure 6B). “Is Null” and “Con” conditional tools are then used to produce new DSM leaving only the area above PV installation, as shown in Figure 7A.

The tool “Solar Radiation Graphics” is employed to simulate the solar radiation for this new DSM. As shown in Figures 7B and 8A, the simulation results of sunshine hours and solar irradiance are obtained separately. We select the area with annual solar irradiance threshold up to 1000 kWh/m² refer to the solar irradiation threshold for PV installation from R. Compagnon’s research and full sunshine hours from 9:00 to 15:00 on December 21. The protection of UI and EI must be considered in addition to the constraint on solar radiation, so trees and structures inside or surrounding the carpark were
offset by 1.5 m. As it was described in Section 2.3.3, DSM of vehicles in the carpark generated by point cloud would have contour line operation to generate UI and EI border, including border lines of tree crowns, which are shown by the yellow line in Figure 4B. Then, to offset UI and EI border by the use of buffer zone operation, the calculation results are shown by the red area in Figure 4B. Moreover, we will combine these two parts. The purple area in Figure 4C is the area which is not suitable for PV modules installation. The area suitable for PV modules in the carpark is finally determined under the combination of all the above constraint conditions as the green area shown in Figure 8B.

In Step 4, we estimate the PV potential of the carpark. Currently, the existing software for this purpose includes TRNSYS, PVSOL, and PVGIS. We select PVSYST as provided by the Energy Group of the University of Geneva, Switzerland, which refer to Wu’s and Kumar’s research. PVSYST is specialized in calculating the energy production of installed PV systems. Energy production is calculated based on two models: The One-Diode Model for PV module and the Perez Plane of Array (POA) for solar radiation. The software is integrated with a large database of technological components including PV modules, inverters, and batteries available on the market. The software also offers a climatic database with several locations all over the world and supports the manual input of meteorological data. The advantages of PVSYST are that it offers a diverse database, is convenient to operate, and yields accurate simulation results. Besides, PVSYST software is a PV potential evaluation software widely used in the engineering field, with high accuracy. Axaopoulos et al. have validated the accuracy of PVSYST software using field measurement results in the United Kingdom and concluded that the accuracy of the software is satisfactory.

In this paper, the PV potential is simulated by using PVSYST 5.0 software. Typical annual meteorological data in Singapore were applied in the simulation with suggestions for PV installation from the literature (10° tilt, facing east), as shown in Figure 9A. The available area of this carpark suitable for PV application is approximately 4800 m², covering almost 50% of the original area of the carpark. Assuming the available area is fully covered with Polycrystalline
silicon, the annual power generated in the lot can reach about 659,300 kWh or an average of 1810 kWh/day, as shown in Figure 9B. Assuming all 226 vehicles are electric motor coaches, the travel distance can be achieved by all coaches in the carpark using the daily generated electricity is 8.48 km, which was calculated by the following equation:

\[
L = \frac{P}{N \times P_0} \times 100
\]

Where \( P \) is the existing carpark PV potential for one day, \( N \) is the number of vehicles in the carpark, \( P_0 \) is the maximum energy consumption of each vehicle per hundred kilometers, and \( L \) is the travel distance can be achieved by all coaches in the carpark using the daily generated electricity.

This suggests that even if the carpark is filled with oversized buses, the vehicles can still complete a fuel-free ride if a PV carpark is distributed every 8 km along the road. Therefore, the carpark can be designed as an electric vehicle battery-switch and charging station, thus not only meeting demand of electric vehicles, but also meeting the requirements of rapid power changing of vehicles. In practice, this would significantly reduce the consumption of fossil energy and the emission of carbon dioxide across the entire transportation system.

3.2 | Case study on PV potential evaluation on the rooftop

We next investigate a rooftop of a building in Singapore to further verify the feasibility of the proposed method. As shown in Figure 10A, the plane is complex and includes many facilities and plants on the rooftop. This test is described only
brevily, as the stepwise process of the proposed method is discussed in detail above.

We first take images of the rooftop via drone. Next, we generate the 3D point cloud model and input it into ArcGIS to create the DSM with 1 m × 1 m cell size, as shown in Figure 10B. The boundaries of the plants and facilities above the PV installation plane 1 m above the roof are offset by 1.5 m. Combined with the solar radiation analysis (Figure 11A,B), the available area for PV application is determined to be about 450 m² as shown in Figure 12A. The proposed approach proved applicable to the rooftop. Finally, we input the results into PVSYSST5.0 to calculate the PV application potential of fully installed polycrystalline silicon modules. The potentially annual generating capacity of this roof is approximately 61 200 kWh (Figure 12B).

The case study described above demonstrated the feasibility of the proposed method for carpark and rooftops. We also compare several methods of obtaining geometrical information (Section 2.2) and discuss the approach to combine the photography with GIS.

The method combines photogrammetry and GIS can be used to accurately obtain BE geometrical information with high accuracy and low cost at the building scale. The method is suitable for evaluating the PV potential of BEs including carparks, corridors, reservoirs, roads, and other horizontal plane. The constraints for BEAPV mostly consist of buildings and trees, which are consistent with the test environment we used in this study. The proposed method is also applicable to evaluate the PV potentials of integrated roof gardens in existing buildings.

4 CONCLUSION

In this paper, we adopted a method which combines photogrammetry and GIS that can provide an accurate geometrical model and comprehensive analysis of the PV potential in BE, with a much lower cost compared with LiDAR-based method. The available area for the installation of PV modules in BE can be obtained after setting constraints in GIS. This paper takes the lead in using UAV to evaluate the PV potential in a carpark. Moreover, it provides scientific support for the future urban planning in green mobility and upgrade of an existing carpark into battery-switch and charging station. Furthermore, the generalization of this evaluation method can be extended to all available built environment infrastructures, which can be served as a guidance for the development plan of solar energy utilization in urban areas.

Although this method is only used to evaluate BEAPV potential on horizontal plane, it has advantages in the engineering application field. Firstly, compared with LiDAR-based method, the cost of this method and associated equipment is much lower. In terms of accuracy, the accuracy of this method is similar to LiDAR and it can meet the requirements of PV potential estimation. In addition, the method adopted in this paper also takes into account all the factors affecting PV application in BE, such as UI and EI. In the process of PV potential evaluation, the UI and EI are offset through the buffer zone, to ensure an accurate estimation of the PV application area.

However, the method has some limitations. Although the elevation information is obtained, it is not covered in the calculation of the PV application potential on facades. The authors would like to develop an estimation method for the PV potential on building façades in the future, using the obtained high-precision point cloud model. In addition, a small UAV can directly obtain the geographical information of an area with a radius of less than 500m, as demonstrated in the case studies at the building scale in this paper. However, according to the research of Baltzavig et al.63 N. Ngadiman et al90 and JF Hernandez et al91 UAV can also obtain the geographic information at the estate and city block scale. The authors would like to consider using UAV to evaluate the PV potential of BE at the city block scale in the future.
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