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Abstract—Smart factories are equipped with machines that can sense their manufacturing environments, interact with each other, and control production processes. Smooth operation of such factories requires that the machines and engineering personnel that conduct their monitoring and diagnostics share a detailed common industrial knowledge about the factory, e.g., in the form of knowledge graphs. Creation and maintenance of such knowledge is expensive and requires automation. In this work we show how machine learning that is specifically tailored towards industrial applications can help in knowledge graph completion. In particular, we show how knowledge completion can benefit from event logs that are common in smart factories. We evaluate this on the knowledge graph from a real world-inspired smart factory with encouraging results.
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I. INTRODUCTION

A. Motivation

Digitalisation and automation are among the biggest trends in manufacturing [RVLBT15]. Modern automated, or smart, factories are equipped with production and assembling machines that are not only capable of sensing their environments, e.g., reading RFID tags of products, but also of interacting with each other, e.g., raising a material shortage warning, and even performing controlling actions, e.g., turning on a cooling fan. Thus, it is common to distinguish in a smart factory its physical part, that is, machines and production lines, and its digital representation, referred to as the digital twin [Dat16].

The digital twin acts as an interface to the physical system, offering services such as automated monitoring, optimisation, and ultimately self-organisation without the need to interact with its actual physical representation [HBC17]. In Figure 1 we schematically visualise the separation between the physical part (in the bottom) and the digital twin (on top). The physical part consists of several machines for pre-assembly, assembly, and finishing of manufacturing. The digital twin consists of a specification of Product1 that says that the product has two components PartA and PartB and can be assembled with three operations, where the last two are conducted by robots RobotA and RobotB that in turn are located in a manufacturing line.

Development and maintenance of a digital twin poses significant challenges. In particular, one has to ensure that the relevant industrial knowledge about the plant is well captured and maintained. This knowledge representation is in the heart of the digital twin, upon which applications are built that rely and refer to it as backbone for communication. The knowledge should encompass both master and operational data (which are partially depicted in Figure 1). The former includes the catalog of plant’s equipment together with its technical documentation and the topology of its location in the manufacturing shop floor, personnel, warehouse data, and production blueprints. The latter includes log files of messages generated by individual pieces of equipment during manufacturing, flow of raw materials and products, and purchases.

Such industrial knowledge naturally satisfies the Big Data dimensions. Indeed, first, it is large in volume, e.g., at a mid size plant this knowledge may contain information about up to hundreds of machines, processes and materials, and hundreds of thousands of events. Second, the data velocity is high, e.g., a daily volume of transaction data generated only by shop-floor equipment can be up to hundreds of thousands of messages, master data is also dynamic in this regard: shop-floor devices may be added, moved, or removed due to maintenance, system configurations may change according to the respective production processes and products when, say, a new product variant requires an additional welding operation. Finally, the variety across various data sources is high, e.g., the transaction data is structured according to numerous relational schemata, technical documentation comes in flat files, and equipment capabilities are encoded in various proprietary formats.

Knowledge Graphs (KGs) are considered as a prominent approach to represent and share industrial knowl-
Data dimensions of industrial knowledge, the corresponding KG cannot be manually created and curated. Thus, semi-automated techniques are needed to create and expand industrial KGs and a number of machine learning techniques have been proposed to address this challenge (see, e.g., [NMTG16] for overview). The main idea of these approaches is to convert entities and relations in a KG into a low-dimensional vector space and use it to infer missing information in the KG.

These approaches work better when the vector space is enhanced with some extra background knowledge, e.g., by also embedding textual documents attached to entities. We refer the reader to Section III for more details on existing machine learning approaches for KG expansion.

C. Contributions

In this work we show the effectiveness of machine learning for knowledge graph completion where the learning method is based on the vector space representation and accounts for background knowledge. In particular we develop an industrial scenario of a smart factory, a knowledge graph describing this factory, and how completion of this graph with the help of machine learning can be enhanced with a special type of background knowledge: log files of event messages generated by shop-floor manufacturing equipment.

The results of our evaluation are encouraging, where we apply the machine learning models to an industrial KG containing roughly 6,000 facts and create several use case scenarios of missing information. We show that our approach yields a boost in the quality of predicting missing links between digital twin entities and for certain relations we are able to restore missing information even in scenarios with highly incomplete relations.

II. USE CASE: INCOMPLETE INFORMATION IN A DYNAMIC MANUFACTURING SYSTEM

Our use case scenario is focused on synchronizing Digital Twins with their physical counterparts, more precisely we focus on a digital representation of automated factories that exhibit missing information. At the heart of such a digital factory representation is a data model describing the automation equipment, i.e. controllers and actuators, and other entities typically found in manufacturing environments, such as processes, products, and events.

The rest of the section is organized as follows. In Section II-A we describe the factory we study in our use case. In Section II-B we explain how we turn factory data in a KG. In Section II-C we describe event data we collected and why this data is relevant for our use case. Then, we present three scenarios of missing information in industrial knowledge graphs that we investigate in this work. All scenarios correspond to real-world situations in a factory that can be observed in smart factory environments. The scenarios are: change of factory equipment (Section II-D), introduction of
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new processes in manufacturing (Section II-E), and update of equipments software that results in new events being emitted (Section II-F).

A. Factory Description

The factory we studied is a simplified simulation of a real-world smart factory, and it consists of four similarly structured production lines, each of which produces a particular variant of a common product family using a set of connected production equipment. The factory has 180 devices, 4 different products that consist of a total of 59 unique material parts, and 55 different manufacturing processes. Each device can perform some skills including drilling, welding, and assembling and operates by inputting and outputting some of the materials that are part of four different product variants. In total the devices emitted 728 unique event entities during the collection time period for this case study, more details on the event data are given in the subsequent section.

B. Manufacturing Data as a Knowledge Graph

Typically, manufacturing data is scattered throughout diverse data sources and formats (relational databases, spreadsheets, XML files). Since we rely on RDF-based knowledge graphs, we exploit an ontology driven ETL process, known as Ontology-Based Data Access (OBDA) in order to translate these heterogeneous data sources into RDF.

OBDA follows the classical data integration paradigm that requires the creation of a common ‘global’ schema that consolidates ‘local’ schemata of the integrated data sources, and mappings that define how the local and global schemata are related [DH12]. In OBDA the global schema is an ontology: a formal conceptualisation of the domain of interest that consists of a vocabulary, i.e., names of classes, attributes and binary relations, such as connectedTo, hasPart, and axioms over the terms from the vocabulary that, e.g., assign attributes of classes, define relationships between classes, compose classes, class hierarchies, etc. The ontology we developed encodes generic specifications of manufacturing equipment, characteristics of sensors, materials, processes, descriptions of diagnostic tasks, etc. OBDA mappings relate each ontological term to a set of queries over the underlying data. OBDA mappings can be used in the same way as ETL rules for data transformation.

An overview of the KG that we obtained with the help of OBDA is shown in Table I where $|E|$ is the number of entities in the given class, $\text{avg}(In)$ represents the average number of incoming, and $\text{avg}(Out)$ the average number of outgoing links for each of the entity classes. Note that equipment entities are most densely connected in the KG, while events, although the largest class of entities in the KG, only have few outgoing links. In summary, the KG consists of 3,125 entities that are connected through 6,361 facts (triples) in 11 unique named relations (predicates).

| Entity Class | $|E|$ | $\text{avg}(In)$ | $\text{avg}(Out)$ |
|--------------|------|-----------------|-------------------|
| Equipment    | 180  | 13.13           | 5.6               |
| Process      | 55   | 4.89            | 7.0               |
| Material     | 59   | 5.9             | 8.9               |
| Event        | 728  | 0               | 2.17              |

C. Event Data

Factories, such as the one we simulated, are equipped with automation systems that continuously generate operational data, especially events, such as alarm codes or operator information messages. For a particular point in time, events from different locations in the factory are collected and later aggregated in log files. Observing these events enables the digital twin to trace some of the activity that is carried out by the physical equipment.

Due to the scattered layout of machines across factories, two consecutively emitted events are not necessarily correlated to each other, since their physical sources (i.e. production machines) may be completely independent. Nevertheless, as we will show in the following sections, occurrence patterns in event logs can be used to infer missing information contained in the factories KG.

For our use case study, we collected about 60,000 occurrences of events from the simulated factory.

D. Scenario: Changing Factory Equipment

The first scenario of completing missing information in the KG that we consider is related to equipment entities. More precisely, we study the effectiveness of KG completion by artificially removing certain links between equipment entities. Such missing information can naturally occur when additional devices are deployed at the factory, or existing devices need to be replaced due to maintenance. Having background knowledge in form of event sequences, this scenario studies how well such equipment connections can be automatically re-established through inference.

For our manufacturing KG, this scenario mainly affects two relations hasPart and connectedTo, as shown in Figure 2. Both sides of the figure show the same KG consisting of an assembly line that has two conveyors as parts. Also two exemplary event entities are related to their respective source locations. On the left-hand side of the figure the connectedTo relation is artificially removed, as indicated by the dashed arrow. On the right-hand side one of the hasPart relations is removed.

The KG completion task is to obtain a correct recommendation for both types of missing links, such that the missing information is restored via inference.

E. Scenario: Introduction of New Processes

In this scenario, we consider missing links between process entities that emerge when, e.g. new product variants
A knowledge graph $\mathcal{K}$ is a set of (positive) facts about a certain domain of interest represented as a set of triples of the form $\langle h, r, t \rangle$, where $h, t \in \mathcal{E}$ and $r \in \mathcal{R}$. In our scenario the event-centric data is represented using a subset $\mathcal{X} \subseteq \mathcal{E}$ of entities from a given KG. A sequence is an ordered set of (event) entities $s_i = \langle e_1, \ldots, e_m \rangle$, where $e_k \in \mathcal{X}$. A sequence dataset $\mathcal{S}$ is a set of sequences $\mathcal{S} = \{s_1, \ldots, s_n\}$.

Given a triple $\langle h, r, t \rangle$ (resp. $\langle t, r, t \rangle$) with a missing entity, a KG $\mathcal{K}$ and a sequence dataset $\mathcal{S}$, the event-enhanced KG completion is to utilize the background knowledge in $\mathcal{S}$ to predict the missing $t$ (resp. $h$) by retrieving a ranked list of possible candidate entities from a subset of all entities $\mathcal{E}$.

Following the common practice, we solve the KG completion problem by reducing it to a representation learning task, whose main goal is to represent entities $h$, $t$ and relations $r$ occurring in $\mathcal{K}$ in a low dimensional, e.g., $d$-dimensional, vector space as vectors $\mathbf{h}, \mathbf{t}, \mathbf{r} \in \mathbb{R}^d$, which are referred to as embeddings. In contrast to previously proposed extensions of the standard embedding approach, which improve the accuracy of the learned representations by taking into account additional knowledge in the textual form [WL16], we make use of the background knowledge represented as sequences of events. Unlike text, sequence datasets reveal the exact order of event occurrences, they do not follow any grammatical rules, e.g., miss stop words and reflect the structure of the process that produced these sequences.

In this work we are looking for event-enhanced knowledge graph embeddings to construct representations of $\mathbf{h}, \mathbf{t}, \mathbf{r}$ that leverage the sequential relationship between entities in $\mathcal{S}$. We note that despite the fact that $\mathcal{S}$ is only directly connected to entities in $\mathcal{X}$, a collective learning effect is introduced by incorporating event sequence information into the learning of KG embeddings that propagates event entity representations to other parts of the KG.

Our joint model combines the objective of KG embeddings $\mathcal{L}_{\mathcal{K}}$ and the objective of event sequence data embeddings $\mathcal{L}_{\mathcal{S}}$ using the joint formulation proposed in [XHMZ17]:

$$\mathcal{L}_{\text{joint}} = \mathcal{L}_{\mathcal{K}} + \alpha \mathcal{L}_{\mathcal{S}},$$

(1)

where, $\alpha$ is a hyper-parameter used as a weighting factor. Simultaneous training of both objective functions within an aggregated objective allows both models to influence each other through various parameter interconnections.

We consider three versions of $\mathcal{L}_{\text{joint}}$:

- **EKL$\text{Skip}$** follows the intuition of the skipgram model [MCCD13], which relies on the distributed representation hypothesis that a word is defined by its surrounding context. The goal of this model is to predict a context event given a particular center event in the log.
- **EKL$\text{Concat}$** accounts for the sequential dependencies among events: it deals with the characteristics of an event given a particular center event in the log.

### III. Machine Learning Approach

We now briefly describe our machine learning approach.

---

**Figure 2:** Equipment scenario, left: missing links that state facts about physical device connections. Right: Missing partonomy links of equipment.

**Figure 3:** Process scenario, left: missing links that state the production process flow. Right: Missing links to involved equipment in the process.

**Figure 4:** Event scenario, left: missing type information of event entities. Right: Missing source information of events that are introduced that require a different production process. Furthermore, in a separate study we consider missing links from processes to their involved equipment entities, as shown in Figure 2.

**F. Scenario: Observing New Events**

This scenario emerges frequently in automated factories in case the control logic that generates events of machines is modified, for example a new alarm message needs to be shown to the operator as soon as a certain oil pressure threshold is reached.

When new event entities are observed in the log that are missing annotations in the KG, the completion task can also be seen as a KG population task, since usually no previous information about a new event entity is present in the KG. Thus, predicting missing links means essentially introducing a completely new entity to the KG. This task corresponds to a well-known zero-shot learning.

---

**III. Machine Learning Approach**
about their order when encoding entity embeddings; we achieve this by adapting a vector concatenation-based model that is similar to the paragraph-vector model [LM14] without the notion of a paragraph.

- **EKL-RNN** employs a many-to-one vanilla RNN and feeds the \( m - 1 \) predecessor events as inputs to make a prediction for the \( m \)-th event based on the last output state of the RNN.

### IV. Evaluation

**A. Evaluation Protocol**

We apply and evaluate the three novel approaches for event-enhanced KG completion, i.e., EKL-Skip, EKL-Concat and EKL-RNN, on each of the scenarios of Section II. In each of the experiments, the original KG is split into a training, validation (10% of overall KG) and a test set that contains the artificially removed triples. Final model performance results are calculated based on the test set, for which we report a commonly-used evaluation metric:

- **Mean Rank**: the average rank of the entities (head and tail) that would have been the correct ones.

The mean rank in our experiments corresponds to the filtered version that has been originally proposed in [BUG+13], i.e., in the test set when ranking a particular triple \( \langle h, r, t \rangle \), all \( \langle h, r, t' \rangle \) triples with \( t \neq t' \) are removed. Employing grid search through the hyper-parameters we determine the best configuration by mean rank on the validation set with early stopping over a maximum of 100 epochs.

As a baseline, we use the default TransE model. For the incorporation of event sequence data, the skipgram model is also already a strong baseline in terms of comparison to order-preserving embeddings models.

**B. Results**

In order to evaluate performance of our approach on the scenarios of Section II-D, we have designed dedicated test sets corresponding to the triples of the scenarios. For example, if triples with connectedTo relation are missing, then the test set contains a controlled proportion of all \( \langle h, connectedTo, t \rangle \) triples in the KG. We call this proportion the Out-of-KG-size and varied it between 25%, 50% and 75% for each relevant predicate. This way we can simulate the degree of missing links and therefore can assess how well the models can handle different amounts of missing information. The performance results with respect to mean rank are shown in Figure 5. We now discuss them in details.

For the equipment connections scenario (top of Figure 5), it can be seen that incorporating events in the KG completion task does result in a lower mean rank compared to the standard TransE model as the proportion of missing connections is increased. On the other hand, this is not the case for the partonomy relation hasPart, since the event-enhanced models’ prediction quality is decreasing with growing Out-of-KG-size.

For the new process scenario (middle of Figure 5), and follows and involvedEquipment relations, especially EKL-Concat could robustly predict missing links with low mean rank. At the same time we observe that EKL-RNN and EKL-Skip in some parts perform worse than standard TransE. This supports our intuition for EKL-Concat that it can better capture process related relations.

For the new event scenario (bottom of Figure 5), one can see that, as expected, the event isA and hasSource relations benefit the most from incorporating their sequence as additional information. Most noticeably, EKL-Skip is robust to increasing size of missing links in both settings.

### V. Conclusion and Future Work

In this paper we presented a concrete industrial scenario of a Siemens digital twin based on a knowledge graph that models a physical factory, including its equipments, processes, and also operational data, such as events. We...
showed how missing knowledge in this graph can be predicted by relying on machine learning that combines KGs with background data in the form of log files of events. In our scenarios the missing data corresponds to common changes in factories. We evaluated our machine learning method in these scenarios and showed that with the help of our event-enhanced learning model it can do a good quality KG completion and therefore synchronise the digital and the physical representations of a smart factory. The KG completion performance results in most of the scenarios are promising and our models outperform a state-of-the-art KG completion model. Our approach performs best for population of KGs with new event entities.
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