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Abstract

We introduce a general non-parametric independence test between right-censored survival times and covariates, which may be multivariate. Our test statistic has a dual interpretation, first in terms of the supremum of a potentially infinite collection of weight-indexed log-rank tests, with weight functions belonging to a reproducing kernel Hilbert space (RKHS) of functions; and second, as the norm of the difference of embeddings of certain finite measures into the RKHS, similar to the Hilbert-Schmidt Independence Criterion (HSIC) test-statistic. We study the asymptotic properties of the test, finding sufficient conditions to ensure our test correctly rejects the null hypothesis under any alternative. The test statistic can be computed straightforwardly, and the rejection threshold is obtained via an asymptotically consistent Wild Bootstrap procedure. Extensive investigations on both simulated and real data suggest that our testing procedure generally performs better than competing approaches in detecting complex non-linear dependence.

1 Introduction

Right-censored data appear in survival analysis and reliability theory, where the time-to-event variable one is interested in modelling may not be observed fully, but only in terms of a lower bound. This is a common occurrence in clinical trials as, usually, the follow-up is restricted to the duration of the study, or patients may decide to withdraw from the study.

An important task when dealing with such data is to test independence between the survival times and the covariates. For instance, in a clinical trial setting, we may wish to test if the survival times differ across treatments, e.g., chemotherapy vs radiation; or if there is dependence on other covariates, such as ages of the patients, gender, or any other measured variables. The main challenge of testing independence in this setting is that we need to deal with censored observations, where the censoring mechanism may be dependent on the covariates while the time of interest may not. E.g., patients’ withdrawal times from a study can be associated to their gender even if gender is independent of the survival time.

The problem of testing independence has been widely studied by the statistical community. In the context of right-censored data, this problem has often been addressed through the mechanism of two-sample tests, in which the covariate takes one out of two possible values. For the two-sample problem, the main tool is the log-rank test [27, 31] and its generalizations, namely weighted log-rank tests [22, 3, 12]. The more general case, in which the covariates belong to \( \mathbb{R}^d \), is much more challenging, and most of the current approaches are ad-hoc for specific semi-parametric models, e.g., [6, 17, 41]. In particular, the most popular of these approaches is the Cox proportional hazards model [1], which assumes a linear effect of the covariates on the log-hazard function. Non-parametric approaches are more scarce, however [25, 28, 33]. In [25], a nonparametric test for independence is obtained by measuring monotonic relationships between a censored survival time and an ordinal covariate; and in [28], the authors propose an omnibus test that can detect any type of association between a censored
survival time and a 1-dimensional covariate. The recent non-parametric test in [33] was introduced to deal with general covariates on \( \mathbb{R}^d \). This approach deals with censored data by transforming it into uncensored samples, and then applies a well-known kernel independence test based on the Hilbert-Schmidt Independence Criterion (HSIC) [20, 5].

In this paper we propose a non-parametric test which can potentially detect any type of dependence between right-censored survival times and general covariates. Our testing procedure is based on a dependence measure between survival times and covariates which is constructed using weighted log-rank tests and the theory of reproducing kernel Hilbert spaces (RKHSs). We provide asymptotic results for our test-statistic and propose an approximation of the rejection region of our test by using a Wild Bootstrap procedure. Under mild regularity conditions, we prove that both the oracle and the testing procedure based on the Wild Bootstrap approximations are asymptotically consistent, meaning that our test can detect any type of dependence.

The closest prior works to our approach are [12] and [33], which are both based on kernel methods. In the former, the authors specifically address the two-sample problem for right-censored data. While the present test may be seen as related, the two-sample analysis is quite different, and heavily relies on the binary nature of the former, the authors specifically address the two-sample problem for right-censored data. In contrast, our approach involves a major performance advantage in practice, as we demonstrate in our experiments.

We use standard survival analysis/counting processes notation. For \( \{Z_i, C_i, X_i\}_{i \in [n]} \) a collection of random variables taking values on \( \mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}^d \), where \( Z_i \) denotes a survival time of interest, \( C_i \) is a censoring time, and \( X_i \) is a vector of covariates taking values on \( \mathbb{R}^d \), and \( d \geq 1 \). In practice, we do not observe \( \{Z_i, C_i, X_i\} \) directly, but instead observe triples \( \{T_i, \Delta_i, X_i\} \), where \( T_i = \min\{Z_i, C_i\} \) and \( \Delta_i = I(T_i = Z_i) \). This type of data is known as right-censored data. Additionally, we assume \( Z \perp C \mid X \), which is known as independent right-censoring.

We denote by \( F_T, F_Z, F_C \) and \( F_X \), the marginal distribution functions associated to \( T, Z, C \) and \( X \), respectively. We use standard notation to denote joint and conditional distributions, e.g. \( F_{ZC|X=x} \) denotes the joint distribution of \( Z \) and \( C \) conditional on \( X = x \). We denote by \( S_T(t) = 1 - F_T(t), S_Z(t) = 1 - F_Z(t) \) and \( S_C(t) = 1 - F_C(t) \) the marginal survival functions associated to \( T, Z \) and \( C \), respectively, and by \( S_{T|X=x}(t) = 1 - F_{T|X=x}(t) \) and \( S_{Z|X=x}(t) = 1 - F_{Z|X=x}(t) \) and \( S_{C|X=x}(t) = 1 - F_{C|X=x}(t) \), the respective survival functions conditioned on \( X = x \). In this work, we assume that \( Z \mid X = x \) and \( C \mid X = x \) are continuous random variables for almost all \( x \in \mathbb{R}^d \), with densities denoted by \( dF_{Z|X=x}(t) \) and \( dF_{C|X=x}(t) \) respectively. We further assume that \( Z \) and \( C \) are proper random variables, meaning that \( P(Z < \infty | X = x) = 1 \) and \( P(C < \infty | X = x) = 1 \) for almost all \( x \in \mathbb{R}^d \). The marginal cumulative hazard function of \( Z \) is defined as \( \Lambda_Z(t) = \int_0^t S_Z(s)^{-1}dF_Z(s) \).

Similarly, the conditional cumulative hazard of \( Z \) given \( X = x \) is \( \Lambda_{Z|X=x}(t) = \int_0^t S_{Z|X=x}(s)^{-1}dF_{Z|X=x}(s) \). We define \( \tau_n = \max\{T_1, \ldots, T_n\}, \tau_x = \sup\{t : S_{T|X=x}(t) > 0\} \) and \( \tau = \sup\{t : S_T(t) > 0\} \); note that \( \tau_n \xrightarrow{a.s.} \tau \).

### Counting processes notation

We use standard survival analysis/counting processes notation. For \( i \in [n] \), we define the individual and pooled counting processes by \( N_i(t) = \Delta_i I_{\{T_i \leq t\}} \) and \( N(t) = \sum_{i=1}^n N_i(t) \), respectively. Similarly, we define the individual and pooled risk functions by \( Y_i(t) = I_{\{T_i \geq t\}} \) and \( Y(t) = \sum_{i=1}^n Y_i(t) \).

We assume that all our random variables take values on a common filtrated probability space \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P) \), where the sigma-algebra \( \mathcal{F}_t \) is generated by \( \{I_{\{T_i \leq s, \Delta_i = a\}}, I_{\{T_i \leq s, \Delta_i = 1\}}, X_i : s \leq t, i \in [n]\} \), and the \( P \)-null sets of \( \mathcal{F} \). Under the null hypothesis, for \( i \in [n] \), we define the individual and pooled \( (\mathcal{F}_t) \)-martingales, \( M_i(t) = N_i(t) - \int_{[0,t]} Y_i(s)d\Delta_Z(s) \) and \( M(t) = N(t) - \int_{[0,t]} Y(s)d\Delta_Z(s) \), respectively. Finally, we denote by \( d\widehat{\Lambda}(t) = dN(t)/Y(t) \) the Nelson Aalen estimator of \( d\Delta_Z(t) \) under the null hypothesis. For more information about counting processes martingales, we refer the reader to Fleming and Harrington [13] Chapters 1 and 2.
In this work \( \int_a^b \) means integration over \((a, b]\) unless \(b = \tau\), in which case we integrate over \((a, \tau]\). Due to the simple nature of the martingales that appear in this work (which arise from counting processes), properties such as (squared-)integrability of these processes are trivial, and thus we state them without proof. Also, note that for any \( t > \tau_n \), it holds that \( N(t) = N(\tau_n) \) and \( M(t) = M(\tau_n) \). Hence \( \int_{\mathbb{R}_+} g(t) dN(t) = \int_0^{\tau_n} g(t) dN(t) = \int_{\mathbb{R}_+} g(t) dN(t) \); the same holds for the martingale \( M \).

For simplicity of exposition and notation we assume \( X \in \mathbb{R}^d \), however our results also apply straightforwardly to general covariate spaces, as our statistic is based on kernel functions that may be defined on more general domains: see next section.

3 Construction of the test

We are interested in testing if the failure times \( Z \) are independent of the covariates \( X \). Specifically, we would like to test the null hypothesis,

\[
H_0 : F_{ZX} = F_Z F_X, \quad \text{against} \quad H_1 : F_{ZX} \neq F_Z F_X.
\]

One of the most popular approaches to solve this problem is the log-rank test for proportional hazard functions. This test can be obtained as a score test from a partial likelihood function for the Cox’s proportional hazards model given by \( \Lambda_{Z|X}(t) = e^{\beta^T x} \Lambda_Z(t) \). This approach fails in many scenarios, however, since it only considers a linear effect of the covariates on the log hazard, which is given by the term \( \beta^T x \).

Our method generalizes the previous method by defining a general collection of log-rank tests in which the association between time and covariates is modeled through general functions \( \omega(t, x) \), instead of the simple expression \( \beta^T x \).

**General score test** We obtain a general log-rank test, for a fixed function \( \omega : \mathbb{R}_+ \times \mathbb{R}^d \rightarrow \mathbb{R} \), by computing the score test associated to the model defined in terms of the conditional cumulative hazard function,

\[
\Lambda_{Z|X}(t; \theta, \omega) = \int_0^t e^{\theta \omega(s, x)} d\Lambda_Z(s) \quad \theta \in \Theta,
\]

where \( \omega : \mathbb{R}_+ \times \mathbb{R}^d \rightarrow \mathbb{R} \) is some non-zero fixed function, \( \Theta \) is an open subset of \( \mathbb{R} \) containing \( \theta = 0 \), and \( \Lambda_Z(s) \) is the marginal (baseline) cumulative hazard function associated to the failure time \( Z \). Under the assumption that our data is generated by this model for some fixed function \( \omega(t, x) \), testing the null hypothesis \( H_0 : Z \perp \Xi \) is equivalent to testing \( H_0 : \theta = 0 \), which can be done using a score test.

A score test is a hypothesis test used to check whether a restriction imposed on a model estimated by maximum likelihood is violated by the data. The score test assesses the gradient of the log-likelihood function, known as score function, evaluated at some parameter \( \theta \) under the null hypothesis. Intuitively, if the maximizer of the log-likelihood function is close to 0, the score, evaluated at \( \theta = 0 \), should not differ from zero by more than sampling error.

The likelihood function associated to the right-censored data \( (T_i, \Delta_i, X_i)_{i=1}^n \) can be computed as follows. Given \( X_i \), the contribution to the likelihood of an uncensored observation \( (T_i, \Delta_i) \) (that is, for \( \Delta_i = 1 \)) is \( dF_{Z|X}(T_i) = d\Lambda_{Z|X}(T_i) S_{Z|X}(T_i) \). When \( (T_i, \Delta_i) \) is censored, \( \Delta_i = 0 \), the contribution corresponds to \( S_{Z|X}(T_i) \). The latter follows from the fact that when \( T_i \) is censored, we only know that \( Z_i > T_i \).

Thus, given the covariates \( (X_i)_{i=1}^n \), the likelihood function for the data \( (T_i, \Delta_i)_{i=1}^n \) under the model in Equation (1) corresponds to

\[
L_n(\theta; \omega) = \prod_{i=1}^n d\Lambda_{Z|X}(T_i)^{\Delta_i} S_{Z|X}(T_i) = \prod_{i=1}^n e^{\theta \Delta_i \omega(T_i, X_i)} d\Lambda_Z(T_i) \Delta_i \exp \left\{ - \int_0^{T_i} e^{\theta \omega(s, X_i)} d\Lambda_Z(s) \right\},
\]

where the second equality follows since \( S_{Z|X}(t) = \exp \left\{ - \int_0^t d\Lambda_Z(s) \right\} \).

The score function is then defined as

\[
U_n(\theta; \omega) = \frac{d}{d\theta} \log L_n(\theta; \omega) = \sum_{i=1}^n \left( \Delta_i \omega(T_i, X_i) - \int_0^{T_i} \omega(t, X_i) e^{\theta \omega(t, X_i)} d\Lambda_Z(t) \right),
\]
and \( U_n(0, \omega) \) is the score statistic associated to the null hypothesis, \( H_0 : \theta = 0 \). A normalized version of \( U_n(0, \omega) \) can be obtained using the variance/covariance matrix of \( U_n(\theta; \omega) \), written as \( \Sigma(\theta; \omega) = \text{E}(\frac{1}{2} \log L_n(\theta; \omega)) \), and then writing \( S_n(0; \omega) = U_n(0; \omega)^\top \Sigma(0; \omega)^{-1} U_n(0; \omega) \). By the Neyman-Pearson Lemma [30], it follows that the test based on \( S_n(0; \omega) \) is the most powerful test for small deviations from the null under the model defined in Equation [1].

In general the marginal hazard function \( d\Lambda_Z(s) \) is unknown, and thus \( U_n(0; \omega) \) cannot be evaluated in practice. However, under the null, \( d\Lambda_Z(s) \) can be estimated from the data using the Nelson-Aalen estimator [11]
\[
d\Lambda_Z(t) = dN(t)/Y(t),
\]
yielding
\[
\hat{U}_n(0; \omega) = \sum_{i=1}^{\infty} \int_{R_+} (\omega(t, X_i) - \bar{\omega}_n(t))dN_i(t), \tag{2}
\]
where \( \bar{\omega}_n(t) = \sum_{j=1}^{n} \omega(t, X_j)Y_j(t)/Y(t) \).

### Log-rank formulation

The expression for the un-normalized score statistic given in Equation (2) can be written as a discrepancy between two empirical measures with respect to the weight function \( \omega \). In survival analysis terminology, this is known as weighted log-rank test, and, in our scenario, it takes the form
\[
\text{LR}_n(\omega) = \frac{1}{n} \hat{U}_n(0; \omega) = \int_{R_+} \int_{\mathbb{R}^d} \omega(t, x) (dv_1^0(t, x) - dv_0^0(t, x)), \tag{3}
\]
where \( v_1^0 \) and \( v_0^0 \) are empirical measures defined as
\[
 dv_1^0(t, x) = \frac{1}{n} \sum_{i=1}^{n} dN_i(t) \delta_{X_i}(x) = \frac{1}{n} \sum_{i=1}^{n} \Delta_i \delta_{T_i, X_i}(t, x) \tag{4}
\]
and
\[
 dv_0^0(t, x) = \frac{dN(t)}{n} \sum_{i=1}^{n} Y_i(t) \delta_{X_i}(x) = \frac{1}{n} \Delta_j \delta_{T_j}(t) \sum_{i=1}^{n} Y_i(t) \delta_{X_i}(x). \tag{5}
\]

The next theorem gives a consistency limit result for \( \text{LR}(\omega) \).

**Theorem 3.1.** Let \( \omega : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R} \) be a bounded measurable function. Then
\[
\text{LR}_n(\omega) \overset{P}{\to} \int_{\mathbb{R}^d} \int_0^\tau \omega(s, x)(dv_1(s, x) - dv_0(s, x)),
\]
where \( v_0 \) and \( v_1 \) are defined by \( dv_1(t, x) = S_{C|X=x}(t) dF_{ZX}(x, t) \), \( dv_0(t, x) = S_{T|X=x}(t) d\alpha(t) dF_X(x) \) and \( \alpha(I) = \int_I \int_{\mathbb{R}_+} S_{C|X=x}(t) dF_{ZX}(x, t) \) for any measurable \( I \subseteq (0, \tau) \).

Simple algebra shows that, under the null hypothesis (i.e., \( H_0 : Z \perp \perp X \)), \( v_1 = v_0 \), and consequently \( \text{LR}_n(\omega) \overset{P}{\to} 0 \) for any weight function \( \omega(t, x) \). Under some regularity conditions which we state in Assumption 3.2 we prove that \( v_1 = v_0 \) implies \( Z \perp \perp X \).

**Assumption 3.2.** For almost all \( x \in \mathbb{R}^d \), \( S_{C|X=x}(t) = 0 \) implies \( S_{Z|X=x}(t) = 0 \).

**Proposition 3.3.** Under Assumption 3.2 it holds that \( v_1 = v_0 \) if and only if \( Z \perp \perp X \).

Note that \( \text{LR}_n(\omega) \overset{P}{\to} 0 \) does not necessarily imply \( v_0 = v_1 \), since, if we choose \( \omega \) equal to the zero function, then \( \text{LR}_n(\omega) \) is only trivially. Thus, when using log-rank tests, it is very important to use a relevant weight function for the problem at hand. Instead of choosing a single weight function, we propose to optimize over a large collection of candidate functions.

### RKHS approach

While normalized log-rank tests exhibit good statistical properties for small deviations from alternatives belonging to the model in Equation [4], this good behavior is only guaranteed for a single weight function \( \omega \) at a time. In practice, it is very unlikely that the dependence structure of \( Z \) and \( X \) is known beforehand, and thus choosing the correct weight \( \omega(t, x) \) (if it exists) seems hard.
In order to avoid choosing a particular weight $\omega(t,x)$ in advance, we consider a family of weighted log-rank statistics, and compute

$$\Psi_n^2 = \left( \sup_{\omega \in \mathcal{H} : \|\omega\|_{\mathcal{H}}^2 \leq 1} \text{LR}_n(\omega) \right)^2,$$

where the function $\omega(t,x)$ is allowed to take values in a potentially infinite-dimensional space of functions $\mathcal{H}$. We refer to $\Psi_n^2$ as the kernel log-rank statistic.

In particular, we choose $\mathcal{H}$ as a reproducing kernel Hilbert space (RKHS) of functions. One of the main advantages of choosing this particular space, is that it gives a simple closed-form solution for the optimization problem of Equation (6). For general spaces of functions, finding the function $\tilde{\omega}$ that maximizes the likelihood function, or solving the optimization problem of Equation (6), might be much harder problem, as it is likely that $\tilde{\omega}$ does not have a closed-form solution. We will prove that, under some mild regularity assumptions, a sufficiently rich choice of RKHS will be able to detect any type of dependencies. Comparing with works that consider a maximum among normalised log-rank statistics (i.e., divided by the standard deviation) [23, 38, 14], our test will use the un-normalised statistic $\text{LR}_n(\omega)$. This being said, note that we are indirectly normalizing by choosing $\omega$ in the unit ball of $\mathcal{H}$.

Reproducing Kernel Hilbert Spaces An RKHS $(\mathcal{H}, \langle \cdot, \cdot \rangle_\mathcal{H})$ is a Hilbert space of functions in which the evaluation operator is continuous. By the Riesz representation theorem, for all $(t,x) \in \mathbb{R}_+ \times \mathbb{R}^d$ there exists a unique element $\mathcal{R}(t,x) \in \mathcal{H}$ such that, for all $\omega \in \mathcal{H}$, it holds $\omega(t,x) = \langle \omega, \mathcal{R}(t,x) \rangle_\mathcal{H}$; this property is known as the reproducing property. We define the so-called reproducing kernel $\mathcal{R} : (\mathbb{R}_+ \times \mathbb{R}^d)^2 \to \mathbb{R}$ as $\mathcal{R}(t,x), (t',x')) = \langle \mathcal{R}(t',x'), \mathcal{R}(t,x) \rangle_\mathcal{H}$ for any $(t,x), (t',x') \in \mathbb{R}_+ \times \mathbb{R}^d$. By the Moore-Aronszajn theorem, for any symmetric positive-definite kernel $\mathcal{R}$, there exists a unique RKHS $\mathcal{H}$ for which $\mathcal{R}$ is its reproducing kernel. Finally, for any finite signed Radon measure (not necessarily a probability measure), we define its embedding into $\mathcal{H}$ as

$$\phi_\nu(\cdot) = \int_{\mathbb{R}_+} \int_{\mathbb{R}^d} \mathcal{R}(t,x), (t,x))d\nu(t,x) \in \mathcal{H},$$

which existence is guaranteed by $\int_{\mathbb{R}_+} \int_{\mathbb{R}^d} \sqrt{\mathcal{R}(t,x), (t,x))d\nu(t,x)} < \infty$, see [3].

**RKHS distance** We define the embeddings of the empirical measures $\nu_t^n$ and $\nu_0^n$ (introduced in Equations 4 and 5) into $\mathcal{H}$ with reproducing kernel $\mathcal{R}$ as

$$\phi_t^n(\cdot) = \int_0^T \int_{\mathbb{R}_+} \mathcal{R}(t,x), (t,x))d\nu(t,x) \text{ and } \phi_0^n(\cdot) = \int_0^T \int_{\mathbb{R}^d} \mathcal{R}(t,x), (t,x))d\nu_0(t,x),$$

respectively. Notice both $\phi_t^n$ and $\phi_0^n$ are well-defined elements of $\mathcal{H}$, as they are finite sums of elements of $\mathcal{H}$.

The next Theorem gives a closed-form expression for the kernel log-rank statistic in terms of the distance (induced by the norm) of the embeddings $\phi_0^n$ and $\phi_t^n$.

**Theorem 3.4.**

$$\Psi_n^2 = \|\phi_0^n - \phi_t^n\|_\mathcal{H}^2 = \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n \Delta_i \Delta_j \bar{\mathcal{R}}_n((T_i, X_i), (T_j, X_j)),$$

where

$$\bar{\mathcal{R}}_n((t,x), (t',x')) = \mathcal{R}(t,x), (t',x')) - \sum_{k=1}^n \mathcal{R}(t,x), (t',X_k)) \frac{Y_k(t')}{Y(t')}$$

$$- \sum_{j=1}^n \mathcal{R}(t,x), (t',x')) \frac{Y_j(t)}{Y(t')} + \sum_{j,k=1}^n \mathcal{R}(t,x), (t',X_k)) \frac{Y_j(t)}{Y(t')} \frac{Y_k(t')}{Y(t')}.$$  

Moreover, if $\mathcal{R}(t,x), (t',x')) = L(t',t)K(x,x')$, then

$$\Psi_n^2 = \|\phi_0^n - \phi_t^n\|_\mathcal{H}^2 = \frac{1}{n^2} \text{trace}(L^\Delta (I - A)K(I - A)^T)$$

where $K, L^\Delta$ and $A$ are $(n \times n)$-dimensional matrices whose entries $(i,j)$ are defined as $K_{i,j} = K(X_i, X_j)$, $(L^\Delta)_{i,j} = \Delta_i \Delta_j L(T_i, T_j)$ and $(A)_{i,j} = A_{ij} = \frac{Y_j(T_j)}{Y(T_j)}$, and $I$ denotes the identity matrix.
4 Asymptotic Analysis

Asymptotic null distribution We study the asymptotic null distribution of $n\Psi_n^2$ which is fundamental to construct a testing procedure. The key step is to show that we can rewrite $\Psi_n^2$ as a V-statistic plus an asymptotically negligible term. The asymptotic null distribution of $n\Psi_n^2$ then follows from the standard theory of V-statistics. We refer to \cite{[34, Section 5.5.2]} for a discussion of V-statistics.

Proposition 4.1. Under the null hypothesis $H_0: Z \perp X$, the kernel log-rank statistic can be written as

$$\Psi_n^2 = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} J_n((T_i, \Delta_i, X_i), (T_j, \Delta_j, X_j)),$$

where $J_n : (\mathbb{R}_+ \times \{0, 1\} \times \mathbb{R}^d)^2 \to \mathbb{R}$ is a symmetric random function defined as

$$J_n((s, c, x), (s', c', x')) = \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \tilde{K}_n((t, x), (t', x')) dm_{s,c}(t) dm_{s',c'}(t),$$

and $dm_{s,c}(t) = c\delta_s(t) - 1_{(s \geq 1)} d\Lambda_Z(t)$.

The expression in Equation (10) suggests a V-statistic representation for the kernel log-rank statistic. In the next result, we prove that $n\Psi_n^2$ can, indeed, be approximated by a V-statistic, by showing that $J_n$ can be replaced by its population version $J$, which follows from replacing the random kernel $\tilde{K}_n$ by its corresponding population version $\bar{K}$, given by

$$\bar{K}((t, x), (t', x')) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \left( \tilde{K}((t, x), (t', x')) - \tilde{K}((t, x), (t', y')) \right) \frac{S_{C|X=y}(t)}{S_C(t)} dF_X(y) dF_X(y'),$$

which is valid under the null as $S_C(t) = S_Z(t) S_C(t)$.

Assumption 4.2. $\bar{K}((t, x), (t', x')) = L(t, t') K(x, x')$, and both $K$ and $L$ are bounded.

Lemma 4.3. Under Assumption 4.2 and the null hypothesis, it holds

$$\Psi_n^2 = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} J((T_i, \Delta_i, X_i), (T_j, \Delta_j, X_j)) + o_p(n^{-1}),$$

where

$$J((s, c, x), (s', c', x')) = \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \bar{K}((t, x), (t', x')) dm_{s,c}(t) dm_{s',c'}(t).$$

It can be easily checked that $E(J((t, c, x), (T_1, \Delta_1, X_1))) = 0$ for any $(t, c, x) \in \mathbb{R}_+ \times \{0, 1\} \times \mathbb{R}^d$ under the null (since $d\mu_{T, \Delta}(t) = dM(t)$). The statistic $\Psi_n^2$ is then approximately a degenerate V-statistic, and thus we deduce its limit distribution from the classical theory of degenerate V-statistics \cite{[34, Section 5.5.2]}.

Theorem 4.4. Under Assumption 4.2 and the null hypothesis, it holds that

$$n\Psi_n^2 \xrightarrow{D} \int_{\mathbb{R}^d} \bar{K}((t, x), (t, x)) S_{C|X=x}(t) dF_Z(t) dF_X(x) + \mathcal{Y},$$

where $\mathcal{Y} = \sum_{i=1}^{\infty} \lambda_i (\xi_i^2 - 1)$, $\xi_1, \xi_2, \ldots$ are i.i.d. standard normal random variables, and $\lambda_1, \lambda_2, \ldots$ are non-negative constants which depend on the distribution of the random variables $(Z, C, X)$ and the kernel $\bar{K}$.

The next result states that if we directly replace $\tilde{K}_n$ by its limit $\bar{K}$ in Equation (8), the resulting test-statistic has the same asymptotic null distribution as $n\Psi_n^2$.

Theorem 4.5. $n\Psi_n^2$ and $\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \Delta_i \Delta_j \tilde{K}((T_i, X_i), (T_j, X_j))$ have the same asymptotic distribution under the null hypothesis.
Power under alternatives We next analyze the asymptotic behavior of $\Psi_n^2$ under the alternative hypothesis, i.e., $H_1: F_{Z_X} \neq F_Z F_X$. To this end, we first establish a consistency result for $\Psi_n^2$.

Lemma 4.6. Under Assumption 4.2, it holds $\Psi_n^2 \xrightarrow{P} 1$, where

$$\phi_1(\cdot) = \int_T \int_{\mathbb{R}^d} K(\cdot,x) L(\cdot,t) d\nu_1(t,x) \quad \text{and} \quad \phi_0(\cdot) = \int_T \int_{\mathbb{R}^d} K(\cdot,x) L(\cdot,t) d\nu_0(t,x),$$

and $\nu_1$ and $\nu_0$ are the population measures defined in Theorem 3.1.

The next step is to ensure that $\|\phi_0 - \phi_1\|_H^2$ is zero if and only if the null hypothesis holds. This result will follow from assuming conditions on the kernel $H$ that ensure the embeddings of the measures $\nu_0$ and $\nu_1$ onto $H$ are injective, and from Proposition 3.3, which proves that $\nu_0 = \nu_1$ if and only if the null hypothesis holds.

Theorem 4.7. Let $\gamma > 0$ be any constant. Suppose that both $L$ and $K$ are bounded, continuous, characteristic translation invariant, and $c_0$-kernels. Then, under the alternative hypothesis, and under Assumptions 3.2 and 4.2, $n\Psi_n^2 \rightarrow \infty$ as $n$ grows to infinity, and thus

$$\limsup_{n \to \infty} \mathbb{P} \left( n\Psi_n^2 > \gamma \right) = 1.$$

In the previous result we say $K$ is a $c_0$-kernel if $K(x, \cdot) \in C_0(\mathbb{R}^d)$, where $C_0(\mathbb{R}^d)$ denotes the class of continuous functions in $\mathbb{R}^d$ that vanish at infinity. An example of a kernel that satisfies the conditions stated in the previous Theorem is the exponentiated quadratic kernel, given by $K(x, y) = \exp\{-(x-y)^T \Sigma^{-1} (x-y)\}$.

Under the assumptions of Theorem 4.7, our testing procedure has asymptotic power tending to one for any alternative, and thus it is able to detect any type of dependency between survival times and covariates, given enough observations. Even if the kernel does not satisfy the properties stated in Theorem 4.7, however, we can guarantee the power of the test for alternatives following the model of Equation (1), that is, for alternatives of the form $\Lambda_{Z|x}(t; \theta) = \int_0^t e^{d\omega^*(s,x)} d\Lambda_{Z}(s)$ for some $\omega^* \in H$ on the unit ball and $\theta \neq 0$, as the log-rank statistic $LR_n(\omega^*)^2 \rightarrow c > 0$, with $c$ a positive constant. Then,

$$\Psi_n^2 = \left( \sup_{\omega \in \mathcal{H}, \|\omega\|_H^2 \leq 1} LR_n(\omega) \right)^2 \geq LR_n(\omega^*)^2 \rightarrow c,$$

and thus when re-scaling by $n$, it holds that $n\Psi_n^2 \rightarrow \infty$.

Recovering existing tests We show our approach can also recover certain known tests for specific choices of the kernel function.

Example 4.8 (Two-sample weighted log-rank test). Consider $X \in \{0, 1\}$, i.e., the two-sample problem. We can recover the standard weighted log-rank test with arbitrary weight function $\omega : \mathbb{R}_+ \to \mathbb{R}$, by choosing $\omega(t, 1) = -\omega(t, 0)$ and $\omega(t, 0) = \tilde{\omega}(t)/2$. Then, by replacing $\omega$ into Equation (3), we obtain

$$LR_n(\omega) = \frac{1}{n} \int_0^T \tilde{\omega}(t)L(t)(d\tilde{\Lambda}^0(t) - d\Lambda(t)), \quad (13)$$

where $d\tilde{\Lambda}$ denotes the Nelson-Aalen estimator for each group $j \in \{0, 1\}$. Furthermore, $\Psi_n = \sup_{\omega : \|\omega\|_H = 1} LR_n(\omega)$ recovers the general test proposed in [12].

Example 4.9 (Cox proportional hazards model). Consider the Hilbert space of functions $\omega(t, x) = V^{1/2}\beta^T x$, where $\beta \in \mathbb{R}^d$ and $V$ is a positive-definite matrix of length-scales. By using this space of functions, our kernel log-rank statistic becomes

$$\Psi_n = \sup_{\beta \in \mathbb{R}^d, \|V^{1/2}\beta\|_H^2 \leq 1} LR_n(\beta), \quad (14)$$

and it can be computed using Equation (9) with a linear kernel on the covariates, $K(x, x') = (V^{1/2}x)^T (V^{1/2}x')$, and a constant kernel on times, $L(t, t') = 1$. Then

$$n\Psi_n^2 = \frac{1}{n} \sum_{i=1}^n \sum_{\ell=1}^n \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \hat{R}_n((t, X_i), (t', X_i)) dM_i(t) dM_j(t') = UC_{\text{cos}}(0)^T V UC_{\text{cos}}(0),$$

where $UC_{\text{cos}}(0) = \frac{d}{d\beta} l_{\text{cos}}(\beta)|_{\beta = 0}$ is the score function associated to the so-called Cox partial likelihood $l_{\text{cos}}(\beta)$. By choosing $V$ equal to the inverse of the Fisher information matrix, the Cox score test and our $\Psi_n$ are asymptotically equivalent.
5 Wild Bootstrap

In practice, the asymptotic null distribution is unknown, and thus we propose to use a Wild Bootstrap approximation to it. The Wild Bootstrap test-statistic \((\Psi_n^W)^2\) is given by

\[
(\Psi_n^W)^2 = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} W_i W_j \Delta_i \Delta_j \tilde{R}_n((T_i, X_i), (T_j, X_j)),
\]

where \(W = (W_1, \ldots, W_n)\) are a collection of i.i.d. Rademacher random variables, which are independent of the data \(D = \{(T_i, \Delta_i, X_i)\}_{i=1}^{n}\).

In this section we prove two main results. The first result establishes that, under the null hypothesis, the asymptotic distribution of \(n(\Psi_n^W)^2\) coincides with the asymptotic distribution of the kernel log-rank test-statistic \(n\Psi_n^2\). The second result is analogous to Theorem 4.7 but replacing \(\gamma\) by the \(1-\alpha\) quantile obtained by the Wild Bootstrap procedure.

Lemma 5.1. Under Assumption 4.2 it holds that

\[
(\Psi_n^W)^2 = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} W_i W_j \Delta_i \Delta_j \tilde{R}(\Delta_i X_i, \Delta_j X_j) + o_p(n^{-1}). \tag{15}
\]

Our first main result is given in the following Theorem.

Theorem 5.2. Suppose that the null hypothesis and Assumption 4.2 hold true, and let \(L\) denote the asymptotic distribution of \(n\Psi_n^2\). Then, for almost all sequences \((t_i, \delta_i, x_i)_{i \geq 1}\) sampled from \((T_i, \Delta_i, X_i)_{i \geq 1}\), \(n(\Psi_n^W)^2 \xrightarrow{D} L\), as \(n \to \infty\).

The previous result guarantees \(\lim_{n \to \infty} P(n(\Psi_n^W)^2 > Q_{1-\alpha}) = \alpha\), where \(Q_{1-\alpha}\) is the \(1-\alpha\) quantile of \(L\). Note that \(L\) depends on the distribution \(\theta\) of the triple \((X, Z, C)\) that defines the null. Changing this distribution to a distribution \(\theta'\) (that still satisfies the null) will lead to a potentially different asymptotic distribution \(L'\) of the test-statistic. Therefore, the speed of convergence of the above result may depend on \(\theta\). It is thus important to emphasize that our result ensures a pointwise asymptotic level, but not uniformly asymptotic level.

Our second main result is given in the following theorem.

Theorem 5.3. Consider Assumptions 4.2 and 4.3 and assume that both \(L\) and \(K\), are bounded, continuous, characteristic, translation invariant, and \(\alpha_0\)-kernels. Let \(\alpha \in (0, 1)\), and let \(Q_{n,M}^W\) denote the \(1-\alpha\) quantile obtained from a sample of fixed size \(M\) of the Wild Bootstrap test-statistic, \(n(\Psi_n^W)^2_1, \ldots, n(\Psi_n^W)^2_M\). Then, under the alternative hypothesis

\[
P (n\Psi_n^2 > Q_{n,M}^W) \to 1 \quad \text{as} \quad n \to \infty.
\]

From the previous result, we deduce that, under the Assumptions of Theorem 5.3, the test based on the Wild Bootstrap approximation of the null distribution is able to detect any type of dependency between survival times and covariates asymptotically, as long as censoring does not hide the regions in which the dependence occurs.

Implementation Under Assumption 4.2 the Wild Bootstrap test-statistic can be easily evaluated as follows,

\[
n(\Psi_n^2)^W = \frac{1}{n^2} \text{trace}(L^{\Delta,W}(I - A)K(I - A)^\top), \tag{16}
\]

where \(L^{\Delta,W}\) is a \((n \times n)\)-matrix defined as \((L^{\Delta,W})_{i,j} = (\Delta_i W_i)(\Delta_j W_j)L(T_i, T_j)\), and \(K, A\) and \(I\) are defined in Theorem 5.4. Algorithm 1 below describes the implementation of our testing procedure.

Computational time By the following Proposition, our algorithm has the same computational complexity as the HSIC based permutation test of [19].

Proposition 5.4. \(n\Psi_n^2\) and \(n(\Psi_n^W)^2\) can be computed in \(O(n^2)\) time.

Using a simple Python implementation that does not use a GPU, running on a CPU with 4 cores at 1.6GHz, computation of the kernel log-rank statistic takes about 10 seconds for a sample of size 10000, and about 0.1 second for a sample of size 1000. If faster computation is required, we may adopt the large-scale approximations proposed in [40]. Moreover, Wild Bootstrap statistics can be computed in parallel, and matrix computations can be done on a GPU.
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In this section we investigate the power of the different tests using Bootstrap samples to estimate the rejection region. We compare the kernel log-rank test with the traditional Cox likelihood ratio (Cox LR) test \([6]\), denoted by Cph in the legends, and the optHSIC test \([33]\), denoted by Opt in the legends. As in \([33]\), we use the Brownian covariance kernel in optHSIC. The assessment of the Type I error can be found in Appendix A.1. Code to implement the kernel log-rank test and reproduce the experiments below can be found at \(\text{https://github.com/davidrindt/kernel_logrank_python_code}\).

**Algorithm 1:** Wild Bootstrap.

**Input:** data \(\{T_i, \Delta_i, X_i\}_{i=1}^n\), \(\alpha\) and \(M\)

1. for \(k\) in 1 \(\rightarrow\) \(M\) do
2. Sample \(W = (W_1, \ldots, W_n)^\sim_{i.i.d.}\) Rademacher
3. Compute \((\Psi^n_W)^k\) as in equation (10)
4. Denote by \(Q^n_{n,M}\) the \(1 - \alpha\) quantile of the sample \(n(\Psi^n_W)^1, \ldots, n(\Psi^n_W)^M\)
5. Compute \(n\Psi^n_W\) as in Equation (9)
6. Reject if \(n\Psi^n_W > Q^n_{n,M}\)

6 Experiments

We study the performance of the proposed kernel log-rank test for various choices of kernels. We choose the kernels to be products of a kernel on the covariates, \(K\), and a kernel on the times, \(L\). We denote the product kernel by \((K, L)\). We study the following four cases: 1. \((K = \text{Lin}, L = 1)\), 2. \((K = \text{Gau}, L = 1)\), 3. \((K = \text{Fis}, L = 1)\) and 4. \((K = \text{Gau}, L = 1)\), where “Lin” denotes the linear kernel, “Gau” the exponentiated quadratic (Gaussian) kernel, “Fis” the linear kernel scaled by the Fisher information (see Example 4.9) and “1” denotes the constant kernel, i.e. \(L = 1\) implies \(L(t, s) = 1\) for all \(t, s \in \mathbb{R}_+\). In all experiments we use the median heuristic to select the bandwidth of the Gaussian kernel: we choose \(\sigma^2 = \text{median}\{||x_i - x_j||^2 : i \neq j\}/2\). We discuss the sensitivity of the test to different choices of bandwidth later this section. We set the level of the test to \(\alpha = 0.05\) and use Algorithm 1 of Section 5 to perform the test with \(M = 2000\) (or \(M = 5000\) to estimate type 1 error) Wild Bootstrap samples to estimate the rejection region. We compare the kernel log-rank test with the traditional Cox likelihood ratio (Cox LR) test \([6]\), denoted by Cph in the legends, and the optHSIC test \([33]\), denoted by Opt in the legends. As in \([33]\), we use the Brownian covariance kernel in optHSIC. The assessment of the Type I error can be found in Appendix A.1. Code to implement the kernel log-rank test and reproduce the experiments below can be found at \(\text{https://github.com/davidrindt/kernel_logrank_python_code}\).

**Power for 1-dimensional covariates** In this section we investigate the power of the different tests using data simulated from distributions in which \(X \perp Z\). In each case, we use an exponential censoring distribution in which \(X \perp Z\) and the mean of \(C\) is chosen such that 60% of the events are observed. Throughout this subsection we let \(X \sim \text{Unif}[-1, 1]\). Consider the following four distributions.

**D.1 A CPH distribution:** \(Z|X = x \sim \text{Exp}(\text{mean} = \exp(x/3))\) and \(C|X = x \sim \text{Exp}(\text{mean} = 1.5)\).

**D.2 A non-linear log-hazard:** \(Z|X = x \sim \text{Exp}(\text{mean} = \exp(x^2))\) and \(C|X = x \sim \text{Exp}(\text{mean} = 2.25)\).

**D.3 A family of Weibull distributions:** \(Z|X = x \sim \text{Weib}(\text{shape} = 3.35 + 1.75 \cdot x, \text{scale} = 1)\) and \(C|X = x \sim \text{Exp}(\text{mean} = 1.75)\).

**D.4 A checkerboard pattern:** See Figure 1. Because the pattern is more complicated, we let the sample size range from 500 to 2000 in steps of 500.

The top row of Figure 2 displays the rejection rates of the tests for samples from D.1 and D.2. Note that in D.1 the kernel log-rank test with linear kernel performs roughly equivalently to the LR test, which is ideally suited for this distribution as the CPH assumption holds. While the kernel log-rank tests with the rich kernels...
(Gau,1) and (Gau,Gau) do not lose much power in detecting this CPH dependency, we do observe a small tradeoff between richness of the kernels and power: the (Gau,Gau) kernel has slightly less power than the (Gau,1) kernel, which in turn has slightly less power than the (Lin,1) kernel and CPH LR test in D.1. In D.2 the quadratic term in the log-hazard violates the CPH assumption. The top right panel of Figure 2 shows that the linear kernel and the CPH LR test are unable to detect the dependency. Again, we find that the least rich kernel that is still able to model the dependency has the highest power, which in this case is the (Gau,1) kernel. In D.3 and D.4 the hazard function does not factorize into a function of covariates and a function of time, and a kernel is needed on time to model the dependency. Rejection rates are displayed in the bottom of Figure 2, confirming that indeed the kernel log-rank test with kernel (Gau,Gau) is the only test able to correctly reject the null hypothesis.

**Power for multidimensional covariates** Let $X \sim \text{Normal}(\text{mean} = 0_d$ and $\text{cov} = \Sigma_d$) where $0_d = (0, \ldots, 0) \in \mathbb{R}_d$, $\Sigma_d = MM^T$ and $M$ is a $d \times d$ matrix of independent Normal(0,1) entries. Consider the following four distributions:

- **D.5**: A CPH dependence on all covariates: $Z|X = x \sim \text{Exp}(\text{mean} = \exp\{1_d^T x / 20\})$ and $C|X = x \sim \text{Exp}(\text{mean} = 1.5)$. Where $1_d = (1, \ldots, 1) \in \mathbb{R}^d$.
- **D.6**: A CPH dependence on single covariate: $Z|X = x \sim \text{Exp}(\text{mean} = \exp\{x_1 / 60\})$ and $C|X = x \sim \text{Exp}(\text{mean} = 1.5)$.
- **D.7**: A non-CPH dependence on single covariate: $Z|X = x \sim \text{Exp}(\text{mean} = \exp\{x_1^2 / 60\})$ and $C|X = x \sim \text{Exp}(\text{mean} = 1.5)$.
- **D.8**: A mixed dependence on 2-covariates: $Z|X = x \sim \text{Exp}(\text{mean} = \exp\{(x_1^2 + 3x_2) / 60\})$ and $C|X = x \sim \text{Exp}(\text{mean} = 2)$.

Figure 3 displays rejection rates for both varying dimension and sample sizes. As our first finding, we observe that, while the CPH assumption holds for D.5 and D.6, the power of the kernel log-rank test is similar to that of the CPH LR test, which is an encouraging result. In D.7 and D.8 we again observe that in the presence of a non-CPH dependence, the kernel log-rank test has good power.
Figure 3: Rejection rates for D.5 (top) - D.8 (bottom). Left: rejection rates as the sample size increases. Right: rejection rates as the dimension increases.
Varying censoring rates and distributions  We study the rejection rates in cases where censoring depends on the covariate, and where the percentage of observed ($\Delta = 1$) events is 15, 30, 45, 60, 75, 90 or 100%. The experiments are described in Appendix A.3. Under these varying censoring percentages, the main findings from the previous section remain true: the kernel log-rank test shows competitive power when the CPH assumption holds, is able to detect non-CPH dependencies, and achieves correct type 1 error. A final important observation is that optHSIC loses power compared to the kernel log-rank test for higher censoring rates.

Sensitivity to choice of bandwidth  In the experiments presented thus far we set the bandwidth of the Gaussian kernel to be $\sigma^2 = \text{median}\{||x_i - x_j||^2 : i \neq j\}/2$. We now study the effect of varying the bandwidth of the Gaussian kernel on the rejection rate. Details of the experiments are in Appendix A.4. We find that, while for most scenarios a bandwidth can be selected that slightly outperforms the median heuristic, the median heuristic has a consistently good performance across all scenarios.

Choice of kernel  When using the kernel log-rank test it is important to choose an appropriate kernel. While in principle we can choose $K$ to be any kernel, choosing a kernel that factorizes into a kernel on time and a kernel on the covariates has the important advantage that it gives the simple closed-form expression for our test-statistic in Theorem 3.4. In Theorems 4.7 and 5.3 we prove that our testing procedure is consistent for sufficiently expressive kernels $K$ and $L$.

Our experiments show that in some scenarios there is a trade off between richness of the RKHS and the power of the test. For example, when the data is sampled from a distribution satisfying the CPH assumption, the kernel $(\text{Lin}, 1)$ is generally more powerful than the richer $(\text{Gau}, 1)$ or $(\text{Gau}, \text{Gau})$ kernels. Hence, if we have prior knowledge about the relationship, we may use this knowledge to choose the appropriate kernel. On the whole, however, we found the richer kernels to have competitive power, even in cases where less rich kernels were optimal.

We may also consider improvements on the median heuristic when selecting kernel bandwidth. In [21, 37, 26], which deal with the case of two-sample testing in the uncensored setting, part of the data is used to select parameters that result in the lowest approximate asymptotic $p$-value, and the test is then performed with the selected parameters on the remaining data. In [2], which addresses independence testing in the uncensored setting, an aggregation procedure is proposed over kernel bandwidths, which does not require data splitting, and is adaptive in a minimax sense over Sobolev classes of alternatives. It will be an interesting topic for future research to extend these kernel selection strategies to the censored setting.

7 Application to real-world datasets

We next apply our proposed method to two real-world datasets. We compare the $p$-values obtained by the kernel log-rank test with kernels $(\text{Gau}, 1)$ and $(\text{Gau}, \text{Gau})$ to the $p$-values obtained by the CPH likelihood ratio test. We use 10000 Wild Bootstrap samples in these examples.

| Data     | Covariates          | $p$-value         |
|----------|---------------------|-------------------|
|          |                     | Cph   | (Gau, 1) | (Gau, Gau) |
| Biofeedback | (Trt, Recov)      | 0.496 | 0.014   | 0.023     |
|          | Trt                 | 0.462 | 0.458   | 0.050     |
|          | Recov               | 0.301 | 0.007   | 0.029     |
|          | (Trt, log(Recov))  | 0.027 | 0.013   | 0.025     |
| Colon    | Age                 | 0.627 | 0.080   | 0.097     |
|          | (Age, Perfor, Adhere)| 0.102 | 0.017   | 0.018     |

Table 1: $p$-values obtained by the various tests for the Biofeedback and Colon data.

Biofeedback data  The biofeedback treatment data studies the time until patients suffering from aspiration after head and neck surgery achieve full swallowing rehabilitation. The study is presented in [8] and the data was made available in the R package Coxphw [9]. In our presentation we name the event-time variable Rehab. Covariates in the dataset are a binary variable indicating biofeedback treatment, denoted Trt, and the time after the surgery until treatment could be started, denoted Recov. This dataset contains 33 individuals, of whom 70% were observed to fully rehabilitate (coded as $\delta = 1$).
Figure 4: Kaplan-Meier estimates of the survival curves associated to the group that receives the Biofeedback treatment and one that does not receive the treatment. We observe that both curves cross which violets the CPH assumption.

Figure 5: Nelson-Aalen estimates of the cumulative hazard for the four quartiles of age. Q1 denotes the youngest quartile and Q4 the oldest. Note that the curves do not satisfy the CPH assumption.

In the first row of Table 1, we observe that the kernel log-rank test results in the p-values 0.014 for the kernel (Gau,1) and 0.023 for the kernel (Gau,Gau) when including both covariates. In contrast, the CPH likelihood ratio test results in the higher p-value of 0.496. This suggests the possibility of a non-linear relationship between the event-time of interest, Rehab, and the covariates Trt and Recov. This interpretation is strengthened by the following two observations. First, when we apply a logarithm transformation to the covariate Recov, as suggested in [8], the CPH likelihood ratio test (shown in the fourth row of Table 1) results in a p-value of 0.027. The main advantage of the kernel log-rank test is that it does not require to manually transform the data to detect potential non-linear dependencies. Second, we observe that the kernel log-rank test using the (Gau,Gau) kernel is the only test that rejects the null hypothesis of independence between Rehab and Trt (see the second row of Table 1) at a significance level of 0.05. This result may be attributed to the fact that the survival curves associated to the two treatment groups cross (see Figure 4).

Colon data The Colon dataset studies the recurrence of tumors and survival in patients undergoing treatment for stage B/C colon cancer. The study is presented in [24] and [29]. Data from the 929 patients in the study is available in the R package Survival [39]. Each individual has 11 covariates. We consider the time of death in our analysis as the event-time, which was observed, i.e. \( \delta = 1 \), for 49% of the individuals. We focus our analysis on the variables Age, Perfor (a binary variable indicating the perforation of the colon) and Adhere (a binary variable indicating adherence of the tumor to nearby organs).

The p-values of different tests of independence are given in Table 1. Testing for independence between the age covariate and the event-time, the kernel log-rank test results in p-values of 0.080 and 0.097 for the (Gau,1)
and (Gau,Gau) kernels respectively. In contrast, the CPH likelihood ratio test produces a much higher p-value of 0.627. This suggests the possibility of a non-linear dependence between the age covariate and the event-time of interest. This interpretation is strengthened by Figure 5 which displays cumulative hazard functions for different age quartiles. Indeed, these curves could suggest a non-linear effect of age, as the curves are not ordered by age. In particular we observe that first age quartile has a higher cumulative hazard function than the second quartile, but lower than the third. Finally, in the last row of Table 1 we observe differences in the conclusions of the kernel log-rank test (for both kernels) and the CPH likelihood ratio test at a significance of $\alpha = 0.05$ when we include the binary variables Perfor and Adhere to the model. This difference in p-values suggests there may be a non-linear relationship between the event-time of interest and these covariates.

8 Conclusions

We have introduced a novel non-parametric independence test between right-censored survival times $Z$ and covariates $X$. Our approach uses an infinite-dimensional exponential family of cumulative hazard functions, which are parameterized by functions in a reproducing kernel Hilbert space. By choosing an expressive Hilbert space of functions, we show that our testing procedure is able to detect any type of dependence, while for simpler Hilbert spaces, we recover ubiquitous approaches such as the Cox score test. The test statistic furthermore has an easily computed closed form. We provide a simple testing procedure based on the Wild Bootstrap, and demonstrate strong performance on a range of synthetic and real datasets.
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SUPPLEMENTARY MATERIAL

A. Additional experiments In Section A.1 we study the Type 1 error, in Section A.2 we show additional experiments regarding the power of tests, in Section A.3 we show experiments for varying censoring percentages, and in Section A.4 we show experiments for varying bandwidths of the Gaussian kernel.

B. Preliminary results: In this section, and in order for this paper to be self-contained, we review some preliminary results that will be used in our proofs.

C. Auxiliary results: In this section we state some auxiliary results used for the proofs of the main results of the paper.

D. Main results: In this section we prove the main results of the paper.

E. Proofs of auxiliary results In this section we prove the auxiliary results introduced in Section C.
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Figure 6: Top: Scatterplots of samples from D.1 (top left), D.2 (top right) D.3 (bottom left) and D.4 (bottom right) defined in Table 2.

A Additional experiments

Here we present some experiments that we did not describe in detail in the main text.

A.1 Type 1 error rate

To estimate the false rejection rate of our proposed test, we repeatedly take samples from distributions in which $Z \perp X$ and we count the proportion of experiments in which the kernel log-rank test rejects the null hypothesis. We set the significance level at $\alpha = 0.05$ and let the sample sizes range from 50 to 350 in steps of 50. For each distribution and sample size, we take 5000 samples. Table 2 shows the distributions we sample from. Figure 6 shows scatterplots of samples from distributions 1-4.

A.1.1

| D. | $Z|X$ | $C|X$ | $X$ |
|----|------|------|-----|
| 1  | Exp(mean = 0.66) | Exp(mean = exp(X/3)) | Unif[-1,1] |
| 2  | Exp(mean = 0.9) | Exp(mean = exp(X^2)) | Unif[-1,1] |
| 3  | Exp(mean = 0.9) | Weib(mean = 3.25 + 1.75X) | Unif[-1,1] |
| 4  | Exp(mean = 0.9) | 1 + X | Unif[-1,1] |
| 5  | Exp(mean = 0.6) | Exp(mean = exp(1^T X)) | $N_{10}(0, \text{cov} = \Sigma_{10})$ |
| 6  | Exp(mean = 0.6) | Exp(mean = exp(X_1)) | $N_{10}(0, \text{cov} = \Sigma_{10})$ |

Table 2: The distributions used to estimate the type 1 error rate. Exp(mean) = $\mu$ denotes the exponential distribution with mean $\mu$. We define $\Sigma_{10} = MM^T$ where $M$ is a $10 \times 10$ matrix of i.i.d. standard normal entries. Parameters are chosen such that approximately 60% of events are observed ($\Delta = 1$).

We estimate the bandwidth of the Gaussian kernel from the same data to which we apply the test. Similarly we estimate the Fisher information matrix on the same data to which we apply the kernel log-rank test. Due to this dependence of the kernel on the data, the arguments of Section 5 do not apply directly. The obtained
rejection rates show that this does not lead to increased type 1 error rate. The resulting rejection rates are displayed in Tables 3 and 4. We can see that for each distribution the kernel log-rank test has valid level for all combinations of kernels and sample size. Remarkably the type 1 error rate is correct even in cases in which the censoring distribution depends strongly on the covariate.

### Table 3

| Sample size n = |  |  |  |  |  |  |  |
|----------------|---|---|---|---|---|---|---|
| D. Method      | 50 | 100 | 150 | 200 | 250 | 300 | 350 |
| 1 Cph          | 0.053 | 0.051 | 0.049 | 0.051 | 0.055 | 0.048 | 0.053 |
| (Lin,1)        | 0.037 | 0.049 | 0.050 | 0.047 | 0.055 | 0.048 | 0.044 |
| (Gau,1)        | 0.046 | 0.046 | 0.045 | 0.050 | 0.045 | 0.052 | 0.051 |
| (Gau,Gau)      | 0.047 | 0.044 | 0.044 | 0.048 | 0.045 | 0.054 | 0.052 |
| Opt            | 0.050 | 0.051 | 0.055 | 0.046 | 0.051 | 0.053 | 0.054 |
| 2 Cph          | 0.049 | 0.060 | 0.051 | 0.049 | 0.056 | 0.046 | 0.050 |
| (Lin,1)        | 0.044 | 0.044 | 0.050 | 0.047 | 0.052 | 0.045 | 0.047 |
| (Gau,1)        | 0.038 | 0.044 | 0.048 | 0.047 | 0.052 | 0.057 | 0.049 |
| (Gau,Gau)      | 0.043 | 0.045 | 0.051 | 0.049 | 0.047 | 0.050 | 0.051 |
| Opt            | 0.053 | 0.050 | 0.051 | 0.052 | 0.047 | 0.050 | 0.054 |
| 3 Cph          | 0.045 | 0.052 | 0.052 | 0.052 | 0.049 | 0.052 | 0.052 |
| (Lin,1)        | 0.039 | 0.047 | 0.048 | 0.048 | 0.053 | 0.046 | 0.046 |
| (Gau,1)        | 0.039 | 0.047 | 0.041 | 0.052 | 0.052 | 0.051 | 0.051 |
| (Gau,Gau)      | 0.048 | 0.046 | 0.051 | 0.049 | 0.051 | 0.052 | 0.049 |
| Opt            | 0.057 | 0.051 | 0.055 | 0.049 | 0.046 | 0.053 | 0.050 |
| 4 Cph          | 0.050 | 0.051 | 0.051 | 0.049 | 0.052 | 0.052 | 0.047 |
| (Lin,1)        | 0.047 | 0.049 | 0.052 | 0.049 | 0.049 | 0.051 | 0.052 |
| (Gau,1)        | 0.045 | 0.046 | 0.048 | 0.045 | 0.044 | 0.053 | 0.047 |
| (Gau,Gau)      | 0.043 | 0.051 | 0.049 | 0.045 | 0.049 | 0.052 | 0.048 |
| Opt            | 0.050 | 0.050 | 0.046 | 0.046 | 0.046 | 0.047 | 0.052 |

Table 3: The type 1 error rates of the various methods for D.1-4 defined in Table 2. The covariates are 1-dimensional. Rejection rates above 0.057 are displayed in italics.

### Table 4

| Sample size n = |  |  |  |  |  |  |  |
|----------------|---|---|---|---|---|---|---|
| D. Method      | 50 | 100 | 150 | 200 | 250 | 300 | 350 |
| 5 Cph          | 0.123 | 0.080 | 0.064 | 0.068 | 0.067 | 0.060 | 0.060 |
| (Lin,1)        | 0.050 | 0.051 | 0.053 | 0.056 | 0.050 | 0.054 | 0.058 |
| (Fis,1)        | 0.054 | 0.045 | 0.051 | 0.051 | 0.050 | 0.048 | 0.045 |
| (Gau,1)        | 0.046 | 0.041 | 0.047 | 0.053 | 0.053 | 0.054 | 0.054 |
| (Gau,Gau)      | 0.044 | 0.043 | 0.040 | 0.049 | 0.053 | 0.048 | 0.049 |
| Opt            | 0.052 | 0.054 | 0.054 | 0.047 | 0.049 | 0.052 | 0.054 |
| 6 Cph          | 0.123 | 0.076 | 0.065 | 0.065 | 0.060 | 0.061 | 0.056 |
| (Lin,1)        | 0.054 | 0.051 | 0.051 | 0.053 | 0.046 | 0.054 | 0.058 |
| (Fis,1)        | 0.050 | 0.048 | 0.054 | 0.050 | 0.050 | 0.049 | 0.047 |
| (Gau,1)        | 0.044 | 0.046 | 0.049 | 0.051 | 0.049 | 0.054 | 0.049 |
| (Gau,Gau)      | 0.047 | 0.045 | 0.044 | 0.053 | 0.048 | 0.045 | 0.054 |
| Opt            | 0.049 | 0.049 | 0.053 | 0.050 | 0.054 | 0.056 | 0.047 |

Table 4: The type 1 error rates of the various methods for D.5-6 defined in Table 2. The covariates are 10-dimensional. Rejection rates above 0.057 are in italics.

### A.2 Additional experiments on test power

This section contains some experiments that were omitted from Section 6. First we investigate the power of the tests for a family of normal distributions. Second, we visualize the hazard rates of those normal distributions, and of the Weibull and Checkerboard patterns considered in the main paper. Third, we investigate the power of the different tests against deviations from the null hypothesis, and lastly we give an example of the effect of the Fisher kernel.
Firstly we consider the following distribution.

Normal distributions with different variances: \( Z|X = x \sim \text{Normal}(\text{mean} = 100 - 2.25 \cdot x, \text{var} = 5.5 + x \cdot 4.5) \) and \( C|X = x \sim 82 + \text{Exp}(\text{mean} = 35) \).

A scatter plot and rejection rates are displayed in Figure 7. The hazard rates of this distribution, as well as of the Weibull and Checkerboard distributions in the main text, are given in Figure 8.

While in the main text we investigated the power performance at different sample sizes, we now fix the sample size at 100 and study the power of the various tests for small deviations from the null hypothesis. To
do so, we sample $X \sim \text{Normal}(\mu = 0, \sigma^2 = 1)$ and consider two different settings in which $\theta$ varies from $-0.4$ to $0.4$ in steps of $0.1$. Notice that, for the two settings described below, $\theta = 0$ recovers the null hypothesis.

**Cph distributions:** $Z|X = x \sim \text{Exp}(\text{mean} = \exp(\theta \cdot x))$ and $C|X = x \sim \text{Exp}(\text{mean} = 1.5)$

**Non-linear log-hazard distributions:** $Z|X = x \sim \text{Exp}(\text{mean} = \exp(\theta \cdot x^2))$ and $C|X = x \sim \text{Exp}(\text{mean} = 1.5)$

Figure [9] below shows the rejection rates against deviations from the null for each method.

![Figures](image_url)

Figure 9: Left: the rejection rates of the various tests against the Cph distributions. Right: the rejection rates of the various tests against the non-linear log-hazard distributions.

We now provide an example of the usefulness of the Fisher kernel. In the experiments in the main text, the kernels (Lin, 1), (Gau, 1) and (Gau, Gau) all performed consistently well for high dimensional covariates, and thus the usefulness of the Fisher kernel was not obvious. We now show the Fisher kernel has the ability to ‘standardize’ the data in cases where simple centering and scaling of the individual covariate dimensions is not sufficient. To illustrate this, we consider the following example. Let $\Sigma_{11} = 1/10$, $\Sigma_{ii} = 1$ for $i > 1$ and $\Sigma_{ij} = 0$ otherwise, and let $R$ be an orthogonal rotation matrix. Let $X \sim \text{Normal}(0, R\Sigma R^T)$ and let $v = (1, 0, ..., 0)^T$.

**A distribution in which the Fisher information helps uncover the dependency:** Let $Z|X = x \sim \text{Exp}(\text{mean} = \exp(v^T(R^T x)))$ and $C|X = x \sim \text{Exp}(\text{mean} = 1.5)$

Figure [10] shows that the kernel log-rank tests with kernels (Lin,1) and (Gau,1) do not detect the dependency. The Fisher kernel and CPH LR tests have power, because the inverse information matrix has the effect of standardizing the data.
A.3 Dependent censoring and varying censoring rates

We now illustrate the performance of the wild bootstrap test using the kernel log-rank statistic when the censoring rate varies, and when the censoring time depends on the covariate. In particular, we parametrize the censoring distributions and vary the parameters to estimate the power of each method when 15, 30, 45, 60, 75, 90 or 100% of the observations are uncensored. We study the type 1 error rate in Section A.3.1 and the power in Section A.3.2.

A.3.1 Type 1 error under varying censoring rates

The distributions from which we sample data in which \( X \perp Z \) are given in Table 5. In each case the sample size is 200. To estimate the rejection rates we sampled 5000 times, and counted the number of times we rejected the null. Obtained rejection rates are displayed in Tables 6 and 7. In each of the scenarios we find the type 1 error rate to be correct for each censoring percentage and for each kernel.

Table 5: The parametrized distributions to test the type 1 error rate under different censoring rates. Here \( \Sigma_{10} = MM^T \) where \( M \) is a 10 \( \times \) 10 matrix of i.i.d. standard normal entries. The parameter \( \theta \) is varies such that 15, 30, 45, 60, 75, 90, 100% of the individuals are observed (i.e. \( \Delta = 1 \)). The sample size is 200 in each case.
Table 6: The type 1 error rates of the various methods under different censoring rates. D.1-4 are defined in Table 5. The covariates are 1-dimensional. There are no rejection rates larger than 0.057.

| D. | Method | 15% | 30% | 45% | 60% | 75% | 90% | 100% |
|----|--------|-----|-----|-----|-----|-----|-----|-----|
| 1  | Cph    | 0.053 | 0.050 | 0.047 | 0.049 | 0.052 | 0.050 | 0.046 |
|    | (Lin,1) | 0.051 | 0.046 | 0.046 | 0.049 | 0.048 | 0.048 | 0.044 |
|    | (Gau,1) | 0.046 | 0.045 | 0.047 | 0.050 | 0.053 | 0.048 | 0.044 |
|    | (Gau,Gau) | 0.045 | 0.046 | 0.044 | 0.046 | 0.056 | 0.053 | 0.045 |
|    | Opt    | 0.048 | 0.047 | 0.052 | 0.045 | 0.053 | 0.046 | 0.045 |
| 2  | Cph    | 0.050 | 0.050 | 0.049 | 0.055 | 0.050 | 0.057 | 0.046 |
|    | (Lin,1) | 0.049 | 0.049 | 0.047 | 0.053 | 0.050 | 0.055 | 0.046 |
|    | (Gau,1) | 0.050 | 0.050 | 0.047 | 0.045 | 0.050 | 0.053 | 0.045 |
|    | (Gau,Gau) | 0.046 | 0.048 | 0.044 | 0.044 | 0.048 | 0.052 | 0.049 |
|    | Opt    | 0.053 | 0.055 | 0.050 | 0.051 | 0.050 | 0.053 | 0.049 |
| 3  | Cph    | 0.054 | 0.051 | 0.050 | 0.055 | 0.053 | 0.054 | 0.046 |
|    | (Lin,1) | 0.044 | 0.048 | 0.047 | 0.052 | 0.051 | 0.054 | 0.046 |
|    | (Gau,1) | 0.043 | 0.048 | 0.044 | 0.049 | 0.054 | 0.050 | 0.046 |
|    | (Gau,Gau) | 0.042 | 0.047 | 0.040 | 0.048 | 0.053 | 0.050 | 0.047 |
|    | Opt    | 0.054 | 0.052 | 0.050 | 0.053 | 0.051 | 0.052 | 0.050 |
| 4  | Cph    | 0.055 | 0.051 | 0.054 | 0.050 | 0.054 | 0.052 | 0.050 |
|    | (Lin,1) | 0.053 | 0.047 | 0.049 | 0.047 | 0.051 | 0.050 | 0.049 |
|    | (Fis,1) | 0.049 | 0.045 | 0.048 | 0.047 | 0.050 | 0.051 | 0.051 |
|    | (Gau,1) | 0.044 | 0.047 | 0.046 | 0.044 | 0.052 | 0.050 | 0.048 |
|    | (Gau,Gau) | 0.050 | 0.044 | 0.049 | 0.047 | 0.055 | 0.053 | 0.049 |
|    | Opt    | 0.050 | 0.044 | 0.049 | 0.047 | 0.055 | 0.053 | 0.049 |

Table 7: The type 1 error rate of the various methods under different censoring rates. D.5-7 are found in Table 5. The covariates are 10-dimensional. Rejection rates above 0.057 are displayed in italics.

A.3.2 Power under varying censoring rates

We now estimate the power when the alternative hypothesis holds. To estimate power we sample 1000 times from each distribution of Table 5 and count the number of rejections. In each case the sample size equals 200.
Obtained rejection rates are displayed in Tables 9 and 10.

Table 8: The parametrized distributions to test the power under different censoring rates. Here $\Sigma_{10} = MM^T$ where $M$ is a $10 \times 10$ matrix of i.i.d. standard normal entries. The parameter $\theta$ is varies such that 15, 30, 45, 60, 75, 90, 100% of the individuals are observed (i.e. $\Delta = 1$). The sample size is 200 in each case.

| D. | Method | 15% | 30% | 45% | 60% | 75% | 90% | 100% |
|----|--------|-----|-----|-----|-----|-----|-----|------|
| 8  | Cph    | 0.16| 0.30| 0.44| 0.56| 0.67| 0.72| 0.76 |
|    | (Lin,1)| 0.16| 0.28| 0.44| 0.55| 0.66| 0.71| 0.76 |
|    | (Gau,1)| 0.14| 0.24| 0.36| 0.48| 0.58| 0.64| 0.68 |
|    | (Gau,Gau)| 0.12| 0.20| 0.31| 0.40| 0.48| 0.54| 0.57 |
|    | Opt    | 0.16| 0.29| 0.41| 0.52| 0.62| 0.68| 0.71 |
| 9  | Cph    | 0.06| 0.10| 0.10| 0.10| 0.08| 0.08| 0.06 |
|    | (Lin,1)| 0.09| 0.13| 0.14| 0.14| 0.12| 0.11| 0.09 |
|    | (Gau,1)| 0.22| 0.41| 0.56| 0.68| 0.79| 0.85| 0.90 |
|    | (Gau,Gau)| 0.16| 0.31| 0.42| 0.54| 0.66| 0.77| 0.84 |
|    | Opt    | 0.16| 0.29| 0.41| 0.52| 0.62| 0.68| 0.71 |
| 10 | Cph    | 0.11| 0.06| 0.08| 0.12| 0.17| 0.21| 0.24 |
|    | (Lin,1)| 0.10| 0.05| 0.06| 0.09| 0.14| 0.19| 0.22 |
|    | (Gau,1)| 0.10| 0.04| 0.05| 0.08| 0.12| 0.16| 0.16 |
|    | (Gau,Gau)| 0.38| 0.54| 0.68| 0.76| 0.84| 0.88| 0.87 |
|    | Opt    | 0.22| 0.16| 0.18| 0.34| 0.63| 0.89| 0.86 |
| 11 | Cph    | 0.29| 0.12| 0.08| 0.05| 0.06| 0.12| 0.14 |
|    | (Lin,1)| 0.27| 0.11| 0.06| 0.04| 0.06| 0.10| 0.12 |
|    | (Gau,1)| 0.22| 0.09| 0.07| 0.04| 0.05| 0.09| 0.11 |
|    | (Gau,Gau)| 0.42| 0.51| 0.62| 0.76| 0.86| 0.94| 0.95 |
|    | Opt    | 0.54| 0.42| 0.39| 0.57| 0.85| 0.98| 0.99 |

Table 9: The power of the various methods under different censoring rates. The Distributions 8-11 are found in Table 8. The covariates are 1-dimensional. The highest rejection rate for each scenario and percentage of observed events is in bold. If an elevated type 1 error rate was found for a method under the censoring distribution in question - see Table 6 then the rejection rate is displayed in italics.
D. Method 15% 30% 45% 60% 75% 90% 100%
(12) Cph 0.22 0.40 0.58 0.68 0.83 0.88 0.92
(Lin,1) 0.21 0.44 0.58 0.70 0.84 0.90 0.94
(Fis,1) 0.17 0.34 0.53 0.64 0.79 0.86 0.90
(Gau,1) 0.20 0.40 0.55 0.67 0.82 0.88 0.91
(Gau,Gau) 0.16 0.30 0.46 0.56 0.73 0.78 0.83
Opt 0.18 0.33 0.49 0.59 0.74 0.82 0.91

13 Cph 0.34 0.60 0.81 0.92 0.96 0.98 1.00
(Lin,1) 0.39 0.64 0.87 0.95 0.98 0.99 1.00
(Fis,1) 0.29 0.54 0.76 0.90 0.96 0.97 0.99
(Gau,1) 0.33 0.59 0.81 0.92 0.97 0.97 0.99
(Gau,Gau) 0.24 0.49 0.73 0.84 0.93 0.95 0.98
Opt 0.30 0.53 0.74 0.86 0.95 0.96 0.99

14 Cph 0.06 0.08 0.07 0.08 0.09 0.08 0.11
(Lin,1) 0.06 0.06 0.08 0.10 0.15 0.15 0.18
(Fis,1) 0.04 0.07 0.06 0.07 0.08 0.08 0.10
(Gau,1) 0.08 0.14 0.28 0.48 0.76 0.91 0.96
(Gau,Gau) 0.07 0.11 0.18 0.29 0.52 0.65 0.75
Opt 0.05 0.06 0.08 0.14 0.25 0.40 0.81

Table 10: The power of the various methods under different censoring rates. The Distributions 12-14 are found in Table 8. The covariates are 10-dimensional. The highest rejection rate for each scenario and percentage of observed events is in bold. If an elevated type 1 error rate was found for a method under the censoring distribution in question (see Table 7), then the rejection rate is displayed in italics.

A.4 Varying bandwidths of the Gaussian Kernel

We now study how the rejection rate of the kernel log-rank test with kernel (Gau,1) or (Gau,Gau) is affected by the choice of the bandwidth. Note that data is scaled so that each component has mean zero and unit variance. In this section $n = 200$ and 60 or 75% of the observations are observed. In Sections A.4.1 and A.4.2 we study the type 1 error rate and power of (Gau,1) respectively, and in Sections A.4.3 and A.4.4 we study the type 1 error rate and power of (Gau,Gau) respectively. For estimation of the type 1 error rate we sample 5000 times from each distribution, and for estimation of the power we sample 1000 times from each distribution.

A.4.1 Type 1 error rate of the kernel (Gau,1) for different bandwidths

Obtained rejection rates for the distributions in Table 5 are displayed in Table 11. We find that when the bandwidth is too small relative to the median heuristic, the type 1 error rate is inflated.

Table 11: The type 1 error rate of the kernel log-rank test with kernel (Gau,1) with various bandwidths. Distributions can be found in Table 5. For distributions D.1-4 it holds that $\sigma_{\text{med}} = 0.72$ and for D.5-7 it holds that $\sigma_{\text{med}} = 2.96$. The third column lists the rejection rate when the sigma median heuristic is used as bandwidth. The remaining columns list rejection rates when the bandwidths 0.1 – 20 are used. Rejection rates above 0.57 are displayed in italics.
A.4.2 Power of the kernel (Gau, 1) for different bandwidths

| \( \sigma_X = \) |
|------------------|
| \( \sigma_{med} \) | 0.1 | 0.2 | 0.5 | 1    | 2    | 5    | 10   | 20   |
| 8 60%           | 0.48 | 0.21 | 0.32 | 0.44 | 0.51 | **0.54** | 0.53 | 0.54 | 0.53 |
| 9 60%           | 0.68 | 0.50 | 0.62 | **0.69** | 0.60 | 0.29 | 0.15 | 0.14 | 0.15 |
| 10 75%          | 0.12 | 0.10 | 0.11 | 0.13 | 0.14 | 0.14 | **0.16** | 0.14 | 0.14 |
| 11 75%          | 0.05 | **0.07** | 0.06 | 0.07 | 0.05 | 0.06 | 0.05 | 0.05 | 0.05 |
| 12 75%          | 0.59 | **0.09** | 0.17 | 0.07 | 0.27 | 0.52 | **0.66** | 0.61 | 0.63 |
| 13 60%          | 0.85 | **0.09** | 0.17 | 0.09 | 0.42 | 0.79 | 0.86 | **0.89** | 0.87 |
| 14 75%          | 0.67 | 0.03 | 0.07 | 0.09 | 0.59 | **0.75** | 0.40 | 0.19 | 0.13 |

Table 12: The power of the kernel log-rank test with kernel (Gau, 1) with various bandwidths. Distributions are found in Table 8. For distributions D.8-11 it holds that \( \sigma_{med} = 0.72 \) and for D.12-13 it holds that \( \sigma_{med} = 2.96 \). The third column lists the rejection rate when the median heuristic is used as bandwidth. The remaining columns list rejection rates when the bandwidths 0.1 – 20 are used. The highest rejection rate is in boldface. In the event of an elevated type 1 error rate (above 0.057) in Table 11, the rejection rate is displayed in italics.

A.4.3 Type 1 error rate of the kernel (Gau, Gau) for different bandwidths

| \( \sigma_X = \) |
|------------------|
| \( \sigma_{med} \) | 0.10 | 0.20 | 0.50 | 1.00 | 2.00 | 5.00 | 10.00 |
| 0.16 | 0.050 | 0.044 | 0.050 | 0.049 | 0.050 | 0.043 | 0.045 | 0.046 |
| 0.10 | 0.051 | 0.045 | 0.050 | 0.051 | 0.045 | 0.044 | 0.049 | 0.052 |
| 0.20 | 0.050 | 0.045 | 0.052 | 0.050 | 0.051 | 0.051 | 0.054 | 0.050 |
| 0.50 | 0.045 | 0.049 | 0.053 | 0.051 | 0.052 | 0.044 | 0.045 | 0.047 |
| 1.00 | 0.048 | 0.052 | 0.047 | 0.052 | 0.045 | 0.048 | 0.051 | 0.054 |
| 2.00 | 0.045 | 0.045 | 0.046 | 0.048 | 0.052 | 0.049 | 0.046 | 0.052 |
| 5.00 | 0.051 | 0.043 | 0.044 | 0.049 | 0.050 | 0.047 | 0.051 | 0.050 |
| 10.00 | 0.046 | 0.049 | 0.049 | 0.046 | 0.047 | 0.047 | 0.050 | 0.045 |

Table 13: Type 1 error rate of the kernel log-rank test with various combinations of bandwidths for D.3 of Table 5 when 75% of events is observed. The median heuristic yields \( \sigma_X = 0.72 \) (first column) and \( \sigma_Z = 0.16 \) (first row) resulting in a rejection rate of 0.050. Each combination of bandwidths has the correct type 1 error rate of around \( \alpha = 0.05 \).

| \( \sigma_X = \) |
|------------------|
| \( \sigma_{med} \) | 0.10 | 0.20 | 0.50 | 1.00 | 2.00 | 5.00 | 10.00 |
| 0.69 | 0.046 | 0.046 | 0.049 | 0.042 | 0.049 | 0.050 | 0.048 | 0.047 |
| 0.10 | 0.047 | 0.039 | 0.044 | 0.047 | 0.052 | 0.043 | 0.045 | 0.052 |
| 0.20 | 0.050 | 0.038 | 0.045 | 0.049 | 0.049 | 0.055 | 0.051 | 0.049 |
| 0.00 | 0.044 | 0.047 | 0.047 | 0.050 | 0.049 | 0.050 | 0.049 | 0.048 |
| 1.00 | 0.052 | 0.046 | 0.043 | 0.050 | 0.047 | 0.050 | 0.052 | 0.050 |
| 2.00 | 0.050 | 0.046 | 0.050 | 0.052 | 0.047 | 0.052 | 0.050 | 0.054 |
| 5.00 | 0.042 | 0.046 | 0.044 | 0.046 | 0.045 | 0.048 | 0.047 | 0.051 |
| 10.00 | 0.049 | 0.045 | 0.048 | 0.045 | 0.047 | 0.051 | 0.052 | 0.057 |

Table 14: Type 1 error rate of the kernel log-rank test with various combinations of bandwidths for D.4 of Table 5 when 75% of events are observed. The median heuristic yields \( \sigma_X = 0.72 \) (first column) and \( \sigma_Z = 0.69 \) (first row) resulting in a rejection rate of 0.050. Each combination of bandwidths has the correct type 1 error rate of around \( \alpha = 0.05 \) - none are above 0.057.
σX =
2.94 0.10 0.20 0.50 1.00 2.00 5.00 10.00
0.49 0.047 0.097 0.183 0.047 0.044 0.046 0.047
0.10 0.048 0.120 0.206 0.018 0.034 0.054 0.051 0.047
0.20 0.048 0.198 0.392 0.028 0.038 0.045 0.053 0.046
0.50 0.047 0.072 0.127 0.046 0.043 0.049 0.049 0.052
1.00 0.045 0.085 0.150 0.049 0.046 0.051 0.052 0.049
2.00 0.049 0.078 0.131 0.050 0.044 0.049 0.050 0.052
5.00 0.052 0.079 0.129 0.053 0.047 0.055 0.053 0.053
10.00 0.048 0.079 0.120 0.047 0.049 0.046 0.046 0.053

σZ =
0.49 0.047 0.097 0.183 0.047 0.044 0.046 0.047
0.10 0.048 0.120 0.206 0.018 0.034 0.054 0.051 0.047
0.20 0.048 0.198 0.392 0.028 0.038 0.045 0.053 0.046
0.50 0.047 0.072 0.127 0.046 0.043 0.049 0.049 0.052
1.00 0.045 0.085 0.150 0.049 0.046 0.051 0.052 0.049
2.00 0.049 0.078 0.131 0.050 0.044 0.049 0.050 0.052
5.00 0.052 0.079 0.129 0.053 0.047 0.055 0.053 0.053
10.00 0.048 0.079 0.120 0.047 0.049 0.046 0.046 0.053

Table 15: Type 1 error rate of the kernel log-rank test with various combinations of bandwidths for D.7 of Table 5 when 75% of events are observed. The median heuristic yields σX = 2.94 (first column) and σZ = 0.49 (first row) resulting in a rejection rate of 0.053. We note that bandwidths σX, which are small compared to the median heuristic of 2.94, lead to an inflated type 1 error rate. Type 1 error rates above 0.057 are displayed in italics.

A.4.4 Power of the kernel (Gau,Gau) for different bandwidths

σX =
0.72 0.10 0.20 0.50 1.00 2.00 5.00 10.00
0.69 0.86 0.44 0.65 0.80 0.86 0.90 0.89 0.89
0.10 0.64 0.27 0.39 0.62 0.68 0.71 0.70 0.73
0.20 0.77 0.37 0.55 0.74 0.81 0.84 0.83 0.82
0.50 0.86 0.48 0.67 0.84 0.88 0.91 0.91
1.00 0.76 0.37 0.50 0.70 0.81 0.83 0.82 0.82
2.00 0.29 0.15 0.22 0.25 0.31 0.35 0.37 0.40
5.00 0.15 0.10 0.10 0.13 0.13 0.17 0.16 0.18
10.00 0.11 0.09 0.10 0.11 0.12 0.14 0.15 0.15

σZ =
0.67 0.87 0.43 0.62 0.82 0.91 0.95 0.95 0.92
0.10 0.68 0.30 0.41 0.64 0.74 0.76 0.79 0.78
0.20 0.82 0.43 0.58 0.77 0.87 0.88 0.90 0.88
0.50 0.90 0.47 0.69 0.85 0.92 0.94 0.94
1.00 0.77 0.31 0.48 0.70 0.82 0.89 0.88 0.88
2.00 0.29 0.11 0.14 0.24 0.34 0.39 0.36 0.37
5.00 0.09 0.07 0.08 0.07 0.09 0.07 0.10 0.09
10.00 0.06 0.06 0.07 0.06 0.08 0.08 0.07 0.07

Table 16: Power of the kernel log-rank test with various combinations of bandwidths for D.10 of Table 8 when 75% of events are observed. The median heuristic yields σX = 0.72 (first column) and σZ = 0.67 (first row) resulting in a rejection rate of 0.86. The highest rejection rate 0.91 (in bold) is achieved when (σZ, σX) = (0.5, 5), (0.5, 10). In Table 13 we found that for this censoring distribution, each of the bandwidths led to a correct Type 1 error rate.

σX =
0.72 0.10 0.20 0.50 1.00 2.00 5.00 10.00
0.67 0.87 0.43 0.62 0.82 0.91 0.95 0.95 0.92
0.10 0.68 0.30 0.41 0.64 0.74 0.76 0.79 0.78
0.20 0.82 0.43 0.58 0.77 0.87 0.88 0.90 0.88
0.50 0.90 0.47 0.69 0.85 0.92 0.94 0.94
1.00 0.77 0.31 0.48 0.70 0.82 0.89 0.88 0.88
2.00 0.29 0.11 0.14 0.24 0.34 0.39 0.36 0.37
5.00 0.09 0.07 0.08 0.07 0.09 0.07 0.10 0.09
10.00 0.06 0.06 0.07 0.06 0.08 0.08 0.07 0.07

σZ =
0.50 0.047 0.102 0.172 0.046 0.043 0.046 0.049 0.052
1.00 0.045 0.085 0.150 0.049 0.046 0.051 0.052 0.049
2.00 0.049 0.078 0.131 0.050 0.044 0.049 0.050 0.052
5.00 0.052 0.070 0.129 0.053 0.047 0.055 0.053 0.053
10.00 0.048 0.079 0.120 0.047 0.049 0.046 0.046 0.053

Table 17: Power of the kernel log-rank test with various combinations of bandwidths for D.11 of Table 8 when 75% of events are observed. The median heuristic yields σX = 0.72 (first column) and σZ = 0.67 (first row) resulting in a rejection rate of 0.87. The highest rejection rate 0.94 (in bold) is achieved when (σZ, σX) = (0.67, 2), (0.67, 5), (0.5, 5). In Table 14 we found that for this censoring distribution, each of the bandwidths led to a correct type 1 error rate.
We state some results from the counting process literature that are frequently used in our paper. Recall that

\begin{align*}
\text{B.1 Counting processes} \\
\intertext{used in our proofs.} \\
\text{In this section, and in order for this paper to be self-contained, we review some preliminary results that will be} \\
\text{used in our proofs.} \\
\intertext{B Preliminary results} \\
\text{censoring distribution, are displayed in italics.} \\
\text{Rejection rates for bandwidths that led to an increased type 1 error rate in Table 15, which featured the same} \\
\text{censoring distribution, are displayed in italics.} \\

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
 & 2.96 & 0.10 & 0.20 & 0.50 & 1.00 & 2.00 & 5.00 \\
\hline
\sigma_X & 0.32 & 0.48 & 0.07 & 0.12 & 0.08 & 0.42 & 0.57 & 0.26 & 0.13 \\
\hline
\sigma_Z & 0.10 & 0.34 & 0.08 & 0.15 & 0.03 & 0.28 & 0.41 & 0.20 & 0.10 \\
\hline
\end{tabular}
\caption{Power of the kernel log-rank test with various combinations of bandwidths for D.14 \cite{8} when 75\%} \\
\text{of events are observed. The median heuristic yields \sigma_X = 2.96 (first column) and \sigma_Z = 0.32 (first row)} \\
\text{corresponding to a rejection rate of 0.48. The highest rejection rate 0.76 is achieved when (\sigma_Z, \sigma_X) = (10, 2).} \\
\text{Rejection rates for bandwidths that led to an increased type 1 error rate in Table 15, which featured the same} \\
\text{censoring distribution, are displayed in italics.}
\end{table}

B Preliminary results

In this section, and in order for this paper to be self-contained, we review some preliminary results that will be

used in our proofs.

B.1 Counting processes

We state some results from the counting process literature that are frequently used in our paper. Recall that

\begin{align*}
Y(t) = \sum_{i=1}^{n(t)} Y_i(t) \\
\intertext{denotes the pooled risk function, where} \\
Y_i(t) = \mathbb{1}_{\{T_i \geq t\}}, \tau = \sup\{t : S_T(t) > 0\}, \\
\tau_n = \max\{T_1, \ldots, T_n\}, \text{and that} Z \text{ and } C \text{ are continuous random variables.} \\

\text{Proposition B.1. The following holds a.s.} \\
\intertext{1. \(\lim_{n \to \infty} \sup_{t \leq \tau} |Y(t)/n - S_T(t)| = 0\) \(\Rightarrow\) \(\text{for any } t^* \in (0, \tau)\)} \intertext{2. \(\sup_{t \leq t^*} \left| \frac{n}{\tau_n} - \frac{1}{S_T(t^*)} \right| \to 0\),} \\
\text{The proof of Part 1 is due to the Glivenko Cantelli’s Theorem, and Part 2 is a consequence of Part 1. Also, notice that under the null hypothesis} \\
\text{\(S_T(t) = S_Z(t) \int_{R^+} S_C|X=x(t)dF_X(x)\) since we assume non-informative censoring, i.e. \(Z \perp C|X\).} \\

\text{Proposition B.2. Let } \beta \in (0, 1), \text{ then} \\
\intertext{1. } \mathbb{P}(Y(t)/n \leq \beta^{-1} S_T(t) , \forall t \leq \tau_n) \geq 1 - \beta, \\
\intertext{2. } \mathbb{P}(Y(t)/n \geq \beta S_T(t), \forall t \leq \tau_n) \geq 1 - e(1/\beta)e^{-1/\beta}. \\
\text{The proof of Part 1 follows from } \cite{15} \text{ Theorem 3.2.1.} \text{ and Part 2 is due to } \cite{16}.\intertext{B.2 Dominated convergence in probability}
\text{Lemma B.3. Let } (X, B, \mu) \text{ be a measurable space and } (\Omega, \mathcal{F}, \mathbb{P}) \text{ be a probability space. Consider a sequence of} \\
\text{non-negative stochastic processes } R_n : \Omega \times X \to R. \text{ Suppose that} \\
i) \text{For each } \alpha \in (0, 1), \text{ there exists an event } A_{\alpha} \text{ with } \mathbb{P}(A_{\alpha}) \geq 1 - \alpha, \text{ such that} \\
\text{\(R_n(\omega, x) \to 0 \text{ for all } (\omega, x) \in A_{\alpha} \times X.\)} \\
\intertext{ii) \text{For each } \beta \in (0, 1), \text{ there exists a non-negative function } R_\beta \in L_1(X, B, \mu) \text{ and } N_0 \text{ large enough such that} \\
\text{for each } n \geq N_0 \text{ there exists an event } B_{n, \beta} \text{ with } \mathbb{P}(B_{n, \beta}) \geq 1 - \beta \text{ and} \\
\text{\(R_n(\omega, x) \leq R_\beta(x) \text{ for } (\omega, x) \in B_{n, \beta} \times X.\)} \\
\text{Then } I_n(\omega) = \int_X R_n(\omega, x)\mu(dx) \to 0 \text{ in } \mathbb{P}\text{-probability.} \\
\text{The proof follows by noticing that in a set of probability tending to one, we can apply dominated convergence.}
\section*{B.3 Lenglart-Rebolledo Inequality}

Let $X(t)$ and $X'(t)$ be right-continuous adapted processes. We say that $X$ is majorised by $X'$ if for all bounded stopping times $T$, it holds that $E(|X(T)|) \leq E(X'(T))$.

\begin{lemma}[Theorem 3.4.1. of \cite{13}]
Let $X$ be a right-continuous adapted process, and $X'$ a non-decreasing predictable process with $X'(0) = 0$ such that $X$ is majorised by $X'$. For any stopping time $T$ (even unbounded), and any $\epsilon, \delta > 0$,

$$
P \left( \sup_{t \leq T} |X(t)| > \epsilon \right) \leq \frac{\delta}{\epsilon} + P(X'(T) \geq \delta).
$$

In our setting $X(t)$ is a sub-martingale $W_n(t)$ (based on $n$ data points) and $X'(t)$ is the corresponding compensator $A_n(t)$. We consider the stopping time $\tau_n = \max\{T_1, \ldots, T_n\}$, and apply the previous Lemma to prove

$$
A_n(\tau_n) = o_p(1) \Rightarrow \sup_{t \leq \tau_n} W_n(t) = o_p(1). \quad (17)
$$

\end{lemma}

\section*{B.4 Double martingale integrals}

Next we state results regarding double integrals with respect to a $\mathcal{F}_t$-counting process martingale $M(t)$, introduced in \cite{11}. Consider $W(t) = \int_{C_t} h(x,y) dM(x) dM(y)$, where $C_t = \{(x,y) : 0 < x < y \leq t\}$. The following results state conditions under which $W(t)$ defines a proper martingale with respect the filtration $(\mathcal{F}_t)_{t \geq 0}$.

\begin{definition}
We define the predictable $\sigma$- algebra $\mathcal{P}$ as the $\sigma$-algebra generated by the sets of the form

$$
\sigma \{ \{(a_1,b_1) \times (a_2,b_2) \times X : 0 \leq a_1 \leq b_1 < a_2 \leq b_2, X \in \mathcal{F}_{a_2} \} \cup \{(0,0) \times X : X \in \mathcal{F}_0 \} \}.
$$

Let $C = \{(x,y) : 0 < x < y < \infty \}$. A function $h : C \times \Omega \rightarrow \mathbb{R}$ is called “elementary predictable” if it can be written as a finite sum of indicator functions of sets belonging to the predictable $\sigma$-algebra $\mathcal{P}$. On the other hand, if a function $h$ is $\mathcal{P}$-measurable, then it is the limit of elementary predictable functions.

\end{definition}

\begin{proposition}
Any deterministic measurable function is $\mathcal{P}$-measurable. Additionally the functions $C \times \Omega \rightarrow \mathbb{R}$: $Y(x)Y(y)$ and $\mathbf{1}_{(x<y \leq \tau_n)}$ are $\mathcal{P}$-measurable.

\end{proposition}

\begin{remark}
Note that any deterministic function of the covariates $X_1, \ldots, X_n$, individual risk functions $Y_i(t)$, and indicator function $\mathbf{1}_{(t \leq \tau_n)}$ are $\mathcal{P}$-measurable as in Definition B.3.

\end{remark}

\begin{theorem}
Let $h(x,y)$ be a $\mathcal{P}$-measurable function (see Definition B.5) and define $C_t = \{(x,y) : 0 < x < y \leq t\}$ with $t \geq 0$. Let $M(t)$ and $M'(t)$ be $\mathcal{F}_t$-martingales, and suppose that for all $t \geq 0$, it holds

$$
\mathbb{E} \left( \int_{C_t} |h||dM(x)dM'(y)| \right) < \infty. \quad (18)
$$

Then, the process

$$
W(t) = \int_{C_t} h(x,y)dM(x)dM'(y)
$$

is a martingale on $t \geq 0$ with respect the filtration $\mathcal{F}_t$.

\end{theorem}

\section*{B.5 Forward and Backward operators}

Consider the forward and backward operators introduced in \cite{10}, $A : \mathcal{L}_2(Z \times C \times X) \rightarrow \mathcal{L}_2(Z \times C \times X)$, and $B : \mathcal{L}_2(Z \times C \times X) \rightarrow \mathcal{L}_2(Z \times C \times X)$, respectively, defined as

$$
(Af)(z,c,x) = f(z,c,x) - \frac{1}{S_Z(z)} \int_z^\infty f(s,c,x) dF_Z(s)
$$
and

$$
(Bf)(z,c,x) = f(z,c,x) - \int_0^z f(s,c,x) d\Lambda_Z(s).
$$

It was proved in \cite{10} that the previous operators satisfy the following properties. For any $f, g \in \mathcal{L}_2(Z \times C \times X)$:
1. $E((Af)g|C_1,X_1) = E(f(Bg)|C_1,X_1)$
2. $ABf = f$
3. $BAf = f - E(f|C_1,X_1)$
4. $E(Bf|C_1,X_1) = 0$
5. For any $f(z,c,x) = 1_{z \leq c}g(z,c,x)$,

\[(Bf)(z,c,x) = \int_{\mathbb{R}^+} g(s,c,x)dm_{z,c}(s),\]

where $dm_{z,c}(s) = 1_{z \leq c}d\delta_z(s) - 1_{\{z < c\}}d\Lambda_\mathbb{Z}(s)$.

### B.6 Kernel results

We state the definition of a characteristic kernel, which is defined in Section 2 in [36].

**Definition B.8 (characteristic kernel).** Given the set of all Borel probability measures defined on the topological space $\mathcal{X}$, a measurable and bounded kernel $K$ is said to be characteristic if

\[\mathbb{P} \rightarrow \int_{\mathcal{X}} K(\cdot,x)d\mathbb{P}(x)\]

is injective, that is, the probability measure $\mathbb{P}$ is embedded to a unique element $\int_{\mathcal{X}} K(\cdot,x)d\mathbb{P}(x) \in \mathcal{F}$, where $\mathcal{F}$ is the RKHS induced by the kernel $K$.

An example of a characteristic kernel is the exponentiated quadratic kernel, which is defined as $K(x,y) = \exp\{- (x - y)^T(x - y)/\sigma^2\}$ for any $x, y \in \mathbb{R}^d$ and $\sigma > 0$.

We state the definition of $c_0$-universality, which is introduced in Proposition 2 in [36].

**Proposition B.9.** ($c_0$-universality and RKHS embedding of measures) Suppose that $\mathcal{X}$ is a locally compact Hausdorff space and the kernel $K$ is a $c_0$-kernel. Then $K$ is $c_0$-universal if and only if the embedding \[\mu \rightarrow \int_{\mathcal{X}} K(\cdot,x)dm(x), \quad \mu \in M_b(\mathcal{X})\]

is injective, where $M_b(\mathcal{X})$ denotes the space of all finite signed Radon measures on $\mathcal{X}$.

**Remark.** We say that $K$ is a $c_0$-kernel if $K$ is such that $K(\cdot,x) \in C_0$ for any $x \in \mathcal{X}$, where $C_0(\mathcal{X})$ denotes the class of continuous functions on $\mathcal{X}$ that vanish at infinity.

Finally, we state the result which relates translation invariant kernels with the notion of $c_0$-universality. This result is presented in Section 3.2 in [36].

**Proposition B.10.** Bounded, continuous, translation invariant, $c_0$-kernels are $c_0$-universal if and only if they are characteristic.

Note that by combining the two previous results, under the same assumptions, we obtain that bounded, continuous, characteristic, translation invariant, $c_0$-kernels provide injective embeddings of finite signed Radon measures.

### B.7 Wild-Bootstrap for degenerate V-statistics

The following result appears in Theorem 3.1 in [7].

**Theorem B.11.** Let $X_1,\ldots,X_n$ be a collection of i.i.d. random variables, and let $W_1,\ldots,W_n$ be a collection of i.i.d. Rademacher random variables which are independent of $X_1,\ldots,X_n$. Suppose $h$ is a symmetric degenerate kernel satisfying $E(|h(X_1,X_1)|) < \infty$ and $E(h^2(X_1,X_2)) < \infty$. Then there exists a probability distribution $\mathcal{L}$ such that

\[\frac{1}{n} \sum_{i=1}^n \sum_{j=1}^n h(X_i,X_j) \overset{D}{\to} \mathcal{L},\]

and for almost every sequence $(x_i)_{i \geq 0}$ sampled from $(X_i)_{i \geq 0}$

\[\frac{1}{n} \sum_{i=1}^n \sum_{j=1}^n h(x_i,x_j)W_iW_j \overset{D}{\to} \mathcal{L},\]

as $n$ grows to infinity.
C Auxiliary results

In this section we introduce some auxiliary results that will be used in the proofs of our main results. The proofs of these results are given in Section E.

- Proposition C.1 is a technical result from which we deduce \( \tau_x \leq \tau \) for almost all \( x \in \mathbb{R}^d \).
- Proposition C.2 is used in the proof of Theorem 3.1.
- Theorem C.3 is used in the proof of Theorem 4.5.
- Lemma C.4 is used in the proof of Lemma 4.6.

**Proposition C.1.** Let \( \tau' \) be the essential supremum defined as

\[
\tau' = \text{ess sup} \{ t : F_X(\{ x : \tau_x > t \}) = 0 \}.
\]

Then \( \tau = \tau' \).

**Proposition C.2.** Let \( \omega : \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R} \) be a bounded measurable function. Then

\[
\int_{\mathbb{R}^d} \int_0^\tau \omega(s, x) d\nu_0^0(s, x) = \frac{1}{n^2} \sum_{j=1}^n \sum_{i=1}^n \Delta_j \omega(T_j, X_i) Y_j(T_j) + o_p(1).
\]

**Theorem C.3.** Let \( Q : (\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}^d)^2 \to \mathbb{R} \), \( T^Q : L_2(Z \times C \times X) \to L_2(Z \times C \times X) \) and \( T^J : L_2(T \times \Delta \times X) \to L_2(T \times \Delta \times X) \) be given by

\[
Q((z_1, c_1, x_1), (z_2, c_2, x_2)) = \mathbf{1}_{\{z_1 \leq c_1\}} \mathbf{1}_{\{z_2 \leq c_2\}} \bar{R}((z_1, x_1), (z_2, x_2)),
\]

and

\[
(T^Q f)(Z_1, C_1, X_1) = E_2(Q((Z_1, C_1, X_1), (Z_2, C_2, X_2)) f(Z_2, C_2, X_2)),
\]

and

\[
(T^J f)(T_1, \Delta_1, X_1) = E_2(J((T_1, \Delta_1, X_1), (T_2, \Delta_2, X_2)) f(T_2, \Delta_2, X_2)),
\]

respectively, where \( J \) is the function defined in Equation (12) in the main document, \( E_2(\cdot) = E(\cdot | (T_1, \Delta_1, X_1)) \), and \((Z_1, C_1, X_1)\) and \((Z_2, C_2, X_2)\) are independent copies of our random variables in the augmented space.

Then, \( T^J = B T^Q A \), and \( T^J \) and \( T^Q \) have the same set of non-zero eigenvalues, including multiplicities.

**Lemma C.4.**

\[
\frac{1}{n} \int_0^T \left| \frac{1 - Y(t)/n}{S^t(t)} \right|^k dN(t) = o_p(1),
\]

for \( k = 1 \) and \( k = 2 \).
D Main proofs

In this section we prove the main results of our paper.

D.1 Proofs of Section 3

D.1.1 Proof of Theorem 3.1

The result follows from proving

\[ \int_{\mathbb{R}^d} \int_0^\tau \omega(s,x) d\nu_h(s,x) = \int_{\mathbb{R}^d} \int_0^\tau \omega(s,x) d\nu(t,x) \]

for \( k \in \{0,1\} \).

Note that the result for \( k = 1 \) follows from a direct application of the law of large numbers. We continue proving the result for \( k = 0 \). By Proposition 3.6 it holds

\[ \int_{\mathbb{R}^d} \int_0^\tau \omega(s,x) d\nu_h(s,x) = \frac{1}{n^2} \sum_{i=1}^n \sum_{j=1}^n \Delta_j \omega(T_j, X_i) \frac{Y_i(T_j)}{S_T(T_j)} + o_p(1). \]

The sum in the left-hand-side of the previous equation can be decomposed into two sums, one over indices such that \( i \neq j \) and the other over indices such that \( i = j \). Notice that the sum over \( \{i \neq j\} \) satisfies

\[ \frac{1}{n^2} \sum_{i \neq j} \Delta_i \omega(T_i, X_i) \frac{Y_i(T_i)}{S_T(T_i)} \xrightarrow{p} \mathbb{E} \left( \Delta_2 \omega(T_2, X_1) \frac{Y_1(T_2)}{S_T(T_2)} \right) = \int_{\mathbb{R}^d} \int_0^\tau \omega(s,x) d\nu_h(s,x) \]

by the law of large numbers for U-statistics. Thus, to conclude the proof, we just need to prove that the sum over indices \( \{i = j\} \) converges to zero in probability. To see this, notice that \( U_i = S_T(T_i) \) are i.i.d. uniform random variables, and that

\[ \frac{1}{n^2} \sum_{i=1}^n \Delta_i \omega(T_i, X_i) \frac{1}{S_T(T_i)} \leq \frac{C}{n^2} \sum_{i=1}^n \frac{1}{S_T(T_i)} \leq \frac{C}{n^2} \sum_{i=1}^n \frac{1}{U_i} = o_p(1), \]

where the first inequality follows from the assumption that \( \omega \) is bounded by some constant \( C \), and the last equality follows from \( n^{-2} \sum_{i=1}^n \frac{1}{U_i} = o_p(1) \), which we now proceed to prove.

Define the event \( \mathcal{B}_n = \cup_{i=1}^n \{1/U_i \geq n^3/2\} \), and note that \( \mathbb{P}(\mathcal{B}_n) \leq n \mathbb{P}(U_i \leq 1/n^{3/2}) = n^{-1/2} \). Then, for any \( \epsilon > 0 \), it holds that

\[ \mathbb{P}\left( \frac{C}{n^2} \sum_{i=1}^n \frac{1}{U_i} > \epsilon \right) = \mathbb{P}\left( \left\{ \frac{C}{n^2} \sum_{i=1}^n \frac{1}{U_i} > \epsilon \right\} \cap \mathcal{B}_n \right) + \mathbb{P}\left( \left\{ \frac{C}{n^2} \sum_{i=1}^n \frac{1}{U_i} > \epsilon \right\} \cap \mathcal{B}_n^c \right) \]

\[ \leq \mathbb{P}(\mathcal{B}_n) + \mathbb{P}\left( \frac{1}{n} \sum_{i=1}^n \mathbb{1}_{\{1/U_i < n^{3/2}\}} > \epsilon \right) \leq \frac{1}{n^{1/2}} + \frac{C}{n \epsilon} \mathbb{E} \left( \frac{\mathbb{1}_{\{1/U_i < n^{3/2}\}}}{U_i} \right) \leq \frac{1}{n^{1/2}} + \frac{C}{n \epsilon} \int_{n^{-3/2}}^1 \frac{1}{u} \, du \leq \frac{1}{n^{1/2}} + \frac{3C \log(n)}{2\epsilon} \to 0, \]

for any \( \epsilon > 0 \) as \( n \) grows to infinity.

D.1.2 Proof of Proposition 3.3

(\( \Leftarrow \)) Assume \( Z \perp X \). Note that \( \tau = \tau_x \) for almost all \( x \in \mathbb{R}^d \), since if this did not hold, then \( Z \not\perp X \). Consider arbitrary \( t \leq \tau \) and measurable \( A \subseteq \mathbb{R}^d \), then it holds that

\[ \nu_1((0,t] \times A) = \int_0^t \int_{x \in A} S_{C\mid X=x}(s) dF_Z(s) dF_X(x), \]
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\[ \nu_0([0,t] \times A) = \int_0^t \int_{x \in \mathbb{R}^d} S_{C|X=x}(s) \frac{1}{Z} \int_{x' \in A} S_{Z}(s)S_{C|X=x'}(s) dF_X(x') dF_Z(s) dF_X(x) \]

\[ (Z \perp X) = \int_0^t \int_{x \in A} S_{C|X=x}(s) dF_Z(s) dF_X(x). \]

Because \( \nu_0 \) and \( \nu_0 \) agree on generating sets, they agree on any measurable set in \( \mathbb{R}_+ \times \mathbb{R}^d \).

(\( \Rightarrow \)) We first prove that \( \nu_0 = \nu_0 \) implies that \( \tau = \tau_0 \) for almost all \( x \in \mathbb{R}^d \). For this result, we observe that Assumption 3.2 implies \( \tau_0 = \sup\{t : S_{T|X=x}(t) > 0\} = \sup\{t : S_{Z|X=x}(t) > 0\} \), and by Proposition C.1, \( \tau_0 \leq \tau \) for almost all \( x \in \mathbb{R}^d \). We now proceed by contradiction. Assume there exists \( \tau' < \tau \) such that the set \( E = \{x \in \mathbb{R}^d : \tau_0 \leq \tau' \} \) satisfies \( \mathbb{P}(X \in E) > 0 \), otherwise \( \tau_0 = \tau \) for almost all \( x \in \mathbb{R}^d \). Let \( \omega(s, x) = \mathbb{1}_{\{s < \tau_0\}}S_{T|X=x}(s)^{-1} \), and note that \( \omega(s, x) < \infty \) for all \( (s, x) \in (0, \tau) \times \mathbb{R}^d \). By the hypothesis \( \nu_0 = \nu_0 \),

\[ \int_A \int_0^t \omega(s, x)S_{C|X=x}(s) dF_Z(s) dF_X(x) = \int_A \int_0^t \omega(s, x)S_{T|X=x}(s) d\alpha(s) dF_X(x) \]

(21)

for any \( t \leq \tau \), measurable set \( A \subseteq \mathbb{R}^d \), and measurable function \( \omega(s, x) \). This leads to a contradiction, however. Indeed, on one hand, the left-hand-side of equation (21), when evaluated at \( \omega(s, x) = \mathbb{1}_{\{s < \tau_0\}}S_{T|X=x}(s)^{-1} \), \( A = E \) and \( t = \tau' \) satisfies

\[ \int_E \int_0^{\tau'} \omega(s, x)S_{C|X=x}(s) dF_Z(s) dF_X(x) = \int_E \int_0^{\tau'} \mathbb{1}_{\{s < \tau_0\}} d\Lambda_{Z|X=x}(s) dF_X(x) \]

\[ (\tau_0 < \tau' \text{ in } E) = \int_E \Lambda_{Z|X=x}(\tau_0) dF_X(x) \]

\[ = \infty, \]

since \( \mathbb{P}(X \in E) > 0 \) and the cumulative hazard function \( \Lambda_{Z|X=x}(t) \) diverges as \( t \) tends to \( \tau_0 \).

On the other hand, the right-hand-side of equation (21), when evaluated at \( \omega(s, x) = \mathbb{1}_{\{s < \tau_0\}}S_{T|X=x}(s)^{-1} \), \( A = E \) and \( t = \tau' \), satisfies

\[ \int_E \int_0^{\tau'} \omega(s, x)S_{T|X=x}(s) d\alpha(s) dF_X(x) = \int_E \int_0^{\tau'} \mathbb{1}_{\{s \leq \tau_0\}} d\alpha(s) dF_X(x) \]

\[ \leq \mathbb{P}(X \in E) \alpha((0, \tau')) < \infty, \]

since

\[ \alpha((0, \tau')) = \int_0^{\tau'} \int_{x \in \mathbb{R}^d} S_{C|X=x}(s) dF_Z(s, x) S_{T}(s) \leq \frac{1}{S_T(\tau')} < \infty, \]

due to the fact that \( S_T(t) > 0 \) for all \( t < \tau \) and \( \tau' < \tau \). This finally leads to a contradiction, meaning that such a \( \tau' \) cannot exist, and thus \( \tau_0 = \tau \) for almost all \( x \in \mathbb{R}^d \).

We proceed to prove that \( \nu_0 = \nu_0 \) implies \( Z \perp X \). Let \( \omega(s, x) = S_{T|X=x}(s)^{-1} \), let \( A \subseteq \mathbb{R}^d \) be a measurable set, and let \( t < \tau \). Note that the function \( \omega \) is well-defined \( F_X \)-almost surely for \( t < \tau \) as \( \mathbb{P}(X \in \{x \in \mathbb{R}^d : \tau_0 \neq \tau \}) = 0 \). By substituting \( \omega \) in equation (21), we obtain

\[ \int_0^t \int_{A} S_{C|X=x}(s) S_{T|X=x}(s) dF_Z(s, x) = \int_0^t \int_{A} d\alpha(s) dF_X(x), \]

(22)

and by further choosing \( A = \mathbb{R}^d \), we obtain

\[ \int_{\mathbb{R}^d} \int_0^t dF_{Z|X=x}(s) S_{Z|X=x}(s) dF_X(x) = \int_{\mathbb{R}^d} \Lambda_{Z|X=x}(t) dF_X(x) = \Lambda_Z(t) = \int_0^t d\alpha(t), \]

which implies \( d\alpha(s) = d\Lambda_Z(s) \) for almost all \( s \in \mathbb{R}_+ \). Substituting the previous equality in equation (22), we obtain for arbitrary measurable \( A \),

\[ \int_0^t \int_{A} S_{C|X=x}(s) S_{T|X=x}(s) dF_Z(s, x) = \int_{A} \Lambda_{Z|X=x}(t) dF_X(x) = \int_{A} \Lambda_Z(t) dF_X(x), \]

from which we conclude that \( d\Lambda_{Z|X}(s) = d\Lambda_Z(s) F_X \)-almost surely for all \( s < \tau \). Note that Assumption 3.2 implies that \( \tau = \sup\{t : S_Z(t) > 0\} \) from which we deduce \( Z \perp X \).
D.1.3 Proof of Theorem 3.4

Let $\omega^* = \|\phi_0^n - \phi_1^n\|_H^{-1} (\phi_0^n - \phi_1^n)$, clearly $\|\omega^*\|_H^2 = 1$ and

$$\langle \omega, \phi_0^n - \phi_1^n \rangle_H = \|\phi_0^n - \phi_1^n\|_H \leq \Psi_n.$$

On the other hand

$$\Psi_n = \sup_{\omega \in H; \|\omega\|_H \leq 1} \langle \omega, \phi_0^n - \phi_1^n \rangle_H \leq \sup_{\omega \in H; \|\omega\|_H \leq 1} \|\omega\|_H \|\phi_0^n - \phi_1^n\|_H = \|\phi_0^n - \phi_1^n\|_H,$$

from which we deduce the desired result $\Psi_n = \|\phi_0^n - \phi_1^n\|_H$.

Observe

$$\|\phi_0^n - \phi_1^n\|_H^2 = \left\| \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} L(t, \cdot)(dv_0^n(t, x) - dv_0^n(t, x)) \right\|_H^2 = \frac{1}{n^2} \sum_{i=1}^n \int_{\mathbb{R}^d} L(t, \cdot) \left( K(X_i, \cdot) - \sum_{j=1}^n K(X_j, \cdot) \frac{Y_j(t)}{Y(t)} \right) dN_i(t)$$

$$= \frac{1}{n^2} \sum_{i=1}^n \int_{\mathbb{R}^d} \Delta_i L(T_i, \cdot) \left( K(X_i, \cdot) - \sum_{j=1}^n K(X_j, \cdot) \frac{Y_j(T_i)}{Y(T_i)} \right) \left\|_H^2. \right.$$  

Define $\Phi^X = (K(X_1, \cdot), \ldots, K(X_n, \cdot))^T$ and $\Phi^T = (\Delta_1 L(T_1, \cdot), \ldots, \Delta_n L(T_n, \cdot))^T$. Then

$$\|\phi_0^n - \phi_1^n\|_H^2 = \frac{1}{n^2} \sum_{i=1}^n \int_{\mathbb{R}^d} \left( \Phi^T_i ((I - A) \Phi^X) \right) \left\|_H^2 = \frac{1}{n^2} \sum_{i=1}^n \sum_{i' = 1}^n \langle \Phi^T_i ((I - A) \Phi^X), \Phi^T_{i'} ((I - A) \Phi^X) \rangle_H \right.$$  

$$= \frac{1}{n^2} \sum_{i=1}^n \sum_{i' = 1}^n \langle L^\Delta, ((I - A) K (I - A)^T), \rangle_{H}.$$  

D.2 Proofs of Section 4

D.2.1 Proof of Proposition 4.1

Observe that

$$(\phi_0^n - \phi_1^n)(\cdot) = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mathcal{R}((t, x), \cdot)(dv_0^n(t, x) - dv_0^n(t, x))$$

$$= \int_{\mathbb{R}^d} \left( \mathcal{R}((t, X_i), \cdot) - \sum_{j=1}^n \mathcal{R}((t, X_j), \cdot) \frac{Y_j(t)}{Y(t)} \right) dM_i(t)$$

follows from the definition of the embeddings, $\phi_0^n$ and $\phi_1^n$, and of the empirical measures, $\nu^n_t$ and $\nu^n_0$.

Assume that the process $N_i$ can be replaced by the martingale $M_i$ in the previous equation, that is,

$$(\phi_0^n - \phi_1^n)(\cdot) = \sum_{i=1}^n \int_{\mathbb{R}^d} \left( \mathcal{R}((t, X_i), \cdot) - \sum_{j=1}^n \mathcal{R}((t, X_j), \cdot) \frac{Y_j(t)}{Y(t)} \right) dM_i(t). \quad (23)$$

Then, using Theorem 3.4 and Equation (23), it holds that

$$\Psi_n^2 = \|\phi_0^n - \phi_1^n\|_H^2 = \left\| \sum_{i=1}^n \int_{\mathbb{R}^d} \left( \mathcal{R}((t, X_i), \cdot) - \sum_{j=1}^n \mathcal{R}((t, X_j), \cdot) \frac{Y_j(t)}{Y(t)} \right) dM_i(t) \right\|_H^2.$$  
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where the main result is deduced by computing the previous term using the reproducing property.

To end the proof, we just need to prove Equation (23). Since \( dM_n(t) = dN_i(t) - Y_i(t) d\Lambda_Z(t) \), the result follows from proving

\[
\sum_{i=1}^{n} \int_{\mathbb{R}^+} \rho((t, X_i), \cdot) - \sum_{j=1}^{n} \rho((t, X_j), \cdot) \frac{Y_j(t)}{Y(t)} Y_i(t) d\Lambda_Z(t) = 0.
\]

Observe

\[
\sum_{i=1}^{n} \int_{\mathbb{R}^+} \rho((t, X_i), \cdot) - \sum_{j=1}^{n} \rho((t, X_j), \cdot) \frac{Y_j(t)}{Y(t)} Y_i(t) d\Lambda_Z(t) = \sum_{i=1}^{n} \int_{\mathbb{R}^+} \rho((t, X_i), \cdot) Y_i(t) d\Lambda_Z(t) - \sum_{j=1}^{n} \int_{\mathbb{R}^+} \sum_{j=1}^{n} \rho((t, X_j), \cdot) \frac{Y_j(t)}{Y(t)} Y_i(t) d\Lambda_Z(t) = 0,
\]

which completes the result.

### D.2.2 Proof of Lemma 3.3

Recall the definition of the log-rank test statistic \( LR_n(\omega) \) given in Equation (3) in the main document,

\[
LR_n(\omega) = \frac{1}{n} \sum_{i=1}^{n} \int_{\mathbb{R}^+} (\omega(t, X_i) - \bar{\omega}_n(t)) dN_i(t),
\]

where \( \bar{\omega}_n(t) = \sum_{j=1}^{n} \omega(t, X_j) \frac{Y_j(t)}{Y(t)} \). Additionally, note that

\[
\frac{1}{n} \sum_{i=1}^{n} \int_{\mathbb{R}^+} (\omega(t, X_i) - \bar{\omega}_n(t)) Y_i(t) d\Lambda_Z(t) = 0.
\]

Then, by substracting the previous term to \( LR_n(\omega) \), we obtain

\[
LR_n(\omega) = \frac{1}{n} \sum_{i=1}^{n} \int_{\mathbb{R}^+} (\omega(t, X_i) - \bar{\omega}_n(t)) dM_i(t),
\]

and thus, by the definition of the log-rank test-statistic, it follows that

\[
\Psi_n = \sup_{\omega \in \mathcal{H} : \|\omega\|_{L^2}^2 \leq 1} \frac{1}{n} \sum_{i=1}^{n} \int_{\mathbb{R}^+} (\omega(t, X_i) - \bar{\omega}_n(t)) dM_i(t). \quad (24)
\]

Let \( \{ (T_i, \Delta_i, X_i') \}_{i=1}^{n} \) be an independent copy of the data \( \mathcal{D} = \{ (T_i, \Delta_i, X_i) \}_{i=1}^{n} \), let \( Y_i'(t) = 1_{\{T_i' \geq t\}} \) and let \( E'(\cdot) = E(\cdot | \mathcal{D}) \). The desired result is then obtained by showing that we can replace \( \bar{\omega}_n(t) \) in Equation (24) by its population limit (under the null hypothesis), given by

\[
\frac{E'(\omega(t, X_i') Y_i'(t))}{S_T(t)} = \int_{\mathbb{R}^+} \omega(t, x) S_{C|X=x}(t) dF_X(x) / S_C(t),
\]

up to an error of order \( o_p(n^{-1/2}) \). This result is not obvious because of the supremum.

Let’s us make this replacement, and define

\[
\tilde{\Psi}_n = \sup_{\omega \in \mathcal{H} : \|\omega\|_{L^2}^2 \leq 1} \frac{1}{n} \sum_{i=1}^{n} \int_{\mathbb{R}^+} \left( \omega(t, X_i) - \frac{E'(\omega(t, X_i') Y_i'(t))}{S_T(t)} \right) dM_i(t) \]

\[
= \sup_{\omega \in \mathcal{H} : \|\omega\|_{L^2}^2 \leq 1} \left( \omega, \frac{1}{n} \sum_{i=1}^{n} \int_{\mathbb{R}^+} \left( \rho((t, X_i), \cdot) - \frac{E'(\rho((t, X_i), \cdot) Y_i'(t))}{S_T(t)} \right) dM_i(t) \right).
\]
Note that since the supremum is taken over the unit ball of a reproducing kernel Hilbert space, it is straightforward that

\[
\Psi_n^2 = \left\| \frac{1}{n} \sum_{i=1}^{n} \int_{R^+} \left( \hat{\mathcal{R}}(t, X_i), \cdot \right) - \frac{n}{nS_T(t)} \frac{E'(\hat{\mathcal{R}}(t, X_i^1), \cdot) Y_i(t)}{\bar{\Psi}_n(t)} dM_i(t) \right\|^2_H
\]

\[
= \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \int_{R^+} \int_{R^+} \hat{\mathcal{R}}((t, X_i), (t', X_i)) dM_i(t) dM_i(t'),
\]

where \( \hat{\mathcal{R}} \) is the population limit of \( \hat{\mathcal{R}}_n \) (under the null) given in Equation (11) in the main document. Thus, the desired result follows from proving \( \Psi_n^2 = \Psi_n^2 + o_p(n^{-1}) \).

Define the error term

\[
\Upsilon_n = \sup_{\omega \in H: ||\omega||_H^2 \leq 1} \frac{1}{n} \sum_{i=1}^{n} \int_{R^+} \left( \frac{E'(\omega(t, X_i^1))Y_i(t)}{nS_T(t)} - \bar{\omega}_n(t) \right) dM_i(t),
\]

and note that

\[
\Upsilon_n = \sup_{\omega \in H: ||\omega||_H^2 \leq 1} \frac{1}{n} \sum_{i=1}^{n} \int_{R^+} \left( \frac{E'(\omega(t, X_i^1))Y_i(t)}{nS_T(t)} - \sum_{j=1}^{n} \omega(t, X_j) Y_j(t) \right) \sum_{i=1}^{n} dM_i(t)
\]

\[
= \sup_{\omega \in H: ||\omega||_H^2 \leq 1} \frac{1}{n} \int_{R^+} \sum_{j=1}^{n} \left( \frac{E'(\omega(t, X_j^1))Y_j(t)}{nS_T(t)} - \omega(t, X_j) Y_j(t) \right) dM(t).
\]

Also, note that by the triangular inequality,

\[
\Psi_n \leq \Psi_n + \Upsilon_n \quad \text{and} \quad \Psi_n \geq \Psi_n - \Upsilon_n.
\]

Then, if we assume that \( \Upsilon_n = o_p(n^{-1/2}) \), the result follows by taking square in the previous inequalities,

\[
n \Psi_n^2 = (n^{1/2} \Psi_n + o_p(1))^2 = n \Psi_n^2 + o_p(1),
\]

where we note that \( n^{1/2} \Psi_n o_p(1) = o_p(1) \) since \( n^{1/2} \Psi_n \) converges in distribution to some random variable (which is proven in Theorem 4.4).

The rest of this proof is concerned with showing that \( \Upsilon_n = o_p(n^{-1/2}) \) holds under Assumption 4.2. Again, observe that since the supremum in \( \Upsilon_n \) is taken over the unit ball of a reproducing kernel Hilbert space, \( \Upsilon_n^2 \) satisfies

\[
\Upsilon_n^2 = \left\| \frac{1}{n} \int_{R^+} \sum_{j=1}^{n} \left( \frac{E'(\hat{\mathcal{R}}(t, X_j^1), \cdot) Y_j(t)}{nS_T(t)} - \hat{\mathcal{R}}((t, X_j), \cdot) Y_j(t) \right) dM(t) \right\|^2_H.
\]

Under Assumption 4.2, \( \hat{\mathcal{R}}((t, x), (t', x')) = L(t, t')K(x, x') \), and by using the reproducing property, we get

\[
\Upsilon_n^2 = \frac{1}{n^2} \int_{R^+} \int_{R^+} L(t, s) \sum_{j=1}^{n} \sum_{i=1}^{n} \kappa_{i,j}(t, s) dM(t) dM(s),
\]

where

\[
\kappa_{i,j}(t, s) = \frac{E'(K(X_i^1, X_j^1)Y_j(t)Y_j(s))}{n^2S_T(t)S_T(s)} - \frac{E'(K(X_i, X_j)Y_i(t)Y_j(s))}{nS_T(t)S_T(s)} + \frac{E'(K(X_i, X_j)Y_i(t)Y_j(s))}{nS_T(t)S_T(s)} + \frac{E'(K(X_i, X_j)Y_i(t)Y_j(s))}{nS_T(t)S_T(s)}.
\]

Define the process \( (R(z))_{z \geq 0} \) by

\[
R(z) = \frac{1}{n} \int_{0}^{z} \int_{0}^{z} L(t, s) \sum_{j=1}^{n} \sum_{i=1}^{n} \kappa_{i,j}(t, s) dM(t) dM(s),
\]
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and note that
\[ n^2 R_n^2 = R(\tau_n). \]

We will prove that there exists an increasing predictable process \((A(z))_{z \geq 0}\) with \(A(0) = 0\) such that
\[ \mathbb{E}(R(T)) \leq \mathbb{E}(A(T)) \] for any finite stopping time, i.e., the process \(A\) majorises \(R\). Then, we will apply the Lenglart-Rebolledo inequality, given in Lemma \([B.4]\), to show that \(A(\tau_n) = o_p(1)\) implies \(\sup_{z \leq \tau_n} R(z) = o_p(1)\), and thus we will deduce the desired result from \(n^2 R_n^2 = R(\tau_n)\).

To find the process \(A\), note that
\[ R(z) = Z_D(z) + Z_O(z), \]
where \((Z_D(z))_{z \geq 0}\) and \((Z_O(z))_{z \geq 0}\) are the processes defined by
\[
Z_D(z) = \frac{1}{n} \int_0^z L(t, t) \sum_{i=1}^n \sum_{j=1}^n \kappa_{i,j}(t, t) \, dM(t) \, dM(t)
\]
and
\[
Z_O(z) = \frac{2}{n} \int_0^z \int_{(0,t)} L(t, s) \sum_{i=1}^n \sum_{j=1}^n \kappa_{i,j}(t, s) \, dM(s) \, dM(t).
\]

By Theorem \([B.7]\) since the functions \(L(t, s)\) and \(\kappa_{i,j}(t, s)\) (for any \(i, j \in \{1, \ldots, n\}\)) are both predictable functions in the sense of definition \([B.5]\) the process \(Z_O(z)\) is a zero-mean square-integrable (\(\mathcal{F}_z\))-martingale. By the Optional Stopping Theorem, \(\mathbb{E}(Z_O(T)) = 0\) for any bounded stopping time \(T\), and thus
\[ \mathbb{E}(R(T)) = \mathbb{E}(Z_D(T)), \] (26)
for any bounded stopping time \(T\).

Note that
\[
Z_D(z) = \frac{1}{n} \int_0^z L(t, t) \sum_{i=1}^n \sum_{j=1}^n \kappa_{i,j}(t, t) \, dM(t) \, dM(t)
\]
\[
= \frac{1}{n} \int_0^z L(t, t) \sum_{i=1}^n \sum_{j=1}^n \kappa_{i,j}(t, t) \, dN(t),
\]
where the second equality holds since \(dM(t)^2 = dN(t)\), which follows from the fact the the \(T_i\)'s are continuous random variables. Additionally, note that \(Z_D(0) = 0\), and that \(Z_D(z) \geq 0\), since
\[
L(t, t) \sum_{i=1}^n \sum_{j=1}^n \kappa_{i,j}(t, t) = \left\| \sum_{j=1}^n \left( \frac{\mathbb{E}(\mathbb{E}(\mathcal{Y}(t), \mathcal{X}_j), \mathcal{Y}_j(t))}{nS_T(t)} - \mathbb{E}(\mathcal{Y}(t), \mathcal{X}_j) \right) \mathcal{Y}_j(t) \right\|^2_{\mathcal{H}} \geq 0.
\]

The process \(Z_D(z)\) is adapted and increasing, and it can be compensated by
\[ \langle Z_D(z) \rangle = \frac{1}{n} \int_0^z L(t, t) \sum_{i=1}^n \sum_{j=1}^n \kappa_{i,j}(t, t) Y(t) \, d\Lambda_Z(t). \]

Since \(Z_D - \langle Z_D \rangle\) is a martingale, then \(\mathbb{E}(Z_D(T) - \langle Z_D(T) \rangle) = 0\) for any finite stopping time \(T\). Using Equation \([26]\), we conclude that
\[ \mathbb{E}(R(T)) = \mathbb{E}(\langle Z_D(T) \rangle), \]
for any finite stopping time. That is, the process \(\langle Z_D(z) \rangle\) is a predictable increasing process with \(\langle Z_D(0) \rangle = 0\), and \(\langle Z_D(z) \rangle\) majorizes \(R(z)\).

The final step is to prove that \(\langle Z_D(\tau_n) \rangle = o_p(1)\), and to use the Lenglart-Rebolledo inequality to conclude the main result. Note that
\[ \langle Z_D(\tau_n) \rangle = O_p(1) \int_0^z L(t, t) \sum_{i=1}^n \sum_{j=1}^n \kappa_{i,j}(t, t) S_C(t) \, dF_Z(t), \]
since by Proposition \[B.2]\[Y(t)/n = O_p(1)S_T(t)\] uniformly for all \(t \leq \tau_n\). Recall that

\[
L(t, t) = \sum_{i=1}^{n} \sum_{j=1}^{n} \kappa_{i,j}(t, t) = \sum_{j=1}^{n} \left( \frac{E(\mathbb{R}(\cdot, X_j(t)))}{nS_T(t)} - \mathbb{R}(\cdot, Y_j(t)/Y(t)) \right)^2.
\]

and note that

\[
L(t, t) \leq \sum_{j=1}^{n} \left| \frac{E(\mathbb{R}(\cdot, X_j(t)))}{nS_T(t)} - \mathbb{R}(\cdot, Y_j(t)/Y(t)) \right|^2
\]

\[= L(t, t) \sum_{j=1}^{n} \left( \frac{E(K(X_j', X_j')Y_j(t))}{n^2S_T(t)^2} - \frac{2E'(K(X_j', X_j')Y_j(t))Y_j(t)}{nS_T(t)Y(t)} + \frac{K(X_j, X_j)Y_j(t)}{Y(t)^2} \right)\]

\[\leq C \sum_{j=1}^{n} \left( \frac{1}{nS_T(t)} + \frac{2Y_j(t)}{nY(t)} + \frac{Y_j(t)}{Y(t)^2} \right)\]

\[\leq C \left( \frac{1}{nS_T(t)} + \frac{2}{n} + \frac{1}{Y(t)} \right),\]

where the first equality is due to the reproducing property and Assumption \[4.2\] and the second inequality follows also from Assumption \[4.2\] in which we assume the kernel is bounded by some constant \(C > 0\).

Using the previous upper bound, we obtain

\[
\langle Z_D(\tau_n) \rangle = O_p(1) \int_0^{\tau_n} \left( \frac{1}{nS_T(t)} + \frac{2}{n} + \frac{1}{Y(t)} \right) S_C(t)dF_Z(t)
\]

\[= O_p(1) \int_0^{\tau_n} \frac{1}{nS_T(t)} S_C(t)dF_Z(t)\]

\[= O_p(1) \frac{1}{n} \Lambda_Z(\tau_n).\]

Note that \(\tau_n = \max\{T_1, \ldots, T_n\} \leq \max\{Z_1, \ldots, Z_n\}\), and thus

\[
\frac{1}{n} \Lambda_Z(\tau_n) \leq \frac{1}{n} \max_{i \in \{1, \ldots, n\}} \Lambda_Z(Z_i).
\]

Note also that the random variables \(\Lambda_Z(Z_i)\) are i.i.d. exponential random variables with mean 1, as

\[
P(\Lambda_Z(Z_i) > x) = P(Z_i > \Lambda_Z^{-1}(x)) = S_Z(\Lambda_Z^{-1}(x)) = \exp\{-\Lambda_Z(\Lambda_Z^{-1}(x))\} = \exp\{-x\}.
\]

We finally deduce the result in consequence of

\[
P(\max_{i \in \{1, \ldots, n\}} \Lambda_Z(Z_i) \geq 2 \log(n)) \leq nP(\Lambda_Z(Z_i) \geq 2 \log(n)) = n \exp\{\log(n^{-2})\} = \frac{1}{n}.
\]

Thus in a set of probability tending to 1, \(\max_{i \in \{1, \ldots, n\}} \Lambda_Z(Z_i) \leq 2 \log(n)\), and thus

\[
\langle Z_D(\tau_n) \rangle = O_p(1) \frac{1}{n} \Lambda_Z(\tau_n) = o_p(1).
\]

### D.2.3 Proof of Theorem \[4.4\]

**Proof:** By Lemma \[4.3\]

\[
\Psi_n^2 = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{l=1}^{n} J((T_i, \Delta_i, X_i), (T_l, \Delta_l, X_l)) + o_p(n^{-1})
\]

under the null hypothesis. The non-negligible part in the right-hand side of the previous equation is a degenerate \(V\)-statistic of order 2.
The degeneracy property can be easily verified, since

\[ J((T_i, \Delta_i, X_i), (t, r, x)) = \int_{\mathbb{R}^+} \left( \int_{\mathbb{R}^+} \tilde{R}((s, X_i), (s', x))dM_{t,r}(s') \right) dM_i(s) \]

\[ = \int_{\mathbb{R}^+} f_i(s, t, r, x)dM_i(s), \]

where \( f_i(s, t, r, x) = \int_{\mathbb{R}^+} \tilde{R}((s, X_i), (s', x))dM_{t,r}(s') \). Then, note that for any fixed triple \((t, r, x) \in \mathbb{R}^+ \times \{0, 1\} \times \mathbb{R}^d\), the process \((f_i(s, t, r, x))_{s \geq 0}\) is \((\mathcal{F}_s)\)-predictable, and thus \(E(J(T_i, \Delta_i, X_i), (t, r, x)) = E \left( \int_{\mathbb{R}^+} f_i(s, t, r, x)dM_i(s) \right) = 0 \) for any \((t, r, x) \in \mathbb{R}^+ \times \{0, 1\} \times \mathbb{R}^d\), since \( \int_0^\infty f_i(s, t, r, x)dM_i(s), z \geq 0 \), is a \( \mathcal{F}_z \)-martingale.

Using the previous observation, and from the classical theory of \( V \)-statistics [34], we obtain

\[ n\Psi^2 \overset{D}{\rightarrow} E(J((T_i, \Delta_i, X_i), (T_i, \Delta_i, X_i))) + \mathcal{Y}, \]

where \( \mathcal{Y} = \sum_{i=1}^n \lambda_i (\xi_i^2 - 1) \), \( \xi_1, \xi_2, \ldots \) are independent standard normal random variables, and \( \lambda_1, \lambda_2, \ldots \) are the eigenvalues associated to the integral operator of \( J, T^J \), defined in Equation (19).

Finally, note that

\[ E(J((T_i, \Delta_i, X_i), (T_i, \Delta_i, X_i))) \]

\[ = E \left( \int_0^{T_i} \int_0^{T_i} 1_{t \neq t'} \tilde{R}((t, X_i), (t', X_i))dM_i(t)dM_i(t') \right) + E \left( \tilde{R}((T_i, X_i), (T_i, X_i))\Delta_i \right) \]

\[ = \int_{x \in \mathbb{R}^d} \int_0^{T_i} \tilde{R}((t, x), (t, x))S_{C|X=x}(t)dF_Z(t)dF_X(t), \]

where the expectation of the first term is equal to zero by the double martingale Theorem [47].

\[ \square \]

### D.2.4 Proof of Theorem 4.5

**Proof:** Let \( Q : (\mathbb{R}^+ \times \mathbb{R}^+ \times \mathbb{R}^d)^2 \to \mathbb{R} \) be given by

\[ Q((z_1, c_1, x_1), (z_2, c_2, x_2)) = 1_{\{z_1 \leq c_1\}} 1_{\{z_2 \leq c_2\}} \tilde{R}((z_1, x_1), (z_2, x_2)). \]

Note that \( \Delta_i \Delta_j \tilde{R}((T_i, X_i), (T_j, X_j)) = Q((Z_i, C_i, X_i), (Z_j, C_j, X_j)) \), and thus the asymptotic distribution of \( \frac{1}{n} \sum_{i=1}^n \Delta_i \tilde{R}((T_i, X_i), (T_j, X_j)) \) can be found by studying the asymptotic distribution of the degenerate \( V \)-statistic,

\[ \frac{1}{n} \sum_{i=1}^n \sum_{j=1}^n Q((Z_i, C_i, X_i), (Z_j, C_j, X_j)). \]

Let \( Q_{ij} = Q((Z_i, C_i, X_i), (Z_j, C_j, X_j)) \). Then \( E(Q_{ii}) < \infty \) and \( E(Q_{ij}^2) < \infty \) for \( i \neq j \), since, by Assumption 4.2, the kernel \( \tilde{R} \) is bounded. By the classical theory of \( U/V \)-statistics [34],

\[ \frac{1}{n} \sum_{i=1}^n \sum_{j=1}^n Q_{ij} \overset{D}{\rightarrow} \int_{\mathbb{R}^d} \int_0^{T_i} \tilde{R}((t, x), (t, x))S_{C|X=x}(t)dF_Z(t)dF_X(t) + \mathcal{Y}, \]

where \( \mathcal{Y} = \sum_{i=1}^\infty \lambda_i (\xi_i^2 - 1) \), \( \xi_1, \xi_2, \ldots \) are independent standard normal random variables, and \( \lambda_1, \lambda_2, \ldots \) are the eigenvalues associated to the integral operator \( T^Q \). By Theorem C.3, \( T^J \) (the integral operator of \( J \)) and \( T^Q \) share the same set of non-zero eigenvalues (including multiplicities), and thus the result holds.

\[ \square \]

### D.2.5 Proof of lemma 4.6

Observe that

\[ \| \phi_0^n - \phi_1^n \|_{\tilde{R}}^2 = V_{0,0} - 2V_{0,1} + V_{1,1}, \]

\[ \square \]
where

\[ V_{0,0} = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{l=1}^{n} \sum_{k=1}^{n} I((T_i, X_j), (T_l, X_k)) \frac{Y_j(T_i) Y_k(T_l)}{Y(T_i) Y(T_l)} \Delta_i \Delta_l, \]  

(28)

\[ V_{0,1} = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{l=1}^{n} \sum_{k=1}^{n} I((T_i, X_j), (T_l, X_k)) \Delta_i \Delta_l \frac{Y_j(T_i)}{Y(T_i)} \]  

(29)

\[ V_{1,1} = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{l=1}^{n} \sum_{k=1}^{n} I((T_i, X_j), (T_l, X_k)) \Delta_i \Delta_l, \]  

(30)

hold by the reproducing property. The desired result

\[ \| \phi^n_0 - \phi^n_1 \|^2_{\mathcal{H}} \leq \| \phi_0 - \phi_1 \|^2_{\mathcal{H}}, \]

follows by proving

i) \( V_{0,0} \overset{P}{\to} \| \phi_0 \|^2_{\mathcal{H}}, \)

ii) \( V_{0,1} \overset{P}{\to} \langle \phi_0, \phi_1 \rangle_{\mathcal{H}}, \)

iii) \( V_{1,1} \overset{P}{\to} \| \phi_1 \|^2_{\mathcal{H}}. \)

We start with iii). Note that \( V_{1,1} \) is a \( V \)-statistic of order 2, and that, by Assumption 1.2, \( E(|\mathcal{R}((T_i, X_i), (T_i, X_i))\Delta_i|) < \infty \) and \( E(|\mathcal{R}((T_i, X_i), (T_j, X_j))\Delta_j\Delta_i|) < \infty \) for \( i \neq j \). Then, by the classical theory of \( V \)-statistics, it holds

\[
V_{1,1} \overset{P}{\to} E(\mathcal{R}((T_1, X_1), (T_2, X_2))\Delta_1\Delta_2) \\
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \mathcal{R}(t,x),(t',x'))S_{C|X=x}(t)S_{C|X=x'}(t')dF_Z(t,x)dF_Z(t',x') \\
= \| \phi_1 \|^2_{\mathcal{H}}.
\]

We next prove i) and ii). Since the proofs of i) and ii) use the same arguments, it suffices to prove the result for i). Rewrite \( V_{0,0} \) as

\[
V_{0,0} = \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{l=1}^{n} \sum_{k=1}^{n} f(i,j,l,k),
\]

where

\[
f(i,j,l,k) = I((T_i, X_j), (T_l, X_k)) \frac{Y_j(T_i) Y_k(T_l)}{Y(T_i) Y(T_l)} \Delta_i \Delta_l.
\]

Note that

\[
f(i,j,l,k) \leq C \frac{Y_j(T_i) Y_k(T_l)}{Y(T_i) Y(T_l)},
\]

for some constant \( C \geq 0 \) due to Assumption 1.2.

We begin by proving that the sum over elements in \( V_{0,0} \) that contain the repetition of one index \((i,j,l,k)\) converge to zero. Define the set \( \mathcal{S} = \{(i,j,l,k) : |\{i,j,l,k\}| \leq 3\} \), e.g. \( (1,1,2,3) \in \mathcal{S} \), and let \( \mathcal{S}_{i=1} \) be the set containing all the indices \((i,j,l,k)\) such that \( i = l \). It is not hard to see that \( \mathcal{S} \subseteq \mathcal{S}_{i=1} \cup \mathcal{S}_{i=j} \cup \mathcal{S}_{i=k} \cup \mathcal{S}_{j=i} \cup \mathcal{S}_{j=k} \cup \mathcal{S}_{i=k} \cup \mathcal{S}_{j=k} \cup \mathcal{S}_{i=k} \cup \mathcal{S}_{j=k} \) (note that the intersection of these sets may not be empty).

Consider the set \( \mathcal{S}_{i=1} \), and note that the sum over the elements of \( \mathcal{S}_{i=1} \) satisfies

\[
\frac{1}{n^2} \sum_{(i,j,k,l) \in \mathcal{S}_{i=1}} f(i,j,l,k) \leq \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} C \frac{Y_j(T_i) Y_k(T_l)}{Y(T_i) Y(T_l)} \leq \frac{1}{n^2} \sum_{i=1}^{n} C \to 0,
\]

as \( n \) tends to infinity.
The sum over the elements in $\mathcal{S}_{i=j}$ (or, by symmetry, over the elements $\mathcal{S}_{i=k}$) satisfies
\[
\frac{1}{n^2} \sum_{(i, j, l, k) \in \mathcal{S}_{i=j}} f(i, j, l, k) \leq \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} C \frac{Y_j(T_i) Y_k(T_i)}{Y(T_i) Y(T_i)} \leq \frac{C}{n} \sum_{i=1}^{n} \frac{1}{Y(T_i)} \leq \frac{C}{n} \sum_{k=1}^{n} \frac{1}{k} \leq C \frac{\log(n) + 1}{n} \to 0,
\]
as $n$ grows to infinity.

The sum over the elements of $\mathcal{S}_{i=k}$ (or, by symmetry, over $\mathcal{S}_{i=j}$) satisfies
\[
\frac{1}{n^2} \sum_{(i, j, l, k) \in \mathcal{S}_{i=k}} f(i, j, l, k) \leq \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{l=1}^{n} C \frac{Y_j(T_i) Y_l(T_i)}{Y(T_i) Y(T_i)} \leq \frac{1}{n^2} \sum_{i=1}^{n} \sum_{l=1}^{n} C \to 0.
\]

Finally, the sum over the elements of $\mathcal{S}_{j=k}$, satisfies
\[
\frac{1}{n^2} \sum_{(i, j, l, k) \in \mathcal{S}_{j=k}} f(i, j, l, k) \leq \frac{1}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} C \frac{Y_k(T_i) Y_j(T_i)}{Y(T_i) Y(T_i)} \leq \frac{C}{n} \sum_{i=1}^{n} \frac{1}{Y(T_i)} \to 0,
\]
as $n$ grows to infinity.

The previous results imply
\[
V_{0,0} = \frac{1}{n^4} \sum_{(i, j, k, l) \in \mathcal{S}^c} \mathcal{R}((T_i, X_j), (T_l, X_k)) \frac{Y_j(T_l) Y_k(T_l)}{Y(T_l) Y(T_l)} \Delta_i \Delta_l + o(1),
\]
where $\mathcal{S}^c = \{(i, j, k, l) \in [n]^4 : |(i, j, k, l)| = 4\}$.

We continue by assuming that $Y(t)/n$ can be replaced by its limit, $S_T(t)$, in the previous equation. By doing this, we obtain
\[
V_{0,0} = \frac{1}{n^4} \sum_{(i, j, k, l) \in \mathcal{S}^c} \mathcal{R}((T_j, X_j), (T_i, X_k)) \frac{Y_j(T_l) Y_k(T_l)}{S_T(T_l) S_T(T_l)} \Delta_i \Delta_l + o_p(1),
\]
which is a U-statistic of order 4. Then, by using the law of large numbers for U-statistics [31], it follows that
\[
V_{0,0} = E \left( \mathcal{R}((T_1, X_1), (T_2, X_2)) \frac{Y_3(T_1) Y_4(T_2)}{S_T(T_1) S_T(T_2)} \Delta_1 \Delta_2 \right) + o_p(1)
\]
\[
= \int_{0}^{T} \int_{x \in \mathbb{R}^d} \int_{0}^{T} \int_{x' \in \mathbb{R}^d} K((t, x), (t', x')) d\nu_0(t', x') d\nu_0(t, x) + o_p(1),
\]
\[
= \|\phi_0\|^2_H + o_p(1)
\]
from which we conclude the desired result.

We finalise our proof by justifying the replacement of $Y(t)$ by $nS_T(t)$ made in equation (31). By the triangular inequality, it holds
\[
\left| \frac{1}{n^2} \sum_{S} \mathcal{R}((T_i, X_j), (T_l, X_k)) \left( \frac{Y_j(T_l) Y_k(T_l)}{Y(T_l)} - \frac{Y_j(T_i) Y_k(T_i)}{nS_T(T_i)} \right) \Delta_i \Delta_l \right| \leq \left| \frac{1}{n^2} \sum_{S} \mathcal{R}((T_i, X_j), (T_l, X_k)) \frac{Y_j(T_l) Y_k(T_l)}{Y(T_l)} \left( \frac{Y_j(T_i) Y_k(T_i)}{nS_T(T_i)} \right) \Delta_i \Delta_l \right| \quad (32)
\]
\[
+ \left| \frac{1}{n^2} \sum_{S} \mathcal{R}((T_i, X_j), (T_l, X_k)) \frac{Y_k(T_l) Y_j(T_l)}{S_T(T_l)} \left( \frac{Y_j(T_i) Y_k(T_i)}{nS_T(T_i)} \right) \Delta_i \Delta_l \right|. \quad (33)
\]
We prove that equations (32) and (33) are both $o_p(1)$ under Assumption 4.2. Since the proofs use the same arguments, we only show the result for equation (32).
Note that under Assumption 4.2 it holds
\[
\left| \frac{1}{n^2} \sum_{(i,j,k,l) \in S} \mathcal{R}((T_i, X_j), (T_l, X_k)) \frac{Y_j(T_i)}{Y(T_i)} \frac{Y_k(T_l)}{nS_T(T_l)} \Delta_i \Delta_l \right|
\leq \frac{C}{n^2} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \sum_{l=1}^{n} \frac{Y_j(T_i)}{Y(T_i)} \frac{Y_k(T_l)}{nS_T(T_l)} \left| \Delta_i \right|
\leq \frac{C}{n} \sum_{k=1}^{n} \sum_{l=1}^{n} \left| \frac{Y_k(t)}{Y(t)} - \frac{Y_k(T_l)}{nS_T(T_l)} \right| \Delta_l
\leq \frac{C}{n} \int_{0}^{\tau} \sum_{k=1}^{n} \left| 1 - \frac{Y(t)/n}{S_T(t)} \right| dN(t)
\leq \frac{C}{n} \int_{0}^{\tau} \left| 1 - \frac{Y(t)/n}{S_T(t)} \right| dN(t) = o_p(1),
\]
where the last equality follows from Lemma C.4.

### D.2.6 Proof of Theorem 4.7

By Lemma 4.6 under Assumption 4.2, we have
\[
\Psi_n^2 \xrightarrow{p} \| \phi_i - \phi_0 \|^2_{H_i},
\]
where
\[
\phi_i(s, y) = \int_{0}^{\tau} \int_{x \in \mathbb{R}^d} L(s, t) K(y, x) d\nu_i(t, x), \quad i \in \{0, 1\}.
\]

Then, the result follows from proving \( \| \phi_1 - \phi_0 \|^2_{H} = 0 \) if and only if the null hypothesis holds, since if \( \| \phi_1 - \phi_0 \|^2_{H} > 0 \), then \( n\Psi_n^2 = n\| \phi_1 - \phi_0 \|^2_{H} \rightarrow \infty \) as \( n \rightarrow \infty \).

Suppose that the null hypothesis holds. Then, under Assumption 3.2, Proposition 3.3 implies that \( \nu_1 = \nu_0 \), and thus \( \phi_0 = \phi_1 \).

We proceed to show that \( \phi_1 - \phi_0 = 0 \) implies \( \nu_1 = \nu_0 \). Note that by Proposition 3.3 the latter implies that the null hypothesis holds.

To show this result, we repeat the proof in [13]. Recall that
\[
(\phi_1 - \phi_0)(s, y) = \int_{0}^{\tau} \int_{x \in \mathbb{R}^d} K(y, x) L(s, t) (d\nu_1(t, x) - d\nu_0(t, x)).
\]

Note that by our assumptions both kernels \( K \) and \( L \) are characteristic, translation invariant, \( c_0 \)-kernels.

Thus, an application of proposition B.10 allows us to deduce that both \( K \) and \( L \) are \( c_0 \)-universal kernels.

Let \( \mathcal{H}_K \) and \( \mathcal{H}_L \) be the RKHS induced by the kernels \( K \) and \( L \), respectively. For every \( \kappa \in \mathcal{H}_K \) define the signed measure \( \gamma_\kappa \) given by
\[
\gamma_\kappa(B) = \int_B \int_{\mathbb{R}^d} (K(\cdot, x), \kappa)_{\mathcal{H}_K} (d\nu_1(t, x) - d\nu_0(t, x)),
\]
for any measurable \( B \subseteq (0, \tau) \). Consider the embedding of the above measure onto \( \mathcal{H}_L \), \( \mu_{\gamma_\kappa} \) given by
\[
\mu_{\gamma_\kappa}(s) = \int_{0}^{\tau} L(s, t) d\gamma_\kappa(t).
\]

Following some computations, we obtain
\[
\mu_{\gamma_\kappa}(s) = \int_{0}^{\tau} L(s, t) \int_{\mathbb{R}^d} (K(\cdot, x), \kappa)_{\mathcal{H}_K} (d\nu_1(t, x) - d\nu_0(t, x))
= \left\langle \int_{0}^{\tau} \int_{\mathbb{R}^d} L(s, t) K(\cdot, x) (d\nu_1(t, x) - d\nu_0(t, x)), \kappa \right\rangle_{\mathcal{H}_K}
= ((\phi_1 - \phi_0)(s, \cdot), \kappa)_{\mathcal{H}_K}
= 0,
\]

\[41\]
since \((\phi_1 - \phi_0)(s, y) = 0\) for all \((s, y) \in \mathbb{R}_+ \times \mathbb{R}_d\) by hypothesis.

By Proposition 3.9, since \(L\) is \(c_0\)-universal, the embedding \(\mu_{\gamma_1}\) is injective, and thus \(\gamma_1(B) = 0\) for all \(B\) and \(\kappa \in \mathcal{H}_K\). Since this is true for all \(\kappa \in \mathcal{H}_K\), it is true in particular for \(K(\cdot, y) \in \mathcal{H}_K\), and thus for \(\kappa(\cdot) = K(\cdot, y)\), we have

\[
\gamma_1(B) = \int_B \int_{\mathbb{R}^d} (K(\cdot, x), K(\cdot, y))_{\mathcal{H}_K} (d\nu_1(t, x) - d\nu_0(t, x)) = 0.
\]

for all measurable \(B \subseteq \mathbb{R}\). For any fixed measurable \(B \subseteq (0, \tau)\), define the signed measure \(\tilde{\gamma}_B(A) = \int_A \int_{\mathbb{R}^d} (d\nu_1(t, x) - d\nu_0(t, x))\) for any measurable \(A \subseteq \mathbb{R}^d\). The above equation can be interpreted as the embedding of \(\tilde{\gamma}_B\) to \(\mathcal{H}_K\), that is,

\[
\mu_{\tilde{\gamma}_B}(y) = \int_0^\tau \int_{\mathbb{R}^d} K(y, x)\mathbb{1}_B(t)(d\nu_1(t, x) - d\nu_0(t, x)) = 0.
\]

which is also injective (by Proposition 3.9 since \(K\) is \(c_0\)-universal). We conclude that

\[
\tilde{\gamma}_B(A) = \int_0^\tau \int_A \mathbb{1}_B(t)(d\nu_1(t, x) - d\nu_0(t, x)) = 0
\]

for all Borel sets \(A, B\), and hence \(\nu_1 - \nu_0 = 0\).

D.3 Proofs of Section 5

D.3.1 Proof of Lemma 5.1

The desired result is obtained by showing that

\[
\sup_{\omega \in \mathcal{H}_K, ||\omega||_\mathcal{H} \leq 1} \frac{1}{n} \sum_{i=1}^n \int_0^\tau W_i(\bar{\omega}_n(t) - \hat{\omega}(t)) dN_i(t) = o_p(n^{-1/2}),
\]

where \(\hat{\omega}(t)\), given by \(\hat{\omega}(t) = \int_{\mathbb{R}^d} \omega(t, x) S_{T, X=x}(t) dF_X(x)\), is the population version of \(\bar{\omega}_n(t) = \sum_{j=1}^n \omega(t, X_j) \frac{Y_j(t)}{Y(t)}\).

Let \(\omega^*(t) = \frac{1}{n S_T(t)} \sum_{j=1}^n \omega(t, X_j) Y_j(t)\). By the triangular inequality,

\[
\sup_{\omega \in \mathcal{H}_K, ||\omega||_\mathcal{H} \leq 1} \frac{1}{n} \sum_{i=1}^n \int_0^\tau W_i(\bar{\omega}_n(t) - \hat{\omega}(t)) dN_i(t) \leq E_1 + E_2,
\]

where

\[
E_1 = \sup_{\omega \in \mathcal{H}_K, ||\omega||_\mathcal{H} \leq 1} \frac{1}{n} \sum_{i=1}^n \int_0^\tau W_i(\bar{\omega}_n(t) - \omega^*(t)) dN_i(t)
\]

and

\[
E_2 = \sup_{\omega \in \mathcal{H}_K, ||\omega||_\mathcal{H} \leq 1} \frac{1}{n} \sum_{i=1}^n \int_0^\tau W_i(\bar{\omega}_n(t) - \omega^*(t)) dN_i(t)
\]

where

\[
R_n(t) = \frac{1}{Y(t)} - \frac{1}{n S_T(t)},
\]

and

\[
E_2 = \sup_{\omega \in \mathcal{H}_K, ||\omega||_\mathcal{H} \leq 1} \frac{1}{n} \sum_{i=1}^n \int_0^\tau W_i(\bar{\omega}_n(t) - \omega^*(t)) dN_i(t)\]

and

\[
E_2 = \sup_{\omega \in \mathcal{H}_K, ||\omega||_\mathcal{H} \leq 1} \frac{1}{n} \sum_{i=1}^n \int_0^\tau \frac{W_i}{n S_T(t)} \left( \sum_{j=1}^2 \omega(t, X_j) Y_j(t) - g(t) \right) dN_i(t),
\]

where \(g(t) = \int_{\mathbb{R}^d} \omega(t, x) S_{T, X=x}(t) dF_X(x)\). The result follows by proving that both \(E_1\) and \(E_2\) are \(o_p(n^{-1/2})\).

We proceed to prove \(E_1 = o_p(n^{-1/2})\). Let \(\beta \in (0, 1)\), and define the set \(B_{n, \beta}\) by

\[
B_{n, \beta} = \left\{ \frac{Y(t)/n}{S_T(t)} \leq \beta^{-1}, \forall t \leq \tau_n \right\}.
\]
By Proposition \[2\] the set \( B_{n,\beta} \) satisfies \( P(B_{n,\beta}) \geq 1 - \beta \). Note that we only need to prove that \( n^{1/2}E_1 \) converges to zero in probability in the set \( B_{n,\beta} \), as \( \beta \) can be chosen arbitrarily small. Observe

\[
nE_1^2 = \left( \sup_{\omega \in H, ||\omega|| \leq 1} \frac{1}{n^{1/2}} \sum_{i=1}^{n} \int_{0}^{\tau} W_i \sum_{j=1}^{n} \omega(t, X_j)Y_j(t) dN_i(t) \right)^2
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \sum_{j,k=1}^{n} \sum_{t,s} \mathcal{R}(t, X_j, s, X_k) Y_j(t) Y_k(s) R_n(t) R_n(s) dN_i(t) dN_i(s) \leq C \frac{n}{n} \sum_{i=1}^{n} \sum_{j,k=1}^{n} \sum_{t,s} Y(t) Y(s) |R_n(t)||R_n(s)| dN_i(t) dN_i(s),
\]

where the first equality is due to the fact that we are taking supremum in the unit ball of a RKHS, and the inequality in the second line follows from Assumption 4.2; that is, the kernel \( \mathcal{R} \) where the first equality is due to the fact that we are taking supremum in the unit ball of a RKHS, and the

\[
\sup_{\omega \in H, ||\omega|| \leq 1} \frac{1}{n^{1/2}} \sum_{i=1}^{n} \int_{0}^{\tau} W_i \sum_{j=1}^{n} \omega(t, X_j)Y_j(t) dN_i(t) \]

\[
= \frac{1}{n} \sum_{i=1}^{n} \sum_{j,k=1}^{n} \sum_{t,s} \mathcal{R}(t, X_j, s, X_k) Y_j(t) Y_k(s) R_n(t) R_n(s) dN_i(t) dN_i(s) \leq C \frac{n}{n} \sum_{i=1}^{n} \sum_{j,k=1}^{n} \sum_{t,s} Y(t) Y(s) |R_n(t)||R_n(s)| dN_i(t) dN_i(s),
\]

Note that \( \mathcal{R}(t, X_j, s, X_k) \) is i.i.d. Rademacher random variables which are independent of our data \((T_i, \Delta_i, X_i)_{i=1}^{n}\). We will prove that the expectation in the right-hand side of Equation \[38\] converges to zero. To do this, we use dominated convergence in sets of arbitrarily large probability. First, note that

\[
Y(t) | R_n(t) = \left| 1 - \frac{Y(t)/n}{S_T(t)} \right| \leq 1 + \beta^{-1}
\]

uniformly for all \( t \leq \tau_n \) in the set \( B_{n,\beta} \), and thus

\[
\frac{C}{n} \sum_{i=1}^{n} \left( \int_{0}^{\tau} Y(t) | R_n(t) | dN_i(t) \right)^2 \mathbf{1}_{\{B_{n,\beta}\}} \leq C(1 + \beta^{-1})^2.
\]

Second, note that

\[
\frac{C}{n} \sum_{i=1}^{n} \left( \int_{0}^{\tau} Y(t) | R_n(t) | dN_i(t) \right)^2 = \frac{C}{n} \int_{0}^{\tau} \left| 1 - \frac{Y(t)/n}{S_T(t)} \right|^2 dN(t) = o_p(1),
\]

by Lemma [C.4]. By the dominated convergence theorem we deduce \( E(nE_1^2 \mathbf{1}_{\{B_{n,\beta}\}}) \to 0 \) as \( n \) grows to infinity, for which follows the desired result \( E_1 = o_p(n^{-1/2}) \).

We continue by proving that \( E_2 = o_p(n^{-1/2}) \). Note that it is enough to prove the result in the set \( B_{n,\beta} \) defined in Equation \[37\], as \( \beta \) can be chosen arbitrarily small. Observe that

\[
nE_2^2 = \left( \sup_{\omega \in H, ||\omega|| \leq 1} \frac{1}{n^{1/2}} \sum_{i=1}^{n} \int_{0}^{\tau} W_i \sum_{j=1}^{n} \omega(t, X_j)Y_j(t) - g(t) dN_i(t) \right)^2
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} \sum_{j,k=1}^{n} \sum_{t,s} \mathcal{R}(t, s) Y_j(t) Y_k(s) dt dN_i(t) dN_i(s),
\]

where

\[
\mathcal{R}(t, s) = \sum_{j=1}^{n} \sum_{k=1}^{n} \mathcal{R}(t, X_j, s, X_k) Y_j(t) Y_k(s)
\]

\[- \int_{x' \in \mathbb{R}^d} \mathcal{R}(t, X_j, x') S_{T|X=x'}(s) dF_X(s) Y_j(t)
\]

\[- \int_{x \in \mathbb{R}^d} \mathcal{R}(t, x, X_k) S_{T|X=x}(t) dF_X(x) Y_k(s)
\]

\[+ \int_{x' \in \mathbb{R}^d} \int_{x \in \mathbb{R}^d} \mathcal{R}(t, x, x') S_{T|X=x}(t) S_{T|X=x'}(s) dF_X(x) dF_X(x'), \]

\[40\]
follows from the fact we are taking supremum in the unit ball of an RKHS, and from the definition of the function \( g(t) \). Note that

\[
\mathbb{E}(nE^2_2 I\{B_{n,\beta}\}) = \mathbb{E}\left( \frac{1}{n^3} \sum_{i=1}^{n} \int_0^\tau \int_0^\tau \frac{1}{S_T(t)S_T(s)} \mathcal{R}^*(t,s) dN_i(t) dN_i(s) I\{B_{n,\beta}\} \right)
\]

where the diagonal part converges to zero, and with zero mean on the off-diagonal part. The function \( g \) follows from the fact we are taking supremum in the unit ball of an RKHS, and from the definition of the dominated convergence theorem, we verify that the term

\[
\Gamma_n = \frac{1}{n^3} \sum_{i=1}^{n} \int_0^\tau \frac{1}{S_T(t)^2} \mathcal{R}^*(t,t)dN_i(t) I\{B_{n,\beta}\}
\]

is bounded, and that it converges to zero in probability.

We first check that \( \Gamma_n \) is bounded. Note that by Assumption 4.2,

\[
|\mathcal{R}^*(t,t)| \leq C(Y(t) + nS_T(t))^2,
\]

where \( C > 0 \) is some constant. Thus,

\[
\Gamma_n \leq \frac{C}{n} \sum_{i=1}^{n} \int_0^\tau \left( \frac{Y(t)/n}{S_T(t)} + 1 \right)^2 dN_i(t) I\{B_{n,\beta}\} \leq C(\beta^{-1} + 1)^2.
\]

Finally, we need to check that \( \Gamma_n = o_p(1) \). Let \( \epsilon > 0 \), and let \( t_\epsilon > 0 \) be such that \( S_T(t_\epsilon) = \epsilon \). Observe that

\[
\Gamma_n = \frac{1}{n^3} \sum_{i=1}^{n} \int_0^{t_\epsilon} \frac{1}{S_T(t)^2} \mathcal{R}^*(t,t)dN_i(t) I\{B_{n,\beta}\} + \frac{1}{n^3} \sum_{i=1}^{n} \int_{t_\epsilon}^\tau \frac{1}{S_T(t)^2} \mathcal{R}^*(t,t)dN_i(t) I\{B_{n,\beta}\}.
\]

We prove that each of the sums in the right-hand side of the previous equation converges to zero in probability. For the first sum, observe that

\[
\frac{1}{n^3} \sum_{i=1}^{n} \int_0^{t_\epsilon} \frac{1}{S_T(t)^2} \mathcal{R}^*(t,t)dN_i(t) I\{B_{n,\beta}\} \leq \frac{1}{\epsilon^2 n^3} \sum_{i=1}^{n} \int_0^{t_\epsilon} \mathcal{R}^*(T_i, T_i) \leq o_p(1),
\]

where the first inequality follows from the definition of \( t_\epsilon \), and by

\[
\mathcal{R}^*(t,t) = \left( \sup_{\omega \in \mathcal{H} \|\omega\|_2 \leq 1} \sum_{j=1}^{n} \left( \omega(t, X_j) - \int_{\mathbb{R}^d} \omega(t, x) S_T|X=x| dF_X(x) \right) \right)^2 \geq 0,
\]

and the first equality follows from \( \frac{1}{\epsilon^2} \sum_{i=1}^{n} \mathcal{R}^*(T_i, T_i) \) being a bounded \( V \)-statistic of order 3 (see Equation (40)) whose diagonal part converges to zero, and with zero mean on the off-diagonal part.

For the second integral, by Equation (43) and the definition of the set \( B_{n,\beta} \), observe

\[
\frac{1}{n^3} \sum_{i=1}^{n} \int_{t_\epsilon}^\tau \frac{1}{S_T(t)^2} \mathcal{R}^*(t,t)dN_i(t) I\{B_{n,\beta}\} \leq \frac{C}{n} \sum_{i=1}^{n} \int_{t_\epsilon}^\tau \left( \frac{Y(t)/n}{S_T(t)} + 1 \right)^2 dN_i(t) I\{B_{n,\beta}\}
\]

\[
\leq C(\beta^{-1} + 1)^2 \frac{1}{n} \sum_{i=1}^{n} I\{T_i \geq t_\epsilon\} = O_p(1)C(\beta^{-1} + 1)^2 \epsilon,
\]

where the last equality follows from the definition of \( t_\epsilon \). Since \( \epsilon > 0 \) can be chosen arbitrarily small, we conclude that the second integral converges to zero in probability. Thus, by the dominated convergence theorem, we conclude the desired result \( E_2 = o_p(n^{-1/2}) \).
D.3.2 Proof of Theorem 5.2

By Lemma 5.1 under Assumption 4.2,

\[ n(\Psi_n^W)^2 = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} W_i W_j h((T_i, \Delta_i, X_i), (T_j, \Delta_j, X_j)) + o_p(1), \]

where

\[ h((T_i, \Delta_i, X_i), (T_j, \Delta_j, X_j)) = \Delta_i \Delta_j \bar{R}((T_i, X_i), (T_j, X_j)), \]

and \( \bar{R} \) is defined in Equation (11) in the main document.

A simple computation shows that the kernel \( h \) is degenerate under the null hypothesis: that is,

\[ E(h((T_1, \Delta_1, X_1), (t, \delta, x))) = \delta E(\Delta_1 \bar{R}((T_1, X_1), (t, x))) = 0 \]

holds for all \((t, \delta, x) \in (0, \tau) \times \{0, 1\} \times \mathbb{R}^d\) under the null. Also, note that under Assumption 4.2, \( \bar{R} \) is bounded, and thus \( E(h((T_1, \Delta_1, X_1), (T_1, \Delta_1, X_1))) < \infty \) and \( E(h((T_1, \Delta_1, X_1), (T_2, \Delta_2, X_2))^2) < \infty \). Then, by Theorem B.11 there exists a distribution \( \mathcal{L} \) such that

\[ \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \Delta_i \Delta_j \bar{R}((T_i, X_i), (T_j, X_j)) \overset{D}{\rightarrow} \mathcal{L} \]

under the null hypothesis, and for almost every sequence \((t_i, \delta_i, x_i)_{i \geq 1}\) sampled from \((T_i, \Delta_i, X_i)_{i \geq 1}\),

\[ \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} W_i W_j \delta_i \delta_j \bar{R}((t_i, x_i), (t_j, x_j)) \overset{D}{\rightarrow} \mathcal{L}. \]

Finally, note that by Theorem 4.5, \( n\Psi_n^2 \) and

\[ \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \Delta_i \Delta_j \bar{R}((T_i, X_i), (T_j, X_j)) \]

converge to the same asymptotic distribution under the null hypothesis, which implies the desired result.

D.3.3 Proof of Theorem 5.3

This proof is similar to the proof of consistency of HSIC in [32]. Given any \( \gamma > 0 \)

\[ \mathbb{P}(n\Psi_n^2 < Q_{n,M}^W) = \mathbb{P}(n\Psi_n^2 < Q_{n,M}^W, n\Psi_n^2 \leq \gamma) + \mathbb{P}(n\Psi_n^2 < Q_{n,M}^W, n\Psi_n^2 > \gamma) \]

\[ \leq \mathbb{P}(n\Psi_n^2 \leq \gamma) + \mathbb{P}(\gamma < Q_{n,M}^W). \]

The first term is dealt with by Theorem 4.7 from which we deduce \( \limsup_{n \to \infty} \mathbb{P}(n\Psi_n^2 \leq \gamma) \to 0 \) (since \( n\Psi_n^2 \to \infty \)).

For the second term, observe

\[ \mathbb{P}(\gamma < Q_{n,M}^W) \leq \mathbb{P}\left( \bigcup_{m \in \{1, \ldots, M\}} \{ \gamma < (n(\Psi_n^W)^2)_m \} \right) \leq M \mathbb{P}(\gamma < n(\Psi_n^W)^2). \]

By Markov’s inequality

\[ \mathbb{P}(\gamma < n(\Psi_n^W)^2) \leq \frac{\mathbb{E}(n(\Psi_n^W)^2)}{\gamma}. \]

Recall that

\[ n(\Psi_n^W)^2 = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} W_i W_j \Delta_i \Delta_j \bar{R}((T_i, X_i), (T_j, X_j)), \]
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where $\tilde{K}_n$ is the kernel defined in Theorem 3.4 in the main document. Then,

$$P(\gamma < n(\Psi_n^W)^2) \leq \frac{1}{\gamma} E(n(\Psi_n^W)^2)$$

$$= \frac{1}{\gamma} E\left( E\left( \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} W_i W_j \Delta_i \Delta_j \tilde{K}_n((T_i, X_i), (T_j, X_j)) \right) \right)$$

$$= \frac{1}{\gamma} E\left( \frac{1}{n} \sum_{i=1}^{n} \Delta_i \tilde{K}_n((T_i, X_i), (T_i, X_i)) \right),$$

since $W_1, \ldots, W_n$ are Rademacher random variables. By Assumption 4.2, we have that $\tilde{K}_n((t, x), (t', x')) \leq C$ for all $(t, x), (t', x') \in \mathbb{R} \times \mathbb{R}^d$ for some constant $C > 0$, and thus

$$P(\gamma < n(\Psi_n^W)^2) \leq \frac{C}{\gamma}.$$

Let $\delta > 0$. By choosing $\gamma = MC/\delta$, it holds

$$P(\gamma < Q_{n,M}^W) \leq M P(\gamma < n(\Psi_n^W)^2) \leq \frac{C\delta}{MC} = \delta.$$

Since $\delta$ can be chosen arbitrarily small, and since $\limsup_{n \to \infty} P(n\Psi_n^2 \leq \gamma) = 0$ for any $\gamma > 0$, the result holds.

### D.3.4 Proof of Proposition 5.4

As to the computational cost of $n\Psi_n^2$, note first that

$$\text{trace}(L^\Delta(I - A)K(I - A)^T) = \sum_{i,j=1}^{n} [L^\Delta(I - A)] \circ [(I - A)K]_{ij},$$

where $\circ$ denotes the elementwise product. The matrix $AK$ can be computed in $O(n^2)$ because, after sorting the data, $A$ is upper triangular, with the nonzero entries equal along each row. The same observation allows for fast computation of the matrix products in $n\Psi_n^2$ and $(n\Psi_n^2)^W$. 
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E Proofs auxiliary results

E.1 Proof of Proposition C.1
Recall \( \tau_x = \sup \{ t : S_{T|X=x}(t) > 0 \} \) and \( \tau = \sup \{ t : S_T(t) > 0 \} \). We start by proving \( \tau' \leq \tau \). Assume otherwise, \( \tau < \tau' \), then there exists \( \epsilon > 0 \) such that \( \mathcal{B} = \{ x : \tau_x > \tau + \epsilon \} \) and \( F_X(\mathcal{B}) > 0 \). Let

\[
B_{1/n} = \left\{ x : S_{T|X=x}(\tau + \epsilon) > \frac{1}{n} \right\},
\]

and observe \( B = \bigcup_{n \geq 1} B_{1/n} \). Since \( F_X(\mathcal{B}) > 0 \), by the union bound, we deduce that there exists \( n \geq 1 \) such that \( F_X(B_{1/n}) > 0 \). We then arrive at the contradiction

\[
0 = \int_{\mathbb{R}^d} S_{T|X=x}(\tau + \epsilon) dF_X(x) \geq \int_{B_{1/n}} \frac{1}{n} dF_X(x) \geq \frac{1}{n} F_X(B_{1/n}) > 0,
\]

from which we deduce that \( \tau' \leq \tau \).

We continue by proving \( \tau' \geq \tau \). Assume that \( \tau' < \tau \), then

\[
0 < S_T(\tau') = \int_{\mathbb{R}^d} S_{T|X=x}(\tau') dF_X(x) = 0,
\]

from which we deduce \( \tau \leq \tau' \), and thus \( \tau' = \tau. \)

E.2 Proof of Proposition C.2

Proof: Recall \( dv^*_\theta(s, x) = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} \Delta_j \delta_{T_j}(s) Y_i(s) dF_X(x) \). Then, the result follows from proving

\[
D_n = \frac{1}{n^2} \sum_{j=1}^{n} \sum_{i=1}^{n} \Delta_j \omega(T_j, X_i) \left( \frac{n}{Y(T_j)} - \frac{1}{S_T(T_j)} \right) = o_p(1).
\]

Notice that \( D_n \) can be written as

\[
D_n = \frac{1}{n^2} \sum_{i=1}^{n} \omega(s, X_i) Y_i(s) \left( \frac{n}{Y(s)} - \frac{1}{S_T(s)} \right) dN(s).
\]

Let \( \epsilon > 0 \), and define \( t_\epsilon \geq 0 \) such that \( S_T(t_\epsilon) = \epsilon \) (notice that \( t_\epsilon \geq 0 \) exists since the distribution over the times is continuous). We decompose \( D_n \) into two integrals, one considering integration over \( \{ s \leq t_\epsilon \} \) and the other one over \( \{ s > t_\epsilon \} \), and we prove that both integrals converge to zero in probability.

For the first integral, observe that

\[
\frac{1}{n^2} \int_{0}^{t_\epsilon} \sum_{i=1}^{n} \omega(s, X_i) Y_i(s) \left( \frac{n}{Y(s)} - \frac{1}{S_T(s)} \right) dN(s) \leq \sup_{s \leq t_\epsilon} \left| \frac{n}{Y(s)} - \frac{1}{S_T(s)} \right| \frac{1}{n^2} \sum_{j=1}^{n} \sum_{i=1}^{n} |\omega(T_j, X_i)| = o_p(1),
\]

where the last equality follows by noticing the supremum converges to zero by Proposition B.1.2, and that \( Y_i(s) \leq 1 \) and \( \omega \) are bounded.

For the second integral, it holds

\[
\frac{1}{n^2} \int_{t_\epsilon}^{\infty} \sum_{i=1}^{n} \omega(s, X_i) Y_i(s) \left( \frac{n}{Y(s)} - \frac{1}{S_T(s)} \right) dN(s) \leq \frac{C}{n} \int_{t_\epsilon}^{\infty} \frac{Y_i(s)}{Y(s)} \left| 1 - \frac{Y(s)/n}{S_T(s)} \right| dN(s)
\]

\[
= O_p(1) \frac{1}{n} \int_{t_\epsilon}^{\infty} dN(s) = O_p(1) \frac{1}{n} \sum_{j=1}^{n} \mathbb{1}_{\{ t_\epsilon \geq T_j \}} = O_p(1) \epsilon,
\]

where the second line follows from the assumption \( |\omega| \leq C \) for some constant \( C > 0 \), the first equality in the third line is due to Proposition B.2.1 and the last equality is due to the definition of \( t_\epsilon \). Since \( \epsilon > 0 \) can be chosen arbitrarily small, the result holds.
E.3 Proof of Theorem C.3

Proof: Consider a re-parametrisation of the kernel $J$ (given in Equation (12) in the main document) in terms of the augmented space $(Z, C, X)$, as $J : (\mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R}^d)^2 \to \mathbb{R}$ given by

$$J((Z_1, C_1, X_1), (Z_2, C_2, X_2)) = \int_{\mathbb{R}_+} \int_{\mathbb{R}_+} \tilde{h}(s_1, X_1, (s_2, X_2))dM_1(s_1)dM_2(s_2),$$

where $dM_1(s_1) = 1_{(Z_1 \leq C_1)}\delta_{Z_1}(s_1) - 1_{(\min(Z_1, C_1)) \geq s_1}d\Lambda_{Z}(s_1)$. Notice that to evaluate $J$ in the previous definition we do not need extra information, it only needs $(T_1, \Delta_1, X_1)$ and $(T_2, \Delta_2, X_2)$ to be evaluated, but it is more convenient theoretically.

From the definition of the backward operator $B$, and Property B.5.5 (see Section B.5), we deduce

$$J((Z_1, C_1, X_1), (Z_2, C_2, X_2)) = (B_1 B_2 Q)((Z_1, C_1, X_1), (Z_2, C_2, X_2)),$$

where $B_1$ and $B_2$ denote the operator $B$ applied to $(Z_1, C_1, X_1)$ and $(Z_2, C_2, X_2)$, respectively; the same definition holds for $A_1$ and $A_2$. Thus,

$$(T^Q f)(Z_1, C_1, X_1) = E_2 ((B_1 B_2 Q)((Z_1, C_1, X_1), (Z_2, C_2, X_2))f(Z_2, C_2, X_2)).$$

Using property B.5.1, and the linearity of $B_1$, we find that

$$(T^Q f)(Z_1, C_1, X_1) = E_2 ((B_1 Q)((Z_1, C_1, X_1), (Z_2, C_2, X_2))(Af)(Z_2, C_2, X_2))$$

$$= B E_2 (Q((Z_1, C_1, X_1), (Z_2, C_2, X_2))(Af)(Z_2, C_2, X_2))$$

$$= B(T^Q(Af)),$$

where $T^Q$ is the integral operator associated to the kernel $Q$.

Let $(\lambda_i, f_i)$, with $\lambda_i \neq 0$, be an eigenpair of $T^Q$, then we claim that $(\lambda_i, Af_i)$ is a eigenpair of $T^Q$. Indeed,

$$T^Q Af_i = ABT^Q Af_i = AT^Q f_i = \lambda_i Af_i,$$

where in the first equality we use property B.5.2. Also, if $(\lambda_j, f_j)$ is another eigenpair such that $\langle f_i, f_j \rangle_{\mathbb{C}_2} = 0$, then

$$\langle Af_i, Af_j \rangle_{\mathbb{C}_2} = \langle f_i, B Af_j \rangle_{\mathbb{C}_2} = \langle f_i, f_j - E(f_j C_1, X_1) \rangle_{\mathbb{C}_2} = 0,$$

since $E(f_j|C_1, X_1) = \frac{1}{\lambda_i} E(T^Q f_j | C_1, X_1) = \frac{1}{\lambda_i} E(B(T^Q f_j) | C_1, X_1) = 0$ by property B.5.4. Hence, we conclude that for every different eigenpair $(\lambda_i, f_i)$ belonging to $T^Q$, there exists a corresponding pair $(\lambda_i, Af_i)$ associated to $T^Q$.

Conversely for any eigenpair $(\lambda'_i, g_i)$ associated to $T^Q$, we claim that $(\lambda'_i, B g_i)$ is an eigenpair for $T^Q$. To see this, observe

$$T^Q B g_i = B T^Q A B g_i = B T^Q g_i = \lambda'_i B g_i.$$

Similarly, if $(\lambda'_j, g_j)$ is another eigenpair with $\lambda_j \neq 0$, and such that $\langle g_i, g_j \rangle_{\mathbb{C}_2} = 0$, then

$$\langle B g_i, B g_j \rangle_{\mathbb{C}_2} = \langle g_i, AB g_j \rangle_{\mathbb{C}_2} = \langle g_i, g_j \rangle_{\mathbb{C}_2} = 0.$$

Hence, we conclude that for every different eigenpair $(\lambda'_i, g_i)$ belonging to $T^Q$, there exists a corresponding pair $(\lambda'_i, B g_i)$ associated to $T^Q$. We conclude that $T^Q$ and $T^Q$ have the same set of non-zero eigenvalues including multiplicities.

E.4 Proof of Lemma C.4

Proof: We only prove the result for $k = 1$ as the other result follows by using the same arguments.

Let $\epsilon > 0$ and choose $t_{\epsilon} \geq 0$ such that $s_{T}(t_{\epsilon}) = \epsilon$. We split the integral into two integrals, one over $\{t \leq t_{\epsilon}\}$, and other $\{t > t_{\epsilon}\}$. For the integral, observe that

$$\frac{1}{n} \int_{0}^{t_{\epsilon}} \left| 1 - \frac{Y(t)/n}{S_T(t)} \right| dN(t) \leq \sup_{t \leq t_{\epsilon}} \left| \frac{Y(t)}{S_T(t)} \right| \left| \frac{1}{n} \int_{0}^{t_{\epsilon}} dN(t) \right| = o_p(1),$$
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since \( \frac{1}{n} \int_0^t dN(t) \leq 1 \) for all \( n \geq 1 \), and \( \sup_{t \leq t_\epsilon} \left| \frac{n}{Y(t)} - \frac{1}{S_T(t)} \right| \to 0 \) by Proposition B.1.2. For the second integral, observe that

\[
\frac{1}{n} \int_{t_\epsilon}^T \left| 1 - \frac{Y(t)/n}{S_T(t)} \right| dN(t) = O_p(1) \frac{1}{n} \int_0^{\tau_n} \mathbb{1}_{\{t > t_\epsilon\}} dN(t)
\]

\[
= O_p(1) \frac{1}{n} \sum_{i=1}^{n} \Delta_i \mathbb{1}_{\{T_i > t_\epsilon\}}
\]

\[
= O_p(1) \epsilon,
\]

where the first equality is due to \( Y(t)/n = O_p(1)S_T(t) \) uniformly for all \( t \leq \tau_n \) by Proposition B.2.1, and the third equality follows from Markov’s inequality and the definition of \( t_\epsilon \). Since \( \epsilon > 0 \) is arbitrary, we deduce equation (20). ■