The development of energy consumption forecasting model for a metallurgical enterprise

Anna Bakurova1,*, Olesia Yus’kiv1,**, Dima Shyrokorad1,***, Elina Tereschenko1,****, and Anton Rjabenko1,†

1Zaporizhzhia Polytechnic National University, 64 Zhukovskoho Str., Zaporizhzhia, 69063, Ukraine

Abstract. An up-to-date issue of a modern metallurgical enterprise is the increase of its energy efficiency, which is related, first of all, with energy saving. Therefore, the purpose of this paper is to develop a model for forecasting the metallurgical enterprise power system consumption and its experimental testing based on the PJSC “Electrometallurgical plant “Dniprospetsstal” named after A. M. Kuzmin data. In order to build a forecasting model, a neural network apparatus in the MATLAB system was used and it was done in two stages. At the first stage, as an experiments series result, the optimal architecture and algorithm of neural network training were determined. In the second stage, the dependence of the modeling graphs load error from the influence of daily consumption graphs is identified. The MATLAB software package has been adapted for the needs of “Dniprospetsstal” named after A. M. Kuzmin. Neural networks designed in this way can be used to solve applied issues of electrometallurgy, in particular, the long-term estimation of time series of hourly power for the 24 hours ahead.

1 Introduction

Black metallurgy is one of the most energy-intensive industrial sectors. It is characterized by a high level of electricity consumption that is a significant component of energy use. Thus, the share of electricity in the cost of production of large enterprises in the industry varies from 11% to 16%, and in some cases its share increases to 30% [1].

The most electricity-intensive are steel production (its share of consumption is 32.3%), production of hot (21.9%) and cold-rolled products (12%), as well as agglomerative production (14.5%), blast-furnace based steel production (6.9%) and coke production (5.2%) [2].

The maximum specific consumption of electricity that is in electric steel production is 727 kWh/t of steel. Under this condition the consumption of electricity per ton of steel depends on the power of transformers, the specific electric power of arc furnaces, the use of fuel and oxygen burners, preheating of scrap and out-of-furnace processing.

The power consumption forecast in metallurgy that is necessary for optimal control of loading modes of electric power plants, which includes regulation of active and reactive loads of metallurgical enterprise, minimization of losses from reactive power flows and maintenance of voltage within set limits in electric networks due to strict power quality requirements.

The peculiarities of electricity consumption by ferrous metallurgy enterprises include: a large number of electrical equipment that is used in the implementation of the technological process in each unit; great variety of types and capacities of electricity receivers; relatively weak links between the mutual influence of electricity receivers in the implementation of the technological process; a large number of electrical equipment that participates in ensuring the technological process in each unit and creates a conditionally constant load, also depends on the intensity of the technological process; factors those randomly affect the modes and volume of electricity consumption; a large number of hours of use of maximum electric power; large electrical intensity of the final product types; the possibility of changing the modes and volume of electricity consumption; a large number of hours of use of maximum electric power; large electrical intensity of the final product types; the possibility of changing the modes of operation and composition of equipment in the unit, product range and other systematically acting factors [3].

Therefore, the problem of forecasting electricity consumption in metallurgical production is one of the important scientific and practical tasks in the power industry today.

Planning is one of the main management functions. The deviation of actual consumption from the declared numbers by more than a certain percentage leads to the purchase of electricity from the balancing market at a higher price, deviation to a lesser value is also being pun-
ished by payment for undelivered electricity, which is determined by the difference between declared and actual consumption by the set fee rates.

The complexity of the energy consumption forecast caused by the need to consider many factors that affect electricity consumption (the level light: the day length; day of the week; transitions from winter to summer time and back; the presence of extraordinary events (disasters; mass actions); the state of other factors that affect the change in consumption in accordance to the data obtained from the processing of consumption statistics).

Improving the accuracy of forecasting saves energy resources, determines the efficiency of power supply management and, accordingly, increases the profits of energy companies. The need for accurate forecasting of electricity consumption is conditioned by technological and economic reasons. The total payment for the consumed electricity for the enterprise as a market participant consists of the payment for the actually consumed volume of electricity and the payment for the deviation from the declared (forecasted) one. The higher possibility of the forecast error is, the greater is the deviation of the actual amount of electricity consumed from the declared (forecast) the greater is the additional costs of the enterprise to pay for electricity. Thus, reducing the forecast error will allow the enterprise to reduce the additional fee for electricity consumption caused by inaccurate forecasting.

In large energy-intensive industries, the share of electricity bills in the cost of production can reach tens of percent (for example, in metallurgical production, it is 11% – 30%) [4], and in a market economy, the prime cost of production will determine its competitiveness. Thus, in the conditions of modern energy market for large enterprises and mining industries it is important to create a system of hourly electricity consumption, which minimizes the deviation of power consumption from the declared.

Based on the done forecast, the actual and optimal modes of operation of power systems are calculated, as well as qualitative parameters (reliability, quality of electricity, etc.) are evaluated. Clear forecasting of electricity consumption provides optimal load distribution within the production process.

2 Literature review

Currently, forecasting of electricity consumption in most of industrial enterprises is made on the experts’ evaluation method, which in most of cases is not able to provide the necessary forecast accuracy. Electricity consumption forecasting gives us primary information for planning normal operating modes in energy management.

The accuracy of forecasting directly depends on the calculation methods. There are a large number of models and methods of short-term forecasting of the load on the power system of a metallurgical enterprise.

The formation and development of methods of mathematical modeling, forecasting and planning of electricity consumption, in particular in metallurgy, is related with the work of scientists, an overview of the main ideas of those are given below.

The monograph by C. K. Belt [5] is a fundamental work in energy management in the metallurgical industry. The main idea that can be traced in it is that in the metallurgical industry there are unique processes and conditions those require a more individual approach. The author gives an explanation that the general methods of energy management in the very metallurgical industry, describes the advantages and reasons for implementing an energy management program, as well as reveal the basic indicators, tells us about data analysis, project identification and processes improvement.

In the article [6] a group of scientists presents a systematic review of existing publications on energy management in industry, that identifies five main elements of energy management, based on the following topics: strategy; planning, implementation; operation, control; organization and culture. The authors have developed a conceptual structure of energy management, which shows that a comprehensive approach is needed to effectively use the existing potential of energy efficiency.

The book [7] was written by the authors of the Neural Network Toolbox for MATLAB and provides a detailed description of the fundamental architectures of neural networks, learning rules, and applications for solving practical problems.

In [8] the authors offer the use of a deep neural network (DNN) for short-term electrical load prediction (STLF), which allowed to overcome the problems of nonlinearity and achieve higher prediction accuracy.

The manual [9] covers the latest trends and technologies in energy engineering and related industries, contains the latest materials on energy planning and policy.

The educational publication [10] explores a number of sustainable energy sources and tools used to analyze industry and future energy trends. The text contains an overview of energy economics with an integrated software package for research on energy use dynamics and forecasting; climatic and environmental factors of using energy are taken into consideration.

The main disadvantage of the existing methods is the need to build a load model and the constant refinement of the designed model. Another disadvantage of these methods is the inaccurate setup of the relationship between input and output variables, because the relationships between them are nonlinear.

Most of the existing power consumption forecasting algorithms are developed in the energy sector function as a combination of various statistical methods. However, due to the nonlinear relationship between the factors and the load on which it depends, qualitative modeling is a very complex process. The known methods of forecasting electricity consumption do not work with distorted or incomplete data, so we need new methods, approaches of forecasting electricity consumption, those could take into account different types of data.

In this paper, based on the analysis, the MATLAB complex with the Neural Network Toolbox was chosen to develop a model for forecasting the energy consumption
of a metallurgical enterprise on the basis of artificial neural networks (ANN [11]).

3 Problem statement

When we are building a model of forecasting electricity consumption for a metallurgical enterprise, several tasks are being set. They are:

1. To construct a mathematical model by processing the data on the load for the past period of time.
2. To obtain a forecast based on the obtained model.

The task of this study is to get as much information as possible from the available data to do and to build the most accurate forecast possible. The specific actions are selected on the basis of available data and availability of informational and technical systems. The solution of this problem requires preliminary research and descriptive analysis.

To solve the problem of forecasting electricity consumption, a number of smaller subtasks are set, those at the final stage will achieve the goal – to build a forecast with maximum accuracy.

The general task is divided into a number of subtasks, those include:

- descriptive analysis of the time series, or graphical analysis. The graphical analysis gives us an ability to identify obvious trends and patterns in the original data;
- time series research, as well as identification of regular and permanent components;
- obtaining an accurate forecast of the time series, taking into account fluctuations;
- evaluation of the quality of the constructed forecast.

The study of forecasting approaches shows that there is no standard, single method for forecasting electricity consumption: any enterprise has its special technological cycles, those together form a process that is unique to every enterprise.

The electricity consumption processes have functional, cyclical and random tendencies. The cyclic dependencies (they are usually daily, weekly and annual) are the easiest to predict. The cyclical trends, according to preliminary estimates, are for about 70–80% of all changes in the process of electricity consumption [12]. For example, the most significant cyclic factors in almost all industrial processes are the time, day of the week and the length of daylight.

The second of the important factors those are studied when solving the problem of forecasting are functional nature patterns (10–15% of the total deviations) [13]. This group can include deviations, those are explained by known and predicted factors those are specific to the metallurgical enterprise they are: air temperature or coolant use. Data analysis helps us to identify these factors and calculate their weight share in the energy consumption process.

Operational forecast of electricity and power consumption is studied with the base on the current dynamics of power consumption at the last minute of each hour, but the main guideline for the technologist who forms the forecast of consumption for the planned period is the trajectory of power consumption, placed in short-term consumption forecasts. Therefore, providing the high accuracy of short-term forecast of electricity demand and capacity in power systems is a priority task. The operational forecasting of electricity and power consumption is a component of short-term forecasting.

The objective of this paper is to develop a model for forecasting the power system consumption of a metallurgical enterprise and its experimental testing on the data of “Dniprospetstal”.

Solving the issue of improving the quality of operational consumption forecasting will be considered as a set of measures to improve the quality of short-term forecasting.

4 Materials and methods

The task of short-term forecasting of electricity consumption is a difficult task. The apparatus of artificial neural networks has the ability to generalize information that describes nonlinear dependencies in complex objects, processes and phenomena.

The shares of electricity consumption in the energy consumption system of “Dniprospetstal” are determined by the production cycle, but in addition to the process of furnaces loading, they are affected by other needs those appear during the working hours. Therefore, as an array of input data for forecasting, statistical information was taken on the hourly consumption of electricity during the 24 hours period for the autumn months. Units of measurement of input information are MW/h.

Based on the training varieties and the formation of the forecast at the initial stage of the research, it is necessary for the ANN to select the weight coefficients in such a way that the standard deviation of the values of the outputs will be minimal. This requirement applies to the network of direct data extension and reverse error propagation (Feedforward backpropagation – further FFB) [14]. Such network architecture requires its training at the expense of setting time targets, those should be the standard in the formation of the forecast and the input data that must be processed.

In order to set the input and target values of the function for the ANN model, it is necessary to use the architecture with nonlinear autoregression (NARX), which is presented in figure 1. It is a recurring dynamic network with reversed connection that has several layers and is based on the autoregressive model:

$$y(t) = f(y(t-1), ..., y(t-n), x(t-1), ..., x(t-n))$$  \hspace{1cm} (1)

The predicted value of \(y(t)\) depends on the \(n\) previous values of the output and on the \(n\) previous values of the time series. Figure 1 shows the neural network scheme used in this research.
The NARX network in figure 1 is a two-layer reversed expansion neural network. The sigmoidal function acts as a transfer function in the hidden layer, and the linear function acts as a transfer function in the output layer.

The given network model uses delay lines with taps to store the previous values of \( x(t) \) and \( y(t) \). The original value of \( y(t) \) is given back to the input of the network (after the delay), as \( y(t) \) is a function dependent on the previous values: \( y(t - 1), y(t - 2), \ldots, y(t - d) \).

There are two entrances in the network. One is external, and the other is connected to the output of the network, from that the input values are obtained. For each of the inputs there is a delay line with taps for storing the previous values. The number of neurons at the latent level will be established experimentally 10. The number of delays is 2.

A closed loop in nonlinear autoregression allows one-step predictions, that is, it predicts the value of \( y(t) \) from the previous values of \( x(t - 1), x(t - 2), y(t - 1), \) and \( y(t - 2) \). A closed-loop circuit can be used to perform multi-step prediction. This is caused by the fact that the predicted values of \( y(t) \) will be used instead of the actual future values of \( y(t) \).

Before you can start training a network that contains delay lines with taps, you must fill them with the initial values of input and output.

The task is to predict the time series, so as the input data will be used the numbers of time intervals in the prescribed manner, and as the output – the value of the analyzed energy consumption.

For effective network training, all input data is divided into three subsets. The first will be needed for training of a network (correction of scales). 70% of the data was used for the first one.

The second subset is necessary to avoid network overfitting. The control of network learning is carried out by calculating the error on the data from this subset. At the initial stage of learning the neural network, the error should be reduced. The over fitting will be evidenced by an increase in error. Therefore, a trained system will have scales, at those the error on the test subset would be minimal.

The third subset is a test. It is useful when comparing different models as an independent test of a trained network. Also, the test subset may indicate poor separation of the output data, if the minimum errors on the data and the verifiable subset are achieved in substantially distant ones from one iteration. For the second and third subsets, 15% of the data were allocated.

Another approach to forecasting energy consumption is deep learning [15]. A deep neural network allows you to process a large amount of input information in a short time, has the ability to build dependencies on non-informative input information, to detect hidden dependencies between the inputs and outputs.

Neural networks with long short-term memory have been created as a modification of recurrent neural networks, those can be selected. Any recurrent neural network has the form of a chain of repeating modules of the neural network.

The core components of the LSTM network are the input sequence layer and the LSTM layer. The LSTM layer studies long-term relationships between time steps of given sequences.

The diagram in figure 2 illustrates the architecture of a simple LSTM network for forecasting. The network is started from the input layer of the Sequence Input sequence, which provides the LSTM layer. To predict class marks, it ends with a Fully Connected layer and regression of the source layer.

To predict the meaning of future sequence time steps, it is possible to train the LSTM chain from sequence to sequence, where the answers are training sequences with values shifted by one. Thus, at each time step of the input sequence, the LSTM network learns to predict the value of the next time step. The training of such a network is carried out using the ADAM method – adaptive moment estimation optimization algorithm [15].

Forecast accuracy is estimated as the mean absolute error in percentages (MAPE):

\[
MAPE = \frac{1}{p} \sum_{i=1}^{p} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100
\]  

(2)

where \( y_i \) – actual load values, forecast result, \( p \) is the amount of data.

According to the analysis of publications [7, 14, 16], a forecast error of no more than 5% is acceptable.

5 Experiments results

In the Neural Network Toolbox environment, it is possible to use the following algorithms for learning neural networks: nonlinear Levenberg-Marquardt optimization, Bayesian Regularization methods and conjugate gradient methods (Scaled Conjugate Gradient) those are detailed described in sources [7, 14].

For objectivity of comparison of indicators of quality of forecasting at application of various algorithms of forecasting with use of the corresponding architecture of construction of ANN one was chosen exactly and on the same
day that gave an opportunity to compare the results of received forecasts in the most accurate way.

When modeling the process of electricity consumption in the power system at the initial stage, a network that has an architecture of direct data propagation and reverse error propagation (FfB) and trained according to the Levenberg-Marquardt algorithm was chosen.

The training results of the neural network in Matlab are presented in the following way (figure 3).

In the following stages of the training, the same type of architecture, FfB, was used, but the learning algorithm changed: first, the Bayesian regularization algorithm, then the combined gradient method.

According to the obtained results, the comparison of the generated forecast from the actual values using different training algorithms on the FfB architecture are presented in figure 4.

In contrast to the above ANN, a separate software solution is required for forecasting using the LSTM network. The sequence of software implementation of deep training in the Matlab package is:

1) to import data from Excel;
2) to divide the data into a training sample and a test;
3) to standardize the data to have a zero mean and modular deviation;
4) to create an LSTM regression network. Set the LSTM layer, which has 5 hidden modules. Further increase in the number of LSTM modules or layers doesn’t improve the forecast quality due to insignificant quantity of training data in our case;
5) to set training options. Specify the ‘adam’ algorithm and train LSTM with the given training options using train network for 250 epochs. To prevent the gradients from exploding, set the gradient threshold to 1;
6) to predict the value of several time steps in the future, use the predict and Update State function;
7) to initiate a network state, first predict the training data XTrain. Then we make the first prediction using the last time step of the learning answer YTrain.

The results of forecasting with the LSTM network are shown in figure 5.

According to the obtained forecasts and calculations of forecasting accuracy according to formula (2) on different training algorithms are summarized in table 1.

According to table 1, the best among the used ANN for this training is the LSTM network, the maximum prediction error is 2.59% modulus per operating 24 hours period. In absolute terms, this is 1,069.76 MW.

The use of artificial neural networks allows to increase the consumption forecasting efficiency, as well as to consider the dynamic processes those are occurring in the power system, which affect the nature of electricity consumption and power, which increases the accuracy of forecasts.
To implement this task, the optimal software and hardware complex MATLAB was selected, that has tools for building and realizing ANN. We had the wide range of possibilities and proposed ready-made solutions so an analysis of the choice of the ANN architecture and the algorithm of its training was carried out in this software package.

Using MATLAB software package, experiments on the basis of statistical data of the metallurgical enterprise by the method of artificial neural networks were conducted. It is revealed that the developed neural networks may be used to make a forecast of electricity consumption for the 24 hours’ time period ahead with a maximum accuracy of 2.8% of the actual volume of electricity consumed.

### 6 Discussion

The use of artificial neural networks allows to increase the consumption forecasting efficiency, as well as to consider the dynamic processes those are occurring in the power system, which affect the nature of electricity consumption and power, which increases the accuracy of forecasts.

To implement this task, the optimal software and hardware complex Matlab was selected, that has tools for building and realizing ANN. We had the wide range of possibilities and proposed ready-made solutions so an analysis of the choice of the ANN architecture and the algorithm of its training was carried out in this software package.

Using Matlab software package, experiments on the basis of statistical data of the metallurgical enterprise by the method of artificial neural networks were conducted. It is revealed that the developed neural networks may be used to make a forecast of electricity consumption for the 24 hours’ time period ahead with a maximum accuracy of 2.8% of the actual volume of electricity consumed.

Developed models for forecasting energy consumption of “Dniprospetsstal” power systems based on LSTM ANN meet the requirements for the quality of short-term forecasting of consumption in power systems. But they fail to include all energy consumption problems and factors that affect the energy system of the enterprise. Therefore, there are a number of ways for the further model’s improvement.

An important aspect of ferrous metallurgy enterprises is the risk of downtime for various reasons, the prediction of those using neural networks is considered in the article [17]. This fact makes a challenge for further research in this area regarding uninterrupted power supply and the impact of risk factors on the random component of the time series.

The issue is being analyzed in the article [18] relate to forecasting energy consumption in non-ferrous metallurgy, those enterprises have their own characteristics. The method of hybrid regression of reference vectors for research, that inspires to compare the results obtained with the help of neural networks of different architecture with the results obtained by other methods is used.

In the monograph [5] shows a tendency to increase gas consumption in the winter months and emphasizes that reducing the energy used for the station heating may be a viable project. Therefore, the following studies we provide the possibility of introducing meteorological factors into the model of electricity consumption forecasting to increase the efficiency of ANN.

High accuracy of short-term hourly forecasting of electricity consumption is a necessary condition for normal operation in the wholesale market of electricity and capacity (WMEC), otherwise such market entry does not make sense. In such conditions, the financial position of the WMEC participant depends on the accuracy of forecasting, so there is a problem of estimation the economic efficiency of electricity consumption forecasting, but this requires additional research.

### 7 Conclusions

Management of a large electrometallurgical enterprise in terms of energy saving policy involves effective management of energy consumption by forecasting electricity consumption, that leads to new challenges and enhances the relevance of research in this area.

The forecasting results analysis done with the use of the developed models showed that the chosen approach with experimentally selected architectures and learning algorithms meets the necessary requirements that were set at the initial stage of creating a dynamic model of forecasting based on ANN. It can be concluded that the networks are built in the correct way, because the chosen learning algorithms make the model effective.

The practical value of the modeling carried out in this work is confirmed by a number of experiments performed on real and available for research data, those demonstrate the possibility of using the developed tool to solve forecasting problems.

The scientific novelty of this work is the formalization based on the neural networks theory of energy consumption forecasting models those include the daily volumes of electricity consumed.

The work was carried out as the part of the research work “Mathematical modeling of socioeconomic processes and systems”, the registration number DB05038, at the Department of System Analysis and Computational Mathematics of Zaporizhzhia Polytechnic National University.
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