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Abstract
Network clustering consists of partitioning a large-scale network into clusters. In each cluster, we can identify a simple node and a particular node named cluster-head (CH). All simples nodes transmit their data to the cluster-head who aggregate them and send the packet to the sink. This technique reduces the amount of information and energy consumption. CHs are characterized by their high energy consumptions compared to other nodes. Thus, CH should be appropriately selected to preserve the overall network energy and then improve the lifetime. For this reason, we propose in this paper, a new routing protocol based on a hybrid metric called Dynamic Energy Aware Neighbor Oriented Clustering (DEANOC). This protocol elects a CH in each cluster of a network. The node with the highest residual energy, the closest to the station and less neighbor is chosen as CH. If the amount of energy of CHs is less than the threshold ($T_{EN}$), the clustering algorithm is executed. Simulation results show that DEANOC improves the network lifetime and reduces the energy consumption compared to a similar protocol.
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1. Introduction
In the last several years, wireless sensor network (WSN) has emerged as promising technology for next-generation networks with emergence of Internet of things (IoT). With the help of advances in technology research, WSNs are deployed in a broad range of applications in multiple domains. WSNs consist of a
large number of sensor nodes deployed in an area [1]. A wireless sensor node is a small component, which measures physical parameters from the environment and transmits them to the Base Station (BS) through wireless medium. WSNs have critical applications in environmental monitoring, medical, industrial, military etc. Sensor nodes can be deployed in different ways: random, uniform, deterministic and mobile [2]. Sensors consist of low cost, low power small devices characterized by their limited energy, data processing and wireless communication capability.

In general, sensor nodes are equipped with a battery which is not rechargeable in most of the cases. The depletion of a battery node leads to the death of the sensor node. Therefore, energy resource becomes one of the major constraints in WSN. Communication between nodes is the major factor of power consumption. So researchers focused on finding energy efficient transmission scheme to allow WSN to operate for a relatively long time. Many solutions have been proposed in the literature to improve the network lifetime and reduce energy consumption. The concept of dividing the network geographical area into small zones has been presented implicitly as clustering in the literature [3]. Clustering has been widely investigated by the research community to achieve network scalability [4]. In cluster based design, sensors are grouped into clusters, each cluster has a cluster head (CH), which collects information from sensor nodes, processes the information and transmits them to the BS or the sink. Therefore, CH needs specific resources, and then it should be appropriately selected to fulfill its requirements.

Clustering in WSN faces multiple challenges, such as ensuring connectivity, computing the optimal cluster sizes and the number of clusters, selecting the CH node, setting inter-cluster and intra-cluster communication [5]. CH election is a critical step in clustering process, because of high energy demand and topology change of WSN. Inadequate choice of CH can lead to energy waste, lifetime degradation, packet loss, lack of scalability, and unbalanced power state. CHs are usually selected among high energy nodes and according to the number of clusters needed [6]. We propose a new cluster based protocol which selects CH node according to three criteria: (1) the residual energy, (2) the number of neighbor nodes and (3) the distance to the BS [7]. Continuous and simultaneous consideration of the aforementioned criteria is a tedious task. The eligibility of the selected CHs reduces as sensor nodes consume energy to transfer data via CHs. This leads to quicker depletion of CH energy and a cluster could get disconnected from the network. Therefore, the role of CHs also needs to be rotated among the nodes and this involves re-clustering of the network.

The rest of the paper is organized as follows. Section II reviews related work across clustering technique in WSN. In Section III, DEANOC protocol is presented. Section IV presents the simulation results and performance evaluation. Section V concludes the paper and presents future directions.

2. Related Work

In the context of routing in WSN, several contributions proved that cluster
based or hierarchical protocols can greatly contribute to overall system scalability, lifetime, and energy efficiency [8] of WSN. This section makes a review of few highly cited hierarchical protocols:

2.1. Low Energy Adaptive Clustering Hierarchy (LEACH)

Heinzelman, et al. proposed the well-known clustering protocol called LEACH [9]. LEACH randomly selects nodes in the network and assigns them the role of CH. Subsequently, other nodes join the closer CHs and form the clusters. CHs collect and aggregate data from member nodes (MNs) of the cluster and send them to the BS to reduce the overall traffic transmitted to the BS. LEACH aims to reduce energy consumption and prolong network lifetime.

2.2. Hybrid Energy-Efficient Distributed (HEED)

O. Younis et al. [10] proposed HEED clustering protocol to enhance LEACH protocol by improving CH election during the set-up phase. HEED aims to achieve distributed cluster heads in the network and balanced clusters. HEED does not depend on topology, nor on the network size. It introduced two parameters during CH election: Residual energy and intra cluster communication “cost”.

Each node in the network computes its cost function to node degree or neighbors proximity and set its probability $CH_{prob}$ to become a head according to equation (1).

$$CH_{prob} = C_{prob} \times \frac{E_{\text{residual}}}{E_{\text{max}}}$$

where, $CH_{prob}$ is the percentage of required clusters, $E_{\text{residual}}$ is the remaining energy of the node, $E_{\text{max}}$ is the initial energy of the node corresponding to a fully charged battery. Nodes with highest remaining energy and least cost become heads. Nodes join CH with minimum cost.

HEED prolongs network lifetime compared to LEACH which randomly selects CHs and does not control cluster size, which may result in a faster death of some nodes. Authors in [10] show that HEED reduces energy consumption between 2× to 3× compared to LEACH. The CHs selected in HEED are well distributed across the network and, therefore, the communication cost is minimized.

2.3. Extended HEED (EHEED)

EHEED [16] proposed by Wang et al. enhance HEED protocol by integrating multi-hop technique. Energy consumption in a direct communication is proportional to the square of the distance between the sender and the receiver. Then during the transmission phase, after CHs finish collecting information from member nodes, the CH transmit data to the BS using multi-hop communication. EHEED is able to use any node, CH or non CH, as intermediate node to forward the collected data to the BS.

2.4. Rotated HEED (R-HEED)

R-HEED proposed in [17], improve HEED protocol by introducing rotation of CH
among cluster MNs. Instead of processing re-clustering after each round, nodes within the same cluster will continue rotating the CH role between them until the current CH's residual energy goes under a specific threshold given by equation (2).

\[
\text{Thes} = C\times\text{CHRE}
\]

where \( C \) is a constant between 0 and 1, CHRE is the residual energy of the CH node at the beginning of the last round.

### 2.5. Load-Balancing Cluster Based Protocol (LCP)

Like LEACH and HEED, LCP [11] operates in two phases: setup and steady state phase. LCP operates like HEED protocol but instead of re-electing CH in each round, LCP rotates the CH among the MNs by selecting the node with the highest residual energy in every round. The first cluster which finishes its rotation, sends a re-clustering message to the BS and the network begins a new round.

LCP reduces the number of rounds, avoid multiple re-clustering processes and then saves the network energy rounds. Simulation results show that LCP improves HEED in terms of network lifetime.

### 3. DEANOC Design

In this section, we describe the proposed DEANOC protocol. Like LEACH [9] and HEED [10], DEANOC operates into rounds and each round is executed in two phases: the setup phase and the steady phase. DEANOC introduces a metric that takes into account the distance of a node from the BS, the number of neighbors and the remaining energy to appropriately elect a CH.

#### 3.1. DEANOC Setup Phase Description

First, all the nodes of the network discover their neighbors nodes using RSSI (Received Signal Strength Indication) (Algorithm 1). Figure 1 shows that each node \( u \) broadcasts a neighbor discovery message. If node \( v \) receives a neighbor discovery message from node \( u \), it computes the distance that separate it with node \( u \) and if that distance is under the transmission range, \( v \) is a neighbor of \( u \).

```
Algorithm 1 Neighbor Discovery Algorithm
1: INPUT:
2: OUTPUT:
3: \( R = \times \); /\( x \) is the transmission range
4: \( N(u) = \{\emptyset\} \)
5: for \( u \in N \) do
6: for \( v \in N \) do
7: if (\( \text{ReceiveRSSI()} = \text{true} \)) then
8: \( d(u, v) = 10^\times(\text{txPower} - \text{RSSI})/10 \times n \)
9: if \( d(u, v) < R \) then
10: add \( v, N(u) \)
11: end if
12: end if
13: end for
14: end for
```

**Figure 1.** Neighbor discovery algorithm
where \( N(u) \) represent the set of neighbor nodes of \( u \). The parameter \( N \) is the set of network nodes, \( d(u,v) \) is the distance between the node \( u \) and \( v \). RSSI is the reception power used.

**Figure 2** shows when all the nodes have discovered their neighbors, CHs are then elected according to the Algorithm 2. The lifetime of the network depends on the energy consumption. Nodes consume energy when transmitting, receiving or aggregating packets. Energy consumption is function of the distance to the receiver \([18]\). CHs consume more energy compared to MNs because they receive messages from all MNs, transmit aggregated packet to the distant BS, stay awake all along the round, while MNs are awake only during their transmission slot of time. To appropriately elect CH nodes, DEANOC takes into account the distance to the BS, the remaining energy, and the number of neighbors. Each node computes its metric and compares it to its neighbors’ metric. Nodes with higher energy and closer to the BS have more chance to be elected as a cluster head. The residual energy must be above a threshold \( T_{EN} \) and the node with the smaller metric become CH.

\( m_u \) is the metric of node \( u \) and \( T_{EN} \) is the energy threshold. They are given respectively by Equation (3) and Equation (4).

\[
m_u = \alpha d_{(u,BS)} + \beta N_u - \gamma E_{ru}
\]

\[
T_{EN} = \frac{\sum_{u} E_{ru}}{\sum_{u} N_u}
\]

where, \( \alpha + \beta + \gamma = 1 \), \( T_{EN} \) is the average residual energy in the cluster and represent the average energy of cluster nodes.

### 3.2. DEANOC Steady Phase and Re-Clustering Process

After the cluster formation, the transmission phase begin. As in LEACH, member nodes send their data to the CH using TDMA. The CH aggregates collected
information and send it to the BS. Unlike LEACH, DEANOC does not immediately stop the round after the steady phase. It selects another nodes with high energy, over $T_{EN}$ threshold, in the cluster to become cluster head. If there is no node with enough energy, the CH send a re-clustering message to the BS and another round begin. Figure 3 shows the re-clustering process.

DEANOC avoids to process a new round after transmission phase systematically, it rotates the CH role among nodes with adequate energy, and if any node responds to that criterion, it triggers re-clustering by sending a re-clustering message to the BS. This technique allows to reduce the number of rounds and save network energy.

4. Performance Evaluation

In this section, we evaluate the performance of DEANOC using Castalia-3.2 [14] running on top of OMNET++ [15]. Sensor nodes are randomly distributed in a variable region in the simulation. The number of nodes are varied from 100 to 350 nodes. A sensor node consumes 0.77 mW in the idle state, 35.46 mW in the reception state and 31.32 mW in the transmission state. In our experiments, the base station is kept fixed in the middle of the network. The size of the transmitted packets by the nodes to their CHs at each round is 200 bytes. The energy efficiency of our proposed mechanism is compared with LEACH, R-HEED and LCP. Table 1 shows the used parameters value.

| Algorithm 3 | Re-clustering procedure |
|-------------|-------------------------|
| 1: INPUT: threshold of residual energy ($T_{EN}$), residual energy of CH ($u$) ($EN_{ch_u}$) |
| 2: OUTPUT: |
| 3: for $v$ in $N(u)$ do |
| 4: if ($EN_{ch_u} < T_{EN}$) then |
| 5: re-clustering |
| 6: end if |
| 7: end for |

Figure 3. Re-clustering procedure.

Table 1. Parameter settings.

| Parameter                  | Value          |
|---------------------------|----------------|
| Deployment field          | 200 x 200      |
| Data packet size          | 200 byte       |
| Control packet            | 25 bytes       |
| Number of nodes           | 100 - 350      |
| Sink position Initial Energy | (0, 0)        |
| Transmission range        | 25 J           |
| Deployment method         | Random         |
| Radio model               | CC2420         |
| Times per round           | 20 s           |
4.1. Energy Consumption

In the first part of our experiment, we illustrate the results of residual energy for 100 to 500 nodes. This metric is obtained by the average energy remaining in all nodes at the round when the first node dies. Figure 4 shows that DEANOC consumes the least amount of energy compared with LEACH, R-HEED, and LCP.

4.2. Network Lifetime

In this second part of our simulation, we evaluate the performance of DEANOC regarding lifetime. Figure 5 shows the network lifetime as the time when all node dies [12]. With 100 nodes, DEANOC extends the lifetime by 15%, 17%, and 38% respectively compared with R-HEED, LCP, and LEACH. The energy perform in Figure 1 justifies the positive results attained in this experiment.

In the rest of our experiment, we evaluate the network lifetime by running simulations with a varying number of nodes (100 - 350). The network lifetime metric is proportional to the energy consumption and depends on the field of application. Thus, in some applications, lifetime is defined as the time when the first, half, or last node dies [13]. Lifetime can be defined by until all nodes exhaust their energy. On others paper in the literature, the network is no operational when there is no connectivity between a percentage numbers of nodes [19]. Therefore, we evaluate the network lifetime by using three different metrics - First Node Die (FND), Half Node Die (HND), and Last Node Die (LND).

- FND is defined as a time elapsed in rounds until the first node has consumed available energy.
- HND is defined as a time elapsed in rounds until half of the nodes have consumed available energy.
- LND is defined as a time elapsed in rounds until all of the nodes have exhausted available energy.

Figure 6 shows the lifetime of network until the first node dies. We observe clearly that with DEANOC, the network is more stable compared with R-HEED.
LEACH and LCP. This happens due to the increased number of broadcast messages at the initialization phase for neighbor discovery.

Figure 4 shows that DEANOC has higher performance than LEACH, R-HEED and LCP in terms of network lifetime when HND occurs.

Figure 5 shows the time until the last node die in the network. With our proposition, the lifetime of nodes is longer than the others similar protocol. The positive results in DEANOC is confirmed by the result of Figure 1.

Therefore, it is clear that the network lifetime improves when the number of nodes increases in all protocols. Figures 6-8 shows that DEANOC is more efficient in terms of lifetime compared with others similar protocols. The role of cluster-head is assigned to rotating based on value of the node metric. In addition, if a node is cluster-head and its energy level is less than the threshold value ($T_{Eo}$) during the round, the clustering procedure is executed in the cluster to

Figure 5. Network lifetime for 100 nodes.

Figure 6. Network lifetime in terms of First Node Die.
reelect another node with more energy such as cluster-head. This dynamic clustering technique reduces considerably the energy consumption of cluster heads. Consequently, global lifetime of network improves.

5. Conclusions and Future Work

In this paper, we propose a new clustering protocol for WSN. Our main contribution is to improve CH election by introducing a hybrid metric with three criteria: node residual energy, number of neighbor nodes and distance to the BS. The proposed algorithm exploits the RSSI value and the log-normal shadowing propagation model for neighbor discovery. DEANOC also balances energy consumption by dynamically rotating the role of a node depending on the residual energy. Simulation results show that DEANOC outperforms R-HEED and LCP in terms of network lifetime, and energy consumption.

In the future work, we will consider other QoS parameters like delay, latency,
packet delivery ratio in cluster formation and data transmission to respond to some applications with specific needs like Wireless Multimedia sensor networks (WMSN).
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