PROPAGATION OF CHAOS FOR BRANCHING STOCHASTIC PARTICLES MODEL WITH CHEMOTAXIS
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Abstract. A hybrid stochastic individual-based model of proliferating cells with chemotaxis is presented. The model is expressed by a branching diffusion process coupled to a partial differential equation describing concentration of a chemotactic factor. It is shown that in the hydrodynamic limit when number of cells goes to infinity the model converges to the solution of nonconservative Patlak-Keller-Segel-type system. A nonlinear mean-field stochastic model is defined and it is proven that the movement of descendants of a single cell in the individual model converges to this mean-field process.

1. Introduction

This paper is concerned with a stochastic model of biological cells that undergo chemotaxis and proliferate. The hydrodynamic limit of this model is shown to solve the equation of Patlak-Keller-Segel type with cell proliferation of the form

\begin{align}
\partial_t p(t, x) &= \frac{1}{2} \Delta p(t, x) + \nabla \cdot (p(t, x) \mathbf{b}(x, \nabla \varrho)) + \lambda(x, \nabla \varrho(t, x)) p(t, x) \\
\partial_t \varrho(t, x) &= D \Delta \varrho(t, x) - r \varrho(t, x) + \alpha [\kappa \ast p(t, \cdot)](x)
\end{align}

Mathematical description of biological cells undergoing chemotaxis, i.e. moving in response to gradients of chemical factors, has a long tradition and still attracts great interest. The seminal papers by Patlak [30] and Keller and Segel [20] stimulated the whole branch of applied mathematics (one can find extensive reviews [17, 16] with many citations). The limit passages between microscopic, kinetic models of collective cell behaviour to the macroscopic description with PDE’s has received great attention in recent four decades [28, 33, 26, 31, 14, 37, 7, 12, 3]. The first rigorous proof of the convergence of a stochastic particle system to chemotaxis equations system was given in [32] following the work of [29]. Later many authors continued these ideas [18, 14, 7, 5]. Macroscopic mean-field limits of weakly interacting particles where also investigated in [25, 4, 22, 23]. Most particle approximations of PKS type equations consider cells and chemical particles in similar way [32, 18, 14], while they have completely different scale. It is natural to consider cells as stochastic particles and chemical factor as continuous field described by diffusion equation [10, 7, 9, 12]. Although usually the equation or system describing the cell population is conservative, i.e. it preserves total mass (the number of particles), in many models it is natural to assume that the cell population is not constant and the cells proliferate [38, 36, 35, 1]. It is crucial for angiogenesis models [11, 24, 10, 12], where the proliferation is responsible for vessel branching.

In this paper we use the pathwise propagation of chaos approach similar to that of [7], but we allow for the proliferation of cells. Therefore, the number of cells (or total mass) is not conserved and, moreover, the individual process has noncontinuous trajectories. To retain the pathwise description and convergence, we write the birth and death process as a solution of

\textit{E-mail address: radoslaw.wieczorek@us.edu.pl.}

2020 Mathematics Subject Classification. 92C17; 60F99; 60C35.

Key words and phrases. stochastic particles system; branching diffusion; chemotaxis; hydrodynamic limit; propagation of chaos; mean field approximation, Patlak-Keller-Segel equation.
stochastic equations (cf. [15]). Such models, where continuous part is coupled to discreet part (often with jumps) are sometimes refered as hybrid [8, 6, 24, 10].

We construct a sequence of processes indexed by the initial number of particles \( n_0 \). The description of our process can be divided into three componentes:

**Movement of cells.** The cells move according to the following SDE

\[
\alpha \cdot dX_{i,j}^{(n_0)}(t) = b(X_{i,j}^{(n_0)}(t), \nabla \rho_{n_0}(t, X_{i,j}^{(n_0)}(t)))dt + \sigma \cdot dW_{i,j}(t),
\]

where \( W_{i,j}(t) \) are independent Brownian motions, \( \sigma \) is the diffusion coefficient and \( b \) is the (chemotactic) drift that depends on the position of a cell and the gradient of the concentration \( \rho_{n_0} \) of some chemical factor. One can also allow for the dependence of \( b \) on the concentration \( \rho_{n_0} \) itself, not only on its gradient, and all facts and proofs of the paper remain true, but for the sake of shortness and simplicity of the notation we neglect this dependence. The indexing \( i, j \) will be explained later.

**Equation for chemoreactant.** The concentration \( \rho_{n_0} \) of chemotactic factor satisies the following PDE

\[
\frac{\partial \rho_{n_0}(t, x)}{\partial t} = D \Delta \rho_{n_0}(t, x) - r \rho_{n_0}(t, x) + \alpha \kappa \ast \xi_t^{n_0}(x),
\]

where \( D, r \) and \( \alpha \) are diffusion, degradation and production rates. The measure

\[
\xi_t^{n_0} = \frac{1}{n_0} \sum_{i,j} \delta_{X_{i,j}^{(n_0)}(t)},
\]

is the empirical measure of all cells and function \( \kappa \) is a mollifying kernel that represents the fact that cells are actually not points, but have spatial size. The spatial convolution

\[
\kappa \ast \xi_t^{n_0}(x) = \int_{\mathbb{R}^d} \kappa(x - y) \xi_t^{n_0}(dy) = \frac{1}{n_0} \sum_{i,j} \int_{\mathbb{R}^d} \kappa(x - y) \delta_{X_{i,j}^{(n_0)}(t)}(dy)
\]

\[
= \frac{1}{n_0} \sum_{i,j} \kappa(x - X_{i,j}^{(n_0)}(t))
\]

is a mollified version of the empirical measure describing spatial positions of cells, responsible for the production of the chemoreactant. From the mathematical point of view this allows us to consider classical solutions to equation (3).

**Cell population dynamics.** We assume that cells may die or proliferate with rates depending on the chemoreactant. Death means that a cell disappears and proliferation means that a cell dies leaving two new daughter cells at the same place as the mother cell. The birth rate of a cell placed at \( x \) at time \( t \) depend on the position and on the the concentration of chemoreactant and is given by \( \lambda_b(x, \rho_{n_0}(t, x)) \) and the mortality rate is \( \lambda_d(x, \rho_{n_0}(t, x)) \).

The main goal of the paper is to rigorously define the described individual processes and show wellposedness, then to prove that in hydrodynamic limit they converge to the solutions of (1) (Theorem 5), and, most importantly, to prove that, if the initial number of cells tends to infinity, the trajectories of the descendants of a single cell converge to the trajectories of the nonlinear mean-field model defined in section 2.2 (Theorem 6).

The article is organised as follows. In the next section we introduce the notation and present the rigorous definitions of the microscopic model and two ‘hybrid’ mean field models and write up the macroscopic equations. Section 3 is devoted to the presentation of assumptions and results concerning the wellposedness. Section 4 contains the convergence results. The proofs are presented in section 5.

2. Definitions of the processes

In this section we formally define the considered processes. We start with the individual, fully microscopic model.
2.1. Definition of the microscopic processes. Note that if we use the empirical measure approach even for a simple two Brownian particles case, then giving the initial condition $\delta_{X_1^0} + \delta_{X_2^0}$ and two Brownian motions $W_1$ and $W_2$ does not guarantee pathwise uniqueness — we need to know the order of particles. The problem gets harder if the number of particles varies in time. Since our goal is to obtain a pathwise propagation of chaos result, we need to define a process in a more direct way.

Therefore, we construct the process in the following way. We mark particles by means of a subtree of Ulam-Harris tree, namely let

$$\mathcal{J} = \bigcup_{n \in \mathbb{N}_0} \{0, 1\}^n$$

with a convention that $\{0, 1\}^0 = \emptyset$ means the root. Elements of $\mathcal{J}$ will be written as blackboard bold lowercase letters such as $i, j, k$. If we write $k = j0$, we mean that $k$ is longer by one then $j$ and is created from $j$ by adding 0 at the end. Moreover, we will denote by $j^{-}$ element of $\mathcal{J}$ obtained from $j$ by removing last number, eg. if $j = \emptyset 0101$, then $j^{-} = \emptyset 10$. Moreover, let us assume that

(A.1) $(W_{i,j})_{i \in \mathbb{N}, j \in \mathcal{J}}$ is an infinite array of independent $d$-dimensional standard Wiener processes, and $(\mathcal{N}_{i,j})_{i \in \mathbb{N}, j \in \mathcal{J}}$ is an array of independent standard (i.e. such that intensity is Lebesgue measure) Poisson point processes on $[0, \infty) \times [0, \infty)$ on a complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$.

These processes will be used as a source of randomness in all processes, in particular in Eq. (7a) and (9a).

We actually define a sequence of processes indexed by the initial number of cell $n_0$. Let us assume that we start with $n_0$ cells and let each initial cell be described by its position in $\mathbb{R}^d$, the number $i$, and $j = \emptyset$ denoting that it is the first cell in its own tree of inheritance. The initial cells are located at $X_{i,\emptyset}(0) \in \mathbb{R}^d$, $i = 1, \ldots, n_0$. At each branching event, two new cells appear as daughters of a cell described by $X_{i,j}^{n_0}$ at the same place as the mother cell. The daughter cells inherit the position, the cell line number $i$ and obtain new subsequent indices $k_1 = j0$ and $k_2 = j1$. So, each cell is described by a triple $(x, i, j) \in \mathbb{R}^d \times \{1, \ldots, n_0\} \times \mathcal{J}$ and possesses its own Brownian motion $W_{i,j}$ and a Poisson clock $\mathcal{N}_{i,j}$. Let $\tau_{i,j}^{n_0}$ denote the moment when $i,j$-th cell appears — that is $\tau_{i,j}^{n_0}$ is always 0, and let $\sigma_{i,j}^{n_0}$ be the moment when $i,j$-th cell dies (the production of daughter cells also means death of the mother). The time of death $\sigma_{i,j}^{n_0}$ of an $(i,j)$-th cell is defined as a minimal $\sigma$ for which

$$\mathcal{N}_{i,j}\left(t, z : z \in [0, \lambda_b(X_{i,j}^{n_0}(t), g^{n_0}(t, X_{i,j}^{n_0}(t))) + \lambda_d(X_{i,j}^{n_0}(t), g^{n_0}(t, X_{i,j}^{n_0}(t)))\right], t \in [\tau_{i,j}^{n_0}, \sigma]\right) = 1$$

with a convention that $\min \emptyset = \infty$. The times of birth $\tau_{i,j}^{n_0} = \tau_{i,j}^{n_0}$ of daughters of $i,j$-th cell are defined as a minimal $\tau$ for which

$$\mathcal{N}_{i,j}\left(t, z : z \in [0, \lambda_b(X_{i,j}^{n_0}(t), g^{n_0}(t, X_{i,j}^{n_0}(t)))\right), t \in [\tau_{i,j}^{n_0}, \tau]\right) = 1.$$  

Clearly, not for every $j \in \mathcal{J}$ a cell will exist, e.g. if $k$-th cell dies, no cell with index created from $k$ by appending any zeros or ones cannot be born. In this case we have $\tau_{i,j}^{n_0} = \sigma_{i,j}^{n_0} = \infty$.

The movement of a $i,j$-th cell between time $\tau_{i,j}^{n_0}$ and $\sigma_{i,j}^{n_0}$ is given by

$$dX_{i,j}^{n_0}(t) = \mathbf{b}(X_{i,j}^{n_0}(t), \nabla g^{n_0}(t, X_{i,j}^{n_0}(t)))dt + \sigma dW_{i,j}(t).$$

with initial condition $X_{i,j}^{n_0}(\sigma_{i,j}^{n_0}) = X_{i,j}^{n_0}$ coupled with the equation for nutrient field

$$\frac{\partial g^{n_0}(t, x)}{\partial t} = D\Delta g^{n_0}(t, x) - r g^{n_0}(t, x) + \alpha[K * \xi_{i,j}^{n_0}](x)$$
with \( \varrho^{n_0}(0, \cdot) = \varrho_0 \), where \( \xi_t^{n_0} \), given by

\[
(8) \quad \xi_t^{n_0} = \frac{1}{n_0} \sum_{i,j} \mathbb{1}_{[\sigma_{i,j}, \tau_{i,j}]}(t) \delta_X(t),
\]
is an empirical measure of all cells alive at time \( t \).

Note that the generating processes \( W_{i,j} \) and \( \mathcal{N}_{i,j} \) have intentionally no index \( n_0 \). In order to obtain pathwise convergence, they are shared by processes with all \( n_0 \). They are defined for all \( i \in \mathbb{N} \), but the definition of \( n_0 \)-th process uses only those with \( i = 1, \ldots, n_0 \).

**Remark 1.** Note, that equation (7a) can be written in a form

\[
X_{i,j}^{n_0}(t) = X_{i,j}^{n_0}(\sigma_{i,j}^{n_0}) + \int_{\sigma_{i,j}^{n_0}}^t b(X_{i,j}^{n_0}(s), \nabla \varrho^{n_0}(s, X_{i,j}^{n_0}(s))) \, ds
+ \sigma(W_{i,j}(t) - W_{i,j}(\sigma_{i,j}^{n_0})), \quad \text{for } t \in [\sigma_{i,j}^{n_0}, \tau_{i,j}^{n_0}).
\]

It does not demand using Itô integral and has a pathwise unique solution.

2.2. Hybrid mean-field model. The next model considered will be the limit of the individual-based model (cf. Theorems 5 and 6). We consider one initial cell at position \( \bar{X}_0(0) = \bar{X}_{1,0}(0) \) with the same population dynamics as before. Its descendants will be denoted by \( \bar{X}_j \) with \( j \in \mathbb{J} \) and their birth and death times are \( \bar{\sigma}_j \) and \( \bar{\tau}_j \), respectively, defined in analogous way to (5)-(6) with \( \varrho^{n_0} \) replaced by \( \varrho \) and the same Poisson clocks \( \mathcal{N}_{1,j} \), as for the first cell line in each microscopic model. The movement of the \( j \)-th cell during its life is given by

\[
(9a) \quad d\bar{X}_j(t) = F(\bar{X}_j, \nabla \varrho(t, \bar{X}_j)) \, dt + \sigma dW_{i,j}(t),
\]
coupled with the mean-field chemotactrant equation

\[
(9b) \quad \frac{\partial \varrho(t, x)}{\partial t} = D\Delta \varrho(t, x) - r \varrho(t, x) + \alpha(K \ast \bar{\mu}_t)(x),
\]
with \( \varrho(0, \cdot) = \varrho_0 \), where \( \bar{\mu}_t \) is the mean of the empirical measure of \( (\bar{X}_j(t))_{j \in \mathbb{J}} \), namely

\[
(10) \quad \bar{\mu}_t(A) = \mathbb{E} \bar{\xi}_t(A) = \mathbb{E} \left[ \sum_{i,j} \mathbb{1}_{[\bar{\sigma}_j, \bar{\tau}_j]}(t) \delta_X(t) \right], \quad \text{for } A \in \mathcal{B}(\mathbb{R}^d),
\]
where \( \bar{\xi}_t, \bar{\tau}_j \) and \( \bar{\sigma}_j \) are defined analogously to \( \xi_t^{n_0}, \tau_{i,j}^{n_0} \) and \( \sigma_{i,j}^{n_0} \).

**Remark 2.** Note that (9b) differs from (7b) only by replacing \( \xi_t^{n_0} \) by \( \bar{\mu}_t \).

2.3. Macroscopic model: Patlak-Keller-Segel type equation with proliferation. The limit macroscopic model is given by the system of equations

\[
(11a) \quad \partial_t p(t, x) = \frac{1}{2} \Delta p(t, x) + \nabla \cdot (p(t, x)b(x, \nabla \varrho)) + \lambda(x, \nabla \varrho(t, x))p(t, x)
\]
\[
(11b) \quad \partial_t \varrho(t, x) = D \Delta \varrho(t, x) - r \varrho(t, x) + \alpha[\kappa \ast p(t, \cdot)](x)
\]
with \( \lambda = \lambda_b - \lambda_d \) where \( [\kappa \ast p(t, \cdot)](x) = \int_{\mathbb{R}^d} \kappa(x - y)p(t, y) \, dy \).

2.4. Second hybrid model. One of the motivations of the convergence result of this paper is to show the possibility of replacing in simulations a multiparticle model (5)-(7b) by a one with smaller number cells. However, the hybrid model (9a)-(9b) still includes the number of proliferating cells. Therefore, we present here the alternative, much simpler version of a hybrid model that is related to the limit of the ibm. Namely, let us consider a single cell which which
moves according to the same rule as the particles in previous models, and endow it with a variable $M(t)$ denoting its mass:

\begin{align}
(12a) & \quad dX(t) = b(X(t), \nabla \rho(t, X(t))) dt + \sigma dW(t), \\
(12b) & \quad dM(t) = \lambda(X(t), \rho(t, X(t))) M(t), \\
(12c) & \quad \frac{\partial \rho(t, x)}{\partial t} = D \Delta \rho(t, x) - r \rho(t, x) + \alpha(K \ast \mu_t)(x),
\end{align}

where

\begin{equation}
\mu_t(A) = \mathbb{E}[M(t) \mathbb{1}_A(X(t))] = \int_{A \times [0, \infty)} m \mathbb{P}_t(dx, dm) \text{ for } A \in \mathcal{B}(\mathbb{R}^d)
\end{equation}
is the average mass in the area $A$.

**Remark 3.** The measure $\mu_t$ is equal to $\bar{\mu}_t$ given by (10). Note that equations (9b) and (12c) are then the same. These facts will be proven and used in the proof of wellposedness of the hybrid model.

**Remark 4.** Note moreover, that if $\mu_0$ is absolutely continuous, then the density of $\mu_t$ (and therefore $\bar{\mu}_t$) satisfies (11a). In that case all equations (9b), (11b) and (12c) coincide.

### 3. Assumptions and wellposedness

One of main goals of this paper is to make the definition of the individual model as strict as possible while keeping it readable. To that aim, besides the description in section 2.1, we need to define the state space of the process, which can be done in various ways. We add to the space of positions $\mathbb{R}^d$ an additional state $\phi$ denoting a nonexisting cell and we describe the state of all particles as an infinite array of points from $\mathbb{R}^d \cup \{\phi\}$ indexed by $(i, j) \in \mathbb{N} \times \mathbb{J}$ such that only finite numbers of elements are different then $\phi$, that is

\begin{equation}
X = \left\{(x_{i,j})_{(i,j) \in \mathbb{N} \times \mathbb{J}} : x_{i,j} \in \mathbb{R}^d \cup \{\phi\}, \ \text{such that} \ #\{x_{i,j} : x_{i,j} \neq \phi\} \text{ is finite}\right\}
\end{equation}

with a natural metrics

\begin{equation}
d_X(x, y) = \max_{(i,j) \in \mathbb{N} \times \mathbb{J}} |x_{i,j} - y_{i,j}|, \quad \text{for } x = (x_{i,j})_{(i,j) \in \mathbb{N} \times \mathbb{J}}, \ y = (y_{i,j})_{(i,j) \in \mathbb{N} \times \mathbb{J}} \in X,
\end{equation}

with a convention that $|x - \phi| = 1$ for any $x \in \mathbb{R}^d$. Because of the birth and death process the trajectories of the microscopic process are not continuous. We apply the standard convention to use càdlàg paths, so the space of trajectories will be the Skorokhod space $D_{\mathbb{R}}[0, \infty)$.

Now, we can formally describe the branching diffusion component of the microscopic model as the solution to the following system of SDEs

\begin{equation}
\begin{aligned}
X_{i,j}^{n_0}(t) &= X_{i,j}^{n_0}(0) + \int_0^t b(X_{i,j}^{n_0}(s), \nabla \rho(t, X_{i,j}^{n_0}(s))) ds + \sigma \int_0^t \mathbb{1}_{\mathbb{R}^d}(X_{i,j}^{n_0}(s)) \ dW_{i,j}(s), \\
&\quad + \int_0^t \chi_b^n(X_{i,j}^{n_0}(s), s) \mathcal{N}i,j-(ds, dz) + \int_0^t \chi_d^n(X_{i,j}^{n_0}(s), s) \mathcal{N}i,j-(ds, dz)
\end{aligned}
\end{equation}

for $i \in \{1, \ldots, n_0\}$, $j \in \mathbb{J}$ with

\begin{align}
\chi_b^n(x, z) &= \begin{cases} 
-\phi + x, & \text{if } x \neq \phi, \ z \leq \lambda_b(x, \rho^n(x)), \\
0, & \text{otherwise},
\end{cases} \\
\chi_d^n(x, z) &= \begin{cases} 
\phi, & \text{if } x \neq \phi, \ z \leq \lambda_b(x, \rho^n(x)) + \lambda_d(x, \rho^n(x)), \\
0, & \text{otherwise},
\end{cases}
\end{align}

where we use a convention that $\phi - \phi = 0 \in \mathbb{R}^d$ and $x + \phi = \phi$ for any $x \in \mathbb{R}^d$ and $b(\phi, x) = 0$ for $x \in \mathbb{R}$. 
In a similar way, to fully describe the branching diffusion of the hybrid model we add birth and death events to the equation (9a) obtaining

\[
\bar{X}_j(t) = \bar{X}_j(0) + \int_0^t b(\bar{X}_j(s), \nabla \varrho(t, \bar{X}_j(s))) \, ds + \sigma \int_0^t 1_{\mathbb{R}^d} (\bar{X}_j(s)) \, dW_{1,j}(s),
\]

and, analogously, equation (9b) as

\[
\varrho_t^{\alpha}(x) = S_t \varrho_0(x) + \alpha \int_0^t S_{t-s} [K \ast \xi^{\alpha}_s](x) \, ds,
\]

and similarly (12c) with $\mu_s$ replaced by $\bar{\mu}_s$.

We will use the following assumptions:

(A.2) let $\sigma, D, r, \alpha$ be positive constants.

(A.3) let $\lambda_0, \lambda_2 \in C_0^1(\mathbb{R}^d \times \mathbb{R}_+)$ be nonnegative functions and $\lambda_b + \lambda_d < \bar{\lambda}$ for some constant $\bar{\lambda} > 0$; let $b : \mathbb{R}^d \times \mathbb{R} \to \mathbb{R}$ be bounded and boundedly differentiable; let $\kappa \in C_0^2(\mathbb{R}^d)$ such that $\int_{\mathbb{R}^d} \kappa(x) \, dx = 1$ and $\Delta \kappa$ is Lipschitz and let $L_\kappa$ be maximum of Lipschitz coefficients for $\kappa$ and $\Delta \kappa$.

Now we can state the well-posedness theorems. Their proofs will be given in section 5.1.

**Theorem 1.** Suppose that $\varrho_0 \in C_b^2(\mathbb{R}^d)$ and $X_i^{\alpha_0}(0)$ for $i = 1, \ldots, n_0$ are independent random variables with probability law $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$. Let assumptions (A.1)-(A.3) be satisfied. For any $T > 0$ there exists a process $(x_t^{\alpha_0}, \varrho_t^{\alpha_0}) = \left(\left(X_{i,j}^{\alpha_0}\right)_{i \in \{1, \ldots, n_0\}, j \in J^*}, \varrho_t^{\alpha_0}\right) \in D_\mathcal{X}[0,T] \times C_b^2(\mathbb{R}^d)[0,T]$ described by (7a) and (7b) with population dynamics given by (5) and (6) and it is pathwise uniquely defined.

**Theorem 2.** Suppose that $\varrho_0 \in C_b^2(\mathbb{R}^d)$ and $X_0(0)$ is a random variable with probability law $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$. Let assumptions (A.1)-(A.3) be satisfied. For any $T > 0$ there exists a unique function $\varrho \in C_b(\mathbb{R}^d)[0,T]$ and the hybrid mean-field process $\bar{z} = (\bar{X}_j)_{j \in J^*}$ with trajectories in $D_\mathcal{X}[0,T]$ described by (9) with (17) and it is pathwise uniquely defined.

For completeness we state also the existence-uniqueness theorem for the macroscopic model. We do not present its proof, which is straightforward thanks to the regularization by $\kappa$. It goes by simple fixed point argument.

**Theorem 3.** Let assumptions (A.1)-(A.3) be satisfied. If $\varrho_0$ and $p_0$ are in $C_b^2(\mathbb{R}^d)$, then there exists a unique classical solution to the system (11).

Now, we have the wellposedness theorem for the second mean-field model.

**Theorem 4.** Let assumptions (A.2)-(A.3) be satisfied and $W$ be a $d$-dimensional standard Wiener process. Suppose that $\varrho(0, \cdot) = \varrho_0 \in C_b^2(\mathbb{R}^d)$, $X(0)$ is a random variable with probability law $\mu_0 \in \mathcal{P}(\mathbb{R}^d)$ and $M(0) = 1$. Then system (12)-(13) has a unique solution.
4. Convergence results

The approach to the convergence of particle systems is based on the propagation of chaos results from [7] and [34, 13], namely, the proof of Theorem 6 is based on the fact that processes for all $n_0$ and the limit are coupled by use of the same probability space and the same processes $(W_{i,j})_{i \in N, j \in J}$ and $(N_{i,j})_{i \in N, j \in J}$. Since the processes have not continuous trajectories it demands more delicate approach. We will use the following notation:

- denote by $z_i^{n_0}(t) = (X_{i,j}^{n_0}(t))_{i \in \{1, \ldots, n_0\}, j \in J}$ coupled with $\xi_i^{n_0}$, $t \in [0, T]$, the solution of microscopic model defined by (5)-(8).
- let $Z_i^{n_0}(t) = (X_{i,j}^{n_0}(t))_{j \in J}$, $t \in [0, T]$ denote the branch of process $z_i^{n_0}$ starting from the first cell $X_{i,j}^{n_0}(0)$ driven by processes $(W_{i,j})_{j \in J}$ and $(N_{i,j})_{j \in J}$.
- now we define a mean field processes $\bar{X}_i^{n_0}(t)$ driven by processes $(W_{i,j})_{j \in J}$ and $\xi_i$, $t \in [0, T]$, defined by (17)-(9b) driven by processes $(W_{i,j})_{j \in J}$ and $(N_{i,j})_{j \in J}$.
- $\xi_i^{n_0}$ is a process given by (8) which can be written as

$$\xi_i^{n_0} = \frac{1}{n_0} \sum_{i=1}^{n_0} \sum_{j \in J} 1_{\mathbb{R}^d}(X_{i,j}^{n_0}(t)) \delta_{X_{i,j}^{n_0}(t)}.$$ 

Now we can state two convergence theorems.

**Theorem 5.** Let assumptions (A.1)-(A.3) be satisfied. Then for each $T > 0$

(i) the sequence of processes $\xi_i^{n_0}$ converges in distribution to $\tilde{\mu}_t$ defined by (10) on $D_{\mathcal{M}}[0, T]$ with Skorokhod topology. The space $\mathcal{M}$ is considered here with a topology of vague convergence.

(ii) the sequence of processes $\xi_i^{n_0}$ converges to $q_t$ given by (19) in distribution on $C_{C_b(\mathbb{R}^d)}[0, T]$.

Since the limit

**Theorem 6.** Let assumptions (A.1)-(A.3) be satisfied. Then for each $T > 0$

$$\sup_{t \in [0, T]} d_{\mathcal{X}}(Z_i^{n_0}(t), \bar{X}_i(t))$$

converges to 0 in probability.

5. Proofs

5.1. Wellposedness. In this section we prove firstly Theorem 1, then Theorem 4 and eventually Theorem 2, since its proof depends on fragments of two previous proofs.

We will repeatedly use the following fact

**Lemma 1.** For any $T > 0$ and all $n_0 \in \mathbb{N}$

$$\mathbb{E} \left[ \sup_{t \in [0, T]} \langle 1, \xi_i^{n_0} \rangle \right] = \mathbb{E} \left[ \sup_{t \in [0, T]} \frac{1}{n_0} \langle 1, X_i^{n_0}(t) \rangle \right] < e^{\lambda t}$$

**Proof.** Since the birth rate is $\lambda_b \leq \bar{\lambda}$, we knot that $\langle 1, X_i^{n_0}(t) \rangle$ (which is the number of cells) is at any $t$ less (in the sense of distribution) than the number of particles in a simple birth only (Yule) process with branching rate $\bar{\lambda}$. \hfill \Box

**Proof of Theorem 1.** For notational convenience we assume $n_0 = 1$ and we omit indices $i$ and $n_0$, besides $\xi^{n_0}$ to avoid confusion with $\xi$ from eqn. (9). The prove for any other $n_0$ follows analogously with $j$ replaced by $(i, j)$.

Fix $T > 0$. We will prove the existence and uniqueness in $[0, T]$. Since we think about the solution to (7) pathwise, the prove will be done for fixed $\omega$. But firstly, we can neglect the set of probability 0. By Lemma 1, the number of cells at any finite $t$ is this number is finite with probability one. Therefore, if $\Omega_0$ is the set of those $\omega \in \Omega$, that the microscopic model
has infinite number of cells before time $T$, then $\mathbb{P}(\Omega_0) = 0$. Let $\Omega_1$ be the zero measure set for which any of the Poisson point processes $\mathcal{N}^j$ has infinite number of points in $[0, T] \times [0, \bar{\lambda}]$. 

Let us now fix $\omega \in \Omega \setminus (\Omega_0 \cup \Omega_1)$ and consider fixed trajectories of $(W^j)_{j \in J}$ and $(\mathcal{N}^j)_{j \in J}$ for this $\omega$. For $\omega \not\in (\Omega_0 \cup \Omega_1)$ there is a finite number of particles born before time $T$ and for any of those particles its Poisson point process has finite number of points in $[0, T] \times [0, \bar{\lambda}]$, so there is a finite number, say $n$, of points in all those Poisson point processes. Let us denote those times by $(t_k, z_k)_{k=1, \ldots, n}$ in the order of increasing times and $t_0 = 0$. Inbetween times $t_k$ the number of cells is constant, so we solve recursively in the intervals $[t_k, t_{k+1})$, $k = 0, 1, 2, \ldots$ a deterministic system

$$
\begin{align*}
\begin{cases}
X_j(t) = X_j(t_k) + \int_{t_k}^t b(X_j(s), \nabla g^{\alpha}(s, X_j(s))) ds + \sigma(W_j(t) - W_j(t_k)), \quad &\text{for } j \in J,
\frac{\partial g^{\alpha}(t, x)}{\partial t} = D\Delta g^{\alpha}(t, x) - r g^{\alpha}(t, x) + \alpha[K * \xi_t](x),
\end{cases}
\end{align*}
$$

with $\xi_t = \sum_{j \in J} \delta_{X_j(t)}$ where $J$ is the set of indices of cells alive in interval $(t_k, t_{k+1})$, i.e.

$$J_k = J_{k-1} \cup \left\{ j : j \in J_{k-1}, i = 0, 1, z_k < \lambda_b(X_j(t^{-}_k), g^{\alpha}(t^{-}_k, X_j(t^{-}_k))) \right\} \setminus \left\{ j : j \in J_{k-1}, z_k < \lambda_b(X_j(t^-_k), g^{\alpha}(t^-_k, X_j(t^-_k))) + \lambda_d(X_j(t_k), g^{\alpha}(t_k, X_j(t_k))) \right\}.
$$

The initial conditions at zero are $X_j(t_0) = X_{j,0}(0)$ and $g^{\alpha}(0, \cdot) = g_0$, and for $t_k > 0$ recursively $g^{\alpha}(t_k, \cdot) = g^{\alpha}(t^{-}_k, \cdot)$ and for $j \in J_k$

$$X_j(t_k) = \begin{cases}
X_j(t^-_k), \quad &\text{if } j \in J_{k-1},
X_j(t^-_k) \text{ otherwise.}
\end{cases}
$$

The proof of existence and uniqueness of solutions to (21) on $(t_k, t_{k+1})$ is straightforward and goes e.g. by Picard type argument.

The next proof uses classical methods from [34] and is similar to the proof of Proposition 2.3. in [7].

**Proof of Theorem 4.** We prove the existence on the interval $[0, T]$. The scheme of the proof is the following: given a fixed function $g : [0, T] \to C^2(\mathbb{R}^d)$ we solve the SDE (12a)-(12b). Let $\tilde{g}$ be a solution to (19) with $\mu$ given by (13). Then we show that operator $P : g \mapsto \tilde{g}$ is a contraction, so there is a unique $g$ satisfying (12), and therefore a unique $X$ and $M$. We consider the operator $P$ on the space $E = \{ g \in C_{[0,T]}(C^2(\mathbb{R}^d)) : \text{Lip } g_t \wedge \text{Lip } \nabla g_t \leq L \text{ for } t \in [0,T]\}$ where $L$ is the maximum of $L_n$ and the Lipschitz coefficient of $\varphi_0$, with the Bielecki norm $\| g \|_\varphi = \max_{t \in [0,T]} e^{-\gamma t} (\| \varphi_t \|_\infty + \| \nabla \varphi_t \|_\infty)$. Note that, thanks to properties of heat kernel, $\varphi_t$ given by (19) and $\nabla \varphi_t$ are Lipschitz with coefficient $L$, so $P(E) \subset E$.

To prove that $P$ is contractive, take $g^{(1)}, g^{(2)} \in C_{[0,T]}(C^2(\mathbb{R}^d))$ and let $(X^{(i)}, M^{(i)})$ be the pathwise unique solutions to

$$
\begin{align*}
\begin{cases}
X^{(i)}(t) = X(0) + \int_0^t b(X^{(i)}(s), \nabla g^{(i)}(s, X^{(i)}(s))) ds + \sigma W(t),
M^{(i)}(t) = M(0) + \int_0^t \lambda_s(X^{(i)}(s), g^{(i)}(s, X^{(i)}(s))) M^{(i)}(s) ds,
\end{cases}
\end{align*}
$$

for $i = 1, 2$. Note that $M^{(i)}(t) \leq M(0) e^{\lambda t} = e^{\lambda t}$. Thus we have

$$
\begin{align*}
| M^{(1)}(t) - M^{(2)}(t) | &\leq \int_0^t | \lambda | M^{(1)}(s) - M^{(2)}(s) | + e^{\lambda t} L_\lambda (1 + L) \| X^{(1)}(s) - X^{(2)}(s) \| \\
&\qquad + e^{\lambda t} L_\lambda \| g^{(1)}_{s} - g^{(2)}_{s} \| \| ds,
\end{align*}
$$

$$
\begin{align*}
\| X^{(1)}(t) - X^{(2)}(t) \| &\leq \int_0^t [ e^{\lambda t} L_b (1 + L) \| X^{(1)}(s) - X^{(2)}(s) \| + L_b \| \nabla g^{(1)}_{s} - \nabla g^{(2)}_{s} \| \| \| ds.
\end{align*}
$$
So by Gronwall’s Lemma we have
\[(23) \quad |M^{(1)}(t) - M^{(2)}(t)| + \|X^{(1)}(t) - X^{(2)}(t)\| \leq c_1 \int_0^t \left( \|q_s^{(1)} - q_s^{(2)}\|_\infty + \|\nabla q_s^{(1)} - \nabla q_s^{(2)}\|_\infty \right) ds,\]
where \(c_1\) (and similarly \(c_2\) to \(c_4\) below) is a constant depend only on the bounds and Lipschitz coefficients of the functions \(K, \nabla K, \Delta K, \lambda\) and \(b\) and time \(T\). Moreover
\[\left| \kappa(y - X^{(1)}(t))M^{(1)}(t) - \kappa(y - X^{(2)}(t))M^{(2)}(t) \right| \leq c_2(|M^{(1)}(t) - M^{(2)}(t)| + \|X^{(1)}(t) - X^{(2)}(t)\|).\]
If \(\mu^{(i)}\) is given by (13) for \((X^{(i)}, M^{(i)})\) then
\[\kappa \ast \mu^{(i)}_t(y) = \mathbb{E} \left[ \kappa(y - X^{(i)}(t))M^{(i)}(t) \right].\]
Therefore, if \(\tilde{q}_t^{(1)}(x) = S_t q_0(x) + \alpha \int_0^t S_{t-s}[K \ast \mu^{(1)}_s](x) ds\) then
\[|\tilde{q}_t^{(1)}(x) - \tilde{q}_t^{(2)}(x)| = \left| \alpha \int_0^t \int_{\mathbb{R}^d} p(t-s, x, y)[K \ast \mu^{(1)}_s - K \ast \mu^{(2)}_s](y) dy ds \right| \leq c_3 \int_0^t \int_0^r \left( \|q_s^{(1)} - q_s^{(2)}\|_\infty + \|\nabla q_s^{(1)} - \nabla q_s^{(2)}\|_\infty \right) ds dr \]
and likewise
\[|\nabla \tilde{q}_t^{(1)}(x) - \nabla \tilde{q}_t^{(2)}(x)| \leq c_4 \int_0^t \int_0^r \left( \|q_s^{(1)} - q_s^{(2)}\|_\infty + \|\nabla q_s^{(1)} - \nabla q_s^{(2)}\|_\infty \right) ds dr.\]
Therefore,
\[\left\| \tilde{q}^{(1)} - \tilde{q}^{(2)} \right\| \leq (c_3 + c_4) \int_0^t \int_0^r e^{-\gamma(t-s)} \left\| \tilde{q}^{(1)}(s) - \tilde{q}^{(2)}(s) \right\| ds dr = (c_3 + c_4) \frac{e^{-\gamma t}(-\gamma t + e^{\gamma t} - 1)}{\gamma^2} \left\| \tilde{q}^{(1)} - \tilde{q}^{(2)} \right\|,\]
so, for sufficiently large \(\gamma\), \(P\) is contractive in \(\|\cdot\|_\gamma\).

Now we are ready to prove the well-posedness of the mean-field model.

**Proof of Theorem 2.** The scheme will be the following. For any function \(q \in C_{C_b^2(\mathbb{R}^d)}[0, T]\) we notice the existence and uniqueness of branching diffusion process given by (17) (a proof can be done as in the proof of Theorem 1). Then we show that \(\tilde{\mu}\) given by (10) is equal to \(\mu\) given by (13) for \((X, M)\) obtained as solution to (22) with the same \(q\). That means that, by Theorem 4, there exists a unique \(q\) such that (9) is satisfied.

To this aim, fix \(q : [0, T] \to C_{C_b^2(\mathbb{R}^d)}(\mathbb{R}^d)\) continuous in time and let process \(\tilde{z}(t)(X_j(t))_{j \in J}, t \in [0, T]\) be the solution to (17) with this fixed \(q\). For \(\varphi : \mathbb{R}^d \cup \{\phi\} \to \mathbb{R}\) such that \(\varphi(\phi) = 0\) and \(\varphi|_{\mathbb{R}^d} \in C_{C_b^2(\mathbb{R}^d)}\) denote
\[\langle \varphi, \tilde{z}(t) \rangle = \sum_{j \in J} \varphi(X_j(t)).\]

Note that this sum is finite. By Itô’s Lemma we have
\[\langle \varphi, \tilde{z}(t) \rangle = \langle \varphi, \tilde{z}(0) \rangle + \int_0^t \left\langle b(\cdot, \nabla \varphi(\tilde{z}(\cdot)), \nabla \varphi(\cdot) + \frac{\mu^2}{2} \Delta \varphi(\cdot), \tilde{z}(s) \right\rangle ds + \sigma \sum_{j \in J} \int_0^t \nabla \varphi(X_j(s)) dW_{1,j}(s) - \sum_{j \in J} \int_0^t \varphi(X_j(s^-)) \mathbf{1}_{[0, \lambda_0(X_j(s^-), \rho(s, X_j(s^-))) + \lambda_1(X_j(s^-), \rho(s, X_j(s^-)))]}(z) N_{1,j}(ds, dz)\]
\[+ \sum_{j \in J} \int_0^t 2\varphi(X_j(s^-)) \mathbf{1}_{[0, \lambda_0(X_j(s^-), \rho(s, X_j(s^-)))]}(z) N_{1,j}(ds, dz)\]
and thus
\[ \mathbb{E}\langle \varphi, x(t) \rangle = \mathbb{E}\langle \varphi, x(0) \rangle + \mathbb{E} \int_0^t \langle B_{\varphi, \varphi}, x(s) \rangle + \langle \lambda(\cdot, \varphi(s)), \varphi(\cdot), x(s) \rangle \, ds, \]
where \( B_{\varphi, \varphi}(x) = \frac{\sigma^2}{2} \Delta \varphi(x) + b(x, \nabla \varphi(s, x)) \nabla \varphi(x) \) for \( x \in \mathbb{R}^d \) and \( B_{\varphi, \varphi}(\phi) = 0 \), and \( \lambda = \lambda_b - \lambda_d \).

Let \( \xi_t = \sum_{j \in J} 1 \mathbb{E}(X_j(t)) \delta_{X_j(t)} \) and let \( \langle \varphi, \xi_t \rangle = \int_{\mathbb{R}^d} \varphi(x) \xi_t(dx) \). Then \( \langle \varphi, \xi_t \rangle = \langle \varphi, x(t) \rangle \) and
\[ \langle \varphi, \mathbb{E} \xi_t \rangle = \langle \varphi, \xi_t \rangle + \int_0^t \langle B_{\varphi, \varphi}, \mathbb{E} \xi_s \rangle + \langle \lambda(\cdot, \varphi(s)), \varphi(\cdot), \mathbb{E} \xi_s \rangle \, ds, \]
which means that
\[ \langle \varphi, \bar{\mu}_t \rangle = \langle \varphi, \bar{\mu}_0 \rangle + \int_0^t \langle B_{\varphi, \varphi}, \bar{\mu}_s \rangle + \langle \lambda(\cdot, \varphi(s)), \varphi(\cdot), \bar{\mu}_s \rangle \, ds. \]

This is the weak version of Equation (11a) and it is well known that it admits a unique solution which is absolutely continuous with respect to Lebesgue measure for \( t > 0 \) even if \( \bar{\mu}_0 \) is not.

Let now \((X, M)\) be a process obtained as a solution to (22) with \( g \) and \( \varphi \in C^2_b(\mathbb{R}^d) \). Then, by Itô formula we have
\[ \varphi(X(t))M(t) = \varphi(X(0))M(0) + \int_0^t \left[ M(s) \nabla \varphi(X(s)) \cdot b(X(s), \nabla g(s, X(s))) 
+ \varphi(X(s)) \lambda(X(s), g(s, X(s)))M(s) + \frac{\sigma^2}{2} \Delta \varphi(X(s)) \right] \, ds 
- \int_0^t \nabla \varphi(X(s)) \cdot b(X(s), \nabla g(s, X(s))) \, dW(s). \]

Note that for \( \mu_t \) given by (13) we have \( \langle \varphi, \mu_t \rangle = \int_{\mathbb{R}^d} \varphi(x) \mu_t(dx) = \mathbb{E}[\varphi(X(t))M(t)] \). Taking expectation on both sides of the equation above we get
\[ \langle \varphi, \mu_t \rangle = \int_0^t \langle B_{\varphi, \varphi}(\cdot) + \lambda(\cdot, g(s, \cdot)) \varphi(\cdot), \mu_s \rangle \, ds. \]
which is exactly the same as (24).

\[ \square \]

5.2. Proof of convergence.

Proof of Theorem 5. In order to prove the point (i) we check that the sequence \( \xi^n_t \) is tight on \( D_{\mathcal{M}|[0, t]} \) and then we check that the limit of any subsequence has to coincide with \( \bar{\mu}_t \). Similarly, we prove tightness of \( \bar{\xi}_t^n \) in \( C^2_{C_c(\mathbb{R}^d)}[0, T] \) and check that the limit has to satisfy (19).

Tightness of \( \{\xi^n_t\}_{n \in \mathbb{N}} \). The process \( \xi^n_t \) has values in the space \( \mathcal{M} \) of finite positive Radon measures on \( \mathbb{R}^d \). Note that the \( \mathcal{M} \) with the vague convergence topology can be metrizable, eg.

with metric
\[ d_{\mathcal{M}}(\mu, \nu) = \sum_{k=1}^{\infty} \frac{1}{2^k} \min\{1, \langle \varphi_k, \mu - \nu \rangle \} \]

with some sequence \( \varphi_k \in C_c(\mathbb{R}^d) \) (cf. [2, Section §31]) in such a way that \( \mathcal{M} \) is complete. Moreover, set \( H \subset \mathcal{M} \) is vaguely relatively compact if and only if
\[ \sup_{\mu \in H} \langle f, \mu \rangle \text{ for all } f \in C_c(\mathbb{R}^d), \]
where one can take \( \langle \varphi_k \rangle_{k \in \mathbb{N}} \) instead of all \( f \in C_c(\mathbb{R}^d) \). Therefore, Proposition 1.7 from [21, Chapter 4] holds for processes with values in \( (\mathcal{M}, d_{\mathcal{M}}) \). Now, thanks to Aldous criterion (see, eg. [19, Chapter VI, Theorem 4.5]) for the relative compactness of \( \{\xi^n_t\} \) it suffices to check for all \( \varphi_k \) that for any \( \varepsilon > 0 \) there exists \( M > 0 \) such that
\[ \mathbb{P} \left( \langle \varphi_k, \xi^n_t \rangle > M \right) < \varepsilon, \text{ for all } t \in [0, T] \text{ and } n_0 \in \mathbb{N} \]
By Itô’s Lemma,\n
\[
\lim_{\gamma \to 0} \lim_{n_0 \to \infty} \sup_{\tau \in T, \theta < \gamma} \mathbb{P} \left( \left| \langle \varphi_k, \xi_{n_0}^{\tau + \theta} \rangle - \langle \varphi_k, \xi_{n_0}^{\tau} \rangle \right| > \varepsilon \right) = 0,
\]

where $T$ is the set of all stopping times bounded by $T$. Note that (26) follows by Markov’s inequality from Lemma 1. To prove (27), using Itô’s Lemma we calculate

\[
\langle \varphi_k, \xi_{n_0}^{\tau} \rangle = \langle \varphi_k, \frac{1}{n_0} \tilde{X}^{n_0}_i (t) \rangle = \langle \varphi_k, \frac{1}{n_0} \xi_{n_0}^{0} (0) \rangle + \frac{1}{n_0} \int_0^t \left( \sum_{i=1}^{n_0} \sum_{j \in J} b(X_{i,j}^{n_0}(s), \nabla \varphi_k(t, X_{i,j}^{n_0}(s))) \nabla \varphi_k(X_{i,j}^{n_0}(s)) + \frac{\sigma^2}{2} \Delta \varphi_k(X_{i,j}^{n_0}(s)) \right) ds
\]

\[
+ \frac{1}{n_0} \int_0^t \sum_{i=1}^{n_0} \sum_{j \in J} \nabla \varphi_k(X_{i,j}^{n_0}(s)) dW_{i,j}(s) + \frac{1}{n_0} \sum_{i=1}^{n_0} \sum_{s \leq t} \left( \langle \varphi_k(X_{i,j}^{n_0}(s)) - \varphi_k(X_{i,j}^{n_0}(\cdot)) \rangle \right)
\]

\[
= \langle \varphi_k, \xi_{n_0}^{\tau} \rangle + \int_0^t \left( \nabla \varphi_k(\cdot) + \frac{\sigma^2}{2} \Delta \varphi_k(\cdot) + \lambda(\cdot, g^{n_0}(\cdot, \cdot)) \varphi_k(\cdot), \xi_{n_0}^{\tau} \right) ds
\]

\[
M_{1,k}(t) \left\{ \begin{array}{l}
\frac{\sigma^2}{n_0} \sum_{i=1}^{n_0} \sum_{j \in J} \int_0^t \nabla \varphi_k(X_{i,j}^{n_0}(s)) dW_{i,j}(s)
\end{array} \right.
\]

\[
M_{2,k}(t) \left\{ \begin{array}{l}
\frac{1}{n_0} \sum_{i=1}^{n_0} \sum_{j \in J} \int_0^t \varphi_k(X_{i,j}^{n_0}(s)) - \varphi_k(X_{i,j}^{n_0}(s)) ds
\end{array} \right.
\]

where $M_{1,k}(t)$ and $M_{1,k}(t)$ are matringales. Therefore,

\[
\langle \varphi_k, \xi_{n_0}^{\tau + \theta} - \xi_{n_0}^{\tau} \rangle = \int_0^{\tau + \theta} \left( \nabla \varphi_k(\cdot) + \frac{\sigma^2}{2} \Delta \varphi_k(\cdot) + \lambda(\cdot, g^{n_0}(\cdot, \cdot)) \varphi_k(\cdot), \xi_{n_0}^{\tau} \right) ds
\]

\[
+ M_{1,k}^{n_0}(\tau + \theta) - M_{1,k}^{n_0}(\tau) + M_{2,k}^{n_0}(\tau + \theta) - M_{2,k}^{n_0}(\tau)
\]

The integral over $ds$ can be estimated by a constant times $\sup_{s \in [0,T]} \langle 1, \xi_{n_0}^{s} \rangle$, so, since $\theta \leq \gamma$, by Lemma 1 and Markov inequality, probability that it is greater then $\varepsilon$ goes to zero as $\gamma \to 0$. By Itô’s Lemma,

\[
(M_{1,k}^{n_0}(t))^2 = \frac{\sigma^2}{n_0} \sum_{i=1}^{n_0} \sum_{j \in J} \int_0^t \left( \nabla \varphi_k(X_{i,j}^{n_0}(s)) \right)^2 ds + \tilde{M}_{1,k}^{n_0}(t),
\]

where $\tilde{M}_{1,k}^{n_0}(t)$ is a martingale, so

\[
\mathbb{E} \left[ (M_{1,k}^{n_0}(\tau + \theta) - M_{1,k}^{n_0}(\tau))^2 \right] = \mathbb{E} \left[ (M_{1,k}^{n_0}(\tau + \theta))^2 \right] - \mathbb{E} \left[ (M_{1,k}^{n_0}(\tau))^2 \right] =
\]

\[
\mathbb{E} \left[ \frac{\sigma^2}{n_0} \sum_{i=1}^{n_0} \sum_{j \in J} \int_0^{\tau + \theta} \left( \nabla \varphi_k(X_{i,j}^{n_0}(s)) \right)^2 ds \right] \leq \theta \frac{\sigma^2}{n_0} \left\| \nabla \varphi_k \right\|_{\infty} \mathbb{E} \left[ \sup_{s \in [0,T]} \langle 1, \xi_{n_0}^{s} \rangle \right].
\]
Similarly, using Itô’s formula again we get

\[
(M_{2,k}^n(t))^2 - 2M_{2,k}^n(s) \langle \lambda(\cdot, \vartheta^n(s, \cdot)) \varphi_k(\cdot), \xi^n_s \rangle \, ds
- \sum_{i=1}^{n_0} \sum_{j \in J} \int_0^t \left( \frac{1}{n_0} \varphi_k(X_{i,j}^n(s^-))^2 - \frac{2}{n_0} M_{2,k}^n(s) \varphi_k(X_{i,j}^n(s^-)) \right)
\times \mathbb{I}_{[0,\lambda_0(t,s), \vartheta^n(s-s^-), \varphi_k(s-s^-)]}(z) \mathcal{N}_{i,j}(ds, dz)
+ \sum_{i=1}^{n_0} \sum_{j \in J} \int_0^t \left( \frac{4}{n_0} \varphi_k(X_{i,j}^n(s^-))^2 + \frac{4}{n_0} M_{2,k}^n(s) \varphi_k(X_{i,j}^n(s^-)) \right)
\times \mathbb{I}_{[0,\lambda_0(t,s), \vartheta^n(s-s^-), \varphi_k(s-s^-)]}(z) \mathcal{N}_{i,j}(ds, dz)
\]

\[= \frac{1}{n_0} \int_0^t \langle [3 \lambda_0(\cdot, \vartheta^n(s-s^-)) - \lambda_0(\cdot, \vartheta^n(s-s^-)) \varphi_k(s-s^-)]^2, \xi^n_s \rangle \, ds + \tilde{M}_{2,k}^n(t).
\]

where \(\tilde{M}_{2,k}^n(t)\) is a martingale, thus again

\[
\mathbb{E} \left[ (M_{2,k}^n(t + \theta) - M_{2,k}^n(t))^2 \right] \leq \theta \frac{3\lambda}{n_0} \| \varphi_k \|_\infty \mathbb{E} \left[ \sup_{s \in [0,T]} \{1, \xi^n_s \} \right],
\]

which completes the proof of \((27)\).

**Tightness of \(\{\vartheta^n\}_{n \in \mathbb{N}}.** Although it would be sufficient to use the topology of locally uniform convergence, we need a stronger convergence in the next proof, so let us consider \(C_b^1(\mathbb{R}^d)\) with the topology of locally uniform convergence of function and its derivative, that is we use a norm

\[
\| f \|_{C_b^1} = \sum_{R=1}^{\infty} \frac{1}{\gamma R} \left( \sup_{x \in B(0, R)} |f(x)| + \sup_{x \in B(0, R)} \| \nabla f(x) \| \right).
\]

Note that a set \(K_M = \{ f \in C_b^1(\mathbb{R}^d) : \| f \|_{C_b^1} \leq M, \| \nabla f \|_{C_b^1} \leq M, |\text{Hess} f|_{C_b^1} \leq M \}, \) where \(|\text{Hess} f|_{C_b^1} = \sup_{x \in \mathbb{R}^d} \max_{1 \leq i, j \leq d} |\partial_i \partial_j f(x)|\), is relatively compact in this norm. Using the version of Ascoli Theorem (see eg. \([27, \text{Theorem } 47.1]\)) we know that a family \(\mathcal{K}_M \subset C_T = C_{C_b^1(\mathbb{R}^d)} [0, T] \) of functions \(g\), which are equicontinuous in \(t\) and such that \(\{g(t) : g \in \mathcal{K}_M\} \subset \mathcal{K}_M \) for each \(t \in [0, T]\), is relatively compact. Now, in order to prove prove tightness of \(\vartheta^n_t\), we need to check that for any \(\varepsilon > 0\) there exists \(M > 0\) such that \(\mathbb{P}(\vartheta^n \in \mathcal{K}_M) > 1 - \varepsilon\). To that end, recall that \(\vartheta^n_t = S_t \rho_0 + \alpha \int_t^{t+\theta} S_{t-s} [\kappa * \xi^n_s](x) \, ds\) where the first summand is continuous in \(C_T\) and the latter is Lipschitzian with probability \(1 - \varepsilon\), because

\[
|\alpha \int_t^{t+\theta} S_{t-s} [\kappa * \xi^n_s](x) \, ds| \leq \theta \alpha \| \kappa \|_{\infty} \sup_{s \in [0,T]} \{1, \xi^n_s\}
\]

and

\[
|\alpha \nabla \int_t^{t+\theta} S_{t-s} [\kappa * \xi^n_s](x) \, ds| \leq \theta \alpha \| \nabla \kappa \|_{\infty} \sup_{s \in [0,T]} \{1, \xi^n_s\}.
\]

Moreover, we have

\[
|\vartheta^n_t(x)| \leq |S_t \rho_0(x)| + \sup_{s \in [0,T]} \| \kappa * \xi^n_s \|_{\infty} \leq \| \rho_0 \|_{\infty} + t \| \kappa \|_{\infty} \sup_{s \in [0,T]} \{1, \xi^n_s\},
\]

similarly

\[
|\nabla \vartheta^n_t(x)| \leq \| \nabla \rho_0 \|_{\infty} + t \| \nabla \kappa \|_{\infty} \sup_{s \in [0,T]} \{1, \xi^n_s\},
\]

and further

\[
|\partial_i \partial_j \vartheta^n_t(x)| \leq \| \partial_i \partial_j \rho_0 \|_{\infty} + t \| \partial_i \partial_j \kappa \|_{\infty} \sup_{s \in [0,T]} \{1, \xi^n_s\}.
\]
These estimates with Lemma 1 and Markov’s inequality complete the proof of tightness.

**Identification of the limit.** By the similar estimates as in (28) and (29) we get that the limit has to satisfy (24) for any \( \varphi \in C^2_c(\mathbb{R}^d) \) and (19) which admit a unique solution. □

5.3. **Proof of Theorem 6.** Fix \( T > 0 \) and \( \varepsilon > 0 \). We use here the coupling of \( \tilde{x}_1(t) \) and \( \tilde{z}(t) \) obtained by using the same processes \( W_{1,j} \) and \( N_{1,j} \), and the fact from Theorem 5 that \( g^{n_0} \) converges in probability to \( g \).

Let \( \tilde{\sigma}_j \) and \( \tilde{\tau}_j \) denote times of birth and death, respectively, of the \( j \)-th particle of \( \tilde{z}(t) \) and let us construct such a process \( \tilde{x}^{n_0}_1 \) that its \( j \)-th particle lives from \( \tilde{\sigma}_j \) to \( \tilde{\tau}_j \) and moves during this time according to the equation

\[
\tilde{X}^{n_0}_{1,j}(t) = \tilde{X}^{n_0}_{1,j}(\tilde{\sigma}_j) + \int_{\tilde{\sigma}_j}^t b(\tilde{X}^{n_0}_{1,j}(s), \nabla g^{n_0}(s, \tilde{X}^{n_0}_{1,j}(s))) \, ds + \sigma (W_{1,j}(t) - W_{1,j}(\tilde{\sigma}_j)),
\]

for \( t \in [\tilde{\sigma}_j, \tilde{\tau}_j] \). It means that the particles of \( \tilde{x}_1^{n_0} \) die and are born in the same times as particles of \( \tilde{z} \) but their dynamics is the same as the dynamics of \( x_1^{n_0} \). The idea is to prove, that for \( n_0 \) large enough with high probability \( \tilde{x}_1^{n_0} \) is close to \( \tilde{z} \) and equal to \( x_1^{n_0} \).

**Lemma 2.** Fix \( T > 0 \). For any \( \eta > 0 \) we can find a set \( \Omega_\eta \) such that \( \mathbb{P}(\Omega_\eta) > 1 - \eta \) and

(i) there exists \( \tilde{N} > 0 \) such that \( \sup_{t \in [0,T]} \langle 1, \tilde{z}(t) \rangle \leq \tilde{N} \) i.e. there is at most \( \tilde{N} \) particles of \( \tilde{z}(t) \) alive to time \( T \)

(ii) there exists \( R > 0 \) such that all particles of \( \tilde{z}(t) \) live in the ball of radius \( R \), i.e.

\[
\sup_{t \in [0,T]} \max_{j \in J} \| \tilde{X}^{n_0}_j \| \leq R
\]

for \( \omega \in \Omega_\eta \).

**Proof.** The first point is a simple consequence of Lemma 1. Once we have finite number of particles, their positions are described by a finite number of Itô equations with bounded drift \( b \), so (ii) obviously follows. □

Let us denote by \( J_\tilde{N} \) the (finite) set of all indices of the length at most \( \tilde{N} \). Apparently, if there were not more than \( \tilde{N} \) particles of \( \tilde{z}(t) \) up to time \( T \), then their indices are in \( J_\tilde{N} \).

**Lemma 3.** For any \( \eta > 0 \) there exists \( \delta > 0 \) such that if

\[
\sup_{t \in [0,T]} \left( \sup_{x \in B(0,R)} \| g^{n_0}(x) - g(x) \| + \sup_{x \in B(0,R)} \| \nabla g^{n_0}(x) - \nabla g(x) \| \right) < \delta,
\]

where \( R \) is from Lemma 2, then the probability that process \( \tilde{x}_1^{n_0} \) is different than \( x_1^{n_0} \) is less than \( 3\eta \).

**Proof.** Throughout the proof we assume we are in \( \Omega_\eta \) from Lemma 2, \( \tilde{N} \) and \( R \) are as in Lemma 2 and every particle of \( \tilde{z} \) alive during \( [0,T] \) has index \( j \in J_\tilde{N} \). The movement of particles of \( \tilde{x}_1^{n_0} \) and \( x_1^{n_0} \) is given by the same equation, so the processes are different if and only if any time of birth or death is different. Recall that \( \bar{\sigma}_{1,j} \) and \( \bar{\tau}_{1,j} \) given by (5) and (6), and \( \tilde{\sigma}_j \) and \( \tilde{\tau}_j \) analogously with \( x_1^{n_0,j} \) and \( g^{n_0,j} \) replaced by \( \tilde{X}_j \) and \( g \). Therefore, if for every \( j \in J_\tilde{N} \) there are no points of \( N_{1,j} \) inbetween \( \lambda(\tilde{X}_j(t), g^{n_0}(t, \tilde{X}_j(t))) \) and \( \lambda(\tilde{X}_j(t), g(t, \tilde{X}_j(t))) \) nor between \( \lambda_b(\tilde{X}_j(t), g^{n_0}(t, \tilde{X}_j(t))) \) and \( \lambda_b(\tilde{X}_j(t), g(t, \tilde{X}_j(t))) \) for \( t \in [\tilde{\sigma}_j, \tilde{\tau}_j] \), then for all \( j \in J_\tilde{N} \) we have

\[
\bar{\sigma}_{1,j} = \tilde{\sigma}_j, \quad \bar{\tau}_{1,j} = \tilde{\tau}_j, \quad \bar{\lambda}_{1,j} = \tilde{\lambda}_{1,j}.
\]

Note that for \( t \in [\tilde{\sigma}_j, \tilde{\tau}_j] \) we have

\[
\tilde{X}^{n_0}_{1,j}(t) - \tilde{X}_j(t) = \tilde{X}^{n_0}_{1,j}(\tilde{\sigma}_j) - \tilde{X}_j(\tilde{\sigma}_j)
\]

\[
+ \int_{\tilde{\sigma}_j}^t \left[ b(\tilde{X}^{n_0}_{1,j}(s), \nabla g^{n_0}(s, \tilde{X}^{n_0}_{1,j}(s))) - b(\tilde{X}_j(s), \nabla g(s, \tilde{X}_j(s))) \right] \, ds.
\]
where
\[ \left| b(\tilde{X}_{i,j}^n(t), \nabla g^n(s, \tilde{X}_{i,j}^n(s))) - b(\tilde{X}_j(s), \nabla g(s, \tilde{X}_j(s))) \right| \leq L_b \left( \left| \tilde{X}_{i,j}^n(s) - \tilde{X}_j(s) \right| + \left| \nabla g^n(s, \tilde{X}_{i,j}^n(s)) - \nabla g^n(s, \tilde{X}_j(s)) \right| + \left| \nabla g^n(s, \tilde{X}_j(s)) - \nabla g(s, \tilde{X}_j(s)) \right| \right). \]

By (31) and (32), functions \( g^n \) and \( \nabla g^n \) are Lipschitzian with some constant \( L_{g,\eta} \) with probability greater than \( 1 - \eta \), so if we denote \( \Delta_1(t) = \max_{j \in J_N} \left| \tilde{X}_{i,j}^n(t) - \tilde{X}_j(t) \right| \) then by (33)
\[ \Delta_1(t) \leq L_b \int_0^t \left( (1 + L_{g,\eta}) \Delta_1(s) + \sup_{t \in [0,T]} \sup_{x \in B(0,R)} \| \nabla g^n(t, x) - \nabla g^n(t, \tilde{X}_j(s)) \| \right) ds.
\]

By Gronwall’s inequality we have \( \Delta_1(t) \leq \delta t L_{e} e^{L_{g,\eta} t} \), so
\[ \sup_{t \in [0,T]} \Delta_1(t) \leq c^{(1)}_{T,\eta} \delta. \]

and thus
\[ \left| \lambda(X_{i,j}^n(0, t), g^n(t, X_{i,j}^n(0, t))) - \lambda(X_{i,j}(t), g(t, \tilde{X}_j(t))) \right| \leq L_\lambda((1 + L_{g,\eta}) \Delta_1(t)) \leq c^{(2)}_{T,\eta} \delta, \]
where \( c^{(i)}_{T,\eta}, i = 1, 2 \) depend only on \( T \) and \( L_{g,\eta} \). Similar estimates hold for \( \lambda_b \). Let
\[ A_j = \left\{ (t, z) \in [0, T] \times [0, \tilde{\lambda}] : t \in [\tilde{\sigma}_j, \tilde{\tau}_j], z \in [\tilde{\lambda}^n_b(t), \tilde{\lambda}^n_b(t)] \text{ or } z \in [\tilde{\lambda}^n(t), \tilde{\lambda}^n(t)] \right\}, \]
where \( \tilde{\lambda}^n(t) = \min\{\lambda(X_{i,j}^n(t), g^n(t, X_{i,j}^n(t))), \lambda(X_{i,j}(t), g(t, \tilde{X}_j(t)))\} \) and \( \tilde{\lambda}^n(t) = \max\{\lambda(X_{i,j}^n(t), g^n(t, X_{i,j}^n(t))), \lambda(X_{i,j}(t), g(t, \tilde{X}_j(t)))\} \) and analogously for \( \lambda_b \). By (35) the area of \( A_j \) is less than \( T \delta \) for any \( j \in J_N \). Therefore, taking \( \delta \) sufficiently small we have
\[ \mathbb{P} \left( \mathcal{N}_{i,j}(A_j) > 0 \text{ for any } j \in J_N \right) < \eta. \]

Now we are ready to prove Theorem 6.

**Proof of Theorem 6.** Fix \( \epsilon > 0 \). We have to prove that \( \mathbb{P} \left( \sup_{t \in [0,T]} d_X(\tilde{X}_{i,j}^n(t), \tilde{X}(t)) > \epsilon \right) \) tends to 0 as \( n_0 \to \infty \). To that end fix \( \eta > 0 \), and take \( R > 0 \) from Lemma 2 for this \( \eta \). Take \( \delta > 0 \) small enough for Lemma 3 to be satisfied and such that \( c^{(1)}_{T,\eta} \delta \leq \epsilon \) in (34). Since, by Theorem 5, \( g^n \) converges to \( g \) in probability on \( C_T \) in the norm \( \| f(\cdot, \cdot) \|_{C_T} = \sup_{t \in [0,T]} \| f(t, \cdot) \|_{C_T} \), for sufficiently big \( n_0 \) we have (33) with probability \( 1 - \eta \). Using Lemma 3 we know that with probability at least \( 1 - 3\eta \) we have \( \tilde{X}_{i,j}^n = \tilde{X}_{i,j}^n \) and \( \sup_{t \in [0,T]} d_X(\tilde{X}_{i,j}^n(t), \tilde{X}(t)) > \epsilon \) by (34). \( \square \)
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