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Abstract. We consider the (1 + 1)-dimensional stochastic heat equation (SHE) with multiplicative white noise and the Cole-Hopf solution of the Kardar-Parisi-Zhang (KPZ) equation. We show an exact way of computing the Lyapunov exponents of the SHE for a large class of initial data which includes any bounded deterministic positive initial data and the stationary initial data. As a consequence, we derive exact formulas for the upper tail large deviation rate functions of the KPZ equation for general initial data.

1. Background and Main result

In this paper, we consider the solution of the (1 + 1)-dimensional SHE under general initial condition and ask how any positive moment of that solution grows as time goes to $\infty$. In particular, we take the logarithm of $p$-th moment of that solution for any $p \in \mathbb{R}_{>0}$ and show that the when scaled by time, those converge. Those limits are known as Lyapunov exponents which are tied to the large deviation problem of the KPZ equation. Namely, the upper tail large deviation of the Cole-Hopf solution of the KPZ equation (centered by time $/24$)

\begin{equation}
H(t, x) := \log(Z(t, x)),
\end{equation}

where $Z(t, x)$ is the solution of the SHE:

\begin{equation}
\partial_t Z(t, x) = \frac{1}{2} \partial_{xx} Z(t, x) + Z(t, x) \xi(t, x), \quad Z(0, x) = \exp(H_0(x)).
\end{equation}

The SHE is pervasive in the diffusion theory of particles in random environment [Mol96, Kho14], continuous directed random polymers [HHF85, Com17] and many other fields. The solution theory of the SHE is well known [Wal86, BC95, Cor18] via Itô integral theory or martingale problem. By [Qua11, Theorem 2.4], for any non-negative initial data $Z_0$ such that $\int_A Z_0(x) dx$ defines a Radon measure for any Borel set $A \subset \mathbb{R}$, then (1.3) has unique solution if the following condition is satisfied:

\begin{equation}
E[\int_n^r Z_0(x) dx] \leq ce^{cn}
\end{equation}

for some constant $c > 0$. The logarithm in (1.2) is well defined due to the strict positivity of the solution of the SHE [Mue91]. The Cole-Hopf solution correctly approximates discrete growth processes [BG97, CT17, CGST20, Lin20] and has shown to appear naturally in various renormalization and regularization schemes [Hai13, GIP15, GP17].

The spatial derivative of the KPZ equation formally solves the stochastic Burgers equation - a continuum for the turbulence, interacting particle system driven, lattice gases and spin chains, see [FNS77, vBKS85, BCJL94, LŽP19, JKB20, IDNG+20, DNMK120].

Note that (1.4) is satisfied for a large class of physically relevant initial conditions. This includes two important sub-classes, namely, the class of positive measurable functions on $\mathbb{R}$ with at most exponential growth in $x$ and the exponential of Brownian motion with linear drifts. The main goal of this paper is to derive Lyapunov exponents of the SHE started from a initial data coming from any of the above two sub-classes.
Fix any $f$ such that $e^f$ satisfies (1.4). We denote the SHE solutions started from $f$ by $Z^f$ and the corresponding Cole-Hopf solution of the KPZ equation by $H^f$. For any $p \in \mathbb{R}_{>0}$, we define the $p$-th moment Lyapunov exponent as

$$
Lyap_p(f) := \lim_{t \to \infty} \frac{1}{t} \log \mathbb{E} \left[ \left( Z^f(t,0) \right)^p \right].
$$

(1.5)

For the KPZ equation, we consider the upper tail probability $\mathbb{P}(H^f(t,0) + \frac{t}{24} \geq st)$ where $s$ is a positive real number. We ask what is the upper tail large deviation rate function, namely, what is the limit of $t^{-1} \log \mathbb{P}(H^f(t,0) + \frac{t}{24} \geq st)$ as $t$ goes to infinity.

Our result which we state as follows computes the $p$-th moment Lyapunov exponent of the SHE solutions $\{Z^f\}_{t>0}$ and the upper tail large deviation rate function of the Cole-Hopf solution $\{H^f\}_{t>0}$ when $f$ is deterministic. For any Borel measurable function $f$, let $\text{Osc}_f(I) := \sup_{x \in I} f(x) - \inf_{x \in I} f(x)$ be the oscillation of $f$ in the interval $I$.

**Theorem 1.1** (Deterministic initial data). Let $f$ be a non-random Borel measurable function with sub-exponential growth, i.e., there exist $c_1, c_2 > 0, \delta \in (0,1)$ such that

$$
f(x) \leq c_1 + c_2 |x|^{\delta}, \quad \forall x \in \mathbb{R}.
$$

(1.6)

Suppose the local oscillations of $f$ is uniformly bounded, i.e., $\sup_{I \subset \mathbb{R}, |I| \leq a} \text{Osc}_f(I) < \infty$ for some $\alpha > 0$. Then, we have the following:

a) For any $p \in \mathbb{R}_{>0}$,

$$
Lyap_p(f) = \frac{p^3 - p}{24}. \quad (1.7)
$$

b) For all $s \in \mathbb{R}_{>0}$,

$$
\lim_{t \to \infty} \frac{1}{t} \log \mathbb{P}(H^f(t,0) + \frac{t}{24} \geq st) = -\frac{4\sqrt{2}}{3} s^\frac{3}{2}. \quad (1.8)
$$

Theorem 1.1 raises the following three important questions. We are indebted to three anonymous referees for urging us to discuss those questions in details.

**Why is (1.8) a large deviation result? Why does the speed of the large deviation probability in (1.8) equal to $t$?**

It is known that the order of the fluctuation of $H^f(t,0)$ when centered by $-t/24$ is proportional to $t^{1/3}$ as $t$ increases. This result follows from [ACQ11, Theorem 1.1] when $f$ is the narrow wedge initial data and from [CG20a, Theorem 1.1 and Theorem 1.10] when $f$ belongs to a general class of non-random initial data. Note that the size of the deviation in (1.8) matches the order of growth of $H^f(t,0)$ which is typical for a large deviation regime. This explains why (1.8) is a large deviation result.

Let us explain why the speed of the LDP in (1.8) is expected to be $t$. In [CG20a], the authors showed that the upper tail probability $\mathbb{P}(H^f(t,0) + \frac{t}{24} > z t^{1/3})$ is sandwiched between $e^{-c_1 z^{1/2}}$ and $e^{-c_2 z^{1/2}}$ for some constants $c_1 > c_2 > 0$ for any finite $z, t > 0$. Let us substitute $z = st^{2/3}$ in the above probability. Such substitution marks the large deviation regime as we explained earlier. Under such substitution, the upper and lower bounds on the logarithms of the upper tail probability are proportional to $s^{3/2} t$. This explains why the speed of the LDP is $t$ in (1.8).

**How does the sequence $\mathbb{E}[(Z^f(t,x))^p]$ grow with $t$ when $x \not= 0$? What is the upper tail large deviation principle for $H^f(t,x)$ for $x \not= 0$?**

By the convolution principle which is explained in Section 1.1, for any fixed Borel measurable initial data $f$ and $x \in \mathbb{R}$, the law of $Z^f(t,x)$ is same as $Z^g(0)$ where $g : \mathbb{R} \to \mathbb{R}$ is defined by $g(y) := f(y-x)$ for $y \in \mathbb{R}$. This being the case, it suffices to study the Lyapunov exponent of the SHE and upper tail large deviation of the KPZ equation at $x = 0$. Theorem 1.1 naturally applies to general $x \in \mathbb{R}$ via shifting the initial data.

**Remark 1.2.** Theorem 1.1 applies to a large class of initial data of the SHE. Since the oscillation of any bounded positive initial data is uniformly bounded, Theorem 1.1 naturally applies to those initial data. In fact, Theorem 1.1 shows the $p$-th Lyapunov exponents of the SHE started from any bounded positive initial data is equal to $p(p^3 - p)/24$ for any $p > 0$. This gives a positive answer to a question by Xia Chen from [Che15, page 1489]. With mild modification of our proof techniques, one can also show that the Lyapunov exponents of the SHE started from bounded compactly supported initial data are same as that in Theorem 1.1. See Theorem 1.11 and Remark 1.12 for more details.
Our next result deals with the case of random initial data. In particular, we focus on the Brownian initial data for the KPZ equation. The existence and the uniqueness of the solution of the SHE started from the exponential of two-sided Brownian motion with linear drift follows from (1.4).

**Theorem 1.3** (Brownian initial data). Let $B(x)$ be a two-sided (standard) Brownian motion. For any $t > 0, x \in \mathbb{R}$, define $f(x) := (\sigma_+ B(x) + a_+ x) \mathbb{1}_{\{x > 0\}} - (\sigma_- B(x) + a_- x) \mathbb{1}_{\{x < 0\}}$ where $\sigma_+, a_+$ and $\sigma_-, a_-$ are the diffusion and drift parameters for $x > 0$ and $x < 0$ respectively. Then, we have

a) For any $p > 0$,
\[
\text{Lya}_p(f) = \frac{p^3}{24} - \frac{p}{24} + \frac{p}{2} \max\left\{\frac{p^2}{2} a_+ + a_+, \frac{p^2}{2} - a_- + a_-\right\}.
\]

b) Let $a = \max(a_+, a_-)$. We have
\[
\lim_{t \to \infty} \frac{1}{t} \log \mathbb{P}\left(\mathcal{H}^f(t, 0) + \frac{t}{24} \geq st\right) = \begin{cases} 0 & s \leq \frac{a^2}{2}, \\ -\frac{25}{3} s^3 + sa - \frac{a^3}{6} & s \geq \frac{a^2}{2}. \end{cases}
\]

The expression of the large deviation rate function is more explicit when $\sigma_+ = \sigma_- = 1$, we have if $a \geq 0$,
\[
\lim_{t \to \infty} \frac{1}{t} \log \mathbb{P}\left(\mathcal{H}^f(t, 0) + \frac{t}{24} \geq st\right) = \begin{cases} 0 & s \leq \frac{a^2}{2}, \\ -\frac{25}{3} s^3 + sa - \frac{a^3}{6} & s \geq \frac{a^2}{2}. \end{cases}
\]

If $a < 0$, then,
\[
\lim_{t \to \infty} \frac{1}{t} \log \mathbb{P}\left(\mathcal{H}^f(t, 0) + \frac{t}{24} \geq st\right) = \begin{cases} 0 & s \leq 0, \\ -\frac{25}{3} s^3 + sa - \frac{a^3}{6} & 0 \leq s \leq \frac{a^2}{2}, \\ -\frac{25}{3} s^3 + sa - \frac{a^3}{6} & s \geq \frac{a^2}{2}. \end{cases}
\]

The proofs of Theorem 1.1 and 1.3 will be given in Section 3.

**Remark 1.4.** Set $\sigma_+ = \sigma_- = 1$, then (1.9) becomes
\[
\text{Lya}_p(f) = \frac{p^3}{24} - \frac{p}{24} + \frac{p}{2} \max\left\{\frac{p^2}{2} + a_+, \frac{p^2}{2} + a_-\right\}.
\]

Theorem 1.3 shows a sharp transition of the Lyapunov exponent in (1.13) as the slope parameter $a$ crosses the value $-\frac{2}{5}$. Note that $\mathbb{E}[e^{pf(x)}] \leq \exp(p(\frac{2}{5} + a)|x|)$ for any $x \in \mathbb{R}$ where $f$ is same as in Theorem 1.3. When $a \leq -\frac{2}{5}$, $\mathbb{E}[e^{pf(x)}]$ is either exponentially decaying or, bounded as $|x|$ goes to $\infty$. This effectively ensures (as we show in the proof of Theorem 1.3) that the role of the initial data $e^f$ for the SHE is just similar to any bounded positive initial data when it comes to computing $p$-th moment of $\mathcal{Z}^f(t, 0)$ with a being less than or equal to $-p/2$. Hence, it is not surprising to expect that the $p$-th Lyapunov exponent in (1.9) is same as in (1.7) in the latter case. On the other hand, $\mathbb{E}[e^{pf(x)}]$ is exponentially growing in $|x|$ when $a$ is greater than $-p/2$. As we will explain in Section 1.1, the exponential growth of $\mathbb{E}[e^{pf(x)}]$ insinuates a tighter dependence of the growth of $p$-th moment on the initial data which finally makes the Lyapunov exponent for the $a > -p/2$ case be rather different than Theorem 1.1.

**Remark 1.5.** It is worthwhile to note the contrast between the upper tail large deviation probability (LDP) of the KPZ equation under constant or, narrow wedge initial data and the Brownian initial data. The large deviation rate function in (1.10) is $-\frac{25}{3} s^3$ when both the drift parameters $a_+$ and $a_-$ are equal to 0. Comparing this rate function with (1.8) or, [DT19, Theorem 1.1] shows a difference by a factor of 2. This difference between the upper tail LDPs is consistent with the difference of the upper tail asymptotics of the KPZ equation under KPZ scaling. In the physics literature, the contrast between the LDPs under different initial data of the KPZ equation is echoed in [LDM16, LDMR16, JKM16a, MS17, KLD17]. Our result rigorously confirms those predictions. Interestingly, a recent work [FV21] has shown that the bounds for the upper tail of the KPZ fixed point (constructed in [MR16, DOV18]) started from Brownian initial data (resp. any bounded initial data) coincides with the LDP rate function from Theorem 1.3 (resp. Theorem 1.1).

\footnote{In fact, [LDMR16, JKM16a, MS17, KLD17] study the tails of the KPZ equation in the short time regime, yet it is widely believed that the constants in front of the $s^3$ in the upper tail are the same for short time and long time.}
1.1. Proof Ideas & Generalizations. In this section, we will present the proof ideas of our main results. While this will remain as our main goal throughout this section, to highlight the insights of our techniques, we will also present a generalization of our results for a much broader class of initial data containing those which are covered in Theorem 1.1 and 1.3. We first introduce the key tools for our proof. The sequential assembly of these tools which will be sketched thereafter, requires few minimal assumptions on the initial data of the SHE. At the very end of our description of the proof strategy, we will state a general result on the Lyapunov exponents and upper tail LDP of the KPZ equation for the initial data satisfying those minimal assumptions.

We start with setting some necessary notations. The narrow wedge solution $\mathcal{H}^{\text{nw}}$ of the KPZ is the Cole-Hopf transform of the fundamental solution of SHE $Z^{\text{nw}}$, which is associated to the delta initial data $Z^{\text{nw}}(0,x) = \delta_{x=0}$. As $t$ goes to 0, $\log Z^{\text{nw}}(t,x)$ is well approximated by the heat kernel whose logarithm is given by a thin parabola $\frac{x^2}{2}$, rendering $\mathcal{H}^{\text{nw}}$ to have narrow wedge like structure.

The proof of our main results consists of following tools: (1) a composition law which connects the SHE under general initial data with its fundamental solution, (2) Lyapunov exponents of the fundamental solution of the SHE, and (3) tails bounds on the spatial regularity of the narrow wedge solution of the KPZ.

The following identity which is taken from Lemma 1.18 of [CH16] gives a convolution formula of the one point distribution of the KPZ equation in terms of the spatial process $Z^{\text{nw}}(t,\cdot)$ and the initial data $f$ of the KPZ equation. The proof of this formula is associated to the linearity and time reversal property of the SHE. For reader’s convenience, we provide a proof of this identity in Section 4.3.

**Proposition 1.6** (Convolution Formula). Let $Z^f$ be the unique solution of the SHE started from the initial condition $f$ such that $\int_A e^{f(x)}dx$ is a Radon measure in $A$. Suppose $f$ is independent of the white noise $\xi$ of (1.3) when $f$ is random. Then for any $t > 0$,

$$Z^f(t,0) \overset{d}{=} \int Z^{\text{nw}}(t,y)e^{f(y)}dy. \quad (1.14)$$

To complement Proposition 1.6, we will make use of the exact expressions of any real positive moment Lyapunov exponents of the fundamental solution of the SHE from [DT19] and the tail bounds on the spatial regularity of the narrow wedge solution of the KPZ equation from [CGH21]. The following result describes the first of these two tools.

**Proposition 1.7** (Lyapunov exponents of fundamental solution, [DT19], Theorem 1.1). For every $p > 0$,

$$\lim_{t \to \infty} \frac{1}{t} \log \mathbb{E}[Z^{\text{nw}}(t,0)^p] = \frac{p^2 - p}{24}. \quad (1.14)$$

The third of our main tools is (super)-exponential tail bounds on the spatial regularity of the narrow wedge solution of the KPZ equation. This is given in the following result.

**Proposition 1.8** (Tail bounds of increments, [CGH21], Prop. 4.4). For any $t_0 > 1$, $\nu > 0$ and $\epsilon \in (0,1)$, there exist $s_0 = s_0(t_0,\nu,\epsilon)$ and $c = c(t_0,\nu,\epsilon)$ such that, for $t \geq t_0$ and $s \geq s_0$,

$$\mathbb{P} \left( \sup_{x \in [0,t^2]} \left\{ \mathcal{H}^{\text{nw}}(t,x) - \mathcal{H}^{\text{nw}}(t,0) - \frac{\nu x^2}{2} \right\} \geq s \right) \leq \exp(-cs^{\frac{2}{3}}), \quad (1.15)$$

$$\mathbb{P} \left( \inf_{x \in [0,t^2]} \left\{ \mathcal{H}^{\text{nw}}(t,x) - \mathcal{H}^{\text{nw}}(t,0) + \frac{\nu x^2}{2} \right\} \leq -s \right) \leq \exp(-cs^{\frac{2}{3}}), \quad (1.16)$$

In order to prove (1.7) (resp. (1.9)) of Theorem 1.1 (resp. Theorem 1.3), we first use Proposition 1.6 to note

$$\text{Lya}_p(f) = \lim_{t \to \infty} \frac{1}{t} \log \mathbb{E} \left[ \left( \int_{\mathbb{R}} Z^{\text{nw}}(t,y)e^{f(y)}dy \right)^p \right]$$

and thereafter, focus our effort to analyze $\mathbb{E}[\int_{\mathbb{R}} Z^{\text{nw}}(t,y)\exp(f(y))dy]^p$. Our main technical achievement is to justify the following heuristic approximation

$$\frac{1}{t} \log \mathbb{E} \left[ \left( \int_{\mathbb{R}} Z^{\text{nw}}(t,y)e^{f(y)}dy \right)^p \right] \approx \frac{1}{t} \log \int_{\mathbb{R}} \mathbb{E}[Z^{\text{nw}}(t,y)]^{p}\mathbb{E}[e^{p\phi(y)}]dy, \quad (1.17)$$

for all large $t \in \mathbb{R}_{>0}$ where “$\approx$” indicates the equality up to some additive constant which decays as $t \to \infty$. For showing this, we will observe that the main contributions of the left hand side of (1.17) comes from $Z^{\text{nw}}(t,y_0)e^{f(y_0)}$ where $y_0$ is a point in $\mathbb{R}$ such that the function $\phi(y) := -\frac{\nu y^2}{2} + \log \mathbb{E}[e^{p\phi(y)}]$ when evaluated at $y_0$ attains a close proximity to the supremum value $\sup_{y \in R}\phi(y)$. Similarly, we find that the main contribution
of the right hand side of (1.17) comes from \( \mathbb{E}[(\mathcal{Z}^{nw}(t,y_0))^p] \mathbb{E}[e^{\rho f(y_0)}] \). Note that the integrand in the right hand side of (1.17) is a product of expectations. One of the main reason for expecting such product is the independence between the time-space white noise \( \xi \) and the initial data \( f \).

For showing there are indeed such local representatives of both sides of (1.17), we require to demonstrate that the contributions of \( \mathbb{E}[(\int_{\mathbb{R}\setminus B} Z^{nw}(t,y)e^{\rho f(y)}dy)^p] \) and \( \int_{\mathbb{R}\setminus B} \mathbb{E}[(\mathcal{Z}^{nw}(t,y))^p] \mathbb{E}[e^{\rho f(y)}]dy \) cannot grow significantly higher than their local counterparts where \( B \) is small interval around \( y_0 \). This is done by controlling fluctuation of the spatial process \( Z^{nw}(t,\cdot) \) and the growth and regularity of the initial data \( f \). The fluctuation of \( Z^{nw}(t,\cdot) \) is controlled by the tail probability bounds (1.15) and (1.16) on the spatial regularity of \( \mathcal{H}^{nw}(t,\cdot) \). The growth and regularity estimates of \( f \) in Theorem 1.1 and 1.3 will be derived separately. However, one may wonder what are the minimal conditions on the growth and regularity of \( f \) under which the current proof techniques work. We list those minimal sufficient conditions below after introducing few more notations.

To extend our result to the full generality, we also allow the initial data to depend on time \( t \). We use the notation \( f_t \) to denote time dependent initial data. We denote the SHE solutions started from \( e^{f_t} \) by \( Z^{f_t} \). More precisely, for every fixed \( t \geq 0 \), \( Z^{f_t}(t,\cdot) \) equals the time-\( t \) solution to the SHE with initial data \( e^{f_t} \). As usual, we denote the corresponding Cole-Hopf solution of the KPZ equation by \( H^{f_t} := \log Z^{f_t} \).

We want to mention that the time dependent initial data is not unusual. Due to the connection with the KPZ universality class, it is natural to consider the initial data which varies in the \((t^{1/3}, t^{2/3})\)-scale. For instance, [CH16, Definition 1.4] and [CG20a, Definition 1.1] had considered \( f_t \) to be a relevant initial data for the KPZ equation if \( t^{-1/3} f_t(t^{2/3}x) \) is upper bounded by a parabola with leading constant less than \( \frac{1}{2} \) and lower bounded by a constant in a compact interval around 0. It is straightforward to check that when \( f_t(x) \) is equal to \( \alpha x^2 \), both of the above conditions are satisfied.

Now we state our conditions on \( f_t \). For \( x \in \mathbb{R} \) and \( t \in \mathbb{R}_{\geq 0} \), define

\[
M_p^{f_t}(t,x) := \begin{cases} 
\mathbb{E}[e^{pf_t(x)}] & \text{when } f_t(x) \text{ is random}, \\
\mathbb{E}[e^{pf_t(x)}] & \text{when } f_t(x) \text{ is deterministic}.
\end{cases}
\]

(1) **(Growth and lower bound conditions):** For each \( p \in \mathbb{R}_{>0} \), there exist constants \( C, K, L > 0 \) and \( 0 < \alpha < 1 \) depending on \( p \) such that for all \( t > 0 \),

\[
M_p^{f_t}(t, x) \leq C(e^{C|x|} + e^{\frac{L|x|}{\alpha}}),
\]

\[
\sup_{x \in [-L,L]} \log M_p^{f_t}(t, x) > -K.
\]

(2) **(Pseudo-stationarity):** We call \( \{\theta_n\}_{n \in \mathbb{Z}} \subset \mathbb{R} \) a sequence of grid points if it satisfies

\[
\ldots < \theta_{-1} < \theta_0 = 0 < \theta_1 < \ldots, \quad \lim_{n \to \infty} \theta_n = \infty, \quad \lim_{n \to -\infty} \theta_n = -\infty, \quad (\max\{c|n|, 1\})^{-\beta} |\theta_n - \theta_{n+1}| \leq 1
\]

for some \( c > 0, \beta \in (0, 1) \) and all \( n \in \mathbb{Z} \). There exist constants \( C, t_0, s_0 > 0 \) and a sequence of grid points \( \{\theta_n\}_{n \in \mathbb{Z}} \) such that for all \( t > t_0, n \in \mathbb{Z}, \sup_{x \in [\theta_n, \theta_{n+1}]} |f_t(x) - f_t(\theta_n)| \leq s_0 \) when \( f_t \) is deterministic or,

\[
\mathbb{P}\left( \sup_{x \in [\theta_n, \theta_{n+1}]} |f_t(x) - f_t(\theta_n)| \geq s \right) \leq e^{-Cs^{1+\delta}}, \quad \forall s \geq s_0,
\]

when \( f_t \) is random.

The **growth and lower bound condition** controls the pointwise exponential moments of the initial data. If the initial data is time independent, then, (1.4) provides the sufficient condition for the existence and the uniqueness of the SHE. For the time dependent initial data \( f_t \), the existence and the solution of the SHE till time \( t \) is not explicitly written down anywhere. However, using the techniques in [CD15] which is based on the chaos expansion of the mild solution of the SHE, it is straightforward to check that the SHE starting from \( e^{f_t} \) has unique solution up to time \( t \) if the following condition is satisfied:

\[
\int e^{-\frac{2e}{p}} \mathbb{E}[e^{pf_t(x)}]dx < \infty.
\]

Not only the growth and lower bound condition ensures the existence and uniqueness solution of the stochastic heat equation up to desired time, but also helps to provide many error estimates in the proof of Theorem 1.11.

The **pseudo-stationarity** condition provides an uniform upper bound to the maximal variation of the initial data one a sequence of intervals. Since the initial data can satisfy this property without being spatially stationary, we call this pseudo-stationarity condition.
One of the easy examples where taking constant grid in the pseudo-stationarity is not enough is the time dependent parabolic initial data, i.e., \( f_t(x) := ax^2/2t \). Since \( f_t \) satisfies (1.22), the solution of the Cole-Hopf solution of the KPZ started from \( f_t \) exists up to time \( t \). The oscillations of \( f_t(x) \) over any set of grid points of constant spacing will be increasing as we increase \( x \) to \( \infty \). However, if we define \( \theta_n \) to be \( \text{sign}(n) \times |n|^{1/2} \), then the oscillation of \( f_t(x) \) over \( [\theta_n, \theta_{n+1}] \) is bounded by \( 1/2t \) which does not depend \( n \). In this example, it is mandatory to take grid points of different spacing.

Let us again come back to analyzing the right hand side of (1.17). To analyze the integral on the right hand side of (1.17), one may first ask how we deal with \( \mathbb{E}[(Z^{nw}(t, y))^p] \) for all \( y \in \mathbb{R} \). This will be done by combining Proposition 1.7 with the following result.

**Proposition 1.9** (Stationarity, [ACQ11], Prop. 1.4). For any fixed \( t > 0 \), the random process \( H^{nw}(t, x) + \frac{x^2}{2t} \) is stationary in \( x \).

Proposition 1.9 allows us to write the right hand side of (1.17) as a sum of two terms, namely, \( t^{-1} \log(\mathbb{E}[(Z^{nw}(t, 0))^p]) \) and \( t^{-1} \log \left( \int_{\mathbb{R}} \exp(-\frac{x^2}{2t}) \mathbb{E}[e^{p f_t(x)}] dx \right) \). To compute the \( t \to \infty \) limit of the right hand side of (1.17), it suffices to compute the \( t \to \infty \) limits of these two terms respectively. By Proposition 1.7, the first limit equals \( \frac{p^3}{24} \). Our proof will show that the second limit equals \( g(p) \) (defined in (1.23)), which is guaranteed by our next condition.

(3) (Coherence conditions:) The following limit exists
\[
\lim_{t \to \infty} \frac{1}{t} \sup_{x \in \mathbb{R}} \left\{ -\frac{p x^2}{2t} + \log M^f_p(x, t) \right\} =: g(p) \tag{1.23}
\]
for all \( p \in \mathbb{R}_{>0} \). Furthermore, for every \( p \in \mathbb{R}_{>0} \),
\[
\lim_{t \to \infty} \log \left( \int e^{-\frac{p x^2}{2t}} M^f_{p(1+\varepsilon)}(t, x) dx \right) \leq g(p). \tag{1.24}
\]
The coherence condition captures the contribution of the initial data in the expression of the Lyapunov exponents via solution of a variational problem. On the one hand, it enforces the existence of the solution of that variation problem and on the other hand, it imparts sufficient convexity to the initial data so that the solution of that variational problem stay inside large bounded domain.

Next we state a more general result on Lyapunov exponents for the class of initial data satisfying the above conditions.

**Definition 1.10.** We call a set of measurable functions \( (g, \{f_t\}_{t \geq 0}) \) with deterministic \( g: \mathbb{R}_{>0} \to \mathbb{R}_{\geq 0} \) and \( f_t: \mathbb{R} \to \mathbb{R} \) (possibly random) belongs to the class \( \text{Hyp} \) if \( \{f_t\}_{t \geq 0} \) satisfies (1) growth and lower bound conditions, (2) pseudo-stationarity condition and (3) coherence conditions.

For any \( (g, \{f_t\}_{t \geq 0}) \in \text{Hyp} \), there exists a unique solution of the SHE started from initial data \( e^{f_t} \) up to time \( t \) thanks to the growth and lower bound condition, see (1.22).

For any \( p \in \mathbb{R}_{>0} \), we define the \( p \)-th moment Lyapunov exponent of the class \( \{f_t\}_{t \geq 0} \) as
\[
\text{Lya}_p(\{f_t\}_{t \geq 0}) := \lim_{t \to \infty} \frac{1}{t} \log \mathbb{E} \left[ (Z^{f_t}(t, 0))^p \right]. \tag{1.25}
\]

Now we are ready to state the more general result on the Lyapunov exponents.

**Theorem 1.11.** Let \( (g, \{f_t\}_{t \geq 0}) \) be a set of functions in the class \( \text{Hyp} \). Then, we have the following:

(a) For any \( p \in \mathbb{R}_{>0} \),
\[
\text{Lya}_p(\{f_t\}_{t \geq 0}) = \frac{p^3}{24} - \frac{p}{24} + g(p). \tag{1.26}
\]

(b) Suppose \( g(p) \in C^1(\mathbb{R}_{>0}) \) and \( \zeta := \lim_{p \to 0} g'(p) \) is finite. Then, for \( s > \zeta \),
\[
\lim_{t \to \infty} \frac{1}{t} \log \mathbb{P} \left( H^{f_t}(t, 0) + \frac{t}{24} \geq st \right) = -\max_{p \geq 0} \left\{ sp - \frac{p^3}{24} - g(p) \right\}. \tag{1.27}
\]

As we have pointed out before, our techniques for proving Theorem 1.1 and 1.3 are flexible enough to extend to the initial data coming from the class \( \text{Hyp} \). In fact, we first prove Theorem 1.11 in Section 2 and then, prove Theorem 1.1 and 1.3 as its corollary. For instance, Theorem 1.1 will be proved using Theorem 1.11 by defining \( g(p) := 0 \) and \( f_t := f \) (with \( f \) satisfying the condition in Theorem 1.1) for all \( t > 0 \) and finally, showing \( (g, \{f_t\}_{t \geq 0}) \) belongs to the class \( \text{Hyp} \).
Remark 1.12. It is straightforward to check that if $f_t = f$ for all $t$ such that $e^f$ is strictly positive and bounded on a compact interval, then $\{f_t\}_{t \geq 0}$ satisfies the growth and lower bound conditions (1.19) and (1.20)) and the coherence condition (with $g = 0$). However, one needs minor modification of the pseudo-stationarity condition for it to be valid when $e^f$ is compactly supported. After doing the appropriate modifications, one can use similar proof ideas to extend the results of Theorem 1.11 in the case of compactly supported initial data for the SHE.

We have explained the ideas of obtaining (1.26). However, it still remains to explain how (1.27) follows from (1.26). For showing (1.27) of Theorem 1.11, our main tool is the following proposition which relates the upper tail large deviation rate function of $\mathcal{H}^f_t$ in terms of the Lyapunov exponents.

**Proposition 1.13.** Let $X(t)$ be a stochastic process indexed by $t \in \mathbb{R}_{>0}$. Fix $h \in C^1(\mathbb{R}_{>0})$ such that $h' : (0, \infty) \to (\zeta, \infty)$ is continuous, bijective and increasing for some $\zeta \in \mathbb{R}$. Assume that

$$\lim_{t \to \infty} \frac{1}{t} \log E[e^{pX(t)}] = h(p), \quad \forall p \in \mathbb{R}_{>0}. \tag{1.28}$$

Then, we have

$$\lim_{t \to \infty} \frac{1}{t} \log P(X(t) \geq \text{st}) = -\sup_{p>0}\{ps - h(p)\}, \quad \forall s > \zeta. \tag{1.29}$$

We believe that this proposition should be contained in some previous works since it bears a lot of similarities with the Gartner-Ellis theorem (see [DZ10, Section 2.3]). We provide a proof in Section 4.1 since we are unable to find the exact statement in the literature. Allowing Proposition 1.13 with (1.26) yields the proof of (1.27). It is worthwhile to note that the use of Proposition 1.13 necessitates $g(\cdot)$ in (1.23) to be a convex function and to satisfy few other technical properties. Under the assumption that $(g, \{f_t\}_{t \geq 0})$ belong to a class Hyp, the following lemma shows that $g(\cdot)$ indeed satisfies those properties. The proof of this lemma is deferred to Section 4.2.

**Lemma 1.14.** For any set of functions $(g, \{f_t\}_{t \geq 0})$ in the class Hyp, we have the following:

(i) $g$ is convex and non-negative.

(ii) For every $p > 0$ and $\gamma > 0$, define

$$\text{MAX}^f_{p,\gamma}(t) := \{x : -\frac{px^2}{2t} + \log M^f_p(t, x) \geq \sup_{y \in \mathbb{R}} \{ -\frac{py^2}{2t} + \log M^f_p(t, y) \} - \gamma\}. \tag{1.30}$$

Then there exists $T_0 > 0$ such that for $t > T_0$, $\text{MAX}^f_{p,\gamma}(t)$ is nonempty for all $p, \gamma > 0$. Define $x_{p,\gamma}(t) := \arg\max \{ |x| : x \in \text{MAX}^f_{p,\gamma}(t) \}$. There exists a constant $C = C(p, \gamma) > 0$ such that for all $t > T_0$, $|x_{p,\gamma}(t)| \leq Ct$ for all $\frac{t}{2} < q < 2t$.

**Remark 1.15.** The class Hyp in Theorem 1.11 contains a large collection of interesting initial profiles for the KPZ equation. It is only bounded deterministic initial data and the delta initial data of the SHE for which all integer moment Lyapunov exponents were known (see [BC95, BC14b, Che15, CG20a]) before. We would like to stress that the narrow wedge initial data of the KPZ equation which corresponds to taking $\mathcal{Z}(0, x) = \delta_{x=0}$ (i.e., the delta initial data of the SHE) is not covered by Theorem 1.11. However, the real positive moment Lyapunov exponents in the narrow wedge case are recently found in [DT19] and those are one of the key inputs to our proof of Theorem 1.11.

1.2 Previous works. Our main result on the Lyapunov exponent of the SHE and the upper tail large deviation of the KPZ equation fits into the broader endeavor of studying the intermittency phenomenon and large deviation problems of the random field solution of stochastic partial differential equations. Intermittency, an universal phenomenon for random fields of multiplicative type is characterized by enormous moment growth rate of the random field. The nature of the intermittency is captured through the Lyapunov exponents. In last few decades, there were extensive amount of works on studying the growth rate of Lyapunov exponents under variation in structure of the noise [GM90, CM94, BC95, FK09, CJKS13, HHNT15, CD15, BC16] and the partial differential operators [Che17, CHN19]. Large deviation of the stochastic partial differential equations [HW15, CD19] is an active area of research in recent years. Upper and lower tail large deviation of the KPZ equation behold special interests in theoretical as well as in experimental side and have been recently investigated in a vast amount of works. For detailed history along this line of works, we refer to [LDMRS16, HLDM+18, CGK+18, Tsa18, DT19, KLD19] and the references therein. Below, we compare our results with few of those previous works.

Based on the replica Bethe ansatz techniques, Kardar [Kar87, Section 2.2] predicted the integer moment Lyapunov exponents of the fundamental solution of the SHE. Bertini and Cancrini [BC95, Section 2.4] made a
rigorous attempt to show the exact match between the integer moment Lyapunov exponents of the SHE under constant initial data and Kardar’s prediction. Unfortunately, the computation of [BC95] was incorrect beyond the second moment Lyapunov exponent. This was later fixed by [Che15] who computed all integer moments Lyapunov exponents for any deterministic bounded positive initial data of the SHE. The main tool of [Che15] was the moment formulas of the SHE in terms of integral of local time of Brownian bridges derived from the Feynman-Kac representation of the solution.

Alternatively, the integer moments of the fundamental solution of the SHE which are widely believed to be same as the solution of the attractive delta-Bose gas have formulas in terms of contour integrals. We refer to [Gho18] and the reference therein for a comprehensive discussion on this. Similar formulas are known for the moments of the parabolic Anderson model, semi-discrete directed polymers, -Whittaker process (see [BC14b, BC14a]) etc. By analyzing the contour integrals, [CG20a] derived a sharp upper and lower bound to the integer moments of the fundamental solution of SHE which positively confirms Kardar’s prediction. Recently, [DT19] were able to obtain similar tight upper and lower bound to the fractional moments. Using sharp bounds on the moments, [DT19] computed any positive fractional moment Lyapunov exponent of the fundamental solution. As an application of their result, [DT19] also found the one point upper tail large deviation of the narrow wedge solution of the KPZ equation. We refer to [HHNT15, CHK18] for tight bounds on the moments of the SHE when the noise is colored in space/time and the initial data is a continuous bounded function.

In spite of a substantial amount of works on the fractional moments Lyapunov exponents of the SHE with colored noise, the case of general initial data for the SHE with white noise was largely being untouched. The same conclusion applies to the status of the upper tail large deviation result for the KPZ equation started from general initial data. However, tight bounds on the upper tail probabilities of the KPZ are available. For instance, [CG20a] obtained the following result: for any $t_0 > 0$, there exists $s_0 = s_0(t_0)$, $c_1 = c_1(t_0)$, $c_2 = c_2(t_0) > 0$ such that for all $s > s_0$ and $t > t_0$,

$$e^{-c_1 s^{3/2}} \leq \mathbb{P}(\mathcal{H}(t, 0) + \frac{t}{24} \geq st^{1/3}) \leq e^{-c_2 s^{3/2}},$$

where the initial data of the KPZ solution $\mathcal{H}$ belongs to a large class of functions including the narrow wedge and the stationary initial data. We refer to Section of [CG20a] and the references therein for more information. In the physics literature, the upper tail large deviation of the KPZ equation has been studied recently using optimal fluctuation theory which corresponds to Freidlin-Wentzell type large deviation theory of stochastic PDEs with small noise. By formal computations, [MK16, JKM16b, MS17] (see also [LDM16, LDMS16]) demonstrated the upper tail LDP of the KPZ started from a large class of initial data including the flat and stationary data. Theorem 1.1 and 1.3 rigorously confirms those results from physics literature. In a way, Theorem 1.11 is the first result which provides a concrete pathway to compute the Lyapunov exponent of the SHE started from general initial data and the upper tail large deviation rate function of the associated Cole-Hopf solution of the KPZ equation.

The probability of the KPZ equation being smaller than its typical value is captured through its lower tail probability. Like the upper tail, one point lower tail probabilities of the KPZ equation are equally important. The first tight estimates of the lower tail probabilities of the narrow wedge solution is obtained in [CG20b] and the lower tail large deviation is rigorously proved in [Tsa18, CC19] (see also [CG18, KLD19] and the reference therein). The case of general initial data was considered in [CG20a] where the authors provided an upper bound to the lower tail probability of the KPZ equation. However, there are only very few things known about the lower tail large deviation under general initial data. In the physics literature, recently [LD19] found a connection between the latter and the Kadomtsev-Petviashvili (KP) equation. It is unclear to us how much of the techniques of the present paper will help to get the lower tail large deviation of the KPZ equation started from general initial data.

Recently, there is a growing interest in studying the KPZ equation on the half-line. The large deviations of the KPZ equation on the half-line was studied in [KLD18, MV18, Tsa18, Lin21]. For the half-line SHE with Robin boundary condition, under the narrow wedge initial data, [Lin21] computes the real positive Lyapunov exponents. As a consequence, the author obtains the upper tail large deviations of the half-line KPZ equation. It is an interesting question to see whether our method allows to obtain the Lyapunov exponents the half-line SHE with Robin boundary condition and general initial condition. One stumbling block could be that the convolution formula in Proposition 1.6 may not hold in the half-line situation, since the time inversion property in the proof of Proposition 1.6 (see Section 4.3) fails due to the half-line boundary.
Outline. Section 2 will prove the Theorem 1.11. Applying Theorem 1.11, Theorem 1.1 and 1.3 will be shown in Subsections 3.1 and 3.2 of Section 3. Proofs of Proposition 1.13, Lemma 1.14 and Proposition 1.6 are given in Subsections 4.1, 4.2 and 4.3 of Section 4.
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2. Lyapunov exponents and large deviation: Proof of Theorem 1.11

The main goal of this section is to prove Theorem 1.11. The part (a) of Theorem 1.11 is to compute the Lyapunov exponents \( \lim_{t \to \infty} t^{-1} \log E[\mathcal{Z}^f(t,0)^p] \) for all \( p \in \mathbb{R}_{>0} \). The part (b) involves showing the upper tail large deviation rate function of the KPZ equation. Both of these two results are proved for general initial data. The part (b) is a straightforward consequence of part (a). This is shown in Section 2.3 using Proposition 1.13.

We prove part (a) as follows.

Note that (1.26) follows once we show for all \( p \in \mathbb{R}_{>0} \),

\[
\frac{p^3-p}{24} + g(p) \leq \liminf_{t \to \infty} t^{-1} \log E[\mathcal{Z}^f(t,0)^p] \leq \limsup_{t \to \infty} t^{-1} \log E[\mathcal{Z}^h(t,0)^p] \leq \frac{p^3-p}{24} + g(p).
\]

We denote the left and right inequality by \( \text{LimInf}_p \) and \( \text{LimSup}_p \) and the proof of these inequalities will be shown in Section 2.1 and 2.2 respectively.

2.1. Proof of \( \text{LimSup}_p \) for all \( p \in \mathbb{R}_{>0} \). We divide the proof in two stages. In Stage 1, we prove \( \text{LimSup}_p \) inequality when \( p > 1 \) and Stage 2 will cover the case when \( p \in (0,1] \).

2.1.1. Stage 1: There are two main steps in the proof of this stage. The first step is to obtain the following upper bound

\[
E[\mathcal{Z}^f(t,0)^p] \leq \left( \frac{2\pi t}{\epsilon q} \right)^{\frac{p}{q}} E \left[ \int_{-\infty}^{\infty} e^{\frac{\epsilon q}{2} \mathcal{Z}^{nw}(t,x)^p e^{p f(x)}} dx \right]
\]

for \( q = \frac{p^2-1}{p-1} \) and arbitrary \( \epsilon > 0 \). The method is to apply Hölder’s inequality in the convolution formula of Proposition 1.6. The second step is to bound the expectation of the right hand side of the above display. For this, we first distribute the expectation over \( \mathcal{Z}^{nw}(t,x)^p \) and \( e^{p f(x)} \) as \( x \) varies in \( \mathbb{R} \). The computation of the expectation of \( \mathcal{Z}^{nw}(t,x)^p \) for \( x \in \mathbb{R} \) will be carried out using the spatial stationarity of \( \mathcal{Z}^{nw}(t,x) \) from Proposition 1.9 and the narrow wedge LDP from Proposition 1.7. For the upper bound on the part involving \( e^{p f(x)} \), we use the property (1.24). Below, we give details of each step.

By the convolution formula of Proposition 1.6, \( E[(\mathcal{Z}^f(t,0))^p] \) is equal to \( E[\left( \int_{-\infty}^{\infty} \mathcal{Z}^{nw}(t,x) e^{p f(x)} dx \right)^p] \). In what follows, we bound \( \int_{-\infty}^{\infty} \mathcal{Z}^{nw}(t,x) e^{p f(x)} dx \) in order to show (2.2). Denote by \( q = \frac{p^2-1}{p-1} \). We write \( \mathcal{Z}^{nw}(t,x) e^{p f(x)} \) as a product of \( e^{-\frac{\epsilon q}{2} x^2} \) and \( e^{\frac{\epsilon q}{2} \mathcal{Z}^{nw}(t,x) e^{p f(x)}} \).

Applying Hölder’s inequality

\[
\int_{-\infty}^{\infty} \mathcal{Z}^{nw}(t,x) e^{p f(x)} dx \leq \left( \int_{-\infty}^{\infty} e^{-\frac{\epsilon q}{2} x^2} dx \right)^{\frac{1}{2}} \left( \int_{-\infty}^{\infty} e^{\frac{\epsilon q}{2} \mathcal{Z}^{nw}(t,x) e^{p f(x)}} dx \right)^{\frac{1}{2}},
\]

The last inequality in conjunction with the fact that \( \int_{-\infty}^{\infty} e^{-\frac{\epsilon q}{2} x^2} dx \) is equal to \( \sqrt{2\pi t/\epsilon q} \) yields

\[
E \left[ \left( \int_{-\infty}^{\infty} \mathcal{Z}^{nw}(t,x) e^{p f(x)} dx \right)^p \right] \leq \left( \frac{2\pi t}{\epsilon q} \right)^{\frac{p}{q}} E \left[ \int_{-\infty}^{\infty} e^{\frac{\epsilon q}{2} \mathcal{Z}^{nw}(t,x) e^{p f(x)}} dx \right].
\]

Note that the above inequality shows the upper bound in (2.2). We apply Fubini’s theorem to interchange the expectation and the integral in the above display. Using the stationarity of \( \mathcal{Z}^{nw}(t,x) e^{x^2/2t} \) (see Proposition 1.9), one can write the expectation in the right hand side of the above display as the product of \( E[\mathcal{Z}^{nw}(t,0)^p] \) and \( \int_{-\infty}^{\infty} e^{\frac{\epsilon q}{2} \mathcal{Z}^{nw}(t,x)^p} M^f_p(t,x) dx \) where \( M^f_p(t,x) \) is defined in the coherence conditions (see Definition 1.10) for the KPZ data \( (g, \{ f \}_{t>0}) \). Taking logarithm on both sides of the inequality, dividing by \( t \) and letting \( t \to \infty, \epsilon \to 0 \) shows

\[
\limsup_{t \to \infty} \frac{1}{t} \log E[(\mathcal{Z}^f(t,0))^p] \leq \frac{p^3-p}{24} + \liminf_{\epsilon \to 0} \limsup_{t \to \infty} \frac{1}{t} \log \left( \int_{-\infty}^{\infty} e^{-\frac{\epsilon q}{2} x^2} M^f_p(t,x) dx \right),
\]
where the factor \((p^3 - p)/24\) in the right hand side is obtained by applying Proposition 1.7. To get the desired upper bound in \(\text{LimSup}_p\), it suffices to show that

\[
\lim_{t \to 0} \limsup_{t \to \infty} \frac{1}{t} \log \left( \int_{-\infty}^{\infty} e^{-\frac{(1-\epsilon)x^2}{2t}} M_{p}^f(t, x) \, dx \right) \leq g(p). \tag{2.3}
\]

For showing (2.3), we use the property (1.24) of the KZP data \((g, \{f_t\}_{t \geq 0})\). By Hölder’s inequality, \(\mathbb{E}_{x, f_t(x)}\) is bounded above by \((\mathbb{E}[e^{p(1+\epsilon)f_t(x)}])^{1/(1+\epsilon)}\) which we can bound by \(1 + \mathbb{E}[e^{p(1+\epsilon)f_t(x)}]\). Applying this upper bound into the left hand side of (2.3),

\[
\text{l.h.s. of (2.3)} \leq \lim_{t \to 0} \limsup_{t \to \infty} \frac{1}{t} \log \left( \int_{-\infty}^{\infty} e^{-\frac{(1-\epsilon)x^2}{2t}} (1 + M_{p}^f(t, x)) \, dx \right) \leq \lim_{t \to 0} \limsup_{t \to \infty} \frac{1}{t} \log \left( \int_{-\infty}^{\infty} e^{-\frac{(1-\epsilon)x^2}{2t}} M_{p}^f(t, x) \, dx \right) \leq g(p).
\]

We have used the property \(g(p) \geq 0\) from Lemma 1.14 (i) and (1.24) in the last line. This completes the proof when \(p > 1\).

2.1.2. Stage 2: The derivation of \(\text{LimSup}_p\) for \(p \in (0, 1]\) depends on Proposition 2.1 and 2.2. We first state these propositions. We will use the propositions to prove \(\text{LimSup}_p\) for \(p \in (0, 1]\) and then prove them.

**Proposition 2.1.** Fix any \(\nu \in (0, 1)\). For any \(u, v \in \mathbb{R}\), define a random function \(S_{[u, v]} : (0, \infty) \to \mathbb{R}\) as

\[
S_{[u, v]}(t) := \sup_{x \in [u, v]} (\mathcal{H}^{nw}(t, x) - \mathcal{H}^{nw}(t, u) + \frac{(x-u)u}{t} - \frac{
u(x-u)^2}{2}). \tag{2.4}
\]

Let \(\{\theta_n\}_{n \in \mathbb{Z}}\) be a sequence of grid points such that the sequence \(\{f_t\}_{t > 0}\) satisfies (1.21). Then, we have the following:

(i) For all \(n \in \mathbb{Z}\),

\[
\left(\mathcal{H}^{nw}(t, \theta_n) + \frac{\theta_n^2}{2t}, S_{[\theta_n, \theta_{n+1}]}(t) \right) \stackrel{d}{=} \left(\mathcal{H}^{nw}(t, 0), S_{[0, \theta_{n+1} - \theta_n]}(t) \right). \tag{2.5}
\]

(ii) For all \(p \in \mathbb{R}_{>0}\),

\[
\lim_{t \to \infty} \frac{1}{t} \log \mathbb{E}_{\nu} \left[ Z^{nw}(t, 0)^p e^{p S_{[u, v]}(t)} \right] \leq \frac{p^3 - p}{24}. \tag{2.6}
\]

**Proposition 2.2.** For any \(n \in \mathbb{Z}\), we define \(E_{t, p}^{(n)} := \mathbb{E}[(\int_{\theta_n}^{\theta_{n+1}} e^{f_t(x)} \, dx)^p]\). Then,

\[
\lim_{t \to \infty} \frac{1}{t} \log \left( \sum_{n \in \mathbb{Z}_{\geq 0}} e^{-\frac{\theta_n^2}{2t}} E_{t, p}^{(n)} + \sum_{n \in \mathbb{Z}_{< 0}} e^{-\frac{\theta_n^2}{2t+1}} E_{t, p}^{(n)} \right) \leq g(p). \tag{2.7}
\]

**Proof of \(\text{LimSup}_p\) for \(p \in (0, 1]\): Fix \(p \in (0, 1]\). We show that there exists \(C = C(p) > 0\) such that for all \(t > 0\),

\[
\mathbb{E} \left[ Z^{f_t}(t, 0)^p \right] \leq C \mathbb{E} \left[ Z^{nw}(t, 0)^p e^{p S_{[u, v]}(t)} \right] \left( \sum_{n \in \mathbb{Z}_{\geq 0}} e^{-\frac{\theta_n^2}{2t}} E_{t, p}^{(n)} + \sum_{n \in \mathbb{Z}_{< 0}} e^{-\frac{\theta_n^2}{2t+1}} E_{t, p}^{(n)} \right). \tag{2.8}
\]

From the above inequality, we first show how \(\text{LimSup}_p\) follows. By taking logarithms of both sides of the above inequality, dividing them by \(t\) and letting \(t \to \infty\), we get \(\text{LimSup}_p\) once the following inequalities are satisfied

\[
\lim_{t \to \infty} \frac{1}{t} \log \mathbb{E} \left[ Z^{nw}(t, 0)^p e^{p S_{[u, v]}(t)} \right] \leq \frac{p^3 - p}{24}, \quad \lim_{t \to \infty} \frac{1}{t} \log \left( \sum_{n \in \mathbb{Z}_{\geq 0}} e^{-\frac{\theta_n^2}{2t}} E_{t, p}^{(n)} + \sum_{n \in \mathbb{Z}_{< 0}} e^{-\frac{\theta_n^2}{2t+1}} E_{t, p}^{(n)} \right) \leq g(p).
\]

But, these two inequalities are given by (2.6) and (2.7) of Proposition 2.1 and 2.2 respectively. This completes the proof of \(\text{LimSup}_p\), when \(p \in (0, 1]\) modulo (2.8) which we prove as follows.
By the convolutional formula of Proposition 1.6, it suffices to show (2.8) with \( \mathbb{E}[\int Z_{nw}(t, x) e^{f_t(x)} dx]^p \) in place of \( \mathbb{E}[Z_{f_i}(t, 0)^p] \). Owing to the subadditivity of function \( g(x) = x^p \) for \( x > 0 \) and \( p \in (0, 1) \),

\[
\mathbb{E} \left[ \left( \int_{\theta_n}^{\theta_{n+1}} Z_{nw}(t, x) e^{f_t(x)} dx \right)^p \right] = \mathbb{E} \left[ \left( \sum_{n \in \mathbb{Z}} \int_{\theta_n}^{\theta_{n+1}} Z_{nw}(t, x) e^{f_t(x)} dx \right)^p \right] \leq \sum_{n \in \mathbb{Z}} \mathbb{E} \left[ \left( \int_{\theta_n}^{\theta_{n+1}} Z_{nw}(t, x) e^{f_t(x)} dx \right)^p \right].
\]

(2.9)

Note that (2.8) follows from the above inequality if there exists \( C = C(p) > 0 \) such that

\[
\mathbb{E} \left[ \left( \int_{\theta_n}^{\theta_{n+1}} Z_{nw}(t, x) e^{f_t(x)} dx \right)^p \right] \leq C \mathbb{E} \left[ Z_{nw}(t, 0)^p e^{pS_{[0,1]}(t)} \right] \mathbb{E} \left[ (\int_{\theta_n}^{\theta_{n+1}} e^{f_t(x)} dx)^p \right] \leq C e^{-\frac{p^2}{21}} e^{-\frac{p^2 \cdot \theta}{21}} \quad n \geq 0,
\]

\[
\mathbb{E} \left[ \left( \int_{\theta_n}^{\theta_{n+1}} Z_{nw}(t, x) e^{f_t(x)} dx \right)^p \right] \leq C \mathbb{E} \left[ Z_{nw}(t, 0)^p e^{pS_{[0,1]}(t)} \right] \mathbb{E} \left[ (\int_{\theta_n}^{\theta_{n+1}} e^{f_t(x)} dx)^p \right] \leq C e^{-\frac{p^2}{21}} e^{-\frac{p^2 \cdot \theta}{21}} \quad n < 0.
\]

(2.10)

holds for all \( n \in \mathbb{Z} \). We show this bound below.

We first show (2.10) for \( n \geq 0 \). We recall the definition of \( S_n(t) \) from (2.4). Since \( S_{[\theta_n, \theta_{n+1}]}(t) \) is greater than \( H_{nw}(t, x) - \mathcal{H}_{nw}(t, \theta_n) + (x - \theta_n) \delta_n / t - \nu(x - \theta_n)^2 / 2 \) for any \( x \in [\theta_n, \theta_{n+1}] \), we may write

\[
H_{nw}(t, x) \leq H_{nw}(t, \theta_n) + S_{[\theta_n, \theta_{n+1}]}(t) - \frac{(x - \theta_n) \delta_n}{t} + \frac{\nu(x - \theta_n)^2}{2}.
\]

(2.11)

Exponentiating both sides of the inequality yields

\[
Z_{nw}(t, x) \leq Z_{nw}(t, \theta_n) e^{S_{[\theta_n, \theta_{n+1}]}(t)} e^{\frac{\nu(x - \theta_n)^2}{2}} e^{-\frac{(x - \theta_n) \delta_n}{t}} \leq C Z_{nw}(t, \theta_n) e^{S_{[\theta_n, \theta_{n+1}]}(t)}
\]

(2.12)

where the last inequality follows since \( \exp(2^{-1}p(x - \theta_n)^2 - t^{-1}(x - \theta_n) \delta_n) \) is upper bounded by a constant over \( x \in [\theta_n, \theta_{n+1}] \). Bounding \( Z_{nw}(t, x) \) with \( C Z_{nw}(t, \theta_n) e^{S_{[\theta_n, \theta_{n+1}]}(t)} \) yields

\[
\left( \int_{\theta_n}^{\theta_{n+1}} Z_{nw}(t, x) e^{f_t(x)} dx \right)^p \leq C Z_{nw}(t, \theta_n)^p e^{pS_{[\theta_n, \theta_{n+1}]}(t)} \left( \int_{\theta_n}^{\theta_{n+1}} e^{f_t(x)} dx \right)^p.
\]

Taking the expectation for both sides in the above display and using the independence between \( Z_{nw}(t, \cdot) \) and \( f_t(\cdot) \) shows

\[
\mathbb{E} \left[ \left( \int_{\theta_n}^{\theta_{n+1}} Z_{nw}(t, x) e^{f_t(x)} dx \right)^p \right] \leq C \mathbb{E} \left[ Z_{nw}(t, \theta_n)^p e^{pS_{[\theta_n, \theta_{n+1}]}(t)} \right] \mathbb{E} \left[ (\int_{\theta_n}^{\theta_{n+1}} e^{f_t(x)} dx)^p \right]
\]

(2.13)

By (2.5) of Proposition 2.1, \( (Z_{nw}(t, \theta_n) e^{\frac{p^2}{21}} S_{[\theta_n, \theta_{n+1}]}(t)) \) is same in distribution with \( (Z_{nw}(t, 0), S_{[0, \theta_{n+1}]}(t)) \). Note that \( e^{pS_{[0, \theta_{n+1}]}(t)} \) is bounded above by \( e^{pS_{[0, \theta_{n}]}(t)} \) since \( |\theta_{n+1} - \theta_n| \leq 1 \). Thus, the right hand side of the above display is less than \( C \mathbb{E}[Z_{nw}(t, 0)^p e^{pS_{[0,1]}(t)}] \mathbb{E} \left[ (\int_{\theta_n}^{\theta_{n+1}} e^{f_t(x)} dx)^p \right] \). This shows (2.10) for \( n \geq 0 \).

We turn to prove (2.10) for \( n < 0 \). The key part of the proof relies on the fact that the law of \( Z_{nw}(t, \cdot) \) is invariant under the reflection w.r.t. \( 0 \), i.e., \( Z_{nw}(t, x) : x \geq 0 \) is same in distribution with \( Z_{nw}(t, x) : x \leq 0 \). By this reflection invariance of the law of \( Z_{nw}(t, \cdot) \), it suffices to bound \( \mathbb{E}[\left( \int_{-\theta_{n+1}}^{-\theta_n} Z_{nw}(t, x) e^{f_t(-x)} dx \right)^p] \) instead of \( \mathbb{E}[\left( \int_{\theta_n}^{\theta_{n+1}} Z_{nw}(t, x) e^{f_t(x)} dx \right)^p] \). Note that \( -\theta_{n+1} \geq 0 \) for any \( n \in \mathbb{Z}_{<0} \). By (2.12), we can bound \( Z_{nw}(t, x) \) by \( C Z_{nw}(t, -\theta_{n+1}) e^{S_{[-\theta_{n+1}, -\theta_n]}(t)} \) for some constant \( C = C(p, \nu) > 0 \) for any \( x \in [-\theta_{n+1}, -\theta_n] \). This allows us to write

\[
\mathbb{E} \left[ \left( \int_{-\theta_{n+1}}^{-\theta_n} Z_{nw}(t, x) e^{f_t(-x)} dx \right)^p \right] \leq C \mathbb{E} \left[ Z_{nw}(t, -\theta_{n+1}) e^{\frac{p^2}{21}} e^{pS_{[-\theta_{n+1}, -\theta_n]}(t)} \right] \mathbb{E} \left[ \left( \int_{-\theta_{n+1}}^{-\theta_n} e^{f_t(-x)} dx \right)^p \right] e^{-\frac{p^2 \cdot \theta}{21}}
\]

(2.14)

in the same way as in (2.13). In what follows, we explain how to obtain (2.10) for \( n < 0 \) from the above inequality. We first bound \( \mathbb{E}[\left( Z_{nw}(t, -\theta_{n+1}) e^{\frac{p^2}{21}} e^{pS_{[-\theta_{n+1}, -\theta_n]}(t)} \right)] \) by \( \mathbb{E}[Z_{nw}(t, 0)^p e^{pS_{[0,1]}(t)}] \) in the right side of (2.14) and this substitution is justified by (2.5) of Proposition 2.1. Next, we identify \( \mathbb{E}[\left( \int_{-\theta_{n+1}}^{-\theta_n} e^{f_t(-x)} dx \right)^p] \) with \( \mathbb{E}_{E_{1,p}} \) in (2.14) by change of variable inside the integral. Combining the outcomes of these two steps with the fact that left side of (2.14) is equal to \( \mathbb{E}[(\int_{\theta_n}^{\theta_{n+1}} Z_{nw}(t, x) e^{f_t(x)} dx)^p] \) shows (2.10) for \( n < 0 \). This completes the proof of the desired result.
Proof of Proposition 2.1. (i) Recall the definition of \( S_{\theta_n, \theta_{n+1}}(t) \) from (2.4). Rewriting \( \frac{(x-\theta_n)t}{2t} \) into \( \frac{x^2}{2t} - \frac{\theta_n^2}{2t} \), we get

\[
S_{\theta_n, \theta_{n+1}}(t) = \sup_{x \in [\theta_n, \theta_{n+1}]} \left( \mathcal{H}^{nw}(t, x) + \frac{x^2}{2t} - \mathcal{H}^{nw}(t, \theta_n) - \frac{\theta_n^2}{2t} - \frac{(x-\theta_n)^2}{2t} - \frac{v(x-\theta_n)^2}{2} \right)
\]

\[
= \sup_{x \in [\theta_n, \theta_{n+1}]} \left( \mathcal{H}^{nw}(t, x + \theta_n) + \frac{(x + \theta_n)^2}{2t} - \mathcal{H}^{nw}(t, \theta_n) - \frac{\theta_n^2}{2t} - \frac{x^2}{2t} - \frac{v(x + \theta_n)^2}{2} \right).
\]

where second line is due to a change of variable \( x \to x + \theta_n \). By Proposition 1.9, for any fixed \( t > 0 \), the process \( \mathcal{H}^{nw}(t, x) + \frac{x^2}{2t} \) is stationary in \( x \). This implies \( \{\mathcal{H}^{nw}(t, x + \theta_n) + \frac{(x+\theta_n)^2}{2t} : x \in [0, \theta_{n+1} - \theta_n] \} \) is same in distribution with \( \{\mathcal{H}^{nw}(t, x) + \frac{x^2}{2t} : x \in [0, \theta_{n+1} - \theta_n] \} \) for any \( n \in \mathbb{Z} \). Note that

\[
S_{[\theta_{n+1} - \theta_n]}(t) = \sup_{x \in [\theta_{n+1} - \theta_n]} \left( \mathcal{H}^{nw}(t, x) - \mathcal{H}^{nw}(t, 0) - \frac{v x^2}{2} \right)
\]

\[
= \sup_{x \in [\theta_{n+1} - \theta_n]} \left( \mathcal{H}^{nw}(t, x) + \frac{x^2}{2t} - \mathcal{H}^{nw}(t, 0) - \frac{x^2}{2t} - \frac{v x^2}{2} \right).
\]

(2.16).

Now, (2.5) follows by comparing (2.16) with (2.15) and using the stationarity of \( \mathcal{H}^{nw}(t, x) + \frac{x^2}{2t} \), which implies the equivalence of the law of \( \{\mathcal{H}^{nw}(t, x + \theta_n) + \frac{(x+\theta_n)^2}{2t}, x \in [0, \theta_{n+1} - \theta_n] \} \) with \( \{\mathcal{H}^{nw}(t, x) + \frac{x^2}{2t}, x \in [0, \theta_{n+1} - \theta_n] \} \).

(ii) For any \( \epsilon > 0 \), we seek to show that there exists \( C = C(p, \nu, \epsilon) > 0 \) such that

\[
\mathbb{E} \left[ 2^{nw}(t, 0)p_{e} p S_{[0, 1]}(t) \right] \leq C \left( \mathbb{E} \left[ 2^{nw}(t, 0)^{p+\epsilon} \right] \right)^{\frac{1}{p+\epsilon}}.
\]

Before proceeding to its proof, we first explain how the above inequality implies (2.7). Taking the logarithm and then dividing both side of above display by \( t \) and letting \( t \to \infty \), we get

\[
\limsup_{t \to \infty} \frac{1}{t} \log \mathbb{E} \left[ 2^{nw}(t, 0)p_{e} p S_{[0, 1]}(t) \right] \leq \frac{p}{p + \epsilon} \limsup_{t \to \infty} \frac{1}{t} \log \mathbb{E} \left[ 2^{nw}(t, 0)^{p+\epsilon} \right] = \frac{p(p + \epsilon)^2}{24} - \frac{p}{24},
\]

where the last equality follows from Proposition 1.7. Letting \( \epsilon \to 0 \) in the last display, we get the desired (2.6).

It remains to show (2.17) which is proved as follows. By Hölder’s inequality, for arbitrary \( \epsilon > 0 \),

\[
\mathbb{E} \left[ 2^{nw}(t, 0)p_{e} p S_{[0, 1]}(t) \right] \leq \left( \mathbb{E} \left[ 2^{nw}(t, 0)^{p+\epsilon} \right] \right)^{\frac{1}{p+\epsilon}} \left( \mathbb{E} \left[ e^{\frac{p(p+\epsilon)}{2}} S_{[0, 1]}(t) \right] \right)^{\frac{\epsilon}{p+\epsilon}}.
\]

(2.18).

From the last inequality, (2.17) follows if we can bound \( \mathbb{E} \left[ e^{\frac{p(p+\epsilon)}{2}} S_{[0, 1]}(t) \right] \) by some constant \( C = C(p, \nu, \epsilon) > 0 \). We will now accomplish this using the tail probability bound of \( S_{[0, 1]}(t) \). By (1.15) of Proposition 1.8, we know that for any fixed \( \delta > 0 \), there exist \( s_0 = s_0(\delta, \nu) > 0 \) and \( c = c(\delta, \nu) > 0 \) such that \( \mathbb{P}(S_{[0, 1]}(t) \geq s) \leq \exp(-c s^{3/8 - \delta}) \) for all \( s \geq s_0 \) and \( t > 1 \). We choose \( \delta = \frac{1}{12} \). One may notice that \( \frac{8}{3} - \frac{1}{12} > 1 + \frac{1}{12} \). With this computation and tail bound of \( S_{[0, 1]}(t) \) in hand, we write

\[
\mathbb{E} \left[ e^{\frac{p(p+\epsilon)}{2}} S_{[0, 1]}(t) \right] \leq \int_{s_0}^{\infty} e^{\frac{p(p+\epsilon)}{2}} s^{-c s^{3/8 - \delta}} ds.
\]

(2.19).

The right hand side of the above inequality is a finite constant whose value would depend on \( p, \nu, \epsilon \). Combining this with (2.18) yields the proof of (2.17).

\[ \square \]

Proof of Proposition 2.2. Recall the notation \( M_f(t, x) \) from Definition 1.10. We will prove (2.7) using the following claim: Fix arbitrary \( \epsilon > 0 \), there exist \( C_1 = C_1(p, \epsilon) \) and \( C_2 = C_2(p, \epsilon) > 0 \) such that for all \( t > 1 \),

\[
\sum_{n \in \mathbb{Z} \geq 0} e^{-\frac{p\beta^2}{2t} E_{t, p}^{(n)}} + \sum_{n \in \mathbb{Z} < 0} e^{-\frac{p\beta^2}{2t} E_{t, p}^{(n)}} \leq C_1 t^{\frac{1}{2(1 - \beta)}} + C_2 \int_{\mathbb{R}} e^{-\frac{p(1 - \beta^2)}{2t} M_{p(1 + \epsilon)}^f(t, x)} dx,
\]

(2.20)

where \( \beta \in (0, 1) \) is the same constant as in the pseudo-stationarity condition of Definition 1.10. Recall \( E_{t, p}^{(n)} = \mathbb{E}[\int_{\theta_n}^{\theta_{n+1}} e^{f_t(x)} dx]^p \). After proving (2.7) which we do as follows, we will proceed to prove the above inequality.
Taking the logarithm of both sides of (2.20) and noting that $\log(c_1 a + c_2 b) \leq \log(\max\{c_1, c_2\}) + \log 2a + \max\{\log a, \log b\}$ for any $a \geq 1, b > 0, c_1, c_2 > 0$, we get

$$\log \text{ (r.h.s. of (2.20))} \leq \log(\max\{C_1, C_2\}) + \log 2t^{\frac{1}{\alpha-\gamma}} + \max\left\{ \log t^{\frac{1}{\alpha-\gamma}}, \log \left( \int_{\mathbb{R}} e^{-\frac{p(1-\epsilon)x^2}{2t}} M_{p(1+\epsilon)}^f(t, x) dx \right) \right\}. $$

(2.21)

Now, we divide both sides by $t$ and let $t \to \infty$. On doing so, we claim that the limit of the right hand side is less than $g(p)$. To see this, we first write

$$\limsup_{t \to \infty} \frac{1}{t} \max\left\{ \log t^{\frac{1}{\alpha-\gamma}}, \log \left( \int_{\mathbb{R}} \exp(-p(1-\epsilon)x^2/2t) M_{p(1+\epsilon)}^f(t, x) dx \right) \right\} \leq \max\left\{ \limsup_{t \to \infty} \frac{1}{t} \log t^{\frac{1}{\alpha-\gamma}}, \limsup_{t \to \infty} \frac{1}{t} \log \left( \int_{\mathbb{R}} \exp(-p(1-\epsilon)x^2/2t) M_{p(1+\epsilon)}^f(t, x) dx \right) \right\}. $$

Then, we note

$$\lim_{t \to \infty} \frac{1}{t} \log(\max\{C_1, C_2\}) = 0, \quad \lim_{t \to \infty} \frac{1}{t} \log t^{\frac{1}{\alpha-\gamma}} = 0, \quad \liminf_{t \to \infty} \frac{1}{t} \log \left( \int_{\mathbb{R}} \exp(-p(1-\epsilon)x^2/2t) M_{p(1+\epsilon)}^f(t, x) dx \right) \leq g(p),$$

where the last inequality follows by applying (1.24). Substituting these limiting results into the right hand side of (2.21) and using the non-negativity of $g(p)$ (Lemma 1.14 (i)) conclude (2.7). This proves Proposition 2.2 modulo (2.20) which as proved as follows.

Note that (2.20) bounds a discrete sum by an integral. This passage from discrete to continuum requires a locally uniform control on the discrete summands of (2.21) which we seek to extract from the tail bounds of (1.21). To this aim, for any $n \in \mathbb{Z}$,

$$TV_{f_i}(n) := \sup_{y \in [\theta_n, \theta_{n+1}]} |f_i(x) - f_i(\theta_n)|. $$

(2.22)

Since $TV_{f_i}(n)$ is the supremum of $|f_i(x) - f_i(\theta_n)|$ as $x$ varies in $[\theta_n, \theta_{n+1}]$, we may bound $f_i(x)$ by $TV_{f_i}(n) + f_i(\theta_n)$ for all $x \in [\theta_n, \theta_{n+1}]$. This allows us to bound $E[(\int_{\theta_n}^{\theta_{n+1}} e^{f_i(x)} dx)^p]$ by $E[e^{\rho (f_i(\theta_n) + TV_{f_i}(n))}]$. Hereafter, we prove (2.20) in two steps. Step 1 will show that there exist $c_1 = c_1(p, \epsilon) > 0$ and $c_2 = c_2(p, \epsilon) > 0$ such that the following inequality

$$E[e^{\rho f_i(\theta_n) + TV_{f_i}(n)}] \leq c_1(1 + E[e^{\rho(1+\epsilon/2)f_i(\theta_n)}]) \leq c_2(1 + \int_{\theta_n}^{\theta_{n+1}} M_{p(1+\epsilon)}^f(t, x) dx) $$

(2.23)

holds for all $n \in \mathbb{Z}$. In Step 2, we will prove the following: there exist $c'_1 = c'_1(p, \epsilon) > 0$ and $c'_2 = c'_2(p, \epsilon) > 0$ such that for all $t > 1$

$$\sum_{n \in \mathbb{Z}_{>0}} e^{-\frac{\beta t}{2}} \left( 1 + \int_{\theta_n}^{\theta_{n+1}} M_{p(1+\epsilon)}^f(t, x) dx \right) + \sum_{n \in \mathbb{Z}_{<0}} e^{-\frac{\beta t}{2}} \left( 1 + \int_{\theta_n}^{\theta_{n+1}} M_{p(1+\epsilon)}^f(t, x) dx \right) \leq c'_1 t^{\frac{1}{\alpha-\gamma}} + c'_2 \int_{\mathbb{R}} e^{-\frac{\beta t}{2}} M_{p(1+\epsilon)}^f(t, x) dx $$

(2.24)

where $\beta \in (0, 1]$ is the same constant as in the pseudo-stationarity condition of Definition 1.10. Combining (2.23) with (2.24) yields (2.20).

Step 1: We start with showing the first inequality of (2.23). By denoting $X := \exp(p f_i(\theta_n))$ and $W := \exp(p TV_{f_i}(n))$, we apply Hölder’s inequality to bound $E[XW]$ by $(E[X^{1+\epsilon/2}])^{1/(1+\epsilon/2)} (E[W^{2+\epsilon/2}])^{\epsilon/(2+\epsilon)}$. The first inequality of (2.23) will follow from this upper bound once we show

$$E[X^{1+\epsilon/2}]^{1/(1+\epsilon/2)} \leq 1 + E[X^{1+\epsilon/2}], \quad (E[W^{2+\epsilon/2}])^{\epsilon/(2+\epsilon)} \leq c_1 $$

(2.25)

for some constant $c_1 = c_1(p, \epsilon) > 0$. The left hand side inequality is straightforward since $x^2 \leq \max\{1, x\}$ for any $x > 0$ and $a \in (0, 1)$. To prove the right hand side inequality, we use the tail bound $TV_{f_i}(n)$. (1.21), we know that for any $\delta > 0$, there exist $s_0 = s_0(\delta) > 0$ and $c = c(\delta) > 0$ such that $P(TV_{f_i}(n) > s) \leq \exp(-cs^{1+\delta})$ for all $s \geq s_0$ and $t > 0$. With this tail estimate, we can bound $E[W^{2+\epsilon/2}]$ by $\exp(ps_0(2+\epsilon)/\epsilon) + \int_{s_0}^{\infty} \exp(ps(2+\epsilon)/\epsilon - cs^{1+\delta}) ds$ from above. Since this upper bound is a constant which only depends on $p, \delta, \epsilon$, we get the right hand side inequality of the above display. Combining both proofs shows the first inequality of (2.23).
Now, we show the second inequality of (2.23). Since $f_i(\theta_n)$ is bounded above by $f_i(x) + TV_i(n)$ for all $n \in Z$ and $x \in [\theta_n, \theta_{n+1}]$, we get
\[ \mathbb{E} \left[ e^{p(1+\epsilon/2)f_i(\theta_n)} \right] \leq \int_{\theta_n}^{\theta_{n+1}} \mathbb{E} \left[ e^{p(1+\epsilon/2)f_i(x)} e^{p(1+\epsilon/2)TV_i(n)} \right] dx. \]

From this upper bound, the second inequality of (2.23) follows if we can show that $\mathbb{E} \left[ \exp((1+\epsilon/2)f_i(x)) \exp \left( p(1+\epsilon/2)TV_i(n) \right) \right]$ is bounded by $c_1 + c_2 M^f_i(t, x)$ for some constants $c_1 = c_1(p, \epsilon) > 0$ and $c_2 = c_2(p, \epsilon) > 0$. The proof of this upper bound is similar to the argument in the previous paragraph. We claim and prove this bound as follows. By denoting $X' := \exp(p f_i(x) + \epsilon))$ and $W' := \exp\left( p + \epsilon/2)TV_i(n) \right)$, we use Hölder’s inequality to bound $E[X'W'] \leq (E[X']^u)^{1/u}(E[W']^v)^{1/v}$ where $u = (1 + \epsilon)/(1 + \epsilon/2)$ and $v^{-1} = 1$. Using similar argument as in the proof of (2.25), we bound $(E[(X')^u])^{1/u}$ by $1 + E[(X')^u]$ and $(E[(W')^v])^{1/v}$ by some constant which only depends on $p, \epsilon$. Combining these shows that $E[X'W']$ is bounded above by $c(1 + E[(X')^u])$. This proves our claim since $E[(X')^u] = E[\exp(p(1 + \epsilon)f_i(x))] = M^f_i(t, x)$. As a consequence, we get the second inequality of (2.23).

Step 2: To prove (2.24), we first claim $\sum_{n \in \mathbb{Z}_\geq 0} \exp(-\frac{p\theta_n^2}{2t})$ and $\sum_{n \in \mathbb{Z}_\leq 0} \exp(-\frac{p\theta_n^2}{2t})$ can be bounded by $Ct^{1/(2(1-\beta))}$ for all $t > 1$ where $\beta$ is the same constant as in the pseudo-stationary condition of Definition 1.10 and the constant $C > 0$ depends on $p$ and $\beta$. Note that $1 \geq |\theta_{n+1} - \theta_n| \geq \min\{1, c|n|^{-\beta}\}$ for some $c > 0$, $\beta \in (0, 1)$. Therefore, there exists $c_1, c_2 > 0$ such that $c_1 n \geq |\theta_n| \geq c_2 |n|^{-\beta}$ for all $n \in \mathbb{Z}$. Due to the last inequality, we may write
\[ |\theta_{n+1} - \theta_n| \geq D \max\{|1, |\theta_n|^{-\beta/(1-\beta)}\} \geq D \max\{1, ((|x| + 1)^{-\beta/(1-\beta)}\}, \forall x \in [\theta_n, \theta_{n+1}]\]

for some constant $D > 0$. Since $\exp(-\frac{p\theta_n^2}{2t})$ and $\exp(-\frac{p\theta_n^2}{2t})$ decreases as $n \uparrow \infty$ and $m \downarrow \infty$ bounding the Riemann sum with its integral approximation yields
\[ \max \left\{ \sum_{n \in \mathbb{Z}_\geq 0} \exp(-\frac{p\theta_n^2}{2t}), \sum_{n \in \mathbb{Z}_\leq 0} \exp(-\frac{p\theta_n^2}{2t}) \right\} \leq 1 + D^{-1} \int_{\mathbb{R}} (|x| + 1)^{-\beta/(1-\beta)} \exp(-\frac{px^2}{2t}) \, dx \]
\[ \leq 1 + 2\beta D^{-1} \int_{\mathbb{R}} (|x| + 1)^{-\beta/(1-\beta)} \exp(-\frac{px^2}{2t}) \, dx, \]

where the last inequality follows since $(|x| + 1)^{-\beta/(1-\beta)}$ is bounded by $2^{-\beta/(1-\beta)}(|x|^{-\beta/(1-\beta)} + 1)$. The integral on the right-hand side of the above display is bounded by $Cp^{1/(2(1-\beta))}$ when $t > 1$ for some constant $C = C(p, \beta) > 0$. This proves our claim. To complete the proof of (2.24), it remains to show the following: there exists $t_0 = t_0(\epsilon) > 0$ such that for all $t > t_0$,
\[ \sum_{n \in \mathbb{Z}_\geq 0} e^{-\frac{p\theta_n^2}{2t}} \int_{\theta_n}^{\theta_{n+1}} M^f_i(t, x) \, dx \leq C_1 + C_2 \int_{\mathbb{R}} e^{-\frac{p(1-\epsilon)x^2}{2t}} M^f_i(t, x) \, dx, \]
\[ \sum_{n \in \mathbb{Z}_\leq 0} e^{-\frac{p\theta_n^2}{2t}} \int_{\theta_n}^{\theta_{n+1}} M^f_i(t, x) \, dx \leq C_1 + C_2 \int_{\mathbb{R}} e^{-\frac{p(1-\epsilon)x^2}{2t}} M^f_i(t, x) \, dx \]

for some constants $C_1 = C_1(p, \epsilon) > 0$ and $C_2 = C_2(p, \epsilon)$. We only prove (2.26). The proof of the other inequality is similar and details are skipped.

For any given $\epsilon > 0$, there exists $n_0 = n_0(\epsilon) \in \mathbb{Z}_\geq 0$ such that $\theta_n^2 \geq (1 - \epsilon)x^2$ for all $x \in [\theta_n, \theta_{n+1}]$ and $n \geq n_0$. We write left side of (2.26) as
\[ \text{l.h.s. of (2.26)} = \sum_{0 \leq n < n_0(\epsilon)} e^{-\frac{p\theta_n^2}{2t}} \int_{\theta_n}^{\theta_{n+1}} M^f_i(t, x) \, dx + \sum_{n \geq n_0(\epsilon)} e^{-\frac{p\theta_n^2}{2t}} \int_{\theta_n}^{\theta_{n+1}} M^f_i(t, x) \, dx. \]

We can bound the last term on the right side of the above display by $\int_{\mathbb{R}} \exp(-\frac{p(1-\epsilon)x^2}{2t}) M^f_i(t, x) \, dx$ since $\theta_n^2 \geq (1 - \epsilon)x^2$ for all $x \in [\theta_n, \theta_{n+1}]$ and $n \geq n_0$. Using the pointwise upper bound on $M^f_i(t, x)$ from (1.19), we can write
\[ \sum_{0 \leq n < n_0(\epsilon)} e^{-\frac{p\theta_n^2}{2t}} \int_{\theta_n}^{\theta_{n+1}} M^f_i(t, x) \, dx \leq \sum_{0 \leq n < n_0(\epsilon)} e^{-\frac{p\theta_n^2}{2t}} C(1+\epsilon)(1+\theta_n^4) + \frac{\theta_n^2}{2t} \leq n_0 e^{C(1+\epsilon)(1+\theta_n^4) + \epsilon \theta_n^2}, \]
where the last inequality follows by bounding $e^{-\frac{\rho t^2}{2}}$ by 1 for all $0 \leq n < n_0$ and taking $t > 1$. Due to the above bound, the first term in the right side of (2.28) is bounded by some constant $C = C(p, \epsilon) > 0$. Combining the upper bounds on both summands of (2.28) yields (2.26). This completes the proof of (2.24) and Proposition 2.2.

2.2. Proof of $\text{Liminf}_p$ for all $p \in \mathbb{R}_{>0}$. Fix any $p, \nu > 0$. Recall the notation $x_{p, \gamma}(t)$ of Lemma 1.14. For any $0 < \epsilon < p/2$ and $\gamma > 0$, let $n_{p, \epsilon, \gamma}(t) \in \mathbb{Z}$ be such that $x_{p, \epsilon, \gamma}(t) \in \left[\theta_{n_{p, \epsilon, \gamma}(t)}, \theta_{n_{p, \epsilon, \gamma}(t)+1}\right]$ where $\{\theta_n\}_{n \in \mathbb{Z}}$ is a sequence of grid points (see Definition 1.10) such that $f_t$ satisfies (1.21) for all $t > 0$. For notational convenience, we will denote $n_{p, \epsilon, \gamma}(t)$ by $n(t)$ and the interval $[\theta_{n(t)}, \theta_{n(t)+1}]$ by $I(t)$. For convenience, we use the following shorthand notations:

$$Z_{p, \epsilon}^{nw}(t) := \mathbb{Z}^{nw}(t, x_{p, \epsilon, \gamma}(t))e^{\frac{x_{p, \epsilon, \gamma}(t)^2}{2}}.$$  \hfill (2.29)

$$Y_{p, \epsilon}(t) := \inf_{x \in I(t)} \left\{ H_{n}^{nw}(t, x) - H^{nw}(t, x_{p, \epsilon, \gamma}(t)) + \left(\frac{x - x_{p, \epsilon, \gamma}(t)}{t}\right)x_{p, \epsilon, \gamma}(t) + \frac{\nu(x - x_{p, \epsilon, \gamma}(t))^2}{2} \right\}. \hfill (2.30)$$

As in Section 2.1, we rely on the convolution formula of Proposition 1.6 to express the moments of $\mathbb{Z}_t(t, 0)$ in terms of the moment of a integral involving $\mathbb{Z}^{nw}(t, \cdot)$ and $e^{f_t(t)}$. To prove $\text{Liminf}_p$, we analyze the expected value of $p$-th moment of this integral over the interval $I(t)$. After localization of the integral, as we show, proving $\text{Liminf}_p$ requires lower bound on the $p$-th moment of $Z_{p, \epsilon}^{nw}(t)e^{Y_{p, \epsilon}(t)}$ and $\int_{I(t)} e^{f_t(t)} dx$. Proposition 2.3 and 2.4 will provide such lower bound. In what follows, we first state those propositions; prove $\text{Liminf}_p$ and then, proceed to prove those ensuing propositions.

Proposition 2.3. We have $\liminf_{t \to 0} \liminf_{t \to \infty} \frac{1}{t} \log \mathbb{E}[\left(\mathbb{Z}_{p, \epsilon}^{nw}(t)\right)^p e^{pY_{p, \epsilon}(t)}] \geq \frac{\rho - p}{2}\nu.$

Proposition 2.4. We have

$$\liminf_{t \to 0} \liminf_{t \to \infty} \frac{1}{t} \log \mathbb{E}[\left(\int_{I(t)} e^{f_t(x)} dx\right)^p] \geq g(p). \hfill (2.31)$$

Proof of $\text{Liminf}_p$: Due to Proposition 1.6, it suffices to show the limit of $t^{-1}\log \mathbb{E}[\left(\int_{-\infty}^{\infty} \mathbb{Z}^{nw}(t, x)e^{f_t(x)}\right)^p]$ as $t \to \infty$ is bounded below by $(\rho^3 - p)/24 + g(p)$. Since $\mathbb{Z}^{nw}(t, x)$ and the exponential of $f_t(x)$ are both almost surely non-negative, $\int_{-\infty}^{\infty} \mathbb{Z}^{nw}(t, x)e^{f_t(x)} dx$ is lower bounded by the integral of $\mathbb{Z}^{nw}(t, x)e^{f_t(x)}$ over the interval $I(t)$. We claim and prove that there exists a constant $C = C(p) > 0$ such that

$$\mathbb{E}\left[\left(\int_{I(t)} \mathbb{Z}^{nw}(t, x)e^{f_t(x)} dx\right)^p\right] \geq C\mathbb{E}\left[\left(\mathbb{Z}_{p, \epsilon}^{nw}(t)\right)^p e^{pY_{p, \epsilon}(t)}\right] \cdot e^{-\frac{\rho - p}{2}\nu} \mathbb{E}\left[\left(\int_{I(t)} e^{f_t(x)} dx\right)^p\right]. \hfill (2.32)$$

By assuming this inequality, we first prove $\text{Liminf}_p$. We take logarithm of both sides of (2.32), divide them by $t$ and let $t \to \infty$. After these set of operations, the limit of the right hand side as $t \to \infty$, $\epsilon \to 0$ will be bounded below by $(\rho^3 - p)/24 + g(p)$ via the inequalities in Proposition 2.3 and 2.4. From this, the desired inequality of $\text{Liminf}_p$ follows since $\mathbb{E}[\left(\int_{-\infty}^{\infty} \mathbb{Z}^{nw}(t, x)e^{f_t(x)} dx\right)^p]$ exceeds $\mathbb{E}[\left(\int_{I(t)} \mathbb{Z}^{nw}(t, x)e^{f_t(x)} dx\right)^p]$. In the rest of the proof, we focus on showing (2.32). We first derive it from the following inequality: there exists $C = C(p) > 0$ such that for all $x \in I(t)$,

$$\mathbb{Z}^{nw}(t, x) \geq C \mathbb{Z}^{nw}(t, x_{p, \epsilon, \gamma}(t)) e^{Y_{p, \epsilon}(t)}. \hfill (2.33)$$

Owing to this, $\int_{I(t)} \mathbb{Z}^{nw}(t, x)e^{f_t(x)} dx$ can be bounded below by the product of $C \mathbb{Z}^{nw}(t, x_{p, \epsilon, \gamma}(t)) e^{Y_{p, \epsilon}(t)}$ and $\int_{I(t)} e^{f_t(x)} dx$. This readily implies

$$\mathbb{E}\left[\left(\int_{I(t)} \mathbb{Z}^{nw}(t, x)e^{f_t(x)} dx\right)^p\right] \geq C\mathbb{E}\left[\left(\mathbb{Z}^{nw}(t, x_{p, \epsilon, \gamma}(t))\right)^p e^{pY_{p, \epsilon}(t)}\right] \mathbb{E}\left[\left(\int_{I(t)} e^{f_t(x)} dx\right)^p\right]. \hfill (2.34)$$

From the above inequality, (2.32) follows by multiplying and dividing the right hand side of (2.34) by $\exp(px_{p, \epsilon, \gamma}(t)/2t)$ and recalling that $\mathbb{Z}^{nw}(t, x_{p, \epsilon, \gamma}(t))^p \exp(px_{p, \epsilon, \gamma}(t)/2t)$ is equal to $(\mathbb{Z}_{p, \epsilon}^{nw}(t))^p$ (which is defined in (2.29)). It remains to show (2.33) which we show as follows.

Recall that $Y_{p, \epsilon}(t)$ is defined as an infimum of the right hand side of (2.30) over $I(t)$. So for all $x \in I(t)$,

$$H_{n}^{nw}(t, x) \geq H^{nw}(t, x_{p, \epsilon, \gamma}(t)) + Y_{p, \epsilon}(t) - \frac{(x - x_{p, \epsilon, \gamma}(t))x_{p, \epsilon, \gamma}(t)}{t} - \frac{\nu(x - x_{p, \epsilon, \gamma}(t))^2}{2}.$$
Taking the exponential on the both sides and recalling $Z_{nw}^{t, x} = e^{H_{nw}^{t, x}}$, we get

$$Z_{nw}^{t, x} \geq Z_{nw}^{t, x} \left( x, p_{t−c, \gamma}(t) \right) e^{\nu \left( x - x_{p−c, \gamma}(t) \right)^2} e^{\left( x - x_{p−c, \gamma}(t) \right) x_{p−c, \gamma}(t) / t}.$$ 

By Lemma 1.14, for any fixed $p \in \mathbb{R}_{> 0}$, there exists $C' = C(p) > 0$ such that for all $t$ and $0 < \epsilon < \frac{t}{2}, \left| x_{p−c, \gamma}(t) \right| \leq C't$. Invoking this bound on the absolute value of $x_{p−c, \gamma}(t)$, we may lower bound the infimum value of $\exp(-\nu (x - x_{p−c, \gamma}(t))^2 / 2 - (x - x_{p−c, \gamma}(t)) x_{p−c, \gamma}(t) / t)$ as $x$ varies in $I(t)$ in the right hand side of the above display by some constant $C = C(p) > 0$ (recall $I(t) = [\theta_n(t), \theta_n(t)+1]$, whose length is no bigger than 1). This yields (2.33) and hence, completes the proof of $\text{LIM INF}_p$.

**Proof of Proposition 2.3.** Our main goal is to show there exists $C = C(p, \epsilon) > 0$ such that

$$\mathbb{E}\left[ (Z_{p, c}^{t, x})^p e^{pY_{p, c}(t)} \right] \geq C \left( \mathbb{E}\left[ (Z_{p, c}^{t, x})^p \right] \right)^{\frac{1}{p}}.$$  \hfill (2.35)

Before proceeding to the proof of the above inequality, we demonstrate how this implies Proposition 2.3. Taking the logarithm of both sides of (2.35), then dividing them by $t$ and letting $t \to \infty$ yields that

$$\lim_{t \to \infty} \frac{1}{t} \log \mathbb{E}\left[ (Z_{p, c}^{t, x})^p e^{pY_{p, c}(t)} \right] \geq \lim_{t \to \infty} \frac{1}{t} \log \left( \mathbb{E}\left[ (Z_{p, c}^{t, x})^p \right] \right)^{\frac{1}{p}} = \frac{p}{p-\epsilon} \left( \left( (p-\epsilon)^3 - (p-\epsilon) \right) / 24 \right),$$ \hfill (2.36)

To see the last equality, we first note that $Z_{p, c}^{t, x}(t)$ is same in distribution with $Z_{nw}^{t, x}(0)$ by Proposition 1.9. Combining this with Proposition 1.7 shows that the limit of $t^{-1} \log \mathbb{E}\left[ (Z_{p, c}^{t, x})^p \right]$ is equal to $(p-\epsilon)^3 - (p-\epsilon) / 24$ as $t$ goes to $\infty$. As a consequence, we get the above equality. Letting $\epsilon \to 0$ in the above display, we obtain the desired result of Proposition 2.3. Thus, completing the proof of Proposition 2.3 boils down to showing (2.35) which we prove as follows.

We write $(Z_{p, c}^{t, x})^p$ as a product of $X := (Z_{p, c}^{t, x})^{p-\epsilon} e^{-\epsilon Y_{p, c}(t)}$ and $W := e^{-(p-\epsilon) Y_{p, c}(t)}$. Applying the Hölder’s inequality, we have $\mathbb{E}[XW] \leq \mathbb{E}[X^{p/(p-\epsilon)}]^{p-\epsilon} / p \mathbb{E}[W^{p/(p-\epsilon)}]$; Multiplying both sides of this inequality by $\mathbb{E}[W^{p/(p-\epsilon)}]$ and raising both sides to the power $p / (p-\epsilon)$ yields

$$\mathbb{E}\left[ (Z_{p, c}^{t, x})^p e^{pY_{p, c}(t)} \right] \geq \left( \mathbb{E}\left[ (Z_{p, c}^{t, x})^p \right] \right)^{\frac{1}{p}} \left( \mathbb{E}\left[ e^{-\frac{p(\epsilon-1)}{2} Y_{p, c}(t)} \right] \right) \frac{1}{\frac{p}{p-\epsilon}}.$$ \hfill (2.37)

From the above inequality, (2.35) follows once we show that $\mathbb{E}[\exp(-p(\epsilon-1) Y_{p, c}(t)/\epsilon)]$ is uniformly upper bounded by a constant $C' = C'(p, \epsilon)$ for all $t > 1$. This will be shown hereafter. For proving this bound, our main tools are the spatial stationarity $H_{nw}^{t, x} + x^2 / 2t$ and the tail bounds of Proposition 1.8. By expressing $(x - x_{p−c, \gamma}(t)) x_{p−c, \gamma}(t)$ in the definition of $Y_{p, c}(t)$ as $2^{-1} \left( x^2 - (x_{p−c, \gamma}(t))^2 \right) - (x - x_{p−c, \gamma}(t))^2$, we may rewrite $Y_{p, c}(t)$ as

$$Y_{p, c}(t) = \inf_{x \in I(t)} \left( H_{nw}^{t, x} + x^2 / 2t - H_{nw}^{t, x_{p−c, \gamma}(t)} - \frac{(x - x_{p−c, \gamma}(t))^2}{2t} - \frac{\nu \left( x - x_{p−c, \gamma}(t) \right)^2}{2} \right).$$

Using stationarity of $H_{nw}^{t, x} + x^2 / 2t$ in Proposition 1.9, we can shift the spatial variable $x$ of the above display to the left by $x_{p−c, \gamma}(t)$ and obtain the distributional identity

$$Y_{p, c}(t) \overset{d}{=} \inf_{x \in I^0(t)} \left( H_{nw}^{t, x} + x^2 / 2t - H_{nw}^{t, 0} - \frac{x^2}{2} + \frac{\nu x^2}{2} \right) = \inf_{x \in I^0(t)} \left( H_{nw}^{t, x} - H_{nw}^{t, 0} + \frac{\nu x^2}{2} \right),$$ \hfill (2.38)

where $I^0(t) := [\theta_n(t) - x_{p−c, \gamma}(t), \theta_n(t)+1 - x_{p−c, \gamma}(t)] \subseteq [-1, 1]$. Recall that (1.16) of Proposition 1.8 provides a lower tail bound of the random variable $\inf_{x \in [0,1]} \left( H_{nw}^{t, x} - H_{nw}^{t, 0} + \frac{\nu x^2}{2} \right)$ since the law of the process $\{H_{nw}^{t, x} - H_{nw}^{t, 0} + \frac{\nu x^2}{2} : x \in [0,1]\}$ is same as $\{H_{nw}^{t, x} - H_{nw}^{t, 0} + \frac{\nu x^2}{2} : x \in [0,-1]\}$, there exist $c = c(\delta, \nu) > 0$, $s_0 = s_0(\delta, \nu) > 0$ such that for all $s > s_0$

$$\mathbb{P}\left( \inf_{x \in [0,1]} \left( H_{nw}^{t, x} - H_{nw}^{t, 0} + \frac{\nu x^2}{2} \right) \right) \leq -s \right) \leq \exp(-cs^{\delta-\delta}).$$

Owing to the lower tail bound of $\inf_{x \in [0,1]} \left( H_{nw}^{t, x} - H_{nw}^{t, 0} + \frac{\nu x^2}{2} \right)$ and $\inf_{x \in [0,0]} \left( H_{nw}^{t, x} - H_{nw}^{t, 0} + \frac{\nu x^2}{2} \right)$ and the distributional identity (2.38), for any $\delta \in (0, 1)$, there exist $c = c(\delta, \nu) > 0$ and $s_0 = s_0(\delta, \nu)$ such
that \( P(Y_{p,\epsilon}(t) \leq -s) \leq \exp(-cs^{9/8-\delta}) \). We chose \( \delta = \frac{1}{17} \). It is straightforward to see that \( \frac{a}{8} - \frac{1}{17} > 1 + \frac{1}{17} \). As a consequence, we may write

\[
\mathbb{E}[e^{-\frac{p}{\epsilon}Y_{p,\epsilon}(t)}] \leq e^{\frac{p}{\epsilon}X} \mathbb{P}(Y_{p,\epsilon}(t) \geq -s_0) + \frac{p(p-\epsilon)}{\epsilon} \int_{s_0}^{\infty} e^{\frac{p}{\epsilon}t} e^{-cs^{9/8-\delta}} dt.
\]

The integral on the right hand side of the above inequality is finite and its value is equal to some constant \( C' = C''(\nu, p, \epsilon) > 0 \). This demonstrates why \( \mathbb{E}[\exp(-p(p-\epsilon)Y_{p,\epsilon}(t)/\epsilon)] \) is bounded by some constant which only depends on \( \nu, p \) and \( \epsilon \). Substituting this bound into (2.37) yields (2.35). This completes the proof of Proposition 2.3.

**Proof of Proposition 2.4.** To prove (2.31), we show the following inequality: there exists constant \( C = C(p, \epsilon) > 0 \) such that

\[
\mathbb{E}\left[\left( \int_{I(t)} e^{f_t(x)} dx \right)^p \right] \geq C|I(t)|^p \left( \mathbb{E}\left[ e^{(p-\epsilon)f_t(x_{p,\epsilon,\gamma}(t)}) \right] \right)^{\frac{p}{p-\epsilon}},
\]

where \( |I(t)| \) is the length of the interval \( I(t) = [\theta_n(t), \theta_{n(t)+1}] \). Let us explain why the above inequality is sufficient for proving (2.31). Owing to (2.40), we may write

\[
\liminf_{\epsilon \to 0} \liminf_{t \to \infty} \frac{1}{t} \left( -\frac{p-\epsilon}{2t} \gamma(t) + \frac{p}{p-\epsilon} \log \mathbb{E}\left[ e^{(p-\epsilon)f_t(x_{p,\epsilon,\gamma}(t))} \right] \right) \geq g(p).
\]

We prove this inequality as follows. By taking a factor \( p/(p-\epsilon) \) out of the parentheses of the left hand side of the above display and recalling the definition of \( g(\cdot) \) from (1.23) of Definition 1.10, we may write

\[
\text{l.h.s. of (2.41)} \geq \liminf_{\gamma \to 0} \liminf_{\epsilon \to 0} \frac{p}{p-\epsilon} g(p-\epsilon).
\]

Since \( g \) is a convex function, \( g \) is continuous at \( p \). This shows that \( \liminf_{\epsilon \to 0} pg(p-\epsilon)/(p-\epsilon) \) is equal to \( g(p) \) and indeed, (2.41) holds. Consequently, we get (2.31) modulo (2.40). The rest of the proof will show (2.40).

Recall the definition of \( TV_{f_t}(\cdot) \) from the proof of Proposition 2.2. Since \( TV_{f_t}(n(t)) \) is the supremum of \( [f_t(x) - f_t(\theta_n(t))] \) over \( x \in I(t) \), we know that \( f_t(x) \geq f_t(x_{p,\epsilon,\gamma}(t)) - 2TV_{f_t}(n(t)) \) for all \( x \in I(t) \). Taking the exponential on both sides of this inequality and then integrating on \( I(t) \) shows \( \int_{I(t)} \exp(f_t(x)) dx \geq |I(t)| \exp(f_t(x_{p,\epsilon,\gamma}(t)) - 2TV_{f_t}(n(t))) \) which after raising to \( p \)-th power and taking expectation yields

\[
\mathbb{E}\left[\left( \int_{I(t)} e^{f_t(x)} dx \right)^p \right] \geq |I(t)|^p \mathbb{E}\left[ e^{p(f_t(x_{p,\epsilon,\gamma}(t)) - 2TV_{f_t}(n(t)))} \right].
\]

It will suffice to show that the right hand side of the above display is bounded below by a constant multiple of \( \mathbb{E}\left[ e^{(p-\epsilon)f_t(x_{p,\epsilon,\gamma}(t))} \right]^{p/(p-\epsilon)} \). To get this lower bound, we write \( e^{(p-\epsilon)f_t(x_{p,\epsilon,\gamma}(t))} \) as a product of two random variables \( X := e^{(p-\epsilon)f_t(x_{p,\epsilon,\gamma}(t))} e^{(p-\epsilon)TV_{f_t}(n(t))} \) and \( \mathcal{W} := e^{(p-\epsilon)TV_{f_t}(n(t))} \). Using the Hölder inequality, we get \( \mathbb{E}[X \mathcal{W}] \leq \mathbb{E}[X^{p/(p-\epsilon)}]^{(p-\epsilon)/p} \mathbb{E}[\mathcal{W}^{p/(p-\epsilon)}]^{1/p} \). Multiplying both sides of this inequality by \( \mathbb{E}[\mathcal{W}^{p/(p-\epsilon)}]^{-1/p} \) and raising both sides to the power \( p/(p-\epsilon) \) results in

\[
\mathbb{E}\left[ e^{p(f_t(x_{p,\epsilon,\gamma}(t)) - 2TV_{f_t}(n(t)))} \right] \geq \left( \mathbb{E}\left[ e^{p(\epsilon)f_t(x_{p,\epsilon,\gamma}(t))} \right] \right)^{\frac{p}{p-\epsilon}} \left( \mathbb{E}\left[ e^{\frac{p-\epsilon}{2}TV_{f_t}(n(t))} \right] \right)^{\frac{p-\epsilon}{p}}.
\]

By the super-exponential tail bounds for \( TV_{f_t}(\cdot) \) specified in (1.21) of Definition 1.10, we know that \( \mathbb{E}[\exp(p(p-\epsilon)TV_{f_t}(n(t)))] \) is upper bounded by a constant. Combining this observation with the inequality of the above display yields

\[
\mathbb{E}\left[ e^{p(f_t(x_{p,\epsilon,\gamma}(t)) - 2TV_{f_t}(n(t)))} \right] \geq C\left( \mathbb{E}\left[ e^{p(\epsilon)f_t(x_{p,\epsilon,\gamma}(t))} \right] \right)^{\frac{p}{p-\epsilon}},
\]
for some $C > 0$. Substituting this into the right hand side of (2.42) gives (2.40). This completes the proof.

\[2.3.\textbf{Proof of (1.27).}\] We take $X(t) = H\hat{f}(t, 0) + \frac{t}{24}$, by Theorem 1.11 part (a), we see that
\[
\lim_{t \to \infty} \frac{1}{t} \log \mathbb{E}[\exp(pX(t))] = \frac{p^3}{24} + g(p).
\]

We conclude (1.27) via applying Proposition 1.13. It suffices to verify $h(p) := g(p) + \frac{p^3}{24}$ indeed satisfies the condition in Proposition 1.13. By Lemma 1.14, $g(p)$ is convex, since $g \in C^1(\mathbb{R}_{>0})$ as we assume, thus $g'(p)$ is increasing. Consequently, $h'(p) = g'(p) + \frac{p^3}{8}$ is continuous and strictly increasing on $(0, \infty)$. Moreover, $\lim_{p \to \infty} h'(p) = \lim_{p \to \infty} g'(p) + \frac{p^2}{8} = \infty$.

This implies that $h'(p)$ is a continuous bijection from $(\zeta, \infty)$ to $(0, \infty)$, so it satisfies the condition in Proposition 1.13. Applying this proposition completes the proof of (1.27).

\[3.\textbf{Proof of Theorem 1.1 & Theorem 1.3}\]

\[3.1.\textbf{Proof of Theorem 1.1.}\] Recall that the deterministic initial profile $f_0$ satisfies the growth condition of (1.6) and finite oscillation property as stated in Theorem 1.1. Using $f_0$, we construct the set of functions $(g, \{f_t\}_{t>0})$ with $g \equiv 0$ and $f_t := f_0$ for all $t > 0$. We claim that $(g, \{f_t\}_{t>0})$ belongs to the class $\text{Hyp}$ which is characterized by three conditions, namely, (1) growth and lower bound conditions, (2) pseudo-stationarity condition and, (3) coherence conditions (see Section 1.1). Modulo this claim, by Theorem 1.11, we have (1.7).

Furthermore, since $g \in C^1(\mathbb{R}_{>0})$ with $\zeta = \lim_{p \to \infty} g'(p) = 0$, by (1.27), we get
\[
\lim_{t \to \infty} \frac{1}{t} \log \mathbb{P}(H\hat{f}(t, 0) + \frac{t}{24} > ts) = -\sup_{s>0}(ps - p^3/24) = -\frac{4\sqrt{2}}{3}s^\frac{3}{2}.
\]

This shows (1.8). To complete the proof of Theorem 1.1, it suffices to verify our claim that $(g, \{f_t\}_{t>0})$ belongs to the class $\text{Hyp}$, i.e., $(g, \{f_t\}_{t>0})$ has to satisfy (1.23),(1.24), (1.19), (1.20) and (1.21). Note that (1.19) and (1.20) follow immediately from the property (i) of $f_t$ which says that there exist $\delta \in (0,1)$ and constant $C > 0$ such that $|f_t(x)| \leq C(1 + |x|^\delta)$ for all $x \in \mathbb{R}$. In what follows, we successively prove (1.23), (1.24) and (1.21) for $(g, \{f_t\}_{t>0})$.

\[\text{Proof of (1.23):}\] Since $\{f_t(*)\}_{t \geq 0}$ is a sequence of deterministic initial data, the following limit
\[
\lim_{t \to \infty} \frac{1}{t} \sup_{x \in \mathbb{R}} \left\{ -\frac{px^2}{2t} - C(1 + |x|^\delta) \right\} = 0
\]
will show (1.23). Our main objective is to prove (3.3). For all large $t > 0$, owing to the growth condition $|f_t(x)| \leq C(1 + |x|^\delta) + \frac{\alpha x^2}{2t}$ for some constant $C > 0$ and $\delta, \alpha \in (0,1)$,
\[
\sup_{x \in \mathbb{R}} \left\{ -\frac{px^2}{2t} - C(1 + |x|^\delta) \right\} \leq \sup_{x \in \mathbb{R}} \left\{ -\frac{px^2}{2t} + \log e^{p f_t(x)} \right\} \leq \sup_{x \in \mathbb{R}} \left\{ -\frac{px^2}{2t} + C(1 + |x|^\delta) + \frac{\alpha x^2}{2t} \right\}.
\]

In order to prove (3.3), it suffices to show $t^{-1}\text{Sup}_{(1)}^{(1)}$ and $t^{-1}\text{Sup}_{(2)}^{(2)}$ converge to 0 as $t$ tends to $\infty$. We only show $t^{-1}\text{Sup}_{(2)}^{(2)} \to 0$ as $t \to \infty$. The other convergence follows verbatim. We rewrite $\text{Sup}_{(2)}^{(2)}$ as $Cp + \sup_{x \in \mathbb{R}} \{-p(1 - \alpha)x^2/2t + C|x|^\delta\}$. We do a change of variable $x \to t^{1/(2-\delta)}x$ in this new form of $\text{Sup}_{(2)}^{(2)}$. As a consequence, we can further rewrite $\text{Sup}_{(2)}^{(2)}$ as $Cp + p^{\delta/(2-\delta)}\sup_{x \in \mathbb{R}} \{-p(1 - \alpha)x^2/2 + C|x|^\delta\}$. Note that the function $\phi(x) = -(1 - \alpha)x^2/2 + C|x|^\delta$ satisfies $\phi(0) = 0$ and $\phi(\infty) = \phi(-\infty) = -\infty$. Thus, the supremum value of $\phi(x)$ as $x$ varies in $\mathbb{R}$ is finite. This shows we may upper bound $\text{Sup}_{(2)}^{(2)}$ by $Cp + C'p^{\delta/(2-\delta)}$ for some constant $C' > 0$ and lower bound it by $Cp$. These upper and lower bound when divided by $t$ with letting $t \to \infty$ converge to 0. This proves the claim that $t^{-1}\text{Sup}_{(2)}^{(2)} \to 0$ as $t \to \infty$ and hence, shows (3.3).

\[\text{Proof of (1.24):}\] Note that (1.24) will follow if the following limit holds
\[
\lim_{t \to \infty} \frac{1}{t} \log \left( \int e^{-p(1+\alpha)x^2} \cdot e^{p(1+\alpha)f_t(x)} \, dx \right) = 0
\]
for all small $\epsilon > 0$. Throughout the rest of the proof, we show (3.3). Since there exist $C > 0$, $\delta, \alpha \in (0, 1)$ such that $|f_t(x)| \leq C(1 + |x|^\delta) + \frac{\alpha^2 x^2}{2}$ for all large $t > 0$, we may write

$$\int e^{-\frac{p((1-\epsilon) - \alpha(1+\epsilon))2^t}{2t^2}} C(1 + |x|^\delta) dx \leq \int e^{-\frac{p((1-\epsilon) - \alpha(1+\epsilon))2^t}{2t^2}} e^{Cp(1+\epsilon)} dx \leq e^{Cp(1+\epsilon)} \int e^{-\frac{p((1-\epsilon) - \alpha(1+\epsilon))2^t}{2t^2}} + C(1 + |x|^\delta) dx$$

(3.4)

We choose $\epsilon$ small such that $(1-\epsilon) - \alpha(1+\epsilon) > 0$. For proving (3.3), one needs to show that the logarithm of the left and right hand side of (3.4) when divided by $t$ with $t \to \infty$ converge to 0. We only show this for the right hand side and the other convergence follows from similar argument. For convenience, we denote the right hand of (3.4) by RHS$_t$. By a change of variable $x \to t^{1/(2-\delta)} x$ inside the integral of RHS$_t$, we may write

$$\text{RHS}_t = e^{Cp(1+\epsilon)}t^{1/(2-\delta)} \int e^{\frac{t^2}{2(2-\delta)}} \left(-p((1-\epsilon) - \alpha(1+\epsilon))x^2/2 + C(1 + |x|^\delta)\right) dx$$

(3.5)

By splitting the domain of the above integral into two parts $\{x: |x| \leq 1\}$ and $\{x: |x| > 1\}$, we write RHS$_t$ as sum of $\exp(Cp(1+\epsilon))t^{1/(2-\delta)}A_1$ and $\exp(Cp(1+\epsilon))t^{1/(2-\delta)}A_2$ where $A_1$ and $A_2$ denote the integral in (3.5) computed over the region $\{x: |x| \leq 1\}$ and $\{x: |x| > 1\}$ respectively. To show $t^{-1}\log \text{RHS}_t \to 0$ as $t \to \infty$, we first find upper bound on $A_1$ and $A_2$. Since $-p((1-\epsilon) - \alpha(1+\epsilon))x^2/2 + C(1 + |x|^\delta)$ is bounded by some constant $C' = C'(p, \epsilon, \alpha) > 0$ for all $|x| \leq 1$ and all large $t$, we can bound $A_1$ by $\exp(C't^{\delta/(2-\delta)})$. By using the inequality $|x|^\delta < |x|$ for all $|x| > 1$ (holds since $\delta < 1$), we may write

$$A_2 \leq \int e^{\frac{t^2}{2(2-\delta)}} \left(-p((1-\epsilon) - \alpha(1+\epsilon))x^2/2 + C(1 + |x|^\delta)\right) dx$$

where the last inequality is obtained by leveraging the positivity of the integrand. Note that the integral on the right hand side of the above display is a Gaussian integral. It is straightforward to see that this Gaussian integral can be bounded above by $C_1 t^{-\delta/(2(2-\delta))} \exp(C_2 t^{\delta/(2-\delta)})$ for some $C_1 = C_1(p, \alpha, \epsilon) > 0$ and $C_2 = C_2(p, \alpha, \epsilon) > 0$. Combining the upper bounds on $A_1$ and $A_2$ and substituting those into the right hand side of (3.5) yields

$$\text{RHS}_t \leq e^{Cp(1+\epsilon)}t^{1/(2-\delta)} \left(C't^{\delta/(2-\delta)} + C_1 t^{-\delta/(2(2-\delta))} e^{C_2 t^{\delta/(2-\delta)}}\right)$$

(3.6)

where $C', C_1, C_2$ are some positive constants depending on $p, \alpha$ and $\epsilon$. Taking logarithm on both sides, dividing them by $t$ and letting $t \to \infty$ shows $t^{-1}\log \text{RHS}_t$ converge to 0. This completes the proof of (1.24).

**Proof of (1.21):** This will be proved using bounded local oscillation property of the initial data $f_0$ in Theorem 1.1. Recall that $\text{sup}_{t \in \mathbb{R}, |t| \leq \alpha} \text{Osc}_t(f_0) < \infty$ for some $\alpha > 0$. Define $\theta_n := (\alpha \land 1)n$ for all $n \in \mathbb{Z}$. Notice $\{\theta_n\}_{n \in \mathbb{Z}}$ is a bi-infinite sequence with $\theta_0 = 0$ and $(\alpha \land 1) \leq |\theta_n - \theta_{n+1}| \leq 1$ for all $n$. Furthermore, $\text{sup}_{x \in [\theta_n, \theta_{n+1}]} |f_0(x) - f_0(\theta_n)| \leq s_0$ for some $s_0$ since $\text{sup}_{t \in \mathbb{R}, |t| \leq \alpha} \text{Osc}_t(f_0) < \infty$. This implies the pseudo-stationarity condition is trivially satisfied for the sequence $\{f_1\}_{t \geq 0}$ where $f_1 = f_0$.

**3.2. Proof of Theorem 1.3.** For all $t > 0$, define $f_t : \mathbb{R} \to \mathbb{R}$ as $f_t(x) := (\sigma + B(x) + a+x)1_{\{x \geq 0\}} - (\sigma - B(x) + a-x)1_{\{x \leq 0\}}$ and define $g : (0, \infty) \to \mathbb{R}$ as

$$g(p) = \frac{p}{2} \max \left\{\frac{p\sigma^2}{2} + a_+, \frac{p\sigma^2}{2} + a_-, -1, 0\right\}^2$$

(3.7)

We claim and prove that $(g, \{f_t\}_{t \geq 0})$ belongs to the class $\text{Hyp}$. For now, we assume this claim and show how this implies (1.9) and (1.10).

Note that (1.9) follows immediately from (1.26) of Theorem 1.11 since $(g, \{f_t\}_{t \geq 0}) \in \text{Hyp}$ by our assumption. We turn now to show (1.10). Recall that $a = \max\{a_+, a_-\}$. One can readily verify $g \in C^1(\mathbb{R}_{>0})$, $\zeta = \lim_{p \to 0} g'(p) = \frac{\max(a_{+}, a_-)\sigma^2}{2}$. By (1.27) of Theorem 1.11, when $s > \frac{\sigma^2}{2}$,

$$\lim_{t \to \infty} \frac{1}{t} \log \mathbb{P}\left(H_t^0(0) + \frac{t}{24} \geq s\right) = \sup_{p > 0} \left\{ps - \frac{p^3}{24} - g(p)\right\}$$

(3.8)

Since $\lim_{p \to 0} g(p) = 0$, a direction computation shows that

$$\lim_{s \to \frac{\max(a_{+}, a_-)\sigma^2}{2}} \sup_{p > 0} \left\{ps - \frac{p^3}{24} - g(p)\right\} = 0$$

(3.9)
Note that the left hand side of (3.8) is decreasing in s and is non-positive, hence (3.9) implies that when $s \leq \frac{a^2}{2}$,
\[ \lim_{t \to \infty} \frac{1}{t} \log \mathbb{P} \left( \mathcal{H}_t^1(0) + \frac{t}{24} \geq st \right) = 0. \]

When $\sigma_+ = \sigma_- = 1$, referring to (3.7), $g(p) = \frac{\beta}{2} \max \{ \frac{\beta}{2} + a, 0 \}^2$. A direct computation for the right hand side of (3.8) yields $(1.11)$ and $(1.12)$.

We now turn to prove our claim $(g, \{f_t\}_{t \geq 0}) \in \text{Hyp}$. For this, we serially show that $(g, \{f_t\}_{t \geq 0})$ satisfies $(1.23)$, $(1.24)$, $(1.19)$, $(1.20)$ and $(1.21)$.

**Proof of (1.23):** Since $\mathbb{E}[e^{pB(x)}] = \exp(\frac{p^2|x|^2}{2})$ for any $x \in \mathbb{R}$, we have $\log \mathbb{E}[e^{pB(x)}] = \left( \frac{p^2 \sigma^2 x^2}{2} + pa_+ x \right) \mathbb{1}_{\{x \geq 0\}} + \left( \frac{p^2 \sigma^2 x^2}{2} - pa_- x \right) \mathbb{1}_{\{x < 0\}}$. By a direct computation, we get that the maximum value of $-pa^2/2t + \log \mathbb{E}[e^{pB(x)}]$ over $x \in \mathbb{R}$ is given by $\frac{p^2}{2} \left( \max \left\{ \frac{pa_+}{2} + a_+, \frac{pa_-}{2} + a_- \right\} \right)^2$.

\[ \lim_{t \to \infty} \frac{1}{t} \sup_{x \in \mathbb{R}} \left( -\frac{pa^2}{2t} + \log \mathbb{E}[e^{pB(x)}] \right) = \frac{p^2}{2} \left( \max \left\{ \frac{pa_+}{2} + a_+, \frac{pa_-}{2} + a_- \right\} \right)^2 = g(p). \]

This verifies $(1.23)$.

**Proof of (1.24):** By using the inequality $pa_+ x \mathbb{1}_{\{x \geq 0\}} - pa_- x \mathbb{1}_{\{x \leq 0\}} \leq pa|x|$ and the identity $\mathbb{E}[e^{pB(x)}] = e^{p^2|x|^2/2}$, we get
\[ \mathbb{E}\left[ e^{p(1+\epsilon)f_t(x)} \right] = e^{-\sigma_+^2 p^2(1+\epsilon)^2x/2 + p(1+\epsilon)a_+ x} \mathbb{1}_{\{x \geq 0\}} + e^{-\sigma_-^2 p^2(1+\epsilon)^2x/2 - p(1+\epsilon)a_- x} \mathbb{1}_{\{x < 0\}}. \]

Owing to this inequality, we may write
\[
\int e^{-\frac{p(1+\epsilon)^2}{2t} x^2} \mathbb{E}\left[ e^{p(1+\epsilon)f_t(x)} \right] dx 
\leq \int_0^\infty e^{-\frac{p(1+\epsilon)^2}{2t} x^2} e^{\sigma_+^2 p^2(1+\epsilon)^2x/2 + p(1+\epsilon)a_+ x} dx + \int_{-\infty}^0 e^{-\frac{p(1+\epsilon)^2}{2t} x^2} e^{-\sigma_-^2 p^2(1+\epsilon)^2x/2 - p(1+\epsilon)a_- x} dx. \tag{3.10}
\]

We claim that
\[
\lim_{t \to \infty} \sup_{\epsilon \to 0} \frac{1}{t} \log \int_0^\infty e^{-\frac{p(1+\epsilon)^2}{2t} x^2} e^{\sigma_+^2 p^2(1+\epsilon)^2x/2 + p(1+\epsilon)a_+ x} dx \leq \frac{p}{2} \left( \max \left\{ \frac{pa_+}{2} + a_+, 0 \right\} \right)^2, \tag{3.11}
\]
\[
\lim_{t \to \infty} \sup_{\epsilon \to 0} \frac{1}{t} \log \int_{-\infty}^0 e^{-\frac{p(1+\epsilon)^2}{2t} x^2} e^{-\sigma_-^2 p^2(1+\epsilon)^2x/2 - p(1+\epsilon)a_- x} dx \leq \frac{p}{2} \left( \max \left\{ \frac{pa_-}{2} + a_-, 0 \right\} \right)^2. \tag{3.12}
\]

Applying (3.11) and (3.12) to upper bound the right hand side of (3.10) yields (1.24).

It remains to prove (3.11) - (3.12). We only prove (3.11). The proof of (3.12) follows in a similar way. For proving (3.11), we first consider the case $a_+ < -\sigma_+^2 p/2$ and then, will move onto the case $a_+ \geq -\sigma_+^2 p/2$. For any $a_+ < 0$ and $p > 0$ satisfying $a_+ < -\sigma_+^2 p/2$, there exists $\epsilon_0 = \epsilon_0(a, p) > 0$ such that
\[ \sigma_+^2 p^2(1+\epsilon)^2 + a_+ p(1+\epsilon) < 0, \quad \forall 0 < \epsilon < \epsilon_0. \]

Therefore, we can upper bound the integral on the left hand side of (3.11) by $\int_0^\infty \exp(-p(1-\epsilon)x^2/2t) dx$ for all $0 < \epsilon < \epsilon_0$. Since the limit of $t^{-1} \log(\int_0^\infty \exp(-p(1-\epsilon)x^2/2t) dx)$ is equal to 0 as $t \to \infty$ for all small $\epsilon > 0$, we get
\[
\lim_{t \to \infty} \sup_{\epsilon \to 0} \frac{1}{t} \log \int_0^\infty e^{-\frac{p(1+\epsilon)^2}{2t} x^2} e^{\sigma_+^2 p^2(1+\epsilon)^2x/2 + p(1+\epsilon)a_+ x} dx \leq 0, \quad \text{when } a_+ < -\sigma_+^2 p/2. \tag{3.13}
\]

Now, we turn to the case $a_+ \geq -\sigma_+^2 p/2$. The integral on the left hand side of (3.11) can be upper bounded the Gaussian integrals $\int e^{-\phi(x)} dx$ where
\[ \phi(x) = p(1-\epsilon)x^2/(2t) - xp^2(1+\epsilon)^2\sigma_+^2/2 - xp(1+\epsilon)a_+. \]

By a direct computation, one can show that $\int e^{-\phi(x)} dx$ is equal to $\sqrt{\frac{2\pi t}{p(1-\epsilon)}} \exp \left( \frac{(\sigma_+^2 p^2(1+\epsilon)^2/2 + p(1+\epsilon)a_+)^2 t}{2p(1-\epsilon)} \right)$. With this exact formula, it is straightforward to check that
\[
\lim_{t \to \infty} \inf_{\epsilon \to 0} \sup_{t \geq 0} \frac{1}{t} \log \left( \sqrt{\frac{2\pi t}{p(1-\epsilon)}} \exp \left( \frac{(\sigma_+^2 p^2(1+\epsilon)^2/2 + p(1+\epsilon)a_+)^2 t}{2p(1-\epsilon)} \right) \right) = \frac{(\sigma_+^2 p^2/2 + pa_+)^2}{2p}. \tag{3.14}
\]
Combining (3.13) - (3.14) concludes the proof of (3.11). This completes the proof of (1.24).

**Proof of (1.19) & (1.20):** We know $M^p_n(t, x) = \mathbb{E}[e^{p f_t(x)}] = e^{p^2 \sigma^2 |x|/2 + a_x}$ if $x > 0$ and is equal to $e^{p^2 \sigma^2 |x|/2 - a_x}$ if $x \leq 0$. From this exact formula of $M^p_n(t, x)$, it is clear that the growth condition (1.19) holds for $\{f_t\}_{t>0}$. Since $f_t$ is same for all $t > 0$, so (1.20) is true.

**Proof of (1.21):** From the definition of $f_t(x)$, we know

$$
\frac{|f_t(x) - f_t(y)|}{|x - y|^{\frac{1}{2}}} = \begin{cases} 
\frac{|\sigma (B(x) - B(y)) + a_\pm(x - y)|}{|x - y|^{\frac{1}{2}}} & x, y \geq 0, \\
\frac{|\sigma (B(x) - B(y)) - a_\pm(x - y)|}{|x - y|^{\frac{1}{2}}} & x, y \leq 0,
\end{cases}
$$

(3.15)

Let $\sigma = \max(\sigma_+, \sigma_-)$. From the above relations, we intend to show that the following inequality

$$
\frac{|f_t(x) - f_t(y)|}{|x - y|^{\frac{1}{2}}} \leq \frac{\sigma |B(x) - B(y)|}{|x - y|^{\frac{1}{2}}} + \max(|a_+|, |a_-|)
$$

(3.16)

holds for all $x, y \in \mathbb{R}$ such that $|x - y| \leq 1$ and $xy \geq 0$. Now, we show how (3.16) implies (1.21). We define $\theta_n = n$ for all $n \in \mathbb{Z}$. Fix any $n \in \mathbb{Z}$. By (3.16), we may bound $f_t(x) - f_t(\theta_n)$ by $\sigma |B(x) - B(\theta_n)| + \max(|a_+|, |a_-|)$ for any $x \in [\theta_n, \theta_{n+1})$ (since $|x - \theta_n| \leq 1$ and $x \theta_n \geq 0$). As a consequence, for all $s > \max(|a_+|, |a_-|)$,

$$
\mathbb{P}\left( \sup_{x \in [\theta_n, \theta_{n+1})} |f_t(x) - f_t(\theta_n)| \geq s \right) \leq \mathbb{P}\left( \sigma \sup_{x \in [\theta_n, \theta_{n+1})} |B(x) - B(\theta_n)| \geq s - \max(|a_+|, |a_-|) \right) \leq e^{-c(s - \max(|a_+|, |a_-|))^2},
$$

where $c$ is a constant which does not depend on $n$ or $t$. The last inequality follows by applying reflection principle and tail decay of a Gaussian random variable. This shows (1.21).

4. Auxiliary Results

4.1. **Proof of Proposition 1.13.** To prove (1.29), it suffices to show that for $s > \zeta$,

$$
\lim_{t \to \infty} \sup_{p \in \mathbb{R}} \frac{1}{t} \log \mathbb{P}(X(t) \geq st) \leq -\max_{p \in \mathbb{R}} \{ps - h(p)\}, \quad \lim_{t \to \infty} \inf_{p \in \mathbb{R}} \frac{1}{t} \log \mathbb{P}(X(t) \geq st) \geq -\max_{p \in \mathbb{R}} \{ps - h(p)\}.
$$

(4.1)

We first show $\lim\sup$. Recall the definition of $h$. Note that $h'$ is strictly increasing and has a continuous inverse. Let us define $q : (0, \infty) \to (\zeta, \infty)$ as $q(s) := (h')^{-1}(s)$. Note that the supremum of $ps - h(p)$ is attained when $p$ is equal to $q(s)$ and therefore, $\sup_{p > q} \{ps - h(p)\} = q(s) - h(q(s))$. By using the Markov’s inequality, we get $\mathbb{P}(X(t) \geq st) \leq e^{-q(s)st} \mathbb{E}[e^{q(s)X(t)}]$. We take the logarithm of both sides of this inequality, divide them by $t$ and let $t \to \infty$. Consequently,

$$
\lim_{t \to \infty} \sup_{p \in \mathbb{R}} \frac{1}{t} \log \mathbb{P}(X(t) \geq st) \leq \lim_{t \to \infty} \sup_{p \in \mathbb{R}} \left( -q(s)st + \log \mathbb{E}[e^{q(s)X(t)}] \right) = -(s q(s) - h(q(s))),
$$

where the last equality follows from (1.28). This proves $\lim\sup$.

We turn to show $\lim\inf$. To this aim, we define $q_\epsilon : (0, \infty) \to (\zeta, \infty)$ as $q_\epsilon(s) = (h')^{-1}(s + \epsilon)$. For convenience of notation, we will use $q_\epsilon$ to denote $q_\epsilon(s)$. Fix any $s, \epsilon > 0$. We define a exponentially tilted probability measure $\bar{\mathbb{P}}_{t,s}$ as

$$
\bar{\mathbb{P}}_{t,s}(X(t) \in A) := \frac{1}{\mathbb{E}[e^{q_\epsilon X(t)}]} \mathbb{E}[e^{q_\epsilon X(t)} 1_{\{X(t) \in A\}}],
$$

where $A$ is a Borel set in $\mathbb{R}$. We denote the expectation with respect to $\bar{\mathbb{P}}_{t,s}$ by $\bar{\mathbb{E}}_{t,s}$. We claim that for showing $\lim\inf$, it suffices to verify for any fixed $s > 0$,

$$
\lim_{t \to \infty} \bar{\mathbb{E}}_{t,s}(X(t) \in [ts, t(s + 2\epsilon)]) = 1.
$$

(4.2)

Let us first explain how $\lim\inf$ follows from (4.2). From the definition of $\bar{\mathbb{P}}_{t,s}$, we know the following change of measure formula-

$$
\mathbb{P}(X(t) \geq ts) = \bar{\mathbb{E}}_{t,s}[e^{-q_\epsilon X(t)} 1_{\{X(t) \geq ts\}}] \mathbb{E}\left[ e^{q_\epsilon X(t)} \right].
$$

(4.3)
Since $\{ts \leq X(t) \leq t(s + 2\epsilon)\}$ is contained in $\{X(t) \geq ts\}$, we get the following inequality:

$$\mathbb{E}_{t,s} \left[ e^{-q(t)I_{X(t) \geq ts}} \right] \geq \mathbb{E}_{t,s} \left[ e^{-qX(t)I_{ts \leq X(t) \leq t(s + 2\epsilon)}} \right] \geq e^{-(s + 2\epsilon)q_{e}} \mathbb{P}_{t,s} \left( ts \leq X(t) \leq t(s + 2\epsilon) \right).$$

(4.4)

Substituting this inequality into the right hand side of (4.3) yields

$$\mathbb{P} \left( X(t) \geq ts \right) \geq e^{-(s + 2\epsilon)q_{e}} \mathbb{E} \left[ e^{qX(t)} \right] \mathbb{P}_{t,s} \left( st \leq X(t) \leq (s + 2\epsilon)t \right).$$

(4.5)

We take the logarithm of both sides of the above inequality and divide them by $t$ for both sides of (4.5). Letting $t \to \infty$, we conclude that

$$\liminf_{t \to \infty} \frac{1}{t} \log \mathbb{P} \left( X(t) \geq ts \right) \geq -(s + 2\epsilon)q_{e} + \liminf_{t \to \infty} \frac{1}{t} \mathbb{E} \left[ e^{qX(t)} \right] = -(s + 2\epsilon)q_{e} + h(q_{e}),$$

where the first inequality follows from (4.2) and the second equality follows from (1.28). Recall that $\lim_{t \to 0} q_{e} = q(s)$. By the continuity of $h$, as $\epsilon \to 0$, the right hand side in the above display converges to $-sq(s) + h(q(s))$. Recall that $-sq(s) + h(q(s))$ is equal to $-\max_{s \in \mathbb{R}} \{ sp + h(p) \}$. This completes demonstrating how $\lim \inf_{t \to \infty} \mathbb{P}_{t,s} (X(t) \notin [ts, t(s + 2\epsilon)]) = 0$. Throughout the rest, we prove (4.2).

In order to prove (4.2), it is enough to demonstrate $\lim_{t \to \infty} \mathbb{P}_{t,s} (X(t) \notin [ts, t(s + 2\epsilon)]) = 0$. This follows from the combination of following results:

$$\limsup_{t \to \infty} \frac{1}{t} \log \mathbb{P}_{t,s} (X(t) < ts) < 0, \quad \limsup_{t \to \infty} \frac{1}{t} \log \mathbb{P}_{t,s} (X(t) > t(s + 2\epsilon)) < 0.$$

(4.6)

We proceed to prove these below. We first show $\lim_{t \to \infty} t^{-1} \log \mathbb{P}_{t,s} (X(t) < ts) < 0$. By Markov’s inequality, for $\lambda > 0$,

$$\mathbb{P}_{t,s} (X(t) < ts) \leq e^{\lambda ts} \mathbb{E}_{t,s} \left[ e^{-\lambda X(t)} \right] = e^{\lambda ts} \frac{\mathbb{E} \left[ e^{(q_{e} - \lambda)X(t)} \right]}{\mathbb{E} \left[ e^{q_{e}X(t)} \right]}.$$

We take the logarithm of both sides and divide them by $t$. Letting $t \to \infty$ and utilizing (1.28), we get

$$\limsup_{t \to \infty} \frac{1}{t} \log \mathbb{P}_{t,s} \left( X(t) < ts \right) \leq \lambda s + h(q_{e} - \lambda) - h(q_{e}).$$

The desired result will follow from the above inequality if we can find a positive $\lambda$ such that the right hand side above is negative. To find such $\lambda$, we consider $H : (0, \infty) \to \mathbb{R}$ as $H(\lambda) := \lambda s + h(q_{e} - \lambda) - h(q_{e})$. It is straightforward that $H(0) = 0$ and $H'(0) = s - h'(q_{e}) = -\epsilon$ since $q_{e} := (h')^{-1}(s + \epsilon)$. Since $H$ has continuous derivative, there exists $\lambda^{*} > 0$ such that $H(\lambda^{*}) < 0$. This implies $\limsup_{t \to \infty} t^{-1} \log \mathbb{P}_{t,s} (X(t) < ts) < 0$ which concludes the desired result.

Now we show $\limsup_{t \to \infty} t^{-1} \log \mathbb{P}_{t,s} (X(t) > t(s + 2\epsilon)) < 0$. By Markov’s inequality, for $\lambda > 0$,

$$\mathbb{P}_{t,s} \left( X(t) > t(s + 2\epsilon) \right) \leq e^{-(s + 2\epsilon)q_{e}} \mathbb{E}_{t,s} \left[ e^{\lambda X(t)} \right] = e^{-(s + 2\epsilon)q_{e}} \frac{\mathbb{E} \left[ e^{(q_{e} + \lambda)X(t)} \right]}{\mathbb{E} \left[ e^{q_{e}X(t)} \right]}.$$

In the same way as in the previous case, we get

$$\limsup_{t \to \infty} \frac{1}{t} \log \mathbb{P} \left( X(t) > t(s + 2\epsilon) \right) \leq -\lambda(s + 2\epsilon) + h(q_{e} + \lambda) - h(q_{e}).$$

To conclude the desired result, we will find $\lambda > 0$ such that the right hand side is less than 0. Like as in before, we consider $\tilde{H} : (0, \infty) \to \mathbb{R}$ as $\tilde{H}(\lambda) := -\lambda(s + 2\epsilon) + h(q_{e} + \lambda) - h(q_{e})$ for which we know that $\tilde{H}(0) = 0$, $\tilde{H}'(0) = -s - 2\epsilon + h'(q_{e}) = -\epsilon$. Combination of these observations with the continuity of $\tilde{H}$ yields the existence $\lambda > 0$ such that the right hand side of the above inequality is less than 0. This proves the second limiting result of (4.6) and hence, completes the proof.
4.2. Proof of Lemma 1.14. For proving (i), we first note that the logarithm of $M^f_t(x, t)$ is a convex function of $p \in (0, \infty)$ which can be checked by verifying that the second derivative of $\log M^f_p(t, x)$ w.r.t. $p$ stays positive for all $p \in (0, \infty)$. Since the convexity is preserved under taking pointwise supremum and/or, limit of a sequence of convex functions, the convexity of $g(p)$ for $p \in (0, \infty)$ now follows from its definition and the fact that $\log M^f_p(t, x)$ is convex in $p$. To see the non-negativity of $g(p)$, for $t > T_0$, we write

$$\sup_{x \in \mathbb{R}} \left(-\frac{p x^2}{2t} + \log M^f_p(t, x)\right) \geq -\frac{p L^2}{2t} + \sup_{x \in [-L, L]} \log M^f_p(t, x) \geq -\frac{p L^2}{2t} - K,$$

where the first inequality follows noting that the function $-\frac{p x^2}{2t}$ takes its minimum value in the interval $[-L, L]$ at $\pm L$ and the second inequality is obtained by applying the lower bound condition (1.20) on $f_1$. By dividing both sides of the above inequality by $t$ and letting $t$ go to $\infty$, the limit of the left hand side yields $g(p)$ whereas the right hand side goes to $0$. This proves that $g(p) \geq 0$ for all $p > 0$.

We turn to show (ii). We first prove that for every $p > 0$ and $\gamma > 0$, the set $\text{MAX}^f_{p, \gamma}(t)$ is nonempty. By the definition of supremum, it suffices to prove $\sup_{y \in \mathbb{R}}\{-\frac{py^2}{2t} + \log M^f_p(t, y)\}$ is finite. By the growth condition (1.19), we know that for all $t > 0$,

$$-\frac{px^2}{2t} + \log M^f_p(t, x) \leq -\frac{px^2}{2t} + C|x| + \frac{\alpha px^2}{2t} + C = \frac{p(\alpha - 1)x^2}{2t} + C|x| + C.$$

Since $\alpha < 1$, the supremum of the right hand side over $x \in \mathbb{R}$ is finite, which implies $\sup_{y \in \mathbb{R}}\{-\frac{py^2}{2t} + \log M^f_p(t, y)\}$ is finite. This shows $\text{MAX}^f_{p, \gamma}(t)$ is nonempty.

It remains to show that for fixed $p, \gamma > 0$, there exists $T_0$ and $C = C(p, \gamma), |x_{q, \gamma}(t)| \leq Ct$ for all $t > T_0$ and $\frac{q}{2} < q < 2p$. We prove this by contradiction. Suppose that $|x_{q, \gamma}(t)|$ exceeds $\frac{Ct}{q(1 - \alpha)}$ for some $q \in [p/2, 2p]$ where $C$ is the constant in the growth condition (1.19) of $f_1$. In this occasion, we will show that the lower bound to $-qx^2_{q, \gamma}(t)/2t + M^f_q(t, x_{q, \gamma}(t))$ has to exceed its upper bound. Below, we separately compute an upper bound and a lower bound to $-qx^2_{q, \gamma}(t)/2t + M^f_q(t, x_{q, \gamma}(t))$. Before proceeding to those computations, we note that for any $\frac{q}{2} \leq q \leq 2p, x \in \mathbb{R}$ and $t \in \mathbb{R}_{>0}$ (using Hölder’s inequality when $f_t(x)$ is random),

$$-\frac{qx^2}{2t} + 2q \log M^{f/2}_p(t, x) \leq -\frac{qx^2}{2t} + \log M^f_q(t, x) \leq -\frac{qx^2}{2t} + \frac{q}{2p} \log M^f_{2p}(t, x). \quad (4.7)$$

**Upper bound to $-qx^2_{q, \gamma}(t)/2t + M^f_q(t, x_{q, \gamma}(t))$:** By the growth condition (1.19), the right hand side of the second inequality in (4.7) is bounded above by $-q(1 - \alpha)x^2/2t + C|x|$. Plugging the bound on $|x_{q, \gamma}(t)|$ into this bound shows that $-qx^2_{q, \gamma}(t)/2t + M^f_q(t, x_{q, \gamma}(t))$ is bounded above by the maximum of $-q(1 - \alpha)x^2/2t + C|x|$ over $x \in \mathbb{R}$, which equals $-\frac{2q^2}{q(1 - \alpha)}$.

**Lower bound to $-qx^2_{q, \gamma}(t)/2t + M^f_q(t, x_{q, \gamma}(t))$:** We claim and prove that $-qx^2_{q, \gamma}(t)/2t + M^f_q(t, x_{q, \gamma}(t))$ is bounded below by $-\frac{qL^2}{2t} - 4K - \delta$ where $K$ is the same constant as in the lower bound condition (1.20) of $f_1$.

Recall that $x_{q, \gamma}(t) \in \text{MAX}^f_{p, \gamma}(t)$. Referring to (1.30),

$$-\frac{qx^2_{q, \gamma}(t)^2}{2t} + \log M^f_q(t, x_{q, \gamma}(t)) \geq \sup_{y \in \mathbb{R}}\left(-\frac{qy^2}{2t} + \log M^f_q(t, y)\right) - \gamma.$$

Due to the first inequality of (4.7), $-\frac{qy^2}{2t} + \log M^f_q(t, y)$ is bounded below by $-qy^2/2 + 2p^{-1}q \log M^f_{2p}(t, y)$ for all $y \in \mathbb{R}$. Substituting this inequality into the right hand side of the above display and restricting the supremum over the interval $[-L, L]$, we get

$$-\frac{qx^2_{q, \gamma}(t)^2}{2t} + \log \mathbb{E}\left[e^{f_t(x_{q, \gamma}(t))}\right] \geq \max_{y \in [-L, L]}\left\{ -\frac{qy^2}{2t} + \frac{2q}{p} \log M^f_{2p}(t, y)\right\} - \gamma,$$

where the constant $L$ is same as in the lower bound condition (1.20) for $\log M^{f/2}_p(t, y)$. One may bound the right hand side of the above display from below by $-qL^2/2t + 2p^{-1}q \max_{y \in [-L, L]}\{\log M^f_{2p}(t, y)\} - \gamma$. Since $2p^{-1}q \max_{y \in [-L, L]}\{\log M^f_{2p}(t, y)\}$ bounded below by $-4K$ due to (1.20) and $q < 2p$, we find the right hand side in the above display is lower bounded by $-\frac{qL^2}{2t} - 4K - \gamma$. 


As we have shown above, if \(|x_{\beta,\gamma}(t)| > \frac{4Ct}{q(1-\alpha)}\), our lower bound to \(-\frac{2x_{\beta,\gamma}(t)^2}{2t} + \log M(f)_q(t, z)\) (which is \(-\frac{2t^2}{2t} - 4K - \delta\)) exceeds the upper bound (which is \(-\frac{2Ct}{q(1-\alpha)}\)) for all large \(t\). This is a contradiction. Hence, the result follows.

4.3. Proof of Proposition 1.6. The proof is essentially the same as that in Lemma 1.18 of [CH16]. We add more detail. First, we note that

\[ Z_{nw,y}^{nw,y}(t, x) = p(t, x-y) + \int_0^t \int_{\mathbb{R}} p(t-s, x-z) Z_{nw,y}^{nw,y}(s, z) \xi(s, z) ds dz. \]

where \( Z_{nw,y}^{nw,y} \) denotes the solution of the SHE started from the delta initial measure at \( y \). Multiplying both sides of the above display by \( e^f(y) \) and integrating with respect to \( y \) over \( \mathbb{R} \) shows that \( \int_{\mathbb{R}} e^f(y) Z_{nw,y}^{nw,y}(t, x) dy \) satisfies the mild equation of the SHE starting from \( e^f \). For any fixed \( x \in \mathbb{R} \), the spatial process of \( Z_{nw,y}^{nw,y}(t, x) \) in \( y \) has the same distribution as \( Z_{nw,y}^{nw,y}(t, y) \) by the “time reversal property” of the SHE. Finally, \( Z_{nw,x}^{nw,x}(t, y) \) has the same distribution as \( Z_{nw}(t, y-x) \) due to the translation invariance of the space-time white noise and the latter has the same distribution as \( Z_{nw}(t, x-y) \) as a process in \( y \) due to symmetry. Since \( f \) is independent of \( \xi \), the law of \( \int_{\mathbb{R}} e^f(y) Z_{nw,y}^{nw,y}(t, x) dy \) (as a process in \( x \)) remains the same after replacing \( Z_{nw,y}^{nw,y}(t, x) \) with \( Z_{nw}(t, x-y) \) for any fixed \( x \). This shows \( \int_{\mathbb{R}} e^f(y) Z_{nw}(t, x-y) dy \) is the mild solution of the SHE started from from \( f \) for any fixed \( x \in \mathbb{R} \). This completes the proof of Proposition 1.6.
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