HYPERBOLIC SRB MEASURES AND THE LEAF CONDITION

SNIR BEN OVADIA

Abstract. Let $M$ be a Riemannian, boundaryless, and compact manifold, with dim $M \geq 2$ and let $f$ be a $C^{1+}$ diffeomorphism. We show that there is a hyperbolic SRB measure if and only if there exists an unstable leaf with a subset of positive leaf volume of hyperbolic points which return to some Pesin set with positive frequency. This answers a question of Pesin.
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1. Introduction and Overview of Main Results

In this paper, we give necessary and sufficient conditions for the existence of hyperbolic SRB measures for non-uniformly hyperbolic diffeomorphisms on compact manifolds of arbitrary dimension. We begin by recalling what are SRB measures and why they are interesting.

1.1. SRB Measures. Let $M$ be a compact Riemannian manifold with no boundary, of dimension $d \geq 2$. Let $f \in \text{Diff}^{1+}\beta(M)$, $\beta \in (0, 1)$, the set of $C^1$ diffeomorphisms on $M$ with $\beta$-Hölder continuous differential.
An embedded submanifold $V^u$ is called an unstable leaf if $\forall x,y \in V^u, \limsup_{n \to \infty} \frac{1}{n} \log d(f^{-n}(x), f^{-n}(y)) < 0$. We say that $V^u$ is of maximal dimension, if it is not contained in any unstable leaf with larger dimension.

Given a measurable partition $\xi$, let $\xi(x) = \text{the unique } \xi\text{-element which contains } x$. By Rokhlin’s disintegration theorem, any Borel probability $\mu$ carried by $\cup \xi\xi$, can be disintegrated into conditional measures w.r.t. $\xi\xi, \mu = \int_M \mu(\xi(x))d\mu(x)$, where for $\mu$-a.e. $x, \mu(\xi(x))$ is a Borel probability carried by $\xi(x)$. A measurable partition is said to be subordinated to the unstable foliation, if every partition element is contained in an unstable leaf of maximal dimension $V^u(\xi(x))$, and $\lambda_{V^u(\xi(x))}(\xi(x)) > 0$, where $\lambda_{V^u(\xi(x))}$ is the induced Riemannian volume of $V^u(\xi(x))$.

An $f$-invariant Borel probability $\mu$ is called an SRB measure (after Sinai, Ruelle and Bowen), if given a measurable partition which is subordinated to the unstable foliation $\xi$, $\mu(\xi(x)) \ll \lambda_{V^u(\xi(x))}$ for $\mu$-a.e. $x$.

SRB measures are interesting, because they serve as good substitutes for absolutely continuous invariant measures (a.c.i.m.), in cases when acims do not exist. This is due to the following three important properties of SRB measures:

1. **Geometric Structure**: Compatibility with the induced Riemannian structure on unstable leaves even when the Riemannian volume is not preserved.

2. **Physicality**: Every ergodic and hyperbolic SRB measure $\mu$ is physical:

   \[ \text{Vol} \left( \left\{ x \in M : \forall g \in C(M), \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} g \circ f^k(x) = \int g d\mu \right\} \right) > 0, \]

   where Vol denotes the Riemannian volume of $M$. This was first shown for uniformly hyperbolic diffeomorphisms by Ruelle [Rue76]. For volume preserving non-uniformly hyperbolic diffeomorphisms, see [Pes77], and for non volume preserving see [KSLP86, PS89]. Physicality does not imply the SRB property. For the gap between the two properties, see [Tsu91].

3. **Entropic variational principle**: SRB measures satisfy Pesin’s entropy formula

   \[ h_\mu(f) = \int \sum_{\lambda_i > 0} \chi_i(x) d\mu(x) \]

   where $\chi_i(x)$ is the $i$-th Lyapunov exponent of $x$ (with multiplicity), [Rue76, Pes77, Led84, LS82]; and the LHS is strictly smaller than the RHS for all other measures [Rue76, Rue78, LY85].

For other nice properties of SRB measures, such as their role in the theory of random perturbation of smooth dynamical systems, see [Kif74] and [You86].

### 1.2. The Problem

The natural question arises: which systems admit SRB measures?

In [RHRHTU11], Rodriguez-Hertz, Rodriguez-Hertz, Tahzibi and Ures have introduced the notion of an ergodic homoclinic class associated to a periodic hyperbolic point. They have shown that each ergodic homoclinic class carries at most one (hyperbolic) SRB measure, and that every ergodic hyperbolic SRB measure is carried by a single ergodic homoclinic class.

Because of these results, we focus our work on constructing ergodic hyperbolic SRB measures on a given fixed ergodic homoclinic class.

### 1.3. Main Results

In this paper we give a necessary and sufficient condition for the existence of a hyperbolic SRB measure in terms of the structure of the unstable leaves of hyperbolic points ("Leaf condition").

We give an overview of our main results.

Building on our earlier works of [BO18, BO20], we describe in §2 explicit sets $\text{RWT}_\chi^\epsilon \subseteq M(\epsilon, \chi > 0)$ with the following properties:

1. $\text{RWT}_\chi^\epsilon$ is $f$-invariant.
2. $\text{RWT}_\chi^\epsilon$ carries all hyperbolic $f$-invariant measures all of whose Lyapunov exponents have modulus bigger than $\chi$.
3. $\text{RWT}_\chi^\epsilon = \bigcup_{r=1}^\infty \Lambda_r$, where $\Lambda_r$ are suitably defined Pesin sets (see Definition 7.5).
4. $\exists \epsilon_\chi(\chi, M, f, \beta)$ s.t. $\forall \epsilon \in (0, \epsilon_\chi]$, one can code $f : \text{RWT}_\chi^\epsilon \to \text{RWT}_\chi^\epsilon$ by a two-sided countable Markov shift $\sigma : \hat{S} \to \hat{S}$ (see §3).

We now make the following definitions:
(1) $\text{RWT}_\chi := \text{RWT}^{\chi}$.

(2) $\text{RWT}^{\text{PR}} := \left\{ x \in \text{RWT}_\chi : \exists r_x \text{ s.t. } \limsup_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \mathbb{1}_{\Lambda_{r_x}}(f^k(x)) > 0 \right\}$.

(3) Given a hyperbolic periodic point $p$, the ergodic homoclinic class of $p$ (w.r.t. $\chi$) is

$$H_\chi(p) := \{ x \in \text{RWT}_\chi : W^u(x) \cap W^s(o(p)) \neq \emptyset, W^s(x) \cap W^u(o(p)) \neq \emptyset \},$$

where $W^u(x) = \bigcup_{n \geq 0} f^n[V^u(f^{-n}(x))]$, $W^s(x) = \bigcup_{n \geq 0} f^{-n}[V^s(f^n(x))]$, where $V^u(\cdot)$ is the respective local unstable/stable leaf of a non-uniformly hyperbolic point, and $o(p) = \{ p, \ldots, f^{\text{Per}(p)-1}(p) \}$.

Given a smooth submanifold $V \subseteq M$, let $\lambda_V$ denote the induced Riemannian volume on $V$. The main results of this paper are (Theorem 7.2):

(a) $f$ admits a $\chi$-hyperbolic SRB measure if and only if $\exists$ unstable leaf of maximal dimension $V^u$ s.t.

$$\lambda_V(V^u(\text{RWT}^{\text{PR}})) > 0. \quad (1)$$

(b) Suppose $\exists$ unstable leaf of maximal dimension $V^u$ s.t. $\lambda_V(V^u(\text{RWT}_\chi)) > 0$, then $\exists$ hyperbolic periodic point $q$ s.t. $H_\chi(q)$ carries an ergodic, conservative, invariant and $\sigma$-finite measure $\mu$ with absolutely continuous measures on unstable leaves. This is an SRB measure if and only if $\mu$ is finite.

We remark that $V^u$ in (a),(b) can always be taken to be the unstable leaf of maximal dimension of a hyperbolic periodic point.

Our results extend the classical results of Sinai and Ruelle on the existence of SRB measures for uniformly hyperbolic diffeomorphisms to the non-uniformly hyperbolic setup. Let us explain how they apply in the particular examples of Anosov or Axiom A diffeomorphisms. For Anosov systems, the condition is satisfied trivially, since orbits are uniformly hyperbolic, and every point on an unstable leaf is hyperbolic. For Axiom A systems, orbits are uniformly hyperbolic; and when the basin of attraction has a positive volume, the volume of the hyperbolic points in an unstable leaf transversal to the saturation of stable leaves, must be positive due to Pesin’s absolute continuity theorem. Our results also extend other known results in the non-uniformly hyperbolic setup, such as [You98] and [CLP19] (see §1.4 for more details).

While the leaf condition is difficult to check in concrete examples (indeed we do not have new examples where we can check it), we believe it has theoretic value especially for studying the stability and genericity of the existence of SRB measures in “natural classes” of dynamical systems. This is because the leaf condition can be checked on a single leaf of a single hyperbolic periodic point.

Our methods also give a characterization of the existence of a hyperbolic SRB measure in the language of thermodynamic formalism of countable Markov shifts. The restriction of $f$ to an ergodic homoclinic class $H_\chi(p)$ admits a coding by a topologically transitive countable Markov shift $\sigma : \hat{\Sigma} \to \hat{\Sigma}$ (see [BCS] and §3.3 below). Let

$$\hat{\Sigma}_L = \{(\ldots, R_{-2}, R_{-1}, R_0) : \mathbf{R} \in \hat{\Sigma} \}$$

$$\sigma_R : \hat{\Sigma}_L \to \hat{\Sigma}_L, \quad (\sigma_R)_{i} = R_{i-1}. \quad (2)$$

In §4 we construct for each $\mathbf{R} \in \hat{\Sigma}_L$ an unstable leaf of maximal dimension $V^u(\mathbf{R})$ and a measure $m_{V^u(\mathbf{R})}$ on $V^u(\mathbf{R})$ s.t. $m_{V^u(\mathbf{R})} \sim \lambda_{V^u(\mathbf{R})}$ and

$$m_{V^u(\sigma_R \mathbf{R})} \circ f^{-1}|_{V^u(\mathbf{R})} = e^{\phi(\mathbf{R})} \cdot m_{V^u(\mathbf{R})}$$

where $\phi(\cdot)$ is an explicit one-sided cohomolog of the geometric potential in symbolic coordinates. We show

(c) $\phi : \hat{\Sigma}_L \to \mathbb{R}$ is bounded, Hölder continuous, and has non-positive Gurevich pressure, and under the assumptions of (b), the measure from (b) is finite (and thus an ergodic hyperbolic SRB) if and only if $\phi$ is positive recurrent with zero Gurevich pressure. (See §6 for Definitions, and Theorem 4.10, Claim 4.21, Appendix A, Theorem 6.2, Theorem 7.2).

Finally, in proving (c), we also prove in a new way that a hyperbolic SRB measure satisfies Pesin’s entropy formula, see Corollary 7.4.
1.4. Comparison to Other Results in the Literature. In their pioneering work, Sinai, Ruelle, and Bowen gave necessary and sufficient conditions for the existence of SRB measures in the context of Anosov and Axiom A systems (see [Sin68b, Rue76, Bow08, BR75]). See also [PS82] for existence of $u$-Gibbs measures on compact attractors with uniform expansion. In [HY95], Hu and Young constructed an example of an “almost Anosov” system, which admits no SRB measures. Later, in her celebrated result [You98], Young showed the existence of an SRB measure for non-uniformly hyperbolic maps with Young towers, subject to an assumption of integrability of the return-time to the base of the tower w.r.t. the Lebesgue measure.

In [CDP16], Climenhaga, Dolgopyat and Pesin have introduced the notion of a leaf condition, with “effectively hyperbolic” points. Climenhaga, Dolgopyat and Pesin show that if there exists a forward invariant set of positive Riemannian volume, which admits a measurable invariant family of stable and unstable cones, and the leaf condition is satisfied for an effectively hyperbolic subset of it, then there exists a hyperbolic SRB measure.

In the non-uniformly hyperbolic setup, Climenhaga, Luzzatto and Pesin have recently achieved a similar result to ours in the two-dimensional setup, [CLP19]. They assume the existence of a geometric rectangle, with boundaries defined by the stable and unstable leaves of two homoclinically related periodic hyperbolic points, such that it contains a set of non-uniformly hyperbolic points which return with positive frequency to the geometric rectangle and to some Pesin set; and such that the saturation of their stable leaves has a positive Riemannian volume. In this case, they show that a hyperbolic SRB measure exists, and go further to show that when a hyperbolic SRB measure exists, this condition is satisfied. Their methods involve the construction of a Young tower, and are inherently two-dimensional (although their methods involve proving a refined shadowing theorem which one expects to extend to high dimensions). An important achievement in their work is the construction of a Young tower which is a first-return tower for a power of $f$. The power depends on the periods of the two periodic points which define the geometric rectangle.

The main difference between our results and theirs is that we do not assume dim $M = 2$, nor the existence of a rectangle as above.

The question whether a leaf condition implies the existence of an SRB measure was raised by Y. Pesin [Pes].

1.5. An overview of the Proof. Since the proof is long and technical, we thought it might be useful to give the reader an informal overview of the argument.

The main result says that the leaf condition (1) is necessary and sufficient for the existence of an SRB measure. The direction ($\Leftarrow$) is easy: Suppose a $\chi$-hyperbolic SRB measure exists, then it gives $\text{RWT}^{\text{PR}}_\chi$ full measure. Therefore a.e. conditional measure of the SRB measure gives $\text{RWT}^{\text{PR}}_\chi$ full measure. Since the conditional measures of an SRB measure are absolutely continuous with respect to the induced Riemannian volume measure, the leaf condition (1) must hold. Henceforth, we focus on the difficult direction ($\Rightarrow$): If the leaf condition (1) holds, then a $\chi$-hyperbolic SRB measure exists.

Constructing an SRB measure means constructing an invariant probability measure whose conditional measures on unstable leaves are absolutely continuous. To do this we will first construct a family of absolutely continuous leaf measures which are carried by hyperbolic points, and then we will integrate this family into a finite invariant measure $\mu$, using $s$ suitably chosen measure $p$ on the space of leaves. The SRB property of $\mu$ is guaranteed, but to ensure invariance, we will need to make sure that the family of leaf measures and the measure $p$ we use to integrate it both satisfy certain explicit transformation laws.

Step 1: A family of smooth measures on unstable leaves with a transformation law for $f^{-1}$. In this step we construct a family of smooth measures $m_{V^u}$ on unstable leaves $V^u$ with an explicit transformation law for the pull-back by $f^{-1}$.

The full description of the transformation law can be found in Theorem 4.10, and we will not repeat it here. It says, roughly, that if $V^u_1$, $V^u_2$ are two unstable leaves such that $f^{-1}[V^u_1] \subset V^u_2$, then

$$m_{V^u_2} \circ f^{-1}|_{V^u_1} = e^{\phi(V^u_1, V^u_2)} m_{V^u_1}$$

(2)

where the Radon-Nikodym derivative $e^{\phi(V^u_1, V^u_2)}$ is constant on $V^u_1$.

The construction is based on a limiting procedure, as in [Sin68b, PS82]: We start from an absolutely continuous measure on an exponentially small unstable leaf of the point $f^{-n}(x)$, push it forward using $f^n$
to an unstable leaf of \( x \), and pass to the limit as \( n \to \infty \). Most of the technical work goes into controlling the regularity of the densities of the measures we get this way, in the limit as \( n \to \infty \).

**Step 2: The Markovian structure of the space of smooth leaf measures.** Our next task is the find a measure \( p \) on the space of leaf measures so that we can integrate the leaf measures into a finite invariant measure. As preparation for this, we first parameterize the family of leaf measures by a one-sided countable Markov shift. This will later enable us obtain \( p \) from a suitable measure on this shift space.

We use the countable Markov partition from [B018]. While this partition does not cover all of the manifold, it does cover \( \text{Wt}^{\text{PR}} \), and thus it carries all \( \chi \)-hyperbolic invariant probability measures (see section 3 for details).

A Markov partition induces a coding by the space of all the admissible bi-infinite words whose letters are elements of the partition.\(^1\) The space \( \Sigma_L \) of all admissible words \( \mathcal{R} = (\ldots, w_{-1}, w_0) \) which are infinite to the left (made of letters which are elements of the Markov partition) is endowed with its own natural dynamics and topology.

For every infinite word \( \mathcal{R} \in \hat{\Sigma}_L \), we construct a corresponding local unstable leaf of maximal dimension \( V^u(\mathcal{R}) \), such that (a) \( \mathcal{R} \mapsto V^u(\mathcal{R}) \) has strong continuity properties; and (b) the pull-back (under \( f^{-1} \)) of an unstable leaf associated to an infinite word \( (\ldots, w_{-2}, w_{-1}, w_0) \) is contained in the unstable leaf associated to the word \( (\ldots, w_{-3}, w_{-2}, w_{-1}) \). We then check that (c) the composed map

\[
\text{infinite word} \mapsto \text{local unstable leaf of maximal dimension} \mapsto \text{smooth leaf measure from step 1}
\]

has good continuity properties. At the end of all this work, we have a continuous parametrization of the space of smooth leaf measures from step 1 by means of the collection of left infinite words \( (\ldots, w_{-1}, w_0) \) of a countable Markov shift.

**Step 3: Canonical codings and a family of absolutely continuous measures with a transformation rule for \( f \).** At this point we need to address a subtle but crucial problem.

Let \( \sigma_R : \hat{\Sigma}_L \to \hat{\Sigma}_L \) be the right shift \( \sigma_R(\ldots, w_{-1}, w_0) := (\ldots, w_{-2}, w_{-1}) \). We would have liked to use the transformation rule (2) for \( f^{-1} \) to deduce the following transformation rule for \( f \):

\[
m_{V^u(S)} \circ f^{-1} \overset{?}{=} \sum_{\sigma_R(S) = R} e^{\phi(V^u(S))} m_{V^u(S)}.
\]

But \( ? \) may be false, because of possible overlaps between \( V^u(S) \) for different \( S \in \sigma_R^{-1}(\{R\}) \). The problem is not just overlaps at the boundaries of the elements of the Markov partition of \( \text{Wt}^{\text{PR}} \), but also the overlaps outside the set covered by the Markov partition. In step 3 we address this difficulty.

The coding from the second step may not be one-to-one, however the orbit of each point in the set which is covered by the partition has a unique itinerary (i.e. a list of the partition elements in which its orbit elements lie). We call the collection of all such itineraries, the space of the canonical codings.

We restrict the smooth measures \( m_{V^u(S)} \) from the second step to the intersection of \( V^u(S) \) with the stable leaves associated to canonical codings of points in \( V^u(R) \). Call these restrictions \( \mu_R \). (It is not clear that \( \mu_R \neq 0 \), we address this in step 5.) For these measures, we do indeed have:

1. **Transformation law for \( f \):** Let \( \phi(R) = \phi(V^u(S), V^u(\sigma_R(S))) \) (see step 1), then

\[
\mu_R \circ f^{-1} = \sum_{\sigma_R(S) = R} e^{\phi(S)} \mu_S.
\]

2. **Absolute continuity with respect to the induced Riemannian leaf volume.**

3. **\( \mu_R \) a.e. point is the intersection of a stable leaf and an unstable leaf.**

We call the family \( \{\mu_R\} \) the family of absolutely continuous leaf measures.

This is the family of leaf measures which we plan to integrate into an invariant SRB measure of the form \( \mu := \int_{\hat{\Sigma}_L} \mu_R dp \), for some measure \( p \). It remains to find \( p \).

Because of the transformation law (3), in order for \( \mu \) to be \( f \)-invariant, it is sufficient to choose \( p \) to be an eigenmeasure with eigenvalue one for the Ruelle operator of \( \phi \) on \( \hat{\Sigma}_L \) (see Definition 4.29). We will call such measures \( \phi \)-conformal measures.

\(^1\)Admissible means that for any two consecutive letters which represent partition elements \( a \) and \( b \) resp., \( a \cap f^{-1}[b] \neq \emptyset \).
The remaining steps of the proof show that such measures exist. This is done using the “generalized Ruelle’s Perron-Frobenius Theorem” from [Sar01]. This theorem gives a necessary and sufficient condition for the existence of a conservative eigenmeasure \( p \) for the Ruelle measure of \( \phi \). The following steps verify these sufficient conditions.

**Step 4: Modulus of continuity of \( \phi(R) \) on \( \hat{\Sigma}_L \).**

The first condition to check is that \( \phi(R) \) is Hölder continuous on \( \hat{\Sigma}_L \), with respect to the natural metric on \( \hat{\Sigma}_L \). We do this by a careful analysis of the modulus of continuity of the maps in the following composition:

- infinite word \( R \mapsto \) local unstable leaf \( V^u(R) \mapsto \) smooth leaf measure \( m_{V^u(R)} \mapsto \) log-Jacobian \( \phi(R) \).

**Step 5: A non-trivial transitive component.** Sarig’s construction of \( \phi \)-conformal measures also requires **topological transitivity** of the shift.

The transitive components we use arise as the codings of ergodic homoclinic classes in the sense of [RHRHTU11], see [BCS] and [BO20]. To find a transitive component with non-vanishing leaf measures \( \mu_R \) we use the leaf condition (1). This condition guarantees the existence of at least one non-zero \( \mu_R \), and we show that if \( \mu_R \neq 0 \) for one leaf, then \( \mu_R \neq 0 \) for all \( \hat{\Sigma}_L \) in a transitive component of \( \hat{\Sigma}_L \).

**Step 6: Thermodynamic properties of \( \phi \).** Next we check the following thermodynamic properties of \( \phi \) (see section 6 for definitions):

1. the recurrence of \( \phi \),
2. the Gurevich pressure of \( \phi \) is 0.

This is done using the Leaf condition, and a Borel-Cantelli argument.

Once the thermodynamic properties of \( \phi \) are verified, we can apply the generalized Ruelle’s Perron-Frobenius Theorem and deduce the existence of an eigenmeasure \( p \) for the Ruelle operator. The recurrence of \( \phi \) guarantees that \( p \) is conservative (i.e. has no non-trivial wandering sets). The vanishing of the Gurevich pressure, ensures that the eigenvalue is equal to one, and therefore that \( p \) is a \( \phi \)-conformal measure. Together with the transformation rule (3), \( \phi \)-conformality implies that

\[
\mu := \int_{\hat{\Sigma}_L} \mu_R dp
\]

is an \( f \)-invariant, non-identically zero, conservative, and \( \sigma \)-finite measure for which almost every point has a stable and an unstable local leaf. However, it is still not clear that \( \mu \) is a finite measure.

**Step 7: Finiteness of \( \mu \).** At this point in the proof, we have a measure \( \mu = \int_{\hat{\Sigma}_L} \mu_R dp \) as follows:

1. \( \mu \) is not the zero measure (by choice of the transitive component in step 5),
2. \( \mu \) is \( f \)-invariant (because of the transformation law (3)),
3. \( \mu \) is conservative (by recurrence),
4. \( \mu \) is carried by hyperbolic points (by the construction of \( \mu_R \)),
5. \( \mu \) is \( \sigma \)-finite and ergodic (these properties hold for \( p \) bt [Sar01], and we show they extend to \( \mu \)).

We strengthen (5) and show that \( \mu \) is finite on Pesin sets.

By the leaf condition, for \( \mu \)-a.e. orbit, the density of times when the orbit enters some (fixed) Pesin set is positive. This implies that \( \mu \) is finite, otherwise by ergodicity, conservativity, and the Ratio Ergodic Theorem, the density would have to be equal to zero. So \( \mu \) must be finite.

**Completion of the proof.** Let us normalize \( \mu \) to have a total mass one. As explained in the end of step 6, \( \mu \) is \( f \)-invariant. By construction, \( \mu_R \) are carried by intersections of stable and unstable leaves of canonical codings (step 3), and this can be used to show that \( \mu \) almost every orbit is hyperbolic. Finally, the conditional measures of \( \mu \) on \( V^u(R) \) are absolutely continuous with respect to the induced Riemannian volume measure, because by construction, they are proportional to \( \mu_R \). Therefore \( \mu \) is a hyperbolic SRB measure, and we have shown that the leaf condition (1) implies the existence of a hyperbolic SRB measure.

**A road map to the proof:** Step 1 can found in Theorem 4.10. Step 2 can be found in Definition 3.3, Theorem 3.6, Definition 4.3, and Lemma 4.20. Step 3 can be found in Definition 4.23 and Proposition 4.30.
Step 4 can be found in Claim 4.21. Step 5 can be found in Lemma 5.3 and Proposition 5.4. Step 6 can be found in Theorem 6.3. Step 7 can be found in Theorem 7.2 and Theorem 7.9.

1.6. Notation.

(1) For every \(a, b \in \mathbb{R}, c \in \mathbb{R}^+, a = e^{\pm c} \cdot b\) means \(e^{-c} \cdot b \leq a \leq e^c \cdot b\), and \(a = b \pm c\) means \(b - c \leq a \leq b + c\).
(2) \(\forall a, b \in \mathbb{R}, a \wedge b := \min\{a, b\}\).
(3) TMS stands for a topological Markov shift (i.e. the space of all bi-infinite admissible paths on a directed graph).
(4) For every topological Markov shift \(\Sigma\) which is induced by a graph \(G := (V, E)\) (e.g. Theorem 3.2), for every finite admissible path \((v_0, \ldots, v_l)\), \(v_i \in V, 0 \leq i \leq l\), a cylinder is a subset of the form \([v_0, \ldots, v_l]_m = \{y \in \Sigma : u_{i+m} = v_i, \forall 0 \leq i \leq l\}\). When the \(m\) subscript is omitted, if not mentioned otherwise, \(m = 0\) or \(m = -l\).
(5) Let \(x \in M\). \(T_x M\) is the tangent space to \(M\) at \(x\), \(d_x f : T_x M \to T_{f(x)} M\) is the differential of \(f\) at \(x\), and \(\text{Jac}(d_x f) := |\det(d_x f)|\) is the Jacobian of \(d_x f\) w.r.t. the Riemannian metrics of \(T_x M, T_{f(x)} M\).
(6) \(-N := \{\ldots, -2, -1, 0\}\).
(7) Given a Borel measure \(\mu\) and a measurable function \(\rho\) which is defined \(\mu\)-a.e., the measure \(\rho \cdot \mu\) (also \(\rho_\mu\) for short) is defined by \((\rho_\mu)(A) := \int_A \rho(x) d\mu(x)\).

2. The Set of Hyperbolic Points \(\text{RWT}_\chi\)

In this section we introduce the set of hyperbolic points which we use in our construction. The significance of this set is that it carries every hyperbolic \(f\)-invariant probability measure with Lyapunov exponents outside of \([-\chi, \chi], \chi > 0\), and in particular the hyperbolic SRB measure we wish to construct. In addition, \(\text{RWT}_\chi\) is covered by a Markov partition which we use later on (see §3.1). Moreover, this set is in a sense the “maximal” set with these properties, as it also contains all elements of the Markov partition.

The reader may wonder why we make an effort to describe \(\text{RWT}_\chi\) explicitly, given the fact that it is a set of full measure for all \(\chi\)-hyperbolic invariant measures. The reason is that in our proof we will also use leaf measures and infinite measures. For such measures, \(\text{RWT}_\chi\) is not necessarily a set of full measure, and it will be important to us to know which points it contains, and which not.

**Definition 2.1.** Fix \(\chi > 0\).

1. A point \(x \in M\) is called \(\chi\)-summable if it belongs to the following set:
   \[
   \chi\text{-summ} := \{x \in M : \exists \text{ a unique splitting } T_x M = H^s(x) \oplus H^u(x) \text{ s.t. } \sup_{\xi_s \in H^s(x), |\xi_s| = 1} \sum_{m=0}^{\infty} |d_x f^m \xi_s|^2 e^{2\chi m} < \infty, \sup_{\xi_u \in H^u(x), |\xi_u| = 1} \sum_{m=0}^{\infty} |d_x f^{-m} \xi_u|^2 e^{2\chi m} < \infty\}.
   \]
   For each \(x \in \chi\)-summ, write \(s(x) := \dim(H^s(x)), u(x) := \dim(H^u(x))\).

2. A point \(x \in M\) is called \(\chi\)-hyperbolic if it belongs to the following set:
   \[
   \chi\text{-hyp} := \{x \in M : \exists \text{ a unique splitting } T_x M = H^s(x) \oplus H^u(x) \text{ s.t. } \forall \xi_s \in H^s(x) \setminus \{0\}, \forall \xi_u \in H^u(x) \setminus \{0\}, \limsup_{n \to \infty} \frac{1}{n} \log |d_x f^n \xi_s|, \limsup_{n \to \infty} \frac{1}{n} \log |d_x f^{-n} \xi_u| < -\chi\}.
   \]
   A measure carried by \(\chi\)-hyp is called \(\chi\)-hyperbolic.

Notice that \(\chi\)-hyp \(\subseteq\) \(\chi\)-summ.

The Pesin-Oseledec reduction theorem has many different versions, which are suitable for different setups (see [BP07]). We use the version which appears, with proof, in [BO18, Theorem 2.4].

**Theorem 2.2** (Oseledec-Pesin Reduction Theorem). For each point \(x \in \chi\)-summ, there exists an invertible linear map \(C_\chi(x) : \mathbb{R}^d \to T_x M\), which depends measurably on \(x\), such that \(C_\chi(x)[\mathbb{R}^{s(x)} \times \{0\}] = H^s(x), C_\chi(x)[\{0\} \times \mathbb{R}^{u(x)}] = H^u(x)\). \(C_\chi(\cdot)\) can be chosen measurably on \(\chi\)-summ, and the choice is unique up to a composition with orthogonal self mappings of \(H^s(x), H^u(x)\). In addition,
\[
C_\chi^{-1}(f(x)) \circ d_x f \circ C_\chi(x) = \begin{pmatrix} D_s(x) & 0 \\ 0 & D_u(x) \end{pmatrix},
\]
where $D_s(x), D_u(x)$ are square matrices of dimensions $s(x), u(x)$ respectively, and $\|D_s(x)\|, \|D_u^{-1}(x)\| \leq e^{-\chi}, \|D_s^{-1}(x)\|, \|D_u(x)\| \leq \kappa$ for some constant $\kappa = \kappa(f, \chi) > 1$.

It is possible to show that $\|C_\chi^{-1}(x)\|^2 = \sup_{\xi \in \mathcal{H}^s(x), \xi \in \mathcal{H}^u(x)} \left\{ 2 \sum_{m \geq 0} |d_x f^m \xi_s|^2 e^{2\chi m} + 2 \sum_{m \geq 0} |d_x f^{-m} \xi_u|^2 e^{2\chi m} \right\}$. See [BO18, Theorem 2.4] for details. $\|C_\chi^{-1}(x)\|$ depends only on the unique splitting $T_x M = H^s(x) \oplus H^u(x)$. $\|C_\chi^{-1}(x)\|$ serves as a measurement of the hyperbolicity of $x$: The greater the norm, the worse the hyperbolicity (slow contraction/expansion on stable/unstable spaces, or small angle between the stable and unstable spaces).

**Definition 2.3.** Let $\epsilon > 0$, and let $x \in \chi-\text{summ}$, then

$$Q_\epsilon(x) := \max\{Q \in \{e^{\frac{\chi}{\epsilon}}\}_{\epsilon \in \mathbb{N}} : Q \leq 3^{-\frac{\beta}{2}} \epsilon^{\frac{2\beta}{3}} \|C_\chi^{-1}(x)\|^{-\frac{\beta}{2}}\}.$$

$Q_\epsilon(\cdot)$ depends only on the norm of $C_\chi^{-1}(\cdot)$, and is indifferent to composition with orthogonal self mappings of the “stable” and “unstable” subspaces.

**Definition 2.4** (Recurrent $\epsilon$-weak temperability). Let $\epsilon > 0$. A point $x \in \chi-\text{summ}$ is called $\epsilon$-weakly temperable if $\exists q : \{f^n(x)\}_{n \in \mathbb{Z}} \to \{e^{\frac{\chi}{\epsilon}}\}_{\epsilon \in \mathbb{N}}$ s.t.

1. $2\beta \ell = e^{\chi}$,
2. $\forall n \in \mathbb{N}, q(f^n(x)) \leq Q_\ell(f^n(x))$.

An $\epsilon$-weakly temperable point $x$ is called recurrently $\epsilon$-weakly temperable, if in addition to (1),(2), $q : \{f^n(x)\}_{n \in \mathbb{Z}} \to \{e^{-\frac{\chi}{\epsilon}}\}_{\ell \in \mathbb{N}}$ can be chosen to satisfy also (3):

3. $\limsup_{n \to \infty} q(f^n(x)), \limsup_{n \to \infty} q(f^{-n}(x)) > 0$.

Define

$$\text{WT}_\chi^\epsilon := \{x \in \chi-\text{summ} : x \text{ is } \epsilon\text{-weakly temperable}\},$$

and

$$\text{RWT}_\chi^\epsilon := \{x \in \chi-\text{summ} : x \text{ is recurrently } \epsilon\text{-weakly temperable}\}.$$

$\text{WT}_\chi^\epsilon$ is the set of weakly temperable points, with parameters $\chi, \epsilon > 0$, and $\text{RWT}_\chi^\epsilon$ is the set of recurrently weakly temperable points, with parameters $\chi, \epsilon > 0$.

Theorem 3.7 gives an important application to the definition of $\text{RWT}_\chi^\epsilon$.

In the following parts of this paper, when $\chi > 0$ is fixed, the subscript of $\epsilon$ would be omitted to ease notation. In addition, we may assume $\epsilon > 0$ is arbitrarily small, since the results of [BO18, BO20] apply to all $\epsilon \in (0, \epsilon_\chi]$, for a fixed $\chi > 0$.

**Definition 2.5.**

$$\text{RWT}_\chi := \{x \in \chi-\text{summ} : x \text{ is recurrently } \epsilon_\chi\text{-weakly temperable}\}.$$

**Remark:** $\text{RWT}_\chi$ carries all $\chi$-hyperbolic $f$-invariant probability measures; and $\text{RWT}_\chi$ is defined canonically, see [BO18]. In the upcoming parts of this paper, we focus our attention to this set, when constructing a $\chi$-hyperbolic SRB measure.

3. Preliminary Constructions

3.1. Symbolic Dynamics. Sarig constructed a Markov partition for non-uniformly hyperbolic surface diffeomorphisms in [Sar13]. Later, we extended his results to manifolds of any dimension greater or equal to 2 in [BO18]. These codings do not code all $x \in M$. In [BO20], we gave a canonical description of all points with codings which do not escape to infinity (i.e. do not escape every compact set of the symbolic space, see Proposition 3.8). In this section, we present an overview of these results.
Since $M$ is compact, $\exists r = r(M) > 0, \rho = \rho(M) > 0$ s.t. the exponential map $\exp_r : \{ v \in T_xM : |v| \leq r \} \to B_r(x) = \{ y \in M : d(x, y) < \rho \}$ is well defined and smooth. When $\epsilon \leq r$, the following is well defined since $C_\chi(\cdot)$ is a contraction (see [BP07],[KM95],[BO18, Lemma 2.9]):

**Definition 3.1** (Pesin-charts).

1. $\psi^0_x := \exp_x \circ C_\chi(x) : \{ v \in T_xM : |v| \leq \eta \} \to B_\epsilon(x)$, $\eta \in (0, Q_r(x)]$, is called a Pesin-chart.
2. A double Pesin-chart is an ordered couple $\psi^{p^s,p^u} := (\psi^{p^u}_x, \psi^{p^s}_x)$, where $\psi^{p^u}_x$ and $\psi^{p^s}_x$ are Pesin-charts.

**Theorem 3.2.** $\forall x > 0$ s.t. $\exists p \in \chi$-hyp a periodic hyperbolic point, $\exists$ a countable and locally-finite directed graph $\mathcal{G} = (V, E)$ which induces a topological Markov shift $\Sigma := \{ u \in V^\mathbb{Z} : (u_i, u_{i+1}) \in E, \forall i \in \mathbb{Z} \}$. $\Sigma$ admits a map $\pi : \Sigma \to M$ with the following properties:

1. $\sigma : \Sigma \to \Sigma$, $(\sigma u)_i := u_{i+1}$, $i \in \mathbb{Z}$ (the left-shift); $\pi \circ \sigma = f \circ \pi$.
2. $\pi$ is a Hölder continuous map w.r.t. to the metric $d(u, v) := \exp(-\min\{i \geq 0 : u_i \neq v_i \text{ or } u_{i+1} \neq v_{i+1}\})$.
3. Let $\Sigma^\# := \{ u \in \Sigma : \exists n_k, m_k \uparrow \infty \text{ s.t. } u_{nk} = u_{n_0}, u_{m_k} = u_{m_0}, \forall k \geq 0 \}$. Then $\pi[\Sigma^\#]$ carries all $f$-invariant, $\chi$-hyperbolic probability measures.

This theorem is the content of [BO18, Theorem 3.13] (and similarly, the content of [Sar13, Theorem 4.16] when $d = 2$). $\mathcal{V}$ is a collection of double Pesin-charts (see Definition 3.1), with the following discreteness property: Every $v \in \Sigma$ is a double Pesin-chart of the form $v = \psi^{p^u,p^s}_x$ with $0 < p^s, p^u \leq Q_r(x)$; and discreteness means that $\forall \eta > 0 : \#\{ v \in \Sigma : v = \psi^{p^u,p^s}_x \text{ with } p^s \wedge p^u > \eta \} < \infty$.

**Definition 3.3.**

1. $\forall u \in \mathcal{V}, Z(u) := \{ \pi[u] : u \in \Sigma^\#, u_0 = u \}$, $Z := \{ Z(u) : u \in \mathcal{V} \}$.
2. $\mathcal{R}$ is a countable partition of $\bigcup_{v \in \mathcal{V}} Z(v) = \pi[\Sigma^\#]$, s.t.

   a. $\mathcal{R}$ is a refinement of $Z$: $\forall Z \in Z, R \in \mathcal{R}$, $R \cap Z \neq \emptyset \Rightarrow R \subseteq Z$.

   b. $\forall v \in \mathcal{V}, \#\{ R \in \mathcal{R} : R \subseteq \pi(u) \} < \infty$ (Sar13, §11).

   c. The rectangles property: $\forall R \in \mathcal{R}$, $\forall x, y \in R \exists ! z := [x, y] R \in R, s.t. \forall i \geq 0, R(f^i(z)) = R(f^i(y)), R(f^{-i}(z)) = R(f^{-i}(x))$, where $R(t)$ := the unique partition member of $\mathcal{R}$ which contains $t$, for $t \in \pi[\Sigma^\#]$.

   d. Symbolic Markov property: Let $R, S \in \mathcal{R}$, and let $x \in R \cap f^{-1}[S]$. Let $u \in \Sigma^\#$ s.t. $\pi(u) = x$. Let $W^u(x, R) := \{ y \in R : y \in V^u(w) \}$, $W^s(x, R) := \{ y \in R : y \in V^s(w) \}$ (see §3.2 for $V^s(\cdot), V^u(\cdot)$). Then $f = [W^u(f(x), S)] \subseteq W^u(f(x), R)$ and $f(W^s(f(x), R)) \subseteq W^s(f(x), S)$.

   e. $\forall R, S \in \mathcal{R}$, we say $R \to S$ if $R \cap f^{-1}[S] \neq \emptyset$. Let $\hat{\mathcal{E}} := \{ (R, S) \in \mathcal{R}^2 : R \to S \}$.

   f. $\tilde{\Sigma} := \{ R \in \mathcal{R}^\mathbb{Z} : R_i \to R_{i+1}, \forall i \in \mathbb{Z} \}$. This is the TMS associated to the graph $\mathcal{G} = (\mathcal{R}, \hat{\mathcal{E}})$.

**Remarks:**

1. Given $Z$, such a refining partition as $\mathcal{R}$ exists by the Bowen-Sinai refinement, see [Sar13, §11.1].
2. Property (2)(d) makes $\mathcal{R}$ a Markov partition, in sense close to [Sin68a, Bow70, AW67].
3. By property (2)(b), and since $\Sigma$ is locally-compact (see Theorem 3.2), local-finiteness of $\mathcal{G}$ implies local-compactness of $\Sigma$, $\tilde{\Sigma}$ is also locally-compact.

**Definition 3.4** ([Sar13, §12.2],[12.3]).

1. $\mathcal{R}^\# := \{ R \in \tilde{\Sigma} : \exists m_k : m_k \uparrow \infty \text{ s.t. } R_{nk} = R_{n_0}, R_{m_k} = R_{m_0}, \forall k \geq 0 \}$.
2. Two partition members $R, S \in \mathcal{R}$ are said to be affiliated if $\exists u, v \in \mathcal{V}$ s.t. $R \subseteq Z(u)$, $S \subseteq Z(v)$ and $Z(u) \cap Z(v) \neq \emptyset$.

**Claim 3.5** (Local finiteness of the cover $Z$). $\forall Z \in Z, \#\{ Z' \in Z : Z' \cap Z \neq \emptyset \} < \infty$.

This claim is the content of [BO18, Theorem 5.2] (and similarly [Sar13, Theorem 10.2] when $d = 2$).

**Remark:** By Claim 3.5 and Definition 3.3(2)(b), every partition member of $\mathcal{R}$ has only a finite number of partition members affiliated to it.

The coding $\pi : \Sigma \to M$ is usually $\infty$-to-one. Using $\mathcal{R}$, we can obtain a finite-to-one coding as follows.

**Theorem 3.6.** Given $\tilde{\Sigma}$ from Definition 3.3, there exists a map $\tilde{\pi} : \tilde{\Sigma} \to M$ s.t.

---

3I.e. finite number of in-going and out-going edges at each vertex.
Claim 3.11. Every ergodic conservative $\chi$-hyperbolic point is an unstable leaf of maximal dimension, i.e. $\dim V^u(x) = \dim V^s(x)$.

This is the content of the main theorem of [BO18], Theorem 1.1 (and similarly the content of [Sar13, Theorem 1.3] when $d = 2$).

Theorem 3.7 ([BO20]). $\exists \epsilon > 0$ which depends only on $M, f, \beta$ and $\chi$, s.t. $\forall \epsilon \in (0, \epsilon) \cup \bigcup_{n=1}^{\infty} \log \frac{1}{n} \leq 0$. Similarly, a stable leaf is an unstable leaf of $f^{-1}$.

Definition 3.9. An unstable leaf (of $f$) in $M, V^u$, is a $C^{1+\frac{d}{2}}$-regular, embedded, open, Riemann manifold of $M$, such that $\forall x, y \in V^u$, $\limsup_{n \to \infty} \frac{1}{n} \log d(f^{-n}(x), f^{-n}(y)) < 0$. Similarly, a stable leaf is an unstable leaf of $f^{-1}$.

Definition 3.10. An unstable leaf is called an unstable leaf of maximal dimension, if it is not contained in any unstable leaf of a greater dimension.

Notice that if $x \in RWT_\chi$ belongs to an unstable leaf of maximal dimension $V^u$, then $\dim H^u(x) = \dim V^u$. This can be seen from the following claim.

Claim 3.11. $\forall \underline{u} \in \Sigma$, there exists an unstable leaf of maximal dimension $V^u(\underline{u})$, which depends only on $(u_i)_{i < 0}$, and a stable leaf $V^s(\underline{u})$ of maximal dimension, which depends only on $(u_i)_{i \geq 0}$, s.t. $\{\pi(\underline{u})\} = V^u(\underline{u}) \cap V^s(\underline{u})$.

This is the content of [BO18, Proposition 3.12, Theorem 3.13, Proposition 4.4] (and similarly [Sar13, Proposition 4.15, Theorem 4.16, Proposition 6.3] when $d = 2$). By construction, $V^s(\underline{u}), V^u(\underline{u})$ are local unstable leaves with finite induced Riemannian volume.

Claim 3.12. $\forall \underline{u} \in \Sigma, f(V^s(\underline{u})) \subset V^s(\sigma^0(\underline{u}))$, $f^{-1}(V^u(\underline{u})) \subset V^u(\sigma^{-1}(\underline{u}))$.

This is the content of [BO18, Proposition 3.12] (and similarly [Sar13, Proposition 4.15] when $d = 2$).

3.3. Ergodic Homoclinic Classes and Maximal Irreducible Components. In this section we present the definition of certain invariant sets which correspond to topologically transitive components of the symbolic coding. These components are essential for the discussion on thermodynamic properties of the symbolic space (see §6).

Definition 3.13. Let $x \in RWT_\chi$, and let $\underline{u} \in \Sigma$ s.t. $\pi(\underline{u}) = x$. The global stable (respectively unstable) manifold of $x$ is $W^s(x) := \bigcup_{n \geq 0} f^{-n}(V^s(\sigma^n(\underline{u})))$ (respectively $W^u(x) := \bigcup_{n \geq 0} f^n(V^u(\sigma^{-n}(\underline{u})))$).

This definition is proper and is independent of the choice of $\underline{u}$ for more details on the size of the leaves $V^u(\cdot)$ under shift see [BO18, Definition 2.23, Definition 3.2].

Let $p$ be a periodic point in $\chi$-summ, i.e. hyperbolic periodic point. Since $p$ is periodic, $\|C^{-1}_\chi(\cdot)\|$ is bounded along the orbit of $p$, and therefore $p \in RWT_\chi$.

Definition 3.14. The ergodic homoclinic class of $p$ (w.r.t. $\chi$) is

$H_\chi(p) := \{x \in RWT_\chi : W^u(x) \cap W^s(o(p)) \neq \emptyset, W^s(x) \cap W^u(o(p)) \neq \emptyset\}$,

where $\cap$ denotes transverse intersections of full codimension, $o(p)$ is the (finite) orbit of $p$, and $W^s/u(\cdot)$ are the global stable and unstable manifolds of the point, respectively.

This notion was introduced in [RHRHTU11][§ 1.1], with a set of Lyapunov regular points replacing RWT_\chi. Every ergodic conservative $\chi$-hyperbolic measure is carried by an ergodic homoclinic class of some periodic hyperbolic point.
Definition 3.15. Consider the partition \( \mathcal{R} \) from Definition 3.3.

1. Define \( \sim \subseteq \mathcal{R} \times \mathcal{R} \) by \( R \sim S \iff \exists n_{RS}, n_{SR} \in \mathbb{N} \text{ s.t. } R \xrightarrow{n_{RS}} S, S \xrightarrow{n_{SR}} R \), i.e. a path of length \( n_{RS} \) connecting \( R \) to \( S \), and a path of length \( n_{SR} \) connecting \( S \) to \( R \). The relation \( \sim \) is transitive and symmetric. When restricted to \( \{ R \in \mathcal{R} : R \sim R \} \), it is also reflexive, and thus an equivalence relation. Denote the corresponding equivalence class of some representative \( R \in \mathcal{R} \), \( R \sim R \), by \( \langle R \rangle \).

2. A maximal irreducible component in \( \Sigma \), corresponding to \( R \in \mathcal{R} \), \( R \sim R \), is \( \{ R \in \Sigma : \Sigma \in (\mathcal{R})^2 \} \).

Proposition 3.16. Let \( p \) be a periodic \( \chi \)-hyperbolic point. Then, there exists a maximal irreducible component, \( \Sigma \subseteq \Sigma \), s.t. \( \hat{\pi}[(\Sigma)^\#] = H_\chi(p) \) modulo all conservative measures, where \( \Sigma^\# := \{ u \in \Sigma : \exists v, w \text{ s.t. } \# \{ i > 0 : u_i = v \} = \# \{ i < 0 : u_i = w \} = \infty \} \).

This is the content of [BO20, Theorem 5.9], and is based on the result of Buzzi, Crovisier and Sarig in [BCS] for homoclinic classes of the type of Newhouse [New72], and the \( f \)-invariant, \( \chi \)-hyperbolic, probability measures which they carry.

3.4. The Canonical Part of the Symbolic Space. In this section we introduce a dense invariant subset of the symbolic space, whose image covers the union of the Markov partition in a one-to-one way. Later, we will use this set to define a collection of absolutely continuous leaf measures with a good transformation law for the action of \( f \), see section 1.5, step 3.

Definition 3.17. Let \( -N = (\ldots, -2, -1, 0) \) and set
\[
\Sigma_L := \{(R_i)_{i \leq 0} \in \mathcal{R}^{-N} : \forall i \leq 0, R_{i-1} \rightarrow R_i \}, \quad \sigma_R : \Sigma_L \rightarrow \Sigma_L, \sigma_R((R_i)_{i \leq 0}) = (R_{i-1})_{i \leq 0}.
\]

Notice, \( \sigma_R \) is the right-shift, not the left-shift \( \sigma \). In order to prevent any confusion, we will always notate \( \sigma_R \) with a subscript \( R \) (for “right”), when considering the right-shift.

Definition 3.18 (The canonical coding \( R(\cdot) \)).
\[
\forall x \in \pi[\Sigma^\#] = \bigcup \mathcal{R}, (R(x))_i := R(f^i(x)), i \in \mathbb{Z}.
\]

Definition 3.19.
\[
\forall R \in \Sigma_L, \quad W^u(R) := \bigcap_{j=0}^{\infty} f^j[R_{-j}].
\]

One should notice that \( \hat{\pi}(R(x)) = x, W^u(R(x)) \ni x \), and so \( W^u(R(x)) \neq \emptyset \).

We have the following very important property:

Corollary 3.20. \( \forall R \in \Sigma_L \),
\[
f[W^u(R)] = \bigcup_{\sigma_R \Sigma = R} W^u(\Sigma).
\]

Proof. Since \( f \) is a diffeomorphism,
\[
f[W^u(R)] = f[\bigcap_{j=0}^{\infty} f^j[R_{-j}]] = \bigcap_{j=0}^{\infty} f^{j+1}[R_{-j}] = f[R_0] \cap \bigcap_{j=1}^{\infty} f^{j+1}[R_{-j}]
\]
\[
= (\bigcup_{R_0 \rightarrow S} S) \cap f[R_0] \cap \bigcap_{j=1}^{\infty} f^{j+1}[R_{-j}] = \bigcup_{R_0 \rightarrow S} (S \cap \bigcap_{j=0}^{\infty} f^{j+1}[R_{-j}]) = \bigcup_{\sigma_R \Sigma = R} W^u(\Sigma),
\]
where the transition from the top equation to the bottom one, is due to the fact that \( f[R_0] \subseteq \bigcup_{R_0 \rightarrow S} S \) by definition, whence \( f[R_0] = f[R_0] \cap \bigcup_{R_0 \rightarrow S} S \).

Definition 3.21. Let
\[
\Sigma^\circ := \{ R \in \Sigma : \forall n \in \mathbb{Z}, f^n(\hat{\pi}(R)) \in R_n \},
\]
\[
\Sigma^* := \{ R \in \Sigma^\# : W^u(R) \neq \emptyset \},
\]
where \( \Sigma^\# := \{(R_i)_{i \leq 0} : (R_i)_{i \in \mathbb{Z}} \in \Sigma^\# \} \). We call \( \Sigma^\circ, \Sigma^* \) the canonical parts of the respective symbolic spaces.
Notice that $R(\cdot)$ is the inverse of $\hat{\pi}|_{\hat{\Sigma}^o}$ and $R(x) \in \hat{\Sigma}^o$ for all $x \in \bigcup \mathcal{R}$.

**Remark:** One should notice that $\hat{\Sigma}^o \subset \hat{\Sigma}^\#$, $\hat{\Sigma}^o_L \subset \hat{\Sigma}^\#$. This can be seen as follows: If $R \in \hat{\Sigma}^o$, then $\hat{\pi}(R) \in \bigcup \mathcal{R} = \pi[\hat{\Sigma}^\#]$. Take any $u \in \Sigma^\#$ s.t. $\hat{\pi}(u) = \pi(R) \equiv x$, then $Z(u) \supseteq R(f(x))$, $\forall i \in \mathbb{Z}$, whence by the local-finiteness of the refinement and the pigeonhole principle, $R(x) \in \hat{\Sigma}^o$. In addition, since $\hat{\Sigma}^o_L = \tau[\hat{\Sigma}^o]$ (where $\tau$ is the projection to the non-positive coordinates), and $\hat{\Sigma}^o_L \subset \hat{\Sigma}^o$, we get $\hat{\Sigma}^o_L \subset \hat{\Sigma}^o$.

Next, since every admissible cylinder contains a point in $\hat{\Sigma}^o$ ([Sar13, Lemma 12.1]), we get that $\hat{\Sigma}^o$ is a dense invariant subset (Corollary 3.22 shows in addition that its image under $\hat{\pi}$ covers the Markov partition elements). Thus, $\hat{\Sigma}^o_L$ is dense $\hat{\Sigma}_L$; and for every $R \in \hat{\Sigma}^o_L$, $S \in \hat{\Sigma}_L$ s.t. $\sigma_R S = R$, the Markov property tells us there is a point in $W^u(S)$, whence $\hat{\Sigma}^o_L$ is also invariant.

**Corollary 3.22.**

$$\hat{\pi}|_{\hat{\Sigma}^o} = \hat{\pi}|_{\hat{\Sigma}^\#} = \pi[\Sigma^\#] = \bigcup \mathcal{R}.$$  

**Proof.** In the remark after Definition 3.21 we saw that $\hat{\Sigma}^o \subset \hat{\Sigma}^\#$. In addition, $\pi[\Sigma^\#] \subset \hat{\pi}[\hat{\Sigma}^o]$ because for any $x \in \pi[\Sigma^\#] = \bigcup \mathcal{R}$, $R(x) \in \hat{\Sigma}^o$ and $\hat{\pi}(R(x)) = x$. In total, by Proposition 3.8,

$$\hat{\pi}[\hat{\Sigma}^o] \subset \hat{\pi}[\hat{\Sigma}^\#] = \bigcup \mathcal{R} = \pi[\Sigma^\#] \subset \hat{\pi}[\hat{\Sigma}^o].$$

\[\square\]

### 4. Space of Absolutely Continuous Leaf Measures

4.1. **Unstable Leaves and Smooth Measures.** In this section we give a definition for unstable leaves of chains in $\hat{\Sigma}$. This is different from the unstable leaves from [§3.2], which were parameterized by chains in $\Sigma$. The main challenge in doing this, is that unlike the elements of $\Sigma$, chains in $\hat{\Sigma}$ are not made of (double) Pesin charts. Therefore, they do not come equipped with a canonical choice of a local domain for their unstable leaf. We show how to choose the domain in such a way that the resulting family of leaves has the following properties: (1) $f^{-1}[V^u(R)] \subset V^u(\sigma_R R)$; and (2) The map $R \mapsto V^u(R)$ has good continuity properties. We need these properties for the proofs of Theorem 4.10 and Lemma 4.20.

**Lemma 4.1.** If $R_0 \to R_1$, where $R_0, R_1 \in \mathcal{R}$, and $R_0 \subset Z(u_0)$, $u_0 \in \mathcal{V}$ then there exists $u_1 \in \mathcal{V} s.t. u_0 \to u_1$ and $R_1 \subset Z(u_1)$. Similarly, if $R_0 \to R_1$ and $R_1 \subset Z(v_1)$, then $\exists v_0$ s.t. $v_0 \to v_1$ and $R_0 \subset Z(v_0)$.

**Proof.** Let $x \in f^{-1}[R_1] \cap Z_0$ (exists by definition since $R_0 \to R_1$). By assumption, $x \in Z(u_0)$, hence $\exists \tilde{u} \in \Sigma^\#$ s.t. $\tilde{u}_0 = u_0$ and $\pi(\tilde{u}) = x$. Define $u_1 := \tilde{u}_1$; thus $f(x) = \pi(\sigma^{\#}_1 \tilde{u})$. Hence $f(x) \in R_1 \cap Z(\tilde{u}_1) = R_1 \cap Z(u_1)$. Since $R_1 \cap Z(u_i) \neq \emptyset$, and $R$ refines $Z$, $R_1 \subset Z(u_i)$. The proof of the second part is similar. 

**Definition 4.2.** Given $R \in \hat{\Sigma}_L$, we say that $u \in \hat{\Sigma}_L$ covers $R$, if $R_i \subset Z(u_i)$ for all $i \leq 0$. We write $u \subset R$.

By Lemma 4.1, every $R \in \hat{\Sigma}_L$, is covered by some $u \in \hat{\Sigma}_L$.

**Definition 4.3.** Given $R \in \mathcal{R}$, define $W(R) := \bigcap \{\psi_{x_0}[R_{p_0^0}(0)] : u \subset R, u_i = \psi_{x_i}^{p_i^i} p_0^i, R_0 = R\} = \bigcap \{\psi_{x_0}[R_{p_0^0}(0)] : Z(u) \supseteq R, u = \psi_{x_0}^{p_0^0} p_0^0\}$, where $R_{p_0^0}(0)$ is the open $| \cdot |_{\infty}$-ball (box) around 0 of radius $p_0^0$.

Given a chain $R \in \hat{\Sigma}_L$, we define $V^u(R) := W(R_0) \cap V^u(u)$ for some (any) $u \subset R$.

The equality in the first part of Definition 4.3 is since Lemma 4.1 implies that for every $R$ s.t. $R_0 = R$, and every $u$ s.t. $Z(u) \supseteq R$, $u$ can be extended to a chain $u$ s.t. $u \subset R$.

**Lemma 4.4.** Definition 4.3 is proper: $V^u(R)$ is independent of the choice of $u$.

**Proof.** By Claim 3.5, $\forall R \in \mathcal{R}, \{u : Z(u) \supseteq R\} < \infty$. Therefore $W(R_0)$ is well defined and is an open set. Assume $u \subset R$, and write $u_i = \psi_{x_i}^{p_i^i} p_i^i, v_i = \psi_{y_i}^{q_i^i} q_i^i, i \leq 0$. We show $V^u(u) \cap W(R_0) = V^u(u) \cap W(R_0)$. For every integer $i \leq 0$, $Z(u_i) \subset Z(v_i) \supseteq R_i$, hence $\exists z_i \in R_i, \tilde{u}_i(i) \in \Sigma^\#$ s.t. $\pi(\tilde{u}_i(i)) = \pi(\tilde{v}_i(i)) = z_i$ and $\tilde{u}_i = u_i, \tilde{v}_i = v_i$. Therefore, by [BO18, Theorem 4.13], $\psi_{x_i}^{q_i^i} \circ \psi_{x_{i+1}} = O_{-i} + a_{-i} + \Delta_{-i}$, where $O_{-i}$ is an orthogonal linear transformation, $|a_{-i}|_{\infty} < 10^{-1}(q_{-i}^u \wedge q_{-i}^u)$ is a vector of constants, and $\Delta_{-i} : R_{x_0}(0) \to \mathbb{R}^d$. 


is a differentiable map s.t. $\Delta_{-i}(0) = 0$ and $\|d\Delta_{-i}\| \leq \frac{1}{2} e^{\frac{t}{2}}$. The same theorem also states that $\frac{\mu_{\Sigma}}{\mu_{\Sigma}} = e^{\pm e \frac{t}{2}}$. Take some $z \in V^u(w) \cap W(R_0) \subseteq V^u(w) \cap \psi_{y_0}[R_{\varepsilon_0}(0)]$, then $\forall i \geq 0 \ f^{-i}(z) \in \psi_{x_{-i}}[R_{\varepsilon_{y_{-i}}}(0)] = \psi_{y_{-i}}[\psi_{-y_{-i}} \circ \psi_{x_{-i}}[R_{\varepsilon_{y_{-i}}}(0)]] \subseteq \psi_{y_{-i}}[R_{10^2 \varepsilon_{y_{-i}}}(0)]$. As in [BO18, Proposition 2.21, Proposition 3.12(4)],

$$V^u(w) = \{ x \in \psi_{y_0}[R_{\varepsilon_0}(0)] : \forall i \geq 0, f^{-i}(x) \in \psi_{y_{-i}}[R_{10^2 \varepsilon_{y_{-i}}}(0)] \}.$$ 

Hence, $z \in V^u(w)$. So $V^u(w) \cap W(R_0) \subseteq V^u(w) \cap W(R_0)$. By symmetry $V^u(w) \cap W(R_0) = V^u(w) \cap W(R_0)$. □

**Definition 4.5.**

$$\Sigma_L := \{ (u_i)_{i \in \mathbb{N}} : u \in \Sigma \}.$$ 

**Corollary 4.6.** $V^u(R)$ is an open submanifold of $M$. As such it is equipped with an induced (positive and finite) Riemannian volume measure.

**Proof.** Let some $u \in \Sigma_L$ s.t. $u \cap R$. By Definition 4.3, $V^u(R) = V^u(w) \cap W(R_0)$. $V^u(w)$ is an open submanifold (with a finite) Riemannian volume measure. $W(R_0)$ is an intersection of open subsets of $M$. The claim follows. □

**Definition 4.7.** Let $R \in \hat{\Sigma}_L$, then $\text{Vol}(V^u(R)) \in (0, \infty)$ denotes the volume of $V^u(R)$ w.r.t. its induced Riemannian leaf volume.

**Corollary 4.8.** For all $R \in \hat{\Sigma}_L$, $V^u(R) = \bigcap \{ V^u(w) : u \cap R \}$. 

**Proof.** $(\supseteq)$: Recall, $V^u(R) = \bigcap \{ \psi_{x_0}[R_{\varepsilon_0}(0)] : Z(u) \supseteq R_0, u = \psi_{x_0}[R_{\varepsilon_0}(0)] \}$ for any $u$ s.t. $u \cap R$. Fix some $u'$ s.t. $u' \cap R$ and let $z \in \bigcap \{ V^u(w) : u \cap R \}$. For each $u$ s.t. $Z(u) \supseteq R_0$, use Lemma 4.1 in succession to extend $u$ to a chain $u$ s.t. $u \cap R$ and $u_0 = u$; Then, since $V^u(w) \subseteq \psi_{x_0}[R_{\varepsilon_0}(0)]$ for $u_0 = \psi_{x_0}[R_{\varepsilon_0}(0)]$, we get $z \in \bigcap \{ \psi_{x_0}[R_{\varepsilon_0}(0)] : Z(u) \supseteq R_0, u = \psi_{x_0}[R_{\varepsilon_0}(0)] \}$. In addition, $z$ is in $V^u(w')$, whence $z \in \bigcap \{ \psi_{x_0}[R_{\varepsilon_0}(0)] : Z(u) \supseteq R_0, u = \psi_{x_0}[R_{\varepsilon_0}(0)] \} \cap V^u(w') = V^u(R)$.

$(\subseteq)$: If $x \in V^u(R)$ and $u \cap R$, then $x \in V^u(w) \cap W(R_0)$ by definition. Hence $x \in V^u(w)$. □

**Corollary 4.9.** For all $R \in \hat{\Sigma}_L$, $f[V^u(R)] \supseteq V^u(R)$. 

**Proof.** By Corollary 4.8, $V^u(R) = \bigcap \{ V^\sigma(w) : w \cap R \}$. Therefore

$$f^{-1}[V^u(R)] = \bigcap \{ f^{-1}[V^u(w)] : w \cap R \} \subseteq \bigcap \{ V^\sigma(w) : w \cap R \} = \bigcap \{ V^u(w) : w \cap R \} = V^u(\sigma[R]) = f[V^u(R)].$$ 

The equality in line (3) is given by two sided inclusions: $\subseteq$ is due to Lemma 4.1: $\forall u \in \Sigma_L$ s.t. $u \cap \sigma[R]$, there exists $u \in \Sigma_L$ s.t. $u \cap R$ and $\sigma[R] = u$; thus the intersection in line (2) is over a bigger collection of sets, and thus smaller. The inclusion $\supseteq$ is straightforward. □

Corollary 4.6 and Corollary 4.9 allow us to adapt a construction by Sinai ([Sin68b]), and build a family of absolutely continuous measures with good transformation properties. We will call these measures the natural measures. They serve as the first step in the construction of the leaf measures which we later integrate into a hyperbolic SRB measure.

**Theorem 4.10.** There exists a family of natural measures $\{ m_{V^u(R)} \} \subseteq \Sigma \cap \Sigma_L$ s.t. $\forall R \in \hat{\Sigma}_L$ $m_{V^u(R)}$ is a measure on $V^u(R)$, and $m_{V^u(\sigma[R])} f^{-1}[V^u(R)] = m_{V^u(R)} e^{\phi(R)}$, where $\phi(R) := \lim_{n \to \infty} \frac{\text{Vol}(f^{-n}[V^u(R)])}{\text{Vol}(f^{-n}[V^u(\sigma[R])])}$, $\phi : \hat{\Sigma}_L \to (-\infty, 0)$. In addition, $m_{V^u(R)} \sim \lambda_{V^u(R)}$, $\frac{d m_{V^u(R)}}{d \lambda_{V^u(R)}} = e^{\pm e}$, where $\lambda_{V^u(R)}$ is the normalized induced Riemannian leaf volume on $V^u(R)$.
Proof. Fix $R \in \tilde{\Sigma}_L$. By Corollary 4.9, \( \forall n \geq 0, f^{-n}[V^u(R)] \subseteq V^u(\sigma^R_n(R)) \). Denote by \( \lambda_n \) the normalized Riemannian leaf volume on \( f^{-n}[V^u(R)] \). Define \( \mu_n = \lambda_n \circ f^{-n} \). This is an absolutely continuous probability measure on \( V^u(R) \). Let 
\[
\rho^R_n(y) := \frac{d\mu_n}{d\lambda_{V^u}(y)}(y) = \frac{\text{Jac}(dy f^{-n}|_{T_yV^u(R)})}{\text{Vol}(V^u(R))} \cdot \frac{\text{Vol}(f^{-n}[V^u(R)])}{\text{Vol}(f^{-n}[V^u(R)])}.
\]
Define \( m_\mu \) as the Riemannian leaf volume on \( V^u(R) \) (not normalized). Then
\[
\rho^R_n(y) = \text{Jac}(dy f^{-n}|_{T_yV^u(R)}) \cdot \frac{1}{\text{Vol}(V^u(R))} \cdot \text{Vol}(f^{-n}[V^u(R)]).
\]
Define \( g^R_n(y) := \int_{V^u(R)} \frac{\text{Jac}(dz f^{-n}|_{T_zV^u(R)})}{\text{Jac}(dy f^{-n}|_{T_yV^u(R)})} \text{dm}(z) \). Then
\[
g^R_n(y) = \int_{V^u(R)} \frac{1}{\text{Vol}(V^u(R))} \cdot \text{Vol}(f^{-n}[V^u(R)]) \cdot \text{dm}(z).
\]
Let \( z \in V^u(R) \). Thus by \([\text{BO18}, \text{Proposition 4.4}(3)]\), for any \( n \geq 0 \), and \( \omega(f^{-n}(y)), \omega(f^{-n}(z)) \) any normalized volume forms on \( T_{f^{-n}(y)} f^{-n}[V^u(R)], T_{f^{-n}(z)} f^{-n}[V^u(R)] \) respectively,
\[
\forall m \geq 0, \ |\log |d(f^{-m}(y)) f^{-m}(\omega(f^{-n}(y)))| - \log |d(f^{-m}(z)) f^{-m}(\omega(f^{-n}(z)))| \leq \epsilon d(f^{-n}(y), f^{-n}(z))^\frac{1}{d}.
\]
Let any \( u \in \Sigma_L, u_i = \psi_i, y \leq 0 \) s.t. \( u \cap R \), then by the strong bound shown in the proof of \([\text{Sar13}, \text{Proposition 6.3}(1)]\), \( \epsilon d(f^{-n}(y), f^{-n}(z))^\frac{1}{d} \leq \epsilon (\frac{\delta^2}{\eta^2})^\frac{1}{d} \leq \epsilon (\frac{\delta^2}{\eta^2})^\frac{1}{d} \leq \epsilon (\frac{\delta^2}{\eta^2})^\frac{1}{d} \). Hence
\[
\sum_{j=0}^{n+m-1} \log \text{Jac}(d_{f^{-j}(z)} f^{-1}|_{T_{f^{-j}(z)} f^{-1}[V^u(R)]}) - \log \text{Jac}(d_{f^{-j}(y)} f^{-1}|_{T_{f^{-j}(y)} f^{-1}[V^u(R)]})
\]
\[
\sum_{j=0}^{n+m-1} \log \text{Jac}(d_{f^{-j}(z)} f^{-1}|_{T_{f^{-j}(z)} f^{-1}[V^u(R)]}) - \log \text{Jac}(d_{f^{-j}(y)} f^{-1}|_{T_{f^{-j}(y)} f^{-1}[V^u(R)]})
\]
This bound is uniform in \( y, z \in V^u(R) \), thus \( \sum_{j=0}^{n+m-1} \log \text{Jac}(d_{f^{-j}(z)} f^{-1}|_{T_{f^{-j}(z)} f^{-1}[V^u(R)]}) - \log \text{Jac}(d_{f^{-j}(y)} f^{-1}|_{T_{f^{-j}(y)} f^{-1}[V^u(R)]}) \)
\[
\lim_{n \to \infty} g^R_n(y) = \int_{V^u(R)} \lim_{n \to \infty} \prod_{j=0}^{n-1} \frac{\text{Jac}(d_{f^{-j}(z)} f^{-1}|_{T_{f^{-j}(z)} f^{-1}[V^u(R)]})}{\text{Jac}(d_{f^{-j}(y)} f^{-1}|_{T_{f^{-j}(y)} f^{-1}[V^u(R)]})} \text{dm}(z). \tag{10}
\]
\[ \phi^R = \frac{\text{Vol}(V^u(R))}{\text{Vol}(V^u(S))}, \]
and by equation (8) (with \( n = 0 \)) and the remark after it, \( \rho^R = \text{Vol}(V^u(R)) e^{\pm\sqrt{\gamma(p_c) z^2}} = \text{Vol}(V^u(R)) e^{\pm \epsilon}. \) Therefore, \( \rho^R \) uniformly \( \to \rho^R \), a continuous density. Define the measure on \( V^u(R) \):

\[ m_{V^u(R)}(A) = \int_A \rho^R d\lambda_{V^u(R)}. \]

**Notice:** Henceforth we write \( \text{Jac}^u(d_x f^k) \equiv \text{Jac}(d_x f^k|_{T_x V^u(S)}) \) for \( x \in V^u(S) \).

**Claim:** If \( A \subseteq f^{-1}[V^u(R)] \subseteq V^u(\sigma R) \) is measurable, then

\[ m_{V^u(\sigma R)}(A) = \left( m_{V^u(R)} \circ f \right)(A) \cdot \left( m_{V^u(\sigma R)} \circ f^{-1} \right)(V^u(R)). \]

**Proof:** Without loss of generality \( \lambda_{V^u(\partial)}(f[A]) > 0 \). By definition, for \( \tilde{A} := f[A] \):

\[ m_{V^u(\sigma R)} \circ f^{-1}(\tilde{A}) = \int_{f^{-1}[\tilde{A}]} \lim_{n \to \infty} \frac{\text{Jac}^u(d_z f^{-n})}{\text{Vol}(V^u(\sigma R))} \cdot \frac{\text{Vol}(V^u(\sigma R))}{\text{Vol}(V^u(R))} \, d\tilde{A} = \int_{\tilde{A}} \lim_{n \to \infty} \frac{\text{Jac}^u(d_z f^{-n})}{\text{Vol}(V^u(\sigma R))} \cdot \frac{\text{Vol}(V^u(\sigma R))}{\text{Vol}(V^u(R))} \, d\tilde{A} = m_{V^u(R)}(\tilde{A}) \cdot \lim_{n \to \infty} \frac{\text{Vol}(f^{-n-1}[V^u(R)])}{\text{Vol}(f^{-n}[V^u(\sigma R)])}, \]

where \( m_{V^u(\sigma R)}, \tilde{m}_{V^u(R)} \) are the (not normalized) Riemannian volumes of the respective leaves; The reason we can separate the second equation into the product of two limits is that the first limit exists and is finite and non zero, and since the limit on the previous line exists and is finite.

Plugging in \( \tilde{A} = V^u(R) \) yields

\[ m_{V^u(\sigma R)}(f^{-1}[V^u(R)]) = \lim_{n \to \infty} \frac{\text{Vol}(f^{-n-1}[V^u(R)])}{\text{Vol}(f^{-n}[V^u(\sigma R)])}. \]

Substituting \( \tilde{A} = f[A] \) gives the requested result. \( \square \)

**Remark:** For the connection between \( \phi \) and “the geometric potential” see §6.

**Definition 4.11.** For every \( R \in \hat{\Sigma} \), define the absolutely continuous probability measure \( m_{V^u(R)} \) on \( V^u(R) \) by Theorem 4.10. We call \( \{m_{V^u(R)}\}_{R \in \hat{\Sigma}} \) the family of natural measures. We also let

\[ \forall R \in \hat{\Sigma}, m_R := 1_{W^u(R)} \cdot m_{V^u(R)}, \text{ where } W^u(R) := \bigcap_{j=0}^{\infty} f^j[R_{-j}], \]

\( (W^u(R)) \) may be empty unless \( R \in \hat{\Sigma} \), and then \( m_R \) may be the zero measure.

In what follows, we will mold the structure of a TMS onto the family of natural measures. This will allow us to apply results in thermodynamic formalism to construct invariant measures with absolutely continuous conditional measures.

### 4.2. Analytic Properties of the Symbolic Construction and \( \phi \)

In this section we establish the continuity properties of smooth leaf measures and the potential \( \phi \) from Theorem 4.10. These properties are needed for the study of thermodynamic properties on \( \hat{\Sigma} \) later on (see §6).

**Claim 4.12.** Let \( \phi : \hat{\Sigma} \to (-\infty, 0] \) be as in Theorem 4.10, then \( \forall R \in \hat{\Sigma}, m_R \circ f^{-1} = \sum_{\sigma \in \Sigma} m_{\sigma R} \cdot e^{\phi(\sigma)} \).

**Proof.** Corollary 3.20 says that \( f[W^u(R)] = \bigcup_{\sigma \in \Sigma} W^u(\sigma) \). For any measurable \( A \subseteq f[W^u(R)] \),

\[ m_R \circ f^{-1}(A) = m_{V^u(R)}(W^u(R) \cap f^{-1}[A]) = m_{V^u(R)} \left( f^{-1} \left( \bigcup_{\sigma \in \Sigma} W^u(\sigma) \cap A \right) \right) = \sum_{\sigma \in \Sigma} m_{V^u(R)}(f^{-1}[W^u(\sigma) \cap A]) = \sum_{\sigma \in \Sigma} e^{\phi(\sigma)} m_{V^u(R)}(W^u(\sigma) \cap A) = \sum_{\sigma \in \Sigma} e^{\phi(\sigma)} m_{\sigma R}(A), \]

because by Theorem 4.10, \( m_{V^u(R)} \circ f^{-1} |_{V^u(\sigma)} = e^{\phi(\sigma)} \cdot m_{V^u(\sigma)} \) for any \( \sigma \) s.t. \( \sigma R = \hat{R} \). \( \square \)
Definition 4.13. \( M_f := \max_{x \in M} \{ |d_x f| , |d_x f^{-1}| \} \). This is finite since \( d, d^{-1} \) are Hölder continuous and \( M \) is compact.

Definition 4.14. For every \( x \in M \) there is an open neighborhood \( D \) of diameter less than \( \rho \) and a smooth map \( \Theta_D : TD \to \mathbb{R}^d \) s.t.:

1. \( \Theta_D : \mathcal{D}_{x} M \to \mathbb{R}^d \) is a linear isometry for every \( x \in D \).
2. Define \( v_x := \Theta_D|_{\mathcal{D}_{x} M} : \mathbb{R}^d \to \mathcal{D}_{x} M \), then \( (x, u) \to (\exp_x \circ v_x)(u) \) is smooth and Lipschitz on \( D \times B_2(0) \) w.r.t. the metric \( d(x, x') + |u - u'| \), where \( | \cdot | \) is the \( \ell^\infty \) norm on \( \mathbb{R}^d \).\( x \mapsto v_x \circ \exp_x^{-1} \) is a Lipschitz map from \( D \) to \( C^2(D, \mathbb{R}^d) = \{ C^2 \text{-maps from } D \to \mathbb{R}^d \} \). Let \( D \) be a finite cover of \( M \) by such neighborhoods. Denote with \( \varpi(D) \) the Lebesgue number of that cover: If \( d(x, y) < \varpi(D) \) then \( x \) and \( y \) belong to the same \( D \) for some \( D \).

(4) \( \exists E_0 = E_0(M) \) s.t.: \( \forall D \in \mathcal{D}, (x_1, u_1, v_1) \to (\Theta_D \circ d_x \exp_{x_1}(t_u, u_1)) \) is \( E_0 \)-Lipschitz on \( D \times B_2(0) \) w.r.t. the metric \( d(x_1, x_2) + |u_1 - u_2| + |v_1 - v_2| \).

(5) \( \exists H_0 = H_0(M, f) \) s.t.: \( \forall D, D+, D- \in \mathcal{D}, \forall x, y, z \in D, \), s.t. \( f(x), f(y) \in D+, f^{-1}(x), f^{-1}(z) \in D- \), \( \| \Theta_D - d_x(f^{-1}) \nu_x - \Theta_D - d_y(f^{-1}) \nu_y \|, \| \Theta_D + d_x f \nu_x - \Theta_D + d_y f \nu_y \| \leq H_0 \cdot d(x, y)^\beta \).

(6) We assume w.l.o.g. that \( \epsilon > 0 \) is small enough, so \( \sup \| d_u \exp_x - \text{Id}_{T_x M} \|, \| d_v \exp_x - \text{Id}_{T_x M} \| \leq \frac{\epsilon}{4} \)

\( \forall x \in M \).

The following two definitions are versions of similar definitions in [Sar13, BO18, KM95]. We use the notation “\( u/s \)” to define both \( u \)-manifolds and \( s \)-manifolds, without having to write everything twice.

Definition 4.15. Let \( x \in \text{RWT}_\chi \), a \( u \)-manifold in \( \psi_x \) is a manifold \( V^u \subset M \) of the form

\[
V^u = \psi_x[\{(F^u(t_{s(x)}+1,...,t_d),...,F^u_{s(x)}(t_{s(x)}+1,...,t_d)) : |t_i| \leq q \}],
\]

where \( 0 < q \leq Q_\epsilon(x) \), and \( \overline{F}^u \) is a \( C^{1+\beta/3} \) function s.t. \( \max_{\mathcal{R}_q(0)} |\overline{F}^u| \leq Q_\epsilon(x) \).

Similarly we define an \( s \)-manifold in \( \psi_x \):

\[
V^s = \psi_x[\{(t_1,...,t_{s(x)}),F^s_{s(x)+1}(t_1,...,t_{s(x)}),...,F^s_d(t_1,...,t_{s(x)})) : |t_i| \leq q \}],
\]

with the same requirements for \( \overline{F}^s \) and \( q \). The function \( \overline{F} = \overline{F}^u/s \) is called the representing function of \( V^u/s \) at \( \psi_x \). The parameters of a \( u/s \) manifold in \( \psi_x \) are:

- **\( \alpha \)-parameter**: \( \alpha(V^u/s) := \|d \overline{F}\|_{\beta/3} := \max_{\mathcal{R}_q(0)} \|d \overline{A}\| + \text{Hölder}_{\beta/3}(d \overline{A}), \)

- **\( \gamma \)-parameter**: \( \gamma(V^u/s) := |d_0 \overline{F}|\),

- **\( \varphi \)-parameter**: \( \varphi(V^u/s) := |\overline{F}(0)| \).

- **\( \nu \)-parameter**: \( \nu(V^u/s) := q \).

A \( (u/s, \alpha, \gamma, \varphi, q) \)-manifold in \( \psi_x \) is a \( u/s \)-manifold \( V^u/s \) in \( \psi_x \) whose parameters satisfy \( \alpha(V^u/s) \leq \alpha, \gamma(V^u/s) \leq \gamma, \varphi(V^u/s) \leq \varphi, q(V^u/s) \leq q \).

Notice that the dimensions of an \( s \) or \( u \) manifold in \( \psi_x \) depend on \( x \). Their sum is \( d \). Recall the definition of \( \text{RWT}_\chi \) (Definition 2.5).

Definition 4.16. Suppose \( x \in \text{RWT}_\chi \) and \( 0 < p^s, p^u \leq Q_\epsilon(x) \) (i.e. \( \psi^p_x \) is a double Pesin-chart). A \( u/s \)-admissible manifold in \( \psi^p_x \) is a \( (u/s, \alpha, \gamma, \varphi, q) \)-manifold in \( \psi_x \) s.t.

\[
\alpha \leq \frac{1}{2} \gamma \leq \frac{1}{2} (p^u + p^s)^{\beta/3} \varphi \leq 10^{-3} (p^u + p^s), \quad \text{and} \quad q = \begin{cases} p^u & \text{if} \quad \text{u-manifolds} \\ p^s & \text{if} \quad \text{s-manifolds} \end{cases}
\]

Remark: By Claim 3.11, \( \forall u \in \Sigma \) there exist a maximal dimension stable leaf \( V^s(u) = V^s((u_i)_{i \geq 0}) \) and a maximal dimension unstable leaf \( V^u(u) = V^u((u_i)_{i \leq 0}) \). The construction in [BO18, Proposition 3.12] (and [Sar13, Proposition 4.15] when \( d = 2 \)) in fact tells us that \( V^s(u) \) and \( V^u(u) \) are admissible stable and unstable manifolds in \( u_0 = \psi^p_{x_0} \), respectively.
Definition 4.17. Let $V^u$ and $W^u$ be $u$-admissible manifolds in $\psi^u, \pi^u$, and let $F^u, G^u$ be their representing functions, respectively. Then,
\[
dC_0(V^u, W^u) := \max_{R_{ps}(0)} |F^u - G^u|, \quad d_C(V^u, W^u) := \max_{R_{ps}(0)} |F^u - G^u| + \max_{R_{ps}(0)} \|dF^u - dG^u\|,
\]
where $R_{ps}(0) := \{u \in \mathbb{R}^d : |u|_\infty \leq p_u\}$.

Definition 4.18. Let $R, \Sigma \in \Sigma_L$ be two chains s.t. $R_0 = S_0$, then
\[
dC_0(V^u(R), V^u(\Sigma)) := \max_{u \in R \cap \Sigma} \max_{u_0 = v_0} \{dC_0(V^u(u), V^u(v))\},
\]
\[
dC_1(V^u(R), V^u(\Sigma)) := \max_{u \in R \cap \Sigma} \max_{u_0 = v_0} \{dC_1(V^u(u), V^u(v))\}.
\]

The maximum is well defined and finite since $\forall R \in \mathcal{R}$, $\#\{u \in V : Z(u) \supseteq R\} < \infty$, and $\forall u, v \in \Sigma_L$ s.t. $u \cup \Sigma \cup R$ and $u_0 = v_0 = \psi^u, \pi^u$, $V^u(u) = V^u(v)$, by [BO18, Proposition 4.15].

Claim 4.19. $\exists K > 0, \theta \in (0, 1)$ s.t. $d(R, \Sigma) \leq e^{-n} \Rightarrow d_C(V^u(R), V^u(\Sigma)) \leq K \cdot \theta^n, \forall n \geq 1$.

Proof. Let $u \in \mathcal{V}$, $Z(u) \supseteq R_0 = S_0$. Use Lemma 4.1 repeatedly $n$ times to obtain an admissible sequence $(u_{n+1}, \ldots, u_1)$ s.t. $Z(u_{n+1}) \supseteq R_{i-1} = S_i, \forall 0 \leq i \leq n - 1$. Continue using Lemma 4.1 to obtain two admissible chains $\bar{u}_R(u), \bar{u}_S(u) \in \Sigma_L \cap [u]$, s.t. $\bar{u}_R(u) \cup R \cup \Sigma \cup R$ and $d(\bar{u}_R(u), \bar{u}_S(u)) \leq e^{-n}$. By [BO18, Proposition 4.15], $\bar{u}_R' \cup \Sigma \cup \Sigma \cup \bar{u}_S(u) = V^u(u')$, and similarly with $\bar{u}_S(u)$. By [BO18, Proposition 3.12], $\exists K > 0, \theta \in (0, 1)$ which depend on $\beta$ and $\chi$ s.t. $d_C(V^u(\bar{u}_R(u)), V^u(\bar{u}_S(u))) \leq K \cdot \theta^n$. Therefore,
\[
dC_0(V^u(R), V^u(\Sigma)) \leq d_C(V^u(R), V^u(\Sigma)) = \max_{u \in \mathcal{V} : Z(u) \supseteq R_0} \left\{ d_C \left( V^u(\bar{u}_R(u)), V^u(\bar{u}_S(u)) \right) \right\} \leq K \cdot \theta^n.
\]

The following lemma is the main technical step in the study of the regularity of the function $\phi$ (see Theorem 4.10). Recall that $\phi$ is defined in terms of densities on unstable leaves. The difficulty is that when we iterate backwards, unstable leaves of different points may drift apart with a large exponential rate. Therefore the estimates are required to be very careful. The main idea we use is the fact that a weak exponential rate can be made stronger by considering the accumulative rate over several iterates.

Lemma 4.20. Let $R, \Sigma \in \Sigma_L$. There exist $n_0 \in \mathbb{N}$ and $\theta_2 \in (0, 1)$ which depend only on $\chi, \beta$ and $f$, and a diffeomorphism $I : V^u(R) \to V^u(\Sigma)$, s.t. if $d(R, \Sigma) \leq e^{-n}, n \geq n_0$, then for $\rho^R := \frac{dm_{V^u(R)}}{|\chi|}, \rho^\Sigma := \frac{dm_{V^u(\Sigma)}}{|\chi|}$, $\|\rho^R - \rho^\Sigma \circ I\|_\infty \leq \epsilon \theta_1^n$, where $\lambda_V(V^u(R)), \lambda_V(V^u(\Sigma))$ are the normalized Riemannian volume on the respective leaf, and $\epsilon > 0$ as in Theorem 3.7.

Proof. Let $u, v \in \Sigma_L$ s.t. $u \cup R \cup \Sigma \cup \Sigma \cup v = e^{-n} \leq e^{-n_0}$, and $d_C(V^u(R), V^u(\Sigma)) = d_C(V^u(u), V^u(v))$ (as in the proof of Claim 4.19). Denote by $F^u$ and $F^v$ the representing functions of $V^u(u)$ and $V^u(v)$ respectively. Write $u = \dim V^u(R) = \dim V^u(\Sigma)$ (since $R_0 = S_0$).

Part 0: Write $\forall i \geq 0, u_{-i} = \psi^{p_{-i}, p_{-i}}_1, v_{-i} = \psi^{q_{-i}, q_{-i}}_1$, and recall that $u_{-i} = v_{-i}$ for all $i \leq n$ by assumption. Hence, in particular, $\psi_{x_0} = \psi_{y_0}$. In addition, $R_0 = S_0$, thus $O := \pi_u \circ \psi_{x_0}^{-1}[W(R_0)]$, where $\pi_u$ is the projection onto the last $u$ coordinates, is an open subset of $\mathbb{R}^d$ for which $V^u(R) = (\psi_{x_0} \circ F^u)[O], V^u(\Sigma) = (\psi_{x_0} \circ F^v)[O]$ where $F^u, F^v(t) = (F^u(t), t)$. $I$ is defined in the following way:
\[
I : \psi_{x_0}(F^u(t), t) \rightarrow \psi_{x_0}(F^v(t), t).
\]
Equivalently, $I = \psi_{x_0} \circ F^u \circ \pi_u \circ \psi_{x_0}^{-1}$, and $F^u, F^v$ are diffeomorphisms onto their images. So $I$ is a diffeomorphism from $V^u(R)$ to $V^u(\Sigma)$. $I$ satisfies
\[
d(I(x), x) \leq \|\psi_{x_0}\|d_C(F^u, F^v) \leq 2d_C(F^u, F^v).
\]

The identity map of $V^u(R)$ can be written as $\Id = \psi_{x_0} \circ \tilde{F} \circ \pi_u \circ \psi_{x_0}^{-1} : V^u(R) \to V^u(R)$. Let $z \in V^u(R)$, and let $\Theta_D : TD \to \mathbb{R}^d$ be a local isometry as in Definition 4.14 s.t. $D$ is a neighborhood which contains
It follows that,
\[ |\text{Jac}(d_z I) - 1| = |\text{Jac}(d_z I) - \text{Jac}(d_z \text{Id})| \leq C_1 \|\Theta_d d_z I - \Theta_d d_z \text{Id}\| \leq 8 C_1 \|C^{-1}_x(x_0)\|d_{C^1}(V^u(R), V^u(S)), \quad (13) \]
where \( C_1 \) is the Lipschitz constant for the absolute value of the determinant on the ball of \((d \times d)\)-matrices with a bounded operator norm of \( 2Mf \), where \( \|d_z I\| \leq 2Mf \) by (12).\(^5\) By \([\text{BO18}, \text{Proposition 3.12}(5)]\), \( d_{C^1}(V^u(u), V^u(S)) \) \( \leq K\theta^n \); and in addition (see the remark after \([\text{BO18}, \text{Definition 3.2}]\)), \( d_{C^1}(V^u(u), V^u(S)) \leq 3(p_0^n)^\frac{1}{2} \). Therefore,
\[
d_{C^0}(V^u(R), V^u(S)) = d_{C^0}(V^u(u), V^u(S)) = d_{C^1}(V^u(u), V^u(S)) \frac{\theta}{\hat{\theta}} \leq 3(p_0^n)^\frac{1}{2} K \frac{\theta}{\hat{\theta}} \theta^n. \quad (14)\]

Similarly, by the definition of admissible manifolds \( d_{C^0}(V^u(R), V^u(S)) \leq p_0^n \), and so
\[
d_{C^0}(V^u(R), V^u(S)) = d_{C^0}(V^u(R), V^u(S)) \frac{\theta}{\hat{\theta}} \leq 3(p_0^n)^\frac{1}{2} K \frac{\theta}{\hat{\theta}} \theta^n. \quad (15)\]
Substituting these estimates in equation (13) gives (for sufficiently small \( \epsilon > 0 \)),
\[
|\text{Jac}(d_z I) - 1| \leq 8 C_1 \|C^{-1}_x(x_0)\| \cdot 2(p_0^n)^\frac{1}{2} K \theta^n \leq \epsilon (p_0^n)^\frac{1}{2} \theta^n, \quad (16)
\]
where \( \hat{\theta} := \theta^n \in (0, 1) \), and \( K := K \frac{\theta}{\hat{\theta}} > 0 \).

**Part 1:** Given \( R \in \hat{\Sigma}_L \), define as in equation (7),
\[
g^{\overline{R}}(y) := \int_{V^u(R)} \exp \left\{ \sum_{k=0}^{n-1} \log \text{Jac}(d_f^{-k}(z)) f^{k} \left| T_{f^{-k}(z)} f^{-k} V^u(R) \right| - \log \text{Jac}(d_f^{-k}(y)) f^{k} \left| T_{f^{-k}(y)} f^{-k} V^u(R) \right| \right\} \overline{m}_R(z),
\]
where \( \overline{m}_R \) is the induced Riemannian volume of \( V^u(R) \) (not normalized). We saw in Theorem 4.10 that for a fixed \( z \in V^u(R) \), the inner sum (call it \( S_{\overline{m}_R}^{\overline{R}}(y) \)) converges uniformly to a limit denoted by \( S_{\overline{m}_R}^{\overline{R}}(y) \). Therefore, also uniformly in \( y, z \),\(^6\)
\[
|S_{\overline{m}_R}^{\overline{R}}(y) - S_{\overline{m}_R}^{\overline{R}}(y)| \leq \epsilon (p_0^n)^\frac{1}{2} \theta^n \leq \epsilon (p_0^n)^\frac{1}{2} \theta^n, \quad (17)
\]
where \( \theta := e^{-\frac{1}{2} \frac{1}{2}} \in (0, 1) \).

---

\(^5\) Write \( u = \text{dim} V^u(R) \), and let \( A, B \) be \( u \times u \) matrices s.t. \( |a_{ij} - b_{ij}| \leq 6 \) for all \( i, j \leq u \). So det \( A = \sum_{\sigma \in S_n} \text{sgn}(\sigma) \prod_{i=1}^n a_{\sigma(i)} \). Then |det A - det B| \( \leq \sum_{\sigma \in S_n} |\prod_{i=1}^n (a_{\sigma(i)} - b_{\sigma(i)})| = |S_n| \cdot \|A - B\|_F \delta \). Take maximum over \( u \leq d - 1 \).

\(^6\) If \( a_n \to a \) and \( a_n - b_n \to 0 \), then \( |a_n - b_n| \leq 6 \) for all \( n \), \( |a_n - b_n| \leq 6 \) for all \( n \). Since the second term tends to 0 as \( m \to \infty \), we get \( |a_n - a| \leq c_n \) for all \( n \). We apply this to the bounds from equation (9).
Part 2: Let \( g^R := \lim_{n \to \infty} g^R_n \) be the uniform and finite limit as in equation (10). Then,

\[
|g^R(y) - (g^S \circ I)(y)| \leq \left| \int_{V^u(R)} e^{S^R_k(y)} \, d\mathcal{M}_R(z) - \int_{V^u(S)} e^{S^S_{\tau(z)}(I(y))} \, d\mathcal{M}_S(z') \right| \\
= \left| \int_{V^u(R)} e^{S^R_k(y)} \, d\mathcal{M}_R(z) - \int_{V^u(R)} e^{S^S_{\tau(z)}(I(y))} \, d\mathcal{M}_R(z) \right| \\
\leq \left| \int_{V^u(R)} e^{S^R_k(y)} - e^{S^S_{\tau(z)}(I(y))} \, d\mathcal{M}_R(z) + \int_{V^u(R)} e^{S^S_{\tau(z)}(I(y))} |\text{Jac}(d_z I) - 1| \, d\mathcal{M}_R(z) \right| \\
= \left| \int_{V^u(R)} e^{S^S_{\tau(z)}(I(y))} \cdot |e^{S^S_{\tau(z)}(I(y))} - S^S_{\tau(z)}(I(y))| - 1 | \, d\mathcal{M}_R(z) \right| \\
+ \left| \int_{V^u(R)} e^{S^S_{\tau(z)}(I(y))} |\text{Jac}(d_z I) - 1| \, d\mathcal{M}_R(z) \right| \\
\leq \epsilon \left( \int_{V^u(R)} |e^{S^S_{\tau(z)}(I(y))} - S^S_{\tau(z)}(I(y))| - 1 | \, d\mathcal{M}_R(z) + \int_{V^u(R)} |\text{Jac}(d_z I) - 1| \, d\mathcal{M}_R(z) \right), \\
\tag{18}
\]

because \( S^R_k(b), S^S_{\tau(z)}(d) = \pm \epsilon \) for all \( a, b \in V^u(R), c, d \in V^u(S) \), because of equation (8).

By part 0, \( |\text{Jac}(d_z I) - 1| \leq \epsilon(p^R_1)^{a \hat{p}^R}. \) Plugging this in equation (18) yields

\[
|g^R(y) - g^S \circ I(y)| \leq \epsilon' \cdot \text{Vol}(V^u(R)) \left( 2 \sup_{y,z \in V^u(R)} |S^R_k(y) - S^S_{\tau(z)}(I(y))| + \epsilon(p^R_1)^{a \hat{p}^R} \right). \\
\tag{19}
\]

Part 3: By [BO18, Lemma 2.15], \( \exists \omega_0 \geq 1 \) which depends only on \( M, f \) and \( \beta, \alpha \), s.t. \( Q_{\alpha f}(\omega_0) = \omega_0^{\pm 1} \). Let \( \kappa = \kappa(f, \chi) > 0 \) be the constant given by Theorem 2.2. Define,

\[
r := \frac{\theta}{(2\omega_0)^{\frac{a}{\beta^R} + \kappa + 1}} + 1, \quad n_0 := \lceil r \rceil \in \mathbb{N}, \\
\tag{20}
\]

and notice that \( r > \frac{\hat{p}}{\bar{p}} > 1 \). By assumption \( n \geq n_0 \), so \( m := \lceil \frac{\hat{p}}{\bar{p}} \rceil \geq 1 \). Then,

\[
|S^R_k(y) - S^S_{\tau(z)}(I(y))| \leq |S^R_k(y) - S^R_{m,z}(y)| + |S^R_{m,z}(y) - S^S_{\tau,z}(I(y))| + |S^S_{\tau,z}(I(y)) - S^S_{\tau,z}(I(y))| \\
\leq 2^{\frac{a}{\beta^R}}(p^R_1)^{a \hat{p}^R} \cdot \theta_3^{\frac{a}{\beta^R} - 1} + \sum_{k=0}^{m-1} \left| \log \text{Jac}(d_{f^k(z)} f^{-1}|_{T_{f^k(z)}(V^u(R))}) - \log \text{Jac}(d_{f^k(y)} f^{-1}|_{T_{f^k(y)} f^{-k}(V^u(S))}) \right| \\
+ \log \text{Jac}(d_{f^k(y)} f^{-1}|_{T_{f^k(z)}(V^u(S))}) - \log \text{Jac}(d_{f^k(I(z))} f^{-1}|_{T_{f^k(I(z))} f^{-k}(V^u(S))}) \\
\leq (p^R_1)^{\frac{a}{\beta^R}} \left( (\theta_3^a)^{\frac{a}{\beta^R}} + \sum_{k=0}^{m-1} \left| \log \text{Jac}(d_{f^k(y)} f^{-1}|_{T_{f^k(y)} f^{-k}(V^u(R))}) - \log \text{Jac}(d_{f^k(I(y))} f^{-1}|_{T_{f^k(z)} f^{-k}(V^u(S))}) \right| \\
+ \sum_{k=0}^{m-1} \left| \log \text{Jac}(d_{f^k(z)} f^{-1}|_{T_{f^k(z)} f^{-k}(V^u(R))}) - \log \text{Jac}(d_{f^k(z)} f^{-1}|_{T_{f^k(z)} f^{-k}(V^u(S))}) \right| \\
\right), \\
\tag{21}
\]

Part 4: We wish to bound the expressions of the form

\[
|\log \text{Jac}(d_{f^k(z)} f^{-1}|_{T_{f^k(z)} f^{-k}(V^u(R))}) - \log \text{Jac}(d_{f^k(I(z))} f^{-1}|_{T_{f^k(I(z))} f^{-k}(V^u(S))})|, \quad \text{for } k \leq m.
\]

Set \( I_k : V^u(\sigma^R_k \mathcal{R}) \to V^u(\sigma^S_k \mathcal{S}), \psi_{x,k} : F_{f^k}^\mathcal{R}(t), t \mapsto \psi_{x,k} : F_{f^k}^\mathcal{S}(t), t \), where \( F_{f^k}^\mathcal{R}, F_{f^k}^\mathcal{S} \) are the representing functions of \( V^u(\sigma^R_k \mathcal{R}), V^u(\sigma^S_k \mathcal{S}) \) (as in the definition of \( I \)). By Corollary 4.9, \( f^{-k}[V^u(R)] \subseteq V^u(\sigma^R_k \mathcal{R}), f^{-k}[V^u(S)] \subseteq V^u(\sigma^S_k \mathcal{S}). \)
\[ \frac{\text{Jac}(d_{f^{-k}(z)} f^{-1} |_{T_{f^{-k}(z)}} V^u(\sigma^k_{\mathcal{R}^k}))}{\text{Jac}(d_{f^{-k}(I(z))} f^{-1} |_{T_{f^{-k}(I(z))}} V^u(\sigma^k_{\mathcal{S}^k}))} = \frac{\text{Jac}(d_{I_k(f^{-k}(z))} f^{-1} |_{T_{I_k(f^{-k}(z))}} V^u(\sigma^k_{\mathcal{S}^k}))}{\text{Jac}(d_{I_k(f^{-k}(z))} f^{-1} |_{T_{I_k(f^{-k}(z))}} V^u(\sigma^k_{\mathcal{S}^k}))}. \] (22)

We proceed to bound the first term. Consider the local isometries \( \Theta_{D_k} : T_{D_k} \rightarrow \mathbb{R}^d, k \geq 0, \) as in Definition 4.14, s.t. \( D_k \) is a neighborhood which contains \( \psi_{x-k} [R_{Q_z}(x-k)](0) \supseteq V^u(\sigma^k_{\mathcal{R}^k}), V^u(\sigma^k_{\mathcal{S}^k}); \) and where \( \nu_p : \mathbb{R}^d \rightarrow T_{p}\mathcal{M} \) is the local inverse such that \( \nu_p \Theta_{D_k} = \text{Id}_{T_p\mathcal{M}} \) for all \( p \in D_k. \) For easier notation, we omit the restriction to appropriate tangent spaces when they are clear from the context.

\[ \| \Theta_{D_{k+1}} d_{f^{-k}(z)} f^{-1} |_{T_{f^{-k}(z)}} V^u(\sigma^k_{\mathcal{R}^k}) - \Theta_{D_{k+1}} d_{I_k(f^{-k}(z))} f^{-1} d_{f^{-k}(z)} I_k \| \]

\[ = \| \Theta_{D_{k+1}} d_{f^{-k}(z)} f^{-1} |_{T_{f^{-k}(z)}} V^u(\sigma^k_{\mathcal{R}^k}) \nu f^{-k}(z) - \Theta_{D_{k+1}} d_{I_k(f^{-k}(z))} f^{-1} \nu I_k f^{-k}(z) \| \cdot \| d I_k \| + \]

\[ d f^{-1} \| \cdot \| d \Theta_{D_{k+1}} d_{f^{-k}(z)} f^{-1} |_{T_{f^{-k}(z)}} V^u(\sigma^k_{\mathcal{R}^k}) - \Theta_{D_{k+1}} d_{f^{-k}(z)} I_k \|
\]

\[ \leq \| d I_k \| \cdot \text{Hom}(f^{-k}(z), I_k f^{-k}(z))^\beta + M_f \| \Theta_{D_{k+1}} d_{I_k(f^{-k}(z))} f^{-1} V^u(\sigma^k_{\mathcal{S}^k}) - \Theta_{D_{k+1}} d_{f^{-k}(z)} I_k \|
\]

\[ \leq 2H_0 \cdot 2dC^0 V^u(\sigma^k_{\mathcal{R}^k}), V^u(\sigma^k_{\mathcal{S}^k})^\beta + M_f 8\| C^{-1}(x-k) \| d_{C^1}(V^u(\sigma^k_{\mathcal{R}^k}), V^u(\sigma^k_{\mathcal{S}^k}))\]

\[ \leq (4H_0 + 8M_f \epsilon(p_{u}^{\alpha})^\beta \tilde{\theta}^{\beta} \tilde{\theta}^{\alpha} \tilde{\theta}^{\alpha}) \]

where \( H_0 \) is given by Definition 4.14. The last line is by equation (12) and by equations (14) and (15), applied to the shifted sequences \( \sigma^k_{\mathcal{R}^k}, \sigma^k_{\mathcal{S}^k}. \) Then we get,

\[ | \text{Jac}(d_{f^{-k}(z)} f^{-1} |_{T_{f^{-k}(z)}} V^u(\sigma^k_{\mathcal{R}^k})) \| - \text{Jac}(d_{I_k(f^{-k}(z))} f^{-1} |_{T_{I_k(f^{-k}(z))}} V^u(\sigma^k_{\mathcal{S}^k})) | \]

\[ \leq | \text{Jac}(d_{f^{-k}(z)} f^{-1} |_{T_{f^{-k}(z)}} V^u(\sigma^k_{\mathcal{S}^k})) - \text{Jac}(d_{f^{-k}(z)} f^{-1} |_{T_{f^{-k}(z)}} V^u(\sigma^k_{\mathcal{S}^k})) | + M_f \| \text{Jac}(d_{f^{-k}(z)} I_k) - 1 \|
\]

\[ \leq C_1(4H_0 + 8M_f \epsilon(p_{u}^{\alpha})^\beta \tilde{\theta}^{\beta} \tilde{\theta}^{\alpha}) \]

where \( C_1 \) is the Lipschitz constant for the Jacobian and \( p_{u}^{\alpha} \leq (e^\epsilon \omega_0)^k \cdot p_{u}^{m} \) (see equation (43) in Appendix A). In addition, since,

\[ \text{Jac}(d_{f^{-k}(z)} f^{-1} |_{T_{f^{-k}(z)}} V^u(\sigma^k_{\mathcal{R}^k})) \]

\[ \text{Jac}(d_{I_k(f^{-k}(z))} f^{-1} |_{T_{I_k(f^{-k}(z))}} V^u(\sigma^k_{\mathcal{S}^k})) \geq \frac{1}{(2M_f)^{\beta}}, \]

since \( |1 \pm t| = e^{\pm 2t} \) for all sufficiently small \( t > 0, \) we get,

\[ \frac{\text{Jac}(d_{f^{-k}(z)} f^{-1} |_{T_{f^{-k}(z)}} V^u(\sigma^k_{\mathcal{R}^k}))}{\text{Jac}(d_{I_k(f^{-k}(z))} f^{-1} |_{T_{I_k(f^{-k}(z))}} V^u(\sigma^k_{\mathcal{S}^k}))} = \exp \left( \pm 2C_1(2M_f)^{\beta}(4H_0 + 9M_f) \epsilon(p_{u}^{\alpha})^\beta (e^\epsilon \omega_0)^k \tilde{\theta}^{\beta} \tilde{\theta}^{\alpha} \right) \]

\[ = \exp \left( \pm 2\epsilon \left( p_{u}^{\alpha} \right)^\beta (e^\epsilon \omega_0)^k \tilde{\theta}^{\beta} \tilde{\theta}^{\alpha} \right) \]

\[ = \exp \left( \pm \epsilon \left( p_{u}^{\alpha} \right)^\beta (e^\epsilon \omega_0)^k \tilde{\theta}^{\beta} \tilde{\theta}^{\alpha} \right) \]

\[ = \exp \left( \pm \epsilon \left( p_{u}^{\alpha} \right)^\beta \tilde{\theta}^{\alpha} \right) \]

\[ = \exp \left( \pm \epsilon \left( p_{u}^{\alpha} \right)^\beta \tilde{\theta}^{\alpha} \right) \]

The last line is due to the choice of \( \epsilon \) in equation (20), and since \( e^\epsilon \leq 2 \) for \( \epsilon > 0 \) small enough. We continue to bound the second term of equation (22). Define \( f_{x,x+1} := \psi_{x+1}^{-1} \circ f \circ \psi_x. \) By [BO18, Proposition 2.21], we can write

\[ f_{x,x+1}(v_x, u_x) = (D_x v_x + h_x(v_x, u_x), D_u u_x + h_u(v_x, u_x)) \]
for \( v_u = \pi_u \psi_{x+}^1 \xi_t, \ v_v = \pi_v \psi_{x+}^1 \xi_t, \) \( \forall \xi_t \) tangent to \( \psi_x [R_{Q_x}(x)] \), where \( \pi_s \) is the projection onto the \((d - u)\) first coordinates, \( \kappa^{-1} \leq \| D_{\alpha}^{-1} \|^{-1}, \| D_{\alpha} \| \leq e^{-\chi} \) and \( \epsilon \tau \leq \| D_{\alpha}^{-1} \|^{-1}, \| D_{\alpha} \| \leq \kappa, \| \frac{\partial(b_s, b_u)}{\partial(v_s, v_u)} \| < \epsilon, \) and \( \| \frac{\partial(b_s, b_u)}{\partial(v_s, v_u)} \| v_1 - \| \frac{\partial(b_s, b_u)}{\partial(v_s, v_u)} \| v_2 \| \leq \epsilon |v_1 - v_2|^{\beta/3} \) on \( R_{Q_x}(x) \). A similar statement holds for \( f_{x, x+1} \). See also Theorem 2.2. Then,

\[
|\psi_{x-k}^{-1}(f^{-k}(I(z))) - \psi_{x-k}^{-1}(I_k(f^{-k}(z)))| \leq |\psi_{x-k}^{-1}(f^{-k}(I(z))) - \psi_{x-k}^{-1}(f^{-k}(z))| + |\psi_{x-k}^{-1}(f^{-k}(z)) - \psi_{x-k}^{-1}(I_k(f^{-k}(z)))| \\
\leq (\kappa + e^k) \epsilon \| d_{\varphi} \| (V^u(\varphi), \psi_T(V^u(\varphi))) + d_{\varphi}(V^u(\varphi), V^v(\varphi, \psi_T(V^u(\varphi)))) \\
\leq (\kappa + e^k) \epsilon \| d_{\varphi} \| (V^u(\varphi), \psi_T(V^u(\varphi))) + d_{\varphi}(V^u(\varphi), V^v(\varphi, \psi_T(V^u(\varphi)))).
\]  

(25)

By the estimates of equation (14) and equation (16), applied to the shifted sequences, we get \( \forall 0 \leq k \leq m, \)

\[
d_{\varphi}(V^u(\varphi), V^v(\varphi, \psi_T(V^u(\varphi)))) \leq (\rho_u^k) \theta \tilde{\theta}^{-n-k}.
\]

(26)

In addition, by the admissibility of the chain \( u \) (or \( v \)), \( p_0^u \leq e^k \rho_u^k \) (see [BO18, Definition 2.23]). Plugging this back in equation (26) yields,

\[
|\psi_{x-k}^{-1}(f^{-k}(I(z))) - \psi_{x-k}^{-1}(I_k(f^{-k}(z)))| \leq (\kappa + e^k) \epsilon \| d_{\varphi} \| (\rho_u^k)^2 + (\rho_u^k)^{2} \theta \tilde{\theta}^{-n-k} \\
\leq \left((e^k \kappa + e^k) m \left(\theta \tilde{\theta}^{-n} + \rho_u^k \right)^2\right) \leq \left((\kappa + e^k) m \left(\theta \tilde{\theta}^{-n} + \rho_u^k \right)^2 \right).
\]  

(27)

Define \( A_k : T_{f^{-k}(I(z))} V^u(\sigma_R^n, S) \to T_{I_k(f^{-k}(z))} V^u(\sigma_R^n, S) \), by

\[
A_k \rho_u^k \psi_{x-k}^{-1}(f^{-k}(I(z))) := d_{\pi_u \psi_{x-k}^{-1}(f^{-k}(I(z)))} u
\]

By carrying out the same type of estimates as in equation (12), it follows that

\[
\| \Theta_D A_k \| \leq 2 ||C^{-1}|| \| \Theta_D \| \leq 8 ||C^{-1}|| \| (2 \rho_u^k \theta m)^2 \leq e^4 (\theta \tilde{\theta}^n)^m.
\]

Together with equation (27) we get

\[
\| \Theta_D A_k \| \leq 8 ||C^{-1}|| (2 \rho_u^k \theta m)^2 \leq e^4 (\theta \tilde{\theta}^n)^m.
\]

It follows that \( J(A_k) = e^{\pm 2 \epsilon^2 (\theta \tilde{\theta}^n)^m} \). Next, as in equation (23),

\[
\| \Theta_D f^{-1} |_{T_{f^{-k}(I(z))} V^u(\sigma_R^n, S)} - \Theta_D f^{-1} |_{T_{I_k(f^{-k}(z))} V^u(\sigma_R^n, S)} - \Theta_D f^{-1} |_{T_{I_k(f^{-k}(z))} V^u(\sigma_R^n, S)} - \Theta_D f^{-1} |_{T_{I_k(f^{-k}(z))} V^u(\sigma_R^n, S)} \| \leq \| A_k \| \cdot \| H_0 f^{-1} \| \cdot \| I_k(f^{-k}(z)) \| \leq \| A_k \| \cdot \| H_0 f^{-1} \| \cdot \| I_k(f^{-k}(z)) \| \leq 2 H_0 \| (2 \rho_u^k \theta m)^2 \| \leq e^4 (\theta \tilde{\theta}^n)^m.
\]

Therefore,

\[
\frac{\text{Jac}(d_{f^{-1} |_{T_{f^{-k}(I(z))} V^u(\sigma_R^n, S)}})}{\text{Jac}(d_{f^{-1} |_{T_{I_k(f^{-k}(z))} V^u(\sigma_R^n, S)}})} = \frac{\text{Jac}(d_{f^{-1} |_{T_{f^{-k}(I(z))} V^u(\sigma_R^n, S)}})}{\text{Jac}(d_{f^{-1} |_{T_{I_k(f^{-k}(z))} V^u(\sigma_R^n, S)}})} \cdot \frac{1}{\text{Jac}(A_k)} = e^{\pm (2 M_f)^2 C_1 \epsilon^2 (\theta \tilde{\theta}^n)^m + 2 \epsilon^2 (\theta \tilde{\theta}^n)^m}.
\]

This, equation (24), and equation (22) yield:

\[
\frac{\text{Jac}(d_{f^{-1} |_{T_{f^{-k}(I(z))} V^u(\sigma_R^n, S)}})}{\text{Jac}(d_{f^{-1} |_{T_{I_k(f^{-k}(z))} V^u(\sigma_R^n, S)}})} = \exp(\pm e^{2.5 (\theta \tilde{\theta}^n)^m}) = \exp(\pm e^{2.5 \epsilon^2 (\theta \tilde{\theta}^n)^m}) = \exp(\pm e^2 (\theta \tilde{\theta}^n)^n).
\]
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Hence, by equation (21),

\[ |S^R_\alpha(y) - S^{\frac{\beta}{2}}_\beta(z)(I(y))| \leq (p_0^u)^\frac{\beta}{2} \cdot \theta_3^\frac{\beta}{2} + 2\epsilon^2 \sum_{k=0}^\infty (\theta_3^\frac{\beta}{2})^n \leq (p_0^u)^\frac{\beta}{2} \cdot \theta_3^\frac{\beta}{2} \cdot (\delta^\frac{2}{\beta})^n + \epsilon^2 \cdot (\theta_3^\frac{\beta}{2})^n \]

\[ \leq \frac{\epsilon^2}{2} \cdot (\theta_3^\frac{\beta}{2})^n + \frac{\epsilon^2}{2} \cdot (\theta_3^\frac{\beta}{2})^n \] (for small enough \( \epsilon \))

\[ \leq \epsilon^2 \cdot (\max\{\theta_3^\frac{\beta}{2}, \theta_\infty^\frac{\beta}{2}\})^n = \epsilon^2 \theta_2^n, \]

where we define

\[ \theta_2 := \max\{\theta_3^{\frac{\beta}{2}}, \theta_\infty^{\frac{\beta}{2}}\} = \max \left\{ \left( e^{-\frac{\beta}{2}} \right)^\frac{\beta}{2}, \theta_\infty^{\frac{\beta}{2}} \right\} \geq \theta. \] (28)

Plugging this into equation (19) yields (for \( \epsilon \) sufficiently small),

\[ |g^R(y) - g^S \circ I(y)| \leq \epsilon^e \cdot \text{Vol}(V^u(R)) (2\epsilon^2 \theta_2^n + \epsilon (p_0^u)^\frac{\beta}{2} \tilde{\theta}^n) \leq \epsilon^2 \text{Vol}(V^u(R)) \theta_2^n. \] (29)

**Part 5:**

\[ |\text{Vol}(V^u(R)) - \text{Vol}(V^u(S))| = \int \text{Jac}(d\psi_{x_0}(\tilde{F}^u)) d\text{Leb}(t) - \int \text{Jac}(d\psi_{x_0}(\tilde{F}^u)) d\text{Leb}(t) \]

\[ \leq \int \left| \text{Jac}(d\psi_{x_0}(\tilde{F}^u)) - \text{Jac}(d\psi_{x_0}(\tilde{F}^u)) \right| d\text{Leb}(t) \]

\[ = \int \text{Jac}(d\psi_{x_0}(\tilde{F}^u)) \cdot |1 - \text{Jac}(d\psi_{x_0}(\tilde{F}^u)) \text{Jac}(d\psi_{x_0}(\tilde{F}^u))^{-1}| d\text{Leb}(t) \]

\[ = \int \text{Jac}(d\psi_{x_0}(\tilde{F}^u)) \cdot |1 - \text{Jac}(d\psi_{x_0}(\tilde{F}^u))| d\text{Leb}(t). \]

In equation (16) we saw \( |\text{Jac}(d\psi) - 1| \leq (p_0^u)^\frac{\beta}{2} \tilde{\theta}^n \). Therefore,

\[ \frac{\text{Vol}(V^u(R)) - \text{Vol}(V^u(S))}{\text{Vol}(V^u(R))} \leq \epsilon (p_0^u)^\frac{\beta}{2} \tilde{\theta}^n \int \text{Jac}(d\psi_{x_0}(\tilde{F}^u)) d\text{Leb}(t) \]

\[ = \epsilon^2 \tilde{\theta}^n, \]

when \( \epsilon \) is sufficiently small. In particular,

\[ |\text{Vol}(V^u(R)) - \text{Vol}(V^u(S))| \leq \text{Vol}(V^u(R)) \cdot \epsilon^2 \tilde{\theta}^n, \text{ and } \frac{\text{Vol}(V^u(S))}{\text{Vol}(V^u(R))} = e^{\pm \epsilon}. \]

**Part 6:** Recall, \( g^R = e^{\pm \epsilon} \cdot \text{Vol}(V^u(R)) \) since \( g^R(y) = \int e^{\frac{\beta}{2} \psi(y)} d\mu^R(y) \) (and similarly for \( g^S \)), and \( \rho^R = \frac{\text{Vol}(V^u(R))}{g^R} \), as in Theorem 4.10. Hence

\[ \|\rho^R - \rho^S \circ I\| = \left\| \frac{\text{Vol}(V^u(R))}{g^R} - \frac{\text{Vol}(V^u(S))}{g^S \circ I} \right\| \]

\[ \leq \left\| \frac{1}{g^R} \cdot \left\| \text{Vol}(V^u(R)) \frac{g^R}{g^S \circ I} \right\| + \left\| \frac{1}{g^S \circ I} \cdot g^R \cdot \left( \text{Vol}(V^u(S)) - \text{Vol}(V^u(R)) \right) \right\| \]

\[ \leq e^{2\epsilon} \cdot \text{Vol}(V^u(S)) \cdot \frac{1}{\text{Vol}(V^u(R))} \left\| g^R - g^S \circ I \right\| + e^{3\epsilon} \cdot \text{Vol}(V^u(R)) \cdot \text{Vol}(V^u(S)) \]

\[ \leq e^{2\epsilon} \cdot e^{\frac{3\epsilon}{2}} \cdot (e^{\epsilon^2} + e^{3\epsilon}) \cdot \theta_2^n \leq \epsilon \theta_2^n \text{ for all small enough } \epsilon. \]

\[ \square \]

**Claim 4.21.** For \( n_0 \in \mathbb{N} \) and \( \theta_2 \in (0, 1) \) as in Lemma 4.20, if \( d(R, S) = e^{-n}, n \geq n_0, \) then \( |\phi(R) - \phi(S)| \leq \sqrt[n]{\theta_2^n} \). In addition, \( \phi \) has summable variations: \( \sum_{k=2}^{\infty} \text{var}_k(\phi) < \infty, \) where \( \text{var}_k(\phi) = \sup\{ |\phi(R) - \phi(S)| : d(R, S) \leq e^{-k} \} \).
Proof. Let \( n_0 = \lceil r \rceil \), where \( r \) and \( n_0 \) are constants given by equation (20). We assume \( d(R, S) = e^{-n} \leq e^{-n_0} \).

Recall the formula from the statement of Theorem 4.10,

\[
e^{\phi(R)} = \lim_{m \to \infty} \frac{\text{Vol}(f^{-m}f^{-1}[V^u(R)])}{\text{Vol}(f^{-m}[V^u(\sigma_R R)])} = \lim_{m \to \infty} \int_{f^{-1}[V^u(R)]} \frac{d\sigma_{\sigma_R R}(y)}{\int_{V^u(\sigma_R R)} \frac{\text{Jac}(d_y f^{-1}) \text{d}m_{\sigma_R R}(y)}{(g^{\sigma_{\sigma_R R}} \circ f^{-1})(y)}}\]

where \( \text{d}m_{\sigma_R R} \) and \( \text{Jac}(\sigma_{\sigma_R R}) \) are the induced Riemannian volumes of \( V^u(R) \) and \( V^u(\sigma_R R) \), the Jacobians refer to the Jacobians of the restriction of the differential to the relevant unstable space, and \( g^{\sigma_{\sigma_R R}} \) is defined in equation (10).

Assume w.l.o.g. that \( n \geq 2 \). Consider the maps \( I_1 : V^u(R) \to V^u(S), \) \( I_2 : V^u(\sigma_R R) \to V^u(\sigma_R S) \) given by Lemma 4.20. Then,

\[
e^{\phi(S)} = \int_{V^u(S)} \text{Jac}(d_y f^{-1}) \text{d}m_S(y) = \int_{V^u(S)} \frac{\text{Jac}(d_y f^{-1}) \text{Jac}(d_y I_1) \text{d}m_y(y)}{(g^{\sigma_{\sigma_R R}} \circ f^{-1} \circ I_1)(y)}.
\]

We now wish to bound the ratio between the integrands in the formulae of \( e^{\phi(S)} \) and \( e^{\phi(R)} \). By equation (16), \( \text{Jac}(d_y I_1) = e^{\pm \varphi_0} \) where \( \varphi_0 \in (0, 1) \) is a constant depending only on \( \chi \), \( \beta \) (which equals \( \theta_\beta \)). By equation (24) (with \( m = k = 0 \), \( \frac{\text{Jac}(d_y f^{-1})}{\text{Jac}(d_y f^{-1})} = e^{\pm \varphi_2} \), where \( \varphi_2 \in [\varphi_0, 1) \) is a constant depending only on \( \chi \), \( \beta \) and is given by equation (28). We are therefore left to bound \( \frac{(g^{\sigma_{\sigma_R R}} \circ f^{-1} \circ I_1)(y)}{(g^{\sigma_{\sigma_R R}} \circ f^{-1})(y)} \):

\[
|g^{\sigma_{\sigma_R R}}(f^{-1} - f^{-1}(I_1(y))))| \leq |g^{\sigma_{\sigma_R R}}(f^{-1}(y)) - g^{\sigma_{\sigma_R R}} \circ I_2(f^{-1}(y))| + |g^{\sigma_{\sigma_R R}} \circ I_2(f^{-1}(y)) - g^{\sigma_{\sigma_R R}}(f^{-1}(I_1(y)))| 
\]

where the last line is by equation (29). To bound the second summand, denote \( t_1 = (f^{-1} \circ I_1)(y), t_2 = (I_2 \circ f^{-1})(y) \), then \( \forall a, b \in V^u(\sigma_R S), S_{m, \beta}(b) := \sum_{k=0}^{m-1} \log \text{Jac}(d_{f^{-k}(a)} f^{-1} \mid T_{f^{-k}(a)} f^{-k}[V^u(\sigma_R S)]) - \log \text{Jac}(d_{f^{-k}(b)} f^{-1} \mid T_{f^{-k}(b)} f^{-k}[V^u(\sigma_R S)]) \), and

\[
|g^{\sigma_{\sigma_R R}}(t_2) - g^{\sigma_{\sigma_R R}}(t_1)| = \lim_{m \to \infty} \int_{V^u(\sigma_R S)} \frac{(e^{S_{m, \beta}(t_2)} - e^{S_{m, \beta}(t_1)}) \text{d}m_{\sigma_R R}(z)}{\int_{V^u(\sigma_R S)} \frac{\text{Jac}(d_{f^{-m} \mid T_{T_1} V^u(\sigma_R S)})(y)}{(g^{\sigma_{\sigma_R R}} \circ f^{-1} \circ I_1)(y)}}.
\]

where we use equation (8) (with \( n = 0 \)) to bound \( S_{m, \beta}(b) = \pm \epsilon \). In addition, equation (8) (with \( n = 0 \)) also implies \( \frac{\text{Jac}(d_y f^{-m} \mid T_{T_1} V^u(\sigma_R S)(y))}{\text{Jac}(d_y f^{-m} \mid T_{T_1} V^u(\sigma_R S)(y))} = e^{\pm \epsilon d(t_1, t_2) \frac{\beta}{2}} \). We wish to bound the exponent:

\[
d(t_1, t_2) = d(f^{-1}(I_1(y)), I_2(f^{-1}(y))) \leq d(f^{-1}(I_1(y)), f^{-1}(y)) + d(f^{-1}(y), I_2(f^{-1}(y))) 
\]

\[
\leq M_f d(y, I_1(y)) + d(f^{-1}(y), I_2(f^{-1}(y)));
\]

equation (11) bounds this by \( M_f 2d_{C_0}(V^u(R), V^u(S)) + 2d_{C_0}(V^u(\sigma_R R), V^u(\sigma_R S)) \).
By equation (15), for all small enough \( \epsilon > 0 \), 
\( d_{C^0}(V^u(R), V^u(S)) \leq \epsilon \frac{40}{\epsilon} \left( \theta_2^{\frac{1}{4}} \right)^n \) and 
\( d_{C^0}(V^u(\sigma R), V^u(\sigma S)) \leq \epsilon \frac{40}{\epsilon} \left( \theta_2^{\frac{1}{4}} \right)^n \). Thus in total,
\[
|g^\sigma S(t_2) - g^\sigma S(t_1)| \leq e^\epsilon \text{Vol}(V^u(\sigma R)) \cdot 2 \cdot \epsilon \cdot \left( 4M_f \cdot \epsilon \frac{40}{\epsilon} \left( \theta_2^{\frac{1}{4}} \right)^n \right)^{\frac{1}{2}} \leq 2e^2 \text{Vol}(V^u(\sigma R)) \left( \theta_2^{\frac{1}{4}} \right)^n \leq 2e^2 \text{Vol}(V^u(\sigma R)) \theta_2^{n-1},
\]
where \( \theta_2 \geq \theta_\sigma^{\frac{1}{4}} \) and \( r > \frac{\theta_\sigma^{\frac{1}{4}}}{4} \) is given by equation (20). Plugging this back in equation (33) yields,
\[
|g^\sigma R (f^{-1}(y)) - g^\sigma R (f^{-1}(I_1(y)))| \leq 2e^2 \text{Vol}(V^u(\sigma R)) \theta_2^{n-1} + e^{\frac{1}{2}} \text{Vol}(V^u(\sigma R)) \theta_2^{n-1} \leq 2e^2 \text{Vol}(V^u(\sigma R)) \theta_2^{n-1}.
\]
Putting this together with the fact that \( g^\sigma S = e^{\pm \epsilon} \text{Vol}(V^u(\sigma R)) \) (since \( S^\sigma_{m}R(\cdot) = \pm \epsilon, \forall \epsilon \in V^u(\sigma R) \)), gives us,
\[
\frac{g^\sigma R (f^{-1}(y))}{g^\sigma R (f^{-1}(I_1(y)))} = \exp(\pm 4e^2 \frac{1}{\theta_2} \theta_2^n) = \exp(\pm \epsilon \theta_n^2),
\]
when \( \epsilon \) is sufficiently small. Now, by equation (32) and the bounds \( \frac{\text{Jac}(d_y I_1)}{\text{Jac}(d_y f^{-1})} = e^{\pm \epsilon} \theta_n^2 \), and since \( \text{Jac}(d_y I_1) = e^{\pm \epsilon} \theta_n \) (by equation (16)),
\[
\frac{e^{\phi(S)}}{e^{\phi(R)}} = \exp(\pm (\epsilon \theta_n^2 + e^2 \theta_n^2 + \epsilon \theta_n^2)) = \exp(\pm \sqrt{\theta_n^2}) \text{ for small enough } \epsilon.
\]

We are then left to show summable variations. It is enough to show that \( |\phi(R) - \phi(S)| \) is bounded uniformly whenever \( d(R, S) \leq e^{-2} \). Indeed,
\[
\phi(R) = \log \int_{f^{-1}(V^u(R))} \frac{dm_{\sigma R}}{g^\sigma R} = \log \left( e^{\pm \epsilon} \frac{\text{Vol}(f^{-1}(V^u(R)))}{\text{Vol}(V^u(\sigma R))} \right). \tag{35}
\]
By equation (31), whenever \( d(R, S) \leq e^{-2} \), 
\( \text{Vol}(V^u(R)) = e^{\epsilon} \text{Vol}(V^u(S)) \), 
\( \text{Vol}(V^u(\sigma R)) = e^{\pm \epsilon} \text{Vol}(V^u(\sigma S)) \).
Therefore,
\[
|\phi(R) - \phi(S)| \leq 4\epsilon. \tag{36}
\]

**Corollary 4.22.** \( \forall R \in \hat{S}_L \), the function \( \rho^R = \frac{dm_{V^u(R)}}{d\lambda_{V^u(R)}} : V^u(R) \to [e^{-\epsilon}, e^\epsilon] \) is Hölder continuous, with a Hölder constant and exponent uniform in \( R \).

**Proof.** From equation (34) and the calculations made right after it we get,
\[
|g^R(t) - g^R(s)| \leq e^\epsilon \text{Vol}(V^u(R)) (2 \cdot \epsilon \cdot d(t, s)^{\frac{1}{2}}), \forall R \in \hat{S}_L, t, s \in V^u(R).
\]
Hence \( \frac{g^R}{\text{Vol}(V^u(R))} = \frac{1}{\epsilon} \) is \( (2e \epsilon^{\frac{1}{2}} \frac{1}{4}, \frac{1}{2}) \)-Hölder continuous. Since \( \rho^R = e^{\pm \epsilon}, \rho^R = (2e \epsilon^{\frac{1}{2}} \frac{1}{4}, \frac{1}{2}) \)-Hölder continuous. \( \square \)

### 4.3. Absolutely Continuous Leaf Measures

In §4.1 we constructed smooth leaf measures with a simple transformation law for the action of \( f^{-1} \). However, as explained in section 1.5 (step 3), these measures do not necessarily have a simple transformation for the action of \( f \), because of overlaps between unstable leaves \( V^u(S) \) associated to different \( S \in \sigma^{-1}_R(R) \).

In this section we use the canonical coding (see §3.4) to restrict the measures \( m_{V^u(R)} \) to absolutely continuous measures \( \mu^R \ll m_{V^u(R)} \), which do admit a simple transformation law for the action of \( f \) (Proposition 4.30). This is important for us, because the transformation law in Proposition 4.30 implies that \( \int_{\hat{S}_L} \mu^R d\lambda \) is \( f \)-invariant, whenever \( p \) is a \( \phi \)-conformal measure. See the proof of Theorem 7.2 below.

**Definition 4.23.** Define
\[
\hat{S}_R := \{(S_i')_{i \geq 0} : (S_i')_{i \in \mathbb{Z} \cup \{0\}} \in \hat{S}\},
\]
\[
\hat{S}_R^0 := \{S \in \mathbb{R}^n : \bigcap_{i = 0}^{\infty} f^{-i}S_i \neq \emptyset\}.
\]
For any $\mathbf{S} \in \hat{\Sigma}_R$, define a local stable leaf $V^*(\mathbf{S}) := W(S_0) \cap V^*(u)$ for some (any) $u \in \Sigma$ s.t. $(u_i)_{i \geq 0} \cap S_0$ (see Lemma 4.4). For any $R \in \mathcal{R}$, define

$$A_R := \bigcup \{ V^*(\mathbf{S}) : \mathbf{S} \in \hat{\Sigma}_R, S_0 = R \}.$$  

As in the remark after 3.21, $\hat{\Sigma}_R^0$ is invariant.

**Lemma 4.24.** Definition 4.23 is proper: the union $\bigcup \{ V^*(\mathbf{S}) : \mathbf{S} \in \hat{\Sigma}_R, S_0 = R \}$ is indeed disjoint.

**Proof.** Let $R \in \mathcal{R}$, and let $\mathbf{S}^1, \mathbf{S}^2 \in [R] \cap \hat{\Sigma}_R^0$. Let $R \in [R] \cap \hat{\Sigma}_R^0$. Let $a \in \bigcap_{i \geq 0} f_i^{-1}[R_{-1}]$, $b_1 \in \bigcap_{i \geq 0} f_i^{-1}[S_i^1]$, and $b_2 \in \bigcap_{i \geq 0} f_i^{-1}[S_i^2]$. Write $x := [a, b_1]_R$ and $y := [a, b_2]_R$ (recall Definition 3.3). We claim that if $V^*(\mathbf{S}^1) \cap V^*(\mathbf{S}^2) \neq \emptyset$, then $x = y$, thus $\mathbf{S}^1 = (R(f(x)))_{i \geq 0} = (R(f(y)))_{i \geq 0} = \mathbf{S}^2$.

Since $\{x\} = V^u(R) \cap V^*(\mathbf{S}^1)$, $\{y\} = V^u(R) \cap V^*(\mathbf{S}^2)$, it is enough to show $V^*(\mathbf{S}^1) \cap V^*(\mathbf{S}^2) \neq \emptyset \Rightarrow V^*(\mathbf{S}^1) = V^*(\mathbf{S}^2)$.

Indeed, since $V^*(\mathbf{S}^1)$ and $V^*(\mathbf{S}^2)$ extend over the same window $W(R)$ (Definition 4.3), and two stable leaves which span over the same window either coincide or are disjoint (recall Lemma 4.4, and see [BO18, Proposition 4.15]).

**Claim 4.25.** For $S \in \mathcal{R}$, $A_S$ is Borel measurable.

**Proof.** Fix $S \in \hat{\Sigma}_L \cap [S]$. $W^u(S) = \bigcap_{i \geq 0} f_i^{-1}[S_{-1}]$ is measurable. Let $\tau: \{S\} \times [S] \cap \hat{\Sigma}_R \rightarrow [S] \cap \hat{\Sigma}_R$ be the projection onto the non-negative coordinates. This map is continuous and one-to-one on its domain, $[S] \cap \hat{\Sigma}_R = \tau \circ [R]W^u(S)$, where $[R]W^u(S) := (R(f_i(x)))_{i \in \mathbb{Z}}$ is the itinerary of $x$. $[R]W^u(S) \subseteq \{S\} \times [S] \cap \hat{\Sigma}_R$. Thus $[S] \cap \hat{\Sigma}_R^0$ is Borel measurable.

Let $\mathbf{S}^+, \mathbf{S}^+ \in [S] \cap \hat{\Sigma}_R^0$ s.t. $\mathbf{S}^+ \neq \mathbf{S}^+$. By Lemma 4.24 $V^*(\mathbf{S}^+) \cap V^*(\mathbf{S}^+) = \emptyset$.

Fix a chart $u = \psi_{\mathbf{S}^+}^R$ s.t. $Z(u) \supseteq S$. $\forall \mathbf{S}^+ \in [S] \cap \hat{\Sigma}_R^0$, let $F_{\mathbf{S}^{\mathbf{S}^+}}$ be the representing function of $V^*(\mathbf{S}^+)$ in $u$.

Recall the definition of $W(S)$ in Definition 4.3. Consider now the map $\Xi: \left([S] \cap \hat{\Sigma}_S \right) \times \left(G_{\mathbf{S}^+}^u \right) \rightarrow M$ (where $\pi_u$ is the projection onto the $u$-coordinates), $(\mathbf{S}^+, t) \mapsto \psi_{\mathbf{S}^+}^u(t, F_{\mathbf{S}^+}(t))$. This map is continuous, and by the previous paragraph, one-to-one. Also, $\Xi \left([S] \cap \hat{\Sigma}_R^0 \right) \times \left(\pi_u \circ \psi_{\mathbf{S}^+}^u \left(W(S)\right)\right) = A_S$. Continuous injective images of Borel sets are Borel sets, hence $A_S$ is a Borel set.

**Claim 4.26.** $\forall R \in \hat{\Sigma}_L^0$, $m_R = 1_{A_R} \cdot m_W^u(R)$.

**Proof.** Recall, $m_R = 1_{W^u(R)} \cdot m_{V^u(R)}(R)$, where $W^u(R) = \bigcap_{i \geq 0} f_i^{-1}[R_{-1}]$. We will show that $W^u(R) = V^u(R) \cap A_R$. The inclusion $\subseteq$ is: Fix $x \in W^u(R)$ and let $R(x) := \text{the itinerary of } x$, then $R(x)_{i \geq 0} \in \hat{\Sigma}_R^0$, and $\{x\} = \hat{\Xi}_R(R(x)) = V^u(R) \cap V^u((R(x))_{i \geq 0})$. Now for the other inclusion: Let $x \in V^u(R) \cap A_R$, then $x \in V^u(S) \cap \hat{\Sigma}_S \cap S_0 = S_0$. Let $y \in W^u(R)$, $z \in \bigcap_{i \geq 0} f_i^{-1}[S]$. One can easily check that $x$ must equal $y$, $z$; whence, by the Markov property, $(R(x))_{i \geq 0} = R$. So $x \in W^u(R)$. 

**Definition 4.27.** The extended space of absolutely continuous measures: $\forall R \in \hat{\Sigma}_L$, $\mu_R := 1_{A_R} \cdot m_W^u(R)$.

By Claim 4.26, if $R \in \hat{\Sigma}_L$, then $\mu_R = m_R$.

**Lemma 4.28.** $\forall h \in C(M)$, $\psi_R(R) := \mu_R(h)$ is continuous on $\hat{\Sigma}_L$.

**Proof.** Fix a partition member $T$, and let $A_T := \bigcup \{ V^*(\mathbf{S}) : \bigcap_{i \geq 0} f_i^{-1}[S_i] \neq \emptyset, S_0 = T \}$. For every $R, S \in \hat{\Sigma}_L$ s.t. $R_0 = S_0 = T$, let $T : V^*(\mathbf{S}) \cap A_T \rightarrow V^u(R) \cap A_T$ be the holonomy map along the stable leaves. By Pesin’s absolute continuity theorem [BP07, Theorem 8.6.1], $\| \text{Jac}(T) - 1 \| \leq K_T \theta^n$ whenever $d(R, S) \leq e^{-n}$, where $\theta$ is as defined in Claim 4.19, and $K_T$ is a positive constant depending on the partition member $T$. Here $\text{Jac}(T)$ refers to the Radon-Nikodym derivative of the mapping, and not the standard derivative (as it may not exist).

---

7To see this, show double inclusion. Given $\mathbf{S}^+ \in [S] \cap \hat{\Sigma}_R^0$, let $\mathbf{S}^+ = \mathbf{S}^{-} \mathbf{S}^+$ be an admissible concatenation, and so $\mathbf{S}^+ = \tau(\mathbf{S}^+)$ while $\mathbf{S}^+ = \tau(\mathbf{S}^+)$. For the other inclusion, take $x \in W^*(\mathbf{S})$, then $\tau \circ R(x) \in [S] \cap \hat{\Sigma}_R^0$. 

---
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Let $h \in C(M)$, w.l.o.g. $\|h\|_{\infty} = 1$. $M$ is compact, whence $\epsilon_{h}(\delta) := \sup\{|h(x) - h(y)| : d(x, y) < \delta\} \underset{\delta \to 0^{+}}{\longrightarrow} 0$. Assume $d(R, S) = e^{-n}, n \geq 1$. If $x \in V^{u}(S) \cap A_{T}$, then $\exists Q \in \hat{\Sigma}_{R} \cap [T]$ s.t. $x = \hat{\pi}(S, Q), \Gamma(x) = \hat{\pi}(R, Q)$, where $\hat{\pi}(S, Q) \cdot R, : Q$ are the concatenations of two one-sided chains which begin with the same symbol. In addition, $d(R, Q, S, Q) = d(R, S) = e^{-n}$. Then by Claim 4.19, $d(x, \Gamma(x)) \leq 3d_{co}(V^{u}(R), V^{u}(S)) \leq 3K\theta^{n}$ where $\theta \in (0, 1), K > 0$ are constants and the factor of 3 comes from the Lipschitz bound of $R_{t} \mapsto$ unique element of $(V^{u}(R) \cap V^{u}(Q))$, $R_{t} \in [T] \cap \hat{\Sigma}_{L}$ (see [BO18, Proposition 3.5(3)]). Now recall the mapping $I : V^{u}(S) \to V^{u}(R)$ from Lemma 4.20.

**Step 1:** $d(\Gamma(x), I(x)) \leq d(\Gamma(x), x) + d(x, I(x))$, and by part 0 in the proof of Lemma 4.20, $d(x, I(x)) \leq 2d_{co}(V^{u}(R), V^{u}(S)) \leq 2K\theta^{n}$, whence in total $d(\Gamma(x), I(x)) \leq 5K\theta^{n}$.

**Step 2:** Recall $m_{V^{u}(R)} = \frac{1}{g^{2}} \cdot \hat{m}_{V^{u}(R)}$ where $\hat{m}_{V^{u}(R)}$ is the induced Riemannian leaf volume of $V^{u}(R)$. By part 4 in Lemma 4.20, $\|g^{R} \circ I - g^{S}\| \leq \epsilon^{2} \text{Vol}(V^{u}(S))\theta_{2}^{2}$ where $\theta_{2} \in (0, 1)$ is a constant. Therefore

$$\frac{1}{g^{R} \circ I} - \frac{1}{g^{S}} \leq \frac{\text{Vol}(V^{u}(S))\theta_{2}^{2}}{g^{S}} \cdot \epsilon^{2} \theta_{2}^{2}.$$ 

By Theorem 4.10, $\|\frac{1}{g^{S}}\| \leq \frac{1}{\text{Vol}(V^{u}(S))\theta_{2}^{2}} \leq \frac{1}{\text{Vol}(V^{u}(S))\theta_{2}^{2}} \cdot e^{\pm \epsilon}$, and so in total $\|\frac{1}{g^{R} \circ I} - \frac{1}{g^{S}}\| \leq \frac{1}{\text{Vol}(V^{u}(S))\theta_{2}^{2}} \cdot e^{\pm \epsilon} \cdot \epsilon^{2} \theta_{2}^{2}$. By part 5 of Lemma 4.20, $\frac{\text{Vol}(V^{u}(S))\theta_{2}^{2}}{g^{S}} = e^{\pm \epsilon}$ if $R_{0} = S_{0}$. Let $C_{tmp}(T) := \sup\{\text{Vol}(V^{u}(S)) : R_{0} = R_{0} = S_{0} = T\} \leq e^{\epsilon} \cdot \text{Vol}(V^{u}(S)) < \infty$, then $\|\frac{1}{g^{R} \circ I} - \frac{1}{g^{S}}\| \leq C_{tmp}(T) \epsilon^{2} \theta_{2}^{2} \leq C_{tmp}(T)\theta_{2}^{2}$ for $\epsilon > 0$ small enough.

**Step 3:** By Corollary 4.22, $\rho^{S} = \frac{\text{Vol}(V^{u}(S))\theta_{2}^{2}}{g^{S}}$ is $(2\epsilon e^{3\epsilon}, \frac{\theta_{2}^{2}}{4})$–Hölder continuous. Therefore $\frac{1}{g^{S}}$ is $(\frac{\text{Vol}(V^{u}(S))\theta_{2}^{2}}{g^{S}})2e^{3\epsilon}, \frac{\theta_{2}^{2}}{4}$–Hölder continuous, whence $(C_{tmp}(T)2e^{3\epsilon}, \frac{\theta_{2}^{2}}{4})$–Hölder continuous. Combining this with steps 1 and 2 yields:

$$\|\frac{1}{g^{R} \circ I} - \frac{1}{g^{S}}\| \leq \|\frac{1}{g^{R} \circ I} - \frac{1}{g^{S}}\| + \|\frac{1}{g^{R} \circ I} - \frac{1}{g^{S}}\| \leq C_{tmp}(T)\theta_{2}^{2} + C_{tmp}(T)2e^{3\epsilon} \cdot d(\Gamma(x), I(x)) \theta_{2}^{2}$$

$$\leq C_{tmp}(T)\theta_{2}^{2} + C_{tmp}(T)2e^{3\epsilon} \cdot (5K\theta^{n}) \frac{\theta_{2}^{2}}{4} \leq \tilde{C}_{tmp}(T)\theta_{2}^{2},$$

where $\tilde{C}_{tmp}(T)$ is a global constant of, and $\theta_{2}^{2} \leq \theta_{2} < 1$. In addition, $\|h - h \circ I\| \leq \epsilon_{h}(d(x, \Gamma(x))) \leq \epsilon_{h}(3K\theta^{n})$.

**Step 4:** $\Gamma$ is a bijection. So,

$$\int_{V^{u}(R) \cap A_{T}} h \frac{1}{g^{R}} d\hat{m}_{V^{u}(R)} = \int_{\Gamma[V^{u}(S) \cap A_{T}]} \frac{1}{g^{S}} d\hat{m}_{V^{u}(S)} = \int_{V^{u}(S) \cap A_{T}} h \frac{1}{g^{R} \circ I} \frac{1}{g^{S}} \text{Jac}(\Gamma) d\hat{m}_{V^{u}(S)}$$

$$= \int_{V^{u}(S) \cap A_{T}} h \frac{1}{g^{S}} d\hat{m}_{V^{u}(S)} + \int_{V^{u}(S) \cap A_{T}} (h \circ \Gamma - h) \frac{1}{g^{S}} \text{Jac}(\Gamma) d\hat{m}_{V^{u}(S)}$$

$$+ \int_{V^{u}(S) \cap A_{T}} h \cdot \left(\frac{1}{g^{R} \circ I} - \frac{1}{g^{S}}\right) \text{Jac}(\Gamma) d\hat{m}_{V^{u}(S)} + \int_{V^{u}(S) \cap A_{T}} h \frac{1}{g^{S}} \left(\text{Jac}(\Gamma) - 1\right) d\hat{m}_{V^{u}(S)}$$

$$= \int_{V^{u}(S) \cap A_{T}} h \frac{1}{g^{S}} d\hat{m}_{V^{u}(S)} \pm (\epsilon_{h}(3K\theta^{n}) + ||\text{Jac}(\Gamma)||V^{u}(S))\tilde{C}_{tmp}(T)\theta_{2}^{2} + ||\text{Jac}(\Gamma) - 1||),$$

where the last transition used the bound we achieved in step 3. Thus,

$$|\mu_{R}(h) - \mu_{S}(h)| = \int_{V^{u}(R) \cap A_{T}} h \frac{1}{g^{R}} d\hat{m}_{V^{u}(R)} - \int_{V^{u}(S) \cap A_{T}} h \frac{1}{g^{S}} d\hat{m}_{V^{u}(S)}$$

$$\leq \epsilon_{h}(3K\theta^{n}) + (1 + K_{T})\text{Vol}(V^{u}(S))\tilde{C}_{tmp}(T)\theta_{2}^{2} + K_{T} \theta^{n},$$

where $\text{Vol}(V^{u}(S))$ is bounded uniformly by $\epsilon$. Therefore, $\psi_{h}$ is uniformly-continuous on cylinders, and so it is continuous on $\hat{\Sigma}_{L}$. \qed
Definition 4.29. We define the following Ruelle operator on $C(\hat{\Sigma}_L)$:

$$(L_\phi \hat{\psi})(\hat{R}) := \sum_{\sigma \in \hat{\Sigma} = \hat{R}} e^{\phi(S)} \hat{\psi}(S).$$

The sum has finitely many terms since $\hat{\Sigma}$ (and thus $\hat{\Sigma}_L$) is locally-compact (see the remark after Definition 3.3), and therefore $\# \{ S : \hat{R} \to S \}$ is finite.

The following property is the cornerstone of our approach. It allows us to translate the search for the measure $\mu$ which integrates the conditional leaf measures into an $f$-invariant measure, into a fixed point problem for Ruelle’s operator on a countable Markov shift, (see §6).

Proposition 4.30. $\forall h \in C(M), \hat{R} \in \hat{\Sigma}_L$, $\mu_{\hat{R}}(h \circ f) = \mu_{\hat{R}}(h) = \sum_{\sigma \in \hat{\Sigma} = \hat{R}} \mu_{\hat{R}}(h)e^{\phi(S)}.$

Proof. Fix any $h \in C(M)$. By Lemma 4.28, $\psi_h(\hat{R}) := \mu_{\hat{R}}(h)$ and $\psi_h(f(\hat{R})) := \mu_{\hat{R}}(h \circ f)$ are continuous on $\hat{\Sigma}_L$. By Claim 4.12 and Claim 4.26, $\forall \hat{R} \in \hat{\Sigma}_L$, $\psi_h(f(\hat{R})) = \mu_{\hat{R}}(h \circ f)$. By the remark after Definition 3.21, $\hat{\Sigma}_L$ is dense in $\hat{\Sigma}_L$. Therefore, by the continuity of $L_\phi$ ($\phi$ is continuous and $\hat{\Sigma}$ is locally-finite), $\psi_h(f(\hat{R})) = \mu_{\hat{R}}(h)$ for $\hat{R} \in \hat{\Sigma}_L \setminus \hat{\Sigma}_L$ as well.

5. The Leaf Condition

In the previous sections we constructed a family of leaf measures $\{ \mu_{\hat{R}} \}_{\hat{R} \in \hat{\Sigma}_L}$ with a simple transformation law for the action of $f$ (Proposition 4.30). Our task now is to construct a measure $\mu$ on $\hat{\Sigma}_L$ so that $\int_{\hat{\Sigma}_L} \mu dp$ is $f$-invariant. We will see later, that because of the transformation rule in Proposition 4.30, it is sufficient to know that $\mu$ is $\phi$-conformal: $L_\phi^* \mu = \mu$.

To show that $\mu$ exists, we will use the generalized Ruelle’s Perron-Frobenius Theorem for countable Markov shifts [Sar01]. This theorem is stated for irreducible (i.e. topologically transitive) countable Markov shifts. $\hat{\Sigma}_L$ is not necessarily irreducible. In this section we find an irreducible component of $\hat{\Sigma}_L$ where $\mu_{\hat{R}} \neq 0$. To do this we will use the following leaf condition:

Definition 5.1. We say that the leaf condition is satisfied, if there exists an unstable leaf of maximal dimension which gives $RWT_x$ a positive leaf volume. We say that the leaf condition is satisfied for a measurable set $A \in \mathcal{B}$, if there exists an unstable leaf of maximal dimension which gives $A$ a positive leaf volume.

(Note that this is weaker than (1).)

A similar “leaf condition” was introduced earlier by Climenhaga, Dolgopyat, and Pesin in [CDP16].

Definition 5.2.

$$\hat{\Sigma}^\# := \bigcup_{|S| \leq \hat{\Sigma}} \left( \{ S \} \cap \hat{\Sigma}_L^\# \right) \times \left( \{ S \} \cap \hat{\Sigma}_R^\# \right).$$

Notice, $\hat{\Sigma}^\circ \subseteq \hat{\Sigma}^\# \subseteq \hat{\Sigma}$, and the invariance of $\hat{\Sigma}^\circ, \hat{\Sigma}^\#$ implies the invariance of $\hat{\Sigma}^\#$.

Recall the measures $\{ \mu_{\hat{R}} \}_{\hat{R} \in \hat{\Sigma}_L}$ from Definition 4.27.

Lemma 5.3. If there exists an unstable leaf of maximal dimension, $V^u$, whose Riemannian volume gives $RWT_x$ a positive leaf volume, then there exist a maximal irreducible component $\langle S \rangle^Z \cap \hat{\Sigma}$ and a periodic chain $\hat{S} \in \hat{\Sigma}_L \cap \langle S \rangle^{-N}$ s.t. $\mu_{\hat{S}}(\hat{\Sigma}^\# \cap \langle S \rangle^Z) > 0$.

Proof. $V^u$ gives a positive volume to $\bigcup \mathcal{R}$, which is a countable union. Therefore, $\exists R \in \mathcal{R}$ s.t. $V^u \cap R$ has a positive leaf volume in $V^u$. Since $\forall y \in R \cap V^u, \dim(V^u) = \dim V^u(R(y))$, $\exists R \in \hat{\Sigma}^\circ \cap \{ R \}$ s.t. $\mathcal{M}_{V^u(R)}(R) > 0$. For every $x \in R$, $\exists S \in \mathcal{R}$ s.t. $R(f(x)) = S$ for infinitely often $i \geq 0$. Since $\hat{\Sigma}$ is a countable number of finite cylinders, $\exists R \geq 2$ and a cylinder $[R, S_{1, 2}, S_{2, 2}, S]$. $S \in \hat{\Sigma}_L \cap \{ R \}$ s.t. $\{ x \in R : f(x) \in [R, S_{1, 2}, S_{2, 2}, S] \}$ has a positive leaf volume in $V^u(R)$. Let $R'$ be the admissible concatenation $R' := \langle R, S_1, ..., S_{i, 2}, S \rangle \in \hat{\Sigma}_L$. Then since $f^{-1}[V^u(R')] \supseteq \{ x \in V^u(R) \cap R : f(x) \in [R, S_{1, 2}, S_{2, 2}, S] \}$, $V^u(R')$ gives a positive leaf volume to $\{ x \in S : \#(i \geq 0 : R(f^i(x)) = S) = \infty \}$. Since $S$ is a recurring symbol in the future of any of these points, $\exists S \in |S| \subseteq \hat{\Sigma}_L$ which is periodic.

The holonomy map along stable leaves $\Gamma : V^u(\hat{R}) \cap \{ x \in S : \#(i \geq 0 : R(f^i(x)) = S) = \infty \} \to V^u(\hat{S})$ is defined by $\Gamma(x) = \hat{\pi}(\langle S \rangle_{1 \leq 0} \cdot (R(f^i(x))_{i \geq 0})) \in \hat{\pi}[\hat{\Sigma}^\# \cap \langle S \rangle^Z]$, where $\cdot$ denotes concatenation. By Pesin’s
absolute continuity theorem [BP07, Theorem 8.6.1], $m_{V^u}(\Gamma(\{x \in S \cap V^u(R') : \#\{i \geq 0 : R(f^i(x)) = S\} = \infty\})) > 0$. Thus
\[
\mu_{\Sigma}(\hat{\Sigma}^\# \cap \langle S \rangle^Z) \geq \mu_{\Sigma}(\bigcup \{V^s(S^+) : S^+ \in \hat{\Sigma}^\#_R \cap \langle S \rangle, \#\{i \geq 0 : S^+_i = S\} = \infty\}) > 0.
\] (37)

Remark:
(1) Let $S^\pm$ be the periodic extension of $S$ to $\hat{\Sigma}$, then $p' := \hat{\pi}(S^\pm)$ is a periodic point. It follows that $H_\chi(p') \geq \hat{\pi}(\langle S \rangle^Z \cap \hat{\Sigma}^\#)$, whence $\mu_{\Sigma}(H_\chi(p')) > 0$ (see Definition 3.14).
(2) From this point on, we focus on an ergodic homoclinic class, and constructing an SRB measure on it. By Lemma 5.3, we may restrict our attention to a maximal irreducible component. We therefore assume w.l.o.g. that $\hat{\Sigma}_L, \hat{\Sigma}$ are irreducible.

Proposition 5.4. $\psi : \hat{\Sigma} \to \mathbb{R}^+ \cup \{0\}, \psi(R) := \mu_{\Sigma}(1)$ is a non-negative continuous eigenfunction of $L_\phi$ with eigenvalue 1. If there exists a chain $R \in \hat{\Sigma}_L$ s.t. $\mu_{\Sigma}(1) > 0$, then $\psi$ is also positive everywhere.

Proof. By Lemma 4.28, $\psi = \psi_1$ is continuous, and by Proposition 4.30 $L_\phi \psi = \psi$. If there exists a chain $R \in \hat{\Sigma}_L$ s.t. $\mu_{\Sigma}(1) > 0$, then by continuity, $\exists n_{R} \text{ s.t. } d(R, S) \leq e^{-n_{R}} \Rightarrow \psi(S) > 0$. This in turn means that $\forall m \geq 0$, $\psi(S^{m}) > 0$, since $L_\phi \psi = \psi$. By irreducibility, $\forall S \in \hat{\Sigma}_L \exists S' \in \hat{\Sigma}_L$ and $\exists n\geq 0$ s.t. $d(S', R) \leq e^{-n_{R}}$ and $\sigma^{n}_{R}S' = S$. Therefore $\psi(S) > 0$, and it follows that $\psi$ is positive everywhere.

6. Recurrence and the Gurevich Pressure

We continue with the construction of the $\phi$-conformal measure $p$. As explained in the previous section, the plan is to use the generalized Ruelle’s Perron-Frobenius Theorem for countable Markov shifts from [Sar01]. This theorem says that a conservative 1-positive recurrent, and $\phi$ has zero Gurevich pressure (see below). In this section we check these conditions, using the leaf condition.

We begin by recalling the definition of the Gurevich pressure. For a potential $\zeta : \hat{\Sigma}_L \to \mathbb{R}$ with summable variations (see Claim 4.21), the partition functions are $Z_n(\zeta, R) := \sum_{\mathbb{S} \in \hat{\Sigma}_L \cap [R], \mathbb{S} \not= \emptyset} e^{n \zeta_{\mathbb{S}}} / \mathbb{S}$ (the sum has finitely many terms, since $\hat{\Sigma}_L$ is locally compact). The Gurevich pressure of the potential $\zeta$ is $P_{G}(\zeta) := \limsup_{n \to \infty} \frac{1}{n} \log Z_n(\zeta, R) \in (-\infty, \infty)$. When $\hat{\Sigma}_L$ is transitive, the limit is independent of the choice of the symbol $R$ (see [Sar09, Proposition 3.2]). We say that the potential $\zeta$ is recurrent if $\sum_{n \geq 1} e^{-nP_{G}(\zeta)} Z_n(\zeta, R) = \infty$ for some symbol (in this case the sum diverges for all $R$, see [Sar09, Corollary 3.1]). We say that the potential $\zeta$ is positive recurrent if it is recurrent, and $\sum_{n \geq 1} e^{-nP_{G}(\zeta)} \sum_{\mathbb{S} \in \hat{\Sigma}_L \cap [R], \mathbb{S} \not= \emptyset} e^{n \zeta_{\mathbb{S}}} / \mathbb{S}$ (any) symbol $R$. Again, this property turned out to be independent of $R$. For more details, see [Sar09, § 3.1.3]. For a detailed review of the properties of recurrent potentials, see [Sar09].

Recall the (one-sided) potential $\phi$ from Theorem 4.10.

Definition 6.1. The geometric potential is the (two-sided) potential $\varphi : \hat{\Sigma} \to [-d \cdot \log M_f, d \cdot \log M_f], \varphi(R) := \log \text{Jac}(d_{\hat{\Sigma}}(f^{-1}|_{T_{V}^{u}(R)}))$.

6.1. Upper Bound for the Gurevich Pressure.

Theorem 6.2. $P_{G}(\phi) \leq 0$, where $\phi$ is defined in Theorem 4.10.

Proof. Let $\phi_n := \sum_{k=0}^{n-1} \varphi \circ \sigma^k, n \geq 1$. Notice:
\[
e^{\phi_n(R)} \cdot m_{V^u}(R) = m_{V^u}(\phi_n(R)) \circ f^{-1}|_{V^u(R)},
\Rightarrow e^{\phi_n(R)} \cdot m_{V^u}(R) = m_{V^u}(\phi_n(R)) \circ f^{-n}|_{V^u(R)},
\Rightarrow e^{\phi_n(R)} = m_{V^u}(f^{-n}|_{V^u(R)}), \text{ if } \phi_n(R) = R.
\]
Let $P_{n,L} :=$ the $n$-periodic points in $\hat{\Sigma}_L$, and let $P_n :=$ the $n$-periodic points in $\hat{\Sigma}$. Then there is a natural bijection $E : P_{n,L} \leftrightarrow P_n$. Define $\Delta_n(\hat{\Sigma}) := \phi_n(\hat{\Sigma}) - \varphi_n(E(\hat{\Sigma}))$, where $\varphi_n(\hat{\Sigma}) := \sum_{k=0}^{n-1} \varphi(\sigma^{-k} \hat{\Sigma})$.

Part 1: $\Delta_n(P_{n,L}(\cdot))$ is bounded uniformly in $n$.

Proof: Fix some $R \in P_{n,L}$, and write $x := \hat{\pi}(E(\hat{\Sigma}))$. Denote by $\lambda_{V^u(R)}$ and $\lambda_{f^{-n}[V^u(R)]}$ the (non-normalized) Riemannian leaf volume on $V^u(R)$ and $f^{-n}[V^u(R)]$, then

\[
e^{\Delta_n(R)} = \frac{1}{\text{Jac}(d_x f^{-n}|_{T_x V^u(R)})} \cdot \frac{1}{\text{Jac}(d_x f^{-n}|_{T_x V^u(R)})} \cdot \frac{1}{\text{Jac}(d_x f^{-n}|_{T_x V^u(R)})} \cdot \frac{1}{\text{Jac}(d_x f^{-n}|_{T_x V^u(R)})} \cdot \frac{1}{\text{Jac}(d_x f^{-n}|_{T_x V^u(R)})}.
\]

We saw in the proof of Theorem 4.10 that $g^R = \text{Vol}(V^u(R))e^{\pm e}$. Equation (8) (with $n = 0$) implies that $\frac{\text{Jac}(d_x f^{-n}|_{T_x V^u(R)})}{\text{Jac}(d_x f^{-n}|_{T_x V^u(R)})} = e^{\pm e}$. So $e^{\Delta_n(R)} = e^{\pm 2e}$, and therefore $|\Delta_n| \leq 2e$ for all $n$.

Part 2: By [BO18, Proposition 6.1], and the $C^{1+\beta}$ regularity of $f$, $\varphi$ is Hölder continuous. Therefore, by Sinai’s theorem (in its version for countable Markov shifts, as in [Dao13]), there exists a potential $\varphi^- : \hat{\Sigma} \rightarrow \mathbb{R}$, which is bounded on cylinders, and such that $(R_i = S_i, \forall i \leq 0) \Rightarrow \varphi^-(R) = \varphi^-(\hat{\Sigma})$; and there exists a bounded and Hölder continuous function $A : \hat{\Sigma} \rightarrow \mathbb{R}$ such that $\varphi = \varphi^- + A \circ \sigma^{-1} - A$.

In this case we say that $\varphi - \varphi^-$ is a coboundary. In particular, this formula implies that $\varphi^-$ is Hölder continuous. It follows that,

$$\lVert \varphi_n - \varphi^- \rVert_{\infty} \leq 2\|A\|_{\infty}.$$ 

$\varphi^-$ can be naturally identified with a potential on $\hat{\Sigma}_L$, s.t. $\|\varphi_n - \varphi^-\|_{\mu_{P_{n,L}}} \leq 2(\|A\|_{\infty} + \epsilon) < \infty, \forall n \geq 1$.

Part 3: Fix some symbol $R$. Notice that since $A$ and $\varphi$ are bounded, $\varphi^-$ is bounded. Bounded Hölder continuous potentials satisfy the variational principle: $P_G(\varphi^-) = \sup\{h_\nu(\sigma_R) + \int \varphi^- d\nu : \nu$ is an inv. prob. on $\hat{\Sigma}_L\}$ (see [Sar09, Theorem 4.4]). So:

\[
P_G(\phi) = \lim_{n \to \infty} \frac{1}{n} \log Z_n(\phi, R) = \lim_{n \to \infty} \frac{1}{n} \log Z_n(\varphi^-, R) (\because$ by parts 1 and 2)
\]

\[= \sup\{h_\nu(\sigma_R) + \int \varphi^- d\nu : \nu$ is an inv. prob. on $\hat{\Sigma}_L\} (\because$ variational principle)
\]

\[= \sup\{h_\nu(\sigma^{-1}) + \int \varphi^- d\nu : \nu$ is an inv. prob. on $\hat{\Sigma}\}
\]

\[= \sup\{h_\nu(\sigma^{-1}) + \int \varphi^- d\nu : \nu$ is an inv. prob. on $\hat{\Sigma}\} \leq 0 (\because \varphi - \varphi^-$ is a coboundary).

(1) is by the entropy preserving natural bijection between shift invariant measures on $\hat{\Sigma}$ and on $\hat{\Sigma}_L$. (2) is because $\hat{\pi}$ is finite-to-1 on $\hat{\Sigma}^\#$, a set of full measure w.r.t. any invariant probability measure, whence $\nu' \mapsto \nu' \circ \hat{\pi}^{-1}$ preserves entropy. Each such measure is an invariant probability Borel measure for $f : M \rightarrow M$, so $\int \varphi d\nu' = \int \log \text{Jac}(d_x f^{-1}|_{H^\nu(x)}) d\nu'(\circ \hat{\pi}^{-1})(x) \leq -h_{\nu'(\sigma^{-1})}$ by the Ruelle-Margulis inequality and since $h_{\nu'(\sigma)}(\sigma) = h_{\nu'(\sigma^{-1})}$.

\[\Box\]

6.2. Recurrence and the Leaf Condition.

Theorem 6.3. If $\exists R \in \hat{\Sigma}_L$ s.t. $\mu_R(1) > 0$, then $P_G(\phi) = 0$ and $\phi$ is recurrent.
Proof. By Theorem 6.2 \(P_G(\phi) \leq 0\). Therefore, it is enough to show \(\sum_{n \geq 1} Z_n(\phi, R) = \infty\) for some (any) symbol \(R\) s.t. \([R] \subseteq \hat{S}_L\). By Lemma 5.3 and equation (37) in it, we may assume w.l.o.g. that \(\mu([\bigcup V^s(\mathcal{S}) : \mathcal{S} \in \hat{S}_R \cap [R_0] \# \{i \geq 0 : S_i = R_0\} = \infty}) > 0\).

Define \(A_n := \bigcup_{W=R_0, W_1, \ldots, W_{n-2}, R_0} f^{-n}[V^u(R \cdot W)]\), where the “·” product denotes an admissible concatenation. Notice, the inclusion

\[
V^u(R) \cap \left(\bigcup \{V^s(\mathcal{S}) : \mathcal{S} \in \hat{S}_R \cap [R_0], \# \{i \geq 0 : S_i = R_0\} = \infty\} \right) \subseteq \lim sup A_n = \bigcap_{N=1}^{\infty} \bigcup_{n=N}^{\infty} A_n
\]

is given naturally by the coding of each point in the LHS set. It follows that \(\mu([\lim sup A_n]) > 0\), and in particular,

\[
m_{V^u(R)}([\lim sup A_n]) > 0.
\]

Therefore, by the Borel-Cantelli lemma,

\[
\infty = \sum_{n \geq 1} m_{V^u(R)}(A_n) \leq \sum_{n \geq 1} \sum_{W=R_0, W_1, \ldots, W_{n-1}, R_0} m_{V^u(R)}(f^{-n}[V^u(R \cdot W)]) = \sum_{n \geq 1} \sum_{W=R_0, W_1, \ldots, W_{n-1}, R_0} e^{\phi_n(R \cdot W)},
\]

where the last equality is by Theorem 4.10. For every \(n \geq 1\), for every \(W = R_0, W_1, \ldots, W_{n-1}, R_0\), write \(R_W\) for the periodic concatenation of \(W\) to itself. It follows that \(d(R \cdot W, R^{-1}W) \leq e^{-n}\). Therefore, by Claim 4.21, and since \(\phi\) is bounded on \([R_0], \mathcal{C} > 0, \theta_n \in \mathbb{N} \text{ s.t. } \forall n \geq \theta_n, e^{\phi_n(R \cdot W)} = C^{n+1} \theta_n(R \cdot W)\). We get

\[
\infty \leq C^{n+1} \sum_{n \geq 1} \sum_{W=R_0, W_1, \ldots, W_{n-1}, R_0} e^{\phi_n(R^{-1}W)} = C^{n+1} \sum_{n \geq 1} Z_n(\phi, R_0).
\]

\[\square\]

7. Existence of a Hyperbolic SRB Measure

In the previous sections we constructed a space of absolutely continuous leaf measures which are carried by hyperbolic points, and which have a specified transformation law with good continuity properties. In §5 we used the leaf condition in order to extract a maximal irreducible component where no leaf measures are trivial. In §6 we used the leaf condition to check that \(\phi\) is recurrent, and has zero Gurevich pressure. We can now apply the generalized Ruelle’s Perron-Frobenius Theorem of [Sar01] and obtain a conservative \(\phi\)-conformal measure \(p\) on \(\hat{S}_L\).

Let \(\mu := \int_{\hat{S}_L} \mu dp\). In this section we show that subject to the Leaf condition (1), \(\mu\) is a finite hyperbolic measure with absolutely continuous conditionals on unstable leaves. We remark that now is the first time in the proof we are using the leaf condition on \(\text{RWT}_{\chi}^{\phi}\) (as in (1)), and not just the leaf condition on \(\text{RWT}_{\chi}\) (as in Definition 5.1). This is needed to guarantee that \(\mu\) is finite.

7.1. \(\sigma\)-Finite Measures with Absolutely Continuous Conditional Measures on Unstable Leaves.

Definition 7.1. Let \((X, B', \nu)\) be a measure space. Let \(T : X \rightarrow X\) be a measurable transformation.

(1) A measurable set \(W \in B'\) is called wandering if \([T^{-n}[W]]_{n \geq 0}\) are pairwise disjoint modulo \(\nu\).

(2) \(\nu\) is called conservative if \(\phi\) gives every wandering set a measure 0.

(3) \(\nu\) is called non-singular if \(\nu \sim \nu \circ T^{-1}\). In this case, \((X, B', \nu, T)\) is said to be a non-singular transformation.

Halmos’ recurrence theorem ([Aar97, § 1.1.1]) states that if \((X, B', \nu, T)\) is a non-singular transformation, then \(\nu\) is conservative if and only if \(\sum_{n \geq 0} 1_E \circ T^n = \infty \nu\text{-a.e. on } E\) for every \(E \in B'\text{ s.t. } \nu(E) > 0\) (i.e. the Poincaré recurrence theorem holds: in every positive measure set, almost every point returns to it infinitely many times). Every invariant probability measure is conservative. We work in the context of non-singular transformations, and use the characterization of conservativity by Halmos as the definition. Notice that if \((X, B', \nu, T)\) is an invertible transformation, then any wandering set for \(T\) is a wandering set for \(T^{-1}\).

\[\text{It implies that } P_G(\phi) \geq 0, \text{ therefore } P_G(\phi) = 0 \text{ and so } \sum_{n \geq 1} Z_n(\phi, R) e^{-n P_G(\phi)} = \sum_{n \geq 1} Z_n(\phi, R) = \infty.\]

\[\text{By equation (30), } \phi \text{ is bounded on cylinders of length 2, and there are only finitely many such cylinders contained in } [R_0] \text{ by the local-compactness of } \hat{S}_L.\]

30
**Theorem 7.2.** Assume there exists a maximal dimension unstable leaf \( V^u \) which gives \( \text{RWT}_\chi \) a positive leaf volume (for some \( \chi > 0 \)). Then, there exists a hyperbolic periodic point \( q \) s.t. \( H_\chi(q) \) carries an ergodic, conservative, \( \sigma \)-finite, and \( f \)-invariant measure \( \mu \) with absolutely continuous conditional measures on unstable leaves. This measure is finite if and only if \( \phi \) is positive recurrent, and in this case it is an SRB measure.

**Proof.** By Lemma 5.3, we may assume w.l.o.g. that \( \Sigma_L \) is irreducible, and that there exists a periodic chain \( R \in \Sigma_L \) s.t. \( \mu(R) > 0 \). Then, by Theorem 6.3, \( P_G(\phi) = 0 \) and \( \phi \) is recurrent. By [Sar01, Theorem 1], there exists a unique (up to normalization) \( \phi \)-conformal measure \( \mu \) on \( \Sigma_L \) (that is, \( L_\phi^* \mu = e^{P_G(\phi)} \mu = \rho \), where \( L_\phi^* \) is the dual operator of \( L_\phi \); and \( \rho \) is ergodic, conservative, non-singular, and finite on cylinders.\(^{10}\) Define

\[
\mu := \int R \mu(R) \text{d}p(R),
\]

where \( \{ \mu(R) \}_{R \in \Sigma_L} \) is the extended space of absolutely continuous measures on local unstable leaves from Definition 4.27. \( \mu \) is not the zero measure, since \( \mu(1) = \int \mu(R) \text{d}p = \int \psi(R) \text{d}p \), where \( \psi \) is a continuous positive function (see Proposition 5.4); so \( \mu(1) > 0 \). The restriction of \( \mu \) to \( R \in \mathcal{R} \) is finite (see Claim 3 below), and is equal up to a normalization to a probability measure whose conditional measures on local unstable leaves are absolutely continuous.

**Claim 1:** \( \mu \circ f^{-1} = \mu \).

**Proof.** By Proposition 4.30, \( \mu \circ f^{-1} = \sum_{R \subseteq \Sigma_L} e^{\phi(R)} \mu(R) \) whence

\[
\mu \circ f^{-1} = \int R \mu(R) \text{d}p(R) = \int \sum_{R \subseteq \Sigma_L} e^{\phi(R)} \mu(R) \text{d}p = \int \mu(R) \text{d}p = \mu,
\]

where the penultimate equality is because \( L_\phi^* \mu = e^{P_G(\phi)} \mu = \rho \).

**Claim 2:** \( \mu \) is finite iff \( \phi \) is positive-recurrent.

**Proof.** As in the beginning of the proof, write \( \mu(1) = p(\psi) \), where \( \psi \) is a positive continuous eigenfunction of \( L_\phi \) with eigenvalue 1. Then \( \psi \) must be the unique (up to normalization) harmonic function associated with \( p \) (see [Sar09, Theorem 3.4],[Sar01, Theorem 1]). Then, by [Sar09, Proposition 3.5], \( p(\psi) < \infty \) iff \( \phi \) is positive-recurrent.

**Claim 3:** \( \mu \) is conservative. The first item in the list below also shows that \( \mu \) is finite on Pesin level sets (see Definition 7.5 below).

**Proof.** Let \( A \subseteq M \) be a measurable set s.t. \( \mu(A) > 0 \). Write \( \mathcal{R} = \{ R^{(i)} \}_{i \in \mathbb{N}} \), \( k_i := \bigcup \{ V^u(R^{(i)}) \cap A^{(R^{(i)})} : R \in \{ R^{(i)} \} \cap \Sigma_L^\# \} \) (measurability of \( k_i \) can be shown similarly to the measurability of \( A^{(R^{(i)})} \), see Claim 4.25). It is clear that \( \mu \) is carried by \( \bigcup_{i \geq 0} k_i \), since \( p \) is conservative and carried by \( \Sigma_L^\# \). We show the following three steps to complete the proof:

- \( \forall i \in \mathbb{N} \), \( \mu(k_i) < \infty \): If \( S, R \in \Sigma_L^\# \), \( R_0 = R^{(i)} \) and \( (V^u(R) \cap A^{(R^{(i)})}) \cap (V^u(S) \cap A_{S_0}) \neq \emptyset \), then \( \exists x \in \text{s.t.} x = \hat{\pi}(R^\#) = \hat{\pi}(S^\#) \) where \( R^\#, S^\# \in \Sigma^\# \) and \( S_0^\# = S_0, R_0^\# = R_0 = R^{(i)} \). Therefore \( S_0 \subseteq \{ S \subseteq Z(v) : Z(u) \cap Z(v) \neq \emptyset, Z(u) \supseteq R^{(i)} \} \), and this collection is finite by the local finiteness of \( Z \) and its refinement. In addition, \( p \) is finite on cylinders. Thus, \( \mu(k_i) \leq \sum_{S \subseteq Z(v) : Z(u) \cap Z(v) \neq \emptyset, Z(u) \supseteq R^{(i)}} P([S]) < \infty \).
- \( \forall i \geq 0 \), \( \mu \)-a.e. \( x \in \bigcap_{k \leq 0} k_i \exists n_i \uparrow \infty \) s.t. \( f^{-n_i}(x) \in A \cap k_i \): For every \( i \geq 0 \), \( p \)-a.e. \( R \in \{ R^{(i)} \} \) returns to \( [R^{(i)}] \) infinitely often with iterations of \( \sigma_R \) since \( p \) is conservative. For any such chain and \( n \geq 0 \), \( f^{-n_i}[V^u(R) \cap A_{R_0}] \subseteq V^u(R^{(i)}) \cap A_{R^{(i)}} \). Therefore, \( p \)-a.e. point in \( k_i \) returns to \( k_i \) infinitely often with iterations of \( f^{-1} \). The first return map to \( k_i \), \( \mathcal{f} \), is well defined. If \( \mu(k_i \cap A) > 0 \), then \( \mu(k_i \cap A) = \frac{\mu(k_i \cap A)}{\mu(k_i)} \) is \( \mathcal{f} \)-invariant, and finite by the first step. Therefore, by the Poincaré recurrence theorem, \( p \)-a.e. point in \( k_i \cap A \) returns to \( k_i \cap A \) infinitely often with iterations of \( f^{-1} \).

\(^{10}\)The condition of topological mixing can be assumed w.l.o.g. because of the Spectral Decomposition theorem for topological Markov shifts (see [Sar15, Theorem 2.5]).

\(^{11}\)If \( x = \hat{\pi}(R, S) \), where the dot means an admissible concatenation, and \( S \in \Sigma_R^\# \), then \( f^{-n}(x) = \hat{\pi}(\sigma_R^k((R_{-n}, ..., R_0) \cdot S)) \) and \( (R_{-n}, ..., R_0) \cdot S \in \Sigma_R^\# \) (by the Markov property); in addition \( R \in \Sigma_R \Rightarrow \sigma_R^k R \in \Sigma_R^\# \).
• \( \mu \) is conservative: Assume for contradiction that \( B := \{ x \in A : \hat{\mathbb{T}} n \geq 0, f^n(x) \in A \} \) has a positive \( \mu \) measure. \( B = \bigcup_{k \in \mathbb{Z}_+} (B \cap k) \mod \mu \). Therefore, by step 2, \( \mu \)-a.e. point in \( B \) returns to it infinitely often with iterations of \( f^{-1} \). Take any such recurrent point \( x \), w.l.o.g. \( x, f^{-n}(x) \in B \subseteq A \), whence \( f^n(f^{-n}(x)) = x \in A \) - a contradiction to the definition of \( B \)! So \( \mu(B) = 0 \). Therefore, almost every point in \( A \) returns to it infinitely often with iterations of \( f \) (recall the remark following Definition 7.1).

Claim 4: \( \mu \) is carried by \( H_x(q) \subseteq \text{RWT}_x \), where \( q \) is a hyperbolic periodic point.

Proof: Since \( p \) is conservative, \( \mu \) is carried by a union of sets which carry \( \{ \mu_R \}_{R \in \hat{\mathbb{S}} \hat{\pi}} \). Each such measure is carried by \( V(u(R)) \cap A_{R_0} \subseteq \hat{\mathbb{S}}[\hat{\pi}] \). Let \( R' \in \hat{\mathbb{S}} \) be any periodic chain, and define \( q := \hat{\pi}(R') \). Then, by irreducibility, \( \hat{\pi}([\hat{\mathbb{S}}]) \subseteq H_x(q) \).

Claim 5: \( \mu \) is ergodic.

Proof: It follows directly from Proposition 7.3 below, since \( p \) is ergodic.

**Proposition 7.3.** Under the assumptions and notations of Theorem 7.2, the measure \( \mu \) is proportional to \( \hat{\psi} \cdot p \circ \hat{\tau}^{-1} \), where \( \hat{\psi} \cdot p \) is the unique shift-invariant extension of \( \psi \cdot p \) to \( \hat{\mathbb{S}} \) such that \( \hat{\psi} \cdot p \circ \tau^{-1} = \psi \cdot p \), and \( \tau \) is the projection to the non-positive coordinates.

Proof. As explained in claim 1 of Theorem 7.2, \( \mu_R(1) = \psi(R) \) by the uniqueness of the continuous and positive \( \phi \)-harmonic function on \( \hat{\mathbb{S}} \) \( \psi \) is only determined up to scaling, so we choose the version \( \psi(R) = \mu_R(1) \). Write \( \forall R \in \hat{\mathbb{S}} \hat{\pi}, p_R := \mu_R(\hat{\mathbb{S}}) = \frac{\mu_R}{\mu_R(1)} \), a probability measure on \( V(u(R)) \), which is absolutely continuous w.r.t. its leaf volume. One can check easily that \( \psi \cdot p \) must indeed be invariant. Then, \( \mu = \int_{\hat{\mathbb{S}}} \mu_R dp = \int_{\hat{\mathbb{S}}} p_R d\psi(p) = \int_{\hat{\mathbb{S}}} p_{\tau(R)} d\psi \cdot p. \)

Notice that \( \forall R \in \hat{\mathbb{S}}, p_{\tau(R)} \left( \left\{ x \in M : R \in \tau \left[ \hat{\mathbb{S}}^{-1} \{ [x] \} \right] \right\} \right) = 0 \). Then, for every Borel measurable \( E \), \( \mu(E) = \int_{\hat{\mathbb{S}}} p_{\tau(R)}(E) d\psi \cdot p = \int_{\hat{\mathbb{S}}^{-1}[E]} p_{\tau(R)}(E) d\psi \cdot p \leq \int_{\hat{\mathbb{S}}^{-1}[E]} 1 d\psi \cdot p = \psi \cdot p \circ \hat{\tau}^{-1}(E). \)

Now, since \( p \) is conservative and ergodic (and \( \sigma \)-finite), so must \( \psi \cdot p \) be, and so also \( \hat{\psi} \cdot p \), and in turn also \( \hat{\psi} \cdot p \circ \hat{\tau}^{-1} \). In claim 3 of Theorem 7.2 we have seen that \( \mu \) is conservative (and \( \sigma \)-finite). So \( \mu \) is an invariant, conservative, \( \sigma \)-finite measure, dominated by an ergodic, invariant, conservative, \( \sigma \)-finite measure \( \hat{\psi} \cdot p \circ \hat{\tau}^{-1} \), whence \( \mu \propto \psi \cdot p \circ \hat{\tau}^{-1} \) (with a proportion constant less or equal to 1). 

**Corollary 7.4** (Entropy formula). Under the assumptions of Theorem 7.2, if the measure \( \mu \) in Theorem 7.2 is finite then it satisfies the entropy formula \( h_\mu(f) = \int \log \text{Jac}(dx|_{H_x(q)}) d\mu(x) \).

Proof. Under the notation of Theorem 7.2, let \( \varphi : \hat{\mathbb{T}} \to \mathbb{R} \) be the geometric potential (recall Definition 6.1). As in Theorem 6.2, let \( \varphi^{-1} : \hat{\mathbb{S}} \to \mathbb{R}, A : \hat{\mathbb{S}} \to \mathbb{R}, \) s.t. \( A \) is bounded and \( \varphi = \varphi^{-1} + A \circ \sigma^{-1} - A \) (when \( \varphi^{-1} \) is associated with its natural extension to \( \hat{\mathbb{S}} \)). By part 3 in the proof of Theorem 6.2 and by Theorem 6.3, \( P_G(\varphi^{-1}) = 0 \). \( \varphi \) is bounded by \( \log M_f \), and since \( A \) is also bounded, \( \varphi^{-1} \) is bounded as well. By the variational principle, \( P_G(\varphi^{-1}) = \sup \{ h_\nu(\sigma_R) + \int \varphi^{-1} d\nu : \nu \text{ is an inv. prob. on } \hat{\mathbb{S}} \} \) (see [Sar09, Theorem 4.4]).

Let \( p' \) be the \( \varphi^{-1} \)-conformal measure on \( \hat{\mathbb{S}} \), and let \( p \circ \hat{\varphi} \) be the \( \varphi \)-conformal measure on \( \hat{\mathbb{S}} \). By part 2 in Theorem 6.2, recurrence of \( \varphi \) implies recurrence of \( \varphi^{-1} \), and so \( p' \) and \( p \) are conservative and ergodic. Let \( \psi' \) and \( \psi \) be the unique (up to normalization) continuous and positive \( \varphi^{-1} \)-harmonic function and \( \varphi \)-harmonic function on \( \hat{\mathbb{S}} \). Once can check that \( \psi \cdot p, \psi' \cdot p' \) are invariant measures.

**Part 1:** \( \psi \cdot p = \psi' \cdot p' \).

Proof: Fix \( [R] \subseteq \hat{\mathbb{S}} \). As in Claim 4.21, there exists \( C_R > 1 \) s.t. \( |\log \psi| \leq C_R \) on \( [R] \) and if \( n \geq n_0 \), then \( \sup \{ |\phi_n(R) - \phi_n([S])| \} \leq C_R \). Let \( (R, w, R) \) be a word of length \( n \geq n_0 \), and let \( \zeta(R, w, R) \in \hat{\mathbb{S}} \) be the periodic extension of \( (R, w, R) \). Then,
\[ (\psi \cdot p)([R, w, R]) = \int_{[R, w, R]} \psi \, dp = e^{\pm C_R} \int_{\Sigma_R} \psi\, dp = e^{\pm 2C_R} e^{\phi_{\psi \cdot p}(\sigma_R)} p([R]), \]

\( p([R]) \) is finite by [Sar01, Theorem 1], and positive since \( |w_{\psi \cdot p}| \leq \sigma_R [R] \). W.l.o.g. \( C_R \geq |\log p(\sigma_R | [R])| \), then
\[(\psi \cdot p)([R, w, R]) = e^{\pm 2C_R} e^{\phi_{\psi \cdot p}(\sigma_R)} \cdot \int_{R, w, R} \psi \, dp = e^{\pm 2C_R} e^{\phi_{\psi \cdot p}(\sigma_R)} p([R]). \]

Remark: Corollary 7.4 can be extended to all hyperbolic SRB measures without using the Ledrappier-Young entropy formula. Details will appear elsewhere.

7.2. Positive Recurrence and Finiteness. In Theorem 7.2 we saw that the leaf condition with RWT implies the existence of an ergodic, conservative, \( f \)-invariant measure with absolutely continuous conditional measures on unstable leaves, which is finite if and only if the geometric potential (equivalently, \( \varphi \)) is positive recurrent. We now provide a different characterization of the positive recurrence of \( \phi \) in terms of a stronger leaf condition.

Recall Theorem 3.7, and the constant \( \epsilon_\chi > 0 \) s.t. \( \text{RWT}_\chi = \text{RWT}^{*\chi} \).

**Definition 7.5.** A Pesin level set of \( \chi \)-summed, is a set \( \Lambda \subset \chi \)-summed, s.t. \( \exists N \in \mathbb{N} \) s.t. \( \forall x \in \Lambda \) there exists a function \( q : \{f^n(x)\}_{n \in \mathbb{Z}} \to (0, \epsilon_\chi) \cap \{e^{-\epsilon_\chi} \} \) s.t. \( q(x) \geq \frac{1}{N} \), \( q, l = e^{\pm \epsilon_\chi} \), and \( \forall n \in \mathbb{Z} \), \( q \circ f^n(x) \leq Q_{\epsilon_\chi} \). \( \Lambda \) is said to be of level \( N \).

This definition is due to Pesin, see [BP07, Definition 2.2.6].

**Claim 7.6.** For every Pesin level set \( \Lambda \), \( \Lambda \cap \text{RWT}_\chi \) is contained in a finite number of partition elements of \( \mathcal{R} \). Conversely, every partition \( \operatorname{part} \) of \( \Lambda \) is contained in a Pesin level set.

**Proof.** We begin with the final statement. Given \( R \in \mathcal{R} \), let \( v \in \mathcal{V} \), \( v = \psi_{\frac{f^i}{q}} \cdot p^i \), s.t. \( R \subseteq \mathcal{V}(v) \). By definition, every point \( y \in R \) admits a coding \( v \in [v] \cap \Sigma^\# \), and thus belongs to the Pesin level set of level \( \left[ \frac{1}{p^i} \right] \) (since one can choose the kernel \( q(f^i(y)) = p^i \wedge p^i \), where \( v = (\psi_{\frac{f^i}{q}}, \psi_{\frac{f^i}{q}}) \).\]

Now for the first statement. Let \( \Lambda \) be a Pesin level set of level \( N \in \mathbb{N} \).

Step 1: \( \forall x \in \Lambda \cap \text{RWT}_\chi \), \( x \) can be coded by a chain \( v \in \Sigma^\# \), where \( v_i = \psi_{\frac{f^i}{q}}, i \in \mathbb{Z} \), and \( p^i \wedge p^i \geq q(f^i(x)) \).

Proof: \( \exists q_1, q_2 : \{f^n(x)\}_{n \in \mathbb{Z}} \to (0, \epsilon_\chi) \cap \{e^{-\epsilon_\chi} \} \) s.t. \( q_1 \) is given by the fact that \( x \) belongs to the Pesin level set of level \( N \), \( \Lambda \), and \( q_2 \) is given by the recurrent \( \epsilon_\chi \)-tame weakener of \( x \). Define \( q := \max \{q_1, q_2\} \). It follows trivially that \( q : \{f^n(x)\}_{n \in \mathbb{Z}} \to (0, \epsilon_\chi) \cap \{e^{-\epsilon_\chi} \} \) s.t. \( q(f^n(x)) \leq Q_{\epsilon_\chi}(f^n(x)) \) \( \forall n \in \mathbb{Z} \), and \( \limsup \sup q \circ f^n(x) \to 0 \). In addition, \( q^N = \max \{\frac{q_1 f}{q_1}, \frac{q_2 f}{q_2}\} \leq \max \{\frac{q_1 f}{q_1}, \frac{q_2 f}{q_2}\} \leq \max \{\frac{q_1 f}{q_1}, \frac{q_2 f}{q_2}\} \leq \max \{\frac{\epsilon_\chi^N}{q_1^N}, \frac{\epsilon_\chi^N}{q_2^N}\} = \epsilon_\chi^N \).

Similarly, \( \frac{q^N}{q^N} \geq e^{-\epsilon_\chi} \). By [Sar13, Proposition 4.5, Lemma 4.6], \( \forall x \in \Lambda \cap \text{RWT}_\chi \), \( x \) can be coded by a chain \( v \in \Sigma^\# \), where \( v_i = \psi_{\frac{f^i}{q}}, i \in \mathbb{Z} \), and \( p^i \wedge p^i \geq q(f^i(x)) \).

Proof: This is the content of [Sar13, Proposition 8.4] when \( d = 2 \) (see [BO18, Lemma 4.12] for \( d > 2 \).)
Step 3: Consider the set of double Pesin-charts $A_{\mathcal{N}} := \{\psi^{z\cdot p^n} \in \mathcal{V} : p^n \cap p^u \geq \frac{1}{2}\}$. By the discreteness of $\mathcal{V}$ (see [Sar13, Proposition 3.5]), $A_{\mathcal{N}}$ is finite. Thus, $\hat{A}_{\mathcal{N}} := \{R \in \mathcal{R} : R \subseteq Z_v, v \in A_{\mathcal{N}}\}$ is finite as well. Thus, by step 1 and step 2, $\Lambda \cap \text{RWT}_X \subseteq \bigcup \hat{A}_{\mathcal{N}}$.

**Definition 7.7.** The points in $\text{RWT}^{\text{PR}}_{X}: = \{x \in \text{RWT}_X : \exists \gamma > 1 \text{ s.t. } \limsup_n \frac{1}{n} \sum_{k=0}^{n-1} 1_{\Lambda \cap f^k(x) > 0}\}$ where $\Lambda_{\gamma}$ is a Pesin level set of level $\gamma$, are called the positively recurrent points in $\text{RWT}_X$.

**Theorem 7.8** (The Ratio Ergodic Theorem). Let $(X, \mathcal{B}, \mu, T)$ be a $\sigma$-finite measure preserving transformation, and assume that $\mu$ is conservative. Then for $\mu$-a.e. $x \in X$, $\forall g, h \in L^1(\mu)$ s.t. $h \geq 0$ and $\int hd\mu > 0$,

$$\lim_{n \to \infty} \frac{\sum_{k=0}^{n} g \circ T^k(x)}{\sum_{k=0}^{n} h \circ T^k(x)} = \frac{\int g d\mu}{\int h d\mu}.$$

This theorem is due to E. Hopf, for a modern proof see [Zwe04]. Recall Definition 5.1.

**Theorem 7.9.** There exists a $\chi$-hyperbolic SRB measure if and only if the leaf condition is satisfied for $\text{RWT}^{\text{PR}}_{X}$.

**Proof.** If there exists a $\chi$-hyperbolic SRB measure, then the leaf condition is satisfied trivially for $\text{RWT}^{\text{PR}}_{X}$. Next, assume that the leaf condition is satisfied for $\text{RWT}^{\text{PR}}_{X}$. Let $x \in \text{RWT}^{\text{PR}}_{X}$, then by Claim 7.6, there must be some symbol $R_k$ s.t. $\limsup_n \frac{1}{n} \sum_{k=0}^{n-1} 1_{R_k \cap f^k(x) > 0}$. Therefore, there exists $R \in \mathcal{R}$ s.t. the leaf condition is satisfied for $\{x \in R : \limsup_n \frac{1}{n} \sum_{k=0}^{n-1} 1_{R \cap f^k(x) > 0}\}$. Hence, $\exists R_0' \in \hat{A}_{\mathcal{N}} \in [R]$ s.t. $\mu(B_R'(\{x \in R : \limsup_n \frac{1}{n} \sum_{k=0}^{n-1} 1_{R \cap f^k(x) > 0}\}) > 0$. Then, $R_0' \in \mathcal{R}$ and $\int_{R_0'} \mu R_{\text{RWT}^{\text{PR}}_{X}} > 0$. By Pesin’s absolute continuity theorem [BP07, Theorem 8.6.1], $\Gamma_R$ maps a positive leaf volume set to a positive leaf volume set. So

$$\forall R \in [R] \cap \hat{A}_{\mathcal{N}} \cap (R)^{-N}, \mu(R_{\text{RWT}^{\text{PR}}_{X}}) > 0.$$ (41)

We can now carry out the construction in Theorem 7.2, and obtain the conservative, ergodic, and $f$-invariant measure $\mu = \int_{\hat{A}_{\mathcal{N}}} \mu_R dp$, where $\forall R \in \hat{A}_{\mathcal{N}}, \mu_R$ is carried by $V^u(R) \cap A_R$; and $p$ gives a positive measure to every cylinder by [Sar09, Claim 3.5, pg. 76]. By equation (41), $\mu(R_{\text{RWT}^{\text{PR}}_{X}}) > 0$. Therefore, $\exists$ Pesin level set $\Lambda$, s.t. $\mu(\limsup_n \frac{1}{n} \sum_{k=0}^{n-1} 1_{\Lambda \cap f^k(x) > 0}) > 0$, while $\mu(\Lambda) < \infty$ by claim 3 in Theorem 7.2.

However, by the ratio ergodic theorem (see Theorem 7.8), $\forall M \in \mathbb{N}$, let $\Lambda_M$ be a Pesin level set of level $M$. Then, $\limsup_n \frac{1}{n} \sum_{k=0}^{n-1} 1_{\Lambda \cap f^k(x) \leq \limsup_n \frac{1}{n} \sum_{k=0}^{n-1} 1_{\Lambda \cap f^k(x)} \leq \frac{\mu(\Lambda)}{\mu(\Lambda_M)} = \mu(\Lambda_M) \to 0}$, for $\mu$-a.e. $x$. Assume for contradiction that $\mu$ is infinite. Then, $\frac{\mu(\Lambda)}{\mu(\Lambda_M)} \to 0$, and so $\limsup_n \frac{1}{n} \sum_{k=0}^{n-1} 1_{\Lambda \cap f^k(x)} = 0$ for $\mu$-a.e. $x$. A contradiction. Therefore $\mu$ is finite.

**APPENDIX A. ADDITIONAL PROPERTIES OF $\phi$**

Recall the definition of the potential $\phi : \hat{S} = \mathcal{R} \to \mathbb{R}^-$ from Theorem 4.10: $\phi(R) = \log(m_{V^u}(\sigma_{R} R)(f^{-1}[V^u(R)])$. The questions of the boundedness of $\phi$ and its cohomology relation with the geometric potential are not necessary for the proof of our main results, but are nonetheless interesting. In this appendix we discuss these questions.

**A.1. BOUNDNESS OF $\phi$.** Since the range of $\phi$ is $\mathbb{R}^-$, it is clear that $\phi$ is bounded from above. In this section we show that $\phi$ is also bounded from below.

**Lemma A.1.** $\exists \gamma \geq 1$, a constant depending only on $\chi, M, f$, s.t. $\text{Vol}(V^u(\sigma_R u)) \leq \gamma \cdot \text{Vol}(V^u(u))$, $\forall u \in \hat{S}.$

**Proof.** Write $u_{-1} = \psi_{x_{-1}}^{z \cdot p^n}, u_0 = \psi_{y_{-1}}^{q \cdot q'}$. Let $F$ be the representing function of $V^u(u)$ in $u_0$, and $G$ the representing function of $V^u(\sigma_R u)$ in $u_{-1}$.
Step 1: Comparing $p^u$ and $q^u$: Since $(u_{-1}, u_0) \in \mathcal{E}$ (i.e. $u_{-1} \rightarrow u_0$, see [BO18, Definition 2.23]), $q^u = \min\{e^p p^u, Q_e(x)\}$. Thus

$$
p^u = \frac{p^u}{q^u} = \frac{\min\{e^p p^u, Q_e(x)\}}{q^u} \leq \max\{e^{-\varepsilon} Q_e(x), Q_e(x)\} \cdot \frac{p^u}{Q_e(x)} \leq Q_e(x).
$$

(42)

The fact that $(u_{-1}, u_0) \in \mathcal{E}$ also implies that $\psi_f(x)^\land\psi_g(y)^u$ $\varepsilon$-overlaps $\psi_f(x)^\land\psi_g(y)$ (see [BO18, Definition 2.18]); which in particular implies (by [BO18, Lemma 2.20]) that $\frac{\|C_e^{-1}(f(x))\|}{\|C_e^{-1}(y)\|} = e^{\varepsilon^3}$. Thus, by definition,

$$
Q_e(x) = e^{\frac{\varepsilon}{3\pi}} \|C_e^{-1}(x)\|^{-\frac{1}{3}} \leq e^{\frac{\varepsilon}{3\pi}} \|C_e^{-1}(f(x))\|^{-\frac{1}{3}} \cdot (e^3)^\frac{1}{3} \leq e^{\varepsilon^3} \cdot Q_e(x) \cdot (e^3)^\frac{1}{3} \leq Q_e(x) \cdot e^{\varepsilon^3},
$$

when $\varepsilon > 0$ is sufficiently small. Similarly, $Q_e(y) \geq e^{-\varepsilon^3} Q_e(f(x))$; and so $e^{\frac{\varepsilon}{3\pi}} Q_e(x) = e^{\varepsilon^3}$. In addition, by [BO18, Lemma 2.15], $\exists \omega_0 \geq 1$ depending only on $\chi, M$ and $f$, s.t. $Q_e(x) = \omega_0^{-1}$. Plugging these inequalities in equation (42), we obtain

$$
p^u = \frac{p^u}{q^u} \leq \max\{e^{-\varepsilon}, Q_e(x), Q_e(f(x))\} \cdot \frac{Q_e(f(x))}{Q_e(y)} \leq \max\{e^{-\varepsilon}, \omega_0, e^{\varepsilon^3}\} \leq e^{\varepsilon} \cdot \omega_0.
$$

(43)

Step 2: Write $\tilde{F}(t) := (F(t), t)$, $\tilde{G}(t) := (G(t), t)$. Following from Definition 4.15, $\text{Jac}(d \tilde{F}), \text{Jac}(d \tilde{G}) = e^{\varepsilon \omega}$, for $\varepsilon > 0$ sufficiently small.

Step 3: Comparing $\text{Jac}(C_\chi(x)) = |\det C_\chi(x)|$ and $\text{Jac}(C_\chi(y)) = |\det C_\chi(y)|$: By [BO18, Theorem 2.4], $\forall \xi \in T_x M$,

$$
|C_e^{-1}(x)\xi| = \sqrt{S^2(x, \xi_s) + U^2(x, \xi_u)},
$$

where $\xi = \xi_s + \xi_u$, $\xi_s \in H^s(x)$, $\xi_u \in H^u(x)$, and

$$
S^2(x, \xi_s) = 2 \sum_{m=0}^{\infty} |d_x f^m \xi_s|^2 e^{2\chi m} < \infty, \quad U^2(x, \xi_u) = 2 \sum_{m=0}^{\infty} |d_x f^{-m} \xi_u|^2 e^{2\chi m} < \infty.
$$

The same formula holds with $f(x)$ replacing $x$. One can then check that

$$
\frac{U^2(f(x), d_x f \xi_u)}{U^2(x, \xi_u)} = e^{\pm \log(e^{2\chi} + M^2)}, \quad \frac{S^2(f(x), d_x f \xi_s)}{S^2(x, \xi_s)} = e^{\pm \log(e^{2\chi} + M^2)}.
$$

It follows then, that $\frac{|C_e^{-1}(f(x))| d_x f \xi|}{|C_e^{-1}(x)| \xi|} = e^{\pm \log(e^{2\chi} + M^2)}$. It follows that $\frac{\text{Jac}(C_\chi(x))}{\text{Jac}(C_\chi(f(x)))} = e^{\pm d \varepsilon^3} = e^{\varepsilon^3}$ (for $\varepsilon > 0$ sufficiently small). Thus, in total,

$$
\frac{\text{Jac}(C_\chi(x))}{\text{Jac}(C_\chi(y))} = \frac{\text{Jac}(C_\chi(x))}{\text{Jac}(C_\chi(f(x)))} \cdot \frac{\text{Jac}(C_\chi(f(x)))}{\text{Jac}(C_\chi(y))} = e^{\pm d \log(e^{2\chi} + M^2)}.
$$

Step 4: It follows by the definition of $\tilde{G}, \tilde{F}$, that $V^u(y) = \psi_y \circ \tilde{F} [R_{g^u}(0)]$ and $V^u(\sigma R_{\tilde{u}}) = \psi_x \circ \tilde{G} [R_{g_{\tilde{u}}}(0)]$, where $R_{g^u}(0) = \{u \in \mathbb{R}^{\dim H^u} : |u|_\infty \leq q^u\}$, $R_{g_{\tilde{u}}}(0) = \{u \in \mathbb{R}^{\dim H^u} : |u|_\infty \leq p^u\}$. Recall, $\psi_x = \exp_x \circ C_\chi(x), \psi_y = \exp_y \circ C_\chi(y)$. Thus

$$
\text{Vol}(V^u(\sigma R_{\tilde{u}})) = \int_{R_{g_{\tilde{u}}}(0)} \text{Jac}(d C_\chi(x) \circ \tilde{G}(t) \exp_x) \cdot \text{Jac}(C_\chi(x)) \cdot \text{Jac}(d \tilde{G}) d\text{Leb}(t)
$$

$\leq 4^d \cdot e^\varepsilon \cdot (2p^u)^{\dim H^u} \cdot |\text{Jac}(C_\chi(x))| \cdot \|d. \exp_x\| \leq 2$ by Definition 4.14

$\leq 4^d \cdot e^\varepsilon \cdot 2^e \cdot e^{(e + \log \omega) e} \cdot e^{d \log(e^{2\chi} + M^2)} \int_{R_{g^u}(0)} \text{Jac}(d C_\chi(y) \circ \tilde{F}(t) \exp_y) \cdot \text{Jac}(C_\chi(y)) \cdot \text{Jac}(d \tilde{F}) d\text{Leb}(t)$

$= 4^d \cdot e^\varepsilon \cdot 2^e \cdot e^{(e + \log \omega) e} \cdot e^{d \log(e^{2\chi} + M^2)} \cdot \text{Vol}(V^u(y)).$

The lemma follows with $\tilde{\alpha} := 4^d \cdot e^\varepsilon \cdot 2^e \cdot e^{(e + \log \omega) e} \cdot e^{d \log(e^{2\chi} + M^2)}$.

\[\square\]

**Lemma A.2.** Let $u, v \in \mathfrak{H}$ s.t. $\pi(u) = \pi(v) = p$. Then $\mathcal{A} \subseteq V^u(u) \cap V^u(v)$ an open set in $V^u(y)$ which depends only on $y$ s.t. $\text{Vol}(A) \geq \text{Vol}(V^u(y)) \cdot \tilde{\alpha}$, where $\tilde{\alpha} = (0, 1)$ depends only on $M$. 
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Proof. Write $u_0 = \psi_x^+ \cdot y^*$, $v_0 = \psi_x^+ \cdot y^*$. By [BO18, Lemma 4.12], $\frac{n}{t^2} = e^{x^+}$. Let $B := R_{\frac{n}{100 \sqrt{d}}} (0)$ be a ball in $| \cdot |_{\infty}$-norm in $R^d$ centered at 0 with a radius of $\frac{n}{100 \sqrt{d}}$. By [BO18, Theorem 4.13], $\psi_x^{-1} \circ \psi_x [B] \subseteq R_{\frac{n}{100 \sqrt{d}} + \sqrt{\frac{n}{100 \sqrt{d}}} \cdot e^+} (0) \subseteq R_{\frac{n}{100 \sqrt{d}} (0)}$. Thus $\psi_x [B] \subseteq \psi_y [R_{\frac{n}{100 \sqrt{d}}} (0)] \subseteq \psi_y [R_{\frac{n}{100 \sqrt{d}}} (0)]$, and so $\psi_x [B] \cap V^u (u) \subseteq V^u (v)$ (since $V^u (u)$ spans over the window of $u_0$, and $V^u (v)$ spans over the window of $v_0$, and since both are local unstable leaves of $p$, they must coincide where the windows intersect).

Denote by $F$ the representing function of $V^u (u)$ in $u_0$. Write $\tilde{F} (t) := (F (t), t)$. We now wish to compare the volume of $A := \psi_x \circ \tilde{F} [R_{\frac{n}{100 \sqrt{d}}} (0)] \subseteq \psi_x [B]$. We follow the estimates in steps 2 and 4 of Lemma A.1:

\[
\text{Vol} (A) = \int_{R_{\frac{n}{100 \sqrt{d}}} (0)} \text{Jac} (d \tilde{F} (t) \psi_x) \text{Jac} (d \tilde{F}) d \text{Leb} (t) = \int_{R_{\frac{n}{100 \sqrt{d}}} (0)} \text{Jac} (d \tilde{F} (t) \psi_x) \text{Jac} (d \tilde{F}) d \text{Leb} (t) \\
\geq 2^{-d} \cdot e^{-\epsilon} \cdot \frac{2^{-p_n}}{100 \sqrt{d}} \text{dim} H^u (x) \text{Jac} (C_x (x)) \\
\geq 2^{-2d} \cdot e^{-2\epsilon} \cdot \frac{1}{100 \sqrt{d}} \int_{R_{\frac{n}{100 \sqrt{d}}} (0)} \text{Jac} (d \tilde{F} (t) \psi_x) \text{Jac} (d \tilde{F}) d \text{Leb} (t) = 2^{-2d} \cdot e^{-2\epsilon} \cdot \frac{1}{100 \sqrt{d}} \cdot \text{Vol} (V^u (u)).
\]

Define $\tilde{\alpha} := 2^{-2d} \cdot e^{-2\epsilon} \cdot \frac{1}{100 \sqrt{d}} \in (0, 1)$.

Corollary A.3. \( \exists \tilde{\alpha} \geq 1 \) which depends only on $\chi$, $M$ and $f$, s.t. \( \forall R \in \tilde{S}_L \), \( \text{Vol} (V^u (\sigma R)) \leq \tilde{\alpha} \text{Vol} (V^u (R)). \)

Proof. Fix some extension $R^\pi \in \tilde{S}_L$ s.t. $R_i = R^\pi \forall i \leq 0$. By Definition 4.3, \( \text{Vol} (V^u (\sigma R)) = \text{Vol} (\bigcap_{u \in \sigma R} V^u (u)). \)

Let $u \in \Sigma^\pi_L$ be a chain which covers $R$, then $\sigma R^\pi \supseteq \sigma R^\pi$. Fix a chain $u \in \Sigma^\pi_L$ s.t. $u \supseteq R$. Let $A = A(u)$ be the set given by Lemma A.2. It follows that $A \subseteq \bigcap_{u \in \sigma R} V^u (u)$. Then,

\[
\text{Vol} (V^u (\sigma R)) = \text{Vol} \left( \bigcap_{u \in \sigma R} V^u (u) \right) = \text{Vol} \left( \bigcap_{u \in \sigma R} V^u (\sigma R^u) \right) \leq \text{Vol} (V^u (\sigma R))^u \leq \tilde{\alpha} \text{Vol} (A) \leq \tilde{\alpha} \text{Vol} \left( \bigcap_{u \in \sigma R} V^u (u) \right) = \tilde{\alpha} \text{Vol} (V^u (R)) (\because \text{Lemma A.1, Lemma A.2}).
\]

Define $\tilde{\gamma} := \frac{\tilde{\alpha}}{\tilde{\alpha}}$.

Corollary A.4. $\phi : \tilde{S}_L \rightarrow (-\infty, 0]$ is bounded.

Proof. Let $R \in \tilde{S}_L$. Recall, $m_{V^u (\sigma R)} = \rho_{\sigma R} \cdot \lambda_{V^u (\sigma R)}$, where $\rho_{\sigma R} : V^u (\sigma R) \rightarrow [e^{-\epsilon}, e^\epsilon]$ and $\lambda_{V^u (\sigma R)}$ is the (not normalized) Riemannian volume measure of $V^u (\sigma R)$. As in Claim 4.12, $\phi (R) = \log m_{V^u (\sigma R)} \left( f^{-1} [V^u (R)] \right)$. Then,

\[
\phi (R) = \log m_{V^u (\sigma R)} \left( f^{-1} [V^u (R)] \right) = \pm \epsilon + \log \lambda_{V^u (\sigma R)} \left( f^{-1} [V^u (R)] \right) + \log \frac{1}{\text{Vol} (V^u (\sigma R))} \\
= \pm \epsilon \pm \log M_f + \log \frac{\text{Vol} (V^u (R))}{\text{Vol} (V^u (\sigma R))} \geq -\epsilon - \log M_f - \log \tilde{\omega} > -\infty.
\]

Remark: Claim 4.21 together with the boundness of $\phi$ imply that $\phi : \tilde{S}_L \rightarrow \mathbb{R}^+$ is in fact Hölder continuous.
A.2. Cohomology of $\phi$ to the Geometric Potential. Recall the geometric potential from Definition 6.1: $\varphi : \hat{\Sigma} \to [-d \cdot \log M_f, d \cdot \log M_f]$, $\varphi(\hat{R}) := \log \text{Jac}(d\hat{\xi}(\hat{R}) f^{-1}|_{T_{\hat{\xi}(\hat{R})} V^u(\hat{R})})$. In Part 1 of Theorem 6.2 we saw:

$$|\phi_n(\hat{R}) - \varphi_n(\hat{R}^\pm)| \leq 2\epsilon,$$

(44)

where $\hat{R}$ is any $n$-periodic chain in $\hat{\Sigma}_L$, and $\hat{R}^\pm$ is the unique periodic extension of $\hat{R}$ to $\hat{\Sigma}$.

In this section, we show further that in fact $\phi$ and $\varphi$ are cohomologous:

**Claim A.5.** There exists a locally Hölder continuous function $\mathcal{L} : \hat{\Sigma} \to \mathbb{R}$ s.t.

$$\phi = \varphi + \mathcal{L} - \mathcal{L} \circ \sigma^{-1}$$

when restricted to irreducible components of $\hat{\Sigma}$.

$\mathcal{L}$ is called a Hölder continuous transfer function, and $\mathcal{L} - \mathcal{L} \circ \sigma^{-1}$ is called a coboundary.

**Proof.** Assume w.l.o.g. that $\hat{\Sigma}_L$ is irreducible. By Part 2 in Theorem 6.2, there exists a bounded and Hölder continuous function $A : \hat{\Sigma} \to \mathbb{R}$ s.t.

$$\varphi^- := \varphi + A - A \circ \sigma^{-1}$$

is a well-defined and Hölder continuous function $\varphi^- : \hat{\Sigma}_L \to \mathbb{R}$ (i.e. depends only on the negative coordinates of chains).

We continue to show that $\varphi^-$ and $\phi$ are cohomologous with a Hölder continuous transfer function, which in turn implies that $\phi$ and $\varphi$ are cohomologous with a Hölder continuous transfer function.

Let $n \geq 1$, and let $w = (R, w_{-(n-2)}, \ldots, w_{-1}, R)$ be an admissible word of length $n$. Let $\hat{W}$ be its periodic extension to $\hat{\Sigma}_L$.

Then it follows that for any $m \in \mathbb{N}$,

$$\phi_{n-m}(\hat{W}) - \varphi^-_{n-m}(\hat{W}) = m \cdot \left( \phi_n(\hat{W}) - \varphi^-(\hat{W}) \right).$$

At the same time, $|\phi_{n-m}(\hat{W}) - \varphi^-_{n-m}(\hat{W})| \leq 2(\epsilon + \|A\|\infty)$ for all $n$ and $m$. Therefore it follows that $\forall n \geq 1$, and for every $n$-periodic chain $\hat{R} \in \hat{\Sigma}_L$,

$$\phi_n(\hat{R}) - \varphi^-(\hat{R}) = 0.$$

By Livsic’s theorem (see [Sar09, Theorem 1.1] for the statement and the proof in the context of countable Markov shifts), there exists a locally Hölder continuous function $\mathcal{L}' : \hat{\Sigma}_L \to \mathbb{R}$ s.t.

$$\phi = \varphi^- + \mathcal{L}' - \mathcal{L}' \circ \sigma_R.$$

Thus, in total,

$$\phi = \varphi + A - A \circ \sigma^{-1} + \mathcal{L}' - \mathcal{L}' \circ \sigma^{-1} = \varphi + (A + \mathcal{L}') - (A + \mathcal{L}') \circ \sigma^{-1}.$$

Set $\mathcal{L} = A + \mathcal{L}'$. \hfill \square

**Remark:** Carrying out (38) without the assumption $\hat{R} = \sigma^R_n \hat{R}$ yields the more careful estimate $e^\phi_{n} - \varphi_{n} = e^{2\epsilon \frac{\text{Vol}(V^u(\hat{R}))}{\text{Vol}(V^u(\sigma^R_n \hat{R}))}}$, which in general may not be bounded in $n$, even on irreducible components. This implies that while both $\phi$ and $\varphi$ are Hölder continuous (and bounded), and $\mathcal{L}$ is locally Hölder continuous, and $\phi = \varphi + \mathcal{L} - \mathcal{L} \circ \sigma^{-1}$, in general $\mathcal{L}$ may still be unbounded.
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