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Abstract: Development of technology like Cloud Computing and its widespread usage has given rise to exponential increase in the volume of traffic. With this increase in huge traffic the resources in the network would either be insufficient to handle the traffic or the situation may cause some of the resources to be over utilized or underutilized. This condition leads to reduced performance of the system. To improve the performance of the system the traffic requires to be regulated such that all the resources are utilized conforming to their capacity which is known as load balancing. Load balancing has been one of the concerns in the distributed computing systems where the computing nodes do not have a global view of the network. There have been constant efforts to provide an efficient solution for load balancing through the approaches like game theory, fuzzy logic, heuristics and metaheuristics. Even though various solutions exist for balancing the load, the issue is challenging as there does not exist one best fit solution. The paper aims at the study of how Particle Swarm Optimization approach is used to achieve an optimal solution for load balancing in distributed computing system.
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1. Introduction

Distributed system is a group of autonomous computing nodes that are geographically apart connected to form a network. The distributed systems can be homogeneous or heterogeneous systems. The nodes communicate and coordinate their actions through message passing to achieve sharing of resources, fault tolerance, openness, scalability and transparency [22]. Following are the characteristics of distributed systems:

Lack of global control unit: In distributed computing system, it is difficult to implement a global control unit due to large scale, dynamic and heterogeneous computing nodes.

Sharing of Resources: To execute a task, the computational nodes share their local resources like disk storage, computational capacity, data and web objects with each other in the system.

Openness and unreliability: The distributed computing systems are open and the structure of the network and nodes are unreliable causing the unauthenticated users to enter into the system. Due to the autonomy of the computing nodes, a few or more nodes may fail to function independently. Therefore fault tolerance and reliability are significant in distributed computing systems.

Heterogeneity: Some of the nodes in the distributed computing systems are heterogeneous with differences in their network components, speed, and storage. For example in social network systems due to differences in speed and bandwidth of the node the responsiveness of the nodes may be different. Therefore there is a need for maximizing the resource utilization.

Fault Tolerance: If there is a failure of any component in the distributed computing system it continues its operation by delegating the task to another node.

The advantages of such systems are high performance, low latency, extensibility and availability at low cost. Some of the applications of distributed systems are Cloud, Grid, WWW, automated banking systems etc. Over the years, there has been a rapid growth in the technology and increase in volume of data generation which is significant factor to the underutilization or overutilization of computing nodes. This aspect of overutilization or underutilization is due to the load imbalance on the computing nodes that deteriorates the overall system performance. To enhance the performance of distributed systems, it is important to keep the system load equal on each node in homogeneous distributed system. However in a number of applications involving heterogeneity, the computing nodes are equipped with different amounts of processing powers, so that a given task may complete more quickly on one node than another. Therefore allocating tasks proportional to the node’s capacity in heterogeneous distributed system is essential. The assignment of task to a computing node is known as load...
balancing. The existing surveys include most of the proposed approaches like Round Robin, Throttled algorithm, fuzzy logic, game theory, heuristics and metaheuristics for static and dynamic load balancing in centralized and decentralized systems. The proposed study refers predominantly as to how the Particle Swarm Optimization (PSO), a metaheuristic approach can be applied for dynamic load balancing in distributed computing systems.

The paper is organized as following: Section 2 briefs about the load balancing and its significance, Section 3 introduces Swarm Intelligence and Section 4 shows the flow of research focus and section 5 shows how PSO can be applied for balancing load followed by conclusion and references.

2. Load Balancing

Load balancing is a technique to find the mapping of tasks involving computations to the computing nodes which leads to an equal load on each computing node in the system. When a task arrives at a node, the task may be either carried out at the node at which it arrives or relocated to alternative node. The algorithms of load balancing are categorized into two: static and dynamic [14]. In static algorithms the tasks are allocated to the computing nodes at compile time using the task information like its amount of resources needed, arrival time, average execution time. However complete information about the requirements of the tasks may not be obtained in dynamic systems where the traffic pattern varies with time. The decision of transferring a task does not consider the system current state. Periodic reassignment of the tasks may be required as the application requirements vary. Use static algorithms in distributed computing systems may cause some of the nodes to stay heavily loaded whereas a few others may stay idle. Due to these limitations and advancement in the technology there is a huge increase in the traffic which is unpredictable and varying. Hence the static algorithms are not suitable. The other class of load balancing algorithms is the dynamic algorithms that make decision considering the current load on the computing nodes. Each node decides whether a task has to be carried out locally or to be transferred to an alternative node for remote processing. In the case of remote processing, there is a latency incurred due to result of migrating the task over the network. The dynamic load balancing algorithms can be centralized or distributed. In centralized algorithms there is a single central server which distributes the task to the nodes. The drawback of such algorithms is single point of failure of the load balancer. The algorithms can also be fully distributed where there is no global control unit. Such decentralized algorithms should be capable of making decisions autonomously which requires intelligence. To balance the load effectively and dynamically involves many key considerations as mentioned below [3]:

- Estimation of load
- Profitability Determination
- Vector Calculation for Task Transfer
- Selection of Task
- Migration of Task

(i) Estimation of Load: This is the first phase in any load balancing algorithm. There must be some estimation of load on the computing nodes to determine that a load imbalance exists.

(ii) Profitability determination: After determining the loads of the computing nodes, the existence of a load imbalance is to be identified which further can be used to make a decision whether load balancing needs to be initiated. The load balancing is initiated if the cost of load imbalance exceeds the cost of load balancing.

(iii) Vector Calculation for Task Transfer: Depending on the load estimation, the ideal task allocations essential to balance the system are computed.

(iv) Selection of Task: In this phase the tasks are identified for transfer to best satisfy vectors calculated in previous step by considering the task size.

(v) Migration of Task: After selection of the tasks, tasks are reassigned from one computing node to another.

All these key consideration must be dynamically computed in the situations where the system load is invariably changing. Therefore the class of swarm intelligence algorithms is suitable which can consider the current state of the system.
2.1. Performance Metrics

The main objective of balancing the load is to improve the system performance. Therefore the load balancing algorithm must incorporate the metrics that ensure the improvement in the system performance. The major performance metrics of load balancing are [11][12]:

- **Response time**: It is the time elapsed from the submission of a task till the response to the task is made. A good load balancing algorithm should aim at minimizing this metric.
- **Throughput**: It is the rate of number of tasks completed per unit of time. An effective load balancing algorithm should aim at maximizing this metric.
- **Makespan**: It is a measure of the total time elapsed in processing tasks allocated to a node. The load balancing algorithm should be designed to minimize the makespan.
- **Resource Utilization**: It is a measure of degree of system resources utilized to accomplish the task. To improve the performance through load balancing this metric must be maximized.
- **Migration time**: It is a measure of the time required to migrate the load from one computing node to another. Minimum migration time enhances the system performance.
- **Fault tolerance**: It is measure of the performance of the load balancing algorithm when there is a failure of one or more computing nodes in the system.

3. Swarm Intelligence

The domain of multi agents in the field of distributed systems has developed progressively widespread in the last few decades [1][2]. Various applications, in the fields of robotics, distributed computing and computer networks, are considered by the approaches which are constructed based on the principle derived from multi agents known as Swarms. Swarm Intelligence (SI) is a field of Artificial Intelligence (AI) that is biologically-inspired and based on the social behavior of insects such as birds, wasps, ants, termites, bees. Swarm Intelligent systems are defined as distributed systems, involving simple agents with limited computing capabilities, sensing and communication abilities that are designed to achieve a specified task [2]. The basic notion behind such a system is that instead of a single sophisticated agent various tasks can be resourcefully accomplished with simple various agents which are self-governing in nature and are generally more adaptive, robust and scalable than those based on only one system which is highly accomplished. The swarm agents can be either heterogeneous or homogenous with limited capabilities. This limited capability can be collectively utilized to perform a task.

Properties of SI are:

- It is an Agent Based Model
- Agents interact locally with each other to exhibit global behavior
- Agents are self-organized
- Agents follow simple rules
- Agents are very adaptive
- Agents are decentralized and artificial or natural

These properties of SI allow the swarm to address complex problems that require the individual agents to work together collectively. The developments of the SI algorithms have attracted the researchers in the recent years for its characteristics. Some of the SI algorithms are Particle Swarm Optimization, Artificial Bee Colony Optimization, Ant Colony Optimization, Cuckoo Search Algorithm, Glowworm Swarm Optimization[4]. These different kinds of optimization algorithms have been practically applied for various optimization problems [15], [17]. Figure 1 shows some of the applications of Swarm Intelligence.
4. Proposed Methodology

Considering the significance of load balancing in distributed systems, there are various approaches to minimize the load imbalance. The algorithms designed are either static or dynamic. Further the dynamic algorithms are centralized or distributed. Various methods namely metaheuristic, heuristics or game theory or fuzzy logic is proposed. With reference to figure 2 the survey in the paper narrows down to metaheuristics approach. Among the many metaheuristic approaches namely Ant Colony Optimization (ACO), Greedy Randomized Adaptive Search Procedure (GRASP), Particle Swarm Optimization (PSO), Artificial Bee Colony Optimization(ABCO),Simulated Annealing(SA),this study aims at presenting PSO and its related work for load balancing in distributed computing environment. The paper focuses on the advances over the PSO, in the form of either modification of PSO, hybridization of PSO with other metaheuristic methods, extensions of PSO or convergence analysis and parameter selection. The performance metrics majorly considered by various researchers are response time, CPU and memory utilization, migration time, makespan and convergence analysis.

5. Study of Particle Swarm Optimization

This section presents the basic principle of PSO, its variants in the research for achieving load balancing according to [5]-[22]

5.1 Particle Swarm Optimization

Kennedy and Eberhart introduced PSO in 1995, an optimization technique built on Swarm Intelligence which simulates the behavior of fish schooling and birds flocking to guide the particles to search for an optimal solutions globally [4][5][13].It has drawn lot of attention in the field of research to solve complex problems.

PSO has several advantages.

- It has few parameters to be set hence simple to implement
- It can be used for concurrent processing.
- It is significant in global search
- It is not affected by the scaling of design variables.

However PSO tends to result in fast and premature convergence. PSO has its application in the field of image processing, control systems, networking, machine learning, power systems and many others [16]

1) Basic Principle of PSO algorithm:

The basic PSO algorithm comprises of generating velocities and positions for each particle, calculating fitness values of each particle and updating position and velocity in each iteration. A particle here denotes a point in the search space. Depending on velocity updates particle changes its position from one move to another. In this algorithm the new search space is influenced by the control parameters namely: Inertia weight (w), Number of population, number of iterations, c1 the self-confidence factor, and c2 swarm confidence factor [10]. Algorithm 1 shows the operations of the PSO. Some advances of PSO have been proposed for load balancing to overcome the limitations of low accuracy and early convergence of PSO.

2) Improved convergence PSO with Random Sampling mechanism

This mechanism adopts particle swarm optimization algorithm to improve the convergence. The proposed study uses the strategy of random sampling for control parameters to increase the randomness to update the position and velocity of the particle. To ensure convergence, in each iteration the sampling range for inertia weight is identified after the acceleration factors have been sampled in their particular interval. Also in order to utilize dimension information of particles with better velocity and position, the stochastic correction method is assumed on each dimension for the population prime value. The experimental results have shown that the method suggested improves the rate of convergence with increase in the accuracy of convergence as compared to basic PSO [5]
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**Figure 2.** Flow of Study of Load Balancing

**Algorithm 1.** The pseudo-code of basic PSO

```
FOR each particle i
    FOR each dimension d
        Initialize position $x_i$ randomly within permissible range
        Initialize velocity $v_i$ randomly within permissible range
    END FOR
END FOR

Iteration $k=1$
DO
    FOR each particle i
        Calculate fitness value
        IF the fitness value is better than $p_{best}$ in history
            Set current fitness value as the $p_{best}$
        END IF
    END FOR
    Choose the particle having the best fitness value as the $g_{best}$
    FOR each particle i
        FOR each dimension d
            Calculate velocity according to the equation
            $v_i(k+1) = w(v_i(k) + c_1 r_1(p_{best,i}) + c_2 r_2(p_{best}) + r_3(x_i-k))$
            Update particle position according to the equation
            $x_i(k+1) = x_i(k) + v_i(k+1)$
        END FOR
    END FOR
    $k=k+1$
END FOR
WHILE maximum iterations or minimum error criteria are not attained
```
3) Multi-PSO based task scheduling in cloud computing

The proposed method consists of two phases: In the first phase the basic PSO is used with a population of 100 particles. The results of the best mutation of first phase population are performed, and the mutated results are used as the initial population for the next phase. The remaining particles are generated using a deterministic method where in the tasks are allocated to a lightly loaded virtual machine (VM) considering the processing capability and usage of the VM. After allocation of task to VM, the load of VM is updated. In this approach, for each VM the probability of assigning task to is calculated and stored. The task is allocated to the VM with highest probability. The authors have measured the makespan and resource utilization which have been proved to be better than the Round Robin, Min-Min, Genetic Algorithm, basic PSO and FCFS [7].

4) Hybridization of firefly and improved PSO mechanism

The researchers here proposed a system based on the Improved PSO and firefly algorithm. In this approach, high convergence rate but slow down rate close to the optimal point of the search space feature of firefly algorithm and IPSO with high sensitivity to initial conditions have been combined to obtain effective and efficient results. Therefore in order to get good response, the firefly algorithm has been used for initializing best initial population and for task scheduling IPSO has been used. The time complexity of this hybrid method is \( O(2^t(n^t)) \) where

- \( t \): denotes total iterations
- \( n \): initial population.

The load balancing metrics measured in this study are the response time, turnaround time, and CPU and memory utilization. This hybridization has been proved to be better than the Firefly and PSO algorithms when not combined [6]

5) \( \alpha \)PSO: Task Based Load Balancing mechanism

The authors proposed a method that finds an optimal solution in the cloud environment for migration of tasks from an over loaded virtual machine to a under loaded virtual machine. To generate the particle velocity and its position the basic PSO is used. The values chosen for control parameters are as shown in Table 1.

| Parameters | Values |
|------------|--------|
| \( \omega \) | 0.95   |
| \( c_1 \)  | 0.8    |
| \( c_2 \)  | 0.8    |

The values of positions generated in each iteration are continuous in nature; the authors in this study adopt a small position rule (SPV) to convert the continuous values to discrete values. These values are further used to allocate task to VM. The objective functions considered are minimization of task transfer time and task execution time [18].

6) Random Forest and PSO approach

The proposed approach utilizes particle swarm optimization and Random forest for load balancing across available resources in cloud environment. Initially the random forest algorithm is used to schedule the tasks which are then served for execution into cloud. In order to execute the tasks if the cloud resources are unavailable, then PSO is applied to find the resources. The proposed study of combining PSO with random approach proves to perform better than the improved PSO and Random search algorithms. The performance parameters measured are makespan, flow time and degree of load balancing [19]

7) Modified PSO for load balancing in Cloud computing

In this methodology the authors propose a modified PSO for allocating tasks to the available virtual machines in Cloud. The method works based on partitioning the whole model into different buffers which contain information of tasks like task transfer speed, expected execution time and also information like memory, CPU, bandwidth and MIPS of the available resources. Using this information the PSO is applied to schedule the tasks. The control parameters chosen by the authors are shown in Table 2. The fitness functions are designed to maximize the resource utilization and minimize the makespan [21]
Table 3 summarizes the performance metrics measured by various PSO methodologies that have been proposed.

**Table 2. Control parameters**

| Parameters | Values |
|------------|--------|
| $\omega$   | 0.73   |
| c1         | 2      |
| c2         | 0.2    |

**Table 3. Performance Metrics**

| Proposed by                      | Year | Performance metrics |
|----------------------------------|------|---------------------|
|                                   |      | Response Time       | CPU Utilization | Memory utilization | Makespan | Convergence | Migration time |
| Lijun Sun et.al[5]               | 2019 | √                    |                |                      |          |             |                |
| Subhadarshini Mohanty et.al[7]   | 2018 | √                    | √              | √                    |          |             |                |
| Mahya Mohammadi Golchi et.al[6]  | 2019 | √                    |                | √                    |          |             |                |
| Alguliyev, R.M et.al[18]         | 2019 | √                    |                |                      |          |             |                |
| Bala, K et.al[19]                | 2017 |                      |                | √                    |          |             |                |
| Arabinda Pradhan et.al[21]       | 2020 |                      |                | √                    |          |             |                |

6. Conclusion

Load balancing has a significant role with the advent of new technologies and huge increase in the traffic. The severity of the problem increases as the traffic pattern goes unpredictable. Therefore a suitable solution is needed. The paper gives the details of few variants of PSO that can be used in providing an effective solution for load balancing. Although PSO is proposed by many researchers, convergence analysis is the part which is less focused. Therefore there is a need to improve the convergence rate to find an optimal solution for load balancing.
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