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The $T_z = -\frac{3}{2}$ nucleus $^{21}$Mg has been studied by Coulomb excitation on $^{196}$Pt and $^{110}$Pd targets. A 205.6(1)-keV $\gamma$-ray transition resulting from the Coulomb excitation of the $\frac{5}{2}^+$ ground state to the first excited $\frac{7}{2}^+$ state in $^{21}$Mg was observed for the first time. Coulomb excitation cross-section measurements with both targets and a measurement of the half-life of the $\frac{7}{2}^+$ state yield an adopted value of $B(E2; \frac{5}{2}^+ \rightarrow \frac{1}{2}^+ ) = 13.3(4)$ W.u. A new excited state at 1672(1) keV with tentative $\frac{9}{2}^+$ assignment was also identified in $^{21}$Mg. This work demonstrates large difference of the $B(E2; \frac{5}{2}^+ \rightarrow \frac{1}{2}^+ )$ values between $T = \frac{3}{2}$, $A = 21$ mirror nuclei. The difference is investigated in the shell-model framework employing both isospin conserving and breaking USD interactions and using modern $ab\;initio$ nuclear structure calculations, which have recently become applicable in the $sd$ shell.

I. INTRODUCTION

Nuclei around the $N = Z$ line serve as a laboratory to investigate the level to which isospin symmetry is conserved in nature. Traditionally isospin symmetry and its breaking have been investigated by comparing the energies of excited states in mirror nuclei or their masses [1]. In order to further the understanding of isospin symmetry breaking effects and develop the existing nuclear models, a range of spectroscopic data is required, including $B(E2)$ values, in addition to level energies and nuclear masses. Nuclear structure studies in the $sd$ shell are particularly interesting since this region is accessible by nuclear theory through phenomenological and $ab\;initio$ methods.

The phenomenological isospin symmetric USD interaction [2] was successful in reproducing experimental data, but required additional corrections to reproduce the mirror energy difference (MED) systematics of the $2^+$ states in $A = 18-36$, $T = 1,2$ nuclei [3]. The main modification of the USD interaction was the use of experimental single-particle energies derived from the $A = 17$, $T = \frac{1}{2}$ mirror pair, which implicitly introduce isospin symmetry breaking since the excitation energies in $^{17}$O and $^{17}$F are likely influenced by the Thomas-Ehrman shift [4, 5] and other Coulomb effects. Additional corrections to the calculation were performed separately for the nuclei lying in the lower ($A = 18-28$) and higher ($A = 28-36$) $sd$ shells [3] yielding a very good agreement with experimental MED.

Subsequently, the modified USD interaction (USD$_{m}^{A,\alpha}$) was applied to calculate both MED and $B(E2)$ values in $T = 1,2$ $sd$-shell mirror pairs [6]. The MED values in these systems are experimentally well known. Experi-
mental $B(E2; 0^+ \rightarrow 2^+_1)$ and $B(E2; 5^+_2 \rightarrow 1^+_1)$ values for $T_z = +1, +2$ and $T_z = +\frac{3}{2}$ nuclei, respectively, are also available at or near the valley of stability. However, for neutron-deficient $T_z = -\frac{1}{2}, -2$ nuclei the available experimental data are scarce. For example, information on the $B(E2)$ values in $T_z = -\frac{3}{2}$ nucleus was limited to $^{33}$Ar [6] prior to the present work.

The MED values in $A = 19$, $T = \frac{3}{2}$ mirror nuclei have been reasonably well reproduced by the USD$^{2}_{2,3}$ interaction. The same is also true for the $^{196}$Pt and $^{110}$Pd values in $T_z = -\frac{3}{2}$ nuclei. Moreover, the USD$^{2}_{2,3}$ interaction is actually required to reproduce $B(E2)$ data like it clearly is in the case of MED. Thus, it can be inferred that the USD$^{2}_{2,3}$ calculation predicted a large difference between $B(E2)$ values in $A = 21$, $T = \frac{3}{2}$ mirror nuclei ($^{21}$Mg/$^{21}$F) [6], but it was not quantified what fraction of this difference, if any, had its origin in isospin breaking interactions.

The low-lying level schemes of $^{21}$Mg and $^{21}$F with available spectroscopic information, including new data from the present work, are presented in Fig. 1. Prior to this work, no $\gamma$-ray transition from the lowest-lying state had been observed. In the present work the $B(E2; \frac{5}{2}^+ \rightarrow \frac{3}{2}^+)$ value in $^{21}$Mg is extracted for the first time using both Coulomb excitation and electronic timing. The obtained $B(E2)$ value together with other available $B(E2)$ data for $T = \frac{3}{2}$ mirror nuclei are compared to the USD$^{2}_{2,3}$ prediction, but also to the isospin conserving USDB calculation. Aim is to investigate the importance of the isospin symmetry breaking modifications of the USD interaction specifically on $B(E2)$ values. Predictions obtained from modern ab initio calculations that include isospin symmetry breaking at the nucleon-nucleon interaction level will also be compared to the available experimental $B(E2)$ data.

FIG. 1 (Color online). The low-lying level schemes of $^{21}$Mg and $^{21}$F with known $\gamma$-ray transitions, branching ratios (blue (dark grey) figures) and level half-lives (green (light grey) figures). Data is obtained from Refs. [7–9]. Spectroscopic information obtained in the present work is indicated in red (gray).

### II. EXPERIMENTAL SETUP AND DETAILS

The experiment was performed at the TRIUMF - ISAC-II facility in Vancouver, Canada. A proton beam with 70-μA intensity, accelerated with TRIUMF’s main cyclotron to 500-MeV energy, impinged on a SiC target [10]. Spallation reaction products were ionized using the TRIUMF Resonant Ionization Laser Ion Source (TRILIS) [11] to enhance the $^{21}$Mg yield with respect to the three orders of magnitude higher $^{21}$Na yield. The $^{21}$Na contamination was heavily suppressed by mass selection in the ISAC mass separator after which the ions were injected to the ISAC and ISAC-II linear accelerator chain. The post-accelerated $^{21}$Mg ions were delivered to the TIGRESS [12] experimental station with two different beam energies: 96 MeV was used with a 2.93-mg/cm$^2$ thick $^{196}$Pt target enriched to 94.6 %, while 67 MeV was used with a 2.94-mg/cm$^2$ thick $^{110}$Pd foil enriched to 97.6 %. Data were collected with the $^{196}$Pt and $^{110}$Pd targets for ∼66 h and ∼24 h, respectively. The average $^{21}$Mg intensity at the TIGRESS target position was approximately 5 × 10$^9$ particles/s. The beam composition was monitored by employing a Bragg detector [13]. The $^{21}$Na contamination was found to vary between 16-19 % of the total beam intensity.

The $^{21}$Mg ions were Coulomb excited on the $^{196}$Pt and $^{110}$Pd targets housed within the BAMBINO chamber located at the center of the TIGRESS [12] germanium-detector array. For the $^{196}$Pt target, 95 MeV is the highest safe bombarding energy for which the Coulomb excitation process is still purely electromagnetic at all angles according to the Cline criterion [14]. For the $^{110}$Pd target, 67-MeV energy is safe up to the center-of-mass angle 145°. Coulomb excitation induced $\gamma$ rays from the beam and target nuclei were detected with 14 HPGe clover detectors each equipped with BGO and CsI(Tl) Compton suppressors. The TIGRESS detectors were arranged in the high-efficiency configuration providing absolute photopeak efficiency of 11.3(7) % at 1.3 MeV. Scattered $^{21}$Mg projectiles were detected with the BAMBINO array consisting of two 150-μm thick annular Micron S3-type silicon detectors [15–17] located 30 mm up- and downstream from the target position. The BAMBINO detectors cover laboratory θ angles between 20.1°-49.9° and 130.6°-159.9°.

The TIGRESS digital data acquisition system [12] was used to acquire data in particle singles and particle-γ coincidence trigger modes. Preamplifier waveforms (traces) from all detectors were recorded on an event-by-event basis. Traces were fitted off-line to improve the electronic
timings [4 keV]. A linear fit is made to the baseline while quadratic and linear fits are applied to the rising edges of the Ge and Si traces, respectively. Time of a radiation event is extracted with ~1 ns accuracy from the intersection of the two fits. Depending on the γ-ray energy, tens of ns timing resolution for the prompt Ge-Si coincidences was obtained.

III. ANALYSIS AND RESULTS

The γ-ray energy spectra with the Doppler correction (black curve) and without it (red (gray) curve) observed in coincidence with the $A = 21$ ($^{21}$Mg and $^{21}$Na) projectiles scattered downstream from the $^{196}$Pt and $^{110}$Pd targets are presented in Fig. 2 a) and b), respectively. Previous studies have identified a state at ~200 keV in $^{21}$Mg, but γ-ray transitions from this state were not observed [19, 20]. Ref.[19] suggests a $\frac{3}{2}^+$ assignment for this state based on the measured angular distributions of three-particle transfer. The $^{21}$Mg ground-state spin is measured to be $J = \frac{5}{2}$ [21] and comparison with $^{21}$F suggests positive parity. The non-observation of the $\frac{1}{2}^+ \rightarrow \frac{3}{2}^+$ γ-ray transition in Ref. [20] was attributed to the isomeric nature of the $\frac{1}{2}^+$ state. The analogue $\frac{1}{2}^+$ state in $^{21}$F has a half-life of $t_{1/2} = 6.1(2)$ ns [22].

In the present work, a γ-ray line was observed at 205.6(1) keV labeled with the red (gray) solid diamonds in Fig. 2. This transition must originate from $^{21}$Mg since it was not observed when the TRILIS lasers were blocked. The measured energy is in agreement with the previously measured $\frac{1}{2}^+$ state energies of 208(10) keV [19] and 201(4) keV [20]. Since the 205.6(1)-keV transition was observed without employing the Doppler correction, the half-life of the initial state has to be sufficiently long for the excited projectile to reach the S3 detector, where the γ-ray emission takes place. Consequently, the observed 205.6(1)-keV line signifies the first direct observation of the $\frac{1}{2}^+ \rightarrow \frac{5}{2}^+$ γ-ray transition in $^{21}$Mg. The other γ-ray lines in Fig. 2 labeled with open red (gray) symbols originate from the Coulomb excitation of the target nuclei and from $^{20}$Ne, which is populated in the β-delayed proton decay of $^{21}$Mg.

Figure 2 shows also the γ-ray energies, which have been Doppler corrected on an event-by-event basis for $^{21}$Mg and $^{21}$Na using the position information obtained from the Si and Ge detectors. This results in an energy resolution of 20 keV at 1.384 MeV. The two lines at 332.0(3) keV and 1384(1) keV labeled with open black diamonds correspond to the $\frac{5}{2}^+ \rightarrow \frac{3}{2}^+$ and $\frac{7}{2}^+ \rightarrow \frac{5}{2}^+$ transitions in $^{21}$Na, respectively. The 1672(1)-keV line labeled in Fig. 2 with the solid black diamond is assigned to originate from $^{21}$Mg because there are no corresponding transitions in the target nuclei or in $^{21}$Na.

As shown in Fig. 1, there are $\frac{3}{2}^+$ and $\frac{9}{2}^+$ states at 1730 keV and 1755 keV, respectively, in $^{21}$F with only 25-keV energy difference [8, 9]. A $\frac{3}{2}^+$ state at 1651(10) keV has been previously identified in $^{21}$Mg [19, 20]. This state is the isobaric analogue of the 1730-keV state in $^{21}$F with identical decay branching ratios. It seems likely that the newly observed 1672(1)-keV γ-ray transition originates from a state in $^{21}$Mg, which is the isobaric analogue of the $\frac{9}{2}^+$ state in $^{21}$F. The new state at 1672(1) keV lies 21 keV above the previously identified $\frac{3}{2}^+$ state in good agreement with the mirror nucleus. Consequently, this work demonstrates the first experimental observation of the $\frac{9}{2}^+$ state in $^{21}$Mg.

In order to extract the $B(E2)$ values in $^{21}$Mg, the Coulomb excitation data were divided into six subsets corresponding to six ranges of projectile scattering angles covered by the downstream S3 detector. Data collected with the $^{196}$Pt and $^{110}$Pd targets were analyzed separately. The intensities of the $\frac{1}{2}^+ \rightarrow \frac{3}{2}^+$ and $\frac{9}{2}^+ \rightarrow \frac{5}{2}^+$ γ-ray transitions in $^{21}$Mg for each subset of data were extracted and corrected for the detection efficiency and the target impurity [23]. The intensity of the 205.6(1)-keV line was extracted initially from the decays occurring in the downstream S3 detector since the in-flight decay component could not be observed in the Doppler corrected spectra. The intensities of the γ-ray lines resulting from the target excitations were extracted and corrected for the detection efficiency and the beam impurity [23]. The detection efficiency of TIGRESS was measured at the target position and at the locations of the S3 detectors.
TABLE I. Matrix elements and $B(E2)$ values for $^{21}$Mg from the GOSIA2 analysis with $^{196}$Pt and $^{110}$Pd targets and from the half-life measurement of the $\frac{1}{2}^+$ state.

| $^{21}$Mg | $^{196}$Pt target | $^{110}$Pd target from $t_{1/2}$ |
|----------|------------------|-----------------------------|
| $\langle \frac{1}{2}^+ | |E2| |\frac{5}{2}^+ \rangle$ [eb] | 0.166(4) | 0.171(5) | 0.162(4) |
| $B(E2; \frac{5}{2}^+ \rightarrow \frac{1}{2}^+)$ [W.u.] | 13.3(6) | 14.2(8) | 12.7(6) |
| $\langle \frac{9}{2}^+ | |E2| |\frac{5}{2}^+ \rangle$ [eb] | 0.21(2) | 0.24(3) | – |
| $B(E2; \frac{5}{2}^+ \rightarrow \frac{9}{2}^+)$ [W.u.] | 22(5) | 28(7) | – |

using $^{152}$Eu and $^{133}$Ba sources.

Corrected $^{21}$Mg and target $\gamma$-ray yields were analyzed using the GOSIA2 code [23–25]. The $^{21}$Mg matrix elements were fitted relative to the $^{196}$Pt and $^{110}$Pd target $\gamma$-ray yields. Matrix elements of the low-lying transitions in both targets are known with good precision together with other spectroscopic data [26, 27], which allow them to be used as an absolute normalisation for the beam excitations. For $^{21}$Mg the two observed states and their matrix elements in addition to a buffer state above the $\frac{9}{2}^+$ state were included in the analyses. The presently measured $\frac{1}{2}^+$ state half-life was not utilized in the GOSIA2 analyses in order to ensure the independence of the analyses.

In the GOSIA2 fitting procedure $\langle \frac{1}{2}^+ | |E2| |\frac{5}{2}^+ \rangle$ and $\langle \frac{9}{2}^+ | |E2| |\frac{5}{2}^+ \rangle$ were scanned simultaneously resulting in a two-dimensional $\chi^2$ surface. The minimum $\chi^2$ value ($\chi_{min}^2$) represents the best fit of the matrix elements to the experimental $\gamma$-ray yields [23]. This analysis was performed iteratively since the $\frac{1}{2}^+$ state decays partly between the target and the S3 detector reducing the true $\gamma$-ray yield. The obtained $\langle \frac{1}{2}^+ | |E2| |\frac{5}{2}^+ \rangle$ matrix element from the first (previous) step was employed to compute the half-life of the $\frac{1}{2}^+$ state, which was then used to correct the $\frac{1}{2}^+ \rightarrow \frac{5}{2}^+$ $\gamma$-ray transition intensities for in-flight decay losses for the next analysis round. The $\langle \frac{1}{2}^+ | |E2| |\frac{5}{2}^+ \rangle$ values converged rapidly after 4 analysis steps for both $^{196}$Pt and $^{110}$Pd data increasing the non-corrected matrix elements by 4 % and 3 %, respectively.

The $\chi^2$ surfaces with applied 1σ cuts are shown in Fig. 3 a) and b) for the $^{196}$Pt and $^{110}$Pd target data, respectively, after the convergence was reached. The 1σ-uncertainty contour is the part of the $\chi^2$ surface for which $\chi^2 < \chi_{min}^2 + 1$. The uncertainties of the matrix elements are obtained by projecting the 1σ contour on the corresponding matrix element axis [23]. Matrix elements and $B(E2)$ values with errors are presented in Table I. The obtained matrix elements from different measurements are in good agreement within uncertainties.

The decay curve of the $\frac{1}{2}^+$ state with $\sim 2.2 \times 10^4$ events was obtained from the Ge–S3 time difference distribution gating on the 205.6(1)-keV $\gamma$ rays (black line in Fig. 4 a)). This was then compared to simulated decay curves (red (solid gray)) generated by sampling $\sim 1.3 \times 10^4$ decay events (= area of the 205.6(1)-keV peak) from the experimental prompt response distribution (green (dashed gray)) and $\sim 0.9 \times 10^4$ events from the background distribution (violet (short dashed gray)) with different half-lives. A $\chi^2$ value was computed for each simulated curve. The prompt response was extracted from the Ge–S3 time differences by gating on the 356-keV $\gamma$ rays originating from $^{196}$Pt, $2^+$ state with $t_{1/2} = 34.15(15)$ ps [26]. The width of the distribution was further modified as the timing resolution decreases towards lower $\gamma$-ray energies. The background distribution was obtained by setting gates on both sides of the 205.6(1)-keV peak. Minimum $\chi^2$ was found at $t_{1/2} = 11.7(5)$ ns as shown in Fig. 4 b).

IV. DISCUSSION

In the present work, the $B(E2; \frac{5}{2}^+ \rightarrow \frac{1}{2}^+)$ value in $^{21}$Mg is obtained from three independent measurements – from the Coulomb excitation cross section measurements on $^{196}$Pt and $^{110}$Pd targets and from the half-life measurement of the $\frac{1}{2}^+$ state. From these measurements the adopted value of $B(E2; \frac{5}{2}^+ \rightarrow \frac{1}{2}^+)$ = 13.3(4) W.u. is obtained using the expected value method [28] in V.AveLib software [29]. This result yields the second data point for the $B(E2)$ value systematics of
Previous applied to calculate the level energies in core shell model (SA-NCSM) [35, 36] calculations. The group (IM-SRG) [32–34], and the symmetry-adapted no-core shell model (SA-NCSM) [35, 36] calculations. The CCEI, IM-SRG and SA-NCSM methods have been previously applied to calculate the level energies in \( p \) and \( sd \) shell nuclei [31, 35–38].

In the present work the IM-SRG calculation was performed using the EM 1.8/2.0 chiral interaction [39] in a harmonic oscillator (HO) basis of \( \hbar \omega = 20 \) MeV, including 13 major shells. The CCEI calculation employed a similar interaction [31]. The IM-SRG calculation uses a consistently transformed \( E2 \) transition operator [40] and does not incorporate effective charges while the CCEI calculation uses a bare transition operator with phenomenological effective charges. The SA-NCSM calculations, not employing effective charges, were performed using the N2LOopt chiral potential [41] with HO frequency range of \( \hbar \omega = 10–20 \) MeV in a model space of 5 to 13 major shells and three symmetry-based model space selections. For each of these selections, calculations were performed with increasing number of shells to ensure convergence. The results are reported for \( \hbar \omega = 15 \) MeV and 13 major shells, while the quoted uncertainties arise from the variation of the \( B(E2) \) values with respect to the number of shells and the value of \( \hbar \omega \) used in the calculation. Isospin symmetry breaking is included in the IM-SRG, CCEI and SA-NCSM approaches at the level of the chiral interaction. The interactions include the Coulomb force and the smaller non-Coulomb effects due to the different pion masses.

The CCEI calculation is found to agree better with experiment with \( \Delta e^{\pi,\nu} = 0.35 \) e and it reproduces the experimental \( B(E2) \) values at \( A = 21 \) correctly as shown in Fig. 5. The CCEI results deviate from the other models at \( A = 25 \) since CCEI favours different dominant configurations for the \( \frac{1}{2}^+ \) states in \( ^{25}\text{Si} \) and \( ^{25}\text{Na} \).

The IM-SRG calculation underpredicts the \( E2 \) strength for the majority of \( T = \frac{3}{2} \) nuclei. The same has
results reveals that the situation is the opposite - the $M_1$ component is clearly underestimated. Whether these observations arise from the characteristic features of the SA-NCSM and IM-SRG approaches remains an open question.

Figure 6 shows how the different calculations compare with the experimental $B(E2)$ value between the collective $\frac{9}{2}^+$ state and the $\frac{5}{2}^+$ ground state in $^{21}$Mg (and $^{21}$F). The USDB and CCEI approaches reproduce well the experimental $B(E2)$ values for both nuclei with $\Delta e^\pi = 0.35$ e. The SA-NCSM calculation lies close to the experimental value in $^{21}$Mg, given the quoted uncertainties, while the IM-SRG calculation underpredicts the experimental value by 30%.

V. SUMMARY

The $T_z = \pm \frac{3}{2}$ nucleus $^{21}$Mg was studied in Coulomb excitation enabling the first direct observations of the $\frac{1}{2}^+ \rightarrow \frac{5}{2}^+$ and $\frac{9}{2}^+ \rightarrow \frac{5}{2}^+$ $\gamma$-ray transitions. The $B(E2; \frac{5}{2}^+ \rightarrow \frac{1}{2}^+)$ and $B(E2; \frac{5}{2}^+ \rightarrow \frac{3}{2}^+)$ values were measured and the results are compared to shell-model and $ab$ initio nuclear structure calculations. The $B(E2; \frac{5}{2}^+ \rightarrow \frac{1}{2}^+)$ value in $^{21}$Mg is found to be more than two times larger than the corresponding value in its mirror nucleus $^{21}$F. Shell-model calculations employing modified USD$_{242}$ and standard USDB interactions reproduce this difference equally well indicating that the associated $B(E2)$ values do not signal significant isospin symmetry breaking. The IM-SRG $ab$ initio approach is found to underpredict both newly measured $B(E2)$ values in $^{21}$Mg, while the SA-NCSM $ab$ initio calculations yield a slight overprediction.
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