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Abstract. This paper studies the problem of finding best rank-1 approximations for both symmetric and nonsymmetric tensors. For symmetric tensors, this is equivalent to optimizing homogeneous polynomials over unit spheres; for nonsymmetric tensors, this is equivalent to optimizing multi-quadratic forms over multi-spheres. We propose semidefinite relaxations, based on sum of squares representations, to solve these polynomial optimization problems. Their special properties and structures are studied. In applications, the resulting semidefinite programs are often large scale. The recent Newton-CG augmented Lagrangian method by Zhao, Sun and Toh [32] is suitable for solving these semidefinite relaxations. Extensive numerical experiments are presented to show that this approach is efficient in getting best rank-1 approximations.

1. Introduction

Let $m$ and $n_1, \ldots, n_m$ be positive integers. A tensor of order $m$ and dimension $(n_1, \ldots, n_m)$ is an array $F$ that is indexed by integer tuples $(i_1, \ldots, i_m)$ with $1 \leq i_j \leq n_j$ ($j = 1, \ldots, m$), i.e.,

$$F = (F_{i_1, \ldots, i_m})_{1 \leq i_1 \leq n_1, \ldots, 1 \leq i_m \leq n_m}.$$

The space of all such tensors with real (resp., complex) entries is denoted as $\mathbb{R}^{n_1 \times \cdots \times n_m}$ (resp., $\mathbb{C}^{n_1 \times \cdots \times n_m}$). Tensors of order $m$ are called $m$-tensors. When $m$ equals 1 or 2, they are regular vectors or matrices. When $m = 3$ (resp., 4), they are called cubic (resp., quartic) tensors. A tensor $F \in \mathbb{R}^{n_1 \times \cdots \times n_m}$ is symmetric if $n_1 = \cdots = n_m$ and

$$F_{i_1, \ldots, i_m} = F_{j_1, \ldots, j_m} \quad \text{for all} \quad (i_1, \ldots, i_m) \sim (j_1, \ldots, j_m),$$

where $\sim$ means that $(i_1, \ldots, i_m)$ is a permutation of $(j_1, \ldots, j_m)$. We define the norm of a tensor $F$ as:

$$\|F\| = \left( \sum_{i_1=1}^{n_1} \cdots \sum_{i_m=1}^{n_m} |F_{i_1, \ldots, i_m}|^2 \right)^{1/2}.$$

For $m = 1$, $\|F\|$ is the vector 2-norm, and for $m = 2$, $\|F\|$ is the matrix Frobenius norm.

Every tensor can be expressed as a linear combination of outer products of vectors. For vectors $u^1 \in \mathbb{C}^{n_1}, \ldots, u^m \in \mathbb{C}^{n_m}$, their outer product $u^1 \otimes \cdots \otimes u^m$ is the tensor in $\mathbb{C}^{n_1 \times \cdots \times n_m}$ such that for all $1 \leq i_j \leq n_j$ ($j = 1, \ldots, m$)

$$(u^1 \otimes \cdots \otimes u^m)_{i_1, \ldots, i_m} = (u^1)_{i_1} \cdots (u^m)_{i_m}.$$
For every tensor \( F \) of order \( m \), there exist tuples \( (u^{i,1}, \ldots, u^{i,m}) \) \( (i = 1, \ldots, r) \), with each \( u^{i,j} \in \mathbb{C}^{n_j} \), such that

\[
F = \sum_{i=1}^{r} u^{i,1} \otimes \cdots \otimes u^{i,m}.
\]

The smallest \( r \) in the above is called the rank of \( F \), and is denoted as rank \( F \). When rank \( F = r \), (1.2) is called a rank decomposition of \( F \), and we say that \( F \) is a rank-\( r \) tensor.

Tensor problems have wide applications in chemometrics, signal processing and high order statistics [6]. For the theory and applications of tensors, we refer to Comon et al. [7], Kolda and Bader [15], and Landsberg [17]. When \( m \geq 3 \), determining ranks of tensors and computing rank decompositions are NP-hard (cf. Hillar and Lim [11]). We refer to Brachat et al. [1], Bernardi et al. [2], Oeding and Ottaviani [25] for tensor decompositions. When \( r > 1 \), the problem of finding best rank-\( r \) approximations may be ill-posed, because a best rank-\( r \) approximation might not exist, as discovered by De Silva and Lim [10]. However, a best rank-1 approximation always exists. It is also NP-hard to compute best rank-1 approximations. This paper studies best real rank-1 approximations for real tensors (i.e., tensor entries are real numbers). We begin with some reviews on this subject.

1.1. Nonsymmetric tensor approximations. Given a tensor \( F \in \mathbb{R}^{n_1 \times \cdots \times n_m} \), we say that a tensor \( B \) is a best rank-1 approximation of \( F \) if it is a minimizer of the least squares problem

\[
\min_{X \in \mathbb{R}^{n_1 \times \cdots \times n_m}, \text{rank} X = 1} \| F - X \|_2^2.
\]

This is equivalent to a homogeneous polynomial optimization problem, as shown in [9]. For convenience of description, we define the homogeneous polynomial

\[
F(x^1, \ldots, x^m) := \sum_{1 \leq i_1 \leq n_1, \ldots, 1 \leq i_m \leq n_m} F_{i_1, \ldots, i_m}(x_1^{i_1}) \cdots (x_m^{i_m}),
\]

which is in \( x^1 \in \mathbb{R}^{n_1}, \ldots, x^m \in \mathbb{R}^{n_m} \). Note that \( F(x^1, \ldots, x^m) \) is a multi-linear form (a form is a homogeneous polynomial), since it is linear in each \( x^j \). De Lathauwer, De Moor and Vandewalle [9] proved the following result.

**Theorem 1.1.** (\cite{9} Theorem 3.1) For a tensor \( F \in \mathbb{R}^{n_1 \times \cdots \times n_m} \), the rank-1 approximation problem (1.3) is equivalent to the maximization problem

\[
\max_{x^1 \in \mathbb{R}^{n_1}, \ldots, x^m \in \mathbb{R}^{n_m}} \left| F(x^1, \ldots, x^m) \right|
\text{s.t.} \| x^1 \| = \cdots = \| x^m \| = 1,
\]

that is, a rank-1 tensor \( \lambda \cdot (u^1 \otimes \cdots \otimes u^m) \), with \( \lambda \in \mathbb{R} \) and each \( \| u^i \| = 1 \), is a best rank-1 approximation for \( F \) if and only if \( (u^1, \ldots, u^m) \) is a global maximizer of (1.2) and \( \lambda = F(u^1, \ldots, u^m) \). Moreover, it also holds that

\[
\| F - \lambda \cdot (u^1 \otimes \cdots \otimes u^m) \|^2 = \| F \|^2 - \lambda^2.
\]

By Theorem 1.1 to find a best rank-1 approximation, it is enough to find a global maximizer of the multi-linear optimization problem (1.5). There exist methods on finding rank-1 approximation, like the alternating least squares (ALS), truncated high order singular value decomposition (T-HOSVD), higher-order power method (HOPM), and Quasi-Newton methods. We refer to Zhang and Golub [33], De
Lathauwer, De Moor and Vandewalle [8, 9], Savas and Lim [29] and the references therein. An advantage of these methods is that they can be easily implemented. These kinds of methods typically generate a sequence that converges to a locally optimal rank-1 approximation or even just a stationary point. Even for the lucky cases that they get globally optimal rank-1 approximations, it is usually very difficult to verify the global optimality by these methods.

1.2. Symmetric tensor approximations. Let $S^m(\mathbb{R}^n)$ be the space of real symmetric tensors of order $m$ and in dimension $n$. Given $F \in S^m(\mathbb{R}^n)$, we say that $B$ is a best rank-1 approximation of $F$ if it is a minimizer of the optimization problem

$$
\min_{X \in \mathbb{R}^{n \times \cdots \times n}, \text{rank } X = 1} \|F - X\|^2.
$$

When $F$ is symmetric, Zhang, Ling and Qi [35] showed that (1.6) has a global minimizer that belongs to $S^m(\mathbb{R}^n)$, i.e., (1.6) has an optimizer that is a symmetric tensor. It is possible that a best rank-1 approximation of a symmetric tensor might not be symmetric. But there is always at least one global minimizer of (1.6) that is a symmetric rank-1 tensor. Therefore, for convenience, by best rank-1 approximation for symmetric tensors, we mean best symmetric rank-1 approximation.

A symmetric tensor in $S^m(\mathbb{R}^n)$ is rank-1 if and only if it equals $\lambda \cdot (u \otimes \cdots \otimes u)$ for some $\lambda \in \mathbb{R}$ and $u \in \mathbb{R}^n$. For convenience, denote $u \otimes^m := u \otimes \cdots \otimes u$ ($u$ is repeated $m$ times). In the spirit of Theorem 1.1 and the work [35], (1.6) is equivalent to the optimization problem

$$
\max_{x \in \mathbb{R}^n} |f(x)| \quad \text{s.t.} \quad \|x\| = 1,
$$

where $f(x) := F(x, \cdots, x)$. Therefore, if $u$ is a global maximizer of (1.7) and $\lambda = f(u)$, then $\lambda \cdot u \otimes^m$ is a best rank-1 approximation of $F$. Clearly, to solve (1.7), we need to solve two maximization problems:

$$
(I) \max_{x \in S^{n-1}} f(x), \quad (II) \max_{x \in S^{n-1}} -f(x),
$$

where $S^{n-1} := \{x \in \mathbb{R}^n : \|x\| = 1\}$ is the $n-1$ dimensional unit sphere. Suppose $u^+, u^-$ are global maximizers of (I), (II) in (1.8) respectively. By Theorem 1.1, if $|f(u^+)| \geq |f(u^-)|$, $f(u^+) \cdot (u^+) \otimes^m$ is the best rank-1 approximation; otherwise, $f(u^-) \cdot (u^-) \otimes^m$ is the best.

For an introduction to symmetric tensors, we refer to Comon, Golub, Lim and Mourrain [7]. Finding best rank-1 approximations for symmetric tensors is also NP-hard when $m \geq 3$. There exist methods for computing rank-1 approximations for symmetric tensors. When HOPM is directly applied, it is often unreliable for attaining a good symmetric rank-1 approximation, as pointed out in [9]. To get good symmetric rank-1 approximations, Kofidis and Regalia [14] proposed a symmetric higher-order power method (SHOPM), Zhang, Ling and Qi [35] proposed a modified power method. These methods can be easily implemented. Like for non-symmetric tensors, they often generate a locally optimal rank-1 approximation or even just a stationary point. Even for the lucky cases that a globally optimal rank-1 approximation is found, these methods typically have difficulty to verify its global optimality. The problem (1.7) is related to extreme $Z$-eigenvalues of symmetric tensors. Recently, Hu, Huang and Qi [12] proposed a method for computing extreme $Z$-eigenvalues for symmetric tensors of even orders. It is to solve a sequence of semidefinite relaxations based on sum of squares representations.
1.3. Contributions of the paper. In this paper, we propose a new approach for computing best rank-1 tensor approximations, i.e., using semidefinite program (SDP) relaxations. As we have seen, for nonsymmetric tensors, the problem is equivalent to optimizing a multi-linear form over multi-spheres, i.e., (1.5); for symmetric tensors, it is equivalent to optimizing a homogeneous polynomial over the unit sphere, i.e., (1.7). Recently, there is extensive work on solving polynomial optimization problems by using semidefinite relaxations and sum of squares representations, e.g., Lasserre [18], Parrilo and Sturmfels [26], Nie and Wang [24]. These relaxations are often tight, and generally they are able to get global optimizers, which can be verified mathematically. We refer to Lasserre’s book [19] and Laurent’s survey [20] for an overview for the work in this area.

For a nonsymmetric tensor $F$, to get a best rank-1 approximation is equivalent to solving the multi-linear optimization problem (1.5). When $F$ is symmetric, to get a best rank-1 approximation for $F$, we need to solve the homogeneous optimization problem (1.7). We solve these polynomial optimization problems by using semidefinite relaxations, based on sum of squares representations. In applications, the resulting semidefinite programs are often large scale. The traditional interior-point methods for semidefinite programs are generally too expensive for solving them. The recent Newton-CG augmented Lagrangian method by Zhao, Sun and Toh [32] is very efficient for solving such big semidefinite programs, as shown in [24]. In the paper, we use this method to compute best rank-1 approximations for tensors.

The paper is organized as follows. In section 2, we show how to find best rank-1 approximations by using semidefinite relaxations and propose numerical algorithms based on them. Their special structures and properties are also studied. In Section 3, we present extensive numerical experiments to show the efficiency of these semidefinite relaxations. In Section 4, we make some discussions about this approach and future work.

Notation The symbol $\mathbb{N}$ (resp., $\mathbb{R}$, $\mathbb{C}$) denotes the set of nonnegative integers (resp., real numbers, complex numbers). For two tensors $\mathcal{X}, \mathcal{Y} \in \mathbb{R}^{n_1 \times \cdots \times n_m}$, define their inner product as

$$\langle \mathcal{X}, \mathcal{Y} \rangle := \sum_{1 \leq i_1 \leq n_1, \ldots, 1 \leq i_m \leq n_m} \mathcal{X}_{i_1, \ldots, i_m} \mathcal{Y}_{i_1, \ldots, i_m}.$$ 

For $t \in \mathbb{R}$, $[t]$ denotes the smallest integer that is not smaller than $t$. For integer $n > 0$, $[n]$ denotes the set $\{1, \ldots, n\}$. For $\alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n$, $|\alpha| := \alpha_1 + \cdots + \alpha_n$. Denote $\mathbb{N}^n_m = \{\alpha \in \mathbb{N}^n : |\alpha| = m\}$. For $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$, $x^\alpha$ denotes $x_1^{\alpha_1} \cdots x_n^{\alpha_n}$. Let $\mathbb{R}[x]$ be the ring of polynomials with real coefficients in $x$. A polynomial $p$ is said to be sum of squares (SOS) if $p = p_1^2 + \cdots + p_k^2$ for some $p_1, \ldots, p_k \in \mathbb{R}[x]$. The symbol $\Sigma_{n,m}$ denotes the cone of SOS forms in $(x_1, \ldots, x_n)$ and of degree $m$. For a set $T$, $|T|$ denotes its cardinality. The symbol $e_i$ denotes the $i$-th unit vector, i.e., $e_i$ is the vector whose $i$-th entry equals one and all others equal zero. For a matrix $A$, $A^T$ denotes its transpose. For a symmetric matrix $W$, $W \succeq 0$ (resp., $> 0$) means that $W$ is positive semidefinite (resp., definite). For any vector $u \in \mathbb{R}^N$, $\|u\| = \sqrt{u^T u}$ denotes the standard Euclidean 2-norm.

2. Semidefinite Relaxations and Algorithms

To find best rank-1 tensor approximations is equivalent to solving some homogeneous polynomial optimization problems with sphere constraints. In this section, we
show how to solve them by using semidefinite relaxations based on sum of squares representations, and study their properties.

2.1. Symmetric tensors of even orders. Let $F \in S^m(\mathbb{R}^n)$ with $m = 2d$ even. To get a best rank-1 approximation of $F$, we need to solve (1.7), i.e., to maximize $|f(x)|$ over the unit sphere. For this purpose, we need to find the maximum and minimum of $f(x)$ over $S^{n-1}$.

First, we consider the maximization problem:

$$f_{\text{max}} := \max f(x) \text{ s.t. } x^T x = 1.$$ \hspace{1cm} (2.1)

The form $f$ is in $x := (x_1, \ldots, x_n)$, determined by the tensor $F$ as

$$f(x) = \sum_{1 \leq i_1, \ldots, i_m \leq n} F_{i_1, \ldots, i_m} x_{i_1} \cdots x_{i_m}.$$ \hspace{1cm} (2.2)

Let $[x^d]$ be the monomial vector:

$$[x^d] : = [x_1^d \quad x_2^{d-1} \quad \cdots \quad x_n^{d-1} \quad x_1^{d-1} \quad \cdots \quad x_n^d]^T.$$ Its length is $(n+d-1)$.

The outer product $[x^d][x^d]^T$ is a symmetric matrix with entries being monomials of degree $m$. Let $A_\alpha$ be symmetric matrices such that

$$[x^d][x^d]^T = \sum_{\alpha \in \mathbb{N}_m^n} A_\alpha x^\alpha.$$

For $y \in \mathbb{R}^{N_m^n}$, define the matrix-valued function $M(y)$ as

$$M(y) := \sum_{\alpha \in \mathbb{N}_m^n} A_\alpha y_\alpha.$$ Then $M(y)$ is a linear pencil in $y$ (i.e., $M(y)$ is a linear matrix-valued function in $y$). Let $f_\alpha, g_\alpha$ be the coefficients such that

$$f := \sum_{\alpha \in \mathbb{N}_m^n} f_\alpha x^\alpha, \quad g := (x^T x)^d = \sum_{\alpha \in \mathbb{N}_m^n} g_\alpha x^\alpha.$$ For $y \in \mathbb{R}^{N_m^n}$, define

$$\langle f, y \rangle := \sum_{\alpha \in \mathbb{N}_m^n} f_\alpha y_\alpha, \quad \langle g, y \rangle := \sum_{\alpha \in \mathbb{N}_m^n} g_\alpha y_\alpha.$$

A semidefinite relaxation of (2.1) is (cf. 23, 24)

$$f_{\text{max}}^{\text{sdp}} := \max_{y \in \mathbb{R}^{N_m^n}} \langle f, y \rangle \text{ s.t. } M(y) \succeq 0, \quad \langle g, y \rangle = 1.$$ \hspace{1cm} (2.3)

It can be shown that the the dual of the above is

$$\min \gamma \text{ s.t. } \gamma g - f \in \Sigma_{n,m}.$$ \hspace{1cm} (2.4)

In the above, $\Sigma_{n,m}$ denotes the cone of SOS forms of degree $m$ and in variables $x_1, \ldots, x_n$. Clearly, $f_{\text{max}}^{\text{sdp}} \geq f_{\text{max}}$. When $f_{\text{max}}^{\text{sdp}} = f_{\text{max}}$, we say that the semidefinite relaxation (2.3) is tight.

The dual (2.4) is a linear optimization problem with SOS type constraints. Recently, Hu, Huang and Qi [12] proposed an SOS relaxation method for computing extreme Z-eigenvalues for symmetric tensors of even orders. Since not every non-negative form is SOS, they consider a sequence of nesting SOS relaxations. The problem (2.4) is equivalent to the lowest order relaxation in [12, §4]. In practice, the relaxation (2.4) is often tight, and it is frequently used because of its simplicity.
The SOS relaxation (2.4) was also proposed in [23] for optimizing forms over unit spheres. Its approximation quality was also analyzed there.

The feasible set of (2.3) is compact, because
\[ \text{Trace}(M(y)) \leq \langle g, y \rangle = 1. \]

So (2.3) always has a maximizer, say, \( y^\ast \). If \( \text{rank}(M(y^\ast)) = 1 \), then (2.3) is a tight relaxation. In such case, there exists \( v^+ \in \mathbb{S}^{n-1} \) such that \( y^\ast = [(v^+)^m] \), because of the structure of \( M(y) \). Then, it holds that
\[ f(v^+) = \langle f, y^\ast \rangle = f_{\text{max}} \geq f_{\text{max}}. \]

This implies that \( v^+ \) is a global maximizer of (2.1). The vector \( v^+ \) can be chosen numerically as follows. Let \( s \in [n] \) be the index such that
\[ y^\ast_{2de_s} = \max_{1 \leq i \leq n} y^\ast_{2de_i}. \]

Then choose \( v^+ \) as the normalization:
(2.5) \[ \tilde{u} = (y^\ast_{(2d-1)e_1+e_1}, \ldots, y^\ast_{(2d-1)e_s+e_1}), \quad v^+ = \tilde{u}/\|\tilde{u}\|. \]

If \( \text{rank}(M(y^\ast)) > 1 \) but \( M(y^\ast) \) satisfies a further rank condition, then (2.3) is also tight (cf. [24, Section 2.2]). In computations, no matter (2.3) is tight or not, the vector \( v^+ \) selected as in (2.5) can be used as an approximation for a maximizer of (2.1).

Second, we consider the minimization problem:
(2.6) \[ f_{\text{min}} := \min f(x) \quad \text{s.t.} \quad x^T x = 1. \]

Similarly, a semidefinite relaxation of (2.6) is
(2.7) \[ f_{\text{min}} := \min_{z \in \mathbb{R}^m} \langle f, z \rangle \quad \text{s.t.} \quad M(z) \succeq 0, \quad \langle g, z \rangle = 1. \]

Its dual optimization problem can be shown to be
(2.8) \[ \max \eta \quad \text{s.t.} \quad f - \eta g \in \Sigma_{n,m}. \]

Let \( z^\ast \) be a minimizer of (2.7). Similarly, if \( \text{rank}(M(z^\ast)) = 1 \), then (2.7) is a tight relaxation. In such case, a global minimizer \( v^- \) can be found as follows: let \( t \in [n] \) be the index such that
\[ z^\ast_{2de_t} = \max_{1 \leq i \leq n} z^\ast_{2de_i}. \]

then choose \( v^- \) as the normalization:
(2.9) \[ \tilde{u} = (z^\ast_{(2d-1)e_1+e_1}, \ldots, z^\ast_{(2d-1)e_t+e_1}), \quad v^- = \tilde{u}/\|\tilde{u}\|. \]

When \( \text{rank}(M(z^\ast)) > 1 \), (2.7) might not be a tight relaxation. In computations, the vector \( v^- \) can be used as an approximation for a minimizer of (2.6).

Combining the above and inspired by Theorem 1.1, we get the following algorithm.

**Algorithm 2.1.** Rank-1 approximations for even symmetric tensors.

**Input:** A symmetric tensor \( F \in \mathbb{S}^m(\mathbb{R}^n) \) with an even order \( m = 2d \).

**Output:** A rank-1 tensor \( \lambda \cdot u \otimes^m \), with \( \lambda \in \mathbb{R} \) and \( u \in \mathbb{S}^{n-1} \).

**Procedure:**

1. **Step 1:** Solve the semidefinite relaxation (2.3) and get an optimizer \( y^\ast \).
Step 2: Choose \( v^+ \) as in (2.5). If \( \text{rank} \, M(y^*) = 1 \), let \( u^+ = v^+ \); otherwise, apply a nonlinear optimization method to get a better solution \( u^+ \) of (2.1), by using \( v^+ \) as a starting point. Let \( \lambda^+ = f(u^+) \).

Step 3: Solve the semidefinite relaxation (2.7) and get an optimizer \( z^* \).

Step 4: Choose \( v^- \) as in (2.10). If \( \text{rank} \, M(z^*) = 1 \), let \( u^- = v^- \); otherwise, apply a nonlinear optimization method to get a better solution \( u^- \) of (2.10), by using \( v^- \) as a starting point. Let \( \lambda^- = f(u^-) \).

Step 5: If \( |\lambda^+| \geq |\lambda^-| \), output \( (\lambda, u) := (\lambda^+, u^+) \); otherwise, output \( (\lambda, u) := (\lambda^-, u^-) \).

Remark: In Algorithm 2.1, if \( \text{rank} \, M(y^*) = \text{rank} \, M(z^*) = 1 \), then the output \( \lambda \cdot u^\otimes m \) is a best rank-1 approximation of \( F \). If this rank condition is not satisfied, then \( \lambda \cdot u^\otimes m \) might not be best. The approximation qualities of semidefinite relaxations (2.3) and (2.7) are always tight. This is because every bivariate, or ternary quartic, nonnegative form is always SOS (cf. [28]). For other cases of \( (n, m) \), this is not necessarily true. However, this does not occur very often in applications. In our numerical experiments, the semidefinite relaxations (2.3) and (2.7) are often tight.

Remark: In Algorithm 2.1, if \( \text{rank} \, M(y^*) = \text{rank} \, M(z^*) = 1 \), then the output \( \lambda \cdot u^\otimes m \) is a best rank-1 approximation of \( F \). If this rank condition is not satisfied, then \( \lambda \cdot u^\otimes m \) might not be best. The approximation qualities of semidefinite relaxations (2.3) and (2.7) are always tight. This is because every bivariate, or ternary quartic, nonnegative form is always SOS (cf. [28]). For other cases of \( (n, m) \), this is not necessarily true. However, this does not occur very often in applications. In our numerical experiments, the semidefinite relaxations (2.3) and (2.7) are often tight.

We want to know when the ranks of \( M(y^*) \) and \( M(z^*) \) are equal to one. Clearly, when they have rank one, the relaxations (2.3) and (2.7) must be tight. Interestingly, the reverse is often true, although it might be false sometimes (for very few cases). This fact was observed in the field of polynomial optimization. However, we are not able to find suitable references for explaining this fact. Here, we give a natural geometric interpretation for this phenomena, for lack of suitable references. Let \( \partial \Sigma_{n,m} \) be the boundary of the cone \( \Sigma_{n,m} \).

Theorem 2.2. Let \( f_{\text{max}}, f_{\text{max}}^\text{sdp}, f_{\text{min}}, f_{\text{min}}^\text{sdp}, y^*, z^* \) be as above.

(i) Suppose \( f_{\text{max}} = f_{\text{max}}^\text{sdp} \). If \( f_{\text{max}} \cdot g - f \) is a smooth point of \( \partial \Sigma_{n,m} \), then \( \text{rank} \, M(y^*) = 1 \).

(ii) Suppose \( f_{\text{min}} = f_{\text{min}}^\text{sdp} \). If \( f - f_{\text{min}} \cdot g \) is a smooth point of \( \partial \Sigma_{n,m} \), then \( \text{rank} \, M(z^*) = 1 \).

Proof. (i) Let \( \mu \) be the uniform probability measure on the unit sphere \( \mathbb{S}^{n-1} \), and let \( y^\mu := \int [x^n]^\mu \, d\mu \in \mathbb{R}^n \). Then, we can show that \( M(y^\mu) \succ 0 \) and \( \langle g, y^\mu \rangle = 1 \). This shows that \( y^\mu \) is an interior point of (2.3). So, the strong duality holds, that is, the optimal values of (2.3) and (2.4) are equal, and (2.4) achieves the optimal value \( f_{\text{max}}^\text{sdp} \). The form \( \sigma := f_{\text{max}} \cdot g - f \) belongs to \( \Sigma_{n,m} \), because \( f_{\text{max}} = f_{\text{max}}^\text{sdp} \). Let \( u \) be a maximizer of \( f \) on \( \mathbb{S}^{n-1} \). Then, \( \sigma(u) = 0 \). So, \( \sigma \) lies on the boundary \( \partial \Sigma_{n,m} \). Let \( \hat{y} = [u^m] \). Denote by \( \mathbb{R}[x]^m \) the space of all forms in \( x \) and of degree \( m \). Then

\[
\mathcal{H}_g := \{ p \in \mathbb{R}[x]^m : \langle p, \hat{y} \rangle = 0 \}
\]

is a supporting hyperplane of \( \Sigma_{n,m} \) through \( \sigma \), because

\[
\langle p, \hat{y} \rangle = p(u) \geq 0, \quad \forall p \in \Sigma_{n,m}
\]

and \( \langle \sigma, \hat{y} \rangle = \sigma(u) = 0 \). Because \( M(y^\mu) \succeq 0 \) and \( \langle p, y^\mu \rangle \geq 0 \) for all \( p \in \Sigma_{n,m} \), the hyperplane

\[
\mathcal{H}_{y^\mu} := \{ p \in \mathbb{R}[x]^m : \langle p, y^\mu \rangle = 0 \}
\]
also supports $\Sigma_{n,m}$ through $\sigma$. Since $\sigma$ is a smooth point of $\partial \Sigma_{n,m}$, there is a unique supporting hyperplane $H$ through $\sigma$. So, $y^* = \hat{y} = [u^m]$. This implies that $M(y^*) = M([u^m]) = [u^d][u^d]^T$ has rank one, where $d = m/2$.

(ii) The proof is the same as for (i).

By Theorem 2.2, when semidefinite relaxations (2.3) and (2.7) are tight, we often have rank $M(y^*) = 1$. This fact was observed in our numerical experiments. The reason is that the set of nonsmooth points of the boundary $\partial \Sigma_{n,m}$ has a strictly smaller dimension than $\partial \Sigma_{n,m}$.

2.2. Symmetric tensors of odd orders. Let $F \in S^m(R^n)$ with $m = 2d - 1$ odd. To get a best rank-1 approximation of $F$, we need to solve the optimization problem (1.7). Since the form $f$, defined as in (2.2), has the odd degree $m$, (1.7) is equivalent to (2.1). We can not directly apply a semidefinite relaxation to solve (2.1). For this purpose, we use a trick that is introduced in [23, Section 4.2].

Let $\hat{f}_{\text{max}}, \hat{f}_{\text{min}}$ be as in (2.1), (2.6) respectively. Since $f$ is an odd form,

$$\hat{f}_{\text{max}} = -\hat{f}_{\text{min}} \geq 0.$$ 

Let $x_{n+1}$ be a new variable, in addition to $x = (x_1, \ldots, x_n)$. Let

$$\tilde{x} := (x_1, \ldots, x_n, x_{n+1}), \quad \tilde{f}(\tilde{x}) := f(x)x_{n+1}.$$ 

Then $\tilde{f}(\tilde{x})$ is a form of even degree $2d$. Consider the optimization problem:

$$(2.10) \quad \hat{f}_{\text{max}} := \max_{\tilde{x} \in R^{n+1}} \tilde{f}(\tilde{x}) \quad \text{s.t.} \quad \|\tilde{x}\| = 1.$$ 

As shown in [23, Section 4.2], it holds that

$$f_{\text{max}} = \sqrt{2d - 1} \left(1 - \frac{1}{2d}\right)^{-d} \hat{f}_{\text{max}}.$$ 

Since $\tilde{f}$ is an even form, the semidefinite relaxation for (2.10) is

$$(2.11) \quad \hat{f}_{\text{sd}} := \max_{y \in N_{2d}^n} \langle \hat{f}, y \rangle \quad \text{s.t.} \quad M(y) \succeq 0, \quad \langle g, y \rangle = 1.$$ 

The vector $y$ is indexed by $(n + 1)$-dimensional integer vectors.

Let $y^*$ be a maximizer of (2.11), which always exists because the feasible set of (2.11) is compact. If rank $M(y^*) = 1$, then (2.11) is a tight relaxation, and a global maximizer $v^+$ of (2.10) can be chosen as in (2.5). (Note that the $n$ in (2.5) should be replaced by $n + 1$.) Write $v^+$ as

$$v^+ = (\hat{v}, \hat{t}), \quad \|\hat{v}\|^2 + \hat{t}^2 = 1.$$ 

If $\hat{v} = 0$ or $\hat{t} = 0$, then $\hat{f}_{\text{max}} = f_{\text{max}} = 0$ and the zero tensor is the best rank-1 approximation of $F$. So, we consider the general case $0 < |\hat{t}| < 1$. Note that $\text{sign}(\hat{t}) \cdot \hat{v}$ is a global maximizer of $f$ on the sphere $\|\hat{v}\|^2 = 1 - \hat{t}^2$. Let

$$(2.12) \quad \hat{u} = \text{sign}(\hat{t}) \cdot \hat{v}/\sqrt{1 - \hat{t}^2}.$$ 

Then $\hat{u}$ is a global maximizer of $f$ on $S^{n-1}$. When rank $M(y^*) > 1$, the above $\hat{u}$ might not be a global maximizer, but it can be used as an approximation for a maximizer.

Combining the above, we get the following algorithm.
Algorithm 2.3. Rank-1 approximations for odd symmetric tensors.

**Input:** A symmetric tensor \( F \in S^m(\mathbb{R}^n) \) with an odd order \( m = 2d - 1 \).

**Output:** A rank-1 symmetric tensor \( \lambda \cdot u \otimes^m \) with \( \lambda \in \mathbb{R} \) and \( u \in S^{n-1} \).

**Procedure:**

1. **Step 1:** Solve the semidefinite relaxation (2.11) and get an optimizer \( y^* \).
2. **Step 2:** Choose \( v^+ \) as in (2.5) and \( \hat{u} \) as in (2.12). (The \( n \) in (2.5) should be replaced by \( n + 1 \).)
3. **Step 3:** If \( \text{rank} M(y^*) = 1 \), let \( u = \hat{u} \); otherwise, apply a nonlinear optimization method to get a better solution \( u \) of (2.1), by using \( \hat{u} \) as a starting point. Let \( \lambda = f(u) \). Output \((\lambda, u)\).

**Remark:** In Algorithm 2.3, if \( \text{rank} M(y^*) = 1 \), then the output \( \lambda \cdot u \otimes^m \) is a best rank-1 approximation of the tensor \( F \). If \( \text{rank} M(y^*) > 1 \), then \( \lambda \cdot u \otimes^m \) is not necessarily the best. The approximation quality of the semidefinite relaxation (2.11) is analyzed in [23, Section 4]. In our numerical experiments, we often have \( \text{rank} M(y^*) = 1 \). A similar version of Theorem 2.2 is true for Algorithm 2.3. We omit it for cleanliness of the paper.

2.3. Nonsymmetric tensors. Let \( F \in \mathbb{R}^{n_1 \times \cdots \times n_m} \) be a nonsymmetric tensor of order \( m \). Let \( F(x^1, \ldots, x^m) \) be the multi-linear form defined as in (1.4). To get a best rank-1 approximation of \( F \) is equivalent to solving the multilinear optimization problem (1.5). Here we show how to solve it by using semidefinite relaxations.

Without loss of generality, assume \( n_m = \max_j n_j \). Since \( F(x^1, \ldots, x^m) \) is linear in \( x^m \), we can write it as

\[
F(x^1, \ldots, x^m) = \sum_{j=1}^{n_m} (x^m)_j F_j(x^1, \ldots, x^{m-1}),
\]

where each \( F_j(x^1, \ldots, x^{m-1}) \) is also a multi-linear form. Let \( m' = m - 1 \), and

\[
F^{sq} := \sum_{j=1}^{n_m} F_j(x^1, \ldots, x^{m'})^2.
\]

By the Cauchy-Schwarz inequality, it holds that

\[
|F(x^1, \ldots, x^m)| \leq F^{sq}(x^1, \ldots, x^{m'})^{1/2} \|x^m\|.
\]

The equality occurs in the above if and only if \( x^m \) is proportional to \( (F_1(x^1, \ldots, x^{m'}), \ldots, F_{n_m}(x^1, \ldots, x^{m'})) \).

Therefore, (1.6) is equivalent to

\[
\begin{align*}
F_{\text{max}} : &= \max_{x^1, \ldots, x^{m'}} F^{sq}(x^1, \ldots, x^{m'}) \\
\text{s.t.} & \quad \|x^1\| = \cdots = \|x^{m'}\| = 1.
\end{align*}
\]

Now we present the semidefinite relaxations for solving (2.13). The outer product

\[
K(x) := x^1 \otimes \cdots \otimes x^{m'}
\]

is a vector of length \( n_1 \cdots n_m \). Denote

\[
\Omega := \{(i, j) : i, j \in [n_1] \times \cdots \times [n_m]\}.
\]
Expand the outer product of \( \mathcal{K}(x) \) as
\[
\mathcal{K}(x)\mathcal{K}(x)^T = \sum_{(i,j) \in \Omega} B_{i,j} (x^1)_{i_1} (x^1)_{j_1} \cdots (x^{m'})_{i_{m'}} (x^{m'})_{j_{m'}},
\]
where each \( B_{i,j} \) is a constant symmetric matrix. For \( w \in \mathbb{R}^\Omega \), define
\[
K(w) := \sum_{(i,j) \in \Omega} B_{i,j} w_{i,j}.
\]
Clearly, \( K(w) \) is a linear pencil in \( w \in \mathbb{R}^\Omega \). Write
\[
F^{sq} = \sum_{(i,j) \in \Omega} G_{i,j} (x^1)_{i_1} (x^1)_{j_1} \cdots (x^{m'})_{i_{m'}} (x^{m'})_{j_{m'}},
\]
\[
h := \|x^1\|^2 \cdots \|x^{m'}\|^2 = \sum_{(i,j) \in \Omega} h_{i,j} (x^1)_{i_1} (x^1)_{j_1} \cdots (x^{m'})_{i_{m'}} (x^{m'})_{j_{m'}}.
\]
For \( w \in \mathbb{R}^\Omega \), we denote
\[
\langle F^{sq}, w \rangle := \sum_{(i,j) \in \Omega} G_{i,j} w_{i,j}, \quad \langle h, w \rangle := \sum_{(i,j) \in \Omega} h_{i,j} w_{i,j}.
\]
A semidefinite relaxation of \( (2.13) \) is
\[
F^{\text{dp}}_{\text{max}} := \max \langle F^{sq}, w \rangle \quad \text{s.t.} \quad K(w) \succeq 0, \quad \langle h, w \rangle = 1.
\]
Define \( \Sigma_{m_1, \ldots, m_m} \) to be the cone as
\[
\Sigma_{m_1, \ldots, m_m} = \left\{ L \left| L = L^T = L_{1}, \ldots, L_{k} \right. \text{where each} \ L_{i} \text{is a multilinear form in} \ (x^1, \ldots, x^{m'}) \right\}.
\]
It can be shown that the dual problem of \( (2.14) \) is
\[
\min \gamma \quad \text{s.t.} \quad \gamma h - F^{sq} \in \Sigma_{m_1, \ldots, m_m}.
\]
Clearly, we always have \( F^{\text{dp}}_{\text{max}} \geq F_{\text{max}} \). When the equality occurs, we say that \( (2.14) \) is a tight relaxation.

The feasible set of \( (2.14) \) is compact, because
\[
\text{Trace}(K(w)) = \langle h, w \rangle = 1.
\]
Let \( w^* \) be a maximizer of \( (2.14) \). Like for the case of symmetric tensors, if \( \text{rank} K(w^*) = 1 \), then \( (2.14) \) is tight, and there exist vectors \( v^1, \ldots, v^{m'} \) of unit length such that \( w^* = (v^1 (v^1)^T) \otimes \cdots \otimes (v^{m'} (v^{m'})^T) \) and \( (v^1, \ldots, v^{m'}) \) is a maximizer of \( (2.13) \). They can be constructed as follows. Let \( \ell \in [n_1] \times \cdots \times [n_{m'}] \) be the index such that
\[
w^*_{\ell, \ell} = \max_{(i,j) \in \Omega} w^*_{i,j}.
\]
Then choose \( v^j \) \( (j = 1, \ldots, m') \) as:
\[
\hat{v}^j = \left( w^*_{\hat{\ell}_1, \ell_1}, w^*_{\hat{\ell}_2, \ell_2}, \ldots, w^*_{\hat{\ell}_{n_j}, \ell_{n_j}} \right), \quad v^j = \hat{v}^j / \| \hat{v}^j \|,
\]
where \( \hat{\ell}_k = \ell + (k - \ell_j) \cdot e_j \) for each \( k \in [n_j] \). When \( \text{rank} K(w^*) > 1 \), the tuple \( (v^1, \ldots, v^{m'}) \) as in \( (2.10) \) might not be a global maximizer of \( (2.13) \). But it can be used as an approximation for a maximizer of \( (2.14) \).

Combining the above, we get the following algorithm.
The key point is the observation that SDPNAL is efficient in solving such large scale semidefinite relaxations. show that these algorithms are often able to get best rank-1 approximations and approximations obtained from semidefinite relaxations. Our numerical experiments This can be proved in the same way as for Theorem 2.2. Let (2.14). Let ˆ\( w \) be a global maximizer of (2.13). Let ˆ\( w \) for \( i = 1, \ldots, m \); otherwise, apply a nonlinear optimization method to get a better solution (\( u^1, \ldots, u^m \)) of (1.3), by using (\( v^1, \ldots, v^m \)) as a starting point.

Step 4: Let \( \lambda = F(u^1, \ldots, u^m) \), and output (\( \lambda, u^1, \ldots, u^m \)).

Remark: In Algorithm 2.4 if rank \( K(w^*) = 1 \), then the output \( \lambda \cdot u^1 \otimes \cdots \otimes u^m \) is a best rank-1 approximation of \( F \). If rank \( K(w^*) > 1 \), then \( \lambda \cdot u^1 \otimes \cdots \otimes u^m \) is not necessarily the best. The approximation quality of the semidefinite relaxation (2.14) is analyzed in [23, Section 3].

We want to know when rank \( K(w^*) = 1 \). Clearly, for this to be true, the relaxation (2.14) must be tight, i.e., \( F_{\text{max}} = F_{\text{max}}^{\text{sdp}} \). Like for the symmetric case, the reverse is also often true, as shown in the following theorem. Let \( \partial \Sigma_{n_1, \ldots, n_m} \) be the boundary of the cone \( \Sigma_{n_1, \ldots, n_m} \).

**Theorem 2.5.** Let \( F_{\text{max}}, F_{\text{max}}^{\text{sdp}}, w^* \) be as above. Suppose \( F_{\text{max}} = F_{\text{max}}^{\text{sdp}} \). If \( F_{\text{max}} \cdot h - F_{\text{sdp}} \) is a smooth point of \( \partial \Sigma_{n_1, \ldots, n_m} \), then rank \( K(w^*) = 1 \).

**Proof.** This can be proved in the same way as for Theorem 2.2. Let \( (u^1, \ldots, u^m) \) be a global maximizer of (2.13). Let \( \hat{w} \in \mathbb{R}^\Omega \) be the vector such that

\[
\hat{w}_{i,j} = (u^1)_{i_1}(u^1)_{j_1} \cdots (u^m)_{i_m}(u^m)_{j_m} \quad \forall (i,j) \in \Omega.
\]

The key point is the observation that \( \langle p, \hat{w} \rangle = 0 \) defines a unique supporting hyperplane of \( \Sigma_{n_1, \ldots, n_m} \) through \( F_{\text{max}} \cdot h - F_{\text{sdp}} \), when it is a smooth point of the boundary \( \partial \Sigma_{n_1, \ldots, n_m} \). The proof proceeds same as for Theorem 2.2 \( \square \)

### 3. Numerical Experiments

In this section, we present numerical experiments of using semidefinite relaxations to find best rank-1 tensor approximations. The computations are implemented in Matlab 7.10 on a Dell Linux Desktop with 8GB memory and Intel(R) CPU 2.8GHz. In applications, the resulting semidefinite programs are often large scale. Interior point methods are not very suitable for solving such big semidefinite programs. We use the software SDPNAL [31] by Zhao, Sun and Toh, which is based on the Newton-CG augmented Lagrangian method [32]. In our computations, the default values of the parameters in SDPNAL are used. In Algorithms 2.1, 2.3 and 2.4 if the matrices \( M(y^*), M(z^*), K(w^*) \) do not have rank one, we apply the nonlinear program solver fmincon in Matlab Optimization Toolbox to improve the rank-1 approximations obtained from semidefinite relaxations. Our numerical experiments show that these algorithms are often able to get best rank-1 approximations and SDPNAL is efficient in solving such large scale semidefinite relaxations.
When Algorithm 2.3 is applied, we get the rank-1 tensor \( \lambda \).

In our computations, the rank of a matrix \( A \) is numerically measured as follows: if the singular values of \( A \) are \( \sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_r > 0 \), then rank \( (A) \) is set to be the smallest \( r \) such that \( \sigma_{r+1}/\sigma_r < 10^{-6} \). In the display of our computational results, only four decimal digits are shown.

3.1. Symmetric tensor examples. In this subsection, we report numerical experiments for symmetric tensors. We apply Algorithm 2.1 for even symmetric experiments for symmetric tensors. We apply Algorithm 2.1 for even symmetric tensors. We apply Algorithm 2.3 for odd symmetric tensors. We apply Algorithm 2.3 for odd symmetric tensors. We apply Algorithm 2.1 for even symmetric tensors. We apply Algorithm 2.3 for odd symmetric tensors.

If \( \lambda \cdot \mathbf{u}^\otimes m \) is a best rank-1 approximation. If rank \( M(y^*) > 1 \) or rank \( M(z^*) > 1 \), \( \lambda \cdot \mathbf{u}^\otimes m \) is not guaranteed to be a best rank-1 approximation. However, the quantity

\[
 f_{\text{ubd}} := \max \{|f_{\max}^{|u|}, |f_{\min}^{|u|}\}
\]

is always an upper bound of \( |f(x)| \) on \( S^{n-1} \). No matter whether (3.1) holds or not, the error

\[
 \text{aprxerr} := \frac{||f(u)| - f_{\text{ubd}}||}{\max \{1, f_{\text{ubd}}\}}
\]

is a measure of the approximation quality of \( \lambda \cdot \mathbf{u}^\otimes m \). When Algorithm 2.3 is applied for odd symmetric tensors, \( f_{\text{ubd}} \) and \( \text{aprxerr} \) are defined similarly. As in Qi [27], we define the best rank-1 approximation ratio of a tensor \( F \in S^m(\mathbb{R}^n) \) as

\[
 \rho(F) := \max_{X \in S^m(\mathbb{R}^n), \text{rank} X = 1} \frac{||F-X||}{||F|| ||X||}.
\]

If \( \lambda \cdot \mathbf{u}^\otimes m \), with \( ||u|| = 1 \) and \( \lambda = f(u) \), is a best rank-1 approximation of \( F \), then \( \rho(F) = ||\lambda||/||F|| \). Estimates for \( \rho(F) \) are given in Qi [27].

Example 3.1. ([16 Example 2]) Consider the tensor \( F \in S^3(\mathbb{R}^2) \) with entries:

\[
 F_{111} = 1.5578, \quad F_{222} = 1.1226, \quad F_{112} = -2.4443, \quad F_{221} = -1.0982.
\]

When Algorithm 2.3 is applied, we get the rank-1 tensor \( \lambda \cdot \mathbf{u}^\otimes 3 \) with

\[
 \lambda = 3.1155, \quad \mathbf{u} = (0.9264, -0.3764).
\]

It takes about 0.2 second. The computed matrix \( M(y^*) \) has rank one. So, we know \( \lambda \cdot \mathbf{u}^\otimes 3 \) is a best rank-1 approximation. The error \( \text{aprxerr} = 7.3e-9 \), the ratio \( \rho(F) = 0.6203 \), the residual \( ||F - \lambda \cdot \mathbf{u}^\otimes 3|| = 3.9399 \), and \( ||F|| = 5.0228 \).

Example 3.2. ([16 Example 3.6], [35 Example 4.2]) Consider the tensor \( F \in S^3(\mathbb{R}^3) \) with entries:

\[
 F_{111} = -0.1281, F_{112} = 0.0516, F_{113} = -0.0954, F_{122} = -0.1958, F_{123} = -0.1790, F_{133} = -0.2676, F_{222} = 0.3251, F_{223} = 0.2513, F_{233} = 0.1773, F_{333} = 0.0338.
\]

When Algorithm 2.3 is applied, we get the rank-1 tensor \( \lambda \cdot \mathbf{u}^\otimes 3 \) with

\[
 \lambda = 0.8730, \quad \mathbf{u} = (-0.3921, 0.7249, 0.5664).
\]
It takes about 0.2 second. The computed matrix $M(y^*)$ has rank one, so $\lambda \cdot u^\otimes 3$ is a best rank-1 approximation. The error $\text{aprxerr}=1.2e-7$, the ratio $\rho(F) = 0.8890$, the residual $\|F - \lambda \cdot u^\otimes 3\| = 0.4498$ and $\|F\| = 0.9820$.

**Example 3.3.** ([27] Example 2) Consider the tensor $F \in S^3(\mathbb{R}^3)$ with entries:

$$
F_{111} = 0.0517, \quad F_{112} = 0.3579, \quad F_{113} = 0.5298, \quad F_{122} = 0.7544, \quad F_{123} = 0.2156, \\
F_{133} = 0.3612, \quad F_{222} = 0.3943, \quad F_{223} = 0.0146, \quad F_{233} = 0.6718, \quad F_{333} = 0.9723.
$$

When Algorithm [2.3] is applied, we get the rank-1 tensor $\lambda \cdot u^\otimes 3$ with

$$
\lambda = 2.1110, \quad u = (0.5204, 0.5113, 0.6839).
$$

It takes about 0.2 second. Since the computed matrix $M(y^*)$ has rank one, $\lambda \cdot u^\otimes 3$ is a best rank-1 approximation. The error $\text{aprxerr}=6.9e-8$, the ratio $\rho(F) = 0.8574$, the residual $\|F - \lambda \cdot u^\otimes 3\| = 1.2672$, and $\|F\| = 2.4621$.

**Example 3.4.** ([16] Example 3.5), ([35] Example 4.1) Consider the tensor $F \in S^4(\mathbb{R}^3)$ with entries:

$$
F_{1111} = 0.2883, \quad F_{1112} = -0.0031, \quad F_{1113} = 0.1973, \quad F_{1122} = -0.2485, \quad F_{1123} = -0.2939, \\
F_{1133} = 0.3847, \quad F_{1222} = -0.2972, \quad F_{1233} = 0.1862, \quad F_{1333} = 0.0919, \quad F_{1333} = -0.3619, \\
F_{2222} = 0.1241, \quad F_{2223} = -0.3420, \quad F_{2233} = 0.2127, \quad F_{2333} = 0.2727, \quad F_{3333} = -0.3054.
$$

Applying Algorithm [2.1] we get $\lambda^+ \cdot (u^+)\otimes m$ and $\lambda^- \cdot (u^-)\otimes m$ with

$$
\lambda^+ = 0.8893, \quad u^+ = (-0.6672, -0.2470, 0.7027),
$$

$$
\lambda^- = -1.0954, \quad u^- = (-0.5915, 0.7467, 0.3043).
$$

It takes about 0.3 second. Since $|\lambda^+| < |\lambda^-|$, the output rank-1 tensor is $\lambda \cdot u^\otimes 4$ with $\lambda = \lambda^-, u = u^-$. The computed matrices $M(y^*), M(z^*)$ both have rank one, so $\lambda \cdot u^\otimes 4$ is a best rank-1 approximation. The error $\text{aprxerr}=2.8e-7$, the ratio $\rho(F) = 0.4863$, the residual $\|F - \lambda \cdot u^\otimes 4\| = 1.9683$, and $\|F\| = 2.2525$.

**Example 3.5.** Consider the tensor $F \in S^3(\mathbb{R}^n)$ with entries:

$$
(F)_{i_1, i_2, i_3} = \frac{(-1)^{i_1}}{i_1} + \frac{(-1)^{i_2}}{i_2} + \frac{(-1)^{i_3}}{i_3}.
$$

For $n = 5$, we apply Algorithm [2.2] and get the rank-1 tensor $\lambda \cdot u^\otimes 3$ with

$$
\lambda = 9.9779, \quad u = -(0.7313, 0.1375, 0.4674, 0.2365, 0.4146).
$$

It takes about 0.3 second. The error $\text{aprxerr}=1.4e-7$. Since the computed matrix $M(y^*)$ has rank one, we know $\lambda \cdot u^\otimes 3$ is a best rank-1 approximation. The ratio $\rho(F) = 0.8813$, the residual $\|F - \lambda \cdot u^\otimes 3\| = 5.3498$ and $\|F\| = 11.3216$.

For a range of values of $n$ from 10 to 55, we apply Algorithm [2.3] to find rank-1 approximations. All the computed matrices $M(y^*)$ have rank one, so we get best rank-1 approximations for all of them. The computational results are listed in Table [1] For $n = 5, 10, 15, 20, 25, 30$, Algorithm [2.3] takes less than one minute; for $n = 35, 40, 45$, it takes a couple of minutes; for $n = 50, 55$, it takes about half an hour. The errors $\text{aprxerr}$ are all very tiny. The best rank-1 approximation ratios are around three quarters.
Example 3.6. Consider the tensor $F \in S^4(\mathbb{R}^n)$ given as $$F = (-1)^{i_1} \frac{i_1}{n} + \cdots + (-1)^{i_4} \frac{i_4}{n}.$$ For $n = 5$, applying Algorithm 2.1, we get two rank-1 tensors $\lambda^+ \cdot (u^+)^{\otimes 4}$ and $\lambda^- \cdot (u^-)^{\otimes 4}$ with $\lambda^+ = 13.0779$, $u^+ = (0.3174, 0.5881, 0.1566, 0.7260, 0.0418)$, $\lambda^- = -23.5740$, $u^- = (0.4403, 0.2382, 0.5602, 0.1354, 0.6459)$. It takes about 0.6 second. Since $|\lambda^+| < |\lambda^-|$, the output rank-1 tensor is $\lambda^- u^{\otimes 4}$ with $\lambda = -23.5740$ and $u = u^-$. The error aprxerr = 1.4e-7. The computed matrices $M(y^*)$, $M(z^*)$ both have rank one, so $\lambda \cdot u^{\otimes 4}$ is a best rank-1 approximation. The ratio $\rho(F) = 0.8135$, the residual $\|F - \lambda \cdot u^{\otimes 4}\| = 16.8561$ and $\|F\| = 28.9769$.

For a range of values of $n$ from 5 to 60, we apply Algorithm 2.1 to find rank-1 approximations. The computational results are listed in Table 2. All the computed matrices $M(y^*)$, $M(z^*)$ have rank one, so we get best rank-1 approximations for all of them. For $n = 5, 10, 15, 20, 25, 30$, Algorithm 2.1 takes less than one minute; for $n = 35, 40, 45, 50, 55$, it takes less than one hour, and for $n = 60$, it takes around one hour. The errors aprxerr are all very tiny. The best rank-1 approximation ratios are near two thirds.

Example 3.7. Consider the tensor $F \in S^5(\mathbb{R}^n)$ given as $$F = (-1)^{i_1} \ln(i_1) + \cdots + (-1)^{i_5} \ln(i_5).$$ For $n = 5$, we apply Algorithm 2.2 and get the rank-1 tensor $\lambda \cdot u^{\otimes 5}$ with $\lambda = 110.0083$, $u = -(0.3900, 0.2785, 0.5668, 0.1669, 0.6490)$. It takes about 0.5 second. The computed matrix $M(y^*)$ has rank one, so $\lambda \cdot u^{\otimes 5}$ is a best rank-1 approximation. The error aprxerr = 3.0e-7. The ratio $\rho(F) = 0.7709$, the residual $\|F - \lambda \cdot u^{\otimes 5}\| = 90.5618$ and $\|F\| = 142.6931$.

For a range of values of $n$ from 5 to 20, we apply Algorithm 2.3 to find rank-1 approximations. The computational results are shown in Table 3. All the computed matrices $M(y^*)$ have rank one, so we get best rank-1 approximations for all of them. The errors aprxerr are all tiny. The best rank-1 approximation ratios $\rho(F)$ are

| n  | time | $\lambda$ | aprxerr | $\rho(F)$ | n  | time | $\lambda$ | aprxerr | $\rho(F)$ |
|----|------|----------|---------|----------|----|------|----------|---------|----------|
| 4  | 0.00001 | 2.25e+1 | 1.4e-7 | 0.84 | 10 | 0.00002 | 7.70e+1 | 5.4e-3 | 0.73 |
| 5  | 0.00005 | 1.63e+2 | 2.3e-10 | 0.71 | 20 | 0.00009 | 2.53e+2 | 2.1e-7 | 0.68 |
| 15 | 0.0018  | 4.35e+2 | 5.6e-8 | 0.68 | 30 | 0.00023 | 6.15e+2 | 2.9e-8 | 0.71 |
| 45 | 0.0377  | 8.42e+2 | 9.5e-10 | 0.67 | 40 | 0.00441 | 1.05e+3 | 1.3e-7 | 0.67 |
| 150| 0.4358  | 2.01e+4 | 3.7e-9 | 0.66 | 60 | 1.35e+3 | 2.30e+3 | 1.0e-9 | 0.66 |

Table 1. Computational results for Example 3.5

| n  | time | $\lambda$ | aprxerr | $\rho(F)$ | n  | time | $\lambda$ | aprxerr | $\rho(F)$ |
|----|------|----------|---------|----------|----|------|----------|---------|----------|
| 4  | 0.00001 | 2.25e+1 | 1.4e-7 | 0.84 | 10 | 0.00002 | 7.70e+1 | 5.4e-3 | 0.73 |
| 5  | 0.00005 | 1.63e+2 | 2.3e-10 | 0.71 | 20 | 0.00009 | 2.53e+2 | 2.1e-7 | 0.68 |
| 15 | 0.0018  | 4.35e+2 | 5.6e-8 | 0.68 | 30 | 0.00023 | 6.15e+2 | 2.9e-8 | 0.71 |
| 45 | 0.0377  | 8.42e+2 | 9.5e-10 | 0.67 | 40 | 0.00441 | 1.05e+3 | 1.3e-7 | 0.67 |
| 150| 0.4358  | 2.01e+4 | 3.7e-9 | 0.66 | 60 | 1.35e+3 | 2.30e+3 | 1.0e-9 | 0.66 |

Table 2. Computational results for Example 3.6
close to 0.70. Algorithm 2.3 takes from a few seconds to a couple of minutes to get best rank-1 approximations.

**Example 3.8.** Consider the tensor $F \in \mathcal{S}^6(\mathbb{R}^3)$ with

$$
F_{111111} = 2, F_{111122} = 1/3, F_{111133} = 2/5, F_{112222} = 1/3, F_{112233} = 1/6, F_{112333} = 2/5, F_{222222} = 2/5, F_{222333} = 2/5, F_{333333} = 1,
$$

and $F_{i_1,\ldots,i_6} = 0$ if $(i_1,\ldots,i_6)$ is not a permutation of an index in the above. We can verify that

$$
f(x) = 2\|x\|^6 - M(x),
$$

where $M(x) = x_1^2x_2^2 + x_1^2x_3^2 + x_2^2 - 3x_1^2x_2^2x_3^2$ is the Motzkin polynomial, which is nonnegative everywhere but not SOS (cf. [28]). Since $0 \leq M(x) \leq \|x\|^6$, we can show that $f_{\max} = 2, f_{\min} = 1$. Applying Algorithm 2.1 we get

$$
\frac{f_{\max}}{f_{\min}} = 2.0046, \quad v^+ = (0,1,0), \quad f(v^+) = 2, \\
\frac{f_{\max}}{f_{\min}} = 1.0000, \quad v^- = (0,0,1), \quad f(v^-) = 1.
$$

The matrix $M(z^*)$ has rank one, so $\lambda^- = f(v^-)$ and $u^- = v^-$. The matrix $M(y^*)$ has rank 7, which is bigger than one, so we apply fmincon to improve $v^*$ but get the same point $u^+ = v^+; \quad \lambda^+ = f(u^+)$. Since $|\lambda^-| < |\lambda^+|$, the output rank-1 tensor is $\lambda \cdot u^{\otimes 6}$ with

$$
\lambda = 2.0000, \quad u = (0,1,0).
$$

Since $f_{\max} = \lambda = f(u)$, we know $\lambda \cdot u^{\otimes 6}$ is a best rank-1 approximation, by Theorem 1.1. The best rank-1 approximation ratio $\rho(F) = 0.4046$.

**Example 3.9.** (random examples) We explore the performance of Algorithms 2.3 and 2.3 on finding best rank-1 approximations for randomly generated symmetric tensors. We generate $F \in \mathcal{S}^n(\mathbb{R}^n)$ with each entry being a random variable obeying Gaussian distribution (by randn in Matlab). For each generated $F$, the semidefinite relaxations 2.3, 2.7 and 2.11 can be expressed in the standard dual form

$$
\begin{align*}
\max & \quad b_1\mu_1 + \cdots + b_M\mu_M \\
\text{s.t.} & \quad F_0 - \sum_{i=1}^M \mu_i F_i \succeq 0,
\end{align*}
$$

(3.4)

where $F_i$ are constant symmetric matrices (cf. [30]). In (3.4), let $N$ be the length of matrices $F_i$, and $M$ be the number of variables. For pairs $(n, m)$, if the semidefinite relaxation matrix length $N < 1000$, we test 50 instances of $F$ randomly; otherwise if $N > 1000$, we test 10 instances of $F$ randomly. For a range of values of $(n, m)$, the computational results are shown in Table 3.

| $n$ | time | $\lambda$ | aprxerr | $\rho(F)$ | $n$ | time | $\lambda$ | aprxerr | $\rho(F)$ |
|-----|------|----------|---------|----------|-----|------|----------|---------|----------|
| 5   | 0.00301 | 1.106e+2 | 4.2e-5 | 0.71    | 12 | 0.08014 | 1.709e+1 | 7.3e-5 | 0.69    |
| 6   | 0.00032 | 2.096e-2 | 2.6e-7 | 0.81    | 10 | 0.0629  | 2.283e+3 | 1.1e-6 | 0.71    |
| 7   | 0.00003 | 2.976e-2 | 8.0e-8 | 0.74    | 13 | 0.04118 | 2.697e+3 | 1.3e-8 | 0.69    |
| 8   | 0.00006 | 4.706e-2 | 6.7e-8 | 0.77    | 10 | 0.0212  | 3.327e+3 | 8.2e-7 | 0.70    |
| 9   | 0.00010 | 6.192e-2 | 1.4e-7 | 0.72    | 11 | 0.0247  | 3.534e+3 | 4.9e-7 | 0.68    |
| 10  | 0.00022 | 7.334e-2 | 1.8e-8 | 0.74    | 13 | 0.01755 | 4.639e+3 | 1.3e-7 | 0.69    |
| 11  | 0.00023 | 1.107e+3 | 2.4e-7 | 0.70    | 19 | 0.1246  | 5.289e+3 | 7.2e-7 | 0.68    |
| 12  | 0.00013 | 1.476e+3 | 3.8e-7 | 0.72    | 20 | 0.2230  | 6.237e+3 | 2.6e-7 | 0.69    |

Table 3. Computational results for Example 3.8.
accurate best rank-1 approximations within a reasonable time. For most instances, we are able to get best rank-1 approximations, because the computed matrices \( M(y^\ast), M(z^\ast) \) have rank one. For a few instances, their ranks are bigger than one, and the errors \texttt{aprxerr} are a bit relatively large, like in the order of \( 10^{-3} \) or \( 10^{-2} \). This is probably because the semidefinite relaxations are not very tight.

\textbf{Example 3.10.} Here we explore the performance of the Symmetric Higher Order Power Method (SHOPM) in Kofidis and Regalia \cite{14} Algorithm 2], which is widely used in getting rank-1 approximations for symmetric tensors. SHOPM can be easily implemented. Generally, SHOPM generates a sequence of rank-1 tensors \( \mu_k(v^k) \otimes^m \) with each \( \| v^k \| = 1 \) and \( \mu_k = f(v^k) \). It is usually hard to check whether \( \mu_k(v^k) \otimes^m \) converges to a best rank-1 approximation or not. Since semidefinite relaxations often get best rank-1 approximations, we can use them to check convergence of SHOPM. We write a straightforward Matlab code to implement SHOPM, and use the truncated HOSVD to generate starting points (cf. \cite{9}), which is commonly used in applications. We terminate iterations of SHOPM if either \( |\mu_{k+1} - \mu_k| < 10^{-8} \) or it runs over 1000 iterations. The tensor \( F \in \mathbb{S}^m(\mathbb{R}^n) \) we used is given as

\[(F)_{i_1,\ldots,i_m} = \sin(i_1 + \cdots + i_m).\]

Let \( \lambda \cdot u \otimes^m \) be the rank-1 approximation generated by Algorithm 2.1 (for even orders) or Algorithm 2.3 (for odd orders), and \( \mu \cdot \mu \otimes^m \) be the rank-1 approximation generated by SHOPM. Their qualities are measured by the residuals:

\[\text{RES}_{\text{sdpl}} = \| F - \lambda \cdot u \otimes^m \|, \quad \text{RES}_{\text{shopm}} = \| F - \mu \cdot \mu \otimes^m \|.\]

For \( m = 3, 4 \) and a range of \( n \) (we choose multiples of 5), the computational results are presented in Tables 5 and 6. For cleanliness of comparisons, only two decimal digits are presented. For all the cases, the computed matrices \( M(y^\ast) \) and \( M(z^\ast) \) are rank-1, so Algorithms 2.1 and 2.3 found best rank-1 approximations. As we can see, for such cases, SHOPM did not get the best, except \((n, m) = (35, 3)\). The computational results for the case \((n, m) = (20, 4)\) are not shown, because the software SDPNAL experiences numerical troubles and the semidefinite relaxations cannot be solved accurately. As for the consumed time, Algorithms 2.1 and 2.3 take up to a few minutes, while SHOPM takes up to tens of seconds. Generally, SHOPM

| \( (n, m) \) | \( (N, M) \) | time (min,med,max) | \texttt{aprxerr} (min,med,max) |
|---|---|---|---|
| (10,3) | (20,1000) | 0:00:01 | 0:00:01 | 0:00:03 | \( (3.2e-9, 1.3e-6, 2.0e-3) \) |
| (20,3) | (241,1000) | 0:00:04 | 0:00:06 | 0:00:13 | \( (2.4e-9, 3.6e-7, 4.3e-6) \) |
| (30,3) | (496,46376) | 0:00:14 | 0:00:21 | 0:00:38 | \( (9.1e-9, 7.3e-7, 1.4e-5) \) |
| (40,3) | (861,135750) | 0:06:32 | 0:10:04 | 0:13:34 | \( (1.3e-9, 4.6e-6, 2.3e-3) \) |
| (50,3) | (1326,310250) | 0:12:39 | 0:14:01 | 0:14:01 | \( (3.2e-9, 1.3e-6, 2.0e-3) \) |
| (60,3) | (177,1000) | 0:00:01 | 0:00:03 | 0:00:09 | \( (4.4e-9, 2.5e-6, 1.1e-3) \) |
| (70,3) | (210,8854) | 0:00:06 | 0:00:10 | 0:00:18 | \( (4.4e-9, 2.5e-6, 1.1e-3) \) |
| (80,3) | (245,64263) | 0:00:08 | 0:00:11 | 0:00:17 | \( (4.4e-8, 2.5e-6, 1.1e-3) \) |
| (90,3) | (280,8000) | 0:00:08 | 0:00:11 | 0:00:17 | \( (4.4e-8, 2.5e-6, 1.1e-3) \) |
| (100,3) | (315,130229) | 0:28:14 | 0:30:30 | 0:34:27 | \( (4.4e-8, 2.5e-6, 1.1e-3) \) |
| (110,3) | (350,30004) | 0:00:11 | 0:00:14 | 0:00:20 | \( (1.3e-8, 6.4e-7, 3.8e-2) \) |
| (120,3) | (385,38763) | 0:03:14 | 0:04:19 | 0:04:53 | \( (4.8e-8, 2.5e-3, 4.9e-2) \) |
| (130,3) | (420,174000) | 0:39:29 | 0:41:39 | 0:45:59 | \( (2.8e-8, 6.6e-5, 1.0e-2) \) |

\textbf{TABLE 4.} Computational results in Example 3.10. Here, \( m \) is the tensor order, \( n \) is the tensor dimension, \( N \) is the length of matrices and \( M \) is the number of variables in the semidefinite relaxations.
takes less time, but it might not find best rank-1 approximations. On the other hand, the residuals $\text{RES}_{\text{shopm}}$, generated by SHOPM, are not significantly bigger than the residuals $\text{RES}_{\text{sdp}}$, generated by semidefinite relaxations. This shows that SHOPM performs reasonably well in getting good rank-1 approximations, although it might not get the best.

### 3.2. Nonsymmetric tensor examples

In this subsection, we present numerical results for nonsymmetric tensors. In Algorithm [2.4] if rank $K(w^*) = 1$, the output $\lambda \cdot u^1 \otimes \cdots \otimes u^m$ is a best rank-1 approximation of $F$. If rank $K(w^*) > 1$, $\lambda \cdot u^1 \otimes \cdots \otimes u^m$ might not be the best. However, the quantity

$$F_{\text{ubd}} := \sqrt{\max \{F_{\text{sdp}}^{-1}, \lambda^2\}}$$

is always an upper bound of $\|F(x^1, \ldots, x^m)\|$ on $S^{n_1-1} \times \cdots \times S^{n_m-1}$. Like in (3.2), we can measure the quality of $\lambda \cdot u^1 \otimes \cdots \otimes u^m$ by the error

$$\text{aprxerr} := \frac{\|F(u^1, \ldots, u^m)\| - F_{\text{ubd}}}{\max \{1, F_{\text{ubd}}\}}.$$

Like the symmetric case, we define the best rank-1 approximation ratio of a tensor $F \in \mathbb{R}^{n_1 \times \cdots \times n_m}$ as (cf. Qi [27])

$$\rho(F) := \max_{X \in \mathbb{R}^{n_1 \times \cdots \times n_m}, \text{rank} X = 1} \frac{|(F, X)|}{\|F\| \|X\|}.$$

Clearly, if $\lambda \cdot u^1 \otimes \cdots \otimes u^m$, with each $\|u^i\| = 1$ and $\lambda = F(u^1, \ldots, u^m)$, is a best rank-1 approximation of $F$, then $\rho(F) = |\lambda| / \|F\|$.

**Example 3.11.** ([9, Example 3]) Consider the tensor $F \in \mathbb{R}^{2 \times 2 \times 2 \times 2}$ with

$$F_{1111} = 25.1, \ F_{1212} = 25.6, \ F_{2121} = 24.8, \ F_{2222} = 23,$$

and the resting entries are zeros. Applying Algorithm [2.4] we get the rank-1 tensor $\lambda \cdot u^1 \otimes u^2 \otimes u^3 \otimes u^4$ with

$$\lambda = 25.6000, \ u^1 = (1, 0), \ u^2 = (0, 1), \ u^3 = (1, 0), \ u^4 = (0, 1).$$

It takes about 0.3 second. The matrix $K(w^*)$ has rank one, so $\lambda \cdot u^1 \otimes u^2 \otimes u^3 \otimes u^4$ is a best rank-1 approximation. The error $\text{aprxerr} = 8.9e-10$, the ratio $\rho(F) = 0.5194$, the residual $\|F - \lambda \cdot u^1 \otimes u^2 \otimes u^3 \otimes u^4\| = 42.1195$, and $\|F\| = 49.2890$.
We apply Algorithm 2.4, and get an upper bound \( \text{aprxerr} = \lambda \) the rank-1 tensor \( K \). It takes less than one second. Since \( \text{aprxerr} = a \) best rank-1 approximation. The error Example 3.14. Consider the tensor \( F \in \mathbb{R}^{3\times3\times3} \) and \( \lambda = 2.8167 \), \( u^1 = (0.4281, 0.6557, 0.6220) \), \( u^2 = (0.5706, 0.6467, 0.5062) \), \( u^3 = (0.4500, 0.7094, 0.5424) \). It takes less than one second. The matrix \( K(w^*) \) has rank one, so \( \lambda \cdot u^1 \otimes u^2 \otimes u^3 \) is a best rank-1 approximation. The error \( \text{aprxerr} = 3.9 \times 10^{-8} \), the ratio \( \rho(F) = 0.9017 \), the residual \( ||F - \lambda \cdot u^1 \otimes u^2 \otimes u^3|| = 1.3510 \), and \( ||F|| = 3.1239 \).

\[ \mathbf{F}_{111} = 0.0072, \mathbf{F}_{211} = -0.4413, \mathbf{F}_{311} = 0.1941, \mathbf{F}_{212} = -0.4413, \mathbf{F}_{221} = 0.0940, \]
\[ \mathbf{F}_{311} = 0.5901, \mathbf{F}_{311} = 0.1941, \mathbf{F}_{321} = -0.4099, \mathbf{F}_{331} = -0.1012, \mathbf{F}_{112} = -0.4413, \]
\[ \mathbf{F}_{122} = 0.0940, \mathbf{F}_{112} = -0.4099, \mathbf{F}_{222} = 0.2183, \mathbf{F}_{232} = 0.2950, \]
\[ \mathbf{F}_{312} = 0.5901, \mathbf{F}_{322} = 0.2950, \mathbf{F}_{332} = 0.2229, \mathbf{F}_{113} = 0.1941, \mathbf{F}_{123} = 0.5901, \]
\[ \mathbf{F}_{133} = -0.1012, \mathbf{F}_{213} = -0.4099, \mathbf{F}_{223} = 0.2950, \mathbf{F}_{233} = 0.2229, \mathbf{F}_{313} = -0.1012, \]
\[ \mathbf{F}_{323} = 0.2229, \mathbf{F}_{333} = -0.4891. \]

We apply Algorithm 2.4 and get an upper bound \( F_{\text{ubd}} = 1.0000 \). The computed matrix \( K(w^*) \) has rank three, so we use \text{fmincon} to improve the solution and get the rank-1 tensor \( \lambda \cdot u^1 \otimes u^2 \otimes u^3 \) with \( \lambda = 1.0000 \), \( u^1 = (0.7955, 0.2491, 0.5524) \), \( u^2 = (-0.0050, 0.9142, -0.4051) \), \( u^3 = (-0.6060, 0.3195, 0.7285) \). It takes less than one second. Since \( \lambda = F(u^1, u^2, u^3) = F_{\text{ubd}} \), we know \( \lambda \cdot u^1 \otimes u^2 \otimes u^3 \) is a best rank-1 approximation, by Theorem 143. The error \( \text{aprxerr} = 6.0 \times 10^{-9} \), the ratio \( \rho(F) = 0.5773 \), the residual \( ||F - \lambda \cdot u^1 \otimes u^2 \otimes u^3|| = 1.4143 \), and \( ||F|| = 1.7321 \).

Example 3.14. Consider the tensor \( F \in \mathbb{R}^{n \times n \times n} \) given as
\[ (F)_{i_1, i_2, i_3} = \cos (i_1 + 2i_2 + 3i_3). \]

For \( n = 5 \), we apply Algorithm 2.4 and get the rank-1 tensor \( \lambda \cdot u^1 \otimes u^2 \otimes u^3 \) with \( \lambda = 6.0996 \) and
\[ u^1 = (-0.4296, -0.5611, -0.1767, 0.3701, 0.5766), \]
\[ u^2 = (0.6210, -0.2956, -0.3750, 0.6077, -0.1308), \]
\[ u^3 = (-0.4528, 0.4590, -0.4561, 0.4441, -0.4231). \]

It takes around 0.3 seconds. The matrix \( K(w^*) \) has rank one, so \( \lambda \cdot u^1 \otimes u^2 \otimes u^3 \) is a best rank-1 approximation. The error \( \text{aprxerr} = 3.1 \times 10^{-9} \), the ratio \( \rho(F) = 0.7728 \), the residual \( ||F - \lambda \cdot u^1 \otimes u^2 \otimes u^3|| = 5.0093 \) and \( ||F|| = 7.8930 \).

For a range of values of \( n \) from 5 to 40, we apply Algorithm 2.4 to get rank-1 approximations. The computational results are listed in Table 7. For all of them, the matrices \( K(w^*) \) have rank one, so we get best rank-1 approximations. Most
errors \text{aprxerr} are very tiny. For \( n = 40 \), the semidefinite relaxation is very large (the matrices have length 1600, and there are 672399 variables); it was not solved very accurately by SDPNAL.

**Example 3.15.** Consider the tensor \( \mathcal{F} \in \mathbb{R}^{n \times n \times n \times n} \) given as

\[
(F)_{i_1, \ldots, i_4} = \begin{cases} 
\sum_{j=1}^{4} \arcsin \left( (-1)^{i_j} \frac{j}{i_j} \right), & \text{if all } i_j \geq j, \\
0, & \text{otherwise.}
\end{cases}
\]

For \( n = 5 \), we apply Algorithm 2.4 and get the rank-1 tensor \( \lambda \cdot u^1 \otimes u^2 \otimes u^3 \otimes u^4 \) with \( \lambda = 15.3155 \) and

\[
\begin{align*}
\lambda &= 9.2e-10, \\
u^1 &= (0.6711, 0.2776, 0.4398, 0.3285, 0.4138), \\
u^2 &= (0.1709, 0.6708, 0.3985, 0.6017), \\
u^3 &= (0.0, 0.8048, 0.1805, 0.5655), \\
u^4 &= (0, 0, 0, -0.0073, -0.9999).
\end{align*}
\]

It takes about 3.8 seconds. The matrix \( K(u^*) \) has rank one, so \( \lambda \cdot u^1 \otimes u^2 \otimes u^3 \otimes u^4 \) is a best rank-1 approximation. The error \text{aprxerr}=9.2e-10, the ratio \( \rho(\mathcal{F}) = 0.7076 \), the residual \( \|\mathcal{F} - \lambda \cdot u^1 \otimes u^2 \otimes u^3 \otimes u^4\| = 15.2957 \), and \( \|\mathcal{F}\| = 21.6454 \).

For a range of values of \( n \) from 5 to 12, we apply Algorithm 2.4 to find rank-1 approximations. The computational results are shown in Table 8. For all of them, the matrices \( K(u^*) \) have rank 1, so we get best rank-1 approximations. The approximation errors \text{aprxerr} are all very tiny. For \( n \leq 8 \), Algorithm 2.4 takes a few seconds; for \( n = 9, 10, 11 \), it takes a couple of minutes. For \( n = 12 \), it takes about four hours; in this case, the semidefinite relaxation is very big (the matrices have length 1728 and there are 474551 variables).

**Example 3.16.** Consider the tensor \( \mathcal{F} \in \mathbb{R}^{n \times n \times n \times n \times n} \) given as

\[
(F)_{i_1, i_2, i_3, i_4, i_5} = \sum_{j=1}^{5} (-1)^{j+1} \cdot j \cdot \exp\{-i_j\}.
\]

For \( n = 4, 5, 6 \), we apply Algorithm 2.4 to get rank-1 approximations. The computational results are listed in Table 9. All the computed matrices \( K(u^*) \) have rank one, so best rank-1 approximations are found for all of them. The errors \text{aprxerr} are all very tiny. In Table 9 the pair \((N, M)\) measures the sizes of semidefinite
relaxations, with $N$ the length of matrices and $M$ the number of variables. For
$n = 4, 5$, it takes a short time; for $n = 6$, it takes about 20 minutes.

Example 3.17. Let $B$ be the symmetric matrix
\[
\begin{bmatrix}
1 & 0 & 0 & 0 & -1/2 & 0 & 0 & 0 & -1/2 \\
0 & 2 & 0 & -1/2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1/2 & 0 & 0 \\
0 & -1/2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1/2 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & -1/2 \\
0 & 0 & 0 & 0 & 0 & 2 & 0 & -1/2 & 0 \\
0 & 0 & -1/2 & 0 & 0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & -1/2 & 0 & 0 & 0 \\
-1/2 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{bmatrix}
\]
The eigenvalues of $B$ are
\[
\frac{2 - \sqrt{3}}{2}, \quad 0, \quad \frac{3}{2}, \quad \frac{2 + \sqrt{5}}{2},
\]
which are all less than 3. Consider the tensor $F \in \mathbb{R}^{3 \times 3 \times 9}$ such that
\[
F^q(x^1, x^2) = (x^1 \otimes x^2)^T (3I_9 - B)(x^1 \otimes x^2).
\]
The bi-quadratic form $3||x_1||^2_2 ||x_2||^2_2 - F^q(x^1, x^2)$ is nonnegative but not SOS (cf. [5]).
The minimum of $(x^1 \otimes x_2)^T B(x^1 \otimes x_2)$ over $S^2 \times S^2$ is zero (21 Example 5.1),
so $F_{\max} = 3$. We apply Algorithm 24. The computed matrix $K(w^*)$ has rank 4,
which is bigger than one. The upper bound $F_{\max} = 3.0972$. Applying $\text{fmincon}$, we get the improved tuple $(u^1, u^2, u^3)$ and $\lambda$ as
\[
u^1 = (0, 1, 0), \ u^2 = (1, 0, 0), \ u^3 = (0, 0.1246, 0, 0, 0, 0), \ -0.9922, 0, 0),
\]
\[
\lambda = F(u^1, u^2, u^3) = 1.7321 = \sqrt{F_{\max}}.
\]
So, $\lambda \cdot u^1 \otimes u^2 \otimes u^3$ is a best rank-1 approximation, by Theorem 11. The ratio
\[
\rho(F) = 0.4083, \text{ the residual } \|F - \lambda \cdot u^1 \otimes u^2 \otimes u^3\| = 3.8730 \text{ and } \|F\| = 4.2426.
\]

Example 3.18. (random examples) We explore the performance of Algorithm 24
on randomly generated nonsymmetric tensors $F \in \mathbb{R}^{n_1 \times \cdots \times n_m}$. The entries of $F$
are generated obeying Gaussian distributions (by randn in Matlab). As in [3.4], let $N$
be the length of matrices and $M$ be the number of variables in the semidefinite
relaxations. If $N < 1000$, we generate 50 instances of $F$ randomly; if $N > 1000$,
we generate 10 instances of $F$ randomly. We apply Algorithm 2.4 to get rank-1 approximations. The computational results for orders $m = 3, 4, 5$ are shown in Tables 10, 11, and 12 respectively. When $n_1 = \ldots = n_m$, the sizes of the semidefinite relaxations are typically much larger than the sizes for symmetric tensors. For instance, for $(n,m) = (40, 3)$, $(N,M) = (861, 135750)$ for the symmetric case, while $(N, M) = (1600, 672399)$ for the nonsymmetric case. Typically, Algorithm 2.4 takes more time than Algorithms 2.1 and 2.3 when the input tensors have same dimensions and orders.

We can observe from Tables 10, 11, and 12 that for most instances, Algorithm 2.4 is able to get best rank-1 approximations very accurately, within a reasonable short time. For a few cases, the errors are a bit relatively large, around $10^{-2}$, which is probably because the semidefinite relaxations are not very tight.

Example 3.19. In this example, we explore the performance of the Higher Order Power Method (HOPM) proposed in De Lathauwer et al. [9, Algorithm 3.2], which is widely used for computing rank-1 approximations for nonsymmetric tensors. HOPM can be easily implemented. Typically, HOPM generates a sequence of rank-1 tensors $\mu_k v^{k,1} \otimes \cdots \otimes v^{k,m}$ (with each $\|v^{k,j}\| = 1$). It is usually very hard to check whether this sequence converges to a best rank-1 approximation or not. Since Algorithm 2.4 often produces best rank-1 approximations, we can use it to check convergence of HOPM. We write a straightforward Matlab code to implement HOPM, and terminate its iterations if either $|\mu_{k+1} - \mu_k| < 10^{-5}$ or it runs over 1000 iterations. Like for the symmetric case, we use the truncated HOSVD (cf. [9]) to generate starting points. The tensor $F \in \mathbb{R}^{n \times \cdots \times n}$ we used is given as

$$(F)_{i_1, \ldots, i_m} = \tan \left( \frac{i_1 - i_2}{2} + \cdots + (-1)^{m+1} \frac{i_m}{m} \right).$$
Let $\lambda \cdot u^1 \otimes \cdots \otimes u^m$ be the rank-1 approximation returned by Algorithm 2.4, and $\mu \cdot v^1 \otimes \cdots \otimes v^m$ be the one returned by HOPM. As in Example 3.10, we measure their qualities by the residuals:

$$RES_{\text{sdp}} = \| F - \lambda \cdot u^1 \otimes \cdots \otimes u^m \|, \quad RES_{\text{hopm}} = \| F - \mu \cdot v^1 \otimes \cdots \otimes v^m \|.$$  

For $m = 3, 4$ and a range of $n$, the computational results are presented in Tables 13 and 14. For cleanness of comparisons, only two decimal digits are presented. For all the cases, Algorithm 2.4 produced best rank-1 approximations (because the computed matrices $K(w^*)$ have rank one). HOPM does not get the best for most of them. The computational results for the case $(n, m) = (10, 4)$ are not shown, because the software SDPNAL experiences numerical troubles and the semidefinite relaxations cannot be solved accurately. As for the consumed time, Algorithm 2.4 takes up to a few minutes, while HOPM takes up to tens of seconds. Generally, HOPM takes less time, but it might not find best rank-1 approximations. On the other hand, the residual $RES_{\text{hopm}}$, generated by HOPM, is not significantly bigger than $RES_{\text{sdp}}$, generated by semidefinite relaxations. This shows that HOPM still gives reasonably well rank-1 approximations, though it might not produce the best.

### Table 13. Computational results for Example 3.19 with $m = 3$.

| $n$ | $|\lambda|$ | $|\mu|$ | $RES_{\text{sdp}}$ | $RES_{\text{hopm}}$ |
|-----|-------------|---------|------------------|------------------|
| 15  | 139.19      | 139.73  | 1294.41          | 1295.45          |
| 20  | 180.52      | 182.66  | 1799.56          | 1811.58          |
| 25  | 231.62      | 242.98  | 2303.82          | 2344.84          |
| 30  | 282.10      | 302.50  | 3022.60          | 3053.31          |
| 35  | 332.39      | 355.57  | 3095.36          | 3622.40          |

### Table 14. Computational results for Example 3.19 with $m = 4$.

| $n$ | $|\lambda|$ | $|\mu|$ | $RES_{\text{sdp}}$ | $RES_{\text{hopm}}$ |
|-----|-------------|---------|------------------|------------------|
| 7   | 180.22      | 171.39  | 596.18           | 598.78           |
| 8   | 191.73      | 171.39  | 691.98           | 708.37           |
| 9   | 231.49      | 211.69  | 904.78           | 910.13           |
| 11  | 386.04      | 379.96  | 1512.92          | 1514.71          |
| 12  | 550.21      | 357.85  | 2069.34          | 2111.13          |

4. Conclusions and discussions

This paper proposes semidefinite relaxations to find best rank-1 approximations, for both symmetric and nonsymmetric tensors. Three algorithms based on semidefinite relaxations are presented, respectively for even symmetric tensors, odd symmetric tensors and nonsymmetric tensors. As shown in our numerical experiments, they very often produce best rank-1 approximations, which can be checked mathematically.

In Section 2, we only presented the lowest order semidefinite relaxations. When they are not tight, higher order semidefinite relaxations can be applied, and we can get a convergent hierarchy of semidefinite relaxations, as shown by Lasserre [18]. Indeed, this hierarchy almost always converges within finitely many steps, as recently shown in [22]. A question that is closely related to best rank-1 approximations is to compute extreme Z-eigenvalues for symmetric tensors of even orders. Hu, Huang and Qi [12] proposed a convergent sequence of SOS relaxations for computing maximum or minimum Z-eigenvalues.
Semidefinite relaxations in rank-1 tensor approximations are often large scale. The traditional interior point methods are generally too expensive to be used for solving such SDPs. In our work, the Newton-CG augmented Lagrange method by Zhao, Sun and Toh [32] is applied. The software SDPNAL [31] is based on this method. It is very suitable for solving such large scale SDPs. In most of our numerical experiments, SDPNAL successfully solved the semidefinite relaxations, and we got best rank-1 approximations. For a few cases, SDPNAL has trouble to get accurate solutions. This is probably because these semidefinite programs are degenerate. Typically, SDPNAL [31] works well when the SDP is nondegenerate. For degenerate SDPs, SDPNAL might experience numerical troubles and may have very slow convergence. It is an important future work to design efficient methods for solving large scale, possibly degenerate, semidefinite programs arising from tensor approximations.

In practice, the optimal matrices of semidefinite relaxations (2.3), (2.7), and (2.11) often have rank-1. For such semidefinite relaxations, the low rank methods by Burer and Monteiro [3, 4] can be applied. They can also be very efficient in applications. On the other hand, these kinds of methods are not always guaranteed to get optimal solutions of semidefinite relaxations, because local nonlinear optimization methods are mainly used.

In Algorithms 2.1, 2.3 and 2.4, if the matrices \( M(y^*), M(z^*), K(w^*) \) have rank one, we are guaranteed to get best rank-1 approximations. If their ranks are bigger than one, we can improve the rank-1 approximation by using some nonlinear optimization methods. In our numerical experiments, we used the Matlab Optimization Toolbox function \texttt{fmincon} to do this. More advanced nonlinear optimization methods can also be applied, e.g., the Quasi-Newton method by Savas and Lim [29].
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