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Abstract

Gaussian process regression is a widely-applied method for function approximation and uncertainty quantification. The technique has gained popularity recently in the machine learning community due to its robustness and interpretability. The mathematical methods we discuss in this paper are an extension of the Gaussian-process framework. We are proposing advanced kernel designs that only allow for functions with certain desirable characteristics to be elements of the reproducing kernel Hilbert space (RKHS) that underlies all kernel methods and serves as the sample space for Gaussian process regression. These desirable characteristics reflect the underlying physics; two obvious examples are symmetry and periodicity constraints. In addition, we want to draw attention to non-stationary kernel designs that can be defined in the same framework to yield flexible multi-task Gaussian processes. We will show the impact of advanced kernel designs on Gaussian processes using several synthetic and two scientific data sets. The results show that informing a Gaussian process of domain knowledge, combined with additional flexibility, and communicated through advanced kernel designs, has a significant impact on the accuracy and relevance of the function approximation.

1 INTRODUCTION

Gaussian processes (GPs) [15] provide a powerful mathematical framework for function approximation from data. The associated technique is generally referred to as Gaussian process regression (GPR). GPs are flexible, robust, non-parametric and naturally include uncertainty quantification. Given some data $\mathcal{D} = \{x_i, y_i\}$, the GP regression model assumes $y(x) = f(x) + \epsilon(x)$. Here, $x$ is the position in some input or parameter space, $y$ is the associated noisy function evaluation, and $\epsilon(x)$ represents the noise term. The covariance matrix $\Sigma$ of the prior Gaussian probability distribution is defined via kernel functions $k(x_i, x_j; \phi)$, where $\phi$ is a set of hyperparameters that are commonly found by maximizing the marginal log-likelihood of the data. Kernels induce an inner product in a Hilbert space and therefore impose a metric, which can be interpreted as a similarity measure. The flexibility of kernel functions and therefore of the associated similarity measure is the main focus of this paper.

Gaussian processes have been shown to be applicable when it comes to domain-aware approximations of model functions. By placing one or more prior Gaussian probability distributions over a carefully-defined function space, and using the posterior Gaussian distribution in a way that captures the desired features, we can take into account several data sets and a variety of domain knowledge bases. Generally speaking, the theory of Gaussian processes allows for four main possibilities to communicate domain knowledge:

1. We can extract subspaces of the function space in such a way that all elements have certain desired characteristics. The extracted function space is the, so-called, reproducing kernel Hilbert space (RKHS). This can be accomplished by developing advanced designs for stationary and non-stationary kernels;

2. The prior can be placed and shaped in accordance with any domain knowledge that allows us to define a separate prior over the same function space; this prior can also depend on the hyperparameters. This
can, for instance, be accomplished by a constrained log-likelihood optimization or by minimizing the
Kullback-Leibler divergence between priors [11, 3, 13];

3. The acquisition function, which acts on the posterior, can be useful when searching for certain fea-
tures of the posterior mean and covariance functions. For instance can high (or low) gradients or
curvatures in the posterior be highlighted [5];

4. Flexible multi-task Gaussian processes can be defined using non-stationary kernels. Kernels can be
seen as a similarity measure; the more flexibility they have, the more can be learned across the input
space and the different tasks. The advantage here is that, if enough flexibility is provided to the
kernel, no other changes have to made to a single-task GP.

In this work, we focus on points 1 and 4, which focus on advanced kernel designs for stationary and
non-stationary kernels. Kernels dictate which functions are part of the RKHS, and are therefore optimally
suited to impose hard constraints on the posterior mean. One interesting example of high importance is the
assumption of symmetry or periodicity of the posterior mean. One goal of this paper is to show that taking
advantage of advanced kernel designs makes GPR significantly more accurate. Designing these kernels can
be done by taking advantage of permitted operators, such as adding kernels and applying linear operators
to them. Advanced kernel designs also allow for a very natural way of dealing with multi-modal data sets.
In the GP literature, this is often referred to as multi-task, multi-output or multivariate regression problems.
Since there is no natural distance between different tasks, many workarounds have been proposed [1, 16].
However, no workaround is necessary if the kernels are given enough flexibility to find the optimal distances
between tasks. That way, most common problems of multi-output GPR, such as missing data or missing
cross-task covariances, are addressed or avoided.

Contributions. The contributions in this paper can be summarized as follows: (1) We show how to tailor
kernel designs to communicate domain-knowledge to the GP, using both known stationary kernels as well
as introducing and deriving new stationary kernels; (2) We show how to build customized non-stationary
kernels, using previously-published but not well-established non-stationary kernel designs; and (3) We draw
attention to a natural way to implement multi-task GPs by formulating them in terms of non-stationary
kernel designs. As we will see, while this idea is not new, it deserves reevaluation in the presence of
advanced kernel designs.

Organization. This paper is organized as follows. First we will show the basic Gaussian process regression
framework which takes advantage of the standard kernel classes. We will see that, while the standard kernels
are very general, there are weaknesses associated with them, which lead to unnecessary inaccuracies of
the approximation. Second, we will show the mathematics that is needed to make a Gaussian process
domain aware by defining advanced kernel designs. These designs are partly known to the Gaussian-
process community but largely unknown to the practitioner. While presenting them, we will show their
impact on GP function approximations directly. Here we will also discuss kernels for multi-task Gaussian
processes. Third, we will show the impact of the presented methodologies on experimental data which will
be simulated by using previously-acquired scientific data sets.

2 THE MATHEMATICS OF ADVANCED KERNEL DESIGNS FOR
GAUSSIAN PROCESSES

2.1 Preliminaries

We define a set $\mathcal{X}_i \subset \mathbb{R}^{n_1}$, which is often referred to as the parameter space or the input space, and
elements $x_i \in \mathcal{X}_i$. We also define a set $\mathcal{X}_o \subset \mathbb{R}^{n_2}$ with elements $x_o \in \mathcal{X}_o$, which represent the arbitrary
but fixed indices of all function values of a vector-valued function whose domain consists of values that
are elements of $\mathcal{X}_i$. These indices often have no physical meaning or equivalent, and have to be chosen
arbitrarily, which constitutes the main difficulty for multi-task regression. To tackle multi-output Gaussian
process regression, we are defining the Cartesian product space $\mathcal{X} = \mathcal{X}_i \times \mathcal{X}_o, \mathcal{X} \subset \mathbb{R}^{n_1+n_2}$
with elements $x = [x_i, x_o]^T$. We call this set the index set, because the functions defined on it are elements of a
function space we will define later. Note however, that $\mathcal{X}_i$ as well as $\mathcal{X}_o$ are considered index sets, since
ey elements index function values of functions that are themselves elements of a set. The assumption that
the input and output spaces are a subspace of the Euclidean space is not a strict requirement but used here
for simplicity. We define a total of five functions on $\mathcal{X}$. First, the latent function $f = f(x)$ which can be
interpreted as the inaccessible ground truth. Second, the often noisy measurements \( y = y(x) : \mathcal{X} \rightarrow \mathbb{R} \). Third, the surrogate model function, which is defined as \( \rho = \rho(x) : \mathcal{X} \rightarrow \mathbb{R} \). Fourth, the posterior mean function \( m(x) \). Fifth, the posterior variance function \( \sigma^2(x) \). We note that typically in multi-task GPR, those functions are vector-valued functions. Since we are introducing the Cartesian product space \( \mathcal{X} \), this is not necessary; we have effectively reduced a multi-output Gaussian process to a single-output Gaussian process. Since we are not interpreting the tasks as a set of functions on \( \mathcal{X} \), but instead as a scalar function on \( \mathcal{X} \), we refer to this as a function-valued GP. For instance, the output could be defined on \( \mathbb{R} \), which leads to \( \mathcal{X} = \mathcal{X} \times \mathbb{R} \); in this case the output is a function on \( \mathbb{R} \). The general concept of transforming a multi-output GP to a single-output GP is not new, and is normally referred to as single-target method or output-as-input-view [2] and criticized for not taking into account cross-task covariances [1]; however, this criticism only applies to stationary kernels. One of the goals of this paper is to achieve cross-task covariances by defining flexible non-stationary kernels.

Next, we define a pre-Hilbert space

\[
\mathcal{H} = \{ f(x) : f(x) = \sum_{i}^{N} \alpha_{i}k(x_{i}, x), \forall \alpha \in \mathbb{R}^{N}, x \in \mathbb{R}^{n} \}, \tag{1}
\]

with covariance function \( k(x_{i}, x) ; N \) is the number of data point locations, and \( f(x) \) is the unknown latent function. Strictly speaking, Equation (1) is not a full infinite-dimensional pre-Hilbert space but a finite-dimensional sub-space spanned by the data. For it to qualify as a Hilbert space we have to equip the space with the norm \( ||f||_{\mathcal{H}} = \sqrt{\langle f, f \rangle_{\mathcal{H}}} \) and add all limit points of sequences that converge in that norm. As a reminder, note that scalar functions over \( \mathcal{X} \), e.g. \( f(x) \), are vectors (bold typeface) in \( \mathcal{H} \). A kernel induces an inner product of two elements \( \in \mathcal{H} \), i.e.,

\[
\langle f_{1}(x), f_{2}(x) \rangle_{\mathcal{H}} = \sum_{i}^{N} \sum_{j}^{N} \alpha_{i} \beta_{j} k(x_{i}, x_{j}), \text{where } \alpha_{i} \text{ and } \beta_{j} \text{ are coefficients.}
\]

**Definition 1.** A kernel is a symmetric and positive semi-definite (p.s.d.) function \( k(x_{1}, x_{2}), \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \), it therefore satisfies \( \sum_{i}^{N} \sum_{j}^{N} c_{i} c_{j} k(x_{i}, x_{j}) \geq 0 \forall N, x \in \mathcal{X}, c \in \mathbb{R}^{N} \).

Given that definition, it is clear that the set of kernels is closed under addition, multiplication and linear transformation [2], which we will build upon later on. Given the definition of the pre-Hilbert space (Equation 1), it can be shown that for elements of \( \mathcal{H} \)

\[
\langle k(x_{0}, x), f(x) \rangle = f(x_{0}), \tag{2}
\]

which is the reason the completion of the space \( \mathcal{H} \) is called Reproducing Kernel Hilbert Space. Reproducing in that context refers to the fact that the inner product of a kernel, evaluated at a point, with a function produces the function at that point; the inner product “reproduces” the function value, which is the essence of Equation (2). Gaussian processes are based on defining a prior probability distribution over the RKHS. In this case the kernels are understood as covariances

\[
k(x_{1}, x_{2}) = \int_{\mathcal{H}} f(x_{1})f(x_{2})q(f) \, df, \tag{3}
\]

where \( q \) is some density function.

### 2.2 A Birds-Eye View on Gaussian Processes

Given data \( \mathcal{D} = \{ x_{i}, y_{i} \} \), a prior probability distributions over functions \( f(x) \) can be defined as

\[
p(f) = \frac{1}{\sqrt{(2\pi)^{\text{dim}|K|}}} \exp \left[ -\frac{1}{2} (f - \mu)^{T} K^{-1} (f - \mu) \right], \tag{4}
\]

where \( K \) is the covariance matrix of the data, calculated by applying the covariance kernel \( k(x_{1}, x_{2}) \) (see Definition 1) to the data positions, and \( \mu \) is the prior mean vector. We can define the likelihood over functions \( y(x) \) as

\[
p(y, f) = \frac{1}{\sqrt{(2\pi)^{\text{dim}|V|}}} \exp \left[ -\frac{1}{2} (y - f)^{T} V^{-1} (y - f) \right], \tag{5}
\]
where $V$ is the matrix of the non-i.i.d. noise [4]. The noise is responsible for the difference between the unknown latent function $f(x)$ and the measurements $y(x)$. In the standard literature, often only i.i.d. noise is discussed, which is insufficient for many applications [6].

The vast majority of work published about Gaussian processes uses only a handful of standard kernels to compute covariances. By far the most frequently used kernel is the squared exponential kernel

$$k(x_1, x_2) = \sigma^2_s \exp \left[ -\frac{||x_1 - x_2||^2}{2l^2} \right], \quad (6)$$

where $\sigma^2_s$ is the signal variance and $l$ is the length scale which can be anisotropic, as we will see later. The signal variance and the length scales are examples of the so-called hyperparameters of the Gaussian process and are calculated by solving

$$\arg \max_{\sigma^2_s, \phi} \left( \log(L(D; \sigma^2_s, \phi)) = \right.$$

$$= -\frac{1}{2} (y - \mu(\phi))(K(\phi) + V)^{-1}(y - \mu(\phi)) - \frac{1}{2} \log(|K(\phi) + V|) - \frac{\dim(y)}{2} \log(2\pi). \quad (7)$$

Given the hyperparameters, we can calculate and condition the joint prior

$$p(f, f_0) = \frac{1}{\sqrt{(2\pi)^{\dim[\Sigma]}}} \exp \left[ \frac{1}{2} \left( \begin{bmatrix} f - \mu \end{bmatrix}^T \Sigma^{-1} \begin{bmatrix} f - \mu \end{bmatrix} \right) \right], \quad (8)$$

where

$$\Sigma = \begin{pmatrix} K & \kappa \\ \kappa^T & \kappa \end{pmatrix}, \quad (9)$$

to obtain the well-known posterior

$$p(f_0 | y) = \int_{\mathbb{R}^n} p(f_0 | f, y) p(f, y) \, df$$

$$\propto \mathcal{N}(\mu + \kappa^T(K + V)^{-1}(y - \mu), K - \kappa^T(K + V)^{-1}\kappa), \quad (10)$$

where $\kappa_i = k(x_0, x_i, \phi)$, $\mathcal{K} = k(x_0, x_0, \phi)$ and $K_{ij} = k(x_i, x_j, \phi)$. $x_0$ are the points at which the Gaussian posterior should be predicted. $f_0$ are values of the latent function $f$ at the points $x_0$. The posterior contains the posterior mean $m(x)$ and the posterior variance $\sigma^2(x)$ (see also Section 2.1).

### 2.3 Basic Kernel Design and its Weaknesses

In standard Gaussian process regression, we assume one function value (single task) to be approximated on the index set. Distances within the index set are generally assumed to be isotropic and Euclidean. Moreover, we often assume first and second order stationarity of the process. These assumptions translate into kernels of the form

$$k(x_1, x_2) = \kappa(||x_1 - x_2||, \sigma^2_s, l), \quad (11)$$

where $l$ is the isotropic and constant length scale and $\sigma^2_s$ is the constant signal variance, and constant prior-mean functions. Therefore, independent of the dimensionality of the index set, we only have to solve Equation (7) for two hyperparameters, one signal variance and one length scale. In addition, we do not assume any particular characteristics of the function to be explored, which translates to the use of standard kernels (e.g. Matérn, exponential, squared exponential). In the vast majority of published work, the squared exponential kernel is used [9]. Also, when several tasks are involved, they are often assumed to be independent in the standard GP framework. If the tasks are assumed to be correlated, the used methods are based on significant augmentations of the basic GP theory [11].

While the standard approach yields an agnostic and widely applicable approach to regression, it also has some considerable drawbacks. In this paper, we focus on two of them:
• First, by defining any kernel, the user implicitly chooses which functions — carrying hidden restrictions or assumptions — are elements of the RKHS. Often, this is done by accident without knowing what is imposed. For instance, using the squared exponential kernel imposes an infinite order of differentiability onto the posterior mean functions, even if this assumption is actually not backed by physics or other domain knowledge. Limiting the approximated function to certain characteristics that are not reasonable should be avoided. An alternative, which is one focus of this paper and discussed below, exploits the fact that the user often knows certain local and global characteristics of the posterior mean. Enforcing them can yield a vastly improved accuracy of the approximation. In the case of stationary kernel designs, this is due to extra information that is propagated to unexplored regions of the index set.

• Second, stationary kernels do not have the flexibility to encode varying similarities across the index set. That means, two points in one corner of the domain will have the same inner product as two other points in the other corner of the domain, as long as distances between the points are the same; the inner product and therefore the similarity will not depend on the respective location of the point pairs. This makes it difficult to learn similarities across tasks, since there is no natural distance between tasks. One alternative we want to draw the reader’s attention to, is to addresses this issue by adding extra flexibility to non-stationary kernels which translates into a method that is able to learn more complicated patterns of the data set across the input and the output space (tasks). In doing so, and in contrast to standard methods, the basic theory of GPs remains unchanged, and the entire difference between single-task and multi-task GPs is contained within the kernel design, maintaining the inherent robustness of a GP and avoiding common problems such as missing data, assumed linear dependence of tasks, and reduced interpretability.

We want to note here that there are many methods to address the issues with multi-task Gaussian processes. See Borchani et al. [1] for a comprehensive overview.

To reiterate, the main goal in this work is to define positive semi-definite functions

\[ k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \]  

(12)

that serve as stationary and non-stationary kernel functions and effectively extract a RKHS in such a way that it only contains functions with certain desirable characteristics and is able to encode and learn complicated cross-task covariances.

We next discuss stationary kernels, showing how to incorporate hard constraints on the posterior mean. This is followed by a generalization to non-stationary kernels, showing how they can provide a framework for multi-task GPs.

2.4 Advanced Stationary Kernel Designs for Hard Constraints on the Posterior Mean

Stationary kernels are positive definite functions of the form

\[ k(x_1, x_2) = k(||x_1 - x_2||), \]  

(13)

where \(|| \cdot ||\) is some norm. The Euclidean norm is used in the overwhelming majority of studies.

The set of kernel functions is closed under addition, multiplication, and application of linear operators. Therefore, kernel functions can be combined in many ways to formulate powerful definitions of similarity between data points. We will see that this can be used to inform the process that similarity is recurrent in \(\mathcal{X}\) or follows a certain structure.

2.4.1 Stationary Kernels Constraining Differentiability

The Matérn kernel class is defined as

\[ k(x_1, x_2) = \frac{1}{2^{v-1} \Gamma(v)} \left( \frac{\sqrt{2v}}{l} r \right)^v B_v \left( \frac{\sqrt{2v}}{l} r \right), \]  

(14)

where \(r\) is some metric in \(\mathcal{X}\), \(B_v\) is the modified Bessel function and \(v\) is the parameter controlling the differentiability. Combined with anisotropic kernel definitions, a practitioner can control the level of differentiability in each direction of the input space. This is a rather well-known characteristic of kernels and is included here for completeness.
2.4.2 Kernels for Additive Functions

Approximating a function of the form \( \sum_i g_i(x_i) \) can be accomplished by choosing a Gaussian process with defining kernel

\[
k(x_1, x_2) = \sum_i k_i(x^i_1, x^i_2). \tag{15}\]

The resulting process can propagate information about the function into regions of the index set where information is given only in \((n-1)\)-dimensional subspaces. Figure 1 shows an example of how additive kernels can be used. While points are only given in a sub-space of the index set, the information can be propagated into all of \(X\). The standard kernel used in the example shown in Figure 1 is defined as

\[
k(x_1, x_2) = 2 \exp \left[ -\frac{|x_1 - x_2|}{0.5} \right]. \tag{16}\]

where \(| \cdot |\) denotes the Euclidean distance in \(X\). The additive kernel is defined as

\[
k(x_1, x_2) = \exp \left[ -\frac{|x^1_1 - x^1_2|}{l_1} \right] + \exp \left[ -\frac{|x^2_1 - x^2_2|}{l_2} \right]. \tag{17}\]

Figure 1 shows how powerful the knowledge of additivity can be; information can be propagated far away from the available data along axes directions.

2.4.3 Anisotropy of Distance Measures on \(X\)

In addition to summation, one can also combine kernels by a product. In both cases, every direction can have its own length scale, giving rise to one formulation of anisotropy

\[
k(x_1, x_2) = \exp \left[ -\frac{|x^1_1 - x^1_2|}{l_1} \right] + \exp \left[ -\frac{|x^2_1 - x^2_2|}{l_2} \right] \quad [Additive] \tag{18}\]

\[
k(x_1, x_2) = \exp \left[ -\frac{|x^1_1 - x^1_2|}{l_1} \right] \exp \left[ -\frac{|x^2_1 - x^2_2|}{l_2} \right] \quad [Multiplicative] \tag{19}\]

However, the additive kernel comes with additional properties presented in the last section. If the model function is not additive, the use of kernel (18) will lead to wrong predictions. Another way of implementing anisotropy is by altering the Euclidean distance in \(X\) with a different metric such that

\[
k(x_1, x_2) = k((x_1 - x_2)^T M (x_1 - x_2)), \tag{20}\]

where \(M\) is any symmetric positive definite matrix. More on that can be found in [15, 6]. Anisotropy plays an important role in many data sets and its inclusion is vitally important [6].

2.4.4 Linear Operators Acting on Kernels

Ginsbourger et al. [2] pointed out that kernels can be passed through linear operators.

**Theorem 1.** If \(k(x_1, x_2)\) is a kernel, then \(L_{x_1} (L_{x_2}(k))\) is also a valid kernel function.

We can use this theorem to derive kernels for many different situations. Examples include enforcing axial or rotational symmetry, or periodicity upon the model function. To showcase the procedure, axial symmetry in two dimensions can be enforced by applying the operator

\[
L(f(x)) = \frac{f([x^1, x^2]^T) + f([-x^1, x^2]^T) + f([x^1, -x^2]^T) + f([-x^1, -x^2]^T)}{4} \tag{21}
\]
Figure 1: Standard kernel (Equation (16)) vs additive kernel (Equation (17)) function to approximate a function on $X = [0, 1] \times [0, 1]$. Using the additive kernel means propagating information into regions where no data is available. The estimated variances are significantly smaller compared to the use of standard kernels.
standard kernel | ground truth | symmetric kernel

Figure 2: The powerful effect of kernel-based constraints on a GP regression. Displayed is Ackley’s function (middle) and two GP posterior mean models. Left is the posterior mean calculated with an unconstrained Gaussian process. On the right is the posterior mean, calculated with imposed axial symmetry. In this example, the axial symmetry improves the uncertainty at a given number of measurements 4 fold and increases the computational speed 64 fold.

on a kernel function, which results in

\[
L_{x_1}(k(x_1, x_2)) = 1/4 (k(x_1, x_2) + k([-x_1^1, x_2^2]^T, x_2) + k([x_1^1, -x_2^2]^T, x_2) + k([-x_1^1, -x_2^2]^T, x_2))
\]

\[
L_{x_2}(k(x_1, x_2)) = 1/4 (k(x_1, x_2) + k(x_1, [-x_2^1, x_2^2]^T) + k(x_1, [x_2^1, -x_2^2]^T) + k(x_1, [-x_2^1, -x_2^2]^T))
\]

\[
\Rightarrow
L_{x_2}(L_{x_1}(k(x_1, x_2))) = 1/16 (k(x_1, x_2) + k([-x_1^1, x_2^2]^T, x_2) + k([x_1^1, -x_2^2]^T, x_2) + k(x_1, [-x_2^1, x_2^2]^T) + k(x_1, [x_2^1, -x_2^2]^T) + k([-x_1^1, -x_2^2]^T, x_2) + k([x_1^1, x_2^2]^T, x_2) + k([x_1, -x_2^1, x_2^2]^T, [x_2^1, -x_2^2]^T) + k([x_1, x_2^1, x_2^2]^T, [-x_2^1, -x_2^2]^T) + k([-x_1^1, x_2^2]^T, [-x_2^1, x_2^2]^T) + k([-x_1^1, -x_2^2]^T, [-x_2^1, x_2^2]^T) + k([x_1^1, -x_2^2]^T, [x_2^1, -x_2^2]^T) + k([x_1^1, x_2^2]^T, [-x_2^1, -x_2^2]^T))
\]

(22)

where \(k(x_1, x_1)\) can be any kernel, for instance the anisotropic squared exponential kernel

\[
k(x_1, x_1) = \exp\left[-\frac{(x_1 - x_2, M x_1 - x_2)^T}{l}\right].
\]

(23)

See Figure 2 for a presentation of the effects of such a kernel. To inform the GP about periodicity in \(x^2\) direction, we can define the linear operator

\[
L(f(x)) = f([x_1^1, x_2^2]) + f([x_1^1, x_2^2] + p)^T + f([x_1^1, x_2^2] - p)^T
\]

(24)

from which the following kernel can be derived

\[
L_{x_2}(L_{x_1}(k(x_1, x_2))) =
\]

\[
1/9 (k(x_1, x_2) + k(x_1, [x_2^1, x_2^2] + p)^T + k(x_1, [x_2^1, x_2^2] - p)^T
\]

\[
+ k([x_1^1, x_2^2] + p)^T, x_2) + k([x_1^1, x_2^2] + p)^T, [x_2^1, x_2^2] + p)^T + k([x_1^1, x_2^2] + p)^T, [x_2^1, x_2^2] - p)^T
\]

\[
+ k([x_1^1, x_2^2] - p)^T, x_2) + k([x_1^1, x_2^2] - p)^T, [x_2^1, x_2^2] + p)^T + k([x_1^1, x_2^2] - p)^T, [x_2^1, x_2^2] - p)^T)
\]

(25)

where \(p\) is the period. Figure 3 presents a posterior mean model that results from such a kernel.
Figure 3: Posterior mean function given 50 data points for a standard GP on the left and a GP informing
the posterior mean about periodicity on the right. The ground truth can be seen in the center. The blue
points show the measurement locations. The periodicity from the kernel is enforced and used to inform the
posterior mean in places without data.

Figure 4: Six-fold symmetric test function (center) and GP approximations. The image on the left shows
the standard GP posterior mean using the squared-exponential kernel. On the right, we see the GP approxi-
mation using kernel (26). All points are implicitly used six times increasing the amount of information used
for the regression six-fold.

One could argue that axial symmetry is more of academic than of practical interest, since the knowledge
about axial symmetry can simply be accounted for by limiting the range for probing the function. However,
the general principle can be extended to more complicated symmetries, such as rotational symmetry. For
instance, the kernel for six-fold symmetry in two dimensions is defined as
\[ k(x_1, x_2) = \frac{1}{36} \sum_{\phi \in p\pi/3} \sum_{\theta \in q\pi/3} \tilde{k}(R_{\phi}x_1, R_{\theta}x_2); \quad p, q \in \{0, 1, 2, 3, 4, 5\}, \]  

where \( \tilde{k} \) is any valid stationary kernel, and \( R \) is a rotation matrix rotating the vector \( x \) by a specified angle.
The result of such a kernel can be seen in Figure 4.

2.5 The Essence of Stationary Kernels vs Non-Stationary Kernels

The word kernel stems from the theory of integral operators. See reference [15] for more explanation on
the origin of kernels and the connection to integral operators. Stationary kernels are of the form
\[ k = k(||x_1 - x_2||), \]  
i.e. they are function of a norm placed on \( \mathcal{X} \). Correlation of data that only depend on the distance of data
points and not on the respective locations is referred to as “stationary”.

In contrast, non-stationary kernels are more general p.s.d. functions of the form
\[ k = k(x_1, x_2), \]  
where the kernel function now contains as arguments the location of the data points, and hence relaxes the
restriction so that \( k = k(x_1, x_2) \neq k(||x_1 - x_2||) \).

Stationary and non-stationary kernels are both symmetric positive-definite functions, since they induce inner
products in \( \mathcal{H} \). The difference between stationary and non-stationary kernels can be illustrated visually by
Figure 5: A top view onto a stationary (left) and non-stationary (right) kernel function over $X \times X$. Both functions are symmetric; however, while the stationary kernel function is constant along the diagonals, the non-stationary kernel function has no such restriction. Non-stationary kernels are therefore a much more flexible inner product in $H$, which translates into a more flexible similarity measure. This added flexibility can be used to communicate information into remote corners of the index set.

A one-dimensional example. If we consider $X \subset \mathbb{R}^1$ and therefore $f = f(x)$, we can illustrate the kernel as a function over $X \times X$ (see Figure 5). Stationary kernel functions are constant along diagonals, unlike non-stationary kernels. This characteristic of non-stationary kernels translates into potentially highly flexible inner products, and therefore similarity measures, which can encode covariances within the input space, the output space and across the two spaces.

2.6 Advanced Non-Stationary Kernel Designs

Non-stationary kernels have the additional flexibility that they depend on the location of the input points, not only on the distance between them (see Equation (28)). This gives a learning algorithm powerful additional capabilities since the similarity measure between data can vary substantially across $X \times X$ (see Figure 5). Stationarity is an approximation that almost never holds in real data sets. Imagine a regression model of the topography of the United States. While correlation lengths in the Sierra Nevada and in the Rocky Mountains are in the order of miles, they will be hundreds of miles in the Great Plains. Using a stationary kernel would perform poorly in such a scenario. Non-stationary kernels, on the other hand, can capture the varying length scales and lead to accurate function approximations. This extra flexibility is also useful for multi-output Gaussian processes in which distances between tasks are arbitrary and any stationary choice would limit the method’s ability to learn. In fact, we will see how flexible non-stationary kernels can replace tailored methods for multi-output GPR.

When designing advanced non-stationary kernels, we have to show that the resulting kernel functions are positive semi-definite, just like in the stationary case. However, it is often difficult to prove positive semi-definiteness in closed form for general functions. Instead, one can induce positive semi-definiteness by taking advantage of the fact that, as mentioned earlier, the set of kernels is closed under addition, multiplication, and linear transformations. In addition, we can show that:

**Theorem 2.** Let $k(x_1, x_2)$ be a valid kernel, then $f(x_1)f(x_2)k(x_1, x_2)$ is also a valid kernel according to Definition 7. Here, $f(x)$ is an arbitrary function.

**Proof.**

$$\sum_i^N \sum_j^N b_i b_j k(x_i, x_j) \geq 0 \ \forall N, \ x \in \mathbb{R}^N, \ b \in \mathbb{R}^N$$

$$\Rightarrow \sum_i^N \sum_j^N c_i c_j f(x_i) f(x_j) k(x_i, x_j) \geq 0; \ \forall c \in \mathbb{R}^N$$

$$\Rightarrow \sum_i^N \sum_j^N f(x_i) f(x_j) k(x_i, x_j) \geq 0 \ \forall N, \ x \in \mathbb{R}^N$$

Since a constant is a valid kernel, $f(x_1)f(x_2)$ has to be a valid kernel too.

The kernel $f(x_1)f(x_2)k(x_1, x_2)$ represents a trade-off between flexibility and simplicity and is used in our examples. Figure 6 shows that particular kernel for a linear function $f$ in one dimension, and underscores how using a stationary kernel leads to under-estimated and over-estimated posterior variances when the length scales vary across $X$. In the example seen in Figure 7, we are using the kernel defined in Theorem 2 with

$$f(x_i) = (\phi_1 (\sqrt{50} - ||x_i||)) + \phi_2.$$ (29)
Figure 6: Comparison of a one-dimensional result of a Gaussian process using stationary (top) and non-stationary (bottom) kernels. In this figure, we use the kernel from Theorem 2 with a linear function, i.e. \( k(x_1, x_2) = x_1 x_2 k_{\text{matern}} \). The stationary-kernel Gaussian process (top) significantly overestimates posterior variances on the left and underestimates them on the right. This is due to the fact that the similarity at a given distance is averaged across the domain. The non-stationary-kernel Gaussian process uses the location to compute the similarity and can therefore calculate the posterior variances more accurately.

The result shows the incorrectly-estimated variances when the stationary kernel is used.

A particularly flexible kernel, introduced by [8] and reformulated and enhanced by [10], is defined as

\[
    k(x_1, x_2) = \frac{\sigma^2_s(x_1) \sigma^2_s(x_2)}{\sqrt{|\Sigma(x_1) + \Sigma(x_2)|}} M(\sqrt{Q(x_1, x_2)})
\]

where

\[
    Q(x_1, x_2) = (x_1 - x_2)^T \left( \frac{\Sigma(x_1) + \Sigma(x_2)}{2} \right)^{-1} (x_1 - x_2),
\]

where \( M \) is the Matérn kernel. This kernel allows for non-constant signal variances, length scales and anisotropies. In addition, it takes only a small adjustment to vary the differentiability of the model within \( \mathcal{X} \). The presented non-stationary kernel designs, together with an efficient way to find the hyperparameters, renders specialized techniques for multi-task GPs obsolete. The difference between single-task and multi-task Gaussian processes can be entirely contained within the kernel design as will be discussed in the next section.

2.7 Using Flexible Non-Stationary Kernels for Multi-Task GPR

The challenge of multi-task GPs is that there is no natural distance between the different tasks (in \( \mathcal{X}_o \)). Furthermore, this distance between tasks may change depending on \( x_i \in \mathcal{X}_i \). This is why early on, several tasks would just be seen as independent Gaussian processes. Clearly, in this approach, cross-task covariances are ignored and learning can only happen within a task. To circumvent this problem, several tech-
Figure 7: Comparison of a two-dimensional GP approximation of a function over $\mathcal{X} = [0, 5] \times [0, 5]$ using stationary and non-stationary kernels. Similar to what we have seen in Figure 6, the posterior variance is significantly overestimated close to the origin where the frequency of the function is low. The farther we move away from the origin, the more does the stationary-kernel GP underestimate the posterior variance. This is of significant impact, for instance, for autonomous data-acquisition where the posterior variance plays a large role in the choice of the next measurement.

- In the following overview, we are following the survey in [1], which broadly divided the multi-output regression methods into “problem transformation methods” and “algorithm adaption methods”. Algorithm adaption methods are based on additional techniques and methodologies, such as support vector regression, to encode the correlation between tasks. It is able to capture cross-task correlations but, as the name suggests, needs the adaption of the basic algorithm and the theory, which often leads to new issues. Problem transformation methods, on the other hand, are based on transforming the problem into several single-task problems, creating separate models for them, and concatenating all the models. It is often criticized for not capturing the intricate correlations between the tasks. Problem transformation methods leave the basic theory of GPs intact and are therefore more general, widely applicable and avoid common problems like missing data in one or more tasks.

- We argue that the GP framework is, without alteration, able to account for the correlation between multiple tasks. For that, we draw attention to the fact that problem transformation methods in combination with flexible non-stationary kernels do not suffer from the limited ability to encode cross-task covariances. Problem transformation methods commonly make use of separable, stationary kernels that fail to encode cross-task correlations due to arbitrary distances between tasks. We can address this issue by using flexible kernel definitions, we present in this paper. Using advanced non-stationary kernels liberates us from the problems of multi-output Gaussian processes; we can assume a constant, arbitrary distance between the tasks and the kernel will learn how these distances translate into similarities as a function on the index set $\mathcal{X}$. This leaves the basic theory of GPs untouched, and is therefore robust against common multi-task GP problems such as missing data in a subset of tasks or poor interpretability. The advanced kernels needed for the extra flexibility come at the cost of many hyperparameters we have to find, which however, can be countered with clever optimization procedures.

- As alluded to earlier, instead of interpolating a vector-valued function over the input space, we approximate a scalar function $f(x)$ on $\mathcal{X} = \mathcal{X}_i \times \mathcal{X}_o$. The norm on the RKHS induces a metric which is entirely defined by the kernel and therefore extends also into the output space. Therefore, a flexible kernel overcomes the challenge of arbitrarily defined distances between tasks. In this framework, we assume $\mathcal{X}_o$ to be a subset of the indexing set which leads us to refer to this special kind of multi-task Gaussian processes as function-valued Gaussian processes (fvGP) — one could imagine the outputs of an evaluation to be itself a function over $\mathbb{R}^n$. To reiterate the key takeaway of this section, the main difference of a multi-output, or function-
valued GP and a single-task GP is the choice of the kernel. The main problem with this approach is the vastly increased number of hyperparameters that have to be found. This issue will briefly be discussed in the next section.

In Figure 8, we defined two different tasks that show a particularly high correlation between the circled areas. This correlation is reflected in the covariance matrix. The kernel for this example is defined in Equations (30) and (31) with

\[
\Sigma(x) = \begin{pmatrix}
  l(x_1, x_2) & 0 & 0 \\
  0 & l(x_1, x_2) & 0 \\
  0 & 0 & l(x_1, x_2)
\end{pmatrix}
\]

\[
l(x_1, x_2) = h_1 + (h_2 (\exp [(x_1 - h_1)^T M (x_1 - h_1)] + \exp [(x_2 - h_2)^T M (x_2 - h_2)]))
\]

where all \( h_i \) and \( h_i \) are found by the training process. The results in Figure 8 show that a flexible non-stationary kernel can encode complicated non-local covariances that will be used for the approximation and uncertainty quantification.

3 A NOTE ON OPTIMIZING THE MARGINAL LOG-LIKELIHOOD WHEN USING ADVANCED KERNEL DESIGNS

As mentioned throughout this paper, the main issue that accompanies advanced kernel design is the number of hyperparameter we have to find. We can think of the hyperparameters as a vector \( \phi \in \mathbb{R}^n \). When using standard kernel definitions, \( n \) is often two or three. This number is significantly larger for advanced stationary and especially non-stationary kernels. We have shown that we can invoke functions over \( \mathcal{X} \) into the kernel definitions. These functions can be defined as the sum of arbitrary basis functions. Their locations and coefficients are also hyperparameters and have to be found. This example makes clear that the number of hyperparameters \( n \) can quickly rise to numbers that makes the marginal-log-likelihood optimization a lengthy procedure. To find the global or a high-quality local optimum, an optimization of this scale commonly needs many function evaluations to succeed. However, each function evaluation of the marginal-log-likelihood function is potentially costly since it involves an inversion or a system solve. One possible solution to the problem is the use of hybrid optimization algorithms that can run in parallel to the GP prediction and can provide best-estimate optima whenever queried. The log-likelihood function, its gradient and the Hessian evaluations can be accelerated using GPU computer architectures. In addition, we can start many local searches in parallel — and remove the found optima by deflation — to take full advantage of HPC computer architecture. This is an important branch of our work and will be presented in the near future [4].

4 EXPERIMENTS

In this section, we want to show the potential impact of the proposed kernel designs on two scientific experiments, namely neutron scattering and IR spectroscopy. The shown data has been collected at the Thales instrument at the Institute Laue-Lagevin (ILL) in France, and at the Berkeley Synchrotron Infrared Structural Biology (BSISB) beamline at the Advanced Light Source (ALS) at Lawrence Berkeley National Laboratory (LBNL) in Berkeley, California. At these instruments, our work on Gaussian Processes is used for autonomous data acquisition and general analysis and interpretation purposes [7]. We show how the presented improvements of kernel designs can advance the use of Gaussian processes in these experiments, and influence the experimental design and the resulting model approximation.

4.1 IR Spectroscopy

Infrared (IR) imaging spectroscopy employs full infrared spectra in order to study materials and biological samples. This is done by directing an infrared beam onto the sample at a point \((x_1, x_2)\). Therefore, we can define the input space \( \mathcal{X}_i \subset \mathbb{R}^2 \) with outputs composed of entire spectra at selected points in the input set, i.e., \( \mathcal{X}_o \subset \mathbb{R}^1 \). As before, the final index set is defined by \( \mathcal{X} = \mathcal{X}_i \times \mathcal{X}_o \subset \mathbb{R}^3 \). We will assume that a
Figure 8: Representation of two tasks (top) and the associated covariance matrices (bottom) of a multi-task Gaussian process using 100 random data points. In the bottom left, the covariance is computed using a stationary kernel; while cross-covariances are not ignored (quadrant 1 and 3), they are just offset by a constant. The covariance in the bottom right is defined by a non-stationary kernel. This allows the Gaussian process to learn that the circled regions are correlated. The non-stationary kernel used in this example is shown in Equations (30) and (31), using the terms defined in (32). The central point here is that the fundamental difference between single-task and multi-task Gaussian processes lies in the kernel design. Note the checkerboard pattern; the length scale function is the sum of two Gaussian functions. When one point is close to one of them, the covariance with all other data points will be comparatively large. However, the covariance reaches its maximum when both points are located at the center of one or the other Gaussian function.
spectrum is represented by 87 intensity values at a set of wave numbers. This example illustrates the duality of a multi-task GP over $\mathcal{X}$ and a single-task GP over $\mathcal{X}_i \times \mathcal{X}_o$, and that the difference can be contained within the used kernel. Here, the “tasks” have a natural distance between them, with the unit cm$^{-1}$ of a wave number. This is not always the case. Instead of spectra, we could approximate the PCA components of spectra, which do not have a natural distance. The stationary kernel, we are using for this example, is defined as

$$k(x_1, x_2) = k(|x_1 - x_2|) = \sigma^2 k_{\exp}(\begin{bmatrix} x_1^1 \\ x_2^1 \end{bmatrix} - \begin{bmatrix} x_1^2 \\ x_2^2 \end{bmatrix}) M(|x_1^3 - x_2^3|),$$

(33)

where $k_{\exp}$ is the exponential kernel and $M$ is a Matérn kernel. The Euclidean distance in the exponential kernel is anisotropic. The non-stationary kernel is defined by

$$k(x_1, x_2) = \sigma^2 (k_{\exp}(\begin{bmatrix} x_1^1 \\ x_2^1 \end{bmatrix} - \begin{bmatrix} x_1^2 \\ x_2^2 \end{bmatrix}, \phi, \phi_8) M(|x_1^3 - x_2^3|, \phi_9) + A_1 A_2),$$

$$A_1 = \exp((x_1^3 - p_1(x))^2)/\phi_6 + \exp((x_1^3 - p_2(x))^2)/\phi_6$$

$$A_2 = \exp((x_2^3 - p_1(x))^2)/\phi_6 + \exp((x_2^3 - p_2(x))^2)/\phi_6$$

$$p_1(x) = \phi_9 (\phi_1 x^1) + (\phi_2 x^2)$$

$$p_2(x) = \phi_9 (\phi_3 x^1) + (\phi_5 x^2),$$

(34)

where $\phi$ is a set of hyperparameters. The focus in this expression is on $A$, which allows the covariance to depend on two Gaussian functions that can change position in $\mathcal{X}_o$ as a linear function in $\mathcal{X}_i$. Figure 9 shows that the Gaussian process will take advantage of the given additional flexibility of non-stationary kernels and thereby lower the overall approximation error.

4.2 Neutron Scattering

Neutron scattering is an experimental technique to obtain detailed information about the arrangements of atoms in condensed matter. The data showcasing symmetry comes from the Thales (Three Axis Low Energy Spectrometer) at ILL [14]. The measurements probe a function $S(q_h, q_i, q_k, E)$ which is often symmetric around one or more axes. Figure 10 shows how effectively kernels that impose symmetry [22] can be used to approximate the model function and to steer data acquisition in the presence of symmetry. The higher-quality approximation translates into less points that are needed for a targeted model accuracy.

5 DISCUSSION AND CONCLUSION

In this paper, we presented some known and new kernel designs which are of interest for practitioners using GPs. The presented kernels are able to significantly reduce uncertainty of the model, given a number of data points. This was either achieved by using stationary kernels that implicitly subject the posterior mean to hard constraints, such as periodicity or symmetry, or by non-stationary kernels that are able to encode flexible inner products which translates into the ability to learn more complicated covariances across the input space $\mathcal{X}$. This led to a flexible and powerful formulation of multi-task Gaussian processes.

Using the appropriate kernels, knowledge that the model function is additive can result in an immensely powerful Gaussian process in which information from the sides of the domain can be propagated to infinity (Fig. 1). Multiplicative kernels have no such property, but are perfectly suited for allowing axial anisotropy in $\mathcal{X}$.

Figure 2 showed how the quality of the posterior mean can increase when symmetry is present and accounted for by the kernel. The same was shown for experimental data in Figure 10. Symmetry implicitly increases the amount of information that is used in the prediction. For instance, in case of axial symmetry around the $x$ and $y$ axes, every data point contains four times the amount of information – compared to the use of a standard kernel — decreasing the computational cost for a given function-approximation problem by 64 (assuming $O(N^3)$ scaling). We have shown that periodicity can be accounted for in the same manner. Note that the imposed periodicity is not the same as a sine kernel, since imposing periodicity does not impose any particular functional shape.
Figure 9: Presentation of a GP used on infrared spectroscopy data deploying stationary and non-stationary kernels. 
(top) Simplified view on the covariance matrices resulting from stationary (a) and non-stationary (b) kernel definitions (Equations (33) and (34) respectively). The covariance matrix resulting form the stationary kernel (a), cannot identify differing similarities between tasks when their distance is constant; therefore we see a diagonal pattern of the covariance matrix. In (b) we see the covariance matrix resulting from a non-stationary kernel which is able to identify similarities between any two tasks independently. Tasks in this case can be understood as the spectrum intensity at a particular wave number. (c) The mean of the Euclidean distance between the posterior means and ground truth. The GP using the non-stationary kernel performs significantly better. (d) Posterior means and the ground truth of a representative spectrum. Not only is the approximation using the non-stationary kernel significantly more accurate, the posterior variance is overall smaller and more detailed.
Figure 10: Figure displaying the importance of symmetry in neutron scattering data acquisition. The function $S = S(q_h, q_l, q_k, E)$ is symmetric around $E = 0$ for the slice of interest. Exploiting this fact as a constraint, which is enforced by advanced kernel design, increases the accuracy of the GP interpolation significantly. (a) The ground truth function $S(q_h, q_l = 0, q_k = 0, E)$. (b) The GP posterior mean when a standard exponential kernel is used. (c) The GP posterior mean with a kernel that enforces symmetry. (d) The Euclidean error of both approximations after a number of measurements.
Lastly, we investigated and drew attention to non-stationary kernels and their impact on a Gaussian process. We have seen that a GP with a constant length scale is prone to both over- and underestimating the posterior variance (Figures 6 and 7) which has major implications for decision-making algorithms which use the posterior covariance, e.g., for optimal experiment design. Non-stationary kernels can also be used to obtain a flexible and simple implementation of multi-output GPs. In an experimental setting, the non-stationary kernels led to an overall high-quality approximation (Fig. 9). We have rediscovered that the main difference between single and multi-task GPs can be entirely contained within the kernel design, which leaves the basic theory of GPs untouched.

The use of advanced kernel designs does not come without issues, especially in the multi-task setting. The biggest issue is the added computational costs. Clearly, the marginal log-likelihood optimization becomes a much more involved process as the number of hyperparameters increases. But there are ways to overcome this shortcoming. Traditional Gaussian-process training uses standard optimization procedures to find the hyperparameters, such as multi-start gradient descent. When the optimization has to find more hyperparameters, more sophisticated, HPC-ready algorithms have to be used. In an optimal and sequential design setting, the optimization can happen asynchronously, so that the costs of the training are hidden. Such an algorithm is being developed by the authors.
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