BIFIDELITY DATA-ASSISTED NEURAL NETWORKS IN NONINTRUSIVE REDUCED-ORDER MODELING
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Abstract. In this paper, we present a new nonintrusive reduced basis method when a cheap low-fidelity model and expensive high-fidelity model are available. The method relies on proper orthogonal decomposition (POD) to generate the high-fidelity reduced basis and a shallow multilayer perceptron to learn the high-fidelity reduced coefficients. In contrast to other methods, one distinct feature of the proposed method is to incorporate the features extracted from the low-fidelity data as the input feature, this approach not only improves the predictive capability of the neural network but also enables the decoupling the high-fidelity simulation from the online stage. Due to its nonintrusive nature, it is applicable to general parameterized problems. We also provide several numerical examples to illustrate the effectiveness and performance of the proposed method.
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1. Introduction. Parameterized partial differential equations (PDEs) arise in many complex scientific and engineering applications. A common task in such applications requires solving the underlying PDE efficiently and accurately for a large number of parameter points in the parameter space, which poses a huge computational challenge, particularly for large-scale problems. To address this challenge, reduced-order modeling or model reduction techniques [28, 14] have been proven to be successful for many practical problems with low intrinsic dimension, including electromagnetic scattering [7], multiscale simulations [16], and uncertainty quantification [6], to name a few.

As one of major model reduction techniques, classical projection-based model reduction algorithms, such as proper orthogonal decomposition (POD) based method and reduced basis method (RBM) [31], generally follows an offline-online paradigm [23]. At the offline stage, a set of reduced basis is built from a collection of full-order simulation results. During the online stage, for a new parameter value, the reduced model is constructed as a linear combination of the pre-computed reduced basis, where the expansion coefficients are computed by projecting the full-order equation onto the reduced approximation space [3]. Despite its success for many applications, this coupling between the full-order model and the online stage requires major rewrites of the sophisticated original legacy solver of the full order model. Additionally, it causes computational inefficiency for nonlinear problems, where the online computational complexity of the nonlinear term remains high due to its dependence on the degrees of freedom (DOFs) of the full-order solution, instead of the dimension of reduced approximation space.

To tackle these challenges, non-intrusive methods such as [38, 37] have been developed to construct a surrogate of the high-fidelity reduced coefficients so that the reduced coefficients can be recovered without requiring a projection of the full-order model. More specifically, the full-order simulations are only required for basis generation during the offline stage. During the online stage, the reduced coefficients are recovered by interpolation over the parameter space. Even though this approach enables decoupling between the full-order model and the online stage, the interpolation
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approaches are prone to fail in complex applications, where the reduced coefficient has a highly nonlinear dependency on the parameters \(^2\).

In a recent work \([15]\), a novel non-intrusive reduced basis method combining POD and neural network was proposed, referred to as POD-NN. In this method, neural networks, especially a shallow multi-layer perceptron (MLP) is used to approximate the POD coefficients of high-fidelity data. Instead of using a nonadapted interpolation basis set, neural networks provide a data-driven approach to approximate the mapping from the physical model parameter space to the high-fidelity reduced coefficient space. For nonlinear parameterized problems, it shows a superior performance compared to traditional POD-Galerkin based methods. Nevertheless, it is important to note that the input features of POD-NN are the physical model parameters, which are not data-dependent and might not be strongly informative. While it would be desirable to utilize the input feature from the high-fidelity data set to train the network at the offline stage, this is still problematic since the online stage still requires a full-order (high-fidelity) simulation to generate the high-fidelity feature. Therefore, utilizing high-fidelity features is not practical for many scientific and engineering applications with expensive high-fidelity solvers.

It is worth noting that the aforementioned methods are based on single fidelity solver of the full-order model, which is usually computationally expensive. In many practical problems, there often exists models with different fidelities \([1, 35, 9]\). Although the low-fidelity models are inaccurate, they can still mimic important behaviors of the underlying problem with a much lower computational cost. Many recent works in computational science and engineering community suggested that it is advantageous to combine low-fidelity and high-fidelity models together to improve computational accuracy or efficiency under different contexts, such as uncertainty quantification \([24, 42, 41, 26, 13, 27, 39]\), optimization \([30, 29, 22]\). Much of multifidelity research work in machine learning have been focused on optimization setting \([8, 20, 34, 18]\) as well as the ensemble learning \([11, 40]\). In general, the main differences between those multifidelity algorithms lie in the problem setting and the way to integrate the multifidelity model or data together.

Motivated by the recent developments in multifidelity modeling and reduced order modeling \([15]\), we propose a new nonintrusive reduced basis method when a cheap low-fidelity model and expensive high-fidelity model are available. In this work, we train a two-hidden-layer perceptron to approximate the high-fidelity reduced coefficients, referred to as Bi-Fidelity data-assisted Neural Network (BiFi-NN). More specifically, besides using the original physical model parameter itself as the input feature suggested in \([15]\), we also augment additional features extracted from the cheap low-fidelity data as the input feature. These new features are not only data-dependent, but also encode more prior information into neural networks. Additionally, it decouples the high-fidelity simulations from the online stage. This provides a competitive alternative to existing nonintrusive reduced basis methods that produce accurate reduced solutions with an affordable online computational cost.

The paper is organized as follows. Section \(2\) introduces the setup of the problem. Section \(3\) briefly reviews the POD-NN method from \([15]\), then introduces our proposed method - BiFi-NN and discuss the error contribution of the proposed method. In Section \(4\) we illustrate the effectiveness of the proposed BiFi-NN algorithm via several numerical examples. We conclude the paper in Section \(5\).
2. Problem Setup. For simplicity of presentation, we consider the following parameterized PDEs:

\[
\begin{aligned}
L u(x, z) &= f, \quad \text{in } D, \\
u &= g, \quad \text{on } \partial D,
\end{aligned}
\]  

where \( D \subset \mathbb{R}^n \) is the physical domain and the parameter \( z \in I_z \subset \mathbb{R}^d \) with \( d \geq 1 \) represents the either the physical parameters or uncertain parameters in the model.

Assume that we have two different models for (2.1) available: a high-fidelity solution \( u_h(x, z) : D \times I_z \to \mathcal{V}_h \) and a low-fidelity solution \( u_l(x, z) : D \times I_z \to \mathcal{V}_l \), where \( \mathcal{V}_h \) is the discrete approximation space for the high-fidelity solution and \( \mathcal{V}_l \) is the approximation space for low-fidelity solution. Typically, the dimension of \( \mathcal{V}_h \) is large in order to resolve the details of the system with high accuracy, while \( \mathcal{V}_l \) is parameterized with fewer degrees of freedom than the high-fidelity space, i.e., \( 1 \leq \dim \mathcal{V}_l \ll \dim \mathcal{V}_h \). Consequently, the high-fidelity solutions are more accurate and expensive to simulate, while the low-fidelity solutions are cheap to simulate. Even though the accuracy of low-fidelity solution is typically lower than the high-fidelity solution, it is still capable of capturing the important features of the underlying problem.

In this paper, our goal is to efficiently construct a nonintrusive reduced model that is able to produce an accurate approximation of high-fidelity solution \( u_h(z) \) with affordable online computational cost, particularly for nonlinear problems. To achieve this, we shall take advantage of the predictive capability of the neural network and the data from the low-fidelity and high-fidelity models.

3. Method. To set the stage for the later discussion, we first briefly review the POD-NN algorithm proposed in [15], then discuss the proposed bi-fidelity data-assisted neural network approximation - the BiFi-NN method and a modification of the POD-NN method as a reference solution. Finally, we shall discuss the error contributions.

3.1. POD-NN. The POD-NN method proposed in [15] basically consists of the following steps:

(1) Select a subset of parameters \( \Gamma_P = \{z_1, z_2, \ldots, z_P\} \subset I_z \). For each sample \( z_i \in \Gamma_P \), perform the corresponding high-fidelity full-order simulation to generate the snapshot matrix

\[
S = [u_h(z_1), u_h(z_2), \ldots, u_h(z_P)],
\]

then construct the high-fidelity POD reduced basis set \( V_h \).

(2) Select a subset of parameters \( \Gamma = \{z_1, z_2, \ldots, z_M\} \subset I_z \), independent of \( \Gamma_P \). For each sample \( z_i \in \Gamma \), perform a high-fidelity full-order simulation to get the high-fidelity solution \( u_h(z_i) \). Then compute the first \( r \) POD coefficients \( c_h(z_i) = [c_{h,1}(z_i), \ldots, c_{h,r}(z_i)]^T \) on the reduced approximation space.

(3) Construct and train a multi-layer perceptron with the training set collected in the previous step, where the input is the parameter \( z \) and the output is the high-fidelity POD coefficient vector \( c_h(z) \).

(4) At the online stage, for a new parameter value \( z^* \), evaluate the trained network to predict the corresponding reduced coefficients \( \tilde{c}_h(z^*) \) and then compute the reduced solution.

In the following, we shall discuss each step of the POD-NN algorithm in detail.
3.1.1. The proper orthogonal decomposition. In this section, we shall briefly introduce the proper orthogonal decomposition (POD) [4], which is the building block of the POD-NN method. As one of the most widely used methods to generate reduced basis, the general idea of POD is to seek for a set of parameter-independent function basis for the low-dimensional representation of the full-order solution space $V_h$. Assume we have a collection of high-fidelity solutions at a selected set of parameter points $\Gamma_P = \{z_1, z_2, \ldots, z_P\}$ available, which is assumed to be large and rich enough to represent the parameter space. We concatenate the high-fidelity solutions as the following snapshot matrix:

$$S_h = [u_h(z_1), u_h(z_2), \ldots, u_h(z_P)] \in \mathbb{R}^{N_h \times P}. \quad (3.1)$$

Each column is a high-fidelity solution $u_h(z_i)$ at the parameter $z_i$, of length $N_h$, reflecting the degrees of freedom of the high-fidelity solution. With this snapshot matrix $S_h$, a singular value decomposition is then performed to reveal the reduced space:

$$S_h = U_h \Sigma_h W_h^\top, \quad (3.2)$$

where $U_h \in \mathbb{R}^{N_h \times P}$ and $W_h \in \mathbb{R}^{P \times P}$ are orthogonal matrices. The diagonal matrix $\Sigma_h = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_R, 0, \ldots, 0) \in \mathbb{R}^{P \times P}$ satisfies $\sigma_1 \geq \sigma_2 \geq \ldots \sigma_R > 0$. $R$ is the rank of the snapshot matrix. The first $r(<R)$ columns of $U_h$ are chosen to form the basis of the reduced space $\mathbb{V}_r$, i.e.,

$$\mathbb{V}_r = \text{span}\{U_{h,1}, U_{h,2}, \ldots, U_{h,r}\}. \quad (3.3)$$

Under the context of reduced-order modeling, we assume $r \ll N_h$. Once the reduced basis set is available, the reduced representation of the high-fidelity snapshot $u_h(z_j)$ can be written in the following form:

$$u_r(z_j) = \sum_{i=1}^{r} c_{h,i}(z_j) U_{h,i}, \quad (3.4)$$

where the high-fidelity POD coefficient vector $c_{h}(z_j) = [c_{h,1}(z_j), \ldots, c_{h,r}(z_j)]^\top \in \mathbb{R}^r$ can be computed by projecting the full-order snapshot $u_h(z_j)$ onto the reduced approximation space $\mathbb{V}_r$:

$$c_{h}(z_j) = V_h^\top u_h(z_j), \quad (3.5)$$

where the basis matrix $V_h = [U_{h,1}, U_{h,2}, \ldots, U_{h,r}]$.

We shall emphasize that traditional projection-based reduced basis methods need to project the full-order equation into the reduced approximation space to recover the high-fidelity POD coefficient vector for a new given $z$. We refer interested readers to [28, 14] for more details of the traditional projection-based reduced basis methods. In contrast, the basic idea of POD-NN is to construct a surrogate of high-fidelity POD coefficients by a neural network so that the projection of the high-fidelity model is not needed during the online stage.

3.1.2. Neural Network. The second key ingredient of POD-NN is the neural network approximation. Neural network is a universal function approximation model with the capability to learn from any type of observed data, thus provides an alternative to traditional function approximation methods [33]. One widely-used class of
neural networks is the feedforward network, which is also called multi-layer perceptrons (MLPs) \[17\]. It consists of a collection of layers, including an input layer, an output layer, and a number of hidden layers. Each hidden layer contains a certain number of neurons, called hidden units, and a nonlinear activation function. For traditional MLPs, the connection between two continuous layers is an affine function defined by a set of weights and biases.

Figure 3.1 illustrates the structure of a two-hidden-layer MLP. The circles represent the neurons in input, hidden and output layers, and information flows from left to right.
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Fig. 3.1. The structure of a two-hidden-layer neural network with three input nodes and two output nodes.

As a crucial step to construct the neural network, the training of the neural network generally involves gradient-based optimization. The gradient information is usually computed through backpropagation. Widely used gradient-based training algorithms for large networks includes stochastic gradient descent, RMSprop, and Adam \[32\].

3.1.3. POD-NN Algorithm. With the two building blocks discussed in the previous section, we discuss the basics of POD-NN in this section. POD-NN in \[15\] employed a shallow neural network to build a surrogate of high-fidelity POD coefficient. The input of the network is the parameter $z$ and the output is the high-fidelity POD coefficient vector $c_h(z)$. It consists of two dense hidden layers with the same number of hidden units, whose structure is illustrated in Figure 3.2.

The resulted POD-NN approximation of the high-fidelity POD coefficient vector $c_h(z)$ can be represented as follows:

$$
\tilde{c}_h(z) = \Phi(z; \theta),
$$

(3.6)

where $\Phi(z; \theta)$ is the trained neural network approximation for the coefficient $c_h(z)$ and $\theta$ is the parameter of the neural network.

Once the neural network is trained, we perform a forward pass to predict the reduced coefficient $\tilde{c}_h(z^*)$ for a new given $z^*$, during the online stage. The corresponding reduced solution is given by

$$
\tilde{u}_h(z^*) = V_h \tilde{c}_h(z^*),
$$

(3.7)

where $V_h$ is the high-fidelity POD basis set. We emphasize that the key advantage of this approach is that the high-fidelity model is completely decoupled from the online stage.
This completes the description of the original POD-NN algorithm. The detailed steps of the corresponding offline and online algorithms are summarized in Algorithm 1 and Algorithm 2. We refer interested readers to [15] for more details of POD-NN.

**Algorithm 1: Offline Stage for POD-NN**

1. Sample a collection of parameters $\Gamma = \{z_1, z_2, \ldots, z_M\} \subset I_z$.
2. Run the high-fidelity model for each $z_j \in \Gamma$.
3. Compute the POD coefficient vector $c_h(z_j)$ for each high-fidelity snapshot $u_h(z_j)$ by projection:
   \[ c_h(z_j) = V_h^T u_h(z_j), \quad j = 1, \ldots, M. \]
4. Train a network $\Phi(z; \theta)$ with the input $z$ and the output $c_h(z)$.

**Algorithm 2: Online Stage for POD-NN**

1. Evaluate the trained network $\Phi(z; \theta)$ at the given parameter $z^*$ to predict the high-fidelity POD coefficient $\tilde{c}_h(z^*)$.
2. Compute the POD-NN approximation of the high-fidelity solution for the given $z^*$:
   \[ \tilde{u}_h(z^*) = V_h \tilde{c}_h(z^*). \]

### 3.2. Bi-Fidelity Data-Assisted Neural Network.

As we discussed in the previous section, POD-NN focuses on learning the map from the parameter space $I_z$ to the high-fidelity POD coefficient space $C_h \in \mathbb{R}^r$. Nevertheless, from the view of the conventional wisdom in the machine learning community, the parameter $z$ as the input feature is not data-independent and might not be strongly informative nor encode much prior knowledge.

Alternatively, since low-fidelity models are cheap to evaluate and can capture some
important information of the underlying physical systems, it would be desirable to use low-fidelity data to extract useful features to improve the predictive performance of the neural network approximation. In this paper, we propose a novel bi-fidelity data-assisted neural network approximation (BiFi-NN) by modifying the original POD-NN algorithm: during the offline stage, we first employed the POD coefficient $c_l(z)$ of the low-fidelity model as the augmented data-dependent features, and train the neural network to predict high-fidelity POD coefficient $c_h(z)$. In contrast to the original POD-NN, the learned mapping is now from the combined feature space (the original parameter space $I_z$ and the low-fidelity coefficient space $C_l \in \mathbb{R}^r$) to the high-fidelity POD coefficients space $C_h$. During the online stage, it only requires one cheap low-fidelity simulation run to generate the low-fidelity POD coefficients to predict the high-fidelity POD coefficients from the pre-trained neural network. Such an approach not only allows us to incorporate more relevant features to improve the predictive performance, but also remove the dependence on the high-fidelity solver from the online stage.

In the following, we shall present the details of the offline and online stage of the proposed BiFi-NN algorithm.

3.2.1. Offline Stage. There are two major steps at offline stage: (1) prepare the data. (2) train the neural network. We shall detail each step in this section.

Data Preparation. We first sample a collection of parameters $\Gamma_p = \{z_1, z_2, \ldots, z_P\} \subset I_z$ and run the corresponding low-fidelity and high-fidelity simulations. Based on the acquired simulation data, we compute the corresponding POD basis set $V_l$ and $V_h$. To prepare the training input-output pairs for the next step, we run low-fidelity and high-fidelity simulations over a sample set $\Gamma = \{z_1, z_2, \ldots, z_M\} \subset I_z$, independent of $\Gamma_p$. And then we compute the corresponding low-fidelity and high-fidelity POD coefficients: $c_l(z_j), c_h(z_j), \forall z_j \in \Gamma$.

Architecture and Training of BiFi-NN. Once the data is available, we shall construct a surrogate for the high-fidelity POD coefficients. More specifically, we shall train $r$ neural networks to predict the $r$ components of the high-fidelity coefficient $c_h(z)$ separately. The structure of the $i^{th}$ network consisting of two hidden layers is illustrated in Figure 3.3, where the numbers of hidden units in both layers are equal, and the training input is given by concatenating the parameter $z$ and the low-fidelity POD coefficient vector $c_l(z)$ together, i.e.,

$$x = (z, c_l(z)) \in I_z \times C_l,$$  

and the output $y$ is the $i^{th}$ component $c_{h,i}(z)$ of the high-fidelity POD coefficient $c_h(z)$

We remark that the structure of BiFi-NN is similar with POD-NN. However, there are two major differences between BiFi-NN and POD-NN: (1) We incorporate additional new features from the low-fidelity data in order to improve the predictive power of the neural network (2) Instead of training a single neural network to predict all components of the high-fidelity coefficient $c_h(z)$ (referred to as the joint approach), we train $r$ neural networks to predict each component of the high-fidelity coefficient $c_h(z)$ separately, whose predictive accuracy should be comparable to the joint approach. Nevertheless, BiFi-NN is expected to be relatively easy to train and more memory-efficient due to the compact configuration (single output node for each network).

Consequently, the BiFi-NN approximation of the $i^{th}$ component of the high-fidelity POD coefficient $c_h(z)$ can be represented as follows:

$$\tilde{c}_{h,i}(z) = \Phi_i(x; \theta), \quad i = 1, \ldots, r,$$  

(3.9)
The network structure of the $i^{th}$ net of the proposed BiFi-NN method. The input is the concatenation of the parameter vector $z$ and the low-fidelity POD coefficient $c_l(z)$, and the output is the $i^{th}$ component of high-fidelity POD coefficient $c_h(z)$.

where $\Phi_i$ is the trained neural network approximation for the $i^{th}$ component of the high-fidelity coefficient $c_h(z)$ and $\theta$ is the parameter of the network.

We remark that the high-fidelity models are expensive to simulate, hence the number of high-fidelity training data is limited. To avoid over-fitting, we limit ourselves to a two-hidden-layer structure which theoretically can approximate any function [25, 10]. In addition, since the neural network is shallow, there is less concern about the vanishing of gradients. Therefore, we choose to use $\tanh$ as the activation function to make use of its nonlinearity. To train the neural network, we optimize the mean squared loss function by the Levenberg-Marquardt (LM) algorithm, which is suitable to train a shallow network with a small number of connections as suggested in [12, 15].

Algorithm 3 outlines the detailed steps for the offline stage.

### 3.2.2. Online stage.

Once the neural network is trained, we can predict the high-fidelity POD projection coefficients very efficiently. Given a new parameter $z^*$, one needs to

- Run the low-fidelity model and compute its $r$ low-fidelity POD coefficients via a projection onto the low-fidelity reduced approximation space, i.e.,
  \[ c_l(z^*) = V_l^T u_l(z^*). \]  
  \hspace{1cm} (3.10)
  and concatenate the learned low-fidelity coefficients with $z^*$:
  \[ x^* = (z^*, c_l(z^*)). \]  
  \hspace{1cm} (3.11)
- For $i = 1, \ldots, r$, evaluate the pre-trained network $\Phi_i(x^*; \theta)$ to approximate the $i^{th}$ component of the corresponding high-fidelity POD coefficients $c_h(z^*)$, and the results are concatenated to obtain the POD coefficient vector, i.e.,
  \[ \tilde{c}_{h,i}(z^*) = \Phi_i(x^*; \theta), \quad i = 1, \ldots, r. \]  
  \hspace{1cm} (3.12)
Algorithm 3: Offline Stage for BiFi-NN

1 Sample a collection of parameters $\Gamma = \{z_1, z_2, \ldots, z_M\} \subset I_z$.
2 Run the low-fidelity model $u_l(z_j)$ and high-fidelity model $u_h(z_j)$ for each $z_j \in \Gamma$.
3 Compute the POD coefficients for both fidelities by projection:
   \[ c_l(z_j) = V_l^T u_l(z_j), \quad c_h(z_j) = V_h^T u_h(z_j), \quad j = 1, \ldots, M. \]
4 Concatenate the parameter $z_j$ with the corresponding low-fidelity coefficient $c_l(z_j)$ to form the input for the proposed neural network:
   \[ x_j = (z_j, c_l(z_j)). \]
5 For $i = 1, \ldots, r$, train the network $\Phi_i(x; \theta)$ with $c_{h,i}(z)$ as the output independently.

- The resulted BiFi-NN approximation of the high-fidelity solution for the given parameter $z^*$ is given by
  \[ \tilde{u}_h(z^*) = V_h \tilde{c}_h(z^*). \] (3.13)

We emphasize that for a new given parameter $z^*$, our method only requires one additional low-fidelity run to extract the additional input feature to predict the high-fidelity reduced coefficient during the online stage. Therefore, the online cost mainly depends on the cost of low-fidelity solvers. Since we assume the low-fidelity model is cheap to compute, this cost should be affordable.

Algorithm 4 outlines the details for the online stage.

Algorithm 4: Online Algorithm of BiFi-NN

1 Run the low-fidelity model $u_l(z^*)$ for the given $z^*$.
2 Compute the low-fidelity POD coefficients and concatenate the learned low-fidelity coefficients with $z^*$:
   \[ c_l(z^*) = V_l^T u_l(z^*), \quad x^* = (z^*, c_l(z^*)). \]
3 For $i = 1, \ldots, r$, evaluate the trained neural network $\Phi_i$ at the combined feature $x^*$ to the BiFi-NN approximation of the $i^{th}$ component of the high-fidelity POD coefficient:
   \[ \tilde{c}_{h,i}(z^*) = \Phi_i(x^*; \theta), \quad i = 1, \cdots, r. \]
   and concatenate the results to obtain the coefficient vector $\tilde{c}_h(z^*)$.
4 Compute the BiFi-NN approximation of the high-fidelity solution $u_h(z^*)$ for the given $z^*$:
   \[ \tilde{u}_h(z^*) = V_h \tilde{c}_h(z^*). \]
3.3. A modified POD-NN Algorithm. From the discussion in the previous section, BiFi-NN trains $r$ neural networks to predict the high-fidelity POD coefficient $c_h(z)$, where the output for the $i^{th}$ net is the $i^{th}$ component of the high-fidelity coefficient $c_h(z)$. In order to demonstrate the effectiveness of the additional input features of BiFi-NN, we proposed to slightly modify the POD-NN structure so that it has the same output layer with the BiFi-NN and the rest of architecture is the same with that of the original POD-NN discussed in Section 3.1. The structure of the $i^{th}$ net is illustrated in Figure 3.4. All $r$ nets have the same structure for the sake of simplicity. We referred this method as modified POD-NN (MPOD-NN).

Consequently, the modified POD-NN approximation of the $i^{th}$ component of the high-fidelity POD coefficient vector $c_h(z)$ can be represented as follows:

$$\tilde{c}_{h,i}(z) = \Phi_i(z; \theta), \quad i = 1, \ldots, r,$$

where $\Phi_i(z; \theta)$ is the trained neural network approximation for the coefficient $c_{h,i}(z)$ and $\theta$ is the parameter of the network.

During the online stage, for each given parameter $z^*$, we obtain the $i^{th}$ component of high-fidelity POD coefficient $\tilde{c}_h(z^*)$ by a forward pass through the $i^{th}$ pre-trained net. All these predicted results are concatenated into the POD coefficient vector $\tilde{c}_h(z^*) = [\tilde{c}_{h,1}(z^*), \ldots, \tilde{c}_{h,r}(z^*)]^T$. The corresponding reduced solution of the high-fidelity solution $u_h(z^*)$ is then given by

$$\tilde{u}_h(z^*) = V_h \tilde{c}_h(z^*).$$

For the same amount of training samples, the predictive accuracy of the modified POD-NN is expected to be comparable with the original POD-NN. In contrast to $r$ output nodes in the original POD-NN, each net in modified POD-NN only has a single output node. Therefore each net in the modified POD-NN is relatively easy to train with the Levenberg-Marquardt algorithm due to the compactness of the network.

3.4. Discussion of Error Contributions. Since the error estimation for neural network approximation is still under development in the literature, a detailed error analysis is difficult to perform. Here, we briefly discuss the error contribution of the approximation for the high-fidelity solution. To estimate the error, it is sufficient to
consider the approximation error between the high-fidelity solution and the reduced solution at each parameter point $z$:

$$e_a(z) = \frac{\|u_h(z) - \tilde{u}_h(z)\|}{\|u_h(z)\|} = \frac{\|u_h(z) - V_h c_h(z) + V_h (c_h(z) - \tilde{c}_h(z))\|}{\|u_h(z)\|}$$

$$\leq \frac{\|u_h(z) - V_h V_h^\top u_h(z) + V_h (c_h(z) - \tilde{c}_h(z))\|}{\|u_h(z)\|}$$

$$\leq e_p(z) + \|V_h\| \frac{\|c_h(z) - \tilde{c}_h(z)\|}{\|u_h(z)\|}$$

$$\leq e_p(z) + e_c(z),$$

where $\|\cdot\|$ is the Euclidean norm in $\mathbb{R}^{N_h}$. To get the last inequality, we used the fact that the POD basis $V_h$ is orthonormal. $e_a$, $e_p$ and $e_c$ are defined as follows:

- $e_a(z)$ represents the approximation error of the reduced solution $\tilde{u}_h(z)$, which is measured by the relative $L_2$ error between the reduced solution and the high-fidelity solution:

$$e_a(z) = \frac{\|u_h(z) - \tilde{u}_h(z)\|}{\|u_h(z)\|} = \frac{\|u_h(z) - V_h \tilde{c}_h(z)\|}{\|u_h(z)\|}.$$ (3.17)

- $e_p(z)$ represents the projection error of the high-fidelity solution $u_h(z)$, which is measured by the relative $L_2$ error between the high-fidelity solution $u_h(z)$ and its projection onto the high-fidelity reduced approximation space $V_r$:

$$e_p(z) = \frac{\|u_h(z) - V_h V_h^\top u_h(z)\|}{\|u_h(z)\|}.$$ (3.18)

Assume a reasonable good reduced approximation space exists, the projection error can be reduced by increasing the dimension of the reduced approximation space.

- $e_c(z)$ represents the coefficient error due to the neural network approximation, which is measured by the relative $L_2$ error between the learned POD coefficient vector $\tilde{c}_h(z)$ and the high-fidelity coefficient vector $c_h(z)$:

$$e_c(z) = \frac{\|c_h(z) - \tilde{c}_h(z)\|}{\|u_h(z)\|}.$$ (3.19)

We remark that the error $e_c$ depends many factors, such as the optimization algorithms for training, choice of loss functions, choice of the input features and available training points. In this project, we mainly explore the role of the features extracted from the low-fidelity data on the predictive accuracy of the proposed neural network.

On the other hand, the projection error is the smallest distance between $u_h$ and the reduced space $V_r$, i.e.,

$$e_p(z) = \min_{\tilde{u}_h \in V_r} \frac{\|u_h(z) - \tilde{u}_h(z)\|}{\|u_h(z)\|},$$ (3.20)

hence it provides a lower bound for the approximation error $e_a$. Consequently, we have

$$e_p(z) \leq e_a(z) \leq e_p(z) + e_c(z).$$ (3.21)
The inequalities (3.21) gives both upper and lower bound for the approximation error of the reduced solution expressed in terms of the projection error and the coefficient error. This also reveals the approximation error $e_a$’s dependence on two major error contributions - the coefficient error committed by neural network approximation and the projection error of high-fidelity solutions on the reduced space. Even though this is a rough analysis of the error contribution, it still provide a general guideline to analyze the error behavior of the proposed method in the next section.

**Remark 3.1.** By the linearity of the expectation operator and (3.21), we can also get the error bound of the mean relative approximation error as follows:

$$E[e_p(z)] \leq E[e_a(z)] \leq E[e_p(z)] + E[e_c(z)].$$

(3.22)

4. Numerical Examples. In this section, we present several numerical examples to illustrate the effectiveness and performance of the proposed method. To measure the accuracy of the approximation, we shall compute the following three types of errors over an independent test of size $M$:

(a) The mean approximation error of the reduced solution $\tilde{u}_h(z)$, measured by the relative $L_2$ error with respect to the high-fidelity solution $u_h(z)$:

$$\varepsilon_a = \frac{1}{M} \sum_{i=1}^{M} \frac{\|u_h(z_i) - \tilde{u}_h(z_i)\|}{\|u_h(z_i)\|},$$

(4.1)

where $\|\cdot\|$ is the Euclidean norm in $\mathbb{R}^{N_h}$.

(b) The coefficient learning error for the first $r$ POD coefficients, measured by the mean relative $L_2$ error

$$\varepsilon_c = \frac{1}{M} \sum_{i=1}^{M} \frac{\|c_h(z_i) - \tilde{c}_h(z_i)\|}{\|u_h(z_i)\|},$$

(4.2)

where $c_h(z) = [c_{h,1}(z), \ldots, c_{h,r}(z)]^\top$ is the coefficient vector of the first $r$ POD coefficients.

(c) The mean relative POD projection error for high-fidelity solution,

$$\varepsilon_p = \frac{1}{M} \sum_{i=1}^{M} \frac{\|u_h(z_i) - V_h V_h^\top u_h(z_i)\|}{\|u_h(z_i)\|}.$$  

(4.3)

By the similar procedure in Section 3.4, we can derive a similar result:

$$\varepsilon_p \leq \varepsilon_a \leq \varepsilon_p + \varepsilon_c.$$  

(4.4)

The inequality (4.4) is a discrete version of (3.22).

For all examples in the rest of the section, we employ a two-hidden-layer neural network for both modified POD-NN and BiFi-NN. We remark that an additional dataset is used for validation, whose size is 25% of the training set. To find the best network configuration, i.e, the number of hidden units $H$, we choose the best results for the modified POD-NN and BiFi-NN over the number of hidden units $H$ (varying from 1 to 24). For simplicity, we set two hidden layers with the same number of hidden units $H_1 = H_2 = H$. The optimization is carried out by the Levenberg-Marquardt
(LM) algorithm as mentioned before. The multiple restarts approach is employed to prevent the results from depending on the way the weights are (randomly) initialized. In other words, for each configuration, we train 10 nets with random initial conditions, and select the network with the smallest validation error.

With loss of generality, we employed the solutions solved on coarse and fine meshes as the low-fidelity and high-fidelity models in our numerical examples due to their availability for most applications. Nevertheless, the method itself has no restriction on both models employed if they model the same physical system.

4.1. 1D stochastic elliptic equation. We first consider a 1D elliptic equation with random diffusivity coefficient, a standard benchmark problem in the context of uncertainty quantification as follows:

\[
\begin{align*}
-(a(x,z)u'(x))' &= 1, \quad x \in (0, 1), \\
u(0) = u(1) &= 0
\end{align*}
\]

(4.5)

with the random diffusivity coefficient \( a(x,z) \) given as follows:

\[
a(x,z) = 1 + \frac{1}{2} \sum_{k=1}^{d} \frac{1}{k\pi} \cos(2k\pi x)z_k.
\]

(4.6)

The parameter \( z = (z_1, z_2, \cdots, z_d) \), where each coordinate of \( z \) is a uniformly distributed random variable in \([-1, 1]\). We fix the dimension \( d = 10 \) and therefore, it is a 10-dimensional problem in the parameter space.

We solve (4.5) by Chebyshev collocation method (in physical space). We employ \( K_h = 128 \) Chebyshev collocation points for the high-fidelity model and \( K_l = 32 \) collocation points for low-fidelity models. In all cases, the models are evaluated on a 100-point uniform mesh in the physical space. The error metrics are evaluated on a test set of 100 Monte Carlo points, and the reduced basis sets are computed with 100 snapshot solutions independent from both training and test sets. In the following tests, we shall train both BiFi-NN and modified POD-NN with the same training sets of different sizes and present the results of each method with the corresponding optimal hidden units \( H_1 = H_2 = H \) over the same test set.

Figure 4.1 (left) shows the approximation error of modified POD-NN and BiFi-NN as well as the projection error with respect to the number of the high-fidelity POD basis. Both modified POD-NN and BiFi-NN continue to decrease as the number of POD basis increases and saturate later on. The saturation is because the coefficient error is dominant over the projection error when the dimension of the reduced approximation space is not large enough. When more training data is available, the saturation level can be further deduced by increasing the size of the network shown in Figure 4.1 (left). Moreover, BiFi-NN can further saturate at a much lower level than modified POD-NN for a fixed training set. This indicates that the additional input features we incorporated in BiFi-NN can effectively improve the predictive capability of the neural network.

To better understand the properties of BiFi-NN, we plot the coefficient error by modified POD-NN and BiFi-NN for a fixed reduced dimension \( r = 16 \) with respect to the size of training set shown in Figure 4.1 (right). It is clear that the coefficient error begins to dominate when the training set is small. As we increase the number of the training set, both modified POD-NN and BiFi-NN get more accurate results. It is evident that BiFi-NN achieves a smaller coefficient error compared to modified POD-NN, due to the effectiveness of the low-fidelity feature.
We remark that this is a linear problem, therefore traditional projection-based reduced basis method can also produce accurate results via a reasonable number of high-fidelity reduced basis. We present this example only for benchmark purposes to examine the accuracy of the proposed method.

4.2. 2D Nonlinear Elliptic equation. We next consider the following parameterized 2D nonlinear elliptic equation [5] to illustrate its performance on nonlinear PDEs:

\[- \Delta u(x, y) + s(u(x, y); \mu) = 100 \sin(2\pi x) \sin(2\pi y), \quad (4.7)\]

where

\[s(u; \mu) = \frac{H_1}{H_2}(e^{\mu_2 u} - 1), \quad (4.8)\]

with a homogeneous Dirichlet boundary condition. The spatial domain is \((x, y) \in \Omega = (0, 1)^2\). The parameters are \(\mu = (\mu_1, \mu_2) \in [0.01, 10]^2\).

We solve this problem using \(P_1\) finite element. For low-fidelity solutions, we use 135 elements, while for high-fidelity model, we use 2960 elements. The training set is sampled by Latin hypercube sampling (LHS) [19], while the test set is generated on 256 uniform grids in the parameter space, and the reduced basis set is generated from 225 uniform grid points in the parameter space.

The approximation error of modified POD-NN and BiFi-NN are plotted in Figure 4.2 (left). We first observed that both modified POD-NN and BiFi-NN enjoy fast decay with respect to the number of high-fidelity POD basis and resemble the project error. As the number of high-fidelity basis increases, modified POD-NN saturates quickly and while BiFi-NN can continue to decrease and saturates at a lower level, indicating the effectiveness of low-fidelity features. We also investigate the effects of the size of the training set and report the results in Figure 4.2 (left). It is clear that the predictive accuracy of both modified POD-NN and BiFi-NN can be further improved when more training data is available. Overall, BiFi-NN produced a lower coefficient error.

We next fix the reduced dimension \(r = 10\), which results in a small projection error shown in Figure 4.2 (right). We expect to see the dominance of the coefficient...
errors due to neural network approximation. This is clearly illustrated in Figure 4.2 (right), which plots the coefficient errors with respect to the size of the training set. The coefficient errors are much larger than the projection error in Figure 4.2 (right) confirming that in this case, the largest error contribution stems from the coefficient error. In addition, BiFi-NN has a similar convergence rate with modified POD-NN, but the coefficient error is roughly one order smaller than that of modified POD-NN. This demonstrates the additional low-fidelity features does help improve the predictive capability of the network approximation.

![Figure 4.2](image1)

**Fig. 4.2.** Left: Convergence results of approximation error $\varepsilon_\alpha$ by modified POD-NN and BiFi-NN for problem (4.7) with training sets of different sizes ($N = 100, 200, 400$). Right: Coefficient error with $r = 10$ by modified POD-NN and BiFi-NN with respect to the size of training set compared to the projection error. The solid lines are results of BiFi-NN, and the dashed lines represent modified POD-NN.

![Figure 4.3](image2)

**Fig. 4.3.** Numerical convergence of approximation error $\varepsilon_\alpha$ by original POD-NN and modified POD-NN applied to problem (4.7) with a training set of size $N = 100$. The solid lines are the approximation errors of original POD-NN, and the dashed lines represent modified POD-NN.

We also compare numerical convergence for the original POD-NN and the modified POD-NN based on 100 training points shown in Figure 4.3. The results suggest that both approaches reach a comparable accuracy for this example. In addition, the hidden unit in each layer of POD-NN is $H = 10$, while the configuration of modified POD-NN is slightly more compact with $H = 7$. These results justifies that the use of modified POD-NN as a baseline solution is reasonable as we mentioned in Section 3.3.

To further demonstrate the accuracy of the BiFi-NN, we show the BiFi-NN and
modified POD-NN approximation of the high-fidelity solution for $\mu = (0.918, 0.010)$ in Figure 4.4. The first row is the high-fidelity solution and the projection error (based on $r = 10$ POD basis), the second row shows the approximation and the corresponding approximation error by a pre-trained modified POD-NN model with $N = 100$ training samples, while the last row is those based on BiFi-NN with the same training set. Both modified POD-NN and BiFi-NN show a good agreement with the high-fidelity solutions. However, BiFi-NN offered a better accuracy, particularly around the peak of the solution.

**Fig. 4.4.** The high-fidelity solution and the projection error (top), the approximation results and corresponding approximation errors by modified POD-NN (middle) and BiFi-NN (bottom) with $N = 100$ training data and $r = 10$ high-fidelity POD basis for $\mu = (4.928, 7.355)$.

**4.3. 2D Vorticity Equation.** In the third example, we can consider the following 2D vorticity equation for an incompressible flow with a random viscosity
coefficient:
\[ \partial_t w = \mu \Delta w - (u \cdot \nabla) w \]  
with the following initial condition:
\[ w|_{t=0} = \hat{w} + \epsilon(x, y), \]  
where
\[ \hat{w}((x, y), 0) = \exp \left( -\frac{(x - \pi + \pi/5)^2 + (y - \pi + \pi/5)^2}{0.3} \right) \]
\[ - \exp \left( -\frac{(x - \pi - \pi/5)^2 + (y - \pi - \pi/5)^2}{0.2} \right) \]
\[ + \exp \left( -\frac{(x - \pi - \pi/5)^2 + (y - \pi - \pi/5)^2}{0.4} \right), \]  
and \( \epsilon(x, y) \) is a random noise uniformly distributed in \([-1, 1]\) to the initial condition, which is fixed among all the training and test samples. The viscosity \( \mu \) is varied in the range of \([2 \times 10^{-3}, 5 \times 10^{-3}]\), and the spatial variables \((x, y) \in [0, 2\pi] \times [0, 2\pi]\).

Fourier spectral method is employed to solve this problem until the final time \( T = 50 \) with a time step \( \Delta t = 0.1 \). The high-fidelity model is solved on a uniform grid of size 128 \( \times \) 128 in the spatial domain, while the low-fidelity model is solved on a coarser uniform mesh with a size of 16 \( \times \) 16. Training samples and 100 test samples are drawn independently by LHS. The reduced basis set is generated over an independent set of 100 sample points drawn by LHS.

Figure 4.5 (left) illustrates the approximation error convergence of both modified POD-NN and BiFi-NN methods with the number of the high-fidelity POD basis retained. Again, fast error decay for both methods is observed when the number of POD basis is small. When the reduced dimension \( r \) is large enough, it is evident that BiFi-NN delivers better results over modified POD-NN for a fixed train set. This signifies the effectiveness of additional low-fidelity features we incorporate in BiFi-NN framework.

Figure 4.5 (right) presents the coefficient errors with respect to the size of the training set, when the dimension of the reduced approximation space is fixed at \( r = 16 \). The coefficient errors are roughly 10 times larger than the projection error, indicating that the dominant error contribution is due to the coefficient error committed by the neural network approximation. It is clear that by utilizing the information from the low-fidelity model, BiFi-NN is able to improve the accuracy of approximation of the high-fidelity reduced coefficients and offer more accurate reduced solutions.

We also compare numerical convergence for the original POD-NN and the modified POD-NN based on 200 training points shown in Figure 4.6. In this example, the modified POD-NN produced better results as the reduced dimension \( r \) is large enough for this example. This might be because the network configuration of the modified POD-NN \((H = 5)\) is more compact with that of the original POD-NN \((H = 13)\).

Therefore, it is easier to train with the same training set.

4.4. 2D flow around cylinder. In the last example, we consider a 2D channel flow around a cylinder [21] with a random inflow condition, which is modeled by the
Fig. 4.5. Left: Numerical convergence of approximation error \( \varepsilon_a \) by modified POD-NN and BiFi-NN applied to problem (4.9) with training sets of different sizes \( (N = 100, 200, 400) \). Right: Coefficient error with \( r = 16 \) by modified POD-NN and BiFi-NN with respect to the size of training set compared to the projection error. The solid lines are results of BiFi-NN, and the dashed lines represent modified POD-NN.

Fig. 4.6. Numerical convergence of approximation error \( \varepsilon_a \) by original POD-NN and modified POD-NN applied to problem (4.9) with a training set of size \( N = 200 \). The solid lines are the approximation errors of original POD-NN, and the dashed lines represent modified POD-NN.

following Naiver-Stokes equations:

\[
\begin{align*}
\dot{u} + (u \cdot \nabla)u + \nabla p - \nu \Delta u &= f, & \text{in } \Omega \times (0, T], \\
\nabla \cdot u &= 0, & \text{in } \Omega \times (0, T], \\
\nabla \cdot \mathbf{u} &= g_D, & \text{in } \Gamma_D \times (0, T], \\
\nu n \cdot \nabla \mathbf{u} - pn &= 0, & \text{in } \Gamma_N \times (0, T], \\
u u &= u_0, & \text{in } \Omega, \quad \text{for } t = 0,
\end{align*}
\]

where \( u \) and \( p \) are the sought velocity and pressure, and \( f = 1 \) is a given body force [21]. The fluid has viscosity \( \nu = 10^{-3} \) and unit density. The problem is defined on a channel \( \Omega \in [0, 2.2] \times [0, 41] \), with a cylinder of diameter 0.1 centered at \( (0.2, 0.2) \). The boundary \( \partial \Omega \) is divided into two parts \( \Gamma_D \) and \( \Gamma_N \), where \( \Gamma_D \) denotes either the
rigid walls of the channel with $g_D = 0$, or the inflow region with $g_D$ the inflow velocity profile, and $\Gamma_N$ denotes the outlet. On both upper and lower wall and on the cylinder, a non-slip boundary condition is prescribed. On the right wall, zero initial conditions are assumed. A random inflow profile with $U_{\text{max}} = 0.3$ is given on the left wall:

$$u_{in} = \frac{4U_{\text{max}} y(0.41 - y)}{0.41^2} a(y, z),$$

with

$$a(y, z) = 1 + \sigma \sum_{k=1}^{d} \frac{1}{k\pi} \cos(2k\pi y)z_k,$$

where $z = (z_1, \ldots, z_d) \in [-1,1]^d$ subjects to a random uniform distribution. Here we fix $d = 5$ and $\sigma = 1$ (where the positivity of $a(y, z)$ is guaranteed).

![Fig. 4.7. The geometry for the 2D flow past cylinder problem](image)

We solve the above equation with $P_1$ finite elements. Similar to the previous example, we consider the following two models: low-fidelity solutions use 119 elements and high-fidelity solutions use 2522 elements. The geometry and mesh for the low-fidelity model is illustrated in Figure 4.7. The time step is set to be $\Delta t = 0.01$ and the final time is $T = 1.0$. Our output of interest is the magnitude of the flow field. In this problem, 100 Monte Carlo samples in the parameter space are employed as the test set and an independent set of 100 Monte Carlo samples is utilized to compute the reduced basis set.

The approximation errors of both modified POD-NN and BiFi-NN based on three different training sets ($N = 20, 40, 80$) are plotted in Figure 4.8 (left). We observed a fast decay for both methods and they both stagnate roughly around $O(10)$ high-fidelity POD basis, indicating the coefficient error begins to dominate over the projection error. The convergence behaviors of modified POD-NN and BiFi-NN are similar. However, BiFi-NN can continue to decrease and saturates at a lower error level for a fixed training set. When more training data is available, the error saturation level can be further reduced shown in Figure 4.8 (left).

The coefficient errors of both methods with respect to the number of training points, for a fixed reduced dimension $r = 18$ is further analyzed in Figure 4.8 (right). In this case, the coefficient error is dominant over the project error, particularly for the small training set. When the size of training data increases, the coefficient errors of both methods can be further improved. It is evident that compared with modified POD-NN, the improvement on the approximation of the high-fidelity coefficients is quite noticeable by incorporating the low-fidelity feature on BiFi-NN.

**5. Summary.** In this paper, we proposed a new nonintrusive reduced-order modeling method (referred to as BiFi-NN). With both low-fidelity data and high-fidelity data, the method generates the reduced basis set from the collection of high-fidelity snapshots by POD, and employs two-hidden-layer perceptron to approximate
the high-fidelity POD coefficients with both low-fidelity POD coefficients and the physical model parameters as input features. With an affordable computational cost, we demonstrated the improved predictive performance of the proposed method and the effectiveness of the additional features extracted from low-fidelity models via several benchmark examples, particularly for nonlinear problems. Future work includes evaluating the framework on more complex problems and extending this idea to general multi-fidelity case, i.e., the number of fidelities is larger than three.
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