The nuclear dependence of the inclusive inelastic electron scattering cross section (the EMC effect) has been measured for the first time in $^{10}$B and $^{11}$B. Previous measurements of the EMC effect in $A \leq 12$ nuclei showed an unexpected nuclear dependence; $^{10}$B and $^{11}$B were measured to explore the EMC effect in this region in more detail. Results are presented for $^9$Be, $^{10}$B, $^{11}$B, and $^{12}$C at an incident beam energy of 10.6 GeV. The EMC effect in the boron isotopes was found to be similar to that for $^9$Be and $^{12}$C, yielding almost no nuclear dependence in the EMC effect in the range $A = 4 - 12$. This represents important, new data supporting the hypothesis that the EMC effect depends primarily on the local nuclear environment due to the cluster structure of these nuclei.

PACS numbers: 13.60.Hb,25.30.Fj,24.85.+p

INTRODUCTION

Deep inelastic electron scattering from nuclear targets provides access to the inelastic structure functions, which
The EMC effect is similar in size to the effect for with local (rather than average) nuclear density [4] in explanations of the origin of the EMC effect [2, 3]. The observation that the EMC effect appears to scale with local (rather than average) nuclear density [4] instigated a paradigm shift in possible explanations of the effect. In Ref. [4], it was found that the size of the EMC effect for $^3$He, $^4$He and $^{12}$C appeared to scale well with average nuclear density. However, the EMC effect in $^9$Be was similar in size to $^4$He and $^{12}$C, despite having a significantly smaller average density. Since the beryllium nucleus can be described as two $\alpha$ particles with a single neutron, it was hypothesized that the EMC effect is driven by the density of nucleons in those clusters (local nuclear density). It was subsequently found that the relative number of short-range correlated nucleon pairs (SRCs) in a nucleus (inferred from the ratio of the inclusive electron scattering cross section at $x > 1$ between nuclei and the deuteron) exhibited a similar density dependence [5]. Additional studies directly examined the correlation of the size of the EMC effect with SRCs [6, 7]. The high degree of correlation between these two nuclear effects reinforces the idea that the local nuclear environment plays an important role in the EMC effect. One explanation posits that the EMC effect is driven by changes in the nucleon structure due to local changes in nuclear density [7]. It has also been suggested that the apparent connection between the EMC effect and SRCs can come about from highly virtual nucleons in a correlated pair, leading to large off-shell effects [6]. Within the precision of existing data, both explanations have been found to be consistent with the observed correlation between the EMC effect and SRCs [6, 7, 9, 10].

The local density (LD) and high virtuality (HV) hypotheses can be further explored by making additional measurements of the EMC effect and SRC ratios. More data on light nuclei will improve our understanding of the underlying nuclear physics driving both SRCs and the EMC effect. In addition, measurements at nearly-constant values of $A$ covering a range in $N/Z$ will help us understand the impact of the isospin structure (since SRCs are dominated by neutron-proton pairs [11-15]).

Such measurements will be made at Jefferson Lab in experimental Hall C by experiments E12-10-008 (EMC) and E12-06-105 (SRC) [16, 17]. As part of the group of commissioning experiments that ran in Hall C after the completion of the Jefferson Lab 12 GeV Upgrade, a small subset of the planned EMC data were taken. We report on the results from this commissioning run, extracting the first measurement of the EMC effect in $^{10}$B and $^{11}$B. The boron isotopes are of interest due to the fact that, like $^9$Be, they are also expected to have significant $\alpha$ cluster contributions to their nuclear structure, while at the same time have an average density noticeably different from both $^9$Be and $^{12}$C. Measurement of the EMC effect in $^{10,11}$B could provide additional confirmation that, as noted in Ref. [4], the $\alpha$ cluster configuration (and hence local nuclear density) plays a significant role or, alternately, indicate that $^9$Be is an outlier for other reasons yet to be determined.

**EXPERIMENTAL DETAILS AND ANALYSIS**

This experiment ran in parallel with JLab E12-10-002 (a measurement of inclusive electron scattering from hydrogen and deuterium) for about two days in February, 2018. The electron beam with energy $10.602\pm0.004$ GeV impinged on 10 cm long liquid hydrogen (LH2) and liquid deuterium (LD2) cryogenic targets and several solid targets: $^9$Be, $^{12}$C, $^{10}$B$_2$C, and $^{11}$B$_2$C. The $B_2$C targets were isotopically enriched to (at least) 95% by weight. The contribution from carbon to the $B_4$C yield was subtracted using measured yields from the carbon target.

Scattered electrons were detected in the new Super High Momentum Spectrometer (SHMS), a superconducting magnetic focusing spectrometer in a QQQD (three quadrupoles followed by a single dipole) configuration, with an additional small dipole ($3^\circ$ horizontal bend) just before the first quadrupole to allow access to small scattering angles. The SHMS has a nominal solid angle of $\approx 4.0$ msr with a fractional momentum acceptance of $-10\% < \Delta P/P < 22\%$.

A detector package after the final dipole was used to identify electrons and provide tracking information for angle and momentum reconstruction. This detector package includes a pair of horizontal drift chambers, each chamber containing six planes of wires oriented at $0^\circ$ and $\pm60^\circ$ with respect to horizontal. The drift chambers provided position and direction information at the spectrometer focal plane; momentum and angle information at the target were reconstructed from this information via a fitted matrix transformation. The detector hut also includes four hodoscope planes (three planes of scintillators and one quartz bar plane) for triggering and timing. The hodoscopes are also used to help determine the tracking efficiency (typically 95-96%) by using a subset of paddles to define a region through which events were sure to have traversed the drift chambers. A gas Cherenkov (filled with 1 atm of CO$_2$) and a lead-glass calorimeter were used for electron identification. The event trigger required the presence of hits in three of the four hodoscope planes as well as the presence of a signal in either the gas Cherenkov or calorimeter. Due to the high efficiency of the hodoscopes and the conservative thresholds used in the event trigger, the trigger efficiency was better than 99.9%. The detector package also includes another gas Cherenkov (typically filled with C$_4$F$_8$O at
pressures below 1 atm) and an aerogel detector; these last two detectors were present in the detector stack and active but were not used in the analysis of data from this experiment as they are primarily used for separation of pions, kaons, and protons rather than electron identification.

Additional measurements at the same central angle but over a reduced kinematic range were also made in the High Momentum Spectrometer (HMS). Since the HMS was used extensively in the Jefferson Lab 6 GeV program, its performance and acceptance are more thoroughly understood than those of the SHMS and was used as a systematic check of the resulting target cross section ratios.

For the results presented in this work, measurements were made at a single SHMS central angle (21°) and three central momentum settings; \( P_0 = 3.3, 4.0, \) and 5.1 GeV. These spectrometer settings resulted in a coverage in Bjorken \( x \) of 0.3 to 0.95, while the negative of the four-momentum transfer squared, \( Q^2 \), varied from 4.3 to 8.3 GeV\(^2\). The invariant mass of the hadronic system, \( W \), is larger than 2 GeV (i.e. above the nominal nucleon resonance region) up to \( x \approx 0.7 \).

Electron yields were binned in the fractional spectrometer momentum (\( \Delta P/P_0 \)) and corrected for detector and tracking efficiencies as well as computer and electronic deadtimes. An additional correction was applied to the cryogenic targets for target density reduction due to beam heating. Backgrounds to the electron yields included pion contamination and contributions from charge symmetric processes. The latter were measured directly by flipping the spectrometer polarity and measuring the resulting positron yields. The positron yields scaled approximately with the radiation length of the target and were at most \( \approx 1\% \) of the electron yield at negative polarity. The pion contamination was determined by examining calorimeter spectra in the region where the electron signal is expected to dominate, selecting pions using the gas Cherenkov, and was at most \( 0.5\% \) at low \( x \). For values of \( x \) at which the pions were above threshold in the gas Cherenkov detector (\( x = 0.58 \)), the pion contamination grew to be as large as 1.2\%. For the cryotargets, contribution to the yield from the aluminum walls of the target cells was measured using two aluminum foils at the same positions along the beam as the ends of the cryotarget. The contribution to the yield was measured to be about 5\% of the LD2 target yield with little variation as a function of \( x \). As noted earlier, the contribution from carbon to the B4C target yield was measured using the \(^{12}\)C target. This contribution was about 20\% of the B4C target yield. Since the shape of the carbon distribution is very similar to that from the subtraction B4C target, the resulting cross section ratios were relatively insensitive to the size of the carbon contribution.

Yields were converted to cross sections via the Monte Carlo ratio method:

\[
\frac{d\sigma}{d\Omega(dE')}_{\text{exp}} = \frac{Y_{\text{exp}}}{\Sigma_{\text{lim}}} \frac{d\sigma}{d\Omega(dE')}_{\text{model}},
\]

where \( Y_{\text{exp}} \) is the efficiency corrected, background subtracted experimental yield, \( Y_{\text{lim}} \) is the Monte Carlo yield produced using a model cross section, radiated using the Mo and Tsai formalism [18, 20], and \( \frac{d\sigma}{d\Omega(dE')}_{\text{model}} \) is the same model used to produce the simulated yield evaluated at Born level. The model cross section uses a fit [21] based on a superscaling [22] approach for the quasielastic contribution. The inelastic cross section is based on a fit to the inelastic deuteron structure function [23] modified by a fit to the EMC effect [24] for \( W^2 > 3.0 \) GeV\(^2\), while for \( W^2 < 2.0 \) GeV\(^2\), the cross section is calculated using a convolution over the nucleon structure function (similar to that described in [25]). The region \( 2.0 \) GeV\(^2\) \( W^2 \) \( 3.0 \) GeV\(^2\) is taken as the weighted average between the low \( W^2 \) and high \( W^2 \) calculations. The sensitivity of the extracted \( \sigma_A/\sigma_D \) ratios to the cross section model used in this analysis was tested by using alternate fits to the quasielastic and inelastic cross sections (in particular, the model described in [23] and a new parameterization based on a global fit to world data [24]) and was found to be small (typically on the order of 0.4\%). Target cross section ratios were formed for each (\( \Delta P/P_0 \)) bin, converted to \( x \), and grouped in bins of fixed width in \( x \), (\( \Delta x = 0.025 \)).

In addition to the typical radiative and acceptance corrections applied in the extraction of cross sections, two additional corrections were used when determining the \( \sigma_A/\sigma_D \) cross-section ratios. First, so-called isoscalar corrections were applied to \(^9\)Be and \(^{11}\)B to account for the difference between the inelastic neutron and proton cross sections, \( \sigma_n \) and \( \sigma_p \):

\[
\frac{\sigma_A}{\sigma_D} = \frac{1}{2} \frac{\sigma_p + \sigma_n}{Z \sigma_p + N \sigma_n} \sigma_A = \frac{1}{2} \frac{1 + \frac{\sigma_n}{\sigma_p}}{Z + N \frac{\sigma_n}{\sigma_p}} \sigma_A, \text{ ISO}
\]

where \( A \) and \( Z \) are the atomic weight and atomic number, with \( N = A - Z \), and \( \sigma_A/\sigma_D \) is the cross section ratio per nucleon. As described in Ref. [25], we use the effective cross sections for nucleons bound in the deuteron [27] to evaluate \( \sigma_n/\sigma_p \). An additional correction is also applied to account for acceleration (deceleration) of the incoming (outgoing) electrons in the Coulomb field of the nucleus. This correction is calculated using a modified version of the Effective Momentum Approximation (EMA) [4, 28] and in the DIS region ranges from 0.16\% at \( x = 0.3 \) to 0.5\% at \( x = 0.7 \) for carbon (smaller for lighter nuclei). The correction increases at larger \( x \), reaching \( \approx 0.8\% \) at \( x = 0.95 \).

We divided the systematic uncertainty in the EMC cross section ratios into three categories: point-to-point, \( x \)-correlated, and normalization uncertainties. Note that
some quantities can contribute to more than one kind of uncertainty.

• Point-to-point uncertainties are assumed to be independent for each target and $x$-bin and contribute to the uncertainty in a manner similar to the statistical uncertainty. The largest of these uncertainties include those assigned to account for variation in the beam current/charge calibration over time (0.34%), variations across the spectrometer momentum bite in the extended target acceptance as compared to the thin, solid targets (0.5%), and kinematic dependent contributions to the radiative corrections (0.5%). Other, smaller contributions included those from electronic dead time, detector efficiency, and target density reduction. The total point-to-point uncertainty in the EMC ratios was estimated to be 0.87%.

• So-called $x$-correlated uncertainties vary in size with $x$, but impact all points simultaneously. These include uncertainties due primarily to kinematic quantities, like beam energy, scattering angle, and spectrometer central momentum. In the region $x=0.3-0.7$, these uncertainties are on the order of 0.1%, but can grow to 1.22% at the very largest values of $x$.

• Normalization uncertainties contribute to all points collectively, affecting the overall scale of the ratio. Significant sources of normalization uncertainty include the LD2 target thickness (0.6%) and density reduction due to target boiling (0.3%), LD2 target wall subtraction (0.5%), solid target thicknesses (0.5-0.66%), and a contribution to the radiative correction uncertainty due to the difference in target radiation lengths and input cross-section models (0.5%). An additional 0.5% normalization uncertainty was assigned to account for possible acceptance issues hypothesized to explain the difference in EMC ratios observed between the SHMS and HMS. The total normalization uncertainty was 1.22-1.29%.

Note that when comparing the $\sigma_A/\sigma_D$ ratios, the contribution to the normalization uncertainty from the LD2 target thickness and associated target boiling (0.68%) and the LD2 target wall subtraction...
(0.5%) are common to all targets and should be removed when comparing, e.g., $^{12}$C to $^{10}$B.

**RESULTS AND DISCUSSION**

The EMC ratios as a function of $x$ for all four nuclei measured in this experiment ($^9$Be, $^{11}$B, $^{10}$B, and $^{12}$C) are shown in Figure 1. Our results for $^9$Be and $^{12}$C are plotted along with those from the JLab Hall C 6 GeV experiment [3] and SLAC E139 [24]. Results from the CLAS spectrometer in Hall B at 6 GeV [9] are also shown for carbon. The $A$-dependent fit of the EMC effect from SLAC E139 [24] is shown (solid black curve) for each ratio. In general, there is reasonable agreement between data sets for $^9$Be and $^{12}$C with respect to the $x$ dependence of the ratio. The ratios for $^{10}$B and $^{11}$B are the first measurement of the EMC effect for these nuclei. Numerical values for the EMC ratios shown in Fig. 1 are available on request.

Upon extraction of the EMC ratios shown in Figure 1, it was found that the C and Be results were systematically smaller than previous measurements by about 2% with a significance of 2 $\sigma$. Subsequent investigation found no issues with the data analysis that would impact the ratio. Cross-checks with data taken in the HMS over a more limited $x$ range showed some disagreement (at the 0.5% level) with the SHMS, suggesting there were effects due to differing acceptance for long 10 cm targets compared to the much shorter solid targets, but not large enough to explain the entire discrepancy. We hypothesize that there may be an unknown effect with respect to the deuterium target thickness or density. In the interpretation of the data, we focus on the slope of the EMC ratio between $0.3 < x < 0.7$ as a primary measurement of the size of the EMC effect. The impact of a possible 2% normalization offset is small compared to the size of the relative uncertainties of the extracted slopes (which are on the order of 12%) so has minimal impact on the interpretation of the results.

In addition to the overall normalization issue described above, there is some tension between $^9$Be results for this measurement and the Hall C 6 GeV measurement at low $x$ that merits some discussion. The kinematics of the Hall C 6 GeV data (low momentum and large scattering angle) resulted in a large contribution from the radiated quasi-elastic tail at low $x$. This, combined with the relatively large radiation length of the Be target made the 6 GeV data very sensitive to the model used to determine the radiated quasi-elastic cross section. It is possible the systematic uncertainty was underestimated. In contrast, the radiated quasielastic tail contribution is much smaller for the data presented here.

The size of the EMC effect can be more precisely described using the magnitude of the slope, $|dR_{EMC}/dx|$ in the region $0.3 < x < 0.7$ (the “EMC region”). These slopes are shown in Figure 2 (top), where the magnitude of the EMC effect is plotted vs. scaled nuclear density ($\rho(A - 1)/A$) for $^3$He, $^4$He, $^9$Be, $^{10,11}$B, and $^{12}$C. Closed circles are from this work, open circles from the JLab Hall C 6 GeV results [25], open squares from SLAC E139 [24], and the open star from CLAS at 6 GeV [9]. Some points have been offset horizontally for visibility. Grey bands denote the weighted average of all experiments shown for a given target (where applicable). Bottom: Slope extracted from the cross section ratios of $^{12}$C to $^3$He, $^{12}$C to $^{10}$B, and $^{12}$C to $^{11}$B from this experiment. The red and blue curves are calculations of the EMC effect assuming scaling with relative 2N overlap or average nuclear density (see text). The yellow curve is from a calculation of the EMC effect based on the residual strong interaction (RSIE) [29]. All calculations have been normalized to the slope for carbon.

**FIG. 2.** Top: Size of the EMC effect (slope from the cross section ratio for $0.3 < x < 0.7$) vs. scaled nuclear density ($\rho(A - 1)/A$) for $^3$He, $^4$He, $^9$Be, $^{10,11}$B, and $^{12}$C. Closed circles are from this work, open circles from the JLab Hall C 6 GeV results [25], open squares from SLAC E139 [24], and the open star from CLAS at 6 GeV [9]. Some points have been offset horizontally for visibility. Grey bands denote the weighted average of all experiments shown for a given target (where applicable). Bottom: Slope extracted from the cross section ratios of $^{12}$C to $^3$He, $^{12}$C to $^{10}$B, and $^{12}$C to $^{11}$B from this experiment. The red and blue curves are calculations of the EMC effect assuming scaling with relative 2N overlap or average nuclear density (see text). The yellow curve is from a calculation of the EMC effect based on the residual strong interaction (RSIE) [29]. All calculations have been normalized to the slope for carbon.
lead to changes in the extracted slope.

Fig. 2 (top) also includes slopes from all experimental results included in Fig. 1. Grey bands denote the combination of all experiments for a given target, where applicable. With the higher precision provided by this determination of the size of the EMC effect, some tension between the data sets is apparent. For $^9$Be, the 6 GeV Hall C data and the results from this work are both in agreement with the SLAC E139 results, but are in some disagreement with each other. This is likely due to systematic effects from the cross section model used in the radiative corrections which are larger for the 6 GeV data (as discussed earlier). On the other hand, the 6 GeV Hall C results agree with those from this experiment for carbon, although the latter are in some tension with the SLAC E139 and CLAS ratios. It is also worth noting that the EMC ratios from the CLAS experiment for all targets (in addition to $^{12}$C, the CLAS results include $^{27}$Al, $^{56}$Fe, and $^{208}$Pb) are systematically larger than those from other experiments, as discussed in Ref. [25]. It is possible that the systematic difference in the CLAS results can be attributed to differences in the approximations used in determination of the radiative corrections as compared to those from the SLAC and Hall C experiments.

We can more precisely compare the size of the EMC effect in $^{12}$C to the other targets studied in this experiment by taking the direct cross section ratio of $^{12}$C to $^9$Be, $^{10}$B, and $^{11}$B (see Fig. 2, bottom plot). By taking the ratio between solid targets directly, the statistical uncertainty from deuteron is eliminated and the systematic errors are slightly smaller. The slight difference between $^{12}$C and $^9$Be (3.2σ) and $^{10}$B (1.4σ) is now apparent.

The $^{12}$C/A ratios are also compared to three predictions for the nuclear dependence of the EMC effect. While the three models discussed here can provide information about the origins of the EMC effect via examination of the nuclear dependence, none of these models provide predictions for the absolute magnitude of the EMC effect. The first describes the EMC effect in terms of the residual strong interaction energy [29]. The residual strong interaction energy (RSIE) is a refinement of the nuclear binding energy, corrected for Coulomb contributions: $RSIE(A, Z) = B(A, Z) + a_cZ(Z - 1)A^{-1/3}$, where $B(A, Z)$ is the nuclear binding energy (given by the Bethe-Weizsäcker formula [31, 32]) and the constant $a_c$ in the Coulomb correction term is 0.71 MeV. The second prediction assumes the EMC effect scales with average nuclear density, with the constraint that the EMC effect is zero for the deuteron. The third calculation assumes that the EMC effect is driven by the relative two-nucleon (2N) overlap in the nucleus, $(O_N) - (O_D)$ [7]. The relative 2N overlap is calculated using two-nucleon distributions from GFMC calculations [30] to estimate the relative probability to find two nucleons within a certain distance. A direct comparison of the EMC effect vs. relative 2N overlap is shown in Fig. 3 (note that the values of relative 2N overlap in this plot correspond to the 1.7 fm hard-cutoff version in Ref. [7], red triangles in Fig. 9 of that reference). There is clearly an excellent correlation between the two quantities. The slope and intercept from a linear fit to all the data shown in Fig. 3 are consistent with a fit that includes only prior data (slope=0.216 ± 0.038, intercept=-0.039 ± 0.044) indicating that these new results (which add $^{10}$B and $^{11}$B) support the dependence observed earlier.

| Target | $dR_{EMC}/dx$ | $dR_{12C}/A/dx$ |
|--------|---------------|----------------|
| $^9$Be | 0.168 ± 0.022 | -0.060 ± 0.019 |
| $^{10}$B | 0.196 ± 0.024 | -0.030 ± 0.021 |
| $^{11}$B | 0.216 ± 0.024 | -0.010 ± 0.021 |
| $^{12}$C | 0.221 ± 0.022 | - |

TABLE I. Slopes of EMC ratios extracted in this work. The second column shows the slopes from the $A/D$ ratios while the last column gives the ratios of $^{12}$C/A to more precisely study the relative EMC effect in $^9$Be, $^{10}$B, $^{11}$B, and $^{12}$C.

The results shown in Fig. 2 and Tab. I suggest that there is little nuclear dependence of the EMC effect for $^4$He, $^9$Be, $^{10}$B, $^{11}$B, and $^{12}$C. While the average of all results for carbon yields a larger EMC effect than the other nuclei, the average would decrease from 0.280±0.013 to 0.252±0.016 if the CLAS data were excluded. In Ref. [4] it was suggested that the relatively large EMC effect in $^9$Be could be explained by its $\alpha$ cluster structure and the idea that the EMC effect is driven by local density. $^{10}$B and $^{11}$B are also thought to have significant $\alpha$ cluster contributions to their nuclear structure [33, 34], and were chosen for this reason. The similarity of the boron results to $^4$He, $^9$Be, and $^{12}$C serves as confirmation of the $\alpha$ cluster hypothesis and that local nuclear effects play a significant role in the EMC effect. The correlation between the size of the EMC effect and the relative 2N overlap provides further support for the importance of the local nuclear environment in the EMC effect.

**CONCLUSIONS**

In summary, we have made the first measurement of the EMC effect in $^{10}$B and $^{11}$B, providing new information on the nuclear dependence of the EMC effect. The size of the EMC effect for the boron isotopes is similar to that for $^4$He, $^9$Be, and $^{12}$C, reinforcing the hypothesis that the EMC effect is driven by local, rather than average nuclear density. A clear correlation between the size of the EMC effect and the relative 2N overlap in a nucleus is observed, giving further support for the importance of the local nuclear properties in the EMC effect. It will be particularly interesting to see if SRC ratios from the boron isotopes follow the same trend as the EMC effect.
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FIG. 3. Size of the EMC effect vs. relative 2N overlap, ⟨O_N⟩ − ⟨O_D⟩. Data points are the same as in Fig. 2. The datum from CLAS is excluded due to inconsistencies with world data as well as possible systematic effects from the use of a different approach to radiative corrections.
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