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Abstract—The system reconfiguration task is considered for existing power distribution systems and microgrids, in the presence of renewable-based generation and load forecasting errors. The system topology is obtained by solving a chance-constrained optimization problem, where loss-of-load (LOL) constraints and Ampacity limits of the distribution lines are enforced. Similar to various distribution system reconfiguration renditions, solving the resultant problem is computationally prohibitive due to the presence of binary line selection variables. Further, lack of closed form expressions for the joint probability distribution of forecasting errors hinders tractability of LOL constraints. Nevertheless, a convex problem re-formulation is developed here by resorting to a scenario approximation technique, and by leveraging the underlying group-sparsity attribute of currents flowing on distribution lines equipped with tie and sectionalizing switches. The novel convex LOL-constrained reconfiguration scheme can also afford a distributed solution using the alternating direction method of multipliers, to address the case where multi-facilities are managed autonomously from the rest of the system.
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I. INTRODUCTION

Distributed energy resources (DERs) are critical modules of existing power distribution systems and future microgrids, and one of the driving forces toward transforming today's distribution grid into a sustainable, scalable, and efficient one [1]. DERs include small-scale controllable power sources such as diesel generators and micro combined heat and power (microCHP) units, as well as renewable energy sources (RESs), with photovoltaic (PV) systems and small-scale wind turbines as prime examples. DERs bring generation closer to the end user, offer environment-friendly advantages, and can also provide ancillary services [1].

RES generation is stochastic, non-dispatchable, and challenging to predict accurately in real-time [2], [3], [4]. Although numerical weather forecasts yield reasonably reliable predictions of the average solar irradiance and wind speed over intervals of say 10-15 minutes [2], [4], the instantaneous power available may unexpectedly fluctuate around its forecasted value due to, e.g., variable cloud coverage and gusts of wind. An additional potential source of uncertainty is load forecasting errors [5], especially in the presence of stochastic elastic load demand patterns, such as those corresponding to electric vehicles. In fact, customers may decide to start charging vehicles at their convenience, rather than relying on aggregator policies. These sources of uncertainty in RES generation and load demand may lead microgrids to operate possibly far from the expected regime, where steady-state variables are fine-tuned based on load, solar, and wind predictions [6], [7]. Potential consequences include, for instance, loss of load (LOL) at one or more nodes, and line overheating which, in turn, may trigger outages. Thus, for both short- and long-term microgrid operation planning (from a few minutes to hours ahead), it is essential to account for uncertain RES generation and load profiles, in order to ensure a reliable power delivery microgrid-wide, make risk-limiting operational decisions, and facilitate the penetration of RESs in large-scale [1].

The impact of intermittent RES generation on the economic dispatch task was considered in [8], [9], [10] (and pertinent references therein). A rolling horizon strategy for energy management in microgrids with renewables was proposed in [11], where forecasted ambient conditions were also accounted for. However, conventional economic dispatch strategies are oblivious to electrical network constraints and power losses, which may play a critical role in determining the supply-demand (im)balance. The effects of uncertain generation on the electrical network were assessed in [12] and [13] using a probabilistic power flow approach to test the system functionalities over a variety of operational conditions; see also [14], where fuzzy arithmetic was adopted for a probabilistic DC load flow problem. Chance-constrained optimal power flow (OPF) formulations (using a DC approximation) were considered in [15]. In the distribution system reconfiguration context, a probabilistic load flow scheme was employed in [16] to identify the distribution network configuration that is more likely to adhere to thermal limits.

The microgrid reconfiguration problem under uncertain load and RES generation is considered in this paper. The novel approach seeks the configuration that is optimal according to a well defined criterion, while ensuring satisfaction of the load with arbitrarily high probability, and strict adherence to maximum current limits on the distribution lines. Similar to past works on system reconfiguration without uncertainties [6], [17], [18], [19], the formulated problem is hard to solve optimally and efficiently due to binary line selection variables and the nonlinear power flow relations. What is more, LOL constraints are intractable because no closed form expressions are typically available for the joint probability density function of the power supplied by multiple wind farms and PV systems. Nevertheless, a computationally affordable re-formulation can...
be derived by resorting to a Monte Carlo based scenario approximation technique [20], [10], and by exploiting the underlying group sparsity of currents and powers flowing over the conductors of distribution lines equipped with switches. This group sparsity attribute enables re-casting the reconfiguration task using a constrained multidimensional shrinkage and thresholding operator (MSTO) [21], [22]. The upshot of the proposed approach is that the resultant formulation is convex and sample-size-free. Unlike competing alternatives that require solving a nonconvex power flow problem per sample [12], [13], [16], the proposed approach entails solving a constrained MSTO problem with a single supply-demand balance constraint per phase and node.

To accommodate microgrids which include single- or multi-facilities that are managed independently from the rest of the network, the proposed reconfiguration is solved in a decentralized fashion by resorting to the so-called alternating direction method of multipliers (ADMM) [23] Sec. 3.4). In the power systems context, ADMM was employed in [24] to estimate the state of transmission systems distributedly, in [25], [26], [27] to derive distributed OPF solvers for balanced power systems, and in [28] to solve the OPF problem for unbalanced distribution systems in a decentralized fashion. Here, the approach is tailored for the microgrid reconfiguration problem. The novel decentralized reconfiguration algorithm entails a two-way communication between the microgrid manager and the area controllers.

To summarize, the main contributions of this work are as follows: i) a novel distribution system reconfiguration problem in the presence of load and renewable generation forecasting errors is formulated, where LOL probability constraints and maximum current limits are enforced; ii) a computationally affordable convex relaxation is derived by resorting to a Monte Carlo based scenario approximation technique [20], along with the sparsity-promoting regularization techniques first utilized in [28] to bypass line selection variables; and, iii) an ADMM-based algorithm is developed to solve the proposed risk-aware system reconfiguration problem in a decentralized fashion.

II. PRELIMINARIES AND PROBLEM STATEMENT

Consider modeling a microgrid as a directed graph \((N, E)\), where \(N\) nodes are collected in the set \(N := \{1, \ldots, N\}\), and overhead or underground lines are represented by the set of directed edges \(E := \{(m, n)\} \subseteq N \times N\). Let node 1 represent the point of common coupling (PCC). Define as \(P_{mn} \subseteq \{a, b, c\}\) and \(P_n \subseteq \{a, b, c\}\) the phases of line \((m, n) \in E\) and node \(n \in N\), respectively. Let \(V_n \in \mathbb{C}\) be the phasor representation of the complex line-to-ground voltage at node \(n \in N\) of phase \(\phi \in \mathbb{P}_n\), and likewise \(I_n^\phi \in \mathbb{C}\) for the current injected. Lines \((m, n) \in E\) are modeled as \(\pi\)-equivalent components [29] Ch. 6], with \(Z_{mn} \in \mathbb{C}^{|P_{mn}| \times |P_{mn}|}\) and \(Y_{mn} \in \mathbb{C}^{|P_{mn}| \times |P_{mn}|}\) denoting the phase impedance and shunt admittances matrices, respectively. Typically, \(Z_{mn}\) is symmetric (but not Hermitian), full rank, and has non-zero diagonal elements. On the other hand, \(Y_{mn}\) is typically diagonal [29], [30]. Notice that values of the diagonal entries of \(Y_{mn}\) are on the order of \(10 - 100\) micro Siemens per mile; thus, similar to existing works on distribution system reconfiguration [6], [16], [17], [18], [31] (and references therein), the effects of shunt admittance matrices are neglected in this paper. However, one way to account for possible non-negligible effects of shunt admittances will be described in Section III.

Changes in the microgrid topology are effected by opening or closing tie and sectionalizing line switches. Thus, collect in the subset \(\mathcal{E}_R \subset \mathcal{E}\) the lines equipped with controllable switches, and let the binary variable \(x_{mn} \in \{0, 1\}\) indicate whether line \((m, n) \in \mathcal{E}_R\) is used (\(x_{mn} = 1\)) or not (\(x_{mn} = 0\)); see, e.g. [6], [17], [18]. Set \(\mathcal{E}_R\) clearly includes the branch connecting the microgrid to the PCC; the microgrid operates in a grid-connected mode when this branch is used, and in an islanded setup otherwise [1]. With this notation, the \(|P_{mn}| \times 1\) vector \(i_{mn} := \{I_{mn}^\phi, \phi \in \mathbb{P}_n\}\) collects the currents flowing on line \((m, n) \in \mathcal{E}_R\) can be collectively expressed as

\[
i_{mn} = x_{mn} Z^{-1}_{mn} \left( \{v_n\}_{mn} - \{v_n\}_{P_{mn}} \right), \quad x_{mn} \in \{0, 1\}
\]

where \(v_{mn} := \{V_{mn}^\phi, \phi \in \mathbb{P}_m\}\). Clearly, the counterpart of (1) for lines \((m, n) \in \mathcal{E} \setminus \mathcal{E}_R\) reads \(i_{mn} = Z^{-1}_{mn} \left( \{v_n\}_{mn} - \{v_n\}_{P_{mn}} \right)\). Line currents \(\{i_{mn}^\phi\}\) and injected currents \(\{I_n^\phi\}\) abide by Kirchhoff’s current law, which can be written per phase \(\phi\) and node \(n\) as

\[
I_n^\phi + \sum_{j \in N \setminus n} I_{jn}^\phi - \sum_{k \in N \setminus n} I_{nk}^\phi = 0\tag{2}
\]

where \(N_{\phi n} := \{j : (n, j) \in \mathcal{E}, \phi \in \mathbb{P}_n \cup \mathbb{P}_{jn}\}\), and \(N_{\phi n} := \{k : (n, k) \in \mathcal{E}, \phi \in \mathbb{P}_n \cup \mathbb{P}_{nk}\}\).

Let \(S_{L_n}^\phi := P_{L_n}^\phi + j Q_{L_n}^\phi\) denote the conglomerate load demanded by residential and commercial facilities on phase \(\phi\) of node \(n\), and \(S_G^\phi := P_G^\phi + j Q_G^\phi\) the overall power supplied by conventional distributed generation (DG) units, if any. Loads and distributed generators are modeled as constant PQ units. Suppose further that \(P_G^\phi\) and \(Q_G^\phi\) denote the actual power supplied by RES \(r\) Overall, the balance at phase \(\phi \in \mathbb{P}_n\) of node \(n \in N\) implies that

\[
V_n^\phi (I_n^\phi)^\ast = S_G^\phi + \sum_{r=1}^{R_n^\phi} S_{E_{n,r}}^\phi - S_{L_n}^\phi\tag{3}
\]

With or without uncertainty present, the objective of distribution system reconfiguration schemes is to identify the
network topology that is optimal in a well-defined sense, while ensuring load demand satisfaction and adherence to thermal and security constraints \[6, 17, 18, 19\]. Traditionally, the sought configuration is the radial one \[6, 17, 18\], although meshed networks were also explored in \[19, 28\]. Unfortunately, variables \[S^c_{E,n}\] are generally affected by load forecasting errors, whereas the instantaneous power \[S^c_{E,n,r}\] harvested by RESs will conceivably fluctuate around its forecasted values due to e.g., fast-varying weather conditions \[2\]. Thus, it is essential to account for possible supply-demand imbalance emerging from uncertain RES generation and load forecasting errors, in order to ensure a reliable power delivery microgrid-wide, and make risk-limiting operational decisions \[16\].

The goal here is a microgrid configuration that ensures satisfaction of the load with arbitrarily high probability, while at the same time adhering to thermal constraints. To this end, notice first that a loss of load occurs whenever the net power \(V^\phi_n(I^\phi_n)^* - S^c_{E,n} \sum_r S^\phi_{E,n,r}\) exiting node \(n\) and phase \(\phi\) is not sufficient to satisfy the load; that is, when \(-S^c_{E,n} < V^\phi_n(I^\phi_n)^* - S^c_{E,n} \sum_r S^\phi_{E,n,r}\) Let \(D := \{(\phi, n) : S^c_{E,n,r} = 0, or S^\phi_{E,n,r} \neq 0\}\) denote the set collecting the phase-node pairs where generators and/or loads are located, and define \(D := \{(\phi, n) : S^c_{E,n,r} = S^c_{E,n} = 0\}\). Then, with \(\rho \in (0,1)\) representing a pre-selected threshold for the LOL probability, and upon defining the vector-valued function

\[
\mathcal{E}^\phi_m(V) := \left[ \begin{array}{c}
\Re\{V^\phi_n(I^\phi_n)^*\} - P^c_{E,n} - \sum_r P^\phi_{E,n,r} + P^c_{L,n}
\Im\{V^\phi_n(I^\phi_n)^*\} - Q^c_{E,n} - \sum_r Q^\phi_{E,n,r} + Q^c_{L,n}
\end{array} \right]
\]

where \(V := \{\{x_{mn}\}, \{x^c_{mn}\}, \{x^\phi_{mn}\}, \{P^c_{G,n}, Q^c_{G,n}\}\}\) collects the microgrid design variables, the following constraint enforces every load to be satisfied with probability at least \(1 - \rho\):

\[
\Pr \left\{\mathcal{E}^\phi_m(V) \leq 0, \forall (\phi, n) \in D\right\} \geq 1 - \rho.
\]

Based on \[4\], the novel risk-constrained microgrid reconfiguration task can be formulated as:

\[\text{(MR1)} \quad \min_V C(V)\]

subject to \[1, 2, 3, 4\] and

\[
I^\phi_n = 0, \quad \forall (\phi, n) \in D
\]

\[
|I^\phi_{mn}| \leq I^\phi_{\max}, \quad \forall \phi \in \Phi_{mn}, (m, n) \in E
\]

\[
x_{mn} \in [0,1], \quad \forall (m, n) \in E_R
\]

\[
S^c_{mn} \leq S^c_{n} \leq S^c_{\max}, \quad \forall \text{DG unit}
\]

where \(C(V)\) is given cost; \(I^\phi_{\max}\) is a cap for \(I^\phi_{mn}\) to protect conductors from overheating; and, \[5a\] are box constraints for the DG units. When the objective is to minimize the overall active power loss \[17, 18\], the cost is selected to be \(C(V) = \sum_{(m,n) \in E_R} \Re\{I^\phi_{mn}Z_{mn}i_{mn}\}\). Alternatively, the net microgrid operation cost can be minimized by setting

\[
C(V) = \sum_{\phi(a,b,c)} \Re\{V^\phi_n(I^\phi_n)^*\} + \sum_{n \in N \setminus \{1\}} \sum_{\phi \in \Phi_{mn}} P^c_{G,n} C_{\phi,n}
\]

with \(c_1\) and \(c_2\) representing the costs of power drawn at the PCC and supplied by the conventional DG at node \(n\) and phase \(\phi\), respectively. A weighted combination of the two can also be employed, along with (convex) terms (e.g., \(a_{mn}|I^\phi_{mn}|\)) to account for possible line maintenance and security costs \[10\].

In the presence of dispatchable loads, a disutility function can be introduced to capture end-user dissatisfaction when operating away from a nominal point. Furthermore, an optimization variable can also be included in the balance equation \[1\] to account for the amount of load curtailed.

To appreciate the value of such problem formulation, notice that (MR1) can be employed to reconfigure the microgrid after a localized outage, without accurate information on load and RES generation. As for operation planning, (MR1) can be useful to decide whether or not the microgrid can afford operating in an islanded mode without incurring LOL.

Unfortunately, solving (MR1) is computationally prohibitive for three reasons:

\(r1\) due to the binary variables \(\{x_{mn}\}\), solving (MR1) is NP-hard; finding the globally optimal set of binary variables requires solving \(2^{|E_R|}\) subproblems;

\(r2\) the bilinear terms \(x_{mn}V_n\) and \(V_n(I_n)^*\) in \[1\] and \[4\] respectively, render (MR1) nonconvex; even for fixed values of \(\{x_{mn}\}\), nonconvexity implies that (MR1) is difficult to solve optimally and efficiently; and,

\(r3\) the probabilistic constraint \[3\] is generally in a computationally intractable form. To obtain a tractable surrogate constraint, it is first necessary to find the probability distribution function (pdf) of the random variables \(\{\sum_r S^\phi_{E,n,r} - S^c_{E,n}\}\). This is however, a major challenge on its own. In fact, while for single wind farm or PV system \(R^\phi_n = 1\) this is possible \[2, 8\], the pdf of the power supplied by multiple wind farms and PV systems (along with the load) is hard to obtain. And, even if a pdf becomes available, it may not lead to a convex re-formulation of \[3\].

One approach to coping with \(r1\)–\(r3\) is proposed in the ensuing section, along with a computationally tractable re-formulation of (MR1).

\[\text{III. COMPUTATIONALLY TRACTABLE FORMULATION}\]

Collect first the real and imaginary parts of \(I^\phi_n\) in the \(2|P_R| \times 1\) vector \(\xi^\phi := [\Re\{I^\phi_n\}, \Im\{I^\phi_n\}]^T \in \mathbb{R}^2\); and likewise define the vector \(\xi_{mn} := [\Re\{x_{mn}\}, \Im\{x_{mn}\}]^T \in \mathbb{R}^2P_{mn}\).

To bypass \(r1\), the approach in \[28\] is broadened here to account for load and RES generation uncertainty. To this end, notice first that the entries of \(\xi_{mn}\) are all zero if line \((m,n) \in E_R\) is not used to deliver power to the loads; that is, \(I^\phi_{mn} = 0\) for all phases \(\phi \in \Phi_{mn}\). Clearly, \(\xi_{mn} \neq 0\) otherwise. Adopting the compressive sampling terminology \[21\], vector \(\xi_R := \{\xi_{mn}(m,n) \in E_R\}^T\) is group sparse, meaning that “group(s) of elements” \(\xi_{mn}\) in this case) are either all zero, or not. One major implication of this group sparsity attribute of \(\xi_R\), is that one can discard the binary variables \(\{x_{mn}\}_{(m,n) \in E_R}\), and effect line selection by augmenting the cost \[5a\] with the following convex group-Lasso-type regularization term \[21\], \[22\]

\[
g(\xi_R) := \lambda \sum_{(m,n) \in E_R} \|\xi_{mn}\|_2
\]

where \(\lambda > 0\) is a tuning parameter. Specifically, the role of \(\lambda\) is to control the number of vectors \(\{\xi_{mn}\}_{(m,n) \in E_R}\) (and, hence currents \(\{i_{mn}\}_{(m,n) \in E_R}\) that are set to zero.
This means that by adjusting $\lambda$ one can obtain either meshed topologies (low values of $\lambda$), weakly-meshed, or even radial systems (high values of $\lambda$); see e.g. [22], [28]. A generalization of (6) is represented by the weighted version $g_{\omega}(\xi_R) := \sum_{(m,n)\in E} \lambda_{mn} |\xi_{mn}|^2$, where $\{\lambda_{mn}\}$ substantiate possible operator preferences to use (low value of $\lambda_{mn}$) or not (high value of $\lambda_{mn}$) specific lines. For instance, it may be preferable to open or close switches that are commanded remotely, rather than requiring hand operations in situ.

To avoid the bilinear terms $\{V_{nm}^e(I_{n}^e)\}$, and considerably lower the complexity incurred by the resultant optimization scheme, consider adopting the approximate current-power relation employed by [31]. Specifically, with $V_{nm} = M_N e^{j\phi}$ denoting the nominal line-to-ground voltage on phase $\phi$, the injected current can be approximated as $I_{n}^e \approx (1/M_N) e^{j\phi} (S_{Gm}^n + \sum_{r} S_{Er_m,n}^o - S_{Ln_m,n}^o)^*$, where $\phi$ is a nonempty convex set; $c : \mathcal{X} \to \mathbb{R}$ is convex; $\sigma$ is a random vector, whose pdf has support $\mathcal{U} \subseteq \mathbb{R}^n$; and, $\mathbf{f} : \mathcal{X} \times \mathcal{U} \to \mathbb{R}^d$ is a vector-valued convex function. Then, the scenario-based approximation method amounts to: (i) generating $K$ independent samples $\sigma(1), \ldots, \sigma(K)$; and, (ii) approximating (P) as the following convex program:

$$\min_{x \in \mathcal{X}} \ c(x) \quad (11a)$$

s.t. $\text{Pr}\{\mathbf{f}(x, \sigma) \leq 0\} \geq 1 - \rho \quad (11b)$

where $\mathcal{X} \subseteq \mathbb{R}^m$ is a nonempty convex set; $c : \mathcal{X} \to \mathbb{R}$ is convex; $\sigma$ is a random vector, whose pdf has support $\mathcal{U} \subseteq \mathbb{R}^n$; and, $\mathbf{f} : \mathcal{X} \times \mathcal{U} \to \mathbb{R}^d$ is a vector-valued convex function. Then, the scenario-based approximation method amounts to: (i) generating $K$ independent samples $\sigma(1), \ldots, \sigma(K)$; and, (ii) approximating (P) as the following convex program:

$$\min_{x \in \mathcal{X}} \ c(x) \quad (12a)$$

s.t. $\mathbf{f}(x, \sigma(k)) \leq 0, \forall j = 1, \ldots, K. \quad (12b)$

To better appreciate the merits of this approach, notice first that since $c(\cdot)$ and $\mathbf{f}(\cdot)$ are convex, (PA) is a convex program. Further, to derive the approximate (PA), no specific requirements on the distribution of $\sigma$ are imposed. However, a pertinent question is whether the solution of (PA) is feasible also for the original problem (P), given that the constraints $\mathbf{f}(x, \sigma(k)) \leq 0$ are randomly selected, and the resulting optimal solution $x^{(PA)}$ is a random variable that depends on the extracted samples $\sigma(1), \ldots, \sigma(K)$. Let $\beta$ denote a cap for the probability of $x^{(PA)}$ being not feasible for (P) (also referred to as the “risk of failure” [20]). Then, given $\rho$ and $\beta$, it can be shown that if the number of samples $K$ is chosen such that (see [20 Corollary 1])

$$K \geq \tilde{K} := \left[2\rho^{-1} \ln \beta^{-1} + 2m + 2m\rho^{-1} \ln 2\rho^{-1}\right]$$

then the optimal solution to (PA) is feasible for (P) with probability at least $1 - \beta$.

To apply the scenario-based approximation method to (MR2), generate $K$ independent samples $P_{n}^o(k) := \sum_r P_{Er_m,n}^o(k) - P_{Ln_m,n}^o$, and $Q_{n}^o(k) := \sum_r Q_{Er_m,n}^o(k) - Q_{Ln_m,n}^o$. The empirical pdf of $\mathbf{e}_{n}^o$ can be obtained either using historical data, or, from the voltage distribution [31].

Consider re-expressing the current $i_{n}^e$ as $i_{n}^e = A_{n}^o \xi$, where $\xi$ stacks all the line current vectors $\{\xi_{mn}\}$, and $A_{n}^o$ is obtained in the obvious way from Kirchhoff’s current law [2]. Then, based on (15) and (16), the microgrid reconfiguration problem can be reformulated as:

$$(MR2) \quad \min_{\xi, \{S_{nm}^o \leq \mathcal{S}_{nm}^o\}} C(\xi, \{S_{nm}^o\}) + g(\xi_R) \quad (10a)$$

s.t. $\xi_{T_m} \in \mathcal{M}_{m}^o \subseteq \mathcal{S}_{nm}^o \leq \mathcal{S}_{nm}^o \quad (10b)$

$\Pr\{\xi_{n}^o(\xi, \{S_{nm}^o\}) \leq 0, \forall (\phi, n) \in D\} \geq 1 - \rho \quad (10c)$

$A_{n}^o \xi = 0_{2 \times 1}, \forall (\phi, n) \in D \quad (10d)$

where $\mathcal{M}_{m}^o := \mathcal{I} \otimes e_{nm}^o \phi_{\mathcal{F}_{nm}}^o$, with $\{e_{nm}^o\}_{\phi_{\mathcal{F}_{nm}}^o}$ representing the canonical basis of $\mathbb{R}^{|\mathcal{F}_{nm}|}$. To address r3), a computationally efficient scheme is presented next, based on the so-called scenario-based convex approximation [20].
Thus, replacing (10c) with (15), the following surrogate problem is readily obtained

\[
\begin{align*}
\min \quad & C(\xi; \{\sigma_{G,n}^\phi\}) + g(\xi_R) \\
\text{s.t.} \quad & \xi_{mn}^T M_{mn} \xi_{mn} \leq (I_{mn}^{\text{max}})^2, \quad \phi \in P_{mn}, (m,n) \in \mathcal{E} \\
& A^\phi_{mn} \xi = 0_{2 \times 1}, \forall (\phi, n) \in \mathcal{D}.
\end{align*}
\] (16a)

If \( C(\xi; \{\sigma_{G,n}^\phi\}) \) is chosen convex as in [6], [16], [17], [18], then (16a) is a convex program that can be solved efficiently via standard interior-point methods. Further, tailoring (13) to (MR3), the minimum sample size \( \bar{K} \) is established in the following proposition.

**Proposition 1:** Given the LOL probability threshold \( \rho \), and the lower bound
\[
K \geq \bar{K}\text{MR3} := \left[ 2\rho^{-1} \ln \beta^{-1} + 4(N_G + \sum_{(m,n) \in \mathcal{E}} |P_{mn}|) \right] + 4(N_G + \sum_{(m,n) \in \mathcal{E}} |P_{mn}|) |2 - \rho^{-1}| \] (17)

where \( N_G \) stands for the total number of conventional DG units, then the solution \((\xi_{\text{opt}}^{\phi}, \{S_{G,n}^{\phi,\text{opt}}\})\) to (MR3) is feasible for (MR2) with probability no less than \( 1 - \beta \).

Once (MR3) is solved, the optimal topology of the microgrid is obtained by discarding the distribution lines with an associated zero current; that is, \( \mathcal{E}^{\text{opt}} := \mathcal{E} \setminus \{ (m,n) \in \mathcal{E}_R : \xi_{mn}^{\text{opt}} = 0 \} \). Given the optimal configuration \((\mathcal{N}, \mathcal{E}^{\text{opt}})\), voltages and currents can be computed via OPF in real-time, once RES generation and load are revealed; see e.g., [7] and references therein. Finally, notice that voltage constraints can be included in (MR3) as described in [28].

**Remark 1.** It is worth mentioning that one can alternatively solve (MR1) using the scenario-based approximation method in conjunction with off-the-shelf solvers for mixed-integer nonlinear programs (MINP). However, this may not be as convenient for three reasons: i) for a given sample set \( \{\sum_k \sigma_{E_n,r}^\phi(k) - \sigma_{L_n,r}^\phi(k)\} \), (MR1) is a nonconvex program; as a consequence, [13] may not hold, since it is grounded on a convexity assumption [20]; ii) the computational burden of MINP solvers is typically much higher than that of interior-point methods for convex programs; and, iii) solving a MINP in a distributed fashion is not immediate. In contrast, a distributed solver for (MR3) is feasible as shown in Section IV.

**Remark 2.** Since values of the diagonal entries of matrix \( \mathbf{Y}_{mn} \) are typically on the order of \( 10 - 100 \) micro Siemens per mile (see e.g., [30]), the effect of line shunt admittances was neglected in the Kirchhoff’s current law (see also [9], [16], [17], [18], [31]). Simulation results on IEEE test feeders [30] showed that the approximation error is negligible, meaning that the resultant optimal topology does not change upon considering \( \mathbf{Y}_{mn} \). However, to account for possible perceptible effects of these shunt admittances in other real-world distribution systems, the shunt elements \( 1/2|\mathbf{Y}_{mn}|\rho_{\phi,\rho} \) of a line \((m,n)\) can be taken to be constant-admittance loads at nodes \( m \) and \( n \) [32]. Thus, upon computing the overall constant-impedance load per node, one can readily obtain an approximate value of the current absorbed by this constant-impedance loads as shown in [31], [32], and add this approximate current in (2).
and controls the power supplied by conventional DG units and RESs (e.g., for reactive compensation [31]). Consider partitioning the microgrid into L areas \( \{A_l\in \mathcal{N}_L\}_{l=1} \), and let \( \mathcal{N}(\ell) = \{(m,n) \in \mathcal{E} : m \in A_l, n \in A_j \} \) denote the set of neighboring areas for the \( \ell \)-th one. Further, let function \( \mathcal{I}(\ell,j) : A_l \times A_j \rightarrow \mathcal{E} \) identify the line(s) connecting areas \( \ell \) and \( j \). It clearly holds that \( \mathcal{I}(\ell,j) = \emptyset \) if \( j \notin \mathcal{N}(\ell) \).

Autonomous areas are managed by local area controllers (LACs) [33], whereas the microgrid manager (MG) controls the lines interconnecting areas, and the remaining portion of the microgrid. Let \( \xi(\ell) \) collect the real and imaginary parts of line currents of lines within area \( \ell \), plus the lines connecting area \( \ell \) to its neighbors; that is, \( \mathcal{E}(\ell) := \{(m,n) \in \mathcal{E} : m \in A_l, n \in A_j \} \cup \{(m,m) \in \mathcal{E} : m \in A_l, n \in A_l \} \). Define \( \mathcal{E}_R(\ell) := \{(m,n) \in \mathcal{E}_R : m \in A_l, n \in A_l \} \), and assume for simplicity that all lines \( \mathcal{I} := \{I(\ell,j), \ell,j = 1, \ldots, L\} \) are equipped with sectionalizing switches. Next, let \( X(\ell,j) \) represent a copy of the vector collecting the currents flowing on the line \( I(\ell,j) \) connecting areas \( \ell \) and \( j \). Now decomposing the cost function \( C(\xi,\sigma) = \sum_{\ell=1}^{L} C(\xi(\ell),\sigma), \) one has

\[
C(\xi(\ell),\sigma) = \sum_{\ell=1}^{L} \left[ C(\xi(\ell),\sigma) \right] + \sum_{(m,n) \in \mathcal{E}_R(\ell)} \lambda(\ell) ||\xi(\ell)||_2^2 + \sum_{\ell=1}^{L} \sum_{j,l=1}^{L} \left[ C(\xi(\ell),\xi(j)) + \lambda(\ell,j)||\xi(\ell)||_2^2 \right],
\]

where \( C(\cdot) \) stands for the cost associated with area \( \ell \); \( \sigma \) collects the powers injected by DG units located within area \( \ell \); and, \( C(\cdot,\cdot) \) is the cost associated with line \( I(\ell,j) \). Thus, (MR3) can be equivalently reformulated as

\[
\min_{\xi(\ell),\sigma} \sum_{\ell=1}^{L} \left[ C(\xi(\ell),\sigma) \right] + \sum_{(m,n) \in \mathcal{E}_R(\ell)} \lambda(\ell) ||\xi(\ell)||_2^2 + \sum_{\ell=1}^{L} \sum_{j=1}^{L} \left[ C(\xi(I(\ell,j)),\xi(j)) + \lambda(\ell,j)||\xi(I(\ell,j))||_2^2 \right]
\]

subject to

\[
\begin{align*}
\{\xi(I(\ell,j)),\sigma(I(\ell,j))\} & \in \mathcal{F}(I(\ell,j)), \quad \ell = 1, \ldots, L, \quad X(\ell,j) = 0, \forall I(\ell,j) \in \mathcal{I} \\
\mathcal{M}(\ell,j) X(\ell,j) & \leq (\mathcal{I}(\ell,j))_2^2, \forall I(\ell,j) \in \mathcal{I} \\
\xi(I(\ell,j)) & = \xi(I(\ell,j)), \forall I(\ell,j) \in \mathcal{I} \\
\xi(I(\ell,j)) & = \xi(I(\ell,j)), \forall I(\ell,j) \in \mathcal{I}
\end{align*}
\]

where constraints [19d]–[19e] enforce MGM, LAC \( \ell \), and LAC \( j \) to consent on the value of the currents on line \( I(\ell,j) \); \( \mathcal{F}(\ell,j) \) denotes the set of variables \( \{\xi(I(\ell,j)),\sigma(I(\ell,j))\} \) satisfying constraints [15], [16b], and [16c] in each phase of nodes \( n \in A_l \); and, \( \mathcal{M}(\ell,j) \) is defined in the obvious way [cf. 10b].

Constraints [19d]–[19e] render problems (MR3) and (19) equivalent; however, the same constraints couple both optimization problems across areas. To enable a decentralized solution, consider introducing \( \mathcal{I} \) auxiliary variables \( \{z(\ell,j)\} \), and replace [19d]–[19e] with the following equivalent set of constraints per line \( I(\ell,j) \):

\[
\begin{align*}
\xi(I(\ell,j)) & = z(I(\ell,j)), \xi(I(\ell,j)) = z(I(\ell,j)), \quad \ell, j = 1, \ldots, L \\
z(I(\ell,j)) & = X(I(\ell,j))
\end{align*}
\]

The idea here is to solve the resultant optimization problem specified by [19a]–[19c] and [20] in a decentralized fashion by resorting to the ADMM [23, Sec. 3.4]. In principle, [19a]–[19c], [20] can be solved via dual (sub-)gradient ascent iterations [34]. However, primal averaging is necessary when the dual function is non-differentiable and the step size is fixed, thus resulting in a typically slower convergence than ADMM [7].

Toward this end, let \( \{\gamma(I(\ell,j)), \mu(\ell,j)\} \) be the vector-valued multipliers associated with constraints [20a] and [20b], respectively, and consider the following partial quadratically-augmented Lagrangian of [19a]–[19c] and [20]:

\[
\begin{align*}
\mathcal{L}(\xi(I(\ell,j)), \sigma(I(\ell,j)), z(I(\ell,j)), \mu(I(\ell,j)), d) :=& \sum_{\ell=1}^{L} \left[ C(\xi(I(\ell,j)),\sigma(I(\ell,j))) + \sum_{(m,n) \in \mathcal{E}_R(\ell)} \lambda(\ell) ||\xi(I(\ell,j))||_2^2 \right] \\
& + \sum_{\ell=1}^{L} \sum_{j=1}^{L} \left[ C(\mathcal{I}(\ell,j),\mathcal{I}(j)) + \lambda(\ell,j)||\mathcal{I}(\ell,j)||_2^2 \right] \\
& + \sum_{\ell=1}^{L} \sum_{j=1}^{L} \left[ \gamma(I(\ell,j),\mathcal{I}(j)) - \mathcal{I}(\ell,j) \right] \\
& + \sum_{\ell=1}^{L} \sum_{j=1}^{L} \left( \mu(I(\ell,j),\mathcal{I}(j)) - \mathcal{I}(\ell,j) \right) + \frac{\kappa}{2} \left( ||\mathcal{I}(\ell,j)||_2^2 \right)
\end{align*}
\]

where \( \kappa > 0 \) is a given constant [23, Sec. 3.4], and \( d := \{\gamma(I(\ell,j)), \mu(\ell,j)\} \) for notation brevity. ADMM amounts to iteratively performing the steps (i denotes the iteration index):

\[
\begin{align*}
\text{[S1a]} \text{ For } \ell = 1, \ldots, L, \text{ update } \xi(I(\ell,j)), \sigma(I(\ell,j)) \text{ as } \\
\quad \xi(I(\ell,j)), \sigma(I(\ell,j)) = \underset{\xi(I(\ell,j)), \sigma(I(\ell,j))}{\text{arg min}} \mathcal{L}(\xi(I(\ell,j)),\sigma(I(\ell,j))) \\
\text{[S1b]} \text{ Per line connecting areas } \ell \text{ and } j, \text{ compute } \\
\quad \mathcal{I}(\ell,j) = \underset{\mathcal{I}(\ell,j)}{\text{arg min}} \mathcal{L}(\xi(I(\ell,j)),\sigma(I(\ell,j))) \\
\text{[S2]} \text{ Update auxiliary variables } \{z(I(\ell,j))\} \text{ as } \\
\quad \{z(I(\ell,j))\} = \underset{\{z(I(\ell,j))\}}{\text{arg min}} \mathcal{L}(\xi(I(\ell,j),\sigma(I(\ell,j)))) \\
\text{[S3]} \text{ Update } d(i) \text{ using } \\
\quad d(i) = \gamma(I(\ell,j)) - \mu(I(\ell,j)) + \kappa Z(I(\ell,j)) + \mu(I(\ell,j)) - \lambda(I(\ell,j))
\end{align*}
\]
the decomposability of the Lagrangian, steps [S1]–[S3] can be conveniently simplified as shown next.

[S1a’] Per area \( \ell = 1, \ldots, L \), solve
\[
\{\xi^{(\ell)}(i + 1), s^{(\ell)}_G(i + 1)\} = \operatorname{arg\, min}_{\xi^{(\ell)}, s^{(\ell)}_G} \left\{ C^{(\ell)}(\xi^{(\ell)}, s^{(\ell)}_G) \right\} + \sum_{(m,n) \in \mathcal{E}^{(\ell)}} \lambda^{(\ell)} \| \xi^{(\ell)}_{mn} \|_2^2 \\
+ \sum_{j \in \mathcal{N}^{(\ell)}} \left( (\gamma \mathbf{x}^{(\ell)}(i) + \kappa \xi^{(\ell)}(i) + \mu^{(\ell)}_i) \right)^T \xi^{(\ell)}(i) + \frac{\kappa}{2} \| \xi^{(\ell)}(i) \|_2^2 \\
- \frac{\kappa}{3} \| \xi^{(\ell)}(i) \|_2^2 \right\} \\
\text{s.t.} \quad (\xi^{(\ell)}, s^{(\ell)}_G) \in \mathcal{F}^{(\ell)}.
\]

[S1b’] Per line \( (\ell, j) \), solve the constrained MSTO problem
\[
\mathbf{x}^{(\ell)}(i + 1) = \operatorname{arg\, min}_{\mathbf{x}} \left\{ C^{(\ell)}(\mathbf{x}) + \lambda^{(\ell)} \| \mathbf{x} \|_2^2 + \frac{\kappa}{2} \| \mathbf{x} \|_2^2 \\
- \mathbf{x}^T \left[ (\gamma \mathbf{x}^{(\ell)}(i) + \kappa \xi^{(\ell)}(i) + \mu^{(\ell)}_i) \right] \right\} \\
\text{s.t.} \quad \mathbf{x}^{(\ell)}(i) + \frac{\kappa}{3} \left( \xi^{(\ell)}(i) \right) \leq (\gamma \mathbf{x}^{(\ell)}(i))^2, \quad \forall \phi.
\]

[S2’] Update dual variables
\[
\gamma^{(\ell)}(i + 1) = (\gamma \mathbf{x}^{(\ell)}(i) + \kappa \xi^{(\ell)}(i) + \mu^{(\ell)}_i) \\
+ \frac{\kappa}{3} \left( 2\xi^{(\ell)}(i) + \xi^{(\ell)}(i) - \mathbf{x}^{(\ell)}(i) + \mu^{(\ell)}_i \right) \\
\mu^{(\ell)}_i(i + 1) = \frac{\kappa}{3} \left( \xi^{(\ell)}(i) + \mathbf{x}^{(\ell)}(i) + 2 \mathbf{x}^{(\ell)}(i) \right) + \mathbf{x}^{(\ell)}(i).
\]

Convergence to the solution of the centralized problem (MR3) is formalized next; see also [23] Sec. 3.4.

Proposition 2: Suppose that the dual variables are initialized at \( \gamma^{(\ell)}(0) = \mu^{(\ell)}_i(0) = 0 \). Then, for any \( \kappa > 0 \) the iterates \( \{\xi^{(\ell)}(i), s^{(\ell)}_G(i), \mathbf{x}^{(\ell)}(i), d(i)\} \) obtained from [S1’]–[S2’] are convergent, and
\[
limit_{i \to \infty} \{\xi^{(\ell)}(i), s^{(\ell)}_G(i), \ell = 1, \ldots, L\} = \{\xi^{(\ell)}_\text{opt}, s^{(\ell)}_G, \ell = 1, \ldots, L\},
\]
with \( \{\xi^{(\ell)}_\text{opt}, s^{(\ell)}_G, \ell = 1, \ldots, L\} \) the optimal solution of (MR3). □

The resulting decentralized algorithm entails a two-way communication between the MGM and the LACs, and it is tabulated as Algorithm 1. Per iteration \( i \), each LAC updates \( \xi^{(\ell)}(i + 1) \) and \( s^{(\ell)}_G(i + 1) \) via [S1’], and subsequently sends the \( \{N^{(\ell)}\} \) real-valued vectors \( \{\xi^{(\ell)}(i + 1), j \in N^{(\ell)}\} \) to the MGM. After performing step [S1b’], the MGM receives \( \{\xi^{(\ell)}(i + 1), j \in N^{(\ell)}\} \) from each LAC, and then it sends \( \mathbf{x}^{(\ell)}(i + 1) \) along with \( \{\xi^{(\ell)}(i + 1), j \in N^{(\ell)}\} \) to the LAC \( \ell \), for \( \ell = 1, \ldots, L \). Finally, MGM and LACs update the dual variables via [S2’]. The overall distributed procedure is tabulated as Algorithm 1.

Remark 3. The premise of Algorithm 1 is that samples of the solar, wind, and load forecasting errors are available, and they are employed to find the quantities on the right hand side of (15). Errors in the forecasts of solar irradiance and wind speed may be correlated across space [2], [3], [35], especially for geographically close RES facilities. Load forecasting errors can be roughly approximated as spatially uncorrelated [15]. There are three viable setups where spatially-correlated samples can be generated, depending on the role of the MGM:

s1) Statistics of the prediction errors are readily available when forecasts are carried out at the MGM for the entire microgrid; the MGM performs Monte Carlo sampling, and subsequently disseminates a 2 × 1 real-valued vector per phase and node to be used in (15).

s2) Each LAC performs the forecasting for its own area, and notifies the MGM about the prediction errors. The empirical joint distribution of the prediction errors is obtained at the MGM, which computes the quantities in (15).

s3) Forecasts are performed at the LACs for their own areas, and synthetic spatial correlation models are used to draw the samples; see e.g., [3], [35].

In specific setups, solar, wind, and load forecasting errors can be spatially uncorrelated as explained in (15).

V. NUMERICAL EXPERIMENTS

The effectiveness of the proposed scheme is showcased in this section using a modified version of the IEEE 37-node test feeder [30]. As shown in Fig. 1 eight-three-phase lines are added to the original radial scheme, and DERs are placed throughout the network. The parameters of the additional lines are listed in Table I where the line matrices corresponding to the configuration indexes 723 and 724 can be found in [30]. Further, the 17 branches \( E_R = \{1, 2, 3, 4, 6, 20, 7, 8, 9, 8, 14, 15, 16, 16, 24, 10, 16, 10, 17, 17, 18, 20, 26, 23, 24, 23, 25, 24, 33, 29, 30, 26, 35\} \) feature sectioning switches. Controllable DG units are located at nodes \( 10, 12, 16, 19, 24, 28, 32 \), they operate at unity power factor, and they can supply a maximum power of 50 kW per phase. PV systems and small wind turbines (WTs) operate at unity power factor, and their generation capacity per phase \( (a, b, c) \) and node (in kW-peak) is reported in Fig. 1. Finally, the impedance matrices for the original lines and the loads are the ones specified in [50].

The package CVX is used to solve the reconfiguration problem in MATLAB. The average computational time required by the interior-point solver of CVX was 0.8 seconds on a machine with Intel Core i7-2600 CPU @ 3.40GHz.

To account for forecasting errors, the actual power supplied by RESs is modeled as \( P_{E_n}^d = P_{E_n} + \Delta P_{E_n}^r \), with \( P_{E_n}^d \) the
Conf Length (ft)
80 (24,33)
100 (26,35)
200 160
60 40
Line 140 160
723 1144
724 1320
724 1315
180 140
mean, uncorrelated, and truncated at the percentiles. The distribution of the approximation errors is zero-mean truncated Gaussian distribution is adopted for the (random) forecasting error. A zero-mean truncated Gaussian distribution is adopted for the load forecasting error is in the interval 4 – 6% of $S^2_{L_m}$.

Table I

| Line | Conf. | Length (ft) |
|------|-------|-------------|
| (8,14) | 724 | 1144 |
| (6,20) | 724 | 1320 |
| (10,16) | 724 | 847 |
| (20,26) | 724 | 815 |

Fig. 1. Modified IEEE 37-bus test feeder.

(b) Setup 2: the standard deviations of the solar power, wind power, and load are set to 0.05%, 0.2%, and 0.4 – 0.5%, respectively.

Fig. 2. Sum of current magnitudes $\sum_{\phi \in P_{mn}}|I^0_{\phi mn}|$ on lines $E_R$.

The number of utilized lines, the goal is to minimize the net microgrid operational cost; that is, $C(V) = \sum_{\phi} R\{V^0_{\phi}(I^0_{\phi})^*\} + 0.5 \sum_{n,\phi} P^0_{G,n} + \sum_{(m,n)\in E} R\{1^T_{mn}Z_{mn}1_{mn}\}$. Suppose that the forecasted solar power amounts to 90% of the kW-peak, while the WT’s are operating at 70% of their maximum capacity. The threshold for the LOL probability is set to $\rho = 0.01$ (1%), and the parameter $\beta$ in (17) is 0.05.

Two setups are considered:

**Setup 1**: The standard deviation of the solar power prediction error amounts to 5% of the forecasted value; the error on the wind power is on the order of 20% of the forecasted value; and, the standard deviation of the load forecasting error is in the interval 4 – 6% of $S^2_{L_m}$.

**Setup 2**: The standard deviations are set to 0.05%, 0.2%, and 0.4 – 0.5%, respectively.

For given load conditions (or, minimum load requirements), optimality and complexity of the sparsity-based reconfiguration scheme were already discussed in [28]. Here, the objective is to i) investigate the effects of load and renewable generation uncertainties on the optimal topology, and ii) assess convergence of the proposed decentralized reconfiguration protocol.

Fig. 2 depicts the sum of the current magnitudes $\sum_{\phi \in P_{mn}}|I^0_{\phi mn}|$ on lines equipped with switches, for different values of the tuning parameter $\lambda$. The current magnitude is
color-coded, where white represents zero current; this means that the switches are open, and the distribution line is not utilized. First, notice that the number of open switches increases as λ increases, thus further corroborating the results in [23]. By varying λ, the MGM can obtain either meshed topologies (low values of λ), weakly-meshed (high values of λ), or even radial by simply adjusting λ. Notice however that, in the simulated setups, it is impossible to find a tree topology for which loss-of-load probabilities and Ampacity limits are satisfied. Take for example λ = 200: 5 switches are open in Fig. 2(a), and 6 in Fig. 2(b), and thus weakly meshed topologies are obtained. Numerical experiments reveal that if one “opens” the switch on line (10,17) in the first setup, then (MR3) is infeasible for many realizations of the forecasting errors. Comparing Figs. 2(a) and (b), it is observed that for a fixed value of λ, the number of lines utilized in the first setup is typically higher that in the second. Indeed, when the forecasting error is high, it is prudent to utilize a higher number of lines to avoid exceeding Ampacity limits if the actual RES generation and load demand deviate from the forecasted values.

Finally, if the wanted topology is weakly-meshed with a pre-specified number of lines to utilize, the distribution system operator can quickly gauge the optimal topology from printouts like Fig. 2 for given values of the forecasting error standard deviation.

This example highlights the merits of the proposed risk-constrained reconfiguration approach. Specifically, the obtained topology is: i) optimal according to the regularized optimization criterion C(\gamma), rather than being a result of line selection heuristics [3, 16, 17, 18], which are computationally heavy and may identify sub-optimal configurations; and, ii) it guarantees feasible power flow solutions for the majority of the (unknown) RES generation and load realizations.

Finally, convergence of the ADMM-based decentralized algorithm is exemplified in Fig. 3 where 3 areas within the microgrid are managed autonomously, while the rest of the network is controlled by the MGM. Specifically, the three areas are formed by the subsets of nodes  \( \mathcal{A}^{(1)} = \{11, 12, 13, 14, 15\} \),  \( \mathcal{A}^{(2)} = \{18, 19, 20, 21\} \), and  \( \mathcal{A}^{(3)} = \{4, 5, 6\} \). As a representative example, the trajectories corresponding to  \( \Delta_\xi(i) := \|\xi_{1,2}^{(1)}(i) - \xi_{1,2}^{(2)}(i)\| \) with  \( \xi_{1,2}^{(i)}(i) \) stacking real and imaginary parts of the currents on lines (8,14), (8,11), and (15,16) per iteration  \( i \) are reported for different values of the ADMM parameter  \( \kappa \). They are also compared with the ones obtained by using the sub-gradient ascent-based distributed algorithm, with constant stepsize of 0.1 [34]. The proposed distributed solver exhibits markedly faster convergence than the one based on the sub-gradient. It can be seen that the discrepancies between  \( \xi_{1,2}^{(1)}(i) \) and  \( \xi_{1,2}^{(2)}(i) \) vanish more rapidly as  \( \kappa \) increases, which is in line with the discussion in e.g., [36, 37], where it is pointed out that relatively large values of  \( \kappa \) place a large penalty on violations of primal feasibility. In general, ADMM convergence rate depends not only on  \( \kappa \), but also on the strong convexity constant of the cost functions, the Lipschitz constants of their gradients, and the condition number of matrix  \( \mathbf{A} \), used to rewrite constraints (19d)–(19e) in compact form as  \( \mathbf{A} \mathbf{\nu} = 0 \), for an appropriately defined vector  \( \mathbf{\nu} \); see e.g., [38]. For simpler problem setups, given the condition number of  \( \mathbf{A} \) and the other quantities related to the cost function, it is possible to find the value of  \( \kappa \) that maximizes the convergence speed [38].

Extending the results of [38] to the present setup, along with analyzing the ties between  \( \kappa \) and convergence rate will be the subject of future research. Notice, however, that computing Lipschitz constants and condition numbers requires global knowledge of electrical network and per-area optimization objectives; thus, it may not be feasible in the present setup.

VI. CONCLUDING REMARKS

The system reconfiguration task was considered for microgrids, in the presence of renewable-based generation and load forecasting errors. To cope with possible supply-demand imbalance, a novel chance-constrained optimization problem was formulated to limit the probability of LOL, while adhering to line Ampacity constraints strictly. The novel reconfiguration approach utilizes sparsity-promoting regularization terms to effect line selection, and a scenario optimization technique to approximate the probabilistic terms. The upshot of the proposed formulation is that it leads to a convex program, and it entails one balance constraint per phase and node. Finally, a novel decentralized reconfiguration scheme was developed, which entails a two-way communication between the MGM and the LACs to consent on the value of the currents flowing on the lines interconnecting the areas.
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