ABSTRACT

Mixture models are a standard tool in statistical analysis, widely used for density modeling and model-based clustering. Current approaches typically model the parameters of the mixture components as independent variables. This can result in overlapping or poorly separated clusters when either the number of clusters or the form of the mixture components is misspecified. Such model misspecification can undermine the interpretability and simplicity of these mixture models. To address this problem, we propose a Bayesian mixture model with repulsion between mixture components. The repulsion is induced by a generalized Matérn type-III repulsive point process model, obtained through a dependent sequential thinning scheme on a primary Poisson point process. We derive a novel and efficient Gibbs sampler for posterior inference, and demonstrate the utility of the proposed method on a number of synthetic and real-world problems.
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1 Introduction

As statistics and machine learning methods find wide application in real world problems, practitioners are increasingly seeking to balance statistical fidelity and predictive accuracy with interpretability, parsimony and fairness. Popular instances of these trade-offs include introducing smoothness, sparsity or low-dimensional structure into statistical models. In this paper, we focus on interpretability and diversity, through the use of repulsive priors in mixture modeling applications. Mixture models are a powerful and flexible class of models, capable of approximating increasingly complex distributions as the number of mixture components increases. Such models are useful both in density modeling applications as well as in clustering applications [McLachlan and Basford, 1988, Banfield and Raftery, 1993, Bensmail et al., 1997], with goals for the latter typically including data exploration, visualization and summarization. Problems where they have been applied include topic modeling [Blei et al., 2003], genetics [Pagel and Meade, 2004, McLachlan et al., 2002] and computer vision [Friedman and Russell, 1997], among many others. However, the flexibility of mixture models often comes at the cost of interpretability and parsimony. For computational tractability, the parameters of the mixture components are typically modeled as independent and identically distributed draws from some ‘base distribution’. This can result in overlapping clusters: unless the clusters are very widely separated, the posterior will typically assign probability to multiple clusters in some neighborhood. The nearly identical locations of these clusters leads to redundancy, and lack of interpretability. Since mixture models are typically composed of simple parametric components, even if the data exhibits clear clustered structure, a slight deviation of individual clusters from the parametric form will again result in overlapping components.

One approach towards addressing this problem is to control the number of mixture components through an appropriate prior. However, trying to induce interpretability in this indirect fashion can make model specification quite challenging, especially in nonparametric applications where the number of components depends on the dataset size. Further, this
approach is still sensitive to any misspecification of the form of the individual components. Another approach is to use more flexible (e.g. nonparametric) densities for each component of a mixture model [Gassiat, 2017], though once again this raises problems with model specification, identifiability and computation. A more modern approach is to directly address the problem of overlapping clusters, enforcing diversity through repulsive priors. Here, rather than being sampled independently from the base measure, component locations are jointly sampled from a prior distribution that penalizes realizations where components are situated too close to each other. Such priors typically draw from the point process literature, examples including Gibbs point processes [Stoyan et al., 1987] and determinantal point processes [Hough et al., 2006, Lavancier et al., 2015]. Mixture models built on such priors have been shown to provide simpler, clearer and more interpretable results, often without too much loss of predictive performance [Petralia et al., 2012, Xu et al., 2016, Bianchini et al., 2018]. Nevertheless, they present computational challenges, since the repulsive models often involve normalization constants that are intractable to evaluate.

In this work, we propose a new class of repulsive priors based on the Matérn type-III point process. Matérn point processes are a class of repulsive point processes first studied in Matérn [1960, 2013]. More recently, Rao et al. [2017] developed a simple and efficient Markov chain Monte Carlo (MCMC) sampling algorithm for a generalized Matérn type-III process (see section 2). In this paper, we bring this process to the setting of mixture models, using them as a repulsive prior over the number of components and their locations. Treating the Matérn realization as a latent, rather than a fully observed point process, raises computational challenges that the algorithm from Rao et al. [2017] does not handle. We develop an efficient MCMC sampler for our model and demonstrate the practicality and flexibility of our proposed repulsive mixture model on a variety of datasets. Our proposed algorithm is also useful in Matérn point process applications with missing observations, as well as for mixture models without repulsion, as an alternative to often hard-to-tune reversible jump MCMC methods [Richardson and Green, 1997] to sample the unknown number of components.

We organize this paper as follows. Section 2 reviews the generalized Matérn type-III point process, while section 3 and section 4 outline our proposed Matérn Repulsive Mixture Model (MRMM) and our novel MCMC algorithm. Section 5 discussed related work on repulsive mixture models, and we apply our model to a number of datasets in section 6.

2 Matérn repulsive point processes

The Poisson process [Kingman, 1992] is a completely random point process, where events in disjoint sets are independent of each other. To incorporate repulsion between events, Matérn [1960, 2013] introduced three spatial point process models that build on the Poisson process. The three models, called the Matérn hardcore point process of type I, II and III, only allow point process realizations with pairs of events separated by at least some fixed distance η, where η is a parameter of the model. The three models are constructed by applying different dependent thinning schemes on a primary homogeneous Poisson point process. Despite being theoretically more challenging than the other two processes, the type-III process has the most natural thinning mechanism, and supports higher densities of points. Rao et al. [2017] showed how this can easily be generalized to include probabilistic thinning and spatial inhomogeneity. Furthermore, Rao et al. [2017] showed that posterior inference for a completely observed type-III process can be carried out in a relatively straightforward manner. These advantages make the generalized Matérn type-III process superior to the other two as a prior for mixture models. For simplicity, we will refer to this process as the Matérn process in the rest of this paper.

Formally, the Matérn process is a finite point process defined on a space Θ, parameterized by a thinning kernel \( K_\eta : \Theta \times \Theta \to [0, 1] \) and a nonnegative intensity function \( \lambda_\Theta : \Theta \to [0, \infty) \). We will find it convenient to decompose the function \( \lambda_\Theta(\theta) \) as \( \lambda_\Theta(\theta) = \lambda \cdot p_\Theta(\theta) \), for a finite normalizing constant \( \lambda > 0 \) and some probability density \( p_\Theta(\theta) \) on \( \Theta \). Simulating this process proceeds in four steps: (1) Simulate the primary process \( F_\Theta = \{ \theta_1, \ldots, \theta_{|F_\Theta|} \} \) from a Poisson process with intensity \( \lambda_\Theta(\cdot) \) on \( \Theta \). (2) Assign each event \( \theta_j \) in \( F_\Theta \) an independent random birth-time uniformly on the interval \( T = [0, 1] \). (3) Sequentially visit events in the primary process according to their birth-times (from the oldest to the youngest) and attempt to thin (delete) them. Specifically, at step \( j \), the \( j \)th oldest event \( (\theta, t) \) is thinned by each surviving older primary event \( (\theta', t'), t' < t \) with probability \( K_\eta(\theta, \theta') \). (4) Write \( G_\Theta \) and \( \tilde{G}_\Theta \) for the elements of \( F_\Theta \) that survive and are thinned from the previous step, respectively. The set \( G_\Theta \) forms the Matérn process realization.

For a hardcore Matérn process (figure 1), the thinning kernel satisfies \( K_\eta(\theta, \theta_j) = \mathbf{1}_{\|\theta - \theta_j\| < \eta} \), where \( \eta \) is the thinning radius, so that thinning is deterministic: new events within distance \( \eta \) of a previously survived event are thinned with probability 1. Other approaches are probabilistic thinning [Rao et al., 2017], where \( K_\eta(\theta, \theta_j) = \eta_p \mathbf{1}_{\|\theta - \theta_j\| < \eta_p} \) (with \( \eta_p \in [0, 1] \)), or the smoother squared-exponential thinning, where \( K_\eta(\theta, \theta_j) = \exp(-\|\theta - \theta_j\|^2/2\eta^2) \). Huber and Wolpert
[2009] propose soft-core thinning, where each event \( \theta_j \) has its own thinning radius \( \eta_j \) drawn from some distribution, and \( \mathcal{K}_\eta (\theta, \theta_j) = I_{\|\theta - \theta_j\| < \eta_j} \).

Observe that since each event \( \theta_j \) has an independently and uniformly distributed birth-time \( t_j \) associated with it, the set of pairs \( \{(\theta_1, t_1), \ldots, (\theta_{|F_{\Theta}|}, t_{|F_{\Theta}|})\} \) is itself distributed as a Poisson process on \( \Theta \times T \), with intensity \( \lambda(\theta, t) = \lambda_\Theta(\theta)I_{[0,1]}(t) \). We write this extended primary process as \( F \). Consistent with our use of \( F_{\Theta} \) to represent the set of locations of each point in \( F \), we will use \( F_T \) to represent the set of birth-times. Similarly, we will use \( G \) for the extended Matérn events, and \( G_T \) for the associated birth-times (and \( \tilde{G} \) and \( \tilde{G}_T \) for their thinned counterparts).

Following Rao et al. [2017], we will specify the thinning process through a *shadow function* \( \mathcal{H}_\eta : \Theta \times T \rightarrow [0, 1] \) parameterized by a possibly vector-valued \( \eta \). This gives the probability that an event \((\theta^*, t^*) \in \Theta \times T \) is thinned by a collection of events \( G \) as

\[
\mathcal{H}_\eta ((\theta^*, t^*); G) = 1 - \prod_{g \in G} [1 - \mathcal{H}_\eta ((\theta^*, t^*); g)],
\]

where for a single event \( g = (\theta, t) \), \( \mathcal{H}_\eta ((\theta^*, t^*); (\theta, t)) = I_{[t,1]}(t^*)\mathcal{K}_\eta (\theta^*, \theta) \). Note that the \( I_{[t,1]}(t^*) \) formalizes the fact that an event \((\theta^*, t^*) \) can only be thinned by earlier events. We will write MatérnThin\( \mathcal{K} \) \( (F, \eta) \) for the sequential thinning process that assigns elements of \( F \) to one of \( G \) or \( \tilde{G} \) according to thinning kernel \( \mathcal{K}_\eta \) (algorithm 1 in the appendix), and Proj\( \mathcal{A} (-) \) for the operator that projects elements of a set on to some subspace \( \mathcal{A} \). The generative process of \( G_{\Theta} \sim \text{MatérnProcess}_{\mathcal{K}} (\lambda, \eta) \) can be written as

\[
F \mid \lambda \sim \text{PoissonProcess} (\lambda(\cdot, \cdot)), \\
G, \tilde{G} \mid F, \mathcal{K}_\eta \sim \text{MatérnThin}_{\mathcal{K}} (F, \eta), \quad G_{\Theta} = \text{Proj}_{\Theta} (G).
\]

With a Matérn model of point pattern data, one seeks to infer the intensity function \( \lambda_\Theta(\theta) \) and the thinning parameters \( \eta \) from a realization \( G_{\Theta} \). Observe that for the Matérn type-III process, an event can only be thinned by a surviving event, so that the probability of thinning at any location depends only on the set \( G \). Rao et al. [2017] showed that in fact, conditioned on \( G \), the events in \( \tilde{G} \) are distributed as an inhomogeneous Poisson process with intensity \( \lambda_\Theta(\theta) \mathcal{H}_\eta ((\theta, t); G) \). This allowed them to develop an efficient Gibbs sampler when Matérn events \( G_{\Theta} \) are fully observed. This proceeds by sequentially updating the thinned events \( \tilde{G} \), the Matérn birth times \( G_T \), the Poisson intensity \( \lambda_\Theta \) and thinning kernel parameter \( \eta \), each conditioned on the rest. The fact that the thinned events \( \tilde{G} \) can be jointly sampled avoids the need for any birth-death steps in the MCMC algorithm, both simplifying the algorithm and improving its efficiency. We adapt this sampler for our MCMC algorithm, where the fact that the Matérn events are hidden or partially observed will create new challenges. In the next section, we first describe our model that uses the Matérn process to impose repulsion between components of a finite mixture model.

### 3 Matérn repulsive mixture model (MRMM)

We start with a primary Poisson process \( F \) that includes mixture weights, defining it on an extended space \( \Theta \times \mathcal{W} \times T \) with \( T = [0, 1], \mathcal{W} = [0, \infty) \). Write its intensity function as

\[
\lambda(\theta, w, t) = \tilde{\lambda} \cdot p_\Theta (\theta) \cdot p_W (w) \cdot I_{[0,1]}(t).
\]
We will set \(p_{\kappa}(w) = \text{Gamma}(w; \alpha, 1)\), while \(p_{\theta}(\theta)\) will be a problem-specific prior over component parameters. Unlike the Matérn process, we model \(F\) as a Poisson process conditioned to have at least one event. Given \(F\), we will produce a Matérn realization \(G = \{ \{(\theta_1, w_1, t_1), \ldots, (\theta_{|G|}, w_{|G|}, t_{|G|})\} \}\) by applying MatérnThin\(_K\) \((F, \eta)\) for some kernel \(K\) on \(\Theta\) with parameter \(\eta\). Each element \((\theta, w, t) \in G\) will form a component of a mixture model, with \(\theta\) and \(w\) representing the parameter and unnormalized weight of that component; see also figure S1 in the appendix. Our model thus serves as a prior over both the number of components in a mixture model, as well as the component weights and locations. Since events in \(F\) can only be thinned by surviving events, our modified Matérn prior on \(F\) ensures the mixture model has at least one component.

For a set \(A\), write \(\sum A\) for the sum of its elements. Consistent with the notation of \(G_\Theta\) and \(G_\tau\), we write \(G_W\) for \(\text{Proj}_W(G)\). Then, given \(G\), the observed data \(X = \{x_i, i = 1, \ldots, n\}\) is modeled as follows:

\[
x_i \mid G \sim \sum_{(\theta, w, t) \in G} \frac{w}{\sum G_W} p_X(\cdot; \theta), \quad i = 1, \ldots, n. \tag{3}
\]

Here, \(p_X(\cdot; \theta)\) represents some family of probability densities parameterized by \(\theta \in \Theta\). As an example, if the observations lie on a Euclidean space, \(p_X(\cdot; \theta)\) could be a normal distribution, with \(\theta\) representing the location and variance of a component in a Gaussian mixture model. In this case, the density \(p_{\theta}(\theta)\) might be a Normal-Inverse-Wishart distribution.

Note that when the \(w\)'s are independent \(\text{Gamma}(\alpha, 1)\) variables, the vector of normalized weights \((w_1/\sum G_W, \ldots, w_{|G|}/\sum G_W)\) follows a symmetric Dirichlet distribution with concentration parameter \(\alpha\) [Devroye, 1986]. Thus, conditioned on the number of components, we assume a symmetric Dirichlet prior on the weights. If the thinning kernel \(K_\eta\) equals 0, our model then reduces to a standard mixture model, with i.i.d. component parameters, Dirichlet-distributed component weights, and a conditional Poisson distribution on the number of component. Different settings of \(K_\eta\) (hardcore, probabilistic or squared-exponential thinning) allow different kinds of repulsion between the component parameters. Observe that repulsion is only between the component parameters \(\theta\) (not the component weights \(w\)). Further, in many settings we allow \(K_\eta\) to only depend on a subset of the components of \(\theta\). For instance, writing \(\theta = (\theta^0, \theta^\eta)\) where \(\theta^0\) is the component location and \(\theta^\eta\) is the component variance, a common requirement is to enforce repulsion only between the component locations, but not their variances. This can easily be achieved by setting \(K_\eta\) to depend only on \(\theta^0\).

All that is left to complete a Bayesian model is to specify hyperpriors on the hyperparameters \(\bar{\lambda}\) and \(\eta\), as well as any hyperparameters of the density \(p_{\theta}(\theta)\). The last is problem specific, and is no different from models without repulsion. A natural prior for \(\bar{\lambda}\) is the Gamma distribution, while the choice of the hyperprior on \(\eta\) will depend on the type of thinning kernel. In general, we recommend at least a mildly informative prior on the thinning parameter, as otherwise, the posterior can settle on a model without any repulsion. For the hardcore process, where \(\eta\) is the thinning radius, or for the squared-exponential thinning kernel, where \(\eta\) is the lengthscale parameter, we can use a Gamma hyperprior. For probabilistic thinning, where \(\eta = (\tilde{R}, p)\), we can use a Beta prior on the thinning probability \(p\), and a Gamma prior on the thinning radius \(\tilde{R}\). For this last model, we observe competitive performance even by simply fixing \(p = 0.95\) and \(\tilde{R}\) to a value slightly larger than the desired repulsive distance. We include further discussion of the choice of hyperpriors in section 6 and the appendix.

Write \(z = (z_1, \ldots, z_n)\) for the collection of latent cluster assignments of the data in equation (3), with \(z_i \in \{1, \ldots, |G|\}\). Following notation in section 2, with hyperpriors omitted for simplicity, the generative process of MRMM is

\[
F \mid \bar{\lambda} \sim \text{PoissonProcess} \left( \bar{\lambda}(\cdot) \right), \quad \|F\| > 0, \quad G, \tilde{G} \mid F, K_\eta \sim \text{MatérnThin}_K \left( F, \eta \right),
\]

\[
z_i \mid G \sim \text{Multinomial} \left( \frac{w_1}{\sum G_W}, \ldots, \frac{w_{|G|}}{\sum G_W} \right), \quad x_i \mid z_i, G \sim p_X(\cdot; \theta_{z_i}), \quad i = 1, \ldots, n.
\]

Note that for convenience, in the last line above we have imposed an arbitrary ordering on the elements of \(G\), and thus the component identities, though the cluster indicators \(z_i\) really take values in some categorical space. The proposition below gives the joint density of all variables, and will be useful for deriving our posterior sampling algorithm.

**Proposition 3.1.** Write \(\mathcal{P}_\lambda\) for the measure of a rate-\(\lambda(\cdot)\) Poisson process on \(\Theta \times W \times T\). Then the measure of the tuple \(X, G, \tilde{G}\) has density with respect to \(\mathcal{P}_\lambda \times dx^n\) given by

\[
p \left( X, G, \tilde{G} \mid \lambda, \eta \right) = \frac{1 \{|G \cup \tilde{G}| > 0\}}{1 - e^{\int_{\Theta \times W \times T} -\lambda(\theta, w, t) \, d\theta \, dw \, dt}} \prod_{g \in G} \left[ 1 - H_\eta \left( g \mid G \right) \right] \prod_{\tilde{g} \in \tilde{G}} H_\eta \left( \tilde{g} \mid G \right) \prod_{i=1}^n \sum_{(\theta, w, t) \in G} \frac{w}{\sum G_W} p_X(\cdot; \theta). \tag{5}
\]
4 Posterior inference for MRMM

Given a dataset $X = \{x_1, \ldots, x_n\}$ from MRMM, we are interested in the posterior distribution $p(G, z, \bar{\lambda}, \bar{\eta} | X)$, summarizing information about the component weights and locations (through $G$), and the cluster assignments (through $z$). We construct a Markov chain Monte Carlo (MCMC) sampler to simulate from it. Our sampler is an auxiliary variable Gibbs sampler, that for computational reasons, also imputes the thinned events $\tilde{G}$. The sampler proceeds by sequentially updating the latent variables $\bar{\lambda}, \bar{\eta}, G, \tilde{G}$ and $z$ according to their conditional posterior distributions. Among these, the most challenging steps are updating $G$ and $\tilde{G}$: both of these are variable-dimension objects, where not just the values but also the cardinality of the sets must be sampled. Given Matérn events $G$, sampling $\tilde{G}$ resembles the sampling problem from Rao et al. [2017], where the Matérn realization was completely observed. However, our modified prior on $F$ (where $|F|$ must be greater than 0) requires some care, and we provide a different and cleaner derivation of this update step using Campbell’s theorem [Kingman, 1992]. Updating $G$ given the rest is more challenging, and we further augment our MCMC state space with an independent Poisson process $F$, and then update the triplet $(G, \tilde{G}, F)$ to $(G^*, \tilde{G}^*, F^*)$ using a ‘relabelling’ process that keeps the union unchanged. This approach is simpler than reversible-jump or birth-death approaches, with the augmented Poisson intensity trading-off mixing and computation, and forming the only new parameter. Below, we present full details of the Gibbs steps.

1) Updating thinned events $\tilde{G}$: Given $G$, the thinned events $\tilde{G}$ are independent of the observations: $p(\tilde{G} | \lambda, \eta, G, z, X) = p(\tilde{G} | \lambda, \eta, G)$. Furthermore, events in $\tilde{G}$ can only be thinned by events in $G$, suggesting that conditioned on $G, \lambda, \eta$, the events within $\tilde{G}$ do not interact with each other, and form a Poisson process. The result below formalizes this:

**Proposition 4.1.** Given all other variables, the conditional distribution of the thinned events $\tilde{G}$ is a Poisson process with intensity $\lambda(\cdot)\mathcal{H}_{\eta}(\cdot;G)$.

This result resembles that of Rao et al. [2017], though our derivation in the appendix exploits proposition 3.1 and works with densities with respect to the rate-$\lambda$ Poisson measure, and is simpler and cleaner. Simulating such a Poisson process is straightforward: simulate a Poisson process with intensity $\lambda(\cdot)$ on the whole space $\Theta \times \mathcal{W} \times \mathcal{T}$, and then keep each event $\tilde{g}$ in it with probability $\mathcal{H}_{\eta}(\tilde{g};G)$ [Lewis and Shedler, 1979]. This makes jointly updating the entire set $\tilde{G}$ easy and efficient, without any tuning parameters.

2) Updating the Matérn events $G$: This step is significantly more challenging, since unlike the thinned events, the Matérn events interact with each other, and with the clustering structure of the data. Consequently, we cannot simply discard $G$ and sample a new realization. Instead, we produce a dependent update of $G$, through a Markov kernel that targets this conditional distribution.

We first discard the cluster assignments $z$; note these can easily be resampled (see step 3 below). A naive approach is then to make a pass through the elements of $G \cup \tilde{G}$, reassigning each to either $G$ or $\tilde{G}$ based on the appropriate conditional. This forms a standard sequence of Gibb's updates, and does not involve any reversible jump or stochastic process simulation. At the end of this pass, we have an updated pair $(G^*, \tilde{G}^*)$, with $G^*$ possibly having different number of elements from $G$. While this keeps the union $G \cup \tilde{G}$ unchanged, our ability to efficiently update $\tilde{G}$ might suggest fast mixing.

In our experiments however, we observed poor mixing, especially with hardcore thinning. The latter setting forbids elements of $G^*$ from lying within each others’ shadow, and also requires $\tilde{G}^*$ to lie in the shadow of $G^*$, making it hard to switch an event from the Matérn set to thinned set, or vice versa. To address this, we begin this step by augmenting our MCMC state-space with an independent rate-$\gamma \lambda(\cdot)$ Poisson process $\tilde{F} \subset \Theta \times \mathcal{W} \times \mathcal{T}$:

$$\tilde{F} \mid \gamma, \lambda \sim \text{PoissonProcess}(\gamma \lambda(\cdot)).$$

(6)

We call $\gamma > 0$ the augmentation factor, which forms a parameter of our MCMC algorithm. Since $\tilde{F}$ is simulated independently of all other variables, the joint distribution of $(G, \tilde{G}, \tilde{F})$ conditioned on all other variables has the conditional distribution of $(G, \tilde{G})$ as its marginal. Having simulated $\tilde{F}$, we cycle through the elements of $G \cup \tilde{G} \cup \tilde{F}$, sequentially relabeling each event as “survived”, “thinned” or “augmented” to produce a new triplet $G^* \cup \tilde{G}^* \cup \tilde{F}^*$. This relabelling is carried to preserve the joint conditional of $G^*, \tilde{G}^*, \tilde{F}^*$, so that after discarding $\tilde{F}^*$, we have updated $(G, \tilde{G})$ while maintaining their conditional distribution.

The augmented Poisson process $\tilde{F}$ more easily allows events to be introduced into, and removed from $G$, especially in the hardcore setting. Each relabeling step is straightforward, and requires computing a 3-component probability. For each $e \in G \cup \tilde{G} \cup \tilde{F}$, write $G^*e, \tilde{G}^*e$ and $\tilde{F}^*e$ for the sets resulting from removing $e$ (only one of these will
change). Write $S \setminus e$ for the sum of the unnormalized mixture weights after removing $e$: $S \setminus e = \sum \text{Proj}_W (G \setminus e)$. For an observation $x_i \in X$ and event $g = (\theta, u, t) \in G$, write $l_i^g = w_{px} (x_i; \theta)$. Write $L_i^e = \sum_{g \in G \setminus e} l_i^g$, this is the unnormalized likelihood of observation $i$ with event $e$ taken out, and with its cluster assignment marginalized out. Then, following proposition 3.1, and with $e_W = \text{Proj}_W (e)$, the probabilities of “survived”, “thinned” or “augmented” are

$$P(e \in G|−) \propto \prod_{i=1}^{n} \frac{l_i^e + L_i^e}{S_i^e} \prod_{g \in G \setminus e_W} \left[ 1 - \mathcal{H}_n(g; G \setminus e_W) \right] \prod_{\tilde{g} \in \tilde{G}} \mathcal{H}_n(\tilde{g}; G \setminus e_W),$$

$$P(e \in \tilde{G}|−) \propto \prod_{i=1}^{n} \frac{L_i^e}{S_i^e} \prod_{g \in G \setminus e_W} \left[ 1 - \mathcal{H}_n(g; G \setminus e_W) \right] \prod_{\tilde{g} \in \tilde{G}} \mathcal{H}_n(\tilde{g}; G \setminus e_W),$$

$$P(e \in \tilde{F}|−) \propto \gamma \prod_{i=1}^{n} \frac{L_i^e}{S_i^e} \prod_{g \in G \setminus e_W} \left[ 1 - \mathcal{H}_n(g; G \setminus e_W) \right] \prod_{\tilde{g} \in \tilde{G}} \mathcal{H}_n(\tilde{g}; G \setminus e_W).$$

Having cycled through all elements of $G \cup \tilde{G} \cup \tilde{F}$, we have a new partition ($G^*, \tilde{G}^*, \tilde{F}^*$), after which the augmented Poisson events $\tilde{F}^*$ are discarded; see also algorithm 2 and figure S2 in the appendix. The augmented factor $\gamma$ in this procedure governs the cardinality of augmented events $\tilde{F}$. A larger $\gamma$ results in faster mixing, but higher computational cost. Our experiments suggests that a moderate augmentation factor (somewhere between 5 to 10) adequately balances mixing and computation.

3) Updating cluster assignments $z$ and component weights $G_W$: Given $X$ and mixture parameters $G_\theta$ and $G_W$, we can easily resample the assignments $z$ that were discarded at the start of the previous step. This is no different from standard mixture models; for observation $i$: $p(z_i = g|−) \propto l_i^g$, $\forall g \in G$. Clusters assignments for all observations are conditionally independent, so that these assignments can be carried out in parallel.

In light of the first two update steps, updating the component weights $G_W$ is not strictly necessary, nevertheless it is very straightforward and improves mixing significantly. Given cluster assignments $z$ and the number of mixture components $|G|$, the mixture weights $G_W = \{ w_j, j = 1, \ldots, |G| \}$ are independent of the other variables. A priori, the $w_j$’s are independent Gamma$(\alpha, 1)$ random variables, or equivalently, are obtained by multiplying a sample from a Dirichlet$(\alpha, \ldots, \alpha)$ distribution (the normalized weights) with an independent sample from a Gamma$(|G|\alpha, 1)$ distribution (the sum of the weights) [Devroye, 1986]. We work with the latter representation, and seek to simulate from the posterior distribution of the normalized weights and the sum of the weights. It is easy to see that these continue to be independent under the posterior. The sum of the weights plays no role in the likelihood, and continues to follow a Gamma$(|G|\alpha, 1)$ distribution, while the Dirichlet-multinomial conjugacy implies that the normalized weights follow a Dirichlet$(\alpha + n_1, \ldots, \alpha + n_{|G|})$, with $n_j$ the number of observations in component $j$.

4) Updating component locations $G_\theta$ and Matérn birth-times $G_T$: Again, updating the component locations $G_\theta$ and birth-times $G_T$ is not strictly necessary, nevertheless, we find doing it improves mixing. With the number of Matérn events $G$ and thinned Matérn events $\tilde{G}$ determined, updating these is straightforward, if a little tedious. Unlike standard mixture models, because of repulsion, component locations are not conditionally independent. Write $\theta_j$ for the location of $j$-th component, and write $X_j$ for the observations assigned to this component. Then, the conditional distribution of $\theta_j$ is

$$p \left( \theta_j \mid G_\theta^j, G_T, \tilde{G}, \tilde{\Lambda}, \eta, X_j \right) \propto p \left( G, \tilde{G} \mid \lambda, \eta \right) p_\theta \left( \theta_j \right) \prod_{x \in X_j} p_x \left( x \mid \theta_j \right).$$

The term $p(G, \tilde{G} \mid \lambda, \eta)$ accounts for how changing the $j$th event’s location changes the shadow, and therefore the probability of the current Matérn and thinned events. The other two terms are the prior and likelihood of $\theta_j$ under a mixture model without repulsion. A simple way to simulate from this is with a Metropolis-Hastings step, and when the prior $p_\theta$ is conjugate to the likelihood $p(x \mid \theta)$, a natural choice for the proposal distribution is the posterior distribution if there were no repulsion: $q_j \left( \theta_j \right) = p_\theta \left( \theta_j \right) \prod_{x \in X_j} p_x \left( x \mid \theta_j \right)$.

Like the component locations, the birth-times $G_T$ of the Matérn events can also be updated one at a time. Given the component locations, $G_T$ is independent of the observations or their cluster assignments, and one only needs to consider their impact on the shadow (proposition 3.1). Specifically, if $t_j$ is the birth time of the $j$-the event, then

$$p \left( t_j \mid − \right) \propto p(G, \tilde{G} \mid \lambda, \eta) \propto \prod_{g \in G} \left[ 1 - \mathcal{H}_n \left( g \mid G \right) \right] \prod_{\tilde{g} \in \tilde{G}} \mathcal{H}_n \left( \tilde{g} \mid G \right).$$
Since \( t_j \in [0, 1] \), simulating from this is straightforward, though it is possible to simplify this further. When the thinning kernel is symmetric, the probability of one event thinning event \( j \), were the former the older one, is the same as event \( j \) thinning the first if event \( j \) were older. Thus, changing \( t_j \) will only change which could thin which, and not affect the thinning probability. As a result, the first product term does not depend on \( t_j \) and can be dropped. Next, the birth-times of the thinned events \( \tilde{g}_j = (\tilde{t}_j, \tilde{w}_j, \tilde{t}_j) \in \tilde{G} \) can be used to partition the interval \( T = [0, 1] \) into segments \([\tilde{t}_j, \tilde{t}_{j+1}) \), \( j = 1, \ldots, |\tilde{G}| - 1 \). If the thinning probability is a function only of separation in space (as is the case with all kernels we have considered), then the probability of \( t_j \) within each segment is constant, depending only on the number of thinned events born before and after the interval \([\tilde{t}_j, \tilde{t}_{j+1}) \). Specifically, for any time \( t \), define \( \tilde{G}^{<t} \) as the subset of events in \( \tilde{G} \) that were born before or at \( t \), and define \( \tilde{G}^{>t} \) similarly. Then

\[
p (t_j \in [\tilde{t}_j, \tilde{t}_{j+1}) | -) \propto \prod_{g \in \tilde{G}^{<t}} H_\eta (g; G^{-j}) \prod_{\tilde{g} \in \tilde{G}^{>t}} H_\eta (\tilde{g}; G).
\]

Having picked a segment, the exact value of \( t_j \) is drawn uniformly within the segment.

5) **Updating hyperparameters:** Hyperparameters include the primary Poisson process intensity, and those in the thinning kernel. The mean intensity \( \lambda \) controls the cardinality of the primary process \( F \), and it is easy to show that with a Gamma\((a, b)\) prior, and with the constraint \(|F| > 0\), the conditional posterior is

\[
p (\lambda | F) \propto \frac{1}{\lambda} Gamma(\lambda; a + |F|, b + 1).
\]

Next, write \( \nu \) for any parameters of the normalized Poisson intensity \( p_\nu(\theta | \nu) = \lambda_\nu(\theta)/\lambda \). For a prior \( p_\nu(\nu) \), the conditional distribution simplifies as

\[
p (\nu | -) \propto p_\nu(\nu) \prod_{g \in F} p_\nu(\theta | \nu).
\]

Finally, writing \( p_\eta \) for the prior for the thinning parameter \( \eta \), the posterior is

\[
p (\eta | -) \propto p_\eta(\nu) \prod_{g \in \tilde{G}} [1 - H_\eta (g; G)] \prod_{\tilde{g} \in \tilde{G}} H_\eta (\tilde{g}; G).
\]

All three distributions above can be updated using any standard MCMC kernel.

5 Related Work

Work on repulsive mixture models dates back to at least Dasgupta [1999]. While that work did not propose a new model for repulsion, it demonstrated the importance of separated components for learning mixture models. An early Bayesian mixture model with repulsion was proposed in Petralia et al. [2012]. Here, repulsion was induced through a Gibbs point process mechanism: specifically, the prior probability of any configuration of component locations was proportional to the product of individual component probabilities multiplied by a term that penalizes nearby components. The authors there considered two types of penalties, one corresponding to a product of penalty terms for each pair of components, and one depending on the minimum separation between components, before deriving an MCMC sampler, and proving posterior consistency. Xie and Xu [2019] and Quinlan et al. [2018] generalized this model slightly, and also derived posterior rates of convergence. Figueiredo et al. [2019] considered a similar approach to Petralia et al. [2012], though they framed their work in the more general setting of non-local priors. Here, given a collection of nested models, parameter configurations in a more complex model that result in an identical density to some configuration in a simpler model are given zero probability. All these works however face computational challenges: the Gibbs interaction term results in intractable normalization constants. This is especially severe when trying to infer parameters of the repulsive penalty, or switch between models with different numbers of components. Our work replaces the Gibbs point process with the Matern type-III process, though one can use other underdispersed point processes. In Bianchini et al. [2018], the authors use a determinantal point processes (DPP) [Hough et al., 2006, Scardicchio et al., 2009, Lavancier et al., 2015]. While mathematically and computationally elegant, DPPs are not as mechanistic as Gibbs-type models, or our thinning mechanism. In our experiments, we compare with the models of Xie and Xu [2019] and Bianchini et al. [2018]. Finally, in Beraha et al. [2022], the authors propose an exact MCMC sampler that like ours work side-steps the need for reversible jump MCMC. This auxiliary variable method focuses on a different class of repulsive models, and relies on a perfect simulation algorithm.

We end by nothing that another line of work takes a post-processing approach, deliberately using over-fitted mixtures with a large number of components, and then discarding unoccupied clusters [Frühwirth-Schnatter and Malsiner-Walli, 2019, Saraiva et al., 2020], and merging nearby clusters together [Malsiner-Walli et al., 2016]. Unlike model-based approaches like ours, these are a bit ad hoc, making it difficult to coherently calibrate uncertainty, especially in more complicated hierarchical models. We refer the reader to Frühwirth-Schnatter and Malsiner-Walli [2019] for a comprehensive overview of these and related issues.
6 Experiments

In this section we evaluate different settings of our MRMM model and MCMC algorithm, and compare with two other repulsive models: the DPP-based method of Bianchini et al. [2018] and the repulsive Gaussian mixture model of Xie and Xu [2019]. We implemented our method as a Python3 package mrmm². An R implementation of the method of Bianchini et al. [2018] was acquired directly from the authors, while a MATLAB implementation of the method of Xie and Xu [2019] was obtained from their supplementary material.

For our model, for all experiments, we placed a Gamma(1, 1) prior on the unnormalized mixture weights $w_j$, resulting in a flat Dirichlet prior on the mixing proportions. Unless otherwise specified, we placed a Gamma(1, 0.1) prior on the mean intensity of the primary Poisson process, $\lambda$. We considered three Matérn thinning kernels, the hardcore, probabilistic and squared-exponential kernel (see table S1 in the supplementary material for details). Recall that with zero repulsion, MRMM reduces to an independent mixture model with a prior on the number of components. As stated earlier, it is important to have a relatively informative hyperprior on the parameters of the repulsive kernel, otherwise the model can revert to no repulsion to maximize the data likelihood. Factors influencing this hyperprior can include the strength/range of repulsion, as well as prior belief about the true number of components. While a closed-form expression for the latter is very hard to obtain [Matérn, 2013], prior simulation affords a practical way to calibrate the choice of hyperprior. For the probabilistic thinning kernel, we found it sufficient to fix both the thinning radius and thinning probability based on such knowledge, since its probabilistic nature allows some robustness to excessive repulsion. We can allow a little more flexibility by fixing the thinning probability to a value like 0.95, while placing a prior on the thinning radius: for most of our experiments, we used a Gamma(4, 2) prior, which had mean 2 and variance 1. We used the same prior on the thinning radius of the hardcore kernel, and on the length-scale in the squared-exponential kernel.

We evaluated model and sampler performance along three dimensions: computational efficiency, goodness-of-fit and parsimony. For computational efficiency, we first computed the effective sample size (ESS) of a number of posterior statistics (for simplicity, we reported only one of them, the number of components, though others like the parameter $\eta$ perform similarly). ESS estimates the number of uncorrelated samples that a sequence of dependent MCMC samples perform similarly. Dividing this by the total run CPU runtime of the MCMC sampler, we get the ESS per second (ESS/s), an estimate of the cost of producing one independent sample. We use this as our measure of sampler efficiency. We emphasize that since all our models were implemented in different programming languages, this metric should be viewed not as an exact measure of performance, but rather to identify if performances differ by orders of magnitude, and how they scale. To evaluate the goodness-of-fit and predictive accuracy, we reported the predictive likelihood $\log p (X_{test} | X)$ of a held-out test dataset $X_{test}$, as well as the log pseudo-marginal likelihood $\text{LPML} = \sum_i \log p (x_i | X^{-i})$ where $X^{-i}$ denotes the dataset without the $i$-th observation [see Bianchini et al., 2018]. To assess the parsimony and interpretability of inferred model, we reported the posterior mean and variance of the number of components $E(C | X)$ and $\text{Var}(C | X)$, as well as a central estimate of the posterior clustering structure (a ‘median’ posterior clustering). The latter was obtained by minimizing the posterior expectation of Binder’s loss function under equal misclassification costs [Bianchini et al., 2018, Lau and Green, 2007]. We denote the number of components in this estimate as $C_B$.

6.1 Effect of augmentation factor $\gamma$ on MCMC efficiency

![Figure 2](image_url)

Figure 2: The impact of augmentation factor on (left) MCMC mixing (ESS out of 20,000 iterations), (middle) MCMC mixing rate (ESS/s) and (right) computational cost (CPU time). A tiny perturbation is added to $\gamma$’s to ensure visibility.

²available online and in supplementary material
We focus here on MRMM with hardcore thinning, the most challenging setting for MCMC mixing. We applied MRMM to synthetic data generated from two-dimensional Gaussian mixture models, with minimum component separation of 4.0 and with varying number of components (see the supplementary material for more details). For each model, we simulated 50 training datasets, each consisting of 20 observations per component. The number of components \( C \) thus quantifies both model complexity and dataset size. We modeled each dataset as a hardcore MRMM with the thinning radius fixed to 2. The covariance of each component was set to the \( 2 \times 2 \) identity matrix \( I_2 \), and the normalized intensity \( p_0(\theta) \) was set to \( N(0, 10I_2) \). For each dataset, we ran our MCMC sampler for 20,000 iterations, with \( \gamma \) ranging from 1 to 500.

Figure 2 plots the raw ESS (left), ESS/s (center) and CPU run-time (right) against the augmentation factor \( \gamma \), with each curve representing a different generative model. The right panel shows that, as expected, increasing \( \gamma \) results in an increase in CPU time, as the number of events in the augmentation Poisson process increases. At the same time, the leftmost panel shows that this added computational cost comes with the benefit of faster mixing, as more augmented Poisson events more easily allows events to be switched into and out of the Matérn events \( G \). For small values for \( \gamma \), this improvement is significant, before plateauing out as \( \gamma \) crosses 50. The middle panel shows that this improvement easily compensates for the added computational burden. We see similar results for other thinning kernels, but do not include them. In practice, based on these results, we recommend setting \( \gamma \) somewhere in the range of 5 to 10. In the rest of our experiments, we fix it to 5.

### 6.2 Study of thinning kernels and thinning strengths

Having established that our MCMC sampler mixes well, we now proceed to study the effect of different thinning kernels and thinning strengths on MRMM inferences. Table 1 lists all thinning kernels and corresponding parameters used in this study.

| Thinning Kernel | Thinning Parameter | Expression |
|-----------------|--------------------|------------|
| Hardcore        | \( \eta = R \)     | \( K_R(\theta, \theta') = I_{|\theta - \theta'| < R} \) |
| Probabilistic   | \( \eta = (R, p) \) | \( K_{(R,p)}(\theta, \theta') = pI_{|\theta - \theta'| < R} \) |
| Squared-exponential | \( \eta = l \) | \( K_l(\theta, \theta') = \exp \left\{ -\frac{||\theta - \theta'||^2}{2l^2} \right\} \) |

Table 1: Thinning kernels used in experiments

We consider a series of two-dimensional Gaussian mixture models (see figure S5 in the supplementary material). Each model consists of four equally weighted, unit-variance Gaussian components, located at \( (-d/2, 3d/2), (d/2, d), (-3d/2, -3d/2) \), where \( d = 1, 2, 3, 4 \) quantifies the separation level. A training dataset of size 200 and a test data with 100 observations were simulated independently for each model. We set the prior \( p_0(\theta) \) to a Gaussian with mean zero and covariance \( 10I_2 \), and placed an inverse-Wishart prior with 2 degrees of freedom and a scale matrix \( I_2 \) on the covariances. When learning the thinning strength (thinning radius \( R \) for both hardcore and probabilistic MRMM, or the lengthscale \( l \) for the squared-exponential MRMM), we placed a Gamma(4, 2) prior with mean 2.0 and variance 1.0. All results were obtained from 2,000 iterations of MRMM after discarding the first 1,000 samples as burn-in.

While the supplementary material discusses the results in detail, we focus here on the heatmaps in figure 3 and figure 4, which, respectively evaluate the parsimony and the goodness-of-fit. As expected, increasing repulsion strength results in greater parsimony, with the posterior mean of the number of clusters dropping. Interestingly, moderate values of repulsion do not significantly harm the model fit. However, a strong repulsion strength does result in a drop in predictive power, especially for the hardcore MRMM. This is a pattern we will continue to see with the real data. In the setting where we learn \( R \), we observe good predictive performance, and reasonable parsimony, though a few settings suggest that a stronger prior might be needed.

### 6.3 Chicago 2019 homicide data

We next consider a dataset of homicide recordings, collected in Chicago, Illinois in the year 2019. This consists 501 entries, and we randomly split these into 416 (85%) training data points and 85 (15%) testing data points. Figure 5 shows the training data, consisting of the latitude and longitude of each homicide, superimposed on a map of Chicago.

\(^3\)obtained from [https://data.cityofchicago.org/Public-Safety/Crimes-2019/w98m-zvie](https://data.cityofchicago.org/Public-Safety/Crimes-2019/w98m-zvie)
These range from \((-87.8066, -87.5293)\) to \((41.6572, 42.0208)\), and we modeled these with MRMM, specifically, a two-dimensional Gaussian mixture model with hardcore repulsion between component locations. We set \(p_0(\theta)\) to a Gaussian density, with mean \((-87.6727, 41.8180)\) (centered in Chicago), and with variance set to \(7 \times 10^{-3} I_2\) (to cover the entire city). We placed an inverse-Wishart prior with 2 degrees of freedom and scale matrix \(3.5 \times 10^{-3} I_2\) on the covariance of each Gaussian mixture component. In settings where we wished to learn the thinning radius \(R\), we placed a Gamma(40, 200) prior on \(R\), corresponding to a prior mean of 0.2 and variance of 0.001. For all simulations, we ran 5,000 iterations of our MCMC sampler, and discarded the first 2,500 samples as burn-in.

Figure 5: Chicago homicide data.

Figure 6: Contours and component assignments of Chicago crime data with hardcore MRMM.

Figure 6 and table 2 show the results from the hardcore MRMM with different thinning radii. Across all posterior samples, there were 3 dominant components, with the remaining components accounting for a small portion of observations. The leftmost panel in figure 6 shows the median clustering without any repulsion: here the observations to the south of Chicago are assigned to three components. Increasing the repulsion radius to .1 simplifies these three components into a single large component, even though the observations here deviate slightly from the.
Gaussian assumption. This is a clear illustration of MRMM being robust to model misspecification. Table 2 shows that this simpler model does not come at the cost of a serious loss in predictive power. Increasing the thinning radius to .2 on the other hand causes a steep drop in predictive performance, with a majority of the data points now being assigned to a single component (with a few observations to the north-east assigned to their own component). Inferring the thinning radius results in a posterior mean and variance $\mathbb{E} [R | X] = 0.08$, $\text{Var} (R | X) = 0.0001$, and achieves a good trade-off between parsimony and goodness-of-fit. Here again, south Chicago is covered by a single component instead of multiple components as in the no-repulsion case.

Similar results were obtained using probabilistic thinning, we include them in the supplementary material. One takeaway of this and subsequent experiments is that the more complicated probabilistic and softcore thinning mechanisms discussed in Rao et al. [2017] are not necessary in mixture modeling applications. This is largely due to the fact that the number of mixture components is orders of magnitude smaller than the number of observations or events in a point processes. Consequently, the simple hardcore thinning mechanism will typically suffice.

### 6.4 Protein structure data

Our next experiment deals with the Malate dehydrogenase protein dataset, publicly available as 7mdh in the protein data bank [Berman et al., 2002]. This consists of 500 pairs of torsion angles, each pair $x = (\phi, \psi) \in [-\pi, \pi] \times [-\pi, \pi]$ forming a point on a torus. Figure 7 plots this data, with the right panel showing a planar representation of the data known as the Ramachandran plot [Ramachandran et al., 1963]. While the latter shows the underlying clustering structure more clearly, it ignores the fact that the edges wrap back to each other. Consequently, modeling this data away of this and subsequent experiments is that the more complicated probabilistic and softcore thinning mechanisms discussed in Rao et al. [2017] are not necessary in mixture modeling applications. This is largely due to the fact that the number of mixture components is orders of magnitude smaller than the number of observations or events in a point processes. Consequently, the simple hardcore thinning mechanism will typically suffice.

![Figure 7: The Malate dehydrogenase protein data, plotted (Left) on a torus. (Right) as a Ramachandran plot, where the torus is flattened to 2-d.](image)

The univariate von Mises distribution is widely used to model one-dimensional angular variables. For $\phi \in [-\pi, \pi]$, its density is $p(\phi | \mu, \kappa) = \frac{\exp \left\{ \kappa \cos (\phi - \mu) \right\}}{2 \pi I_0(\kappa)}$, where $\mu$ is the center of the distribution (mean and mode), $\kappa > 0$ measures concentration around this, and the normalization constant $I_0(\cdot)$ is the modified Bessel function of the first kind of order $m$. This distribution is analogous to the univariate Gaussian distribution in the Euclidean space, though it captures the periodicity of the angular variables. It converges to the uniform distribution on $[-\pi, \pi]$ when $\kappa \to 0$. Writing each observation as $x = (\phi, \psi)$, we model these using a Matérn repulsive mixture model, where under each mixture component, the angles $\phi$ and $\psi$ are independent von Mises variables. Write the parameters of each mixture component as $\theta = (\mu_1, \mu_2)$ and $\kappa = (\kappa_1, \kappa_2)$, then observations from that component have density $p \theta (x = (\phi, \psi); \theta, \kappa) \propto \exp \left\{ \kappa_1 \cos (\phi - \mu_1) + \kappa_2 \cos (\psi - \mu_2) \right\}$. We set $p_\theta(\theta)$ to the bivariate uniform distribution on $[-\pi, \pi] \times [-\pi, \pi]$, and placed a Gamma$(10, 1)$ prior on the concentration parameter $\kappa$. To induce
Matérn thinning, we computed distances on the torus as
\[ d_2((\phi, \psi), (\phi', \psi')) = \sqrt{d_1(\phi, \phi')^2 + d_1(\psi, \psi')^2}, \]
where \( d_1(\phi, \phi') = \min\{|\phi - \phi'|, \pi - |\phi - \phi'|\} \). This distance was used in a standard hardcore or probabilistic thinning kernel. We note that we can easily extend our model to more sophisticated geodesic distances, or model each component as a bivariate von Mises distribution with correlations (see Mardia [1975], Mardia et al. [2007]).

We ran 5,000 MCMC iterations on the hardcore MRMM model and discarded the first half as burn-in. Figure 8 and table 3 show the results with different levels of repulsion. Observe from figure 7 that the data consists of three large components of observations, with a couple of smaller components. Our model without repulsion returns about 12 components on average under the posterior distribution, with the leftmost panel of figure 8 showing the median clustering. As with the Euclidean setting, increasing repulsion strength results in fewer components, simpler posterior distributions (indicated by smaller posterior variance) and more interpretable results. A strong repulsion \( R = \pi/2 \) produced around 5 components, agreeing with the findings in Mardia et al. [2007], though resulting in a drop in model fit and predictive power. Placing a \( \text{Gamma}(5, 1) \) prior (mean 5, variance 5) on the thinning radius infers weaker repulsion (a posterior mean and variance for \( R \) equal to 0.19\( \pi \) and 0.017\( \pi^2 \)), and thus more components (11 on average). These results are partly because of our choice of component likelihoods, where the two angles are independent under each component. The component near the origin on the other hand exhibits strong correlation between the angles, and our MRMM model has to split this into two (figure 8, right). As stated earlier, extending our model to allow correlated components is conceptually straightforward using the bivariate von Mises distribution. This however introduces normalization constants for each component that can be quite challenging to compute, requiring techniques from Rao et al. [2016], Lin et al. [2017]. To avoid unnecessary complications, we have not followed this path. We emphasize though that modeling repulsion on non-Euclidean spaces using existing models is a less straightforward proposition.

### 6.5 Comparison with Xie and Xu [2019] on the Old Faithful dataset

The Old Faithful geyser eruption dataset [Silverman, 1986] is a well-known dataset, recording eruption lengths of the Old Faithful geyser in the Yellowstone National Park. In Xie and Xu [2019], the authors evaluated their model on this dataset, and in this section, we use it to compare our model with theirs. Following Xie and Xu [2019], we paired each observed eruption duration time with the time length of the next eruption, resulting in 271 bivariate observations. We split this into training and test sets, with size 219 and 52 respectively.
Consistent with the setup of Xie and Xu [2019], we used a Gaussian distribution for $p_\Theta(\theta)$, centered at $(0, 0)$, and with covariance $10 I_2$. For the covariance matrix of each mixture component, Xie and Xu [2019] assumed independence between the two dimensions and placed truncated inverse Gamma$(1, 1)$ priors on the diagonal elements. For MRMM, we used the more natural inverse-Wishart prior with 2 degrees of freedom and scale matrix $I_2$ on the covariance matrices. We set the repulsive parameter of Xie and Xu [2019] to its default setting of their code (also the setting in their experiments) below. For different settings of the thinning radius of hardcore MRMM, we ran 5,000 MCMC iterations. Because of issues with MCMC mixing, we had to run the model of Xie and Xu [2019] for 10,000 iterations. For both models, we discarded the first half of the samples as burn-in, and report posterior summaries of both approaches in Table 4 and Figure 9.

First, observe that this dataset consists of four clearly separated components, and for all models, the posterior mean of the number of components was around this value. MRMM returns slightly higher estimates of this quantity compared to Xie and Xu [2019], but with a much smaller sample variance, suggesting that the posterior is simpler and more concentrated. So long as the thinning radius is not forced to too large a value, MRMM also returns much better fits, both in terms of predictive likelihood and LPML. Observe that both the model of Xie and Xu [2019] and MRMM with $R = 2$ merge the two top components into a large component, whereas other settings of MRMM keep them clearly separated. In these settings, instead of compromising model fit, MRMM tends to simplify the posterior by concentrating around this solution, and avoiding additional extraneous components. This is also the case with a Gamma$(4, 2)$ prior on $R$, where the thinning radius has posterior mean $\mathbb{E} [R | X] = 1.40$ and variance $\text{Var} (R | X) = 0.1864$, with an average of 4 components.

We also reported the CPU run time to produce 5000 samples in Table 4, with both requiring roughly the same time per iteration (note though that Xie and Xu [2019] implemented their approach in Matlab and MRMM was written in Python). As we noted earlier, mixing in their case was poorer, and we had to run their algorithm for twice the number of iterations as ours to get stable results. This can also be seen in the reported ESS/s numbers, where our sampler shows larger (often much larger) values. Results for probabilistic MRMM can be found in the supplementary material.
6.6 Comparison with Bianchini et al. [2018] on the Galaxy dataset

The Galaxy dataset [Roeder, 1990] is publicly available as part of the DPpackage in R, and contains 82 measured velocities of different galaxies from six well-separated conic sections of space. In Bianchini et al. [2018], the authors evaluated their model on this well-known dataset, using LPML as their goodness-of-fit criteria. We use the same in this section. Following the same preprocessing steps described in Bianchini et al. [2018], we centered the data and rescaled it by a factor of $10^{-3}$, which resulted in a dataset ranged from $-11.65$ to $13.45$. Like Bianchini et al. [2018], we set $p_{\theta}(\theta)$ to place a mean 0 and standard deviation 10 Gaussian prior on the component locations, and an inverse-Gamma$(3, 3)$ prior on the variance of each mixture component. We ran both samplers for 10,000 iterations, and discarded the first 5,000 iterations as burn-in. Figure 10 and table 5 present the results of MRMM with hardcore thinning, along those of with Bianchini et al. [2018].

The left-most panel in figure 10 dispays the mean posterior density for the model without any repulsion. For this model, the posterior mean number of components is around 8, with a relatively large variance of 4. The two rightmost panels show the corresponding densities for MRMM (with a Gamma prior on the thinning radius), and the model of Bianchini et al. [2018]. Both models have about 6 components, though the posterior density or the predictive performance is not significantly different from the model without repulsion. By forcing the thinning radius to 5, the components around the origin merge into a single component. Whether this is an appropriate amount of repulsion must be determined by the practitioner, though we note that even here, the drop in performance, while noticeable, is not very large. With a Gamma$(4, 2)$ prior on $R$, we get a posterior mean $E[R \mid X] = 1.54$ and variance $Var(R \mid X) = 0.5305$, with the posterior mean of the number of components about 5.5. With the caveat that Bianchini et al. [2018] was written in R, and our model in Python, we report the CPU run times and ESS/s of both methods in table 5. These are comparable.

7 Discussion

In this paper, we have described a novel approach to repulsive mixture modeling through the Matérn type-III repulsive point process. We have derived a novel, simple and efficient MCMC sampling algorithm and evaluated the algorithm and model on a number of synthetic and real datasets. There are a number of open avenues for future investigation. Firstly, it is of interest to apply our model to new applications and settings. While we only considered repulsion between component locations, it is also of interest to consider settings when repulsion between variances is of interest. This is relevant when we expect clusters to overlap but still seek to enforce parsimony. Another extension is to introduce Matérn repulsive mechanisms into more general latent variable models such as latent feature models and time series models such as self-avoiding Markov models. Even restricting ourselves to mixture models, problems arise when working with high-dimensional parameter spaces. In general high-dimensional spaces present unique challenges to repulsive mixture models, since with high probability, every event is ‘far away’ from every other. Nevertheless, our Matérn approach offers unique possibilities to deal with these. Possible approaches include projecting down to a
lower-dimensional space before carrying out Matérn thinning. From a theoretical viewpoint, to better understand the effect of the Matérn kernel parameters on the number of components, as well as on the repulsive behavior they produce. Theoretically characterising repulsive behavior in this fashion will provide practitioners with an additional tool to guide model selection. It is also of interest to investigate asymptotic consistency of this class of repulsive mixture models, and also quantify rates of posterior convergence. This will follow much along the lines of Xie and Xu [2019], though the specifics of the Matérn repulsion will require some care. It is also of interest to quantify the rate of MCMC mixing, and conditions under which it exhibits desirable properties like geometric ergodicity. Finally, it is of interest to apply these models to new applications and problems.
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Supplementary material for
“Bayesian Repulsive Mixture Modeling with Matérn Point Processes”

These supplementary materials include the detailed proofs, algorithms and additional experiment results.

A Proofs

Proposition (3.1). Write \(\mathcal{P}_\lambda\) for the measure of a Poisson process on \(\Theta \times \mathcal{W} \times \mathcal{T}\) with intensity \(\lambda(\theta, w, t)\). Then the tuple \(X, G, \tilde{G}\) has joint density with respect to \(\mathcal{P}_\lambda \times dx^n\) given by

\[
p \left( X, G, \tilde{G} \mid \lambda, \eta \right) = \frac{\mathbb{I}(|G \cup \tilde{G}| > 0)}{1 - e^{\int_{\theta \times \mathcal{W} \times \mathcal{T}} -\lambda(\theta, w, t) \, d\theta \, dw \, dt}} \left( \prod_{g \in G} \left[ 1 - \mathcal{H}_\eta(g; G) \right] \prod_{\tilde{g} \in \tilde{G}} \mathcal{H}_\eta(\tilde{g}; G) \right) \left( \prod_{i=1}^{n} \sum_{(\theta, w, t) \in G} \frac{w}{\lambda} p_X(x_i; \theta) \right).
\]

Proof. First note that the set \(F = G \cup \tilde{G}\) follows a Poisson process with rate \(\lambda(\theta, w, t)\), conditioned to have at least 1 event. The probability that such a Poisson process produces 1 or more events is \(1 - \exp(-\int \lambda(\theta, w, t) \, d\theta \, dw \, dt)\). It follows that conditioning on this event, \(F\) has density with respect to \(\mathcal{P}_\lambda\) given by the ratio in the first parentheses. Each element \(f\) of \(F\) is assigned to either \(G\) or \(\tilde{G}\), with probability \(1 - \mathcal{H}_\eta(f; G)\) or \(\mathcal{H}_\eta(f; G)\) respectively. This gives the terms in the second parentheses. Finally, the \(i\)th observation is assigned to cluster \((\theta, w, t) \in G\) with probability \(\frac{w}{\lambda w}\), with its value having density \(p_X(x_i; \theta)\) with respect to \(dx\). Marginalizing over cluster assignments, and considering all \(n\) observations, we get the final terms. The result then follows easily from Lemma A.1.\[\square\]

To prove proposition 4.1, we start with the following useful (and not new) result:

Lemma A.1. Consider two Poisson processes on some space \(\mathcal{Y}\), with intensities \(\lambda(y)\) and \(\mu(y)\). Then the former has density with respect to the latter given by

\[
d\mathcal{P}_\lambda(M) := p_\mu(M | \lambda) = e^{\int_{\mathcal{Y}} \mu(y) - \lambda(y) \, dy} \prod_{m \in M} \frac{\lambda(m)}{\mu(m)}.
\]

Proof. Consider a function \(h : \mathcal{Y} \rightarrow \mathbb{R}\). For a point process \(M\) on \(\mathcal{Y}\), we overload notation, and define the linear functional \(h(M) = \sum_{m \in M} h(m)\). Write \(\mathbb{E}_{\mathcal{M}}[h(M)]\) for the expectation of \(h(M)\) when \(M\) is distributed as a point process with measure \(\mathcal{M}\). Recall that \(\mathcal{P}_\lambda\) corresponds to a rate-\(\lambda(\cdot)\) Poisson process on \(\mathcal{Y}\), and \(\mathcal{P}_\mu\), to a rate-\(\mu(\cdot)\) Poisson process. We first note that from Campbell’s theorem [Kingman, 1992], for a rate-\(\mu(\cdot)\) Poisson process, we have

\[
\mathbb{E}_{\mathcal{M}}[\exp(h(M))] = \mathbb{E}_{\mathcal{P}_\mu} \left[ \exp \left( \sum_{m \in M} h(m) \right) \right] = \exp \left( \int (e^{h(y)} - 1) \mu(y) \, dy \right).
\]

Now write \(\mathcal{M}_\mu\) for the probability measure of a point process with density \(p_\mu(M | \lambda)\) with respect to a rate-\(\mu(\cdot)\) Poisson process. Then

\[
\mathbb{E}_{\mathcal{M}_\mu}[\exp(h(M))] = \mathbb{E}_{\mathcal{P}_\mu} \left[ p_\mu(M | \lambda) \exp(h(M)) \right]
\]

\[
= \mathbb{E}_{\mathcal{P}_\mu} \left[ e^{\int_{\mathcal{Y}} (\mu(y) - \lambda(y)) \, dy} \left( \prod_{m \in M} \frac{\lambda(m)}{\mu(m)} \right) \exp(h(M)) \right]
\]

\[
= e^{\int_{\mathcal{Y}} (\mu(y) - \lambda(y)) \, dy} \mathbb{E}_{\mathcal{P}_\mu} \left[ \exp \sum_{m \in M} (h(m) + \log \lambda(m) - \log \mu(m)) \right]
\]

\[
= \exp \left( \int (e^{h(y)} - 1) \lambda(y) \, dy \right) \quad \text{(from equation (11))}
\]

\[
= \mathbb{E}_{\mathcal{P}_\lambda}[\exp(h(M))].
\]

This confirms that \(\mathcal{M}_\mu\) equals \(\mathcal{P}_\lambda\) a.e., proving our result.\[\square\]
**Proposition (4.1).** Given all other variables, the conditional distribution of the thinned events $\tilde{G}$ is a Poisson process with intensity $\lambda(\cdot)H_\eta(\cdot; G)$.

**Proof.** With respect to a rate-$\lambda(\cdot)$ Poisson process,

$$p(\tilde{G}|\cdot) \propto p(G, \tilde{G}, X|\lambda, \eta) = \left(1 - \frac{\mathbf{1}(|G \cup \tilde{G}| > 0)}{1 - e^{\int_{\Theta \times W \times T} -\lambda(\theta, w, t) \, d\theta \, dw \, dt}}\right) \prod_{g \in G} [1 - H_\eta(g; G)] \prod_{\tilde{g} \in \tilde{G}} H_\eta(\tilde{g}; G) \propto \prod_{\tilde{g} \in \tilde{G}} H_\eta(\tilde{g}; G).$$

In the last equation, we dropped all terms that do not depend on $\tilde{G}$, and used the fact that since $|G| > 0$, $\mathbf{1}(|G \cup \tilde{G}| > 0)$.

The result now follows from Lemma A.1.

**B Additional Figures**

![Figure S1: Illustration of the Matérn prior for mixture models. (1) Primary Poisson events $F = \{ (\theta_1, w_1, t_1), \ldots, (\theta_{|F|}, w_{|F|}, t_{|F|}) \}$ thinned by a hardcore thinning kernel with thinning radius $R$. The surviving events are projected to the parameter space of the mixture model $\Theta \times W$. (2) The resulting mixture model, consisting of a collection of mixture component parameters $\theta \in \Theta$ and their corresponding unnormalized mixture weights $w \in W$.](image_url)
C Algorithms

Algorithm 1: Details of the function MatérnThin_K(F, η)

Function MatérnThin_K(F, η):

Input: Extended primary Poisson process F and thinning kernel K_η

Output: Extended Matérn events G and thinned events G̃

Write \( \tilde{F} = (f_1, \ldots, f_{|F|}) \) for F sorted in ascending order of birth times (so that \( \text{Proj}_T(f_j) < \text{Proj}_T(f_{j'}) \) if \( j < j' \)).

for \( j \leftarrow 1 \) to \( |F| \) do

Set \( (\theta, t) \leftarrow (\text{Proj}_\Theta(f_j), \text{Proj}_T(f_j)) \)

Draw \( u \sim \text{Unif}[0, 1] \)

if \( u < H_\eta((\theta, t); G) \) then // Assign \( f_j \) to \( G \) w.p. \( H_\eta((\theta, t); G) \)

\[ G \leftarrow G \cup f_j \]

else

\[ \tilde{G} \leftarrow \tilde{G} \cup f_j \]

end if

end for

return \( G, \tilde{G} \)

Algorithm 2: The relabeling step to update Matérn events G

Function Relabel(λ, γ, G, G̃, X):

Input: Primary Poisson intensity λ, augmentation factor γ, current state of the surviving events G and the thinned events G̃, the data X.

Output: Updated Matérn events G and thinned events G̃.

Sample augmented \( \tilde{F} \sim \text{PoissonProcess}(\gamma \lambda(\cdot)) \)

Impute non-locational parameters of G̃ from the prior (if presents in the model)

Obtain shuffled indices \( J = \text{RandomShuffle}\{1, \ldots, |G \cup \tilde{G} \cup \tilde{F}|\} \)

Compute likelihood related objects: \( n \times |J| \) matrix \( L = (w_j p_X(x_i; \theta_j) : i,j) \) and n-dim vector \( l = (\sum_{g \in G} l_g^1, \ldots, \sum_{g \in G} l_g^n) \)

Compute the normalizing constant \( S = \sum G_w \)

foreach \( j \) in \( J \) do

if event \( j \) in G then

if \( |G| = 1 \) then // G contains only event \( j \)

next

else

\[ S \leftarrow S - w_j \]

\[ l \leftarrow l - L_j \]

end if

Remove event \( j \) from its original event set

Assign event \( j \) to G, G̃ or \( \tilde{F} \) with probability \( P(e \in G|\cdot), P(e \in G̃|\cdot) \) and \( P(e \in \tilde{F}|\cdot) \) in equation (7), respectively,

end if

end foreach

return \( G, \tilde{G} \)
Figure S2: Illustration of the relabeling step. (1) Before relabeling, the state of the surviving events \( G \), thinned events \( \tilde{G} \) and auxiliary events \( \tilde{F} \), and the shadow cast by \( G, \mathcal{H}_G(\cdot; G) \). (2-3) The first event (After random shuffling of all events in \( G \cup \tilde{G} \cup \tilde{F} \)) is relabeled as “auxiliary”. The event is first removed from its original set \( G \) (and the shadow is affected accordingly) in (2). Then, in (3), it is relabeled as “auxiliary” according to the posterior conditional probabilities in equation (7). Notice that with the hardcore thinning kernel, it is impossible for the event to be relabeled to “thinned”, as it is not under the shadow of a previously surviving event. (4-5) The second event is relabeled as “thinned”. Similarly, the event is removed from the collection of augmented events \( F \) in (4) and then relabeled as “thinned” in (5). Notice that it is under the shadow of a surviving event, and hence, with the hardcore thinning kernel, it can only be labeled as “thinned” or “auxiliary”. (6) The final state for \( G, \tilde{G}, \tilde{F} \), after all events are relabeled.

Algorithm 3: Bayesian inference of MRMM

**Input**: Data \( X = \{x_1, \ldots, x_n\} \), number of MCMC iterations \( M \), model of cluster components \( p_X(\cdot; \theta) \), augmentation factor \( \gamma \), prior on cluster locations \( p_\theta \), shape parameter of the Gamma prior on weights \( \alpha \), shape and rate parameter of the Gamma prior on mean intensity \((a, b)\), and prior on thinning kernel parameter \( p_\eta \).

**Output**: Posterior samples of mean intensity \( \bar{\lambda} \), thinning parameter \( \eta \), Matérn events \( G_\Theta, G_T, G_W \), thinned events \( \tilde{G} \), and cluster assignments \( z \).

1. Initialize \( \bar{\lambda} \sim \text{Gamma}(a, b) \), \( \eta \sim p_\eta \)
2. Initialize \( G, \tilde{G} \sim \text{MatérnProcess}_K(\lambda, K_{\eta}) \)
3. Initialize \( z \) from \( z \mid X, G: z_i \sim \text{Multinomial}(w_j \cdot p_X(X_i; \theta_j), j = 1, \ldots, |G|) \)
4. for \( m \leftarrow 1 \) to \( M \) do
   5. Update \( \bar{\lambda} \) according to \( \frac{1}{e^{-x_{\bar{\lambda}}} + \frac{a}{b + 1}} \) Gamma \((a + |F|, b + 1)\) using Metropolis-Hastings
   6. Update \( \eta \) according to \( p(\eta \mid G, \tilde{G}) \)
   7. Update \( \tilde{G} \) (Poisson thinning) simulate from PoissonProcess \( \lambda \) and discard event \( \tilde{g} \) with probability \( 1 - \mathcal{H}_G(\tilde{g}; \tilde{G}) \)
   8. Update \( G_T \) one at a time according to equation (9)
   9. Update \( G_W \leftarrow S \cdot \overline{G_W} \) where \( S \sim \text{Gamma}(|G|a, 1) \) and \( \overline{G_W} \sim \text{Dirichlet}(\alpha + n_1, \ldots, \alpha + n_{|G|}) \)
   10. Update \( G_\Theta \) one at a time according to equation (8) using Metropolis-Hastings
   11. \( G, \tilde{G} \leftarrow \text{Relabel}(\lambda, \gamma, G, \tilde{G}, X) \)
   12. Update \( z \) one at a time: \( z_i \sim \text{Multinomial}(w_j \cdot p_X(X_i; \theta_j), j = 1, \ldots, |G|) \)
13. return Posterior MCMC samples of \( \bar{\lambda}, \eta, G, \tilde{G} \) and \( z \)
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| Thinning Kernel     | Thinning Parameter   | Expression                                      |
|---------------------|----------------------|-------------------------------------------------|
| Hardcore             | $\eta = R$           | $R > 0$                                          |
|                     |                      | $K_{R}(\theta,\theta') = \mathbb{1}_{||\theta-\theta'|| < R}$ |
| Probabilistic       | $\eta = (R, p)$     | Radius $R > 0$ Probability $p \in [0, 1]$       |
|                     |                      | $K_{(R, p)}(\theta, \theta') = p \mathbb{1}_{||\theta-\theta'|| < R}$ |
| Squared-exponential | $\eta = l$          | Lengthscale $l > 0$                             |
|                     |                      | $K_{l}(\theta, \theta') = \exp\left\{ -\frac{||\theta-\theta'||^2}{2l}\right\}$ |

Table S1: Thinning kernels used in experiments

Figure S3: Mixtures of equally weighted Gaussian distributions for the study of augmentation factor $\gamma$ in section 6.1. From left to right, number of clusters $C = 2, 4, 6, 9$, respectively. Each cluster is a standard bivariate Gaussian with covariance being the $2 \times 2$ identity matrix $I_2$. The minimum distances between cluster centers is 4.

D Additional Experimental Results

D.1 Synthetic experiments

In this section, we evaluate MRMM and the associated MCMC sampling algorithm on a number of synthetic tasks. Section D.1.1 provides more details and additional results on the study of augmentation factor $\gamma$ in section 6.1, while section D.1.2 compares different thinning kernels and thinning strengths on the same synthetic datasets.

D.1.1 Additional results for section 6.1

The models to generate the datasets are illustrated in figure S3. Figure S4 visualizes assessments for the mixing of one run.

Figure S4: Visualization for assessing mixing of posterior number of clusters $|G|$ in one run with augmentation factor $\gamma = 5$ on the dataset with two clusters. In this run, ESS $= 5624$; ESS/s $= 6.97$; CPU Time (s) $= 806.80$. (Left) The trace plot of the first 1,000 updates of $|G|$. (Right) The autocorrelation function of posterior samples of $|G|$.
### D.1.2 Study of thinning kernels and thinning strengths

Having established that our MCMC sampler mixes well, we now proceed to study the effect of different thinning kernels and thinning strengths on MRMM inferences. Table S1 lists all thinning kernels are corresponding parameters used in this study, specifically, for the probabilistic thinning kernel, the thinning probability $p = 0.95$.

We consider a series of two-dimensional Gaussian mixture models shown in figure S5. Each model consists of four equally weighted, unit-variance Gaussian components, located at $(-d/2, 3d/2)$, $(d/2, d)$, $(d, -d)$, $(-3d/2, -3d/2)$, where $d = 1, 2, 3, 4$ quantifies the separation level. A training dataset of size 200 and a test data with 100 observations were simulated independently for each model.

For MRMM, we set the prior $p_\Theta(\theta)$ to a Gaussian with mean zero and covariance $10I_2$. We placed an inverse-Wishart prior with 2 degrees of freedom and a scale matrix $I_2$ on the covariances. When learning the thinning strength (thinning radius $R$ for both hardcore and probabilistic MRMM, or the lengthscale $l$ for the squared-exponential MRMM), we placed a $\text{Gamma}(4, 2)$ prior with mean 2.0 and variance 1.0. All results were obtained from 2,000 iterations of MRMM after discarding the first 1,000 samples as burn-in.

Figure S6, S7 and S8 are the inferred posterior contours and the ‘median’ clustering results obtained with the three kernels. Heatmaps in figures S9 to S13 compare the parsimony and the goodness-of-fit of different thinning kernels with a variety of thinning strengths. As expected, increasing repulsion strength results in greater parsimony, with both the posterior mean and variance of the number of clusters dropping. Interestingly, moderate values of repulsion do not significantly harm the model fit. However, a strong repulsion strength does result in a drop in predictive power, especially for the hardcore MRMM.

### D.2 Probabilistic MRMM on real datasets

In this section, we report probabilistic MRMM results on real datasets. The model and parameter settings are the same with the hardcore MRMM reported in the paper, except for the thinning probability, which is fixed to 0.95 in all experiments below.

**Chicago 2019 homicide data**  Results are shown in figure S14 and table S2.

Figure S14: Contour plot and clustering of Chicago crime data from probabilistic MRMM.

![Figure S5: The ground truth model $M_0$ with different separation levels.](image)
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Figure S6: Hardcore MRMM

Table S2: Posterior summaries of probabilistic MRMM on Chicago crime dataset. Inferring the thinning radius yields the posterior mean and variance \( \mathbb{E}[R | X] = 0.15 \), \( \text{Var}(R | X) = 0.0001 \).
Protein structural data  Results are shown in figure S15 and table S3.

Figure S15: Contour plot and clustering of the protein data from probabilistic MRMM.

Comparison with Xie and Xu [2019] on the Old Faithful dataset  Results are shown in figure S16 and table S4.
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Figure S8: Squared-exponential MRMM

Figure S9: Posterior mean of the number of clusters $E[ C | X ]$.

Table S3: Posterior summaries of probabilistic MRMM on the protein dataset. Inferring the thinning radius yields the posterior mean and variance $E[ R | X ] = 0.18\pi$, $\text{Var}(R | X) = 0.0017\pi^2$. 

| Repulsion strength | $E[ C | X ]$ | $\text{Var}(C | X)$ | $C_B$ | $\ln p (X_{\text{test}} | X)$ | LPML |
|-------------------|------------|----------------|-------|----------------|-------|
| $R = 0$ (no repulsion) | 12.15      | 3.5369         | 13    | -142.15         | -610.94 |
| $R = \pi/4$       | 10.14      | 1.5298         | 9     | -142.36         | -618.13 |
| $R = \pi/2$       | 7.37       | 0.4056         | 7     | -145.14         | -625.13 |
| $R \sim \text{Gamma}(5, 1)$ | 10.85      | 1.9969         | 11    | -143.64         | -622.55 |
Figure S10: Posterior variance of the number of clusters \( \text{Var} (C | X) \).

Figure S11: The number of clusters estimated from minimizing the posterior expectation of Binder’s loss function under equal misclassification costs, \( C_B \).

Figure S12: The difference between posterior testing likelihood and the testing likelihood under the ground truth model \( M_0 \), i.e. \( \ln p(X_{\text{test}} | X) - \ln p(X_{\text{test}} | M_0) \).

Figure S13: The estimated log pseudo-marginal likelihood (LPML).
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Table S4: Posterior summaries of probabilistic MRMM on the Old Faithful geyser eruption data. Inferring the thinning radius yields the posterior mean and variance $E[R | X] = 1.39$, $Var(R | X) = 0.1540$.

| Model                      | $E[C | X]$ | $Var(C | X) / C_B$ | $\ln p(X_{test} | X)$ | LPML  | Runtime(s) | ESS/s |
|----------------------------|------------|--------------------|----------------------|-------|------------|-------|
| Bianchini et al. [2018]    | 6.00       | 1.2180             |                      | -207.94 | 600.4      | 0.02  |
| MRMM:                      |            |                    |                      |       |            |       |
| $R = 0$ (no repulsion)     | 7.53       | 4.2370             | 6                    | -209.66 | 734.4      | 46.9  |
| $R = 5$                    | 3.47       | 0.3772             | 3                    | -212.36 | 410.4      | 172.4 |
| $R \sim \Gamma(4, 2)$     | 6.23       | 1.8120             | 6                    | -209.43 | 498.2      | 13.0  |

Table S5: Posterior summaries of probabilistic MRMM on the Old Faithful geyser eruption data. Inferring the thinning radius yields the posterior mean and variance $E[R | X] = 1.87$, $Var(R | X) = 0.3228$.

Comparison with Bianchini et al. [2018] on the Galaxy dataset Results are shown in figure S17 and table S5.

Figure S16: Contour plot and clustering of the Old Faithful geyser eruption data from probabilistic MRMM.

Figure S17: Contour plot and clustering of the Galaxy data from probabilistic MRMM.