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Abstract

We derive novel solutions of flux compactification with D7-branes on the resolved conifold in type IIB String Theory and later extend this solution to allow for non-zero temperature. At zero temperature, we find that adding D7-branes via the Ouyang embedding contributes to the supersymmetry-breaking (1,2) imaginary-self-dual flux, without generating a bulk cosmological constant. We further find that having D7-branes and a resolved conifold together give rise to a non-trivial D-term on the D7-branes. This supersymmetry-breaking term vanishes when we take the singular conifold limit, although supersymmetry appears to remain broken. We also lift our construction to F-theory where we show that the type IIB (1,2) flux goes to (2,2) non-primitive flux on the fourfold.

In the second part of the thesis, we extend these results by taking the non-extremal limit of our geometry to incorporate temperature. In this case, the internal NS-NS and R-R fluxes are no longer expected to be self-dual, but they should also naturally be extensions of the fluxes found above. From the supergravity equations of motion, we compute how the new contributions to the fluxes should enter, due to the squashing of the resolved metric and non-extremality. This provides us with a compelling gravity dual of large $N$ thermal quantum chromodynamics with flavor.
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Chapter 1

Introduction

At present, the Standard Model of particle physics and General Relativity together provide compelling explanations for almost all physical observations in extreme regimes, i.e. both at the very small and very large scales respectively. These theories however depend heavily on some fine-tuning of the values of their many parameters and furthermore fail to provide a natural mechanism to allow these particular values to arise. The absence of such mechanisms to explain the hierarchy between the mass of the quark generations and between the gravity and electroweak scales are interesting examples from the Standard Model, while the fine-tuning of the initial conditions for slow-roll inflation is another one from cosmology.

The hopes that String Theory could encompass the four forces of physics from the Standard Model and General Relativity and simultaneously provide a natural mechanism for these specific theories to arise are well founded. It contains only one free parameter to be fixed, the string scale, while all other parameters are dynamical variables to be determined by the ground state. This fact alone legitimizes the hopes that String Theory could naturally give rise to the observed parameters of the “real world”.

Unfortunately, two key features of String Theory can, at first sight, appear problematic. First, consistency of the theory requires to have 10 spacetime dimensions. Six extra dimensions must then be decoupled consistently from the four macroscopic
dimensions. Second, solutions to String Theory are far from unique. There is a landscape of solutions, each with a different ground state leading to different “real world” physics. This then makes it very hard to allow for general features of physics to be extracted. Nevertheless, the situation is far from hopeless.

These “problematic” features of String Theory might actually be exactly what we are looking for. The way we deal with these six extra dimensions is crucial in defining what will be the resulting four dimensional physics. Finding what type of conditions have to be imposed on these extra dimensions is precisely the type of natural mechanism we are looking for. Type IIB String Theory will be of particular interest for us as its D3-branes are natural objects to associate to the spacetime dimensions of our real universe. Flux compactification will then further determine what combination of geometry, fluxes and objects are allowed in the extra dimensions as full String solutions. Understanding solutions that are close to realistic physics is then of primordial importance. Lets see how this can be achieved in two particular approaches of interest to us.

*String Cosmology*

Inflation provides a compelling explanation for the homogeneity and isotropy of the universe as well as for the observed spectrum of density perturbations. However, many cosmological models involve a range of energy scales large enough for generic Planck-scale corrections to become significant or inevitably hit a regime where their theoretical description breaks down $[3, 4]$. This makes the study of inflation a good opportunity to explore the high energy physics predicted by String Theory as well as to possibly develop a more fundamental understanding of the microphysics of inflation.

D-brane inflation, where the role of the inflaton field is identified with the position of a mobile probe D3-brane, is a particularly promising framework to look for such
models [5, 6, 7, 8, 9], but very few concrete models are actually completely successful from a top-down point of view. The well-known work of S. Kachru et al. (KKLMMT) [10] in particular examined the inflaton potential arising from the simple attraction between a mobile $D3$- and a distant $D3$-brane. Although the potential naively appears to be flat enough to sustain enough slow-roll inflation, it also shows that generic moduli stabilization gives rise to corrections making the potential too steep.

Subsequently, additional evidence for a possible successful D-brane inflation scenario were recovered in String Theory using a new key ingredient: D7-branes. The work of [12] first added 7-branes to the Klebanov-Tseytlin setup [13] through the Kuperstein embedding [14] to stabilize the moduli, before they computed their exact contribution to the moduli stabilization potential found in KKLMMT. A following paper [15] then examined the resulting inflationary dynamics. They found that the potential for the mobile D3-brane depends heavily on the position of the D7-branes and that even heavy fine-tuning is, in general, not possible to allow for inflation. Fortunately, they also found that there exists a small region of parameter space that allows for a sufficiently flat potential which can lead to enough inflation at an inflection point. This occurs when the attraction of the inflaton brane towards the tip of the conifold is almost exactly balanced by the attraction towards the 7-brane located far in the conifold. This success however depends on the fine-tuning of the position and embedding of the D7-brane and the details of the flux compactification. Improving our understanding of such types of solution and generalizing them is crucial to bring String Theory closer to the physics of the early universe.

This was our initial motivation for constructing the solution of [16] and is presented in chapter 3. We developed a similar solution as in [12, 15], but we embedded our D7-branes via the holomorphic Ouyang embedding [17] and we use the resolved conifold geometry, as opposed to the non-supersymmetric Kuperstein embedding and the singular conifold of [15]. Although the D7-branes don’t break supersymmetry

\footnote{Note however the recent criticism by Bena et al. [11]}
spontaneously, the non-primitive fluxes induced by the geometry do break it and allow for a D-term potential to appear on the D7-branes. Our hope was that the non-primitive fluxes or the D-term might have helped to give slow-roll dynamics with less fine-tuning than the usual $D3 - \overline{D3}$ scenario \cite{10,12}. This question however was not addressed precisely in \cite{16}. Our main focus was to construct a new class of exact supergravity solution that could be used in a top-down approach from String Theory to “real-world” physics. The results obtained here turned out to be crucial in a different domain: particle physics. In chapters \cite{4} and \cite{5} it will become obvious how \cite{16} formed a proper starting point towards more realistic embedding the Standard Model in String Theory.

Towards Embedding the Standard Model

As we mentioned earlier, the Standard Model of particle physics provides a theoretical explanation for almost all of particle physics observations, but fails to provide a natural mechanism to explain its specific symmetries and the values taken by its parameters. String Theory is again an ideal candidate as an extension of the Standard Model as its internal dynamics could provide such a mechanism.

The primary tool to introduce Standard Model-like theories within String Theory is the AdS/CFT correspondence (also named holography or gauge/gravity duality). It establishes that the gauge theory living on D-branes, induced by the open strings ending on it, is equivalent to the resulting closed string spectrum, which includes gravity. In other words, an open string stretched between two branes is equivalent to a closed string exchange between the branes. This duality was first formulated by Maldacena \cite{18} where he conjectured that the $AdS_5 \times S^5$ geometry induced by a stack of $N$ parallel D3-branes is dual to the $\mathcal{N} = 4$ $SU(N)$ Super Yang-Mills gauge theory living on the branes. The four gauge fields of the gauge theory are associated to the
position of the string endpoints on the brane, while the six scalars correspond to the oscillations of the position of the D3-branes in the transverse space.

Since the gauge and gravity descriptions of the same setup are suggested to be equivalent, one might immediately want to compare their individual predictions. We quickly realize however that the validity of their respective calculations are in opposite regimes. Let us look at the parameters involved. First, the string coupling $g_s$, which describes the couplings between the strings and thus between the gauge fields, can be identified with the Yang-Mills coupling, $g_{YM}^2 = 4\pi g_s$. Then, we take $g_s$ to be small in order to suppress the effect of the closed string loops. Moreover, the ’t Hooft couplings of the $SU(N)$ gauge theory is given by $\lambda = g_{YM}^2 N$ and the $AdS$ radius of the geometry is given by $L^4 = 4\pi g_s N\alpha'^2$, or $L^4/\alpha'^2 = \lambda$. Let us remember that $\lambda$ is the natural expansion parameter for Yang-Mills theories for small $\lambda$. In order for the approximation done when we go from the worldsheet action to supergravity to be valid, the $\alpha'$ parameter must be taken to be small. This in turn tells us, in combination with the previous relationship, that the ’t Hooft coupling $\lambda$ of the gauge theory must be large, forcing us into the strong coupling regime of the gauge theory. Consequently, if the conjecture is true, the well-understood weak coupling regime of supergravity would then be a window into the less-understood strongly coupled field theories, and vice versa. Notice from the definition of the ’t Hooft couplings that $\lambda/g_s \sim N$, which tells us that when $\lambda$ is large and $g_s$ is small, $N$ must then be very large.

Starting from this specific gauge/gravity duality, one might then be interested in exploring more general classes of gauge theories. Indeed, Maldacena’s conjecture is for highly supersymmetric flavorless conformal zero-temperature large $N$ gauge theories. This was due to the simplicity of the gravity setup which only included D3-branes with 5-form flux compactified on an $S^5$, without internal fluxes or other types of branes. There is then obvious interest to generalize the AdS/CFT correspondence towards more realistic field theories.
A first generalization was done by Klebanov and Tseytlin (KT) [13] where $M$ additional parallel D5-branes were added. From the gravity side, this added self-dual 3-form fluxes and changed the internal geometry to a $T^{1,1}$ singular conifold, which is less symmetric than $S^5$. From the gauge theory side, the gauge group was enhanced to $SU(N + M) \times SU(N)$, the previous six scalars are now chiral complex scalar fields and a logarithmic running of the couplings was induced by the new fluxes. Here, the supergravity solution with additional branes and fluxes reduced the amount of supersymmetry but enhanced the gauge group and enriched the internal geometry.

The KT solutions however had an inherent singularity which was resolved by Klebanov and Strassler (KS) [19]. The running of the fluxes on the gravity side was understood from the gauge theory point of view as a Seiberg-duality cascade. As we move down the RG scale (towards smaller radius in gravity), the symmetry of the gauge flux is progressively broken, which in turn is seen as a reduced amount of fluxes and branes on the gravity side. This mechanism avoids the IR singularity and provides a gravity realisation (deformation of the conifold) of the confinement in the gauge theory (reduction to $SU(M)$ symmetry).

Two further extensions then brought us even closer to the realistic gauge theories. First, P. Ouyang [17] successfully added flavor to the gauge theory by including supersymmetric D7-branes to the supergravity solution of KT. This made the fluxes even more general by allowing the running of the axion-dilaton field, but neglected the backreaction of the branes on the geometry. Second, the extension the KT gravity solution to include temperature, first without fundamental matter [20, 21] and later with fundamental matter [22, 23, 24, 25], attracted a lot of attention. The key tool used here is to modify the geometry to that of a non-extremal black hole which induces a non-zero temperature. The work of [26, 27] in particular demonstrated how one should deviate from the usual self-dual 3-form fluxes once temperature is incorporated, but could not find a complete answer. These works also focused only on the IR physics and did not address the question of UV completion. This left the questions of Wilson loop divergences and Landau poles unanswered.
Based on some results obtained in [16] and presented in chapter 3, the work of [1, 28] conjectured an explicit KS-type supergravity background that would include both flavor D7-branes and non-zero temperature on a squashed conifold. From this, they further conjectured the precise form the fluxes should take to allow a UV completion, but never computed the precise equations for the fluxes and the geometry. The first part of [29] made significant progress towards solving exactly the full supergravity equations of motion in this generalized background and the later part, presented in chapter 5, looks more precisely at the particular equations for the fluxes.

From the AdS/CFT point of view, this construction brings us much closer to a realistic gravity realisation of the Standard Model’s gauge theory than Maldacena’s original construction. After introducing fundamental flavor via D7-branes, the gauge theory is no longer conformal and could even be UV complete. Temperature is included via non-extremality and supersymmetry is broken by the generalization of the geometry. If the large $N$ requirements could be relaxed, both for the number of colors and flavors, then we would be as close as we could imagine to a gravity dual of the Standard Model.

Overview

This thesis is organized as follows: Chapter 2 presents a literature review of the supergravity constructions presented above, up to the Klebanov-Strassler construction and GKP’s flux compactification. Chapter 3 then presents our results on D7-branes embedding on the resolved conifold, the resulting D-term and the F-theory lift of the fluxes. The second part of the thesis then goes towards the thermal solutions. Chapter 4 presents how temperature is embedded via non-extremality in gravity, reviews previous approaches to a non-extremal Klebanov-Tseytlin solution, and gives some details of the background for which we constructed and solved the supergravity
equations. Finally, chapter 5 presents our calculations for the equations for thermal fluxes.
Chapter 2

Towards the Duality Cascade and Flux Compactification

Finding new solutions to the equations of motion of String Theory with a clear holographic dual is not an easy task. Significant progress has been made since the early work of Maldacena [18], especially towards flux compactification on conifold geometries.

Here, we will review how new solutions were developed by gradually implementing new ingredients. We will mostly follow the historical development of their findings but with a modern point of view. Starting with the simple Klebanov-Witten construction, we will progressively make our way to the Klebanov-Strassler solution with its duality cascade [19] and its compact version developed by Giddings, Kachru and Polchinski [30]. This forms the basis upon which we will develop our solutions presented later in this thesis. Attention will be given to both the gravity and the gauge theory aspects of the particular solutions and only the features that are of interest to us will be presented.

2.1 The Klebanov-Witten Solution

While Maldacena’s $\mathcal{N} = 4$ original conjecture was on $S^5$, which is the most symmetric internal manifold, other less symmetric manifolds, like the conifold $T^{1,1}$, also exhibit a clear holographic meaning with less supersymmetry. The Klebanov-Witten solution (KW) [31] is the first of a series of solutions on the conifold geometry. It
also contains only D3-branes, but the conifold breaks the supersymmetry to $\mathcal{N} = 1$, allowing the gauge theory to have a superpotential. The “magic” of AdS/CFT tells us that the symmetries and the equations of motion for the fields in the superpotential are also the equations and symmetries that describe the position of the branes in the geometry. The fields describing the stack of $N$ D3-branes will then have the $SU(N)$ symmetry corresponding to the interchange of the $N$ position fields of each brane, as well as the symmetry of the angular rotations around its position. This brane configuration is illustrated in Figure 2.1.

![Diagram of N D3-branes](image)

Figure 2.1: In the Klebanov-Witten solution, only a stack of $N$ parallel D3-branes is located at the tip of the conifold.

More precisely, from the gauge theory point of view, when the branes are located at the tip of the conifold, the resulting gauge theory is an $\mathcal{N} = 1$ superconformal $SU(N) \times SU(N)$ gauge theory. It contains 4 chiral superfields: $A_1, A_2$, transforming under the $(N, \bar{N})$ of the gauge group, and $B_1, B_2$ transforming in the conjugate representation. These superfields combine together in the gauge theory’s superpotential $W = \lambda \epsilon^{ij} \epsilon^{kl} Tr A_i B_k A_j B_l$ which has the extra $SU(2) \times SU(2) \times U(1)$ global symmetry group of the conifold. This global symmetry actually contains 2 spurious $U(1)$ symmetries: one axial symmetry and an R-symmetry associated to chirality, which will remain unbroken here.

From the dual gravity side, the D3-branes in type IIB supergravity are compactified on a warped conifold with a UV (or large radius) limit of $AdS_5 \times T^{1,1}$. The
conifold is a 6-dimensional cone with base $T^{1,1}$ and $T^{1,1}$ is a $(SU(2) \times SU(2))/U(1)$ coset space with $S^2 \times S^3$ topology and the same global symmetry as the gauge theory.

Concretely, the warping of the metric means that the full 10-dimensional metric is of the form

$$ds_{10}^2 = h^{-1/2}(r)\eta_{\mu\nu}dx^\mu dx^\nu + h^{1/2}(r)ds_6^2$$

where the warp factor $h(r)$ is given by

$$h(r) = 1 + \frac{L^4}{r^4}$$

with $L^4 = 4\pi g_s N\alpha'^2$ and $ds_6^2$ is given by the conifold metric:

$$ds_{\text{conifold}}^2 = dr^2 + r^2 ds_{T^{1,1}}^2$$

with

$$ds_{T^{1,1}}^2 = \frac{1}{9}((d\psi + \cos\theta_1 d\phi_1 + \cos\theta_2 d\phi_2)^2 + \frac{1}{6} \sum_{i=1}^2 (d\theta_i^2 + \sin^2\theta_i d\phi_i^2)).$$

Connecting the gravitational and gauge theory perspectives, one can see [31] that the two couplings of the gauge theory are related to the integral of NS-NS $B_2$ and R-R $C_2$ 2-form moduli over the $S^2$ of $T^{1,1}$. In particular, their relation is given by

$$\frac{4\pi^2}{g_1^2} + \frac{4\pi^2}{g_2^2} = \pi e^{-\phi}$$

$$\frac{4\pi^2}{g_1^2} - \frac{4\pi^2}{g_2^2} = e^{-\phi} \left[\frac{1}{2\pi\alpha'} \left(\int_{S^2} B_2\right) - \pi\right] \pmod{2\pi}.$$ (2.5)

In the present context, with only D3-branes, both $B_2$ and the dilaton $\phi$ happen to be constant, making the $g_1$ and $g_2$ couplings to be constant and the gauge theory to be conformal.

This regular D3-brane solution can however be made much more rich by adding fractional D3-branes to the regular ones. This solution is known as the Klebanov-Tseytlin (KT) solution [13] and will serve as the starting point in the UV of a series
of Seiberg dualities, which Klebanov-Strassler (KS) [19] demonstrated to be an RG flow fully illustrating gauge/gravity duality.

2.2 The Klebanov-Tseytlin Solution

The Klebanov-Tseytlin solution (KT) [13] considered the effect of adding $M$ fractional D3-branes, corresponding to D5-branes wrapping the 2-cycle of $T^{1,1}$ at the tip of the conifold, to the KW solution. These extra branes are additional possible locations for string endpoints and thus enhance the gauge group to $SU(N + M) \times SU(N)$. This affects the corresponding gauge theory on the branes by breaking conformality while still preserving $\mathcal{N} = 1$ supersymmetry. Note that on the gauge theory side, the $A_i$ and $B_i$ fields are now transforming under the $(N + M, \bar{N})$ representation of the gauge group and its conjugate. This new configuration is illustrated below in Figure 2.2.

![Figure 2.2](image)

Figure 2.2: In the Klebanov-Tseytlin solution, $M$ parallel D5-branes are placed on top of the $N$ D3-branes on the collapsed 2-cycle of $T^{1,1}$ at the tip of the conifold.

An exact supergravity solution was found in KT for the 3- and 5-form fluxes, where the D5-branes source $M$ units of fluxes on $F_3$ as D5-branes are charged under the Hodge dual of $F_3$, i.e. under $F_7 = *_{10}F_3$. The 3-form flux solutions are then given
by

\[ F_3 = M w_3 \quad B_2 = 3g_s M w_2 \ln(r/r_0) \]  
\[ H_3 = dB_2 = 3g_s M \frac{1}{r} dr \wedge w_2 \]

where \( w_2 \) and \( w_3 \) are closed and are also the basis of the \( S^2 \) and \( S^3 \) of \( T^{1,1} \). Note also that these fluxes, combined into \( G_3 = F_3 + ie^{-\phi} H_3 \) are self-dual \( (iG_3 = *_6 G_3) \), forcing the dilation to be constant.

A significant effect of these fluxes is their backreaction on the full 5-form \( \tilde{F}_5 = dC_4 + B_2 \wedge F_3 \), which may now be written as:

\[ \tilde{F}_5 = F_5 + *_{10} F_5, \quad F_5 = \mathcal{K}(r) \text{vol}(T^{1,1}), \]
\[ \mathcal{K}(r) = N + \frac{3}{2\pi} g_s M^2 \ln(r/r_0) \]

This further contributes to the warp factor \( h(r) \), which in the near-horizon takes form

\[ h(r) = \frac{L^4}{r^4} \left( 1 + \frac{3g_s M^2}{2\pi N} \log r \right) \]

The important feature to notice of this solution is the logarithmic dependence on the radial coordinate \( r \), also called the RG scale, which can go infinitely negative at small \( r \). More precisely, as \( r \) decreases, i.e. towards the IR of the RG flow, both \( F_5 \) and \( h(r) \) decrease towards zero and eventually become negative. This singularity of the gravity solution is a clear hint that both the gravity and gauge theory description must be completed by new emerging elements as we move towards the IR. Furthermore, putting the \( B_2 \) flux (2.6) into (2.5), we see that the fractional branes introduce a logarithmic running of the couplings, thereby explicitly breaking the conformality.

### 2.3 The Klebanov-Strassler Duality Cascade

The apparent singularity of the KT solution was best understood later through the interpretation given by Klebanov and Strassler (KS) [19]. Their solution not only provides a mechanism to resolve and avoid the singularity, but also gives a geometrical
realisation of confinement, as we would like to obtain from QCD-like theories. Let us explore how this occurs.

From the supergravity point of view, the amount of $\int_{S^2} B_2$ flux does not have to be periodic. As this flux decreases by one unit when $r$ decreases, so does the the 5-form flux by $M$ units: $\mathcal{K}(r) \to \mathcal{K}(r) - M$. Equivalently, the effective number of 3-branes also decreases: $N \to N - M$. This is interpreted as the gauge group changes from $SU(N + M) \times SU(N)$ to $SU(N - M) \times SU(N)$ as we go down one step in the RG scale. This process is called a Seiberg duality. Assuming $N$ is an integer multiple of $M$, this duality can be repeated until the IR limit where the gauge group simply becomes $SU(M)$ without quark flavor. This series of dualities is called a duality cascade.

What happens at the end of this duality cascade is best illustrated from the gauge theory point of view. There, the $U(1)_R$ symmetry of the chiral fields is first broken to $Z_{2M}$ by the presence of the $M$ the fractional branes and further down $Z_2$ by the inclusion of the Affleck-Dine-Seiberg (ADS) \cite{32} contribution to the superpotential. This is exactly what we expect from confinement for pure $\mathcal{N} = 1$ $SU(M)$ gauge theories and the reason we say there is confinement in the IR region of the duality cascade.

The ADS contribution to the superpotential leads to what is seen, from the supergravity perspective, as a resolution of the geometry. This changes the compactification geometry from that of the conifold to the deformed conifold with a finite size $S^3$ in the IR. More precisely, the geometry at the bottom of the cascade is of the form

$$d_s^2_{\text{def}} = F_1(r)dr^2 + F_2(r)(d\psi + \cos \theta_1 d\phi_1 + \cos \theta_2 d\phi_2)^2$$
$$+ F_3(r)(d\theta_1^2 + \sin^2 \theta_1 d\phi_1^2 + d\theta_2^2 + \sin^2 \theta_2 d\phi_2^2)$$
$$+ F_4(r)[\cos \psi(d\theta_1 d\theta_2 + \sin \theta_1 \sin \theta_2 d\phi_1 d\phi_2) - \cos \psi(\sin \theta_2 d\phi_2 d\theta_1 - \sin \theta_1 d\phi_1 d\theta_2)]$$

(2.10)

Here, both 2-spheres have the same radius but the $U(1)_\psi$ shift is broken by the last line and allows for the blown up $S^3$ at $r = 0$. In this limit, both $B_2$ and $F_5$ go to zero at $r = 0$ while $F_3$ remains non-zero and is spread over the $S^3$. This is understood as
there are no more regular D3-branes and the D5-branes wrapping the collapsed $S^2$ are smeared or dissolved over the $S^3$, leaving no branes remaining in the IR. This is illustrated in Figure 2.3.

![Figure 2.3](image)

Figure 2.3: At the end of the duality cascade, all the D3- and D5-branes have been dessolved into fluxes on the geometry, resulting in a finite size $S^3$ at the tip of the conifold.

The full KS solution is an interpolation between the KT solution in the UV and the deformed solution in the IR. In the UV, branes wrap the conifold as a superstring solution and generate the gauge group on their world volume. As we move towards the IR, the branes dissolve into the geometry, deforming the conifold, reducing the gauge group and leaving us with a pure supergravity solution without branes as a source. This is the essence of the duality cascade.

Finally, if the UV completion of this setup could explicitly realize asymptotic freedom, String Theory would have provided a complete picture of the confinement/deconfinement phase transition of QCD-like theories. This however will be presented in the work of [1, 28] as part of chapter 4.

2.4 The Pando Zayas-Tseytlin Solution

There are two natural ways to smooth the singularity of the conifold at $r = 0$: make the $S^3$ of finite size (deformed conifold) or make the $S^2$ of finite size (resolved conifold) [33]. Similar to the Klebanov-Strassler model, Pando Zayas and Tseytlin (PT) [34] have shown that a warped geometry can be created by fluxes in the resolved
conifold background with fractional 3-branes. The type IIB supergravity solution was found to correspond to the KT and KS solution in the UV (at large $r$), but differences arise in the IR (small $r$) where the resolution appears. The PT solution can then be seen as a new starting point for the duality cascade. Before we look to the details of the PT solution for fractional branes, let us review the resolved conifold geometry. Since this will be of much importance later, more details will be provided here than in previous sections. Notice too that the solutions presented so far correspond below to the case where we take the resolution to vanish. As we can see, taking $a = 0$ in (2.23) brings us back to the metric of KW (2.4) and we recover the same geometry.

The resolved conifold is a manifold which looks asymptotically like the singular conifold, but is non–singular at the tip. Its geometry can be derived by starting with the singular version, a non–compact Calabi–Yau 3–fold, that can be embedded in $\mathbb{C}^4$ as

$$\sum_{i=1}^{4} z_i^2 = 0.$$ (2.11)

This describes a cone over $S^2 \times S^3$, which becomes singular at the origin. By a change of coordinates this can also be written as

$$yz - uv = 0,$$ (2.12)

which is equivalent to non–trivial solutions to the equation

$$\begin{pmatrix} z & u \\ v & y \end{pmatrix} \begin{pmatrix} \xi_1 \\ \xi_2 \end{pmatrix} = 0,$$ (2.13)

in which $\xi_1, \xi_2$ are homogeneous coordinates on $\mathbb{CP}^1 \sim S^2$. For $(u, v, y, z) \neq 0$ (away from the tip), they describe again a conifold. But at $(u, v, w, z) = 0$ this is solved by any pair $(\xi_1, \xi_2)$. Due to the overall scaling freedom $(\xi_1, \xi_2) \sim (\lambda \xi_1, \lambda \xi_2)$ we can mod out by this equivalence class and $(\xi_1, \xi_2)$ actually describe a $\mathbb{CP}^1 \sim S^2$ at the tip of the cone. The resolved conifold can be covered by two complex coordinate patches
\((H_+ \text{ and } H_-)\), given by

\[ H_+ = \{ \xi_1 \neq 0 \} = \{ (u, y; \lambda) | u, y, \lambda \in \mathbb{C} \} \text{, } \lambda = \frac{\xi_2}{\xi_1} \]  
(2.14)

\[ H_- = \{ \xi_2 \neq 0 \} = \{ (v, z; \mu) | v, z, \mu \in \mathbb{C} \} \text{, } \mu = \frac{\xi_1}{\xi_2} . \]  
(2.15)

On \(H_+\) we have that

\[ z = -u\lambda , \ v = -y\lambda , \]  
(2.16)

on \(H_-\)

\[ y = -v\mu , \ u = -z\mu , \]  
(2.17)

and on the intersection of these two patches, the coordinates are related by

\[ (v, z; \mu) = (-y\lambda, -u\lambda; 1/\lambda) . \]

The holomorphic coordinates are conveniently parametrized by

\[ z = (9a^2\rho^4 + \rho^6)^{1/4} e^{i/2(\psi-\phi_1-\phi_2)} \sin(\theta_1/2) \sin(\theta_2/2) \]
\[ y = (9a^2\rho^4 + \rho^6)^{1/4} e^{i/2(\psi+\phi_1+\phi_2)} \cos(\theta_1/2) \cos(\theta_2/2) \]
\[ u = (9a^2\rho^4 + \rho^6)^{1/4} e^{i/2(\psi+\phi_1-\phi_2)} \cos(\theta_1/2) \sin(\theta_2/2) \]  
(2.18)

\[ v = (9a^2\rho^4 + \rho^6)^{1/4} e^{i/2(\psi-\phi_1+\phi_2)} \sin(\theta_1/2) \cos(\theta_2/2) . \]

Here, \(\theta_1 = 0 \ldots \pi, \phi_i = 0 \ldots 2\pi\) are the usual Euler angles on \(S^2\), \(\psi = 0 \ldots 4\pi\) describes a \(U(1)\) fibre over the two 2–spheres and \(\rho = 0 \ldots \infty\) is the radial coordinate. Note that our radial coordinate \(\rho\) is related to the commonly-used \(r\) via \(\rho^2 = 3/(2r^2)F'(r^2)\), where \(F(r^2)\) appears in the Kähler potential \(K\) of the resolved conifold

\[ K(r) = F(r^2) + 4a^2 \log(1 + |\lambda|^2) . \]  
(2.19)

Note that the Kähler potential is not a globally defined quantity, since \(\lambda\) is only defined on the patch \(H_+\) that excludes \(\xi_1 = 0\). For completeness let us also quote
\[ F'(r^2) = \frac{\partial F(r^2)}{\partial r^2} = \frac{1}{r^2} \left( -2a^2 + 4a^2N^{-1/3}(r) + N^{1/3}(r) \right) \quad \text{with} \quad (2.20) \]
\[ N(r) = \frac{1}{2} \left( r^4 - 16a^2 + \sqrt{r^8 - 32a^6r^4} \right). \quad (2.21) \]

The inverse relation between \( \rho \) and \( r \) is found to be
\[ r = \left( \frac{2}{3} \right)^{3/4} (9a^2 \rho^4 + \rho^6)^{1/4}. \quad (2.22) \]

In terms of these real coordinates the Ricci–flat Kähler metric on the resolved conifold reads
\[
\begin{align*}
    ds_{\text{res}}^2 &= \kappa(\rho)^{-1} d\rho^2 + \frac{\kappa(\rho)}{9} \rho^2 (d\psi + \cos \theta_1 d\phi_1 + \cos \theta_2 d\phi_2)^2 \\
    &\quad + \frac{\rho^2}{6} (d\theta_1^2 + \sin^2 \theta_1 d\phi_1^2) + \frac{\rho^2 + 6a^2}{6} (d\theta_2^2 + \sin^2 \theta_2 d\phi_2^2),
\end{align*}
\]
with \( \kappa(\rho) = (\rho^2 + 9a^2)/(\rho^2 + 6a^2) \). In the limit \( a \to 0 \) one recovers the singular conifold metric. Note that as \( \rho \to 0 \), the \((\theta_1, \phi_1)\) sphere remains finite, whereas for the singular conifold both \((\theta_i, \phi_i)\) spheres scale with \( \rho^2/6 \). Therefore, \( a \) is called “resolution” parameter and gives the radius of the blown–up 2–sphere at the tip.

It will be useful later on to have a set of vielbeins that describes this metric, i.e.
\[ ds^2 = \sum_{i=1}^{6} (e_i)^2. \quad (2.24) \]
Following [33], we choose

\[
\begin{align*}
  e_1 &= \kappa^{-1/2} d\rho \\
  e_2 &= \frac{\rho \sqrt{\kappa}}{3} (d\psi + \cos \theta_1 d\phi_1 + \cos \theta_2 d\phi_2) = \frac{\rho \sqrt{\kappa}}{3} e_\psi \\
  e_3 &= \frac{\rho}{\sqrt{6}} (\sin \psi/2 \sin \theta_1 d\phi_1 + \cos \psi/2 d\theta_1) \\
  e_4 &= \frac{\rho}{\sqrt{6}} (-\cos \psi/2 \sin \theta_1 d\phi_1 + \sin \psi/2 d\theta_1) \\
  e_5 &= \sqrt{\rho^2 + 6a^2} \left(\frac{\sin \psi/2}{\sqrt{6}} \sin \theta_2 d\phi_2 + \cos \psi/2 d\theta_2\right) \\
  e_6 &= \sqrt{\rho^2 + 6a^2} \left(-\cos \psi/2 \sin \theta_2 d\phi_2 + \sin \psi/2 d\theta_2\right)
\end{align*}
\]

as they lead to a closed Kähler form \( J \) as well as a closed holomorphic 3–form \( \Omega \) with a simple complex structure induced by

\[
J^{(1,1)} = e_1 \wedge e_2 + e_3 \wedge e_4 + e_5 \wedge e_6, \quad \Omega^{(3,0)} = (e_1 + ie_2) \wedge (e_3 + ie_4) \wedge (e_5 + ie_6), \quad (2.26)
\]

in other words we define our complex vielbeins to be

\[
E_1 = e_1 + i e_2, \quad E_2 = e_3 + i e_4, \quad E_3 = e_5 + i e_6. \quad (2.27)
\]

This results in a coordinate expression for \( J \) as

\[
J = \frac{\rho}{3} d\rho \wedge (d\psi + \cos \theta_1 d\phi_1 + \cos \theta_2 d\phi_2) \\
+ \frac{\rho^2}{6} \sin \theta_1 d\phi_1 \wedge d\theta_1 + \frac{\rho^2 + 6a^2}{6} \sin \theta_2 d\phi_2 \wedge d\theta_2. \quad (2.28)
\]

As mentioned above, the full supergravity solution for the resolved conifold was derived by Pando–Zayas and Tseytlin [34] (PT) and includes non–trivial RR and NS flux with constant dilaton. It can be understood as placing a stack of fractional D3–branes (i.e. D5–branes that wrap a 2–cycle) in this background. This construction is illustrated in Figure 2.4.

The ten–dimensional metric is found to be

\[
ds_{10}^2 = h^{-1/2}(\rho) \eta_{\mu\nu} dx^\mu dx^\nu + h^{1/2}(\rho) ds_6^2. \quad (2.29)
\]
Figure 2.4: The PT solution is a natural extension of the KT solution where the 2-cycle wrapped by the D5-branes is non-singular at the tip of the conifold.

where $ds^2_6$ refers to the resolved conifold metric found in (2.23). This asymmetry in the resolved geometry plays a crucial role here as it determines the asymmetry in the flux on the 2–cycles and is the source of supersymmetry breaking. The 3–form fluxes in this background are\footnote{There is a typo in eq. (4.3) of [34], concerning the sign of $F_3$.}

\begin{align}
H_3 &= d\rho \wedge [f'_1(\rho) d\theta_1 \wedge \sin \theta_1 d\phi_1 + f'_2(\rho) d\theta_2 \wedge \sin \theta_2 d\phi_2] \\
F_3 &= Pe_\psi \wedge (d\theta_1 \wedge \sin \theta_1 d\phi_1 - d\theta_2 \wedge \sin \theta_2 d\phi_2)
\end{align}

and the self–dual 5–form flux is given by

\[ F_5 = \mathcal{F} + \ast \mathcal{F}, \quad \mathcal{F} = K(\rho) e_\psi \wedge d\theta_1 \wedge \sin \theta_1 d\phi_1 \wedge d\theta_2 \wedge \sin \theta_2 d\phi_2, \] (2.32)

where

\begin{align}
f_1(\rho) &= \frac{3}{2} g_s P \ln(\rho^2 + 9a^2) \\
f_2(\rho) &= \frac{1}{6} g_s P \left( \frac{36a^2}{\rho^2} - \ln[\rho^{16}(\rho^2 + 9a^2)] \right) \\
K(\rho) &= Q - \frac{1}{3} g_s P^2 \left( \frac{18a^2}{\rho^2} - \ln[\rho^8(\rho^2 + 9a^2)^5] \right)
\end{align}
and where $P$ is proportional to the number of fractional D3-branes $M$ and $Q$ proportional to the number of regular D3-branes$^2$ and both are proportional to $\alpha'$. In the large $\rho$ limit ($\rho \gg 3a^2$), we reproduce exactly the KT solution $^{13}$ with its characteristic logarithmic behavior. In the small distance limit ($\rho \ll 3a^2$), the solution allows for singularities to appear for $K(\rho)$ and $h(\rho)$ at $\rho_K$ and $\rho_h$ respectively. Since $\rho_K > \rho_h$, one expects the geometry to stop at $\rho_K$. Expanding around $\rho_K$ in the IR, one gets a similar behavior as in the deformed conifold case $^{19}$ and should expect confinement.

Let us rewrite the above solution in a new notation that we defined earlier. Using (2.25) we can rewrite the 3–form flux in terms of vielbeins

$$G_3 = \frac{18P}{\rho^3 \sqrt{\kappa}} (e_2 \wedge e_3 \wedge e_4 + i e_1 \wedge e_5 \wedge e_6) + \frac{18P \left(e_2 \wedge e_5 \wedge e_6 + i e_1 \wedge e_3 \wedge e_4\right)}{\rho \sqrt{\rho^2 + 6a^2 \sqrt{\rho^2 + 9a^2}}}.$$  (2.34)

The vielbein notation is extremely convenient to see that this flux is indeed imaginary self-dual. The Hodge dual is simply found to be

$$\ast_6 (e_{i_1} \wedge e_{i_2} \wedge \ldots \wedge e_{i_6}) = \epsilon_{i_{12} \ldots i_{k}} \epsilon_{i_{k+1} \ldots i_{6}} e_{i_{k+1}} \wedge \ldots \wedge e_{i_6}$$

and does not involve any factors of $\sqrt{g}$. We use the convention that $\epsilon_{123456} = \epsilon_{123456} = 1$. With the complex structure (2.27) the PT flux becomes

$$G_3 = \frac{-9P}{\rho^3 \sqrt{\rho^2 + 6a^2 \sqrt{\rho^2 + 9a^2}}} \left[(\rho^2 + 3a^2) (E_1 \wedge E_2 \wedge \overline{E}_2 - E_1 \wedge E_3 \wedge \overline{E}_3) + 3a^2 (E_2 \wedge \overline{E}_1 \wedge \overline{E}_2 + E_3 \wedge \overline{E}_1 \wedge \overline{E}_3)\right].$$  (2.35)

We make several observations: This flux is neither primitive$^3$ nor is it of type (2,1). It has a (1,2) and a (2,1) part, which cannot be avoided by a different choice of complex structure.

$^2$Different notations have been used to represented the number of branes. It is understood that $Q \sim \alpha'^2N \sim L^4$ and $P \sim \alpha'M$ and it should be obvious from the context.

$^3$Since $J = \frac{i}{2} \sum_i (E_i \wedge \overline{E}_i)$ it follows immediately that $J \wedge G_3$ has a non-vanishing $E_2 \wedge E_3 \wedge \overline{E}_1 \wedge \overline{E}_2 \wedge \overline{E}_3$ part that is proportional to $a^2$. 
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It was pointed out in [36] and confirmed in [33] that this solution breaks supersymmetry. The reason lies in the (1,2) part of the 3–form flux. Analysis of the explicit susy variations lead to require $J \wedge G_3 = 0$ (primitivity) and $G_3$ being purely (2,1) [37, 38]. Therefore, the PT flux breaks susy “in two ways”, which are actually equivalent statements for ISD fluxes. As we will shown in the next section, it is, nevertheless, a supergravity solution because the 3–form flux $G_3 = F_3 - iH_3$ obeys the imaginary self–duality condition $*_6 G_3 = iG_3$.

We also observe that, in the limit $a \to 0$, the (1,2) part vanishes, the flux becomes primitive, and we recover the singular conifold solution. This indicates that the resolution forbids a supersymmetric supergravity solution, i.e. the blow–up of a nontrivial 2–cycle in a conifold geometry can lead to supersymmetry breaking. We will use this fact to our advantage. Before we do so, let us step back and elaborate on supersymmetric flux compactification on compact manifolds.

2.5 GKP Flux Compactification

Although the KS solution is a fascinating string solution for regular and fractional branes, it is nevertheless relies on the non-compact conifold. If this could not be solved, it would be a problem as non-compact manifolds are generically not suitable for reducing to four dimensions since they induce an infinite 4d Planck mass ($M_{p,4D} = M_{p,10D} V_6$). Fortunately, flux compactification allows for warped compactifications which are locally like KS, but globally compact. The work of Giddings, Kachru and Polchinski (GKP) [30] provided a fully compact supergravity solution with fluxes which stabilized all the moduli, except one, and obtained a hierarchy from quantized fluxes. Since we will use the same procedure later to solve for the thermal supergravity equations in chapter 4, we will review their compactification here.

We start with the $SL(2,\mathbb{Z})$-invariant type IIB action:

$$S_{\text{IIB}} = \frac{1}{2\kappa_{10}^2} \int d^{10}x \sqrt{-g} \left[ R - \partial_\tau \partial^\tau \bar{\tau} - \frac{2}{2 |\text{Im}\tau|^2} G_3 \cdot \bar{G}_3 - \frac{6 \cdot 5!}{12 |\text{Im}\tau|^2} - \frac{\bar{F}_5^2}{4} \right]$$

$$+ \frac{1}{8i\kappa_{10}^2} \int \frac{C_4 \wedge G_3 \wedge \bar{G}_3}{\text{Im}\tau} + S_{\text{loc}}$$

(2.36)
where $S_{\text{loc}}$ is the action for all the localized sources, like D-branes.

We have defined the complex axion-dilaton field as

$$\tau = C_0 + i e^{-\phi}$$ \hspace{1cm} (2.37)

the combined complex 3-form flux as

$$G_3 = F_3 - \tau H_3$$ \hspace{1cm} (2.38)

and the full 5-form flux as

$$\tilde{F}_5 = F_5 - \frac{1}{2} C_2 \wedge H_3 + \frac{1}{2} B_2 \wedge F_3$$ \hspace{1cm} (2.39)

The condition $\tilde{F}_5 = \ast_{10} \tilde{F}_5$ must be imposed by hand on the equations of motion and $F_5 = dC_4$.

As always, we look for warped solutions of the form

$$ds_{10}^2 = e^{2A} \eta_{\mu \nu} dx^\mu dx^\nu + e^{-2A} \bar{g}_{mn} dy^m dy^n$$ \hspace{1cm} (2.40)

where $x^\mu$ are the 4-dimensional spacetime coordinates maintaining the Poincaré symmetry and $y^m$ are on the compact 6-dimensional manifold $\mathcal{M}_6$. We will allow the warp factor $A$ and the fluxes to vary only on the compact directions. Poincaré invariance allows us to turn on a 5-form flux of the form

$$\tilde{F}_5 = (1 + \ast_{10})(d\alpha \wedge dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3)$$ \hspace{1cm} (2.41)

where $\alpha$ is a function of the compact space.

Turning our attention to the sources of $S_{\text{loc}}$, for a $Dp$-brane wrapping the spacetime directions and a $(p - 3)$-cycle $\Sigma$ in $\mathcal{M}_6$ with vanishing fluxes on the brane, the leading order terms in $\alpha'$ in the action are

$$S_{\text{loc}} = - \int d^{p+1} \xi T_p \sqrt{-g} + \mu_p \int C_{p+1}$$ \hspace{1cm} (2.42)
Considering this action, let us now look for solutions to the equations of motion.

Einstein’s equations of motion, trace reversed, are

\[ R_{MN} = \kappa_10 (T_{MN} - \frac{1}{8} g_{MN} T) \]  

(2.43)

where \( T_{MN} = T_{MN}^{SUGRA} + T_{MN}^{loc} \) is the total stress tensor of the supergravity fields and the localized sources respectively. In particular, the contribution from the localized sources is defined as

\[ T_{MN}^{loc} = -\frac{2}{\sqrt{-g}} \frac{\delta S_{loc}}{\delta g_{MN}}. \]  

(2.44)

With the action [2.36], the Einstein equations of motion then reads

\[
R_{\mu\nu} = -g_{\mu\nu} \left[ \frac{G_3 \cdot \tilde{G}_3}{48 \text{Im}\tau} + \tilde{F}_5 \right] + \frac{\tilde{F}_{\mu\nu\abed} \tilde{F}_{\nu\abed}}{4 \cdot 4!} + \kappa_10^2 \left( T_{\mu\nu}^{loc} - \frac{1}{8} g_{\mu\nu} T^{loc} \right)
\]

(2.45)

Using the fact that the five-form flux is self-dual and of the form (2.41), the spacetime components of the equations become

\[
R_{\mu\nu} = -g_{\mu\nu} \left[ \frac{G_3 \cdot \tilde{G}_3}{48 \text{Im}\tau} + e^{-8A} \partial_m \bar{\alpha} \partial^n \alpha \right] + \kappa_10^2 \left( T_{\mu\nu}^{loc} - \frac{1}{8} g_{\mu\nu} T^{loc} \right)
\]

(2.46)

With our metric ansatz (2.40), the Ricci tensor along spacetime reads

\[
R_{\mu\nu} = -\eta_{\mu\nu} e^{4A} \tilde{\nabla}^2 A = -\frac{1}{4} \eta_{\mu\nu} (\tilde{\nabla}^2 e^{4A} - e^{-4A} \partial_m \bar{e} \bar{e} \partial^n \bar{e} e^{4A})
\]

(2.47)

where the tildes refers to the compact metric \( \tilde{g}^{mn} \) and where the Laplacian \( \tilde{\nabla}^2 \) is defined as:

\[
\tilde{\nabla}^2 \phi = \frac{1}{\sqrt{g}} \partial_m (\sqrt{g} g^{mn} \partial_n \phi)
\]

(2.48)
Using (2.47) and tracing (2.46), we get
\[ \nabla^2 e^{4A} = e^{2A} G_{mnp} \bar{G}^{mnp} + e^{-6A} \left( \partial_m \alpha \bar{\partial}^m \alpha + \partial_m e^{4A} \bar{\partial}^m e^{4A} \right) \tag{2.49} \]
\[ + \frac{k_{10}^2}{2} e^{-2A} \left( T^m - T^m_{\mu} \right) \tag{2.50} \]

This equation, without local sources \( T^{loc} \), is the origin of a no-go theorem for warped compactifications \cite{39, 40}. Integrating both sides of the equations on a compact manifold, the LHS vanishes because it is a total derivative, while the RHS is a sum of squares which each have to vanish individually, leaving no non-trivial solution. This theorem can fortunately be evaded in string theory because the source terms on the RHS can give negative contributions, allowing warped compactifications.

Turning away from the Einstein equations, let us look at the equations of motion (or Bianchi identity) for the 5-form flux.
\[ d\tilde{F}_5 = H_3 \wedge F_3 + 2k_{10}^2 T_3 \rho_3^{loc} \tag{2.51} \]
where \( \rho_3 \) is the 3-brane charge density from all localized sources, including e.g. possible 7-branes. Integrating (2.51) over \( M_6 \), we obtain the type IIB tadpole-cancellation condition
\[ \frac{1}{2k_{10}^2 T_3} \int_M H_3 \wedge F_3 + Q_3 = 0 \tag{2.52} \]
where \( Q_3 \) is the total charge from \( \rho_3 \). This shows that if \( Q_3 \neq 0 \), 3-form flux must be turned on. Note also that if D3 charge is induced on D7-branes, it will have a negative contribution to \( Q_3 \). Lifting to F-theory on a Calabi-Yau four-fold \( X \), we can show that \( Q_3 \) is given \( Q_3 = N_{D3} - \chi(X) \), where \( \chi(X) \) is the Euler characteristic of the four-fold \( X \) wrapped by the 7-brane in \( M \) and \( N_{D3} \) is the D3-brane charge present.

Using our metric (2.40) and 5-form flux ansatz (2.41), the Bianchi identity (2.51) becomes
\[ \nabla^2 \alpha = i e^{2A} G_{mnp} \left( *_6 \bar{G}^{mnp} \right) + 2e^{-6A} \partial_m \alpha \bar{\partial}^m e^{4A} + 2k_{10}^2 e^{2A} T_3 \rho_3^{loc} \tag{2.53} \]
where $*_{6}$ is the dual along the compact directions. Subtracting this from (2.49), one gets

$$\tilde{\nabla}^2 (e^{4A} - \alpha) = \frac{e^{2A}}{6\text{Im}\tau} |iG_3 - *_{6}G_3|^2 + e^{-6A} |\partial(e^{4A} - \alpha)|^2 \quad (2.54)$$

$$+ 2\kappa_{10}^2 e^{2A} \left[ \frac{1}{4} (T_m^m - T_{\mu}^{\mu})_{\text{loc}} - T_3^3_{\text{loc}} \right]$$

Integrating over $\mathcal{M}_6$, the LHS integrates to zero while the RHS is non-negative, assuming the contribution of the local sources respects the BPS-like condition. Thus, taking the 3 terms on the RHS to be zero, we conclude that

- the 3-form flux is imaginary self-dual (ISD)

$$*_{6} G_3 = iG_3 \quad , \quad (2.55)$$

- the warp factor and 4-form flux are related

$$\alpha = e^{4A} \quad , \quad (2.56)$$

- and the BPS condition is saturated

$$\frac{1}{4} (T_m^m - T_{\mu}^{\mu})_{\text{loc}} = T_3^3_{\text{loc}} \quad . \quad (2.57)$$

Note that D3-branes, D7-branes on 4-cycles and O3-planes all saturate the BPS condition.

The remaining equations to satisfy are the 3-form Bianchi identities

$$dF_3 = dH_3 = 0 \quad , \quad (2.58)$$

the Einstein equations along the compact directions and the $\tau$-field equations

$$\tilde{R}_{mn} = \frac{\partial_m \tau \partial_n \bar{\tau}}{2 |\text{Im}\tau|^2} + \kappa_{10}^2 \left( T_{mn}^{D7} - \frac{1}{8} g_{mn} T_{D7}^{D7} \right) \quad (2.59)$$

$$\tilde{\nabla}^2 \tau = \frac{\tilde{\nabla}_\tau \cdot \tilde{\nabla}_\bar{\tau}}{i\text{Im}\tau} - \frac{4\kappa_{10}^2 (\text{Im}\tau)^2}{\sqrt{-g}} \frac{\delta S_{D7}}{\delta \bar{\tau}} \quad (2.60)$$

To summarize, a necessary and sufficient condition to have a solution to all of the supergravity equations of motions on a compact manifold is to require the manifold
to satisfy (2.59) and (2.60), the $F_3$ and $H_3$ forms closed, an ISD $G_3$ flux and to satisfy the tadpole-cancellation and BPS conditions.

Let us now turn our attention to the superpotential formulation of the moduli stabilisation. The scalar potential of $\mathcal{N} = 1$ 4d supergravity can be derived by direct dimensional reduction of the IIB supergravity action. It is induced by the flux kinetic term

$$S_G = -\frac{1}{4\kappa^2_{10}} \int \frac{G_3 \wedge \ast G_3}{\text{Im} \tau},$$

where the Hodge star is taken on the internal manifold, so this integral runs over the six internal dimensions. This can be rewritten as a potential plus a topological term, if we split $G_3$ in its ISD and anti-ISD part

$$G_3 = G^{\text{ISD}} + G^{\text{AISD}}, \quad G^{(A)\text{ISD}} \equiv \frac{1}{2} (G_3 \pm i \ast G_3)$$

Then this part of the action becomes

$$S_G = -\frac{1}{2\kappa^2_{10}} \int \frac{G^{\text{AISD}} \wedge \ast G^{\text{AISD}}}{\text{Im} \tau} + \frac{i}{4\kappa^2_{10}} \int \frac{G_3 \wedge \overline{G}_3}{\text{Im} \tau}$$

$$= -V - N_{\text{flux}}.$$  \hspace{1cm} (2.63)

The second term is topological and independent of the moduli. In a compact setup it will be cancelled by the localised charges, if we use the tadpole cancellation condition $\int H_3 \wedge F_3 = -2\kappa^2_{10} T_3 Q^\text{loc}_3$. This condition is of course relaxed in a non-compact space, but we want to keep the point of view that we can consistently compactify our background in an F–theory framework. The potential for the moduli is given by the anti-ISD fluxes only\(^4\)

$$V = \frac{1}{2\kappa^2_{10}} \int \frac{G^{\text{AISD}} \wedge \ast G^{\text{AISD}}}{\text{Im} \tau}.$$  \hspace{1cm} (2.64)

\(^4\)For a more precise treatment that also includes warping, the Einstein term and the $F_5$ flux term see [41]. The qualitative result remains unchanged. It was actually shown that the GVW superpotential is not influenced by warping.
This means that the potential vanishes identically for ISD flux and the resulting condition $*G_3 = iG_3$ fixes almost all moduli, namely complex structure moduli and dilaton.

If the basis of the complex structure moduli space is given by the holomorphic 3-form $\Omega$ (which is AISD) and $h^{2,1}$ primitive ISD $(2,1)$ forms $\chi_i$, the flux $G_3$ is expanded in this basis. Upon this expansion, the scalar potential takes a form that only depends on the coefficients of the expansion of the anti-ISD part

$$G_3^{\text{AISD}} = g_1 \Omega + g_2 \bar{\chi}_i$$

(2.65)

and becomes

$$V = \frac{i \int G_3 \wedge \Omega \int \overline{G}_3 \wedge \Omega + \int \overline{G}_3 \wedge \chi_i \int \overline{G}_3 \wedge \overline{\chi}_i}{2 \text{Im} \tau \kappa_{10}^2 \int \Omega \wedge \overline{\Omega}}.$$ (2.66)

This is identical to the standard scalar potential of $\mathcal{N} = 1$ 4d supergravity in terms on the superpotential $W$ and the Kähler potential $\mathcal{K}$

$$V = e^{\mathcal{K}} \left( \sum_\alpha |D_\alpha W|^2 - 3 |W|^2 \right),$$ (2.67)

if the superpotential is the usual Gukov–Vafa–Witten [42] potential

$$W = \int G_3 \wedge \Omega.$$ (2.68)

The Kähler potential would be given by

$$\mathcal{K} = - \log(-i \int \Omega \wedge \overline{\Omega}) - \log[-i(\tau - \bar{\tau})] - 3 \log[-i(\sigma - \bar{\sigma})],$$ (2.69)

where $\sigma$ is the Kähler modulus associated with the overall volume of the Calabi–Yau. The $(2,1)$ forms $\chi_i$ enter through the derivative of $\Omega$, because the derivative of $\Omega$ with respect to a complex structure parameter $z_j$ has a $(3,0)$ and a $(2,1)$ part (see e.g. [43])

$$\frac{\partial \Omega}{\partial z_j} = k_j(z, \bar{z}) \Omega^{(3,0)} + \chi_j^{(2,1)}.$$ (2.70)

In (2.67) the index $\alpha$ runs over all Kähler moduli $k_\alpha$, complex structure moduli $z_i$ and the dilaton $\Phi$. The Kähler covariant derivate is $D_\alpha W = \partial_\alpha W + W \partial_\alpha \mathcal{K}$. For no-scale
models one finds a cancellation between the covariant derivatives with respect to the Kähler moduli against the last term, i.e.

\[ \sum_{k_a} |D_{k_a} W|^2 = 3 |W|^2 \]

so that

\[ V = e^K \sum_i |D_i W|^2, \quad (2.71) \]

where now \( i \) only runs over the complex structure moduli and \( \Phi \) only. It is therefore easy to see that even with zero cosmological constant, \( V = 0 \), and satisfying the supergravity equations of motion, we can still have broken supersymmetry, as \( D_{k_a} W \) can be nonvanishing. Finally, by solving all \( D_i W = 0 \) equations, we effectively stabilize all these moduli, leaving only the Kähler moduli unstabilized.

Summary

Throughout this chapter we developed gravitational constructions which are dual to gauge theories. Each improvement brings us a step closer to accurately describing the observed QCD of the Standard Model. The KW model gives us the colours, the KT model broke conformality and The KS model realised confinement. The PT and GKP solutions further refined the gravitational details by respectively resolving the singularity of the conifold, and addressing the compactness and supersymmetry realization. We will now turn our attention towards including D7-branes on the the resolved conifold. This will correspond to a non-singular geometry which is dual to a KS-type gauge theory with flavor.
Chapter 3

D7-branes on the Resolved Conifold

Our motivation in studying the warped resolved conifold with soft supersymmetry breaking is to come a step closer to a consistent string theory background that can be used to study inflation later, embeddings of the Standard model. Current D-brane inflation models (e.g. [10, 15, 44, 45]) are usually embedded in a particular type IIB string theory setup that has become known as the “warped throat”. It is a background on which fluxes create a strongly warped Calabi–Yau geometry via their backreaction on the metric. The Calabi–Yau in question is taken to be the conifold or its cousin the deformed conifold, in which the tip of the throat is non–singular. Placing an anti–D-brane at the bottom of the throat and a D-brane at some distance from it, breaks supersymmetry. Consequently, the D-brane is attracted towards the bottom of the throat with the inter–brane distance serving as the inflaton. As has been pointed out in a variety of papers [10, 15], it is very hard to achieve slow roll in these models.

As an alternative one can break supersymmetry spontaneously by turning on appropriate fluxes, e.g. instead of lifting the potential with an anti–D-brane, one can turn on D–terms. (This idea was put forward in [46], but needed some corrections [47, 48]. In short, one can only generate D-terms in a non-susy theory, i.e. if there are also F-terms present [49].)
There has been much interest in D–terms coming from string theory [50, 51, 52, 53, 54] both for particle phenomenology and cosmological applications. D–terms can generically be created by non–primitive flux on D–brane worldvolumes. It turns out, however, that in the case of only D3–branes, the D–terms will vanish in the vacuum [50]. Even with D7–branes and D3/D7 setups, the cycles wrapped by the branes need to fulfill non–trivial topological conditions to achieve a D-term uplifting [52]. Although D-brane inflation mostly considers D3–branes, D7–branes have been established as a key ingredient for moduli stabilisation. Non–perturbative effects (gaugino condensation) on their worldvolume allow the stabilization of the overall radial modulus.

In light of this knowledge, we propose a background that breaks supersymmetry, but still solves the supergravity equations of motion. It contains D7–branes, which allow for the creation of D–terms. With cosmological applications in mind, this background is a “relative” of the warped throat, i.e. it looks asymptotically like a conifold, but has a different behaviour near the tip. The key ingredient is the blow–up of a 2–cycle (in contrast to the 3–cycle of the deformed conifold), which will introduce non–primitive flux into the theory. This flux still solves the equation of motion as it is imaginary self–dual (ISD). Generically, such a flux cannot exist on a compact Calabi–Yau. We therefore have to generalise our manifold to some non–CY compactification, or keep the whole setup non–compact. For simplicity, we will follow the latter approach, giving some speculations about what a consistent non–CY compactification might induce.

3.1 The Type IIB Picture

In this section, we show how fluxes can be added without violating the supergravity equations of motion and how D7-branes contribute to this flux.
3.1.1 The scalar potential and supersymmetry with (1,2)-flux

We have just argued in section 2.4 that the non-primitive (1,2) flux breaks supersymmetry. One might therefore wonder if it can be used to uplift our potential to a positive vacuum. The answer is no because, as is obvious from (2.64), the scalar potential always remains zero when the flux is ISD, regardless of whether or not the vacuum breaks supersymmetry. But how can we understand this from the point of view of the SuGra potential as expressed in (2.67)? Clearly, there is no F–term associated to derivatives w.r.t. the Kähler parameter or the dilaton, as the superpotential (2.68) does not depend on them. But what about an F–term $D_z W$? Let us for a moment assume we are still talking about a CY, although (1,2) ISD flux cannot exist on a compact CY. So we still assume our moduli space to be parameterised by $\Omega$ and $\chi_i$. Let us furthermore assume the superpotential is still given by (2.68). Then it is easy to see that there could be a non–vanishing derivative of $W$ w.r.t. a complex structure parameter. Using (2.70) one finds

$$\partial_z W = k_i(z, \bar{z}) W + \int G_3 \wedge \chi_i^{(2,1)},$$

(3.1)

which could be nonvanishing for $G_3$ of type (1,2). But (1,2) flux can only be ISD if it is proportional to the Kähler form, $G^{(1,2)} = J^{(1,1)} \wedge \bar{m}^{(0,1)}$, so this becomes

$$\partial_z W = \int J^{(1,1)} \wedge \bar{m}^{(0,1)} \wedge \chi_i^{(2,1)} = 0$$

(3.2)

when we use the fact that $\chi_i$ is primitive, $J^{(1,1)} \wedge \chi_i^{(2,1)} = 0$. If there is no (0,3) part present, $W$ vanishes identically and

$$D_z W = \partial_z W + W \partial_z \mathcal{K} = 0,$$

(3.3)

so all F–terms vanish in our setup. Note that in the non–compact scenario the term $-3|W|^2$ is absent (we neglected $M_P$ in above formulae). However, our argument does not depend on the no–scale structure of the model. $W$ is identically zero, because we don’t have any (0,3) flux turned on, and all F-terms vanish individually.
This discussion has two weak points: First of all, we can no longer assume our moduli space is only parameterised by $\Omega$ and $\chi_i$ if we allow for a (1,2) flux. Once we compactify, there has to be a basis for the one–form $m_{(1,0)}$ as well (for simplicity of the argument let us assume there is only one such 1–form in the following). This would modify the derivative of $\Omega$, the natural guess respecting the $(3,0)+(2,1)$ structure\footnote{In the case of a complex manifold, the original derivation \cite{43} holds and \eqref{eq:3.4} would not acquire an extra term.} being
\[
\frac{\partial \Omega}{\partial z_j} = k_j(z, \bar{z})\Omega^{(3,0)} + \chi_j^{(2,1)} + \nu_j J^{(1,1)} \wedge m^{(1,0)}.
\] (3.4)

If we keep using the GVW superpotential, we get an additional term
\[
\partial_z W = \int G_3 \wedge (\nu J^{(1,1)} \wedge m^{(1,0)}) = \int J^{(1,1)} \wedge \bar{m}^{(0,1)} \wedge \nu J^{(1,1)} \wedge m^{(1,0)},
\] (3.5)

which will in general be non–zero for the type of $G_3$ flux we have turned on. However, the superpotential will also change since we have to expand $G_3$ in this new basis as well. Equation (2.65) changes to
\[
G_3^{\text{AISD}} = g_1 \Omega + g_2 J \wedge \bar{\chi}_i + g_3 J \wedge \bar{m}.
\] (3.6)

Plugging this into the scalar potential (2.64) does not give (2.66), but additional terms due to $\bar{m}$. To bring this into the form of the standard SuGra F–term potential we would need to know the metric on the new moduli space, which does not correspond to a CY anymore. Finding the relevant moduli space would allow one to see how $W$ changes. It is likely that it will contain terms with $J$, and thus will introduce a dependence on Kähler structure moduli. This breaks the no–scale structure and we have to re–examine the cancellation between $D_{k_a}W$ and $W$. Regardless, we know that the combination $\sum_\alpha |D_\alpha W|^2 - 3|W|^2$ has to vanish, as (2.64) remains valid. ISD flux cannot give a non–zero potential.

In addition, it is worth noting that we may have to modify the superpotential as to include a term enforcing primitivity. In the compact CY setting this is already
taken care of, because an ISD (2,1) form is always primitive. The ISD (1,2) form, on the other hand, is not. If we allow for this type of flux, we should introduce a term that reproduces the primitivity condition as a susy condition $DW = 0$. This was already considered in an M/F–theory context [42], where it was conjectured that

$$\tilde{W} = \int J \wedge J \wedge G_4.$$  

(3.7)

Then $D_j \tilde{W} = 0$ leads to the primitivity condition $J \wedge G_4 = 0$ for the 4-form flux on the 8–manifold. It is not obvious how this term reduces to type IIB. It will not give rise to a superpotential, but rather to a D–term, as it depends on the Kähler moduli and not the complex structure moduli. For a $K3 \times K3$ orientifold, the dimensional reduction of $\tilde{W}$ has been carried out [51] and the result agrees with that obtained in type IIB from a D7–worldvolume analysis [52]. Also in the F–theory setup, only the non–primitive fluxes on the D7–branes create a D–term in the effective four–dimensional theory. We can therefore safely conclude that the supersymmetry breaking due to the (1,2) flux will not be visible in the scalar potential that appears from the reduction of the IIB bulk action.

There is also an enlightening discussion in [55] where it was illustrated that, from an F–theory point of view, a flux of type (0,4), (4,0) or proportional to $J \wedge J$ can break supersymmetry without generating a cosmological constant. It is the latter case that corresponds to non–primitive ISD flux in IIB. We do not have an explicit map between these two types of fluxes, but we give some arguments in section 3.2.3. It should be clear that ISD flux lifts to self–dual flux in F-theory and that the non-primitivity property is preserved in this lift.

To summarise, the supersymmetry breaking associated to non–primitive (1,2) fluxes will not give rise to an F–term uplift, as the scalar potential generated by the flux in the IIB bulk action remains zero, so does the superpotential if we rely on the CY property of the resolved conifold. We can, however, in the spirit of KKLMMT [10] allow a non–vanishing $W_0$ that is created by fluxes in the compact bulk that is glued to the throat. It does not appear in the scalar potential because of the no–scale
structure of these models (but it will, once the no-scale structure is broken by non-perturbative effects or because the superpotential is not simply the one from GVW [42] anymore). The (1,2) flux gives rise to an “auxiliary D–term” [38], which is absent in the 4d scalar potential but can be understood as an FI–term from an anomalous $U(1)$ on the D7 worldvolume (the pullback of the B-field on the D7 worldvolume enters into the DBI action). Let us therefore turn to the question how to embed a D7 in the resolved conifold background; we will then turn to the computation of the D–terms in section 3.1.3.

3.1.2 Ouyang embedding of D7–branes on the resolved conifold

We consider now that addition of D7–branes to the PT background. In [17], a holomorphic embedding of D7–branes into the singular conifold background was presented. Such an embedding is necessary to preserve supersymmetry on the submanifold, although not alone sufficient (complete BPS conditions are found in [56, 57]). The particular holomorphic embedding chosen in [17] is described by

\[ z = \mu^2, \]  

(3.8)

where $z$ is one of the holomorphic coordinates defined in (2.18). Although we already know that the PT background breaks supersymmetry, we will use precisely the same embedding (we consider only $\mu = 0$ for simplicity). The configuration and ingredients used here are illustrated in Figure 3.1.

It is worth emphasising that this embedding, first considered on the singular conifold, remains holomorphic on the resolved conifold (details are found in Appendix A). As a consistency check we should always be able to recover the original singular solution in the limit $a \to 0$. This singular solution from [17] is actually not supersymmetric, though one might have expected otherwise. The embedding is holomorphic, but supersymmetry requires in addition that the pullback of the flux is (1,1) and primitive on the cycle wrapped by the D7. The latter condition is not met by the
Figure 3.1: Our construction is the extension of the KT solution in 2 ways: 1) A resolution of the 2-cycle is introduced, making the conifold non-singular in the IR. 2) We add D7-branes in the UV through the Ouyang embedding.

Singular Ouyang embedding in [17]. However, as we will demonstrate in section 3.1.3, this susy breaking in [17] does not manifest itself in a D-term.

The D7–brane induces a non–trivial axion–dilaton

\[ \tau = \frac{i}{g_s} + \frac{N}{2\pi i} \log z, \] 

where \( N \) is the number of embedded D7-branes. Since \( \tau \) is given by (2.37), we can extract the individual running of the axion and dilaton fields associated to the Ouyang embedding:

\[ C_0 = \frac{N}{4\pi} (\psi - \phi_1 - \phi_2) \]  
\[ e^{-\phi} = \frac{1}{g_s} - \frac{N}{8\pi} \log(r^6 + 9a^2r^4) - \frac{N}{2\pi} \log \left( \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right) \]

As pointed out in [15], this shows that there is an additional running of the dilaton when the two–cycle in the “resolved warped deformed conifold” is blown up. However, as we focus on the limit where the geometry looks like the resolved conifold, we recover the PT supergravity solution, which has a constant dilaton. We will therefore concentrate on the running of the dilaton (3.9) as generated by the D7–brane embedding. This running dilaton was not taken into account by [15], where the D7 is embedded in the singular conifold and a D3–brane is attracted towards an anti–D3 at
the bottom of the throat. The given reasoning is that the dilaton contribution should be exactly cancelled by a change in geometry when approaching the supersymmetric limit (if the D7–brane embedding is supersymmetric and the D3–brane preserves the same supersymmetry, the scenario has to be stable when the susy–breaking anti–D3 is removed). Our setup, on the other hand, is non–supersymmetric from the start and therefore we are not led to conclude that the running of the dilaton should vanish from a similar line of argument. It will, however, be suppressed by the susy breaking scale. For a viable inflationary scenario one should rather use the resolved warped deformed conifold; its running dilaton will be the primary reason for a D3 to move towards the tip\(^2\). In this section we simply want to study the backreaction of the dilaton onto the background.

We determine the change the dilaton induces in the other fluxes and the warp factor at linear order \(g_s N\), see appendix A for details of the calculation. We neglect any backreaction on the geometry beyond a change in the warp factor, i.e. we will assume the manifold remains a conformal resolved conifold. A distortion of the conifold with Ouyang embedding has been studied in e.g. [58], where the D7–branes are smeared over the angular directions, such that the dilaton does not exhibit the behaviour (3.9), but runs as \(\log \rho\) only. Instead of choosing this approximation we will rather attempt to make some statement about the expected manifold from an F–theory perspective. We first embed D7–branes in the non–susy PT setup, neglecting any back–reaction on the internal manifold and then lift the resulting warped resolved conifold with non–trivial axion–dilaton to F–theory. The resulting four–fold is in general not a fibration over a Calabi–Yau three–fold, even in the orientifold limit (see section 3.2 for this discussion). Solving the full equations of motion would require us to determine

\(^2\) Such a scenario has been studied in [45], where the running dilaton due to a blown–up 2–cycle was parameterized by \(\delta N(a) \log z\), where \(a\) is a small resolution. This analysis was based on the original Ouyang embedding [17], which we will now reconsider for the resolved conifold.
the Ricci tensor of the internal manifold from

\[ R_{mn} = \frac{\partial_m \tau \partial_n \bar{\tau}}{4(\text{Im} \, \tau)^2} + \left( T_{mn}^{D7} - \frac{1}{8} g_{mn} T^{D7} \right), \tag{3.12} \]

where \( T_{mn}^{D7} \) is the energy momentum tensor of the D7 evaluated in our non-trivial background. However, we can rely on the fact that in a consistent F-theory compactification this equation is automatically satisfied \[30\] when several stacks of D7-branes and O7-planes are taken into account. An actual computation of the RHS of (3.12) is generically difficult. This is because to compute \( T_{mn} \) of the D7 branes we would first need to evaluate the non-abelian Born-Infeld action for \( N \) D7 branes, and secondly extend the action to curved space because the D7 branes wrap non-trivial surfaces in the internal space. We have not been able to perform this direct computation (because of the absence of adequate technology), but we give an indirect confirmation of our background from F-theory in the next section.

Consider first the Bianchi identity, which in leading order becomes (\( H_3 \) indicates the unmodified NS flux from \[2.30\], whereas the hat indicates the corrected flux at leading order)

\[
d\hat{G}_3 = d\hat{F}_3 - d\tau \wedge \hat{H}_3 - \tau \wedge d\hat{H}_3 = -d\tau \wedge H_3 + \mathcal{O}(\g_N^2) \tag{3.13}
\]

\[
= -\left(\frac{N}{2\pi i} \frac{dz}{z}\right) \wedge (df_1(\rho) \wedge d\theta_1 \wedge \sin \theta_1 d\phi_1 + df_2(\rho) \wedge d\theta_2 \wedge \sin \theta_2 d\phi_2) + \mathcal{O}(\g_N^2).
\]

In order to find a 3–form flux that obeys this Bianchi identity, we make an ansatz

\[ \hat{G}_3 = \sum \alpha_i \eta_i \tag{3.14} \]

where \( \{\eta_i\} \) is a basis of imaginary self–dual (ISD) 3–forms on the resolved conifold. In accordance with the observations about the cohomology of \( G_3 \), we do not restrict ourselves to \( (2,1) \) forms, but allow for \( \eta_i \) of \( (1,2) \) cohomology as well. With the
We define

\[ \eta_1 = E_1 \wedge E_2 \wedge E_2 - E_1 \wedge E_3 \wedge E_3 \]
\[ \eta_2 = E_1 \wedge E_2 \wedge E_3 - E_1 \wedge E_3 \wedge E_2 \]
\[ \eta_3 = E_1 \wedge E_2 \wedge E_1 + E_2 \wedge E_3 \wedge E_3 \]
\[ \eta_4 = E_1 \wedge E_3 \wedge E_1 - E_2 \wedge E_3 \wedge E_2 \]
\[ \eta_5 = E_2 \wedge E_3 \wedge E_1 \]

(3.15)

\[ \eta_6 = E_1 \wedge E_1 \wedge E_3 + E_2 \wedge E_2 \wedge E_3 \]
\[ \eta_7 = E_1 \wedge E_1 \wedge E_2 - E_3 \wedge E_2 \wedge E_3 \]
\[ \eta_8 = E_2 \wedge E_1 \wedge E_2 + E_3 \wedge E_1 \wedge E_3 \]

Note that there are five (2,1) ISD forms, but only three (1,2) ISD forms. This is due to the fact that a form of type (1,2) can only be ISD if it is proportional to \( J \).

Not surprisingly, there is no solution to the Bianchi identity involving only the (2,1) forms. We find a particular solution in terms of only four of above eight 3–forms

\[ P_3 = \alpha_1(\rho) \eta_1 + e^{-i\psi/2} \alpha_3(\rho, \theta_1) \eta_3 + e^{-i\psi/2} \alpha_4(\rho, \theta_2) \eta_4 + \alpha_8(\rho) \eta_8 , \quad (3.16) \]

with

\[ \alpha_1 = \frac{3g_sNP}{8\pi\rho^3} \left[ \frac{18a^2 - 36(\rho^2 + 3a^2) \log \left( \frac{\rho}{a} \right) + (10\rho^2 + 72a^2) \log \left( \frac{\rho^2 + 9a^2}{\rho^2 + 9a^2} \right)}{\sqrt{\rho^2 + 6a^2} \sqrt{\rho^2 + 9a^2}} \right] \]
\[ \alpha_3 = -3\sqrt{6g_sNP} \frac{72a^4 - 3\rho^4 + a^2 \rho^2 (\log(\rho^2 + 9a^2) - 56 \log \rho)}{8\pi\rho^3 (\rho^2 + 6a^2)^2} \cot \frac{\theta_1}{2} \]
\[ \alpha_4 = -9\sqrt{6g_sNP} \frac{\rho^2 - 9a^2 \log(\rho^2 + 9a^2)}{8\pi\rho^4 \sqrt{\rho^2 + 6a^2}} \cot \frac{\theta_2}{2} \]
\[ \alpha_8 = \frac{3a^2}{\rho^2 + 3a^2} \left[ \frac{3g_sNP - 9(\rho^2 + 4a^2) + 28\rho^2 \log \rho + (81a^2 + 13\rho^2) \log(\rho^2 + 9a^2)}{8\pi\rho^3 \sqrt{\rho^2 + 6a^2} \sqrt{\rho^2 + 9a^2}} + \alpha_1 \right] . \]
Note that $a_8$ is implicitly given by $\alpha_1$. Furthermore, we find a homogeneous solution

$$G^{\text{hom}}_3 = \beta_1(z, \rho) \eta_1 + e^{-i\psi/2} \beta_3(\rho, \theta_1) \eta_3 + e^{-i\psi/2} \beta_4(\rho, \theta_2) \eta_4$$

$$+ e^{-i\psi} \beta_5(\rho, \theta_1, \theta_2) \eta_5 + \beta_8(z, \rho) \eta_8,$$

with $\beta_i$ given in (A.10). This solution has the right singularity structure at $z = 0$ and $\rho = 0$, but it does not transform correctly under $SL(2, \mathbb{Z})$. When $\psi \rightarrow \psi + 4\pi$, the axion–dilaton transforms as $\tau \rightarrow \tau + N$. This would imply that $G_3$ has to be invariant under this shift, which is true for the particular solution, but not the homogeneous one. We therefore conclude that the correction to the 3–form flux, which is in general a linear combination of $P_3$ and $G^{\text{hom}}_3$, is given by (3.16) only

$$\hat{G}_3 = G_3 + P_3.$$

Note that in terms of $\eta_i$ the original 3–form flux was given by

$$G_3 = -9P \frac{(\rho^2 + 3a^2) \eta_1 + 3a^2 \eta_8}{\rho^3 \sqrt{\rho^2 + 6a^2} \sqrt{\rho^2 + 9a^2}}.$$

We can now determine the change in the remaining fluxes and the warp factor, at least to linear order in $(g_s N)$. We find the corrected RR and NS flux from the real and imaginary part of $\hat{G}_3$, respectively

$$\hat{H}_3 = \frac{\overline{G}_3 - \hat{G}_3}{\tau - \overline{\tau}} \quad \text{and} \quad \hat{F}_3 = \frac{\hat{G}_3 + \overline{G}_3}{2}.$$

This results in the closed NS-NS 3–form

$$\hat{H}_3 = d\rho \wedge c_\psi \wedge (c_1 d\theta_1 + c_2 d\theta_2) + d\rho \wedge (c_3 \sin \theta_1 d\theta_1 \wedge d\phi_1 - c_4 \sin \theta_2 d\theta_2 \wedge d\phi_2)$$

$$+ \left( \frac{\rho^2 + 6a^2}{2\rho} c_1 \sin \theta_1 d\phi_1 - \frac{\rho}{2} c_2 \sin \theta_2 d\phi_2 \right) \wedge d\theta_1 \wedge d\theta_2.$$
and the non–closed RR 3–form (note that $\tilde{F}_3 = \hat{F}_3 - C_0 \hat{H}_3$, where $\hat{F}_3$ is closed)

$$
\tilde{F}_3 = -\frac{1}{g_s} d\rho \wedge e_\psi \wedge (c_1 \sin \theta_1 \, d\phi_1 + c_2 \sin \theta_2 \, d\phi_2)
+ \frac{1}{g_s} e_\psi \wedge (c_5 \sin \theta_1 \, d\theta_1 \wedge d\phi_1 - c_6 \sin \theta_2 \, d\theta_2 \wedge d\phi_2)
- \frac{1}{g_s} \sin \theta_1 \sin \theta_2 \left( \frac{\rho}{2} c_2 \, d\theta_1 - \frac{\rho^2 + 6a^2}{2\rho} c_1 \, d\theta_2 \right) \wedge d\phi_1 \wedge d\phi_2,
$$

(3.23)

see (A.15) for the coefficients $c_i$. This allows us to write the NS 2–form potential

$$
B_2 = \left( b_1(\rho) \cot \frac{\theta_1}{2} \, d\theta_1 + b_2(r) \cot \frac{\theta_2}{2} \, d\theta_2 \right) \wedge e_\psi
$$

(3.24)

$$
+ \left[ \frac{3g_s^2 NP}{4\pi} (1 + \log(\rho^2 + 9a^2)) \log \left( \frac{\sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2}}{2} \right) + b_3(\rho) \right] \sin \theta_1 \, d\theta_1 \wedge d\phi_1
- \left[ \frac{g_s^2 NP}{12\pi \rho^2} (-36a^2 + 9\rho^2 + 16\rho^2 \log \rho + \rho^2 \log(\rho^2 + 9a^2)) \log \left( \frac{\sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2}}{2} \right) + b_4(\rho) \right]
\times \sin \theta_2 \, d\theta_2 \wedge d\phi_2,
$$

where the coefficients are given in (A.17). This mirrors closely the result for the singular conifold [17] and we can indeed show that we produce this result in the $a \to 0$ limit. Away from the singular limit, we find an asymmetry between the $(\theta_1, \phi_1)$ and $(\theta_2, \phi_2)$ spheres, which was to be expected since our manifold (the resolved conifold or its more complicated cousin, the resolved warped deformed conifold) does not have the $\mathbb{Z}_2$ symmetry that exchanges the two 2–spheres in the singular conifold geometry. The lesser degree of symmetry is naturally also expressed in the fluxes.

The five–form flux is as usual given by ($\tilde{*}_{10}$ indicates the Hodge star on the full 10–dimensional warped space)

$$
\hat{F}_5 = (1 + \tilde{*}_{10})(d\hat{h}^{-1} \wedge d^4x),
$$

(3.25)

which requires knowledge of the warp factor $\hat{h}(\rho)$ that is consistent with these new fluxes. In order to solve the supergravity equations of motion one requires

$$
\hat{h}^2 \Delta \hat{h}^{-1} - 2 \hat{h}^3 \partial_m \hat{h}^{-1} \partial_n \hat{h}^{-1} g^{mn} = -\Delta \hat{h} = \ast_6 \left( \frac{\hat{G}_3 \wedge \bar{G}_3}{6(\tau - \sigma)} \right) = \frac{1}{6} \ast_6 d\hat{F}_5,
$$

(3.26)
where $\Delta$ is the Laplacian on the unwarped resolved conifold and all indices are raised and lowered with the unwarped metric. After some simplifications the Laplacian on the resolved conifold takes the form

$$\Delta \hat{h} = \kappa \partial^2 \hat{r} + \frac{5\rho^2 + 27\alpha^2}{\rho(\rho^2 + 6\alpha^2)} \partial_\rho \hat{h} + \frac{6}{\rho^2} \left( \partial_{\theta_1} \hat{h} + \cot \theta_1 \partial_{\theta_1} \hat{h} \right) + \frac{6}{\rho^2 + 6\alpha^2} \left( \partial_{\theta_2} \hat{h} + \cot \theta_2 \partial_{\theta_2} \hat{h} \right).$$

This should be evaluated in linear order in $N$, since we solved the SuGra eom for the fluxes also in linear order. As the right hand side of

$$\frac{1}{6} \ast_6 d\hat{F}_5 = \frac{54g_s P}{\pi \rho^6 (\rho^2 + 6\alpha^2)(\rho^2 + 9\alpha^2)} \left\{ 12\pi \rho^4 + 9\alpha^2 \rho^2 (8\pi - g_s N) + 54\alpha^4 (4\pi + g_s N) \right.$$

$$\left. + g_s N \left[ (25\rho^4 + 66\alpha^2 \rho^2 - 54\alpha^2) \log \rho + (10\rho^4 + 102\alpha^2 \rho^2 + 189\alpha^4) \log (\rho^2 + 9\alpha^2) \right. \right.$$

$$\left. + 6(\rho^4 + 6\alpha^2 \rho^2 + 18\alpha^4) \log \left( \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right) \right\}$$

appears sufficiently complicated, we need to employ some simplification. The obvious choice is to consider $\rho \gg a$, i.e. we only trust our solution sufficiently far from the tip. As in the limit $a \to 0$ we recover the singular conifold setup, we know our solution takes the form \[17\]

$$\hat{h}(\rho, \theta_1, \theta_2) = 1 + \frac{L^4}{r^4} \left\{ 1 + \frac{24g_s P^2}{\pi \alpha' Q} \log \rho \left[ 1 + \frac{3g_s N}{2\pi \alpha'} \left( \log \rho + \frac{1}{2} \right) \right. \right.$$

$$\left. + \frac{g_s N}{2\pi \alpha'} \log \left( \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right) \right\} + O \left( \frac{a^2}{\rho^2} \right)$$

with $L^4 = 27\pi g_s \alpha' Q/4$. Apart from the $a^2/\rho^2$-correction, this is the same result as for the singular conifold \[17\]. We have not been able to find an analytic solution at higher order, but considering that most models work with even cruder approximations of the warp factor (i.e. $h(r) \sim \log r/r^4$), we believe this should suffice.

### 3.1.3 D-terms from non–primitive background flux on D7–branes

Soft supersymmetry breaking via D–terms on D7–branes has been considered in \[50\], and was later applied to more realistic type IIB orientifolds \[52, 53\] or their
F–theory lift [51, 54] (see also [59] for a IIA scenario); the most general study for generalised CYs has appeared in [60]. The established consensus is that non–primitive flux on the D7–worldvolume gives rise to D-terms in the effective 4–dimensional theory, which can only under certain conditions remain non–zero in the vacuum. One way to phrase the necessary condition is to require that the 4–cycle wrapped by the D7–branes admits non–trivial 2–forms that become trivial in the ambient Calabi–Yau, i.e. the $H^2$–cohomology on the four–cycle is bigger than just the pullback of $H^2(CY)$. (Equivalently [52] states that the 4–cycle needs to intersect its orientifold image over a 2–cycle that supports non–trivial flux. The same is true in the case of two stacks [53] intersecting over a 2–cycle.) This condition can be satisfied for the Ouyang embedding in the $\mu \neq 0$ case: The resolved conifold admits only one non–trivial 2–cycle, the sphere that remains finite at the tip. The 4–cycle that the D7 wraps, on the other hand, can also have a non-trivial cycle spanned by $(\theta_1, \phi_1)$, if the D7 in the Ouyang embedding do not reach all the way to the bottom of the throat. On the D7, this cycle will never shrink completely. Nevertheless, we are mostly concerned with the case $\mu = 0$ here. In contrast to [52, 53] we consider the pullback of a background field with non–vanishing fieldstrength, not the zero mode fluctuations, i.e. we do not expand the worldvolume flux in a basis of $H^2$. This gives rise to a D-term that depends on the overall volume of the manifold and the resolution parameter $a$. Though an orientifold will be necessary to consistently compactify our background, we will not specify any orientifold action here, as we do not know a specific compactification our background.

Following the derivation in [53, 60], we extract the D-terms from the DBI action. Suppose our stack of $N$ D7–branes wraps a 4-cycle $\Sigma$ as specified by the Ouyang embedding in section 3.1.2. The full DBI action for the 8–dimensional worldvolume (in string frame) reads

$$S_{D7} = -\mu_7 \int_{\Sigma \times M_4} d^8 \xi e^{-\Phi} \sqrt{|\dot{g} + \dot{B} - 2\pi \alpha' F|}$$

(3.29)
where the symbol \( \check{\cdot} \) indicates the pullback of the metric and the NS field onto the D7, 
\( F \) is the worldvolume gauge flux. With this product ansatz for the spacetime this expression becomes
\[
S_{D7} = -\mu_7 \int d^4x e^{-\Phi} \sqrt{\left| g_4 \right|} \sqrt{\left| 1 + 2\pi\alpha' \check{g}_4^{-1} F_4 \right|} \Gamma,
\]
where \( g_4 \) and \( F_4 \) indicate the 4-dimensional part of the metric and gauge flux and one defines
\[
\Gamma = \int_{\Sigma} d^4\xi \sqrt{\left| \check{g}_\Sigma + \mathcal{F} \right|},
\]
where we have introduced \( \mathcal{F} = \check{B} - 2\pi\alpha' F \). In the following, the pullback is always understood as onto the 4-cycle \( \Sigma \). We do not consider any gauge fields along the external space \( \mathcal{M}_4 \). The quantity (3.31) is the main parameter for the D–terms. Expanding the full action (3.29) at low energies yields the potential contribution
\[
V_{D7} = \mu_7 e^{3\Phi} V^{-2} \Gamma,
\]
where the volume \( V \) of the resolved conifold is defined as
\[
V = \frac{1}{6} \int_{Y} J \wedge J \wedge J = \frac{(4\pi)^2}{108} \int_{0}^{R} \rho^3 (\rho^2 + 6a^2) d\rho = \frac{8\pi^3}{81} R^4 (R^2 + 9a^2).
\]
This integral has to be regularised by an explicit cut–off, as we study the non–compact case. Simply cutting off the radial direction does probably destroy the holomorphicity condition, but we will ignore this subtlety here.

One can write \[\Gamma = \check{\Gamma} e^{-i\kappa} = |\check{\Gamma}| e^{i(\tilde{\zeta} - \zeta)}\], where \( \zeta \) is determined from the BPS calibration condition and
\[
\check{\Gamma} = \frac{1}{2} \int_{\Sigma} \left( \check{J} \wedge \check{J} - \mathcal{F} \wedge \mathcal{F} \right) + i \int_{\Sigma} \check{J} \wedge \mathcal{F}.
\]
Then the condition for the D7 to preserve the same supersymmetry as the O7 corresponds to \( \zeta = \tilde{\zeta} = 0 \), or equivalently \( \text{Im} \check{\Gamma} = 0 \). Allowing for a small supersymmetry
breaking one expands the D7-potential (3.32) in \( \text{Im} \tilde{\Gamma} \ll \text{Re} \tilde{\Gamma} \) and finds

\[
V_{D7} = \mu_7 \epsilon^{3\Phi} \mathcal{V}^{-2} \Gamma = \mu_7 \epsilon^{3\Phi} \mathcal{V}^{-2} \sqrt{(\text{Re} \tilde{\Gamma})^2 + (\text{Im} \tilde{\Gamma})^2} \\
= \mu_7 \epsilon^{3\Phi} \mathcal{V}^{-2} \text{Re} \tilde{\Gamma} + \frac{1}{2} \mu_7 \epsilon^{3\Phi} \mathcal{V}^{-2} \frac{(\text{Im} \tilde{\Gamma})^2}{\text{Re} \tilde{\Gamma}}.
\]

(3.35)

The first term in this expansion will be cancelled by the tadpole cancellation condition in a consistent compactification. The second term is interpreted as the susy-breaking D-term. The real and imaginary part of \( \tilde{\Gamma} \) are easily read off from (3.31) (the integrals are real) and can be calculated for our explicit case at hand. All we need to know is the pullback of the Kähler form onto the 4-cycle and the worldvolume flux \( \mathcal{F} \).

We would like to consider the simple case such that \( \tilde{\mathcal{B}} \neq 0, \quad F = 0 \),

(3.36)

as we have an explicit solution of this form. There could be gauge flux on the D7-brane to could restore supersymmetry in the \( a \to 0 \) limit. It is noted again that to preserve supersymmetry, holomorphicity is not enough. One also needs the worldvolume flux to be of pure (1,1) type and primitive [56]. The reason that it is so difficult to achieve non-trivial D-terms with closed \( \tilde{\mathcal{B}} \) is that \( F \) could always cancel the non-primitive part of \( \tilde{\mathcal{B}} \) [52], unless some non-trivial topological conditions are met.

In calculating the D-terms, we must treat the D7 as a probe. Thus the B-field that is pulled back is not the one we calculated in (3.24), but the original PT solution

\[
B = f_1(\rho) \sin \theta_1 d\theta_1 \wedge d\phi_1 + f_2(\rho) \sin \theta_2 d\theta_2 \wedge d\phi_2,
\]

(3.37)

where \( f_1 \) and \( f_2 \) were defined in (2.33). The embedding \( z = 0 \) we use has actually 2 branches, since

\[
z = 0 = \left(9a^2 \rho^4 + \rho^6\right)^{1/4} \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2}
\]

(3.38)

can be satisfied by either \( \theta_1 = 0 \) or \( \theta_2 = 0 \). This implies that also \( \phi_1 = \text{fixed} \) or \( \phi_2 = \text{fixed} \), as \( \theta_i \) being zero refers to the pole of one of the 2-spheres where the circle
described by $\phi_i$ collapses. The full holomorphic cycle is then a sum over these 2 branches.

Consider the 2 four–cycles $\Sigma_1 = (\rho, \psi, \phi_1, \theta_1)$ and $\Sigma_2 = (\rho, \psi, \phi_2, \theta_2)$ that correspond to the branches $\theta_2 = 0$ and $\theta_1 = 0$, respectively. The complex structure induced on them is actually a trivial pullback of the complex structure on the resolved conifold. Using the complex vielbeins (2.27), we see that

$$\Sigma_1 = (E_1|_{\theta_2=0}, E_2), \quad \Sigma_2 = (E_1|_{\theta_1=0}, E_3), \quad (3.39)$$

where in $E_1|_{\theta_2=0}$ and $E_1|_{\theta_1=0}$ the imaginary part is truncated to

$$\text{Im} E_1|_{\theta_2=0} = \frac{\rho \sqrt{\kappa}}{3} (d\psi + \cos \theta_1 d\phi_1) \quad \text{and} \quad \text{Im} E_1|_{\theta_1=0} = \frac{\rho \sqrt{\kappa}}{3} (d\psi + \cos \theta_2 d\phi_2),$$

respectively. It is easy to show that the induced complex structure on the four–cycle still allows for a closed Kähler form. With this observation we find the pullback of $B$ onto both branches

$$\bar{B}|_{\Sigma_1} = -\frac{3i}{\rho^2} f_1 E_2 \wedge \bar{E}_2, \quad \bar{B}|_{\Sigma_2} = -\frac{3i}{\rho^2 + 6a^2} f_2 E_3 \wedge \bar{E}_3, \quad (3.40)$$

which turn out to be of type (1,1). But that does not mean they are primitive. In fact, as we will see shortly, the pullback of $B$ is not primitive on each individual branch, but in the limit $a \to 0$ the D-term generated by them vanishes when summing over both branches. So it appears that the Ouyang embedding in the singular conifold [17] breaks supersymmetry due to this non–primitivity, but generates neither an F-term nor a D-term. Supersymmetry could possibly be restored by choosing appropriate gauge flux, but we solved the equations of motion only for the case $F = 0$, so we will keep working with this assumption. In general, $F$ would mix with the metric in the e.o.m., changing our original setup.
If we consider the B-field (3.24) that reflects the D7–backreaction, we find its pullback onto $\Sigma_1$ (the case of $\Sigma_2$ is completely analogous)

\[
\tilde{B}_2|_{\Sigma_1} = b_1(\rho) \cot \frac{\theta_1}{2} \, d\theta_1 \wedge (d\psi + \cos \theta_1 \, d\phi_1)
+ \left[ \frac{3g_s^2 N P}{4\pi} \left(1 + \log(\rho^2 + 9a^2)\right) \log \left(\sin \frac{\theta_1}{2} \cdot 0\right) + b_3(\rho) \right] \sin \theta_1 \, d\theta_1 \wedge d\phi_1 .
\] (3.41)

We encounter the usual problem that B contains terms with $\log z$, so naturally we find a log–divergent term if we pull back onto a cycle that is described by $z = 0$. However, this is not our concern here. We just want to point out, that this B-field is not of pure (1,1) type anymore, but rather contains (2,0) and (0,2) terms as well:

\[
\tilde{B}_2|_{\Sigma_1} = \frac{3\sqrt{3} \, i \, b_1(\rho)}{2\rho^2 \sqrt{2\kappa(\rho)}} \cot \frac{\theta_1}{2} \left[ e^{i\psi/2}(E_1 \wedge \bar{E}_2 - \bar{E}_1 \wedge E_2) + e^{-i\psi/2}(E_1 \wedge E_2 + E_2 \wedge \bar{E}_1) \right]
- \frac{3i}{\rho^2} \left[ \frac{3g_s^2 N P}{4\pi} \left(1 + \log(\rho^2 + 9a^2)\right) \log \left(\sin \frac{\theta_1}{2} \cdot 0\right) + b_3(\rho) \right] E_2 \wedge \bar{E}_2 .
\] (3.42)

For our considerations the probe approximation shall suffice. We could not obtain any sensible result with the B–field (3.41) anyway, as we would have to integrate over the divergent points $\theta_i = 0$. Naturally, this is some kind of self–interaction and divergent.

Let us now turn to the calculation of the D-terms for the embedding $\mu = 0$. The crucial integral for the D-term coming from (3.34) is given by the pullbacks of $J$ and $B$. We still need to give the pullback of $J$ onto both branches:

\[
\tilde{J}|_{\Sigma_1} = \frac{\rho}{3} \, d\rho \wedge (d\psi + \cos \theta_1 \, d\phi_1) + \frac{\rho^2}{6} \sin \theta_1 \, d\phi_1 \wedge d\theta_1 ,
\tilde{J}|_{\Sigma_2} = \frac{\rho}{3} \, d\rho \wedge (d\psi + \cos \theta_2 \, d\phi_2) + \frac{\rho^2 + 6a^2}{6} \sin \theta_2 \, d\phi_2 \wedge d\theta_2 .
\] (3.43)

And we repeat the pull–back of $B$ in terms of real coordinates:

\[
\tilde{B}|_{\Sigma_1} = f_1(\rho) \sin \theta_1 \, d\theta_1 \wedge d\phi_1 , \quad \tilde{B}|_{\Sigma_2} = f_2(\rho) \sin \theta_2 \, d\theta_2 \wedge d\phi_2 .
\] (3.44)
The D-term is now obtained from $\text{Im}\tilde{\Gamma}$ in (3.34)

$$D = \int_{\Sigma_1} \tilde{J}|_{\Sigma_1} \wedge \tilde{B}|_{\Sigma_1} + \int_{\Sigma_2} \tilde{J}|_{\Sigma_2} \wedge \tilde{B}|_{\Sigma_2}$$

$$= \int_{\Sigma_1} \frac{\rho}{3} f_1 \sin \theta_1 \, d\rho \wedge d\psi \wedge d\theta_1 \wedge \phi_1 + \int_{\Sigma_2} \frac{\rho}{3} f_2 \sin \theta_2 \, d\rho \wedge d\psi \wedge d\theta_2 \wedge \phi_2.$$

(3.45)

We see immediately that for the case $f_1 = -f_2$, i.e. the singular $a \rightarrow 0$ limit of the KT solution, the D-term vanishes after summing both cycles, even though the pullback of $B$ is non-primitive in this case. For the case $a \neq 0$ we can perform the integrals, again introducing a cut–off $R$ for the radial direction. We find

$$D = \frac{32\pi^2 g_s P}{9} [9a^2 \log(9+a^2) - (9a^2 - 2R^2) \log R - (9a^2 + R^2) \log(9a^2 + R^2)].$$

(3.46)

To obtain the full D-term potential, we also need $\text{Re}\tilde{\Gamma}$ from (3.34). Looking at the pullbacks of the B–fields (3.40) we see that $\tilde{B} \wedge \tilde{B}$ vanishes for both branches, so

$$\text{Re}\tilde{\Gamma} = \frac{1}{2} \int_{\Sigma_1} \tilde{J}|_{\Sigma_1} \wedge \tilde{J}|_{\Sigma_1} + \frac{1}{2} \int_{\Sigma_2} \tilde{J}|_{\Sigma_2} \wedge \tilde{J}|_{\Sigma_2}$$

$$= \frac{4\pi^2}{9} R^2 (R^2 + 6a^2).$$

(3.47)

The total D-term potential then reads

$$V_{D7} = \frac{1}{2} \mu_7 e^{3\Phi} V^{-2} \frac{(\text{Im}\tilde{\Gamma})^2}{\text{Re}\tilde{\Gamma}}$$

$$= \frac{59049 \mu_7 e^{3\Phi}}{512\pi^8} \frac{D^2}{R^{10}(R^2 + 6a^2)(R^2 + 9a^2)^2}.$$

(3.48)

with the D-term $D$ from (3.46). In the probe approximation, $\Phi$ is just the constant background dilaton and can be set to zero. This is one of the main results of our paper. We find a non–zero D–term created by non-primitive (1,2) flux when pulled back to non-primitive flux on D7–branes. Their magnitude is highly suppressed in a large volume compactification. It would be most desireable to find a consistent compactification for our setup, in which we do not have to introduce a cut–off by hand that spoils holomorphicity. Let us stress again that these (1,2) fluxes did not lead to the creation of a bulk cosmological constant, because they are ISD. We would
expect, however, a modification of the superpotential, i.e. in general D-terms on
D7–branes also create F-terms [51, 52, 53].

We have so far neglected any zero modes. Once we study D3/D7 inflation, there
will also be degrees of freedom that become light when the two branes approach
each other. The D– and F–terms in this case have to be re-evaluated. As already
outlined in the beginning of this section, we believe that the conditions to have non–
zero D–terms in the vacuum (i.e. intersection over a two–cycle with non–trivial flux
or a cohomology $H^2(\Sigma)$ of the 4–cycle that is greater than the pullback of the CY
cohomology $H^2(CY)$) can be met when $\mu \neq 0$. For $\mu = 0$ it appears rather the
opposite: There is only one non–trivial 2–cycle in the resolved conifold, the blown–
up $(\phi_2, \theta_2)$–sphere. With $\mu = 0$, the cycle $\Sigma_1$ is topologically trivial (it contains
the shrinking 2–sphere), the cycle $\Sigma_2$ is not. However, once we compactify we will
introduce another cycle on which the (0,1) form is supported. This should be in $(\rho, \psi)$
direction, as $G^{(1,2)} \sim J \wedge \bar{E}_1$, and $E_1$ extends along $\rho$ and $\psi$. However, from (3.44)
we see that this 2–cycle does not support any flux.

We believe this puzzle might be clarified once the original Ouyang embedding
in the singular conifold background is made supersymmetric with appropriate gauge
fluxes. Note however, that there is an essential difference between the singular KT and
the resolved PT backgrounds: the B–field in the bulk is primitive, i.e. $J \wedge J \wedge B = 0,$
for the first case but not for the latter.

The next step would be to consider the embedding $\mu \neq 0$. The integrals becomes
much more complicated and cannot be solved analytically. Only for the case $a = 0$
have we been able to show by numerical integration that $D = 0$. For $a \neq 0$ the
integrand’s strong oscillatory behaviour has prevented us from finding a solution so
far. Note that the pullback of $J$ and $B$ is much more involved. We have to use the
embedding equations

$$\left(\rho^6 + 9a^2\rho^4\right) = \left(\frac{|\mu^2|}{\sin \frac{\phi_1}{2} \sin \frac{\phi_2}{2}}\right)^4, \quad \psi = \phi_1 + \phi_2 + \text{const}. \quad (3.49)$$
It is then tedious but straightforward to calculate the pullback

\[ \tilde{J}_{\alpha\beta} = \partial_\alpha y^m \partial_\beta y^n J_{mn}, \]

(3.50)

where \( m, n = \rho, \psi, \theta_1, \theta_2, \phi_1, \phi_2 \) run over the whole 3-fold, whereas \( \alpha, \beta = \theta_1, \theta_2, \phi_1, \phi_2 \) parameterise the 4-cycle. A similar formula gives the pullback of the NS field \( \tilde{B} \). Note, however, that the pullback will contain terms with \( (\sin \theta_i)^{-1} \), which diverge at the integration boundaries \( \theta_i = 0 \). For the case \( a = 0 \) this seems to be under control, for the resolved case we cannot make any definite statement.

### 3.2 A view from F–theory

Now that we have more or less the complete type IIB picture, we should deviate to address the F-theory [61] lift of our background. Studying F-theory lift has many advantages:

- It can give us a precise way to study the compact version of our background. Recall that the background that we constructed is non-compact. The compact form of our background can be formulated if we can find a compact four-fold associated with the resolved conifold background.
- It is directly related to M-theory by a \( S^1 \) reduction [61]. In M-theory the structure of the four-fold remains the same, but there are a few advantages. We can determine the precise warped form of the metric [62, 63], the precise superpotential [42] and the complete perturbative [64] and non-perturbative terms on the IIB seven branes.

#### 3.2.1 Construction of the fourfold

With the above advantages in mind, we aim to determine the fourfold in F-theory and study the subsequent properties associated with the fourfold in M-theory. The generic structure of the fourfold can be of the following form:

\[ ds^2 = e^{2A} \eta_{\mu\nu} dx^\mu dx^\nu + e^{2B} g_{mn} dy^m dy^n + e^{2C}|dz|^2 \]

(3.51)
where $A, B, C$ are the warp factors that could be in general functions of time as well as the internal coordinates $(y^m, z)$ and $(\mu, \nu) = (0, 1, 2)$. The fourfold is a $T^2$ fibration over a base. We denote the complex coordinate of the $T^2$ by $z$ and the base has a metric $g_{mn}$. The corresponding type IIB metric is expected to be of the form (see also [65]):

$$ds^2 = e^{2A+C} (-dx_0^2 + dx_1^2 + dx_2^2) + \frac{e^{-3C}}{|\tau|^2} \, dx_3^2 + e^{2B+C} \, g_{mn} dy^m dy^n$$

(3.52)

which tells us that in principle the $3 + 1$ dimensional Lorentz could be broken by choosing a generic warp factor of the fibre torus in M-theory. The fibre torus, in M-theory, is parametrised by a complex structure $\tau$ which is proportional to the axio-dilaton in type IIB:

$$dz = dx^{11} + \tau dx^3, \quad \tau = C_0 + \frac{i}{g_s}$$

(3.53)

Clearly if the torus was non-trivially fibred over the threefold base (with metric $g_{mn}$) we would expect non-zero cross terms in the type IIB metric. For our case we simply choose a trivial $T^2$ fibration of the fourfold, so the cross-terms are absent. For a compact manifold we would require the axion charge to vanish. This would mean that the contribution to $C_0$ from a single D7 brane is very small. This would change our metric to

$$ds^2 = e^{2A+C} (-dx_0^2 + dx_1^2 + dx_2^2) + \frac{e^{-3C}}{|\text{Im} \, \tau|^2} \, dx_3^2 + e^{2B+C} \, g_{mn} dy^m dy^n$$

(3.54)

Furthermore, restoring full $3 + 1$ dimensional Lorentz invariance will tell us that the type IIB metric has the following form:

$$ds^2 = \frac{e^{3A/2}}{\sqrt{\text{Im} \, \tau}} \eta_{\mu\nu} dx^\mu dx^\nu + \frac{e^{2B-A/2}}{\sqrt{\text{Im} \, \tau}} \, g_{mn} dy^m dy^n$$

(3.55)

Comparing the above form of the metric with the metric that we have (2.29), it is easy to work out the corresponding M-theory warp factors in terms of $h$ and the
axio-dilaton $\tau$ as:

$$e^A = \left[ \frac{\text{Im } \tau}{h} \right]^{\frac{1}{3}}, \quad e^B = \left[ h(\text{Im } \tau)^2 \right]^{\frac{1}{6}}, \quad e^C = \left[ \frac{\sqrt{h}}{(\text{Im } \tau)^2} \right]^{\frac{1}{3}} \quad (3.56)$$

Now combining (3.56) with (3.51) we can easily see that the fourfold is given by the following metric:

$$ds^2_{4\text{-fold}} = \frac{h^{1/3}}{(\text{Im } \tau)^{4/3}} \left[ dx^{11} + \tau \ dx^3 \right]^2 + h^{1/3}(\text{Im } \tau)^{2/3} \left[ \frac{d\rho^2}{\kappa} + \frac{\rho^2}{6} (d\theta_1^2 + \sin^2 \theta_1 d\phi_1^2) + \frac{\kappa}{9} \rho^2 (d\psi + \cos \theta_1 d\phi_1 + \cos \theta_2 d\phi_2)^2 + \frac{\rho^2 + 6a^2}{6} (d\theta_2^2 + \sin^2 \theta_2 d\phi_2^2) \right] \quad (3.57)$$

where the other variables have already been defined above. The type IIB NS and RR three-form fluxes would converge to give us $G$-fluxes $G_{mnpq}$ on the fourfold. The equations of motion of $G$-fluxes are determined from the gravitational quantum corrections in M-theory as well as $M2$ brane sources. To analyse this on the fourfold background (3.57) becomes too cumbersome, so let us simply illustrate the case of a metric (3.51) with a warp factor of the fibre torus $e^2B \ i.e \ C = B$. In this case the $G$-fluxes satisfy the following two equations:

\begin{align*}
(1) \quad D_q & \left[ e^{4A} (G^{mnpq} - (\ast G)^{mnpq}) \right] = \frac{2k^2T_2}{8!} e^{mnpq1...a_8} (X_8)_{a_1...a_8} \\
(2) \quad \Box e^{6B} & = - \frac{1}{2 \cdot 4!} G_{mnpq}(\ast G)^{mnpq} - \frac{2k^2T_2}{8!} \cdot \frac{X_8}{\sqrt{-g}} + ... \quad (3.58)
\end{align*}

where $k^2T_2$ are constants appearing in the M-theory Lagrangian, and we have made all fields and the Hodge star operations w.r.t. the unwarped metric, except for the $X_8$ term. The $X_8$ term in the above two equations is the eight form expressed entirely in terms of the curvature tensor of the warped metric. This is the quantum correction that we can put to zero when the background is non-compact. A simple observation of (3.58) will tell us that for a compact manifold, a vanishing $X_8$ term will lead to contradiction.

We have also left some dotted terms in the second equation of (3.58). These unwritten terms account for sources, like $M2$ branes, in the theory. These $M2$ branes
are precisely the D3 branes that we will need to eventually put in to study inflation in our model.

Observe now that when we make $X_8$ negligibly small (or in other words, when we ignore quantum corrections), the equations of motion of the $G$-fluxes (3.58), tell us that the covariant derivatives of $G$-fluxes have to vanish. This condition can be satisfied by two different varieties of $G$-flux:

$$G_{mnpq} = (\ast G)_{mnpq}, \quad \text{or} \quad G_{mnpq} - (\ast G)_{mnpq} = e^{-3A} \gamma_{mnpq}$$

(3.59)

where $\gamma_{mnpq}$ is a covariantly constant tensor. The first condition means that the $G$-fluxes have to be self-dual. If it is also primitive then this is the condition to preserve susy $[62]$. The second condition concerns us here. Generically, this implies that the $G$-fluxes are not primitive and therefore susy is spontaneously broken in our model. However, if we can rewrite $\gamma_{mnpq}$ as

$$\gamma_{mnpq} \equiv e^{3a} \gamma^{(1)}_{mnpq} - e^{3a} \left[\ast \gamma^{(1)}\right]_{mnpq}$$

(3.60)

with $e^{3a}$ being a function that we will specify below, then self-duality is restored in the presence of a new $G$-flux that is of the form

$$G_{mnpq} \equiv G_{mnpq} - e^{-3(A-a)} \gamma^{(1)}_{mnpq}$$

(3.61)

although this may not be primitive. Indeed, if we demand $\gamma^{(1)}$ to be of the form

$$\gamma^{(1)} \equiv \mathcal{J} \wedge \mathcal{J}$$

(3.62)

with $\mathcal{J}$ being the fundamental 2–form in M/F-theory and $e^{-3(A-a)}$ is a closed zero form then susy can be broken with a non-primitive self-dual (2, 2) form $[66]$. A

\footnote{Recall that primitivity implies self-duality but not vice-versa on a 4-fold, in contrast to primitivity and imaginary self–duality on a 3–fold.}

\footnote{A non-self-dual flux of the form $G_{mnpq} = e^{-3A \over 2} (\gamma - \ast \gamma)_{mnpq}$ can also break susy and satisfy the second condition in (3.59). However, such a choice of flux does not satisfy the equation of motion.}
similar condition can be derived on the fourfold with three warp factors, as in (3.51) and (3.57). With three warp factors the analysis remains the same. One can easily verify this from the $G$-fluxes constructed out of type IIB three-forms. In the following we will try to justify the existence of this $(2, 2)$ non-primitive form.

### 3.2.2 Normalisable harmonic forms and seven branes

So far, our study in M-theory has followed in parallel to that in type IIB. To see some novelty from the M-theory picture, let us look for the remnants of the seven branes in M-theory. Since M-theory does not support any branes other than two and five-branes, the information of type IIB seven branes can only come from the gravity solution. In type IIB theory, recall that the seven branes were embedded via the Ouyang embedding [17]. This means the embedding equation is:

$$(\rho^6 + 9a^2 \rho^4)^{1/4} \exp \left[ \frac{i}{2} \left( \psi - \phi_1 - \phi_2 \right) \right] \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} = \mu^2$$

In the limit $\mu \to 0$ the seven branes should be embedded via the two branches:

- **Branch 1**: $\theta_1 = 0$, $\phi_1 = 0$
- **Branch 2**: $\theta_2 = 0$, $\phi_2 = 0$

and both run along the radial direction $\rho$. The full geometrical analysis of the embedding is difficult, but we can see that for branch 1 the seven branes wrap a four-cycle along directions $(\theta_2, \phi_2)$ and $(\psi, \rho)$ inside the resolved conifold background and are stretched along the spacetime directions $x^{0,1,2,3}$. One can easily see that the axionic charges of the seven branes could all globally cancel by allowing a trivial F-theory monodromy so that there is no contradiction with Gauss’ law. Subtleties come when we want to study compact manifolds in the presence of seven-branes and non-primitive fluxes. In the absence of non-primitive fluxes one can compactify the manifold with

---

It is easy to see why. A generic configuration of seven branes would be able to lower their actions by going to smaller $\rho$. Therefore, they cannot be fixed at a specific $\rho \equiv \rho_0$. 
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a sufficient number of seven branes and orientifold planes. The more subtle situation with non-primitive fluxes will be discussed later.

For the present case let us look at the metric along directions orthogonal to the type IIB seven branes. The M-theory metric given above \((3.57)\) will immediately tell us the orthogonal space to be:

\[
\begin{align*}
ds^2 &= \frac{h^{1/3}}{(\text{Im} \tau)^{4/3}} \left[ dx^{11} + \tau dx^3 \right]^2 + h^{1/3} (\text{Im} \tau)^{2/3} \left[ \frac{\rho^2}{6} d\theta_1^2 + \frac{\rho^2}{6} \sin^2 \theta_1 d\phi_1^2 \right] \\
&= \frac{h^{1/3}}{(\text{Im} \tau)^{4/3}} (dx^{11} + \text{Re} \tau dx^3)^2 + h^{1/3} (\text{Im} \tau)^{2/3} \left[ \frac{\rho^2}{6} d\theta_1^2 + \frac{\rho^2}{6} \sin^2 \theta_1 d\phi_1^2 \right] \\
&+ \frac{h^{1/3}}{(\text{Im} \tau)^{4/3}} (\text{Im} \tau)^2 (dx^3)^2
\end{align*}
\]

where \(\text{Re} \tau\) and \(\text{Im} \tau\) are related to the axion and dilaton respectively in the following way:

\[
\begin{align*}
\text{Re} \tau &\equiv C_0 = \frac{N}{2\pi} (\psi - \phi_1 - \phi_2) \\
\text{Im} \tau &\equiv e^{-\Phi} = \frac{1}{g_s} - \frac{N}{2\pi} \log \left[ (\rho^6 + 9a^2 \rho^4)^{1/2} \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right] \\
\end{align*}
\]

and \(N\) is the number of the seven branes, as discussed in [17]. The above choice of axion-dilaton is not the full story. For the time being, however, we will continue using this result because the corrections to axion-dilaton are subleading. Some aspects of these corrections have been discussed in [45] using results of [67].

To study the geometry further, let us analyse the background close to the point \((\phi_1 = 0, \theta_1 = 0)\). The resulting metric in the local neighbourhood of the point \((\phi_1, \theta_1)\) has the following form:

\[
\begin{align*}
ds^2 &= h^{1/3} (\text{Im} \tau)^{2/3} \left[ \frac{\rho^2}{6} d\theta_1^2 + \frac{\rho^2}{6} \sin^2 \theta_1 d\phi_1^2 + (dx^3)^2 \right] + \frac{h^{1/3}}{(\text{Im} \tau)^{4/3}} \left( dx^{11} + \frac{N}{2\pi} (\psi - \phi_1 - \phi_2) dx^3 \right)^2
\end{align*}
\]

which can be compared to a Taub-NUT metric:

\[
\begin{align*}
ds^2_{\text{Taub-NUT}} &= V(\tilde{r}) \left( dx^{11} + A_3 dx^3 \right)^2 + V(\tilde{r})^{-1} \left[ d\tilde{r}^2 + \tilde{r}^2 d\theta^2 + \tilde{r}^2 \sin^2 \theta (dx^3)^2 \right]
\end{align*}
\]
with $V(\tilde{r})$ being the typical harmonic function. We see that (3.67) does have a strong resemblance to (3.68), with the $A_3$ charge of the Taub-NUT being given by the axionic charge of $N$ type IIB seven-branes, as expected. However, the local metric is more complicated than the standard TN space because of the non-trivial back-reaction of the G-flux. In particular, the warp factors and some of the coordinates appearing in (3.67) are not quite of the form in (3.68). Nevertheless, (3.67) does capture some of the key features of a Taub-NUT space, namely, the $U(1)$ fibration structure and the gauge charge. In (3.68) the gauge charge has a proportionality $A_3 \propto \cos \theta$. Such a choice of Taub-NUT charge helps us to determine an anti-self-dual harmonic form in this space [68, 69, 64]. Comparing this to (3.67), we see that the charge is given by $C_0 \equiv \frac{N}{2\pi} (\psi - \phi_1 - \phi_2)$. A small change in this charge can be related to a small change in $\phi_1$, keeping other variables constant (recall that we are measuring the charge away from the D7 brane).

We now define the vielbeins in the following way:

$$
e^y \equiv \frac{h^{1/6}}{(\text{Im } \tau)^{2/3}} \left( dx^{11} + \frac{N}{2\pi} (\psi - \phi_1 - \phi_2) dx^3 \right), \quad e^3 \equiv h^{1/6} (\text{Im } \tau)^{1/3} dx^3$$

$$
e^{\theta_1} \equiv \frac{h^{1/6} (\text{Im } \tau)^{1/3} \rho}{\sqrt{6}} d\theta_1, \quad e^{\phi_1} \equiv \frac{h^{1/6} (\text{Im } \tau)^{1/3} \rho \sin \theta_1}{\sqrt{6}} d\phi_1.$$  \hspace{1cm} (3.69)

Using these vielbeins we are now ready to construct our harmonic forms. These harmonic forms have to be self-dual (or anti self-dual) as well as normalisable. Let us make the following ansätze for the one-form:

$$\omega = l(\theta_1) \left( dx^{11} + \frac{N}{2\pi} (\psi - \phi_1 - \phi_2) dx^3 \right).$$  \hspace{1cm} (3.70)

The harmonic two-form will then be given by $d\omega$ and is therefore exact as well as harmonic. To require this to be anti self-dual, we want $*d\omega = -d\omega$ in this space with the Hodge star being given by the warped metric (3.67). This gives us:

$$l(\theta_1) = \exp \left[ \mp \frac{N}{2\pi} \int_{\theta_1}^{\theta} \frac{d\theta_1}{\sin \theta_1 \text{Im } \tau} \right].$$  \hspace{1cm} (3.71)
This implies that the one-form is:

\[
\omega = \exp \left[ \pm \int \frac{d\theta_1}{\sin \theta_1 \left( \log \sin \frac{\theta_1}{2} + \cdots \right)} \right] \left( dx^{11} + \frac{N}{2\pi} (\psi - \phi_1 - \phi_2) dx^3 \right),
\]

which clearly means that an anti self-dual two-form is normalisable, whereas a self-dual two-form in not. Existence of such normalisable forms guarantees many things: firstly it confirms the existence of seven branes in this background. Once the harmonic forms are defined over a compact two-sphere then the resulting background can be compactified so that an effective four-dimensional theory could be defined. In the presence of a non-compact background, the harmonic forms are very useful to determine the world volume theory on the seven branes [70, 71, 64]. Secondly, existence of harmonic forms guarantees the non-commutative deformations on the seven-branes [64].

Recall that the world-volume theory on the type IIB seven-branes is non-commutative because of the presence of non-primitive fluxes. This is perfectly consistent with the original D3/D7 inflationary model [72] that was also non-commutative due to the presence of a non-primitive background. The key difference between our present background and the original D3/D7 system is that (apart from being the fact that the original D3/D7 system was defined on \( K^3 \times T^2/Z_2 \)) in the original D3/D7 system the non-primitivity was treated as a tunable parameter (although it might violate the equations of motion) and could be switched off to regain supersymmetry. In our present scenario we see no way to switch off the non-primitivity. In other words, our present background is inherently non-supersymmetric.

At this point we wish to make several comments: Firstly, the above analysis is only for one of the embedding branches. It is not difficult to see that a similar analysis could be performed for the other branch. The total normalisable anti-selfdual harmonic form is presumably a linear combination of these two forms. Secondly, — and this is important — the above analysis relies heavily on the particular embedding that we took, namely the embedding [3.63]. This embedding is the trivial embedding that should be modified when \( \mu \neq 0 \) in [3.63]. An immediate modification of the
embedding equation (3.64), which was for \( \mu = 0 \), will be the following set of equations:

\[
(p^6 + 9a^2 p^4)^{1/4} \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} = |\mu|^2, \quad \psi - \phi_1 - \phi_2 = \tilde{\theta} \quad (3.73)
\]

where \( \tilde{\theta} \equiv -i \log \frac{\mu}{|\mu|} - 2n\pi \) is a phase factor fixed by the orientation of the seven branes in the angular directions. As soon as \( \mu \neq 0 \), the embedding equations are no longer the simplified equation (3.64), but rather the surface (3.73). Thus we see in a resolved conifold that the seven branes wrap along a nontrivial curved four-cycle in the internal space\(^6\).

For this case one can also work out the normalisable harmonic form. The analysis is more complicated but can be worked out as before. We will not attempt this here, but end this part of the discussion by noting that these normalisable harmonic forms would give rise to second cohomologies (i.e the second Betti numbers) once we compactify the non-compact resolved conifold background.

### 3.2.3 One forms and M-theory uplift of fluxes

At this point we should come back to the issue that we briefly alluded to earlier: compactifying our manifold in type IIB theory. From the F/M-theory point of view, this is equivalent to finding a consistent compact base. This problem has already been solved earlier in [73, 74] and [75, 76, 77]. The compact base – which we call \( B \) henceforth – should have at least one smooth curve \( \mathbb{P}^1 \) with normal bundle \( \mathcal{O}(-1) \oplus \mathcal{O}(-1) \). The Weierstrass model for the fourfold can be obtained as a Calabi-Yau hypersurface with the equation:

\[
y^2 = 4x^3 - g_2x - g_3 \quad (3.74)
\]

where \( y \) is the coordinate on the bundle \( \mathcal{O}_B(3K_B) \), \( x \) is the coordinate on the bundle \( \mathcal{O}_B(2K_B) \) and \( g_k \) is a section of \( \mathcal{O}_B(-2kK_B) \) for \( k = 2, 3 \).

\(^6\) This is clearly a four-cycle because there are six unknowns and two equations in (3.73).
The elliptic fibre is generically smooth, but is a cuspidal cubic over points where \( y^2 = 4x^3 \) and nodal cubic over points where \( g_2^3 = 27g_3^2 \) with \( g_k \) not zero. These latter are, of course, the points where the discriminant of the Weierstrass equation vanishes. The zero locus of the discriminant is a complex surface \( S \) containing the curve \( D \) defined by \( y^2 = 4x^3 \). Once we know \( S \) and \( D \), the Euler characteristics of the fourfold can be completely written in terms of the Euler characteristics of these submanifolds, i.e

\[
\chi = \chi(S) + \chi(D) = 19728 = 24 \times 822 \quad (3.75)
\]

which would tell us that the total number of branes and fluxes should add up to 822 for this manifold.

Observe, however, that the fourfold that we choose with a Kähler base is not the most generic answer. In general, the base could be a non-Kähler manifold. What we need from our present analysis is the existence of one-forms in our manifold which could be used to express the (1,2) fluxes in the type IIB set-up. Presently, in the type IIB set-up, we can think of the following three choices of one-forms in our manifold:

The first of the three one forms can be written in terms of the holomorphic coordinates \((z, y, u, v)\) given in (2.18), in the following way [78]:

\[
\omega_1 \equiv r^{-2} \left( N^{1/3} + 4a^4 N^{-1/3} - 2a^2 \right) \ \text{Im} \ (\bar{z} \, dz + \bar{y} \, dy + \bar{u} \, du + \bar{v} \, dv) \quad (3.76)
\]

where \( N = N(r) = \frac{1}{2} \left( r^4 - 16a^6 + \sqrt{r^8 - 32a^6 r^4} \right) \). See (2.22) for the relation between \( r \) and our radial coordinate \( \rho \). The above one form contributes an exact part to the Kähler form on the resolved conifold. This one form is invariant under the underlying \( SO(4, \mathbb{R}) \).

Another one form can be constructed using the homogeneous coordinates \( \zeta_+ = \frac{\xi_2}{\xi_1} \) and \( \zeta_- = \frac{\xi_1}{\xi_2} \) that respectively define the two patches \( H_+ \) where \( \xi_1 \neq 0 \) and \( H_- \) where \( \xi_2 \neq 0 \).

\footnote{Incidentally, if we make a conifold transition to the base to go to a fourfold that is a \( T^2 \) fibration over a deformed conifold base, the Euler number remains unchanged. See [74, 77] for more details.}
\( \xi_2 \neq 0 \) on the \( S^2 \) of the resolved conifold. (See section 2.4 for more details on the geometry.)

We construct one forms on the two patches \( H_\pm \) in the following way:

\[
\omega_\pm = \frac{1}{2} \text{Im} \frac{\zeta_\pm d\bar{\zeta}_\pm}{1 + |\zeta_\pm|^2}
\] (3.77)

One can also show that these forms are also invariant under \( SO(4) \) just like \( \omega_1 \) above.

Finally, the third category of one forms in our background are of the form:

\[
\omega^i_3 = g_i(\rho) E_i, \quad \bar{\omega}^j_3 = h_j(\rho) \bar{E}_j
\] (3.78)

with no sum over \( i, j \) (although one can combine these one forms to write another one form). The \( E_i \) are the complex vielbeins described in section 2.4. These one forms can only exist on the compactified base if they have a compact support. In the following we will discuss the asymptotic behaviours of \( \omega_3 \) and \( \bar{\omega}_3 \).

To study the asymptotic behaviour it is important to divide our type IIB fluxes into (2,1) and (1,2) parts. Let us also scale the radial coordinate \( \rho \) as \( \rho \to \lambda \rho \) so that large \( \lambda \) means that we are exploring UV geometries. In this limit clearly

\[
E_i \to \lambda E_i, \quad \eta_i \to \lambda^3 \eta_i
\] (3.79)

where the ISD forms \( \eta_i \) were defined in (3.15). The (2,1) part of \( \hat{G}_3 \) is then

\[
\hat{G}_3^{(2,1)} = \left[ \alpha_1(\rho) - \frac{9P(\rho^2 + 3a^2)}{\rho^3 \sqrt{\rho^2 + 6a^2 \sqrt{\rho^2 + 9a^2}}} \right] \eta_1 + e^{-i\psi/2} \alpha_2(\rho, \theta_1) \eta_3 + e^{-i\psi/2} \alpha_4(\rho, \theta_2) \eta_4
\] (3.80)

with the functional forms of \( \alpha_1, \alpha_3 \) and \( \alpha_4 \) derived in Appendix A. For large \( \rho \) or large \( \lambda \), the behaviour of \( \hat{G}_3^{(2,1)} \) is of the form:

\[
\hat{G}_3^{(2,1)} \to \text{constant} + \log \lambda
\] (3.81)

---

\( ^8 \) Recall that we are using hatted quantities to indicate the background flux with backreaction from the embedded seven branes.
and therefore $\hat{G}_{3}^{(2,1)}$ diverges logarithmically. This divergence is not problematic because eventually we are compactifying our manifold to a non-CY threefold. One should also observe that the $(2, 1)$ part of the fluxes in the original PT solution [34] asymptotically goes to a constant.

On the other hand, the asymptotic behaviour of the $(1, 2)$ part of the fluxes is more interesting. The explicit form of the $(1, 2)$ part is given by:

$$\hat{G}_{3}^{(1,2)} = \left[ \alpha_{8} - \frac{27Pa^{2}}{\rho^{3}\sqrt{\rho^{2} + 6a^{2}\rho^{2} + 9a^{2}}} \right] \eta_{8},$$

with $\alpha_{8}$ given in (3.17). Asymptotically $\hat{G}_{3}^{(1,2)}$ now behaves in the following way:

$$\hat{G}_{3}^{(1,2)} \to \frac{1}{\lambda^{2}},$$

and therefore goes to zero very fast. In fact the $(1, 2)$ part of the fluxes in [34] also has the same behaviour asymptotically.

Such an asymptotic behaviour of $\hat{G}_{3}^{(1,2)}$ is good for us. This means that, since the fluxes vanish at the boundary, they should naturally exist once we compactify the resolved conifold to a compact threefold. Furthermore we see that the $(1, 2)$ part of the three form flux can be expressed alternatively as:

$$\hat{G}_{3}^{(1,2)} = J \wedge \bar{m},$$

with $\bar{m}$ being a $(0, 1)$ form as one would have indeed expected. From our above consideration the $(0, 1)$ form and $J$ are given in terms of the three one-forms in the following way:

$$\bar{m} \equiv h_{1}(\rho)\bar{E}_{1} = \left[ \alpha_{8} - \frac{27Pa^{2}}{\rho^{3}\sqrt{\rho^{2} + 6a^{2}\sqrt{\rho^{2} + 9a^{2}}}^{2}} \right] \bar{E}_{1}, \quad J = d\omega_{1} + 4a^{2}d\omega_{\pm}$$

(3.85)
on the two patches $H_{\pm}$. The latter definition of $J$ is identical to the definition of $J$ in terms of the complex vielbeins $E_i$ given in (2.27). It is also clear that the $(2, 1)$ form cannot be expressed as (3.84) using a one form because the $(2, 1)$ form is primitive. Observe, however, that the existence of a normalisable $(0, 1)$ form doesn’t always imply the existence of a non-trivial one-cycle in the manifold.

Once we have the explicit $(1, 2)$ forms, we still must see how this is uplifted in the M-theory picture. This is where things become somewhat subtle. The generic uplift of type IIB three-forms was given in [63, 30] in the following form:

$$G_4 = -\frac{\hat{G}_3 \wedge d\bar{z}}{\tau - \bar{\tau}} + \frac{\bar{G}_3 \wedge dz}{\tau - \bar{\tau}} = \hat{F}_3 \wedge dx^3 + \hat{H}_3 \wedge dx^{11} \quad (3.86)$$

where we have used the usual definitions of $G_3$ and $dz$, namely: $\hat{G}_3 = \hat{F}_3 - \tau \hat{H}_3$ and $dz = dx^{11} + \tau dx^3$ (although $d\tau \neq 0$). Thus $\bar{F}_3 = \bar{F}_3 - C_0 \bar{H}_3$ and $\bar{F}_3 = d\bar{C}_2$ to comply with the notation used in section 3.1. With these definitions, the T-duality from IIB to M-theory works in an expected way.

However, because of the presence of $d\bar{z}$ and $dz$ in (3.86), the uplift of a $(2, 1)$ form is indeed a $(2, 2)$ form, but the naive uplift of a $(1, 2)$ form becomes a $(1, 3)$ or a $(3, 1)$ form, none of which are suitable for our case because these forms are ASD in M-theory. In the literature such subtlety was never observed because the ISD fluxes were never taken to have $(1, 2)$ components. For our case, as we saw above, such forms are allowed because of their localised and normalisable nature.

Indeed, such localisation of fluxes will eventually help us to show that the $(1, 2)$ forms would also lift to F-theory as $(2, 2)$ forms. To see this, observe that F-theory allows the following two important topological couplings:

$$\mathcal{L}_1 \equiv \int_{M_{12}} C_4 \wedge G_4 \wedge G_4, \quad \mathcal{L}_2 \equiv \int_{M_{12}} G_4 \wedge G_4 \wedge G_4, \quad (3.87)$$

Note that the volume form is unique despite the existence of multiple one-forms. The volume form is given by: $V = du \wedge dy \wedge d\zeta_+ = dv \wedge dz \wedge d\zeta_-.$

Although, in the language of the fourfold the threefold base does have a non-vanishing first Chern class.
where $C_4$ is the self-dual four-form in type IIB theory and $M_{12}$ is the twelve-dimensional space (see [79] and references therein for more details on these couplings).

The coupling $L_1$ is well known. This leads to the standard Chern-Simmons term on D7 branes when we decompose the four-form as $G_4 = F \wedge d\omega$, where $d\omega$ is the normalisable two-form derived earlier and $F$ is the gauge flux on a D7 brane. The second coupling, $L_2$, concerns us here. In type IIB there are no fundamental massless four-forms other than $C_4$ discussed above. How do we interpret $G_4$? The coupling that we are concerned with here is

$$\int_{M_8} G_4 \wedge F \wedge F,$$  \hspace{1cm} (3.88)

where $M_8$ is an eight-dimensional surface. The only eight-dimensional surface that we have in type IIB is the surface of the D7 brane. Therefore, we should expect the coupling (3.88) to show up on the surface of the D7 brane as some kind of compact four-form coupling to it.

Existence of such compact four-forms can arise from the Chern-Simons terms on the D7 branes. One can easily see that there is a coupling of the form:

$$\int_{M_8} \tilde{F}_3 \wedge A \wedge F \wedge F \equiv \int_{M_8} \left( \hat{F}_3 - C_0 \hat{H}_3 \right) \wedge A \wedge F \wedge F \quad \text{(3.89)}$$

when we choose the orientation of the D7 branes such that the arbitrary phase factor $\tilde{\theta}$ in (3.73) is a constant and our gauge invariant field on any D7 brane is $F = \tilde{B} - F$ where $\tilde{B}$ is the pullback of the NS 2-form.

The above form of the coupling (3.89) is of the type (3.88) provided the one-form $A$ also becomes localised. Observe that both the three-forms appearing in (3.89) are the localised (1,2) forms. Let us then assume that the one-form is $A = l_1(\theta_1) dx^3$, where $l_1(\theta_1)$ is some localised function that we will specify soon. We have also made a gauge choice to orient $A$ along $x^3$ direction. With this we see that one choice of

---

11 We take $2\pi\alpha' = 1$ henceforth.
localised four-form flux is:
\[
G_4^{(1)} \equiv l_1(\theta_1) \tilde{F}_3 \wedge dx^3 = l_1(\theta_1) \left( \hat{F}_3 \wedge dx^3 - C_0 \hat{H}_3 \wedge dx^3 \right)
\]  \hspace{1cm} (3.90)

There is another choice of localised four-form flux that we can have in addition to (3.90). This choice can be motivated from the Born-Infeld terms of the D7 branes, and is given by:
\[
G_4^{(2)} = \hat{H}_3 \wedge \omega,
\]  \hspace{1cm} (3.91)

where \(\omega\) is the one-form derived in (3.72). Once we compactify the internal space, the total axionic charge has to vanish. In that case both \(G_4^{(1)}\) and \(G_4^{(2)}\) simplify. In the presence of axion field, the total localised four-form flux is given by:
\[
G_4 \equiv G_4^{(1)} + G_4^{(2)} = \hat{H}_3 \wedge \omega + l_1(\theta_1) \left( -\hat{F}_3 \wedge dx^3 + C_0 \hat{H}_3 \wedge dx^3 \right)
\]  \hspace{1cm} (3.92)

which can be put in a very suggestive form if we define \(l_1(\theta_1) = l(\theta_1)\) with \(l(\theta_1)\) being the function of \(\theta_1\) given in (3.71) and (3.72):
\[
G_4 = l(\theta_1) \left( \hat{H}_3 \wedge dx^{11} - \hat{F}_3 \wedge dx^3 + 2C_0 \hat{H}_3 \wedge dx^3 \right) = -l(\theta_1) \frac{\hat{G}_3^{(1,2)} \wedge dz}{\tau - \bar{\tau}} + c.c \hspace{1cm} (3.93)
\]

with \(dz = dx^{11} + \tau dx^3\) and \(\hat{G}_3^{(1,2)}\) being the (1, 2) form. The above four-form is clearly a (2, 2) form as one would have expected from the earlier discussions \[66, 55, 80\]. Notice however that the four-form flux is not closed.

It is also interesting to note that since \(\hat{G}_3^{(1,2)}\) is of the form \(J \wedge \bar{m}\) (see (3.84)), the localised (2, 2) form in M-theory becomes:
\[
G_4 \equiv \frac{1}{2} \text{Re} \left( i e^\phi l(\theta_1) J \wedge \bar{m} \wedge dz \right) \hspace{1cm} (3.94)
\]

At this point we may want to connect the four-form with the results given in \[66, 55\]. The four-form should be related to \(J \wedge J\) in M-theory where \(J\) is the fundamental \((1, 1)\) form for the fourfold. Defining \(J = J + dz \wedge d\bar{z}\), we have
\[
J \wedge J = J \wedge J + 2J \wedge dz \wedge d\bar{z}. \hspace{1cm} (3.95)
\]
It is easy to follow these fluxes to see how they appear in type IIB side. The second component in (3.95) i.e \( J \wedge dz \wedge d\bar{z} \) becomes a three-form field strength in T-dual type IIA theory:

\[
(\tau - \bar{\tau}) \, J \wedge dx^3
\]

whose origin will be discussed in the next section. Similarly, the first component in (3.95) \((J \wedge J)\) becomes a five-form in type IIB side which has one component along \(x^3\) direction and other components inside the threefold. This takes the form:

\[
G_5 = \frac{\rho^3}{9} \sin \theta_1 \, d\rho \wedge e_{\psi} \wedge d\phi_1 \wedge d\theta_1 \wedge dx^3 + \frac{\rho (\rho^2 + 6a^2)}{9} \sin \theta_2 \, d\rho \wedge e_{\psi} \wedge d\phi_2 \wedge d\theta_2 \wedge dx^3 \\
+ \frac{\rho^2 (\rho^2 + 6a^2)}{18} \sin \theta_1 \sin \theta_2 \, d\phi_1 \wedge d\theta_1 \wedge d\phi_2 \wedge d\theta_2 \wedge dx^3.
\]

This five-form (or the equivalent four-form) is strongly reminiscent of the four-form that we called \( G_4^{(1)} \) in (3.90), which does have one component along \(x^3\) direction. Indeed, the five-form\(^{12}\)

\[
\frac{dl}{d\theta_1} \, d\theta_1 \wedge \tilde{F}_3 \wedge dx^3 + \frac{l}{2} \left( d\tilde{G}_3 + d\tilde{G}_3' \right) \wedge dx^3
\]

that we get from our background flux does match with (3.97), but (3.98) has more terms than (3.97). This difference appears because, once we compactify our manifold, the fundamental form \( J \) would change which, would change the five-form (3.97).

The connection we have established here gives a stronger justification for why the cosmological constant should vanish in the bulk. It may be interesting to see if the arguments of \cite{80} could be applied to our scenario also.

### 3.3 Applications

#### 3.3.1 Compactification and non-Kählerity

There remain issues that were given only partial attention in our earlier sections. The first such issue is the nature of a possible compactification of our background,\(^{12}\) This is clearly non-vanishing because the underlying four-form is not closed as we saw above.
which will certainly not be a Calabi–Yau, nor even Kähler. In the F-theory section we discussed that the six–dimensional base cannot be a Calabi–Yau manifold as it has a non-vanishing first Chern class. By reducing to IIA we can argue that the T–dual IIB background will indeed be non–Kähler. This construction follows the ones laid out in [81, 73].

The three form flux (3.96) that we get in type IIA will dissolve in the metric once we T-dualise to type IIB theory, making the background non-Kähler. Once the background is non-Kähler there would be extra sources of fluxes in addition to the fluxes that we mentioned in (3.92), namely “geometric flux”. One can replace the type IIB three form NS flux by

$$\tilde{H}_3 \equiv \hat{H}_3 + id(e^{-\phi}J).$$

(3.99)

This complexification of the three form flux is not new and has been observed earlier in heterotic compactifications [82, 83, 84, 85], which in turn gave rise to a new superpotential in the heterotic theory [86, 87]. An interesting observation here is that the type IIB background itself becomes non-Kähler now as compared to the heterotic background where the type IIB background was conformally Kähler.

We also remarked on possible generalisations of the IIB superpotential in section 3.1.1. It seems clear that the GVW superpotential will get corrected if the moduli space is enlarged by non–trivial one–forms. For the case of a background that is mirror to a Calabi–Yau with NS flux (so it acquires a non–trivial $T^3$ fibration when the mirror symmetry is interpreted as three T–dualities — the NS B–field becomes part of the metric in the mirror manifold [81]), a superpotential has been proposed [54]. Whether or not this is suggestive for our case requires further study. Thus far, we have no reason to believe that our IIB manifold (globally) admits an SU(3) structure.

The space of generalised Calabi–Yau manifolds is much larger, though some work on superpotentials in this case appeared in [88, 89, 90, 91]. If we could infer that our IIB

---

13 In M-theory once $dJ \neq 0$ the four-form flux $J \wedge J$ is not closed. This is of course consistent with our choice of four-form flux (3.92).
background admits an SU(3) structure, then it would be guaranteed to be complex \cite{92, 93, 94} if it preserved supersymmetry. However, in the presence of susy–breaking flux we cannot infer the structure of the manifold. A complex manifold would have the advantage to give us control over the complex structure deformations.

3.3.2 Inflationary dynamics

The major motivation for constructing the background in this paper was to study a model of inflation that may give slow roll dynamics with less fine tunings than the usual $D3 - \overline{D3}$ scenarios \cite{10, 15}. Let us therefore sketch a possible model of inflation using the resolved conifold background with D7 branes and additional D3 branes.

Recall that D3/D7 inflation has primarily been studied in toroidal manifolds (see \cite{72, 95} and citations therein) of the form $T^n/\Gamma$ of which $K3 \times T^2/\mathbb{Z}_2$ is a special case. The F-term and D-term potentials appearing from the gaugino condensate and susy breaking fluxes, respectively, conspired to give a consistent resolution of the anomalies associated with the FI terms.

We outline a possible scenario to achieve slow roll inflation when we combine the ideas of $D3 - \overline{D3}$ in the “warped throat” (KKLMMT \cite{10}) with D3/D7 models \cite{72, 95}.\footnote{Similar idea has been proposed independently by Cliff Burgess.} We want to balance a D3 that is attracted towards the D7 (because of the non-primitive flux on the D7 worldvolume) with another force that drives the D3 toward the tip. This can be achieved by placing an anti-D3 there or by using a background in which the addition of a D3 explicitly breaks supersymmetry, such as the resolved warped deformed conifold \cite{67}. The motion of D3–branes towards the tip in the latter background is a consequence of the running dilaton. However, this potential alone is still too steep for slow–roll inflation.

Combining both forces, however, we might hope to slow down the motion of the D3 in either the one or the other direction. There are two possible scenarios, depending on which force dominates:
• The D–term potential created by the non–primitive flux dominates and attracts the D3–brane towards the wrapped D7 brane. Inflation ends when the D3 dissolves into the D7 as non-commutative instantons and supersymmetry is restored.

• The attraction towards the anti–D3 brane at the bottom of the throat (or possibly a running dilaton in a more general background) dominates. Inflation ends as all or some D3 branes getting annihilated by the anti–D3 brane(s) at the tip of the throat.

Naively one might hope that the motion would be slow because the D3 branes are pulled in both directions. However, it may also turn out that the initial position of the D3 has to be heavily fine–tuned in this setup.

The F-term potential associated with the motion of the D3–branes towards the tip of the throat has recently been computed with the inclusion of holomorphically embedded D7–branes \cite{15, 44, 45} using the analysis of \cite{12}. If we want to combine the D-term and F-term potentials we are faced with an issue pointed out by \cite{49}: for a supersymmetric background it is impossible to have a $D$-term potential that could be used to pull the D3 brane towards the D7 branes. Thus if we want to switch on non–primitive fluxes on the wrapped D7 branes we have to embed the D7 branes in a non-supersymmetric background. Our problem becomes threefold:

• Construct a supergravity background with embedded D7 branes that breaks supersymmetry spontaneously.

• Allow for a possible D-term uplifting by avoiding the no-go theorem of \cite{49}, as pointed out by \cite{48}. Note that the D7 worldvolume theory will not only contribute the D but also possible F-terms, such that the issue of \cite{49} might be resolved.

• Balance the D3 brane using the two forces: one from the D-term potential and the other from the attractive force at the tip of the deformed conifold in the KKLMMT setup.
In this paper we have addressed the first two problems by constructing a non-supersymmetric background with D-terms on the D7 branes given by the pullback of a non-primitive flux. To analyse the last problem, we might have to go to a more generic background with both the two and the three cycles non vanishing. Most of the literature deals with the limit where the manifold looks like a singular conifold. This isn’t the most generic situation so we have to go away from the usual conifold background. However, taking a resolved warped deformed conifold creates non-trivial dilaton profile from two sources now:

- From the D7 branes, and
- From the unequal sizes of the two-cycles.

The running of dilaton from the first case can already be seen at a supersymmetric level in the Ouyang background [17], which was originally analysed for a non-compact singular conifold background. Once we blow up resolution cycles of the conifold and switch on fluxes, the second case mentioned above kicks in, and we must discuss the combined effects to get the full background geometry. This makes the problem much harder to solve.

The warped resolved conifold however may still be a good model of inflation with D-term uplifting. We would have to extend our analysis beyond the case $\mu = 0$ (in this case the D7 extend all the way down the throat, which would not allow us to place a D3 between the D7 and the tip) and to other embeddings, such as the Kuperstein embedding [14]. Our preliminary analysis indicates that the value of the D-terms should depend on the choice of embedding.

### 3.3.3 Supersymmetry restoration

When the D3–brane falls into the D7–branes at the end of inflation we expect supersymmetry to be restored. Such a susy restoration was first described in [72]. For our case, the situation is more involved. From the F-theory point of view, the total G-flux at the end of the inflation can be succinctly presented as:

$$ G_{\text{total}} \equiv G_P^{(2,2)} + c_1 J \wedge J + c_2 F \wedge d\omega + c_3 \tilde{H}_3 \wedge \omega, \quad (3.100) $$
where \( c_i \) are some defined functions of the coordinates \((\theta_1, \phi_1)\) or \((\theta_2, \phi_2)\) depending on which branch \((3.64)\) we are on, \( G^{(2,2)}_P \) is the primitive part of the \( G \)-flux that come from the uplift of the type IIB \((2, 1)\) forms, and \( F \) is the gauge flux induced by dissolving the D3 brane inside the D7 branes. The 1-form \( \omega \) was defined in \((3.72)\). The last term coming from the \( \hat{H}_3 \) coupling is non-primitive, and because of that in the absence of \( F \) flux, the \( G \) flux was \((2, 2)\) but non-primitive. Observe that in the presence of \( F \) flux we can in fact demand:

\[
\mathcal{J} \wedge G_{\text{total}} = 0 \quad (3.101)
\]

and therefore restore supersymmetry with \((2,2)\) fluxes.

The \( F \) flux used to restore supersymmetry in the above paragraph could be interpreted in two ways: switching on second Chern class or switching on first Chern class. The former, which leads to instantons, is the end point of the D3 brane dissolving on the D7 branes.

The latter, however, gives rise to a bound state of a D5 brane with the D7 branes. Such a technique of restoring supersymmetry has already been discussed in \([96, 97]\) and could probably be used to restore supersymmetry in the limit where the resolution parameter \( a \) goes to zero. This would then be one simple way of restoring supersymmetry in the original Ouyang construction \([17]\).
Chapter 4

Towards Thermal Flux Compactification with Flavor

As we mentioned in the introduction and chapter 2, flux compactification solutions of the type presented in chapter 3 also are of particular interest towards understanding the relations between gauge and gravity theories through holography. In the rest of this manuscript, we will use these results and extend them towards even more realistic gravity duals of the Standard Model. But first, in this chapter, we will review previous work in this direction.

4.1 Introducing Temperature on the Gravity Side

An obviously interesting way to extend the type of string solutions we developed would be to include non-zero temperatures. While thermal field theories usually include temperature via periodicity in the Euclidean time direction, finite temperature in the dual supergravity side is best understood through non-extremal geometries [98, 99, 100]. Periodicity in the time direction is usually read from the metric of a disk, \( ds^2 = dr^2 + r^2 d\theta^2 \), and the temperature is defined as the inverse of the period in \( \theta \), \( T = \frac{1}{2\pi} \). In supergravity, we also have a Wick rotated form of the cone’s metric \((t \rightarrow it_E)\) allowing us to read off the temperature from the prefactor of \( dt^2 \):

\[
ds^2 = -4\pi^2 T^2 r^2 dt^2 + dr^2 \tag{4.1}
\]
Solutions of this form appear naturally in supergravity as non-extremal branes solutions. An example of prime interest to us is the standard regular non-extremal D3-branes solution compactified on $X^5$, sourced only by the 5-form flux. In this case, the metric takes the form

$$ds_{10}^2 = h^{-1/2}(r)\left(-g(r)dt^2 + dx^i dx^i\right) + h^{1/2}(r)\left[\frac{dr^2}{g(r)} + r^2(dM_5)^2\right]$$

(4.2)

with

$$h(r) = 1 + \frac{\tilde{L}^4}{r^4}$$

(4.3)

$$g(r) = 1 - \frac{r_h^4}{r^4}$$

(4.4)

where $i = 1, 2, 3$ and $\tilde{L}^4 = \sqrt{L^8 + r_h^8}/4 - r_h^4/2$. The new element here is the non-extremality or black hole factor: $g(r)$. On the boundary at $r = \infty$, this non-extremal factor has the effect of turning on a temperature of

$$T = \frac{g'(r_h)}{4\pi \sqrt{h(r_h)}}$$

(4.5)

from the supergravity perspective. Since $g(r)$ introduces a singularity in the metric at the horizon $r_h$, we have to restrict our space to $r > r_h$. The $r < r_h$ region corresponds to the black hole volume.

In general, we will consider that having a metric of the form (4.2) with $g(r) \neq 1$ corresponds to introducing a temperature on the gravity side. Note that in order to have a regular horizon, we need $g(r)$ and $h(r)$ not to vanish at the same value of $r$.

In the same manner as when we went from the KW to the KT solutions of sections 2.1 and 2.2, it would be very interesting to generalize the regular and fractional D3-branes KT solution to include non-extremality. Such a solution would provide a gravity dual of $SU(N + M) \times SU(N)$ thermal gauge theories and potentially be the starting point of a thermal version of the KS cascade of section 2.3.

A. Buchel first addressed the question in [101] with the interesting proposition that since non-extremality cuts the the RG flow at $r_h$, the KT singularity might be
cloaked behind the horizon, thus preventing the necessity of the duality cascade of KS. Realizing this would provide a supergravity manifestation of chiral symmetry restoration at finite temperature. Unfortunately, the particular supergravity construction of Buchel was not regular as both the warp factor $h(r)$ and the non-extremal factor $g(r)$ vanished at the same $r_h$. Furthermore, this first attempt at a non-extremal KT solution failed to reduce to the standard non-extremal D3-brane solution of (4.2) at $M = 0$.

Fortunately, the idea was developed by Klebanov and collaborators [26, 27] who successfully provided a supergravity dual of $SU(N + M) \times SU(N)$ gauge theories that is asymptotically KT and has a well defined horizon. The metric, consistent with the $U(1)_R$ symmetry of the $\psi$-rotation and with the interchange of the two $S^2$'s, was taken to be of the form of (4.2), with the compact metric taken to include a squashing factor $e^{-10w}$ for $\psi$:

$$ (dM_5)^2 = e^{-10w} e^{2_\psi} + e^{2_\phi_1} + e^{2_\theta_1} + e^{2_\phi_2} + e^{2_\theta_2} \quad (4.6) $$

Their ansatz was the same as for the KT case and they also satisfied the Bianchi identity for the 4-form.

With these ansatz, Klebanov and collaborators [26, 27] could reduce to an effective one-dimensional action in $r$ and find a non-extremal fractional D3-brane solution. However, their solution was only valid at high temperature due to the perturbative expansion that their solution required. Their expansion parameter is $\lambda = P^2/K_*$ where $K_*$ is the 5-form flux (2.7) at the horizon. Since $K_*$ gets bigger as we push $r_h$ further towards the UV, it is clear that this is a large temperature expansion.

Three key observations about thermal solutions must be made from this. First, the squashing of the $U(1)$ fiber indicated a necessity to modify the $T^{1,1}$ metric. Second, the dilaton is no longer constant. Third, the 3-form fluxes should no longer be self-dual. These results will help us later to define our starting point when we will generalize this solution.
Before we move on, let us have a closer look at what happens when we go towards the IR to see how the cloaking of the singularity suggested by Buchel actually occurs. There are three possibilities: i) $\mathcal{K}(r)$, the 5-form flux (2.7), vanishes before $r_h$, ii) $\mathcal{K}(r)$ vanishes after $r_h$, or iii) $\mathcal{K}(r)$ vanishes at $r_h$. In the situation iii), the horizon coincides with the singularity, as in [101], and is not a regular solution. Let us then define the radius at which $\mathcal{K}(r)$ vanishes by its temperature $T_c$. Then, the situation ii) corresponds to $T > T_c$, in which case the flux singularity is hidden and cascading is not necessary. For i) however, corresponding to $T < T_c$, $\mathcal{K}(r)$ reaches zero before the non-extremality affects the solution significantly. The construction then needs to cascade to remove the singularity and confinement occurs. Chiral symmetry restoration in the dual field theory interpretation is then a part of the phase transition that can occur at $T_c$.

4.2 The Dasgupta–Mia Set up

As we just saw, previous work was successful only perturbatively at large temperature and without flavors. It would be much more interesting however if we could solve these issues as the IR limit of large $N$ thermal QCD is closer to the parameter space currently being explored by the RHIC experiment.

Previous work by K. Dasgupta, M. Mia and collaborators addressed this issue extensively and provided a construction that is currently the closest set up to a UV complete gravity dual of large $N$ thermal QCD [1, 28, 2, 102]. Key elements of this work can be seen as a non-extremal version of the set up we constructed in chapter 3 and generalized to take into account observations made in [26, 27]. More precisely, this setup presents what we expect for an embedding of regular and fractional D3-branes for colors with running couplings, along with D7-branes for flavor and non-extremality for temperature. The construction is compactified on a non-extremal squashed warped resolved conifold.

Like in chapter 3, the flavor D7-branes are included via the Ouyang embedding, but in this case, they will backreact differently on the geometry. Furthermore, the
squashing of the $U(1)$ found by Klebanov et al in \cite{26,27} will be replaced by a
squashing between the two 2-spheres, which will now take the backreactions from
the non-extremal geometry and from the D7-branes into account. This squashing
of the geometry defines new cycles on which the fluxes will be warped and, as we
will see in the next chapter, will directly be related to the 3-from fluxes to no longer
be ISD. This, of course, also makes our compactification manifold no longer Calabi-
Yau, but this is not a concern for us as we do not try to preserve supersymmetry
(which is broken by thermal effects), but only to find solutions to the equations of
motion of String Theory. Note that this work is different from \cite{26,27} by the fact
that it includes flavor, defines a precise squashing of the 2-spheres in the internal
directions and address the question by the whole set of supergravity equations of
motions, instead of a one-dimensional reduced action.

To make our geometric ansatz more precise, the metric which takes all these
elements into account has the following form:

$$ds^2 = \frac{1}{\sqrt{h}} \left[ -g(r)dt^2 + dx^2 + dy^2 + dz^2 \right] + \sqrt{h} \left[ g(r)^{-1}dr^2 + d\mathcal{M}_5^2 \right]$$

where $g(r)$ is the non-extremal factor introducing temperature and $d\mathcal{M}_5^2$ is the metric
of the internal angular directions. The warp factors $A, B$ are related to the typical
notation by

$$h = e^{-4A}, \quad g = e^{2B}. \quad (4.8)$$

The metric along the internal directions is taken to be:

$$\tilde{g}_{mn} dx^m dx^n = dr^2 + r^2 e^{2B} \left[ \frac{1}{9} (d\psi + \cos \theta_1 d\phi_1 + \cos \theta_2 d\phi_2)^2 + \mathcal{O}(g_s M^2/N, r_h^4/r^4) \right. \right.$$

$$\left. + \frac{1}{6} (d\theta_1^2 + \sin^2 \theta_1 d\phi_1^2) + \frac{1}{6} (1 + F(r)) (d\phi_2^2 + \sin^2 \theta_2 d\phi_2^2) \right]. \quad (4.9)$$
If we take the squashing factor $F(r) = \frac{6a^2}{r^2}$ with $a$ constant, this would correspond almost exactly to the resolved conifold metric (2.23). Here however, $F(r)$ is kept as a free parameter to include the backreactions of the non-extremality and D7-branes.

The above setup looks a lot like what was done in chapter 3 except for the squashing (running resolution of the 2-cycle) and non-extremality. As before, we will need to require the same supergravity limit

\[(N, M, N_f, g_s N, g_s M) \sim \text{Large} \quad (4.10)\]
\[(g_s, g_s M^2 / N, g_s N_f, M / N) \sim \text{Small} \quad (4.11)\]

but we will add that the deviation from the extremal case computed previously will be small. This will become more explicit in (4.22). This will allow us to take the previous solution of chapter 3 and [16] as the zeroth order solution and to solve the supergravity equations for the first order corrections in the order of the small parameters above. More precisely, this allows us to understand that $F(r)$ will be the resolved conifold to zeroth order and the flux to be given by (3.23) and (3.22), plus corrections that will vanish if we were to take $r_h = 0$ or zero temperature.

The work of [1, 2] further addressed the important question of the UV completion of this solution. As the KS duality cascade and QCD have similar IR behavior ($SU(M)$ color with fundamental matter), their UV behaviors are somehow different. While the couplings of QCD appear to be asymptotically free in the UV, an inverse KS cascade towards the UV immediately implies that one of the two gauge theory couplings will go to infinity (referred to as a Landau Pole). In order to avoid this problem, a modification of the construction is necessary towards the UV. Seen from the supergravity perspective, this Landau pole appears because the $B_2$ flux in the KT set up is logarithmic in the RG scale (the radial direction $r$) and thus goes to infinity. It was conjectured in [1, 2] that this could be cancelled by adding $(p,q)$-branes, at a certain distance far away in the UV, which would make the total 3-form flux now go to zero as we move towards the UV. The gravity picture is illustrated in Figure 4.1 while the brane picture is illustrated in Figure 4.2 [103].
In [1, 2], it was conjectured that UV completion of KS-type solutions (region 1) could be accomplished by cancelling the 5-brane charge in the UV. This would allow for a decay of the 3-form flux in the intermediate (region 2) and a well defined AdS completion in the UV, without logarithmic running (region 3).

How exactly we expect this cancellation to be realized for the flux in the UV was further conjectured to take the form

$$\frac{1}{r^c} \approx 1 - \ln(r)c + \frac{1}{2}\ln^2(r)c^2 + \ldots, \quad \text{for } c \ll 1 \quad (4.12)$$

where the role of $c$ would be played by one of the parameters in (4.11). Defining $c$ appropriately, this relation could easily be used to replace the logarithmic dependence of the fluxes on $r$. The 3-form fluxes should then take the form of (5.1) and (5.12).

(a) $N$ D3 branes placed at the tip of the conifold
(b) $M$ D5 branes wrapping the vanishing two cycle of the conifold
(c) $M$ Anti-5 branes separated from the D5 and D3 branes but also located at the tip $r = 0$.

Figure 4.1: Brane construction of conformal field theory, non-conformal field theory and UV completed non-conformal field theory.
This obviously allows these fluxes to decay at large radius. This form of the fluxes is further allowed as a solution in the far IR as we can always choose to cut the parameter expansion to first order in (4.11), where we recover our previous solution directly. Also, the decaying of the 3-form flux can be associated to a decrease in the number of 5-branes. This appears in the formulation of the flux in the interpolating region as \( M(r) \). \( M(r) \) being constant and non-zero corresponds to the IR region 1.

Now, once this is taken care of, this geometry can be capped by an asymptotically AdS geometry (region 3) where only the axion-dilaton \( \tau \) is running and D7-branes live according to F-theory’s law.

To summarize, this work made progress towards defining the input to the equations of motion in the presence of a black hole and non-ISD fluxes, however, the form of their backreactions on the geometry were only conjectured and the equations not precisely solved. It was suggested that the non-extremality and the flavor branes would alter the geometry by making the resolution of the conifold squashed, \( i.e. \) running with the radial direction, thereby affecting the 3-form flux and making it non-ISD. Finding the precise way that the flux is affected is the object of the next chapter.

4.3 Towards an Exact Solution to the Thermal Supergravity Equations

In [29], we took a closer look at the full supergravity equations of motion associated to the setup presented in the previous section [1, 2]. Significant improvements towards a solution with all the necessary backreactions were made. Here, we will review the most important features of the results obtained as it is the introduction to the next chapter.

The approach taken to solve type IIB supergravity equations of motion is to follow the same guidelines as in GKP [30], presented in section 2.5. We take the same metric as in (4.7) with (4.9) as the squashed internal directions. The type IIB action (2.36) and equations of motions (2.45) still read the same as in GKP, but now with the above
metric inserted in the Ricci tensor. Keep in mind that if we take the non-extremal factor to be $g(r) = 1$, we recover the extremal case of chapter 3 where the flux is ISD and the resolution factor is constant. Let us now have a look at the equations of motion.

The 5-form is given by \[(2.41)\]

$$\tilde{F}_5 = (1 + \ast_{10}) d\alpha \wedge dx^0 \wedge dx^1 \wedge dx^2 \wedge dx^3$$

(4.13)

where we chose $\alpha = e^{4A}$. The Bianchi identity, coming from the $C_4$ equation, reads

$$d\tilde{F}_5 = H_3 \wedge F_3,$$

(4.14)

where we neglected the local sources. We took the warp factor to be of the form $h = h^0 + h^1$, where $h^0$ is the first contribution to $h$ and given by \[(3.28)\], while $h^1$ is a correction of order \[(4.11)\]. Using our metric ansatz, the Bianchi identity now reads

$$\left[ \partial_r \partial_r h^1 + \frac{1}{g} \partial_{\theta_i} \left( g^{0 \theta_i} \partial_{\theta_i} h^1 \right) + \frac{r^4 h^1}{r^4} \partial_{\theta_i} \left( g^{0 \theta_i} \partial_{\theta_i} h^0 \right) \right] r^5 + 5r^4 \partial_r h^1 = 4L^4 \partial_r F$$

(4.15)

The presence of $L^4$ on the RHS tells us that the order of correction in $F$ is even smaller then in $h^1$.

Looking at the Einstein equations, a first relation we obtain is

$$R^t_t - R^x_x = 0$$

(4.16)

which leads to

$$\tilde{\nabla}^2 B - 3 g^{mn} \partial_m B \partial_n B = -\frac{1}{3} e^{3B} \tilde{\nabla}^2 e^{-3B} = 0$$

(4.17)

To first order, this gives us the usual non-extremal factor \[(4.4)\]. But the inclusion of the squashing will slightly modify it to

$$e^{2B} = 1 - \frac{r^4}{r^4} + G$$

(4.18)
where G is small and at least $\mathcal{O}(g_s M, g_s N_f)$.

Combining the Bianchi identity with the trace of the Einstein equations along the spacetime directions, we get:

$$
\tilde{\nabla}^2(e^{4A+B} - \alpha) = \frac{e^{2A-B}}{6\text{Im}\tau}|iG_3 - \ast_6 G_3|^2 + e^{-6A-3B}|\nabla(e^{4A+B} - \alpha)|^2 \\
+ 3e^{-2A-2B}\partial_m B\partial^n (e^{4A+B} - \alpha) + \text{local source} \quad (4.19)
$$

This is interesting as it is a non-extremal generalization of (2.54) from GKP.

Note that by choosing $\alpha = e^{4A}$, we no longer get a cancellation of every individual terms of (4.19). This includes the term for the 3-form flux, $G_3$, which will now have to be non-ISD in order to satisfy this equation. This is in complete accordance with [26, 27] which anticipated that a non-ISD 3-form flux was necessary at non-zero temperature. The choice $\alpha = e^{4A}$ also brings us to limit our result to non-compact manifolds.

It was further demonstrated in [29] that the 3-form flux did not contribute to (4.19) to first order in the squashing factor $F$. This means that the details of the deviation from the extremal ISD case (corresponding to the Ouyang embedding) are not crucial here since we have restricted ourselves to first order corrections. More precisely, the 3-form fluxes deviate from Ouyang’s fluxes as

$$
F_3 \sim M[1 + \mathcal{O}(F)], \quad H_3 \sim g_s M[1 + \mathcal{O}(F)] \quad (4.20)
$$

This will contribute to the Bianchi identity (4.14) as

$$
\frac{1}{N} F_3 \wedge H_3 = \frac{1}{N} H_3^{(0)} \wedge F_3^{(0)} + \mathcal{O}(g_s M^2/N \cdot F) \quad (4.21)
$$

which is a second order correction to the Ouyang solution for $H_3^{(0)}$ and $F^{(0)}$. These will further backreact on the warp factor $e^{4A}$ when we will look for higher order solutions. This is another way that temperature will enter the geometry as the squashed resolution factor will depend on the black hole horizon, $F \sim a^2 \sim a^2(r_h)$. These corrections are very interesting as they tell us how flux compactification gets modified
by thermal effects. The method to compute these fluxes will be shown in the next chapter.

This greatly simplifies our equation (4.19) as it shows that the $G_3$ flux does not contribute to first order. Surprisingly, calculations in [29] further showed that the other terms of (4.19) are also exact to first order. This means that the first order contribution of the two equations that combined into (4.19) cancel each other. In order to solve both the Bianchi identity (4.15) and the trace of the Einstein equations, we can instead solve for the Bianchi identity and their combination (4.19). If we only look at first order, (4.19) is satisfied automatically, as we just saw, leaving only the Bianchi identity (4.15) as our defining equation.

The other Einstein equations to be solved are the ones along the internal directions. Since $G_3$ is not self-dual, it is not as obvious how to solve for each of them individually. However, limiting our calculations to the region

$$r \geq r_h \left( \frac{N}{M} \right)^{1/4},$$

(4.22)

these Einstein equations may be combined and simplified to

$$\frac{\tilde{R}}{6} + \frac{4}{3} \tilde{g}^{mn} \partial_m A \partial_n A (e^{-2B} - 1) + \frac{\tilde{g}^{mn}}{6} \left( 3 \nabla_m \partial_n B + \partial_m B \partial_n B \right) - \frac{\tilde{g}^{mn}}{3} \partial_m A \partial_n B = \frac{\tilde{g}^{mn} \partial_m \tau \partial_n \bar{\tau}}{12 |\text{Im}\tau|^2},$$

(4.23)

where $\tilde{R} = \tilde{g}^{mn} \tilde{R}_{mn}$ and we have ignored all local sources.

Interestingly, (4.15), (4.17) and (4.23) are exactly the three equations we need to fully determine our three unknowns: $e^{4A}$, $e^{2B}$ and $F$. A numerical calculation has been performed, showing that our ansatz effectively allowed for a solution. See [29] for the numerical results.

Two results are to be noted. The first is that the resolution $F$ was computed to be negative. It might seem unnatural that we get $F \sim a^2 < 0$. However, since $F$ appears as $(1 + F)$ in the metric (4.9) and that $F \ll 1$, this will not be a problem. As we will see in the next chapter, this will not be a problem for the 3-form fluxes either.
The second interesting result is less obvious from the summary presented here, but it was shown that $a^2$, associated with the resolution $F$, is given by

$$a^2 = a_0^2 + \frac{5g_s M^2 p_{11}}{32\pi N} r_h^2 + \frac{g_s M^2}{N} \frac{r_h^2}{4\pi} [p_{12}\log r + p_{13}\log^2 r]$$

$$+ \frac{1}{4\pi} \left( \frac{g_s M^2}{N} \right) (g_s N_f) r_h^4 \left( p_{14} \frac{\log r}{r^2} + p_{15} \frac{1}{r^2} \right) \log \left( \frac{\sin \theta_1}{2\sin \theta_2} \right)$$

where $p_{ij}$ are constants determined in the details of the expansion and $a_0^2$ is the bare resolution parameter. This is actually a precise expansion of how the black hole factor $r_h$ enters the geometry through the resolution factor.

The first part of [29] then provided a good geometric ansatz allowing to solve for all supergravity equations at first order and at high temperature.

Summary

In this chapter, we developed models that brought us several steps closer to a full gravitational dual to QCD. Building on top of the flavour that we added to the KS solution in chapter 3, here we added temperature. We now have a gravity dual of a gauge theory with colours, flavours, temperature and which leads to confinement in the IR. However, our solution is still only valid at large temperature, large number of colours and we still do not have a precise formulation of the thermal fluxes. This is an issue that will be addressed in detail in the next chapter.
Chapter 5

The Backreacted Thermal 3-Form Fluxes

In the earlier chapter, a detailed derivation of the geometry of the non-extremal limit of a Klebanov-Strassler type solution with a background warped resolved conifold was successfully derived. The ansatz used to solve for the fluxes of the form (4.20) where the three-form fluxes was divided into two pieces: one leading term coming from the known Ouyang fluxes, and the subleading corrections from the various backreactions. For these corrections, both the RR and NS three-form fluxes were shown to receive contributions from the bare resolution parameter $a_0^2$ and the $g_s M^2 / N$ terms in addition to the $O(r_h)$ terms. In the following chapter, we will not only justify this but also provide the form of the three-form fluxes including the aforementioned corrections. Note that our analysis will not be affected by the constraint (4.22) that we had to impose to solve EOMs in the above subsection, allowing the radial coordinate to take all values above $r_h$.

As we just mentioned, [1] and [28] conjectured how, using the metric (4.7) and (4.9), the Ouyang flux of chapter 3 should naturally be extended to become non-extremal, non-ISD and satisfy the supergravity equations of motion. More precisely,
the ansatz for the RR three-form flux $\tilde{F}_3 \equiv F_3 - C_0 H_3$ takes the following form:

$$
\tilde{F}_3 = \left(\tilde{a}_o - \frac{3}{2\pi r g_s N_f}\right) \sum_{\alpha} \frac{2M(r)c_{\alpha}}{r^{\epsilon(a)}} \left(\sin \theta_1 d\theta_1 \wedge d\phi_1 - \sum_{\alpha} \frac{f_{\alpha}}{r^{\gamma(a)}} \sin \theta_2 d\theta_2 \wedge d\phi_2\right)
\wedge \frac{e_{\psi}}{2} - \sum_{\alpha} \frac{3g_s M(r)N_f d_{\alpha}}{4\pi r^{\rho(a)}} dr \wedge e_{\psi} \wedge \left(\cot \frac{\theta_2}{2} \sin \theta_2 d\phi_2 - \sum_{\alpha} \frac{g_{\alpha}}{r^{\rho(a)}} \cot \frac{\theta_1}{2} \sin \theta_1 d\phi_1\right)
- \sum_{\alpha} \frac{3g_s M(r)N_f e_{\alpha}}{8\pi r^{\rho(a)}} \sin \theta_1 \sin \theta_2 \left(\cot \frac{\theta_2}{2} d\theta_1 + \sum_{\alpha} \frac{h_{\alpha}}{r^{\delta(a)}} \cot \frac{\theta_1}{2} d\theta_2\right) \wedge d\phi_1 \wedge d\phi_2
$$

(5.1)

with $\tilde{a}_o = 1 + \frac{3}{2\pi}$ and is defined in the intermediate region $r_{\text{min}} < r < r_o$. The additional contributions to (5.1) are all proportional to powers of $r_h$, as they should vanish in the zero temperature ISD limit. Finally, we will refine the definition of the quantity $\epsilon_{(a)}$ in the following way:

$$
\epsilon_{(a)} = \alpha + \sum_{n} \frac{b_{\alpha n}}{r^n}
$$

(5.2)

with $b_{\alpha n}$ are functions of $g_s N_f, M$ and the horizon radius $r_h$. The coefficients $b_{\alpha n}$ are assumed to be small such that the expansion (4.12) is valid. The coefficients $\rho_{(a)}, \sigma_{(a)}, \delta_{(a)},$ etc are also defined in a similar fashion. The other coefficients, for example $c_{\alpha}, \ldots, h_{\alpha}$ would again be functions of $g_s N_f$ and $r_h$, but also of the resolution factor $a$ (including the internal angular coordinates). The resolution factor appears from the gravity dual that was considered in [11], i.e a resolved warped deformed conifold with the resolution factor, can be viewed as a function dependent on the horizon radius $r_h$. We will argue this in details below. The coefficients $b_{\alpha n}$ can be represented in terms of the following matrix:

$$
b_{(\alpha n)} \equiv \begin{pmatrix}
b_{00} & b_{01} & b_{02} & b_{03} & \ldots \\
b_{10} & b_{11} & b_{12} & b_{13} & \ldots \\
b_{20} & b_{21} & b_{22} & b_{23} & \ldots \\
b_{30} & b_{31} & b_{32} & b_{33} & \ldots \\
\vdots & \vdots & \vdots & \vdots & \ddots \\
b_{m0} & b_{m1} & b_{m2} & b_{m3} & \ldots 
\end{pmatrix}
$$

(5.3)
The elements of the matrix $b_{\alpha n}$ can be determined in terms of the $c_0, c_1, c_2, \ldots$ coefficients that appear in the expansion $\frac{c_\alpha}{r^{\alpha}}$. This is one reason for writing the various powers of $r$ using different symbols. For example $\sigma(\alpha)$ will have a similar expansion as (5.2), but with a different matrix. The various elements of the matrix will now be determined in terms of $d_0, d_1, d_2, \ldots$ as one would expect. For the first case, we have managed to determine $c_\alpha$ up to few terms by matching with the first order terms of chapter 3. This was done by taking the small $b_{\alpha n}$ expansion of $\sum_{\alpha} c_\alpha r^{\epsilon(\alpha)}$ and comparing order by order. The result gives us:

$$c_0 = 1 + O(r_h), \quad c_1 = O(r_h), \quad c_2 = \frac{9a^2 g_s N_f}{2\pi \zeta^2} \left(1 - \frac{3}{2} \log \zeta\right) + O(r_h) \quad (5.4)$$

where $a$ is the resolution factor and $\zeta$ is a parameter whose importance will become apparent soon, but could also simply be set to 1. Once we know $c_\alpha$, it is not too difficult to get the relations between the various components of the matrix (5.3). One may now show that the components $b_{\alpha n}$ satisfy:

$$b_{00} = b_{01} = b_{10} = O(r_h)$$

$$c_0 b_{02} + c_1 b_{11} + c_2 b_{20} = -\frac{27a^2 g_s N_f}{4\pi \zeta^2} + O(r_h)$$

$$2c_0 b_{00} b_{01} + c_1 b_{10} = O(r_h)$$

$$c_0 b_{01}^2 + 2c_0 b_{00} b_{02} + 2c_1 b_{11} b_{10} + c_2 b_{20} = O(r_h) \quad (5.5)$$

Putting these first order terms back together, one may show that:

$$\sum_{\alpha} c_\alpha r^{\epsilon(\alpha)} = 1 + \frac{9a^2 g_s N_f}{2\pi \zeta^2 r^2} \left(1 - \frac{3}{2} \log \zeta\right) - \frac{27a^2 g_s N_f}{4\pi \zeta^2} \cdot \frac{\log r}{r^2} + O(r_h) + O(r_h)$$

$$\equiv 1 + \frac{9g_s N_f}{4\pi} \cdot \frac{a^2(r_h, g_s N_f)}{(\zeta r)^2} \cdot \left[2 - 3 \log (\zeta r)\right] + O(r_h, g_s N_f^2) \quad (5.6)$$

which is consistent with what was discussed in [1]. Namely, the resolution parameter $a$ can be thought of as a function of $(r_h, M, g_s N_f)$, including the radial and the angular directions, i.e

$$a^2 = a^2(r_h, M, g_s N_f) = a_0^2 + \sum_{\alpha=1}^{\infty} \frac{b_\alpha g_s^{[M(r) r_h]^{\alpha+1}}}{N^{\alpha r^{\epsilon(\alpha)}}} \quad (5.7)$$
with \(b_\alpha\) being functions of the angular directions so that this is consistent with (4.24). The relation between these two forms of \(a^2\) can be determined by comparing (5.7) with (4.24) (note that (4.24) implies \(b_0 = 0\)).

The other factors appearing in the flux (5.1) are also given in terms of series expansions similar to (5.6) above:

\[
\sum_\alpha \frac{d_\alpha}{r^{\varrho_{(\alpha)}}} = 1 + \frac{18a^2(r_h, M, g_sN_f)\log (\zeta r)}{(\zeta r)^2} + \mathcal{O}(r_h, M, g_sN_f)
\]

\[
\sum_\alpha \frac{e_\alpha}{r^{\varphi_{(\alpha)}}} = 1 - \frac{18a^2(r_h, M, g_sN_f)\log (\zeta r)}{(\zeta r)^2} + \mathcal{O}(r_h, M, g_sN_f) \tag{5.8}
\]

Looking back at the flux (5.1) note that there are also squashing factors given by \(\frac{f_\alpha}{r^{\varrho_{(\alpha)}}}, \frac{g_\alpha}{r^{\varphi_{(\alpha)}}}\) and \(\frac{h_\alpha}{r^{\vartheta_{(\alpha)}}}\). These squashing factors distort the spheres and therefore affect the fluxes on them. These are exactly the factors we are interested in as they tell us how the fluxes become non-ISD once non-extremality and squashing are set in. These squashing factors can also be computed by the same procedure and are given at first order by:

\[
\sum_\alpha \frac{f_\alpha}{r^{\varrho_{(\alpha)}}} = 1 - \frac{729}{32\pi^2} \cdot \frac{g_s^2N_f^2a^4(r_h, M, g_sN_f)}{(\zeta r)^4} \cdot \log (\zeta r) [2 - 3\log (\zeta r)] + \mathcal{O}(r_h, M, g_s^2N_f^2)
\]

\[
= 1 + \frac{81}{8\pi} \cdot \frac{g_sN_f a^2(r_h, M, g_sN_f)\log (\zeta r)}{(\zeta r)^2} + \mathcal{O}(r_h, M, g_s^2N_f^2) \tag{5.9}
\]

\[
\sum_\alpha \frac{g_\alpha}{r^{\varphi_{(\alpha)}}} = 1 + \frac{36a^2(r_h, M, g_sN_f)\log (\zeta r)}{(\zeta r)^3} - \frac{648a^4(r_h, M, g_sN_f)\log^2(\zeta r)}{(\zeta r)^5} + \mathcal{O}(r_h, M, g_s^2N_f^2)
\]

\[
= 1 + \frac{36a^2(r_h, M, g_sN_f)\log (\zeta r)}{(\zeta r)^3} + 18a^2(r_h, M, g_sN_f)\zeta r \log (\zeta r) + \mathcal{O}(r_h, M, g_s^2N_f^2)
\]

\[
\sum_\alpha \frac{h_\alpha}{r^{\vartheta_{(\alpha)}}} = 1 + \frac{36a^2(r_h, M, g_sN_f)\log (\zeta r)}{(\zeta r)^2} + \frac{648a^4(r_h, M, g_sN_f)\log^2(\zeta r)}{(\zeta r)^4} + \mathcal{O}(r_h, M, g_s^2N_f^2)
\]

\[
= 1 + \frac{36a^2(r_h, M, g_sN_f)\log (\zeta r)}{(\zeta r)^2} + 18a^2(r_h, M, g_sN_f)\log (\zeta r) + \mathcal{O}(r_h, M, g_s^2N_f^2)
\]

The far IR physics is then determined from (5.1) and the squashing factors (5.9) by making the replacement \((\zeta r) \to r\) to the radial coordinate (or taking \(\zeta = 1\)). Concerning the issue raised in section (4.2) about the sign of \(a^2\), note that all the flux
components are expressed in terms of $a^2$ and therefore the sign of $a^2$ can be directly inserted here.

Considering all the above, this gives us a more detailed formulation of a result obtained in [1]. Namely, the 3-form flux takes the general form

$$
\tilde{F}_3 = 2M A_1 \left( 1 + \frac{3g_s N_f}{2\pi} \log r \right) e_\psi \wedge \frac{1}{2} (\sin \theta_1 d\theta_1 \wedge d\phi_1 - B_1 \sin \theta_2 d\theta_2 \wedge d\phi_2)
$$

$$
- \frac{3g_s M N_f}{4\pi} A_2 \frac{dr}{r} \wedge e_\psi \wedge \left( \cot \frac{\theta_2}{2} \sin \theta_2 d\phi_2 - B_2 \cot \frac{\theta_1}{2} \sin \theta_1 d\phi_1 \right)
$$

$$
- \frac{3g_s M N_f}{8\pi} A_3 \sin \theta_1 \sin \theta_2 \left( \cot \frac{\theta_2}{2} d\theta_1 + B_3 \cot \frac{\theta_1}{2} d\theta_2 \right) \wedge d\phi_1 \wedge d\phi_2 \tag{5.10}
$$

where we have taken $M(r) \to M$ in the far IR, and the various coefficients $A_i, B_i$ are related to (5.6) and (5.9) as:

$$
\sum_{\alpha} c_\alpha \frac{1}{r^{r^\alpha(\alpha)}} \equiv A_1, \quad \sum_{\alpha} d_\alpha \frac{1}{r^{r^\beta(\alpha)}} \equiv A_2, \quad \sum_{\alpha} e_\alpha \frac{1}{r^{r^\gamma(\alpha)}} \equiv A_3
$$

$$
\sum_{\alpha} f_\alpha \frac{1}{r^{r^\delta(\alpha)}} \equiv B_1, \quad \sum_{\alpha} g_\alpha \frac{1}{r^{r^\epsilon(\alpha)}} \equiv B_2, \quad \sum_{\alpha} h_\alpha \frac{1}{r^{r^\gamma(\alpha)}} \equiv B_3 \tag{5.11}
$$

As we mentioned before, the additional contributions to (5.11), included as $A_i, B_i$, are all proportional to powers of $r_h$ and others sources, as they vanish in the extremal ISD case. It is these asymmetry factors that incorporate the corrections into the fluxes. Needless to say, the functional form for $\tilde{F}_3$ is consistent with (4.20).

The NS three-form flux $H_3$ is now more interesting. Unlike $\tilde{F}_3$, it has to be closed. This is a crucial property of $H_3$ that we will exploit to help us define its exact form. When the resolution parameter $a$ and $M$ are just constants, it is easy to construct a closed $H_3$. In the presence of non-constant $a$ and $M(r)$, finding a closed $H_3$ is much less trivial. For our case $H_3$ is given by\footnote{We corrected a minor typo in [28].}
\[ H_3 = \sum_{\alpha} \frac{6g_s M(r) k_\alpha}{r^{\beta_{(a)}}} \left[ 1 + \frac{1}{2\pi} - \frac{(\csc \frac{\theta_1}{2} \csc \frac{\theta_2}{2})^{g_s N_f}}{2\pi r^{\frac{g_s N_f}{2}}} \right] \left[ dr + \sum_i \mathcal{O}(r_h) d\sigma_i \right] \]
\[ \wedge \frac{1}{2} \left( \sin \theta_1 d\theta_1 \wedge d\phi_1 - \sum_{\alpha} \frac{p_{\alpha}}{r^{\kappa_{(a)}}} \sin \theta_2 d\theta_2 \wedge d\phi_2 \right) \]
\[ + \sum_{\alpha} \frac{3g_s^2 M(r) N_f l_\alpha}{8\pi r^{\theta_{(a)}}} \left( \frac{dr}{r} \wedge e_\psi - \frac{1}{2} d\psi \right) \wedge \left( \cot \frac{\theta_2}{2} d\theta_2 - \sum_{\alpha} \frac{q_{\alpha}}{r^{\delta_{(a)}}} \cot \frac{\theta_1}{2} d\theta_1 \right) \]
\[ + g_s \frac{dM(r)}{dr} \left( b_1(r) \cot \frac{\theta_1}{2} d\theta_1 + b_2(r) \cot \frac{\theta_2}{2} d\theta_2 \right) \wedge e_\psi \wedge dr \]
\[ + \frac{3g_s dM(r)}{4\pi} \left( 1 + g_s N_f - \frac{1}{r^{2g_s N_f}} + \frac{9a^2 g_s N_f}{r^2} + b_3(r) \right) \]
\[ \cdot \log \left( \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right) \sin \theta_1 d\theta_1 \wedge d\phi_1 \wedge dr \]
\[ - \frac{g_s}{12\pi} \frac{dM(r)}{dr} \left( 2 - \frac{27a^2 g_s N_f}{r^2} + 9g_s N_f - \frac{1}{r^{16g_s N_f}} - \frac{1}{r^{2g_s N_f}} \right) \]
\[ \cdot \log \left( \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right) \sin \theta_2 d\theta_2 \wedge d\phi_2 \wedge dr \]
\[ - \frac{g_s b_4(r) dM(r)}{12\pi} \log \left( \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right) \sin \theta_2 d\theta_2 \wedge d\phi_2 \wedge dr \quad (5.12) \]

with \((k_\alpha, \ldots, q_\alpha)\) being constants, \(\sigma_i \equiv (\theta_i, \phi_i)\) and \(b_n = \sum_m a_{nm} \) where \(a_{nm} \equiv a_{nm}(g_s N_f, M, r_h)\) and \(\tilde{c}_m \equiv c_m(g_s N_f, M, r_h)\).

Note that in addition to the simplest \(O(r_h)\) term that we mentioned above, there would be more terms of the same order that vanish in the ISD limit. We might also wonder about terms of the form \(da/dr\) and \(da/d\sigma_i\). From the form of (5.7), we see that these terms themselves are of \(O(M)\) so to this order, they could either be absorbed in the \(dM(r)/dr\) or \(O(r_h)\) terms. The various squashing factors have been computed.
like for $\tilde{F}_3$ and are now given by:

$$
\sum \alpha \frac{k_{\alpha}}{r^{\beta_{(\alpha)}}} = 1 - \frac{3a^2(r_h, M, g_sN_f)}{(\zeta r)^2} + O(r_h, M, g_s^2N_f^2)
$$

$$
\sum \alpha \frac{l_{\alpha}}{r^{\theta_{(\alpha)}}} = 1 + \frac{36a^2(r_h, M, g_sN_f) \log (\zeta r)}{\zeta r} + O(r_h, M, g_s^2N_f^2)
$$

$$
\sum \alpha \frac{p_{\alpha}}{r^{\theta_{(\alpha)}}} = 1 + \frac{3g_s a^2(r_h, M, g_sN_f)}{(\zeta r)^2} + \frac{9g_s a^4(r_h, M, g_sN_f)}{(\zeta r)^4} + O(r_h, M, g_s^2N_f^2)
$$

$$
\sum \alpha \frac{q_{\alpha}}{r^{\theta_{(\alpha)}}} = 1 + \frac{72a^2(r_h, M, g_sN_f) \log (\zeta r)}{\zeta r} - \frac{2592a^4(r_h, M, g_sN_f) \log^2 (\zeta r)}{(\zeta r)^2} + O(r_h, M, g_s^2N_f^2)
$$

Note again that the resolution parameter in all the coefficients appear as $a^2$. To study the far IR physics, we consider the limit $M(r) \to M$ and the expansions of (5.13) are again respectively related to the $A_4, A_5, B_4$ and $B_5$ defined below. This then reproduces again the far IR result of [28] as well as the expected ansätze [4,20]. Namely:

$$
H_3 = 6g_sA_4M \left( 1 + \frac{9g_sN_f}{4\pi} \log r + \frac{g_sN_f}{2\pi} \log \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right) \frac{dr}{r}
$$

$$
\wedge \frac{1}{2} \left( \sin \theta_1 \, d\theta_1 \wedge d\phi_1 - B_4 \sin \theta_2 \, d\theta_2 \wedge d\phi_2 \right) + \frac{3g_s^2MN_f}{8\pi}A_5 \left( \frac{dr}{r} \wedge e_\psi - \frac{1}{2} de_\psi \right)
$$

$$
\wedge \left( \cot \frac{\theta_2}{2} \, d\theta_2 - B_5 \cot \frac{\theta_1}{2} \, d\theta_1 \right)
$$

(5.14)

with the necessary $O(r_h)$ terms that vanish when the horizon radius vanishes.

In the far IR the closure of $H_3$ is again non-trivial because the resolution parameter $a$ is no longer a constant like in [16], although $M(r) \to M$. All the information about the running of $a$ is captured in the coefficients $A_{4,5}$ and the squashing factors $B_{4,5}$. In the following section we will determine the resolution parameter to $O(M^2)$ in the IR. This means that up to this order, the closure of each component of $dH_3$ implies
the following three conditions:

\[
(i) \quad \alpha_2 \cot \frac{\theta_2}{2} \frac{\partial A_5}{\partial \theta_1} + \alpha_2 A_5 \cot \theta_1 \frac{\partial B_5}{\partial \theta_1} + \mathcal{O}(r_h, M^3, g_s N_f) = 0 \\
(ii) \quad \alpha_1 \sin \theta_1 \frac{\partial A_4}{\partial \theta_2} + \alpha_2 \cos \theta_1 \cot \theta_1 \frac{\partial A_5}{\partial \theta_1} - \alpha_3 \sin \theta_1 \cot \frac{\theta_2}{2} \frac{\partial A_5}{\partial r} \\
+ \alpha_2 A_5 \cos \theta_1 \cot \frac{\theta_1}{2} \frac{\partial B_5}{\partial \theta_2} + \mathcal{O}(r_h, M^3, g_s N_f) = 0 \\
(iii) \quad \alpha_1 B_4 \sin \theta_2 \cot \frac{\theta_1}{2} \frac{\partial A_4}{\partial \theta_1} - \alpha_1 A_4 \sin \theta_2 \frac{\partial B_4}{\partial \theta_1} - \alpha_2 A_5 \cos \theta_2 \cot \frac{\theta_1}{2} \frac{\partial A_5}{\partial \theta_2} \\
- \alpha_3 A_5 \sin \theta_2 \cot \frac{\theta_1}{2} \frac{\partial B_5}{\partial r} + \alpha_2 \cos \theta_2 \cot \frac{\theta_2}{2} \frac{\partial A_5}{\partial \theta_1} \\
- \alpha_3 B_5 \sin \theta_2 \cot \frac{\theta_1}{2} \frac{\partial A_5}{\partial r} + \mathcal{O}(r_h, M^3, g_s N_f) = 0
\]

where \( \alpha_1, \alpha_2 \) and \( \alpha_3 \) are defined as:

\[
\alpha_1 = 3g_s M \left( 1 + \frac{9g_s N_f}{4\pi} \log r + \frac{g_s N_f}{2\pi} \log \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right) \\
\alpha_2 = \frac{3g_s^2 M N_f}{8\pi r}, \quad \alpha_3 = -\frac{3g_s^2 M N_f}{16\pi} = -\frac{r \alpha_2}{2}
\]

The RR three-form flux \( \tilde{F}_3 \equiv F_3 - C_0 H_3 \) is not closed, but it satisfies the condition 
\( d\tilde{F}_3 = -dC_0 \wedge H_3 \), which is equivalent to the statement that \( F_3 \) is closed. As described in [28], the closure of \( F_3 \) is only in Region 1, as in Region 2 there are anti five-brane sources that make \( F_3 \) non-closed. Since \( C_0 \) is given by the Ouyang embedding \( [3.10] \), we have that

\[
dC_0 = k(d\psi - d\phi_1 - d\phi_2)
\]

where \( k = \frac{N_f}{4\pi} \). Implementing this with the squashing and non-extremality, the closure of \( F_3 \) in Region 1 implies the following nine conditions on the various coefficients of
the three-form fluxes:

\[ (iv) \quad \beta_1 \frac{\partial A_1}{\partial r} \sin \theta_1 - \beta_2 \frac{\partial A_2}{\partial \theta_1} \cot \frac{\theta_1}{2} \sin \theta_1 - \beta_2 A_2 \frac{\partial B_2}{\partial \theta_1} \cot \frac{\theta_1}{2} \sin \theta_1 \]

\[ + k\alpha_1 A_4 \sin \theta_1 + k\alpha_2 A_5 B_5 \cot \frac{\theta_1}{2} \cos \theta_1 + k\alpha_2 A_5 B_5 \cot \frac{\theta_1}{2} + O(r_h, M^3, g_sN_f) = 0 \]

\[ (v) \quad - \beta_1 B_1 \frac{\partial A_1}{\partial r} \sin \theta_2 + \beta_1 A_1 \frac{\partial B_1}{\partial r} \sin \theta_2 + \beta_2 \frac{\partial A_2}{\partial \theta_2} \cot \frac{\theta_2}{2} \sin \theta_2 \]

\[ - k\alpha_1 A_4 B_4 \sin \theta_2 - k\alpha_2 A_5 \cot \frac{\theta_2}{2} \cos \theta_2 + k\alpha_2 A_5 \cot \frac{\theta_2}{2} + O(r_h, M^3, g_sN_f) = 0 \]

\[ (vi) \quad \beta_1 \frac{\partial B_2}{\partial r} \cos \theta_2 \sin \theta_1 - \beta_2 \frac{\partial A_2}{\partial \theta_1} \cot \frac{\theta_2}{2} \sin \theta_1 \cos \theta_1 + \beta_2 B_2 \frac{\partial A_2}{\partial \theta_1} \cot \frac{\theta_2}{2} \sin \theta_1 \cos \theta_2 \]

\[ - \beta_2 A_2 \frac{\partial B_2}{\partial \theta_1} \cot \frac{\theta_2}{2} \sin \theta_1 \cos \theta_1 + \beta_3 \frac{\partial A_3}{\partial r} \cot \frac{\theta_2}{2} - k\alpha_1 A_4 \sin \theta_1 \]

\[ - k\alpha_2 A_5 B_5 \cot \frac{\theta_1}{2} \cos \theta_1 + k\alpha_2 A_5 B_5 \cot \frac{\theta_1}{2} \cos \theta_1 + O(r_h, M^3, g_sN_f) = 0 \]

\[ (vii) \quad - \beta_1 B_1 \frac{\partial A_1}{\partial r} \sin \theta_2 \cos \theta_1 - \beta_1 A_1 \frac{\partial B_1}{\partial r} \sin \theta_2 \cos \theta_1 - \beta_2 \frac{\partial A_2}{\partial \theta_2} \cot \frac{\theta_2}{2} \sin \theta_2 \cos \theta_1 \]

\[ - \beta_2 B_2 \frac{\partial A_2}{\partial \theta_2} \cot \frac{\theta_2}{2} \sin \theta_1 \cos \theta_2 - \beta_2 A_2 \frac{\partial B_2}{\partial \theta_2} \cot \frac{\theta_1}{2} \sin \theta_1 \cos \theta_2 + \beta_3 B_3 \frac{\partial A_3}{\partial r} \cot \frac{\theta_2}{2} \]

\[ + \beta_3 A_3 \frac{\partial B_3}{\partial r} \cot \frac{\theta_2}{2} + k\alpha_2 A_5 \cos \theta_1 \cot \frac{\theta_2}{2} - k\alpha_1 A_4 B_4 \sin \theta_2 \]

\[ - k\alpha_2 A_5 \cot \frac{\theta_2}{2} \cos \theta_2 + O(r_h, M^3, g_sN_f) = 0 \]

\[ (viii) \quad \beta_1 \frac{\partial A_1}{\partial \theta_2} \cos \theta_2 + \beta_1 A_1 \frac{\partial B_1}{\partial \theta_1} \sin \theta_2 \cos \theta_1 - \beta_3 B_3 \frac{\partial A_3}{\partial \theta_1} \cot \frac{\theta_1}{2} + \beta_3 \frac{\partial A_3}{\partial \theta_2} \cot \frac{\theta_2}{2} \]

\[ - \beta_3 A_3 \frac{\partial B_3}{\partial \theta_1} \cot \frac{\theta_1}{2} - k\alpha_3 A_5 \cot \frac{\theta_2}{2} \sin \theta_1 + k\alpha_3 A_5 B_5 \cot \frac{\theta_1}{2} \sin \theta_2 + O(r_h, M^3, g_sN_f) = 0 \]

\[ (ix) \quad \beta_1 \frac{\partial A_1}{\partial \theta_2} \sin \theta_1 + k\alpha_3 A_5 \cot \frac{\theta_2}{2} \sin \theta_1 + O(r_h, M^3, g_sN_f) = 0 \]

\[ (x) \quad \beta_1 A_1 \frac{\partial B_1}{\partial \theta_1} \sin \theta_2 + k\alpha_3 A_5 B_5 \cot \frac{\theta_1}{2} \sin \theta_2 + O(r_h, M^3, g_sN_f) = 0 \]

\[ (xi) \quad - \beta_2 \frac{\partial A_2}{\partial \theta_1} \cot \frac{\theta_2}{2} \sin \theta_2 - k\alpha_2 A_5 B_5 \cot \frac{\theta_1}{2} \cos \theta_2 + k\alpha_2 A_5 B_5 \cot \frac{\theta_1}{2} \]

\[ + O(r_h, M^3, g_sN_f) = 0 \]

\[ (xii) \quad - \beta_2 A_2 \frac{\partial B_2}{\partial \theta_2} \cot \frac{\theta_1}{2} \sin \theta_1 + \beta_2 \frac{\partial A_2}{\partial \theta_2} \cot \frac{\theta_1}{2} \sin \theta_2 - k\alpha_2 A_5 \cot \frac{\theta_2}{2} \]

\[ - k\alpha_2 A_5 \cot \frac{\theta_2}{2} \cos \theta_1 + O(r_h, M^3, g_sN_f) = 0 \]

(5.18)

where we have already defined $\alpha_k, A_n$ and $B_m$. The $\beta_i$ are now defined as:
\[ \beta_1 = M \left( 1 + \frac{3 g_s N_f}{2\pi} \log r \right), \quad \beta_2 = -\frac{3 g_s M N_f}{4\pi r} = \frac{2 \beta_3}{r} \quad (5.19) \]

Notice that in (5.15) and (5.18) we have separated the \( O(r_h, M^3, g_s N_f) \) corrections from the resolution parameter \( \alpha^2 \) in the fluxes. We may also absorb these corrections to the resolution parameter and write the three-form fluxes completely in terms of \( O(M^3) \) corrections to the \( O(M) \) terms in the original Ouyang solution. This may also be interpreted as though every flux component sees a different resolution parameter \( \alpha^2_k \).

Note also that we don’t have an \( O(M^2) \) corrections to the Ouyang three-form fluxes. From (5.7) we could have expected an \( O(M) \) term for \( \alpha^2 \). Fortunately, (4.24) showed us that \( b_0 = 0 \). Also, the scenario with \( \alpha_0^2 \) being of \( O(M/N) \) is more likely, as in the absence of wrapped D5-branes the gauge theory is conformal with the gravity dual given by \( AdS_5 \times T^{1,1} \) [31]. Only in the presence of wrapped D5-branes does the gravity dual become a resolved warped-deformed conifold so the resolution parameter \( \alpha_0 \) should depend on \( M \). It is then clear that the fluxes we computed will contribute to \( O(M^3) \) terms to the original Ouyang fluxes. As we anticipated, this helped us to get a consistent background in the presence of fluxes and a black hole.

Before we end this section, let us also see how the squashing factors in the three-form fluxes behave in the light of the result (4.24). To \( O(g_s M^2/N) \) the resolution parameter \( \alpha^2 \) is only a function of the radial coordinate \( r \). This means that \( A_n, B_m \) can be written as functions of \( r \) to this order satisfying the closure conditions (5.15) and (5.18). For example, combining (4.24), (5.15) and the condition (ii), \( A_5 \) takes the following integral form:

\[ A_5 = \frac{1}{\sin \theta_1 \cot \frac{\alpha_2}{2}} \int dr \frac{a_5}{\alpha_3} \quad (5.20) \]
where \( a_5 \) is a function of the angular \( \theta_i \) and the radial \( r \) variable such that \( \frac{\partial A_5}{\partial \theta_i} = 0 \). Similarly, using the condition (iii),

\[
B_5 = \frac{\sin \theta_1 \cot \frac{\theta_2}{2}}{\sin \theta_2 \cot \frac{\theta_1}{2}} \int dr \ c_5 \alpha_3^{-1}(r) \int dr' \ a_5 \alpha_3^{-1}(r')
\]

where again \( c_5 \) is like \( a_5 \) discussed above. Once \((a_5, c_5)\) are determined the two integral forms (5.20) and (5.21) not only satisfy the closure conditions (5.15) but also the necessary equations of motion. These two integral forms are also consistent with the conditions (ix) and (x) of (5.18) because \( \alpha_3 \equiv -\frac{3g_2^{MN}f}{16\pi} \) is a constant. Note however that, to this order, the integral form for \((A_4, B_4)\) cannot be determined by this method, although we will know \((A_4, B_4)\) in terms of the resolution parameter \( a^2 \) up to the \( O(r_h, M^3, g_{sN_f}) \) corrections.

On the other hand, if we assume that \((A_4, B_4)\) have some integral representation, both \((A_1, B_1)\) will also have an integral representation. If this is the case, then:

\[
A_1 = \int \frac{dr}{\beta_1} \left( \frac{a_1}{\sin \theta_1} + k\alpha_1 A_4 + k\alpha_2 A_5 B_5 \cot \frac{\theta_1}{2} \cot \theta_1 + k\alpha_2 A_5 B_5 csc^2 \frac{\theta_1}{2} \right)
\]

\[
B_1 = \int \frac{dr}{\beta_1 A_1} \left( \frac{b_1}{\sin \theta_2} + k\alpha_1 A_4 B_4 + k\alpha_2 A_5 \cot \frac{\theta_2}{2} \cot \theta_2 - k\alpha_2 A_5 csc^2 \frac{\theta_2}{2} \right)
\]

(5.22)

where \((a_1, b_1)\) are functions of \( r \) and \( \theta_i \) such that \( \frac{\partial A_1}{\partial \theta_i} = \frac{\partial B_1}{\partial \theta_i} = 0 \) in the same sense as mentioned earlier for the other cases. The other squashing factors in (5.18) do not however have such simpler integral forms.

Another interesting thing to note is that from condition (xii) of (5.18) we might get a simpler form for \( A_5 \), namely:

\[
A_5 = -\frac{r a_7}{2k\alpha_3 \cot \frac{\theta_2}{2} (1 + \cos \theta_1)}
\]

(5.23)

This may seem to be different from (5.20) that we derived earlier. This is however not the case because the coefficient \( a_7 \) can be related to \( a_5 \) by the following relation:

\[
a_5 = \frac{1}{k} \left( \frac{\partial a_7}{\partial \theta_1} + r \frac{\partial^2 a_7}{\partial \theta_1 \partial r} \right)
\]

(5.24)
One may also compute a similar relation for $b_5$ and $b_7$ from condition $(x_i)$ of (5.18) as above. The final result will again be consistent with what we got earlier, establishing the fact that the system is well defined with the given set of boundary conditions. Therefore these analyses now complete the non-extremal flux side of the story expected in [1, 28] in a satisfactory manner.
Chapter 6

Conclusion

Over the course of this thesis, motivated by cosmological and particle physics theories, we expanded the spectrum of Klebanov-Strassler type solutions of String Theory. In the first part, we have applied the Ouyang embedding of D7-branes [17] to the warped resolved conifold background of Pando-Zayas and Tseytlin [34]. We found a supergravity background that breaks supersymmetry spontaneously due to fluxes of type (1,2) without generating a bulk cosmological constant. The pullback of the NS B–field onto the D7–worldvolume gives rise to D-terms, which vanish in the limit of vanishing resolution parameter $a \rightarrow 0$, i.e. when we approach the original singular background of [17]. We also find that the worldvolume flux in the original embedding is non-primitive and should therefore break supersymmetry. A cancellation of this effect by adding gauge fluxes would be worth further study. We should then also re-examine the D-terms we find on the resolved conifold. In the case we studied, the D7 gauge fluxes were zero and the D-terms entirely due to the non–primitive NS B–field. In general we would also expect F–terms from the D7 worldvolume theory.

In parallel to the IIB discussion we have also studied the F-theory lift of our background. We showed how the non–primitive ISD $G_3$–flux lifts to non–primitive self–dual $G_4$ flux, which should be proportional to $J \wedge J$. We gave an explicit construction of the normalisable harmonic forms that correspond to the D7–branes. These harmonic forms would appear as second cohomologies of the compactified fourfold. We showed how a compact non-Kähler threefold base could be constructed which
would have the required local features of a resolved conifold background that we studied for the type IIB scenario.

In the second part of the thesis, we used these results and the work of [1, 28, 29] on thermal solutions to explore further String Theory solutions with a particle physics perspective. Using the supergravity equations of motion in a GKP fashion, we obtained a much clearer picture of the backreactions from the black hole, branes and fluxes on the non-extremal geometry and its UV completion. More particularly, we gave a detailed analysis of the backreaction on the 3-form fluxes from the branes and non-extremal geometry, which induced flavor and temperature respectively. As was anticipated in [26, 27], we showed that these backreactions tend to make the 3-from flux non-ISD. Interestingly, the appearance of the black hole radius $r_h$ on the fluxes is, to the order that we present here, implicit: it enters the fluxes only via the squashing factor $F(r)$ (or $a^2$). This thereby confirms a result that was anticipated in [1, 28].
Appendix A

Ouyang embedding of D7–branes on the resolved conifold

In this appendix we describe how D7–branes can be embedded in the PT background. We use the Ouyang [17] embedding
\[ z = \mu^2, \quad (A.1) \]
where \( z \) is one of the holomorphic coordinates defined in (2.18). While this choice was originally made for the singular conifold, it continues to give a consistent holomorphic embedding on both patches. From (2.18), it is clear that selecting \( z = \mu^2 \) on \( H_- \) implies that \( -u\lambda = \mu^2 \) on the intersection with \( H_+ \), which consistently gives \( z = \mu^2 \) on all of \( H_+ \).

While the case \( \mu \neq 0 \), where the D7-brane does not extend to the tip of the throat, is of primary interest for inflationary models, we set \( \mu = 0 \) for simplicity of calculation. As a consistency check we should always be able to recover a supersymmetric solution in the limit \( a \to 0 \). The D7–brane induces a non–trivial axion–dilaton
\[ \tau = \frac{i}{g_s} + \frac{N}{2\pi i} \log z, \quad (A.2) \]
where \( N \) is the number of embedded D7-branes. Our goal is to determine the change the dilaton induces in the other fluxes and the warp factor. We will closely follow the method laid out in [17] and solve the SuGra equation of motion only in linear order.
That said, we neglect any backreaction onto the geometry beyond a change in the warp factor, i.e. we will assume the manifold remains a conformal resolved conifold.

Consider first the Bianchi identity, which in leading order becomes ($H_3$ indicates the unmodified NS flux from (2.30), whereas the hat indicates the corrected flux at leading order)

\[
d\hat{G}_3 = d\hat{F}_3 - d\tau \wedge \hat{H}_3 - \tau \wedge d\hat{H}_3 = -d\tau \wedge H_3 + \mathcal{O}((g_sN)^2) \tag{A.3}
\]

In order to find a 3–form flux that obeys this Bianchi identity, we make an ansatz

\[
\hat{G}_3 = \sum \alpha_i \eta_i \tag{A.4}
\]

where \{\eta_i\} is a basis of imaginary self–dual (ISD) 3–forms on the resolved conifold given in (3.15). We find a particular solution in terms of only four of above eight 3–forms

\[
P_3 = \alpha_1(\rho) \eta_1 + e^{-i\psi/2}\alpha_3(\rho, \theta_1) \eta_3 + e^{-i\psi/2}\alpha_4(\rho, \theta_2) \eta_4 + \alpha_8(\rho) \eta_8, \tag{A.5}
\]

with

\[
\begin{align*}
\alpha_3 &= -3\sqrt{6}g_sNP \frac{72a^4 - 3\rho^4 + a^2\rho^2(\log(\rho^2 + 9a^2) - 56 \log \rho)}{8\pi\rho^3(\rho^2 + 6a^2)^2} \cot \frac{\theta_1}{2} \\
\alpha_4 &= -9\sqrt{6}g_sNP \frac{\rho^2 - 9a^2 \log(\rho^2 + 9a^2)}{8\pi\rho^4 \sqrt{\rho^2 + 6a^2}} \cot \frac{\theta_2}{2} \tag{A.6} \\
\alpha_8 &= \frac{3a^2}{\rho^2 + 3a^2} \left[ 3g_sNP \frac{-9(\rho^2 + 4a^2) + 28\rho^2 \log \rho + (81a^2 + 13\rho^2) \log(\rho^2 + 9a^2)}{8\pi\rho^3 \sqrt{\rho^2 + 6a^2} \sqrt{\rho^2 + 9a^2}} + \alpha_1(\rho) \right]
\end{align*}
\]
Note that $a_8$ is implicitly given by $\alpha_1$, which in turn is determined via the first order ODE

$$\alpha'_1(\rho) = \frac{-3}{\rho(\rho^2 + 3a^2)(\rho^2 + 9a^2)\sqrt{\rho^2 + 6a^2}} \left[ \frac{(162a^6 + 78a^4 \rho^2 + 15a^2 \rho^4 + \rho^6)}{\rho^2 + 6a^2} \alpha_1(\rho) \right. $$

$$\left. + 3g_sNP \frac{-162a^6 + 99a^4 \rho^2 + 63a^2 \rho^4 + 6\rho^6 + 14a^2 \rho^2(\rho^2 + 9a^2) \log \frac{\rho^2}{\rho^2 + 9a^2}}{4\pi \rho^3 \sqrt{\rho^2 + 6a^2}} \alpha_1(\rho) \right]$$

(A.7)

Letting $a \to 0$ in above equations, we do indeed recover the singular conifold solution of [17]. Keeping the resolution parameter $a$ finite instead, we can solve for $\alpha_1(\rho)$

$$\alpha_1(\rho) = \frac{3g_sNP}{8\pi \rho^3} \left[ \frac{18a^2 - 36(\rho^2 + 3a^2) \log \left( \frac{\rho}{a} \right) + (10\rho^2 + 72a^2) \log \left( \frac{\rho^2 + 9a^2}{\rho^2 + 9a^2} \right)}{\sqrt{\rho^2 + 6a^2} \sqrt{\rho^2 + 9a^2}} \right]$$

(A.8)

Furthermore, we find a homogeneous solution

$$C_3^{\text{hom}} = \beta_1(z, \rho) \eta_1 + e^{-i\psi/2} \beta_3(\rho, \theta) \eta_3 + e^{-i\psi/2} \beta_4(\rho, \theta) \eta_4$$

$$+ e^{-i\psi/2} \beta_5(\rho, \theta, \theta_2) \eta_5 + \beta_8(z, \rho) \eta_8,$$

with

$$\beta_1 = \frac{-3i}{8\rho^3 \sqrt{\rho^2 + 6a^2} \sqrt{\rho^2 + 9a^2}} \left[ 12(\rho^2 + 3a^2) \log z + 18a^2 + 10(\rho^2 - 9a^2) \log \rho \right. $$

$$\left. + (13\rho^2 + 99a^2) \log(\rho^2 + 9a^2) \right]$$

$$\beta_3 = 3i\sqrt{6} \left( \frac{-36a^4 + 3\rho^4 + 2a^2 \rho^2 (20 \log \rho - \log(\rho^2 + 9a^2))}{4\rho^3 (\rho^2 + 6a^2)^2} \right) \cot \frac{\theta_1}{2}$$

$$\beta_4 = -9i\sqrt{6} \left( \frac{\rho^2 - 6a^2 \log(\rho^2 + 9a^2)}{4\rho^4 \sqrt{\rho^2 + 6a^2}} \right) \cot \frac{\theta_2}{2}$$

(A.10)

$$\beta_5 = \frac{-9i(\cot \frac{\theta_1}{2} \cos \theta_2 + \cot \theta_1)}{2\rho^2 \sqrt{\rho^2 + 9a^2} \sin \theta_2}$$

$$\beta_8 = \frac{-27ia^2}{8\rho^3 \sqrt{\rho^2 + 6a^2} \sqrt{\rho^2 + 9a^2}} \left[ 4 \log z + 6 - 10 \log \rho - \log(\rho^2 + 9a^2) \right]$$

This solution has the right singularity structure at $z = 0$ and $\rho = 0$, but it does not transform correctly under $SL(2, \mathbb{Z})$; only the particular solution does. We therefore
conclude that the correction to the 3-form flux, which is in general a linear combination of $P_3$ and $G_3^{hom}$, is given by (A.5) only
\[
\tilde{G}_3 = G_3 + P_3.
\] (A.11)

We can now determine the change in the remaining fluxes and the warp factor, at least to linear order in $(g_s N)$. We find the corrected fluxes from the equations
\[
\tilde{H}_3 = \frac{\tilde{G}_3 - \tilde{G}_3}{\tau - \bar{\tau}} \quad \text{and} \quad \tilde{F}_3 = \frac{\tilde{G}_3 + \tilde{G}_3}{2},
\] (A.12)

which evaluates to
\[
\tilde{H}_3 = d\rho \wedge e_{\psi} \wedge (c_1 d\theta_1 + c_2 d\theta_2) + d\rho \wedge (c_3 \sin\theta_1 d\theta_1 \wedge d\phi_1 - c_4 \sin\theta_2 d\theta_2 \wedge d\phi_2)
\]
\[
+ \left(\frac{\rho^2 + 6a^2}{2\rho} c_1 \sin\theta_1 d\phi_1 - \frac{\rho}{2} c_2 \sin\theta_2 d\phi_2\right) \wedge d\theta_1 \wedge d\theta_2,
\] (A.13)
\[
\tilde{F}_3 = -\frac{1}{g_s} d\rho \wedge e_{\psi} \wedge (c_1 \sin\theta_1 d\phi_1 + c_2 \sin\theta_2 d\phi_2)
\]
\[
+ \frac{1}{g_s} e_{\psi} \wedge (c_5 \sin\theta_1 d\theta_1 \wedge d\phi_1 - c_6 \sin\theta_2 d\theta_2 \wedge d\phi_2)
\]
\[
- \frac{1}{g_s} \sin\theta_1 \sin\theta_2 \left(\frac{\rho}{2} c_2 d\theta_1 - \frac{\rho^2 + 6a^2}{2\rho} c_1 d\theta_2\right) \wedge d\phi_1 \wedge d\phi_2.
\] (A.14)

We have introduced the coefficients
\[
c_1 = \frac{g_s^2 P N}{4\pi \rho (\rho^2 + 6a^2)^2} \left(72a^4 - 3\rho^4 - 56a^2\rho^2 \log\rho - \frac{a^2}{2} \rho^2 \log(\rho^2 + 9a^2)\right) \cos\frac{\theta_1}{2}
\]
\[
c_2 = \frac{3g_s^2 P N}{4\pi \rho^3} \left(\rho^2 - 9a^2 \log(\rho^2 + 9a^2)\right) \cos\frac{\theta_2}{2}
\] (A.15)
\[
c_3 = -\frac{3g_s P \rho}{\rho^2 + 9a^2} + \frac{g_s^2 P N}{8\pi \rho (\rho^2 + 9a^2)} \left[-36a^2 - 36\rho^2 \log a + 34\rho^2 \log \rho
\right.
\]
\[
+ (10\rho^2 + 81a^2) \log(\rho^2 + 9a^2) + 12\rho^2 \log \left(\sin\frac{\theta_1}{2} \sin\frac{\theta_2}{2}\right)\]
\]
\[
+ (10\rho^2 + 63a^2) \log(\rho^2 + 9a^2) + (12\rho^2 + 72a^2) \log \left(\sin\frac{\theta_1}{2} \sin\frac{\theta_2}{2}\right)\right]\]
This allows us to write the NS 2–form potential

\[ B_2 = \left( b_1(\rho) \cot \frac{\theta_1}{2} d\theta_1 + b_2(\rho) \cot \frac{\theta_2}{2} d\theta_2 \right) \wedge e_\psi \]  
\[ + \left[ \frac{3g_s^2 N P}{4 \pi} (1 + \log(\rho^2 + 9a^2)) \log \left( \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right) + b_3(\rho) \right] \sin \theta_1 \, d\theta_1 \wedge d\phi_1 \]

\[- \left[ \frac{g_s^2 N P}{12 \pi \rho^2} (-36a^2 + 9\rho^2 + 16\rho^2 \log \rho + \rho^2 \log(\rho^2 + 9a^2)) \log \left( \sin \frac{\theta_1}{2} \sin \frac{\theta_2}{2} \right) + b_4(\rho) \right] \times \sin \theta_2 \, d\theta_2 \wedge d\phi_2 \]

with the $\rho$-dependent functions

\[ b_1(\rho) = \frac{g_s^2 N P}{24 \pi (\rho^2 + 6a^2)} \left( 18a^2 + (16\rho^2 - 72a^2) \log \rho + (\rho^2 + 9a^2) \log(\rho^2 + 9a^2) \right) \]

\[ b_2(\rho) = -\frac{3g_s^2 N P}{8 \pi \rho^2} (\rho^2 + 9a^2) \log(\rho^2 + 9a^2) \]  
\[ b_3(\rho) = \frac{3g_s^2 P \rho}{\rho^2 + 9a^2} + \frac{g_s^2 N P}{8 \pi \rho(\rho^2 + 9a^2)} \left[ -36a^2 - 36a^2 \log a + 34\rho^2 \log \rho + (10\rho^2 + 81a^2) \log(\rho^2 + 9a^2) \right] \]

\[ b_4(\rho) = -\frac{3g_s^2 P (\rho^2 + 6a^2)}{\kappa \rho^3} - \frac{g_s^2 N P}{8 \pi \kappa \rho^3} \left[ 18a^2 + 36(\rho^2 + 6a^2) \log a + (34\rho^2 + 36a^2) \log \rho + (10\rho^2 + 63a^2) \log(\rho^2 + 9a^2) \right] \]  

The five–form flux is as usual given by

\[ \hat{F}_5 = (1 + \tilde{x}_{10})(d\hat{h}^{-1} \wedge d^4x). \]  

In order to solve the supergravity equations of motion, the warp factor has to fulfill

\[ \hat{h}^2 \Delta \hat{h}^{-1} - 2\hat{h}^3 \partial_m \hat{h}^{-1} \partial_n \hat{h}^{-1} g^{mn} = -\Delta \hat{h} = *_6 \left( \frac{\hat{G}_3 \wedge \hat{G}_3}{6(\tau - \tau)} \right) = \frac{1}{6} *_6 d\hat{F}_5. \]
where $\Delta$ is the Laplacian on the unwarped resolved conifold and all indices are raised and lowered with the unwarped metric. This should be evaluated in linear order in $N$, since we solved the SuGra eom for the fluxes also in linear order. However, we were unable to find an analytic solution to this problem, so we need to employ some simplification. We can take the limit $\rho \gg a$, i.e. we restrict ourselves to be far from the tip. As in the limit $a \to 0$ we recover the singular conifold setup [17], we know our solution takes the form

$$\hat{h}(\rho, \theta_1, \theta_2) = 1 + \frac{L^4}{r^4} \left\{ 1 + \frac{24g_s P^2}{\pi \alpha' Q} \log \rho \left[ 1 + \frac{3g_s N}{2\pi \alpha'} \left( \log \rho + \frac{1}{2} \right) \right] + \mathcal{O}\left(\frac{a^2}{\rho^2}\right) \right\}$$

(A.21)

with $L^4 = 27\pi g_s \alpha' Q/4$. Unfortunately, we cannot give an explicit expression for the $a^2/\rho^2$ corrections. However, above result is already an improvement over using the simple Klebanov–Tseytlin warp factor (which is strictly only valid for the singular solution, but is often employed in the deformed KS geometry).
## Appendix B

### List of Acronyms

| Acronym | Definition |
|---------|------------|
| KW      | Klebanov-Witten\[31\] |
| KS      | Klebanov-Strassler[19] |
| KT      | Klebanov-Tseytlin[13] |
| PT      | Pando Zayas-Tseytlin[34] |
| GKP     | Giddings-Kachru-Polchinski[30] |
| AdS     | Anti de Sitter |
| ADS     | Affleck-Dine-Seiberg |
| CFT     | conformal Field Theory |
| ISD     | Imaginary Self-Dual |
| AISD    | Anti Imaginary Self-Dual |
| RG      | Renormalisation Group |
| QCD     | Quantum Chromodynamics |
| SuGra   | Supergravity |
| CY      | Calabi-Yau |
| KKLMMT  | Kachru-Kalosh-Linde-Maldacena-McAllister-Trivedi[10] |
| TN      | Taub-NUT |
| RHIC    | Relativistic Heavy Ion Collider |
References

[1] M. Mia, K. Dasgupta, C. Gale, and S. Jeon, “Five Easy Pieces: The Dynamics of Quarks in Strongly Coupled Plasmas,” *Nucl.Phys. B839* (2010) 187–293, arXiv:0902.1540 [hep-th].

[2] M. Mia, K. Dasgupta, C. Gale, and S. Jeon, “Heavy Quarkonium Melting in Large N Thermal QCD,” *Phys.Lett. B694* (2011) 460–466, arXiv:1006.0055 [hep-th].

[3] S. Hawking and R. Penrose, “The Singularities of gravitational collapse and cosmology,” *Proc.Roy.Soc.Lond. A314* (1970) 529–548.

[4] A. Borde, A. H. Guth, and A. Vilenkin, “Inflationary space-times are incomplete in past directions,” *Phys.Rev.Lett. 90* (2003) 151301, arXiv:gr-qc/0110012 [gr-qc].

[5] L. McAllister and E. Silverstein, “String Cosmology: A Review,” *Gen.Rel.Grav. 40* (2008) 565–605, arXiv:0710.2951 [hep-th].

[6] J. M. Cline, “String Cosmology,” arXiv:hep-th/0612129 [hep-th].

[7] R. Kallosh, “On inflation in string theory,” *Lect Notes Phys. 738* (2008) 119–156, arXiv:hep-th/0702059 [HEP-TH].

[8] G. Dvali, Q. Shafi, and S. Solganik, “D-brane inflation,” arXiv:hep-th/0105203 [hep-th].

[9] C. Burgess, M. Majumdar, D. Nolte, F. Quevedo, G. Rajesh, *et al.*, “The Inflationary brane anti-brane universe,” *JHEP 0107* (2001) 047, arXiv:hep-th/0105204 [hep-th].

[10] S. Kachru, R. Kallosh, A. D. Linde, J. M. Maldacena, L. P. McAllister, *et al.*, “Towards inflation in string theory,” *JCAP 0310* (2003) 013, arXiv:hep-th/0308055 [hep-th].

[11] I. Bena, M. Grana, S. Kuperstein, and S. Massai, “Anti-D3’s - Singular to the Bitter End,” arXiv:1206.6369 [hep-th].

[12] D. Baumann, A. Dymarsky, I. R. Klebanov, J. M. Maldacena, L. P. McAllister, *et al.*, “On D3-brane Potentials in Compactifications with Fluxes and Wrapped D-branes,” *JHEP 0611* (2006) 031, arXiv:hep-th/0607050 [hep-th].
13] I. R. Klebanov and A. A. Tseytlin, “Gravity duals of supersymmetric SU(N) x SU(N+M) gauge theories,” Nucl.Phys. B578 (2000) 123–138, arXiv:hep-th/0002159 [hep-th]

14] S. Kuperstein, “Meson spectroscopy from holomorphic probes on the warped deformed conifold,” JHEP 0503 (2005) 014 arXiv:hep-th/0411097 [hep-th]

15] D. Baumann, A. Dymarsky, I. R. Klebanov, and L. McAllister, “Towards an Explicit Model of D-brane Inflation,” JCAP 0801 (2008) 024, arXiv:0706.0360 [hep-th]

16] K. Dasgupta, P. Franche, A. Knauf, and J. Sully, “D-terms on the resolved conifold,” JHEP 0904 (2009) 027, arXiv:0802.0202 [hep-th]

17] P. Ouyang, “Holomorphic D7 branes and flavored N=1 gauge theories,” Nucl.Phys. B699 (2004) 207–225, arXiv:hep-th/0311084 [hep-th]

18] J. M. Maldacena, “The Large N limit of superconformal field theories and supergravity,” Adv.Theor.Math.Phys. 2 (1998) 231–252, arXiv:hep-th/9711200 [hep-th]

19] I. R. Klebanov and M. J. Strassler, “Supergravity and a confining gauge theory: Duality cascades and chi SB resolution of naked singularities,” JHEP 0008 (2000) 052, arXiv:hep-th/0007191 [hep-th]

20] O. Aharony, A. Buchel, and P. Kerner, “The Black hole in the throat: Thermodynamics of strongly coupled cascading gauge theories,” Phys.Rev. D76 (2007) 086005 arXiv:0706.1768 [hep-th]

21] M. Mahato, L. A. Pando Zayas, and C. A. Terrero-Escalante, “Black Holes in Cascading Theories: Confinement/Deconfinement Transition and other Thermal Properties,” JHEP 0709 (2007) 083 arXiv:0707.2737 [hep-th]

22] F. Bigazzi, A. L. Cotrone, A. Paredes, and A. V. Ramallo, “The Klebanov-Strassler model with massive dynamical flavors,” JHEP 0903 (2009) 153 arXiv:0812.3399 [hep-th]

23] F. Bigazzi, A. L. Cotrone, J. Mas, A. Paredes, A. V. Ramallo, et al., “D3-D7 Quark-Gluon Plasmas,” JHEP 0911 (2009) 117 arXiv:0909.2865 [hep-th]

24] F. Bigazzi, A. L. Cotrone, J. Mas, D. Mayerson, and J. Tarrio, “Holographic Duals of Quark Gluon Plasmas with Unquenched Flavors,” Commun.Theor.Phys. 57 (2012) 364–386 arXiv:1110.1744 [hep-th]

25] A. L. Cotrone, A. Dymarsky, and S. Kuperstein, “On Vector Meson Masses in a Holographic SQCD,” JHEP 1103 (2011) 005 arXiv:1010.1017 [hep-th]
[26] S. Gubser, C. Herzog, I. R. Klebanov, and A. A. Tseytlin, “Restoration of chiral symmetry: A Supergravity perspective,” *JHEP* **0105** (2001) 028, arXiv:hep-th/0102172 [hep-th].

[27] A. Buchel, C. Herzog, I. R. Klebanov, L. A. Pando Zayas, and A. A. Tseytlin, “Nonextremal gravity duals for fractional D-3 branes on the conifold,” *JHEP* **0104** (2001) 033, arXiv:hep-th/0102105 [hep-th].

[28] M. Mia, K. Dasgupta, C. Gale, and S. Jeon, “Toward Large N Thermal QCD from Dual Gravity: The Heavy Quarkonium Potential,” *Phys.Rev.* **D82** (2010) 026004, arXiv:1004.0387 [hep-th].

[29] M. Mia, F. Chen, K. Dasgupta, P. Franche, and S. Vaidya, “Non-Extremality, Chemical Potential and the Infrared limit of Large N Thermal QCD,” *Phys.Rev.* **D86** (2012) 086002, arXiv:1202.5321 [hep-th].

[30] S. B. Giddings, S. Kachru, and J. Polchinski, “Hierarchies from fluxes in string compactifications,” *Phys.Rev.* **D66** (2002) 106006, arXiv:hep-th/0105097 [hep-th].

[31] I. R. Klebanov and E. Witten, “Superconformal field theory on three-branes at a Calabi-Yau singularity,” *Nucl.Phys.* **B536** (1998) 199–218, arXiv:hep-th/9807080 [hep-th].

[32] I. Affleck, M. Dine, and N. Seiberg, “Dynamical Supersymmetry Breaking in Supersymmetric QCD,” *Nucl.Phys.* **B241** (1984) 493–534.

[33] R. Gwyn and A. Knauf, “Conifolds and geometric transitions,” *Rev.Mod.Phys.* **8012** (2008) 1419–1453, arXiv:hep-th/0703289 [hep-th].

[34] L. A. Pando Zayas and A. A. Tseytlin, “3-branes on resolved conifold,” *JHEP* **0011** (2000) 028, arXiv:hep-th/0010088 [hep-th].

[35] P. Candelas and X. C. de la Ossa, “Comments on Conifolds,” *Nucl.Phys.* **B342** (1990) 246–268.

[36] M. Cvetic, G. Gibbons, H. Lu, and C. Pope, “Ricci flat metrics, harmonic forms and brane resolutions,” *Commun.Math.Phys.* **232** (2003) 457–500, arXiv:hep-th/0012011 [hep-th].

[37] M. Grana and J. Polchinski, “Supersymmetric three form flux perturbations on AdS(5),” *Phys.Rev.* **D63** (2001) 026001, arXiv:hep-th/0009211 [hep-th].

[38] S. Kachru, M. B. Schulz, and S. Trivedi, “Moduli stabilization from fluxes in a simple IIB orientifold,” *JHEP* **0310** (2003) 007, arXiv:hep-th/0201028 [hep-th].
[39] B. de Wit, D. Smit, and N. Hari Dass, “Residual Supersymmetry of Compactified D=10 Supergravity,” Nucl. Phys. B283 (1987) 165.

[40] J. M. Maldacena and C. Nunez, “Supergravity description of field theories on curved manifolds and a no go theorem,” Int. J. Mod. Phys. A16 (2001) 822–855, arXiv:hep-th/0007018 [hep-th].

[41] O. DeWolfe and S. B. Giddings, “Scales and hierarchies in warped compactifications and brane worlds,” Phys. Rev. D67 (2003) 066008, arXiv:hep-th/0208123 [hep-th].

[42] S. Gukov, C. Vafa, and E. Witten, “CFT’s from Calabi-Yau four folds,” Nucl. Phys. B584 (2000) 69–108, arXiv:hep-th/9906070 [hep-th].

[43] P. Candelas and X. de la Ossa, “Moduli space of Calabi-Yau manifolds.”

[44] A. Krause and E. Pajer, “Chasing brane inflation in string-theory,” JCAP 0807 (2008) 023, arXiv:0705.4682 [hep-th].

[45] C. P. Burgess, J. M. Cline, K. Dasgupta, and H. Firouzjahi, “Uplifting and Inflation with D3 Branes,” JHEP 0703 (2007) 027, arXiv:hep-th/0610320 [hep-th].

[46] C. Burgess, R. Kallosh, and F. Quevedo, “De Sitter string vacua from supersymmetric D terms,” JHEP 0310 (2003) 056, arXiv:hep-th/0309187 [hep-th].

[47] A. Achucarro, B. de Carlos, J. Casas, and L. Doplicher, “De Sitter vacua from uplifting D-terms in effective supergravities from realistic strings,” JHEP 0606 (2006) 014, arXiv:hep-th/0601190 [hep-th].

[48] D. Cremades, M.-P. Garcia del Moral, F. Quevedo, and K. Suruliz, “Moduli stabilisation and de Sitter string vacua from magnetised D7 branes,” JHEP 0705 (2007) 100, arXiv:hep-th/0701154 [hep-th].

[49] K. Choi, A. Falkowski, H. P. Nilles, and M. Olechowski, “Soft supersymmetry breaking in KKLT flux compactification,” Nucl. Phys. B718 (2005) 113–133, arXiv:hep-th/0503216 [hep-th].

[50] P. G. Camara, L. Ibanez, and A. Uranga, “Flux-induced SUSY-breaking soft terms on D7-D3 brane systems,” Nucl. Phys. B708 (2005) 268–316, arXiv:hep-th/0408036 [hep-th].

[51] D. Lust, P. Mayr, S. Reffert, and S. Stieberger, “F-theory flux, destabilization of orientifolds and soft terms on D7-branes,” Nucl. Phys. B732 (2006) 243–290, arXiv:hep-th/0501139 [hep-th].

[52] H. Jockers and J. Louis, “D-terms and F-terms from D7-brane fluxes,” Nucl. Phys. B718 (2005) 203–246, arXiv:hep-th/0502059 [hep-th].
[53] M. Haack, D. Krefl, D. Lust, A. Van Proeyen, and M. Zagermann, “Gaugino Condensates and D-terms from D7-branes,” *JHEP* **0701** (2007) 078, arXiv:hep-th/0609211 [hep-th].

[54] P. Berglund and P. Mayr, “Non-perturbative superpotentials in F-theory and string duality,” arXiv:hep-th/0504058 [hep-th].

[55] K. Becker, M. Becker, M. Haack, and J. Louis, “Supersymmetry breaking and alpha-prime corrections to flux induced potentials,” *JHEP* **0206** (2002) 060, arXiv:hep-th/0204254 [hep-th].

[56] J. Gomis, F. Marchesano, and D. Mateos, “An Open string landscape,” *JHEP* **0511** (2005) 021, arXiv:hep-th/0506179 [hep-th].

[57] M. Marino, R. Minasian, G. W. Moore, and A. Strominger, “Nonlinear instantons from supersymmetric p-branes,” *JHEP* **0001** (2000) 005, arXiv:hep-th/9911206 [hep-th].

[58] F. Benini, F. Canoura, S. Cremonesi, C. Nunez, and A. V. Ramallo, “Unquenched flavors in the Klebanov-Witten model,” *JHEP* **0702** (2007) 090, arXiv:hep-th/0612118 [hep-th].

[59] G. Villadoro and F. Zwirner, “D terms from D-branes, gauge invariance and moduli stabilization in flux compactifications,” *JHEP* **0603** (2006) 087, arXiv:hep-th/0602120 [hep-th].

[60] L. Martucci, “D-branes on general N=1 backgrounds: Superpotentials and D-terms,” *JHEP* **0606** (2006) 033, arXiv:hep-th/0602129 [hep-th].

[61] C. Vafa, “Evidence for F theory,” *Nucl. Phys. B* **469** (1996) 403–418, arXiv:hep-th/9602022 [hep-th].

[62] K. Becker and M. Becker, “M theory on eight manifolds,” *Nucl. Phys. B* **477** (1996) 155–167, arXiv:hep-th/9605053 [hep-th].

[63] K. Dasgupta, G. Rajesh, and S. Sethi, “M theory, orientifolds and G - flux,” *JHEP* **9908** (1999) 023, arXiv:hep-th/9908088 [hep-th].

[64] K. Dasgupta, G. Rajesh, D. Robbins, and S. Sethi, “Time dependent warping, fluxes, and NCYM,” *JHEP* **0303** (2003) 041, arXiv:hep-th/0302049 [hep-th].

[65] P. Chen, K. Dasgupta, K. Narayan, M. Shmakova, and M. Zagermann, “Brane inflation, solitons and cosmological solutions: 1.,” *JHEP* **0509** (2005) 009, arXiv:hep-th/0501185 [hep-th].

[66] K. Becker and M. Becker, “Supersymmetry breaking, M theory and fluxes,” *JHEP* **0107** (2001) 038, arXiv:hep-th/0107044 [hep-th].
[67] A. Dymarsky, I. R. Klebanov, and N. Seiberg, “On the moduli space of the cascading SU(M+p) x SU(p) gauge theory,” *JHEP* **0601** (2006) 155, arXiv:hep-th/0511254 [hep-th]

[68] G. Gibbons and N. Manton, “Classical and Quantum Dynamics of BPS Monopoles,” *Nucl.Phys.* **B274** (1986) 183.

[69] A. Sen, “Dyon - monopole bound states, selfdual harmonic forms on the multi - monopole moduli space, and SL(2,Z) invariance in string theory,” *Phys.Lett.* **B329** (1994) 217–221, arXiv:hep-th/9402032 [hep-th]

[70] Y. Imamura, “Born-Infeld action and Chern-Simons term from Kaluza-Klein monopole in M theory,” *Phys.Lett.* **B414** (1997) 242–250, arXiv:hep-th/9706144 [hep-th]

[71] A. Sen, “Dynamics of multiple Kaluza-Klein monopoles in M and string theory,” *Adv.Theor.Math.Phys.* **1** (1998) 115–126, arXiv:hep-th/9707042 [hep-th]

[72] K. Dasgupta, C. Herdeiro, S. Hirano, and R. Kallosh, “D3 / D7 inflationary model and M theory,” *Phys.Rev.* **D65** (2002) 126002, arXiv:hep-th/0203288 [hep-th]

[73] M. Becker, K. Dasgupta, A. Knauf, and R. Tatar, “Geometric transitions, flops and nonKahler manifolds. I.,” *Nucl.Phys.* **B702** (2004) 207–268, arXiv:hep-th/0403288 [hep-th]

[74] M. Becker, K. Dasgupta, S. H. Katz, A. Knauf, and R. Tatar, “Geometric transitions, flops and non-Kahler manifolds. II.,” *Nucl.Phys.* **B738** (2006) 124–183, arXiv:hep-th/0511099 [hep-th]

[75] K. Dasgupta, K. Oh, and R. Tata, “Geometric transition, large N dualities and MQCD dynamics,” *Nucl.Phys.* **B610** (2001) 331–346, arXiv:hep-th/0105066 [hep-th]

[76] K. Dasgupta, K. Oh, and R. Tata, “Open / closed string dualities and Seiberg duality from geometric transitions in M theory,” *JHEP* **0208** (2002) 026, arXiv:hep-th/0106040 [hep-th]

[77] K. Dasgupta, K.-h. Oh, J. Park, and R. Tata, “Geometric transition versus cascading solution,” *JHEP* **0201** (2002) 031, arXiv:hep-th/0110050 [hep-th]

[78] M. Ionel and M. Min-Oo, “Special lagrangians of cohomogeneity one in the resolved conifold,”.

[79] S. Ferrara, R. Minasian, and A. Sagnotti, “Low-energy analysis of M and F theories on Calabi-Yau threefolds,” *Nucl.Phys.* **B474** (1996) 323–342, arXiv:hep-th/9604097 [hep-th]
[80] M. Dine, R. Rohm, N. Seiberg, and E. Witten, “Gluino Condensation in Superstring Models,” *Phys. Lett.* B156 (1985) 55.

[81] S. Gurrieri, J. Louis, A. Micu, and D. Waldram, “Mirror symmetry in generalized Calabi-Yau compactifications,” *Nucl. Phys.* B654 (2003) 61–113, arXiv:hep-th/0211102 [hep-th].

[82] K. Becker and K. Dasgupta, “Heterotic strings with torsion,” *JHEP* 0211 (2002) 006, arXiv:hep-th/0209077 [hep-th].

[83] K. Becker, M. Becker, K. Dasgupta, and P. S. Green, “Compactifications of heterotic theory on nonKahler complex manifolds. 1.,” *JHEP* 0304 (2003) 007, arXiv:hep-th/0301161 [hep-th].

[84] K. Becker, M. Becker, P. S. Green, K. Dasgupta, and E. Sharpe, “Compactifications of heterotic strings on nonKahler complex manifolds. 2.,” *Nucl. Phys.* B678 (2004) 19–100, arXiv:hep-th/0310058 [hep-th].

[85] M. Becker and K. Dasgupta, “Kahler versus nonKahler compactifications,” arXiv:hep-th/0312221 [hep-th].

[86] K. Becker, M. Becker, K. Dasgupta, and S. Prokushkin, “Properties of heterotic vacua from superpotentials,” *Nucl. Phys.* B666 (2003) 144–174, arXiv:hep-th/0304001 [hep-th].

[87] G. Lopes Cardoso, G. Curio, G. Dall’Agata, and D. Lust, “BPS action and superpotential for heterotic string compactifications with fluxes,” *JHEP* 0310 (2003) 004, arXiv:hep-th/0306088 [hep-th].

[88] M. Grana, J. Louis, and D. Waldram, “Hitchin functionals in N=2 supergravity,” *JHEP* 0601 (2006) 008, arXiv:hep-th/0505264 [hep-th].

[89] I. Benmachiche and T. W. Grimm, “Generalized N=1 orientifold compactifications and the Hitchin functionals,” *Nucl. Phys.* B748 (2006) 200–252, arXiv:hep-th/0602241 [hep-th].

[90] M. Grana, J. Louis, and D. Waldram, “SU(3) x SU(3) compactification and mirror duals of magnetic fluxes,” *JHEP* 0704 (2007) 101, arXiv:hep-th/0612237 [hep-th].

[91] P. Koerber and L. Martucci, “From ten to four and back again: How to generalize the geometry,” *JHEP* 0708 (2007) 059, arXiv:0707.1038 [hep-th].

[92] A. R. Frey, “Notes on SU(3) structures in type IIB supergravity,” *JHEP* 0406 (2004) 027, arXiv:hep-th/0404107 [hep-th].
[93] M. Grana, R. Minasian, M. Petrini, and A. Tomasiello, “Supersymmetric backgrounds from generalized Calabi-Yau manifolds,” *JHEP* **0408** (2004) 046, arXiv:hep-th/0406137 [hep-th]

[94] G. Dall’Agata, “On supersymmetric solutions of type IIB supergravity with general fluxes,” *Nucl.Phys.* **B695** (2004) 243–266, arXiv:hep-th/0403220 [hep-th]

[95] M. Haack, R. Kallosh, A. Krause, A. D. Linde, D. Lust, *et al.*, “Update of D3/D7-Brane Inflation on K3 x T**2/Z(2),” *Nucl.Phys.* **B806** (2009) 103–177, arXiv:0804.3961 [hep-th].

[96] K. Dasgupta, J. Guffin, R. Gwyn, and S. H. Katz, “Dipole-Deformed Bound States and Heterotic Kodaira Surfaces,” *Nucl.Phys.* **B769** (2007) 1–30, arXiv:hep-th/0610001 [hep-th]

[97] K. Dasgupta, M. Grisaru, R. Gwyn, S. H. Katz, A. Knauf, *et al.*, “Gauge-Gravity Dualities, Dipoles and New Non-Kahler Manifolds,” *Nucl.Phys.* **B755** (2006) 21–78, arXiv:hep-th/0605201 [hep-th]

[98] S. Gubser, I. R. Klebanov, and A. Peet, “Entropy and temperature of black 3-branes,” *Phys.Rev.* **D54** (1996) 3915–3919, arXiv:hep-th/9602135 [hep-th]

[99] E. Witten, “Anti-de Sitter space, thermal phase transition, and confinement in gauge theories,” *Adv.Theor.Math.Phys.* **2** (1998) 505–532, arXiv:hep-th/9803131 [hep-th]

[100] A. W. Peet, “TASI lectures on black holes in string theory,” arXiv:hep-th/0008241 [hep-th]

[101] A. Buchel, “Finite temperature resolution of the Klebanov-Tseytlin singularity,” *Nucl.Phys.* **B600** (2001) 219–234, arXiv:hep-th/0011146 [hep-th]

[102] M. Mia, K. Dasgupta, C. Gale, and S. Jeon, “A holographic model for large N thermal QCD,” *J.Phys.* **G39** (2012) 054004, arXiv:1108.0684 [hep-th]

[103] M. Mia and F. Chen, “Non extremal geometries and holographic phase transitions,” arXiv:1210.3365 [hep-th]