Abstract In this paper, the generalized synchronization and the inverse generalized synchronization of different dimensional spatial chaotic dynamical systems are studied. The generalized synchronization results have been derived using active control method and Lyapunov stability theory. Numerical simulations are performed to verify the effectiveness of the proposed schemes.
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1 Introduction

In recent years, synchronization of chaotic systems has drawn much attention due to its wide application in various fields of physics and engineering [1, 2, 3]. The generalized synchronization of 1D chaos systems has been a topic of current focus [4, 5, 6, 7, 8]. For 2D spatial chaos, however, current research only focuses on the following spatially generalized Logistic system [9]

\[ x_{m+1,n} + \omega x_{m,n+1} = 1 - a((1 + \omega) x_{m,n})^2, \]

where \( \omega \) is a real constant, \( a \) is a positive parameter and \( m, n \in N_r = \{r, r + 1, r + 2, \cdots \mid r \text{ is an integer and } r \leq 0\} \). The basic characteristics of system (1), such as the fixed plane, spatial Lyapunov exponents, spatial periodic orbit, stability of spatially periodic orbit, spatial chaos, spatial fractal, spatial chaos control and spatial chaotic synchronization, have obtained very rich contents [10, 11, 12, 13, 14, 15, 16, 17, 18].

Based on Lyapunov stability theory, constructive schemes are presented in this paper to research the generalized synchronization and the inverse generalized synchronization between different dimensional spatial chaotic dynamical systems. Besides, the new synchronization criterions are established in the form of simple algebraic conditions which are very convenient to be verified.

The remainder of this paper is organized as follows: In Sect. 2, the generalized synchronization of spatial chaotic dynamical systems is investigated; In Sect. 3, the inverse generalized synchronization of spatial chaotic dynamical systems is studied; Sect. 4 demonstrates the proposed synchronization schemes and the derived theoretical results by using numerical examples and simulations, and Sect. 5 is the final conclusion.

2 Generalized Synchronization of Spatial Chaotic Dynamical Systems

Consider the following drive spatial chaotic system

\[ X_{m+1,n} + \omega X_{m,n+1} = f_1(\omega, X_{m,n}), \]  

where \( X_{m,n} = (x_1^m, x_2^m, \cdots, x_n^m)^T \in \mathbb{R}^n \) is the state vector and \( f_1 : \mathbb{R}^n \to \mathbb{R}^n \) contains the linear and nonlinear parts of the drive system. As far as the response system is concerned, consider the following controlled chaotic system

\[ Y_{m+1,n} + \omega Y_{m,n+1} = B [(1 + \omega)Y_{m,n}] + g_1(\omega, Y_{m,n}) + U, \]

where \( Y_{m,n} = (y_1^m, y_2^m, \cdots, y_n^m)^T \in \mathbb{R}^n \), \( B \) is an \( n \times m \) matrix that represents the linear part of system dynamics, \( g_1 : \mathbb{R}^n \to \mathbb{R}^n \) is the nonlinear part of response system (3), and \( U = (u_i)_{1 \leq i \leq t} \in \mathbb{R}^t \) is the vector controller to be determined.

Next, we introduce the definition of generalized synchronization for coupled spatial chaotic systems given in Eqs. (2) and (3).

Definition 1 The drive system (2) and the response system (3) are said to be generalized synchronization with respect to vector map \( \Phi \) if there exists a controller \( U = (u_i)_{1 \leq i \leq t} \in \mathbb{R}^t \) and a given map \( \Phi : \mathbb{R}^n \to \mathbb{R}^t \) such that

\[ \lim_{m \to \infty} \|e_{m,n}\| = \lim_{m \to \infty} \|Y_{m,n} - \Phi(X_{m,n})\| = 0. \]
In order to study the generalized synchronization of the dynamical systems given in Eqs. (2) and (3), we discuss the asymptotic stability of the zero solutions of synchronization error system $e_{m,n} = Y_{m,n} - \Phi(X_{m,n})$. We design controller $U$ such that the solution of error system $e_{m,n}^i \to 0$, $i = 1, 2, \cdots, s$, as $m, n \to \infty$.

In this case, the error dynamics between drive system (2) and response system (3) can be derived as

$$
e_{m+1,n} + \omega e_{m,n+1} = B [(1 + \omega)Y_{m,n}] + g_1(\omega, Y_{m,n}) - \Phi(f_1(\omega, X_{m,n})) + U. \tag{5}$$

To achieve the generalized synchronization between systems (2) and (3), we can choose vector controller $U$ as follows

$$U = -L_1 [(1 + \omega)Y_{m,n}] - g_1(\omega, Y_{m,n}) + \Phi(f_1(\omega, X_{m,n})) + (L_1 - B)\Phi((1 + \omega, X_{m,n})]. \tag{6}$$

where $L_1 \in \mathbb{R}^{t \times t}$ is an unknown control matrix to be determined. By substituting Eq.(6) into eq.(5), the error system can be described as

$$e_{m+1,n} + \omega e_{m,n+1} = (B - L_1) [(1 + \omega)e_{m,n}]. \tag{7}$$

**Theorem 1** If we select control matrix $L_1$ such that $P_1 = I - (B - L_1)^T(B - L_1)$ is a positive definite matrix, then the drive system (2) and the response system (3) are globally generalized synchronization with respect to $\Phi$, under controller law (6).

**Proof.** Constructing the candidate Lyapunov function in the form

$$V(\omega, e_{m,n}) = [(1 + \omega)e_{m,n}]^T [(1 + \omega)e_{m,n}]. \tag{8}$$

The difference of $V(\omega, e_{m,n})$ along the solution to (7) is

$$\Delta V(\omega, e_{m,n}) = [(e_{m+1,n} + \omega e_{m,n+1})^T [e_{m+1,n} + \omega e_{m,n+1}] - [(1 + \omega)e_{m,n}]^T [(1 + \omega)e_{m,n}] - [(B - L_1)(1 + \omega)e_{m,n}]^T [(B - L_1)(1 + \omega)e_{m,n}] - [(1 + \omega)e_{m,n}]^T [(1 + \omega)e_{m,n}] - [(1 + \omega)e_{m,n}]^T P_1 [(1 + \omega)e_{m,n}] \leq 0. \tag{9}$$

Thus, from the Lyapunov stability theory, it is immediate that

$$\lim_{n \to \infty} e_{m,n}^i = 0, \quad (i = 1, 2, \cdots, t). \tag{10}$$

So, the zero solution of error system (7) is globally asymptotically stable, and therefore, systems (2) and (3) are globally generalized synchronization.

### 3 Inverse Generalized Synchronization of Spatial Chaotic Dynamical Systems

Now, we consider the drive and the response chaotic systems as,

$$X_{m,1,n} + \omega X_{m,n+1} = A[(1 + \omega)X_{m,n}] + f_2(\omega, X_{m,n}), \tag{11}$$

$$Y_{m,1,n} + \omega Y_{m,n+1} = g_2(\omega, Y_{m,n}) + U, \tag{12}$$

where $X_{m,n} = (x_{m,n}^1, x_{m,n}^2, \cdots, x_{m,n}^s)^T \in \mathbb{R}^s$ and $Y_{m,n} = (y_{m,n}^1, y_{m,n}^2, \cdots, y_{m,n}^s)^T \in \mathbb{R}^s$ are state vectors of the drive system and the response system, respectively, $A \in \mathbb{R}^{s \times s}$ is an $s \times s$ matrix that represents the linear part of system dynamics, $f_2 : \mathbb{R}^s \to \mathbb{R}^s$ is the nonlinear part of drive system (11), $g_2 : \mathbb{R}^s \to \mathbb{R}^s$ contains the linear and nonlinear parts of response system (12), and $U \in \mathbb{R}^t$ is the vector controller to be determined.

The definition of inverse generalized synchronization for coupled chaotic systems given in Eqs.(11) and (12) is given by

**Definition 2** The drive system (11) and the response system (12) are said to be inverse generalized synchronization with respect to vector map $\Psi$ if there exists a controller $U = (u_{i1})_{1 \leq i \leq t} \in \mathbb{R}^t$ and a given map $\Psi : \mathbb{R}^s \to \mathbb{R}^t$ such that

$$\lim_{m \to \infty} \|e_{m,n}\| = \lim_{m \to \infty} \|X_{m,n} - \Psi(Y_{m,n})\| = 0. \tag{13}$$

In order to study inverse generalized synchronization of the dynamical systems given in Eqs. (11) and (12), we discuss the asymptotic stability for the zero solutions of synchronization error system $e_{m,n} = Y_{m,n} - \Psi(X_{m,n})$. We design controller $U$ such that the solution of error system $e_{m,n} \to 0$, $i = 1, 2, \cdots, s$, as $m, n \to \infty$.

In this case, the error dynamics between drive system (11) and response system (12) can be derived as

$$e_{m+1,n} + \omega e_{m,n+1} = A[(1 + \omega)X_{m,n}] + f_2(\omega, X_{m,n}) - \Psi(g_2(\omega, Y_{m,n}) + U). \tag{14}$$

To achieve inverse generalized synchronization between systems (11) and (12), vector $U$ can be chosen as follows

$$U = -g_2(\omega, Y_{m,n}) + \Psi^{-1}[f_2(\omega, X_{m,n})] + L_2(1 + \omega)Y_{m,n} + (A - L_2)\Psi((1 + \omega)X_{m,n}), \tag{15}$$

where $\Psi^{-1} : \mathbb{R}^s \to \mathbb{R}^t$ is the inverse of map $\Psi$ and $L_2 \in \mathbb{R}^{s \times s}$ is an unknown control matrix to be determined later. By substituting Eq.(15) into eq.(14), the error system can be described as

$$e_{m+1,n} + \omega e_{m,n+1} = (A - L_2) [(1 + \omega)e_{m,n}]. \tag{16}$$
Theorem 2 If we select control matrix \( L_2 \) such that \( P_2 = I - (A - L_2)T(A - L_2) \) is a positive definite matrix, then the drive system (11) and the response system (12) are globally inverse generalized synchronization with respect to \( \Psi \), under controller law (15).

Proof. Consider the candidate Lyapunov function in the following form

\[
V(\omega, e_{m,n}) = [(1 + \omega)e_{m,n}]^T[(1 + \omega)e_{m,n}].
\]

(17)

The difference of \( V(\omega, e_{m,n}) \) along the solution to (16) is

\[
\Delta V(\omega, e_{m,n}) = [e_{m+1,n} + \omega e_{m,n+1}]^T[e_{m+1,n} + \omega e_{m,n+1}] - [(1 + \omega)e_{m,n}]^T[(1 + \omega)e_{m,n}]
\]

\[
= [(A - L_2)(1 + \omega)e_{m,n}]^T[(A - L_2)(1 + \omega)e_{m,n}] - [(1 + \omega)e_{m,n}]^TP_2[(1 + \omega)e_{m,n}]
\]

\[
< 0.
\]

(18)

Thus, we derive from the Lyapunov stability theory that

\[
\lim_{n \to \infty} e_{m,n}^i = 0, \quad (i = 1, 2, \cdots, s).
\]

(19)

So, the zero solution of the error system (16) is globally asymptotically stable, and therefore, systems (11) and (12) are globally inverse generalized synchronization.

4 Simulation Examples

In this section, two examples are provided to validate the proposed theoretical synchronization results.

4.1 Example 1: Generalized Synchronization Between Spatial 2D Henon System and Spatial 2D Logistic System

Here, we consider the spatial 2D Henon system as the drive system and the controlled spatial 2D logistic system as the response system. The spatial 2D Henon system can be described as

\[
\begin{aligned}
x_{m+1,n}^1 + \omega x_{m,n+1}^1 &= 1 + b(1 + \omega)x_{m,n}^2 - a[(1 + \omega)x_{m,n}^1]^2, \\
x_{m+1,n}^2 + \omega x_{m,n+1}^2 &= (1 + \omega)x_{m,n}^1,
\end{aligned}
\]

(20)

where \( \omega, b \) are real constants and \( a \) is a positive parameter. Assuming that \( a > 1.55 \), then spatial 2D Henon system (20) has a transversal homoclinic orbit for all \( |b| < \varepsilon \) for some \( \varepsilon > 0 \). In particular, for \( |b| < \varepsilon \), system (20) is chaotic [19]. For example, when \((a, \omega) = (1.75, 0.03, -0.02)\), system (20) is spatial chaos, as shown in Fig. 1.

The controlled spatial 2D Logistic system can be described as

\[
y_{m+1,n} + \omega y_{m,n+1} = 1 - \mu[(1 + \omega)y_{m,n}]^2 + U,
\]

(21)

Taking \((a, b, \omega) = (1.75, 0.03, -0.02)\) and \((\mu, \omega) = (1.68, -0.02)\), spatial 2D Henon system and spatial 2D Logistic system exhibit chaotic behavior. If we select map \( \Phi: \mathbb{R}^2 \to \mathbb{R} \) as

\[
\Phi\left[\begin{array}{c}
x_{m,n}^1 \\ x_{m,n}^2
\end{array}\right] = x_{m,n}^1 + x_{m,n}^2,
\]

(22)

and control matrix \( L_1 \) as

\[
L_1 = 0.72,
\]

(23)

then, according to our approach presented in Sect. 2, we obtain

\[
B = 0,
\]

(24)

and

\[
g_1(Y(m,n)) = 1 - \mu[(1 + \omega)y_{m,n}]^2.
\]

(25)
By simple calculations, we can show that $I - (B - L_1)^T(B - L_1)$ is a positive definite matrix. Therefore, in this case, systems (20) and (21) are generalized synchronization. The error function evolution is shown in Fig. 3.

Specially, we take $\omega = 0$, $n = 0$, corresponding the spatial 2D Henon system (20) and the spatial 2D Logistic system (21) can be written as

$$\begin{cases}
x_{m+1}^1 = 1 + bx_m^2 - a (x_m^1)^2, \\
x_{m+1}^2 = x_m^1,
\end{cases}$$

and

$$y_{m+1} = 1 - \mu (y_m)^2 + U.$$  

Clearly, when $(a, b) = (1.75, 0.03)$ and $\mu = 1.68$, systems (26) and (27) realize generalized synchronization as demonstrated in Fig. 4.

4.2 Example 2: Inverse Generalized Synchronization Between the Spatial 2D Henon System and the Spatial 2D Logistic System

For systems (20) and (21), take $(a, b, \omega) = (1.75, 0.03, -0.02)$ and $(\mu, \omega) = (1.68, -0.02)$, the spatial 2D Henon system and the spatial 2D Logistic system exhibit chaotic behavior. If we select map $\Psi: \mathbb{R} \to \mathbb{R}^2$ as

$$\Psi(y_{m,n}) = (y_{m,n}, 2y_{m,n})^T,$$

and control matrix $L_2$ as

$$L_2 = \begin{bmatrix}
0.72 & b_2(1 + \omega) \\
(1 + \omega) & 0.22
\end{bmatrix},$$

then, according to our approach presented in Sect. 3, we obtain

$$A = \begin{bmatrix}
0 & b_2(1 + \omega) \\
(1 + \omega) & 0
\end{bmatrix},$$

and

$$f_2(X(m, n)) = \begin{bmatrix}
1 - a [(1 + \omega)x_{m,n}^2] \\
0
\end{bmatrix}. $$

By simple calculations, we can show that $I - (A - L_2)^T(A - L_2)$ is a positive definite matrix. Therefore, in this case, systems (20) and (21) are inverse generalized synchronization. Fig. 5 shows the error function evolution. On the hand, systems (26) and (27) realize inverse generalized synchronization as demonstrated in Fig. 6.
5 Conclusions

In this paper, the generalized synchronization and the inverse generalized synchronization of spatial chaotic dynamical systems are analyzed. What’s more, a new control method is proposed in each case, and numerical simulations are performed to verify the effectiveness of the proposed schemes.

It should be pointed out that these analytic methods and theoretical results have in effect extended the generalized chaos synchronization from temporal systems to spatial systems, which is a significant development in the study on the subject of chaos synchronization.
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