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Suppose we want to benchmark a quantum device held by a remote party, e.g. by testing its ability to carry out challenging quantum measurements outside of a free set of measurements $\mathcal{M}$. A very simple way to do so is to set up a binary state discrimination task that cannot be solved efficiently by means of free measurements. If one can find pairs of orthogonal states that become arbitrarily indistinguishable under measurements in $\mathcal{M}$, in the sense that the error probability in discrimination approaches that of a random guess, one says that there is data hiding against $\mathcal{M}$. Here we investigate data hiding in the context of continuous variable quantum systems. First, we look at the case where $\mathcal{M} = \text{LOCC}$, the set of measurements implementable with local operations and classical communication. While previous studies have placed upper bounds on the maximum efficiency of data hiding in terms of the local dimension and are thus not applicable to continuous variable systems, we establish more general bounds that rely solely on the local mean photon number of the states employed. Along the way, we perform a rigorous quantitative analysis of the error introduced by the non-ideal Braunstein–Kimble quantum teleportation protocol, determining how much squeezing and local detection efficiency is needed in order to teleport an arbitrary multi-mode local state of known mean energy with a prescribed accuracy. Finally, following a seminal proposal by Sabapathy and Winter, we look at data hiding against Gaussian operations assisted by feed-forward of measurement outcomes, providing the first example of a relatively simple scheme that works with a single mode only.

I. INTRODUCTION

Quantum state discrimination, which consists in identifying by means of a measurement an unknown quantum state, is one of the most fundamental tasks studied by quantum information science. Indeed, it captures the essential nature of scientific hypothesis testing in the quantum realm. At the same time, its conceptual simplicity allows for an in-depth mathematical analysis. The systematic study of the problem was initiated by Holevo [1–3] and Helstrom [4, 5], who solved the binary case, featuring only two states $\rho$ and $\sigma$: the lowest error probability in discrimination is given by

$$P_e(\rho, \sigma; p) = \frac{1}{2} (1 - \|p\rho - (1 - p)\sigma\|_1),$$

where $\|X\|_1 := \text{Tr}|X|$ is the trace norm, and $p, 1 - p$ are the a priori probabilities of $\rho, \sigma$, respectively. The investigation of quantum state discrimination in the asymptotic Stein setting has revealed operational interpretations for the quantum relative entropy [6–8] and for the regularised relative entropy of entanglement [9–13]. Also the symmetric Chernoff setting has been thoroughly studied [14–16]. Recently, quantum channel discrimination [17, 18] has also become an important research topic [19–22], and its investigation either in the asymptotic [23, 24] or in the energy-constrained [25, 26, 27] setting has just witnessed notable progress.

A common assumption that is made when designing discrimination protocols is that any quantum measurement can in principle be carried out. This assumption, however, does not take into account technological hurdles, which are likely to be a major concern on near-term quantum devices [28, 29], nor more fundamental constraints that appear e.g. in multi-partite settings, where only local quantum operations assisted by classical communication (LOCC) are available [30]. In general, let $\mathcal{M}$ be the class of available quantum measurements. Following the notation of [1], the lowest probability of error in discriminating $\rho$ and $\sigma$ by employing measurements from $\mathcal{M}$ is denoted by $P_e(\mathcal{M})$, where we omitted the dependence from the ‘scheme’ $(\rho, \sigma; p)$.

For certain sets $\mathcal{M}$, a phenomenon called quantum data hiding against $\mathcal{M}$ can emerge [31, 32]. Namely, it is possible for two states to be perfectly distinguishable when all measurements are available, yet to be almost indistinguishable when only measurements from $\mathcal{M}$ are employed. In formula, this means that $P_e \approx 0$ while $P_e(\mathcal{M}) \approx 1/2$ for a certain scheme $(\rho, \sigma; p)$.

This genuinely quantum behaviour can be exploited, for instance, to design a simple protocol to benchmark a quantum device held by a remote party. This protocol is based on (repetitions of) a state discrimination task $(\rho, \sigma; p)$: the unknown state is sent to the remote party, which is tasked with identifying it. If $\rho$ and $\sigma$ are almost indistinguishable under measurements in $\mathcal{M}$, a correct solution to this problem invariably indicates that the remote device is able to carry out measurements that lie outside of $\mathcal{M}$.

The original construction provides a striking example of data hiding against the set of LOCC-implementable measurements [33–35]. Discrimination of quantum states or channels in the presence of locality constraints has been studied in several different contexts [24, 26, 27, 29, 30], but always with the assumption of finite dimension. However, many systems of physical and technological interest
are intrinsically infinite dimensional. Among these, continuous variable (CV) quantum systems [52, 57], which model e.g. electromagnetic modes travelling along an optical fibre, will likely play a major role in the future of quantum technologies, with applications ranging from quantum computation [55, 63] to quantum communication [64].

In the case of a CV quantum system, another restricted set of measurements — identified by technological constraints — comprises all Gaussian operations assisted by classical computation, or feed-forward of measurement outcomes (GOCC) [65]. (Despite the similar name, the set of GOCC operations has nothing to do with that of LOCC.) The theoretical study of state discrimination with GOCC has been pioneered by Takeoka and Sasaki [65] and continued by Sabapathy and Winter, who have provided the first example of quantum data hiding against GOCC, achieved through a randomised construction that requires asymptotically many optical modes [66, 67]. Let us remark in passing that it is only recently that experiments have been able to achieve a better performance than GOCC at coherent state discrimination [70–78].

In this paper, we investigate the phenomenon of data hiding in the CV setting, thus filling a striking gap in the existing literature. First, for a bipartite system we show how to upper bound the maximum efficiency of data hiding against LOCC in terms of the local energy (i.e. mean photon number) of the employed states. Our result implies that high-efficiency data hiding necessarily requires high-energy states. This behaviour is analogous to that of finite-dimensional schemes [38, 41], with the energy playing the role of an effective dimension.

Our technique relies on an explicit bound on the maximum disturbance introduced by the Braunstein–Kimble CV quantum teleportation protocol [79, 80], in terms of the squeezing of the resource state, of the efficiency of the local detectors, and of the mean energy of the input state (Theorem 1). With such a bound one is able to assess the resources needed to teleport a state of a given mean energy with a certain maximum allowed error, as measured by the operationally meaningful trace norm.

The second part of our paper deals with data hiding against GOCC. We construct an explicit single-mode scheme that achieves data hiding against GOCC with arbitrarily high efficiency, thus answering a question raised by Sabapathy and Winter [66, 68]. The states we employ can be obtained from two-mode squeezed vacua by performing a destructive observation of the photon number parity on one mode, and retaining the reduced state on the other. We also analyse the performance of other schemes, involving either thermal or Fock states, and prove that they do not exhibit data hiding against GOCC. This illustrates the versatility of GOCC measurements for state discrimination in many practical settings, and at the same time it this singles out our example as a candidate for a relatively simple protocol that demonstrates data hiding with a single mode only.

II. PRELIMINARIES AND NOTATION

Quantum systems, hereafter denoted with letters such as $A, B$, and so on, are mathematically described by Hilbert spaces. A bounded operator on a Hilbert space $\mathcal{H}$ is a linear map $T : \mathcal{H} \to \mathcal{H}$ such that $\sup_{\|x\| < \infty} \|T(x)\| = \|T\|_{\infty} < \infty$. Bounded operators on $\mathcal{H}$ form a Banach space, denoted with $B(\mathcal{H})$, once they are equipped with the operator norm $\|\cdot\|_{\infty}$. A bounded operator $T$ such that $\text{Tr}[T] = \text{Tr}\sqrt{T^\dagger T} =: \|T\|_1 < \infty$ is said to be of trace class. Trace class operators on $\mathcal{H}$ form another Banach space, denoted with $T(\mathcal{H})$, once they are equipped with the trace norm $\|\cdot\|_1$. Quantum states on $\mathcal{H}$ are represented by density operators, that is, positive semi-definite trace class operators with trace one. All quantum states $\rho$ admit a spectral decomposition $\rho = \sum_i p_i \ket{\psi_i}\bra{\psi_i}$, where the vectors $\ket{\psi_i}$ are orthonormal, $p_i \geq 0$ for all $i$, and $\sum_i p_i = 1$ [81]. Composition between quantum systems is represented by tensor products: if $A$ is described by the Hilbert space $\mathcal{H}_A$ and $B$ by the Hilbert space $\mathcal{H}_B$, the bipartite system $AB$ will be described by the Hilbert space $\mathcal{H}_{AB} := \mathcal{H}_A \otimes \mathcal{H}_B$. Given a quantum state $\rho$ decomposed as before and a generic positive semi-definite (not necessarily bounded) operator $L \geq 0$ with domain $\text{dom}(L) \subseteq \mathcal{H}$, the expectation value of $L$ on $\rho$ is defined by [82]

$$\text{Tr}[\rho L] := \begin{cases} \sum_i p_i \|L^{1/2} \ket{\psi_i}\|^2 & \text{if } \ket{\psi_i} \in \text{dom}(L) \forall i, \\ +\infty & \text{otherwise.} \end{cases}$$

(2)

A generic measurement on a quantum system with Hilbert space $\mathcal{H}$ is represented by a normalised positive operator-valued measure (POVM) $E(dx)$ over a measurable space $\mathcal{X}$, which models the set of possible outcomes [55, Definition 11.29]. More formally, we consider a $\sigma$-algebra $\mathcal{A}$ on $\mathcal{X}$, and introduce $E$ as a function $E : \mathcal{A} \to \mathcal{B}_+(\mathcal{H})$ taking on values in the space of positive semi-definite bounded operators on $\mathcal{H}$. The normalisation condition amounts to

$$\int_{\mathcal{X}} E(dx) = 1. \quad (3)$$

The measurement $E$ applied to the state $\rho$ yields as outcome a random variable $X$ distributed with measure

$$\mu_X(dx) = \text{Tr}[\rho E(dx)]. \quad (4)$$

A quantum channel with input system $A$ and output system $B$ is represented (in Schrödinger picture) by a completely positive trace-preserving (CPTP) map $\Phi : T(\mathcal{H}_A) \to T(\mathcal{H}_B)$. The complementary Heinsenberg
representation of the action of $\Phi$ is obtained by taking its adjoint, i.e. by constructing the map $\Phi^\dagger : \mathcal{B}(\mathcal{H}_B) \to \mathcal{B}(\mathcal{H}_A)$ defined by

$$\text{Tr} \left[ (\Phi^\dagger(X))^\dagger Y \right] \equiv \text{Tr} \left[ X^\dagger \Phi(Y) \right],$$

for all $X \in \mathcal{B}(\mathcal{H}_B)$ and $Y \in \mathcal{T}(\mathcal{H}_A)$.

A. Continuous variable systems

The Hilbert space corresponding to an $m$-mode CV system is given by $\mathcal{H}_m := L^2(\mathbb{R}^m)$. It comprises all square-integrable complex-valued functions over the Euclidean space $\mathbb{R}^m$. The canonical operators $x_j$ and $p_j := -i \frac{\partial}{\partial x_j}$ satisfy the canonical commutation relations

$$[x_j, x_k] \equiv 0 \equiv [p_j, p_k], \quad [x_j, p_k] = i \delta_{jk} I,$$

which can be recast in the form

$$[a_j, a_k] \equiv 0, \quad [a_j, a_k^\dagger] = \delta_{jk} I$$

in terms of the annihilation and creation operators

$$a_j := \frac{x_j + ip_j}{\sqrt{2}}, \quad a_j^\dagger := \frac{x_j - ip_j}{\sqrt{2}}.$$

Here, $I$ denotes the identity operator over the Hilbert space $\mathcal{H}_m$. Creation operators transform the vacuum state $|0\rangle$ into the Fock states

$$|n\rangle = \bigotimes_{j=1}^m |n_j\rangle := \left( \bigotimes_{j=1}^m \frac{(a_j^\dagger)^{n_j}}{\sqrt{n_j!}} \right) |0\rangle,$$

where $n := (n_1, \ldots, n_m) \in \mathbb{N}^m$ is a tuple of non-negative integers. Fock states are eigenvectors of the total photon number Hamiltonian

$$N := \sum_{j=1}^m a_j^\dagger a_j,$$

which satisfies

$$N |n\rangle = \left( \sum_{j} n_j \right) |n\rangle.$$

A central role in the theory is played by the displacement operators, defined for $\alpha \in \mathbb{C}^m$ by [83, Eq. (3.3.30)]

$$D(\alpha) := \exp \left[ \sum_{j=1}^m \left( \alpha_j a_j^\dagger - \alpha_j^* a_j \right) \right].$$

Note that $D(\alpha)$ is unitary, and that $D(\alpha)^\dagger = D(-\alpha)$. The canonical commutation relations [6] can be expressed in their Weyl form as

$$D(\alpha)D(\beta) = D(\alpha + \beta) e^{\frac{i}{2}(\alpha^\dagger \beta^* - \alpha^* \beta)}.$$
this way GOCC measurements. They are all those that can be implemented by (i) adding ancillary modes in the vacuum, (ii) applying Gaussian unitaries, and (iii) making a homodyne detection on some mode. It is understood that these operations can be applied sequentially, and that each of them can depend on previous measurement outcomes. For a more formal definition, we refer the reader to Ref. [87, SM, Definition S6].

Apart from the homodyne, another example of a GOCC measurement is the heterodyne, given by the POVM $E_{\text{het}}(d^m \alpha) = |\alpha\rangle\langle\alpha| \frac{2\pi}{m}$ on $C^m$. Here, $|\alpha\rangle := D(\alpha) |0\rangle$ is a coherent state [88,91]. When a heterodyne is carried out on $\rho$, the resulting probability distribution

$$Q_\rho(\alpha) := \frac{1}{\pi^m} \langle \alpha | \rho | \alpha \rangle$$

(21)

is referred to as its Husimi function [92]. To see that the heterodyne is also a GOCC measurement, it suffices to observe that it can be implemented by mixing the input system with a vacuum state in a 50:50 beam splitter and separately homodyning the output modes [53, p. 122].

III. ON THE ACCURACY OF THE BRAUNSTEIN–KIMBLE TELEPORTATION PROTOCOL

A fundamental technical tool in our forthcoming analysis of data hiding against local operations and classical communication (LOCC) in CV systems is the Braunstein–Kimble teleportation protocol [79, 83, 93]. To understand why this such a key tool, note that the best upper bound on the strength of data hiding against LOCC in finite-dimensional systems comes from [111] Theorem 16], and the crux of the proof of that result rests precisely on the teleportation protocol. Accordingly, we may expect that an analogous bound on the strength of LOCC data hiding in CV systems may come from a quantitative understanding of CV teleportation. This is indeed the case: the proof of Theorem 3, which we will obtain in Section IV, depends crucially on Theorem 1 which we will prove at the end of this section. On the other hand, CV teleportation is such an important protocol that we chose to separate its analysis, which is independent from data hiding or any of the related questions, from the rest of the paper.

The Braunstein–Kimble teleportation protocol allows to teleport an $m$-mode system $A$ to a distant location $B$, using only local operations, in particular homodyne detections, classical communication, and consuming as a resource $m$ two-mode squeezed vacuum states between $B$ and an auxiliary register $A'$, defined for $r \geq 0$ by [83, Eq. (3.7.52)]

$$|\psi(r)\rangle_{A'B} := \frac{1}{\cosh(r)} \sum_{k=0}^{\infty} (-1)^k \tanh^k(r) |kk\rangle_{AB}.$$  

(22)

where $|k\rangle$ is a local Fock state [10]. The protocol consists of three steps: first, the systems $A$ and $A'$ are mixed by means of $m$ 50:50 beam splitters (each for each pair of modes); then, the quadratures $x_j$ and $p_j$ are measured on each of the $m$ pairs of modes (one in $A$ and one in $A'$, for each $j$); in general, this measurement will have a detection efficiency $\eta \in (0,1]$, with $\eta = 1$ corresponding to the ideal case; finally, the outcomes are transmitted to the place where the $B$ system is, and a displacement unitary is applied on $B$ conditioned on those outcomes.

The protocol does not amount to a perfect transmission of the system $A$ into $B$, because [22] is only an approximate maximally entangled state for finite $r$. To describe in more precise terms what type of noise the transmission is subjected to, we need to introduce the Gaussian noise channel of parameter $\lambda > 0$. It is defined for a single-mode system by the equation

$$\mathcal{N}_\lambda(\cdot) := \frac{1}{\pi} \int d^2 \alpha e^{-\frac{1}{2} \lambda^2} \mathcal{D}_\alpha(\cdot)$$

$$= \frac{1}{\pi} \int d^2 \alpha e^{-\frac{1}{2} \alpha^2} \mathcal{D}_{\sqrt{\lambda}}(\alpha),$$

(23)

where $\mathcal{D}_\alpha(\cdot) := D(\alpha)(\cdot) D(\alpha)^\dagger$ is the displacement unitary channel. We can now describe the whole Braunstein–Kimble protocol in terms of the map [80, Eq. (8)]

$$\rho_{RA} \otimes (|\psi(r)\rangle \langle \psi(r)|^m)_{A'B} \mapsto \left( I_R \otimes (A_{\lambda(r,\eta)}^{\otimes m})^{A \rightarrow B} \right) (\rho_{RA}),$$

(24)

$$\lambda(r,\eta) := e^{-2r} \frac{1 - \eta^2}{\eta^2}.$$  

(25)

where $R$ is an arbitrary reference system, which should be thought as an external quantum memory correlated and possibly entangled with $A$, and $A_{\lambda(r,\eta)}^{\otimes m}$ denotes $m$ copies of the channel [23] run in parallel, connecting one by one all modes of $A$ and $B$.

As we see from (24), for finite values of the squeezing parameter $r \in \mathbb{R}$ or non-ideal detection efficiency $\eta \in (0,1)$, the output state is not teleported perfectly, but is subjected to a noisy channel. However, for every fixed $\rho_{RA}$ the state on the right-hand side of (24) converges to $\rho_{RB}$, i.e. the protocol approximates a perfect teleportation, in the limit of $r \rightarrow \infty$ and $\eta \rightarrow 1^-$. It was argued in [94, Section II.B] that such a convergence is strong but not uniform, that is, the values of $r$ and $\eta$ required to achieve a prescribed accuracy will depend on the input state. We provide an independent proof of this fact in Appendix A. At any rate, since this dependence is not well understood and moreover a precise description of the state is often not experimentally available, it is important to have an estimate of the accuracy that is based only on few physically relevant parameters.

Our first result achieves precisely this: it provides a quantitative estimate of the maximum error introduced
by the Braunstein–Kimble teleportation protocol, as expressed solely in terms of the squeezing of the resource state, the efficiency of the detectors employed, and the mean energy of the state to be teleported.

**Theorem 1.** Let $A, A', B$ be $m$-mode systems, and let $R$ be an arbitrary quantum system. Fix an energy threshold $E > 0$, and consider a state $\rho_{RA}$ such that $\text{Tr} \rho_{AN} - ||z||^2 \leq E$, where $N = \sum j a_j^a a_j^b$ is the total photon number operator on $A$, and $||z||^2 := \sum j^2 \text{Tr} \rho_{A^jA^j}$. Then, the error introduced by Braunstein–Kimble teleportation of $\rho_{RA}$ over a $2m$-mode squeezed vacuum state $|\psi(r)^{m}\rangle_{A'B}$ with detection efficiency $\eta \in (0, 1]$ can be upper bounded by

$$\|\tilde{\rho}_{RB} - \rho_{RB}\|_1 \leq \int_0^{+\infty} f(x, 2m) \sin \left( \min \left\{ \gamma_E \sqrt{\frac{\Lambda(r, \eta) x}{2}}, \frac{\pi}{2} \right\} \right) \, dx \leq \frac{2 \Gamma (m + 1/2)}{(m - 1)!} \gamma_E \sqrt{\Lambda(r, \eta)},$$

(26)

where $f(x, 2m) := \frac{x^{m-1} e^{-x/2}}{2^m \Gamma(m)}$ is the chi-square probability distribution in $2m$ variables, and

$$\gamma_E := \sqrt{E} + \sqrt{E + 1},$$

(29)

$$\tilde{\rho}_{RB} := \left( I^R \otimes N_{\Lambda(r, \eta)}^{A \rightarrow B} \right) (\rho_{RA}),$$

(30)

with $\Lambda(r, \eta) = e^{-2r} + \eta^{-2} - 1$ given by (25).

The importance of Theorem 1 lies in the fact that it can be used to determine the values of $r$ and $\eta$ needed to reach a certain accuracy in the Braunstein–Kimble teleportation (24). Ours is the first such bound that we are aware of. Prior to our work, it was simply not clear how to determine $r$ and $\eta$ given the desired degree of precision of the overall protocol.

Note that teleportation is a fundamental primitive in a wide variety of quantum algorithms and circuits, as it allows to move around quantum information without physically displacing the systems that carry it. Unsurprisingly, a huge amount of experiments have tried to reproduce it with ever increasing fidelity [33]. Thus, the above Theorem 1 is likely to prove instrumental to design CV quantum circuits with prescribed error tolerance. To facilitate applications, we recall that the factor $e^{2r}$ appearing in (26)–(27) can be expressed as $e^{2r} = 10^{s/10}$, where $s$ is the squeezing intensity measured in dB.

An important special case of (27) can be obtained by looking at the single-mode case:

$$\|\tilde{\rho}_{RB} - \rho_{RB}\|_1 \leq \sqrt{\pi} \gamma_E \sqrt{\Lambda(r, \eta)}.$$  

(31)

For large $m$, instead, the $m$-dependent pre-factor in (27), which scales as $\sqrt{m}$, implies that $\Lambda(r, \eta) \sim 1/m$ has to be achieved to guarantee a constant accuracy. In this specific case, the problem of estimating the error introduced by CV teleportation has been tackled by Sharma et al. [95] with different techniques. Our Theorem 1 has the advantage of being fully analytical, expressed by means of the operationally meaningful trace norm, and valid for arbitrarily many modes.

Eq. (26)–(27) can be rephrased in terms of a notion called the ‘energy-constrained diamond norm’. Let $\mathcal{L} = \mathcal{L}_{A \rightarrow B} : \mathcal{H}_A \rightarrow \mathcal{T} \mathcal{H}_B$ be a super-operator that preserves self-adjointness. Consider a grounded Hamiltonian $H_A$ on $\mathcal{H}_A$, i.e. a densely defined self-adjoint operator on $\mathcal{H}_A$ with ground state energy 0 (this latter requirement is purely conventional, as the energy can always be re-defined by adding a constant to it). For some energy threshold $E \geq 0$, we define the energy-constrained diamond norm of $\mathcal{L}$ to be

$$\|\mathcal{L}\|^{H,E}_{\odot} := \sup_{\rho_{AR} : \text{Tr} \rho_{AR H_A} \leq E} \| (\mathcal{L}_{A \rightarrow B} \otimes I_R)(\rho_{AR}) \|_1$$

(32)

where the supremum is over all states $\rho_{AR}$ of an arbitrary bipartite system $AR$.

With this language, Eq. (26)–(27) imply that

$$\|I^{\odot m} - I\|_{N,E} \leq \int_0^{+\infty} f(x, 2m) \sin \left( \min \left\{ \gamma_E \sqrt{\frac{\Lambda x}{2}}, \frac{\pi}{2} \right\} \right) \, dx \leq \frac{2 \Gamma (m + 1/2)}{(m - 1)!} \gamma_E \sqrt{\lambda},$$

(33)

with the same notation as in Theorem 1. (In fact, (33) is essentially equivalent to (26)–(27), as we will see at the end of this section.)

We now set out to prove Theorem 1. Our main mathematical tool is a recently derived estimate for the energy-constrained diamond norm distance between displacement channels [29, Eq. (3)]. It reads

$$\|D_{\alpha} - D_{\beta}\|_{N,E} \leq 2 \sin \left( \min \left\{ \gamma_E \sqrt{\frac{\Lambda}{2}}, \frac{\pi}{2} \right\} \right),$$

(34)

where $\gamma_E$ is as in (29), and as usual $D_z(\cdot) := D(z)(\cdot)D(z)^\dagger$. 


Proof of Theorem 2. For all \(\lambda, \lambda' \in [0, 1]\), let us write
\[
\left\|X^{\otimes m}_{\lambda} - X^{\otimes m}_{\lambda'}\right\|_{N,E} \leq \frac{1}{\pi m} \int d^2 \alpha \alpha e^{-\|\alpha\|^2} \left\|D\sqrt{\alpha} - D\sqrt{\alpha'}\right\|_{N,E} \leq \frac{2}{\pi m} \int d^2 \alpha \alpha e^{-\|\alpha\|^2} \times \sin \left(\min \left\{\gamma_E \left|\sqrt{\lambda} - \sqrt{\lambda'}\right|, \frac{\pi}{2}\right\}\right) \leq \frac{1}{\pi m} \int d^2 \alpha \alpha e^{-\|\alpha\|^2} \times \sin \left(\min \left\{\gamma_E \left|\sqrt{\lambda} - \sqrt{\lambda'}\right|, \frac{\pi}{2}\right\}\right) \leq \frac{1}{\pi m} \int d^2 \alpha \alpha e^{-\|\alpha\|^2} \times \sin \left(\min \left\{\gamma_E \left|\sqrt{\lambda} - \sqrt{\lambda'}\right|, \frac{\pi}{2}\right\}\right) \leq \frac{1}{\pi m} \int d^2 \alpha \alpha e^{-\|\alpha\|^2} \times \sin \left(\min \left\{\gamma_E \left|\sqrt{\lambda} - \sqrt{\lambda'}\right|, \frac{\pi}{2}\right\}\right)
\]
Here, in 1 we exploited the second representation in (23) and the triangle inequality, 2 follows from the estimate (34), and finally in 3 we performed the change of variables \(x := 2\|\alpha\|^2\). Now, a simple linear estimate can be obtained by observing that \(\sin \left(\min \left\{z, \frac{\pi}{2}\right\}\right) \leq z\) for all \(z \geq 0\). Then, we see that
\[
\left\|X^{\otimes m}_{\lambda} - X^{\otimes m}_{\lambda'}\right\|_{N,E} \leq \sqrt{2} \gamma_E \left|\sqrt{\lambda} - \sqrt{\lambda'}\right| \int_{0}^{+\infty} dx f(x, 2m) \sqrt{x} \leq 2 \Gamma \left(m + 1/2\right) \left(m - 1\right)! \gamma_E \left|\sqrt{\lambda} - \sqrt{\lambda'}\right| \leq \frac{1}{\pi m} \int d^2 \alpha \alpha e^{-\|\alpha\|^2} \times \sin \left(\min \left\{\gamma_E \left|\sqrt{\lambda} - \sqrt{\lambda'}\right|, \frac{\pi}{2}\right\}\right)
\]
where 4 follows from the definition of Gamma function. In particular, taking \(\lambda' = 0\) yields (35).

We now return to the claim of Theorem 1. Setting \(z_j := \text{Tr} \rho_A a_j\), we can define
\[
\rho'_{RA} := \left(\mathbb{1} \otimes D(z)^{\dagger}\right) \rho_{RA} \left(\mathbb{1} \otimes D(z)\right).
\]
Thanks to (14), one verifies immediately that
\[
\text{Tr} \rho'_{RA} A_j = \sum_j \text{Tr} \rho_A D(z) a_j^\dagger A_j D(z) = \sum_j \text{Tr} \rho_A \left(D(z) a_j D(z)^\dagger\right)^\dagger \left(D(z) a_j D(z)^\dagger\right) = \sum_j \text{Tr} \rho_A \left(a_j - z_j\right)^\dagger \left(a_j - z_j\right) = \text{Tr} \rho_A N_A - \|z\|^2 \leq E.
\]
On the other hand, using (13) it is not difficult to see that \(X^{\otimes m}_{\lambda}\) commutes with the action of displacement operators, entailing that
\[
\left(\mathcal{I}^R \otimes (X^{\otimes m}_{\lambda})^{A\rightarrow B}\right) (\rho_{RA}) = \left(\mathbb{1} \otimes D(z)\right) \left(\mathcal{I}^R \otimes (X^{\otimes m}_{\lambda})^{A\rightarrow B}\right) (\rho'_{RA}) \left(\mathbb{1} \otimes D(z)^{\dagger}\right).
\]

Thanks to the unitary invariance of the trace norm, we therefore see that
\[
\left\|(\mathcal{I}^R \otimes (X^{\otimes m}_{\lambda})^{A\rightarrow B}) (\rho_{RA}) - \rho_{RB}\right\|_{N,E} = \left\|(\mathcal{I}^R \otimes (X^{\otimes m}_{\lambda})^{A\rightarrow B}) (\rho'_{RA}) - \rho'_{RB}\right\|_{N,E} = \left\|(\mathcal{I}^R \otimes (X^{\otimes m}_{\lambda})^{A\rightarrow B} - I^{A\rightarrow B}) (\rho'_{RA})\right\|_{N,E} \leq \left\|(X^{\otimes m}_{\lambda})^{A\rightarrow B} - I^{A\rightarrow B}\right\|_{N,E} = \left\|X^{\otimes m}_{\lambda} - I\right\|_{N,E}.
\]
where naturally \(\rho'_{RB}\) is just the state \(\rho'\) written in the registers RB, and we have also made use of the definition of energy-constrained diamond norm (32). The estimates in (26)-(27) then follow immediately from the already proven (33) by making the substitution \(\lambda = e^{-2r} + \eta^2 - 1 = \lambda(r, \eta)^2\).

IV. QUANTUM DATA HIDING: GENERALITIES

Quantum state discrimination is a fundamental task in quantum information processing, and a primitive of paramount operational importance [98]. In a binary quantum state discrimination problem one of two known states \(\rho, \sigma\) is prepared randomly (with known a priori probabilities \(p\) and \(1 - p\), respectively), and the task consists in guessing which one. We will refer to the triple \((\rho, \sigma;p)\) as a scheme. A set of available strategies is modelled by a family \(\mathcal{M}\) of quantum measurements, mathematically described — as detailed in the Introduction — by positive operator-valued measures (POVM) \(E(dx)\) over a measurable space \(\mathcal{X}\) that in addition obey the normalisation condition \(\int_{\mathcal{X}} E(dx) = \mathbb{1}\) [52] Definition 11.29]. Remember that the outcome of \(E\) on \(\rho\) is described by a random variable \(X\) over \(\mathcal{X}\) with probability measure \(\mu_X(dx) = \text{Tr}[\rho E(dx)]\).

In order for the problem not to trivialise, \(\mathcal{M}\) has to be sufficiently rich to retain a non-zero amount of discrimination power for all schemes \((\rho, \sigma;p)\). We capture this intuition by defining the notion of information completeness: a set of measurements \(\mathcal{M}\) is called informationally complete if, for any two given states \(\rho, \sigma\), the identity \(\text{Tr}[\rho E(dx)] \equiv \text{Tr}[\sigma E(dx)]\) between measures on \(\mathcal{X}\) holds for all \(E \in \mathcal{M}\) if and only if \(\rho = \sigma\). In other words, given two states \(\rho \neq \sigma\) and an informationally complete set of measurements \(\mathcal{M}\), we should always be able to find \(E \in \mathcal{M}\) that yields two different random variables when applied to \(\rho\) and \(\sigma\).

Now, one can show that given a binary state discrimination problem modelled by the scheme \((\rho, \sigma;p)\) and an informationally complete set of available measurements \(\mathcal{M}\), the lowest possible error probability for guessing the...
unknown state correctly is given by \[38—41\]

\[ P_c^M (\rho, \sigma; p) = \frac{1}{2} (1 - ||p\rho - (1 - p)\sigma||_M) , \] \hfill (41)

\[ \|Z\|_M := \sup_{E \in M} \int_X |\text{Tr}[ZE(dx)]| . \] \hfill (42)

Note the formal resemblance between the Holevo–Helstrom theorem \[1\] and \[41\], the only difference being that the trace norm is replaced by the distinguishability norm \(||.||_M\) associated with \(M\), which is a norm and not a semi-norm precisely because \(M\) is informationally complete. Accordingly, we see immediately that the distinguishability norm associated with the set of all measurements is just the trace norm, in formula \(\|\cdot\|_{\text{ALL}} = \|\cdot\|_1\). The fact that \(\|\cdot\|_M\) is a norm implies that it satisfies the triangle inequality

\[ \|Z_1 + Z_2\|_M \leq \|Z_1\|_M + \|Z_2\|_M \] \hfill (43)

for all trace class operators \(Z_1, Z_2 \in T(\mathcal{H})\).

As a small technical clarification, we note that in \[42\] the measure \(\|\text{Tr}[ZE(dx)]\| = \nu_Z(dx)\) is to be intended as the total variation \(\nu_Z(dx)\) of the signed measure \(E\), and its integral as the total variation norm \(\|\nu_Z\|\) of \(\nu_Z\) \[99, Section 6.6\].

In what follows, we will often refer to

\[ \beta_M (\rho, \sigma; p) := ||p\rho - (1 - p)\sigma||_M \] \hfill (44)

as the bias of the scheme \((\rho, \sigma; p)\) with respect to measurements in \(M\). Note that \(\beta_M (\rho, \sigma; p) \in [0, 1]\) for all \(M\) and all schemes. A bias close to 1 implies that \(\rho\) and \(\sigma\) are almost perfectly distinguishable with measurements in \(M\), while a low value of the bias implies that they are almost indistinguishable. Since \(\beta_M = 1 - 2P_c^M\) and \(\beta_1 = 1 - 2P_c\), the bias is just an alternative and more convenient parametrisation of the error probability. A bias with subscript 1 indicates that we refer to the set of all measurements, i.e.

\[ \beta_1 (\rho, \sigma; p) := ||p\rho - (1 - p)\sigma||_1 \] \hfill (45)

When that causes no ambiguity, we will often drop the dependence on the scheme, too.

The essence of the phenomenon called data hiding is that for certain sets \(M\) there may exist states that are almost orthogonal — i.e. almost perfectly distinguishable with general measurements — yet almost indistinguishable when only measurements from \(M\) are allowed. Note that since \(M\) is informationally complete and hence \(\|\cdot\|_M\) is a norm, there cannot exist distinct states that are completely indistinguishable under all measurements in \(M\); hence, all we can hope to find are \textit{sequences} of schemes that approximate this behaviour to an ever increasing degree of precision. We give a precise definition below.

\textbf{Definition 2.} Let \(\mathcal{M}\) be an informationally complete set of measurements. A sequence of schemes \((\rho_n, \sigma_n; p_n)_{n \in \mathbb{N}}\) is said to exhibit data hiding against \(\mathcal{M}\) if

\[ \lim_{n \to \infty} \beta_1 (\rho_n, \sigma_n; p_n) = 1 , \quad \lim_{n \to \infty} \beta_M (\rho_n, \sigma_n; p_n) = 0 , \] \hfill (46)

where \(\beta_M\) and \(\beta_1\) are defined by \[44\] and \[45\], respectively. Accordingly, we say that \(\mathcal{M}\) itself exhibits data hiding if there exists a sequence of schemes with the property \[46\].

In light of \[1\] and \[41\], this amounts to saying that \(\lim_n P_c (\rho_n, \sigma_n; p_n) = 0\) but \(\lim_n P_c^M (\rho_n, \sigma_n; p_n) = 1/2\), capturing the intuition that the two states \(\rho_n\) and \(\sigma_n\) should become close to perfectly distinguishable under general measurements but almost indistinguishable under measurements in \(M\). Thanks to \[46\], it is not difficult to prove that the schemes \((\rho_n, \sigma_n; p_n)\) exhibit data hiding if and only if \((\rho_n, \sigma_n; 1/2)\) do as well. The proof of this fact is relegated to Appendix \[B\] (see Lemma \[A18\] there). That appendix expounds also an appealing geometrical interpretation of the notion of data hiding in terms of inequivalence of norms on infinite-dimensional spaces that is however not strictly necessary to the understanding of the paper. In light of the above discussion, we will often restrict ourselves to equiprobable schemes when assessing the existence of data hiding against a certain set of measurements.

\section{V. DATA HIDING AGAINST LOCAL OPERATIONS AND CLASSICAL COMMUNICATION}

Historically, the first example of quantum data hiding that has been discovered works against the set of measurements that can be implemented by local operations and classical communication (LOCC) on a bipartite quantum system \[33—34\]. The set of LOCC protocols, of which LOCC measurements constitute a special subclass, is of paramount operational importance; for example, it defines the most common framework of entanglement manipulation \[32—103\].

Let us now illustrate the original example by Terhal, DiVincenzo, and Leung of a sequence of schemes achieving data hiding against LOCC \[33—34\]. We will simplify the presentation somewhat, as well as tweak the a priori probability so as to achieve the optimal bias gap within that particular class \[41\, Eq. (44)–(45)\]. On a bipartite quantum system with Hilbert space \(C^n \otimes C^n\), consider the two extremal Werner states \[104\], given by \(\pi_\pm := \frac{1 \pm F}{n+1}\)\(^{\pm}\), where \(F|\alpha\beta\rangle = |\alpha\beta\rangle\) is the swap operator, with a priori probabilities \(p_+^n := \frac{n+1}{2n}\) and \(p_-^n := 1 - p_+^n = \frac{n-1}{2n}\). While — due to orthogonality — \(\pi_+^n\) and \(\pi_-^n\) are perfectly distinguishable with global measurements, and hence
\[ \beta_1 (\pi_n^+, \pi_n^-; \rho_n) = 1, \] it can be shown that
\[ \beta_{\text{LOCC}} (\pi_n^+, \pi_n^-; \rho_n) = \| p_n^+ \pi_n^+ - p_n^- \pi_n^- \|_{\text{LOCC}} = \frac{1}{n}. \] (47)

Since the above expression converges to 0 as \( n \to \infty \), the schemes \( (\pi_n^+, \pi_n^-; \rho_n) \) exhibit data hiding against LOCC. They are also close to optimal, as it is known that \[ 38, 41 \] holds whenever the maximum local dimension is \( d \). The scheme with Werner states achieves \( 1/n \) on the left-hand side and \( 1/(2n-1) \) on the right-hand side of (48), so one says that it is optimal up to a multiplicative constant (in this case, 2).

Strictly speaking, the above Werner schemes pertain to different quantum systems. However, it is not difficult to embed them into a single bipartite Hilbert space of the form \( \mathcal{H} \otimes \mathcal{H} \), where \( \mathcal{H} \) is infinite dimensional. This is also necessary if one wants to obtain data hiding schemes in a single system and satisfying Definition 2 precisely because of (48). Fortunately, the continuous variable (CV) systems described in Section II A are very relevant for applications to quantum technologies, are already infinite dimensional. This motivates us to look for data hiding against LOCC in the context of CV systems.

By the above discussion, it should be clear that data hiding against LOCC exists in any locally infinite-dimensional system — it suffices to embed the schemes with Werner states into it. The problem we tackle now is therefore the converse one: given some constraints on the available states, how good a data hiding can we hope to achieve? Since we are primarily interested in CV systems, the most physically motivated such constraint concerns the energy. Namely, on a bipartite quantum system \( AB \), where \( A \) is made of \( m \) modes, how large can the gap between \( \beta_1 (\rho_{AB}, \sigma_{AB}; p) \) and \( \beta_{\text{LOCC}} (\rho_{AB}, \sigma_{AB}; p) \) be if we require that \( A \) has no more than \( E \) photons on average, where \( E \geq 0 \) is a prescribed energy budget? Mathematically, this corresponds to requiring that \( \text{Tr} \rho_A N_A, \text{Tr} \sigma_A N_A \leq E \), where \( N_A \) is the total photon number Hamiltonian (10) on \( A \). Besides improving our general understanding of the phenomenon of data hiding in quantum systems, answering this question can help us to design the benchmarking protocols sketched out in the Introduction while keeping the energy consumption at a minimum.

In order to introduce the main result of this section, we need to clarify some notation. In what follows, for a bipartite system \( AB \) we will denote with \( \beta_{\text{LOCC}} \) the bias corresponding to the set \( \text{LOCC} \) of measurements that can be implemented by means of local operations and one-way classical communication from \( A \) to \( B \).

Theorem 3. Let \( A \) be an \( m \)-mode CV system, and let \( B \) be a generic quantum system. For a scheme \( (\rho_{AB}, \sigma_{AB}; p) \) over the bipartite system \( AB \) with the property that
\[ \inf_{\alpha \in \mathbb{C}^m} \max \{ \text{Tr} [D(\alpha) \rho_A D(\alpha)^\dagger N_A], \text{Tr} [D(\alpha) \sigma_A D(\alpha)^\dagger N_A] \} \leq E. \] (49)

for some \( E \geq 0 \) (for example, it suffices to take \( E = \max \{ \text{Tr} [\rho_A N_A], \text{Tr} [\sigma_A N_A] \} \) ), it holds that
\[ \beta_{\text{LOCC}} \geq \beta_{\text{LOCC}_-} \geq c_m \frac{\beta_1^{2m+1}}{\gamma_E^z}, \] (50)
where
\[ c_m := \frac{1}{4^{m+1} m} \left( \frac{2m}{2m+1} \right)^{2m+1} \left( \frac{(m-1)!}{(m+1/2)!} \right)^{2m}, \] (51)
and as in (29) we set \( \gamma_E = \sqrt{E + \sqrt{E + 1}} \). For a fixed \( m \), the scaling of (50) with \( E \) is tight.

Remark 4. Note that functions of the form \( \text{Tr} [D(\alpha) \rho D(\alpha)^\dagger N] \), when finite, are second-degree polynomials in \( \alpha \in \mathbb{C}^m \). In fact,
\[ \text{Tr} [D(\alpha) \rho D(\alpha)^\dagger N] = \text{Tr} \left[ \rho D(\alpha)^\dagger \left( \sum_j a_j^\dagger a_j \right) D(\alpha) \right] = \text{Tr} \left[ \rho \left( \sum_j (a_j + a_j)^\dagger (a_j + a_j) \right) \right] = \text{Tr}[\rho N] + \sum_j (a_j^\dagger \text{Tr}[\rho a_j] + a_j \text{Tr}[\rho a_j^\dagger]) + ||\alpha||^2, \] (52)
where the second equality follows from (14). Therefore, for any given pair of reduced states \( \rho_A \) and \( \sigma_A \), computing the infimum in (49) (which is in fact a minimum) is in principle an elementary task.

Theorem 3 identifies a precise trade-off between data hiding effectiveness and energy investment, for any number of modes. As we saw, such scaling is provably tight. However, the coefficient \( c_m \) in (51) decreases very rapidly in \( m \) (for example, we have \( c_m < 10^{-6} \) for \( m \geq 4 \)). We leave open the problem of finding a bound with a better scaling in \( m \). At any rate, this discussion should convince the reader that Theorem 3 is most useful when \( m \) is small. Hence, we rephrase its statement in the important special case where \( m = 1 \) as a corollary, which anyway contains all the fundamental physics of the problem.

Corollary 5. Let \( A \) be a single-mode CV system with photon number operator \( N_A \), and let \( B \) be a generic quantum system. For a scheme \( (\rho_{AB}, \sigma_{AB}; p) \) over the bipartite system \( AB \) with the property that \( \text{Tr}[\rho_A N_A], \text{Tr}[\sigma_A N_A] \leq E \), it holds that
\[ \beta_{\text{LOCC}} \geq \beta_{\text{LOCC}_-} \geq \frac{2}{27\pi} \frac{\beta_1^3}{\gamma_E^z}, \] (53)
where \( \gamma_E \) is given by (29). The scaling of (53) with \( E \) is tight.
Note that (53) can be rephrased as
\[ 1 - 2P_e^{\text{LOCC}} \geq \frac{2(1 - 2P_e)^3}{27\pi (\sqrt{E} + \sqrt{E + 1})^2} \]  
(54)
in terms of the error probabilities in state discrimination.

Let us give a quick example of how to use the above Corollary 5 in applications. To fix ideas, let us consider only schemes for which \( \beta_1 = 1 \), i.e. the hidden bit can be retrieved perfectly by means of global measurements. Then, (53) implies e.g. that in order to achieve \( \beta_{\text{LOCC}} < 10^{-3} \) we need to prepare states with mean energy \( E > 5.4 \).

We now set out to prove Theorem 3 and Corollary 5. This is where Theorem 1 above will play a decisive role. In fact, the crux of our proof of Theorem 3 is the following CV generalisation of the ‘teleportation argument’, a technique to lower bound the \( \text{LOCC} \rightarrow \) distinguishability norm first presented in \cite{41, Theorem 16}, where it is used to investigate the finite-dimensional case. As the finite-dimensional version of the argument relied crucially upon the existence of quantum teleportation, our general statement exploits the CV generalisation of this procedure, namely, the Braunstein–Kimble teleportation protocol, and the quantitative analysis of it we conducted in Theorem 1. In what follows, for a bipartite system \( AB \), where \( A \) is held by Alice and \( B \) by Bob, we denote with \( \| \|_{\text{LOCC}} \) the distinguishability norm associated with the set of measurements \( \text{LOCC} \rightarrow \) that can be implemented by local quantum operations assisted by one-way classical communication from Alice to Bob.

**Lemma 6** (Teleportation argument – continuous variable case). Let \( A = A_1 \ldots A_m \) be an \( m \)-mode CV system, and let \( B \) be an arbitrary quantum system. For any trace class operator \( Z_{AB} \) on \( AB \), it holds that
\[
\|Z_{AB}\|_{\text{LOCC}} \geq \|Z_{AB}\|_{\text{LOCC} \rightarrow}
\geq \sup_{0 < \lambda_1, \ldots, \lambda_m \leq 1} \frac{1}{2} \left( \sum_{j} \lambda_j \right) \left( \bigotimes_{j} |\psi_j^A|^A \otimes I^B \right) (Z_{AB}) \right.  
\|_1,  
\]  
(55)
where the direction of communication goes from \( A \) to \( B \).

Before proving Lemma 6 we need to fix some notation. The standard entanglement robustness of a generic bipartite state \( \rho_{AB} \) is defined by \cite{105, 107}
\[
R^e_S(\rho_{AB}) := \inf \left\{ R : \exists \sigma_{AB} \in S_{A:B}: \right. 
\left. \frac{1}{R} \rho_{AB} + \left( 1 - \frac{1}{R} \right) \sigma_{AB} \in S_{A:B} \right\},  
\]  
(56)
where \( S_{A:B} \) denotes the set of separable states on \( AB \) \cite{104, 103}. For a pure state \( |\Psi\rangle_{AB} \) with Schmidt decomposition \( |\Psi\rangle_{AB} = \sum_k \sqrt{\lambda_k} |e_k\rangle_A |f_k\rangle_B \) this quantity can be computed exactly: it evaluates to \( R^e_S(\Psi_{AB}) = \left( \sum_k \sqrt{\lambda_k} \right)^2 \)  
(57)
The above formula was proved in \cite{105} for finite-dimensional systems, and recently rigorously extended to the case of infinite-dimensional ones \cite{106, 107}.

**Remark 7.** We warn the reader that some of the literature, including the original paper by Vidal and Tarraich, defines the standard entanglement robustness as \( R_S = 1 \). Our notation reflects instead more recent conventions \cite{106, 107}.

**Proof of Lemma 6.** From the definition (12) and from the inclusion \( \text{LOCC} \rightarrow \subseteq \text{LOCC} \) we see immediately that
\[
\|Z_{AB}\|_{\text{LOCC}} \geq \|Z_{AB}\|_{\text{LOCC} \rightarrow}  
\]  
(58)
holds. Now, let \( r_1, \ldots, r_m \geq 0 \) be parameters. Thanks to (57), the standard robustness of entanglement of the product
\[
|\Psi\rangle_{A'B'} := \bigotimes_j |\psi_j(r_j)|_{A'_jB'_j}  
\]  
(59)
of two-mode squeezed vacuum states \( \rho_{A'B'} \)
evaluates to
\[
R := R^e_S(\Psi_{A'B'})  
\]  
(60)
Thanks to the results of \cite{106, 107}, we know that there exists a separable state \( \sigma_{A'B'} \) with the property that \( 1/R \Psi_{A'B'} + R^{-1} \sigma_{A'B'} \) is also separable. The idea now is that we let Alice and Bob construct this latter state; this can indeed be done with \( \text{LOCC} \) because of separability. Now, with a certain (small) probability \( 1/R \) Alice and Bob hold the state \( \Psi_{A:B} \). By using it as a resource in the Braunstein–Kimble protocol, they will achieve a high-fidelity teleportation with said small probability. In the final stage, Bob, who now holds both subsystems, performs the optimal state discrimination locally. The above intuitive description can be formalised mathemat-
ically as follows:

\[
\|Z_{AB}\|_{\text{LOCC} \to} \leq \frac{1}{R} \|Z_{AB} \otimes (\frac{1}{R} \Psi_{A'B'} + R^{-1} \sigma_{A'B'})\|_{\text{LOCC} \to} \\
\geq \frac{2}{R} \|Z_{AB} \otimes \Psi_{A'B'}\|_{\text{LOCC} \to} - R^{-1} \|Z_{AB} \otimes \sigma_{A'B'}\|_{\text{LOCC} \to} \\
\geq \frac{1}{R} \|\left( \bigotimes_j \mathcal{N}_{e^{-2\pi j}}^{A_j} \otimes \mathcal{I}^B \right) (Z_{AB})\|_{\text{LOCC} \to} \\
= \frac{1}{R} \|\|Z_{AB}\|_{\text{LOCC} \to}. \tag{61}
\]

Here, in 1 Alice and Bob use LOCC\_\_operations to create the separable state on the right-hand side: doing so cannot result in any increase of the LOCC\_\_ norm, simply because an LOCC\_\_ protocol followed by an LOCC\_\_ measurement can be thought of as an effective LOCC\_\_ measurement; at the same time, it causes no loss of information, because the systems \(A',B'\) can always be discarded. In 2 we simply applied the triangle inequality \([43]\) to the case of the LOCC\_\_ norm. In 3 we observed once more that \(\|Z_{AB} \otimes \sigma_{A'B'}\|_{\text{LOCC} \to} = \|Z_{AB}\|_{\text{LOCC} \to}\), because \(\sigma_{A'B'}\) is separable. Finally, in 4 we applied a particular LOCC\_\_ procedure, namely, the Braunstein–Kimble protocol \([24]\) with \(\eta = 1\), to the first term. Massaging the obtained inequality we arrive at

\[
\|Z_{AB}\|_{\text{LOCC} \to} \geq \frac{1}{2R - 1} \left( \bigotimes_j \mathcal{N}_{A_j}^{(1)} \otimes \mathcal{I}^B \right) (Z_{AB})\|_{\text{LOCC} \to} \\
= \prod_j \left( \bigotimes_j \mathcal{N}_{e^{-2\pi j}}^{A_j} \otimes \mathcal{I}^B \right) (Z_{AB})\|_{\text{LOCC} \to} . \tag{62}
\]

Taking the supremum over \(r_1,\ldots,r_m \geq 0\) and performing the change of variables \(\lambda_j := e^{-2\pi j}\) yields \([55]\). \(\square\)

We are now ready to present the proof of Theorem 3.

**Proof of Theorem 3** As usual, the first inequality \(\beta_{\text{LOCC}} \geq \beta_{\text{LOCC} \_\_}\) follows elementarily from the inclusion \(\text{LOCC} \_\_ \subseteq \text{LOCC}\). We now move on the proof of the second. Since a displacement on \(A\) is a local operation that can always be absorbed into the subsequent LOCC\_\_ measurement, it clearly holds that

\[
\left\|D(\alpha)_{A} \otimes \mathbb{I}_B \left( \rho_{\text{AB}} - (1-p) \sigma_{\text{AB}} \right) D(\alpha)^\dagger_{A} \otimes \mathbb{I}_B\right\|_{\text{LOCC} \_\_} = \left\|\rho_{\text{AB}} - (1-p) \sigma_{\text{AB}}\right\|_{\text{LOCC} \_\_.} \tag{63}
\]

Even more trivially, the same identity holds if the \(\cdot \|_{\text{LOCC} \_\_}\) norm is replaced by the trace norm. Therefore, without loss of generality we can directly assume that

\[
\max \{\text{Tr}[\rho_{AB}^n], \text{Tr}[\sigma_{AB}^n]\} \leq E. \tag{64}
\]

Setting \(X_{AB} := p \rho_{AB} - (1-p) \sigma_{AB}\), we now write that

\[
\beta_{\text{LOCC} \_\_} = \|X_{AB}\|_{\text{LOCC} \_\_} \\
\geq \frac{1}{2} \sup_{0 < \lambda_1, \ldots, \lambda_m \leq 1} \frac{1}{2} \prod_j \lambda_j \left( \bigotimes_j \mathcal{N}_{A_j}^{(1)} \otimes \mathcal{I}^B \right) (X_{AB})\|_{\text{LOCC} \_\_} \\
\geq \frac{2}{3} \sup_{0 < \lambda \leq 1} \left( \bigotimes_j \mathcal{N}_{A_j}^{(1)} \otimes \mathcal{I}^B \right) (X_{AB})\|_{\text{LOCC} \_\_} \\
\geq \frac{3}{4} \sup_{0 < \lambda \leq 1} \beta_1 - p \left( \bigotimes_j \mathcal{N}_{A_j}^{(1)} \otimes \mathcal{I}^B \right) (\sigma_{AB})\|_{\text{LOCC} \_\_} \\
\geq \frac{5}{6} \sup_{0 < \lambda \leq 1} \frac{1}{2} \beta_1 - 2 \left( \beta_1 \right) \left( \frac{1}{2m+1} \right) \left( \frac{1}{2m+1} \right) \gamma E \frac{\lambda}{\gamma E} \tag{65}
\]

Here, 1 is just an application of \([55]\), in 2 we made the ansatz \(\lambda_1 = \lambda / (2 - \lambda) \geq \lambda / 2\), 3 and 4 are simply the triangle inequality, 5 follows from \([27]\), and in 6 we used the easily verified formula

\[
\sup_{0 < \lambda \leq 1} \frac{1}{2} \beta_1 - \frac{1}{4m+1} \left( \frac{2m+1}{2m} \right) \left( \frac{2m+1}{2m} \right) \left( a \right) b \lambda \frac{1}{m} = \frac{1}{4m+1} \left( \frac{2m+1}{2m} \right) \left( \frac{2m+1}{2m} \right) \left( a \right) b \lambda \frac{1}{m} \tag{66}
\]

valid for all \(a \geq 0\) and \(b > 0\). This proves \([50]\).

We now show that the scaling of \([50]\) in \(E\) is tight for all fixed values of \(m\). To do this, for all integers values of \(E\) we show how to construct a scheme \((\rho_{AB}, \sigma_{AB}, p)\), with \(A, B\) composed of \(m\) modes each, such that \(\beta_1 = 1\) but

\[
\beta_{\text{LOCC}} = \beta_{\text{LOCC} \_\_} \leq \frac{C_m}{E^m} , \tag{67}
\]

with \(C_m\) depending only on \(m\). Note that also the right-hand side of \([50]\) scales as \(E^{-m}\).

We start by recalling the following combinatorial identity: for all integers \(E\), the number of \(m\)-tuples of non-negative integers that add up to no more than \(E\) equals

\[
D_m(E) := \left\{ \left( p_1, \ldots, p_m \right) \in \mathbb{N}^m : \sum_{j=1}^m p_j \leq E \right\} = \left\{ \left( p_0, p_1, \ldots, p_m \right) \in \mathbb{N}^{m+1} : \sum_{j=0}^m p_j = E \right\} = \left( m + E \right) \left( \frac{m}{E} \right) \geq E^m \frac{m}{m!} . \tag{68}
\]

We can also interpret \(D_m(E)\) as the number of Fock states \([9]\) in an \(m\)-mode system that have total photon
number at most $E$. In other words, calling $\mathcal{H}_{m,E} \subset \mathcal{H}_A$ their linear span, we have that $\dim \mathcal{H}_{m,E} = D_m(E)$, or $\mathcal{H}_{m,E} \simeq \mathbb{C}^{D_m(E)}$. Now, we mentioned already (cf. [17]), on a bipartite quantum system of local dimension $D_m(E)$ there exists a scheme based on Werner states that satisfies $\beta_1 = 1$ and [11], Eq. (45)]

$$\beta_{\text{LOCC}} = \beta_{\text{LOCC}} \leq \frac{1}{D_m(E)} \leq \frac{m!}{E^m}. \quad (69)$$

Therefore, the scaling of the right-hand side of (50) with respect to $E$ is tight. This completes the proof. \qed

It is easy to verify that the $m = 1$ case of (50) yields precisely [53] (and in turn [54]). This proves also Corollary 5.

Note. I am grateful to an anonymous referee at the 16th Conference on the Theory of Quantum Computation, Communication and Cryptography (TQC 2021) for correctly remarking that an inequality similar to [50], less tight but featuring the same optimal scaling in $E$, can be derived with entirely different methods, that is, by truncating the Hilbert space (using Markov’s inequality) and then exploiting directly [48].

VI. DATA HIDING AGAINST GAUSSIAN OPERATIONS AND CLASSICAL COMPUTATION

We now set out to investigate data hiding against GOCC measurements. The simplest example of a state discrimination task to be solved with GOCC is the one considered by Takeoka and Sasaki, consisting in the discrimination of two equi-probable single-mode coherent states — without loss of generality $|\alpha\rangle$ and $|-\alpha\rangle$ [65]. In this case, one can compute both $\beta_1$ and $\beta_{\text{GOCC}}$ exactly, finding $\beta_1 = \sqrt{1 - e^{-4|\alpha|^2}}$ and $\beta_{\text{GOCC}} = \text{erf} \left( \sqrt{2}|\alpha| \right)$ [63] [66]. Remarkably, this shows that GOCC can be strictly less powerful than general measurements at state discrimination. However, it does not lead to data hiding as defined by [16], because there are no sequences of values of $\alpha$ that make $\beta_1 \rightarrow 1$ and $\beta_{\text{GOCC}} \rightarrow 0$.

In an attempt to find genuine data hiding against GOCC, we shall now consider several examples of candidate schemes of increasing complexity, described in Sections VI A–VI C. As we will see, only the last construction (Section VI C) truly achieves the sought GOCC data hiding. The reason for presenting all three of them, and in this order, is that the path we are about to take is an instructive one: if nothing else, it serves to illustrate how surprisingly difficult it is to hide some information from Gaussian measurements; indeed, most constructions relying on states that are easy to produce in practice will not exhibit this property.

Before we can proceed we need to fix some terminology. In what follows, for a fixed scheme $(\rho, \sigma; p)$ over an $m$-mode system (typically, $m = 1$), we will denote with $\beta_{\text{hom}}$ (respectively, $\beta_{\text{het}}$) the bias corresponding to the set composed of all homodyne measurements (respectively, of the heterodyne measurement). Since these are all GOCC measurements, we have that

$$\beta_{\text{GOCC}} \geq \max \{ \beta_{\text{hom}}, \beta_{\text{het}} \}. \quad (70)$$

We will make use of this inequality rather frequently in what follows, as it provides a handy way of lower bounding the GOCC bias. What if we want instead to upper bound it?

In this case, a useful mathematical tool has been constructed by Sabapathy and Winter, who have proved that [66, 69]

$$\|Z\|_{\text{GOCC}} \leq \|Z\|_{W_+} \leq \|Z\|_{L_1} := \int d^{2m} \alpha |W_+(\alpha)| \quad (71)$$

for all trace class operators $Z$, where $\| \cdot \|_{W_+}$ denotes the distinguishability norm associated with the set of measurements having non-negative Wigner distribution [108], and $W_+$ is the Wigner function of $Z$ (cf. [16]–[18]). Essentially, the reason why the above upper bound holds is that the measurement operators corresponding to a GOCC protocol have non-negative Wigner distribution.

A. Thermal states

A thermal state of a single mode takes the form

$$\tau_\nu := \frac{1}{\nu + 1} \sum_{k=0}^{\nu} \left( \frac{\nu}{\nu + 1} \right)^k |k\rangle\langle k|. \quad (72)$$

where $\nu := \text{Tr}[\tau_\nu N]$ is the mean photon number of $\tau_\nu$. Since thermal states are experimentally easy to produce, we look at schemes of the form $(\tau_\nu, \tau_\mu, 1/2)$, where without loss of generality $\mu > \nu \geq 0$. Our immediate goal is to derive exact expressions or estimates for the biases $\beta_1$, $\beta_{\text{hom}}$, $\beta_{\text{het}}$, and $\beta_{\text{GOCC}}$ of these schemes. From those we will infer upper and lower bounds for $\beta_{\text{GOCC}}$ as well, according to (70) and (71).

We start by reminding the reader that the Wigner and the Husimi function of a thermal state are given by [83, Eq. (4.5.36)]

$$W_{\tau_\nu}(\alpha) = \frac{2}{\pi(2\nu + 1)} e^{-\frac{2|\alpha|^2}{\nu + 1}}, \quad (73)$$

$$Q_{\tau_\nu}(\alpha) = \frac{1}{\pi} \langle \alpha | \tau_\nu | \alpha \rangle = \frac{1}{\pi(\nu + 1)} e^{-\frac{|\alpha|^2}{\nu + 1}}, \quad (74)$$

for all $\alpha \in \mathbb{C}$. We now have the following.

**Lemma 8.** For $\mu > \nu \geq 0$, the thermal states $\tau_\nu, \tau_\mu$
\[
\frac{1}{2} \| \nu - \mu \|_1 \leq \frac{\mu}{\mu + 1} \log(2) \left( \frac{\mu + 1}{\nu + 1} \right) \leq \frac{\mu}{\mu + 1} \log(2) \left( \frac{\mu + 1}{\nu + 1} \right) \leq \frac{\mu}{\mu + 1} \log(2) \left( \frac{\mu + 1}{\nu + 1} \right)
\]
In particular, \( \beta_1 = 1 \) for all \( n \): perfect discrimination is achievable with photon counting. On the other hand, measuring for instance the quadrature \( x \) (homodyne detection) produces two probability distributions \( \psi_n^2(x) \) and \( \psi_{n+1}^2(x) \). Remembering that \( \psi_n^2(x) \) has standard deviation \( \sqrt{n+1/2} \) and a fine-grained structure with \( n \) troughs and \( n + 1 \) peaks, one could intuitively expect \( \psi_n^2(x) \) and \( \psi_{n+1}^2(x) \) to be almost indistinguishable for large \( n \). Rather surprisingly, this is not the case: in fact, what happens is that the slight difference in the positioning of the peaks and troughs of \( \psi_n^2(x) \) and \( \psi_{n+1}^2(x) \) turns out to be enough to make their \( L^1 \)-distance larger than a constant for all \( n \). We formalise this in the coming statement.

**Proposition 11.** It holds that

\[
\liminf_{n \to \infty} |||n\rangle\langle n| - |n+1\rangle\langle n+1|||_\text{hom} \geq \frac{8}{\pi^2} . \tag{87}
\]

In particular, there exists a universal constant \( c > 0 \) such that

\[
|||n\rangle\langle n| - |n+1\rangle\langle n+1|||_\text{GOCC} \geq |||n\rangle\langle n| - |n+1\rangle\langle n+1|||_\text{hom} \geq c \tag{88}
\]

holds for all integers \( n \geq 0 \). This entails that pairs of consecutive Fock states can never exhibit data hiding against GOCC.

The proof of the above result is quite technical; we defer it to Appendix D. What this mathematical result implies is that homodyne detection yields a non-vanishing bias for all \( n \) on the schemes \( (|n\rangle\langle n|, |n+1\rangle\langle n+1|, 1/2) \), i.e.

\[
\beta_{\text{GOCC}} \geq \beta_{\text{hom}} \geq c/2 > 0 . \tag{89}
\]

In particular,

\[
\beta_{\text{GOCC}} \geq \beta_{\text{hom}} \geq \frac{2}{c} \beta_1 , \tag{90}
\]

to imply that no schemes involving consecutive Fock states can exhibit data hiding against GOCC. We therefore move on to still more sophisticated ones.

**Remark 12.** A numerical analysis of the involved integrals seems to suggest that one could in fact take \( c = 8/\pi^2 \) in Proposition [11].

### C. Data hiding against GOCC with even and odd thermal states

The two above examples confirm that a reasonable accuracy in state discrimination can be achieved with simple Gaussian measurements for several cases of physical interest. While we know that data hiding against GOCC does appear when the number of modes is asymptotically large \([66–69]\), the reader may wonder whether it exists at all for single-mode systems. We now construct an explicit example showing that this is indeed the case.

For \( \lambda \in [0,1) \), define the states

\[
\omega_\lambda^+: = (1 - \lambda^2) \sum_{n=0}^{\infty} \lambda^{2n} |2n\rangle\langle 2n| , \tag{91}
\]

\[
\omega_\lambda^-: = (1 - \lambda^2) \sum_{n=0}^{\infty} \lambda^{2n} |2n+1\rangle\langle 2n+1| \tag{92}
\]

and consider the scheme \( (\omega_\lambda^+, \omega_\lambda^-, 1/2) \). This can be implemented with a simple experimental procedure starting from a two-mode squeezed vacuum state \( |\psi(r)\rangle_{AB} \). By measuring the photon number parity on system \( B \) \([109–112]\), corresponding to the two-outcome POVM

\[
\left\{ \sum_{n \text{ even}} |n\rangle\langle n|_B , \sum_{n \text{ odd}} |n\rangle\langle n|_B \right\} , \tag{93}
\]

we are left with the states \( \omega_\lambda^+ \) (even) or \( \omega_\lambda^- \) (odd), where \( \lambda = \tanh(r) \).

We now look at the state discrimination properties of the scheme \( (\omega_\lambda^+, \omega_\lambda^-, 1/2) \). On the one hand, since \( \omega_\lambda^\pm \) are orthogonal, they are perfectly distinguishable e.g. by means of photon counting; therefore, \( \beta_1 = 1 \). On the other hand, discriminating these two states by means of GOCC seems considerably more difficult. To arrive at a rigorous bound, we will leverage Sabapathy and Winter’s estimate \([71]\). But in order to do that we first need to derive an expression for the Wigner functions of the states \( \omega_\lambda^\pm \). This is our immediate concern.

**Lemma 13.** For all \( \lambda \in [0,1) \), the Wigner functions of the states \( \omega_\lambda^+, \omega_\lambda^- \) defined by \([91]–[92]\) are given by

\[
W_{\omega_\lambda^+}(\alpha) = \frac{1}{\pi} \left( (1-\lambda)e^{-2\frac{\lambda+1}{\lambda+\alpha^2}} + (1+\lambda)e^{-2\frac{\lambda+1}{\lambda-\alpha^2}} |\alpha|^2 \right) , \tag{94}
\]

\[
W_{\omega_\lambda^-}(\alpha) = \frac{1}{\pi \lambda} \left( (1-\lambda)e^{-2\frac{\lambda+1}{\lambda+\alpha^2}} |\alpha|^2 - (1+\lambda)e^{-2\frac{\lambda+1}{\lambda-\alpha^2}} |\alpha|^2 \right) . \tag{95}
\]

**Proof.** The Wigner function of the \( n \)th Fock state is given by \([83\text{, Eq. (4.5.31)}]\]

\[
W_{|n\rangle\langle n|}(\alpha) = \frac{2(-1)^n}{\pi} e^{-2|\alpha|^2} L_n(4|\alpha|^2) , \tag{96}
\]

where \( L_n \) is the \( n \)-th Laguerre polynomial.
where $L_n$ is the $n$th Laguerre polynomial. We then obtain that

$$W_{\omega_{\lambda}^+}(\alpha)$$

$$= \left(1 - \lambda^2\right) \sum_{n=0}^{\infty} \lambda^{2n} W_{|2n+1|2n+1}(\alpha)$$

$$= \frac{2}{\pi} (1 - \lambda^2) e^{-2|\alpha|^2} \sum_{n=0}^{\infty} \lambda^{2n} L_{2n}(4|\alpha|^2)$$

$$= \frac{1}{\pi} (1 - \lambda^2) e^{-2|\alpha|^2} \left( \sum_{n=0}^{\infty} \lambda^n L_n(4|\alpha|^2) + \sum_{n=0}^{\infty} (-\lambda)^n L_n(4|\alpha|^2) \right)$$

$$= \frac{1}{\pi} (1 + \lambda) e^{-2\frac{\lambda+\alpha}{1+\lambda}|\alpha|^2} + (1 - \lambda) e^{-2\frac{\lambda-\alpha}{1-\lambda}|\alpha|^2}.$$  \hspace{1cm} (97)

where the identity in 1 follows from (91), that in 2 from (90), and that in 3 from (113) (§ 22.9.15). The Wigner function of the odd state $\omega_{\lambda}$ can be derived with a totally analogous computation, that we report for the sake of completeness. It holds that

$$W_{\omega_{\lambda}^-}(\alpha)$$

$$= \left(1 - \lambda^2\right) \sum_{n=0}^{\infty} \lambda^{2n} W_{|2n+1|2n+1}(\alpha)$$

$$= \frac{1}{\pi \lambda} (1 - \lambda^2) e^{-2|\alpha|^2} \left( \sum_{n=0}^{\infty} (-\lambda)^n L_n(4|\alpha|^2) - \sum_{n=0}^{\infty} \lambda^n L_n(4|\alpha|^2) \right)$$

$$= \frac{1}{\pi \lambda} (1 - \lambda^2) e^{-2|\alpha|^2} \left[ \frac{1}{1 + \lambda} e^{\frac{4\lambda}{1+\lambda}|\alpha|^2} - \frac{1}{1 - \lambda} e^{-\frac{4\lambda}{1-\lambda}|\alpha|^2} \right]$$

$$= \frac{1}{\pi \lambda} \left( (1 - \lambda) e^{-2\frac{\lambda+\alpha}{1+\lambda}|\alpha|^2} - (1 + \lambda) e^{-2\frac{\lambda-\alpha}{1-\lambda}|\alpha|^2} \right).$$  \hspace{1cm} (98)

This concludes the proof.

We are now ready to present the main result of this section, demonstrating the existence of data hiding against GQCC measurements even in the case of a single-mode system.

**Theorem 14.** For $\lambda \in (0, 1)$, the states $\omega_{\lambda}^+, \omega_{\lambda}^-$ defined by (91) and (92) satisfy that

$$\frac{1}{2} \left\| \omega_{\lambda}^+ - \omega_{\lambda}^- \right\|_1 = 1$$  \hspace{1cm} (99)

but

$$\frac{1}{2} \left\| \omega_{\lambda}^+ - \omega_{\lambda}^- \right\|_{\text{GQCC}} \leq \frac{1}{2} \left\| \omega_{\lambda}^+ - \omega_{\lambda}^- \right\|_{W_u}$$

$$\leq 2 \left( \frac{1 - \lambda}{1 + \lambda} \right)^{\frac{1+\lambda^2}{2}}$$  \hspace{1cm} (100)

In particular, schemes of the form $(\omega_{\lambda}^+, \omega_{\lambda}^-, 1/2)$ exhibit data hiding against GQCC in the limit $\lambda \to 1^-$, i.e.

$$\beta_1 \equiv \forall \lambda \quad \text{but} \quad \lim_{\lambda \to 1^-} \beta_{\text{GQCC}} = 0. \hspace{1cm} (101)$$

**Proof.** Since $\omega_{\lambda}^+$ and $\omega_{\lambda}^-$ have orthogonal supports, they satisfy (92) for all $\lambda$. As for (100), setting $x_+ := \max\{x, 0\}$ write

$$\frac{1}{2} \left\| \omega_{\lambda}^+ - \omega_{\lambda}^- \right\|_{\text{GQCC}}$$

$$\leq \frac{1}{2} \left\| \omega_{\lambda}^+ - \omega_{\lambda}^- \right\|_{W_u}$$

$$\leq \frac{1}{2} \left\| W_{\omega_{\lambda}^+} - W_{\omega_{\lambda}^-} \right\|_{L^1}$$

$$= \frac{3}{\pi \lambda} \int d^2 \alpha \left( W_{\omega_{\lambda}^+}(\alpha) - W_{\omega_{\lambda}^-}(\alpha) \right)_+$$

$$= \frac{4}{\pi \lambda} \int d^2 \alpha \left( (1 + \lambda)^2 e^{-2\frac{\lambda+\alpha}{1+\lambda}|\alpha|^2} - (1 - \lambda)^2 e^{-2\frac{\lambda-\alpha}{1-\lambda}|\alpha|^2} \right)_+$$

$$\geq \frac{5}{\lambda} \int_0^{\infty} du \left( (1 + \lambda)^2 e^{-2\frac{\lambda+\alpha}{1+\lambda} u} - (1 - \lambda)^2 e^{-2\frac{\lambda-\alpha}{1-\lambda} u} \right)_+$$

$$\geq \frac{6}{\lambda} \int_0^{\frac{1+\lambda^2}{2}} \frac{1}{1+\lambda} \ln \frac{1+\lambda}{1-\lambda} du \left( (1 + \lambda)^2 e^{-2\frac{\lambda+\alpha}{1+\lambda} u} - (1 - \lambda)^2 e^{-2\frac{\lambda-\alpha}{1-\lambda} u} \right)_+$$

$$= \left( \frac{1 + \lambda}{1 - \lambda} \right)^{\frac{1+\lambda^2}{2}}.$$  \hspace{1cm} (102)

Here, in 1 and 2 we applied (71), in 3 we observed that both $W_{\omega_{\lambda}^+}$ and $W_{\omega_{\lambda}^-}$ integrate to 1 thanks to (19), in 4 we used Lemma (33) in 5 we performed the change of variable $u := |\alpha|^2$, and in 6 we noted that

$$(1 + \lambda)^2 e^{-2\frac{\lambda+\alpha}{1+\lambda} u} \geq (1 - \lambda)^2 e^{-2\frac{\lambda-\alpha}{1-\lambda} u}$$

$$\iff u \leq \frac{1 - \lambda^2}{4 \lambda} \ln \frac{1 + \lambda}{1 - \lambda}. \hspace{1cm} (103)$$

This proves the first two inequalities of (100): Taylor expanding the rightmost side of (102) yields also the last identity in (100). Finally, (101) follows easily by combining (99) and (100), once we remember that $\beta_M(\omega_{\lambda}^+, \omega_{\lambda}^-; 1/2) = \frac{1}{2} \left\| \omega_{\lambda}^- - \omega_{\lambda}^- \right\|_M$ for $M = \text{ALL}$ and $M = \text{GQCC}.$

\qed
We have thus demonstrated the sought data hiding against GOCC measurements. An analogous but substantially different result has recently been obtained by Sabapathy and Winter [66–69] by means of a completely different construction. Their construction employs random convex mixtures of coherent states only, but has the drawback of requiring asymptotically many modes. Ours, on the contrary, requires a single mode only, but the two states to be prepared are highly non-classical. Because of these differences, depending on the platform chosen for the implementation one may be easier to realise or to break than the other, or vice versa.

D. Even and odd thermal states and non-ideal detection efficiency

The even and odd thermal states constructed in [91]–[92], albeit almost indistinguishable under GOCC in the limit where \( \lambda \to 1^- \), remain perfectly distinguishable for all \( \lambda \), as expressed by (99). As we saw, there is a simple-to-describe experimental procedure to discriminate them with certainty. This involves making a photo-detection and counting the number of photons recorded: if this is an even number, then we know that the state was \( \omega^+ \), otherwise it must have been \( \omega^- \).

In the experimental practice, measurements such as photo-detection are never ideal. Thus, we need to ask ourselves: what happens to the above discrimination protocol when the ideal photo-detectors are replaced by non-ideal ones? The answer is contained in the forthcoming Proposition 15: the scheme with even and odd thermal states becomes once again data hiding, i.e. Proposition 15 pinpoints the degree of accuracy that our photo-detectors should possess in order for the discrimination between \( \omega^+ \) and \( \omega^- \) to be successful with high probability. The closer \( \lambda \) is to 1, the smaller \( 1 - \eta \) needs to be. In particular, the scheme with even and odd thermal states is data hiding not only with respect to GOCC, but also with respect to any set of measurements with maximum efficiency \( \eta < 1 \), irrespectively of whether they are Gaussian or not. We are now ready to prove the following addendum to Theorem 14.

Proposition 15. For all \( \eta \in [0, 1] \), the two states \( \omega^\pm \) defined by (91)–(92) satisfy
\[
\frac{1}{2} \left\| \omega^+ - \omega^- \right\|_{\mathcal{M}_\eta} \leq \frac{(1 - \lambda) (\eta(1 - \lambda) + (1 - \eta)(1 + \lambda) + 1)}{(1 + \lambda) (\eta(1 - \lambda) + (1 - \eta)(1 + \lambda))},
\]
where \( \mathcal{M}_\eta \) is the set of measurements with efficiency at most \( \eta \). In particular, \( \omega^+ \) and \( \omega^- \) are almost indistinguishable under measurements in \( \mathcal{M}_\eta \) if \( \frac{1}{1 - \eta} \ll 1 \), thus achieving data hiding against \( \mathcal{M}_\eta \) in the limit \( \lambda \to 1^- \) for each fixed \( \eta < 1 \).

Proof of Proposition 15. Thanks to (12) and to the definition of efficiency, we have that
\[
\frac{1}{2} \left\| \omega^+ - \omega^- \right\|_{\mathcal{M}_\eta} \leq \sup_{E \in \mathcal{M}_\eta} \frac{1}{2} \int_X \left| \text{Tr} \left[ (\omega^+ - \omega^-) E(dx) \right] \right| = \sup_{E \in \mathcal{M}_\eta} \frac{1}{2} \int_X \left| \text{Tr} \left[ (\omega^+ - \omega^-) (\mathcal{E}_\eta \circ E) (dx) \right] \right| = \sup_{E} \frac{1}{2} \int_X \left| \text{Tr} \left[ \mathcal{E}_\eta (\omega^+ - \omega^-) E(dx) \right] \right| = \frac{1}{2} \left\| \mathcal{E}_\eta (\omega^+ - \omega^-) \right\|_1,
\]
where the supremum in the second line is over an arbitrary POVM \( E \), and last identity is just the
Holevo–Helstrom theorem. It thus remains to estimate \( \|E_\eta(\omega^+ - \omega^-)\|_1 \). This can be swiftly accomplished by means of a trick.

Denoting with \( a^\dagger a \) the number operator, as usual, consider that

\[
\frac{\omega^+ - \lambda \omega^-}{1 + \lambda} = (1 - \lambda) \sum_{n=0}^\infty \lambda^{2n} |2n\rangle \langle 2n| - \lambda(1 - \lambda) \sum_{n=0}^\infty \lambda^{2n} n(2n + 1) \langle 2n + 1| = (1 - \lambda)(-\lambda)^{a^\dagger a},
\]

where of course \((-\lambda)^{a^\dagger a} = \sum_{n=0}^\infty (-\lambda)^n |n\rangle \langle n| \). The characteristic function \( \chi_{(1-t)t^a a} \) of the above operator is a (centred) Gaussian, because

\[
\chi_{(1-t)t^a a}(\alpha) = e^{-\frac{t}{1+t} |\alpha|^2}
\]

holds for all \( t \in (-1, 1) \). Since the pure loss channel acts on characteristic function as

\[
E_\eta : \chi_{\rho} \mapsto \chi_{\rho(\sqrt{\eta})} e^{-\frac{1}{2}(1-\eta)|\alpha|^2},
\]

remembering that \( \chi_{\rho(\alpha)} = a \chi_{\rho(\alpha)} \) we deduce that

\[
\chi_{\rho(\omega^+ - \lambda \omega^-)}(\alpha) = (1 - \lambda) e^{-\frac{1}{2}(1-\eta)|\alpha|^2}
\]

\[
\chi_{\rho(\omega^+ - \lambda \omega^-)}(\sqrt{\eta}|\alpha\rangle \langle \alpha|) = (1 - \lambda) \chi_{(1+\lambda)(-\lambda)^{a^\dagger a} (\sqrt{\eta}|\alpha\rangle \langle \alpha|)} e^{-\frac{1}{2}(1-\eta)|\alpha|^2}
\]

\[
(1 - \lambda) \exp \left[ -\frac{\eta}{2} \frac{1 - \lambda}{1 + \lambda} |\alpha|^2 - \frac{1}{2}(1 - \eta)|\alpha|^2 \right].
\]

By setting

\[
s := -\frac{\lambda \eta}{1 + \lambda(1 - \eta)}
\]

we can rewrite this as

\[
\chi_{\rho(\omega^+ - \lambda \omega^-)}(\alpha) = (1 - \lambda) e^{-\frac{1}{2} \frac{1 + s}{1 + s} |\alpha|^2}.
\]

By comparing this with \( \chi_{\rho(\alpha)} \), and remembering that the correspondence between trace class operators and characteristic functions is one-to-one, we deduce that

\[
E_\eta(\omega^+ - \lambda \omega^-) = (1 - \lambda)(1 - s) s^{a^\dagger a}.
\]

Therefore, remembering that \( \|s^{a^\dagger a}\|_1 = \frac{1}{1 - |s|} = \frac{1}{1 + s} \), we infer

\[
\|\omega^+ - \lambda \omega^-\|_1 = \left\| \frac{(1 - \lambda)(1 - s)}{1 + \lambda} s^{a^\dagger a} \right\|_1 = \left\| \frac{1 - \lambda}{(1 + \lambda)(1 + s)} \right\|_1 = \frac{1 - \lambda}{(1 - \lambda)(1 + \lambda)(1 - \eta)}. \tag{116}
\]

Finally, putting everything together, we conclude that

\[
\|\omega^+ - \omega^-\|_1 = \frac{1}{2} \left( \|\omega^+ \|_1 + \|\omega^- \|_1 \right) \tag{117}
\]

\[
\leq \frac{1}{2} \left( \frac{1 \omega^+ - \frac{1}{1 + \lambda} \omega^+}{1 + \lambda} \right) + \left( \|\omega^- \|_1 - \frac{1}{1 + \lambda} \omega^- \right) \tag{118}
\]

\[
= \frac{1 - \lambda}{1 + \lambda} + \frac{\|\omega^+ - \lambda \omega^-\|}{1 + \lambda} \leq \frac{1 - \lambda}{1 + \lambda} + \frac{(1 - \lambda)}{(1 + \lambda)(1 - \eta)(1 + 1 + \eta)\lambda} \tag{119}
\]

which completes the proof.

\[ \square \]

VII. DISCUSSION, OUTLOOK, AND OPEN PROBLEMS

In this paper we have examined many different ways in which one could implement the fundamental quantum information primitive of data hiding with continuous variable systems. We have started by developing a detailed quantitative analysis of the Braunstein–Kimble teleportation protocol. Our result (Theorem 1) is the first of its kind, to be best of our knowledge: it tells us how good our resources (e.g. two-mode squeezing) should be in order to carry out said teleportation protocol with a prescribed accuracy for all states up to a given average photon number.

We have used this result as a lever to derive Theorem 3 and Corollary 5, where we determine — up to a multiplicative constant — the maximum effectiveness that continuous variable data hiding schemes against the set of local operations and classical communication can achieve for a given value of the local energy, i.e. photon number.

We have also considered data hiding against the set of measurements that can be implemented with Gaussian operations and classical computation (or feed-forward of measurement outcomes), a.k.a. GOCC. We have found a simple example of a family of two single-mode states (called even and odd thermal states) that: (i) can be constructed from a two-mode squeezed vacuum state by measuring the photon number parity on one side; (ii) can be discriminated perfectly by means of photon counting; but (iii) exhibits data hiding against GOCC, i.e. cannot be resolved by means of those measurements. At the same time, we cannot help but be amazed at the surprising effectiveness of GOCC and even simple Gaussian measurements at several state discrimination tasks of practical interest: as we have proved analytically, thermal states
and even consecutive Fock states are discriminated quite well throughout the whole parameter range.

We have seen that in the special case of even and odd thermal states the limitations associated with GOCC could be overcome by including in our tool kit an additional measurement, namely, photo-detection. Any practically achievable photo-detection scheme, however, is bound to have a non-ideal efficiency, quantifiable by a parameter $0 \leq \eta < 1$, so that $1 - \eta$ represents the probability that each incoming photon is lost \[114, 115\]. Remarkably, the scheme with even and odd thermal states turns out to achieve data hiding against any set of (possibly non-Gaussian) measurements with non-ideal efficiency $\eta < 1$.

Going forward, we would like to advertise a notable open problem that stems from the above discussion:

**Problem.** What is the operational power of the set of measurements obtained by combining GOCC protocols and (destructive) photon counting (we could call it GOPC)? Does it exhibit data hiding?

The appeal of the above question rests upon the consideration that almost all practical implementations of quantum measurements on continuous variable systems are build in terms of GOPC protocols. Hence, constructing a data hiding scheme against GOPC would show the fundamental operational incompleteness (in a certain sense) of the very tools we use to do quantum information with continuous variables. On the contrary, proving that the set of GOPC measurements is sufficiently large that it does not admit data hiding would be remarkable in just the opposite way. We leave this question for future investigation.

We speculate that the data hiding schemes proposed here may be used, in a not-too-distant future, to benchmark the quality of remote devices operating with CV platforms. A benchmarking protocol could consist in a simple binary state discrimination task such as that described in Section VTC. A correct solution up to some small error tolerance invariably indicates that the device under examination can successfully conduct non-Gaussian and highly efficient measurements.
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**Appendix A: Strong non-uniform convergence for the Braunstein–Kimble teleportation protocol**

In this appendix we prove that the quality of the resources to be employed in the Braunstein–Kimble protocol in order to achieve a prescribed final accuracy will in general depend on the state to be teleported. In other words, for any pair $(r, \eta)$, no matter how large $r$ or how close $\eta$ to 1, one can find an input state $\rho_{RA}$ (no $R$ system needed) such that the right-hand side of (24) is very different from $\rho_{RA}$ in trace norm. In mathematical terms, one says that the convergence of the right-hand side of (24) to $\rho_{RA}$ as $r \to \infty$ and $\eta \to 1$ is strong but not uniform. This has been recently clarified \[96, \text{Appendix A} \text{ }] (see also \[94\] Section II.B). We now present a different proof of this fact, that has the advantage of not employing any ancillary system $R$, unlike those available prior to this work. We start by introducing the single-mode squeezed states, defined by \[83\] Eq. (3.7.5)]

\[
|\zeta(r)\rangle := S(r) |0\rangle, \quad S(r) := \exp \left[ \frac{r}{2} (a'^2 - a'^2) \right]. \quad (A1)
\]

As we are about to show, if the input is a highly squeezed state, large values of $r$ and $\eta$ are needed to make the Braunstein–Kimble protocol approximate ideal teleportation.

**Lemma A16.** For all (fixed) $\lambda > 0$, the squeezed states $\zeta(r) := |\zeta(r)\rangle \langle \zeta(r)|$ satisfy that

\[
\lim_{r \to \infty} \| |\lambda\rangle - I \|_{1} = 2. \quad (A2)
\]

**Proof.** We write

\[
\| |\lambda\rangle - I \|_{1} \geq \frac{1}{2} \text{Tr} [(1 - 2\zeta(r))(|\lambda\rangle - I) \langle \zeta(r)|]
\]

\[
= 2 \text{Tr} [\zeta(r)(I - |\lambda\rangle \langle \lambda|)]
\]

\[
\geq 2 - \frac{2}{\pi \lambda} \int d^2 \alpha e^{-\frac{|\alpha|^2}{2}} |\langle \zeta(r)|D(\alpha)|\zeta(r)||^2 \quad (A3)
\]

\[
= 2 - \frac{2}{\pi \lambda} \int d^2 \alpha e^{-\frac{|\alpha|^2}{2}} e^{-\frac{1}{2}(e^{2r} - 2 + e^{-2r})} \left( 1 + \frac{1}{4} e^{-2r} \right). \quad (A4)
\]

Here, 1 holds because $\| I - 2\zeta(r) \|_{\infty} = 1$, in 2 we used the representation \[23\], and in 3 we employed a well-known expression for the overlap between displaced squeezed states \[83\] Eq. (4.4.42)]. Taking the limit for $r \to \infty$ confirms (A2).

The above Lemma A16 shows that

\[
\| \lambda\rangle - I \|_{1} = \| \lambda\rangle - I \|_{1 \to 1} = 2, \quad (A4)
\]
where $\| \cdot \|_o$ denotes simply the (standard) diamond norm, obtained by setting $H_A = 0$ in \cite{22}, and $\| \mathcal{L} \|_{\rightarrow -1} := \sup \|\mathcal{L}X\|_1 \leq 1 \| \mathcal{L}(X) \|_1$. Note that 2 is the maximum value that these norms can take on the difference of two quantum channels. Since uniform convergence of a sequence of maps $\mathcal{L}_n$ to $\mathcal{L}$ means that $\lim_{n \to \infty} \| \mathcal{L}_n - \mathcal{L} \|_o = 0$, Lemma \ref{lem:conv} proves that indeed the Gaussian noise channel $\mathcal{N}_\lambda$ does not converge uniformly to the identity channel as $\lambda \to 0^+$ — and so neither does the channel \cite{24}. This is by no means a peculiar feature of this particular channel, as even generic unitaries exhibit a similar behaviour \cite[Proposition 2]{28}. At the heart of this phenomenon is the fact that the underlying Hilbert space is infinite dimensional.

Appendix B: Data hiding and inequivalence of norms

Recently, the connection between the notion of data hiding and certain geometric properties of the associated norm was studied in great detail \cite{38,41}. To appreciate it, remember that in our infinite-dimensional vector spaces there can be many inequivalent norms. In this context, two norms $\| \cdot \|_1$ and $\| \cdot \|_2$ are said to be equivalent if there exist constants $0 < c, C < \infty$ such that

$$c \| \cdot \|_1 \leq \| \cdot \|_2 \leq C \| \cdot \|_1,$$  \hspace{1cm} \text{(A1)}

meaning that said inequalities have to hold when the norms are evaluated on all elements of the underlying space, with $c, C$ independent of the chosen vector. While all norms are equivalent in finite-dimensional spaces, it is elementary to see that this it no longer true in infinite dimension. Moreover, and perhaps surprisingly, the inequivalence between the norms $\| \cdot \|_1$ and $\| \cdot \|_\mathcal{M}$, i.e. the fact that there is no constant $C$ such that $\| \cdot \|_1 \leq C \| \cdot \|_\mathcal{M}$ — the converse inequality $\| \cdot \|_\mathcal{M} \leq \| \cdot \|_1$ always holds by definition — has important physical consequences.

Lemma A17 \cite{38,41}. An informationally complete set of measurements $\mathcal{M}$ on a system with Hilbert space $\mathcal{H}$ exhibits data hiding if and only if the two norms $\| \cdot \|_1$ and $\| \cdot \|_\mathcal{M}$ on the space $\mathcal{T}(\mathcal{H})$ of trace class operators on $\mathcal{H}$ are not equivalent.

Proof. We report the following proof for the sake of completeness, although it follows easily from previous arguments \cite{38,41,22}. Let $\mathcal{M}$ exhibit data hiding, and assume that $\| \cdot \|_1 \leq C \| \cdot \|_\mathcal{M}$ for some constant $C < \infty$. Then we can find schemes $(\rho_n, \sigma_n; p_n)_{n \in \mathbb{N}}$ satisfying \cite{46}, and setting $X_n := p_n \rho_n - (1 - p_n) \sigma_n$ we see that

$$C \geq \limsup_{n \to \infty} \frac{\|X_n\|_1}{\|X_n\|_\mathcal{M}} = +\infty,$$

which leads to a contradiction.

Conversely, let the norms $\| \cdot \|_1$ and $\| \cdot \|_\mathcal{M}$ be inequivalent. Then we can construct a sequence of trace class operators $Z_n \in \mathcal{T}(\mathcal{H})$ such that $\|Z_n\|_1 = 1$ but $\lim_{n \to \infty} \|Z_n\|_\mathcal{M} = 0$, where the first identity can always be enforced up to re-scaling $Z_n$ by an appropriate constant. We can also decompose $Z_n = X_n + iY_n$ into its self-adjoint and anti-self-adjoint parts. Since $1 = \|Z_n\|_1 \leq \|X_n\|_1 + \|Y_n\|_1$, we deduce that either $\min\{\|X_n\|_1, \|Y_n\|_1\} \geq 1/2$ for all $n$. Up to multiplying $Z_n$ by the imaginary unit $i$, we can assume that $\|X_n\|_1 \geq 1/2$ for all $n$. Now, consider that

$$\|X_n\|_\mathcal{M} = \frac{\|Z_n + Z_n^\dagger\|_\mathcal{M}}{2} \leq \frac{1}{2} (\|Z_n\|_\mathcal{M} + \|Z_n^\dagger\|_\mathcal{M}) = \|Z_n\|_\mathcal{M},$$ \hspace{1cm} \text{(A2)}

where the last equality follows from the elementarily verified fact that $\|Z\|_\mathcal{M} = \|Z^\dagger\|_\mathcal{M}$ for all $Z$.

Set $X'_n := \frac{X_n}{\|X_n\|_1}$. Since $X'_n$ has trace norm 1, we can decompose it as $X'_n = p_n \rho_n - (1 - p_n) \sigma_n$, where $p_n \in [0,1]$ and $\rho_n, \sigma_n$ are density operators with orthogonal support. On the other hand, this latter fact entails that $\beta_1(\rho_n, \sigma_n; p_n) \equiv 1$. On the other,

$$0 \leq \limsup_{n \to \infty} \beta_2(\rho_n, \sigma_n; p_n) = \limsup_{n \to \infty} \frac{\|X_n\|_\mathcal{M}}{\|X_n\|_1} = \limsup_{n \to \infty} \frac{\|X_n\|_\mathcal{M}}{\|X_n\|_1} \leq 2 \limsup_{n \to \infty} \frac{\|Z_n\|_\mathcal{M}}{\|Z_n\|_1} = 0,$$ \hspace{1cm} \text{(A3)}

completing the verification of conditions \cite{46}. \hfill $\square$

Leveraging the above connection with the geometric properties of norms, in \cite{41} Appendix A) it was also established that it does not make much difference to the existence of data hiding if we consider all possible schemes or only equiprobable ones. We provide a simple self-contained proof of this elementary fact below.

Lemma A18. An informationally complete set of measurements $\mathcal{M}$ exhibits data hiding if and only if there is a sequence $(\rho_n, \sigma_n; 1/2)_{n \in \mathbb{N}}$ of equiprobable schemes that satisfies conditions \cite{46}.

Proof. Since sufficiency is obvious, we prove necessity. Let us assume that there is a sequence of not necessarily equiprobable schemes $(\rho_n, \sigma_n; p_n)_{n \in \mathbb{N}}$ that exhibits data hiding against $\mathcal{M}$, i.e. satisfies \cite{46}. Then, we claim that $\lim_{n \to \infty} p_n = 1/2$. Indeed, using the trivial fact that $\|Z\|_\mathcal{M} \geq |\text{Tr} Z|$ for all trace class $Z$, as follows immediately by applying the convexity of the modulus function.
to [42], we see that
\[
0 = \lim_{n \to \infty} \beta_{\mathcal{M}}(\rho_n, \sigma_n; \rho_n)
= \lim_{n \to \infty} \|p_n\rho_n - (1 - p_n)\sigma_n\|_{\mathcal{M}}
\geq \lim_{n \to \infty} |2p_n - 1|,
\]

implying the claim.

Now, consider the equiprobable schemes \((\rho_n, \sigma_n; 1/2)_{n \in \mathbb{N}}\). On the one hand, leveraging the triangle inequality for the trace norm we obtain that
\[
\beta_1(\rho_n, \sigma_n; 1/2)
= \frac{1}{2} \|\rho_n - \sigma_n\|_1
\geq \|p_n\rho_n - (1 - p_n)\sigma_n\|_1 - \|p_n - 1/2\|_1
\geq \|p_n\rho_n - (1 - p_n)\sigma_n\|_1 - |2p_n - 1|,
\]

implying that \(\lim_{n \to \infty} \beta_1(\rho_n, \sigma_n; 1/2) = 1\). On the other, with the same method we obtain that
\[
\beta_{\mathcal{M}}(\rho_n, \sigma_n; 1/2) = \frac{1}{2} \|\rho_n - \sigma_n\|_{\mathcal{M}}
\leq \|p_n\rho_n - (1 - p_n)\sigma_n\|_{\mathcal{M}} + |2p_n - 1|,
\]

entailing that \(\lim_{n \to \infty} \beta_{\mathcal{M}}(\rho_n, \sigma_n; 1/2) = 0\). Thus, the sequence of schemes \((\rho_n, \sigma_n; 1/2)_{n \in \mathbb{N}}\) exhibits data hiding as well.

\[
\text{Appendix C: Proof of Lemma 8 on the discrimination of thermal states}
\]

This appendix is devoted to a detailed presentation of the calculations leading to the expressions [75]-[78] for the different biases of thermal-state-based schemes with respect to different sets of measurements.

**Proof of Lemma 8.** Let us start by evaluating the trace norm distance \(\|\tau_\nu - \tau_\mu\|_1\). Since \(\tau_\nu\) and \(\tau_\mu\) are both diagonal in the Fock basis, we have that
\[
\frac{1}{2} \|\tau_\nu - \tau_\mu\|_1 = \frac{1}{2} \sum_{k=0}^{\infty} |\langle k|\tau_\nu|k\rangle - \langle k|\tau_\mu|k\rangle| = \sum_{k=0}^{\infty} \max_{\nu,\mu \geq 0} \left\{ \frac{\nu^k}{(\nu+1)^{k+1}} - \frac{\mu^k}{(\mu+1)^{k+1}}, 0 \right\}
\]

\[
= \sum_{k=0}^{\infty} \max_{\nu,\mu \geq 0} \left\{ \frac{N_0(\nu,\mu)}{(\nu+1)^{k+1}} - \frac{\nu^k}{(\nu+1)^{k+1}} \right\}
\]

Here, in 1 we performed elementary manipulations and observed that \(\text{Tr} \tau_\nu = \text{Tr} \tau_\mu = 1\), in 2 we noted that
\[
\frac{\nu^k}{(\nu+1)^{k+1}} \geq \frac{\mu^k}{(\mu+1)^{k+1}} \iff \frac{\nu^k}{(\nu+1)^{k+1}} \leq \frac{\mu^k}{(\mu+1)^{k+1}} \iff 0 \leq k \leq N_0(\nu,\mu),
\]

where \(N_0(\nu,\mu)\) is given by [79], while in 3 we evaluated the geometric sum. Along the same lines, one also shows that
\[
\frac{1}{2} \|\tau_\nu - \tau_\mu\|_1 = \max_{N \in \mathbb{N}} \left( \frac{\mu^{N+1}}{(\mu+1)^N} - \frac{\nu^{N+1}}{(\nu+1)^N} \right).
\]

This completes the proof of [75]. We now move on to [76]. We have that
\[
\frac{1}{2} \|\tau_\nu - \tau_\mu\|_{W_\nu} 
\leq \frac{4}{\beta} \|W_\tau - W_\nu\|_{L^1}
\leq \int d^2\alpha \max \left\{ W_\tau_\nu(\alpha) - W_\tau_\mu(\alpha), 0 \right\}
\leq \frac{3}{\pi} \int d^2\alpha \max \left\{ \frac{1}{2\nu+1} e^{-\frac{2\alpha^2}{2\nu+1}} - \frac{1}{2\mu+1} e^{-\frac{2\alpha^2}{2\mu+1}}, 0 \right\}
\leq \frac{2}{\pi} \int_0^{\infty} ds \max \left\{ \frac{1}{2\nu+1} e^{-\frac{2s^2}{2\nu+1}} - \frac{1}{2\mu+1} e^{-\frac{2s^2}{2\mu+1}}, 0 \right\}
\leq \frac{2}{\pi} \int_0^{s_0(\nu,\mu)} ds \left( \frac{1}{2\nu+1} e^{-\frac{2s^2}{2\nu+1}} - \frac{1}{2\mu+1} e^{-\frac{2s^2}{2\mu+1}} \right)
= \frac{2(\mu - \nu)}{2\mu + 1} \left( \frac{2\mu + 1}{2\nu + 1} \right)^{-\frac{2(\nu+1)}{2(\mu+1)}}.
\]

The above derivation can be justified as follows: in 4 we applied Sabapathy and Winter’s estimate [71]; 5 follows by elementary manipulations, leveraging the fact that \(W_\tau_\nu\) and \(W_\tau_\mu\) integrate to 1 because of [19]; in 6
we used (73); in 7 we performed the change of variables
\[ \frac{1}{2
\nu + 1} e^{-\frac{2\nu}{\nu + 1}} \geq \frac{1}{2\mu + 1} e^{-\frac{2\mu}{\mu + 1}} \iff 0 \leq s \leq s_0(\nu, \mu), \]
where
\[ s_0(\nu, \mu) := \frac{(2\nu + 1)(2\mu + 1)}{4(\mu - \nu)} \ln \left( \frac{2\mu + 1}{2\nu + 1} \right). \]

This concludes the proof of (76). We now move on to (77). We write that
\[ \frac{1}{2} \| \tau_\nu - \tau_\mu \|_{\text{het}} \]
\[ = \frac{1}{2} \| Q_{\tau_\nu} - Q_{\tau_\mu} \|_L \]
\[ = \int d^2 \alpha \max \{ Q_{\tau_\nu}(\alpha) - Q_{\tau_\mu}(\alpha), 0 \} \]
\[ = \int_0^\infty dt \max \left\{ \frac{1}{\nu + 1} e^{-\frac{t}{\nu + 1}} - \frac{1}{\mu + 1} e^{-\frac{t}{\mu + 1}}, 0 \right\} \]
\[ = \int_0^\infty dt \left( \frac{1}{\nu + 1} e^{-\frac{t}{\nu + 1}} - \frac{1}{\mu + 1} e^{-\frac{t}{\mu + 1}} \right) \]
\[ = \mu - \nu \left( \frac{\mu + 1}{\nu + 1} \right) - e^{-\frac{\alpha(\nu, \mu)}{\nu + 1}} - e^{-\frac{\alpha(\nu, \mu)}{\mu + 1}}. \]

Here, (9) holds once again because \( Q_{\tau_\nu} \) and \( Q_{\tau_\mu} \) are probability distributions, in 10 we performed the change of variables \( t := |\alpha|^2 \), and in 11 we observed that
\[ \frac{1}{\nu + 1} e^{-\frac{t}{\nu + 1}} \geq \frac{1}{\mu + 1} e^{-\frac{t}{\mu + 1}} \iff 0 \leq t \leq t_0(\nu, \mu), \]
where
\[ t_0(\nu, \mu) := \left( \frac{\mu + 1}{\nu + 1} \right) \ln \left( \frac{\mu + 1}{\nu + 1} \right). \]

This completes also the proof of (77).

As for (77), remember that a homodyne detection is the measurement of a canonical quadrature. Since both \( \tau_\nu \) and \( \tau_\mu \) are invariant under phase space rotations, we can assume without loss of generality that the measured quadrature is \( x = (a + a^+)\sqrt{2} \). Since the wave function of the \( n \)th Fock state \( |n\rangle \) is well known to be
\[ \psi_n(x) = \frac{1}{\pi^{1/4}2^n n!} H_n(x) e^{-x^2/2}, \]
the probability distribution of the outcome of our homodyne detection reads
\[ p_{\tau_\nu}^{\text{hom}}(x) = \frac{1}{\nu + 1} \sum_{k=0}^\infty \left( \frac{\nu}{\nu + 1} \right)^k |\psi_k(x)|^2 \]
\[ = \frac{e^{-x^2/2}}{\sqrt{\pi(\nu + 1)}} \sum_{k=0}^\infty \frac{1}{2^k k!} \left( \frac{\nu}{\nu + 1} \right)^k H_k(x)^2 \]
\[ \leq \frac{1}{\sqrt{2(\nu + 1)}} e^{-\frac{x^2}{\nu + 1}}, \]
where in 12 we applied Mehler’s formula [117, p. 194]. We deduce that
\[ \frac{1}{2} \| \tau_\nu - \tau_\mu \|_{\text{hom}} \]
\[ = \int_{-\infty}^{+\infty} dx \max \left\{ P_{\tau_\nu}^{\text{hom}}(x) - P_{\tau_\mu}^{\text{hom}}(x), 0 \right\} \]
\[ = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} dx \max \left\{ e^{-\frac{x^2}{\nu + 1}} - e^{-\frac{x^2}{\mu + 1}}, 0 \right\} \]
\[ = \frac{1}{\sqrt{\pi}} \int_{-\nu(\nu, \mu)}^{+\nu(\nu, \mu)} dx \left( e^{-\frac{x^2}{\nu + 1}} - e^{-\frac{x^2}{\mu + 1}} \right) \]
\[ = \left( \frac{2\nu + 1}{4(\mu - \nu)} \right) \ln \left( \frac{2\mu + 1}{2\nu + 1} \right), \]
where in 13 we noted that
\[ \frac{e^{-\frac{x^2}{\nu + 1}}}{\sqrt{2\nu + 1}} \geq \frac{e^{-\frac{x^2}{\mu + 1}}}{\sqrt{2\mu + 1}} \iff |x| \leq x_0(\nu, \mu), \]
where
\[ x_0(\nu, \mu) := \left( \frac{2\nu + 1)(2\mu + 1)}{4(\mu - \nu)} \right) \ln \left( \frac{2\mu + 1}{2\nu + 1} \right). \]

This concludes also the proof of (78). \( \square \)

Appendix D: Proof of Proposition [11] on discrimination of consecutive Fock states via homodyning

The purpose of this appendix is to present a complete and fully rigorous proof of Proposition [11]. Before we do that, we need to carry out a preliminary computation.

Lemma A19. Let \( \epsilon > 0 \) be fixed. Then for all \( \varphi \in [\epsilon, \pi - \epsilon] \) we have that
\[ \int_{\epsilon}^{\pi - \epsilon} d\theta \left| \cos \left( 2(n + 1)\theta - \left( n + \frac{1}{2} \right) \sin(2\theta) \right) \right| \]
\[ = \frac{2}{\pi} (\varphi - \epsilon) + O(n^{-1}). \]
as $n \to \infty$, where the estimate on the right-hand side holds uniformly in $\varphi$.

Proof. Hereafter we take $\epsilon$ to be a non-zero number that is fixed once and for all. Define the sequence of functions $f_n : [\epsilon, \pi - \epsilon] \to \mathbb{R}$ by $f_n(\varphi) := 2\varphi \left(1 + \frac{1}{2n+2}\right) - \sin(2\varphi)$.

It is easy to verify that $f_n(\varphi) = 4\sin^2(\varphi) + \frac{2\varphi}{2n+2} \geq 4\sin^2(\epsilon)$, from which it follows that (i) $f_n$ is strictly increasing, that (ii) $f_n'$ and $1/f_n'$ are both uniformly bounded; and finally that (iii) $|f_n'(\varphi)| = 4|\sin(2\varphi)| \leq 4$ is uniformly bounded as well. In light of (i) we can consider the inverse function $g_n : [f_n(\epsilon), f_n(\pi - \epsilon)] \to [\epsilon, \pi - \epsilon]$. Thanks to (ii) we have that (iv) the derivative $g_n'$ is uniformly bounded. Moreover, one sees that

$$|g_n''(f_n(\varphi))| = \left|\frac{f_n''(\varphi)}{(1 - \sin(2\varphi))^2}\right| \leq \frac{1}{2\sin^3 \epsilon},$$

i.e. (v) $g_n''$ is also uniformly bounded. Now, set

$$k_{\min}(n) := \min\left\{k \geq 0 : k\pi \geq \left(n + \frac{1}{2}\right)f_n(\epsilon)\right\},$$

$$k_{\max}(n, \varphi) := \max\left\{k \geq 0 : (k + 1)\pi \leq \left(n + \frac{1}{2}\right)f_n(\varphi)\right\}.$$  

For $k = k_{\min}(n), \ldots, k_{\max}(n, \varphi)$, call $\theta_{n,k} := g_n\left(\frac{2k\pi}{2n+1}\right)$. Since

$$k_{\min}(n) \leq \frac{1}{\pi} \left(n + \frac{1}{2}\right)f_n(\epsilon) + 1,$$

$$k_{\max}(n, \varphi) \geq \frac{1}{\pi} \left(n + \frac{1}{2}\right)f_n(\varphi) - 1,$$

and $g_n$ is monotonic (thanks to (i)) with bounded derivative (see (iv)), we have that

$$\epsilon \leq \theta_{n,k_{\min}(n)} \leq \epsilon + O(n^{-1}),$$

$$\varphi + O(n^{-1}) \leq \theta_{n,k_{\max}(n,\varphi)+1} \leq \varphi.$$  

Performing a Taylor expansion with Lagrange remainder term and leveraging property (v) above, we see that

$$\theta_{n,k+1} - \theta_{n,k} = g_n\left(\frac{2k\pi}{2n+1} + \frac{2\pi}{2n+1}\right) - g_n\left(\frac{2k\pi}{2n+1}\right)$$

$$= \frac{2\pi}{2n+1} g_n'\left(\frac{2k\pi}{2n+1}\right) + O\left(n^{-2}\right).$$

uniformly for all $k$. Putting all together,

$$\int_{\epsilon}^{\varphi} d\theta \cos\left(2(n+1)\theta - \left(n + \frac{1}{2}\right)\sin(2\varphi)\right)$$

$$= \int_{\epsilon}^{\varphi} d\theta \cos\left(\left(n + \frac{1}{2}\right)f_n(\varphi)\right)$$

$$= \sum_{k=k_{\min}(n)}^{k_{\max}(n,\varphi)} \int_{\theta_{n,k}}^{\theta_{n,k+1}} d\theta \cos\left((n+1/2)f_n(\varphi)\right) + O\left(\frac{1}{n}\right)$$

$$= \frac{2}{2n+1} \sum_{k=k_{\min}(n)}^{k_{\max}(n,\varphi)} \int_{\pi}^{(k+1)\pi} d\alpha \left|\cos\left(\frac{2\alpha}{2n+1}\right)\right| + O\left(\frac{1}{n}\right)$$

$$= \frac{2}{2n+1} \sum_{k=k_{\min}(n)}^{k_{\max}(n,\varphi)} \int_{\pi}^{(k+1)\pi} d\alpha \left|\cos\left(\frac{2\alpha}{2n+1}\right)\right| + O\left(\frac{1}{n}\right)$$

$$\times |\cos \alpha| + O\left(\frac{1}{n}\right)$$

The justification of the above derivation is as follows. In 1 we used (A3); in 2 we performed the change of variable $\alpha = \left(n + \frac{1}{2}\right)f_n(\varphi)$, i.e. $\theta = g_n\left(\frac{2k\pi}{2n+1}\right)$; in 3 we leveraged (v), i.e. the uniform boundedness of $g_n''$; in 4 we computed the integral over $\alpha$, which is elementary in light of the fact that $\cos \alpha$ does not change sign in the specified interval; in 5 we employed (A4); finally, in 6 we exploited once again (A3).

We are finally ready to assess the discriminability of two consecutive Fock states via homodyning.

Proof of Proposition [77] The quantity we have to compute takes the form

$$\|\langle n | n \rangle - \langle n+1 | n+1 \rangle\|_{\text{hom}} = \|\psi_n^2 - \psi_{n+1}^2\|_{L^1}$$

$$= \int_{-\infty}^{+\infty} dx \left|\psi_n^2(x) - \psi_{n+1}^2(x)\right|,$$

where the wave function of the $n^{\text{th}}$ Fock state is given by (A10). We will now be concerned with the asymptotic expansions of this expression as $n \to \infty$. Consider a constant $\epsilon > 0$, fixed from now on unless otherwise specified, and set $x = \sqrt{2n+1}\cos \varphi$, where $\epsilon < \varphi < \pi - \epsilon$. Then it is known that [115, Theorem 8.22.9] (see also the original work by Plancherel and Rotach [119], as well as the
\[ e^{-x^2/2} H_n(x) = \frac{2^{2+\frac{1}{2}}\sqrt{n!}}{(\pi n)^{1/4}} \frac{1}{\sqrt{\sin \varphi}} \times \left( \sin \left(\left(\frac{n}{2} + \frac{1}{4}\right)(2\varphi - \sin(2\varphi)) + \frac{\pi}{4}\right) + O\left(\frac{1}{n}\right) \right), \tag{A6} \]

with the approximation holding uniformly for all \( \varphi \in [\epsilon, \pi - \epsilon] \). Plugging this into (A10) yields

\[ \psi_n(x) = \frac{2^{1/4}}{\sqrt{\pi} n^{1/4}} \frac{1}{\sin \varphi} \times \left( \sin \left(\left(\frac{n}{2} + \frac{1}{4}\right)(2\varphi - \sin(2\varphi)) + \frac{\pi}{4}\right) + O\left(\frac{1}{n}\right) \right), \tag{A7} \]

and in turn, upon elementary algebraic manipulations,

\[
\psi_n^2(x) = \frac{1}{\pi \sqrt{2n}} \frac{1}{\sin \varphi} \times \left( 1 + \sin \left(\left(\frac{n}{2} + \frac{1}{2}\right)(2\varphi - \sin(2\varphi)) \right) + O\left(\frac{1}{n}\right) \right). \tag{A8}
\]

To derive the expression for the integrand on the right-hand side of (A5), set as usual

\[
\varphi' = \arccos \left( \frac{x}{\sqrt{2n+3}} \right) = \varphi + \cot \frac{\varphi}{2n+1} + O\left(\frac{1}{n^2}\right), \tag{A9}
\]

We have that

\[
\pi \sqrt{n} \left( \psi_n^2(x) - \psi_{n+1}^2(x) \right) = \frac{1}{2 \sin \varphi} \left( 1 + \sin \left(\left(\frac{n}{2} + \frac{1}{2}\right)(2\varphi - \sin(2\varphi)) \right) + O(n^{-1}) \right) - \frac{1 + O(n^{-1})}{2 \sin\varphi + O(n^{-1})} \left( 1 + \sin \left(\left(\frac{n}{2} + \frac{3}{2}\right)(2\varphi - \sin(2\varphi) + \frac{2\sin(2\varphi)}{2n+1}) \right) + O\left(\frac{1}{n}\right) \right)
\]

\[
= \frac{1}{2 \sin \varphi} \sin \left(\left(\frac{n}{2} + \frac{1}{2}\right)(2\varphi - \sin(2\varphi)) \right) - \frac{1}{2 \sin \varphi} \sin \left(\left(\frac{n}{2} + \frac{3}{2}\right)(2\varphi - \frac{2n-1}{2n+1} \sin(2\varphi)) \right) + O\left(\frac{1}{n}\right)
\]

\[
= \frac{1}{\sin \varphi} \sin \left(\frac{1}{2}(2\varphi - \frac{2\sin(2\varphi)}{2n+1}) \right) \cos \left(\frac{1}{2}(2n+2)2\varphi - \left(2n+1 - \frac{2}{2n+1}\right)\sin(2\varphi) \right) + O\left(\frac{1}{n}\right)
\]

\[
= - \cos \left(2(n+1)\varphi - \frac{2n+1}{2} \sin(2\varphi) \right) + O\left(\frac{1}{n}\right). \tag{A10}
\]

Here, in 1 we noted that \((2n+1)^{-1/2} = 2n^{-1/2} (1 + O(n^{-1}))\) and that \(\frac{d}{d\varphi} (2\varphi - \sin(2\varphi)) = 4\sin^2(\varphi)\); in 2, instead, we applied the sum-to-product formula \(\sin \alpha - \sin \beta = 2 \sin \left(\frac{\alpha - \beta}{2}\right) \cos \left(\frac{\alpha + \beta}{2}\right)\). Now we can plug these estimates inside the integral (A5), obtaining that
\[ \| \langle n | - | n + 1 \rangle \|_{\text{hom}} \]
\[ \geq \int_{-\sqrt{\frac{2n+1}{\cos \epsilon}}}^{\sqrt{\frac{2n+1}{\cos \epsilon}}} \, dx \left| \psi_n^2(x) - \psi_{n+1}^2(x) \right| \]
\[ = \int_{\frac{\pi - \epsilon}{\sqrt{2n+1}\cos \epsilon}}^{\frac{\pi - \epsilon}{\sqrt{2n+1}\cos \epsilon}} \, d\varphi \left( \sqrt{2n+1} \sin \varphi \right) \frac{1}{\pi} \sqrt{\frac{2}{n}} \left( \cos \left( 2(n+1)\varphi - \frac{2n+1}{2} \sin(2\varphi) \right) + O\left( \frac{1}{n} \right) \right) \]
\[ = \frac{2}{\pi} \int_{\frac{\pi - \epsilon}{\sqrt{2n+1}\cos \epsilon}}^{\frac{\pi - \epsilon}{\sqrt{2n+1}\cos \epsilon}} \, d\varphi \sin \varphi \left( \cos \left( 2(n+1)\varphi - \frac{2n+1}{2} \sin(2\varphi) \right) + O\left( \frac{1}{n} \right) \right) \]
\[ = \frac{3}{\pi^2} \left( (\pi - 2\epsilon) \sin \epsilon - \int_{\frac{\pi - \epsilon}{\sqrt{2n+1}\cos \epsilon}}^{\frac{\pi - \epsilon}{\sqrt{2n+1}\cos \epsilon}} d\varphi \left( \varphi - \epsilon \right) \cos \varphi \right) + O\left( \frac{1}{n} \right) \]
\[ \geq \frac{4}{\pi^2} \cos \epsilon + O\left( \frac{1}{n} \right). \]

Note that in 3 we integrated by parts, using Lemma A19 to simplify the resulting expression. In 4, instead, we computed the remaining elementary integral, which is also done by parts.

Taking first the limit for \( n \to \infty \) and then that for \( \epsilon \to 0^+ \) yields (87). To derive (88), just observe that if a sequence of strictly positive numbers \( a_n > 0 \) satisfies that \( \lim_{n \to \infty} a_n > 0 \) then necessarily \( \lim_{n \to \infty} a_n = 0 \). In our case,

\[ a_n := \| \langle n | - | n + 1 \rangle \|_{\text{hom}} = \| \psi_n^2 - \psi_{n+1}^2 \|_{L^1} > 0 \quad (A12) \]

for all \( n \), because \( \psi_n^2 - \psi_{n+1}^2 \) is a non-zero continuous function for all \( n \).

---

* ludovico.lami@gmail.com

[1] A. S. Holevo, Tr. Mosk. Mat. Obs. **26**, 133 (1972).
[2] A. S. Holevo, J. Multivar. Anal. **3**, 337 (1973).
[3] A. S. Holevo, Trudy Mat. Inst. Steklov **124**, 3 (1976), (English translation: Proc. Steklov Inst. Math. 124:1–140, 1978).
[4] C. W. Helstrom, Inf. Control **10**, 254 (1967).
[5] C. W. Helstrom, *Quantum detection and estimation theory* (Academic press, New York, USA, 1976).
[6] H. Umegaki, Kodai Math. Sem. Rep. **14**, 59 (1962).
[7] F. Hiai and D. Petz, Comm. Math. Phys. **143**, 99 (1991).
[8] T. Ogawa and H. Nagaoka, IEEE Trans. Inf. Theory **46**, 2428 (2000).
[9] V. Vedral, M. B. Plenio, M. A. Rippin, and P. L. Knight, Phys. Rev. Lett. **78**, 2275 (1997).
[10] M. B. Plenio, S. Virmani, and P. Papadopoulos, J. Phys. A **33**, L193 (2000).
[11] F. G. S. L. Brandão and M. B. Plenio, Commun. Math. Phys. **295**, 791 (2010).
[12] F. G. S. L. Brandão and M. B. Plenio, Nat. Phys. **4**, 873 (2008).
[13] F. G. S. L. Brandão and M. B. Plenio, Commun. Math. Phys. **295**, 829 (2010).
[14] M. Nussbaum and A. Szkoła, Ann. Statist. **37**, 1040 (2009).
[15] K. M. R. Audenaert, J. Calsamiglia, R. Muñoz Tapia, E. Bagan, L. Masanes, A. Acín, and F. Verstraete, Phys. Rev. Lett. **98**, 160501 (2007).
[16] K. M. R. Audenaert, M. Nussbaum, A. Szkoła, and F. Verstraete, Commun. Math. Phys. **279**, 251 (2008).
[17] D. Aharonov, A. Kitaev, and N. Nisan, in *Proc. Thirteenth Annual ACM Symp. Theory Comput.*, STOC ’98 (ACM, New York, NY, USA, 1998) pp. 20–30.
[18] J. Watrous, *The Theory of Quantum Information* (Cambridge University Press, 2018).
[19] A. Acín, Phys. Rev. Lett. **87**, 177901 (2001).
[20] R. Duan, Y. Feng, and M. Ying, Phys. Rev. Lett. **98**, 100503 (2007).
[21] R. Duan, Y. Feng, and M. Ying, Phys. Rev. Lett. **100**, 020503 (2008).
[22] R. Duan, Y. Feng, and M. Ying, Phys. Rev. Lett. **103**, 210501 (2009).
[23] M. M. Wilde, M. Berta, C. Hirche, and E. Kaur, Lett. Math. Phys. (2020), 10.1007/s11005-020-01297-7.
[24] G. Chiribella and D. Ebler, Nat. Commun. **10**, 1472 (2019).
[25] K. Fang, O. Fawzi, R. Renner, and D. Sutter, Phys. Rev. Lett. **124**, 100501 (2020).
[26] F. Salek, M. Hayashi, and A. Winter, Preprint arXiv:2011.06569 (2020).
[27] M. E. Shirokov, Probl. Inf. Transm. **54**, 20 (2018).
[28] A. Winter, Preprint arXiv:1712.10267 (2017).
[29] S. Becker, N. Datta, L. Lami, and C. Rouzé, Phys. Rev. Lett. **126**, 190504 (2021).
[30] J. Preskill, Quantum **2**, 79 (2018).
[31] K. Bharti, A. Cervera-Lierta, T. H. Kyaw, T. Haug, S. Alperin-Lea, A. Anand, M. Degroote, H. Heylhornen, J. S. Kottmann, T. Menke, W.-K. Mok, S. Sim, L.-C. Kwek, and A. Aspuru-Guzik, Preprint arXiv:2101.08448 (2021).
[32] E. Chitambar, D. Leung, L. Mancinska, M. Ozols, and A. Winter, Commun. Math. Phys. **328**, 303 (2014).
[33] B. M. Terhal, D. P. DiVincenzo, and D. W. Leung, Phys. Rev. Lett. **86**, 5807 (2001).
[34] D. P. DiVincenzo, D. W. Leung, and B. M. Terhal, IEEE Trans. Inf. Theory **48**, 580 (2002).
[35] D. P. DiVincenzo, P. Hayden, and B. M. Terhal, Found. Phys. **33**, 1629 (2003).
[98] J. Bae and L.-C. Kwek, J. Phys. A 48, 083001 (2015).
[99] W. Rudin, Real and complex analysis (McGraw-Hill Book Co., New York-Toronto, Ont.-London, 1966).
[100] C. H. Bennett, H. J. Bernstein, S. Popescu, and B. Schumacher, Phys. Rev. A 53, 2046 (1996).
[101] C. H. Bennett, G. Brassard, S. Popescu, B. Schumacher, J. A. Smolin, and W. K. Wootters, Phys. Rev. Lett. 76, 722 (1996).
[102] C. H. Bennett, D. P. DiVincenzo, J. A. Smolin, and W. K. Wootters, Phys. Rev. A 54, 3824 (1996).
[103] R. Horodecki, P. Horodecki, M. Horodecki, and K. Horodecki, Rev. Mod. Phys. 81, 865 (2009).
[104] R. F. Werner, Phys. Rev. A 40, 4277 (1989).
[105] G. Vidal and R. Tarrach, Phys. Rev. A 59, 141 (1999).
[106] B. Regula, L. Lami, R. Takagi, and G. Ferrari, Phys. Rev. Lett. 126, 110403 (2021).
[107] L. Lami, B. Regula, R. Takagi, and G. Ferrari, Phys. Rev. A 103, 032424 (2021).
[108] A. Mari and J. Eisert, Phys. Rev. Lett. 109, 230503 (2012).
[109] J. J. Bollinger, W. M. Itano, D. J. Wineland, and D. J. Heinzen, Phys. Rev. A 54, R4649 (1996).
[110] P. M. Anisimov, G. M. Raterman, A. Chiruvelli, W. N. Plick, S. D. Huver, H. Lee, and J. P. Dowling, Phys. Rev. Lett. 104, 103602 (2010).
[111] J. P. Olson, K. P. Seshadreesan, K. R. Motes, P. P. Rohde, and J. P. Dowling, Phys. Rev. A 91, 022317 (2015).
[112] R. J. Birrittella, P. M. Alsing, and C. G. Gerry, Preprint arXiv:2008.08658 (2020).
[113] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions: With Formulas, Graphs, and Mathematical Tables, Applied mathematics series (Dover Publications, 1965).
[114] D. Hogg, D. W. Berry, and A. I. Lvovsky, Phys. Rev. A 90, 053846 (2014).
[115] D. W. Berry and A. I. Lvovsky, Phys. Rev. Lett. 105, 203601 (2010).
[116] D. W. Berry and A. I. Lvovsky, Phys. Rev. A 84, 042304 (2011).
[117] Bateman Manuscript Project and H. Bateman, Higher Transcendental Functions, Vol. II, edited by A. Erdélyi, W. Magnus, F. Oberhettinger, and F. G. Tricomi, California Institute of Technology Bateman manuscript project (McGraw-Hill, 1953).
[118] G. Szegö, Orthogonal Polynomials, American Mathematical Society colloquium publications No. v. 23 (American Mathematical Society, 1959).
[119] M. Plancherel and W. Rotach, Comment. Math. Helv. 1, 227 (1929).
[120] G. Tricomi, Giorn. Ist. Ital. Attuari 12, 14 (1941).