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Abstract: This work is devoted to the study of the parameter test for the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model. Based on the daily GARCH model, using the parameter estimator obtained by intraday high-frequency data, the adjusted Likelihood Ratio test statistic and Wald test statistic are provided. Asymptotic distributions of the two adjusted test statistics are deducted and a way to select the optimal sampling frequency is also discussed. Simulation studies show that the proposed test statistics have better size and power than traditional ones (without using intraday high-frequency data). An empirical study is given to illustrate the potential applications of the proposed tests. The results show the idea of this article is of certain superiority and it can be extended to other GARCH type models.

Keywords: GARCH model; high-frequency data; likelihood ratio test; wald test

1. Introduction

Volatility modeling is an important tool for policymaking, asset pricing, investment analysis, and risk management [1]. Since the seminal work by Engle [2] and Bollerslev [3], the Generalized Autoregressive Conditional Heteroskedasticity (GARCH) model has become a popular tool to model volatility in economic and financial time series. During the past decades, the model has been developed into many extensions [4–13]. From these literature, we can find that most studies on the GARCH model adopt the standard form based on daily close-to-close returns. Let \( r_n \) be the log-return of day \( n \), the standard GARCH(1,1) model [3] can be formulated as:

\[
\begin{align*}
    r_n &= \sigma_n Z_n, \\
    \sigma_n^2 &= \kappa + \alpha r_{n-1}^2 + \beta \sigma_{n-1}^2,
\end{align*}
\]

where the sequence of innovations \( \{ Z_n \} \) is an i.i.d. with zero mean and unit variance, and the scale factors \( \sigma_n \) are the conditional variance of \( r_n \) for given information at time \( n - 1 \), \( \kappa, \alpha, \) and \( \beta \) are the model parameters with assumption of \( \kappa > 0, \alpha \geq 0, \beta \geq 0, \) and \( \alpha + \beta < 1 \). A common approach to estimate the above model parameters is the Quasi Maximum Likelihood Estimate (QMLE), see [14] for a comprehensive review. Many empirical studies have proven that then GARCH model is particularly suitable for the modeling of financial time series because it can describe well the characteristics of financial time series, namely the time variability of variance and the ability to deal with thick tails, refer to [14] and references therein.

In recent years, high-frequency data of the financial market has become more accessible than before. Intraday high-frequency data, as a kind of financial big data, records the trading data with the sampling frequency of hours, minutes, or seconds within a day and is sampled at equal time intervals. Such data possesses a particular characteristic of high degree irregularity [1]. Research on
high-frequency financial data can be dated back to, at least, the 1980s and the mainstream is about the realized volatility or intraday volatility. For example, Wood et al. [15] and Harris [16] found the existence of a distinct U-shaped pattern for the intraday return volatility curve. For other studies, one can refer to [17–23].

Intraday high-frequency data contain more information and it is straightforward to introduce these data to study GARCH-type models. Unfortunately, Andersen and Bollerslev’s studies show that the GARCH model is inappropriate to directly fit the intraday high-frequency data due to its nonstationarity [24,25]. Namely, although one can estimate the parameters of a GARCH process using a 5 min time unit intraday high-frequency returns while the modeling does not make any sense. Consequently, indirect utilization of intraday high-frequency data could be more practical in studying GARCH model estimation. A case in point is Visser’s work [26], where the information of intraday high-frequency data is firstly transferred to a daily volatility proxy and such a proxy is then adopted to improve daily GARCH model estimation. Further extensions can be referred to [26–32].

As we all know, in addition to estimation, model test is another important issue in practical modeling. For GARCH model testing, many results have been obtained, see [33–39]. However, all the available results on the GARCH model test is limited to low-frequency data. To the best of our knowledge, few of them have introduced intraday high frequency data into a daily GARCH model test. Previous studies have shown that high-frequency data can be used to improve daily GARCH model estimation. A natural question is whether the intraday high-frequency data could also be used to improve the power of daily GARCH model test. Inspired by this, this paper is to study the Wald test and Likelihood Ratio (LR) test of the daily GARCH model by introduction high-frequency data.

The main contribution of this paper is the construction of a new test approach for daily GARCH model with the adoption of intraday high-frequency data. The proposed test statistics are based on the QMLE of daily GARCH model which introduces the intraday high-frequency data, and their distribution are proved to be asymptotic chi-square. It can be found that the proposed test statistics have better size and power performance than traditional ones (without using high-frequency data). Through the theoretical and simulation results, the provided tests are of a certain novelty and superiority.

2. The Test of GARCH Model

2.1. The Daily GARCH Model

In the above GARCH(1,1) models (1) and (2), by writing

\[ \sigma_n = \nu_n \tau, \quad \kappa = \tau^2, \quad \alpha = \gamma \tau^2, \]

the model can be equivalently written as:

\[ r_n = \nu_n \tau Z_n, \]

\[ \nu_n^2 = 1 + \gamma r_{n-1}^2 + \beta \nu_{n-1}^2. \]

Under regularity conditions of the GARCH model, we have:

\[ E(r_n|\mathcal{F}_{n-1}) = 0 \quad \text{and} \quad \text{Var}(r_n|\mathcal{F}_{n-1}) = \nu_n^2 \tau^2. \]

Denote \( L_N(\theta) = L_N(\theta; r_1, \cdots, r_N) \), the quasi log-likelihood function of the GARCH models (3) and (4) equals:

\[ L_N(\theta) = \sum_{n=1}^{N} l_n(\theta) = -\frac{1}{2} \sum_{n=1}^{N} \left[ \log(\nu_n^2(\gamma, \beta) \tau^2) + \frac{r_n^2}{\nu_n^2(\gamma, \beta) \tau^2} \right]. \]

Define the QMLE as:

\[ \hat{\theta} = \arg \max_{\theta \in \Theta} \{ L_N(\theta) \}. \]
Under some regularity conditions, the QMLE $\hat{\theta}$ is consistent and asymptotically normal, see Theorems 2.1 and 2.2 in [8]. Based on these theoretical results, we will further study the hypothesis testing of the daily GARCH models (3) and (4). The tests we considered are the Wald test and LR test.

2.2. The Test of the GARCH Model

We consider the following null and alternative hypothesis:

$$H_0: \theta = \theta^0, \text{ vs. } H_1: \theta \neq \theta^0.$$  

Let $\hat{\theta} = (\hat{\tau}, \hat{\gamma}, \hat{\beta})^T$ be the QMLE of GARCH models (3) and (4) under the alternative and $\theta^0 = (\tau^0, \gamma^0, \beta^0)^T$ be the hypothesized value. Generally, the Wald test is based upon the difference between $\theta^0$ and $\hat{\theta}$, and the LR test is based upon the difference between $L_N(\theta^0)$ and $L_N(\hat{\theta})$. Although the statistics of the two tests differ in construction, they are all reasonable measures of the distance between $H_0$ and $H_1$.

2.2.1. The Wald Test

It is well known that the construction of the Wald test statistic depends on the asymptotic distribution of the parameter estimator. Suppose that the conditions (A1) to (A5) and the QML regularity conditions in Appendix A hold, then the QMLE $\hat{\theta}$ of GARCH models (3) and (4) has a limiting normal distribution:

$$\sqrt{N}(\hat{\theta} - \theta^0) \xrightarrow{d} N(0, V_0), \quad N \to \infty,$$  

(7)

where $V_0 = A_0^{-1}B_0A_0^{-1} = \text{Var}(Z_n^2)G(\theta^0)^{-1}$ with $G(\theta) = E[\frac{1}{n}h_0'(\theta)h_0'(\theta)^T]$, see [8, 40].

From Formula (7), we have:

$$\sqrt{N}V_0^{-1/2}(\hat{\theta} - \theta^0) \xrightarrow{} N(0, I), \quad N \to \infty.$$  

(8)

Sequentially, it is not difficult to obtain the following asymptotic distribution:

$$N(\hat{\theta} - \theta^0)^TV_0^{-1}(\hat{\theta} - \theta^0) \xrightarrow{d} \chi^2(3), \quad N \to \infty.$$  

(9)

Denote $h_n(\theta) = \sigma_n^2(\theta) = \nu_n^2\tau^2$. Define:

$$\hat{Z}_n = r_n/\sqrt{h_n(\hat{\theta})},$$

then $V_0$ can be estimated by the followed $V(\hat{\theta})$:

$$V(\hat{\theta}) = \left(\frac{1}{4N}\sum_{n=1}^{N}(\hat{Z}_n^4 - 1)\right)\left(\frac{1}{N}\sum_{n=1}^{N}\frac{h_n'(\hat{\theta})h_n'(\hat{\theta})^T}{h_n'(\hat{\theta})^2}\right)^{-1}.$$  

(10)

Let,

$$M_n(\theta) = \frac{1}{N}\sum_{n=1}^{N}\frac{h_n'(\theta)h_n'(\theta)^T}{h_n'(\theta)^2}.$$  

(11)

By Theorem 2.7 in [40], we have $M_n(\theta) \xrightarrow{a.s.} M(\theta)$, where $M(\theta) = E[h_0'(\theta)h_0'(\theta)^T/(h_0'(\theta))^2]$. Since $\hat{\theta} \xrightarrow{a.s} \theta^0$ (see [8]), we can obtain $M_n(\hat{\theta}) \xrightarrow{a.s} M_n(\theta^0), n \to \infty$. Furthermore, we get $M_n^{-1}(\hat{\theta}) \xrightarrow{a.s} M^{-1}(\theta^0), n \to \infty$. Likewise, we have $\frac{1}{N}\sum_{n=1}^{N}(\hat{Z}_n^4 - 1) \xrightarrow{a.s} E(Z_0^4 - 1)$. Thus, we obtain the convergence result $V(\hat{\theta}) \xrightarrow{a.s} V_0$. 
From the above discussion, we have $V(\hat{\theta}) = V_0 + o_p(1)$. That is to say, $V_0$ can be consistently estimated by $V(\hat{\theta})$. Therefore, the Wald test statistic can be constructed as follows:

$$ T_W = N(\hat{\theta} - \theta^0)^T V(\hat{\theta})^{-1} (\hat{\theta} - \theta^0), $$  

(12)

where $V(\hat{\theta}) = \text{Var}(\hat{\theta})$. Under the null hypothesis, the statistic $T_W$ has a limiting $\chi^2(3)$ distribution, where “3” is the dimension of parameter $\theta^0$.

2.2.2. The LR Test

The LR test statistic is constructed on the difference between the maximum of the likelihood under the null and alternative hypotheses. According to the test procedure in [41], under general conditions, the LR test statistic of GARCH models (3) and (4) can be established by:

$$ T_{LR} = -2(L_N(\theta^0) - L_N(\hat{\theta})). $$

(13)

By Taylor’s expansion as well as stationary and ergodic properties of time series [40], we can prove the below theorem which shows that the Wald test and LR test of the GARCH model are equivalent.

**Theorem 1.** With the assumptions of (A1)–(A5), as well as QML regularity conditions in Appendix A, both the statistics $T_W$, $T_{LR}$ of the GARCH model are $\chi^2(k)$ distribution, with $k$ being the number of the unknown parameter, under the null, and are asymptotically equivalent.

The detail proofs are relegated to Appendix B.

3. The Test of GARCH Model with High-Frequency Data

Previous studies have shown that high-frequency data can be adopted to improve the estimation accuracy of GARCH-type models, see [21, 26]. An intuitive idea is if we replace the $\hat{\theta}$ in (12) and (13) by a more precise estimator with the expectation that the test statistics would have a better performance. Therefore, in this section, we firstly give a short introduction about GARCH model parameter estimation with high-frequency data based on (3) and (4).

3.1. A Brief Review of GARCH Model Estimation Using High-Frequency Data

To utilize high-frequency data in the daily GARCH models (3) and (4), for each trading day $n$, Visser introduced a continuous log-return process $R_n(\cdot)$ to describe the intraday price movements [26]. To simplify the notation, we normalize the trading day to the unit time interval and adjust Equation (3) by replacing the variable $Z_n$ by a process $\Psi_n(\cdot)$. This yields the following scale model framework:

$$ R_n(u) = v_n \tau \Psi_n(u), 0 \leq u \leq 1, $$

(14)

$$ V_n^2 = 1 + \gamma^2 n^{-1} + \beta v_{n-1}^2, $$

(15)

where $v_n \tau$ is the scale factor and it is latent. The processes $R_n(\cdot)$ are observable with information set $\mathcal{F}_n$ generated by $\{R_n, R_{n-1}, \ldots\}$. For different day $n$, the standard processes $\Psi_n(\cdot)$ are assumed to be i.i.d and its sample paths are right-continuous and have left limits (cadlag). When $u = 1$, we have $E \Psi_n^2(1) = 1$, and:

$$ r_n = R_n(1), \ Z_n = \Psi_n(1), $$

where the sequence of random variables $(Z_n)$ is i.i.d implied by the i.i.d assumption of $(\Psi_n)$. It is seen that models (14) and (15) takes the intraday information $R_n(u)$ into account and keeps the same parameter to the daily GARCH models (3) and (4). To further estimate the parameters in (14) and (15), we need to use the intraday information to construct a volatility proxy, denoted by $H_n$. 


The volatility proxy is a nonnegative function of intraday processes $R_n(\cdot)$ and has the property of positive homogeneity:
\begin{equation}
H_n = H(\alpha R_n) = \alpha H(R_n) > 0, \alpha > 0.
\end{equation}

One commonly used volatility proxy is the square root of the realized variance:
\begin{equation}
H_n = R V = \sqrt{\sum_k r^2_{n,k}},
\end{equation}
where $r_{n,k}$ denotes the return over the $k$-th intraday interval of day $n$. Due to the positive homogeneity of $H_n$, it follows $H_n = H(v_n \tau \Psi_n) = v_n \tau H(\Psi_n)$. Then we can derive the following volatility proxy model:
\begin{align}
H_n &= v_n \tau H Z_{H,n}, \\
v_n^2 &= 1 + \gamma^2_{n-1} + \beta v_{n-1}^2,
\end{align}
where $Z_{H,n} \equiv H_n(\Psi_n)/\mu_H^2$, $0 < \mu_H^2 \equiv \sqrt{EH^2(\Psi_n)} < \infty$, $\tau_H = \tau \mu_H^2$. It is seen that the models (18) and (19) retain the structural features of the daily GARCH model. The $H_n$ is computable and has the same frequency to daily return $r_n$. We further introduce an ancillary random variables $y_n$ as follows:
\begin{equation}
y_n = \delta_n H_n,
\end{equation}
where the random variables $\delta_n$ is independent of the models (18) and (19) and it only takes values $\{-1,1\}$, with a probability of 0.5 for either value. Then, we get:
\begin{align*}
E(y_n|F_{n-1}) &= 0 \quad \text{and} \quad \text{Var}(y_n|F_{n-1}) = v_n^2 \tau_H^2.
\end{align*}

Denote $L_{HN}(\theta)$ to be the quasi log-likelihood function of random variables $y_n$. We have:
\begin{align}
L_{HN}(\theta) &= \sum_{n=1}^N l_{Hn}(\theta) = -\frac{1}{2} \sum_{n=1}^N \left[ \log(v_n^2) - \frac{v_n^2}{v_n^2(\gamma, \beta) \tau_H^2} \right] \\
&= -\frac{1}{2} \sum_{n=1}^N \left[ \log(v_n^2) - \frac{h_n^2}{v_n^2(\gamma, \beta) \tau_H^2} \right].
\end{align}

Denote $h_{H,n}(\theta) = \sigma_{H,n}^2(\theta) = v_n^2 \tau_H^2$. Define $\hat{\theta}_H$ to be the QMLE of the models (18) and (19), which is obtained from the following optimization:
\begin{equation}
\hat{\theta}_H = \arg \max_{\theta \in \Theta} \{L_{HN}(\theta)\}.
\end{equation}

Similar to the daily GARCH models (3) and (4), under some regularity conditions, the QMLE $\hat{\theta}_H$ of the models (18) and (19) is consistent and asymptotically normal:
\begin{equation}
\sqrt{N}(\hat{\theta}_H - \theta^0) \xrightarrow{d} N(0, V_{H,0}), N \rightarrow \infty,
\end{equation}
where $V_{H,0} = A^{-1}_{H,0} B_{H,0} A^{-1}_{H,0} = \text{Var}(Z_{H,n}) G_H(\theta^0)^{-1}$ with $G_H(\theta^0) = E\left[\frac{1}{v_n h_{H,n}^2(\theta^0)^2} h_{H,n} h_{H,n}^T(\theta^0)^{-1}\right]$, and $G_H(\theta_0)^{-1}$ depends only on the derivatives of $v_n^2$ with respect to $\theta$, see Theorem 2.1 in [26]. Consequently, as mentioned by [26], if certain volatility proxy $H_n$ has the small value of $\text{Var}(Z_{H,n}^2)$, then the corresponding estimator $\hat{\theta}_H$ will have small asymptotic variance and hence will be more precise.

Unfortunately, for the QMLE $\hat{\theta}_H$ in (22), no detailed procedure is given to choose the optimal volatility proxy $H_n$. To make the estimator more applicable, in this paper, we provide a way to
choose the optimal volatility proxy and it can be applied to choose the sampling frequency of intraday high-frequency data.

Let $W_{H,n} = H(Ψ_n(u))$. Then $μ^H_2 = \sqrt{EH^2(Ψ_n)} = \sqrt{EW^2_{H,n}}$. It follows that:

$$Var(Z^2_{H,n}) = Var\left(\frac{W^2_{H,n}}{EW^2_{H,n}}\right) = \frac{EW^4_{H,n} - (EW^2_{H,n})^2}{(EW^2_{H,n})^2} = \frac{EW^4_{H,n}}{(EW^2_{H,n})^2} - 1 \geq 0.$$  

Note that $H_n = H(v_nτΨ_n) = ν_nτH(Ψ_n) = ν_nτW_{H,n}$ and $W_{H,n}$ is independent of $ν_n$. Hence we obtain:

$$EH^4_n = E[(v_nτ)^4W^4_{H,n}] = E[(v_nτ)^4]EW^4_{H,n},$$

$$(EH^2_n)^2 = [E((v_nτ)^2EW^2_{H,n})]^2 = [E((v_nτ)^2)]^2[EW^2_{H,n}]^2.$$  

By dividing two sides of the above two equations, we can get:

$$\frac{EH^4_n}{(EH^2_n)^2} = \frac{E[(v_nτ)^4]EW^4_{H,n}}{E[(v_nτ)^2]EW^2_{H,n}]^2} = \frac{E(v_n^4)}{E(v_n^2)^2} \cdot \frac{E(W^4_{H,n})}{[E(W^2_{H,n})]^2} = c \cdot \frac{E(W^4_{H,n})}{[E(W^2_{H,n})]^2},$$

where $c = E(v_n^4)/[E(v_n^2)]^2$ is a constant. Define:

$$m^H_4 = \frac{EH^4_n}{(EH^2_n)^2}.$$  

Then it is not difficult to have:

$$smaller m^H_4 \iff smaller EW^4_{H,n}/(EW^2_{H,n})^2 \iff smaller Var(Z^2_{H,n}).$$  

Consequently, in practice, we can choose the optimal proxy $H_n$ according to its value $m^H_4$, which can easily be estimated by the related sample means. For a given volatility proxy $H_n$, its calculation depends on the sampling frequency of intraday data. The above criteria gives a way to choose the optimal sampling frequency according to the smallest value of $m^H_4$.

3.2. The Test of GARCH Model Using High-Frequency Data

In this section, we are going to introduce the intraday high-frequency data into the test statistics in (12) and (13) by replacing $\hat{θ}$ with $\hat{θ}_H$. Related theoretical results will be discussed.

3.2.1. The Wald Test

After $\hat{θ}$ is replaced by $\hat{θ}_H$ in Formula (12), we denote the new statistic by $T^0_W$:

$$T^0_W = N(\hat{θ}_H - θ^0)^T V(\hat{θ}_H)^{-1}(\hat{θ}_H - θ^0),$$  

where $V(\hat{θ}_H) = Var(Z^2_{H,n})G^{-1}(\hat{θ}_H)$, $G(\hat{θ}_H) = E[\frac{1}{ν_n^2}h^T_0(\hat{θ}_H)h_0(\hat{θ}_H)^T]$.  

Since the convergence of $\hat{θ}_H$ is obvious (see [26]), the key point is to prove the asymptotic convergence of $V(\hat{θ}_H)$. Note that $\hat{θ} \overset{a.s.}{\rightarrow} θ^0$, $\hat{θ}_H \overset{a.s.}{\rightarrow} θ^0$, so we have $\hat{θ}_H = θ^0 + o_p(1)$. Similar to the proof of asymptotic convergence for $V(\hat{θ})$, see Formula (10). It is not difficult to get $V(\hat{θ}_H) \overset{a.s.}{\rightarrow} V(θ^0)$. Thus we can still have $T^0_W$ follows $χ^2(3)$ distribution.
3.2.2. The LR Test

Likewise, the estimator $\hat{\theta}$ will be replaced by $\hat{\theta}_H$ in Formula (13), and the new statistic will be denoted by $T_{LR}^o$:

$$T_{LR}^o = -2[L_N(\theta^0) - L_N(\hat{\theta}_H)].$$  

(25)

According to the following theorem, the LR test $T_{LR}^o$ is equivalent to the Wald test $T_W^o$, and hence has a limiting $\chi^2(k)$ distribution.

**Theorem 2.** With the assumptions of (A1–A5), as well as QML regularity conditions in Appendix A, both the Wald test and LR test statistics $T_W^o$, $T_{LR}^o$ are asymptotically distributed as $\chi^2$ with $k$ being the number of unknown parameter, under the null, and they are equivalent.

The detail proofs are also relegated to Appendix B.

4. Simulation Study

In this section, we carry out Monte Carlo experiments to assess the finite-sample performance of the test statistics $T_W^o$, $T_{LR}^o$, $T_W^r$, and $T_{LR}^r$. In these experiments, all the size and power results are calculated based on 1000 independent replications.

The calculation of statistics $T_W$ and $T_{LR}$ is straightforward, because it just relies on the daily GARCH models (3) and (4). While the computation of $T_W^o$ and $T_{LR}^o$ are based on the estimator $\hat{\theta}_H$ using high-frequency data. Note that when the volatility proxy $H_n$ is set to be $|r_n|$, namely the absolute daily return, then $T_W^o$ and $T_{LR}^o$ are reduced to $T_W$ and $T_{LR}$. Following [26], throughout the simulation, the parameter $r$ involved in the model (3), (4), (18), and (19) is fixed to 1.

In this part, we consider realized volatility as the volatility proxies in models (18) and (19):

$$H_n = \text{RV} = \sqrt{\sum_k r_{n,k}^2},$$

which is the square root of realized variance. To generate the realized volatility in each trading day $n$, we have to simulate a specific intraday process $\Psi_n(\cdot)$ at $(m + 1)$ equidistant points in $[0, 1]$. For simplicity, we will follow Visser’s work and generate the intraday price process $\Psi_n(\cdot)$ with the stationary Ornstein–Uhlenbeck process, see [26,42]. The considered $\Psi_n(\cdot)$ satisfies the below stochastic differential equations:

$$d\gamma_n(u) = -\delta(\gamma_n(u) - \mu)du + \sigma_n dB_n^{(2)}(u),$$  

(26)

$$d\Psi_n(u) = e^{\tau_r(u)} dB_n^{(1)}(u), u \in [0, 1],$$  

(27)

where $\mu = -1/16, \delta = 1/2, \sigma_n = 1/4$, the Brownian motions $B_n^{(1)}$ and $B_n^{(2)}$ are uncorrelated, and $\Psi_n(0) = 0, \gamma(0)$ can be sampled from its stationary distribution. Furthermore, the intraday log-return processes $R_n(\cdot)$ are generated based on $\Psi_n(\cdot)$, where $r_n = R_n(1)$, $Z_n = \Psi_n(1)$.

To estimate models (18) and (19), we consider the volatility proxies of three frequencies, namely 1 min ($\text{RV}^{(1)}$), 5 min ($\text{RV}^{(5)}$), and 10 min ($\text{RV}^{(10)}$). For 1-min proxy $\text{RV}^{(1)}$, the formula is given by:

$$\text{RV}^{(1)} = \sqrt{\sum_{k=1}^m [R_n(u_{k+1}) - R_n(u_k)]^2}. $$  

(28)

The 5-min and 10-min volatility proxy can be computed similarly.

Given a significance level $\alpha = 0.05$ and taking the sample size $N = 800, 1000, 1200, 1500,$ and $2000$, we calculate the empirical sizes with null hypothesis parameter $(\gamma^0, \beta^0) = (0.35, 0.5)$. For the power, we first fix parameter $\gamma = 0.35$ and compute the power by changing the value of parameter $\beta$. Then, we fix parameter $\beta = 0.5$ and change parameter $\gamma$ to observe the change of the power.

The sizes and powers of the Ward test and LR test calculated by $\hat{\theta}_H$ and $\hat{\theta}$ are reported in Tables 1–3. Figure 1 charts the trend of the power in Table 2, Figure 2 charts the trend of the power in Table 3.
It can be seen that the empirical sizes of the Ward test and LR test calculated by \( \hat{\theta}_H \) are uniformly closer to the nominal size than those calculated by \( \hat{\theta} \) in this experiment. For the power, although the results of the Ward test and LR test calculated by \( \hat{\theta}_H \) do not show their superiority at a low sample size, but with the increase of the sample size, the superiority is more significant. These results indicate that using high-frequency data can significantly improve the test performance for the GARCH model.

Table 1. The size of the adjusted statistics \( T_{W}^\circ, T_{LR}^\circ \) and the traditional statistics \( T_{W}, T_{LR} \).

| N   | Test | True Value (\( \gamma^0, \beta^0 \) = (0.35, 0.5)) |
|-----|------|--------------------------------------------------|
|     |      | \( RV^{(1)} \) | \( RV^{(5)} \) | \( RV^{(10)} \) | \( r_n \) |
| 800 | Ward | 0.069       | 0.076       | 0.078       | 0.085     |
|     | LR   | 0.067       | 0.066       | 0.076       | 0.079     |
| 1000| Ward | 0.063       | 0.065       | 0.070       | 0.076     |
|     | LR   | 0.052       | 0.053       | 0.056       | 0.066     |
| 1200| Ward | 0.039       | 0.045       | 0.051       | 0.064     |
|     | LR   | 0.049       | 0.054       | 0.057       | 0.067     |
| 1500| Ward | 0.045       | 0.049       | 0.049       | 0.058     |
|     | LR   | 0.047       | 0.05       | 0.051       | 0.053     |
| 2000| Ward | 0.046       | 0.048       | 0.054       | 0.059     |
|     | LR   | 0.052       | 0.055       | 0.056       | 0.062     |

Table 2. The power of the adjusted statistics \( T_{W}^\circ, T_{LR}^\circ \) and the traditional statistics \( T_{W}, T_{LR} \).

| N   | Test | \( \beta = 0.54 \) | \( \beta = 0.55 \) |
|-----|------|----------------------|----------------------|
|     |      | \( RV^{(1)} \) | \( RV^{(5)} \) | \( RV^{(10)} \) | \( r_n \) | \( RV^{(1)} \) | \( RV^{(5)} \) | \( RV^{(10)} \) | \( r_n \) |
| 800 | Wald | 0.093       | 0.096       | 0.108       | 0.119     | 0.401       | 0.416     | 0.426       | 0.442     |
|     | LR   | 0.217       | 0.222       | 0.245       | 0.226     | 0.712       | 0.701     | 0.680       | 0.662     |
| 1000| Wald | 0.177       | 0.200       | 0.212       | 0.211     | 0.677       | 0.666     | 0.663       | 0.618     |
|     | LR   | 0.392       | 0.407       | 0.439       | 0.402     | 0.914       | 0.904     | 0.876       | 0.717     |
| 1200| Wald | 0.320       | 0.330       | 0.329       | 0.317     | 0.857       | 0.844     | 0.832       | 0.700     |
|     | LR   | 0.634       | 0.617       | 0.633       | 0.595     | 0.988       | 0.983     | 0.971       | 0.780     |
| 1500| Wald | 0.519       | 0.542       | 0.532       | 0.531     | 0.975       | 0.962     | 0.954       | 0.788     |
|     | LR   | 0.854       | 0.850       | 0.818       | 0.700     | 0.999       | 0.996     | 0.996       | 0.867     |
| 2000| Wald | 0.867       | 0.864       | 0.843       | 0.670     | 0.999       | 1         | 0.999       | 0.897     |
|     | LR   | 0.979       | 0.978       | 0.972       | 0.778     | 1           | 1         | 1           | 0.936     |

| N   | Test | \( \beta = 0.56 \) | \( \beta = 0.57 \) |
|-----|------|----------------------|----------------------|
|     |      | \( RV^{(1)} \) | \( RV^{(5)} \) | \( RV^{(10)} \) | \( r_n \) | \( RV^{(1)} \) | \( RV^{(5)} \) | \( RV^{(10)} \) | \( r_n \) |
| 800 | Wald | 0.847       | 0.832       | 0.835       | 0.687     | 0.994       | 0.992     | 0.990       | 0.832     |
|     | LR   | 0.988       | 0.973       | 0.964       | 0.784     | 1           | 1         | 0.999       | 0.897     |
| 1000| Wald | 0.965       | 0.969       | 0.964       | 0.761     | 0.999       | 1         | 0.998       | 0.928     |
|     | LR   | 1           | 1           | 1           | 1         | 1           | 1         | 1           | 1         |
| 1200| Wald | 0.994       | 0.992       | 0.991       | 0.858     | 1           | 1         | 1           | 0.946     |
|     | LR   | 1           | 1           | 1           | 0.910     | 1           | 1         | 1           | 0.956     |
| 1500| Wald | 0.999       | 0.999       | 0.997       | 0.920     | 1           | 1         | 1           | 0.980     |
|     | LR   | 1           | 1           | 1           | 0.958     | 1           | 1         | 1           | 0.989     |
| 2000| Wald | 1           | 1           | 1           | 0.969     | 1           | 1         | 1           | 0.991     |
|     | LR   | 1           | 1           | 1           | 0.983     | 1           | 1         | 1           | 0.997     |

The null hypothesis of parameter is \((\gamma^0, \beta^0) = (0.35, 0.5)\). The power of this table is calculated by changing the value of \( \beta \) and fixing \( \gamma = 0.35 \).
Table 3. The power of the adjusted statistics $T_{W}^{\gamma}$, $T_{LR}^{\gamma}$ and the traditional statistics $T_{W}$, $T_{LR}$.

| N  | Test | $\gamma = 0.28$ | $\gamma = 0.27$ | $\gamma = 0.26$ | $\gamma = 0.25$ |
|----|------|-----------------|-----------------|-----------------|-----------------|
|    |      | $RV^{(1)}$      | $RV^{(5)}$      | $RV^{(10)}$     | $r_{n}$        | $RV^{(1)}$      | $RV^{(5)}$      | $RV^{(10)}$     | $r_{n}$        |
|    |      | RV(1)           | RV(5)           | RV(10)          | $r_{n}$        | RV(1)           | RV(5)           | RV(10)          | $r_{n}$        |
| 800| Wald | 0.229           | 0.254           | 0.265           | 0.212          | 0.547           | 0.546           | 0.541           | 0.531          |
|    | LR   | 0.486           | 0.489           | 0.499           | 0.471          | 0.828           | 0.809           | 0.803           | 0.744          |
| 1000| Wald | 0.458           | 0.480           | 0.489           | 0.451          | 0.754           | 0.752           | 0.751           | 0.692          |
|    | LR   | 0.751           | 0.761           | 0.745           | 0.686          | 0.948           | 0.939           | 0.943           | 0.783          |
| 1200| Wald | 0.681           | 0.671           | 0.659           | 0.672          | 0.914           | 0.909           | 0.906           | 0.775          |
|    | LR   | 0.912           | 0.899           | 0.892           | 0.771          | 0.994           | 0.992           | 0.985           | 0.858          |
| 1500| Wald | 0.878           | 0.864           | 0.851           | 0.750          | 0.990           | 0.986           | 0.983           | 0.844          |
|    | LR   | 0.990           | 0.984           | 0.980           | 0.836          | 0.999           | 0.999           | 0.999           | 0.919          |
| 2000| Wald | 0.983           | 0.978           | 0.971           | 0.832          | 1               | 0.999           | 0.997           | 0.913          |
|    | LR   | 1               | 0.999           | 1               | 0.902          | 1               | 1               | 1               | 0.955          |

The power of this table is calculated by changing the value of $\gamma$ and fixing $\beta = 0.5$.

The null hypothesis of parameter is $(\gamma^0, \beta^0) = (0.35, 0.5)$. The power of this table is calculated by changing the value of $\gamma$ and fixing $\beta = 0.5$.

Figure 1. The power of the Wald test and Likelihood Ratio (LR) test based on changing the value of $\beta$ and fixing $\gamma = 0.35$. 
5. Empirical Study

In this section, we apply the proposed tests to analyze the CSI 300 index with a sampling frequency of 1 min. The data set covers from 15 March 2017 to 29 May 2020 (796 days, 241 observations in each day), containing 191,836 pieces of data. For each trading day \( n \), we compute the intraday log-return process \( R_n(u) \) as follows:

\[
R_n(u) = 100[\log P_n(u) - \log P_{n-1}(1)], \quad u \in [0, 1],
\]

where \( 0 \leq u \leq 1 \), \( P_n(u) \) is the \( n \)-th intraday price sequence.

In practice, it is of much interest to know whether the GARCH effect exists. Hence in this empirical study, we consider the following test problem:

\[
H_0: \gamma^0 = \beta^0 = 0; \quad \text{vs.} \quad H_1: \text{there exists at least one of } \gamma^0 \text{ and } \beta^0 > 0.
\]

Similar to the simulation study, the realized volatility is chosen as the volatility proxy. They is a 1-min proxy \( RV(1) \), 5-min proxy \( RV(5) \), and 10-min proxy \( RV(10) \) respectively. The parameter \( \tau \) is also fixed to 1.

The intraday log-return process \( R_n(\cdot) \) and daily log-return process \( r_n \) are plotted in Figures 3 and 4.

The Ward test and LR test statistics calculated by \( \hat{\theta}_H \) and \( \hat{\theta} \) are reported in Table 4. Given a nominal significance level 5%, the critical value is \( \chi^2(2) = 5.9915 \). We can see from Table 4 that both of the two test statistics of four kinds of estimators are significant. In addition, the Wald test and LR test statistics computed by \( \hat{\theta}_H \) are more larger than that computed by \( \hat{\theta} \). This indicates that the GARCH model is suitable for the data studied in this paper.
6. Conclusions

In this article, we focused on the test of the daily GARCH model by taking intraday high-frequency data into account. Based on the daily GARCH model estimation using intraday high-frequency data, the adjusted Wald test and LR test for daily GARCH model are provided. Under some regularity conditions, the two considered test statistics were shown to be asymptotically equivalent and the limiting distribution was $\chi^2(k)$ distribution, with $k$ being the number of unknown parameter. Simulation and empirical studies implied that the proposed test statistics had better size and power performance than traditional ones (without using high-frequency data). Consequently, the considered tests were of a certain novelty and superiority.

For the traditional daily GARCH model test, we could also use the Lagrange multiplier test. But for the adjusted test statistics proposed in this paper, Lagrange multiplier method was not applicable. This is because the Lagrange Multiplier test only uses the parameter estimator of the null hypothesis [41], while our adjusted test required the parameter values of both the null and alternative hypothesis. Hence, the Lagrange Multiplier test was not applicable in our study.
The idea of this paper can easily be extended to study the test of other GARCH type models, such as the GJR-GARCH model, threshold GARCH model, and periodic GARCH model. Moreover, one can also apply the idea to the nonstationary GARCH models and heavy tailed GARCH models.

Author Contributions: Conceptualization, Y.L.; formal analysis, C.D. and X.Z.; methodology, X.Z.; project administration, Y.L. and X.Z.; resources, C.D. and Y.L.; software, C.D.; supervision, X.Z.; validation, Y.L.; visualization, C.D. and X.Z.; writing-original draft, C.D.; writing-review and editing, X.Z. and Q.X. All authors have read and agreed to the published version of the manuscript.

Funding: The work is partially supported by Young Innovative Talents Program for Colleges and Universities in Guangdong Province of China 2018KQNCX241, Natural Science Foundation of Guangdong Province 2018A030310068, National Natural Science Foundation of China 11731015, 11571148, 11701116, and Guangzhou University Research Funding 69-6209254, 220030401.

Acknowledgments: The thorough revision and constructive comments of the editor and anonymous reviewers are gratefully acknowledged.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

Let \( \Theta \) denote the parameter space. The assumptions of Theorems 1 and 2 are:

(A1) \((Z_n)\) is an i.i.d sequence with \(E Z_n^2 = 1\);

(A2) \(\Theta\) is a compact subset of the space given by \(\tau > 0, \gamma > 0, \beta \in [0, 1]\), and \(\theta^0 \in \text{int} \Theta\);

(A3) \(E(\log \gamma^0(\tau^0)^2 Z^2 + \beta^0) < 0\);

(A4) \(Z_n^2\) is a non-degenerate random variable;

(A5) \(EZ_n^4 < \infty\).

**The QML regularity conditions B**

Before restating the conditions, we introduce the definition of the Uniform Weak Law of Large Numbers (UWLLN) (see [43]) as follows.

A random functions sequence \(g_n(y_n, \theta)\) satisfies the UWLLN, if

\[
\sup_{\theta \in \Theta} \left| N^{-1} \sum_{n=1}^{N} g_n(y_n, \theta) - E g_n(y_n, \theta) \right| \xrightarrow{P} 0, N \to \infty.
\]

The QML regularity conditions (refer to [44]) are:

(B1) \(\Theta\) is compact, has nonempty interior and \(\theta^0 \in \text{int} \Theta\);

(B2) The variance functions \(h_n\) are measurable functions of the data for all \(\theta \in \Theta\) and are twice continuously differentiable with respect to \(\theta\) on \(\text{int} \Theta\);

(B3) \((l_n(\theta))\) satisfies the UWLLN and \(\theta^0\) is the identifiably unique maximizer (see [45]) of

\[
N^{-1} \sum_{n=1}^{N} E[l_n(\theta) - l_n(\theta^0)];
\]

(B4) The Hessian \((l''_n(\theta))\) satisfies the UWLLN and the expected Hessian \(A_0 = E l''_n(\theta^0)\) is positive definite;

(B5) The outer product of \((l'_n(\theta^0)l'_n(\theta^0)^T)\) satisfies the UWLLN, and the expected outer product \(B_0 = E[l'_n(\theta^0)l'_n(\theta^0)^T]\) is positive definite.

Appendix B

**Appendix B.1. Proof of Theorem 1**

Since the LR test statistic is constructed as

\[
T_{LR} = -2[L_N(\theta^0) - L_N(\hat{\theta})],
\] (A1)
by Taylor’s expansion, we have

\[ L_N(\theta^0) = L_N(\hat{\theta}) + \frac{1}{2} (\theta^0 - \hat{\theta})^T \frac{\partial^2}{\partial \theta \partial \theta^T} L_N(\hat{\theta})(\theta^0 - \hat{\theta}). \]  

(A2)

Obviously, Formula (A1) can be written as

\[ T_{LR} = -2[L_N(\theta^0) - L_N(\hat{\theta})] \]

\[ = - (\theta^0 - \hat{\theta})^T \frac{\partial^2}{\partial \theta \partial \theta^T} L_N(\hat{\theta})(\theta^0 - \hat{\theta}). \]  

(A3)

where |ζ - θ^0| ≤ |θ - θ^0|.

We know the quasi log-likelihood function of models (3) and (4) equals

\[ L_N(\theta) = \sum_{n=1}^{N} l_n(\theta) = -\frac{1}{2} \sum_{n=1}^{N} [\log(v_n^2(\gamma, \beta) \tau^2) + \frac{r_n^2}{v_n^2(\gamma, \beta) \tau^2}], \]

where the first and second derivative of likelihood function are computed as follows:

\[ l_n'(\theta) = - \frac{h_n'(\theta)}{2h_n(\theta)} [1 - \frac{r_n^2}{h_n(\theta)}], \]

\[ l_n''(\theta) = - \frac{1}{2h_n''(\theta)} [h_n'(\theta)^2 + (2\frac{r_n^2}{h_n(\theta)} - 1)] + h_n''(\theta)[h_n(\theta) - r_n^2], \]

with

\[ h_n' = (2\tau v_n^2, \tau^2(r_{n-1}^2 + \beta \frac{\partial v_n^2}{\partial \gamma}), \tau^2(v_{n-1}^2 + \beta \frac{\partial v_n^2}{\partial \beta})). \]

From Propositions 3.12, 6.1, 6.2 of [40], one can easily know that \( l_n'(\theta) \) and \( l_n''(\theta) \) are stationary and ergodic sequence of random elements.

Note that, for a given parameter space \( \Theta \), the QMLE \( \hat{\theta} \) of \( \theta = (\gamma, \beta, \tau)^T \) is the maximizer of the above \( L_N(\theta) \). From Theorem 4.1 of [40], we have \( \hat{\theta} \xrightarrow{a.s.} \theta^0 \), for a sufficient large \( N \). By applying Taylor’s expansion, we can obtain

\[ L_N'(\hat{\theta}) = L_N'(\theta^0) + L_N''(\hat{\theta})(\hat{\theta} - \theta^0), \]  

(A4)

where |ζ - θ^0| ≤ |θ - θ^0|. The function \( L_N(\theta) \) takes its maximum value at point \( \hat{\theta} \). Then Formula (A4) is equivalent to the following Formula (A5):

\[ \frac{L_N''(\hat{\theta})(\hat{\theta} - \theta^0)}{N} = - \frac{1}{N} L_N'(\theta^0). \]  

(A5)

By Theorem 2.7 of [40], we have

\[ \frac{L_N''(\zeta)}{N} \xrightarrow{a.s.} L_N'(\theta), N \to \infty, \theta \in \Theta. \]  

(A6)

Here \( L_N''(\theta) = E[l_n''(\theta)] \). Let \( A_0 = -E[l_0''(\theta^0)] \), and \( h_n(\theta) = \sigma_n^2(\theta) \). Then, \( h_n(\theta^0) = \sigma_n^2(\theta^0) \) a.s., and \( r_n = \sigma_n \zeta_n \). Through the computation of derivatives and expectations, we have

\[ A_0 = -E[l_0''(\theta^0)] = \frac{1}{2} E \left[ \frac{1}{v_0^2}(\theta^0) h_0'(\theta^0) h_0'(\theta^0)^T \right] = \frac{1}{2} G(\theta^0). \]  

(A7)

Because \( \zeta \to \theta^0 \) as \( \hat{\theta} \to \theta^0 \), it follows that

\[ - \frac{L_N''(\zeta)}{N} \xrightarrow{a.s.} A_0. \]  

(A8)
Thus,
\[-\frac{L''_N(\zeta)}{N} = A_0 + o_p(1).\]  
\hspace{1cm} (A9)

Denote \(B_0 = E[l_0'(\theta^0)l_0'(\theta^0)^T]\). It follows that
\[B_0 = E[l_0'(\theta^0)l_0'(\theta^0)^T] = Var\left[\frac{L_N(\theta^0)}{\sqrt{N}}\right] = \frac{1}{4} E\left[\frac{1}{\sigma_0}(\theta^0)h_0'(\theta^0)h_0'(\theta^0)^T(Z_n^2 - 1)^2\right] = \frac{1}{4} Var\left(Z_n^2\right)G(\theta^0).\] \hspace{1cm} (A10)

According to \(V_0 = Var(Z_n^2)G(\theta^0)^{-1}\) and Formula (A7), we have \(A_0 = \frac{1}{2} Var(Z_n^2)V_0^{-1}\). Notice that \(V(\hat{\theta})\) is the consistent estimator of the \(V_0\). Since \(Z_n^2\) is the innovation of GARCH model and \(T_W \sim \chi^2(3)\), we can obtain
\[T_{LR} = N(\theta^0 - \hat{\theta})^T A_0(\theta^0 - \hat{\theta}) + o_p(1) = \frac{1}{2} Var(Z_n^2)N(\theta^0 - \hat{\theta})^TV_0^{-1}(\theta^0 - \hat{\theta}) + o_p(1) = \frac{1}{2} Var(Z_n^2)N(\theta^0 - \hat{\theta})^T[V(\hat{\theta})^{-1} + o_p(1)](\theta^0 - \hat{\theta}) + o_p(1) = \frac{1}{2} Var(Z_n^2)T_W + o_p(1) \sim \chi^2(3).\] \hspace{1cm} (A11)

Further,
\[T_{LR}^* = 2Var^{-1}(Z_n^2)T_{LR} \approx T_W \sim \chi^2(3).\] \hspace{1cm} (A12)

Therefore, Theorem 1 is proved.

Appendix B.2. Proof of Theorem 2

By Taylor’s expansion, we have
\[L_N(\theta^0) = L_N(\hat{\theta}_H) + L_N'(\hat{\theta}_H)^T(\theta^0 - \hat{\theta}_H) + \frac{1}{2}(\theta^0 - \hat{\theta}_H)^TL_N''(\hat{\zeta})(\theta^0 - \hat{\theta}_H),\] \hspace{1cm} (A13)

where \(|\hat{z} - \theta^0| \leq |\hat{\theta} - \theta^0|\). Thus we can rewrite the Formula (25) as,
\[T_{LR}^* = -2[L_N(\theta^0) - L_N(\hat{\theta}_H)] = -2[L_N'(\hat{\theta}_H)^T(\theta^0 - \hat{\theta}_H) + \frac{1}{2}(\theta^0 - \hat{\theta}_H)^TL_N''(\hat{\zeta})(\theta^0 - \hat{\theta}_H)].\] \hspace{1cm} (A14)

It follows form Formula (A4) that
\[L_N'(\theta^0) = L_N'(\hat{\theta}) + L_N''(\hat{\zeta})(\theta^0 - \hat{\theta}).\] \hspace{1cm} (A15)

Here \(L_N''(\hat{\theta}) = 0\) because the likelihood function \(L_N(\theta)\) takes its maximum value at \(\hat{\theta}\). Applying Taylor’s expansion for the function \(L_N'(\hat{\theta}_H)\) in Formula (A14), it follows that
\[L_N'(\hat{\theta}_H) = L_N'(\theta^0) + L_N''(\hat{\zeta})(\hat{\theta}_H - \theta^0) = L_N''(\hat{\zeta})(\theta^0 - \hat{\theta}) - L_N''(\hat{\zeta})(\theta^0 - \hat{\theta}_H),\] \hspace{1cm} (A16)
where $|\xi - \theta^0| \leq |\hat{\theta} - \theta^0|$. According to Formulas (A15) and (A16), we can rewrite Formula (A14) as

$$T_{LR}^0 = - 2 |L_N(\theta^0) - L_N(\hat{\theta}_H)|$$
$$= - 2 |L'_N(\hat{\theta}_H)^T(\theta^0 - \hat{\theta}_H) + \frac{1}{2}(\theta^0 - \hat{\theta}_H)^TL''_N(\xi)(\theta^0 - \hat{\theta}_H)|$$
$$= - 2 |(\theta^0 - \hat{\theta})^TL''_N(\xi)(\theta^0 - \hat{\theta}_H) - (\theta^0 - \hat{\theta}_H)^TL''_N(\xi)(\theta^0 - \hat{\theta}_H) + \frac{1}{2}(\theta^0 - \hat{\theta}_H)^TL''_N(\xi)(\theta^0 - \hat{\theta}_H)|. \quad (A17)$$

By $\hat{\theta}_H \xrightarrow{a.s.} \theta^0$ and $\hat{\theta} \xrightarrow{a.s.} \theta^0$, we further have $\theta^0 - \hat{\theta} = o_p(1)$ and $\theta^0 - \hat{\theta}_H = o_p(1)$. Note that Formula (A8). For any $\xi \rightarrow \theta^0$, we have $-\frac{L''_N(\theta^0)}{N} \xrightarrow{a.s.} A_0$. Hence, Formula (A17) can be transformed into following Formula (A18):

$$T_{LR}^0 = - 2 |L_N(\theta^0) - L_N(\hat{\theta}_H)|$$
$$= - 2 |L'_N(\hat{\theta}_H)^T(\theta^0 - \hat{\theta}_H) + \frac{1}{2}(\theta^0 - \hat{\theta}_H)^TL''_N(\xi)(\theta^0 - \hat{\theta}_H)|$$
$$= - 2 |(\theta^0 - \hat{\theta})^TL''_N(\xi)(\theta^0 - \hat{\theta}_H) - (\theta^0 - \hat{\theta}_H)^TL''_N(\xi)(\theta^0 - \hat{\theta}_H) + \frac{1}{2}(\theta^0 - \hat{\theta}_H)^TL''_N(\xi)(\theta^0 - \hat{\theta}_H)|$$
$$= - (\theta^0 - \hat{\theta}_H)^TL'_{\epsilon H}(\theta^0 - \hat{\theta}_H) + o_p(1)$$
$$= - N(\theta^0 - \hat{\theta}_H)^TA_0(\theta^0 - \hat{\theta}_H) + o_p(1). \quad (A18)$$

According to $A_0 = Var(Z^2_H)\nu_0^{-1}/2$ and the consistency of $\hat{\theta}_H$, it follows that

$$T_{LR}^0 = N(\theta^0 - \hat{\theta}_H)^TA_0(\theta^0 - \hat{\theta}_H) + o_p(1)$$
$$= \frac{1}{2}Var(Z^2_H)N(\theta^0 - \hat{\theta}_H)^TV(\hat{\theta}_H)^{-1}(\theta^0 - \hat{\theta}_H) + o_p(1)$$
$$= \frac{1}{2}Var(Z^2_H)\nu_0^o + o_p(1). \quad (A19)$$

Hence, we have

$$T_{LR}^i = 2Var^{-1}(Z^2_H)T_{LR}^0 \approx T_{\nu_0}^0 \sim \chi^2(3). \quad (A20)$$

This completes the proof of Theorem 2.
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