Continuous-time dynamics and error scaling of noisy highly entangling quantum circuits
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We investigate the continuous-time dynamics of highly-entangling intermediate-scale quantum circuits in the presence of dissipation and decoherence. By compressing the Hilbert space to a time-dependent “corner” subspace that supports faithful representations of the density matrix, we simulate a noisy quantum Fourier transform processor with up to 21 qubits. Our method is efficient to compute with a controllable accuracy the time evolution of intermediate-scale open quantum systems with moderate entropy, while taking into account microscopic dissipative processes rather than relying on digital error models. The circuit size reached in our simulations allows to extract the scaling behavior of error propagation with the dissipation rates and the number of qubits. Moreover, we show that depending on the dissipative mechanisms at play, the choice of the input state has a strong impact on the performance of the quantum algorithm.

I. INTRODUCTION

The tremendous advances on the control of artificial quantum systems, such as superconducting Josephson qubits [1] and trapped ions [2], are allowing dramatic progress toward the realization of devices for quantum computation [3, 4]. We have reached the noisy intermediate-scale quantum (NISQ) era [5], where error-correction is not yet possible due to daunting overheads [6], but where quantum advantage might be already exploited for applications in quantum chemistry [7], optimization [8] and even finance [9]. It is therefore of crucial importance to precisely understand the effects of both incoherent and coherent sources of noise on quantum algorithms [10–13]. To meet these challenges, there is a strong need for accurate numerical simulations of quantum hardware on classical computers [14–18]. In particular, the application of tensor network methods to quantum circuit simulation has been shown to be effective to model circuits with a limited degree of entanglement [19–23].

Most existing simulators of quantum hardware consider local and digital error models [3, 6, 24, 25], that consist in extending the quantum circuit model to noisy algorithms by including noise gates applied after each unitary gate. Although in close proximity with classical error models, these two approximations do not necessarily hold, especially for highly-entangling circuits [26], and remain a challenge in quantum error correction [27]. To take into account realistic sources of noise for highly-entangling circuits one should revert to a continuous-time description, where noise is taken into account continuously during the dynamics associated with the quantum gates. If one neglects non-Markovian effects, this can be performed in the framework of the Lindblad master equation [28]. However, such a description is numerically expensive; for a chain of $L$ qubits with Hilbert space dimension $N = 2^L$, a density matrix of size $N^2$ must be evolved. Several proposals to reduce the complexity of the task that do not limit entanglement exist [29–39], such as the Monte-Carlo wavefunction method [40–42] that reduces the problem to evolving many wavefunctions. However, their number is not known in general [43] and, in the case of weak dissipation, the method can quickly become equivalent to a full integration of the master equation as a greater amount of trajectories are needed to reach convergence. In recent years, there has been a growing interest in the idea that for a certain class of low-entropy systems, a limited number of states, belonging to a so-called “corner” subspace, can efficiently and faithfully represent the density matrix [44–47]. Since quantum processors are conceived to be weakly dissipative and with low entropy, they belong to this class. Stabilized arrays [48, 49], cat qubit systems [50] and quantum hardware with state-of-the-art dissipation rates [3, 5] belong to this category.

In this paper, we investigate the continuous-time evolution of noisy intermediate-scale quantum circuits. We develop a time-dependent corner-space method with no restriction on the degree of entanglement, circuit connectivity, physical dimension or noise correlations and provide results with fully controllable accuracy. We focus our paper on the investigation of the role of dissipation and decoherence on the quantum Fourier transform (QFT). This is an essential and highly-entangling quantum circuit at the heart of the Shor algorithm [51], quantum phase estimation [52] and many algorithms related to the hidden subgroup problem [53]. We demonstrate the capabilities of our method by simulating the dissipative QFT up to 21 qubits with a high and controlled accuracy, with a speedup of at least three orders of magnitude with respect to a full integration of the master equation. We show that the infidelity of the output state of the dissipative QFT with respect to the output state of a unitary QFT surprisingly scales polynomially with the system size, with an exponent that does not depend on the dissipation rate. Furthermore, we explore the impact of different dissipative mechanisms on the fidelity.
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and study how the initial state affects the performance of the quantum computation.

II. TIME-DEPENDENT CORNER-SPACE METHOD

Let us consider an open quantum system whose dynamics is governed by the following Lindblad master equation [28]:

$$\frac{d}{dt} \hat{\rho} = -i[\hat{H}, \hat{\rho}] + \sum_{i=1}^{D} (\hat{J}_i \hat{\rho} \hat{J}_i^\dagger - \frac{1}{2} \{\hat{J}_i^\dagger, \hat{J}_i, \hat{\rho}\})$$  

(1)

where \(\hat{H}\) is the system Hamiltonian \((\hbar = 1)\) acting on a Hilbert space \(\mathcal{H}\) of dimension \(N\), and \(\hat{J}_i\) is the \(i\)-th jump operator. At any time \(t\), the solution \(\hat{\rho}\) may be approximated by:

$$\hat{\rho}(t) \simeq \sum_{k=1}^{M(t)} p_k(t) |\phi_k(t)\rangle \langle \phi_k(t)|,$$  

(2)

where \(p_k(t)\) are the \(M(t)\) largest eigenvalues of \(\hat{\rho}\) at the time \(t\) [we order the eigenvalues in such a way that \(p_k(t) \geq p_{k+1}(t), \forall k\)] and the \(|\phi_k(t)\rangle\)'s their associated eigenvectors. By construction, the controlled truncation error of such an approximation is strictly decreasing in \(M\) and quantified by \(\epsilon_M = 1 - \frac{1}{M} \sum_{k=1}^{M} p_k\) so that the decomposition becomes exact for \(M(t) = r(t)\) with \(r(t)\) denoting the rank of \(\hat{\rho}(t)\), equivalent to the \(\alpha = 0\) Rényi entropy [54]. Therefore, in a wide class of low-entropy systems including most platforms relevant for quantum computing, \(\hat{\rho}\) is very well approximated by \(M \ll N\) basis vectors, and even by \(M \gtrsim 1\) for close to pure states. Henceforth, \(M\) will be referred to as the corner dimension. The accuracy of the calculations will be controlled by a fixed maximum error \(\epsilon\) with \(\epsilon_M \leq \epsilon\) enforced at any time.

All the information of the density matrix is carried by a set of weighted corner basis vectors of the form \(\sqrt{p_k} |\phi_k\rangle\). In some arbitrary computational basis \(|n\rangle\) such as \(N\), these can be represented by a \(N \times M\) matrix with elements \(C_{nk}(t) = \sqrt{p_k(t)} \langle n|\phi_k(t)\rangle\). From Eq. (2) one has:

$$\hat{\rho}(t) = \hat{C}(t)\hat{C}^\dagger(t).$$  

(3)

The essential goal of this method is to efficiently perform the time-evolution of the low-dimensional weighted corner basis \(\hat{C}\) without ever reconstructing \(\hat{\rho}\). The evolution \(\hat{C}(t) \rightarrow \hat{C}(t+\delta t)\) over a small time step \(\delta t\), schematically illustrated in Fig. 1(a), involves two computational operations: (i) calculation of the transition basis and (ii) dimensional reduction by projection onto the new principal components.

Step (i): The weighted corner basis \(\hat{C}(t)\) evolves into the weighted transition basis \(\hat{T}(t+\delta t)\) as

$$\hat{\rho}(t+\delta t) = \sum_{i=0}^{D} \hat{K}_i \hat{\rho}(t) \hat{K}_i^\dagger = \hat{T}(t+\delta t)\hat{T}^\dagger(t+\delta t),$$  

(4)
ent part of the evolution is integrated with high-order deal with arbitrary Markovian noise models with no limit yielding an updated weighted corner basis $\hat{\rho}$ truncated to retain the leading $M$ components of the decomposition can be judiciously $\sqrt{\delta t}$ and $|\phi_{k,\sigma}(t + \delta t)\rangle$. These are related by the relation $\sqrt{\delta t} |\phi_{k,\sigma}(t + \delta t)\rangle = \hat{T}(t + \delta t) |\phi_{k,\sigma}(t + \delta t)\rangle$ [57]. The components of the decomposition can be judiciously truncated to retain the leading $M(t + \delta t)$ eigenvalues $p_k$, yielding an updated weighted corner basis $C(t + \delta t)$, with the same structure as the initial one $C(t)$.

In our implementation (see Appendix A 5), the coherent part of the evolution is integrated with high-order and stiffness-stable techniques, and the corner dimension $M(t)$ is dynamically adapted to match the desired accuracy, given by $\epsilon$. As a result, the presented method can deal with arbitrary Markovian noise models with no limit on the degree of entanglement and amounts to evolving $O(ML2^L)$ closed systems (see Appendix A 1). Our method is thus particularly suited for high-entangling quantum circuits with moderate entanglement as the dimension $M$ ultimately depends on the entropy.

III. APPLICATION TO THE NOISY QFT

As a first application, we numerically simulate a noisy QFT on the circuit shown in Fig. 1(b) with up to $L = 21$ qubits. Quantum gates are executed via a continuous-time evolution defined by an appropriate master equation taking the form of Eq. (1). We work in a frame rotating at the frequency of the qubit transition. We model the noise as dissipation due to an environment at zero temperature described by jump operators of the form $\hat{J}_i = \sqrt{\gamma_i} \hat{\sigma}^+_i$, corresponding to local decay processes from the excited qubit state $|\uparrow\rangle_j = |0\rangle$ to the lower energy qubit state $|\downarrow\rangle_j = |1\rangle$. The Hadamard gate on qubit $i$ is achieved via the application of the Hamiltonian $\hat{H}_i^1 = \frac{i}{2} \hat{\sigma}^+_i$ for a time duration equal to $\pi/2\delta$ ($\pi/2$-rotation along the y-axis of the qubit Bloch sphere) followed by the application of $\hat{H}_i^2 = \frac{i}{2} \hat{\sigma}^z_i$ for a time $\pi/\delta$ ($\pi$-rotation along the z-axis of the Bloch sphere). A controlled phase gate of angle $\theta$ with control qubit $j$ and target qubit $k$ is performed by the Hamiltonian $\hat{H}_{j,k} = \frac{\delta}{2} \hat{\sigma}^+_j + \frac{\delta}{2} \hat{\sigma}^-_k - \frac{i}{2} (\hat{\sigma}^z_j \hat{\sigma}^+_k + \mathbb{I})$ for a time $\theta/\delta$. For simplicity, we assume sudden switching between gate Hamiltonians and do not include coherent errors, although both effects can be accurately described by our method.

FIG. 2. (a) Infidelity between the output density matrix $\hat{\rho}^{(c)}$ calculated with the corner-space method and the output $\hat{\rho}$, obtained via an exact integration as a function of the maximum corner dimension $M_{\text{max}}$ for different values of $\gamma T_{\text{QFT}}$ and a fixed number of qubits $L = 10$. (b) Fidelity as a function of $M_{\text{max}}$ and $L$ for $\gamma T_{\text{QFT}} = 2.5 \times 10^{-2}$. The parameter $N$ denotes the dimension of the total Hilbert space. Values corresponding to $M_{\text{max}} = L$ are highlighted by hollow markers (we find a fidelity $F \geq 0.997$ for $M_{\text{max}} \sim L \ln L$). The initial state is $|\psi_0\rangle$ as in Fig. 1 for all three panels. (c) Simulation time of the QFT algorithm in the presence of dissipation versus the number $L$ of qubits for the exact solution of the master equation (squared markers) and for the time-dependent corner-space method (circles) for two different values of the control parameter $\epsilon$. The dissipation rate is set by $\gamma T_{\text{QFT}} = 2.5 \times 10^{-2}$.
In what follows, \( \hat{L} \) build-up. gives a qualitative idea of the entanglement temporal states \([60]\), however given the moderate entropy here, it entropy is a measure of entanglement only for pure matrices of the noisy QFT obtained via the exact integra-
tion and via the corner method, respectively. Instead, \( \hat{L} \) for our method. In panel (c), the time evolution of the
demonstrate that entanglement is not a limiting factor
for three different initial states, described in the legend, for
the same dissipation rate \( \gamma/\delta = 2.5 \times 10^{-4} \).

We present an example of dynamics in Figs. 1(c) and 1(d). As an initial input state, we choose \( |\psi_i\rangle = \text{QFT}^{-1} |\text{GHZ}\rangle \) \([58]\) with
\( |\text{GHZ}\rangle = \frac{1}{\sqrt{2}} (|000\ldots 0\rangle + |111\ldots 1\rangle) \) \([59]\) in order to get a highly-entangled output state close to \( |\text{GHZ}\rangle \) and demonstrate that entanglement is not a limiting factor for our method. In panel (c), the time evolution of the corner-space dimension \( M \) as well as the exponential \( \exp(S) \) of the von Neumann entropy \( S(\hat{\rho}) = \text{Tr} \{ \hat{\rho} \ln \hat{\rho} \} \) are shown. Panel (d) shows the entanglement entropy \( S_{\text{ent}}(n) = S(\text{tr}_n \hat{\rho}) \) calculated for bipartitions of the form \( \{1, \ldots, n\}, \{n+1, \ldots, L\} \}. \) The entanglement entropy is a measure of entanglement only for pure states \([60]\), however given the moderate entropy here, it gives a qualitative idea of the entanglement temporal build-up.

The accuracy of our calculations has been bench-
marked to the results of an exact integration of the master
equation for small values of \( L \), the numbers of qubits. In what follows, \( \hat{\rho} \) and \( \hat{\rho}_{\text{c}} \) denote the output density matrices of the noisy QFT obtained via the exact integra-
tion and via the corner method, respectively. Instead, \( \hat{\rho}_0 \) denotes the outcome of the noiseless QFT, which is a pure state. Results of our benchmark are presented in Fig. 2 for fixed values of \( \gamma T_{\text{QFT}} \), where \( T_{\text{QFT}} \) denotes the physical
duration of the QFT operation. This ensures that the output infidelity with respect to \( \hat{\rho}_0 \) remains constant as the circuit size is increased. In particular, Fig. 2(a) shows the infidelity \( 1 - F(\hat{\rho}_{\text{c}}^{\gamma}, \hat{\rho}_0) \) as a function of the rescaled maximum corner dimension \( M_{\text{max}}/L \) for \( L = 10 \). We see that for \( M_{\text{max}} \sim 10L \) the exact results are excellently ap-
proximated by the time-dependent corner-space method for all the considered values of \( \gamma T_{\text{QFT}} \). The method still performs reasonably well for noise rates as high as
\( \gamma T_{\text{QFT}} = 1.5 \times 10^{-3} \), where the fidelity to the output of the noiseless circuit is as low as \( F(\hat{\rho}_0, \hat{\rho}_0) = 0.758 \). In Fig. 2(b) we show the fidelity \( F(\hat{\rho}_{\text{c}}^{\gamma}, \hat{\rho}_0) \) for different values of \( L \) as a function of \( M_{\text{max}} / N \). These results show that the advantage of our method over exact integration of the master equation increases with \( L \). In particular, for a given value of the fidelity, \( M \) grows with the system size as \( L \ln L \) (see Appendix A 4). For \( L = 12 \), an excel-
ent agreement of the corner-space method with the ex-
act integration is already obtained for \( M_{\text{max}} / N = 10^{-2} \). Finally, in Fig. 2(c), we compare the computation time of the corner-space method to the exact integration, for two different values of \( \epsilon \) \([61]\). Our method presents an ex-
poential speed-up with respect to the master equation integration which leads to a simulation that is faster by more than three orders of magnitude for \( L \sim 15 \). More-
ever, tuning \( \epsilon \) from \( 2 \times 10^{-4} \) down to \( 5 \times 10^{-5} \) preserves the scaling of the simulation time with \( L \).

IV. SCALING LAWS AND IMPACT OF INITIAL STATES

We can now evaluate the impact of incoherent pro-
cesses on intermediate-scale devices via a continuous-
time description and determine the scaling of errors. In
Fig. 3, we show the fidelity \( F(\hat{\rho}_{\text{c}}^{\gamma}, \hat{\rho}_0) \) for up to \( L = 21 \) qubits (dimension \( N = 2^{21} = 2,097,152 \)), for different values of \( \gamma/\delta \). Here, we consider dissipation channels described by the jump operators \( \hat{J}_i = \sqrt{\gamma}/2 \hat{\sigma}_i^- \). We find that the infidelity scales quadratically with the number of qubits \( L \). Although this result may be understood
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IV. SCALING LAWS AND IMPACT OF INITIAL STATES

We can now evaluate the impact of incoherent pro-
cesses on intermediate-scale devices via a continuous-
time description and determine the scaling of errors. In
Fig. 3, we show the fidelity \( F(\hat{\rho}_{\text{c}}^{\gamma}, \hat{\rho}_0) \) for up to \( L = 21 \) qubits (dimension \( N = 2^{21} = 2,097,152 \)), for different values of \( \gamma/\delta \). Here, we consider dissipation channels described by the jump operators \( \hat{J}_i = \sqrt{\gamma}/2 \hat{\sigma}_i^- \). We find that the infidelity scales quadratically with the number of qubits \( L \). Although this result may be understood
qualitatively by considering that the total time of the algorithm is linear in \( L \) and assuming a constant error rate, the fact that the scaling holds for different initial states is not trivial. For instance, starting from the \([11...1]\) (all spins down) state, dissipation does not affect the \( L - 1 \) last qubits during the first Hadamard gate and the following controlled phase gates, making the constant error assumption break down. Furthermore, as shown in Appendix B, errors depend on the applied gate, which are not all of the same duration.

Another key property is the fidelity dependence on the initial state, crucial to redesign algorithms that rely preferentially on a certain class of states. In Fig. 4, we address this question for the QFT by sampling initial states. Either energy relaxation produced by the jump operators \( \dot{J}_i = \sqrt{\gamma} \hat{\sigma}_i^+ \) or pure dephasing described by \( \dot{J}_i = \sqrt{\gamma} \hat{\sigma}_i^z \) are considered. We have found that two simple parameters characterizing the initial state are crucial: the total number \( n_S \) of spins up and the spin-up “barycenter” \( B(\rho) = (1/n_S) \sum_i \ell_T \text{Tr}[|\uparrow_i\rangle \langle \uparrow_i| \rho] \). Our findings show that, in the presence of energy relaxation, the fidelity of the noisy QFT decreases linearly with the number of spins up in the initial state. This is in stark contrast to the case of pure dephasing, which shows no significant dependence on \( n_S \). The fidelity also exhibits a strong dependence on the spin barycenter. Indeed, energy relaxation affects excited states only and the circuit’s Hadamard gates are applied one qubit at a time starting from the beginning of the chain. As a result, excited qubit states (spin up) close to the end of the chain are rotated down to the qubit Bloch sphere equator by the Hadamard gates later than those on the opposite end. Thus, they are globally more affected by dissipation.

V. CONCLUSION

We investigated the role of dissipation and decoherence in noisy intermediate-scale quantum circuits. Focusing on the key algorithm of the QFT, we revealed the scaling behavior for the fidelity and explored its dependence on the initial state. To achieve this goal, we have introduced and demonstrated a numerical time-dependent corner-space method that performs a judicious compression of the Hilbert space to faithfully represent the system density matrix. The method is not limited by entanglement and is suitable for systems with moderate entropy. Furthermore, our approach could be combined with efficient representations of the corner-space wavefunctions, such as neural-network ansätze [62–65]. These qualities make our approach ideally tailored for the NISQ era, providing a tool to improve our understanding of quantum hardware. The presented method can indeed be applied in many contexts related to quantum information: algorithm design for quantum feedback [66], machine learning for quantum control [67] and quantum error mitigation [68].
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Appendix A: Computational details

1. Complexity

The method presented above amounts to evolving \( M(t) \) closed systems with \( M(t) \) as the corner dimension. For a quantum computation, the initial state is pure, \( M(t = 0) = 1 \). As shown in Fig. 1(c), the dimension \( M(t) \) grows moderately in time. At every time step, the most demanding operation is related to the construction of the matrix \( \hat{\sigma} = \hat{T}^\dagger \hat{T} \). This involves a number of operations of order \( O(M^2(D + 1)^2 2^L) \). Indeed, the transition matrix \( \hat{T} \) has a size \( M(D + 1) \times N \), where \( N = 2^L \) denotes the dimension of the Hilbert space and \( L \) denotes the size of the system under consideration. Note that the number of jump operators \( D \) typically scales as \( L \) for most relevant quantum computing platforms consisting of \( L \) coupled units. The complexity of the method is thus of order \( O(M^2L^2 2^L) \). This represents an exponential reduction of the complexity with respect to that of a brute-force master equation integration, which is of order \( O(4^L) \).

2. Memory use

As pointed out in Sec. II, the Kraus operators \( \hat{K}_i \) are \( N \times N \) matrices, the same size as the density matrix. However, the memory required to store them is by no means comparable because of their extreme sparsity. Indeed, jump operators corresponding to dissipative processes are typically single-body operators and thus as memory-consuming as state vectors. The largest Kraus operator is \( \hat{K}_0 \), which roughly corresponds to \( H \). The RAM needed to store it is shown in Fig. 5 together with that associated with other numerically relevant objects as a function of the number of qubits. Another feature of our implementation is that the dimension of the corner basis \( M(t) \) is dynamically adapted to match the maximum allowed error that we impose, thus optimizing the computing and memory resources. This is performed by means of memory-contiguous dynamically resizable arrays. This saves considerable computation time, as \( M(t) \) grows in time when starting from a pure state \([M(0) = 1]\).
FIG. 5. (a) Memory use of different quantities. One can see that the gain in memory requirement from our method scales exponentially. Note that the Hamiltonian, being very sparse, is not the limitation. The largest stored object is the corner $\hat{C}$, that is composed of $M$ states. Here, as an example, we considered $M = 100$. (b) Infidelity between the dissipative output density matrix $\hat{\rho}_\gamma^{(c)}$ (calculated via the corner-space method) and the exact integration density matrix $\hat{\rho}_\gamma$ as a function of the maximum corner dimension $M_{\text{max}}$ for an $L$-qubit circuit and $\gamma T_{\text{QFT}} = 1.42 \times 10^{-2}$. The initial state is $|\psi_0\rangle = \text{QFT}^{-1}|\text{GHZ}\rangle$.

3. Efficient evaluation of relevant metrics

The evaluation of relevant metrics in quantum information is challenging with quantum-trajectory approaches, such as the Monte Carlo wave function method [40–42] (MCWF). Such an approach relies on the evolution of $n$ stochastic trajectories $\{|\psi_i(t)\rangle\}_{i=1}^n$. The density matrix can then be reconstructed as $\hat{\rho}(t) = (1/n) \sum_{i=1}^n |\psi_i(t)\rangle\langle\psi_i(t)|$. To simulate a quantum computation, this has two downsides: first, for weakly dissipative systems ($\gamma T \ll 1$), most trajectories will experience no quantum jump and, thus, be identical. This means that most of the computing resources are wasted in performing a redundant task. Second, most relevant metrics involved in quantum-information processing, such as fidelity and entanglement measures, namely concurrence, negativity, or entanglement entropy [60], require constructing explicitly the (dense) density matrix of the system and diagonalizing it. In practice, the latter, of complexity $O(N^3)$, is not feasible for systems larger than $\sim 15$ qubits. In contrast, the presented method yields explicitly both the eigenvalues $\{p_k(t)\}_{k=1}^M$ and the eigenvectors $\{|\phi_k(t)\rangle\}_{k=1}^M$ at every time step, with no need for additional calculations.

To give a concrete example, let us consider the evaluation of the fidelity between two arbitrary mixed states $\hat{\rho}$ and $\hat{\rho}'$ with ranks $M$ and $M'$, respectively, as given by

$$F(\hat{\rho}, \hat{\rho}') = \text{Tr}\left[\sqrt{\sqrt{\hat{\rho}'}\hat{\rho}\sqrt{\hat{\rho}'}\hat{\rho}}\right] = \sum_{m=1}^M \langle \phi_m | \left( \sum_{k=1}^M |\phi_k\rangle \mathcal{M}_{km} |\phi_m\rangle \right)^{1/2} |\phi_m\rangle,$$

with

$$\mathcal{M}_{km} = \sum_{k'=1}^{M'} p_{k'}^{(c)} \sqrt{p_k^m} \langle \phi_k | \phi_{k'} \rangle \langle \phi_{k'} | \phi_m \rangle,$$  \hspace{1cm} (A1)

where $p_{k}^{(c)}$ and $\phi_{k}^{(c)}$ correspond to the $k$th eigenvalue and eigenvector of $\hat{\rho}^{(c)}$. It appears from the above that the total complexity of this evaluation is of order

$$O(2N^3) + O(2M'N) + O(M^3) + O(MN),$$  \hspace{1cm} (A2)

where the first term accounts for the eigendecomposition of the two density matrices, the second for the construction of the matrix $\mathcal{M}_{km}$, the third for its diagonalization and the last for the trace. An additional subleading complexity of order $O(n \times N)$ is to be added if the density matrices are obtained via Monte Carlo wave function calculations in order to account for their construction. In contrast, the order $O(2N^3)$ is to be discarded when using the dynamical corner-space method, as the eigendecompositions are known explicitly. Then, for each method, one finally has to leading order and for $M^{(c)} \ll N$ the following scaling figures of merit:

| Metric | MCWF | Time-dependent corner space |
|--------|------|-----------------------------|
| $F(\hat{\rho}, \hat{\rho}')$ | $O(2N^3)$ | $O(\text{max}(M, 2M')N)$ |
| $F(\hat{\rho}, |\phi\rangle)$ | $O(nN)$ | $O(MN)$ |
| $S(\hat{\rho})$ | $O(N^3)$ | $O(M)$ |

In practice, the inconvenient scaling of the complexity for the Monte Carlo wave function approach, stemming from the two density-matrix diagonalizations, combined
with the necessity of storing dense matrices well beyond the realistically available RAM makes it impossible to compute the fidelity between two mixed states from trajectories for systems larger than \( \sim 15 \) sites. A similar discussion can be made for the entropy.

4. Scaling of the corner dimension

In our method, the tolerance on the precision of the density matrix is tunable by design and the convergence versus \( M \) is ensured for moderately dissipative systems with low entropy. This is contrast to the case of quantum trajectories for which the number of needed trajectories \( n \) for a given problem is currently unknown a priori [43]. In Fig. 5(b), one can see that for \( \gamma T_{\text{QFT}} = 1.42 \times 10^{-2} \), an infidelity below \( 10^{-3} \) can be reached by choosing \( M_{\text{max}} \sim L \ln L \). Hence, the corner dimension grows only polynomially with the size \( L \), in particular sub-quadratically. Note that this value of \( \gamma T_{\text{QFT}} \) is slightly higher than the state-of-the-art, hence the method is well suited to simulate experimental platforms in the coming years.

5. Integration method and stiffness

An issue with the map \( \hat{C}(t) \mapsto \hat{C}(t + \delta t) \) that updates the corner basis at each step is that it involves terms proportional to \( \sqrt{\delta t} \) in the Kraus operators. This seems to restrict the method to a first order explicit integration scheme, which could result in poor stability of the method when dealing with stiff dynamics ensued from nonlinear Hamiltonians. However, we circumvent this limitation by separating the pseudo-unitary evolution generated by \( K_0 \) from that of the rest of the Kraus operators. Instead of computing

\[
T_m = \sum_k K_{0,ik} C_{km} = \sum_k (\delta_{ik} - i\delta t \hat{H}_{ik}) C_{km}.
\]

we perform an exact numerical integration of the differential equation \( \partial_t \hat{C} = -i\hat{H}\hat{C} \) over the time interval \([t, t+\delta t]\) via an ordinary differential equation (ODE) solver well adapted to the level of stiffness induced by the Hamiltonian. This allows us to treat stiff problems, via adapted implicit methods, and to use adaptive time stepping.

To illustrate this point, let us consider a Kerr-cat qubit [69] as described by the following Hamiltonian:

\[
\hat{H} = K\hat{a}^\dagger \hat{a}^\dagger \hat{a}\hat{a} + \omega_c \hat{a}^\dagger \hat{a} + G(\hat{a}^2 + \hat{a}^{\dagger 2}), \quad (A3)
\]

where \( \omega_c \) is the cavity mode annihilation (creation) operator, \( \omega_c \) is the frequency of the cavity, \( K \) is its Kerr nonlinearity, and \( G \) is the two-photon driving frequency. If one considers jump operators \( \hat{J}_1 = \sqrt{\gamma} \hat{a}, \hat{J}_2 = \sqrt{\gamma} \hat{a}^\dagger \) that describe single- and two-photon losses, respectively, a logical qubit can be conceived by considering logical states \( |+\rangle = |C_0^+\rangle = (|\alpha\rangle + i|\alpha\rangle)/\sqrt{2} \) and \( |-\rangle = |C_0^-\rangle = (|\alpha\rangle - i|\alpha\rangle)/\sqrt{2} \) as these are steady states of the system in the \( \gamma \to 0 \) limit. Numerically, the simulation of such systems cannot be efficiently treated with explicit first-order methods as the differential equation corresponding to their time evolution is stiff because of the Kerr nonlinearity. Thanks to the numerical integrator used for the coherent part of the evolution of the corner \( C \), our method is capable of describing such systems, whose entropy is limited when \( \kappa \gg \gamma \). In Fig. 6, the Wigner functions of each of the four most populated states of the corner are shown with their associated probabilities \( p_i \), after having evolved the system for a time \( t = 10/\gamma \) via the corner-space method, setting a photon cutoff \( n_{\text{ph}} = 20 \). One sees that the low-dimensional basis found by the corner indeed closely matches that of a qubit with Schrödinger-cat logical states while keeping track of the effects of the single-body loss on the lowly probable states. By tuning the tolerance parameter of the method \( \epsilon \), such dissipative effects can be captured to any desired order. Our method therefore enables one to investigate the dynamics of such systems in an efficient way and could be used to understand how the single-photon dissipation impacts quantum operations in multi-Kerr-cat-qubit systems, among other applications involving bosonic qubits.

Appendix B: Continuous-time error model

In this appendix we discuss the differences between discrete-time and continuous-time error models. A convenient and widely used model for quantum computation is the gate-based model [70]. For closed systems, this model is strictly equivalent to the successive application of unitary time-evolution operators of the form \( \hat{U}_G = e^{-i\hat{H}_G \tau} \) with \( \hat{H}_G \) as the gate Hamiltonian and \( \tau \) as the gate time. In most current classical simulations of noisy quantum processors, errors are accounted for by extending the gate-based model to what has been coined digital error models [3]. These consist in applying noise gates after each unitary gate, expressed as Kraus operators, in analogy to error models for classical processors. However, in general, a quantum system is subject to a completely-positive, trace-preserving map acting on the system density matrix \( \hat{\rho} \) in continuous time. The generator \( \mathcal{L} \) of such a map can always be expressed in Lindblad form as a Liouvillian [28] whose action on the density matrix takes the form \( \mathcal{L}[\hat{\rho}] = \hat{U}[\hat{\rho}] + \mathcal{D}[\hat{\rho}] \), with \( \hat{U} \) and \( \mathcal{D} \) as the unitary and dissipative contributions to the time evolution of \( \hat{\rho} \). Explicitly, for a quantum gate \( G \), one has:

\[
\hat{U}[\hat{\rho}] = -i[\hat{H}_G, \hat{\rho}], \quad (B1)
\]

\[
\mathcal{D}[\hat{\rho}] = \sum_{i=1}^{D} \left( \hat{J}_i \hat{\rho} \hat{J}_i^\dagger - \frac{1}{2} \{\hat{J}_i^\dagger \hat{J}_i, \hat{\rho} \} \right), \quad (B2)
\]

with \( \hat{J}_i \) as the jump operators that describe the dissipative channels, which take a simple form when the environment can be treated within the Born-Markov approximation. Given an initial density matrix \( \hat{\rho} \), after a time
interval $\tau$, the density matrix at the output of the gate $\hat{\rho}(\tau)$ is given by

$$\hat{\rho}(\tau) = e^{\tau E} \hat{\rho}.$$  \hfill (B3)

One can always separate the unitary and dissipative parts of $\mathcal{L}$ to obtain

$$\hat{\rho}(\tau) = \mathcal{E}_G \left[ \hat{U}_G(\tau) \hat{\rho} \hat{U}_G^\dagger(\tau) \right] \equiv \mathcal{E}_G(\hat{\rho}_{\mathcal{U}}),$$  \hfill (B4)

where we have defined the density matrix after the ideal unitary process $\hat{\rho}_{\mathcal{U}} = \hat{U}_G(\tau) \hat{\rho} \hat{U}_G^\dagger(\tau)$ with $\hat{U}_G(\tau)$ as the time evolution operator that corresponds to the application of Hamiltonian $\hat{H}_G$ for time $\tau$ and $\mathcal{E}_G$ as a non-unitary map. In cases where $\mathcal{D}$ and $\mathcal{U}$ commute, one explicitly has $\hat{U}_G(\tau) = e^{-i\hat{H}_G \tau}$, and $\mathcal{E}_G = e^{\tau D}$ for the unitary and the error processes, respectively. However, in general, obtaining $\mathcal{E}_G$ is nontrivial, and experimentally one would need to perform a tomography on each gate to determine its exact error process: this is known as quantum process tomography [71].

Here we numerically simulate the quantum process tomography of a controlled phase gate of duration $\tau = \pi/2\delta$, $\delta$ being the Rabi frequency of the qubits. To do so, we decompose the error process $\mathcal{E}$ in the Pauli basis as

$$\hat{\rho}(\tau) = \mathcal{E}(\hat{\rho}_{\mathcal{C}\mathcal{R}_{\pi/2}}) = \sum_{m,n} \chi_{mn}^{\text{err}} \hat{P}_m \hat{\rho}_{\mathcal{C}\mathcal{R}_{\pi/2}} \hat{P}_n^\dagger,$$  \hfill (B5)

with $\hat{\rho}_{\mathcal{C}\mathcal{R}_{\pi/2}}$ as the output density matrix corresponding to an ideal controlled phase gate, $\hat{P}_n \in \{I, X, Y, Z\}^{\otimes 2}$ as the generators of the Pauli group on two qubits, and $\chi_{mn}^{\text{err}}$ as the error matrix that completely characterizes the error process and that we aim at numerically determining.

In Fig. 7, the error matrix corresponding to a noisy $\mathcal{C}\mathcal{R}_{\pi/2}$ gate is shown for two different cases. Panel (b) corresponds to a Lindblad evolution with jump operators $\hat{J}_i = \sqrt{\gamma}\hat{\sigma}_i^-$, and panel (a) corresponds to a Lindblad evolution with jump operators $\hat{J}_i = \sqrt{\gamma}\hat{\sigma}_i^-$. By using a Choi decomposition [72], one can numerically estimate the error matrix that recovers the density matrix $\hat{\rho}(\tau)$ of the realistic Lindblad evolution. In the first case, $\hat{J}_i = \sqrt{\gamma}\hat{\sigma}_i^-$ was considered, which does not commute with the Hamiltonian. This leads to a complex error process accounting for the spatial propagation of local errors upon (non-local) Hamiltonian time evolution. In this case, this manifests through the presence of single- and two-qubit error events with different magnitudes in the components of the error matrix. Similar error matrices have also been found experimentally [26]. Each non-negligible element corresponds to a Kraus operator to be applied after the ideal gate in the digital-error approach. Although two local jump operators suffice to describe the qubit-environment interaction, up to 16 Kraus operators could be necessary in such an approach. Note that the noise process acting on two qubits at the same time generally has a smaller magnitude, which can justify that one can neglect them for low-depth circuits (the quantum Fourier transform has $L(L + 1)/2$ gates, meaning these errors can accumulate in the long run). By contrast, in panel (b) pure-dephasing jump operators were considered, $\hat{J}_i = \sqrt{\gamma}\hat{\sigma}_i^-$, which commute with the controlled phase Hamiltonian. Hence, the error process only involves $Z$ errors in this case, although not strictly local (note the ZZ component).

As appears from the above discussion, modeling errors in continuous time is of fundamental and applied importance for the following reasons:

1. The errors induced by the presence of local dissipative events as captured by local jump operators cannot be accounted for via local noise gates, and are affected by the applied Hamiltonian, an effect that is generally not described by digital error models. For $d$-qubit gates, the number of noise gates to be applied goes up to $4^d$ in a digital-error approach.

2. For circuits, such as the quantum Fourier transform, there are $L$ controlled rotation gates that are applied for different times, hence one would need to perform tomography on each of them to recover their error matrices (as well as for the Hadamard gate). For multi-qubit gates such as the Toffoli gate, tomography becomes even more expensive.

3. Characterizing the jump operators of an experimen-
Our method is also able to treat collective dissipative processes described by jump operators, such as $J_z = (1/\sqrt{L}) \sum_i \sigma_i^z$ [73, 74]. This corresponds to a single Kraus operator in our method and is, hence, inexpensive. With a digital error model, describing collective effects would require to perform tomography on a $L$-qubit system, which is intractable since it requires $O(4^L)$ measurements.
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This state can be explicitly written as \(|\psi_0\rangle = (1/\sqrt{2N}) \sum_{n=0}^{N-1} (1 + e^{2\pi i n/N}) |n\rangle\), with \(|n\rangle\) the \(n\)th state of the computational basis.