Abstract—The growing complexity of modern computing platforms and the need for strong isolation protections among their software components has led to the increased adoption of Trusted Execution Environments (TEEs). While several commercial and academic TEE architectures have emerged in recent times, they remain hard to compare and contrast. More generally, existing TEEs have not been subject to a holistic systematization to understand the available design alternatives for various aspects of TEE design and their corresponding pros-and-cons.

Therefore, in this work, we analyze the design of existing TEEs and systematize the mechanisms that TEEs implement to achieve their security goals, namely, verifiable launch, run-time isolation, trusted IO and secure storage. More specifically, we analyze the typical architectural building blocks underlying TEE solutions, design alternatives for each of these components and the trade-offs that they entail. We focus on hardware-assisted TEEs and cover a wide range of TEE proposals from academia and the industry. Our analysis shows that although TEEs are diverse in terms of their goals, usage models and instruction set architectures, they all share many common building blocks in terms of their design.

I. INTRODUCTION

Today’s computing platforms are diverse in terms of their architectures, software provisioning models, and the types of applications they support. They include large-scale servers used in cloud computing, smartphones used in mobile networks, and smart home devices. Over time, these devices have evolved to store and process security-sensitive data to enable novel applications in various domains such as the healthcare and financial industry. Therefore, modern computing platforms must implement mechanisms to protect such security-sensitive data against unauthorized access and modification.

Data confidentiality and integrity solutions in today’s computing systems have to not only account for attacks over the network, but also those that originate from (a subset of) software and hardware components on the same platform or from an adversary with physical access. This is because these systems typically host multiple, mutually-untrusted software components. Examples of such software deployment models include code/data from different tenants that share the same cloud platform and code/data belonging to users and network providers that share the same smartphone. Therefore, platforms today have to isolate sensitive data from potentially co-resident software and hardware adversaries. In fact, this requirement equally extends to any computations that involve such sensitive data and, more generally, any security-critical computations.

An increasingly popular solution to the problem of protecting sensitive computations and data against co-located attackers is a Trusted Execution Environment (TEE). While existing TEEs often vary in terms of their exact security goals, most of them aim to provide (a subset of) four high level security protections, namely, (i) verifiable launch of the execution environment for the sensitive code and data so that a remote entity can ensure that it was set up correctly, (ii) run-time isolation to protect the confidentiality and integrity of sensitive code and data, (iii) trusted IO to enable secure access to peripherals and accelerators, and finally, (iv) secure storage for TEE data that must be stored persistently and made available only to authorized entities at a later point in time.

Today, a variety of academic and commercial TEE designs and solutions exist. They are diverse in terms of their underlying security assumptions, their target instruction set architectures and the usage models they support (Fig. 1). In this work, we analyze the design of existing TEEs and systematize common as well as unique design decisions of TEEs. Even though many TEE designs use different names and descriptions of their underlying mechanisms, the resulting mechanisms are often very similar. To reason about the similarities between these designs, we group the underlying mechanisms into classes of mechanisms and highlight exceptional cases.

We begin our study of TEE solutions by identifying and classifying the common set of adversaries that most TEEs consider, based on which platform components they control in software and hardware. We focus on hardware-assisted TEEs and cover how they implement verifiable launch, run-time CPU and memory isolation, trusted IO and secure storage. Analyzing which of these features different TEEs support, how they implement them, and which attackers they consider allows us to compare a wide range of TEEs spanning different usages including mobile and cloud computing. It also enables
us to be inclusive and cover a vast majority of existing academic and commercial TEEs.

The first TEE security goal we study is verifiable launch which refers to providing proof regarding the correctness of the initial state of the TEE. This is typically achieved by first establishing a Root of Trust for Measurement (RTM), then leveraging it to measure the state of the code/data within the TEE, and finally, making this available for verification through a process called attestation. Standard measurement and attestation processes have long been established by the Trusted Computing Group using a Trusted Platform Module (TPM) \([1]\). To a large extent, today’s attestation solutions involve similar mechanisms and protocols but have evolved over time to rely on different architectural components. For example, in some TEEs, attestation keys and measurements are held in on-chip components \([2]-[4]\), but others rely on the off-chip TPM \([5],[6]\). Key hierarchies involved in modern attestation protocols are also different from standard TPM-based protocols and, in some cases, involve symmetric keys for within-platform attestation for performance reasons.

We then focus on how TEEs implement run-time isolation to protect the confidentiality and integrity of sensitive computations and data. We introduce a taxonomy of isolation strategies that classifies them according to two dimensions: resource partitioning and isolation enforcement. We then use these dimensions to reason about the techniques used by individual TEE designs. As each strategy has unique (dis-)advantages for every resource, we discuss their suitability for isolating CPU and memory against different adversaries. Then, we summarize if and how different TEE solutions adopt these strategies by describing the various architectural components they use for CPU and memory isolation. We show that despite their diversity, most modern TEE designs use a single common strategy for CPU protection. In contrast, the strategies for memory protection are diverse, with some TEEs employing different strategies against different adversaries.

Trusted IO solutions for use with TEEs have evolved over time from supporting user IO to more diverse accelerators. Most trusted IO solutions involve two main components: a trusted path to the device and a trusted device architecture to protect security sensitive data just like the CPU. We identify two common types of trusted paths that TEEs can implement, namely logical and cryptographic. Then, we describe different ways to implement these trusted paths, their suitability for use in different scenarios and the architectural support they require in each case. Finally, we apply the same taxonomy of isolation strategies that we used in the context of CPU and memory isolation to understand diverse trusted device architectures.

Secure storage in the context of TEEs involves ensuring that any sensitive data that is persistent is only available to authorized entities. This concept is often referred to as sealing. Similar to measurement and attestation solutions, early sealing mechanisms for TEEs typically rely on concepts pioneered by the TPM \([1]\). We observe that sealing processes have adapted over time to cater to new requirements (e.g., migration, anti-rollback) as well as rely only on on-chip elements. Our study reveals that only about a third of existing TEE solutions discuss sealing support with similar implementation approaches.

Overall, this paper makes the following contributions towards an improved understanding of TEE architectures.

- This paper describes an adversary model including software and physical attackers and their capabilities. We believe that this taxonomy of adversaries is useful both during the design of TEEs in terms of choosing between different security mechanisms as well as for analyzing their security. This stems from the fact that the choice of security mechanisms in TEE solutions often differ not only by the resource being protected but also by the type of adversary being thwarted.
- To the best of our knowledge, this is the first effort to identify and classify the design decisions made by TEEs to achieve four fundamental security goals, namely verifiable launch, run-time isolation, trusted IO, and secure storage. We believe that this systematization can be used as a basis for designing new TEE architectures based on different design constraints and security models.
- Based on the surveyed TEE architectures, we conclude that the design space of the four fundamental security goals to be relatively small. New proposals usually re-use many design choices and only propose minor modifications to a single component.

II. Scope

Numerous new TEE architectures have been proposed in recent years. Oddly, despite the abundant research on TEEs and the growing number of commercially available TEE solutions, there is no single, widely-accepted definition for a TEE. In this paper, we do not attempt to find such a general definition of a TEE. Instead, we survey a wide variety of existing approaches and systematize them according to their architectural support of four security properties common in all of them: (i) verifiable launch, (ii) run-time isolation, (iii) trusted IO, and (iv) secure storage. With all the differences in existing TEE designs, we aim to find underlying design decisions that connect all these seemingly different approaches. Since the performance of a TEE is mainly determined by the processor design and not the TEE specifics, we do not investigate performance differences between the surveyed TEEs.

The selection of designs to survey is critical to this paper and it is based on the following criteria:

- We focus on hardware-assisted TEEs and do not investigate arguably more complex software approaches, e.g., relying on trusted hypervisors.
- We consider TEEs from many different processor architectures. We selected designs covering four major processor architectures: x86, ARM, POWER, and RISC-V. At the same time we also analyzed proposals based on more niche instruction set architectures such as SPARC and OpenRISC.
- While some proposals are sometimes not regarded to be TEEs (e.g., ARM TrustZone) we still attempt to include
as many designs that may fit in the envelope of a TEE even if the proposal itself does not use the term “TEE”.

• We deliberately exclude proposals based on co-processors such as Google Titan and Apple’s Secure Enclaves, or proposals based on hardware security modules (HSM).

We want to focus on approaches that run on general-purpose processors and are closely intertwined with other untrusted applications running on the same processor.

**Terminology:** In academic literature and the industry, numerous names have been used for the various components of a TEE. For example, Intel Software Guard Extensions (SGX) refers to TEE instances as enclaves[7], Trust Domain Extensions (TDX) uses Trust Domains [8], AMD Secure Encrypted VMs-Secure Nested Paging (SEV-SNP) [3] uses Secure Encrypted VMs, ARM Confidential Compute Architecture (CCA) uses Realms for their VM-isolation solution and trustlets for their application isolation feature [9]. In this paper, we use enclave to refer to such a TEE instance and trusted computing base (TCB) to describe all underlying trusted components. We use TEE to refer to the entire architecture that enables the creation of enclaves.

III. **SYSTEM AND ADVERSARY MODELS**

This section discusses the generic platform underlying most TEE designs and the types of adversaries they consider.

A. **System Model**

Most TEE solutions target a modern general-purpose computing platform that consists of a System-on-Chip (SoC) with off-chip memory and, optionally, off-chip peripherals, as shown in Fig. 2. The SoC itself contains one or more cores that potentially share a cache (or a part thereof) and fabric that connects them to the memory controller. SoCs also include an IO complex that is used to connect both on-chip and off-chip peripherals to the SoC fabric and caches. The typical software stack of the system includes an operating system (OS) and multiple userspace applications. If virtualized, a hypervisor runs underneath one or more Virtual Machines (VMs), each with their own (guest) OS and userspace applications. These software components run at different privilege levels on most modern CPUs (see Fig. 3). The hardware and software components that are used to achieve the security protections of a TEE is called the Trusted Computing Base (TCB).

B. **Adversary Model**

TEEs aim to provide a variety of security protections against a wide range of adversaries that are co-resident on the same platform. These include untrusted co-resident software (e.g., code in other enclaves, system management software such as an OS), untrusted platform hardware (e.g., IO peripherals), a hardware attacker who has physical access to the platform (e.g., bus interposers) or a combination thereof. We discuss these adversaries and the types of attacks they can launch with respect to a victim enclave (see Fig. 2).

Co-located enclave adversary: This adversary is relevant when the platform supports more than one enclave, either concurrently or over time. This adversary is capable of launching one or more enclaves with code/data of its choice. Such a situation commonly emerges, for example, in multi-tenant cloud platforms where multiple users can launch enclaves on shared hardware. It also occurs in mobile ecosystems where multiple service providers provision code (and data) to run within enclaves. For brevity, we use $A_{tee}$ to refer to such an attacker as well as any code/resources that it controls.

Unprivileged software adversary: This adversary can launch any unprivileged software on the same shared hardware as the victim enclave. Such an attacker can often run code with the same privilege level as the victim’s enclave but not higher. Examples of such adversaries include cloud users that control guest VMs in cloud environments that run alongside the victim enclave, and mobile phone users that can launch apps to run concurrently with mobile phone enclaves. We use $A_{app}$ to refer to such an attacker.

System software adversary: This refers to an adversary that controls the system management software, such as an OS that manages the platform’s resources. This adversary has all the capabilities of $A_{tee}$ and $A_{app}$. Additionally, it controls system resources such as memory and scheduling. Hence, it is more powerful than the above adversaries. Examples of such adversaries include the untrusted hypervisor in cloud settings and the OS running on a mobile phone. This adversary is referred to as $A_{syst}$.

Startup adversary: This refers to an adversary that controls the system boot of the platform that hosts the TEE. Such an attacker controls system configuration such as memory and IO fabric parameters that could undermine the entire TEE design if misconfigured. Examples of such an attacker include an untrusted BIOS. This adversary is represented as $A_{boot}$.

Peripheral adversary: Modern platforms could include multiple peripherals that are not in the TCB of the victim enclave. These peripherals could be within the SoC or the connected over to it over an external bus. They are often assumed to be untrusted, especially if they include firmware that could be potentially exploited remotely. An adversary controlling such a peripheral can launch nefarious IO transactions to try to access or modify memory and other resources belonging to the victim enclave. We use $A_{per}$ to denote such an attacker.

Fabric adversary: Another adversary considered by TEE architectures has the ability to introduce special hardware such as fabric interposers to launch man-in-the-middle attacks [10]. The fabric adversary can also directly access data-at-rest such as the disk or external memory. However, this adversary cannot breach the SoC package; everything within the package remains out-of-scope. In the rest of the paper, we use $A_{bus}$ to represent this adversary.

Invasive adversary: This adversary can launch invasive attacks such as de-layering the physical chip, manipulating clock signals and voltage rails to cause faults, etc., to extract secrets or force a different execution path than the intended one. For the sake of completeness, we include this adversary.
A note on Side-Channel Attacks

Numerous physical [11], [12] and micro-architectural [13]–[15] side-channel attacks have been explored and shown to be feasible on modern systems both in the context of TEEs [14] as well more broadly [13]. Such attacks can be launched by any of the above adversaries with varying success. Given that side-channels are often a result of shared computation resources and not often specific to enclaves, TEEs often rely on generic countermeasures to mitigate their impact. For example, generic software defense approaches such as eliminating secret-dependent memory accesses [16] or secret dependent branching [17] equally apply for use with enclaves. Today, most (commercial) TEE proposals explicitly exclude side-channel attacks from their attacker model and recommend using existing countermeasures to protect against them. Even though side-channel attacks are not the focus of this paper, we will still briefly mention the impact of specific design decisions on side-channels where it is appropriate.

IV. Verifiable Launch

A critical first step that precedes the actual execution of an enclave is a secure setup process that ensures that the enclave’s execution environment is configured correctly and that its initial state is as expected. The prevalent verifiable boot process in TEEs is enclave measurement and attestation. Intuitively, a measurement of an enclave, and more generally any software, is a fingerprint of its initial state, typically constructed by a series of one or more cryptographic hashes over the initial memory of the enclave. The measurement process itself must be trustworthy; it begins at the Root-of-Trust for Measurement (RTM) and is implemented as a chain-of-trust through the enclave’s TCB, which finally measures the enclave itself. The measurements are used later as part of a digitally signed report sent to a verifier through a process referred to as attestation. Attestation could provide additional information about the enclave’s security properties (e.g., the authenticity of the platform hosting the enclave, details about its TCB itself). This section discusses architectural support for different types of RTMs, typical measurement processes, and attestation schemes of TEEs.

A. Root of Trust (RTM)

Central to a verifiable launch process is an RTM, which serves as the trust anchor for the measurement process. Currently, TEEs use one of three types of RTMs, namely, static (SRTM), dynamic (DRTM), and hardware based (HW), as summarized in Table I.

SRTM is created by an unbroken chain of trust from the code module that first executes at system reset to the code that runs in the enclave. This chain of trust usually only includes all the software components of the enclave’s TCB, as shown in Fig. 4. The chain typically does not include the operating system. Such a solution can bootstrap the run-time components of the system TCB before any untrusted components ($A_{tee}$, $A_{app}$, $A_{sw}$, and $A_{per}$) are even active. For solutions that consider $A_{bus}$, such bootstrapping must ensure that no off-chip components (e.g., platform TPM) are required during this process. A typical SRTM could be implemented entirely in hardware or immutable software in a BootROM.
In contrast, solutions that use a DRTM can establish a new RTM without trusting the code executed prior to it since system reset (see Fig. 1b). So, these solutions must implement architectural extensions to protect the bootstrap process against adversaries (\(A_{tee}, A_{app}, A_{ssw}\), and \(A_{per}\)) that may potentially be active at the time of enclave launch \([5], [6], [18]\). This can be done through specialized hardware instructions that first suspend all other active processes (hence, \(A_{tee}, A_{app}, A_{ssw}\)) and disable all IO devices and interrupts (hence, \(A_{per}\)). Then, the hardware loads, measures, and authenticates a signed-code module that serves as the TCB of the actual enclave. Once the hardware has verified the signed-code module and potentially recorded its measurement, it executes the module that in turn loads and measures the enclave itself.

Most surveyed TEEs use SRTM (Table I). Only a few systems from two commercial processor manufacturers (Intel and AMD) leverage DRTM. We speculate that the main motivation of DRTM — excluding boot code from the TCB — only applies to platforms with a large amount of legacy boot code (e.g., x86 BIOS \([19]\)).

### B. Measurement

In SRTM and DRTM solutions, each entity in the chain of trust up to the enclave, starting at the RTM, measures the next component before transferring execution control to it. In practice, all components in such a chain of trust are not only measured but also integrity-checked (e.g., by verifying a signature, checking the measurement against a reference value) before they are executed. We note that all surveyed TEEs use very similar techniques for measurement and we did not discover major differences. We refer the reader to Appendix A for a further discussion on implementation details of a typical measurement mechanism.

### C. Architectural Support for Attestation

Attestation is the third and final step of verifiable launch, where a verifier checks that the enclave has been launched correctly and that its initial state is as expected. More specifically, the verifier ensures that the enclave’s measurement and its underlying TCB match their expected reference values. There are two flavors of attestation: local attestation and remote attestation. Local attestation is applicable when a verifier is co-located with the enclave on the same platform. In contrast, remote attestation is meant for use by a remote verifier that is not on the same platform as the enclave being attested. Remote attestation schemes usually rely on asymmetric cryptography and often incur the cost of checking one or more certificate chains. This can be expensive, especially when implemented in hardware. In contrast, local attestation is typically implemented using symmetric cryptography and tends to be more efficient. Most existing TEE solutions support remote attestation (Table I), but only a handful specify both local and remote attestation, as summarized in Table I. Note that the remote attestation of some TEEs can trivially be reused for local attestation.

### D. Provisioning Secrets into an Enclave

Provisioning secrets into enclaves is often the last optional step during its launch. Some TEEs such as IBM PEF \([22]\), AMD SEV-SNP \([3]\), PodArch \([24]\), and Wen-cf13 \([29]\) allow enclaves to be provisioned with secret data prior to the attestation. In this case, the enclave’s initial state will contain some secret values also reflected in the measurement. This is achieved by an enclave provisioning mechanism where the developer encrypts the secret data before delivering the enclave binary to the platform.

Other TEE designs require attestation before any secret data can be provisioned. To establish a communication channel bound to an attestation report, enclaves in these TEEs may append some custom data (e.g., a public key certificate) to the attestation report \([2], [3], [46]\). Since this extra data is also authenticated during the attestation, its integrity is protected and can be leveraged to construct entire secure channels.

---

**TABLE I:** The surveyed TEEs with their respective Root-of-Trust for Measurement (RTM) and their support for local and remote attestation. We use SRTM for static Root-of-Trust, DRTM for dynamic Root-of-Trust, and HW for hardware based systems that do not rely on SRTM or DRTM (c.f., Section 1V-A). ● indicates a TEE that describes a specific attestation mechanism whereas ○ is used for TEEs with no mention of such a mechanism. We note that some remote attestation schemes can be trivially re-used for local attestation.
Fig. 5: Resources can be partitioned temporally, spatially, or a mix thereof (spatio-temporal).

Fig. 6: Isolation enforcement strategies.

based on a key exchange protocol of choice. We note that AMD SEV [3] supports both the initial secret provisioning and establishing a secure channel bound to an attestation.

V. RUN-TIME ISOLATION

Following the setup of the enclave, it begins executing. In order to prevent attackers from interfering with enclave execution, all the resources belonging to the enclave, including its CPU and memory, must be protected against unauthorized access and tampering. Such protection mechanisms are typically referred to as run-time isolation. Below, we first describe a broad taxonomy of isolation strategies. Then, we discuss if and how one could apply them for CPU and memory isolation. Finally, we survey the set of strategies used by existing TEE designs to protect CPU and memory.

A. Taxonomy of Isolation Strategies

In general, isolation mechanisms aim to achieve confidentiality and integrity of the protected resource, and can broadly be classified according to how resources are partitioned and how isolation is enforced. We describe these two dimensions below and depict them in Figs. 5 and 6.

Partitioning Resources: Resources can be isolated in space, time, or a mix thereof (Fig. 5). Note that this is not a categorical classification but rather a smooth range from fully temporal to fully spatial. As we will discuss later, these extreme cases of fully temporal or spatial only rarely appear. Instead, most isolation mechanism have some temporal and spatial aspects, i.e., they are spatio-temporal.

Temporal partitioning splits a resource in the time domain, i.e., it securely multiplexes the same resource among multiple execution contexts over time. At any point in time, a single execution context has exclusive access to the resource. Temporal partitioning requires mechanisms to securely switch contexts while re-assigning the resource to a new execution context. Such secure context switches should be fast to not impact the general system performance. Temporal isolation is often used for resources that are costly to spatially partition and situations where concurrent access from multiple execution contexts to the same resource is not required.

In spatial partitioning, resources are split such that trusted and untrusted contexts use separate, dedicated partitions. It can be used when there are multiple identical copies of the same resource (e.g., logical processor) or when the resource can be split into smaller identical copies. Note that a given execution context may be assigned more than one instance of a resource (e.g., multiple logical processors) if required. As a result, spatial isolation techniques are often used for resources that are relatively cheap to replicate or to split. It also entails implementing mechanisms to ensure that the different copies of the resource can be used concurrently by different entities without any interference among them.

Spatio-temporal partitioning leverages both temporal as well as spatial aspects to partition a resource, e.g., the resource can be spatially partitioned but these partitions may change over time. This concept can only be used in resources that support both temporal and spatial partitioning. However, it may provide more flexibility and some performance advantages, and thus, is quite a popular choice.

Enforcement: In contrast to resource partitioning, enforcement of isolation strategies can be classified into two distinct categories: logical and cryptographic isolation. An overview of the two strategies is depicted in Fig. 6.

Logical isolation leverages logical access control mechanisms to enforce isolation. These mechanism prohibit the adversary from accessing protected data. For example, a trusted context switch routine uses logical isolation to make sure the next execution thread cannot access any protected data by saving and purging the processor registers. On the other hand, many logical isolation mechanisms intercept data accesses and check the requests against some access control information. This access control information must be generated and managed by a trusted entity in the system, and it could be modified at run-time to enable flexible resource re-allocation. The resources (e.g., storage) needed to maintain the access control information varies depending on the granularity of the access control information and the type of resource being managed. Furthermore, the access control information itself must be protected against attacks.

As the name indicates, cryptographic isolation uses cryptography to achieve isolation. Confidentiality is usually achieved via encryption; only authorized contexts with access to the correct cryptographic key material can decrypt data correctly. In contrast to logical isolation where protected data is not accessible at all, unauthorized contexts may read the
ciphertext but they cannot retrieve the plaintext. Integrity is in part achieved through a cryptographic Message Authentication Code (MAC) stored alongside the data. This prevents an unauthorized context from tampering with data that does not belong to it because it cannot generate the correct MAC for a given piece of data without access to the correct keys. Achieving complete integrity with cryptographic isolation requires using anti-replay schemes that prevent re-injection of old data (with the correct, corresponding MAC) at a later point in time.

Below, we discuss the application of the above isolation strategies to CPU and memory and the resulting trade-offs.

B. CPU Isolation

While a typical CPU has many components, the discussion below focuses on the architectural state within the CPU such as the register state. This is mainly because many details on micro-architectural CPU state (e.g., intermediate CPU buffers, schedulers) are not publicly available for commercial TEE solutions. Even academic TEE solutions often omit these details. However, the impact of TEE implementations on memory-related micro-architectural structures (e.g., caches, TLBs) in the CPU are available and are analyzed in Section V.C.

Choice of CPU Isolation Strategy: While all isolation strategies are applicable to the architectural state within the CPU, most of them have considerable downsides, e.g., spatially reserving a (virtual) core exclusively for an enclave incurs sub-optimal resource utilization and limits the number of concurrent enclaves. Similarly, spatio-temporal approaches require extra hardware in a performance-critical part of the processor to protect spatially separated data. Hence, these techniques are not well suited for CPU isolation. In contrast, temporal partitioning is very well suited for CPU isolation as it does not add additional runtime checks beside a trusted context switch.

On the enforcement side, cryptographic enforcement suffers from a large performance overhead due to the extra cryptographic hardware on the fast-path of the processor. On the other hand, temporal partitioning combined with logical enforcement does not exhibit such overheads besides requiring a fast and secure context switching routine that temporarily separates multiple execution contexts on the same CPU thread.

In-line with our analysis, all existing TEE solutions that we studied use temporal partitioning combined with logical enforcement for CPU state. Our results are listed in Table I.

Architectural Support for CPU Isolation: As mentioned before, temporal partitioning with logical enforcement is typically implemented through a secure context switch routine that saves, purges, and restores the execution contexts. The context switch routine must ensure that the data from an enclave does not leak to any untrusted context or another enclave that follows it in the execution schedule. In addition, an untrusted context must not be able to tamper with or, more generally, control the CPU execution state of an enclave when it is being started or resumed. While there are multiple options to save and restore execution contexts such as encrypting the registers on enclave exit, most TEEs save the context to the enclave’s private memory and afterwards purge the register values. To achieve this, TEEs rely on their TCB for setting up the CPU state correctly before starting an enclave and scrubbing the CPU state while exiting an enclave.

In order to ensure that the TCB can fully mediate every context switch, TEEs leverage multiple CPU modes, privilege levels, and in some cases, a combination thereof. This ensures that all transitions into and out of an enclave occur from TCB-controlled mode(s)/privilege level(s). The actual solution used by a TEE design often depends on the underlying processor's instruction set architecture. Commercial processors from Intel, AMD, ARM, and IBM often add new execution modes to support TEEs (see Fig. 7). In contrast, most academic TEEs do not introduce any new processor modes or privilege levels. Instead, they rely on the firmware running in an existing high-privilege level (PL0) for secure context switching. There are a few proposals in which the hardware itself facilitates the temporal isolation during the context switch [27]–[29], [38], [39], [44], [45].

Besides context switching, CPU modes and privilege levels are often necessary for securely running the enclave and its software TCB components (if any), as summarized in Table II. While the enclave code typically encompasses an application or a virtual machine and runs at lower privilege (PL2, PL3), the TCB tends to run at higher privilege in most TEE designs (PL0, PL1). This allows the TCB to implement many other types of security mechanisms such as measurement and attestation as discussed in Section IV as well as isolation of memory, trusted IO, and secure storage as discussed in the rest of this paper.

C. Memory Isolation

Ensuring that the memory used by an enclave is protected at run-time against unauthorized access and modification is a particularly challenging aspect of TEE design. Such protections must cover not only the actual off-chip memory, but also any code/data that resides in the on-chip micro-architectural structures such as instruction and data caches. Furthermore, since most TEEs support virtual memory, trustworthiness (or lack thereof) of the translation structures such as page tables that convert virtual addresses to physical addresses are a key design aspect of all memory isolation solutions. Similar to processor caches, translation look-aside buffers (TLB) holding recent page translations must also be protected against misuse and misconfiguration.

Choice of Memory Isolation Strategy: All previously discussed isolation strategies can be applied to memory and we discuss the implications of these strategies below. While all TEE designs used temporal partitioning for CPU isolation, their memory isolation strategies are diverse. In fact, many TEE designs use different strategies based on the type(s) of attacker(s) under consideration, as shown in Fig. 8.

Full spatial partitioning of memory implies reserving one or more memory regions for exclusive use by an enclave or the TCB and these regions remain assigned to it until the next system reboot. Spatial partitioning works well when the number of enclaves that the system must support is small,


**TABLE II: Summary of CPU Isolation in TEEs:** All TEE solutions use temporal and logical isolation (indicated by T-L) to securely share the CPU among execution contexts. Enclaves are run in either an App (PL3) or as a VM (PL2). The software TCB is implemented in a more privileged level than the enclave, and their memory resource requirements are fairly static and well-known in advance. It also works well for coarse-grained memory protections that protect access control information used for logical isolation (as explained below).

Fully temporal memory partitioning involves allowing memory accesses only from the currently active execution context and securely saving/restoring memory content during context switches. Its use for memory isolation is limited to scenarios where only a single execution context is active at any point in time. Hence, it is not efficient for TEEs supporting concurrent enclaves. Besides, saving memory content to disk can take considerable time. Thus, temporal memory partitioning is rarely used.

Spatio-temporal memory partitioning is the preferred style due to its flexibility: memory regions can be re-allocated to a different execution context over time. Hence, it is useful in systems where memory requirements for enclaves cannot be predicted upfront.

Logical enforcement relies on access control mechanism to only allow authorized accesses to enclave resources. Logical isolation requires every access to be checked against access control information, e.g., by a memory management unit (MMU). Furthermore, achieving integrity protection against software adversaries is rather efficient, with only a small amount of access control information per enclave.

Cryptographic enforcement achieves confidentiality through encryption. It ensures integrity by maintaining a cryptographic MAC for each block of memory of configurable size. Protection against replay attacks is achieved by maintaining freshness information (e.g., counters), often in the form of a Merkle tree. In contrast to all the isolation strategies above, cryptographic memory isolation can protect against $A_{bas}$. However, cryptographic isolation is hard to scale, especially if different execution contexts need separate keys, because it requires maintaining large amounts of cryptographic keying material on-die within the SoC. Furthermore, achieving integrity and anti-replay properties using cryptographic isolation results in storage overheads (e.g., for the MAC and anti-replay metadata) as well as latency and throughput overheads.

In the surveyed TEEs, we found a variety of such strategies. While there often is a preferred design choice (indicated by Rest or all in Fig. 8), other options exist and seem to be practical. We highlight that many TEEs use multiple strategies simultaneously, e.g., Intel SGX uses spatio-temporal partitioning and logical enforcement to protect enclave memory, but it uses purely spatial partitioning to protect its TCB, and cryptographic isolation to cope with $A_{bas}$.

**Architectural Support for Memory Isolation:** Logical enforcement of spatial or spatio-temporal memory isolation is facilitated by an access control check. All surveyed TEEs use one of two options for the access control check: memory protection units (MPU) or memory management units (MMU).
Fig. 8: The isolation strategies employed in main memory according to the adversaries they protect against. Note that many TEEs use distinct strategies for different adversaries. Not all surveyed TEEs support a physical adversary (c.f., Table IV in the appendix).

We refer the reader to Appendix [9] for a discussion on the implementation details of these two options. One of the main differences between MPU and MMU based enforcement, is that the former operates on physical addresses and the latter on virtual addresses. Also, MPUs typically only support a limited number of rules, whereas MMUs are more flexible. We note that TEEs that leverage MMUs are typically more complex and often come with an in-depth security analysis. On the other hand, MPUs are rather simple and thus may simplify the security analysis. Many modern academic TEEs rely on an MPU to provide isolation [4], [31], [48]. On the other hand, many commercial TEEs seem to appreciate the increased flexibility of the MMU [3], [9], [22].

We note that the access control information used to enforce memory isolation, i.e., trusted page tables for an MMU, access control rules for the MPU, or other secondary metadata, must itself be protected against unauthorized access. This is done typically through spatial partitioning, i.e., memory for such structures is allocated at boot and protected through a simplified MPU (e.g., range registers).

Caches: Caches contain recently used portions of memory for improved software performance. Often, CPUs contain multiple cache layers, some exclusive to a core and others that are shared. In some TEE architectures, the MPU/MMU in the CPU and their IO counterparts prevent untrusted entities from accessing enclave data in the caches (e.g., Intel SGX). In other TEEs where such accesses cannot be prevented by existing mechanisms, additional cache protection mechanisms isolate enclave data in the caches (e.g., Arm TrustZone). A summary of the isolation strategies for caches is depicted in Fig. [9].

Spatial cache partitioning, i.e., reserving portions of the cache for exclusive use by an enclave, does not scale well, reduces resource utilization, and can lead to potential performance degradation. However, it can be used to mitigate side-channel attacks [4], [35]–[37], [48]. Temporal cache partitioning is not very efficient because it requires flushing the entire cache on every transition among execution contexts. Hence, it is only used by a handful of TEE designs to protect against side-channel leakage and is limited to small caches that are exclusive to a single core [4], [31], [35]. Cryptographic enforcement is not suitable for micro-architectural structures like caches because of the cost due to extra cryptographic hardware as well as its limited latency and throughput. So, most caches in TEE solutions today implement spatio-temporal and logical cache isolation.

VI. TRUSTED IO

While early TEE designs only focus on the CPU, recent interest in secure interactions with external devices has inspired multiple approaches for trusted IO [37], [49]–[51]. Trusted IO has two components: (i) confidentiality and integrity for the enclave’s accesses to the device, i.e., establishing a trusted path, and (ii) protecting enclave data on the device through a trusted device architecture. We discuss existing solutions for each of these components below.

A. Establishing a Trusted Path

Originally, the term trusted path was used in the context of enabling trusted IO interactions for users [52]. However, today, with the increasing diversity of IO devices and the trend towards enabling their use with TEEs, a trusted path is also used to refer to the (secure) communication channel between an enclave and a device.

Both logical and cryptographic isolation techniques can be used to establish a trusted path. If the trusted path has multiple hops, each hop could implement a different type of isolation. While both logical and cryptographic trusted paths can protect against $A_{pee}$, $A_{app}$, $A_{ssw}$, $A_{boot}$, and $A_{per}$, only cryptographic trusted paths can protect against $A_{bus}$. Below, we discuss different ways to implement logical and cryptographic trusted paths.
**Architectural Support for Logical Trusted Path:** Logical trusted paths require architectural support to enable two types of IO interactions: direct-memory-access (DMA) and memory mapped IO (MMIO). In this discussion, we focus on MMIO and refer the reader to Section V-C for a detailed analysis of isolation mechanisms for DMA.

One way to build a logical trusted path for MMIO is through access control filters that allow/deny accesses based on the origin or the destination of the MMIO request. Such filters could be static or programmable at run-time by a trusted entity. Many systems rely on ARM’s TrustZone Protection Controller to filter accesses to peripherals [49], [50], [53], [54]. CURE [37], TrustOTP [55] and HectorV [51] rely on similar but more complex filters in front of each peripheral to allow/disallow accesses. Another option to build a logical trusted path is through trusted memory mappings via secure MPU configurations (e.g., TrustLite [42]) or related metadata structures (e.g., HIX [56]) that are checked every time an enclave tries to access a device.

**Architectural Support for Cryptographic Trusted Path:** End-to-end cryptographic trusted paths rely on a secure channel established between two endpoints: the enclave and the device. This approach incurs overhead related to the cryptographic operations and hardware. To establish a secure channel, the device and enclave must be provisioned with credentials and cryptographic keys to use for authentication and optionally, attestation. Examples of solutions that use a cryptographic trusted path include Fidelius [57] and HIX [56]. Sometimes, cryptographic channels may be multi-hop, i.e., include a trusted intermediate hardware component between the enclave and the device (e.g., Bastion SGX [58], ProtectION [59], and HETEE [60]). Cryptographic trusted paths at the link level (as opposed to high software levels) are emerging to protect specifically against $A_{bus}$ [61].

Certain trusted path solutions combine both cryptographic and logical trusted paths. For example, SGXIO [62] uses a cryptographic path between the CPU package and the device, but isolates accesses from different enclaves using a trusted intermediary on the CPU package with exclusive access to the device. It is also possible to use a different type of trusted path for the DMA and MMIO respectively; HIX [56] uses a logical trusted path for MMIO and a cryptographic trusted path for DMA.

**B. Trusted Device Architectures**

For certain types of trusted IO usages, it is sufficient to establish a trusted path from the enclave to the device. Examples include peripherals that do not process user data in clear text (e.g., encrypted storage devices, network cards). However, newly emerging devices such as accelerators are used for computations on user data. Such accelerators must ensure the confidentiality and integrity of every enclave’s data just as the CPU does.

Today, a variety of accelerators exist: e.g., custom chips for AI processing, Field Programmable Logic Arrays (FPGAs) and general purpose Graphics Processing Units (GPUs). These systems differ greatly in terms of their underlying architectures and hence, the exact mechanisms that they must implement to isolate enclave data also varies. The details of these mechanisms for individual accelerators are out-of-scope for this paper. However, there are still a set of high-level isolation techniques based on the strategies discussed in Section V-A that apply to many of these accelerators as discussed below.

**Spatial Partitioning:** Assigning separate/dedicated instances of an accelerator to each enclave for the entire lifetime of the platform is typically not resource or cost efficient. Therefore, while it is feasible to do in theory, spatial isolation is not very practical. However, if such dedicated instances are available, then establishing a trusted path to the device suffices and no additional device requirements arise.

**Temporal Partitioning:** Until recently, accelerators were built assuming exclusive use by a single execution context at any given time. Therefore, temporal partitioning, i.e., sharing it among multiple contexts over time, is a common
approach. Such temporal partitioning requires a secure context switching mechanism which could be implemented either in software or by enhancing the accelerator hardware itself. Example solutions that rely on such temporal partitioning include HETEE [60] for generic single-use accelerators, ZeroKernel [63] and HIX [59] for GPUs, as well as MeetGo [64] and ShEF [65] for FPGAs.

Spatio-temporal Partitioning and Logical Enforcement: This is typically used when multiple enclaves need concurrent access to an accelerator due to its flexibility. Such spatio-temporal isolation requires hardware support by the device architecture to enable true multi-tenancy. Again, the exact set of enhancements are device-specific, but they often involve maintaining access control information to track ownership of resources, i.e., mapping of resources to enclaves. Examples of such solutions include Graviton [66], Telekine [67] and SEIGIE [68] for GPUs as well as Trustore [69] for FPGAs.

Cryptographic Enforcement: This is not well-suited for protecting on-chip accelerator resources (e.g., caches, TLBs) for the same reasons as it is not optimal for protecting on-chip CPU resources, namely, due to the performance overhead as well as additional area cost for all the cryptography hardware. However, cryptographic enforcement can be applied specifically to device-side memory resources just like they apply to DRAM on the CPU as described in Section V.

VII. SECURE STORAGE

In many applications, enclaves are required to retain certain (persistent) state across different invocations. The process of protecting the data in this way through encryption is referred to as sealing and the reverse (decryption) process that accounts for enclave state is called unsealing.

While such secure storage is a very common requirement, it is not described explicitly by most existing TEE designs. Some TEEs support primitives that can be leveraged for secure storage (e.g., caches, TLBs) for the same reasons as it is not optimal for protecting on-chip CPU resources, namely, due to the performance overhead as well as additional area cost for all the cryptography hardware. However, cryptographic enforcement can be applied specifically to device-side memory resources just like they apply to DRAM on the CPU as described in Section V.

VIII. TCB DISCUSSION

This section summarizes the TCB composition of existing TEE designs. However, it is hard to attribute individual design choices to TCB size or complexity. Besides, although the common metric for TCB size is lines-of-code, accurate numbers are not often available for all TCB components. Therefore, we discuss whether TEEs implement their different architectural components in a completely immutable way or whether they include elements that are mutable. When a component is mutable, it can be changed post-manufacture and hence, updated during the lifetime of the computing platform which is important to avoid costly product recalls. Such updates of the TCB (also called TCB recovery [73]) are typically reflected in the attestation report of the platform. Mutable components usually are implemented in software and immutable components are implemented in hardware. We note that in some cases, software can be implemented in an immutable manner (e.g., Boot ROM) and hardware components could be mutable (e.g., µcode in certain CPUs).

Table III summarizes the components in existing TEE designs that include a mutable element (labelled as M). If an entry in the table labelled as immutable (labelled I), it means that element cannot be changed or updated post manufacture. We use U to denote the cases where the mutability of the implementation is unclear.
TABLE III: TCB comparison for the surveyed TEEs. All individual components are marked to be either mutable (M), immutable (I), unknown (U), or not supported (-).

**TCB of Verifiable Launch:** The RTM in all TEEs that support one is immutable as expected. In most cases, this RTM is only used to measure the very first (or next in DRTM) software TCB component in the chain of trust which directly or indirectly (through later components in the chain) measures the actual enclave. Very few designs, namely, HyperWall [39], Iso-X [38], and Sancus [41] perform the entire enclave measurement in hardware. All other TEEs allow updating the measurement procedure, e.g., to include system parameters such as if hyperthreading is enabled [3], [74]. Attestation is typically also performed by a mutable part of the software TCB with the same exceptions as the measurement above.

**TCB of Run-Time Isolation:** Many TEEs use a mutable part of the software TCB to implement secure context switches for CPU isolation and manage memory isolation. Exceptions that implement CPU and memory isolation completely in hardware are PodArch [24], Hypercoffer [25], H-SVM [26], Hyperwall [39], Iso-X [38], XOM [44], Aegis [45] and the works by Xu et. al. [28] and Wen et. al. [29]. In some cases, the split of this functionality between mutable and immutable components remains unclear [3], [75].

**TCB of Secure IO:** Most of the studied TEEs do not support trusted IO. Exceptions include TrustIce [32], CURE [37] and TrustLite [42] and they all rely on mutable software TCB for trusted IO. We note that there are several proposals that focus on enabling trusted IO with some of the TEEs that do not natively support trusted IO as discussed in Section VI.

**TCB of Secure Storage:** Of the 31 TEE proposals that we studied, 10 proposals discuss sealing support explicitly. Some of these such as Flicker [5], SEA [6] and IBM PEF [22] rely on the TPM for this, while others such as Sanctuary [31], Timber-V [34], Keystone [35] and TrustLite [42] implement this feature as part of their software TCB. While Intel SGX provides similar functionality [20], it is unclear if or what part of it is mutable.

**Overall TCB Size:** Usually, most TEE designs and implementations seek to minimize the TCB of the TEE architecture to reduce the risk of it being buggy or vulnerable, and in-theory making them more amenable to formal verification. However, in-practice, it is hard to ignore the advantage of being able to update a TCB component if necessary, instead of relying on the TCB being bug-free. Furthermore, as shown in this paper, many TEEs use similar mechanisms overall irrespective of whether they are implemented in a mutable or immutable component. Given this and the fact that existing implementations vary widely in terms of the features they support, we caution against using mutable TCB sizes to compare TEEs. We only include the mutable TCB complexity measured in terms of lines of code obtained from our survey here for completeness.

---

| Industry | Name                  | RTM | Measurement | Attestation | Isolation | Secure IO | Secure storage | TCB size |
|----------|-----------------------|-----|-------------|-------------|-----------|-----------|----------------|---------|
|          |                       |     | CPU         | Memory      | M         | U+M      | -              | NA      |
|          | Intel SGX [20], [72]  | I   | M           | M           | M         | U+M      | -              | NA      |
|          | Intel TDX [21]        | I   | M           | M           | M         | U+M      | -              | NA      |
|          | AMD SEV-SNP [7]       | I   | U           | M           | U         | U        | -              | NA      |
|          | ARM TZ [21]           | I   | M           | M           | M         | M        | -              | 50k LoC |
|          | ARM CCA [21]          | I   | M           | M           | M         | M        | -              | 50k LoC |
|          | IBM PEF [22]          | I   | M           | M           | M         | M        | -              | 400k LoC |
|          |                       |     |             |             |           |          |                | 75k LoC |
|          | Flicker [5]           | I   | M           | M           | -         | -        | I              | 0.25k LoC|
|          | SEA [6]               | I   | M           | M           | -         | -        | I              | 0 NA    |
|          | SICE [6]              | I   | M           | M           | M         | M        | -              | NA      |
|          | PodArch [24]          | -   | -           | -           | I         | I        | -              | 0 NA    |
|          | Hypercoffer [25]      | -   | -           | -           | I         | I        | -              | NA      |
|          | H-SVM [26], [72]      | I   | M           | M           | M         | -        | -              | 1.1k LoC |
|          | EqualVisor [18]       | I   | -           | -           | M         | -        | -              | NA      |
|          | xu-ccl15 [23]         | -   | -           | -           | I         | I        | -              | 0 NA    |
|          | wen-cf13 [29]         | -   | -           | -           | I         | I        | -              | 0 NA    |
|          | Komodo [30]           | I   | M           | M           | M         | -        | 0.8k LoC       | 2.7k LoC |
|          | SANCTUARY [31]        | I   | M           | M           | M         | -        | 50k LoC        | 51.5k LoC|
|          | TrustIce [32]         | -   | -           | -           | M         | M        | -              | 50k LoC |
|          | HA-VMS [33]           | I   | M           | M           | M         | -        | -              | NA      |
|          | Sanctum [31]          | I   | M           | M           | M         | M        | -              | 0.4k LoC |
|          | TIMBER-V [34]         | I   | M           | M           | M         | -        | NA              | 2k LoC  |
|          | Keystone [35]         | I   | M           | M           | M         | M        | 16.5k LoC      | 10k LoC |
|          | Peng1a [36]           | I   | M           | M           | M         | -        | 16.5k LoC      | 6.4k LoC |
|          | CURE [37]             | I   | M           | M           | M         | M        | 16.5k LoC      | 3k LoC  |
|          | Iso-X [38]            | I   | I           | I           | I         | I        | -              | 0 NA    |
|          | HyperWall [39]        | I   | 1           | I           | I         | I        | -              | 0 NA    |
|          | Sancus [40], [41]     | I   | I           | I           | I         | I        | -              | 0 NA    |
|          | TrustLite [42]        | I   | M           | M           | M         | M        | -              | NA      |
|          | TyTan [43]            | I   | M           | M           | M         | -        | M              | NA      |
|          | XOM [44]              | -   | -           | -           | I         | I        | -              | 0 NA    |
|          | AEGIS [45]            | -   | -           | -           | I         | I        | -              | 0 NA    |

† Using OP-TEE [71] as a base (around 50k LoC).

IX. RELATED WORK

There have been several studies on TEEs that compare them in terms of the types of security protections that they provide; we summarize these below. We limit the following discussion to survey papers on TEEs and exclude the various
papers on a single TEE themselves because the latter set of works are the subject of this paper.

Sabt et. al are among the first to recognize that there were competing TEE definitions around 2015 and therefore, attempt to arrive at a formal TEE definition. Following that, ARM TrustZone-based TEEs from industry and academia were briefly surveyed using this definition. A more detailed discussion of ARM TrustZone-based TEEs, their various flavors across different ARM processor versions, and software solutions that leverage ARM TrustZone can be found in [27]. A further study focuses on the security limitations of ARM TrustZone-based TEEs. The primary focus of all these works is on TEE architectures, systems and attacks involving ARM TrustZone. We note that briefly covers a few other non-ARM TEEs but focuses only on the security properties that they enable and not their architectural details.

There have been similar works that survey security mechanisms and TEEs in the RISC-V ecosystem. In [77], the author surveys hardware and architectural security for RISC-V processors and contrasts them to ARM processors. While this paper makes many good comparisons between the ARM and RISC-V architectures in general (e.g., exception levels) as well as with respect to security-related features (e.g., support for cryptography, ISA extensions), it only mentions that the Keystone architecture is similar to ARM TrustZone but defers any further discussion to future work. More recently, existing RISC-V TEE architectures are summarized in [80] but no comparison to TEEs on different processor architectures is given. Similar limitations apply to previous studies on Intel SGX and its applications as well as security limitations as in contrast to these surveys that focus on ARM or RISC-V, this paper covers TEEs across various various instruction set architectures and compares the different micro-architectural elements that underpin them.

The only previous effort at systematization of TEE architectures among all major processor architectures is [84]. Here, the authors summarize TEE architectures on four dimensions: mechanisms to ensure integrity of the initial contents of the TEE, memory protection, scope (e.g., per system, processor package, core or thread) and finally, developer access. It discusses the security implications of incomplete hardware abstractions that do not capture implementation aspects of TEEs (e.g., timing of operations, caching, concurrency) and finally, covers different applications of TEEs. The discussion in [84] of micro-architectural support for run-time isolation mechanisms in TEEs is limited to memory protection, and, for example, does not include CPU-state protection or trusted IO support. Furthermore, the discussion on memory protection is also not exhaustive and as detailed as covered in this paper.

Existing literature also includes surveys of TEE architectures (e.g., [85], [86]) as well as security properties (e.g., [87], [88]). Although these works cover TEEs across multiple processor architectures, none of them systematically catalog and analyze the various architectural design decisions underlying these TEE designs and analyze their advantages and disadvantages as we do in this paper.

X. Conclusion

In this paper, we analyzed the underlying design choices of commercial and academic TEEs for four high-level security goals: (i) verifiable launch, (ii) run-time isolation, (iii) secure IO, and (iv) secure storage. Even though these proposals often seem very different at first, many of them share many design decisions but use different names and descriptions for them. We believe our findings can help upcoming TEE proposals weigh the different decision designs and hopefully reduces reinvention in the field.
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In this section we highlight some implementation details of the surveyed TEEs. For the full details of any given architecture, we refer the reader to the primary references for the specific architectures.

A. Verifiable Launch

1) Measurement: The root of trust for measurement roots a chain of trust. Every component in the chain is typically measured (and optionally verified) before it starts executing. The measurement process for all these components in the chain of trust and the enclave itself is similar. It entails mapping the binary executable of the component being measured to memory and computing one or more cryptographic hashes on that memory. Often, such measurements are built incrementally in compact form as a chain of cryptographic hashes on a page-by-page basis [7], [33], [38]. Once the measurement of a component in the chain of trust is complete, its measurement must be stored securely such that an adversary cannot corrupt it. Some TEEs rely on special platform components such as TPM registers to store measurements [5], [6], [22]. However, since TPs are off-chip components that may be subject to attacks (e.g., by $A_{bus}$), some solutions store these measurements in on-chip registers [20], [39]. Furthermore, since
TABLE IV: The various main memory isolation strategies used against individual adversaries. Note that some TEE designs use multiple strategies against different adversaries. Isolation strategies: cryptographic enforcement (C), logical enforcement (L), temporal partitioning (T), spatial partitioning (S), spatio-temporal partitioning (ST), not considered (-). The required access control information that needs to be maintained by the TCB of the TEEs is split into three groups: memory protection unit (MPU), page table based, and extra metadata.

TPMs and on-chip solutions can only store a limited number of measurements, more recent works store measurements in memory \[8\], \[20\], \[38\], \[46\] within the enclave’s TCB.

2) Attestation: In general, the basic attestation process is well-understood. First, the enclave’s underlying TCB constructs an attestation report containing the enclave’s measurement and its TCB. Then, the attestation report is integrity protected either through a cryptographic signature or a Message Authentication Code (MAC). Digital signatures typically need additional infrastructure. For example, Intel SGX \[70\] and Intel TDX \[89\] require a separate Intel service called Intel Attestation Service (IAS) to verify a report containing the measurements. AMD SEV-SNP \[90\] signs all device-specific keys with an AMD root key and relies on a generic public key infrastructure. TPM-based attestation schemes also require third-party infrastructure such as a trusted third party to generate attestation keys \[1\]. In contrast, in local attestation, the underlying TCB typically creates a MAC-based report \[70\] with a local key. We note that certain attestation proposals \[34\], \[41\], \[43\] rely on using a MAC-based scheme even for remote attestation; Only SANCUS \[41\], \[91\] discusses how the verifier obtains the symmetric key for verification.

Historically, the only values included in an attestation report were the actual measurements of the enclave and its TCB \[5\], \[6\] as well as a nonce for freshness. However, more modern TEEs use extended attestation reports to include run-time attributes. For example, Intel SGX \[74\] and AMD SEV-SNP \[3\] include a flag in the attestation report to indicate whether simultaneous multithreading (SMT) is enabled. Other types of information that could be added to an attestation report include software version numbers \[8\], \[70\], \[90\], migration policies \[90\], and TCB version when applicable. Finally, some TEE designs allow the enclave to append some custom data (e.g., a public key certificate) into an attestation report which can be used later to establish a secure channel.

Most TEE designs include a basic set of primitives to
support attestation, regardless of whether it is local or remote and independent of the types of information included in the report itself. First, TEE solutions must be able to securely generate and store attestation keys and protect them against unauthorized access/modification. The exact support required for the generation and storage of attestation keys varies based on the key hierarchy a given TEE solution adopts. Most signature-based attestation solutions include a platform identity key that is used to establish the authenticity of the platform and one or more attestation keys that are signed using the identity key. While attestation keys are usually generated on demand, the platform identity key is either generated once and stored permanently (e.g., Endorsement Key in TPM based protocols [1]) or derived on every boot (e.g., based on Root Provisioning key in Intel SGX [70]). Furthermore, a hierarchy of attestation keys could be used to reflect updates to the mutable part(s) of the TCB in the attestation [4], [46], [70], [90]. Second, the TCB in TEE architectures may expose interfaces for requesting (and verifying) an attestation report. These interfaces may be exposed as new instructions (e.g., [7], [8], [38]) or services (e.g., [4], [7], [42], [43]) when implemented in hardware or software respectively.

B. Memory Isolation

Memory Protection Unit (MPU) While many different variants of memory protection units (MPU) exist, they all perform very similar tasks: they check the physical address and the access type (e.g., write or read) against access control information. Most MPU implementations can protect a limited number of memory regions at any point in time and are suitable for coarse-grained memory protections. In order to enable logical isolation, the access control information for the MPU must be configured and controlled solely by the enclave’s TCB. Many modern academic TEEs rely on such an MPU to provide isolation [4], [31], [34], [35], [37].

Memory Management Unit (MMU) In contrast to the coarse-grained MPU, MMUs allow for much finer-grained access control checks. An MMU is a logic block that converts a virtual address to a physical address using data structures called page tables. Page tables not only store these mappings but also additional security-sensitive information such as permissions (e.g., read, write, execute) alongside every entry. In TEE designs, MMUs can be used for logical memory isolation and offer better scalability and more fine-grained protections compared to MPU based approaches. However, the page tables themselves must be protected from the adversary. There are a variety of ways to manage the page tables: The most straightforward way to manage page tables is by letting the TCB control all the page tables not only for all the enclaves but also all for the other untrusted software components (e.g., A_{ssu}, A_{app}) [18], [25], [53], [55]. In other proposals, the TCB controls only the page tables of all enclaves; so, the TCB can ensure that the enclave has access only to its own memory and prevent it from accessing the memory of other enclaves. However, if the TCB does not control the page tables of A_{ssu}, it cannot prevent such a privileged attacker from accessing an enclave’s memory. Examples of architectures that do this include Intel TDX [8], ARM TZ [21], and ARM Realms [9]. In such designs, the MMU must use a set of secondary metadata to enable access to enclave memory based on the executing context (e.g., as recognized by the CPU mode or privilege level or other identifiers). This approach based on secondary metadata can also be used when the system design does not provide a way to set up trustworthy page tables for an enclave itself [8], [4], [7], [24], [38].

Translation Look-aside Buffers (TLBs): A translation look-aside buffer (TLB) essentially holds information about the MMU’s recent virtual to physical translations. From a security perspective, it is essential to prevent the re-use of stale MMU translations by untrusted execution contexts. In modern processors, dedicated TLBs are usually available per thread of execution (e.g., per logical processor) and are hence, inherently spatially partitioned among concurrent threads. Furthermore, when a given logical processor is shared over time by different execution contexts, usually temporal isolation is used, i.e., TLBs are flushed on every context switch. However, since TLB flushes can degrade performance, modern processors support the use of additional information about the execution context that owns each entry to enable partial TLB flushes during transitions [92]-[95]. This allows multiple execution contexts to share the TLB as a whole at any given point in time but prevents them from re-using each other’s translation tables. Besides dedicated TLBs per logical processor and TLB flushes on context switches, some solutions [3], [8] rely on additional tags in their TLBs to protect translations belonging to enclaves. Lastly, we did not see the usage of cryptographic isolation for TLBs, probably due to its potential cost and performance overheads.

Cryptography Support in the Memory Controller: While it is possible to include simple access control checks into the memory controller, the more common type of memory isolation enforcement at the memory controller is cryptographic. Encryption, integrity, and replay protection are applied to data in the memory controller just before it exits the SoC. When used for protection against A_{bus}, this isolation technique is typically implemented using a single pair of keys - one for encryption and the other for integrity protection (e.g., Intel SGX). Sometimes, critical ranges of memory are assigned separate keys as a defense-in-depth mechanism, but overall, defense against A_{bus} usually requires just a handful of keys (e.g., ARM CCA which uses a separate key per world). Metadata related to integrity and anti-replay protection are often stored in sequestered memory; the metadata corresponding to each memory transaction is retrieved/stored by memory subsystem usually in a way that is software-agnostic/entirely hardware managed (e.g., Intel SGX). The underlying micro-architectural components include a block that can generate these additional accesses to sequestered memory, a metadata cache for recently accessed memory, and filters to ensure only authorized access to this metadata.

When cryptographic enforcement is used to protect against software attacks (e.g., A_{tee}, A_{ssu}) and malicious peripherals
(A_{per}), TEE architectures use a separate key per execution context. They commonly use a unique key per enclave that is not available for use by other software adversaries or peripherals. Such solutions also require that information about the source of the memory request is carried along with every transaction all the way from the CPU to the memory controller. The memory controller uses this information to select the correct cryptographic key material for accessing the actual memory targeted by that transaction. This information about the execution context corresponding to the memory transaction is often retained in the TLBs and caches, and it is carried on all system fabrics to enforce access control within the SoC.