IDENTITIES FOR SCHUR-TYPE DETERMINANTS AND PFAFFIANS
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Abstract. We give a simple formula for some determinants, and an analogous formula for pfaffians, both of which are polynomial identities. The second involve some expressions that interpolate between determinants and pfaffians. We give several tableau formulas for difference operators in Types A and C, as well as other operators that appear in the “enriched”, or “back-stable” Schubert polynomials in [AF2]. There are also tableau formulas for the enriched Schubert polynomials for vexillary and 321-avoiding permutations.
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As far as we know, Kempf and Laksov [KL] were the first to consider Schur-like determinants with rows depending on different variables. Since then such determinants have appeared as flagged Schur or multi-Schur polynomials, where the sets of variables increase (or decrease) along rows, cf. [LS], [W], [CYY]. In the first section, we prove a simple identity for such polynomials with no flag conditions on the rows. To explain the result, we need some notation.

By a Chern series \( c \) we mean a power series \( c = \sum_{k=0}^{\infty} c_k t^k \), with the \( c_k \) in some commutative ring and \( c_0 = 1 \); set \( c_k = 0 \) for \( k < 0 \). Multiplication of power series makes the Chern series with coefficients in a fixed ring into an abelian group, so \( c = a \cdot b \) means that \( c_k = \sum_{i+j=k} a_i b_j \) for all \( k \).

For any Chern series \( c^{(1)}, c^{(2)}, \ldots, c^{(n)} \), and any partition \( \lambda \) of length at most \( n \), define the Schur determinant

\[ S_\lambda(c^{(1)}, \ldots, c^{(n)}) = \text{Det}(c^{(k)}_{\lambda_k+l-k})_{1 \leq k, l \leq n}. \]

For a pair of partitions \( \mu \subset \lambda \), set

\[ S_{\lambda/\mu}(c^{(1)}, \ldots, c^{(n)}) = \text{Det}(c^{(k)}_{\lambda_k-\mu_l+l-k})_{1 \leq k, l \leq n}. \]

If all \( c^{(i)} \) are equal to the same \( c \), we write these as \( S_\lambda(c) \) and \( S_{\lambda/\mu}(c) \).

Since the \( S_\mu(c) \), as \( \mu \) varies over all partitions, form an additive basis of the polynomial ring \( \mathbb{Z}[c] = \mathbb{Z}[c_1, c_2, \ldots] \), it follows that, for any Chern series \( c \) and \( a^{(1)}, \ldots, a^{(n)} \), and for any partition \( \lambda \) of length at most \( n \), there are (unique) polynomials \( A_{\lambda,\mu} \) in the variables \( a^{(i)} \) such that

\[ S_\lambda(a^{(1)} \cdot c, \ldots, a^{(n)} \cdot c) = \sum A_{\lambda,\mu} S_\mu(c), \]

the sum over partitions \( \mu \). In §1 we show that, in fact, these coefficients are themselves Schur determinants:

\[ S_\lambda(a^{(1)} \cdot c, \ldots, a^{(n)} \cdot c) = \sum_{\mu \subset \lambda} S_{\lambda/\mu}(a^{(1)}, \ldots, a^{(n)}) S_\mu(c). \]

It is surprising, at least to us, that this simple determinantal identity seems to be new in this generality. It can be deduced directly from the Cauchy-Binet formula, but we give a different proof. This identity also gives a variation of the Kempf-Laksov formula in geometry.

In §2, we mention some of the classical cases where such determinants have tableau formulas. A more general tableau formula is proved that in extreme cases gives formulas for multivariate (double) Schur polynomials and for vexillary double Schubert polynomials.

The tableau formula is applied to the enriched versions of Schubert polynomials in type A (see [AF2], inspired by [LLS]). We give a tableau formula for the enriched Schubert polynomials for arbitrary vexillary and
321-avoiding permutations (allowing negative as well as positive integers),
and we give explicit formulas for the difference, translation, and twisting
operators that appear in this story.

There is a similar, but more complicated, formula when the Schur de-
terminants are replaced by Schur-like pfaffians; the coefficients are poly-
nomials that interpolate between determinants and pfaffians. In fact, the
formulas are actually polynomial identities, which do not require the alter-
nating property of honest pfaffians. A tableau formula this time involves
removing border strips from shifted Young diagrams. This is applied to
give a formula for difference operators in type C.

1. An Algebraic Identity for Schur-like Determinants

The identity stated in the introduction concerns determinants whose
\((i, j)\) entry depends on a Chern polynomial \(c(i) = a(i) \cdot c\) depending on the
row. We will prove the natural generalization to one that depends on the
column as well as on the row. Although the identity in the introduction is
the main application, this generalization will be used to compute enrich-
ed Schubert polynomials of 321-avoiding permutations.

1.1. The determinantal identity. Fix a positive integer \(n\). A lower
case Greek letter stands for a sequence of integers of length \(n\), so \(\kappa =
(\kappa_1, \ldots, \kappa_n)\). We write \(\kappa \supset \rho\) to mean that, when the sequences are
rearranged in decreasing order, the \(i^{th}\) term of the first is at least as large
as the \(i^{th}\) term of the second. We write \(\overline{\kappa}\) for the sequence with
\(\overline{\kappa_i} = \kappa_i - i\); so \(\overline{\kappa}\) is strictly decreasing when \(\kappa\) is weakly decreasing.

Given \(\kappa\) and \(\rho\), and Chern series \(a(1), \ldots, a(n), c,\) and \(b(1), \ldots, b(n),\)
define \(S_{\kappa/\rho}(a(*), c, b(*))\) by the formula

\[
S_{\kappa/\rho}(a(*), c, b(*)) = \det((a(i) c b(j))_{\overline{\kappa_i} - \overline{\rho_j}}_{1 \leq i, j \leq n}.
\]

Set \(S_{\kappa/\rho}(a(*)) = \det(a(i)_{\overline{\kappa_i} - \overline{\rho}})\) and \(S'_{\kappa/\rho}(b(*)) = \det(b(j)_{\overline{\rho} - \overline{\kappa}})\).

Theorem 1.1. For all sequences \(\kappa\) and \(\rho\), and Chern series \(a(1), \ldots, a(n), c,\)
and \(b(1), \ldots, b(n),\)

\[
S_{\kappa/\rho}(a(*), c, b(*)) = \sum_{\lambda \subset \kappa \supset \mu \subset \rho} S_{\kappa/\lambda}(a(*))S_{\lambda/\mu}(c)S'_{\mu/\rho}(b(*)),
\]

the sum over all weakly decreasing sequences \(\lambda\) and \(\mu\) of length \(n\) between
\(\kappa\) and \(\rho\).

Corollary 1.2. For any partitions \(\lambda\) and \(\nu\) of length at most \(n\), and Chern
series \(a(1), \ldots, a(n)\) and \(c,\)

\[
S_{\lambda/\nu}(a(1)c, \ldots, a(n)c) = \sum_{\lambda \supset \mu \supset \nu} S_{\lambda/\mu}(a(1), \ldots, a(n))S_{\mu/\nu}(c),
\]

\(1\)
the sum over partitions $\mu$ between $\lambda$ and $\nu$.

In the special case where $\lambda$ is a partition and the $a(k)$ are all equal to some $a$, the corollary recovers a version of a known formula, cf. [Mac1] §I (5.10):

$$S_{\lambda/\nu}(a \cdot c) = \sum S_{\lambda/\mu}(a) S_{\mu/\nu}(c).$$

the sum over all partitions $\mu$ such that $\lambda \supset \mu \supset \nu$.

The $S_{\lambda/\mu}(c)$ are not independent, but one can write them in terms of the basis $S_{\nu}(c)$ by using the identity $S_{\lambda/\mu}(c) = \sum c_{\lambda/\mu/\nu}(c)$.

Proof. We must prove the identity

$$\operatorname{Det}((a(i) c b(j))_{\pi_i, \pi_j}) = \sum_{\kappa \supset \lambda \supset \mu \supset \rho} \operatorname{Det}(a(i)_{\pi_i, \pi_j}) \operatorname{Det}(c_{\lambda, \pi_j}) \operatorname{Det}(b(j)_{\pi_i, \pi_j}).$$

Note first that changing the orderings of $\kappa$ or $\rho$ in either side of this formula gives the same change of sign in the result. So we may assume $\kappa$ and $\rho$ are weakly decreasing sequences.

As the shape of this formula suggests, it can be deduced from the general Cauchy-Binet determinantal formula. We will give another proof, because the same sequence of steps will be used later in the pfaffian setting.

Consider first the case where $a(i) = 1$ and $b(j) = 1$ for all $i$ and $j$. In this case, the only $\lambda$ and $\mu$ that give nonzero terms on the right are when $\lambda = \kappa$ and $\mu = \rho$, in which case the identity is a tautology.

To prove the general case, we need the following lemma, which follows from the linearity of determinants in rows and columns.

Lemma 1.3. Let $\lambda$ and $\mu$ be sequences of length $n$.

1. Let $x$ be any element of the ring. Fix $1 \leq k \leq n$. Define $\tilde{a}(k)$ to be $(1 + x t) a(k)$ and $\tilde{a}(i) = a(i)$ for $i \neq k$. Define $\tilde{\lambda}_k = \lambda_k - 1$ and $\tilde{\lambda}_i = \lambda_i$ for $i \neq k$. Then

$$S_{\lambda/\mu}(\tilde{a}(\bullet)) = S_{\lambda/\mu}(a(\bullet)) + x S_{\lambda/\mu}(\tilde{a}(\bullet)).$$

2. Let $y$ be any element of the ring. Fix $1 \leq l \leq n$. Define $\tilde{b}(l)$ to be $(1 + y t) b(l)$ and $\tilde{b}(j) = b(j)$ for $j \neq l$. Define $\tilde{\mu}_i = \mu_i + 1$ and $\tilde{\mu}_j = \mu_j$ for $j \neq l$. Then

$$S'_{\lambda/\mu}(\tilde{b}(\bullet)) = S'_{\lambda/\mu}(b(\bullet)) + y S'_{\lambda/\mu}(\tilde{b}(\bullet)).$$

The proof of the theorem proceeds as follows. We know the identity when $\kappa$ is a very small, or $\rho$ is a very large sequence, since then both sides vanish; so we can assume the identity holds for smaller $\kappa$ or larger $\rho$. By the lemma and induction, the identity is true for $\kappa$ and $\rho$ and given $a(1), \ldots, a(n)$ and $b(1), \ldots, b(n)$ if and only if it is true when any $a(k)$ is replaced by $(1 + x_{k,p} t) a(k)$ or any $b(l)$ is replaced by $(1 + y_{l,q} t) b(l)$. 
Starting from the case when all \( a(k) = 1 \) and \( b(l) = 1 \), we can repeat these replacements until we arrive at the case where each \( a(k)_m \) (resp. \( b(l)_m \)) is the \( m \)th elementary symmetric polynomial in a large number of independent variables. Since these are algebraically independent variables, the identity is true in general.

1.2. Application to degeneracy loci. Assume we have vector bundles \( F \) and \( E \), on a nonsingular variety, and a morphism \( \phi: F \to E \), and subbundles and quotient bundles with ranks indicated by subscripts:

\[
F_{q_s} \hookrightarrow \cdots \hookrightarrow F_{q_1} \hookrightarrow F \xrightarrow{\phi} E \to E_{p_s} \to \cdots \to E_{p_1},
\]

Fix integers \( k_1, \ldots, k_s \) satisfying

\[
0 < k_1 < \cdots < k_s \quad \text{and} \quad l_1 \geq \cdots \geq l_s > 0,
\]

where \( l_i = q_i - p_i + k_i \). Define \( \lambda \) to be the partition, of length \( k_s \), with \( \lambda_k = l_i \), for \( i \) minimal such that \( k_i \geq k \). Consider a degeneracy locus \( \Omega \) given by the rank conditions:

\[
\text{rank}(F_{q_i} \to E_{p_i}) \leq p_i - k_i, \quad 1 \leq i \leq s.
\]

From [F] we have the formula for the class \([\Omega]\) of \( \Omega \), assuming it has the expected codimension \(|\lambda|\):

\[
[\Omega] = S_{\lambda}(c(1), \ldots, c(k_s)),
\]

where \( c(k) = c(E_{p_i} - F_{q_i}) \), for \( i \) minimal with \( k_i \geq k \). Then

\[
c = c(E - F) \quad \text{and} \quad a(k) = c(F/F_{q_i})/c(\text{Ker}(E \to E_{p_i})).
\]

Theorem 1.1 gives the

**Corollary 1.4.** The formula for the class of \( \Omega \) is

\[
[\Omega] = \sum S_{\lambda/\mu}(a(1), \ldots, a(k_s)) S_\mu(c).
\]

When all \( E_{p_i} = E \), this gives an expansion of the Kempf-Laksov formula [KL].

2. Tableau Formulas for Schur-like Determinants

Our main goal is to give a tableau formula for the coefficients of the Schur polynomials \( S_\mu(c) \) in the expansion of the enriched Schubert polynomial of a vexillary (2143-avoiding) permutation of the integers. We will also give a tableau formula for 321-avoiding permutations. Both of these are determinants, which can be expressed as generating functions of non-intersecting paths.
2.1. **Some classical tableau formulas.** There are cases where formulas for the Schur determinants, involving tableaux or non-intersecting paths are known, cf. [LS], [W], [CYY]. We do not know the most general setting for such formulas, but record one we need here, from [Mac1] §I.5 Ex. 23:

**Proposition 2.1.** Let \( a = \prod_{i=1}^{m} \frac{x_i^{1+y_i t} - x_i t}{1-x_i t} \). For any partitions \( \mu \subseteq \lambda \),

\[
S_{\lambda/\mu}(a) = \sum_{T} (x, y)^T,
\]

the sum over all tableaux \( T \) on the skew shape \( \lambda/\mu \) with entries \( 1' < 1 < 2' < 2 < \cdots < m' < m \), weakly increasing along rows and down columns, with no \( k \) repeated in a column and no \( k' \) repeated in a row.

Here the monomial \( (x, y)^T \) is \( \prod_{k \in T} x_k^{\#\{k \in T\}} \prod_{k' \in T} y_k^{\#\{k' \in T\}} \). For example, the tableau

\[
T = \begin{array}{c|cc|c}
      & 1' & 2' & 3 \\
\hline
1' & 1 & 2 & 2 \\
1' & 2 & 2 & \\
1 & & & \\
\end{array}
\]

contributes the monomial \( (x, y)^T = x_1^2 x_2 y_1^2 y_2 \) to \( S_{(4,3,1)}(a) \).

**Corollary 2.2.** Let \( a = \frac{x+y_t}{1-x t} \). For any partition \( \lambda \),

\[
S_{\lambda}(a \cdot c) = \sum_{\mu \subseteq \lambda} x^{v(\lambda/\mu)} y^{h(\lambda/\mu)} (x+y)^{k(\lambda/\mu)} S_{\mu}(c),
\]

the sum over all \( \mu \) obtained from \( \lambda \) by removing a border strip (from its Young diagram), with \( v(\lambda/\mu) \) the number of vertical lines between border boxes, \( h(\lambda/\mu) \) the number of horizontal lines between border boxes, and \( k(\lambda/\mu) \) the number of connected components in the border strip.

For example, since the border strip \( (4,3,1)/(2,1) \) has two vertical lines, one horizontal line, and two connected components, the coefficient of \( S_{(2,1)}(c) \) in \( S_{(4,3,1)}(a \cdot c) \) is \( x^2 y(x+y)^2 \).

\[
\begin{array}{c|cc|c}
      & 1' & 2' & 3 \\
\hline
1' & 1 & 2 & 2 \\
1' & 2 & 2 & \\
1 & & & \\
\end{array}
\]

2.2. **The basic tableau formula.** The goal of this section is to prove a tableau formula for certain *doubly flagged* Schur polynomials \( S_{\lambda/\mu}(a(\bullet)) \), where the denominators of \( a(\bullet) \) get larger, and the numerators get smaller, as \( i \) increases. We are given two sequences \( p_\bullet \) and \( q_\bullet \) of nonnegative integers, each of length \( n \), with \( p_\bullet \) weakly increasing, \( q_\bullet \) weakly decreasing, with no repeats, i.e., \( p_i \leq p_{i+1} \) and \( q_i \geq q_{i+1} \) for all \( 1 \leq i < n \), and at least one of these inequalities is strict for each such \( i \).
We set
\[ a(i) = \frac{\prod_{b=1}^{q_i}(1 + y_b t)}{\prod_{a=1}^{p_i}(1 - x_a t)}. \]

We have a sequence \( \lambda \) of length \( n \), which satisfies an equation
\[ \lambda_i = q_i - p_i + i + t \]
for some constant \( t \).

The conditions on \( p_* \) and \( a_* \) make this sequence weakly decreasing, so it is a partition if \( t \) is sufficiently large. We will give a formula for \( S_{\lambda/\mu}(a(\bullet)) \) for any sequence \( \mu \subset \lambda \), i.e., \( \mu \) is a weakly decreasing sequence of length \( n \) with \( \mu_i \leq \lambda_i \) for all \( i \). The skew Young diagram of \( \lambda/\mu \) may be obtained by adding a constant to all entries, so they become partitions. (Skew diagrams that are horizontal translations of each other are identified here; vertical translations are not allowed, as the numbering of their rows is important.)

A \textit{tableau} on \( \lambda/\mu \) is a filling of the boxes of its skew Young diagram by plain positive integers \( k \), primed positive integers \( l' \), or pairs \((k, l')\) of such integers. In the \( i^{\text{th}} \) row, any \( k \) appearing must have \( 1 \leq k \leq p_i \), and any \( l' \) appearing must have \( 1 \leq l \leq q_i \). The rules for ordering in rows and columns are modifications of the usual rules for plain and primed alphabets. The plain entries are weakly increasing along rows, strictly increasing down columns, and the primed entries are strictly increasing along rows, weakly increasing down columns. Any box either right of or below a box containing a plain (resp. primed) entry must contain a plain (resp. primed) entry. In addition, any entry following an entry \((k, l')\) in a row must have the form \((k + m, (l + m + 1)')\) for some \( m \), and any entry under it must have the form \((k + m + 1, (l + m)')\) for some \( m \) (with \( m \geq 0 \) in each case).

\textbf{Theorem 2.3.} \( S_{\lambda/\mu}(a(\bullet)) = \text{Det}(a(k)\lambda_k - \mu_{l+k} - l-k)_{1 \leq k,l \leq n} \) is the sum of the weights of all tableaux on \( \lambda/\mu \), where the weight of a tableau is obtained by setting each \( k \) to \( x_k \), each \( l' \) to \( y_l \), and \((k, l')\) to \( x_k + y_l \).

We will prove this by showing that the determinant and the tableau formula are given by non-intersecting paths on a directed graph. We may assume that \( t = 0 \), since adding the same constant to each \( \lambda_i \) and \( \mu_i \) does not change the formula. Vertices will be at lattice points in the plane, with \((a, b)\) denoting the coordinates. There will be \( n \) source points \( S_1, \ldots, S_n \) on a vertical line at the left, with the second coordinate of \( S_i \) equal to \( \mu_i - i \). There will be \( n \) target points \( T_1, \ldots, T_n \) on a vertical line at the right, with the second coordinate of \( T_i \) equal to \( \lambda_i - i \).

There will be horizontal arrows moving one unit to the right, with weight 1, at any lattice point. There will be some vertical arrows, moving one unit up, which will have weights \( x_k \) or \( y_l \) or \( x_k + y_l \) for \( k \) and \( l \) positive. If
the arrow points up from the vertex \((a, b)\), it will get a nonzero weight by the following rules:

1. \(y_{a+b+1}\) if \(a \leq 0\), and \(a+b \geq 0\);
2. \(x_a + y_{a+b+1}\) if \(a+b \geq 0\) and \(1 \leq a \leq p_i\) and \(a+b \leq q_i\) for some \(1 \leq i \leq n\);
3. \(x_a\) if \(a \geq 1\) and \(a+b < 0\).

Figure 1 shows the case \(p_\bullet = (0, 0, 1, 3, 3, 5, 6)\) and \(q_\bullet = (9, 7, 6, 4, 2, 0, 0)\), so \(\lambda = (10, 9, 8, 5, 4, 1, 1)\); we take \(\mu = (6, 4, 4, 1, 0, 0, 0)\). A non-intersecting path is shown, and the corresponding tableau is indicated.

For example, the weight of the third line of the tableau or the third path is \(y_1 y_3 (x_1 + y_5) (x_1 + y_6)\).

The claim is that for each \(1 \leq i \leq n\) and each integer \(m\), the flow obtained from the directed graph by adding the products of all weights for all paths from \(m\) steps below \(T_i\) on the left, to the target \(T_i\) on the right,
is equal to $a(i)_m$, which is a sum of products of elementary symmetric polynomials in $y$ variables times complete symmetric polynomials in $x$ variables. This is easily verified, by considering each of the three cases where $p_i = 0$, or $q_i = 0$, or $p_i > 0$ and $q_i > 0$. By the general non-intersecting path Lindström-Gessel-Viennot result [GV], this proves that the sum of the products of all weights, over all non-intersecting paths from the sources $S_i$ to the targets $T_i$ is the required determinant. And the weights along the $i$th path correspond to the entries of the $i$th row of the corresponding tableau.

**Remark 2.4.** The simplest — but useful — case of the theorem is when either $p_i = 0$ or $q_i = 0$ for every $i$. Then the first rows, where $p_i = 0$, have only primed entries, and the last rows, where $q_i = 0$, have only plain entries; there are no mixed entries $(k, l')$.

**Remark 2.5.** These constructions give positive formulas in some greater generality. One can take any partition $\lambda$ of length $n$ such that $q_i + 1 - p_i + 1 + t < \lambda_i \leq q_i - p_i + i + t$ for $1 \leq i < n$. The same argument shows that the corresponding determinant will be given by the generating function of the directed graph. (In fact, $\lambda$ and $\mu$ can be any weakly decreasing sequences of $n$ integers, not necessarily nonnegative.)

There is a **dual tableau formula**, where the Chern series depend on the columns instead of the rows. This time $p_i$ is a weakly decreasing sequence, and $q_i$ is a weakly increasing sequence, of $n$ nonnegative integers, with at least one changing at each step. We are given weakly decreasing sequences $\lambda \supset \mu$ of length $n$, but now $\mu_i = p_i - q_i + i + t$ for some integer $t$. Set $b(j) = \prod_{a=1}^{q_i}(1 + y_b t) / \prod_{a=1}^{p_i}(1 - x_a t)$. We will give a tableau formula for

$$S'_{\lambda/\mu}(b(\bullet)) = \text{Det}(b(j)_{\lambda_i - \mu_j + j - i}).$$

A **dual tableau** satisfies all the conditions as before (so plain entries in the $i$th row are in $[1, p_i]$ and primed entries are primes of integers in $[1, q_i]$), but all the ordering is **reversed**: the plain/primed entries are weakly/strictly decreasing in rows, strictly/weakly decreasing in columns, and the relations between adjacent pairs is the opposite of the one for tableaux. The weight of a tableau assigns $x_k$ to $k$, $y_t$ to $l'$, and $x_k + y_t$ to $(k, l')$ as before.

**Corollary 2.6.** $S'_{\lambda/\mu}(b(\bullet))$ is the sum of the weights of all dual tableaux on $\lambda/\mu$.

**Proof.** Set $\bar{\lambda}_i = -\mu_{n+1-i}$, $\bar{p}_i = -\lambda_{n+1-i}$, $\bar{p}_i = p_{n+1-i}$, $\bar{q}_i = q_{n+1-i}$, and $\bar{a}(i) = b(n + 1 - i)$. Then $S'_{\lambda/\mu}(b(\bullet)) = S_{\lambda/\mu}(\bar{a}(\bullet))$. The skew diagram for
\(\lambda/\mu\) is the 180° rotation of that for \(\tilde{\lambda}/\tilde{\mu}\), and the dual tableaux for \(\lambda/\mu\) are the 180° rotations of the tableau for \(\tilde{\lambda}/\tilde{\mu}\). So the tableau formula for 
\(S_{\tilde{\lambda}/\tilde{\mu}}(\tilde{a}(\bullet))\) implies the dual tableau formula for 
\(S_{\lambda/\mu}(b(\bullet))\). \(\Box\)

2.3. Vexillary permutations of the integers. A permutation here is a permutation of the integers that fixes all but a finite number of integers; the group of these is denoted \(S_{\mathbb{Z}}\). A vexillary permutation is one that avoids the pattern 2143.

A vexillary permutation comes from a triple of integers. It is convenient to weaken the notion of a triple defined in [AF2], to allow weak inequalities in the condition to be a triple. A (weak) triple \(\tau = (k, p, q)\) of length \(s\) has

\[
0 < k_1 < k_2 < \cdots < k_s, \quad p_1 \leq p_2 \leq \cdots \leq p_s, \quad q_1 \geq q_2 \geq \cdots \geq q_s,
\]

determining integers \(l_i\) by the formula \(l_i = q_i - p_i + k_i\). The condition to be a triple is that

\[
(*) \quad l_1 \geq l_2 \geq \cdots \geq l_s > 0.
\]

In this paper a triple where the inequalities in (*) are strict will be called a strong triple. A triple \(\tau\) determines a partition \(\lambda = \lambda(\tau)\) by setting \(\lambda_k = l_i\) for \(i\) minimal such that \(k_i \geq k\). And it determines a permutation \(w(\tau)\), which is the permutation of minimal length such that for \(1 \leq i \leq s\), \#\{\(a \leq p_i\) \mid \(w(a) > q_i\)\} = \(k_i\). A (weak) triple defines the same partition and permutation as the strong triple obtained by omitting any \((k_i, p_i, q_i)\) for which \(l_i = l_{i+1}\) (and re-indexing the remaining \((k_j, p_j, q_j)\)). When \(\tau\) is strong, the corners of the Young diagram of its partition are at the positions \((k_i, l_i)\), \(1 \leq i \leq s\). We set \(n = k_s\), the length of the partition \(\lambda\). Every vexillary permutation comes from a unique strong triple.

A triple is called complete if \(k_i = i\) for \(1 \leq i \leq s = n\). Any triple can be extended, usually in more than one way, to a complete triple. Therefore it suffices to consider complete triples, and we will assume from now on that \(\tau\) is complete. Note that in this case \(\lambda_i = l_i = q_i - p_i + i\), and \(a(i) = a(p_i, q_i)\) for \(1 \leq i \leq n\). A complete triple of length \(n\) is determined by the two sequences \(p_*\) and \(q_*\) of length \(n\), the first weakly increasing, the second weakly decreasing, and the condition (*) is that for every \(i < n\), either \(p_i < p_{i+1}\) or \(q_i > q_{i+1}\) (or both), and \(p_n < q_n + n\). We may write \(\tau = (p_*, q_*)\) for a complete triple, with the understanding that \(k_i = i\).

A triple determines Chern series \(a(k) = a(p_i, q_i)\) for \(i\) minimal such that \(k_i \geq k\), where

\[
a(p, q) = \frac{\prod_{i=p+1}^0 (1-x_i t) \cdot \prod_{j=1}^q (1+y_j t)}{\prod_{i=1}^p (1-x_i t) \cdot \prod_{j=q+1}^0 (1+y_j t)}.\]
The enriched Schubert polynomial \( S_w \) (cf. [AF2]) is equal to the determinant
\[
P_\tau(c, x, y) = S_\lambda(a(\bullet) \cdot c) = \sum_{\mu \subset \lambda} S_{\lambda/\mu}(a(\bullet)) S_\mu(c),
\]
where \( S_{\lambda/\mu}(a(\bullet)) = \text{Det}(a(k)_{\lambda_k - \mu_l + l - k})_{1 \leq k, l \leq n} \). This too is the same for weak triple and their associated strong triples; although the entries of the matrices are different, the resulting Schur polynomials agree, by elementary row operations, as in Lemma 1.3.

The coefficients are polynomials in variables \( x_i, y_j, \tilde{x}_i = -x_{1-i} \) and \( \tilde{y}_j = -y_{1-j} \), for \( i \) and \( j \) positive. Our goal is to give a positive formula this determinant in these variables, by showing that it is the sum of weights of tableaux on the skew shape of \( \lambda/\mu \).

2.4. **Tableau formula for vexillary determinants.** When \( \tau \) is a triple with all \( p_i \) and \( q_i \) nonnegative, Theorem 2.3 gives a formula for the coefficients in \( P_\tau = \sum S_{\lambda/\mu}(a(\bullet)) S_\mu(c) \). The general vexillary enriched Schubert polynomials can be realized as specializations of those coming from those using nonnegative or nonpositive sequences, which will give tableau formulas for them.

Given a complete triple \( \tau = (p_\bullet, q_\bullet) \), define integers \( 0 \leq r \leq s \leq n + 1 \) by the rules:

- \( r \) is the maximal integer such that \( p_r < 0 \) and \( q_r > 0 \), with \( r = 0 \) if there is no such integer; and
- \( s \) is the minimal integer such that \( p_s > 0 \) and \( q_s < 0 \), with \( s = n + 1 \) if there is no such integer. There are two cases: either (1) \( p_i \geq 0 \) and \( q_i \geq 0 \) for all \( r < i < s \); or (2) \( p_i \leq 0 \) and \( q_i \leq 0 \) for all \( r < i < s \). (The cases where \( s = r + 1 \) or where \( s = r + 2 \) and \( p_r+1 = q_r+1 = 0 \) can be regarded in either case.)

Define the complete triple \( \overline{\tau} = (\overline{p}_\bullet, \overline{q}_\bullet) \) by setting

\[
\overline{p}_i = \begin{cases} 0 & \text{if } i \leq r \\ p_i & \text{if } r < i < s \\ p_i - q_i & \text{if } s \leq i \end{cases} \quad \text{and} \quad \overline{q}_i = \begin{cases} q_i - p_i & \text{if } i \leq r \\ q_i & \text{if } r < i < s \\ 0 & \text{if } s \leq i \end{cases}
\]

So \( \overline{\tau} \) is nonnegative in case (1), and nonpositive in case (1). Note that \( \lambda(\overline{\tau}) = \lambda(\tau) \) in either case.

Consider case (1). Set \( \overline{u}(i) = \frac{\prod_{k=1}^{i} u_k (1 + u_k t)}{\prod_{k=1}^{i} (1 - u_k t)} \), for variables \( u_k \) and \( v_t \). Theorem 2.3 gives a tableau formula for \( S_{\lambda/\mu}(\overline{a}(\bullet)) \) as a sum of products of the variables \( u_k, v_t \), and \( u_k + v_t \). From the definition as determinants, one
sees that $S_{\lambda/\mu}(\mathbf{a}(\bullet))$ can be obtained from $S_{\lambda/\mu}(\mathbf{a}(\bullet))$ by specializing the $u$ and $v$ variables to the $x$ and $y$ variables by the following rules:

Specialize the variables $v_1, \ldots, v_{\lambda-1}$ to the variables $y_i$ and $\tilde{x}_j$, by using the orderings $q_r \leq \cdots \leq q_1$ and $-p_r \leq \cdots \leq -p_1$. That is, $v_1, \ldots, v_q$, are specialized to $y_1, \ldots, y_q$; then the next $-p_r$ of the $v$ variables are specialized to $\tilde{x}_1, \ldots, \tilde{x}_{-p_r}$; then the the next $q_{r-1} - q_r$ $v$ variables are specialized to $y_{q_r+1}, \ldots, y_{q_r-1}$, the next $p_r - p_{r-1}$ to $\tilde{x}_{-p_r+1}, \ldots, \tilde{x}_{-p_r-1}$, and so on until all $q_1 - p_1$ of the $v$ variables have been specialized.

Specialize the variables $u_1, \ldots, u_{n-\lambda}$ to the variables $x_i$ and $\tilde{y}_j$, by using the orderings $p_s \leq \cdots \leq p_n$ and $-q_s \leq \cdots \leq -q_n$. That is, $u_1, \ldots, u_p$, are specialized to $x_1, \ldots, x_p$, then the next $-q_s$ $u$ variables are specialized to $\tilde{y}_1, \ldots, \tilde{y}_{-q_s}$, and so on, alternating, until all $p_n - q_n$ of the $u$ variables are specialized.

Note that for $r < i < s$ the first $p_i$ of the $u$ variables are specialized to $x_1, \ldots, x_{p_i}$ and the first $q_i$ of the $v$ variables are specialized to $y_1, \ldots, y_{q_i}$.

Case (2) is entirely similar, with substitutions as follows. Specialize the $v$ variables to the $\tilde{x}$’s and $y$’s, using the orderings $-p_r \leq \cdots \leq -p_1$ and $q_r \leq \cdots \leq q_1$. Specialize the $u$ variables to the $\tilde{y}$’s and $x$’s, using the orderings $-q_s \leq \cdots \leq -q_n$ and $p_s \leq \cdots \leq p_n$.

The next theorem then follows from Theorem 2.3.

**Theorem 2.7.** With these substitutions,

$$S_{\lambda/\mu}(a(1), \ldots, a(n)) = \text{Det}(a(i)_{\lambda_i - \mu_j + j - i})_{1 \leq i, j \leq n}$$

is the sum of the weights of all tableaux on $\lambda/\mu$.

This theorem applies to **multivariate Schur polynomials**, sometimes denoted $\Psi_\lambda(c, y)$, for any partition $\lambda$. In fact, if the Young diagram of $\lambda$ has corners at $(k_i, l_i)$, then

$$\Psi_\lambda(c, y) = \mathbb{P}_\tau(c, 0, y) = \sum S_{\lambda/\mu}(a(\bullet)) S_\mu(c),$$

where $\tau = (k_\bullet, p_\bullet, q_\bullet)$, with $p_i = 0$ and $q_i = l_i - k_i$, so

$$a(k) = \frac{\prod_{j=1}^q (1 + y_j t)}{\prod_{j=q+1}^r (1 + y_j t)},$$

for $i$ minimal such that $k_i \geq k$. Note that in this case the tableaux have primed integers above the diagonal, and plain integers below the diagonal, with the usual orderings. The formula of the theorem recovers a tableau formula of Molev [Mo, Cor. 5.6]:

**Corollary 2.8.** The coefficient $S_{\lambda/\mu}(a(1), \ldots, a(n))$ is the sum of the weights of all tableaux on $\lambda/\mu$, with weights determined by assigning the variable $y_l$ to primed integers $l'$ and $\tilde{y}_k = -y_{1-k}$ to plain integers $k$. 

2.5. A tableau formula for 321-avoiding permutations. We give a tableau formula for the enriched Schubert polynomial of a 321-avoiding permutation $w$ in $S_n$. Such a $w$ is determined by (and determines) two strictly decreasing sequences $p_*$ and $q_*$ of integers of the same length $n$, with $p_i \leq q_i$ for all $i$; $w$ is the permutation of minimal length such that $w(p_i) = q_i + 1$ for all $i$. As we saw in [AF2], this Schubert polynomial $S_w(c, x, y)$ is $\det((a(i) \cdot c \cdot b(j))_{q_i+1-p_j})$, where

$$a(i) = \frac{\prod_{b=1}^{q_i+1}(1 + y_b \cdot t)}{\prod_{b=1}^{p_i}(1 + y_b \cdot t)} \quad \text{and} \quad b(j) = \frac{\prod_{a=1}^{p_j+1}(1 - x_a \cdot t)}{\prod_{a=1}^{q_j}(1 - x_a \cdot t)}.$$

Define weakly decreasing sequences $\kappa$ and $\rho$ of length $n$ by setting $\kappa_i = q_i + 1 + i$ and $\rho_i = p_i + i$ for all $i$. By Theorem 1.1,

$$S_w(c, x, y) = \sum_{\kappa \supset \lambda \supset \nu \supset \rho} S_{\kappa/\lambda}(a(\bullet))S_{\lambda/\nu}(c)S_{\nu/\rho}^*(b(\bullet)).$$

We will obtain a positive formula for these polynomials by giving tableau formulas for the first and third terms in these sums.

For the first, take $r$ maximal so $q_r \geq 0$; so $a(i) = \prod_{b=1}^{q_i+1}(1 + y_b \cdot t)$ for $i \leq r$ and $a(i) = 1/\prod_{a=1}^{q_i}(1 - y_a \cdot t)$ for $i > r$, where $y_a = -y_{1-a}$. Apply Theorem 2.3 to the sequences $(0, \ldots, 0, -q_{r+1}, \ldots, -q_n)$ and $(q_1, \ldots, q_r, 0, \ldots, 0)$ and the two sets of variables $\tilde{y}_a$ and $y_b$. Then $S_{\kappa/\lambda}(a(\bullet))$ is the sum of the weights of the tableaux, where $k$ is given weight $\tilde{y}_k$ and $l'$ is given weight $y_l$. Note that there are no pairs $(k, l')$ in these tableaux.

The third terms use the dual tableau formula. Take $r$ maximal so $p_r \geq 0$, so $b(j) = 1/\prod_{a=1}^{p_j}(1 - x_a \cdot t)$ if $j \geq r$, and $b(j) = \prod_{b=1}^{p_j+1}(1 + \tilde{x}_b \cdot t)$ if $j < r$, where $\tilde{x}_b = -x_{1-b}$. Use the sequences $(0, \ldots, 0, p_{r+1}, \ldots, p_n)$ and $(-p_1, \ldots, -p_r, 0, \ldots, 0)$ and the variables $x_a$ and $\tilde{x}_b$. Then $S_{\nu/\rho}^*(b(\bullet))$ is the sum of the weights of the dual tableaux on $\nu/\rho$, where $k$ is given weight $x_k$ and $l'$ is given weight $\tilde{x}_l$.

For these sequences $\lambda \supset \nu$, one has the usual positive decomposition

$$S_{\lambda/\nu} = \sum \sum c_{\mu/\nu}^{\lambda} S_\mu(c),$$

a sum over partitions $\mu$; here $c_{\mu/\nu}^{\lambda} = c_{\mu/\nu+t}$, for any integer $t$ such that $\nu + t = (\nu_1 + t, \ldots, \nu_n + t)$, and so $\lambda + t = (\lambda_1 + t, \ldots, \lambda_n + t)$ are partitions.

Corollary 2.9. The 321-avoiding enriched Schubert polynomial is given by the formula

$$S_w = \sum c_{\mu/\nu}^{\lambda} wt(T) S_\mu(c),$$

the sum over partitions $\mu$ and all $\lambda$ and $\nu$ such that $\kappa \supset \lambda \supset \nu \supset \rho$, with the tableaux $T$ on $\kappa/\lambda$ and $\nu/\rho$ as above.
In particular, this gives a tableau formula for the classical double Schubert polynomial $S_w(x, -y)$ when $w$ is 321-avoiding and in $S_+$, i.e., the sequences $p_i$ and $q_i$ are positive. The sum is then over all $\lambda$ between $\rho$ and $\kappa$, taking $\nu = \lambda$. The resulting formula is different from the one in [CYY] (which weights tableaux by products of binomials, rather than monomials).

3. Operators in Type A

In [AF2], we described a construction of enriched (twisted) Schubert polynomials in type A, which live in a polynomial ring $\Lambda[x, y]$, where $\Lambda = \mathbb{Z}[c, z]$. Here $c$ stands for variables $c_k$ of degree $k$, for $k \geq 1$, $z$ is a variable of degree 1, and $x$ and $y$ stand for variables $x_i$ and $y_i$ for all integers $i$. (For the untwisted case, set $z$ to be 0.) The Schur polynomials $S_\lambda(c)$ form an additive basis for $\Lambda$ over $\mathbb{Z}[z]$. We give formulas for three operators on these algebras.

3.1. Difference operators. We use the first two sections to give a formula for the difference operator $\partial_0 = \partial_0^x$ in type $A_\nu$. (There is an operator $\partial_0^y$ which is obtained by interchanging each $x_i$ with $y_i$; and there are operators $\partial_i^x$ and $\partial_i^y$ for $i \neq 0$, described in [AF2] and §4 and §10 of [LLS], which are simpler.) These are endomorphisms of the $\mathbb{Z}[z]$-algebra $\Lambda[x, y]$.

This $\partial_0$ comes with a related automorphism $s_0$, which in this case is given by the formula

$$s_0(c) = c \cdot \frac{1 + (z - x_0) t}{1 + (z - x_1) t},$$

where $c = 1 + \sum_{k>0} c_k t^k$. Applying Theorem 1.1 and Corollary 2.2, with $x = x_1 - z$ and $y = z - x_0$, this gives the formula

$$s_0(S_\lambda(c)) = \sum_{\mu \subseteq \lambda} (x_1 - z)^{v(\lambda/\mu)} (z - x_0)^{h(\lambda/\mu)} (x_1 - x_0)^{k(\lambda/\mu)} S_\mu(c).$$

Since $\partial_0(f) = \frac{f - s_0(f)}{x_0 - x_1}$, we get

**Proposition 3.1.**

$$\partial_0(S_\lambda(c)) = \sum_{\mu \subseteq \lambda} (x_1 - z)^{v(\lambda/\mu)} (z - x_0)^{h(\lambda/\mu)} (x_1 - x_0)^{k(\lambda/\mu)-1} S_\mu(c).$$

Setting $z = 0$ gives the corresponding difference operator on $\Lambda[x, y]$, with $\Lambda = \mathbb{Z}[c]$:

$$\partial_0(S_\lambda(c)) = \sum x_1^{v(\lambda/\mu)} (-x_0)^{h(\lambda/\mu)} (x_1 - x_0)^{k(\lambda/\mu)-1} S_\mu(c).$$
3.2. **Translation operators.** Similarly, we have a formula for the translation operators $\gamma^m$ on $\Lambda[x, y]$, also discussed in [AF2]. These are defined by the equations $\gamma^m(x_i) = x_{m+i}$ and $\gamma^m(y_i) = y_{m+i}$ for all integers $m$ and $i$, and

$$
\gamma^m(c) = c \cdot \prod_{i=1}^{m} \frac{1 + y_i t}{1 + (z - x_i) t} \cdot \prod_{i=m+1}^{0} \frac{1 + (z - x_i) t}{1 + y_i t}.
$$

(This formula is an abbreviation for two formulas, with the first product used if $m$ is positive, the second if $m$ is negative.)

**Proposition 3.2.** For $m > 0$,

$$
\gamma^m(S_\lambda(c)) = \sum_{\mu \subset \lambda} \sum_{T} (x - z, y)^T S_\mu(c),
$$

the second sum over all tableaux $T$ on the skew shape $\lambda/\mu$ with entries $1' < 1 < 2' < 2 < \cdots < m' < m$, weakly increasing along rows and down columns, with no $k$ repeated in a column and no $k'$ repeated in a row; and $(x - z, y)^T = \prod (x_k - z)^{\#(k \in T)} \prod y_k^{\#(k' \notin T)}$.

The formula for $\gamma^{-m}(S_\lambda(c))$ is similar, but each $k$ in a tableau contributes a factor $-y_k$ and each $k'$ contributes $z - x_k$.

3.3. **Twisting operator.** We give a tableau formula for the operator that takes the Chern class of a virtual bundle of rank 0 to the Chern class of its twist (tensor product) by a line bundle. We work in the polynomial ring $\Lambda = \mathbb{Z}[c, z]$.

There is an endomorphism $\theta$ of the $\mathbb{Z}[z]$-algebra $\Lambda$ that takes $c_k$ to $\sum_{i=1}^{k} \binom{k-1}{i-1} z^{k-i} c_i$. This corresponds to twisting by a line bundle in geometry: if $\xi$ is a virtual vector bundle of rank 0, and $L$ is a line bundle with first Chern class $z$, then $\theta$ takes $c_k(\xi)$ to $c_k(\xi \cdot [L^*])$.

**Lemma 3.3.** For a partition $\lambda$ of length $n$,

$$
\theta(S_\lambda(c)) = \text{Det}(c(i)_{\lambda_i+j-i})_{1 \leq i, j \leq n},
$$

where $c(i) = a(i) \cdot c$, with $a(i) = (1 + z)^{\lambda_i - i}$ for $1 \leq i \leq n$.

**Proof.** Let $A = (a_{ij})$, where $a_{ij} = \theta(c_{\lambda_i+j-i})$. A succession of column operations will turn $A$ into the matrix appearing on the right side of the identity, so they will have the same determinant. Each step will add $z$ times the $i$th column to the column to its right. The order of these $i$’s is from $i = n - 1$ down to $i = k$, successively for $k$ varying from 1 to $n - 1$. \qed

Corollary 2.2 gives a tableau formula for these coefficients. The maximal $d$ such that $\lambda_d \geq d$ is called the **Durfee square** of $\lambda$, and denoted $d(\lambda)$. 
If \( \mu \subset \lambda \) have the same Durfee square, define a table on \( \lambda/\mu \) to be a filling of the boxes of this skew shape with positive integers, satisfying:

1. the entries above the diagonal are strictly increasing across rows, weakly increasing down columns, and the entries in the \( i \)th row are at most \( \lambda_i - i \);
2. the entries below the diagonal are strictly increasing down columns, weakly increasing across rows, and the entries in the \( i \)th column are at most \( \lambda_i' - i \).

Let \( N(\lambda/\mu) \) be the number of tableaux on \( \lambda/\mu \).

For \( \mu \subset \lambda \) of the same Durfee square \( d \), set
\[
\sum_{i=1}^{d} \lambda_i \mu_i ( -z ) \sum_{i=1}^{d} \lambda_i' \mu_i'.
\]
(The two exponents are the number of boxes above the diagonal and below the diagonal in the skew shape.)

**Proposition 3.4.** For any partition \( \lambda \)
\[
\theta(S_\lambda(c)) = \sum_{\mu \subset \lambda, d(\mu) = d(\lambda)} N(\lambda/\mu) z^{\lambda/\mu} S_\mu(c).
\]

Using Frobenius notation for partitions, if \( \lambda = (\alpha|\beta) \) and \( \mu = (\alpha'|\beta') \), where each of \( \alpha, \beta, \alpha', \beta' \) are strictly decreasing sequences of non-negative integers of length \( d = d(\lambda) = d(\mu) \), the coefficient \( N(\lambda/\mu) \) is a product of binomial determinants (cf. [GV]):
\[
N(\lambda/\mu) = \binom{\alpha}{\alpha'} \cdot \binom{\beta}{\beta'},
\]
where \( \binom{\alpha}{\alpha'} \) = Det(\( \binom{\alpha_i}{\alpha'_i} \))_{1 \leq i,j \leq d} and \( \binom{\beta}{\beta'} \) = Det(\( \binom{\beta_i}{\beta'_i} \))_{1 \leq i,j \leq d}.

**4. An Algebraic Identity for Schur-like Pfaffians**

We define **pseudo-pfaffians** \( Pf_\lambda(c(1), \ldots, c(n)) \) for any sequence \( \lambda = (\lambda_1, \ldots, \lambda_n) \) of integers, and any Chern series \( c(1), \ldots, c(n) \). (The “pseudo” is because no alternating properties are required; the polynomials need not vanish even if \( \lambda \) is a partition with some repeated parts.) To allow a twist, we work in any commutative \( \mathbb{Z}[z] \)-algebra. For \( n = 1 \), \( Pf_p(c) = c_p \). For \( n = 2 \),
\[
Pf_{p,q}(a,b) = \sum_{0 \leq i,j \leq q} (-1)^j (\binom{i}{j} + (\binom{i-1}{j})^z a_{p+j-i} b_{q-j}.
\]
For \( n = 3 \), \( Pf_{p,q,r}(a,b,c) \) is defined to be
\[
Pf_p(a) Pf_{q,r}(b,c) - Pf_q(b) Pf_{p,r}(a,c) + Pf_r(c) Pf_{p,q}(a,b).
\]
For \( n = 4 \), \( Pf_{p,q,r,s}(a,b,c,d) \) is
\[
Pf_{p,q}(a,b) Pf_{r,s}(c,d) - Pf_{p,r}(a,c) Pf_{q,s}(b,d) + Pf_{p,s}(a,d) Pf_{q,r}(b,c).
\]
Continuing inductively, for \( n \) odd, \( \text{Pf}_\lambda(c(1), \ldots, c(n)) \) is
\[
\sum_{k=1}^{n} (-1)^{k-1} \text{Pf}_{\lambda_k}(c(k)) \text{Pf}_{\lambda_1, \ldots, \lambda_n - \lambda_k}(c(1), \ldots, \widehat{c(k)}, \ldots, c(n)),
\]
and for \( n \) even, \( \text{Pf}_\lambda(c(1), \ldots, c(n)) \) is
\[
\sum_{k=2}^{n} (-1)^{k} \text{Pf}_{\lambda_1, \lambda_k}(c(1), c(k)) \text{Pf}_{\lambda_2, \ldots, \lambda_n}(c(2), \ldots, \widehat{c(k)}, \ldots, c(n)).
\]

We write \( \text{Pf}_\lambda(c(\star)) \) for \( \text{Pf}_\lambda(c(1), \ldots, c(n)) \), and, if all \( c(k) = c \) are equal, we write \( \text{Pf}_\lambda(c) \) for \( \text{Pf}_\lambda(c, \ldots, c) \). Our goal here is to express \( \text{Pf}_\lambda(a(1)c, \ldots, a(n)c) \) as a sum of polynomials in the \( a(i)_j \)'s times the pseudo-pfaffians \( \text{Pf}_\mu(c) \), as \( \mu \) varies over partitions of length at most \( n \), for any sequence \( \lambda \) of length \( n \) and Chern series \( a(1), \ldots, a(n) \) and \( c \). If we are in a ring where \( \text{Pf}_\mu(c) \) vanishes whenever \( \mu \) has repeated entries, which is the case in the basic algebra used for type \( C \) Schubert polynomials, this will give a formula in terms of the elements \( \text{Pf}_\mu(c) \), as \( \mu \) varies over strict partitions.

Each coefficient will be a kind of \textit{skew pseudo-pfaffian}, which we denote by \( \text{Pf}_{\lambda/\mu}(c(\star)) = \text{Pf}_{\lambda/\mu}(a(1), \ldots, a(n)) \). These are polynomials that interpolate between pseudo-pfaffians and determinants. They are defined as follows. Temporarily let \( \mu = (\mu_1, \ldots, \mu_n) \) be any sequence of \( n \) nonnegative integers. For each \( k \) that appears in \( \mu \), order the set
\[
\mu[k] = \{i \in [1, n] \mid \mu_i = k\} = \{i_1 < \cdots < i_s\}.
\]
Set
\[
P[\mu, k] = \text{Pf}_{\lambda_1 - k, \ldots, \lambda_n - k}(c(i_1), \ldots, c(i_n)),
\]
and let \( P[\mu] \) be the product of all \( P[\mu, k] \), as \( k \) varies over the entries of \( \mu \).

Now for a partition \( \mu \) of length at most \( n \), we consider all the \textit{distinct} permutations \( \sigma \) of its entries. For example, with \( n = 4 \), \( \mu = (2, 0, 0, 0) \) has four of them, \( \mu = (3, 3, 0, 0) \) has six, and \( \mu = (6, 4, 2, 0) \) has 24. Each such permutation has a sign \( \text{sgn}(\sigma) \), the minimal number of transpositions needed to get it back in order. Define
\[
\text{Pf}_{\lambda/\mu}(a(1), \ldots, a(n)) = \sum_{\sigma} \text{sgn}(\sigma) P[\sigma(\mu)],
\]
the sum over the distinct permutations \( \sigma \) of \( \mu \). Note the extreme cases:

1. If \( \mu = (k, \ldots, k) \), then \( \text{Pf}_{\lambda/\mu}(a(\star)) = \text{Pf}_{\lambda_1 - k, \ldots, \lambda_n - k}(a(\star)) \).
2. If \( \mu_1 > \cdots > \mu_n \geq 0 \), then \( \text{Pf}_{\lambda/\mu}(a(\star)) = S_{\lambda/\mu}(a(\star)) \), where \( \tilde{\lambda}_i = \lambda_i + i - 1 \) and \( \tilde{\mu}_i = \mu_i + i - 1 \).

If \( \lambda \) and \( \mu \) are strict partitions, then \( \tilde{\lambda} \) and \( \tilde{\mu} \) are ordinary partitions, and the shifted skew shape \( \lambda/\mu \) is equal to the unshifted shape \( \tilde{\lambda}/\tilde{\mu} \).
Theorem 4.5. For any sequence \( \lambda = (\lambda_1, \ldots, \lambda_n) \) of integers, partition \( \nu \) of length at most \( n \), and Chern series \( a(1), \ldots, a(n) \) and \( c \),

\[
P_{\lambda/\nu}(a(1)c, \ldots, a(nc)) = \sum \ P_{\lambda/\mu}(a(1), \ldots, a(n)) \ P_{\mu/\nu}(c),
\]
the sum over all partitions \( \mu \supset \nu \) of length at most \( n \) and with \( \mu_1 \leq \max(\lambda_1, \ldots, \lambda_n) \).

If \( \lambda \) is a partition, the sum is over partitions \( \mu \) with \( \lambda \supset \mu \supset \nu \).

Corollary 4.6. For any Chern series \( a(1), \ldots, a(n) \) and \( c \), and partition \( \lambda \) of length \( n \),

\[
P_{\lambda}(a(1)c, \ldots, a(nc)) = \sum S_{\lambda/\mu}(a(1), \ldots, a(n)) \ P_{\mu}(c),
\]
the sum over all partitions \( \mu \subset \lambda \).

Corollary 4.7. If \( \text{Pf}_{\mu}(c) = 0 \) for every partition \( \mu \) that is not strict, then for any partition \( \lambda \) of length \( n \),

\[
P_{\lambda}(a(1)c, \ldots, a(nc)) = \sum S_{\lambda/\mu}(a(1), \ldots, a(n)) \ P_{\mu}(c),
\]
the sum over strict partitions \( \mu \) contained in \( \lambda \).

Proof. This is evident when \( n = 1 \). For \( n = 2 \), it follows from the definition that

\[
P_{p,q}(1 + xt) = P_{p,q} + x P_{p-1,q}, \quad \text{and}
\]

\[
P_{p,q}(a(1) + xt) = P_{p,q} + x P_{p,q} - 1.
\]

The general case follows from this and the inductive definitions of pseudopfaffians. \( \square \)
The proof of the theorem is similar to the corresponding theorem for Schur-like determinants. First consider the case when \( a(k) = 1 \) for all \( k \).

In this case, if \( \lambda \) is a partition, the only \( \mu \) for which \( \text{Pf}_{\lambda/\mu}(1) \) is not zero is when \( \mu = \lambda \), and then it is 1. If \( \lambda \) is not a partition, apply the first lemma to two consecutive entries \( q = \lambda_i < p = \lambda_{i+1} \). This writes all terms on both sides of the equation to be proved – in the same way – as a sum of terms with \( \lambda \) closer to a partition; one concludes this case as before by induction.

The general case is completed exactly as before, by induction on the entries in \( \lambda \), moving from the case where each \( a(k) = 1 \) to the case where each \( a(k) \) is a product of factors \( (1 + x_{k,it}) \), so is general.

Józefiak and Pragacz [JP] and Nimmo [N] defined a notion of skew pfaffians that similarly interpolate between pfaffians and determinants. We do not know how to relate these two notions.

5. A Tableau Formula for Schur-like Pfaffians

This time we have the following proposition:

**Proposition 5.1.** For \( \lambda \supset \mu \) strict partitions, suppose \( a = \prod_{i=1}^{m} \frac{1+y_i t}{1-x_i t} \), where \( y_i = x_i + z \) for all \( i \). Then

\[
\text{Pf}_{\lambda/\mu}(a) = \sum (x, y)^T,
\]

the sum over all tableaux \( T \) on the shifted skew shape \( \lambda/\mu \) with entries \( 1' < 1 < 2' < 2 < \cdots < m' < m \), weakly increasing along rows and down columns, with no \( k \) repeated in a column and no \( k' \) repeated in a row; here \( (x, y)^T \) denotes the result of replacing each \( k \) with \( x_k \) and each \( k' \) with \( y_k \).

**Proof.** Using the theorem of the preceding section, this follows by induction on \( m \), provided we verify the case with \( m = 1 \). We can verify the special case that \( \text{Pf}_{p,q}(a) = 0 \) for \( p \geq q \geq 1 \) directly. This follows from the following general formula, which holds for \( a \) because \( a \) satisfies the relations \( a_p, a_q = 0 \):

\[
a_p a_q = \text{Pf}_{p,q}(a) + \sum_{i=1}^{q-1} (2 \text{Pf}_{p+i,q-i}(a) - z \text{Pf}_{p+i-1,q-i} + 2a_{p+q} - z a_{p+q-1}.
\]

Using this, and induction on \( q \), the vanishing of \( \text{Pf}_{p,q}(a) \) is equivalent to the equation \( a_p a_q = 2a_{p+q} - z a_{p+q-1} \), which follows from the fact that \( a_p = (x_1 + y_1) x_1^{p-1} \) and the fact that \( y_1 = x_1 + z \).

Suppose the length of \( \lambda \) is \( n \). It follows from the preceding paragraph that \( \text{Pf}_{\lambda/\mu}(a) \) vanishes whenever the length of \( \mu \) is not \( n \) or \( n-1 \), since any of the terms \( P[\sigma(\mu),0] \) will vanish. So we are reduced to the case where \( \text{Pf}_{\lambda(a)/\mu}(a) = S_{\hat{\lambda}/\hat{\mu}}(a) \), which we have seen in Proposition 2.1. \( \square \)
6. Difference Operators in Type C

In (twisted) type C we work in the algebra $\Gamma[x, y]$, with variables $x_i$ and $y_i$ for positive $i$, where $\Gamma$ is the residue ring of $\Lambda = \mathbb{Z}[z, c] = \mathbb{Z}[z, c_1, c_2, \ldots]$ modulo an ideal of relations. For this, define, for any nonnegative integers $p \geq q$,

$$C_{p,q} = \sum_{0 \leq i \leq j \leq q} (-1)^j \binom{j}{i} \binom{j-1}{i-1} z^i c_{p-q+i} c_{q-j}.$$ 

Set

$$\Gamma = \mathbb{Z}[z, c]/(C_{1,1}, C_{2,2}, C_{3,3}, \ldots).$$

All $\text{Pf}_\mu(c)$ vanish in $\Gamma$ if $\mu$ is a partition which is not strict, and those with $\mu$ strict form a basis for $\Gamma$ over $\mathbb{Z}[z]$. So Corollary 4.7 applies. We write $Q_\mu = \text{Pf}_\mu(c)$ for this basis.

This ring $\Gamma[x, y]$ has difference operators $\partial^x_k$ and $\partial^y_k$ for all $k \geq 0$. We take $\partial^x_0 = \partial^y_0$, the case of $\partial^y_k$ being obtained by interchanging each $x_i$ with $y_i$. Again those for $k > 0$ are essentially the same as in type A, with $\Gamma$ acting as scalars. But $\partial^x_0$ is different. The involution $s_0$ interchanges $x_1$ and $z - x_1$.

One has $s_0(c_1) = c \cdot \frac{1+z}{1+z-x_1}$. In fact, $\partial_0$, and the related endomorphism $s_0$ of $\Gamma[x]$, are determined by the formulas: $\partial_0(x_1) = -1$, $s_0(x_1) = z - x_1$, and $\partial_0(c_1) = 1$. From the equation

$$\partial_0(f) = \frac{f - s_0(f)}{z - 2x_1},$$

one sees that $s_0(c_k) = c_k + (2x_1 - z) \sum_{i+j=k-1}(x_1 - z)^ic_j$.

The following proposition is a special case of the preceding formulas, since we know $\text{Pf}_{\lambda/\mu}(a)$ for $a = \frac{1+x_1}{1+(z-x_1)}$.

**Proposition 6.1.** For any strict partition $\lambda$,

$$s_0(Q_\lambda(c)) = \sum x_1^{h(\lambda/\mu)} (x_1 - z)^{v(\lambda/\mu)} (2x_1 - z)^{k(\lambda/\mu)} Q_\mu(c),$$

the sum over all strict partitions $\mu$ obtained from $\lambda$ by removing a border strip (from its shifted Young diagram), with $h(\lambda/\mu)$ the number of horizontal lines between border boxes, $v(\lambda/\mu)$ the number of vertical lines between border boxes, and $k(\lambda/\mu)$ the number of connected components in the border strip.

**Corollary 6.2.**

$$\partial_0(Q_\lambda(c)) = \sum x_1^{h(\lambda/\mu)} (x_1 - z)^{v(\lambda/\mu)} (2z_1 - z)^{k(\lambda/\mu)-1} Q_\mu(c),$$

the sum over strict $\mu$ obtained from $\lambda$ by removing a non-empty border strip.
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