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Abstract: Industry 4.0, a term invented by Wolfgang Wahlster in Germany, is celebrating its 10th anniversary in 2021. Still, the digitalization of the production environment is one of the hottest topics in the computer science departments at universities and companies. Optimization of production processes or redefinition of the production concepts is meaningful in light of the current industrial and research agendas. Both the mentioned optimization and redefinition are considered in numerous subtopics and technologies. One of the most significant topics in these areas is the newest findings and applications of artificial intelligence (AI)—machine learning (ML) and deep convolutional neural networks (DCNNs). The authors invented a method and device that supports the wiring assembly in the control cabinet production process, namely, the Wire Label Reader (WLR) industrial system. The implementation of this device was a big technical challenge. It required very advanced IT technologies, ML, image recognition, and DCNN as well. This paper focuses on an in-depth description of the underlying methodology of this device, its construction, and foremostly, the assembly industrial processes, through which this device is implemented. It was significant for the authors to validate the usability of the device within mentioned production processes and to express both advantages and challenges connected to such assembly process development. The authors noted that in-depth studies connected to the effects of AI applications in the presented area are sparse. Further, the idea of the WLR device is presented while also including results of DCNN training (with recognition results of 99.7% although challenging conditions), the device implementation in the wire assembly production process, and its users’ opinions. The authors have analyzed how the WLR affects assembly process time and energy consumption, and accordingly, the advantages and challenges of the device. Among the most impressive results of the WLR implementation in the assembly process one can be mentioned—the device ensures significant process time reduction regardless of the number of characters printed on a wire.
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1. Introduction

The authors of this paper considered the process of the assembly of the industrial enclosure, which results in a complete control cabinet in the final part of the process. Such a process, conducted in the traditional way, involving direct human reading and plenty of on-hand operations, is time- and energy consuming and subject to mistakes in its installation. Therefore, it is worth developing innovative devices that might support the process and thus dispense with the human factor which, potentially, is subject to errors. The assumption of the authors is that the production process of control cabinets is preceded by the automatically supported production of wires and the assembly of wires is enhanced with the use of a dedicated software system.
1.1. Shaping the Solutions for Wire Assembly Process of the Control Cabinets

Work dedicated to improving wire preprocessing, which is understood as preliminary preparation for adequately connecting wire operations inside an industrial enclosure, has been carried out for years in the industry. To name just a few historically significant events, it is worth noting that insulation stripper and the wire separator for twisted wire pairs were developed and patented in 1974 by Folkenroth and Ullman [1]; meanwhile, the world’s first, electronically controlled, fully automatic crimping machine was developed in 1982 [2], whereas the apparatus for making a wire harness was patented by Hirano and Yamashita in 1989 [3]. Next, the apparatus and method for preparing the wire-end were patented in 1997 by Lucenta et al. [4]. Additionally, it is worth mentioning that the launch of the world’s first fully automatic crimping machine equipped with a twister device was reported in 1999 [2].

The scientific papers were rarely connected to the automated processing of wires/wire harnesses—one of the few was the publication of Block and Gage, released in 1988 [5]. Improvement of the wiring production process and the subprocess of identification of wire markings have been foremost of industrial interest in recent years. A significant device of such a kind is the personal wiring assistant that prepares a whole wire but only one at a time when required [6]. Nevertheless, users of this device noted that it was moving too slowly. Although trials to solve this problem were open, its development has been rather at a standstill over the years, presumably because of the delicacy of the material and the complex nature of the process, as Jan-Henry Schall reported in a personal communication during live training on innovations in the control cabinet production process in 2017 in the Rittal Innovation Center (Haiger, Germany). Another example of such a supporting device is the wire terminal, which prepares, in advance, all the wires necessary to complete the assembly process and packs them in assembly sequence in special rail-based wire “warehouses” that can accommodate up to 1300 wires [7]. One of the latest examples of improvement in this specific production process is the EPLAN Smart Wiring (ESW) system, which is a touchscreen application that guides an employee, step by step, through the whole wire assembly process of the control cabinet. For the most advanced and automated version of the production process, which includes all the wires being preproduced to the unique, exact length, the ESW system provides a search window to identify which wire on the application list is the one held by an employee [8–10].

1.2. Wire Marking Identification with Deep Neural Network Applications

What raised the interest of the authors of the current paper, was the development of the assembly process of control cabinets by speeding up commitment to the technological processes and operations. In the assembly process, it was observed that the wires are marked with a sequence of signs using raster fonts, i.e., pixilation composed of dots creating a symbol in a definite square sign matrix. Such a reading of wire markings, often on tiny wires of diameter from 0.75 to 1.5 mm², can become exhausting for assembly personnel; therefore, it is worth considering automatization of this process by methods connected to image recognition. The above objective was achieved by inventing a method and constructing a prototype device with its software based on deep neural networks (DNNs) for identifying wire markings. Consequently, this paper’s main aim is to present the developed solution and evaluation of its operation. The consequence of this main paper’s objective is to analyze answers for particular research questions that raised the authors’ interest after reviewing the literature, and therefore, these research questions are presented in the adequate section of this paper (the final paragraph of Section 2).

In recent years, the use of multilayer DNN has become the basis for describing processes in specialized descriptors, used for decision making in various fields and areas of knowledge. This approach allows one primarily to describe the features of the analyzed process. Such mechanisms are much more effective than the methods of descriptor generation traditionally used [11]. As a result, they make it possible to improve the accuracy, precision, and reliability of the operation, used in expert software systems.
The issue of the use of multilayer neural networks using descriptors is related, among others, to natural language processing (NLP), data exploration, and, above all, to computer vision. In contrast, in the case of translating a real image to the level of computer vision, DNNs are used. The field used to detect or process images with their help is called deep learning. Deep learning is characterized by the fact that the neural network between input and output has hidden layers, the goal of which is to learn the details called low-level features for the shallowest layers while generalizing information from shallow layers, or the so-called high-level features, for the deeper layers. Due to the fact that the deep network is characterized by the presence of many layers, extracting features takes place hierarchically.

Rosenblatt [12] and later Fukushima [13] presented initial works on neural networks with a multilayer model. As the precursor of modern neural networks, many sources point to Jürgen Schmidhuber [14], who began working on them around the 1990s. One could even say that around the year 2000, all the pieces of the modern neural network puzzle were ready (quite a lot of equipment, data, and ideas), but it was not until around 2010 that they began to be used. However, hardly anyone in 2010 considered neural networks a good idea—rather, it seemed a dead end for scientists. LeCun and Bengio [15] developed a structure and algorithm for learning a specialized multilayer network called convolutional neural network (CNN), on the basis of which Hinton and Osindero [16] gave impetus to the development of this kind of artificial intelligence (AI). The authors of the last publication have shown that deep networks can be taught in a different way. The proposed method involved learning the network layer by layer, followed by supervised tutoring. The authors also presented improved quality of multilayer network mappings, compared to the traditional, shallow, multilayer perceptron (MLP) networks. Multilayer networks began to be termed DNN. The methods of teaching such networks and general issues are associated with deep learning. Nevertheless, the last breakthrough year, in terms of the topic herein presented, was 2012, when the work of Le et al. was published [17], describing the innovative way in classifying dogs and cats and when the CNN, called AlexNet, was presented by Krizhevsky et al. [18]. It is worth mentioning, that the world’s AI breakthrough was awarded in 2019 with the “IT-Nobel Prize,” namely, the Turing Award for Geoffrey Hinton, Yann LeCun, and Yoshua Bengio [19].

There are many variations of the network, which are modifications of the basic structure of CNN. One example is the auto-encoder (AE), as a multilayer, nonlinear generalization of a linear principal component analysis (PCA) network [20] and recursive networks of the long short-term memory (LSTM) type [21], which are an effective solution to the problem of backward propagation in time, or the limited restricted Boltzmann machine (RBM) device used in deep belief networks (DBNs) [16].

1.3. Challenges of Wire Marking Identification

The industrial control cabinet includes a significant number of electrical devices and connections transferred through the wires. In the end, the control cabinet functions include control, electric signal transmission, and energy distribution. Control cabinets could be compared to the heart, responsible for controlling and powering the whole machine, robot, or industrial shop-floor cell. Each technological line, production node or automatic, logistic process requires the implementation of the individually designed control cabinet. In the modern production processes of these devices, a significant number of wires are used. The wires are signed with printed, alpha-numerical markings in the ink print technology. The problems with identifying the markings, described as state of the art, remain unsolved so far, and there are clear deficiencies or gaps when it comes to recognizing any solution to the wire’s markings automatically; this gap in the research is proved in the following section of this paper. Identification of particular wires in the assembly process of the control cabinet relies on the assembly crew reading the markings, which is a time-consuming process, with a high risk of error due to the small sizes of the markings and their syntax; they are thus relatively costly. It is worth mentioning that the special font used for printing on wires was designed so that it covers maximum wire space available for the printer nozzle from above.
and is large and clear enough for the assembly operator to read it on those tiny wires. Due to its small size, the process may cause eye fatigue, since the manual wiring production may take a whole working day, considered as 8 h, as one shift of work in the domestic situation of the paper’s authors. The aim of the current research is the automation of the identification of the wire’s markings, which will enable costs to be significantly reduced in the manufacture of control cabinets through reductions in assembly time, improving the prevention of errors in assembly and a higher degree of quality assurance integration. As mentioned in [22], a high-speed system for marking wires and cabling reduces the costs of preparing wire, which is still an up-to-date statement, enhancing product maintenance while providing convenient, sequenced labeling kits.

The abovementioned latest innovations as the wire terminal, ESW wiring support system, and the invented Wire Label Reader (WLR) fit perfectly to the Industry 4.0 trend of production digitalization. It is worth mentioning that the Industry 4.0 concept and the huge engineering effort behind it, celebrates its 10th anniversary this year, which was recently reported by Zuehlke [23], one of the significant contributors in this area.

Further sections of the paper are as follows. The next is the literature review with research questions which reflect simultaneously the research gaps. The third section concerns the research methodology and additionally, it corresponds to the methodology applied in the WLR device that is connected to image recognition. Consequently, the device for identifying wire markings, challenges of wire image recognition, and in particular the reading process for wire markings, and the methods applied are presented. The core section of the paper, Section 4, presents various contexts of the device analysis. The authors focus on the results of neural network training in the first subsection, then present tests on the duration of the assembly process of the control cabinets; opinions of the device’s prototype users are also presented. Finally, the paper is concluded by summing up the answers to research questions, description of research limitation, future development of the device, and potential future research agendas with the proposed system’s application.

2. Literature Review

In recent decades, image recognition has largely been automated by applying analytical and numerical methods using algorithms as well as AI methods coupled with DNNs.

In the past, one of the solutions for the problem of image recognition was the installation of markers on areas or objects of interest. These markers provided support, among other things, for tracking and positioning, along with orientation, while at the same time tracking desired objects [24–26]. Even though the markers are a suitable laboratory solution for requirements, or it is reasonable to use them in processes of an unchanging nature, they would not work in applications centered around the concept of Industry 4.0, which is oriented to flexibility and frequent changes. For these types of applications, the additional task of permanently attaching markers to the environment being analyzed and subjecting them to continuous change would be burdensome.

In order to eliminate physical markers, the latest methods of machine learning (ML) are used, namely, feature learning and deep learning as described by Le et al. [17] and as previously indicated. Deep learning is a ground-breaking approach to the use of AI [16,27]. Eliminating markers is still a current topic and there is no single, optimal solution in the literature regarding this issue [28–30]. It is expected that the use of AI will eliminate the need to place physical markers, which will lead to full, automatic recognition of the environment and selected elements.

Interest in the topic can be observed in the world’s leading universities. Below, the authors of this paper underlined examples of doctoral dissertations from the Massachusetts Institute of Technology. In the work by Velez [31], the author presented the models and algorithms used to search for objects in the real world. In contrast, Chen [32] analyzed the interactive object recognition from the level of a mobile device. Jaroensri [33] considered the use of synthetic data, such as artificially created images, with the use of numerical methods, to better prepare neural networks to solve problems related to computer image
recognition. It is worth mentioning at this point that the solution presented in this paper, apart from real pictures, also used the one synthetically generated. Li [34] presented, among other things, advanced image recognition through deep learning. Florence [35] described deep, visual learning that was designed to manipulate a robot. In turn, the author Wu [36] focused on the science of seeing the physical world in the context of deep learning, which generally deals with certain problems that require a large amount of data for self-learning. The accelerated development of photovoltaics through ML was presented in the publication by Oviedo Perhavec [37]. In contrast, Ma [38] presented ML in ocean applications, such as wave prediction, for advanced renewable energy control.

Several other doctoral theses on this topic were developed at the California Institute of Technology and at the Jagiellonian University. At the California Institute of Technology, Yang [39] worked on fast, adaptive, and extended digital image correlation using, among other things, methods for matching images in order to compare them, which is one of the elements of the algorithm presented in this article. At the Jagiellonian University, Jastrzębski [40] worked on the generalization and optimization trajectory of DNNs, presenting a new perspective of stochastic gradient descent (SGD) controlling optimization.

There are numerous advanced solutions that facilitate the search for definite items or the identification of the definite properties of images, such as face detection and the recognition method, patented by Irmatov et al. [41].

One of the first areas of image recognition was optical character recognition (OCR), which is an area of research that addresses the application of the neural network for the recognition of signs and handwriting. The solutions connected to that research agenda are known from several patent descriptions, successively [42–48].

Most current solutions in image recognition have been dominated by the application of CNNs wherein the structure is adjusted—in the most natural way—to the analysis of two-dimensional data in the search for definite patterns. Examples of the application of neural networks for image recognition can be traced in the description of the application by Kim et al. [49] and in further publications. Jaderberg et al. [50] developed a system that enables the localization and recognition of characters in natural scene images (real-life images), which is acclaimed as one of the most challenging tasks in image-based sequence recognition. A regional proposal mechanism for detection and deep convolutional neural networks (DCNNs) for text recognition was applied by the authors. In their paper, Shi et al. [51] also studied the problem of character/textual recognition in image scenes. A novel neural network architecture was proposed by the authors that integrates feature extraction, sequence modeling, and transcription into a unified framework. The work of Gerber and Chung [52] can be also included in the thematic strand of the recognition of natural scene images. The authors researched the detection of vehicle number plates by applying a multiple CNN approach, with a particular interest in applying the solution to mobile devices. The authors stated that the computing power of mobile devices is limited; therefore, they proposed a fast method for recognizing the abovementioned plates. The authors mentioned that they expected it to be applied in the field of intelligent transportation systems.

In the case of Palka et al. [53], the authors developed the OCR system in order to recognize handwritten characters. The main goal of their research was to develop new principles in the field of processing handwritten text, with special emphasis on text with language specifics like diacritics. The authors of [54] presented a method believed to be simpler than existing 2D LSTM models, in particular, an end-to-end, trainable, OCR system that combines CNN for extracting features with LSTM for sequence modeling. The results were applied by the authors both to English and Arabic handwriting data and English machine print data. As mentioned in [55], recognizing Arabic handwriting is considered to be one of the most challenging recognition research topics due to the italic nature of the handwriting and the particular similarities between the shapes of the various characters. The authors of the paper [55] proposed a new architecture combining CNN and bidirectional LSTM (BLSTM) based on a character model with a connectionist temporal classification
(CTC) decoder. The authors of the paper [56] evaluated the performance of different deep learning networks, as applied to the recognition of Odia (Oriya) printed characters, such as CNN and the LSTM based recurrent neural network (RNN) and convolutional LSTM. The authors’ comparisons were applied in terms of error rate, accuracy, etc. According to Addis et al. [57], the Ethiopian script is no less challenging. It uses a large number of characters in the script, many of which are visually similar in nature, which poses a challenge for OCR development. In the paper [57], the authors developed the application of BLSTM neural networks in order to recognize typed Ethiopian scripts. According to the latter study, LSTM networks achieve an average sign error rate of 2.12% without using language modeling or any other postprocessing, which indicated that the proposed result was very promising. LSTM, which is an artificial RNN architecture used in the field of deep learning, was applied as the network for speech recognition, handwriting, and polyphonic music on a sample of over 5400 runs [58].

The authors of [59] researched, compared, and analyzed character recognition with the use of three, currently applied deep-learning structures, namely, the AlexNet structure, the LeNet structure, and the authors’ own SPNet structure. The authors stated that OCR is still a challenge in the field of computer vision.

In [60], the authors focused on an empirical exploration of the use of character-level convolutional networks (ConvNets) for text classification. A large-scale database was created to show that character-level CNNs can achieve competitive results, compared to traditional tools for converting text into numerical vectors such as bags of words, N-grams, and TF-IDF variants and deep learning models, i.e., word-based ConvNets and recurrent neural networks.

The authors of [61] considered the encoder-based analysis of text processing. The authors presented the results connected to text encoders based on convolutional deep structured semantic models (C-DSSMs) or transformers, which showed high performance in many NLP tasks.

The encoder architecture that overcomes undetectable errors using a fine-grained character level was developed by Javaloy and García-Mateos [62]; moreover, the authors of the last paper considered a general-purpose encoder based on input and comparison with a causal feature extractor (CFE).

As the authors of [63] observed, the limited numbers of dictionaries applied, in recognition research based on LSTM RNN, provided the lexicon-driven decoding process based on a lexicon verification process, coupled with original cascade architecture. The proposed approach achieved new state-of-the-art performance on the RIMES and IAM datasets and provided 90% accuracy on the RIMES dataset for a giant lexicon record of 3 million words.

In the paper [64], two data expansion and normalization techniques were presented, namely, a novel profile normalization technique for both word and line images and an extension of existing text images using random perturbations on a regular grid. These techniques, combined with LSTM CNN, significantly reduce error rates when recognizing the handwriting in characters and words.

In the paper [65], the authors presented a system that combines sequence recognition methods with a new method for encoding input data using Bézier curves, which allows the authors to obtain faster recognition times in comparison to the previously developed system. The authors determined the optimal configuration of their models by applying a series of experiments and presenting the results based on public datasets.

This part of the literature review can be concluded as follows. The authors considered the recognition of particular alphabets, the recognition of characters in an image scene, the recognition of handwriting, as applied to different languages, and developed several of the abovementioned methods and tests of solutions for large-scale databases. This research is not directly connected to this paper’s subject matter; nevertheless, it is important as a kind of knowledge source for the current research in the area of the recognition of wire label marking. Consequently, analysis of the literature connected to the recognition of characters
printed on wires is essential. The authors decided to analyze publications connected to wire assembly in the context of wire labels in scientific databases, namely, Scopus. It was found that consideration of such a topic is very rare; the conclusions are outlined briefly in the following paragraphs.

Sprovieri [66] presented, the author presented various techniques to apply a mark on wire or a cable, as used in wire harness assembly, assessing them as labels which are, on the one hand, economical, simple, and carry plenty of information while, on the other hand, applying them was specified as labor consuming. Therefore, inkjets are applied to print such labels. The quality of such prints can be questioned and is discussed further on in this paper, Section 3.2. Camillio in [67] mentioned, the authors mentioned that properly labeled wires ensure correct installation and high performance in harnesses and electrical panels. Inkjet printing was also described by Webber [68] and by Mitchell et al. [69]. As one might suppose, inkjets are one option for printing labels on wires, although cost effective and time consuming, whereas the other laser-based method is characterized by a higher quality of prints. Apart from those two options by Gray and Felson [70], the following are also mentioned: printed markers, hot-stamped logos, sleeve markers, full circle polyvinyl chloride markers, nylon clip markers, computer printable sleeves. Mitchell et al. [69] mentioned that the use of an inkjet printer in the factory is worthwhile since it ensures that printing operations can be undertaken in relatively remote locations and can be integrated into larger computer-controlled systems without the need for frequent intervention by the operator. As previously mentioned by Tierney in [71], no marking method exists that might be suitable for all applications since no two applications are the same—they may have limited space constraints, have markings that mostly consist of one line of alphanumeric text, or have similar code constructions, yet many alternatives in the sets of the codes. In a rare group of scientific papers connected to the subject matter of this paper, it is worth bearing in mind [5] the statement mentioned above. The authors developed an automated approach on the wire shop floor, focusing on the manufacturing process in the following areas: engineering design input, wire marking, wire termination, and harness layup.

Interesting research featuring the recognition of wire marking on paper was presented in [72]. The author analyzed and examined wire mark patterns on the reverse side of printed sheets of paper, which were not directly connected to the topic of wire label marking but might be a potential future research agenda.

Much has changed in the industry since Markstein [73] and Emmerich [74] presented manufacturing techniques for wire harnessing. Programming machinery for wire harnessing that eliminated programming the machine manually, thus saving time and reducing errors, was mentioned in several papers, e.g., [75]; nevertheless, the automation of the processes mentioned has started to take hold in recent years [9].

Summarizing the literature review, it can be noted that the achievable publications considered in the article covered the following topics:

- Elimination of physical markers by AI application [16,17,27–30];
- Image recognition with real pictures and synthetically generated ones [33,34,41,49];
- OCR as a special area of interest in the topic of image recognition [42–48,53–59];
- Handwriting image recognition and other challenges connected to characters, lexicons, libraries [63,64];
- Image recognition in natural scenes [50–52];
- Sequence recognition methods [65];
- Techniques to apply a mark on wire/cable, and discussion of their imperfections [66–69,72];
- Manufacturing techniques for wire harnessing, including automatization [9,73–75].

All the abovementioned papers prove that character recognition is a well-developed research agenda in wire assembly technologies. Most of these papers are presented in trade journals; nevertheless, the aspect directly connected to reading wire labeling is less common in the scientific literature. Therefore, the need for the research gap to be investigated is earnestly considered by the current progress in the research.
Based on the literature review, certain devices that support the control cabinet production and wire assembly process are mentioned in the scientific literature and trade journals as well. A few of such devices are (1) insulation stripper and wire separator for twisted wire pairs [1], (2) automatic crimping machine [2], apparatus for preparing the wire end [4], automatic crimping machine equipped with a twister device [2], personal wiring assistant [5], (4) wire terminal as wire preparing device [7], and employee guiding touchscreen application ESW [8–10]. Nevertheless, a review of the literature shows a notable lack of consideration for automatic reading of information printed on wires (wire markings). The authors of this paper addressed this challenge and presented the recently developed device as WLR. The WLR is an integral part of the industrial system for industrial control and electrical cabinet production. The hardware tests of such a device raised some research questions worth answering. Research question 1 (RQ1): to what extent can the assembly process time be affected by using an automated WLR? Research question 2 (RQ2): what challenges does the WLR present, and what are the advantages of using it? Research question 3 (RQ3): to what extent does the use of the WLR device affect energy consumption? A specific research methodology was constructed around these research questions.

3. Materials and Methods

In order to find the answers to these research questions, the authors developed the following research methodology. For finding the answer to RQ1, the authors decided to compare the wire assembly process duration obtained by experiment and additionally by application of method time measurement (MTM). The results of such computation allow answering RQ3 as well. Further, the results were compared. In contrast, the answers to RQ2 were developed solely by the experience of specialists in the field covered by this article. The answers can be found in this paper’s concluding section.

MTM is a predetermined motion–time system (PTMS). MTM was released in 1948 and today exists in several variations such as MTM-1 (first-generation PMTS), MTM-2 (second-generation PMTS), MTM-UAS (universal analyzing system), MTM-MEK, and MTM-SAM [76,77]. MTM is acclaimed as a standard for the design of human work as it supports analyses of manual operations or tasks by assign the duration of the fundamental human motions, namely, reach, move, turn, grasp, position, disengage, and release [78]. MTM is applied in the industry as a set of standardized times in which an employee should complete that task. Typically, the MTM time unit is called time measurement unit (TMU) and 1 TMU is equal to 0.00001 h or 0.0006 min or 0.036 s; nevertheless, some references used typically accepted time units without conversion to TMU (e.g., [79]). An interesting fact is that the authors of [80] faced developing MTM for measuring manufacturing and assembly processes automatically with the application of internet-of-things technology and RFID antenna.

Meanwhile, the experiment is understood as “a study in which an intervention is deliberately introduced to observe its effects” [81] (p. 12), quoted in [82].

One of the aspects considered is research methodology and the other is the methodology applied in the WLR device. In this section, the authors focused on presenting the method for identifying wire markings and the device by which this method is implemented. Firstly, the device is presented, with the challenges of recognizing wire marking being mentioned and, in turn, leading to a detailed description of the method applied in the device.

3.1. The Device for Identifying Wire Markings

The method for identifying wire markings was developed to support the recognition of wire markings during the manual wiring process when assembling control cabinets. Nevertheless, it can also be applied to automated production environments and to assembly systems. In view of the fact that the method is connected to visual recognition, it must ensure image recognition, especially its optical character. It is worth mentioning here that images in digital image processing are typically represented as a two-dimensional or three-
dimensional discrete analog signal [83]. Therefore, it can be defined by the mathematical function \( f(x,y) \) where \( x \) and \( y \) are the two coordinates, one representing the horizontal dimension and the other, the vertical dimension [83]. Certainly, a separate aspect is modeling and transforming these coordinates into a digital signal [84] (p. 11). The method is described in detail in Section 3.3.

As mentioned in the introductory section, a control cabinet results from the application of the assembly process in an industrial enclosure. This process, from the point of view of its logistics, consists of two main design steps: (1) the design of an electrical and wiring diagram leading to the fulfillment of the specification and (2) assembly of all the components together [9]. The assembly subprocess is divided into two subordinate steps, namely, (2a) attachment of components and (2b) wiring them according to the diagram of the wiring scheme [85]. The details of this process were described in [9]; additionally, the WLR was mentioned as an optional device.

The authors of this paper considered the process of industrial enclosure assembly, which results in a control cabinet. In this manner, the current paper is a continuation of the previous contribution of the authors, namely Szajna et al. [9,10]. The invention of the WLR is the focus of the current paper, together with the preparation and handling of wires. To briefly recall the whole control cabinet process flow, consisting of designing, preproduction, logistics, and production processes, the authors present it in Figure 1.

![Figure 1](https://example.com/figure1.png)

**Figure 1.** The main elements of the control cabinet production process. The orange background shows the production steps that are the focus of this paper.

This paper focused on two production steps, or subordinate processes, of the whole production process, presented in Figure 1 and colored with the orange background—
the preparation of wires and their assembly. The assumption of the authors is that the researched control cabinet production process is based on the state-of-the-art wiring steps of the process. It means that it consists of the automatic preproduction of wires and the use of a wiring assembly software support system. Therefore, taking into account that both subordinate processes are usually carried out manually, it is worth making efforts to achieve the most efficient and shortest possible preparation and assembly time for installing the components into the control cabinets; as [38] stated, the design of the wiring layout and assembling operations are complicated and time consuming. This premise was the guiding principle of the authors of the solution here presented.

3.1.1. Preparation of the Wires

The subordinate process of preproduction of wires with three variants is given in detail in Figure 2. The objects marked with the green background, presented in Figure 2, specify the production steps that are of interest to this paper’s authors, and it is briefly described in the next paragraph.

![Figure 2. Subordinate process of preproduction of wires with three variants.](image)

The identification of wires requires the inclusion of a unique mark, or label, along each wire, specifying the connection between particular components of the control cabinet by linking the adequate end points of a wire. Different solutions were created in order to print such a label. Simply put, there are two ways of handling this task. The first assumes printing a label with a printer on a separate surface and then attaching it to the wire; usually, this is a registration sticker placed as a wrap-around marker, rotating wire labels, flags, tags, sleeves, and print-on hook material, based on [86]. The disadvantage is that this is not a fully automated action. The second way of labeling assumes printing directly onto a wire’s insulation, that is, the rubber or plastic vinyl cover [87]. The authors of this paper focused on the second way, considering the fact that it provides full automation of wire preproduction, as characterized by the biggest influence in the optimization of complex process time.

The result of the fully automated preproduction of a unique wire with exact length, marking, and end preparation with end ferrule is presented in Figure 3. Different companies design and deliver complete machines that perform the whole wire preproduction task and thus are able to choose the correct cross section and color from the wire’s roll, cut the wire to the appropriate length, strip it and crimp it, if required, label it with a CAD-defined name and optionally, and complete it as a bundle. Such prepared wires allow the operator to focus only on assembling them, as was presented in [9].
One of the important topics in recognizing characters printed on the wire insulation is the size, quality, and type of font applied. The concept of universal design regarding printing on materials, especially related to font type and size, is based on particular guidelines. However, these are not specified in this paper since they are not directly relevant to the problem under consideration. Moreover, they may vary from one geographic area to another. Nevertheless, it is worth mentioning that the character printed directly onto a wire (Figure 3) is usually written in a special font in order to be large and clear enough to be read by the operator/the wire assembling employee. This, however, can be still very challenging, especially when the printing surface ranges from 0.5 mm$^2$ to 2.5 mm$^2$, as it is considered as the main range of wires used in a control cabinet [87]. The inscription is printed on a wire by a dot matrix printer [10]. Reading hundreds of such labels can be extremely challenging and cause significant visual strain on the operator. That is the second aspect of the paper, which leads to the optimization of complex processing time and additional attention to the working environment’s ergonomics.

3.1.2. Wires Assembly

The wire assembly is the second subordinate process of the whole control cabinet production process, presented in Figure 1. The traditional wire assembly subordinate process was based on paper documentation with an electric diagram. It was conducted without using any device or software support. This subordinate process is reminiscent of the manual order picking process in logistics in that it consists of such operations as picking a wire, verifying the connection and wire’s characteristics in the technical documentation, and plugging the wire into the correct socket in an industrial enclosure, as mentioned in [9], who also presented a software tool for process support and indicated potential further improvement: when a WLR is available, wires are marked with an alphanumeric label, which identifies the connection between particular components of a built control cabinet. This improvement is the latest state of the art on a prototype level and is analyzed in this paper in order to compare it with the actual process (which is understood here as using the assembly support software system and typing characters given in a label into a search window to find out the allocation of a particular wire and its connection ends). Instead of manually reading labels and typing them into a search window, an automatic device for reading the marking on the wire is applied, which after reading, automatically opens the correct position on the support software list with detailed information about the assembly of the particular wire. Wire assembly steps, with the usage of the reading prototype, are presented in Figure 4.

![Figure 3](image_url) The result of the fully automated preproduction of unique wire with exact length, appropriate end ferrule, and marking (label).

![Figure 4](image_url) Wire assembly production steps in detail, with the usage of the reading prototype; green background shows the production steps that are the focus of this paper.
the entire wiring production station which, apart from the WLR, consists of (1) industrial enclosure; which will form the control cabinet at the end of the process; (2) assembly frame; (3) ESW support system [88,89] (in [89] starting in 02:50 (mm:ss) of the cited video coverage); (4) wire holder, with preproduced wires (e.g., from the mentioned wire terminal machine).

Figure 5. The wiring production station: (1) industrial enclosure and components already in place with certain number of wires assembled; (2) an assembly frame; (3) wiring assembly support software system (EPLAN Smart Wiring); (4) wire holder with preproduced wires; (5) the WLR device.

The ESW system is used to present step-by-step wire routing. Application of this system consists of the following four steps [9]:

- Select a wire to be assembled (typing the wire label or automatic reading by the reading prototype); the ESW displays the needed assembly information; the assembling employee considers the information and interprets the entire wiring 3D visualization in order to learn the appropriate routing;
- Enlarge the visualization by zooming into the graphics in order to recognize the first connection point of the wire end;
- Reduce the visualization in order to check the wiring route through the wire ducts;
- Enlarge the visualization by zooming into the graphics in order to recognize the second connection point of the wire end.

With the aid of the ESW application, even less qualified employees or interns are able to carry out the production task.

It is worth mentioning that the WLR device is patent protected separately in Poland PL000000421368 (Adaszyński et al. [90]) and as a European patent EP000003460719 (Adaszyński et al. [91]). Patent applications were preceded by dedicated research of databases: Espacenet, Register Plus, USPTO PAIR, and Google Patents. The particularly active company in the studied area, mainly in the use of AR to monitor and manage industrial automation, including production lines, is the American enterprise Rockwell Automation Technologies, with a patent application package from 2015 and 2016, some of which have become patents in 2019. Additionally, of interest are submissions from Enertiv
Inc., Honeywell, Tesla, Wittur Holding GmbH and, interestingly, a bundle of five Siemens submissions—all from one original application US2002046368 entitled “System for, and method of, situation-relevant assistance to interaction with the aid of augmented-reality technologies” from 1999—all these patents expired in March 2019 [92]. It was necessary to deeper analyze the Chinese application CN104820827 entitled “Method for recognizing punctiform characters on surfaces of cables,” which could clash with the potential proprietary reading prototype, turning not to be the case at the end [93].

The main interest from the point of view of this paper, in the case of the wiring station, is the WLR, which is a device designed for identifying and reading the wire marking, using the latest AI findings. Therefore, this device needs to be described in detail.

The device for identifying the wire markings comprises a camera, a microcomputer, a lighting system, and a display. The display is located on the upper wall of the device and equipped with a monitor inclined at an angle of 12° to 18° with respect to the horizontal plane of the device (the left side of Figure 6). Inside the device housing, certain additional equipment is located beyond the camera observation field (the right side of Figure 6). Included in this equipment, one may find a microcomputer with a power supply, a signaling device, and a system to control peripheral devices such as the lighting set drive, the monitor, the signaling device, and sensors (including movement sensors giving energy efficiency management when turning on the device). As can be observed in Figure 6, the wire to be identified is placed inside the device on a pad with the following predefined characteristics. In order to ensure the highest possible uniformity of the background, the pad has to be characterized by a bright, matt, smooth surface, preferably in the form of white foil (Figure 7). The color white provides the highest possible universal contrast, in relation to any wire applied in the control cabinets. Additionally, a matt characteristic ensures the elimination of reflections. The smoothness of the surface ensures the elimination of the texture effect and uniformity of the background, increasing the effectiveness of the preparation and identification of printed labels. The lighting set in the device consists of LED lamps. The location of the LED lamps was crucial. Regarding the preliminary tests, it was stated that the incorrect placement of a lighting set resulted in the occurrence of reflections. Such reflections were causing white overexposure on some parts of the analyzed wire. In this case, it was impossible to read or recognize the labeling. More challenges connected to image quality during the identification of the wire marking are presented further in this paper, in the next subsection.

In its current form, the WLR device is powered from an external AC/DC power supply, which draws a maximum current of 0.5 (A) at 230 (V) from the power grid. The power supply on the DC (direct voltage) side is capable of delivering a maximum of 2.5 (A) and 5.1 (V), which would mean a required power of 12.75 (W). The current list of components of the WLR device along with the marked power requirements for the current design consists of the system baseboard (Raspberry PI 3B+; in idle mode, the current consumption is at 350 (mA); therefore, the value of power is equal to 1.9 (W), and in maximum load mode, the current draw is 980 (mA); therefore, the value of power is equal to 5.1 (W)); an LCD 7” display (maximum current draw is 1 (A) at 5 (V); power is 5 (W)); a camera (draws 100 (mA) to 250 (mA) at 5 (V); from 0.5 (W) to 1.25 (W)); an executive control system (60 (mA) at 5 (V); about 0.3 (W)). The indicated parameters allowed the authors to determine the maximum power drawn from the power supply as 11.65 (W).

The WLR device is dedicated to a specific production step in the manual wiring task in the control cabinet production process. The WLR device is currently in the prototype phase, fulfilling the following main requirements:

- Recognition of the font, as readable and as clear as possible;
- Recognition of all the printed characters, including those printed faultily;
- Identification of wires of 1.5 mm² cross section, covered with blue insulation and the marking printed in a white font;
- Complex integration at the system level with the ESW wiring assembly support software system.
The methods that are applied for the purpose of these processes are based on advanced algorithms and AI technologies: DNNs and ML. Their application is described further in the paper. Nevertheless, in this section, it is worth mentioning that the authors conducted their research based on the development of the device and appropriate identification software and by precisely applying recent methods in ML, feature learning, and deep learning [17], representing the mentioned breakthrough in AI [16,27]).

![Image 1](image1.jpg)

**Figure 6.** The WLR; the right side of the figure: the front panel of the chassis, removed; above the white background a blue wire, with white font markings, is placed by an operator; LED lamps are above both sides of the white background in order to create perfect exposure; a camera is located on top, directly over the wire.

![Image 2](image2.jpg)

**Figure 7.** Wire reading with the WLR: the wire is placed by the operator on the image scene; the display on top shows the action in real time, which helps the operator to correctly place a wire.

3.2. Challenges of Wire Image Recognition

As previously mentioned, the WLR was developed in order to assure recognition of the font, as readable and clear as possible, and recognition of all the printed characters, including those printed faultily (Figures 8–12). These requirements are connected to automatic character recognition [94], also known as OCR, usually involving ML.
The aspects differentiating the area of interest of the current paper’s authors from the widely developed solutions of automatic character recognition are small sizes, i.e., the diameter of the wires characterized by a cross section ranges in average from 0.5 mm$^2$ to
2.5 mm² [10], with prototype limitation of 1.5 mm². Small printable area sizes are caused by the diameters of the wires, resulting in the necessity to apply small character matrices, for instance, 5 × 5 pixels, which significantly reduces the possibility to differentiate the appearance of printed characters. The other such aspect is the curvature of the printing, the malformation of the wires, and the bending and twirling of the wires in their manufacturing process and uncoiling from the roll, as well as marked printing defects. The curvature of the printing results mentioned, in the unfavorable phenomena, is connected with equal light exposure, shadows, reflexes, and a decrease in the homogeneity view within the scope of single characters. Additionally, the bending and twirling of the wires resulting in the nonlinear positioning of the characters in marking can be observed in Figure 8 to a limited extent and very often in an incomplete view of all the characters from one point of observation. Moreover, the high-speed printing applied in wire marking in an industrial environment causes the deformation of signs in the form of the nonlinear transference of the character matrix and blurring of the ink (Figure 9), a lack of some of the print points or failures of printing, which, in the case of small matrices, causes huge differences in the pattern (Figure 10, details of which are presented in Figures 11 and 12). All the aspects mentioned result in many challenges that do not appear in other spheres of automatic character recognition.

The process of both natural and artificial image recognition is composed of the image acquisition, image processing, i.e., the initial filtration, the elimination of distortions, image compression and exposition of the primary features, etc., the image analysis, i.e., the identification of the characteristic features of the image, image recognition and its semantic interpretation [95] (p. 11). The standard visual system for image processing comprises the module for image introduction, the image display device, the permanent copy device, auxiliary storage, and the image processor [95] (p. 12). These aspects, however, are described in detail in the next subsection.

3.3. The Method for Identifying Wire Markings

The method applied for the purpose of reading wire labels in the control cabinet production process is based on advanced algorithms and AI technologies, namely, DNNs and ML. This method is presented in the current subsection.

3.3.1. The Reading Process for Wire Markings and the Method Applied

Automatic readings and identification of a wire’s markings are characterized by high efficiency when optimal positioning of the wire mark in the camera observation field is ensured (specific for the prototype stage). Such circumstances are provided in the WLR by the wire positioning subsystem, which consists of a wire lead and a monitor. The wire lead’s construction is profiled in a specific manner to ensure the possibility of double-sided insertion of a wire of up to 10 mm in diameter. The wire’s lead axis is perpendicular in relation to the camera observation axis and parallel to the panel. Before giving a detailed description of the method applied, it is worth describing the wire reading process.

The wire reading process starts with placing a particular wire into a wire lead in such a way that the wire marking is completely fixed in the wire lead and points directly towards the camera; the wire lead’s axis must be perpendicular in relation to the camera observation axis. When a wire is placed in the device, at least one sensor detects it, activates the signal denoting the wire’s presence, and sends a signal via the peripheral devices control system to the microcomputer. As a consequence, a control signal is sent from the microcomputer to the camera, which immediately takes a picture of the wire under analysis and transmits a return signal to the microcomputer. This return signal contains a full image spectrum of the wire’s marking. This spectrum is a matter of the application of the DCNN, as one of the main methods applied in the solution described. In general, the microcomputer separates the image characteristics, analyses them, and identifies the wire marking. In the first step of this identification, the DCNN—or more precisely the first DCNN—is trained to recognize empty spaces between characters not yet identified and signaling them as empty.
spaces (Figure 13). Empty space identification starts with the microcomputer processing a wire’s image and isolating a certain number of elementary component images of 32 by 32 pixels, along the whole, the original image of the wire. These elementary images are treated as input signals for the neural network, which determines their consistency with empty spaces between the patterns of the characters. The consistency with empty spaces, as mentioned, is understood as the probability that an empty space occurs between a pair of consecutive characters. The signals for elementary images are analyzed from the left edge of the original image of the whole wire and continue with the computing step of one pixel. As a consequence of such analysis, the neural network trained to recognize empty spaces returns a probability value close to one at the output layer for a node representing an empty space between characters. When an empty space is not identified, the returned value is close to zero.

![Figure 13](image)

**Figure 13.** Sample of the recognition of empty spaces during identification of wire marking, using a DCNN.

When the empty spaces are identified, the second step of identification is run. This step concerns recognizing the characters in the isolated image of the wire by the second DCNN adequately trained to recognize characters (Figure 14; the sample figure presents signal in case of “zero” signal occurrence). As with the first DCNN, this step also starts with the microcomputer processing a wire’s image and isolating a certain number of elementary component images of 32 by 32 pixels along the original image of the whole wire. The next operations in this procedure are comparable to the first one. As a result, if an elementary image is recognized as being consistent with the pattern of a particular character, a probability value close to one is returned at the output layer for a node representing this particular character, whereas in the case of the other nodes, representing other characters, a value close to zero is returned; however, if an elementary image does not carry a signal that uniquely identifies a particular character, then values proportional to the adequacy of the signal with respect to each character are returned for more nodes in the output layer; the sum of the returned values across all output nodes for each component image is equal to one. When the analysis of all elementary images has been completed, the results’ signals are determined and specify the probability of the occurrence of particular characters in each position along an analyzed wire, with their position computed in pixels (Figure 15). These signals are determined by multiplying the signals designated for particular output nodes of the neural network in order to recognize characters with signals, supplemented to one, designated for that position for a node specifying an empty space between characters in a neural network to recognize empty spaces between characters.

![Figure 14](image)

**Figure 14.** Sample of “zero” character recognition during identification of wire marking by using a DCNN.
Consequently, in the third step, signals of empty spaces and particular characters generated in the two previous steps are applied to identify a compiled signal of a wire marking. The microcomputer uses signals, stored in its operating memory, representing a set of markings permissible for a given group of wires, treated as reference signals. The microcomputer analyzes the consistency of the signals’ sequence from two previous steps with the reference signals. Certainly, the system is ready to react to certain imperfection; therefore, should the ineffective identification of a wire marking occur, the microcomputer sends an additional control signal to the camera. This control signal takes another picture of the wire, and the full above-described process is repeated. For such analysis, the unit uses the maximum likelihood method, i.e., the maximum likelihood estimator [96], where the analysis of consistency enables the correction of identified markings in the case of possibly misidentified particular characters in a wire’s marking, i.e., misinterpreted signals for specific positions generated in previous steps. On the other hand, while identification of a wire marking is effective, an appropriate signal of the identification of wire marking is sent by the microcomputer to the signaling device via the peripheral devices control system. Consequently, the device emits a signal to denote the end of the wire marking identification process.

As mentioned in the above paragraph, the identification method is based on the use of DCNNs: one is applied in order to recognize the empty spaces between the characters, while the other is used in order to recognize characters occurring in the wire’s markings. It is worth mentioning the straight structure of the DCNNs applied, which is as follows:

- Input layer characterized and noted as \((32 \times 32 \times 3)\), which stands for sizes of elementary image 32 by 32 pixels, namely, \((image\ height) \times (image\ width)\) and three fundamental colors (the RGB image processing scale is applied);
- The first convolutional layer is equipped with 32 filters of \(3 \times 3\) pixels input size;
- The first maximum pooling layer is sized as \(2 \times 2\) pixels;
- The second convolutional layer is equipped with 32 filters of \(3 \times 3\) pixels input size;
- The second maximum pooling layer is sized as \(2 \times 2\) pixels;
- A dense layer of 128 nodes;

\[\text{Figure 15. Recognition of the full spectrum of characters during identification of wire marking by using a DCNN.}\]
An output layer is differentiated for each DCNN: in the network allocated to search empty spaces between characters it is characterized by two nodes, namely, the empty space between the characters and a particular character, whereas in the case of the network allocated for the recognition of characters, it consists of the number of nodes equal to the number of characters used for wire markings, which certainly is a configurable parameter;

All activating functions in both DCNNs are of the rectified linear unit ReLU type.

The WLR device needs DCNNs “training” before it is actually put into service. This “training” process for DCNNs is implemented outside the device, in the computer; its main feature is the high processing power, supported by someone in attendance and consists of three fundamental phases as follows:

- Human description of the markings on the training images;
- Training the neural network in order to recognize empty spaces between the characters;
- Training a neural network in order to recognize particular characters.

The training process of both networks utilizes the algorithm of stochastic function optimization called the “adaptive moment estimation” (ADAM; [97]).

Each character during the training process is featured by the code and position of a particular character, counted in pixels from the left edge of the original image up to the beginning of the character field relating to a given character; the size of the character field is $32 \times 32$ pixels. The isolated characters are shown in Figure 16 on the wire marking image.

![Figure 16. The isolated characters on the wire marking image.](image)

This process is carried out with someone in attendance. Information about the positions and codes of a depicted character is entered for a given image. In the example illustrated in Figure 16, the image is associated with the following string of description pairs. Firstly, in brackets, is the number of pixels given from the left edge of the original image, with a particular character after the comma being mentioned: $(190, =), (222, 0), (254, 0), (284, 2), (316, .), (347, S), (380, P), (412, 0), (443, 1), (475, –), (508, S), (540, F), (573, 1), (605, :), (636, 2), (669, 1), (701, empty space), (732, T), (764, L). Such an input, during the training process of the neural network, ensures that a particular character, as well as the empty spaces between the characters, are recognized, i.e., identification of fragments of the photographed wire with no characters printed on the insulation.

The optimization of parameters in particular layers of the DCNN used to recognize the spacing takes place by reading the original image of particular empty spaces and applying the “ADAM” algorithm. According to Figure 16, the specimen of spacing between the characters and the characters themselves change frequently, mainly due to the variability of the characters appearing on the left and right sides of the empty space character; the three examples of a “zero” character in Figure 16 illustrate this point. The additional factor of specimen variability is the quality and deformation of the print, as was mentioned in Section 3.2. In the training process, the neural network parameters are optimized, ensuring generalization of the eventual spacing pattern between the characters in such a way that it represents common features and flexibly modeled variants of the differences of particular real images of the gaps between characters.
The neural network’s training can also be based on synthetically generated images [33]. An example of such an image is given in Figure 17.

![Example of an image generated synthetically for CNN training](image.png)

**Figure 17.** Example of an image generated synthetically for CNN training. Source: Ciebiera K.

In cases where there are not enough training data, the authors of the device decided to generate several images synthetically. These images were highly randomized in the following aspects: backgrounds and gradients, the positioning and orientation of a set of characters, wire lines, fonts applied, and the particular wire, marking “printed” on an artificial wire. All the synthetic images were generated with the custom program written in Python 3.6 using OpenCV 3.2.0. The training data, including both real-life and synthetic images, was augmented by implementing the neural network and augmenting the “flips”, that is, the rotations up to 25° and shearing up to 15°.

When the training process is finalized, the result is converted into executable code on the device’s microcomputer. This code implements the automatic identification process of the wire’s markings.

### 4. Results of Neural Network Training: Application of the Prototype Device in the Wire Assembly Process and Users’ Opinions

A key activity in developing a product is evaluating its usability [98,99]; therefore, it was decided to describe the analyses of three different aspects connected to the solution described. The first aspect is connected to training the neural network, which is a significant part of the method and device, described in the previous section. Secondly, the authors decided to analyze the duration of the operations and logistics processes that are significant from the point of view of applying the WLR onto the wiring production process. Lastly, the post-test surveys are described in order to present the users’ opinions and rates of satisfaction.

#### 4.1. Results of Neural Network Training

The DCNNs training, from the methodological point of view, was described in Section 3.3.1. In the current subsection, the authors describe the actual results obtained during the training. As previously mentioned, the training was conducted based on the application of real-life photographs and synthetically developed images [33] of the markings/labels of the wires. In the training process, the neural network parameters were optimized. This optimization ensured generalization of the pattern of eventual empty spaces between the characters in such a way that it represents the common features and flexibly modeled variants of the differences of particular real images of the gaps between the characters.

For the purpose of the DCNN training phase, 10,000 examples in total were used. This quantity consisted of 1500 real-life photos with the rest being generated synthetically. The real-life photographs represented 118 different wires, which were shot from different
angles, in differentiated configurations, and from various perspectives; a minimum of 10 photos of each wire was included in the training phase. The synthetically obtained images of wires totaled 8500. It was assumed that 850 synthetic wires were taken into consideration, differentiated, in similar aspects, as real-life objects with their configurations and perspectives presented from different angles. The accuracy of recognition obtained was equal to 99.7%. Such improvement was obtained as a result of the different algorithms applied. For example, the authors noted that the first version of the system, which used the k-nearest neighbors algorithm, instead of DNNs, was accurate in recognizing at 85.3%.

4.2. Tests of the Duration of the Assembly Process for Control Cabinets

Admittedly, in the current research, the authors analyzed two subordinate processes of the complex process of the assembly of the control cabinets, namely, (1) the preparation of the wires and (2) the assembly of the wires itself (it should be noted here that these tests and the presented computation relate to a process of one wire assembly—the authors call it as “assembly process”; however, it should be born in mind that the full assembly process consists of around 300 wires in average per one complete control cabinet).

From the point of view of the duration taken up by the process, the second subordinate process of assembly is of more interest to the authors. It was decided to present analyses of it from three different points of view. Firstly, the duration of time taken up by the operations, forming the assembly subordinate process, with the use of preproduced wires, with predefined length (e.g., 30/50/70/100 cm), as shown in the middle option presented in Figure 2, was measured based on the MTM method with the assumption of not using the WLR. Secondly, the duration of time taken up by the operations, with the use of unique wires, with all parameters ready (color, length, end preparation, label), as shown in the bottom option presented in Figure 2, was measured with the use of a stopwatch and MTM method with the assumption of not using the WLR. Thirdly, the device had been applied throughout the system, and the results were obtained both with the use of a stopwatch and MTM. All the results are given in Table 1.

Table 1. Comparison of three alternatives in wire assembly process.

| Fundamental Operations in Assembly without WLR (A) | Process Time (min) | Fundamental Operations in Assembly without WLR (B) | Process Time (min) | Assembly with the WLR | Process Time (min) |
|-----------------------------------------------|-------------------|-----------------------------------------------|-------------------|----------------------|-------------------|
| Look at an industrial enclosure               | 0.00600           | Look at an industrial enclosure               | 0.00600           | Look at an industrial enclosure | 0.00600           |
| Click the ESW assembly support system         | 0.00300           | Reach to the holder on the left, for a wire   | 0.01248           | Reach to the holder on the left, for a wire | 0.01248           |
| The ESW system opens the extended information with the 3D graphics of a selected wire on a wiring list | 0.01667           | Detach a wire from the holder                  | 0.01896           | Detach a wire from the holder                  | 0.01896           |
| Look at a displayed wire length               | 0.09024           | Grab a wire with both hands                   | 0.00648           | Grab a wire with both hands                   | 0.00648           |
| Reach to the holder on the left, for a wire   | 0.01584           | Rotate a wire’s label to be visible           | 0.00648           | Rotate a wire to upward a label               | 0.00648           |

Number of Characters in Wire Label Marking:

| 28 | 20 | 13 | 3 |
|----|----|----|---|
|    |    |    |   |

The Process Nowadays (2 Most Popular Scenarios of the Assembly Process; without the WLR)
Table 1. Cont.

| The Process Nowadays (2 Most Popular Scenarios of the Assembly Process; without the WLR) | Approach with the WLR |
|---|---|
| **Detach a wire with the closest predefined length from the holder** | Move a wire with both hands towards the WLR |
| 0.02898 | 0.06420 |
| **Adjust a wire’s ends preparation if needed (the predefined ends ones may not fit)** | Place a wire on the white background of the WLR |
| 0.02010 | 0.00303 |
| **Look at the ESW assembly support system to identify a wire routing** | Wait for an acoustic signal that a picture for recognition was taken |
| 0.35400 | 0.016667 |
| **Mount a wire** | The ESW assembly support system opens the extended info with the 3D graphics of a wire on a wiring list |
| 0.04896 | 6 \times 10^{-7} |
| **Hide a wire surplus in a wiring duct** | Move a hand with a wire from the WLR |
| 0.12168 | 0 |
| **MTM-based result:** | MTM-based result: |
| 0.70547 | 0.70459 0.53339 0.38359 0.16959 |
| **Experiment-based result:** | Experiment-based result: |
| Not analyzed | 0.01000 ÷ 0.15000 |

Discussion on a way of values obtainment, especially in the case of MTM usage, validation of methods, and comparison of the obtained results are presented below.

In Table 1, the process of assembly without the WLR of two types (A/B) and assembly with the WLR is mentioned. The A-type process is differentiated from the B-type by the length of assembled wires. In the case of the A-type process, wires have the predefined length (e.g., 30/50/70/100 cm) and the predefined end preparation carried out (e.g., one end ferrule and one insulation stripped), whereas the B-type (the wires are of unique type) have all parameters ready for a certain, single connection (color, length, end preparation, label). In the case of assembly with the WLR, wires are also of a unique type. In Table 1, each of these assembly process types is defined by its fundamental operations. Such operations in the case of the experiment-based process were applied directly as written. Meanwhile, when MTM was applied, the operations had to be divided into basic activities, with attention paid to their assignment to the records standardized in the MTM method. It is worth describing what types of basic activities were coupled with each of the fundamental operations, which are presented below. Every time the particular basic activity is mentioned, the duration assigned to it or the method of calculating it is given, along with an attribution of the reference, when the particular duration was found.
Firstly, the fundamental operations of the A-type process are listed (basic activities, their duration, and a commentary, if necessary, are given after each colon), without the WLR:

- Look at an industrial enclosure: a glance, which takes 0.00600 min according to [79];
- Click the ESW assembly support system: click, which takes 5 TMU = 0.00300 min according to [100];
- The ESW system opening of the extended information with the 3D graphics of a selected wire on a wiring list: a value given in Table 1 was assumed;
- Look at the displayed wire length: a look at a single word takes 5.05 TMU according to [78], whereby the average number of such words is assumed to be three numerical characters printed on a wire per word (the number of characters is borrowed from the B-type process: $3/3 + 13/3 + 20/3 + 28/3 = 21.3$ words); additionally, finger swiping on the wire while reading the words is also included as a convenience often used by employees reading a wire marking (2 TMU per a word according to [78]);
- Reach to the holder on the left, for a wire: a look at the holder takes 0.00600 min according to [79], a reach of a distance of 30 cm to the holder takes 10.8 TMU according to [78], and a move between wire strands takes 5.6 TMU according to [78];
- Detach a wire with the closest predefined length from the holder: a look at the holder takes 0.00600 min according to [79], a straight grip of a wire takes 10.8 TMU according to [78], a reach of a distance of 30 cm (horizontal move of hand to choose a wire) to a holder takes 16.7 TMU according to [78], a reach a distance of 50 cm above holder with a wire in hand to get out a wire takes 10.8 TMU according to [78], and a move between wire strands takes 5.6 TMU according to [78];
- Adjust a wire’s ends preparation if needed (the predefined ends ones may not fit): a look at a wire takes 0.00600 min according to [79], a grasp of a wire takes 5.6 TMU according to [78], and a move of a wire takes 12.9 [79];
- Look at the ESW assembly support system to identify the wire routing: reading a route by eye tracking at two wire’s ends and its middle (one such a basic activity takes 0.118000 min according to [79]);
- Mount the wire: a look at an industrial enclosure takes 0.00600 min according to [79], a move of a wire at a distance of 30 cm takes 25.8 TMU according to [78], a move of a wire takes 12.9 TMU according to [78], an installation of one wire’s end (releasing of a grasp takes 0.00300 min according to [79]), the next look at an industrial enclosure, the next move of a wire, and the installation of second wire’s end occur;
- Hide a wire surplus in a wiring duct: precise allocation of a wire into wires duct (six actions were assumed: insertion at two wire’s ends and twice in a middle, including two corrections between a middle and an end; each action takes 0.015000 min according to [79]), two moves of a wire between its middle and an end, which take 15.2 TMU according to [78], four plugs of a wire into a wires’ duct (at two wire’s ends and twice in a middle), which takes 5.6 TMU each according to [78].

Secondly, the fundamental operations of the B-type process are listed (basic activities, their duration, and a commentary, if necessary, are given after each colon), without the WLR:

- Look at the industrial enclosure: a glance takes 0.00600 min according to [79];
- Reach to the holder on the left, for a wire: a look at the holder takes 0.00600 min according to [79], a reach of a distance of 30 cm to the holder takes 10.8 TMU according to [78];
- Detach the wire from the holder: a look at the holder takes 0.00600 min according to [79], a straight grip of a wire takes 10.8 TMU according to [78], a reach a distance of 50 cm above holder with a wire in hand to get out a wire takes 10.8 TMU according to [78], a move between wire strands takes 5.6 TMU according to [78];
- Grab a wire with both hands: a grip of a wire takes 10.8 TMU according to [78];
- Rotate a wire so that a label is visible with eyes: rotation of a wire takes 10.8 TMU according to [78];
• Type the label into the search window of the ESW assembly support system: a glance at a wire takes 0.00600 min according to [79], a glance at a keyboard takes 0.00600 min according to [80], a glance at ESW system’s monitor takes 0.00600 min according to [79], a click takes 5 TMU according to [100]; additionally, a finger swiping on a wire while reading the characters is also included as a convenience often used by employees reading a wire marking (2 TMU per three characters according to [79]);
• Click the result so that the extended information with the 3D graphics opens on the wiring list: a click takes 5 TMU according to [100];
• Look at the ESW assembly support system to identify a wire routing: a look at a single notation takes 5.05 TMU according to [78];
• Mount a wire: a look at an industrial enclosure takes 0.00600 min according to [79], a move of a wire at a distance of 30 cm takes 25.8 TMU according to [79], followed by an installation of one wire’s end (releasing of a grasp takes 0.00300 min according to [79]), the next look at an industrial enclosure, the next move of a wire, and an installation of second wire’s end.

Consequently, the fundamental operations of the assembly process with the use of the WLR are listed below (basic activities, their duration, and a commentary, if necessary, are given after each colon):
• Look at an industrial enclosure: a glance takes 0.00600 min according to [79];
• Reach to the holder on the left, for a wire: a look at the holder takes 0.00600 min according to [79], a reach of a distance of 30 cm to the holder takes 10.8 TMU according to [78];
• Detach a wire from the holder: a look at the holder takes 0.00600 min according to [79]; a straight grip of a wire takes 10.8 TMU according to [78]; a reach of a distance of 50 cm above the holder with a wire in hand to get out a wire takes 10.8 TMU according to [78]; a move between wire strands takes 5.6 TMU according to [78];
• Grab a wire with both hands: a grip of a wire takes 10.8 TMU according to [78];
• Rotate the wire so that a label is visible with eyes: rotation of a wire takes 10.8 TMU according to [78];
• Move a wire with both hands towards the WLR: precise, symmetrical positioning, which is assumed as 10.8 TMU according to [80];
• Place a wire on the white background of the WLR: a move of a wire at a distance of 5 cm takes 5.2 TMU according to [78];
• Wait for the acoustic signal that the picture for recognition was taken: this is assumed to be one second;
• The ESW assembly support system opens the extended info with the 3D graphics of a matching wire on a wiring list (in the meantime, while ESW gives the match) a move the hand with a wire from the reader: one millisecond for extended info programming operations assumed; hand movement is irrelevant from the viewpoint of the current operation;
• Look at the ESW assembly support system to identify the wire routing: a look at a single notation takes 5.05 TMU according to [78];
• Mount a wire (no wire surplus): a look at an industrial enclosure takes 0.00600 min according to [79]; a move of a wire at a distance of 30 cm takes 25.8 TMU according to [78]; an installation of one wire’s end (releasing of a grasp takes 0.00300 min according to [79]);

As far as the experiment-based results are concerned, the authors obtained the following assembly process time. When the WLR was not applied, the wires with a various number of characters printed on wires’ labels were taken into consideration, namely, 3, 13, 20, and 28 characters per wire (these four various lengths were selected to form a representative group; for better recognition, they are marked with the gray color in Table 1, with additional gray color pointing the time differences in mid-section of this table). Each time, three or four experiments were conducted for a particular length of a wire. For 28 characters long label, the values were equal to 38, 43, 48 s, which were averaged and
converted into minutes in Table 1, as the value of 0.71667 min. For the 20-character-long label, the values were equal to 32, 33, 33 s, which were averaged and converted into minutes in Table 1, as the value of 0.54444 min. For the 13-character-long label, which is treated as a medium-length set of characters, the values were equal to 22, 24, 23 s, which were averaged and converted into minutes in Table 1 as the value of 0.38333 min, whereas for the 3-character-long label, which is treated as a short-length set of characters, the values were equal to 12, 10, 9, 9 s, which were averaged and converted into minutes in Table 1, as the value of 0.17222 min.

As was abovementioned, fundamental operations and their duration in the case of all three assembly process variants are given in Table 1.

It turned out that the result for the A-type process is nearly the same as the one for the B-type with 28 characters (both, around 0.705 min). All other results for the B-type demand less assembly time. This would mean that it is worth using the unique wires, instead of the predefined ones. Nevertheless, these variants of the assembly process are not the core ones.

Fundamental operations of the B-type process were given under experimentation as well. The experiment consisted of the same basic activities as in the case of the MTM application. Therefore, the comparison of MTM-based results and experiment-based results is treated as validation of the MTM-method application. Absolute differences between the values obtained with the MTM-based method and experiment-based method are equal to 1.000473325, 0.020724881, 0.000669117, 0.015521093 s (given in a sequence of numbers of signs in wire label marking as in Table 1), which makes them insignificant. These differences can be observed in Figure 18 as well. When the number of characters increased, the difference between MTM-based and experiment-based process times increased as well. However, it is not alarming from the point of view of actual process realization since this difference is approximately one second. According to the standalone computation, a difference of more than two seconds between the MTM-based trend for the experiment-based trend would only appear at about 190 characters, and this number of characters is not applied in wire markings. Therefore, the authors claimed that the validation is satisfactory. Such validation is significant when an assembly process is enriched with the application of the WLR device.

![Figure 18](image-url) Validation of MTM-based results with experiment-based results.

As the validation results are satisfactory, it is possible to compare the B-type process as a more representative one with the assembly process in the case in which the WLR is applied. As it is given in Table 1, the time of the assembly process with the use of the WLR is equal to 0.12866 min, based on MTM computation. Meanwhile, the experiment-based
results were measured in the range between 0.10000 and 0.15000 min (Figure 19). Therefore, the experiment is inherently enriched by randomized characteristics of particular wires in the process and correctly ranges around the value obtained using MTM standards. Furthermore, and this is a particularly valuable finding, the more characters printed on the wire to read, the greater the difference between the process without using the WLR and the process times with using this device. The absolute profit in process duration with the use of the WLR is equal to 25% to 82%.

Figure 19. Comparison of the results obtained with and without the use of the WLR in the assembly process.

The developed process time can also be considered in the context of energy use by the WLR device. The power consumption of the WLR is 0.012 (kW) after rounding up the values (the power analysis is presented in Section 3.1.2). The authors assumed the cost of energy consumption is equal to 0.2134 (EUR/kWh) (average value for EU, based on [101]). To present the energy consumption of the device, it is significant to remind that the full assembly process consists of around 300 wires, on average, per one complete control cabinet. Therefore, unlike one-wire assembling that is considered in Table 1, full control cabinet assembly time is given in Table 2. Consequently, the energy consumption of the WLR device and its cost are calculated for the full control cabinet as well. It should be emphasized at this point that with such a very low power consumption of the WLR device (0.00900 (kWh) in the case of experiment-based results), the abovementioned time benefits are significant. As energy consumption may even decrease (0.00772 (kWh) in the case of MTM-based results), it is worth mentioning future approaches to optimize this consumption.

Table 2. The energy consumption of the WLR during the full-wire assembly process (the WLR consumption time and energy for assembly of one control cabinet).

|                               | Assembly with the WLR |
|-------------------------------|-----------------------|
| Process time (h)              |                       |
| MTM-based result:             | 0.64330               |
| Experiment-based result:      | 0.75000               |
| Energy consumption (kWh):     |                       |
| MTM-based result:             | 0.00772               |
| Experiment-based result:      | 0.00900               |
| Cost of energy consumption (EUR/kWh): |            |
| MTM-based result:             | 0.00165               |
| Experiment-based result:      | 0.00192               |
This optimization can primarily concern components such as the display or the system baseboard. In the case of the display, this could involve, for example, choosing a device based on the organic light-emitting diode (OLED) or active-matrix organic light-emitting diode (AMOLED) technology, or choosing an e-INK display in which the maximum power required during refresh is approximately from 0.6 to 1.2 (W) (depending on the display’s model). Even removing the display from the system can be considered among the potential actions, due to the fact that the WLR device communicates with the ESW software, and therefore, the image from the device’s camera (the so-called control view) can also be accessed via the Ethernet interface. Display removal is certain in the case of 360° future version, described below.

In the case of the baseboard system, a newer Raspberry PI4 chip or a chip based on NXP®i.MX8 processor can be applied instead of Raspberry PI 3B+. In the first case, higher computing performance (power) can be achieved at the same energy consumption, while in the second case, i.e., NXP® i.MX8, similar computing performance (power) to Raspberry PI4 would be available at similar energy consumption values.

It is worth mentioning that the proposed solution takes into account the latest technical innovations. Currently, NXP® is already working on a newer generation of i.MX9 processors, which are expected to be more energy optimized than the NXP i.MX8 series ([102], as of March 2021).

4.3. Simplified Post-Test Surveys of Using the Actual Production Process of the Assembly of the Wiring

One of the prototypes of the WLR is held in the Rittal Innovation Center, which is dedicated to those end-users who visit this place to test state-of-the-art market solutions and also can study future prototypes. In April 2017, tests were performed with some of the users taking part in a survey. The survey was simplified to a couple of short questions; one of them is significant from the point of view of current research, namely, “What do you think the accuracy level of the WLR was? Please specify as a percentage” Five of the answers given, were of special interest to the research team, which are the following:

- Answer of person 1 (shop-floor assembly employee): 90%—apart from the quantitative value given, this person also described their point of view qualitatively, by mentioning, “[it] works very well but it sometimes happened that the recognition was wrong”;
- Answer of person 2 (shop-floor manager): 95%—adding, “[it] works great; only once was it wrong”;
- Answer of person 3 (software developer): 85%—adding, “The problem is that when the character sequences are similar to each other, but differ by just 1 character, then in such cases, unfortunately, it often fails. Such similar sequence happens not often though”;
- Answer of person 4 (shop-floor assembly employee): 95%—adding, “Nearly always indicates the correct wire”;
- Answer of person 5 (logistics employee): 100%—adding, “There were no inaccurate recognitions”.

5. Conclusions

The authors of this paper presented the recently developed device, as the WLR, enriching the processes included in control cabinets assembly. This paper’s main aim was to present the developed solution and evaluation of its operation. The authors stated three research questions and decided to find the answers.

The first question to be answered was RQ1 as follows: “to what extent can the assembly process time be affected by using an automated WLR?” When a user of any device or system is not assisted by a convenient support tool, the prolonged search for information can lead to frustration [103]. Based on the computing results presented in Table 1, and especially in relation to the simplified post-test survey presented at the end of the previous section, it can be claimed the application of the WLR in the assembly process is considered to be very promising by the industry community. When users had to type a wire label into the ESW
search window, they seemed tense and pressured. The WLR enabled the automation of the manual search action. In the prototype version of the whole assembly system, users seemed to be more relaxed and satisfied with their work—they knew what and how to do as the work was well and efficiently organized. This was influenced by the user-friendly device, improving the process through automatically entered data, and giving significant time savings in searching and obtaining information. The use of WLR ensures process time reduction from 25 to 82% depending on the number of characters to be read.

Moreover, it is worth mentioning that the algorithm of the prototype has not been optimized yet during the analysis period, and some experts assume that the operating time can be reduced by less than 3 or 4 seconds in comparison to from 6 to 8 s mentioned in Table 1, which were the experiment-based results.

The RQ2 was as follows: “what challenges does the WLR present, and what are the advantages of using it?”

The significant time reduction from the mentioned 25 to 82% is the most remarkable advantage, which dramatically automates and speeds up the process. It is worth mentioning that it was a nondestructive evaluation. The device also positively influences eye fatigue and general operator tiredness, in terms of this single reading operation. Complex integration at the system level with the ESW wiring assembly support software system is another benefit; it is tested to work as simple as plug and play.

The RQ3 was as follows: “to what extent does the use of the WLR device affect energy consumption?” To answer this question, the basics of the energy consumption of the WLR device should be mentioned. The WLR device’s prototype is characterized by very low power consumption (0.00900 (kWh) in the case of experiment-based results and 0.00772 (kWh) in the case of MTM-based results). As energy consumption may even decrease, it is worth mentioning future approaches to optimize this consumption—these approaches were suggested in Section 4.2.

When energy consumption was considered, particular costs were elaborated. It is worth mentioning additional information on the financial aspects of the presented solution. The economic aspect is a very important part of any Industry 4.0 reasoning, which is why an executive summary has been created. The total cost of the prototype stage concerning the WLR device was around EUR 40,000. To reach the final stage of a complete, fast, tested, and certified device, covering recognition of different wires and different fonts, the R&D investment has been estimated at EUR 650,000 (18 month period). The main cost items in both stages are R&D work in software development (operating and synchronization system, labeled dataset merged with DCNN training, recognition algorithm) and hardware involving the conception of an original, dedicated printed circuit board (PCB) and specific LED (light-emitting diode) lighting system, integration of electronics, creating a distinct component setup, together with manufacturing. Adding the two mentioned amounts, EUR 690,000 has been used for the first-phase return of investment (ROI) calculation. The authors made initial research consisting of interviews and surveys, conducted in various industrial companies in German-speaking countries, namely, DACH (D—Germany, A—Austria, CH—Switzerland). It can be forecasted that at least 100 panel builders would buy the WLR in the first year of sales. The second outcome coming from this research is about the business model and ROI calculation. Since the WLR works in the plug-and-play mode with ESW software, one subscription model could be bundled with the ESW under the ePulse cloud platform, making it extremely convenient for the user. The payment could be fixed in the monthly amount of EUR 325, or EUR 3500 yearly. The benefit of saved time exceeds the WLR cost, not to mention the long-term benefits, as for example, the benefit of reducing the operator’s eye fatigue, which is hard to notice and count but extremely significant. The advantages of the subscription model provide constant guarantee and automatic upgrade to the newest software version with the newest AI recognition database.

The new device is not causing any additional complexity in the stage of work preparation. The automatic machines for the preproduction of exact wires are already broadly used since they provide huge support in this aspect of the control cabinet production process.
The presented solution is characterized by some limitations as well. Some of them were described as challenges of wire image recognition as well as failures of recognition (Section 3.2). It was reported that the accuracy of obtained recognition of markings printed on the wires was equal to 99.7%. Extremely rarely, in 0.3% of cases, the WLR device was not able to recognize a wire’s label. Assuming that the regular control cabinet consists of 300 wires, it means that only 1 wire out of this pool would be not recognized. Such an issue is directly indicated by the WLR so that the unrecognized wire is not assembled. Additionally, the WLR displays (together with the ESW system) a hint to perform manual reading by the operator or to put such a wire to the side until the rest is assembled.

In fact, the recognition level is very promising, but it is not 100% effective due to the defects and the distortion of the print, resulting from bending and twirling of the wires, the print tilting from the matrix, blurring and rubbing off, or the lack of print points. Such results were also authenticated by various testers of the device, whose opinions were presented in Section 4.2. The available number of printing examples was quite large but still limited. A couple of thousands of more samples would be necessary when turning the prototype into an actual product, both from the accuracy point of view and from the universality of the solution, covering different wire colors, cross sections, etc. It is worth emphasizing that reading (recognition) issues are mainly generated on the printing process side, not the recognition side. Regardless, larger training data would presumably generate even better results. Moreover, the hardware used, and the recognizing algorithm can be optimized for faster operation, as mentioned before.

It is worth mentioning that the WLR device, apart from its unique purpose in the described processes, is also destined to thrive new value, which could be treated as enrichment of knowledge, in the following aspects. Firstly, the technology was enriched with the original device supported by the original software algorithm and hardware setup with original, dedicated PCB and specific LED lighting system. Secondly, the benefit for the industry to provide quantitative facts was developed and, in the case of qualitative knowledge, enrichment was developed by observing different users’ reactions to the setup, without and with the WLR using, to spot advantages and issues in the work setup and the prototype itself. The aspect of market and business model research is not treated by the authors as an enrichment of knowledge. With reference to the original software algorithm, it is worth underlining that the original algorithm has been created for the WLR device, comprising of (1) using the classical approach, including OpenCV edge detection, (2) performing data augmentation resulting in a unique 8500 dataset (specifically programmed synthetic data generator for DCNN training, since the 1500 available real photos were not enough to provide satisfactory results), (3) DCNN training and adjusting the weights, (4) applying beam search algorithm, and (5) probability calculus of a potential single element recognition and calculation of sums of single probabilities to find the final answer using maximum likelihood estimation method. We also proved that the DCNN is applicable in this example since the existing methods used mainly the classical approach of template matching. The authors successfully proved that DCNN can work in real time on artificial dictionaries with artificial labels (in the existing methods, the correction of errors is taken from the English spelling dictionary).

It is worth mentioning the future development of the presented solution as well. Firstly, the optimization of both hardware components being applied, and the created software is in focus. This will allow the device to work even faster, as above mentioned. Optimization of the software does not mean additional DCNN training and the improvement of the recognition ratio. The next major milestone cannot be treated simply as the improvement; it is connected with significant software’s libraries enrichment, such as the addition of the possibility to read other fonts, colors of both fonts and backgrounds (wire insulation), or different wire cross sections. The method and the software’s core remain the same, only requiring adjustments. The software architecture was planned in the first phases of the device planning and elaboration; therefore, the code does not have to be re-designed or rewritten. The software works based on image and patterns recognition; therefore, new,
innumerable photos and images generated synthetically are required for DCNN training (as it was mentioned before, a couple of thousands of more samples of labels are needed to train the neural network better, before turning the presented prototype into a holistically functional product).

One of the most interesting research concepts is the possibility to provide the WLR device the ability of 360° reading. This will allow further optimization of the algorithm—the user will be able to place the wire in the WLR in any way, instead of the precise, label-upward position that is required in the prototype. A transparent tub for wire insertion and a set of cameras or a set of mirrors were initially thought over to be included in the device. An additional option, on top of 360° reading, is to transform the current shape into a handheld device. This, however, is another a major development.

If the 360° reading is not enough exciting to be included in the device, then the connection of character recognition with the AR glasses, presented by the authors of [9], seems extremely interesting. Giving the augmented-reality (AR) glasses the ability to read the text on the wire would eliminate the need to have a specific reading device. Initial tests with the Microsoft HoloLens v.1 have not been satisfactory enough, and the engineers expressed doubt that it would have been possible to achieve the set goal on this version of the AR glasses. Further tests of such a solution are planned in the nearest future using HoloLens v.2. This topic presents even more promising possibilities for the future development of the described solution.

The authors would like to emphasize again, that the presented industrial system for markings identification uses the newest techniques of AI, described in the paper. It is worth mentioning, that these methods introduce very promising results in other fields of focus of the authors, including industry, energy, human behavior. Interesting areas and applications consider smart grid forecasting [104], attack detection in smart grids [105], mapping [106], different challenging feature recognition [107,108], and detection of defects in manufacturing [109].
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