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Abstract

In this work we study the averaging principle for non-autonomous slow-fast systems of stochastic differential equations. In particular in the first part we prove the averaging principle assuming the sublinearity, the Lipschitzianity and the Holder’s continuity in time of the coefficients, an ergodic hypothesis and an \( \mathcal{L}^2 \)-bound of the fast component. In this setting we prove the weak convergence of the slow component to the solution of the averaged equation. Moreover we provide a suitable dissipativity condition under which the ergodic hypothesis and the \( \mathcal{L}^2 \)-bound of the fast component, which are implicit conditions, are satisfied.

In the second part we propose a financial application of this result: we apply the theory developed to a slow-fast local stochastic volatility model. First we prove the weak convergence of the model to a local volatility one. Then under a risk neutral measure we show that the prices of the derivatives, possibly path-dependent, converge to the ones calculated using the limit model.
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1 Introduction

In this work we are concerned with the study of the averaging principle for slow-fast systems of stochastic differential equations of the form

\[
\begin{align*}
\d X^\varepsilon_t &= b(t, X^\varepsilon_t, Y^\varepsilon_t)\,dt + \sigma(t, X^\varepsilon_t, Y^\varepsilon_t)\,dW_t \\
X^\varepsilon_0 &= x_0 \in \mathbb{R}^d \\
\d Y^\varepsilon_t &= \varepsilon^{-1}B(t, X^\varepsilon_t, Y^\varepsilon_t)\,dt + \varepsilon^{-1/2}C(t, X^\varepsilon_t, Y^\varepsilon_t)\,d\tilde{W}_t \\
Y^\varepsilon_0 &= y_0 \in \mathbb{R}^l
\end{align*}
\]

where \( t \in [0, T] \), \( W, \tilde{W} \) are Brownian motions, \( b, \sigma, B, C \) are some regular functions and \( \varepsilon \in (0, 1] \) is a small parameter representing the ratio of time-scales between the slow component \( X^\varepsilon \) and the fast component \( Y^\varepsilon \).
The idea of the averaging principle is to show the convergence of $X^\varepsilon$ as $\varepsilon \to 0$ to the solution $\overline{X}$ of the so-called averaged equation

$$d\overline{X}_t = b(t, \overline{X}_t)dt + \sigma(t, \overline{X}_t)dW_t, \quad \overline{X}_0 = x_0, \forall t \in [0, T]$$

which doesn’t depend anymore on the fast component and the coefficients $b, \sigma$ are opportune averages of the original ones $b, \sigma$.

In this sense from a mathematical point of view it is possible to model systems with different time-scales and then operate a rigorous dimensionality reduction, approximating the behavior of the slow component $X^\varepsilon$ with $\overline{X}$ and controlling the error of such approximation. For this reason multi-scale stochastic systems are widely used in many areas of physics, chemistry, biology, financial mathematics and many other applications (e.g. [9], [11], [18], [23]).

The averaging principle was initially proposed for the classical equations of celestial mechanics by Clairaut, Laplace and Lagrange in the eighteenth century. Later on in the twentieth century rigorous result were proved by Bogoliubov, Krylov and Mitropolsky. In [19, Appendices] it can be found an entire section devoted to the history of the averaging principle for differential equations.

For what concerns stochastic differential equations the first results on the averaging principle were due to Khasminskii, Vrkoč and Gikhman in the ‘60s. In [15] Khasminskii considered the following autonomous system of stochastic differential equations

$$\begin{align*}
\frac{dX_t^x}{dt} &= b(X_t^x, Y_t^x)dt + \sigma(X_t^x, Y_t^x)dW_t, \\
X_0^x &= x_0 \in \mathbb{R}^d, \\
\frac{dY_t^x}{dt} &= \varepsilon^{-1}b(X_t^x, Y_t^x)dt + \varepsilon^{-1/2}c(X_t^x, Y_t^x)dW_t, \\
Y_0^x &= y_0 \in \mathbb{R}^1
\end{align*}$$

and proved that the averaging principle holds under Lipschitz coefficients $b, \sigma$ uniformly bounded in $y$. Moreover a bound of the fast component and the following ergodic condition are assumed: there exist a $d$-dimensional vector $\overline{b}(x)$ and a square $d$-dimensional matrix $\overline{\sigma}(x)$ such that for every $t_0 \leq T, \tau \geq 0, x \in \mathbb{R}^d, y \in \mathbb{R}^1$

$$\begin{align*}
\left| \mathbb{E}\left[\tau^{-1}\int_{t_0}^{t_0+\tau} b\left(x, y_{s,(x,y)}\right) ds - \overline{b}(x)\right] \right| &\leq \overline{\kappa}(\tau) \left(1 + |x|^2 + |y|^2\right) \\
\left| \mathbb{E}\left[\tau^{-1}\int_{t_0}^{t_0+\tau} a\left(x, y_{s,(x,y)}\right) ds - \overline{\sigma}(x)\right] \right| &\leq \overline{\kappa}(\tau) \left(1 + |x|^2 + |y|^2\right)
\end{align*}$$

where $\lim_{\tau \to 0} \overline{\kappa}(\tau) = 0$ and $\{y_{s,(x,y)}\}_{s \geq 0}$ satisfies the so-called frozen equation

$$\begin{align*}
dy_{s,(x,y)} &= B\left(x, y_{s,(x,y)}\right) ds + C\left(x, y_{s,(x,y)}\right) d\tilde{W}_s, \\
y_{0,(x,y)} &= y, s \geq 0
\end{align*}$$

In particular Khasminskii showed that the process $X^\varepsilon$ converges weakly in $C[0, T]^d$ to the solution $\overline{X}$ of the averaged equation

$$d\overline{X}_t = \overline{b}(\overline{X}_t)dt + \overline{\sigma}(\overline{X}_t)dW_t, \quad \overline{X}_0 = x_0, \forall t \in [0, T]$$

The coefficients $\overline{b}, \overline{\sigma}$ satisfying the ergodic condition are usually averages of the initial ones $b, \sigma$ with respect to the invariant measure of the frozen equation which must be shown to exist. Typically a dissipativity condition implies the implicit hypotheses. The proof of Khasminskii based on a time-discretization technique was very influential and it inspired many researches conducted by mathematicians like Freidlin, Wentzell, Veretennikov, Cerrai, Röckner and many others. We need to remark that when $\sigma$ is independent of the fast variable $Y^\varepsilon$ we usually have the stronger convergence in probability of the slow variable $X^\varepsilon$ (e.g. [4], [12], [21]).

Recently non-autonomous slow-fast systems are being investigated: In 2016 in [5] Cerrai and Lunardi studied a non-autonomous slow-fast system of reaction diffusion equations where the coefficients of the fast
equation depend on time and satisfy the almost periodic in time condition. They proved the convergence in probability of $X^\varepsilon$ when $\sigma$ is independent of $Y^\varepsilon$.

More recently in 2020 in [22] the authors considered the non-autonomous system (1) with $\sigma$ independent of $Y^\varepsilon$ and proved the $L^p$-convergence of $X^\varepsilon$ under local Lipschitz coefficients. Here the coefficients of the slow equation are assumed to depend also on $\omega$.

In [24] jumps were considered for slow-fast system of reaction diffusion equations. Also here the diffusion of the pricing partial differential equation. An exhaustive presentation would be impossible here, we refer to [9] for all the details. The literature on these models and their generalizations is very rich, e.g. see [6], [9], [10], [11], [16] and references therein.

In this work, motivated by the study of a local stochastic volatility model, we consider the non-autonomous slow-fast system (1), where $\sigma$ depends on $Y^\varepsilon$, and we prove the validity of the averaging principle. We assume the Lipschitzianity, an Holder’s continuity in time and in a sublinearity of the coefficients. Moreover in spirit of Khasminskii’s work we assume an ergodic hypothesis and an $L^2$-bound of the fast component. In this setting we show the weak convergence of $X^\varepsilon$ in $C[0,T]^d$ to the solution of the averaged equation by means of a time discretization argument inspired by Khasminskii. The ergodic hypothesis and the $L^2$-bound of the fast component assumed here are implicit hypotheses, so they need to be proved valid for a given slow-fast system. For this reason we also provide an explicit condition under which the implicit hypotheses are verified: this is the following dissipativity of the coefficients of the fast component

$$<B(t,x,y_2) - B(t,x,y_1), y_2 - y_1 > + |C(t,x,y_2) - C(t,x,y_1)|^2 \leq -\beta |y_2 - y_1|^2$$

We also treat the case of a perturbation of the drift of the fast equation by a slower term of the form

$$-2s(t)\varepsilon + \eta(t, X_t^\varepsilon, Y_t^\varepsilon) dt + \sigma(t, X_t^\varepsilon, Y_t^\varepsilon) dW_t$$

$$X_0^\varepsilon = x_0$$

$$dY_t^\varepsilon = [\varepsilon^{-1}B(t, X_t^\varepsilon, Y_t^\varepsilon) + \varepsilon^{-\eta}D(t, X_t^\varepsilon, Y_t^\varepsilon)] dt + \varepsilon^{-1/2}C(t, X_t^\varepsilon, Y_t^\varepsilon) d\tilde{W}_t$$

$$Y_0^\varepsilon = y_0$$

In fact this case will be necessary in the next part of the article.

At this point we propose a financial application of this result. In [9] under the objective measure the authors consider a slow-fast stochastic volatility model of the form:

$$dS_t^\varepsilon = \eta S_t^\varepsilon dt + \mathcal{F}(Y_t^\varepsilon) S_t^\varepsilon dW_t$$

$$S_0^\varepsilon = s_0$$

$$dY_t^\varepsilon = \varepsilon^{-1}B(Y_t^\varepsilon) dt + \varepsilon^{-1/2}C(Y_t^\varepsilon) d\tilde{W}_t$$

$$Y_0^\varepsilon = y_0$$

where $S^\varepsilon$ is the stock price, $\mathcal{F}(y)$ is the stochastic volatility driven by an ergodic, mean-reverting process $Y^\varepsilon$.

Then, after the change of measure to a risk neutral one, they perform a perturbational analysis of the prices of the financial derivatives. This analysis is performed through an asymptotic expansion as $\varepsilon \to 0$ of the pricing partial differential equation. An exhaustive presentation would be impossible here, we refer to [9] for all the details. The literature on these models and their generalizations is very rich, e.g. see [6], [9], [10], [11], [16] and references therein.

Inspired by these works under the objective measure we consider a slow-fast local stochastic volatility model of the form

$$dS_t^\varepsilon = \mathcal{H}(t, S_t^\varepsilon, Y_t^\varepsilon) S_t^\varepsilon dt + \mathcal{F}(t, S_t^\varepsilon, Y_t^\varepsilon) S_t^\varepsilon dW_t$$

$$S_0^\varepsilon = s_0$$

$$dY_t^\varepsilon = \varepsilon^{-1}B(t, S_t^\varepsilon, Y_t^\varepsilon) dt + \varepsilon^{-1/2}C(t, S_t^\varepsilon, Y_t^\varepsilon) d\tilde{W}_t$$

$$Y_0^\varepsilon = y_0$$

where $S^\varepsilon$ is the stock price, $\mathcal{H}(t, s, y)$, $\mathcal{F}(t, s, y)$ are the local stochastic drift and local stochastic volatility respectively and they are driven by the fast process $Y^\varepsilon$. For local stochastic volatility models refer to...
which turns out to be a local volatility model.

At this point we proceed with the construction of a family of risk neutral measures, under which pricing can be done, and we consider a financial derivative possibly path-dependent. Then, under a risk neutral measure, we show the weak convergence of \( S^c \) in \( C[0,T] \) to \( \bar{S} \). Moreover we prove that the price of the derivative, calculated using the slow-fast model \( (S^c,Y^c) \), converge to the price of the derivative calculated using the limit model \( \bar{S} \).

The work is organized as follows:

In section 2 we introduce a class of non-autonomous slow-fast stochastic differential equations and we prove that the averaging principle holds for such class.

In section 3 we prove that the implicit hypotheses assumed in section 2 are verified under an explicit dissipativity condition.

In section 4 we apply the result shown in the previous chapters to a financial local stochastic volatility model.

## 2 The Averaging Principle for a Class of non Autonomous Stochastic Differential Equations

### 2.1 Framework and main Theorem

Let \((\Omega, \mathcal{F}, \mathcal{F}_t, (W_t, Z_t), \mathbb{P})_{t \geq 0}\) be a continuous standard \(\mathbb{R}^{d+1}\)-Brownian motion. As in [1, section 6] we construct a \(\mathbb{R}^1\)-Brownian motion \(\{\tilde{W}_t\}_{t \geq 0}\) correlated to \(\{W_t\}_{t \geq 0}\) by defining

\[
\tilde{W}_t^i = \sum_{i=1}^{d} \rho_{ij} W_t^j + \left(1 - \sum_{i=1}^{d} \rho_{ij}^2\right)^{1/2} Z_t^j \quad \forall j \leq 1
\]  

(2)

where \(\rho_{ij} \in (-1,1)\), \(\sum_{i=1}^{d} \rho_{ij}^2 \leq 1\) for every \(j \leq 1\) and \(\sum_{i=1}^{d} \rho_{ij} \rho_{lj} = 0\) for every \(j \neq k\).

In this way we have the following correlation:

\[
\mathbb{E}[dW_t^i d\tilde{W}_t^j] = \rho_{ij} dt \quad \forall i \leq d, j \leq 1
\]

Let’s now consider the following system of stochastic differential equations:

\[
\begin{align*}
    dX_t^i &= b(t, X_t^i, Y_t^i) dt + \sigma(t, X_t^i, Y_t^i) dW_t \\
    X_0^i &= x_0 \\
    dY_t^i &= \epsilon^{-1} B(t, X_t^i, Y_t^i) dt + \epsilon^{-1/2} C(t, X_t^i, Y_t^i) d\tilde{W}_t \\
    Y_0^i &= y_0
\end{align*}
\]  

(3)

where \(\epsilon \in (0,1]\), \(t \in [0,T]\), \(T\) is the time horizon, \(x_0 \in \mathbb{R}^d\), \(y_0 \in \mathbb{R}^1\), \(b, \sigma, B, C\) are Borel functions:

\[
\begin{align*}
b: [0,T] \times \mathbb{R}^d \times \mathbb{R}^1 &\rightarrow \mathbb{R}^d \\
B: [0,T] \times \mathbb{R}^d \times \mathbb{R}^1 &\rightarrow \mathbb{R}^1 \\
\sigma: [0,T] \times \mathbb{R}^d \times \mathbb{R}^1 &\rightarrow \mathbb{R}^d \times \mathbb{R}^d \\
C: [0,T] \times \mathbb{R}^d \times \mathbb{R}^1 &\rightarrow \mathbb{R}^1 \times \mathbb{R}^1
\end{align*}
\]

Now we list the following hypothesis under which we will show the main theorem of this work:
Hypothesis 1. There exist \( L > 0, \gamma > 0 \) such that:
\[
|b(t, x_2, y_2) - b(s, x_1, y_1)| \leq L(|t - s|^\gamma + |x_2 - x_1| + |y_2 - y_1|)
\]
\[
|\sigma(t, x_2, y_2) - \sigma(s, x_1, y_1)| \leq L(|t - s|^\gamma + |x_2 - x_1| + |y_2 - y_1|)
\]
\[
|B(t, x_2, y_2) - B(s, x_1, y_1)| \leq L(|t - s|^\gamma + |x_2 - x_1| + |y_2 - y_1|)
\]
\[
|C(t, x_2, y_2) - C(s, x_1, y_1)| \leq L(|t - s|^\gamma + |x_2 - x_1| + |y_2 - y_1|)
\]
for every \( 0 \leq t, s \leq T, x_1, x_2 \in \mathbb{R}^d, y_1, y_2 \in \mathbb{R}^l \).

Hypothesis 2. There exists \( M > 0 \) such that:
\[
|b(t, x, y)| \leq M(1 + |x|)
\]
\[
|\sigma(t, x, y)| \leq M(1 + |x|)
\]
\[
|B(t, x, y)| \leq M(1 + |x| + |y|)
\]
\[
|C(t, x, y)| \leq M(1 + |x| + |y|)
\]
for every \( 0 \leq t \leq T, x \in \mathbb{R}^d, y \in \mathbb{R}^l \).

Remark 2.1.1. Analogously to what happens in [15] we can't assume the full sublinearity of \( b \) and \( \sigma \) because the behaviour \( Y^e \) is too fast.

Proposition 1. Under hypothesis 1, 2 equation (3) has a unique strong solution \( \{(X_t^e, Y_t^e)\}_{t \in [0, T]} \) for every \( \epsilon > 0 \).

Proof. It follows by the classic theorem of existence and uniqueness of strong solutions after noticing that we can write system (3) with respect to the independent Brownian motions \( W_t, Z_t \) by means of a linear transformation.

Now we define the square \( d \)-dimensional matrix \( a(t, x, y) = \sigma(t, x, y)\sigma^T(t, x, y)/2 \) and we state the ergodic hypothesis.

Hypothesis 3. There exist a continuous \( d \)-dimensional vector \( \overline{b}(t, x) \) and a continuous square \( d \)-dimensional matrix \( \overline{\sigma}(t, x) \) such that for every \( 0 \leq t \leq T, t_0 \geq 0, \tau \geq 0, x \in \mathbb{R}^d, y \in \mathbb{R}^l \)
\[
\left| \mathbb{E} \left[ \tau^{-1} \int_{t_0}^{t_0 + \tau} b \left( t, x, y_s^{t,x,y} \right) ds - \overline{b}(t, x) \right] \right| \leq \overline{K}(\tau) (1 + |x|^2 + |y|^2)
\] (4)
\[
\left| \mathbb{E} \left[ \tau^{-1} \int_{t_0}^{t_0 + \tau} a \left( t, x, y_s^{t,x,y} \right) ds - \overline{\sigma}(t, x)\overline{\sigma}^T(t, x)/2 \right] \right| \leq \overline{K}(\tau) (1 + |x|^2 + |y|^2)
\] (5)
where
\[
\lim_{\tau \to \infty} \overline{K}(\tau) = 0
\]
and \( y_s^{t,x,y} \), \( s \geq 0 \), is the unique strong solution to the frozen equation:
\[
dy_s^{t,x,y} = B \left( t, x, y_s^{t,x,y} \right) ds + C \left( t, x, y_s^{t,x,y} \right) d\tilde{W}_s
\]
y\(_0^{t,x,y} = y \) (6)
Moreover we assume that \( \overline{b}(t, x), \overline{\sigma}(t, x) \) are locally Lipschitz in \( x \) uniformly with respect to \( t \leq T \).

Now we define the matrix \( \overline{\sigma}(t, x) = \overline{\sigma}(t, x)\overline{\sigma}^T(t, x)/2 \).

Remark 2.1.2. Hypothesis 3 is the generalization to the non autonomous case of Khasminskii’s ergodic hypothesis in [15].

Remark 2.1.3. It is not necessary to assume that \( \overline{b} \) and \( \overline{\sigma} \) are continuous in \((t, x)\) since it is possible to prove it by using (4) and (5). On the other hand in order to have a unique strong solution of the averaged equation we must assume that they are locally Lipschitz as it doesn’t follow from (4) and (5).
Remark 2.1.4. \((y^t_{s,x,y})_{s \geq 0}\) is the time changed process \(s \mapsto \epsilon s\) with the time \(t\)-component frozen. Moreover the frozen equation has a unique strong solution thanks to hypothesis 1, 2.

Remark 2.1.5. Letting \(\tau \to +\infty\) in (4), (5) we obtain the following characterizations:

\[
\overline{\mathbf{B}}(t,x) = \lim_{\tau \to +\infty} E \left[ \tau^{-1} \int_{t_0}^{t_0+\tau} b \left( t,x,y^t_{s,x,y} \right) ds \right] \quad \forall y \in \mathbb{R}, t_0 \geq 0 \tag{7}
\]

\[
\overline{\mathbf{A}}(t,x) = \lim_{\tau \to +\infty} E \left[ \tau^{-1} \int_{t_0}^{t_0+\tau} a \left( t,x,y^t_{s,x,y} \right) ds \right] \quad \forall y \in \mathbb{R}, t_0 \geq 0 \tag{8}
\]

Remark 2.1.6. For what concerns \(\overline{\mathbf{A}}(t,x)\) usually one calculates first the matrix \(\overline{\mathbf{A}}(t,x)\) as the ergodic limit (8) and proves that (5) holds. Then the matrix \(\overline{\mathbf{A}}(t,x)\) can be chosen in the following way: since \(a(t,x,y)\) is symmetric and positive semidefinite this implies that \(\overline{\mathbf{A}}(t,x)\) is also symmetric and positive semidefinite and so it has a unique symmetric positive semidefinite square root \(\overline{\mathbf{A}}(t,x) = \sqrt{\overline{\mathbf{A}}}(t,x)\).

Remark 2.1.7. Let’s observe that the matrix \(\overline{\mathbf{A}}(t,x)\) satisfying (5) could be not unique. In fact, given the symmetric positive semidefinite matrix \(\overline{\mathbf{A}}(t,x)\), the matrix \(\overline{\mathbf{A}}(t,x)\) such that \(\overline{\mathbf{A}}(t,x) = \overline{\mathbf{A}}(t,x)\overline{\mathbf{A}}(t,x)/2\) in general is not unique. This means that we would end up with different averaged equations of the form (9). Anyway this is not a problem because the law of the solution of (9) depends on \(\overline{\mathbf{A}}(t,x)\) only through \(\overline{\mathbf{A}}(t,x)\), e.g. see [20, chapter 5].

Let now \(B_B(\mathbb{R}^1)\) be the space of bounded measurable functions.

Remark 2.1.8. If for fixed \(t,x\) the transition semigroup of the frozen equation \(\{\mathcal{P}^t_{s,x}\}_{s \geq 0}\) defined by

\[
\mathcal{P}^t_{s,x}\phi(y) = E[\phi(y^t_{s,x,y})] \quad \phi \in B_B(\mathbb{R}^1), y \in \mathbb{R}^1
\]

has a unique invariant measure \(\mu^t_{s,x}\) with a certain rate of decay to the equilibrium, then the vector

\[
\int_{\mathbb{R}^1} b(t,x,y)\mu^t_{s,x}(dy)
\]

and the matrix

\[
\int_{\mathbb{R}^1} a(t,x,y)\mu^t_{s,x}(dy)
\]

are the natural candidates for \(\overline{\mathbf{B}}(t,x)\) and \(\overline{\mathbf{A}}(t,x)\) respectively.

Remark 2.1.9. Thanks to (7), (8) \(\overline{\mathbf{B}}, \overline{\mathbf{A}}\) satisfy

\[
\|\overline{\mathbf{B}}(t,x)\| \leq M(1 + |x|)
\]

\[
\|\overline{\mathbf{A}}(t,x)\| \leq M(1 + |x|)
\]

for every \(0 \leq t \leq T, x \in \mathbb{R}^d\).

Now we assume an \(L^2\)-bound of the fast component:

Hypothesis 4. There exists \(C > 0\) such that

\[
\sup_{\epsilon \in (0,1]} \sup_{0 \leq t \leq T} E \left[ |\gamma^t_{\epsilon}|^2 \right] \leq C
\]

Remark 2.1.10. Hypotheses 3, 4 are implicit conditions: hence they need to be proven valid for a given slow-fast system of stochastic differential equations. In the next section we will provide an explicit condition under which they are satisfied, following the idea of remark 2.1.8.
We can now introduce the main theorem of this work which states that the averaging principle holds for system (3).

**Theorem 1 (Averaging Principle).** Assume that hypotheses 1, 2, 3, 4 hold. Then $X^\varepsilon \to \overline{X}$ weakly in $C[0, T]^d$ as $\varepsilon \to 0$ where the process $\overline{X}$ is the unique strong solution of the averaged equation

$$d\overline{X}_t = \overline{b}(t, \overline{X}_t)dt + \overline{\sigma}(t, \overline{X}_t)dW_t \quad \overline{X}_0 = x_0, \forall t \in [0, T] \tag{9}$$

Here we have considered the following definition:

**Definition 2.1.11.** Let $\{(\Omega_\varepsilon, \mathcal{F}_\varepsilon, \mathbb{P}_\varepsilon)\}_{\varepsilon > 0}$ be a family of probability spaces. On each of them consider a random variable $X_\varepsilon$ with values in a complete metric space $S$. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be another probability space on which a random variable $X$ with values in $S$ is given. We say that $X_\varepsilon \to X$ weakly in $S$ as $\varepsilon \to 0$ if the family of probability measures induced by $\{X_\varepsilon\}_{\varepsilon > 0}$ converges weakly as $\varepsilon \to 0$ to the probability measure induced by $X$.

**Remark 2.1.12.** We remind that $C[0, T]^d$ is a complete metric space with metric $p(y_2, y_1) = \sup_{t \in [0, T]} |y_2(t) - y_1(t)|$. $y_1, y_2 \in C[0, T]^d$.

**Remark 2.1.13.** The averaged equation (9) has a unique strong solution thanks to hypothesis 3 and remark 2.1.9.

2.2 Proof of the Main Theorem

We start by constructing an auxiliary process obtained by a discretization in time: fix $\Delta \in [0, T]$ and let $K = 0 \ldots [T/\Delta] - 1$.

$$\begin{align*}
\begin{cases}
  dX^\varepsilon_K = b(K\Delta, X^\varepsilon_K, Y^\varepsilon_K)dt + \sigma(K\Delta, X^\varepsilon_K, Y^\varepsilon_K)dW_t & t \in [K\Delta, ((K + 1)\Delta) \wedge T) \\
  X^\varepsilon_0 = x_0 \\
  dY^\varepsilon_K = \varepsilon^{-1}b(K\Delta, X^\varepsilon_K, Y^\varepsilon_K)dt + \varepsilon^{-1/2}c(K\Delta, X^\varepsilon_K, Y^\varepsilon_K)dW_t & t \in [K\Delta, ((K + 1)\Delta) \wedge T) \\
  Y^\varepsilon_{K\Delta} = Y^\varepsilon_K
\end{cases} \tag{10}
\end{align*}$$

and we choose the length of the intervals $\Delta = \Delta(\varepsilon) = \varepsilon(\log \varepsilon^{-1})^{1/4}$ such that as $\varepsilon \to 0$ then $\Delta \to 0$ and $\Delta/\varepsilon \to +\infty$.

**Remark 2.2.1.** Following Khasminskii’s idea the proof is based on the previous discretization. We notice that in each time interval the time component and the slow component of the coefficients are fixed while the fast component is free to move. In fact this is the idea of the proof: to consider an approximated process in which only the fast component evolves because it is much faster than the other two $t$ and $x$ which can then be considered fixed.

We now prove the following a priori estimates:

**Lemma 2.2.2.** Let $p \geq 2$, then there exists a constant $C = C(p, T) > 0$ such that $\forall \varepsilon > 0$

$$E\left[\sup_{t \in [0, T]} |X^\varepsilon_t|^p\right] \leq C(1 + |x_0|^p) \tag{11}$$

$$E\left[\sup_{t \in [0, T]} |\hat{X}^\varepsilon_t|^p\right] \leq C(1 + |x_0|^p) \tag{12}$$
Proof. Let’s fix \( R > 0 \) and consider the stopping time \( \tau_R = \inf(t > 0, |X_t^\varepsilon| \geq R) \).

Let’s define \( X_R^\varepsilon(t) = X_{t \wedge \tau}^\varepsilon \), then:

\[
X_R^\varepsilon(t) = x_0 + \int_0^t b(r, X_R^\varepsilon(r), Y_r^\varepsilon) \mathbb{1}_{\tau \leq t} \, dr + \int_0^t \sigma(r, X_R^\varepsilon(r), Y_r^\varepsilon) \mathbb{1}_{\tau \leq t} \, dW_r
\]

It follows:

\[
\mathbb{E} \left[ \sup_{s \in [0, t]} |X_R^\varepsilon(s)|^p \right] \leq 3^{p-1}|x_0|^p + 3^{p-1} \mathbb{E} \left[ \sup_{s \in [0, t]} \left| \int_0^s b(r, X_R^\varepsilon(r), Y_r^\varepsilon) \mathbb{1}_{\tau \leq t} \, dr \right|^p \right] + 3^{p-1} \mathbb{E} \left[ \sup_{s \in [0, t]} \left| \int_0^s \sigma(r, X_R^\varepsilon(r), Y_r^\varepsilon) \mathbb{1}_{\tau \leq t} \, dW_r \right|^p \right]
\]

By Hölder inequality and by sublinearity we obtain the estimate for the second term on the right hand side:

\[
\mathbb{E} \left[ \sup_{s \in [0, t]} \left| \int_0^s b(r, X_R^\varepsilon(r), Y_r^\varepsilon) \mathbb{1}_{\tau \leq t} \, dr \right|^p \right] \leq t^{p-1} \mathbb{E} \left[ \int_0^t |b(r, X_R^\varepsilon(r), Y_r^\varepsilon)|^p \, dr \right] = t^{p-1}M^p \mathbb{E} \left[ \int_0^1 (1 + |X_R^\varepsilon(t)|)^p \, dt \right]
\]

By Burkholder-Davis-Gundy and Hölder inequalities and by sublinearity we have the estimate for the third term on the right hand side:

\[
\mathbb{E} \left[ \sup_{s \in [0, t]} \left| \int_0^s \sigma(r, X_R^\varepsilon(r), Y_r^\varepsilon) \mathbb{1}_{\tau \leq t} \, dW_r \right|^p \right] \leq C_p t^{p-2}/2 \mathbb{E} \left[ \int_0^t |\sigma(r, X_R^\varepsilon(r), Y_r^\varepsilon)|^p \, dr \right] \leq C_p t^{p-2}/2M^p \mathbb{E} \left[ \int_0^1 (1 + |X_R^\varepsilon(t)|)^p \, dt \right]
\]

Putting everything together we obtain:

\[
\mathbb{E} \left[ \sup_{s \in [0, t]} |X_R^\varepsilon(s)|^p \right] \leq 3^{p-1}x_0 + C_1 E \left[ \int_0^t (1 + |X_R^\varepsilon(t)|)^p \, dt \right] \leq C_2 (1 + |x_0|^p) + C_3 t \mathbb{E} \left[ \sup_{s \in [0, t]} |X_R^\varepsilon(s)|^p \right]
\]

where the constants \( C_1, C_2, C_3 \) are independent of \( \varepsilon \).

Defining

\[
v(t) = \mathbb{E} \left[ \sup_{s \in [0, t]} |X_R^\varepsilon(s)|^p \right]
\]

we can apply Gronwall’s Lemma because \( v(t) \leq \max(R^p, |x_0|^p) < +\infty \) obtaining:

\[
v(t) = \mathbb{E} \left[ \sup_{s \in [0, t]} |X_R^\varepsilon(s)|^p \right] \leq C_2 (1 + |x_0|^p)e^{TC_3} = C(1 + |x_0|^p)
\]

where the constant \( C \) is independent of \( \varepsilon \).

Letting \( R \to \infty \) we see that \( \tau_R \to +\infty \) a.s. with respect to \( P \) and this implies:

\[
\lim_{R \to +\infty} \sup_{s \in [0, T]} |X_R^\varepsilon(s)|^p = \sup_{s \in [0, T]} |X^\varepsilon(s)|^p \quad \text{a.s.}
\]

Applying Beppo Levi’s theorem to (13) we get (11).

Using (11) it’s easy to prove (12). \( \square \)
We now prove the following lemma:

Lemma 2.2.3. Let $p \geq 2$, then there exists a constant $C = C(p, T) > 0$ such that $\forall \epsilon > 0$

\[
\mathbb{E} \left[ |X_{t_2}^\epsilon - X_{t_1}^\epsilon|^p \right] \leq C |t_2 - t_1|^{p/2}
\]

for every $t_1, t_2 \in [0, T]$.

Proof. Let $t_1 \leq t_2 \in [0, T]$, by usual calculation we have:

\[
\begin{align*}
\mathbb{E}[|X_{t_2}^\epsilon - X_{t_1}^\epsilon|^p] & \leq 2^{p-1} \mathbb{E} \left[ \int_{t_1}^{t_2} b(s/\epsilon\Delta \Lambda, X_{[(s/\epsilon\Delta \Lambda)]}^\epsilon, \hat{Y}_s^\epsilon) ds \right] \\
& \quad + 2^{p-1} \mathbb{E} \left[ \int_{t_1}^{t_2} \sigma(s/\epsilon\Delta \Lambda, X_{[(s/\epsilon\Delta \Lambda)]}^\epsilon, \hat{Y}_s^\epsilon) dW_s \right] \\
& \leq 2^{p-1} \mathbb{E} \left[ |t_2 - t_1|^{p-1} \int_{t_1}^{t_2} |b(s/\epsilon\Delta \Lambda, X_{[(s/\epsilon\Delta \Lambda)]}^\epsilon, \hat{Y}_s^\epsilon)|^p ds \right] \\
& \quad + 2^{p-1} C_p \mathbb{E} \left[ |t_2 - t_1|^{(p-2)/2} \int_{t_1}^{t_2} \sigma(s/\epsilon\Delta \Lambda, X_{[(s/\epsilon\Delta \Lambda)]}^\epsilon, \hat{Y}_s^\epsilon)|^p ds \right] \\
& \leq 2^{p-1} |t_2 - t_1|^{p-1} \mathbb{E} \left[ \int_{t_1}^{t_2} \mathcal{M}^p \left( 1 + |X_{[(s/\epsilon\Delta \Lambda)]}^\epsilon| \right) |d\hat{Y}_s^\epsilon|^p ds \right] \\
& \quad + 2^{p-1} C_p |t_2 - t_1|^{(p-2)/2} \mathbb{E} \left[ \int_{t_1}^{t_2} \mathcal{M}^p \left( 1 + |X_{[(s/\epsilon\Delta \Lambda)]}^\epsilon| \right) |d\hat{Y}_s^\epsilon|^p ds \right]
\end{align*}
\]

where $C_p$ is independent of $\epsilon$.

Finally using (11) we get (14), in fact:

\[
\mathbb{E}[|X_{t_2}^\epsilon - X_{t_1}^\epsilon|^p] \leq C_1 |t_2 - t_1|^{p-1} |t_2 - t_1| + C_2 |t_2 - t_1|^{(p-2)/2} |t_2 - t_1| \\
\leq C |t_2 - t_1|^{p/2}
\]

where the constants $C, C_1, C_2$ are independent of $\epsilon$.

In the same way it’s possible to prove (15).

\[
\square
\]

We are now ready to prove theorem 1.

Proof. We start by showing the following relation:

\[
\lim_{\epsilon \to 0} \mathbb{E} \left[ \sup_{t \in [0, T]} |X_t^\epsilon - \hat{X}_t^\epsilon|^2 \right] = 0 \tag{16}
\]

In order to do this we first prove:

\[
\lim_{\epsilon \to 0} \sup_{x \in [0, T]} \mathbb{E} \left[ |\hat{Y}_t^\epsilon - \tilde{Y}_t^\epsilon|^2 \right] = 0 \tag{17}
\]

Let’s fix $t \in [K\Lambda, ((K + 1)\Lambda) \wedge T)$, then:

\[
\begin{align*}
\mathbb{E}[|\hat{Y}_t^\epsilon - \tilde{Y}_t^\epsilon|^2] & \leq 2 \mathbb{E} \left[ e^{-2} \int_{K\Lambda}^{t} B(s, X_s^\epsilon, Y_s^\epsilon) - B(K\Lambda, X_{K\Lambda}^\epsilon, \hat{Y}_s^\epsilon) ds \right] \\
& \quad + 2\mathbb{E} \left[ e^{-1} \int_{K\Lambda}^{t} C(s, X_s^\epsilon, Y_s^\epsilon) - C(K\Lambda, X_{K\Lambda}^\epsilon, \hat{Y}_s^\epsilon) dW_s \right] \\
& = 2(I_t^\epsilon(t) + I_t^\epsilon(t))
\end{align*}
\]
First we consider the term $I_1^c(t)$. By Hölder inequality and hypothesis 1 we have:

$$I_1^c(t) \leq \varepsilon^{-2} \Delta \mathbb{E} \left[ \int_{K\Delta}^t \left| B(s, X_s^\varepsilon, Y_s^\varepsilon) - B(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon) \right|^2 ds \right]$$

$$\leq 3\varepsilon^{-2} \Delta \mathbb{E} \left[ \int_{K\Delta}^t \left| B(s, X_s^\varepsilon, Y_s^\varepsilon) - B(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon) \right|^2 ds \right]$$

$$+ 3\varepsilon^{-2} \Delta \mathbb{E} \left[ \int_{K\Delta}^t \left| B(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon) - B(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon) \right|^2 ds \right]$$

$$+ 3\varepsilon^{-2} \Delta \mathbb{E} \left[ \int_{K\Delta}^t \left| B(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon) - B(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon) \right|^2 ds \right]$$

$$\leq 3L^2 \Delta \varepsilon^{-2} \int_{K\Delta}^t (s - K\Delta)^{2\gamma} + \mathbb{E} \left[ |X_s^\varepsilon - X_{K\Delta}^\varepsilon|^2 \right] + \mathbb{E} \left[ |Y_s^\varepsilon - Y_{K\Delta}^\varepsilon|^2 \right] ds$$

An analogous estimate can be obtained for the term $I_2^c(t)$ using Ito’s Isometry and hypothesis 1:

$$I_2^c(t) = \varepsilon^{-1} \mathbb{E} \left[ \int_{K\Delta}^t \left| C(s, X_s^\varepsilon, Y_s^\varepsilon) - C(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon) \right|^2 ds \right]$$

$$\leq 3L^2 \varepsilon^{-1} \int_{K\Delta}^t (s - K\Delta)^{2\gamma} + \mathbb{E} \left[ |X_s^\varepsilon - X_{K\Delta}^\varepsilon|^2 \right] + \mathbb{E} \left[ |Y_s^\varepsilon - Y_{K\Delta}^\varepsilon|^2 \right] ds$$

Putting everything together we have:

$$\mathbb{E}[|Y_t^\varepsilon - Y_t^\varepsilon|^2] \leq 6L^2(\Delta^{-2} + \varepsilon^{-1}) \int_{K\Delta}^t (s - K\Delta)^{2\gamma} + \mathbb{E} \left[ |X_s^\varepsilon - X_{K\Delta}^\varepsilon|^2 \right] + \mathbb{E} \left[ |Y_s^\varepsilon - Y_{K\Delta}^\varepsilon|^2 \right] ds$$

By lemma 2.2.3 and since $t \in [K\Delta, (K + 1)\Delta \wedge T)$, we have:

$$\mathbb{E}[|Y_t^\varepsilon - Y_t^\varepsilon|^2] \leq 6L^2(\Delta^{-2} + \varepsilon^{-1}) \int_{K\Delta}^t \Delta^{2\gamma} + C\Delta + \mathbb{E} \left[ |Y_s^\varepsilon - Y_{K\Delta}^\varepsilon|^2 \right] ds$$

$$\leq 6L^2(\Delta^{-2} + \varepsilon^{-1})(\Delta^{1+2\gamma} + C\Delta^2) + 6L^2(\Delta^{-2} + \varepsilon^{-1}) \int_{K\Delta}^t \mathbb{E} \left[ |Y_s^\varepsilon - Y_{K\Delta}^\varepsilon|^2 \right] ds$$

By Gronwall’s lemma it follows:

$$\mathbb{E}[|Y_t^\varepsilon - Y_t^\varepsilon|^2] \leq 6L^2(\Delta^{-2} + \varepsilon^{-1})(\Delta^{1+2\gamma} + C\Delta^2) \exp(6L^2(\Delta^{-2} + \Delta^{-1}))$$

(18)

which tends to zero as as $\varepsilon \to 0$ since $\Delta = \varepsilon(\log \varepsilon^{-1})^{1/4}$. This implies (17).

We can now prove (16):

$$\mathbb{E} \left[ \sup_{t \in [0, T]} |X_t^\varepsilon - \hat{X}_t^\varepsilon|^2 \right] \leq 2 \mathbb{E} \left[ \sup_{t \in [0, T]} \left[ \int_{K\Delta}^{t(\Delta^{-1})} \sum_{K=0}^{[(K+1):(K+1)\Delta]} b(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon) - b(s, X_s^\varepsilon, Y_s^\varepsilon) ds \right] \right]$$

$$+ 2 \mathbb{E} \left[ \sup_{t \in [0, T]} \left[ \int_{K\Delta}^{t(\Delta^{-1})} \sum_{K=0}^{[(K+1):(K+1)\Delta]} \sigma(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon) - \sigma(s, X_s^\varepsilon, Y_s^\varepsilon) dW_s \right] \right]$$

$$= 2(\mathbb{E}_1^c + \mathbb{E}_2^c)$$
We consider the first term on the right hand side $E_\varepsilon^\gamma$.
By Holder’s inequality and hypothesis 1 we have:

$$E_\varepsilon^\gamma \leq \Delta E \left\{ \sum_{K=0}^{[\frac{T}{\Delta}]-1} \int_{K\Delta}^{(K+1)\Delta} \left| b(K\Delta, X_{K\Delta}^\varepsilon, \tilde{Y}_{s}^\varepsilon) - b(s, X_{s}^\varepsilon, Y_{s}^\varepsilon) \right|^2 ds \right\}$$

$$\leq 3\Delta E \left\{ \sum_{K=0}^{[\frac{T}{\Delta}]-1} \int_{K\Delta}^{(K+1)\Delta} \left| b(K\Delta, X_{K\Delta}^\varepsilon, \tilde{Y}_{s}^\varepsilon) - b(s, X_{s}^\varepsilon, Y_{s}^\varepsilon) \right|^2 ds \right\}$$

$$+ 3\Delta E \left\{ \sum_{K=0}^{[\frac{T}{\Delta}]-1} \int_{K\Delta}^{(K+1)\Delta} \left| b(s, X_{s}^\varepsilon, \tilde{Y}_{s}^\varepsilon) - b(s, X_{s}^\varepsilon, Y_{s}^\varepsilon) \right|^2 ds \right\}$$

$$\leq 3\Delta^2 \left\{ \sum_{K=0}^{[\frac{T}{\Delta}]-1} \int_{K\Delta}^{(K+1)\Delta} (s - K\Delta)^2 \gamma + \mathbb{E} \left[ \left| X_{s}^\varepsilon - X_{K\Delta}^\varepsilon \right|^2 \right] + \mathbb{E} \left[ \left| Y_{s}^\varepsilon - \tilde{Y}_{s}^\varepsilon \right|^2 \right] ds \right\}$$

By (18) and lemma 2.2.3 it implies $E_\varepsilon^\gamma \to 0$ as $\varepsilon \to 0$.
In a similar way we treat the term $E_\delta^\gamma$. By Doob’s inequality and Lipschitzianity we obtain:

$$E_\delta^\gamma \leq 4\Delta E \left\{ \sum_{K=0}^{[\frac{T}{\Delta}]-1} \int_{K\Delta}^{(K+1)\Delta} \left| \sigma(K\Delta, X_{K\Delta}^\varepsilon, \tilde{Y}_{s}^\varepsilon) - \sigma(s, X_{s}^\varepsilon, Y_{s}^\varepsilon) \right|^2 ds \right\}$$

$$\leq 12\Delta^2 \left\{ \sum_{K=0}^{[\frac{T}{\Delta}]-1} \int_{K\Delta}^{(K+1)\Delta} (s - K\Delta)^2 \gamma + \mathbb{E} \left[ \left| X_{s}^\varepsilon - X_{K\Delta}^\varepsilon \right|^2 \right] + \mathbb{E} \left[ \left| Y_{s}^\varepsilon - \tilde{Y}_{s}^\varepsilon \right|^2 \right] ds \right\}$$

from which it follows $E_\delta^\gamma \to 0$ as $\varepsilon \to 0$.
This implies (16).

Now we want to apply [14, chapter 2: problem 4.11] to the family of the laws induced by the processes $\{(X^\varepsilon, W, W)\}_\varepsilon$ to show that it is tight.
Until now we have considered processes on a time horizon $T$ fixed. To apply the result we need to extend them from $[0, T]$ to $[0, +\infty)$, by choosing

$$Z_T(\omega) = Z_T(\omega)$$

(19)
for $\omega \in \Omega, t \geq T$ where $Z$ is any of the processes we have considered.
In this way we keep the continuity of the trajectories and we can see $Z$ as a random variable with values on $(C[0, +\infty)^d, \mathcal{B}(C[0, +\infty)^d))$.
We remind that $C[0, +\infty)^d$ is a complete separable metric space with the following metric:

$$\rho(y_1, y_2) = \sum_{n=0}^{+\infty} \frac{1}{2^n} \max_{0 \leq s \leq n} (|y_1(t) - y_2(t)| \wedge 1)$$

$y_1, y_2 \in C[0, +\infty)^d$

We show that the hypotheses of [14, chapter 2: problem 4.11] hold:
(i) $\sup_{\varepsilon} \mathbb{E} \left[ \left| (X_{s}^\varepsilon, W_{0}, W_{0}) \right|^2 \right] = \left| (x_0)^2 \right|, 0, 0$

(ii) Since $\mathbb{E} \left[ \left| W_t - W_s \right|^4 \right] \leq C \left| t - s \right|^2$ for every $0 \leq s, t \leq T$ and by (14) we have:

$$\sup_{\varepsilon} \mathbb{E} \left[ \left| (X_{s}^\varepsilon, W_t, W_t) - (X_{s}^\varepsilon, W_s, W_s) \right|^4 \right] \leq C \left| t - s \right|^2$$

for every $0 \leq s, t \leq T$.
This implies the family of the laws induced by $((X^\varepsilon, W, W))_\varepsilon$ is tight in $C[0, +\infty)^{2d+1}$. Then by Prohorov’s theorem it is weakly compact. This means that any sequence $((X^\varepsilon_n, W, W))_{\varepsilon_n}$ has a subsequence
In this setting we consider the martingale problem associated with apply [14, chapter 5: proposition 4.6]. Hence we take an arbitrary subsequence \( \{(\bar{X}^{\varepsilon'}, W, \bar{W})\}_{\varepsilon'} \) converging weakly in \( C[0, +\infty) \). In virtue of [3, theorem 2.6] if we prove that the limit is unique then the whole family \( \{(X^{\varepsilon'}, W, \bar{W})\}_{\varepsilon'} \) converges weakly in \( C[0, +\infty) \).

Then thanks to (16) and extension (19) we have that \( \{(X^{\varepsilon'}, \bar{X}^{\varepsilon'}, W, \bar{W})\}_{\varepsilon'} \) converging weakly in \( C[0, +\infty)^{3d+1} \) to \( (X^0, \bar{X}^0, W, \bar{W}) \) and by the Skorokhod’s theorem we can find a new probability space \( (\Omega^*, \mathcal{F}^*, P^*) \) and random variables \( \{(x^{\varepsilon'}, \bar{x}^{\varepsilon'}, w^{\varepsilon'}, \bar{w}^{\varepsilon'})\}_{\varepsilon'} \), defined on it with values in \( C[0, +\infty)^{3d+1} \) that have the same law of \( \{(X^{\varepsilon'}, \bar{X}^{\varepsilon'}, W, \bar{W})\}_{\varepsilon'} \) and such that \( \{(x^{\varepsilon'}, \bar{x}^{\varepsilon'}, w^{\varepsilon'}, \bar{w}^{\varepsilon'})\}_{\varepsilon'} \) converges a.s. to a random variable \( (\bar{x}^0, \bar{x}^0, \bar{w}, \bar{w}) \) with values in \( C[0, +\infty)^{3d+1} \) that has the same law of \( (X^0, \bar{X}^0, W, \bar{W}) \).

For simplicity we rename \( \{(x^\varepsilon, \bar{x}^\varepsilon, w^\varepsilon, \bar{w}^\varepsilon)\} \) the subsequence \( \{(x^{\varepsilon'}, \bar{x}^{\varepsilon'}, w^{\varepsilon'}, \bar{w}^{\varepsilon'})\}_{\varepsilon'} \) converging a.s.

To obtain the uniqueness of the limit mentioned above and hence obtain the thesis of the theorem we prove that the law of the process \( x^0 \) coincides with the law of the unique solution of (9) or equivalently that it is the unique solution to the corresponding martingale problem. In order to do this we want to apply [14, chapter 5: proposition 4.6]. Hence we consider the probability \( P \) induced by \( x^0 \) on \( C[0, +\infty)^d, \mathcal{B}(C[0, +\infty)^d) \) and the filtration \( \mathcal{G}_t = \mathcal{G}_t^* \), where \( \mathcal{G}_t^* \) is the augmentation under \( P \) of the canonical filtration \( \mathcal{B}(C[0, t)^d) \).

In this setting we consider the martingale problem associated with \( \mathcal{A}_t \) defined by

\[
\mathcal{A}_t f(x) = \sum_{i=1}^d b_i(t, x) \frac{\partial f(x)}{\partial x_i} + \frac{1}{2} \sum_{i,k=1}^d a_{i,k}(t, x) \frac{\partial^2 f(x)}{\partial x_i \partial x_k} \quad f \in C^2(\mathbb{R}^d)
\]

In particular the probability \( P \) is a solution to the martingale problem associated with \( \mathcal{A}_t \) if the process \( \{M^t\}_{t \geq 0} \) defined by

\[
M_t^f(\eta) = f(\eta(t)) - f(\eta(0)) - \int_0^t \mathcal{A}_s f(\eta(s)) ds, \quad 0 \leq t < +\infty, \eta \in C[0, +\infty)^d \tag{20}
\]

is a continuous \( \mathcal{G}_t \)-martingale under \( P \) for every \( f \in C^2(\mathbb{R}^d) \).

By [14, chapter 5: proposition 4.6] in order for \( P \) to be a solution to the martingale problem it is enough to prove that the process \( \{M^t\}_{t \geq 0} \) is a continuous \( \mathcal{G}_t \)-martingale under \( P \) for the choices \( f(x) = x_1 \) and \( f(x) = x_i \) for every \( 0 \leq i, j \leq d \).

Therefore we set \( \mathcal{A}^t = \sigma(w_s, \bar{w}_s, s \leq t) \), we fix the component \( i \leq d \) and we show that the process \( \{m^t\}_{t \geq 0} \) defined by

\[
m^t_x = \bar{x}^0 - \hat{x}^0 - \int_0^t \mathcal{A}_s (\hat{x}_s) ds
\]

is a continuous martingale with respect to \( \mathcal{G}_t \), \( t \geq 0 \). Notice that \( \hat{x}^0 = x_0 \) a.s.

On \( (\Omega^*, \mathcal{F}^*, \mathcal{F}^*_t, W_t, \bar{W}_t, \mathbb{P}) \) we consider system (3) and we notice that the slow component of the solution is indistinguishable from \( x^\varepsilon_t \) defined above. Hence we denote by \( (x^\varepsilon_t, Y^\varepsilon_t) \) the solution of system (3) on \( (\Omega^*, \mathcal{F}^*, \mathcal{F}^*_t, W_t, \bar{W}_t, \mathbb{P}) \).

Analogously \( x^\varepsilon_t \) is indistinguishable from the slow component of the discretized process on \( (\Omega^*, \mathcal{F}^*, \mathcal{F}^*_t, W_t, \bar{W}_t, \mathbb{P}) \) which we then denote by \( (\hat{x}^\varepsilon_t, \hat{Y}^\varepsilon_t) \) and we have:

\[
\hat{x}^\varepsilon_t - \hat{Y}^\varepsilon_t = \int_{K\Delta} b_i(K\Delta, x^\varepsilon_{K\Delta}, Y^\varepsilon_{K\Delta}) ds - \int_{K\Delta} [\sigma(K\Delta, x^\varepsilon_{K\Delta}, Y^\varepsilon_{K\Delta}) dw_s]_t = 0 \tag{21}
\]

a.s. in \( \Omega^*, \forall t \in [K\Delta, (K+1)\Delta) \).

Then the process

\[
\hat{x}^\varepsilon_t - \hat{y}^\varepsilon_t = \sum_{K=0}^{[1/\Delta]-1} \int_{K\Delta}^{[(K+1)\Delta]t} b_i(K\Delta, x^\varepsilon_{K\Delta}, Y^\varepsilon_{K\Delta}) ds
\]
is a continuous local \( \tilde{\mathcal{Y}}^x_t \)-martingale, \( t \geq 0 \). We need to pass this property to the limit as \( \varepsilon \to 0 \).

Now we take \( t_1 \leq t_2 \) and we show that:

\[
\lim_{\varepsilon \to 0} \mathbb{E} \left[ \left\| \left( \sum_{t=\lceil t_1 / \Delta \rceil}^{t_2 / \Delta - 1} b_t(K, x_{Kt}, \tilde{Y}^x_s) - \tilde{b}_t(K, x_{Kt}) \right) ds \right\| \right] = 0 \tag{22}
\]

We define \( \tilde{Y}^x_s \) as the time-changed process

\[
\tilde{Y}^x_s = \tilde{Y}^x_{s+Kt} \quad s \in [Kt/\varepsilon, (K+1)t/\varepsilon)
\]

and we see that the processes \( \tilde{Y}^x_{s+Kt/\varepsilon} \) and \( Y^x_s \tilde{\mathcal{Y}}^x_{s+Kt} \) are indistinguishable on \([0, \Delta/\varepsilon)\). Here \( T_t \) satisfies (6) with \( \tilde{Y}^x_s \tilde{\mathcal{Y}}^x_{s+Kt} \) frozen and Brownian motion

\[
\tilde{w}^x_s = \frac{1}{\varepsilon^2} (\tilde{w}_{s+Kt} - \tilde{w}_{Kt}) \quad s \geq 0
\]

By hypothesis 3, 4, by the Markov property and by (11) we obtain (22), in fact:

\[
\begin{align*}
\mathbb{E} \left[ \left( \sum_{t=\lceil t_1 / \Delta \rceil}^{t_2 / \Delta - 1} b_t(K, x_{Kt}, \tilde{Y}^x_s) - \tilde{b}_t(K, x_{Kt}) \right) ds \left| \tilde{\mathcal{Y}}^x_{t_1} \right\| \right] &\leq \mathbb{E} \left[ \left( \sum_{t=\lceil t_1 / \Delta \rceil}^{t_2 / \Delta - 1} b_t(K, x_{Kt}, \tilde{Y}^x_s) - \tilde{b}_t(K, x_{Kt}) \right) ds \left| \tilde{\mathcal{Y}}^x_{t_1} \right\| \right] \\
&\leq C \Delta/\varepsilon \cdot (1 + |x_{Kt}|^2 + |Y_{Kt}|^2) \to 0 \quad \text{as } \varepsilon \to 0
\end{align*}
\]

By dominated convergence for uniform integrable functions for the second term on the right side it follows that

\[
\begin{align*}
&\lim_{\varepsilon \to 0} \mathbb{E} \left[ \left( \sum_{t=\lceil t_1 / \Delta \rceil}^{t_2 / \Delta - 1} b_t(K, x_{Kt}, \tilde{Y}^x_s) - \tilde{b}_t(K, x_{Kt}) \right) ds \left| \tilde{\mathcal{Y}}^x_{t_1} \right\| \right] \\
&\leq \lim_{\varepsilon \to 0} \mathbb{E} \left[ \left( \sum_{t=\lceil t_1 / \Delta \rceil}^{t_2 / \Delta - 1} b_t(K, x_{Kt}, \tilde{Y}^x_s) - \tilde{b}_t(K, x_{Kt}) \right) ds \left| \tilde{\mathcal{Y}}^x_{t_1} \right\| \right] \\
&\quad + \lim_{\varepsilon \to 0} \int_{t_1 / \Delta}^{t_2 / \Delta} \mathbb{E} \left[ \left| \tilde{b}_t([s/\Delta]t, x_{[s/\Delta]t}) - \tilde{b}_t([s/\Delta]t, x_{[s/\Delta]t}) \right| ds \right] = 0
\end{align*}
\]
From this and by dominated convergence for uniform integrable functions we have:

$$\lim_{\epsilon \to 0} E \left[ \xi_{t_2}^\epsilon - \xi_{t_1}^\epsilon - \sum_{K=1}^{[t_2/\Delta]-1} a_{ij}(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) + s_s^\epsilon b_1(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) ds \right] = 0$$

where the convergence as $\epsilon \to 0$ is in $L^1(\Omega^*)$.

By (21) the term inside the expectation on the left-hand-side is a sum of stochastic integrals. It implies $\forall t_1 \leq t_2$

$$E \left[ \tilde{\phi}_{t_2} - \tilde{\phi}_{t_1} - \int_{t_1}^{t_2} b_1(s, x_s^0) ds \right] = 0 \quad \text{P' a.s.}$$

This implies that $(m_{t_1}^i)_{t \geq 0}$ is a continuous $\tilde{\Phi}_t^0$-martingale.

Then we have that $\tilde{\Phi}_t^0 \geq F_t^{x_0} = \sigma(x_0, t \leq 1)$: in fact the process $\tilde{\Phi}_t^0$ is $\tilde{\Phi}_t^0$-measurable since it is the a.s. limit of the family $\{\xi_i \}$ which is $\tilde{\Phi}_t^0$-measurable. This implies that $(m_{t_1}^i)_{t \geq 0}$ is a continuous $F_t^{x_0}$-martingale.

Finally it follows that the process $(M_t^i)_{t \geq 0}$ defined by (20) with $f(x) = x_i$ is a continuous $\tilde{\Phi}_t^0$-martingale under $P$ for every $i \leq d$.

Now we show that the following process is a continuous martingale with respect to $\tilde{\Phi}_t^0$, $t \geq 0$

$$m_{t_1}^{x_i x_i} = \tilde{\phi}_{t_2}^0 - \tilde{\phi}_{t_1}^0 - \int_{t_1}^{t_2} b_1(s, x_s^0) ds \quad \forall i, j \leq d$$

For $t \in [K\Delta, (K+1)\Delta)$ we have:

$$\tilde{\phi}_{t_1}^0 - \tilde{\phi}_{t_1}^0 = \int_0^t a_{ij}(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) + s_s^\epsilon b_1(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) + \tilde{\phi}_{t_1}(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) + \int_0^t a_{ij}(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) ds$$

As before we have that the following process is a continuous $\tilde{\Phi}_t^0$-martingale, $t \geq 0$

$$\tilde{\phi}_{t_1}^0 - \tilde{\phi}_{t_1}^0 = \int_0^t a_{ij}(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) + s_s^\epsilon b_1(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) ds$$

and we need to pass this property to the limit process as $\epsilon \to 0$.

With the same argument of before we are able to show that $\forall i, j \leq d$, $\forall 0 \leq t_1 \leq t_2$

$$\lim_{\epsilon \to 0} E \left[ \left| \int_{t_1}^{t_2} a_{ij}(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) + s_s^\epsilon b_1(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) ds \right| \right] = 0$$

(24)

(25)

Now we treat the last term remaining and we show that $\forall i, j \leq d$, $0 \leq t_1 \leq t_2$

$$\lim_{\epsilon \to 0} E \left[ \left| \int_{t_1}^{t_2} a_{ij}(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) + s_s^\epsilon b_1(K\Delta, x_{K\Delta}^\epsilon, \bar{Y}_s^\epsilon) - \tilde{\phi}_{t_1}^0 + \tilde{\phi}_{t_1}^0 \right| \right] = 0$$

(26)
First we prove:

$$\lim_{\epsilon \to 0} \mathbb{E} \left[ \left[ \sum_{K=[t_1/\Delta]}^{t_2/\Delta-1} \int_{K/t_1}^{t_2/t_1} \int_{K/t_1}^{t_2/t_1} x_{s+\epsilon} (b_{t_1}(K, x_{K/t_1}, \tilde{Y}_{\epsilon}) - \mathbb{E}(K, x_{K/t_1}) \) ds \right] \right] = 0 \quad (27)$$

In fact we have:

$$\mathbb{E} \left[ \left[ \sum_{K=[t_1/\Delta]}^{t_2/\Delta-1} \int_{K/t_1}^{t_2/t_1} \left( x_{s+\epsilon} (b_{t_1}(K, x_{K/t_1}, \tilde{Y}_{\epsilon}) - \mathbb{E}(K, x_{K/t_1}) \) ds \right] \right]$$

$$= \mathbb{E} \left[ \left[ \sum_{K=[t_1/\Delta]}^{t_2/\Delta-1} \int_{K/t_1}^{t_2/t_1} \left( x_{s+\epsilon} - x_{s+\epsilon} \right) (b_{t_1}(K, x_{K/t_1}, \tilde{Y}_{\epsilon}) - \mathbb{E}(K, x_{K/t_1}) \) ds \right] \right]$$

$$\leq \mathbb{E} \left[ \left[ \sum_{K=[t_1/\Delta]}^{t_2/\Delta-1} \int_{K/t_1}^{t_2/t_1} \left( x_{s+\epsilon} - x_{s+\epsilon} \right) (b_{t_1}(K, x_{K/t_1}, \tilde{Y}_{\epsilon}) - \mathbb{E}(K, x_{K/t_1}) \) ds \right] \right]$$

We show that the first term on the right-hand-side tends to zero.

By Hölder inequality, sublinearity, (11) and (14) we have:

$$\mathbb{E} \left[ \left[ \sum_{K=[t_1/\Delta]}^{t_2/\Delta-1} \int_{K/t_1}^{t_2/t_1} \left( x_{s+\epsilon} - x_{s+\epsilon} \right) (b_{t_1}(K, x_{K/t_1}, \tilde{Y}_{\epsilon}) - \mathbb{E}(K, x_{K/t_1}) \) ds \right] \right]$$

$$\leq \mathbb{E} \left[ \left[ \sum_{K=[t_1/\Delta]}^{t_2/\Delta-1} \int_{K/t_1}^{t_2/t_1} \left( x_{s+\epsilon} - x_{s+\epsilon} \right) (b_{t_1}(K, x_{K/t_1}, \tilde{Y}_{\epsilon}) - \mathbb{E}(K, x_{K/t_1}) \) ds \right] \right]$$

where $C_1$ is independent of $\epsilon$.

Similarly to (22) also the second term on the right-hand-side goes to zero:

$$\mathbb{E} \left[ \left[ \sum_{K=[t_1/\Delta]}^{t_2/\Delta-1} \int_{K/t_1}^{t_2/t_1} \left( x_{s+\epsilon} - x_{s+\epsilon} \right) (b_{t_1}(K, x_{K/t_1}, \tilde{Y}_{\epsilon}) - \mathbb{E}(K, x_{K/t_1}) \) ds \right] \right]$$

$$\leq \sum_{K=[t_1/\Delta]}^{t_2/\Delta-1} \int_{K/t_1}^{t_2/t_1} \Delta(K) \mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right] + \mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right] + \mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right] + \mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right]$$

where $C_2$ is independent of $\epsilon$ and by hypothesis 4 we have

$$\mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right] = \mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right] \leq C_3 \mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right] \leq C_4$$

with $C_3, C_4$ independent of $\epsilon$. Notice that $\mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right] \leq C_3$, in fact:

$$\mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right] = \mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right] \leq C_3 \mathbb{E} \left[ \left[ x_{s+\epsilon} \right] \right] \leq C_4$$
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and $E \left[ \left| \Delta_{t \Delta} \right|^2 \right] y_s = y_s, s \leq K \Delta \right] \leq C_3$ because we can repeat the same proof of (12) with any deterministic continuous function $y_s$. This implies (27).

As before by (27) and dominated convergence we have (26).

Conditions (24), (25), (26) imply that the process $\{m_{t \Delta, l}^{x_i} \}_{t \geq 0}$ is a continuous martingale with respect to $\mathcal{H}_t, t \geq 0$ and then the process $\{M_{t \Delta, l}^{x_i} \}_{t \geq 0}$ defined by (20) with $f(x) = x_i x_j$ is a continuous $\mathcal{H}_t$-martingale under $P$ for every $i, j \leq d$.

At this point we can apply [14, chapter 5: proposition 4.6] and say that there exists a $d$-dimensional $\mathcal{H}_t$-Brownian motion $\{w_0^\eta \}_{t \geq 0}$ defined on an extension $(\mathcal{H}, \mathcal{P})$ of $(\mathcal{C}[0, +\infty]^d, \mathcal{B}(\mathcal{C}[0, +\infty]^d), \mathcal{P})$ such that for $\eta \in \mathcal{C}[0, +\infty]^d$, we have that $(\mathcal{H}, \mathcal{P}, \mathcal{X}_t := \eta(t), w_0^\eta)$ is a weak solution to (9). Moreover thanks to remark 2.1.13 the solution of (9) is unique. Then by [14, chapter 5] the probability $P$ is the unique solution to the martingale problem associated with $(\mathcal{H}_t)_{t \geq 0}$ and fixed initial condition $P[\eta \in \mathcal{C}[0, +\infty]^d, \eta(0) = x_0] = 1$. By [3, theorem 2.6] it follows that the whole family $(\mathcal{X}_t^\epsilon)_{\epsilon}$ converges weakly in $\mathcal{C}[0, +\infty]^d$ to the unique strong solution of (9) and this implies the weak convergence in $\mathcal{C}[0, T]^d$. By (16) we have the thesis of the theorem.

\[ \square \]

### 3 Explicit conditions

In this section following the idea of remark 2.1.8 we provide some explicit conditions under which the implicit hypotheses 3, 4 of the previous section are verified. In this way we can prove the validity of the averaging principle under only explicit conditions, in a similar way to what happens in [22] but with a different dependence on $Y^C$.

Let’s consider system (3) under hypotheses 1, 2. Moreover we assume the following non-degeneracy and dissipativity conditions:

**Hypothesis 5** (Non-degeneracy).

\[
\inf_{0 \leq t \leq T} \inf_{x, y} \sigma(t, x, y) > 0
\]

(28)

**Hypothesis 6** (Dissipativity). There exists a constant $\beta > 0$ such that

\[
< B(t, x, y_2) - B(t, x, y_1), y_2 - y_1 > + |C(t, x, y_2) - C(t, x, y_1)|^2 \leq -\beta |y_2 - y_1|^2
\]

for every $0 \leq t \leq T, x \in \mathbb{R}^d, y_1, y_2 \in \mathbb{R}^1$.

Under these conditions we show that hypotheses 3, 4 are satisfied. We start by proving the validity of the following standard lemmas:

**Lemma 3.0.1.**

\[
E \left[ \left| x_s^{t, x, y_1} - x_s^{t, x, y_2} \right|^2 \right] \leq e^{-2\beta s} |y_1 - y_2|^2
\]

(29)

for every $0 \leq s, 0 \leq t \leq T, x \in \mathbb{R}^d, y_1, y_2 \in \mathbb{R}^1$.

**Proof.** By Itô’s formula and hypothesis 6 we have:

\[
\frac{d}{ds} \left[ x_s^{t, x, y_1} - x_s^{t, x, y_2} \right] = E \left[ B(t, x, y_s^{t, x, y_1}) - B(t, x, y_s^{t, x, y_2}) \right] x_s^{t, x, y_1} - y_s^{t, x, y_2} >

+ E \left[ |C(t, x, y_s^{t, x, y_1}) - C(t, x, y_s^{t, x, y_2})|^2 \right]

\leq -2\beta E \left[ x_s^{t, x, y_1} - y_s^{t, x, y_2} \right]^2
\]

Then by the comparison theorem we have the thesis.
Lemma 3.0.2. There exists a constant $C > 0$ such that
\[ \mathbb{E} \left[ \left| y_{s}^{t_{2}, x_{1}, y} - y_{s}^{t_{2}, x_{2}, y} \right|^2 \right] \leq C \left( \left| t_{1} - t_{2} \right|^{2\gamma} + \left| x_{1} - x_{2} \right|^2 \right) \]
for every $0 \leq s, 0 \leq t_{1}, t_{2} \leq T, x_{1}, x_{2} \in \mathbb{R}^d, y \in \mathbb{R}^1$.

Proof. By hypothesis 6 we have:
\[
\begin{align*}
\mathbb{E} \left[ \left| y_{s}^{t_{1}, x_{1}, y} - y_{s}^{t_{2}, x_{2}, y} \right|^2 \right] &= \int_0^s \mathbb{E} \left[ 2 \left< B(t_{1}, x_{1}, y_{r}^{t_{1}, x_{1}, y}) - B(t_{2}, x_{1}, y_{r}^{t_{2}, x_{1}, y}), y_{r}^{t_{1}, x_{1}, y} - y_{r}^{t_{2}, x_{2}, y} \right> \right] \, dr \\
&+ \int_0^s \mathbb{E} \left[ |C(t_{1}, x_{1}, y_{r}^{t_{1}, x_{1}, y}) - C(t_{2}, x_{2}, y_{r}^{t_{2}, x_{2}, y})|^2 \right] \, dr \\
&\leq \int_0^s 2\mathbb{E} \left[ \left< B(t_{1}, x_{1}, y_{r}^{t_{1}, x_{1}, y}) - B(t_{2}, x_{1}, y_{r}^{t_{2}, x_{1}, y}), y_{r}^{t_{1}, x_{1}, y} - y_{r}^{t_{2}, x_{2}, y} \right> \right] \, dr \\
&+ \int_0^s 2\mathbb{E} \left[ |C(t_{1}, x_{1}, y_{r}^{t_{1}, x_{1}, y}) - C(t_{2}, x_{2}, y_{r}^{t_{2}, x_{2}, y})|^2 \right] \, dr \\
&\leq \int_0^s -2\beta \mathbb{E} \left[ \left| y_{r}^{t_{1}, x_{1}, y} - y_{r}^{t_{2}, x_{2}, y} \right|^2 \right] + 2\mathbb{E} \left[ \left| y_{r}^{t_{1}, x_{1}, y} - y_{r}^{t_{2}, x_{2}, y} \right| \right] \\
&\times (\left| t_{1} - t_{2} \right|^{2\gamma} + \left| x_{1} - x_{2} \right|^2) \, dr
\end{align*}
\]

for some $C_1 > 0$.

Then by Young’s inequality we have:
\[
\mathbb{E} \left[ \left| y_{s}^{t_{1}, x_{1}, y} - y_{s}^{t_{2}, x_{2}, y} \right|^2 \right] \leq \int_0^s -\beta \mathbb{E} \left[ \left| y_{r}^{t_{1}, x_{1}, y} - y_{r}^{t_{2}, x_{2}, y} \right|^2 \right] + C_2 (\left| t_{1} - t_{2} \right|^{2\gamma} + \left| x_{1} - x_{2} \right|^2) \, dr
\]

for some $C_2 > 0$.

By the comparison theorem this implies the thesis. \qed

Lemma 3.0.3. There exists a constant $C > 0$ such that
\[ \mathbb{E} \left[ \left| y_s^{t, x, y} \right|^2 \right] \leq e^{-\beta s} |y|^2 + C (1 + |x|^2) \] (30)
for every $0 \leq s, 0 \leq t \leq T, x, y \in \mathbb{R}^d, y \in \mathbb{R}^1$.

Proof. By Itô’s formula and hypothesis 6 we obtain:
\[
\frac{d}{ds} \mathbb{E} \left[ \left| y_s^{t, x, y} \right|^2 \right] = \mathbb{E} \left[ \left< y_s^{t, x, y} B(t, x, y_s^{t, x, y}) > + |C(t, x, y_s^{t, x, y})|^2 \right> \right] \\
\leq -2\beta \mathbb{E} \left[ \left| y_s^{t, x, y} \right|^2 \right] + 2\mathbb{E} \left[ \left< y_s^{t, x, y} B(t, x, 0) > + |C(t, x, 0)|^2 \right> \right]
\]

By Young’s inequality and the sublinearity of $B$ and $C$ we have:
\[
\frac{d}{ds} \mathbb{E} \left[ \left| y_s^{t, x, y} \right|^2 \right] \leq -\beta \mathbb{E} \left[ \left| y_s^{t, x, y} \right|^2 \right] + C_1 (1 + |x|^2)
\]

for some $C_1 > 0$.

Then by the comparison theorem we have the thesis. \qed
Now we are ready to prove that hypotheses 3, 4 are satisfied:

**Lemma 3.0.4.** Hypothesis 3 holds.

*Proof.* By lemma 3.0.3 for fixed $0 \leq t \leq T, x \in \mathbb{R}^d$ the family of the laws induced by $\{y_{s,x}^{t,x,y}\}_{s \geq 0}$ is tight in $\mathbb{R}^1$. Then by the Krylov-Bogoliubov theorem the semigroup

$$\mathcal{P}^t_{s} \phi(y) = \mathbb{E}[\phi(y_{s,x}^{t,x,y})]$$

$\phi \in \mathcal{B}(\mathbb{R}^1), y \in \mathbb{R}^1, s \geq 0$

has an invariant measure $\mu^{t,x}$.

Moreover there exists a constant $C > 0$ such that

$$\int_{\mathbb{R}^1} |z|^2 \mu^{t,x}(dz) \leq C(1 + |x|^2) \quad (31)$$

for every $0 \leq t \leq T, x \in \mathbb{R}^d$.

In fact since $\mu^{t,x}$ is invariant measure and by lemma 3.0.3 we have for every $s > 0$

$$\int_{\mathbb{R}^1} |z|^2 \mu^{t,x}(dz) = \int_{\mathbb{R}^1} \mathbb{E} \left[ \left| y_{s,x}^{t,x,y} \right|^2 \right] \mu^{t,x}(dz) \leq e^{-\beta s} \int_{\mathbb{R}^1} |z|^2 \mu^{t,x}(dz) + C(1 + |x|^2)$$

By taking $s$ large enough we have (31).

Then by lemma 3.0.1 and (31) we have the exponential decay to equilibrium:

let $\phi \in \mathcal{B}(\mathbb{R}^1)$ be Lipschitz with Lipschitz constant $L(\phi)$

$$\left| \mathcal{P}^t_{s} \phi(y) - \int_{\mathbb{R}^1} \phi(z) \mu^{t,x}(dz) \right| = \int_{\mathbb{R}^1} \mathbb{E} \left[ \left| \phi(y_{s,x}^{t,x,y}) - \phi(y_{s,x}^{t,x,z}) \right| \right] \mu^{t,x}(dz) \leq L(\phi) \int_{\mathbb{R}^1} \mathbb{E} \left[ \left| y_{s,x}^{t,x,y} - y_{s,x}^{t,x,z} \right|^2 \right] \mu^{t,x}(dz) \leq L(\phi) e^{-\beta s} \int_{\mathbb{R}^1} \mu^{t,x}(dz) \leq C_1 L(\phi) e^{-\beta s}(1 + |x| + |y|)$$

for some $C_1 > 0$.

This implies also the uniqueness of the invariant measure $\mu^{t,x}$.

Then by choosing $\phi(y) = b(t,x,y_{s,x}^{t,x,y})$ for fixed $t \geq 0, x \in \mathbb{R}^d$ we have

$$\left| \mathbb{E} \left[ b(t,x,y_{s,x}^{t,x,y}) \right] - \int_{\mathbb{R}^1} b(t,x,z) \mu^{t,x}(dz) \right| \leq C_1 L e^{-\beta s}(1 + |x| + |y|) \quad (32)$$

Integrating with respect to $[t_0, t_0 + \tau]$ for $t_0, \tau > 0$ and dividing by $\tau$ it implies (4) with

$$\mathcal{T}(t,x) = \int_{\mathbb{R}^1} b(t,x,z) \mu^{t,x}(dz) \quad (33)$$

Now we notice that $a(t,x,y) = \sigma(t,x,y) \sigma(t,x,y)^T/2$ satisfies the condition:

$$|a(t_2, x_2, y_2) - a(t_1, x_1, y_1)| \leq \tilde{C}((t_2 - t_1) + |x_2 - x_1| + |y_2 - y_1|)(1 + |x_1| + |x_2|) \quad (34)$$
for some $\tilde{C} > 0$, for every $0 \leq t_1, t_2 \leq T$, $x_1, x_2 \in \mathbb{R}^d$, $y_1, y_2 \in \mathbb{R}^l$.

Then similarly to the previous calculation we have:

$$
\left| \mathbb{E} \left[ a(t, x, \gamma_1 t, x, y) \right] - \int_{\mathbb{R}^l} a(t, x, z) \mu_{t,x}(dz) \right| = \int_{\mathbb{R}^l} \mathbb{E} \left[ a(t, x, \gamma_1 t, x, y) - a(t, x, y_{\gamma_1 t}) \right] \mu_{t,x}(dz)
$$

\begin{align*}
&\leq \tilde{C} (1 + |x|) \int_{\mathbb{R}^l} \mathbb{E} \left[ \left| y_{\frac{t}{x}, x, y} - y_{\gamma_1 t, x, y} \right| \right] \mu_{t,x}(dz) \\
&\leq \tilde{C} e^{-2\beta s}(1 + |x|) \int_{\mathbb{R}^l} \left| y - z \right| \mu_{t,x}(dz) \\
&\leq \tilde{C} e^{-2\beta s}(1 + |x|) \left( |y| + \int_{\mathbb{R}^l} |z| \mu_{t,x}(dz) \right) \\
&\leq C_2 e^{-2\beta s}(1 + |x|^2 + |y|^2)
\end{align*}

for some $C_2 > 0$.

Now integrating with respect to $[t_0, t_0 + \tau]$ for $t_0, \tau > 0$ and dividing by $\tau$ it implies (5) with

$$
\mathbb{P}(t, x) = \int_{\mathbb{R}^l} a(t, x, z) \mu_{t,x}(dz)
$$

and

$$
\overline{\mathbb{P}}(t, x) = \sqrt{\mathbb{P}(t, x)}
$$

chosen as the unique symmetric positive definite square root.

Finally we show that:

$$
\left| \mathbb{P}(t_2, x_2) - \mathbb{P}(t_1, x_1) \right| \leq C \left( |t_2 - t_1|^\gamma + |x_2 - x_1| \right) 
$$

(36)

$$
\left| \overline{\mathbb{P}}(t_2, x_2) - \overline{\mathbb{P}}(t_1, x_1) \right| \leq C \left( |t_2 - t_1|^\gamma + |x_2 - x_1| \right) (1 + |x_1| + |x_2|)
$$

(37)

for some $C > 0$. This concludes the proof.

By (32) and by lemma 3.0.2 we have:

\begin{align*}
\left| \mathbb{P}(t_2, x_2) - \mathbb{P}(t_1, x_1) \right| &\leq \int_{\mathbb{R}^l} \mathbb{P}(t_2, x_2, z) \mu_{t_2,x_2}(dz) - \mathbb{P}(t_1, x_1, z) \mu_{t_1,x_1}(dz) \\
&+ \int_{\mathbb{R}^l} \mathbb{P}(t_1, x_1, z) \mu_{t_1,x_1}(dz) - \mathbb{P}(t_2, x_2, z) \mu_{t_2,x_2}(dz) \\
&+ \mathbb{P}(t_2, x_2, y_{\gamma_1 t}, y_{\gamma_1 t}) - \mathbb{P}(t_1, x_1, y_{\gamma_1 t}) \\
&\leq C_3 L e^{-2\beta s}(1 + |x_1| + |x_2|) + L |t_2 - t_1|^\gamma + |x_2 - x_1| + L \mathbb{E} \left[ y_{\gamma_1 t, x_2, 0} - y_{\gamma_1 t, x_1, 0} \right] \\
&\leq C_4 L e^{-2\beta s}(1 + |x_1| + |x_2|) + C_4 \left( |t_2 - t_1|^\gamma + |x_2 - x_1| \right)
\end{align*}

for some $C_3, C_4 > 0$.

Letting $s \to +\infty$ we have (36).

With a similar calculation by (34) we can show that $\overline{\mathbb{P}}$ satisfies:

$$
\left| \overline{\mathbb{P}}(t_2, x_2) - \overline{\mathbb{P}}(t_1, x_1) \right| \leq C_5 \left( |t_2 - t_1|^\gamma + |x_2 - x_1| \right) \left( 1 + |x_1| + |x_2| \right)
$$

for some $C_5 > 0$.

Since $\overline{\mathbb{P}}$ is symmetric we consider the equality

$$
(\overline{\mathbb{P}}(t_2, x_2) - \overline{\mathbb{P}}(t_1, x_1)) = (\overline{\mathbb{P}}(t_2, x_2))^2 - (\overline{\mathbb{P}}(t_1, x_1))^2(\overline{\mathbb{P}}(t_2, x_2) + \overline{\mathbb{P}}(t_1, x_1))^{-1}
$$

As $\overline{\mathbb{P}}$ is invertible with bounded inverse by hypothesis 5 we have (37).

\begin{lemma}
Hypothesis 4 holds.
\end{lemma}
Proof. By Ito's formula and hypothesis 6 we have:

\[
\frac{d}{ds} \mathbb{E} \left[ |Y_t^\varepsilon|^2 \right] = \mathbb{E} \left[ \frac{2}{\varepsilon} < Y_t^\varepsilon, B(s, X_t^\varepsilon, Y_t^\varepsilon) > + \frac{1}{\varepsilon} |C(s, X_t^\varepsilon, Y_t^\varepsilon)|^2 \right] \\
\leq \frac{2\beta}{\varepsilon} \mathbb{E} \left[ |Y_t^\varepsilon|^2 \right] + \frac{2}{\varepsilon} \mathbb{E} \left[ < Y_t^\varepsilon, B(s, X_t^\varepsilon, 0) > + |C(s, X_t^\varepsilon, 0)|^2 \right]
\]

Then by Young's inequality, the sublinearity of \(B\) and \(C\) and (11) we obtain:

\[
\frac{d}{ds} \mathbb{E} \left[ |Y_t^\varepsilon|^2 \right] \leq -\frac{\beta}{\varepsilon} \mathbb{E} \left[ |Y_t^\varepsilon|^2 \right] + C_1 \mathbb{E} \left[ (1 + |X_t^\varepsilon|^2) \right] \\
\leq -\frac{\beta}{\varepsilon} \mathbb{E} \left[ |Y_t^\varepsilon|^2 \right] + \frac{C_2}{\varepsilon}
\]

for suitable \(C_1, C_2 > 0\) independent of \(\varepsilon\).

Then by the comparison theorem we have the thesis. \(\square\)

Thus we have shown validity of the averaging principle under only explicit conditions:

**Theorem 2** (Averaging Principle II). Assume that hypotheses 1, 2, 5, 6 hold. Then \(X_t^\varepsilon \to \bar{X}\) weakly in \(C[0, T]^d\) as \(\varepsilon \to 0\) where the process \(\bar{X}\) is the unique strong solution of the averaged equation

\[
\begin{align*}
\frac{d\bar{x}_t}{dt} &= \bar{b}(t, \bar{x}_t) + \bar{\sigma}(t, \bar{x}_t) dW_t \\
\bar{x}_0 &= x_0, \forall t \in [0, T]
\end{align*}
\]

and the coefficients \(\bar{b}, \bar{\sigma}\) are defined by (33), (35) respectively.

Since it will be useful in the financial application we prove that the averaging principle holds also when the fast equation is perturbed by a slower term of the form \(\varepsilon^{-\eta}D(t, X_t^\varepsilon, Y_t^\varepsilon)\) for \(0 \leq \eta < 1\). Indeed let's consider the following perturbed system for \(0 \leq t \leq T\)

\[
\begin{align*}
\frac{dX_t^\varepsilon}{dt} &= b(t, X_t^\varepsilon, Y_t^\varepsilon)dt + \sigma(t, X_t^\varepsilon, Y_t^\varepsilon)dW_t \\
X_0^\varepsilon &= x_0 \\
\frac{dY_t^\varepsilon}{dt} &= \left[ \varepsilon^{-1}B(t, X_t^\varepsilon, Y_t^\varepsilon) + \varepsilon^{-\eta}D(t, X_t^\varepsilon, Y_t^\varepsilon)\right]dt + \varepsilon^{-1/2}C(t, X_t^\varepsilon, Y_t^\varepsilon)d\tilde{W}_t \\
Y_0^\varepsilon &= y_0
\end{align*}
\]

(38)

In this case the discretized process for \(t \in [K\Delta, (K + 1)\Delta) \land T\) becomes:

\[
\begin{align*}
\frac{dX_t^\varepsilon}{dt} &= b(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon)dt + \sigma(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon)d\tilde{W}_t \\
X_0^\varepsilon &= x_0 \\
\frac{dY_t^\varepsilon}{dt} &= \left[ \varepsilon^{-1}B(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon) + \varepsilon^{-\eta}D(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon)\right]dt + \varepsilon^{-1/2}C(K\Delta, X_{K\Delta}^\varepsilon, Y_{K\Delta}^\varepsilon)d\tilde{W}_t \\
Y_0^\varepsilon &= Y_{K\Delta}^\varepsilon
\end{align*}
\]

Analogously we have the following proposition:

**Proposition 2.** The conclusions of theorem 2 hold also when we consider system (38) under hypotheses 1, 2, 5, 6 and

\[
\begin{align*}
|D(t, x_2, y_2) - D(s, x_1, y_1)| &\leq L(t-s)^{1/2} + |x_2 - x_1| + |y_2 - y_1| \\
|D(t, x, y)| &\leq M(1 + |x| + |y|)
\end{align*}
\]

for every \(0 \leq t, s \leq T, x, x_1, x_2 \in \mathbb{R}^d, y, y_1, y_2 \in \mathbb{R}^1\).

Let's observe that in this context it doesn't make sense anymore to talk about "frozen equation" for (6). Anyway, since we are going to prove (39), we continue to refer to it in this way.
Proof. Step 1: we prove that the hypotheses of theorem 1 are verified. In fact lemmas 3.0.1, 3.0.2, 3.0.3 and 3.0.4 hold with the same proof since the frozen equation is the same as before. For what concerns lemma 3.0.5 consider the inequality:

$$\frac{d}{ds} E \left[ |Y_s^ε|^2 \right] \leq \frac{2β}{ε} E \left[ |Y_{s+KΔ/e}^ε|^2 \right] + 2 E \left[ < Y_{s+KΔ/e}^ε, B(s, X_s^ε, 0) > + |C(s, X_s^ε, 0)|^2 \right]$$

$$+ \frac{2}{ε^n} E \left[ < Y_{s+KΔ/e}^ε, D(s, X_s^ε, Y_s^ε) > \right]$$

Since $η < 1$ the dominating terms are the ones with coefficient of order $\frac{1}{ε}$. This implies the thesis of the lemma by a similar argument as before.

Step 2: we prove the following estimate:

$$\sup_{0 \leq s < KΔ/e} E \left[ \left| \hat{Y}_{s+KΔ/e}^ε - Y_{s+KΔ/e}^ε \right|^2 \right] \leq C ε^n \quad (39)$$

for some $ν, C > 0$, for every $ε > 0$, $K = 0, \ldots, [T]$.

Here $Y_s^ε$ satisfies (6) with $X_{s+KΔ/e}^ε$ frozen and Brownian motion

$$\hat{W}_s^K = \frac{1}{νε} (\hat{W}_{s+KΔ/e} - \hat{W}_{KΔ}) \quad s \geq 0$$

and $\hat{Y}_s^ε$ as usual is defined by

$$\hat{Y}_s^ε = \hat{Y}_{s+KΔ/e}^ε \quad s \in [KΔ/e, (K + 1)Δ/e) \quad (40)$$

First we notice that now $\hat{Y}_s^ε$ satisfies:

$$d\hat{Y}_{s+KΔ/e}^ε = [B(KΔ, X_{s+KΔ/e}^ε, \hat{Y}_{s+KΔ/e}^ε) + e^{1-η} D(KΔ, X_{s+KΔ/e}^ε, \hat{Y}_{s+KΔ/e}^ε)] dt + C(KΔ, X_{s+KΔ/e}^ε, \hat{Y}_{s+KΔ/e}^ε) d\hat{W}_s^K$$

for every $s \in [0, Δ/e)$, for every $K$.

Then for $s \in [0, Δ/e)$ and $K$, fixed by the dissipativity we have:

$$\frac{d}{ds} E \left[ \left| \hat{Y}_{s+KΔ/e}^ε - Y_{s+KΔ/e}^ε \right|^2 \right]$$

$$= 2E \left[ < B(KΔ, X_{s+KΔ/e}^ε, \hat{Y}_{s+KΔ/e}^ε) - B(KΔ, X_{s+KΔ/e}^ε, Y_{s+KΔ/e}^ε), Y_{s+KΔ/e}^ε - Y_{s+KΔ/e}^ε > \right]$$

$$+ 2e^{1-η} E \left[ < D(KΔ, X_{s+KΔ/e}^ε, \hat{Y}_{s+KΔ/e}^ε) - D(KΔ, X_{s+KΔ/e}^ε, Y_{s+KΔ/e}^ε), Y_{s+KΔ/e}^ε > \right]$$

$$+ E \left[ C(KΔ, X_{s+KΔ/e}^ε, Y_{s+KΔ/e}^ε) - C(KΔ, X_{s+KΔ/e}^ε, Y_{s+KΔ/e}^ε) \right]$$

$$\leq -2β E \left[ \left| \hat{Y}_{s+KΔ/e}^ε - Y_{s+KΔ/e}^ε \right|^2 \right] + 2e^{1-η} E \left[ \left| D(KΔ, X_{s+KΔ/e}^ε, \hat{Y}_{s+KΔ/e}^ε) - D(KΔ, X_{s+KΔ/e}^ε, Y_{s+KΔ/e}^ε) \right|^2 \right]$$

$$\leq -2β E \left[ \left| \hat{Y}_{s+KΔ/e}^ε - Y_{s+KΔ/e}^ε \right|^2 \right] + 2e^{1-η} E \left[ \left| D(KΔ, X_{s+KΔ/e}^ε, \hat{Y}_{s+KΔ/e}^ε) - D(KΔ, X_{s+KΔ/e}^ε, Y_{s+KΔ/e}^ε) \right|^2 \right]$$

$$\leq -2β E \left[ \left| \hat{Y}_{s+KΔ/e}^ε - Y_{s+KΔ/e}^ε \right|^2 \right] + e^{1-η} C_1$$

where $C_1$ is independent of $ε$ and $K$.

Here we have used the fact that $E[|\hat{Y}_{s+KΔ/e}^ε|^2] \leq \mathcal{C}$ for $\mathcal{C}$ independent of $ε$ and $K$.

Then by the comparison theorem we obtain:

$$E \left[ \left| \hat{Y}_{s+KΔ/e}^ε - Y_{s+KΔ/e}^ε \right|^2 \right] \leq C_2 e^{1-η}$$
for every $s \in [0, \Delta/e)$ and $C_2$ independent of $\epsilon$ and $K$.
This implies (39).

Step 3: we prove that the conclusion of theorem 1 hold. The proof is the same of the one for theorem 1, what changes is the following:
limits (17) and (16) follow by a similar calculation as before.
Then (22) follows by the splitting

$$
E \left[ \sum_{k=1}^{[t_2/\Delta]} E \left[ \int_{K/e}^{(K+1)\Delta/e} b_i(K\Delta, x_{K\Delta, t}^\epsilon, \tilde{Y}^\epsilon_t) - \bar{b}_i(K\Delta, x_{K\Delta, t}^\epsilon) ds \bigg| \tilde{Y}^\epsilon_{t_1} \right] \right] 
$$

$$
\leq E \left[ \sum_{k=1}^{[t_2/\Delta]} E \left[ \int_{K/e}^{\Delta/e} b_i(K\Delta, x_{K\Delta, t}^\epsilon, \tilde{Y}^\epsilon_t) - b_i(K\Delta, x_{K\Delta, t}^\epsilon, y_s) ds \bigg| \tilde{Y}^\epsilon_{t_1} \right] \right] 
$$

$$
+ E \left[ \sum_{k=1}^{[t_2/\Delta]} E \left[ \int_{K/e}^{\Delta/e} b_i(K\Delta, x_{K\Delta, t}^\epsilon, y_s) ds \bigg| \tilde{Y}^\epsilon_{t_1} \right] \right] 
$$

The second term on the right hand side tends to zero as before.
Now also the first term on the right hand side tends to zero:

$$
E \left[ \sum_{k=1}^{[t_2/\Delta]} E \left[ \int_{K/e}^{\Delta/e} b_i(K\Delta, x_{K\Delta, t}^\epsilon, \tilde{Y}^\epsilon_t) ds \bigg| \tilde{Y}^\epsilon_{t_1} \right] \right] 
$$

$$
\leq E \left[ \sum_{k=1}^{[t_2/\Delta]} E \left[ \int_{K/e}^{\Delta/e} \left| \tilde{Y}^\epsilon_t - y_s \right| ds \bigg| \tilde{Y}^\epsilon_{t_1} \right] \right] 
$$

which tends to zero as $\epsilon \to 0$ by (39).
Finally (24) and (27) follow by a similar argument. This concludes the proof. \( \square \)

**Remark 3.0.6.** With similar ideas we can perturb also the diffusion term of the fast equation with a slower term of order $\epsilon^{-\theta}$, $0 \leq \theta < 1/2$.

### 4 Financial Application: Local Stochastic Volatility Model

#### 4.1 Objective Probability

Under the objective probability measure $P$ we consider a local stochastic volatility model defined by the following system of stochastic differential equations dependent on a small parameter $\epsilon \in (0, 1]$

$$
\begin{align*}
\frac{dS^\epsilon_t}{S^\epsilon_t} &= \mathcal{H}(t, S^\epsilon_t, Y^\epsilon_t) dt + \mathcal{F}(t, S^\epsilon_t, Y^\epsilon_t) S^\epsilon_t dW_t \\
S^\epsilon_0 &= s_0 > 0 \\
\frac{dY^\epsilon_t}{Y^\epsilon_t} &= \epsilon^{-1} B(t, S^\epsilon_t, Y^\epsilon_t) dt + \epsilon^{-1/2} C(t, S^\epsilon_t, Y^\epsilon_t) d\tilde{W}_t \\
Y^\epsilon_0 &= y_0 \in \mathbb{R}
\end{align*}
$$

(41)

where $0 \leq t \leq T$, $\{S^\epsilon_t\}_{t \geq 0}$ is the stock price, the real function $\mathcal{H}(t, s, y)$ is the local stochastic drift, $\mathcal{F}(t, s, y)$ is the local stochastic volatility, $B(t, s, y)$ and $C(t, s, y)$ are the coefficients of the process $\{Y^\epsilon_t\}_{t \geq 0}$ and $\{\tilde{W}_t\}_{t \geq 0}$ and $\{\tilde{W}_t\}_{t \geq 0}$ are Brownian motions with instantaneous correlation $\rho \in (-1, 1)$. The parameter $\epsilon$ represents the ratio of time scales between the stock price and the stochastic volatility.

We assume that

$$
\tilde{W}_t = \rho W_t + \sqrt{1-\rho^2} \tilde{Z}_t
$$

where $\{\tilde{Z}_t\}_{t \geq 0}$ is a Brownian motion independent of $\{W_t\}_{t \geq 0}$ so that $\text{corr}(W_t, \tilde{W}_t) = \rho$. 
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To apply the theory of the previous section it is convenient to consider the log-price \( X_t^\epsilon = \log(S_t^\epsilon) \). By Ito’s formula we have:

\[
\begin{aligned}
\text{d}X_t^\epsilon &= (H(t, X_t^\epsilon, Y_t^\epsilon) - F(t, X_t^\epsilon, Y_t^\epsilon) + 1/2) \text{d}t + F(t, X_t^\epsilon, Y_t^\epsilon) \text{d}W_t \\
X_0^\epsilon &= x_0 \\
Y_0^\epsilon &= y_0
\end{aligned}
\]

where \( x_0 = \log(s_0), H(t, x, y) = \mathcal{H}(t, x^\epsilon, y), F(t, x, y) = \mathcal{F}(t, x^\epsilon, y), B(t, x, y) = \mathcal{B}(t, x^\epsilon, y) \) and \( C(t, x, y) = \mathcal{C}(t, x^\epsilon, y) \).

We assume that

\[
\begin{aligned}
|H(t, x, y)| &\leq M \\
0 < M_1 \leq F(t, x, y) &\leq M_2 \\
|B(t, x, y)| &\leq M(1 + |x| + |y|) \\
|C(t, x, y)| &\leq M
\end{aligned}
\]

for \( M > 0, M_1 > 0, M_2 > 0, 0 \leq t \leq T, x, y \in \mathbb{R} \),

\[
\begin{aligned}
|H(t, x_2, y_2) - H(t, x_1, y_1)| &\leq L(|t - s|_0 + |x_2 - x_1| + |y_2 - y_1|) \\
|F(t, x_2, y_2) - F(t, x_1, y_1)| &\leq L(|t - s|_0 + |x_2 - x_1| + |y_2 - y_1|) \\
|B(t, x_2, y_2) - B(t, x_1, y_1)| &\leq L(|t - s|_0 + |x_2 - x_1| + |y_2 - y_1|) \\
|C(t, x_2, y_2) - C(t, x_1, y_1)| &\leq L(|t - s|_0 + |x_2 - x_1| + |y_2 - y_1|)
\end{aligned}
\]

for \( L > 0, \gamma_0 > 0, 0 \leq t \leq T, x_1, x_2, y_1, y_2 \in \mathbb{R} \) and

\[
(B(t, x, y_2) - B(t, x, y_1))(y_2 - y_1) + (C(t, x, y_2) - C(t, x, y_1))^2 \leq -\beta |y_2 - y_1|^2
\]

for \( \beta > 0, 0 \leq t \leq T, x, y_1, y_2 \in \mathbb{R} \).

Remark 4.1.1. As we have seen in section 3 the dissipativity condition (43) gives all the ergodic properties. It is satisfied for example by the coefficients of the Ornstein Uhlenbeck process in [9].

Since system (42) satisfies hypotheses 1, 2, 5, 6 then by theorem 1 we have that \( X^\epsilon \to \bar{X} \) weakly in \( C[0, T] \) as \( \epsilon \to 0 \) where the process \( \bar{X} \) is the unique strong solution of the averaged equation

\[
\text{d}\bar{X}_t = \left( \overline{H}(t, \bar{X}_t) - \overline{F}(t, \bar{X}_t)^2/2 \right) \text{d}t + \overline{F}(t, \bar{X}_t) \text{d}W_t \\
\bar{X}_0 = x_0, \forall t \in [0, T]
\]

Here we have

\[
\begin{aligned}
\overline{H}(t, x) &= \int_{\mathbb{R}} H(t, x, z) \mu^{t,x}(dz) \\
\overline{F}(t, x) &= \int_{\mathbb{R}} F(t, x, z) 2 \mu^{t,x}(dz)
\end{aligned}
\]

where \( \mu^{t,x} \) is the distribution of the unique invariant measure for the semigroup of the frozen equation \( \mathcal{P}_s^{t,x} \) defined by \( \mathcal{P}_s^{t,x} \phi(y) = E[\phi(y_{s}^{t,x})], \ y \in \mathbb{R}, \phi \in \mathcal{B}(\mathbb{R}) \)

\[
dy_{s}^{t,x,y} = B \left( t, x, y_{s}^{t,x,y} \right) ds + C \left( t, x, y_{s}^{t,x,y} \right) dW_s \\
y_{0}^{t,x,y} = y \in \mathbb{R}
\]

Then we define \( \overline{S}_t = \exp(\bar{X}_t) \) and by Ito’s formula we have:

\[
\text{d}\overline{S}_t = \overline{F}(t, \overline{S}_t) \text{d}t + \overline{F}(t, \overline{S}_t) \text{d}W_t \\
\overline{S}_0 = s_0, \forall t \in [0, T]
\]

where

\[
\overline{H}(t, s) = \overline{H}(t, \log(s)) = \int_{\mathbb{R}} H(t, s, z) \mu^{t,x}(dz)
\]

(44)
\[ F(t, s) = \overline{F}(t, \log(s)) = \sqrt{\int_{\mathbb{R}} F(t, s, z)^2 \mu_{\Sigma}(dz)} \quad (45) \]

Since the family of processes \{X^\varepsilon\}_\varepsilon converges weakly in \([0, T]\) to \(X\) then the family of processes \{S^\varepsilon = \exp(X^\varepsilon)\}_\varepsilon converges weakly in \([0, T]\) to the process \(S = \exp(X)\).

We have then the following theorem:

**Theorem 3.** The family \(\{S^\varepsilon\}_{\varepsilon > 0}\) converges weakly in \([0, T]\) as \(\varepsilon \to 0\) to the unique strong solution \(\overline{S}\) of the averaged equation

\[ d\overline{S}_t = \overline{H}(t, \overline{S}_t, \overline{S}_t)dt + \overline{F}(t, \overline{S}_t, \overline{S}_t)dW_t \quad \overline{S}_0 = s_0, \forall t \in [0, T] \]

Let's notice that the limit model for the stock price \(\{\overline{S}_t\}_{t \geq 0}\) is a local volatility model with local drift \(\overline{H}(t, s)\) and local volatility \(\overline{F}(t, s)\).

### 4.2 Risk Neutral Pricing

Now as in [9] we construct a family of risk neutral measures by means of Girsanov theorem: indeed let the short rate \(\mathcal{R}(t, S^\varepsilon_0, Y^\varepsilon_t)\) where \(\mathcal{R}(t, s, y)\) is a deterministic function. Then set \(\tau(t, s, y) = \mathcal{R}(t, \log(s), y)\).

Assume that \(\tau(t, s, y)\) is a bounded and

\[ |\tau(t, x_2, y_2) - \tau(s, x_1, y_1)| \leq L(|t - s|^\gamma + |x_2 - x_1| + |y_2 - y_1|) \]

for every \(0 \leq t, s \leq T, x_1, x_2, y_1, y_2 \in \mathbb{R}\).

Let \(\theta_t = (H(t, X^\varepsilon_t, Y^\varepsilon_t) - \tau(t, X^\varepsilon_t, Y^\varepsilon_t))/F(t, X^\varepsilon_t, Y^\varepsilon_t)\) and define:

\[ W^\varepsilon_t = W_t + \int_0^t \theta_s \, ds \]

\[ Z^\varepsilon_t = Z_t + \int_0^t \gamma_s \, ds \]

for an arbitrary adapted bounded \(\gamma_t\).

Now by Girsanov theorem \(W^\varepsilon\) and \(Z^\varepsilon\) are independent Brownian motions under a measure \(Q^\gamma\) defined by:

\[ dQ^\gamma = \exp\left(\int_0^T \theta_s \, dW_s + \int_0^T \gamma_s \, dZ_s - 1/2 \int_0^T \theta_s^2 + \gamma_s^2 \, ds\right) \, dP \]

Then \(\{Q^\gamma\}_{\gamma}\) is a family of equivalent risk-neutral martingale measures parametrized by \(\gamma\) which is called market price of volatility risk. We assume that \(\gamma_t = \gamma(t, X^\varepsilon_t, Y^\varepsilon_t)\) and

\[ |\gamma(t, x_2, y_2) - \gamma(s, x_1, y_1)| \leq L(|t - s|^\gamma + |x_2 - x_1| + |y_2 - y_1|) \]

for every \(0 \leq t, s \leq T, x_1, x_2, y_1, y_2 \in \mathbb{R}\).

Then under \(Q^\gamma\) (42) becomes:

\[
\begin{aligned}
    dX^\varepsilon_t &= (\tau(t, X^\varepsilon_t, Y^\varepsilon_t) - F(t, X^\varepsilon_t, Y^\varepsilon_t)^2/2)dt + F(t, X^\varepsilon_t, Y^\varepsilon_t)dW^\varepsilon_t \\
    X^\varepsilon_0 &= x_0 \\
    dY^\varepsilon_t &= \left( e^{-1} (B(t, X^\varepsilon_t, Y^\varepsilon_t)) - e^{-1/2}C(t, X^\varepsilon_t, Y^\varepsilon_t)\Lambda(t, X^\varepsilon_t, Y^\varepsilon_t) \right) dt + e^{-1/2}C(t, X^\varepsilon_t, Y^\varepsilon_t)dW^\varepsilon_t \\
    Y^\varepsilon_0 &= y_0 
\end{aligned}
\quad (46)
\]

where

\[ W^\varepsilon_t = \rho W_t + \sqrt{1 - \rho^2} Z^\varepsilon_t \]

and

\[ \Lambda(t, X^\varepsilon_t, Y^\varepsilon_t) = \rho(H(t, X^\varepsilon_t, Y^\varepsilon_t) - \tau(t, X^\varepsilon_t, Y^\varepsilon_t))/F(t, X^\varepsilon_t, Y^\varepsilon_t) + \sqrt{1 - \rho^2} \gamma(t, X^\varepsilon_t, Y^\varepsilon_t) \]
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or equivalently:

\[
\begin{aligned}
\left\{ \begin{array}{l}
\frac{dS_t^\varepsilon}{S_t^\varepsilon} = \mathcal{R}(t, S_t^\varepsilon, Y_t^\varepsilon) S_t^\varepsilon \, dt + \mathcal{F}(t, S_t^\varepsilon, Y_t^\varepsilon) S_t^\varepsilon \, dW_t^\varepsilon \\
S_0^\varepsilon = s_0 > 0
\end{array} \right.
\quad \mathcal{Y}_0^\varepsilon = y_0
\end{aligned}
\]

where \( \lambda(t, s, y) = \Lambda(t, \log(s), y) \).

Now let \( 0 \leq \tau \leq T \) and consider a financial European option with maturity \( T \). A derivative of this kind is defined by its non negative payoff \( \Psi = \Psi(s) \) which prescribes the value of the contract at its maturity.

Under the risk neutral measure \( Q^\varepsilon \) we consider the fair price \( P_\tau^\varepsilon \) of the contract at time \( \tau \). This is calculated as:

\[
P_\tau^\varepsilon = \mathbb{E}^\Psi \left[ e^{-\int_{\tau}^{T} \mathcal{R}(s, S_s^\varepsilon, Y_s^\varepsilon) \, ds} \Psi(S_T^\varepsilon) \bigg| \mathcal{F}_\tau \right]
\]

where \( \mathcal{F}_\tau = \sigma(W_t^\varepsilon, Z_t^\varepsilon, 0 \leq t \leq \tau) \).

Applying the theory of section 3 we can show the following theorem:

**Theorem 4.** Under the risk neutral measure \( Q^\varepsilon \) the family \( \{S^\varepsilon\}_{\varepsilon > 0} \) converges weakly in \( C[0, T] \) as \( \varepsilon \to 0 \) to the solution \( \overline{S} \) of the averaged equation

\[
\frac{d\overline{S}_t}{\overline{S}_t} = \overline{\mathcal{R}}(t, \overline{S}_t) \overline{S}_t \, dt + \overline{\mathcal{F}}(t, \overline{S}_t) \overline{S}_t \, dW_t
\]

where

\[
\overline{\mathcal{R}}(t, s) = \int_{\mathbb{R}} \mathcal{R}(t, s, z) \mu_t \, dz \\
\overline{\mathcal{F}}(t, s) = \sqrt{\int_{\mathbb{R}} \mathcal{F}(t, s, z) \mu_t \, dz}
\]

Moreover let \( \Psi \in \mathcal{C}_b(\mathbb{R}) \) and \( 0 \leq \tau \leq T \) then

\[
\lim_{\varepsilon \to 0} P_\tau^\varepsilon = \overline{P}_\tau
\]

where

\[
\overline{P}_\tau = \mathbb{E}^\Psi \left[ e^{-\int_{\tau}^{T} \overline{\mathcal{R}}(s, \overline{S}_s) \, ds} \Psi(\overline{S}_T) \bigg| \overline{\mathcal{F}}_\tau \right]
\]

Let’s notice that again the limit model for the stock price \( \{\overline{S}_t\}_{t \geq 0} \) is a local volatility model with \( \overline{\mathcal{R}}(t, s), \overline{\mathcal{F}}(t, s) \).

**Proof.** Set \( D(t, x, y) = C(t, x, y) \Lambda(t, x, y) \) and notice that \( F^2(t, x, y) \) and \( D(t, x, y) \) are bounded and satisfy

\[
\begin{align*}
|F^2(t, x_2, y_2) - F^2(s, x_1, y_1)| &\leq C(|t - s|^\gamma + |x_2 - x_1| + |y_2 - y_1|) \\
|D(t, x_2, y_2) - D(s, x_1, y_1)| &\leq C(|t - s|^\gamma + |x_2 - x_1| + |y_2 - y_1|)
\end{align*}
\]

for \( C > 0 \).

Therefore we can apply proposition 2 to system (46) under the risk neutral measure \( Q^\varepsilon \). Then the family of processes \( \{X^\varepsilon\}_\varepsilon \) converges weakly in \( C[0, T] \) to the solution \( X \) of

\[
\frac{dX_t}{X_t} = \left( \overline{\mathcal{R}}(t, X_t) - \overline{\mathcal{F}}(t, X_t)^2/2 \right) \, dt + \overline{\mathcal{F}}(t, X_t) \, dW_t
\]

\( X_0 = x_0, \forall t \in [0, T] \)

This implies that the family of processes \( \{S^\varepsilon = \exp(X^\varepsilon)\}_\varepsilon \) converges weakly in \( C[0, T] \) to the process \( \overline{S} = \exp(X) \) satisfying (48).

When the short rate is deterministic we can proceed in this way: by the Markov property we have

\[
P_\tau^\varepsilon = \mathbb{E}^\Psi \left[ e^{-\int_{\tau}^{T} \mathcal{R}(s, S_s^\varepsilon, Y_s^\varepsilon) \, ds} \Psi(S_T^\varepsilon, Y_T^\varepsilon) \bigg| S_\tau^\varepsilon, Y_\tau^\varepsilon \right]
\]

(50)
By the weak convergence of $S^\epsilon$ it follows:

$$
\lim_{\epsilon \to 0} P^\epsilon = \mathbb{E}^\epsilon \left[ e^{-\int_0^T \mathcal{R}(s) ds} \Psi(S_T) \right]
$$

Then by the Markov property we have (49).

If however the short rate is not deterministic we need to consider the integral process

$$
I^\epsilon_t = \int_0^t \mathcal{R}(s, S^\epsilon_s, Y^\epsilon_s) ds
$$

and consider $(S^\epsilon, I^\epsilon, Y^\epsilon)$ under the risk neutral measure. Then $(S^\epsilon, I^\epsilon)$ converges weakly in $C[0,T]^2$ to $(\bar{S}, \bar{I})$ where the process $\bar{I}$ is defined by

$$
d\bar{I}_t = \mathcal{R}(t, \bar{S}_t) dt \quad \bar{I}_0 = 0
$$

Now we have

$$
P^\epsilon = \mathbb{E}^\epsilon \left[ e^{-\int_{-T}^t \mathcal{I}^\epsilon_s \psi \left( \frac{\Psi(S^\epsilon_s)}{\mathcal{F}_s} \right) } \right]
$$

As $(S, I, Y)$ is Markovian:

$$
P^\epsilon = \mathbb{E}^\epsilon \left[ e^{-\int_{-T}^t \mathcal{I}^\epsilon_s \psi \left( \frac{\Psi(S^\epsilon_s)}{\mathcal{F}_s} \right) } \right]
$$

Then by the weak convergence of $(S^\epsilon, I^\epsilon)$ we have:

$$
\lim_{\epsilon \to 0} P^\epsilon = \mathbb{E}^\epsilon \left[ e^{-\int_{-T}^T \mathcal{I}_s \psi \left( \frac{\Psi(S_s)}{\mathcal{F}_s} \right) } \right]
$$

which is (49).

\[4.3 \text{ Path-dependent Options}\]

Now we treat path-dependent options. We follow a similar approach to the one in [13] by setting the problem in an infinite dimensional setting which permits us to take into account the whole trajectory of the stock price.

We assume for simplicity that the short rate is deterministic $\mathcal{R}(t)$ but the approach works also in the general case $\mathcal{R}(t, S^\epsilon_t, Y^\epsilon_t)$ by considering the augmented system with integral process $I^\epsilon$ as we have just done.

For $t \in [0,T]$ under the risk-neutral measure $Q^Y$ consider the vector process

$$
S^\epsilon_t = \left[ S^\epsilon_t, S^\epsilon_t(\cdot) \right]^T
$$

where the notation $S^\epsilon_t(\cdot)$ denotes the trajectory $S^\epsilon_0(\theta) = S^\epsilon_{t+\theta}$, $\theta \in [-T,0]$. Here we set $S^\epsilon_0 = \gamma_0(0)$ where $\gamma_0 \in C[-T,0]$ is a given function.

Then by [7] the couple $(S^\epsilon_t, Y^\epsilon_t)$ solves an infinite dimensional stochastic differential equation on the Hilbert space $H = \mathbb{R} \times \mathcal{L}^2[-T,0] \times \mathbb{R}$ and it is a Markov process thanks to the regularity of the coefficients of this equation. Moreover we set $H^1 = \mathbb{R} \times \mathcal{L}^2[-T,0]$.

Now consider a bounded path-dependent option with exercise date $T$ of the form

$$
\Psi(S^\epsilon_T, S^\epsilon_T(\cdot))
$$

where $\Psi: H^1 \to \mathbb{R}$ is bounded and continuous.

Under the risk neutral measure $Q^Y$ we consider the fair price $P^\epsilon$ of the contract at time $0 \leq \tau \leq T$. This is calculated as:

$$
P^\epsilon = \mathbb{E}^\epsilon \left[ e^{-\int_{-T}^{\tau} \mathcal{R}(s) ds} \Psi(S^\epsilon_T, S^\epsilon_T(\cdot)) \big| \mathcal{F}_\tau \right]
$$
where \( \mathcal{F}_\tau = \sigma(W_t^\epsilon, Z_t^\epsilon, 0 \leq t \leq \tau) \)

By the Markov property we have:

\[
P^\epsilon_\tau = E^\epsilon \left[ e^{\int_0^\tau R(s) ds} \psi(S^\epsilon_T, S^\epsilon_T, \mathcal{F}_\tau) \right]
\]

Since \( S^\epsilon_T() \) is continuous, \( S^\epsilon_T(0) = S^\epsilon_T \) and \( C[-T, 0] \subset L^2[-T, 0] \) we can consider the restriction of the operator \( \Psi \) to the set of continuous functions in the following way:

\[
\psi^R: C[-T, 0] \rightarrow \mathbb{R}
\]

By the Markov property we have:

\[
P_\tau = E^* \left[ e^{\int_0^\tau R(s) ds} \psi^R(S^\epsilon_T, S^\epsilon_T, \mathcal{F}_\tau) \right]
\]

Since \( S^\epsilon_T() \) is continuous, \( S^\epsilon_T(0) = S^\epsilon_T \) and \( (\cdot, 0) \subset L^2[-T, 0] \) we can consider the restriction of the operator \( \Psi \) to the set of continuous functions in the following way:

\[
\psi^R: C[-T, 0] \rightarrow \mathbb{R}
\]

By the weak convergence of \( S^\epsilon_T() \) in the space of continuous functions we have:

\[
\lim_{\epsilon \to 0} P^\epsilon_\tau = E^* \left[ e^{\int_0^\tau R(s) ds} \psi^R(S^T, S^T, \mathcal{F}_\tau) \right]
\]

Now for \( t \in [0, T] \) let’s consider the vector process

\[
\mathbf{S}_t = \left[ S^T_t, S^T_t(\cdot) \right]^T
\]

Here we set \( \mathbf{S}_0 = \nu_0(\theta) \).

As before by \( [7] \) \( \mathbf{S}_t \) solves an infinite dimensional stochastic differential equation on the Hilbert space \( H^1 = \mathbb{R} \times L^2[-T, 0] \) and it is a Markov process. Therefore by the Markov property we have the following theorem:

**Theorem 5.** Let \( \psi: H^1 \rightarrow \mathbb{R} \) be bounded and continuous. Then

\[
\lim_{\epsilon \to 0} P^\epsilon_\tau = \mathbf{P}_\tau
\]

where

\[
\mathbf{P}_\tau = E^* \left[ e^{\int_0^\tau R(s) ds} \psi(S^T_T, S^T_T, \mathcal{F}_\tau) \right]
\]

This result has some limitations: even if the functionals defined on \( \mathbb{R} \times L^2 \) permit to treat Asian options, they exclude many path-dependent derivatives, for example look-back options which are functions of the supremum (or infimum) of the stock price with respect to time. Therefore we want to set a strategy to cover also these derivatives: we start by considering look-back options of the form

\[
\psi(S^\epsilon_T(\cdot)) = \psi^0 \left( S^\epsilon_T, \sup_{\theta \in [-T, 0]} a(\theta) S^\epsilon_T + \theta \right)
\]

where \( \psi^0: \mathbb{R}^2 \rightarrow \mathbb{R} \) is a continuous bounded function and \( a \in C[-T, 0] \).

We consider as usual the fair price \( P^\epsilon_\tau \) of the contract at time \( 0 \leq \tau \leq T \) by

\[
P^\epsilon_\tau = E^* \left[ e^{\int_0^\tau R(s) ds} \psi(S^\epsilon_T(\cdot)) \right]
\]
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Now we set

$$\Psi(\eta) = \Psi^0\left(\eta(0), \sup_{\theta \in [-T, 0]} \alpha(\theta)\eta(\theta)\right)$$

$$\eta \in \mathcal{C}[-T, 0]$$

Then for $\delta > 0$ we define $\Psi^\delta : H^1 \to \mathbb{R}$ in the following way:

$$\Psi^\delta(\phi, \eta) = \Psi^0\left(\phi, \sup_{\theta \in [-T, 0]} \eta^\delta(\theta)\right)$$

$$\phi \in \mathbb{R}, \eta \in \mathcal{L}^2[-T, 0]$$

where

$$\eta^\delta(\theta) = \frac{1}{\delta} \int_{(0-\delta)^+}^{0} a(\xi)\eta(\xi) d\xi$$

and we notice that

$$\lim_{\delta \to 0} \Psi^\delta(\eta(0), \eta) = \Psi(\eta)$$

for every $\eta \in \mathcal{C}[-T, 0]$.

This implies:

$$\lim_{\delta \to 0} \Psi^\delta(S^x, S^x_T(\cdot)) = \Psi(S^x_T(\cdot)) \quad \text{a.s.}$$

Since $\Psi^\delta$ is bounded we have the Markov property:

$$\mathbb{E}^* [\Psi^\delta(S^x_T, S^x_T(\cdot))|\mathcal{F}_T] = \mathbb{E}^* [\Psi^\delta(S^x_T, S^x_T(\cdot))|S^x_T, Y^x_T, S^x_T(\cdot)]$$

Then by dominated convergence we have:

$$\mathbb{E}^* [\Psi(S^x_T)|\mathcal{F}_T] = \mathbb{E}^* [\Psi(S^x_T)|S^x_T, Y^x_T, S^x_T(\cdot)]$$

This implies:

$$P^x_T = \mathbb{E}^* \left[ e^{-\int^T_0 \mathcal{R}(s) ds} \Psi(S^x_T)|S^x_T, Y^x_T, S^x_T(\cdot) \right]$$

As before by the weak convergence of $S^x$ in the space of continuous functions we have:

$$\lim_{\epsilon \to 0} P^x_T = \overline{P}_T$$

where

$$\overline{P}_T = \mathbb{E}^* \left[ e^{-\int^T_0 \mathcal{R}(s) ds} \Psi(S_T)|\mathcal{F}_T \right]$$

This approach works in general for path-dependent derivatives defined by functionals on the space $\mathcal{C}[-T, 0]$ which have a regular approximation through functionals on $\mathbb{R} \times \mathcal{L}^2[-T, 0]$, indeed we have:

**Theorem 6.** Let $\Psi : \mathcal{C}[-T, 0] \to \mathbb{R}$ be bounded and continuous. Moreover assume there exists a family of uniformly bounded functionals $\{\Psi^\delta\}_{\delta > 0}, \Psi^\delta : H^1 \to \mathbb{R}$ such that

$$\lim_{\delta \to 0} \Psi^\delta(\eta(0), \eta) = \Psi(\eta)$$

$$\forall \eta \in \mathcal{C}[-T, 0]$$

Then with the usual notations we have:

$$\lim_{\epsilon \to 0} P^x_T = \overline{P}_T$$
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