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Abstract: The Convolutional Neural Network (CNN) has demonstrated excellent performance in image recognition and has brought new opportunities for sign language recognition. However, the features undergo many nonlinear transformations while performing the convolutional operation and the traditional CNN models are insufficient in dealing with the correlation between images. In American Sign Language (ASL) recognition, J and Z with moving gestures bring recognition challenges. This paper proposes a novel Two-Stream Mixed (TSM) method with feature extraction and fusion operation to improve the correlation of feature expression between two time-consecutive images for the dynamic gestures. The proposed TSM-CNN system is composed of preprocessing, the TSM block, and CNN classifiers. Two consecutive images in the dynamic gesture are used as inputs of streams, and resizing, transformation, and augmentation are carried out in the preprocessing stage. The fusion feature map obtained by addition and concatenation in the TSM block is used as inputs of the classifiers. Finally, a classifier classifies images. The TSM-CNN model with the highest performance scores depending on three concatenation methods is selected as the definitive recognition model for ASL recognition. We design 4 CNN models with TSM: TSM-LeNet, TSM-AlexNet, TSM-ResNet18, and TSM-ResNet50. The experimental results show that the CNN models with the TSM are better than models without TSM. The TSM-ResNet50 has the best accuracy of 97.57% for MNIST and ASL datasets and is able to be applied to a RGB image sensing system for hearing-impaired people.
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1. Introduction

According to the World Federation of the Deaf (WFD) [1], sign languages are used by about 70 million deaf people worldwide. Sign recognition could assist the hearing-impaired and normal people break down social barriers. Because American Sign Language (ASL) is simple and valuable among all sign languages, it has been used for name spelling, book spelling, and letter correction as the primary language of hearing-impaired people in North America [2]. Thus, ASL is indispensable for hearing-impaired people. However, ASL is always used as a complementary language for alphabetic spelling in uncommon situations, and the improvement of the ASL recognition system is often overlooked. Although most communication technologies developed can well support spoken or written language translation, they are still insufficient for ASL. Therefore, building an accurate ASL recognition model is necessary to communicate better as an assistant tool for hearing-impaired people in name spelling, book spelling, and letter correction.

Some deep learning techniques have been used for sign language recognition [3]. Among these methods, the Convolutional Neural Network (CNN) usually achieves better recognition accuracy in sign language. A single-stream CNN always uses one or a group of images for recognition. A convolution kernel operates on each independent image separately [4].
It is difficult for a single-stream CNN to obtain characteristics of the relationship between related images during the training process, which brings challenges to CNN in dynamic gesture recognition. With CNN development, a two-stream structure appears to allow the CNN model to obtain multiple features for more accurate computation [5]. Undeniably, the two-stream structure brings opportunities for more accurate recognition of dynamic sign language.

In the two-stream CNN structure, the premise of obtaining different features for more accurate computation is the task of ASL feature extraction from multiple deep models. Because feature extraction and classification for ASL images are carried out by two different deep CNN structures and features are repeatedly computed too much, heavy computational tasks are required. In this paper, a Two-Stream Mixed (TSM) method is proposed to fuse ASL features using only one convolution layer, preventing features from being repeatedly computed. The fusion feature map prepared with TSM is then applied to a deep CNN model to calculate mixed features and obtain accurate classification results. The TSM is composed of addition and concatenation operations. The addition operation is used to enhance the expression of correlation information between images. Two sign language images are used as input of the TSM, then the feature maps are mixed by an addition operation (mixing feature maps). The concatenation operation aims to preserve the original image information. Feature maps of the original information (convolutional feature maps) are concatenated with feature maps of correlation information (fusion feature maps). Using the TSM method, useful features are extracted and used as inputs of classifiers. Models of LeNet [6], AlexNet [7], ResNet18 [8], and ResNet50 [9] with or without TSM are compared to evaluate the performance of the TSM. The model can be used in sensor-based application as a recognition part for hearing-impaired people to break the communication difficulty.

The contribution of the paper can be summarized as follows:

- A Two-Stream Mixed method (TSM) including addition and concatenation operations is proposed to achieve better feature extraction for ASL and to reduce computation burden.
- The proposed TSM is applied to deep neural networks for the static hand gesture language MNIST and ASL Alphabet dataset.
- Models of LeNet, AlexNet, ResNet18, and ResNet50 with TSM or without TSM are compared to evaluate the performance of the TSM method.
- The TSM-ResNet50 model can be used as a sensor of the ASL recognition system for hearing-impaired people.

This paper is organized as follows: Section 2 reviews the recent literature and explains problems in gesture recognition. Section 3 reviews several deep learning algorithms and introduces the proposed TSM method. Research results are explained in Section 4. The discussion between other methods and the proposed method is shown in Section 5. Finally, Section 6 provides conclusions.

2. Literature Review

Many papers related to sign languages recognition have been published recently to help hearing-impaired people. Adewuyi et al. combined electromyography data of fingers and arm muscles to classify handgrip and finger movements [10]. Huang et al. combined human hand acceleration, angular velocity, and muscle electrical data with the K-Nearest Neighbor (KNN) algorithm through a dual-channel method to recognize gestures [11]. In order to achieve better recognition results, some works used more than one piece of modal information, which is called a multi-modal method [12]. The Recurrent Neural Network (RNN) is a type of neural network used to process sequence data [13]. Cate et al. used RNN for time series modeling and recognized 95 types of sign language vocabulary [14]. Chai et al. proposed a dual-stream RNN network (2S-RNN) in 2016 [15]. The model could extract skeleton data and gradient histogram features as the input of another RNN network. This model ranked first in the CHALEARN Gesture Recognition Challenge. Li et al. proposed new hand type descriptors in 2017 and performed LSTM-based timing
modeling on these descriptors, which achieved accurate recognition results in Chinese sign language recognition [16].

Lin et al. proposed a combination of a masked RES-C3D network and LSTM network in 2018 and achieved a 68.42% recognition accuracy on the chalearn dataset [17]. Pu et al. proposed a sign language recognition framework based on a three-dimensional residual network and dilated convolutional network in 2018 [18]. They also proposed an iterative optimization strategy based on the CTC algorithm. Wang et al. proposed a hybrid deep structure composed of time-domain convolution, a bidirectional recursive unit, and a fusion layer with an optimization method based on CTC loss [19]. However, this model is complex with high hardware requirements. Kopuklu et al. proposed a CNN recognition method that fuses motion information into static images, achieving good recognition results [20]. Devineau et al. proposed a CNN three-dimensional dynamic gesture recognition based on hand skeleton data. It uses convolution to process hand bone joints, achieving a high recognition accuracy [21]. Its disadvantage is that it has high hardware requirements for data collection.

Sign language recognition is still poor in practicality. Processing of dynamic gestures cannot be completely separated from higher hardware requirements. This situation makes sign language recognition development face a bottleneck. Some methods usually combine color information (RGB format), depth map information, and bone joint point information for dynamic gesture recognition. However, the acquisition of information except for RGB images usually requires a specific sensor, such as Microsoft’s Kinect, ASUS Xtion Pro, or Intel’s Realsense3. On the contrary, the gesture recognition technology based on RGB data has the advantages of convenient use and low cost [22]. In addition, it is easy to find surveillance cameras in many public spaces. Moreover, there are more interactive environments. This is also one of the reasons why people are committed to the development of using only RGB image data to recognize dynamic gestures. In addition, Vision transformer [23] and Tab transformer [24] have been successfully applied in image recognition. A transformer method based on sign language recognition has been proposed [25], where image frames from SL video are linearly embedded and the resulting sequence of vectors is fed back to a standard encoder to increase the model attention. However, these methods focus on dealing with complex and continuous sign language videos. The transformer method applied in a relatively simple expression of the ASL alphabet wastes too many computational resources.

The human binocular visual system can inspire us. Richer image features can be extracted by the principle of optic chiasm in binocular vision cells. This has inspired the CNN to obtain better results in image recognition. A two-stream CNN [26,27] has achieved good results in the field of computer vision. Huang et al. proposed the LS-HAN network using a two-stream three-dimensional convolution neural network for sign language recognition and designed the impact of different loss functions on recognition [28]. QingGao et al. proposed a two-stream CNN model (2S-CNN) [29] using advantages of hand-gesture RGB and depth information by fusing these two kinds of information, as shown in Figure 1. One channel of 2S-CNN extracts features of ASL hand gestures. The other channel extracts 3D space features of gestures. Finally, outputs of these two channels are fused using a class-specific fusion method to achieve the final prediction. Although this method used for classification has achieved great success in a two-stream architecture, it also has shortcomings in motion information retention from dynamic gesture recognition.

Dynamic gestures are included in the composition of ASL. It is necessary to improve the recognition accuracy of dynamic motions for better application to ASL recognition. Therefore, a TSM-CNN model is proposed to increase the accuracy of ASL recognition, particularly in dynamic gestures.
3. Methodology

3.1. Datasets

Image datasets used in this paper included the static hand-gesture language MNIST dataset [30] and the ASL Alphabet dataset [31] from Kaggle’s website. All images in both datasets were captured by the camera sensor. Therefore, it can be verified by using these two datasets that the model proposed in this paper can be applied as a recognition part in a RGB capture-based translation tool for hearing-impaired people.

The image data examples are shown in Figure 2. ASL is a gesture language with a simple expression that mainly contains static and dynamic gestures. In “static” gestures, a gesture represents the meaning of an American letter, and the letters “J” and “Z” in ASL are expressed by moving gestures called “dynamic” gestures in this paper.

Figure 1. The 2S-CNN structure.

Figure 2. Gesture image examples in ASL Alphabet and MNIST datasets.
In the ASL Alphabet dataset, the image data contain 87,000 images. There are 29 classes, with each class having 3000 images. Of these 29 classes, 26 were captured for letters A-Z and three classes were captured for SPACE, DELETE, and NOTHING. In this dataset, 85% of the data were used for training and 15% were used for testing.

The MINIST dataset contains American sign language gestures from letters A to Z, excluding dynamic gestures J and Z (a total of 24 classes representing different letters). This dataset includes 34,627 cases. In this dataset, 85% of the data were used for training and 15% were used for testing.

3.2. Preprocessing

The original image size is 250 × 250 pixels. The image was re-sized to 229 × 229 for TSM-AlexNet and TSM-LeNet and 226 × 226 for TSM-ResNet18 and TSM-ResNet50. Gray normalization was performed. Normalized data have the same mean and variance to reduce effects of the environment for correct recognition.

Data augmentation can improve the classification accuracy of the CNN algorithms [32] by extending image data. In this paper, three augmentation methods of rotation, scaling, and translation were used to generate new training sets. The rotation operation was used to rotate the image in the clockwise direction by an angle between 0 and 360 degrees and to fill the pixel in the lost pixel area of the image. The scaling operation was used to magnify or reduce the image. The translation was conducted by either translating the image in a horizontal or vertical direction. The rotation of 45 degrees, scaling magnification of 10%, horizontal translation by 10%, and vertical translation by 10% were used for image augmentation.

3.3. Proposed TSM-CNN

The proposed TSM-CNN system was composed of preprocessing, the TSM block, and classifiers as shown in Figure 3. Two consecutive images for the dynamic gesture or two identical images for the static gesture were used as inputs of streams A and B; resizing, transformation, and augmentation were carried out in the preprocessing stage. The feature map Y was obtained by addition and concatenation in the TSM block. Finally, a classifier was used to classify images. The TSM-CNN model with the highest performance scores depending on three concatenation methods was selected as the definitive recognition model for ASL recognition.

![Figure 3. The overview of TSM-CNN.](image)

TSM Block

The proposed TSM comprised feature extraction and fusion as shown in Figure 4. The goal of TSM is to enhance correlation information expression between two consecutive images. The accuracy of dynamic image recognition always relies on correlation information. Therefore, TSM can improve the accuracy of dynamic gesture recognition by considering two consecutive images. The convolution kernel size of TSM was 3 × 3 and the stride was 1. Three different kernel sizes (3 × 3, 5 × 5, and 7 × 7) were used as a comparison group to select the suitable kernel size. In the feature extraction part, feature maps \( H_{t1} \) and \( H_{t2} \) were obtained after the convolution. The number of channels was 64 in \( H_{t1} \) and \( H_{t2} \).
The addition and concatenation operator were used in the fusion block. The mixed feature map $Z$ was obtained by addition of $H_t$ and $H_{t+1}$. The addition operation was used to add two consecutive feature maps at the pixel level. The number of channels in $Z$ was 64. The number of channels in Y-A, Y-B, Y-AB, and $Y$ was 128. The addition operator calculated mixed feature maps for dynamic gestures and increased the image contrast for static gestures. Because the value range of each pixel in an image was from 0 to 255, the addition operation made the background brighter. However, the dark area of the gesture was not greatly affected. This made the contrast of static gesture images significantly enhanced.

The concatenation operation in the fusion block was used to obtain fusion feature maps between images without losing the original image data so that the recognition accuracy could be improved. Feature maps Y-A, Y-B, and Y-AB were obtained by the concatenation operation of $Z$ with $H_t$, $Z$ with $H_{t+1}$, and $Z$ with half $H_t$ and half $H_{t+1}$, respectively. They were named as TSMA, TSMB, and TSMAB for three feature maps Y-A, Y-B, and Y-AB, respectively. The output of TSM was used as the input of the CNN classifier. The results of TSMA-ResNet50, TSMA-ResNet50, and TSMA-ResNet50 were compared to choose the most suitable feature map as $Y$.

The feature extraction in TSM is calculated with the following equation:

$$H_t = \sum_j \sum_k W_i[j, k] A_t[a - j, a - k]$$  \hspace{1cm} (1)

In Equation (1), $W$ is the kernel matrix; $A_t$ and $A_{t+1}$ are the input matrixes; $H_t$ and $H_{t+1}$ are feature maps from different streams after convolution; $i$ represents the number of streams; $j$ and $k$ represent the index of the row and column in the kernel, respectively. $a$ is the length and width of the input data because the image in TSM has the same length and width. The feature map $Z$ in TSM is calculated with Equation (2):

$$Z = H_t + H_{t+1} = \sum_j \sum_k W_A[j, k] A_t[a - j, a - k] + W_B[j, k] A_{t+1}[a - j, a - k]$$  \hspace{1cm} (2)

The information between two consecutive dynamic images is extracted in the addition operation. The concatenation operation aims to retain the original information, which is defined as Equation (3), where $c$ is the total number of channels, $l$ is the index of channels, and $\&$ means the concatenate operator. The feature map $Y$ in TSM is calculated with Equation (3):

$$Y = Output_{TSM} = \sum_{l=1}^{c-l} Z_l \& \sum_{c-l}^{c} H_l$$  \hspace{1cm} (3)
CNN models were used for the final classification after TSM. The results were compared to select the best model for sign language recognition.

Table 1 shows the architecture of the TSM. The $3 \times 3$ kernel size was selected for the convolution layer, and the feature map of $Z$ concatenated with $H_t$ was chosen as the suitable feature map $Y$. The TSM was the pre-operation of deep learning classifiers to expand the diversity of features, so the activation function was selected for TSM from Tanh, ReLu, and Leaky ReLu to enhance the feature expression ability [33]. The Tanh function caused the vanishing gradient problem when the data were too large or too small. The ReLu function solved this problem better as shown in Figure 5b, but the negative axis for ReLu brought the dead neuron problem, causing the gradient to not propagate. In Figure 5c, the negative axis for Leaky ReLu compared to the ReLu function had a leak value, so the dead neuron problem was alleviated.

Table 1. The architecture of the TSM.

| TSM Architecture                      |
|---------------------------------------|
| kernel stream A 3 $\times$ 3 $\times$ 64 (kernel size) |
| kernel stream B 3 $\times$ 3 $\times$ 64 (kernel size) |
| Addition operation : $Z = H_t + H_{t+1}$ |
| Concatenation operation : $Y = H_t \& Z$ |
| 64 (channel)                          |
| 128 (channel)                         |

Figure 5. Different activation functions. (a) Tanh, (b) ReLu, (c) Leaky ReLu.

In other research [34], Leaky ReLu was applied to deep learning and showed excellent performance, so this paper chose Leaky ReLu for the activation function of the convolutional layer in TSM.

3.4. Structure of Classifiers

Some single-stream CNN models were introduced to build TSM-CNN models, including TSM-LeNet, TSM-AlexNet, TSM-ResNet18, and TSM-ResNet50.

3.4.1. LeNet and AlexNet

LeNet [6] is the cornerstone of CNN development. It introduces the concept of convolution into the neural network, bringing better feature extraction ability in the recognition task. The gradient descent updates model parameters in the backpropagation. The convolution-pooling-fully connected framework to better obtain representative features through training has laid the foundation for the development of CNN. The model has been successfully applied to the handwritten digit classification task, achieving high accuracy.

Krizhevsky et al. [35] built the AlexNet model to defeat SVM and gain first place in the 2012 image classification algorithm competition, bringing CNN to the mainstream recognition method. AlexNet inherits the basic structure from LeNet. The specific framework is shown in Figure 5. There are eight main layers in AlexNet, including three convolutional layers, three pooling layers, and two fully connected layers. Each layer of convolution has an activation function. The pooling layer is used for down-sampling to reduce the
image size for easy calculation. The full connection layer is used for final recognition. In addition, the dropout layer is added after the last convolution-pooling structure to prevent overfitting.

The modified LeNet and AlexNet structures in this paper are shown in Table 2. The basic framework, ReLu in convolution and Softmax for the multi-class classification task, follows the structure of LeNet and AlexNet [6,35] that has been proven effective in many image recognition tasks. In addition, the Batch Normalization [36] is appended after each convolution layer to mitigate the effect of unstable gradients within a neural network through the introduction of an additional layer that performs operations on the inputs from the previous layer.

Table 2. The architecture of the LeNet and AlexNet.

| CNN Model | Architecture | Kernel Size | Output Shape |
|-----------|--------------|-------------|--------------|
| LeNet     | Input        | -           | 227 × 227 × 128 |
|           | Convolution_1| 5 × 5, 128, stride = 2 | 75 × 75 × 128 |
|           | Maxpooling_1 | 2 × 2, stride = 2     | 37 × 37 × 128 |
|           | Convolution_2| 5 × 5, 256, stride = 2 | 11 × 11 × 256 |
|           | Maxpooling_2 | 2 × 2, stride = 2     | 5 × 5 × 256  |
|           | Flatten      | -           | 6400         |
|           | Fully connection_1 | - | 1280 |
|           | Fully connection_2 | - | 256 |
|           | Output       | -           | 29           |
| AlexNet   | Input        | -           | 227 × 227 × 128 |
|           | Convolution_1| 11 × 11, 128, stride = 4 | 55 × 55 × 128 |
|           | Maxpooling_1 | 3 × 3, stride = 2     | 27 × 27 × 128 |
|           | Convolution_2| 5 × 5, 256, stride = 1 | 27 × 27 × 256 |
|           | Maxpooling_2 | 3 × 3, stride = 2     | 13 × 13 × 256 |
|           | Convolution_3| 3 × 3, 384, stride = 1 | 13 × 13 × 384 |
|           | Convolution_4| 3 × 3, 384, stride = 1 | 13 × 13 × 384 |
|           | Convolution_5| 3 × 3, 256, stride = 1 | 13 × 13 × 256 |
|           | Maxpooling_5 | 3 × 3, stride = 2     | 6 × 6 × 256  |
|           | Flatten      | -           | 9216         |
|           | Fully connection_1 | - | 4096 |
|           | Fully connection_2 | - | 4096 |
|           | Output       | -           | 29           |

3.4.2. ResNet

ResNet was proposed to solve the problem of model convergence difficulty in the last stage of training in CNN [28]. ResNet uses a new structure called the residual module, which is accessed in the CNN to train the model according to the difference between input and output in the current layer and previous layer, respectively. The application of the residual module effectively improves the recognition accuracy. The traditional neural network only learns the mapping from the input image to the output label, not including the middle information between layers in CNN. However, ResNet considers middle information in the training process to achieve better recognition accuracy as shown in Figure 6a.

The most significant difference between ResNet18 and ResNet50 is the use of the bottleneck structure. The key to the bottleneck structure is application of the 1 × 1 convolution. The 1 × 1 convolution takes more nonlinear mappings and maintains the original feature map size as shown in Figure 6b. Compared with other sizes of convolution kernels, 1 × 1 convolution can significantly reduce computational complexity. There are a total of eight identical residual modules used in ResNet18 to increase data computability. In ResNet50, these eight residual modules with 1 × 1 convolution are applied to gain more feature extraction improvement than in ResNet18.
The ResNet18 and ResNet50 in this paper are shown in Table 3. The Residual module (a) and Residual module (b) are the Residual modules of ResNet18 and ResNet50, respectively. The Softmax for the multi-class classification task follows the structure of ResNet18 and ResNet50 that has been proven effective in many image recognition tasks [37].

Table 3. The architecture of the ResNet18 and ResNet50.

| CNN Model   | Architecture          | Kernel Size               | Output Shape       |
|-------------|-----------------------|---------------------------|--------------------|
|             | Input                 | -                         | $224 \times 224 \times 128$ |
|             | Convolution_1         | $7 \times 7$, stride = 2  | $112 \times 112 \times 128$ |
|             | Maxpooling_1          | $3 \times 3$, stride = 2  | $56 \times 56 \times 128$ |
|             | Residual module(a)_1×2| $3 \times 3$, stride = 1  | $56 \times 56 \times 128$ |
|             |                       | $3 \times 3 \times 128$, stride = 1 |                   |
|             | Residual module(a)_2×1| $3 \times 3 \times 256$, stride = 2 | $28 \times 28 \times 256$ |
|             |                       | $3 \times 3 \times 256$, stride = 1 |                   |
|             | Residual module(a)_3×1| $3 \times 3 \times 256$, stride = 1 | $28 \times 28 \times 256$ |
|             |                       | $3 \times 3 \times 256$, stride = 1 |                   |
| ResNet18    | Residual module(a)_4×1| $3 \times 3 \times 256$, stride = 2 | $14 \times 14 \times 256$ |
|             |                       | $3 \times 3 \times 256$, stride = 1 |                   |
|             | Residual module(a)_5×1| $3 \times 3 \times 256$, stride = 1 | $14 \times 14 \times 256$ |
|             |                       | $3 \times 3 \times 512$, stride = 2 | $7 \times 7 \times 512$ |
|             | Residual module(a)_6×1| $3 \times 3 \times 512$, stride = 1 | $7 \times 7 \times 512$ |
|             |                       | $3 \times 3 \times 512$, stride = 1 |                   |
|             | Residual module(a)_7×1| $3 \times 3 \times 512$, stride = 1 | $7 \times 7 \times 512$ |
|             | Avgpooling_1          | $7 \times 7$              | $1 \times 1 \times 512$ |
|             | Fully connection_1     | -                         | $512$              |
|             | Output                | -                         | $29$               |
Table 3. Cont.

| CNN Model | Architecture | Kernel Size | Output Shape |
|-----------|--------------|-------------|--------------|
| Input     | -            | 224 × 224 × 128 |
| Convolution_1 | 7 × 7, 128, stride = 2 | 112 × 112 × 128 |
| Maxpooling_1 | 3 × 3, stride = 2 | 56 × 56 × 128 |
| Residual module(b)_1×1 | 3 × 3, 128, stride = 1 | 56 × 56 × 256 |
| Residual module(b)_2×2 | 1 × 1, 128, stride = 1 | 56 × 56 × 256 |
| Residual module(b)_3×1 | 1 × 1, 256, stride = 1 | 28 × 28 × 512 |
| Residual module(b)_4×3 | 1 × 1, 512, stride = 1 | 28 × 28 × 512 |
| Residual module(b)_5×1 | 1 × 1, 1024, stride = 1 | 14 × 14 × 1024 |
| Residual module(b)_6×5 | 1 × 1, 512, stride = 1 | 14 × 14 × 1024 |
| Residual module(b)_7×1 | 1 × 1, 1024, stride = 1 | 7 × 7 × 2048 |
| Residual module(b)_8×2 | 1 × 1, 2048, stride = 1 | 7 × 7 × 2048 |
| Avgpooling_1 | 7 × 7 | 1 × 1 × 2048 |
| Fully connection_1 | - | 2048 |
| Output      | -            | 29           |

3.5. Evaluation Method

Performances of different CNNs for the testing dataset were evaluated and compared using accuracy, recall, precision, and F1 score evaluation methods.

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \tag{4}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{5}
\]

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{6}
\]

\[
\text{F1score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{7}
\]

where TP is True Positive, FN is False Negative, FP is False Positive, and TN is True Negative. These four evaluation parameters were used to measure the effectiveness of the model.
4. Experiments

4.1. Implementation Details

All experiments were performed on an Intel Quad Core i7 CPU and Tesla-K80 Nvidia graphics card. We implemented our code using Python. OpenCV 2.4.1 was used for computer vision operations of data processing. TensorFlow 1.15 was used for the deep learning CNN model.

4.2. Results of TSM Method

Figure 7 shows images at outputs of feature extraction and the addition operation. J and Z were dynamic gestures and A was the static gesture. Original images were input to stream A and stream B. The convolutional feature maps were generated after convolution processing in two streams. After the addition layer, the feature contrast was enhanced for static gestures and motion features were preserved for dynamic gestures.

![Figure 7. Different Feature maps.](image)

4.3. Comparison of Results

Table 4 shows accuracy results for the three kernel sizes. TSM-ResNet50 was used to choose the best kernel size for sign language feature extraction in the TSM. The $3 \times 3$ convolution kernel for feature extraction had the highest accuracy.

| Kernel Size | Accuracy  |
|-------------|-----------|
| $3 \times 3$ | 97.57%    |
| $5 \times 5$ | 97.47%    |
| $7 \times 7$ | 97.42%    |

Table 5 shows accuracies of the three models depending on the concatenation method. They showed almost the same results, with TSMA-ResNet50 having a slightly higher
accuracy. TSMA was selected in a concatenation operation for feature map Y. The TSMA-
ResNet50 was named as TSM-ResNet50 for sign language recognition in this paper.

Table 5. Accuracy of TSM-ResNet-50 for ASL Alphabet Dataset.

| Structure         | Accuracy |
|-------------------|----------|
| TSMA-ResNet50     | 97.57%   |
| TSMB-ResNet50     | 97.49%   |
| TSMAB-ResNet50    | 97.51%   |

Table 6 shows the results of TSM-CNNs for MNIST and ASL datasets. Models with
a TSM block had better performance than those without a TSM block. The TSM method
helped CNN extract correlation features of dynamic gesture images in sign language.
According to the time for recognition of one time from the MNIST and ASL test dataset,
the calculation time of each model was not affected much after using the TSM method. The
test time for recognition of one time in the TSM-ResNet18 and TSM-ResNet50 models was
less than 0.5 s and also satisfied the real-time recognition requirements as a classification
part. The accuracy of each CNN with the application of TSM also increased. Thus, the TSM
method is relatively efficient, which improves the neural network recognition performance.

Table 6. Results Comparison of TSM-CNNs.

| Structure         | MNIST Dataset | ASL Alphabet Dataset |
|-------------------|---------------|----------------------|
|                   | Accuracy  | Precision  | Recall  | F1-Score | Time  | Accuracy  | Precision  | Recall  | F1-Score | Time  |
| LeNet             | 89.31%    | 88.72%     | 88.23%  | 88.93%   | 1.1 ms | 88.43%    | 87.68%     | 87.35%  | 87.76%   | 1.1 ms |
| TSM-LeNet         | 90.42%    | 91.58%     | 91.76%  | 91.16%   | 1.3 ms | 89.18%    | 91.35%     | 91.17%  | 91.35%   | 1.4 ms |
| AlexNet           | 94.74%    | 89.95%     | 89.38%  | 89.24%   | 5.0 ms | 93.64%    | 88.46%     | 87.88%  | 87.92%   | 4.8 ms |
| TSM-AlexNet       | 94.96%    | 93.54%     | 93.45%  | 93.75%   | 5.2 ms | 94.07%    | 93.22%     | 93.52%  | 92.91%   | 5.1 ms |
| ResNet18          | 98.13%    | 94.16%     | 94.23%  | 94.11%   | 11.1 ms| 96.97%    | 93.77%     | 94.38%  | 94.17%   | 11.4 ms|
| TSM-ResNet18      | 98.36%    | 94.25%     | 94.56%  | 94.34%   | 11.4 ms| 97.11%    | 93.98%     | 93.66%  | 93.54%   | 11.7 ms|
| ResNet50          | 98.88%    | 94.37%     | 94.27%  | 94.30%   | 25.6 ms| 97.41%    | 94.01%     | 93.56%  | 93.88%   | 25.1 ms|
| TSM-ResNet50      | 99.09%    | 94.48%     | 94.56%  | 94.52%   | 25.8 ms| 97.57%    | 94.36%     | 94.07%  | 94.06%   | 25.5 ms|

From the recognition results of the MNIST dataset with only static gestures, the use
of the TSM method also improved the accuracy. The addition operation in TSM helped static
gestures achieve a clearer expression. The TSM-ResNet50 achieved the best result in both
MNIST and ASL Alphabet datasets. Thus, this model was chosen for the sign language
recognition model in this paper. Evaluation results showed that the processing results
of the models were effective and creditable. TSM-CNN minimized the error rate in the
recognition of dynamic gestures J and Z as shown in Table 7.

Table 7. Results of Comparing J and Z in ASL Dataset.

| Structure         | Error Rate |
|-------------------|------------|
|                   | J     | Z     |
| LeNet             | 11.61% | 11.09% |
| TSM + LeNet       | 10.81% | 10.13% |
| AlexNet           | 7.93%  | 8.15%  |
| TSM + AlexNet     | 7.66%  | 7.78%  |
| ResNet18          | 5.18%  | 4.93%  |
| TSM + ResNet18    | 4.86%  | 4.67%  |
| ResNet50          | 4.72%  | 4.59%  |
| TSM + ResNet50    | 4.51%  | 4.36%  |

The results showed that the recognition accuracy was increased by the application
of TSM. The TSM retained the original information and the correlation information to
help the CNN model recognize dynamic gestures more accurately. The addition operation enabled better expression of correlation features between current and previous images. The concatenation operation prevented the loss of convolutional feature maps. Figure 8 shows loss curves vs. epochs for TSM-ResNet50. Training loss and test loss converged. The gap between them was minimal. TSM-ResNet50 had a good performance in ASL recognition.

Figure 8. Training and test loss of TSM-ResNet50 depending on the epoch.

5. Discussion

ASL recognition is a branch of SL recognition, as an auxiliary language mainly used for spelling correction, the spelling of people’s names, and book titles. ASL is used relatively infrequently among deaf people but is indispensable. Compared with other SL categories, the ASL expression is relatively simple. However, the high similarity of some gestures in ASL challenges accurate recognition. There is currently a lack of more efficient techniques with lower model complexity for ASL recognition, so the TSM-CNN method is proposed in this paper. TSM-ResNet50 is selected for ASL recognition finally.

Table 8 shows results of the comparison with some previous works. The proposed work achieves almost the highest accuracy in 29 classes of ASL recognition. The mobileNet of Alashhab et al. classify only five classes of gestures. Thus, the accuracy is high. The RNN-based system [38] fuses four deep RNN models to study the sequences, and a deep learning model consisting of BLSTM in a 3D-ResNet enhances series learning for sign language recognition. However, due to the high complexity of those models, they cannot show their superiority in the ASL alphabet recognition. For this supplementary and indispensable simple sign language, combining sequence information and original image information through the proposed TSM method with the powerful recognition ability of CNN reduces the complexity of the model and low computing consumption, and obtain relatively accurate recognition results. The self-mutual distillation learning-based system [39] yields a label for each time step concerning the continuous words. The 3D ConvNet with the BiLSTM system [40] is used for data extraction and enhancement of time series information to increase the model performance. These two methods exhibit excellent recognition performance in datasets different from ASL. However, as the expression of ASL Alphabet is not a complex expression that strongly depends on time and continuous actions or gestures, it is difficult for these methods to show excellent performance for ASL Alphabet dataset recognition in this paper. The highly time-series-dependent and complex model also makes it difficult to achieve outstanding performance in ASL. Our model is built for better ASL recognition with low model complexity, and the CNN-based method achieves better expression for the feature information of the gestures. Our model is designed to
focus on the ASL alphabet dataset, so it has a simple structure, low time consumption, and high accuracy, but it is not appropriate to recognize other ALS languages with highly time-series-dependent and complex movements, which is the limitation and disadvantage of our model.

Table 8. Comparison of Our Work with Previous Works.

| Authors                     | Works                                                                 | Accuracy |
|-----------------------------|-----------------------------------------------------------------------|----------|
| Das, A. et.al.,             | Transfer learning using Inceptionv3 on custom dataset                 | 90.0%    |
| 2018 [43]                  |                                                                       |          |
| Alashhab, S. et. al.,      | Transfer learning on multiple architectures in VGGNet, ResNet, etc.,  | 99.45%   |
| 2018 [44]                  | on 5 custom classes of hand gestures                                  |          |
| Kania, K. et. al.,         | Transfer learning using Wide Residual Networks with data augmentation on ASL alphabet | 93.3%    |
| 2018 [45]                  |                                                                       |          |
| Garcia and Viesca,         | CNN on 24 ASL Alphabet with GoogLeNet transfer learning               | 70%      |
| 2016 [46]                  |                                                                       |          |
| Bousbai, K. and Merah, M.  | Compare custom CNN model and transfer learning using MobileNetV2 on ASLs | 97.06%   |
| 2019 [47]                  |                                                                       |          |
| QingGao et al.,            | 2S-CNN model on ASL dataset                                           | 92.08%   |
| 2019 [29]                  |                                                                       |          |
| Borg et.al.,               | RNN-based system for RWTH-Phoenix Weather dataset of sign language recognition | 97.19%   |
| 2020 [37]                  |                                                                       |          |
| Li et.al.,                 | 2D-CNN with joints encoding hand gesture recognition for 14-class ASL alphabet | 96.31%   |
| 2021 [41]                  |                                                                       |          |
| Hao et al.,                | Self-mutual distillation learning for sign language recognition       | 80%      |
| 2021 [38]                  |                                                                       |          |
| Adaloglou et al.,          | Inflated 3D ConvNet with BLSTM for sign language recognition          | 89.74%   |
| 2022 [40]                  |                                                                       |          |
| Kothadiya et. al.,         | Four different sequences of LSTM and GRU for ASL recognition          | 95.3%    |
| 2022 [42]                  |                                                                       |          |
| Proposed Work              | TSM-ResNet50 on 29 classes of ASL Alphabet                            | 97.57%   |

With the 2D-CNN with the joints encoding [41] method with high-hands-information-capture-hardware requirements, our model achieves better performance at a lower cost with only a camera. An LSTM method for ASL recognition [42] with four different sequential shows excellent performance in dynamic images, but lower recognition performance in static images that do not rely on sequences, so using CNN as the final classification method with the proposed TSM block is more suitable for ASL recognition.

The TSM method proposed in this paper makes up for shortcomings of traditional single-stream CNN [43–47] in poor processing dynamic gesture data, making CNN more flexible in processing image classification problems and higher accuracy. Our proposed TSM method simultaneously improves the feature extraction ability of dynamic and static gestures with higher recognition performance due to the addition and concatenation operations in TSM that enable features to be expressed more abundantly without losing information.

The proposed TSM-ResNet50 model demonstrates its feasibility as a recognition module in the RGB capture-based translation tool, and an actual application of our model is to help hearing-impaired people better communicate when they need to use the recognition system in name spelling, book spelling, and letter correction.

6. Conclusions and Future Work

Deep learning technology has achieved great success in speech recognition, image classification, target detection, and other fields. The application of deep learning models developed for various computer vision fields has been used in our daily life.

In this paper, a TSM method was proposed for CNN performance improvement. The TSM-CNN system was composed of preprocessing, the TSM block, and CNN classifiers. Two consecutive images for dynamic gestures were used as inputs of streams A and B. Models of LeNet [6], AlexNet [7], ResNet18 [8], and ResNet50 [9] with or without TSM
were compared to evaluate the performance of the TSM. Experimental results showed that application of TSM improved the feature capture ability for dynamic gestures. An addition operation was performed in the fusion step to obtain correlation information between current and previous images, which increased the accuracy of recognition. Therefore, the resulting feature vector from TSM had a stronger discernibility. The experimental results also showed that the TSM-ResNet50 model had better performance than several other CNN models.

In the future, a real-time, high-accuracy, and relatively low-cost sign language recognition system will be developed for recognizing dynamic gestures or videos in other fields and a sign language recognition system for hearing-impaired people.

**Author Contributions:** Conceptualization, Y.M. and K.K.; methodology, Y.M. and K.K.; software, Y.M. and K.K.; validation, Y.M. and K.K.; formal analysis, Y.M.; investigation, Y.M. and K.K.; resources, Y.M. and T.X.; data curation, Y.M. and T.X.; writing—original draft preparation, Y.M.; writing—review and editing, Y.M. and K.K.; visualization, Y.M. and T.X.; supervision, Y.M. and K.K.; project administration, Y.M. and K.K.; funding acquisition, Y.M. and K.K. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research received no external funding.

**Data Availability Statement:** The datasets used in this paper are come from Kaggle’s website [30,31].

**Conflicts of Interest:** The authors have no conflicts of interest relevant to this study to disclose.

**References**

1. World Federation of the Deaf (WFD). Available online: https://wfdeaf.org (accessed on 7 June 2022).
2. National Institute on Deafness and Other Communication Disorders (NIDCD). Available online: https://www.nidcd.nih.gov/health/american-sign-language (accessed on 7 June 2022).
3. Rastgoo, R.; Kiani, K.; Escalera, S. Sign language recognition: A deep survey. *Expert Syst. Appl.* 2021, 164, 113794. [CrossRef]
4. Wang, P.; Li, W.; Liu, S.; Gao, Z.; Tang, C.; Ogumbona, P. Large-scale isolated gesture recognition using convolutional neural networks. In Proceedings of the 2016 23rd International Conference on Pattern Recognition (ICPR), Cancun, Mexico, 4–8 December 2016; pp. 7–12.
5. Elboushaki, A.; Hannane, R.; Afdel, K.; Koutti, L. MultiD-CNN: A multi-dimensional feature learning approach based on deep convolutional networks for gesture recognition in RGB-D image sequences. *Expert Syst. Appl.* 2020, 139, 112829. [CrossRef]
6. Hou, Y.; Chen, Z.B. LeNet-5 improvement based on FPGA acceleration. *J. Eng.* 2020, 2020, 526–528. [CrossRef]
7. Wagle, S.A.; Harikrishnan, R. Comparison of Plant Leaf Classification Using Modified AlexNet and Support Vector Machine. *Trait. Signal.* 2021, 39, 79–87. [CrossRef]
8. Zhou, Y.; Ren, F.; Nishide, S.; Kang, X. Facial sentiment classification based on resnet-18 model. In Proceedings of the 2019 International Conference on Electronic Engineering and Informatics (EEl), Nanjing, China, 8–10 November 2019; pp. 463–466.
9. Xiao, T.; Chao, C. Modulation pattern recognition based on resnet50 neural network. In Proceedings of the 2nd IEEE International Conference on Information Communication and Signal Processing, Weihai, China, 28–30 September 2019; Volume 97, pp. 34–38.
10. Adewuyi, A.A.; Hargrove, L.J.; Kuiken, T.A. An analysis of intrinsic and extrinsic hand muscle EMG for improved pattern recognition control. *IEEE Trans. Neural Syst. Rehabil. Eng.* 2015, 24, 485–494. [CrossRef] [PubMed]
11. Huang, D.; Zhang, X.; Saponas, T.S.; Fogarty, J.; Gollakota, S. Leveraging dual-observable input for fine-grained thumb interaction using forearm EMG. In Proceedings of the 28th Annual ACM Symposium on User Interface Software & Technology, Charlotte, NC, USA, 11–15 November 2015; pp. 523–528.
12. Neverova, N.; Wolf, C.; Taylor, G.; Nebout, F. Moddrop: Adaptive multi-modal gesture recognition. *IEEE Trans. Pattern Anal. Mach. Intell.* 2015, 38, 1692–1706. [CrossRef]
13. Sherstinsky, A. Fundamentals of recurrent neural network (RNN) and long short-term memory (LSTM) network. *Phys. D Nonlinear Phenom.* 2020, 404, 132306. [CrossRef]
14. Cate, H.; Dalvi, F.; Hussain, Z. Sign language recognition using temporal classification. *arXiv* 2017, arXiv:1701.01875. [CrossRef]
15. Chai, X.; Liu, Z.; Yin, F.; Liu, Z.; Chen, X. Two streams recurrent neural networks for large-scale continuous gesture recognition. In Proceedings of the International Conference on Pattern Recognition (ICPR), Cancun, Mexico, 4–8 December 2016.
16. Li, X.; Mao, C.; Huang, S.; Ye, Z. Chinese sign language recognition based on shs descriptor and encoder-decoder lstm model. In Proceedings of the Chinese Conference on Biometric Recognition, Shenzhen, China, 28–29 October 2017; pp. 719–728.
17. Lin, C.; Wan, J.; Liang, Y.; Li, S.Z. Large-scale isolated gesture recognition using a refined fused model based on masked Res-C3D network and skeleton LSTM. In Proceedings of the 13th International Conference on Automatic Face & Gesture Recognition (FG 2018), Xi’an, China, 15–19 May 2018; pp. 52–58.
18. Pu, J.; Zhou, W.; Li, H. Dilated convolutional network with iterative optimization for continuous sign language recognition. In Proceedings of the 27th International Joint Conference on Artificial Intelligence (IJCAI-18), Stockholm, Sweden, 13–19 July 2018; pp. 885–891.

19. Wang, S.; Guo, D.; Zhou, W.-G.; Zha, Z.-J.; Wang, M. Connectionist temporal fusion for sign language translation. In Proceedings of the 26th ACM International Conference on Multimedia, Seoul, Korea, 22–26 October 2018; pp. 1483–1491.

20. Kim, S.; Ji, Y. An effective sign language learning with object detection based ROI segmentation. In Proceedings of the 2018 Second IEEE International Conference on Robotic Computing (IRC), Laguna Hills, CA, USA, 31 January–2 February 2018; pp. 330–333.

21. Devineau, G.; Moutarde, F.; Xi, W.; Yang, J. Deep learning for hand gesture recognition on skeletal data. In Proceedings of the 13th IEEE International Conference on Automatic Face & Gesture Recognition (FG 2018), Xi’an, China, 15–19 May 2018; pp. 106–113.

22. El-Sawy, A.; Hazem, E.L.B.; Loey, M. CNN for handwritten Arabic digits recognition based on LeNet-5. In Proceedings of the International Conference on Advanced Intelligent Systems and Informatics, Cairo, Egypt, 24–26 November 2016; Springer: Cham, Switzerland, 2016; pp. 566–575.

23. Arnab, A.; Dehghani, M.; Heigold, G.; Sun, C.; Lučić, M.; Schmid, C. Vivit: A video vision transformer. In Proceedings of the IEEE/CVF International Conference on Computer Vision, Montreal, QC, Canada, 10–17 October 2021; pp. 6836–6846.

24. Huang, X.; Khetan, A.; Cvitkovic, M.; Karrin, Z. Tabtransformer: Tabular data modeling using contextual embeddings. arXiv 2020, arXiv:2012.06678.

25. Aloyistus, N.; Geetha, M.; Nedungadi, P. Incorporating Relative Position Information in Transformer-Based Sign Language Recognition and Translation. IEEE Access 2021, 9, 145929–145942. [CrossRef]

26. Zhao, Y.; Man, K.L.; Smith, J.; Siddique, K.; Guan, S.U. Improved two-stream model for human action recognition. EURASIP J. Image Video Process. 2020, 24. [CrossRef]

27. Chen, J.C.; Lee, C.Y.; Huang, P.Y.; Lin, C.R. Driver Behavior Analysis via Two-Stream Deep Convolutional Neural Network. Appl. Sci. 2020, 10, 1908. [CrossRef]

28. Huang, J.; Zhou, W.; Zhang, Q.; Li, H.; Li, W. Video-based sign language recognition without temporal segmentation. In Proceedings of the 32nd AAAI Conference on Artificial Intelligence (AAAI-18), New Orleans, LA, USA, 2–7 February 2018; pp. 1–8. [CrossRef]

29. Gao, Q.; Ogenyi, U.E.; Liu, J.; Ju, Z.; Liu, H. A two-stream CNN framework for American sign language recognition based on multimodal data fusion. In UK Workshop on Computational Intelligence; Springer: Cham, Switzerland, 2019.

30. MNIST Dataset. Available online: https://www.kaggle.com/datamunge/sign-language-mnist (accessed on 27 June 2021).

31. ASL Dataset. Available online: https://www.kaggle.com/grassknoted/asl-alphabet (accessed on 27 June 2021).

32. Mikolajczyk, A.; Grochowski, M. Data augmentation for improving deep learning in image classification problem. In Proceedings of the 2018 International Interdisciplinary PhD Workshop (IIPhDW), Swinoujscie, Poland, 9–12 May 2018; pp. 117–122. [CrossRef]

33. Banerjee, C.; Mukherjee, T.; Pasiliao, E., Jr. An empirical study on generalizations of the ReLU activation function. In Proceedings of the 2019 ACM Southeast Conference, Kennesaw, GA, USA, 18–20 April 2019; pp. 164–167.

34. Dubey, A.K.; Jain, V. Comparative study of convolution neural network’s relu and leaky-relu activation functions. In Applications of Computing, Automation and Wireless Systems in Electrical Engineering; Springer: Singapore, 2019; pp. 873–880.

35. Ballester, P.; Araujo, R.M. On the performance of GoogleLeNet and AlexNet applied to sketches. In Proceedings of the 30th AAAI Conference on Artificial Intelligence, Phoenix, Arizona, USA, 12–17 February 2016.

36. Santurkar, S.; Tsipras, D.; Ilyas, A.; Madry, A. How does batch normalization help optimization? arXiv 2018, arXiv:1805.11604.

37. Balduzzi, D.; Frean, M.; Leary, L.; Lewis, J.P.; Ma, K.W.D.; McWilliams, B. The shattered gradients problem: If resnets are the answer, then what is the question. In International Conference on Machine Learning; PMLR: Tempe, AZ, USA, 2017.

38. Bartoli, A.; Fusiello, A. (Eds.) Phonologically-meaningful subunits for deep learning-based sign language recognition. In Computer Vision—ECCV 2020 Workshops; Lecture Notes in Computer Science; Springer: Berlin/Heidelberg, Germany, 2020; pp. 199–217.

39. Hao, A.; Min, Y.; Chen, X. Self-mutual distillation learning for continuous sign language recognition. In Proceedings of the 2021 IEEE/CVF International Conference on Computer Vision (ICCV), Montreal, QC, Canada, 10–17 October 2021; pp. 11303–11312.

40. Adaloglou, N.; Chatzis, T. A Comprehensive Study on Deep Learning-based Methods for Sign Language Recognition. IEEE Trans. Multimed. 2022, 24, 1750–1762. [CrossRef]

41. Li, Y.; Ma, D.; Yu, Y.; Wei, G.; Zhou, Y. Compact joints encoding for skeleton-based dynamic hand gesture recognition. Comput. Graph. 2021, 97, 191–199. [CrossRef]

42. Kothadiya, D.; Bhatt, C.; Sapariya, K.; Patel, K.; Gil-Gonzalez, A.B.; Corchado, J.M. Deepsign: Sign Language Detection and Recognition Using Deep Learning. Electronics 2022, 11, 1780. [CrossRef]

43. Das, A.; Gawde, S.; Suratwala, K.; Kalbande, D. Sign language recognition using deep learning on custom processed static gesture images. In Proceedings of the 2018 International Conference on Smart City and Emerging Technology (ICSCTET), Mumbai, India, 5 January 2018.

44. Alashhab, S.; Gallego, A.-J.; Lozano, M.Á. Hand gesture detection with convolutional neural networks. In Proceedings of the International Symposium on Distributed Computing and Artificial Intelligence, Toledo, Spain, 20–22 June 2018; pp. 45–52.
45. Kania, K.; Markowska-Kaczmar, U. American sign language fingerspelling recognition using wide residual networks. In Proceedings of the International Conference on Artificial Intelligence and Soft Computing, Zakopane, Poland, 3–7 June 2018; pp. 97–107.
46. Garcia, B.; Viesca, S.A. Real-time American sign language recognition with convolutional neural networks. *Convolutional Neural Netw. Vis. Recognit.* 2016, 2, 225–232.
47. Bousbai, K.; Merah, M. A comparative study of hand gestures recognition based on MobileNetV2 and ConvNet models. In Proceedings of the 2019 6th International Conference on Image and Signal Processing and their Applications (ISPA), Mostaganem, Algeria, 24–25 November 2019; pp. 1–6.