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ABSTRACT Multi-focus image fusion is an image processing that generates an integrated image by merging multiple images from different focus area in the same scene. For most fusion methods, the detection of the focus area is a critical step. In this paper, we propose a multi-focus image fusion algorithm based on a dual convolutional neural network (DualCNN), in which the focus area is detected from super-resolved images. Firstly, the source image is input into a DualCNN to restore the details and structure from its super-resolved image, as well as to improve the contrast of the source image. Secondly, the bilateral filter is used to reduce noise on the fused image, and the guided filter is used to detect the focus area of the image and refine the decision map. Finally, the fused image is obtained by weighting the source image according to the decision map. Experimental results show that our algorithm can well retain image details and maintain spatial consistency. Compared with existing methods in multiple groups of experiments, our algorithm can achieve better visual perception according to subjective evaluation and objective indexes.

INDEX TERMS Multi-focus image fusion, super-resolution, dual convolutional neural network, focus area detection.

I. INTRODUCTION

Due to the limitation of the depth of field in the optical lens, objects at different distances in the same scene cannot be fully focused by cameras. The area within the depth of field is usually a sharp focus area, while the area outside the depth of field is usually a blurry defocus area [1]. Multi-focus image fusion technology is used to extract different focus areas from multiple images in the same scene to synthesize a clear image. The fusion process can also be regarded to improve the image quality on image processing [2], since clear all-focus images are more suitable for human visual perception systems and post-processing.

Generally, the existing image fusion algorithms can be divided into pixel-level fusion, feature-level fusion and decision-level fusion [3]. Pixel-level image fusion directly processes the single pixel of the images to generate the fusion result. Feature-level image fusion works in a way by extracting the edge texture and structure information in an image. The region-based image fusion algorithm is an important method of feature-level fusion [4]. Decision-level image fusion makes use of the feature information from the feature-level image according to the specific requirements and then makes the optimal decision directly according to certain criteria and the credibility of each decision [5]. Pixel-level image fusion is the fundamental fusion of the three levels, on which our works focus on this paper.

Pixel-level image fusion algorithms are generally divided into three categories: methods based on transform domain,
based on spatial domain and based on sparse representation [6]. The methods based on the transform domain are generally implemented by three steps: image multi-scale decomposition, fusion of the coefficients generated by the transformation, and multi-scale reconstruction based on the fused coefficients. Among the representative algorithms is image fusion based on Laplace pyramid transform [7], discrete wavelet transform [8], curvelet transform [9], contourlet transform [10], and shearlet transform [11] and so on. Spatial domain-based methods include image fusion based on: max-min filtering [12], image block matching [13], guided filter [14], dense-scale feature-invariant methods [15] and multi-focus image fusion algorithms based on boundary discovery [16]. Methods based on sparse representation include multi-focus image fusion based on sparse representation [17], convolution sparse representation [18], dictionary sparse representation [19], multi-scale transform and sparse representation [20], and so on. Although these methods can improve the fusion quality of the image to a certain extent, they still are not able to obtain the optimal fusion result due to the artifacts caused by low contrast and block effect.

In recent years, with the significant improvement in computing power, convolutional neural networks (CNN) have been widely used in image fusion, image segmentation, image classification, image recognition, image denoising and other fields. CNNs demonstrate their powerful automatic feature learning capability by designing a multi-layer network structure [21]–[25]. As an end-to-end model, CNN can deeply learn its features of multiple levels by setting with different levels. A shallow network has a convolutional layer with a small perceptual domain and can only learn features of some local areas, such as the structure of an image. A deeper network has a larger convolution perception layer and can learn more abstract features, such as image detail textures. Liu et al. [21] are the pioneers to bring convolutional neural networks into image fusion. They designed a dual network with two-channel weights to classify the focused and defocused pixels of the source image, then obtain the initial decision map, later segment the image and optimize it with post-processing algorithms, such as consistency verification. Tang et al. [26] proposed a pixel-level convolutional neural network to identify focused and unfocused pixels. They also created a multi-focus image training set to simulate different focus situations through masks with 12 geometric models. Mustafa et al. [27] proposed a multi-focus image fusion algorithm with a multi-scale convolutional neural network framework. Except for the basic convolutional layer, they introduced a set of 3 convolutional layers with different sizes of convolution kernels and added jump connections between convolutional layers to extract more features in multi-focus images. Ma et al. [28] proposed a boundary sensing method based on the residual network, which extracts features directly from the source image through a dual network and refined the decision map by post-processing.

Because multi-focus image fusion can effectively synthesize focused areas in multiple images in the same scene, the quality of the fused image depends largely on the successful detection of the focus area of the image. Authors in [29] proposed a multi-scale weighted gradient-based multi-focus image fusion algorithm. This algorithm used a large scale to solve the fusion problem caused by image anisotropy blur and registration error, and small scale to determine the focus area boundary. In [30], Ma et al. proposed a two-scale multi-focus image fusion algorithm based on an enhanced random walk algorithm. This method uses a random walk algorithm on two-scale to detect focus areas. Although this method can improve the accuracy of detection on focused and defocused areas, when processing multi-focus images with complex backgrounds, a small number of areas with incorrect recognition still appear. In [15], the authors proposed a multi-focus image fusion algorithm based on dense scale-invariant feature transformation. This algorithm uses a sliding window to extract the local feature of an image and detect focused areas of the image. Although this method can improve the fusion quality, artificial artifacts may still generate. In order to effectively eliminate noise and reduce artificial textures, in [31], the authors bring guided filter for the focus area detection. Because the guided filter can maintain the structure and edges of an image, this fusion algorithm proposed in [31] can effectively enhance image details. So we also employ a guided filter for focus area detection in this work.

In the detection of the focus area, the above methods usually use the original images to detect the focus area, which often leads to a large boundary error of the focus area. It is more serious for color image fusion. In order to better detect the focus area, many scholars try to carry out super-resolution for each source image to recover the lost image details during image acquisition, and then detect the focus area, so as to obtain better image fusion effect. In [32], Aymaz et al. firstly introduced the image super-resolution algorithm into multi-focus image fusion. They used the bi-cubic interpolation based super-resolution algorithm to retain more details of the original image in image fusion. In [33], Yang et al. proposed a multi-resolution image fusion algorithm based on super-resolution via convolutional neural network, which uses an end-to-end CNN mapping to improve the quality of the source image. In general, image super-resolution algorithms can be implemented by two types of methods, that is, simple interpolation methods and neural network based methods. These simple interpolation methods can be found in the industry: nearest neighbor...
interpolation, bi-cubic interpolation and bilinear interpolation [32]. Bi-cubic interpolation, for example, uses the relationship between adjacent pixels to do interpolation. This method is particularly prominent in retaining edge details, but this linear model is still insufficient to restore high-frequency details. The method based on neural network is to learn non-linear feature mapping of the low-resolution input image to the high-resolution target image, which can recover more details at high frequencies. With the development of the convolutional neural network, CNN is widely used in image super-resolution analysis. In [34], the authors proposed a deep learning method for single image super-resolution (named as SRCNN). SRCNN has a lightweight structure, which can achieve fast speed for practical on-line use. However, the structure of SRCNN is relatively simple, only three convolutional layers are used for feature extraction, which will lose some image details. In [35], in order to extract more image detailed information, a 20-layer deep neural residual network was introduced into super-resolution image reconstruction. The introduction of residual structure not only improves the convergence of model training speed, but also brings a deep network structure with a wider receptive field. Although residual learning can better retain the high-frequency details, it still brothers the low-frequency errors in the structure. In order to better restore the image, we use the DualCNN in [36] for image super-resolution reconstruction. The DualCNN network is divided into two channels, the deep-level network is used to estimate the details, and the shallow-level network is used to estimate the structure. By learning the non-linear feature mapping between input and output, a high-quality image is finally generated.

In multi-focus image fusion, the resolution of the source images has a great influence on the quality of the fused image. Low-resolution images lead to poor fusion effect in the image fusion processing. The super-resolution reconstruction can not only make the image contain more image information, but also improve the quality of the image. Simultaneously, the performance of multi-focus image fusion is affected by the accuracy of image focus area detection. The higher the sharpness of the image is, the more accurately the focus area can be identified, which can improve the fusion effect. Therefore, we use a super-resolution image to improve the quality of source images. Color images contain rich colors and texture information. However, the defocus areas in color images have poor edge and texture information. Through super-resolution reconstruction, we can restore the edge and texture information in defocus area of color images, and can obtain better fusion performance.

To get better color fusion image, we propose a color image fusion algorithm based on image super-resolution reconstruction. Firstly, we use DualCNN to reconstruct the super-resolution of color images. Secondly, in order to suppress the noise generated by super-resolution, we introduce bilateral filtering to denoise the reconstructed super-resolution images and optimize the image edges. Then, the difference images are generated by the super-resolution reconstruction images and the source images. From the initial focus area detected by combining with the above difference images and guide filter, we can obtain the initial decision map. Later, the final decision map is obtained by small area removal strategy and refined by the guide filter, and the fusion image is further obtained. The main contributions of the proposed method can be summarized as follows.

(1) Super-resolution reconstruction based on DualCNN is applied to enhance the detailed information and improves the image resolution of the color images, which can improve the clarity of the color images and can increase the accuracy in the recognition of the focus area to generate better fused images.

(2) The bilateral filter is used for suppressing the noise in super-resolution image and guided filtering is used for enhancing the image details in the focus area detection, which can maintain the edge structure and the spatial consistency.
of the images. Compared with other algorithms, the artificial artifacts generated after fusion can be effectively avoided by the proposed method. Our algorithm is very efficient and suitable for big data applications.

The rest of this article is arranged as follows: In section 2, we mainly introduce some related work used in our algorithm. In section 3, we illustrate the framework of our algorithm. In section 4, we compare the proposed algorithm and other algorithms in color multi-focus images and gray-scale multi-focus images separately. Finally, we give some conclusions in section 5.

II. RELATE WORK
A. CONVOLUTIONAL NEURAL NETWORK
Generally, the framework of CNN is divided into 3 parts, namely the convolutional layer, the pooling layer and the fully connected layer [37]. A classic convolutional neural network framework is shown in FIGURE 1. Among all the layers, the convolution layer is the core layer for designing a neural network, which uses the convolution kernel to extract different levels of features from an image.

CNN convert the input image into a feature map by using a set of filters in the convolution layer and transform this set of feature maps into another set of feature maps by all convolution layers. This process can be described as follows.

\[
y_j^l = \max(0, \sum_i k_{ij}^l x^i + b^l),
\]

where \(x^i\) is the \(i-th\) feature map of the input, \(y_j^l\) is the \(j-th\) feature map of the output, \(k_{ij}^l\) is the convolution kernel of \(x^i\) and \(y_j^l\), and \(b^l\) is the bias, and * is the convolution operator.

Conventionally, super-resolution can be processed by using simple nearest-neighbor interpolation or bi-cubic interpolation, but artificial noise often appears in the recovered images. Due to the advantages of CNN in feature extraction, we choose it for super-resolution reconstruction.

B. BILATERAL FILTER AND GUIDED FILTER
The bilateral filter is a kind of widely used non-linear filter, which can effectively reduce the superimposed noise while maintaining the edge details of the image [38]. The output pixel value is obtained by the weighted combination of neighboring pixels, as shown in formula (2):

\[
BF(I)_p = \frac{1}{W_p} \sum_{q \in N(p)} G_{\sigma_s}(\|p - q\|)G_{\sigma_r}(\|I_p - I_q\|)I_q,
\]

where \(I_p\) is the input image. \(BF(I)_p\) is the filtered image, \(p\) is the pixel points in the image, and \(N(p)\) is the neighborhood pixels near the pixel \(p\) whose size is \((2N + 1) \times (2N + 1)\). \(G_{\sigma_s}\) and \(G_{\sigma_r}\) represent the weights of the spatial domain according to the geometric space distance and the intensity domain according to the pixel difference, respectively. \(\sigma_s\) is the spatial proximity factor, \(\sigma_r\) is the intensity similarity factor, \(G_{\sigma_s}\) and \(G_{\sigma_r}\) are two factors that affect the filtering effect, \(G_{\sigma_s}\) and \(G_{\sigma_r}\) are calculated as shown in formula (3-4).

\[
G_{\sigma_s}(\|p - q\|) = \exp(-\frac{(p_x - q_x)^2 + (p_y - q_y)^2}{2\sigma_s^2}),
\]

\[
G_{\sigma_r}(\|p - q\|) = \exp(-\frac{(I_p - I_q)^2}{2\sigma_r^2}),
\]

where \(W_p\) is the product of the weight coefficients in the spatial domain and the intensity domain, which can be calculated as formula (5).

\[
W_p = \sum_{q \in N(p)} G_{\sigma_s}(\|p - q\|)G_{\sigma_r}(\|I_p - I_q\|),
\]

In general, the larger the value of \(\sigma_s\), the more blur the flat area of the image, and the larger the value of \(\sigma_r\), the more blur the edge area of the image. So, the effect of bilateral filter is controlled by \(\sigma_s\) and \(\sigma_r\). Because the fusion effect of multi-focus images is usually disturbed by noise, we use bilateral filter to denoise the multi-focus images after super-resolution, as well as maintain good edge details. In order...
to obtain higher quality images, $\sigma_s$ and $\sigma_r$ are set to 3 and 0.6 respectively. At the same time, we set $N$ in the neighborhood size of the pixel to 3.

The guided filter is a linear filter, which can better retain the details of the image and avoid the computation depending on the size of the filter [14], [39]–[41]. Assuming that the output image is $q$ and the guide image is $I$, the local linear relationship between the output image $q$ and the guide image $I$ can be described as in formula (6).

$$q_i = \alpha_k I_i + b_k, \quad \forall i \in \omega_k,$$

where $i$ and $k$ are the indices of the pixels, and $\alpha, b$ are the coefficients of the linear function when the neighborhood center is at $k$. $\omega_k$ is a local window of size $(2r+1) \times (2r+1)$ with the pixel $k$ as the center.

The next step is to solve the coefficients of the linear function by minimizing the error between the output value $q$ and the filtering image $p$, that is:

$$E(\alpha_k, b_k) = \sum_{i \in \omega_k} ((\alpha_k I_i + b_k - p_i)^2 + \epsilon \alpha_k^2),$$

where $\epsilon$ is a regularization parameter, $\alpha_k$ and $b_k$ can be calculated by linear regression, as:

$$\alpha_k = \frac{1}{|\omega|} \sum_{i \in \omega_k} I_i p_i - \mu_k \bar{p}_k}{\sigma_k^2 + \epsilon} ,$$

$$b_k = \bar{p}_k - \alpha_k \mu_k,$$

where $\mu_k$ and $\sigma_k^2$ are the mean and variance of the input image $I$ in the local window $\omega_k$, and $|\omega|$ is the number of pixels in the local window $\omega_k$. $\bar{p}_k$ represents the mean in the local window $\omega_k$.

In our experiments, the guided filter process can be represented by $G_{r,\epsilon}(p, I)$, which is determined by the parameter $r$ and the regularization parameter $\epsilon$, where we set $r$ and $\epsilon$ to 3 and 0.3, respectively.

### III. PROPOSED ALGORITHM

In order to overcome the problem of inaccurate detection of focus area caused by low resolution in color image fusion, we propose a color image fusion algorithm based on super-resolution reconstruction.

The steps of the algorithm proposed in this paper are shown in FIGURE 2. As for two source images, firstly, DualCNN is used to recover the super-resolution source images from the two components of structure and detail. Since the super-resolution images usually contain slight noise, the bilateral filter is employed for denoising. After filtering, the difference between the super-resolution image and the source image is used to obtain an initial difference image, and the initial difference image is refined by the guided filter to obtain a refined difference image. Secondly, we use pixel-max rules to obtain the initial decision map (IDM) from the refined difference image. Then, the small region removal strategy and the guided filter is used to optimize the IDM to get the final decision map (FDM). Finally, the final fusion image is obtained as a summed image from the source images weighted by the FDM.

Ideally, the focus area has more high-frequencies than the defocus area, so focus area detection is an essential process in image fusion. Our algorithm mainly includes the following steps: image super-resolution, focus area detection and image fusion.
A. IMAGE SUPER-RESOLUTION

In order to better recover the structure and details of the image, we use DualCNN for super-resolution reconstruction, whose network model is shown in FIGURE 3.

In FIGURE 3, with a low-resolution image as the input, the detail component and structural component of the input low-resolution image are estimated through the upper channel: Net-D and the lower channel: Net-S, respectively, and the
structure and details of the image are restored in an end-to-end model. As shown in FIGURE 3, image D is the detail component generated by the source image through the net-D network, and image S is a structural component of the source image through the net-S. Among them, the network structure and parameters of each layer of net-D and net-S are shown in FIGURE 4.

The structure and details of DualCNN used in this paper are like those in [36]. In FIGURE 4, the red dotted block on the left is the net-S network structure. The network structure is with 3 convolution layers, and the filter size of each layer is $9 \times 9$, $1 \times 1$, $5 \times 5$, the depth of the feature map of each layer is 64, 32 and 1 respectively. In FIGURE 4, the green dotted block on the right side is the network structure of net-D. The network structure contains 20 convolutional layers, the size of each layer of filters is $3 \times 3$, and the depth of the feature map of each layer is 64.

In FIGURE 3, let X, S, and D be the truth image (high-resolution image), the output of net-S, and the output of net-D, respectively. When training the network, the error between the final output of the network and the truth image should be minimized, which can be defined as the loss function of the network, such as

$$L_x(S, D) = \|\phi(S) + \varphi(D) - X\|_2^2,$$

where $\phi(S) + \varphi(D)$ is the output of DualCNN, $\phi()$ and $\varphi()$ are the same as the functions used in [36].

Since DualCNN has two channels, if we only use the loss function of formula (10), it will be unstable in model training. Then, we use two separate loss functions to normalize the upper and lower channels. The loss functions of net-S and net-D are shown in formulas (11) and (12).

$$L_x(S) = \|S - S_{gt}\|_2^2,$$

$$L_x(D) = \|D - D_{gt}\|_2^2,$$

where $S_{gt}$ and $D_{gt}$ are the corresponding ground-truth values of net-S and net-D output. Combining the equations (10)-(12), the overall loss function of the DualCNN can be defined as:

$$L = \alpha L_x + \lambda L_s + \gamma L_d,$$

where $\alpha$, $\lambda$, and $\gamma$ are regularization parameters, which is set to 1, 0.001 and 0.01.

The training data set we used is from ImageNet. During the training, the selected 300 high-quality images (the ground-truth image $X$) are first iterated 5 times by Gaussian blurring, and a total of 1500 low-resolution images are generated namely $S_{gt}$. The low-resolution image $S_{gt}$ is up-sampled by the bi-cubic up-sampling method as the network input. The ground truth value $D_{gt}$ is obtained from the difference between the truth label $X$ and the structure $S_{gt}$. During the training process, we set the learning rate to 0.0001. We used the random gradient descent optimizer to minimize the loss function, set a reasonable regularization term of the loss function to prevent the model from over-fitting, and compared the PSNR between super-resolution images generated by the training and the original image to evaluate the performance of the training model.

B. FOCUS AREA DETECTION AND IMAGE FUSION

Let $I_1$ and $I_2$ represent as two color source images. Firstly, the structure and details of the source images $I_1$ and $I_2$ are restored by using DualCNN. Then, a bilateral filter is used for denoising, we can get image $Sr_1$ and $Sr_2$. The initial difference image $IDI_1$ and $IDI_2$ can be calculated by

$$IDI_1(x, y) = |Sr_1(x, y) - I_1(x, y)|$$

$$IDI_2(x, y) = |Sr_2(x, y) - I_2(x, y)|$$

where $Sr_1$ and $Sr_2$ are super-resolution images after bilateral filter, and $|\cdot|$ is the absolute value operation.

FIGURE 7. Four pairs of gray-scale multi-focus images.
FIGURE 8. The fusion images and difference images tested on the images of Pepsi. (a-j) are fusion results based on CNN, DSIFT, BRW, GFF, MWGF, IM, SR, PCNN, MGF and Ours. (a1-j1), (a2-j2) are difference images with the left focused image Figure 7(a1) and the right focused image Figure 7(a2), respectively.

Secondly, we use $Sr_1$ and $Sr_2$ as guide images to enhance the high-frequency information in the initial difference image $IDI_1$ and $IDI_2$ to obtain the refined difference image $RDI_1$ and $RDI_2$.

\[
\begin{align*}
RDI_1 &= G_{r,e}(IDI_1, Sr_1) \\
RDI_2 &= G_{r,e}(IDI_2, Sr_2)
\end{align*}
\]  \hspace{1cm} (15)

Then, in order to retain more information about the image, the pixel-value-max rule is used to get the initial decision map (IDM) shown in formula (16):

\[
IDM(x, y) = \begin{cases} 
1, & \text{if } RDI_1(x, y) > RDI_2(x, y) \\
0, & \text{otherwise.}
\end{cases}
\]  \hspace{1cm} (16)
Although previous focus area detection methods have obvious effects, some outliers and isolated regions often appeared in the initial decision map (IDM). In our method, we use small area removal strategy in [21] to optimize the initial decision map. In this paper, the region threshold is set to \(0.01 \times H \times W\), where \(H\) and \(W\) are height and width of the source image. After the small area removing, we can get the refined decision map (IDMR). The initial fusion image \(I_{CF}\) is obtained by using IDMR as shown in formula (17).

\[
I_{CF}(x, y) = IDMR(x, y)I_1(x, y) + (1 - IDMR(x, y))I_2(x, y).
\] (17)

Finally, the final decision map can be got by \(FDM = G_{r,t}(IDMR, I_{CF})\). And the final decision map (FDM) and the source image are subjected to pixel weighted fusion rules to obtain the final fused image \(I_F\), as shown in formula (18):

\[
I_F(x, y) = FDM(x, y)I_1(x, y) + (1 - FDM(x, y))I_2(x, y).
\] (18)

IV. EXPERIMENTAL RESULTS

In order to effectively evaluate the fusion performance of the proposed algorithm in different degrees of focus images, we test our method in color multi-focus image fusion test set named Lytro database (as shown in FIGURE 5) and commonly used gray multi-focus images (as shown in FIGURE 7). The performance indicators from both subjective and objective aspects are compared with the other nine representative multi-focus fusion algorithms. The compared algorithms are listed in the following. (1) A multi-focus image fusion algorithm based on a convolutional neural network (CNN) proposed in [21]. (2) A multi-focus image fusion algorithm based on dense scale-invariant feature transformation (DSIFT) proposed in [15]. (3) A multi-focus image fusion algorithm by using boosted random walk based algorithm with two-scale focus maps (BRW) proposed in [30]. (4) Image fusion processing based on guided filter (GFF) proposed in [14]. (5) Multi-focus image fusion algorithm based on multi-scale weighted gradient fusion (MWGF) proposed in [29]. (6) Multi-focus image fusion algorithm based on image matching (IM) proposed in [13]. (7) Image fusion algorithm based on sparse representation (SR) proposed in [20]. (8) Multi-focus image fusion algorithm based on pixel-level convolutional neural network (PCNN) proposed in [26]. (9) Image fusion algorithm based on multi-scale guided (MGF) proposed in [42]. All comparison fusion algorithms use the default settings from the listed papers. In addition, all the comparison algorithms are implemented in MATLAB 2014B and the evaluation of the fusion quality is achieved in a machine with an Intel Core i5-4210, 2.6Ghz and 12GB RAM.
We also make subjective and objective evaluations of the fused images generated by different algorithms. In the objective evaluation of images, we use eight kinds of objective evaluation indicators including indexes based on information theory (included the measures of feature mutual information $Q_{FMI}$ [31], the measures of normalized mutual information $MI$ [43], Tsallis entropy $Q_{TE}$ [43], and nonlinear correlation information entropy $Q_{NCIE}$ [43]), index based on structural similarity $Q_{Y}$ [43], index based on human perception $Q_{CB}$ [43] and index based on image features (included metric based on edge information $Q_{G}$ [43] and metric based on phase consistency $Q_{P}$ [43]). The value of the index is larger, the effect of the fused image is better. At the same time, we also compared the computational efficiency of algorithms with the criteria of runtime.

A. COLOR MULTI-FOCUSED IMAGE

In order to test the proposed algorithm, the Lytro color multi-focus image fusion test data set [19] is fused with the above image fusion algorithm. FIGURE 5 shows eight pairs of color source images with test data set.

FIGURE 6 is the listed fused images obtained from the eight pairs of multi-focus images in FIGURE 5. Each row in FIGURE 6 represents all the fused image obtained by one fusion algorithm, and the last row is the fusion result obtained by our algorithm. FIGURE 6.1 (e) produces a slight
blur under the person’s arm and a defocused pixel block at the edge of the “person”, which affects the visual effect. In FIGURE 6.1 (f) and 6.1 (i), some of the edge texture information is lost at the “hat”. FIGURES 6.2 (a) and (d) have slight artifacts at the edge of the “clothes” on the left part near the “red child”. FIGURE 6.2 (i) is too smooth on the “clothes” of the “little green snowman” and some details are missing. On FIGURE 6.4 (e) and 6.4 (g), the images have poor spatial continuity. FIGURE 6.5 (a), 6.5 (d), and 6.5 (e) are too blurry on the “border” between the front “hand” and the back background. FIGURE 6.5 (c-d) and 6.5 (f) have a defocused area in the center of the “hand”.

FIGURE 12. The fusion images and difference images tested on the images of Clock. (a-j) are fusion results based on CNN, DSIFT, BRW, GFF, MWGF, IM, SR, PCNN, MGF and Ours. (a1-j1), (a2-j2) are difference images with the left focused image Figure 7(c1) and the right focused image Figure 7(c2), respectively.
In FIGURE 6.6 (d), the upper boundary part of the image has obvious artificial texture. The fused image in FIGURE 6.7 can fully fuse the focus area of the two source images, retain the detail information of the image. FIGURES 6.8 (d) and 6.8 (g) do not show the small “monkey” outline well, the spatial consistency is poor and some spatial information is lost.

In general, MGF smooths the high-frequency details of the image. Although SR, IM and GFF can improve the quality of fused image, they cannot avoid the block effect produced on the edge areas. PCNN and CNN can effectively classify the pixels in the focus area and the pixels in non-focus area through an end-to-end non-linear mapping. However, in smooth area where the focus area and the defocus area intersected, there are often classification errors by PCNN and CNN. DSIFT, BRW and MWGF are three representative methods for measuring the focus area, which can get relatively accurate in focus areas of image but are insufficient to handle the edge parts. Our method can classify these smooth areas well and retain more detailed texture.

To show the fusion effect of different fusion algorithms, TABLE 1 and TABLE 2 give all objective evaluation indexes of each fusion algorithm. In the given evaluation indexes, larger value means the algorithm has better performance.
From TABLE 1 and TABLE 2, we can find that our method has the best objective evaluation indexes except just little weak on $Q_{CB}$ in FIGURE 6.1 and $Q_{Y}$ in FIGURE 6.6. So, our algorithm is superior to other algorithms for both the visual effects of the image and the objective evaluation indexes.

B. GRAY MULTI-FOCUSED IMAGE

Our algorithm not only has a good fusion effect on color multi-focus images, but also can be applied to gray-scale multi-focus images. Here we use 4 pairs of widely used multi-focus images as the source images to compare with all the algorithms. The gray-scale multi-focus images are shown in FIGURE 7.

FIGURE 7 (a1) and (a2) are left-focus image and right-focus image of multi-focus images of Pepsi, respectively. FIGURE 7 (b1) and (b2) are left-focus image and right-focus image of multi-focus images of Books, respectively. FIGURE 7 (c1) and (c2) are left-focus image and right-focus image of multi-focus images of the Clock, respectively. FIGURE 7 (d1) and (d2) are left-focus image and right-focus image of multi-focus images of the Desk, respectively.

In order to verify the effect of the fusion algorithm on gray-scale images, we still use the same algorithm for gray-scale multi-focus images as for color multi-focus images. The comparison of the four groups of images is shown in FIGURE 8-13.

FIGURE 8 gives all of the fusion images and difference images of the Pepsi with all image fusion algorithms. FIGURE 8(g), FIGURE 8(h), and FIGURE 8(i) show that SR, PCNN and MGF cannot accurately detect the focus and defocus areas. FIGURE 8(a), FIGURE 8(b) and FIGURE 8(d) show that CNN, DSIFT and GFF have detection errors at the smooth area. FIGURE 8 (c) shows that BRW brings a small amount of artificial texture in the edge area of the image. FIGURE 8 (e) and FIGURE 8 (f) show that MGWF and IM cannot distinguish the boundary between the focus region and the defocused region well. FIGURE 8 (j)
shows that our algorithm can retain more image texture, and the fused image has a better visual effect.

In order to better show the performance of the proposed algorithm, we zoom in on some areas. FIGURE 9 and FIGURE 10 are enlarged areas of the green frame part and the red frame part of FIGURE 8. FIGURE 9 (a) and 9 (c) have artificial artifacts on the edge part of the Pepsi cup, and the fusion image is blurred. FIGURE 10 (f) and 10 (g) have breakpoints at the edges of Desk. Figure 9 (j) and FIGURE 10 (j) show that the fusion image obtained by our method has a better visual effect.

TABLE 3 gives objective evaluation indicators for all algorithms in FIGURE 8. TABLE 3 shows that our algorithm has the best values in the evaluation indexes of $Q_{PC}$, $Q_{Y}$, $Q_{CB}$, $Q_{FMI}$ and $Q_{NCIE}$, which means that our algorithm can effectively maintain edge details. Although the proposed algorithm does not have the best results in every evaluation indicator, it has six good objective values and has satisfactory results on processing the details.

FIGURE 11 gives all of the fusion images and difference images of the Book with all image fusion algorithms. FIGURE 11 (e) and FIGURE 11 (i) show that MWGF and MGF bring block effect on the right side of the fused image, which leads to poor image fusion quality. There are some spots in FIGURE 11 (f1) and FIGURE 11 (g1), which are pixels caused by IM and SR misclassification. FIGURE 11 (b) and FIGURE 11 (c) show that DSIFT and BRW have a good fusion effect, but some details of texture are missing. FIGURE 11 (h) shows that PCNN brings a small amount of artificial texture in the corner of the Book. FIGURE 11 (d) shows that GFF smooths the details of the image too much, which makes the fused image have poor visual effects. Compared with other algorithms, the CNN-based algorithm and our algorithm can well retain the image details and obtain better visual effects.

TABLE 4 gives objective evaluation indicators for all algorithms in FIGURE 11. TABLE 4 shows that our algorithm has the best values in the evaluation indexes of $Q_{G}$, $Q_{PC}$, $Q_{Y}$
and $Q_{FMI}$, which means that our algorithm can effectively maintain spatial consistency of image. Compared with DSIFT and CNN, the evaluation indexes of our method are slightly worse in $MI$, $Q_{CB}$, $Q_{TE}$ and $Q_{NCIE}$ but the overall evaluation index shows that our algorithm produces a relatively satisfactory fusion result. Although the proposed algorithm has no advantage in terms of computation compared with GFF and MGF, it has better image clarity compared with other algorithms.

FIGURE 12 gives all of the fusion images and difference images of the Clock with all image fusion algorithms. There are spots in FIGURE 12 (b) and FIGURE 12 (e),
and the image information is not sufficiently extracted by DSIFT and MWGF. FIGURE 12(d), FIGURE 12 (i) and FIGURE 12 (g) are affected by the block effect, which deteriorates the fused image obtained by GFF, MGF and SR lead to poor fusion quality. The edges of the large Clock in FIGURE 12 (h) obtained by PCNN look unnatural.FIGURE 12(f) shows that IM cannot detect focus area accurately, which leads to some details of texture lost in the left of the small Clock FIGURE 12(a) and FIGURE 12(c) show that CNN and BRW bring slight artificial texture on the fused image. Our algorithm can fully extract the focus area between small Clock and large Clock without information lost and achieve satisfactory fusion results.

TABLE 5 gives objective evaluation indicators for all algorithms in FIGURE 12. TABLE 5 shows that our algorithm has the best values in the evaluation indexes of $Q_G$ and $Q_Y$, which means that our algorithm can accurately identify the focus area of the image. Compared with BRW and IM, the evaluation indexes of our method are slightly worse in $Q_{PC}$, $Q_{CB}$, $Q_{TE}$ and $Q_{NCIE}$, but the overall evaluation index shows that our algorithm produces a relatively satisfactory fusion result.

FIGURE 13 gives all of the fusion images and difference images of the Desk with all image fusion algorithms. Compared with other algorithms, our algorithm eliminates the texture artifacts in the lower-left corner of the image, and correctly detects the focus and defocus areas.

Table 6 gives objective evaluation indicators for all algorithms in FIGURE 13. Table 6 shows that our algorithm has the best values in the evaluation indexes of $Q_{TE}$, $Q_{PC}$, $Q_T$ and $Q_{FMI}$. Although $Q_G$ and $Q_{CB}$ are not optimal in all comparison indexes, they are comparable to the best indexes.

C. DECISION DIAGRAM

In order to evaluate the performance of the proposed algorithm, we compare the decision map of different algorithms. In this section, we select the five groups of color multi-focus images in FIGURE 5 (a1-a5) and FIGURE 5 (b1-b5) in Section 4.1, and the three groups of gray multi-focus images in FIGURE 7 (a1-c1) and FIGURE 7 (b1-c1) in Section 4.2. The algorithms for comparison are CNN, DSIFT, TS, GFF, MWGF, PCNN and our algorithm. All the decision maps are shown in FIGURE 14 (a-g).

FIGURE 14 lists the decision maps of the seven algorithms. From top to bottom, they are the decision maps of CNN, DSIFT, BRW, GFF, MWGF, PCNN and the proposed method. FIGURE 14 (d) shows that the GFF loses more detailed information compared with other algorithms in the defocus and focus areas. FIGURE 14 (e) shows that MWGF can obtain good performance in most cases, but often damage the boundaries of some targets during fusion. As shown in FIGURE 14 (a) and FIGURE 14 (f), CNN and PCNN can effectively segment the focus area of a color multi-focus image, but it still has some incorrectly segmented pixels in some gray-scale multi-focus images. As shown in FIGURE 14 (b), DSIFT incorrectly detected the focus area or defocus area that appears at the edges of the image. In FIGURE 14(c), although the BRW can well identify the focus area and defocus area, in the center of the color multi-focus image there is still some defocused area that is
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**TABLE 6.** Objective evaluation indexes of different fusion algorithms for Desk images.

| Methods | $MI$  | $Q_g$  | $Q_{PC}$ | $Q_T$  | $Q_{CB}$ | $Q_{FMI}$ | $Q_{TE}$ | $Q_{NCIE}$ | Time(s) |
|---------|-------|--------|----------|--------|----------|-----------|----------|-----------|---------|
| CNN     | 1.1104 | 0.6882 | 0.8040   | 0.9888 | 0.7838   | 0.6443    | 0.3821   | 0.8369    | 211.0208 |
| DSNFT   | 1.1334 | 0.6848 | 0.7967   | 0.9808 | 0.7779   | 0.6357    | 0.3846   | 0.8381    | 8.2041   |
| BRW     | 1.1072 | 0.6859 | 0.8030   | 0.9853 | 0.7792   | 0.6393    | 0.3819   | 0.8365    | 1.0579   |
| GFF     | 0.9731 | 0.6599 | 0.7921   | 0.9411 | 0.7246   | 0.5677    | 0.3721   | 0.8291    | 0.4736   |
| MWGF    | 1.0019 | 0.6609 | 0.7830   | 0.9734 | 0.7586   | 0.5785    | 0.3738   | 0.8305    | 3.0249   |
| IM      | 1.0943 | 0.6776 | 0.7736   | 0.9739 | 0.7655   | 0.6207    | 0.3840   | 0.8362    | 4.0460   |
| SR      | 0.9666 | 0.6296 | 0.7472   | 0.9185 | 0.6927   | 0.5191    | 0.3700   | 0.8288    | 76.0440  |
| PCNN    | 1.1178 | 0.6819 | 0.7896   | 0.9814 | 0.7743   | 0.6393    | 0.3827   | 0.8369    | 13.7173  |
| MGF     | 0.7089 | 0.5204 | 0.6222   | 0.8219 | 0.6270   | 0.4378    | 0.3470   | 0.8178    | 0.7065   |
| Ours    | 1.1282 | 0.6829 | 0.8047   | 0.9916 | 0.7703   | 0.6492    | 0.3847   | 0.8376    | 1.0608   |

**FIGURE 15.** The mean of all the objective evaluation indexes of all test fusion methods in all the test data.

incorrectly identified. It can be seen from FIGURE 14 (g) that our algorithm can effectively detect the focused and defocused areas in the fused image whether it is a color multi-focus image or a gray-scale multi-focus image, which proves the performance of the proposed algorithm.

Because the color multi-focus images contain more image information and higher contrast than the gray-scale multi-focus images, the color multi-focus images can recover more high-frequency details after super-resolution reconstruction. Super-resolution reconstruction plays a very important role in focus area detection and generating high quality fused images. Therefore, our algorithm is more effective when applied to color multi-focus images.

**D. COMPARED ON LARGER DATA**

In order to fully demonstrate the effectiveness of the algorithm, we compare the proposed method with the other nine fusion methods in a larger data. The data contains Lytro color multi-focus image data in [19], multi-focus image data in [16] and other multi-focus image data in [15] and [37]. We calculate the mean value of all the evaluation indexes of all test fusion methods in all the test data, as shown in FIGURE 15.

FIGURE 15 (a) gives the graph of the mean objective evaluation indexes of $MI$, $Q_g$, $Q_{PC}$ and $Q_T$ of all the test images of the proposed algorithm and nine representative multi-focus fusion algorithms. It can be seen from FIGURE 15 (a) that MGF and MWGF have no advantage with other algorithms, the proposed algorithm has obtained the best indexes in $MI$, $Q_g$, $Q_{PC}$ and $Q_T$ indexes. FIGURE 15 (b) gives the graph of the mean the objective evaluation indexes of $Q_{CB}$, $Q_{FMI}$, $Q_{TE}$ and $Q_{NCIE}$ of all the test images of the proposed algorithm and nine representative multi-focus fusion algorithms. It is not difficult to see that there is little difference between all the comparison algorithms under the indexes of $Q_{NCIE}$ and $Q_{TE}$. The other indexes $Q_{CB}$ and $Q_{FMI}$ in FIGURE 15 (b) show that the proposed algorithm has the best value among all the fusion methods. FIGURE 15 shows that the proposed algorithm has better performance than other algorithms.

**V. CONCLUSION**

This paper proposes a novel image fusion algorithm based on focus area detection via image super-resolution reconstruction with DualCNN. This method uses the DualCNN to restore the source image details, combined with bilateral filter and guided filter, which can well maintain the spatial consistency of the fused image. The experimental results show that the proposed algorithm can detect the focus area better than other algorithms and produce a clearer fusion image. The fusion image is not only with better visual perception.
than other algorithms, but also with an advantage in terms of computational efficiency.
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