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Abstract: We present an algorithm for approximating the diameter of massive weighted undirected graphs on distributed platforms supporting a MapReduce-like abstraction. In order to be efficient in terms of both time and space, our algorithm is based on a decomposition strategy which partitions the graph into disjoint clusters of bounded radius. Theoretically, our algorithm uses linear space and yields a polylogarithmic approximation guarantee; most importantly, for a large family of graphs, it features a round complexity asymptotically smaller than the one exhibited by a natural approximation algorithm based on the state-of-the-art $\Delta$-stepping SSSP algorithm, which is its only practical, linear-space competitor in the distributed setting. We complement our theoretical findings with a proof-of-concept experimental analysis on large benchmark graphs, which suggests that our algorithm may attain substantial improvements in terms of running time compared to the aforementioned competitor, while featuring, in practice, a similar approximation ratio.
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1. Introduction

The analysis of very large (typically sparse) graphs is becoming a central tool in numerous domains, including geographic information systems, social sciences, computational biology, computational linguistics, semantic search and knowledge discovery, and cyber security [1]. A fundamental primitive for graph analytics is the estimation of a graph’s diameter, defined as the maximum (weighted) distance between nodes in the same connected component. Computing exactly the diameter of a graph is essentially as expensive as computing All-Pairs Shortest Paths [2], which is too costly for very large graphs. Therefore, when dealing with these graphs, we need to target approximate solutions in order to ensure reasonable running times. Furthermore, large graphs might be too large to fit in the memory of a single machine: in such cases, resorting to distributed algorithms running on large clusters of machines is key to the solution of the problem. Unfortunately, state-of-the-art parallel strategies for diameter estimation are either space inefficient or incur long critical paths. Thus, these strategies are unfeasible for dealing with huge graphs, especially on distributed platforms characterized by limited local memory and high communication costs, (e.g., clusters of loosely coupled commodity servers supporting a MapReduce-like abstraction), which are widely used for big data tasks, and represent the target computational scenario of this paper. In this setting, the challenge is to minimize the number of communication rounds while using linear aggregate space and small (i.e., substantially sublinear) space in the individual processors.

To cope with the above issues, we develop a novel parallel strategy for approximating the diameter of large undirected graphs, both weighted and unweighted, which is suitable for implementation on MapReduce-like computing frameworks.
1.1. Related Work

1.1.1. Exact Algorithms

For general graphs with arbitrary weights, an approach for the exact diameter computation
requires the solution of the All-Pairs Shortest Paths (APSP) problem. There are many classical
sequential algorithms to solve this problem. On an \( n \)-node weighted graph, Floyd–Warshall’s algorithm
runs in \( \Theta(n^3) \) time and requires \( \Theta(n^2) \) space. On graphs with non-negative weights, running Dijkstra’s
algorithm (with Fibonacci heaps) from each node requires \( O(mn + n^2 \log n) \) time, which is better than
\( O(n^3) \) for sparse graphs. Also, there are some works improving on this latter \( O(mn + n^2 \log n) \) bound. For undirected graphs, a faster algorithm with running time \( O(mn \log \alpha(m, n)) \), where \( \alpha(m, n) \) is the
inverse-Ackermann function, is presented in [3]. On unweighted graphs, Dijkstra’s algorithm can be
replaced by a simple Breadth First Search, with an overall running time of \( O(mn) \). However, Dijkstra’s
algorithm and the BFS are difficult to parallelize. In fact, one may run the \( n \) instances of Dijkstra’s
algorithm or BFS (one from each node of the graph) on separate processors in parallel, however this
approach is not applicable when the graph does not fit in the memory available to a single processor.

An alternative approach to solve the APSP problem is to repeatedly square the adjacency matrix
of the graph. Using fast matrix multiplication algorithms, this approach can be implemented in
\( O(n^{2.3727} \log n) \) time [4]. By applying a clever recursive decomposition of the problem, we can
drop the repeated squaring, saving a logarithmic factor in the time complexity [5] (pp. 201–206). The space requirement in any case is \( O(n^2) \), which rules out matrix-based approaches in the context of
large graphs.

The drawback of approaches that solve the APSP problem is that they are either space inefficient
or inherently sequential with at least quadratic running times, making them not applicable to very
large graphs.

1.1.2. Approximation Algorithms

A very simple approximation algorithm, in both weighted and unweighted cases, consists in
picking an arbitrary node of the graph, and finding the farthest node from it by solving the
Single-Source Shortest Paths problem (SSSP for short). It is easy to see that this is a 2-approximation for
the diameter of the graph. This approach has spurred a line of research in which a few SSSP instances
are solved, starting from carefully selected nodes, to get a good approximation of the diameter.
Magnien et al. [6] consider the case of unweighted graphs, and study empirically a simple strategy
which achieves very good approximation factors in practice. This algorithm, called 2-SWEEP, performs
a first BFS from an arbitrary vertex, and a second one from the farthest reachable node, returning the
maximum distance found. The theoretical approximation factor achieved by this approach is still 2,
like a single BFS, but experiments showed that on some real world graphs the actual value found
is much closer to the optimum. Building on this idea, Crescenzi et al. develop 1FUB algorithm for
unweighted graphs [7], and the DiFUB algorithm for weighted graphs [8], both of which compute
the diameter of a given graph exactly. In the worst case, these algorithms require to solve the APSP
problem. However, with an extensive experimental evaluation the authors show that only a small
number of BFSs is needed in practice.

The drawback affecting these approaches, which are very effective when the graph fits in the
memory of a single machine, is the difficulty of parallelizing SSSP computations, especially on loosely
coupled architectures such as MapReduce.

Another line of research investigates the computation of the \textit{neighbourhood function} of graphs
which can be used, among other things, to approximate the diameter of unweighted graphs.
The neighbourhood function \( N_G(h) \) of a graph \( G \), also called the \textit{hop plot} [9], is the number of
pairs of nodes that are within distance \( h \), for every \( h \geq 0 \) [10]. Computing the neighbourhood
function exactly requires to store, for each node and each \( h \), the set of nodes reachable within
distance \( h \). This results in an overall \( O(n^2) \) space requirement, which is impractical for large graphs.
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Palmer et al. [10] introduces the *Approximate Neighbourhood Function* algorithm (abbreviated ANF), where Flajolet–Martin probabilistic counters [11] are used to count the nodes reachable within distance \( h \): each counter requires only \( O(\log n) \) bits, therefore lowering to \( O(n \log n) \) the overall memory requirement. This result is further improved by Boldi et al. [12] by replacing Flajolet–Martin counters with HyperLogLog counters [13]. HyperLogLog counters require only \( O(\log \log n) \) bits to count the number of reachable nodes, so the overall memory requirement of the algorithm (called HYPERANF) drops to \( O(n \log \log n) \). Boldi et al. [14] further extend the algorithm to support the computation of many graph centrality measures.

These neighbourhood function approximation algorithms were originally developed for shared memory machines. A MapReduce implementation of ANF, called HADI, is presented by Kang et al. [15]. This MapReduce algorithm suffers mainly of two drawbacks: (a) the memory required is slightly superlinear, and (b) it requires a number of rounds linear in the diameter of the graph. Most importantly, all three of ANF, HYPERANF and HADI work exclusively on graphs with unweighted edges. In [14], the HYPERANF approach is extended to work for graphs with integer weights on the nodes, which are arguably less common than edge-weighted graphs.

In the external memory model, where performing even a single BFS has a very high I/O complexity, Meyer [16] proposes an approximation algorithm to compute the diameter in the unweighted case in terms of the diameter of an auxiliary graph derived from a clustering of the original graph built around random centers. However, the algorithm features a high approximation factor and might suffer from a long critical path if implemented in a distributed environment. Also, no analytical guarantees on the approximation factor are known in the presence of weights. A similar diameter-approximation strategy could be devised by using the parallel clusterings presented in [17,18]. However, these strategies apply again only to unweighted graphs and, moreover, they aim at minimizing the number of inter-cluster edges but cannot provide tight guarantees on the clustering radius, which in turn could result in poor approximations to the diameter. In fact, in this work we adopt a similar approach but devise a novel distributed clustering strategy which is able to circumvent all of the aforementioned limitations.

Clustering is also used to approximate shortest paths between nodes, which can indirectly be used to approximate the diameter. In particular, Cohen [19] presents a PRAM algorithm which uses clustering to approximate shortest-path distances. For sparse graphs with \( m \in \Theta(n) \), this algorithm features \( O(n^\delta) \) depth, for any fixed constant \( \delta \in (0, 1) \), but incurs a polylogarithmic space blow-up. The algorithm is rather involved and communication intensive, hence, while theoretically efficient, in practice they may run slowly when implemented on distributed-memory clusters of loosely coupled servers, where communication overhead is typically high.

1.1.3. \( \Delta \)-Stepping

In a seminal work, Meyer and Sanders [20] propose a PRAM algorithm, called \( \Delta \)-stepping, for the SSSP problem. This algorithm exercises a tradeoff between work-efficiency and parallel time through a parameter \( \Delta \), and can be used to obtain a 2-approximation to a weighted graph’s diameter. The analysis of the original paper can be easily adapted to show that the algorithm runs in a number of rounds at least linear in the diameter, if implemented in MapReduce. Therefore, it suffers from the same drawbacks of the BFS for the unweighted case.

The authors also propose a preprocessing of the graph to speed up the execution [20]. This preprocessing involves adding so-called *shortcuts*: the graph is augmented with new edges between nodes at distance \( \leq \Delta \). While this preprocessing can be shown to improve the running time, it also requires a potentially quadratic space blow-up. In the context of MapReduce, where memory is at premium and only linear space is allowed, this optimization may not be feasible.

1.2. Our Contribution

This paper extends and improves on earlier conference papers on unweighted [21] and weighted [22] graphs. In this work, we present a simpler algorithm that can handle both weighted and...
unweighted cases. The high level idea of our algorithm is the following. Given a (weighted) graph \( G \), we construct in parallel a smaller auxiliary graph, whose size is tuned to fit into the local memory of a single machine. To this purpose, first the input graph is partitioned into clusters grown around suitably chosen centers. Then, the auxiliary graph is built by associating each node with a distinct center, and defining edges between nodes corresponding to centers of adjacent cluster, with weights upper bounding the distance between the centers. The approximation of the diameter of \( G \) is then obtained as a simple function of the exact diameter of the auxiliary graph, which can be computed efficiently because of its reduced size.

For a (weighted) graph \( G \) with \( n \) nodes and \( m \) edges we prove that our algorithm attains an \( O(\log^3 n) \) approximation ratio, with high probability. Moreover, we show how the algorithm can be implemented in the MapReduce model with \( O(n^\epsilon) \) local memory available at each machine, for any fixed \( \epsilon \in (0, 1) \), and \( \Theta(m) \) aggregate memory. The number of rounds is expressed as a function of \( \epsilon, n \) and the maximum number of edges in the simple paths that are traversed to connect the nodes of \( G \) to the centers of their respective clusters. We also analyze the round complexity in terms of the doubling dimension \( D \) of \( G \), a notion which broadly corresponds to the Euclidean dimension with respect to the metric space on the nodes induced by the shortest-path distances in the graph (see Section 2.2 for a formal definition). In particular, we show that on graphs of bounded doubling dimension (an important family including, for example, multidimensional arrays) and with random edge weights, if the local memory available to each processor is \( \Theta(n^\epsilon) \), then the round complexity of our algorithm becomes asymptotically smaller than the unweighted diameter of the graph by a factor \( \Theta(n^{\epsilon/(2D)}/\text{polylog}(n)) \). This is a substantial improvement with respect to the MapReduce implementation of \( \Delta \)-stepping whose round complexity, as observed before, is linear in the diameter when linear overall space is targeted.

As a proof of concept, we complement our theoretical findings with an experimental analysis on large benchmark graphs. The experiments demonstrate that when the input graph is so large that does not fit into the memory of a single machine, our algorithm attains substantial improvements in terms of the running time compared to \( \Delta \)-stepping, while featuring, in practice, a similar approximation ratio, which turns out to be much better than what predicted by the analysis. The experiments also show that our algorithm features a good scalability with respect to the graph size.

The novelties of this paper with respect to our two conference papers [21,22] are the following: the presentations of the algorithms for the unweighted and weighted cases have been unified; a novel and simpler clustering strategy has been adopted (adapting the analysis accordingly); and a novel set of experiments has been carried out using a more efficient implementation of our algorithm devised on the Timely Dataflow framework [24].

1.3. Structure of the Paper

The rest of the paper is structured as follows. Section 2 introduces the basic concepts and defines our reference computational model. Section 3 illustrates the clustering-based graph decomposition at the core of the diameter approximation algorithm, which is described in the subsequent Section 4. Section 5 shows how to implement the algorithm in the MapReduce model and analyzes its space and round complexities, while Section 6 specializes the result to the case of unweighted graphs. The experimental assessment of our diameter approximation algorithm is finally presented in Section 7.

2. Preliminaries

2.1. Graph-Theoretic Concepts

We introduce some notation that will be used throughout the rest of the paper. Let \( G = (V, E, w) \) be a connected undirected weighted graph with \( n \) nodes, \( m \) edges, and a function \( w \) which assigns a positive integer weight \( w(e) \) to each edge \( e \in E \). We make the reasonable assumption that the ratio \( w_{\text{max}}/w_{\text{min}} \) between the maximum (\( w_{\text{max}} \)) and the minimum (\( w_{\text{min}} \)) weight is polynomial in

\[ w_{\text{max}}/w_{\text{min}} \leq \text{poly}(n) \]
The distance between two nodes $u, v \in V$, denoted by $d(u, v)$, is defined as the weight of a minimum-weight path between $u$ and $v$ in $G$. Moreover, we let $\Phi(G)$ denote the diameter of the graph defined as the maximum distance between any two nodes. The following definition introduces the concept of $k$-clustering in weighted graphs.

**Definition 1.** For any positive integer $k \leq n$, a $k$-clustering of $G$ is a partition $C = \{C_1, C_2, \ldots, C_k\}$ of $V$ into $k$ subsets called clusters. Each cluster $C_i$ has a distinguished node $c_i \in C_i$ called center, and a radius $r(C_i) = \max_{v \in C_i} \{d(c_i, v)\}$. The radius of a $k$-clustering $C$ is $r(C) = \max_{1 \leq i \leq k} \{r(C_i)\}$.

**2.2. Doubling Dimension**

We now introduce the concept of doubling dimension, that a number of works have shown to be useful in relating algorithm’s performance to graph properties [23], as well as clustering [25,26] and diversity maximization [27,28]. In this work, for both weighted and unweighted graphs we define the doubling dimension in terms of paths that ignore edge weights.

**Definition 2.** For an undirected graph $G = (V, E)$, define the ball of radius $R$ centered at node $v$ as the set of nodes reachable through paths of at most $R$ edges from $v$. The doubling dimension of $G$ is the smallest integer $b > 0$ such that for any $R > 0$, any ball of radius $2R$ is contained in the union of at most $2^b$ balls of radius $R$.

**2.3. The MapReduce Framework**

Created to simplify the implementation of distributed algorithms, MapReduce [29] is a very popular framework. Our algorithms adhere to the MapReduce computational model as formalized by Pietracaprina et al. in [30]. A MapReduce algorithm operates on a multiset of key-value pairs, which is transformed through a sequence of rounds. In each round, the current multiset $X$ of key-value pairs is transformed into a new multiset $Y$ of pairs by applying the same, given function, called a reducer, independently to each subset of pairs of $X$ having the same key. Operationally, each reducer instance is executed by a given worker of the underlying distributed platform. Therefore, each round entails a data shuffle step, where each key-value pair is routed to the appropriate worker. (See Figure 1 for a pictorial representation of a round). The model is parametrized in terms of two parameters $M_L$ and $M_A$, and is therefore called MR($M_L, M_A$), and an algorithm for the MR($M_L, M_A$) model is called an MR-algorithm. The two parameters constrain the memory resources available: $M_L$ is the maximum amount of memory locally available to each reducer, whereas $M_A$ is the aggregate memory available to the computation. The complexity of an MR-algorithm is expressed as the number of rounds executed in the worst case, and is a function of the input size $n$ and of the parameters $M_L$ and $M_A$.

Two fundamental primitives that are used in algorithms presented in this work are sorting and prefix operations. We report a fundamental result from [30].

**Theorem 1.** The sorting and prefix operation primitives for inputs of size $n$ can be performed in the MR($M_L, M_A$) model with $M_A = \Theta(n)$, using $O(\log_{M_L} n)$ rounds. In particular, if $M_L = O(n^\epsilon)$, for some $\epsilon \in (0, 1)$, the round complexity becomes $O(1)$. 

3. Clustering Algorithm

Our algorithm for approximating the diameter of a weighted graph uses, as a crucial building block, a clustering strategy which partitions the graph nodes into subsets, called clusters, of bounded (weighted) radius. The strategy grows the clusters around suitable “seed” nodes, called centers, which are selected progressively in batches throughout the algorithm. The challenge is to perform cluster growth by exploiting parallelism while, at the same time, limiting the weight of the edges involved in each growing step, so to avoid increasing excessively the radius of the clusters, which, in turn, directly influences the quality of the subsequent diameter approximation.

Specifically, we grow clusters in stages, where in each stage a new randomly selected batch of centers is added, and clusters are grown around all centers (old and new ones) for a specified radius, which is a parameter of the clustering algorithm. The probability that a node is selected as center increases as the algorithm progresses. The idea behind such a strategy is to force more clusters to grow in regions of the graph which are either poorly connected or populated by edges of large weight, while keeping both the total number of clusters and the maximum cluster radius under control. Note that we cannot afford to grow a cluster boldly by adding all nodes connected to its frontier at once, since some of these additions may entail heavy edges, thus resulting in an increase of the weighted cluster radius which could be too large for our purposes. To tackle this challenge, we use ideas akin to those employed in the \( \Delta \)-stepping parallel SSSP algorithm proposed in [20].

In what follows, we describe an algorithm that, given a weighted graph \( G = (V, E, w) \) and a radius parameter \( r \), computes a \( k \)-clustering of \( G \) with radius slightly larger than \( r \), and \( k \) slightly larger than the minimum number of centers of any clustering of \( G \) of radius at most \( r \). For each node \( u \in V \) the algorithm maintains a four-variable state \( (c_u, d_u, g_u, s_u) \). Variable \( c_u \) is the center of the cluster to which \( u \) currently belongs to, and \( d_u \) is an upper bound to the distance between \( u \) and \( c_u \). Variable \( g_u \) is the generation of the cluster to which \( u \) belongs to, that is, the iteration at which the cluster centered at \( c_u \) started growing. Finally, variable \( s_u \) is a Boolean flag that marks whether node \( u \) is stable, that is, if the assignment of node \( u \) to the cluster centered at \( c_u \) is final. Initially, \( c_u \) and \( g_u \) are undefined, \( d_u = \infty \) and \( s_u \) is false. A node \( u \in V \) is said to be uncovered if \( c_u \) is undefined, and covered otherwise.

For a given graph \( G = (V, E, w) \) and integer parameter \( r \), Algorithm RANDCLUSTER\((G, r)\), whose pseudocode is given in Algorithm 1, builds the required clustering in \( \log n \) iterations (Unless...

Figure 1. An example of a MapReduce round, transforming a multiset of 8 key-value pairs (over 3 keys) into a multiset of 7 key-value pairs (over 5 keys). At most \( M_A \) memory overall can be employed during the execution.
Theorem 2. Let $G = (V, E, w)$ be a weighted graph, $r$ be a parameter, and let $\ell_2^*$ be the minimum integer such that there exists a $k^*$-clustering of $G$ of radius at most $r$. Then, with high probability, Algorithm RANDCLUSTER($G, r$) performs $O(\ell_2^* \log n)$ growing steps and returns an $O(k^* \log^2 n)$-clustering of $G$ of radius at most $2r \log n$.

Proof. The bounds on the number of growing steps and on the radius of the clustering follows straightforwardly from the fact that in each of the $\log n$ iterations of the for loop, the radius of the current (partial) clustering can grow by at most an additive term $2r$, hence the growth is attained along paths of distance at most $2r$ which are covered by traversing at most $\ell_2^*$ edges in consecutive growing steps.

Algorithm 1: RANDCLUSTER($G = (V, E, w), r$)

```
1 foreach $u \in V$ parallel do ........................................... \triangleright initialize the state of each node
2 \hspace{1cm} $(c_u, d_u, g_u, s_u) \leftarrow (\text{nil}, \infty, \text{nil}, \text{false})$
3 for $i \leftarrow 1$ to $\log n$ do
4 \hspace{1cm} foreach $u \in V : c_u = \text{nil}$ parallel do ........................................... \triangleright for each uncovered node
5 \hspace{2cm} With probability $2^i/n$ do $(c_u, d_u, g_u, s_u) \leftarrow (u, 0, i, \text{true})$ ................................ ........ \triangleright select as a new center
6 \hspace{1cm} repeat .................................................. \triangleright perform the growing steps
7 \hspace{2cm} foreach $(u, v) \in E : c_u \neq \text{nil} \land w(u, v) \leq 2r$ parallel do
8 \hspace{3cm} if $\neg s_v \land d_u + w(u, v) \leq (i - g_u + 1) \cdot 2r$ then ................................ \triangleright check if we should use this edge
9 \hspace{3cm} if $d_u + w(u, v) < d_v$ then ................................ \triangleright check if we should update the node
10 \hspace{2cm} $(c_v, d_v, g_v, s_v) \leftarrow (c_u, d_u + w(u, v), g_u, \text{false})$
11 until No state is updated
12 foreach $u \in V$ parallel do ........................................... \triangleright mark all covered nodes as stable
13 \hspace{1cm} if $c_u \neq \text{nil}$ then \hspace{1cm} $s_u \leftarrow \text{true}$
14 return $\{(u, c_u, d_u) : u \in V\}$
```
We now bound the number of centers selected by the algorithm. We need to consider only the case $k^* \leq n / \log^2 n$ since, for larger values of $k^*$, the claimed bound is trivial. The argument is structured as follows. We divide the iterations of the for loop into two groups based on a suitable index $h$ (determined below as a function of $k^*$ and $n$). The first group comprises iterations with index $i \leq h$, where the low selection probability ensures that few nodes are selected as centers. The second group comprises iterations with $i > h$, where, as we will prove, the number of uncovered nodes decreases geometrically in such a way to counterbalance the increase in the selection probability, so that, again, not too many centers are selected.

Let $\gamma = 4 / \log e$ and define $h$ as the smallest integer such that

$$2^h \geq \gamma \cdot k^* \cdot \log n. \quad (1)$$

Since $k^* \leq n / \log^2 n$, we can safely assume that $1 \leq h < \log n$ and define $t = \log n - h$. For $i \in [0, t)$, we define the event $E_i = \text{At the end of iteration } h + i \text{ of the for loop, at most } n / 2^i \text{ nodes are still uncovered.}$

We now prove that the event $\cap_{i=0}^{t-1} E_i$ occurs with high probability. Observe that

$$\Pr[\cap_{i=0}^{t-1} E_i] = \Pr[E_0] \cdot \prod_{i=1}^{t-1} \Pr[E_i | E_0 \cap \cdots \cap E_{i-1}] = \prod_{i=1}^{t-1} \Pr[E_i | E_0 \cap \cdots \cap E_{i-1}], \quad (2)$$

where the first equality comes from the definition of conditional probability, and the second is due to the fact that $\Pr[E_0]$ clearly holds with probability 1.

Consider an arbitrary $i \in [1, t)$, and assume that the event $E_0 \cap \cdots \cap E_{i-1}$ holds. We prove that, conditioned on this event, $E_i$ holds with high probability. Let $V_i$ be the set of nodes already covered at the beginning of iteration $h + i$. By hypothesis, we have that $|V \setminus V_i| \leq n / 2^i$. We distinguish two cases. If $|V \setminus V_i| \leq n / 2^i$, then $E_i$ clearly holds with probability 1. Otherwise, it must be

$$\frac{n}{2^i} \leq |V \setminus V_i| \leq \frac{n}{2^{i+1}}. \quad (3)$$

Let $C^*$ be a $k^*$-clustering of $G$ with radius $r$, whose existence is implied by the definition of $k^*$, and divide its clusters into two groups; a cluster $C \in C^*$ is called small if $|C \cap (V \setminus V_i)| < |V \setminus V_i| / (2k^*)$, and large otherwise. Let $C^*$ be the set of small clusters. We can bound the number of uncovered vertices contained in the small clusters as follows:

$$\sum_{C \in C^*} |C \cap (V \setminus V_i)| < \sum_{C \in C^*} \frac{|V \setminus V_i|}{2k^*} \leq \frac{|V \setminus V_i|}{2}$$

It then follows that, overall, the large clusters contain at least half of the nodes that the algorithm has yet to cover at the beginning of iteration $h + i$. We now prove that, with high probability, at least one center will be selected in each large cluster. Consider an arbitrary large cluster $C$. By Equations (1) and (3), we have that the number of uncovered nodes in $C$ is at least

$$\frac{|V \setminus V_i|}{2k^*} \geq \frac{n \cdot \gamma \cdot \log n}{2^{h+i+1}}.$$

Since in iteration $h + i$, an uncovered node becomes a center with probability $2^{h+i}/n$, the probability that no center is selected from $C$ is at most

$$\left(1 - \frac{2^{h+i}}{n}\right)^{|V \setminus V_i|/2k^*} \leq \left(1 - \frac{2^{h+i}}{n}\right)^\frac{n \cdot \gamma \cdot \log n}{2^{h+i+1}} \leq \exp\left(-\frac{\gamma \log_2 n}{2}\right) = \frac{1}{n^2}.$$

By applying the union bound over all large clusters and taking the complement of the probability, it immediately follows that the probability that each large cluster has at least one center being selected
among its uncovered nodes is at least \(1 - k^*/n^2\). Now, it is easy to see that in each iteration, in particular, in iteration \(h + i\), all nodes at distance at most \(2r\) from the newly selected centers will be covered by some cluster (either new or old). Consequently, since the radius of any cluster of \(C\) is \(\leq r\), we have that with probability at least \(1 - k^*/n^2\), at the end of iteration \(h + i\) all nodes in large clusters are covered. Thus, the nodes still uncovered at the of the iteration can belong only to small clusters in \(C^i\), and, from what was observed before, there are at most \(|V \setminus V_i|/2 \leq n/2^i\) of them.

By multiplying the probabilities of the \(t < \log n\) conditional events \((E_i | E_0 \cap \cdots \cap E_{i-1})\), we conclude that \(\cap_{i=0}^{t-1} E_i\) happens with probability at least \((1 - k^*/n^2)^t \geq 1 - 1/n\), where the last bound follows from Bernoulli’s inequality and the fact that \(k^* \leq n/\log^2 n\).

We can finally bound the number of centers selected during the execution of the algorithm. We do so by partitioning the iterations into three groups based on the iteration index \(j\), and by reasoning on each group as follows:

- Iterations \(j\), with \(1 \leq j \leq h\): since, at the beginning of each such iteration \(j\), the number of uncovered nodes is clearly \(\leq n\) and the selection probability for each uncovered node is \(2^j/n\), by the Chernoff bound we can easily show that \(O(2^j \log n)\) centers are selected, with probability at least \(1 - 1/n^2\).
- Iterations \(j\), with \(h < j < \log n\): by conditioning on the event \(\cap_{i=0}^{t-1} E_i\), we have that at the beginning of each such iteration \(j\) the number of uncovered nodes does not exceed \(n/2^j - 1\) and the selection probability for an uncovered node is \(2^j/n\). Since \(2^j = \Theta(k^* \log n)\), by the Chernoff bound we can easily show that in iteration \(j\), \(O(2^h)\) centers are selected, with probability at least \(1 - 1/n^2\).
- Iteration \(\log n\): by conditioning on the event \(\cap_{i=0}^{t-1} E_i\) we have that at the beginning of iteration \(\log n\) the number of uncovered nodes is \(O(2^h)\), and since in this iteration the selection probability is \(1\), all uncovered nodes will be selected as centers.

Putting it all together we have that, by conditioning on \(\cap_{i=0}^{t-1} E_i\) and by Bernoulli’s inequality, with probability at least \(1 - 1/n\) the total number of centers selected by the algorithm is

\[
O \left( \sum_{j=1}^{h} 2^j \log n + \sum_{j=h}^{\log n-1} 2^j + 2^h \right) = O \left( 2^h \log n \right) = O \left( k^* \log^2 n \right).
\]

The theorem follows.

Algorithm \textsc{RandCluster} exhibits the following important property, which will be needed in proving the diameter approximation. Define the \textit{light distance} between two nodes \(u\) and \(v\) of \(G\) as the weight of the shortest path from \(u\) to \(v\) consisting only of light edges, that is, edges of weight at most \(2r\) (note that this distance is not necessarily defined for every pair of nodes). We have the following.

\textbf{Observation 1.} For a specific execution of \textsc{RandCluster}(\(G = (V, E, w), r\)), given a center \(c \in V\) selected at iteration \(i\), and a node \(v \in V\) at light distance \(d\) from \(c\), \(v\) cannot be covered by \(c\) (i.e., \(c_v\) cannot be set to \(c\) by the algorithm) in less than \(\lceil d/2r \rceil\) iterations. Also, by the end of iteration \(i + \lceil d/2r \rceil - 1\), \(v\) will be covered by some cluster center (possibly \(c\)).
Proof. Let $\pi$ be a path of light edges of total weight $d$ between $c$ and $v$. In each iteration of the algorithm, the cluster centered at $c$ is allowed to grow for a length at most $2r$ along $\pi$. Also, an easy induction suffices to show that any node at light distance at most $2rs$ from $c$ on the path will surely be covered (by $c$ or another center) by the end of iteration $s$.

An immediate consequence of the above observation is the following. Let $c \in V$ be a center selected at iteration $i$, and $v \in V$ a node at light distance $d$ from $c$. No center $c'$ selected at an iteration $j > i$ and at distance at least $d$ from $v$ is able to cover $v$. The reason is that any such center $c'$ would require the same number of iterations to reach $v$ as $c$, and by the time it is able to reach $v$, $v$ would have already been reached by $c$ (or some other center) and marked as stable, which would prevent the reassignment to other centers.

4. Diameter Approximation Strategy

We are now ready to describe our clustering-based strategy to approximate the diameter of a graph $G$. For any fixed value $r > 0$, we run RANDCLUSTER($G, r$) to obtain a clustering $C$. By Theorem 2, we know that, with high probability, $C$ has radius $r_C \leq 2r \log n$ and consists of $O(k^* \log^2 n)$ clusters, where $k^*$ is the minimum number of clusters among all the clusterings of $G$ with radius $r$. Also, we recall that $C$ is represented by the tuples $(u, c_u, d_u)$, for every $u \in V$, where $c_u$ is the center of the cluster of $u$, and $d_u \leq r_C$ is an upper bound to $d(u, c_u)$.

As in [16], we define a weighted auxiliary graph $G_C$ associated with $C$ where the nodes correspond to the cluster centers and, for each edge $(u, v)$ of $G$ with $c_u \neq c_v$, there is an edge $(c_u, c_v)$ in $G_C$ of weight $w(u, v) + d_u + d_v$. In case of multiple edges between clusters, we retain only the one yielding the minimum weight. (See Figure 3 for the auxiliary graph associated to the clustering described in Figure 2).
We next show that the nodes of each of the latter segments belong to $O$ with probability at least 1 probability. Consider one such segment $\pi$ plus twice the sum of the radii of the distinct clusters encountered by $G$. Let $\Phi(G)$ (resp., $\Phi(G_C)$) be the diameter of $G$ (resp., $G_C$). We approximate $\Phi(G)$ with

$$\Phi_{\text{approx}}(G) = \Phi(G_C) + 2 \cdot r_C$$  \hspace{1cm} (4)

It is easy to see that $\Phi_{\text{approx}}(G) \geq \Phi(G)$. The following theorem provides an upper bound to $\Phi_{\text{approx}}(G)$.

**Theorem 3.** If $r = O(\Phi(G))$, then

$$\Phi_{\text{approx}}(G) = O\left(\Phi(G) \log^3 n\right),$$

with high probability.

**Proof.** Since $r_C \leq 2\log n$, and, by hypothesis, $r = O(\Phi(G))$, it is sufficient to show that $\Phi(G_C) = O(\Phi(G) \log^3 n)$. To this purpose, let us fix an arbitrary pair of distinct clusters $C_1, C_2$ and a shortest path $\pi$ in $G$ between their centers of (minimum) weight $w_\pi$. Let $\pi_C$ be the (not necessarily simple) path of clusters in $G_C$ traversed by $\pi$, and observe that, by shortcutting all cycles in $\pi_C$, we have that the distance between the nodes associated to the centers of $C_1$ and $C_2$ in $G_C$ is upper bounded by $w_\pi$ plus twice the sum of the radii of the distinct clusters encountered by $\pi_C$. We now show that, with probability at least $1 - 1/n^3$, this latter sum is $O(\Phi(G) \log^3 n)$. Then the theorem will immediately follow by applying the union bound over all pairs of distinct clusters. We distinguish the following two cases.

**Case 1.** Suppose that $2r > \Phi(G)$ (hence, $r = \Theta(\Phi(G))$), since we assumed $r = O(\Phi(G))$) and let $i \geq 1$ be the index of the first iteration where some centers are selected. By applying a standard Chernoff bound [31, Corollary 4.6] we can easily show that $O(\log n)$ centers are selected in Iteration $i$, with probability at least $1 - 1/n^3$. Moreover, since all nodes in $G$ are at light distance at most $\Phi(G)$ from the selected centers, we have that, by virtue of Observation 1, all nodes will be covered by the end of Iteration $i$. Therefore, with probability at least $1 - 1/n^3$, $\pi_C$ contains $O(\log n)$ clusters and it easily follows that its weight is $O(w_\pi + r \log n) = O(w_\pi + \Phi(G) \log n) = O(\Phi(G) \log^3 n)$.

**Case 2.** Suppose now that $2r \leq \Phi(G)$. We show that, with high probability, at most $O\left(\lceil w_\pi/r \rceil \log^2 n\right)$ clusters intersect $\pi$ (i.e., contain nodes of $\pi$). Observe that $\pi$ can be divided into $O\left(\lceil w_\pi/r \rceil \right)$ subpaths, where each subpath is either an edge of weight $> r$ or a segment of weight $\leq r$. We next show that the nodes of each of the latter segments belong to $O(\log^2 n)$ clusters, with high probability. Consider one such segment $S$. Clearly, all clusters containing nodes of $S$ must have their centers at light distance at most $2r \log n$ from $S$ (i.e., light distance at most $2r \log n$ from the closest node of $S$).

For $1 \leq j \leq 2 \log n + 1$, let $C(S, j)$ be the set of nodes whose light distance from $S$ is between $(j - 1)r$ and $j \cdot r - 1$, and observe that any cluster intersecting $S$ must be centered at a node belonging to one of the $C(S, j)$'s. We claim that, with high probability, for any $j$, there are $O(\log n)$ clusters centered at nodes of $C(S, j)$ which may intersect $S$. Fix an index $j$, with $1 \leq j \leq 2 \log n + 1$, and let $i_j$
be the first iteration of the for loop of RANDCLUSTER in which some center is selected from \( C(S, j) \). By Observation 1, \( (\lceil (j + 1) - 1 \rceil / 2r) \) iterations are sufficient for any of these centers to cover the entire segment. On the other hand, any center from \( C(S, j) \) needs at least \( \lceil (j - 1) r / 2r \rceil \) iterations to touch the segment. Hence, we have that no center selected from \( C(S, j) \) at Iteration \( i_j + 2 \) or higher can cover a node of \( S \), since by the time it reaches \( S \), the nodes of the segment are already covered and stable.

We now show that the number of centers being selected from \( C(S, j) \) in Iterations \( i_j \) and \( i_j + 1 \) is \( O(\log n) \). For a suitable constant \( c \), we distinguish two cases.

1. \( |C(S, j)| \leq c \log n \). Then the bound trivially holds.
2. \( |C(S, j)| > c \log n \). Let \( h \) be an index such that in Iteration \( h \) the center selection probability \( p_h = 2^h / n \) is such that \( p_h \cdot |C(S, j)| = c \log n \). Therefore, in Iteration \( h + 1 \) the expected number of centers selected from \( C(S, j) \) is \( 2c \log n \). By applying the Chernoff bound, we can prove that, with high probability, the number of centers selected from \( C(S, j) \) in Iteration \( h + 1 \) is \( \Theta(\log n) \) and that the number of centers selected in any iteration \( \leq h + 1 \) is \( O(\log n) \). Furthermore, observe that, with high probability, \( i_j \leq h \): indeed, if no center is selected in iterations up to the \( h - 1 \), with high probability at least one is chosen at Iteration \( h \), since we just proved that \( \Theta(\log n) \) are selected in Iteration \( h \).

Therefore, we have that the total number of centers selected from \( C(S, j) \) in Iterations \( i_j \) and \( i_j + 1 \) (and thus the only centers from \( C(S, j) \) which may cover nodes of \( S \)) is \( O(\log n) \). Overall, considering all \( C(S, j) \)'s, the nodes of segment \( S \) will belong to \( O(\log^2 n) \) clusters, with high probability. By applying the union bound over all segments of \( \pi \), we have that \( O([w_\pi / r] \log^2 n) \) clusters intersect \( \pi \), with high probability. It is easy to see that by suitably selecting the constants in all of the applications of the Chernoff bound, the high probability can be made at least \( 1 - 1/n^3 \). Therefore, with such probability we have:

\[
\pi_C = O\left( w_\pi + rC \left\lceil \frac{w_\pi}{r} \right\rceil \log^2 n \right) \\
= O\left( \Phi(G) + r \left\lceil \frac{\Phi(G)}{r} \right\rceil \log^2 n \right) \\
= O\left( \Phi(G) \log^3 n \right)
\]

where last equality follows from the hypothesis \( r = O(\Phi(G)) \). \( \square \)

An important remark regarding the above result is in order at this point. While the upper bound on the approximation ratio does not depend on the value of parameter \( r \) (as long as \( r \in O(\Phi(G)) \)), this value affects the efficiency of the strategy. In broad terms, a larger \( r \) yields a clustering \( C \) with fewer clusters, hence a smaller auxiliary graph \( G_C \) whose diameter can be computed efficiently with limited main memory, but requires a larger number of growing steps in the execution of RANDCLUSTER, hence a larger number of synchronizations in a distributed execution. In the next section we will show how to make a judicious choice of \( r \) which strikes a suitable space-round tradeoff in MapReduce.

5. Implementation in the MapReduce Model

In this section we describe an algorithm for diameter approximation in MapReduce, which uses sublinear local memory and linear aggregate memory and, for an important class of graphs which includes well-known instances, features a round complexity asymptotically smaller than the one required to obtain a 2-approximation through the state-of-the-art SSSP algorithm by [20]. The algorithm runs the clustering-based strategy presented in the previous section for geometrically increasing guesses of the parameter \( r \), until a suitable guess is identified which ensures that the computation can be carried out within a given local memory budget.
Recall that the diameter-approximation strategy presented in the previous section is based on the use of Algorithm RANDCLUSTER to compute a clustering of the graph, and that, in turn, RANDCLUSTER entails the execution of sequences of growing steps. A growing step (lines 7-10 of Algorithm 1) can be implemented in MapReduce as follows. We represent each node by the key-value pair \((u, 0), (c_u, d_u, G_u, s_u)\) and each edge \((u, v) \in E\) by the two key-value pairs \(((u, 1), (v, w(u, v)))\) and \(((v, 1), (u, w(u, v)))\). We then sort all key-value pairs by key so that for every node \(u\) there will be a segment in the sorted sequence starting from \(((u, 0), (c_u, d_u, G_u, s_u))\) and followed by the paired auxiliary graph \((u)\) with radius \(c_u\). Let \(G\) be connected weighted graph with \(n\) nodes, \(m\) edges, and weighted diameter \(\Phi(G)\). Consider an \(\epsilon\)-node connected weighted graph \(\Phi(G)\). Also, let \(r_c\) be the radius of \(C\), with radius \(r_c\), \(r_c = \text{radius of } C\), is returned as an approximation to the true diameter \(\Phi(G)\). We have:

**Lemma 1.** Let \(G\) be a connected weighted graph with \(n\) nodes and \(m\) edges. On the MR\((M_L, M_A)\) model algorithm RANDCLUSTER\((G, r)\) can be implemented in

\[
O\left(\ell_{2r} \cdot \log n \cdot \log M_L n\right)
\]

rounds, with \(M_A = \Theta(m)\). In particular, if \(M_L = \Omega(n^c)\), for some constant \(c > 0\), the number of rounds becomes \(O(\ell_{2r} \log n)\).

We are now ready to describe in detail our MapReduce algorithm for diameter approximation. Consider an \(n\)-node connected weighted graph \(G\), and let \(w_{\text{min}}\) be the minimum edge weight. For a fixed parameter \(\epsilon \in (0, 1)\), the algorithm runs RANDCLUSTER\((G, r)\) for geometrically increasing values of \(r\), namely \(r = w_{\text{min}} \cdot 2^i\), with \(i = 0, 1, \ldots\), until the returned clustering \(C\) is such that the corresponding auxiliary graph \(G_C\) has size (i.e., number of nodes plus number of edges) \(O(n^c)\). At this point, the diameter \(\Phi(G_C)\) of \(G_C\) is computed using a single reducer, and the value \(\Phi_{\text{approx}}(G) = \Phi(G_C) + 2 \cdot r_C\), where \(r_C\) is the radius of \(C\), is returned as an approximation to the true diameter \(\Phi(G)\). We have:

**Theorem 4.** Let \(G\) be connected weighted graph with \(n\) nodes, \(m\) edges, and weighted diameter \(\Phi(G)\). Also, let \(\epsilon \in (0, 1)\) be an arbitrarily fixed constant and define \(r^*\) as the minimum radius of any clustering of \(G\) with at most \(n^{c/2} / \log^2 n\) clusters. With high probability, the above algorithm returns an estimate \(\Phi_{\text{approx}}(G)\) such that \(\Phi(G) \leq \Phi_{\text{approx}}(G) = O(\Phi(G) \log^3 n)\), and can be implemented in the MR\((M_L, M_A)\) model using

\[
O\left(\ell_{2r^*} \log^2 n\right)
\]

rounds, with \(M_L = \Theta(n^c)\) and \(M_A = \Theta(m)\).

**Proof.** Let \(r^*\) be the first radius in the sequence \(\{w_{\text{min}} \cdot 2^i : i \geq 0\}\) such that \(r^* \geq r^*\). Define \(k^*\) (resp., \(k\)) as the minimum number of nodes in a clustering of \(G\) with radius \(r^*\) (resp., \(r\)). It is straightforward to see that \(k \leq k^*\). Since, by hypothesis, \(k^* \leq n^{c/2} / \log^2 n\), we have that \(k \leq n^{c/2} / \log^2 n\). By Theorem 2, with high probability RANDCLUSTER\((G, r)\) returns a clustering with \(O(k \log^2 n) = O(n^{c/2})\) clusters whose corresponding auxiliary graph has size \(O(n^c)\). Therefore, with high probability, the MapReduce algorithm
will complete the computation of the approximate diameter after an invocation of \textsc{RandCluster} with radius at most \( r \).

By Lemma 1, each invocation of \textsc{RandCluster}(G, r) can be implemented in MapReduce using \( O(\ell^2_r \log n) \) rounds with \( M_L = \Theta(n^c) \) and \( M_A = \Theta(m) \). In particular, the round complexity of the last invocation (with radius at most \( r \)) will upper bound the one of any previous invocation. Considering the fact that \( r \leq 2\ell^2_r \), we have that the round complexity of each invocation is \( O(\ell^2_r \log n) \).

Note that \( r^c_r \leq \Phi(G) \), therefore the maximum number of values \( r \) for which \textsc{RandCluster}(G, r) is executed is \( O(\log(\Phi(G)/w_{\min})) \). Since \( \Phi(G) \leq n \cdot w_{\max} \), where \( w_{\max} \) is the maximum edge weight, and \( w_{\max}/w_{\min} \) is polynomial in \( n \), as we assumed at the beginning of Section 3, we have that the maximum number of invocations of \textsc{RandCluster}(G, r) is \( O(\log n) \). Therefore, the aggregated round complexity of all the invocations of \textsc{RandCluster} up to the one finding a suitably small clustering is \( O(\ell^2_r \log^2 n) \). Moreover, it is easy to see that the computation of the auxiliary graph after each invocation of \textsc{RandCluster} and the computation of the diameter after the last invocation, which is performed on an auxiliary graph of size \( O(n^c) \), does not affect neither the asymptotic round complexity nor the memory requirements.

Finally, the bound on the approximation follows directly from Theorem 3, while the bounds on \( M_L \) and \( M_A \) derive from Lemma 1 and from the previous discussion. □

We observe that the term \( \ell^2_r \) which appears in the round complexity of the algorithm stated in the above theorem, depends on the graph topology. In what follows, we will prove an upper bound to \( \ell^2_r \), hence an upper bound to the round complexity, in terms of the \textit{doubling dimension} of \( G \), a topological notion which was reviewed in Section 2.2. To this purpose, we first need the following technical lemma.

\textbf{Lemma 2.} Let \( G \) be a graph with \( n \) nodes and maximum degree \( d \). If we remove each edge independently with probability at least \( 1 - 1/d \), then, with high probability, the graph becomes disconnected and each connected component has size \( O(\ln n) \).

\textbf{Proof.} Let \( G' = (V, E') \) be a graph obtained from \( G = (V, E) \) by removing each edge in \( E \) with probability \( 1 - p > 1 - 1/d \). Equivalently, each edge in \( E \) is included in \( E' \) with probability \( p < 1/d \), independent of other edges. If \( G' \) has a connected component of size \( k \) then it must have a tree of size \( k \). We prove the claim by showing that for \( c \geq 24d(d-1) \), the probability that a given vertex \( v \) is part of a tree of size \( k = c \log n \) is bounded by \( 1/n^2 \).

For a fixed vertex \( v \in V \), let \( Y_0 = \{v\} \) and let \( Y_i \) be the set of vertices in \( G' \) connected to \( Y_{i-1} \) but not to \( Y_j, j < i - 1 \), i.e.,

\[ Y_i = \{w \mid \exists (w, u) \in E', w \not\in \cup_{i=0}^{j-1} Y_i, u \in Y_{i-1}\}. \]

Consider a Galton–Watson branching process \([32]\) \( \{Z_i, i \geq 0\} \), with \( Z_0 = 1 \), and \( Z_i = \sum_{j=1}^{Z_{i-1}} X_{ij} \), where \( X_{ij} \) are independent, identically distributed random variables with a Binomial distribution \( B(d-1, p) \). Clearly for any \( i \geq 0 \), the distribution of \( Y_i \) is stochastically upper bounded by the distribution of \( Z_i \). For a branching process with i.i.d. offspring distributions as the one we are considering, the \textit{total progeny} can be bound as follows ([33], Theorem 3.13) \([34]\)

\[ \Pr(\sum_{i \geq 0} Z_i \geq k) \leq \Pr(\sum_{i=1}^{k} X_i \leq k - 1) \]

where the \( X_i \) are independent random variables with the same distribution as the offspring distribution of the branching process, which in this case is a Binomial with parameters \((d - 1)\) and \( p \).
Now, we have \( E[\sum_{i=1}^{L} X_i] = k(d - 1)p \), therefore, by applying a Chernoff bound, the probability that \( v \) is part of a tree of size \( \geq k \) is bounded by

\[
Pr(\sum_{i=0}^{k} Y_i \geq k) \leq Pr(\sum_{i=0}^{k} Z_i \geq k) \\
\leq Pr(\sum_{i=1}^{k} X_i \geq k - 1) \\
\leq \exp\left(-\frac{k}{12d(d - 1)}\right)
\]

If \( k = c \log n \), with \( c \geq 24d(d - 1) \), then we have

\[
Pr(\sum_{i=0}^{k} Y_i \geq k) \leq \frac{1}{n^2}
\]

By union bound over the \( n \) nodes, the probability that the graph has a connected component of size greater than \( c \log n \) is bounded by \( 1/n \).

On weighted graphs, the result of Lemma 2 immediately implies the following observation.

**Observation 2.** Given a graph of maximum degree \( d \) with edge weights uniformly distributed in \([w_{\text{min}}, w_{\text{max}}]\), if we remove the edges whose weight is larger than or equal to \((w_{\text{min}} + w_{\text{max}})/d\), then with high probability the graph becomes disconnected and the size of each connected component is \( O(\log n) \). That is, in any simple path the number of consecutive edges with weight less than \((w_{\text{min}} + w_{\text{max}})/d\) is \( O(\log n) \), with high probability.

Observation 2 allows us to derive the following corollary of Theorem 4. Recall that \( \Phi(G) \) denotes the weighted diameter of \( G \). With \( \Psi(G) \), instead, we denote its unweighted diameter.

**Corollary 1.** Let \( G \) be a connected graph with \( n \) nodes, \( m \) edges, maximum degree \( d \in O(1) \), doubling dimension \( D \), and positive edge weights chosen uniformly at random from \([w_{\text{min}}, w_{\text{max}}]\). Also, let \( \epsilon \in (0, 1) \) be an arbitrarily fixed constant. With high probability, an estimate \( \Phi_{\text{approx}}(G) \) such that \( \Phi(G) \leq \Phi_{\text{approx}}(G) = O(\Phi(G) \log^2 n) \), can be computed in

\[
O\left(\left\lceil \frac{\Psi(G)}{n^\epsilon / (2D)} \right\rceil \log^3 n \right)
\]

rounds on the MR(M_L, M_A) model with \( M_L = O(n^\epsilon) \) and \( M_A = \Theta(m) \).

**Proof.** Given the result of Theorem 4, in order to prove the corollary we only need to show the bound on the number of rounds. From the statement of Theorem 4, recall that, with high probability, the number of rounds is \( O(\ell_{4 \epsilon} \log^2 n) \), where \( \ell_{4 \epsilon} \) is the minimum radius of any clustering of \( G \) with at most \( n^\epsilon / (2D^2) \log^2 n \) clusters.

By iterating the definition of doubling dimension starting from a single ball of unweighted radius \( \Psi(G) \) containing the whole graph, we can decompose \( G \) into \( n^\epsilon / (2D^2) \log^2 n \) disjoint clusters of unweighted radius \( \psi = O\left(\frac{\Psi(G)}{n^\epsilon / (2D^2)^{1/D}} \right) \). Since \( w_{\text{max}} \) is the maximum edge weight, we have that \( r^*_\epsilon \leq \psi \cdot w_{\text{max}} \). We will now give an upper bound on \( \ell_{4 \epsilon} \). By Lemma 2 and Observation 2, we have that by removing all edges of weight \( \geq (w_{\text{min}} + w_{\text{max}})/d \), with high probability the graph becomes disconnected and each connected component has \( O(\log n) \) nodes. As a consequence, with high probability, any simple path in \( G \) will traverse an edge of weight \( \geq (w_{\text{min}} + w_{\text{max}})/d = \Omega(w_{\text{max}}) \) every \( O(\log n) \) nodes. This implies that a path of weight at most \( 4r^*_\epsilon = O\left(\frac{\Psi(G)}{n^\epsilon / (2D^2)^{1/D}} \right) \) has at most \( \ell_{4 \epsilon} = O\left(\left\lceil \frac{\Psi(G)}{(\log^2 n / n^\epsilon / (2D^2)^{1/D})} \right\rceil \log n \right) \) edges, and the corollary follows.
The above corollary ensures that, for graphs of constant doubling dimension, we can make the number of rounds polynomially smaller than the unweighted diameter \( \Psi(G) \). This makes our algorithm particularly suitable for inputs that are otherwise challenging in MapReduce, like high-diameter, mesh-like sparse topologies (a mesh has doubling dimension 2). On these inputs, performing a number of rounds sublinear in the unweighted diameter is crucial to obtain good performance. In contrast, algorithms for the SSSP problem perform a number of rounds linear in the diameter. Consider for instance \( \Delta \)-stepping that, being a state of the art parallel SSSP algorithm, is our most natural competitor. Given a graph \( G \) with random uniform weights, the analysis in [20] implies that under the linear-space constraint a natural MapReduce implementation of \( \Delta \)-stepping requires \( \Omega(\Psi(G)) \) rounds. In the next section, we will assess experimentally the difference in performance between our algorithm and \( \Delta \)-stepping.

6. Improved Performance for Unweighted Graphs

We can show that running the MapReduce implementation described in the previous section on unweighted graphs is faster than in the general case. In fact, in the unweighted case, the growing step is very efficient, since once a node is covered for the first time, it is always with the minimum distance from its center, so it will not be further updated. (In fact, in the unweighted case the growing step is conceptually equivalent to one step of a BFS-like expansion). This results in an improvement in the round complexity by a doubly logarithmic factor, as stated in the following corollary to Theorem 4.

**Corollary 2.** Let \( G \) be a connected unweighted graph with \( n \) nodes, \( m \) edges, and doubling dimension \( D \). Also, let \( \epsilon \in (0, 1) \) be an arbitrarily fixed constant. With high probability, an estimate \( \Phi_{\text{approx}}(G) \) such that \( \Phi(G) \leq \Phi_{\text{approx}}(G) = O(\Phi(G) \log^3 n) \) can be computed in

\[
O\left(\left\lceil \frac{\Phi(G)}{\psi^{\epsilon/2}(2D)} \right\rceil \right) \ 	ext{rounds on the MR}(M_L, M_A) \model with } M_L = \Theta(n^\epsilon) \text{ and } M_A = \Theta(m).
\]

**Proof.** The approximation bound is as stated in Theorem 4. For what concerns the round complexity, we first observe that an unweighted graph can be regarded as a weighted graph with unit weights. On such a graph, we have \( \ell_x = x \) for every positive integer \( x \). Thus, by Lemma 1, each execution of \( \text{RANDCLUSTER}(G, r) \) can be implemented in \( O(r \log n) \) rounds in the \( \text{MR}(M_L, M_A) \model with } M_L = \Theta(n^\epsilon) \text{ and } M_A = \Theta(m) \). From the statement of Theorem 4, recall that \( r_\epsilon \) is the minimum radius of any clustering of \( G \) with at most \( n^{\epsilon/2}/\log^2 n \) clusters. As argued in the proof of that theorem, the round complexity of the algorithm is dominated by the executions of \( \text{RANDCLUSTER} \), which are performed for geometrically increasing values of \( r \) up to a value at most \( 2r_\epsilon^* \), thus yielding an overall round complexity of \( O(r_\epsilon^* \log n) \).

By reasoning as in the proof of Corollary 1 we can show that \( G \) can be decomposed into \( n^{\epsilon/2}/\log^2 n \) disjoint of radius \( \phi = O\left(\left\lceil \Phi(G)(\log^2 n/n^{\epsilon/2})^{1/D} \right\rceil \right) \), which thus provides an upper bound to \( r_\epsilon^* \). The corollary follows. \( \square \)

In the case of unweighted graphs, the most natural competitor for approximating the diameter is a simple BFS, instead of \( \Delta \)-stepping. However, the same considerations made at the end of the previous section apply, since any natural MapReduce implementation of BFS also requires \( \Theta(\Phi(G)) \) rounds, similarly to \( \Delta \)-stepping. Another family of competitors is represented by neighbourhood function-based algorithms [10,12,15], which we reviewed in Section 1.1. These algorithms, like the BFS, require \( \Theta(\Phi(G)) \) rounds, and are therefore outperformed by our approach on graphs with constant doubling dimension.

As a final remark on our theoretical results for both the weighted and the unweighted cases, we observe that the \( O(\log^3 n) \) bound on the ratio between the diameter returned by our strategy and the
exact diameter may appear rather weak. However, these theoretical bounds are the result of a number of worst-case approximations which, we conjecture, are unlikely to occur in practice. In fact, in the experiments reported in Section 7.1, our strategy exhibited an accuracy very close to the one of the 2-approximation based on Δ-stepping. Although to a lesser extent, the theoretical bounds on the round complexities of the MapReduce implementation may suffer from a similar slackness. An interesting open problem is to perform a tighter analysis of our strategy, at least for specific classes of graphs.

7. Experiments

We implemented our algorithms with Rust 1.41.0 (based on LLVM 9.0) on top of Timely Dataflow (https://github.com/TimelyDataflow/timelydataflow) (compiled in release mode, with all available optimizations activated). Our implementation, which is publicly available (https://github.com/Cecca/diameter-flow/), has been run on a cluster of 12 nodes, each equipped with a 4 core I7-950 processor clocked at a maximum frequency of 3.07 GHz and 18 GB RAM, connected by a 10 Gbit Ethernet network. We configured Timely Dataflow to use 4 threads per machine.

We implemented the diameter-approximation algorithm as described in Section 5 (referred to as CLUSTERDIAMETER in what follows), by running several instances of RANDCLUSTER, each parametrized by a different value of $r$, until a clustering is found whose corresponding auxiliary graph fits into the memory of a single machine. In order to speed up the computation of the diameter of the auxiliary graph, rather than executing the classical exact algorithm based on all-pairs shortest paths, we run two instances of Dijkstra’s algorithm: the first from an arbitrary node, the second from the farthest reachable node, reporting the largest distance found in the process. We verified that this procedure, albeit providing only a 2-approximation in theory, always finds a very close approximation to the diameter in practice, in line with the findings of [6], while being much faster than the exact diameter computation. The only other deviation from the theoretical algorithm concerns the initial value of $r$, which is set to the average edge weight (rather than $w_{\text{min}}$) in order to save on the number of guesses.

We compared the performance of our algorithm against the 2-approximation algorithm based on Δ-stepping [20], which we implemented in the same Rust/Timely Dataflow framework. In what follows, we will refer to this implementation as DELTASTEPPING. For this algorithm, we tested several values of Δ, including fractions and multiples of the average edge weight, reporting, in each experiment, the best result obtained over all tested values of Δ.

We experimented on three graphs: a web graph (sk-2005), a social network (twitter-2010), (both downloaded from the WebGraph collection [35,36]: http://law.di.unimi.it/datasets.php) and a road network (USA, downloaded from http://users.diag.uniroma1.it/challenge9/download.shtml). Since both sk-2005 and twitter-2010 are originally unweighted graphs, we generated a weighted version of these graphs by assigning to each edge a random integer weight between 1 and $n$, with $n$ being the number of nodes. Also, since the road network USA, on the other hand, is small enough to fit in the memory of a single machine, we inflated it by generating the cartesian product of the network with a linear array of $S$ nodes and unit edge weights, for a suitable scale parameter $S$. In the reported experiments we used $S = 5, 10$. The rationale behind the use of the cartesian product was to generate a larger network with a topology similar to the original one. For each dataset, only the largest connected component was used in the experiments. Table 1 summarizes the main characteristics of the (largest connected components of the) above benchmark datasets. Being a web and a social graph, sk-2005 and twitter-2010 have a small unweighted diameter (in the order of the tens of edges), which allows information about distances to propagate along edges in a small number of rounds. Conversely, USA has a very large unweighted diameter (in the order of tens of thousands), thus requiring a potentially very large number of rounds to propagate information about distances. We point out that a single machine of our cluster is able to handle weighted graphs of up to around half a billion edges using Dijkstra’s algorithm. Thus, the largest among our datasets (sk-2005, twitter-2010, and USA with $S = 10$) cannot be handled by a single machine, hence they provide a good testbed to check the effectiveness of a distributed approach.
Our experiments aim at answering the following questions:

1. How does CLUSTERDIAMETER compare with DELTASTEPPING? (Section 7.1)
2. How does the guessing of the radius in CLUSTERDIAMETER influence performance? (Section 7.2)
3. How does the algorithm scale with the size of the graph? (Section 7.3)
4. How does the algorithm scale with the number of machines employed? (Section 7.4)

Table 1. Datasets used in the experimental evaluation.

| Dataset    | Nodes     | Edges      | Max. Weight | Avg. Weight |
|------------|-----------|------------|-------------|-------------|
| sk-2005    | 50,066,547| 1,806,103,236| 50,066,547  | 25,033,273  |
| twitter-2010| 41,582,394| 1,200,658,436| 41,582,394  | 20,791,197  |
| USA        | 23,947,347| 28,854,312  | 368,855     | 2,950       |
| USA-x5     | 119,736,735| 240,060,948  | 368,855     | 2,950       |
| USA-x10    | 239,473,470| 504,069,243  | 368,855     | 2,950       |

7.1. Comparison with the State of the Art

Figure 4 reports the comparison between CLUSTERDIAMETER and DELTASTEPPING on the benchmark datasets. The left plot shows running times, the right plot shows the diameter.

![Figure 4](image-url)

**Figure 4.** Comparison between DELTASTEPPING and CLUSTERDIAMETER: running time (left) and diameter (right). On USA-x10 DELTASTEPPING timed out after five hours.

Considering the running times, we observe that on sk-2005 and twitter-2010 the running times are comparable, with CLUSTERDIAMETER being approximately twice as fast. Recall that DELTASTEPPING performs a number of parallel rounds linear in the unweighted diameter of the graph, whereas CLUSTERDIAMETER employs a number of rounds typically sublinear in this metric. However, on these two graphs the unweighted diameter is too small to make the difference in performance evident. On the other hand, USA has a very large unweighted diameter, and, as expected CLUSTERDIAMETER is much faster than DELTASTEPPING on this instance.

As for the diameter returned by the two algorithms, we have that both yield similar results, with CLUSTERDIAMETER reporting a slightly larger diameter on twitter-2010 and sk-2005. Note that DELTASTEPPING provides a 2-approximation, whereas CLUSTERDIAMETER provides a polylog approximation in theory. The fact that the two algorithms actually give similar results shows that CLUSTERDIAMETER is in practice much better than what is predicted by the theory. We notice that,
since the very slow execution of DELTASTEPPING on USA-x10 was stopped after 5 hours, no diameter approximation was obtained in this case.

7.2. Behaviour of the Guessing of the Radius

To test the behaviour of the guessing of the radius, we ran CLUSTERCENTER on USA with an initial guess of one tenth the average edge weight, increasing the guess by a factor ten in each step, and stopping at a thousand times the average edge weight. For each guessing step, we recorded the running time, along with the size of the auxiliary graph obtained with that radius guess, and the diameter approximation computed from the auxiliary graph. We remark that, in all experiments, the time required to compute the diameter on the auxiliary graph (not reported) is negligible with respect to the time required by the clustering phase.

Figure 5 reports the results of this experiment. First and foremost we note that, as expected due to exponential growth of the radius parameter in the search, the duration of each guessing step is longer than the cumulative sum of the durations of the previous steps. Also as expected, the size of the auxiliary graph decreases with the increase of the radius used to build the clustering. As for the approximate diameter computed from the different auxiliary graphs, intuition suggests that the auxiliary graph built from a very fine clustering is very similar to the input graph, hence will feature a very similar diameter; whereas a coarser clustering will produce an auxiliary graph which loses information, hence leading to a slightly larger approximate diameter. However, we observe that the diameter approximation worsens only slightly as the size of the auxiliary graph decreases (by less than 12% from the minimum to the maximum guessed radius). This experiment provides evidence that our strategy is indeed able to return good diameter estimates even on platforms where each worker has very limited local memory, although, on such platforms, the construction of a small auxiliary graph requires a large radius and is thus expected to feature large round complexity, as reflected by the increase in running time reported in the leftmost graph of Figure 5.

**Figure 5.** Time employed to build clusterings of USA with different radius guesses (left), size of the auxiliary graph for each guess (center), and diameter approximation obtained from each clustering (right). All axes are in logarithmic scale, except for the y axis of the rightmost plot.

7.3. Scalability

The goal of the scalability experiments is twofold. One the one hand, we want to assess the overhead incurred by a distributed algorithm over a sequential one, in case the graph is small enough so that the latter can be run. On the other hand, we want to compare the scalability with respect to the graph size of CLUSTERCENTER versus DELTASTEPPING. To this purpose, we used as benchmarks the original USA network and the two inflated versions with $S = 5, 10$. We note that both the original USA network and the inflated version with $S = 5$ fit in the memory of a single machine. We did not experiment with the sk-2005 and twitter-2010 graphs, since it was unclear how to downscale them.
to fit the memory of a single machine, while preserving the topological properties. As a fast sequential baseline, we consider a single run of Dijkstra’s algorithms from an arbitrary node, which gives a 2-approximation to the diameter.

The results of the experiments are reported in Figure 6. On the original USA network, as well as on its fivefold scaled up version, the sequential approach is considerably faster than both CLUSTERDIAMETER and DELTASTEPPING, suggesting that when the graph can fit into main memory it is hard to beat a simple algorithm with low overhead. However, when the graph no longer fits into main memory, as is the case of USA-x10, the simple sequential approach is no longer viable. Considering DELTASTEPPING, it is clearly slower than CLUSTERDIAMETER, even on small inputs, failing to meet the five hours timeout on USA-x10. On the other hand, CLUSTERDIAMETER exhibits a good scalability in the size of the graph, suggesting that it can handle much larger instances, even in the case of very sparse graphs with very large unweighted diameters.

![Figure 6. Scalability with respect to the size of the graph for algorithms CLUSTERDIAMETER DELTASTEPPING, and a SEQUENTIAL approximation obtained running Dijkstra’s algorithm. The x axis reports the scale of the graph, that is the number of layers used to inflate the original dataset. For USA-x10 (rightmost point), the sequential algorithm could not load the entire graph in memory, whereas DELTASTEPPING timed out after five hours.](image)

7.4. Strong Scaling

In this section we investigate the strong scaling properties of CLUSTERDIAMETER, varying the number of machines employed while maintaining the input instance fixed. The results are reported in Figure 7, where, for each graph, we report results starting from the minimum number of machines for which we were able to complete the experiment successfully, avoiding running out of memory.

We observe that, in general, our implementation of CLUSTERDIAMETER scales gracefully with the number of machines employed. It is worth discussing some phenomena that can be observed in the plot, and that are due to peculiarities of our hardware experimental platform. Specifically, on twitter-2010 we observe a very large difference between the running times on 4 and 6 machines. The reason for this behaviour is that for this dataset, on our system, when using 4 machines our implementation incurs a heavy use of swap space on disk when building the clustering. Interestingly, the slightly larger graph sk-2005 does not trigger this effect. This difference is due to the fact that twitter-2010 exhibits faster expansion (the median number of hops between nodes is 5 on twitter-2010, and 15 on sk-2005), therefore on twitter-2010 the implementation needs to allocate much larger buffers to store messages in each round. From 6 machines onwards, the scaling pattern is similar to the other datasets, as detailed in the smaller inset plot. Similarly, on USA-x5, the scaling is very smooth except between 4 and 6 machines, where the improvement in performance is more marked. The reason again is that on 2 and 4 machines the implementation makes heavy use of swap space on disk during the construction of the auxiliary graph.
We remark that the experimental evaluation reported in this section focus exclusively on weighted graphs. A set of experiments, omitted for the sake of brevity, has shown that, on unweighted graphs of small diameter, a distributed implementation of BFS is able to outperform our algorithm, due to its smaller constant factors, while for unweighted graphs of higher diameter we obtained results consistent with those reported in this section for the weighted USA dataset.
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