How multisite phosphorylation impacts the conformations of intrinsically disordered proteins
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Abstract

Phosphorylation of intrinsically disordered proteins (IDPs) can produce changes in structural and dynamical properties and thereby mediate critical biological functions. How phosphorylation effects intrinsically disordered proteins has been studied for an increasing number of IDPs, but a systematic understanding is still lacking. Here, we compare the collapse propensity of four disordered proteins, Ash1, the C-terminal domain of RNA polymerase (CTD2’), the cytosolic domain of E-Cadherin, and a fragment of the p130Cas, in unphosphorylated and phosphorylated forms using extensive all-atom molecular dynamics (MD) simulations. We find all proteins to show V-shape changes in their collapse propensity upon multi-site phosphorylation according to their initial net charge: phosphorylation expands neutral or overall negatively charged IDPs and shrinks positively charged IDPs. However, force fields including those tailored towards and commonly used for IDPs overestimate these changes. We find quantitative agreement of MD results with SAXS and NMR data for Ash1 and CTD2’ only when attenuating protein electrostatic interactions by using a higher salt concentration (e.g., 350 mM), highlighting the overstabilization of salt bridges in current force fields. We show that phosphorylation of IDPs also has a strong impact on the solvation of the protein, a factor that in addition to the actual collapse or expansion of the IDP should be considered when analyzing SAXS data. Compared to the overall mild change in global IDP dimension, the exposure of active sites can change significantly phosphorylation, underlining the large susceptibility of IDP ensembles to regulation through post-translational modifications.

Author summary

Intrinsically disordered proteins (IDPs) are a class of proteins that lack secondary and tertiary structures and instead explore a broad conformational ensemble. Their functions, from transcriptional regulation to signal transmission, are tightly regulated. IDPs are subject of extensive reversible post-translational modifications (PTMs), such as phosphorylation, methylation and glycosylation. Among these PTMs, phosphorylation is one of the most common and important PTMs. However, the mechanism of how phosphorylation affects the conformations and functions of IDPs remains unclear. To answer this question,
we have performed extensive all-atom molecular dynamics simulations for four representative IDPs: Ash1, E-Cadherin, CTD2 and p130Cas in their unphosphorylated and phosphorylated forms. Our results showed that all IDPs undergo a mild change upon multi-site phosphorylation, which is V-shaped: phosphorylation moderately expands neutral or overall negatively charged IDPs and shrinks positively charged IDPs. More importantly, in two of these IDPs, only two biologically relevant phosphorylation sites suffice to render the adjacent negatively charged active site significantly more exposed to the environment, which implies a higher probability to interact with other binding partners.

**Introduction**

Intrinsically disordered proteins (IDPs) lack stable secondary and three-dimensional structures, and instead feature a broad ensemble of rapidly interconverting conformations. Their conformational plasticity is critical for their biological functions [1,2]. Post-translational modifications alter the conformational ensemble and thereby the function of IDPs [3,4]. Phosphorylation is a modification which introduces a bulky moiety carrying negative charges to otherwise neutral residues (commonly Thr/Ser/Tyr), and thus has the potential to strongly alter the electrostatic interactions within and between IDPs. With IDPs sampling a largely flat free energy landscape, such a perturbation of the electrostatic interactions has the potential to greatly shift an IDP’s conformational ensemble with regard to both local and global structural propensities. Furthermore, IDPs are heavily involved in formation of various kinds of higher-order assemblies, and it is crucial to uncover major driving forces of phosphorylation-based regulation of biomolecular condensates [5].

Under the simple hypothesis that electrostatics dominate, phosphorylation of overall negatively charged IDPs is supposed to result in more extended conformations on average while phosphorylation of positively charged IDPs is supposed to result in more compacted conformations. In this view, the dominant driving forces causing a shift of the IDP conformational ensemble across its characteristic flat energy landscape are repulsive/attractive electrostatic forces between the negatively/positively charged residues and the phosphorylated residues (Fig 1). Recently, a number of studies allowed first very valuable insights into the effect of phosphorylation on IDP structure [6–9]. Small Angle X-ray Scattering (SAXS), nuclear magnetic resonance (NMR), and fluorescence resonance energy transfer (FRET) are among the most commonly used experimental methods for IDP structural and dynamics studies [10], also when it comes to studying phosphorylation [11–15]. SAXS delivers a radius of gyration, $R_g$, as a measure of the global IDP collapse propensity. Recently, an extended Guinier analysis was developed to increase the $q \times R_g$ range and thus enhance the reliability of the Guinier analyses of SAXS data [16]. Progress has also been made in directly comparing SAXS profiles obtained from Molecular Dynamics (MD) simulations to experimental SAXS data to address the problem of solvation inherent to SAXS data [17,18]. Recent force field developments for IDPs include the Tip4p-D water model for increased dispersion with water [19], the application of the Kirkwood-Buff forcefield for IDPs [20,21], and modifications of previous protein force fields, namely Charmm36m [22] and a99SB-disp [23], to accurately treat both IDPs and folded proteins. However, charge-charge interactions in current force fields have far less been in the focus for the case of IDPs. On one hand, it was realized that standard forcefields are prone to over-stabilize salt bridges [24]. Consequently, an Amber99SB\* ILDN-DERK forcefield based on Amber99SB\* ILDN [25] with optimized charges on Asp, Glu and Lys has been suggested [26]. On the other hand, both the overall Net Charge per Residue (NCPR) as well as the...
distribution of opposite charges along the linear sequence can strongly affect the global dimensions of IDPs, as shown by all-atom simulations with implicit solvent [10,27,28]. More recently, the conformational changes upon phosphorylation of a short IDP fragment of statherin were investigated by comparing the MD simulations using AMBER ff99SB-ILDN and CHARMM36m force fields with SAXS and circular dichroism experiments [29]. The two force fields performed less well for the phosphorylated than for the unphosphorylated states of statherin and also showed differences between each other with regard to secondary structure propensities.

Here, to answer the question how phosphorylation affects the conformational ensemble of IDPs and illuminate a relationship between the governing rules of conformational change and biological function, we conducted extensive all-atom explicit solvent molecular dynamics simulations on four representative IDPs known to undergo multi-site phosphorylation. Namely, we chose Ash1, the carboxy-terminal domain (CTD) of RNA polymerase II (CTD2’), the cytosolic domain of E-cadherin and p130Cas, and from each of these IDPs a fragment of similar sequence length comprising multiple phosphorylation sites (Table 1). Ash1 is a transcription factor that regulates Saccharomyces cerevisiae’s mating type switching. Previous work reported the 10 phosphorylation sites Ash1\(^{420-500}\) to undergo a very small conformational change (change in R\(_G\) of 1 Å) upon phosphorylation [6]. CTD2’ is a large disordered subunit, the phosphorylation cycle of which correlates with the transcription cycle and regulation of mRNA [7]. Both phosphorylation of Ash1 and CTD2’ are supposed to be affected by multiple prolines in the sequence due to the higher rigidity of the backbone [6,7]. E-cadherin is a cell-cell receptor protein in adherens junctions. Phosphorylation of its cytosolic disordered domain...
Table 1. Primary sequences of IDPs investigated in MD simulations: Ash1, CTD2’ of RNA polymerase II, the cytosolic domain of E-Cadherin, and p130Cas with UniProt IDs shown below the name of the IDPs. The positively and negatively charged residues are colored in cyan and red, respectively. The phosphorylation sites are underlined in purple. For E-Cadherin and p130Cas, the most biologically relevant two phosphorylation sites are shown in larger font. The net charges of fully unphosphorylated and phosphorylated forms of these IDPs are shown in the right panel.

| Protein | Uniprot ID | Sequence | net charge unphosphorylated | net charge phosphorylated |
|---------|------------|----------|-----------------------------|--------------------------|
| Ash1    | P34233     | P4PSSTTPRSGKMSR5SSPVPEKAYTPPSNPYHRMPQPRSSNHSITKKGSSRS6GSPTEHTTVECY  | +15                        | -5                        |
| CTD2’   | AAA28868.1 | 16579TPAGG5SNXG5SNPGNAYPS5PSSS5PS5PSSP5YP5PYSP5PYSP5PYTVP5YS5PS5YNYSASPQ  | 0                          | -20                       |
| E-Cadherin | P12830 | 770AVVEEPLPQPDTRQNYDD6DEE6GGG6EDQQ5DFDL65Q1H6GLDAPV6TR6DV6AP6LM66V6P6Y6L6P  | -9                         | -25                       |
| p130Cas | P56945     | 642SIQSSRLP2P4PSSTQDC5PDQG5TENSEGGM6MED6D5VHLQG5KEFEKTQ5ELLEKG5IS6QK6Q5Q  | -4                         | -16                       |

https://doi.org/10.1371/journal.pcbi.1008939.t001

promotes its cell surface stability and adhesion by regulating the binding of adaptor proteins [30]. p130Cas, or Breast cancer anti-estrogen resistance protein 1, is an adaptor protein of Src family proteins. Its interactions with multiple binding partners are regulated by multisite phosphorylation [31], which in turn is enhanced by force-induced stretching of the IDP [32].

Through MD simulations, we here observed that phosphorylation of IDPs leads to a shrinkage of IDPs in case their total net charge is positive, and to an expansion of those IDPs with a negative net charge, directly following what simple electrostatics would predict. We found, however, that IDP-tailored forcefields overestimate this effect. An increased NaCl concentration of 350 mM that screens electrostatics in the simulations was able to best mimic the experimentally observed ensembles. Furthermore, we found that experimental SAXS data can hide a phosphorylation-induced change in collapse propensity as changes in SAXS-derived RG also include solvation. Based on our findings, we propose a “protect-attack” mechanism as a general function of phosphorylation/dephosphorylation of IDPs.

Results and discussion

MD simulations suggest shrinkage of Ash1 and expansion of CTD2’ upon phosphorylation

We started out with MD simulations, using AMBER99-sb*-ILDN forcefield with TIP4P-D water [19,25], of Ash1 and CTD2’ of RNA polymerase II in multi-sites phosphorylated and unphosphorylated states, as the conformational ensembles of these two IDPs have been also experimentally characterized previously [6,7]. We observed that phosphorylation reduced the mass-weighed radius of gyration, $R_G$, of Ash1/pAsh1 by 10 ± 4 Å and increased that for CTD2’/pCTD2’ by 14 ± 6 Å at a NaCl concentration of 100 mM (Figs 2, S1 and S2). Both changes can be straightforwardly explained by the IDPs’ net charges: phosphorylation reduces the overall electrostatic repulsion along Ash1 with net charge -15, leading to global contraction. Instead, it further adds negative charges to CTD2’ with zero net charge, leading to electrostatic repulsion and swelling. In these simulations, phosphorylated Serine and Threonine were fully deprotonated and carried a net charge of -2, which is their prevalent protonation state at pH 7.5 (physiological condition, as used in Ref [6] and [7]), according to the typical pKa of phosphoesters of 5.5 to 6.0 [7,33]. For singly protonated phosphates as prevalent at pH 6.0, we also observed a shrinkage of Ash1 and CTD2’, albeit with a change in $R_G$ of -5 Å less pronounced (S1 and S2 Figs). A phosphomimetic Ash1 with phosphorylation sites mutated to Glutamate, as used previously in implicit solvent simulations [6], closely followed the trend of singly phosphorylated Ash1 but not of the deprotonated (phosphates with -2 charge) form (S1 Fig). This underlines that IDPs are very sensitive towards changes in...
IDP-adequate force fields overestimate the charge effect

In contrast to the swelling of CTD2’ and the collapse of Ash1 upon phosphorylation, SAXS results showed that global conformational changes of Ash1 and CTD2’ upon phosphorylation are largely absent or at most minor (change in R$_G$ of 1–2 Å), according to the SAXS profiles and Guinier analyses [16]. Given that the current protein force fields have been shown to over-stabilize electrostatic interactions [24], we hypothesized that the MD simulations overestimate the effect of electrostatic interactions. To test this, we performed additional simulations of the two IDPs and their phosphorylated forms at higher salt concentrations up to 1.5 M which screen electrostatic interactions. As expected, NaCl reduced the change in mass-weighed radius of gyration for both Ash1/pAsh1 and CTD2’/pCTD2’, i.e. weakened the phosphorylation effect. This suggests that the simulations at 100mM indeed feature an overestabilization of intramolecular salt bridges, in agreement with a previous MD study on salt bridges in folded proteins [24]. Our finding is also in line with the observation of an over-compact phosphorylated state of statherin stabilized by a salt bridge [29]. In the case of IDPs considered here, the overstabilization leads to an overestimation of the effect of phosphorylation on the highly flexible and broad conformational ensembles of Ash1 and CTD2’. From the comparisons, we found MD simulations under 350 mM NaCl to yield the most similar collapse propensities of the phosphorylated and unphosphorylated states, namely 2–3 Å collapse of Ash1 and 4–5 Å expansion of CTD2’ upon phosphorylation. We consider this salt concentration (more generally concentrations in the 300-400mM range) to best mimic the experimentally observed behaviors of Ash1/pAsh1 and CTD2’/pCTD2’ (Fig 2). Indeed, we observe fewer salt bridges within pAsh1 for the range of 300-400mM NaCl compared to lower salt concentrations, suggesting that higher salt indeed reduces the overstabilization of salt bridges inherent to the force field (S2 Fig).

To more quantitatively validate the MD simulations, we back-calculated chemical shifts for Ash1/pAsh1 and observed a good agreement with experimental values (Figs 3 and S3 and S1 Table, chemical shift RMSD of 0.4–0.9 ppm for carbons and 1.6–2.3 ppm for nitrogen). The overall RMSDs from experimental chemical shift values are largely robust with regard to salt concentrations, with a slight decrease in RMSD for hydrogen chemical shifts in the range of 300-400mM compared to lower salt, corroborating that higher salt improves the overall quality of the predicted Ash1/pAsh1 ensembles (S1 Table and S3 Fig). In addition, MD-derived SAXS curves of Ash1/pAsh1 and CTD2’/pCTD2’, calculated taking the solvation explicitly into account, are in line with experimental curves (Figs 4 and S5). We conclude that using 350mM NaCl yields conformational ensembles of the two IDPs and their phosphorylated forms which agree with SAXS and NMR data and thus resemble the experimental ensemble. Our MD data also suggest that IDPs, sampling conformations on a very flat free energy landscape, can be very sensitive towards ionic strength if they feature a high abundance of charged residues or phospho-sites. This, however, becomes only evident at low ionic strength conditions. Lowest
Fig 3. Validation of MD simulations by comparisons to NMR data. Comparisons of simulation-derived (purple, 350 mM NaCl) and experimental chemical shifts (cyan, 150 mM NaCl) for unphosphorylated (left panel) and phosphorylated (right panel) forms of Ash1 show very good agreement. Note that the experimental values for some residues were not available. Chemical shifts are for the atoms: A H, B C\textsubscript{\alpha}, C\textsubscript{\beta}, D C, E N. Experimental data from REF [6].

https://doi.org/10.1371/journal.pcbi.1008939.g003
Ionic strengths used in experiments for Ash1/pAsh1 and CTD2'/pCTD2' (including buffer) have so far been 125 mM or 130 mM, respectively [6,7], where electrostatic screening already is at play. We predict the change in collapse propensity upon phosphorylation to be more evident at even lower ionic strength, e.g. when only using buffer (50-75mM in previous experiments) and no additional salt. Such experiments could give new insight into the role of salt bridges in shaping the conformational ensemble of charged and/or phosphorylated IDPs.

Next, we asked whether other protein force fields also overestimate the charge effect. To this end, we performed additional MD simulations for Ash1/pAsh1 and CTD2'/pCTD2' with the Charmm36m [22], the a99SB-disp [23], and the Amber99SB-ILDN-DERK forcefields [26,25]. In the case of Charmm36m, irrespective of the IDP and the phosphorylation, we observe a strong overcollapse of the IDP which is not in line with the SAXS data (S6 Fig). For the two Amber force field variants, we recovered the same trend as for AMBER99-sb'-ILDN with TIP4P-D with highly similar changes in R_G (S7 and S8 Figs), suggesting that the overestimation of the change in global collapse propensity upon phosphorylation is not unique to one specific IDP force field. In fact, a major emphasis in force field development for IDPs has been on dispersion and solvation [18,20,21] and local dihedral propensities [22] while the protein charge-charge interactions have remained untouched. We thus expect the too strong sensitivity of the global dimensions of IDPs towards phosphorylation to be a general problem.

Fig 4. Validation of MD simulations by comparison to SAXS data. Reversely calculated SAXS curves for Ash1/pAsh1 (A) and CTD2'/pCTD2' (B) obtained at 350 mM NaCl were compared with experimental curves (150 mM NaCl). The radius of gyration from SAXS experiments using extended Guinier analysis ('Experimental SAXS curve'), directly calculated from MD simulations ('MD'), and calculated from MD-based SAXS data using Guinier analysis ('MD SAXS curve') were compared for Ash1/pAsh1 (C) and CTD2'/pCTD2' (D).

https://doi.org/10.1371/journal.pcbi.1008939.g004
Recently, Lindorff-Larsen and co-workers modified the charges of Glu, Asp, Arg, and Lys in Amber99SB’ ILDN to overcome the overestabilization of salt bridges, resulting in the Amber99SB’ ILDN-DERK forcefield [25,26]. However, these parameters also did not overcome the limitation, and again, only 350mM of salt resulted in conformational ensembles of the phosphorylated and unphosphorylated Ash1 protein in line with experiments (S7 and S8 Figs).

**Phosphorylation effects hydration of Ash1 and CTD’**

According to Guinier analyses of the experimental SAXS data, there is only a small change (~2 Å) upon phosphorylation for Ash1 and CTD2’ along the direction expected from the initial net charge (Fig 4C and 4D) [6,7]. We recover the same trend in MD simulations: shrinkage of Ash1 and swelling of CTD2’ upon phosphorylation. However, the change in experiments is smaller than the change observed in MD simulations according to the directly calculated $R_G$ (~4–5 Å), even at 350mM. We asked if the solvation explains the remaining discrepancy. We again conducted Guinier analyses on the simulation-derived SAXS curve, and interestingly, the $R_G$ from the simulation-derived SAXS curve showed a trend very similar to the $R_G$ from Guinier analysis of experimental SAXS data, namely a ~2 Å shrinkage for Ash1 and expansion of CTD2’. The simulation-derived SAXS data takes the solvation shell into account, thus measuring not only the protein by itself but the radius of gyration with contributions from ions and solvent, in direct analogy to the experiments [18,34]. Thus, the $R_G$s of only the protein ensemble as observed in MD (‘MD’) are by definition smaller. More importantly, the hydrodynamic radius (‘MD SAXS curve’ in Fig 4C and 4D) changes much less upon phosphorylation than the actual protein $R_G$ (‘MD’). This implies that the SAXS–derived RG includes a larger solvation shell for the phosphorylated than for the unphosphorylated ensembles. We note that the standard errors of the MD $R_G$s are large due to the high flexibility and long equilibration time scale of the IDPs. Yet, both IDPs show similar trends in this comparison, corroborating this finding. We conclude that phosphorylated and unphosphorylated proteins can feature different solvation shells, which is not surprising, given the highly charged phosphate moieties. This effect in the case of Ash1 and CTD2’ hides global conformational changes of the IDP: while SAXS Guinier analyses show only minor changes (~2A) the actual changes of the protein ensemble, disregarding solvation, underlying this SAXS data are larger (~4–5A). It is likely that such scenario is also at play for other IDPs or other changes in charge state, such as acetylation or protonation state changes.

**Net charge explains changes in collapse propensity upon phosphorylation**

We next asked if changes in IDP dimensions upon phosphorylation can be predicted merely from sequence. To this end, we extended the set of simulated IDPs to other IDPs known to undergo multi-site phosphorylation in vivo, namely p130Cas and E-Cadherin. We calculated the $R_G$s of unphosphorylated states, partially phosphorylated states (two most biologically relevant P-sites, only for p130Cas and E-Cadherin, Table 1), and fully phosphorylated states in equilibrium MD simulations, again using the AMBER99-sb’-ILDN force field [25] with TIP4PD water. We used 350mM NaCl, as this salt concentration yielded conformational ensembles in close agreement to experiments. We obtained a very good correlation of the normalized $R_G$ [35] with net charge per residue, NCPR (Fig 5). The positively charged IDP Ash1 shrinks towards a net charge of zero upon phosphorylation, while uncharged or negatively charged IDPs show an expansion upon phosphorylation, resulting in a V-shape of the collapse propensity along NCPR. We also compared these results to MD simulations of 100 mM NaCl, which effectively yield an overestimation of the charge effect (dashed lines in Fig 5), and
observed a steeper V-shape, as expected. We predict such stronger effects to become evident in conditions of less screening, i.e. at very low or zero ionic strength. The correlation of the normalized $R_G$ with the absolute value of NCPR is significant, with a slope from linear fits significantly different from zero ($p$-values $< 0.05$, S9 Fig). We also correlated the changes in $R_G$ with other parameters from sequence, such as 'Coulomb force and potential' (S10 Fig). Interestingly, these more involved parameters yield a correlation which is less strong than the one with NCPR. This implies that the IDPs considered here feature patterns of charged residues and phosphorylation sites along sequence which resemble each other, such that a single parameter, as simple as their net charge, can capture their distribution.

We found NCPR to be a very good indicator of the change in global IDP dimension upon phosphorylation, which points to an important role of salt bridges in shaping the conformational ensemble. We analyzed the salt bridge propensities and found salt bridges involving the phosphate groups, but not the other salt bridges, to strongly correlate with the overall shrinking and swelling behavior described above (Fig 6). For example, the positively charged IDP Ash1 shrinks upon phosphorylation, involving—and likely driven by—a significant increase of salt bridges (Fig 6A). Instead, salt bridges of negatively charged E-Cadherin only increase
Fig 6. Analysis of salt bridges. The influence of phosphorylation on the average number of salt bridges in Ash1 and E-Cadherin (A and B) during MD simulations in 350 mM NaCl. The influence of phosphorylation on the only E/D–R/K salt bridges is
slightly upon phosphorylation (Fig 6B), as a strong repulsive force from negatively charged residue oppose their formation in pE-Cadherin. We observed an only limited influence of IDP phosphorylation on the number of D/E-R/K salt bridges for Ash1 (Fig 6C), suggesting direct phosphate-D/E/R/K interactions to drive the observed changes in IDP dimensions in the case of positively charged IDPs (Fig 6E). When it comes to E-Cadherin, D/E-R/K interactions were strongly reduced upon phosphorylation because of the expansion of the conformations (Fig 6D), and only partly compensated by newly established salt bridges involving phosphates (Fig 6F). Salt bridges thus play very important roles in shaping the conformations of IDPs (Fig 6G).

Unshielding of protein interaction sites by phosphorylation

Phosphorylation of IDPs mediates critical biological functions. As shown previously and also in this study, in experiments and simulations, IDPs undergo only moderate global conformational changes upon multi-site phosphorylation. Thus, a more function-related question is how phosphorylation affects more locally the accessibility of the active site of an IDP. This is particularly important in light of the formation of “fuzzy complexes” [36]. Phosphorylation has in these cases been shown to inhibit or enhance transient interactions of the complex, for example by masking positively charged residues or by inducing cation-π interactions between aromatic and phosphorylated residues [37]. We here focus on the MD simulations for E-Cadherin and p130Cas with two phosphorylated residues (Table 1), which in both IDPs are located at interaction sites of binding partners and regulate their binding (p120 for E-Cadherin, and Src for p130Cas [38]). We analyzed the exposed solvent accessible surface area (SASA) of the binding site (comprising 10 residues including the two phosphorylation sites), i.e. the surface area of the residues involved in binding that is not shielded by other residues of the IDP. We observed that the binding sites of both E-Cadherin and p130Cas with the two phosphorylation sites at the binding sites present are significantly more exposed to the environment compared to the unphosphorylated states, with shielded areas approaching the values of the fully phosphorylated forms (Fig 7). These results imply a higher probability to interact with other binding partners. From this perspective, phosphorylation not only regulates binding by direct recognition of the phosphate-group(s) by the binding partner, but also by a reduction of the intramolecular shielding, in our specific cases by no less than 40% (Fig 7A and 7B). On the other hand, we speculate that stronger collapse by phosphorylation as observed for Ash1 or by dephosphorylation as observed for CTD2’, p130Cas, and E-Cadherin, can protect the protein from undesired interactions, damage and degradation (Fig 7C) [39]. The V-shape changes in collapse propensity, according to our data for Ash1 and CTD2’ (Fig 2), also prevail at higher salt concentrations so can indeed by relevant for protein-IDP interactions within the crowded and charged environment of the cell.

Summary and conclusion

Here we have systematically studied the mechanism of IDPs phosphorylation by using extensive MD simulations of ~80-residue segments of four different IDPs, which feature up to 40% charged residues prior or after prior to phosphorylation. Our results suggest that care must be taken when studying IDPs with high abundance of charges in MD simulations even when using IDP-adequate force fields. A higher salt concentration to obtain reasonable conformational ensembles is not a perfect solution for the overstabilization of salt bridges, and future
work is required to solve this problem by other parametrizations (e.g. polarizable IDP force-fields). This appears particularly critical when studying phase separation, where charged interactions play a key role [40]. We obtained moderate global and local conformational changes, which can be partly hidden in SAXS data by significant changes in the hydration shell of the IDPs upon phosphorylation. The global changes can be fully explained by the total net charge of the IDP, that is, by the overall electrostatic interactions. Based on our results, we predict more pronounced charge-induced changes in IDPs upon phosphorylation at lower screening, for example in experiments using minimal amounts of buffer and no additional salt. Our results have implications for the conformational control by phosphorylation (and analogously acetylation) of protein-protein recognition involving IDPs.

Materials and methods

Molecular dynamics simulations were performed using GROMACS 2016.3 [41] to investigate the dynamics of different IDPs in wild type and phosphorylated states. The initial structures were modelled ab initio from sequence in an extended linear conformation by using AmberTools17 [42]. The N-terminus and C-terminus of the peptide were capped by an acetyl-capping group (ACE) and an amide-capping group (NME), respectively. The different phosphorylation states were modified by using PyTMs [43], a PyMol [44] plugin for modeling common post-translational modifications based on wild type structures.

The system was described by using the AMBER99-sb-ILDN force field [25] in combination with the TIP4PD water model [19] under particle mesh Ewald periodic boundary conditions. Parameters for phosphoserine, phosphothreonine and phosphotyrosine in different protonation states, in consistency with the AMBER force-field, are derived from Ref [45]. Each starting structure of different phosphorylation states of each of the investigated IDPs was placed in a dodecahedron box and solvated. System sizes varied between 0.5 million and 2 million atoms. The system was neutralized by adding ions, and extra NaCl was added to represent a specific ionic strength as indicated. First of all, the system was minimized using the steepest descent minimization approach. After the minimization, the system was equilibrated in the NVT ensemble with all-heavy atom restrained with a force constant of 1000 kJ/mol. The temperature was maintained at 300 K using a V-rescale thermostat with a coupling constant of 0.1 ps. Next stage of equilibration was carried on in the NPT ensemble also with all-heavy atom restrained with a force constant of 1000 kJ/mol, and where the pressure was maintained at 1 atmosphere using a Parrinello-Rahamm barostat with the coupling constant set to 2.0 ps. Both equilibrations were performed for 200 ps with a time step of 1 fs. For the 420 ns production run, the thermostat and barostat settings were the same as for the NPT run. To enable 2 fs time steps, bonds involving hydrogen atoms were constrained to equilibration length using the LINCS algorithm [46]. A real-space cutoff of 10 Å was used for the electrostatic and Lennard-Jones forces. Snapshots from each trajectory were stored every 50 ps. To further broadly sample the conformational space of IDPs, 7 new structures were extracted every 50 ns from 120 ns and served as initial structure of new simulations, aiming at convergent sampling. Each of these 7 structures were used as initial structure for new MD simulations using the same
protocol and repeated for 2 replicas. In total, $14 \times 300 \text{ ns} = 4.2 \mu \text{s}$ production MD simulations were performed for each phosphorylation state of different IDPs. In total, across all IDPs, phosphorylation states, and ionic strengths, $0.218 \text{ ms}$ of aggregated MD simulations were performed. The simulations performed in this work are listed in S2 Table.

For sampling conformations of Ash1/pAsh1 and CTD'/pCTD' under different concentrations of NaCl, we initialized a $420 \text{ ns}$ MD simulation from extended linear structures and randomly selected relatively extended conformations every $50 \text{ ns}$ and they were used as new starting conformation for MD simulations, $3 \times 400 \text{ ns}$ in length for each NaCl concentration. Ten different concentration between 100 and 1500 mM were used.

Standard force fields are prone to over-stabilize salt bridges [24] and could not deal with polarization of atoms [47]. Here, by increasing the concentration of NaCl (see Results) and using Tip4p-D [19] solvent model, which strengthens the protein-solvent interactions, we partly overcame the limitations of standard protein force fields.

To get an estimate for the convergence of $R_g$, we analyze the $R_g$ of Ash1 and CTD2' in their unphosphorylated and phosphorylated forms for different MD times, and observe reasonable convergence within $300 \text{ ns}$ to $400 \text{ ns}$ (S11 Fig).

To validate MD simulations and quantify differences between different SAXS analysis schemes, SAXS curves were reversely calculated using WAXSiS [34,18], which explicitly takes scattering from solvating water into account. For WAXSiS, additional MD simulations of only TIP4P-D water $200 \text{ ns}$ in length were performed as reference. SAXS curve fittings and respective $\chi^2$ values were computed using a popular chi-square statistic widely used in statistics and SAXS analyses (Equation (1) in Ref. [17]). Chemical shifts were calculated by using SHIFTX2 [48] every $200 \text{ ps}$ and then averaged over the trajectories.

For production run, the first $100 \text{ ns}$ simulations were regarded as equilibration and not used in analyses. All the other analyses were conducted by using GROMACS utilities, PyMol [44] or in-house scripts.

Numerical data for all figures are available in S1 Data.

Supporting information

S1 Fig. Global conformational changes in 100 mM NaCl of Ash1, measured by $R_g$, the mass-weighted radius of gyration, for the unphosphorylated (blue) form, the phosphomimetic version of Ash1 (all the phosphorylation sites replaced by Glu, cyan), and multi-site phosphorylated forms (HPO4-1 in red and PO4-2 in olive).

S2 Fig. Average number of salt bridges for Ash1/pAsh1 observed in MD simulations under different NaCl concentrations.

S3 Fig. Comparisons of back-calculated chemical shifts from MD simulations to NMR data under 150 mM and 400 mM NaCl as examples. Comparisons of simulation-derived (purple) and experimental chemical shifts (cyan) for unphosphorylated (left panel) and phosphorylated (right panel) forms of Ash1 show in-line agreement. Note that the experimental values for some residues were not available. Chemical shifts are for the atoms: A H, B Ca, C C$\beta$, D C, E N. Experimental data from REF [6].

S4 Fig. Global conformational changes in 100 mM NaCl, measured by $R_g$, the mass-weighted radius of gyration, of CTD2' for unphosphorylated (blue) and multi-site phosphorylated forms.
(HPO$_4$$_2^-$ in red and PO$_4$$_2^-$ in olive).

**S5 Fig.** Comparison of MD simulations to SAXS data. Residuals of fitting for Ash1 (A) and CTD2' (B) $\Delta = |I_{\text{calc}}(q) - I_{\text{exp}}(q)|$, $q$ is the scattering vector. Guinier analyses were conducted for Ash1 (C and D) and CTD2' (E and F) for experimental and MD back-calculated SAXS curve.

**S6 Fig.** Global conformational changes in 100 mM NaCl, measured by R$_G$, the mass-weighted radius of gyration, of Ash1 (A) and CTD2' (B) for unphosphorylated (blue) and multi-site phosphorylated forms (PO$_4$$_2^-$ in olive) by using the Charmm36m forcefield. The central structures of each state are shown in cartoon, with positively charged and negatively charged residues shown in blue and red, respectively. The phosphorylated residues are shown as orange sticks.

**S7 Fig.** Global conformational changes in 100 and 350 mM NaCl, measured by R$_G$, the mass-weighted radius of gyration, of Ash1 (A) and CTD2' (B) for unphosphorylated (blue) and multi-site phosphorylated forms (PO$_4$$_2^-$ in olive) when using the a99SB-disp forcefield.

**S8 Fig.** Global conformational changes in 100 and 350 mM NaCl, measured by R$_G$, the mass-weighted radius of gyration, of Ash1 (A) and CTD2' (B) for unphosphorylated (blue) and multi-site phosphorylated forms (PO$_4$$_2^-$ in olive) when using the Amber99SB ILDN-DERK forcefield.

**S9 Fig.** Correlation of the absolute value of Net charge per residue (NCPR) with the radius of gyration, normalized to random coil dimension ($R_c = R_0 \times N^{0.588}$ [35], where $R_0$ is a constant and $N$ is number of residues of IDP) for Ash1/pAsh1, CTD2'/pCTD2’, E-Cadherin/pE-Cadherin and p130Cas/pp130Cas under 100 mM (left) and 350 mM (right) NaCl. Linear fits considering the error of Rg are shown as solid lines. Slopes and p-values for the linear correlations are shown as inset.

**S10 Fig.** Correlation of parameters “Coulomb force” (A) and “Coulomb potential” (B) from sequence with radius of gyration, normalized to random coil dimension ($R_c = R_0 \times N^{0.588}$, where $R_0$ is a constant and $N$ is number of residues of IDP) for Ash1/pAsh1 (light blue), CTD2'/pCTD2’ (gray), E-cadherin/pE-cadherin (dark yellow) and P130Cas/pp130Cas (orange), respectively, under 350 mM (opaque) and 100 mM (partially transparent) NaCl. Linear fits are shown in solid (350 mM NaCl) and dashed (100 mM NaCl) lines. $Q_i$ and $Q_j$ are charges at sequence positions $i$ and $j$, $|j-i|$ is their absolute residue distance along the sequence.

**S11 Fig.** Sampling factor and convergence of the MD simulations. The radius of gyration were compared for MD simulations of Ash1/pAsh1 and CTD2'/pCTD2' under 350 mM NaCl of 50 ns, 100 ns, 200 ns and 300 ns simulation time. The first 100 ns simulations were regarded as equilibration and not used in analyses.
S1 Table. Root-mean-square deviation of simulation-derived (under different concentrations of NaCl) and experimental chemical shifts for unphosphorylated and phosphorylated forms of Ash1.
(PDF)

S2 Table. Simulations performed in this work.
(PDF)

S1 Data. Numerical data for all figures.
(ZIP)
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