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Abstract

Integrating deep learning with traditional machine learning methods is an intriguing research direction. For example, PCANet and LDANet adopts Principal Component Analysis (PCA) and Fisher Linear Discriminant Analysis (LDA) to learn convolutional kernels separately. It is not reasonable to adopt LDA to learn filter kernels in each convolutional layer, local features of images from different classes may be similar, such as background areas. Therefore, it is meaningful to adopt LDA to learn filter kernels only when all the patches carry information from the whole image. However, to our knowledge, there are no existing works that study how to combine PCA and LDA to learn convolutional kernels to achieve the best performance. In this paper, we propose the convolutional coverage theory. Furthermore, we propose the PLDANet model which adopts PCA and LDA reasonably in different convolutional layers based on the coverage theory. The experimental study has shown the effectiveness of the proposed PLDANet model.
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1 Introduction

Automatic image classification is an important task in many areas, such as face recognition [1, 15, 34], content-based image retrieval [2, 3, 29] and computer-aided medical images classification [4, 28, 30]. The performance of advanced automatic images classification models relies on good features abstracted from images. Currently, deep convolutional neural networks, such as ConvNet [12, 13] and DenseNet [10] are widely used for abstracting features from images, which use the famous back-propagation algorithm to train all the parameters in the networks [20]. However, it lacks of intuitive interpretability, theoretical analysis and results instability. Furthermore, the procedure of parameters training using back-propagation algorithm is time-consuming, and its accuracy highly relies on hype-parameters optimization [7, 27].

On the contrary, the traditional machine learning algorithms, such as principal components analysis (PCA) [9] and linear discriminant analysis (LDA) [23] have ready-by theoretics, and can calculate perfect features of training data set directly. However, the time complexity of calculating eigen vectors in PCA and LDA is \(O(n^3)\), where \(n\) is the dimention of input data. The high time complexity prevents them adopting in data sets with large dimention. For example, if the size of an image is 900pt\(\times\)700pt, then the dimention of the input data is 630000. Therefore, some researchers consider to integrate convolutional neural networks with principal component analysis or linear discriminant analysis. Chan et al. [7] propose PCANet and LDANet. PCANet leverages unsupervised PCA to learn multi-stage filters, while LDANet incorporates supervised LDA to learn convolutional kernels (or filters) for image classification. Sun et al. [27] propose Fisher PCA (FPCA) to learn convolutional kernels based on combination of LDA and PCA. However, to our knowledge, there are no existing works that study how to combine PCA and LDA to learn convolutional kernels to achieve the best performance.

In these models, the labels of patches of images are the same as the labels of images when adopting LDA in calculating each convolutional kernel. The patches of images with different categories may have similar local features. For example, the patches of background areas of different images may be totally the same. Adopting LDA for calculating convolutional kernels may abstract unreasonable local features, and harm the classification performance. Thus, although LDA takes advantage of additional label information rather than PCA, it is suitable for adopting LDA to learn convolutional kernels only when the patches of an image carry information from the whole image.

To our knowledge, there are no existing works that study how to combine PCA and LDA to learn convolutional kernels to achieve the best performance. To abstract better features of images, we propose an improved image classification model called PLDANet, based on a reasonable combination way of PCA and LDA with deep convolutional neural networks.

Our main contributions in this article are summarized as follows.

(1) The reasonable combination schema of PCA and LDA is studied when integrating PCA and LDA in calculating convolutional kernels. The combination schema is achieved based on a proposed convolutional coverage theory, which calculates the number of necessary convolutional layers to guarantee that that each local patch of the image covers information from the whole image.
We propose a new model called PLDANet on the basis of the theory of convolutional coverage. PLDANet adopts a specific number of PCA convolutional layers before the subsequent LDA convolutional layer. The specific number is calculated according to the convolutional coverage theory, so that the LDA convolutional layer takes advantage of labels information completely correctly.

We conduct an extensive experimental study to evaluate PLDANet in different data sets. The experimental results show that the proposed PLDANet have better performance on classification tasks.

The remainder of this article is organized as follows. Section 2 discusses the related work. Section 3 describes our proposed convolutional coverage theory. Section 4 describes our proposed PLDANet model on the basis of the theory of convolutional coverage. In Section 5, we report the performance evaluation of our techniques over five MNIST variations. Section 6 concludes this paper.

2 Related work

As big data containing images has been continuously generated from many areas\cite{32, 33}, automatic image features extraction and classification method is needed in many applications. PCA produces the most distinctive subspace for representation by maximizing the variance of the extracted features and discarding noisy dimensions\cite{9}. DPCA model\cite{16} performs a two-layer zero-phase component analysis (ZCA) whitening plus PCA structure to learn, hierarchical features for face recognition. The whole feature representation of images is extracted by concatenating the representations from the two layers.

To further improve the performance of traditional PCA based image classification, researchers have proposed several versions of PCA in the past decade. Pereira el al.\cite{22} proposes a modular PCA algorithm that divides an image into smaller sub-images, which extracts local and global information of images aiming to reduce the effects caused by variable changes. Liu et al.\cite{17} combines the traditional PCA and kernel-PCA to outline the data into high dimension vector space with non-linear transformation.

To achieve a better computational and accuracy rate, some studies combine PCA with different techniques, such as Delaunay Triangulation\cite{14}, Linear Discriminant Analysis\cite{24}, Deep Neural Networks (DNN)\cite{5} and Convolutional Neural Network (CNN)\cite{21}. Machidon et al.\cite{19} examine the integration of PCA with Delaunay Triangulation. Jing et al.\cite{11} integrate feature extraction of Color 2D-PCA, and Convolutional Neural Network into one decision-level fusion. Generalized discriminant analysis (GerDA)\cite{26} is a generalization of the classical linear discriminant analysis, which uses DNN to extract features. Lu et al.\cite{18} propose a new joint feature learning approach to automatically learn feature representations and stack a deep architecture to exploit hierarchical information. The weighted PCA (WPCA)\cite{31} is used in joint feature learning to map the combined outputs of the first layer to a low-dimensional feature space for reducing the redundancy.

A CNN architecture consists of multiple trainable stages stacked on top of each other, followed by a supervise classifier\cite{25}. Chan et al.\cite{7} propose two deep model variations, PCANet and LDANet. PCANet integrates PCA with CNN and can easily be employed to learn multistage filters. PCANet processes input images by cascaded PCA, binary hashing\cite{6}, and block histograms. PCANet is an unsupervised deep learning baseline that mainly leverages PCA to learn multi-stage filters. While LDANet is a supervised deep learning framework that mainly incorporates LDA with CNN to learn filters. Sun et al.\cite{27} propose Fisher PCA (FPCA) to learn each convolutional kernels based on mixing of PCA and LDA. These models adopt LDA in calculating each convolutional kernel, and take the label of an image as that of all patches of the image. However, the patches of images with different categories may have similar local features. Unreasonable local features may be learned by adopting LDA in calculating each convolutional kernel and lead to imperfect performance. Thus, it is suitable for adopting LDA to learn convolutional kernels only when the patches of an image carry information from the whole image. As far as we know, we are the first to study how to combine PCA and LDA reasonably to learn convolutional filters.
3 The convolutional coverage

In the LDA convolutional layer, the labels of all patches of a image are the same as the label of the image. However, it is not reasonable to adopt LDA to learn filter kernels for every convolutional layer, local features of images from different classes may be similar, such as background areas. It is meaningful to adopt LDA to learn filter kernels only when all the patches carry information from the whole image.

In this section, we propose a theory of convolutional coverage and analyze when a patch will carry information from the whole image. Then a new convolutional network model based on the convolutional coverage theory will be introduced in Section 4.

First, the definition of the convolutional coverage is given in Definition 1. The symbols in the paper are summarized in Table 1.

Table 1: The summarization of symbols

| Symbols | Description |
|---------|-------------|
| $I \in R^{m \times n}$ | an image $I$ with $m \times n$ pixels |
| $C_{[w, h]}$ | the convolutional coverage of the pixel $[w, h]$ in $I$ |
| $C_{i_{[w, h]}}$ | the convolutional coverage of the pixel $[w, h]$ in $I$ in the $i^{th}$ convolutional layer |
| $\lceil n \rceil$ | round a float point number to the next integer |

Definition 1 (The convolutional coverage). Given an image $I \in R^{m \times n}$ and a pixel $[w, h]$ in $I$, if $k_1 \times k_2$ is the kernel size of the convolutional layer, then we say that $C_{[w, h]} = [w_{\min} : w_{\max}, h_{\min} : h_{\max}]$ is the convolutional coverage of the pixel $[w, h]$ in $I$, where

- $C_{[w, h]}^{w_{\min}} = \max\{0, w - k_1/2\}$,
- $C_{[w, h]}^{w_{\max}} = \min\{m - 1, w + k_1/2\}$,
- $C_{[w, h]}^{h_{\min}} = \max\{0, h - k_2/2\}$,
- $C_{[w, h]}^{h_{\max}} = \min\{n - 1, h + k_1/2\}$.

The convolutional coverage defines the range of the image carrying by a pixel after the convolutional operation. For example, given an image with size $28 \times 28$, if the kernel size is $7 \times 7$, then $C_{[6, 6]} = [3 : 9, 3 : 9]$.

Then the method of computing the convolutional coverage of a pixel of an image in the $i^{th}$ convolutional layer is given in Theorem 1.

Theorem 1. Suppose that $I \in R^{m \times n}$ is an image, $I^i \in R^{m \times n}$ is the output in the $i^{th}$ convolutional layer of $I$, and the kernel size is $k_1 \times k_2$ in each convolutional layer. If $C_{[w, h]}^{i} = [w_{\min} : w_{\max}, h_{\min} : h_{\max}]$ is the $i^{th}$ convolutional coverage of the pixel $[w, h]$ in $I$, then

- $w_{\min} = \max\{0, w - i \times k_1/2\}$,
- $w_{\max} = \min\{m - 1, w + i \times k_1/2\}$,
- $h_{\min} = \max\{0, h - i \times k_2/2\}$,
- $h_{\max} = \min\{n - 1, h + i \times k_2/2\}$.

Proof. Let $I^1$ be the output in the first convolutional layer, then we have,

- $C_{[w, h]}^{1}^{w_{\min}} = \max\{0, w - k_1/2\}$,
- $C_{[w, h]}^{1}^{w_{\max}} = \min\{m - 1, w + k_1/2\}$,
- $C_{[w, h]}^{1}^{h_{\min}} = \max\{0, h - k_2/2\}$,
- $C_{[w, h]}^{1}^{h_{\max}} = \min\{n - 1, h + k_1/2\}$.

Let $I^{(i-1)} \in R^{m \times n}$ be the output in the $(i-1)^{th}$ convolutional layer, and $C_{[w, h]}^{i} = [w_{\min} : w_{\max}, h_{\min} : h_{\max}]$.
\( h_{\text{max}} \) be the \((i-1)\)th convolutional coverage in \( I \) for the pixel \([w, h]\), then we have,
\[
C_{[w, h]}^{i} w_{\text{min}} = \max \{ 0, C_{[w-k/2, h-k/2]}^{i-1} w_{\text{min}} \} \\
= \max \{ 0, C_{[w-j \times k/2, h-j \times k/2]}^{i-j} w_{\text{min}} \} \\
= \max \{ 0, C_{[w-(i-1) \times k/2, h-(i-1) \times k/2]}^{i} w_{\text{min}} \} \\
= \max \{ 0, w - (i-1) \times k/2 - k/2 \} \\
= \max \{ 0, w - i \times k/2 \}
\]
\( C^{i}(w, h)w_{\text{max}} = \min \{ m - 1, C^{i-1}(w + k/2, h + k/2)w_{\text{max}} \} \)
\( = \min \{ m - 1, C^{i-1}(w + j \times k/2, h + j \times k/2)w_{\text{max}} \} \)
\( = \min \{ m - 1, C^{i}(w + (i-1) \times k/2, h + (i-1) \times k/2)w_{\text{max}} \} \)
\( = \min \{ m - 1, w + (i-1) \times k/2 + k/2 \} \)
\( = \min \{ m - 1, w + i \times k/2 \}
\]
Similarly,
\( C^{i}(w, h)h_{\text{min}} = \max \{ 0, h - i \times k/2 \} \)
\( C^{i}(w, h)h_{\text{max}} = \min \{ n - 1, h + i \times k/2 \} \)

**Example 1.** Given an image with size 28 \( \times \) 28, if the kernel size in each convolutional layer is 7 \( \times \) 7, then
\( C^{6}_{[6, 6]} = [3 : 9, 3 : 9] \)
\( C^{2}_{[6, 6]} = [0 : 12, 0 : 12] \)

Next we give the Theorem 2 to obtain the number of the convolutional layer that each patch of the image carries information from the whole image.

**Theorem 2.** Given an image \( I \in R^{m \times n} \), and the kernel size is \( k_{1} \times k_{2} \) in each convolutional layer, after \( G = \max \{ (m - k_{1})/(k_{1}/2), (n - k_{2})/(k_{2}/2) \} \) convolutional layers, each patch carries information from the whole image.

**Proof.** If the left upper patch \([0 : (k_{1}-1)), 0 : (k_{2}-1)]\) covers information from the whole image, then each patch does. If the pixel \([(k_{1}-1), (k_{2}-1)]\) covers information from the pixel \([(m-1), (n-1)]\), then the left upper patch covers information from the whole image.

Based on Theorem 1,
\( C^{G}_{[(k_{1}-1), (k_{2}-1)]} w_{\text{max}} = \min \{ (m-1), k_{1} - 1 + G * k_{1}/2 \} \)
When \( k_{1} - 1 + G * k_{1}/2 = m - 1 \), we have
\( G = (m - k_{1})/(k_{1}/2) \)
Similarly,
\( C^{G}_{[(k_{1}-1), (k_{2}-1)]} h_{\text{max}} = \min \{ (n-1), k_{2} - 1 + G * k_{2}/2 \} \)
When \( k_{2} - 1 + G * k_{2}/2 = n - 1 \), we have
\( G = (n - k_{2})/(k_{2}/2) \)
Since \( G \) have to be an integer, we round up the value to the greater one of \( (m - k_{1})/(k_{1}/2) \) and \( (n - k_{2})/(k_{2}/2) \).
Therefore, after \( G = \max \{ (m - k_{1})/(k_{1}/2), (n - k_{2})/(k_{2}/2) \} \) convolutional layers, each patch carries information from the whole image.

**Example 2.** Given an image with size 28 \( \times \) 28, if the kernel size in each convolutional layer is 7 \( \times \) 7, then \( G = \lfloor (28 - 7)/3 \rfloor = 7 \).

### 4 The PLDANet model

The convolutional coverage theory calculates the necessary number of the convolutional layers, which is important for designing reasonable combination of PCA and LDA convolutional networks. Section 4.1 gives the definitions of PCA convolutional layer and LDA convolutional layer. Section 4.2 introduces the proposed PLDANet model.
4.1 Definitions

PCA extracts main features to maximum the variance of data, which is an unsupervised learning method. Definition 2 defines the PCA convolutional layer.

**Definition 2 (PCA convolutional layer).** A convolutional layer is called **PCA Convolutional layer** if the filter kernel parameters are learned by PCA.

Let \( \{ I_i \in \mathbb{R}^{m \times n \times c} \}_{i=1}^{N} \) be the input images of the PCA convolutional layer, where \( N \) is the number of input images, \( m \times n \times c \) is the size of each image \( I_i \). A patch with the filter kernel size \( k_1 \times k_2 \) is taken around each pixel of each image. Let \( \{ X_i \}_{i=1}^{N} \in \mathbb{R}^{k_1 \times k_2 \times c \times mnN} \) be the patch set.

The filter kernel parameters in a PCA convolutional layer are learned by PCA on the patch set. Each eigen vector calculated by PCA corresponds to a filter kernel.

LDA extracts discriminative features to maximum the variance of data in different classes and minimum the variance of data in the same class, which is a supervised learning method. Definition 2 defines the LDA convolutional layer.

**Definition 3 (LDA convolutional layer).** A convolutional layer is called **LDA Convolutional layer** if the filter kernel parameters are learned by LDA.

The filter kernel parameters in a LDA convolutional layer is learned by LDA on the patch set, and the labels of all patch of an image are the same as the label of the image. Each eigen vector calculated by LDA corresponds to a filter kernel.

4.2 The model architecture

Figure 1 shows the detailed diagram of the proposed PLDANet model. First, we evaluate the number of PCA convolutional layers in the PLDANet model. 

\[
G = \max \left\{ \frac{(m - k_1)}{(k_1/2)}, \frac{(n - k_2)}{(k_2/2)} \right\},
\]

where \( (m, n) \) is the size of the input image, and \( (k_1, k_2) \) is the size of each filter kernel. Then the Deep PLDANet model is constructed by the number of \( G \) PCA convolutional layers and a subsequent LDA convolutional layer. Then the Hashing, Histograms and the linear SVM stages are the same as the PCANet. The training process of PLDANet for classification is demonstrated in Algorithm 1.

![Figure 1: The detailed diagram of the proposed PLDANet model](image)

**Example 3.** Given an image with size 28 \( \times \) 28, if the kernel size in each convolutional layer is 7 \( \times \) 7, then \( G = \left\lfloor \frac{(28 - 7)}{3} \right\rfloor = 7 \).

In the PLDANet model, the convolutional network includes 7 PCA convolutional layers and a subsequent LDA convolutional layer.

5 Experiments

Since the training time of PCANet and LDANet is much less than that of CNN, and the superior performance of PCANet and LDANet over CNN has been studied in [7, 27], the comparison of our proposed PLDANet and CNN has not been conducted in our work. In this section, we compare PLDANet with PCANet and LDANet.

We conduct experiments on MNIST and its four variations. The MNIST dataset is one of the most popular datasets in image classification. It contains 60,000 training and 10,000 test images.
Algorithm 1: The training process of PLDANet for image classification

**Input:**
1. The training image set \( \{(I_i, y_i)\}_{i=1}^N \); 
2. \( I_i \in \mathbb{R}^{m \times n} \); 
3. The size of filter kernel \( k_1, k_2 \);

**Output:** The results of classification.

1. \( (m, n) \leftarrow \text{the size of the input image} \)
2. \( G = \max\{ (m - k_1)/(k_1/2), (n - k_2)/(k_2/2) \} \)
3. **for** each \( l = 1 : G \) **do**
   4. \( I^l_i \leftarrow \text{PCA\_Convolutional\_Layer}(I_i), i = 1, 2, \ldots, N \)
4. **end for**
5. \( I^{(G+1)}_i \leftarrow \text{LDA\_Convolutional\_Layer}(I_i), i = 1, 2, \ldots, N \)
6. **Hashing and Histograms stage:** take \( I^{(G+1)}_i \) as input;
7. **Train linear SVM:** take Histograms codes as input;
8. **return** The results of image classification.

Of 10 hand-written digits. MNIST variations [8] introduce addition of rotation (rot), addition of a background composed of random pixels (bg-rand) or patches extracted from a set of images (bg-img), or combinations of these factors (rot-bg-img) to MNIST digit classification. These variations make the problem become particularly challenging. The five classification datasets are summarized in Table 2. The size of all the images are \( 28 \times 28 \). An instance of MNIST variations is shown in Figure 2.

Table 2: Details of the 5 classification tasks on MNIST variations.

| Data Sets       | Description                               | Train-Valid-Test        |
|-----------------|-------------------------------------------|-------------------------|
| basic           | Smaller subset of MNIST                  | 10,000-2000-10,000      |
| rot             | MNIST with rotation                       | 10,000-2000-50,000      |
| bg-rand         | MNIST with noise background              | 10,000-2000-50,000      |
| bg-img          | MNIST with image background              | 10,000-2000-50,000      |
| bg-img-rot      | MNIST with rotation and image background  | 10000-2000-50000        |

Figure 2: The number eight in the MNIST variations

To evaluate the performance of PCA convolutional layer and LDA convolutional layer in different convolutional layers, we compare PCANet-i, PLDANet-i and PLDANet2-i, where PCANet-i means there are number of \( i \) PCA convolutional layers, PLDANet-i means there are PCA convolutional layers in the first \( (i-1) \) layers and LDA convolutional layer in the last layer, and PLDANet2-i means there are PCA convolutional layers in the first 6 layers and LDA convolutional layer in the rest layers.

Limited to the memory size in our experimental environment, the hyperparameters of PCANet-i and PLDANet-i are set as follows: (1) the number of filters are \( L_1 = L_i = 8, L_j = 1, 1 < j < i \); (2) the patch size is \( k_1 = k_2 = 7 \) in all convolutional layers; (3) the block size for local histograms in the
output layer is set to be $7 \times 7$, and the block overlap ratio is 0.5.

Figure 3: Comparison of PCANet-i and PLDANet-i on basic MNIST

Figure 4: Comparison of PCANet-i and PLDANet-i on rot MNIST

We compare PCANet-i and PLDANet-i on five MNIST variations when varying $i$ from 6 to 9. Figure 3 shows the accuracy rates of PCANet-i and PLDANet-i on the basic MNIST. Figure 4 shows the accuracy rates of PCANet-i and PLDANet-i on the rot MNIST. Figure 5 shows the accuracy rates of PCANet-i and PLDANet-i on the bg-rand MNIST. Figure 6 shows the accuracy rates of PCANet-i and PLDANet-i on the bg-img MNIST. Figure 7 shows the accuracy rates of PCANet-i and PLDANet-i on the bg-img-rot MNIST.

Figure 5: Comparison of PCANet-i and PLDANet-i on bg-rand MNIST

Figure 6: Comparison of PCANet-i and PLDANet-i on bg-img MNIST

The experimental results show that (1) PLDANet-6 have the same accuracy rates as PCANet-6 on basic MNIST and bg-img MNIST, and have lower accuracy rates than PCANet-6 on bg-rand, rot MNIST and rot-bg-img MNIST; (2) PLDANet-7 have higher accuracy rates than PCANet-7 on bg-img MNIST, bg-rand, rot MNIST and rot-bg-img MNIST, and have the same accuracy rate as PCANet-6 on the basic MNIST; (3) PLDANet-i ($i=8, 9$) have higher accuracy rates than PCANet-i ($i=8, 9$) on the five MNIST variations.

Based on Theorem 2, $G = (m - k)/(k/2) = (28 - 7)/3 = 7$. Therefore, each patch of the image will cover information from the whole image after 7 convolutional layers. However, in the $6^{th}$ convolutional layer and $7^{th}$ convolutional layer, some but not all patches carry information from the whole image, and LDA convolutional layer have better or worse performance than PCA convolutional layer. In the $8^{th}$ convolutional layer and $9^{th}$ convolutional layer, all patches carry information from the whole image, and LDA convolutional layer have better performance than the PCA convolutional layer.

We compare PCANet-i, PLDANet-i and PLDANet2-i on five MNIST variations when varying $i$ from 8 to 9. Figure 8 shows the accuracy rates of PCANet-i, PLDANet-i and PLDANet2-i on the basic MNIST. Figure 9 shows the accuracy rates of PCANet-i, PLDANet-i and PLDANet2-i on the
Figure 7: Comparison of PCANet-i and PLDANet-i on bg-img-rot MNIST

Figure 8: Comparison of PCANet-i, PLDANet-i and PLDANet2-i on basic MNIST

rot MNIST. Figure 10 shows the accuracy rates of PCANet-i, PLDANet-i and PLDANet2-i on the bg-rand MNIST. Figure 11 shows the accuracy rates of PCANet-i, PLDANet-i and PLDANet2-i on the bg-img MNIST. Figure 12 shows the accuracy rates of PCANet-i, PLDANet-i and PLDANet2-i on the bg-img-rot MNIST.

Figure 9: Comparison of PCANet-i, PLDANet-i and PLDANet2-i on rot MNIST

Figure 10: Comparison of PCANet-i, PLDANet-i and PLDANet2-i on bg-rand MNIST

The experimental results show that PLDANet2-i (i=8, 9) have higher accuracy rates than PCANet-i and PLDANet-i on all the five MNIST variations. Since PLDANet-7 have higher or the same accuracy rates compared to PCANet-7 on all the five MNIST variations, LDA convolutional layer performs better than PCA convolutional layer in the $j^{th}$ ($j \geq 7$) convolutional layer. PLDANet2-9 performs LDA convolutional layer during $7^{th}$, $8^{th}$ and $9^{th}$ convolutional layer. The phenomenon proves our initial idea that adopting LDA convolutional layer is greatly beneficial for extracting features when each patch of the image covers information from the whole image.

6 Conclusion

Adopting PCA in learning convolutional kernels takes much less time than training a CNN, and avoids the laborious fine-tuning process. The supervision of the learned kernels can be further enhanced by incorporating the labels information based on LDA. However, it is meaningful to assign class labels to the patches and adopt LDA only when all the patches carry information from the whole image. In this paper, we propose a convolutional coverage theory, which indicate that all patches
cover information from whole images after a specific number of convolutional layers. Based on the convolutional coverage theory, we propose PLDANet model, which includes a specific number of PCA convolutional layers and a subsequent LDA convolutional layer. Benefiting from the reasonable combination of PCA and LDA, PLDANet enhances the representation ability of PCANet and LDANet. Finally, a variety of experiments are conducted to demonstrate the effectiveness of the proposed PLDANet.
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