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Abstract—Utilization of the attention mechanism in Transformer-based language models leads to substantial performance improvements in almost all natural language processing (NLP) tasks. Similar attention structures are also extensively studied in computer vision models. Although attention mechanism enhance the model performance significantly, since it has quadratic complexity, the attention mechanism becomes inefficient for processing long sequences. Some recent studies show that Transformer models can still reach competitive results without the attention layer. One of these studies (FNet) suggests to replace attention layer with Fourier Transform (FT) in the Transformer encoder architecture and achieves competitive results with the original Transformer encoder model while accelerating training by removing the computational burden of attention. However, the FNet model ignores important FT properties that can be leveraged to further increase model efficiency. We propose different methods to deploy FT efficiently in Transformer encoder models. Our proposed architectures have shorter training times and have additional performance improvements in downstream tasks.

Index Terms—FNet, Fourier Transform, Transformer, Attention

I. INTRODUCTION

The introduction of transformers [1] with specialized attention layer drastically improved the performance of neural network architectures for many machine learning tasks, mainly including language and image related frameworks [2]–[7]. Offering a great deal of performance enhancements, Transformers became quite popular and many deep learning benchmarks were challenged using Transformer-based architectures. Although Transformer-based models bring downstream task performance to upper levels, they are still open for improvements in terms of task performance and efficiency [2], [8]–[10]. Specifically, the model size and enormous training costs of Transformer models lead to the introduction of several other approaches, aiming to bring solutions to these computational efficiency problems. For instance, parameter sharing [11], distillation, [12] or modifications in the training objective [13], [14] are popular and effective improvements. In the meantime, some studies investigate the effects of deprivation of specific components of the Transformer such as the attention layer and positional encodings [15]–[20].

While improvement in model efficiency is an important technical objective itself, it is also increasingly important from other perspectives such as decreasing the carbon footprint of deep learning models. Recent studies show that using deep models that require expensive computational resources may have adverse environmental effects [21]–[23]. [23] suggests that through using more efficient deep learning models, such as sparse models instead of dense models, the computation costs drop and eventually the carbon footprints of machine learning algorithms decline. Therefore, our efforts to decrease the computational cost of Transformer models also lead to positive environmental effects.

One way to increase the efficiency and even enhance the information capturing capability of deep learning models is to use signal processing tools. Specifically, Fourier transform (FT) and wavelets are such tools that can provide performance and efficiency improvements when using them in neural networks architectures [24]–[28]. Recently the fractional versions of these aforementioned transforms have also started to involve in the neural network architectures either as feature extractors or as learning blocks [29]–[31]. In the Prism model that is introduced by [27], spectral filters are applied to the activations of neurons to capture the features of different scaled parts of language, such as word-level, utterance-level, and document-level. These spectral filters are analogous to conventional low-pass, high-pass, and band-pass filters. In their pioneering work, [28] brings another perspective to the Transformer encoders by replacing attention layers with FT to propose the FNet model. With this replacement, FNet can be trained 80% faster than the original BERT model by maintaining 92% of the accuracy performance in GLUE tasks [32].

Although FNet can preserve model performance to some extent in the absence of attention layer, it does not exploit the full potential and properties of the FT, which are essential in classical signal processing [33]. For example, FNet takes only real parts of the 2D Fourier Transform of the given input embeddings. This choice results in two basic complications. First, since the FT of a real signal is conjugate symmetric, the real part of the output from the FT has a symmetric structure. Therefore, redundancies occur when feeding the output of FT to the next layer, which degrades both the performance and efficiency. Second, using only the real part of the Fourier transformed input, the full characteristics of the data cannot be conveyed throughout the model architecture.

In this study, we present a full-scale work that incorporates FT to the Transformer encoder to propose Fast-FNet. We propose multiple solutions consisting of several pooling methods and adding multilayer perceptron (MLP) layers to remedy aforementioned disadvantages of the FNet. We implement exhaustive experiments to observe the effects of the proposed methods. We gain considerable computational...
efficiency compared to the FNet without losing accuracy. Our main contributions can be summarized as follows:

- Proposed Fast-FNet with a more efficient Fourier layer utilizing properties of FT.
- Proposed modifications to Transformer model architecture to match the input size with newly proposed Fourier layer.
- Proposed efficient Transformer model architectures in terms of both training speed and memory requirements.

The rest of the manuscript is organized as follows. In Section III related work is presented. Our proposed Fast-FNet architecture is introduced in Section IV. In Section V experimental details are given and obtained results are discussed. Finally, we conclude our work in Section VI.

II. RELATED WORK

A. Attention Mechanism

Many deep language models show substantial improvements on downstream task performances by utilizing attention mechanism [2], [3], [4], [5]. Capturing contextual relations of given data sequence makes attention mechanism to be appealing for not only fundamental natural language processing (NLP) tasks but also other deep learning tasks. For example, [6] uses multi-attention-based convolutional neural networks (CNNs) to extract features. Multi-attention includes self-attention and cross attention. Self-attention considers the attention within users and items while cross-attention considers the attention between users and items [7]. Attention is also used in tasks dealing with time series data [8]. In computer vision applications, vision Transformer model is also proposed [9].

Attention mechanism can be adapted various learning schemes apart from the Transformer architecture. For instance, [10] proposes gated attention model as a novel gated recurrent unit (GRU) for neural machine translation. [4] also integrates attention mechanism with long short-term memory (LSTM) networks for sentiment analysis. In [7], CNNs are used along with multi-attention mechanism in a recommendation model.

Several studies are conducted to obtain further understanding of Transformer-based models along with attention mechanism and its effectiveness in different layers [11, 12, 13]. It shows that replacing the matrix obtained by query and key operations in dot-product attention with randomly initialized matrix still yields competitive performance with regular self-attention. In a similar study, all but one attention head of each encoder layer are replaced with non-learnable attentive operations in dot-product attention with randomly initialized matrices still yielding competitive performance with regular self-attention [14]. Since the utilization of attention is not limited to NLP, similar studies trying to find alternatives to attention are also proposed in computer vision field. For example, [15] proposes multi-layer perceptron layers instead of using attention in Vision Transformer model or using conventional CNN architecture. MLP-mixer leads to no performance degradation in image classification tasks. In another study, fast multi-pole method (FFM) is utilized for linearization of the complexity of the attention calculation [16]. GFNet model that can be considered as computer vision counterpart of the FNet and Prism model is proposed to solve image classification efficiently [17]. In GFNet, self-attention is replaced with three operations, Fourier transforming, applying learnable filters, and returning back to the original domain via inverse FT.

B. Fourier Transform in Deep Learning

FT is very-well known and constitutes one of the most essential tools of signal processing. The history of Fourier analysis in deep learning literature is also quite rich. Previously, several various versions of neural networks resembling Fourier Series or FT are introduced [18]–[21]. The general motivation of these efforts lies behind changing activation of the neurons so that models perform better and converge fast. There are also many instances that FT is utilized to enhance the performance of recurrent neural networks (RNNs) [22]–[25]. Main motivation of these studies is to capture sequential features or long-term dependencies that exist in data. In [26], Fourier-type activation function is proposed to be used in RNNs for fitting sequential input/output data. Zhang et al. apply Fourier analysis to build a complex valued RNN model such that time series analysis and recurrent networks can be integrated [27]. In [28], Fourier Recurrent Unit (FRU) is proposed as a solution for vanishing gradient problem. Wolter et al. use short-time Fourier transform (STFT) to efficiently process sequential data with RNNs [29]. They also apply parameter reduction by low-pass filtering.

Due to the close relation between convolution operation and FT that the convolution operation is simply equivalent to multiplication in Fourier domain, CNNs are very suitable structures to utilize Fourier features, especially in computer vision. Based on this concept, Mathieu et al. [30] propose to multiply the feature maps of input images by corresponding kernels in Fourier domain instead of implementing convolution. There are also previous attempts to employ Fourier features in face detection task [31]. However, these attempts do not utilize FT in training phase. On the other hand, in [32], Fourier CNNs are proposed where the entire training procedure is implemented in Fourier domain. Main advantage of this model comes from efficient implementation of training without sacrificing task performance. Inspired by Fourier layer of the FNet model [33], Pan et al. propose Walsh-Hadamard transform block to replace the convolution layers [34]. Similarly, FNet architecture is utilized in energy disaggregation [35]. However, authors take complex information in Fourier domain into consideration as a difference from FNet. In [36], fast Fourier transform (FFT) properties are used in designing encryption algorithms to provide safe CNN predictions. There are also several other
studies utilizing FT for efficient computation and performance increases [25], [30], [61]–[66].

In the literature, FT has been deployed not only as a part of network architecture but also as a feature extraction tool. Especially in signal processing field, detection and classification problem of electrocardiogram signals are approached by a combination of FT and neural networks [67]–[69]. [26], [70] also exploit Fourier features in fault diagnostics. Control theory is also one of the fields integrating Fourier and neural networks. Iterative learning control scheme using the Fourier neural network (FNN) is presented to improve the tracking performance of control systems [71]. On the other hand, [72] proposes the Fourier Neural Operators (FNO) to solve differential equations. Based on this study, models that improve the efficiency of existing Transformer models are also proposed [73], [74].

Recently, the fractional form of FT, i.e., the Fractional Fourier Transform (FRFT), is also started to be integrated into neural network architectures. FRFT is a generalized version of FT with a fraction parameter, where the input signal can be mapped to a continuum of intermediate domains between time and frequency [75], [76]. In a pioneering work, [31] embeds FRFT into image Transformer architecture to extract global and contextual features from hyperspectral images (HSI) and light detection and ranging (LiDAR) data. Through this newly proposed architecture and the advantage of FRFT as a feature extractor the authors reported improvements in both performance and efficiency on benchmark tasks.

C. Transformers in Signal Processing

The Transformer architecture takes place in several signal processing related areas. For example, Liang et al. adapt the Transformer to reconstruct high-resolution light field images from low-resolution instances [77]. Furthermore, studies focusing on skeleton-based action recognition start to exploit Transformer-based models in collaboration with attention mechanism [78], [79]. In speech recognition task, Chen et al. propose non-autoregressive Transformer model with Audio-Conditional Masked Language Model to alleviate inference computation burden of auto-regressive counterparts [80]. Later in [81], an hybrid model consisting of autoregressive and non-autoregressive Transformers are proposed for speech recognition. On the other hand, the Transformer is also integrated into communication systems. In [82], an end-to-end deep learning-enabled semantic communication model is proposed. The model mainly consists of semantic encoder, channel encoder, channel decoder, and semantic decoder. Similarly, notion of Transformer is utilized in multiple-input multiple-output detection tasks in communications [83]. In [84], discrete cosine transform (DCT) is used to reduce the complexity of the dot-product attention calculations. Authors also show that data compression feature of DCT can be applied to query, key, and value matrices of attention layer of input embeddings. This method reduces training time while obtaining competitive performances compared to vanilla Transformer. With similar motivation, Nyström matrix approximation is used to approximate standard self-attention [85].

III. FAST-FNET

A. Preliminaries on Attention Mechanism

Attention mechanism can be described as the mapping of a query (Q) and a collection of key (K) and value (V) pairs to an output [1]. This mapping is mathematically described as:

$$\operatorname{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V,$$

where query, key, and value matrices $Q$, $K$, and $V$ are learnable linear projections of input vector:

$$Q = XW_Q; K = XW_K; V = XW_V,$$

where $W_Q \in \mathbb{R}^{d_{\text{Model}} \times d_k}$, $W_K \in \mathbb{R}^{d_{\text{Model}} \times d_k}$, and $W_V \in \mathbb{R}^{d_{\text{Model}} \times d_k}$. Here $X$ is the input data and $d_{\text{Model}}$ is the feature dimension of input.

The attention mechanism can be paralleled by projecting the queries, keys and values multiple times with different learnable matrices. Each projection of these matrices go through the attention operation to form ‘head’s. Finally, all heads are concatenated and multiplied with a learnable weight matrix to generate the final output. This procedure is called Multi-head Attention (MHA) and can be described with the following equations:

$$\text{head}_i = \text{Attention}(Q, K, V),$$

$$\text{MHA}(Q, K, V) = \text{Concat}(\text{head}_1, ..., \text{head}_h)W_O,$$

where $W_O \in \mathbb{R}^{hd_o \times d_{\text{Model}}}$.

One of the objectives for using the MHA is to use multiple GPUs for computations and fasten the model operations. A simple representation of this mechanism is given in Fig. [1].
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(a) Multihead Attention Mechanism
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Fig. 1: Multihead attention (MHA) mechanism and scaled dot product that is used in MHA [1].

B. FNet Model Details

The FNet architecture is built in similar fashion to other NLP models, such as BERT [2], where the foundation of the model consists of the Transformer encoder blocks. In FNet, the attention layer is replaced with the discrete Fourier transform (DFT) to accelerate processing speeds while obtaining quality features that display accurate results [28]. Only the real-valued output of the DFT operation is used to ensure that the feed-forward layer structure in each encoder block is unchanged.
The output of the DFT layer can specifically be expressed in the form:

\[ y = \Re(\mathcal{F}_{dS,dH}(x_{m,n})) \]

where \( \mathcal{F}_{dS,dH} \) is the 2D DFT operation along the sequence and hidden dimension for the given input. This serves a simple yet effective solution to the aforementioned problem of gaining speed without costing accuracy. Their results show that the FNet model is 40% to 70% faster than the BERT-Base model. Although the accuracy difference between the two models is apparent, FNet still proves to be quite successful in learning the GLUE task. This makes the FNet model a solution for applications where computational efficiency holds more importance than accuracy.

C. DFT and its Conjugate Symmetry Property

An essential part of our proposed Fast-FNet is the dimension reduction of the DFT output. For this reduction, we leverage the conjugate symmetry property of the FT. For a given \( M \times N \) dimensional input \( \{x_{m,n}\}_{m=0,n=0}^{M-1,N-1} \), the 2D-DFT is given as:

\[
X_{u,v} = \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} x_{m,n} e^{-j2\pi \left( \frac{mu}{M} + \frac{nv}{N} \right)},
\]

(6)

When the input sequence is real-valued, \( x_{m,n} = \Re(x_{m,n}) \) for all \( m \) and \( n \), the DFT output is conjugate symmetric over both dimensions. The dimension reduction used for the Fast-FNet occurs over the hidden dimension, hence the output matrix now supports:

\[
X_{u,v} = X_{u,N-v}^*,
\]

(7)

Keeping in mind that the FNet architecture only uses the real parts of the DFT output as displayed in Eq. 5, conjugate symmetry property leads to the realization below:

\[
\Re(X_{u,v}) = \Re(X_{u,N-v}^*),
\]

(8)

Hence, Eq. 8 essentially states that the output sequence the DFT layer in the FNet produces results in a sequence that has near-identical halves. It can only be defined as near-identical, since \( X_{u,v} \) for \( v = 0 \) and \( v = \frac{N}{2} \) are not equal to each other. As such, the same information is fed to the model twice, creating a redundancy. The proposed Fast-FNet model eliminates this property.

D. Fast-FNet Architecture

Following Eq. 8 and the explanation above, the DFT output sequence is cut in half and only the first half \( (0 \leq k < N/2) \) is used for the subsequent operations. The hidden dimension of the model reduces from \( H \) to \( H/2 \). It should be noted that by doing this, we use all unique \( X_k \) values except for \( k = N/2 \), which is a necessity to keep length of the sequence a power of 2.

Reducing the hidden dimension creates issues in the Transformer architecture that needs to be addressed. The first issue is that the Add and Normalize layer cannot operate with two different input dimensions. To fix this, the input of the first encoder block has to go through dimensionality reduction.

Then, the reduced version of the embeddings can be used in the add and normalize layer, while the untouched embeddings are connected to the DFT layer. Another issue arises for the subsequent encoder blocks. Since the output hidden dimension...
of the encoder block will be \( H/2 \), for continuity reasons the input size of the next encoder block should be the original hidden dimension, otherwise the network will shrink the dimension to half in every encoder block, which is not desired. To preserve the dimensionality of output tokens and not add any costly operations, the output of each encoder block is zero padded to the original hidden dimension \( H \). The succeeding blocks use the entire zero-padded input for the DFT layer, and only the non-zero part is used in the Add and Normalize layer. The entire process that takes place in a single encoder block is mathematically described as follows:

\[
X_{\text{AFT}} = \mathbb{R}(\mathcal{F}_{d_S,d_H}(X))k, \quad k = 0, \ldots, H/2. \tag{9}
\]

\[
X_{\text{norm1}} = \text{Norm}(X_{\text{AFT}} + \text{DimRed}(X)), \tag{10}
\]

\[
X_{\text{FF}} = \mathcal{F}(X_{\text{norm1}}), \tag{11}
\]

\[
X_{\text{norm2}} = \text{Norm}(X_{\text{FF}} + X_{\text{norm1}}), \tag{12}
\]

\[
X_{\text{OUT}} = \text{ZeroPad}(X_{\text{norm2}}), \tag{13}
\]

where \( \mathcal{F}_{d_S,d_H} \) is the 2D DFT operation along the sequence dimension and hidden dimension, \( \text{Norm}(\cdot) \) is the batch normalization, \( \text{DimRed}(\cdot) \) is the dimension reduction method that is used, \( \mathcal{F}(\cdot) \) stands for feed-forward layer, and \( \text{ZeroPad}(\cdot) \) is the padding operation. The dimension reduction in Eq. (10) only takes part before the first encoder block. For the rest of the encoder blocks, we only take the padded zeros out before the Add and Normalize stage. Note that the input of the FT layer except the one in the first encoder layer is still zero padded. Finally, the proposed Fast-FNet architecture can be visually seen in Fig. 2.

**Algorithm 1:** Fast-FNet Architecture

**Input:** Word Embeddings \( x \)  
**Output:** Classification Output \( y \)

1. \( r \leftarrow \text{DimensionReduction}(x) \) // first residual  
2. for \( i \leftarrow 0 \) to \( N-I \) do  
   3. \( X \leftarrow \mathbb{R}(\mathcal{DFT}(x)) \)  
   4. \( X \leftarrow X \text{ from } 0 \text{ to } H/2 \) // identical halves  
   5. \( \hat{X} \leftarrow (X + r) - \mu_1 \) // normalize  
   6. \( I_1 \leftarrow W_{LN1} \hat{X} + b_{LN1} \) // 1st layer  
   7. \( F \leftarrow \text{ReLU}(W_{F1} I_1 + b_{F1}) W_{F2} + b_{F2} \)  
   8. \( \hat{F} \leftarrow (F + I_1) - \mu_2 \) // normalize  
   9. \( I_2 \leftarrow W_{LN2} \hat{F} + b_{LN2} \) // 2nd layer  
   10. \( x \leftarrow \begin{cases} 
          I_2, & \text{if } 0 \leq d_k < H/2 \\
          0, & \text{otherwise}
        \end{cases} \) // zero pad  
   11. \( r \leftarrow x \text{ from } 0 \text{ to } H/2 \)  
3. end  
4. \( I \leftarrow WX + b \)  
5. \( y \leftarrow \text{OutputProjection}(I) \)

The algorithmic foundations of the general architecture of Fast-FNet and the operations that take place in a single encoder block of Fast-FNet are given in Alg. 1. The variables \( \mu \) and \( \sigma \) that are used in the Add and Normalize layer are the mean and standard deviation of the input layer, respectively. Throughout the algorithm, dimension reductions only occur over this dimension, i.e., Line 4 of Alg. 1 (the token dimension is constant, but the hidden dimension is halved). Similarly, the embedding reduction and zero padding occurs over the hidden dimension as well.

### IV. Experiments & Results

#### A. Experimentation Details

We tested our proposed Transformer models and the FNet with two benchmark frameworks. First, we used a common transfer learning framework for Transformers where we pre-train models with C4 dataset and then fine-tune for GLUE tasks. Experimentation is done following the BERT-Small and BERT-Medium specifications. The following naming convention is followed: [Model]-S refers \( L = 4 \) (encoder blocks) and \( H = 512 \) (hidden dimension), [Model]-M refers \( L = 8 \) (encoder blocks) and \( H = 512 \) (hidden dimension), and [Model]-Base refers \( L = 12 \) (encoder blocks) and \( H = 768 \) (hidden dimension), [Model] stands for the deep learning models that are used in the experiments, i.e FNet-S or Fast-FNet MaxP-M. The results of our proposed model Fast-FNet and the baseline FNet models have been obtained over training on 2 GeForce RTX 2080 Ti GPUs, both for training and classification. For all models, the batch size was 64 and the feed-forward network dimension was set to be \( 4 \times H \). Finally, the maximum sequence length was the same as the hidden dimension, which is 512.

The second benchmark is the Long Range Arena (LRA) \(^{[86]}\), which is introduced for comparing the efficiency of Transformer models. For LRA tasks, we used the code base in \(^{[87]}\), where the benchmark tasks are implemented in PyTorch. The code base is obtained from the GitHub repository\(^{[87]}\) and the configuration provided in the repository is used. For the training and testing phases of this experiment, we used a GeForce GTX 1080 Ti graphic card.

The experimentation for our models revolves around dimension reduction methods that are applied after the embedding layer. Not to diminish the efficiency gained by the altered DFT output while also obtaining a meaningful representation of the initial embeddings, three dimension reduction techniques, two pooling approaches and one dense network layer, are used.

1) **Dimension Reduction Using Pooling:** We used two pooling methods to reduce the embedding layer output to half of its dimension. Pooling methods use arithmetic operations and hence are uncostly both in terms of operation efficiency and memory space allocation. The first pooling method used is the max pooling, which can be expressed as:

\[
Y_k = \begin{cases} 
X_{2k}, & \text{if } X_{2k} > X_{2k+1} \\
X_{2k+1}, & \text{otherwise.}
\end{cases}, \quad k = 0, \ldots, H/2. \tag{14}
\]

\(^{1}\)https://github.com/google-research/text-to-text-transfer-Transformer\#c4  
\(^{2}\)https://github.com/pkuzengqi/Skyformer.git
The second pooling method used is the mean pooling with the following formulation:

$$Y_k = \frac{X_{2k} + X_{2k+1}}{2}, \quad (15)$$

2) **Dimension Reduction Using a Dense Network Layer:**

To reduce the hidden dimension to half, we also consider adding a learnable linear network layer to the architecture.

$$Y = WX + b, \quad (16)$$

where $W$ is the learnable weight matrix and $b$ is the bias term. This is, in theory, a better choice for a reduction than pooling methods since it is learnable. However, it adds computational cost.

**B. Results**

1) **Transfer Learning and GLUE Tasks:** The parameter sizes are reported following [2] with the slight difference that is the vocabulary model as noted in [23] (we followed the vocabulary size of the FNet, which is 32,000 compared to BERT’s 30,522). The reduction caused by the adjustment in Fourier layers only affects the parameter size of the encoder blocks. Since, in a single encoder layer, DFT reduces the dimension to its half, the parameter sizes of the following feed-forward layer and layer normalization stages are also reduced to the half (49.6% reduction when biases are considered).

In Table I the parameter sizes for different model specifications are given. For smaller models, the FNet-S and Fast-FNet-S have similar parameter sizes although a 16% reduction is present. The difference between parameter sizes of the FNet and our proposed models becomes clearer when the number of encoder blocks increases. For the [Model]-M models, for example, the reduction of parameter size for our proposed models goes around 24% and for even larger models, such as the [Model]-Base specification, the difference in parameter size is notable and shows around 34% reduction.

| Model                  | Model Spec. | Parameter Size (Millions) |
|------------------------|-------------|----------------------------|
| FNet                   | -S          | L = 4, H = 512             |
|                        | -M          | L = 8, H = 512             |
|                        | Base        | L = 12, H = 768            |
| FNet                   |             | 25.3                      |
| Fast-FNet with Pooling |             | 26.1                      |
| Fast FNet with added Dense Layer |             | 21.3                      |

TABLE I: Parameter sizes for the FNet and the proposed models. The number of encoder layers are indicated by $L$ and the hidden dimension is indicated by $H$.

Since the matrix multiplications become faster, the reduction in parameter sizes also causes to take training steps faster. Table II shows the training speed of the FNet and our proposed models for [Model]-S and [Model]-M model specifications during the pretraining process. The results suggest that our proposed methods with integrated pooling layers work faster than the FNet and the Fast-FNet variant with a dense layer, which is expected since the dense layer adds additional computations both for feed-forward and back-propagation stages. One should also note that, although FNet is faster than the proposed Fast-FNet with the Max Pooling when using 4 encoder blocks, i.e. [Model]-S specifications, its training speed decreases more than others and becomes slower than that of the Max Pooling variant while increasing the number of encoder blocks. Considering that the [Model]-Base specification of BERT model uses 12 encoder blocks, which is the standard number, the difference in training speed may become more obvious if we use 12 encoder blocks. Considering the pretraining process lasts for 1 Million steps, the difference between reported step per second values becomes more valuable.

| Model                  | Model Spec. | Training Steps per Second |
|------------------------|-------------|---------------------------|
| FNet                   | -S          | 2.19                      |
| Fast-FNet MaxP         | -M          | 2.17                      |
| Fast-FNet MeanP        |             | 2.23, 2.20                |
| Fast-FNet Dense        |             | 2.10, 2.02                |

TABLE II: Training steps per second of the proposed models in comparison with the FNet.

Upon observing Tables I and II, the gain in efficiency is obvious. Our proposed architectures occupy less memory since they have less parameters than the FNet. Moreover, our proposed models work faster and allow us to save considerable amounts of time during training. Although these aforementioned advantages are quite valuable in such an era where the deep learning models require enormous computational burdens, our proposed models have to also maintain comparable performances with computationally more expensive models. In other words, the gain in training efficiency should not sacrifice model performances notably.

As we mentioned before, [23] has already shown that the performance of FNet on GLUE tasks is still comparable with BERT, although it works quite faster. Having shown that our proposed models are even faster than FNet, we also conducted experiments on GLUE tasks to demonstrate that our models do not sacrifice performance on this benchmark. The results for GLUE tasks are provided in Table III, where we reported our results for both [Model]-S and [Model]-M model specifications. The models are trained on the C4 dataset for 1 Million training steps and fine-tuned for GLUE tasks. The results suggest that, our models can still perform on par with FNet and even outperform FNet on some tasks. Specifically, on [Model]-S specification, only relatively significant difference is the performance of models on “STS-B” task. However, FNet model outperformed the best of Fast-FNet model, which is the “Dense” variation, only by 3.5%. On the other hand, on [Model]-M specification, Fast-FNet variations mostly outperformed FNet and even when they are outperformed, their performance remained competitive regarding FNet’s results.

2) **LRA:** For the tasks in LRA benchmark, we performed two sets of experiments. In the first one, where we compared the Fourier-based Transformer models with other attention-based Transformer models with different attention types, we used the same model configurations as provided in [87]. However, to fit everything into one GPU and compile all experiments with the same computational resources, we de-
increased batch sizes for some tasks. More specifically, we decreased batch size value from 16 to 8 for the “Image” task, from 32 to 8 for the “Text” task and from 256 to 128 for the “Image” task.

Then, in the second part, where we specifically compared the efficiency of FNet and our proposed models, we increased the hidden dimension of Transformer and conduct our experiments with changing number of layers.

Note that, all the results are reproduced for every attention-based Transformer model using the specified computational resources in order to make a clear comparison of performance and efficiency.

The accuracy, training speed, and memory usage results for the first part of the experiments are given in Tables IV, V and VI respectively. In Table IV the accuracy results for each task are given. Here, the attention-based Transformer models with more complicated and computationally expensive attention mechanisms are mostly gave the best results. However, both FNet’s and our proposed models’ performances are comparable with other models. Although the FNet and our proposed models could not give the best performance, at least one of them could outperform or at least stay close to most of the attention-based Transformer models.

| Model         | MNLI  | QQP  | QNLI | SST-2 | CoLA | STS-B | MRPC | RTE |
|---------------|-------|------|------|-------|------|-------|------|-----|
| FNet “S”      | 61.7/62.3 | 80.9 | 74.5 | 78.4  | 69.1 | 70.7  | 76.5 | 54.5|
| Fast-FNet MaxP-S | 61.3/62.3 | 76.9 | 72.7 | 79.4  | 69.1 | 64.4  | 74.5 | 55.2|
| Fast-FNet MeanP-S | 62.0/63.6 | 80.0 | 71.6 | **79.5** | 69.1 | 65.8  | 73.7 | **57.0**|
| Fast-FNet Dense-S | 62.3/63.5 | 79.5 | **74.6** | 79.2 | 69.0 | 67.2  | 74.3 | 56.3|
| FNet-M        | **67.8/69.5** | 80.3 | 77.5 | 82.3  | 69.1 | 76.0  | **76.5** | 53.4|
| Fast-FNet MaxP-M | 65.5/67.7 | **82.2** | 79.7 | 81.7  | 69.1 | 74.6  | 74.8 | 54.9|
| Fast-FNet MeanP-M | 66.1/67.8 | 81.5 | **80.0** | **82.7** | 69.1 | **78.6** | 74.4 | 58.1|
| Fast-FNet Dense-M | 65.5/67.5 | 80.5 | 78.0 | 82.6  | 69.1 | 73.0  | 76.2 | **58.5**|

TABLE III: GLUE validation results for the [Model]-S and [Model]-M model specifications. The mean of accuracy and F1 scores for QQP and MRPC tasks, the Spearman correlation for STS-B, and accuracy scores for other tasks are reported. The scores for both matched and mismatched versions of the MNLI dataset are given.

In a second in given for each task. Looking at the averages, we can see that the best of Fourier-based Transformer model, the Fast-FNet with max pooling, can outperform the best of the attention-based Transformer model, “Linformer”, by 01% and the difference climbs up to about 7-fold when considering the attention-based Transformer models with worse efficiency. These results show that the difference between attention-based Transformer models with expensive attention mechanisms and Fourier-based Transformer models in efficiency is immensely high. Moreover, the Fourier-based models do not lose significant model performance as shown in the previous experimental results.

| Model       | Task          | ListOps | Pathfinder | Text | Retrieval | Image | Average |
|-------------|---------------|---------|------------|------|-----------|-------|---------|
| FNet        |               | 37.5    | -17.3%    | 51   | -20.8%   | 61.7  | 74.3    | 64.4    | 26.1    | 17.3% |
| Fast-FNet MaxP |             | 37.7    | -18.4%    | 53.4 | -4.6%    | 60.6  | 76.0    | 4.9%    | 28.6    | -14.8%|
| Fast-FNet MeanP |          | 38.5    | -8.7%     | 50.8 | -19.0%   | 60.7  | 76.0    | 4.9%    | 29.0    | -14.4%|
| Fast-FNet Dense |          | 37.8    | -4.3%     | 51.9 | -19.9%   | 61.5  | 76.1    | 4.8%    | 33.9    | -9.3% |TABLE V: LRA number of steps taken in a second, averaged over 50K training steps.

Besides the increase in the training speed of Fourier-based Transformer models, the proposed Fast-FNet Transformer models require much less computational memory allocation, which is also another indicator of efficiency. In Table VI the peak usages of GPU memory are reported. Here, the difference between Fourier-based Transformer models and attention-based Transformer models are even more noticeable. The most memory-efficient attention-based Transformer model, “Linformer”, allocates over 3 times more memory in average than the most memory-efficient Fourier-based Transformer model, the Fast-FNet with mean pooling, and the worst memory-
efficient model, “Transformer”, allocates almost 14 times more memory. The striking difference between the Fourier-based Transformer models and the attention-based full Transformer models are caused by the removal of weight matrices that are present in attention mechanisms. Getting rid of the learning procedures for those computationally expensive matrices and the matrix operations, the Fourier-based Transformer models can fasten the training and require less GPU allocation.

| Model       | Task       | ListOps | Pathfinder | Text | Retrieval | Image | Average |
|-------------|------------|---------|------------|------|-----------|-------|---------|
| FNet        |            | 342     | 682        | 175  | 331       | 681   | 442     |
| Fast-FNet   | MaxP       | 328     | 653        | 167  | 316       | 653   | 423     |
| Fast-FNet   | MeanP      | 312     | 621        | 159  | 300       | 621   | 402     |
| Fast-FNet   | Dense      | 328     | 653        | 167  | 316       | 653   | 423     |
| Transformer | Dense      | 5498    | 5879       | 5313 | 5513      | 5873  | 5616    |
| Skyformer   |            | 1790    | 4229       | 817  | 1616      | 4229  | 2536    |
| Linformer   |            | 1010    | 2019       | 514  | 976       | 2019  | 1308    |
| Informer    |            | 4969    | 4869       | 2627 | 2961      | 4869  | 4059    |
| Performer   |            | 1117    | 2235       | 562  | 1105      | 2234  | 1451    |
| Reformer    |            | 1647    | 3290       | 827  | 1531      | 3290  | 2117    |
| Bigbird     |            | 2779    | 5094       | 1453 | 2555      | 5093  | 3395    |
| Nystrom     |            | 1399    | 3435       | 623  | 1228      | 3434  | 2024    |

**TABLE VI: LRA peak memory usage (MBs).**

Although we have shown that the Fourier-based Transformer models are more efficient than attention-based Transformer models, the results that are given in Tables V and VI do not indicate a clear difference between the FNet and our proposed models. Despite the slight efficiency improvement of our proposed models compared to FNet, since the provided model configurations suggest us to use only 2 encoder blocks, the difference seems to be insignificant.

As a further study to observe the effect of the number of encoder blocks used, we also experimented our proposed models in comparison with the FNet by using larger hidden dimension and increasing number of encoder blocks. More specifically, we increased the hidden dimension from 64 to 512 and experimented with 1, 2, 3, and 4 encoder blocks. The results for training speed and memory usage are given in Figs. 3 and 4, respectively. For the both figures, the first five sub-figures show the results of LRA tasks, i.e ListOps, Pathfinder, Text, Retrieval, and Image, and the last sub-figure is the average of those tasks. The results show that our proposed models are working faster than the FNet while using less GPU memory. The difference in training speed is more obvious with less number of layers and every model converges to similar values in terms of steps taken in a second. The difference in memory usage, however, increases constantly while the number of layers increases and the gap between the Fast-FNet and FNet models becomes more evident.

**V. CONCLUSION**

In this work, we proposed an efficient Transformer architecture that replaces the burdensome attention layer with a modified FT layer. Leveraging FT properties from signal processing, we removed the redundant information and reduced the hidden dimensions in the Transformer model. We replaced the attention layer with a special Fourier layer where only the half of real parts of the Fourier-transformed input data is taken. To avoid dimensionality mismatches, we also reduced the dimension of the residual connections. To this end, we used max pooling, mean pooling and a standard dense layer for the reduction of residual connections.

We tested our model mainly in comparison with the FNet architecture and proved that the reduction in dimensionality brought gain in both time and GPU memory usage. Although the dimensionality inside the Transformer is reduced and, thus, the training became faster and less expensive in terms of computational power, we still maintain the same, and sometimes better, performance in numerous benchmark tasks.

Considering that the deep learning models are computationally getting more and more expensive recently and the majority of researchers may not possess powerful machines to train such models, it is crucial to have alternatives that ease the burden of heavy models. Besides, considering the environmental effects of computationally expensive deep learning models, where Transformer architecture is one of the most expensive one among all, we find useful to prefer models that require less memory allocation and last shorter to train in order to reduce the carbon footprints.
Fig. 4: The peak value of memory allocation for each LRA task.
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