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Abstract

It is well-known that a Rindler observer measures a non-trivial energy flux, resulting in a thermal description in an otherwise Minkowski vacuum. For systems consisting of large number of degrees of freedom, it is natural to isolate a small subset of them, and engineer a steady state configuration in which these degrees of freedom act as Rindler observers. In Holography, this idea has been explored in various contexts, specifically in exploring the strongly coupled dynamics of a fundamental matter sector, in the background of adjoint matters. In this article, we briefly review some features of this physics, ranging from the basic description of such configurations in terms of strings and branes, to observable effects of this effective thermal description.
1 Introduction

Thermodynamics is ubiquitous. Typically, for a collection of large number of degrees of freedom, be it strongly interacting or weakly interacting, a thermodynamic description generally holds across various energy scales and irrespective of whether it is classical or quantum mechanical. The underlying assumption here is a notion of at least a local thermal equilibrium, for which such a formulation is possible. Intuitively, this is simple to define: a thermal equilibrium occurs when there is no net flow of energy. Typically this can be characterized by an intensive variable, temperature, with zero or very small time variation. The smallness needs to be established in terms of the smallest time-scale that is present in the corresponding system.

While thermodynamics has a remarkable reach of validity, equilibrium is still an approximate description of Nature, at best. Most natural events are dynamical in character. Of these, a particular class of phenomena can be easily factored out, that of systems at steady state. While steady state systems are not strictly in thermodynamic equilibrium, they can be described in terms of stationary macroscopic variables. For such systems, there is a non-vanishing expectation value of a flow, such as an energy flow or a current flow, which does not evolve with time. Typically, such states can be reached asymptotically starting from a generic initial state, or they appear as transient states before time evolution begins.

In this article, we will consider a similar situation. The prototype will consist of a bath degrees of freedom, which is assumed to be infinitely large and will serve the purpose of a reservoir. In this bath background, we will consider the dynamics of a probe sector. In this sector, a stationary configuration can be easily constructed, by dumping all the excess energy into the reservoir. For example, consider a non-vanishing current flow in the probe sector. There will be work done to maintain the constant current flow, therefore it is expected that the actual description is dynamical. However, if we engineer the bath sector as a source of providing this energy, or a sink in which this energy is deposited, the resulting configuration remains stationary.

In the framework of quantum field theory (QFT), a similar construction was considered by Feynman-Vernon in [1], based on the Schwinger-Keldysh formalism of [2, 3]. For some review on this formalism, see e.g. [4, 5, 6]. In recent times, much work has gone into the reformulation of the Schwinger-Keldysh formalism, see e.g. [7, 8, 9]. While many of our subsequent discussion potentially has a leg deep inside this formalism, we will not make explicit use of the formalism, to keep a terse discourse. The basic idea is based on the so-called thermofield double construct, which has appeared long time back in [10]. Subsequently, in [11], a connection of classical black holes with the thermofield double construct was also established. For us, these two ideas are sufficient.

Consider the basic idea behind the thermofield double. Consider a quantum mechanical
system, with a Hamiltonian $H$ and a complete set of eigenstates $|n\rangle$, such that

$$H |n\rangle = E_n |n\rangle ,$$

(1.1)

where $E_n$ is the energy of the corresponding eigenstate. Evidently, $\{|n\rangle\}$ constitute a basis of the Hilbert space. Let us now double the total degrees of freedom, by considering two copies of the same system. At the level of the dynamics, these two copies of degrees of freedom are non-interacting between them. Therefore, the Hilbert space of the doubled quantum system is spanned by $\{|m\rangle_1 |n\rangle_2\}$. Given this, the thermofield double state is defined as:

$$|\text{TFD}\rangle = \frac{1}{\sqrt{Z(\beta)}} \sum_n \exp \left( -\frac{\beta E_n}{2} \right) |n\rangle_1 |n\rangle_2 ,$$

(1.2)

This is certainly a special state in the doubled quantum system. We can assign a density matrix corresponding to this state: $\rho_{\text{TFD}} = |\text{TFD}\rangle \langle \text{TFD}|$. This is a pure density matrix, as can be explicitly checked by establishing: $\rho_{\text{TFD}}^2 = \rho_{\text{TFD}}$.

Given such a pure density matrix, let us compute the reduced density matrix while integrating out one copy of the system. Thus we obtain:

$$\rho_{\text{th}} = \text{Tr}_2 \rho_{\text{TFD}} = \frac{1}{Z(\beta)} \sum_n \exp \left( -\beta E_n \right) |n\rangle_1 \langle n|_1 .$$

(1.3)

The reduced density matrix, denoted above by $\rho_{\text{th}}$, appears thermal in nature, with a temperature $\beta^{-1}$. Thus, given the thermofield double state, one can construct an equivalent thermal description. The process of integrating out one copy of the system may be conducted in various ways: this can be thought of as integrating out a subsystem to compute entanglement between the two. In the context of a black hole, similar to $\text{[11]}$, or in the presence of a causal horizon, one can construct a Kruskal extension of the geometry. This maximal extension of the geometry can be thought of as the thermofield double and by integrating out one side, an effective thermal density matrix is obtained. It is also clear from the above discussion that, given any gauge invariant observable or a collection of such operators acting on the untraced system, denoted by $\mathcal{O}$, the expectation value is simply given by

$$\langle \text{TFD}| \mathcal{O} |\text{TFD}\rangle = \frac{1}{Z(\beta)} \sum_n \exp \left( -\beta E_n \right) \langle n| \mathcal{O} |n \rangle ,$$

(1.4)

which is the thermal expectation value.

A similar picture holds true in the Holographic framework, which will be the primary premise in our subsequent discussions. In $\text{[12]}$, eternal black holes in an asymptotically AdS geometry were

---

$^1$The total Hamiltonian of the doubled system can be defined as $(H_1 + H_2)$ or $(H_1 - H_2)$. With the latter choice, the thermofield double state does not evolve with time.
proposed to be dual to two copies of the conformal field theory (CFT). Each CFT corresponds to the dual CFT that is defined on the conformal boundary of AdS. The basic picture is represented in figure 1. In the Euclidean signature, the corresponding thermofield double state is created by the Euclidean path integral over an interval of $\beta/2$. The thermofield double state, defined in (1.2), is maximally entangled from the point of view of the doubled degrees of freedom. Tracing over one copy produces a thermal effective description and this seems to lie at the core of the construction. Motivated by this, one can surmise that a qualitative emergent description of a thermofield double state ensures an effective thermodynamics. For this to happen, the essential ingredients is a black hole like causal structure. An intriguing idea relating quantum entanglement and the existence of an Einstein-Rosen bridge has recently been proposed in [13].

Let us now crystalize our discussion towards our specific goal. All of the above discussions are assumed to go through the framework of QFT. In general, of course, for weakly coupled QFT systems, explicit perturbative calculations are sometimes feasible, although those are certainly not simple for processes involving real-time dynamics. Furthermore, the existence of such

Figure 1: The Penrose diagram corresponding to an eternal black hole in AdS. The left and the right boundaries are where the dual CFT is defined, which are schematically denoted by $S[\phi_0^L]$ and $[\phi_0^R]$, respectively.
a small coupling is far from guaranteed in Nature, e.g. the quark-gluon plasma (QGP) at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) at TeV-scale (see *e.g.* [14]), or the cold atoms at unitarity at eV-scale (see *e.g.* [13]). In general, at strong coupling, powerful symmetry constraints in terms of Ward-Takahashi identities or non-perturbative Schwinger-Dyson equations can sometimes help. However, for many explicit cases, these approaches have limitations. One can certainly try to formulate such complicated issues on a computer, using lattice-methods and its modern generalizations, at the cost of analytical control over the physics.

An interesting avenue is to explore the Gauge-Gravity duality, or the Holographic principle, or the AdS/CFT correspondence[16, 17, 18, 19]. While all these words, in a precise sense, carry different meaning, we will not distinguish between them. The basic statement here is: A large class of strongly coupled QFTs, such as the $\mathcal{N} = 4$ super Yang-Mills (SYM) theory with an SU($N_c$) gauge group in the limit $N_c \to \infty$, is dual to classical (super) gravity in an AdS$_5 \times $ S$^5$ geometry. By this duality, one translates questions of strongly coupled large $N_c$ gauge theories into questions of classical gravity. The latter is a more familiar and tractable framework for explicit calculations. Although this class of QFTs are not what one would like to understand for experimental processes in the RHIC or the LHC, they certainly can serve the purpose of instructive toy examples. Mathematically, the duality statement schematically takes the form:

$$\left\langle \exp \left( \int_{\partial \text{AdS}} d^d x \phi_0 \mathcal{O} \right) \right\rangle \equiv Z_{\text{gravity}} [\phi_{\text{AdS}} | \phi_{\partial \text{AdS}} = \phi_0] ,$$

where the left hand side is an expression in the CFT and the right hand side is defined as the gravity partition function in AdS, subject to a specific boundary condition. Correspondingly, correlations in the CFT can be calculated by taking functional derivatives on the LHS, with respect to $\phi_0$. The duality relates this correlation function to a similar calculation in the bulk gravity scenario on the RHS. For a detailed discussion on correlation functions in this framework, see [20] for Minkowski-space correlators, [21] for a Schwinger-Keldysh framework, [22] for a real-time analysis, [23, 24] for a detailed account of the real-time correlation functions.

During the past couple of decades, a wide range of research has been carried out in this framework, in the context of quantum chromodynamics (QCD) as well as several condensed matter-type systems. Popularly, these efforts are sometimes dubbed as AdS/QCD or AdS/CMT literature. By no stretch of imagination, we will attempt to be extensive: for some recent reviews, see *e.g.* [25, 26, 27] for the former, and [28, 29] for the latter.

The Holographic framework, which can also be viewed as the most rigorous definition of a theory of quantum gravity, is a promising avenue to explore complicated gauge theory dynamics, qualitatively. There already exists a large literature analyzing various dynamical features of thermalization, quench dynamics for strongly coupled systems. We will not attempt to enlist the
references here, however, present one example of new results, such as scaling laws in quantum quench processes\cite{30}. For a more general discourse on non-equilibrium aspects in Holography, see e.g. \cite{31}.

Even though remarkable progress has been made in understanding dynamical issues, they remain rather involved and, in general, far more complex than equilibrium physics. Thermal equilibrium is particularly simple since it can be macroscopically described in terms of a small number of intensive and extensive variables. Intriguingly, for steady state configurations, which is neither in precise thermal equilibrium nor fully dynamical, an effective thermal description may hold. See for example, \cite{32, 33, 34}, in systems at quantum criticality\cite{35} or aging glass systems\cite{36}. In this review, we will briefly summarize a similar construct for a wide class of strongly coupled gauge theories, within the Holographic framework.

As mentioned earlier, we have one bath sector and one probe sector. These are made of the adjoint matter of an SU($N_c$) gauge theory and a fundamental matter sector, respectively. A canonical example of this is to consider an $\mathcal{N} = 2$ hypermultiplet matter as a probe introduced in the $\mathcal{N} = 4$ SYM system. We will work in the limit $N_c \ll N_f$, where $N_f$ is the number of the fundamental matter. This limit ensures the suppression of backreaction by the matter sector and we can safely treat them as probes. In a more familiar language, this limit is similar to the quenched limit in the lattice literature, wherein one ignores loop effects of quark degrees of freedom (which are the fundamental sector here), but includes loop effects in the gluonic matter (which is the adjoint matter).

The adjoint matter sector in $(p+1)$-dimension comes from the low energy limit of a stack of D$p$-branes, from the open string description of the brane. Equivalently, the closed string low energy description of the same stack of branes is given by a classical supergravity background in ten-dimensions. Gauge-Gravity duality is an equivalence between the two descriptions. Now, in this picture, one can introduce an additional set of $N_f$ D$q$-branes, in the limit $N_f \ll N_c$, which introduces an additional set of open string degrees of freedom. In the probe limit, the gravitational backreaction of the D$q$-branes are ignored and therefore these only have an open string sector description. This open string sector, geometrically, can be studied by analyzing the embedding problem of D$q$-branes in the given supergravity background.

Within this framework, many interesting physics have been uncovered within the probe fundamental sector, specially the thermal physics, see e.g. \cite{37, 38, 39, 40}. There is a vast literature on this, and we will not attempt to provide a substantial reference here. For us, the steady state configuration will be engineered in this probe sector, by exciting a U(1)-flux on the probe D-brane worldvolume. This steady state will be maintained by working in the $N_f \ll N_c$ limit. Pictorially, this is demonstrated in figure\cite{2}.

The non-linear dynamics of the brane, along with the U(1)-flux will induce an event horizon
Figure 2: A schematic arrangement of the steady state. The $\mathcal{O}(N_f)$ fundamental degrees of freedom are in a steady-state, situated in a heat bath of $\mathcal{O}(N_c^2)$ degrees of freedom, to which only the brane degrees of freedom are coupled, with an open string analogue of equivalence principle. Qualitatively, therefore, one inherits a black hole like causal structure and a corresponding thermofield double description. As we have discussed above, we are thus led to a thermal density matrix starting from a maximally entangled state. This construction lies at the core of our subsequent discussions. Interestingly, this description can be explicitly realized both on a string worldsheet, in which one studies a probe long open string in a supergravity background, by studying the dynamics of Nambu-Goto (NG) action; as well as on a probe D-brane by studying the Dirac-Born-Infeld (DBI) action. In the latter, although open strings are present, they may not appear explicit.

Based on these ideas, a lot of interesting physics has been explored over the years. Here we will merely present a few broad categories and some representative references, which we will not explicitly discuss in this review. In [41, 42], the drag force on an external quark passing through the $\mathcal{N} = 4$ SYM was calculated, meson dissociation by acceleration was explored in [43],
the causal structure on the string worldsheet was discussed in details in [44]. Stochasticity and Brownian motion associated with the worldsheet event horizon was explored in [45, 46, 47, 48]. For a review on the hard probe dynamics, see e.g. [26, 27], for a quark dynamics review, see e.g. [49], and for a general review, see e.g. [25]. The idea of ER=EPR has been explored on the string worldsheet in e.g. [50, 51, 52, 53]. On the probe brane, a non-equilibrium description of phase transition and effective temperature is explored in e.g. [54, 55, 56, 57, 58]. Relatedly, thermalization on this probe sector is discussed in e.g. [59, 60, 61].

This article is divided into the following parts: In the next section we begin with a brief description of how non-linearity can result in a black hole like causal structure, and how this is currently being investigated to understand features of QCD. In section 3, we introduce the Holographic framework. In the next three sections, we discuss some explicit and instructive features of the effective temperature on a string worldsheet as well as a D-brane worldvolume, based on analytically controllable examples. Section 7 is devoted to a generic discussion of the physics, without reference to any explicit example. Finally, we conclude in section 8.

2 Temperature, Outside the Folklore

The standard folklore concept of temperature is certainly in describing equilibrium thermal systems, at least in a local sense. In physics, there are various ways to define the temperature of a system: In thermodynamics, temperature is defined as an intensive variable that encodes the change of entropy with respect to the internal energy of the system. In kinetic theory, the definition of temperature can be given in terms of the equipartition theorem for every microscopic degree of freedom. In linear response theory, temperature can also be defined in terms of the fluctuation-dissipation relation.

Outside the realm of equilibrium thermal description, the notion of a temperature can sometimes be generalized. This is a vast and evolving topic in itself and we will refer the interested reader to e.g. [62]. One particular method, which is also relevant for our discussions, is to use the fluctuation-dissipation relation to define temperature in a non-equilibrium process with a slow dynamics, see e.g. [63]. In particular, these apply reasonably well within classical and quantum mechanical systems at steady state. However, it is unclear, even within such systems, whether these ideas hold at strong coupling.

Intriguingly though, strong coupling seems to suggest a much simpler scenario. Most of our review will concern with the standard strongly coupled systems (and toy models) within the framework of gauge-gravity duality, where a fluctuation-dissipation based temperature is already explored in [64]. However, in this section, let us briefly review some recent interests and activities in strongly coupled quantum chromodynamics (QCD) itself. The Schwarzschild radius of a
typical hadron of mass \( 1 \text{ GeV} \) turns out to be \( \sim 10^{-39} \text{ fm} \). This estimate assumes gravitational interaction in determining the Schwarzschild. Instead, one replaces the gravitational interaction by the strong interaction, which amounts to multiplying the above estimate by a factor of \( \alpha_s/G_N \), where \( \alpha_s \sim \mathcal{O}(1) \) is the strong coupling constant and \( G_N \) is the Newton’s constant. This yields a Schwarzschild radius \( \sim 1 \text{ fm} \)\textsuperscript{[65]}. Let us discuss further motivation, following \textsuperscript{[65]}. 

As described in \textsuperscript{[66]}, the non-linear effects of a medium for simple electrodynamics can lead to the trapping of photons. This is described in terms of an effective Lagrangian, denoted by \( \mathcal{L}(F) \), and an emergent metric of the form:

\[
g_{\mu\nu} = \eta_{\mu\nu} \mathcal{L}' - 4 F_{\alpha\mu} F_{\nu}^{\alpha} \mathcal{L}''. \tag{2.1}
\]

The photon trapping surface is simply obtained by solving the equation \( g_{00} = 0 \). Thus, even with a simple U(1) theory, non-linear effects lead to an black hole like configuration.

Now, QCD or any such non-Abelian gauge theory, is inherently non-linear and produces a non-trivial medium for itself. In this case, the effective action can be fixed to be (see the discussion in \textsuperscript{[65]}):

\[
\mathcal{L}_{\text{QCD}} = \frac{1}{4} F_{\mu\nu} F^{\mu\nu} \epsilon \left( g_{\text{QCD}} F \right), \tag{2.2}
\]

where \( \epsilon \left( g_{\text{QCD}} F \right) \) represents a dielectric variable of the medium and \( g_{\text{QCD}} \) is the bare QCD coupling. Perturbatively, this function can be evaluated and at one-loop we get:

\[
\epsilon \left( g_{\text{QCD}} F \right) = 1 - \frac{11 N_c - 2 N_f}{48 \pi^2} \left( \frac{g_{\text{QCD}}^2}{4 \pi} \right) \log \left( \frac{\Lambda^2}{g_{\text{QCD}} F} \right), \tag{2.3}
\]

where \( \Lambda \) is the cut-off scale. Setting \( \epsilon = 0 \) yields an algebraic solution for \( g_{\text{QCD}} F \), which is given by

\[
g_{\text{QCD}} F = \Lambda^2 \exp \left[ -\frac{4 \pi}{g_{\text{QCD}}^2} \frac{48 \pi^2}{11 N_c - 2 N_f} \right]. \tag{2.4}
\]

This already indicates a possible event horizon structure, since this zero is the locus where the effective kinetic term in \textsuperscript{(2.2)} changes sign. Note that, this event horizon structure is already visible at the perturbative level with a non-linearly interacting theory. However, this is not strictly rigorous, since the perturbative result for \( \epsilon \) assumes a small \( g_{\text{QCD}} \). Thus near the \( \epsilon = 0 \) locus, perturbative calculations are not valid.

Based on the hints above, the basic conjecture was made in \textsuperscript{[65]}: due to confinement, the physical vacuum is equivalent to an event horizon for quarks and gluons. This event horizon can be penetrated only through quantum processes such as tunnelling. This constitutes a QCD analogue of the Hawking radiation, which is hence thermal. While the basic idea is essentially
based on the thermofield double type construction, the above also makes certain predictions in terms of an universality in thermal hadron production in high energy collisions, in terms of an effective temperature that is defined in terms of the QCD confinement-scale. This is based primarily on two inputs: (i) A thermal description of high energy collision processes with an effective temperature determined in terms of the QCD string tension, or the gluon saturation momentum\^{67, 68}; (ii) The experimental data of hadron production across a large energy scale from GeV to TeV exhibits a universal thermal behaviour, with an effective universal temperature $T_{\text{eff}} \sim 150 - 200$ MeV\^{69, 70, 71}.

The resulting essential consequences are as follows: Color confinement and vacuum pair production leads to the event horizon. The only information that can escape this horizon is a color-neutral thermal description with an effective temperature. The resulting hadronization is essentially a result of such successive tunnelling processes. Also, there is no clear notion of “thermalization” through standard kinetic theoretic collision processes. A thermal description emerges as a consequences of the strongly coupled dynamics and the pair production. We will end our brief review here, since this is still an active field of research and is an evolving story.

3 The Holographic Framework

In this article, we will primarily review the progress made and important results obtained in the framework of holography, the AdS/CFT correspondence\^{16} to be precise. AdS/CFT correspondence can be viewed as a successful marriage between 't Hooft’s early ideas on large $N$ gauge theories as string theories\^{72} and, later, the idea of holography pioneered by 't Hooft and Susskind in \^{73, 74}. This correspondence arises from a more fundamental duality between open and closed strings, in string theory, and has become the cornerstone of quantum gravitational physics. So much so that the modern understanding of the correspondence identifies it with the most rigorous definition of a quantum theory of gravity, in an asymptotically AdS-spacetime. For our purpose, we will only require the technical aspects of this correspondence.

To do so, we briefly review the standard understanding of how this correspondence (or, duality) emerges. Closed string theories describe a consistent theory, and in the low energy limit, this consistent description can be truncated to various supergravity theories, in general. On the other hand, open string theories naturally arise as boundary conditions which contain the information of the string end point. The canonical construction begins with a stack of $N$ D$p$ branes and analyzing the corresponding low energy description of the system. Let us recap the best understood example of this, \textit{i.e.} when $p = 3$.

For a stack of $N$ D3-branes, the massless spectrum arising from open strings can be readily obtained. Assuming that the open strings are oriented, the degrees of freedom at the open
string end points can be shown to transform under the adjoint representation of U(N) group. Furthermore, global symmetry of this stack of D3-branes uniquely determine the interacting description in the massless sector of the open string spectrum: the $\mathcal{N} = 4$ super Yang-Mills (SYM) in (3 + 1)-dimension. Also, the U(N) gauge group splits naturally into a global U(1) and an SU(N). For the gauge theoretic description of the system, we can safely ignore the overall U(1) mode, since this corresponds to an overall excitation, see e.g. [19] for more details.

Figure 3: A schematic presentation of a generic D-brane construction. A certain $N$ number of D3-branes are placed on the tip of a cone, whose base could be a Sasaki-Einstein manifold (susy preserving), or simply an Einstein manifold (susy breaking). This picture assumes the cone is a six-dimensional manifold. This condition is not required and can be relaxed easily for other dimensional cases, at least, in principle. The red curves are strings beginning and ending on the stack of the D-branes, whose low energy limit can be captured by a standard gauge theory, similar to the $\mathcal{N} = 4$ SYM.

Alternatively, a stack of D3-branes will source gravity, which is captured by the closed string excitation of this system. In this case, such a stack of $N$ D3-branes can be obtained explicitly
by solving the low energy description of the corresponding closed strings, which is given by type IIB supergravity in ten dimensions. This solution is given by

\[ ds^2 = H^{-1/2} \eta_{\mu\nu} dx^\mu dx^\nu + H^{1/2} \delta_{ij} dx^i dx^j , \]  
(3.1)

\[ e^\phi = g_s , \]  
(3.2)

\[ C(4) = H^{-1} g_s^{-1} dx^0 \wedge \ldots \wedge dx^3 , \quad H = 1 + \frac{4\pi g_s N \alpha'^2}{r^4} , \]  
(3.3)

where \( \mu, \nu = 0, \ldots, 3; i, j = 4, \ldots, 9; \) \( \alpha' \) yields the inverse string tension, \( g_s \) is the string coupling.

The dilaton field, denoted by \( \phi \), sets the string coupling constant and the D3-brane sources the so-called Ramond-Ramond 4-form, denoted by \( C(4) \). Defining a new radial coordinate, \( u = r/\alpha' \) and taking the \( \alpha' \rightarrow 0 \) limit then decouples the near horizon physics of the geometry in (3.1) from the asymptotic flat infinity. The geometry becomes an AdS \( 5 \times S^5 \) and this corresponds to the low energy description of the D3-branes’ physics. Thus, the correspondence reads: type IIB superstring theory in AdS \( 5 \times S^5 \) background is equivalent to \( \mathcal{N} = 4 \) SU(\( N \)) SYM theory in (3 + 1)-dimension. This (3 + 1)-dimensional geometry is simply the conformal boundary of the AdS \( 5 \)-background. A similar construction can be obtained for a generic D3-brane, placed on the tip of a cone, as shown in figure 3 and correspondingly obtain a similar duality. In fact, this can be further generalized for a stack of D\( p \)-branes\[75\].

The construction above can now be generalized by introducing additional degrees of freedom. In the dual gauge theory, this corresponds to introducing additional matter sector transforming in different representations of the SU(\( N \)) gauge group; in the gravitational description this corresponds to the inclusion of new gravitational degrees of freedom. A specially interesting case is to consider a matter sector that transforms in the fundamental representation of the gauge group. This can be done by adding a \( \mathcal{N} = 2 \) hypermultiplet to the \( \mathcal{N} = 4 \) SYM. Gravitationally, this can be realized by introducing a stack of \( N_f \) D7 branes in the near-horizon (i.e. decoupled) AdS \( 5 \times S^5 \) geometry of (3.1). A particularly instructive limit to explore is to take \( N_f \ll N \) such that gravitational backreaction of the additional D7 branes can be safely ignored. Pictorially, this is represented in figure 4. Evidently, these constructions can be generalized for a wide class of examples, following the approach in [76]. We will elaborate more on these constructions in later sections.

The prototype model in our subsequent discussion is based on the dynamics of this additional set of branes, which capture the dynamics of open long strings. There is a “bath” with a large number of degrees of freedom which is provided by the stack of \( N \) D3-branes, in which \( N_f \) D7-branes are embedded, in the limit \( N_f \ll N \). Generically, we intend to study the embeddings of a probe D\( q \)-brane in the background of a large number of D\( p \)-branes. In this probe sector, a steady-state can be engineered by simply pumping energy into the system, which can be dissipated into the bath without causing any energy change of the bath. This is facilitated by the \( N_f \ll N \)
Figure 4: A schematic presentation of a generic D-brane construction: A certain $N$ number of D3-branes, $N_f$ number of D7-branes, before taking the decoupling limit. The low energy degrees of freedom can be simply obtained by considering string spectrum. The $3-3$ strings yield the matter content of $\mathcal{N} = 4$ SYM, the $3-7$ and $7-3$ strings yield the $\mathcal{N} = 2$ hypermultiplet, and the $7-7$ string sector is non-dynamical, i.e. it yields a global symmetry.

limit, and away from this limit the above approximation breaks down. We will concentrate only on this probe regime.

Before moving further, let us note the following: The fundamental matter sector, essentially, is described by long, open strings. It is not unreasonable to assume that there is a sensible limit in which the probe D-brane becomes irrelevant and the essential physics can be captured by the dynamics of explicit strings. Indeed, for specific models, this limit can be made precise: For examples, if we introduce a mass of the $\mathcal{N} = 2$ hypermultiplet sector, in the large mass limit, the probe D7 brane is pushed far away at the UV, leaving a family of strings that connect between the UV D7-brane and the IR D3-brane. In this limit, one can simply consider the open string sector only. Motivated by this, we will review the physics of open strings in an AdS-background,
in the next section.

4 The String Worldsheet Description

We begin with reviewing a general description of a string worldsheet which is embedded in an AdS-background, following closely the treatment of [77, 78]. The simplest case is to take an $\text{AdS}_5 \times S^5$ geometry, in which the AdS/CFT dictionary is very well-known. The discussion below, however, is far more generic and applies to a more general supergravity background which can be bisected by an $\text{AdS}_2$. Let us begin with the Poincaré patch:

\[ ds^2 = \frac{R^2}{z^2} \left( -dt^2 + d\vec{x}^2 + dz^2 \right) + ds_{S^5}^2, \tag{4.1} \]

where $R$ is the curvature scale of the AdS$_5$, $\{t, \vec{x}\}$ represent the $\mathbb{R}^{1,3}$ in which the dual $\mathcal{N} = 4$ SYM theory is defined, and $z$ is the AdS-radial coordinate. The conformal boundary is located at $z \to 0$ limit and the infra-red (IR) is located at $z \to \infty$. In the presence of a bulk event horizon, the IR is cut off at some finite location, which we denote by $z_h$. Note that, it is possible to select general radial foliations of the bulk AdS geometry, such that the dual CFT (in this case, the $\mathcal{N} = 4$ SYM) is defined on the corresponding Lorentzian manifold $M^{1,3}$, which is realized as the conformal boundary of the bulk spacetime. This is best expressed in the so-called Fefferman-Graham patch[79], which is suitable to describe any asymptotically AdS geometry:

\[ ds^2 = \frac{R^2}{z^2} \left( dz^2 + g_{AB} d\vec{x}^A d\vec{x}^B \right), \tag{4.2} \]

where $g_{AB}$ is a function of the radial co-ordinate $z$, as well as the $x^A$ co-ordinates. The corresponding CFT is defined on the background whose metric is given by $ds_{\text{CFT}}^2 = g_{AB} d\vec{x}^A d\vec{x}^B \big|_{z \to 0}$, which defines the line-element on $M^{1,3}$. The background in (4.1) is uniquely determined in terms of the boundary data $g_{AB} \big|_{z \to 0}$ and a sub-leading mode of the function $g_{AB}(z)$, in a $z$-expansion around the conformal boundary. This sub-leading mode, essentially, contains the data of the CFT stress-tensor. The detailed procedure of extracting the resulting CFT stress-tensor, which is based on holographic renormalization, is discussed in e.g. [80, 81, 82]. The corresponding $'t$ Hooft coupling is given by $\lambda \equiv g_{\text{YM}}^2 N_c = R^4/\alpha'^2$, where $g_{\text{YM}}$ is the gauge theory coupling and $N_c$ determines the rank of the gauge group, while $\alpha'$ is the inverse tension of the string.

The dynamics of the string is governed by the Nambu-Goto action:

\[ S_{\text{NG}} = -\frac{1}{2\pi \alpha'} \int d\tau d\sigma \sqrt{-\det \gamma} + S_{\text{boundary}}, \quad \gamma_{ab} = G_{\mu\nu}(X) \partial_a X^\mu \partial_b X^\nu, \tag{4.3} \]

where $\{\tau, \sigma\}$ represent the worldsheet coordinates, $\alpha' = l_s^2$ sets the string tension (while $l_s$ is the string length), and $S_{\text{boundary}}$ is a generic boundary term. The background manifold is described by
the metric $G_{\mu\nu}(X)$, while $X$ represents the coordinate patch chosen to describe the manifold. The various indices are chosen to represent the following: $a, b, \ldots$ denote the worldsheet coordinates, $A, B, \ldots$ denote the coordinates on the manifold where the CFT is defined (in general, denoted by $\mathcal{M}^{1,3}$) and $\mu, \nu, \ldots$ denote the full ten-dimensional supergravity background. We will consider cases in which the string is extended along the radial direction, and therefore the boundary term can capture the coupling of the end-point with an applied external field:

$$S_{\text{boundary}} = \int d\tau A_B \partial_\tau X^B .$$

(4.4)

Before proceeding further, let us offer some comments regarding the boundary term. The physical picture is as follows: Given the ten-dimensional geometry, one considers such long strings which extend from the IR of the geometry all the way to the UV. Note that, these open strings must have an end point on a D-brane and therefore it makes sense to think of the end point as a point on a D-brane at the UV. There are various ways to think about such configurations, for our purpose we can introduce a UV cut-off $z_{\text{UV}}$ where the string ends. Such a string certainly carries an energy, as a function of $\{z_{\text{IR}}, z_{\text{UV}}\}$, where $z_{\text{IR}}$ is the IR end of the geometry. Irrespective of the details, one can naturally assign a physical mass-scale, $M$, associated to the heavy string with a static and constant profile:

$$M = \frac{\lambda^{1/2}}{2\pi z_{\text{UV}}} .$$

(4.5)

The $\sqrt{\lambda}$ behaviour simply comes from the string tension, which is proportional to $\alpha'^{-1}$. Thus, we simply introduce a fundamental degree of freedom (i.e. like a quark) with a non-vanishing mass. In the context of $\mathcal{N} = 4$ SYM, this fundamental matter can sit inside an $\mathcal{N} = 2$ hypermultiplet, for example.

Given the above action in (4.3), one can solve the classical equations of motion. Instead of choosing a gauge and solving for the equations of motion, let us review the general solution of (4.3) in the embedding space formalism. We begin with a description of the AdS$_5$ geometry as an hyperbolic submanifold in $\mathbb{R}^{2,4}$, described by

$$Y^M Y_M = \eta_{MN} Y^M Y^N = -R^2 , \quad \eta_{MN} = \text{diag} (-1, -1, 1, 1, 1) .$$

(4.6)

To describe a two-dimensional worldsheet, let us define a light-like vector $\ell^M(\tau)$ which obeys:

$$\eta_{MN} \ell^M \ell^N = 0 , \quad \eta_{MN} \partial_\tau \ell^M \partial_\tau \ell^N = -R^2 .$$

(4.7)

Using the relations above, it is easy to show that the general solution of (4.6) is given by

$$Y^M (\tau, \sigma) = \pm \partial_\tau \ell^M(\tau) + \sigma \ell^M(\tau) .$$

(4.8)
As demonstrated in [83], (4.8) is an extremal surface inside AdS$_5$. The overall sign in front of the first term in (4.8) corresponds to a purely ingoing and outgoing non-linear wave solutions, with respect to the location of the source. The induced worldsheet metric is subsequently given by

$$ds^2_{ws} = \left[ \eta_{MN} \left( \partial^2_{\tau} \ell^M \right) \left( \partial^2_{\tau} \ell^N \right) + \sigma^2 \right] d\tau^2 - 2d\tau d\sigma .$$ \hspace{1cm} (4.9)

Following the discussion in [78], we introduce the following:

$$A^2_6 = -\eta_{MN} \left( \partial^2_{\tau} \ell^M \right) \left( \partial^2_{\tau} \ell^N \right), \quad d\tau = d\tilde{\tau} - \frac{d\sigma}{A^2_6 - \sigma^2} ,$$ \hspace{1cm} (4.10)

where, $A_6$ represents the proper acceleration, defined on the embedding space $\mathbb{R}^{2,4}$. The resulting induced metric is given by

$$ds^2_{ws} = -\left( \sigma^2 - A^2_6 \right) d\tilde{\tau}^2 + \frac{d\sigma^2}{(\sigma^2 - A^2_6)} .$$ \hspace{1cm} (4.11)

In general, $A_6$ is a $\tau$-dependent function. However, for cases when $A_6$ is a constants, the worldsheet describes an AdS$_2$-black hole. The corresponding causal structure is best described in terms of the Penrose diagram, which is shown in figure 5. The relevant change of coordinates are given in [78], which we also review below:

$$V = \frac{1}{2} \left[ \tan^{-1} \left( \tau + \frac{1}{A_6} \log \left( \frac{\sigma + A_6}{\sigma - A_6} \right) \right) + \tan^{-1} \tau \right] ,$$ \hspace{1cm} (4.12)

$$U = \frac{1}{2} \left[ \tan^{-1} \left( \tau + \frac{1}{A_6} \log \left( \frac{\sigma + A_6}{\sigma - A_6} \right) \right) - \tan^{-1} \tau \right] ,$$ \hspace{1cm} (4.13)

for $\sigma > A_6$. For $\sigma < -A_6$, the corresponding patches are obtained by adding a $\pi$-shift to (4.12) and (4.13). For the region $\text{Abs}(\sigma) < A_6$, the relevant coordinate changes are given by

$$V = \frac{1}{2} \left[ \pi - \tan^{-1} \left( \tau + \frac{2}{A_6} \tanh^{-1} \left( \frac{\sigma}{A_6} \right) \right) + \tan^{-1} \tau \right] ,$$ \hspace{1cm} (4.14)

$$U = \frac{1}{2} \left[ \pi - \tan^{-1} \left( \tau + \frac{2}{A_6} \tanh^{-1} \left( \frac{\sigma}{A_6} \right) \right) - \tan^{-1} \tau \right] .$$ \hspace{1cm} (4.15)

Note that, the worldsheet metric, in the $\{V,U\}$ coordinate takes the form $ds^2 \propto (dU^2 - dV^2)$, where the proportionality factor is a function of the $U$ and $V$ coordinates. For the case when $A^2_6 < 0$, the following coordinate change [78]:

$$2V = \tan^{-1} \left( \tau - \frac{2}{\sqrt{-A^2_6}} \tan^{-1} \left( \frac{\sigma}{\sqrt{-A^2_6}} \right) + \tan^{-1} \tau \right) ,$$ \hspace{1cm} (4.16)

$$2U = \tan^{-1} \left( \tau - \frac{2}{\sqrt{-A^2_6}} \tan^{-1} \left( \frac{\sigma}{\sqrt{-A^2_6}} \right) - \tan^{-1} \tau \right) .$$ \hspace{1cm} (4.17)
Figure 5: The left diagram corresponds to $A_6^2 > 0$, with a subsequent causal structure which is divided in two regions by the $\sigma = A_6$ curve. The end points of the worldsheet, denoted by $\sigma = \pm \infty$ corresponds to two fundamental degrees of freedom with opposite charges. The right Penrose diagram corresponds to $A_6^2 < 0$, and the resulting causal structure does not possess any event horizon. Dashed lines on both diagrams correspond to curves with constant $\sigma$. This diagram is taken from [78], with the Authors’ consent.

again brings the worldsheet metric back to the desired form. A detailed analysis of various trajectories are discussed in [78], which results in the Penrose diagram shown in figure 5. The crucial point to note is the presence of a causal horizon in the case $A_6^2 > 0$ (the left Penrose diagram in figure 5), which is absent for $A_6^2 < 0$ (the right Penrose diagram in figure 5). We will now discuss a few simple and explicit examples.

The string with a single end point at the UV, which is what is described above, can be written
in a particularly recognizable form [53]:

\[ t (t_r, z) = t_r \pm \frac{z}{\sqrt{1 - \vec{v}(t_r)^2}}, \quad (4.18) \]

\[ \bar{x} (t_r, z) = \bar{x}(t_r) \pm \frac{\vec{v}(t_r) z}{\sqrt{1 - \vec{v}(t_r)^2}}, \quad (4.19) \]

where the background is written in the standard Poincaré patch of (4.1). The positive sign corresponds to a retarded solution, in which energy flux propagates from the end point of the string to the Poincaré horizon and the negative sign corresponds to an advanced solution with a reverse energy flow. The time argument \( t_r \) denotes retarded or advanced time, correspondingly. The above solution corresponds to an infinitely massive fundamental matter, for a non-vanishing but finite mass, the corresponding solutions are discussed in [84, 85, 86].

### 4.1 Asymptotically Uniform Acceleration

We can describe the string profile in terms of the embedding space, however, in this case it is straightforward to adopt a Poincaré patch description of the profile. This can simply be done by using e.g. Poincaré slicing of the embedding space and subsequently choosing an appropriate vector \( \ell^M \). Evidently, various slicing of the embedding space yields various AdS-metrics, and correspondingly the manifold on which the CFT is defined. For an explicit exposition of such slices, see e.g. [87].

Here we will discuss the particular case, in which an infinitely massive quark (i.e. the string end point) undergoes an uniform acceleration. In the standard Poincaré-patch, this worldsheet embedding is given by [88]

\[ x(t, z)^2 = a^{-2} + t^2 - z^2. \quad (4.20) \]

Clearly, we have chosen a static gauge \( \sigma = z, \tau = t \) to describe the above solution of the Nambu-Goto action in (4.3). The embedding function \( x(t, z) \) is simply one of the Minkowski-direction coordinates of the CFT. There is a clear sign choice involved in the function \( x(t, z) \), this corresponds to the overall charge of the string end point. For simplicity, we can easily think of them as quark and anti-quark degrees of freedom.

The causal structure induced from the embedding in (4.20) is similar to a black hole in AdS-background, in which the event horizon is located at \( z_h = a^{-1} \). Moreover, the embedding in (4.20) can be constructed by patching two sections of (4.18) and (4.19). Physically, because of the uniform acceleration, a given retarded string profile terminates at the worldsheet event horizon: \( z_h = a^{-1} \), where the local speed of propagation exceeds the speed of light. Therefore the rest of the profile needs to be completed accordingly. This can be done by smoothly patching
the retarded solution with an advanced solution. This class of embeddings, along with various generalizations, were discussed in details in [53, 50].

Figure 6: We have shown here various string profiles in \( \{z, x\}\)-plane. The vertical axis is the \( z \)-axis and the horizontal axis is the \( x \)-axis. The left diagram corresponds to \( t < 0 \) and the semi-circular profiles shrink as time increases towards positive values. On the right, we have \( t > 0 \) and the semi-circular profiles grow as time increases. In both, the advanced solution is denoted by the blue, thin curve and the retarded solution is represented by the red, thick curve. The green horizontal dashed line corresponds to the worldsheet event horizon, located at \( z_h = a^{-1} \). We have taken these diagrams from [53], with the Authors’ consent.

Patching a retarded solution and an advanced solution has been discussed extensively in [53]. The advanced and the retarded configurations cover non-symmetric regions of the configuration space. This construction is perhaps best represented in terms of the figures in [53], which we include in figure 6 with the Authors’ consent.

4.2 Uniform Circular Trajectory

A simple but instructive example is to consider the string end point moving in a circle of constant radius. Evidently, the end point does undergo an acceleration. Let us review this based on [78].

Let us begin with the Poincaré slicing of the embedding in (4.6), given by

\[
Y^0 = \frac{R}{2z} \left( 1 + x^2 + z^2 \right), \quad Y^A = \frac{R}{z} x^A, \quad Y^1 = \frac{R}{2z} \left( 1 - x^2 - z^2 \right).
\] (4.21)

The induced AdS is given by the Poincaré disc and the dual field theory is defined on an \( \mathbb{R}^{1,3} \). To describe a string embedding, further, we need to specify the vector \( \ell^M \), which is given by

\[
\ell^0 = \frac{1}{2} \left[ 1 - (x(\tau))^2 \right], \quad \ell^1 = \frac{1}{2} \left[ 1 - (x(\tau))^2 \right], \quad \ell^\mu = x^\mu(\tau),
\] (4.22)

(4.23)

where the \( x^2 \) is constructed by taking an inner product with a Minkowski metric \( \eta_{\mu\nu} \) of the vector \( x^\mu \in \mathbb{R}^{1,3} \). To satisfy (4.7), we further impose: \( (\partial_\tau x^\mu)(\partial_\tau x_\mu) = 1 \). The parameter \( \tau \) is
physically identified with the proper time associated to the string end point. Fixing $\sigma^{-1} = z$, the embedding in (4.8) is given by

$$x(\tau, z) = z (\partial_\tau x^\mu(\tau)) + x^\mu(\tau).$$

(4.24)

Let us now describe the particular case, first discussed in [90]. In this case, the string end point is moving with a constant angular velocity $\omega$, in a circle of radius $r_0$. The solution can be described by a collection of the functions $x^\mu(\tau)$. The non-trivial components are given by

$$x^1 = r_0 \cos(\omega t_{ret}(\tau)), \quad x^2 = r_0 \sin(\omega t_{ret}(\tau)),$$

(4.25)

while (4.7) yields:

$$\partial_\tau t_{ret} = \frac{1}{\sqrt{1 - \omega^2 r_0^2}} = \gamma = \frac{1}{\sqrt{1 - v^2}}, \quad \implies \quad t_{ret} = \gamma \tau.$$  

(4.26)

Thus, the full solution can be represented by

$$x^0 = z \gamma + t_{ret}, \quad x^1 = r_0 \cos(\omega t_{ret}(\tau)), \quad x^2 = r_0 \sin(\omega t_{ret}(\tau)).$$

(4.27)

(4.28)

The induced geometry on the worldsheet inherits an event horizon at $z_h = 1/($\omega^2\gamma v$)$. Propagating modes across this radial scale become causally disconnected and therefore yield an effective temperature:

$$T_{ws} = \frac{\nu \gamma^2 \omega}{2\pi}.$$  

(4.29)

On these simple examples, the general picture is already emerging and clear. We will not further explicitly discuss more possibilities, specially the ones that appear in the global patch of AdS. However, let us briefly summarize the physics.

In the global AdS patch, the boundary theory is kept at a finite volume and likewise develops a mass gap. Thus, a rotating string will not develop an event horizon on the world sheet for any value of the frequency, unlike the Poincaré-slice result. In this case, for sufficiently large angular frequency $\omega L_{typical} > 1$, where $L_{typical}$ is the typical length-scale associated with the finite volume, the worldsheet develops an event horizon and measures an effective thermal description on the worldsheet. For $\omega L_{typical} < 1$, there is no event horizon and thus no effective thermal description holds. As pointed out in [78], this is similar to the behaviour of an Unruh-DeWitt detector [89], undergoing a circular motion in a compact space. The corresponding Hawking radiation of the string worldsheet was analyzed in terms of a synchrotron radiation in the dual gauge theory in [90]. There certainly are numerous interesting such string configurations which demonstrate very interesting physics, driven by the worldsheet event horizon. We will not elaborate more on examples, instead we will briefly discuss some recent advances in understanding the same physics from a slightly different perspective, in the next section.
4.3 Chaos: A Recent Development

A thermal effective description ensures that the string end point will undergo a stochastic motion, because of the thermal fluctuations. This results in a Brownian motion for the string end point. In [45], this effect was explored in details by considering fluctuations of the string around a classical saddle. The fluctuation degrees of freedom, effectively, propagate in a curved geometry with an event horizon and therefore exhibits random fluctuations due to the Hawking-Unruh radiation. In [46] a Schwinger-Keldysh description of the stochastic was discussed, which is based on a Kruskal-type extension of the worldsheet geometry. Such Brownian motions are expected to be dissipated in the medium, since the system is thermalized.

Given a thermal system, how fast a small perturbation relaxes to the thermal value sets the thermalization time scale for such small excitations. This is closely related to the scrambling time for the system, which determines the speed at which a quantum system spreads a localized information. In [91], it was conjectured that black holes are the fastest scramblers in Nature, for which the scrambling time scales as the logarithm of the number of degrees of freedom. In the context of Holography, therefore, a strongly coupled system in thermal equilibrium will also satisfy this bound.

The notion of ergodicity and thermalization are intimately related. In a semi-classical description, the physics of thermalization is further related to a particular notion of growth of \(n\)-point correlation functions, where \(n \geq 4\). Also, the correlator must contain operators which are not time-ordered. Conventionally, these are known as the out-of-time order correlator, or OTOC in brief. The basic idea here is rather simple, which we quickly review below.

Given a classical system, a phase space description is provided in terms of canonical coordinates and momenta variables: \(q(t)\) and \(p(t)\), respectively. The notion of classical chaos is defined as a response of a classical trajectory at late times, in terms of the variation of it’s initial value. Typically, a chaotic system is characterized by exponentially diverging trajectories at sufficiently late times:

\[
\{q(t), p\} \equiv \frac{\partial q(t)}{\partial q(0)} \sim \exp(\lambda_L t),
\]

where the real number \(\lambda_L\) is known as the Lyapunov exponent. The left most expression is the standard classical Poisson bracket. Within a semi-classical framework, the diagnostic of chaos, along with the notion of Lyapunov exponents, can be easily generalized for a quantum system, by replacing the Poisson bracket with a commutator, and finally, computing the square of this commutator to make sure that no accidental phase cancellation takes place\(^2\). Thus, a chaos

\[^2\]Note that, it is expected that for higher powers of the commutator, one would observe a growing OTOC. For SYK-type models, this growth can be explicitly calculated in the form of a six-point OTOC, see e.g. [92].
Figure 7: A schematic representation of the chaos diagnostic function(s). Here, qualitatively, \( f(t) = 1 - C(t) \), while both \( f(t) \) and \( C(t) \) individually carries the information of an exponential decay (for \( f(t) \)) or growth (for \( C(t) \)) of the corresponding correlator. The exponential behaviour occurs in a regime between a \( \mathcal{O}(1) \) time-scale, such as the dissipation time \( t_d \), and a parametrically large time-scale, such as the scrambling time \( t_{sc} \). This hierarchy of \( t_d \) and \( t_{sc} \) is ensured in the \( \hbar \to 0 \) limit.

The diagnostic can be defined in terms of the following correlator:

\[
C(t) = -\langle [W(t), V(0)]^2 \rangle ,
\]

(4.31)

where \( W(t) \) and \( V(0) \) are generic Hermitian operators. The function, \( C(t) \) possess both time-ordered and out-of-time ordered correlator; but the exponential growth is visible in the OTOC sector only. In terms of this diagnostic function \( C(t) \), the scrambling time is also defined as the time scale when \( C(t) \sim \mathcal{O}(1) \). The basic behaviour of the diagnostic function is pictorially
demonstrated in figure 7. The basic idea here is simple: Given a thermal state, one computes an OTOC based on a Schwinger-Keldysh construction. Now, in the limit $t \gg t_d$, where $t_d$ is the dissipation time-scale, one observes a growth in the correlator. In case this is an exponential growth, it is simple to extract the corresponding Lyapunov exponent. This particular notion of the growth of an operator is intrinsic to a semi-classical description.

It is not simple to calculate higher point OTOCs, in general and there are currently a handful of tractable examples exist. Nevertheless, in [93], a bound for the Lyapunov exponent was derived $\lambda_L \leq 2\pi T$, for a system with temperature $T$, and in natural units. It was further conjectured that the maximal chaos limit is saturated for holographic theories. For a black hole in AdS, this saturation is simply guaranteed by the near horizon dynamics, where a local Rindler description holds. This intuition is based on recasting the four point OTOC in terms of a two-two high energy scattering amplitude in the thermofield double picture, see e.g. [94, 95, 96].

Given the black hole like causal structure on the string worldsheet, it is therefore expected that such a saturation will hold on the worldsheet horizon as well. Indeed, it was explicitly shown in [97, 98] that the maximal saturation occurs on the string worldsheet, with the effective temperature. Moreover, a corresponding soft sector effective action, which is a Schwarzian derivative action, was explicitly obtained in [99, 100], and its coupling with various heavy modes were explicitly determined. The soft sector action can be simply obtained by embedding the string worldsheet in an $\text{AdS}_3$-background and using the Brown-Henneaux large diffeomorphisms, projected on the worldsheet. This yields:

$$S_{\text{effective}} = \frac{\epsilon_{\text{IR}}}{\alpha'} \int dx \{\varphi(x), x\}, \quad \{\varphi(x), x\} \equiv \frac{3 \varphi''^2}{2 \varphi'^2} - \frac{\varphi' \varphi'''}{\varphi'^2},$$  \hfill (4.32)

where $\alpha'$ is the inverse string tension, $\epsilon_{\text{IR}}$ is a physical scale, typically given by the event horizon on the induced worldsheet, and $\varphi(x)$ is the dynamical degree of freedom. This effective description has a natural interpretation as an Euclidean theory, however, because of the high derivative coupling, the Lorentzian description has pathologies.

The soft sector physics, described by (4.32), is ultimately responsible for the maximal chaos on the worldsheet. Qualitatively, this is straightforward to understand. In the two-two elastic scattering process, the four point vertex of any semi-classical fluctuation of the string worldsheet can be resolved in terms of two interaction vertices of the fluctuation with the soft sector mode, and a propagator of the soft sector itself. This is, pictorially demonstrated in figure 8. This soft sector dynamics on the string worldsheet is in close resemblance with the soft sector dynamics of $\text{AdS}_2$ in the Jackiw-Teitelboim gravity[101]. Finally, by setting $C(t) \sim O(1)$, we can determine the scrambling time. Note, further, that a direct four point OTOC correlator yields a scrambling time $t_{sc} \sim \beta \log \sqrt{\lambda}$, where $\lambda$ is the corresponding ’t Hooft coupling[98]. The same result is obtained by analyzing the soft sector physics, and its’ coupling with heavier modes in the string
fluctuations\cite{99, 100}. It can now be anticipated that on a D-brane horizon, one would observe a similar physics, which is demonstrated explicitly in \cite{99, 100}, in which the corresponding scrambling time depends both on the rank of the gauge group, $N_c$, and the ’t Hooft coupling.

We will end this brief section here, leaving untouched a remarkable amount of recent research in related topics. Chaotic properties of strongly coupled CFTs, with or without a holographic dual is a highly evolving field of research. Moreover, the notion of chaos in quantum mechanical systems is a rich field in itself and only some explicit calculations using a particular semi-classical prescription have been made. Thus, we will leave a detailed discussion for future, and for now, shift our attention to the effective thermal description of a D-brane.
5 The Brane Worldvolume Description: A Model

Let us consider a stack of \( N_c \) D3-branes sitting at the tip of a cone, with a Sasaki-Einstein 5-manifold base, henceforth denoted by SE\( _5 \). When the SE\( _5 \) \( \equiv S^5 \), the 10-dimensional geometry is given by AdS\( _5 \)-Schwarzschild \( \times S^5 \) which is dual to the \( \mathcal{N} = 4 \) super Yang-Mills (SYM) theory with an \( SU(N_c) \) gauge group. The corresponding gravity data are given by\(^3\)

\[
d s^2 = \frac{1}{4r^2R^2} \left( -\frac{f^2}{\tilde{f}} + \frac{\tilde{f}}{f} \tilde{d}\tilde{x}^2 \right) + \frac{R^2}{r^2} dr^2 + R^2 d\Omega_5^2, \tag{5.1}
\]

\[
f = 4r^4 - b^4, \quad \tilde{f} = 4r^4 + b^4, \tag{5.2}
\]

\[
F(5) = (1 + \ast) \text{vol}_{S^5} = dC(4) + d\tilde{C}(4), \tag{5.3}
\]

where \( \{t, \tilde{x}\} \) are the field theory space-time directions, \( r \in [b, \infty) \) is the AdS-radial direction, \( R \) is the curvature of AdS and \( d\Omega_5^2 \) is the metric on a unit 5-sphere. These branes source a self-dual \( F(5) \). Here \( \ast \) denotes the Hodge dual operator. The unit sphere metric can be written as

\[
d\Omega_5^2 = d\theta^2 + \cos^2 \theta d\Omega_3^2 + \sin^2 \theta d\phi^2, \tag{5.4}
\]

\[
d\Omega_3^2 = d\psi^2 + \cos^2 \psi d\beta^2 + \sin^2 \psi d\gamma^2. \tag{5.5}
\]

The corresponding black hole temperature is given by

\[
T = \frac{b}{\pi R^2}. \tag{5.6}
\]

The AdS curvature sets the 't Hooft coupling for the dual field theory via \( R^4 = \alpha'^2 g_{\text{YM}}^2 N_c \), where \( \alpha' \) is the string tension and \( g_{\text{YM}} \) is the gauge theory coupling.

The matter content of \( \mathcal{N} = 4 \) SYM is: the gauge field \( A_{\mu} \), four adjoint fermions \( \lambda \) and three complex scalars \( \Phi^a \) (\( a = 1, 2, 3 \)). This theory has an \( SU(4) \sim SO(6) \) R-symmetry, which corresponds to the rotational symmetry of the \( S^5 \) in the dual gravitational description. To introduce fundamental matter, one introduces open string degrees of freedom which is equivalent to introducing additional probe branes, along the lines of \(^7\). As mentioned earlier, of particular interest is to add \( N_f \) probe D7-branes, in the limit \( N_f \ll N_c \) to to suppress backreaction. These probe branes are extended along \( \{t, \tilde{x}\} \) and wraps the \( S^3 \subset S^5 \). The codimension 2 brane is described by \( \{\theta(r), \phi(r)\} \). Isometry along the \( \phi \)-direction implies \( \phi(r) = 0 \), without any loss of generality. Thus, the embedding is described by a single function \( \theta(r) \).

In terms of the dual gauge theory side\(^4\), we introduce an \( \mathcal{N} = 2 \) hypermultiplets in the background of \( \mathcal{N} = 4 \) SYM. The hypermultiplets consists of two Weyl fermions, denoted by \( \psi \) and \( \tilde{\psi} \) and two complex scalars, denoted by \( q \) and \( \tilde{q} \). Here, \( \{\psi, q\} \) transforms under the

\(^3\)We are using the notation used in \(^{102}\).

\(^4\)In this part, we closely follow the discussions in \(^{104}\).
fundamental representation of \( SU(N_c) \) and \( \{ \bar{\psi}, q \} \) transforms under the anti-fundamental. The dual operators corresponding to the D7-brane profile functions \( \theta \) and \( \phi \) are given by

\[
\cos \theta \leftrightarrow \mathcal{O}_m = i \bar{\psi} \psi + \bar{q} \left( m_q + \sqrt{2}\Phi^1 \right) \bar{q} + q \left( m_q + \sqrt{2}\Phi^1 \right) q + \text{h.c.} , \\
\phi \leftrightarrow \mathcal{O}_\phi = \bar{\psi} \psi + i \sqrt{2} \bar{q} \Phi^1 \bar{q}^\dagger + i \sqrt{2} \bar{q}^\dagger \Phi^1 q + \text{h.c.} ,
\]

where \( \Phi^1 \) is a complex scalar field in the \( \mathcal{N} = 4 \) supermultiplet and \( m_q \) is the mass of the fundamental quark.

The Lagrangian of the worldvolume theory can be written in the \( \mathcal{N} = 1 \) language, as follows:

\[
\mathcal{L} = \text{Im} \left[ \tau \int d^4 \theta \left( \text{tr} \left( \Phi_I e^V \Phi_I e^{-V} \right) + Q_r^I e^V Q^r + \bar{Q}_r^I e^{-V} \bar{Q}^r \right) + \tau \int d^2 \theta \left( \text{tr} \left( W^\alpha W_\alpha \right) + W \right) + \text{c.c.} \right] ,
\]

where

\[
W = \text{tr} \left( \epsilon_{IJK} \Phi_I \Phi_J \Phi_K \right) + \bar{Q}_r \left( m + \Phi^3 \right) Q^r .
\]

Here \( W_\alpha \) denotes the vector multiplet, \( \Phi_I \), with \( I = 1, 2, 3 \) denotes the chiral superfields. Both of these are obtained from the \( \mathcal{N} = 4 \) vector multiplet. On the other hand, \( Q^r, \bar{Q}_r \), where \( r = 1, \ldots, N_f \) denotes the \( \mathcal{N} = 2 \) matter sector. Further details are summarized in table 1 where the \( SO(4) \equiv SU(2)_\Phi \times SU(2)_R \) symmetry corresponds to the \( S^3 \) isometry, wrapped by the D7-brane. The transverse \( SO(2) \) symmetry can be explicitly broken by giving a mass to the hypers: \( m_q \neq 0 \), which is proportional to the separation of the D3-branes and the D7-branes.

| fields   | components | spin | \( SU(2)_\Phi \times SU(2)_R \) | \( U(1)_R \) | \( \Delta \) | \( U(N_f) \) |
|---------|------------|------|-------------------------------|-------------|-----------|----------------|
| \( \Phi_1, \Phi_2 \) | \( X^4, X^5, X^6, X^7 \) | 0    | \( \left( \frac{1}{2}, \frac{1}{2} \right) \) | 0           | 1         | 1               |
| \( \lambda_1, \lambda_2 \) | 0.5           | (\frac{1}{2},0)           | -1          | \frac{3}{2} | 1               |
| \( \Phi_3, W_\alpha \) | \( X^8, X^9 \) | 0    | \( (0,0) \) | +2          | 1         | 1               |
| \( \lambda_3, \lambda_4 \) | 0.5           | (0,\frac{1}{2})           | +1          | 1          | 1               |
| \( v_\mu \) | 1            | (0,0)            | 0           | 1          | 1               |
| \( Q, \bar{Q} \) | \( q^m = (q, \bar{q}) \) | 0    | \( \left( 0, \frac{1}{2} \right) \) | 0           | 1         | \( N_f \)       |
| \( \psi_i = (\psi, \bar{\psi}^\dagger) \) | 0.5 | (0,0) | \( \mp 1 \) | \frac{3}{2} | \( N_f \)       |

Table 1: Degrees of freedom in the dual field theory.

The effective action for the probe D7-brane is given by the Dirac-Born-Infeld (DBI) La-
$S_{D7} = -N_f T_{D7} \int d^8 \xi \sqrt{-\det (P[G_{ab} + B_{ab}] + 2\pi \alpha' f_{ab}) + (2\pi \alpha')^2 \frac{\mu_7}{g_s} \int f(2) \wedge f(2) \wedge (P [C_{(4)}] + P [\tilde{C}_{(4)}])}$.

(5.11)

Here $P[G_{ab} + B_{ab}]$ denotes the pull-back of the NS-NS sector fields: $G$ denotes the closed-string background metric and $B$ denotes the NS-NS field; $f_{ab}$ is the worldvolume $U(1)$ gauge field on the probe. The four-form potentials $C_{(4)}$ and $\tilde{C}_{(4)}$ yield the self-dual five-form. Collectively, \{\xi\} denotes D7-brane worldvolume coordinates, $T_{D7} = \mu_7/g_s$ denotes the D7-brane tension. Here $g_s$ is the string coupling constant.

We intend to design a system in which energy is constantly pumped into the probe sector. This can be achieved by exciting the gauge field

\[ A = a_1(r)dx^1 = (-Et + a(r)) \, dx^1 , \quad (5.12) \]

This ansatz (5.12), which is consistent with the equations of motion, manifestly breaks the $O(3) \rightarrow O(2)$ in the $\vec{x}$-plane. The constant electric field $E$ is applied along the $x_1$-direction, to which only the probe sector couples, in the probe limit. The function $a(r)$ is governed by the equation of motion obtained from (5.11), using the ansatz above. The resulting effective action for the probe D7-brane is a functional of two functions $\theta(r)$ and $a(r)$. The physical meaning of these functions can be understood from the corresponding asymptotic behaviour:

\[ \lim_{r \rightarrow \infty} a(r) = 0 + \frac{J}{2E^2} + \ldots , \]

\[ \lim_{r \rightarrow \infty} \theta(r) = \frac{m}{r} + \frac{c}{r^3} + \ldots . \]

(5.13)

(5.14)

In the dual gauge theory, the corresponding source and vevs are given by (in units $b = 1$)

\[ \langle J^1 \rangle = -(4\pi^3 \alpha') N_f V_{R^3} T_{D7} J , \quad (5.15) \]

\[ m_q = \frac{m}{2\pi \alpha'} , \quad \langle \tilde{\psi} \psi \rangle = -8\pi^3 \alpha' V_{R^3} N_f T_{D7} c . \]

(5.16)

Here $\langle J^1 \rangle$ is the expectation value of the current, $m_q$ is the mass of the hypermultiplet and $\langle \tilde{\psi} \psi \rangle$. In the limit of vanishing electric field, thermal physics drives a first order phase transition in this system, see e.g. [38, 39], as $(m_q/T)$ is tuned. This transition separates two phases: one

---

5Here we are using the Lorentzian signature.

6Note that, even though we take $N_f \neq 1$, we work with an Abelian version of the effective action. This is clearly a truncation of the full non-Abelian action to an Abelian sector. We will assume such a truncation holds true.

7We absorb the factor of $(2\pi \alpha')$ in the field strength.
containing bound mesonic degrees of freedom and a plasma phase, consisting of the $\mathcal{N} = 4$ adjoint and $\mathcal{N} = 2$ hypermultiplet degrees of freedom. A similar physics exists in the global patch of AdS as well\cite{10}.

In the presence of $E$ but not background event horizon, \textit{i.e.} $b = 0$, the boundary current in (5.15) by demanding a reality condition of the on-shell effective action, much like \cite{41}. This exercise yields\cite{103}:

$$
J^2 = \frac{(4r_*^4 - 1)^2 (4r_*^4 + 1)^3 \cos^6 \theta (r_*)}{64r_*^6 (4r_*^4 + 1)^2}, \quad r_*^2 = \frac{E + \sqrt{E^2 + 1}}{2}.
$$

(5.17)

The gauge theory current expectation value vanishes when $E = 0$, which is expected; it also vanishes when $\theta (r_*) = 0$. The latter corresponds to a shrinking of the $S^3$ (which is wrapped by the D7-brane) before the brane can reach the radius $r_*$. For all our purposes, this radius $r_*$ acts as an event horizon on the D-brane worldvolume, thereby defining a causal structure similar to a black hole in AdS. We will make this connection more precise later.

Geometrically, therefore, there is a close parallel to the purely thermal physics. When there is a black hole present in the background, the probe brane can either fall inside the black hole, or stay above it. This depends on the asymptotic separation between the D3 branes and the D7-branes. This is how a first order phase transition separates the two phases, as the parameter $(m_q/T)$ is tuned. This is pictorially demonstrated in figure 9. Now, when the background black

![Figure 9](image-url)

Figure 9: In the vanishing electric field limit, the D-brane (denoted by the curves above) can stay above the black hole (right-most), fall into the black hole (left-most). These two phases are separated by a critical embedding, corresponding to the middle one.

hole is absent, but a non-vanishing electric field is excited on the worldvolume, one can identify two inequivalent class of probe brane profiles. These profiles are distinguished in terms of their
boundary condition at the IR, namely:

\[ \theta|_{r_{\text{min}}} = \pi/2, \quad \theta'|_{r_{\text{min}}} = -\infty, \quad \text{bound state}, \]

\[ \theta|_{r_*} = \theta_0, \quad \theta'|_{r_*} = -\frac{1}{r_*} \tan \frac{\theta_0}{2}, \quad \text{plasma state}. \]

(5.18) \hspace{1cm} (5.19)

These boundary conditions are obtained either by regularity of the embedding function, or directly from the equations of motion. Pictorially, this is demonstrated in figure 10. This transition is discussed in details in [105, 106], and figures 9 and 10 are taken from [105]. Having discussed the classical physics, we now turn to analyze the physics of fluctuations of the probe brane sector.

5.1 Fluctuations: Bosonic Sector

The D7-brane fluctuations correspond to the meson operators in the dual \( \mathcal{N} = 2 \) field theory. For example, the scalar meson operators are given by\[8\]

\[ \mathcal{O}^{A\ell}_{\text{scalar}} = \bar{\psi}_i \sigma^{ij}_A X^\ell \psi_j + \bar{q}^m X^A \bar{X}^\ell q^m, \quad i, m = 1, 2. \]

(5.20)

These operators have a conformal dimensions \( \Delta = 3 + \ell \). Here, \( \sigma^A = (\sigma_1, \sigma_2) \) is the Pauli matrices doublet, while \( X^A, q^m, \psi_i \) are defined in table 1. Also, \( X^\ell \) denotes the symmetric traceless operator \( X^{i_1...i_\ell} \) of \( \ell \) adjoint scalars \( X^i \), for \( i = 4, 5, 6, 7 \). The mesonic operators, \( \mathcal{O}^{A\ell}_{\text{scalar}} \) transform in the \( \left( \frac{\ell}{2}, \frac{\ell}{2} \right) \) of the SO(4) and have +2 charge under the SO(2) \( \equiv U(1)_R \).

\[8\]In reviewing this section, we follow the discussions in [107].
To obtain the fluctuation action, we can expand (5.11) around the classical profile discussed above:

\[
\theta = \theta^{(0)} + \delta \theta , \quad \phi = \phi^{(0)} + \delta \phi ,
\]

\[
f_{ab} = f_{ab}^{(0)} + \delta f_{ab} ,
\]

where all the fluctuations \(\delta \theta\), \(\delta \phi\) and \(\delta f_{ab}\) depend on all the worldvolume coordinates of the D7-brane. In general, the fluctuations can be coupled and therefore quite complicated to analyze. Substantial simplification occurs at \(\theta_{0}(r) = 0\), which corresponds to the massless case. Also, we can consistently truncate the fluctuations oscillating only along the Minkowski-directions.

With these, the effective scalar and vector fluctuation actions are given by

\[
S_{\text{scalar}} = -T_{D7} \int d^{8} \xi \sqrt{-\det E^{(0)}} \frac{1}{2} S^{ab} \left[ G_{\theta \theta} \left( \partial_a \delta \theta \right) \left( \partial_b \delta \theta \right) \right] ,
\]

\[
S_{\text{vector}} = -T_{D7} \int d^{8} \xi \sqrt{-\det E^{(0)}} \frac{1}{4} S^{aa'} S^{bb'} \left( \delta f_{a'b} \right) \left( \delta f_{b'a} \right) .
\]

Here the emergent metric \(S\) is given by

\[
S = S_{tx^1 u} \otimes S_{x^2 x^3} \otimes S_{S^3} ,
\]

where \(S_{x^2 x^3}\) is identical to the metric components in that plane, \(S_{S^3}\) is given by metric components along the \(S^3\). The components of \(S\) in the \(\{t, x^1 \equiv x, u\}\)-plane are given by

\[
S_{tt} = G_{tt} + \frac{E^2}{G_{xx}} , \quad S_{tu} = \frac{E a'}{G_{xx}} = S_{ut} ,
\]

\[
S_{xx} = \frac{E^2}{G_{tt}} + G_{xx} + \frac{a'^2}{g_{uu}} , \quad S_{uu} = g_{uu} + \frac{a'^2}{G_{xx}} , \quad g_{uu} = G_{uu} + \theta^2 G_{\theta \theta} .
\]

This metric \(S\) is known as the open string metric[108], which we will elaborate on subsequently. Evidently, there is no reason that the background geometry, denoted by \(G\), and the emergent metric \(S\) has the same causal structure. We will discuss some generic features of this emergent metric, however, for now, let us calculate the fermionic part of the action.

### 5.2 Fluctuations: Fermionic Sector

The fermionic fluctuations of the D7-brane correspond to the supersymmetric partners of the mesonic operators, discussed in the previous section. These operators are of two types:

\[
\mathcal{F}_a^\ell \sim \bar{q} X^\ell \bar{\psi}_a + \bar{\psi}_a X^\ell q ,
\]

\[
\mathcal{G}_a^\ell \sim \bar{\psi}_i \sigma_{ij}^{A} \lambda_{AB} X^\ell \psi_j + \bar{q}^{m} X_\ell \lambda_{AB} X^m , \quad A, B = 1, 2 ,
\]

\footnote{9Here also we follow the discussions in [107].}
with conformal dimensions $\Delta = \frac{5}{2} + \ell$ and $\Delta = \frac{9}{2} + \ell$. The quadratic order fluctuation action is somewhat involved in explicit form, and therefore we will simply write down the final massaged from, obtained in [110], which is given by

$$S_{\text{spinor}} = \frac{T_{D7}}{2} \int d^8 \xi \sqrt{-\det(E^{(0)})} \left[ \bar{\Psi} \gamma^a D_a \Psi - M \bar{\Psi} \Psi \right],$$

(5.30)

$$\{ \gamma^a, \gamma^b \} = 2 S^{ab},$$

(5.31)

where $M$ is a mass matrix which we do not specify here. The corresponding equation of motion:

$$\gamma^a D_a \Psi - M \bar{\Psi} \Psi = 0.$$  

(5.32)

It is clear that the fluctuation equation for the fermionic sector also couples to the effective metric $S$, which couples to the scalar and the vector fluctuations in the bosonic sector. These equations can be subsequently solved for the spectrum. It can already be said that the spectrum will have a quasinormal mode spectrum, analogous to a black hole geometry, when $S$ contains an event horizon. It turns out that, with a non-vanishing electric field on the classical probe profile, the metric $S$ indeed inherits an event horizon at $r_*$, which governs an effective thermal spectrum.

### 5.3 Open String Metric: Some Features

It is clear that the fluctuations in the D-brane, i.e. the degrees of freedom living on the probe, couple to the same emergent metric. This hints towards an open string equivalence principle of the probe sector. Let us now discuss some generic features of the emergent open string metric, based on the examples above. The non-trivial structure exists in the $\{t, u, x\}$-sub-space. Here the line-element is given by

$$ds^2_{\text{eff}} = S_{tt} d\tau^2 + 2 S_{ut} d\tau du + S_{uu} du^2 + S_{xx} dx^2,$$

(5.33)

where we have redefined the time coordinate

$$t = \tau + h(u), \quad \text{where} \quad h'(u) = \frac{S_{ut}}{S_{tt}}.$$

(5.34)

The full metric, hence, is given by

$$ds^2_{\text{osm}} = -\frac{u^2}{R^2} \left(f - \frac{E^2 R^4}{u^4}\right) d\tau^2 + \gamma_{uu} du^2 + \gamma_{xx} dx^2 + \frac{u^2}{R^2} dx_\perp^2 + R^2 \cos^2 \theta d\Omega^2_3,$$

(5.35)

$$f(u) = 1 - \frac{u^4}{u^4}, \quad dx_\perp^2 = dx_2^2 + dx_3^2.$$

(5.36)
For brevity, we do not explicitly write down the expressions for $\gamma_{uu}$, $\gamma_{xx}$. The background in (5.35) is asymptotically AdS, and in the IR, it has an event horizon. This is similar to AdS-BH geometry. However, (5.35) has a $u$-dependent curvature scalar and a singularity at $u = 0$. This singularity is present even in the $u_H = 0$ limit, and is solely supported by the worldvolume gauge field $E$.

With $\theta_0 = 0$ and $u_H = 0$, (5.35) takes a simpler form:

$$ds_5^2 = -\frac{u^2}{R^2} \left( 1 - \frac{E^2 R^4}{u^4} \right) d\tau^2 + \frac{R^2 u^4}{u^6} du^2 + \frac{u^4 E^2 R^4}{R^2 J^2 R^6 - u^6} dx^2 + \frac{u^2}{R^2} dx_\perp^2 . \quad (5.37)$$

Here we have suppressed the $S^3$-directions. Given this geometry, we can easily check some global features, such as the status of energy conditions. For this, let us choose the null vector: $n_\mu = (n_\tau, 1, 0, 0, 0)$ with $n_\tau^2 = (-g^{xx} / g^{\tau \tau})$. It can be checked that $E_{\mu \nu} n^\mu n^\nu < 0$, where $E_{\mu \nu}$ is the Einstein tensor corresponding to the metric (5.37). On physical grounds, this is not unexpected and in keeping with the idea that such an emergent geometry cannot be obtained from any low energy closed string sector. Thus, this is an intrinsic open string description.

Relation between $\tau$ and $t$ are needed. An effective temperature can be defined from the metric in (5.37): by Euclidean continuation of $\tau \to i \tau_E$, periodically compactifying the $\tau_E$ direction and demanding Euclidean regularity yields:

$$T_{\text{eff}} = \sqrt{\frac{3}{2}} \sqrt{\frac{E}{2 \pi R}} , \quad \text{with} \quad u_H = 0 , \quad (5.38)$$

$$T_{\text{eff}} = \frac{1}{2 \pi R} \left( \frac{6 E^2 + 4 (\pi TR)^4}{E^2 + (\pi TR)^4} \right)^{1/4} , \quad T = \frac{u_H}{\pi R^2} . \quad (5.39)$$

It is clear from the above formulae, that $T_{\text{eff}} > T$. While the closed string low energy sector measures a temperature $T$, the corresponding open string sector measures $T_{\text{eff}}$. The system is, thus, inherently non-equilibrium. However, in the $N_f \ll N_c$ limit, any heat exchange is suppressed and an equilibrium-like description holds. Note that (5.38) and (5.39) corresponds to the massless case: $\theta_0 = 0$. When $m_q \neq 0$, the general formula is obtained in e.g. [109].

Let us go back to (5.37). The similarity of the causal structure with a black hole can be established by going through a set of coordinate transformations that finally describes (5.37) is a Kruskal-type patch. Focussing on the near-horizon region, this can be achieved by:

$$\alpha_\ast = \alpha + 2 M \log \left| \frac{\alpha - 2 M}{2 M} \right| , \quad (5.40)$$

$$v = \tau' + \alpha_\ast , \quad u = \tau' - \alpha_\ast , \quad U = - e^{-u/4M} , \quad V = e^{u/4M} . \quad (5.41)$$

The metric in (5.37), in the $\{\tau, u\}$-plane can be written as:

$$ds_5^2 = -\frac{32 M^3}{\alpha} e^{-\alpha/2M} du dV + ds_\perp^2 . \quad (5.42)$$
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For our purposes, $ds^2_{\perp}$ will play no role. Correspondingly Kruskal-Szekres time and radial coordinates can be defined as: $t_K = V + U$, $x_K = V - U$. Thus, a Penrose diagram can be drawn which, schematically takes the form in figure 11. Finally, consider the $\tau' = \text{const}$ hypersurfaces in the Kruskal patch. In the following coordinate system:

$$
\begin{align*}
    ds_{\text{osm}}^2 &= - \left( \frac{1 - \frac{M}{2\beta}}{1 + \frac{M}{2\beta}} \right)^2 d\tau'^2 + \left( 1 + \frac{M}{2\beta} \right)^4 d\beta^2 + ds^2_{\perp}, \\
    \alpha &= \left( 1 + \frac{M}{2\beta} \right)^2 \beta,
\end{align*}
$$

the $\tau' = \text{const}$ hypersurfaces are simply $\mathbb{R}_\beta \otimes \mathbb{R}_x \otimes \mathbb{R}^2$. Nevertheless, for a given $\alpha$, there are two roots of $\beta$, which are related by the symmetry: $\beta \to M^2/4\beta$. The corresponding two regions, parametrized by the two roots of $\beta$, are connected by a constant-size Einstein-Rosen bridge. All these features are very similar to a standard black hole geometry.

6 D-Brane Description: A Different Model

It is possible to further construct explicit examples of such probe brane configurations, in a background geometry. Since such constructions can be varied in richness, we will not attempt to provide a classification, rather we will present another explicit and instructive example. In this case, we are motivated by the analytical control the model provides us with. We begin

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure11.png}
\caption{A qualitative picture of the Kruskal extension of the open string metric. We have drawn the Penrose diagram in a “square” form, which is not strictly correct. We will elaborate more on the Penrose diagram in later sections. This diagram is taken from [110].}
\end{figure}
with the standard $\text{AdS}_5 \times \mathcal{M}_5$, where $\mathcal{M}_5$ is some Einstein manifold (Sasaki-Einstein, if we want to preserve, at least, $\mathcal{N} = 1$ supersymmetry). Let us choose $\mathcal{M}_5 \equiv S^5$. The probe degrees of freedom are now introduced by adding an $N_f$ D5-branes, as shown in table 2. In table 2

| Brane  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
|--------|---|---|---|---|---|---|---|---|---|---|
| $(N_c)$ D3 | - | - | - | X | X | X | X | X | X | X |
| $(N_f)$ D5 | - | - | - | X | - | - | - | X | X | X |

Table 2: Fundamental sector introduced in the background of $N_c$ D3-branes.

the notation $-$ stands for a direction along the worldvolume of the brane and $X$ represents the directions transverse to it. The directions $\{0, 1, 2, 3\}$ represents the Minkowski directions. The rest of the directions are an $\mathbb{R}^6$ transverse to the stack of D3-branes. The D3-branes are extended along the Minkowski directions, and let us split $\mathbb{R}^6 \equiv \mathbb{R}^3 \times \mathbb{R}^3$. Now, let us use $\{\rho, \Omega_2\}$ and $\{\ell, \tilde{\Omega}_2\}$ to represent the two $\mathbb{R}^3$’s. Thus, $\{4, 5, 6\}$ corresponds to $\{\rho, \Omega_2\}$ and $\{7, 8, 9\}$ represents $\{\ell, \tilde{\Omega}_2\}$. This configuration, which preserves eight real supercharges, was studied initially in [111, 112], from the perspective of analyzing a defect CFT system. The degrees of freedom are: an adjoint vector multiplet and a hypermultiplet coming from the D3-branes in $(3 + 1)$-dimensions. The probe D5 sector yields a $(2 + 1)$-dimensional hypermultiplet in the fundamental representation.

The geometry is given by

$$ds^2 = ds^2_{\text{AdS}_5} + ds^2_{S^5}, \quad (6.1)$$
$$ds^2_{S^5} = R^2 \left( d\psi^2 + \cos^2 \psi d\Omega_2^2 + \sin^2 \psi d\tilde{\Omega}_2^2 \right), \quad (6.2)$$
$$\rho = u \cos \psi, \quad \ell = u \sin \psi. \quad (6.3)$$

The D5-brane embedding function can be parametrized by a single function: $\psi(u)$. We assume that $P[\hat{\Omega}_2] = 0$, where $\hat{\Omega}_2$ denotes the metric components which yields the line element $d\hat{\Omega}_2^2$. As in the previous case, there are distinct families of embedding which corresponds to different physics in the probe sector. Also, the analysis becomes simple when the fundamental sector is massless. This corresponds to setting $\psi = 0$. The induced worldvolume metric is simply an $\text{AdS}_4 \times S^2$.

To study a non-trivial dynamics of the D5-brane, we can excite a similar $U(1)$-flux on the worldvolume. The corresponding fluctuation analysis, by virtue of the open string equivalence
principle\textsuperscript{10} exhibits a similar coupling with the open string metric. The metric is given by

\[ ds^2_{\text{eff}} = -\frac{u^2}{R^2} \left( f - \frac{E^2 R^4}{u^4} \right) d\tau^2 + \gamma_{xx} dx^2 + \gamma_{uu} du^2 + \frac{u^2}{R^2} dy^2 + \cos^2 \psi d\Omega_2^2, \quad (6.4) \]

\[ f = 1 - \frac{u_H}{u^4}. \quad (6.5) \]

Again, we do not explicitly write down the expressions of $\gamma_{xx}$ and $\gamma_{uu}$. On the embedding $\psi(u) = 0$, the open string metric in (6.4) yields AdS$_4 \times S^2$ when both $u_H = 0$ and $E = 0$, or asymptotically. The IR-behaviour is different from an AdS$_4$-BH, since the functional form of $f(u)$ is different here. Also, demanding positivity of $\gamma_{xx}$ readily yields the expectation value of the current in the dual gauge theory.\textsuperscript{11} The corresponding effective temperature is now given by

\[ T_{\text{eff}} = \left( \frac{T^4}{\pi^2 R^4} + \frac{E^2}{\pi^2 R^4} \right)^{1/4}, \quad T = \frac{u_H}{\pi R^2}. \quad (6.6) \]

The near-horizon geometry has a similar structure as a black hole and a corresponding Penrose diagram can be drawn. Further note that, due to a substantial analytical control of this system, in \cite{113}, current-current correlation function, in the probe sector, was explicitly calculated. This correlation function turns out to possess a thermal behaviour with a temperature $T_{\text{eff}}$. In particular, this effective temperature appears in the fluctuation-dissipation relation. For other (scalar or fermionic) sectors, even though analytical calculations may not be feasible, because of the open string equivalence principle, a similar behaviour is expected.

Further note that, this thermal imprint continues to hold beyond standard 2-point functions. In \cite{99, 100}, a four-point out-of-time order (OTOC) correlator is explicitly calculated in the same vector sector discussed in \cite{113}. This OTOC exhibits an exponential growth with real-time and a Lyapunov exponent which satisfies the maximal chaos bound: $\lambda_L = 2\pi T_{\text{eff}}$. This bound is shown to hold for a generic system, and is expected to saturate for systems with large number of degrees of freedom with a gravity dual. From a gravitational perspective, this saturation is universally described by the near-horizon dynamics of a black hole. In our case, a similar statement holds true for a geometry with a causal structure which is similar to a black hole.

Continuing on this theme, we can explicitly construct other examples where the adjoint matter sector is not described by a CFT, unlike the $\mathcal{N} = 4$ SYM. Such gauge theories can be constructed by considering the near-horizon dynamics of the D$^p$-branes with $p \neq 3$. We will, however, not explicitly discuss such examples, but point the reader to e.g. Sakai-Sugimoto model considered in \cite{114, 115}.

\textsuperscript{10}One can explicitly check this to be true. See for example \cite{113, 100} for a brief discussion on this, and \cite{100} for an explicit calculation of the same.

\textsuperscript{11}In this case one gets, $j = ER^2$, independent of the background temperature $T = u_H/(\pi R^2)$. 
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7 Branes in Spacetime: A General Description

In this section we will discuss the essential physics, without referring to any explicit example. The basic idea is as follows: Given a low energy closed string data, in string frame, \{G, B, \phi\}, where \(G\) is the metric, \(B\) is the NS-NS 2-form and \(\phi\) is the dilaton, along with the RR sector fluxes, the geometry is essentially described by a solution of type II supergravity. In this ten-dimensional background, we imagine describing a defect D-brane, as an embedded hypersurface. This hypersurface spontaneously breaks translational symmetry of the background and the corresponding low energy sector is described by the so-called DBI action, along with Wess-Zumino terms. The latter is topological in nature, and will not affect directly our discourse and therefore let us ignore such terms. The background RR-fluxes couple only to this topological sector and therefore we can ignore them for our discussions.

The essential dynamics is given by the following action, in the notation of [116]:

\[
S_{\text{DBI}} = T_{Dq} \int d^{p+1}\xi e^{-\phi} \sqrt{-\det [P[G + B] + (2\pi\alpha' F)] + i\bar{\psi}\gamma\nabla\psi} + \ldots ,
\]

(7.1)

where \(T_{Dq}\) encodes the tension of the brane, \(F\) is the U(1)-flux on the worldvolume of the brane. The action also contains fermionic degrees of freedom, denoted by \(\psi\), which can be completely fixed by demanding supersymmetry of the bosonic DBI action. Here, \(\gamma\) denotes a gamma-matrix and \(\nabla\) is an appropriately constructed covariant derivative. For our purpose, this schematic description suffices.

Around a classical saddle of (7.1), there are three kinds of fluctuations modes: (i) scalar, (ii) vector and (iii) spinor. Schematically, these fluctuations can be written as:

\[
X^\mu = X^\mu_{(0)} + \varphi^i \delta^\mu_i ,
\]

(7.2)

\[
F_{ab} = F^{(0)}_{ab} + \mathcal{F}_{ab} + \psi_a ,
\]

(7.3)

where the classical saddle is described by the data \(\{X^\mu_{(0)}, F^{(0)}_{ab}\}\). Here \(\mu, \nu\) run over the entire spacetime directions, \(a, b\) run over the worldvolume directions and \(i, j\) run over the directions transverse to the D-brane. In the scalar sector we consider only the transverse fluctuations since longitudinal fluctuations can be gauged away by using worldvolume diffeomorphism. The Volkov-Akulov type fermionic terms is defined with gamma matrices that the following algebra:

\[
\{\gamma_a, \gamma_b\} = P[G]_{ab} .
\]

(7.4)

To calculate fluctuations around the saddle \(\{X^\mu_{(0)}, F^{(0)}_{ab}\}\), one needs to invert the matrix \(M = P[G + B] + (2\pi\alpha' F)\). This inversion yields[108]:

\[
M^{ab} = \left( (P[G + B] + (2\pi\alpha' F))^{-1} \right)^{ab} = S^{ab} + \mathcal{A}^{ab} ,
\]

(7.5)
where

\[ S_{ab} = \left( \frac{1}{P[G + B] + (2\pi\alpha' F^{(0)})} \cdot P[G] \cdot \frac{1}{P[G - B] - (2\pi\alpha' F^{(0)})} \right)^{ab} \], \quad (7.6) \\
\[ S_{ab} = P[G]_{ab} - \left( F^{(0)} \cdot P[G]^{-1} \cdot F^{(0)} \right)_{ab}, \quad (7.7) \]

\[ A_{ab} = - \left( \frac{1}{P[G + B] + (2\pi\alpha' F^{(0)})} \cdot F^{(0)} \cdot \frac{1}{P[G - B] - (2\pi\alpha' F^{(0)})} \right)^{ab} \], \quad (7.8) \]

Finally, the quadratic fluctuation Lagrangians are obtained as:

\[ \mathcal{L}_{\text{scalar}} = -\kappa e^{-\phi} \sqrt{-\text{det} \, M} S_{ab} \partial_a \phi^i \partial_b \phi^i + \ldots , \quad (7.9) \]
\[ \mathcal{L}_{\text{vector}} = -\kappa \frac{e^{-\phi}}{4} \sqrt{-\text{det} \, M} S_{ab} S^{cd} F_{ac} F_{bd} + \ldots , \quad (7.10) \]
\[ \mathcal{L}_{\text{spinor}} = i\kappa e^{-\phi} \sqrt{-\text{det} \, M} \bar{\psi} S_{ab} \Gamma_a \nabla_b \psi + \ldots , \quad (7.11) \]

where

\[ \Gamma^a = (S^{ab} + A^{ab}) \gamma_b \quad \Rightarrow \quad \{ \Gamma^a, \Gamma^b \} = 2S^{ab}. \quad (7.12) \]

The indices above are raised and lowered with the metric $G$, as usual. Therefore, corresponding to two different metric $G$ and $S$, we have two inequivalent causal structures. Note that, such a possibility has already been discussed in the literature in [117, 118], irrespective of holography. We will now discuss some specific aspects of this open string metric, in more details.

### 7.1 Event Horizons: Some Comments

In [116], a general formula for $T_{\text{eff}}$ was obtained. This is the effective temperature that the probe sector measures. In general, one always observes $T_{\text{eff}} > T$, however there are known exceptions, such as [55]. Let us now consider a general case, exciting other fluxes on the worldvolume. Depending on the flux, this can correspond to turning on a chemical potential in the dual gauge theory (in the probe sector), and/or introducing a constant magnetic field.\(^{12}\)

In general, we can arrange the electric and the magnetic field to be (i) parallel, or (ii) perpendicular. Assume that we have an $\mathbb{R}^{1,3}$-submanifold as the conformal boundary, where the dual gauge theory is defined. Consider, now, the case when (i) $E \parallel B$. The corresponding ansatz is:

\[ f = -E dt \wedge dx^1 - \alpha' dx^1 \wedge du - B dx^2 \wedge dx^3 + \alpha' dt \wedge du , \quad (7.13) \]

\(^{12}\)See e.g. [105, 106, 119, 120] for a detailed discussion of such physics in the D3-D7 system, and [114, 115, 121, 122, 123] for similar physics in the Sakai-Sugimoto model.
where $a_x(u)$ contains the information about the gauge theory current and $a_t(u)$ contains the information about the chemical potential. The open string metric can be obtained as

$$
\begin{align*}
\text{ds}^2_{\text{eff}} &= \left( S_{tt} - \frac{S_{tx}^2}{S_{xx}} \right) d\tau^2 + \left( \frac{S_{tx}}{\sqrt{S_{xx}}} d\tau + dX \right)^2 + S_\perp dx_\perp^2,
+ \left( \frac{S_{tx}^2 S_{uu} - 2S_{tu} S_{tx} S_{ux} + S_{tt} S_{xx}^2 - S_{tt} S_{uu} S_{xx}}{S_{tx}^2 - S_{tt} S_{xx}} \right) du^2,
\end{align*}
$$

(7.14)

$$
\begin{align*}
dt &= d\tau - \frac{S_{tx} S_{ux} - S_{tu} S_{xx}}{S_{tx}^2 - S_{tt} S_{xx}} du,
\end{align*}
$$

(7.15)

$$
\begin{align*}
dx^1 &= \frac{dX}{\sqrt{S_{xx}}} - \frac{S_{tu} S_{tx} - S_{tt} S_{ux}}{S_{tx}^2 - S_{tt} S_{xx}} du,
\end{align*}
$$

(7.16)

with

$$
S_\perp = G_{xx} + \frac{B^2}{G_{xx}}, \quad dx^2_\perp = (dx^2)^2 + (dx^3)^2,
$$

(7.17)

and

$$
\begin{align*}
S_{tt} &= G_{tt} + \frac{E^2}{G_{xx}} + \frac{a'_t}{G_{uu}}, \quad S_{tx} = \frac{a'_t a'_x}{G_{uu}}, \quad S_{tu} = \frac{E a'_x}{G_{xx}},
S_{xx} &= G_{xx} + \frac{E^2}{G_{tt}} + \frac{a'_x}{G_{uu}}, \quad S_{uu} = G_{uu} + \frac{a'_t}{G_{tt}} + \frac{a'_x}{G_{uu}}.
\end{align*}
$$

(7.18)

(7.19)

The location of the open string metric event-horizon is given by

$$
S_{tx}^2 - S_{tt} S_{xx} = 0 \quad \Rightarrow \quad \tilde{d}^2 e^{2\phi} G_{tt} + G_{xx} \left( B^2 G_{tt} + G_{tt} G_{xx}^2 + e^{2\phi} j^2 \right) \bigg|_{u_*} = 0
$$

$$
\quad \Rightarrow \quad G_{tt} G_{xx} + E^2 \bigg|_{u_*} = 0,
$$

(7.20)

with the following definitions:

$$
\begin{align*}
\tilde{j} &= \frac{\partial L_{\text{DBI}}}{\partial a'_x}, \quad \tilde{d} = \frac{\partial L_{\text{DBI}}}{\partial a'_t},
\end{align*}
$$

(7.21)

From the boundary gauge theory perspective, the fundamental sector current is proportional to $j$ and the charge density is, up to an overall constant, given by $\tilde{d}$. As before, the expectation value of the current can be determined by imposing regularity on the OSM metric. Note that, a corresponding membrane-paradigm description, for computing transport properties of the dual gauge theory, was developed and explored in [109]. Along similar lines, one can explore the case when (ii) $E \perp B$. In this case, an additional Hall current flows, which was analyzed in e.g. [124].

### 7.2 Ergoplane: A Special Feature

The open string metric can also contain an “ergoplane” and therefore similar related black hole physics. This is explicitly demonstrated with the D3-D7 system in [109]. To see this, we excite
a chemical potential. By setting $B = 0$ in (7.14), one obtains:

$$
\begin{align*}
\text{ds}^2_{\text{eff}} &= \left( G_{tt}G_{xx} + E^2 \right) \left[ \frac{dT^2}{G_{xx}} + \frac{dX^2}{G_{xx}} \right] + \frac{1}{G_{uu}} \left( a'_t dT + a'_x dX \right)^2 + \sum_{i=2}^{m} G_{xx} dx^i dx^i \\
&+ \left( G_{uu} + \frac{a'^2_t G_{tt} + a'^2_x G_{xx}}{G_{tt}G_{xx} + E^2} \right) du^2,
\end{align*}
$$

(7.22)

$$
\begin{align*}
dT &= dt + \frac{Ea'_x}{G_{tt}G_{xx} + E^2} du, \quad \quad dX = dx - \frac{Ea'_t}{G_{tt}G_{xx} + E^2} du.
\end{align*}
$$

(7.23)

The event horizon is located at $(G_{tt}G_{xx} + E^2) = 0$, and the ergoplane is located at:

$$
\left( \frac{G_{tt}G_{xx} + E^2}{G_{xx}} \right) + \frac{a'^2_t}{G_{uu}} = 0 \quad \Rightarrow \quad \left( G_{tt}G_{xx} + E^2 \right) = 0,
$$

or

$$
\left( G_{tt}G_{xx}^m + e^{2\phi} j^2 \right) = 0.
$$

(7.24)

This directly yields a root $u_{\text{erg}} \neq u_*$. As before, $j^2$ is determined from a simple algebraic equation:

$$
\tilde{d}^2 e^{2\phi} G_{tt} + \left( G_{tt}G_{xx}^m + e^{2\phi} j^2 \right) G_{xx} \bigg|_{u_*} = 0.
$$


Let us take a simple example, in which the background if given by an AdS$_{d+2}$, with a vanishing dilaton. One then obtains:

$$
\begin{align*}
u^2_{\text{erg}} &= E R^2 \left( 1 + \frac{\tilde{d}^2}{E^d} \right)^{1/d} > u^2_* = E R^2,
\end{align*}
$$

(7.25)

The event horizon and the ergoplane merge in the limit $(\tilde{d}^2/E^d) \to 0$ and/or $(1/d) \to 0$.

### 7.3 Exactly Solvable Toy Models: More Examples

In addition to the explicit D-brane constructions that have been discussed before, here we briefly mention some examples in which explicit analytical calculations can be performed, to arrive at the same conclusion. These are the so-called Lifshitz background of the following form:

$$
\begin{align*}
ds^2 &= -\frac{dt^2}{v^{2z}} + \frac{1}{v^2} d\vec{x}^2 + \frac{dv^2}{v^2},
\end{align*}
$$

(7.26)

where $\vec{x}$ is a 2-dimensional vector and $v$ is the radial coordinate ($v \to 0$ corresponds to boundary and $v \to \infty$ corresponds to the deep-IR). As before, we can consider a similar DBI-dynamics in the [7.26], with a worldvolume flux: $a_x = -Et + h(v)$. One readily obtains an equation of motion for the function $h(v)$, which can be solved in terms of a first integral of motion. As before, this first integral of motion can be subsequently determined in terms of $e = (2\pi\alpha') E$.

---

13 The same statement holds for an AdS$_{d+2}$-BH background geometry as well.
Around this classical saddle, we consider fluctuations which yields:

\[ S_{\text{gauge}} = -\frac{1}{4} \int dt dx \sqrt{-\det(G + f)} S^{a\alpha} S^{b\beta} \delta f_a \delta f_{a'b'} , \]  

(7.27)

where \( \delta f \) denotes gauge field fluctuations. This action results in the following equation of motion

\[ \partial_a \left[ \sqrt{-\det(G + f)} S^{a\alpha} S^{b\beta} \delta f_a' \delta f_{a'b'} \right] = 0 . \]  

(7.28)

In the \( \{t,v\} \)-plane the corresponding OSM is given by

\[ ds^2 = -\frac{g(v)}{v^{2z}} dt^2 + \frac{1}{g(v)} \frac{dv^2}{v^2} , \quad g(v) = 1 - e^{2v^{2z+2}} , \]  

(7.29)

\[ \tau = t + s(v) , \quad ds = -\frac{e^{2v^{1+3z}}}{1 - e^{2v^{2z+2}}} \]  

(7.30)

With the following ansatz:

\[ \delta a_\tau = \delta a_\tau(v) e^{-i\omega \tau} , \quad \delta a_i = \delta a_i(v) e^{-i\omega \tau} , \]  

(7.31)

some explicit solutions, with purely ingoing boundary condition, can be obtained as follows:

\[
\begin{align*}
\delta a_x(v) &= c_x \left( 1 - \sqrt{v} \right)^{-\frac{i\omega}{3}} \left( 1 + \sqrt{v} + v \right)^{-\frac{i\omega}{6}} \exp \left( \frac{i\omega}{\sqrt{3}} \arctan \left[ \frac{\sqrt{3}v}{1-v} \right] \right) , \\
z &= \frac{1}{2} , \\
\delta a_x(v) &= c_x \left( 1 - v \right)^{-\frac{i\omega}{4}} \exp \left( \frac{i\omega}{2} \arctan(v) \right) , \\
z &= 1 , \\
\delta a_x(v) &= c_x \left( 1 - v^2 \right)^{\frac{i\omega}{6}} \left( 1 + v^2 + v^4 \right)^{\frac{i\omega}{12}} \exp \left( \frac{i\omega}{2\sqrt{3}} \arctan \left( -\frac{\sqrt{3}}{1+v^2} \right) \right) .
\end{align*}
\]

(7.32)

(7.33)

(7.34)

Here \( c_x \) is a constant. Using these explicit solutions, we calculate e.g. two point correlator, similar to [113]. As a result, we get a fluctuation-dissipation relation, with an effective temperature:

\[ T_{\text{eff}} = \frac{2z+1}{\pi} e^{z/(z+1)} . \]

While this is not surprising, it adds more explicit evidence to the theme.

7.4 The Probe Limit: Validity

Our entire discussion is based on the probe limit. Since this is a crucial ingredient in our construction, let us briefly review what this entails. At the level of the equations of motion, the Einstein tensor of a given solution must be parametrically large compared to the stress-tensor of
the probe sector. Consider the decoupling limit of $N_c$ coincident D$p$-branes. These, in the string frame, are given by\[75\]

$$
\begin{align}
\text{ds}^2 &= \left(\frac{u}{L}\right)^{\frac{\gamma_p}{2}} (-dt^2 + dx_p^2) + \left(\frac{L}{u}\right)^{\frac{\gamma_p}{2}} (du^2 + u^2 d\Omega_{8-p}^2) , \\
\text{e}^\phi &= \left(\frac{u}{L}\right)^{(p-3)(7-p)} , \\
F_{8-p} &= (7-p) L^{7-p} \omega_{8-p} .
\end{align}
$$

(7.35)

Here $d\Omega_{8-p}$ denotes the line element of an $(8-p)$-sphere and $\omega_{8-p}$ denotes the corresponding volume form. For these geometries, Einstein tensor behaves as:

$$
E_{tt} \sim u^{5-p} L^7 \omega_{8-p} \sim E_{xx} , \quad E_{uu} \sim 1 u^2 , \quad E_{\alpha\beta} \sim u^0 \eta_{\alpha\beta} .
$$

(7.38)

Here $\alpha, \beta$ run over the gauge theory directions.

Consider $N_f$-number of probe D$(p+4)$-branes. These span $\{t, \vec{x}_p\}$-directions and wraps three-cycle $\mathcal{X}_3 \subset S^{8-p}$. As before, we excite a U(1)-flux: $A_{x^1} = -Et + a_1(u)$. The probe energy-momentum tensor is given by

$$
\begin{align}
T_{tt} &\to \frac{u^2}{L^3} \sim T_{xx} \sim T_{x^1 x^1} , \quad T_{uu} \to \frac{1}{u^2} , \quad T_{\alpha\beta} \to \frac{1}{u^{5-p}} \eta_{\alpha\beta} \quad \text{as} \quad u \to \infty , \\
\end{align}
$$

(7.39)

and

$$
\begin{align}
T_{tt} &\to (EJ) u^{(p-9)/2} , \quad T_{x^1 x^1} \to \left(\frac{J}{E}\right) u^{(5-p)/2} , \quad T_{xx} \to \left(\frac{E}{J}\right) u^{(p+3)/2} , \\
T_{uu} &\to (EJ) u^{(3p-23)/2} , \quad T_{\alpha\beta} \to \left(\frac{E}{J}\right) u^{(3p-7)/2} \quad \text{as} \quad u \to 0 .
\end{align}
$$

(7.40)

(7.41)

A comparison between (7.38) and (7.39) establishes validity of the probe limit, except the case with $p = 4$. Similarly, comparing (7.38) with (7.41), we conclude that the IR will be heavily modified. In fact, this modification can only be controlled by placing an event horizon in the bulk. Further note that, $T_{tt} \sim (E \cdot J)$ has an Ohmic dissipation nature, in terms of the dual gauge theory. Similar conclusions were reached in e.g. \[125, 126\].

7.5 Effective Thermodynamics: A Summary

The basic statement of gauge-gravity duality is an equivalence between the bulk gravitational path integral and the dual field theory path integral:

$$
\begin{align}
\mathcal{Z}_{\text{bulk}} &= \mathcal{Z}_{\text{QFT}} , \quad \mathcal{Z}_{\text{bulk}} = e^{iS_{\text{bulk}}} , \quad S_{\text{bulk}} = S_{\text{grav}} + S_{\text{matter}} , \\
\text{subsequently} \quad \mathcal{Z}_{\text{QFT}} &= e^{iS_{\text{QFT}}} , \quad S_{\text{QFT}} = S_{\text{gauge}} + S_{\text{matter}} .
\end{align}
$$

(7.42)
In writing the above, we have explicitly assumed that the dual field theory is a gauge theory, with some matter content. When the matter sector consists of probe degrees of freedom, the corresponding path integral factorizes into two parts: $Z_{\text{bulk}} = Z_{\text{sugra}} Z_{\text{sugra}}$. In the $N_c \to \infty$ limit, a semi-classical description is viable by considering small perturbations around a classical saddle:

$$Z_{\text{sugra}} = \int D[\delta \phi] D[\delta G] e^{-N_c^2 (S_{\text{sugra}}^{(0)} + S_{\text{sugra}}^{(2)}(\delta \phi, \delta G) + \ldots)} ,$$

(7.43)

where $S_{\text{sugra}}^{(2)}$ is the quadratic fluctuation term. Similarly, the probe sector also has a semi-classical description. Thus, at the semi-classical level, the entire path integral factorizes into a classical piece and a quadratic fluctuation piece. Schematically, these take the following form:

$$Z_{\text{classical}} = e^{-N_c^2 S_{\text{sugra}}^{(0)} - g_s N_c N_f S_{\text{DBI}}^{(0)} - g_s N_c N_f^2 S_{\text{back-reac}}^{(1)} - \ldots},$$

(7.44)

where $g_s$ is the string coupling and $S_{\text{back-reac}}^{(1)}$ denotes the backreaction of the probe sector on the classical saddle. Naively, by tuning $N_f \ll N_c$, we can safely ignore the backreaction. Note, however, that this conclusion is subtle to make, as we have already demonstrated in the previous section.

The quadratic fluctuation part can be schematically represented as:

$$Z_{\text{fluc}} = \int D[\varphi_{\text{grav}}] e^{-N_c^2 S_{\text{sugra}}^{(2)} + \ldots} \int D[\varphi_{\text{brane}}] e^{-g_s N_c N_f S_{\text{DBI}}^{(0)} + \ldots},$$

(7.45)

where $\varphi_{\text{grav}}$ and $\varphi_{\text{brane}}$ represent gravity and brane fluctuation modes, respectively. From this, we can already compare the relative scaling of two-point functions in the gravity and in the brane sectors, which are given by $\langle \varphi_{\text{grav}} \varphi_{\text{grav}} \rangle \sim 1/N_c^2$ and $\langle \varphi_{\text{brane}} \varphi_{\text{brane}} \rangle \sim 1/(N_c N_f)$.

Let us focus on the D-brane sector. In this sector, let us rewrite the generic form of the scalar and vector fluctuations:

$$S_{\text{scalar}} = -\frac{\kappa}{2} \int d\xi^8 \left( \frac{\det G}{\det S} \right)^{1/4} \sqrt{-\det S} S^{ab} \partial_a \varphi^i \partial_b \varphi^i + \ldots ,$$

(7.46)

$$S_{\text{vector}} = -\frac{\kappa}{4} \int d\xi^8 \left( \frac{\det G}{\det S} \right)^{1/4} \sqrt{-\det S} S^{ab} S^{cd} F_{ac} F_{bd} + \ldots .$$

(7.47)

Here, $\kappa$ denotes an overall constant and $\ldots$ represent various interaction terms. The fields $\varphi^i$, $F$ represent the scalar and vector fluctuation modes, respectively. In (7.46) and (7.47), $S$ is the open string metric, which we have defined before. The kinetic term in (7.46) and (7.47) can be written in a more canonical form:

$$\sqrt{-\det S} \tilde{S}^{ab} (\partial_a \varphi) (\partial_b \varphi) , \quad \text{and} \quad \sqrt{-\det S} \tilde{S}^{ab} \tilde{S}^{cd} F_{ac} F_{bd} ,$$

(7.48)

The conformal factor $\Omega$ needs to be determined for each case, separately.
Before discussing the Euclidean path integral (i.e. the partition function), let us briefly comment on the stress-tensor of the dual field theory. The corresponding data can be represented primarily in terms of the open string metric data, in the following form:

\[
\langle T^\mu_\nu \rangle \propto \int du e^{\gamma \phi} \left( \frac{\det G}{\det S} \right)^{1/4} \sqrt{-\det S} S^\mu_\nu, \tag{7.49}
\]

where \(\gamma\) is a constant and \(\phi\) is the dilaton field and \(\mu, \nu\) are the directions along the dual field theory. In [128], several examples were discussed with explicit form of the energy-momentum tensor in the dual field theory.

In the Euclidean patch, the path integral yields a thermodynamic description in terms of a partition function. It is now expected that the probe sector thermodynamics will be simply determined in terms of the effective temperature \(T_{\text{eff}}\). However, the entropy, which can be obtained from the partition function itself, is not given in terms of the area of the OSM event horizon. It was also argued in [129], that, in the probe limit, only free energy can be reliably calculated by computing on-shell action in the probe sector. For thermal entropy and such, the contribution coming from backreaction of the defect degrees of freedom mixes with the probe sector contribution. check the exact statement here.

For the case in consideration, a proposed thermodynamic free energy was discussed in [130], and subsequently generalized in [116]. The Helmholtz free energy is given by

\[
\mathcal{F}_H = T_{\text{eff}} \left. S_{\text{DBI}}^{(E)} \right|_{\text{on-shell}} \sim \int_0^{u_*} du d^p \xi (L_{\text{on-shell}} - j a'_x). \tag{7.50}
\]

Here \(u_*\) is the OSM event-horizon, \(S_{\text{DBI}}^{(E)}\) is the Euclidean DBI action. This is the only extensive quantity that we can define. The free energy, in the special case of AdS\(_3\), contains a universal term of \((T_{\text{eff}}^2 - T^2)\), where \(T_{\text{eff}}\) and \(T\) are the probe and the background sector temperatures. Such a term, intuitively, captures the heat exchange across the two systems in a two dimensional CFT.

Furthermore, the presence of the OSM event horizon, and the open string data: specify this

\[
S = G - (B \cdot G^{-1} \cdot B) \tag{7.51}
\]

\[
G_s = \left( \frac{\det (G + B)}{\det G} \right)^{1/2}, \tag{7.52}
\]

where \(G\) denotes the worldvolume metric, \(B\) denotes the anti-symmetric two-form (with factors of \(\alpha'\) absorbed). Here \(G_s\) is the open string coupling. There is a natural geometric area which defines an entropic quantity, given by

\[
s \sim \frac{1}{G_s} \left. \text{Area}(S) \right|_{\tau = \text{const}, u = u_*}. \tag{7.53}
\]
However, the physical meaning of this is unclear and it is certainly not the thermal entropy. An intriguing possibility was suggested in [51, 50, 52], in which one identifies this entropy with the entanglement entropy of the pair produced in the presence of a strong electric field. Before leaving this section, let us note that, a slightly different non-equilibrium thermodynamics has been proposed and explored in [54, 56], in which the prescription is provided in the Lorentzian section of the geometry, unlike in the Euclidean section which we have discussed here.

7.6 Some Causal Features

A detailed analysis of the causal structure of such OSM geometry was discussed in [127]. We will briefly review them here. As simple examples, let us discuss cases when the background is AdS$_3$ and AdS$_4$. We imagine a space-filling D-brane (and thus a corresponding DBI-action), with the U(1) flux turned on. The explicit form of the metric are given in [127], and we will only discuss the qualitative physics here. One usually begins with a Poincaré patch description, and by going to a Kruskal extension, eventually ends up with a Penrose diagram. The resulting Penrose diagram for a purely AdS$_3$ and a purely AdS$_4$ background is shown in figure 12.

![Penrose diagram](image)

Figure 12: Penrose diagram corresponding to an OSM embedded in a purely AdS$_3$ (left) and a purely AdS$_4$ (right) background. The black dot at the centre corresponds to the bifurcation surface. In both these cases, there is a singularity denoted by the red curvy line.

Penrose diagrams are qualitatively similar to what one obtains by solving Einstein gravity with an AdS asymptotics. Note, however, that in asymptotically AdS$_3$, the standard BTZ-type black holes do not have any singularity. For the OSM embedded in AdS$_3$, this is not the case and a curvature singularity exists. This singularity is visible by computing the Ricci-scalar itself.

Let us discuss some aspects of “energy conditions” for the OSM geometry. A simple way to define such conditions is to demand that the OSM geometry can be obtained by solving a
Einstein equations, with a suitable matter sector and translating the energy conditions on the corresponding matter sector. Thus, imagine:

$$\mathcal{G}_{\mu\nu} + \Lambda g_{\mu\nu} = T_{\mu\nu}, \quad (7.54)$$

where $\Lambda = -d(d - 1)/2$ is the cosmological constant in asymptotically AdS$_{d+1}$-background, $\mathcal{G}_{\mu\nu}$ is the Einstein tensor of the OSM and $T_{\mu\nu}$ is the putative matter field.

Defined this way, an AdS$_3$-OSM yields

$$T_{\mu\nu} t^\mu t^\nu \geq 0, \quad (7.55)$$

where $t^\mu$ is an arbitrary timelike vector; and hence Weak Energy Condition (WEC) is satisfied. Similarly, Strong Energy Condition (SEC) is also satisfied. The Null Energy Condition (NEC), on the other hand, yields: $T_{\mu\nu} n^\mu n^\nu < 0$, for arbitrary null vectors $n^\mu$, and is violated. For the AdS$_4$-osm, with a similar choice for the timelike and the null vector, WEC yields: $T_{\mu\nu} t^\mu t^\nu < 0$ and is thus violated. On the other hand, the NEC evaluates to $T_{\mu\nu} n^\mu n^\nu = 0$.

In view of (7.48), one may explore similar questions for the conformal metric $\tilde{S}$. For the conformal OSM, in asymptotically AdS$_3$, one obtains:

$$\tilde{T}_{\mu\nu} t^\mu t^\nu < 0 \implies \text{WEC violated}, \quad (7.56)$$
$$\tilde{T}_{\mu\nu} n^\mu n^\nu > 0 \implies \text{NEC satisfied}, \quad (7.57)$$

For asymptotically AdS$_4$, the conformal factor is identity. We can also check that a conformal AdS$_5$-OSM violates WEC, while both NEC and SEC are satisfied. In brief, the the conformal OSM always violates the WEC. Therefore there cannot be any area-increasing theorem for such event horizons.

### 7.7 A Dynamical Example

In a special example, discussed in [34], a dynamical OSM geometry can also be constructed. Let us begin with the following background:

$$ds^2 = -u^2 f(u) dV^2 + 2dV du + u^2 dx_a^2, \quad (7.58)$$

where we have used Eddington-Finkelstein ingoing coordinate

$$dt = dV + h(u) du, \quad \text{with} \quad h(u) = -\frac{1}{u^2 f(u)}. \quad (7.59)$$

The metric takes the usual black hole metric form in the $\{t, u\}$-patch. The corresponding DBI action takes the following schematic form:

$$S_{\text{DBI}} = -\tau \int d^{d+2} \xi e^{-\phi} G_{xx}^{d/2} X, \quad X = \left[1 + G_{xx}^{-1} \left(2 f_{xx} f_{xV} - f_{xx}^2 G_{tt}\right)\right]^{1/2}, \quad (7.60)$$
where the U(1)-flux on the worldvolume is given by \( f = f_{xu}(u)dx \wedge du + f_{xV}(u)dx \wedge dV \).

A simple solution of the resulting equations of motion can be obtained for AdS_4[34], characterized by one undetermined function: \( f_{xV} = E(V) \). The corresponding OSM now takes the form:

\[
d s_{osm}^2 = \left( G_{tt} + \frac{E(V)^2}{G_{xx}} \right) dV^2 + 2dVdu + u^2dx_2^2 ,
\]

which has an AdS-Vaidya form, with a dynamically evolving apparent and event horizon. Choosing an appropriate function \( E(V) \), an event horizon formation on the brane can be easily described. In the dual gauge theory, one subsequently obtains a time-dependent current \( \langle j(t) \rangle \sim E(t) \).

8 Conclusions

In this review, we have discussed various examples in which the non-linear dynamics can give rise to an effective causal structure. When this causal structure is similar to that of a black hole, many similarities to classical as well as quantum properties of black holes become manifest. This bears substantial resemblance to other non-linear systems that describe gravity-like phenomena, known as Analogue Gravity, see e.g. [131] for a detailed review on this. For the cases considered here, this causal structure emerges from an open string equivalence principle and this is what forms the analogue to gravity.

However, our attempts have been to briefly review the essential ideas, some explicit and simple examples on which these ideas are rather manifest. We have certainly not made any attempt to review the vast literature on the physics of probes traveling through a thermal medium in a strongly coupled gauge theory. The basic ingredients used to study this are open strings in a supergravity background. In the probe limit, the corresponding string profile can develop a worldsheet event horizon, which plays a crucial role in determining energy loss, drag force, stochastic Brownian motion of the probe. For a more extensive review on these, we will refer the reader to [31]. Beyond the probe limit, the open string backreaction estimates e.g. also the radiation produced by the quark-like degree of freedom. See e.g. [132, 133] for some of the early studies including the string backreaction. In a similar time-dependent context, far less explicit examples are known with backreaction from D-branes, since, technically, this a much harder problem to tackle. See e.g. [134] for a perturbative analysis of the backreaction.

Staying in the probe limit, while there are similarities with a black hole, there are unsettled issues as well. One of the main issues is about the physical meaning of the area of the event horizon in all of the cases we have discussed above. For a black hole, this corresponds to the thermal entropy, moreover, one can prove area increasing theorems (with certain energy
conditions for the matter field) in coherence with the second law of thermodynamics. This, however, is in stark contrast with what we have reviewed here. First, we can identify the Euclidean path integral as the corresponding thermal free energy and, therefore, derive the thermal entropy from this free energy. It is rather easy to see that this does not equal the area of the event horizon on the string worldsheet, or of the open string metric geometry. Secondly, as we have explicitly discussed energy conditions for such cases, there is no area increase theorem for such horizons.

One intriguing proposal of [51] is to view this area as a measure of entanglement entropy, since, the open string event horizon is created due to a Schwinger pair creation on the D-brane and is therefore intimately related to entanglement. This is explicitly demonstrated by establishing that the Lorentzian section of the string worldsheet in [88] is the analytic continuation of worldsheet instantons that describe Schwinger pair production of fundamental degrees of freedom. A similar statement on D-branes is desirable, however, to the best of our knowledge no such explicit connection has been made yet.

Complexity is a well-defined notion in quantum systems, which measures the minimum number of unitary operations required to reach a certain state starting from a base-state. Based on the eternal black holes in AdS, recently is has been suggested in [135] that computational complexity in the dual CFT is measured, geometrically, by the Einstein-Rosen bridge in the eternal black hole spacetime. Since, at present, it remains unclear how to precisely define complexity in a QFT framework, we will not delve deeper into this issue. We will, however, simply note that from a geometric point of view, the string worldsheet or the D-brane open string metric that we have reviewed here, naturally allows us to define such a quantity. Indeed, in [98], it has already been explicitly discussed. It would be very interesting to explore this issue further, since the two-dimensional worldsheet allows for an excellent analytical control over such issues.

Finally, we end by briefly commenting on one of the most interesting questions in black hole physics: the information paradox. Since the causal structure in the probe sector is closely similar to the causal structure of a black hole, in the eternal patch (i.e. the thermofield double), one can address the nature of this paradox, following the proposal in [12]. In the standard thermofield double scenario, the mismatch between the gravity correlator and the unitary CFT correlation occurs at an order $e^{-c_1S}$, where $S$ is the entropy of the system and $c_1$ is an irrelevant constant. For a purely gravitational system, $S \sim 1/G_N$ and therefore the mismatch in correlators occurs at a non-perturbative order in $1/G_N$. This regime requires a highly interacting string theory, since $G_N \sim g_s^2$.

On a string worldsheet, a na"ive analysis following [12] would imply that the mismatch between the geometric correlator and the CFT correlator occurs at a non-perturbative order in $e^{-c_2S}$, where $c_2$ is, as before, an unimportant constant. In this case, $S \sim 1/\ell_s^2$, where $\ell_s$ is the string
length and it does not depend on the string coupling. The Nambu-Goto theory receives no correction in $\ell_s$ and therefore, it may be possible to make quantitative progress in estimating such non-perturbative effects.

Finally, we end this review with the mention of the Lieb-Robinson bound, which provides an emergent upper bound on how fast information can propagate in a generic non-relativistic quantum mechanical system, with local interactions. While this limiting velocity is system specific, it rather intriguingly suggests a *relativity-like* structure for quantum non-relativistic systems, at least in the kinematic sense. It will be interesting to understand the physics of this better and perhaps explore a possible connection to what we have discussed in this review.
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