Magnetotransport in La(Fe,Ru)AsO as a probe of band structure and mobility
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Abstract
In this work we investigate the Ru substituted LaFeAsO compound, by studying the magnetotransport behaviour and its relationship with the band structure, in different regimes of temperature, magnetic field and Ru content. In particular we analyse the magnetoresistance of LaFe$_{1-x}$Ru$_x$AsO ($0 \leq x \leq 0.6$) samples with the support of ab initio calculations and we find out that in the whole series: (i) the transport is dominated by electron bands only; (ii) the magnetoresistance exhibits distinctive features related to the presence of Dirac cones; indeed, ab initio calculations confirm the presence of anisotropic Dirac cones in the band structure; (iii) the low temperature mobility is exceptionally high and reaches 18.6 m$^2$/Vs in the Ru-free sample at $T=2$K, in the extreme limit of a single Landau level occupied in the Dirac cones; (iv) the mobility drops abruptly above 10K-15K; (v) the disorder has a very weak effect on the band mobilities and on the transport properties; (vi) there exists a correlation between the temperature ranges of Dirac cones and SDW carrier condensation. These findings evidence the outstanding transport properties of Dirac cones in Fe-based pnictides parent compounds.

1. Introduction
With the discovery of superconductivity in 2008 by Kamihara 1 in LaFeAs(O,F), the REFeAs(O,F) family (RE=rare earth), also called 1111 family, has been devoted particular attention, as it exhibits the highest critical temperature among iron-based superconductors, $T_c \approx 56$K for RE=Sm 2. The undoped parent compound is non superconducting and shows an antiferromagnetic/structural transition around 150K. Below this temperature, the ground state is a spin-density wave (SDW), arising from the nesting condition of different sheets of the Fermi surface. Doping destroys the SDW state and allows the superconducting state to arise. Since the earliest stages, it has been suggested that the nesting condition in the parent compound is a key element in triggering the superconducting pairing mechanism 3. Indeed, it is believed that superconductivity is mediated by the antiferromagnetic spin fluctuations that form when the SDW state is suppressed. Hence, a close inspection of the band structure in the parent compound appears to be crucial in gaining full understanding of unconventional superconductivity in iron-based compounds. This task must be tackled from the theoretical point of view by ab initio and modelling approaches. In parallel, the expectations must be compared with experimental results. Beside spectroscopic measurements such as angle-resolved photoelectron spectroscopy (ARPES) 4, scanning tunnelling spectroscopy (STS) 5 and Shubnikov de Haas oscillations 6, the much simpler transport measurements may as well reveal the significant features of the band structure.
In order to better understand the interrelationship between magnetism, superconductivity and structural disorder in these compounds, we focus on the effect of Ru substitution in the parent compound LaFeAsO. It has been predicted that the isoelectronic Ru substitution at the Fe site in REFeAsO (RE=La and Sm) does not dope the system and the electronic structure is not
significantly modified; in addition magnetic moment at the transition metal site is frustrated by the presence of the non magnetic substitution. The suppression of the SDW by Ru has been indeed observed in PrFe$_{1-x}$Ru$_x$AsO compounds. Moreover the investigation of the superconducting properties in SmFe$_{1-x}$Ru$_x$AsO$_{0.85}$F$_{0.15}$ has shown that for low level of substitution (0<x<0.5) the effect of disorder induced by Ru dominates, while for large level of substitution (0.5≤x≤1) the changes in the band structure and the frustrated magnetism become significant.

Thus we want to tune the SDW transition temperature and the amount of disorder in La(FeRu)AsO compounds and use transport properties as a sensitive probe of the band structure. Indeed, some recent works have shown that in the Ba(FeAs)$_2$ and PrFeAsO iron-based parent compound, two well discernible contributions to the magnetoresistance exist, namely a classic cyclotron one that allows to gain information on carrier density and mobility plus a positive linear contribution. The latter has been explained in terms of Dirac cones in the Fermi surface, following the model of quantum magnetoresistance developed by Abrikosov. Dirac states are portions of the Fermi surface where the energy spectrum is linear in momentum. They are known to exist in the bulk and surface of topological insulators, in graphene, bismuth and cuprate superconductors and they are subject of intensive studies for their unique technological implications. Indeed, the effective mass associated to Dirac cone carriers is virtually zero, allowing high mobility transport and little effect of impurities.

In this work, we carry out measurements of resistivity, magnetoresistance and Hall effect on La(Fe,Ru)AsO samples and we analyze quantitatively our results with the support of ab initio calculations of the band structure. We evidence the presence of Dirac cones in the calculated band structure as well as in magnetotransport data and we explore their evolution by tuning the band structure, the SDW transition and the amount of disorder via Ru substitution.

2. Experimental
Polycrystalline LaFe$_{1-x}$Ru$_x$AsO (x=0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6) samples are prepared as described in ref. Structural characterization is performed by X-ray powder diffraction at room temperature and Rietveld refinement is carried out on selected diffraction patterns. Microstructure is observed by a polarized light microscopy (OM; Reichert-Jung, MeF3). For this aim, samples are embedded in cold-setting epoxy resin, cut and polished using up to 1 μm diamond paste. A final polishing stage is performed with an aqueous silica colloidal suspension. Transport properties measurements are carried out in a Physical Properties Measurement System (PPMS, Quantum Design) in the temperature range 2K-300K and in magnetic field up to 9T. Hall coefficients (R$_H$) are determined measuring the transverse resistivity at selected temperatures sweeping the field from -9T to 9T.

3. Results
Rietveld refinements of X-rays data reveal that all the samples crystallize in the tetragonal $P4/nmm$ space group at room temperature; small amounts of La(OH)$_3$ (~7 vol%) can be detected. The refinement of the occupancies at the transition metal site reveals that the effective [Ru]/[Fe] ratio is in good agreement with the nominal one. Figure 1 shows the Rietveld refinement plot of the x=0.3 sample, selected as representative. As shown in the inset of figure 1, the cell edges exhibit a monotonic dependence on substitution and, similarly to what observed in the Sm(Fe$_{1-x}$Ru$_x$)As(O$_{0.85}$F$_{0.15}$) system, the a axis increases with Ru content whereas the c axis decreases. Figure 2 shows a polarized OM image collected on the same x=0.3 sample. Different colour tones indicate different crystalline domains. Because of the high optical anisotropy characterizing these samples, the average domain size can be easily estimated, resulting on average 0.1-0.2 μm. The same average size is observed also in the other samples.
Figure 1: (Colour online) Rietveld refinement plot of La(Fe$_{0.7}$Ru$_{0.3}$)AsO; the inset shows the evolution of the unit cell parameters as a function of the Ru content.

Figure 2: (Colour online) Microstructure (OM, polarized light) of La(Fe$_{0.7}$Ru$_{0.3}$)AsO, showing an average domain size in around 0.1-0.2 μm.
In the upper panel of Figure 3, we present resistivity versus temperature curves of the whole series of LaFe\(_{1-x}\)Ru\(_x\)AsO samples. The x=0 sample exhibits a weak temperature dependence between 150K and room temperature, with \(\rho(300K)\approx10\ \text{m\Omega cm}\). At 150K, where the magnetic transition occurs, the resistivity drops abruptly and below 25K a resistivity upturn suggests carrier localization. With increasing Ru substitution, the room temperature resistivity decreases steadily down to a value \(\rho(300K)\approx2.6\ \text{m\Omega cm}\) for the x=0.6 sample and consistently the high temperature metallic character is more evident with increasing x. These observations are in agreement with the phenomenology observed in Sm(Fe,Ru)As(O,F) samples \(^7\), which has been explained in terms of \(d\) band broadening by Ru substitution. At the same time, the low temperature upturn becomes more evident with increasing Ru content for x from 0 to 0.3, while this localization effect decreases and almost disappears at higher substitution values. The magnetic transition is shifted to lower temperature by Ru substitution and disappears from the resistivity curves for x \(\geq 0.3\).

In the lower panel of Figure 3, the Hall resistance curves are plotted as a function of temperature for the whole series of samples. It can be seen that for all the samples the high temperature (T>200K) \(R_H\) is very small and weakly temperature dependent, as expected for multiband almost compensated metals. With decreasing temperature, \(R_H\) increases in magnitude and becomes more and more negative, indicating a predominance of electron-type carriers. The onset temperature for this departure coincides with the magnetic transition temperature in resistivity curves for the low x samples and decreases monotonically with increasing x up to x=0.6, where it is still well visible. This suggests that for x \(\geq 0.3\) the magnetic transition is still present, even if resistivity curves are featureless. In the inset, the SDW transition temperature \(T_{SDW}\), defined at the maximum of the resistivity derivative \(d\rho/dT\), is plotted as a function of the Ru content. Even if we have data points only up to x=0.3, the ever present onset in Hall resistance curves justifies a linear extrapolation of \(T_{SDW}\) up to x=0.6. Furthermore, \(\mu\)SR measurements carried out on the same series of samples to probe the local magnetic ordering in the bulk confirm the linear trend of the SDW transition temperature as a function of x, with a still non vanishing temperature for x=0.5 \(^{18}\).

In Figure 4 we present magnetoresistance curves measured at different temperatures. For simplicity, we show only three samples, namely x=0 in the upper panel, x=0.2 in the second panel and x=0.5 in the third panel. In the respective insets more curves measured at the lowest temperatures (T=2, 3, 4, ...,10K) and lowest field (-1T<\(\mu_0H<1\)T) are shown. It can be seen that at low temperature (T\(\leq 10\)K) the x=0 sample presents a sharp dip at low field and a linear behaviour at higher field (\(\mu_0H>2-3\)T). At higher temperature (T\(\geq 15\)K) the dip disappears and the magnetoresistance assumes the typical \(H^2\) dependence; at the same time, the linear behaviour shift to higher fields and is not seen anymore in our experimental magnetic field window [-9T,+9T]. The x=0.5 sample in the second panel shows a similar behaviour, but the dip at low temperature and low field becomes weaker and the magnetoresistance is reduced. The x=0.2 sample in the second panel is midway in terms of magnetoresistance values, but it differs from the x=0 and x=0.5 samples in that it presents no sharp dip at low temperature and low field. However, the high field linear behaviour is similar in all the samples. In the bottom panel of Figure 4, the magnetoresistances of all samples measured at the lowest temperature T=2K are shown in logarithmic scale. It can be seen that with increasing x the magnitude of magnetoresistance decreases and the crossover between the different H regimes shifts to slightly higher fields.
4. Model

In a compensated metallic system with two bands, the cyclotron theory predicts that the magnetoresistance is given by the following expression:

$$\frac{\rho(H) - \rho(0)}{\rho(0)} = \frac{\sigma_1 (\mu_1 - \mu_2) (\mu_1 H)^2}{\sigma_1 (1 + \mu_2^2 (\mu_1 H)^2) + \sigma_2 (1 + \mu_1^2 (\mu_2 H)^2) + 2\sigma_1 \sigma_2 (1 + \mu_2 \mu_1 (\mu_0 H)^2)}$$  \hspace{1cm} (1)

where $\sigma_i$ is the conductivity of the i-th band ($i=1,2$), while $\mu_i$ is its mobility, which in the above formula must be taken with the sign of the charge carriers ($\mu_i > 0$ for a hole band and $\mu_i < 0$ for an electron band).
electron band). \( \mu_0 \) is the vacuum magnetic permeability. In the Drude approximation, the conductivity of each band is related to the concentration of carriers in the same band \( n_i \) by

\[
\sigma_i = q_i n_i \mu_i,
\]

where \( q_i \) are the charges of the carriers.

In turns, the Hall resistance in the same two band picture is described by:

\[
R_H = \frac{1}{e} \left( \frac{\mu_1 \sigma_1 + \mu_2 \sigma_2}{(\sigma_1 + \sigma_2)^2} + \left( \frac{\mu_1 \sigma_1 + \mu_2 \sigma_2}{(\sigma_1 + \sigma_2)^2} \right) \left( \mu_0 H \right)^2 \right)
\]

where \( e \) is the absolute value of the electronic charge. Clearly, eq. (1) results in a positive magnetoresistance with quadratic \( \propto H^2 \) dependence at low fields, and a saturation to a constant value at high fields. The crossover field between these two regimes depends on the mobility values. On the other hand, in different situations a positive magnetoresistance with linear \( \propto H \) dependence is expected. Among the several possible mechanisms yielding such behaviour \cite{20, 21, 22, 23, 24}, the relevant one for our case seems to be the presence of Dirac cones in the Fermi surface. Abrikosov \cite{12, 25} has predicted this linear positive contribution to magnetoresistance to appear in gapless semiconductors with linear dispersion relationship \( E(k) \), i.e. materials with Dirac cones in their Fermi surface, under the condition that only one Landau level (LL) participates in the transport. This condition sets a lower limit to the magnetic field to be applied for this linear magnetoresistance contribution to be observed:

\[
\mu_0 H > \frac{n^{2/3} \hbar}{e}
\]

where \( n \) must be intended as the net charge carrier concentration calculated only on the portions of Fermi surface forming the Dirac cones. Additionally, the LL spacing must be larger than the thermal energy \( k_B T \), which sets an upper limit to the temperature:

\[
T < \frac{v_F \sqrt{2\hbar e \mu_0 H}}{k_B}
\]

The magnetoresistance contribution is then expressed by:

\[
\rho = \frac{1}{2\pi \left( \frac{\varepsilon_\infty}{\varepsilon_{\infty}} \right)^2} \frac{N_i}{en^2} \mu_0 H \ln(e_\infty)
\]

where \( v_F \) is the Fermi velocity at the Dirac cones, \( \varepsilon_\infty \) is the high frequency dielectric constant and \( N_i \) is the impurity concentration. The situation of a Dirac cone Fermi surface is typical of graphene (where positive linear magnetoresistance is indeed observed \cite{26}) and of other layered metals, but it has been applied also to the description of non-stoichiometric silver chalcogenides \( \text{Ag}_{2+d}\text{Se} \) and \( \text{Ag}_{2+d}\text{Te} \), which are systems characterized by almost compensated bands as well as by disorder. Very recently, Dirac cone states have been theoretically predicted \cite{28, 29, 30, 31, 32} in iron-based superconductors and experimentally confirmed in \( \text{Ba(FeAs)}_2 \) by ARPES \cite{33, 34} and transport \cite{9, 11} measurements. Before carrying out quantitative analysis of our magnetotransport data, we present some results on \textit{ab initio} calculation on the \( \text{LaFe}_{1-x}\text{Ru}_x\text{AsO} \) system, which will be used to evaluate some parameters of the system and identify possible Dirac cone features in the band structure.

5. \textit{Ab initio} calculations

Band structure calculations are performed within the Density Functional Theory local spin density approximation (LSDA-DFT) in the parametrization of Perdew and Wang \cite{35} as implemented in the all-electron LAPW code Wien2k \cite{36}. The muffin-tin radii for La, Fe, As, and O are chosen as 2.3, 2.2, 2.0, and 1.9 Bohr radii, respectively. \( R_{MT} = 7 \) is used as the plane-wave cutoff. We use experimental lattice parameters and internal positions shown in the inset of figure 1. The Ru-Fe pattern is simulated by an ordered structure using the \( \text{LaFeAsO}_4 \) four formula unit cell (i.e. \( a=b=5.7035\text{Å}, c=8.755 \text{Å} \) for \( x=0 \)). We assume a antiferromagnetic stripe order as the ground state. As for the Ru doped ordered structure Ru atoms are placed along the diagonal of the 4 Fe square cell to preserve the antiferromagnetic ordering within the stripe structure. Figure 5 shows the band
structure dispersion for $x=0.00, 0.25, 0.50$. Two bands (dashed and solid lines) cross the Fermi energy ($E_F$) with a third (dotted line) approaching $E_F$ at higher concentrations. The system is a compensated semimetal with equal hole and electron carrier concentrations. Holes belong to the dashed line band and electrons to the solid line one. The hole and electron bands touch, giving rise to Dirac cones that are clearly visible along the $\Gamma-Y$ and $\Gamma-X$ directions about 80meV below $E_F$. In figure 6 we show the Fermi surfaces (FS). Outer FS sheets are electrons and inner ones are holes. Apart from a small warping the electronic structure in these systems is nearly two-dimensional. We see that a c-axis oriented hole cylinder is present in all of the band structures at $\Gamma$. Electron FS’s differ among the compositions. Two electron cylinders are present in the undoped system and four in the others. This is originated, in our ordered system, by the lowering of the system symmetry due to the substitution of Ru at Fe sites in the doped cases. This behaviour will be reflected in the actual sample by the frustration of the stripe order leading to less anisotropic band structure. Indeed, in agreement with ref. 7, we find that Ru does not own a magnetic moment in these systems. Band structures have a clear resemblance with those depicted in ref. 29.

Figure 7(a) represents the electron and hole band (solid line in figure 5) dispersion along the $k_z=0$ plane in the undoped compound. Two cone shaped structures are clearly visible. Contours lines show the crossing of the bands with $E_F$. Calculations support experimental evidence trends especially regarding the dependence of the resistivity upon doping. In figure 8 we report the density of states (DOS) for the upper valence band drawn in figure 5. We see that the DOS increases upon Ru doping. This is due to a flattening of the band structure above the Dirac points in the doped system. An evidence of this behaviour is found in the more pronounced warping of the FS in figure 6 as $x$ increases. As a consequence also carrier density increases in a non monotonic way, suggesting that Ru enhances the conduction by the increase of the DOS at $E_F$. As for the linear magnetoresistance, eq. (5) needs carriers concentration and Fermi velocity. Regarding the former, it must be pointed out that LSDA-DFT calculations notably overestimate the magnetic moment, thereby the relative positions of the bands crossing $E_F$ may not be accurate. On the other end, the value of $v_F$, that we compute directly from the expectation value of the momentum operator $\langle -i\hbar \nabla \rangle$ about the cone vertices is more robust and, moreover, our experiments do not provide an alternative and accurate way to estimate it. We therefore use our theoretical value of $v_F$. We should be conscious, however, that DFT based calculations actually overestimate the Fermi velocities. An estimate for their accuracy can be found in ref. 34, where ARPES measurements suggest a renormalization factor about 2 relative to non-magnetic standard LDA calculations. A peculiar feature of our system not present in graphene is a marked anisotropy of the in-plane component ($a$-$b$ axis) of $v_F$ depending on the crystal momentum direction. Figure 7(c) shows the case of pure LaFeAsO. The velocity has its minimum value away from the Dirac point in the direction of the Brillouin zone center $\Gamma$ and its maximum in the opposite direction. The ratio between maximum and minimum $v_F$ is about four. This can have effects that are not considered in Abrikosov treatment of the linear magnetoresistance. In table I we summarize some output parameters of the ab initio calculations.

| $x$  | $v_F$ (Km/s) | $n_e, n_h$ (e/cell) |
|------|-------------|---------------------|
| 0.0  | 400-100     | 0.044               |
| 0.25 | 250-60      | 0.131               |
| 0.50 | 200-40      | 0.125               |

Table I: Output parameters of the ab initio calculations, namely anisotropic Fermi velocities with their range of variability along the different directions and carrier densities ($n_e=n_h$).
Figure 5: (Colour online) Band structure dispersion along the high symmetry directions of the Brillouin zone (see inset) for the tetragonal four formula unit cell of LaRu$_x$Fe$_{1-x}$AsO for $x=0$ (left), 0.25 (middle), 0.5 (right). Cones are marked by circles. We show only selected bands crossing the Fermi energy.

Figure 6: (Colour online) Fermi surfaces of LaRu$_x$Fe$_{1-x}$AsO for $x=0$ (left), 0.25 (middle), 0.5 (right).

Figure 7: (Colour online) Band dispersion and group velocity in LaFeAsO. Panel (a) shows the band energy along the $k_z=0$ plane. Contours highlight the Fermi level crossing. Panel (b) electron band, contours evidence the anisotropy of the cone shape. Panel (c) electrons group velocity.
6. Data analysis

Cyclotron magnetoresistance

We try to fit quantitatively our magnetoresistance data, as a sum of two terms of the type of eq. (1) and (5), namely:

$$\frac{\rho(B) - \rho(0)}{\rho(0)} = \frac{\alpha (\mu_0 H)^2}{\beta + (\mu_0 H)^2} + \gamma |\mu_0 H|$$

(6)

with $\alpha$, $\beta$, and $\gamma$ as fitting parameters. In figure 9, two examples of fit are displayed, for the $x=0$ sample at temperatures 2K and 50K. In the insets, the linear and cyclotron contributions are shown separately. In order to get the carrier concentrations and mobilities from $\alpha$ and $\beta$, we need some further constraints and considerations. Two constraints could be the experimental values of Hall resistance and resistivity. Moreover, we observe that by varying the carrier concentrations throughout a very wide range of realistic values, the mobilities turn out to be of the same sign for most of temperatures and Ru concentrations (except for $x=0.3$ and $x=0.5$ at $T \geq 75$K, and also $x=0.6$ at all temperature, where also fits with mobilities of opposite sign are possible), which means that two bands of the same type of carriers dominate the transport. This is particularly evident at low temperature, where the cyclotron magnetoresistance term has a very low saturation value $\rho(B) - \rho(0) \approx 0.02$, but at the same time it saturates already at magnetic fields as low as 0.5T, causing the characteristic sharp dip to appear in the experimental curves. This behaviour is possible only by assuming two very large mobilities of the same sign, which almost cancel out in eq (1).

From the negative values of Hall resistance data in figure 3 we then assume that the two bands are electron type. Recently a large difference between the scattering rates of holes and electrons for scattering by spin and charge fluctuations has been predicted in the parent compounds of Fe-based pnictides. As a consequence of this difference, the transport properties should be dominated by small parts of the electron pockets where the lifetimes are long and the Fermi velocities are high. Indeed, by comparison with the theoretical band structure of figure 5 and consistently with this theoretical prediction, we identify these two electron channels with two directions of the anisotropic electron Dirac cone centred along the $\Gamma-Y$ and $\Gamma-X$ directions, which behave as two channels in parallel in polycrystalline samples. As for the carrier concentration of this electron band, our ab initio calculations predict values equal to 0.044, 0.131 and 0.125 per unit cell for $x=0$, 0.25 and 0.5, respectively, as reported in table I. By fixing these parameters, the $R_H$ values turn out to be smaller than the experimental ones by one order of magnitude and the resistivities smaller than the experimental ones by two-three orders of magnitude. This indicates that most of the carriers are condensed in the SDW state and only a small fraction takes part in the transport. We therefore assume as free parameter the carrier concentration ($n_1=n_2$, as it is the same anisotropic band), together with the mobilities $\mu_1$ and $\mu_2$, forcing the fit to reproduce exactly the experimental magnetoresistance curves and the $R_H$ values, while the experimental resistivity value is not used as a constraint. In figure 10 the two band mobilities (left-hand axes) and carrier concentrations (right-hand axes) resulting from the fitting of all samples at different temperatures are shown. The carrier densities clearly show the typical condensation behaviour below the $T_{SDW}$ temperatures reported in figure 3, marked by vertical lines. Postponing the discussion on the low temperature data ($T<15$K), for which we will see that the consistency between the in-field transport parameters (fitting values of mobility) and the zero field ones (resistivity) is not necessarily required, the experimental resistivities are also reproduced within the same order of magnitude as long as the carrier densities are much smaller than the theoretical values, obtained by linear interpolation of the values in table I and indicated as
horizontal dashed lines (more specifically, the experimental resistivities are reproduced when approximately $n_1=n_2<0.1$ electrons per unit cell). In this regime the mobilities are plotted as filled symbols in figure 10. For large $x$ and for temperatures approaching $T_{SDW}$ values, the fitting carrier concentrations approach the theoretical values. In this regime, it is likely that also a significant portion of holes contribute to transport, so that a fit with hole and electron bands is necessary to account for the experimental resistivity values. In this case, the fit parameters are not anymore determined univocally, but the qualitative trend of mobilities is the same as that resulting from the fits with two electron bands. Hence, in figure 10, the results of fits with two electron bands are displayed also in this regime, but as open symbols, as a reminder for the reader to take the quantitative values with caution.

In the bottom right-hand panel of figure 10, we plot the highest values of mobility at 5K and the lower values at 50K versus the Ru content. For comparison, we also plot the Hall mobilities $\mu_H$ at the same temperatures, extracted as the ratio of experimental Hall resistance to resistivity $R_H/\rho$, in a single band approximation. It can be seen that the $\mu_H$ values are more than three orders of magnitude smaller than the mobility values extracted by fitting the magnetoresistance curves. This discrepancy is due in part to the inadequacy of the single band description, but the main reason is that the in-field and zero-field transport mechanisms are intrinsically different in these systems, as it will be explained in the following.

![Figure 9](image_url) (Colour online) Experimental magnetoresistance $(\rho(H)-\rho(H=0))/\rho(H=0)$ curves of the LaFeAsO sample measured at 2K and 50K (open symbols) and corresponding fitting curves by eq. (6). In the insets, the linear and cyclotronic contributions are shown separately.
Figure 10: (Colour online) Mobilities of the electron bands as a function of temperature, extracted by fitting magnetoresistance curves of the LaFe$_{1-x}$Ru$_x$AsO samples with a two-band model (filled squares and triangles, left-hand axes); the open symbols indicate the mobilities extracted in a regime where also holes take part in the transport, and therefore the fit are less reliable (open squares and triangles, left-hand axes). Also plotted are the carrier concentrations of the electron bands as a function of temperature, extracted from the same fits (filled circles, right-hand axes). The theoretical values of carrier concentrations are indicated as horizontal dashed lines (right-hand axes). The measured T$_{\text{SDW}}$ temperatures are indicated as vertical continuous lines, while the extrapolated T$_{\text{SDW}}$ values are indicated as vertical dotted lines. The same vertical scales are maintained in all the 7 panels, for better comparison. In the x=0.6 panel, the carrier concentrations are slightly above of the displayed scale. In the bottom left panel, the high mobilities at T=5K and those at 50K are plotted as a function of the Ru content x. For comparison, in the same panel also the experimental values of the Hall mobilities are plotted.

In the other seven panels of figure 10, it can be seen that the behaviour of mobility curves is qualitatively similar for the whole series of samples. The most striking feature which emerges from the temperature dependencies is the abrupt rise in mobility that occurs below 10K-15K. For example, in the x=0 sample the mobility increases by a factor 200 within a few K. Moreover, the low temperature mobility values are strikingly large, namely for the x=0 sample we extract a value
of 18.6 m²/(Vs), which is in the typical range of high mobility semiconductors. The low temperature mobility and the related drop above 10-15K seems to be pretty sensitive to the Ru content and non monotonic as a function of x. Indeed, it is observed in the x=0 and 0.3≤x≤0.6 samples, but not in the x=0.1 and x=0.2 ones. In particular, the magnetoresistance dip at low fields is the signature of the huge mobility values below 15K, as the dip comes out just from the cyclotron magnetoresistance term, which is quickly saturating as a consequence of the huge mobility (see upper panel of figure 9). On the contrary, the values of mobility above 15K decrease weakly and monotonically as a function of x. This is visible in the lower right-hand panel of figure 10, where the mobilities are plotted versus the Ru content x, at two different temperatures T=5K and T=50K. The drop of mobility at 10-15K is not correlated to the SDW, as the SDW temperature is much larger and it is significantly suppressed by Ru substitution, while the temperature of the mobility rise remains rather unaffected. It is not related to the disappearance of the Dirac cones either, indeed the linear magnetoresistance term, signature of Dirac cones, persists up to much larger temperatures (see figure 11 and following description). We attribute these exceptionally high values of the low temperature mobilities to the first LL in the Dirac cones, whose dispersion relationship is associated to a vanishingly small effective mass and hence a huge mobility, despite the presence of disorder and localization. However, when the temperature rises above 15K, corresponding to 1.3meV, which is the energy scale of the LL spacing \( \Delta = v_F \sqrt{2\hbar e\mu_n H} \), the second LL with related inter-LL scattering and with its larger effective mass become involved in the transport. Hence the abrupt change in mobility at 15K is mainly due to the fact that when the first LL is fully occupied and the second one is empty, if the LL spacing is smaller than the thermal energy there are no available empty final states for the scattered carriers and scattering is effectively inhibited. The x=0.1 and x=0.2 samples do not exhibit the huge mobility values related to the first LL in the Dirac cones. One possibility is that these samples are affected by a high level of crystallographic disorder which broadens the quantum levels. It has been indeed observed that the mobility of SmFe_1-xRu_xAsO_{0.85}F_{0.15} compounds does not decrease monotonically with x, but decreases down to x=0.25 and then increases again, suggesting that a local order is re-established around x=0.5. However, looking at the resistivity data in figure 3 as well as at the mobility data at 50 K in figure 10, the x=0.1 and x=0.2 samples are in trend with the others and do not suggest that these samples suffer a larger level of disorder. Another possible explanation is that the Fermi level does not shift monotonically with increasing Ru. It can be assumed that the Fermi level initially increases with x, so that for x=0-0.2 the second LL is filled, while for further increase in x the Fermi level decreases again, leaving again a single LL occupied. This interpretation is qualitatively supported by \textit{ab initio} calculations that predict such non monotonic behaviour of the electron and hole carrier density with increasing Ru content, as reported in table I, namely it increases from x=0 to x=0.25 and decreases from x=0.25 to x=0.5.

It is clearly seen that this abrupt rise of mobility has no counterpart in other transport data, namely resistivity and R_H, which behave smoothly in this temperature range (see figure 3). Indeed, in this high mobility regime (T<15K) the resistivities calculated from the fitting parameters as \( \rho = \left( \sum_i q_i \mu_i n_i \right)^{-1} \) are almost two orders of magnitude smaller than the experimental values. This discrepancy is reconciled by considering that magnetoresistance probes a different mean free path from that probed by resistivity, or, in other words, that the in-field transport is intrinsically different from the zero field transport. Namely, this occurs because of two reasons, namely that in a magnetic field (i) LLs form in the density of states and (ii) charge carriers follow cyclotron orbits. Indeed, in a large enough magnetic field, the formation of LLs marks the onset of a substantially different transport regime, with enhanced mobility and mean free path. The zero field mean free path \( \lambda \) could be in principle calculated as \( \lambda = \frac{\mu_{\text{v_F}} m_{\text{eff}}}{e} \), using for \( m_{\text{eff}} \) the expression for the effective mass of Dirac electrons in zero field (see appendix):
\[ m_{\text{eff}} = \sqrt{\frac{\pi \hbar^2 n_{2D}}{v_F^2}} \]  

(7)

where \( n_{2D} \) is the sheet carrier density. Unfortunately, the zero field mobility cannot be extracted from our experimental data and the Hall mobility extracted in a single band approximation is unreliable. If we used for \( \mu \) and \( n_{2D} \) the parameters extracted from the magnetoresistance fits, which are valid only in a finite magnetic field, we would get only an upper limit for the zero field mean free path, as the actual zero field mobility is certainly much lower that the in-field one and moreover, it may be limited by domain boundaries in our samples. Indeed, the average domain size measured by polarized optical microscopy is in the 0.1-0.2 \( \mu \text{m} \) range (see figure 2). On the contrary, in a finite magnetic field, the mean free path \( \lambda \) can be estimated from our transport data in two ways. (i) For the \( x=0 \) sample at 2K, we observe a saturation of magnetoresistance at \( \mu_0 H=0.5 \text{T} \) (see inset in the upper panel of figure 9); assuming that saturation occurs when the mean free path is equal to a cyclotron circumference, we get a \( \lambda \approx 0.5 \mu\text{m} \). (ii) \( \lambda \) can be also evaluated using the expression of the effective mass in Dirac cone electrons in the \( v \)-th LL (see appendix):

\[ m_{\text{eff}(v)} = \sqrt{\frac{2e\mu_\nu H \nu}{v_F^2}} \]  

(8)

and then the expression \( \lambda = \frac{\mu v_F m_{\text{eff}(v)}}{e} \). For the \( x=0 \) sample, below 15K, with only the lowest LL occupied (\( v=1 \)), we get \( \lambda \approx 0.3 \mu\text{m} \). The similarity of these two independent evaluations confirms the consistency of our analysis. We also point out that, at the lowest temperatures, the in-field \( \lambda \) value is in the sub-micron range, which is comparable with the domain size, but it is not limited by domain boundaries as long as electrons are deflected into cyclotron orbits. Indeed, in a semiclassical description, Dirac electrons of the lowest LL are confined to move along cyclotron orbits whose radius is given by (see appendix):

\[ R_{\text{cycl}} = \frac{v_F}{\omega_c} = \sqrt{\frac{2\hbar}{e\mu_0 H}} \]  

(9)

where \( \omega_c \) is the cyclotron frequency. For example, already at fields as low as \( \mu_0 H=0.5 \text{T} \), we get a \( R_{\text{cycl}} \) value as low as 0.05\( \mu\text{m} \), which is smaller than the average domain size in the 0.1-0.2 \( \mu\text{m} \) range.

**Linear magnetoresistance**

From the magnetoresistance fit, we also extract the behaviour of the linear magnetoresistance term described by eq. (5). In figure 11 we plot the best fit values of the linear magnetoresistance coefficient \( \gamma \) as a function of temperature at different Ru contents. As expected, \( \gamma \) decreases with increasing temperature, but it is still non vanishing at temperatures as high as 100K for the \( x=0 \) sample. Indeed, from eq. (4), assuming the average calculated Fermi velocity \( v_F \approx 100 \text{ Km/s} \), we get a maximum temperature for the observation of this effect around 125 K. As for the magnetic field limit, eq. (3) overestimates the minimum necessary field, which turns out to be 20T, while in our experiment a few Tesla are already enough. From the inset of figure 11 it is seen that the coefficient \( \gamma \) decreases with increasing Ru content. We can compare these data with eq. (5). From ab initio calculation we assume that the Fermi velocity does not vary appreciably with the Ru content (see table I). We estimate \( N_i \) from the \( \lambda \) as \( N_i \approx \left( \frac{4}{3} \pi \left( \frac{\lambda}{2} \right)^3 \right)^{-1} \), which turn out to be much lower than the Ru concentration and thus not directly related to it. Finally, we take carrier concentration values
from the fits. The expected values of $\gamma \propto \frac{N_i}{v_F^2 n^2}$ from eq. (5) reproduce qualitatively the behaviour with temperature and Ru content, given the dependence of $n$ on temperature and Ru reported in figure 10. Moreover, eq. (5) gives the correct order of magnitude for $\gamma$ for $x \leq 0.2$ above 20K, which is quite satisfying given the uncertainty on the carrier and impurity concentrations.

**Figure 11:** (Colour online) Coefficient of the linear term of magnetoresistance extracted by fitting the experimental data of LaFe$_{1-x}$Ru$_x$AsO samples, plotted as a function of temperature. In the inset, the data at $T=2$K are plotted as a function of the Ru content $x$.

### 7. Discussion

**Relationship between Dirac cones and SDW ordering**

*Ab initio* calculations suggest that features related to Dirac cones can be observed only below $T_{SDW}$, as the antiferromagnetic ordering induces a modulation which doubles the cell periodicity and gives actual physical significance to Dirac cones. On the other hand, the gap associated to the SDW ordering itself may open at the Dirac cone vertices, thus destroying Dirac cones. Our series of samples are suitable for the exploration of this relationship between Dirac cones and SDW ordering, in that $T_{SDW}$ is gradually suppressed by Ru substitution and the corresponding trend of Dirac cones related features, such as the linear magnetoresistance, can be inspected. We can compare $T_{SDW}$ values defined by the $d\rho/dT$ maximum - or alternatively $T_{\ast SDW}$ values defined as the temperatures at which the carrier concentrations extracted from the fits are reduced to 50% of the theoretical values - with the maximum temperature at which the linear magnetoresistance is visible $T_\gamma$, taken from the plots of figure 11. The results are plotted in figure 12 as a function of the Ru content. Clearly there is a correlation between these temperatures, indicating that the SDW order is not detrimental to Dirac cones, as the SDW gap does not open at the Dirac cones. Moreover, the correlation between $T_{SDW}$ and $T_\gamma$ may be also due to the fact that as the carriers condense, the quantum limit is approached and linear magnetoresistance related to Dirac cones appears. This also explains why Dirac cones are observed up to larger $T_\gamma$ temperatures with decreasing $x$, despite the condition of eq. (4) is almost the same for all $x$ values.
**Figure 12:** (Colour online) $T_{\text{SDW}}$, defined from SDW feature in the resistivity curves, $T^{*}_{\text{SDW}}$, defined as the temperatures at which the carrier concentrations extracted from the fits are reduced to 50% of the theoretical values and $T_{\gamma}$, defined as the maximum temperatures at which the linear magnetoresistance is visible, as a function of Ru content. Open symbols indicate extrapolated values. In the inset $T_{\text{SDW}}$ and $T^{*}_{\text{SDW}}$ are plotted versus $T_{\gamma}$, in order to emphasize the correlation.

**Relationship between Dirac cones and superconductivity**

One further remark must be made about the relationship between Dirac cones and superconductivity. A crucial issue is to understand whether there exists a direct relationship between Dirac cones and superconductivity or else an indirect one, via their respective relationship with the SDW ordering. Tanabe et al. 11 has found that Dirac cones, present in the 122 parent compound, survive also in doped compounds, where they coexist with superconductivity. An opposite result has been found in Eu(Fe$_{1-x}$Co$_x$)$_2$As$_2$ by Matusiak et al. 38, where Co doping yields suppression of SDW, appearance of superconductivity and vanishing Dirac cone behaviour at the same time.

In the 1111 family, the linear magnetoresistance term, well visible in the parent compounds, disappears in the superconducting compounds. For example, the linear magnetoresistance in SmFeAsO (see figure 2 in ref. 39) is not seen anymore in the SmFe$_{1-x}$Ru$_x$AsO$_{0.85}$F$_{0.15}$ series (see figure 11 in ref. 7). The lack of Dirac cone signature in the above 1111 superconducting compounds may have a twofold explanation: (i) the absence of SDW carrier condensation places the Fermi level well above the Dirac cone vertex and the quantum limit of one LL occupied is not anymore approached in superconducting sample; (ii) the absence of SDW antiferromagnetic modulation reduces the lattice periodicity, making Dirac cones artifact features of band folding, with no counterpart in experimental phenomenology. The experimental data cannot sort out this puzzle.

**Relationship between Dirac cones and disorder**

In our LaFe$_{1-x}$Ru$_x$AsO samples, the isoelectronic Ru substitution, especially at low Ru contents $x \leq 0.5$ 7, allows us to explore the robustness of the Dirac cones against disorder. The Dirac cone states in Fe-based superconductors are bulky features induced by a three-dimensional zone folding of bands related to nodes which survive the gap opening in the SDW state. Thus, they are different from the Dirac cones of other systems such as the two-dimensional graphene and the space-inversion symmetry broken surface of topological insulators, while they are rather more akin to the Dirac cones of bismuth. Dirac states enjoy different degrees of protection against disorder and interactions in different systems. For example, in silver chalcogenides such as Ag$_{2+d}$Se and Ag$_{2+d}$Te 27 it has been found that the presence of disorder is crucial for the appearance of the linear magnetoresistance term. Indeed, these systems are narrow bandgap semiconductors which are turned into gapless semiconductors by the band edge tailing related to disorder, where Dirac cones
appears at the points of the reciprocal space where conduction band and valence band touch. In other Dirac cone systems such as graphene, disorder has been predicted to broaden the quantum levels close to the Dirac point, yielding strong modifications in the physical properties. On the other hand, some experimental data indicate that the mobility is almost unchanged upon introduction of disorder.

In the case of LaFe$_{1-x}$Ru$_x$AsO samples, the linear magnetoresistance term is well visible in the Ru free sample and it decreases weakly with increasing Ru content. In section 6.2 it is shown that the estimated defect concentration $N_i$ seems not to be correlated with the Ru concentration, indicating that Ru impurities are not effective scatterers for Dirac electrons. The decreasing trend of the coefficient $\gamma$ as a function of x, shown in the inset of figure 11, is thus possibly related to the downshift of the $T_{SDW}$ with increasing x, which implies a lower carrier condensation at a given temperature and thus a lower $\gamma \propto n^{-2}$. Hence the Ru content cannot be considered a good measure of the disorder met by Dirac electrons. It is interesting to note that, on the contrary, the resistivity upturn is largely influenced by the Ru substitution (see figure 3), indicating that it yields significant structural disorder. Moreover, in a homologous series of SmFe$_{1-x}$Ru$_x$AsO$_{0.85}F_{0.15}$ samples it has been found that Ru substitution has a pair-breaking effect of $T_c$. This suggests that the mechanisms involving Dirac electrons and Cooper pairs are not closely related.

8. Conclusions
We use a combined experimental and theoretical approach to investigate the band structure and magnetotransport properties of the LaFe$_{1-x}$Ru$_x$AsO system (x form 0 to 0.6), in order to get information on the parent compound of the so called 1111 family of Fe-based superconductors. Ab initio calculations indicate the presence of Dirac cones with anisotropic Fermi velocity along the $\Gamma-Y$ and $\Gamma-X$ directions of the Brillouin zone. This finding is supported by the observation of a linear term in the magnetoresistance curves, which survives up to temperatures as high as 100K and Ru doping up to x=0.6. Indeed, despite the fact that disorder is effectively introduced into the system by Ru substitution, its effect in the band structure at the Dirac cones is pretty weak.

A quantitative fit of magnetoresistance curves allows to extract the band mobilities. It turns out that transport is dominated by electron bands, in agreement with theoretical predictions of scattering rates by spin and charge fluctuations, and the corresponding mobilities rise abruptly below 15K, reaching values as large as 18.6 m$^2/(Vs)$ at 2K in the LaFeAsO sample. The origin of such abrupt rise is related to the extreme quantum limit of occupation of a single Landau level in the Dirac cones. These huge mobility values are the first clear evidence of outstanding transport properties of Dirac cones in Fe-based pnictides.

We find a clear correlation between the temperature ranges of linear magnetoresistance, associated to Dirac cones, and SDW carrier condensation, also supported by the theoretical predictions that the SDW gap does not open at the Dirac cones.

Finally, no evidence of direct relationship between Dirac cones and superconductivity comes out from our analysis.

9. Appendix
In this section we derive some useful expressions used in the paper, namely (i) the cyclotron radius for the lowest LL of Dirac cones (eq. (9)), (ii) the effective mass of Dirac electrons in zero field (eq. (7)) and (iii) the effective mass of Dirac electrons in the $\nu$-th LL (eq. (8)).

\begin{align}
\text{i)} \quad & \text{Given the linear dispersion relation characteristic of Dirac cones, the Fermi energy is written as:} \\
& E_F = \hbar k_F v_F \quad \text{(a.1)} \\
\text{while the energy of the lowest LL is given by:} \\
& E_{\nu=1} = v_F \sqrt{2\hbar e \mu_q H} \quad \text{(a.2)}
\end{align}
Assuming that only the lowest LL is occupied we fix \( E_F = E_{\nu-1} \) and get an expression for the Fermi wavevector:

\[
k_F = \frac{2e\mu_0H}{\hbar}
\]

(a.3)

The cyclotron frequency is defined as:

\[
\omega_c = \frac{1}{k_F} \frac{dk_F}{dt}
\]

(a.4)

Using the expression for Lorentz force \( F_L = \frac{dk_F}{dt} = e\nu_F\mu_0H \) and eq. (a.3), we can write eq. (a.4) as:

\[
\omega_c = v_F \sqrt{\frac{e\mu_0H}{2\hbar}}
\]

(a.5)

The cyclotron radius is finally obtained as:

\[
R_{cycl} = \frac{v_F}{\omega_c} = \sqrt{\frac{2\hbar}{e\mu_0H}}
\]

which is eq. (9).

ii) From the definition of the cyclotron frequency and from the dispersion relation eq. (a.1), we write:

\[
m_{eff} = \frac{e\mu_0H}{\omega_c} = \sqrt{2\hbar e\mu_0H} = \frac{E_F}{v_F}
\]

(a.6)

The Fermi wavevector in two dimensions is determined by the sheet carrier density \( n_{2D} \) per Dirac cone; in this case we have two Dirac cones \( n_{DC} = 2 \) (see two electron cylinders in the left panel of figure 6), hence:

\[
k_F = \sqrt{\frac{2m_{2D}}{n_{DC}}} = \sqrt{m_{2D}}
\]

(a.7)

From eq. (a.1), (a.6) and (a.7), the effective mass of Dirac electrons in zero magnetic field is easily obtained:

\[
m_{eff} = \sqrt{\frac{2\hbar^2 n_{2D}}{v_F^2}}
\]

which is eq. (7).

iii) The energy of the \( \nu \)-th Landau level is:

\[
E_\nu = v_F \sqrt{2\hbar e\mu_0Hv}
\]

(a.8)

We can substitute eq. (a.8) into (a.6) and then assume that the Fermi energy coincides with the \( \nu \)-th Landau level. We thus obtain:

\[
m_{eff(\nu)} = \frac{E_\nu}{v_F^2} = \sqrt{\frac{2\hbar e\mu_0Hv}{v_F^2}}
\]

which is eq. (8).
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