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Abstract. We investigate the existence of steady states and exponential decay for hypo coercive Fokker–Planck equations on the whole space with drift terms that are linear in the position variable. For this class of equations, we first establish that hypoellipticity of its generator and confinement of the system is equivalent to the existence of a unique normalised steady state. These two conditions also imply hypo coercivity, i.e. exponential convergence of the solution to equilibrium.

Since the standard entropy method does not apply to degenerate parabolic equations, we develop a new modified entropy method (based on a modified, non-degenerate entropy dissipation–like functional) to prove this exponential decay in relative entropy (logarithmic till quadratic) – with a sharp rate. Furthermore, we compute the spectrum and eigenspaces of the generator as well as flow-invariant manifolds of Gaussian functions.

Next, we extend our method to kinetic Fokker–Planck equations with a class of non-quadratic potentials. And, finally, we apply this new method to non-symmetric, uniformly parabolic Fokker–Planck equations with linear drift. At least in 2D this always yields the sharp exponential envelopes for the entropy function. In this case, we obtain even a sharp multiplicative constant in the decay estimate for the non-symmetric semigroup.
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1. Introduction

This paper is concerned with the large-time behaviour of degenerate parabolic Fokker-Planck equations. In applications, the most important model of this class is the kinetic Fokker-Planck equation

$$\partial_t f + v \cdot \nabla_x f - \nabla_x V \cdot \nabla_v f = \nu \text{div}_v(v f) + \sigma \Delta_v f; \quad x, v \in \mathbb{R}^n; \quad t > 0,$$

(1.1)

describing the time evolution of the phase space probability density $f(t,x,v)$, e.g. in a plasma [33, 39]. Here, $V = V(x)$ is a given confinement potential for the system, and $\nu, \sigma$ denote the (positive) friction and diffusion parameters, respectively. For quadratic potentials, (1.1) has a linear drift term and its solution can be represented by the Mehler formula [24]. But for non-quadratic potentials its large-time behaviour (i.e. exponential convergence towards the steady state) is highly non-trivial.

In the main part of this paper we shall analyse Fokker-Planck equations with linear drift terms. Our objective is to develop a new entropy method for proving the exponential decay of Fokker-Planck
solutions towards equilibrium and to understand the structure of their entropy decay — beyond explicit representation formulas. This new method has the potential to be generalised to non-quadratic operators. To this end we shall also illustrate that it can be extended to certain kinetic Fokker-Planck equations with non-quadratic potentials.

We start to consider a Fokker-Planck equation on $(0, \infty) \times \mathbb{R}^d$ of the form

$$\partial_t f = Lf := \text{div}(D\nabla f + Ff),$$

$$f(t = 0) = f_0 \in L^1(\mathbb{R}^d),$$

$$\int_{\mathbb{R}^d} f_0 \, dx = 1, \ f_0 \geq 0.$$ 

Throughout this paper, we make the assumptions

- $D^T = D \in \mathbb{R}^{d \times d}$ is positive semidefinite and constant in $x$,
- $F : \mathbb{R}^d \to \mathbb{R}^d$, $x \mapsto Cx$ with $C \in \mathbb{R}^{d \times d}$.

So we consider the degenerate parabolic Fokker-Planck equation

$$\partial_t f = Lf := \text{div}(D \nabla f + Cxf) = \text{div}(D \nabla f) + x^T C^T \nabla f + \text{Tr}(C)f,$$ 

and analyse solutions that satisfy $f(t, \cdot) \in L^1(\mathbb{R}^d)$ along with $\int_{\mathbb{R}^d} f(t, x) \, dx = 1$ for all $t > 0$.

Since $D$ is symmetric, it can be diagonalised and normalised (all entries 0 or 1) by rescaling the space variable. We can thus always assume $D$ to be a “defect” identity, i.e.

$$D = \text{diag}(\{1, \ldots, 1, 0, \ldots, 0\})$$

where $k := \text{rank} D$, $1 \leq k < d$. The case $k = d$ has been studied extensively, see for example [4]. In the case $k < d$, the operator $L$ is not elliptic, and classical parabolic results will not apply for (1.3). However, if certain conditions on $C$ are met, the solution still retains typical parabolic properties: regularisation, long-term convergence and a maximum principle. This behaviour stems from an interaction between the degenerate dissipative part and the non-symmetric part of $L$. Regularity and maximum principle for solutions to (1.3) are due to the hypoellipticity of the operator $\partial_t - L$; the long-term decay of solutions to (1.3) is generally connected to hypocoercivity.

A very good, broad discussion of hypocoercivity can be found in [38], which also contains a precise definition of hypocoercivity:

**Definition 1.1.** Let $H$ be a Hilbert space, and $L$ an unbounded operator on $H$ (with kernel $\mathcal{K}$) generating a $C_0$-semigroup $e^{Lt}$; $t \geq 0$. Let $\tilde{H}$ be another Hilbert space, which is continuously and densely embedded in $\mathcal{K}^\perp$. Then $-L$ is said to be hypocoercive on $\tilde{H}$ if and only if there is $\lambda > 0$ and some constant $c \geq 1$ such that

$$\forall h \in \tilde{H}, \ \forall t \geq 0 : \|e^{Lt}h\|_{\tilde{H}} \leq ce^{-\lambda t}\|h\|_{\tilde{H}}.$$ 

[38] also establishes a general criterion for exponential convergence of solutions for a class of hypocoercive evolution equations, based on a Lyapunov functional equivalent to a weighted $H^1$-norm. While the main theorem in [38] covers a wide class of problems, the price paid is in the estimate for the decay rate, which is off by orders of magnitude.

In the last few years several papers dealt with the large-time behaviour of hypocoercive equations. But to our knowledge, sharp decay rates (so far only in $L^2$) were obtained only via a spectral analysis: in [31] for parabolic equations associated to hypoelliptic quadratic operators; and in [17] for two specific toy models, using the spectral decomposition of their generators. In [29] several collisional kinetic models (including the Fokker-Planck equation, linearised Boltzmann and Landau) are analysed on the torus (in the spatial variable): exponential convergence to the steady state is shown in the $H^1$-norm. In [28], a decay estimate is obtained for a 2-dimensional kinetic Fokker-Planck model using higher order time derivatives of the $L^2$-norm of solutions and their space derivative. Also [13] and [5] study dissipative
kinetic models (i.e. with $k = \frac{d}{2}$) in $H^1$. While [13] uses a \textit{macro-micro decomposition} of the models, [5] is based on an \textit{(augmented) Γ-calculus} and \textit{local computations} (in contrast to the \textit{integrated functionals} used by most other authors), cf. also [6]. [12] and [5] also analyse much more general hypocoercive equations. Along with [13] they require the following restriction on the interaction between the degenerate dissipative part and the non-symmetric part of $L$: It is assumed that the matrix $C^T$ does not map any subspace of the kernel of $D$ into the kernel of $D_c$, which is equivalent to using only first order Hörmander-commutators to span all of $\mathbb{R}^d$ (i.e. $\tau = 1$ in Lemma 2.3 (iii) and Remark 2.4 below; cf. also §3 in [5]). But this condition is more restrictive than necessary. In this paper we shall impose a weaker condition (see the first part of condition (A) in Definition 2.1 below; or [38]).

The common approach to study the long-term behaviour of hypocoercive equations has been via a Lyapunov functional - usually on a weighted $H^1$-space, but [38] also contains (in Theorem 28) a Lyapunov functional based on the logarithmic entropy. In [12], the authors get rid of the $H^1$-regularity restriction on initial states and prove decay towards the steady state using a modified $L^2$-norm. In [38], it is shown that even for methods based upon $H^1$-functionals, one can often get rid of the regularity assumptions by using the regularisation of the semigroup $e^{tL}$. So far, there is no knowledge on the decay of general entropies “between” logarithmic and quadratic, nor on sharp decay rates for equations of type (1.3). In this paper we shall modify the entropy method (see [4], [6]-[8]) to achieve all three results for equations of type (1.3): no $H^1$-regularity requirement for the initial state, sharp decay rates, and decay for a wide class of relative entropies.
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**Figure 1.** Prototypical behaviour of the logarithmic relative entropy $\epsilon(t)$, its first and second time derivatives. (a) Left: Non-degenerate case: The inequalities $\epsilon' \leq -\mu \epsilon$, $\epsilon'' \geq -\mu \epsilon'$ can be obtained.

(b) Right: Degenerate case; equation (1.3) with $D = \text{diag}(1, 0)$, $C = [1 - 1 ; 1 0]$: The inequalities $\epsilon' \leq -\mu \epsilon$, $\epsilon'' \geq -\mu \epsilon'$ are wrong, in general.

The strategy of the standard entropy method is to derive first a differential inequality between the first and second time derivative of the relative entropy (of the solution w.r.t. the equilibrium state). Their time evolution in a prototypic situation is shown in Fig. 1(a). Integration in time of the inequality then allows to deduce exponential decay of the relative entropy, which is a convex function of time. But this approach is not feasible for degenerate Fokker-Planck equations, since the entropy dissipation can vanish for states other than the equilibrium. Hence, the second time derivative of the entropy may change its sign along a trajectory. So the entropy functional exhibits a “wavy” decay in time, see Fig. 1(b) and Fig. 2. This oscillatory behaviour is also known from space-inhomogeneous kinetic equations (cf. §3.7 of [39]; and [16] for a numerical study on the Boltzmann equation).

As a remedy for the analysis, one therefore has to use either some “modified relative entropies” (as in [12]) or “modified entropy dissipations”. Here, we shall introduce an auxiliary functional – structurally
related to the entropy dissipation, but an upper bound for the latter. A Bakry-Émery-type estimate then yields exponential decay of this auxiliary functional, and consequently also of the entropy dissipation. A convex Sobolev inequality with the auxiliary functional as its relative Fisher information [4] finally yields the exponential decay of the relative entropy. Initially, this approach shall need an additional regularity assumption for the initial state. But this can then be removed using the regularisation of the parabolic equation (1.3), as in [38].

The novelties of this paper include:

1. A new modified entropy method for hypocoercive and non-symmetric Fokker-Planck equations with the potential of a generalization to (some) equations with nonlinear drift;
2. sharp exponential decay rates for relative entropies “between” logarithmic and quadratic functionals;
3. clarification of global entropy decay estimates as envelopes for entropy functionals that are non-convex in time.

This paper is organised as follows: In Section 2, we give a sufficient and necessary condition on the matrix $C$ such that (1.3) is hypocoercive. We establish that the solutions will be positive for any $t > 0$. Section 3 follows this up by explicitly giving the unique (up to normalisation) steady state $f_\infty$. Section 4 states our main result in the Theorems 4.6, 4.9: a modified entropy method allows to compute an explicit decay rate for solutions of (1.3) in relative entropy. In Section 5 we compute the spectrum of $L$ on the weighted space $L^2(\mathbb{R}^d, f^{-1}_\infty)$ as well as flow-invariant manifolds (the eigenspaces of $L$ and Gaussian manifolds). Sharpness of the decay rate and the multiplicative constant will be shown in Theorem 6.1 and Proposition 6.4 of Section 6. In Section 7 we illustrate the extension of our new method to kinetic Fokker-Planck equations with nonlinear drift terms. Finally, in Section 8 we show how the presented method improves known entropy decay rates also for non-symmetric Fokker-Planck equations that are non-degenerate. In this context we shall distinguish between sharp local and sharp global decay rates. For the latter, we derive an exponential function that is the global envelope for the entropy functional.

2. Existence of solutions and positivity

If $D$ is not regular, the operator $L$ is neither coercive nor elliptic. In general, such an operator does not have a unique normalised steady state. We thus need additional assumptions on the parameters in $L$, which shall be assumed throughout §2-6 of the paper:

**Definition 2.1.** The operator $L$ from (1.3) fulfils condition (A) if and only if

- there is no non-trivial $C^T$-invariant subspace of $\ker D$,
- the matrix $C \in \mathbb{R}^{d \times d}$ is positive stable\(^1\).

The first part of condition (A) is equivalent to the hypoellipticity of $\partial_t - L$ (cf. §1 of [23]), and it allows for smooth solutions to (1.3) (see Proposition 2.2 below). Due to the special form of $D$, $C$ cannot be diagonal (under condition (A)) unless $k = d$.

The second condition, positive stability of $C$, means that there is a confinement potential. While there are solutions even without a confinement potential, there would be no steady state. Indeed, Theorems 3.1 and 4.9 will show that condition (A) is both sufficient and necessary for the existence of a unique normalised steady state and exponential convergence of solutions to the steady state. So for equations of type (1.3), hypoellipticity and confinement are equivalent to hypocoercivity.

**Proposition 2.2.** Let $f_0 \in L^1(\mathbb{R}^d)$. Then there is a unique solution $f \in C^\infty(\mathbb{R}^+ \times \mathbb{R}^d)$ of (1.3) iff no non-trivial subspace of $\ker D$ is invariant under $C^T$.

**Proof:** See page 148 of [23].

If the hypoellipticity condition in Proposition 2.2 does not hold, (1.3) clearly also has a unique solution, but it would be less regular.

---

\(^1\)A matrix is positive stable iff all eigenvalues have real part greater than zero.
A heuristic explanation of this condition is that the solution cannot stay in the kernel of the dissipative part of $L$, and therefore the evolution under (1.3) acts dissipative in all space directions: If one considers merely the drift part of the equation,

$$f_t = (Cx) \cdot \nabla f,$$

the solution is $f(t,x) = f_0(e^{Ct}x)$. So, for the dissipative part to “extend” to the whole space, one needs that $e^{Ct}x$ reaches the whole space $\mathbb{R}^d$ for all $x \in \text{im} \, D$ (im $D$ being the image of $D$). Conversely, this means that $e^{Ct}x$ evolves into im $D$ for all $x \in \ker D$ as shown in Lemma 2.3 (iv) below.

In the following lemma we give four equivalent characterisations of the hypoellipticity of $L$.

**Lemma 2.3.** The following four statements are equivalent:

(i) No non-trivial subspace of $\ker D$ is invariant under $C^T$.

(ii) No eigenvector $v$ of $C^T$ fulfils $Dv = 0$.

(iii) There exist constants $\tau \in \{1, \ldots, d - k\}$ and $\kappa > 0$ such that

$$
\sum_{j=0}^{\tau} C^j D(C^T)^j \geq \kappa \text{Id},
$$

where $k = \text{rank } D$.

(iv) For any $t \in \mathbb{R}$, $h > 0$, it holds that

$$\forall \xi \neq 0 \in \ker D \exists s \in [t, t + h] \exists \eta \in \text{im } D : \langle e^{C s} \xi, \eta \rangle = 1.$$

**Proof:** (i)$\Rightarrow$(ii): Each eigenvector (or pair of complex conjugated eigenvectors) of $C^T$ with $Dv = 0$ spans a $C^T$-invariant subspace of $\ker D$.

(ii)$\Rightarrow$(i): Any $C^T$-invariant subspace of $\ker D$ contains a (possibly complex) eigenvector of $C^T$.

(i)$\Rightarrow$(iii): All matrices $C^j D(C^T)^j$ are symmetric and positive semidefinite, since $D$ is symmetric and positive semidefinite. It suffices to show that for any vector $v \neq 0$, there exists $j \leq d - k$ with $D^j (C^T)^j v = D(C^T)^j v \neq 0$, since then $\sum_{j=0}^{\tau} C^j D(C^T)^j$ is regular for $\tau := \max \min \{ j | D^j (C^T)^j v \neq 0 \}$.

If $v \notin \ker D$, we choose $j = 0$, and hence $Dv \neq 0$. So let now $0 \neq v \in \ker D$. Then either $C^T v \notin \ker D$, in which case $D C^T v \neq 0$, or $C^T v \in \ker D$. Repeating this procedure, we see that either there is $j \leq d - k$ such that $(C^T)^j v \notin \ker D$ or $\forall 0 \leq j \leq d - k : (C^T)^j v \in \ker D$. Assume the latter. Since the dimension of $\ker D$ is $d - k$, the $d - k + 1$ vectors $(C^T)^j v, 0 \leq j \leq d - k$ are not linearly independent. Thus, $\exists l \in \{1, \ldots, d - k\}$ such that span $(C^T v, \ldots, (C^T)^{l-1} v) = \text{span} \{v, \ldots, (C^T)^{l-1} v \}$. Hence, $\text{span} \{v, \ldots, (C^T)^{l-1} v \}$ is a $C^T$-invariant subspace of $\ker D$, which has to be trivial due to condition (A). But then $v = 0$, which is a contradiction.

(iii)$\Rightarrow$(i): If $0 \neq v \in \ker D$, then by (iii) there is a $j \in \{1, \ldots, \tau\}$ such that $D^j (C^T)^j v \neq 0$, i.e. $(C^T)^j v \notin \ker D$. Thus, no non-trivial subspace of $\ker D$ can be invariant under $C^T$.

(i)$\Rightarrow$(iv): Let $0 \neq \xi \in \ker D, t \in \mathbb{R}$, and $h > 0$. To proceed by contradiction we assume

$$\forall s \in [t, t + h] \forall \eta \in \text{im } D : \langle e^{C s} \xi, \eta \rangle = 0.$$  

This implies

$$\forall s \in [t, t + h] : e^{C s} \xi \in \ker D,$$

and therefore in particular $\nu := e^{C t} \xi \in \ker D$. Differentiating (2.3) with respect to $s$ yields

$$\forall s \in [t, t + h] \forall \eta \in \text{im } D : \langle e^{C s} s C^T \xi, \eta \rangle = 0.$$  

But this implies $C^T \nu \in \ker D$. Differentiating (2.4) repeatedly with respect to $s$ yields $(C^T)^j \nu \in \ker D$ for any $0 \leq j \leq d - 1$. Hence, $\text{span} \{v, \ldots, (C^T)^{d-1} v \} \subset \ker D$ is a $C^T$-invariant subspace of $\ker D$. This contradicts (i).

(iv)$\Rightarrow$(i): Let $\xi \neq 0$ be in a $C^T$-invariant subspace of $\ker D$, i.e. $(C^T)^j \xi \in \ker D$ for all $j \in \mathbb{N}_0$. Since $C^T \in \mathbb{R}^{d \times d}, e^{C^T s}$ is a polynomial in $C^T$. Hence, $e^{C s} \xi \in \ker D \forall s \in [t, t + h]$ which contradicts (iv).
Remark 2.4. If $\tau$ is the minimal constant for which (2.2) holds, then $L$ fulfills the finite rank Hörmander condition of order $\tau$ (see [23], Theorem 1.1). Using $\tau = d - k$ in (2.2) is the worst-case scenario. But in many examples, $\sum_{j=0}^{\tau} (C_j^j D(C^T)^j$ with $\tau < d - k$ is already positive definite. This is the case in the kinetic equations discussed in [5] and [13], which require $\tau = 1$ and $k = \frac{d}{2}$. Also in [12], $\tau = 1$ is assumed.

We shall now discuss further the connection between restrictions on $\tau$ and the first part of condition (A). Several approaches from the literature require a stricter condition than in Proposition 2.2: “That $D$ no subspace of the kernel of $D$ be mapped into the kernel of $D$ by $C^T$, ” which is equivalent to requiring $\tau = 1$. To illustrate this restriction, we consider the examples

$D_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}$; $C_1^T = \begin{bmatrix} 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \end{bmatrix}$ which implies $\tau = 1$,

and

$D_2 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}$; $C_2^T = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & -1 & 0 \\ 0 & 1 & 0 & -1 \\ 0 & 0 & 1 & 0 \end{bmatrix}$ which implies $\tau = 2$.

In both cases, (1.3) has a unique normalised steady state and all solutions converge exponentially to it. For the case of $D_1$ and $C_1$, the condition given in [12], [13] and [5] holds - no subspace of ker $D$ is mapped into ker $D$ by $C^T$. In the case of $D_2$ and $C_2$, that condition does not hold, but condition (A) holds. The difference can be seen as follows: consider a vector of the form $(0,0,a)^T$. If we apply $C_1^T$ to this vector, it is moved out of the kernel of $D$. However, if we apply $C_2^T$, it is not. In order to move it out of the kernel of $D$, we need to apply $C_2^T$ twice (i.e. multiply by $(C_2^T)^2$). Invariance of a subspace $U$ under $C^T$ means that $C^T U \subset U$. So the condition given in [38], [23] and in this paper is less strict. As will be shown in §3, condition (A) is equivalent to the existence of a unique normalised steady state.

Let us recall from §1 of [23] or §6.5 of [33] the Green’s function for (1.3):

Lemma 2.5. Let the first part of condition (A) hold. Then the Green’s function $g$ to (1.3) is given by

\begin{equation}
(2.5) \quad g(t,x,x') = \frac{1}{(2\pi)^d \sqrt{\det(W(t))}} \exp \left(-\frac{1}{2}(x-e^{-C^T}x')^T W(t)^{-1}(x-e^{-C^T}x')\right),
\end{equation}

where

$W(t) = 2 \int_0^t e^{-Cs} De^{-C^T s} ds$

is positive definite for all $t > 0$.

We now state an existence result on solutions in $L^p$, which is similar to Corollary 3.1 from [36]:

Corollary 2.6. Let $f_0 \in L^1(\mathbb{R}^d) \cap L^p(\mathbb{R}^d)$, for a $p \in [1,\infty]$. Then there exists a unique classical solution $f$ to (1.3) with $f \in C([0,\infty), L^p(\mathbb{R}^d)) \cap C^\infty(\mathbb{R}^+ \times \mathbb{R}^d)$. If $\int_{\mathbb{R}^d} f_0(x) \, dx = 1$, it follows that $\int_{\mathbb{R}^d} f(t) \, dx = 1$ for all $t > 0$.

Proof: Proposition 2.2 already yields a smooth solution $f$ for any $t > 0$. With the Green’s function from Lemma 2.5 a simple transformation yields (using $\det(e^{Ci}) = e^{i\text{Tr}(C)}$):

$$f(t,e^{-C}y) = \int_{\mathbb{R}^d} g(t,e^{-C}y,x') f_0(x') \, dx' = e^{i\text{Tr}(C)[g(t,\cdot) \ast f_0](y)},$$
where
\[
\hat{g}(t, y) = \frac{1}{(2\pi)^{d/2} \sqrt{\det(W(t))}} \exp \left( -\frac{1}{2} g^T W(t)^{-1} y \right).
\]
\[
\bar{W}(t) = 2 \int_0^t e^{C(t-s)} D e^{C^T(t-s)} \, ds.
\]
Applying Young’s inequality yields
\[
\|f(t)\|_{L^p(\mathbb{R}^d)} = \exp \left( \frac{p-1}{p} t \text{Tr}(C) \right) \|\hat{g}(t) f_0\|_{L^p(\mathbb{R}^d)} \leq \exp \left( \frac{p-1}{p} t \text{Tr}(C) \right) \|f_0\|_{L^p(\mathbb{R}^d)} \|\hat{g}(t)\|_{L^1(\mathbb{R}^d)},
\]
where \(|\hat{g}(t)\|_{L^1(\mathbb{R}^d)} = 1\). The claimed mass conservation then follows from the divergence form of the operator \(L\).

Next we pass to the positivity of solutions. For a non-degenerate Fokker-Planck equation, the solution for a non-trivial \(f_0 \geq 0\) is globally positive for any positive time. This follows from a strong maximum principle supplied by the fully parabolic operator. In our degenerate case a (standard) strong maximum principle does not hold. However, global positivity still holds and it is important for the computations in the entropy method in §4.

**Theorem 2.7.** Let the first part of assumption (A) hold and \(f_0 \in L^1(\mathbb{R}^d)\). The solution \(f\) to (1.3) then satisfies
\[
\forall t > 0 \ \forall x \in \mathbb{R}^d : f(t, x) > 0.
\]

This theorem follows directly from the strict positivity of the Green’s function \(g\) from Lemma 2.5. However, we give a second proof via a sharp maximum principle for degenerate elliptic-parabolic equations, cf. [22]. This second approach is more general and will be used in §7 for the kinetic Fokker-Planck equation with a nonlinear drift coefficient. To this end we introduce some notation.

First, we rewrite our operator in degenerate elliptic form:
\[
\tilde{L} f := \left( \begin{array}{c} \partial_t \\ \nabla \end{array} \right)^T \hat{D} \left( \begin{array}{c} \partial_t \\ \nabla \end{array} \right) f + b \cdot \left( \begin{array}{c} \partial_t \\ \nabla \end{array} \right) f,
\]
where
\[
\hat{D} := \left( \begin{array}{cc} 0 & 0 \\ 0 & D \end{array} \right) \in \mathbb{R}^{(d+1) \times (d+1)},
\]
\[
b(x) := \left( \begin{array}{c} -1 \\ C x \end{array} \right) \in \mathbb{R}^{d+1}.
\]
Comparing this with our original operator \(L\), we have
\[
\tilde{L} f = L f - f_1 - \text{Tr}(C) f.
\]
Due to the special form of \(D\), the columns \(d_j\) of \(\hat{D}\) are of the form
\[
(d_j)_1 = \delta_{j1}
\]
for \(2 \leq j \leq k + 1\) \((k = \text{rank } D)\) and \(d_j = 0\) for \(j = 1\); \(k + 1 < j \leq d + 1\). With this notation, we shall now introduce drift and diffusion trajectories:

**Definition 2.8.** Let \(\Omega\) be a connected open set in \(\mathbb{R}^{d+1}\), \(p_0 \in \Omega\).

- If \(p(s)\) is the solution to
\[
\frac{d}{ds} p(s) = d_j,
\]
\[
p(0) = p_0,
\]
with some \(2 \leq j \leq k + 1\) and \(p(s) \in \Omega\) for \(s_1 \leq s \leq s_2\) with some \(s_1 < 0 < s_2\), then we call \(\Gamma := \{p(s) | s_1 \leq s \leq s_2\}\) a diffusion trajectory running through \(p_0\).
• If \( p(s) \) is the solution to
\[
\frac{\partial}{\partial s} p(s) = b(p(s)),
\]
with \( b(p(s)) \neq 0 \) and \( p(s) \in \Omega \) for \( 0 \leq s \leq s' \) with some \( s' > 0 \), then we call \( \Gamma := \{ p(s) | 0 \leq s \leq s' \} \) a drift trajectory starting at \( p_0 \).

**Remark:** Drift trajectories are oriented at \( p_0 \) in the direction \( b(p_0) \); they do not run both ways. Diffusion trajectories are not oriented, they run in both directions. In our special case of a diagonal \( D \), each diffusion trajectory moves along one of the canonical unit vectors in \( \text{im} D \).

Next, we introduce the propagation set:

**Definition 2.9.** Let \( \Omega \subset \mathbb{R}^{d+1} \). Two points \( p, q \in \mathbb{R}^{d+1} \) are connected by a diffusion trajectory in \( \Omega \) iff there is some diffusion trajectory \( \Gamma \subset \Omega \) with \( p, q \in \Gamma \). \( q \) is connected to \( p \) by a drift trajectory in \( \Omega \) iff there is a drift trajectory \( \Gamma \subset \Omega \) starting at \( p \) with \( q \in \Gamma \).

For any point \( p \in \Omega \), the propagation set \( S(p, \Omega) \) consists of all \( q \in \Omega \) that are connected to \( p \) by a finite series of drift and diffusion trajectories.

Again, note that drift trajectories are oriented and can only connect to points backward in time. Therefore, it is possible that \( q \in S(p, \Omega) \) while \( p \notin S(q, \Omega) \).

With this notation, we can restate the interior maximum principle from Theorem 1 of [22];

**Theorem 2.10.** Let \( p = (t, x) \in \Omega \subset \mathbb{R}^+ \times \mathbb{R}^d \). Let the function \( f \in C^2(\Omega) \) satisfy \( \tilde{L} f \leq 0 \) on the propagation set \( S(p, \Omega) \) and
\[
\inf_{S(p, \Omega)} f \geq 0.
\]
If \( f(p) = 0 \), then \( f = 0 \) in \( \overline{S(p, \Omega)} \).

The propagation set corresponding to equation (1.3) can be characterised as follows:

**Lemma 2.11.** Let \( p = (t, x) \in \Omega := \mathbb{R}^+ \times \mathbb{R}^d \). Then \( S(p, \Omega) = [0, t) \times \mathbb{R}^d \cup \{(t, x_0)\} \times \mathbb{R}^k \), where \( x_0 \) is the orthogonal projection of \( x \) onto the kernel of \( D \) (restricted to \( \mathbb{R}^{d-k} \)).

While elementary, the proof of Lemma 2.11 is somewhat lengthy and deferred to the appendix.

To see that the solution \( f \) of (1.3) fulfils \( f \geq 0 \), one can employ the same method used for the (standard) weak maximum principle for non-degenerate parabolic equations. Now we give the proof of Theorem 2.7 via the sharp maximum principle from [22];

**Proof (of Theorem 2.7):** Let \( f \in C^2(\mathbb{R}^+ \times \mathbb{R}^d) \) be a solution to (1.3) for some \( f_0 \geq 0 \) with \( \int_{\mathbb{R}^d} f_0 \, dx = 1 \). Then
\[
g(t) := e^{-\text{Tr}(C)t} f(t)
\]
solves
\[
g_t - \text{div}(D \nabla g) - (C x)^T \nabla g = 0,
g(t = 0) = f_0 \geq 0.
\]
The standard maximum principle then shows that \( g(x, t) \geq 0 \) for \( t \geq 0 \). From (2.6), we have \( \tilde{L} g = 0 \). Assume \( g(t', x') = 0 \) for some \( t' > 0 \), \( x' \in \mathbb{R}^d \). Then Theorem 2.10 gives \( g = 0 \) on \([0, t'] \times \mathbb{R}^d \) and in particular \( f_0 = 0 \). But this is a contradiction to
\[
\int_{\mathbb{R}^d} f_0(x) \, dx = 1.
\]
Hence, \( f(t, x) > 0 \) for all \( t > 0, x \in \mathbb{R}^d \). \( \square \)
3. Existence of a steady state, decomposition of the generator $L$

In light of Theorem 2.7, we are looking for a steady state $f_\infty$ of (1.3) that fulfils the conditions

\[
\int_{\mathbb{R}^d} f_\infty(x) \, dx = 1, \\
f_\infty > 0.
\]

In fact, the existence of such a steady state is equivalent to condition (A):

**Theorem 3.1. (Existence of a steady state)** There exists a unique steady state $f_\infty \in L^1(\mathbb{R}^d)$ of (1.3) fulfilling (3.1) iff condition (A) holds.

Moreover, this steady state is of the (non-isotropic) Gaussian form

\[
f_\infty(x) = c_K \exp(-\frac{x^T K^{-1} x}{2}),
\]

where $K$ is the unique, symmetric, and positive definite solution to the continuous Lyapunov equation

\[
2D = CK + KC^T,
\]

and $c_K = (2\pi)^{-\frac{d}{2}}(\det K)^{-\frac{1}{2}}$ is the normalisation constant.

For the proof of Theorem 3.1 we consider the Fourier transform of (1.3):

\[
\hat{f}_t(t, \xi) = -(\xi^T D \xi) \hat{f}(t, \xi) - (C^T \xi) \cdot (\nabla_\xi \hat{f}(t, \xi)),
\]

\[
\hat{f}(t = 0) = 0.
\]

A steady state $f_\infty \in L^1(\mathbb{R}^d)$ implies $\hat{f}_\infty \in C_0(\mathbb{R}^d)$. Also note that

\[
\hat{f}_\infty(0) = \int_{\mathbb{R}^d} f_\infty(x) \, dx = 1.
\]

Thus, the steady state equation in Fourier space reads

\[
0 = (\xi^T D \xi) \hat{f}_\infty(\xi) + (C^T \xi) \cdot (\nabla_\xi \hat{f}_\infty(\xi)),
\]

\[
\hat{f}_\infty(0) = 1.
\]

The problem at hand is closely related to the stationary Fokker-Planck equation in §2.2 in [2]. But for $k < d$, the singularity of $D$ requires a more careful analysis.

We will split the proof of Theorem 3.1 into three lemmas: in Lemmas 3.2 and 3.4 we establish that existence of a steady state is equivalent to condition (A). Lemma 3.3 establishes that the steady state is Gaussian.

**Lemma 3.2.** Let (3.4) have a unique solution $\hat{f}_\infty \in C_0(\mathbb{R}^d)$. Then condition (A) holds.

**Proof:** First, we shall show that $C^T$ is regular: if $C^T$ had a non-trivial kernel, (3.4) restricted to the kernel of $C^T$ would read

\[
\forall \xi \in \ker C^T : (\xi^T D \xi) \hat{f}_\infty(\xi) = 0.
\]

Now, either $\ker C^T \subset \ker D$, which would mean that both drift and diffusion in (1.3) only act on a proper subspace of $\mathbb{R}^d$ and there would be no unique steady state; or (3.5) implies

\[
\exists v \in \mathbb{R}^d : \forall s \in \mathbb{R} \setminus \{0\} : \hat{f}_\infty(sv) = 0.
\]

Hence, $f_\infty(0) = 0$ by continuity, which is a contradiction to $\hat{f}_\infty(0) = 1$. So $C^T$ is regular.
Next, we will show that $C$ is positive stable, i.e. that all eigenvalues have a strictly positive real part. The characteristic equations for (3.4) are

$$\begin{align*}
\dot{\xi}(s) &= C^T \xi(s), \quad s \in \mathbb{R}, \\
\dot{z}(s) &= - (\xi(s)^T D \xi(s)) z(s), \quad s \in \mathbb{R}, \\
(z(0), \xi(0)) &= (z_0, \xi_0) \in \mathbb{R}^{d+1}.
\end{align*}$$

The solutions to these equations are

$$\begin{align*}
\xi(s) &= e^{C^T s} \xi_0, \\
z(s) &= z_0 \exp \left( - \int_0^s \xi(\tau)^T D \xi(\tau) \, d\tau \right).
\end{align*}$$

Assume that $C$ has an eigenvalue $\lambda$ with $\Re\{\lambda\} < 0$. Let $v$ be a corresponding eigenvector of $C^T$, i.e. $C^T v = \lambda v$, chosen such that $v \notin i\mathbb{R}^d$. Consider the characteristic curve starting at $\xi_0 := v + \bar{v} \neq 0$:

$$\begin{align*}
\xi(s) &= e^{\lambda s} v + e^{\lambda s} \bar{v} \\
\Rightarrow |\xi(s)| &= e^{\Re\{\lambda\} s} |v| + e^{2\Im\{\lambda\} s} |\bar{v}| \to \infty, \quad s \to -\infty \\
\Rightarrow \forall s \leq 0 : |z(s)| &= |z_0| \exp \left( \int_0^s \xi(\tau)^T D \xi(\tau) \, d\tau \right) \geq |z_0|,
\end{align*}$$
due to $D$ being positive semidefinite. If $z_0 \neq 0$, this is a contradiction to $|\hat{f}_\infty(\xi)| \to 0$, $|\xi| \to \infty$. If $z_0 = 0$, we can take the limit $s \to \infty$ and obtain a contradiction to $\hat{f}_\infty(0) = 1$ and the continuity of $\hat{f}_\infty$. So $C$ cannot have eigenvalues with negative real part.

Now assume that $C$ has a purely imaginary eigenvalue. Then there exist characteristics $\xi(s)$ which form circles. Due to

$$z(s) = z_0 \exp \left( - \int_0^s \xi(\tau)^T D \xi(\tau) \, d\tau \right)$$

and the continuity of $\hat{f}_\infty$, one of the following statements has to hold on any such characteristic curve:

(a) $\forall s \in \mathbb{R} : \xi(s) \in \ker D$,
(b) $z_0 = 0$.

If (a) holds, then we have $z(s) = z_0$ on this characteristic. Since the characteristic is closed, there will be no uniqueness of $\hat{f}_\infty$.

So (b) holds, and for any $\varepsilon$ we can find such a characteristic starting at a vector $\xi_0$ with $|\xi_0| < \varepsilon$. But then $\hat{f}_\infty(\xi(s)) = z_0 = 0$, which is a contradiction to the continuity of $\hat{f}_\infty$ at 0.

This shows that $C$ has to be positive stable. It remains to show the first part of condition (A). We employ the reformulation of Lemma 2.3 (ii). So assume $C^T$ has an eigenvector $v$ with $Dv = 0$. Then $D\bar{v} = 0$, and for the characteristic starting at $\xi(0) = v + \bar{v}$, we have

$$\begin{align*}
\xi(s) &= e^{\lambda s} v + e^{\lambda s} \bar{v}, \\
z(s) &= z(0) \exp \left( - \int_0^s (e^{\lambda \tau} v + e^{\lambda \tau} \bar{v})^T D(e^{\lambda \tau} v + e^{\lambda \tau} \bar{v}) \, d\tau \right) = z(0).
\end{align*}$$

This means that $z$ is constant on the characteristic $\xi$. Now, since $C$ is positive stable,

$$\begin{align*}
\lim_{s \to \infty} |\xi(s)| &= \infty, \\
\lim_{s \to -\infty} |\xi(s)| &= 0.
\end{align*}$$
So we would need \( z(0) = 1 \) because of the continuity in 0, and \( z(0) = 0 \) because \( \hat{f}_\infty \in C_0(\mathbb{R}^n) \). That is a contradiction, so there can be no eigenvector \( v \) of \( C^T \) with \( Dv = 0 \). \( \square \)

**Lemma 3.3.** Let \( C \) be positive stable. Then, the function

\[
\hat{f}_\infty(\xi) := \exp\left(-\frac{\xi^T K \xi}{2}\right)
\]

is a solution to (3.4), where \( K \geq 0 \) is the unique solution of (3.2). Furthermore, \( K \) is regular iff no eigenvector \( v \) of \( C^T \) satisfies \( Dv = 0 \). In this case, \( f_\infty \) is Gaussian and hence in \( L^1(\mathbb{R}^d) \).

**Proof:** We insert the ansatz

\[
\hat{f}_\infty(\xi) = \exp\left(-\frac{\xi^T K \xi}{2}\right)
\]

with a symmetric matrix \( K \in \mathbb{R}^d \) into (3.4) and get

\[
\forall \xi \in \mathbb{R}^d : 0 = \left(\xi^T D \xi - (C^T \xi) \cdot (K \xi)\right) \hat{f}_\infty
\]

\[
\Leftrightarrow \forall \xi \in \mathbb{R}^d : 0 = \xi^T (D - CK) \xi
\]

\[
\Leftrightarrow D - CK \text{ is antisymmetric}
\]

\[
\Leftrightarrow D - CK = KC^T - D,
\]

and this is equivalent to (3.2). This continuous Lyapunov equation has a unique, symmetric and positive semidefinite solution \( K \) since \( C \) is positive stable (see, e.g., Theorem 2.2 in [35], Theorem 2.2.3 in [25]).

Now assume that \( K \) is not regular. Then there is a \( v \neq 0 \) with \( Kv = 0 \) and (3.2) implies

\[
2v^T Dv = v^T CKv + v^T KC^T v = 0.
\]

Due to \( D = D^T = D^2 \) and (3.2) this implies

\[
0 = 2Dv = CKv + KC^T v = KC^T v,
\]

so \( C^T v \) is also an eigenvector of \( K \) to the eigenvalue 0. Since \( v \neq 0 \) and \( C^T \) is regular, \( C^T v \neq 0 \). Repeating this calculation with \( C^T v \) instead of \( v \), we can see that \( C^T v \) is in the kernel of \( D \), and thus \((C^T)^2 v \) is in the kernel of \( K \). A proof by induction then gives \((C^T)^k v \in \ker D \cap \ker K \) for all \( k \in \mathbb{N} \). Therefore, the space

\[
V := \text{span}[v, \ldots, (C^T)^{d-1} v]
\]

is a \( C^T \)-invariant subspace of \( \ker D \). So \( K \) is regular if there is no eigenvector \( v \) of \( C^T \) with \( Dv = 0 \).

For the reversed implication, assume that there is an eigenvector \( v \) of \( C^T \) (corresponding to the eigenvalue \( \lambda_v \)) with \( Dv = 0 \). This implies

\[
0 = 2v^T Dv = v^T CKv + v^T KC^T v = \sum \lambda_v v^T K v + \lambda_v v^T K v
\]

\[
= 2R\{\lambda_v\} v^T K v.
\]

Since \( R\{\lambda_v\} > 0 \) for all eigenvalues of \( C^T \), it follows that \( v^T K v = 0 \) and thus \( K \) is not regular. \( \square \)

**Lemma 3.4.** Let condition (A) hold. Then the steady state \( f_\infty \) from Lemma 3.3 is unique.

**Proof:** We will show that the characteristic equations (3.6) have a unique solution fulfilling (3.1). As the starting manifold for the characteristics, we take \( \Gamma := \{\xi_0 \in \mathbb{R}^d : |\xi_0| = 1\} \), which is admissible since \( C \) is positive stable. The characteristic curve starting at \( \xi_0 \) is

\[
\xi(s) = e^{C^T s} \xi_0.
\]

Since \( C^T \) is positive stable, we have

\[
\lim_{s \to \infty} |\xi(s)| = \infty, \quad \lim_{s \to -\infty} |\xi(s)| = 0,
\]

\[
\lim_{s \to \infty} |\xi(s)| = \infty, \quad \lim_{s \to -\infty} |\xi(s)| = 0.
\]
and the characteristic curves cover all of $\mathbb{R}^d$.

The value of solutions along the characteristics is

$$z(s) = z(0) \exp \left( - \int_0^s \xi(\tau)^T D \xi(\tau) \, d\tau \right).$$

So taking

$$z(0) = \exp \left( - \int_{-\infty}^0 \xi(\tau)^T D \xi(\tau) \, d\tau \right)$$

as initial condition implies $1 = \lim_{s \to -\infty} z(s) = \hat{f}_\infty(0)$. Since $\xi(s)$ decays exponentially for $s \to -\infty$, $z(0)$ is always finite and there is a unique solution $z(s)$.

This lemma completes the proof of Theorem 3.1.

In analogy to the entropy method for linear, non-degenerate Fokker-Planck equations presented in [4], we now consider (1.3) in the weighted space $L^2 := L^2(\mathbb{R}^d, f_\infty^{-1})$ with inner product $\langle \cdot, \cdot \rangle$. On this space, the operator $L = \text{div}(D \nabla \cdot + Cx \cdot)$ can be decomposed very naturally.

**Theorem 3.5.** Let (1.3) fulfil condition (A). Consider $L$ on the weighted space $L^2$. Then $L$ can be decomposed into its symmetric part $L_s$ and its antisymmetric part $L_{as}$ as

$$L_s f = \text{div}(D \nabla \frac{f}{f_\infty}),$$

$$L_{as} f = \text{div}(R \nabla \frac{f}{f_\infty}).$$

(3.7)

Here, $R := \frac{1}{2}(CK - KC^T)$ is antisymmetric, $K$ is the covariance matrix of $f_\infty$ from Theorem 3.1.

**Remarks:**

(i) Note that the steady state $f_\infty$ fulfils both $L_s f_\infty = 0$ and $L_{as} f_\infty = 0$.

(ii) $R \neq 0$ and hence (1.3) is non-symmetric in $L^2$. Otherwise (3.2) would imply $D = KC^T$ and $\ker D = \ker C^T$, which contradicts condition (A).

**Proof (of Theorem 3.5):**

We compute

$$\langle L f, g \rangle = \int_{\mathbb{R}^d} (Lf) g \exp \left( \frac{x^T K^{-1} x}{2} \right) \, dx$$

$$= - \int_{\mathbb{R}^d} [D \nabla f + Cx f] \cdot [\nabla g + K^{-1} x g] \exp \left( \frac{x^T K^{-1} x}{2} \right) \, dx$$

$$= \int_{\mathbb{R}^d} f \text{div} [D \nabla g + DK^{-1} x g] \exp \left( \frac{x^T K^{-1} x}{2} \right) \, dx - \int_{\mathbb{R}^d} f x^T C^T [\nabla g + K^{-1} x g] \exp \left( \frac{x^T K^{-1} x}{2} \right) \, dx$$

$$= \int_{\mathbb{R}^d} f \left[ \text{div} (D \nabla g + DK^{-1} x g) + x^T K^{-1} D \nabla g + x^T K^{-1} DK^{-1} x g - x^T C^T \nabla g - x^T C^T K^{-1} x g \right]$$

$$\times \exp \left( \frac{x^T K^{-1} x}{2} \right) \, dx.$$

Using (3.2), we have $K^{-1} DK^{-1} - C^T K^{-1} = K^{-1} RK^{-1}$. Since $R$ is antisymmetric it follows that $x^T (K^{-1} DK^{-1} - C^T K^{-1}) x = 0$ and hence

$$L^* g = \text{div} (D \nabla g + DK^{-1} x g) + x^T K^{-1} D \nabla g - x^T C^T \nabla g.$$
Furthermore, Tr\((DK^{-1} - C)\) = Tr\((D - CK)K^{-1}\) = 0, since \(D - CK = -R\) is antisymmetric and \(K^{-1}\) is symmetric. Thus we can write (using (3.2) in the last step)
\[
L^*g = \text{div}(DNg + DK^{-1}xg + (DK^{-1} - C)xg) = \text{div}(DNg + (2DK^{-1} - C)xg) = \text{div}(DNg + (KC^T K^{-1}x)g).
\]
So we get, again using (3.2),
\[
L_s f = \frac{1}{2}L_s + L_s^* f = \text{div}(DNf + \frac{1}{2}(C + KC^T K^{-1})xf) = \text{div}(DNf + DK^{-1}xf) = \text{div}(DN(\frac{f}{\infty})f_\infty); \\
L_{ss} f = \frac{1}{2}L_s + L_s^* f = \text{div}(\frac{1}{2}(C - KC^T K^{-1})xf) = \text{div}(RK^{-1}xf) = \text{div}(R\nabla(\frac{f}{\infty})f_\infty),
\]
where we have used \(\text{div}(R\nabla f) = 0\) for the last equality. 

4. Entropy method, explicit decay rate

In this section, we will prove an explicit decay rate for the solution \(f\) of (1.3) under condition (A). To do so, we consider relative entropies, as in [4]. We will see that, unlike in the fully parabolic case, a direct entropy-entropy dissipation estimate cannot be obtained. Instead, we prove exponential decay of an auxiliary functional that bounds the entropy dissipation. This still implies a decay rate for the relative entropy, initially at the price of additional regularity requirements on the initial state \(f_0\). A regularisation result adapted from [38] is then employed to obtain the sharp decay rate for solutions with finite initial entropy. The sharpness of this rate will be shown in the next section.

With the notations of §3 we introduce the relative entropy:

**Definition 4.1.** Let \(0 \neq \psi \in C(\mathbb{R}^+_0) \cap C^4(\mathbb{R}^+), \psi(1) = \psi'(1) = 0, \psi'' \geq 0\) on \(\mathbb{R}^+\), \((\psi''')^2 \leq \frac{1}{2} \psi'' \psi IV\) on \(\mathbb{R}^+\). \(L \in L^1(\mathbb{R}^d)\) with \(\int f \ dx = 1\). Then
\[
e_\psi(f|f_\infty) := \int_{\mathbb{R}^d} \psi(\frac{f}{\infty}) f_\infty \ dx
\]
is called an admissible relative entropy with generating function \(\psi\).

The most important examples are the logarithmic entropy \(e_1(f|f_\infty)\) with \(\psi_1(s) = s \ln s - s + 1\) and the quadratic entropy \(e_2(f|f_\infty)\) with \(\psi_2(s) = (s - 1)^2\). For the latter we admit \(f \in L^1(\mathbb{R}^d)\) and hence we consider \(\psi_2\) on \(\mathbb{R}\). \(e_1\) and \(e_2\) are also the limiting cases of admissible relative entropies (cf. §2.2 of [4]).

The entropy method is based on computing a bound on the first two time-derivatives of the relative entropy \(e_\psi(f(t)) := e_\psi(f(t)|f_\infty)\) with \(f\) the solution to (1.3). Formally,
\[
\frac{d}{dt} e_\psi(f(t)) = - \int_{\mathbb{R}^d} \psi''(f_\infty) \nabla(f_\infty)^T D\nabla(f_\infty) f_\infty \ dx =: -I_\psi(f) \leq 0.
\]
However, there may be a technical problem if \(f(t,x) = 0\) (which can happen at the initial state \(f_0\)). For example, \(\psi''(s) = \frac{1}{s}\), and this would lead to a division by zero. For this reason, we use a trick from [4] (see Remark 2.12) to rewrite (4.1):
Definition 4.2. Let \( \psi \) generate an admissible entropy, and let \( f_0 \in L^1_\psi(\mathbb{R}^d) \) (or \( f_0 \in L^1(\mathbb{R}^d) \) for quadratic \( \psi \)) with \( \int f_0 \, dx = 1 \). Define

\[
(4.2) \quad w(x) := \int_1^{f_0(x)} \sqrt{\psi''(s)} \, ds.
\]

Then we call \( f_0 \) a \( \psi \)-compatible initial state if \( \nabla w \in L^2(\mathbb{R}^d, f_\infty) \).

With Definition 4.2, (4.1) can be written as

\[
(4.3) \quad I_\psi(f) = \int_{\mathbb{R}^d} (\nabla w)^T D(\nabla w) f_\infty \, dx.
\]

Whenever \( f \neq 0 \), this is equivalent to (4.1); however, now there is no longer a problem when \( f = 0 \). So the assumption of Definition 4.2 clearly implies that the initial state has finite entropy dissipation. It also has finite relative entropy, as we shall prove in Proposition 4.4 below.

**Remark:** The integral in Definition 4.2 can be calculated explicitly for the most common entropies:

For the quadratic entropy, \( \psi_2(s) = \alpha(s-1)^2 \) for some \( \alpha > 0 \), and thus

\[
(4.4) \quad w = \sqrt{2\alpha}\left( \frac{f_0}{f_\infty} - 1 \right).
\]

For the logarithmic entropy, with

\[
\psi_1(s) = \alpha(s + \beta) \ln(\frac{s + \beta}{1 + \beta}) - \alpha(s - 1)
\]

for some \( \alpha > 0, \beta \geq 0 \), we have

\[
(4.5) \quad w = 2\sqrt{\alpha}\left( \frac{f_0}{f_\infty} + \beta - \sqrt{1 + \beta} \right).
\]

For the \( p \)-entropies, \( 1 < p < 2 \), \( \psi_p(s) = \alpha[(s + \beta)^p - (1 + \beta)^p - p(1 + \beta)^{p-1}(s - 1)] \) for some \( \alpha > 0, \beta \geq 0 \), and thus

\[
(4.6) \quad w = 2\sqrt{\alpha(p-1)}\left( \frac{f_0}{f_\infty} + \beta \right)^{\frac{p}{2}} - (1 + \beta)^{\frac{p}{2}}.
\]

There is another, in fact systematic problem with the entropy dissipation (4.1): Since \( D \) is singular for \( k < d \), this functional is ‘lacking information’ on some partial derivatives of \( \frac{f}{f_\infty} \). But this information would be vital for the (standard) entropy method to work. More precisely, the functional \( I_\psi \) vanishes not only for \( f = f_\infty \). As shown in Corollary 6.3, for any \( t^* \geq 0 \) there are initial conditions such that \( I_\psi(f(t^*)) = 0 \). Also, due to the monotonicity of \( c_\psi(f(t)) \), \( I_\psi(f(t^*)) = 0 \) for some \( t^* \geq 0 \) implies \( I'_\psi(f(t^*)) = 0 \). So, for degenerate Fokker-Planck equations, \( c_\psi(f(t)) \) is not a convex function of \( t \) — in contrast to the non-degenerate case from [4]. The possibility of having \( I_\psi(f(t^*)) = I'_\psi(f(t^*)) = 0 \) for \( f(t^*) \neq f_\infty \) also shows that the standard entropy method cannot be carried over directly to the degenerate case in (1.3).

We therefore introduce the modified functional

\[
(4.7) \quad S_\psi(f) := \int_{\mathbb{R}^d} (\nabla w)^T P(\nabla w) f_\infty \, dx = \int_{\frac{f_0}{f_\infty} > 0} \psi''(\frac{f}{f_\infty}) \langle \nabla(\frac{f}{f_\infty}), \nabla(\frac{f}{f_\infty}), \frac{f}{f_\infty} \rangle^T P \langle \nabla(\frac{f}{f_\infty}), \frac{f}{f_\infty} \rangle f_\infty \, dx,
\]

where we replace the matrix \( D \) in \( I_\psi \) with a symmetric, positive definite matrix \( P \). \( P \) will be chosen in such a way that it allows for an estimate between \( \frac{d}{dt} S_\psi(f(t)) \) and \( S_\psi(f(t)) \) for solutions \( f \) to (1.3), as shown later in this section. Moreover, since \( P \) is positive definite, there is a constant \( c_P > 0 \) with \( P \geq c_P D \), and hence \( S_\psi \geq c_P I_\psi \).

**Remark:** Introducing the functional \( S_\psi \) differs from the modified entropy dissipation approach in [10]. There one considers an “intermediate functional” \( K(f) \), which measures the distance of \( f \) to the set of stationary states of the symmetric part \((L_\psi) \) in our case.
Choosing the matrix \( P \) is the crucial ingredient for the definition of our modified entropy dissipation \( S_\psi \). It will be based on the following algebraic result:

**Lemma 4.3.** For any fixed matrix \( Q \in \mathbb{R}^{d \times d} \), let \( \mu := \min \{ \Re \{ \lambda \} \mid \lambda \text{ is an eigenvalue of } Q \} \). Let \( \{ \lambda_m \mid 1 \leq m \leq m_0 \} \) be all the eigenvalues of \( Q \) with \( \mu = \Re \{ \lambda_m \} \), only counting their geometric multiplicity.

(i) If \( \lambda_m \) is non-defective\(^2\) for all \( m \in \{1, \ldots, m_0\} \), then there exists a symmetric, positive definite matrix \( P \in \mathbb{R}^{d \times d} \) with
\[
QP + PQ^T \geq 2\mu P.
\]

(ii) If \( \lambda_m \) is defective for at least one \( m \in \{1, \ldots, m_0\} \), then for any \( \varepsilon > 0 \) there exists a symmetric, positive definite matrix \( P = P(\varepsilon) \in \mathbb{R}^{d \times d} \) with
\[
QP + PQ^T \geq 2(\mu - \varepsilon)P.
\]

(iii) For any symmetric, positive definite matrix \( P \), and for any \( \psi \)-compatible function \( f_0 \), \( S_\psi(f_0) < \infty \).

**Proof:** The idea behind the construction of \( P \) is the following: If \( Q \) is not defective (and hence diagonalizable) and \( w_1, \ldots, w_d \) are its eigenvectors, then one can choose \( P \) as the weighted sum of the following rank 1 matrices:
\[
P := \sum_{j=1}^{d} b_j w_j \otimes w_j^T,
\]

with \( b_j \in \mathbb{R}^+ \), \( j = 1, \ldots, d \). As \( \{w_j\}_{j=1,\ldots,d} \) is a basis of \( \mathbb{C}^d \), \( P \) is positive definite. If any \( w_j \) is complex, its complex conjugate \( \overline{w}_j \) is also an eigenvector of \( Q \), since \( Q \) is real. By taking the same coefficient \( b_j \) for both, we obtain a real matrix \( P \). Apart from this restriction, the choice of \( b_j > 0 \) is arbitrary. For \( P \) from (4.10), we obtain
\[
QP + PQ^T = \sum_{j=1}^{d} b_j (\lambda_j + \overline{\lambda}_j) w_j \otimes \overline{w}_j^T \geq 2\mu \sum_{j=1}^{d} b_j w_j \otimes w_j^T = 2\mu P.
\]

If at least one of the eigenvalues of \( Q \) is defective, one can still construct \( P \) in a similar fashion to (4.10), but including now the generalised eigenvectors of \( Q \). To this end, we consider the Jordan normal form \( J \) of \( Q \), given by the similarity transformation \( A^{-1}QA = J \) with some \( A \in \mathbb{C}^{d \times d} \). Let \( J \) have \( N \) Jordan blocks, each of length \( l_n; n = 1, \ldots, N \).

(i) By assumption, all Jordan blocks corresponding to eigenvalues with \( \Re \{ \lambda_n \} = \mu \) are trivial, i.e. of length 1. Corresponding to the structure of \( J \), we define the positive diagonal matrix
\[
B := \text{diag}(B_1, \ldots, B_N),
\]

with
\[
B_n := \text{diag}(b_n^1, \ldots, b_n^1), \quad n = 1, \ldots, N.
\]

Its entries are defined as
\[
b_n^1 := 1; \quad b_n^j := c_j (\tau_n)^{2(1-j)}; \quad j = 2, \ldots, l_n,
\]

where \( c_1 := 1, c_j := 1 + (c_{j-1})^2; \quad j = 2, \ldots, l_n \), and \( \tau_n := 2(\Re \{ \lambda_n \} \mid - \mu) \geq 0 \) for \( n = 1, \ldots, N \). This yields for the \( n \)-th Jordan block \( J_n \) in the case \( l_n = 1 \): \( B_n = 1 \) and
\[
J_nB_n + B_nJ_n^H = (\lambda_n + \overline{\lambda}_n)B_n \geq 2\mu B_n.
\]

Here, \( J_n^H \) denotes the Hermitian adjoint of \( J_n \). In the case \( l_n > 1 \), we have \( \tau_n > 0 \) and
\[
J_nB_n + B_nJ_n^H - 2\mu B_n = \begin{pmatrix}
2(\Re \{ \lambda_n \} \mid - \mu) b_n^1 & b_n^{l_n-1} & b_n^{l_n-2} & \cdots & b_n^1 \\
b_n^{l_n-1} & 2(\Re \{ \lambda_n \} \mid - \mu) b_n^{l_n-1} & b_n^{l_n-2} & \cdots & b_n^1 \\
& & \ddots & \ddots & \ddots \\
& & & b_n^{l_n-1} & 2(\Re \{ \lambda_n \} \mid - \mu) b_n^1
\end{pmatrix} \geq 0.
\]

\(^2\)An eigenvalue is defective if its geometric multiplicity is strictly less than its algebraic multiplicity.
The last inequality follows from
\[ M_m := \begin{pmatrix}
\tau^{3-2m}c_m & \tau^{4-2m}c_{m-1} & \cdots \\
\tau^{4-2m}c_{m-1} & \tau^{5-2m}c_{m-1} & \cdots \\
& & \ddots & c_1 \\
& & & c_1 & \tau c_1
\end{pmatrix} \geq 0, \quad m = 1, \ldots, \max(l_n),
\]
for any \( \tau > 0 \), which can be verified by the principal minor test and the recursion
\[ \det M_m = \tau^{3-2m}c_m \det M_{m-1} - (\tau^{3-2m}c_{m-1})^2 \det M_{m-2} = \tau^{m(2-m)} > 0 \quad \text{for} \ m \geq 3. \]
In total, we have \( JB + BJ^H \geq 2\mu B \), and hence
\[ A^{-1}QAB + BA^H Q^T (A^{-1})^H \geq 2\mu B, \]
which implies
\[ QABA^H + ABA^H Q^T \geq 2\mu ABA^H. \]
The claim then follows with \( P := ABA^H \).

(ii) In this case, there exists a non-trivial Jordan block \( J_\delta \) corresponding to an eigenvalue with \( \Re\{\lambda_\delta\} = \mu \). In (4.11) of the above construction, we then choose (instead of \( \tau_\delta \)) \( \tau_\delta := 2(\Re\{\lambda_\delta\} - \mu + \varepsilon) > 0 \) for some \( \varepsilon > 0 \). Hence, \( J_\delta B_\delta + B_\delta J_\delta^H \geq 2(\mu - \varepsilon)B_\delta \) and the result follows. However, in this case \( P \) depends on \( \varepsilon \).

(iii) Using \( P \leq c \Id \) with some \( c > 0 \), this is clear from (4.7). \( \square \)

Remarks:

(i) The matrix \( P \) in Lemma 4.3 is not uniquely determined (in general not even up to a multiplicative factor; see the construction (4.10)).

(ii) From (4.11) with \( \tau_\delta := 2(\Re\{\lambda_\delta\} - \mu + \varepsilon) \), we see that for a defective eigenvalue \( \lambda_\delta \),
\[ \forall 1 < j \leq l_\delta : \lim_{\varepsilon \to 0} b^j_\delta = \infty. \]
With this “scaling” of \( P = P(\varepsilon) \) we thus have (for general \( f_0 \))
\[ \lim_{\varepsilon \to 0} S_\psi(f_0, \varepsilon) = \infty, \]
with \( S_\psi(f_0, \varepsilon) := \int_{\mathbb{R}^d} (\nabla w)^T P(\varepsilon) \nabla w f_\infty \ dx \). An alternative “scaling” of \( P \) would be to multiply with an appropriate power of \( \varepsilon \), to keep \( S_\psi(f_0, \varepsilon) \) bounded. But then, \( P \) would be singular in the \( \varepsilon \to 0 \) limit.

(iii) To appreciate the matrix inequality (4.8) we multiply it with \( \sqrt{P}^{-1} \) from both sides:
\[ \sqrt{P}^{-1} Q \sqrt{P} + \sqrt{P} Q^T \sqrt{P}^{-1} \geq 2\mu \Id \]
With the similarity transformation
\[ \tilde{Q} := \sqrt{P}^{-1} Q \sqrt{P} \]
we have \( \mu = \min \{\Re\{\lambda\} \mid \lambda \in \sigma(\tilde{Q})\} \), and the above inequality reads
\[ \tilde{Q}_s \geq \mu \Id. \]
But note that, in general, the spectra of a matrix \( \tilde{Q} \) and its symmetric part \( \tilde{Q}_s \) would be related by the opposite inequality for the smallest eigenvalue of \( \tilde{Q}_s \), i.e. \( \lambda_{\min}(\tilde{Q}_s) \leq \mu \). (Hence, the choice \( P = \Id \) will, in general, not yield the inequality (4.8).) So, the essence of Lemma 4.3 is the construction of the special similarity transformation (4.12) such that \( \lambda_{\min}(\tilde{Q}_s) = \mu \).

This is important for our analysis, since the large-time behavior of (1.3) is determined by the “spectral gap” \( \mu \) (with the choice \( Q := KC^T K^{-1} \)). But the key estimates of the entropy method below will rather involve the symmetric part of this matrix (see Proposition 4.5(i) and its proof).
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(iv) \((4.8)\) can be rewritten as \((Q - \mu)P + P(Q^T - \mu) \geq 0\), which bears a close resemblance to a generalized Lyapunov theorem\(^3\), or rather its converse: The backward implication of Lemma 2.4.5 in [25] holds only if \(\lambda_m\) is non-defective for all \(m \in \{1, \ldots, m_0\}\) (cf. also the exercise on p. 104 of [25]).

(v) Lemma 4.3(ii) can be inferred from the Lyapunov theorem: Under the assumptions of Lemma 4.3(ii), \(A_\varepsilon := Q^T - (\mu - \varepsilon)\) Id is positive stable. By Theorem 2.2.1 in [25], hence there exists a matrix \(P_\varepsilon > 0\) such that \(P_\varepsilon A_\varepsilon + A_\varepsilon^T P_\varepsilon \geq 0\).

We included an independent proof, as we shall need the algorithm in the sequel to construct \(P\) for concrete examples.

Next we show that any \(\psi\)-compatible \(f\) (or equivalently \(S\psi(f) < \infty\)) also has finite relative entropy generated by \(\psi\):

**Proposition 4.4.** Let \(f\) be \(\psi\)-compatible. Then it holds that

\[
e_\psi(f|f_\infty) \leq \frac{1}{2\lambda_P} S\psi(f) < \infty,
\]

where \(\lambda_P > 0\) is the largest possible constant in the matrix inequality \(K^{-1} \geq \lambda_P P^{-1}\).

**Proof:** Consider the Fokker-Planck operator

\[
L_P f := \text{div}(P\nabla(f f_\infty))
\]
on \(L^2\). Then \(L_P\) is symmetric due to the symmetry of \(P\), and \(f_\infty\) spans the kernel of \(L_P\). One easily checks that

\[
\frac{d}{dt} e_\psi(\tilde{f}(t)|f_\infty) = -S\psi(\tilde{f}(t))
\]
for a solution \(\tilde{f}(t)\) to \(\tilde{f}_t = L_P \tilde{f}\). As shown in Corollary 2.17, [4], this symmetric, non-degenerate Fokker-Planck equation leads to an exponential decay of the relative entropy, and in parallel to a convex Sobolev inequality: Using the notation \(f_\infty(x) := e^K e^{-V(x)}, V(x) := \frac{\pi^T K^{-1} x}{2}\), we have the Bakry-Émery condition

\[
\frac{\partial^2 V}{\partial x^2} = K^{-1} \geq \lambda_P P^{-1}.
\]

Hence, all \(g \in L^1_+(\mathbb{R}^d)\) with \(\int g \, dx = 1\) satisfy the convex Sobolev inequality

\[
e_\psi(g|f_\infty) \leq \frac{1}{2\lambda_P} S\psi(g),
\]
where both sides may be infinite. Since \(f\) is \(\psi\)-compatible, we have \(S\psi(f) < \infty, f \in L^1_+(\mathbb{R}^d)\) and \(\int f \, dx = 1\). This completes the proof. \(\square\)

The strategy of the standard entropy method is to prove first the exponential decay of the entropy dissipation. In analogy, we shall prove first the decay of the modified entropy dissipation \(S\psi\). Afterwards, this will yield the decay of \(f(t)\) in relative entropy.

The key ingredient to the following decay estimate is to apply Lemma 4.3 to the matrix \(Q := KC^T K^{-1}\), with \(K\) from (3.2).

**Proposition 4.5.** Assume condition (A). Let \(\psi\) generate an admissible entropy and let \(f\) be the solution to (1.3) with a \(\psi\)-compatible initial state \(f_0, \mu := \min \{\Re(\lambda) | \lambda\} is an eigenvalue of \(C\} \) (which is positive due to condition (A)). Let \(P, S\psi(f_0)\) be defined as in Lemma 4.3, \(\{\lambda_m | 1 \leq m \leq m_0\}\) be the eigenvalues of \(C\) with \(\mu = \Re(\lambda_m)\).

(i) If all \(\lambda_m\), \(1 \leq m \leq m_0\), are non-defective, then

\[
S\psi(f(t)) \leq S\psi(f_0)e^{-2\mu t}, \quad t \geq 0.
\]

\(^3\)See Lemma 2.4.5 in [25]: If \(QP + PQ^T \geq 0\) for some \(P \geq 0\), then \(Q\) is positive semistable.
Due to Proposition 2.2, the solution $S_\psi(f(t),\varepsilon) \leq S_\psi(f_0,\varepsilon)\varepsilon^{-2(\mu-\varepsilon)t}$, $t \geq 0$, for any $\varepsilon \in (0,\mu)$.

**Remark:** This result holds for all matrices $P$ chosen according to Lemma 4.3. Clearly, the rate $\mu$ is independent of the choice of $P$.

**Proof (of Proposition 4.5):** Due to Proposition 2.2, the solution $f$ is sufficiently smooth to allow the following computations. They are inspired by the decay estimate for the entropy dissipation in non-degenerate Fokker-Planck equations (cf. Lemma 2.13 of [4]). Due to the global positivity shown in §2, the solution remains $\psi$-compatible for all $t > 0$. Let $u := \nabla f_\infty$ and $S_\psi$ be given as in Lemma 4.3. Then

$$
S_\psi(f(t),\varepsilon) = \psi'(f(t)) - \psi''(f(t))f(t) + \int_0^t \psi''(f(s))f(s)ds.
$$

If $\psi$ is smooth enough, then

$$
0 \leq \psi''(f(t))f(t) \leq \psi''(0)f(t).
$$

We have

$$
\psi''(f(t))f(t) = \frac{d}{dt} \psi''(f(t))f(t).
$$

Then

$$
\frac{d}{dt} \psi''(f(t))f(t) = \int_0^t \psi''(f(s))f(s)ds.
$$

Remark: When $\int_0^t \psi''(f(s))f(s)ds = 0$, we have $\psi''(0)f(t) = \psi''(f(t))f(t)$. This means that $\psi''(f(t))f(t)$ can be considered as a measure of the entropy production. The entropy production is always non-negative, which implies that the solution remains $\psi$-compatible for all $t > 0$.

**Remark:** The rate $\mu$ is independent of the choice of $P$. We have

$$
(I) = 2 \int_\mathbb{R}^d \psi''(f_\infty)u^T Puf_\infty \, dx
$$

where we have used the symmetry of $P$. We have

$$
= -2 \int_\mathbb{R}^d \psi'(f_\infty)u^T (D - R) \frac{\partial^2 V}{\partial x^2} Puf_\infty \, dx - 2 \int_\mathbb{R}^d \psi''(f_\infty)(\nabla V)^T (D + R) \frac{\partial u}{\partial x} Puf_\infty \, dx
$$

$$
+ 2 \int_\mathbb{R}^d \psi''(f_\infty)((\nabla^T D \nabla)u)^T Puf_\infty \, dx.
$$

For the last term, we compute (using the summation convention over double indices)

$$
2 \int_\mathbb{R}^d \psi''(f_\infty)((\nabla^T D \nabla)u)^T Puf_\infty \, dx
$$

$$
= 2 \int_\mathbb{R}^d \psi''(f_\infty)(D_{ik} u_{j,k} P_{jr} u_{r} f_\infty) \, dx
$$

$$
= -2 \int_\mathbb{R}^d D_{ik} P_{jr} u_{j,k} (\psi''(f_\infty) u_{r} f_\infty) \, dx
$$

$$
= -2 \int_\mathbb{R}^d D_{ik} P_{jr} u_{j,k} \psi''(f_\infty) u_{r} f_\infty \, dx
$$

$$
+ 2 \int_\mathbb{R}^d \psi''(f_\infty) D_{ik} u_{j,k} V_{gl} P_{jr} u_{r} f_\infty \, dx
$$

$$
= -2 \int_\mathbb{R}^d \psi''(f_\infty) u^T D_{ik} \frac{\partial u}{\partial x} Puf_\infty \, dx
$$

$$
+ 2 \int_\mathbb{R}^d \psi''(f_\infty)((\nabla^T D \nabla)u)^T \frac{\partial u}{\partial x} Puf_\infty \, dx.
$$
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where we have used $u_{k,j} = u_{j,k}$ in the last equality. We obtain

\[
\begin{align*}
(1) &= -2 \int_{\mathbb{R}^d} \psi''(\frac{1}{f_\infty}) (\nabla V)^T R \frac{\partial u}{\partial x} Pu f_\infty \, dx - 2 \int_{\mathbb{R}^d} \psi''(\frac{1}{f_\infty}) \text{Tr}(D \frac{\partial u}{\partial x} P \frac{\partial u}{\partial x}) f_\infty \, dx \\
&- 2 \int_{\mathbb{R}^d} \psi''(\frac{1}{f_\infty}) u^T (D - R) \frac{\partial^2 V}{\partial x^2} Pu f_\infty \, dx - 2 \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) u^T D \frac{\partial u}{\partial x} Pu f_\infty \, dx.
\end{align*}
\]

Next, we rewrite the first term of this formula:

\[
\begin{align*}
\int_{\mathbb{R}^d} \psi''(\frac{1}{f_\infty}) (\nabla V)^T R \frac{\partial u}{\partial x} Pu f_\infty \, dx \\
= \int_{\mathbb{R}^d} \psi''(\frac{1}{f_\infty}) V_i R_{ik} u_{j,k} P_j u_{r} f_\infty \, dx \\
= - \int_{\mathbb{R}^d} R_{ik} u_{j,k} P_j u_{r} f_\infty \psi''(\frac{1}{f_\infty}) \, dx \\
= - \int_{\mathbb{R}^d} R_{ik} u_{j,k} P_j u_{r} f_\infty \psi''(\frac{1}{f_\infty}) R_{ik} V_{jk} u_{j} P_j u_{r} f_\infty \, dx - \int_{\mathbb{R}^d} \psi''(\frac{1}{f_\infty}) V_i R_{ik} u_{j,k} P_j u_{j} f_\infty \, dx \\
+ \int_{\mathbb{R}^d} \psi''(\frac{1}{f_\infty}) V_i R_{ik} V_{jk} u_{j} P_j u_{r} f_\infty \, dx - \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) V_i R_{ik} u_{j} u_{j} P_j u_{r} f_\infty \, dx \\
= - \int_{\mathbb{R}^d} \psi''(\frac{1}{f_\infty}) (\nabla V)^T R \frac{\partial u}{\partial x} Pu f_\infty \, dx - \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) [[(\nabla V)^T R u][u^T Pu]] f_\infty \, dx.
\end{align*}
\]

Here we have used the skew-symmetry of $R$ to conclude $R_{ik} V_{jk} = 0$, $V_i R_{ik} V_{jk} = 0$. Hence,

\[
-2 \int_{\mathbb{R}^d} \psi''(\frac{1}{f_\infty}) (\nabla V)^T R \frac{\partial u}{\partial x} Pu f_\infty \, dx = \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) [[(\nabla V)^T R u][u^T Pu]] f_\infty \, dx.
\]

So we arrive at

\[
(1) = -2 \int_{\mathbb{R}^d} \psi''(\frac{1}{f_\infty}) \text{Tr}(D \frac{\partial u}{\partial x} P \frac{\partial u}{\partial x}) f_\infty \, dx - 2 \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) u^T (D - R) \frac{\partial^2 V}{\partial x^2} Pu f_\infty \, dx \\
- 2 \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) u^T D \frac{\partial u}{\partial x} Pu f_\infty \, dx + \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) [[(\nabla V)^T R u][u^T Pu]] f_\infty \, dx.
\]

Next, we compute

\[
(II) = \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) u^T Pu f_\infty \, dx
\]

\[
= \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) u^T Pu \text{div}(f_\infty (D + R) u) \, dx
\]

\[
= \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) u_{r} P_j u_{j} (f_\infty (D_{ik} + R_{ik}) u_{k}) \, dx
\]

\[
= - \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) u_{r} P_j u_{j} V_{ik} (D_{ik} + R_{ik}) u_{k} f_\infty \, dx + \int_{\mathbb{R}^d} \psi'''(\frac{1}{f_\infty}) u_{r} P_j u_{j} (D_{ik} + R_{ik}) u_{k} f_\infty \, dx.
\]
Take a closer look at
\[
\int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u_r P_{rj} u_j (D_{ik} + R_{ik}) u_{k,l} f_\infty \, dx
\]
\[
= \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u_r P_{rj} u_j D_{ik} u_{k,l} f_\infty \, dx
\]
\[
= - \int_{\mathbb{R}^d} u_k D_{lk} P_{rj} (u_r u_j f_\infty \psi''(\frac{f}{f_\infty})) \, dx
\]
\[
= - \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u_k D_{lk} u_{r,l} P_{rj} u_j f_\infty \, dx - \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u_k D_{lk} u_{j,l} P_{rj} u_j f_\infty \, dx
\]
\[
+ \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u_k D_{lk} V_{r,l} u_r P_{rj} u_j f_\infty \, dx.
\]
and it follows that
\[
(II) = -2 \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u^T D \frac{\partial u}{\partial x} P u f_\infty \, dx - \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u^T D \frac{\partial u}{\partial x} P u f_\infty \, dx
\]
\[
- \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) [(\nabla V)^T R u][u^T P u] f_\infty \, dx.
\]
With this, we obtain
\[
Z_\psi(f(t)) = -2 \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u^T (D - R) \frac{\partial^2 V}{\partial x^2} P u f_\infty \, dx - 2 \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) \text{Tr}(D \frac{\partial u}{\partial x} P \frac{\partial u}{\partial x}) f_\infty \, dx
\]
\[
- 4 \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u^T D \frac{\partial u}{\partial x} P u f_\infty \, dx - \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) [u^T P u][u^T D u] f_\infty \, dx
\]
\[
= -2 \int_{\mathbb{R}^d} \text{Tr}(XY) f_\infty \, dx - \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u^T [(D - R) \frac{\partial^2 V}{\partial x^2} P + P \frac{\partial^2 V}{\partial x^2}(D + R)] u f_\infty \, dx.
\]
Here, the matrices $X, Y$ are given as (cf. Lemma 2.13 in [4])
\[
X = \begin{pmatrix}
\psi''(\frac{f}{f_\infty}) & \psi''(\frac{f}{f_\infty}) \\
\psi''(\frac{f}{f_\infty}) & \frac{1}{2} \psi IV(\frac{f}{f_\infty})
\end{pmatrix}, \quad Y = \begin{pmatrix}
\text{Tr}(D \frac{\partial u}{\partial x} P \frac{\partial u}{\partial x}) & u^T D \frac{\partial u}{\partial x} P u \\
u^T D \frac{\partial u}{\partial x} P u & (u^T P u)(u^T D u)
\end{pmatrix}.
\]
Due to the assumptions on $\psi$ (cf. Definition 4.1), $X \geq 0$. To see $Y \geq 0$, we use the Cauchy-Schwarz inequality for the Hilbert-Schmidt norm and the symmetry of $D, P$ to obtain
\[
(u^T D \frac{\partial u}{\partial x} P u)^2 = \text{Tr} \left( \sqrt{P} u u^T \sqrt{D} \sqrt{\partial^2 u \partial x^2} \sqrt{P} \right)^2 \leq \text{Tr} \left( \sqrt{P} u u^T \sqrt{D} \sqrt{\partial^2 u \partial x^2} \sqrt{P} \right) \text{Tr} \left( \sqrt{P} \partial^2 u \partial x^2 \sqrt{P} \partial^2 u \partial x^2 \sqrt{P} \right) = [u^T D u][u^T P u] \text{Tr} \left( D \frac{\partial u}{\partial x} \frac{\partial u}{\partial x} \right).
\]
This implies $\text{Tr}(XY) \geq 0$, and thus
\[
Z_\psi(f(t)) \leq - \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u^T [(D - R) \frac{\partial^2 V}{\partial x^2} P + P \frac{\partial^2 V}{\partial x^2}(D + R)] u f_\infty \, dx.
\]
We can now use Lemma 4.3 to establish the decay rate for $S_\psi$. First, compute
\[
(D - R) \frac{\partial^2 V}{\partial x^2} = (D - R)K^{-1} = \frac{1}{2}(CK + KC^T - CK + KC^T)K^{-1} = KC^T K^{-1} = Q,
\]
with $Q$ from Lemma 4.3. So the right hand side of (4.14) reads $-\int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u^T(QP + PQ^T)u f_\infty \, dx$. In Lemma 4.3 we proved
\[
(4.15) \quad QP + PQ^T \geq 2\kappa P,
\]
where $\kappa = \mu$ for case (i), and $\kappa = \mu - \varepsilon$ for case (ii) with some $\varepsilon \in (0, \mu)$. Thus
\[
\frac{d}{dt} S_\psi(f(t)) \leq -2\kappa S_\psi(f(t)),
\]
and applying Gronwall’s lemma completes the proof. \(\square\)

**Remark:** Inequality (4.15) is the key ingredient of the above proof, and it is a direct generalization of the well known Bakry-Émery condition from the standard entropy method. Indeed, for $D = \text{Id}$ and $C = C^T \geq \mu > 0$, (1.3) is a symmetric Fokker-Planck equation. With $K^{-1} = Q = C$ one can choose $P = \text{Id}$. Then, (4.15) reads
\[
\frac{1}{2}(QP + PQ^T) = C = \frac{\partial^2 V}{\partial x^2} \geq \mu \text{Id},
\]
and it is the Bakry-Émery condition in its simplest form (cf. (A2) in [4]).

For $D = \text{Id}$, and $C \neq C^T$ normal and positive stable, (1.3) is a non-symmetric Fokker-Planck equation with $K^{-1} = C_\varepsilon := (C + C^T)/2$ and $Q = C^T$. Here, the Bakry-Émery condition reads $K^{-1} = C_\varepsilon \geq \lambda_K \text{Id}$, while inequality (4.15) yields the improvement
\[
C^TP + PC \geq 2\mu P,
\]
with $\mu = \min \{\Re(\lambda) \mid \lambda \in \sigma(C)\}$. We always have $\mu \geq \lambda_K = \min \lambda(C_\varepsilon)$ and the strict inequality holds in many examples. We shall return to this comparison for non-symmetric Fokker-Planck equations in §8.

In the standard entropy method for fully parabolic equations, one derives decay of the relative entropy from the decay of the entropy dissipation by integrating the inequality $\frac{d}{dt} e_\psi(f(s)) \geq -\frac{d}{ds} e_\psi(f(s))$ over $(t, \infty)$. This requires a-priori knowledge that $e_\psi(f(t = \infty)) = 0$, which, as shown in [1], can be derived from the decay of $S_\psi$ (which is the entropy dissipation functional for fully parabolic equations). Since the decay estimate in Proposition 4.5 depends on the modified entropy dissipation of the initial data, this time integration does not work for hypocoercive equations.

Still, the convex Sobolev inequality from Proposition 4.4 already implies exponential decay of the relative entropy under the assumption that $S_\psi(f_0) < \infty$:

**Theorem 4.6.** Assume condition (A). Let $\psi$ generate an admissible entropy and let $f$ be the solution to (1.3) with a $\psi$-compatible initial state $f_0$, $\mu := \min \{\Re(\lambda) \mid \lambda \in \sigma(C)\}$. Let $P$, $S_\psi(f_0)$ be defined as in Lemma 4.3, $\{\lambda_m \mid 1 \leq m \leq m_0\}$ be the eigenvalues of $C$ with $\mu = \Re(\lambda_m)$.

(i) If all $\lambda_m$, $1 \leq m \leq m_0$, are non-defective, then
\[
(4.16) \quad e_\psi(f(t)\|f_\infty) \leq \frac{1}{2\lambda_P} S_\psi(f_0) e^{-2\mu t}, \quad t \geq 0.
\]

(ii) If $\lambda_m$ is defective for at least one $m \in \{1, \ldots, m_0\}$, then
\[
(4.17) \quad e_\psi(f(t)\|f_\infty) \leq \frac{1}{2\lambda_P} S_\psi(f_0, \varepsilon) e^{-2(\mu - \varepsilon)t}, \quad t \geq 0,
\]
for any $\varepsilon \in (0, \mu)$.

**Remark 4.7** (sharpness of the constants in Theorem 4.6).
(i) While the l.h.s. of (4.16) is independent of $P$, the r.h.s. clearly depends on $P$. So, for each fixed $f_0$, the multiplicative constant $\frac{1}{2\pi^\ast}S_\psi(f_0)$ can be optimised w.r.t. the admissible matrices $P$ from Lemma 4.3 (in the family (4.10), e.g.). The same statement applies to the defective case of (4.17) (for each fixed $\varepsilon > 0$).

(ii) But for each fixed $P$, the leading multiplicative constant $\frac{1}{2\pi^\ast}$ in (4.16) and (4.17) is sharp for the logarithmic and quadratic entropies. This is understood in the sense that (for each $P$) there exists an optimal function rendering the convex Sobolev inequality (4.13) an equality. (The coordinate transformation $x = \sqrt{P_y}$ changes $\tilde{f}_t = L_P \tilde{f}$ into a Fokker-Planck equation with Id as diffusion matrix such that the sharpness results from §3.5 in [4] apply.) Using this optimal function as $f_0$ hence makes (4.16) and (4.17) an equality at $t = 0$.

(iii) The sharpness of the exponential rates in (4.16) and (4.17) (for all admissible entropies) will be proved in §6 below.

(iv) For the case $d = 2$, the combined optimality of rate and multiplicative constant will be shown in Proposition 6.4.

Using the regularisation of (1.3) we shall next generalise the entropy decay to initial states with (only) finite relative entropy. The basic concept is that evolutions with hypoelliptic operators regularise, though in a weaker sense than non-degenerate parabolic equations. Local estimates of this sort first appeared in the proof by Hörmander [23] as well as in [26], [34]. Our result generalises Theorems A.12, A.15 in [38] (expressed for quadratic and logarithmic entropies) to all admissible $\psi$-entropies. Those results, in turn, used an idea developed by Hérau [20]. The regularisation depends on the order $\tau$ of the finite rank Hörmander condition for $L$ (cf. Remark 2.4).

**Theorem 4.8.** Let condition (A) hold, $f_0 \in L^1_\varepsilon(\mathbb{R}^d)$ with $\int_\mathbb{R}^d f_0 \, dx = 1$ and $c_\psi(f_0|f_\infty) < \infty$. Let $f(t)$ be the solution of (1.3) with initial condition $f_0$, and let $\tau$ be the minimal constant such that (2.2) holds. Then there is a positive constant $c_\tau > 0$ such that

$$\forall t \in (0, 1]: \quad S_\psi(f(t)) \leq c_\tau t^{-(2\tau+1)}c_\psi(f_0|f_\infty).$$

**Proof:** The idea of the proof is to construct a decaying-in-time functional $F$ that is a (positive) linear combination of both sides of (4.18) – multiplied by $t^{2\tau+1}$.

Step 1 (construction of $F$): Recalling the definition $Q := K C^T K^{-1}$, we define the matrices

$$M_j := Q^j D(Q^T)^j \geq 0, \quad N_j := Q^j D(Q^T)^{j+1} + Q^{j+1} D(Q^T)^j; \quad j = 0, \ldots, \tau + 2.$$

Since $Q^T = K^{-1} C K = 2K^{-1} D - C^T$, we can apply (2.2) to $\sum_{j=0}^{\tau} M_j$ and obtain

$$\sum_{j=0}^{\tau} M_j \geq c_0 \text{Id}$$

for some $c_0 > 0$. Thus there is $c_1 > 0$ such that

$$M_{\tau+2} \leq c_1 \sum_{j=0}^{\tau} M_j.$$

We compute

$$QM_j + M_j Q^T = N_j,$$

$$QN_j + N_j Q^T = 2M_{j+1} + Q^j D(Q^T)^{j+2} + Q^{j+2} D(Q^T)^j.$$

Using $D^2 = D$, we have for any $\varepsilon > 0$:

$$0 \leq \left( \frac{1}{\sqrt{\varepsilon}} Q^j D \pm \sqrt{\varepsilon} Q^{j+2} D \right) \left( \frac{1}{\sqrt{\varepsilon}} D(Q^T)^j \pm \sqrt{\varepsilon} D(Q^T)^{j+2} \right)$$

$$= \frac{1}{\varepsilon} M_j + \varepsilon M_{j+2} \pm \left( Q^j D(Q^T)^{j+2} + Q^{j+2} D(Q^T)^j \right).$$
Then (4.20) and the analogue of (4.22) with \( j + 2 \) replaced by \( j + 1 \) yield the estimate

\[
(4.23) \quad \pm N_j \leq \frac{1}{\varepsilon}M_j + \varepsilon M_{j+1}.
\]

Further, (4.22) yields

\[
(4.24) \quad \pm (Q^jD(Q^T)^{j+2} + Q^{j+2}D(Q^T)^j) \leq \frac{1}{\varepsilon}M_j + \varepsilon M_{j+2}.
\]

Now we define the matrix-valued polynomial in \( t \):

\[
P(t) := \sum_{j=0}^{\tau+1} (a_j t^{2j+1}M_j) + \sum_{j=0}^{\tau} (b_j t^{2j+2}N_j),
\]

with \( P(0) = 0 \). As (positive) coefficients, we first choose \( a_{\tau+1} := \frac{1}{c_3} \),

\[
b_\tau := \frac{2}{3} \left[1 + a_{\tau+1}(2\tau + 4)\right], \quad a_\tau := \frac{b_{\tau-1}^2}{a_{\tau+1}}.
\]

Then we choose iteratively, starting with \( j = \tau \) and finishing with \( j = 1 \):

\[
b_{j-1} := \frac{2}{3} \left[2 + c_1 + a_j(2j + 1) + b_j^2 + \frac{2(b_j(2j + 2) - a_j)^2}{b_j} \right], \quad a_{j-1} := \frac{b_{j-1}^2}{a_j}.
\]

Using (4.23) with \( \varepsilon = \frac{2b_j t}{a_j} \), \( 0 \leq j \leq \tau \), we obtain

\[
\forall j = 0, \ldots, \tau : \quad b_j t^{2j+2}N_j \geq \frac{a_j}{2} t^{2j+1}M_j - \frac{2b_j^2}{a_j} t^{2j+3}M_{j+1},
\]

and thus

\[
\sum_{j=0}^{\tau} b_j t^{2j+2}N_j \geq -\frac{a_0}{2} tM_0 - \sum_{j=1}^{\tau} \left( \frac{a_j}{2} t^{2j+1}M_j + \left( \frac{2b_{j-1}^2}{a_{j-1}} t^{2j+3}M_{j+1} \right) \right)
\]

\[
= -\frac{a_0}{2} tM_0 - \sum_{j=1}^{\tau} \left( \frac{3a_j}{4} t^{2j+1}M_j \right) - a_{\tau+1} t^{2\tau+3}M_{\tau+1},
\]

where we have used (4.25). Inserting this into \( P(t) \) yields

\[
P(t) \geq \frac{a_0}{2} tM_0 + \sum_{j=1}^{\tau} \frac{a_j}{4} t^{2j+1}M_j.
\]

Writing \( c_3 := \min\left\{ \frac{a_0}{2}, \frac{a_1}{4}, \ldots, \frac{a_\tau}{4} \right\} \), this implies for \( t \in [0, 1] \):

\[
(4.26) \quad P(t) \geq t^{2\tau+1} c_3 \sum_{j=0}^{\tau} M_j \geq c_0 c_3 t^{2\tau+1} \Id.
\]

So \( P(t) \) is positive definite for all \( t > 0 \), and we define the functional

\[
\mathcal{F}(t) := \gamma c_\psi ( f(t) | f_\infty ) + \int_{\mathbb{R}^d} \psi'' \left( \frac{f(t)}{f_\infty} \right) u^T P(t) u f_\infty \, dx \geq 0,
\]

with some \( \gamma > 0 \) to be chosen later.

Step 2 (decay of \( \mathcal{F} \)): For \( \mathcal{F} \), we can repeat all the computations in the proof of Proposition 4.5 and arrive at

\[
\frac{d}{dt} \mathcal{F}(t) \leq -\gamma I_\psi ( f(t) | f_\infty ) + \int_{\mathbb{R}^d} \psi'' \left( \frac{f(t)}{f_\infty} \right) u^T \left[ \dot{P}(t) - (QP(t) + P(t)Q^T) \right] u f_\infty \, dx
\]

\[
= \int_{\mathbb{R}^d} \psi'' \left( \frac{f(t)}{f_\infty} \right) u^T \left[ \dot{P}(t) - (QP(t) + P(t)Q^T) - \gamma M_0 \right] u f_\infty \, dx,
\]
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where \( \dot{P}(t) \) denotes the time derivative of \( P(t) \). We compute

\[
\dot{P}(t) = \sum_{j=0}^{\tau+1} (a_j (2j + 1)t^{2j} M_j) + \sum_{j=0}^{\tau} (b_j (2j + 2)t^{2j+1} N_j)
\]

and further, using (4.20), (4.21), and (4.24) with \( \varepsilon := \frac{t^2}{b_j} \):

\[
- (QP(t) + P(t)Q^T) = - \sum_{j=0}^{\tau+1} (a_j t^{2j+1} N_j) - 2 \sum_{j=0}^{\tau} (b_j t^{2j+2} M_{j+1})
\]

\[
- \sum_{j=0}^{\tau} (b_j t^{2j+2}[Q^T D(Q^T)]^j + Q^{j+2} D(Q^T))
\]

\[
\leq - \sum_{j=0}^{\tau+1} (a_j t^{2j+1} N_j) - 2 \sum_{j=0}^{\tau} (b_j t^{2j+2} M_{j+1})
\]

\[
+ \sum_{j=0}^{\tau+1} b_j t^{2j+2} \left( \frac{b_j}{t^2} M_j + \frac{\varepsilon}{b_j} M_{j+2} \right)
\]

\[
= - \sum_{j=0}^{\tau+1} (a_j t^{2j+1} N_j) - 2 \sum_{j=0}^{\tau} (b_j t^{2j+2} M_{j+1})
\]

\[
+ \sum_{j=0}^{\tau+2} (t^{2j} b_j^2 M_j) + \sum_{j=2}^{\tau+1} (t^{2j} M_j).
\]

This implies

\[
\dot{P}(t) - (QP(t) + P(t)Q^T) - \gamma M_0
\]

\[
\leq (a_0 + b_0^2 - \gamma) M_0 + (3a_1 + b_1^2 - 2b_0) t^2 M_1
\]

\[
+ \sum_{j=2}^{\tau} ([a_j (2j + 1) + 1 + b_j^2 - 2b_{j-1}] t^{2j} M_j)
\]

\[
+ (a_{\tau+1}(2\tau + 3) + 1 - 2b_\tau) t^{2\tau+2} M_{\tau+1}
\]

\[
+ \sum_{j=0}^{\tau+1} (a_j t^{2j+1} N_j) + \varepsilon^2 (\tau+2) M_{\tau+2},
\]

where \( \alpha_j := -a_j + b_j (2j + 2), \) \( 0 \leq j \leq \tau; \) \( \alpha_{\tau+1} := -a_{\tau+1} \). Using

\[
\forall j = 0, \ldots, \tau : \quad \pm N_j \leq \frac{2|\alpha_j|}{b_j} M_j + \frac{b_j t}{2|\alpha_j|} M_{j+1},
\]

\[
N_{\tau+1} \leq \frac{1}{t} M_{\tau+1} + t M_{\tau+2},
\]

we obtain

\[
\sum_{j=0}^{\tau+1} (a_j t^{2j+1} N_j) \leq \sum_{j=0}^{\tau} \left( \frac{2\alpha_j^2}{b_j} t^{2j} M_j + \frac{b_j t}{2} t^{2j+2} M_{j+1} \right) + a_{\tau+1} t^{2\tau+2} M_{\tau+1} + a_{\tau+1} t^{2\tau+4} M_{\tau+2}
\]

\[
= \frac{2\alpha_0^2}{b_0} M_0 + \sum_{j=1}^{\tau} \left( \frac{2\alpha_j^2}{b_j} + \frac{b_j-1}{2} \right) t^{2j} M_j + (\frac{b_j}{2} + a_{\tau+1}) t^{2\tau+2} M_{\tau+1} + a_{\tau+1} t^{2\tau+4} M_{\tau+2}.
\]
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Thus, we finally arrive at
\[
\dot{P}(t) - (QP(t) + P(t)Q^T) - \gamma M_0 \\
\leq \left( a_0 + b_0^2 + 20a_0^2 \right) M_0 + \left( 3a_1 + b_1^2 + 20a_1^2 \right) t^2 M_1 \\
+ \sum_{j=2}^\tau \left( a_j (2j + 1) + 1 + b_j^2 + 20a_j^2 \right) t^{2j-1} M_j \\
+ (\alpha + 1)^2 t^{2\tau+1} M_{\tau+1} + (\alpha + 1) t^{2\tau+1} M_{\tau+1}.
\]
We use (4.19) and obtain for sufficiently large \( \gamma \) and \( t \in [0,1] 
\[
\dot{P}(t) - (QP(t) + P(t)Q^T) - \gamma M_0 \\
\leq \left( c_1 (\alpha + 1) + a_0 + b_0^2 + 20a_0^2 \right) M_0 + \left( c_1 (\alpha + 1) + 3a_1 + b_1^2 + 20a_1^2 - 3b_0 \right) t^2 M_1 \\
+ \sum_{j=2}^\tau \left( c_1 (\alpha + 1) + a_j (2j + 1) + 1 + b_j^2 + 20a_j^2 \right) t^{2j-1} M_j \\
+ (\alpha + 1)^2 t^{2\tau+2} M_{\tau+1} \leq 0,
\]
where we have used (4.25).

This implies that \( \mathcal{F}(t) \) is monotonously decreasing, and thus \( \mathcal{F}(t) \leq \mathcal{F}(0) = \gamma e^\psi(f_0|f_\infty) \) for all \( t \in [0,1] \). Together with (4.26), we obtain
\[
\gamma c_2 t^{2\tau+1} \int_{\mathbb{R}^d} \psi''(f/\infty)|u|^2 f_\infty \, dx \leq \gamma e^\psi(f_0|f_\infty),
\]
which completes the proof using Lemma 4.3 (iii).

With this regularisation result, we can finally prove exponential decay of the relative entropy:

**Theorem 4.9.** Assume condition (A). Let \( \psi \) generate an admissible relative entropy and let \( f \) be the solution to (1.3) with initial state \( f_0 \in \mathcal{L}_1(\mathbb{R}^d) \) such that \( e^\psi(f_0|f_\infty) < \infty \). Let \( \mu := \min\{\Re\{\lambda\} | \lambda \text{ is an eigenvalue of } C \} \). Let \( \{\lambda_m|1 \leq m \leq m_0\} \) be the eigenvalues of \( C \) with \( \mu = \Re\{\lambda_m\} \), and let \( e(t) := e^\psi(f(t)|f_\infty) \).

Then
1. If all \( \lambda_m \), \( 1 \leq m \leq m_0 \), are non-defective, then there is a constant \( c_1 > 1 \) such that
   \[
   \forall t \geq 0 : \quad e(t) \leq c e^{-2\mu t} e^\psi(f_0|f_\infty).
   \]
2. If \( \lambda_m \) is defective for at least one \( m \in \{1, \ldots, m_0\} \), then for all \( \epsilon \in (0,\mu) \), there is \( c_\epsilon > 1 \) such that
   \[
   \forall t \geq 0 : \quad e(t) \leq c_\epsilon e^{-2(\mu - \epsilon)t} e^\psi(f_0|f_\infty).
   \]

**Proof:** Let \( P \), \( S_\psi(f_0) \) be defined as in Lemma 4.3. Let \( \delta > 0 \), and let \( \kappa := \mu - \epsilon \) in case (i), and \( \kappa := \mu - \delta \) in case (ii). Using (4.13), Proposition 4.5 and Theorem 4.8, we compute for \( t \geq \delta \):
\[
e^\psi(t) \leq \frac{1}{2\lambda_P} S_\psi(f(t)) \leq \frac{1}{2\lambda_P} S_\psi(f(\delta)) e^{-2\kappa(t-\delta)} \\
\leq \frac{e^{2\kappa\delta}}{2\lambda_P \delta^{\tau+1}} e^\psi(0) e^{-2\kappa t}.
\]
For \( t \leq \delta \), it follows from the monotonicity of \( e_\psi \) (cf. (4.41)) that
\[
e^\psi(t) \leq c_3 e^\psi(0) e^{-2\kappa t}.
\]
Writing \( c_3 := e^{2\kappa \delta} \max\{1, \frac{c}{2\lambda_P \delta^{\tau+1}}\} \) and combining (4.29), (4.30) yields
\[
\forall t \geq 0 : \quad e^\psi(t) \leq c_3 e^\psi(0) e^{-2\kappa t}.
\]
Remark: In contrast to the standard entropy method for symmetric Fokker-Planck equations [4], the decay estimates (4.27) and (4.28) have leading multiplicative constants \( c, c_r > 1 \). This is typical for non-symmetric Fokker-Planck equations, and it is due to the non-orthogonality of the eigenfunctions of \( L \) (cf. §5 below; and [30] for a closely related discussion of \( L^2 \)-estimates for semigroups). Due to the applied regularisation and the above proof, we expect that the multiplicative constants in (4.27) and (4.28) are not sharp.

5. Spectral analysis and flow-invariant manifolds

In this section we shall characterise the spectrum of \( L \) in \( L^2 \) and the corresponding eigenspaces, which are of course flow-invariant. Moreover, we also find flow-invariant manifolds that consist of Gaussian functions. In Section 6 we shall need these two types of manifolds to prove the sharpness of decay rates for the quadratic and logarithmic entropy, respectively.

The main difficulty in the spectral analysis of \( L \) is the fact that the eigenfunctions of \( L \) are not orthogonal, in contrast to the symmetric, fully parabolic case. They do, however, generate finite dimensional, \( L \)-invariant and mutually orthogonal subspaces of \( L^2 \). And this fact will be a crucial ingredient for the computation of the spectrum, cf. the proof of Theorem 5.3 below (for a closely related situation see also [17], [3]).

First we introduce some notation. Let \( \mathcal{P}(\mathbb{R}^d) \) denote the polynomials over \( \mathbb{R}^d \) (with complex coefficients) and let \( \mathcal{Q} := \mathcal{P}(\mathbb{R}^d) f_\infty \). \( \mathcal{Q} \) is dense in \( L^2(\mathbb{R}^d, f_\infty^{-1}) \), and it is the natural space for eigenfunctions of the Fokker-Planck operator (see for example [19] or [33]).

Let \( \alpha \in \mathbb{N}_0^d \) be a multi-index. We write \( |\alpha| = \sum_{j=1}^d \alpha_j, \nabla^\alpha := \sum_{j=1}^d \partial_j^{\alpha_j} \). We also introduce the notation \( \alpha_{l-} \) and \( \alpha_{l+} \):

\[
\begin{align*}
(\alpha_{l+})_j &:= \alpha_j \ (j \neq l), \quad (\alpha_{l+})_l := \alpha_l + 1, \\
(\alpha_{l-})_j &:= \alpha_j \ (j \neq l), \quad (\alpha_{l-})_l := \alpha_l - 1 \quad \text{if} \ \alpha_l \geq 1, \\
\alpha_{l-} &:= 0 \ \in \mathbb{N}_0^d \quad \text{if} \ \alpha_l = 0.
\end{align*}
\]

So \( \alpha_{l-}, \alpha_{l+} \) denote the multi-indices that one obtains by lowering or raising the \( l \)-th entry of \( \alpha \) by 1. Analogously we define iterated vector shifts like, e.g., \( (\alpha_{l-})_{m-} \).

To establish the orthogonal decomposition of \( L^2 \), we introduce a change of coordinates. Let

\[
y := \sqrt{K}^{-1} x,
\]

\[
g_0(y) := f_\infty(\sqrt{K} y) = c_K \exp(-\frac{|y|^2}{2}).
\]

Now let

\[
g_\alpha(y) := \nabla^\alpha_y g_0(y), \quad \alpha \in \mathbb{N}_0^d,
\]

\[
\hat{V}_m := \text{span} \{ g_\alpha \ | \ |\alpha| = m \} \subset \hat{\mathcal{Q}} := \mathcal{P}(\mathbb{R}^d) g_0, \quad m \in \mathbb{N}_0.
\]

Note that the polynomial part of \( g_\alpha \) has degree \( |\alpha| \) and its (unique) leading monomial is \((-1)^{\alpha_1} y^{\alpha} \).

From [19], [33] we know that \( \{ g_\alpha \}_{\alpha \in \mathbb{N}_0^d} \) forms an orthogonal basis of \( L^2(\mathbb{R}^d, g_0^{-1}) \). Hence, the subspaces \( \hat{V}_m \) are also mutually orthogonal. With the inverse coordinate transformation we see that the subspaces

\[
V_m := \text{span} \{ f_\alpha \ | \ |\alpha| = m \} \subset \mathcal{Q}; \quad m \in \mathbb{N}_0, \quad \text{with} \quad f_\alpha(x) := g_\alpha(\sqrt{K}^{-1} x)
\]

are mutually orthogonal in \( L^2 \). With this discussion we already obtain the first part of

**Proposition 5.1.**

(i) \( L^2 \) has a decomposition in mutually orthogonal subspaces:

\[
L^2 = \bigoplus_{m \in \mathbb{N}_0} V_m.
\]

(ii) For every \( m \in \mathbb{N}_0 \), \( V_m \) is invariant under \( L \), its adjoint \( L^* \) (w.r.t. \( L^2 \)), and hence the semigroup \( e^{tL}; t \geq 0 \).
So, Proposition 5.1 is its generalization to degenerate Fokker-Planck equations. Acting on the transformed function $g(y) := f(\sqrt{K}y) \in L^2(\mathbb{R}^d, g_0^{-1})$, $L$ has the form

$$\tilde{L}g := \text{div}_y((\tilde{D} + \tilde{R})(\nabla_y g + yg)) = \text{div}_y(\tilde{D}\nabla_y g + \tilde{C}yg),$$

$$\tilde{C} := \sqrt{K}^{-1}C\sqrt{K},$$

$$\tilde{D} := \sqrt{K}^{-1}D\sqrt{K}^{-1},$$

$$\tilde{R} := \sqrt{K}^{-1}R\sqrt{K}^{-1}.$$ 

Note that the following properties of $D$, $R$, and $C$ also hold for the transformed matrices (with $K := \text{Id}$):

$$\tilde{D} = \frac{1}{2}(\tilde{C}K + \tilde{K}\tilde{C}^T) = \tilde{C}, \quad \tilde{R}^T = -\tilde{R}.$$

The adjoint of $\tilde{L}$ has the form

$$\tilde{L}^*g = \text{div}([\tilde{D} - \tilde{R})(\nabla g + yg)].$$

Now we compute for some $l \in \{1, \ldots, d\}$:

$$\partial_{y_l} g_{\alpha}(y) = \nabla^\alpha \partial_{y_l} g_{\alpha}(y) = -\nabla^\alpha (y_l g_{\alpha}(y))$$

$$= -\alpha_l g_{\alpha_{l-}}(y) - yg_{\alpha}(y).$$

So we have, writing $h_{\alpha} := (\alpha_l g_{\alpha_{l-}}(y))_{l=1, \ldots, d}$,

$$\nabla g_{\alpha}(y) = -h_{\alpha}(y) - yg_{\alpha}(y).$$

Inserting this into $\tilde{L}$ gives

$$\tilde{L}g_{\alpha} = \text{div}([\tilde{D} + \tilde{R})(-h_{\alpha}(y) - yg_{\alpha}(y) + yg_{\alpha}(y))$$

$$= -\text{div}((\tilde{D}h_{\alpha}(y)) - \text{div}(\tilde{R}h_{\alpha}(y)),$$

$$\tilde{L}^*g_{\alpha} = -\text{div}(\tilde{D}h_{\alpha}(y)) + \text{div}(\tilde{R}h_{\alpha}(y)).$$

Further we compute

$$\text{div}(\tilde{D}h_{\alpha}) = \sum_{j,l=1}^{d} \partial_{y_l} \left( \tilde{D}_{jl} \alpha_l g_{\alpha_{l-}} \right)(y) = \sum_{j,l=1}^{d} \alpha_l \tilde{D}_{jl} g_{\alpha_{l-}} (y),$$

$$\text{div}(\tilde{R}h_{\alpha}) = \sum_{j,l=1}^{d} \alpha_l \tilde{R}_{jl} g_{\alpha_{l-}} (y).$$

Thus we obtain, using $\tilde{D} + \tilde{R} = \tilde{C}$ and $\tilde{D} - \tilde{R} = \tilde{C}^T$,

$$\tilde{L}g_{\alpha} = -\sum_{j,l=1}^{d} \alpha_l \tilde{C}_{jl} g_{\alpha_{l-}} (y),$$

$$\tilde{L}^*g_{\alpha} = -\sum_{j,l=1}^{d} \alpha_l \tilde{C}_{jl}^T g_{\alpha_{l-}} (y).$$

We see that $\tilde{L}g_{\alpha}, \tilde{L}^*g_{\alpha}$ are linear combinations only of terms $g_{\beta}, \beta \in \mathbb{N}_d^d$, with $|\beta| = |\alpha|$. This completes the proof. 

For non-degenerate Fokker-Planck equations this orthogonal decomposition of $L^2$ into invariant subspaces (or equivalently, the block-diagonal structure of the semigroup $e^{tL}$) is well known, cf. (57) in [27]. So, Proposition 5.1 is its generalization to degenerate Fokker-Planck equations.

From the orthogonal decomposition of $L^2$ we immediately have

\begin{equation}
\bigcup_{m \in \mathbb{N}_0} \sigma(L|_{V_m}) \subset \sigma(L).
\end{equation}

(5.1)
First we note that the r.h.s. cannot include any additional eigenvalue. Otherwise, the orthogonal projection of a corresponding eigenvector to some $V_m$ would be non-trivial. Hence it would already be an eigenvector of $L|_{V_m}$. To have equality in (5.1) we have to rule out that eigenvalues of $L|_{V_m}$ accumulate. To this end we now prove the compactness of the resolvent of $L$:

**Lemma 5.2.** Under condition (A), the operator $L$ has a compact resolvent on $L^2(\mathbb{R}^d,f_\infty^{-1})$.

The technical proof is deferred to the appendix.

As an immediate consequence we have $\sigma(L) = \sigma_p(L)$. Moreover, the eigenvalues have no accumulation point, and all eigenspaces are finite dimensional.

For the following spectral analysis, let $\lambda_1, \ldots, \lambda_d$ be the eigenvalues of $C$, counted with their algebraic multiplicity.

**Theorem 5.3.** Assume condition (A). Then it holds:

(i) The spectrum of $L$ in $L^2$ is given by

$$\sigma(L) = \sigma_p(L) = \left\{ -\sum_{j=1}^d \alpha_j \lambda_j \mid \alpha = (\alpha_j) \in \mathbb{N}_0^d \right\} \subset \{0\} \cup (\mathbb{R}^- \times i\mathbb{R}) .$$

(ii) The eigenspace to 0 is one-dimensional and spanned by $f_\infty$.

(iii) If $C$ is not defective, then the eigenfunctions of $L$ form a basis of $Q$.

(iv) If $C$ is defective, then the eigenfunctions and generalised eigenfunctions of $L$ form a basis of $Q$.

Remark: Formula (5.2) is well known for non-degenerate Fokker-Planck equations with linear drift (cf. §1.4 of [27] and references therein). We show here that this formula carries over to degenerate diffusion matrices.

Moreover, the following proof shows that all eigenfunctions and generalised eigenfunctions of $L$ can be computed explicitly.

**Proof (of Theorem 5.3):**

(i): Due to the orthogonal decomposition of $L^2$ and the $L$-invariance of $V_m$, it only remains to prove that

$$\sigma(L|_{V_m}) = \left\{ -\sum_{j=1}^d \alpha_j \lambda_j \mid |\alpha| = m \right\} ,$$

for each $m \in \mathbb{N}$. Eigenfunctions of $L|_{V_m}$ have the form $\varphi(x) = q(x)f_\infty \in V_m \subset Q$, where $q$ is a polynomial of order $m$. Using $D + R = CK$ (see §3) we obtain:

$$L \varphi = \text{div}(f_\infty (D + R) \nabla q) = f_\infty \text{div}((D + R) \nabla q) - f_\infty (x^T K^{-1} (D + R) \nabla q)$$

$$= f_\infty \left[ \text{div}(D \nabla q) - x^T K^{-1} CK \nabla q \right] .$$

Hence, $\varphi \in Q$ is an eigenfunction of $L$ iff $\varphi \in \mathcal{P}(\mathbb{R}^d)$ is an eigenfunction of $L^P$ with:

$$L^P q(x) := \nabla^T D \nabla q(x) - x^T K^{-1} CK \nabla q(x) = \nu q(x) .$$

Since the eigenvalues of $C$ (and thus of $Q$) may be complex, we shall consider the polynomial $q$ in the space $\mathcal{P}(\mathbb{C}^d)$ in the sequel. Similar to Lemma 4.3, we shall now use the Jordan normal form $J$ of $Q^T = K^{-1} CK$, with $A_1 J A_1^{-1} = Q^T$ for some regular $A_1 \in \mathbb{C}^{d \times d}$.

We introduce the (complex) coordinate transformation

$$y := A_1^T x , \quad y \in \mathbb{C}^d ,$$

$$p(y) := q((A_1^{-1})^T y) = q(x) \in \mathcal{P}(\mathbb{C}^d) .$$

So we obtain the following equation for the (transformed) eigenfunctions of $L^P$:

$$\tilde{L}^P p(y) := \nabla^T p(y) D A_1 \nabla y p(y) - y^T J \nabla y p(y) = \nu p(y) .$$

A basis of the polynomials (over $\mathbb{C}$) of degree $m$ or lower is given by the monomials \{ $y^\alpha \mid \alpha \in \mathbb{N}_0^d \text{, } |\alpha| \leq m $ \}. We order this basis by increasing degree, and in decreasing lexicographic order for monomials of the
same degree. Next, we compute the matrix representation $M_P$ of $\tilde{L}^P$ with respect to this basis. Let $e_l$ denote the $l$-th unit vector in $\mathbb{C}^d$, and $I_{def}$ be the set of all $l \in \{1, \ldots, d\}$ for which $e_l$ is not an ordinary eigenvector of $J$. We compute

$$\tilde{L}^P y^\alpha = [T^T A_l^T D A_l - y^T J] \sum_{l=1}^d (\alpha_l y^{\alpha_l})$$

$$= \sum_{l=1}^d \left( \left[ \alpha_l - \delta_{lm} \alpha_l^T A_l^T D A_l e_l - \alpha_l - \sum_{l \in I_{def}} \alpha_l y_{e_l-1} y^{\alpha_l} \right] = \sum_{l=1}^d (\alpha_l \lambda_l y^\alpha) - \sum_{l \in I_{def}} \alpha_l y_{e_l-1} y^{\alpha_l} \right)$$

(5.7)

$$= \sum_{l=1}^d \left( d_{lm}(\alpha) y^{(\alpha_l)_m} + \nu_{\alpha} y^\alpha - \sum_{l \in I_{def}} \alpha_l y^{(\alpha_l)_m} \right),$$

where $\nu_{\alpha} := -\sum_{l \in I_{def}} \alpha_l \lambda_l$ and $d_{lm}(\alpha) := [\alpha_l - \delta_{lm} \alpha_l^T A_l^T D A_l e_l].$ The first term of the r.h.s. has degree $\max(|\alpha| - 2, 0)$. The second and the third term both have degree $|\alpha|$, but the exponents of the third term come “earlier” in lexicographic order. Due to our ordering of the basis $\{y^\alpha | |\alpha| \leq m\}$, this implies that $M_P$ is an upper triangular matrix. The entries on the diagonal are just the $\nu_{\alpha}$, which are hence the eigenvalues of $\tilde{L}^P$ and hence of $L^P$.

All elements of $V_m$ (except of 0) have a polynomial factor of order $m$. Hence (5.3) follows.

(5.7) was already established in Theorem 3.1.

(iii, iv): This is a simple consequence of the decomposition of $L$ into its action on the finite dimensional, orthogonal subspaces $V_m$: The (generalised) eigenfunctions of $L |_{V_m}$ form a basis of $V_m$.

As described before, the representation of $L |_{V_m}$ on the polynomial factor of such functions (cf. (5.4)) can be transformed to an upper triangular matrix. If $C$ is not defective, it is even diagonal since the last term of the r.h.s. of (5.7) drops. Hence, the eigenfunctions of $L |_{V_m}$ already form a basis of $V_m$. If $C$ is defective, the generalised eigenfunctions of $L |_{V_m}$ have to be added to obtain a basis of $V_m$. 

Next we turn to the flow-invariant manifolds consisting of Gaussian functions, i.e., shifted and (anisotropically) stretched versions of the steady state $f_\infty(x) = e_K \exp \left( -x^T K^{-1} x \right)$:

**Proposition 5.4. Assume condition (A).**

(i) The manifold $M_1 := \{ f_\infty(x - v) | v \in \mathbb{R}^d \}$ is invariant under the semi-flow of (1.3).

(ii) Let $f_0(x) = f_\infty(x - v_0)$ with some $v_0 \in \mathbb{R}^d$. Then,

$$f(t, x) := f_\infty(x - v(t)) \quad \text{with} \quad v(t) = e^{-C t} v_0$$

is the unique solution to (1.3) with initial condition $f_0$. The logarithmic relative entropy $e_1(t) := e_1(f(t) | f_\infty)$ (with $\psi_1(s) = s \ln s - s + 1$ in Definition 4.1) then satisfies

$$e_1(t) = \frac{v(t)^T K^{-1} v(t)}{2}, \quad t \geq 0,$$

and hence it decays at least like $O \left( ||e^{-C t}||^2 \right)$.

(iii) The manifold $M_2 := \{ (2\pi)^{-\frac{d}{2}} (\det A)^{-\frac{1}{2}} \exp \left( -\frac{x^T A^{-1} x}{2} \right) | 0 < A = A^T \in \mathbb{R}^{d \times d} \}$ is invariant under the semi-flow of (1.3).

(iv) Let $f_0(x) = (2\pi)^{-\frac{d}{2}} (\det A_0)^{-\frac{1}{2}} \exp \left( -\frac{x^T A_0^{-1} x}{2} \right)$ with some $0 < A_0 = A_0^T \in \mathbb{R}^{d \times d}$ (i.e., $f_0(x) = \sqrt{\frac{\det \overline{K}}{\det A_0}} f_\infty(\sqrt{\overline{K}} \sqrt{A_0}^{-1} x)$). Then,

$$f(t, x) := (2\pi)^{-\frac{d}{2}} (\det A(t))^{-\frac{1}{2}} \exp \left( -\frac{x^T A(t)^{-1} x}{2} \right)$$

(5.9)

is the unique solution to (1.3) with initial condition $f_0$. The logarithmic relative entropy then satisfies

$$e_1(t) = \frac{1}{2} \text{Tr} \left( \sqrt{K}^{-1} A(t) \sqrt{K}^{-1} \right) - \frac{1}{2} \text{Tr} \ln \left( \sqrt{K}^{-1} A(t) \sqrt{K}^{-1} \right) - \frac{d}{2}, \quad t \geq 0,$$

(5.10)
and hence it decays asymptotically (as $t \to \infty$) at least like $O\left(\|e^{-Ct}\|_2^2\right)$.

(v) The manifold $\mathcal{M}_3 := \{(2\pi)^{-\frac{d}{2}}(\det A)^{-\frac{1}{2}} \exp\left(-\frac{(x-v)^T A^{-1}(x-v)}{2}\right) \mid 0 < A = A^T \in \mathbb{R}^{d \times d}, v \in \mathbb{R}^d\}$ is invariant under the semi-flow of (1.3).

**Remarks:**

(i) Proposition 5.4 also holds for non-degenerate diffusion matrices $D > 0$.

(ii) At least in special cases (e.g., symmetric Fokker-Planck equations, 1D case), the special solutions (5.8), (5.9) are well known (cf. [4]; Ex. 13 in §11.4 of [18]). We include them here in full generality, as we shall need the explicit formulas in §6.

**Proof (of Proposition 5.4):**

(i, ii): We insert $f(t, x) := f_\infty(x - v(t))$ into (1.3) and obtain

$$f_t = (x - v(t))^T K^{-1} \dot{v}(t) f(t),$$

$$\text{div}(f_\infty(D + R) \nabla \frac{f}{f_\infty}) = \text{div}[f(t) C v(t)] = (\nabla f(t)) \cdot C v(t)$$

where we have used $D + R = CK$ and the symmetry of $K$. Hence, $\dot{v} = -C v$ follows.

The logarithmic entropy satisfies:

$$e_1(t) = \int_{\mathbb{R}^d} \ln \frac{f(t)}{f_\infty} f(t) \, dx = \int_{\mathbb{R}^d} (v(t))^T K^{-1} \left([x - v(t)] + \frac{v(t)}{2}\right) f(t) \, dx = \frac{v(t)^T K^{-1} v(t)}{2}. $$

(iii, iv): Inserting (5.9) into (1.3), an easy computation (using the formulas $\frac{\partial}{\partial t} \det A = (\det A) \text{Tr}(A^{-1} \dot{A})$, $\frac{\partial}{\partial t} A^{-1} = -A^{-1} \dot{A} A^{-1}$) yields:

$$\frac{1}{2} \text{Tr}(A^{-1} \dot{A}) + \frac{x^T A^{-1} A^{-1} x}{2} = -\text{Tr}(DA^{-1}) + x^T A^{-1} DA^{-1} x - x^T C T A^{-1} x + \text{Tr}C \quad \forall x \in \mathbb{R}^d. $$

The $x$-dependent part of this equation yields

$$A^{-1} \dot{A} A^{-1} = 2A^{-1} DA^{-1} - 2 (C^T A^{-1})_s, $$

where $(\cdot)_s$ denotes the symmetric part of the matrix. Hence,

$$\dot{A} = 2D - CA - AC^T,$$

and subtracting the Lyapunov equation (3.2) yields the evolution equation for $A(t)$:

$$\frac{d}{dt} (A - K) = -C(A - K) - (A - K)C^T. $$

Multiplying (5.12) with $A^{-1}$ and taking traces, shows that also the $x$-independent part of (5.11) is commensurate with (5.12).

For $f(t)$ from (5.9), the logarithmic entropy satisfies:

$$e_1(t) = \frac{1}{2} (2\pi)^{-\frac{d}{2}} (\det A(t))^{-\frac{1}{2}} \int_{\mathbb{R}^d} \exp\left(-\frac{x^T A^{-1}(t) x}{2}\right) \left[x^T (K^{-1} - A^{-1}(t)) x + \ln \det K - \ln \det A(t)\right] \, dx$$

$$= -\frac{1}{2} \ln \det\left(\sqrt{K}^{-1} A(t) \sqrt{K}^{-1}\right) + \frac{1}{2} (2\pi)^{-\frac{d}{2}} \int_{\mathbb{R}^d} \exp\left(-\frac{|y|^2}{2}\right) y^T (\sqrt{A(t)} K^{-1} \sqrt{A(t)} - \text{Id}) y \, dy$$

$$= -\frac{1}{2} \text{Tr} \ln \left(\sqrt{K}^{-1} A(t) \sqrt{K}^{-1}\right) + \frac{1}{2} \text{Tr} \left(\sqrt{K}^{-1} A(t) \sqrt{K}^{-1}\right) - \frac{d}{2}, $$

where we used the coordinate transformation $x = \sqrt{A} y$. Using the expansion $\ln s - s + 1 \approx -(s - 1)^2/2$ and (from (5.10))

$$\sqrt{K}^{-1} A(t) \sqrt{K}^{-1} = \text{Id} + O\left(\|e^{-Ct}\|_2^2\right),$$
we obtain the claimed decay of $e_1(t)$.
(v): Since the evolutions of $v(t)$ and $A(t)$ turn out to be independent within $\mathcal{M}_3$, this result follows just as for (i) and (iii).

\[ \square \]

6. Sharpness of the decay rate

In this section, we investigate the sharpness of the decay rate obtained in Theorem 4.9 under condition (A). In particular, we show that the rate is optimal for both the quadratic entropy $e_2$ and the logarithmic entropy $e_1$. As shown in [4], all admissible entropies are bounded below by the logarithmic entropy and above by the quadratic one. Thus, the rate we obtained is optimal for all admissible entropies.

**Theorem 6.1.** Let $\mu := \min \{ \Re \{ \lambda \} | \lambda \in \sigma(C) \}$, where $\sigma(C)$ denotes the spectrum of $C$.

(i) If $\mu$ is a (real) eigenvalue of $C$, then there exist initial conditions $f_0$, $g_0$ (different from $f_\infty$) such that the corresponding solutions $f(t)$, $g(t)$ of (1.3) satisfy

\[ e_1(f(t)) = e^{-2\mu t} e_1(f_0), \quad e_2(g(t)) = e^{-2\mu t} e_2(g_0), \quad t \geq 0. \]

(ii) If $C$ has a complex conjugate eigenvalue pair with $\Re \{ \lambda_{1,2} \} = \mu$, then there are initial conditions $f_0$, $g_0$ (different from $f_\infty$) such that the corresponding solutions $f(t)$, $g(t)$ of (1.3) satisfy

\[ e_1(f(t)) \leq ce^{-2\mu t} e_1(f_0), \quad e_2(g(t)) \leq ce^{-2\mu t} e_2(g_0), \quad t \geq 0, \]

with some $c \geq 1$, and equality holds for $t = t_0 + n\tau$, $t_0 \geq 0$, $\tau > 0$, $n \in \mathbb{N}_0$. So the right hand sides of (6.1) are the sharp exponential envelope functions for the entropy decay.

(iii) If $C$ has a defective eigenvalue $\lambda$ with $\Re \{ \lambda \} = \mu$, then there are initial conditions $f_0$, $g_0$ (different from $f_\infty$) such that the corresponding solutions $f(t)$, $g(t)$ of (1.3) satisfy

\[ e_1(f(t)) = c_0 e^{-2\mu t} (e_1(f_0) + \frac{c_1}{2} t + \frac{c_2}{2} t^2), \quad e_2(g(t)) = c_0 e^{-2\mu t} (e_2(g_0) + c_1 t + c_2 t^2), \quad t \geq 0 \]

for some $c_0, c_2 > 0, c_1 \in \mathbb{R}$.

In all cases, $f_0$ is $\psi_1$-compatible and $g_0$ is $\psi_2$-compatible.

**Remark:** In the defective case (iii), the right hand sides of (6.2) can also be of the form $e^{-2\mu t} (e_1(f_0) + P_{2n}(t))$ or $e^{-2\mu t} (e_2(g_0) + P_{2n}(t))$ (where $P_{2n}$ is some polynomial of degree $2n$), if $\lambda$ corresponds to a Jordan block of size $n + 1$. In all of these cases the exponential decay rate is indeed reduced to $2(\mu - \varepsilon)$ for an arbitrarily small $\varepsilon > 0$, as announced in Theorem 4.9. But this estimate will never be sharp.

The proof of Theorem 6.1 is based on special solutions of (1.3), and it is inspired by Theorem 3.11 in [4]. There, the sharpness of the convex Sobolev inequality (4.13) was discussed. For the optimal decay of the logarithmic entropy we shall consider here shifted Gaussians, whose evolution was already computed in Proposition 5.4(ii). For the quadratic entropy we shall consider a second family that consists of trajectories in $f_\infty + V_1$ (defined in §5). Their evolution is computed in the next lemma.

**Lemma 6.2.** Let $v_0 \in \mathbb{R}^d$. Then

(i) $g_0(x) := (1 + x^T K^{-1} v_0) f_\infty$

is in $L^1(\mathbb{R}^d)$ with $\int_{\mathbb{R}^d} g_0 \, dx = 1$. Furthermore, $g_0$ is $\psi$-compatible for the quadratic entropy with $\psi_2(s) = (s - 1)^2$.

(ii) The function

$g(t, x) := (1 + x^T K^{-1} v(t)) f_\infty$ with $v(t) = e^{-Ct} v_0$

is the unique solution to (1.3) with initial condition $g_0$.

(iii) The quadratic relative entropy $e_2(t) := e_2(g(t)| f_\infty)$ satisfies

$e_2(t) = v(t)^T K^{-1} v(t), \quad t \geq 0.$
**Proof:** First, we note that \(g_0 \geq 0\) does not hold here. But this is not a problem, since we don’t need positivity of the solution to define the quadratic entropy.

(i): Since \(f_\infty(x) = f_\infty(-x)\), we have

\[
\int_{\mathbb{R}^d} v_0^T K^{-1} x f_\infty \, dx = 0,
\]

and \(\int g_0 \, dx = 1\) follows from the normalisation of \(f_\infty\). We recall from (4.4) that for quadratic \(\psi\),

\[
w = \sqrt{2} \left( \frac{f_0}{f_\infty} - 1 \right) = \sqrt{2} v_0^T K^{-1} x.
\]

Then

\[
\nabla w = \sqrt{2} K^{-1} v_0 \in L^2(\mathbb{R}^d, f_\infty),
\]

and thus \(g_0\) is \(\psi\)-compatible for quadratic \(\psi\) by Definition 4.2.

(ii): We insert \(g(t, x)\) into (1.3) and obtain

\[
g(t, x) = x^T K^{-1} v(t) f_\infty,
\]

\[
div(f_\infty(D + R) \nabla \frac{g(t, x)}{f_\infty}) = div(f_\infty C v(t)) = x^T K^{-1} C v(t) f_\infty,
\]

where we again used \(D + R = CK\).

(iii): The quadratic entropy satisfies

\[
e_2(g(t)) = \int (\frac{g(t, x)}{f_\infty} - 1)^2 f_\infty \, dx = \int (x^T K^{-1} v(t))^2 f_\infty \, dx.
\]

For fixed \(t \geq 0\), the directional derivative of \(f_\infty\) satisfies

\[
\partial_{v(t)} f_\infty = -v(t)^T K^{-1} x f_\infty = -x^T K^{-1} v(t) f_\infty.
\]

Hence, it follows that

\[
e_2(g(t)) = -\int (x^T K^{-1} v(t)) \partial_{v(t)} f_\infty \, dx = \int f_\infty \partial_{v(t)} (x^T K^{-1} v(t)) \, dx = v(t)^T K^{-1} v(t) \int f_\infty \, dx
\]

\[
= v(t)^T K^{-1} v(t).
\]

\[\square\]

From Proposition 5.4(ii) and Lemma 6.2, we see that we can reduce the discussion of sharp decay rates for relative entropies to discussing the decay of the term \(v(t)^T K^{-1} v(t)\), where

\[
(6.3) \quad \dot{v}(t) = -C v(t), \quad v(t = 0) = v_0 \in \mathbb{R}^d.
\]

A direct consequence is

**Corollary 6.3.** Let condition (A) hold, and let \(t^* \in \mathbb{R}_+^*\). Then there is an initial condition \(f_0 [g_0]\) distinct from \(f_\infty\) such that for the solution \(f(t) [g(t)]\) to (1.3), the entropy dissipation \(I_{\psi_1} [I_{\psi_2}]\) (see (4.1)) for the logarithmic [quadratic] entropy vanishes at \(t^*\), i.e. \(I_{\psi_1}(f(t^*)) = 0 [I_{\psi_2}(g(t^*)) = 0]\).

**Proof:** We take the time derivative of \(v(t)^T K^{-1} v(t)\), where \(v\) fulfils (6.3), and obtain

\[
\frac{d}{dt} [v(t)^T K^{-1} v(t)] = -v(t)^T C T K^{-1} v(t) - v(t)^T K^{-1} C v(t) = -2v(t)^T K^{-1} D K^{-1} v(t),
\]

where we have used (3.2). Let \(0 \neq w \in \ker D\). Setting \(v_0 := e^{C t^*} K w\) implies \(v(t^*) = K w\), and hence:

\[
\frac{d}{dt} \left| v(t^*) \right|_{t = t^*} = 0.
\]

This completes the proof. \(\square\)
We will now use Proposition 5.4(ii) and Lemma 6.2 to prove Theorem 6.1.

**Proof (of Theorem 6.1):**

(i): There exists $0 \neq v_0 \in \mathbb{R}^d$ with $Cv_0 = \mu v_0$. So the solution of (6.3) is $v(t) = e^{-\mu t}v_0$, and thus

$$2e_1(f(t)) = e_2(g(t)) = v(t)^T K^{-1}v(t) = e^{-2\mu t}v_0^TK^{-1}v_0.$$  

(ii): There exists $0 \neq w \in \mathbb{C}^d$ with $Cw = \lambda w$, $\lambda \in \mathbb{C}$, $\mathbb{R}\{\lambda\} = \mu > 0$, $\Im\{\lambda\} = \omega \neq 0$. Then $\overline{w}$ fulfills $C\overline{w} = \overline{Cw}$, since $C$ is real. Moreover $v_0 := w + \overline{w} \in \mathbb{R}^d$, and $v_1 := i(\overline{w} - w) \in \mathbb{R}^d$. One easily verifies that $v(t) := e^{-\mu t}(\cos(\omega t)v_0 + \sin(\omega t)v_1)$ is the solution to (6.3). We define

$$c := \sup_{t \in \mathbb{R}_+} (\cos(\omega t)v_0 + \sin(\omega t)v_1)^T K^{-1} (\cos(\omega t)v_0 + \sin(\omega t)v_1) > 0,$$

since $K$ is positive definite. Since $v(t)$ is $\frac{2\pi}{\omega}$-periodic, the function $v(t)^TK^{-1}v(t)$ takes the value $c$ for $t = t_0 + k\frac{2\pi}{\omega}$, with some $t_0 \in \mathbb{R}_+$. It follows that

$$v(t)^TK^{-1}v(t) = e^{-2\mu t}(\cos(\omega t)v_0 + \sin(\omega t)v_1)^T K^{-1} (\cos(\omega t)v_0 + \sin(\omega t)v_1) \leq ce^{-2\mu t},$$

with equality for $t = t_0 + k\frac{2\pi}{\omega}$.

(iii): We confine ourselves here to the case $\lambda = \mu \in \mathbb{R}$; the general case can be obtained by an extension of (ii). So, let $w, h \in \mathbb{R}^d$ with $Cw = \mu w$, $Ch = \mu h + w$. Let $v_0 := h$, then $v(t) := e^{-\mu t}(h - tw)$ is the solution to (6.3), and

$$v(t)^TK^{-1}v(t) = e^{-2\mu t}(h - tw)^T K^{-1} (h - tw) = e^{-2\mu t}(v_0^TK^{-1}v_0 + c_1t + c_2t^2).$$

□

From the proof of Theorem 6.1, we see that the constant $c$ in $e_\psi(f(t)) \leq ce^{-2\mu t}$ does not derive from the initial entropy in a straightforward way, unless all eigenvalues of $C$ are real and non-defective. For case (ii), if $|v_1| \gg |v_0|$, then $c$ can be very large in comparison to $e_\psi(f_0)$; for case (iii), the same holds for $|w| \gg |h|$.

Next we shall discuss the sharpness of the leading multiplicative constant $c > 1$ in the decay estimate of Theorem 4.6 (for the non-defective case). The quest for these sharp constants for non-symmetric semigroups (particularly in $L^2$-estimates) is an active research area (cf. [30]).

Next we shall establish that, for any (admissible) choice of the matrix $P$, the leading constant in the entropy decay estimate (4.16) is sharp in 2D. This also holds for regular diffusion matrices, as discussed in §8. But in higher dimensions it does not hold in general.

**Proposition 6.4.** Let $d = 2$ and let $L$ be non-symmetric on $L^2$, i.e. $L_{as} \neq 0$ (cf. Theorem 3.5). Further assume that $C$ is not defective. Then for any matrix $P$ chosen according to Lemma 4.3 and for quadratic or logarithmic $\psi$, there exist initial data $f_0$ such that the estimate

$$e_\psi(f(t)) \leq \frac{S_\psi(f_0)}{2\lambda_P} e^{-2\mu t}, \quad t \geq 0$$

is optimal both with respect to the rate and the multiplicative constant.

**Proof:** The idea of the proof is to find an initial condition $f_0$ such that (6.4) is an equality at $t = 0$. Hence, $f_0$ has to be chosen as an “optimal function” for the convex Sobolev inequality (4.13). But at the same time the trajectory $f(t)$ has to prove that $2\mu$ with $\mu = \min\{R\{\lambda\} \mid \lambda \in \sigma(C)\}$ is the sharp decay rate.

Here we only give the proof for the logarithmic entropy, as the case of the quadratic entropy is very similar. The first requirement (sharp constant at $t = 0$) holds iff $f_0$ is a shifted Gaussian of the form $f_0(x) = f_\infty(x - v_0)$, where $v_0 \neq 0$ satisfies the eigenvalue equation $PK^{-1}v_0 = \lambda PV_0$ (cf. §3.5 in [4] and Remark 4.7(ii)). For such an initial condition, Proposition 5.4(ii) shows that

$$e_1(f(t)) = \frac{v(t)^TK^{-1}v(t)}{2}, \quad \text{with } v(t) = e^{-\mu t}v_0.$$
With this explicit representation, it remains to show that \( e_1(f(t)) \) does not decay faster than \( c e^{-\mu t} \) with some \( c > 0 \).

Since we assumed that \( C \) is non-defective, we have to discuss two cases: If \( C \) has a complex conjugate eigenvalue pair (with real part \( \mu \)), \( e^{-C^t v} \) decays for all \( v \neq 0 \) exactly with rate \( \mu \). And this proves the optimality statement.

It remains to discuss the case where \( C \) has two different real eigenvalues, \( 0 < \mu < \mu_2 \). Here the decay rate is sharp iff \( v_0 \) is not an eigenvector of \( C \) to the eigenvalue \( \mu_2 \) (as we would have \( v(t) = e^{\mu_2 t}v_0 \) otherwise). Equivalently, we want to rule out that \( \bar{v}_0 := \sqrt{K}^{-1}v_0 \) is not an eigenvalue of \( \bar{C} := \sqrt{K}^{-1}C\sqrt{K} \) pertaining to \( \mu_2 \).

The matrix \( \bar{C} \) can be diagonalised over \( \mathbb{R} \): \( \bar{C} = A\bar{\lambda}A^{-1} \) for some \( A \in \mathbb{R}^{2 \times 2} \) and \( \bar{C} = \text{diag}(\mu, \mu_2) \).

Inequality (4.8) then becomes
\[
\bar{C}\dot{P} + \dot{P}\bar{C} \geq 2\mu\dot{P},
\]
where \( \dot{P} := A^T\bar{P}A \) is symmetric and positive definite, and \( \bar{P} := \sqrt{K}^{-1}P\sqrt{K}^{-1} \). A short computation shows that this inequality can only hold if \( P \) is diagonal. We write
\[
A = \begin{pmatrix} a & c \\ b & d \end{pmatrix},
\]
where \( w_1 := (a, b)^T \) and \( w_2 := (c, d)^T \) are the eigenvectors of \( \bar{C} \) to \( \mu \) and \( \mu_2 \), respectively. Assume now that \( w_2 \) is an eigenvector of \( \dot{P} \) pertaining to \( \lambda_2 \) (just as \( \bar{v}_0 \) is). Using \((A^T)^{-1}P = PA\) we compute
\[
\dot{P}w_2 = \frac{\bar{P}w_2}{\det A} \begin{pmatrix} -b \\ a \end{pmatrix}.
\]
Then the assumption \( \dot{P}w_2 = \lambda_2 w_2 \) implies that \( w_1 \perp w_2 \). Thus \( \bar{C} \) is symmetric, i.e. (after multiplying the equality \( \bar{C} = \bar{C}^T \) by \( \sqrt{K} \) from left and right) \( CK = KC^T \). Then (3.2) implies \( D = CK \).

If \( D \) is not regular, this is a contradiction. If \( D \) is regular (as in §8), then \( C = DK^{-1} \) and thus \( L \) can be written as
\[
L = \text{div}(D[\nabla f + K^{-1}xf]) = \text{div}(D[\nabla f + f\nabla^T(2Kxf^2)]),
\]
with a symmetric, positive definite \( K^{-1} \). But this is a symmetric Fokker-Planck equation with \( L_{\text{as}} = 0 \), which again contradicts our assumptions.

\[\square\]

**Remark:** For the case \( d = 3 \), there are counterexamples to this result: For certain choices of \( P \) one cannot have both a sharp rate and a sharp constant. This is the case in the example
\[
D = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad C = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad K = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0.5 & -0.1 \\ 0 & -0.1 & 1/30 \end{pmatrix}, \quad P := \begin{pmatrix} 2 & 0 & 0 \\ 0 & 61 & -11 \\ 0 & -11 & 2 \end{pmatrix},
\]
with \( \mu = 1 \). However, sharpness holds for “better” choices of \( P \) (e.g., with the modification \( P_{11} = 1 \)).

It remains an open question, whether one can always choose \( P \) “sufficiently careful” such that both rate and constant are sharp.

7. KINETOIC FOKKER-PLANCK EQUATION

In this section we shall illustrate how the modified entropy method from §4 can be extended to kinetic Fokker-Planck equations (1.1) with non-quadratic potentials (i.e. a drift term that is nonlinear in the position variable). Several proofs of the entropy and \( L^2 \)-decay of this equation have already been obtained in the last few years: In [11], algebraic decay was proved for potentials that are asymptotically quadratic (as \( |x| \to \infty \)) and for initial conditions that are bounded below and above by Gaussians. The authors used logarithmic Sobolev inequalities and entropy methods. In [21], exponential decay was obtained also for faster growing potentials and more general initial conditions. That proof is based on hypoellipticity techniques. In §2 of [5], exponential convergence is proved with a modified \( \Gamma_2 \)-approach for potentials with a bounded Hessian. In [12] exponential decay in \( L^2 \) was proved, allowing for potentials with linear or super-linear growth. This section will now provide an alternative proof of exponential
entropy decay for (1.1) with a certain class of non-quadratic potentials and for all admissible relative entropies $e_\nu$.

It is well known [39] that the unique normalized steady state of (1.1) is given by

$$f_\infty(x,v) = \exp \left\{ -\frac{\nu}{\sigma} [V(x) + |v|^2/2] \right\}, \quad x,v \in \mathbb{R}^n. \tag{7.1}$$

Here we consider (1.1) with $\lim_{|x| \to \infty} V(x) = \infty$ such that $f_\infty \in L^1(\mathbb{R}^{2n})$. For well-posedness and instantaneous smoothing results of the kinetic Fokker-Planck equation (1.1) we refer to [21, 11, 39] as well as §A.20, A.21 of [38].

First we rewrite (1.1) in the form of (1.2):

$$\partial_t f = Lf := \text{div}[D \nabla f + G(x,v)f], \tag{7.2}$$

with the notation $\xi := (x,v)^T \in \mathbb{R}^d$, $d = 2n$, the block diagonal diffusion matrix $D = \begin{pmatrix} 0 & 0 \\ 0 & \sigma \text{Id} \end{pmatrix}$, and the drift vector field $G(x,v) = \begin{pmatrix} -v \\ \nabla_x V + \nu v \end{pmatrix}$. Moreover, we shall use the abbreviation $E(\xi) := \frac{\nu}{\sigma} [V(x) + |v|^2/2]$.

Concerning the positivity of the solution, we shall discuss here only the 1D case (i.e. $x,v \in \mathbb{R}$; $d = 2$), using the interior maximum principle as in §2:

**Proposition 7.1.** Let $V \in W^{2,\infty}_{\text{loc}}(\mathbb{R})$ and $f_0 \in L^1_\nu(\mathbb{R}^2)$ with $\int f_0(\xi) \, d\xi = 1$. Then the solution of (1.1) satisfies

$$f(t,x,v) > 0 \quad \text{for } t > 0; \forall x,v \in \mathbb{R}. \tag{7.3}$$

**Proof:** As for Theorem 2.7 we first rewrite the kinetic Fokker-Planck operator in degenerate elliptic form:

$$\tilde{L}f := \left[ \begin{pmatrix} \partial_t \\ \nabla \xi \end{pmatrix} \right]^T \tilde{D} \left[ \begin{pmatrix} \partial_t \\ \nabla \xi \end{pmatrix} \right] f + b \cdot \left[ \begin{pmatrix} \partial_t \\ \nabla \xi \end{pmatrix} \right] f, \tag{7.4}$$

where

$$\tilde{D} := \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \sigma \end{pmatrix} \in \mathbb{R}^{3 \times 3}, \tag{7.5}$$

$$b(x) := \begin{pmatrix} -1 \\ -v \\ \nabla_x V + \nu v \end{pmatrix} \in \mathbb{R}^3. \tag{7.6}$$

Comparing this with $L$, we have

$$\tilde{L}f = Lf - f_1 - \nu f. \tag{7.7}$$

Using the drift and diffusion trajectories of $\tilde{L}$ (cf. Definition 2.8) we find that the propagation set of each point $p = (t_1,x_1,v_1) \in \mathbb{R}^+ \times \mathbb{R}^2$ contains an open layer “before time $t_1$”. More precisely, there exists a continuous function $\tilde{t} : \mathbb{R}_x \to [0,t_1)$ with

$$\left[ \{(\tilde{t}(x),t_1) \times \{x \in \mathbb{R} \cup (t_1,x_1)\} \times \mathbb{R}_v \subset S(p,\mathbb{R}^3). \tag{7.8}$$

The slightly technical proof of this statement is deferred to the Appendix.

We proceed as in the proof of Theorem 2.7: Assuming $f(t_1,\xi_1) = 0$ for some $t_1 > 0$, $\xi_1 \in \mathbb{R}^2$ would imply $f = 0$ on $S((t_1,\xi_1),\mathbb{R}^3)$ and in particular $f(t_1,.) \equiv 0$. But this contradicts the mass conservation of (1.1). □

In analogy to Theorem 3.5, the operator $L$ from (7.2) can be decomposed on $L^2 := L^2(\mathbb{R}^d,f_\infty^{-1})$ in its symmetric and antisymmetric part as:

$$L_s f = \text{div}_{\xi}(D \nabla f_\infty(x,v)),$$

$$L_{as} f = \text{div}_{\xi}(R \nabla f_\infty(x,v)).$$
with the skew-symmetric (and $\xi$–independent!) matrix $R = \frac{\sigma}{\nu} \begin{pmatrix} 0 & -\Id \\ \Id & 0 \end{pmatrix} \in \mathbb{R}^{d \times d}$.

Next we introduce the modified entropy dissipation functional as in (4.7):

$$S_\psi(f) := \int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) \nabla(\frac{f}{f_\infty})^T P \nabla(\frac{f}{f_\infty}) f_\infty \, d\xi,$$

with a positive definite and $\xi$–independent matrix $P \in \mathbb{R}^{d \times d}$ to be chosen later. For the decay of $S_\psi(f(t))$, the computations from the proof of Proposition 4.5 carry over up to the following inequality:

$$\frac{d}{dt} S_\psi(f(t)) \leq -\int_{\mathbb{R}^d} \psi''(\frac{f}{f_\infty}) u^T [(D - R) \frac{\partial^2 E}{\partial \xi^2} P + P \frac{\partial^2 E}{\partial \xi^2} (D + R)] u f_\infty \, d\xi,$$

with the notation $u := \nabla \xi \frac{f}{f_\infty}$. In analogy to §4 we define the matrix

$$Q(x) := (D - R) \frac{\partial^2 E}{\partial \xi^2} = \begin{pmatrix} 0 & \Id \\ -\frac{\partial^2 V}{\partial x^2}(x) & \nu \Id \end{pmatrix}.$$

In order to estimate the r.h.s. of (7.7) we need to find an $x$–independent matrix $P > 0$ and a constant $\kappa > 0$, such that

$$Q(x)P + PQ^T(x) \geq 2\kappa P \quad \forall x \in \mathbb{R}^n.$$

In order to keep the presentation simple, we shall consider from now on only the 1D case, i.e. $x, v \in \mathbb{R}$ ($d = 2$). More importantly, we shall consider potentials with bounded second derivatives. More precisely, we assume

$$V(x) = \omega_0^2 \frac{x^2}{2} + \tilde{V}(x) \quad \text{with} \quad |\tilde{V}''(x)| \leq \text{const.} \forall x \in \mathbb{R}, \quad \text{and} \quad \omega_0 \neq 0.$$

Corresponding to the “unperturbed” potential $\omega_0^2 \frac{x^2}{2}$, we define the constant matrix

$$Q_0 := \begin{pmatrix} 0 & 1 \\ -\omega_0^2 & \nu \end{pmatrix} \in \mathbb{R}^{2 \times 2},$$

having the (real or complex) eigenvalues $\lambda_{1,2} = \frac{\nu}{2} \pm \sqrt{\frac{\nu^2}{4} - \omega_0^2}$. Following the proof of Lemma 4.3 we choose the positive definite matrix $P$ corresponding to $Q_0$, using $b_2 = 1$ in (4.10). This choice of $b_2$ is for simplicity of the presentation only, and the final result could be optimised w.r.t. the quotient $b_1/b_2$. Let

$$P := \begin{cases} \begin{pmatrix} 2 & \nu \\ \nu^2 & \nu^2 - 2\omega_0^2 \end{pmatrix}, & 4\omega_0^2 < \nu^2, \\ \begin{pmatrix} 2 & \nu \\ \nu^2 & 2\omega_0^2 \end{pmatrix}, & 4\omega_0^2 > \nu^2. \end{cases}$$

Then, Lemma 4.3 implies

$$Q_0 P + PQ_0^T \geq 2\kappa_0 P,$$

with

$$2\kappa_0 := \begin{cases} \nu - \sqrt{\nu^2 - 4\omega_0^2}, & 4\omega_0^2 < \nu^2, \\ \frac{\nu^2}{\omega_0^2}, & 4\omega_0^2 > \nu^2. \end{cases}$$

We omit the defective case $4\omega_0^2 = \nu^2$ here. But also in this case, a matrix $P = P(\varepsilon)$ could easily be found from the proof of Lemma 4.3 (ii).

In order to include the perturbative term $-\tilde{V}''$ from (7.8) we shall use the following lemma.

**Lemma 7.2.** Let $\lambda > 0$ be fixed. Then, for any $0 < P = P^T \in \mathbb{R}^{2 \times 2}$ it holds:

$$\tilde{P}(\tau) := \begin{pmatrix} 0 & 0 \\ \tau & 0 \end{pmatrix} P + P \begin{pmatrix} 0 & \tau \\ 0 & 0 \end{pmatrix} + \lambda P \geq 0$$

iff

$$|\tau| \leq \sqrt{\frac{\nu^2}{4} - \omega_0^2} \lambda.$$
Theorem 7.4. Regularisation Theorem 4.8 to non-quadratic drift terms. But in contrast to Theorem 4.9, we shall refrain here from extending the result follows.

Hence, (7.7) yields

\[ \frac{1}{\lambda} \tilde{P} = \begin{pmatrix} p_{11} & p_{12} + \tau p_{11} \\ p_{12} + \tau p_{11} & p_{22} + 2\tau p_{12} \end{pmatrix}, \]

with \( \tau := \lambda/\lambda \). Now, \( \det(\tilde{P}/\lambda) = -\tilde{\tau}^2 p_{11}^2 + (p_{11}p_{22} - p_{12}^2) = -4\tilde{\tau}^2 + |\nu^2 - 4\omega_0^2| \). And this proves condition (7.14).

This allows us now to prove the exponential decay of \( S_\psi(f(t)) \), in analogy to Proposition 4.5:

Proposition 7.3. Let \( 4\omega_0^2 \neq \nu^2 \) and let \( \tilde{V} \) from (7.9) satisfy

\[ \|\tilde{V}\|^2_{L^\infty(\mathbb{R})} < \sqrt{|\nu^2 - 4\omega_0^2|} \kappa_0, \tag{7.15} \]

with \( \kappa_0 \) defined in (7.12).

Then, the modified entropy dissipation \( S_\psi(f(t)) \) with the matrix \( P \) chosen in (7.10) satisfies

\[ S_\psi(f(t)) \leq S_\psi(f_0) \exp \left(-2 \left[ \kappa_0 - \frac{\|\tilde{V}\|^2_{L^\infty(\mathbb{R})}}{\sqrt{|\nu^2 - 4\omega_0^2|}} \right] t \right), \quad t \geq 0. \tag{7.16} \]

Proof: For each fixed \( x \in \mathbb{R} \), we set \( \tau := -\tilde{V}(x) \) and \( \lambda := \frac{2\|\tilde{V}\|^2_{L^\infty(\mathbb{R})}}{|\nu^2 - 4\omega_0^2|} \), such that condition (7.14) holds. From (7.11) and (7.13) we then obtain

\[ Q(x)P + PQ^T(x) \geq (2\kappa_0 - \lambda)P \quad \forall x \in \mathbb{R}. \]

Hence, (7.7) yields

\[ \frac{d}{dt} S_\psi(f(t)) \leq -(2\kappa_0 - \lambda) \int_{\mathbb{R}^d} \psi''(f(x)) u^T P u f(x) d\xi = -(2\kappa_0 - \lambda) S_\psi(f(t)), \]

and the result follows.

As in §4, the decay of the modified entropy dissipation functional \( S_\psi(f(t)) \) implies the exponential decay of the relative entropy. But in contrast to Theorem 4.9, we shall refrain here from extending the regularisation Theorem 4.8 to non-quadratic drift terms.

Theorem 7.4. Let \( \psi \) generate an admissible entropy and let \( f \) be the solution to the kinetic Fokker-Planck equation (1.1) with a \( \psi \)-compatible initial state \( f_0 \) (in the sense of Definition 4.2). Under the assumptions of Proposition 7.3 we then have:

\[ e_\psi(f(t), f_\infty) \leq c S_\psi(f_0) \exp \left(-2 \left[ \kappa_0 - \frac{\|\tilde{V}\|^2_{L^\infty(\mathbb{R})}}{\sqrt{|\nu^2 - 4\omega_0^2|}} \right] t \right), \quad t \geq 0, \tag{7.17} \]

for some constant \( c > 0 \) independent of \( f_0 \).

Proof: For the case \( 4\omega_0^2 > \nu^2 \) we estimate with (7.15) and (7.12):

\[ \|\tilde{V}\|^2_{L^\infty(\mathbb{R})} < \sqrt{4\omega_0^2 - \nu^2} \frac{\nu}{2} \leq \omega_0^2, \]

and the same estimate also holds for the case \( 4\omega_0^2 < \nu^2 \). Hence, \( V \) from (7.9) is uniformly convex on \( \mathbb{R} \).

Thus, we can proceed as in the proof of Proposition 4.4: There exists a \( \lambda_P > 0 \), such that the following Bakry-Émery condition for the operator \( L_P f := \text{div}_\xi(P \nabla_\xi(f(x))/\infty)) \) holds uniformly in \( x \in \mathbb{R} \):

\[ \frac{\partial^2 E}{\partial \xi^2}(x) = \frac{\nu}{\sigma} \text{diag}(V''(x), 1) \geq \lambda_P P^{-1}. \]

This implies the convex Sobolev inequality

\[ e_\psi(g, f_\infty) \leq \frac{1}{2\lambda_P} S_\psi(g). \]
And (7.17) follows from (7.16).

The strategy of this section also applies to further examples of hypocoercive Fokker-Planck equations with nonlinear drift terms, see §1.7.3 in [14]. E.g., this includes the following, generalized kinetic Fokker-Planck equation discussed in [11]:

$$\partial_t f + \nabla_v W(v) \cdot \nabla_x f - \nabla_x V \cdot \nabla_v f = \nu \text{div}_v (\nabla_v W(v)f) + \sigma \Delta_v f; \quad x, v \in \mathbb{R}^n; \quad t > 0,$$

with $W(v)$ strictly convex and growing quadratically.

8. Non-degenerate, non-symmetric Fokker-Planck equations

In this section we shall illustrate how the above developed method applies to non-symmetric Fokker-Planck equations that are non-degenerate. We shall consider

(8.1) $$\partial_t f = Lf := \text{div}(D \nabla f + Cf),$$

with $D = D^T$ positive definite and $C$ positive stable. Its unique normalized steady state is still the (non-isotropic) Gaussian given in Theorem 3.1:

$$f_\infty(x) = c_K \exp\left(-\frac{x^T K^{-1} x}{2}\right) = c_K e^{-V(x)},$$

with the covariance matrix $K$ defined via (3.2).

With the coordinate transformation $x = \sqrt{D} \tilde{x}$ we can normalise the diffusion matrix and bring (8.1) to the form analysed in §4:

(8.2) $$\partial_t \tilde{f} = \text{div}(\nabla \tilde{f} + \tilde{C} \tilde{f}),$$

with the similarity transformation $\tilde{C} := \sqrt{D}^{-1} C \sqrt{D}$. Hence,

(8.3) $$\mu := \min\{\Re(\lambda) \mid \lambda \in \sigma(C)\} = \min\{\Re(\lambda) \mid \lambda \in \sigma(\tilde{C})\}.$$

Its steady state is

$$\tilde{f}_\infty(\tilde{x}) = c_K \exp\left(-\frac{\tilde{x}^T \tilde{K}^{-1} \tilde{x}}{2}\right),$$

with $\tilde{K} = \sqrt{D}^{-1} K \sqrt{D}^{-1}$. Clearly, the above computations of the hypocoercive entropy method still apply without changes to the non-degenerate case. Therefore, the Theorems 4.6, 4.9 and Remark 4.7 apply verbatim to the non-degenerate, non-symmetric Fokker-Planck equation (8.1). Here, the functionals $e_\psi$ and $S_\psi$ are expressed directly in the original variable $x$. Also, the scaling matrix $P$ from Lemma 4.3 is constructed directly from the original matrices $C$, $K$ (and not from $\tilde{C}$, $\tilde{K}$). Moreover, due to (8.3), the decay rate is independent of $D$!

Next we shall compare this new result to the known estimate from the standard entropy method. For (8.1), the standard entropy method from §2.4 of [4] yields the decay estimate (with multiplicative constant equal to 1):

(8.4) $$e_\psi(f(t)|f_\infty) \leq e^{-2\lambda_K t} e_\psi(f_0|f_\infty), \quad t \geq 0.$$

Here, $\lambda_K$ is the largest constant to satisfy the Bakry-Émery condition $\frac{\partial^2 V}{\partial x^2} = K^{-1} \geq \lambda_K D^{-1}$, i.e. the smallest eigenvalue of $\sqrt{D} K^{-1} \sqrt{D} = \tilde{K}^{-1}$. For non-degenerate Fokker-Planck equations with Gaussian steady states, it is well known that this decay rate $\lambda_K$ is “optimal” (cf. §3.5 of [4], and the above sketched transformation for $D \neq \text{Id}$). This also means that the non-symmetric entropy methods from [1, 9] cannot yield an improvement for this class of equations. In order to understand this “optimality” statement we first consider an example.

We consider the non-symmetric Fokker-Planck equation (8.1) with

$$D = \text{diag}(1/4, 1), \quad C = \begin{pmatrix} 1/4 & -4 \\ 4 & 1 \end{pmatrix}.$$

The “wavy” decay of the logarithmic relative entropy (cf. the solid line in Fig. 2) is due to complex conjugate eigenvalue pairs of the operator $L$ and/or the non-orthogonality of its eigenfunctions in $L^2(\mathbb{R}^2, f_\infty)$ (as discussed in §5). The steady state is a Gaussian with $K^{-1} = \text{Id}$. So the standard Bakry-Émery
Figure 2. Entropy decay for the non-degenerate, non-symmetric Fokker-Planck equation (8.1) with $D = \text{diag}(1/4, 1)$, $C = [1/4 - 4; 4 1]$; -- decay of the logarithmic entropy; · · · estimate of the local decay rate from the standard entropy method; - - - estimate of the global decay rate from the hypocoercive entropy method.

condition $\tilde{K}^{-1} = \text{diag}(1/4, 1) \geq \lambda_K \text{Id}$ yields exponential entropy decay with the (optimal) local decay rate $\lambda_K = 1/4$ (see the dotted curve in Fig. 2). This reflects the (in absolute value) smallest slope of the relative entropy at any $t \geq 0$. In Fig. 2 this is realized, e.g., at $t = 0$ with $f_0(x) := f_\infty(x - v_0)$, and $v_0 = (1, 0)^T$ is an eigenvector for the smallest eigenvalue of $K^{-1}$ (cf. §3.5 of [4]). But the corresponding exponential function on the r.h.s. of (8.4) is a crude estimate for large time.

The hypocoercive entropy method from §4 yields the estimate

\[
e^{-\psi(f(t)|f_\infty)} \leq \frac{1}{2\lambda_P} S_\psi(f_0) e^{-2\mu t}, \quad t \geq 0,
\]

where $\mu = \min\{\Re(\lambda) \mid \lambda \in \sigma(C)\} = 5/8$. The corresponding exponential function from the r.h.s. of (8.5) (see the dashed curve in Fig. 2) is here the sharp envelope of the relative entropy function; it accurately describes its global decay. This was predicted in Proposition 6.4 for the case $d = 2$.

In contrast to the proof of Proposition 6.4 we did not choose here $v_0$ as an eigenvector of $\lambda_P^{-1}$. Hence this envelope does not touch the entropy function at $t = 0$, but periodically at later times. Since $C$ has a pair of complex conjugate eigenvalues, the 2D-trajectory $v(t)$ from (5.8) converges to the origin in a spiral. Thus it will eventually be in the direction of the $\lambda_P$-eigenvector of $\lambda_P^{-1}$. This shows that any initial condition $f_0 \in M_1$ (cf. Proposition 5.4) yields an entropy function $e_{\psi}(f(t))$ with the r.h.s. of (8.5) as its sharp envelope.

From the above discussion it is intuitively clear that the hypocoercive entropy method yields better decay rates. For general non-symmetric Fokker-Planck equations (8.1) we have, in fact, the following comparison of the two decay estimates (standard entropy method vs. the new hypocoercive entropy method):

**Proposition 8.1.** The decay rates $\lambda_K$ from (8.4) and $\mu$ from Theorem 4.6 satisfy:

(i) $\lambda_K \leq \mu$ (and the strict inequality holds in many examples; see, e.g., Fig. 2).

(ii) If $C$ is diagonalizable (and hence also $\tilde{C} := \sqrt{D}^{-1}C\sqrt{D}$ with $\tilde{C} = \tilde{A}\tilde{A}^{-1}$ and some diagonal matrix $\Lambda$), then

\[
\mu \leq \kappa(\tilde{A})^2 \lambda_K,
\]

where $\kappa(\tilde{A}) := \|\tilde{A}\|_2 \|\tilde{A}^{-1}\|_2$ is the condition number of the matrix $\tilde{A}$. 
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Proof: (i): We first note that $\bar{K}$ satisfies the continuous Lyapunov equation

$$2 \Id = \bar{C} \bar{K} + \bar{K} \bar{C}^T.$$ 

Let $w$ be a (right) eigenvector of $\bar{C}^T$ to an eigenvalue $\lambda_m$ with $\Re\{\lambda_m\} = \mu$. Hence

$$2|w|^2 = w^T \bar{C} \bar{K} w + w^T \bar{K} \bar{C}^T w = \lambda_m w^T \bar{K} w + \lambda_m w^T \bar{K} w = 2\Re\{\lambda_m\} w^T \bar{K} w.$$ 

This yields the following estimate on the Rayleigh quotient of $\bar{K}$:

$$\frac{1}{\mu} = \frac{w^T \bar{K} w}{|w|^2} \leq \lambda_{\text{max}}(\bar{K}) = \frac{1}{\lambda_{\text{min}}(\bar{K}^{-1})} = \frac{1}{\lambda_K}.$$  

(ii): For the upper bound on $\mu$ we consider again the Lyapunov equation for $\bar{K}$. Then Problem 9b of §5.5, [25] gives the following bound on its solution:

$$\|\bar{K}\| \leq \frac{\kappa(A)^2}{\mu},$$

and the result follows with $\|\bar{K}\|_2 = \lambda_{\text{max}}(\bar{K}) = 1/\lambda_K$.  

Finally, we remark that the hypocoercive entropy method cannot improve the standard decay estimate for symmetric Fokker-Planck equations: In that case, the matrix $D^{-1}C$ is symmetric positive definite in (8.1). Then, (3.2) yields $K = C^{-1}D$. Hence, $\lambda_K := \lambda_{\text{min}}(\sqrt{D}K^{-1}\sqrt{D}) = \lambda_{\text{min}}(\sqrt{D}^{-1}C\sqrt{D})$, and $\mu = \lambda_K$ follows.

9. Appendix

Proof of Lemma 2.11 (propagation set of Fokker-Planck equations with linear drift):

First, note that only drift-trajectories are non-constant in time, since the first row of $\bar{D}$ is zero. A drift trajectory $\xi(s) = (t(s), v(s))$ starting at $\xi_0 = (t_0, v_0)$ satisfies

$$\frac{d}{ds} \xi = \begin{pmatrix} -1 \\ Cv \end{pmatrix},$$

$$\xi(0) = \xi_0.$$ 

The solution to this equation is

$$\xi(s) = \begin{pmatrix} t_0 - s \\ e^{Cs}v_0 \end{pmatrix}.$$ 

This means that drift trajectories move backwards in time linearly. Thus, for a point $q = (t', y)$ to be connected to $p = (t, x)$, it is necessary that $t' \leq t$. This is to be expected, as it is also the case for the classical maximum principle for parabolic equations.

Since the diffusion trajectories span the subspace $\mathbb{R}^k = \text{im} D \subset \mathbb{R}^d$, we write $p = (t, x_D, x_0)$ and $q = (t', y_D, y_0)$, where $x_0$ and $y_0$ are the projection of $x$ and $y$ onto the kernel of $D$ (restricted to $\mathbb{R}^{d-k}$). Without moving backwards in time, we can only connect via diffusion trajectories. This implies

$$S(p, \mathbb{R}^{d+1}) \cap \{(\bar{t}, x) \in \mathbb{R}^{d+1} | \bar{t} = t\} = \{((t, x_0)) \times \mathbb{R}^k.$$ 

It remains to show that any point $q = (t', y)$ with $t' < t$ can be connected to $p$. The strategy here is the following: Since we can freely move around in $\text{im} D$, we only need to connect $q$ and $p$ in the kernel of $D$ and in time. To achieve this, we employ Lemma 2.3 (iv). We will proceed in a series of trajectories: A number of drift trajectories (equal to $\mu := \text{dim ker } D + 1 = d - k + 1$), each of them followed by up to $k = \text{rank } D$ diffusion trajectories. Starting at $\xi_0 = (t, x)$, such a series of two drift and $2k$ diffusion trajectories will arrive at

$$\left(t - s_1 - s_2, e^{C_{s_2}x_1}[e^{C_{s_1}x} + z_1] + z_2\right),$$
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where $z_1, z_2 \in \text{im } D$ are the results of shifts by diffusion trajectories and $0 \leq s_1, s_2$. Thus, a series of $\mu$ trajectories will arrive at

\[
(t - \sum_{j=1}^{\mu} s_j, \exp(C \sum_{j=1}^{\mu} s_j)x + \sum_{j=1}^{\mu-1} \exp(C \sum_{l=1+j}^{\mu} s_l)z_j + z_\mu),
\]

where $z_j \in \text{im } D$, $1 \leq j \leq \mu$. Setting this equal to our target point $q = (t', y)$ and rearranging terms, we obtain the following requirements:

\[
\sum_{j=1}^{\mu} s_j = t - t', \tag{9.1}
\]

\[
y - e^{C(t-t')}x = \sum_{j=1}^{\mu-1} e^{Cr_j}z_j + z_\mu, \tag{9.2}
\]

with $r_j \in [0, t - t']$, $r_j := \sum_{i=j+1}^{\mu} s_i$, $s_j \geq 0$. The projection of equation (9.2) (for $s_j, z_j$) onto $\text{im } D$ can always be solved by choosing $z_\mu$ appropriately. For the projection onto $\ker D$, we get

\[
(\text{Id} - D) \sum_{j=1}^{\mu-1} e^{Cr_j}z_j = (\text{Id} - D)(y - e^{C(t-t')}x) =: v_0 \in \ker D.
\]

The left hand side can be seen as a linear mapping from $(\text{im } D)^{\mu-1}$ to $\ker D$, since each of the matrix exponentials can take an arbitrary argument $z_j \in \text{im } D$. So we need to show that

\[
((\text{Id} - D)e^{Cr_j})_{1 \leq j \leq \mu} : (\text{im } D)^{\mu-1} \to \ker D,
\]

\[
(z_j)_{1 \leq j \leq \mu-1} \mapsto (\text{Id} - D) \sum_{j=1}^{\mu-1} e^{Cr_j}z_j
\]

is surjective for some choice of $0 \leq r_{\mu-1} < r_{\mu-2} < \cdots < r_1 \leq t - t'$. Let $r_1 \in \left[\frac{t-t'}{2}, t - t'\right]$. Then either

\[
(\text{Id} - D)e^{Cr_1} : \text{im } D \to \ker D
\]

is surjective, or there is $\xi \in \ker D$ with $\xi \perp (\text{Id} - D)e^{Cr_1} \text{im } D$ (since the image of a linear map is always a linear subspace). But then, from Lemma 2.3 (iv) there is $r_2 \in (0, r_1)$ and $\eta \in \text{im } D$ with

\[
((\text{Id} - D)e^{Cr_2}\eta, \xi) = \langle \eta, e^{Cr_2}\xi \rangle = 1.
\]

Now, since $\xi \not\in (\text{Id} - D)e^{Cr_2} \text{im } D$, we have

\[
\text{dim span } [(\text{Id} - D)e^{Cr_1} : \text{im } D, (\text{Id} - D)e^{Cr_2} : \text{im } D] > \text{dim}(\text{Id} - D)e^{Cr_1} \text{im } D.
\]

Then either

\[
((\text{Id} - D)e^{Cr_1}, (\text{Id} - D)e^{Cr_2}) : \text{im } D \times \text{im } D \to \ker D.
\]

is surjective, or we repeat the process. Each repetition increases by at least one the dimension of the reachable subspace of $\ker D$. Thus, we will need at most $\mu - 1 = \dim \ker D$ iterations, and hence the map (9.3) is surjective. \hfill \Box

**Proof of the inclusion (7.6) (propagation set of the kinetic Fokker-Planck equation):**

Here we shall consider points $q = (t_0, x_0, v_0)$ with $t_0 < t_1$ that can be connected to the given point $p = (t_1, x_1, v_1)$ by a sequence of three trajectories (diffusion, drift, diffusion). Note that the form of $\dot{D}$ in (7.3) lets the diffusion trajectories run purely in $v$-direction. Hence, we only need to connect $(t_0, x_0)$ to $(t_1, x_1)$ (both with arbitrary velocities) via a single drift trajectory.
For simplicity we set \( s = -t \) in (2.7). So, we consider the forward characteristic system
\[
\begin{align*}
\frac{dx}{dt} &= v, \\
\frac{dv}{dt} &= -V'(x) - \nu v,
\end{align*}
\]
(9.4)
with the boundary data \( x(t_0) = x_0, x(t_1) = x_1 \). Here, \( t_1 \) and \( x_1 \) are fixed, and \( V' \) is locally Lipschitz. Moreover, for all \( x_0 \in \mathbb{R} \setminus \{ x_1 \} \), we have to find a \( \tilde{t}(x_0) \in [0, t_1) \) such that (9.4) is solvable for all \( t_0 \in (\tilde{t}(x_0), t_1) \).

For the proof of Lemma 2.11 we just had to study the solvability of the linear system (9.1), (9.2). But for the nonlinear system (9.4) this is not feasible explicitly. Hence we shall give an estimate on the propagation region of the characteristics. To this end we define the total energy \( H(x, v) := V(x) - V_{\min} + \frac{\nu^2}{2} \geq 0 \) with \( V_{\min} := \min_{x \in \mathbb{R}} V(x) \). Along a trajectory \( \xi(t) \) of (9.4), it satisfies
\[
-2\nu H(\xi(t)) \leq \frac{d}{dt} H(\xi(t)) = -\nu v^2 \leq 0,
\]
and hence
\[
H(\xi(t)) \leq H(\xi(t)) \leq H(\xi(0)) e^{2\nu t_1}, \quad 0 \leq t \leq t_1.
\]
Since \( V \not\to \infty \) as \( |x| \to \infty \), all level curves \( H(x, v) = \text{const.} \) are closed. We shall solve (9.4) in the spirit of a (backward) shooting method starting at \( t = t_1 \) with some initial data \( \xi_1 = (x_1, \tilde{v}) \). Here, we shall choose \(|\tilde{v}|\) large enough such that the trajectory passes “above” all local maxima of \( V \) between \( x_0 \) and \( x_1 \). So, \( \tilde{v} \) has to satisfy \( H(x_1, \tilde{v}) > \max_{x_1 \leq x \leq x_0} V(x) - V_{\min} \) (w.r.o.g. we assumed here \( x_1 < x_0 \)). For \(|\tilde{v}|\) that large, the level curve \( H = \text{const.} := H(x_1, \tilde{v}) \) (and hence also the trajectory \( \xi(t) \), \( 0 \leq t \leq t_1 \)) crosses the line \( x = x_0 \) in the \((x, v)\) phase-plane (see Fig. 3). The largest intersection time of \( \xi(t) \) with \( x = x_0 \) can now be chosen as the desired time \( \tilde{t}(x_0) < t_1 \).

Increasing \(|\tilde{v}|\) further (and hence also \( H(x_1, \tilde{v}) \)) shows that the drift from \( x_0 \) to \( x_1 \) can be achieved in arbitrarily short time, i.e. for \( t_0 \) arbitrarily close to \( t_1 \). This proves the claim (7.6). \( \square \)

**Proof of Lemma 5.2** (compactness of the resolvent of \( L \)):

First we introduce the weighted \( H^1 \)-space:
\[
\mathcal{H} := \{ f \in L^2(\mathbb{R}^d, f_\infty) \} \subset L^2(\mathbb{R}^d, f_\infty),
\]
\[
\|f\|_{\mathcal{H}} := \int_{\mathbb{R}^d} |f|^2 f_\infty^{-1} \, dx + \int_{\mathbb{R}^d} \left| \nabla \frac{f}{f_\infty} \right|^2 f_\infty \, dx = \| f \|_{H^1(\mathbb{R}^d, f_\infty)}.
\]

For a (uniformly) elliptic operator, compactness of the resolvent can be shown by establishing that it maps \( L^2 \) into \( \mathcal{H} \) and that the embedding \( \mathcal{H} \hookrightarrow L^2 \) is compact. However, for a degenerate elliptic operator, the resolvent will not map \( L^2 \) into \( \mathcal{H} \), in general. So one has to work in spaces with fractional derivatives. For this proof, we shall therefore proceed in three steps. First we establish the space we work in, then we extend the regularisation result from Theorem 4.8 for the solution semigroup \( e^{\lambda t} \) on \( L^2 \). Finally, we use these two results to show compactness of the resolvent of \( L \).

**Step 1** (interpolation spaces \( \mathcal{H}_r \)): We start by introducing the spaces \( \mathcal{H}_r, 0 < r < 1 \), between \( L^2 \) and \( \mathcal{H} \). An orthonormal basis \( \{ z_j | j \in \mathbb{N}_0^d \} \) of \( L^2(\mathbb{R}^d, f_\infty) \) is given by the “polynomial part” of the eigenfunctions \( z_j f_\infty \) of the (uniformly) elliptic Fokker-Planck operator
\[
L_{Id} f := \text{div}(\nabla(\frac{f}{f_\infty}) f_\infty)
\]
in \( L^2 \). They satisfy
\[
L_{Id}(z_j f_\infty) = -|j| z_j f_\infty,
\]
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Figure 3. The solution $\xi(t)$ of the characteristic system (9.4) lies in a domain bounded by two closed level curves, as estimated by (9.5): $H = \text{const} := H(x_1, \bar{v})$ (inner boundary), $H = \text{const} := H(x_1, \bar{v})e^{2\nu t_1}$ (outer boundary).

with $|j|$ the degree of the multi-index $j$. Then, for $f \in \mathcal{H}$ it holds

$$
\|f\|_2^2 = \sum_{j \in \mathbb{N}_0^d} |c_j|^2, \quad \|f\|_{\mathcal{H}}^2 = \sum_{j \in \mathbb{N}_0^d} (1 + |j|)|c_j|^2,
$$

where $c_j$ is the coefficient of $f_\infty$ along $z_j$. We thus define

$$
\mathcal{H}_r := \{f \in L^2 \mid \sum_{j \in \mathbb{N}_0^d} (1 + |j|)^r|c_j|^2 < \infty\},
$$

and have the interpolation inequality

$$
\|f\|_{\mathcal{H}_r} \leq \|f\|_{L^2}^{1-r} \|f\|_{L^2}^r.
$$

Step 2 (regularisation from $L^2$ to $\mathcal{H}_r$): Since $L$ generates a contraction semigroup on $L^2$, we have

$$
\forall t \geq 0 : \quad \|e^{Lt}f\|_{L^2} \leq \|f\|_{L^2}.
$$

In the following estimate, we shall use the $L^2$-orthogonal decomposition $f = \tilde{f} + f_\infty \int f$ $d\mu$ with

$$
\int \tilde{f} \, d\mu = 0,
$$

and the scaled version of (4.18) for quadratic $\psi$:

$$
\int_{\mathbb{R}^d} (\nabla f_\infty)^T P \nabla \frac{f(t)}{f_\infty} f_\infty \, dx \leq c t^{- \frac{1}{2(2\tau + 1)}} \int_{\mathbb{R}^d} \left( f - f_\infty \int f \, dx \right)^2 f_\infty^{-1} \, dx.
$$
We have:

\[
\|e^{Lt}f\|_H^2 = \|e^{Lt}f\|_{L^2}^2 + \|\nabla e^{Lt}f\|_{L^2(\mathbb{R}^d, f)}^2 \\
= \|e^{Lt}f\|_{L^2}^2 + \|\nabla e^{Lt}f\|_{L^2(\mathbb{R}^d, f)}^2 \\
\leq \|f\|_{L^2}^2 + ce^{-(2\tau+1)}\|f\|_{L^2}^2 \\
\leq (1 + ce^{-(2\tau+1)})\|f\|_{L^2}^2,
\]

where we have used the \(L^2\)-contractivity of \(e^{Lt}\) and the positive definiteness of \(P\). We thus obtain

\[(9.9) \quad \forall 0 < t \leq 1: \quad \|e^{Lt}f\|_H \leq ct^{-(\tau + \frac{1}{2})}\|f\|_{L^2}
\]

for all \(f \in L^2\). By combining (9.7) – (9.9), we obtain

\[(9.10) \quad \forall 0 < t \leq 1: \quad \|e^{Lt}f\|_{H_\beta} \leq \beta t^{-r(\tau + \frac{1}{2})}\|f\|_{L^2},
\]

with \(\beta := \beta'\).

Step 3 (compact resolvent): For \(r := \frac{1}{\tau + 1} > 0\), we can integrate (9.10) on \((0, 1)\). This yields

\[(9.11) \quad \|\int_0^t e^{Lt}f\ dt\|_{H_\beta} \leq c\|f\|_{L^2}.
\]

By a well-known result for semigroups (see e.g. [15], §II.1, Lemma 1.3 or [32], §1.2, Theorem 2.4), for any \(\lambda > 0\) it holds that

\[\forall f \in D(L) \forall t > 0: \quad \int_0^t e^{(L-\lambda)s}(L-\lambda)f\ ds = e^{(L-\lambda)t}f - f.
\]

Due to (9.8), \(e^{(L-\lambda)t}\) decays exponentially and we conclude

\[(9.12) \quad \int_1^\infty e^{(L-\lambda)t}(\lambda - L)f\ dt = e^{\lambda \lambda}f
\]

for all \(f \in D(L)\). Moreover (see e.g. [15], §II.1, Theorem 1.10 or [32], §1.3, Theorem 3.1), the resolvent \(R(\lambda, L) := (\lambda - L)^{-1}\) has the representation

\[R(\lambda, L) = \int_0^\infty e^{(L-\lambda)t}\ dt = \int_0^1 e^{(L-\lambda)t}\ dt + \int_1^\infty e^{(L-\lambda)t}\ dt.
\]

We apply this representation to (9.11) and obtain

\[c\|f\|_{L^2} \geq \|[R(\lambda, L) - \int_1\infty e^{(L-\lambda)t}f\ dt]\|_{H_\beta},
\]

which yields

\[(9.13) \quad \|R(\lambda, L)f\|_{H_\beta} \leq c\|f\|_{L^2} + \int_1\infty e^{(L-\lambda)t}f\ dt\|_{H_\beta}.
\]

For \(g \in D(L)\), we set in (9.13) \(f = (\lambda - L)g\) and obtain, using (9.12),

\[\|g\|_{H_\beta} \leq c\|(\lambda - L)g\|_{L^2} + \int_1\infty e^{(L-\lambda)t}(\lambda - L)g\ dt\|_{H_\beta} = c\|(\lambda - L)g\|_{L^2} + e^{-\lambda}\|e^Lg\|_{H_\beta}.
\]

Applying (9.10) with \(t = 1\) to the last term yields

\[\|g\|_{H_\beta} \leq c\|(\lambda - L)g\|_{L^2} + \beta e^{-\lambda}\|g\|_{L^2}.
\]
Choosing $\lambda > \ln \beta$ allows to “absorb” the last term into the left-hand side, and hence

$$\|R(\lambda, L)f\|_{\mathcal{H}_r} \leq c\|f\|_{L^2}.$$  

Due to the spectral representation of $\mathcal{H}_r$ in (9.6), the embedding $\mathcal{H}_r \hookrightarrow L^2$ is compact for $r > 0$. Hence, $R(\lambda, L)$ is compact for the chosen $\lambda$, and by the first resolvent formula then also for all $\lambda$ in the resolvent set. \hfill $\square$
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