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Abstract

This dissertation concerns the classification of groupoid and higher-rank graph $C^*$-algebras and has two main components. Firstly, for a groupoid it is shown that the notions of strength of convergence in the orbit space and measure-theoretic accumulation along the orbits are equivalent ways of realising multiplicity numbers associated to a sequence of induced representations of the groupoid $C^*$-algebra. Examples of directed graphs are given, showing how to determine the multiplicity numbers associated to various sequences of induced representations of the directed graph $C^*$-algebras.

The second component of this dissertation uses path groupoids to develop various characterisations of the $C^*$-algebras of higher-rank graphs. Necessary and sufficient conditions are developed for the Cuntz-Krieger $C^*$-algebras of row-finite higher-rank graphs to be liminal and to be postliminal. When Kumjian and Pask’s path groupoid is principal, it is shown precisely when these $C^*$-algebras have bounded trace, are Fell, and have continuous trace. Necessary and sufficient conditions are provided for the path groupoids of row-finite higher-rank graphs without sources to have closed orbits and to have locally closed orbits. When these path groupoids are principal, necessary and sufficient conditions are provided for them to be integrable, to be Cartan and to be proper.
CHAPTER 1

Introduction

This thesis is broken up into 5 chapters. After this short introductory chapter, Chapter 2 gives an overview of groupoids and groupoid $C^*$-algebras. Chapter 5 gives an overview of the Cuntz-Krieger $C^*$-algebras of directed graphs and higher-rank graphs. The key research for this thesis is presented in Chapters 3 and 6, with the content of Chapter 3 published as [27] and content of Chapter 6 soon to be submitted for publication. The following Sections 1.1 and 1.2 introduce the research Chapters 3 and 6, respectively. This chapter will end with the definition of various classes of $C^*$-algebras.

1.1. Introduction: Strength of convergence in the orbit space of a groupoid

Suppose $H$ is a locally-compact Hausdorff group acting freely and continuously on a locally-compact Hausdorff space $X$, so that $(H,X)$ is a free transformation group. In [25, pp. 95–96] Green gives an example of a free non-proper action of $H = \mathbb{R}$ on a subset $X$ of $\mathbb{R}^3$; the non-properness comes down to the existence of $z \in X$, $\{x_n\} \subset X$, and two sequences $\{s_n\}$ and $\{t_n\}$ in $H$ such that

(i) $s_n^{-1} \cdot x_n \to z$ and $t_n^{-1} \cdot x_n \to z$; and

(ii) $t_n s_n^{-1} \to \infty$ as $n \to \infty$, in the sense that $\{t_n s_n^{-1}\}$ has no convergent subsequence.

In [6, Definition 2.2]), and subsequently in [5, p. 2], the sequence $\{x_n\}$ is said to converge 2-times in the orbit space to $z \in X$. Each orbit $H \cdot x$ gives an induced representation Ind $\epsilon_x$ of the associated transformation-group $C^*$-algebra $C_0(X) \rtimes H$ which is irreducible, and the $k$-times convergence of $\{x_n\}$ in the orbit space to $z \in X$ translates into statements about various multiplicity numbers associated to Ind $\epsilon_z$ in the spectrum of $C_0(X) \rtimes H$, as in [6, Theorem 2.5], [5, Theorem 1.1] and [3, Theorem 2.1].

Upper and lower multiplicity numbers associated to irreducible representations $\pi$ of a $C^*$-algebra $A$ were introduced by Archbold [4] and extended to multiplicity numbers relative to a net of irreducible representations by Archbold and Spielberg [11]. The upper multiplicity $M_U(\pi)$ of $\pi$, for example, counts ‘the number of nets of orthogonal equivalent pure states which can converge to a common pure state.
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associated to $\pi$ [8, p. 26]. The definition of $k$-times convergence and [6, Theorem 2.5] were very much motivated by a notion of $k$-times convergence in the dual space of a nilpotent Lie group [35] and its connection with relative multiplicity numbers (see, for example, [8, Theorem 2.4] and [9, Theorem 5.8]).

Theorem 1.1 of [5] shows that the topological property of a sequence $\{x_n\}$ converging $k$-times in the orbit space to $z \in X$ is equivalent to (1) a measure theoretic accumulation along the orbits $G \cdot x_n$ and (2) that the lower multiplicity of $\text{Ind}_x \epsilon_z$ relative to the sequence $\{\text{Ind}_x \epsilon_{x_n}\}$ is at least $k$. In Chapter 3 we prove that the results of [5] generalise to principal groupoids. In our main arguments we have tried to preserve as much as possible the structure of those in [5], although the arguments presented here are often more complicated in order to cope with the partially defined product in a groupoid and the set of measures that is a Haar system compared to the fixed Haar measure used in the transformation-group case. Our theorems have led us to a new class of examples exhibiting $k$-times convergence in groupoids that are not based on transformation groups, thus justifying our level of generality. Given a row-finite directed graph $E$, Kumjian, Pask, Raeburn and Renault in [34] used the set of all infinite paths in $E$ to construct an $r$-discrete groupoid $G_E$, called a path groupoid. We prove that $G_E$ is principal if and only if $E$ contains no cycles (Proposition 2.4.6). We then exhibit principal $G_E$ with Hausdorff and non-Hausdorff orbits space, respectively, both with a $k$-times converging sequence in the orbit space. In particular, our examples can be used to find a groupoid $G_E$ whose $C^*$-algebra has non-Hausdorff spectrum and distinct upper and lower multiplicity counts among its irreducible representations.

The directed graphs demonstrating $k$-times convergence in the orbit space of the associated path groupoids were carefully chosen so that the path groupoids would be principal, integrable and not Cartan. The search for examples of directed graphs with these properties provided the initial motivation for the research that is introduced in the following section.

1.2. Introduction: Categorising the operator algebras of higher-rank graphs using the path groupoid

Kumjian and Pask in [32] introduced the notion of a higher-rank graph and, for row-finite higher-rank graph $\Lambda$ without sources, defined the Cuntz-Krieger higher-rank graph $C^*$-algebra, denoted $C^*(\Lambda)$. These $C^*$-algebras were introduced as generalisations of the directed-graph $C^*$-algebras developed by Kumjian, Pask, Raeburn and Renault in [34]. The class of higher-rank graph $C^*$-algebras is signifiantly larger
than the already large class of $C^*$-algebras associated to directed graphs (see Raeburn’s book [46] for an overview). As with the $C^*$-algebras associated to directed graphs, the study of the $C^*$-algebras of higher-rank graphs initially used the theory of groupoids. A more recent “bare hands” approach to studying higher-rank graphs has been developed that avoids the use of groupoids with the aim of simplifying arguments. These groupoid models have recently been seen to be a useful source of examples with their use to illustrate groupoid results in [17] and in Chapter 3.

Suppose $\Lambda$ is a row-finite $k$-graph without sources and suppose $G_\Lambda$ is Kumjian and Pask’s path groupoid associated to $\Lambda$; recall that $C^*(G_\Lambda) = C^*(\Lambda)$. In this part of the thesis we explore when $C^*(\Lambda)$ is postliminal, liminal and Fell, and when it has bounded- and continuous-trace. Clark in [13, Theorem 6.1] showed that a groupoid $C^*$-algebra is liminal if and only if the orbits in the groupoid are closed and the $C^*$-algebras of each of the stability subgroups are liminal. In Section 6.1 we establish a necessary and sufficient condition on $\Lambda$ for the orbits in $G_\Lambda$ to be closed; we use this to show exactly when $C^*(\Lambda)$ is liminal. Similarly we provide a condition on $\Lambda$ that is necessary and sufficient for the orbits in $G_\Lambda$ to be locally closed and use another of Clark’s results, [13, Theorem 7.1], to show precisely when $C^*(\Lambda)$ is postliminal.

In Section 6.2 we will develop necessary and sufficient conditions on $\Lambda$ for $G_\Lambda$ to be integrable, to be Cartan and to be proper. With the assumption that $G_\Lambda$ is principal we will use results by Clark and an Huef in [15], Clark in [14] and Muhly and Williams in [40] to determine exactly when $C^*(\Lambda)$ has bounded trace, is Fell, and has continuous trace. In Section 6.3 we introduce the desourcification construction that Webster developed in [56] based on Farthing’s [23] and in Section 6.4 we use the desourcification construction to provide similar characterisations of $C^*(\Lambda)$ while permitting the $k$-graphs to have sources. Finally in Section 6.5 it will be shown how these results can be simplified for directed graphs and how they relate to the directed graph characterisations developed by Ephrem in [22] and by Deicke, Hong and Szymański in [18].

It should be noted that Farthing, Muhly and Yeend in [24, 60] developed groupoid models of row-finite higher-rank graphs that may have sources. Developing characterisations for one of these groupoids would have made the section using the Farthing-Webster desourcification, Section 6.4, unnecessary. This extra level of groupoid generality does, however, come at a cost to their simplicity that makes them less attractive as a source of groupoid examples. By separating the groupoid arguments from the arguments dealing with row-finite higher-rank graphs that may have sources, Webster’s desourcification also enables us to simplify our arguments.
CHAPTER 2

An introduction to groupoids

This chapter provides a brief overview of the theory of groupoids, beginning with Renault’s definition of a groupoid from [51]. Examples are then given before introducing important technical results and defining the Haar system of a groupoid. A fix for a mistake in Renault’s [51] is given (see Remark 2.1.20). Section 2.2 describes induced representations and shows the construction of groupoid C*-algebras. Sections 2.3 and 2.4 define the groupoids that can be constructed from transformation groups and the infinite paths of directed graphs, respectively. Finally, Section 2.5 defines proper, Cartan and integrable groupoids, and shows the relationship between them and the classes of C*-algebras from Section 4.

2.1. Groupoids and Haar systems

Definition 2.1.1 ([51, Definition 1.1]). A groupoid G is a set endowed with a subset G(2) of G × G, a map (α, β) ↦→ αβ from G(2) to G and an involution α ↦→ α⁻¹ on G such that:

(G1) if (α, β) and (β, γ) are in G(2), then so are (αβ, γ) and (α, βγ), and (αβ)γ = α(βγ);
(G2) (α⁻¹, α) ∈ G(2) for every α ∈ G; and
(G3) α⁻¹(αβ) = β and (αβ)⁻¹ = α for every (α, β) ∈ G(2).

The elements of G(2) are called composable pairs, the map G(2) → G is called the composition map, the involution is called the inverse map and α⁻¹ is called the inverse of α ∈ G. The maps r, s : G → G defined by r(α) = αα⁻¹ and s(α) = α⁻¹α for every α ∈ G are respectively called the range and source map. Then r(α) and s(α) are respectively called the range and source of α. The range and source maps have a common image in G which is called the unit space and is denoted by G(0).

Remark 2.1.2. The point to the range and source maps is that they provide a simpler way of determining when composition makes sense: it follows from Definition 2.1.1 that (α, β) ∈ G(2) if and only if s(α) = r(β).

By the definition of the range and source maps we can see that r(α)α = α and αs(α) = α for every α ∈ G, and that elements of G(0) are characterised by the equation α = α⁻¹ = α².
2. AN INTRODUCTION TO GROUPOIDS

Example 2.1.3. Every group $G$ with identity $e$ can be considered to be a
groupoid with $G^{(2)} = G \times G$ and $G^{(0)} = \{e\}$.

Example 2.1.4. There is a natural groupoid that can be constructed from any
set $X$ with an equivalence relation $\sim$. Let $G = \{(x, y) \in X \times X : x \sim y\}$ and

$$G^{(2)} = \{((x, y), (y, z)) : x, y, z \in X \text{ with } x \sim y \sim z\}.$$  

Define composition by $(x, y)(y, z) = (x, z)$ and involution by $(x, y)^{-1} = (y, x)$. Then
$G$ is a groupoid with $r(x, y) = (x, x)$, $s(x, y) = (y, y)$ and $G^{(0)} = \{(x, x) : x \in X\}$.

Suppose $G$ is a groupoid. The subset $\{(r(\alpha), s(\alpha)) : \alpha \in G\}$ of $G^{(0)} \times G^{(0)}$ is an
equivalence relation on $G^{(0)}$ that is referred to as the natural equivalence relation on
$G^{(0)}$. The orbit of $u \in G^{(0)}$ is the equivalence class of $u$ with respect to the natural
equivalence relation on $G^{(0)}$ and is denoted by $[u]$. A subset $A$ of $G^{(0)}$ is $G$-invariant
if it is saturated with respect to the natural orbit equivalence relation on $G^{(0)}$. In
other words, $A$ is $G$-invariant if it is a union of orbits. A groupoid $G$ is principal if
$\alpha, \beta \in G$ are equal whenever $r(\alpha) = r(\beta)$ and $s(\alpha) = s(\beta)$.

Example 2.1.5. Suppose $X = \{1, 2, 3, 4, 5\}$ and $\sim$ is the equivalence relation on
$X$ with equivalence classes $\{1, 2, 3\}$ and $\{4, 5\}$. Let $G$ be the groupoid as in Example
2.1.4 Then $[(1, 1)] = \{(1, 1), (2, 2), (3, 3)\}$ and $[(4, 4)] = \{(4, 4), (5, 5)\}$. The subset
$\{(4, 4), (5, 5)\}$ of $G^{(0)}$ is $G$-invariant whereas $\{(1, 1)\}$ is not. The groupoid $G$ is
principal since the range and source of each $\alpha \in G$ completely determines $\alpha$: If
$r(\alpha) = (x, x)$ and $s(\alpha) = (y, y)$, then $\alpha = (x, y)$.

A groupoid homomorphism from a groupoid $G$ to a groupoid $F$ is a map $\phi : G \to F$ such that for every $(\alpha, \beta) \in G^{(2)}$, we have $(\phi(\alpha), \phi(\beta)) \in F^{(2)}$ and $\phi(\alpha\beta) = \phi(\alpha)\phi(\beta)$. If $A$ is a non-empty subset of $G^{(0)}$, we define $G^A = r^{-1}(A)$, $G_A = s^{-1}(A)$
and $G|_A = r^{-1}(A) \cap s^{-1}(A)$. If $u \in G^{(0)}$ then we define $G_u = G_{\{u\}}$, $G^u = G^{(u)}$ and
$G|_u = G|_{\{u\}}$.

Proposition 2.1.6 ([37 Proposition 2.8]). Suppose $G$ is a groupoid and $A$ is a
non-empty subset of $G^{(0)}$. Then $G|_A$ is a groupoid with $G|_A^{(2)} = G^{(2)} \cap (G|_A \times G|_A)$
and operations that are the restrictions of those on $G$.

Example 2.1.7. Suppose $G$ is the groupoid from Example 2.1.5. Let $A$ be the
subset $\{(1, 1), (2, 2), (3, 3), (4, 4)\}$ of $G^{(0)}$ so that $G|_A$ is a groupoid by Proposition
2.1.6. If $F$ is the groupoid constructed as in Example 2.1.4 with the set $\{1, 2, 3, 4\}$
equivalence classes $\{1, 2, 3\}$ and $\{4\}$, then $G|_A = F$.

The stability subgroups of a groupoid $G$ are the groups of the form $G|_u = r^{-1}(u) \cap
s^{-1}(u)$ for $u \in G^{(0)}$; $G$ is principal if and only if each of the stability subgroups is
trivial, that is, if \( G|_u = \{ u \} \) for every \( u \in G^{(0)} \). Stability subgroups are also commonly known as isotropy subgroups.

**Definition 2.1.8** ([37, Definition 2.25]). Suppose \( G \) is a groupoid with a topology on the set \( G \) and let \( G^{(2)} \) have the subspace topology from \( G \times G \) when equipped with the product topology. Then \( G \) is called a topological groupoid if the composition and inversion maps are continuous.

**Remark 2.1.9.** It follows that the range and source maps of a topological groupoid are continuous. Then, since any continuous involution is open, the inversion map in a topological groupoid is a homeomorphism. It follows from the inverse map being open that the range map is open if and only if the source map is open. Whenever we refer to a topology on a groupoid, we assume that this is a topological groupoid unless otherwise stated.

**Example 2.1.10.** A locally compact group is a locally compact groupoid in the sense of Example 2.1.3.

To construct a \( C^* \)-algebra from a groupoid we need an analogue of the Haar measure on a group.

**Definition 2.1.11** ([37, Definition 2.28]). Suppose \( G \) is a second countable, locally compact, Hausdorff groupoid. A right Haar system on \( G \) is a set \( \{ \lambda_x : x \in G^{(0)} \} \) of non-negative Radon measures on \( G \) such that

1. (H1) \( \text{supp } \lambda_x = G_x \) (\( = s^{-1}(\{ x \}) \)) for all \( x \in G^{(0)} \);
2. (H2) for \( f \in C_c(G) \), the function \( x \mapsto \int f \, d\lambda_x \) on \( G^{(0)} \) is in \( C_c(G^{(0)}) \); and
3. (H3) for \( f \in C_c(G) \) and \( \gamma \in G \),

\[
\int f(\alpha \gamma) \, d\lambda_{r(\gamma)}(\alpha) = \int f(\alpha) \, d\lambda_{s(\gamma)}(\alpha).
\]

We will refer to (H2) as the continuity of the Haar system and to (H3) as Haar-system invariance. The collection \( \{ \lambda^x : x \in G^{(0)} \} \) of measures where \( \lambda^x(E) := \lambda_x(E^{-1}) \) is a left Haar system, which is a system of measures such that \( \text{supp } \lambda^x = G^x \) and, for \( f \in C_c(G), \ x \mapsto \int f \, d\lambda^x \) is continuous and \( \int f(\gamma \alpha) \, d\lambda_s(\gamma)(\alpha) = \int f(\alpha) \, d\lambda_r(\gamma)(\alpha) \). Given that we can easily convert a right Haar system \( \{ \lambda_x \} \) into a left Haar system \( \{ \lambda^x \} \) and vice versa, we will simply refer to a Haar system \( \lambda \) and use subscripts to refer to elements of the right Haar system \( \{ \lambda_x \} \) and superscripts to refer to elements of the left Haar system \( \{ \lambda^x \} \).

The next few lemmas establish some properties of Haar systems which we will use frequently.
Lemma 2.1.12. Let $G$ be a second countable, locally compact, Hausdorff groupoid with a Haar system $\lambda$. If $K \subset G$ is compact and $\gamma \in G$ with $s(\gamma) = x$ and $r(\gamma) = y$, then $\lambda_x(K\gamma) = \lambda_y(K)$ and $\lambda^x(\gamma^{-1}K) = \lambda^y(K)$.

Proof. Let $\{U_n\}$ be a decreasing sequence of open neighbourhoods of $K$ so that if $\gamma \in G \setminus K$, then $\gamma \notin U_n$ eventually. $G$ is locally compact, so there is a compact neighbourhood of $K$, and we can assume that $\overline{U_0}$ is compact. By Urysohn’s Lemma for each $n$ there exists $f_n \in C_c(G)$ with range in $[0,1]$ such that $f_n$ is identically 1 on $K$ and $\text{supp} f_n \subseteq U_n$. For each $n$, define $g_n : G \to \mathbb{C}$ by $g_n(\alpha) = f_n(\alpha\gamma^{-1})$ for each $\alpha \in G$, so that each $g_n \in C_c(G)$ and $g_n(\alpha) \to \chi_K(\alpha\gamma^{-1})$ as $n \to \infty$ for every $\alpha \in G$. Let $h = \chi_{U_0\gamma}$, noting that $\text{supp} h$ is compact since $U_0$ is relatively compact and the composition map is continuous. Then

$$g_n(\alpha) = f_n(\alpha\gamma^{-1}) \leq \chi_{U_n}(\alpha\gamma^{-1}) \leq \chi_{U_0}(\alpha\gamma^{-1}) = \chi_{U_0\gamma}(\alpha) = h(\alpha)$$

for every $\alpha \in G$ and $n \in \mathbb{N}$.

Since $h$ and each $g_n$ have compact support with $g_n(\alpha) \leq h(\alpha)$ for each $\alpha$, and since $g_n(\alpha) \to \chi_K(\alpha\gamma^{-1})$ for each $\alpha$, by the Dominated Convergence Theorem we have

$$\int f_n(\alpha\gamma^{-1}) \, d\lambda_x(\alpha) = \int g_n(\alpha) \, d\lambda_x(\alpha) \to \int \chi_K(\alpha\gamma^{-1}) \, d\lambda_x(\alpha) = \int \chi_{K\gamma}(\alpha) \, d\lambda_x(\alpha) = \lambda_x(K\gamma).$$

By Haar-system invariance (H3) we can see that

$$\int f_n(\alpha\gamma^{-1}) \, d\lambda_x(\alpha) = \int f_n(\alpha) \, d\lambda_y(\alpha) \to \int \chi_K(\alpha) \, d\lambda_y(\alpha) = \lambda_y(K),$$

and it follows that $\lambda_x(K\gamma) = \lambda_y(K)$. Since $\lambda^x(E) = \lambda_x(E^{-1})$ for every measurable set $E$, we can deduce that

$$\lambda^x(\gamma^{-1}K) = \lambda_x(K^{-1}\gamma) = \lambda_y(K^{-1}) = \lambda^y(K).$$

Lemma 2.1.13. Let $G$ be a second countable, locally compact, Hausdorff groupoid with a Haar system $\lambda$ and let $K$ be a compact subset of $G$. If $\{x_n\} \subset G^{(0)}$ is a sequence that converges to $z \in G^{(0)}$, then

$$\limsup_n \lambda_{x_n}(K) \leq \lambda_z(K).$$

Proof. Fix $\epsilon > 0$. By the outer regularity of $\lambda_z$, there exists an open neighbourhood $U$ of $K$ such that

$$\lambda_z(K) \leq \lambda_z(U) < \lambda_z(K) + \epsilon/2.$$
By Urysohn’s Lemma there exists \( f \in C_c(G) \) with \( 0 \leq f \leq 1 \) such that \( f \) is identically one on \( K \) and zero off \( U \). In particular we have

\[
\lambda_z(K) \leq \int f \, d\lambda_z < \lambda_z(K) + \epsilon/2.
\]

The continuity of the Haar system \([12]\) implies \( \int f \, d\lambda_z \rightarrow \int f \, d\lambda_z \), so there exists \( n_0 \) such that \( n \geq n_0 \) implies

\[
\int f \, d\lambda_z - \epsilon/2 < \int f \, d\lambda_z < \int f \, d\lambda_z + \epsilon/2.
\]

By our choice of \( f \) we have \( \lambda_{x_n}(K) \leq \int f \, d\lambda_{x_n} \), so

\[
\lambda_{x_n}(K) \leq \int f \, d\lambda_{x_n} < \int f \, d\lambda_z + \epsilon/2.
\]

Combining this with (2.1.1) enables us to observe that for \( n \geq n_0 \), we have \( \lambda_{x_n}(K) < \lambda_z(K) + \epsilon \), completing the proof. \( \square \)

**Lemma 2.1.14.** Let \( G \) be a second countable, locally compact, Hausdorff groupoid with a Haar system \( \lambda \) and let \( K \) be a compact subset of \( G \). For every \( \epsilon > 0 \) and \( z \in G^{(0)} \) there exists a neighbourhood \( U \) of \( z \) in \( G^{(0)} \) such that \( x \in U \) implies \( \lambda_x(K) < \lambda_z(K) + \epsilon \).

**Proof.** Fix \( \epsilon > 0 \) and \( z \in G^{(0)} \). Let \( \{U_n\} \) be a decreasing neighbourhood basis for \( z \) in \( G^{(0)} \). If our claim is false, then each \( U_n \) contains an element \( x_n \) such that \( \lambda_{x_n}(K) \geq \lambda_z(K) + \epsilon \). But since each \( x_n \in U_n \), \( x_n \rightarrow z \), and so by Lemma 2.1.13 there exists \( n_0 \) such that \( n \geq n_0 \) implies \( \lambda_{x_n}(K) < \lambda_z(K) + \epsilon \), a contradiction. \( \square \)

Haar systems do not always exist. A following result, Proposition 2.1.21, can be used to show that some groupoids admit a Haar system. The next lemma is a small result that is frequently used in the groupoid literature.

**Lemma 2.1.15.** Let \( G \) be a second countable, locally compact, Hausdorff groupoid with a Haar system \( \lambda \). Then for every \( x \in G^{(0)} \) there exists \( f \in C_c(G) \) such that \( \int_G f \, d\lambda_x > 0 \) and the range of \( f \) is contained in \([0, 1]\).

**Proof.** Let \( K \) be a compact neighbourhood of \( x \) in \( G \) and recall that the support of a Radon measure is the complement of the union of all open sets with measure zero. Then, since \( x \in \text{int} K \cap G_x = \text{int} K \cap \text{supp} \lambda_x \) and \( \lambda_x \) is non-negative, we must have \( \lambda_x(K) \geq \lambda_x(\text{int} K) > 0 \). By Urysohn’s Lemma (see, for example, [44, Proposition 1.7.5]) there exists \( f \in C_c(G) \) such that \( f \) is identically 1 on \( K \) and the range of \( f \) is contained in \([0, 1]\). Then \( \int_G f \, d\lambda_x \geq \int_K f \, d\lambda_x > 0 \). \( \square \)
Proposition 2.1.16 ([51] Proposition I.2.4, [41] Proposition 2.2.1). Suppose $G$ is a second countable, locally compact, Hausdorff groupoid with a Haar system. Then the range and source maps of $G$ are open.

Lemma 2.1.17 ([50] p. 361). If a locally compact, Hausdorff groupoid has open range and source maps, then the composition map is open.

Proof. Suppose $G$ is a locally compact, Hausdorff groupoid with open range map. Let $A$ and $B$ be open subsets of $G$. It suffices to show that $AB$ is open. If $AB$ is empty, then $AB$ is open and we are done. Suppose $AB$ is non-empty, so that there exist $\alpha \in A$ and $\beta \in B$ such that $s(\alpha) = r(\beta)$. Let $\circ : G^{(2)} \to G$ be the composition map. Since the composition map is continuous (Definition 2.1.8), by the definition of the topology on $G^{(2)}$ there exist open neighbourhoods $H, K$ of $\alpha^{-1}, \alpha \beta$ respectively, such that $(H \times K) \cap G^{(2)}$ is contained in the open set $\circ^{-1}(B)$. Note that $HK$ is a subset of $B$.

Let $U = H^{-1} \cap A$, noting that $U$ is an open neighbourhood of $\alpha$ since the inverse map is open (Remark 2.1.9). Now let $V = r^{-1}(r(U)) \cap K$, noting that $V$ is an open neighbourhood of $\alpha \beta$ since the range map is open and continuous. The set $U^{-1}V$ is a subset of $B$ as $U^{-1} \subset H$, $V \subset K$ and $HK$ is a subset of $B$. Fix $\gamma \in V$. Since $r(V) \subset r(U) = s(U^{-1})$ and $U^{-1}V \subset B$, there exist $\delta \in U$ and $\epsilon \in B$ such that $\delta^{-1}\gamma = \epsilon$. Then $\gamma = \delta \epsilon$, so $V \subset UB \subset AB$. The set $V$ is open with $\alpha \beta \in V \subset AB$ so, since $\alpha \beta$ was chosen arbitrarily in $AB$, the set $AB$ is open and thus the composition map is open. 

Lemma 2.1.18. Suppose $G$ is a topological groupoid. Then, for every $\gamma \in G$,

(i) the map from $G^{s(\gamma)}$ to $G^{r(\gamma)}$ such that $\alpha \mapsto \gamma \alpha$, and

(ii) the map from $G_{r(\gamma)}$ to $G_{s(\gamma)}$ such that $\alpha \mapsto \alpha \gamma$

are homeomorphisms.

Proof. Fix $\gamma \in G$ and note that it follows immediately from the definition of a groupoid (Definition 2.1.1) that the map $\alpha \mapsto \gamma \alpha$ is injective and surjective. To see that the map $\alpha \mapsto \gamma \alpha$ is continuous, first suppose that $\{\alpha_i\}_{i \in I}$ is a net in $G^{s(\gamma)}$ that converges to some $\alpha \in G^{s(\gamma)}$. Since $\{\gamma\}_{i \in I}$ trivially converges to $\gamma$, it follows that $\{(\gamma, \alpha_i)\}_{i \in I}$ converges to $(\gamma, \alpha)$ in $G \times G$ with the product topology. Since $s(\gamma) = r(\alpha)$, by Remark 2.1.2 we can see that $(\gamma, \alpha) \in G^{(2)}$. Similarily each $(\gamma, \alpha_i)$ is in $G^{(2)}$, so $\{\gamma, \alpha_i\}_{i \in I}$ converges to $(\gamma, \alpha)$ in $G^{(2)}$. The composition map of a groupoid is continuous, so $\gamma \alpha_i$ converges to $\gamma \alpha$ in $G$, and the map $\alpha \mapsto \gamma \alpha$ is continuous. Since the inverse of $\alpha \mapsto \gamma \alpha$ is $\alpha \mapsto \gamma^{-1} \alpha$, the same argument shows that this inverse map is continuous, thus showing that $\alpha \mapsto \gamma \alpha$ is a homeomorphism. A similar argument can be used to establish the second component of this lemma.
A topological groupoid $G$ is $r$-discrete if $G^{(0)}$ is an open subset of $G$.

**Lemma 2.1.19** ([51, Lemma I.2.7(i)]). Let $G$ be an $r$-discrete groupoid. For every $u \in G^{(0)}$, the subspace topologies on $G_u$ and $G^u$ are discrete.

**Proof.** Fix $u \in G^{(0)}$ and $\gamma \in G^u$. Then, since $G^{(0)}$ is open, the set $G^{(0)} \cap G^{s(\gamma)} = \{s(\gamma)\}$ is an open subset of $G^{s(\gamma)}$. Since $\alpha \mapsto \gamma \alpha$ is a homeomorphism of $G^{s(\gamma)}$ onto $G^{r(\gamma)}$ (Lemma 2.1.18), it follows that $\{\gamma s(\gamma)\} = \{\gamma\}$ is an open subset of $G^{r(\gamma)} = G^u$. A similar argument can be used to show that $G_u$ is discrete. □

**Remark 2.1.20.** The proofs of two useful results, [51, Lemma I.2.7, Proposition I.2.8], omit details that appear to be important. In [51, Lemma I.2.7] it is claimed that if an $r$-discrete groupoid has a Haar system, then that Haar system is ‘essentially the system of counting measures’. Component (ii) of the proof of this lemma constructs a system of counting measures from the given Haar system however does not establish the invariance (H3) of this system.

In [51, Proposition I.2.8] it is claimed that if the range map of a groupoid is a local homeomorphism, then the groupoid is $r$-discrete and admits a Haar system. The (iv) $\implies$ (i) component of the proof of this proposition constructs a system of measures, however the continuity (H2) of this system is not established, which is necessary to have a Haar system.

We use the next result as an alternative to [51, Lemma I.2.7, Proposition I.2.8]; its proof uses ideas from [51, Lemma I.2.7, Proposition I.2.8].

**Proposition 2.1.21** (based on [51, Lemma I.2.8]). Suppose $G$ is a second countable, locally compact, Hausdorff groupoid. Then the following are equivalent.

1. $G$ is $r$-discrete and admits a Haar system of counting measures;
2. the source map is a local homeomorphism;
3. the range map is a local homeomorphism; and
4. $G$ is $r$-discrete and the composition map is a local homeomorphism.

The proof of this proposition will use the following technical lemma.

**Lemma 2.1.22.** Suppose $G$ is a locally compact, Hausdorff groupoid and that $U$ is an open set in $G$ such that $s|_U$ is a homeomorphism onto the open set $s(U)$. Then for every $\gamma \in U$ there is an open neighbourhood $V$ of $\gamma$ in $G$ such that $\overline{V} \subset U$ and $s(\overline{V})$ is closed in $G^{(0)}$.

**Proof.** Fix $\gamma \in U$. Since $G$ is locally compact and Hausdorff, $\gamma$ has a base of compact neighbourhoods. Then there is a compact neighbourhood $N$ of $\gamma$ in $G$ such that $N \subset U$. Let $V = \text{int} N$, so that $V$ is an open neighbourhood of $\gamma$ in $G$ with
\[ \nabla \subset U. \] The set \( s(\nabla) \) is compact since \( s \) is continuous. Finally, since \( G \) and \( G^{(0)} \) are Hausdorff, the compact sets \( \nabla \) and \( s(\nabla) \) are closed. \( \square \)

To prove Proposition 2.1.21 it is easiest to deal with either left or right Haar systems; here we choose right Haar systems due to personal preference. In this light, condition (1) is most closely related to (2), so we will begin by establishing their equivalence. Conditions (2) and (3) are very closely related, so demonstrating their equivalence will follow. For the remainder of the proof we will show that (2) and (4) are equivalent.

**Proof of Proposition 2.1.21** (1) \( \implies \) (2). Suppose \( G \) is \( r \)-discrete and \( \lambda \) is a Haar system of counting measures on \( G \). Since \( s \) is continuous by the definition of a topological groupoid and open by Proposition 2.1.16, to show that \( s \) is a local homeomorphism it suffices to show that it is locally injective. Fix \( \gamma \in G \) and let \( K \) be a compact neighbourhood of \( \gamma \) in \( G \). Since \( G \) is \( r \)-discrete, \( G_s(\gamma) \) is discrete by Lemma 2.1.19 so \( K \) and \( G_s(\gamma) \) must have finite a intersection; write \( K \cap G_s(\gamma) = \{\gamma_1, \gamma_2, \ldots, \gamma_p\} \). For every \( \gamma_i \) with \( \gamma_i \neq \gamma \), there is a compact neighbourhood \( K_i \) of \( \gamma \) such that \( \gamma_i \notin K_i \) and \( K_i \subset K \). By replacing \( K \) by \( K_1 \cap K_2 \cap \ldots \cap K_p \), we can assume that \( K \cap G_s(\gamma) = \{\gamma\} \), and so \( \lambda_s(\gamma)(K) = 1 \).

By Lemma 2.1.14 there is an open neighbourhood \( U \) of \( s(\gamma) \) in \( G^{(0)} \) such that \( y \in U \) implies \( \lambda_y(K) < \lambda_s(\gamma)(K) + 0.1 = 1.1 \). Let \( K' \) be a compact neighbourhood of \( \gamma \) with \( K' \subset s^{-1}(U) \cap K \). Replace \( K \) by \( K' \) so that \( \lambda_y(K) < 1.1 \) for every \( y \in s(K) \).

For every \( y \in s(K) \) there exists \( \delta \in K \) such that \( s(\delta) = y \), so \( \{\delta\} \subset G_y \cap K \) and \( \lambda_y(K) \geq 1 \). Thus \( \lambda_y(K) = 1 \) for every \( y \in s(K) \). So each \( G_y \cap K \) has exactly one element and then the restriction \( s|_K \) is injective. Thus \( s \) is a local homeomorphism.

(2) \( \implies \) (1). Suppose (2). We will first show that \( G \) is \( r \)-discrete. By (2), for any \( x \in G^{(0)} \) there is an open neighbourhood \( U_x \) of \( x \) such that \( s|_{U_x} \) is a homeomorphism.

We claim that \( U_x U_x^{-1} \subset G^{(0)} \) for each \( x \in G^{(0)} \). Fix \( y \in G^{(0)} \) and \( \gamma \in U_y U_y^{-1} \). There exist \( \alpha, \beta \in U_y \) with \( s(\alpha) = s(\beta) \) such that \( \gamma = \alpha \beta^{-1} \). Then \( \alpha = \beta \) since \( s|_{U_y} \) is injective, so \( \gamma = \alpha \alpha^{-1} = r(\alpha) \) and so \( U_y U_y^{-1} \subset G^{(0)} \). Note that \( U_y U_y^{-1} \) is open since the composition and inverse maps are open (Lemma 2.1.17 and Remark 2.1.9). Then \( \cup_{x \in G^{(0)}} U_x U_x^{-1} \) is open and is all of \( G^{(0)} \), so \( G \) is \( r \)-discrete.

Since \( G \) is \( r \)-discrete, the spaces \( G_x \) for \( x \in G^{(0)} \) are discrete by Lemma 2.1.19. For each \( x \in G^{(0)} \) and every Borel set \( E \subset G \), let \( \lambda_x(E) \) be the possibly infinite number of elements in \( G_x \cap E \). We claim that \( \{\lambda_x : x \in G^{(0)}\} \) is a right Haar system for \( G \). Since each \( G_x \) is discrete, it is easy to see that each \( \lambda_x \) is a Radon measure and it remains to show that (H1), (H2) and (H3) are satisfied. Condition (H1) is an immediate consequence of the definition of the system \( \{\lambda_x\} \).
Fix $f \in C_c(G)$. Before establishing (H2) and (H3) we use that $s$ is a local homeomorphism to make an assumption about $f$. Since $s$ is a local homeomorphism, for every $\gamma \in G$ there exists an open neighbourhood $U_\gamma$ of $\gamma$ in $G$ such that $s|_{U_\gamma}$ is a homeomorphism onto the open set $s(U_\gamma)$. By Lemma 2.1.22 for each $\gamma$ there exists an open neighbourhood $V_\gamma$ of $\gamma$ in $G$ such that $\overline{V_\gamma} \subset U_\gamma$ and $s(V_\gamma)$ is closed in $G^{(0)}$. Now $\{V_\gamma : \gamma \in \text{supp } f\}$ is an open cover of the compact space $\text{supp } f$ so there exists a finite subset $\{\gamma_1, \gamma_2, \ldots, \gamma_p\}$ of $\text{supp } f$ such that $\text{supp } f \subset \bigcup_{i=1}^p V_{\gamma_i}$. By a partition of unity (see, for example, [44 Proposition 1.7.12]) there exist $f_1, f_2, \ldots, f_p \in C_c(G)$ such that $f(\gamma) = \sum_{i=1}^p f_i(\gamma)$ for every $\gamma \in G$ and $f_i(\gamma) = 0$ for every $\gamma \notin V_{\gamma_i}$. To establish (H2) and (H3) we may thus assume that $f = f_j$ for some $1 \leq j \leq p$. Let $V = V_{\gamma_j}$ and $U = U_{\gamma_j}$.

We will now establish (H2). Suppose $\{x_i\}_{i \in I}$ is a net in $G^{(0)}$ that converges to some $x \in G^{(0)}$. For (H2) we need to show that $\int f \, d\lambda_{x_i} \to \int f \, d\lambda_x$. If $x$ is not in the open subset $s(U)$ of $G^{(0)}$, then $x_i$ is eventually not in the closed subset $s(\overline{V})$ of $G^{(0)}$ and thus not in $s(V)$. Since $f(\gamma) = 0$ whenever $\gamma \notin V$, it follows that $\int f \, d\lambda_{x_i} = 0 = \int f \, d\lambda_x$ eventually. Now suppose $x$ is in the open set $s(U)$. Then $x_i$ is eventually in $s(U)$ so we may assume that $x_i \in s(U)$ for every $i \in I$. Let $\gamma_i = s|_U^{-1}(x_i)$ for $i \in I$ and let $\gamma = s|_U^{-1}(x)$. Since $x_i \to x$ in $s(U)$, the map $s|_U^{-1}$ is continuous and so $\{\gamma_i\}_{i \in I}$ converges to $\gamma$ in $U$. Furthermore, since $U$ is an open subset of $G$, $\{\gamma_i\}_{i \in I}$ converges to $\gamma$ in $G$. Now, for every $i \in I$,

$$\int f(\alpha) \, d\lambda_{x_i}(\alpha) = \int f(\alpha) \chi_{\{\gamma_i\}}(\alpha) \, d\lambda_x(\alpha) = f(\gamma_i) \lambda_x(\{\gamma_i\}) = f(\gamma_i) \quad \text{(\lambda_x is the counting measure on G_x)}$$

and similarly $\int f \, d\lambda_x = f(\gamma)$. Since $\gamma_i \to \gamma$ in $G$ and $f \in C_c(G)$,

$$\int f \, d\lambda_{x_i} = f(\gamma_i) \to f(\gamma) = \int f \, d\lambda_x.$$ 

Thus $x \mapsto \int f \, d\lambda_x$ is continuous.

To show that the map $x \mapsto \int f \, d\lambda_x$ from (H2) has compact support, first suppose $x \in G^{(0)}$ satisfies $\int f \, d\lambda_x \neq 0$. Since $f \in C_c(G)$, the space $s(\text{supp } f)$ is compact so it will suffice to show that $x \in s(\text{supp } f)$. The intersection $G_x \cap U$ must be non-empty since $\text{supp } \lambda_x = G_x$ and $f(\alpha) \neq 0$ requires $\alpha \in U$. Let $\eta = s|_U^{-1}(x)$. Then

$$\int f \, d\lambda_x = \int f(\alpha) \chi_{\{\eta\}}(\alpha) \, d\lambda_x(\alpha) = f(\eta) \lambda_x(\{\eta\}) = f(\eta),$$

so $f(\eta)$ is non-zero and thus $\eta \in \text{supp } (f)$. Then $s(\eta) = x \in s(\text{supp } f)$ so the support of $x \mapsto \int f \, d\lambda_x$ is compact, establishing (H2).
Fix $\alpha \in G$. To establish (H3) we will show that

$$\int f(\beta \alpha) \, d\lambda_{r(\alpha)}(\beta) = \int f(\beta) \, d\lambda_{s(\alpha)}(\beta).$$

If $s(\alpha) \notin s(U)$, then $\beta \alpha \notin U$ for all $\beta \in G_{r(\alpha)}$ so $\int f(\beta \alpha) \, d\lambda_{r(\alpha)}(\beta) = 0$ and similarly $\int f(\beta) \, d\lambda_{s(\alpha)}(\beta) = 0$. Suppose $s(\alpha) \in s(U)$ and let $\delta = s|_U^{-1}(s(\alpha))$. The integrand of $\int f(\beta \alpha) \, d\lambda_{r(\alpha)}(\beta)$ is zero unless $\beta \alpha \in U$ and hence $\beta \alpha = \delta$. Now we have

$$\int f(\beta \alpha) \, d\lambda_{r(\alpha)}(\beta) = \int f(\beta \alpha) \chi_{\delta}(\beta \alpha) \, d\lambda_{r(\alpha)}(\beta)$$

$$= \int f(\delta) \chi_{\delta^{-1}}(\beta) \, d\lambda_{r(\alpha)}(\beta)$$

$$= f(\delta) \lambda_{r(\alpha)}(\delta^{-1}) = f(\delta).$$

The integrand of $\int f(\beta) \, d\lambda_{s(\alpha)}(\beta)$ is zero unless $\beta \in U$ and hence $\beta = \delta$, so we have

$$\int f(\beta) \, d\lambda_{s(\alpha)}(\beta) = \int f(\beta) \chi_{\delta}(\beta) \, d\lambda_{s(\alpha)}(\beta)$$

$$= f(\delta) \lambda_{s(\alpha)}(\delta) = f(\delta),$$

establishing (H3). Thus $\{\lambda_x : x \in G^{(0)}\}$ is a right Haar system of counting measures for $G$, establishing (1).

(2) \implies (3). Suppose (2) and fix $\gamma \in G$. Since $s$ is a local homeomorphism there is an open neighbourhood $U$ of $\gamma^{-1}$ such that $s|_U$ is a homeomorphism onto the open set $s(U)$. Since the inverse map is open, $U^{-1}$ is an open neighbourhood of $\gamma$. Note that $r(U^{-1})$ is open since $r(U^{-1}) = s(U)$. To show that $r|_{U^{-1}}$ is a homeomorphism onto $r(U^{-1})$, we need to show that $r|_{U^{-1}}$ is open and injective. Suppose $V \subset U^{-1}$ is open. Then $V^{-1} \subset U$ is open, so $s(V^{-1})$ is open since $s|_U$ is open. It follows that $r|_{U^{-1}}$ is open since $r(V) = s(V^{-1})$. Now suppose $\alpha, \beta \in U^{-1}$ satisfy $r(\alpha) = r(\beta)$. Then $s(\alpha^{-1}) = s(\beta^{-1})$. Since $\alpha^{-1}, \beta^{-1} \in U$ and $s|_U$ is injective, we must have $\alpha^{-1} = \beta^{-1}$, so $\alpha = \beta$ and $r|_{U^{-1}}$ is injective, establishing (3).

(3) \implies (2). A proof establishing this claim is similar to the (2) \implies (3) proof.

(2) \implies (1). Suppose (2). It was shown that $G$ is $r$-discrete in the (2) \implies (1) component of this proof, so it remains to show that the composition map is a local homeomorphism. Let $\circ : G^{(2)} \to G$ be the composition map (i.e. the map such that $\circ(\alpha, \beta) = \alpha \beta$ for every $(\alpha, \beta) \in G^{(2)}$). Fix $(\alpha, \beta) \in G^{(2)}$. By (2) and the previously proved claim that (2) \implies (3), the maps $r$ and $s$ are local homeomorphisms. Thus there exist open neighbourhoods $U$ and $V$ of $\alpha$ and $\beta$, respectively, such that $r|_U$ and $s|_V$ are homeomorphisms. Then $(U \times V) \cap G^{(2)}$ is an open neighbourhood of $(\alpha, \beta)$ in $G^{(2)}$. To see that $\circ|_{(U \times V) \cap G^{(2)}}$ is injective, suppose $(\gamma_1, \delta_1), (\gamma_2, \delta_2) \in (U \times V) \cap G^{(2)}$ satisfy $\circ(\gamma_1, \delta_1) = \circ(\gamma_2, \delta_2)$. Then $\gamma_1 \delta_1 = \gamma_2 \delta_2$, so $r(\gamma_1) = r(\gamma_2)$ and $s(\delta_1) = s(\delta_2)$.
Since $\gamma_1, \gamma_2 \in U$ and $\delta_1, \delta_2 \in V$ with $r|_U$ and $s_V$ homeomorphisms, we must have $\gamma_1 = \gamma_2$ and $\delta_1 = \delta_2$. Thus $\circ|_{(U \times V) \cap G(2)}$ is injective and it follows that $\circ$ is a local homeomorphism since $\circ$ is continuous (Definition 2.1.8) and open (Lemma 2.1.17).

$(1) \implies (2)$. We begin by showing that $s$ is an open map. Let $U$ be an open subset of $G$. Then $U^{-1}$ is open (Remark 2.1.9) and so $(U^{-1} \times U) \cap G^{(2)}$ is an open subset of $G^{(2)}$. Since every local homeomorphism is open and $\circ$ is a local homeomorphism, $\circ((U^{-1} \times U) \cap G^{(2)})$ is an open subset of $G$.

We claim that $s(U) = \circ((U^{-1} \times U) \cap G^{(2)})) \cap G^{(0)}$. Fix $x \in \circ((U^{-1} \times U) \cap G^{(2)}) \cap G^{(0)}$. Then there exist $\alpha, \beta \in U$ with $r(\alpha) = r(\beta)$ and such that $x = \alpha^{-1}\beta$; note in particular that $x = s(\alpha)$. Then $\alpha x = \beta$ and $\alpha = \beta$ since $x = s(\alpha)$. We now have $x = \alpha^{-1}\alpha = s(\alpha) \in s(U)$. Now fix $y \in s(U)$. Then there exists $\eta \in U$ with $y = s(\eta)$. Now $(\eta^{-1}, \eta) \in (U^{-1} \times U) \cap G^{(2)}$, so

$$s(\eta) = \eta^{-1}\eta \in \circ((U^{-1} \times U) \cap G^{(2)}),$$

and $s(U) = \circ((U^{-1} \times U) \cap G^{(2)}) \cap G^{(0)}$. Since $\circ((U^{-1} \times U) \cap G^{(2)})$ is open and $G^{(0)}$ is open since $G$ is $r$-discrete, $s(U)$ is open and so $s$ is an open map.

Since $s$ is continuous (Remark 2.1.9), to show that $s$ is a local homeomorphism it remains to show that it is locally injective. Fix $\gamma \in G$. Since $\circ$ is locally injective and $(\gamma^{-1}, \gamma) \in G^{(2)}$, there is an open neighbourhood $A$ of $(\gamma^{-1}, \gamma)$ in $G^{(2)}$ such that $\circ|_A$ is injective. By the definition of the topology on $G^{(2)}$ there exist open neighbourhoods $U$ and $V$ of $\gamma^{-1}$ and $\gamma$, respectively, in $G$ such that $(U \times V) \cap G^{(2)} \subset A$. Let $W = U^{-1} \cap V$, so that $W$ is an open neighbourhood of $\gamma$ in $G$ with

$$(\gamma^{-1}, \gamma) \in (W^{-1} \times W) \cap G^{(2)} \subset (U \times V) \cap G^{(2)}.$$

Suppose $\eta, \zeta \in W$ satisfy $s(\eta) = s(\zeta)$. Then $\eta^{-1}\eta = \zeta^{-1}\zeta$ implies $(\eta^{-1}, \eta) = (\zeta^{-1}, \zeta)$ since composition is injective on $(W^{-1} \times W) \cap G^{(2)}$. Then $\eta = \zeta$ and so $s$ is locally injective. Thus $s$ is a local homeomorphism. \hfill $\square$

### 2.2. Representations and the groupoid $C^*$-algebra

Suppose $G$ is a topological groupoid with Haar system $\lambda$. For $f, g \in C_c(G)$ and $\alpha \in G$, define

$$f \ast g(\alpha) := \int f(\beta)g(\beta^{-1}\alpha) \, d\lambda^{r(\alpha)}(\beta)$$

and $f^*(\alpha) = f(\alpha^{-1})$. Then $C_c(G)$ with respect to these operations and the inductive limit topology\footnote{An overview of the inductive limit topology can be found in Section D.2 of Raeburn and Williams' book [49].} is a topological $*$-algebra. Since the Haar system is a key part of this structure, it is both common in the literature and indeed more precise, for this...
\*\-algebra to be written as $C_c(G, \lambda)$. In this thesis we usually write $C_c(G)$ when the Haar system is clear from the context.

**Remark 2.2.1.** By considering (13) and the definition of a left Haar system (Definition 2.1.11), we can see that for $f, g \in C_c(G)$ and $\alpha \in G$,

$$f * g(\alpha) = \int f(\alpha\beta^{-1})g(\beta) d\lambda_{s(\alpha)}(\beta).$$

**Definition 2.2.2 ([37], Definition 2.41]).** A representation of $C_c(G, \lambda)$ on a Hilbert space $\mathcal{H}$ is a *-homomorphism $\pi$ from $C_c(G, \lambda)$ into $B(\mathcal{H})$, that is continuous with respect to the inductive limit topology on $C_c(G, \lambda)$ and the weak operator topology on $B(\mathcal{H})$, and that is nondegenerate in the sense that the span of $\{\pi(f)h : f \in C_c(G, \lambda), h \in H\}$ is a dense subset of $\mathcal{H}$.

For $f \in C_c(G, \lambda)$, based on Hahn’s definition of the $I$-norm in [26], p. 38, Renault in [51] p. 50 defined a quantity $\|f\|_I$ by

$$\|f\|_I = \max \left\{ \sup_{x \in G^{(0)}} \int |f| d\lambda^x, \sup_{x \in G^{(0)}} \int |f| d\lambda_x \right\}.$$ 

Proposition II.1.4 from [51] shows that $\| \cdot \|_I$ is an $C^*$-algebra norm on $C_c(G, \lambda)$.

**Definition 2.2.3 ([51], Definition II.1.5]).** Suppose $G$ is a second countable, locally compact, Hausdorff groupoid with Haar system $\lambda$. A representation $\pi$ of $C_c(G, \lambda)$ is bounded if $\|\pi(f)\| \leq \|f\|_I$ for every $f \in C_c(G, \lambda)$.

Following the definition of a bounded representation, for each $f \in C_c(G, \lambda)$ Renault in [51] p. 51 defines a quantity

$$\|f\| := \sup \{ \|\pi(f)\| : \pi \text{ is a bounded representation of } C_c(G, \lambda) \}.$$ 

After noting that $\| \cdot \|$ is a $C^*$-semi-norm on $C_c(G, \lambda)$, Renault goes on to show that $\| \cdot \|$ is a $C^*$-norm on $C_c(G, \lambda)$.

**Definition 2.2.4 ([51], Definition II.1.12]).** Suppose $G$ is a second countable, locally compact, Hausdorff groupoid with Haar system $\lambda$. The groupoid $C^*$-algebra of $G$ with respect to $\lambda$, denoted $C^*(G, \lambda)$, is the completion of $C_c(G, \lambda)$ with the $C^*$-norm $\| \cdot \|_I$.

A more recent definition of the groupoid $C^*$-algebra, as used by Muhly in [37], Theorem 2.42], by Paterson in [41] p. 101 and by Anantharaman-Delaroche and Renault in [11] p. 146, defines $C^*(G, \lambda)$ to be the closure of $C_c(G, \lambda)$ with the norm such that

$$\|f\| = \sup \{ \|\pi(f)\| : \pi \text{ is a representation of } C_c(G, \lambda) \}.$$
for each \( f \in C_c(G, \lambda) \). It follows from Renault’s disintegration theorem [52, Proposition 4.2] (or [37, Theorem 3.32]) that every representation of \( C_c(G, \lambda) \) is bounded and that \( \| \cdot \| \) is a \( C^* \)-norm on \( C_c(G, \lambda) \), so this more recent definition is compatible with Renault’s original definition.

It was shown by Muhly, Renault and Williams in [38, Theorem 2.8] that if \( \lambda \) and \( \mu \) are Haar systems for a second countable, locally compact groupoid \( G \), then \( C^*(G, \lambda) \) is Morita equivalent to \( C^*(G, \mu) \). When the Haar system is clear from the context we will usually write \( C^*(G) \) instead of \( C^*(G, \lambda) \).

We now show how a Radon measure on the unit space of a groupoid \( G \) with a Haar system \( \lambda \) induces a representation of \( C^*(G, \lambda) \). These induced representations will be used heavily in Chapter 3. The next definition is from [37, Definition 2.45]. Alternative descriptions may be found in [40, p. 234] and [51, pp. 81–82].

**Definition 2.2.5** ([37, Definition 2.45]). Suppose \( G \) is a second countable, locally compact, Hausdorff groupoid with a Haar system \( \lambda \) and let \( \mu \) be a Radon measure on \( G(0) \).

(i) We write \( \nu = \mu \circ \lambda = \int \lambda^x d\mu \) for the measure on \( G \) defined for every Borel-measurable function \( f : G \to \mathbb{C} \) by

\[
\int_G f(\gamma) d\nu(\gamma) = \int_{G(0)} \int_G f(\gamma) d\lambda^x(\gamma) d\mu(x).
\]

We call \( \nu \) the measure induced by \( \mu \), and we write \( \nu^{-1} \) for the image of \( \nu \) under the homeomorphism \( \gamma \mapsto \gamma^{-1} \).

(ii) For \( f \in C_c(G) \), \( \text{Ind} \mu(f) \) is the operator on \( L^2(G, \nu^{-1}) \) defined by the formula

\[
(\text{Ind} \mu(f) \xi)(\gamma) = \int_G f(\alpha) \xi(\alpha^{-1} \gamma) d\lambda^x(\gamma)(\alpha) = \int_G f(\gamma \alpha) \xi(\alpha^{-1}) d\lambda^s(\gamma)(\alpha).
\]

For each \( x \in G(0) \), define \( L^x \) to be the representation induced by the point-mass measure \( \delta_x \) on \( G(0) \) as in [40, 15].

**Remark 2.2.6.** It follows from the definition of the induced measure that for \( x \in G(0) \), the measure \( \nu \) induced by \( \delta_x \) is equal to \( \lambda^x \). In particular we have \( \nu^{-1} = \lambda_x \), so \( L^x \) acts on \( L^2(G, \lambda_x) \). The operator \( L^x(f) \) is then given by

\[
(L^x(f) \xi)(\gamma) = \int_G f(\gamma \alpha^{-1}) \xi(\alpha) d\lambda_x(\alpha)
\]

for all \( \xi \in L^2(G, \lambda_x) \) and all \( \gamma \in G \). There is a close relationship between the convolution on \( C_c(G) \) and these induced representations: recall from Remark 2.2.1.
that for \( f, g \in C_c(G) \), the convolution \( f * g \in C_c(G) \) is given by

\[
f * g(\gamma) = \int_G f(\gamma \alpha^{-1})g(\alpha) \, d\lambda_s(\alpha) \quad \text{for all } \gamma \in G,
\]
so that

\[
(L^x(f)g)(\gamma) = f * g(\gamma) \quad \text{for any } x \in G^{(0)} \text{ and } \gamma \in G_x.
\]

We denote the norm in \( L^2(G, \lambda_x) \) by \( \| \cdot \|_x \). Finally note that when \( G \) is a second-countable locally-compact principal groupoid that admits a Haar system, each \( L^x \) is irreducible by [40, Lemma 2.4]. The irreducible representations \( L^x \) will be a key focus of chapter 3.

### 2.3. The transformation-group groupoid

Renault in [51, Examples 1.2] described a groupoid that can be constructed from a group acting on the right of a space. The following is a modification that describes a groupoid constructed from a left group action.

**Definition 2.3.1 ([15, Example 3.3]).** Let \((H, X)\) be a transformation group with \( H \) acting on the left of the space \( X \). Then \( G = H \times X \) with

\[
G^{(2)} = \{ ((h, x), (k, y)) \in G \times G : y = h^{-1} \cdot x \}
\]

and operations \((h, x)(k, h^{-1} \cdot x) = (hk, x)\) and \((h, x)^{-1} = (h^{-1}, h^{-1} \cdot x)\) is called the transformation-group groupoid. If \( H \) and \( X \) are topological spaces, then \( G \) is considered to have the product topology.

We identify the space \( \{e\} \times X \) with \( X \), so that the range and source maps \( r, s : H \times X \to X \) are given by \( r(h, x) = x \) and \( s(h, x) = h^{-1} \cdot x \). A transformation group \((H, X)\) is free if whenever \( h \in H \) and \( x \in X \) satisfy \( h \cdot x = x \), then \( h \) is the identity \( e \) of \( H \).

**Lemma 2.3.2.** Suppose \((H, X)\) is a transformation group with \( H \) acting on the left of \( X \) and let \( G \) be the transformation-group groupoid \( H \times X \). Then \( G \) is principal if and only if \((H, X)\) is free.

**Proof.** Suppose \( G \) is principal and that \( h \in H \) and \( x \in X \) satisfy \( h \cdot x = x \). Then \((h^{-1}, x)\) and \((e, x)\) are elements of \( G \) with \( r(h^{-1}, x) = x = r(e, x) \) and \( s(h^{-1}, x) = h \cdot x = x = s(e, x) \). Since \( G \) is principal it follows that \((h^{-1}, x) = (e, x)\), so \( h = e \) and \((H, X)\) is free.

Conversely, suppose \((H, X)\) is free and that \((h, x), (k, y) \in G\) have equal range and source. Then \( x = r(h, x) = r(k, y) = y \). Similarly \( h^{-1} \cdot x = s(h, x) = s(k, y) = k^{-1} \cdot y \) so, since \( x = y \), we have \( kh^{-1} \cdot x = x \) and since \((H, X)\) is free we have \( kh^{-1} = e \). Then \( h = k \) and so \((h, x) = (k, y)\). \( \square \)
Remark 2.3.3. Suppose \((H, X)\) is a locally compact, Hausdorff transformation group with \(H\) acting on the left of the space \(X\). If \(\delta_x\) is the point-mass measure on \(X\) and \(\mu\) is a left Haar measure on \(H\), then \(\{\lambda^x := \mu \times \delta_x : x \in X\}\) is a left Haar system for the transformation-group groupoid \(H \times X\).

We will now introduce the representations induced by evaluation maps on \(C_0(X)\) as in \([51, 28, 57, 58]\). Suppose that \(H\) acts freely on \(X\) and let \(\nu\) be the right Haar measure such that \(\nu(E) = \mu(E^{-1})\) for every Borel subset \(E\) of \(H\). For each \(x \in X\), we define \(\text{Ind} \, \epsilon_x\) to be the representation \(\tilde{\epsilon}_x \rtimes \lambda\) of the transformation group \(C^*\)-algebra \(C_0(X) \rtimes H\) on the Hilbert space \(L^2(H, \nu)\), where \((\tilde{\epsilon}_x(f)\xi)(h) = f(h \cdot x)\xi(h)\) and \((\lambda_x \xi)(h) = \Delta(k)^{1/2} \xi(k^{-1}h)\) for \(f \in C_0(X), \xi \in L^2(H, \nu)\) and \(h, k \in H\) (see \([57\, \text{Lemma} \, 4.14]\)). It follows that

\[
(\text{Ind} \, \epsilon_x(f)\xi)(h) = \int_H f(k, h \cdot x)\xi(k^{-1}h)\Delta(k)^{1/2} \, d\nu(k)
\]

for \(f \in C_c(H, X)\) and \(\xi \in L^2(H, \nu)\).

Remark 2.3.4. If \(G = (H, X)\) is a second countable, free transformation group, then the representations \(L^x\) of the transformation-group groupoid \(C^*\)-algebra are unitarily equivalent to the representations \(\text{Ind} \, \epsilon_x\). Specifically, let \(\nu\) be a choice of right Haar measure on \(H\) and \(\Delta\) the associated modular function. The map \(\iota : C_c(H \times X) \to C_c(H \times X)\) defined by \(\iota(f)(h, x) = f(h, x)\Delta(t)^{1/2}\) extends to an isomorphism \(\iota\) of the groupoid \(C^*\)-algebra \(C^*(H \times X)\) onto the transformation-group \(C^*\)-algebra \(C_0(X) \rtimes H\) \([51\, \text{p.} \, 58]\). Fix \(x \in X\). Then there is a unitary \(U_x : L^2(H, \nu) \to L^2(H \times X, \lambda_x)\), characterised by \(U(\xi)(h, y) = \xi(h)\delta_x(h^{-1} \cdot y)\) for \(\xi \in C_c(H)\), and \(U(\text{Ind} \, \epsilon_x(\iota(f)))U^* = L^x(f)\) for \(f \in C^*(H \times X)\).

2.4. The path groupoid of a directed graph

A directed graph \(E = (E^0, E^1, r_E, s_E)\) consists of two countable sets \(E^0, E^1\) and functions \(r_E, s_E : E^1 \to E^0\). We call elements of \(E^0\) and \(E^1\) vertices and edges respectively. For each edge \(e\), we call \(s_E(e)\) the source of \(e\) and call \(r_E(e)\) the range of \(e\). Where the graph is clear from the context, we usually write \(s\) instead of \(s_E\) and \(r\) instead of \(r_E\).

Example 2.4.1. Let \(E\) be the directed graph such that \(E^0 = \{a, b\}, E^1 = \{x, y\}\) and \(r, s\) are given defined by: \(r(x) = a, s(x) = b, r(y) = b\) and \(s(y) = b\). This directed graph is fully described by the following picture.

```
 a ← x → b
     \(y\)
```
A finite path \( \alpha \) in a directed graph \( E \) is a finite sequence \( \alpha_1 \alpha_2 \cdots \alpha_k \) of edges \( \alpha_i \) with \( s_E(\alpha_j) = r_E(\alpha_{j+1}) \) for \( 1 \leq j \leq k - 1 \), or a vertex \( v \in E^0 \); we write \( s_E(\alpha) = s_E(\alpha_k), r_E(\alpha) = r_E(\alpha_1) \) and \( s_E(v) = r_E(v) = v \). We define the length \( |\alpha| \) of \( \alpha \) to be \( k \) and the length \( |v| \) of \( v \) to be zero. An infinite path \( x = x_1x_2 \cdots \) is defined similarly (with \( |x| = \infty \)), although \( s_E(x) \) remains undefined. Let \( E^\ast \) and \( E^\infty \) denote the set of all finite paths and infinite paths in \( E \) respectively. If \( \alpha = \alpha_1 \cdots \alpha_k \) and \( \beta = \beta_1 \cdots \beta_j \) are finite paths then, provided \( s_E(\alpha) = r_E(\beta) \), let \( \alpha \beta \) be the path \( \alpha_1 \cdots \alpha_k \beta_1 \cdots \beta_j \). When \( x \in E^\infty \) with \( s_E(\alpha) = r_E(x) \) define \( \alpha x \) similarly. We of course simplify notation and write \( s \) for \( s_E \) and \( r \) for \( r_E \). Note that this notation is somewhat strange: a path \( \alpha = \alpha_1 \alpha_2 \alpha_3 \) is drawn as

\[
\begin{array}{c}
\cdot \\
\cdot \\
\alpha_1 \\
\cdot \\
\cdot \\
\alpha_2 \\
\cdot \\
\cdot \\
\alpha_3 \\
\cdot \\
\cdot
\end{array}
\]

where the arrows are reversed from what seems natural. In Kumjian, Pask, Raeburn and Renault’s original paper they used the seemingly more natural approach, however the definition of a path that we use is consistent with the later development of higher-rank graphs, where edges become morphisms in a category and the new convention ensures that “composition of morphisms is compatible with multiplication of operators in \( B(\mathcal{H}) \)” [46, p. 2]. This new convention is used elsewhere in work on directed graphs including in Raeburn’s book [46].

A directed graph \( E \) is row-finite if \( r^{-1}(v) \) is finite for every \( v \in E^0 \). For any finite path \( \alpha \) in a directed graph \( E \), let \( \alpha E^\infty \) be the set of all paths in \( E^\infty \) of the form \( \alpha y \) for some \( y \in E^\infty \).

**Proposition 2.4.2 ([34 Corollary 2.2]).** Suppose \( E \) is a row-finite directed graph. The sets \( \alpha E^\infty \) for \( \alpha \in E^\ast \) form a basis of compact open sets for a locally compact, \( \sigma \)-compact, totally disconnected, Hausdorff topology on \( E^\infty \).

Readers already familiar with graph algebras will recall that the key results in Kumjian, Pask, Raeburn and Renault’s [34] relate to directed graphs without sources (that is, vertices \( v \) with \( r^{-1}(v) = \emptyset \)), Proposition 2.4.2 applies to any row-finite directed graph \( E \) since the set \( E^\infty \) only relates to the infinite paths of \( E \).

Before presenting an example that illustrates convergence in the topology on the infinite path space \( E^\infty \), we will introduce some notation that will only be used in this thesis for related examples. When \( v \) is a vertex, \( f \) is an edge, and there is exactly one infinite path with range \( v \) that includes the edge \( f \), then we denote this infinite path by \([v, f]^\infty\). Define \( \mathbb{P} := \mathbb{N} \setminus \{0\} \).
Example 2.4.3. Let $E$ be the following row-finite directed graph.

![Diagram of a directed graph]

The sequence $\{[v, f_n]^\infty\}_{n \in \mathbb{P}}$ in $E^\infty$ converges to the infinite path $x = x_1 x_2 x_3 \cdots$.

**Proof.** Let $U$ be a neighbourhood of $x$ in $E^\infty$. By Proposition 2.4.2 there exists $\alpha \in E^*$ such that $x \in \alpha E^\infty \subset U$. In order to have $x \in \alpha E^\infty$, we must have $\alpha = x_1 x_2 \cdots x_p$ for some $p \in \mathbb{P}$. For every $n > p$ we have $[v, f_n]^\infty \in x_1 x_2 \cdots x_p E^\infty$, so $[v, f_n]^\infty$ is eventually in $\alpha E^\infty \subset U$, establishing the convergence. □

We say $x, y \in E^\infty$ are *shift equivalent with lag $n \in \mathbb{Z}$ (written $x \sim_n y$)* if there exists $m \in \mathbb{N}$ such that $x_i = y_{i-n}$ for all $i \geq m$.

Example 2.4.4. The following graph is row finite. In this graph $x \sim_1 y$ and $y \sim_{-1} x$.

![Diagram of a directed graph]

This definition of shift equivalence is a modification of the definition of shift equivalence in [34, p. 509] which required $x_i = y_{i+n}$ for all $i \geq m$. This change has been made because later work on higher-rank graphs by Kumjian and Pask in [32, Definition 2.7] involved constructing a groupoid in a way that is consistent with this modification. This doesn’t matter a great deal because the groupoids that are constructed with these two different notions of shift equivalence are isomorphic.

Suppose $E$ is a row-finite directed graph. We refer to the groupoid constructed from $E$ by Kumjian, Pask, Raeburn and Renault in [34] as the *path groupoid* of $E$. Before describing this construction a reminder should be made to any reader going back to examine [34]: the notion of shift equivalence has changed slightly and the definition of a path has changed (swapping range and source) to achieve consistency with the more recent higher-rank graphs. The path groupoid $G_E$ constructed from $E$ is defined as follows: let

$$G_E := \{(x, n, y) \in E^\infty \times \mathbb{Z} \times E^\infty : x \sim_n y\}.$$ 

For elements of

$$G_E^{(2)} := \{((x, n, y), (y, m, z)) : (x, n, y), (y, m, z) \in G_E\},$$
Kumjian, Pask, Raeburn, and Renault defined

\[(x, n, y) \cdot (y, m, z) := (x, n + m, z),\]

and for arbitrary \((x, n, y) \in G_E\), defined \((x, n, y)^{-1} := (y, -n, x)\). For each \(\alpha, \beta \in E^*\) with \(s(\alpha) = s(\beta)\), let \(Z(\alpha, \beta)\) be the set

\[\{(x, n, y) : x \in \alpha E^\infty, y \in \beta E^\infty, n = |\alpha| - |\beta|, x_i = y_{i-n} \text{ for } i > |\alpha|\}.

**Proposition 2.4.5** ([34, Proposition 2.6]). Let \(E\) be a row-finite directed graph. The collection of sets

\[\{Z(\alpha, \beta) : \alpha, \beta \in E^*, s(\alpha) = s(\beta)\}\]

is a basis of compact open sets for a second countable, locally compact, Hausdorff topology on \(G_E\) that makes \(G_E\) \(r\)-discrete. The groupoid \(G_E\) has a Haar system of counting measures and the map from \(E^\infty\) onto \(G_E^{(0)}\) defined by \(x \mapsto (x, 0, x)\) is a homeomorphism.

In the proof of [34, Proposition 2.6] it is shown that \(r\) is a local homeomorphism before using Renault’s [51, Lemma 2.7(ii), Proposition 2.8] to show that the groupoid is \(r\)-discrete and admits a Haar system of counting measures. There are issues with the proofs of [51, Lemma 2.7(ii), Proposition 2.8] (see Remark 2.1.20), however Proposition 2.1.21 can be used instead.

The point to examining the path groupoid is that properties of the groupoid are related to the combinatorial properties of the directed graph. In order to present our first result describing such a relationship, first define a **cycle** to be a finite path \(\alpha\) of non-zero length with \(r(\alpha) = s(\alpha)\) and \(s(\alpha_i) \neq s(\alpha_j)\) for \(i \neq j\).

**Proposition 2.4.6.** Suppose \(E\) is a row-finite directed graph. The path groupoid \(G_E\) is principal if and only if \(E\) contains no cycles.

**Proof.** Let \(G = G_E\). We first show that if \(E\) contains no cycles, then \(G\) is principal. Suppose \(G\) is not principal. Then there exists \(x \in E^\infty\) such that the stability subgroup \(G|_x\) is non-trivial and so there is a non-zero \(n \in \mathbb{Z}\) of least absolute value with \(x \sim_n x\). We may assume that \(n > 0\) since \(x \sim_{-n} x\). As \(x \sim_n x\) there exists \(m \in \mathbb{N}\) such that \(x_i = x_{i-n}\) for all \(i \geq m\) and so \(x_{i-n}x_{i-n+1} \cdots x_i\) is a cycle in \(E\).

Conversely, suppose \(E\) contains the cycle \(\alpha = \alpha_1 \alpha_2 \cdots \alpha_n\). Then \(x := \alpha \alpha \cdots\) is in \(E^\infty\) with \(x \sim_n x\), so the stability subgroup \(G|_x\) is non-trivial and \(G\) is not principal. \(\square\)
2.5. Proper, Cartan and integrable groupoids and their $C^*$-algebras

For a row-finite directed graph $E$, Section 5.1 describes the directed-graph Cuntz-Krieger $C^*$-algebra, $C^*(E)$, of $E$. Readers already familiar with the directed-graph Cuntz-Krieger $C^*$-algebras may be interested to know that the gauge-invariant uniqueness theorem (Theorem 5.1.2) tells us that $C^*(G_E)$ is isomorphic to $C^*(E)$ when $E$ has no sources (i.e. no vertices $v$ with $r^{-1}(v) = \emptyset$). Example 5.1.5 demonstrates why this ‘no sources’ condition is necessary.

2.5. Proper, Cartan and integrable groupoids and their $C^*$-algebras

**Definition 2.5.1.** A groupoid $G$ is proper if the map $\Phi : G \to G^{(0)} \times G^{(0)}$ defined by $\Phi(\gamma) = (r(\gamma), s(\gamma))$ for every $\gamma \in G$ is proper. In other words, if $\Phi^{-1}(K)$ is compact for every compact subset $K$ of $G^{(0)} \times G^{(0)}$, where $G^{(0)} \times G^{(0)}$ is equipped with the product topology.

**Lemma 2.5.2 (14, Lemma 7.2).** A Hausdorff groupoid $G$ is proper if and only if $G|_N$ is compact for every compact subset $N$ of $G^{(0)}$.

**Definition 2.5.3 (14, Definition 7.1).** Suppose $G$ is a groupoid. A subset $N$ of $G^{(0)}$ is said to be wandering if $G|_N = r^{-1}(N) \cap s^{-1}(N)$ is relatively compact. We say $G$ is Cartan if every $x \in G^{(0)}$ has a wandering neighbourhood.

Note that it follows immediately that every proper groupoid is Cartan.

**Definition 2.5.4 (15, Definition 3.1).** Suppose $G$ is a locally compact, Hausdorff groupoid with Haar system $\lambda$. We say $G$ is integrable if for every compact subset $N$ of $G^{(0)}$, $\sup_{x \in N} \{\lambda_x(G^N)\} < \infty$.

**Lemma 2.5.5.** Every first countable, locally compact, Hausdorff, Cartan groupoid with a Haar system is integrable.

**Proof.** Let $G$ be a first countable, locally compact, Hausdorff, Cartan groupoid with a Haar system $\lambda$ and let $N$ be a compact subset of $G^{(0)}$. Since $G$ is Cartan for every $x \in N$ there is a compact neighbourhood $K_x$ of $x$ such that $G|_{K_x}$ is compact. Since each $\lambda_x$ is a Radon measure, every $\lambda_x(G|_{K_x})$ is finite. Since $G$ is locally compact and Hausdorff, $x$ has a neighbourhood base of compact sets. So by Lemma 2.1.14 for every $x \in N$ there exists a compact neighbourhood $W_x$ of $x$ such that $y \in W_x$ implies $\lambda_y(G|_{K_x}) < \lambda_x(G|_{K_x}) + 1$. For every $x \in N$, let $N_x$ be the compact neighbourhood $K_x \cap W_x$ of $x$. Now $\{\text{int } N_x : x \in N\}$ is an open cover of the compact set $N$ so there exists $x_1, x_2, \ldots, x_p \in N$ such that $N \subseteq \cup_{i=1}^p N_{x_i}$.

We claim that $\lambda_x(G^N) \leq \sum_{i=1}^p \lambda_{x_i}(G^{N_{x_i}}) + p$ for every $x \in N$. Fix $x \in N$ and observe that $\lambda_x(G^N) \leq \lambda_x(\bigcup_{i=1}^p G^{N_{x_i}}) \leq \sum_{i=1}^p \lambda_{x_i}(G^{N_{x_i}})$. 


It will suffice to show that $\lambda_x(G_{N^i}) \leq \lambda_{x_i}(G|_{K^i}) + 1$ for every $i$. Fix $i$ with $1 \leq i \leq p$. Since the support of $\lambda_x$ is $s^{-1}(x)$, in order for $\lambda_x(G_{N^i})$ to be non-zero there must exist $\gamma \in G$ such that $s(\gamma) = x$ and $r(\gamma) \in N_{x_i}$. Then

$$\lambda_x(G_{N^i}) = \lambda_x(G_{N^i, \gamma}) = \lambda_{r(\gamma)}(G^i_{N^i, \gamma}) = \lambda_{r(\gamma)}(G^i_{N^i}) = \lambda_{r(\gamma)}(G|_{N^i}).$$

Since $r(\gamma) \in N_{x_i} \subset W_{x_i}$ and $N_{x_i} \subset K_{x_i}$,

$$\lambda_x(G_{N^i}) = \lambda_{r(\gamma)}(G|_{N^i}) \leq \lambda_{r(\gamma)}(G|_{K^i}) \leq \lambda_{x_i}(G|_{K^i}) + 1,$$

and the result follows. \qed
CHAPTER 3

Strength of convergence in the orbit space of a groupoid

In Section 3.1 we introduce the upper and lower multiplicity numbers that Archbold and Spielberg in [4, 11] associated to irreducible representations. In Section 3.2 we will introduce the notion of \( k \)-times convergence in the orbit space of a transformation group and state the theorems by Archbold and an Huef in [5] that relate \( k \)-times convergence in a free transformation group to upper and lower multiplicity numbers of the transformation group \( C^* \)-algebra; we will provide an example based on the transformation group that Green described in [25], pp. 95–96. In Sections 3.3 to 3.7 we generalise the results in Archbold and an Huef’s [5] to results about principal groupoids. Finally in Section 3.8 we will demonstrate these results with Kumjian, Pask, Raeburn and Renault’s path groupoid of various directed graphs. These examples are new and interesting since they are not constructed from transformation groups. The contents of Sections 3.3 to 3.8 has been published as [27].

3.1. Upper and lower multiplicities

Let \( A \) be a \( C^* \)-algebra. We write \( \theta \) for the canonical surjection from the space \( P(A) \) of pure states of \( A \) to the spectrum \( \hat{A} \) of \( A \). We frequently identify an irreducible representation \( \pi \) with its equivalence class in \( \hat{A} \) and we write \( \mathcal{H}_\pi \) for the Hilbert space on which \( \pi(A) \) acts.

Let \( \pi \in \hat{A} \) and let \( \{ \pi_\alpha \} \) be a net in \( \hat{A} \). We now recall the definitions of upper and lower multiplicity \( M_U(\pi) \) and \( M_L(\pi) \) from [4], and relative upper and relative lower multiplicity \( M_U(\pi, \{ \pi_\alpha \}) \) and \( M_L(\pi, \{ \pi_\alpha \}) \) from [11]. Let \( \mathcal{N} \) be the weak*-neighbourhood base at zero in the dual \( A^* \) of \( A \) consisting of all open sets of the form

\[
N = \{ \psi \in A^* : |\psi(a_i)| < \epsilon, 1 \leq i \leq n \},
\]

where \( \epsilon > 0 \) and \( a_1, a_2, \ldots, a_n \in A \). Suppose \( \phi \) is a pure state of \( A \) associated with \( \pi \) and let \( N \in \mathcal{N} \). Define

\[
V(\phi, N) = \theta(\{(\phi + N) \cap P(A)\}),
\]

an open neighbourhood of \( \pi \) in \( \hat{A} \). For \( \sigma \in \hat{A} \) let

\[
\text{Vec}(\sigma, \phi, N) = \{ \eta \in \mathcal{H}_\sigma : |\eta| = 1, (\sigma(\cdot)\eta \mid \eta) \in \phi + N \}.
\]
Note that $\text{Vec}(\sigma, \phi, N)$ is non-empty if and only if $\sigma \in V(\phi, N)$. For any $\sigma \in V(\phi, N)$ define $d(\sigma, \phi, N)$ to be the supremum in $\mathbb{P} \cup \{\infty\}$ of the cardinalities of finite orthonormal subsets of $\text{Vec}(\sigma, \phi, N)$. Write $d(\sigma, \phi, N) = 0$ when $\text{Vec}(\sigma, \phi, N)$ is empty.

Define

$$M_U(\phi, N) = \sup_{\sigma \in V(\phi, N)} d(\sigma, \phi, N) \in \mathbb{P} \cup \{\infty\}.$$ 

Note that if $N' \in \mathcal{N}$ and $N' \subset N$, then $M_U(\phi, N') \leq M_U(\phi, N)$. Now define

$$M_U(\phi) = \inf_{N \in \mathcal{N}} M_U(\phi, N) \in \mathbb{P} \cup \{\infty\}.$$ 

By [4, Lemma 2.1], the value of $M_U(\phi)$ is independent of the pure state $\phi$ associated to $\pi$ and so $M_U(\pi) := M_U(\phi)$ is well-defined. For lower multiplicity, assume that $\{\pi\}$ is not open in $\hat{A}$, and using [4, Lemma 2.1] again, define

$$M_L(\pi) := \inf_{N \in \mathcal{N}} \left( \liminf_{\sigma \to \pi, \sigma \neq \pi} d(\pi, \phi, N) \right) \in \mathbb{P} \cup \{\infty\}.$$ 

Now suppose that $\{\pi_\alpha\}_{\alpha \in \Lambda}$ is a net in $\hat{A}$. For $N \in \mathcal{N}$ let

$$M_U(\phi, N, \{\pi_\alpha\}) = \limsup_{\alpha \in \Lambda} d(\pi_\alpha, \phi, N) \in \mathbb{N} \cup \{\infty\}.$$ 

Note that if $N' \in \mathcal{N}$ and $N' \subset N$ then $M_U(\phi, N', \{\pi_\alpha\}) \leq M_U(\phi, N, \{\pi_\alpha\})$. Then

$$M_U(\pi, \{\pi_\alpha\}) := \inf_{N \in \mathcal{N}} M_U(\phi, N, \{\pi_\alpha\}) \in \mathbb{N} \cup \{\infty\},$$

is well-defined because the right-hand side is independent of the choice of $\phi$ by an argument similar to the proof of [4, Lemma 2.1]. Similarly define

$$M_L(\phi, N, \{\pi_\alpha\}) := \liminf_{\alpha \in \Lambda} d(\pi_\alpha, \phi, N) \in \mathbb{N} \cup \{\infty\},$$

and let

$$M_L(\pi, \{\pi_\alpha\}) = \inf_{N \in \mathcal{N}} M_L(\phi, N, \{\pi_\alpha\}) \in \mathbb{N} \cup \{\infty\}.$$ 

It follows that for any irreducible representation $\pi$ and any net $\{\pi_\alpha\}_{\alpha \in \Lambda}$ of irreducible representations,

$$M_L(\pi, \{\pi_\alpha\}) \leq M_U(\pi, \{\pi_\alpha\}) \leq M_U(\pi)$$

and, if $\{\pi_\alpha\}$ converges to $\pi$ with $\pi_\alpha \neq \pi$ eventually, $M_L(\pi) \leq M_L(\pi, \{\pi_\alpha\})$. Finally, if $\{\pi_\beta\}$ is a subnet of $\{\pi_\alpha\}$, then

$$M_L(\pi, \{\pi_\alpha\}) \leq M_L(\pi, \{\pi_\beta\}) \leq M_U(\pi, \{\pi_\beta\}) \leq M_U(\pi, \{\pi_\alpha\}).$$
Example 3.1.1 ([4] p. 121)]. Let $A$ be the $C^*$-algebra of all continuous functions $f : [0, 1] \to M_4(\mathbb{C})$ such that, for each $n \geq 1$,
\[
f\left(\frac{1}{n}\right) = \begin{pmatrix} \sigma_n(f) & 0 \\ 0 & \sigma_n(f) \end{pmatrix}
\]
where $\sigma_n(f) \in M_2(\mathbb{C})$ and $f(0) = \lambda(f)1_{M_4(\mathbb{C})}$ for some scalar $\lambda(f)$. We have
\[
\hat{A} = \{\lambda\} \cup \{\sigma_n : n \geq 1\} \cup \{\epsilon_t : 0 < t < 1, t^{-1} \notin \mathbb{N}\}
\]
where $\epsilon_t(f) = f(t)$ for every $f \in A$. Archbold in [4, p. 125] proves that $M_U(\lambda) = 4$ and $M_L(\lambda) = 2$. We now recall Archbold’s proof.

**Proof** that $M_U(\lambda) = 4$ and $M_L(\lambda) = 2$. We begin by showing that $M_U(\lambda) = 4$. Let \{e_1, e_2, e_3, e_4\} be the usual basis for $C^4$. For $0 < t < 1$ with $t^{-1} \notin \mathbb{N}$, we define
\[
\phi^{(i)}_t = (\epsilon_t(\cdot)e_i | e_i) \quad (1 \leq i \leq 4).
\]
Then, for each $i$, $\phi^{(i)}_t \to \lambda$ as $t \to 0$. Let $N \in \mathbb{N}$. There exists $t_0 \in (0, 1)$ such that if $n^{-1} < t_1$ then $\phi^{(i)}_n \in \lambda + N$ for each $i$ and if $0 < t < t_1$ with $t^{-1} \notin \mathbb{N}$ then $\phi^{(i)}_t \in \lambda + N$ for each $i$. Let
\[
V = \{\lambda\} \cup \{\sigma_n : n^{-1} < t_1\} \cup \{\pi_t : 0 < t < t_1, t^{-1} \notin \mathbb{N}\},
\]
an open neighbourhood of $\lambda$ contained in $V(\lambda, N)$. Then
\[
\inf_{\rho \in V(\lambda, N)} d(\rho, \lambda, N) = 2
\]
and so $M_L(\lambda, N) \geq 2$. Since $N$ was fixed arbitrarily, $M_L(\lambda) \geq 2$. The reverse inequality can be obtained by noting that $\sigma_n \to \lambda$ and $\dim(\sigma_n) = 2$ for all $n$. \qed
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3.2. Strength of convergence in the orbit space of a transformation group

Recall that a sequence \( \{h_n\} \subset H \) tends to infinity if it admits no convergent subsequence.

**Definition 3.2.1** ([5, p. 92]). Suppose \((H, X)\) is a transformation group and let \( k \in \mathbb{P} \). A sequence \( \{x_n\} \) in \( X \) is \( k \)-times convergent in \( X/H \) to \( z \in X \) if there exist \( k \) sequences \( \{h^{(1)}_n\}, \{h^{(2)}_n\}, \ldots, \{h^{(k)}_n\} \) in \( H \) such that

1. \( h^{(i)}_n \cdot x_n \rightarrow z \) as \( n \rightarrow \infty \) for \( 1 \leq i \leq k \); and
2. if \( 1 \leq i < j \leq k \) then \( h^{(j)}_n(h^{(i)}_n)^{-1} \rightarrow \infty \) as \( n \rightarrow \infty \).

The following example describes a transformation group from Green’s [25]. Following the description of the transformation group we will show that its orbit space exhibits 2-times convergence.

**Example 3.2.2.** Define \( \psi : \mathbb{R} \rightarrow \mathbb{R}^3 \) by \( \psi(a) = (0, a, 0) \) and for each \( n \in \mathbb{P} \), define \( \phi_n : \mathbb{R} \rightarrow \mathbb{R}^3 \) by

\[
\phi_n(a) = \begin{cases} 
(2^{-2n}, a, 0) & \text{if } a \leq n \\
(2^{-2n} - \frac{a-n\pi}{2\pi}2^{-2n-1}, n \cos(a-n), n \sin(a-n)) & \text{if } n < a < n + \pi \\
(2^{-2n-1}, a - \pi - 2n, 0) & \text{if } a \geq n + \pi 
\end{cases}
\]

For each positive \( n \), the image of \( \phi_n \) “consists of two vertical half lines connected by a half circle” [25, p. 96]. By projecting the first two components of \( \mathbb{R}^3 \) into \( \mathbb{R}^2 \) we can sketch the images of \( \phi_1, \phi_2 \) and \( \phi_3 \) in \( \mathbb{R}^3 \) as in Figure 3.2.3. In this figure the dashed lines are the projections of the half circles and the image of \( \psi \) is the vertical axis.
Let $X = \{\phi_n(a) : n \in \mathbb{N}, a \in \mathbb{R}\}$ and define an action of $\mathbb{R}$ on $X$ by $b \cdot \phi_n(a) = \phi_n(a + b)$, so that $(\mathbb{R}, X)$ is a transformation group. Endow $X$ with the usual subspace topology of $\mathbb{R}^3$ so that the action of $\mathbb{R}$ on $X$ is continuous and $(\mathbb{R}, X)$ is a second countable, locally compact, Hausdorff transformation group. The action is free since $b \cdot \phi_n(a) = \phi_n(a)$ only when $b = 0$. Representatives of the orbits in $(\mathbb{R}, X)$ are given by $z := \psi(0) = (0, 0, 0)$ and $x_n := \phi_n(0) = (2^{-2n}, 0, 0)$ for $n \in \mathbb{N}$.

We claim that $\{x_n\}$ converges 2-times in $X/R$ to $z$. To see this claim, let $b_n^{(1)} = 0$ and $b_n^{(2)} = 2n + \pi$ for each $n \in \mathbb{N}$. The sequences $\{b_n^{(1)}\}$ and $\{b_n^{(2)}\}$ can be used as the sequences $\{h_n^{(1)}\}$ and $\{h_n^{(2)}\}$ in Definition 3.2.2 to establish 2-times convergence: note that

\[
\begin{align*}
\phi_n^{(1)} \cdot x_n &= b_n^{(1)} \cdot \phi_n(0) = \phi_n(b_n^{(1)}) = \phi_n(0) = (2^{-2n}, 0, 0) \quad \text{and} \\
\phi_n^{(2)} \cdot x_n &= b_n^{(2)} \cdot \phi_n(0) = \phi_n(b_n^{(2)}) = \phi_n(2n + \pi) = (2^{-2n-1}, 0, 0),
\end{align*}
\]

so that both $\{b_n^{(1)} \cdot x_n\}$ and $\{b_n^{(2)} \cdot x_n\}$ converge to $z = (0, 0, 0)$ in $X$ as $n \to \infty$. We also have $b_n^{(2)}(b_n^{(1)})^{-1} = (2n + \pi) - (0) = 2n + \pi$, which tends to infinity as $n \to \infty$. It follows that $\{x_n\}$ converges 2-times in $X/R$ to $z$.

In order for $\{x_n\}$ to converge 3-times in $X/R$ to $z$, there would have to be a third sequence $\{b_n^{(3)}\}$ as in Definition 3.2.2. In order to have $b_n^{(3)} \cdot x_n \to z = (0, 0, 0)$ in this transformation group, we would eventually require $b_n^{(3)}$ to be close to $b_n^{(1)}$ or $b_n^{(2)}$, so the second condition Definition 3.2.2 cannot be satisfied for the sequence $\{b_n^{(3)}\}$. Thus $\{x_n\}$ does not converge 3-times in $X/R$ to $z$.

The next theorem is the first of the two main theorems in Archbold and an Huef’s [5]. After stating this theorem we will apply it to the transformation group from the previous example. A subset $S$ of a topological space $X$ is locally closed if there exist an open set $U$ of $X$ and a closed set $V$ of $X$ such that $S = U \cap V$; this is equivalent to $S$ being open in the closure of $S$ with the subspace topology by, for example, [59] Lemma 1.25.

**Theorem 3.2.4** ([5] Theorem 1.1]). Suppose $(H, X)$ is a free second-countable transformation group. Let $k$ be a positive integer, let $z \in X$ and let $\{x_n\}$ be a sequence in $X$. Assume that $H \cdot z$ is locally closed in $X$. Then the following are equivalent:

1. the sequence $\{x_n\}$ converges $k$-times in $X/H$ to $z$;
2. $\text{M}(\text{Ind } \epsilon_z, \{\text{Ind } \epsilon_{x_n}\}) \geq k$;
3. for every open neighbourhood $V$ of $z$ such that $\{h \in H : h \cdot z \in V\}$ is relatively compact we have

\[
\liminf_n \nu(\{h \in H : h \cdot x_n \in V\}) \geq k\nu(\{h \in H : h \cdot z \in V\});
\]
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(4) there exists a real number $R > k - 1$ such that for every open neighbourhood $V$ of $z$ with $\{h \in H : h \cdot z \in V\}$ relatively compact we have

$$\liminf_n \nu(\{h \in H : h \cdot x_n \in V\}) \geq R \nu(\{h \in H : h \cdot z \in V\});$$

and

(5) there exists a basic decreasing sequence of compact neighbourhoods $\{W_m\}$ of $z$ such that, for each $m \geq 1$,

$$\liminf_n \nu(\{h \in H : h \cdot x_n \in W_m\}) > (k - 1) \nu(\{h \in H : h \cdot z \in W_m\}).$$

In the next example we will use the equivalence of (1) and (2) to determine the lower multiplicity number of the representation induced by an evaluation map $\epsilon_z$.

Example 3.2.5. In Example 3.2.2 we showed that in the free transformation group $X/\mathbb{R}$, the sequence $\{x_n\}$ converges 2-times, but not 3-times, in $X/\mathbb{R}$ to $z$. Since $\mathbb{R} \cdot z = \mathbb{R} \times \{0\} \times \{0\}$ is a closed subset of $X$, we can apply Theorem 3.2.4 to see that $M_L(\text{Ind} \epsilon_z, \{\text{Ind} \epsilon_{x_n}\}) = 2$.

The other main theorem from Archbold and an Huef’s [5] follows and is the upper multiplicity analogue of Theorem 3.2.4.

Theorem 3.2.6 ([5, Theorem 5.3]). Suppose $(H, X)$ is a free second-countable transformation group. Let $k$ be a positive integer, let $z \in X$ and let $\{x_n\} \subset X$ be a sequence such that $\{H \cdot x_n\}$ converges to $H \cdot z$ in $X/H$. Assume that $H \cdot z$ is locally closed in $X$. Then the following are equivalent:

(1) there exists a subsequence $\{x_{n_i}\}$ of $\{x_n\}$ which converges $k$-times in $X/H$ to $z$;

(2) $M_U(\text{Ind} \epsilon_z, \{\text{Ind} \epsilon_{x_n}\}) \geq k$;

(3) for every open neighbourhood $V$ of $z$ such that $\{h \in H : h \cdot z \in V\}$ is relatively compact we have

$$\limsup_n \nu(\{h \in H : h \cdot x_n \in V\}) \geq k \nu(\{h \in H : h \cdot z \in V\});$$

(4) there exists a real number $R > k - 1$ such that for every open neighbourhood $V$ of $z$ with $\{h \in H : h \cdot z \in V\}$ relatively compact we have

$$\limsup_n \nu(\{h \in H : h \cdot x_n \in V\}) \geq R \nu(\{h \in H : h \cdot z \in V\});$$

and

(5) there exists a basic decreasing sequence of compact neighbourhoods $\{W_m\}$ of $z$ such that, for each $m \geq 1$,

$$\limsup_n \nu(\{h \in H : h \cdot x_n \in W_m\}) > (k - 1) \nu(\{h \in H : h \cdot z \in W_m\}).$$
Example 3.2.7. In Example 3.2.2 we showed that in the free transformation group $X/\mathbb{R}$, the sequence $\{x_n\}$ converges 2-times, but not 3-times, in $X/\mathbb{R}$ to $z$. By taking a subsequence $\{x_{n_i}\}$ of $\{x_n\}$ and considering the arguments in Example 3.2.2, we can see that $\{x_{n_i}\}$ converges 2-times, but not 3-times, in $X/\mathbb{R}$ to $z$. In Example 3.2.5 we noted that $\mathbb{R} \cdot z$ is closed so in order to be able to apply Theorem 3.2.6 it remains to show that $\mathbb{R} \cdot x_n \to \mathbb{R} \cdot z$ in $X/\mathbb{R}$. But $x_n \to z$ in $X$ and the quotient map $X \to X/\mathbb{R}$ is continuous, so $\mathbb{R} \cdot x_n \to \mathbb{R} \cdot z$. We can now apply Theorem 3.2.6 to see that $M_U(\text{Ind} \epsilon_z, \{\text{Ind} \epsilon_{x_n}\}) = 2$.

While Green’s transformation group from Example 3.2.2 ‘folds’ vertical lines with an arc of a helix, Rieffel in [53], Example 1.18] modified this to allow any fixed number of helix-arc folds for each orbit. This can be used to construct transformation groups with an irreducible representation that has any desired relative upper and lower multiplicity numbers. In particular, Archbold and an Huef in [5 Example 6.4] use this to describe a transformation group and an irreducible representation with relative upper multiplicity 3 and lower multiplicity 2. Rather than repeating this example, after generalising Theorems 3.2.4 and 3.2.6 to principal groupoid results, in Example 3.8.3 we use the path groupoid of a directed graph to describe an irreducible representation with relative upper multiplicity 3 and lower multiplicity 2.

### 3.3. Lower multiplicity and $k$-times convergence I

The key goal of this chapter is to describe the relationship between multiplicities of induced representations and strength of convergence in the orbit space. We start this section by recalling the definition of $k$-times convergence in a groupoid from [15].

We then show that if a sequence converges $k$-times in the orbit space of a principal groupoid, then the lower multiplicity of the associated sequence of representations is at least $k$; the converse will be shown in Section 3.6.

Recall that a sequence $\{\gamma_n\} \subset G$ tends to infinity if it admits no convergent subsequence.

**Definition 3.3.1.** Suppose $G$ is a topological groupoid and let $k \in \mathbb{P}$. A sequence $\{x_n\}$ in $G^{(0)}$ is $k$-times convergent in $G^{(0)}/G$ to $z \in G^{(0)}$ if there exist $k$ sequences $\{\gamma_n^{(1)}\}, \{\gamma_n^{(2)}\}, \ldots, \{\gamma_n^{(k)}\} \subset G$ such that

(i) $s(\gamma_n^{(i)}) = x_n$ for all $n$ and $1 \leq i \leq k$;

(ii) $r(\gamma_n^{(i)}) \to z$ as $n \to \infty$ for $1 \leq i \leq k$; and

(iii) if $1 \leq i < j \leq k$ then $\gamma_n^{(j)}(\gamma_n^{(i)})^{-1} \to \infty$ as $n \to \infty$. 
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For each \( x \in G^{(0)} \), let \( L^x \) be the induced representation \( \text{Ind} \delta_x \) as in Section 2.2. The proof of the following proposition is based on [5, Theorem 2.3] and a part of [6, Theorem 1.1].

**Proposition 3.3.2.** Suppose \( G \) is a second countable, locally compact, Hausdorff, principal groupoid with Haar system \( \lambda \). Let \( z \in G^{(0)} \) and suppose that \( \{x_n\} \) is a sequence in \( G^{(0)} \) that converges \( k \)-times to \( z \) in \( G^{(0)}/G \). Then \( M_L(L^z, \{L^{x_n}\}) \geq k \).

**Proof.** We will use a contradiction argument. Suppose that \( M_L(L^z, \{L^{x_n}\}) = r < k \). Fix a real-valued \( g \in C_c(G) \) so that \( \|g\|_z > 0 \). Define \( \eta \in L^2(G, \lambda_z) \) by \( \eta(\alpha) = \|g\|_z^{-1}g(\alpha) \) for all \( \alpha \in G \). Then

\[
\|\eta\|_z^2 = \|g\|_z^{-2} \int g(\alpha)^2 \, d\lambda_z(\alpha) = \|g\|_z^{-2} \|g\|_z^2 = 1,
\]

so \( \eta \) is a unit vector in \( L^2(G, \lambda_z) \) and the GNS construction of \( \phi := (L^z(\cdot) \eta | \eta) \) is unitarily equivalent to \( L^z \). By the definition of lower multiplicity we now have

\[
M_L(L^z, \{L^{x_n}\}) = \inf_{N \in \mathcal{N}} M_L(\phi, N, \{L^{x_n}\}) = r,
\]

so there exists \( N \in \mathcal{N} \) such that

\[
M_L(\phi, N, \{L^{x_n}\}) = \liminf_n \, d(L^{x_n}, \phi, N) = r,
\]

and consequently there exists a subsequence \( \{y_m\} \) of \( \{x_n\} \) such that

\[
(3.3.1) \quad d(L^{y_m}, \phi, N) = r \quad \text{for all } m.
\]

Since any subsequence of a sequence that is \( k \)-times convergent is also \( k \)-times convergent, we know that \( \{y_m\} \) converges \( k \)-times to \( z \) in \( G^{(0)}/G \).

We will now use the \( k \)-times convergence of \( \{y_m\} \) to construct \( k \) sequences of unit vectors with sufficient properties to establish our contradiction. By the \( k \)-times convergence of \( \{y_m\} \) there exist \( k \) sequences

\[
\{\gamma_m^{(1)}\}, \{\gamma_m^{(2)}\}, \ldots, \{\gamma_m^{(k)}\} \subset G
\]

satisfying

(i) \( s(\gamma_m^{(i)}) = y_m \) for all \( m \) and \( 1 \leq i \leq k \);

(ii) \( r(\gamma_m^{(i)}) \to z \) as \( m \to \infty \) for \( 1 \leq i \leq k \); and

(iii) if \( 1 \leq i < j \leq k \) then \( \gamma_m^{(j)}(\gamma_m^{(i)})^{-1} \to \infty \) as \( m \to \infty \).

For each \( 1 \leq i \leq k \) and \( m \geq 1 \), define \( \eta_m^{(i)} \) by

\[
\eta_m^{(i)}(\alpha) = \|g\|_z^{-1} r(\gamma_m^{(i)}) g(\alpha(\gamma_m^{(i)})^{-1}) \quad \text{for all } \alpha \in G.
\]
It follows from Haar-system invariance that

\[ \| \eta_m^{(i)} \|_{y_m}^2 = \| g \|_{r(\gamma_m)}^{-2} \int g(\alpha(\gamma_m^{-1})^{-1})^2 \, d\lambda_{y_m}(\alpha) \]

\[ = \| g \|_{r(\gamma_m)}^{-2} \int g(\alpha)^2 \, d\lambda_{r(\gamma_m)}(\alpha) \]

\[ = \| g \|_{r(\gamma_m)}^{-2} \| g \|_{r(\gamma_m)}^2 = 1, \]

so the \( \eta_m^{(i)} \) are unit vectors in \( L^2(G, \lambda_{y_m}) \).

Now suppose that \( 1 \leq i < j \leq k \). Then

\[
(3.3.2) \quad (\eta_m^{(i)} | \eta_m^{(i)})_{y_m} = \| g \|_{r(\gamma_m)}^{-1} \| g \|_{r(\gamma_m)}^{-1} \int g(\alpha(\gamma_m^{-1})^{-1}) g(\alpha(\gamma_m^{-1})^{-1}) \, d\lambda_{y_m}(\alpha)
\]

Since \( \gamma_m^{(i)}(\gamma_m^{-1})^{-1} \to \infty \), the sequence \( \{ \gamma_m^{(i)}(\gamma_m^{-1})^{-1} \} \) is eventually not in the compact set \( (\text{supp } g)^{-1}(\text{supp } g) \), and so there exists \( m_0 \) such that if \( m \geq m_0 \), then

\[ (\text{supp } g)^{\gamma_m^{(i)}} \cap (\text{supp } g)^{\gamma_m^{(j)}} = \emptyset. \]

(To see this claim, note that if \( (\text{supp } g)^{\gamma_m^{(i)}} \cap (\text{supp } g)^{\gamma_m^{(j)}} \neq \emptyset \) then there exist \( \alpha, \beta \in \text{supp } g \) such that \( \alpha \gamma_m^{(i)} = \beta \gamma_m^{(j)} \), and so \( \gamma_m^{(i)}(\gamma_m^{-1})^{-1} = \alpha^{-1} \beta \in (\text{supp } g)^{-1}(\text{supp } g) \).)

For the last main component of this proof we will establish that

\[ (L^y(\cdot) \eta_m^{(i)} | \eta_m^{(i)}) \to (L^x(\cdot) \eta | \eta) = \phi \quad \text{as } m \to \infty \]

in the dual of \( C^*(G) \) with the weak* topology for each \( i \). Fix \( f \in C_c(G) \). We have

\[
(3.3.3) \quad (L^x(f) \eta | \eta) = \int_G \int_G f(\alpha \beta^{-1}) \eta(\beta) \eta(\alpha) \, d\lambda_x(\alpha) \, d\lambda_x(\beta)
\]

\[ = \| g \|_{z}^{-2} \int_G \int_G f(\alpha \beta^{-1}) g(\beta) g(\alpha) \, d\lambda_x(\beta) \, d\lambda_x(\alpha) \]

Now fix \( 1 \leq i \leq k \). By the invariance of the Haar system we have

\[
(3.3.4) \quad (L^y(f) \eta_m^{(i)} | \eta_m^{(i)}) = \int_G \int_G f(\alpha \beta^{-1}) \eta_m^{(i)}(\beta) \eta_m^{(i)}(\alpha) \, d\lambda_{y_m}(\beta) \, d\lambda_{y_m}(\alpha)
\]

\[ = \| g \|_{r(\gamma_m)}^{-2} \int_G \int_G f(\alpha \beta^{-1}) g(\alpha(\gamma_m^{-1})^{-1}) g(\beta(\gamma_m^{-1})^{-1}) \, d\lambda_{y_m}(\beta) \, d\lambda_{y_m}(\alpha)
\]

\[ = \| g \|_{r(\gamma_m)}^{-2} \int_G \int_G f(\alpha \beta^{-1}) g(\beta) g(\alpha) \, d\lambda_{r(\gamma_m)}(\beta) \, d\lambda_{r(\gamma_m)}(\alpha)
\]
We know that \( r(γ_m) \rightarrow z \) as \( m \rightarrow \infty \) so, by the continuity of the Haar system, 

\[
\|g\|_{r(γ_m)} \rightarrow \|g\|_z \quad \text{as} \quad m \rightarrow \infty.
\]

Since \( f \ast g \in C_c(G) \) we can apply the continuity of the Haar system with (3.3.3) and (3.3.4) to see that

\[
\text{(L}^y_{0m}(f)\eta_m^{(i)} | \eta_m^{(i)}) = \|g\|_{r(γ_m)}^{-2} \int_G f \ast g(\alpha) g(\alpha) d\lambda_{r(γ_m)}(\alpha) \\
\rightarrow \|g\|_z^{-2} \int_G f \ast g(\alpha) g(\alpha) d\lambda_z(\alpha) = (L^z(f)\eta | \eta)
\]

as \( m \rightarrow \infty \).

We have thus shown that, for each \( i \),

\[
(L^y_{0m}(\cdot)\eta_m^{(i)} | \eta_m^{(i)}) \rightarrow (L^z(\cdot)| \eta) = \phi
\]

in the dual of \( C^*(G) \) equipped with the weak* topology. Thus there exists \( m_1 \) such that for any \( m \geq m_1 \) and any \( 1 \leq i \leq k \), the pure state \( (L^y_{0m}(\cdot)\eta_m^{(i)} | \eta_m^{(i)}) \) is in \( \phi + \mathcal{N} \). We have now established that every \( \eta_m^{(i)} \) with \( m \geq \max\{m_0, m_1\} \)

is in \( \text{Vec}(L^y, \phi, \mathcal{N}) \) with \( \eta_m^{(i)} \perp \eta_m^{(j)} \) for \( i \neq j \), so \( d(L^{y_m}, \phi, \mathcal{N}) \geq \kappa \) for all \( m \geq \max\{m_0, m_1\} \), contradicting our choice of \( \{y_m\} \) that in (3.4.1) had \( d(L^{y_m}, \phi, \mathcal{N}) = r < k \) for all \( m \).

\[\square\]

3.4. Measure ratios and \( k \)-times convergence

In this section we show that lower bounds on measure ratios along orbits give strength of convergence in the orbit space. We begin with a lemma before generalising [5, Proposition 4.1].

**Lemma 3.4.1.** Suppose \( G \) is a second countable, locally compact, Hausdorff groupoid with Haar system \( \lambda \). Let \( W \) be a compact neighbourhood of \( z \in G(0) \) and let \( K \) be a compact subset of \( G \). Let \( \{x_n\} \) be a sequence in \( G(0) \) such that \( [x_n] \rightarrow [z] \) uniquely in \( G(0)/G \). Then for every \( \delta > 0 \) there exists \( n_0 \) such that, for every \( n \geq n_0 \) and every \( \gamma \in G_{x_n}^W \),

\[
\lambda_{x_n}(K_{\gamma} \cap G^W) < \lambda_z(G^W) + \delta.
\]

**Proof.** Suppose not. Then, by passing to a subsequence if necessary, there exists \( \delta > 0 \) such that for each \( n \) there exists \( \gamma_n \in G_{x_n}^W \) with

\[
(3.4.1) \quad \lambda_{x_n}(K_{\gamma_n} \cap G^W) \geq \lambda_z(G^W) + \delta.
\]

Since each \( r(\gamma_n) \) is in the compact set \( W \), we can pass to a subsequence so that \( r(\gamma_n) \rightarrow y \) for some \( y \in G(0) \). This implies \( [r(\gamma_n)] \rightarrow [y] \), but \( [r(\gamma_n)] = [s(\gamma_n)] = [x_n] \)

and \( [x_n] \rightarrow [z] \) uniquely, so \( [y] = [z] \). Choose \( \psi \in G \) with \( s(\psi) = z \) and \( r(\psi) = y \).
By Haar-system invariance
\[ \lambda_{x_n}(K \gamma_n \cap G^W) = \lambda_{r(\gamma_n)}(K \cap G^W), \]
so by applying Lemma 2.1.13 with the compact space \( K \cap G^W \) and \( \{r(\gamma_n)\} \) converging to \( y \),
\[ \limsup_n \lambda_{x_n}(K \gamma_n \cap G^W) = \limsup_n \lambda_{r(\gamma_n)}(K \cap G^W) \leq \lambda_y(K \cap G^W) (\text{by Lemma 2.1.13}) \]
\[ = \lambda_z(K \psi \cap G^W) \text{ (Haar-system invariance)} \]
\[ \leq \lambda_z(G^W). \]
This contradicts our assertion (3.4.1). \( \square \)

**Proposition 3.4.2.** Suppose \( G \) is a second countable, locally compact, Hausdorff groupoid with Haar system \( \lambda \). Let \( k \in \mathbb{P} \) and \( z \in G^{(0)} \) with \([z]\) locally closed in \( G^{(0)} \). Assume that \( \{x_n\} \) is a sequence in \( G^{(0)} \) such that \([x_n] \to [z]\) uniquely in \( G^{(0)}/G \). Suppose \( \{W_m\} \) is a basic decreasing sequence of compact neighbourhoods of \( z \) such that each \( m \) satisfies

\[ \liminf_n \lambda_{x_n}(G^{W_m}) > (k - 1)\lambda_z(G^{W_m}). \]

Then \( \{x_n\} \) converges \( k \)-times in \( G^{(0)}/G \) to \( z \).

**Proof.** Let \( \{K_m\} \) be an increasing sequence of compact subsets of \( G \) such that \( G = \bigcup_{m \geq 1} \text{Int} \, K_m \). By the regularity of \( \lambda_z \), for each \( m \geq 1 \) there exist \( \delta_m > 0 \) and an open neighbourhood \( U_m \) of \( G^{W_m} \) such that

\[ \liminf_n \lambda_{x_n}(G^{W_m}) > (k - 1)\lambda_z(U_m) + \delta_m. \]

We will construct, by induction, a strictly increasing sequence of positive integers \( \{n_m\} \) such that, for all \( n \geq n_m \),

\[ \lambda_{x_n}(K_m \alpha \cap G^{W_m}) < \lambda_z(U_m) + \delta_m/k \quad \text{for all } \alpha \in G^{W_m}, \quad \text{and} \]
\[ \lambda_{x_n}(G^{W_m}) > (k - 1)\lambda_z(U_m) + \delta_m. \]

By applying Lemma 3.4.1 with \( \delta = \lambda_z(U_1) - \lambda_z(G^{W_1}) + \delta_1/k \) there exists \( n_1 \) such that \( n \geq n_1 \) implies

\[ \lambda_{x_n}(K_1 \alpha \cap G^{W_1}) < \lambda_z(U_1) + \delta_1/k \quad \text{for all } \alpha \in G^{W_1}, \]

establishing (3.4.3) for \( m = 1 \). If necessary we can increase \( n_1 \) to ensure (3.4.4) holds for \( m = 1 \) by considering (3.4.2). Assuming that we have constructed \( n_1 < n_2 < \cdots < n_{m-1} \), we apply Lemma 3.4.1 with \( \delta = \lambda_z(U_m) - \lambda_z(G^{W_m}) + \delta_m/k \) to
obtain \( n_m > n_{m-1} \) such that (3.4.3) holds, and again, if necessary, increase \( n_m \) to obtain (3.4.4).

If \( n_1 > 1 \) then, for each \( 1 \leq n < n_1 \) and \( 1 \leq i \leq k \), let \( \gamma_n^{(i)} = x_n \). For each \( n \geq n_1 \) there is a unique \( m \) such that \( n_m \leq n < n_{m+1} \). For every such \( n \) and \( m \) choose \( \gamma_n^{(1)} \in G_m^W \) (which is always non-empty by (3.4.4)). Using (3.4.3) and (3.4.4) we have

\[
\lambda_{x_n}(G^W \setminus K_m \gamma_n^{(1)}) = \lambda_{x_n}(G^W \setminus (G^W \cap K_m \gamma_n^{(1)})) \\
> ((k-1)\lambda_z(U_m) + \delta_m) - (\lambda_z(U_m) + \delta_m/k) \\
= (k-2)\lambda_z(U_m) + \frac{(k-1)}{k}\delta_m.
\]

So for each \( n \geq n_1 \) and its associated \( m \) we can choose \( \gamma_n^{(2)} \in G_m^W \setminus K_m \gamma_n^{(1)} \). We now have

\[
\lambda_{x_n}(G^W \setminus (K_m \gamma_n^{(1)} \cup K_m \gamma_n^{(2)})) \\
= \lambda_{x_n}(G^W \setminus K_m \gamma_n^{(1)}) - \lambda_{x_n}((G^W \setminus K_m \gamma_n^{(1)}) \cap K_m \gamma_n^{(2)}) \\
\geq \lambda_{x_n}(G^W \setminus K_m \gamma_n^{(1)}) - \lambda_{x_n}(G^W \cap K_m \gamma_n^{(2)}) \\
> ((k-2)\lambda_z(U_m) + \frac{(k-1)}{k}\delta_m) - (\lambda_z(U_m) + \delta_m/k) \\
= (k-3)\lambda_z(U_m) + \frac{(k-2)}{k}\delta_m,
\]

enabling us to choose \( \gamma_n^{(3)} \in G_m^W \setminus (K_m \gamma_n^{(1)} \cup K_m \gamma_n^{(2)}) \). By continuing this process, for each \( j = 3, \ldots, k \) and each \( n \geq n_1 \) we have

\[
\lambda_{x_n}(G^W \setminus \left(\bigcup_{i=1}^{j-1} K_m \gamma_n^{(i)}\right)) > (k-j)\lambda_z(U_m) + \frac{(k-j-1)}{k}\delta_m,
\]

enabling us to choose

\[
\gamma_n^{(j)} \in G_m^W \setminus \left(\bigcup_{i=1}^{j-1} K_m \gamma_n^{(i)}\right).
\]

Note that for \( n_m \leq n < n_{m+1} \) we have \( \gamma_n^{(j)} \notin K_m \gamma_n^{(i)} \) for \( 1 \leq i < j \leq k \).

We will now establish that \( x_n \) converges \( k \)-times to \( z \) in \( G^{(0)}/G \) by considering the \( \gamma_n^{(i)} \). Note that \( s(\gamma_n^{(i)}) = x_n \) for all \( n \) and \( i \) by our choice of the \( \gamma_n^{(i)} \). To see that \( r(\gamma_n^{(i)}) \to z \) as \( n \to \infty \) for \( 1 \leq i \leq k \), first fix \( i \) and let \( V \) be an open neighbourhood of \( z \). Since \( W_m \to \{z\} \) there exists \( m_0 \) such that \( m \geq m_0 \) implies \( W_m \subset V \). For each \( n \geq n_{m_0} \) there exists a \( m \geq m_0 \) such that \( n_m \leq n < n_{m+1} \), and so \( r(\gamma_n^{(i)}) \in W_m \subset V \).

Finally we claim that \( \gamma_n^{(j)}(\gamma_n^{(i)})^{-1} \to \infty \) as \( n \to \infty \) for \( 1 \leq i < j \leq k \). Fix \( i < j \) and let \( K \) be a compact subset of \( G \). There exists \( m_0 \) such that \( K \subset K_m \) for all
m \geq m_0$. Then for $n \geq n_{m_0}$ there exists $m \geq m_0$ such that $n_m \leq n < n_{m+1}$. By (3.4.5) we know
\[
\gamma_n^{(i)} \in G_{x_n}^{(1)} (K_m \gamma_n^{(i)})
\]
= \((G_{x_n}^{(1)} (\gamma_n^{(i)})^{-1} \gamma_n^{(i)}) \backslash (K_m \gamma_n^{(i)})
\]
and so \(\gamma_n^{(j)} (\gamma_n^{(i)})^{-1} \in (G_{x_n}^{(1)} (\gamma_n^{(i)})^{-1}) \backslash K_m \subset G \backslash K \subset G \backslash K\), enabling us to conclude that \(\{x_n\}\) converges \(k\)-times in \(G^{(0)}/G\) to \(z\). \(\square\)

In Proposition 3.4.3 we prove a generalisation of a part of [5 Proposition 4.2].

**Proposition 3.4.3.** Suppose \(G\) is a second countable, locally compact, Hausdorff, principal groupoid with Haar system \(\lambda\). Suppose that \(z \in G^{(0)}\) with \([z]\) locally closed in \(G^{(0)}\) and suppose \(\{x_n\}\) is a sequence in \(G^{(0)}\). Assume that for every open neighbourhood \(V\) of \(z\) in \(G^{(0)}\) such that \(G^{(0)}_z\) is relatively compact, \(\lambda_{x_n}(G^{(0)}) \to \infty\) as \(n \to \infty\). Then, for every \(k \geq 1\), the sequence \(\{x_n\}\) converges \(k\)-times in \(G^{(0)}/G\) to \(z\).

**Proof.** Let \(\{K_m\}\) be an increasing sequence of compact subsets of \(G\) such that \(G = \bigcup_{m \geq 1} \text{Int } K_m\). By Lemma 2.1.14, for each \(K_m\) there exists an open neighbourhood \(V_m\) of \(z\) such that \(x \in V_m\) implies \(\lambda_x(K_m) < \lambda_z(K_m) + 1\). Since \([z]\) is locally closed, by Lemma 4.1(1) in [10] we can crop \(V_1\) if necessary to ensure that \(G^{(0)}_z\) is relatively compact. By further cropping each \(V_m\) we may assume that \(\{V_m\}\) is a decreasing neighbourhood basis of \(z\). By our hypothesis, for each \(m\) there exists \(n_m\) such that
\[
\lambda_{x_n}(G^{(0)}_m) > k(\lambda_{z}(K_m) + 1).
\]
Note that for any \(\gamma \in G^{(0)}_m\) with \(n \geq n_m\), we have \(r(\gamma) \in V_m\), and so \(\lambda_r(\gamma)(K_m) < \lambda_z(K_m) + 1\). By Haar-system invariance we know that \(\lambda_r(\gamma)(K_m) = \lambda_{x_n}(K_m \gamma)\), which shows us that
\[
\lambda_{x_n}(K_m \gamma) < \lambda_{z}(K_m) + 1.
\]
If necessary we can increase the elements of \(\{n_m\}\) so that it is a strictly increasing sequence.

We now proceed as in the proof of Proposition 3.4.2. For all \(n < n_1\) and \(1 \leq i \leq k\) let \(\gamma_n^{(i)} = x_n\). For each \(n \geq n_1\) there exists a unique number \(m(n)\) such that \(n_{m(n)} \leq n < n_{m(n)+1}\). For the remainder of this proof we will write \(m\) instead of \(m(n)\) because the specific \(n\) will be clear from the context. For each \(n \geq n_1\) choose
$\gamma_{n}^{(1)} \in G_{x_{n}}^{V_{m}}$. Then by (3.4.6) and (3.4.7) we have

$$\lambda_{x_{n}}(G_{x_{n}}^{V_{m}} \setminus K_{m}\gamma_{n}^{(1)}) = \lambda_{x_{n}}(G_{x_{n}}^{V_{m}}) - \lambda_{x_{n}}(G_{x_{n}}^{V_{m}} \cap K_{m}\gamma_{n}^{(1)})$$

$$\geq \lambda_{x_{n}}(G_{x_{n}}^{V_{m}}) - \lambda_{x_{n}}(K_{m}\gamma_{n}^{(1)})$$

$$> k(\lambda_z(K_{m}) + 1) - (\lambda_z(K_{m}) + 1)$$

$$= (k - 1)(\lambda_z(K_{m}) + 1).$$

We can thus choose $\gamma_{n}^{(2)} \in G_{x_{n}}^{V_{m}} \setminus K_{m}\gamma_{n}^{(1)}$ for each $n \geq n_{1}$. This now gives us

$$\lambda_{x_{n}}(G_{x_{n}}^{V_{m}} \setminus (K_{m}\gamma_{n}^{(1)} \cup K_{m}\gamma_{n}^{(2)}))$$

$$= \lambda_{x_{n}}(G_{x_{n}}^{V_{m}} \setminus K_{m}\gamma_{n}^{(1)}) - \lambda_{x_{n}}((G_{x_{n}}^{V_{m}} \setminus K_{m}\gamma_{n}^{(1)}) \cap K_{m}\gamma_{n}^{(1)})$$

$$\geq \lambda_{x_{n}}(G_{x_{n}}^{V_{m}} \setminus K_{m}\gamma_{n}^{(1)}) - \lambda_{x_{n}}(K_{m}\gamma_{n}^{(2)})$$

$$> (k - 1)(\lambda_z(K_{m}) + 1) - (\lambda_z(K_{m}) + 1)$$

$$= (k - 2)(\lambda_z(K_{m}) + 1).$$

Continuing in this manner we can choose

$$\gamma_{n}^{(j)} \in G_{x_{n}}^{V_{m}} \setminus \left( \bigcup_{i=1}^{j-1} K_{m}\gamma_{n}^{(i)} \right)$$

for every $n \geq n_{1}$ and $j = 3, \ldots, k$. The tail of the proof of Proposition 3.4.2 establishes our desired result. □

### 3.5. Measure ratios and bounds on lower multiplicity

In this section we show that upper bounds on measure ratios along orbits give upper bounds on multiplicities.

**Lemma 3.5.1.** Let $G$ be a second countable, locally compact, Hausdorff groupoid. Suppose $z \in G^{(0)}$ and $[z]$ is locally closed. Then the restriction of $r$ to $G_{z}/(G|_{[z]})$ is a homeomorphism onto $[z]$. If in addition $G$ is principal, then the restriction of $r$ to $G_{z}$ is a homeomorphism onto $[z]$.

**Proof.** We consider the transitive groupoid $G|_{[z]}$. Since $[z]$ is locally closed, $G|_{[z]}$ is a second countable, locally compact, Hausdorff groupoid. Thus $G|_{[z]}$ is Polish by, for example, [59, Lemma 6.5]. Now [50, Theorem 2.1] applies to give the result. □

Theorem 3.5.2 is based on [5, Theorem 3.1]; it is only an intermediary result which will be used to prove a sharper bound in Theorem 3.5.7.
3.5. Measure ratios and bounds on lower multiplicity

Theorem 3.5.2. Suppose $G$ is a second countable, locally compact, Hausdorff principal groupoid with Haar system $\lambda$. Let $M \in \mathbb{R}$ with $M \geq 1$, suppose $z \in G(0)$ such that $[z]$ is locally closed and let $\{x_n\}$ be a sequence in $G(0)$ such that $G_z$ is relatively compact and

$$\lambda_{x_n}(G^V) \leq M\lambda_z(G^V)$$

frequently (in the sense that there is a subsequence $\{x_{n_i}\}$ of $\{x_n\}$ with $\lambda_{x_{n_i}}(G^V) \leq M\lambda_z(G^V)$ for all $i$). Then $M_L(L_z, \{L_{x_n}\}) \leq \lfloor M^2 \rfloor$.

Proof. Fix $\epsilon > 0$ such that $M^2(1 + \epsilon)^2 < \lfloor M^2 \rfloor + 1$. We will build a function $D \in C_c(G)$ such that $L_z(D^* \ast D)$ is a rank-one projection and

$$\text{Tr}(L_z^*(D^* \ast D)) < M^2(1 + \epsilon)^2 < \lfloor M^2 \rfloor + 1$$

frequently. By the generalised lower semi-continuity result of [11] Theorem 4.3 we will have

$$\liminf \text{Tr}(L_z^*(D^* \ast D)) \geq M_L(L_z, \{L_{x_n}\}) \text{Tr}(L_z^*(D^* \ast D)) = M_L(L_z, \{L_{x_n}\}),$$

and the result will follow.

For the next few paragraphs we will be working with $G_z$ equipped with the subspace topology. Note that $\lambda_z$ can be thought of as a Radon measure on $G_z$ with $\lambda_z(S \cap G_z) = \lambda_z(S)$ for any $\lambda_z$-measurable subset $S$ of $G$. Fix $\delta > 0$ such that

$$\delta < \frac{\epsilon\lambda_z(G^V)}{1 + \epsilon} < \lambda_z(G^V).$$

Since $G_z$ is a second countable, locally compact, Hausdorff space, the Radon measure $\lambda_z$ is regular (see, for example, [44 Proposition 6.3.6]). It follows that there exists a $G_z$-compact subset $W$ of $G_z^V$ such that

$$0 < \lambda_z(G_z^V) - \delta < \lambda_z(W).$$

Since $W$ is $G_z$-compact there exists a $G_z$-compact neighbourhood $W_1$ of $W$ that is contained in $G_z^V$ and there exists a continuous function $g : G_z \to [0, 1]$ that is identically one on $W$ and zero off the interior of $W_1$. We have

$$\lambda_z(G^V) - \delta = \lambda_z(G_z^V) - \delta < \lambda_z(W) \leq \int_{G_z} g(t)^2 \, d\lambda_z(t) = \|g\|_z^2,$$

and hence

$$(3.5.1) \quad \frac{\lambda_z(G^V)}{\|g\|_z^2} < 1 + \frac{\delta}{\|g\|_z^2} < 1 + \frac{\delta}{\lambda_z(G^V) - \delta} < 1 + \epsilon.$$
By Lemma 3.5.1 the restriction \( \tilde{r} \) of \( r \) to \( G \) is a homeomorphism onto \( [z] \). So there exists a continuous function \( g_1 : \tilde{r}(W_1) \to [0, 1] \) such that \( g_1(\tilde{r}(\gamma)) = g(\gamma) \) for all \( \gamma \in W_1 \). Thus \( \tilde{r}(W_1) \) is \([z]-compact\), which implies that \( \tilde{r}(W_1) \) is \( G^{(0)} \)-compact. Since we know that \( G^{(0)} \) is second countable and Hausdorff, Tietze’s Extension Theorem can be applied to extend \( g_1 \) to a continuous map \( g_2 : G^{(0)} \to [0, 1] \). Because \( \tilde{r}(W_1) \) is a compact subset of the open set \( V \), there exist a compact neighbourhood \( P \) of \( \tilde{r}(W_1) \) and a continuous function \( h : G^{(0)} \to [0, 1] \) that is identically one on \( \tilde{r}(W_1) \) and zero off the interior of \( P \). Note that \( h \) has compact support that is contained in \( P \).

We set \( f(x) = h(x)g_2(x) \). Then \( f \in C_c(G^{(0)}) \) with \( 0 \leq f \leq 1 \) and

\[
\text{supp} \ f \subset \text{supp} \ h \subset P \subset V.
\]

Note that

\[
\|f \circ r\|_z^2 = \int_{G} f(\tilde{r}(\gamma))^2 \, d\lambda_z(\gamma)
= \int_{G} h(\tilde{r}(\gamma))^2 g_2(\tilde{r}(\gamma))^2 \, d\lambda_z(\gamma)
\geq \int_{W_1} h(\tilde{r}(\gamma))^2 g(\gamma)^2 \, d\lambda_z(\gamma)
= \int_{W_1} g(\gamma)^2 \, d\lambda_z(\gamma)
= \|g\|_z^2
\]

since \( \text{supp} \ g \subset W_1 \) and \( h \) is identically one on \( \tilde{r}(W_1) \). We now define \( F \in C_c(G^{(0)}) \) by

\[
(3.5.4) \quad F(x) = \frac{f(x)}{\|f \circ r\|_z}.
\]

Then \( \|F \circ r\|_z = 1 \) and

\[
(3.5.5) \quad F \circ r(\gamma) \neq 0 \implies h(r(\gamma)) \neq 0 \implies r(\gamma) \in V \implies \gamma \in G^V.
\]

Let \( N = \text{supp} \ F \) so that \( N = \text{supp} \ f \subset V \) by (3.5.2) and (3.5.4). Since \( G^V_z \) is relatively compact by our hypothesis, the set \( \overline{(G^N_z)(G^N_z)^{-1}} \) is compact. Let \( b \in C_c(G) \) be a function that is identically one on \( \overline{(G^N_z)(G^N_z)^{-1}} \) and has range contained in \([0, 1]\). We can assume that \( b \) is self-adjoint by considering \( \frac{1}{2}(b + b^*) \) if necessary. Define \( D \in C_c(G) \) by

\[
D(\gamma) := F(r(\gamma))F(s(\gamma))b(\gamma).
\]
For $\xi \in L^2(G, \lambda_u)$ and $\gamma \in G$ we have

$$(L^u(D)\xi)(\gamma) = \int_G D(\gamma \alpha^{-1})\xi(\alpha) \, d\lambda_u(\alpha)$$

$$= \int_G F(r(\gamma)) F(s(\alpha^{-1})) b(\gamma \alpha^{-1}) \xi(\alpha) \, d\lambda_u(\alpha)$$

$$= F(r(\gamma)) \int_G F(r(\alpha)) b(\gamma \alpha^{-1}) \xi(\alpha) \, d\lambda_u(\alpha).$$

In the case where $u = z$, if $\alpha, \gamma \in \text{supp} \circ r \cap s^{-1}(z)$, then $r(\alpha), r(\gamma) \in \text{supp} F = N$ and $\gamma, \alpha \in G_\gamma$. This implies $b(\gamma \alpha^{-1}) = 1$, so

$$(L^z(D)\xi)(\gamma) = F(r(\gamma)) \int_G F(r(\alpha)) \xi(\alpha) \, d\lambda_z(\alpha)$$

$$= (\xi | F \circ r)_z F \circ r(\gamma),$$

and $L^z(D)$ is a rank-one projection.

By the hypothesis on $V$ there exists a subsequence $\{x_n\}$ of $\{x_n\}$ such that

$$\lambda_{x_{n_i}}(G^V) \leq M \lambda_z(G^V)$$

for all $i \geq 1$. If we define $E := \{\gamma \in G : F(r(\gamma)) \neq 0\}$ then $E$ is open with

(3.5.6)  
$$\lambda_{x_{n_i}}(E) \leq \lambda_{x_{n_i}}(G^V) \leq M \lambda_z(G^V)$$

by (3.5.5) and

(3.5.7)  
$$\int_G (F \circ r(\gamma))^2 \, d\lambda_{x_{n_i}}(\gamma) \leq \frac{\lambda_{x_{n_i}}(E)}{\|F \circ r\|^2_z} \leq \frac{M \lambda_z(G^V)}{\|g\|^2_z}.$$

by (3.5.3). Consider the continuous function

$$T(\alpha, \beta) := F(r(\alpha)) F(r(\beta)) b(\alpha \beta^{-1}).$$

Note that

$$\int_G T(\alpha, \beta)^2 d(\lambda_{x_{n_i}} \times \lambda_{x_{n_i}})(\alpha, \beta)$$

$$= \int_G F(r(\alpha))^2 F(r(\beta))^2 b(\alpha \beta^{-1})^2 \, d(\lambda_{x_{n_i}} \times \lambda_{x_{n_i}})(\alpha, \beta)$$

$$\leq \|F\|_\infty^4 \int_G \chi_{E \times E}(\alpha, \beta) \, d(\lambda_{x_{n_i}} \times \lambda_{x_{n_i}})(\alpha, \beta)$$

$$= \|F\|_\infty^4 \lambda_{x_{n_i}}(E)^2,$$

which is finite by (3.5.6). Thus

$$T \in L^2(G \times G, \lambda_{x_{n_i}} \times \lambda_{x_{n_i}}),$$
and since $T$ is conjugate symmetric, Proposition 3.4.16 implies that $L^{x_n}(D)$ is the self-adjoint Hilbert-Schmidt operator on $L^2(G, \lambda_{x_n})$ with kernel $T$. It follows that $L^{x_n}(D^* \ast D)$ is a trace-class operator, and since we equip the Hilbert-Schmidt operators with the trace norm, we have

\[ \text{Tr} \, L^{x_n}(D^* \ast D) = \|T\|_{L^2(\lambda_{x_n} \times \lambda_{x_n})}^2. \]

Applying Fubini’s Theorem to $T$ now gives

\[ \text{Tr} \, L^{x_n}(D^* \ast D) = \int_G \int_G F(r(\alpha))^2 F(r(\beta))^2 b(\alpha \beta^{-1})^2 d\lambda_{x_n}(\alpha) d\lambda_{x_n}(\beta) \]

\[ \leq \left( \int_G F(r(\alpha))^2 d\lambda_{x_n}(\alpha) \right)^2 \]

\[ \leq \frac{M^2 \lambda_z(G^V)^2}{\|g\|^4} \quad (\text{using } 3.5.7) \]

\[ < M^2(1 + \epsilon)^2 \quad (\text{using } 3.5.1). \]

(3.5.8)

Now

\[ M_L(L^z, \{L^{x_n}\}) \leq \lim inf_n \text{Tr}(L^{x_n}(D^* \ast D)) \]

\[ \leq M^2(1 + \epsilon)^2 \]

\[ < [M^2] + 1, \]

and hence $M_L(L^z, \{L^{x_n}\}) \leq [M^2]$, completing the proof. \qed

The following proposition is an immediate consequence of Theorem 3.5.2 and Proposition 3.4.3. This result will be strengthened later in Corollary 3.6.5, where we will show that these three items are in fact equivalent.

**Proposition 3.5.3.** Suppose $G$ is a second countable, locally compact, Hausdorff, principal groupoid with Haar system $\lambda$. Let $z \in G^{(0)}$ and let $\{x_n\}$ be a sequence in $G^{(0)}$. Assume that $[z]$ is locally closed in $G^{(0)}$. Consider the following properties.

1. $M_L(L^z, \{L^{x_n}\}) = \infty$.

2. For every open neighbourhood $V$ of $z$ such that $G^V_z$ is relatively compact, $\lambda_{x_n}(G^V) \to \infty$ as $n \to \infty$.

3. For each $k \geq 1$, the sequence $\{x_n\}$ converges $k$-times in $G^{(0)}/G$ to $z$.

Then (1) implies (2) and (2) implies (3).

Our next goal is to sharpen the $[M^2]$ bound in Theorem 3.5.2. This strengthened theorem appears later on as Theorem 3.5.7. We will first establish several results to assist in strengthening this bound.
Lemma 3.5.4. Suppose $G$ is a second countable groupoid and $x, y \in G^{(0)}$. If $[x] = [y]$ and $[x]$ is locally closed, then $[x] = [y]$.

Proof. We have $x \in [y]$, so there exists $\{\gamma_n\} \subset G$ such that $s(\gamma_n) = y$ and $r(\gamma_n) \to x$. Since $[x]$ is locally closed, there exists an open subset $U$ of $G$ such that $[x] = U \cap [x]$. Then $r(\gamma_n)$ is eventually in $U$, so eventually $r(\gamma_n) \in U \cap [y] = U \cap [x] = [x]$. Thus there exists $\gamma \in G$ with $s(\gamma) = y$ and $r(\gamma) \in [x]$, as required. \qed

The following is a generalisation of [5] Lemma 3.3.

Lemma 3.5.5. Suppose $G$ is a second countable, locally compact, Hausdorff groupoid with Haar system $\lambda$. Fix $\epsilon > 0$, $z \in G^{(0)}$ and let $V$ be an open neighbourhood of $z \in G^{(0)}$ such that $\lambda_z(G^V) < \infty$. Then there exists an open relatively-compact neighbourhood $V_1$ of $z$ such that $\overline{V_1} \subset V$ and
\[
\lambda_z(G^V) - \epsilon < \lambda_z(G^{V_1}) \leq \lambda_z(G^{\overline{V_1}}) \leq \lambda_z(G^V) < \lambda_z(G^{V_1}) + \epsilon.
\]

Proof. We use $G_z$ equipped with the subspace topology to find a compact subset $\lambda_z$-estimate of $V$. This estimate is then used to obtain the required open set $V_1$. Since $G^{V}$ is $G_z$-open, by the regularity of $\lambda_z$ there exists a compact subset $W$ of $G_z^V$ such that $\lambda_z(W) > \lambda_z(G_z^V) - \epsilon$. Then $r(W)$ is compact and contained in $V$, so there exists an open relatively-compact neighbourhood $V_1$ of $r(W)$ such that $\overline{V_1} \subset V$. Then
\[
\lambda_z(G^V) - \epsilon < \lambda_z(W) \leq \lambda_z(G^{V_1}) \leq \lambda_z(G^{\overline{V_1}}) \leq \lambda_z(G^V)
\]
\[
< \lambda_z(W) + \epsilon \leq \lambda_z(G^{V_1}) + \epsilon,
\]
as required. \qed

The following lemma is equivalent to the claim in [14, Proposition 3.6] that $[x] \mapsto [L^x]$ from $G^{(0)}/G$ to the spectrum of $C^*(G)$ is open.

Lemma 3.5.6. Suppose $G$ is a second countable, locally compact, Hausdorff, principal groupoid with Haar system $\lambda$. If $\{x_n\}$ is a sequence in $G^{(0)}$ with $L^{x_n} \to L^z$, then $[x_n] \to [z]$.

Proof. We prove the contrapositive. Suppose $[x_n] \not\to [z]$. Then there exists an open neighbourhood $U_0$ of $[z]$ in $G^{(0)}/G$ such that $[x_n]$ is frequently not in $U_0$. Let $q : G^{(0)} \to G^{(0)}/G$ be the quotient map $x \mapsto [x]$. Then $U_1 := q^{-1}(U_0)$ is an open invariant neighbourhood of $z$ and $x_n \notin U_1$ frequently. Note that $C^*(G|_{U_1})$ is isomorphic to a closed two-sided ideal $I$ of $C^*(G)$ (see [39] Lemma 2.10).

We now claim that $I \subset \ker L^{x_n}$ whenever $x_n \notin U_1$. Suppose $x_n \notin U_1$ and recall from Remark 2.2.6 that $L^{x_n}$ acts on $L^2(G, \lambda_{x_n})$. Fix $f \in C_c(G)$ such that $f(\gamma) = 0$
whenever $\gamma \notin G|U_1$ and fix $\xi \in L^2(G, \lambda_{x_n})$. Then by Remark 2.2.6 we have
\[
\|L^{x_n}(f)\xi\|_{x_n}^2 = \int_G \left( \int_G f(\gamma \alpha^{-1})\xi(\alpha) \, d\lambda_{x_n}(\alpha) \right)^2 \, d\lambda_{x_n}(\gamma).
\]
When evaluating the inner integrand, we have $s(\alpha) = s(\gamma) = x_n$, so $\gamma \alpha^{-1} \in G|_{x_n}$. Since $U_1$ is invariant with $x_n \notin U_1$, it follows that $\gamma \alpha^{-1} \notin G|_{x_n}$, and so $f(\gamma \alpha^{-1}) = 0$. Thus $\|L^{x_n}(f)\xi\|_{x_n} = 0$ and since $\xi$ was fixed arbitrarily, $L^{x_n}(f) = 0$. This implies that $I \subset \ker L^{x_n}$.

We now conclude by observing that since $I \subset \ker L^{x_n}$ frequently, $L^{x_n} \notin \hat{I}$ frequently. But $\hat{I}$ is an open neighbourhood of $L^z$, so $L^{x_n} \nrightarrow L^z$.

We may now proceed to strengthening the $|M^2|$ bound in Theorem 3.5.2. This theorem is a generalisation of [5, Theorem 3.5].

**Theorem 3.5.7.** Suppose $G$ is a second countable, locally compact, Hausdorff, principal groupoid with Haar system $\lambda$. Let $M \in \mathbb{R}$ with $M \geq 1$, suppose $z \in G(0)$ such that $[z]$ is locally closed and let $\{x_n\}$ be a sequence in $G(0)$. Suppose there exists an open neighbourhood $V$ of $z$ in $G(0)$ such that $G^V_z$ is relatively compact and
\[
\lambda_{x_n}(G^V) \leq M\lambda_z(G^V)
\]
frequently. Then $M_L(L^z, \{L^{x_n}\}) \leq [M]$.

**Proof.** If $L^{x_n}$ does not converge to $L^z$, then $M_L(L^z, \{L^{x_n}\}) = 0 < [M]$. So we assume from now on that $L^{x_n} \rightarrow L^z$. Lemma 3.5.3 now shows that $[x_n] \rightarrow [z]$. Next we claim that we may assume, without loss of generality, that $[z]$ is the unique limit of $\{[x_n]\}$ in $G(0)/G$. To see this, note that $M_L(L^z, \{L^{x_n}\}) \leq [M^2] < \infty$ by Theorem 3.5.2. Hence, by [5, Proposition 3.4], $\{L^z\}$ is open in the set of limits of $\{L^{x_n}\}$. So there exists an open neighbourhood $U_2$ of $L^z$ in $C^*(G)^\wedge$ such that $L^z$ is the unique limit of $\{L^{x_n}\}$ in $U_2$. By [40, Proposition 2.5] there is a continuous function $L : G(0)/G \rightarrow C^*(G)^\wedge$ such that $[x] \mapsto L^x$ for all $x \in G(0)$. Define $p : G(0) \rightarrow G(0)/G$ by $p(x) = [x]$ for all $x \in G(0)$. Then $p$ is continuous, and $Y := (L \circ p)^{-1}(U_2)$ is an open $G$-saturated neighbourhood of $z$ in $G(0)$. Note that $x_n \in Y$ eventually.

Now suppose that, for some $y \in Y$, $[x_n] \rightarrow [y]$ in $Y/G$ and hence in $G(0)/G$. Then $L^{x_n} \rightarrow L^y$ by [40, Proposition 2.5], and $L^y \in U_2$ since $y \in (L \circ p)^{-1}(U_2)$. But $\{L^{x_n}\}$ has the unique limit $L^z$ in $U_2$, so $L^z = L^y$ and hence $[z] = [y]$. Since $[z]$ is locally closed, Lemma 3.5.4 shows that $[z] = [y]$ in $G(0)$ and hence in $Y$.

We know $Y$ is an open saturated subset of $G(0)$, so $C^*(G|Y)$ is isomorphic to a closed two-sided ideal $J$ of $C^*(G)$. We can apply [10, Proposition 5.3] with the $C^*$-subalgebra $J$ to see that $M_L(L^z, \{L^{x_n}\})$ is the same whether we compute it in the ideal $J$ or in $C^*(G)$. Since $Y$ is $G$-invariant, $G^V_z = G^V_z \cap Y$ and eventually
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\( G^V_{x_n} = G^V_{x_n'} \). We may thus consider \( G|_Y \) instead of \( G \) and therefore assume that \([z]\) is the unique limit of \([x_n]\) in \( G^{(0)}/G \) as claimed.

As in [5], the idea for the rest of the proof is the same as in Theorem 3.5.2, although more precise estimates are used. Fix \( \epsilon > 0 \) such that \( M(1 + \epsilon)^2 < |M| + 1 \) and choose \( \kappa > 0 \) such that

\[
\kappa < \frac{\epsilon \lambda_z(G^V)}{1 + \epsilon} < \lambda_z(G^V).
\]

By Lemma 3.5.5 there exists an open relatively compact neighbourhood \( V_1 \) of \( z \) such that

\[
0 < \lambda_z(G^V) - \kappa < \lambda_z(G^V) \leq \lambda_z(G^V) \leq \lambda_z(G^V) < \lambda_z(G^V) + \kappa.
\]

Choose a subsequence \( \{x_{n_i}\} \) of \( \{x_n\} \) such that

\[
\lambda_{x_{n_i}}(G^V) \leq M \lambda_z(G^V)
\]

for all \( i \geq 1 \). Then

\[
\lambda_{x_{n_i}}(G^V) \leq \lambda_{x_{n_i}}(G^V) \\
\leq M \lambda_z(G^V) \\
< M(\lambda_z(G^V) + \kappa) \\
< M \lambda_z(G^V) + M \epsilon(\lambda_z(G^V) - \kappa) \quad \text{(by 3.5.9)} \\
< M \lambda_z(G^V) + M \epsilon \lambda_z(G^V) \\
= M(1 + \epsilon) \lambda_z(G^V^{Vi})
\]

(3.5.10)

for all \( i \). Since

\[
\frac{\lambda_z(G^V)(\lambda_z(G^V) + \kappa + 1/j)}{\left(\lambda_z(G^V) - 1/j\right)^2} \to 1 + \frac{\kappa}{\lambda_z(G^V)} < 1 + \epsilon
\]

as \( j \to \infty \), there exists \( \delta > 0 \) such that \( \delta < \lambda_z(G^V) \) and

\[
\frac{\lambda_z(G^V)(\lambda_z(G^V) + \delta)}{\left(\lambda_z(G^V) - \delta\right)^2} < \frac{\lambda_z(G^V)(\lambda_z(G^V) + \kappa + \delta)}{\left(\lambda_z(G^V) - \delta\right)^2} < 1 + \epsilon.
\]

(3.5.11)

We will now construct a function \( F \in C_c(G^{(0)}) \) with support inside \( V_1 \). Since \( \lambda_z \) is inner regular on open sets and \( G^V_{x_n} \) is \( G_z \)-open, there exists a \( G_z \)-compact subset \( W \) of \( G^V_{x_n} \) such that

\[
0 < \lambda_z(G^V_{x_n}) - \delta < \lambda_z(W).
\]

Since \( W \) is \( G_z \)-compact there exists a \( G_z \)-compact neighbourhood \( W_1 \) of \( W \) that is contained in \( G^V_{x_n} \) and there exists a continuous function \( g : G_z \to [0, 1] \) that is
identically one on $W$ and zero off the interior of $W_1$. We have

\[(3.5.12) \quad \lambda_z(G^{V_1}) - \delta < \lambda_z(W) \leq \int_{G_z} g(t)^2 \, d\lambda_z(t) = \|g\|^2_z,\]

By Lemma 3.5.1, the restriction $\tilde{r}$ of $r$ to $G_z$ is a homeomorphism onto $[z]$. So there exists a continuous function $g_1 : \tilde{r}(W_1) \to [0, 1]$ such that $g_1(\tilde{r}(\gamma)) = g(\gamma)$ for all $\gamma \in W_1$. Thus $\tilde{r}(W_1)$ is $[z]$-compact, which implies that $\tilde{r}(W_1)$ is $G^{(0)}$-compact. Since we know that $G^{(0)}$ is second countable and Hausdorff, Tietze’s Extension Theorem can be applied to show that $g_1$ can be extended to a continuous map $g_2 : G^{(0)} \to [0, 1]$. Because $\tilde{r}(W_1)$ is a compact subset of the open set $V_1$, there exist a compact neighbourhood $P$ of $\tilde{r}(W_1)$ contained in $V_1$ and a continuous function $h : G^{(0)} \to [0, 1]$ that is identically one on $\tilde{r}(W_1)$ and zero off the interior of $P$. Note that $h$ has compact support that is contained in $P$.

We set $f(x) = h(x)g_2(x)$. Then $f \in C_c(G^{(0)})$ with $0 \leq f \leq 1$ and

\[(3.5.13) \quad \operatorname{supp} f \subset \operatorname{supp} h \subset P \subset V_1.\]

Note that

\[\|f \circ r\|^2_z = \int_{G_z} f(\tilde{r}(\gamma))^2 \, d\lambda_z(\gamma)\]
\[= \int_{G_z} h(\tilde{r}(\gamma))^2 g_2(\tilde{r}(\gamma))^2 \, d\lambda_z(\gamma)\]
\[\geq \int_{W_1} h(\tilde{r}(\gamma))^2 g(\gamma)^2 \, d\lambda_z(\gamma)\]
\[= \int_{W_1} g(\gamma)^2 \, d\lambda_z(\gamma)\]
\[= \|g\|^2_z\]

since $\operatorname{supp} g \subset W_1$ and $h$ is identically one on $\tilde{r}(W_1)$. We now define $F \in C_c(G^{(0)})$ by

\[(3.5.15) \quad F(x) = \frac{f(x)}{\|f \circ r\|^2_z}.\]

Then $\|F \circ r\|^2_z = 1$ and

\[(3.5.16) \quad F \circ r(\gamma) \neq 0 \implies h(r(\gamma)) \neq 0 \implies r(\gamma) \in V_1 \implies \gamma \in G^{V_1}.\]

Let $N = \operatorname{supp} F$. Suppose $K$ is an open relatively compact symmetric neighbourhood of $(G^N_z)(G^{N}_z)^{-1}$ in $G$ and choose $b \in C_c(G)$ such that $b$ is identically one on $(G^N_z)(G^{N}_z)^{-1}$ and identically zero off $K$. As in Theorem 3.5.2 we may assume that $b$ is self-adjoint by considering $\frac{1}{2}(b + b^*)$. Define $D \in C_c(G)$ by $D(\gamma) := F(r(\gamma))F(s(\gamma))b(\gamma)$. By the same argument as in Theorem 3.5.2 $L^2(D)$,
and hence $L^z(D^* \ast D)$, is the rank one projection determined by the unit vector $F \circ r \in L^2(G, \lambda_z)$. From (3.5.8) we have
\[
\text{Tr}(L^{x_n}(D^* \ast D)) = \int_G F(r(\beta))^2 \left( \int_G F(r(\alpha))^2 b(\alpha \beta^{-1})^2 d\lambda_{x_n}(\alpha) \right) d\lambda_{x_n}(\beta).
\]
Since $b$ is identically zero off $K$, the inner integrand is zero unless $\alpha \beta^{-1} \in K$. Combining this with (3.5.13) and the fact that supp$\lambda_{x_n} \subset G_{x_n}$ allows us to see that this inner integrand is zero unless $\alpha \in G_{x_n} \cap K \beta$. Thus
\[
\text{Tr}(L^{x_n}(D^* \ast D)) \leq \int_{\beta \in G_{x_n}^{\overline{V_i}}} F(r(\beta))^2 \left( \int_{\alpha \in G_{x_n}^{\overline{V_i}} \cap K \beta} F(r(\alpha))^2 d\lambda_{x_n}(\alpha) \right) d\lambda_{x_n}(\beta).
\]
Since $V_i$ and $K$ are compact, by Lemma 3.4.1 there exists $i_0$ such that for every $i \geq i_0$ and any $\beta \in G_{x_n}^{\overline{V_i}}$,
\[
\lambda_{x_n}(K \beta \cap G_{x_n}^{V_i}) < \lambda_z(G_{x_n}^{V_i}) + \delta.
\]
So, provided $i \geq i_0$,
\[
\text{Tr}(L^{x_n}(D^* \ast D)) \leq \frac{1}{\|f \circ r\|_2^4} \int_{\beta \in G_{x_n}^{\overline{V_i}}} \lambda_{x_n}(K \beta \cap G_{x_n}^{V_i}) d\lambda_{x_n}(\beta)
\leq \frac{1}{\|f \circ r\|_2^4} \int_{\beta \in G_{x_n}^{\overline{V_i}}} (\lambda_z(G_{x_n}^{V_i}) + \delta) d\lambda_{x_n}(\beta)
\leq \frac{(\lambda_z(G_{x_n}^{V_i}) + \delta) \lambda_{x_n}(G_{x_n}^{\overline{V_i}})}{\|f \circ r\|_2^4}
< \frac{M(1 + \epsilon)(\lambda_z(G_{x_n}^{V_i}) + \delta) \lambda_z(G_{x_n}^{V_i})}{\|g\|_4^4} \quad \text{(by (3.5.10) and (3.5.14))}
< \frac{M(1 + \epsilon)(\lambda_z(G_{x_n}^{V_i}) + \delta) \lambda_z(G_{x_n}^{V_i})}{(\lambda_z(G_{x_n}^{V_i}) - \delta)^2} \quad \text{(by (3.5.12))}
< M(1 + \epsilon)^2 \quad \text{(by (3.5.11)).}
\]

We can now make our conclusion as in [5] Theorem 3.5: by generalised lower semi-continuity [11] Theorem 4.3,
\[
\liminf_n \text{Tr}(L^{x_n}(D^* \ast D)) \geq M_L(L^z, \{L^{x_n}\}) \text{Tr}(L^z(D^* \ast D)) = M_L(L^z, \{L^{x_n}\}).
\]
We now have

\[ M_L(L^z, \{L^{x_n}n\}) \leq \lim \inf_n \text{Tr}(L^{x_n}(D^* \ast D)) \leq M(1 + \epsilon)^2 < \lceil M \rceil + 1, \]

and so \( M_L(L^z, \{L^{x_n}\}) \leq \lceil M \rceil \), as required. \( \square \)

### 3.6. Lower multiplicity and \( k \)-times convergence II

We proved in Proposition 3.3.2 that if a sequence converges \( k \)-times in the orbit space of a principal groupoid, then the lower multiplicity of the associated sequence of representations is at least \( k \). In this section we will prove the converse. The first result in this section generalises [5, Lemma 5.1]; with the exception of notation changes, the proof is the same as the proof in [5].

**Lemma 3.6.1.** Suppose \( G \) is a second countable, locally compact, Hausdorff, principal groupoid. Let \( k \in \mathbb{P}, \ z \in G^{(0)}, \) and \( \{x_n\} \) be a sequence in \( G^{(0)} \). Assume that \([z]\) is locally closed in \( G^{(0)} \) and that there exists \( R > k - 1 \) such that for every open neighbourhood \( U \) of \( z \) with \( G^U \) relatively compact we have

\[ \lim \inf_n \lambda_{x_n}(G^U) \geq R \lambda_z(G^U). \]

Given an open neighbourhood \( V \) of \( z \) such that \( G^V_z \) is relatively compact, there exists a compact neighborhood \( N \) of \( z \) with \( N \subset V \) such that

\[ \lim \inf_n \lambda_{x_n}(G^N) > (k - 1) \lambda_z(G^N). \]

**Proof.** Apply Lemma 3.5.5 to \( V \) with \( 0 < \epsilon < \frac{R - k + 1}{R} \lambda_z(G^V) \) to get an open relatively-compact neighbourhood \( V_1 \) of \( z \) with \( V_1 \subset V \) and

\[ \lambda_z(G^V) - \epsilon < \lambda_z(G^{V_1}) \leq \lambda_z(G^{V_1^-}) \leq \lambda_z(G^V) < \lambda_z(G^{V_1}) + \epsilon. \]

Since \( G^{V_1} \) is relatively compact we have

\[ \lim \inf_n \lambda_{x_n}(G^{V_1^-}) \geq \lim \inf_n \lambda_{x_n}(G^{V_1}) \geq R \lambda_z(G^{V_1}) \geq R(\lambda_z(G^V) - \epsilon) \geq (k - 1) \lambda_z(G^V) \]

(by hypothesis)

\[ > (k - 1) \lambda_z(G^{V_1}). \]

(by our choice of \( \epsilon \))

Since \( G^{V_1} \) is relatively compact we have

\[ \lim \inf_n \lambda_{x_n}(G^{V_1^-}) \geq \lim \inf_n \lambda_{x_n}(G^{V_1}) \geq R \lambda_z(G^{V_1}) > R(\lambda_z(G^V) - \epsilon) \geq (k - 1) \lambda_z(G^V). \]

So we may take \( N = V_1 \). \( \square \)
Remark 3.6.2. The preceding lemma also holds when \( \lim \inf \) is replaced by \( \lim \sup \). No modification of the proof is needed beyond replacing the two occurrences of \( \lim \inf \) with \( \lim \sup \).

We may now proceed to our main theorem.

Theorem 3.6.3. Suppose \( G \) is a second countable, locally compact, Hausdorff principal groupoid that admits a Haar system \( \lambda \). Let \( k \) be a positive integer, let \( z \in G^{(0)} \) and let \( \{x_n\} \) be a sequence in \( G^{(0)} \). Assume that \([z]\) is locally closed in \( G^{(0)} \). Then the following are equivalent:

1. the sequence \( \{x_n\} \) converges \( k \)-times in \( G^{(0)}/G \) to \( z \);
2. \( M_L(L^z, \{L^{x_n}\}) \geq k \);
3. for every open neighbourhood \( V \) of \( z \) in \( G^{(0)} \) such that \( G^{(0)}Vz \) is relatively compact we have
   \[ \lim \inf_n \lambda_{x_n}(G^V) \geq k \lambda_z(G^V); \]
4. there exists a real number \( R > k - 1 \) such that for every open neighbourhood \( V \) of \( z \) in \( G^{(0)} \) with \( G^Vz \) relatively compact we have
   \[ \lim \inf_n \lambda_{x_n}(G^V) \geq R \lambda_z(G^V); \quad \text{and} \]
5. there exists a basic decreasing sequence of compact neighbourhoods \( \{W_m\} \) of \( z \) in \( G^{(0)} \) such that, for each \( m \geq 1 \),
   \[ \lim \inf_n \lambda_{x_n}(G^{W_m}) > (k - 1) \lambda_z(G^{W_m}). \]

Proof. We know that (1) implies (2) by Proposition 3.3.2.

Suppose (2). If \( M_L(L^z, \{L^{x_n}\}) \geq k \), then \( M_L(L^z, \{L^{x_n}\}) > |k - \epsilon| \) for all \( \epsilon > 0 \). By Theorem 3.5.7 for every \( G^{(0)} \)-open neighborhood \( V \) of \( z \) such that \( G^Vz \) is relatively compact, \( \lambda_{x_n}(G^V) > (k - \epsilon) \lambda_z(G^V) \) eventually, and hence (3) holds.

It is immediately true that (4) implies (5).

Suppose (5). We will construct the sequence \( \{W_m\} \) of compact neighbourhoods inductively. Let \( \{V_j\} \) be a basic decreasing sequence of open neighbourhoods of \( z \) such that \( G^{V_j}z \) is relatively compact (such neighbourhoods exist by Lemma 4.1(1)).

By Lemma 3.6.1 there exists a compact neighbourhood \( W_1 \) of \( z \) such that \( W_1 \subset V_1 \) and \( \lambda_{x_n}(G^{W_1}) > (k - 1) \lambda_z(G^{W_1}) \). Now assume there are compact neighbourhoods \( W_1, W_2, \ldots, W_m \) of \( z \) with \( W_1 \supset W_2 \supset \cdots \supset W_m \) such that

\[ W_i \subset V_i \quad \text{and} \quad \lambda_{x_n}(G^{W_i}) > (k - 1) \lambda_z(G^{W_i}) \]
for all $1 \leq i \leq m$. Apply Lemma 3.6.1 to $(\text{Int } m) \cap V_{m+1}$ to obtain a compact neighbourhood $W_{m+1}$ of $z$ such that $W_{m+1} \subseteq (\text{Int } W_m) \cap V_{m+1}$ and (3.6.1) holds for $i = m + 1$, establishing (5).

Suppose (5). We begin by showing that $[x_n] \to [z]$ in $G^{(0)}/G$. Let $q : G^{(0)} \to G^{(0)}/G$ be the quotient map. Let $U$ be a neighbourhood of $[z]$ in $G^{(0)}/G$ and $V = q^{-1}(U)$. There exists $m$ such that $W_m \subseteq V$. Since $\lim \inf \lambda_x(G^{W_m}) > 0$ there exists $n_0$ such that $G_{x_n}^{W_m} \neq \emptyset$ for all $n \geq n_0$. Thus, for $n \geq n_0$, $[x_n] = q(x_n) \in q(W_m) \subseteq q(V) = U$, so $[x_n]$ is eventually in every neighbourhood of $[z]$ in $G^{(0)}/G$.

Now suppose that $M_L(L^z, \{L^{z_n}\}) < \infty$. Then, as in the proof of Theorem 3.5.7 we may localise to an open invariant neighbourhood $Y$ of $z$ such that $[z]$ is the unique limit in $Y/G$ of $[x_n]$. Eventually $W_m \subseteq Y$, and so the sequence $\{x_n\}$ converges $k$-times in $Y/(G|_Y) = Y/G$ to $z$ by Proposition 3.6.2 applied to the groupoid $G|_Y$. This implies that the sequence $\{x_n\}$ converges $k$-times in $G^{(0)}/G$.

Finally, if $M_L(L^z, \{L^{z_n}\}) = \infty$, then $\{x_n\}$ converges $k$-times in $G^{(0)}/G$ to $z$ by Proposition 3.5.3 establishing (1) and completing the proof.

**Corollary 3.6.4.** Suppose that $G$ is a second countable, locally compact, Hausdorff, principal groupoid such that all the orbits are locally closed. Let $k \in \mathbb{P}$ and let $z \in G^{(0)}$ such that $[z]$ is not open in $G^{(0)}$. Then the following are equivalent:

1. whenever $\{x_n\}$ is a sequence in $G^{(0)}$ which converges to $z$ with $[x_n] \neq [z]$, eventually, then $\{x_n\}$ is $k$-times convergent in $G^{(0)}/G$ to $z$;
2. $M_L(L^z) \geq k$.

**Proof.** Assume (1). We must first establish that $\{L^z\}$ is not open in $C^*(G)^\wedge$. If this is not the case, then $\{L^z\}$ is open and we can apply [14 Proposition 3.6] to see that $\{[z]\}$ is open in $G^{(0)}/G$, and so $[z]$ is open in $G^{(0)}$, contradicting our assumption. Since $\{L^z\}$ is not open in $C^*(G)^\wedge$, we can apply [5 Lemma A.2] to see that there exists a sequence $\{\pi_i\}$ of irreducible representations of $C^*(G)$ such that each $\pi_i$ is not unitarily equivalent to $L^z$, $\pi_i \to L^z$ in $C^*(G)^\wedge$, and

$$(3.6.2) \quad M_L(L^z) = M_L(L^z, \{\pi_i\}) = M_U(L^z, \{\pi_i\}).$$

Since the orbits are locally closed, the map $G^{(0)}/G \to C^*(G)^\wedge$ such that $[x] \mapsto L^x$ is a homeomorphism by [14 Proposition 5.1]. It follows that the mapping $G^{(0)} \to C^*(G)^\wedge$ such that $x \mapsto L^x$ is an open surjection, so by [59 Proposition 1.15] there is a sequence $\{x_n\}$ in $G^{(0)}$ such that $x_n \to z$ and $\{L^{z_n}\}$ is unitarily equivalent to a

---

1Proposition 5.1 in [14] states that if a principal groupoid has locally closed orbits, then the map from $G^{(0)}/G$ to $C^*(G)^\wedge$ where $[x] \mapsto L^x$ is a homeomorphism from $G^{(0)}/G$ into $C^*(G)^\wedge$. The proof of [14 Proposition 5.1] explicitly shows that this map is a surjection.
subsequence of \( \{\pi_i\} \). By (3.6.2),

\[
M_L(L^z) = M_U(L^z, \{\pi_i\}) \geq M_U(L^z, \{L^{x_n}\}) \geq M_L(L^z, \{L^{x_n}\}).
\]

We know by (1) that \( \{x_n\} \) converges \( k \)-times to \( z \) in \( G^{(0)}/G \), so it follows from Theorem 3.6.3 that \( M_L(L^z) \geq M_L(L^z, \{L^{x_n}\}) \geq k \).

Assume (2). If \( \{x_n\} \) is a sequence in \( G^{(0)} \) which converges to \( z \) such that \( [x_n] \neq [z] \) eventually, then

\[
M_L(L^z, \{L^{x_n}\}) \geq M_L(L^z) \geq k.
\]

By Theorem 3.6.3 \( \{x_n\} \) is \( k \)-times convergent to \( z \) in \( G^{(0)}/G \). □

The next corollary improves Proposition 3.5.3 and is an immediate consequence of Proposition 3.5.3 and Theorem 3.6.3.

**Corollary 3.6.5.** Suppose that \( G \) is a second countable, locally compact, Hausdorff, principal groupoid with Haar system \( \lambda \). Let \( z \in G^{(0)} \) and let \( \{x_n\} \) be a sequence in \( G^{(0)} \). Assume that \( [z] \) is locally closed. Then the following are equivalent:

1. \( M_L(L^z, \{L^{x_n}\}) = \infty \).
2. For every open neighbourhood \( V \) of \( z \) such that \( G^V \) is relatively compact, \( \lambda_z(G^V) \to \infty \) as \( n \to \infty \).
3. For each \( k \geq 1 \), the sequence \( \{x_n\} \) converges \( k \)-times in \( G^{(0)}/G \) to \( z \).

**3.7. Upper multiplicity and \( k \)-times convergence**

The results in this section are corollaries of Theorems 3.5.7 and 3.6.3: they relate \( k \)-times convergence, measure ratios and upper multiplicity numbers, generalising all the upper-multiplicity results of [5]. We begin with the upper-multiplicity analogue of Theorem 3.5.7.

**Theorem 3.7.1.** Suppose that \( G \) is a second countable, locally compact, Hausdorff, principal groupoid with Haar system \( \lambda \). Let \( M \in \mathbb{R} \) with \( M \geq 1 \), let \( z \in G^{(0)} \) and let \( \{x_n\} \) be a sequence in \( G^{(0)} \). Assume that \( [z] \) is locally closed. Suppose that there exists an open neighbourhood \( V \) of \( z \) in \( G^{(0)} \) such that \( G^V \) is relatively compact and

\[
\lambda_{x_n}(G^V) \leq M \lambda_z(G^V) < \infty
\]

eventually. Then \( M_U(L^z, \{L^{x_n}\}) \leq [M] \).

**Proof.** Since \( G \) is second countable, \( C^*(G) \) is separable. By [5] Lemma A.1 there exists a sequence \( \{L^{x_{n'}}\} \) such that

\[
M_U(L^z, \{L^{x_{n'}}\}) = M_U(L^z, \{L^{x_n}\}) = M_L(L^z, \{L^{x_n}\}).
\]

By Theorem 3.5.7 \( M_L(L^z, \{L^{x_n}\}) \leq [M] \), so \( M_U(L^z, \{L^{x_n}\}) \leq [M] \). □
Corollary 3.7.2. Suppose that $G$ is a second countable, locally compact, Hausdorff, principal groupoid with Haar system $\lambda$ such that all the orbits are locally closed. Let $M \in \mathbb{R}$ with $M \geq 1$ and let $z \in G(0)$. If for every sequence $\{x_n\}$ in $G(0)$ which converges to $z$ there exists an open neighbourhood $V$ of $z$ in $G(0)$ such that $G_z^V$ is relatively compact and

$$\lambda_{x_n}(G^V) \leq M\lambda_z(G^V) < \infty$$

frequently, then $M_U(L^z) \leq \lfloor M \rfloor$.

**Proof.** Since $G$ is second countable, $C^*(G)$ is separable, and so we can apply [7, Lemma 1.2] to see that there exists a sequence $\{\pi_n\}$ in $C^*(G)^\wedge$ that converges to $L^z$ such that $\lambda_L(L^z, \{\pi_n\}) = M_U(L^z, \{\pi_n\}) = M_U(L^z)$.

Since the orbits are locally closed, the map $G(0)/G \to C^*(G)^\wedge$ such that $[x] \mapsto L^x$ is a homeomorphism by [14, Proposition 5.1]. In particular, the mapping $G(0) \to C^*(G)^\wedge$ such that $x \mapsto L^x$ is an open surjection, so by [59, Proposition 1.15] there exists a sequence $\{x_i\}$ in $G(0)$ converging to $z$ such that $\{[L^{x_i}]\}$ is a subsequence of $\{[\pi_n]\}$. By Theorem 3.5.7, $M_L(L^z, [L^{x_i}]) \leq \lfloor M \rfloor$. Since

$$M_U(L^z) = M_L(L^z, \{\pi_n\}) \leq M_L(L^z, \{L^{x_i}\}) \leq M_U(L^z, \{L^{x_i}\}) \leq M_U(L^z, \{\pi_n\}) = M_U(L^z),$$

we obtain $M_U(L^z) \leq \lfloor M \rfloor$, as required. $\square$

In Proposition 3.4.2 we generalised the first part of [5, Proposition 4.1]. We will now generalise the second part. The argument we use is similar to that used in Proposition 3.4.2.

**Proposition 3.7.3.** Let $G$ be a second countable, locally compact, Hausdorff, principal groupoid with Haar system $\lambda$. Let $k \in \mathbb{P}$ and $z \in G(0)$ with $[z]$ locally closed in $G(0)$. Assume that $\{x_n\}$ is a sequence in $G(0)$ such that $[x_n] \to [z]$ uniquely in $G(0)/G$. Suppose $\{W_m\}$ is a basic decreasing sequence of compact neighbourhoods of $z$ such that each $m$ satisfies

$$\limsup_n \lambda_{x_n}(G^{W_m}) > (k - 1)\lambda_z(G^{W_m}).$$

Then there exists a subsequence of $\{x_n\}$ which converges $k$-times in $G(0)/G$ to $z$.

**Proof.** Let $\{K_m\}$ be an increasing sequence of compact subsets of $G$ such that $G = \bigcup_{m \geq 1} \text{Int} K_m$. By the regularity of $\lambda_z$, for each $m \geq 1$ there exist $\delta_m > 0$ and
an open neighbourhood $U_m$ of $G^W_m$ such that
\[(3.7.1) \quad \lim \sup_n \lambda_{x_n}(G^W_m) > (k - 1)\lambda_z(U_m) + \delta_m.\]

We will construct, by induction, a strictly increasing sequence of positive integers \(\{i_m\}\) such that, for all \(m\),
\[(3.7.2) \quad \lambda_{x_{i_m}}(K_m\alpha \cap G^W_m) < \lambda_z(U_m) + \delta_m/k \quad \text{for all } \alpha \in G^W_{x_{i_m}}; \quad \text{and}
\[(3.7.3) \quad \lambda_{x_{i_m}}(G^W_m) > (k - 1)\lambda_z(U_m) + \delta_m.\]

By Lemma 3.4.1 with \(\delta = \lambda_z(U_1) - \lambda_z(G^{W_1}) + \delta_1/k\), there exists \(n_1\) such that \(n \geq n_1\) implies
\[\lambda_{x_n}(K_1\alpha \cap G^{W_1}) < \lambda_z(U_1) + \delta_1/k \quad \text{for all } \alpha \in G^W_{x_n}.
\]

By considering (3.7.1) with \(m = 1\) we can choose \(i_1 \geq n_1\) such that
\[\lambda_{x_{i_1}}(G^{W_1}) > (k - 1)\lambda_z(U_1) + \delta_1.\]

Assuming that \(i_1 < i_2 < \cdots < i_{m-1}\) have been chosen, we can apply Lemma 3.4.1 with \(\delta = \lambda_z(U_m) - \lambda_z(G^W_m) + \delta_m/k\) to obtain \(n_m > i_{m-1}\) such that
\[n \geq n_m \quad \text{implies} \quad \lambda_{x_n}(K_m\alpha \cap G^W_m) < \lambda_z(U_m) + \delta_m/k \quad \text{for all } \alpha \in G^W_{x_n},
\]

and then by (3.7.1) we can choose \(i_m \geq n_m\) such that
\[\lambda_{x_{i_m}}(G^W_m) > (k - 1)\lambda_z(U_m) + \delta_m.
\]

For each \(m \in \mathbb{P}\) choose $\gamma_{i_m}^{(1)} \in G^W_{x_{i_m}}$ (which is non-empty by (3.7.3)). By (3.7.2) and (3.7.3) we have
\[\lambda_{x_{i_m}}(G^W_m \setminus K_m\gamma_{i_m}^{(1)}) = \lambda_{x_{i_m}}(G^W_m) - \lambda_{x_{i_m}}(G^W_m \cap K_m\gamma_{i_m}^{(1)}) > (k - 1)\lambda_z(U_m) + \delta_m - \left(\lambda_z(U_m) + \delta_m/k\right) = (k - 2)\lambda_z(U_m) + \frac{k - 1}{k} \delta_m.
\]

So we can choose $\gamma_{i_m}^{(2)} \in G^W_{x_{i_m}} \setminus K_m\gamma_{i_m}^{(1)}$. This implies, as in the proof of Proposition 3.4.2 that
\[\lambda_{x_{i_m}}\left(G^W_m \setminus (K_m\gamma_{i_m}^{(1)} \cup K_m\gamma_{i_m}^{(2)}\right)) > (k - 3)\lambda_z(U_m) + \frac{(k - 2)}{k} \delta_m,
\]

enabling us to choose $\gamma_{i_m}^{(3)} \in G^W_{x_{i_m}} \setminus (K_m\gamma_{i_m}^{(1)} \cap K_m\gamma_{i_m}^{(2)})$. Continuing in this way for \(j = 3, \ldots, k\), for each \(i_m\) we choose
\[(3.7.4) \quad \gamma_{i_m}^{(j)} \in G^W_{x_{i_m}} \setminus \left(\bigcup_{l=1}^{j-1} K_m\gamma_{i_m}^{(l)}\right).
\]
Note that \( \gamma_{im}^{(j)} \notin K_m \gamma_{im}^{(l)} \) for \( 1 \leq l < j \leq k \).

We claim that \( r(\gamma_{im}^{(l)}) \to z \) as \( m \to \infty \) for \( 1 \leq l \leq k \). To see this, fix \( l \) and let \( V \) be an open neighbourhood of \( z \). Since \( \{W_m\} \) is a decreasing neighbourhood basis for \( z \) there exists \( m_0 \) such that \( m \geq m_0 \) implies \( W_m \subset V \), and so \( r(\gamma_{im}^{(l)}) \in W_m \subset V \).

Finally we claim that \( \gamma_{im}^{(j)} \gamma_{im}^{(l)}^{-1} \to \infty \) as \( m \to \infty \) for \( 1 \leq l < j \leq k \). Fix \( l < j \) and let \( K \) be a compact subset of \( G \). There exists \( m_0 \) such that \( K \subset K_m \) for all \( m \geq m_0 \). By (3.7.4) we know

\[
\gamma_{im}^{(j)} \in G_{x_m}(K_m \gamma_{im}^{(l)}) \\
= (G_{x_m}(\gamma_{im}^{(l)})^{-1} \gamma_{im}^{(l)}) \backslash (K_m \gamma_{im}^{(l)}) \\
= ((G_{x_m}(\gamma_{im}^{(l)})^{-1}) \backslash K_m) \gamma_{im}^{(l)}.
\]

So provided \( m \geq m_0 \), \( \gamma_{im}^{(j)} \gamma_{im}^{(l)}^{-1} \in (G_{x_m}(\gamma_{im}^{(l)})^{-1}) \backslash K_m \subset G \backslash K_m \subset G \backslash K \), enabling us to conclude that \( \{x_{im}\} \) converges \( k \)-times in \( G^{(0)} / G \) to \( z \). \( \square \)

**Theorem 3.7.4.** Suppose that \( G \) is a second countable, locally compact, Hausdorff, principal groupoid with Haar system \( \lambda \). Let \( k \in \mathbb{P} \), let \( z \in G^{(0)} \), and let \( \{x_n\} \) be a sequence in \( G^{(0)} \) such that \([x_n]\) converges to \([z]\) in \( G^{(0)} / G \). Assume that \([z]\) is locally closed. Then the following are equivalent:

1. there exists a subsequence \( \{x_{n_1}\} \) of \( \{x_n\} \) which converges \( k \)-times in \( G^{(0)} / G \) to \( z \);
2. \( M_U(L^z, \{L^{x_n}\}) \geq k \);
3. for every open neighbourhood \( V \) of \( z \) such that \( G^V_z \) is relatively compact we have
   \[
   \limsup_n \lambda_{x_n}(G^V) \geq k \lambda_z(G^V);
   \]
4. there exists a real number \( R > k - 1 \) such that for every open neighbourhood \( V \) of \( z \) in \( G^{(0)} \) with \( G^V_z \) relatively compact we have
   \[
   \limsup_n \lambda_{x_n}(G^V) \geq R \lambda_z(G^V); \quad \text{and}
   \]
5. there exists a basic decreasing sequence of compact neighbourhoods \( \{W_m\} \) of \( z \) in \( G^{(0)} \) such that, for each \( m \geq 1 \),
   \[
   \limsup_n \lambda_{x_n}(G^{W_m}) > (k - 1) \lambda_z(G^{W_m}).
   \]

**Proof.** If (1) holds then \( M_L(L^z, \{L^{x_n}\}) \geq k \) by Theorem 3.6.3 and so

\[
M_U(L^z, \{L^{x_n}\}) \geq M_U(L^z, \{L^{x_n}\}) \geq M_L(L^z, \{L^{x_n}\}) \geq k.
\]
If (2) holds then by [5] Lemma A.1 there is a subsequence \( \{x_{n_r}\} \) such that \( M_L(L^z, \{L^{x_{n_r}}\}) = M_U(L^z, \{L^{x_{n_r}}\}) \) so that \( M_L(L^z, \{L^{x_{n_r}}\}) \geq k \). Let \( V \) be any open neighbourhood of \( z \) in \( G^{(0)} \) such that \( G^z_V \) is relatively compact. Then

\[
\limsup_n \lambda_{x_n}(G^V) \geq \limsup_r \lambda_{x_{n_r}}(G^V) \geq \liminf_r \lambda_{x_{n_r}}(G^V) \geq k \lambda_z(G^V),
\]

using Theorem 3.6.3 for the last step.

That (3) implies (4) is immediate.

That (4) implies (5) follows by making references to Remark 3.6.2 rather than Lemma 3.6.1 in the (4) component of the proof of Theorem 3.6.3.

Assume (5). First suppose that \( M_L(L^z, \{L^{x_n}\}) < \infty \). Since \( [x_n] \to [z] \), we can use an argument found at the beginning of the proof of Theorem 3.5.7 to obtain an open \( G \)-invariant neighborhood \( Y \) of \( z \) in \( G^{(0)} \) so that if we define \( H := G|Y \), there exists a subsequence \( \{x_{n_i}\} \) of \( \{x_n\} \) such that \( [x_{n_i}] \to [z] \) uniquely in \( H^{(0)}/H \). Proposition 3.7.3 now shows us that there exists a subsequence \( \{x_{n_{i_j}}\} \) of \( \{x_{n_i}\} \) that converges \( k \)-times in \( H^{(0)}/H \) to \( z \). It follows that \( \{x_{n_{i_j}}\} \) converges \( k \)-times in \( G^{(0)}/G \) to \( z \).

When \( M_L(L^z, \{L^{x_n}\}) = \infty \), \( \{x_n\} \) converges \( k \)-times in \( G^{(0)}/G \) to \( z \) by Corollary 3.6.5 establishing (1). \( \square \)

**Corollary 3.7.5.** Suppose that \( G \) is a second countable, locally compact, Hausdorff, principal groupoid such that all the orbits are locally closed. Let \( k \in \mathbb{P} \) and let \( z \in G^{(0)} \). Then the following are equivalent:

1. there exists a sequence \( \{x_n\} \) in \( G^{(0)} \) which is \( k \)-times convergent in \( G^{(0)}/G \) to \( z \);
2. \( M_U(L^z) \geq k \).

**Proof.** Assume (1). By the definitions of upper and lower multiplicity,

\[
M_U(L^z) \geq M_U(L^z, \{L^{x_n}\}) \geq M_L(L^z, \{L^{x_n}\}).
\]

By Theorem 3.6.3 we know that \( M_L(L^z, \{L^{x_n}\}) \geq k \), establishing (2).

Assume (2). By [7] Lemma 1.2 there exists a sequence \( \{\pi_n\} \) converging to \( L^z \) such that \( M_L(L^z, \{\pi_n\}) = M_U(L^z, \{\pi_n\}) = M_U(L^z) \). Since the orbits are locally closed, by [14] Proposition 5.1 the mapping \( G^{(0)} \to C^*(G)^\wedge : x \mapsto L^x \) is a surjection. So there is a sequence \( \{L^{x_n}\} \) in \( C^*(G)^\wedge \) such that \( L^{x_n} \) is unitarily equivalent to \( \pi_n \) for each \( n \). Then

\[
M_L(L^z, \{L^{x_n}\}) \geq M_L(L^z, \{\pi_n\}) = M_U(L^z) \geq k,
\]

and it follows from Theorem 3.6.3 that \( \{x_n\} \) is \( k \)-times convergent in \( G^{(0)}/G \) to \( z \). \( \square \)
Corollary 3.7.6. Suppose that $G$ is a second countable, locally compact, Hausdorff, principal groupoid with Haar system $\lambda$. Let $z \in G^{(0)}$ and let $\{x_n\} \subset G^{(0)}$ be a sequence converging to $z$. Assume that $[z]$ is locally closed. Then the following are equivalent:

1. there exists an open neighbourhood $V$ of $z$ such that $G_z^V$ is relatively compact and
$$\limsup_n \lambda_{x_n}(G^V) < \infty;$$
2. $M_V(L^z, \{L^{x_n}\}) < \infty.$

Proof. Suppose that (1) holds. Since $C^*(G)$ is separable, it follows from Lemma A.1 that there exists a subsequence $\{x_{n_j}\}$ of $\{x_n\}$ such that
$$M_L(L^z, \{L^{x_{n_j}}\}) = M_U(L^z, \{L^{x_{n_j}}\}) = M_U(L^z, \{L^{x_n}\}).$$
By (1) and Corollary 3.6.5, $M_L(L^z, \{L^{x_n}\}) < \infty.$ Hence $M_U(L^z, \{L^{x_n}\}) < \infty$, as required.

Suppose that (1) fails. Let $\{V_i\}$ be a basic decreasing sequence of open neighbourhoods of $z$ such that $G^V_{z_i}$ is relatively compact (such neighborhoods exist by Lemma 4.1(1)). Then
$$\limsup_n \lambda_{x_{n_i}}(G^V_{z_i}) = \infty$$
for each $i$ and we may choose a subsequence $\{x_{n_i}\}$ of $\{x_{n_n}\}$ such that $\lambda_{x_{n_i}}(G^V_{z_i}) \to \infty$ as $i \to \infty$.

Let $V$ be any open neighbourhood of $z$ such that $G^V_{z_i}$ is relatively compact. There exists $i_0$ such that $V_i \subset V$ for all $i \geq i_0$. Then, for $i \geq i_0,$
$$\lambda_{x_{n_i}}(G^V_{z_i}) \leq \lambda_{x_{n_i}}(G^V).$$
Thus $\lambda_{x_{n_i}}(G^V) \to \infty$ as $i \to \infty$. By Corollary 3.6.5, $M_L(L^z, \{L^{x_n}\}) = \infty.$ Hence $M_U(L^z, \{L^{x_n}\}) = \infty$, that is (2) fails. \hfill $\square$

Corollary 3.7.7. Suppose $G$ is a second countable, locally compact, Hausdorff, principal groupoid with Haar system $\lambda$ such that all the orbits are locally closed. Let $z \in G^{(0)}$. Then the following are equivalent:

1. $M_U(L^z) < \infty;$
2. there exists an open neighbourhood $V$ of $z$ such that $G^V_z$ is relatively compact and
$$\sup_{x \in V} \lambda_x(G^V) < \infty.$$

Proof. If (2) holds then (1) holds by Corollary 3.7.2.
Let \( \{V_i\} \) be a basic decreasing sequence of open neighbourhoods of \( z \) such that \( G^V_i \) is relatively compact. If \([2]\) fails then \( \sup_{x \in V_i} \{ \lambda_x(G^V_i) \} = \infty \) for each \( i \) and we may choose a sequence \( \{x_i\} \) such that \( x_i \in V_i \) for all \( i \) and \( \lambda_{x_i}(G^V_i) \to \infty \). Since \( \{V_i\} \) is a basic decreasing sequence, \( x_i \to z \).

Let \( V \) be an open neighbourhood of \( z \) such that \( G^V_z \) is relatively compact. There exists \( i_0 \) such that \( V_i \subset V \) for all \( i \geq i_0 \). Then, for \( i \geq i_0 \),

\[
\lambda_{x_i}(G^V) \leq \lambda_{x_i}(G^V).
\]

Thus \( \lambda_{x_i}(G^V) \to \infty \). By Corollary 3.7.6 \( M_U(L^z, \{L^{x_i}\}) = \infty \). Hence \( M_U(L^z) = \infty \), and so \([1]\) fails.

### 3.8. Path groupoid examples

In this section we will show how Theorems 3.6.3 and 3.7.4 can be applied to the path groupoids of directed graphs to reveal the multiplicity structure of their \( C^* \)-algebras. Recall the definition of a directed graph and the path groupoid from Section 2.4. Recall from page 20 that when \( v \) is a vertex, \( f \) is an edge, and there is exactly one infinite path with range \( v \) that includes the edge \( f \), then this infinite path is denoted by \([v, f]^\infty \). When there is exactly one finite path \( \alpha \) with \( r(\alpha) = v \) and \( \alpha_{|\alpha|} = f \), we denote \( \alpha \) by \([v, f]^* \).

**Example 3.8.1 (2-times convergence in a path groupoid).** Let \( E \) be the graph

\[
\begin{array}{c}
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\begin{array}{c}
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\]

and let \( G \) be the path groupoid. For each \( n \geq 1 \) define \( x^{(n)} := [v_1, f^{(1)}_n] \infty \) and let \( z \) be the infinite path with range \( v_1 \) that passes through each \( v_n \). Then \( \{x^{(n)}\} \) converges 2-times in \( G^{(0)}/G \) to \( z \).

**Proof.** We will describe two sequences in \( G \) as in Definition 3.3.1. For each \( n \geq 1 \) define \( \gamma_n^{(1)} := (x^{(n)}, 0, x^{(n)}) \) and \( \gamma_n^{(2)} := ([v_1, f^{(2)}_n] \infty, 0, x^{(n)}) \). It follows immediately that \( s(\gamma_n^{(1)}) = x^{(n)} = s(\gamma_n^{(2)}) \) for all \( n \) and that both \( r(\gamma_n^{(1)}) \) and \( r(\gamma_n^{(2)}) \) converge to \( z \) as \( n \to \infty \). It remains to show that \( \gamma_n^{(2)} (\gamma_n^{(1)})^{-1} \to \infty \) as \( n \to \infty \).

Let \( K \) be a compact subset of \( G \). Our goal is to show that \( \gamma_n^{(2)} (\gamma_n^{(1)})^{-1} = \gamma_n^{(2)} \) is eventually not in \( K \). Since sets of the form \( Z(\alpha, \beta) \) for \( \alpha, \beta \in E^* \) with \( s(\alpha) = s(\beta) \) form a basis for the topology on the path groupoid, for each \( \gamma \in K \) there exist \( \alpha(\gamma), \beta(\gamma) \in E^* \) with \( s(\alpha(\gamma)) = s(\beta(\gamma)) \) so that \( Z(\alpha(\gamma), \beta(\gamma)) \) is an open neighbourhood of \( \gamma \) in \( G \). Thus \( \cup_{\gamma \in K} Z(\alpha(\gamma), \beta(\gamma)) \) is an open cover of the compact set \( K \), and so admits a finite subcover \( \cup_{i=1}^l Z(\alpha(i), \beta(i)) \).
We now claim that for any fixed \( n \in \mathbb{P} \), if there exists \( i \) with \( 1 \leq i \leq I \) such that \( \gamma_n^{(2)} \in Z(\alpha^{(i)}, \beta^{(i)}) \), then \( \|v_1, f_n^{(2)}\| \leq |\alpha^{(i)}| \). Temporarily fix \( n \in \mathbb{P} \) and suppose there exists \( i \) with \( 1 \leq i \leq I \) such that \( \gamma_n^{(2)} \in Z(\alpha^{(i)}, \beta^{(i)}) \). Suppose the converse: that \( |\alpha^{(i)}| < \|v_1, f_n^{(2)}\| \). Since \( \gamma_n^{(2)} \in Z(\alpha^{(i)}, \beta^{(i)}) \), it follows that \( r(\gamma_n^{(2)}) = [v_1, f_n^{(2)}]_p^\infty \in \alpha^{(i)} E^\infty \), and so \( \alpha_p^{(i)} = [v_1, f_n^{(2)}]_p^\infty \) for every \( 1 \leq p \leq |\alpha^{(i)}| \). By examining the graph we can see that \( s([v_1, f_n^{(2)}]_p^\infty) = v_{p+1} \) for all \( 1 \leq p < \|v_1, f_n^{(2)}\| \). Since we also know that \( |\alpha^{(i)}| < \|v_1, f_n^{(2)}\| \), we can deduce that \( s(\alpha^{(i)}) = v_j \) for some \( j \). Furthermore since \( s(\alpha^{(i)}) = s(\beta^{(i)}) \), \( s(\beta^{(i)}) = v_j \). There is only one path with source \( v_j \) and range \( v_1 \), so \( \alpha^{(i)} = \beta^{(i)} \). Note that when \( k = |\alpha^{(i)}| - |\beta^{(i)}| \), the set \( Z(\alpha^{(i)}, \beta^{(i)}) \) is by definition equal to

\[
\{(x, k, y) : x \in \alpha^{(i)} E^\infty, y \in \beta^{(i)} E^\infty, x_p = y_{p-k} \text{ for } p > |\alpha^{(i)}|\},
\]

so since \( \gamma_n^{(2)} \in Z(\alpha^{(i)}, \beta^{(i)}) \) and \( \alpha^{(i)} = \beta^{(i)} \), we can see that \( s(\gamma_n^{(2)})_p = r(\gamma_n^{(2)})_p \), for all \( p \geq |\alpha^{(i)}| \). We know \( s(\gamma_n^{(2)}) = [v_1, f_n^{(1)}]_1^\infty \) and \( r(\gamma_n^{(2)}) = [v_1, f_n^{(2)}]_1^\infty \), so \( [v_1, f_n^{(2)}]_p = [v_1, f_n^{(1)}]_p \) for all \( p \geq |\alpha^{(i)}| \). In particular, since we assumed that \( \|v_1, f_n^{(2)}\| > |\alpha^{(i)}| \), we have

\[
[v_1, f_n^{(2)}]_p^\infty = [v_1, f_n^{(1)}]_p^\infty,
\]

so that \( f_n^{(2)} = f_n^{(1)} \). But \( f_n^{(1)} \) and \( f_n^{(2)} \) are distinct, so we have found a contradiction, and we must have \( \|v_1, f_n^{(2)}\| \leq |\alpha^{(i)}| \).

Our next goal is to show that each \( Z(\alpha^{(i)}, \beta^{(i)}) \) contains at most one \( \gamma_n^{(2)} \). Fix \( n, m \in \mathbb{P} \) and suppose that both \( \gamma_n^{(2)} \) and \( \gamma_m^{(2)} \) are in \( Z(\alpha^{(i)}, \beta^{(i)}) \) for some \( i \). We will show that \( n = m \). Since \( \gamma_n^{(2)} \in Z(\alpha^{(i)}, \beta^{(i)}) \), \( r(\gamma_n^{(2)}) = [v_1, f_n^{(2)}]_p^\infty \in \alpha^{(i)} E^\infty \). Thus there exists \( x \in E^\infty \) such that \( [v_1, f_n^{(2)}] x \in \alpha^{(i)} E^\infty \) and, since \( \|v_1, f_n^{(2)}\| \leq |\alpha^{(i)}| \), we can crop \( x \) to form a finite \( \epsilon \in E^* \) such that \( [v_1, f_n^{(2)}] \epsilon = \alpha^{(i)} \). Similarly there exists \( \delta \in E^* \) such that \( [v_1, f_n^{(2)}] \delta = \alpha^{(i)} \). Then

\[
[v_1, f_n^{(2)}] \epsilon = \alpha^{(i)} = [v_1, f_m^{(2)}] \delta,
\]

which we can see by looking at the graph is only possible if \( n = m \). We have thus shown that if \( \gamma_n^{(2)} \) and \( \gamma_m^{(2)} \) are in \( Z(\alpha^{(i)}, \beta^{(i)}) \), then \( \gamma_n^{(2)} = \gamma_m^{(2)} \).

Let \( S = \{n \in \mathbb{P} : \gamma_n^{(2)} \in K\} \). Since \( K \subset \bigcup_{i=1}^I Z(\alpha^{(i)}, \beta^{(i)}) \) and since \( \gamma_n^{(2)}, \gamma_m^{(2)} \in Z(\alpha^{(i)}, \beta^{(i)}) \) implies \( n = m \), \( S \) can contain at most \( I \) elements. Then \( S \) has a maximal element \( n_0 \) and \( \gamma_n^{(2)} \notin K \) provided \( n > n_0 \). Thus \( \gamma_n \to \infty \) as \( n \to \infty \), and we have shown that \( x^{(n)} \) converges 2-times to \( z \) in \( G^{(0)}/G \). \( \square \)
3.8. PATH GROUPOID EXAMPLES

Example 3.8.2 ($k$-times convergence in a path groupoid). For any fixed positive integer $k$, let $E$ be the graph

\[
\begin{array}{ccccccc}
v_1 & \xrightarrow{f_1} & v_2 & \xrightarrow{f_2} & v_3 & \xrightarrow{f_3} & v_4 & \ldots \\
& \downarrow & & \downarrow & & \downarrow & & \cdots \\
w_1 & & w_2 & & w_3 & & w_4 & & w_5 & & \cdots
\end{array}
\]

and let $G$ be the path groupoid. For each $n \geq 1$ define $x^{(n)} := [v_1, f_n^{(i)}]_{\infty}$ and let $z$ be the infinite path that passes through each $v_n$. Then the sequence $\{x^{(n)}\}$ converges $k$-times in $G^{(0)}/G$ to $z$.

**Proof.** After defining $\gamma_n^{(i)} := ([v_1, f_n^{(i)}], 0, x^{(n)})$ for each $1 \leq i \leq k$, an argument similar to that in Example 3.8.1 establishes the $k$-times convergence. $\square$

Example 3.8.3. [Lower multiplicity 2 and upper multiplicity 3] Consider the graph $E$ described by

\[
\begin{array}{ccccccc}
v_1 & \xrightarrow{f_1^{(1)}} & v_2 & \xrightarrow{f_2^{(1)}} & v_3 & \xrightarrow{f_3^{(1)}} & v_4 & \ldots \\
& \downarrow & & \downarrow & & \downarrow & & \cdots \\
w_1 & & w_2 & & w_3 & & w_4 & & w_5 & & \cdots
\end{array}
\]

where for each odd $n \geq 1$ there are exactly two paths $f_n^{(1)}, f_n^{(2)}$ with source $w_n$ and range $v_n$, and for each even $n \geq 2$ there are exactly three paths $f_n^{(1)}, f_n^{(2)}, f_n^{(3)}$ with source $w_n$ and range $v_n$. Let $G$ be the path groupoid, define $x^{(n)} := [v_1, f_n^{(1)}]_{\infty}$ for every $n \geq 1$, and let $z$ be the infinite path that meets every vertex $v_n$ (so $z$ has range $v_1$). Then

\[
M_L(L^z, \{L^{x^{(n)}}\}) = 2 \quad \text{and} \quad M_U(L^z, \{L^{x^{(n)}}\}) = 3.
\]

**Proof.** We know that $\{x^{(n)}\}$ converges 2-times to $z$ in $G^{(0)}/G$ by the argument in Example 3.8.1, so we can apply Theorem 3.6.3 to see that $M_L(L^z, \{L^{x^{(n)}}\}) \geq 2$. We can see that the subsequence $\{x^{(2n)}\}$ of $\{x^{(n)}\}$ converges 3-times to $z$ in $G^{(0)}/G$ by Example 3.8.2. Theorem 3.7.4 now tells us that $M_U(L^z, \{L^{x^{(n)}}\}) \geq 3$.

Now suppose $M_L(L^z, \{L^{x^{(n)}}\}) \geq 3$. Then by Theorem 3.6.3, $\{x^{(n)}\}$ converges 3-times to $z$ in $G^{(0)}/G$, so there must exist three sequences $\{\gamma_1^{(1)}\}, \{\gamma_2^{(2)}\},$ and $\{\gamma_3^{(3)}\}$ as in the definition of $k$-times convergence (Definition 3.3.1). For each odd $n$, there are only two elements in $G$ with source $x^{(n)}$, so there must exist $1 \leq i < j \leq 3$ such that $\gamma_n^{(i)} = \gamma_n^{(j)}$ frequently. Then $\gamma_n^{(i)} \gamma_n^{(j)^{-1}} = r(\gamma_n^{(i)^{-1}})$ frequently and, since $r(\gamma_n^{(i)}) \to z$, $\{\gamma_n^{(j)} \gamma_n^{(i)^{-1}}\}$ admits a convergent subsequence. Thus $\gamma_n^{(j)} \gamma_n^{(i)^{-1}} \to \infty$, contradicting the definition of $k$-times convergence.
3. STRENGTH OF CONVERGENCE IN THE ORBIT SPACE OF A GROUPOID

If $M_U(L^z, \{L^{x^{(n)}}\}) \geq 4$, then by Theorem 3.7.3 there is a subsequence of $\{x^{(n)}\}$ that converges 4-times to $z$ in $G^{(0)}/G$. A similar argument to that in the preceding paragraph shows that this is not possible since there are at most 3 edges between any $v_n$ and $w_n$. It follows that $M_L(L^z, \{L^{x^{(n)}}\}) = 2$ and $M_U(L^z, \{L^{x^{(n)}}\}) = 3$.  

□

**Lemma 3.8.4.** In Example 3.8.1,

$$M_L(L^z, \{L^{x^{(n)}}\}) = M_U(L^z, \{L^{x^{(n)}}\}) = 2;$$

and in Example 3.8.2,

$$M_L(L^z, \{L^{x^{(n)}}\}) = M_U(L^z, \{L^{x^{(n)}}\}) = k.$$

**Proof.** The same argument as that found in Example 3.8.3 can be used to demonstrate this lemma. The explicit proof was given for Example 3.8.3 since it covers the case where the upper and lower multiplicities are distinct.  

□

In the next example we will add some structure to the graph from Example 3.8.1 to create a path groupoid $G$ with non-Hausdorff orbit space that continues to exhibit 2-times convergence.

**Example 3.8.5.** Let $E$ be the directed graph

and let $G$ be the path groupoid. For every $n \geq 1$ let $x^{(n)}$ be the infinite path $[v_1, f_1^{(1)}]^{\infty}$. Let $x$ be the infinite path with range $v_1$ that passes through each $v_n$ and let $y$ be the infinite path with range $w_1$ that passes through each $w_n$. Then the orbit space $G^{(0)}/G$ is not Hausdorff and $\{x^{(n)}\}$ converges 2-times in $G^{(0)}/G$ to both $x$ and $y$.

**Proof.** To see that $\{x^{(n)}\}$ converges 2-times to $x$ in $G^{(0)}/G$, consider the sequences $\{([v_1, f_1^{(2)}]^{\infty}, 0, x^{(n)})\}$ and $\{x^{(n)}, 0, x^{(n)}\}$ and follow the argument as in Example 3.8.1. To see that $\{x^{(n)}\}$ converges 2-times to $y$ in $G^{(0)}/G$, consider the sequences $\{([w_1, f_1^{(1)}]^{\infty}, 0, x^{(n)})\}$ and $\{([w_1, f_1^{(2)}]^{\infty}, 0, x^{(n)})\}$. While it is tempting to think that this example exhibits 4-times convergence (or even 3-times convergence), this is not the case (see Example 3.8.3 for an argument demonstrating this). We know $x^{(n)}$ converges 2-times to $x$ in $G^{(0)}/G$, so $[x^{(n)}] \to [x]$ in $G^{(0)}/G$, and similarly $[x^{(n)}] \to [y]$ in $G^{(0)}/G$. It follows that $G^{(0)}/G$ is not Hausdorff since $[x] \neq [y]$.  

□
In all of the examples above, the orbits in $G^{(0)}$ are closed and hence $C^*(G)^\wedge$ and $G^{(0)}/G$ are homeomorphic by [14, Proposition 5.1]. By combining the features of the graphs in Examples 3.8.3 and 3.8.5 we obtain a principal groupoid whose $C^*$-algebra has non-Hausdorff spectrum and distinct upper and lower multiplicities among its irreducible representations.
CHAPTER 4

Classes of $C^*$-algebras

This chapter introduces various classes of $C^*$-algebras, beginning with postliminal and liminal $C^*$-algebras in Section 4.1 and proceeding onto bounded trace, Fell and continuous trace $C^*$-algebras in Section 4.2. We will also describe theorems that characterise groupoids with $C^*$-algebras in these classes.

4.1. Liminal and postliminal $C^*$-algebras

Definition 4.1.1. A $C^*$-algebra is liminal (or CCR) if the image of each irreducible representation $\pi$ is exactly $K(\mathcal{H}_\pi)$. A $C^*$-algebra is postliminal (or GCR) if the image of each irreducible representation $\pi$ contains $K(\mathcal{H}_\pi)$.

Pedersen in [43, p. 191] points out that $C^*$-algebras are either extremely well behaved (Type I) or totally misbehaved. Sakai in [55, Theorem 2] showed that these well-behaved Type I algebras are precisely the postliminal $C^*$-algebras.

A locally compact group $H$ is said to be liminal (or respectively postliminal) if $C^*(H)$ is liminal (or respectively postliminal) [20, 13.9.4]. The two following theorems are by Clark.

Theorem 4.1.2 ([13, Theorem 7.1]). Suppose $G$ is second countable, locally compact, Hausdorff groupoid with a Haar system $\lambda$ in which all of the stability subgroups are amenable. Then $C^*(G, \lambda)$ is postliminal if and only if $G^{(0)}/G$ is $T_0$ and all of the stability subgroups are postliminal.

Theorem 4.1.3 ([13, Theorem 6.1]). Suppose $G$ is second countable, locally compact, Hausdorff groupoid with a Haar system $\lambda$ in which all of the stability subgroups are amenable. Then $C^*(G, \lambda)$ is liminal if and only if $G^{(0)}/G$ is $T_1$ and all of the stability subgroups are liminal.

Remark 4.1.4. Recall that a topological space $X$ is $T_1$ if and only if for each $x \in X$, the singleton set $\{x\}$ is closed. It follows that if $G$ is a groupoid, then the orbit space $G^{(0)}/G$ is $T_1$ if and only if the orbits in $G^{(0)}$ are closed subsets of $G^{(0)}$.

Remark [4.1.4] will be used with Theorem 4.1.3 for the results in Chapter 6 characterising the higher-rank graphs with liminal $C^*$-algebras. The rest of this section
demonstrates the analogue of Remark 4.1.4 for use with Theorem 4.1.2. This is that the orbit space $G(0)/G$ is $T_0$ if and only if the orbits in $G(0)$ are locally closed.

A topological space is $\sigma$-compact if it is a union of compact sets. The following result is well known.

**Lemma 4.1.5.** Every second countable, locally compact space is $\sigma$-compact.

**Proof.** Let $X$ be a second countable, locally compact topological space. Since $X$ is second countable there is a countable base $\{U_i\}$ for the topology on $X$. As $X$ is locally compact, each $x \in X$ has a compact neighbourhood $K_x$. Since $\{U_i\}$ is a base for the topology on $X$, for each $x \in X$ there exists $i_x \in \mathbb{N}$ such that $x \in U_{i_x} \subset K_x$. Let $\{U_{i_j}\}$ be the subsequence of $\{U_i\}$ obtained by removing the elements that are not in $\{U_{i_x} : x \in X\}$. Since each $x$ has $U_{i_x} \subset K_x$, for each $j$ there exists a compact set $K_j$ with $U_{i_j} \subset K_j$. Then $X = \bigcup_j K_j$, so $X$ is $\sigma$-compact.

A completely metrisable, second countable, locally compact, topological space is called a Polish space [59], p. 175. As with Lemma 4.1.5, the following result is well known.

**Lemma 4.1.6 ([59, Lemma 6.5]).** Every second countable, locally compact, Hausdorff space is Polish.

An $F_\sigma$ space is a topological space that is a countable union of closed sets. The next result is by Clark.

**Lemma 4.1.7 ([14, p. 258]).** If $G$ is a $\sigma$-compact, Hausdorff groupoid then the relation on $G(0)$ induced by $G$ is an $F_\sigma$ subset of $G(0) \times G(0)$.

The following theorem is a cut-down version of Ramsay’s [50, Theorem 2.1].

**Theorem 4.1.8 ([50, Theorem 2.1]).** Let $G$ be a Polish groupoid and suppose that the relation on $G(0)$ induced by $G$ is an $F_\sigma$ subset of $G(0) \times G(0)$. The following are equivalent:

1. $G(0)/G$ is $T_0$;
2. each orbit in $G(0)$ is a locally closed subset of $G(0)$;
3. $G(0)/G$ is almost Hausdorff; and
4. $G(0)/G$ is a standard Borel space.

The following corollary is, from the perspective of this thesis, the key immediate consequence of Lemmas 4.1.5, 4.1.6 and 4.1.7 and of Theorem 4.1.8. It will be used with Theorem 4.1.2.

**Corollary 4.1.9.** Suppose $G$ is a second countable, locally compact, Hausdorff groupoid. The space $G(0)/G$ is $T_0$ if and only if the orbits in $G(0)$ are locally closed.
4.2. Bounded-trace, Fell and continuous trace $C^*$-algebras

Recall that an element $a \in A$ is positive if $a = b^*b$ for some $b \in A$ and that $A^+$ is the set of all positive elements in $A$. It follows that if $a \in A^+$ and $\pi$ is a representation (which recall is a $*$-homomorphism) of $A$ on a Hilbert space $\mathcal{H}_\pi$, then $\pi(a)$ is a positive element of $B(\mathcal{H})$. The trace of $\pi(a)$ is then given by

$$\text{Tr}(\pi(a)) = \sum_i (\pi(a)\xi_i | \xi_i) \in [0, \infty]$$

for any orthonormal basis $\{\xi_i\}$ of $\mathcal{H}_\pi$. If $\pi$ and $\sigma$ are unitarily equivalent representations of $A$, then $\text{Tr}(\pi(a)) = \text{Tr}(\sigma(a))$, so for each $a \in A^+$ there is a map $\hat{a} : \hat{A} \to [0, \infty]$ such that $\hat{a}(\pi) = \text{Tr}(\pi(a))$ for every irreducible representation $\pi$ of $A$.

**Definition 4.2.1 ([36], pp. 10–11).** Suppose $A$ is a $C^*$-algebra. An element $a \in A^+$ has bounded trace if $\hat{a}$ is bounded. We say that $A$ has bounded trace if the span of all bounded-trace elements is a dense subset of $A$.

Archbold, Somerset and Spielberg in [10] Theorem 2.6] show that the bounded trace $C^*$-algebras are precisely the uniformly liminal $C^*$-algebras from [45] 2.1 and [19] 4.7.11. Milići in [36] Theorem 1] showed that every bounded-trace $C^*$-algebra is liminal.

**Definition 4.2.2 ([20], pp. 104–106]).** Suppose $A$ is a $C^*$-algebra. An element $a \in A^+$ has continuous trace if $\hat{a}$ is bounded and continuous. We say that $A$ has continuous trace if the span of all continuous-trace elements is a dense subset of $A$.

Note that it follows immediately from these definitions that every continuous-trace $C^*$-algebra has bounded trace.

**Proposition 4.2.3 ([20] Proposition 4.5.4]).** A $C^*$-algebra $A$ has continuous trace if and only if $\hat{A}$ is Hausdorff and for every $\pi \in \hat{A}$ there exist $a \in A^+$ and a neighbourhood $V$ of $\pi$ such that $\sigma(a)$ is a rank-one projection for every $\sigma \in V$.

Pedersen in [43] Theorem 6.2.11] shows that postliminal (well behaved) $C^*$-algebras can be thought of as being built out of continuous-trace $C^*$-algebras. Proposition 4.2.3 shows that there is a natural generalisation of continuous-trace $C^*$-algebras:

**Definition 4.2.4 ([2] p. 92]).** A $C^*$-algebra $A$ is Fell if for every $\pi \in \hat{A}$ there exist $a \in A^+$ and a neighbourhood $V$ of $\pi$ such that $\sigma(a)$ is a rank-one projection for every $\sigma \in V$. 
In [29] Theorem 3.3 it is shown by an Huef, Kumjian and Sims that the Fell C\(^*-\)algebras are precisely the Type I\(_0\) C\(^*-\)algebras from [43], p. 191. In Section 3.1 we will introduce the upper and lower multiplicity numbers of the irreducible representations of a C\(^*-\)algebra. Archbold in [4] Theorem 4.6 showed that a C\(^*-\)algebra is Fell if and only if the upper multiplicity number of every irreducible representation is 1. In [10] Theorem 2.6], Archbold, Somerset and Spielberg showed that a C\(^*-\)algebra has bounded trace if and only if the upper multiplicity number of every irreducible representation is finite, so it follows that every Fell C\(^*-\)algebra has bounded trace.

The following theorems are by Clark, an Huef, Muhly and Williams.

**Theorem 4.2.5** ([15], Theorem 4.4). Suppose \( G \) is a second countable, locally compact, Hausdorff, principal groupoid with a Haar system \( \lambda \). Then \( G \) is integrable if and only if \( C^*(G, \lambda) \) has bounded trace.

**Theorem 4.2.6** ([14], Theorem 7.9]). Suppose \( G \) is a second countable, locally compact, Hausdorff principal groupoid with a Haar system \( \lambda \). Then \( G \) is Cartan if and only if \( C^*(G, \lambda) \) is Fell.

**Theorem 4.2.7** ([40], Theorem 2.3]). Suppose \( G \) is a second countable, locally compact, Hausdorff principal groupoid with a Haar system \( \lambda \). Then \( G \) is proper if and only if \( C^*(G, \lambda) \) has continuous trace.
CHAPTER 5

An introduction to graph algebras

In this chapter we will provide a brief overview of the theory of graph algebras, concentrating on the components of the theory relevant to the results in the following chapters. For a broader and more in depth introduction to graph algebras, see Raeburn’s book [46]. Section 5.1 provides a brief overview of the theory of the $C^*$-algebras associated to directed graphs. This includes the definition of the Cuntz-Krieger $C^*$-algebra of a row-finite directed graph, the gauge-invariant uniqueness theorem, the Cuntz-Krieger uniqueness theorem and the desourcification of a row-finite directed graph. Section 5.2 provides an overview of the theory of the $C^*$-algebras associated to higher-rank graphs. This includes the definition of a higher-rank graph, the path groupoid of a row-finite higher-rank graph, and the Cuntz-Krieger $C^*$-algebra of a row-finite higher-rank graph without sources. The Cuntz-Krieger $C^*$-algebras of row-finite higher-rank graphs that may have sources are more tricky and will be covered in Section 5.3. The desourcification of a higher-rank graph is an important concept in this thesis, however it is not necessary for readers only interested in groupoids, so the definition of the desourcification of a higher-rank graph will instead be introduced in Section 6.3 of the following chapter before its use in Section 6.4.

5.1. The Cuntz-Krieger $C^*$-algebras of directed graphs

Recall from Section 2.4 the definition of a directed graph and the definition and composition of the associated finite and infinite paths. Also recall that a directed graph is row-finite if $r^{-1}(v)$ is finite for every vertex $v$. For $n \in \mathbb{N}$, let $E^n$ denote the set of all paths of length $n$. For any $A \subset E^*$ and $X \subset E^* \cup E^\infty$, define

$$AX := \{ \alpha x : \alpha \in A, x \in X, s(\alpha) = r(x) \}.$$ 

If in addition $\alpha \in E^*$, define $\alpha X := \{ \alpha \} X$, noting that this is consistent with the definition of $\alpha E^\infty$ on page 20. The following definition from Raeburn’s book [46] is based on a definition in Kumjian, Pask and Raeburn’s [33].
5. AN INTRODUCTION TO GRAPH ALGEBRAS

Definition 5.1.1. Let $E$ be a row-finite directed graph. A \emph{Cuntz-Krieger $E$-family} $\{S, P\}$ consists of a set $\{P_v : v \in E^0\}$ of mutually orthogonal projections and a set $\{S_f : f \in E^1\}$ of partial isometries satisfying

(i) $S_f^*S_f = P_{s(f)}$ for all $f \in E^1$; and
(ii) $P_v = \sum_{f \in E^1} S_f S_f^*$ for every $v \in E^1$ that is not a source.

The \emph{Cuntz-Krieger directed-graph $C^*$-algebra}, denoted $C^*(E)$, is defined to be the universal $C^*$-algebra generated by a Cuntz-Krieger $E$-family $\{s, p\}$.

The existence of such a universal $C^*$-algebra is guaranteed by [46, Proposition 1.21], which tells us that if $\{T, Q\}$ is a Cuntz-Krieger $E$-family in a $C^*$-algebra $B$, then there is a $*$-homomorphism $\pi_{T,Q} : C^*(E) \to B$ such that $\pi_{T,Q}(s_f) = T_f$ for every $f \in E^1$ and $\pi_{T,Q}(p_v) = Q_v$ for every $v \in E^0$. We will now state the two standard uniqueness theorems for $C^*(E)$ before applying the first of these to the $C^*$-algebras of the path groupoids from Section 2.4. The first of these uniqueness theorems is Bates, Pask, Raeburn and Szymański’s adaptation [12, Theorem 2.1] to directed graphs of an Huef and Raeburn’s [30, Theorem 2.3].

Theorem 5.1.2 (The gauge-invariant uniqueness theorem). Let $E$ be a row-finite directed graph, and suppose that $\{T, Q\}$ is a Cuntz-Krieger $E$-family in a $C^*$-algebra $B$ with each $Q_v \neq 0$. If there is a continuous action $\beta : T \to \Aut B$ such that $\beta_z(T_f) = zT_f$ for every $f \in E^1$ and $\beta_z(Q_v) = Q_v$ for every $v \in E^0$, then $\pi_{T,Q}$ is an isomorphism of $C^*(E)$ onto a $C^*$-subalgebra of $B$.

The next theorem is Bates, Pask, Raeburn and Szymański’s refinement [12, Theorem 3.1] of Kumjian, Pask and Raeburn’s [33, Theorem 3.7] version of the Cuntz-Krieger uniqueness theorem. An \emph{entry} to a cycle $\alpha$ is an edge $f$ with $r(f) = r(\alpha_i)$ and $f \neq \alpha_i$ for some $i \leq |\alpha|$.

Theorem 5.1.3 (The Cuntz-Krieger uniqueness theorem). Suppose $E$ is a row-finite directed graph in which every cycle has an entry, and $\{T, Q\}$ is a Cuntz-Krieger $E$-family in a $C^*$-algebra $B$ such that $Q_v \neq 0$ for every $v \in E^0$. Then $\pi_{T,Q}$ is an isomorphism of $C^*(E)$ onto a $C^*$-subalgebra of $B$.

A \emph{source} in a directed graph $E$ is a vertex $v \in E^0$ with $r^{-1}(v) = \emptyset$. Recall the definition of the path groupoid $G_E$ from Section 2.4.

Proposition 5.1.4. Suppose $E$ is a row-finite directed graph without sources. Then $C^*(E)$ is isomorphic to $C^*(G_E)$.

Proof. By [34, Proposition 4.1] there is a Cuntz-Krieger $E$-family $\{T, Q\}$ such that $C^*(G_E)$ is generated by $\{T, Q\}$ and for each $f \in E^1$, the partial isometry $T_f$
is the characteristic function $1_{Z(f,s(f))}$ of $Z(f,s(f))$. In the proof of [34 Proposition 4.1] it is shown that $T_j T_j^* = 1_{Z(f,f)}$ for every $f \in E^1$, so each $Q_v$ is non-zero by Definition 5.1.1(ii) since $E$ has no sources. Since $C^*(G_E)$ is generated by $\{T, Q\}$, the map $\pi_{T,Q}$ maps $C^*(E)$ onto $C^*(G_E)$. By [34 Corollary 4.8] there is a continuous action $\beta : \mathbb{T} \to \text{Aut} C^*(G_E)$ such that $\beta_z(T_e) = zT_e$ for every $e \in E^1$ and $\beta_z(Q_v) = Q_v$ for every $v \in E^0$. Then $C^*(E)$ is isomorphic to $C^*(G_E)$ by Theorem 5.1.2.

The next example shows that $C^*(E)$ may not be isomorphic to $C^*(G_E)$ when $E$ has a source.

**Example 5.1.5.** Suppose $E$ is the following directed graph.

```

  v

  *-------------------f
```

Then $C^*(G_E)$ is liminal while $C^*(E)$ is not. (This is proved in Example 6.5.7 on page 110.)

It should be noted that in [42], Paterson shows how to construct a groupoid from an arbitrary directed graph such that the groupoid $C^*$-algebra is isomorphic to the directed graph $C^*$-algebra. While these groupoids benefit from this additional generality, here we focus on path groupoids due to their relative simplicity.

The key point to the directed-graph $C^*$-algebras is that many properties of the $C^*$-algebra are reflected in the directed graph. Recall that Lemma 2.4.6 says that if $E$ is a row-finite directed graph, then the path groupoid $G_E$ is principal if and only if $E$ has no cycles. Kumjian, Pask and Raeburn showed in [33] showed that this ‘no cycles’ condition is equivalent to $C^*(E)$ being approximately finite-dimensional:

**Theorem 5.1.6 ([33 Theorem 2.4]).** Suppose $E$ is a row-finite directed graph. Then $C^*(E)$ is approximately finite-dimensional (AF) if and only if $E$ has no cycles.

Before providing another example of how a property of a directed-graph Cuntz-Krieger $C^*$-algebra is reflected in the directed graph, we will introduce some standard definitions. For a directed graph $E$, let $E^{\leq \infty}$ be the union of $E^\infty$ with the set of all $x \in E^*$ where $s(x)$ is a source. For $x \in E^* \cup E^\infty$ define $x(0) := r(x)$ and for $p \in \mathbb{P}$ with $p \leq |x|$, define $x(p) := s(x_p)$. A directed graph $E$ is cofinal if for every $x \in E^{\leq \infty}$ and $v \in E^0$ there exists $\alpha \in vE^*$ such that $s(\alpha)$ is in the path $x$ (or, in other words, $s(\alpha) = x(p)$ for some $p \leq |x|$).
Example 5.1.7 ([46] Example 4.1]). The directed graph

is cofinal whereas the directed graph in Example 5.1.5 is not: if $g$ is the cycle from Example 5.1.5 then for the path $ggg \cdots$ in $E^{\leq \infty}$, there is no path $\alpha$ with $r(\alpha) = v$ and $s(\alpha)$ in the path $ggg \cdots$.

Recall that a $C^*$-algebra $A$ is simple if it has no closed ideals other than 0 and $A$. The following result by Raeburn generalises Bates, Pask, Raeburn and Szymański’s [12] Proposition 5.1, which required the directed graph to have no sources.

Theorem 5.1.8 ([46] Theorem 4.14]). Suppose $E$ is a row-finite directed graph. Then $C^*(E)$ is simple if and only if every cycle in $E$ has an entry and $E$ is cofinal.

Recall from Proposition 5.1.4 that the path groupoids can be used as a model for studying row-finite directed graphs without sources. A natural question to ask is: if these groupoids are used to establish a relationship between the row-finite directed graphs without sources and their associated $C^*$-algebras, can this relationship tell us anything about the $C^*$-algebras of directed graphs with sources? We will now describe an answer to this question provided by Bates, Pask, Raeburn and Szymański’s [12] Lemma 1.2.

Definition 5.1.9. Suppose $E$ is a row-finite directed graph. The directed graph obtained by adding a head

$$v \quad \longrightarrow \quad \cdots \quad \longrightarrow \quad \cdots \quad \longrightarrow \quad \cdots$$

to every source $v$ in $E$ is called the desourcification of $E$ and is denoted by $\tilde{E}$.

Proposition 5.1.10 (Corollary of [12] Lemma 1.2]). Suppose $E$ is a row-finite directed graph. Then the desourcification $\tilde{E}$ of $E$ is a row-finite directed graph without sources and $C^*(\tilde{E})$ is Morita equivalent to $C^*(E)$.

The Morita equivalence that the previous proposition establishes is particularly useful because of the following theorem that combines results from Zettl in [61] and an Huef, Raeburn and Williams in [31].

Theorem 5.1.11 (Results from [61, 31]). Suppose $A$ and $B$ are Morita equivalent $C^*$-algebras. Then

(i) $A$ has continuous trace if and only if $B$ has continuous trace;

(ii) $A$ is Fell if and only if $B$ is Fell;

(iii) $A$ has bounded trace if and only if $B$ has bounded trace;

(iv) $A$ is liminal if and only if $B$ is liminal; and

(v) $A$ is postliminal if and only if $B$ is postliminal.
5.2. Higher-rank graphs and their \( C^* \)-algebras and groupoids

In this section we will define the notion of a higher-rank graph and the associated path groupoid before showing the relationship between higher-rank graphs and directed graphs. This section will conclude with the definition of the Cuntz-Krieger \( C^* \)-algebra of a row-finite higher-rank graph without sources.

A countable category \( \mathcal{C} = (\mathcal{C}^0, \mathcal{C}^*, r, s, \circ, \text{id}) \) consists of two countable sets \( \mathcal{C}^0 \) (objects) and \( \mathcal{C}^* \) (morphisms), two functions \( r, s : \mathcal{C}^* \to \mathcal{C}^0 \) (range and source maps), a partially defined product (composition) \( fg \) for \( f, g \in \mathcal{C}^* \), and an injective map \( \text{id} : \mathcal{C}^0 \to \mathcal{C}^0 \) called the degree map, which satisfies the factorisation property: for every \( \alpha \in \mathcal{C}^* \) such that \( \alpha \circ \mu = \nu \), there exist unique \( \mu, \nu \in \mathcal{C}^* \) such that \( \alpha = \mu \nu \), \( d(\alpha) = m + n \), and \( d(\nu) = n \).

Example 5.2.1. Fix \( k \in \mathbb{P} \). We can construct a countable category from \( \mathbb{N}^k \): define \( \mathcal{N}_k^0 := \{ v \} \) and \( \mathcal{N}_k^* := \mathbb{N}^k \). For each \( m, n \in \mathbb{N}^k \) define \( r(n) := v, s(n) := v \) and \( m \circ n := m + n \). Let \( \text{id}(v) := 0 \). Then \( (\mathcal{N}_k^0, \mathcal{N}_k^*, r, s, \circ, \text{id}) \) is a countable category. With the exception of the morphisms this category has a very basic structure, so the category will be denoted by \( \mathbb{N}^k \).

Definition 5.2.2 ([32], Definitions 1.1]). Suppose \( k \in \mathbb{P} \). A k-graph (or higher-rank graph) is a countable category \( \Lambda = (\Lambda^0, \Lambda^*, r, s, \circ, \text{id}) \) endowed with a functor \( d : \Lambda \to \mathbb{N}^k \) called the degree map, which satisfies the factorisation property: for every \( \alpha \in \Lambda^* \) and \( m, n \in \mathbb{N}^k \) with \( d(\alpha) = m + n \), there exist unique \( \mu, \nu \in \Lambda^* \) such that \( \alpha = \mu \nu \), \( d(\mu) = m \) and \( d(\nu) = n \).

Example 5.2.3. For a directed graph \( E \) there is a natural category \( \Lambda_E \) that can be constructed from \( E \) with \( E^0 \) as the objects and \( E^* \) as the morphisms. The map \( d : E^* \to \mathbb{N} \) such that \( d(\alpha) = |\alpha| \) for every \( \alpha \in E^* \) satisfies the factorisation property, so \( \Lambda_E \) equipped with \( d \) is a 1-graph.

\[ \text{In other words, for every } g, h \in \mathcal{C} \text{ we have } F^0(r \cdot (g \circ h)) = r \cdot (F^*(g \circ h)), F^0(s \cdot (g \circ h)) = s \cdot (F^*(g \circ h)) \text{ and } F^*(g \circ h) = F^*(g) \circ F^*(h). \]
Recall that for $k \in \mathbb{P}$ and $m, n \in \mathbb{N}$, we write $m \leq n$ if $m_i \leq n_i$ for $i = 1, 2, \ldots, k$.

**Example 5.2.4.** Fix $k \in \mathbb{P}$ and $m \in (\mathbb{N} \cup \{\infty\})^k$. Define $\Omega_{k,m}$ to be the category $(\text{Obj}(\Omega_{k,m}), \text{Mor}(\Omega_{k,m}), r, s, \text{id}, \circ)$ such that

- $\text{Obj}(\Omega_{k,m}) = \{p \in \mathbb{N}^k : p \leq m\}$;
- $\text{Mor}(\Omega_{k,m}) = \{(p, q) \in \Omega_0^k \times \Omega_0^k : p \leq q\}$;
- $r(p, q) = p$ and $s(p, q) = q$ for every $(p, q) \in \text{Obj}(\Omega_{k,m})$;
- $\text{id}(p) = (p, p)$ for every $p \in \text{Obj}(\Omega_{k,m})$; and
- $(p, q) \circ (q, t) = (p, t)$ for every $(p, q), (q, t) \in \text{Mor}(\Omega_{k,m})$.

We equip the category $\Omega_{k,m}$ with the degree map $d : \text{Mor}(\Omega_{k,m}) \to \mathbb{N}^k$ where $d(p, q) = q - p$ in order to make $\Omega_{k,m}$ a $k$-graph. If $m = (\infty)^k$, we simplify notation by writing $\Omega_k$ for $\Omega_{k,m}$.

Suppose $\Lambda$ is a $k$-graph. For any $m \in \mathbb{N}^k$, we define $\Lambda^m := \{\alpha \in \text{Mor}(\Lambda) : d(\alpha) = m\}$. Recall that the map $\text{id} : \text{Obj}(\Lambda) \to \text{Mor}(\Lambda)$ is injective. By the factorisation property $\text{id}$ is a bijection onto $d^{-1}(0) = \Lambda^0$. We implicitly identify an object $v \in \text{Obj}(\Lambda)$ with the associated morphism $\text{id}(v) \in \Lambda^0$, so we end up considering $\Lambda^0$ to be $\text{Obj}(\Lambda)$. We simplify notation further by writing $\Lambda$ for $\text{Mor}(\Lambda)$.

A $k$-coloured graph $E = (E^0, E^1, r, s, c)$ is a directed graph $(E^0, E^1, r, s)$ with a colour map $c : E^1 \to \{c_1, c_2, \ldots, c_k\}$ for some distinct $c_1, c_2, \ldots, c_k$. We denote the usual basis for $\mathbb{N}^k$ by $\{e_i\}$. Suppose $\Lambda$ is a $k$-graph. The skeleton of $\Lambda$ is the $k$-coloured graph $E = (E^0, E^1, r, s, c)$ where $E^0 = \Lambda^0$, $E^1 = \bigcup_{i=1}^k \Lambda^{e_i}$, range and source are inherited from $\Lambda$, and for each $i$ ($1 \leq i \leq k$) and $f \in \Lambda^{e_i}$, $c(f) := c_i$.

**Example 5.2.5.** The skeletons of the $k$-graphs $\Omega_{k,m}$ are relatively easy to picture. For example, the skeleton of the 2-graph $\Omega_{2,(3,2)}$ can be illustrated by the following picture.

```
(0,2) ← (1,2) ← (2,2) ← (3,2)
  ↓     ↓     ↓     ↓
(0,1) ← (1,1) ← (2,1) ← (3,1)
  ↓     ↓     ↓     ↓
(0,0) ← (1,0) ← (2,0) ← (3,0)
```

A $k$-graph morphism is a degree-preserving functor. A consequence of the factorisation property is that if $\Lambda$ is a $k$-graph and $\alpha \in \Lambda^m$ for some $m \in \mathbb{N}^k$, then there exists a unique $k$-graph morphism $x_\alpha : \Omega_{k,m} \to \Lambda$ such that $x_\alpha(0, m) = \alpha$. It follows that for any $m \in \mathbb{N}^k$ we can identify $\Lambda^m$ with

$$\{x : \Omega_{k,m} \to \Lambda : x \text{ is a } k\text{-graph morphism}\}.$$  

When $\alpha \in \Lambda$ and $p, q \in \mathbb{N}^k$ with $p \leq q \leq d(\alpha)$, we write $\alpha(p, q)$ for $x_\alpha(p, q)$ and $\alpha(p)$ for $x_\alpha(p)$. 


Kumjian and Pask in [32, p. 7] defined the infinite path space of a $k$-graph $\Lambda$ to be the set

$$\Lambda^\infty = \{ x : \Omega_k \to \Lambda : x \text{ is a } k\text{-graph morphism} \}.$$ 

For each $x \in \Lambda^\infty$ define $r(x) := x(0)$. For each $p \in \mathbb{N}^k$, define $\sigma^p : \Lambda^\infty \to \Lambda^\infty$ by $\sigma^p(x)(m,n) = x(m+p, n+p)$ for $x \in \Lambda^\infty$ and $(m,n) \in \Omega_k$.

In [32], Kumjian and Pask have the standing assumption that each of the higher-rank graphs are row-finite and have no sources (these concepts are defined immediately following Proposition 5.2.6). The point here is that these assumptions are not used in the proof of the following result from [32] and so they are left out here.

**Proposition 5.2.6** ([32, Proposition 2.3]). Suppose $\Lambda$ is a $k$-graph. For any $\alpha \in \Lambda$ and $x \in \Lambda^\infty$ with $r(x) = s(\alpha)$, there is a unique $y \in \Lambda^\infty$ such that $x = \sigma^{d(\alpha)}(y)$ and $\alpha = y(0, d(\alpha))$.

For any $\alpha$, $x$ and $y$ as in Proposition 5.2.6, we write $\alpha x$ for $y$. For $\alpha \in \Lambda$ and $S \subset \Lambda \cup \Lambda^\infty$, define $\alpha S := \{ \alpha x \in \Lambda \cup \Lambda^\infty : x \in S, r(x) = s(\alpha) \}$.

We say $\Lambda$ is row-finite if for each $v \in \Lambda^0$ and $m \in \mathbb{N}^k$, the set $v\Lambda^m$ is finite; a source in $\Lambda$ is an element $v \in \Lambda^0$ such that $v\Lambda^i = \emptyset$ for some $i \ (1 \leq i \leq k)$. It follows that $\Lambda$ has no sources if and only if $v\Lambda^m \neq \emptyset$ for all $v \in \Lambda^0$ and $m \in \mathbb{N}^k$. Note that these notions of ‘row-finite’ and ‘source’ are natural generalisations of ‘row-finite’ and ‘source’ in the context of directed graphs; for a directed graph $E$, the 1-graph $\Lambda_E$ has no sources if and only if $E$ has no sources and $\Lambda_E$ is row-finite if and only if $E$ is row-finite.

After assuming that $\Lambda$ is row-finite, Kumjian and Pask endowed $\Lambda^\infty$ with the topology with basis $\{ \alpha \Lambda^\infty : \alpha \in \Lambda \}$ before showing in [32, Lemma 2.6] that $\alpha \Lambda^\infty$ is compact for every $\alpha \in \Lambda$.

We now describe the higher-rank graph analogue of the notion of shift equivalence in a directed graph from [34]. Suppose $\Lambda$ is a $k$-graph. For each $n \in \mathbb{Z}^k$ define a relation $\sim_n$ on $\Lambda^\infty$ by $x \sim_n y$ if there exists $p \in \mathbb{N}^k$ such that $\sigma^p(x) = \sigma^{p-n}(y)$.

**Lemma 5.2.7.** Suppose $\Lambda$ is a $k$-graph. The relations $\sim_n$ form an equivalence relation on $\Lambda^\infty$ in that $x \sim_0 x$, $x \sim_n y$ implies $y \sim_{-n} x$, and $x \sim_n y, y \sim_m z$ implies $x \sim_{n+m} z$.

**Proof.** Suppose $x, y, z \in \Lambda^\infty$ and $n, m \in \mathbb{N}^k$ satisfy $x \sim_n y$ and $y \sim_m z$. The first claim that $x \sim_0 x$ is trivial. To see $y \sim_{-n} x$, first note that since $x \sim_n y$, there exists $p \in \mathbb{N}^k$ such that $\sigma^p(x) = \sigma^{p-n}(y)$. Then $\sigma^{p-n}(y) = \sigma^p(x) = \sigma^{(p-n)+n}(x)$, so $y \sim_{-n} x$. To see that $x \sim_{n+m} z$, first note that since $y \sim_m z$, there exists $q \in \mathbb{N}^k$
such that \( \sigma^q(y) = \sigma^{q-m}(z) \). Increase \( p \) and \( q \) if necessary so that \( p - n \geq q \). Then
\[
\sigma^p(x) = \sigma^{p-n}(y) = \sigma^{(p-n)-m}(z), \quad \text{so } x \sim_{n+m} y.
\]

If \( x \sim_n y \) for some \( x, y \in \Lambda^\infty \) and \( n \in \mathbb{Z}^k \), we say \( x \) is shift equivalent to \( y \) with lag \( n \). We write \( x \sim y \) when the lag is not important so that \( \sim \) is an equivalence relation. For every \( x \in \Lambda^\infty \) let \( [x] := \{y \in \Lambda^\infty : x \sim y\} \). Unfortunately this notion of shift equivalence is slightly different to Kumjian, Pask, Raeburn and Renault’s notion in [34] of shift equivalent infinite paths in directed graphs: shift equivalence with lag \( n \) in the 1-graph case is the same as shift equivalence with lag \( -n \) in their case. The change has been made to simplify the description of the groupoid in [32].

Kumjian and Pask in [32] defined the following groupoid given a row-finite \( k \)-graph \( \Lambda \). Let
\[
G_\Lambda = \{(x, n, y) \in \Lambda^\infty \times \mathbb{Z} \times \Lambda^\infty : x \sim_n y\}.
\]
Define range and source maps \( r, s : G_\Lambda \to \Lambda^\infty \) by \( r(x, n, y) = (x, 0, x) \), \( s(x, n, y) = (y, 0, y) \). For \( (x, n, y), (y, l, z) \in G_\Lambda \) define \( (x, n, y)(y, l, z) = (x, n + l, z) \) and set \( (x, n, y)^{-1} = (y, -n, x) \); the set \( G_\Lambda \) with these operations is a groupoid called the path groupoid of \( \Lambda \).

**Remark 5.2.8.** For any \( k \)-graph \( \Lambda \) there is a natural isomorphism between \( \Lambda^\infty \) and \( G_\Lambda^{(0)} \) given by \( x \mapsto (x, 0, x) \). Recall the orbit equivalence relation on the unit space of a groupoid: for \( a, b \in G_\Lambda^{(0)} \) we write \( a \approx b \) if there exists \( \gamma \in G_\Lambda \) such that \( r(\gamma) = a \) and \( s(\gamma) = b \). It follows immediately from the definition of the path groupoid that for \( x, y \in \Lambda^\infty \) we have \( x \sim y \) in \( \Lambda^\infty \) if and only if \( (x, 0, x) \approx (y, 0, y) \) in \( G_\Lambda^{(0)} \). These relations are the same under the isomorphism between \( \Lambda^\infty \) and \( G_\Lambda^{(0)} \), so both equivalence relations will simply be denoted by \( \sim \). Since the equivalence class of \( x \in \Lambda^\infty \) under \( \sim \) is denoted by \( [x] \) we will denote the equivalence class of \( (x, 0, x) \in G_\Lambda^{(0)} \) under \( \sim \) by \([ (x, 0, x) \].

Proposition 5.2.9 describes a topology on \( G_\Lambda \) and describes a homeomorphism between \( G_\Lambda^{(0)} \) and \( \Lambda^\infty \). We will frequently abuse notation by implicitly using this homeomorphism. In particular the sets \( \alpha \Lambda^\infty \) will often be considered to be subsets of \( G_\Lambda^{(0)} \). There is only one issue when implicitly using this homeomorphism: the range and source of \( x \in \Lambda^\infty \) are elements of \( \Lambda^0 \) whereas the range and source of \( (x, 0, x) \in G_\Lambda^{(0)} \) is \( (x, 0, x) \in G_\Lambda^{(0)} \). We will thus be careful and use appropriate subscripts with the range and source maps when the context allows for confusion.

Let \( \Lambda \) be a \( k \)-graph. For \( (\alpha, \beta) \in \Lambda \ast \Lambda \) define
\[
Z(\alpha, \beta) = \{(\alpha x, d(\alpha) - d(\beta), \beta x) \in G_\Lambda : x \in s(\alpha)\Lambda^\infty \}.
\]
Proposition 5.2.9 (extension on [32, Proposition 2.8]). Let $\Lambda$ be a row-finite $k$-graph. The sets $\{Z(\mu, \nu) : (\mu, \nu) \in \Lambda * \}$ form a basis for a locally compact Hausdorff topology on $G_\Lambda$. With this topology $G_\Lambda$ is a second countable, $r$-discrete groupoid in which each $Z(\mu, \nu)$ is compact and open. The map from $\Lambda^\infty$ onto $G_\Lambda(0)$ given by $x \mapsto (x, 0, x)$ is a homeomorphism and the counting measures form a Haar system for $G_\Lambda$.

The only part of this result not in [32, Proposition 2.8] is that the counting measures form a Haar system for $G_\Lambda$. While the proof that the counting measures form a Haar system should be the same as in [34, Proposition 2.6], the proof in [34] noted that the range and source maps are local homeomorphisms before using [51, Proposition I.2.7, Proposition I.2.8] to deduce that the counting measures form a Haar system. There is, however, a problem with [51, Proposition I.2.7, Proposition I.2.8] (see Remark 2.1.20). To get around this, we can use Proposition 2.1.21 with the observation in [34, p. 511] that for each $\alpha, \beta \in \Lambda$ with $s(\alpha) = s(\beta)$, the maps $r|_{Z(\alpha, \beta)}$ and $s|_{Z(\alpha, \beta)}$ are homeomorphisms onto $\alpha \Lambda^\infty$ and $\beta \Lambda^\infty$, respectively.

The following is an observation by Kumjian and Pask.

Lemma 5.2.10 ([32, p. 8]). Suppose $E$ is a row-finite directed graph without sources. Then the path groupoid associated to $E$ is isomorphic to the path groupoid associated to $\Lambda_E$.

Definition 5.2.11 ([32 Definitions 1.5]). Let $\Lambda$ be a row-finite $k$-graph without sources. A Cuntz-Krieger $\Lambda$-family is a collection $\{t_\alpha : \alpha \in \Lambda\}$ of partial isometries satisfying:

(CK1) $\{t_v : v \in \Lambda^0\}$ is a family of mutually orthogonal projections;

(CK2) $t_{\mu v} = t_\mu t_v$ for all $\mu, v \in \Lambda$ such that $s(\mu) = r(v)$;

(CK3) $t_\mu^* t_\mu = t_{s(\mu)}$ for all $\mu \in \Lambda$; and

(CK4) for all $v \in \Lambda^0$ and $n \in \mathbb{N}^k$ we have $t_v = \sum_{\alpha \in v\Lambda^n} t_\alpha t_\alpha^*$.

The Cuntz-Krieger higher-rank graph $C^*$-algebra, denoted $C^*(\Lambda)$, is defined to be the universal $C^*$-algebra generated by a Cuntz-Krieger $\Lambda$-family $\{s_\alpha : \alpha \in \Lambda\}$.

Kumjian and Pask showed that the Cuntz-Krieger $C^*$-algebras of row-finite higher-rank graphs without sources are a generalisation of the Cuntz-Krieger $C^*$-algebras of row-finite directed graphs without sources.\footnote{This result is in turn generalised to remove the ‘no sources’ condition in Lemma 5.3.2.}

Lemma 5.2.12 ([32 Examples 1.7(i)]). Suppose $E$ is a row-finite directed graph without sources and let $\Lambda_E$ be the 1-graph from Example 5.2.3. Then $C^*(E)$ is isomorphic to $C^*(\Lambda_E)$.\footnote{This result is in turn generalised to remove the ‘no sources’ condition in Lemma 5.3.2.}
Kumjian and Pask also showed that the path groupoid C*-algebras are faithful models for the Cuntz-Krieger C*-algebras of row-finite higher-rank graphs without sources:

**Lemma 5.2.13 ([32], Corollary 3.5).** Suppose Λ is a row-finite k-graph without sources. Then $C^*(Λ)$ is isomorphic to $C^*(G_Λ)$.

### 5.3. Row-finite higher-rank graphs that may have sources

In this section we will recall Raeburn, Sims and Yeend’s construction in [48] of the Cuntz-Krieger C*-algebra of a row-finite higher-rank graph that may have sources. This is unnecessary for readers who are exclusively interested in groupoid results, however results for this more general class of higher-rank graph algebra will be proved in Section 6.4.

For $k \in \mathbb{P}$ and $m, n \in \mathbb{N}^k$, we denote by $m \lor n$ the coordinate-wise maximum of $m$ and $n$. In other words, if $l = m \lor n$, then $l = \max\{m_i, n_i\}$ for each $1 \leq i \leq k$. Similarly the coordinate-wise minimum of $m$ and $n$ is denoted by $m \land n$.

Suppose Λ is a $k$-graph. For $\mu, \nu \in Λ$, define

$$\Lambda_{\text{min}}(\mu, \nu) = \{(α, β) \in Λ \times Λ : \mu α = ν β, d(μ α) = d(μ) \lor d(ν)\}.$$ 

The elements of $\Lambda_{\text{min}}(\mu, \nu)$ are called the *minimal extensions* of $(\mu, \nu)$. Suppose $v \in Λ^0$. A subset $D \subset v Λ$ of Λ is *exhaustive* if for every $\mu \in v Λ$ there exists $ν \in D$ such that $\Lambda_{\text{min}}(\mu, ν) \neq \emptyset$. The set of all finite exhaustive subsets of Λ are denoted by $\mathcal{FE}(Λ)$, and we let $v \mathcal{FE}(Λ)$ denote the set $\{D \in \mathcal{FE}(Λ) : D \subset v Λ\}$.

The C*-algebra of a row-finite higher-rank graph without sources was defined in Definition 5.2.11. When Λ has sources, condition (CK4) from Definition 5.2.11 causes problems since $v Λ^n$ may be non-empty for some values of $n$ and empty for others. The following defines the Cuntz-Krieger C*-algebras of row-finite higher-rank graphs that may have sources. Conditions (CK3) and (CK4) change substantially between these definitions so that the new relations are “the right relations for generating tractable Cuntz-Krieger algebras for which a homomorphism is injective on the core if and only if it is nonzero at each vertex projection” [48, Remark 2.6].

**Definition 5.3.1 ([48], Definition 2.5).** Let Λ be a row-finite $k$-graph. A *Cuntz-Krieger Λ-family* is a collection $\{t_α : α \in Λ\}$ of partial isometries satisfying:

- (CK1) $\{t_ν : ν \in Λ^0\}$ is a family of mutually orthogonal projections;
- (CK2) $t_μ t_ν = t_ν t_μ$ for all $\mu, \nu \in Λ$ such that $s(μ) = r(ν)$;
- (CK3) $t_μ^* t_ν = \sum_{(α, β) \in Λ_{\text{min}}(μ, ν)} t_α t_β^*$ for all $\mu, \nu \in Λ$; and

3This is presented in 48 for the more general ‘finitely aligned’ class of higher-rank graphs.
The Cuntz-Krieger higher-rank graph \( C^*(\Lambda) \), denoted \( C^*(\Lambda) \), is defined to be the universal \( C^* \)-algebra generated by a Cuntz-Krieger \( \Lambda \)-family \( \{ s_\alpha : \alpha \in \Lambda \} \).

Raeburn, Sims and Yeend in [48, Proposition B.1] show that if \( \Lambda \) is a row-finite \( k \)-graph without sources then the Cuntz-Krieger relations from Definitions 5.2.11 and 5.3.1 coincide\(^4\) so that the definitions of \( C^*(\Lambda) \) in Definitions 5.2.11 and 5.3.1 are consistent. The next lemma generalises Lemma 5.2.12.

**Lemma 5.3.2 ([48, Proposition B.1]).** Suppose \( E \) is a row-finite directed graph and let \( \Lambda_E \) be the 1-graph from Example 5.2.3. Then \( C^*(E) \) is isomorphic to \( C^*(\Lambda_E) \).

The following example shows that it is possible for \( C^*(G_\Lambda) \) to be substantially different to \( C^*(\Lambda) \) when \( \Lambda \) has sources.

**Example 5.3.3.** Suppose \( \Lambda \) is the 1-graph with the directed graph from Example 5.1.5 as the skeleton. Then \( C^*(G_\Lambda) \) is liminal while \( C^*(\Lambda) \) is not.

**Proof.** In Example 6.5.7 it is shown that if \( E \) is the directed graph from Example 5.1.5 then \( C^*(G_E) \) is liminal while \( C^*(E) \) is not. The result follows since \( G_E \cong G_\Lambda \) by Lemma 5.2.10 and \( C^*(E) \cong C^*(\Lambda) \) by Lemma 5.3.2. \( \square \)

Raeburn, Sims and Yeend in [48] describe versions of the gauge-invariant uniqueness theorem and the Cuntz-Krieger uniqueness theorem for row-finite higher-rank graphs that may have sources.

---

\(^4\)They actually showed that the Cuntz-Krieger relations from Definition 5.3.1 coincide with those relations from [47, Definition 3.3], however this in turn coincides with the relations in Definition 5.2.11 when \( \Lambda \) has no sources.
Categorising higher-rank graphs using the path groupoid

6.1. Liminal and postliminal higher-rank graph algebras

This section establishes characterisations of the row-finite higher-rank graphs without sources that have liminal and postliminal $C^*$-algebras. In Section 6.4 we will relax the hypothesis to permit higher-rank graphs with sources.

A characterisation of the directed graphs with liminal $C^*$-algebras has been developed by Ephrem in [22, Theorem 5.5] and characterisations of the directed graphs with postliminal $C^*$-algebras have been developed by Ephrem in [22, Theorem 7.3] and by Deicke, Hong and Szymański in [18, Theorem 2.1]. To achieve [22, Theorem 5.5], Ephrem began by developing a characterisation of the row-finite directed graphs without sources that have liminal $C^*$-algebras and then used the Drinen-Tomforde desingularisation (see [21]) to generalise this result to the arbitrary directed graph case. To characterise the higher-rank graphs with liminal $C^*$-algebras we follow a similar approach: Theorem 6.1.4 characterises the row-finite $k$-graphs without sources and with liminal $C^*$-algebras and Theorem 6.4.1 generalises this characterisation to row-finite $k$-graphs that may have sources. The generalisation process uses the Farthing-Webster higher-rank graph desourcification that was developed by Webster in [56] based on Farthing’s [23] (see Section 6.3). At the time of writing no full desingularisation process exists for higher-rank graphs so our theorems will only apply to row-finite higher-rank graphs.

Ephrem’s characterisation [22, Theorem 7.3] of the directed graphs with postliminal $C^*$-algebras followed a similar approach to [22, Theorem 5.5] by first developing a characterisation for the row-finite directed graphs without sources and then using the Drinen-Tomforde desingularisation to generalise the result to remove the ‘row-finite’ requirement and permit sources. Again we follow a similar approach: Theorem 6.1.7 characterises the row-finite $k$-graphs without sources and with liminal $C^*$-algebras and Theorem 6.4.5 uses the Farthing-Webster generalisation to generalise this characterisation to row-finite $k$-graphs that may have sources.

In Section 6.5 we will show how, given a row-finite directed graph $E$, we may apply Theorems 6.1.4, 6.1.7, 6.4.1 and 6.4.5 to the 1-graph $\Lambda_E$ to obtain characterisations of the row-finite directed graphs with liminal and postliminal $C^*$-algebras. We will also show how these characterisations coincide with Ephrem’s from [22].
Definition 6.1.1. Suppose \( \Lambda \) is a \( k \)-graph and \( x, y \in \Lambda^\infty \). We say \( x \) is frequently divertable to \([y]\) if for every \( n \in \mathbb{N}^k \) there exists \( z \in x(n)\Lambda^\infty \) such that \( z \) is shift equivalent to \( y \).

Suppose \( \Lambda \) is a 1-graph, \( v \in \Lambda^0 \) and \( f \in \Lambda^1 \). If there is exactly one path \( x \) in \( \Lambda^\infty \) with \( x(0) = v \) and \( x(n, n + 1) = f \) for some \( n \in \mathbb{N} \), we denote \( x \) by \([v, f]^{\infty}\).

Example 6.1.2. Suppose \( \Lambda \) is the 1-graph with skeleton described by the following picture.

\[
\begin{array}{cccccccc}
  & v_0 & \longrightarrow & v_1 & \longrightarrow & v_2 & \longrightarrow & v_3 & \longrightarrow & v_4 & \longrightarrow & \cdots \\
\end{array}
\]

Let \( x, y \) be the paths in \( \Lambda^\infty \) such that \( x(n) = v_n \) and \( y(n) = u_n \) for all \( n \in \mathbb{N} \). Then \( x \) is frequently divertable to \([y]\) but \( y \) is not frequently divertable to \([x]\).

To see that \( x \) is frequently divertable to \([y]\), fix \( n \in \mathbb{N} \) and note that \([v_n, f_n]^{\infty} \in x(n)\Lambda^\infty \cap [y] \). To see that \( y \) is not frequently divertable to \([x]\), observe that the only path in \( y(0)\Lambda^\infty = u_0\Lambda^\infty \) is \( y \), which is not shift equivalent to \( x \).

Lemma 6.1.3. Suppose \( \Lambda \) is a row-finite \( k \)-graph and that \( x, y \in \Lambda^\infty \). Then \( x \) is frequently divertable to \([y]\) if and only if \( x \in \overline{[y]} \).

Proof. Suppose \( x \in \overline{[y]} \) and fix \( n \in \mathbb{N}^k \). Then every open neighbourhood \( U \) of \( x \) intersects \([y]\). Since \( x(0,n)\Lambda^\infty \) is an open neighbourhood of \( x \), it follows that \( x(0,n)\Lambda^\infty \) intersects \([y]\). Suppose \( z \in x(0,n)\Lambda^\infty \cap [y] \). Then \( \sigma^n(z) \in x(n)\Lambda^\infty \) and \( \sigma^n(z) \) is shift equivalent to \( y \). Since \( n \) was fixed arbitrarily, it follows that \( x \) is frequently divertable to \([y]\).

Now suppose that \( x \) is frequently divertable to \([y]\). Let \( U \) be an open neighbourhood of \( x \) in \( \Lambda^\infty \). Since the sets \( \alpha\Lambda^\infty \) form a basis of open sets for \( \Lambda^\infty \), there exists \( m \in \mathbb{N}^k \) such that \( x(0,m)\Lambda^\infty \subset U \). Since \( x \) is frequently divertable to \([y]\), there exists \( z \in x(m)\Lambda^\infty \) with \( z \) shift equivalent to \( y \). Thus

\[
(0,m)z \in x(0,m)\Lambda^\infty \subset U,
\]

and as \( z \in [y] \), we know that \( x(0,m)z \in [y] \), so \([y]\) intersects \( U \). It follows that \( x \in \overline{[y]} \) since \( U \) is an arbitrarily fixed neighbourhood of \( x \). \( \square \)

Theorem 6.1.4. Suppose \( \Lambda \) is a row-finite \( k \)-graph without sources and let \( G \) be the associated path groupoid. Then the following are equivalent:

1. every orbit in \( G^{(0)} \) is closed;
2. for every \( x \in \Lambda^\infty \), every path in \( \Lambda^\infty \) that is frequently divertable to \([x]\) is shift equivalent to \( x \); and
3. \( C^*(\Lambda) \cong C^*(G) \) is liminal.
6.1. LIMINAL AND POSTLIMINAL HIGHER-RANK GRAPH ALGEBRAS

Proof. (1) \implies (2). Suppose (1), fix \( x \in \Lambda^\infty \) and suppose \( y \) is frequently divertable to \([x]\). Then \( y \in [x] \) by Lemma 6.1.3. Since \([x]\) is closed, \([x] = \overline{[x]}\), so \( y \in [x] \), establishing (2).

(2) \implies (1). Fix \( x \in \Lambda^\infty \) and choose \( y \in [x] \). Then \( y \) is frequently divertable to \([x]\) by Lemma 6.1.3 and it follows from (2) that \( y \in [x] \). Thus \([x] = \overline{[x]}\) and (1) follows by considering the homeomorphism between \( \Lambda^\infty \) and \( G(0) \) from Proposition 5.2.9.

(1) \iff (3). Note that \( C^*(G) \) is isomorphic to \( C^*(\Lambda) \) by Lemma 5.2.13. Since the stability subgroups \( G|_x \) are abelian, they are amenable and \( C^*(G|_x) \cong C_0(\hat{G|_x}) \) is liminal. We can now apply Theorem 4.1.3 and Remark 4.1.3 which says that \( C^*(G) \) is liminal if and only if every orbit in \( G(0) \) is closed.

Example 6.1.5. Let \( \Lambda \) be the 1-graph from Example 6.1.2. Let \( x, y \) be the associated paths in \( \Lambda^\infty \), noting that \( x \) is not shift equivalent to \( y \). It was shown in Example 6.1.2 that \( x \) is frequently divertable to \([y]\), so condition (2) from Theorem 6.1.4 does not hold and \( C^*(\Lambda) \) is not liminal.

Lemma 6.1.6. Suppose \( \Lambda \) is a \( k \)-graph and \( x \in \Lambda^\infty \). Suppose there exists \( n \in \mathbb{N}^k \) such that every element of \( x(n)\Lambda^\infty \) that is frequently divertable to \([x]\) is shift equivalent to \( x \). Then for every \( y \in [x] \), there exists \( m \in \mathbb{N}^k \) such that every element of \( y(m)\Lambda^\infty \) that is frequently divertable to \([x]\) is shift equivalent to \( x \).

Proof. Fix \( y \in [x] \). Then \( x \sim_a y \) for some \( a \in \mathbb{Z}^k \), so there exists \( l \in \mathbb{N}^k \) such that \( \sigma^l(x) = \sigma^{l-a}(y) \). We may increase \( n \) if necessary to ensure that \( n \geq l \). We now have
\[
x(n) = x((n - l) + l) = y((n - l) + (l - a)) = y(n - a)
\]
and the result follows since \( x(n)\Lambda^\infty = y(n - a)\Lambda^\infty \).

Theorem 6.1.7. Suppose \( \Lambda \) is a row-finite \( k \)-graph without sources and let \( G \) be the associated path groupoid. Then the following are equivalent:

1. every orbit in \( G(0) \) is locally closed;
2. for every path \( x \in \Lambda^\infty \) there exists \( n \in \mathbb{N}^k \) such that every path in \( x(n)\Lambda^\infty \) that is frequently divertable to \([x]\) is shift equivalent to \( x \); and
3. \( C^*(\Lambda) \cong C^*(G) \) is postliminal.

Proof. (1) \implies (2). Suppose (1) and fix \( x \in \Lambda^\infty \). By (1) there is an open \( U \subset \Lambda^\infty \) such that \([x]\) = \( U \cap [x] \). Then \( x \in U \) so by the topology on \( \Lambda^\infty \) there exists \( n \in \mathbb{N}^k \) such that \( x(0, n)\Lambda^\infty \subset U \). Suppose \( y \) is a path in \( x(n)\Lambda^\infty \) that is frequently divertable to \([x]\). Then \( x(0, n)y \in [x] \) by Lemma 6.1.3 so \( x(0, n)y \in U \cap [x] = [x] \) and it follows that \( y \in [x] \), establishing (2).
CATEGORISING HIGHER-RANK GRAPHS USING THE PATH GROUPOID

(2) $\implies$ (1). Fix $x \in \Lambda^\infty$ and suppose there exists $n \in \mathbb{N}^k$ as in (2). It follows from Lemma 6.1.6 that for every $y \in [x]$, there exists $m(y) \in \mathbb{N}^k$ such that every path in $y(m(y))\Lambda^\infty$ that is frequently divertable to $[x]$ is shift equivalent to $x$. Let $V = \cup_{y \in [x]} y(0, m(y))\Lambda^\infty$ and note that $[x] \subset V$ and that every path in $V$ that is frequently divertable to $[x]$ is shift equivalent to $x$. We can now use Lemma 6.1.3 to see that $V \cap [x] = [x]$. Finally, note that $V$ is open since each $y(0, m(y))\Lambda^\infty$ is, so $[x]$ is locally closed.

(1) $\iff$ (3). The (1) $\iff$ (3) argument from Theorem 6.1.4 works by using Theorem 4.1.2 and Corollary 4.1.9 in place of Theorem 4.1.3 and Remark 4.1.4. □

Example 6.1.8. Let $\Lambda$ be the 1-graph from Example 6.1.2. Then $C^*(\Lambda)$ is postliminal.

Proof. Fix $a \in \Lambda^\infty$ and let $x, y$ be the paths in $\Lambda^\infty$ from Example 6.1.2. We aim to establish condition (2) from Theorem 6.1.7. That is, for each $a \in \Lambda^\infty$ we need to find $n \in \mathbb{N}$ such that every path in $a(n)\Lambda^\infty$ that is frequently divertable to $[a]$ is shift equivalent to $a$. We will consider three cases. The first case is when $a = \sigma^m(y)$ for some $m \in \mathbb{N}$. The only path in $a(0)\Lambda^\infty = u_m\Lambda^\infty$ is $a$, so $a(0)\Lambda^\infty \setminus [a] = \emptyset$, and $n = 0$ will do.

The second case is when $a = \sigma^m(x)$ for some $m \in \mathbb{N}$. Then

$$a(0)\Lambda^\infty \setminus [a] = v_m\Lambda^\infty \setminus [a] = \{v_m, f_m + l : l \in \mathbb{N}\}$$

and none of these paths are frequently divertable to $[a]$, so $n = 0$ will do.

The final case is when $a = [v_m, f_{m+l}]^\infty$ for some $m, l \in \mathbb{N}$. Then $a(l, l+1) = f_{m+l}$ and by observing the graph it can be seen that $b := \sigma^{l+1}(a)$ is the only path in $a(l+1)\Lambda^\infty$. Since $b$ is shift equivalent to $a$, $a(l+1)\Lambda^\infty \setminus [a] = \emptyset$, so $n = l + 1$ will do.

It follows from our consideration of these three cases that condition (2) from Theorem 6.1.7 holds and so $C^*(\Lambda)$ is postliminal. □

Example 6.1.9. Suppose $\Lambda$ is the 1-graph with skeleton described by the following picture. Then $C^*(\Lambda)$ is not postliminal.

Proof. Let $x$ and $y$ be the paths in $\Lambda^\infty$ such that $x(n) = v_n$ and $y(n) = u_n$ for all $n \in \mathbb{N}$. We claim that condition (2) from Theorem 6.1.7 does not hold. To see this, note that for every $n \in \mathbb{N}$, there are paths in $x(n)\Lambda^\infty = v_n\Lambda^\infty$ that are shift equivalent to $y$. Each of these paths in $x(n)\Lambda^\infty \cap [y]$ are frequently divertable to $[x]$ but not shift equivalent to $x$. Thus condition (2) from Theorem 6.1.7 does not hold and so $C^*(\Lambda)$ is not postliminal. □
6.2. Bounded-trace, Fell, and continuous-trace graph algebras

This section establishes characterisations of row-finite higher-rank graphs without sources that have integrable, Cartan and proper path groupoids. Assuming that the path groupoids are principal enables us to use the theorems in Section 4.2 by Clark, an Huef, Muhly and Williams to provide necessary and sufficient conditions for the C*-algebras of these higher rank graphs to have bounded trace, to be Fell and to have continuous trace. Not much generality is lost when we assume that path groupoids are principal since every integrable path groupoid is principal (see Lemma 6.2.4). A later remark, Remark 6.5.14, discusses what the requirement of having a principal path groupoid means in the directed graph context.

**Lemma 6.2.1.** Suppose $\Lambda$ is a row-finite $k$-graph without sources. The path groupoid associated to $\Lambda$ is principal if and only if $n = 0$ whenever a path in $\Lambda^\infty$ is shift equivalent to itself with lag $n$.

**Proof.** The stability subgroups in $G$ are $S_{(x,0,x)} = \{(x, n, x) : x \sim_n x\}$. Since a groupoid is principal if and only if all the stability subgroups are trivial, the result follows. $\square$

It follows from this lemma that $G_\Lambda$ is principal if and only if $\Lambda$ has no periodic paths (as defined in [32]). We avoid this notion of ‘periodic paths’ because it can be misleading when extended to boundary paths as would be required in Section 6.4.

**Example 6.2.2.** Let $\Lambda$ be the unique 2-graph with the following skeleton.

The path groupoid associated to $\Lambda$ is not principal: suppose the morphisms in $\Lambda$ corresponding to the solid edges have degree $(1, 0)$ and the morphisms corresponding to the dashed edges have degree $(0, 1)$. Let $x$ be the unique path in $\Lambda^\infty$ with range $v$. Then $\sigma^{(1,0)}(x) = \sigma^{(0,1)}(x)$, so $x$ is shift equivalent to itself with lag $(1, -1)$. Lemma 6.2.1 now applies to show that the path groupoid associated to $\Lambda$ is not principal.

**Remark 6.2.3.** A *cycle* in a $k$-graph is a path $\alpha \in \Lambda$ with $d(\alpha) \neq 0$ and, for distinct $m, n \leq d(\alpha)$, we have $\alpha(m) = \alpha(n)$ if and only if $m, n \in \{0, d(\alpha)\}$. A corollary of Lemma 6.2.1 is that the path groupoid of a 1-graph is principal if and only if the 1-graph has no cycles. Example 6.2.2 demonstrates that the same is not true for 2-graphs since no path in that 2-graph has both non-zero degree and equal range and source.

**Lemma 6.2.4.** Suppose $\Lambda$ is a row-finite $k$-graph without sources. If $G_\Lambda$ is integrable, then $G_\Lambda$ is principal.
PROOF. Suppose \( G = G_\Lambda \) is integrable and that \( x \in \Lambda^\infty \) satisfies \( x \sim_n x \) for some \( n \in \mathbb{N}^k \). Then there exists \( p \in \mathbb{N}^k \) such that \( \sigma^p(x) = \sigma^{p-n}(x) \). Fix \( i \in \mathbb{N} \) and let \( q = p \lor (p + n) \lor \cdots \lor (p + in) \). Then \( q - jn \geq p \) for every \( j \leq i \) so \( \sigma^q(x) = \sigma^{q-in}(x) \) and \( x \sim_{in} x \). We now have \( \{(x, jn, x) : j \in \mathbb{N}\} \subset G_x^{(r(x)\Lambda^\infty)} \), but this set must be finite since \( \lambda_x \) is the counting measure on \( G_x \) and \( G \) integrable implies \( \lambda_x(G^{(r(x)\Lambda^\infty)}) < \infty \). Thus \( n = 0 \) and so \( G \) is principal by Lemma 6.2.4. \( \square \)

LEMMA 6.2.5. Suppose \( \Lambda \) is a row-finite \( k \)-graph without sources. If \( G_\Lambda \) is principal then for every \( x \in \Lambda^\infty \) and \( V \subset \Lambda^\infty \), the quantity \( \lambda_x(G^V) \) is the number of paths in \( V \) that are shift equivalent to \( x \).

PROOF. Suppose \( G = G_\Lambda \) is principal and note that \( \lambda_x(G^V) \) is the number of elements in \( \{(y, n) \in V \times \mathbb{Z}^k : y \sim_n x\} \). If \( y \sim_m x \) and \( y \sim_n x \) for some \( m, n \in \mathbb{Z}^k \), then \( (y, m, x) \) and \( (y, n, x) \) are elements of the principal groupoid \( G \) with equal range and source, so \( m = n \). Then \( \lambda_x(G^V) \) is the number of elements in \( \{y \in V : y \sim x\} \), as required. \( \square \)

THEOREM 6.2.6. Suppose \( \Lambda \) is a row-finite \( k \)-graph without sources. The following are equivalent:

1. \( G_\Lambda \) is integrable;
2. \( G_\Lambda \) is principal, and for every \( v \in \Lambda^0 \) there exists \( M \in \mathbb{N} \) such that for any \( x \in \Lambda^\infty \) there are at most \( M \) paths in \( \Lambda^\infty \) with range \( v \) that are shift equivalent to \( x \); and
3. \( G_\Lambda \) is principal, and \( C^*(\Lambda) \cong C^*(G_\Lambda) \) has bounded trace.

PROOF. Let \( G = G_\Lambda \). (1) \( \implies \) (2). Suppose (1) and note that \( G \) is principal by Lemma 6.2.4. Fix \( v \in \Lambda^0 \). Since \( G \) is integrable, \( \sup_{x \in \Lambda^\infty} \lambda_x(G^{(r(x)\Lambda^\infty)}) < \infty \), so there exists \( M \in \mathbb{N} \) such that \( \lambda_x(G^{(r(x)\Lambda^\infty)}) \leq M \) for every \( x \in v\Lambda^\infty \). Lemma 6.2.5 tells us that the number of elements in \( v\Lambda^\infty \) that are shift equivalent to \( x \) is equal to \( \lambda_x(G^{(r(x)\Lambda^\infty)}) \). We just showed this is less than or equal to \( M \) when \( x \in v\Lambda^\infty \). When \( x \notin v\Lambda^\infty \) the number of elements in \( v\Lambda^\infty \) that are shift equivalent to \( x \) is still less than or equal to \( M \) since shift equivalence is an equivalence relation: if \( x \) is shift equivalent to \( y \in v\Lambda^\infty \), every \( z \in v\Lambda^\infty \) that is shift equivalent to \( x \) must also be shift equivalent to \( y \), and we have already shown that there are at most \( M \) of these paths, establishing (2).

(2) \( \implies \) (1). Suppose (2) and let \( N \) be a compact subset of \( G^{(0)} \). Since there is a natural homeomorphism between \( G^{(0)} \) and \( \Lambda^\infty \) given by \( (x, 0, x) \mapsto x \), we can also consider \( N \) to be a compact subset of \( \Lambda^\infty \). We will affix subscripts in an attempt to minimise potential confusion between the range map of \( \Lambda^\infty \) and the range map of \( G \).
6.2. BOUNDED-TRACE, FELL, AND CONTINUOUS-TRACE GRAPH ALGEBRAS

For every $x \in \mathbb{N}$ the cylinder set $r_\Lambda(x)\Lambda^\infty$ is an open neighbourhood of $x$ in $\Lambda^\infty$. Then $N \subseteq r_\Lambda(N)\Lambda^\infty = \bigcup_{v \in r_\Lambda(N)} v\Lambda^\infty$ so, since $N$ is compact and each $v\Lambda^\infty$ is open, there exists a finite subset $V = \{v_1, \ldots, v_n\}$ of $r_\Lambda(N)$ so that $N \subseteq V\Lambda^\infty$. For every $v \in V$ let $M_v$ be the integer $M$ as in (2). Fix $x \in N$ and note that Lemma 6.2.5 tells us that $\lambda_x(G_{v_i}\Lambda^\infty) \leq M_{v_i}$ for each $1 \leq i \leq n$. Now

$$\lambda_x(G^N) \leq \lambda_x(G^{V\Lambda^\infty}) = \lambda_x\left(\bigcup_{i=1}^n G_{v_i}\Lambda^\infty\right) \leq \sum_{i=1}^n \lambda_x(G_{v_i}\Lambda^\infty) \leq \sum_{i=1}^n M_{v_i}.$$ 

We can see that $G$ is integrable since $\sum_{i=1}^n M_{v_i}$ is independent of our choice of $x \in N$. 

(1) $\iff$ (3). Lemma 6.2.4 says that every integrable path groupoid must be principal. When $G$ is principal, Theorem 4.2.5 says that $C^*(G)$ has bounded trace if and only if $G$ is integrable. The result follows since $C^*(G)$ is isomorphic to $C^*(\Lambda)$ by Lemma 5.2.13. \qed

The directed graph in the following example occurred earlier in Example 3.8.1 and was chosen so that the path groupoid would be principal, integrable and not Cartan. The search for examples of directed graphs with these properties provided the initial motivation for Chapter 6.

Example 6.2.7. Suppose $\Lambda$ is the 1-graph with the following skeleton.

```
\begin{center}
\begin{tikzpicture}
\node (v0) at (0,0) {$v_0$};
\node (v1) at (1,0) {$v_1$};
\node (v2) at (2,0) {$v_2$};
\node (v3) at (3,0) {$v_3$};
\node (v4) at (4,0) {$\ldots$};
\node (f0) at (0,-1) {$f_0$};
\node (f1) at (1,-1) {$f_1$};
\node (f2) at (2,-1) {$f_2$};
\node (f3) at (3,-1) {$f_3$};
\node (g0) at (0,-2) {$g_0$};
\node (g1) at (1,-2) {$g_1$};
\node (g2) at (2,-2) {$g_2$};
\node (g3) at (3,-2) {$g_3$};
\draw (v0) -- (f0);
\draw (v0) -- (g0);
\draw (v1) -- (f1);
\draw (v1) -- (g1);
\draw (v2) -- (f2);
\draw (v2) -- (g2);
\draw (v3) -- (f3);
\draw (v3) -- (g3);
\end{tikzpicture}
\end{center}
```

Recall that this directed graph previously appeared in Example 3.8.1 where it was shown that the path groupoid associated to this directed graph exhibits 2-times convergence. Here we claim that the path groupoid associated to $\Lambda$ is principal and integrable and that $C^*(\Lambda)$ has bounded trace. First observe that since $\Lambda$ has no cycles, the path groupoid is principal by Remark 6.2.3. To see that the rest of condition (2) from Theorem 6.2.6 holds, note that for any $v \in \Lambda^0$, there are at most 2 paths in $v\Lambda^\infty$ that are shift equivalent to each other. Theorem 6.2.6 now shows that the path groupoid is integrable and $C^*(\Lambda)$ has bounded trace.

We define the monolithic extension of $(\alpha, \beta) \in \Lambda_* \Lambda$ by $x \in \text{s}(\alpha) (\Lambda \cup \Lambda^\infty)$ to be the pair $(\alpha x, \beta x)$ in $(\Lambda_* \Lambda) \cup (\Lambda^\infty \times \Lambda^\infty)$. For $S \subseteq \Lambda$, define $SA^\infty := \bigcup_{\alpha \in S} \alpha \Lambda^\infty = \{\alpha x \in \Lambda^\infty : \alpha \in S, x \in \text{s}(\alpha) \Lambda^\infty\}$, and note that $SA^\infty$ is compact whenever $S$ is finite.
6. CATEGORISING HIGHER-RANK GRAPHS USING THE PATH GROUPOID

Lemma 6.2.8. Suppose \( \Lambda \) is a row-finite \( k \)-graph without sources and suppose that the path groupoid \( G \) is principal. Let \( V \) be a subset of \( \Lambda^0 \). The following are equivalent:

1. \( G|_{V \Lambda^0} \) is compact;
2. there exists a finite \( F \subset \Lambda \) such that, for every \( x, y \in V \Lambda^\infty \) with \( x \sim y \), the pair \((x, y)\) is a monolithic extension of a pair in \( F \times F \); and
3. there exists a finite \( F \subset \Lambda \) such that, for every \((\alpha, \beta) \in \Lambda \times \Lambda\) with \( r(\alpha), r(\beta) \in V \) and every \( \gamma \in s(\alpha)\Lambda \) such that \( d(\gamma) = \bigvee_{\eta \in F(d(\eta))} d(\eta) \), the pair \((\alpha \gamma, \beta \gamma)\) is a monolithic extension of a pair in \( F \times F \).

Proof. \((\text{1}) \implies (\text{2})\). Suppose \((\text{1})\). For each \( \phi \in G|_{V \Lambda^\infty} \) there exists \((\eta^{(\phi)}, \zeta^{(\phi)}) \in \Lambda \times \Lambda \) such that \( \phi \in Z(\eta^{(\phi)}, \zeta^{(\phi)}) \). Then \( \{Z(\eta^{(\phi)}, \zeta^{(\phi)}): \phi \in G|_{V \Lambda^\infty}\} \) is an open cover of the compact set \( G|_{V \Lambda^\infty} \) and so admits a finite subcover
\[
\{Z(\eta^{(1)}, \zeta^{(1)}), Z(\eta^{(2)}, \zeta^{(2)}), \ldots, Z(\eta^{(p)}, \zeta^{(p)})\}.
\]
Define \( F := \{\eta^{(1)}, \zeta^{(1)}, \eta^{(2)}, \zeta^{(2)}, \ldots, \eta^{(p)}, \zeta^{(p)}\} \) and fix \( x, y \in V \Lambda^\infty \) such that \( x \sim_n y \) for some \( n \in \mathbb{Z}^k \). Then \((x, n, y) \in G|_{V \Lambda^\infty} \) so there exists \( q \) such that \((x, n, y) \in Z(\eta^{(q)}, \zeta^{(q)})\). It follows that \((x, y)\) is a monolithic extension of \((\eta^{(q)}, \zeta^{(q)}) \in F \times F\), establishing \((\text{2})\).

\((\text{2}) \implies (\text{3})\). Suppose \( F \) is a finite subset of \( \Lambda \) as in \((\text{2})\). Fix \((\alpha, \beta) \in \Lambda \times \Lambda \) with \( r(\alpha), r(\beta) \in V \) and fix \( \gamma \in s(\alpha)\Lambda \) such that \( d(\gamma) = \bigvee_{\eta \in F(d(\eta))} d(\eta) \). Suppose \( z \in s(\gamma)\Lambda^\infty \) so that \( \alpha \gamma z \sim_{d(\alpha) - d(\beta)} \beta \gamma z \). By \((\text{2})\) there exist \( \eta, \zeta \in F \) such that \((\alpha \gamma z, \beta \gamma z)\) is a monolithic extension of \((\eta, \zeta)\), so there exists \( y \in s(\eta)\Lambda^\infty \) such that \((\alpha \gamma z, \beta \gamma z) = (\eta y, \zeta y)\). Note that \( d(\eta), d(\zeta) \leq d(\gamma) \), so we can let \( \phi = y(0, d(\alpha) - d(\eta)) \) and \( \psi = y(0, d(\beta) - d(\zeta)) \) and observe that \((\alpha \gamma, \beta \gamma) = (\eta \phi, \zeta \psi)\).

We claim that \( \phi = \psi \). To see this, note that since \((\alpha \gamma z, \beta \gamma z) = (\eta y, \zeta y)\), we have \( \alpha \gamma z \sim_{d(\eta) - d(\zeta)} \beta \gamma z \). We earlier noted that \( \alpha \gamma z \sim_{d(\alpha) - d(\beta)} \beta \gamma z \), so both \((\alpha \gamma z, d(\eta) - d(\zeta), \beta \gamma z)\) and \((\alpha \gamma z, d(\alpha) - d(\beta), \beta \gamma z)\) are in \( G \). But \( G \) is principal so these elements must be equal since they have equal range and source. Then \( d(\eta) - d(\zeta) = d(\alpha) - d(\beta) \), which implies \( d(\alpha) + d(\gamma) - d(\eta) = d(\beta) + d(\gamma) - d(\zeta) \), so \( d(\alpha \gamma) - d(\eta) = d(\beta \gamma) - d(\zeta) \). It now follows that \( \phi = \psi \) by their definition. Then \((\alpha \gamma, \beta \gamma) = (\eta \phi, \zeta \phi)\), so \((\alpha \gamma, \beta \gamma)\) is a monolithic extension of \((\eta, \zeta) \in F \times F\), establishing \((\text{3})\).

\((\text{3}) \implies (\text{1})\). Suppose \( F \) is a finite subset of \( \Lambda \) as in \((\text{3})\) and fix \((x, n, y) \in G|_{V \Lambda^\infty} \). Then there exists \( m \in \mathbb{N}^k \) such that \( \sigma^m(x) = \sigma^{m-n}(y) \). Let \( \alpha = x(0, m), \beta = y(0, m - n), \gamma = x(m, m + \bigvee_{\eta \in F(d(\eta))} d(\eta)) \) and \( z = \sigma^{d(\alpha) + d(\gamma)}(x) \), so that \((x, y) = (\alpha \gamma z, \beta \gamma z)\). By \((\text{3})\) the pair \((\alpha \gamma, \beta \gamma)\) is a monolithic extension of some \((\mu, \nu) \in F \times F\).
so there exists $\delta \in \Lambda$ such that $(\alpha \gamma, \beta \gamma) = (\mu \delta, \nu \delta)$. Then

$$(x, n, y) \in Z(\alpha \gamma, \beta \gamma) = Z(\mu \delta, \nu \delta) \subset Z(\mu, \nu) \subset \bigcup_{(\eta, \zeta) \in \mathcal{F} \setminus \mathcal{F}} Z(\eta, \zeta),$$

so that $G|_{VA^\infty} \subset \bigcup_{(\eta, \zeta) \in \mathcal{F} \setminus \mathcal{F}} FZ(\eta, \zeta)$. Since each $Z(\eta, \zeta)$ is compact and $F$ is finite, the set $\bigcup_{(\eta, \zeta) \in \mathcal{F} \setminus \mathcal{F}} FZ(\eta, \zeta)$ is compact. Since $V$ is finite, the set $VA^\infty$ is closed, so $G|_{VA^\infty} = r^{-1}(VA^\infty) \cap s^{-1}(V\Lambda^\infty)$ is a closed subset of the compact set $\bigcup_{(\eta, \zeta) \in \mathcal{F} \setminus \mathcal{F}} FZ(\eta, \zeta)$, establishing (1).

\begin{remark}
It was observed in \cite[Remarks 2.5]{32} that for a fixed $\alpha \in \Lambda$, the map given by $\alpha x \mapsto x$ for $x \in r^{-1}(s(\alpha))$ induces a homeomorphism between $\alpha \Lambda^\infty$ and $s(\alpha)\Lambda^\infty$. By similar reasoning it can be seen that the map from $G|_{s(\alpha)\Lambda^\infty}$ to $G|_{\alpha \Lambda^\infty}$ where $(x, n, y) \mapsto (\alpha x, n, \alpha y)$ is a homeomorphism.
\end{remark}

**Theorem 6.2.10.** Suppose $\Lambda$ is a row-finite $k$-graph without sources. The following are equivalent:

1. $G_\Lambda$ is Cartan;
2. $G_\Lambda$ is principal, and for every $z \in \Lambda^\infty$ there exist $p \in \mathbb{N}^k$ and a finite $F \subset \Lambda$ such that for every $x, y \in z(p)\Lambda^\infty$ with $x \sim y$, the pair $(x, y)$ is a monolithic extension of a pair in $F \times F$;
3. $G_\Lambda$ is principal, and for every $z \in \Lambda^\infty$ there exist $p \in \mathbb{N}^k$ and a finite $F \subset \Lambda$ such that for every $(\alpha, \beta) \in \Lambda_{\ast} \Lambda$ with $r(\alpha) = r(\beta) = z(p)$ and every $\gamma \in s(\alpha)\Lambda$ with $d(\gamma) = \bigvee_{\eta \in F} d(\eta)$, the pair $(\alpha \gamma, \beta \gamma)$ is a monolithic extension of a pair in $F \times F$; and
4. $G_\Lambda$ is principal, and $C^*(\Lambda) \cong C^*(G_\Lambda)$ is Fell.

**Proof of Theorem 6.2.10.** Let $G = G_\Lambda$. (1) $\implies$ (2). Suppose (1). Then $G$ is integrable and thus principal by \cite[Proposition 3.11]{15}, \cite[Lemma 5.1]{17} and Lemma 6.2.4. Since $G$ is Cartan, for every $z \in G^{(0)}$ there exists a neighbourhood $N$ of $z$ in $G^{(0)}$ such that $G|_N$ is relatively compact. By considering $z$ to be in $\Lambda^\infty$ and $N \subset \Lambda^\infty$, the sets $z(0, n)\Lambda^\infty$ for $n \in \mathbb{N}^k$ form a neighbourhood basis for $z$ in $\Lambda^\infty$, so there exists $p \in \mathbb{N}^k$ such that $z \in z(0, p)\Lambda^\infty \subset N$. Since $G|_{z(0, p)\Lambda^\infty}$ is a closed subset of the compact set $G|_N$, it follows that $G|_{z(0, p)\Lambda^\infty}$ is compact, and so $G|_{z(p)\Lambda^\infty}$ is compact by Remark 6.2.9. We now apply Lemma 6.2.8 with $V = \{z(p)\}$ to establish (2).

(2) $\implies$ (3). Fix $z \in \Lambda^\infty$ and let $p \in \mathbb{N}^k$ and $F \subset \Lambda$ be as in (2). We can now apply Lemma 6.2.8 with $V = \{z(p)\}$ to establish (3).

(3) $\implies$ (1). Fix $z \in \Lambda^\infty$ and let $p$ be the element of $\mathbb{N}^k$ as in the statement of (3). By Lemma 6.2.8 we can see that $G|_{z(p)\Lambda^\infty}$ is compact, so $G|_{z(0, p)\Lambda^\infty}$ is compact by
Remark [6.2.9] and \( z(0, p)\Lambda^\infty \) is a wandering neighbourhood of \( x \) in \( G^{(0)} \), establishing (1).

\[ 11 \iff 1 \] If \( G \) is Cartan then \( G \) is integrable and thus principal by [15] Proposition 3.11, [17] Lemma 5.1 and Lemma 6.2.4. When \( G \) is principal, Theorem 4.2.6 says that \( C^*(G) \) is Fell if and only if \( G \) is Cartan. The result follows since \( C^*(G) \) is isomorphic to \( C^*(\Lambda) \) by Lemma 5.2.13. \( \square \)

**Example 6.2.11.** Let \( \Lambda \) be the 1-graph from Example 6.2.7. In Example 3.8.1 it is shown that \( G_\Lambda \) exhibits a sequence with 2-times convergence; if a groupoid exhibits such a sequence, then it is not Cartan by [17] Lemma 5.1. Since \( G_\Lambda \) is principal (Example 6.2.7), Theorem 6.2.10 can be used to deduce that \( C^*(\Lambda) \) is not Fell. A later result, Theorem 6.5.19 is a simplification of Theorem 6.2.10 for the case of directed graphs that can be used to make the same claims about \( G_\Lambda \) and \( C^*(\Lambda) \) with a quick observation of the skeleton.

In the next example we will show how, for the 1-graph from Example 6.2.7, conditions (2) and (3) from Theorem 6.2.10 can be used to deduce that \( C^*(\Lambda) \) is not a Fell algebra. First note that since we are dealing with a 1-graph, we simplify notation by referring to \( \mathbb{N} \) instead of \( \mathbb{N}^1 \); then \( e_1 \) will just be 1. As in the directed graph case, if for \( v \in \Lambda^0 \) and \( f \in \Lambda^1 \) there is a unique \( \alpha \in v\Lambda \) with \( \alpha(d(\alpha) - 1, d(\alpha)) = f \), we denote \( \alpha \) by \([v, f]^*\).

**Example 6.2.12.** Suppose that \( \Lambda \) is the 1-graph from Example 6.2.7. Then \( G_\Lambda \) is not Cartan and \( C^*(\Lambda) \) is not Fell.

**Proof.** We proceed by contradiction. Suppose \( G_\Lambda \) is Cartan and let \( z \) be the path in \( \Lambda^\infty \) such that \( z(q) = v_q \) for every \( q \in \mathbb{N} \). Then there exist \( p \in \mathbb{N} \) and a finite \( F \subset \Lambda \) as in condition (3) of Theorem 6.2.10. For each \( q \geq p \), let \( \alpha^{(q)} = [v_p, f_q]^* \) and \( \beta^{(q)} = [v_p, g_q]^* \). Then \( s(\alpha^{(q)}) = s(f_q) = s(g_q) = s(\beta^{(q)}) \), so \( (\alpha^{(q)}, \beta^{(q)}) \in \Lambda^* \times \Lambda \). Note that \( d(\alpha^{(q)}) = d(\beta^{(q)}) \). Let \( \gamma^{(q)} \) be the path in \( s(\alpha^{(q)})\Lambda \) with \( d(\gamma^{(q)}) = \bigvee_{q \in F} d(\eta) \).

Fix \( q \geq p \). Then \( (\alpha^{(q)}, \gamma^{(q)}, \beta^{(q)}, \gamma^{(q)}) \) is a monolithic extension of a pair \( (\eta, \zeta) \in F \times F \) so there exists \( \mu \in \Lambda \) such that \( \alpha^{(q)}, \gamma^{(q)} = \eta \mu \) and \( \beta^{(q)}, \gamma^{(q)} = \zeta \mu \). Now

\[ (\eta \mu)(d(\alpha^{(q)}) - 1, d(\alpha^{(q)})) = \alpha^{(q)}(d(\alpha^{(q)}) - 1, d(\alpha^{(q)})) = f_q \]

and

\[ (\zeta \mu)(d(\alpha^{(q)}) - 1, d(\alpha^{(q)})) = (\zeta \mu)(d(\beta^{(q)}) - 1, d(\beta^{(q)})) = \beta^{(q)}(d(\beta^{(q)}) - 1, d(\beta^{(q)})) = g_q, \]

so we must have \( d(\eta) \geq d(\alpha) \) and \( d(\zeta) \geq d(\beta) \). Then \( (\eta, \zeta) \) must be a monolithic extension of \( (\alpha^{(q)}, \beta^{(q)}) \). Since \( q \) was fixed arbitrarily, \( F \) must contain a monolithic
extension of \((\alpha^{(q)}, \beta^{(q)})\) for every \(q \geq p\). This contradicts our assumption that \(F\) is finite, so it follows that \(G\Lambda\) is not Cartan. Recall from Example 6.2.7 that \(G\Lambda\) is principal. Since in addition \(G\Lambda\) is not Cartan, we can use Theorem 6.2.10 to see that \(C^*(\Lambda)\) is not Fell. □

**Theorem 6.2.13.** Suppose \(\Lambda\) is a row-finite \(k\)-graph without sources. The following are equivalent:

1. \(G\Lambda\) is proper;
2. \(G\Lambda\) is principal, and for every finite subset \(V\) of \(\Lambda^0\), there exists a finite \(F \subset \Lambda\) such that, for every \(x, y \in V\Lambda^\infty\) with \(x \sim_n y\), the pair \((x, y)\) is a monolithic extension of a pair in \(F \times F\);
3. \(G\Lambda\) is principal, and for every finite subset \(V\) of \(\Lambda^0\), there exists a finite \(F \subset \Lambda\) such that, for every \((\alpha, \beta) \in \Lambda^*\Lambda\) with \(r(\alpha), r(\beta) \in V\), and every \(\gamma \in s(\alpha)\Lambda\) with \(d(\gamma) = \bigvee_{\eta \in F} d(\eta)\), the pair \((\alpha\gamma, \beta\gamma)\) is a monolithic extension of a pair in \(F \times F\); and
4. \(G\Lambda\) is principal, and \(C^*(\Lambda) \cong C^*(G\Lambda)\) has continuous trace.

**Proof.** Let \(G = G\Lambda\). \((1) \implies (2)\). Suppose \((1)\). It follows immediately from the definitions of proper and Cartan that \(G\) is Cartan. Then \(G\) is integrable and thus principal by [15, Proposition 3.11], [17, Lemma 5.1] and Lemma 6.2.4. Let \(V\) be a finite subset of \(\Lambda^0\). Then \(V\Lambda^\infty\) is compact since \(V\) is finite. Since \(G\) is proper, it follows that \(G|_{V\Lambda^\infty}\) is compact. We can now apply Lemma 6.2.8 to establish \((2)\).

\((2) \implies (3)\) follows immediately from Lemma 6.2.8.

\((3) \implies (1)\). Suppose \((3)\) and let \(K\) be a compact subset of \(\Lambda^\infty\). For every \(z \in K\), the set \(r(z)\Lambda^\infty\) is an open neighbourhood of \(z\) in \(\Lambda^\infty\). Thus \(\{r(z)\Lambda^\infty : z \in K\}\) is an open cover of the compact set \(K\), so there exists a finite set \(V \subset r(K)\) such that \(K \subset V\Lambda^\infty\). By \((3)\) and Lemma 6.2.8 we can see that \(G|_{V\Lambda^\infty}\) is compact. Since \(K\) is compact and \(G\) is Hausdorff, \(K\) is a closed subset of \(V\Lambda^\infty\). Thus \(G|_K = s_G^{-1}(K) \cap r_G^{-1}(K)\) is a closed subset of the compact set \(G|_{V\Lambda^\infty}\), so \(G|_K\) is compact, establishing \((1)\).

\((1) \iff (2)\). If \(G\) is proper then \(G\) is principal (see \((1) \implies (2))\). When \(G\) is principal, Theorem 1.2.7 tells us that \(C^*(G)\) has continuous trace if and only if \(G\) is proper. The result follows since \(C^*(G)\) is isomorphic to \(C^*(\Lambda)\) by [32, Corollary 3.5]. □

### 6.3. Boundary paths and the Farthing-Webster desourcification

This section begins with Farthing, Muhly and Yeend’s definition of a boundary path in a higher-rank graph. Given a locally-convex higher-rank graph \(\Lambda\), Farthing...
in [23] showed how to construct a locally-convex higher-rank graph with no sources such that the Cuntz-Krieger $C^*$-algebra is Morita equivalent to $C^*(\Lambda)$. For any row-finite higher-rank graph $\Lambda$, Webster in [56] modified Farthing’s construction to produce a row-finite higher-rank graph $\tilde{\Lambda}$ with no sources and with $C^*(\Lambda)$ Morita equivalent to $C^*(\Lambda)$. We call the higher-rank graph $\tilde{\Lambda}$ the Farthing-Webster desourcification of $\Lambda$ and we will describe its construction in this section. In Section 6.4 we will generalise results from Sections 6.1 and 6.2 using the Farthing-Webster desourcification and that the liminal, postliminal, Fell, bounded- and continuous-trace properties of $C^*$-algebras are preserved under Morita equivalence (Theorem 5.1.11).

For a $k$-graph $\Lambda$, define

$$W_\Lambda := \{ x : \Omega_{k,m} \to \Lambda : m \in \mathbb{N} \cup \{\infty\}^k, x \text{ is a } k\text{-graph morphism} \}.$$ 

For every map $x : \Omega_{k,m} \to \Lambda$ in $W_\Lambda$, define $d(x) := m$. This map $d : W_\Lambda \to (\mathbb{N} \cup \{\infty\})^k$ is called the degree map on $W_\Lambda$ since it is a natural generalisation of the degree map $d : \Lambda \to \mathbb{N}^\infty$. Recall that on page 73 we defined a shift map $\sigma^p : \Lambda^\infty \to \Lambda^\infty$ for every $p \in \mathbb{N}^k$. There is a natural extension: for each $p \in \mathbb{N}^k$ and $x \in W_\Lambda$ with $d(x) \geq p$, define $\sigma^p(x) \in W_\Lambda$ by $\sigma^p(x)(m,n) = x(m+p,n+p)$ for every $(m,n) \in \Omega_{k,d(x)−p}$.

**Definition 6.3.1** ([24 Definition 5.10]). An element $x \in W_\Lambda$ is a boundary path if for all $n \in \mathbb{N}^k$ with $n \leq d(x)$ and for all $D \in x(n)\mathcal{FE}(\Lambda)$ there exists $m \in \mathbb{N}^k$ such that $x(n,n+m) \in D$. The set of all boundary paths is denoted by $\partial \Lambda$ and $v\partial \Lambda$ is defined to be $\{ x \in \partial \Lambda : r(x) = v \}$.

In [24], Examples 5.11], Farthing, Muhly and Yeend point out that if $\Lambda$ is a row-finite $k$-graph with no sources, then $\partial \Lambda = \Lambda^\infty$. We can roughly think of the boundary paths as the paths that are as close as possible to being infinite. Examples 6.3.2, 6.3.3 and 6.3.17 describe the boundary paths in various 2-graphs.

**Example 6.3.2.** Consider the 2-graph $\Omega_{2,(3,2)}$ from Example 5.2.4. Then

$$\partial \Omega_{2,(3,2)} = \{ \alpha \in \Omega_{2,(3,2)} : \sigma(\alpha) = (3,2) \}.$$ 

**Proof.** Fix $x \in \partial \Omega_{2,(3,2)}$ and let $\gamma$ be the path in $\Omega_{2,(3,2)}$ with range $r(x)$ and source $(3,2)$. Then $\{ \gamma \} \in x(0)\mathcal{FE}(\Omega_{2,(3,2)})$, so since $x$ is a boundary path there exists $m \in \mathbb{N}^k$ such that $x(0,m) = \gamma$. Since $(3,2)$ does not receive any edges, we must have $d(x) = m$. Then $s(x) = x(m) = s(\gamma) = (3,2)$.

Fix $\alpha \in \Omega_{2,(3,2)}$ with $s(\alpha) = (3,2)$. Fix $n \leq d(\alpha)$ and $D \in \alpha(n)\mathcal{FE}(\Omega_{2,(3,2)})$. Since $D$ is exhaustive there exists $\beta \in D$ such that $\Lambda^{\min}(\sigma^n(\alpha), \beta)$ is non-empty.
Let \((\mu, \nu) \in \Lambda^\text{min}(\sigma^n(\alpha), \beta)\), so that \(\sigma^n(\alpha)\mu = \beta\nu\). We must have \(\mu = s(\alpha)\) since \((3, 2)\) receives no edges, so \(\sigma^n(\alpha) = \beta\nu\). Then \(\alpha(n, n + d(\beta)) = \beta \in D\), and it follows that \(\alpha \in \partial \Omega_{2,(3,2)}\).

\[\text{Example 6.3.3.} \quad \text{The 2-graph } \Omega_{2,\infty,2} \text{ has skeleton:} \]

\[\begin{array}{ccccccc}
(0,2) & \cdots & (1,2) & \cdots & (2,2) & \cdots & (3,2) & \cdots \\
 & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \\
(0,1) & \cdots & (1,1) & \cdots & (2,1) & \cdots & (3,1) & \cdots \\
 & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \\
(0,0) & \cdots & (1,0) & \cdots & (2,0) & \cdots & (3,0) & \cdots \\
\end{array}\]

and \(\partial \Omega_{2,\infty,2}\) is the set of all 2-graph morphisms \(x^{(p)} : \Omega_{2,\infty,2-p_2} \to \Omega_{2,\infty,2}\) for \(p \in \mathbb{N}^2 \) with \(p_2 \leq 2\) such that \(x^{(p)}(m, n) = (m + p, n + p)\) for all \(m \leq n \in \mathbb{N}^k\) with \(n_2 \leq 2 - p_2\).

\[\text{Proof.} \quad \text{Let } S = \{x^{(p)} : p \in \mathbb{N}^2, p_2 \leq 2\} \text{ and fix } x^{(p)} \in S. \quad \text{Fix } n \in \mathbb{N}^2 \text{ with } n \leq d(x^{(p)}) \text{ (i.e. with } n_2 \leq 2 - p_2\), fix \(D \in x^{(p)}(n) \mathcal{FE}(\Omega_{2,\infty,2})\) and fix \(\alpha \in D\). \text{By examining the skeleton we can see for any } v \in \Omega_{2,\infty,2}^0 \text{ and any } l \in \mathbb{N}^2 \text{ there is at most one path in } v\Omega_{2,\infty,2} \text{ with degree } l. \text{ It follows that } \alpha = x^{(p)}(n, n + d(\alpha)), \text{ so } x^{(p)} \in \partial \Omega_{2,\infty,2}.

\text{Now fix } y \in \partial \Omega_{2,\infty,2} \text{ and let } p = y(0) \in \mathbb{N}^2. \text{ Fix } m, n \in \mathbb{N}^2 \text{ with } m \leq n \text{ and } n_2 \leq 2 - p_2. \text{ Let } \beta = (m + p, n + p) \in \Omega_{2,\infty,2}. \text{ Then } \{\beta\} \in y(m) \mathcal{FE}(\Omega_{2,\infty,2}), \text{ so } y(m, m + d(\beta)) = y(m, n) = \beta = (m + p, n + p), \text{ and it follows that } y = x^{(p)} \in S. \quad \square

Suppose \(\Lambda\) is a row-finite \(k\)-graph that may have sources. We will now describe the Farthing-Webster desourcification \(\tilde{\Lambda}\) of \(\Lambda\). Recall from the first paragraph of this section that \(\tilde{\Lambda}\) was first described by Webster in [56] based on Farthing’s [23]. The key property is that \(C^*(\tilde{\Lambda})\) is Morita equivalent to \(C^*(\Lambda)\). Define a relation \(\approx\) on

\[V_\Lambda := \{(x; m) : x \in \partial \Lambda, m \in \mathbb{N}^k\}\]

by: \((x; m) \approx (y; p)\) if and only if

\[(V1) \quad x(m \land d(x)) = y(p \land d(y)); \quad \text{and} \]

\[(V2) \quad m - m \land d(x) = p - p \land d(y).\]

Define a relation \(\sim\) on \(P_\Lambda := \{(x; (m, n)) : x \in \partial \Lambda, m \leq n \in \mathbb{N}^k\}\) by: \((x; (m, n)) \sim (y; (p, q))\) if and only if

\[(P1) \quad x(m \land d(x), n \land d(x)) = y(p \land d(y), q \land d(y)); \quad \text{and} \]

\[(P2) \quad m - m \land d(x) = p - p \land d(y); \quad \text{and} \]

\[(P3) \quad n - m = q - p.\]

Note that \(\approx\) and \(\sim\) are equivalence relations. Let \(\widetilde{V_\Lambda} := V_\Lambda/\approx\) and \(\widetilde{P_\Lambda} := P_\Lambda/\sim\). The class in \(\widetilde{V_\Lambda}\) of \((x; m) \in V_\Lambda\) is denoted by \([x; m]\) and the class in
\[ \tilde{P}_\Lambda \] of \((x;(m,n)) \in V_\Lambda\) is denoted by \([x;(m,n)]\). Define \(\tilde{r}, \tilde{s} : \tilde{P}_\Lambda \to \tilde{V}_\Lambda\) by \(\tilde{r}([x;(m,n)]) = [x;m]\) and \(\tilde{s}([x;(m,n)]) = [x;n]\). The following proposition will be used to define the composition of elements of \(\tilde{P}_\Lambda\).

**Proposition 6.3.4** ([56 Proposition 4.6]). Suppose that \(\Lambda\) is a row-finite k-graph and let \([x;(m,n)]\) and \([y;(p,q)]\) be elements of \(\tilde{P}_\Lambda\) satisfying \([x;n] = [y;p]\). Let \(z := x(0, n \land d(x))\sigma^{p \land d(y)}y\). Then

1. \(z \in \partial \Lambda\);
2. \(m \land d(x) = m \land d(z)\) and \(n \land d(x) = n \land d(z)\);
3. \(x(m \land d(x), n \land d(x)) = z(m \land d(z), n \land d(z))\) and \(y(p \land d(y), q \land d(y)) = z(n \land d(z), (n + q - p) \land d(z))\).

For \([x;(m,n)], [y;(p,q)] \in \tilde{P}_\Lambda\) with \(\tilde{s}([x;(m,n)]) = \tilde{r}([y;(p,q)])\) and for \(z \in \partial \Lambda\) as in Proposition 6.3.4 the equation

\[ [x;(m,n)] \circ [y;(p,q)] = [z;(m, n + q - p)] \]

determines a well defined composition \(\circ\). Define \(\text{id} : \tilde{V}_\Lambda \to \tilde{P}_\Lambda\) by \(\text{id}([x;m]) = [x;(m,m)]\). Then \((\tilde{P}_\Lambda, \tilde{V}_\Lambda, \tilde{r}, \tilde{s}, \circ, \text{id})\) is a category by [23, Lemma 2.19]. Define a map \(d : \tilde{P}_\Lambda \to \mathbb{N}^k\) by \(d([x;(m,n)]) = n - m\). Then \(\tilde{\Lambda} := (\tilde{P}_\Lambda, \tilde{V}_\Lambda, \tilde{r}, \tilde{s}, \circ, \text{id}, d)\) is a k-graph without sources by [23 Theorem 2.22]. We call \(\tilde{\Lambda}\) the Farthing-Webster desourcification (or just the desourcification) of \(\Lambda\) and usually simplify notation by writing \(r\) for \(\tilde{r}\), \(s\) for \(\tilde{s}\) and omitting the \(\circ\) and \(\text{id}\) notation. Webster in [56, Theorem 6.3] shows that if \(\Lambda\) is row-finite, then \(\tilde{\Lambda}\) is row-finite and \(C^*(\tilde{\Lambda})\) is Morita equivalent to \(C^*(\Lambda)\). The Morita equivalence of \(C^*\)-algebras will be particularly useful to us since Zettl in [61] and an Huef, Raeburn and Williams in [31] show that the liminal, postliminal, continous- and bounded-trace, and Fell properties are preserved by Morita equivalence.

**Proposition 6.3.5** ([56 Proposition 4.13]). Suppose that \(\Lambda\) is a row-finite k-graph, and that \(\alpha \in \Lambda\). Then \(s(\alpha)\partial \Lambda \neq \emptyset\). If \(x, y \in s(\alpha)\partial \Lambda\), then \(\alpha x, \alpha y \in \partial \Lambda\) and \([\alpha x; (0, d(\alpha))] = [\alpha y; (0, d(\alpha))]\). There is an injective k-graph morphism \(\iota : \Lambda \to \tilde{\Lambda}\) such that \(\iota(\alpha) = [\alpha x; (0, d(\alpha))]\) for any \(\alpha \in \Lambda\) and \(x \in s(\alpha)\partial \Lambda\).

Define \(\kappa : \partial \Lambda \to \iota(\Lambda^0)\tilde{\Lambda}^\infty\) by \(\kappa(x) = [x;(m,n)]\) for every \(x \in \partial \Lambda\) and \(m, n \in \mathbb{N}^k\) with \(m \leq n\). Since \(\tilde{\Lambda}\) has no sources, we know \(\partial \tilde{\Lambda} = \tilde{\Lambda}^\infty\), so \(\kappa\) maps the boundary paths in \(\Lambda\) into the boundary paths \(\tilde{\Lambda}\). The following results show that every path in \(\partial \tilde{\Lambda}\) is shift equivalent to a path in \(\kappa(\partial \Lambda)\) and that this map preserves notions of ‘shift equivalence’ and ‘frequently divertable’.
Lemma 6.3.6. Suppose $\Lambda$ is a row-finite $k$-graph. Then $\kappa : \partial \Lambda \to \iota(\Lambda^0)\tilde{\Lambda}^\infty$ is a bijection.

Proof. Suppose $\kappa(x) = \kappa(y)$ for some $x, y \in \partial \Lambda$ and fix $n \in \mathbb{N}^k$. Then $\kappa(x)(0, n) = \kappa(y)(0, n)$, and so $[x; (0, n)] = [y; (0, n)]$. By [21] we have $x(0, n \land d(x)) = y(0, n \land d(y))$ and it follows that $x = y$ since $n$ was chosen arbitrarily.

Now fix $a \in \iota(\Lambda^0)\tilde{\Lambda}^\infty$. In [56] p. 170, Webster describes a map $\pi : \iota(\Lambda^0)\tilde{\Lambda}^\infty \to \iota(\partial \Lambda)$. Since $\pi$ maps into $\iota(\partial \Lambda)$, there exists $x \in \partial \Lambda$ such that $\pi(a) = \iota(x)$. Now [56] Lemma 5.3] shows that $a(0, n) = [x; (0, n)]$ for every $n \in \mathbb{N}^k$, so $a = \kappa(x)$, establishing the surjectivity of $\kappa$.

Lemma 6.3.7. Suppose $\Lambda$ is a row-finite $k$-graph. If $a \in \tilde{\Lambda}^\infty$ then there exists $x \in \partial \Lambda$ and $m \in \mathbb{N}^k$ such that $a = \sigma^m(\kappa(x))$.

Proof. Fix $a \in \tilde{\Lambda}^\infty$. By the construction of $\tilde{\Lambda}$ there exists $y \in \partial \Lambda$ and $m \in \mathbb{N}^k$ such that $r(a) = [y; m]$. Then $[y; (0, m)]$ is a path in $\tilde{\Lambda}$ with source $r(a)$ and range in $\iota(\Lambda^0)$, so $[y; (0, m)]a \in \iota(\Lambda^0)\tilde{\Lambda}^\infty$. Since $\kappa$ is a bijection onto $\iota(\Lambda^0)\tilde{\Lambda}^\infty$ (Lemma 6.3.6) there exists $x \in \partial \Lambda$ such that $\kappa(x) = [y; (0, m)]a$. We conclude that $\sigma^m(\kappa(x)) = a$ since $d([y, (0, m)]) = m$.

Lemma 6.3.8. Suppose $\Lambda$ is a row-finite $k$-graph, $x \in \partial \Lambda$ and $n \in \mathbb{N}^k$ satisfies $n \leq d(x)$. Then $\sigma^n(\kappa(x)) = \kappa(\sigma^n(x))$.

Proof. Fix $m \in \mathbb{N}^k$. It suffices to show that $\sigma^n(\kappa(x))(0, m) = \kappa(\sigma^n(x))(0, m)$. Now

$$\sigma^n(\kappa(x))(0, m) = \kappa(x)(n, n + m) = [x; (n, n + m)]$$

and $\kappa(\sigma^n(x))(0, m) = [\sigma^n(x); (0, m)]$, so we need to show that $[x; (n, n + m)] = [\sigma^n(x); (0, m)]$. For [21], consider

$$\sigma^n(x)\left(0 \land d(\sigma^n(x)), m \land d(\sigma^n(x))\right) = \sigma^n(x)\left(0, m \land \left(d(x) - n\right)\right)$$

$$= x\left(n, n + m \land \left(d(x) - n\right)\right)$$

$$= x\left(n \land d(x), (n + m) \land d(x)\right).$$

Axiom [P2] follows from $n \leq d(x)$ and axiom [P3] is immediate, completing the proof.

Suppose $\Lambda$ is a $k$-graph. For $x, y \in \partial \Lambda$ and $n \in \mathbb{Z}^k$, write $x \sim_n y$ if there exists $m \in \mathbb{N}^k$ with $m \leq d(x) \land \left(d(y) + n\right)$ such that $\sigma^m(x) = \sigma^{m-n}(y)$.

Lemma 6.3.9. Suppose $\Lambda$ is a $k$-graph. The relations $\sim_n$ form an equivalence relation on $\partial \Lambda$ in that $x \sim_0 x$, $x \sim_n y \implies y \sim_{-n} x$ and $x \sim_n y, y \sim_i z \implies x \sim_{n+l} z$ for any $x, y, z \in \partial \Lambda$ and $n, l \in \mathbb{Z}^k$. 


proof. The assertion that \( x \sim_0 x \) for any \( x \in \partial \Lambda \) is trivial. Suppose \( x \sim_n y \) and \( y \sim_t z \) for some \( x, y, z \in \partial \Lambda \) and \( n, l \in \mathbb{N}^k \). Then there exists \( p \in \mathbb{N}^k \) with \( p \leq d(x) \land (d(y) + n) \) such that \( \sigma^p(x) = \sigma^{p-n}(y) \). Then \( p - n \leq d(x) - n \land (d(y) + n - n) = d(y) \land (d(x) - n) \) and \( \sigma^{p-n}(y) = \sigma^p(x) = \sigma^{(p-n)+n}(x) \), so \( y \sim_n x \).

To see that \( x \sim_{n+l} z \), first observe that there exists \( q \in \mathbb{N}^k \) with \( q \leq d(y) \land (d(z) + l) \) such that \( \sigma^q(y) = \sigma^{q-l}(z) \). Let \( t = p \lor (q+n) \). Since \( d(x) = d(y) + n, d(y) = d(z) + l, p \leq d(x) \) and \( q \leq d(y) \), we have \( t \leq d(x) \land (d(z) + n + l) \). Now \( p \leq t \leq d(x) \), so \( \sigma^t(x) = \sigma^{t-n}(y) \). Similarly \( q \leq t - n \leq d(y) \) gives us \( \sigma^{t-n}(y) = \sigma^{t-n-l}(z) \). Thus \( \sigma^t(x) = \sigma^{t-(n+l)}(z) \) and it follows that \( x \sim_{n+l} z \).

The next lemma shows how shift equivalence passes from a row-finite \( k \)-graph to its desourcification via the map \( \kappa \).

**Lemma 6.3.10.** Suppose \( \Lambda \) is a row-finite \( k \)-graph, \( x, y \in \partial \Lambda \) and \( n \in \mathbb{Z}^k \). Then \( \kappa(x) \sim_n \kappa(y) \) if and only if \( x \sim_n y \).

**Proof.** Suppose \( x \sim_n y \). Then there exists \( m \in \mathbb{N}^k \) with \( m \leq d(x) \land (d(y) + n) \) such that \( \sigma^m(x) = \sigma^{m-n}(y) \) and \( \kappa(\sigma^m(x)) = \kappa(\sigma^{m-n}(y)) \). It follows by Lemma 6.3.8 that \( \sigma^m(\kappa(x)) = \sigma^{m-n}(\kappa(y)) \), so \( \kappa(x) \sim_n \kappa(y) \).

We will now prove the converse. Suppose \( \kappa(x) \sim_n \kappa(y) \) so that there exists \( m \in \mathbb{N}^k \) such that \( \sigma^m(\kappa(x)) = \sigma^{m-n}(\kappa(y)) \). Then \( \kappa(x)(m) = \kappa(y)(m - n) \) so (V2) tells us that \( m - m \land d(x) = (m - n) - (m - n) \land d(y) \). Let \( p = m - m \land d(x) \). We now claim that \( x; (m-p, m) \sim (y; (m-n-p, m-n)) \). To show this, we need to show that (P1), (P2) and (P3) are satisfied. To see (P1), note that

\[
\begin{align*}
x((m-p) \land d(x), m \land d(x)) &= x((m \land d(x)) \land d(x), m \land d(x)) \\
&= x(m \land d(x), m \land d(x)) \\
&= y((m-n) \land d(y), (m-n) \land d(y)) \quad \text{(by (V1))} \\
&= y(((m-n) \land d(y)) \land d(y), (m-n) \land d(y)) \\
&= y((m-n-p) \land d(y), (m-n) \land d(y)).
\end{align*}
\]

To see (P2), note that

\[
(m-p) - (m-p) \land d(x) = (m-p) - (m \land d(x)) \land d(x) = m-p - m \land d(x) = 0
\]

and similarly \( (m-n-p) - (m-n-p) \land d(y) = 0 \). Axiom (P3) follows immediately.

We now know that \( x; (m-p, m) \sim (y; (m-n-p, m-n)) \), so \( \kappa(x)(m-p, m) = \kappa(y)(m-n-p, m-n) \). Since \( \sigma^m(\kappa(x)) = \sigma^{m-n}(\kappa(y)) \) and \( \kappa(x)(m-p, m) = \kappa(y)(m-n-p, m-n) \), we must have \( \sigma^{m-p}(\kappa(x)) = \sigma^{m-n-p}(\kappa(y)) \). Since \( m-p = m \land d(x) \leq d(x) \) and \( m-n-p = (m-n) \land d(y) \leq d(y) \), we can apply Lemma 6.3.8.
to see that
\[ \kappa(\sigma^{m-p}(x)) = \sigma^{m-p}(\kappa(x)) = \sigma^{m-n-p}(\kappa(y)) = \kappa(\sigma^{m-n-p}(y)). \]
Since \( \kappa \) is injective by Lemma 6.3.6, it follows that \( \sigma^{m-p}(x) = \sigma^{m-n-p}(y) \), so \( x \sim_n y \), as required. \( \square \)

**Definition 6.3.11** ([47], Definition 3.9]). A \( k \)-graph \( \Lambda \) is **locally convex** if, for all \( v \in \Lambda^0, i, j \in \{1, \ldots, k\} \) with \( i \neq j \), \( \alpha \in v\Lambda^{e_i} \) and \( \beta \in v\Lambda^{e_j} \), the sets \( s(\alpha)\Lambda^{e_j} \) and \( s(\beta)\Lambda^{e_i} \) are non-empty.

In [56], p. 159] Webster points out that \( \Lambda \) being locally convex equates to its skeleton not containing any subgraph resembling

\[
\begin{array}{c}
\alpha \\
\downarrow \\
\beta \\
\downarrow \\
\alpha \\
\end{array}
\]
where \( w \) receives no solid edges and \( u \) receives no dashed edges. The 2-graph \( \Omega_{2,(3,2)} \) from Example 5.2.4 is locally convex whereas the 2-graphs from Examples 6.3.16 and 6.3.17 are not locally convex.

**Remark 6.3.12.** It follows immediately from Definition 6.3.11 that every 1-graph is locally convex.

**Definition 6.3.13** ([48], Definition 2.8]). For a \( k \)-graph \( \Lambda \), define \( \Lambda^{\leq \infty} \) be the set of all \( x \in W_\Lambda \) where there exists \( m \in \mathbb{N}^k \) with \( m \leq d(x) \) such that for every \( n \in \mathbb{N}^k \) with \( m \leq n \leq d(x) \) and every \( 1 \leq i \leq k \) with \( n_i = d(x)_i \), the set \( x(n)\Lambda^{e_i} \) is empty.

The set \( \Lambda^{\leq \infty} \) from Definition 6.3.13 is a slight modification of a smaller set with the same denotation first defined by Raeburn, Sims and Yeend in [47], Definition 3.14]. This smaller set was defined to be the set of all \( x \in W_\Lambda \) such that, for every \( n \in \mathbb{N}^k \) with \( n \leq d(x) \) and every \( 1 \leq i \leq k \) with \( n_i = d(x)_i \), the set \( x(n)\Lambda^{e_i} \) is empty. These two definitions of \( \Lambda^{\leq \infty} \) coincide when \( \Lambda \) is locally convex. Given that the main results from [48] require the assumption that \( \Lambda \) is locally convex, Raeburn, Sims and Yeend in [48] used this new definition of \( \Lambda^{\leq \infty} \) as an alternative definition to that found in [47]. It turns out that using the [48] definition of \( \Lambda^{\leq \infty} \) strengthens some of the main theorems in this thesis. The two definitions of \( \Lambda^{\leq \infty} \) do not coincide in the 2-graph \( \Lambda \) from Example 6.3.16.

**Example 6.3.14.** Consider the 2-graph \( \Omega_{2,(3,2)} \) from Example 5.2.4. Then
\[
\Omega_{2,(3,2)}^{\leq \infty} = \partial \Omega_{2,(3,2)} = \{ \alpha \in \Omega_{2,(3,2)} : s(\alpha) = (3,2) \}.
\]
We saw that $\partial \Omega_{2,(3,2)} = \{ \alpha \in \Omega_{2,(3,2)} : s(\alpha) = (3,2) \}$ in Example 6.3.2. Fix $x \in \Omega^\leq\infty_{2,(3,2)}$ and note that $x(d(x))\Omega^{\leq\infty}_{2,(3,2)} = s(x)\Omega^{\leq\infty}_{2,(3,2)}$ is empty for $i = 1, 2$. In other words, $s(x)$ does not receive any edges. Since the only vertex in $\Omega_{2,(3,2)}$ that does not receive any edges is $(3,2)$, it follows that $s(x) = (3,2)$.

Now suppose that $\alpha \in \Omega_{2,(3,2)}$ with $s(\alpha) = (3,2)$. Since $(3,2)$ does not receive any edges, $(3,2)\Omega^{\leq\infty}_{2,(3,2)} = s(\alpha)\Omega^{\leq\infty}_{2,(3,2)} = \alpha(d(\alpha))\Omega^{\leq\infty}_{2,(3,2)}$ is empty for $i = 1, 2$. We can now take $m = d(\alpha)$ to see that $\alpha \in \Omega^\leq\infty_{2,(3,2)}$. □

The following proposition by Webster shows that it is not a coincidence that $\partial \Omega_{2,(3,2)} = \Omega^\leq\infty_{2,(3,2)}$. Indeed, $\partial \Lambda$ was chosen as a kind of generalisation of $\Lambda^\leq\infty$ and in [47] Raeburn, Sims and Yeend refer to elements of $\Lambda^\leq\infty$ as ‘boundary paths’, although here we reserve this term for elements of $\partial \Lambda$.

**Proposition 6.3.15 ([56 Proposition 2.12]).** If $\Lambda$ is a row-finite $k$-graph, then $\Lambda^\leq\infty \subset \partial \Lambda$. If in addition $\Lambda$ is locally convex, then $\Lambda^\leq\infty = \partial \Lambda$.

It is possible to have $\Lambda^\leq\infty = \partial \Lambda$ without $\Lambda$ being locally convex:

**Example 6.3.16.** If $\Lambda$ is the 2-graph with the following skeleton, then $\Lambda$ is not locally convex and $\partial \Lambda = \Lambda^\leq\infty$.

```

```

The condition $\partial \Lambda = \Lambda^\leq\infty$ turns out to be very useful even though the stronger (in the row-finite context) locally convex condition is often easier to check. The next example first appeared in Robertson’s honours thesis [54] and is the standard example of a path that is in $\partial \Lambda$ but not in $\Lambda^\leq\infty$.

**Example 6.3.17.** Let $\Lambda$ be the 2-graph with the following skeleton.

```

```

The path $x = x_1 x_2 x_3 \cdots$ is in $\partial \Lambda$ but not in $\Lambda^\leq\infty$.

**Proof.** First suppose that the solid edges have degree $(1,0)$ and the dashed edges have degree $(0,1)$. Observe that $x \notin \Lambda^\leq\infty$: for every $m \in \mathbb{N}^k$ with $m \leq d(x) = (\infty,0)$, we have $x(m)\Lambda^{e_2} = v_{m_1}\Lambda^{e_2}$, which is non-empty since $v_{m_1}$ receives an edge of degree $(0,1)$.
To see that \( x \in \partial \Lambda \), fix \( n \in \mathbb{N}^k \) with \( n \leq d(x) \) and fix \( D \in x(n)\mathcal{FE}(\Lambda) \). Since \( n \leq d(x) \) and \( d(x) = (\infty, 0) \), we have \( n_2 = 0 \), so \( D \in v_{n_1}\mathcal{FE}(\Lambda) \). Suppose there does not exist \( m \in \mathbb{N}^k \) such that \( n \leq d(x) \) and \( x(n, n + m) \in D \). For each integer \( p > n_1 \), let \( \alpha^{(p)} = x_{n_1}x_{n_1+1} \cdots x_{p-1}f_p \). Since \( D \) is exhaustive, for each \( \alpha^{(p)} \) there exists \( \beta^{(p)} \in D \) such that \( \Lambda_{\beta^{(p)}} \) is non-empty. Now let \( (\mu, \nu) \in \Lambda_{\beta^{(p)}} \) for some \( p \), so that \( \alpha^{(p)} \mu = \beta^{(p)} \nu \). Since \( s(\alpha^{(p)}) = s(f_p) \) receives no edges, we have \( \mu = s(\alpha^{(p)}) \), and so \( \alpha^{(p)} = \beta^{(p)} \nu \). In order for \( \beta^{(p)} \) to not be of the form \( x(n, n + m) \) for some \( m \), we must also have \( \nu = s(\beta^{(p)}) \), so that \( \alpha^{(p)} = \beta^{(p)} \). It follows that \( \alpha^{(p)} \) is in \( D \) for every \( p \), so \( D \) is not finite, contradicting \( D \in \mathcal{FE}(\Lambda) \). Thus our assumption is incorrect, so \( x(n, n + m) \in D \) for some \( m \in \mathbb{N}^k \), and \( x \in \partial \Lambda \). \( \square \)

The desourcification of the 2-graph \( \Lambda \) from Example 6.3.17 will be described in Example 6.4.3. In Example 6.4.12 it will be shown that \( C^*(\Lambda) \) has continuous trace.

**Lemma 6.3.18.** Suppose \( \Lambda \) is a row-finite \( k \)-graph. If \( x \in \Lambda_{\leq \infty} \), there exists \( n \in \mathbb{N}^k \) with \( n \leq d(x) \) such that for any \( m \in \mathbb{N}^k \) with \( m \geq n \), \( x(m \wedge d(x))\Lambda^{e_i} = \emptyset \) for every \( i \) with \( d(x)_i = \infty \). If \( y \in x(m \wedge d(x))\partial \Lambda \), then

\[
\kappa(x)(m \wedge d(x), m) = \kappa(y)(0, m - m \wedge d(x)).
\]

**Proof.** Since \( x \in \Lambda_{\leq \infty} \), there exists \( n \in \mathbb{N}^k \) with \( n \leq d(x) \) such that for any \( l \in \mathbb{N}^k \) and \( 1 \leq i \leq k \) such that \( n \leq l \leq d(x) \) and \( l_i = d(x)_i \), the set \( x(l)\Lambda^{e_i} \) is empty. Increase \( n \) so that \( n_i = d(x)_i \) for every \( i \) with \( d(x)_i < \infty \). Then for every \( m \in \mathbb{N}^k \) with \( m \geq n \), the set \( x(m \wedge d(x))\Lambda^{e_i} \) is empty for every \( i \) with \( d(x)_i < \infty \).

Fix \( m \in \mathbb{N}^k \) such that \( m \geq n \) and suppose \( y \in x(m \wedge d(x))\partial \Lambda \). Let \( z = x(0, m \wedge d(x))y \). In order to show that \( \kappa(x)(0, m) = \kappa(z)(0, m) \), it suffices to show that \( x(0, m \wedge d(x)) = z(0, m \wedge d(z)) \). By the definition of \( z \), we know \( z(0, m \wedge d(x)) = x(0, m \wedge d(x)) \), so it will suffice to show that \( m \wedge d(z) = m \wedge d(x) \).

Suppose \( m \wedge d(z) \neq m \wedge d(x) \). We know by the construction of \( z \) that \( d(z) \geq m \wedge d(x) \), so there exists \( i \) such that

\[
(6.3.1) \quad m \wedge d(z) \geq m \wedge d(x) + e_i.
\]

Since \( (m \wedge d(x))_i \) equals \( m_i \) if \( d(x)_i = \infty \) and equals \( d(x)_i \) if \( d(x)_i < \infty \), equation (6.3.1) shows that we must have \( d(x)_i < \infty \). Now

\[
z(m \wedge d(x), m \wedge d(x) + e_i) \in x(m \wedge d(x))\Lambda^{e_i},
\]

but no such path can exist since we know \( m \geq n \) and \( (m \wedge d(x))_j = d(x)_j \) implies \( x(m \wedge d(x))\Lambda^{e_j} = \emptyset \).

This contradiction shows that \( n \wedge d(z) = n \wedge d(x) \), so it follows from the construction of \( z \) that \( z(0, d(z)) = x(0, d(x)) \), and we can use this to see that
\( \kappa(z)(0, n) = \kappa(x)(0, n). \) Now \( y = \sigma^{m \wedge d(x)}(z), \) so
\[
\kappa(y)(0, m - m \wedge d(x)) = \kappa(\sigma^{m \wedge d(x)}(z))(0, m - m \wedge d(x))
\]
\[
= \sigma^{m \wedge d(x)}(\kappa(z))(0, m - m \wedge d(x)) \quad \text{(by Lemma 6.3.8)}
\]
\[
= \kappa(z)(m \wedge d(x), m) = \kappa(x)(m \wedge d(x), m). \quad \square
\]

**Definition 6.3.19.** Suppose \( \Lambda \) is a \( k \)-graph. For \( x, y \in \partial \Lambda, \) we say \( x \) is **frequently divertable** to \([y]\) if for every \( n \in \mathbb{N}^k \) with \( n \leq d(x) \) there is a path in \( x(n)\partial \Lambda \) that is shift equivalent to \( y \).

The frequently divertable property is preserved by \( \kappa \):

**Lemma 6.3.20.** Suppose \( \Lambda \) is a row-finite \( k \)-graph and \( x, y \in \partial \Lambda \). Consider

1. \( x \) is frequently divertable to \([y]\); and
2. \( \kappa(x) \) is frequently divertable to \([\kappa(y)]\).

Then (2) implies (1) and, if in addition \( x \in \Lambda^{\leq \infty} \), then (1) implies (2).

**Proof.** (2) \( \Rightarrow \) (1). Suppose (2) and fix \( n \leq d(x) \). Then there exists \( a \in \kappa(x)(n)\tilde{\Lambda}^{\infty} \) such that \( a \) is shift equivalent to \( \kappa(y) \). Then \( r(a) \in i(\Lambda^0) \) since \( r(a) = \kappa(x)(n) \) and \( n \leq d(x) \). Since \( \kappa \) is a bijection onto \( i(\Lambda^0)\tilde{\Lambda}^{\infty} \) (Lemma 6.3.6), there exists \( z \in \partial \Lambda \) such that \( a = \kappa(z) \). Now \( r(\kappa(z)) = r(a) = \kappa(x)(n) \) implies \( \kappa(z)(0) = \kappa(x)(n) \) and since \( \kappa \) is injective, \( r(z) = z(0) = x(n) \). Thus \( z \in x(n)\partial \Lambda \). Since \( \kappa(z) \in [\kappa(y)], \kappa(z) \sim \kappa(y) \) and so we know \( z \sim y \) by Lemma 6.3.10. Thus \( z \in x(n)\partial \Lambda \cap [y] \) and (1) follows since \( n \) was chosen arbitrarily.

(1) \( \Rightarrow \) (2) assuming \( x \in \Lambda^{\leq \infty} \). Suppose (1). Since \( x \in \Lambda^{\leq \infty} \), we can let \( n \) be the element of \( \mathbb{N}^k \) as in Lemma 6.3.18. Fix \( m \in \mathbb{N}^k \) so that \( m \geq n \). Since \( x \) is frequently divertable to \([y]\), there exists \( z \in x(m \wedge d(x))\partial \Lambda \cap [y] \). Now
\[
\kappa(z)(0, m - m \wedge d(x)) = \kappa(x)(m \wedge d(x), m),
\]
so \( \sigma^{m-m\wedge d(x)}(\kappa(z)) \in \kappa(x)(m)\tilde{\Lambda}^{\infty} \). Since \( z \sim y \), \( \sigma^{m-m\wedge d(x)}(\kappa(z)) \) is shift equivalent to \( \kappa(y) \) by Lemma 6.3.10. Condition (2) follows since \( m \) was chosen to be an arbitrary element of \( \mathbb{N}^k \) with \( m \geq n \). \( \square \)

**Remark 6.3.21.** Statement (1) does not imply (2) in general. To see this, consider Example 6.3.17. Let \( y \) be the path of degree \((\infty, 1)\) with range \( v_0 \). Then \( x \) and \( y \) are both boundary paths and \( x \) is frequently divertable to \([y]\). But by examining the desourcification presented in Figure 6.4.4, it can be seen that \( \kappa(x) \) is not frequently divertable to \([\kappa(y)]\) since there is no path in \( \kappa(x)(0, 1)\tilde{\Lambda}^{\infty} \) which is shift equivalent to \( \kappa(y) \).
6.4. Generalising results with the Farthing-Webster desourcification

Recall from the previous section that if \( \tilde{\Lambda} \) is the Farthing-Webster desourcification of a row-finite \( k \)-graph \( \Lambda \), then \( C^*(\tilde{\Lambda}) \) is Morita equivalent to \( C^*(\Lambda) \). Since the liminal, postliminal, Fell, bounded- and continuous- trace properties of \( C^*-\)algebras are preserved under Morita equivalence (Theorem 5.1.11), the theorems in Sections 6.1 and 6.2 which require the \( k \)-graph to have no sources, can be applied to \( \tilde{\Lambda} \) rather than \( \Lambda \) in order to determine which of the liminal, postliminal, Fell, bounded- and continuous-trace properties are satisfied by \( C^*(\Lambda) \) (the latter three properties also requiring that the path groupoid associated to \( \tilde{\Lambda} \) is principal). Rather than having to consider the desourcification of each \( k \)-graph to apply these theorems, the theorems in this section provide conditions on \( \Lambda \) that are necessary and sufficient for the conditions in the theorems in Sections 6.1 and 6.2 to hold on \( \tilde{\Lambda} \), thus providing characterisations for row-finite \( k \)-graphs that may have sources.

Theorem 6.4.1. Suppose \( \Lambda \) is a row-finite \( k \)-graph and consider the statements

(1) for every \( x \in \partial \Lambda \), every path in \( \partial \Lambda \) that is frequently divertable to \([x]\) is shift equivalent to \( x \); and

(2) \( C^*(\Lambda) \) is liminal.

Then (1) implies (2) and, if in addition \( \partial \Lambda = \Lambda^{\leq \infty} \), then (2) implies (1).

Proof. Suppose (1). We begin by showing that \( \tilde{\Lambda} \) satisfies condition (2) from Theorem 6.1.4. Fix \( a \in \tilde{\Lambda}^{\infty} \) and suppose that \( b \in \tilde{\Lambda}^{\infty} \) is frequently divertable to \([a]\). By Lemma 6.3.7 there exists \( x, y \in \partial \Lambda \) and \( n, m \in \mathbb{N}^k \) such that \( a = \sigma^n(\kappa(x)) \) and \( b = \sigma^m(\kappa(y)) \). Then \( \kappa(y) \) is frequently divertable to \([\kappa(x)]\) and Lemma 6.3.20 shows that \( y \) is frequently divertable to \( [x] \). Then \( y \) is shift equivalent to \( x \) by (1). Lemma 6.3.10 now shows us that \( \kappa(y) \) is shift equivalent to \( \kappa(x) \) and it follows that \( b \) is shift equivalent to \( a \). We have thus shown that \( \tilde{\Lambda} \) satisfies condition (2) from Theorem 6.1.4 so \( C^*(\tilde{\Lambda}) \) is liminal. Then \( C^*(\Lambda) \) is liminal by Morita equivalence (p. 92 [56, Theorem 6.3] and 31, Proposition 2]).

Suppose \( \partial \Lambda = \Lambda^{\leq \infty} \) and that \( C^*(\Lambda) \) is liminal. Fix \( x \in \partial \Lambda \) and suppose \( y \in \partial \Lambda \) is frequently divertable to \([x]\). Then \( \kappa(y) \) is frequently divertable to \([\kappa(x)]\) by Lemma 6.3.20. We know that \( \tilde{\Lambda} \) is row-finite and has no sources so, since in addition \( C^*(\tilde{\Lambda}) \) is liminal by Morita equivalence (p. 92 [56, Theorem 6.3] and 31, Proposition 2]), we can apply Theorem 6.1.4 to see that \( \kappa(x) \) is shift equivalent to \( \kappa(y) \). Lemma 6.3.10 now shows that \( x \) is shift equivalent to \( y \), establishing (1). \( \Box \)

Example 6.4.2. The 2-graph \( C^*-\)algebra \( C^*(\Omega_{2,(3,2)}) \) is liminal: in Example 6.3.2 we saw that \( \partial \Omega_{2,(3,2)} = \{ \alpha \in \Omega_{2,(3,2)} : s(\alpha) = (3, 2) \} \), so every path in \( \partial \Omega_{2,(3,2)} \) is shift
equivalent to every other path in $\partial \Omega_{2,(3,2)}$. It follows that $\Omega_{2,(3,2)}$ satisfies condition (2) from Theorem 6.4.1 and so $C^*(\Omega_{2,(3,2)})$ is liminal.

**Example 6.4.3.** Suppose $\Lambda$ is the 2-graph from Example 6.3.17. Let $x$ be the path mentioned in Example 6.3.17 and, as in Remark 6.3.21, let $y$ be the unique path in $v_0 \partial \Lambda$ with degree $(\infty,1)$. Since $x$ is frequently divertable to $y$ with $x$ not shift equivalent to $y$, it follows that $\Lambda$ does not satisfy condition (1) of Theorem 6.4.1. The key point is that $\partial \Lambda \neq \Lambda^{\infty}$, so we cannot use Theorem 6.4.1 to deduce that $C^*(\Lambda)$ is not liminal. In fact $C^*(\Lambda)$ is liminal. To see this, a careful inspection of $\Lambda$ reveals that the skeleton of the desourcification $\tilde{\Lambda}$ can be pictured by Figure 6.4.4. We can see that $\tilde{\Lambda}$ satisfies condition (1) from Theorem 6.4.1 or condition (2) from Theorem 6.1.4, so $C^*(\tilde{\Lambda})$ is liminal. Then $C^*(\Lambda)$ is liminal by Morita equivalence (p. 92 [56, Theorem 6.3] and 311, Proposition 2). In fact, $C^*(\Lambda)$ has continuous trace, and is thus liminal, by Theorem 6.4.11.

**Theorem 6.4.5.** Suppose $\Lambda$ is a row-finite $k$-graph and consider the statements

1. for every $x \in \partial \Lambda$ there exists $n \in \mathbb{N}^k$ with $n \leq d(x)$ such that every path in $x(n)\partial \Lambda$ that is frequently divertable to $[x]$ is shift equivalent to $x$; and
2. $C^*(\Lambda)$ is postliminal.

Then (1) implies (2) and, if in addition $\partial \Lambda = \Lambda^{\infty}$, then (2) implies (1).

**Proof.** Suppose (1). We will first show that condition (2) from Theorem 6.1.1 holds for the desourcification $\tilde{\Lambda}$ of $\Lambda$. Fix $a \in \tilde{\Lambda}^{\infty}$. By Lemma 6.3.7 there exists $x \in \partial \Lambda$ and $m \in \mathbb{N}^k$ such that $a = \sigma^m(\kappa(x))$. By (1) there exists $n \in \mathbb{N}^k$ such that every path in $x(n)\partial \Lambda$ that is frequently divertable to $[x]$ is shift equivalent to $x$. 

![Figure 6.4.4. The desourcification of the 2-graph from Example 6.3.17](image-url)
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Now suppose \( b \in a(n)\tilde{\Lambda}^\infty \) is frequently divertable to \([a]\). Note that \( a(n) = \kappa(x)(m + n) \). Since \( n \leq d(x) \), \( \kappa(x)(n) \in \kappa(\Lambda^0) \), and there exists \( y \in x(n)d\Lambda \) such that \( \kappa(y) = \kappa(x)(n, n + m)b \). Note that \( \sigma^m(\kappa(y)) = b \). Since \( b \) is frequently divertable to \([a]\), \( \sigma^m(\kappa(y)) \) is frequently divertable to \([\kappa(x)]\) and it follows that \( \kappa(y) \) is frequently divertable to \([\kappa(x)]\). Now \( y \) is frequently divertable to \([x]\) by Lemma 6.3.20 and, since in addition \( y \in x(n)d\Lambda \), \( y \) is shift equivalent to \( x \). Lemma 6.3.10 now shows that \( \kappa(y) \) is shift equivalent to \( \kappa(x) \), so \( b \) is shift equivalent to \( a \), and condition (2) from Theorem 6.1.7 holds for \( \tilde{\Lambda} \). We can now apply Theorem 6.1.7 to see that \( C^* (\tilde{\Lambda}) \) is postliminal and so \( C^* (\Lambda) \) is postliminal by Morita equivalence (p. 56). We will now use the results from Section 6.2 to describe when row-finite \( k \)-graphs which may have sources have \( C^* \)-algebras that have bounded trace, are Fell, and have continuous trace, respectively. The results in Section 6.2 require the path groupoid to be principal, but here we will instead require that the path groupoid associated to the desourcification is principal. The following lemma describes precisely when this is the case.

**Lemma 6.4.6.** Suppose \( \Lambda \) is a row-finite \( k \)-graph. The path groupoid associated to the desourcification \( \tilde{\Lambda} \) of \( \Lambda \) is principal if and only if \( m = 0 \) whenever a path in \( \partial\Lambda \) is shift equivalent to itself with lag \( m \).

**Proof.** Suppose the path groupoid associated to \( \tilde{\Lambda} \) is principal and suppose \( x \sim_m x \) for some \( x \in \partial\Lambda \) and \( m \in \mathbb{Z}^k \). Then \( \kappa(x) \sim_m \kappa(x) \) by Lemma 6.3.10 and hence \( m = 0 \).
Now suppose that $m = 0$ whenever a path in $\partial \Lambda$ is shift equivalent to itself with lag $m$. Suppose $a \in \tilde{\Lambda}^\infty$ satisfies $a \sim_m a$ for some $m \in \mathbb{Z}^k$. By Lemma 6.3.7 there exists $l \in \mathbb{N}^k$ and $x \in \partial \Lambda$ such that $a = \sigma^l(\kappa(x))$. Then $\sigma^l(\kappa(x)) \sim_m \sigma^l(\kappa(x))$, so $\kappa(x) \sim_m \kappa(x)$ and $x \sim_m x$ by Lemma 6.3.10. Then $m = 0$ by our assumption so path groupoid associated to $\tilde{\Lambda}$ is principal by Lemma 6.2.1.

**Theorem 6.4.7.** Suppose $\Lambda$ is a row-finite $k$-graph such that $n = 0$ whenever a path in $\partial \Lambda$ is shift equivalent to itself with lag $n$. Then $C^*(\Lambda)$ has bounded trace if and only if for every $v \in \Lambda^0$ there exists $M \in \mathbb{N}$ such that for every $x \in \partial \Lambda$ there are at most $M$ paths in $\partial \Lambda$ with range $v$ that are shift equivalent to $x$.

**Proof.** Suppose $C^*(\Lambda)$ has bounded trace and fix $v \in \Lambda^0$. Then $C^*(\tilde{\Lambda})$ has bounded trace since this property is preserved by Morita equivalence (see [31 Proposition 7]). Since in addition $\tilde{\Lambda}$ has no sources, by Theorem 6.2.6 there exists $M \in \mathbb{N}^k$ such that for every $a \in \tilde{\Lambda}^\infty$ there are at most $M$ paths in $\tilde{\Lambda}^\infty$ with range $\iota(v)$ that are shift equivalent to $a$. Fix $x \in \partial \Lambda$ and let $S$ be the set of all paths in $\partial \Lambda$ that are shift equivalent to $x$ and have range $v$. Then every path in $\kappa(S)$ is shift equivalent to $\kappa(x)$ by Lemma 6.3.10. In addition, for every $y \in S$ we have $r(y) = v$, so $r(\kappa(y)) = \iota(v)$, and $\kappa(S)$ has at most $M$ elements by our earlier application of Theorem 6.2.6. Since $\kappa$ is injective by Lemma 6.3.6, we may conclude that $S$ has at most $M$ elements.

We now prove the converse. Suppose that for every $v \in \Lambda^0$ there exists $M_v \in \mathbb{N}$ as in the statement of the theorem. Fix $u \in \tilde{\Lambda}^0$. By the construction of $\tilde{\Lambda}$, there exists $y \in \partial \Lambda$ and $n \in \mathbb{N}^k$ such that $u = \kappa(y)(n)$. Fix $a \in \tilde{\Lambda}^\infty$. By Lemma 6.3.7 we may assume without loss of generality that $a = \kappa(x)$ for some $x \in \partial \Lambda$. Let $S$ be the set of all paths in $\partial \Lambda$ with range $r(y)$ that are shift equivalent to $x$ and let $T$ be the set of all paths in $\tilde{\Lambda}^\infty$ with range $u$ that are shift equivalent to $\kappa(x)$. Fix $b \in T$. Then $\kappa(y)(0,n)b \in \iota(\Lambda^0)\tilde{\Lambda}^\infty$ so, since $\kappa$ is a bijection onto $\iota(\Lambda^0)\tilde{\Lambda}^\infty$ (Lemma 6.3.6), there exists $z \in \partial \Lambda$ such that $\kappa(y)(0,n)b = \kappa(z)$. Furthermore since $b \in T$, we have $b \sim \kappa(x)$, so both $\kappa(y)(0,m)b$ and $\kappa(z)$ are shift equivalent to $\kappa(x)$. Now $r(\kappa(y)(0,m)b) = \iota(r(y))$, so $\{\kappa(y)(0,m)b : b \in T\} \subset \kappa(S)$. Since $T$ and $\{\kappa(y)(0,m)b : b \in T\}$ have the same number of elements, and since $\kappa$ is injective (Lemma 6.3.6), we have $\#T \leq \#\kappa(S) = \#S \leq M_{r(y)}$. We arbitrarily fixed $u \in \tilde{\Lambda}^0$, so condition (2) of Theorem 6.2.6 holds by taking $M = M_{r(y)}$. Since $\tilde{\Lambda}$ has no sources, Theorem 6.2.6 now implies that $C^*(\tilde{\Lambda})$ has bounded trace, and it follows that $C^*(\Lambda)$ has bounded trace by Morita equivalence (p. 92 [56 Theorem 6.3] and [31 Proposition 7]).
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**Lemma 6.4.8.** Suppose $\Lambda$ is a row-finite $k$-graph and $W \subset \tilde{\Lambda}^0$ is finite. For each $w \in W$, suppose $z^{(w)} \in \partial \Lambda$ and $n^{(w)} \in \mathbb{N}^k$ satisfy $w = \kappa(z^{(w)})(n^{(w)})$. Let $V = \{r(z^{(w)}): w \in W\}$. If there exists a finite $F \subset \Lambda$ such that for every $x, y \in V \partial \Lambda$ with $x \sim y$, the pair $(x, y)$ is a monolithic extension of a pair in $F \times F$, then there exists a finite $E \subset \tilde{\Lambda}$ such that for every $(a, b) \in W\tilde{\Lambda}^\infty$ with $a \sim b$, the pair $(a, b)$ is a monolithic extension of a pair in $E \times E$.

**Proof.** Suppose $F$ is a finite subset of $\Lambda$ as in the statement of the Lemma. Let $N = \cup_{w \in W} n^{(w)}$ and define

$$E = \left\{ \left( \iota(\eta) \delta \left( n^{(w)} \right), d(\iota(\eta) \delta) \right): \eta \in F, w \in W, \delta \in s(\iota(\eta)) \tilde{\Lambda}^N \right\},$$

noting that $E$ is finite since $F$ and $W$ are finite and $\tilde{\Lambda}$ is row-finite. Fix $a, b \in W\tilde{\Lambda}^\infty$ with $a \sim b$, let

$$\phi = \kappa(z^{(r(a))})(0, n^{(r(a))}) \quad \text{and} \quad \psi = \kappa(z^{(r(b))})(0, n^{(r(b))}).$$

Then $\phi a, \psi b \in \iota(V)\tilde{\Lambda}^\infty$ so, since $\kappa$ is a bijection onto $\iota(\Lambda^0)\tilde{\Lambda}^\infty$ (Lemma 6.3.6), there exist $x, y \in V \partial \Lambda$ such that $\kappa(x) = \phi a$ and $\kappa(y) = \psi b$. Since $a \sim b$, we have $x \sim y$ by Lemma 6.3.10. By our assumption there exist $\eta, \zeta \in F$ such that $(x, y)$ is a monolithic extension of $(\eta, \zeta)$. Then $(\kappa(x), \kappa(y))$ is a monolithic extension of $(\iota(\eta), \iota(\zeta))$. Let $\delta = \kappa(x)(d(\iota(\eta)), d(\iota(\eta)) + N)$, so that $(\kappa(x), \kappa(y)) = (\phi a, \psi b)$ is a monolithic extension of $(\iota(\eta) \delta, \iota(\zeta) \delta)$ with $d(\iota(\eta) \delta) \geq n^{(r(a))} = d(\phi)$ and $d(\iota(\zeta) \delta) \geq n^{(r(b))} = d(\psi)$. Then $(a, b)$ is a monolithic extension of

$$\left( \left( \iota(\eta) \delta \left( n^{(r(a))}, d(\iota(\eta) \delta) \right), \left( \iota(\zeta) \delta \left( n^{(r(b))}, d(\iota(\zeta) \delta) \right) \right) \right) \in E \times E. \quad \Box$$

**Lemma 6.4.9.** Let $\Lambda$ be a row-finite $k$-graph and suppose that $(\kappa(x), \kappa(y))$ is a monolithic extension of $(\kappa(f)(0, m), \kappa(g)(0, n))$ for some $x, y, f, g \in \partial \Lambda$ and $m, n \in \mathbb{N}^k$. Then $(x, y)$ is a monolithic extension of $(f(0, m \wedge d(f)), g(0, n \wedge d(g)))$.

**Proof.** We have $\sigma^m(\kappa(x)) = \sigma^n(\kappa(y))$, so $\kappa(x)(m) = \kappa(y)(n)$ and by (\ref{V1}) and (\ref{V2}) we can see that $x(m \wedge d(x)) = y(n \wedge d(y))$ and $m - m \wedge d(x) = n - n \wedge d(y)$. This is enough to show that $\kappa(x)(m \wedge d(x), m) = \kappa(y)(n \wedge d(y), n)$ by considering (P1), (P2), and (P3). Thus $\sigma^{m \wedge d(x)}(\kappa(x)) = \sigma^{n \wedge d(y)}(\kappa(y))$, and so $\kappa(\sigma^{m \wedge d(x)}(x)) = \kappa(\sigma^{n \wedge d(y)}(y))$ by Lemma 6.3.8. For every $p \in \mathbb{N}^k$, we now have $\kappa(\sigma^{m \wedge d(x)}(x)(0, p)) = \kappa(\sigma^{n \wedge d(y)}(y)(0, p))$, so

$$\sigma^{m \wedge d(x)}(x)(0, p \wedge d(\sigma^{m \wedge d(x)}(x))) = \sigma^{n \wedge d(y)}(y)(0, p \wedge d(\sigma^{n \wedge d(y)}(y))).$$
and it follows that \( \sigma^{m \wedge d(x)}(x) = \sigma^{n \wedge d(y)}(y) \). Since \( \kappa(x)(0, m) = \kappa(f)(0, m) \), we have \( x(0, m \wedge d(x)) = f(0, m \wedge d(f)) \) by (P1) and similarly \( g(0, n \wedge d(y)) = g(0, n \wedge d(g)) \). The result follows. \( \square \)

**Theorem 6.4.10.** Suppose \( \Lambda \) is a row-finite \( k \)-graph such that \( m = 0 \) whenever a path in \( \partial \Lambda \) is shift equivalent to itself with lag \( m \). Then \( C^*(\Lambda) \) is Fell if for every \( z \in \partial \Lambda \) there exist \( p \in \mathbb{N}^k \) with \( p \leq d(z) \) and a finite \( F \subset \Lambda \) such that for any \( x,y \in z(p)\partial \Lambda \) with \( x \sim y \), the pair \( (x,y) \) is a monolithic extension of a pair in \( F \times F \). The converse is true if \( \partial \Lambda = \Lambda^{\leq \infty} \).

**Proof.** We will first show that \( C^*(\tilde{\Lambda}) \) is Fell by showing that \( \tilde{\Lambda} \) satisfies condition (2) of Theorem 6.2.10. Fix \( a \in \tilde{\Lambda}^{\infty} \). By Lemma 6.3.7 there exist \( z \in \partial \Lambda \) and \( m \in \mathbb{N}^k \) such that \( a = \sigma^m(\kappa(z)) \). Let \( p \in \mathbb{N}^k \) and \( F \subset \Lambda \) be as in the hypothesis when applied to \( z \). Let \( W = \{ \kappa(z)(m \vee p) \} \) and \( V = \{ z(p) \} \). By noting that \( W = \{ \kappa(\sigma^p(z))(m \vee p - p) \} \) by Lemma 6.3.8 and that \( V = \{ r(\sigma^p(z)) \} \), we can apply Lemma 6.4.8 to see that there exists a finite \( E \subset \tilde{\Lambda} \) such that for any \( b,c \in W\tilde{\Lambda}^\infty \) with \( b \sim c \), the pair \( (b,c) \) is a monolithic extension of a pair in \( E \times E \). Since Lemma 6.3.8 gives us

\[
\kappa(\sigma^p(z))(m \vee p - p) = \kappa(z)(m \vee p) = \sigma^m(\kappa(z))(m \vee p - m) = a(m \vee p - m),
\]

we can see that \( W = \{ a(m \vee p - m) \} \) and thus that \( \tilde{\Lambda} \) satisfies condition (2) of Theorem 6.2.10. As we also know that \( \tilde{\Lambda} \) has no sources, \( C^*(\tilde{\Lambda}) \) is Fell by Theorem 6.2.10. Then \( C^*(\Lambda) \) is Fell by Morita equivalence (p. 92, [56] Theorem 6.3) and [31] Corollary 14).

We now prove the converse. Suppose \( \partial \Lambda = \Lambda^{\leq \infty} \), \( C^*(\Lambda) \) is Fell and fix \( z \in \partial \Lambda \). Since \( \partial \Lambda = \Lambda^{\leq \infty} \), by Lemma 6.3.18 there exists \( p \in \mathbb{N}^k \) with \( p \leq d(z) \) such that for any \( q \in \mathbb{N}^k \) with \( q \geq p \) and \( x \in z(q \wedge d(x))\partial \Lambda \),

\[
(6.4.1) \quad \kappa(z)(q \wedge d(z), q) = \kappa(x)(0, q - q \wedge d(z)).
\]

We know \( C^*(\tilde{\Lambda}) \) is Fell by Morita equivalence (p. 92, [56] Theorem 6.3) and [31] Corollary 14). Since in addition \( \tilde{\Lambda} \) has no sources, Theorem 6.2.10 can be used to see that for the path \( \sigma^p(\kappa(z)) \in \tilde{\Lambda}^{\infty} \) there exists \( l \in \mathbb{N}^k \) and a finite \( E \subset \tilde{\Lambda} \) that satisfy condition (2) from Theorem 6.2.10. Let \( m = p + l \). Then for every \( a,b \in \kappa(z)(m)\tilde{\Lambda}^{\infty} \) with \( a \sim b \), the pair \( (a,b) \) is a monolithic extension of a pair in \( E \times E \). Let \( n = m \wedge d(z) \) and define \( A = \{ \kappa(z)(n,m) \eta : \eta \in E \} \), noting that \( A \subset \Lambda \). By the construction of \( \tilde{\Lambda} \), for every \( \gamma \in \iota(\Lambda^0) \) we can choose \( t(\gamma) \in \partial \Lambda \) such that \( \gamma = \kappa(t(\gamma))(0, d(\gamma)) \). Let

\[
F = \{ t(\phi)(0, d(\phi) \wedge d(t(\phi))) : \phi \in A \}.
\]
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Fix \(x, y \in z(n)\partial\Lambda\) such that \(x \sim y\). Then \(\kappa(x), \kappa(y) \in \kappa(z(n))\tilde{\Lambda}^\infty\) with \(\kappa(x) \sim \kappa(y)\) by Lemma 6.3.10 so \(\sigma^{m-n}(\kappa(x)), \sigma^{m-n}(\kappa(y)) \in \kappa(z(m))\tilde{\Lambda}^\infty\) with \(\sigma^{m-n}(\kappa(x)) \sim \sigma^{m-n}(\kappa(y))\). By the earlier use of Theorem 6.2.10 there exists \(\eta, \zeta \in E\) such that \((\sigma^{m-n}(\kappa(x)), \sigma^{m-n}(\kappa(y)))\) is a monolithic extension of \((\eta, \zeta)\).

Let \(\gamma = \kappa(z(n, m))\eta\) and \(\delta = \kappa(z(n, m))\zeta\), so that \(\gamma, \delta \in A\). Since \(n = m \land d(z)\), by (6.4.1) we have

\[\kappa(x)(0, m-n) = \kappa(y)(0, m-n) = \kappa(z(n, m))\]

so \((\kappa(x), \kappa(y))\) is a monolithic extension of \((\gamma, \delta)\). Recall that \(\gamma = \kappa(z^{(\gamma)})(0, d(\gamma))\) and \(\delta = \kappa(z^{(\delta)})(0, d(\delta))\). Lemma 6.4.9 can now be applied to see that \((x, y)\) is a monolithic extension of

\[\left(z^{(\gamma)}(0, d(\gamma) \lor d(z^{(\gamma)})), z^{(\delta)}(0, d(\delta) \lor d(z^{(\delta)}))\right) \in F \times F. \quad \square\]

**Theorem 6.4.11.** Suppose \(\Lambda\) is a row-finite \(k\)-graph such that \(m = 0\) whenever a path in \(\partial\Lambda\) is shift equivalent to itself with lag \(m\). Then \(C^*(\Lambda)\) has continuous trace if and only if for every finite subset \(V\) of \(\Lambda^0\) there exists a finite \(F \subset \Lambda\) such that for every \(x, y \in V\partial\Lambda\) with \(x \sim y\), the pair \((x, y)\) is a monolithic extension of a pair in \(F \times F\).

**Proof.** Suppose that for every finite \(V \subset \Lambda^0\) there exists a finite \(F \subset \Lambda\) as in the statement of the theorem. Let \(W\) be a finite subset of \(\tilde{\Lambda}^0\). For every \(w \in W\) there exist \(y^{(w)} \in \partial\Lambda\) and \(m^{(w)} \in \mathbb{N}^k\) such that \(w = \kappa(y^{(w)})(m^{(w)})\). Let \(V = \{r(y^{(w)}) : w \in W\}\). By our assumption there exists a finite \(F \subset \Lambda\) such that for every \(x, y \in V\partial\Lambda\) with \(x \sim y\), the pair \((x, y)\) is a monolithic extension of a pair in \(F \times F\). Lemma 6.4.8 can now be applied to see that there exists a finite \(E \subset \tilde{\Lambda}\) such that for every \(a, b \in W\tilde{\Lambda}^\infty\) with \(a \sim b\), the pair \((a, b)\) is a monolithic extension of a pair in \(E \times E\). Then condition (2) of Theorem 6.2.13 holds so, since in addition \(\tilde{\Lambda}\) has no sources, \(C^*(\tilde{\Lambda})\) has continuous trace by Theorem 6.2.13. It follows that \(C^*(\Lambda)\) has continuous trace by Morita equivalence (p. [92] [56] Theorem 6.3] and [31] Proposition 7).

Now suppose \(C^*(\Lambda)\) has continuous trace and choose a finite \(V \subset \Lambda^0\). Then \(C^*(\tilde{\Lambda})\) has continuous trace by Morita equivalence (p. [92] [56] Theorem 6.3] and [31] Proposition 7]). We also know \(\tilde{\Lambda}\) has no sources, so by Theorem 6.2.13 there exists a finite \(E \subset \tilde{\Lambda}\) such that for any \(a, b \in \iota(V)\tilde{\Lambda}^\infty\) with \(a \sim b\), the pair \((a, b)\) is a monolithic extension of a pair in \(E \times E\). For every \(\gamma \in \iota(\Lambda^0)\tilde{\Lambda}\) we choose \(z^{(\gamma)} \in \partial\Lambda\) such that \(\gamma = \kappa(z^{(\gamma)})(0, d(\gamma))\). Let

\[F = \{z^{(\mu)}(0, d(\mu) \lor d(z^{(\mu)})) : \mu \in E\}\]
6.5. Special case: directed graphs

In this section we will state the main results from Sections 6.1, 6.2 and 6.4 for the special case of directed graphs. We will also state alternative conditions that characterise the row-finite directed graphs that are postliminal, liminal, Fell, and have continuous trace.

A characterisation of liminal directed graph $C^*$-algebras has previously been developed by Ephrem in [22, Theorem 5.5]. Similarly, characterisations of postliminal directed graph $C^*$-algebras have been developed by Ephrem in [22, Theorem 7.3] and by Deicke, Hong and Szymański in [18, Theorem 2.1]. We reconcile our results with Ephrem’s in Remark 6.5.3 and Remark 6.5.12 below. Unlike the results presented here, both Ephrem’s and Deicke, Hong and Szymański’s results may be applied to directed graphs that are not row-finite. This shortcoming will be largely overcome by showing that the conditions presented in this section are equivalent to Ephrem’s.

In developing his characterisation of directed graphs with liminal $C^*$-algebras, Ephrem started by developing a characterisation [22, Theorem 3.10] of the row-finite directed graphs without sources and with liminal $C^*$-algebras before using the Drinen-Tomforde desingularisation to remove the row-finite and no sources hypothesis in [22, Theorem 5.5]. Our approach is similar through the use of the higher-rank graph Farthing-Webster desourcification in Section 6.4. The characterisations of directed graphs with postliminal $C^*$-algebras in Theorem 6.5.8 and [22, Theorem 7.3] follow similar approaches.

Recall the definition of a directed graph and the associated path groupoid from Section 2.4 and the overview of the Cuntz-Krieger $C^*$-algebras of row-finite directed graphs from Section 5.1. For a directed graph $E$ we can consider $E^0 = \Lambda E$. Recall the definition of the boundary paths $\partial \Lambda$ of a $k$-graph $\Lambda$ from Section 6.3. Since
every 1-graph is locally convex (Remark 6.3.12), after assuming that $E$ is row-finite we have $\partial \Lambda_E = \Lambda_{E^\leq \infty}$ by Proposition 6.3.15. By the definition of $\Lambda_{E^\leq \infty}$ (Definition 6.3.13) we can consider $E_{\leq \infty} = \Lambda_{E^\leq \infty}$, so that $\partial \Lambda_E = E_{\leq \infty}$. Recall that Lemmas 5.2.10 and 5.2.12 tell us that $G_E \cong G_{\Lambda_E}$ and $C^*(E) \cong C^*(\Lambda_E)$, respectively.

Suppose $\eta$ is a path in a directed graph with $r(\eta) = s(\eta)$. For each $p \in \mathbb{N}$ define

$$\eta^p := \underbrace{\eta \eta \cdots \eta}_{p\text{-times}}$$

and define $\eta^\infty$ to be the infinite path $\eta \eta \eta \cdots$. For any path $x \in E^* \cup E^\infty$, define

$$\mathcal{FP}(x) := \{ \gamma \in E^* : \gamma = x(m, n) \text{ for some } m, n \in \mathbb{N} \},$$

so that $\mathcal{FP}(x)$ can be thought of as the set of all finite paths that appear in $x$. We will frequently abuse notation by talking about paths as if they are sets; when we refer to elements of $x$, we really mean elements of $\mathcal{FP}(x)$. For example, by the statement “there are no cycles in $x$", we really mean “there are no cycles in $\mathcal{FP}(x)$”.

**Definition 6.5.1.** For a directed graph $E$ and for $x, y \in E_{\leq \infty}$, we say $x$ is frequently divertable to $[y]$ if for every $n \in \mathbb{N}$ with $n \leq |x|$ there is a path in $E_{\leq \infty}$ that is shift equivalent to $y$.

From the above observations that $E^\infty = \Lambda_{E^\infty}^E$ and $E_{\leq \infty} = \partial \Lambda_E$, we can see that this notion of a frequently divertable path in $E_{\leq \infty}$ is consistent with the notions of frequently divertable infinite paths and boundary paths in higher-rank graphs as introduced in Definitions 6.1.1 and 6.3.19.

**Theorem 6.5.2.** Suppose $E$ is a row-finite directed graph. The following are equivalent:

1. for every $x \in E_{\leq \infty}$, every path in $E^\infty$ that is frequently divertable to $[x]$ is shift equivalent to $x$;
2. for every $x \in E_{\leq \infty}$ there are finitely many paths in $r(x)E_{\leq \infty}$ that are shift equivalent to $x$; and
3. $C^*(E)$ is liminal.

If in addition $E$ has no sources, the following are also equivalent to the preceding:

4. every orbit in $G_E(0)$ is closed; and
5. $C^*(G_E)$ is liminal.

**Remark 6.5.3.** Condition (2) is very similar to Ephrem’s condition from [22, Theorem 5.5]. It is a straightforward task to show that these conditions are equivalent.
The following two lemmas are used in the proof of Theorem 6.5.2 to establish the equivalence of (1) and (2).

**Lemma 6.5.4.** Suppose $E$ is a directed graph and that $x \in E^\infty$ is a path that does not contain a cycle and that has at least two elements in $x(n)E^\infty \cap [x]$ for each $n \in \mathbb{N}$. Then for each $m \in \mathbb{N}$ there is a path in $x(m)E^\infty$ that is frequently divertable to $[x]$ but not shift equivalent to $x$.

**Proof.** Fix $m \in \mathbb{N}$ and let $p_0 = 0$. Choose $z^{(1)} \in x(m)E^\infty \cap [x]$ with $z^{(1)} \neq x$. Since $z^{(1)} \sim x$ there exist $p_1, q_1 \in \mathbb{N}$ with $\sigma_p^{p_1}(x) = \sigma_q^{q_1}(z^{(1)})$. Let $\gamma^{(1)} = z^{(1)}(0, q_1)$. Since $z^{(1)} \neq x$ we must have $\gamma^{(1)} \neq x(0, p_1)$. Now choose $z^{(2)} \in x(p_1)E^\infty \cap [x]$ with $z^{(2)} \neq \sigma_p^{p_2}(x)$. Since $z^{(2)} \sim \sigma_p^{p_2}(x)$ there exist $p_2, q_2 \in \mathbb{N}$ with $p_2 > p_1$ such that $\sigma_p^{p_2}(x) = \sigma_q^{q_2}(z^{(2)})$. Let $\gamma^{(2)} = z^{(2)}(0, q_2)$. Since $z^{(2)} \neq \sigma_p^{p_2}(x)$ we must have $\gamma^{(2)} \neq x(p_1, p_2)$. By continuing in this manner we can see that there is a strictly increasing sequence $p_0, p_1, p_2, \ldots$ in $\mathbb{N}$ and a sequence $\gamma^{(1)}, \gamma^{(2)}, \ldots$ in $E^\infty$ such that $r(\gamma^{(i)}) = x(p_{i-1})$, $s(\gamma^{(i)}) = x(p_i)$ and $\gamma^{(i)} \neq x(p_{i-1}, p_i)$ for $i = 1, 2, \ldots$.

Let $y$ be the path $\gamma^{(1)} \gamma^{(2)} \cdots$ in $x(m)E^\infty$. To show that $y \sim x$, first fix $a, b \in \mathbb{N}$. We need to show that $\sigma^a(x) \neq \sigma^b(y)$. Since $y = \gamma^{(1)} \gamma^{(2)} \cdots$, we may increase $a, b$ if necessary to ensure that $\sigma^b(y) = \gamma^{(j)} \gamma^{(j+1)} \cdots$ for some $j \in \mathbb{P}$. If $x(a) \neq y(b)$ it follows immediately that $\sigma^a(x) \neq \sigma^b(y)$ so we may assume that $x(a) = y(b)$. Then $x(a) = y(b) = r(\gamma^{(j)}) = x(p_{j-1})$, so $a = p_{j-1}$ since $x$ does not contain a cycle.

If $p_j - p_{j-1} = |\gamma^{(j)}|$, then

$$\sigma^a(x)(0, p_j - p_{j-1}) = \sigma^p_{p_{j-1}}(x)(0, p_j - p_{j-1}) = x(p_{j-1}, p_j)$$

so $\sigma^b(y)(0, |\gamma^{(j)}|) = \sigma^b(y)(0, p_j - p_{j-1})$, so $\sigma^b(y) \neq \sigma^a(x)$. If $p_j - p_{j-1} \neq |\gamma^{(j)}|$ and $\gamma^{(j+1)} = \gamma^{(j)}$, we must have

$$x(p_{j-1} + |\gamma^{(j)}|) = x(a + |\gamma^{(j)}|) = y(b + |\gamma^{(j)}|) = s(\gamma^{(j)}) = x(p_j).$$

This is not possible when $p_j - p_{j-1} \neq |\gamma^{(j)}|$ since $x$ does not contain a cycle. We have thus shown that $y$ is not shift equivalent to $x$. That $y$ is frequently divertable to $[x]$ follows immediately from $r(\gamma^{(i)})$ being in $x$ for each $i$. \hfill $\Box$

**Lemma 6.5.5.** Let $E$ be a directed graph. Suppose that for every $x \in E^{\leq \infty}$, every path in $E^\infty$ that is frequently divertable to $[x]$ is shift equivalent to $x$. Then no cycle in $E$ has an entry.

**Proof.** Suppose $\alpha$ is a cycle in $E$ with an entry $f \in E^1$. We may assume that $r(\alpha) = s(\alpha) = r(f)$. If there is a path $\gamma \in E^\ast$ with $r(\gamma) = s(f)$ and $s(\gamma) = r(f)$ then let $x = (\gamma f)^\infty$; otherwise let $x$ be any path in $s(f)E^{\leq \infty}$. The path $\alpha x$ in $E^\infty$ is then frequently divertable to $[x]$ but not shift equivalent to $x$. \hfill $\Box$
Proof of Theorem 6.5.2. (1) $\implies$ (2). Suppose (2) does not hold; we aim to show that (1) does not hold. If $E$ contains a cycle with an entry then (1) does not hold by Lemma 6.5.3; from here on we may assume that no cycle in $E$ has an entry. Since (2) does not hold there is a path $x \in E^{\leq \infty}$ such that $r(x) \cap [x]$ is infinite. Since $E$ is row-finite, there are only finitely many edges with range $r(x)$ and so there exists $y_1 \in r(x)E^1$ such that $s(y_1) \cap [x]$ is infinite. There then exists $y_2 \in s(y_1)E^1$ such that $s(y_2) \cap [x]$ is infinite. By repeating this observation we can see that there is a path $y = y_1y_2y_3 \cdots$ in $E^{\infty}$ such that $y(n) \cap [x]$ is infinite for each $n \in \mathbb{N}$. Note that $y$ is frequently divertable to $[x]$ so that if $y$ is not shift equivalent to $x$ then (1) does not hold and we are done.

Suppose $y$ is shift equivalent to $x$. Then $y(n)E^{\leq \infty} \cap [x] = y(n)E^{\leq \infty} \cap [y]$ is infinite for all $n \in \mathbb{N}$. We know $y \in E^{\infty}$, so $E^{\leq \infty} \cap [y] = E^{\infty} \cap [y]$ and thus $y(n)E^{\leq \infty} \cap [y] = y(n)E^{\infty} \cap [y]$ for each $n \in \mathbb{N}$. If $y$ contains a cycle $\alpha$ then there exists $m \in \mathbb{N}$ with $y(m, m + |\alpha|) = \alpha$ and since no cycle in $E$ has an entry, it follows that $y = y(0, m)e^{\infty}$. Then the only path in $y(m)E^{\infty}$ is $\alpha^{\infty}$, so $y(m)E^{\infty} \cap [y]$ is finite. It follows from this contradiction that $y$ does not contain a cycle. By applying Lemma 6.5.4 to $y$ we can see that there is a path $z$ in $y(0)E^{\infty}$ that is frequently divertable to $[y]$ but not shift equivalent to $[y]$. Since $x$ is shift equivalent to $y$, it follows that $z$ is frequently divertable to $[x]$ but not shift equivalent to $x$, so (1) does not hold.

(2) $\implies$ (1). Suppose (2), fix $x \in E^{\leq \infty}$ and suppose $y \in E^{\infty}$ is frequently divertable to $[x]$. Then for every $n \in \mathbb{N}$ there exists $z^{(n)} \in y(n)E^{\leq \infty}$ with $z^{(n)} \sim x$. By (2) there are finitely many paths in $r(z^{(0)})E^{\leq \infty} = y(0)E^{\leq \infty}$ that are shift equivalent to $z^{(0)}$ (and thus shift equivalent to $x$). Then $\{y(0, n)z^{(n)} : n \in \mathbb{N}\}$ is finite so there must exist a strictly increasing sequence $n_1, n_2, \ldots$ such that $y(0, n_1)z^{(n_1)} = y(0, n_2)z^{(n_2)} = \ldots$. But then each of these paths $y(0, n_i)z^{(n_i)}$ must equal $y$ and so $y$ is shift equivalent to $x$, establishing (1).

(1) $\implies$ (3). Suppose (1) and recall that $E^{\leq \infty} = \Lambda_E^{\leq \infty} = \partial \Lambda_E$. Applying Theorem 6.4.1 to the 1-graph $\Lambda_E$ shows that $C^*(E)$ is liminal if (6.5.1) for every $x \in E^{\leq \infty}$, every path in $E^{\leq \infty}$ that is frequently divertable to $[x]$ is shift equivalent to $x$.

To show that (6.5.1) holds, first fix $x \in E^{\leq \infty}$ and suppose that $y \in E^{\leq \infty}$ is frequently divertable to $[x]$. If $y \in E^{\infty}$ then it follows immediately from (1) that $y \sim x$. Suppose $y \in E^{\leq \infty} \setminus E^{\infty}$. Since $y$ is frequently divertable to $[x]$, the only path in $y([y])E^{\leq \infty}$, namely $y([y])$, must be shift equivalent to $x$. Then $y$ is shift equivalent to $x$, so (6.5.1) holds and $C^*(E)$ is liminal by Theorem 6.4.1.
(1) \implies (3). Suppose (3). Since \( C^*(E) \) is liminal, Theorem 6.4.1 tells us that (6.5.1) holds and (1) follows immediately.

Now suppose that \( E \) has no sources. Then (3) and (5) are equivalent since \( C^*(E) \) is isomorphic to \( C^*(G_E) \) by Proposition 5.1.4. Since \( G_E \) is isomorphic to \( G_{\Lambda_E} \) by Lemma 5.2.10, we can apply Theorem 6.1.4 to the 1-graph \( \Lambda_E \) to establish the equivalence of (4) and (5). \( \square \)

The following is an immediate corollary of Theorem 6.5.2 and Lemma 6.5.5.

Corollary 6.5.6. Suppose \( E \) is a row-finite directed graph. If \( C^*(E) \) is liminal then no cycle in \( E \) has an entry.

Example 6.5.7. Recall that in Example 5.1.5 it was claimed that if \( E \) is the following directed graph, then \( C^*(G_E) \) is liminal while \( C^*(E) \) is not.

\[
\begin{array}{c}
\circ \\
\downarrow \\
\bullet \\
\downarrow \\
v
\end{array}
\]

To see this, first note that \( C^*(E) \) is not liminal by Corollary 6.5.6. Let \( F \) be the directed graph obtained by removing \( f \) and \( v \) from \( E \). Then \( G_E = G_F \) and, since \( F \) has no sources, \( C^*(G_F) = C^*(G_E) \) is liminal by Theorem 6.5.2.

Theorem 6.5.8. Suppose \( E \) is a row-finite directed graph. The following are equivalent:

1. for every path \( x \in E^\infty \) there exists \( n \in \mathbb{N} \) such that every path in \( x(n)E^\infty \) that is frequently divertable to \([x]\) is shift equivalent to \( x \);
2. for every \( x \in E^\infty \) there exists \( n \in \mathbb{N} \) such that the only path in \( x(n)E^\infty \) that is shift equivalent to \( x \) is \( \sigma^n(x) \); and
3. \( C^*(E) \) is postliminal.

If in addition \( E \) has no sources, the following are also equivalent to the preceding:

4. every orbit in \( G_E^{(0)} \) is locally closed; and
5. \( C^*(G_E) \) is postliminal.

Condition (2) is similar to the condition in Ephrem’s [22, Theorem 7.3]. We will show that these conditions are equivalent in Remark 6.5.12. The proof of Theorem 6.5.8 uses the following three lemmas to establish the equivalence of (1) and (2).

Lemma 6.5.9. Let \( E \) be a directed graph. Suppose that for every \( x \in E^\infty \) there exists \( n \in \mathbb{N} \) such that every path in \( x(n)E^\infty \) that is frequently divertable to \([x]\) is shift equivalent to \( x \). Then no entry to a cycle is in a cycle.

Proof. Suppose \( f \in E^1 \) is an entry to a cycle \( \alpha \) and that \( f \) is in a cycle \( \beta \); we may assume that \( \beta_1 = f \). Let \( x = \alpha^\infty \) and fix \( n \in \mathbb{N} \). Since \( r(f) \) is a vertex in \( \alpha \),
there is a path $\eta \in E^*$ with $r(\eta) = x(n)$ and $s(\eta) = r(f)$. Let $y$ be the path $\eta \beta^\infty$ in $x(n)E^\infty$. Since the edge $f$ is in $y$ but not in $x$, the path $y$ cannot equal $\sigma^n(x)$ and the result follows.

**Lemma 6.5.10.** Suppose $E$ is a directed graph such that no entry to a cycle is in a cycle. If $\eta \in E^*$ is of non-zero length and has $r(\eta) = s(\eta)$, then there is a cycle $\alpha$ such that $\eta = \alpha^p$ for some $p \in \mathbb{P}$.

**Proof.** Let $\beta$ be a shortest path in $\eta$ with $r(\beta) = s(\beta)$. Suppose $s(\eta)$ is not in $\beta$. Then there exists $q \in \mathbb{P}$ such that $\eta_q$ is an entry to the cycle $\beta$. But then $\eta(q, |\eta|)\eta(0, q - 1)$ is a path in $E^*$ with range $s(\eta_q)$ and source $r(\eta_q)$, so $\eta_q$ must be in a cycle. This contradicts the hypothesis, so no such entry $\eta_q$ exists and $s(\eta)$ must be in $\beta$. Since $s(\eta)$ is in $\beta$ there exists $n \in \mathbb{N}$ such that $\beta(n) = s(\eta)$. Let $\alpha$ be the cycle $\beta(n, |\beta|)/\beta(0, n)$, noting that $r(\alpha) = s(\alpha) = s(\eta) = r(\eta)$.

Now choose $p \in \mathbb{P}$ with $p \geq |\eta|/|\alpha|$. We now claim that $\alpha^p(0, |\eta|) = \eta$. Suppose not. Then there is a smallest $q \in \mathbb{P}$ with $\alpha^p_q \neq \eta_q$. Then $\eta_q$ is an entry to the cycle $\alpha$, which we earlier showed is not possible by the hypothesis since $\eta_q$ is in a cycle. Thus $\alpha^p(0, |\eta|) = \eta$, establishing the claim. Since $s(\alpha) = s(\eta) = \alpha^p(|\eta|)$ and $\alpha(n) = s(\alpha)$ only when $n = |\alpha|$ or $n = 0$, we can reduce $p$ if necessary to conclude that $\eta = \alpha^p$.

**Lemma 6.5.11.** Suppose $E$ is a directed graph such that no entry to a cycle is in a cycle. Suppose further that there is a path $x \in E^\infty$ such that there is more than one element in $x(n)E^\infty \cap [x]$ for each $n \in \mathbb{N}$. Then there is a path $y \in E^\infty$ that does not contain a cycle and has more than one element in $y(n)E^\infty \cap [y]$ for each $n \in \mathbb{N}$.

**Proof.** Suppose there exists $v \in E^0$ such that $v = x(n)$ for infinitely many $n \in \mathbb{N}$. If $m$ is an integer with $x(m) = v$, then by Lemma 6.5.10 there is a cycle $\alpha$ in $E$ such that $x = x(0, m)\alpha^\infty$. Then $x(m)E^\infty \cap [x]$ can only have one element since otherwise there would need to be an entry to $\alpha$ that is on a path that is shift equivalent to $\alpha^\infty$, which is not possible by the hypothesis. It follows that, for every $v \in E^0$, there are only finitely many $n \in \mathbb{N}$ with $x(n) = v$.

If there exists $n \in \mathbb{N}$ such that $\sigma^n(x)$ contains no cycles then we can take $y = \sigma^n(x)$. For the remainder of this proof we may assume that no such $n$ exists. We will construct a path $y \in E^\infty$ as in the statement of this lemma by removing the cycles from $x$. We begin by defining two sequences $\{m_i\}, \{n_i\}$ in $\mathbb{N}$. Let $m_1$ be the smallest integer such that $x(m_1) = x(n)$ for some $n > m_1$. Then let $n_1$ be the largest integer such that $x(n_1) = x(m_1)$. Define $m_2, n_2$ similarly: let $m_2$ be the largest integer greater than $n_1$ such that $x(m_2) = x(n)$ for some $n > m_2$, and let $n_2$ be the greatest integer with $x(n_2) = x(m_2)$. In this manner we may continue...
defining \( m_i \) and \( n_i \) for \( i = 3, 4, \ldots \) so that each \( m_i \) is the smallest integer greater than \( n_{i-1} \) with \( x(m_i) = x(n) \) for some \( n > m_i \), and each \( n_i \) is the largest integer with \( x(n_i) = x(m_i) \).

Let \( y = x(n_1, m_2)x(n_2, m_3)x(n_3, m_4) \cdots \). We claim that \( y \) contains no cycles. Fix \( p \in \mathbb{N} \). It suffices to show that \( y(p) \neq y(q) \) for each \( q > p \). By the definition of \( y \) there must exist \( l \in \mathbb{N} \) and \( i \in \mathbb{P} \) such that \( n_{i-1} \leq l < m_i \) and \( x(l) = y(p) \). We consider two cases: when \( n_i - 1 < l < m_i \). Since \( m_i \) is the smallest integer greater than \( n_{i-1} \) with \( x(m_i) = x(n) \) for some \( n > m_i \), we must have \( y(p) = x(l) \neq x(n) \) for every \( n > l \), and so \( y(p) \neq y(q) \) for all \( q > p \). For the second case suppose \( n_{i-1} = l \). Since \( n_i - 1 \) is the largest integer with \( x(n_i - 1) = x(m_i - 1) \), it follows that \( x(n) \neq x(n_i - 1) \) for each \( n > n_i - 1 \). Thus \( y(p) \neq y(q) \) for each \( q > p \), establishing the claim that \( y \) contains no cycles.

Recall that \( p \) was fixed arbitrarily in \( \mathbb{N} \). It remains to show that \( y(p)E^\infty \cap [y] \) has more than one element. Choose \( l \in \mathbb{N} \) such that \( x(l) = y(p) \) and choose distinct \( z^{(1)}, z^{(2)} \in x(l)E^\infty \cap [x] \). Since these paths are shift equivalent to \( x \) there exist \( a, b \in \mathbb{N} \) with \( \sigma^a(z^{(1)}) = \sigma^b(z^{(2)}) \) and we may increase \( a, b \) if necessary to ensure that \( z^{(1)}(a) = z^{(2)}(b) = x(m_j) \) for some \( j \in \mathbb{P} \). Then \( z^{(1)}(0, a) \neq z^{(2)}(0, b) \) and \( x(m_j) = y(q) \) for some \( q \in \mathbb{N} \), so the paths \( z^{(1)}(0, a)\sigma^q(y) \) and \( z^{(2)}(0, b)\sigma^q(y) \) are distinct elements of \( y(p)E^\infty \cap [y] \), as required.

**Proof of Theorem 6.5.8.** (1) \( \implies \) (2). Suppose (2) does not hold. We may assume that no entry to a cycle is in a cycle as otherwise it follows immediately from Lemma 6.5.9 that (1) does not hold. Since (2) does not hold there is a path \( x \in E^\infty \) such that \( x(n)E^\infty \cap [x] \) has at least two elements for each \( n \in \mathbb{N} \). By Lemma 6.5.11 there is a path \( y \in E^\infty \) that does not contain cycles such that \( y(m)E^\infty \cap [y] \) has at least two elements for each \( m \in \mathbb{N} \). That (1) does not hold now follows by applying Lemma 6.5.4 to \( y \).

(2) \( \implies \) (1). Suppose (2) and fix \( x \in E^\infty \). Then there exists \( n \in \mathbb{N} \) such that \( \sigma^n(x) \) is the only path in \( x(n)E^\infty \cap [x] \). Suppose \( y \in x(n)E^\infty \) is frequently divertable to \( [x] \). It follows that for every \( m \in \mathbb{N} \) there is a path \( z^{(m)} \in y(m)E^\infty \cap [x] \). Then, for each \( m \in \mathbb{N} \), the path \( y(0, m)z^{(m)} \) is shift equivalent to \( x \), so \( y(0, m)z^{(m)} \) is in \( x(n)E^\infty \cap [x] \). By our choice of \( n \) it follows that \( y(0, m)z^{(m)} = \sigma^n(x) \) for each \( m \in \mathbb{N} \). Then \( y = \sigma^n(x) \), so \( y \) is shift equivalent to \( x \), establishing (1).

(1) \( \implies \) (3). Suppose (1). Recall from above that \( E^{\leq \infty} = \Lambda_\infty E = \partial \Lambda E \). Applying Theorem 6.4.5 to the 1-graph \( \Lambda_E \) shows that \( C^*(E) \) is postliminal if \( (6.5.2) \) for every \( x \in E^{\leq \infty} \) there exists \( n \in \mathbb{N} \) with \( n \leq |x| \) such that every path in \( x(n)E^{\leq \infty} \) that is frequently divertable to \( [x] \) is shift equivalent to \( x \).
To see that (6.5.2) holds, first fix \( x \in E^{\leq \infty} \). When \( x \) is finite, the only path in \( x(|x|)E^{\leq \infty} = s(x)E^{\leq \infty} \) is \( s(x) \), which is frequently divertable to \([x]\) and shift equivalent to \( x \). Suppose \( x \) is infinite. By (1) there exists \( n \in \mathbb{N} \) such that every path in \( x(n)E^{\infty} \) that is frequently divertable to \([x]\) is shift equivalent to \( x \). If \( y \in (x(n)E^{\infty} \cap E^\ast) \) is frequently divertable to \([x]\), then there must be a path in \( s(y)E^{\infty} \) that is shift equivalent to \( x \). This is not possible since \( s(y) \) is a source and \( x \in E^{\infty} \), so no path in \( x(n)E^{\infty} \cap E^\ast \) is frequently divertable to \([x]\). It follows that condition (6.5.2) holds and so \( C^*(E) \) is postliminal by applying Theorem 6.4.5 to the 1-graph \( \Lambda_E \).

(3) \( \Rightarrow \) (1). Suppose (3). Since \( C^*(E) \) is postliminal, Theorem 6.4.5 tells us that (6.5.2) holds and (1) follows immediately.

Now suppose that \( E \) has no sources. Then (3) and (5) are equivalent since \( C^*(E) \) is isomorphic to \( C^*(G_E) \) by Proposition 5.1.4. Since \( G_E \) is isomorphic to \( G_{\Lambda_E} \) by Lemma 5.2.10, we can apply Theorem 6.1.7 to the 1-graph \( \Lambda_E \) to establish the equivalence of (4) and (5).

Remark 6.5.12. For a directed graph \( E \), Ephrem in [22, Theorem 7.3] showed that \( C^*(E) \) is postliminal if and only if

(i) no entry to a cycle is in a cycle, and

(ii) for any \( x \in E^{\infty} \), there are finitely many vertices in \( x \) that receive multiple edges that are in paths that are shift equivalent to \( x \).

To see that this is equivalent to condition (2) from Theorem 6.5.8, first suppose (1) and (2) hold and fix \( x \in E^{\infty} \). By (1) we can let \( v_1, v_2, \ldots, v_p \) be the vertices in \( x \) that receive multiple edges that are in paths that are shift equivalent to \( x \). Suppose there exists an integer \( q \) (1 \( \leq q \leq p \)) such that \( x(m) = v_q \) for infinitely many \( m \in \mathbb{N} \). Let \( n \) be any integer such that \( x(n) = v_q \). By (1) and Lemma 6.5.10 there is a cycle \( \alpha \) such that \( x = x(0, n)\alpha^{\infty} \). Since no entry to a cycle is in a cycle, the only path in \( x(n)E^{\infty} \cap [x] \) is \( \sigma^n(x) = \alpha^{\infty} \), as required.

Now suppose that for each \( v_i \) there are finitely many \( m \in \mathbb{N} \) with \( x(m) = v_i \). Then there exists \( n \in \mathbb{N} \) such that, for every \( m \geq n \), \( x(m) \) does not equal any \( v_i \). Then the only path in \( \sigma^n(x)E^{\infty} \cap [x] \) is \( \sigma^n(x) = \alpha^{\infty} \), as required.

To prove the converse, suppose \( E \) satisfies condition (2) from Theorem 6.5.8 and note that (1) follows from Lemma 6.5.9 and the (2) \( \Rightarrow \) (1) component of Theorem 6.5.8 (the proof of which does not require \( E \) to be row-finite). Fix \( x \in E^{\infty} \). Then there exists \( n \in \mathbb{N} \) such that the only path in \( x(n)E^{\infty} \cap [x] \) is \( \sigma^n(x) \). It follows that the only vertices in \( x \) that may receive multiple edges that are in paths that are shift equivalent to \( x \) are the vertices of the form \( x(m) \) for \( m < n \). Condition (1)
follows and we can conclude that Ephrem’s conditions (i) and (ii) are equivalent to condition (2) from Theorem 6.5.8.

The following is an immediate corollary of Theorem 6.5.8 and Lemma 6.5.9.

**Corollary 6.5.13.** Suppose that $E$ is a row-finite directed graph. If $\mathcal{C}^*(E)$ is postliminal then no entry to a cycle in $E$ is in a cycle.

We will now move on to the directed graph case of the theorems from Section 6.2.

**Remark 6.5.14.** Recall that the theorems characterising the higher-rank graphs with $\mathcal{C}^*$-algebras that have bounded trace, are Fell and have continuous trace (Theorems 6.4.7, 6.4.10 and 6.4.11) only apply to higher-rank graphs with principal path groupoids. By Proposition 2.4.6 this means that these theorems can only be applied to directed graphs that do not contain cycles. Corollary 6.5.6 tells us that if a directed graph $E$ contains a cycle with an entry, then $\mathcal{C}^*(E)$ is not liminal (and so does not have bounded or continuous trace and is not Fell). It follows that the only directed graphs where our theorems cannot be directly applied are those that have cycles, none of which have an entry.

Clark and an Huef in [17] showed that if a directed graph $E$ satisfies a property concerning the stability subgroups of the path groupoid $G_E$, then $E$ can be modified to remove cycles while preserving the bounded trace and Fell properties of $\mathcal{C}^*(E)$. In [17, Example 7.1] Clark and an Huef describe a directed graph that contains cycles, none of which has an entry. They then demonstrate the removal of the cycles from that directed graph before using the next theorem, Theorem 6.5.15, to deduce that the associated $\mathcal{C}^*$-algebra has bounded trace.

The following result is obtained by applying Theorem 6.2.6 to the 1-graph $\Lambda_E$.

**Theorem 6.5.15.** Suppose $E$ is a row-finite directed graph without sources. The following are equivalent:

1. $G_E$ is integrable;
2. $E$ has no cycles, and for every $v \in E^0$ there exists $M \in \mathbb{N}$ such that for any $x \in E^\infty$ there are at most $M$ paths in $E^\infty$ with range $v$ that are shift equivalent to $x$; and
3. $E$ has no cycles, and $\mathcal{C}^*(E) \cong \mathcal{C}^*(G_E)$ has bounded trace.

The next result is obtained by applying Theorem 6.4.7 to the 1-graph $\Lambda_E$.

**Theorem 6.5.16.** Suppose $E$ is a row-finite directed graph without cycles. Then $\mathcal{C}^*(E)$ has bounded trace if and only if for every $v \in E^0$ there exists $M \in \mathbb{N}$ such
that for any \( x \in E^{\leq \infty} \) there are at most \( M \) paths in \( E^{\leq \infty} \) with range \( v \) that are shift equivalent to \( x \).

A pair of edges \( \{f, g\} \) in a directed graph is splitting if \( s(f) = s(g) \) and \( f \neq g \). Suppose \( S \subset E^* \cup E^\infty \). We define \( E|S \) to be the subgraph of \( E \) such that

\[
E|S| = \{ e \in E : e = x_p \text{ for some } x \in S, p \in \mathbb{P} \}
\]

and \( E^0_S = r(E^1_S) \cup s(E^1_S) \).

**Lemma 6.5.17.** Let \( E \) be a directed graph that contains no cycles and has finitely many splitting pairs of edges. For any vertices \( v \) and \( w \) in \( E \) there are at most finitely many finite paths with source \( w \) and range \( v \).

**Proof.** We prove by contradiction. Let \( A \) be an infinite set of finite paths with source \( w \) and range \( v \). Let \( B \) be a finite subset of \( A \). Then \( E|B \) has finitely many splitting pairs of edges, say, \( M \). We claim that we can add only finitely many paths from \( A \) to \( B \) before increasing the number of splitting pairs in \( E|B \) to at least \( M + 1 \).

Let \( B^+ \) be the set of all finite paths in \( E|B \) with source \( w \) and range \( v \). Since \( E \) has no cycles, \( B^+ \) is finite and \( B \subset B^+ \subset A \). Now suppose \( \alpha \in A \setminus B^+ \). There must be a greatest \( p \in \mathbb{P} \) such that \( \alpha_p \notin E|B \). Note that \( s(\alpha_p) \in E^0_S \) and that since \( r(\alpha) = v \) and \( E \) contains no cycles, we cannot have \( s(\alpha_p) = v \). Then there exist \( \beta \in B \) and \( q \in \mathbb{P} \) such that \( s(\alpha_p) = s(\beta_q) \). It follows that \( \{\alpha_p, \beta_q\} \) is a splitting pair in \( E|B^+ \cup \{\alpha\} \) but not in \( E|B \), so \( E|B^+ \cup \{\alpha\} \) must contain at least \( M + 1 \) splitting pairs.

Thus given the finite set \( B \) with \( M \) splitting pairs of edges we can only add finitely many paths from \( A \) to \( B \) (forming \( B^+ \)) before adding an additional path will increase the number of splitting pairs of edges in \( E|B \) to at least \( M + 1 \). Then \( A \) must contain infinitely many splitting pairs of edges, contradicting that \( E \) has finitely many splitting pairs of edges.

**Lemma 6.5.18.** Suppose \( E \) is a row-finite directed graph without cycles and \( V \) is a finite subset of \( E^0 \). Then the following are equivalent:

1. the directed graph \( E|_{VE^{\leq \infty}} \) has finitely many splitting pairs of edges; and
2. there exists a finite \( F \subset E^* \) such that such that for any \( x, y \in VE^{\leq \infty} \) with \( x \sim y \), the pair \( (x, y) \) is a monolithic extension of a pair in \( F \times F \).

**Proof.** Suppose (1). Let \( A \) be the set of all edges that occur in a splitting pair of edges in \( E|_{VE^{\leq \infty}} \) and let \( F = VE^*V \cup VE^*A \). Then \( F \) is finite by Lemma 6.5.17 since \( A \) and \( V \) are finite. Suppose \( x, y \in VE^{\leq \infty} \) satisfy \( x \sim_n y \). Then there exists a smallest \( m \in \mathbb{N} \) such that \( \sigma^m(x) = \sigma^{m-n}(y) \). If \( m = 0 \) or \( m - n = 0 \), then \( r(\sigma^m(x)) \) and \( r(\sigma^{m-n}(y)) \) are in \( V \) so \( (x, y) \) is a monolithic extension of a pair in
noting that which is not possible since following are equivalent:

\( f = \sigma \) such that Lemma 6.5.18 and Theorem 6.2.10. And 6.4.11 for the directed graph case. The first of these follows immediately from \( \zeta y \) equivalent to have a pair of edges in \( E \), so there exists \(( \eta, \zeta \) such that \( \{ f, g \} \) is a splitting pair in \( E_{|E|\leq \infty} \), we claim that \( f, g \in A \). To see this, first note that since \( \{ f, g \} \) is a splitting pair in \( E_{|E|\leq \infty} \), there exist \( \alpha, \beta \in V E^{*} \) such that \( s(\alpha) = r(f) \) and \( s(\beta) = r(g) \). Suppose \( x \in s(f)E_{|E|\leq \infty} \). Then \( \alpha f \sim \beta g x \) so there exists \(( \eta, \zeta \) such that \( (\alpha f, \beta g x) \) is a monolithic extension of \(( \eta, \zeta \). Let \( y \in E_{|E|\leq \infty} \) be the path such that \( (\eta y, \zeta y) = (\alpha f x, \beta g x) \). Then \( \eta y \) is shift equivalent to \( \zeta y \) with lags \( |\beta| - |\alpha| \) and \( |\zeta| - |\eta| \). It follows that there exists \( l \in \mathbb{N} \) such that \( \sigma^{l}(\eta y) = \sigma^{l-|\beta|+|\alpha|}(\zeta y) = \sigma^{l-|\zeta|+|\eta|}(\zeta y) \). Since \( E \) has no cycles we must have \( |\beta| - |\alpha| = |\zeta| - |\eta| \).

Now \( f = (\alpha f x)_{|x|+1} = (\eta y)_{|\alpha|+1} \) and \( g = (\beta g x)_{|\beta|+1} = (\zeta y)_{|\beta|+1} \). If \( |\alpha f| > |\eta| \), by noting that \( |\alpha f| = |\alpha| + 1 \) and \( |\alpha| - |\eta| = |\beta| - |\zeta| \), we have

\[
\begin{align*}
  f &= (\eta y)_{|x|+1} = y_{|\alpha| + |\eta| + 1} = y_{|\beta| - |\zeta| + 1} = (\zeta y)_{|\beta|+1} = g,
\end{align*}
\]

which is not possible since \( f \neq g \) as \( \{ f, g \} \) is a splitting pair. Thus \( |\alpha f| \leq |\eta| \), so \( f = \eta_{|\alpha|} \in A \) and \( g = \zeta_{|\beta|} \in A \). Since \( A \) is finite and \( \{ f, g \} \) is an arbitrary splitting pair of edges in \( E_{|E|\leq \infty} \), [1] follows.

We can now proceed to the improved versions of Theorems 6.2.10, 6.2.13, 6.4.10 and 6.4.11 for the directed graph case. The first of these follows immediately from Lemma 6.5.18 and Theorem 6.2.10.

**Theorem 6.5.19.** Suppose \( E \) is a row-finite directed graph without sources. The following are equivalent:

1. \( G_{E} \) is Cartan;
2. \( E \) has no cycles, and for every \( z \in E^{\infty} \) there exists \( n \in \mathbb{N} \) such that \( E_{|z(n)E^{\infty}} \) has finitely many splitting pairs of edges;
3. \( E \) has no cycles, and for every \( z \in E^{\infty} \) there exist \( p \in \mathbb{N} \) and a finite \( F \subset E^{*} \) such that for every \( x, y \in z(p)E^{\infty} \) with \( x \sim y \), the pair \( (x, y) \) is a monolithic extension of a pair in \( F \times F \);
4. \( E \) has no cycles, and for every \( z \in E^{\infty} \) there exist \( p \in \mathbb{N} \) and a finite \( F \subset E^{*} \) such that for every \( (\alpha, \beta) \in E^{*} \) with \( r(\alpha) = r(\beta) = z(p) \) and every \( \gamma \in s(\alpha)E^{*} \) with \( |\gamma| = \max\{|\eta| : \eta \in F\} \), the pair \( (\alpha \gamma, \beta \gamma) \) is a monolithic extension of a pair in \( F \times F \); and
5. \( E \) has no cycles, and \( C^{*}(E) \cong C^{*}(G_{E}) \) is Fell.
Theorem 6.5.20. Suppose \( E \) is a row-finite directed graph without cycles. The following are equivalent:

1. \( C^*(E) \) is Fell;
2. for every \( z \in E^\infty \) there exists \( n \in \mathbb{N} \) such that \( E|_{z(n)E^{\leq \infty}} \) has finitely many splitting pairs of edges; and
3. for every \( z \in E^\infty \) there exist \( n \in \mathbb{N} \) and a finite \( F \subset E^* \) such that for any \( x, y \in z(n)E^{\leq \infty} \) with \( x \sim y \), the pair \((x, y)\) is a monolithic extension of a pair in \( F \times F \).

Proof. First note that (2) and (3) are equivalent by Lemma 6.5.18. By applying Theorem 6.4.10 to the 1-graph \( \Lambda_E \), we can see that (1) is equivalent to

\[ (6.5.3) \text{ for every } z \in E^{\leq \infty} \text{ there exist } n \in \mathbb{N} \text{ with } n \leq |z| \text{ and a finite } F \subset E^* \text{ such that for any } x, y \in z(n)E^{\leq \infty} \text{ with } x \sim y, \text{ the pair } (x, y) \text{ is a monolithic extension of a pair in } F \times F. \]

If (6.5.3) holds, then (3) must hold. Conversely, suppose \( z \in E^{\leq \infty} \) is finite and let \( F = \{s(z)\} \). The only path in \( z(|z|)^{\leq \infty} \) is \( z(|z|) \) (which equals \( s(z) \)) so, if \( x, y \in z(|z|)E^{\leq \infty} \), then we must have \((x, y) = (s(z), s(z))\), which is trivially a monolithic extension of \((s(z), s(z)) \in F \times F\). Thus (3) implies (6.5.3), and so (3) is equivalent to (6.5.3).

The next theorem follows immediately from Lemma 6.5.18 and Theorem 6.2.13.

Theorem 6.5.21. Suppose \( E \) is a row-finite directed graph without sources. The following are equivalent:

1. \( G_E \) is proper;
2. \( E \) has no cycles, and for every finite \( V \subset E^0 \) the directed graph \( E|_{V E^\infty} \) has finitely many splitting pairs of edges;
3. \( E \) has no cycles, and for every finite subset \( V \) of \( E^0 \), there exists a finite \( F \subset E^* \) such that, for every \( x, y \in V E^\infty \) with \( x \sim_n y \), the pair \((x, y)\) is a monolithic extension of a pair in \( F \times F \);
4. \( E \) has no cycles, and for every finite subset \( V \) of \( E^0 \), there exists a finite \( F \subset E^* \) such that, for every \( (\alpha, \beta) \in E^* \), \( F \subset \) with \( r(\alpha), r(\beta) \in V \), and every \( \gamma \in s(\alpha)E^* \) with \( |\gamma| = \max\{|\eta| : \eta \in F\} \), the pair \((\alpha \gamma, \beta \gamma)\) is a monolithic extension of a pair in \( F \times F \); and
5. \( E \) has no cycles, and \( C^*(E) \cong C^*(G_E) \) has continuous trace.

Our final theorem follows immediately from Lemma 6.5.18 and Theorem 6.4.11.
Theorem 6.5.22. Suppose $E$ is a row-finite directed graph without cycles. The following are equivalent:

(1) $C^*(E)$ has continuous trace;

(2) for every finite $V \subset E^0$ the directed graph $E|_{VE^{\leq \infty}}$ has finitely many splitting pairs of edges; and

(3) for every finite $V \subset E^0$ there exists a finite $F \subset E^*$ such that for any $x, y \in VE^{\leq \infty}$ with $x \sim y$, the pair $(x, y)$ is a monolithic extension of a pair in $F \times F$. 
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