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Abstract

We propose a novel deep learning (DL) approach to solve one-dimensional non-linear elliptic, parabolic, and hyperbolic problems on graphs. A system of physics-informed neural network (PINN) models is used to solve the differential equations, by assigning each PINN model to a specific edge of the graph. Kirkhoff-Neumann (KN) nodal conditions are imposed in a weak form by adding a penalization term to the training loss function. Through the penalization term that imposes the KN conditions, PINN models associated with edges that share a node coordinate with each other to ensure continuity of the solution and of its directional derivatives computed along the respective edges. Using individual PINN models for each edge of the graph allows our approach to fulfill necessary requirements for parallelization by enabling different PINN models to be trained on distributed compute resources. Numerical results show that the system of PINN models accurately approximate the solutions of the differential problems across the entire graph for a broad set of graph topologies.
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1. Introduction

Several physical, social, computer vision, and engineering problems can be modeled by solving ordinary differential equations (ODEs) or partial differential equations (PDEs) on graphs. For instance, solving first-order hyperbolic equations on graphs can model gas propagation in networks \cite{1, 2, 3, 4, 5, 6} and traffic flow \cite{7}, solving diffusion problems can model the behavior of carbon nano-structure \cite{8}, solving convection-diffusion problems can model groundwater flow \cite{9, 10, 11}, and solving the Schrödinger equation defined on a graph can model quantum mechanical behavior of materials at atomic scale \cite{12}. Examples of social applications are modeling international trades and space-temporal patterns of information spread and exchange over social networks \cite{13}. In energy engineering, solving second order ODEs on graphs is needed to compute voltage phase angles and voltage frequencies in power networks \cite{14}. In structural engineering, the Euler-Bernoulli equation defined on graphs describes the relationship between the deflection of a system of joint beams and the applied load \cite{15, 16, 17}. In chemical engineering, solving reaction-diffusion equations on molecular graphs models the reactivity of atoms in molecular compounds \cite{18}.

Differential equations defined on graphs are also used for control problems \cite{19, 20, 21, 22, 23, 24, 25}, where input parameters of a graph system are tuned to obtain a desired behavior at specific locations and/or time, as well as inverse problems \cite{26, 27, 28, 29, 30}, where experimental measurements on the current stage of a graph systems are used to infer the underlying conditions that led to the current stage.
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Although several theoretical works studied the spectral properties of differential operators and the well-posedness of differential problems defined on graphs \([31, 32, 33, 34, 35, 36]\), numerical methods to solve ODEs and PDEs on graphs have been mostly developed to address very specific applications \([37, 38, 39, 40, 41, 42]\). Only in the last decade the numerical studies have been broadened to address a more general framework, with recent computational studies being dedicated to develop a general finite element framework for elliptic and parabolic differential operators defined on graphs \([43, 44, 45]\). These studies provide theoretical results for the well-posedness of the variational formulation of the differential problem for different classes of initial and boundary conditions, as well as convergence results along with numerical examples for computational validation of the finite element method (FEM). When the data is affected by noise, FEM interpolates both signal and noise. Stabilization techniques (e.g., Tikhonov regularization) \([46]\) reduce the effect of noise interpolation in FEM but they inevitably perturb the nature of the underlying problem.

An alternative to finite elements that also avoids interpolation arises from physics informed machine learning (ML) \([47, 48, 49]\). In particular, physics-informed deep learning (DL) has shown effective performance to capture complex input-output relations between the data and the solution to a differential problem \([50, 51, 52]\), and graph neural network (GNN) models have been used in this context to solve differential equations on entire graphs \([53, 54]\). Although the use of a GNN model can help solving a differential problem defined on a graph at a moderate scale using message passing policies to transfer information across nodes, such an approach does not scale to complex systems described by large graphs.

In this work, we propose a novel DL technique to solve forward ODE and PDE problems on graphs. Each edge of the graph is assigned a neural network (NN) to solve the differential equation on that specific edge. NNs associated with edges that share a node in common coordinate with each other through a penalty term in the training loss function that imposes the Kirchhoff-Neumann (KN) conditions in a weak-sense. Relying on fitting models rather than interpolating, our DL methodology sets a promising path to solve inverse and control differential problems on graphs when the data is affected by noise. Moreover, assignment of different edges to different NN models enables the algorithm to potentially leverage distributed high-performance computing (HPC) resources to concurrently train different NNs, thus allowing for the DL training to scale with the size of the graph.

The paper is organized as follows. In Section 2 we introduce some definitions and notations to set the mathematical background used in the remainder of the manuscript, and describe three nonlinear differential problems defined on graphs. In Section 3 we describe our DL approach to solve differential equations on metric graphs. In Section 4 we present the numerical results for the three differential problems on graphs with varying topology. In Section 5 we summarize our conclusions and discuss future directions.

2. Mathematical Background

2.1. Differential equations defined on metric graphs

A metric graph is a graph in which each edge is endowed with a metric structure. Often (but not always), its edges can be identified with intervals on the real line. The differential operator acts on functions defined on the edges and nodes of the underlying metric graph.

Let \(G(E, V)\) be a finite metric graph with a set of nodes \(V\) and a set of edges \(E\). Let \(e_j \in E\) be the open segment (nodes excluded) that represents an edge, with \(j\) denoting any integer in the range \(\{1, \ldots, J\}\), where \(J\) is the cardinality of \(E\), and let \(\tau_j\) represent the closure of \(e_j\) (nodes included). Each edge \(e_j\) between two nodes is identified with an interval \((0, l_j)\), where one of its two nodes is identified with the coordinate 0 and the other node is identified with the coordinate \(l_j\). Let \(\Gamma\) be the set of boundary nodes, that is, the nodes with only one incident edge. For cyclic graphs, \(\Gamma = \emptyset\).

**Definition 1.** A function \(y\) defined on \((G, E)\) is said to respect the KN conditions if the following equalities hold \([55]\):

\[
\begin{align*}
y_{j_1} &= y_{j_2} \quad e_{j_1}, e_{j_2} \sim v, \quad \text{for every} \quad v \in V \setminus \Gamma, \\
\sum_{e_j \sim v} \partial y_j(v) &= 0, \quad \text{for every} \quad v \in V \setminus \Gamma
\end{align*}
\]

where \(y_j\) denotes the restriction of the function \(y\) on the edge \(e_j \in E\), \(\partial y_j(v)\) denotes the derivative of \(y_j\) at the node \(v\) taken along the edge \(e_j\) in the direction outwards the node, and \(e_j \sim v\) means the edge \(e_j\) is incident to the node \(v\).
We now characterize the three types of one-dimensional differential equations that we solve on a metric graph: non-linear elliptic, non-linear parabolic, and non-linear hyperbolic. In the following, we limit the discussion to differential problems where only the reaction term is allowed to be non-linear and we impose homogeneous Dirichlet boundary conditions on the boundary nodes. For each differential problem, we pre-
define the exact solution by ensuring that its analytical expression has sufficient regularity to apply the differential operator on it, and the forcing term is calculated by applying the differential operator on the exact solution. When we set up the training of the PINN models, we pretend that we only know the forcing term, the boundary conditions, and the initial conditions (only for time-dependent problems), and we expect the PINN models to reconstruct the exact solution. The fact that we pre-define the exact solution gives us complete knowledge about the differential problem and provides a reliable validation of our DL method.

Non-linear elliptic problem

Let \( \mu_j \in C^1(\epsilon_j) \) and \( b_j \in C^1(\epsilon_j) \) for every \( \epsilon_j \in E \) denote the diffusion and transport coefficient, respectively. Let \( \sigma_j \in C^0(\epsilon_j) \) for every \( \epsilon_j \in E \) denote the reaction term. Let \( u_j \in C^2(\epsilon_j) \cap C^1(\partial\epsilon_j) \) for every \( \epsilon_j \in E \) be the exact solution to the ODE. With these notations, the non-linear elliptic problem defined on the metric graph \((G, E)\) is

\[
\mathcal{L}_1(u) = -\frac{d}{dx} \left( \mu_j(x) \frac{du_j(x)}{dx} \right) + \frac{d}{dx} \left( b_j(x) u_j(x) \right) + \sigma_j(x, u_j(x)) u_j(x) = f_j(x), \quad j = 0, \ldots, J - 1, \quad 0 < x < \ell_j, \\
u_j(v) = 0, \quad e_j \sim v, \quad v \in \Gamma, \\
u_j, = u_{j2}, \quad e_{j1}, e_{j2} \sim v, \quad v \in V \setminus \Gamma, \\
\sum_{e_j \sim v} \partial u_j(v) = 0, \quad v \in V \setminus \Gamma.
\]

The regularity chosen on the exact solution \( u_j \) ensures that the forcing term \( f_j \) on the right-hand side of the equation is \( f_j \in C^0(\epsilon_j) \) for every \( \epsilon_j \in E \).

Non-linear parabolic problem

Let \( \mu_j \in C^0((0, T]; C^1(\epsilon_j)) \) and \( b_j \in C^0((0, T]; C^1(\epsilon_j)) \) for every \( \epsilon_j \in E \) denote the diffusion and transport coefficient, respectively. Let \( \sigma_j \in C^0((0, T]; C^0(\epsilon_j)) \) for every \( \epsilon_j \in E \) denote the reaction coefficient. Let \( u_j \in C^0((0, T]; C^2(\epsilon_j) \cap C^1(\partial\epsilon_j)) \cap C^1([0, T]; C^0(\epsilon_j)) \) for every \( \epsilon_j \in E \) be the exact solution of the parabolic PDE such that \( u_j(v, t) = 0 \) for every \( \epsilon_j \in E \) and \( v \in \Gamma \) at any time \( t \in [0, T] \). The regularity of the exact solution ensures that the initial condition \( g_j \in C^2(\epsilon_j) \cap C^1(\partial\epsilon_j) \) is compatible with the homogeneous Dirichlet boundary conditions since \( g_j(v) = 0 \) for every \( j \in J \) and \( v \in \Gamma \). With these notations, the non-linear parabolic problem defined on the metric graph \((G, E)\) is

\[
\mathcal{L}_2(u) = \frac{\partial}{\partial t} u_j(x, t) - \frac{\partial}{\partial x} \left( \mu_j(x, t) \frac{\partial u_j(x, t)}{\partial x} \right) + \frac{\partial}{\partial x} \left( b_j(x, t) u_j(x, t) \right) + \sigma_j(x, t, u_j(x, t)) u_j(x, t) = f_j(x, t), \quad j = 0, \ldots, J - 1, \quad 0 < x < \ell_j, \quad 0 < t \leq T, \\
u_j(v, t) = 0, \quad e_j \sim v, \quad v \in \Gamma, \quad 0 \leq t \leq T, \\
u_j(v, t) = u_{j2}(v, t), \quad e_{j1}, e_{j2} \sim v, \quad v \in V \setminus \Gamma, \quad 0 \leq t \leq T, \\
\sum_{e_j \sim v} \partial u_j(v, t) = 0, \quad v \in V \setminus \Gamma, \quad 0 \leq t \leq T, \\
u_j(x, 0) = g_j(x).
\]

The regularity chosen on the exact solution \( u_j \) ensures that the forcing term \( f_j \) on the right-hand side of the equation is \( f_j \in C^0((0, T]; C^0(\epsilon_j)) \) for every \( \epsilon_j \in E \).

Non-linear hyperbolic problem

Let \( b_j \in C^0((0, T]; C^1(\epsilon_j)) \) for every \( \epsilon_j \in E \) denote the transport coefficient. Let \( \sigma_j \in C^0((0, T]; C^0(\epsilon_j)) \) for every \( \epsilon_j \in E \) denote the reaction coefficient. Let \( u_j \in C^0((0, T]; C^2(\partial\epsilon_j)) \cap C^1([0, T]; C^0(\epsilon_j)) \) for every \( \epsilon_j \in E \) be the exact solution of the hyperbolic PDE such that \( u_j(v, t) = 0 \) for every \( \epsilon_j \in E \) and \( v \in \Gamma \) at
any time $t \in [0, T]$. The regularity of the exact solution ensures that the initial condition $g_j \in C^0(\Gamma_j)$. With these notations, the non-linear hyperbolic problem defined on the metric graph $(G, E)$ is

$$
\begin{aligned}
L_3(u) &= \frac{\partial}{\partial t} u_j(x, t) + \frac{\partial}{\partial x} \left( b_j(x, t) u_j(x, t) \right) + \sigma_j(x, t, u_j(x, t)) u_j(x, t) = f_j(x, t), \\
& \quad j = 0, \ldots, J - 1, \quad 0 < x < l_j, \quad 0 < t \leq T, \\
u_j(v, t) &= u_{j+1}(v, t), \quad e_{j+1} = v, \quad v \in V \setminus \Gamma, \quad 0 \leq t \leq T, \\
\sum_{e_j \sim v} \partial u_j(v, t) &= 0, \quad v \in V \setminus \Gamma, \quad 0 \leq t \leq T, \\
u_j(x, 0) &= g_j(x).
\end{aligned}
$$

The regularity chosen on the exact solution $u_j$ ensures that the forcing term $f_j$ on the right-hand side of the equation is $f_j \in C^0([0, T]; C^0(e_j))$ for every $e_j \in E$.

**Remark 1.** The regularity imposed on the analytical formula of the exact solution for each differential problem ensures the exact solution $u_j$ can be learnt by a NN [60, 64, 65].

### 3. System of physics-informed neural networks for differential problems defined on metric graphs

PINN models are deep feedforward networks, also called feedforward NNs or multilayer perceptrons (MLPs) [59, 60] used to approximate the solution to differential problems [61]. We adopt an all-at-once approach by defining an augmented domain where time and space are treated jointly. For time-dependent problems, both coordinates in space and time as passed as input features to the NN models. Given an edge $e_j$ to which the MLP has been assigned, the MLP has to compute an approximation of the solution $u(x)$, $0 < x < l_j$ for the elliptic problem

$$
u(x), \quad 0 < x < l_j \quad \text{for the elliptic problem}
$$

or

$$
u(x, t), \quad 0 < x < l_j, \quad 0 \leq t \leq T \quad \text{for the hyperbolic/parabolic problem}
$$

An MLP provides an approximation $\hat{u}$ of $u$ as a composite function:

$$
\begin{aligned}
\hat{u}(x) &= F(x, w) = h_\ell(h_{\ell-1}(\ldots h_0(x))) \quad \text{for the elliptic problem} \\
\hat{u}(x, t) &= F(x, t, w) = h_\ell(h_{\ell-1}(\ldots h_0(x, t))) \quad \text{for the hyperbolic/parabolic problem}
\end{aligned}
$$

where $\hat{u} : \mathbb{R}^a \to \mathbb{R}$, $F : \mathbb{R}^a \times \mathbb{R}^n \to \mathbb{R}$ (with $a = 1$ for elliptic problems and $a = 2$ for hyperbolic or parabolic problems), $h_0 : \mathbb{R}^a \to \mathbb{R}^{k_1}$, $h_\ell : \mathbb{R}^{k_{\ell-1}} \to \mathbb{R}$ and $h_p : \mathbb{R}^{k_p} \to \mathbb{R}^{k_{p+1}}$ for $p = 1, \ldots, \ell - 1$, and $w \in \mathbb{R}^n$ denotes the regression coefficients of the NN across all the layers, with

$$
n = (a \cdot k_1) \cdot (k_1 \cdot k_2) \cdot \ldots \cdot (k_{\ell-1} \cdot k_\ell).
$$

The number $\ell$ quantifies the complexity of the composition and is equal to the number of hidden layers in the MLP. Therefore, $h_1$ corresponds to the first hidden layer of the MLP, $h_2$ is the second hidden layer, and so on. Each one of the functions $h_\ell$’s combines the regression coefficients between consecutive hidden layers through nonlinear activation functions that allow MLPs to learn nonlinear relations between the input $x$ and the output $u(x)$ for steady problems and between the input $(x, t)$ and the output $u(x, t)$ for time-dependent problems.

#### 3.1. Dataset description

In this section we describe how we formatted the data to train and validate the PINN models. From now on, we will use the following notation:

- $i$: index of a sample point on an edge
- $N_{\text{train}}^\text{space}$: number of training data samples per unit length on each edge
- $N_{\text{validate}}^\text{space}$: number of validation data samples per unit length on each edge
Dataset for elliptic problems
The training data for points inside each edge of the graph is formatted as
\[
\{(x_{j,i}, f_{j,i}) : \quad j = 0, \ldots, J - 1, \quad i = 0, \ldots, N_{\text{space}} \cdot (l_j - 1)\}
\] (10)
and the boundary conditions are imposed with additional training data samples formatted as
\[
\{(0, 0) \quad \text{and} \quad (l_j, 0) : \quad j = 0, \ldots, J - 1\}.
\] (11)
The validation data set is formatted as
\[
\{(x_{j,i}, u_{j,i}) : \quad j = 0, \ldots, J - 1, \quad i = 0, \ldots, N_{\text{space}} \cdot (l_j - 1)\}.
\] (12)

Dataset for hyperbolic and parabolic problems
Denote with:
- \(T\): time horizon for time-dependent differential problems
- \(\tau\): index of a sample point in the time interval \([0, T]\)
- \(N_{\text{time}}^{\text{train}}\): number of training data samples in the time interval \([0, T]\)
- \(N_{\text{time}}^{\text{validate}}\): number of validation data samples in the time interval \([0, T]\)

The training data for points inside each edge of the graph at a time \(t = t_\tau > 0\) is formatted as
\[
\{(x_{j,i}, t_\tau, f_{j,i,\tau}) : \quad j = 0, \ldots, J - 1, \quad i = 0, \ldots, N_{\text{space}} \cdot (l_j - 1), \quad \tau = 0, \ldots, N_{\text{time}}^{\text{train}} - 1\}
\] (13)
and the boundary conditions are imposed with additional training data samples formatted as
\[
\{(0, t_\tau, 0) \quad \text{and} \quad (l_j, t_\tau, 0) : \quad j = 0, \ldots, J - 1, \quad \tau = 1, \ldots, N_{\text{time}}^{\text{train}} - 1\}.
\] (14)
The initial condition is imposed by feeding the PINN model with training data for points over the entire edge (including the nodes at the extreme) at the initial time \(t = 0\)
\[
\{(x_{j,i}, 0, u_{j,i,0}) : \quad j = 0, \ldots, J - 1, \quad i = 0, \ldots, N_{\text{space}} \cdot (l_j - 1)\}.
\] (15)
The validation data to assess the performance of the PINN models is formatted as
\[
\{(x_{j,i}, t_\tau, u_{j,i,\tau}) : \quad j = 0, \ldots, J - 1, \quad i = 0, \ldots, N_{\text{space}} \cdot (l_j - 1), \quad \tau = 0, \ldots, N_{\text{time}}^{\text{validate}} - 1\}.
\] (16)

3.2. Loss function
In this section we describe how we constructed the training loss function for the system of PINNs defined on edges of a metric graph. The loss function is made of multiple terms that are additively combined to define the global loss function which is minimized during the training of the PINN models. One term of the loss function computes the mismatch between target data and PINN predictions at the nodes of the metric graph, whereas the other term computes the mismatch between the target data and the PINN predictions along the edges. Denote with \(j\) a generic edge in the metric graph and denote with \(w_j \in \mathbb{R}^n\) the parameters of the PINN model used to solve the differential problem on the edge with index \(j\).

Node and edge loss functions for elliptic problems
Let us define
\[
f_{j,i} = \mathcal{L}_1(u(x_{j,i})), \quad \tilde{f}_{j,i} = \mathcal{L}_1(F(x_{j,i}, w_j)), \quad \tilde{u}_j(v) = F(x_j(v), w_j)
\] (17)
where \(v\) is one of the two nodes at the extremes of the edge the edge \(e_j\). Based on the convention adopted in this manuscript, either \(x_j(v) = 0\) or \(x_j(v) = l_j\).
The loss function $\text{node} \_ \text{loss}_v : \mathbb{R}^n \to \mathbb{R}$ at the node $v$ is defined as

$$
\text{node} \_ \text{loss}_v(w_j) = \begin{cases} 
\frac{1}{M_f} \left( \sum_{e_{j1}, e_{j2} \sim v} (\tilde{u}_{j1}(v) - \tilde{u}_{j2}(v))^2 + \left( \sum_{e_{j} \sim v} \partial \tilde{u}_j(v) \right)^2 \right), & v \in V \setminus \Gamma \\
\frac{1}{M_f} \tilde{u}_j^2(v), & v \in \Gamma,
\end{cases}
$$

(18)

where $\tilde{u}_j$ denotes the model outputs of $u_j$ in Equation (18), $e_j$ is an edge that has the node $v$ as one of the two extremes, and $e_{j1}, e_{j2}$ are edges that share the node $v$ in common, and where

$$
M_f = \max_{j=0}^{J-1} \max_{i=0}^{\text{train space}} |f_{i,j}|^2.
$$

(19)

The edge loss function $\text{edge} \_ \text{loss}_j : \mathbb{R}^n \to \mathbb{R}$ is defined as

$$
\text{edge} \_ \text{loss}_j(w_j) = \frac{1}{M_f} \frac{1}{N_{\text{space}}(l_j-1)} \sum_{i=0}^{N_{\text{time}}-1} (f_{j,i,\tau} - \tilde{f}_{j,i,\tau})^2
$$

(20)

where $M_f$ is defined as in Equation (19). We normalize both $\text{node} \_ \text{loss}_v(w_j)$ and $\text{edge} \_ \text{loss}_j(w_j)$ by the factor $M_f$ so that we can use the same parameters to model different solutions make the loss functions more comparable.

**Node and edge loss functions for hyperbolic and parabolic problems**

Let us define

$$
\tilde{u}_{j,\tau}(v, t_\tau) = F(v, t_\tau, w_j)
$$

(21)

and

$$
\begin{align*}
&f_{j,i,\tau} = \mathcal{L}_2(u(x_{j,i}, t_\tau)), & &\tilde{f}_{j,i,\tau} = \mathcal{L}_2(F(x_{j,i}, t_\tau, w_j)) \quad \text{for the parabolic problem} \\
&f_{j,i,\tau} = \mathcal{L}_3(u(x_{j,i}, t_\tau)), & &\tilde{f}_{j,i,\tau} = \mathcal{L}_3(F(x_{j,i}, t_\tau, w_j)) \quad \text{for the hyperbolic problem}
\end{align*}
$$

(22, 23)

The loss function $\text{node} \_ \text{loss}_v : \mathbb{R}^n \to \mathbb{R}$ at the node $v$ is defined as

$$
\text{node} \_ \text{loss}_v(w_j) = \begin{cases} 
\frac{1}{M_f} \left( \sum_{e_{j1}, e_{j2} \sim v} \sum_{\tau=0}^{N_{\text{train time}}-1} (\tilde{u}_{j1,\tau}(v) - \tilde{u}_{j2,\tau}(v))^2 + \sum_{e_{j} \sim v} \sum_{\tau=0}^{N_{\text{train time}}-1} (\partial \tilde{u}_j(v))^2 \right), & v \in V \setminus \Gamma, \\
\frac{1}{M_f} \sum_{\tau=0}^{N_{\text{train time}}-1} \tilde{u}_j^2(v), & v \in \Gamma,
\end{cases}
$$

(24)

where $\tilde{u}_j$ denotes the model outputs of $u_j$ in Equations (18) and (19).

The edge loss function $\text{edge} \_ \text{loss}_j : \mathbb{R}^n \to \mathbb{R}$ is defined as

$$
\text{edge} \_ \text{loss}_j(w_j) = \frac{1}{(N_{\text{train space}}(l_j-1)) N_{\text{train time}}} \left( \frac{1}{M_f} \sum_{i=0}^{N_{\text{train time}}-1} (f_{j,i,\tau} - \tilde{f}_{j,i,\tau})^2 + \frac{1}{M_u} \sum_{i=0}^{N_{\text{train space}}(l_j-1)} (u_{j,i,0} - \tilde{u}_{j,i,0})^2 \right)
$$

(25)

where

$$
M_u = \max_{j=0}^{J-1} \max_{i=0}^{\text{train space}} |u_{i,j,0}|^2.
$$

(26)
Cumulative loss function for the system of PINNs over the entire metric graph

Let us assume for simplicity that the PINN architecture is the same on each edge. Denote with \( w_j \) the regression coefficients for the edge \( e_j \) and denote with

\[
\mathbf{w}_{\text{tot}} = \begin{bmatrix}
  w_1 \\
  \vdots \\
  w_J 
\end{bmatrix} \in \mathbb{R}^{nJ}
\] (27)

the aggregation of regression coefficients for each PINN model assigned to one edge in the metric graph. The global loss function \( L : \mathbb{R}^{nJ} \rightarrow \mathbb{R} \) is defined as follows

\[
L(\mathbf{w}_{\text{tot}}) = \sum_{j \in J} \text{edge loss}_j(\mathbf{w}_j) + \lambda \left( \sum_{i \in I} \sum_{j \in J(v_i)} \text{node loss}_i(\mathbf{w}_j) \right).
\] (28)

The continuity of the solution and its directional derivatives along the edges is maintained by imposing the KN conditions in a weak form through the second term on the right side of Equation (28). We use the basic differential multiplier method (BDMM) \[62\] to iteratively update the values of the regression coefficients \( \mathbf{w}_{\text{tot}} \) and the values of the penalization term \( \lambda \) from iteration \( q \) to iteration \( (q + 1) \) during the training of the system of PINN models according to the following formula

\[
\begin{aligned}
\mathbf{w}_{\text{tot},q+1} &= \mathbf{w}_{\text{tot},q} - lr_{\mathbf{w}_{\text{tot}}} \cdot \nabla_{\mathbf{w}_{\text{tot}}} L(\mathbf{w}_{\text{tot},q}) \\
\lambda_{q+1} &= \lambda_q + lr_\lambda \cdot \left( \sum_{v \in V} \sum_{e_j \sim v} \text{node loss}_v(\mathbf{w}_{j,q}) \right)
\end{aligned}
\] (29)

where \( lr_{\mathbf{w}_{\text{tot}}} \) and \( lr_\lambda \) are the learning rates for \( \mathbf{w}_{\text{tot}} \) and \( \lambda \), respectively. We highlight that the BDMM step in Equation (29) performs a step of gradient descent to update the aggregated regression coefficient \( \mathbf{w}_{\text{tot}} \) and performs a step of gradient ascent to update the value of the penalization term \( \lambda \).

4. Numerical results

We present numerical results obtained with the predictive performance of PINN models to solve the non-linear elliptic, non-linear parabolic, and non-linear hyperbolic problems defined in (2), (3), and (4) on metric graphs. In Section 4.1.1, we specify the values of the coefficients of the equations, boundary conditions, and initial conditions (when needed) for the differential problems we solve. In Section 4.2, we characterize the neural network architectures to construct the PINN model for each problem. In Section 4.4, we compare the accuracy of PINN models using different activation functions to solve differential problems on a single edge. The conclusions drawn from this first set of studies will be used to select the activation function to perform the numerical tests described in the following sections. In Section 4.5, we assess the robustness of our DL approach for varying values of the degree of a node (i.e., number of incidental edges). In Section 4.6, we solve the differential problems on two graphs with complex topologies.

4.1. Setup of the differential problems

For all the differential problems considered, we set the coefficient of the differential equation as \( \mu_j(x) = 1 \), \( b_j(x) = 0 \), and \( \sigma_j(x, u_j(x)) = |u_j(x)|^2 \) for \( j = 0, \ldots, J - 1 \).

For the non-linear elliptic problem, we set the exact solution \( u_j \) on each edge as

\[
u_j(x) = \cos \left( \frac{2\pi x}{l_j} \right) - 1, \quad j = 0, \ldots, J - 1, \quad 0 \leq x \leq l_{j-1}.
\] (30)

For the non-linear parabolic problem, we set the exact solution \( u_j \) on each edge as

\[
u_j(x, t) = 30 \exp(-t) \left( \cos \left( \frac{2\pi x}{l_j} \right) - 1 \right), \quad j = 0, \ldots, J - 1, \quad 0 \leq x \leq l_{j-1}, \quad 0 \leq t \leq T.
\] (31)
For the non-linear hyperbolic problem, we set the exact solution $u_j$ on each edge as

$$u_j(x,t) = 10 \cos(t) \left( \cos \left( \frac{2\pi x}{l_j} \right) - 1 \right), \quad j = 0, \ldots, J - 1, \quad 0 \leq x \leq l_{j-1}, \quad 0 \leq t \leq T.$$ (32)

For each problem, we compute the forcing terms $f_j$ by applying the differential operator on $u_j$, which for elliptic problems consist in evaluating $L_1(u_j(x))$ and for hyperbolic and parabolic problems consists in evaluating $L_2(u_j(x,t))$ and $L_3(u_j(x,t))$, respectively. For the parabolic and hyperbolic systems, we set the initial conditions $g_j(x) = u_j(x,0)$. We use the forcing term data $f_j$, the boundary value data, and the initial value data $g_j$ to train the neural networks and calculate an approximate solution $\tilde{u}_j$ by minimizing the training loss functions defined in Section 3.2. We validate the accuracy of the neural network by computing the validation error as the mean absolute difference between the exact solution $u_j$ and the DL approximation $\tilde{u}_j$ across all validation sample points. For the non-linear elliptic problem, the validation error is defined as

$$\text{err} = \frac{1}{J(N_{\text{space}} \cdot l_j)} \sum_{j=0}^{J-1} \sum_{i=0}^{N_{\text{space}} \cdot (l_j-1)} |u_{j,i} - \tilde{u}_{j,i}|.$$ (33)

For the parabolic and hyperbolic problems, the validation error is defined as

$$\text{err} = \frac{1}{J(N_{\text{space}} \cdot l_j) N_{\text{time}} \cdot l_j)} \sum_{j=0}^{J-1} \sum_{i=0}^{N_{\text{space}} \cdot (l_j-1)} \sum_{k=0}^{N_{\text{time}} - 1} |u_{j,i,k} - \tilde{u}_{j,i,k}|.$$ (34)

### 4.2. PINN architecture

For all three differential problems, we performed hyperparameter optimization over the number of layers and number of neurons in each layer of the PINN model. As a result, we selected the PINN architectures described in Table 1 due to their relatively small output errors. For the non-linear elliptic problem, the input layer of the PINN architecture has one neuron because the spatial domain is one-dimensional. Each network contains two hidden layers with 25 neurons each, and one output layer has one neuron because the solution attains scalar values. For the non-linear parabolic problem and the non-linear hyperbolic problem, the input layer has two neurons (one for the space coordinate and one for the time coordinate). Each network contains two hidden layers with 50 neurons each, and one output layer has one neuron because the solution attains scalar values. The hyperparameters used to construct the PINN model for each differential problems solved are provided in the Table 1.

|                | Elliptic | Parabolic | Hyperbolic |
|----------------|----------|-----------|------------|
| # Neurons per layer | [1 25 25 1] | [2 50 50 1] | [2 50 50 1] |
| # network parameters | 1350 | 5300 | 5300 |

### Table 1: Hyperparameters for PINN training

### 4.3. Training setup

The PINN models are implemented with the PyTorch library and the graph domains are defined using the PyTorch Geometric [63, 64] library. The training is performed with the Adam method [65] with an initial learning rate set to $1e^{-3}$. The number of training data samples and validation data samples used for each iterative update of $w_{\text{tot}}$ and $\lambda$ is provided in Table 2. The training of each DL model was performed on an NVIDIA K40 GPU provided by the Compute and Data Environment for Science (CADES) at Oak Ridge National Laboratory (ORNL).
Table 2: Training and validation datasets

|                  | Elliptic | Parabolic | Hyperbolic |
|------------------|----------|-----------|------------|
| $N_{\text{train}}^*$ | 2000     | 100       | 100        |
| $N_{\text{time}}^*$ | -        | 20        | 20         |
| $N_{\text{validate}}^*$ | 500      | 500       | 500        |
| $N_{\text{time}}$  | -        | 500       | 500        |

4.4. Comparison of activation functions for PINNs on one edge

The choice of the activation function can drastically affect the predictive performance of the NNs [56, 58, 57, 60]. This motivates us to assess the predictive performance of the PINN model to solve the differential problems in Equations (2), (3), and (4) on a single edge using different activation functions. The PINN architecture is fixed and the activation function is the only hyperparameter that is allowed to change. The activation functions we compare are ReLU, sigmoid, $\sin^2(x)$, and $\sin^2(x) + x$. For different activation functions used, we assess the robustness of the PINN model to handle edges of variable length by measuring the final accuracy of the PINN model to solve the differential problems on segments of length equal to 1, 5, and 10.

The validation errors of the PINN model in solving the non-linear elliptic, non-linear parabolic, and non-linear hyperbolic problems are shown in Tables 3, 4, and 5, respectively. The plots using different activation functions are provided in the Appendix. For all three differential problems, when the edge length is 1, the performances of the PINN models using the sigmoid, $\sin^2(x)$, and $\sin^2(x) + x$ are similar, and they all significantly outperform the PINN model using the ReLU activation function. When the edge length is increased, we notice that the PINN models using the $\sin^2(x)$ and $\sin^2(x) + x$ activation functions produce significantly smaller errors than the PINN models using the ReLU and sigmoid activation functions. Our numerical results in Tables 3–5 show that $\sin^2(x)$ still outperforms the monotonic activation function $\sin^2(x) + x$ proposed in [60] when the function to learn is indeed periodic. In particular, we notice that the advantage of the activation function $\sin^2(x)$ over $\sin^2(x) + x$ becomes more pronounced when the number of wavelengths included in the edge increases due to an increase of the edge length. Based on this assessment, since the numerical results presented in this work are limited to approximating periodic solutions to differential problems, henceforth we choose $\sin^2(x)$ as activation function for the PINN models.

Table 3: Validation error of the PINN model using ReLU, sigmoid, $\sin^2(x)$ and $\sin^2(x) + x$ activation functions to solve the non-linear elliptic problem on edge with length equal to 1, 5, and 10.

| edge length | activ function | ReLU | Sigmoid | $\sin^2(x)$ | $\sin^2(x) + x$ |
|-------------|----------------|------|---------|-------------|----------------|
| 1           | ReLU           | 1.4655e+00 | 4.2809e-04 | 1.3542e-04 | 1.8515e-05 |
| 1           | Sigmoid        | 1.1142e+00 | 3.2258e-01 | 2.4161e-04 | 3.1159e-03 |
| 1           | $\sin^2(x) + x$ | 1.0979e+00 | 5.6701e-01 | 1.3437e-03 | 5.0190e-03 |

Table 4: Validation error of the PINN model using ReLU, sigmoid, $\sin^2(x)$ and $\sin^2(x) + x$ activation functions to solve the non-linear parabolic problem on edge with length equal to 1, 5, and 10.

| edge length | activ function | ReLU | Sigmoid | $\sin^2(x)$ | $\sin^2(x) + x$ |
|-------------|----------------|------|---------|-------------|----------------|
| 1           | ReLU           | 3.9598e-01 | 1.4537e-01 | 2.0664e-01 | 2.0652e-01 |
| 1           | Sigmoid        | 5.5414e+00 | 4.8648e+00 | 2.1506e-01 | 4.0540e-01 |
| 1           | $\sin^2(x) + x$ | 1.0596e+00 | 9.7715e+00 | 1.9799e-01 | 6.9083e-01 |

4.5. Star graphs with increasing number of edges

Since previous work showed that FEM applied to metric graph can become unstable increases when the number of incidental edges to a node [43], we dedicate this section to empirically studying the accuracy of
Table 5: Validation error of the PINN model using ReLU, sigmoid, \(\sin^2(x)\) and \(\sin^2(x) + x\) activation functions to solve the non-linear hyperbolic problem on one edge with length equal to 1, 5, and 10.

| edge length | activation func. | \(\text{relu}\) | \(\text{sigmoid}\) | \(\sin^2(x)\) | \(\sin^2(x) + x\) |
|-------------|------------------|------------------|-------------------|----------------|-------------------|
| 1           | 1.9027e - 01     | 5.6781e - 02     | 1.4505e - 02      | 1.9684e - 02   |
| 5           | 2.4712e + 00     | 3.0064e - 01     | 3.1154e - 02      | 1.4285e - 01   |
| 10          | 4.4436e + 00     | 2.4927e + 00     | 4.7374e - 02      | 4.9312e - 01   |

Table 6: Final \(\lambda\) and validation error on star graphs.

| Type of problem | activation func. | Star with three edges | Star with five edges | Star with seven edges |
|-----------------|------------------|-----------------------|----------------------|----------------------|
| Non-linear elliptic problem | \(\lambda = 51\) | err= 7.738318e - 04 | \(\lambda = 74\) | err= 1.979e - 04 | \(\lambda = 99\) | err= 9.329e - 04 |
| Non-linear parabolic problem | \(\lambda = 201\) | err= 2.3542e - 01 | \(\lambda = 231\) | err= 2.472e - 01 | \(\lambda = 350\) | err= 2.133e - 01 |
| Non-linear hyperbolic problem | \(\lambda = 101\) | err= 4.519e - 02 | \(\lambda = 122\) | err= 5.378e - 02 | \(\lambda = 168\) | err= 6.595e - 02 |

4.6. Complex metric graphs

To assess the performance of our DL method in handling metric graphs with different topologies, in this section we describe numerical results obtained by solving the differential problems in Equations (2), (3), and (4) defined on the two metric graphs whose topology is illustrated in Figures 11 and 12. According to the denomination introduced in [67], from now on we refer to the graph illustrated in Figure 11 as Lasso graph. For convenience, we will refer from now on to the graph illustrated in Figure 12 as general graph.

The final \(\lambda\) and validation errors are listed in Table 7. In Figures 13, 14 and 15 we show the exact solution and the PINN solution for the differential problems defined on the general graph. Similar figures for the Lasso graph are included in the Appendix. The results show that our DL approach accurately approximates the solution to non-linear elliptic, non-linear parabolic, and non-linear hyperbolic problems defined on graphs with complex geometry, even when the length of the segment varies abruptly across different edges of the graph.
(a) Star graph with three edges

(b) Star graph with five edges

(c) Star graph with seven edges

Figure 1: Star graphs with three edges (top left), five edges (top right), and seven edges (bottom center).

| edge length | activation func. | Lasso | General |
|-------------|------------------|-------|---------|
|             |                  | $\lambda = 94$,  err$=3.7055e-03$ | $\lambda = 151$,  err$=3.4540e-03$ |
| Non-linear elliptic | $\lambda = 153$,  err$=2.2302e-01$ | $\lambda = 176$,  err$=2.2766e-01$ |
| Non-linear parabolic | $\lambda = 53$,  err$=4.8285e-02$ | $\lambda = 124$,  err$=4.5009e-02$ |
| Non-linear hyperbolic |                   |       |         |

Table 7: Final $\lambda$ and validation error on lasso and general graphs.
Figure 2: Validation error (top figure) and comparison on each edge (figures on the second, third, and fourth line) of the exact solution (red) and PINN approximated solution (black) of Model output for the non-linear elliptic problem on the star graph with three edges.

Figure 3: Validation error (top figure) and comparison on each edge (figures on the second line) of the exact solution (red) and PINN approximated solution (black) of the non-linear parabolic problem on the star graph with three edges.
Figure 4: Validation error (top figure) and comparison on each edge (figures on the second line) of the exact solution (red) and PINN approximated solution (black) of the non-linear hyperbolic problem on the star graph with three edges.
Figure 5: Validation error (top figure) and comparison on each edge (figures on the second line) of the exact solution (red) and PINN approximated solution (black) of the non-linear elliptic problem on the star graph with five edges.
Figure 6: Validation error (top figure) and comparison on each edge (figures on the second and third line) of the exact solution (red) and PINN approximated solution (black) of the non-linear parabolic problem on the star graph with five edges.
Figure 7: Validation error (top figure) and comparison on each edge (figures on the second and third line) of the exact solution (red) and PINN approximated solution (black) of the non-linear hyperbolic problem on the star graph with five edges.
Figure 8: Validation error (top figure) and comparison on each edge (figures on the second, third, and fourth line) of the exact solution (red) and PINN approximated solution (black) of the non-linear elliptic problem on the star graph with seven edges.
Figure 9: Validation error (top figure) and comparison on each edge (figures on the second, third, and fourth line) of the exact solution (red) and PINN approximated solution (black) of the non-linear parabolic problem on the star graph with seven edges.
Figure 10: Validation error (top figure) and comparison on each edge (figures on the second, third, and fourth line) of the exact solution (red) and PINN approximated solution (black) of the non-linear hyperbolic problem on the star graph with seven edges.
Figure 11: Lasso graph.

Figure 12: General graph.
Figure 13: Validation error (top figure) and comparison on each edge (figures on the second, third, and fourth line) of the exact solution (red) and PINN approximated solution (black) of the non-linear elliptic problem defined on the general graph.
Figure 14: Validation error (top figure) and comparison on each edge (figures on the second, third, and fourth line) of the exact solution (red) and PINN approximated solution (black) of the non-linear parabolic problem defined on the general graph.
Figure 15: Validation error (top figure) and comparison on each edge (figures on the second, third, and fourth line) of the exact solution (red) and PINN approximated solution (black) of the non-linear hyperbolic problem defined on the general graph.
5. Conclusions and future developments

We presented a novel DL approach to solve forward one-dimensional ODEs and PDEs on metric graphs that uses a system of PINN models, where each model solves the differential equation on a specific edge to which it has been assigned. The KN conditions are imposed in a weak form as an additive penalization term in the training loss function to preserve continuity of the solution and of its directional derivatives at the nodes. The penalization term in the training loss function to impose the KN conditions enforces coordination across PINN models that work on edges that share a node.

While interpolation based methods such as FEM applied to noisy data both interpolate signal and noise, and stabilizations (e.g., Tikhonov regularization) dampen the noise effect while inevitably perturbing the nature of the problem, our approach avoids interpolation by using fitting DL models. Our DL approach provides the potential to solve inverse and control differential problems with noisy data without introducing any inductive bias in the formulation of the original problem.

Differently from other DL approaches in the literature that use a single GNN model to solve the differential problem on the entire graph, which hinders an effective parallelization of the GNN training for graphs at large scale, our algorithm lends itself to parallelization by allowing different NN models to be trained concurrently on different distributed computing resources.

The numerical results show that our DL approach is robust in solving differential forward problems of different nature (elliptic, parabolic, and hyperbolic), and handling varying degrees for the nodes in the metric graph. As future work, we plan to continue and expand on the existing work by pursuing several research directions:

- We will distribute our approach on HPC resources by assigning each PINN model to a dedicated graphic processing unit (GPU) or tensor processing unit (TPU). To this goal, solving the differential problems by minimizing a global training loss function that aggregates information from all edges and nodes on the entire graph introduces severe bottlenecks for parallelization. To overcome this limitation, we will replace the global training loss function with multiple local training loss functions, each defined on a single edge and respective nodes. This will allow to replace one global communications with multiple local communications across processes, thus significantly reducing the presence of severe bottlenecks for parallelization.

- We will extend the applicability of our approach by using systems of PINNs to solve differential problems where the solution is a non-periodic function. To this goal, we will refer to [68] where the authors showed significant broadening in the applicability of DL models to learn functions that belong to different families when the nonlinear activation functions are allowed to change across hidden layers. In particular, we will adopt this approach by combining the use of periodic and non-periodic activation functions in different layers of the PINN model.

- We will assess the performance (and potential benefit) of alternative approaches to handle time. In particular, we will treat time and space separately, using finite difference schemes (e.g., Runge-Kutta) for time stepping and we will compare the accuracy of this split scheme that separately handles time and space with our all-at-once approach.

- We will extend our DL approach (currently used to solve forward problems) to solve also inverse and control problems defined on metric graphs.
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Appendix
Figure 16: Model output for the non-linear elliptic problem on one edge of length 1 using different activation functions
Figure 17: Model output for the non-linear elliptic problem on one edge of length 5 using different activation functions
Figure 18: Model output for the non-linear elliptic problem on one edge of length 10 using different activation functions
Figure 19: Model output for the non-linear parabolic problem on one edge of length 1 using different activation functions.
Figure 20: Model output for the non-linear parabolic problem on one edge of length 5 using different activation functions
Figure 21: Model output for the non-linear parabolic problem on one edge of length 10 using different activation functions.
Figure 22: Model output for the non-linear hyperbolic problem on one edge of length 1 using different activation functions
Figure 23: Model output for the non-linear hyperbolic problem on one edge of length 5 using different activation functions
Figure 24: Model output for the non-linear hyperbolic problem on one edge of length 10 using different activation functions.
Figure 25: Validation error (top figure) and comparison on each edge (figures on the second and third line) of the exact solution (red) and PINN approximated solution (black) of the non-linear elliptic problem defined on the Lasso graph.

Figure 26: Validation error (top figure) and comparison on each edge (figures on the second and third line) of the exact solution (red) and PINN approximated solution (black) of the non-linear parabolic problem defined on the Lasso graph.
Figure 27: Validation error (top figure) and comparison on each edge (figures on the second and third line) of the exact solution (red) and PINN approximated solution (black) of the non-linear hyperbolic problem defined on the Lasso graph.