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Abstract

In comparative effectiveness research, treated and control patients might have a different start of follow-up as treatment is often started later in the disease trajectory. This typically occurs when data from treated and controls are not collected within the same source. Only patients who did not yet experience the event of interest whilst in the control condition end up in the treatment data source. In case of unobserved heterogeneity, these treated patients will have a lower average risk than the controls. We illustrate how failing to account for this time-lag between treated and controls leads to bias in the estimated treatment effect. We define estimands and time axes, then explore five methods to adjust for this time-lag bias by utilising the time between diagnosis and treatment initiation in different ways. We conducted a simulation study to evaluate whether these methods reduce the bias and then applied the methods to a comparison between fertility patients treated with insemination and similar but untreated patients. We conclude that time-lag bias can be vast and that the time between diagnosis and treatment initiation should be taken into account in the analysis to respect the chronology of the disease and treatment trajectory.

Keywords: selection bias, time-lag bias, survivorship bias, heterogeneity, frailty, survival analysis, left truncation, Cox models, insemination, IVF
Introduction

When observational data are used to estimate the effect of treatment in comparative effectiveness research, treated patients and controls could have a different start of follow-up. We here define controls as those given no treatment, usual care, first-line treatment, or any other form of not providing the treatment of interest. Often, patients may remain untreated after a diagnosis has been made and initiate treatment later in their trajectory. Similarly, patients who received first-line treatment may end up needing second-line treatments later. Differences in the start of follow-up are common when data on both conditions are not collected within the same source, such as when first-line care is not provided by the same hospital that provides the treatment.

Some outcomes, such as death, by definition prevent the patient from continuing their trajectory. Patient who experience such an outcome cannot receive the treatment of interest later. This leads to differences between treated and control populations. An example is a study of ours in which we aimed to compare in vitro fertilisation (IVF) treatment to expectant management, which is usual care without treatment, in couples with unexplained infertility. The source of treatment data was the UK national IVF registry and only covered patients from treatment initiation onwards. The source of control data was a Dutch prospective cohort that followed patients from diagnosis until the earliest of pregnancy or treatment initiation. Hence, the start of follow-up was different for these two data sources, which led to differences between treated patients and controls.

Differences between treated patients and controls can stem from two mechanisms: confounding and selection. For the purpose of this paper, we consider confounders to be known, measured and adjusted for in the analysis. A common definition of selection bias is the difference in the treatment effect found in the cohort selected for analysis and the treatment effect in the full population eligible for treatment. When comparing treated and control patients with a different start of follow-up, a specific type of selection bias is caused by patient characteristics related to the outcome that are unbeknownst to the clinician and patient when deciding on treatment. Differences due to unmeasured characteristics are
referred to as unobserved heterogeneity, or as frailty in survival analysis literature.\textsuperscript{13}

Unobserved heterogeneity leads to differences in outcomes between treated and untreated patients because only patients who did not yet experience the event of interest whilst in the control condition can end up in the treated data source. These patients will on average have a lower risk for the event than the controls. Patients in the two separate sources thus differ in their risk profiles, even after adjustment for all measured confounders.\textsuperscript{11} A naïve comparison of treatment groups will lead to a biased treatment effect, as the comparison uses two misaligned time axes. We refer to this as time-lag bias induced by unobserved heterogeneity.\textsuperscript{2,14}

Other issues related to misalignment of time axes are immortal time bias and the depletion of susceptibles over follow-up time.\textsuperscript{2-9} The first, immortal time bias, is a self-inflicted error during the analysis when conditioning on future information, such as assigning a patient to the treatment group at diagnosis when in reality they received treatment later.\textsuperscript{2,8,9} With ‘depletion of susceptibles’, we mean that the hazard ratio attenuates to the null over time as risk sets become increasingly similar over time, even if there is a true non-null treatment effect.\textsuperscript{5} Both issues differ from the time-lag bias we discuss here. In the setting of time-lag bias due to unobserved heterogeneity, bias is already present at inclusion due to the nature of the two data sources and their start of follow-up.

Azzato \textit{et al.} (2009) and Eijkemans \textit{et al.} (2019) suggested selecting only patients immediately after they become eligible for treatment, so that no heterogeneity-induced selection could have taken place.\textsuperscript{10,15} This implicitly suggests that a variant of the average treatment effect in the controls (ATC) is targeted, which may or may not be the estimand of interest. There are other issues with this approach: it greatly reduces sample size or might be even impossible due to non-positivity, e.g., if the clinical protocol excludes patients from receiving treatment shortly after diagnosis.

Here we explore five approaches to account for time-lag bias when comparing treated and control patients. All approaches utilise the time between diagnosis and treatment start, which we refer to as \textit{waiting time} from now on. In simulations and in an application to clinical
data, we compare the following methods: selecting treated who started treatment immediately, selecting controls who survived up to the median time of treatment initiation, left truncation of waiting time, adding waiting time as a covariate and sequential landmarking.

Methods

Notation

We wish to estimate the causal effect of treatment $A (a = 1)$ relative to control $(a = 0)$ on time to some event $Y$ for patients with a certain disease. After diagnosis, not all patients may receive treatment immediately: more severe cases might start earlier than the less severe cases. Here, disease severity can serve as an example of a measured confounder, denoted by $F$ in the directed acyclic graph (DAG) in Figure 1A, where the relationships between $F$, treatment $A$ and event status at time $k$ and time $k + 1$ are depicted.

We can adjust for $F$ as usual in observational data analysis, for instance by regression analysis, matching or inverse probability weighting, depending on the estimand of interest.\textsuperscript{16} If only $F$ is of influence and accounted for, inference is valid both for the effect of $A$ on survival between time zero and a certain time $k$ and for the effect on survival from $k$ onwards.

Now consider a factor that leads to a higher probability of survival, for instance a gene combination $G$, which is unknown to clinicians and patients, therefore generally unmeasured and also independent of $F$. As $G = 1$ is related to survival up to time $k$ but not related to $A$, $G$ is not a confounder at diagnosis as shown in Figure 1B. As time progresses, patients with $G = 1$ are more likely to have survived. Because treatment is started later, the proportion of treated patients with $G = 1$ increases over time, thus introducing an association between $G$ and $A$. Conditioning on the collider survival up to time $k$, which we implicitly do in the mentioned study design involving a data source with treated patients later on, now opens up a path between $G$ and $A$ that biases the causal association between $A$ and survival from $t$ onwards, as shown in Figure 1C.
**Figure 1.** Directed acyclic graphs to show the influence of confounders ($F$) and unobserved risk factor(s) ($G$) in the causal pathway between treatment ($A$) and the two outcomes, event status at a certain time $k$ ($Y_k$) and event status at a later time point $k + 1$ ($Y_{k+1}$). In graph A., there is no factor $G$. If $F$ comprises a sufficient adjustment set and is conditioned on in the analysis, the effect of $A$ on $Y_k$ and $Y_{k+1}$ can be estimated without confounding bias. In B., at time zero i.e. diagnosis, $G$ is related to $Y_k$ but not to $A$, thus $G$ is not a confounder. At later timepoints shown in C., when conditioning on the collider survival up to time $k$ ($Y_k$), this opens a path between $G$ and $A$ that biases the effect of $A$ on $Y_{k+1}$. A box around a variable indicates conditioning on that variable.
**Estimands and timelines**

We distinguish between the true conditional treatment effect, accounting for heterogeneity, and the true marginal treatment effect which, due to attenuation of the hazard ratio towards the null during follow-up, depends on the time window of follow-up.

We follow notation as in Young et al., with $Y$ denoting the event indicator, i.e., failure, $k = 0, 1, \ldots K$ follow-up time with $k = 0$ time of diagnosis, $A$ treatment with $a = 0$ the control condition, and $a = 1$ the active treatment which we for now assume starts at $k = 0$ and is sustained until $K$. Then the counterfactual risk of $Y$ by $k + 1$ had all patients been assigned to $a$ can be defined as

$$\Pr [Y_{k+1}^a = 1]$$

such that the average causal effect of treatment $A$ by $k + 1$ can be expressed as

$$\Pr [Y_{k+1}^a = 1] - \Pr [Y_{k+1}^a = 1] = 1$$

In case of (censored) time-to-event outcome data, the effect of interest is commonly the hazard ratio.

The hazard at $k + 1$ of $Y$ under $a$ is

$$\Pr [Y_{k+1}^a = 1|Y_k^a = 0]$$

which would give the average causal hazard ratio for $A$ as

$$\Pr [Y_{k+1}^a = 1|Y_k^a = 1] / \Pr [Y_{k+1}^a = 1|Y_k^a = 0]$$

As the contrast in counterfactual hazards is conditional on survival to $k$, it is only interpretable as a true causal effect if and only if there are no differences between patients other than $A$, an assumption which never holds due to natural differences between patients. In the presence of unobserved heterogeneity, the relative effect attenuates towards the null. In other words, if there are prognostic differences between patients that are unaccounted for or unmeasured, the causal effect in interval $k$ to $k + 1$ will differ from the causal effect in interval $k + 1$ to $k + 2$. The larger $K$ gets and the more heterogeneity there is, the more the last interval will differ from the first, which is known as depletion of susceptibles.\textsuperscript{17}
As heterogeneity is practically never fully explained by measured covariates, a true ‘causal’ hazard ratio conditional on heterogeneity is unattainable. We choose as the effect of interest the marginal hazard ratio averaged over a defined range of follow-up in the data, i.e., up to $K$.

We denote the time after diagnosis at which treated patients started their treatment as $T$ and the counterfactual outcome $Y$ at time $k + 1$, if a patient would be treated at time point $t$ (and remain treated thereafter) as $Y^t_{k+1}$. We then define an ‘ATC’ type of estimand as for those eligible for treatment who did not start treatment at $0,1,...,K$, what if they would have started immediately i.e. $t = 0$. We get this ATC estimand by averaging the following hazards over the range $0,1,...,K$.

\[
\frac{\Pr [ Y^{t=0}_{k+1} = 1 | T > K, Y^t_k = 0 ]}{\Pr [ Y^{t>K}_{k+1} = 1 | T > K, Y^t_K = 0 ]}
\]  

We define an ‘average treatment effect in the treated (ATT) type of estimand as for those eligible for treatment who did start treatment before $K$, what if they would have never started treatment (or started after $K$). We get the ATT by averaging the hazard over time range $0,1,...,K$ and over all observed treatment waiting times:

\[
\frac{\Pr [ Y^{t=t^*\in T}_{k+1} = 1 | T < K, T > k, Y^t_k = t^*\in T ]}{\Pr [ Y^{t>K}_{k+1} = 1 | T < K, T > k, Y^t_K = 0 ]}
\]

With $t^* \in T$ being all observed values of treatment start $t$ between 0 and $K$.

The ‘average treatment effect (ATE)’ is defined as the weighted average of (5) and (6) i.e., the combined effect when all those eligible for treatment that did not start treatment would have started treatment at $t = 0$ and those eligible for treatment who did start treatment would have never started treatment.

**Estimation approaches**

To show what problems may arise when using ad-hoc estimation strategies to combine treated and control data sources and how this may lead to targeting a different estimand to those specified above, we visualise different estimation strategies in Figure 2.
Figure 2. Blue lines representing follow-up for control and red lines follow-up for treated patients. Black arrows represent treatment contrasts. Dotted lines represent left truncation until the start of follow-up.

A. Time-lag bias

B. ATC

C. ATT<sub>original</sub>

D. Left truncation

Misalignment of start of follow-up for control and treated individuals.

An estimation strategy which is sometimes used erroneously in practice is to consider starting time of treatment (\(T\)) as the start of follow-up (i.e., time zero) for the treated patients whereas for the control patients the starting time is diagnosis, shown in Figure 2A. Using \(T\) as time zero ‘resets’ the follow-up time of treated patients from treatment onwards, and is effectively deducting \(t\) from \(k\). This induces bias as the comparison is no longer fair and actually targets a different estimand which can be expressed as

\[
\frac{\Pr \left[ Y_{k+1}^{t=t^* \in T} = 1 | Y_{k+t}^{t=t^* \in T} = 0 \right]}{\Pr \left[ Y_{k+1} > k = 1 | Y_{k} > k = 0 \right]} = 7
\]
As is visible from (7), follow-up is misaligned between treated patients and control patients, with a comparison at time $k + 1$ for control to time $k + 1 + t$ for treated. This is the situation in which time-lag bias occurs.

In the following estimation approaches, the issue of not having observed the treated patients from $k = 0$ onwards is accounted for in different ways, either by selection of patients that survived up to a certain time point or by conditioning on $T$.

**Selecting treated patients who started immediately after diagnosis.**

In Figure 2B the time axes are aligned by selecting follow-up from treated patients who started treatment (almost) immediately after diagnosis, given a certain grace period of choice. For instance, within one month as the time unit would give $0 < t < 1$. This strategy targets the ATC estimand in (5). The effect is only interpretable for a subgroup of all patients: the controls in the observed data. It also requires that there are sufficient early treated patients available.

**Selecting controls who survived up to a certain treatment start, keeping the original time axis.**

In Figure 2C ATT (original time), time-lag bias is prevented by comparing treated to selected controls who survived the same period. This approach targets the ATT estimand described by (6). This is complicated to estimate as there are many $t$ and the effect is only interpretable for the observed pattern of treatment starts $T$.\textsuperscript{18} The time axis is here referred to as ‘original time’ because the perspective is from defining time zero as the time of diagnosis.

**Selecting controls who survived up to the median treatment start, redefining time zero as treatment starts.**

For ATT, we could also change the perspective of the time axis to by setting the treatment starting time $t$ as time zero, shown in Figure 2C ATT (reset time). The target estimand can
then be described as the averaging the following hazard over $k = 0, 1, \ldots, K$ and over all observed treatment starts:

$$
\frac{\Pr \left[ Y_{k+1+t}^{t^*} \in T = 1|T = t^* < K, Y_{k+1+t}^{t^*} \in T = 0 \right]}{\Pr \left[ Y_{k+1+t}^{K} > 1|T = t^* < K, Y_{k+1+t}^{K} > 0 \right]}
$$

(8)

Treated patients are again compared to controls surviving the same period, but now with a time reset to zero at treatment start onwards for both. This differs from the previous estimand because all treated patients are combined as if all starting follow up at the same time point. This strategy again aligns the time axes, thereby circumventing time-lag bias but the effect is only interpretable for the observed pattern of treatment starting times.

As mentioned, as the effect on the original time axis may be complicated to estimate due to the range of $t$, one could consider a simpler approach: selecting all controls who survived up to the median $t$ and following them onwards. There needs to be a sufficient number of controls who survived up to that point and residual time-lag bias remains as there is still variation in $t$ for treated patients.

**Left truncation.**

The time axis in Figure 2D follows the combination of (5) and (6) on the original time axis and is thus defined as the ATE as it combines the ATT and ATC, using all data. The intuitive thing here is to consider the waiting time $t$ as the time a treated patient `enters' the survival analysis risk set: left truncation, also referred to as delayed entry. This is intuitively modelled in Cox regression using left truncation for $t$, as that is the time when treated patients enter and contribute information. The definition of the model risk set and likelihood contributions change such that a treated patient with waiting time $t$ is only compared to controls that survived up to $t$ as well, following 2D.
Adding waiting time as covariate and repeated landmarking.

There are two alternatives for estimating the ATE which can also be conducted on the reset time axis.

Regressing on waiting time, i.e., adding waiting time \( t \) as a covariate to the outcome model, is fairly straightforward and is also flexible, as it can be used in any analysis model that can take continuous covariates. The functional form of \( t \) in the model might be crucial for valid inference and is not necessarily linear. We suggest pre-specifying forms based on field-specific empirical evidence. If that is unavailable, the fit of a linear function should be compared to more complex functions, e.g., a quadratic function or, if sample size allows, (restricted) cubic splines.\(^{20}\)

A second approach to estimating the ATE is what is known as landmarking in survival literature: constructing multiple datasets for sequential time points selecting treated patients and controls still at risk. This can be viewed as ‘matching’ on \( t \) (instead of matching on patient characteristics). Thus, we select patients who started treatment at \( t \) and controls that survived up to \( t \) as well. Because \( t \) varies, and we wish to use all data for ATE, this has to be done repeatedly for all \( t \). We have to choose the sequential time points and the caliper or grace period i.e. how ‘early’ treatment needs to be started in order to be grouped together.\(^{21}\)

For instance, landmark datasets can be constructed for sequential time points \( w = \{0,1,2…K\} \) such that treatment has to be started within 1 time unit after the start of the landmark \( w \). All these landmark datasets can be pooled in analysis with e.g. a Cox model, stratifying on the dataset identifier \( w \).\(^{21,22}\)

When using all data from treated and control patients, without targeting a pre-specified group, this targets ATE.

As controls may appear in the pooled data multiple times, robust (sandwich) standard errors that take this correlation into account are necessary.
Simulation

We assessed whether these methods reduce time-lag bias in a simulation study.

Simulation setup

Our simulation setup is loosely based on our work in the field of fertility treatments. Using previous notation, \( a = 1 \) is used for treatment and \( a = 0 \) for control, \( Y \) the event indicator with \( y = 1 \) representing the event occurred and follow-up time \( k \) with \( k = 0,1,\ldots,K \). We assume that the event is favourable for patients, such as recovery or pregnancy from our motivating example, and that treatment \( a = 1 \) increases the probability of recovery. We simulate a large sample size as we are interested in structural bias and not in sampling variation.

We generated two cohorts: one for the control patients and one from which we selected the treated patients. For both, the cohort starts with \( n=5,000,000 \) patients included at diagnosis. For all patients, we drew an untreated time to event from an exponential distribution using individual hazard rates generated via two mechanisms that introduce unobserved heterogeneity: first via a beta distribution for the probability of the event which was then transformed to a hazard rate, and second via a proportion of patients with a lower risk of the event due to an unobserved binary risk factor \( G \) (details and parameters in the Appendix). All patients from the first cohort were selected to be used as controls in the simulation. For selecting treated patients from the second, we additionally drew time to start of treatment, i.e., waiting time \( t \), using a second exponential distribution with hazard rate 0.1. We then selected the patients from the second cohort who did not recover before \( t \), as only those non-recovered patients would be treated. We applied a time-fixed treatment hazard ratio (conditional on heterogeneity) to multiply the individual patient’s untreated hazard rate. Then we used those treated hazard rates to draw the treated time to event from a third exponential distribution. We combined the treated and control cohorts in one dataset and applied a naïve method to estimate the treatment effect in terms of a hazard ratio plus the five proposed adjustment methods to account for time-lag bias due to heterogeneity. No censoring was applied.
True values

The treatment effect applied during simulation of the data is the true hazard ratio conditional on heterogeneity. As explained earlier, none of the methods will be able to estimate this hazard ratio due to attenuation of the hazard ratio towards the null over follow-up. Instead, we used as true values the hazard ratios marginalised over follow up time, which we derived from simulated counterfactual cohorts. We simulated these counterfactual cohorts by creating clones (i.e. same treated or untreated individual hazard rate and same time to treatment t) for patients included in either cohort following Figure 2B for ATC and 2Coriginal for ATT, switching their treatment status and changing the individual hazard rate accordingly, then using said rate to draw another time to event under the alternative treatment status. For ATE, we combined the ATC and ATT counterfactual cohorts. True marginal hazard ratios were then estimated with Cox regression using t as the time of left truncation.

Comparison of methods

We estimated hazard ratios from the simulated observational cohorts using Cox proportional hazards models, first unadjusted and then following the five methods described before: (1) selecting treated who started treatment almost immediately (0<t<1), (2) selecting controls at the median t, (3) using t as the time of left truncation, (4) regressing on t with varying functional forms and (5) landmarking using sequential time points \{0,1,2...20\}, with a grace period of 1 time unit and all 21 landmark datasets followed until the unrestricted maximum follow-up K.
Table 1. Simulation results, n=5,000,000 per cohort.

| Effect estimator | Scenario 1. Beta heterogeneity Hazard ratio: | Scenario 2. Binary G factor Hazard ratio: |
|------------------|---------------------------------------------|------------------------------------------|
|                  | Scenario 1.                                | Scenario 2.                               |
|                  | Hazard ratio:                              | Binary G factor                           |
| True*            | 1.500 (ATE)                                | 1.500 (ATE)                              |
|                  | 1.490 (ATC)                                | 1.485 (ATC)                              |
|                  | 1.510 (ATT)                                | 1.525 (ATT)                              |
| Unadjusted       | 1.11                                        | 1.10                                      |
| 1. Select treated with t≤1 (ATC) | 1.47                                        | 1.49                                      |
| 2. Select controls that survived up to median t (ATT) | 1.39                                        | 1.32                                      |
| 3. Left truncation (ATE) | 1.55                                        | 1.55                                      |
| 4. Waiting time as a linear covariate (ATE) | 1.37                                        | 1.39                                      |
| 4. Waiting time as a quadratic covariate (ATE) | 1.43                                        | 1.48                                      |
| 4. Waiting time as a covariate modelled with restricted cubic splines (ATE) | 1.53                                        | 1.53                                      |
| 5. Sequential landmarking (ATE) | 1.49                                        | 1.48                                      |

$t$, waiting time i.e. time between diagnosis and the start of treatment

* as estimated by Cox regression in counterfactual cohorts. Note that the true hazard ratio conditional on heterogeneity was 2.060 for Scenario 1 and 1.880 for Scenario 2.
Simulation results

In the scenario with beta heterogeneity, the unadjusted estimate for the hazard ratio (HR) was 1.11, erroneously indicating a much less effective treatment than the true marginal HR for ATE of 1.50 (Table 1). This bias is towards a relative effect of zero, so effective treatments with positive outcomes appear less effective and for negative outcomes it will appear as even more effective. This is because the selection can only lead to treated patients with on average a lower risk of the event than untreated patients. The estimates using left truncation (HR: 1.55), waiting time modelled as a covariate with restricted cubic splines (HR: 1.53), sequential landmarking (HR: 1.49) and selecting treated who started treatment immediately (HR: 1.47) were the closest to their true values.

Results for the scenario with the G factor were similar (Table 1).

Application

For our application in clinical data, we used data on a prospective cohort in fertility patients, collected in seven centres in the Netherlands.\textsuperscript{25-28} Patients in the cohort were followed for time to conception during a control period without treatment (expectant management, keep trying to conceive naturally) and, for those that did, data on the same patients after receiving treatment (intrauterine insemination).\textsuperscript{23,25} As this was a prospective cohort, all patients were included at diagnosis. The treatment effect can then be estimated without time-lag bias using a time-varying covariate for insemination treatment in a Cox proportional hazards model: we consider this the ‘truth’ in this application.\textsuperscript{9}

Next, to mimic the situation of comparing separate data sources, we purposefully split up the prospective cohort into a separate treated and control cohort and ‘reset’ the time axis for the treated, thereby starting follow-up for treated couples at their treatment initiation. Data for control couples remained unchanged but note that follow-up whilst in the control condition for those eventually treated were added to the control cohort to maintain the same population risk sets as in the analysis using the time-varying treatment covariate.
We first erroneously fitted a Cox model with a (time-fixed) treatment covariate that ignored the time-lag. We then applied the previously described five approaches using Cox models: selecting treated patients who started treatment within one month, selecting controls who survived up to the median time to treatment $t$ of 6.5 months, $t$ as a covariate with the restricted cubic splines fitted using 3 knots, and sequential time points $\{0, 2, 4, \ldots, 16\}$ (in months, grace period of 2 months) all followed until $K = 18$ months for sequential landmarking. In all analyses, we adjusted for the same set of confounders and used a robust sandwich variance estimator to adjust for the fact some couples appeared twice in the analysis.²⁹

**Software**

Both the simulation study and the application were performed using R version 3.6.0 using the *survival*, *rms*, and *xtable* packages.³⁰

**Data application results**

**Descriptives**

Data on 1,896 unexplained subfertile couples were available, of which 800 received at least one insemination cycle within 18 months after inclusion, which was the cut-off for follow-up. 386 couples conceived naturally and 142 couples conceived after insemination. Median follow-up was 7 months for controls and 4 months for those eventually starting treatment. Several baseline characteristics for the two groups are summarized elsewhere.²⁸
**Treatment effects**

**Table 2. Results from the application to data from fertility patients.**

| Effect estimator                                                                 | Hazard ratio for insemination (95%CI): |
|----------------------------------------------------------------------------------|----------------------------------------|
| Time-varying covariate in the prospective cohort (the ‘truth’) (ATE)            | 2.15 (1.71-2.69)                       |
| Unadjusted                                                                       | 1.62 (1.33-1.98)                       |
| 1. Select treated with t≤1 (ATC)                                                 | 1.66 (1.16-2.39)                       |
| 2. Select controls that survived up to median t (ATT)                            | 2.04 (1.58-2.64)                       |
| 3. Left truncation (ATE)                                                         | Here equivalent to time-varying covariate |
| 4. Waiting time as a linear covariate (ATE)                                       | 1.74 (1.27-2.38)                       |
| 4. Waiting time as a quadratic covariate (ATE)                                   | 2.11 (1.45-3.07)                       |
| 4. Waiting time covariate modelled with restricted cubic splines (ATE)           | 2.08 (1.43-3.01)                       |
| 5. Sequential landmarking (ATE)                                                  | 1.98 (1.59-2.47)                       |

$t$, waiting time i.e. time between diagnosis and the start of treatment
+ Original axis refers to diagnosis as time zero for both cohorts. Reset axis refers to start of treatment as time zero for both cohorts. Time-lag axis refers to diagnosis as time zero for controls and start of treatment as time zero for treated patients.
Table 2 denotes the estimated treatment effects and their 95% CIs. For the Cox model with treatment as a time-varying covariate we found a ‘true’ hazard ratio (HR) of 2.15 (95% CI: 1.71-2.69) for insemination compared to no treatment. After restructuring the data to re-enact the situation where two separate data sources are being compared with a different start of follow-up, we found an unadjusted HR of 1.62 (95% CI: 1.33-1.98): an underestimation of approximately 36% on log-hazard scale due to time-lag bias. Selection of treated couples who started treatment immediately gave a HR of 1.66 (1.16-2.39) and selection of control couples who did not conceive naturally for 6.5 months gave a HR of 2.04 (1.58-2.64). Using waiting time as a quadratic covariate yielded a HR for treatment of 2.11 (1.45-3.07), thereby eliminating 93% of the bias on log-hazard scale. Finally, sequential landmarking gave a HR of 1.98 (1.59-2.47).

**Discussion**

We presented a prototypical setting in which treated patients and controls have a different start of follow-up. As a consequence, estimates of the causal effect of treatment may suffer from time-lag bias due to unobserved heterogeneity. This bias is towards a relative effect of zero and is already present at the start of follow-up, thereby different from attenuation of the hazard ratio towards the null during follow-up or immortal time bias.

We evaluated in simulations whether five estimation approaches could adjust for the time-lag bias. All estimators reduced time-lag bias to some extent but we found that three showed lowest bias: left truncation, sequential landmarking, and regressing on waiting time modelled with restricted cubic splines. In our application to a clinical study on insemination, we showed that even a simple procedure, including waiting time as a quadratic covariate in the model, eliminated the vast majority of time-lag bias, up to 93%.

Our approaches are not free of assumptions: for all, there needs to be overlap between controls still in follow-up and patients who started treatment, similar to the positivity
assumption in confounding adjustment. For instance, this could mean that if for practical reasons or due to a certain treatment protocol there is always a long waiting time before treatment is initiated, it is not possible to estimate the ATC when this is defined as starting treatment at diagnosis.

In the simulation, we found that left truncation and regressing on waiting time using restricted cubic splines yielded slightly higher HRs than the true marginal HR, which was unexpected. We believe this is due to slight differences in the range of follow-up used for analysis, a result of defining risk sets using the ‘reset’ or ‘original’ time axis, which reduces the attenuation of the HR, albeit slightly.

All approaches require the waiting time between diagnosis and treatment initiation to be measured. If the waiting time is unmeasured, perhaps this can be estimated based on treatment protocols at the time. Lastly, we assume that there will always be some degree of heterogeneity that cannot be explained because it is due to unknown and/or unmeasured factors. We believe this is a reasonable assumption.

Example situations in which the methods in this paper can be useful to reduce bias due to heterogeneity include observational research on chronic diseases where treatments are not started directly at diagnosis or second-line treatments are only started in certain patients that survived long enough (e.g. rheumatology, nephrology, oncology). Our approach also ties in with the discussion around preferring ‘new-user’ designs over ‘prevalent-user’ designs as well as the framework of target trial emulation, as it can prove difficult to define a common time zero for both treated and controls. We showed that a simple, pragmatic procedure such as selecting controls at the median or average time of treatment initiation, used by Hernan et al. (2008) in an attempt to emulate a target trial, performed relatively poor in our simulations, although that same method eliminated the vast majority of bias in our application.
In conclusion, observational research in which treated and control patients have a different start of follow-up may suffer from time-lag bias due to heterogeneity. This bias leans towards a relative effect of zero and is different from immortal time bias and from attenuation of the hazard ratio towards the null during follow-up. A uniform approach for recruitment or inclusion would work best, such as a prospective cohort recruited at time of diagnosis. Otherwise, the waiting time between diagnosis and treatment initiation should be measured routinely and used in the analysis to respect the chronology of the disease trajectory. Adding waiting time as a covariate in the analysis model is a straightforward way to deal with this bias although using waiting time as the time of entry through left truncation is also a good option when using a survival analysis model.
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