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ABSTRACT

Neural Architecture Search (NAS) is the process of automating the design of neural network architectures for a given task. Although NAS automates the process of finding suitable neural network architectures for a specific task, the existing NAS algorithms are immensely time-consuming. The main bottleneck in NAS algorithms is the training time for each architecture. This study proposes an Improved Grey Wolf Optimization based on Synaptic Saliency (IGWO-SS), which is much faster than the existing NAS algorithms and provides better final performance. The IGWO-SS algorithm skips training the less promising architectures by creating a relative rank between the architectures based on synaptic saliency. The architectures that are lower in rank are considered less promising than those that are higher in rank. Since the calculation of synaptic saliency is a very fast process, a significant amount of time is saved by skipping training of less promising architectures. This study involves extensive experiments assessing synaptic saliency’s effectiveness in improving NAS. The experimental results indicate that the synaptic saliency of an untrained neural network positively correlates with its final accuracy. Hence, it can be used to identify untrained promising neural networks. The experimental results also suggest that the IGWO-SS algorithm is almost 10x faster and achieves better final performance than five other bio-inspired algorithms. The IGWO-SS algorithm achieves higher mean accuracy than state-of-the-art NAS algorithms, including - REA, RS, RL, BOHB, DARTSV1, DARTSV2, GDAS, SETN, and ENAS. We hope our work will make NAS more accessible and useful to researchers by reducing the time and resources required to perform NAS.
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I. INTRODUCTION

Artificial Intelligence (AI) has experienced a paradigm shift with the emergence of deep learning. Before the emergence of deep learning, researchers used handcrafted features to build classifiers. This manual extraction of features was time-consuming, inefficient, and tedious. Since deep learning emerged, it was no longer necessary to manually extract features from data, as these networks possess the incredible ability to extract significant features on their own without human intervention. The transition from manual to automatic feature extraction was a significant step forward for the entire community. Unfortunately, although the problem of manual feature extraction was solved, a new challenge arose: the manual design of neural network architectures.

Although various powerful architectures like VGG [1], Inception [2], Xception [3], MobileNets [4], ShuffleNet [5], ResNext [6], Polynet [7], FractalNet [8] were designed manually, the manual design of neural networks is very inefficient and expensive. Moreover, the same neural network architecture does not work well for all tasks. With the change in tasks, the architecture also needs to be changed. With the increase in the task’s difficulty, finding the best architecture suitable for the task becomes extremely difficult. To mitigate this difficulty, the machine learning community tried to developed algorithms that can automatically find the best architecture. It gave rise to a new field of research - Neural Architecture Search or, in short, NAS.

Neural Architecture Search (NAS) is a field of research associated with automating neural network architecture design using different optimization algorithms. According to Elsken et al. [9], NAS methods have three dimensions - search space, search strategy, and performance estimation
strategy. Search space is the space in which the architecture will be searched. The search space consists of all possible architecture candidates. The searching procedure is done following a specific search strategy. The search strategy aims to find the best neural network architecture for a particular task, from a predefined search space, within a specific time or resource budget. The performance estimation strategy determines how the performance of a neural network will be estimated. The most straightforward performance estimation strategy is to calculate the validation performance after full training of a neural network. A less accurate performance estimation is also possible from a partially trained neural network.

The field of neural architecture search exploded when Zoph & Le [10] achieved state-of-the-art results on the CIFAR-10 [11], and the Penn Treebank [12] dataset by using Reinforcement Learning (RL). Despite having tremendous success in terms of predictive performance, the NAS algorithm proposed by Zoph & Le was extremely slow. It took them 28 days and 800 GPUs to find an architecture that achieved state-of-the-art results on the CIFAR-10 dataset. Such a vast amount of time and resources is only available to a few research groups. Independent researchers and small research groups do not have access to enough resources, which will seriously hamper the democratization of AI.

Various techniques were subsequently introduced to accelerate the architecture search process. One such technique involves learning stackable cells instead of learning the entire network. The idea was to learn cells for CIFAR-10 and then use these learned cells to build a large network for ImageNet classification. However, the proposed technique still required four days on 500 GPUs [13]. Naturally, the question arises: Why are these NAS methods so slow? The main reason why the NAS methods are slow is that, during the optimization process, numerous neural networks have to be trained to find the right architecture, and training each of these neural networks takes a considerable amount of time. However, when the search space is very large, most neural network architectures are less promising or less likely to perform well. In order to identify these less promising architectures, several techniques were introduced [14]–[17]. However, these techniques mostly require partial training of numerous neural networks. From the information of partially trained neural networks, these methods try to predict the final performance of the neural network.

Existing works on NAS mainly focus on Reinforcement Learning (RL) [10], [13], [18], [19], Sequential Model Based Optimization (SMBO) [20], [21], or Gradient Optimization (GO) [22]–[24] based strategies. The use of metaheuristic algorithms to perform NAS is largely unexplored, although these algorithms are known to provide good solutions within a short period. This study explored the use of meta-heuristic algorithms for NAS. We proposed an Improved Grey Wolf Optimization based on Synaptic Saliency (IGWO-SS) to perform fast and efficient NAS. The IGWO-SS algorithm leverages the idea of synaptic saliency to identify promising neural networks from a set of untrained neural networks. The algorithm skips training of less promising neural networks, thereby reducing the enormous computational cost of NAS.

The main contributions of this paper are as follows:

1) **Efficacy of Synaptic Saliency to Improve NAS:** We performed several experiments evaluating the efficacy of synaptic saliency to improve NAS. The experimental results suggest that synaptic saliency of untrained neural networks positively correlates with accuracy, model size, and FLOPS of the networks. Hence, it can be used to identify untrained promising neural networks that will make it an effective tool to improve NAS.

2) **Identification of a Limitation of Synaptic Saliency to Improve NAS:** We identified one specific limitation of using synaptic saliency - synaptic saliency of larger networks tends to be bigger. Hence, during the identification of promising architectures from a larger set of architectures, architectures that are larger in size, are most likely to be preferred.

3) **Improved Grey Wolf Optimization based on Synaptic Saliency (IGWO-SS) for Fast NAS:** This study presents an Improved Grey Wolf Optimization based on Synaptic Saliency (IGWO-SS) for fast Neural Architecture Search. The IGWO-SS algorithm leverages synaptic saliency to identify promising neural network architectures and skip training of less promising neural network architectures. It provides better final performance than the state-of-the-art NAS algorithms and several metaheuristic algorithms. Moreover, it requires training almost 20x fewer models than the standard GWO algorithm and 10x fewer models than other metaheuristics algorithms to achieve similar or better performance.

The rest of the paper is organized as follows: The related works are described in Section II. In Section III, the Improved Grey Wolf Optimization based on Synaptic Saliency (IGWO-SS) is presented. The experimental results and discussions are provided in Section IV and Section V. Finally, the paper is concluded in Section VI.

II. RELATED WORKS

Earlier works of neural architecture search can be dated back to 1990s neuroevolution [25], [26]. Neuroevolution is the idea of creating artificial neural networks using an evolutionary algorithm. In 2002, a software called rapid miner was developed that could do a grid search for entire chains of operators [27]. In 2009, Particle Swarm Model Selection (PSMS) was proposed that used Particle Swarm Optimization (PSO) for Full Model Selection (FMS) for classification tasks [28]. Bayesian optimization became popular after 2010 with the introduction of Sequential Model-Based Algorithm Configuration (SMAC) [29], Spearmint [29] and Tree Parzen Estimator (TPE) [30]. Various Bayesian optimization-based automated machine learning frameworks like Auto-WEKA [31], Auto-sklearn [32]–[34] and hyperopt-sklearn [35], [36] were introduced, which made the use of
Bayesian optimization easier. In 2013, James Bergstra [37] achieved the state-of-the-art performance on three computer vision problems datasets - Labeled Faces in the Wild (LFW) [38], Pubfig83 [39], and CIFAR-10 [11] using TPE. In 2016, Tree-Based Pipeline Optimization Tool (TPOT) was introduced that could make model selection based on an evolutionary algorithm [40], [41]. In 2016, AutoNet became the first AutoML tool to win a competition dataset against human experts [42].

The field of neural architecture search exploded when Zoph & Le [10] achieved state-of-the-art results on the CIFAR-10 [11] and the Penn Treebank [12] dataset by using reinforcement learning to perform NAS. However, the overall architecture search process took 28 days, and 800 GPUs were used throughout the entire period. Later on, various techniques were proposed to speed up the architecture search process. The authors in [13] proposed learning of stackable cells instead of learning entire networks, which will make the overall architecture search process much faster. In the same year, Pham et al. [43] used weight sharing between candidate networks so that joint training can be done. It reduced the time required to perform neural architecture search to half a day on a single GPU.

In order to make NAS faster, several performance estimation strategies were introduced. These strategies can be divided into two groups: performance estimation during training and before training. Performance prediction during training is done by performing a reduced-computation training. The idea is to reduce the amount of computation and time by reducing the number of epochs, using a mini-batch of data instead of the whole dataset, or reducing the input’s resolution. Several works tried to extrapolate the final performance of neural networks from partially trained neural networks and then stop or completely discard training of the less promising neural networks based on the extrapolated final performance [14]–[17]. Zhou et al. [44] found that, while performing reduced computation training, more samples and fewer epochs is better than fewer samples and more epochs. They also found that reducing the channel of the neural network is much more reliable than reducing the resolution of the input. Based on these observations, they proposed an algorithm called Economical evolutionary-based NAS (EcoNAS), which is 400 times faster than evolutionary-based algorithms [45]. In 2017, Deng et al. [46] proposed an approach called peephole that predicts the performance of the model before training based on the model architecture. However, the major drawback of peephole is that - for a new dataset, many architectures had to be trained before peephole can make a prediction. Unlike peephole, TAPAS [47] not only considers model architectures but also uses Dataset Characterization Number (DCN), which is used to rank datasets based on difficulty. It performs better than both peephole [46] and LCE [15] in terms of mean squared error (MSE), Kendall’s Tau (Tau) and coefficient of determination ($R^2$). In neural network pruning, weights can be pruned using synaptic saliency. Three notable synaptic saliency found in the literature are - Single-Shot Network Pruning (SNIP) [48], Gradient Signal Preservation (GRASP) [49], and Synaptic Flow Pruning (SYNFLOW) [50]. Abdelfateh et al. [51] used different zero-cost proxies, including synaptic saliency, to perform lightweight NAS. They were able to achieve better predictive performance faster using these zero-cost proxies. Mellor et al. [52] proposed an algorithm that performs NAS by looking at the correlation matrices of the Jacobian of the data when it is passed through the network before training. The data is passed through the network, and the Jacobian is calculated. If it is very correlated, then the network is bad. If it is uncorrelated, then the network is good.

This study proposed an Improved Grey Wolf Optimization based on Synaptic Saliency (IGWO-SS). The synaptic saliency is used to rank neural networks based on how promising they seem before training. Only the more promising neural networks are trained while the rest are discarded, saving up time and drastically improving performance.

### III. METHODOLOGY

This section presents our proposed NAS algorithm, Improved Grey Wolf Optimization based on Synaptic Saliency (IGWO-SS), for fast and efficient NAS. At first, we discuss the search space - mainly the macro skeleton of each architecture candidate and the cells, which are the building blocks of the macro skeleton. Then we discuss the datasets and training pipeline. Finally, we present the IGWO-SS algorithm that leverages synaptic saliency to identify promising neural network architectures from a large set of candidate architectures.

#### A. MODULAR SEARCH SPACE

In order to avoid the challenges associated with a global search space, a modular search space is used in this experiments. We used the NAS-Bench-201 [53] search space. The NAS-Bench-201 extends the NAS-Bench-101 [54] with multiple datasets, a different search space, and more information. The search space is essentially a fixed cell-based one with 15,625 possible architectures. The training pipelines while training these architectures were kept the same. The loss and accuracy of the neural networks on train, validation, and test set for CIFAR-10 [11], CIFAR-100 [11], and ImageNet-16-120 [55] after training are stored in this benchmark.

1) MACRO SKELETON OF ARCHITECTURE CANDIDATES

The macro skeleton of each architecture in NAS-Bench-201 is shown in Figure 1. An image is taken as input by the neural network architecture. It then goes through a $3 \times 3$ convolution layer followed by a batch normalization layer. Each architecture’s macro skeleton comprises three groups of cells linked by residual blocks. The cells are stacked $N$ times each. The structure of the cell varies from architecture to architecture, however, the macro skeleton is kept the same.
The residual blocks have a stride of two, which downsamples the feature map. A global average pooling layer is used to transform the feature map into a feature vector. The final prediction is made using a fully connected layer having softmax activation.

2) CELLS: BUILDING BLOCKS OF THE MACRO-SKELETON
Each cell in the macro-skeleton comprises $V = 4$ nodes. Examples of two unique cells are shown in Figure 2. The nodes are connected by edges, where each edge represents a specific operation. There are 6 edges in total in a cell. The list of operations is predefined. There are five operations $L = 5$. These operations are: 1) $1 \times 1$ convolution, 2) $3 \times 3$ convolution, 3) $3 \times 3$ average pooling, 4) Skip connection, and 5) Zeroize. The zeroize operation indicates that the edge is dropped. Changing these operations allows the creation of different unique cells, giving rise to unique architecture candidates. There are $5^6 = 15,625$ possible architecture candidates in total.

3) DECISION SPACE
The decision space consists of all possible neural network architectures on NAS-Bench-201. Before starting the optimization process, the operations are encoded into integers. Each operation and their encoded integer values are shown in Table 1. There are 6 edges in a cell of each architecture candidate. Each of these edges can take one specific operation. A cell can be represented as a vector of length 6. Each entry in the vector represents a distinct edge, and the value of that entry represents the operation performed at that edge. Any architecture configuration of the NAS-Bench-201 search space can be created using this vector.

### TABLE 1. Operation encoding.

| Operations                      | Encoded Value |
|---------------------------------|---------------|
| None                            | 0             |
| Skip connection                 | 1             |
| Normalized Convolution $1 \times 1$ | 2             |
| Normalized Convolution $3 \times 3$ | 3             |
| Average Pooling $3 \times 3$    | 4             |

B. DATASET
The three most commonly used vision datasets are used throughout the experiments to check the efficacy of the algorithms. These datasets are - CIFAR-10 [11], CIFAR-100 [11], and ImageNet-16-120 [55]. The datasets are split into a train, validation, and test set.

1) CIFAR-10
The CIFAR-10 dataset comprises images of 10 classes. The total number of images in the dataset is 60K, where each image is of resolution $32 \times 32$. The training set contains 50K images of these 10 classes, with 5K images per class. The test set contains 10K images, with 1K images per class.

2) CIFAR-100
Unlike CIFAR-10, CIFAR-100 comprises images of 100 classes. The training set contains 50K images, whereas the test set contains 10K images.

3) ImageNet-16-120
The ImageNet-16-120 is a downsampled version of the original ImageNet dataset. According to [56], the downsampling of ImageNet reduces computational cost but provides similar
In this study, each neural network architecture needs to be trained partially in real-time to achieve more accurate performance predictions. It adds further cost to the search process. Methods like Multi Layer Perceptron (MLP) [58], Gaussian Process (GP) [59], Sparse GP [60], Random Forest (RF) [61], XGBoost [61], Bayesian Optimization based techniques [62]–[64] etc. have been used as augmentation strategies.

D. IMPROVED GREY WOLF OPTIMIZATION BASED ON SYNAPTIC SALIENCY (IGWO-SS)

This section of the paper presents the IGWO-SS algorithm for NAS. Unlike the Standard GWO algorithm, in the IGWO-SS algorithm, both the initialization and new population generation are done by leveraging synaptic saliency. The synaptic saliency is used to create a rank between the architectures. The architectures that are higher in rank are considered more promising, and those that are lower in rank are considered less promising. The IGWO-SS algorithm only focuses on the more promising architectures. It trains the more promising architectures and discards the rest. Since the calculation of synaptic saliency is a very fast process, the ranking can be done in a very short amount of time. Overall, the algorithm requires training much fewer models to achieve similar or even better result than other algorithms, making it extremely fast. Before going deeper into the algorithm, the method of identifying promising neural network architectures by leveraging synaptic saliency will be discussed. After that, the proposed IGWO-SS algorithm and how it works alongside the components of NAS will be explained.

1) RATIONALE BEHIND USING SYNAPTIC SALIENCY

The performance of an untrained neural network can be estimated using different techniques like Multi Layer Perceptron (MLP) [58], Gaussian Process (GP) [59], Sparse GP [60], Random Forest (RF) [61], XGBoost [61], Bayesian Optimization based techniques [62]–[64] etc. However, the challenges with using these techniques is high initialization time. Numerous neural networks have to be trained, and their accuracy will have to be stored in a temporary dataset to train these predictors to predict the performance of an untrained model. Besides, these predictors need to be updated in real-time to achieve more accurate performance predictions. It adds further cost to the search process. Methods like Learning Curve Extrapolation (LCE) [15], [16] require zero initialization time but a significant amount of query time since each neural network architecture needs to be trained partially to be able to predict the final performance. In this study, synaptic saliency is used, which requires no initialization time and almost zero query time. The synaptic saliency of an untrained neural network can be calculated just by doing a forward and backward propagation of a mini-batch of data through the neural network [51]. Some synaptic saliencies can even be calculated without any data [50]. Since the query time for synaptic saliency is negligibly short and it requires no initialization time, it does not add extra time to the optimization process.

2) CALCULATION OF SYNAPTIC SALIENCY OF A NEURAL NETWORK

The calculation of synaptic saliency of a neural network is performed in four stages. Each step has subtle differences depending on which synaptic saliency is calculated. The steps are described below in detail.

Step 1: Forward Propagate a Mini-batch of Data or Ones Vector Through the Neural Network

The first step to calculate the synaptic saliency of a neural network is to forward propagate a mini-batch of data or an all-ones matrix through the neural network. In order to calculate SNIP [48] or GRASP [49] synaptic saliency, a mini-batch of data has to be forward propagated whereas, to calculate SYNFLOW [50] synaptic saliency, an all-ones matrix having a dimension equal to the dimension of the input image has to be forward propagated. The forward propagation of a mini-batch of data yields a prediction vector.

Step 2: Calculate Loss

Calculation of loss for calculating SYNFLOW synaptic saliency is different from the calculation of loss for SNIP or GRASP synaptic saliency. Loss calculation for SNIP or GRASP synaptic saliency can be done using simple Mean Squared Error (MSE).

\[
J(\theta) = \frac{1}{M} \sum_{i=1}^{M} (y_i - \hat{y}_i)^2 \tag{1}
\]

Here, \(J(\theta)\) is the loss function. \(M\) is the number of forward propagated samples. \(y_i\) is the true label of \(i\)-th sample, and \(\hat{y}_i\) is the predicted label of \(i\)-th sample.

The prediction vector is obtained by:

\[
\hat{y} = h_\theta(x) \tag{2}
\]

Here, \(h_\theta(x)\) represents the hypothesis function parameterized by \(\theta\) that maps between the inputs and the outputs of the neural network. MSE is not used when calculating SYNFLOW synaptic saliency since during calculation of SYNFLOW, a mini-batch of data is not forward propagated; rather, an all-ones matrix is forward propagated. Instead of calculating MSE, a new type of loss called synaptic loss is calculated. Synaptic loss is calculated by multiplying the absolute value of the parameters of a neural network.

\[
R_{SF} = 1^T \left( \prod_{l=1}^{L} |\theta^{l}| \right) 1 \tag{3}
\]
Here, $R_{SP}$ is the synaptic loss, $\mathbf{1}$ is the all-ones matrix, $\theta^{[l]}$ is a vector containing the parameters or weights of layer $l$.

**Step 3: Backpropagation of Loss to Calculate Synaptic Saliency of Each Parameter in the Network**

While training a neural network, backpropagation is done to update the parameters of the neural network. It is also called gradient update since each parameter is updated using the gradient of the loss with respect to that parameter.

$$\theta_j \leftarrow \theta_j - \alpha \frac{\partial}{\partial \theta_j} J(\theta)$$  \hspace{1cm} (4)

Here, $\theta_j$ is the weight of $j$-th parameter, $\alpha$ is the learning rate, $J(\theta)$ is the loss, and $\frac{\partial}{\partial \theta_j} J(\theta)$ is the gradient of loss with respect to $\theta_j$. 
Unlike standard backpropagation, weight is not updated while calculating synaptic saliency. Instead of updating the weight, the gradient of each weight is used to calculate the synaptic saliency for that weight. SNIP [48] synaptic saliency for a parameter is calculated by taking the Hadamard product of the absolute value of the gradient of the loss with respect to that parameter and the parameter itself.

snip : \( S(\theta_j) = \left| \frac{\delta J(\theta)}{\delta \theta_j} \right| \odot \theta_j \)  

Here, \( J(\theta) \) is the loss, \( \frac{\delta J(\theta)}{\delta \theta_j} \) is the gradient of loss with respect to the parameter \( \theta_j \).

GRASP [49] synaptic saliency of a parameter is calculated by taking the hadamard product of the gradient of the loss and the Hessian with the parameter itself.

grasp : \( S(\theta_j) = -\left( H \frac{\delta J(\theta)}{\delta \theta_j} \right) \odot \theta_j \)  

Here, \( H \) represents the Hessian matrix that captures the dependencies between different weights of the neural network.

The SYNFLOW [50] synaptic saliency of a parameter is calculated by taking the hadamard product of the gradient of the synaptic loss and the parameter itself.

synflow : \( S(\theta_j) = \frac{\partial R_{SF}}{\partial \theta_j} \odot \theta_j \)  

Here, \( R_{SF} \) is the synaptic loss, \( \frac{\partial R_{SF}}{\partial \sigma} \) is the gradient of the synaptic loss.

The visualization of the overall process of calculation of synaptic saliency for each parameter of a neural network is shown in Figure 3, Figure 4, and Figure 5.

**Step 4: Synaptic Saliency of an Entire Neural Network**

After calculating synaptic saliency for each network parameter, they are summed to calculate the synaptic saliency.
of the entire neural network [51].

\[ S_{net} = \sum_{j}^{N} S(\theta_j) \] (8)

Here, \( S_{net} \) represents the synaptic saliency of a neural network, \( N \) is the number of parameters in the neural network, and \( \theta_j \) is the \( j \)-th parameter of the neural network.

3) IDENTIFICATION OF PROMISING NEURAL NETWORK ARCHITECTURES LEVERAGING SYNAPTIC SALIENCY

This section will discuss how synaptic saliency can be used to identify promising architectures. The IGWO-SS algorithm uses synaptic saliency at two stages: initialization and new population generation. Top \( n \) architectures are selected from \( N \) random architectures during initialization by leveraging synaptic saliency. During new population generation, top \( n \) architectures are selected from \( N \) newly generated architecture by leveraging synaptic saliency. The synaptic saliency is used to estimate the performance of untrained neural networks. At first, the synaptic saliency of \( N \) neural networks are calculated. Then the architectures are ranked based on the magnitude of the calculated synaptic saliency. The architectures that are higher in rank are considered more promising than the architectures that are lower in rank. Only top \( n \) architectures are selected from the rank, and the rest \((N-n)\) are discarded. Since the calculation time of synaptic saliency is negligible, promising architectures are identified from a set of untrained architectures within seconds.

A simplified example showing the process of identification of promising architectures leveraging synaptic saliency is shown in Figure 6. It is observed from Figure 6 that - the process starts with a set of architectures. In the example shown in Figure 6, the process starts with \( N = 5 \) architectures. The architectures are either generated randomly or by the NAS algorithm. After the generation of \( N = 5 \) architectures, their synaptic saliency is calculated. Then the architectures are ranked based on the calculated synaptic saliency. The architectures with higher synaptic saliency are higher in rank, whereas those with lower synaptic saliency are lower. After creating the rank of \( N = 5 \) architectures, the top \( n = 2 \) architectures are identified as the promising architectures that will go into the next step of the algorithm, and the rest of the architectures are discarded.

The algorithm for the identification of promising architectures leveraging synaptic saliency is presented in Algorithm 1. The algorithm takes as input the number of neural network architectures \( n \) and \( N \) where \( n \) is equal to the population size of the NAS algorithm and \( N \) is set by the decision-maker. \( n < N \) since \( n \) most promising architectures will be selected from larger a set of candidate architectures \( N \). The algorithm also takes as an input \( X \), which is a vector containing the configurations of \( N \) architectures generated randomly or generated by the NAS algorithm. The algorithm returns the configurations of top \( n \) architectures \( x \) from the configurations of \( N \) architectures \( X \). In line 1 of the algorithm, a set of neural network architectures \( X \) is obtained randomly or from the NAS algorithm. In line 2 of the algorithm, the synaptic saliency of each of the \( N \) neural network architectures is calculated. The architectures are ranked based on calculated synaptic saliency in line 3. In line 4, the top \( n \) architectures from \( N \) neural network architectures are selected based on the rank. The configurations of top \( n \) architectures are returned in line 5.

4) STEPS IN THE IGWO-SS ALGORITHM

This section of the paper presents the IGWO-SS algorithm for NAS. Unlike the Standard GWO algorithm, in the IGWO-SS algorithm, both the initialization and new population generation are done by leveraging synaptic saliency. The synaptic saliency is used to create a rank between the architectures. Architectures that are higher in rank are considered more promising than those lower in rank. The IGWO-SS algorithm only focuses on the more promising architectures. It trains the more promising architectures and discards the rest. Since the calculation of synaptic saliency is a speedy process, the ranking can be done in a short period. Overall, the algorithm requires training much fewer models to achieve similar or even better accuracy than other algorithms, making it fast and reliable.

The flowchart for the IGWO-SS algorithm is presented in Figure 7. Each step of the IGWO-SS algorithm is described in detail below.

**Initialization using Synaptic Saliency**

During initialization, the positions of \( N \) grey wolves are initialized randomly. Each grey wolf corresponds to a specific neural network architecture. \( n \) grey wolves are selected from the \( N \) grey wolves using the following 3 steps:

1) Calculate synaptic saliency of \( N \) grey wolves or neural networks.
2) Rank the grey wolves or neural networks based on calculated synaptic saliency.
3) Select top \( n \) grey wolves based on synaptic saliency as the initial population of grey wolves.

---

**Algorithm 1: Get-Population-Using-Synaptic-Saliency**

**Input:** Number of neural networks \( n \) and \( N \) \((n < N)\), Set of neural network architectures generated randomly or generated by the NAS algorithm, \( X \)

**Output:** \( x \)

1. Obtain a set of neural network architectures \( X(i = 1, 2, \ldots, N) \)
2. Calculate synaptic saliency of \( N \) obtained neural networks
3. Rank the neural networks based on synaptic saliency
4. Select top \( n \) neural networks from \( N \) neural networks based on synaptic saliency as the selected population of more promising architectures \( x(i = 1, 2, \ldots, n) \)
5. return \( x \)
This $n$ grey wolves act as the initial population of the IGWO-SS algorithm.

**Alpha, Beta and Delta Wolf Identification from the Initial Population**

After obtaining the initial population using synaptic saliency, the simulation parameters $a$, $A$, and $C$ are initialized. The following equations are used to calculate $A$ and $C$:

$$A = 2a \cdot r_1 - a$$  \hspace{1cm} (9)
\[ C = 2 \cdot r_2 \] (10)

Here, \( r_1 \) and \( r_2 \) are two vectors that can take any random values between 0 and 1. \( a \) is a vector whose components decrease linearly from 2 to 0 during iterations.

Then the fitness of the initial population of grey wolves is calculated to identify the \( \alpha \), \( \beta \), and \( \delta \) wolves. The fitness can be the loss or accuracy of the neural network. In the search process, the \( \alpha \), \( \beta \), and \( \delta \) wolves guide the search process by guiding all other wolves. After each iteration, the wolf that is closest to the prey is set to be the \( \alpha \) wolf, the wolf that is the second closest to the prey is set to be the \( \beta \) wolf and the wolf that is the third closest to the prey is set to be the \( \delta \) wolf. If the loss is used as fitness, the grey wolf or neural network having the lowest loss is set to be the \( \alpha \) wolf, the grey wolf or neural network having the second-lowest loss is set to be the \( \beta \) wolf, and the grey wolf or neural network having the third-lowest loss is set to be the \( \delta \) wolf. These \( \alpha \), \( \beta \), and \( \delta \) wolves will guide the search process.

**New Population Generation using Synaptic Saliency**

In order to generate new positions of new wolves, at first, the distance of the current wolf from \( \alpha \), \( \beta \), and \( \delta \) wolves are calculated.

\[
\begin{align*}
D_\alpha &= |C_1 \cdot X_\alpha - X| \\
D_\beta &= |C_2 \cdot X_\beta - X| \\
D_\delta &= |C_3 \cdot X_\delta - X|
\end{align*}
\] (11)

Here, \( D_\alpha \) is the distance of the current wolf from the \( \alpha \) wolf, \( D_\beta \) is the distance of the current wolf from the \( \beta \) wolf, and \( D_\delta \) is the distance of the current wolf from the \( \delta \) wolf.

Using these distances, three new positions can be obtained for each wolf, which are then averaged to get the new position for the next iteration.

\[
\begin{align*}
X_1 &= X_\alpha - A_1 \cdot (D_\alpha) \\
X_2 &= X_\beta - A_2 \cdot (D_\beta) \\
X_3 &= X_\delta - A_3 \cdot (D_\delta) \\
X(t + 1) &= \frac{X_1 + X_2 + X_3}{3}
\end{align*}
\] (13)

During the generation of new grey wolves, instead of generating only \( n \) numbers of grey wolves, \( N \) numbers of grey wolves are generated \((n < N)\). Then \( n \) promising grey wolves are selected from these \( N \) grey wolves using the following 3 steps -

1) Calculate synaptic saliency for \( N \) grey wolves or neural networks.
2) Rank the grey wolves or neural networks based on calculated synaptic saliency.
3) Select top \( n \) grey wolves from \( N \) grey wolves based on synaptic saliency as the newly generated population.

**Alpha, Beta and Delta Wolf Identification from the New Generated Population**

After obtaining the newly generated population of grey wolves or neural networks using synaptic saliency, simulation parameters \( a \), \( A \), and \( C \) are updated. Then the \( \alpha \), \( \beta \), and \( \delta \) wolves are identified again by calculating the fitness of each grey wolf.

**Termination Condition**

The algorithm continues to run until the maximum number of iterations is reached. When the maximum number of iterations is reached, the position and fitness value of the \( \alpha \) wolf is returned.

**Algorithm 2: Improved Grey Wolf Optimization based on Synaptic Saliency (IGWO-SS)**

**Input:** Number of grey wolves \( n \) and \( N (n<N) \), Maximum number of iterations \( T \)

**Output:** \( X_\alpha, \text{fitness}(X_\alpha) \)

1. Initialize \( N \) grey wolves population \( X \)
2. \( X = \text{GET-POPULATION-USING-SYNAPTIC-SALIENCY}(n,N,X) \)
3. Initialize \( a \), \( A \) and \( C \)
4. Calculate the fitness of each grey wolf
5. \( X_\alpha = \text{position of the best grey wolf} \)
6. \( X_\beta = \text{position of the second-best grey wolf} \)
7. \( X_\delta = \text{position of the third-best grey wolf} \)
8. while \( t \leq T \) do
9. Update the positions of \( N \) grey wolves \( X \)
10. \( X = \text{GET-POPULATION-USING-SYNAPTIC-SALIENCY}(n,N,X) \)
11. Update \( a \), \( A \) and \( C \)
12. Calculate the fitness of each grey wolf
13. Update \( X_\alpha, X_\beta, X_\delta \)
14. \( t = t + 1 \)
15. return \( X_\alpha, \text{fitness}(X_\alpha) \)

5) THE IGWO-SS ALGORITHM

The IGWO-SS algorithm is presented in Algorithm 2. The algorithm takes as input the number of grey wolves \( n \) and \( N \). The \( N \) number of grey wolves act as the proxy agents from which \( n \) number of grey wolves are selected. The algorithm also takes the maximum number of iterations \( T \) as input. The algorithm returns as output the position of the \( \alpha \) wolf, \( X_\alpha \) and the fitness of the \( \alpha \) wolf, \( \text{fitness}(X_\alpha) \).

In line 1 of the algorithm, a population of \( N \) grey wolves is initialized. In line 2 of the algorithm, the GET-POPULATION-USING-SYNAPTIC-SALIENCY \((n,N,X)\) algorithm is called to obtain the configuration of \( n \) promising neural networks from the configuration of \( N \) neural networks. The simulation parameters \( a \), \( A \), and \( C \) are initialized in line 3. The fitnesses of the wolves are calculated by training \( n \) neural networks in line 4. From line 5-7, \( \alpha \), \( \beta \), and \( \delta \) wolves are identified. A while loop starts in line 8, which runs till the maximum number of iterations \( T \) is reached. As seen in line 9, the positions of \( N \) grey wolves are updated during each iteration. Then the GET-POPULATION-USING-SYNAPTIC-SALIENCY \((n,N,X)\) algorithm is again called to obtain the configurations of \( n \) promising neural networks.
from the configurations of \( N \) neural networks. The simulation parameters \( a, A, \) and \( C \) are initialized in line 11. In line 12, the fitness of each grey wolf is calculated, and in line 13, the \( \alpha, \beta, \) and \( \delta \) wolves are identified. After \( T \) iterations, the position (configuration) of the \( \alpha \) wolf and the fitness value (accuracy) is returned.

6) COMPONENTS OF NAS FOR THE IGWO-SS ALGORITHM
The flowchart of this study is presented in Figure 8. According to Elsken et al. [9], NAS methods have three components: search space, search strategy, and performance estimation strategy. In our experiments, the NAS-Bench-201 search space [53] is used as the search space and the IGWO-SS algorithm is used as the search strategy to perform NAS. Three datasets are used to validate the performance of the IGWO-SS algorithm - CIFAR-10, CIFAR-100, and ImageNet-16-120. To estimate the performance of the neural networks, the performance data from NAS-Bench-201 obtained by full training of the neural networks and the relative ranking of neural network architectures based on synaptic saliency are used. The performance of the IGWO-SS algorithm is compared with several bioinspired algorithm that includes - Particle Swarm Optimization (PSO) [65], Bat Algorithm (BA) [66], Whale Optimization Algorithm (WOA) [67], Differential evolution (DE) [68], and Genetic Algorithm (GA) [69] and the state-of-the-art algorithms for NAS that includes - REA [45], RS [70], RL [71], BOHB [72], DARTSV1 [73], DARTSV2 [73], GDAS [74], SETN [75], and ENAS [43].

IV. EXPERIMENTAL RESULTS
The experimental results section is divided into two parts. In the first part, the result of different experiments performed to evaluate the efficacy of synaptic saliency to improve NAS are presented. In the second part, different experiments to evaluate the effectiveness of the IGWO-SS algorithm are presented.

A. EXPERIMENTS EVALUATING THE EFFICACY OF SYNAPTIC SALIENCY TO IMPROVE NAS
In this section, the results of different experiments that were performed to evaluate the efficacy of synaptic saliency to improve NAS are presented. In order to calculate the correlations, 15,625 neural network architectures from the NAS-Bench-201 were used.

1) CORRELATION BETWEEN SYNAPTIC SALIENCY AND ACCURACY
The correlation between synaptic saliency and accuracy of neural networks is presented in Table 2. Kendall’s Tau, Pearson, and Spearman correlation coefficients for SNIP, GRASP, and SYNFLOW synaptic saliency with accuracy for CIFAR-10, CIFAR-100, and ImageNet16-120 are calculated. It is observed from the table that SYNFLOW synaptic saliency is more correlated with accuracy compared to SNIP and GRASP on all three datasets. Hence, it is more reasonable to use SYNFLOW synaptic saliency to identify untrained promising neural networks.

2) CORRELATION BETWEEN SYNAPTIC SALIENCY AND MODEL SIZE
In order to find out if there is any relationship between synaptic saliency and the size of the neural network or model size, the correlation between synaptic saliency and model size is also calculated. Table 3 confirms that there is a correlation between synaptic saliency and model size. The models which are larger have high synaptic saliency. As a result, while ranking models based on synaptic saliency, the larger models might be preferred over the smaller ones.

3) CORRELATION BETWEEN SYNAPTIC SALIENCY AND FLOPS
The correlation between synaptic saliency and FLOPS is presented in Table 4. It is observed from Table 4 that the
correlations between synaptic saliency and FLOPS are similar to the correlation between synaptic saliency and model size. It indicates a correlation between model size and FLOPS.

4) COMPARISON OF SYNAPTIC SALIENCY WITH OTHER PERFORMANCE PREDICTORS

Spearman correlation coefficient with accuracy of three synaptic saliency along with some other performance predictors from the literatures that includes Fisher [51], [76], Jacob covariance [52], Grad norm [51] on NAS-Bench-201 are shown in Figure 9. The result achieved is similar to [51]. It is observed from the figure that SYNFLOW has the highest correlation with accuracy. Jacob covariance has the second-highest correlation. The correlation of SNIP and Grad norm is quite similar. Fisher has the lowest correlation.

B. EXPERIMENTS EVALUATING THE PERFORMANCE OF THE IGWO-SS ALGORITHM FOR NAS

In this section, different experiments that are performed to evaluate the performance of the proposed IGWO-SS algorithm for NAS are presented. The experimental setting, the comparison of standard GWO algorithm and IGWO-SS algorithm with different synaptic saliency, the comparison of IGWO-SS algorithm with other bio-inspired and state-of-the-art NAS algorithms are presented in this section of the paper.

1) EXPERIMENTAL SETUP

The simulation parameters for the IGWO-SS algorithm are presented in Table 5. During the experiments, the number of search agents \((n)\) varied between 10, 20, and 30. Based on the number of search agents, 100, 200, or 300 models were trained. The number of proxy agents \((N)\) was set to 1000. Each search agent and proxy agent represents an architecture. The number of proxy agents is higher than the number of search agents \((N > n)\). Instead of training \(N\) neural networks during the optimization, \(n\) neural networks are trained. These \(n\) neural networks are selected from \(N\) neural networks based on synaptic saliency. The maximum number of iterations for each algorithm was set to 10. Each algorithm was run 50 times, and a graph is plotted, which shows the mean and standard deviation of the best test accuracy obtained after training a certain number of models for all runs. The mean and standard deviation of the best neural network model for each algorithm in 50 runs are also presented in different tables.

2) IGWO-SS ALGORITHM WITH DIFFERENT SYNAPTIC SALIENCY

In this section of the paper, the performance of the IGWO-SS algorithm with three different synaptic saliency - SNIP, GRASP, and SYNFLOW are presented. The synaptic saliency are used to rank between \(N\) neural network architectures based on how promising they seem. Based on this rank, the top \(n\) architectures are selected for training, and the rest are discarded. The performances of the IGWO-SS algorithm with different synaptic saliency are shown in Figure 10. The number of search agents \((n)\) was set to 10, 20, or 30. Based on the number of search agents, the maximum number of trained models was 100, 200, or 300. The average best test accuracy vs. the number of models trained are plotted in

### Table 5. Simulation parameters for experiments.

| Parameter                        | Value       |
|----------------------------------|-------------|
| Number of search agents \((n)\)  | 10, 20, 30  |
| Number of proxy agents \((N)\)   | 1000        |
| Maximum number of trained models | 100, 200, 300|
| Number of Iterations             | 10          |
| Number of Runs                   | 50          |
the graph. It is observed from the graph that, for any number of search agents and all datasets, the IGWO-SS algorithm with SYNFLOW outperforms the IGWO-SS algorithm with SNIP or GRASP synaptic saliency. It is also observed from the figure that, initially, the curve for IGWO-SS with SYNFLOW is very steep, which means the algorithm achieves
high accuracy very fast by training only a few models. The final converged curve for IGWO-SS with SYNFLOW is also higher compared to the other two, which means, after the search process is finished, the IGWO-SS with SYNFLOW found architecture with better performance compared to the other two.

The mean and standard deviation of accuracy for the IGWO-SS algorithm with different synaptic saliency for different numbers of search agents are presented in Table 6.

It is observed from the table that when the number of search agents \( n \) is 10 or 20, IGWO-SS with SNIP performs better than IGWO-SS with GRASP in terms of mean accuracy in all three datasets. When the number of search agents \( n \) is 30, IGWO-SS with GRASP performs better than IGWO-SS with SNIP. With the increase in the number of search agents, IGWO-SS with GRASP begins to perform better, however, the IGWO-SS with SYNFLOW outperforms the other two for any number of search agents.

3) ABLATION STUDY: COMPARISON OF PERFORMANCE OF THE IGWO-SS WITH STANDARD GWO

In this section, the performance of the IGWO-SS algorithm is compared with the performance of the Standard GWO algorithm. Unlike the Standard GWO algorithm, which trains all neural networks, the IGWO-SS algorithm uses synaptic saliency to identify the more promising neural networks and only trains those neural networks. It speeds up the overall search process as the training of numerous less promising neural networks is skipped.

In Figure 11, the comparison between IGWO-SS with SYNFLOW and Standard GWO algorithm is presented in terms of the average best test accuracy obtained after training a certain number of models for 10, 20, and 30 search agents. It is observed from the figure that the IGWO-SS algorithm achieves better final average best test accuracy compared to the Standard GWO algorithm for any number of search agents. The IGWO-SS algorithm also achieves higher average best test accuracy by training fewer models than the Standard GWO algorithm. As the model’s training is the most expensive part, and the IGWO-SS algorithm requires training much fewer models than the GWO algorithm to achieve similar or even better performance, it is, therefore, much faster. It is observed from Figure 11 that -

- When the number of models trained is 100, the IGWO-SS algorithm only requires training about 5 neural networks to achieve better accuracy than the Standard GWO algorithm after training 100 neural networks for CIFAR-10, CIFAR-100, and ImageNet16-120 dataset.
- When the number of models trained is 200, the IGWO-SS algorithm only requires training about 10 neural networks to achieve better accuracy than the Standard GWO algorithm after training 200 neural networks for CIFAR-10, CIFAR-100, and ImageNet16-120 dataset.
- When the number of models trained is 300, the IGWO-SS algorithm only requires training about 15 neural networks to achieve better accuracy than the GWO algorithm after training 300 neural networks for CIFAR-10, CIFAR-100, and ImageNet16-120 dataset.

The IGWO-SS algorithm is almost 20X faster compared to the Standard GWO algorithm, considering the fact that the calculation of synaptic saliency is very fast and assuming that all models require the same amount of time to train.

The mean and standard deviation of the accuracy of the best model found using the Standard GWO algorithm and the IGWO-SS algorithm on three datasets - CIFAR-10, CIFAR-100, and ImageNet16-120 are shown in Table 7. Each algorithm was run 50 times. The test accuracy of the best neural network is stored during each run. Then the mean and standard deviation of accuracy of the 50 best neural network models found during 50 runs of each algorithm is calculated. From Table 7 it is observed that the mean accuracy of the best model obtained by IGWO-SS with SYNFLOW synaptic saliency is more on all three datasets compared to the Standard GWO algorithm. In the case of the Standard GWO algorithm, the mean accuracy increases with the increase of the number of trained models for all three datasets. However, in the case of the IGWO-SS algorithm, the mean accuracy increases with the increase of the number of trained models for all three datasets. However, in the case of the IGWO-SS algorithm, the mean accuracy increases for the CIFAR-10 and ImageNet16-120 datasets. For the CIFAR-100 dataset, the mean accuracy decreases first and then increases again. It is also observed that with the increase of search agents or the number of models trained, the difference between mean accuracies for the IGWO-SS algorithm and the GWO algorithm decreases, however, the IGWO-SS still out-

### TABLE 6. Mean and standard deviation of test accuracy for IGWO-SS algorithm with different synaptic saliency for different numbers of search agents.

| No. of Search Agents | Method | CIFAR-10 | CIFAR-100 | ImageNet16-120 |
|----------------------|--------|----------|-----------|----------------|
| 10       | IGWO-SS (SNIP) | 93.76±0.30 | 71.14±0.75 | 45.08±0.90 |
|          | IGWO-SS (GRASP) | 93.61±0.39 | 70.85±0.72 | 44.57±1.30 |
|          | IGWO-SS (SYNFLOW) | 94.16±0.20 | 72.94±0.61 | 46.53±0.65 |
| 20       | IGWO-SS (SNIP) | 94.00±0.20 | 72.14±0.64 | 46.02±0.64 |
|          | IGWO-SS (GRASP) | 93.94±0.22 | 71.97±0.70 | 45.97±0.72 |
|          | IGWO-SS (SYNFLOW) | 94.27±0.17 | 72.92±0.59 | 46.49±0.41 |
| 30       | IGWO-SS (SNIP) | 94.06±0.16 | 72.19±0.74 | 44.45±0.47 |
|          | IGWO-SS (GRASP) | 94.10±0.18 | 72.26±0.69 | 46.50±0.47 |
|          | IGWO-SS (SYNFLOW) | 94.30±0.18 | 72.95±0.70 | 46.92±0.46 |

### TABLE 7. Mean and standard deviation of test accuracy for Standard GWO and IGWO-SS algorithm with different numbers of search agents.

| No. of Search Agents | Method | CIFAR-10 | CIFAR-100 | ImageNet16-120 |
|----------------------|--------|----------|-----------|----------------|
| 10       | GWO    | 93.62±0.31 | 70.84±0.99 | 45.69±1.10 |
|          | IGWO-SS | 94.16±0.20 | 72.94±0.81 | 46.53±0.45 |
| 20       | GWO    | 93.94±0.28 | 71.68±0.85 | 45.73±0.96 |
|          | IGWO-SS | 94.27±0.17 | 72.92±0.59 | 46.89±0.41 |
| 30       | GWO    | 93.99±0.21 | 71.92±0.85 | 46.03±0.68 |
|          | IGWO-SS | 94.30±0.18 | 72.95±0.70 | 46.92±0.46 |
performs the GWO algorithm. As more and more models are trained, the difference will further decrease as more regions of the search space will be explored. Nevertheless, training numerous models is very expensive and time-consuming. The IGWO-SS algorithm achieves performance similar to the Standard GWO algorithm after training 300 models by training only a few models. Hence, it is much faster.

4) COMPARISON OF THE IGWO-SS ALGORITHM WITH OTHER BIO-INSPIRED ALGORITHMS

In this section of the paper, the comparison of the IGWO-SS algorithm with other bio-inspired algorithms is presented. The IGWO-SS algorithm is compared with five bio-inspired algorithms - PSO, BA, WOA, DE, and GA. The algorithms are compared on three datasets - CIFAR-10, CIFAR-100, ImageNet16-120. Each algorithm used the same number of search agents - 10, 20, or 30. The maximum number of trained models for each algorithm was - 100, 200, or 300. The algorithms were run 50 times.

Figure 12 presents the average best test accuracy obtained by the algorithms after training a certain number of models. It is observed from Figure 12 that the IGWO-SS algorithm outperforms the other algorithms in all three datasets. The IGWO-SS algorithm requires training much fewer models than other algorithms to achieve a similar or even better result. When the number of search agents is less, the IGWO-SS algorithm outperforms those. Among the other algorithms, PSO performs well when the number of search agents is more. However, when the number of search agents is less, it does not perform well. GA works well when the number of search agents is less. However, when the number of search agents is more, the other algorithms outperform GA.

The main takeaway from these graphs is how efficient the IGWO-SS algorithm is compared to the other algorithms. The algorithm manages to find a very well-performing neural network, even before training 20 neural networks. It requires
training about $10^x$ fewer models to achieve a similar or better performing neural network than the other algorithms.

The mean and standard deviation of test accuracy for different bioinspired algorithms with different numbers of search agents are presented in Table 8. The table shows that the mean accuracy of the final neural network model obtained using IGWO-SS algorithm is higher than the other algorithms in all three datasets for any number of search agents. For different numbers of agents and different datasets, GA and PSO interchangeably came in second.

- When the number of search agents is 10, GA achieves the second-highest final mean accuracy for all three datasets. The mean accuracies achieved by the IGWO-SS algorithm are 0.21%, 1.03%, and 0.47% more than the mean accuracies achieved by the GA for CIFAR-10, CIFAR-100, and ImageNet16-120, respectively.
- When the number of search agents is 20, PSO achieves the second-highest mean accuracy for all three datasets. The mean accuracies achieved by the IGWO-SS algorithm are 0.2%, 0.61%, and 0.48% more than PSO for CIFAR-10, CIFAR-100, and ImageNet16-120, respectively.
- When the number of search agents is 30, GA achieves the second-highest mean accuracy for CIFAR-10 and ImageNet16-120, and PSO achieves the second-highest mean accuracy for the CIFAR-100 dataset. The mean accuracies achieved by the IGWO-SS algorithm are 0.19% and 0.46% more than the mean accuracies achieved by GA for the CIFAR-10 and ImageNet16-120 datasets and 0.39% more than the mean accuracies achieved by PSO for the CIFAR-100 dataset.

The mean accuracies achieved by the BA, DE, and WOA were always less than the mean accuracies achieved by IGWO-SS, PSO, and GA. The IGWO-SS algorithm outperformed all other algorithms and required training $10^x$ fewer models compared to the other algorithms.

5) COMPARISON OF IGWO-SS ALGORITHM WITH OTHER STATE-OF-THE-ART NAS ALGORITHMS

The IGWO-SS algorithm is compared to state-of-the-art NAS algorithms that includes - RL [71], RS [70], BOHB [72],
TABLE 8. Mean and standard deviation of test accuracy for different bio-inspired algorithms with different numbers of search agents.

| No. of Search Agents | Method | CIFAR-10 (%) | CIFAR-10 (%) | ImageNet16-120 (%) |
|----------------------|--------|--------------|--------------|--------------------|
| 10                   | GA     | 93.95±0.30   | 71.91±0.74   | 46.06±0.75         |
|                     | PSO    | 93.85±0.30   | 71.52±0.96   | 45.61±0.98         |
|                     | BA     | 93.73±0.36   | 71.27±0.94   | 45.16±1.00         |
|                     | DE     | 93.76±0.28   | 71.51±0.75   | 45.85±0.67         |
|                     | WOA    | 93.77±0.35   | 71.17±0.91   | 45.40±1.13         |
|                     | IGWOS-SS | 94.16±0.20 | 72.94±0.81 | 46.53±0.45 |

| 20                  | GA     | 94.00±0.24   | 72.09±0.79   | 46.18±0.60         |
|                     | PSO    | 94.07±0.24   | 72.31±0.98   | 46.41±0.67         |
|                     | BA     | 93.80±0.30   | 71.70±1.04   | 45.92±0.90         |
|                     | DE     | 94.00±0.24   | 71.82±0.70   | 46.27±0.56         |
|                     | WOA    | 93.95±0.25   | 72.19±0.99   | 45.98±0.77         |
|                     | IGWOS-SS | 94.27±0.17 | 72.92±0.59 | 46.89±0.41 |

| 30                  | GA     | 94.11±0.21   | 72.48±0.69   | 46.26±0.52         |
|                     | PSO    | 94.07±0.25   | 72.56±0.87   | 46.46±0.79         |
|                     | BA     | 93.94±0.27   | 72.05±0.91   | 45.87±0.76         |
|                     | DE     | 94.02±0.19   | 72.05±0.73   | 46.31±0.52         |
|                     | WOA    | 93.98±0.30   | 72.47±1.01   | 46.26±0.57         |
|                     | IGWOS-SS | 94.38±0.18 | 72.95±0.70 | 46.92±0.46 |

TABLE 9. Comparison with the state-of-the-art algorithms.

| Method | CIFAR-10 (%) | CIFAR-10 (%) | ImageNet16-120 (%) |
|--------|--------------|--------------|--------------------|
| RL [71] | 93.85±0.37   | 71.71±1.09   | 45.24±1.18         |
| RS [70] | 93.70±0.36   | 71.04±1.07   | 44.57±1.25         |
| BOHB [72] | 93.61±0.52   | 70.85±1.28   | 44.42±1.49         |
| GDAS [74] | 93.61±0.09   | 70.70±0.30   | 41.71±0.98         |
| DARTSV1 [73] | 54.30±0.00   | 15.61±0.00   | 16.32±0.00         |
| DARTSV2 [73] | 54.30±0.00   | 15.61±0.00   | 16.32±0.00         |
| SETN [75] | 87.64±0.00   | 59.05±0.24   | 32.52±0.21         |
| REA [45] | 93.92±0.30   | 71.84±0.99   | 45.54±1.03         |
| ENAS [43] | 53.89±0.58   | 13.96±2.33   | 14.84±2.10         |
| IGWOS-SS | 94.16±0.20   | 72.94±0.81   | 46.53±0.45         |

The mean and standard deviation of test accuracy of RL, RS, BOHB, GDAS, DARTSV1, DARTSV2, SETN, REA, ENAS are obtained from [53].

GDAS [74], DARTSV1 [73], DARTSV2 [73], SETN [75], REA [45], ENAS [43]. These algorithms are used as benchmark on NAS-Bench-201 [53]. The mean and standard deviation of test accuracy of these algorithms are obtained from [53]. The comparison of presented in Table 9. The algorithms were run multiple times, and the mean and standard deviation of test accuracy were calculated after completing the search. It is observed from the table that the IGWOS-SS algorithm achieves higher predictive performance compared to these algorithms.

V. DISCUSSION

In this paper, we presented our proposed IGWOS-SS algorithm for NAS. The IGWOS-SS algorithm leverages the concept of synaptic saliency to explore the more promising parts of the search space instead of focusing on the less promising part, making the algorithm more efficient and fast.

We performed several experiments to determine the efficacy of synaptic saliency in improving NAS. The experimental results indicate that synaptic saliency positively correlates with accuracy, model size, and FLOPS. The positive correlation with neural network or model size is a drawback of synaptic saliency. However, it can still be effective in identifying promising neural network architectures from a set of untrained neural network architectures, since it positively correlates with predictive performance or accuracy. The SYNFLOW synaptic saliency has the highest correlation with accuracy, suggesting it might be better than the other two in identifying more promising architectures.

Our experimental results indicate that the IGWOS-SS with SYNFLOW synaptic saliency works better than the IGWOS-SS algorithm with SNIP or GRASP synaptic saliency. The IGWOS-SS with SYNFLOW finds better neural network architectures by training fewer neural networks than the IGWOS-SS with SNIP or GRASP. The IGWOS-SS algorithm also works better and faster compared to the Standard GWO algorithm. The reason is that, in the Standard GWO algorithm, many less promising neural networks are needed to be trained. However, in the IGWOS-SS algorithm, synaptic saliency is used to identify the more promising neural networks, and only those neural networks are trained, and the rest are discarded. As a result, the search process becomes faster, and better neural network architectures are found more quickly. The IGWOS-SS algorithm was also compared with five bioinspired algorithms - PSO [65], BA [66], WOA [67], DE [68], and GA [77]. The experimental results suggest that the IGWOS-SS algorithm requires training 10x fewer models and provides better final performance compared to these algorithms. The IGWOS-SS algorithm was also compared with several state-of-the-art NAS algorithms that include - RL [71], RS [70], BOHB [72], GDAS [74], DARTSV1 [73], DARTSV2 [73], SETN [75], REA [45], ENAS [43]. The results indicate that the IGWOS-SS algorithm achieves higher predictive performance compared to these algorithms.

VI. CONCLUSION

Although NAS can automatically find suitable neural network architectures for a specific task, the existing NAS algorithms are incredibly time-consuming. This study proposed an IGWOS-SS algorithm for NAS, much faster than the existing NAS algorithms. The IGWOS-SS algorithm leverages the idea of synaptic saliency to rank neural network architectures based on how promising they are. The algorithm only trains the more promising architectures and discards the rest based on this rank. It saves a significant amount of time since the training of many less promising architectures is skipped, and the search is more focused on the more promising part of the search space. The IGWOS-SS algorithm requires training almost 10x fewer models than other bioinspired algorithms, including Standard GWO, PSO, GA, DE, WOA, and DE, to achieve similar or even better results. The final performance of the IGWOS-SS algorithm is also much better compared to these algorithms. The IGWOS-SS algorithm also achieves better performance than the state-of-the-art NAS algorithms, including RL, RS, BOHB, GDAS, DARTSV1, DARTSV2, SETN, REA ENAS. The IGWOS-SS
algorithm can perform NAS on a single GPU to get a very good architecture within a short period, making it suitable for anyone with time or resource constraints. One limitation of synaptic saliency used in the IGWO-SS algorithm is its positive correlation with model size. The future work should include developing a multi-objective framework for NAS leveraging synaptic saliency that addresses the limitation of synaptic saliency. Future work should also include identifying the efficacy of the IGWO-SS algorithm in other tasks, e.g., Natural Language Processing (NLP), Automatic Speech Recognition (ASR), etc. In this work, we mainly focused on using synaptic saliency from the pruning literature to improve the GWO algorithm. Future work may include other performance estimation techniques outside of pruning literature to improve different NAS algorithms.
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