Correlations between Hα Equivalent Width and Galaxy Properties at z = 0.47: Physical or Selection-driven?
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ABSTRACT

The Hα equivalent width (EW) is an observational proxy for specific star formation rate (sSFR) and a tracer of episodic, bursty star-formation activity. Previous assessments show that the Hα EW strongly anti-correlates with stellar mass as $M^{-0.25}$ similar to the sSFR – stellar mass relation. However, such a correlation could be driven or even formed by selection effects. In this study, we investigate how Hα EW distributions correlate with physical properties of galaxies and how selection biases could alter such correlations using a $z = 0.47$ narrowband-selected sample of 1572 Hα emitters from the Lyα Galaxies in the Epoch of Reionization (LAGER) survey as our observational case study. The sample covers a 3 deg² area of COSMOS with a survey comoving volume of $1.1 \times 10^5$ Mpc³. We assume an intrinsic EW distribution to form mock samples of Hα emitters and propagate the selection criteria to match observations, giving us control on how selection biases can affect the underlying results. We find that Hα EW intrinsically correlates with stellar mass as $W_0 \propto M^{-0.16+0.03}$ and decreases by a factor of $\sim 3$ from $10^7 M_\odot$ to $10^{10} M_\odot$, while not correcting for selection effects steepens the correlation as $M^{-0.25+0.04}$. We find low-mass Hα emitters to be $\sim 320$ times more likely to have rest-frame EW $> 200 \AA$ compared to high-mass Hα emitters. Combining the intrinsic $W_0$ – stellar mass correlation with an observed stellar mass function correctly reproduces the observed Hα luminosity function, while not correcting for selection effects underestimates the number of bright emitters. This suggests that the $W_0$ – stellar mass correlation when corrected for selection-effects is physically significant and reproduces three statistical distributions of galaxy populations (line luminosity function, stellar mass function, EW distribution). At lower stellar masses, we find there are more high-EW outliers compared to high stellar masses, even after we take into account selection effects. Our results suggest that high sSFR outliers indicative of bursty star formation activity are intrinsically more prevalent in low-mass Hα emitters and not a byproduct of selection effects.
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1 INTRODUCTION

Understanding the star formation history of galaxies is of great importance in order to investigate how galaxies form and evolve. Currently, observations show that galaxies generally follow a correlation between their star formation rate (SFR) and stellar mass, commonly referred to as the ‘main sequence’ (e.g., Daddi et al. 2007; Noeske et al. 2007; Whitaker et al. 2012, 2014; Speagle et al. 2014). Low-mass galaxies are observed to have higher specific star formation rates (sSFR = SFR/M; comparison between current-to-past star-formation activity) in comparison to high-mass galaxies suggesting they are dominated by young stellar populations and undergoing recent star-formation activity, while massive galaxies created the majority of their stellar population at earlier times (e.g., Juneau et al. 2005; Zheng et al. 2007; Damen et al. 2009; Fumagalli et al. 2012). The sSFR is found...
to increase as $(1+z)^{2.4\pm3.5}$ up to $z \sim 2$ (e.g., Karim et al. 2011; Fumagalli et al. 2012; Faisst et al. 2016) suggesting that galaxies at early cosmic times were more actively producing stars and dominated by young stellar populations. This is steeper than the $(1+z)^{2.25}$ cold gas accretion-dominated growth predicted by analytical models and cosmological simulations (e.g., Neistein & Dekel 2008; Dekel et al. 2009). Some studies at $z > 2$ find higher sSFRs (e.g., Stark et al. 2013; de Barros et al. 2014; Salomon et al. 2015; Faisst et al. 2016; Jiang et al. 2016), while other studies find a flat evolution in the sSFRs at $z > 2$ (e.g., Stark et al. 2009; González et al. 2010; McLinden et al. 2011; González et al. 2014; Heinis et al. 2014; Tasca et al. 2015; Máról-Qualôtel et al. 2016). However, the effects of nebular emission lines in broadband photometry is found to cause an overestimation in stellar mass measurements (e.g., González et al. 2010; Schenker et al. 2013; de Barros et al. 2014). Correcting for this effect, Faisst et al. 2016 found an increase of $(1+z)^{1.5}$ at $z > 2$ significantly shallower than what is predicted by simulations (e.g., Weimann et al. 2011) and empirical models (e.g., Khochar & Silk 2011; Speagle et al. 2014). At a given redshift, the sSFR exhibits a U-shaped scatter where it increases towards both low and high stellar masses (e.g., Willett et al. 2015; Davies et al. 2019) where simulations attribute such an effect to short-timescale variations in the star formation activity of galaxies (e.g., Hopkins et al. 2014; Sparre et al. 2017; Katsianis et al. 2019; Matthey & Schaye 2019).

The extensive work on measuring the sSFR at varying cosmic epochs has provided useful information regarding the intensity of star-formation activity at different stellar masses. However, several caveats arise when using sSFR to investigate SF histories. First, the choice of SF indicator is important as calibrations that trace long timescales (e.g., UV intensity of star-formation activity at different stellar masses. However, several caveats arise when using sSFR to investigate SF histories. First, the choice of SF indicator is important as calibrations that trace long timescales (e.g., UV continuum ∼ 100 Myr) could have signatures of episodic SF washed out while indicators sensitive to instantaneous activities (e.g., emission lines such as Hr; ∼ 5−10 Myr) would be able to observe bursty SF activity. Second, stellar mass measurements could be overestimated by nebular emission line contributions, hence, affecting the measured sSFR (e.g., de Barros et al. 2014) and are model-dependent based on the best-fit SEDs. Another method of capturing episodic SF activity involves using Hr/UV ratios (e.g., Glazebrook et al. 1999; Iglesias-Páramo et al. 2004; Lee et al. 2011a; Weisz et al. 2012; Domínguez et al. 2015; Guo et al. 2016; Emami et al. 2019), however these measurements are also susceptible to systematics arising from dust correction assumptions (e.g., Kewley et al. 2002; Lee et al. 2009; Shivaei et al. 2015; Broussard et al. 2019; Faisst et al. 2019; Pharao et al. in prep) and initial mass function (IMF) variations (e.g., Meurer et al. 2009; Mehta et al. 2017).

An alternative approach is using the Hr equivalent width (EW), which is defined as the ratio of Hr flux (tracing instantaneous SF activity) and continuum flux density (tracer of stellar mass), therefore, making it a model-independent, observational proxy of sSFR. It is also independent of dust corrections in the case where nebular and stellar $E(B−V)$ are equal (e.g., Kashino et al. 2013; Reddy et al. 2015; Puglisi et al. 2016). Furthermore, the Hr EW is even more sensitive to bursty star formation histories in comparison to Hr/UV line ratios given the continuum at 6563Å is redwards of the 4000Å break and traces the old, low-mass stellar population. Measurements of Hr EW distributions have extended up to $z \sim 2$ using narrowband (e.g., Sobral et al. 2014) and spectroscopic surveys (e.g., Erb et al. 2006; Fumagalli et al. 2012; Reddy et al. 2018). Recently, studies have used Spitzer IRAC color excess associated with strong Hr emission to study EW at $z > 2$ (e.g., Shim et al. 2011; Labbé et al. 2013; Stark et al. 2013; Smit et al. 2014; Faisst et al. 2016; Máról-Qualôtel et al. 2016; Rasappu et al. 2016; Smit et al. 2016; Caputi et al. 2017; Faisst et al. 2019). Fumagalli et al. (2012) investigated Hr EW properties up to $z \sim 2.6$ using samples drawn from SDSS, VVDS, 3D-HST, and the spectroscopic sample of Erb et al. (2006) and found a correlation between the typical Hr EW and stellar mass at all redshifts. They also found the typical Hr EW at a given stellar mass increases as $(1+z)^{1.5}$ and the redshift evolution shows little mass dependence. Using the narrowband HIZELS survey, Sobral et al. (2014) also found $EW \sim M^{-0.25}$ and an increasing EW with redshift scaled as $(1+z)^{1.72 \pm 0.06}$ up to $z \sim 2$, in agreement with Fumagalli et al. (2012). Recently, Reddy et al. (2018) used the spectroscopic MOSDEF survey and found an EW − stellar mass correlation of $M^{-0.378 \pm 0.004}$ and $M^{-0.286 \pm 0.003}$ at $z \sim 1.5$ and 2.3, respectively. The redshift evolution at $z > 2$ is less clear where IRAC color excess measurements find no evolution (Máról-Qualôtel et al. 2016) and $(1+z)^{1.5−1.8}$ (Faisst et al. 2016; Smit et al. 2016).

The correlation between Hr EW − stellar mass is somewhat expected given that continuum luminosity and stellar mass should be directly correlated. Indeed the EW − stellar mass correlation should mimic how sSFR and stellar mass trend. The increase in rest-frame EW with redshift is also similar to the cosmic sSFR evolution (e.g., Fumagalli et al. 2012). However, a major question that needs to be addressed is to what degree are these trends shaped by selection effects? For example, narrowband surveys are line flux-limited with a rest-frame EW cutoff, where the former is set by the narrowband detection limit and the latter ensures that sources have a narrowband color excess consistent with emission lines rather than stellar continuum features in the filter profile. The rest-frame EW limit removes low EW sources at bright continuum (high mass). The line flux selection limit selects sources at high EW towards faint continuum while transitioning towards lower EW with increasing continuum luminosity. This essentially makes narrowband-selected samples increasingly incomplete towards lower stellar masses and lower EWs systems and can easily form an EW − stellar mass correlation. Grism surveys also have the added complexity of a variable line flux limit depending on the position of the emission line in respect to the grism throughput and typically higher EW selection limits (e.g., Momcheva et al. 2016). This too can result in an EW − stellar mass correlation formed/shaped by selection effects. Therefore, to investigate the EW − stellar mass correlation requires that we also understand how selection limits affect the underlying measurement and whether an ‘intrinsic’ correlation is still in place after correcting for said biases.

Past studies of Lyα emitters and Lyman Break Galaxies (LBGs) report a correlation between Lyα EW and rest-frame UV continuum and a lack of high EW, bright UV continuum sources (e.g., Ouchi et al. 2003; Shapley et al. 2003; Stanford et al. 2007; Stark et al. 2010; Kashikawa et al. 2011; Zheng et al. 2014; Hashimoto et al. 2017; Santos et al. 2020), known as the ‘Ando effect’ (Ando et al. 2006). Similar results have been reported in previous Hr studies as mention.
above, as well as [Oiii] and [Oii] studies (e.g., Fumagalli et al. 2012; Sobral et al. 2014; Khostovan et al. 2016; Reddy et al. 2018). Ando et al. (2006) suggests a physical origin for the deficiency arguing that massive LBGs have older stellar populations and experience the majority of their star-formation activity at earlier times. This is also reinforced by clustering studies showing bright UV Lyr emitters residing in massive dark matter halos ($> 10^{12} \, M_\odot$; e.g., Khostovan et al. 2019) similar to H$\alpha$, [Oiii], and [Oii] emitters (e.g., Sobral et al. 2010; Cochrane et al. 2018; Khostovan et al. 2018). However, several studies that modeled Ly$\alpha$ EW distributions report selection functions and low survey volumes (sample variance) can result in a EW – stellar mass correlation with a lack of bright continuum, high EW systems (Nilsson et al. 2009; Zheng et al. 2014; Hashimoto et al. 2017). Therefore, to assess if the EW – stellar mass correlation is an intrinsic properties of star-forming galaxies requires that we take into account selection biases and use samples covering large comoving volumes to mitigate sample/cosmic variance effects.

Furthermore, observations of starburst galaxies (high SFR outliers in the main sequence) are also seen as extreme emission-line galaxies (EELGs) with H$\alpha$ and [Oii] EWs $> 200\AA$ at different cosmic epochs (e.g., Atek et al. 2011, 2014; Maseda et al. 2014; Calabrò et al. 2017). Atek et al. (2014) found that such sources are in a state of bursty star formation that can double their stellar mass within 100 Myr and can contribute as much as $\sim 30$ percent to the total SFR at $z \sim 1$ – 2 for emission-line-selected samples. They also conclude that the contribution of starbursts increases towards lower stellar masses. However, to accurately quantify the high EW outlier/starburst fraction requires an estimation of the intrinsic population of star-forming galaxies at a given stellar mass where selection biases and sample variance issues are taken into account.

In this paper, we present a new methodology to constrain H$\alpha$ EW distributions by simulating the intrinsic H$\alpha$ distributions, propagating selection effects, and comparing them to observations. We use the $z = 0.47$ H$\alpha$ narrowband-selected sample from the Ly$\alpha$ Galaxies at the Epoch of Reionization (LAGER; Zheng et al. 2019) selected in Khostovan et al. (2020) as our case study. The sample consists of 1572 H$\alpha$ emitters within a survey comoving volume of 1.1 $\times$ 10$^5$ Mpc$^3$ which allows for us to robustly probe wide ranges of EWs, including rare emitters, and decreasing cosmic/sample variance effects. With the observationally-constrained simulations, we investigate the intrinsic correlations between H$\alpha$ equivalent width and galaxy properties, analyze how selection effects can shape the correlations, quantify the high equivalent width outlier (bursty SF) fractions, and discuss the implications of our results for future surveys as well as SFR – stellar mass correlation measurements.

The organization of the paper is as follows: We present the LAGER H$\alpha$ sample in §2 as the observation for which we will constrain the EW distribution using our simulations, which we describe in §3. We then show our main results in §4 where we investigate the correlations between EW, H$\alpha$ luminosity, and R-band luminosity, followed by an analysis of the high EW fraction for different R-band luminosities. We then discuss in §5 the implications of our results in terms of the lack of massive, high EW H$\alpha$ emitters, the effects of selection on the main sequence, and what our results imply regarding future surveys. Lastly, we present our main conclusions in §6.

We assume a flat $\Lambda$CDM cosmology where $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_m = 0.3$, and $\Omega_\Lambda = 0.7$. Unless otherwise explicitly stated, all magnitudes follow the AB magnitude system and stellar masses assume a Chabrier (2003) initial mass function (IMF).

## 2 SAMPLE

We use our samples of H$\alpha$, [Oiii], and [Oii] emission-line galaxies from Khostovan et al. (2020) that were selected as part of the Ly$\alpha$ Galaxies in the Epoch of Reionization (LAGER) survey (Zheng et al. 2019). Observations were done with a custom designed narrowband NB964 filter ($\lambda = 9640\AA$; FWHM = 92$\AA$; Zheng et al. 2019) in a single 3 deg$^2$ pointing of the COSMOS field using the DECam imager on the 4-m Blanco CTIO telescope. Corresponding archival broadband DECam $z$ ($\lambda = 9138.16\AA$; FWHM = 1486.68$\AA$; Abbott et al. 2018) imaging was obtained through the NOAO Science Archive. We note that, upon completion, the LAGER survey will comprise a total of 8 independent fields for a combined survey area of 24 deg$^2$.

Sample selection is explained in great detail in Khostovan et al. (2020). In brief, narrowband excess sources that exhibit potential emission line features are selected based on three selection criteria. First, a 5σ narrowband cut of 25.45 mag is applied to remove any false detections/potential artifacts. Second, a rest-frame equivalent width cut of 35$\AA$ is applied to remove sources that could mimic an emission-line feature, such as a strong continuum break (e.g., 4000$\AA$ break). The last criteria is a color significance cut (‘Bunker’ parameter; Bunker et al. 1995) $\Sigma > 3$ which ensures that the narrowband excess of emission line galaxy candidates is not dominated by photometric scatter $> 3\sigma$. Each of these criteria are crucial when we model H$\alpha$ emitters in the LAGER survey (see §3).

The emission line identification is done by using archival spectroscopic redshifts, photometric redshifts from the COSMOS2015 catalog (Laigle et al. 2016), and an empirically-calibrated $BVzJ$ color-color selection that is designed based on the locations of spectroscopically confirmed sources. This last selection method is crucial in selecting high equivalent width sources for which their continuum is faint or the number of broadband detections were too few to robustly constrain their photometric redshifts. These will also be sources of interest when we investigate high EW outliers as potential bursty systems. Spectroscopic redshifts are taken from the wealth of ancillary spectroscopic observations done in the COSMOS field (Lilly et al. 2009; Bramer et al. 2012; Cool et al. 2013; Balogh et al. 2014; Comparat et al. 2015; Kriek et al. 2015; Silverman et al. 2015; Momcheva et al. 2016; Masters et al. 2017; Hasinger et al. 2018; Straatman et al. 2018).

In brief, any source with spectroscopic redshifts corresponding to the expected H$\alpha$, [Oiii], and [Oii] redshifts within the NB964 filter are automatically selected. If no spectroscopic redshift exists or the quality of the spectra is poor ($Q_f \leq 2$), then candidates are identified based on their photometric redshifts from the COSMOS2015 catalog. The re-
maining candidates that were not selected by the above two methods are then identified based on their observed $BV$-$J$ colors.

The total sample comprises of 1572 $z = 0.47$ Hα, 3933 $z = 0.93$ [OIII], and 5367 $z = 1.59$ [OIII] emission line galaxies. Currently, there are 222 (14%), 126 (3%), and 104 (2%) spectroscopically confirmed emitters for the Hα, [OIII], and [OIII] samples, respectively. Although the LAGER DECam images cover a 3 deg$^2$ area, the final sample only covers a 2.4 deg$^2$ survey area given the limited photometric areal coverage of the COSMOS2015 data. Given this limited coverage, the final comoving survey volumes are 1.1, 3.4, and $6.7 \times 10^5$ Mpc$^3$ for the Hα, [OIII], and [OIII] samples, respectively.

As the main objective of this study is to investigate the Hα equivalent width distributions, we place our focus on only the $z = 0.47$ Hα sample although we plan to investigate the other emission line samples in the near future using a similar analysis introduced in this paper. Furthermore, the large volume and depth of the samples provides us with a sample covering a wide range of Hα luminosities, equivalent widths, and continuum luminosities (stellar masses) that allow us to robustly investigate the physical correlations of the equivalent width distributions with galaxy properties.

3 FORWARD MODELING EQUIVALENT WIDTH DISTRIBUTIONS

Here, we outline our methodology of forward modeling equivalent width distributions by simulating samples of Hα emitters with intrinsic EW, line luminosity, and stellar mass properties and propagating observational and selection effects. The aim of our methodology is to investigate if correlations exist between EW and Hα luminosity and/or continuum luminosity (proxy for stellar mass) and, if so, to what extent are the correlations selection-driven or intrinsic.

3.1 Choice of Intrinsic Equivalent Width Distribution Model

Given the lack of Hα EW studies that model the underlying distribution, we look to the extensive Lyα EW studies done over the past decade at $z < 2$ (e.g., Cowie et al. 2010; Wold et al. 2014, 2017) and $z > 2$, (e.g., Gronwall et al. 2007; Nilsson et al. 2009; Kashikawa et al. 2011; Stark et al. 2011; Ciardullo et al. 2012; Zheng et al. 2014; Oyarzun et al. 2016; Hashimoto et al. 2017; Santos et al. 2020), which suggest an exponential distribution best represents observations. However, some studies also have explored a normal distribution as an alternative to represent EW distributions (e.g., Ouchi et al. 2008; Guaita et al. 2010; Kashikawa et al. 2011; Zheng et al. 2014; Oyarzun et al. 2017).

We define the exponential distribution as:

$$p(EW | W_0) = \frac{1}{W_0} e^{-EW/W_0}$$

where $p(EW | W_0)$ is the probability of having a source with a rest-frame equivalent width given a distribution with an e-scaling, $W_0$, which we refer to as the ‘characteristic equivalent width’. The normal distribution is defined as:

$$p(EW | \sigma_0) = \frac{1}{\sqrt{2\pi}\sigma_0} e^{-EW^2/2\sigma_0^2}$$

where the shape of the distribution is set by the ‘characteristic width’, $\sigma_0$. This assumes half-sided Gaussian with the center set to 0Å.

For a given simulation, we assume either an exponential or a normal distribution and assign EW per source by randomly sampling from the intrinsic distribution profiles. We later will investigate whether the exponential or the normal distribution best represents observations. After randomly assigning an EW to each source, we independently sample the second property which will be either line luminosity drawn from an intrinsic Hα luminosity function or stellar mass from a stellar mass function, as discussed in detail below. Our simulations depend on two inputs: the assumed $W_0$ or $\sigma_0$ and the Schechter parameters that define the luminosity function (LF) and stellar mass function (SMF) assumed. Since the latter are already constrained based on observations and are fixed parameters, the only free parameter in making our mock samples is $W_0$ or $\sigma_0$ that defines the shape of the intrinsic EW distribution. As we will show below, these mock simulations will undergo a selection method to represent a $z = 0.47$ Hα LAGER sample and are then fitted to the LAGER EW distributions. The advantage of our approach is that we have control over the intrinsic EW distribution via $W_0$ or $\sigma_0$ and can trace how selection biases affect the underlying shape of the EW distribution.

In the following sections below, we describe in detail the methodology and assumptions of our two different approaches where we keep the EW distributions independent of either Hα luminosity or rest-frame $R$-band continuum luminosity (observational proxy for stellar mass).
3.2 Modeling Associated Photometry & Filter Profile Effects

Narrowband filter profiles are not perfect top-hat filters and, in some cases, resemble more of a Gaussian profile than a top-hat. This can affect the underlying Hz luminosity and EW measurements depending on the position of the emitter in respect to the NB profile. An intrinsically bright Hz emitter would be observable (above the survey NB limit) throughout most of the filter profile, although sources population the wings of the filter would have observationally faint Hz flux. However, intrinsically faint Hz emitters would primarily be detected closer to the filter transmission peak while the same sources would be observationally fainter than the NB magnitude limit towards the filter wings. Typically, these effects are taken into account when making statistical property measurements such as luminosity functions (e.g., Sobral et al. 2013; Khostovan et al. 2020). However, to properly generate a mock observation sample of Hz emitters would require that we also mimic the filter profile effect on the modeled Hz luminosity and equivalent width.

We start by randomly assigning redshifts over the full wavelength coverage of the NB filter to each mock Hz emitter by drawing from an uniform redshift distribution. For each source, we assume that the continuum flux density is flat in \( f_{\lambda} \) over the wavelength range of both the NB and BB filter profile and that the emission line is a delta function centered on the assigned random redshift. We convolve the spectra with the NB and BB transmission curves to determine the modeled magnitudes. Since we require that a galaxy with no emission line has a nebular color excess, (BB - NB = 0) and that NB964 has an effective wavelength ~ 500Å redder than the DECam z filter, we apply a correction to the NB magnitude of 5log(\( I_{\text{NB}}/I_{\text{BB}} \)). This would be the correction needed for the case of a galaxy with a flat continuum and no emission line flux. Errors on the modeled photometry are assigned based on the typical LAGER photometry errors as a function of NB/BB magnitude, where the typical error is 0.012 ± 0.001 and 0.089 ± 0.008 around 22 and 24.3 mag, respectively, in NB magnitudes.

An example of the filter profile effect is shown in Figure 1 for mock sources that passed the LAGER selection criteria. Although we initially assumed a uniform distribution to assign redshifts, once the narrowband filter is convolved with the mock spectra and the selection criteria is applied our mock samples revert to redshift distributions tracing the narrowband filter profile as expected. Mock sources with redshifts (observed wavelengths) within the FWHM (92Å; offsets up to ±45Å in Figure 1) show at most a 0.1 dex decrease in the observed Hz luminosity. However, sources that are further towards the wings of the filter (high offsets from the central wavelength) are affected up to 0.75 dex. The diagonal cut towards fainter intrinsic luminosity, \( L_{\text{in}} \), is based on the NB magnitude and \( \Sigma \) cut such that sources with \( L_{\text{in}} < 10^{40.5} \) erg s\(^{-1} \) are only detectable towards the central parts of the filter profile given the selection limits while brighter sources can be observed over the full wavelength coverage of the filter, although with significantly reduced luminosities.

One assumption made in typical narrowband surveys, include the LAGER Hz sample, is for top-hat narrowband and broadband filters with widths based on their respective FWHMs. This is due to the low resolution of the filter profiles \( (R \sim 100 \text{ for LAGER}) \) such that the exact position of the emission line within the narrowband filter is not known. We therefore follow this assumption to keep consistency with a narrowband observation by using our modeled magnitudes which take into account the filter profiles (as in any observation) and measure the line fluxes and equivalent widths as:

\[
F_L = \frac{\Delta NB}{1-(\Delta NB/\Delta BB)} \\
EW_{\text{obs}} = \frac{F_L}{f_c} = \Delta NB \left( \frac{f_{NB} - f_{BB}}{f_{BB} - f_{NB}(\Delta NB/\Delta BB)} \right)
\]

with \( F_L \) and \( f_c \) being the emission line flux and continuum flux density, respectively, \( f_{NB} \) and \( f_{BB} \) are the observed narrowband and broadband flux densities, and \( \Delta NB \) and \( \Delta BB \) are the associated FWHMs of the two filters. We use the measurements from Equation 3 to compare with the respective measurements from the LAGER survey, however we keep track of the intrinsic (modeled) properties such that measurements of \( W_0 \) published in this work are direct inputs in the model and are independent from observational effects.

3.3 Generating Mock Galaxies

In this section we describe how we populate our mock samples with modeled Hz emitters. Both approaches presented below rely on an intrinsic distribution to randomly assign EW as discussed in §3.1 and a secondary intrinsic distribution is used to assign either Hz luminosity or rest-frame R-band continuum luminosity in approach 1 and 2, respectively. We compare the mock samples with the Hz LAGER sample in bins of Hz or continuum luminosity depending on the approach used to generate the mocks. Although we generate EW and the secondary property to be initially independent from each other, varying \( W_0 \) and \( \sigma_0 \) measurements between bins of Hz and continuum luminosity would signify a correlation between EW and the secondary property is present. Therefore, each approach is designed to investigate if an intrinsic correlation between EW and Hz luminosity (§3.3.1) or continuum luminosity/stellar mass (§3.3.2) exists.

### 3.3.1 Approach 1: Line Luminosity

In this approach, we build up our mock samples by assigning Hz luminosity and EW with the aim to investigate if a correlation exists between the two observational properties. We assume the Khostovan et al. (2020) \( z = 0.47 \) Hz luminosity function as the intrinsic line luminosity distribution of our mock sample.

We start by randomly assigning an Hz luminosity from the Khostovan et al. (2020) LF and a rest-frame equivalent width from either an exponential or a normal distribution assuming a given \( W_0 \) or \( \sigma_0 \), respectively. Hz luminosities are assigned within the range of \( 10^{39.6} \) and \( 10^{44} \) erg s\(^{-1} \), where we ensure that the lower limit of our selection is slightly below the LAGER 5σ Hz luminosity limit of \( 10^{39.83} \) erg s\(^{-1} \). Lowering the limit too much will result in fewer retained sources after selection criteria are applied as discussed below which would affect the underlying number statistics when matching to the LAGER EW distributions. Equivalent widths are randomly selected with a minimum limit of 0Å to take into account all emission line possibilities. The rest-frame R-band
continuum luminosity, \( L_R \), centered at 6563Å is then measured by the combination of the H\( \alpha \) luminosity and EW, where \( EW = L_{H\alpha} / L_R \).

The narrowband and broadband photometry and associated photometric errors are modeled following the method we outlined in §3.2. We then use the observed magnitudes to measure the filter-affected H\( \alpha \) luminosity and EW which we use to compare with the observed associated properties in the LAGER H\( \alpha \) sample; however, we keep track of the intrinsic properties for each source and the final \( W_0 \) and \( \sigma_0 \) measurements are the intrinsic characteristic EW widths. The LAGER selection criteria is then applied to our mock samples such that for a source to be considered an emission-line galaxy it must satisfy the following conditions: (1) NB magnitude must be brighter than the 5\( \sigma \) NB cut of 25.45 mag, (2) the rest-frame EW (filter-affected) must be larger than 35Å, and (3) the color significance must be \( \Sigma > 3 \). This last criterion tests the significance of the nebular color excess and makes use of the modeled photometric errors.

In total, we model \( 10^6 \) sources per mock sample that are statistically designed to represent typical LAGER H\( \alpha \)-selected galaxies. These samples will be used to test for correlations between EW and line luminosity as will be shown in the sections below.

3.3.2 Approach 2: Continuum Luminosity (Stellar Mass)

Here we build up our mock samples by assigning rest-frame R-band continuum luminosity centered at 6563Å and EWs. As a proxy for the continuum luminosity distribution, we assume a stellar mass function and a mass-to-light ratio constrained using LAGER R-band luminosity and COSMOS2015 stellar mass measurements (Laigle et al. 2016) to populate our samples.

We assume the HiZELS \( z = 0.40 \) H\( \alpha \) stellar mass function of Sobral et al. (2014) as our intrinsic stellar mass distribution. The choice of this stellar mass function was based on two main factors. First, HiZELS is a narrowband survey similar to LAGER in that it covers a thin redshift slice (\( \Delta z = 0.01 \); same as LAGER) that best represents LAGER H\( \alpha \) sources given that typical continuum-selected stellar mass functions cover a wider redshift window per measurement. Second, HiZELS is H\( \alpha \)-selected, such that the star-forming population used in constraining the stellar mass function is similar to LAGER. Continuum-selected stellar mass functions typically subdivide samples into star-forming and passive populations by using a color-color diagnostic (e.g., UVJ; Ilbert et al. 2013; Muzzin et al. 2013; Tomczak et al. 2014; Davidzon et al. 2017). Although this technique has been used to extensively study the stellar mass function at different cosmic epochs, it comes with the caveat that photometric scatter and poorly constrained photometric redshifts can introduce contaminants into the sample. However, the HiZELS SMF directly selects galaxies based on the H\( \alpha \) line, which is a known tracer for star-formation activity and, therefore, negates the need for a color-color diagnostic to select star-forming galaxies.

For a given mock source, we randomly select from the assumed stellar mass functions in a range between \( 10^{6.0} \) to \( 10^{12} \) \( M_\odot \). Our lower limit is set slightly lower than the minimum stellar mass of the LAGER H\( \alpha \) sample. Given that H\( \alpha \) is redder than the 4000Å break, the continuum luminosity centered at 6563Å is a reliable proxy for stellar mass as it would trace the majority of the stellar population (e.g., low-mass, old stars). We convert our randomly selected stellar masses as described above to the corresponding R-band luminosities for our mock sample modeling. Figure 2 shows the mass-to-light ratio of the observed LAGER H\( \alpha \) emitters with stellar masses from the COSMOS2015 catalog. We find a tight correlation between the two properties with a Pearson correlation coefficient \( r = 0.915 \) and a best fit of:

\[
L_R = \left( \frac{10^{9.26 \pm 0.08}}{\text{erg s}^{-1} \text{Å}^{-1}} \right) \left( \frac{M}{M_\odot} \right)^{0.656 \pm 0.009}
\]

where \( L_R \) is R-band continuum luminosity centered at 6563Å and \( M \) is stellar mass. For each mock source, we assign their continuum luminosity by using their randomly selected stellar mass and the correlation shown in Equation 4. We also augment the correlation for each source based on the 1\( \sigma \) errors in order to take the scatter into account such that the mass-to-light ratio of our mock samples best represents the observed trend shown in Figure 2. Taking into account the scatter also incorporates variations in the mass-to-light ratio introduced from varying star-formation histories and IMFs, especially towards lower stellar masses.

The EW of each mock source is randomly selected as discussed in §3.1. The H\( \alpha \) luminosity per source is then measured by using the combination of continuum luminosity and equivalent width (\( L_{H\alpha} = EW \times L_R \)). We then follow the same methodology as in §3.3.1 in modeling the narrowband and broadband photometry, propagating filter profile effects, and applying the LAGER selection criteria.

Our mock samples from this approach comprise a total of \( 10^6 \) sources that are designed to represent LAGER H\( \alpha \) emitters which will be used to test for an EW – stellar mass correlation, as suggested by various studies (e.g., Fumagalli et al. 2012; Sobral et al. 2014; Khostovan et al. 2016; Reddy et al. 2018).

3.4 Fitting the Mocks to Observations

Each mock sample that we create is statistically designed to represent our observed H\( \alpha \) sample where we have control over the intrinsic distributions set by \( W_0 \) or \( \sigma_0 \) and also how selection changes the underlying EW distribution. The mock samples are compared to the observations by finding the best-fit intrinsic \( W_0 \) or \( \sigma_0 \) that matches the LAGER H\( \alpha \) equivalent distributions after selection criteria are applied to the mocks. We fit the mocks to our observations following a maximum likelihood estimation (MLE) approach. We start by binning both the observations and mocks in equally sized EW bins and assume Poisson errors for both, where the mock samples have their EW distributions set by the intrinsic \( W_0 \) or \( \sigma_0 \). Both histograms are normalized to unity for the fitting procedure. We measure the likelihood of each mock sample as:

\[
\mathcal{L}(W_0|obs) \propto e^{-\chi^2/2}
\]

\[
\chi^2 = \sum_{i=1}^{n} \frac{(N_{i}^{\text{mock}} - N_{i}^{\text{obs}})}{\sigma_i}
\]

with \( \mathcal{L} \) being the likelihood of our mock sample representing the observations with an EW distribution defined by \( W_0 \) or
whether an exponential or normal distribution set by EW holds true or not. We can also test $W_{\text{min}}$osity/stellar mass and measuring their respective statistics given that the bright-end of any galaxy sample will be the least populated.

The EW distributions are shown in Figure 4 where we show the mock simulations for the case of an exponential and a normal distribution as a dotted red and dashed-dotted light red line, respectively. The intrinsic exponential and normal EW distributions used to generate the mocks samples are shown as a solid green and dashed light green line, respectively. We also show a direct exponential fit using Equation 1 as a dashed purple line. This represents a measurement where we directly fit the observations and ignore any selection corrects. We refer to this also as the ‘selection-biased’ case throughout the paper.

Figure 4 shows no statistically significant difference between directly fitting the data and using our modeled EW approach such that selection effects does not seem to affect the observed EW distributions. This is not surprising given how the selection limits are folded within the EW – $L_{\text{H}\alpha}$ plane shown in Figure 3. The main source of incompleteness in each subsample arises from the common 35Å EW cut such the two physical properties. For $L_{\text{H}\alpha} < 10^{41}$ erg s$^{-1}$, we find 7 sources have rest-frame EW > $10^3$Å, while the brighter population does not show any such sources. Figure 3 also shows the selection limits of the LAGER survey which shows a missing population of EW< 35Å at all H$\alpha$ luminosities observed.

We test for a correlation between EW and H$\alpha$ luminosity by subdividing both the LAGER and mock samples (based on the approach outlined in §3.3.1) in H$\alpha$ luminosity bins of 0.3 dex in width and measuring the characteristic EW that best represents the sample. The brightest H$\alpha$ luminosity bin is set to a width 0.5 dex in order to increase the number statistics given that the bright-end of any galaxy sample will be the least populated.

The EW distributions of $z = 0.47$ H$\alpha$ Emitters

4 RESULTS

4.1 Equivalent Width and Line Luminosity

We first explore how EW correlates with H$\alpha$ luminosity using the approach highlighted in §3.3.1. Figure 3 shows the distribution of EW and H$\alpha$ luminosity with their rest-frame R-band luminosity color-coded. No clear trend is seen between the observed number of sources in each bin.

To test whether a correlation exists between EW and galaxy properties, we subdivide the observations and the mocks in subsamples based on the respective galaxy properties (H$\alpha$ luminosity/stellar mass). For each subsample, we measure the underlying histograms and follow the same fitting procedure. As described in §3.3.1 and §3.3.2, we initially randomly assign EWs and galaxy properties independent from one another. By subdividing them in bins of H$\alpha$ luminosity/stellar mass and measuring their respective $W_0$ or $\sigma_0$ using the fitting methodology described above, we can test whether the assumption that H$\alpha$ luminosity/stellar mass is independent of EW holds true or not. We can also test whether an exponential or normal distribution set by $W_0$ and $\sigma_0$, respectively, best represents the observed EW distributions.

Figure 2. Comparison between stellar mass and rest-frame R-band luminosity. The stellar mass measurements are from Laigle et al. (2016) and the R-band luminosity is measured using the narrowband and broadband photometry from LAGER and de-redshifting to rest-frame. The H$\alpha$ sample follows a linear correlation between the continuum luminosity and stellar mass which we use in our Approach 2 (§3.3.2). We note the scatter in stellar mass increases for $L_\alpha < 10^{38.3}$ erg s$^{-1}$ Å$^{-1}$ which corresponds to stellar masses < $10^9$ M$\odot$. These would be the dwarf-like population of H$\alpha$ emitters where their stellar masses are sensitive to the faint continuum used in SED fitting. Overlaid as a green dashed line is our empirical fit with the 1$\sigma$ and 2$\sigma$ levels shown as dark and light green shaded regions, respectively.

Figure 3. Comparison between rest-frame EW and H$\alpha$ luminosity of the $z = 0.47$ LAGER H$\alpha$ sample with the rest-frame R-band luminosity color coded per source. The sample has the H$\alpha$ luminosity bounded by the 5$\sigma$ narrowband magnitude limit, shown as the green highlighted region, and the EW bounded by the > 35Å limit, shown as the blue highlighted region. No clear, distinguishable trend is seen. We find several EW> $10^3$Å H$\alpha$ emitters mostly at faint H$\alpha$ luminosities with significantly faint continuum. Such sources are interesting on their own as potential cases of bursty star-formation activity.

\[ \sigma_0 \text{ is measured by comparing the normalized number of mock, } N_i^{\text{mock}}, \text{ and observed, } N_i^{\text{obs}}, \text{ sources in each } i\text{th EW bin with } \sigma_i \text{ being the Poisson error associated with the observed number of sources in each bin.} \]

\[ \text{To test whether a correlation exists between EW and galaxy properties, we subdivide the observations and the mocks in subsamples based on the respective galaxy properties (H$\alpha$ luminosity/stellar mass). For each subsample, we measure the underlying histograms and follow the same fitting procedure. As described in §3.3.1 and §3.3.2, we initially randomly assign EWs and galaxy properties independent from one another. By subdividing them in bins of H$\alpha$ luminosity/stellar mass and measuring their respective } W_0 \text{ or } \sigma_0 \text{ using the fitting methodology described above, we can test whether the assumption that H$\alpha$ luminosity/stellar mass is independent of EW holds true or not. We can also test whether an exponential or normal distribution set by } W_0 \text{ and } \sigma_0, \text{ respectively, best represents the observed EW distributions.} \]
that all subsamples are equally affected by a uniform selection criteria.

The fits in Figure 4 show that an exponential distribution best represents the observations. Our samples assuming a normal distribution matches the observations up to ~150Å for the faintest $L_{H\alpha}$ bin and ~100Å at the brightest bin, while assuming an exponential distribution pushes the limit to ~300Å and ~150Å, respectively. Table 1 shows the reduced $\chi^2$ for both the exponential and normal EW distribution cases. For the case of assuming an intrinsic normal distribution, we find $\chi^2_{red} = 3.31$ and 1.98 at $L_{H\alpha} = 10^{39.73-40.03}$ erg s$^{-1}$ and $10^{40.93-41.43}$ erg s$^{-1}$, respectively, while assuming an intrinsic exponential distribution results in $\chi^2_{red} = 1.38$ and 1.20, respectively. Each of our $L_{H\alpha}$ subsamples show a higher $\chi^2_{red}$ when using a normal distribution. We therefore rule out the normal distribution for the rest of our analysis and assume an exponential EW distribution for all subsequent measurements. The higher EW sources that are missed by an exponential profile are further explored in §4.4 where we find they constitute a small fraction of the total population of Hα emitters. These are also sources that have faint continuum and, therefore, have larger uncertainties.
**4.2 Equivalent Width and Continuum Luminosity**

Past studies have observed a correlation between EW and stellar mass for Hα (e.g., Fumagalli et al. 2012; Sobral et al. 2014; Faisst et al. 2016; Marmol-Queraltó et al. 2016; Rassamuk et al. 2016; Reddy et al. 2018), and Lyα emitters (e.g., Khostovan et al. 2016; Reddy et al. 2018), and Lyα emitters (e.g., Oyarzún et al. 2016, 2017; Santos et al. 2020). Given that the EW is also an observation proxy for the sSFR (e.g., Fumagalli et al. 2012), with the latter dependent directly on stellar mass, it is not surprising that such a correlation could exist between EW and stellar mass (or other continuum-related properties). The question that arises is how much does selection biases contribute to shaping this correlation?

Figure 6 shows the distribution of our $z = 0.47$ Hα emitters in the EW – $L_R$ plane with each source color-coded by their Hα luminosity. The top axis shows the corresponding stellar mass for each $L_R$ magnitude limit (Hα flux limit). Although we note that this does not take into account the scatter of the M/LR ratio and should be treated as a rough estimate of the stellar mass. A correlation between EW and continuum luminosity is present although we can see how it is shaped at the faint end by the $5\sigma$ NB magnitude limit (Hα flux limit). On the other hand, we also see high EW emitters are more present at fainter continuum and lower stellar mass. Only 8/92 Hα emitters with continuum luminosity $> 10^{38.5}$ erg s$^{-1}$ Å$^{-1}$ ($> 10^{10}$ M$_\odot$) have an EW $> 100$ Å with a maximum EW $> 200$ Å compared to...
Figure 7. The EW distributions subdivided in rest-frame $R$-band luminosity bins. The color and axis labeling is the same as defined in Figure 4. The top two panels are the faintest continuum bins and are also the two subsamples that show evidence for incompleteness at lower EWs when comparing the intrinsic distribution to the observations. This is due to the nonuniform EW cut arising from the narrowband selection limit at $L_R < 10^{38.10}$ erg s$^{-1}$ Å$^{-1}$. The direct exponential fit overestimates the width of the distribution as it tries to capture the incompleteness at lower EWs, while the mock simulations trace the incompleteness, especially the turnover in the the faintest bin (top left panel) at EW $< 200$ Å. The comparison between the mock simulation and its associated intrinsic distribution highlights the affect selection can have on measuring the shape of EW distributions. The bottom right panel shows the intrinsic EW probability distribution, with the normalization rescaled to $10^5$, where faint continuum, low-mass emitters are $\sim 320$ times more likely to have EW $< 200$ Å compared to bright continuum, high-mass emitters.

Previous EW studies have focused on measuring the typical EW for a given stellar mass bin (e.g., Fumagalli et al. 2012; Sobral et al. 2014; Khostovan et al. 2016; Reddy et al. 2018), however each measurement would, in principle, be affected by selection limits. For example, a narrowband survey may measure mean/median EWs that are elevated due to the uniform EW selection limit. Surveys with constant/varying line flux limits would also have elevated typical EWs at lower stellar masses due to missing low EW systems in increasing numbers with decreasing continuum luminosity/stellar mass. We can see evidence of this in Figure 6. For example, the median EW at $L_R \sim 10^{37.0–37.5}$ erg s$^{-1}$ Å$^{-1}$ is $339.5 \pm 186.3$ Å compared to $98.5 \pm 69.8$ Å at $L_R \sim 10^{37.5–38.1}$ erg s$^{-1}$ Å$^{-1}$, although the faint continuum bin is skewed to higher EW given that H$\alpha$ emitters with EW $< 200$–500 Å are missing due to the line flux (5$\sigma$ NB magnitude) selection limit. On the bright...
Figure 8. The $W_0$ – stellar mass correlation. The selection-biased correlation is shown in green and is based on directly fitting an exponential distribution to the EW distributions. The mocks are shown in red and take into account selection effects such that the measurements represent the intrinsic $W_0$ and how it scales with stellar mass. The two methods show similar $W_0$ at $L_R > 10^{38.5}$, although this is expected since the selection limits within this continuum range is the common rest-frame EW limit of 35 Å. The disagreement between the two methods at fainter continuum are due to selection effects caused by the NB magnitude limit causing an increasing EW cut with decreasing continuum luminosity.

continuum end, the median EW asymptotes given the lack of high EW sources with increasing $L_R$ and stellar mass and is shaped by the uniform 35 Å EW selection limit. It is important then to address to what extent the EW – stellar mass correlation is shaped by selection biases. Furthermore, it also raises the question of how representative high EW emitters are of the typical population of Hα emitters at low stellar mass/faint continuum luminosities.

To address this issue, we subdivide our sample in bins of rest-frame R-band luminosity as highlighted in Table 1 where we split the sample based on the intersection of the EW and NB limits at $\sim 10^{38.1}$ erg s$^{-1}$ Å$^{-1}$. The EW distributions of each subsample is shown in Figure 7, where we show the results of our simulations in the case of an intrinsic exponential distribution (solid green line) and an intrinsic normal distribution (dashed light green line) with the best-fit selection biased mock sample distribution shown as a dotted red and dashed dotted light red line, respectively. A direct exponential fit is also shown as a dashed purple line where we fit Equation 1 directly to the observations.

We find that both the normal and exponential distributions strongly agree with the observations up to $\sim 300$ Å for our $L_R \sim 10^{37.0-37.7}$ erg s$^{-1}$ Å$^{-1}$ bin and $\sim 100$ Å for our $L_R \sim 10^{38.9-39.7}$ erg s$^{-1}$ Å$^{-1}$ bin. However, the normal distribution fails to represent the observations at higher EWs, while the exponential profile does well up to $\sim 600$ Å and $\sim 200$ Å for the same bins, respectively. Table 1 shows the reduced $\chi^2$ for both the exponential and the normal distributions. For every $L_R$ subsample, we find that the exponential distribution shows a lower $\chi^2$ in comparison to the normal distribution. We conclude that an exponential distribution best represents the LAGER observations and we, therefore, resort the rest of our analysis to the mock samples created using an assumed intrinsic exponential EW distribution.

The top panel of Figure 7 corresponds to our two faintest continuum luminosity bins and shows the incompleteness introduced by the NB magnitude limit. The LAGER EW distribution shows a complete turnover around 200 Å at $L_R \sim 10^{37.0-37.7}$ erg s$^{-1}$ Å$^{-1}$ and at $\sim 100$ Å for our $10^{37.7-38.1}$ erg s$^{-1}$ Å$^{-1}$ sample. Directly fitting an exponential model to the observations without placing any constraints on the range of EWs used in the fit results in a distribution that is skewed towards higher EWs while trying to capture the flatter distribution towards low EW. On the other hand, our mock simulations nicely show the turnover in the faintest $L_R$ bin although it underestimates the number of Hα emitters for the lowest EW bin in our $L_R \sim 10^{37.7-38.1}$ erg s$^{-1}$ Å$^{-1}$ sample. The intrinsic distributions that are overlaid in Figure 7 show how the NB limit causes the lack of low EW sources with increasing degree towards lower EWs. In our $L_R$ $\sim 10^{37.0-37.7}$ erg s$^{-1}$ Å$^{-1}$ sample, we find that the observations are complete for selection down to $\sim 400$ Å and as we go towards lower EWs the separation between the intrinsic and mock distributions increases due to the LAGER selection limit. The significant difference between the direct exponential fit and intrinsic EW distribution highlights the importance of taking selection into account when investigating EW properties of star-forming galaxies.

The two brightest continuum luminosity samples are shown in the bottom panel of Figure 7. We find no difference between the direct exponential fit and mock simulations for the two bins, although this is expected as the selection limit affecting the $> 10^{38.1}$ erg s$^{-1}$ Å$^{-1}$ Hα emitters is the common EW cut. This is similar to what we saw for every one of the Hα luminosity subsamples in §4.1.

Figure 8 shows the best-fit $W_0$ for each of our $L_R$ samples with the stellar mass shown corresponding to our $M/\mathcal{L}_R$ defined in Equation 4. We find that the selection-biased and mock simulations have consistent $W_0$ for our $L_R > 10^{38.1}$ erg s$^{-1}$ Å$^{-1}$ sample, which is expected given that the EW limit is the dominant selection effect and is uniform within the EW – $L_R$ plane. At $L_R < 10^{38.1}$ erg s$^{-1}$ Å$^{-1}$, we find a significant difference between the two approaches where the selection biased $W_0$ for our faintest bin is $111.30 \pm 13.56$ Å in comparison to the mock simulations $W_0$ of $65.44^{+13.16}_{-9.28}$ Å. As discussed above, the source of this discrepancy is the 5σ NB magnitude selection limit which causes the lack of low EW with decreasing $L_R$ and stellar mass as seen by the turnover in the top left panel of Figure 7. The direct exponential fit (selection-biased $W_0$) compensates for this turnover by increasing the best-fit $W_0$ which causes for a wider EW distribution (higher $W_0$). Our mock simulations take selection biases into account and favors an intrinsic $W_0$ lower than what would be measured if one simply fits an exponential profile to the observations.

Figure 8 shows a strong correlation between $W_0$ and $L_R$ (stellar mass) where $W_0$ increases with decreasing continuum luminosity. The best-fit power law measurements are high-
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lighted in Table 2 and shown in Figure 8 where we find that $W_0 \sim L_R^{-0.24+0.05}$ and $-L_R^{-0.35+0.05}$ for the case where selection effect corrections are taken into account and when they are ignored, respectively. The steeper slope for the case where we ignore selection effect corrections is a result of the increasing EW limit at $L_R < 10^{58.1}$ erg s$^{-1}$ Å$^{-1}$ causing an overestimation of the underlying $W_0$. Convolving the $M/L_R$ ratio of Equation 4, we find a $W_0$ – stellar mass correlation with $W_0 \sim M^{-0.16+0.03}$ and $-M^{-0.25+0.04}$ when correcting for selection effects and ignoring such corrections, respectively. The two cases are statistically different and highlights how selection biases are enhancing the EW – stellar mass correlation. Taking selection corrections into account with our approach results in a weaker correlation but $\sim 5\sigma$ significance from a null correlation.

Our selection-biased slope of $-0.25+0.04$ is in perfect agreement to the EW–$M^{-0.25}$ correlation that Sobral et al. (2014) found for the HiZELS H$\alpha$ narrowband samples at $z = 0.4$, 0.84, 1.47, and 2.23 (the four NB slices; each $\Delta z = 0.01$–0.02). Given that HiZELS is also a narrowband survey, it also has similar selection limits such that a non-uniform EW limit is present towards lower stellar masses. Correcting for selection effects with the HiZELS sample following our approach may also result in a similar intrinsic EW – stellar mass correlation that we find here with the LAGER sample. Reddy et al. (2018) used the spectroscopic MOSDEF sample and found slopes of $-0.378 \pm 0.004$ and $-0.286 \pm 0.003$ at $z = 1.5$ and $z \sim 2.3$, respectively, similar to HiZELS and our selection-biased measurement (assuming no redshift evolution in the $W_0$–stellar mass slope). Although the selection function is quite different from our narrowband LAGER sample, Reddy et al. (2018) shows that their samples are line luminosity complete down to their mass-complete threshold of $10^{9.0}$ $M_\odot$ by doubling their nominal emission line flux threshold and re-assessing their EW – stellar mass correlation where they find $a \approx 0.1$ dex change in the normalization. This may suggest that the slope could have a redshift evolution from $z = 0.47$ (LAGER) to $z \sim 1.5$ (MOSDEF). Lastly, Fumagalli et al. (2012) used 3D–HST grism data and found an EW – stellar mass trend consistent with a slope of $\sim -0.50$ and $-0.35$ at $z \sim 0.9$ and 1.2, respectively. Using archival VVDS data, Fumagalli et al. (2012) also found a slope of $\sim -0.47$ at $z \sim 0.3$, steeper than the slope we find for our selection-biased case. They note that their 3D–HST and VVDS samples are mass-complete down to $10^{10.0}$ $M_\odot$ and $10^{9.5}$ $M_\odot$, respectively, however do not mention if they are line luminosity complete which can impact their EW completeness. It is then evident that if we are to compare the EW – stellar mass correlation between samples and also at various redshifts to investigate possible redshift evolutions, then we must carefully take selection limits into account and apply the necessary corrections.

The intrinsic EW distributions shown in the bottom right panel of Figure 7 also signify how faint-continuum, low-mass H$\alpha$ emitters tend to have more high EW emitters compared to high-mass H$\alpha$ emitters, where we find H$\alpha$ emitters are $\sim 320$ more probable to have rest-frame EW $> 200$Å compared to high-mass H$\alpha$ emitters. This also is seen in Figure 6 where we find a factor of $\sim 3$ change in $W_0$ from low- to high-mass. In comparison, faint H$\alpha$ emitters are $\sim 30$ times as likely to have rest-frame EW $> 200$Å compared to bright H$\alpha$ emitters with a factor of $\sim 2$ change in $W_0$ from faint to bright H$\alpha$ luminosity.
require that it can reproduce the $H_\alpha$ correlation with stellar mass or $L$ luminosity. As observed to be the primary trend, it is primarily dependent on a specific property ($H_\alpha$ luminosity or stellar mass), while the secondary correlation is shaped by the primary correlation via the $H_\alpha$ luminosity correlation does not reproduce all three main statistical distributions of galaxies. In the case of ignoring selection corrections, we found EW $\propto L_{H_\alpha}^{0.22} (\text{Intrinsic})$ and EW $\propto L_{H_\alpha}^{0.25} (\text{Biased})$. For the approach defined in Approach 1 (LF + EW scaling with stellar mass), we seek to reproduce the $L_{H_\alpha}$ luminosity function of Khostovan et al. (2020) while the selection-biased correlation (green) increasingly underestimates the bright-end with increasing $L_{H_\alpha}$. This highlights the importance of correcting for selection effects in EW distribution measurements and also provides strong evidence that the $W_0$ and stellar mass correlation is physical as it can reproduce all three main statistical distributions of galaxies.

This highlights how EW strongly depends on strong stellar mass compared to $H_\alpha$ luminosity.

### 4.3 Which is it? Stellar Mass or $H_\alpha$ Luminosity

In §4.1 and 4.2, we investigated how EW correlates with $H_\alpha$ and continuum luminosity (stellar mass), respectively. In the case of ignoring selection corrections, we found EW scales as $L_{H_\alpha}^{-0.23\pm0.05}$ and $L_{R}^{0.36\pm0.06} (M^{-0.25\pm0.04})$. For the case where we model the intrinsic distributions and fit to the observations by correcting for selection effects, we find EW scales as $L_{H_\alpha}^{-0.22\pm0.05}$ and $L_{R}^{0.24\pm0.05} (M^{-0.16\pm0.03})$. The results of §4.1 and 4.2 show that $H_\alpha$ luminosity and stellar mass are correlated with EW. However, $H_\alpha$ luminosity (instantaneous SFR) and stellar mass are also observed to be correlated as the SFR – stellar mass correlation that has been extensively covered in the literature (e.g., Whitaker et al. 2012; Speagle et al. 2014). The question that arises is does EW depend more on $H_\alpha$ luminosity or stellar mass? Is the correlation with stellar mass or $L_{H_\alpha}$ influenced/shaped by the other?

To address this issue, we argue that for a correlation to be considered as the dominant/independent correlation would require that it can reproduce the $H_\alpha$ luminosity function, stellar mass function, and EW distribution. The color-coding of Figure 3 shows there lies a range of continuum luminosities (stellar mass) at a given $H_\alpha$ luminosity. This suggests that at each point within the $W_0 - H_\alpha$ luminosity correlation also lies the correlation between $W_0$ and stellar mass if the EW – $H_\alpha$ luminosity correlation can then reproduce the $H_\alpha$ LF, SMF, and EW distribution while the EW – stellar mass correlation can not, then that would be evidence the latter is a shaped by the former, which is then the dominant/independent correlation.

In each approach described in §3.3.1 and 3.3.2, we assume one of the following statistical distributions (LF or SMF) and use observations to constrain the intrinsic EW distribution, as shown in §4.1 and 4.2. We now test the correlations found in the respective sections and see if we can reproduce the third statistical distribution. In the case of Approach 1 (LF + EW scaling with $H_\alpha$ luminosity), we seek to reproduce the SMF while in Approach 2 (SMF + EW scaling with stellar mass), we seek to reproduce the $H_\alpha$ LF. If only one approach reproduces the third property, then it would suggest that the EW is primarily dependent on a specific property ($H_\alpha$ luminosity or stellar mass), while the secondary correlation is shaped by the primary correlation via the $H_\alpha$ luminosity (SFR) – stellar mass correlation. It would also provide evidence that such an EW scaling is physical (driven by physical processes and is the primary trend) and is representative of a complete population of star-forming galaxies.

Figure 9. The stellar mass function of the mock samples in comparison to the $z = 0.4$ $H_\alpha$ measurement of Sobral et al. (2014). The mock samples assume the power law paramaterization used to fit the $W_0 - L_{H_\alpha}$ correlation with the selection-biased case shown in red and the intrinsic case shown in green and are generated using the approach define in §3.3.1. Given that the selection limits are uniform in the EW – $L_{H_\alpha}$ plane, we find no significant difference between the stellar mass functions of both cases. In comparison to the Sobral et al. (2014) SMF, we find both cases underestimate the number densities at $10^{10.0} < M < 10^{11.5} M_\odot$ and are within $1\sigma$ agreement at lower stellar masses. This would suggest that the $W_0 - H_\alpha$ luminosity correlation does not reproduce all three main statistical distributions and, therefore, can be the byproduct of the $W_0$ – stellar mass correlation.

Figure 10. The comparison between the luminosity functions of our mock samples and Khostovan et al. (2020). The mock samples were generated using our best-fit $W_0$ – stellar mass model following the approach define in §3.3.2. The intrinsic, selection-effect corrected correlation (red) between $W_0$ and stellar mass shows a nearly perfect agreement with the observed $H_\alpha$ luminosity function of Khostovan et al. (2020) while the selection-biased correlation (green) increasingly underestimates the bright-end with increasing $L_{H_\alpha}$. This highlights the importance of correcting for selection effects in EW distribution measurements and also provides strong evidence that the $W_0$ and stellar mass correlation is physical as it can reproduce all three main statistical distributions of galaxies.
Figure 9 shows the SMF using the mock sample generated from Approach 1 ([3, 3.1]) where we populate the sample using the \( z = 0.47 \) H\( \alpha \) LF (Khostovan et al. 2020) and the \( W_0 - \) H\( \alpha \) luminosity correlations shown in Table 2 and Figures 5 to assign EWs. Using the combined information of EW and H\( \alpha \) luminosity, we determine the continuum luminosity and stellar mass for each source where the latter is determined using Equation 4. We find no significant difference between the predicted SMFs when using the intrinsic and selection-biased \( W_0 - L_{\text{H}\alpha} \) correlations, which is expected given that the two are similar to one another.

We compare our predicted SMFs to the \( z = 0.40 \) Sobral et al. (2014) H\( \alpha \) SMF and find that we are within 1\( \sigma \) agreement at lower stellar masses up to \( \sim 10^{10.0} M_\odot \). At higher stellar masses, we find our predicted SMFs underpredict the number densities until \( \sim 10^{11.8} M_\odot \). Given that the characteristic stellar mass of the Sobral et al. (2014) SMF is \( M^* = 10^{11.67\pm0.54} M_\odot \), we see the number densities drop significantly while our predicted SMFs show a shallower decrease and are more consistent with \( M^* \) at \( \sim 10^{11.8} M_\odot \). We also find our predicted SMF to have a steeper faint-end slope of \( \alpha \sim -1.76 \) in comparison to the \(-1.37\pm0.02\) measured by Sobral et al. (2014). Relying on the EW – \( L_{\text{H}\alpha} \) correlation seems then to overpredict the number of \( > 10^{11.5} M_\odot \) emitters, while underpredicting the number of \( 10^{9.0-11.5} M_\odot \) emitters. Although the correlation reproduces the H\( \alpha \) luminosity function and EW distributions, we find that it cannot reproduce the H\( \alpha \) stellar mass function.

We next test if we can reproduce the H\( \alpha \) LFs by using our mock samples from Approach 2, where we randomly sample from Approach 1 ([3, 3.1]) where we populate the sample using the \( z = 0.47 \) H\( \alpha \) LF shown in red and the selection-biased \( W_0 \sim M^{-0.25} \) shown in green. We compare our predicted LFs to the \( z = 0.47 \) Khostovan et al. (2020) LAGER H\( \alpha \) LF shown in blue where the characteristic number density and H\( \alpha \) luminosity are \( \phi^* = 10^{-3.16\pm0.09} \text{Mpc}^{-3}, L^* = 10^{41.72\pm0.09} \text{erg s}^{-1} \), respectively, with a fixed faint-end slope \( \alpha = -1.75 \).

The selection-biased correlation fails to reproduce the bright-end where number densities become increasingly underestimated with increasing H\( \alpha \) luminosity where the predicted LF is consistent with an \( L^* \sim 41.35 \), which is 0.37 dex lower than the observed H\( \alpha \) LF. There is some agreement at \( L_{\text{H}\alpha} < 10^{41.0} \text{erg s}^{-1} \) however, the number densities become significantly overpredicted at \( L_{\text{H}\alpha} < 10^{40.5} \text{erg s}^{-1} \) signifying a steeper faint-end slope \( (\alpha \sim -1.88) \) in comparison to the observed LF.

We find the predicted LF using the intrinsic \( W_0 \sim M^{-0.16} \) correlation provides a near perfect match to the observed LF. The bright-end is slightly below the observations and is consistent with an \( L^* \sim 10^{41.62} \text{erg s}^{-1} \) (0.10 dex lower than the LAGER LF) and a faint-end slope of \( \alpha = -1.75 \) consistent with the observed LF. However, the predicted LF is within 1\( \sigma \) agreement for all H\( \alpha \) luminosities probed. This raises three key points. First, the intrinsic correlation is able to reproduce the EW distribution (SF history), stellar mass function (integrated SF history), and luminosity function (instantaneous SF). Since all three trace physical processes associated with star-formation activity, it suggests that the \( W_0 \sim M^{-0.16} \) correlation is also shaped by the same physical processes as well.

Secondly, given that the selection-biased correlation failed to reproduce the H\( \alpha \) LF, it also shows the importance of taking selection biases into account when investigating the EW properties of star-forming galaxies. Lastly, this also shows that EW seems to primarily depend on stellar mass as it can reproduce all three statistical distributions, while the correlation with H\( \alpha \) luminosity could be a result of the EW – stellar mass trend given that H\( \alpha \) luminosity (SFR) and stellar mass are also correlated (e.g., SFR – stellar mass correlation, ‘main sequence’).

4.4 Are low-mass galaxies more bursty?

Studies of low-mass galaxies suggest they tend to be systems undergoing periods of bursty star formation activity in comparison to high-mass galaxies (e.g., Glazebrook et al. 1999; Iglesias-Páramo et al. 2004; Lee et al. 2011a; Weisz et al. 2012; Domínguez et al. 2015; Guo et al. 2016; Broussard et al. 2019; Emami et al. 2019). The typical observational proxy for burstiness used in such studies is the \( L_{\text{H}\alpha}/L_{\text{UV}} \) ratio, where H\( \alpha \) traces the instantaneous star formation activity (timescales of 5 – 10 Myr; \( O- \) and \( B- \) type stars) and the UV continuum traces a longer timescale of activity (\sim 100 Myr; \( O- \), \( B- \), and \( A- \) type stars; e.g., Kennicutt 1988). One major caveat to \( L_{\text{H}\alpha}/L_{\text{UV}} \) measurements is the assumptions made for dust corrections, which greatly affects the UV continuum (e.g., Kewley et al. 2002; Lee et al. 2009; Faisst et al. 2011).

Here we use H\( \alpha \) EW as an observational proxy for burstiness, which has a few advantages in comparison to using the \( L_{\text{H}\alpha}/L_{\text{UV}} \) ratio. One advantage is that no dust corrections...
are required in the case that $E(B-V)_{\text{nebular}} \sim E(B-V)_{\text{stellar}}$ (e.g., Erb et al. 2006; Reddy et al. 2015; Puglisi et al. 2016). Also, the Hα EW uses rest-frame $L_R$, which is redwards of the 4000Å break. This makes the continuum measurement used in the Hα EWs even more sensitive to larger timescales of star-formation as rest-frame $R$ also traces older stellar populations. This would make the Hα EW even more sensitive to periods of bursty star formation activity in respect to traditional measurements.

Figures 4 and 7 show that we can strongly constrain the EW distributions using exponential models up to an upper EW limit, which is between 200 – 600Å depending on the subsample used. Beyond this limit, we find high EW outliers that can be potentially systems undergoing a period of burstiness. Figure 7 shows our brightest continuum sample ($\log_{10} L_R = 10^{38.9-39.7}$ erg s$^{-1}$ Å$^{-1}$ corresponding to stellar masses of $10^{9.0-10.25}$ M$_\odot$) having only two outliers above 200Å, while the faintest sample ($\log_{10} L_R = 10^{37.0-37.7}$ erg s$^{-1}$ Å$^{-1}$ corresponding to stellar masses of $10^{6.1-7.2}$ M$_\odot$) has 8 outliers with EW > 600Å, with 3 sources having EW > 1000Å. This would suggest that there are more high EW sources at lower stellar masses, although selection biases behave differently in each continuum bin, as discussed in §4.2, such that it could potentially drive the results. Therefore, are low-mass galaxies really exhibiting evidence for bursty star formation activity in comparison to high-mass systems? Given that we have constrained the intrinsic EW distributions using our mock simulations, we can estimate the total number of Hα emitters we expect for the whole sample, which can then be used to calculate the intrinsic fraction of Hα emitters at a given limiting EW threshold.

Figure 11 shows the fraction of Hα emitters above a limiting EW threshold for each continuum luminosity subsample. We calculate the fraction as being the number of observed Hα emitters above a given EW threshold divided by the total number of Hα emitters defined by the intrinsic EW distribution above 35Å (LAGER selection cut; Khostovan et al. 2020). The level of incompleteness in the observed samples can be seen for the faintest two $L_R$ samples. Our faintest bin, shown in red, reaches about 6 percent by ~ 150Å and the second faintest bin, shown in orange, reaches about 50 percent by ~ 45Å. These are the two $L_R$ bins that suffer from the 5σ NB magnitude limit causing a non-uniform EW cut as shown in Figure 6.

We find the selection-corrected distributions are shifted towards higher EW with decreasing continuum/stellar mass. Our brightest continuum sample has 1 percent of the sample at rest-frame EW ≥ 175Å while our faintest continuum sample has the same fraction of sources with rest-frame EW ≥ 500Å. The continuum samples in between show a progression towards higher EWs for the same 1 fraction with decreasing continuum. Interpreting these results in the scope of stellar mass, we see that > $10^{8.5-9}$ M$_\odot$ Hα emitters have fewer high EW systems compared to < $10^{8.5}$ M$_\odot$ emitters. In the scope of burstiness traced by EW, this shows evidence that low-mass, faint continuum Hα emitters have higher outliers on sSFR indicative of systems undergoing episodic star-formation activity in comparison to high mass, bright continuum Hα emitters.

Our results are in agreement with local measurements of burstiness done by Emanai et al. (2019), which investigated the star formation histories of dwarf galaxies using both the Hα/UV ratio (timescale) and $\Delta \log_{10} L_{\text{H}_\alpha}$ (amplitude), with the latter being Hα luminosity (SFR) offset from the main sequence per associated stellar mass. They concluded that < $10^8$ M$_\odot$ galaxies experience intense levels of burstiness that rapidly occurs on timescales < 30 Myr, while > $10^8$ M$_\odot$ galaxies experience slower (> 300 Myr) and shallower burst amplitudes. Indeed, we find increasing fractions of outliers starting with our $10^{38.10-38.50}$ erg s$^{-1}$ Å$^{-1}$ sample, which corresponds to stellar masses of ~ $10^{8.5}$ M$_\odot$. At < $10^{38.1}$ erg s$^{-1}$ Å$^{-1}$ (< $10^8$ M$_\odot$), we find an increasing fraction of high EW outliers consistent with where Emami et al. (2019) is also finding evidence for intense, episodic star formation activity. We note that the possibility of IMF variations in some sources could also contribute to high Hα EW outliers (e.g., Ho\textit{verst}en & Glazebrook 2008; Meurer et al. 2009; Nanayakkara et al. 2017). Furthermore, comparing Hα to continuum fluxes (e.g., Hα/UV ratio, Hα EW) as a tool for probing stochastic SFHs can be dependent on the presence of binary stellar populations although studies still find the scatter in Hα/UV ratios is attributed to bursty SF activity (e.g., Eldridge 2012; Sparre et al. 2017). Overall, our results suggest that $z = 0.47$ low-mass Hα emitters have higher fractions of high EW outliers and may be indicative of being intrinsically more bursty than high-mass emitters.

5 DISCUSSION

5.1 Ando Effect – Lack of massive, high EW galaxies

Early Lyα and LBG studies reported a lack of bright UV continuum, high EW emitters and an EW – UV continuum correlation (e.g., Ouchi et al. 2003; Shapley et al. 2003; Shimasaku et al. 2006), commonly referred to as the ‘Ando’ effect where Ando et al. (2006) found a correlation between Lyα EW and rest-frame 1400Å continuum for a spectroscopic sample of $z \sim 5-6$ LBGs and reported a deficiency of high Lyα EW, bright UV systems. Subsequent work on Lyα emitters and LBG samples at 0.2 < $z$ < 7 also find a lack of bright continuum, high EW Lyα emitters (e.g., Stanway et al. 2007; Deharveng et al. 2008; Ouchi et al. 2008; Vanzella et al. 2009; Stark et al. 2010; Kashlilawa et al. 2011; Zheng et al. 2014; Furusawa et al. 2016; Ota et al. 2017; Hashimoto et al. 2017; Santos et al. 2020). Ando et al. (2006) suggests the deficiency is due to star-formation activity occurring at earlier times in massive LBGs resulting in low Lyα EW/sSFR (e.g., older stellar populations) consistent with clustering studies where massive, bright continuum Lyα emitters and LBGs tend to reside in > $10^{12}$ M$_\odot$ dark matter halos (e.g., Kashikawa et al. 2006; Hildebrandt et al. 2009; Harikane et al. 2016, 2018; Khostovan et al. 2019). Similar high EW, bright continuum deficiencies are also reported for Hα, [OII], and [OIII] emission line galaxies (e.g., Fumagalli et al. 2012; Sobral et al. 2014; Khostovan et al. 2016; Reddy et al. 2018) with such systems found to reside in massive dark matter halos (e.g., Sobral et al. 2010; Cochrane et al. 2018; Khostovan et al. 2018).

However, Nilsson et al. (2009) showed how the ‘Ando’ effect could arise from Lyα flux limits (selection) and small survey volumes (sample variance) by simulating Lyα EW distributions constrained by observations of $z \sim 3$ Lyα emitters and LBGs. Zheng et al. (2014) simulated $z \sim 4.5$ Lyα emitters and found that the Lyα EW – UV continuum anti-correlation
could be artificially generated by Lya selection in narrowband surveys. Hashimoto et al. (2017) also finds that Lya flux limits shape the EW – UV continuum correlation while the upper bound in EW at bright UV is due to the rarity of sources.

Our results as shown in Figures 7 and 8 have taken into account selection effects, consist of a large sample of 1572 Hα emitters, and a wide $1.1 \times 10^5$ Mpc$^3$ survey that mitigates sample/cosmic variance effects. We confirm an intrinsic EW – continuum/stellar mass correlation where we find a deficiency of high EW, bright continuum emitters. Figure 8 shows a $\sim 5\sigma$ difference and a factor of $\sim 3$ change in $W_0$ between the lowest and highest stellar mass bin. We also find in Figure 11 that low-mass galaxies to have higher number of EW/sSFR outliers compared to high-mass galaxies, even when corrected for selection effects. Furthermore, our measured intrinsic, selection bias-corrected correlation of $W_0 \sim M^{-0.16\pm0.03}$ is at $\sim 5\sigma$ significance from a null correlation suggesting that an EW – continuum correlation is a physical property of Hα emitters and points towards a physical origin of the ‘Ando’ effect rather than a selection bias/sample variance origin. We therefore ask the question, how wide of a survey does one require in order to attain a population of massive, high EW Hα emitters?

We address this question by predicting the maximum Hα EW that is observable for a mock survey with a given comoving volume, a lower rest-frame EW threshold of 35Å, and an EW distribution that scales as $W_0 \propto M^{-0.16}$. We assume the $z = 0.4$ Sobral et al. (2014) SMF as the main galaxy distribution for our mock survey with comoving volumes varying between $10^{5}$–$7$ Mpc$^3$. For each survey, we calculate the total number of expected Hα emitters within the given comoving volume for a stellar mass range between $10^{6}$–$12$ M$_{\odot}$. We then determine the corresponding EW per each source by randomly drawing from an exponential EW distribution with $W_0 \propto M^{-0.16}$. The maximum EW at a given stellar mass is then measured and is defined as the highest EW for which one Hα emitter is observable given these assumptions. For each mock survey, we repeat these measurements 10,000 times to take into account the spread introduced by low number of galaxies, specifically in the smaller surveys ($< 10^5$ Mpc$^3$) and at the bright continuum, massive-end.

Figure 12 shows our maximum EW predictions as a function of continuum luminosity (stellar mass) and survey volumes. We note these predictions are only based on an exponential model that does not take into account high EW outliers that can have enhanced line emission in comparison to their continuum. Our predictions show that increasing the comoving volume of a given survey increases the range of EWs observed at all continuum luminosities and stellar masses. The maximum EW expected increases per increasing magnitude of comoving volume by $\sim 100$ – $200$Å at the faintest $L_{R}$ and by $\sim 20$ – $30$Å at the brightest $L_{R}$. We find that the number densities at $M > 10^{10.5}$ M$_{\odot}$ for volumes $10^4$ Mpc$^3$ are too small to simulate Hα emitters, highlighting the importance of large survey volumes. However, we find that increasing the comoving volume only marginally helps in observing higher EW sources at brighter $L_{R}$.

Our predictions suggest, given the assumption of an exponential EW distribution, a LAGER-like narrowband survey with a comoving volume of $10^6$ Mpc$^3$ should be able to observe at least one $> 10^{40}$M$_{\odot}$ Hα emitter with a rest-frame EW> $200$Å, while a $10^7$ Mpc$^3$ survey would observe around 4 Hα emitters. The complete 24 deg$^2$ LAGER is planned to cover $10^5$ Mpc$^3$ which would allow for the investigation of massive, high sSFR Hα emitters. Future space-missions, such as the Nancy Grace Roman Space Telescope, would also be capable of observing such rare, massive star-forming galaxies. Such sources may also be massive, dusty starbursts that reside in cluster-like environments (e.g., Koyama et al. 2013; Dannerbauer et al. 2014; Overzier 2016; Sobral et al. 2016; Shimakawa et al. 2018).

5.2 Implications on Main Sequence Measurements

The empirical correlation between star formation activity and stellar mass, commonly referred to as the ‘main sequence’ (MS), has been extensively studied with various samples over the past decade at low ($z \lesssim 1$; e.g., Brinchmann et al. 2004; Elbaz et al. 2007; Salim et al. 2007), intermediate ($z \sim 1$ - 3; e.g., Daddi et al. 2007; Noeske et al. 2007; Reddy et al. 2012), and high redshifts ($z \gtrsim 3$; e.g., Lee et al. 2011b; Bouwens et al. 2012; Steinhardt et al. 2014) and follows a simple power law up to $z \sim 5$ (e.g., Speagle et al. 2014). However, recent work find a steeper (shallower) slope at low (high) stellar masses (e.g., Whitaker et al. 2014; Schreiber et al. 2015; Tomczak et al. 2016), however uncertainties in dust corrections and
The LAGER Hα emitters show a linear correlation between SFR and stellar mass from high stellar masses down to $10^{8.5}$ $M_\odot$. At lower stellar masses, the observed Hα emitters are limited by the narrowband (Hα flux) limit which causes a sharp horizontal cut at $\sim 0.025$ $M_\odot$ yr$^{-1}$ (e.g., Malmquist Bias) and is highlighted in Figure 13 as a light red shaded region. For a given stellar mass below $<10^8$ $M_\odot$, the SFR ranges between the selection cut and $\sim 0.1$ $M_\odot$ yr$^{-1}$ with a few outliers at higher SFRs. If the linear correlation that is observed at higher stellar masses does continue with decreasing stellar mass, then the presence of Hα emitters with $<10^8$ $M_\odot$ above the selection limit suggests that the spread of the main sequence could be increasing. Other studies have found tentative evidence for an increase in the main sequence scatter with decreasing stellar mass (Salmon et al. 2015; Santini et al. 2017; Boogaard et al. 2018). This may be due to low mass galaxies being more susceptible to bursty star formation activity in comparison to high mass galaxies as we found in §4.4.

The mock simulations show a linear correlation that extends to all stellar masses shown in Figure 13. More importantly, it shows the extent of the main sequence at stellar masses $<10^{8.5}$ $M_\odot$ and SFR below the selection limit of $0.025$ $M_\odot$ yr$^{-1}$. The simulations highlight the incompleteness of typical narrowband surveys where an increasing fraction of sources are missing towards lower stellar masses, while still recovering the high SFR end of the distribution at these stellar masses. This has implications when fitting the main sequence.

Figure 13 shows the best-fit power law using the LAGER Hα emitters and the mock simulation with EW $> 35$ Å shown as a green and purple line, respectively. The LAGER main sequence fit is consistent with a slope of $\sim 0.45$, which is shallower to the $\sim 0.58$ that we find using our mock simulation. The shallower slope in the observations is directly due to the influence of the Hα luminosity cut. Since the incompleteness of observed Hα emitters increases with decreasing stellar mass, fitting a simple power law to the observations results in a shallower slope as it tries to capture the low mass, high SFR end of the intrinsic distribution at a given stellar mass. The mock simulation on the other hand shows a slope that is consistent with the LAGER sources above $10^{8.5}$ $M_\odot$. One could argue then that a simple stellar mass cut can be placed at a level where the narrowband selection causes incompleteness, but such a cut can be subjective and also limits the scope of a main sequence studies to the massive end and discards potential science that can be done with low-mass, dwarf-like systems.

Another selection bias that can affect main sequence studies, at least in the scope of narrowband surveys, is the EW cut which can also be thought of as a sSFR cut. Increasing the EW/sSFR limits would essentially increase the normalization. We see this behavior in Figure 13 where we show the MS given EW limits of $35$ Å, $70$ Å, and $105$ Å shown as solid purple, pink dashed, and orange dotted lines, respectively. As expected, the normalizations increase with increasing EW limits while the slope is marginally affected.

Figure 13 shows the importance selection effects can have on both the normalization and slope. These implications are not limited to only narrowband surveys, which have simple selection functions that can be easily modeled. Photometric and spectroscopic surveys can have even more complicated selection functions that can bias main sequence measurements.
however recent progress has been made to assess selection biases in such data sets and recalibrate measurements to uniform assumptions (e.g., Speagle et al. 2014). Our results have the important implication that to understand the main sequence, especially at lower stellar masses, requires careful assessments on selection biases and corrections.

5.3 Implications for Future Surveys

The next decade will see the introduction of several next-generation surveys, such as those with the Rubin Observatory (formerly LSST; Ivzić et al. 2019), JWST (Gardner et al. 2006), Euclid (Laureijs et al. 2011), and Nancy Grace Roman Space Telescope (NGRST; formerly WFIRST; Spergel et al. 2015), all of which will present us with large samples of star-forming galaxies at various cosmic epochs. Given the importance of such surveys, careful planning is necessary for survey design and an estimation of the scientific output. For example, gauging the number of sources expected in a blind survey would require information of the expected luminosity (stellar mass) function down to a given flux (stellar mass) limit, along with the comoving volume based on survey design.

Our results provide additional input on survey predictions/expectations, specifically for slitless spectroscopic surveys. Such surveys are limited by their resolving power, $R = \lambda/\Delta\lambda$, where $\Delta\lambda$ is the limiting wavelength width required to resolve two spectral features at a given wavelength, $\lambda$. Since the EW is defined as the amount of continuum wavelength coverage needed to match with the corresponding emission line flux, the spectroscopic resolution is linked to an effective EW threshold.

We showed in Figure 8 that $W_0$ decreases with increasing continuum luminosity, which could affect how slitless spectroscopic surveys can capture the bright (massive) end of a galaxy population. If we consider an HST/ACS G800L grism survey with a limiting resolution of 80Å for point-like sources (covers $5500-11000\,\AA$), then such a survey will be sensitive to $z = 0.47$ H$\alpha$ emitters (9640Å) with rest-frame EW $> 54$Å (assuming $EW \sim \Delta\lambda$; e.g., Xu et al. 2007; Pirzkal et al. 2018). In the scope of Figure 8, a such a survey would detect 50 percent and 30 percent of H$\alpha$ emitters with $L_R \sim 10^{38.3}$ erg s$^{-1}$ Å$^{-1}$ and $10^{39.9}$ erg s$^{-1}$ Å$^{-1}$, respectively, in comparison to a survey with limiting EW of 35Å (e.g., LAGER). This would suggest that information regarding the EW distribution is also crucial on top of luminosity/stellar mass functions when it comes to predicting expected source counts for future grism surveys, such as those planned with JWST, Euclid, and NGRST.

Furthermore, our maximum EW predictions in Figure 12 also highlight the importance of limiting line fluxes where we show the limitations in EW and continuum luminosity introduced by H$\alpha$ line flux limits. We stress the point that these maximum EW limits are based on the assumption that galaxies follow an exponential EW distribution. However, we saw in Figures 4 and 7 a number of high EW outliers that depart from an exponential distribution. Therefore, these predictions should be considered as the expected maximum EWs given the model parameters where we expect to have a single H$\alpha$ emitter in the underlying sample. We find that a survey with a line flux limit of $10^{-16.0}$ erg s$^{-1}$ cm$^{-2}$ and a volume coverage of $10^5$ Mpc$^3$ will be able to observe up to EW $\sim 250$Å, while decreasing the line flux limit to $10^{-16.5}$ erg s$^{-1}$ cm$^{-2}$ for the same volume coverage almost doubles the expected maximum EW limit and also pushes towards lower stellar masses by a dex. However, this does not rule out high EW outliers which can populate samples, especially at volumes larger than the LAGER survey ($\sim 10^5$ Mpc$^3$). Therefore, our predictions are solely based on galaxies following an exponential EW distribution and suggest to what EW limit can we expect an H$\alpha$ emitter depending on survey parameters.

Overall, this has implications for future survey design where we find an intricate balance between survey volume, line flux limits, and stellar mass limits can set the range of expected EWs that could be observed based on an exponential EW distribution. Given that the H$\alpha$ EW is also a tracer of star formation activity, the wider range of expected EWs would in turn mean a population of star-forming galaxies with a diverse variety of star formation histories that could be explored to understand the underlying physics. Our results then implies that careful planning that takes into account information regarding EW distributions can also be beneficial in designing future surveys of star-forming galaxies.

6 CONCLUSIONS

We have presented our new methodology of measuring the shape of EW distributions by modeling the intrinsic properties of emission-line galaxy samples, propagating selection effects, and then comparing to observations. The $z = 0.47$ H$\alpha$ EW distributions are measured using our technique and are observationally constrained using the large sample of 1572 H$\alpha$-selected emitters from the ~ 3 deg$^2$ LAGER survey coverage of the COSMOS field. Here we highlight the main points of this study:

(i) Selection limits within the EW – H$\alpha$ luminosity plane is uniform such that for any given H$\alpha$ luminosity, the range of EWs probed is the same. In the EW – $L_R$ (stellar mass) plane, a common EW cut is seen down to $L_R \sim 10^{38.1}$–$38.2$ erg s$^{-1}$ Å$^{-1}$ while the narrowband magnitude (line flux) limit dominates at fainter continuum. This causes a non-uniform EW cut that increases with decreasing continuum luminosity.
(ii) In terms of H$\alpha$ luminosity, the EW distributions are best represented by an exponential distribution up to ~ 300Å and ~ 150Å at $L_{H\alpha} \sim 10^{40.73}$–$40.03$ erg s$^{-1}$ and $10^{40.93}$–$41.43$ erg s$^{-1}$, respectively. We find that an exponential distribution also best represents the EW distributions in bins of continuum luminosity (stellar mass) up to ~ 600Å and 200Å at $L_R \sim 10^{37.0}$–$37.7$ erg s$^{-1}$ Å$^{-1}$ and $10^{38.9}$–$39.7$ erg s$^{-1}$ Å$^{-1}$, respectively.
(iii) We find selection limits to affect the shape of EW distributions when the samples are subdivided in continuum luminosity (stellar mass). At $L_R > 10^{38.1}$ erg s$^{-1}$ Å$^{-1}$, the modeled intrinsic EW distribution and the direct exponential fit show no clear difference which is due to the uniform EW cut of ~ 35Å. Incompleteness from selection limits start to affect the EW distributions at $\lesssim 100$Å and $\lesssim 400$Å at $L_R \sim 10^{37.7}$–$38.1$ erg s$^{-1}$ Å$^{-1}$ and $10^{37.0}$–$37.7$ erg s$^{-1}$ Å$^{-1}$, respectively.
(iv) We find an EW – H$\alpha$ luminosity correlation where $W_0 \sim$
L_{\text{Ha}}^{0.23\pm0.05} \text{ and } W_0 \sim L_{\text{Ha}}^{0.22\pm0.05} \text{ in the case of ignoring selection effect corrections and using our mock sample, respectively. The agreement between the two suggests that selection does not affect the EW – Hα correlation, although this is primarily due to the uniform selection cuts within the EW – L_{\text{Ha}} plane.}

(v) An intrinsic EW correlation of $W_0 \sim L_{\text{Ha}}^{0.24\pm0.05}$ ($M_{\text{EW}}^{0.16\pm0.03}$) is found. Not accounting for selection effects results in a steeper slope of $W_0 \sim L_{\text{Ha}}^{0.30\pm0.05}$ ($M_{\text{EW}}^{0.25\pm0.04}$). This highlights the importance and need of taking selection corrections into account when investigating correlations between EW and galaxy properties, such as stellar mass.

(vi) The predicted stellar mass function assuming an EW distribution scaled as $W_0 \sim (L_{\text{Ha}})^{0.22\pm0.05}$ does not agree with the $z = 0.4$ Hα stellar mass function of Sobral et al. (2014). Given that Hα luminosity and stellar mass are also correlated with one another, this could suggest that the EW – L_{\text{Ha}} correlation could be shaped by the trend with stellar mass.

(vii) The predicted Hα LF when assuming $W_0 \sim M_{\text{EW}}^{0.16\pm0.03}$ strongly agrees with the observed $z = 0.47$ Hα LAGER LF (Khostovan et al. 2020). Using the best-fit correlation in the case where selection corrections are ignored, we find the predicted Hα luminosity function is steeper and underestimates number densities for $L_{\text{Ha}} > 10^{40.6}$ erg s$^{-1}$ ($L > 0.08L^*$). The strong agreement between the predicted Hα LF, assuming $W_0 \sim M_{\text{EW}}^{0.16\pm0.03}$, and observation suggests that EW is primarily dependent on stellar mass. This also suggests the EW – stellar mass correlation is most likely driven by physical processes that also shape the Hα LF and SMF.

(viii) Correcting for incompleteness by assuming an intrinsic EW distribution scaled as $M_{\text{EW}}^{0.16\pm0.03}$, we find a higher fraction of high EW outliers at faint continuum luminosities. At the brightest continuum bin, 1 percent of sources have EW$\geq$ 175Å compared to $\geq$ 500Å for the faintest continuum bin. This suggests that faint continuum, low-mass Hα emitters will tend to be high sSFR outliers indicative of systems undergoing bursty star formation activity in respect to bright continuum, high-mass emitters.

(ix) The shape of the SFR – stellar mass correlation is also found to be dependent on selection where directly fitting the LAGER sources results in a shallower slope compared to using our intrinsic sample assuming $W_0 \sim M_{\text{EW}}^{0.16\pm0.03}$. We find varying the EW limit, which serves as a proxy for the specific SFR, causes an increase/decrease of the normalization. This highlights the importance of selection corrections to resolve contentions in the shape of the SFR ‘main sequence’.

Our results show that the correlation between EW, Hα luminosity, and stellar mass are not selection-effect driven, although the correlation with stellar mass seems to best represent $z = 0.47$ Hα emitters as it can reproduce all three major statistical properties of star-forming galaxies: LF, SMF, and EW distribution. Future investigation of what processes contribute to the shape of these correlations would be of great importance in understanding the underlying physics via observations and simulations. The results shown also are useful for survey planning of future EW-limited grism surveys such as those planned with NGIRST.
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