Virtual View Synthesis Based on Asymmetric Bidirectional DIBR for 3D Video and Free Viewpoint Video
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Abstract: Depth image-based rendering (DIBR) plays an important role in 3D video and free viewpoint video synthesis. However, artifacts might occur in the synthesized view due to viewpoint changes and stereo depth estimation errors. Holes are usually out-of-field regions and disocclusions, and filling them appropriately becomes a challenge. In this paper, a virtual view synthesis approach based on asymmetric bidirectional DIBR is proposed. A depth image preprocessing method is applied to detect and correct unreliable depth values around the foreground edges. For the primary view, all pixels are warped to the virtual view by the modified DIBR method. For the auxiliary view, only the selected regions are warped, which contain the contents that are not visible in the primary view. This approach reduces the computational cost and prevents irrelevant foreground pixels from being warped to the holes. During the merging process, a color correction approach is introduced to make the result appear more natural. In addition, a depth-guided inpainting method is proposed to handle the remaining holes in the merged image. Experimental results show that, compared with bidirectional DIBR, the proposed rendering method can reduce about 37% rendering time and achieve 97% hole reduction. In terms of visual quality and objective evaluation, our approach performs better than the previous methods.
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1. Introduction

In recent years, three-dimensional (3D) video has become one of the most popular multimedia types. It can provide audience with an immersive visual experience [1]. Free viewpoint video (FVV) is regarded as an upgraded version of 3D video, which enable the users to freely choose the viewpoint within a certain range [2]. Accordingly, the capture and transmission of FVV requires a large number of cameras and expensive bandwidth [3]. In [4], a realtime compression architecture for 4D performance capture is proposed to realize real-time transmission of 3D data sets while achieving comparable visual quality and bitrate. An encoder that leverages an implicit representation is introduced to represent the observed geometry, as well as its changes through time. On the decoder side, a variational optimization that compensates for quantization residuals is applied to avoid the typical artifacts of block-based coding. In practical applications, it is difficult to configure cameras for all views to achieve free switching of viewpoints [5]. In this case, one practical way is to transmit only one or several key viewpoints, and the images of other views are synthesized at the receiving end. As described in [6], a wavelet approach allows the researcher to have information not only on
frequencies but even on time. It can obtain all the frequencies which are present in a signal with a good resolution. Therefore, wavelet transform is helpful for 3D-image coding and compression, and improves the quality of data transmission. Pandey et al. [7] propose a virtual view synthesis method using a single Red-Green-Blue-Depth (RGBD) camera. It can generate novel renderings of the performer based on the past observations from multiple viewpoints and the current RGBD image from a fixed view. Lombardi et al. [8] present a modeling method for objects and scenes with a semi-transparent volume representation based on end-to-end learning from multi-view RGB images, and the virtual view can be synthesized based on the 3D model. However, these methods are implemented on the basis of machine learning or deep learning. Therefore, the collection of training data is very important and limits the applicable scenarios for view synthesis. For newly added scenes or insufficient training sets, the performance of algorithms based on machine learning will decrease. Depth image-based rendering (DIBR) is a reliable technique for view synthesis in these cases [9]. It introduces depth information into view synthesis and need not to reconstruct a 3D model. As shown in Figure 1, all pixels in the reference image are projected to the 3D world coordinate based on the depth value and camera parameters, forming a set of 3D point clouds. The resulting points are then reprojected into the target image plane based on the virtual camera parameters. This core process is called 3D warping.

![Figure 1. Illustration of the three-dimensional (3D) warping.](image)

In the 3D warping process, there would be some artifacts in the synthesized image, resulting in a reduction of visual quality. According to the causes and features, these artifacts can be divided into several types: ghosts, cracks, pixel overlap, and holes [10]. Ghosts are usually pixels on the foreground edges. In the depth acquisition process, they are given the background depth values, which makes the foreground edges in a depth image mismatched with that of the color image. Cracks are caused by rounding errors when warping 3D points to the target image. Due to the change of viewpoint in 3D warping, the occlusion relationship between objects in the scene has also changed, which is manifested in two forms. On the one hand, multiple pixels in the reference image may be projected into the same position in the virtual image, as shown in Figure 2. These pixels usually have different depth values, which means they are at different distances from the reference camera. Therefore, the proper approach should be introduced to maintain the correct occlusion relationship. On the other hand, background regions occluded by foreground objects might be exposed in the virtual view. Since no pixels are warped to these regions, large holes appear in the virtual image, called disocclusions [11]. Moreover, there is another type of hole known as the out-of-field region (OFR). This appears because the virtual view exceeds the capture range of reference view, resulting the region with no information on the edge of virtual image. Therefore, artifacts handling hole filling in particular are a key issue for view synthesis.
Generally, the hole-filling methods can be divided into two categories. The first is to preprocess the depth image by introducing a low-pass filter to reduce the hole size. The generation of disocclusion is related to the depth discontinuity between the foreground and the background. Large depth discontinuity usually causes a large disocclusion. Tam et al. [12] use a symmetric Gaussian filter to smooth the depth image, aiming to reduce the depth discontinuity on the foreground edge and remove isolated noise pixels. However, this method produces a rubber plate effect, which appears as an uneven enlargement of the object. An asymmetric Gaussian filter is proposed in [13] to overcome this problem and give stronger smoothness to depth discontinuity in a vertical direction. However, the regions that do not produce disocclusion are also smoothed, causing some distortion in the virtual image and reducing the visual quality of these regions. In this case, an edge-based smoothing filter is proposed to preprocess the foreground edge only [14]. Liu et al. [15] implement preprocessing in the transformed domain by applying a structure-aided filter. An adaptive filter can prevent the generation of hole or decrease hole size to some extent. The depth image-smoothing methods are suitable for small baseline configurations. They are hardly used in the large baseline situation. Moreover, OFRIs are not caused by depth discontinuities, so they would not be prevented by the smoothing process.

The other type of method is to fill the holes by using the texture correlation of surrounding pixels. Inpainting-based methods are effective solutions to fill the unknown regions, such as Criminisi’s exemplar-based inpainting algorithm [16]. In this method, the filling priority is first computed based on the texture distribution of surrounding valid pixels, and then the best matching patch in the source region is searched and copied to the hole region. It can produce plausible results without introducing blurring effects. However, for disocclusion filling, as the exposed regions belong to the background, they should be filled with background texture. Directly applying the Criminisi’s method would cause some foreground textures to be sampled to fill the holes, resulting in foreground blending. To overcome this drawback, some methods optimize the inpainting process by introducing the depth features. In [17], the depth term is added in priority computation to give the patch with lower depth variance a higher priority, and depth weight is considered when searching for the best matching patch. However, this method requires the known depth image of virtual view, which is unrealistic in practical applications. Ahn et al. [18] synthesizes the virtual depth image in 3D warping, thereby providing depth information for the subsequent inpainting process. But when the depth value of foreground edge is inaccurate, ghosts would affect the hole-filling quality. A depth-based gray-level distance matching cost computation method is proposed in [19], but some artifacts might be produced due to the depth errors. In order to prevent the interference of foreground texture, some foreground segmentation methods are proposed [20–22]. The quality of the synthesized image through these methods is strongly dependent on the accuracy of foreground segmentation. This is a
challenging task in some situations, such as the existence of multiple depth layers. Sometimes the seed points need to be manually identified.

In the case where more than one reference view is available, the hole filling would be easier than single-view rendering. Multiple views can cover a larger capture range, and the occluded regions in the primary view may be visible in the auxiliary view. Li et al. [23] verify that the hole size can be further reduced by using two or more auxiliary views. In [24], an improved multiview synthesis method is proposed. The virtual view is synthesized by rendering the two nearest views, and for disocclusion filling, the hole regions are filled by the information from all of the additional views. The whole synthesis process is conducted with triangles instead of single pixels. Color of the pixels inside the triangle is linearly interpolated based on the colors and positions of the respective vertices. This process can reduce the hole size, but for regions with rich textures, interpolation computations may cause a distortion of the structure and introduce blurring results. Correspondingly, warping all of the additional views increases the computational cost. In particular, as the number of auxiliary views increases, the area of hole that can be further filled by merging is greatly reduced. In addition, transmitting so much data requires higher bandwidth. Therefore, bidirectional rendering is still a common approach for view synthesis. For this method, some holes still remain after merging as they are not visible in both views. The holes caused by depth errors are also difficult to avoid. In [25], a modified Gaussian mixture model (GMM) method is proposed to build the background model, aiming to fill the remaining holes after weighted merging. This method cannot obtain the occluded background contents when the foreground objects are stationary. In [26], a horizontal background extrapolation method is applied to fill the holes. Although its computational complexity is low, pixel-based filling results lack realism, especially for complex backgrounds. Yao et al. [27] propose a depth-aided inpainting method to deal with the remaining holes. These bidirectional rendering methods perform the full 3D warping process for all the reference views. In fact, a large part of the regions is visible in both views. In [28], the virtual depth image is inpainted to search the hole regions in the auxiliary image, thus preventing the repeated warping of the common regions. But filling the holes in the depth image increases the computational complexity. The visual quality of a synthesized image depends on the accuracy of depth prediction.

In this paper, we propose an asymmetric bidirectional rendering method for virtual view synthesis. The main contributes are: (1) pixels around foreground edges are optimized in the primary depth image before 3D warping, which can correct the depth value of foreground edges and prevent the ghosts from appearing on disocclusion boundaries. (2) We combine forward and reverse 3D warping to explore the occlusion layer of the primary view in the auxiliary image. By contrast with the traditional method which warps the whole two images and blends them, our method only warps the primary image and the occlusion layer extracted from the auxiliary image. This process can reduce the computational cost a lot. During the merging process, color correction is applied to reduce the brightness difference between the two virtual images. (3) A depth-guided inpainting method is proposed to explore appropriate textures to fill the remaining holes. Compared with Criminisi’s inpainting method, we add the depth and background terms in the priority computation to identify and mask foreground edges. The search for the best matching patch is also updated to a computation that combines color and depth information in the surrounding region. The rest of this paper is organized as follows. A detailed description of the proposed approach is presented in Section 2. The experimental results and discussion are provided in Section 3. Finally, Section 4 concludes the paper and outlines future work.

2. Proposed Asymmetrical Bidirectional Rendering Approach

The flowchart of the proposed method is shown in Figure 3. Our framework mainly contains four parts: depth image preprocessing, asymmetric bidirectional rendering, color-correction-based merging, and depth-guided postprocessing. In the following, these approaches will be described in detail.
2.1. Depth-Image Preprocessing

In general, disocclusions arise because of depth discontinuity between the foreground and background objects. The higher depth discontinuity leads to a larger disocclusion. As the baseline increases, the disocclusion area would increase until the entire foreground object is projected onto the new background. Therefore, accurate depth value is important for the synthesized image quality. Affected by the device accuracy and the deficient stereo matching algorithm, the depth value of the foreground edge might be coarse. This means that the edge of foreground in the depth image is mismatched with that of the color image, causing ghosts to appear around the disocclusion, as shown in Figure 4b. The mixture of foreground and background pixels on the disocclusion boundary reduces the visual quality and interferes with the background texture propagation in hole filling. Therefore, a local depth-image preprocessing approach is proposed to correct the depth value of the foreground edge.

![Figure 3. Flowchart of the proposed method.](image)

![Figure 4. Results of depth image preprocessing: (a) processed depth image; (b) warped image without depth image preprocessing; and (c) warped image with processed depth image.](image)
\[ E_v = \begin{cases} 1, & d(x, y) - d(x, y + 1) > t \\ 0, & \text{otherwise} \end{cases} \]  

where \( d \) denotes the depth value; \( t \) represents the segmentation threshold and is set to 10 in the experiment. When the foreground edges that might produce ghosts are labeled, a one-dimensional template is used to process these pixels. For pixels in the template whose depth value is lower than the labeled pixel, its depth value is replaced by the labeled pixel’s depth value. This means that the edge of the foreground is extended to the background by a certain length. The size of template is set to \( 1 \times 5 \) as the ghosts are usually 1–2 pixels wide. The preprocessing result is shown in Figure 4c. It can be seen that most of the ghosts are removed and projected onto the corresponding foreground edges. In the case of large baseline, ghosts may appear on both sides of the disocclusion, so similar pre-processing is necessary for the left edge of foreground. Since this process only modifies the local depth values of the image, the blurring effect would not be produced in the synthesized image. However, large holes are not obviously reduced, and further processing is necessary.

### 2.2. Asymmetrical Bidirectional Rendering

In the traditional bidirectional DIBR, the left and right reference views are used as input of 3D warping to synthesize the target virtual view respectively. The two synthesized images are then merged to fill the holes. In fact, a large part of area in the virtual image is commonly visible in the left and right reference views. These regions are warped twice during the bidirectional DIBR and increase the computational complexity. As the purpose of bidirectional DIBR is to obtain the missing texture of the holes in single view rendering, we reduce the computational cost by only warping the regions that are useful for hole filling. Hence, an asymmetrical bidirectional rendering approach is proposed in this paper. Based on the hole edge information in the single view rendering result, we explore the helpful textures in the auxiliary image to fill the holes and ignore those regions that may be repeatedly warped.

Set the left reference view as the primary view and the right reference view as the auxiliary view. The primary image and its processed depth image are first warped to the virtual view through the modified 3D warping [29]. During the warping process, cracks are filled by surrounding valid pixels. The overlapping pixels are sorted according to the depth value and the one with the highest depth value is selected for display. In addition, ghosts are removed in the depth preprocessing. Therefore, holes become the main problem in the synthesized image. With the movement of the viewpoint, the occlusion relationship between objects in the auxiliary view will change further compared with that in the virtual view, as shown in Figure 5. In this case, the hole in the virtual image can be effectively reduced by extracting the corresponding regions in the auxiliary image and warping them to the virtual view. Since the depth value of the hole is unknown, in this paper, we combine the valid pixels on the edge of the hole to extract the region to be warped in the auxiliary image.

![Image](https://imageurl.com/image.png)

**Figure 5.** Extraction of the region for hole filling: (a) primary image; (b) original virtual image; and (c) extraction of the warping region in the auxiliary image.

The holes in the virtual image include disocclusions, OFRs, and other small holes caused by depth errors. The last type of holes usually appears inside the foreground or background objects and
is characterized by the area size and edge pixel distribution. In our experiment, the hole size threshold is set to 80, and most of the pixels on the edge of the hole belong to the same type (foreground or background). As satisfactory results for filling this type of hole can be obtained by using the inpainting method, only the edges of the disocclusions and OFRs in the virtual image are marked and processed. For OFRs, since they occur on the edges of the virtual image, only part of the valid pixels on the hole edges can be determined. In order to obtain the approximate depth value of the rest, we assume that these edge pixels have the same depth values as those of the primary image when no new foreground objects appear on the edges. In this case, the depth value of all the pixels around the OFR can be determined and ready for subsequent inverse 3D warping.

For disocclusions, as they appear inside the virtual image, the valid pixels on the hole edge can be obtained directly. As shown in Figures 4c and 5b, for the right-synthesized image, the right edge pixel of the disocclusion usually belongs to the background, while the left side may have both foreground and background pixels. For each row, it can be divided into two types: background–background (BG–BG) or foreground–background (FG–BG). For the former, since the background pixels around the foreground are always located at the same depth layer, the length of the disocclusion would be maintained in the auxiliary image. For the latter, as the pixels on both sides have different depth values, the distance between them will further increase in the auxiliary image, as shown in Figure 5c. So not all pixels inside the contour are helpful for hole filling. In the virtual image, the length of each disocclusion is recorded and the edge pixels of the disocclusion are classified based on the depth information. By applying the Laplacian operator to the primary depth image [30], the foreground edges of the disocclusion can be obtained and labeled as follows:

$$F(x, y) = \begin{cases} 1, & \text{if } (\Delta d)_w(x, y) < 0 \\ 0, & \text{if } (\Delta d)_w(x, y) > 0 \end{cases},$$

where $\Delta d$ denotes the Laplacian of the depth image and $(\Delta d)_w$ denotes the warped Laplacian image. $\partial \Omega_d$ represents the boundary of disocclusion. Based on the depth information, the edge pixels of the disocclusions and OFRs are back-warped into the auxiliary image, so the associated pixels can be located.

Based on the marked pixels through inverse 3D warping, the regions for hole filling are extracted in the auxiliary image, as shown in Figure 5c. For the disocclusion, starting from the right background edge, we extend to the left in the horizontal direction and mark the adjacent pixels as the selected pixels for warping. The length of the extension depends on the category of the left edge pixel. For BG–BG disocclusion, all the pixels between the left and right edges are selected. But for FG–BG disocclusion, the pixels of the hole length are selected for warping. As for the OFRs, since the edge pixels are located in the same depth layer, the selected pixels can be determined by extracting the pixels inside the contour. In this process, convex or concave hull extraction is optional. The result in Figure 6 shows that, for certain applications, the convex hull does not represent well the boundaries of a given set of points. The concept of alpha-shape is introduced as a solution to this problem, and other solutions, such as crust algorithms are also proposed. However, most of the proposed approaches address the reconstruction of surfaces from sets of points belonging to that surface and, therefore, are not optimized for the referred problem. Compared with the convex hull, the concave hull can better reflect the accurate shape of the contour and contain fewer selected pixels, thus reducing the computational cost. Hence, a concave hull extraction method based on K nearest neighbors [31] is applied in this paper to select the pixels for OFR filling. The K nearest neighbors extraction approach is able to deal with arbitrary sets of points by taking care of a few special cases. The “smoothness” of the computed hull can also be controlled by the user through the K parameter. Unlike the alpha-shape method, the modified K nearest neighbors approach can automatically adjust the value of K according to the distribution of the point set, instead of manually setting it based on the scene. In our experiment, the value of K starts from 3, and its value can be increased recursively in the extraction process until the given points are inside the computed polygon.
Figure 6. Comparison of circumscribed polygon extraction methods: (a) hole edge pixels; (b) result of convex hull; and (c) result of concave hull.

It is worth mentioning that most of the virtual views are synthesized through parallel rendering, that is, the virtual view is on the baseline formed by the primary and auxiliary views. In this way, the positional relationship between the left and right edges of the hole can be maintained in the auxiliary image, and almost all the OFRSs can find the corresponding content in the auxiliary image. If there is a rotation relationship between the virtual view and reference views, the positional relationship between the edge pixels is changed after inverse 3D warping, and the extension approach mentioned above is no longer appropriate. In this case, the concave hull method is used to extract the warping regions for all types of holes to ensure that all helpful pixels are selected. In addition, to accommodate some possible depth changes and remove ghosts, the background edge of the selected regions is extended outward by using a morphological operation. Once all the selected regions are extracted, the auxiliary virtual image can be synthesized by the modified 3D warping.

2.3. Color Correction-Based Merging

Unlike single view rendering, asymmetric bidirectional rendering uses the two reference images to synthesize the target virtual image. Considering that there may be differences in brightness and color between the two images, some color-correction methods are proposed [24,32]. In these methods, two whole images are warped to the virtual view, and the ratio image is created for each virtual image. For pixels which are projected from both views, the color value of them is computed by blending the colors of two corresponding pixels. Then the ratio of these pixels is computed and inserted in the ratio image. For pixels only warped from the left or right reference image, their ratio values are obtained by computing the locally averaged ratio of the adjacent pixels. Then the color correction is performed based on the ratio image. However, in our method, only the occlusion layer in the auxiliary view is warped to the virtual view, the color correction process mentioned above is no longer applicable. Therefore, a modified merging approach based on color correction is proposed in this section. Since the virtual view is located between the left and right reference views, it can be assumed that the color difference among them is gradual. In our method, color correction is performed on the two synthesized images first, and then the contents of the auxiliary virtual image are copied to holes in the primary virtual image.

The color-correction process is performed in the Lab color space because it has a wider color gamut and better perceived uniformity. First we convert the two virtual images from Red-Green-Blue (RGB) color space to Lab color space. Compute the average $L$, $a$, and $b$ of each image, as follows:

$$
\bar{L}_i = \frac{1}{\text{num}_i} \sum_{(x,y) \in \Omega} L_i(x,y), \quad \text{for} \ (x,y) \not\in \Omega, \tag{3}
$$

$$
\bar{a}_i = \frac{1}{\text{num}_i} \sum_{(x,y) \in \Omega} a_i(x,y), \quad \text{for} \ (x,y) \not\in \Omega, \tag{4}
$$
\[
\bar{b}_i = \frac{1}{\text{num}_i} \sum_{(x,y)} b_i(x,y), \text{for } (x,y) \notin \Omega_i,
\]
where \(i = p, a\) represents the primary and auxiliary virtual image respectively, and \(\text{num}_i\) denotes the number of valid pixels in the image. Then the overall mean of each channel is computed as:
\[
\overline{L} = \frac{L_p + L_a}{2}, \overline{a} = \frac{\overline{a}_p + \overline{a}_a}{2}, \overline{b} = \frac{\overline{b}_p + \overline{b}_a}{2},
\]
In the correction process, taking the \(L\) channel for example, the corrected result can be expressed as:
\[
L'_i(x,y) = \frac{\overline{L}}{L_i} L_i(x,y), \text{for } (x,y) \notin \Omega_i, i = p, a,
\]
For the \(a\) and \(b\) channels, the same computation is performed. The processed images are converted from \(Lab\) color space to \(RGB\) color space. After color correction, the contents in the auxiliary virtual image are used to fill the holes. The merging process can be expressed as follows:
\[
I(x,y) = \begin{cases} 
I_p(x,y), & I_p(x,y) \notin \Omega \\
I_a(x,y), & I_a(x,y) \in \Omega
\end{cases},
\]
where \(I_p(x,y)\) and \(I_a(x,y)\) are the corresponding pixels in the primary and auxiliary images, respectively, and \(I(x,y)\) represents the merging result. During the merging, in order to prevent the ghosts, the pixels on the background edge of the disocclusions are replaced with corresponding valid pixels in the auxiliary image, as:
\[
I(x,y) = I_a(x,y), \text{for } (x,y) \in \partial \Omega_i \& \& F(x,y) = 0,
\]
The local comparison results of direct merging and color correction-based merging are shown in Figure 7. Compared with direct merging, the proposed merging approach reduces the abrupt changes in brightness, and makes the texture transition more natural. The overall result is shown in Figure 8a. It can be seen that the proposed asymmetric bidirectional rendering can significantly reduce the holes in the virtual image. Note that even in the bidirectional rendering, there are still holes in the virtual image because some occluded regions are not visible in both reference views. In addition, the holes caused by depth errors are also waiting to be filled.

![Figure 7](image-url)

**Figure 7.** Magnified results of the direct merging and color correction-based merging: (a) direct merging; and (b) color correction-based merging.
2.4. Depth-Guided Postprocessing

This part is mainly to deal with the remaining holes after image merging. As mentioned in Section 1, Criminisi’s method [16] is not very suitable for filling these holes, because some foreground textures might be sampled to fill the disocclusions. For this task, a depth-guided inpainting method is proposed to fill the remaining holes. As the depth value can reflect that the object belongs to the foreground or background to some extent, depth information is introduced to guide the filling process.

Like Criminisi’s method [16], the depth-guided inpainting method includes three core steps: priority computation, patch matching, and priority update. The priority computation is performed on all the edge pixels of holes. For pixel \( p \) on the hole edge \( \partial \Omega \), \( \Psi_p \) denotes the square template centered at \( p \). The priority of pixel \( p \) is computed as follows:

\[
P(p) = [C(p) \cdot D(p) \cdot Z(p)]B(p) + \varepsilon, \tag{10}
\]

where \( C(p) \) and \( D(p) \) are the confidence term and data term as defined in [16]. \( Z(p) \) is depth term, which reflects the depth value of \( p \). \( B(p) \) is background term, which is used to identify foreground pixels on the disocclusion edges. The two newly introduced terms are defined as follows:

\[
Z(p) = d_{\max} - \frac{\sum_{q \in \Psi_p} d(q)}{|\Psi_p \cap \Phi|}, \tag{11}
\]

\[
B(p) = \begin{cases} 
0, & \text{for } p \in \partial \Omega \land \& F(p) = 1 \\
1, & \text{otherwise}
\end{cases} \tag{12}
\]

where \( \Phi \) denotes the source region. \( d_{\max} \) and \( d_{\min} \) are the highest and lowest non-zero depth values in the depth image. The depth term tends to give a higher priority to background pixels with lower depth value. The background term can prevent the disocclusion filling from starting from the foreground edge, even if the relevant pixels have higher confidence and texture complexity. In addition, in order to avoid the situation where the priority is equal to 0, a little parameter \( \varepsilon \) is added to Equation (10) and is set as 0.00001.

After all priorities on \( \partial \Omega \) are computed, the patch \( \Psi_p \) with the highest priority would be filled first. Considering that content with similar depth value is more suitable for filling holes in the patch, depth information is used to search for the best matching patch. The candidate patch with the smallest matching cost is represented as:

\[
\Psi_p = \arg \min_{\Psi_q \in L} \left[ \text{SSD}_{\text{color}}(\Psi_p, \Psi_q) + \text{SSD}_{\text{depth}}(\Psi_p, \Psi_q) \right], \tag{13}
\]
where $\Phi'$ is the search region, SSD is the sum of squared differences of the valid pixels in two patches. The content in $\Psi'$ is copied to the empty region in $\Psi$. After each iteration, the priority items are updated to accommodate the new valid information. The above steps are repeated until all remaining holes are filled. The filling result is shown in Figure 8b, which does not introduce the blurring effect.

3. Experimental Results and Discussion

In our experiments, the proposed method is run on a PC with Intel Core i5 (3.7 GHz) and 32 GB memory. Five public multiview video-plus-depth (MVD) sequences (“Ballet” and “Breakdancers” [33], “Dancer” [34], “Shark” [35], “Kendo” [36]) and six public still image-plus-depth sequences from the Middlebury Stereo Data Sets [37] are used to evaluate the performance of the proposed method. The parameters of the data sets are shown in Table 1. All camera parameters of the data sets are known, including internal and external parameters. For MVD sequences, the synthesized view is named after the tested sequence and projection information. For example, the image warped from view 4 and view 2 to view 3 of Ballet is named as BA3.

| Name       | Resolution | Primary View | Auxiliary View | Target View |
|------------|------------|--------------|----------------|-------------|
| Ballet     | 1024 × 768 | View4        | View2          | View3       |
| Ballet     | 1024 × 768 | View6        | View4          | View5       |
| Breakdancers | 1024 × 768 | View5        | View1          | View3       |
| Breakdancers | 1024 × 768 | View5        | View3          | View4       |
| Dancer     | 1920 × 1088 | View1        | View9          | View5       |
| Shark      | 1920 × 1088 | View1        | View9          | View5       |
| Kendo      | 1024 × 768 | View1        | View5          | View3       |
| Baby1      | 1240 × 1110 | View1        | View5          | View4       |
| Books      | 1390 × 1110 | View1        | View5          | View4       |
| Art        | 1390 × 1110 | View1        | View5          | View4       |
| Aloe       | 1282 × 1110 | View1        | View5          | View4       |
| Reindeer   | 1342 × 1110 | View1        | View5          | View4       |
| Lampshade1 | 1300 × 1110 | View1        | View5          | View4       |

3.1. Evaluation of Asymmetric Bidirectional Rendering

In order to evaluate the efficiency of the proposed asymmetric bidirectional rendering approach, we use single-view rendering (SVR), bidirectional rendering (BR), and asymmetric bidirectional rendering (ABR) to synthesize the target view. The SVR uses the primary view as the reference view. Table 2 shows the size of the holes in the virtual image, which is measured by counting the number of holes’ pixels. It can be seen that most of the holes can be filled with contents in the auxiliary image. Compared with the BR that completely warps two reference images, the proposed approach only warps the regions that are helpful for hole filling. Although the hole reduction by the proposed approach is generally less than the BR, the rendering efficiency can be significantly improved, and all the remaining holes would be filled in the postprocessing. For the Breakdancers sequence, the hole size in BR3 with a large baseline is larger than BR4. Due to the lower depth quality of this sequence, hole reduction performance of the proposed approach is not as good as that on Ballet.

Figure 9 shows the partial comparison result of three rendering methods. Disocclusions and OFRs can be significantly reduced by BR and ABR. Due to the added color correction and ghost removal, the subjective visual quality of the ABR appears better than that of the BR in some cases. By selectively warping the auxiliary image, some foreground content with the wrong depth value can be effectively prevented from being warped to the disocclusions. On this basis, we compute the rendering time of three methods and the comparison results are shown in Figure 10. As the still image data is a standard parallel configuration, the image coordinates of the same 3D point in different
views only have differences in horizontal coordinates, so the computational complexity is lower and the rendering speed is faster than that of MVD sequences. The BR warps the whole two images and its rendering time is about twice that of SVR. In contrast, the proposed rendering approach can achieve 97% hole reduction compared with the BR and reduce the rendering time by 37% on average. This is because the proposed approach warps the entire primary image and the local contents of the auxiliary image, thereby improving the rendering efficiency.

Table 2. Hole-size comparison of different methods.

| Dataset  | Hole Size | Hole Reduction |
|----------|-----------|----------------|
|          | SVR       | BR | ABR | BR | ABR |
| BA3      | 99,128    | 3479 | 5311 | 96.49% | 94.64% |
| BA5      | 108,549   | 6255 | 6772 | 94.24% | 93.76% |
| BR3      | 67,917    | 6557 | 11,049 | 90.35% | 83.73% |
| BR4      | 33,997    | 5165 | 8193 | 84.81% | 75.90% |
| DA5      | 50,385    | 8843 | 10,520 | 82.45% | 79.12% |
| SH5      | 99,857    | 9746 | 11,633 | 90.24% | 88.35% |
| KE3      | 31,723    | 2338 | 2928 | 92.63% | 90.77% |
| Baby1    | 101,613   | 6124 | 6252 | 93.97% | 93.85% |
| Books    | 148,127   | 8298 | 9116 | 94.40% | 93.84% |
| Art      | 269,033   | 18,942 | 22,096 | 92.96% | 91.79% |
| Aloe     | 181,236   | 37,695 | 44,868 | 79.20% | 75.24% |
| Reindeer | 225,956   | 12,302 | 13,439 | 94.56% | 94.05% |
| Lampshade1 | 174,334 | 34,085 | 45,799 | 80.45% | 73.73% |

Figure 9. Comparison result of different rendering methods. Images from left to right denote the synthesized images by SVR, BR and ABR: (a) Ballet; (b) Breakdancers; (c) Baby1; and (d) Aloe.
3.2. Subjective and Objective Evaluation of the Synthesized View

In order to evaluate the performance of the proposed method subjectively and objectively, in this section the results of the proposed method are compared with Criminisi’s method [16], Ahn’s method [18], Kao’s method [19], Li’s method [26] and Yao’s method [27]. For video sequence rendering, the results of subjective comparison between the proposed and previous methods are shown in Figure 11. In terms of visual quality, the proposed method performs better than others. In Criminisi’s method, as the depth information is not considered, the hole-filling process is performed on both the foreground and background sides, resulting in the propagation of the foreground texture, as shown in Figure 11a. In Ahn’s method, affected by the depth error, some defects appear around the foreground objects, as shown in Figure 11b. In Kao’s method, depth preprocessing is introduced to reduce ghosts, but some unexpected foreground textures are sampled to fill the disocclusion due to the mismatch of depth value, as shown in Figure 11c. In Li’s method, horizontal background extrapolation is very sensitive to artifacts, especially when both sides of the disocclusion are foreground pixels, as shown in Figure 11d. Furthermore, pixel-based extrapolation looks unnatural and is not suitable for complex textures. In Yao’s method, some unreasonable regions are produced, as shown in Figure 11e. This is because the level regularity term formed by the inverse variance cannot accurately distinguish the foreground and background, especially for the multiple depth layers. The proposed method successfully removes most of the artifacts and shows more plausible results in Figure 11f. The depth-guided postprocessing method can effectively maintain the edges of foreground objects without introducing blurring regions.

In terms of objective evaluation, peak signal-to-noise ratio (PSNR), structural similarity (SSIM) [38], feature similarity index (color) (FSIMc) [39], and visual saliency-induced index (VSI) [40] are
used in our experiments to evaluate the objective quality of the synthesized views. PSNR measures the difference in pixels between two images. SSIM compares the structural similarity of the two images. FSIMc and VSI focus on the gradient and color features. The objective comparison results of the seven synthesized views by different methods are shown in Tables 3 and 4. Higher PSNR value represents better image quality, while SSIM, FSIMc, and VSI are all normalized to 0–1. The results show that the proposed method achieves the best overall performance. Taking the scenario BA3 for example, the proposed method surpasses the previous methods by 0.75–1.69dB in average PSNR. Likewise, there is evident promotion in terms of SSIM, FSIMc, and VSI.

For image sequence rendering, the subjective comparison results are shown in Figure 12. Based on the parallel configuration, most of the OFRs are filled in the merging process. In disocclusion filling, the results of the proposed method look the most likely the truth textures, while other methods contain some unrealistic contents and foreground penetration. In terms of objective evaluation, Tables 5 and 6 show the comparison results for the still-image sequences. The proposed algorithm obtains a better evaluation on the basis of the four indicators, proving that the proposed method is robust and can adapt to the scene changes to some extent.

![Visual quality comparison results of synthesized view for still image data sets](image)

**Figure 12.** Visual quality comparison results of synthesized view for still image data sets: (a) Criminisi’s method; (b) Ahn’s method; (c) Kao’s method; (d) Li’s method; (e) Yao’s method; (f) proposed method; and (g) ground truth.
Table 3. Peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) comparison results for MVD sequences.

| Test Sequence | PSNR       | SSIM       |
|---------------|------------|------------|
|               | [16]       | [18]       | [19]       | [26]       | [27]       | Proposed    | [16]       | [18]       | [19]       | [26]       | [27]       | Proposed    |
| BA3           | 31.27      | 31.52      | 31.61      | 31.98      | 32.21      | 32.96       | 0.8577     | 0.8584     | 0.8588     | 0.8607     | 0.8611     | 0.8615      |
| BA5           | 30.77      | 30.80      | 30.86      | 31.32      | 31.26      | 31.41       | 0.8402     | 0.8413     | 0.8431     | 0.8439     | 0.8436     | 0.8443      |
| BR3           | 31.05      | 31.12      | 31.15      | 31.26      | 31.24      | 31.52       | 0.7968     | 0.7977     | 0.7979     | 0.7982     | 0.7981     | 0.7992      |
| BR4           | 31.75      | 31.81      | 31.80      | 32.52      | 32.30      | 32.74       | 0.8162     | 0.8179     | 0.8183     | 0.8209     | 0.8204     | 0.8219      |
| DA5           | 37.61      | 37.68      | 37.72      | 37.99      | 38.12      | 38.33       | 0.9403     | 0.9424     | 0.9437     | 0.9455     | 0.9459     | 0.9465      |
| SH5           | 39.12      | 39.43      | 39.38      | 39.54      | 39.69      | 39.81       | 0.9386     | 0.9412     | 0.9404     | 0.9431     | 0.9438     | 0.9451      |
| KE3           | 33.19      | 33.64      | 33.72      | 33.88      | 34.06      | 34.12       | 0.8743     | 0.8762     | 0.8766     | 0.8778     | 0.8787     | 0.8799      |

Table 4. Feature similarity index (color) (FSIMc) and visual saliency-induced index (VSI) comparison results for MVD sequences.

| Test Sequence | FSIMc       | VSI        |
|---------------|-------------|------------|
|               | [16]       | [18]       | [19]       | [26]       | [27]       | Proposed    | [16]       | [18]       | [19]       | [26]       | [27]       | Proposed    |
| BA3           | 0.9539      | 0.9543     | 0.9558     | 0.9560     | 0.9566     | 0.9573      | 0.9916     | 0.9919     | 0.9922     | 0.9923     | 0.9926      |
| BA5           | 0.9491      | 0.9493     | 0.9505     | 0.9523     | 0.9510     | 0.9536      | 0.9892     | 0.9894     | 0.9895     | 0.9898     | 0.9898      | 0.9901      |
| BR3           | 0.9357      | 0.9362     | 0.9369     | 0.9375     | 0.9372     | 0.9378      | 0.9892     | 0.9893     | 0.9895     | 0.9897     | 0.9896      | 0.9897      |
| BR4           | 0.9584      | 0.9609     | 0.9619     | 0.9645     | 0.9637     | 0.9661      | 0.9920     | 0.9925     | 0.9927     | 0.9930     | 0.9932      | 0.9941      |
| DA5           | 0.9651      | 0.9659     | 0.9688     | 0.9751     | 0.9749     | 0.9763      | 0.9955     | 0.9964     | 0.9968     | 0.9975     | 0.9979      | 0.9987      |
| SH5           | 0.9727      | 0.9746     | 0.9739     | 0.9755     | 0.9764     | 0.9788      | 0.9925     | 0.9943     | 0.9937     | 0.9954     | 0.9961      | 0.9969      |
| KE3           | 0.9538      | 0.9552     | 0.9544     | 0.9564     | 0.9571     | 0.9579      | 0.9874     | 0.9886     | 0.9909     | 0.9907     | 0.9915      |

Table 5. PSNR and SSIM comparison results for still-image data sets.

| Data Set   | PSNR       | SSIM       |
|------------|------------|------------|
|            | [16]       | [18]       | [19]       | [26]       | [27]       | Proposed    | [16]       | [18]       | [19]       | [26]       | [27]       | Proposed    |
| Baby1      | 30.23      | 30.38      | 30.41      | 30.50      | 30.52      | 30.57       | 0.8704     | 0.8710     | 0.8714     | 0.8719     | 0.8721     | 0.8724      |
| Books      | 25.92      | 26.24      | 26.21      | 26.33      | 26.30      | 26.43       | 0.8380     | 0.8392     | 0.8389     | 0.8402     | 0.8405     | 0.8421      |
| Art        | 27.79      | 28.34      | 28.27      | 28.54      | 28.44      | 28.73       | 0.8729     | 0.8784     | 0.8755     | 0.8780     | 0.8771     | 0.8783      |
| Aloe       | 25.99      | 26.49      | 26.45      | 26.84      | 26.81      | 26.98       | 0.8149     | 0.8174     | 0.8148     | 0.8206     | 0.8192     | 0.8236      |
| Reindeer   | 29.03      | 29.22      | 29.13      | 29.46      | 29.37      | 29.49       | 0.8581     | 0.8594     | 0.8591     | 0.8599     | 0.8597     | 0.8602      |
| Lampshadel | 32.66      | 32.73      | 32.79      | 33.41      | 33.12      | 33.49       | 0.9413     | 0.9424     | 0.9431     | 0.9460     | 0.9457     | 0.9464      |
Table 6. FSIMc and VSI comparison results for still-image data sets.

| Data Set   | FSIMc          | VSI          |
|------------|----------------|--------------|
|            | [16] | [18] | [19] | [26] | [27] | Proposed | [16] | [18] | [19] | [26] | [27] | Proposed |
| Baby1      | 0.9601 | 0.9613 | 0.9616 | 0.9627 | 0.9635 | 0.9642 | 0.9910 | 0.9915 | 0.9914 | 0.9921 | 0.9927 | 0.9929 |
| Books      | 0.9563 | 0.9584 | 0.9579 | 0.9580 | 0.9592 | 0.9612 | 0.9872 | 0.9875 | 0.9874 | 0.9881 | 0.9884 | 0.9889 |
| Art        | 0.9619 | 0.9642 | 0.9645 | 0.9658 | 0.9661 | 0.9665 | 0.9871 | 0.9881 | 0.9892 | 0.9891 | 0.9898 | 0.9905 |
| Aloe       | 0.9538 | 0.9558 | 0.9574 | 0.9641 | 0.9637 | 0.9659 | 0.9875 | 0.9880 | 0.9879 | 0.9897 | 0.9893 | 0.9902 |
| Reindeer   | 0.9707 | 0.9717 | 0.9701 | 0.9724 | 0.9719 | 0.9725 | 0.9938 | 0.9941 | 0.9936 | 0.9943 | 0.9940 | 0.9943 |
| Lampshade1 | 0.9676 | 0.9688 | 0.9706 | 0.9763 | 0.9758 | 0.9772 | 0.9940 | 0.9969 | 0.9969 | 0.9986 | 0.9975 | 0.9987 |
4. Conclusions

This paper presents a virtual view synthesis method based on asymmetric bidirectional rendering. Compared with single-view rendering, bidirectional rendering can use the effective contents in auxiliary view to fill holes in the virtual view. In order to reduce the computational cost of fully warping the two reference images, an asymmetric bidirectional rendering approach is proposed. The selected regions are extracted by marking the hole edges in the virtual image and locating them in the auxiliary image. Since only the content that is helpful for hole filling is warped, the proposed method can effectively reduce the computational complexity while maintaining the hole-filling effect. To improve the visual quality, depth-image preprocessing is introduced to correct the depth value of foreground edges and color correction is performed before image merging. In addition, for hole regions that are not visible in both reference views, a depth-guided inpainting method is proposed to fill them. The depth information is introduced to improve the priority of background pixels and maintain the contour of the foreground. The experimental results verify that the proposed method can effectively reduce the rendering complexity, and obtain satisfactory results subjectively and objectively. The method in this paper mainly focuses on the improvement of imaging quality and rendering efficiency. There is still a gap between the proposed method and the real-time rendering. In future work, we will consider combining software and hardware to further improve rendering efficiency, such as introducing Graphics Processing Unit (GPU) and Field-Programmable Gate Array (FPGA). Deep learning can provide some inspiration for disocclusion filling. It can improve the adaptability of the scene through a large number of training processes, and present more realistic results in shorter computing time. Moreover, some non-parametric algorithms have been proposed for concave hull extraction in recent years. As they do not obtain the best parameters through iteration, the efficiency and accuracy of extracting the hole layer would be improved to some extent.
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