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Abstract This paper proposes a method for formation path following control of a fleet of underactuated autonomous underwater vehicles. The proposed method combines several hierarchic tasks in a null space-based behavioral algorithm to safely guide the vehicles. Compared to the existing literature, the algorithm includes both inter-vehicle and obstacle collision avoidance, and employs a scheme that keeps the vehicles within given operation limits. The algorithm is applied to a six degree-of-freedom model, using rotation matrices to describe the attitude to avoid singularities. Using the results of cascaded systems theory, we prove that the closed-loop system is uniformly semiglobally exponentially stable. We use numerical simulations to validate the results.
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1. INTRODUCTION

Autonomous underwater vehicles (AUVs) are being increasingly used in a number of applications such as transportation, seafloor mapping, and other ocean energy industry-related tasks. It is often advantageous to perform such tasks with a group of cooperating AUVs. Therefore, there is a need for algorithms that can safely guide a formation of AUVs along a given path while avoiding collisions with each other and obstacles, and staying within given operation limits.

As presented in Das et al. (2016), there exists a plethora of formation path-following methods, most of them based on two concepts: coordinated path-following (Borhaug and Pettersen, 2006; Ghabcheloo et al., 2006) and leader-follower (Cui et al., 2010; Soorki et al., 2011). In the coordinated path-following approach, each vehicle follows a predefined path separately. Formation is then achieved by coordinating the motion of the vehicles along these paths. In this approach, the formation-keeping error (i.e., the difference between the actual and desired relative position of the vehicles) may initially grow as the vehicles converge to their predefined paths. In the leader-follower approach, one leading vehicle follows the given path while the followers adjust their speed and position to obtain the desired formation shape. This latter approach tends to suffer from the lack of formation feedback due to unidirectional communication (i.e., the leader may not adjust its velocity based on the followers).

Another formation path-following algorithmic paradigm is the so-called null-space-based behavioral (NSB) approach (Arrichiello et al., 2006; Antonelli et al., 2009; Pang et al., 2019; Eek et al., 2021), a centralized strategy that allows to combine several hierarchic tasks. In the NSB framework, the control objective is expressed using multiple tasks. By combining these simple tasks, the vehicles exhibit the desired complex behavior.

This paper aims to extend our previous NSB algorithm (Matouš et al., 2022) to control a fleet of AUVs. The previous work uses a five degree-of-freedom (5DOF) AUV model, considers only inter-vehicle collision avoidance, and proves only the stability of the path-following algorithm. Furthermore, the orientation of the 5DOF model was expressed using Euler angles, which causes singularities for a pitch angle of ±90 degrees. This work applies the NSB algorithm to a full 6DOF model, uses rotation matrices to describe the attitude of the vehicles to avoid singularities, modifies and extends the tasks, and proves the stability of the combined path-following and formation-keeping tasks. We also add a scheme that keeps the vehicles within a given range of depths to stay within the operation limits. As opposed to the previous work, we do not limit the analysis to a specific low-level attitude controller. Consequently, the new algorithm can be integrated into existing on-board controllers. Assuming that the existing low-level controller allows exponential tracking, we use results from cascaded systems theory (Pettersen, 2017) to prove that the closed-
loop system composed by the NSB algorithm and the low-level controller is uniformly semiglobally exponentially stable. We verify the results in numerical simulations.

The remainder of the paper is organized as follows. Section 2 introduces the model of the AUVs. Section 3 defines the formation path-following problem. Section 4 describes the proposed modified NSB algorithm. The stability of the closed-loop system is proven in Section 5. Section 6 presents the results of the numerical simulations. Finally, Section 7 presents some concluding remarks.

2. THE AUV MODEL

To simplify the notation, we will denote a concatenation of vectors or scalars using angled brackets, e.g.,

\[ (x_1, \ldots, x_N) = \begin{bmatrix} x_1^T, \ldots, x_N^T \end{bmatrix}^T. \]

Let \( p = (x, y, z) \) be the position, \( R \in SO(3) \) the rotation matrix describing the orientation, \( v = (u, v, w) \) the linear surge, sway and heave velocities, and \( \omega = (p, q, r) \) the angular velocity of the vehicle. For brevity, let us also define the velocity vector \( \nu = (v, \omega) \).

Furthermore, let \( V_0 = (V_u, V_y, V_z) \) be the velocities of an unknown, constant and irrotational ocean current, given in the inertial frame, and \( V_c = (c_x, c_y, c_z) \) the ocean current velocities expressed in the body-fixed coordinate frame \( \nu_c = R^T V_c \).

We will denote the relative linear velocities of the vehicle as \( \nu_r = v - \nu_c \). We will also denote the relative surge, sway and heave velocities as \( u_r, v_r \) and \( w_r \), and the relative velocity vector as \( \nu_r = (v_r, \omega) \).

Let \( f = (T_u, \delta) \) be the vector of control inputs, where \( T_u \) is the surge thrust generated by the propeller, and \( \delta \) represents the configuration of fins. Furthermore, let \( M \) be the mass and inertia matrix, including added mass effects, \( C(\nu_r) \) the Coriolis centripetal matrix, also including added mass effects, and \( D(\nu_r) \) the hydrodynamic damping matrix.

The dynamics of the vehicle in a matrix-vector form are then (Fossen, 2011)

\[
\begin{align*}
\dot{p} &= R \nu, \\
R &= RS(\omega), \\
M \dot{\nu}_r + (C(\nu_r) + D(\nu_r)) \nu_r + g(R) &= B f,
\end{align*}
\]

where \( g(R) \) is the gravity and buoyancy vector, \( B \) is the actuator configuration matrix that maps the control inputs to forces and torques, and \( S : R^3 \rightarrow so(3) \) is the skew-symmetric matrix operator.

Note that (3c) describes the dynamics of a generic underwater rigid body. In the remainder of this section, we will derive a more specific model for an AUV. First, let us present the necessary assumptions about the vehicle.

**Assumption 1.** The vehicle is slender, torpedo-shaped, with port-starboard and top-bottom symmetry.

**Assumption 2.** The hydrodynamic damping is linear.

**Assumption 3.** The vehicle is neutrally buoyant, with the center of gravity (CG) and the center of buoyancy (CB) located along the same vertical axis.

**Assumption 4.** The origin of the body-fixed frame is chosen such that actuators produce no sway and heave acceleration. In other words, there exist \( f_o, t_p, t_q, t_r \) such that

\[
M^{-1} B f = \begin{bmatrix} f_o, 0, 0, t_p, t_q, t_r \end{bmatrix}.
\]

**Remark.** The mechanical design of typical commercial survey AUVs satisfies Assumptions 1 and 3. Assumption 2 is valid for low-speed missions and is often used as a simplification also when designing controllers for high-speed missions, as the higher-order damping coefficients are poorly known, and compensating for these may reduce the robustness of the control system. The general structure of \( M, C(\cdot), D(\cdot), \) and \( g(\cdot) \) for vehicles that satisfy Assumptions 1–3 is shown, e.g., in Fossen (2011). In Borhaug et al. (2007), it is shown that if a 5DOF vehicle model with port-starboard symmetry satisfies Assumptions 2–3, the origin of the body-fixed coordinate frame can always be chosen such that Assumption 4 holds. By assuming top-bottom symmetry, the roll dynamics are decoupled from the rest of the system. Consequently, the procedure demonstrated in Borhaug et al. (2007) can be trivially extended to 6DOFs.

**Assumption 5.** The vehicle is equipped with a low-level controller that allows exponential tracking of the surge velocity, orientation, and angular velocity. Specifically, let \( u_d, R_d \) and \( \omega_d \) be the reference signals. We define an error

\[
\tilde{X} = \begin{bmatrix} u - u_d, \logm R_1, \omega - R_d^T \omega_d \end{bmatrix}, \quad \tilde{R} = R_d^T R.
\]

Note that \( \logm : SO(3) \rightarrow R^3 \) is the matrix logarithm (Iserles et al., 2000). Note that by Assumption 4, \( \tilde{X} \) is controllable through the input \( f \). Consider the closed-loop system

\[
\dot{\tilde{X}} = F \left( \tilde{X}, \nu, \nu_c \right),
\]

consisting of (3b), (3c), and the low-level controller. We assume that \( \tilde{X} = 0 \) is a globally exponentially stable (GES) equilibrium of (6).

**Remark.** The aim of this paper is to demonstrate that the proposed formation path-following algorithm can be readily implemented on vehicles with existing low-level controllers. Consequently, the choice of a low-level velocity and attitude controller is not discussed in this paper. An example of a global exponential attitude tracking controller can be found, e.g., in ?.

Note that for a complete system analysis, we need to consider the underactuated sway and heave dynamics explicitly. Under Assumptions 1–4, the underactuated dynamics have the following form

\[
\begin{align*}
\dot{v} &= X_v(u_r)r + Y_v(u_r)v_r + Z_v(p)w_r + \dot{v}_c, \\
\dot{w} &= X_w(u_r)q + Y_w(u_r)v_r + Z_w(p)v_r + \dot{w}_c,
\end{align*}
\]

where \( X(\cdot), Y(\cdot), Z(\cdot) \) are affine functions of the respective variables. From (2), it follows that

\[
\dot{v}_c = (\dot{u}_c, \dot{v}_c, \dot{w}_c) = v_c \times \omega,
\]

where \( \times \) denotes the vector cross product.

3. FORMATION PATH FOLLOWING

The goal is to control a fleet of \( n \) AUVs so that they move in a prescribed formation and their barycenter follows a given path.

The prescribed path in the inertial coordinate frame is given by a smooth function \( p_p : R \rightarrow R^3 \). We assume that

\[
\begin{align*}
x &= x_p, \\
y &= y_p, \\
z &= z_p.
\end{align*}
\]

Figure 1. Definition of the path angles and path-tangential coordinate frame. O denotes the origin of the inertial coordinate frame, \( O_p \) denotes the origin of the path-tangential frame.
the formation-centered coordinate frame. This coordinate frame is created by translating the path-tangential frame in the path-tangential coordinate frame. The position of vehicle \(i\) in the formation-centered coordinate frame as

\[
p_i = R^T_p (p_i - p_b). 
\]

The goal of formation keeping is to try to maintain \(p_i = p_f\), independently of the disturbances experienced by the agents. This problem can also be expressed in the inertial coordinate frame as

\[
p_i = R_p p_f + p_0, \quad i \in \{1, \ldots, n\}. \tag{12}
\]

4. CONTROL SYSTEM

The AUVs must perform the goals stated in Section 3 safely, i.e., avoid collisions with other vehicles and obstacles, and remain within a given range of depths. An upper limit on the depth of the AUVs is needed to prevent them from colliding with the seabed or exceeding their depth rating. A lower limit is needed in busy environments (e.g., harbors), where the AUVs may otherwise collide or interfere with surface vessels.

To solve the formation path following problem, we propose a method that combines inter-vehicle collision avoidance (COLAV), formation keeping, line-of-sight (LOS) path following, obstacle avoidance, and depth limiting in a hierarchic manner using an NSB algorithm. Since the NSB algorithm outputs inertial velocity references, we also need a method for converting these to surge and orientation.

In this section, we first present the NSB algorithm and the associated tasks. We then present in Section 4.6 a strategy for converting inertial velocity references to surge/orientation ones.

4.1 NSB algorithm

The NSB algorithm allows us to define and combine multiple tasks in a hierarchic manner. For more information, the reader is referred to Antonelli and Chiaverini (2006). Achieving the desired behavior requires three tasks: COLAV, formation-keeping, and path-following. Each task will be described in detail in Sections 4.2, 4.3, and 4.4, while in the remainder of this subsection, we introduce some mathematical tools instrumental for describing each of these tasks. As we will explain in Section 4.5, obstacle avoidance and depth limiting will not be defined as separate tasks but rather achieved through a modification to the path-following task. Let us denote the variables associated with the COLAV, formation-keeping, and path-following tasks by lower indices 1, 2, and 3, respectively. Define the so-called task variables as \(\sigma_i = f_i(p_1, \ldots, p_n), i \in \{1, 2, 3\}\), and their desired values as \(\sigma_{d,i}, i \in \{1, 2, 3\}\).

Furthermore, let \(u_i, i \in \{1, 2, 3\}\) be the desired velocities of each task. In the standard NSB algorithm, \(u_i\) is obtained using the closed-loop inverse kinematics (CLIK) equation (Antonelli and Chiaverini, 2006)

\[
u_i = J_i^\dagger (\sigma_{d,i} - \tilde{\sigma}_i), \tag{13}
\]

where \(J_i\) is a positive definite gain matrix, \(\tilde{\sigma}_i = \sigma_i - \sigma_{d,i}\), and \(J_i^\dagger\) is the Moore-Penrose pseudoinverse of the task Jacobian

\[
J_i = \frac{\partial\sigma_{d,i}}{\partial(p_1, \ldots, p_n)}. \tag{14}
\]

However, in our case, we need to modify this equation for each task to make it applicable to underactuated AUVs.

The combined desired velocity, \(\nu_{NSB}\), is then given by (Antonelli and Chiaverini, 2006)

\[
u_{NSB} = v_1 + (I - J_1^\dagger J_1) (v_2 + (I - J_1^\dagger J_2) v_3), \tag{15}
\]

where \(I\) is an identity matrix.

4.2 Inter-vehicle collision avoidance

Let \(d_{COLAV}\) be the activation distance, i.e., the distance at which the vehicles need to start performing the evasive maneuvers. The task variable is given by a vector of relative distances between the vehicles smaller than \(d_{COLAV}\)

\[
\sigma_1 = [\|p_i - p_j\|, \quad \forall i, j \in \{1, \ldots, n\}, j > i, \quad \|p_i - p_j\| < d_{COLAV}. \tag{16}
\]

The desired values of the task are

\[
\sigma_{d,1} = d_{COLAV} 1, \tag{17}
\]

where \(1\) is a vector of ones. To ensure a faster response to a potential collision than in Matouš et al. (2022), we propose the following sliding-mode-like COLAV velocity

\[
u_1 = U_{COLAV} \nu_{1,CLIK}, \tag{18}
\]

where \(U_{COLAV}\) is a positive constant, \(\|\cdot\|\) is the Euclidean norm, and \(\nu_{1,CLIK}\) is the velocity vector given by (13).
Note that this task does not guarantee robust collision avoidance. During the transients, the relative distance may become smaller than \( d_{\text{COLAV}} \). Therefore, to ensure collision avoidance, \( d_{\text{COLAV}} \) should be chosen as \( d_{\text{min}} + d_{\text{sec}} \), where \( d_{\text{min}} \) is the minimum safe distance between the vehicles, and \( d_{\text{sec}} \) is an additional security distance.

### 4.3 Formation keeping

The formation-keeping task variable is defined as
\[
\sigma_2 = \{\sigma_{2,1}, \ldots, \sigma_{2,n-1}\}, \quad \sigma_{2,i} = p_i - p_b, \tag{19}
\]
and its desired values are
\[
\sigma_{d,2} = \left\langle R_p p_{f,1}, \ldots, R_p p_{f,n-1} \right\rangle. \tag{20}
\]
Similarly to COLAV, we use the CLIK equation (13) to obtain the formation-keeping velocity. However, as motivated in Section 4.6, this velocity needs to be saturated. The desired velocity is thus given by
\[
\upsilon_2 = J^\dagger_2 \sigma_{d,2} - \upsilon_{2,\text{max}} J^\dagger_2 \text{sat}(\Delta_2 \sigma_2), \tag{21}
\]
where \( \upsilon_{2,\text{max}} \) is a positive constant, and \( \text{sat} \) is a saturation function given by
\[
\text{sat}(x) = x \tanh (\|x\|), \tag{22}
\]
where \( \tanh \) is the hyperbolic tan function.

### 4.4 Path Following

Unlike the previous two tasks, the path-following task uses LOS guidance instead of velocity. Let us denote the components of \( p_b^k \) as \( x_b^k, y_b^k \) and \( z_b^k \). Furthermore, let \( \Delta(p_b^k) \) be the lookahead distance of the LOS guidance law. Inspired by Belleter et al. (2019), we choose an error-dependent lookahead distance
\[
\Delta(p_b^k) = \sqrt{\Delta_0^2 + (x_b^k)^2 + (y_b^k)^2 + (z_b^k)^2}, \tag{23}
\]
where \( \Delta_0 \) is a positive constant. The LOS velocity then is
\[
\upsilon_{\text{LOS}} = R_p \left\langle \Delta(p_b^k), -y_b^k, -z_b^k \right\rangle \frac{U_{\text{LOS}}}{D}, \tag{24}
\]
where \( U_{\text{LOS}} > 0 \) is the desired path-following speed, and
\[
D = \sqrt{\Delta_0^2 + (y_b^k)^2 + (z_b^k)^2}, \tag{25}
\]
The task velocity is then given by
\[
\upsilon_a = \mathbf{1}_n \otimes \upsilon_{\text{LOS}}, \tag{26}
\]
where \( \otimes \) is the Kronecker tensor product.

Note that the path parameter \( \xi \) in (9) can be treated as an additional degree of freedom in the control design, and used to get a stable behavior of the along-track error \( x_b^k \). Inspired by Belleter et al. (2019), we choose the update law of \( \xi \) as
\[
\xi = |p_\xi|^{-1} U_{\text{LOS}} \left( \frac{\Delta}{D} + k_\xi \frac{x_b^k}{\sqrt{1 + (x_b^k)^2}} \right), \tag{27}
\]
where \( k_\xi \) is a positive gain.

### 4.5 Obstacle avoidance and depth limiting

Obstacle avoidance is typically implemented individually for each vehicle (Antonelli and Chiaverini, 2006). However, we propose to perform this task globally by incorporating it into the path-following algorithm so that it does not interfere with the inter-vehicle COLAV.

To arrive at the proposed algorithm, we first restrict the obstacle avoidance maneuvers to the \( xy \)-plane to avoid interfering with the subsequent depth-limiting logic. Let
\[
\mathbf{p}_o = (x_o, y_o, z_o)
\]
be the position of the obstacle and \( r_o \) the obstacle avoidance radius. Note that \( r_o \) must be chosen sufficiently large to cover the size of both the obstacle and the AUV. Furthermore, let us define the formation radius \( r_f \) as
\[
r_f = \max_{i \in \{1, \ldots, n\}} \left\| (x_i - x_o, y_i - y_o) \right\|
\]
and the relative position \( \mathbf{p}_{\text{rel}} = (x_o - x_i, y_o - y_i) \). As illustrated in Figure 3a, obstacle avoidance is ensured if
\[
\|\mathbf{p}_{\text{rel}}\| \geq r_o + r_f. \tag{28}
\]

To guarantee obstacle avoidance, we utilize the collision cone concept (Chakravarthy and Ghose, 1998). Inspired by Wiig et al. (2019), we employ a constant avoidance angle and define a switching condition. More precisely, let
\[
\upsilon_{\text{rel}} = (\dot{x}_{\text{LOS}} - \dot{x}_o, \dot{y}_{\text{LOS}} - \dot{y}_o) \tag{29}
\]
defer to the relative line-of-sight velocity (\( \dot{x}_{\text{LOS}} \) and \( \dot{y}_{\text{LOS}} \) are the components of \( \upsilon_{\text{LOS}} \)). As shown in Figure 3b, a conflict between the AUVs and obstacle arises if
\[
|\angle (\mathbf{p}_{\text{rel}}, \upsilon_{\text{rel}})| \leq \alpha, \quad \alpha = \sin^{-1} \left( \frac{r_o + r_f}{\|\mathbf{p}_{\text{rel}}\|} \right), \tag{30}
\]
where \( \angle (a, b) \) denotes the angle between two vectors.

The obstacle avoidance task is activated if simultaneously such a conflict arises and the cone angle satisfies \( \alpha \geq \alpha_{\text{min}} \), where \( 0 < \alpha_{\text{min}} \ll \pi/2 \). Note that Wiig et al. (2019) use a switching condition based on distance, i.e., \( \|\mathbf{p}_{\text{rel}}\| \leq \alpha_{\text{min}} \). Since our definition of a safe distance (28) is not constant, we instead suggest using a switching rule based on the cone angle.

When the task is active, the \( x \) - and \( y \) -components of the LOS velocity are replaced by the obstacle avoidance velocity \( \upsilon_{\text{OA}} \) given by
\[
\upsilon_{\text{OA}} = \|\upsilon_{\text{rel}}\| \left( \cos(\psi_{\text{OA}}), \sin(\psi_{\text{OA}}) \right) + (\dot{x}_o, \dot{y}_o), \tag{31}
\]
\[
\psi_{\text{OA}} = \text{atan} \left( \frac{y_o - y_i, x_o - x_i} \right) \pm \alpha, \tag{32}
\]
where \( \text{atan} \) is the four-quadrant inverse tan. Note that \( \psi_{\text{OA}} \) has two solutions corresponding to the clockwise and counterclockwise directions. Inspired by Haraldsen et al. (2021), we propose the following method for choosing a direction: When the conflict first happens, we choose the value of \( \psi_{\text{OA}} \) that is closer to the direction of \( \upsilon_{\text{rel}} \). Afterwards, we maintain the same direction.

As for the depth-limiting logic, let \( z_{\text{min}} \) and \( z_{\text{max}} \) be the operation limits. We assume the limits to be wide enough to accommodate the formation. We then propose to replace the \( z \)-component of the LOS velocity with a depth-limiting velocity \( z_{\text{lim}} \) given by
\[
\dot{z}_{\text{lim}} = \begin{cases} v_2, & \text{if } \min_{i \in \{1, \ldots, n\}} z_i \leq z_{\text{min}}, \\ -v_2, & \text{if } \max_{i \in \{1, \ldots, n\}} z_i \geq z_{\text{max}}, \\ U_{\text{LOS}}, & \text{otherwise}, \end{cases}
\]

where \( v_2 \) is a positive constant.

### 4.6 Surge and orientation references

Since the NSB algorithm outputs inertial velocity references, we also need a method for converting these to surge and orientation references. The strategy for choosing these references changes depending on whether the avoidance or depth-limiting tasks are active. The proposed strategy allows us to prove the closed-loop stability of both the path-following and formation-keeping tasks (c.f. Arrichiello et al., 2006), where no stability proofs are given, and Eck et al. (2021); Matouš et al. (2022), that only prove the stability of the path-following task.

First, let us consider the case when neither the avoidance nor depth-limiting tasks are active. Note that due to the properties of the task velocities and Jacobians, (15) can be simplified to

\[
v_{\text{NSB}} = v_2 + v_3. \tag{34}
\]

Let \( v_{\text{NSB},i} \) denote the desired velocity of vehicle \( i \). To achieve the desired behavior, the surge reference \( u_{d,i} \) must satisfy

\[
u_{d,i} = \sqrt{\|v_{\text{NSB},i}\|^2 - v_i^2 - w_i^2}, \tag{35}
\]

However, (35) can only be satisfied if

\[
\|v_{\text{NSB},i}\|^2 \geq v_i^2 + w_i^2. \tag{36}
\]

In addition, AUVs typically need to maintain a minimum surge velocity to be able to maneuver, imposing a stricter inequality

\[
\|v_{\text{NSB},i}\|^2 \geq v_{\text{min}}^2 + v_i^2 + w_i^2, \tag{37}
\]

where \( v_{\text{min}} > 0 \). This inequality can be satisfied by choosing a time-varying path-following speed \( U_{\text{LOS}} \).

Substituting task velocity definitions (21) and (26) into (34) and exploiting the structure of the task Jacobian \( J_2 \), we get that the NSB velocity of vehicle \( i \) is given by

\[
v_{\text{NSB},i} = v_{\text{LOS}} + R_p(\xi) \hat{p}_f + v_{2,i}, \tag{38}
\]

where

\[
(v_{2,1}, \ldots, v_{2,n}) = -v_{2,\text{max}} \left(J_2^T A_2 \hat{\sigma}_2 \right). \tag{39}
\]

Let \( \omega_p(\xi) \) be a vector such that

\[
R_p(\xi) = R_p(\xi) S(\omega_p(\xi)), \tag{40}
\]

(27) implies the following upper bound

\[
\|\omega_p(\xi)\| \leq \left\| \frac{\partial R_p(\xi)}{\partial \xi} \right\|^{-1} U_{\text{LOS}}(1 + k_\xi). \tag{41}
\]

Substituting (39), (40), and (41) into (38), we get the following lower bound on the NSB velocity

\[
\|v_{\text{NSB},i}\| \geq U_{\text{LOS}} \left(1 - \|\omega_p\| \left\| \frac{\partial R_p(\xi)}{\partial \xi} \right\|^{-1} \right| \hat{p}_f,i \right) (1 + k_\xi) - v_{2,\text{max}}. \tag{42}
\]

Now, assuming the existence of an upper bound on the product \( \|\omega_p(\xi)\| \left\| \frac{\partial R_p(\xi)}{\partial \xi} \right\|^{-1} \), there exists a positive constant \( k_{\text{NSB}} \) such that for every vehicle

\[
\|v_{\text{NSB},i}\| \geq (1 - k_{\text{NSB}}) U_{\text{LOS}} - v_{2,\text{max}}. \tag{43}
\]

Assuming that \( k_{\text{NSB}} < 1 \), we can satisfy (37) by choosing

\[
U_{\text{LOS}} = \frac{v_{2,\text{max}} + \max_i \sqrt{v_i^2 + w_i^2 + u_{\text{min}}^2}}{1 - k_{\text{NSB}}} \tag{44}
\]

However, the max function would introduce switching behavior. To avoid this, we approximate the former with

\[
U_{\text{LOS}} = \frac{v_{2,\text{max}} + \sqrt{\sum_{i=1}^n (v_i^2 + w_i^2) + u_{\text{min}}^2}}{1 - k_{\text{NSB}}}. \tag{45}
\]

If the avoidance or depth-limiting tasks are active, we still choose \( U_{\text{LOS}} \) in accordance with (45). However, since (37) cannot be satisfied with a generic NSB velocity (15), we choose the surge reference as

\[
u_{d,i} = \frac{\sqrt{\|v_{\text{NSB},i}\|^2 - v_i^2 - w_i^2}}{u_{\text{min}}}, \tag{46}
\]

Finally, let us discuss the choice of desired orientation. Let \( \hat{v}_{\text{NSB},i} \) and \( v_i \) denote normalized vectors. We are seeking \( R_{d,i} \in SO(3) \) such that

\[
\hat{v}_{\text{NSB},i} = R_{d,i} v_i. \tag{47}
\]

Assume that at a given time, there is \( R_{d,i} \) that satisfies (47). Differentiating (47) with respect to time yields

\[
\dot{\hat{v}}_{\text{NSB},i} = R_{d,i} S(\omega_{d,i}) v_i + R_{d,i} \dot{v}_i, \tag{48}
\]

where \( \omega_{d,i} \) is the desired angular velocity of the vehicle. Let us define

\[
\omega_{\text{NSB},i} = \hat{v}_{\text{NSB},i} \times \hat{v}_{\text{NSB},i}, \quad \omega_{v_i} = v_i \times v_i. \tag{49}
\]

Then, (48) can be rewritten as

\[
\dot{\omega}_{\text{NSB},i} = R_{d,i} \omega_{d,i} \times v_i + \omega_{v_i} \times v_i. \tag{50}
\]

Therefore, the desired angular velocity must satisfy

\[
(\omega_{d,i} + \omega_{v_i} - R_{d,i}^T \omega_{\text{NSB},i}) \times v_i = 0. \tag{51}
\]

Thus, instead of finding \( R_{d,i} \) directly, we propose to choose

\[
\omega_{d,i} = R_{d,i}^T \omega_{\text{NSB},i} - \omega_{v_i}, \tag{52}
\]

and then evolve the desired orientation according to

\[
\dot{R}_{d,i} = R_{d,i} S(\omega_{d,i}). \tag{53}
\]

Note that choosing \( \omega_{d,i} \) according to (52) leads to the smallest (in terms of Euclidean norm) angular velocity that satisfies (51). We also note that there exists a subspace of angular velocities that satisfy (51) and a subspace of rotation matrices that satisfy (47). This differs from three degree-of-freedom (3DOF) (Eck et al., 2021; Arrichiello et al., 2006) and 5DOF (Matouš et al., 2022) models, for which only one solution exists.

### 5. CLOSED-LOOP ANALYSIS

In this section, we analyze the closed-loop behavior of the system. Throughout this section, we assume that neither the avoidance nor depth-limiting tasks are active. Let us define the combined formation-keeping and path-following error as

\[
\hat{\sigma} = (\hat{\sigma}_2, (p_i^\theta))^T, \tag{54}
\]

and the combined low-level controller error as

\[
\hat{X} = (\hat{X}_1, \ldots, \hat{X}_n). \tag{55}
\]

First, let us investigate the closed-loop dynamics of \( \hat{\sigma} \). Differentiating (19), (20), and (9) with respect to time yields

\[
\dot{\hat{\sigma}}_2 = J_2 \hat{p} - \sigma_{d,2}, \quad \hat{p} = (p_1, \ldots, p_n), \tag{56a}
\]

\[
p_i^\theta = R_p^T \left( \frac{1}{n} \sum_{i=1}^n \hat{p}_i - \hat{p} \right) - S(\omega_{d,i}) p_i^\theta. \tag{56b}
\]

From (3a) and (5) it follows that \( \hat{p}_i \) is given by

\[
\hat{p}_i = (R_{\text{v},i} v_i = \expm(\delta_i) R_{d,i} (u_{d,i} + \tilde{u}_i, v_i, w_i)), \tag{57}
\]

with

\[
\expm(\delta) = \cos\theta I + \sin\theta S(\delta) + \cos\theta S(\delta)^2, \quad s = \frac{1 - \cos\theta}{\sin\theta}, \tag{58}
\]

\[
c = \frac{1 - \cos\theta}{\sin\theta}. \tag{59}
\]

Substituting (58), (35), and (47) into (57) we get
\[ \dot{\mathbf{p}}_i = \mathbf{v}_{\text{NSB}_i} + s(\dot{\mathbf{r}}_i \times \mathbf{v}_{\text{NSB}_i}) + c \, \dot{\mathbf{r}}_i \times (\dot{\mathbf{r}}_i \times \mathbf{v}_{\text{NSB}_i}) + \mathbf{R}_i (\dot{\mathbf{u}}_i, 0, 0). \]  

Defining a perturbing term \( g_i = s(\dot{\mathbf{r}}_i \times \mathbf{v}_{\text{NSB}_i}) + c \dot{\mathbf{r}}_i \times (\dot{\mathbf{r}}_i \times \mathbf{v}_{\text{NSB}_i}) + \mathbf{R}_i (\dot{\mathbf{u}}_i, 0, 0), \) and substituting (60) and (59) into (56) yields
\[ \dot{\mathbf{s}}_2 = J_2 \mathbf{v}_{\text{NSB}} - \sigma_{d,2} + J_2 \mathbf{G}. \]

Now, to account for the underactuated dynamics, we define a vector of concatenated sway and heave velocities as
\[ \mathbf{v}_u = \langle v_1, w_1, \ldots, v_n, w_n \rangle, \quad \mathbf{v}_{u,c} = I_n \otimes \langle v_{u,c}, w_{u,c} \rangle. \]

The underactuated dynamics can then be written as
\[ \dot{\mathbf{v}}_u = \mathbf{X} \Omega + Y (\mathbf{v}_u - \mathbf{v}_{u,c}) + \mathbf{v}_{u,c}, \]
where \( \Omega = \langle \omega_1, \ldots, \omega_n \rangle, \) and \( X \) and \( Y \) are block diagonal matrices consisting of blocks \( X_1, \ldots, X_n \) and \( Y_1, \ldots, Y_n, \)
that are given by
\[ X_i = \begin{bmatrix} 0 & 0 & X_{i,v(r,i)} \\ 0 & X_{i,w(u,r,i)} & 0 \end{bmatrix}, \]
\[ Y_i = \begin{bmatrix} Y_{i,v(r,i)} & Z_{i,v(r,i)} \\ Z_{i,w(u,r,i)} & W_{i,w(u,r,i)} \end{bmatrix}. \]

**Theorem 1.** Let Assumptions 1–5 be satisfied. Then, \( \langle \mathbf{s}, \mathbf{X} \rangle = 0 \) is a uniformly semiglobally exponentially stable (USGES) equilibrium point of the closed-loop system (61), (6), (63). Moreover, if the second and third partial derivatives of \( p_\xi(\mathbf{v}) \) with respect to \( \mathbf{v} \) are bounded and (93) is satisfied, the underactuated sway and heave dynamics are bounded near the manifold \( \langle \mathbf{s}, \mathbf{X} \rangle = 0. \)

**Proof.** We analyze the closed-loop system as a cascade where \( \mathbf{X} \) perturbs the dynamics of \( \mathbf{s} \) through \( \mathbf{G} \). Consider the nominal dynamics of \( \mathbf{s} \) (i.e., (61)) with \( \mathbf{G} = 0 \) and the following Lyapunov function candidate
\[ V = \frac{1}{2} \mathbf{s}^T \mathbf{S} \mathbf{s} = \frac{1}{2} \left( \mathbf{s}^T \dot{\mathbf{s}}_2 + (p_\xi)^T \mathbf{p}_\xi \right). \]

The time-derivative of \( V \) is
\[ \dot{V} = \dot{s}_{d,2} J_2 v_{\text{NSB}} - (p_\xi)^T \mathbf{S} \mathbf{(v, \dot{v})} + (p_\xi)^T \mathbf{R}_p \left( \sum_{i=1}^{n} v_{\text{NSB},i} - \dot{p}_b \right). \]

Due to the properties of the NSB tasks defined in Sections 4.3 and 4.4, the following identities hold:
\[ J_2 v_{\text{NSB}} = J_2 v_2, \quad \sum_{i=1}^{n} v_{\text{NSB},i} = v_{\text{LOS}}. \]

By definition (see Section 3), \( \mathbf{R}_p \) must satisfy
\[ \mathbf{R}_p^T \dot{p}_b = \dot{\mathbf{e}}_1 \| \dot{\mathbf{p}}_\xi \|^{-1} \mathbf{e}_1, \quad \mathbf{e}_1 = (1, 0, 0). \]

Substituting (21) and (24) into (67) leads to
\[ \dot{V} = -v_{\text{max}} \mathbf{s}_{d,2}^T \mathbf{S} \mathbf{s}_{d,2} \leq -U_{\text{LOS}} \left( k_s \frac{(\dot{x}_i)^2}{\sqrt{1 + (\dot{x}_i)^2}} + \frac{(\dot{y}_i)^2}{\sqrt{1 + (\dot{y}_i)^2}} + \frac{(\dot{z}_i)^2}{\sqrt{1 + (\dot{z}_i)^2}} \right). \]

For any \( \mathbf{s} \in \{ \mathbf{s} \in \mathbb{R}^3 : \| \mathbf{s} \| \leq r \}, \) the following holds:
\[ \dot{V} \leq -v_{\text{max}} \lambda_{2,\text{max}} \left( \frac{\text{tan}(r)}{r} \| \mathbf{s}_{d,2} \|^2 \right) - U_{\text{LOS}} \min \left\{ k_s \frac{1}{\sqrt{1 + (\dot{v}_i)^2}}, \frac{1}{\sqrt{\Delta_2 + \dot{v}_i^2}} \right\} \| \mathbf{p}_\xi \|^2, \]
where \( \lambda_{2,\text{min}} \) is the smallest eigenvalue of \( \mathbf{A}_2 \). From (71), we conclude that the derivative of \( V \) satisfies
\[ \dot{V} \leq -k_v \| \mathbf{s} \|^2, \]
where
\[ k_v = \min \left\{ v_{\text{max}} \lambda_{2,\text{min}} \frac{\text{tan}(r)}{r}, \frac{U_{\text{LOS}} k_s}{\sqrt{1 + r^2}}, \frac{U_{\text{LOS}}}{\sqrt{\Delta_2 + r^2}} \right\}. \]

All assumptions of (Petersen, 2017, Theorem 5) are thus satisfied, and the origin of the nominal system is USGES. Moreover, note that the low-level controller is GES by Assumption 5. Therefore, if the following two assumptions hold, the origin of the cascade is USGES (Petersen, 2017, Proposition 9):

1. There exist three positive constants \( c_1, c_2, \eta \) such that
\[ \| \mathbf{v}_u \| \leq c_1 \| \mathbf{v}_u \|, \quad \| \mathbf{v}_{u,c} \| \leq c_2, \quad \| \mathbf{v}_u \| \leq \| \mathbf{v}_u \|, \]

2. There exist two continuous functions \( \alpha_1, \alpha_2 : \mathbb{R}^n \rightarrow \mathbb{R}^n \) such that
\[ \| \mathbf{v}_{\text{NSB}} \| + \| \mathbf{v}_{\text{LOS}} \| \leq U_{\text{LOS}} (1 + k_{\text{NSB}}) + v_{\text{max}} \text{tan}(\| \mathbf{s}_{d,2} \|), \]
and from (58), we get the inequalities
\[ s \leq 1, \quad c_3 \| \mathbf{v}_u \| \leq \sqrt{3}/2. \]

Therefore, \( \mathbf{v}_u \) can be upper-bounded by
\[ \| \mathbf{v}_u \| \leq \| \mathbf{v}_{\text{NSB}} \| (1 + \sqrt{3}/2) \| \mathbf{v}_u \| + |\mathbf{u}_i|. \]

Consider then the two functions \( \alpha_1, \alpha_2 : \mathbb{R}_0 \rightarrow \mathbb{R}_0 \)
\[ \alpha_1(r) = U_{\text{LOS}} (1 + k_{\text{NSB}}) (1 + \sqrt{3}/2) + 1, \]
\[ \alpha_2(r) = v_{\text{max}} (1 + \sqrt{3}/2) r. \]

Then, the following holds:
\[ \| \mathbf{v}_{\text{NSB}} \| \leq \alpha_1, \quad \| \mathbf{v}_{\text{LOS}} \| \leq \alpha_2, \quad \| \mathbf{v}_u \| \leq \alpha_2. \]

Therefore, (76) can be satisfied by
\[ \alpha_1(r) = \sum_{i=1}^{n} \alpha_1(r), \quad \alpha_2(r) = \sum_{i=1}^{n} \alpha_2(r), \]
and consequently all assumptions of (Petersen, 2017, Proposition 9) are satisfied. To summarize, the origin of the closed-loop system is USGES.
We show that $\omega_v$ is affine in $\omega_i$. In other words, there exist $\omega_{0,i}$ and $A_{\omega,i}$ such that

$$\omega_v = \omega_{0,i} + A_{\omega,i} \omega_i. \quad (85)$$

Moreover, we show that $A_{\omega,i}$ satisfies

$$\det(I + A_{\omega,i}) \geq 1 - k_\omega, \quad (86)$$

where $k_\omega$ is a positive constant depending on the physical properties of the vehicle, the minimum surge velocity, and the ocean current. If $k_\omega < 1$, then $(I + A_{\omega,i})$ is invertible, and the desired angular velocity is

$$\omega_{d,i} = (I + A_{\omega,i})^{-1}(R_d^T(\omega_{NSB,i} - \omega_{0,i}). \quad (87)$$

In addition, there exist positive constants $a_v$, and $b_v$ such that

$$|\omega_{d,i}| \leq a_v ||v_u|| + b_v. \quad (88)$$

By combining (84), (86), and (88), we can upper bound the angular velocity with

$$|\omega_{d,i}| \leq \left(\frac{a_{NSB} + a_v}{1 - k_\omega} \right) ||v_u|| + b_{NSB} + b_v. \quad (89)$$

The Lyapunov function candidate

$$V_u = \frac{1}{2} v_u^T v_u \quad (90)$$

for the underactuated dynamics may then be shown that, leveraging (63), has its time-derivative bounded by

$$\dot{V}_u \leq Y_{min} - a X_{max} \left(\frac{1}{2} v_u^T ||v_u||^2 + H(||v_u||, ||v_c||)\right). \quad (91)$$

where $a = (a_{NSB} + a_v)/(1 - k_\omega)$, $X_{max}$ is the largest singular value of $X$, and $H$ represents the terms that grow at most linearly with $v_u$. Since $Y$ contains terms associated with hydrodynamic damping, it is negative definite. Therefore, $V_u$ can be further bounded by

$$\dot{V}_u \leq -Y_{min} \left(\frac{1}{2} v_u^T ||v_u||^2 + H(||v_u||)\right), \quad (92)$$

where $Y_{min}$ is the real part of the smallest eigenvalue of $-Y$. For a sufficiently large $v_u$, the quadratic terms will dominate the linear terms. Consequently, the underactuated dynamics are bounded if

$$Y_{min} > a X_{max}. \quad (93)$$

6. SIMULATIONS

We simulate the proposed approach on a fleet of six LAUVs (Sousa et al., 2012) using MATLAB, delegating low-level control to an attitude-tracking PID controller as in Nakath et al. (2017) and an output-linearizing P surge controller as in Matouš et al. (2022).

The desired path is a spiral given by

$$p_p(\xi) = p_{p,0} + \xi(\xi, a_p \cos(\omega_p \xi), b_p \sin(\omega_p \xi)) \quad (94)$$

where $p_{p,0} = (0, -40, 25)$, $a_p = 40$, $b_p = 20$, $\omega_p = \frac{100}{\pi}$, while the desired formation is an isosceles triangle parallel to the $yz$ plane. Specifically, the desired positions in the formation-centered frame are

$$p_{f,1}^f = \begin{bmatrix} 0 \\ 10 \\ 0 \end{bmatrix}, \quad p_{f,2}^f = \begin{bmatrix} 0 \\ -10 \\ 5 \end{bmatrix}, \quad p_{f,3}^f = \begin{bmatrix} 0 \\ 0 \\ -10 \end{bmatrix}. \quad (95)$$

For the simulation parameters, we choose the velocity of the ocean current to be $v_c = (0, 0.15, 0.05)$, the formation-keeping gain $\Lambda_2 = 0.1I$, the maximum formation-keeping velocity $v_{2,\text{max}} = 0.5 \text{ m s}^{-1}$, and the lookahead distance $\Delta_0 = 5 \text{ m}$.

The very minimum relative distance to avoid collision is the length of the LAUV, i.e., 2.4 m. For additional safety, we design the COLAV task with $d_{\text{min}} = 5 \text{ m}$. For additional safety during transients, $d_{\text{COLAV}}$ is chosen to be 10 m. We then let the vehicles encounter an obstacle of similar size as the LAUV that moves east at a constant speed of $0.3 \text{ m s}^{-1}$. Given its size, we choose $r_p = d_{\text{COLAV}}$. The minimum cone angle is set to $\alpha_{\text{min}} = 15^\circ$. The operation limits are chosen as $\omega_{min} = 1 \text{ m}$, $\omega_{max} = 40 \text{ m}$, and the depth-limiting velocity is $v_z = 0.3 \text{ m s}^{-1}$. Note that the limits are deliberately chosen too small for the given path and formation, so that depth limiting is activated.

Figures 4 and 5 show the results of this numerical simulation. Figure 4a shows the distance between the vehicles and the distance to the obstacle. At $t = 20s$, the COLAV task is activated, and the distance between the vehicles drops to approximately 9.5 meters during the transient. The situation is resolved after 30 seconds. At $t = 35s$, the vehicles enter the collision cone and perform an evasive maneuver in a clockwise direction. The distance to the obstacle is always above the required limit.

Figure 4b shows the depth of the vehicles. At $t = 73s$ and $t = 212s$, the depth-limiting task is activated. When the task is active, the depth of the vehicles fluctuates around the prescribed limit.

Figures 4c and 4d show the path-following and formation-keeping errors. We can see that the path-following errors diverge when obstacle avoidance or depth limiting is active. Conversely, the formation-keeping errors diverge during inter-agent COLAV. This behavior corresponds to the interpretation of the NSB tasks — path-following is global and thus cannot be satisfied during obstacle avoidance, whereas formation-keeping works with relative velocities and thus cannot be satisfied during inter-agent COLAV.

Figure 4e shows the surge velocity of the vehicles. We can see that the surge velocities are always above the required limit. In fact, our solution appears to be overly conserva-tive. Figure 4f shows the sway and heave velocities. We can see that the velocities change abruptly when the collision avoidance or depth limiting tasks are active, as the vehicles switch to a different behavior. However, the velocities still remain bounded during the whole simulation. The peak in sway velocities at $t = 180s$ coincides with the sharpest turn (i.e., the largest $\omega_v(\xi)$) of the desired path.

7. CONCLUSIONS AND FUTURE WORK

This paper extends a formation path-following NSB algorithm to underactuated 6DOF vehicles while adding obstacle avoidance and depth-limiting capabilities. Both the path-following and formation-keeping parts are proven to be stable. In the proofs, we assume that the avoidance and depth-limiting tasks are not active. An analysis of the closed-loop system with active avoidance and depth-limiting tasks is left for future work.
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Appendix A

A.1 Bounds on $\omega_{\text{NSB},i}$

Recall the definition of $\omega_{\text{NSB},i}$ in (49). Note that by definition, a normalized vector is always orthogonal to its derivative. Therefore, the following equality holds:

$$\|\omega_{\text{NSB},i}\| = \|\mathbf{v}_{\text{NSB},i}\| = \|\hat{\mathbf{v}}_{\text{NSB},i}\|. \quad (A.1)$$

Therefore, instead of the pseudo-angular velocity, it is possible to investigate the derivative of the normalized NSB velocity. Note that according to the assumptions in Theorem 1, the analysis should be performed on the manifold $\langle \hat{\mathbf{v}}, \hat{\mathbf{X}} \rangle = 0$. Substituting $\hat{\mathbf{v}} = 0$ to (38) yields

$$\mathbf{v}_{\text{NSB},i} = \mathbf{v}_{\text{LOS}} + \hat{\mathbf{R}}_p(\xi)\mathbf{p}_{f,i}^f = U_{\text{LOS}}\hat{\mathbf{R}}_p(\xi) \left( \mathbf{e}_1 + \|\mathbf{p}_p(\xi)/\partial \xi\|^{-1} \mathbf{w}(\xi) \times \mathbf{p}_{f,i}^f \right). \quad (A.2)$$

For brevity, let us define

$$\kappa = \|\mathbf{p}_p(\xi)/\partial \xi\|^{-1} \mathbf{w}(\xi), \quad \mathbf{e}_p = \mathbf{e}_1 + \kappa \times \mathbf{p}_{f,i}^f. \quad (A.3)$$

The normalized NSB velocity is then given by

$$\mathbf{v}_{\text{NSB},i} = \frac{\hat{\mathbf{R}}_p(\xi)\mathbf{e}_p}{\|\mathbf{e}_p\|}. \quad (A.4)$$

Differentiating (A.4) with respect to time yields

$$\dot{\mathbf{v}}_{\text{NSB},i} = \frac{U_{\text{LOS}}\hat{\mathbf{R}}_p \left( \kappa \times \mathbf{e}_p + \mathbf{e}_p \times \mathbf{p}_{f,i}^f \right) + \hat{\mathbf{R}}_p(\xi) \frac{\partial \mathbf{e}_p}{\partial \xi} \left( \mathbf{e}_p \times (\kappa \times \mathbf{p}_{f,i}^f) \right)}{\|\mathbf{e}_p\|}, \quad (A.5)$$

where $\mathbf{e}_p = \partial \mathbf{e}_p / \partial \xi$. From (A.5), it follows that

$$\|\dot{\mathbf{v}}_{\text{NSB},i}\| \leq U_{\text{LOS}} \left( \|\kappa\| + \|\mathbf{e}_p\| \right) \left( 1 + \frac{\|\mathbf{e}_p\|}{\|\kappa\|} \right) \frac{1}{\|\mathbf{e}_p\|}. \quad (A.6)$$

If we assume that the second and third partial derivatives of $\mathbf{p}_p$ with respect to the path parameter are bounded, then $\mathbf{e}_p$ is bounded as well. Let us define

$$c_{\text{NSB}} = \max_{\xi} \left( \|\kappa\| + \frac{\|\mathbf{e}_p\| \left( 1 + \frac{\|\mathbf{e}_p\|}{\|\kappa\|} \right)}{\|\kappa\|} \right). \quad (A.7)$$

Substituting (45) and (A.7) into (A.6) gives us the following upper bound

$$\|\dot{\mathbf{v}}_{\text{NSB},i}\| \leq \frac{v_{2,\max} + \sqrt{\sum_{i=1}^{n} (c_i^2 + u_{t,i}^2) + u_{t,\min}^2}}{1 - k_{\text{NSB}}} c_{\text{NSB}}. \quad (A.8)$$

Note that for any two positive numbers $a$ and $b$, the following inequality holds: $\sqrt{a + b} \leq \sqrt{a} + \sqrt{b}$. Therefore, we can further upper-bound (A.8) with

$$\|\dot{\mathbf{v}}_{\text{NSB},i}\| \leq \frac{c_{\text{NSB}}}{1 - k_{\text{NSB}}} \|\mathbf{v}_u\| + \frac{v_{2,\max} + u_{t,\min}}{1 - k_{\text{NSB}}} c_{\text{NSB}}. \quad (A.9)$$

We have thus shown that there exist positive constants $a_{\text{NSB}}$ and $b_{\text{NSB}}$ that satisfy (84).

A.2 Bounds on $\omega_{\nu_i}$

Note that by the assumptions of Theorem 1, the surge velocity of the vehicle satisfies $u_i = u_{d,i}$, and the linear velocity vector $\mathbf{v}_i$ thus satisfies

$$\mathbf{v}_i = \langle u_{d,i}, v_i, w_i \rangle = \left( \sqrt{\|\mathbf{v}_{\text{NSB},i}\|^2 - v_i^2 - w_i^2}, v_i, w_i \right), \quad \|\mathbf{v}_i\| = \|\mathbf{v}_{\text{NSB},i}\|. \quad (A.10)$$

The time-derivative of a normalized vector is given by

$$\dot{\mathbf{v}}_i = \frac{\mathbf{v}_i}{\|\mathbf{v}_i\|} - \frac{\mathbf{v}_i \frac{\partial}{\partial t} \|\mathbf{v}_i\|}{\|\mathbf{v}_i\| \|\mathbf{v}_i\|^2} = \frac{\mathbf{v}_i \times \dot{\mathbf{v}}_i}{\|\mathbf{v}_i\| \|\mathbf{v}_i\|^2}. \quad (A.11)$$

and the pseudo-angular velocity is thus given by

$$\omega_{\nu_i} = \mathbf{v}_i \times \dot{\mathbf{v}}_i = \frac{\mathbf{v}_i \times \dot{\mathbf{v}}_i}{\|\mathbf{v}_i\| \|\mathbf{v}_i\|^2}. \quad (A.12)$$
Now, let us focus on $\dot{v}_i$. Differentiating (A.10) with respect to time yields

$$
\dot{v}_i = \begin{bmatrix}
\dot{u}_i \\
\dot{v}_i \\
\dot{w}_i
\end{bmatrix} = \begin{bmatrix}
u_{\text{NSB},i}^T u_{\text{NSB},i} - v_i \dot{v}_i - w_i \dot{w}_i
\end{bmatrix}.
$$

(A.13)

From (7b), the underactuated dynamics are given by

$$
\dot{v}_i = (X_{v0} + X_{v1}(u_i - u_c)) r_i + (Y_{v0} + Y_{v1}(u_i - u_c)) (v_i - v_c) + (Z_{v0} + Z_{v1} p_i) (w_i - w_c) + w_c p_i - u_c r_i,
$$

(A.14a)

$$
\dot{w}_i = (X_{w0} + X_{w1}(u_i - u_c)) q_i + (Y_{w0} + Y_{w1}(u_i - u_c)) (w_i - w_c) + (Z_{w0} + Z_{w1} p_i) (v_i - v_c) + u_c q_i - v_c p_i,
$$

(A.14b)

where

$$
X_v(u_r) = X_{v0} + X_{v1} u_r,
$$

(A.15a)

$$
Y_v(u_r) = Y_{v0} + Y_{v1} u_r,
$$

(A.15b)

$$
Z_v(p) = Z_{v0} + Z_{v1} p,
$$

Substituting (A.14) into (A.13) yields

$$
\dot{v}_i = \begin{bmatrix}
\nu_{\text{NSB},i}^T u_{\text{NSB},i} - v_i \dot{v}_i - w_i \dot{w}_i \\
\frac{w_i, (X_{v0} + X_{v1} u_r + u_c) - (X_{v0} - X_{v1} u_r + u_c)}{X_{v0} + X_{v1} u_r - u_c} \\
\frac{w_i, (X_{w0} + X_{w1} u_r + u_c) - w_i, (X_{w0} - X_{w1} u_r + u_c)}{X_{w0} + X_{w1} u_r - u_c}
\end{bmatrix} \begin{bmatrix}
p_i \\
q_i \\
r_i
\end{bmatrix} + \begin{bmatrix}
u_{\text{NSB},i}^T u_{\text{NSB},i} - v_i \dot{v}_i - w_i \dot{w}_i \\
\frac{(Y_{v0} + Y_{v1} u_r) v_r + Z_{v0} v_r}{(Y_{v0} + Y_{v1} u_r) v_r + Z_{v0} v_r}
\end{bmatrix}.
$$

(A.16)

Substituting (A.16) into (A.12) yields

$$
\omega_{v_i} = \frac{\dot{v}_i \times (\widehat{A}_\omega \omega_i + \widehat{\omega}_{0,i})}{||\dot{v}_i||^2} = \frac{S(\dot{v}_i, \widehat{A}_\omega) \omega_i}{||\dot{v}_i||^2} + \frac{\dot{v}_i \times \widehat{\omega}_{0,i}}{||\dot{v}_i||^2} \omega_i.
$$

(A.17)

We have thus shown that $\omega_{v_i}$ is affine in $\omega_i$.

Now we investigate the determinant of ($I + A_\omega$). From the definition of $A_\omega_i$ in (A.17), we get the following expression

$$
\det (I + A_\omega_i) = \left(\frac{u_i}{u} \left[u_i^2 + u_i^2 + u_i^2\right] - u_v \left(u_v^2 + u_v^2 + u_v^2\right) - (u_v u_i + v_v v_i + w_v w_i)(u_i - u_v) + X_{v0} \left(u_v^2 + u_v^2\right) \right.

- X_{v0} \left(u_v^2 + u_v^2\right) + (X_{v0} - X_{v1}) u_i (u_i - u_v)^2 + (X_{v0} + Z_{v1}) u_i^2 (u_i - u_v)

- (X_{v0} + Z_{v1}) u_i^2 (u_i - u_v) - X_{v0} X_{v1} u_i - X_{v0} (u_v u_i + v_v v_i) + X_{v0} (u_v u_i + w_v w_i)

- X_{v1} (X_{v0} u_i^2 - Z_{v0} u_i^2) - X_{v0} (X_{v0} u_i^2 - Z_{v0} u_i^2) - X_{v1} X_{v0} u_i (u_i - u_v)^2

- (X_{v0} + Z_{v1}) u_i^2 \frac{(u_i - u_v)}{u_i} + X_{v0} (X_{v0} u_i^2 + Z_{v1} u_i^2) u_i^2 (u_i - u_v)

+ X_{v1} (Z_{v1} u_i^2 (u_i - u_v) + X_{v0} (X_{v1} u_i u_v - Z_{v0} u_i v_v) + X_{v0} (X_{v1} u_i u_v - Z_{v0} u_i v_v)

- X_{v1} Z_{v1} u_i u_v (u_i - u_v) - X_{v0} X_{v1} u_i u_v (u_i - u_v) - u_i (u_i^2 + u_i^2 + u_i^2) \right).
$$

(A.18)

We need to find an upper bound on this expression. To do so, we will employ the following strategy: If possible, we will cancel the terms in the denominator with terms in the numerator. If the terms cannot be canceled, we will use the fact that $u_i \geq u_{\text{min}}$, and put the following upper bound on the denominator

$$
\frac{1}{u_i (u_i^2 + u_i^2 + u_i^2)} \leq \frac{1}{u_{\text{min}}^2}.
$$

(A.19)

Furthermore, we will utilize the following inequalities that hold for any $a, b, c, K, L \in \mathbb{R}$

$$
|a| \leq \sqrt{a^2 + b^2 + c^2},
$$

$$
\frac{|a|}{a^2 + b^2 + c^2} \leq \frac{1}{\sqrt{a^2 + b^2 + c^2}},
$$

(A.20a)

$$
|ab| \leq \frac{1}{2} \left(a^2 + b^2\right),
$$

$$
|Ka + Lb| \leq \max \{ |K|, |L| \} (|a| + |b|).
$$

(A.20b)

Using this strategy, we arrive at the following upper bound
Next, we use a similar strategy as in the previous section to get the following upper bound
\[ \hat{v} = \left( \frac{|u_c|}{u_{\min}} + \left( \frac{|u_c| + |v_c| + |w_c|}{u_{\min}} \right) \left( u_{\min} + |u_c| \right) + \frac{|u_{w0}| + |X_{w1}|}{u_{\min}} + 2 |X_{v1} - X_{w1} - X_{v1} X_{w1}| \right) \frac{u_{\min}^2 + u_c^2}{u_{\min}^2} \\
+ \max \left\{ |X_{v1} + Z_{w1} + X_{v1} Z_{w1}|, |X_{v1} + Z_{v1} + X_{v1} Z_{v1}| \right\} \frac{u_{\min} + |u_c|}{u_{\min}^3} + \frac{|X_{v1} X_{w0}|}{u_{\min}^3} \\
+ \max \left\{ |X_{v1}|, |X_{w0}| \right\} \frac{u_{\min}^3 + \|v_c\|^2}{u_{\min}^3} + \frac{|X_{v1}| \max \left\{ |X_{w1}, Z_{w1}| \right\} + |X_{w0}| \max \left\{ |X_{v1}, Z_{v1}| \right\} }{u_{\min}} \\
+ \frac{|X_{v1} + Z_{w1} - X_{v1} Z_{w1}|}{u_{\min}^2} \left( u_{\min} + |u_c| \right) + \frac{|X_{v1} + Z_{v1} - X_{v1} Z_{v1}|}{u_{\min}^2} \left( u_{\min} + |u_c| \right) \\
+ \frac{|X_{v1}(|X_{v1} u_c| + |Z_{w1} v_c|)}{u_{\min}^2} + \frac{|X_{w0}(|X_{v1} u_c| + |Z_{v1} v_c|)}{u_{\min}^2} \right) \\
\triangleq 1 - k_d. \tag{A.21}
\]
Note that the components of the ocean current, \(|u_c|, |v_c|,|w_c|\), can be upper bounded by \(\|V_c\|\). We have therefore found a constant upper bound on the determinant.

Now, let us focus on \(\omega_{0,i}\). Recall the definition of \(\omega_{0,i}\) in (A.17). To find an upper bound, we will use the following inequality
\[ \|v_i \times \hat{\omega}_{0,i}\| \leq \|v_i\| \|\hat{\omega}_{0,i}\|, \quad \implies \quad \|\omega_{0,i}\| \leq \frac{\|\omega_{0,i}\|}{\|v_i\|}. \tag{A.22}\]
Recall the definition of \(\dot{\omega}_{0,i}\) in (A.16). To find an upper bound on this vector, we will utilize the following inequality: Consider a vector \(x = \left( \sum_{i=1}^{N_1} a_i, \sum_{i=1}^{N_2} b_i, \sum_{i=1}^{N_3} c_i \right)\), where \(a_i, b_i, c_i \in \mathbb{R}\). The following inequality holds for the Euclidean norm of \(x\)
\[ \|x\| \leq \sum_{i=1}^{N_1} |a_i| + \sum_{i=1}^{N_2} |b_i| + \sum_{i=1}^{N_3} |c_i|. \tag{A.23}\]
Therefore, we can find an upper bound on \(\|\dot{\omega}_{0,i}\|\) by analyzing its components.

Let us begin by investigating the term \(\frac{v_{NSB,i}^T u_i}{u_i}\). From (A.2), \(v_{NSB,i}\) and its time-derivative are given by
\[ v_{NSB,i} = U_{LOS} R_p(\xi) e_p, \quad \dot{v}_{NSB,i} = U_{LOS} R_p(\xi) (\kappa \times e_p + \ell \times p_{f,i}). \tag{A.24}\]
For brevity, let us define
\[ e_d = \kappa \times e_p + \ell \times p_{f,i}. \tag{A.25}\]
Then, the following inequality holds for the investigated term
\[ \left| \frac{v_{NSB,i}^T u_i}{u_i} \right| \leq \left| \frac{e_d^T u_i}{u_i} \right| \leq \left| \frac{\|e_d\|}{\|u_i\|} \right| \|v_{NSB,i}\|, \tag{A.26}\]
We can now expand the remaining terms in \(\dot{\omega}_{0,i}\) to arrive at the following upper bound
\[ \|\dot{\omega}_{0,i}\| \leq \left| \frac{e_d^T}{\|e_d\|} \right| \|v_{NSB,i}\| \leq \|e_d\| \|v_{NSB,i}\| + \|\omega_{NSB,i}\| \|v_{NSB,i}\| + \|\omega_{0,i}\| \|v_{NSB,i}\| + \|\omega_{1,i}\| \|v_{NSB,i}\| + \|\omega_{2,i}\| \|v_{NSB,i}\| \tag{A.27}\]
Next, we use a similar strategy as in the previous section to get the following upper bound
\[ \|\omega_{0,i}\| \leq |e_d^T/v_{\min}|^2 + \max \left\{ \frac{|Y_{v1}| (u_{\min} + |u_c|) + |Y_{v0}| (u_{\min} + |u_c|) + |Y_{w0}|}{u_{\min}} \right\} \frac{\|e_d\|}{\|e_d\|} + \left( \frac{1}{2} \frac{|Z_{v0} + Z_{w0}|}{u_{\min}} \right) \left( \frac{u_{\min}^2 + u_c^2}{u_{\min}^2} \right) \tag{A.28}\]
Note that the norm of \(v_i\) satisfies
\[ \|v_i\| = \|v_{NSB,i}\| = \|U_{LOS} e_p\| \leq \frac{\|e_p\|}{1 - k_{NSB}} \|v_{w}\| + \frac{\|u_{\max} \| u_{\min}}{1 - k_{NSB}} \|e_p\|, \tag{A.29}\]
and the term \((v_i^2 + w_i^2)\) satisfies the following two inequalities
\[
v_i^2 + w_i^2 \leq \|v_i\|^2, \quad v_i^2 + w_i^2 \leq \|v_i\|^2. \tag{A.30}
\]

We finally arrive at the following upper bound on \(\|\omega_{0,i}\|\)
\[
\|\omega_{0,i}\| \leq \left( \frac{\|e_d\|}{u_{\min}(1 - k_{\text{NSB}})} + \max \left\{ \frac{|Y_{v1}|(u_{\min} + |u_c|) + |Y_{w1}| |u_{\min} + |u_c| + |Y_{u1}|}{u_{\min}}, \frac{|Y_{v1}|(u_{\min} + |u_c|) + |Y_{w1}| |u_{\min} + |u_c| + |Y_{u1}|}{u_{\min}} \right\} + \frac{1}{2} \frac{|Z_{v0} + Z_{w0}|}{u_{\min}} \right) + \frac{1}{2} \frac{|Z_{v0} + Z_{w0}|}{u_{\min}} + \frac{1}{2} \frac{|Z_{v0} + Z_{w0}|}{u_{\min}} + \frac{1}{2} \frac{|Z_{v0} + Z_{w0}|}{u_{\min}} + \frac{1}{2} \frac{|Z_{v0} + Z_{w0}|}{u_{\min}} \tag{A.31}
\]
Similarly to the previous section, we can upper-bound \(|u_c|, |v_c|,\) and \(|w_c|\) with \(\|V_c\|\). We have thus found positive constants \(a_v\) and \(b_v\) that satisfy (88).