Systematic assessment of the quality of fit of the stochastic block model for empirical networks

Felipe Vaca-Ramírez and Tiago P. Peixoto
Department of Network and Data Science, Central European University, 1100 Vienna, Austria

We perform a systematic analysis of the quality of fit of the stochastic block model (SBM) for 275 empirical networks spanning a wide range of domains and orders of size magnitude. We employ posterior predictive model checking as a criterion to assess the quality of fit, which involves comparing networks generated by the inferred model with the empirical network, according to a set of network descriptors. We observe that the SBM is capable of providing an accurate description for the majority of networks considered, but falls short of saturating all modeling requirements. In particular, networks possessing a large diameter and slow-mixing random walks tend to be badly described by the SBM. However, contrary to what is often assumed, networks with a high abundance of triangles can be well described by the SBM in many cases. We demonstrate that simple network descriptors can be used to evaluate whether or not the SBM can provide a sufficiently accurate representation, potentially pointing to possible model extensions that can systematically improve the expressiveness of this class of models.

I. INTRODUCTION

The stochastic block model (SBM) \cite{1, 2} is an important family of generative network models used primarily for community detection \cite{3} and link prediction \cite{4}. In its simplest formulation, it describes a network formation mechanism where the nodes are divided into discrete groups, and the probability of an edge existing between two nodes is given as a function of their group memberships. Many variations of this idea exist, including mixed-membership SBMs \cite{5}, where nodes are allowed to belong to multiple groups, the degree-corrected SBM (DCSBM) \cite{2}, where nodes are allowed to possess arbitrary degrees, as well as several extensions to other domains, such as dynamical networks \cite{6–8} and multilayer networks \cite{7, 9}, to name a few.

SBMs also serve as generalizations of more fundamental random network models. The basic SBM has the Erdős-Rényi model \cite{10} as a special case when there is a single group, and likewise the DCSBM recovers the configuration model \cite{11} in the same situation. However, differently from these more fundamental models, the SBM possesses a set of parameters — the partition of the nodes and the affinities between groups — that is not trivially recoverable from observed networks. These parameters are latent information that need to be obtained via inference algorithms, which form the basis of the community detection methods that use this approach \cite{3}. Furthermore, the SBM has a controllable level of complexity: by increasing the number of groups, we have the ability to express increasingly elaborate types of network structures, via arbitrary mixing patterns between the latent groups. In fact, despite its stylized nature, it can be shown that the SBM can approximate a broad class of generative models that are different from it \cite{12}, and its inference functions similarly to fitting a histogram to numeric data in order to estimate the underlying probability density — with the node groups playing a similar role to the histogram bins. However, the expressiveness of the SBM is not absolute, specially when the networks are sparse, i.e. when their average degree is much smaller than the total number of nodes. In such a situation, there is no guarantee that the SBM is capable of arbitrarily approximating the true underlying model, regardless of how we infer it: By increasing the model complexity we move from a situation where we are underfitting, i.e. extracting patterns that do not sufficiently capture all the features of the true model, to a situation where we are overfitting, i.e. incorporating randomness into the model description, which is also a deviation from the true model. When we find the most adequate inference that balances statistical evidence against model complexity to prevent overfitting, we might still be missing important features of the true model, simply because it cannot be sufficiently well captured under the SBM parametrization.

Here we are not interested in evaluating the SBM as a plausible generative process of networks across all domains, since it does not represent an ultimately credible mechanism for any of them. Instead, our objective is to assess how capable it is of providing a general effective description of empirical networks, and in which aspects and to what extent (and not whether) it tends to be misspecified. Understanding the limits of the SBM representation in empirical settings is therefore a nuanced undertaking that is likely to be affected by a variety of possible sources of deviations. Since the SBM tends to yield very good comparative performance in link prediction tasks \cite{13, 14}, it is therefore known that it tends to outperform alternative models in capturing the structure of networks, but we still lack a more accurate assessment of its qualities and shortcomings in absolute terms.

In this work, we evaluate the quality of fit of the SBM in empirical contexts by performing model checking on Bayesian inferences. Based on a diverse collection of 275
networks spanning various domains and several orders of size magnitude, we compare the values of many network descriptors computed on the observed network with what would be typically obtained with networks sampled from the inferred SBM. In this way, any significant discrepancy can be interpreted as a form of "residual" that points to a shortcoming of the SBM in capturing that particular network property.

Overall we find that the SBM is capable of encapsulating the network structure to a significant degree for a large fraction of the networks studied, but falls short of completely exhausting the modelling requirements in many cases. We find that for networks with very large diameter or a very slow mixing random walk the SBM tends to provide a poor description. This includes, for example, many transportation networks — which are typically embedded in a low dimensional space — as well as some economic networks. However, for other kinds of networks the quality of fit tends to be good overall.

We proceed with describing in detail the model and inference procedure (Sec. [I]), our criteria to evaluate the quality of fit (Sec. [II]), the network corpus used (Sec. [III]), and the results of our analysis for it (Sec. [IV]). We finalize in Sec. [VII] with a conclusion.

II. MODEL AND INFERENCE

For our analysis we will use the microcanonical degree-corrected SBM (DCSBM) [2, 15], which combines arbitrary mixing patterns between groups together with arbitrary degree sequence. It has as parameters the partition of the nodes into groups, \( b = \{ b_i \}, \) with \( b_i \in [1, B] \) being the group membership of node \( i, \) the degree sequence \( k = \{ k_i \}, \) where \( k_i \) is the degree of node \( i, \) and the edge counts between groups \( e = \{ e_{rs} \} \) (or twice that number for \( r = s \)), given by \( e_{rs} = \sum_{ij} A_{ij}\delta_{b_i,r}\delta_{b_j,s}. \) Given these constraints, the network is generated with probability [15]

\[
P(A|k, e, b) = \prod_{r<s} e_{rs}! \prod_r e_{rr}! \prod_i k_i! \prod_{i<j} A_{ij}! \prod_r e_{rr}!,
\]

where \( A = \{A_{ij}\} \) is the adjacency matrix of an undirected multigraph with potential self-loops, and \( e_r = \sum_s e_{rs}. \)

All the networks we will be studying are undirected simple graphs, for which the above model can give only an approximation. As demonstrated in Ref. [16], the use of multigraph models based on the Poisson distribution (or equivalently, microcanonical models based on the pairing of half-edges, as above) cannot ascribe probabilities to simple edges (i.e. \( A_{ij} = 1 \)) that are larger than \( 1/e \approx 0.37. \) This limits the applicability of such models on networks with heterogeneous density, either due to broad degree distributions or sufficiently dense communities, which are ubiquitous properties of empirical networks. To address this limitation, we use the latent multigraph model of Ref. [16], where we assume that an underlying unobserved multigraph \( A \) is in fact responsible for the observed simple graph \( G \) simply via the removal of the edge multiplicities and self-loops, i.e.

\[
P(G|A) = \prod_{i<j} \left(1 - \delta_{A_{ij},0}\right)^{G_{ij}} \delta_{A_{ij},0}^{1-G_{ij}}.
\]

Note that \( P(G|A) \) can only take a value of 0 or 1, depending on whether \( G \) and \( A \) are compatible. Via this mathematical construction, the final model

\[
P(G|k, e, b) = \sum_A P(G|A)P(A|k, e, b)
\]

can express both arbitrary mixing patterns between groups as well as degree correction, without the limitations of the multigraph model for networks with large local densities [16]. The inference of this model is performed by sampling from the posterior distribution

\[
P(A, k, e, b|G) = \frac{P(G|A)P(A|k, e, b)P(k, e, b)}{P(G)}
\]

which remains tractable. Here we use the merge-split Markov chain Monte Carlo (MCMC) algorithm described in Ref. [17] to efficiently sample from this distribution.

Note that for \( P(k, e, b) \) we use the nonparametric microcanonical hierarchical priors and hyperpriors described in Refs. [15, 18]. Importantly, this kind of approach determines the appropriate model complexity (via the number of groups) according to the statistical evidence available in the data. As has been shown in these previous works, this choice guarantees that only compressive inferences are made in a manner that prevents overfitting (finding a number of groups that is too large), but also with a substantial protection against underfitting (finding a number that is too small), which tends to happen when noninformative priors are used instead.

In addition to the DCSBM we will also use the configuration model as a comparison, obtained by reshuffling the edges of the obtained network while preserving its degree sequence (here we use the edge-switching MCMC algorithm [11]). We note that the configuration model is an approximate special case of the DCSBM considered above when there is only a single group. Therefore, whenever the Bayesian approach above identifies more than one group with a large probability, this automatically implies a selection of the DCSBM in favor of the configuration model. This happens for every network that we consider in this work, meaning that the DCSBM is the favored model for all of them. Nevertheless, the configuration model serves as a good baseline to determine to what extent the quality of fit obtained with the DCSBM can be ascribed to the degree sequence alone or to the group-based mixing patterns uncovered.

\[1\] This is only approximately true since the configuration model and the latent Poisson models are not identical, but sufficiently similar for the purposes of this work [16].
III. ASSESSING QUALITY OF FIT

The approach we use to assess the quality of fit of the DCSBM is based on obtaining the posterior predictive distribution of certain network descriptors. More precisely, for a scalar network descriptor $f(G)$, its posterior predictive distribution is given by

$$P(y|G) = \sum_{G',A,A'} \delta(y - f(G')) P(G'|A') \times P(A'|e,k,b) P(A,k,e,b(G)).$$

In other words, for each inferred parameter set $(k,e,b)$, weighted according to its posterior probability, we sample a new network $G'$ from the model defined above (which can be done in time $O(E + N)$ where $E$ and $N$ are the total number of edges and nodes, respectively, as we show in Appendix A), and obtain the descriptor value $y = f(G')$. \footnote{The posterior predictive distribution for the configuration model is analogous, i.e. $P(y|G) = \sum_{k,e} \delta(y - f(G')) P(G'|k)$, where $k$ are the observed degrees, and $P(G|k)$ is the likelihood of the configuration model.}

We can say that a model captures well the value of a descriptor if its predictive posterior distribution ascribes high probability to values that are close to what was observed in the original network. We can obtain a compact summary of the level of agreement in two different ways. The first measures the statistical significance of the deviation, e.g. via the $z$-score

$$z = \frac{f(G) - \langle y \rangle}{\sigma_y},$$

where $\langle y \rangle$ and $\sigma_y$ are the mean and standard deviation of $P(y|G)$. The second criterion is the relative deviation, which here we compute in two different ways,

$$\Delta_1 = \frac{f(G) - \langle y \rangle}{f(G)}, \quad \Delta_2 = \frac{f(G) - \langle y \rangle}{f_{\text{max}} - f_{\text{min}}},$$

depending on whether the descriptor values are bounded in a well defined interval $[f_{\text{min}}, f_{\text{max}}]$ ($\Delta_2$) or not ($\Delta_1$).

The $z$-score and relative deviation measure complementary aspects of the agreement between data and model, and represent different criteria which should be used together. While a high value of the $z$-score can be used to reject the inferred model as a plausible explanation for the data, by itself it tells us nothing about how good an approximation it is. Conversely, the relative deviation tells us how well the descriptor is being reproduced by the model, but nothing about the statistical significance of the comparison.

In Fig. 1 we show examples that illustrate how the different criteria operate. In Fig. 1(a) and (b) we see examples that show good and bad agreements between model and data, respectively, according to both criteria simultaneously. In these cases, the conclusion is unambiguous: we either see no reason whatsoever to condemn the model, or we see a definitive reason to do so. However, in Fig. 1(c) and (d) we reach mixed conclusions. Fig. 1(c) shows that the model typically yields different values than observed in the data, but it still ascribes a large probability to it. We cannot condemn the model as an implausible explanation for the data, but it is conceivable that the true generative model would be more concentrated on the observed value. Conversely, in Fig. 1(d) we see a situation where the model ascribes close to zero probability to the actual descriptor value seen in the data, but, in absolute terms, the discrepancy is quite small. Although we find evidence to condemn the plausibility of the model, we could still claim that it is a good approximation.

Overall, since we know that a model like the DCSBM cannot possibly correspond to the true generative model of empirical networks, we should expect that in situations where the network is sufficiently large, and hence there is more abundant data, the values of the $z$-score will tend to be high. Here we argue that since the objective of a model like the DCSBM is to obtain a good approxima-
Before continuing, some important considerations regarding model checking should be made. While an excellent model should fulfill both of the above criteria simultaneously, we need to observe that a model that maximally overfits, i.e. ascribes to the observed network a probability of one, and to any other a probability of zero, will achieve the best possible performance according to both relative deviation and statistical significance. This occurs because we are using the same data to perform both the model inference and evaluate its quality, which is an invalid approach for model selection. Therefore, it is important to recognize the crucial difference between model checking and model selection: the latter attempts to find the model alternative that is better justified according to statistical evidence, while the former simply finds systematic discrepancies between the inferred model and data. In our analysis, protection against overfitting is obtained via Bayesian inference, and we use model checking only to evaluate the discrepancies (indeed, the fact we find discrepancies to begin with shows that we cannot be massively overfitting). Another observation is that when performing multiple comparison over many networks and descriptors, some amount of “statistically significant” deviations are always expected, even if the models inferred correspond to the true ones, unless we incorporate the fact that we are doing multiple comparisons in our criterion of statistical significance, which would be the methodologically correct approach. We will not perform such a correction in our analysis, because we do not seek to demonstrate the absolute quality of DCSBM as a ultimately plausible hypothesis for network formation. As we will see from our results, such a correction would gain us very little.

Finally, in Table I, we list the network descriptors that are used in this work. Our approach requires scalar values, so we constrained ourselves to this category, and furthermore we chose quantities that can be computed quickly, so that robust statistics from the predictive posterior distributions can be obtained. Given these restrictions, we then chose descriptors that measure different aspects of the network structure, both at a local and global levels. Further details on the network descriptors are given in Appendix C.

### IV. NETWORK CORPUS

We base our analysis on a corpus containing 275 networks spanning various domains and several orders of size magnitude, as shown in Fig. 2. We have not collected every network at our disposal, but instead chosen networks that are as diverse as possible, both in size and domain, and avoided many networks that are closely related by belonging to the same subset. In Appendix C, we give more details about the datasets used.
Figure 3. Distribution of relative deviation (top), z-score (middle), and fraction of networks reproduced (bottom) for (a) the configuration model and (b) the DCSBM, according to their respective predictive posterior distributions for each descriptor. We also show the median and mean of the absolute values for all descriptors for each network. The solid blue lines mark the negative and positive median values, and the dashed red line marks the values of $|\Delta| = 0.05$ and $|z| = 3$. The fraction of networks reproduced correspond to those that have the absolute value of either $\Delta$ or $z$ below these thresholds. The points in green color correspond to the networks that are not reproduced according to this combined criterion.

V. RESULTS

In Fig. 3 we show the summaries of the posterior predictive checks for each descriptor and network, for both models considered. We observe a wide variety of deviation magnitudes, both for the same descriptors across networks, and across descriptors. As expected, the DCSBM results show systematically better agreement with the data when compared with the configuration model. Overall, the descriptors that show the worst agreement are the characteristic time of a random walk ($\tau$) and the diameter ($\varnothing$), both of which are particularly high for networks that are embedded in two dimensions, and for which the DCSBM is an inaccurate approximation (more on this below). Nevertheless, there is no single descriptor that the DCSBM does not capture for fewer than 50% of the networks. For descriptors like $S$, $R_t$, $R_i$, and $\langle c \rangle$, the difference between the DCSBM and the configuration model are relatively minor, indicating that those can be captured to a substantial degree by the degree sequence alone.

When considering all descriptors simultaneously for each network, either by the median or mean of the absolute values of the z-score and relative deviation, we observe that a substantial majority of the networks considered show good agreement with the DCSBM, as opposed to the small minority that agree with the configuration model. The difference between the median and the mean indicates that there is a sizeable fraction of the networks where the agreement is spoiled by a few outlier descriptors — typically $\tau$ and $\varnothing$.

The results obtained by the clustering coefficients are particularly interesting, since it is often the case that they
Figure 4. Relative deviation and $z$-score values for the global and mean local clustering coefficients, $C_g$ and $C_l$, as well as diameter and characteristic time of a random walk, $\varnothing$ and $\tau$, as a function of their empirical values, for every network in the corpus, when using the DCSBM. The dashed red line marks the values of $|\Delta| = 0.05$ and $|z| = 3$. The size of the symbol corresponds to the logarithm of the number of edges in the network, and the darkness to the mean degree.

are well reproduced by the DCSBM. This contrasts with what is commonly assumed, namely that the DCSBM should not be able to capture the abundance of triangles often seen in empirical networks, because in the limit where the number of groups is much smaller than the total number of nodes, the DCSBM becomes locally tree-like [19], with a vanishing probability of forming triangles. Therefore, we may imagine that the situations where there is an agreement with the DCSBM are those where the clustering values are low. However, as we see in Fig. 4(a) to (d), this is not quite true, and we observe good agreements even when the clustering values are high. This illustrates a point made in Ref. [20], that it is possible to obtain an abundance of triangles with the SBM simply by increasing the number of groups, in which case it can be explained as a byproduct of homophily. Indeed this is a situation we see in Fig. 4(a) to (d), where both the relative deviation and $z$-score values can be quite small even for extremal values of clustering. However, we do notice a substantial variability between agreements, and a fair amount of instances where the DCSBM cannot capture the observed clustering values, even when they are moderate or even small. This seems to indicate that there are a variety of processes capable of resulting in high clustering values, with homophily being only one of them [20]. Overall, the mean local clustering values tend to be harder to reproduce than the global clustering values. In both cases, the $z$-scores are systematically high, indicating that the clustering values are in general a good criterion to reject the DCSBM as a statistically plausible model, although the relative deviation values tend to be lower than what one would naively expect, meaning that the model can still serve as a reasonably accurate approximation for clustered networks in many cases.

The behavior seen for the clustering coefficient is different for the diameter and characteristic time of a random walk, which are the least well reproduced descriptors, as shown Fig. 4(e) to (h). For both these descriptors — which are closely related, since a network with a large diameter will also tend to result in a slow mixing random walk — it is rare to find a network with very high empirical values which the DCSBM is able to accurately describe. Therefore it seems indeed that the DCSBM offers an inadequate ansatz to describe the structure of these networks, even by optimally adjusting its complexity.

In Fig. 5 we show how the model assessment depends on the size of the network. As one could expect, the $z$-score values tend to increase for larger networks, as more evidence becomes available against the plausibility of the DCSBM as the true generative model. However, the values of the relative deviation do not change appreciably for larger networks, indicating that it remains a good approximation regardless of the size of the system.\(^3\)

\(^3\) Sampling issues with MCMC could also contribute to the elevated $z$-scores for larger networks, as we discuss in Appendix.
In Fig. 5 we show a summary of the fraction of all networks for which we obtain good agreement with either model, according to the network domains. Overall, we see that most domains show similar levels of agreements, except transportation and economic networks. Transportation networks are often embedded in two-dimensional spaces, resulting in large diameters and slow-mixing random walks. The economic networks considered also tend to show large values of these quantities, so the explanation for their discrepancy is the same.

Figure 5. Absolute value of the relative deviation (top), z-score (middle) and fraction of reproduced descriptors (bottom), as a function of the number of edges, for every network in the corpus. The dashed red line marks the values of $|\Delta| = 0.05$ and $|z| = 3$. The fraction of descriptors reproduced correspond to those that have the value of either $\Delta$ or $z$ below these thresholds. The points in green color correspond to the descriptors that are not reproduced according to this combined criterion.

Figure 6. Fraction of reproduced networks according to their domain, considering the (a) median and (b) mean values of either the z-score, the relative deviations, or their combined values, for both models (as shown in the legend). When the combined values are used, this means that a model is deemed compatible with a network when we obtain either $|\Delta| < 0.05$ or $|z| < 3$.

A. Predicting quality of fit

Now we address the question of whether it is possible to predict the quality of fit of both models considered based solely on the empirical values of the networks descriptors. If we can isolate the descriptors which are most predictive, this would give us a general direction in which more accurate models could be constructed.

In order to evaluate the predictability, we frame it as a binary classification problem, where to each network $i$ is ascribed a binary value $y_i = 0$ if we have simultaneously $|z_i| > 3$ and $|\Delta_i| > 0.05$, or otherwise $y_i = 1$. The feature vector for each network is composed of the empirical values of the descriptors, $\mathbf{x}_i = (r, c, C_1, C_2, \lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, R_r, R_t, S, E)$, with the addition of the number of edges $E$. For each network $i$, we train a random forest classifier on the entire corpus with that network removed, and evaluate the prediction score on the held-out network. We then repeat this procedure for all networks in the corpus, and evaluate how well the classifier is able to predict the binary label. We present the results of this experiment in Fig. 7 (top) which shows the receiver operating characteristic (ROC) curve, where the true positive rate and the false positive rate are plotted for all threshold values used to reach a classification. The area under the ROC curve (AUC), shown in the legend, can be equivalently interpreted as the probabil-
Figure 7. Predictiveness of the quality of fit of the generative models considered, according to the empirical descriptor values, framed as a binary classification problem, as described in the text. (a) ROC curve for a leave-one-out random-forest classifier, (b) Gini feature importance for the configuration model, (c) same as (b) but for the DCSBM. Panels (d) and (e) show the best ROC AUC obtained for a set of descriptors of a given size, for the configuration model and DSCBM, respectively. Panels (f) and (g) show the same as (d) and (e), respectively, but with the number of edges excluded from the analysis.

4 We also computed different a measure, called permutation importance, which leads to very similar results (not shown).

In order to understand what is the minimal amount of information required to predict the suitability of both models, and in this way remove the redundancy provided by the different descriptors, we computed the best ROC AUC obtained by a combination of descriptors of a given size, as shown in Fig. 7(d) and (e). In both cases we see that the predictability is saturated by only few descriptors. In the case of the configuration model most of the predictability is already achieved by a combination of \( C_l, \, \tau, \, E \). For the DCSBM we get instead \( (r, \, \varnothing, \, E) \).

If we remove the number of edges from the set of features (since it is not informative on the actual network structure), we obtain instead \( (C_g, \, \lambda_1^A, \, \tau) \) and \( (C_l, \, \lambda_1^H, \, \varnothing) \), for the configuration model and DCSBM, respectively. It should be emphasized that if a descriptor does not appear in the minimal set this does not mean it is not predictive of the quality of fit, only that it offers largely redundant information in that regard. Thus, for both models if we replace \( \varnothing \) with \( \tau \) or \( \lambda_1^H \) with \( \lambda_1^A \), etc, we get similar results. This suggests that, besides spatial embeddedness (which influence \( \varnothing \) and \( \tau \) the most), the addition of explicit mechanisms for triangle formation (which affects \( C_g, C_l, \lambda_1^H, \lambda_1^A \) directly) might improve the overall predictability, which is compatible with what we had already seen in Fig. 5(b) and (c). In both cases, we see that the number of edges is the most predictive descriptor, which is compatible with what we had already seen in Fig. 5(b) and (c).

Since we optimized exhaustively for all descriptor combinations of a given size, care should be taken to avoid overfitting, despite the leave-one-out cross-validation, because the optimization was performed the same set of networks. Because of this, we consider always the smallest set of descriptors that reaches a ROC AUC close to the optimum, not the actual optimum which is likely to be overfitting.
VI. CONCLUSION

We performed a systematic analysis of posterior predictive checks of the SBM on a diverse corpus of empirical networks, spanning a broad range of sizes and domains. Using a variety of network descriptors, we observed that the SBM is able to accurately capture the structure of the majority of networks in the corpus. The types of networks that show the worst agreement with DCSBM tend to possess a large diameter and a slow mixing of random walks — features that are commonly associated with a low-dimensional spatial embedding, and a violation of the “small-world” property. For the other kinds of networks the agreement tends to be fairly good, even for many networks with an abundance of triangles, in contradiction to what is commonly assumed to be possible with this class of models.

We have also identified the minimal set of network descriptors capable of predicting the quality of fit of the SBM, which is composed of the network diameter and characteristic time of a random walk as the most important, followed by clustering as a secondary feature. This points to the most productive directions in which this class of models could be improved.

One of the limitations of our analysis is that it is conditioned on the set of descriptors used, and thus shortcomings or successes of the model with respect to other properties not analysed are not uncovered. A natural extension of our work would be to consider an even broader set of descriptors that could reveal more relevant dimensions for the comparison. This kind of analysis is open ended, as there is no short supply of possible network descriptors. We hope our work will motivate further study in this direction, and with a larger variety of generative models within or beyond the SBM family.
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Appendix A: Posterior predictive sampling

As described in the main text, we obtain samples from the posterior predictive distribution of Eq. 3 by first sampling from the posterior distribution of Eq. 3 using MCMC and then generating new networks from the inferred models. More specifically, we sample \((A, k, e, b)\) from

\[
P(A, k, e, b | G) = \frac{P(G | A) P(A | k, e, b) P(k, e, b)}{P(G)}, \tag{A1}
\]

using the merge-split MCMC of Ref. [17], together with the agglomerative initialization heuristic of Refs. [18, 21], and the multigraph edge moves of Ref. [19]. For networks of size up to \(E = 10^6\) edges we observe good equilibration of the MCMC runs, but for large networks it becomes too slow. For these large networks we settle for a point estimate of the partition \(b\) obtained by several runs of the initialization algorithm and keeping the best result, and then we equilibrate the chain according to \(A\) alone (which affects \(k\) and \(e\)), which tends to happen quickly. We have verified that performing this calculation several times yields very similar results. The only noticeable outcome of this shortcut for larger networks is that it tends to reduce the variance of the posterior predictive distributions, which can potentially contribute to the elevated \(z\)-scores we obtained in our analysis. However, since the relative deviation values we obtained did not seem to depend on the size of the network, this gives us confidence that this approach does not introduce significant biases.

Given a sample \((A, k, e, b)\), we are interested only in \((k, e, b)\) (and hence samples from their marginal distribution), so we discard \(A\) and sample a new multigraph \(A'\) from the model of Eq. 1. This can be done exactly with an efficient algorithm that works similarly to what was proposed in Refs. [22, 23], but is valid for the microcanonical model: Given the parameters \((k, e, b)\) we proceed by creating for each group \(r\) a multiset of candidate nodes \(v_r\), containing \(k_i\) copies of each node \(i\) with \(b_i = r\). Then, for each group pair \((r, s)\) with \(r \neq s\) and \(e_{rs} > 0\), we repeat the following three steps for an \(e_{rs}\) number of times (or \(e_{rs}/2\) if \(r = s\)):

1. We sample a node \(i\) from the multiset \(v_r\) uniformly at random, and we remove it from the multiset.
2. We sample a node \(j\) from the multiset \(v_s\) uniformly at random, and we remove it from the multiset.
3. We add an edge \((i, j)\) to \(A\) (i.e. increment \(A_{ij}\) by one, or two if \(i = j\)).

The resulting multigraph \(A\) is sampled exactly with a probability given by Eq. 1. Since the number of nonzero entries of \(e\) cannot be larger than the total number of edges \(E\), the whole algorithm finishes in time \(O(N + E)\), where \(N\) is the number of nodes.

Given a sample \(A\), we obtain a simple graph \(G\) simply by removing all self-loops and truncating the edge multiplicities, i.e.

\[
G_{ij} = \begin{cases} 
1, & \text{if } A_{ij} > 0 \text{ and } i \neq j, \\
0, & \text{otherwise}.
\end{cases} \tag{A2}
\]

Finally, given \(G\) we compute the network descriptor \(f(G)\) of interest.

A C++ implementation of every algorithm used in this analysis is freely available as part of the \texttt{graph-tool} library [24].

Appendix B: Network descriptors

Below are the definitions of the descriptors used in our analyses.

Degree assortativity, \(r\): Defined as \[25\]

\[
r = \frac{\sum_{kk',k,k'}(m_{kk'} - m_k m_{k'})}{\sigma_k \sigma_{k'}},
\]

where \(m_{kk'}\) is the fraction of edges with endpoints of degree \(k\) and \(k'\), \(m_k = \sum_{k'} m_{kk'}\), and \(\sigma_k\) is the standard deviation of \(m_k\).

Mean \(k\)-core, \(<c>\): The \(k\)-core is a maximal set of vertices such that its induced subgraph only contains vertices with degree larger than or equal to \(k\). The \(k\)-core value \(c_i\) of node \(i\) is the largest value of \(k\) for which \(i\) belongs to the \(k\)-core. The mean value is then

\[
<c> = \frac{1}{N} \sum_i c_i.
\]

This can be computed in time \(O(N + E)\) according to the algorithm of Ref. [20].
Figure 8. Absolute value of the $z$-score versus absolute value of relative deviation, for every descriptor value and network in the corpus, according to (a) the configuration model and (b) the DCSBM. The dashed lines mark the values $|z| = 3$ and $|\Delta| = 0.05$, and the histograms the marginal distributions. The solid blue lines mark the median values.

Figure 9. (a) Kendall’s correlation coefficient $\tau$ between pairs of descriptor values across all networks in the corpus. Panels (b) and (c) show the same but for $z$-score and relative deviation values, respectively, according to the DCSBM. The insets show the correlation between coefficients from each respective panel and panel (a).

Mean local clustering coefficient, $C_l$: The local clustering coefficient \cite{27} of node $i$ is given by

$$C_i = \frac{\sum_{jk} G_{ij} G_{ki} G_{jk}}{k_i (k_i - 1)}.$$

It measures the fraction of pairs of neighbors that are also connected. The mean value is then just

$$C_l = \frac{1}{N} \sum_i C_i.$$

Global clustering coefficient, $C_g$: The global clustering coefficient of is given by

$$C_g = \frac{\sum_{ijk} G_{ij} G_{ki} G_{jk}}{\sum_i k_i (k_i - 1)}.$$

It measures the fraction of connected triads that close to form a triangle.

Leading eigenvalue of adjacency matrix, $\lambda_1$: The leading eigenvalue of the adjacency matrix is the largest value of $\lambda$ which solves

$$G x = \lambda x,$$

where $x$ is the associated eigenvector.
Characteristic time of a random walk, $\tau$:
The characteristic time of a random walk is obtained via the second largest eigenvalue $\lambda_2^T \in [0, 1]$ of the transition matrix $T$, with entries

$$T_{ij} = \frac{G_{ij}}{k_j},$$

where $k_i = \sum_j G_{ji}$. It is defined as

$$\tau = -\ln \lambda_2^T.$$

If the network is disconnected, we compute $\tau$ only on the largest component.

Pseudo-diameter, $\varnothing$: The pseudo-diameter is an approximate graph diameter. It is obtained by starting from an arbitrary source node, and finding a target node that is farthest away from the source. This process is repeated by treating the target as the new starting node, and ends when the graph distance no longer increases. This graph distance is taken to be the pseudo-diameter. The algorithm runs in time $O(N + E)$.

If the network is disconnected, $\varnothing$ is taken as the maximum of pseudo-diameters of the connected components.

Node percolation profile (random removal), $R_r$: We chose a random node order, and remove nodes sequentially from the graph according to it. If $S_i$ is the fraction of nodes in the largest component after the $i$-th removal, then the profile value is

$$R_r = \frac{1}{N} \sum_i S_i.$$

The value is averaged over several node orderings.

Fraction of nodes in the largest component, $S$: A component is a maximal set of nodes that are connected by a path. The largest component is the component with the largest number of nodes, and $S$ is the fraction of all nodes that belong to it.

In Fig. 8 we show how the z-scores and relative deviation values are related for every network descriptor, according to both models used. In Fig. 9 we show Kendall’s $\tau$ correlation coefficient among the descriptor values themselves, as well as their z-scores and relative deviations, according to the DCSBM. The insets show how the correlations among the deviations are themselves also correlated with the descriptor correlations.

Appendix C: Dataset descriptions

Below are descriptions of the network datasets used in this work. The codenames in the first row correspond to the respective entries in the Netzschleuder repository [29] where the networks can be downloaded. Some of the descriptions were obtained from the Colorado Index of Complex Networks [30].

For all networks, the versions considered in this work were transformed into simple graphs, i.e. symmetrized versions of directed networks and/or with parallel edges and self-loops removed.

| Name                        | Description                                                                 | $N$   | $E$   | Domain       |
|-----------------------------|------------------------------------------------------------------------------|-------|-------|--------------|
| blumenau_drug               | A network of drug-drug interactions, extracted from 18 months of electronic  | 75    | 181   | Biological   |
|                            | health records (EHRs) from the city of Blumenau in Southern Brazil [31].     |       |       |              |
| budapest_connectome [1]     | Brain graphs derived from connectomes of 477 people, computed from the      | 1015  | 53586 | Biological   |
|                            | Human Connectome Project [47].                                               |       |       |              |
| budapest_connectome [2]     | Networks among neurons of both the adult male and adult hermaphrodite        | 1015  | 62552 | Biological   |
|                            | worms C. elegans, constructed from electron microscopy series, to include    |       |       |              |
|                            | directed edges (chemical) and undirected (gap junction), and spanning        |       |       |              |
|                            | including nodes for muscle and non-muscle end organs [13].                  | 514   | 2832  | Biological   |
|                            | Ten networks of protein-protein interactions in Caenorhabditis elegans       | 575   | 4500  | Biological   |
|                            | (nematode), from yeast two-hybrid experiments, biological process maps,      | 575   | 4500  | Biological   |
|                            | literature curation, orthologous interactions, and genetic interactions [13].| 469   | 1433  | Biological   |
|                            | Network of protein-protein interactions in Saccharomyces cerevisiae (budding | 2724  | 13064 | Biological   |
|                            | yeast), measured by co-complex associations identified by high-throughput affin-| 912   | 22738 | Biological   |
|                            | ity purification and mass spectrometry (AP/MS) [35].                         | 537   | 517   | Biological   |
|                            | Network of operons and their pairwise interactions for E. coli [30].         | 423   | 519   | Biological   |
|                            | Networks of carbon exchanges among species in the cypress wetlands of South  | 128   | 2075  | Biological   |
|                            | Florida. One network covers the wet and the other the dry season [37].       | 183   | 2434  | Biological   |
|                            | A food web among the species found in Little Rock Lake in Wisconsin [35].   | 183   | 2434  | Biological   |
|                            | Trophic-level species interactions in streams in New Zealand, Maine and North| 94    | 424   | Biological   |
|                            | Carolina [30].                                                              | 107   | 965   | Biological   |
Multiplex networks representing different types of genetic interactions, for different organisms. Layers represent (i) physical, (ii) association, (iii) co-localization, (iv) direct, and (v) suppressive, (vi) additive or synthetic genetic interaction [10].

Networks of neural interactions extracted from human patients using the Magnetic Resonance One-Click Pipeline (MROCP), where nodes are voxels of neural tissue and edges represent connections by single fibers [31].

Networks of recombinant antigen genes from the human malaria parasite P. falciparum [10].

Networks of protein-protein binding interactions among yeast proteins [43].

A global interaction web of interactions between nematodes and their host mammal species, extracted from the helmintR package and dataset [55].

A network from Chinese online encyclopedias Baidu [66].

Bipartite network of plants and pollinators from Kyoto University Forest of Ashi, Japan, from 1984 to 1987 [59].

A network representing the Western States Power Grid of the United States [59].

A network of recombinant antigen genes from the human malaria parasite P. falciparum [10].

A network of feeding links among taxa based on the 48 million years old uppermost Early Eocene Messel Shale [47].

A global interaction web of interactions between nematodes and their host mammal species, extracted from the helmintR package and dataset [55].

A network of word adjacencies of common adjectives and nouns in the novel Bible [68].

A network of noun phrases (places and names) in the King James Version of the Bible [48].

Several networks of software dependencies. Nodes represent libraries and a directed edge denotes a library dependency on another [58, 61].

An integrated snapshot of the structure of the Internet at the level of Autonomous Systems (ASs), reconstructed from BGP tables posted by the University of Oregon Route Views Project [55].
| First Two Bipartite Networks (Wikipedia) |
|----------------------------------------|
| | Citations among papers contained in the DBLP computer science bibliogra-
| | phy [71].|
| | A bipartite network of artistic works (movies, novels, etc.) and their tropes |
| | (stylistic conventions or devices), as extracted from tvtropes [57].|
| | Two bipartite networks of the affiliations between musical labels and other mu-
| | sical genres or musical "styles," as given in the discogs.com database [57].|
| | Two bipartite user-page networks extracted from Wikipedia, about books [74]. |
| | Two bipartite user-page networks extracted from Wikipedia, about news events [72]. |
| | | A bipartite user-page network extracted from Wikiquotes [72].|
| | | Three bipartite networks that make up the MovieLens 100K Dataset, a stable |
| | Three bipartite user-page networks extracted from Wiktionary, for French, |
| | | German, and English [72].|
| | | A web graph representing a crawl of a portion of the general WWW, from a 2002 |
| | | Google Programming contest [57].|
| | | Three bipartite networks that make up the MovieLens 100K Dataset, a stable |
| | | benchmark dataset of 100,000 ratings from 1,000 users on 1,700 movies [74]. |
| | | A directed network of hyperlinks among a large set of U.S [74].|
| | | A network of books about U.S [75].|
| | | Network of legal citations by the US Supreme Court (SCOTUS) [76, 77].|
| | | A web graph network originally constructed in 2003 as a testbed for informa-
| | | tion-retrieval techniques, including web search engines [75].|
| | | A bipartite network of languages and the countries in which they are spoken, as |
| | | estimated by Unicode [77].|
| | | Citations among patents in the United States, as found in the National Bureau |
| | | of Economic Research (NBER) database, from 1975 to 1999 [79].|
| | | Web graphs crawled from four Computer Science departments in 1998, with |
| | | each page manually classified into one of 7 categories: course, department, |
| | | faculty, project, staff, student, or other [50].|
| | | A network of scientific fields, extracted from the English Wikipedia in early |
| | | 2020 [81].|
| | | Network of word adjacency in texts of several languages including English, |
| | | French, Spanish and Japanese [82].|
| | | A network of word associations showing the count of such associations as collected |
| | | from subjects, from the Edinburgh Associative Thesaurus (EAT) [83].|
| | | A network of English words from the WordNet, denoting relationships between |
| | | words (synonymy, hyperonymy, meronymy, etc.) [84].|
| | | A network of words extracted from phrases on which advertisers bid, in Yahoo!|
| | | Google’s 653260 [85].|
| | | A transportation network of Chicago, USA, from an unknown date (probably |
| | | 12982 20627 Transportation late 20th century) [53].|
| | | A network of contiguous states in the USA, in which each state is a node and |
| | | two nodes are connected if they share a land-based geographic border [50].|
| | | A multiplex network of airline routes among European airports, where each of |
| | | the 37 edge types represents routes by a different airline [57].|
| | | A network of international "E-roads," mostly in Europe [56].|
| | | A network of air traffic routes, from the FAA (Federal Aviation Administration) |
| | | National Flight Data Center (NFDC) preferred routes database [59].|
| | | Multiplex network with 3 edge types representing links within the three layers |
| | | of London train stations: Underground, Overground and DLR [40].|
| | | A network of regularly occurring flights among airports worldwide, extracted |
| | | from the openflights.org dataset [59].|
| | | The road network for the entire United States, as extracted from the |
| | | OpenStreetMap project [51].|
| | | OpenStreetMap project [51].|
| | | Two roads in the contiguous United States, as extracted from the OpenStreetMap |
| | | project [51].|
| | | Road networks from three US states (CA, PA, TX), in which edges are |
| | | stretches of road and vertices are intersections of roads [57].|
| | | Urban street networks, corresponding to a 1-square-mile maps of 20 cities around |
| | | the urban centers of the United States [92, 93].|
Yearly snapshots of flights among all commercial airports in the United States from 1990 to today [94].

The road networks of the 50 US States and the District of Columbia based on UA Census 2000 TIGER/Line Files [95].

A network of friendships among 29 seventh grade students in Victoria, Australia [96].

Scientific collaborations between authors of papers submitted to arxiv.org [97].

A network of who-trusts-whom relationships among users of the Bitcoin Alpha platform [101].

A bipartite network of the affiliations between notable people and occupations, as extracted from Wikipedia by the DBpedia project [107].

A network of friendships among Facebook friends, which was made public as a result of legal action [111].

A small anonymized Facebook ego network, from April 2014. Nodes are Facebook profiles, and an edge exists if the two profiles are "friends" on Facebook [113].

An early snapshot of the federation network among web publishers using the ActivityPub protocol [116].

Friendship relationships and interactions (wall posts) for a subset of the Facebook social network in 2009, recorded over a 2 year period [118].
A network of American football games between Division IA colleges during reg-
ular season Fall 2000 [118, 119]. Two bipartite networks of users and restaurant locations in New York City on
Foursquare, from 24 October 2011 to 20 February 2012 [119]. A network of friendships among male students in a small high school in Illinois from 1988 to 2001 [120]. A set of networks of HIV transmissions between people through sexual, needle-
sharing, or social connections, based on combining 8 datasets collected from 1988 to 2001 [121]. A network of friendships among users of Hyves, an online social networking site in the Netherlands (comparable to Facebook at the time) [122]. The network of collaborations among jazz musicians, and among jazz bands, extracted from The Red Hot Jazz Archive digital database, covering bands that performed between 1912 and 1940 [124]. Network of friendships among members of a university karate club [125]. Bipartite network of members of the Abu Sayyaf Group in the Philippines, and the kidnapping events they were involved in [126]. User-band networks from the music website last.fm [127]. The network of scene coappearances of characters in Victor Hugo’s novel "Les Misérables". Edge weights denote the number of such occurrences [57]. A network of ratings given between users at Libimseti.cz, a Czech online dating website [128]. Network structure for four large online social networks [117]. A coauthorship network among scientists working on network science, from 2006. This network is a one-mode projection from the bipartite graph of authors and their scientific publications [59]. A network of scientific collaborations among institutions in New Zealand [129]. A network of friendships among users on catster.com and dogster.com [129]. A network of trust relationships among physicians in four midwestern (USA) cities in 1966 [130]. Coauthorships among the Pierre Auger Collaboration of physicists [131]. A network of human proximities among students at Massachusetts Institute of Technology (MIT), as measured by personal mobile phones [132]. A network of friendships between students living in a residence hall at Australian National University [133]. Contacts and friendship relations between students in a high school in Marseilles, France, in December 2013 [134]. Network of contacts between students in a high school in Marseilles, France [135]. Network of contacts among attendees of the ACM Hypertext 2009 confer-
ce [136]. A temporal network of contacts between individuals, measured in an office build-
ing in France, from June 24 to July 3, 2013 [136]. Network of contacts among students and teachers as of a primary school in Lyon, France, on consecutive days of in October 2009 [137]. Network of cooperation among students in the “Computer and Network Security” course at Ben-Gurion University, in 2013 [138]. A bipartite sexual affiliation network representing “swing unit” couples (one node 96 per couple) and the parties they attended [139]. A network of following relationships from Twitter, from a snowball sample crawl across “quality” users in 2009 [140]. A network representing follower-following relations among Twitter users asso-
ciated with the 15-M Movement or Anti-austerity movement in Spain, in the period April-May 2011 [141]. Tweet reply network related to the discovery of the Higgs boson [142]. Complete friendship and health advice social networks among households in 17 rural villages bordering Lake Victoria in Mayaguez District, Uganda in 2013 [143]. Web-based links between U.S. government agencies websites [144]. Networks of bill co-sponsorship tendencies among US Congresspeople, from 1973 (93rd Congress) to 2016 (114th Congress) [145, 146]. Interactions among users of 10 language-specific Wikipedias [57]. Nodes in the network represent (English) Wikipedia users and a directed edge from node i to node j represents that user i at least once edited a talk page of user j [147]. A bipartite network representing child-parent connections among family mem-
bers, collected in 2012 from WikiTree, an online genealogical website with 13+ million profiles [148]. A network of interpersonal contacts among windsurfers in southern California during the Fall of 1986. The edge weights indicate the perception of social af-
filiations majorized by the tasks in which each individual was asked to sort cards with other surfer’s name in the order of closeness [149]. Network of items for sale on amazon.com and the items they “recommend” [150]. A bipartite network of users and products on Amazon.com [151]. Bipartite network representing people and the books they have interacted with, from the BookCrossing website [152]. Bipartite network of directors and the companies on whose boards they sit, span-
ning 54 countries worldwide, constructed from data collected by the Financial Times [153].
A bipartite network of movies and the actors that played in them, as extracted from Wikipedia by the DBpedia project [107].

Bipartite network of the affiliations (employment relations) between professional athletes and their teams, as extracted from Wikipedia by the DBpedia project [107].

A large bipartite network of the affiliations (contractual relations) among musical artists and record labels, as given in the discogs.com database [57].

A bipartite network of users and the products they rated on the website Epinions.com [155].

A bipartite network of public EU procurement contracts, from 2008 to 2016, 839824 1841009 Economic between issuing buyers (public institutions such as a ministry or city hall) and supplying winners (a private firm) [155].

Networks representing the annual national public procurement markets of 26 European countries from 2008-2016, inclusive [155].

Multiplex network representing trade relationships between countries from the Food and Agricultural Organization of the United Nations [156].

The bipartite project-user membership network of the software development hosting site GitHub [157].

Two bipartite networks of users and jokes, extracted from the online joke recommender system Jester [155].

A bipartite network of users and the posts they have favorited, from the online Q&A site Stack Overflow [57].

A bipartite network between users and stories on digg.com from 2009 [159].