Heterodyne Broadband Detection of Axion Dark Matter
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We propose a new broadband search strategy for ultralight axion dark matter that interacts with electromagnetism. An oscillating axion field induces transitions between two quasi-degenerate resonant modes of a superconducting cavity. In two broadband runs optimized for high and low masses, this setup can probe unexplored parameter space for axion-like particles covering fifteen orders of magnitude in mass, including astrophysically long-ranged fuzzy dark matter.

Introduction. — Evidence for dark matter (DM) has been accumulating for almost ninety years [1] and its microscopic nature remains one of the most important open questions in physics. Among the many DM candidates proposed in the literature, light pseudoscalar bosons with sub-eV masses have garnered considerable appeal since they generically appear in string compactifications [2–4] and have a simple and predictive cosmological history. Furthermore, in certain regions of parameter space they can solve the strong CP [5–10] or electroweak hierarchy problem [11–13]. In the “fuzzy” mass limit ($m_{\text{DM}} \sim 10^{-22}$ eV), light bosonic DM may also play a role in resolving long-standing tensions between observations and simulations of galactic structure [14–16]. In this work, we present a new detection strategy for these DM candidates, which we refer to as axions.

Axion DM generically couples to electromagnetism through the interaction

$$-\mathcal{L} \supset \frac{1}{4} g_a \gamma^\mu F_{\mu\nu} F^{\mu\nu} \supset \frac{1}{2} \mathbf{J}_{\text{eff}} \cdot \mathbf{A},$$

(1)

where $a$ is the axion field and $\mathbf{A}$ is the vector potential. In the presence of a background magnetic field $\mathbf{B}$, the axion sources an effective current density

$$\mathbf{J}_{\text{eff}} \simeq g_{a\gamma\gamma} \partial_t a \mathbf{B}.$$  

(2)

The interaction of Eq. (1) forms the basis of several experimental approaches to axion detection [17–31]. For instance, the time variation of $\mathbf{J}_{\text{eff}}$ produces an oscillating emf $\mathcal{E} \propto \partial_t J_{\text{eff}}$, which may be used to drive a resonant detector [32, 33]. Such experiments exploit the coherence properties of the axion DM field, which we model as a classical Gaussian random field within the galaxy, with an average local density $\rho_{\text{DM}} \simeq 0.4$ GeV/cm$^3$ and oscillating with angular frequency approximately equal to the axion mass $m_a$. Velocity dispersion from virialization within the galaxy leads to a spectral broadening of the axion, with a characteristic width of $\Delta \omega_a \sim m_a/Q_a$, where $Q_a \sim 10^6$.

In setups applying static magnetic fields, $\mathbf{J}_{\text{eff}}$ oscillates with the same frequency as the axion field. Microwave cavities that are resonantly matched to the axion field can be built for $m_a \lesssim \mu$eV [22], but for lower axion masses, the required cavity volume becomes impractically large. Resonant detection of lighter axions is possible in static-field setups if the resonant frequency and volume of the detector are independent, such as for lumped-element LC circuits [34–36]. However, their sensitivity to low mass axions is suppressed by $\partial_t J_{\text{eff}} \propto m_a$.

Recently, we have proposed a new approach for axion DM detection, which uses frequency conversion to retain the advantages of resonant cavities while avoiding this suppression at low masses [46] (see also Refs. [47–49]). A cavity is prepared by driving a “pump mode” with frequency $\omega_0 \sim \text{GHz}$, so that the axion can resonantly drive power into a “signal mode” of nearly degenerate frequency $\omega_1 \simeq \omega_0 \pm m_a$ and distinct spatial geometry. A scan over possible axion masses is performed by slightly perturbing the cavity geometry, thereby modulating the frequency splitting $\omega_1 - \omega_0$. Compared to a static-field LC circuit of comparable volume and noise, the signal-to-noise ratio of this “heterodyne” approach is parametrically enhanced by $\omega_1/m_a$. It also benefits from the very large intrinsic quality factors $Q_{\text{int}} \simeq 2 \times 10^{11}$ achievable in superconducting radio frequency (SRF) cavities [50, 51], which far exceed the quality factors achievable in static-field detectors targeting small axion masses.

In this work, we consider a broadband search where the signal and pump modes are fixed to be degenerate within their bandwidth, the feasibility of which has recently been demonstrated by the DarkSRF collaboration [52]. For the lowest axion masses, $m_a \lesssim \omega_0/Q_{\text{int}} \sim 10^{-17}$ eV, the signal power is resonantly enhanced. For higher axion masses, the signal is off-resonance, but so are the dominant sources

---

1 Resonant and broadband heterodyne setups based on optical interferometry have previously been proposed, but their sensitivity is limited by laser shot noise [43–45].
of noise in the cavity, thereby allowing this setup to explore new parameter space for axions as heavy as \( m_a \sim 10^{-7} \text{ eV} \), as shown in Fig. 1. This broadband approach is thus sensitive to a wide range of axion masses without the need to scan over frequency splittings. It is also the first approach that could directly detect electromagnetically-coupled axion DM at the lowest viable DM masses \( m_a \sim 10^{-22} \text{ eV} \), which correspond to a de Broglie wavelength the size of dwarf galaxies and a coherence time ten times longer than recorded human history.

Detection Strategy. — Our setup involves preparing an SRF cavity by driving a loading waveguide, predominantly coupled to the pump mode, with an external oscillator at frequency \( \omega_0 \). In the presence of axion DM, the pump mode magnetic field \( B_0 \) sources an effective current\(^2\) as in Eq. (2) that oscillates at frequency

\[
\omega_{\text{sig}} \simeq \omega_0 \pm m_a .
\]

Since this current is parallel to \( B_0 \), it drives power into the signal mode with strength parametrized by the form factor

\[
\eta_a = \frac{\left| \int_{V_{\text{cav}}} \mathbf{E}_1^*(x) \cdot \mathbf{B}_0(x) \right|}{\left( \int_{V_{\text{cav}}} |\mathbf{E}_1(x)|^2 \right)^{1/2} \int_{V_{\text{cav}}} |\mathbf{B}_0(x)|^2} \leq 1 ,
\]

where \( \mathbf{E}_1 \) is the signal mode electric field and \( V_{\text{cav}} \) is the volume of the cavity. As a concrete example, \( \eta_a \sim \mathcal{O}(1) \) for the TE\(_{011}\) and TM\(_{020}\) modes of a cylindrical cavity, which are degenerate in frequency for a length-to-radius ratio of

\[
\eta_a \simeq g_{a\gamma\gamma} \sqrt{\rho_a} \propto g_{a\gamma\gamma} m_a \propto \sqrt{\rho_{\text{DM}}} \text{ independent of } m_a \text{ for a fixed axion energy density. For a fixed axion field amplitude,}
\]

\[
\frac{\partial J_{\text{eff}}}{\partial t} \rightarrow 0 \text{ as } m_a \rightarrow 0 ,
\]

as required from general principles.

\(^2\) The signal survives at low axion masses because in this limit

FIG. 1. In shaded green, the projected 90% C.L. reach of our setup to axion dark matter for several values of leakage noise suppression \( \epsilon \), intrinsic quality factor \( Q_{\text{int}} \), and integration time \( t_{\text{int}} \). We assume pump and signal mode frequencies \( \omega_0 = \omega_1 = 100 \text{ MHz} \), a cavity volume \( V_{\text{cav}} = \text{m}^3 \), a magnetic field strength \( B_0 = 0.2 \text{ T} \), a mode overlap form factor \( \eta_a = 1 \), a drive oscillator width \( \Delta \omega_d = 0.1 \text{ mHz} \), and an attenuated RMS cavity wall displacement \( q_{\text{rms}} = 0.1 \text{ nm} \). Further variations are shown in Fig. 3. Shown in gray are regions excluded by CAST, cavity haloscopes, measurements of the CMB, and observations of SN1987A [17, 19–21, 23–26, 37–41]. The orange band denotes parameter space motivated by the strong CP problem. Along the blue band, axions are produced through the misalignment mechanism at a level consistent with the observed dark matter energy density, assuming a temperature independent mass and an \( \mathcal{O}(1) \) initial misalignment angle (see Ref. [42] for a recent discussion), where we have assumed a symmetry breaking scale \( a \) given by \( g_{a\gamma\gamma} = \alpha_{\text{em}}/(2\pi f_a) \). For larger couplings above the blue band, axions produced in the same way would instead make up a subcomponent of dark matter, \( \rho_a \lesssim \rho_{\text{DM}} \). However, since \( J_{\text{eff}} \propto g_{a\gamma\gamma} \sqrt{\rho_a} \propto g_{a\gamma\gamma} m_a \) is independent of \( g_{a\gamma\gamma} \propto 1/f_a \), our setup is equally sensitive to such subcomponents.
FIG. 2. (Left) The signal (black) and leakage noise (blue) PSDs as a function of ω − ω₀, for a fixed value of $g_{aγγ}$ and various choices of the axion mass (black labels), at critical coupling. The signal PSD peaks at $ω_{sig}$ and the vertical dashed line denotes the bandwidth $Δω_ω$ of the signal mode. The parameters are those of the second-lowest curve in Fig. 1. (Right) As in the left panel, but now showing the PSDs evaluated at $ω_{sig}$ as a function of the axion mass $m_a$. Note that we have selected a value of $g_{aγγ}$ corresponding to SNR ≪ 1. This is done to allow the reader to more easily compare the slopes of signal and noise. We show leakage noise from the oscillator (blue), thermal fluctuations of the electromagnetic field in a cavity cooled to 1.8 K (red), and quantum-limited amplifier noise (green). Mechanical vibrations dominate the leakage noise for high $m_a$.

$L/R ≃ 0.8$ [46, 49]. The signal is extracted through a readout waveguide, predominantly coupled to the signal mode. The frequency $ω₀$ of the pump mode and $ω₁$ of the signal mode are held fixed and taken to be degenerate within the signal mode bandwidth.

When the sensitivities of a broadband and scanning approach overlap, the latter is stronger with a similar cavity [46], as expected on general grounds [53]. The two approaches have the same sensitivity only when $m_a$ is smaller than the resonator bandwidth and the broadband setup functions as a resonant experiment. However, a broadband setup is simpler to operate due to its fixed geometry, and could be used as a stepping stone towards a scanning one. Moreover, it can probe a wide range of parameter space in a short integration time.

Overview of Signal and Noise. — The frequency spread $Δω_{sig}$ of $J_{eff}$ (and hence of our signal) depends on the width $Δω_a$ of the axion field and the width $Δω_d$ of the oscillator driving the pump mode, $Δω_{sig} ∼ max(Δω_a, Δω_d)$. For concreteness, we take the power spectral density (PSD) of the central peak of the oscillator to be flat with a width $Δω_d ≃ 0.1$ mHz, comparable to a commercially available oscillator [54]. This is narrower than the signal mode width $Δω_r = ω₀/Q₁$ for all parameters we consider. Since it can be beneficial to overcouple the readout, the loaded quality factor $Q₁$ of the signal mode can be much lower than the intrinsic quality factor $Q_{int}$, though the pump mode quality factor $Q₀$ remains comparable to $Q_{int}$.

The average signal power delivered to the cavity is

$$P_{sig} \sim \frac{(g_{aγγ} η₀ B₀)^2}{\rho_{DM} V_{cav}} \min \left[ 1, \frac{(Δω_r + Δω_ω)^2}{m_a} \right], \quad (5)$$

where $B₀$ is the characteristic amplitude of the pump mode magnetic field, defined in Eq. (S8). The final factor in Eq. (5) accounts for the suppression that occurs when the axion drives the signal mode off-resonance ($m_a ≫ Δω_r$).

The signal power and noise PSD $S_n(ω)$ (examples of which are shown in Fig. 2), the reach is determined by the signal-to-noise ratio [55]

$$\text{SNR} \sim \frac{P_{sig}}{S_n(ω_{sig})} \sqrt{\frac{t_{int}}{Δω_{sig}}}, \quad (6)$$

where $t_{int}$ is the total integration time. Eq. (6) is valid provided that $t_{int} ≫ 1/Δω_{sig}$, which holds for all parameters we consider. A detailed derivation of the signal power and of the test statistic that Eq. (6) approximates is given in the Supplemental Material.

For most of the axion masses we consider, the dominant noise source is power in the oscillator or pump mode “leaking” into the readout waveguide. For instance, geometric imperfections can lead to small cross-couplings $ε ≪ 1$ between the loading architecture and signal mode (and similarly between the readout and pump mode), resulting in leakage noise power proportional to $ε^2$. Leakage noise was previously encountered in the gravitational wave experiment MAGO, which looked for transitions between nearly
degenerate symmetric and antisymmetric mode combinations of two identical SRF cavities coupled by a small tunable aperture [56–58]. The collaboration achieved a noise suppression of $\epsilon \sim 10^{-7}$ using magic-tees and a variable phase shifter coupled to an active feedback loop [59]. Our setup benefits from the fact that the two modes can be chosen to be locally orthogonal, $E_0 \cdot E_1 = B_0 \cdot B_1 = 0$, with distinct spatial profiles. This could allow for further noise suppression by, e.g., loading/readout the pump/signal mode near a node of the other mode [49], or by correlating readout measurements across multiple regions of the cavity. In the following, we conservatively consider $\epsilon \geq 10^{-7}$.

As shown in the right panel of Fig. 2, leakage noise is largest when $m_a \lesssim \Delta \omega_d$, while for higher axion masses it falls off according to the tail of the pump mode PSD, which is determined by oscillator “phase noise” and mechanical vibrations of the cavity [46]. For the highest axion masses we consider, readout amplifier noise dominates. This explains the main qualitative features of Fig. 1. Since slightly different setups are optimal in each mass regime (with the exact crossover points depending on the experimental parameters), we organize the following discussion by axion mass.

**Low mass axions, $m_a \lesssim \Delta \omega_d$.** — When the axion mass is smaller than the oscillator width ($m_a \lesssim 10^{-19} \text{ eV}$), the signal overlaps in frequency with the central peak of the oscillator. Both the signal and noise are spread over a bandwidth $\Delta \omega_{\text{sig}} \sim \Delta \omega_d$, giving a leakage noise PSD of

$$S_{\text{leak}}(\omega_{\text{sig}}) \sim \epsilon^2 P_{\text{in}}/\Delta \omega_d,$$

where $P_{\text{in}} \sim (\omega_0/Q_{\text{int}}) B_0^2 V_{\text{cav}}$ is the power stored in the cavity. This leads to an SNR of

$$\text{SNR} \sim \rho_{\text{DM}} \frac{g_{a\gamma \gamma} Q_{\text{int}}}{\omega_0 \epsilon} \frac{t_{\text{int}}}{\Delta \omega_d},$$

and hence a reach $g_{a\gamma \gamma} \propto \epsilon/Q_{\text{int}}$, independent of $m_a$. We have assumed the readout waveguide is critically coupled to the signal mode ($Q_1 = Q_{\text{int}}/2$), which maximizes the sensitivity. Since leakage noise is the main noise source, parameters such as $B_0$, $V_{\text{cav}}$, and the cavity temperature do not directly affect the sensitivity.

In contrast to precision interferometric experiments, external sources of low frequency noise, such as ground vibrations or the cooling apparatus, do not appreciably affect our reach. Relative displacements of the cavity walls are suppressed by the rigidity of the cavity and further controlled by actively monitoring the mode frequencies and cross-coupling $\epsilon$. We conservatively estimate the effect of such vibrational noise to be many orders of magnitude below leakage noise in this mass range. These points are discussed further in the Supplemental Material.

Although the signal and noise overlap in frequency, they are not indistinguishable. Other than their distinct spatial profiles and spectral tails, there are two other effects to consider. Since $m_a \lesssim \Delta \omega_r$ in this regime, the axion field oscillates less than once per ring-up time of the cavity. Hence, the instantaneous signal power tracks the oscillation of $\bar{S}$, with angular frequency $2m_a$. Furthermore, $J_{\text{eff}} \propto B_0$ drives the signal mode on resonance, leading to a signal mode magnetic field $\pi/2$ out of phase with leakage noise. More generally, fluctuations in leakage noise due to fluctuations in the pump mode field can be monitored and ideally subtracted out. Thus, the parameter $\epsilon$ in Eq. (8) should be regarded as including the ability to distinguish between signal and leakage noise using these additional handles. As this depends on technical details of the experimental setup, we do not attempt to estimate it here, and instead set our lowest $\epsilon$ value in Fig. 1 to that achieved by MAGO ($\epsilon \sim 10^{-7}$).

In this regime, the axion is monochromatic up to the experimental resolution, $\Delta \omega_a \lesssim 1/t_{\text{int}}$, which introduces an additional subtlety. If the axion is modeled as a Gaussian random field, then its amplitude varies by an $O(1)$ amount over the axion coherence time $\tau_a \sim 1/\Delta \omega_a$. Since the average signal power $P_{\text{sig}} \propto \rho_{\text{DM}} \propto \langle n^2 \rangle$ only applies when averaging over many coherence times, the sensitivity here is weakened due to the possibility of a downward fluctuation in the axion amplitude which lasts for the duration of the experiment. We treat this effect in the Supplemental Material with frequentist statistics (see also Refs. [60, 61]). For an integration time $t_{\text{int}} = 1 \text{ day or 5 years}$, it suppresses the reach in $g_{a\gamma \gamma}$ by approximately a factor of 2 for $m_a \lesssim 10^{-15} \text{ eV}$ or $m_a \lesssim 10^{-18} \text{ eV}$, respectively.

**High mass axions, $m_a \gtrsim \text{kHz}$.** — Here, leakage and thermal noise are negligible due to the off-resonance suppression ($\Delta \omega_r/m_a$)$^2$. Since the axion is wider than the oscillator, the signal width is $\Delta \omega_{\text{sig}} \sim \Delta \omega_d$, and amplifier noise dominates as in static broadband axion searches in this mass range [31, 35], such that

$$\text{SNR} \sim \rho_{\text{DM}} V_{\text{cav}} \frac{\Delta \omega_r}{S_{\text{amp}}(\omega_{\text{sig}})} \left( \frac{g_{a\gamma \gamma} B_0}{m_a} \right)^2 \frac{t_{\text{int}}}{\Delta \omega_a}.$$

Here, we assume a quantum-limited amplifier, $S_{\text{amp}}(\omega) \sim h\omega$. This is only feasible for high mass axions; for lower axion masses the amplifier would be saturated by leakage noise [62]. We cut off the reach in Fig. 1 at $m_a \simeq \omega_0$, above which higher harmonics of the cavity must be considered [47], as well as potential nonlinear response of the cavity walls [63].

The reach scales as $g_{a\gamma \gamma} \propto m_a^{5/4}/\Delta \omega_r^{1/2}$, assuming $\Delta \omega_r \gtrsim \Delta \omega_a$. Thus, a lower $Q_1$ is beneficial when amplifier noise dominates, since it reduces the suppression of
the signal. This can be achieved by overcoupling the signal mode to the readout; we set $Q \sim 10^3$, which is a typical loaded quality factor of SRF cavities in accelerators [64].

Intermediate mass axions, $\Delta \omega_d \lesssim m_a \lesssim kHz$. For $m_a$ slightly higher than $\Delta \omega_d$, the cubic term in $S_\phi(\omega)$ dominates, resulting in $S_{\text{leak}}(\omega_{\text{sig}}) \propto 1/m_a^3$ and a rapid improvement in the reach at higher axion masses.

In the upper end of this mass range, the main noise contribution instead arises from displacements of the cavity walls, where mechanical vibrations at frequency $m_a$ contribute to pump mode power at $\omega_{\text{sig}}$ [46]. For $m_a$ slightly higher than $\Delta \omega_d$, the cubic term in $S_\phi(\omega)$ dominates, resulting in $S_{\text{leak}}(\omega_{\text{sig}}) \propto 1/m_a^3$ and a rapid improvement in the reach at higher axion masses.

In the lower end of this mass range, we assume that a forest of mechanical form factors $\eta_{\text{mix}}$, with $S_{\text{mix}} \sim (\eta_{\text{mix}}/\epsilon)^2 S_{\text{leak}}$. The form factor $\eta_{\text{mix}}$ vanishes for a perfectly cylindrical cavity, which implies its value is set by cavity deformations [57, 68]. Since $\epsilon$ parametrizes the precision to which we can control slow deformations of the cavity and waveguide geometry, we expect $\eta_{\text{mix}} \sim \epsilon$, such that mode mixing is at most comparable to mechanical leakage noise.

Run Optimization. — Overcoupling improves the sensitivity when amplifier noise dominates, but also shrinks the mass range where this is the case. The vast majority of the reach of Fig. 1 can be attained as the envelope of two distinct experimental runs: (1) a critically coupled run targeting low masses and (2) a strongly overcoupled run with a quantum-limited amplifier targeting high masses. For the lowest curve in Fig. 1, the full sensitivity to intermediate masses requires an additional run with less overcoupling. Only the critically coupled run benefits from a very high $Q_{\text{int}}$, while only the overcoupled runs require high $B_0$. We do not consider $m_a \lesssim 1/t_{\text{int}}$, in which case the reach is suppressed by the unknown instantaneous phase of the axion; for $m_a \gtrsim 1/t_{\text{int}}$, the sensitivity scales weakly with the integration time as $g_{a\gamma\gamma} \propto 1/t_{\text{int}}^{1/4}$. This requires $t_{\text{int}} \gtrsim$ year for $m_a \sim 10^{-22}$ eV, which corresponds to the lowest curve in Fig. 1. We note that comparable parameter space can also be explored with a few much shorter runs spaced out over the course of a year, such that the axion phase is fixed within each individual run but varies between adjacent runs. Unexplored parameter space spanning decades of axion mass could therefore be probed with typical SRF cavity quality factors $Q_{\text{int}} \sim 10^{10}$ and as little as a day of data-taking.

Variations of Experimental Parameters. — To demonstrate the robustness of the approach, in Fig. 3 we show the expected reach for experimental parameters which are orders of magnitude worse than the state of the art.

- In the upper-left panel, we vary the intrinsic quality factor $Q_{\text{int}}$. Lowering $Q_{\text{int}}$ only has an adverse effect at the lowest axion masses; for higher axion masses there is no effect because the signal mode is taken to be strongly overcoupled in this mass range.

- In the upper-right panel, we vary the leakage noise suppression $\epsilon$. Even for $\epsilon = 10^{-3}$ (four orders of magnitude above that measured by MAGO), corresponding to straightforward millimeter-level control of the cavity geometry, substantial new parameter space can be covered.
In the lower-left panel, we increase the attenuated displacement of the cavity walls by four orders of magnitude. Increasing $q_{\text{rms}}$ lowers the reach at intermediate masses, where mechanical noise dominates, but leaves the sensitivity to other axion masses unchanged.

In the lower-right panel we increase $\Delta \omega_d$. As discussed in the Supplemental Material, this mimics the effect of increased low frequency noise in the form of slow drifts of the resonant frequencies over the range $\omega_0 \pm \Delta \omega_d$. Since we have assumed that the pump and signal modes can be held degenerate (equivalent to $\Delta \omega_d \lesssim \Delta \omega_r$), we have decreased the quality factor to $Q_{\text{int}} = 10^{10}$ for this panel. Increasing $\Delta \omega_d$ has little effect at low axion masses because the signal and noise already overlap completely in frequency. However, for intermediate masses, larger $\Delta \omega_d$ decreases the sensitivity since it broadens the signal compared to the dominant noise source. At higher axion masses, there is no effect because $\Delta \omega_d \lesssim \Delta \omega_d$.

**Discussion.** — We have proposed a heterodyne approach to search for ultralight axion dark matter through its coupling to electromagnetism, which applies recent developments in the manufacturing and control of SRF cavities. Due to the decreasing signal power and increasing strength of readout noise at low frequencies, traditional static-field haloscopes have limited reach to axions lighter than a kHz $\sim 10^{-12}$ eV [30, 31]. In contrast, our setup is sensitive to much lighter axions, including the entire allowed mass range for fuzzy dark matter, $m_a \geq O(10^{-21})$ eV [69–74], thereby complementing ultralight axion searches that use non-electromagnetic couplings [75–78]. It is also sensitive to axions as heavy as $10^{-7}$ eV, including those motivated by string theory [79] and the misalignment mechanism.

Our projections rely on noise estimates that are an-

---

**FIG. 3.** The projected 90% C.L. reach of our setup for a wider range of experimental parameters. The benchmark parameters are those of the lowest curve of Fig. 1, except for the lower-right panel, where we take $Q_{\text{int}} = 10^{10}$. The green dotted line in this panel shows the reach for $\Delta \omega_d = 0.1$ mHz, demonstrating the small effect of $\Delta \omega_d$ on the sensitivity to small axion masses.
chore to experimental findings, such as those obtained fifteen years ago by the MAGO collaboration [56–58]. More recently, there has been renewed interest in the SRF community to apply their technological advances to new physics searches, leading to the recent results of the DarkSRF collaboration [52] that show the feasibility of our proposed approach. The promising sensitivity of SRF cavities to weakly coupled physics, demonstrated in this work, motivates in situ measurements of mode mixing and leakage noise, in order to further investigate the potential of these ideas. Future developments, some of which are already envisioned by the DarkSRF collaboration, can further extend our reach, improving the capacity to probe some of the most motivated dark matter candidates.
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In this Supplemental Material, we derive the experimental sensitivity of our proposed approach in detail. We begin by deriving the signal and noise PSDs. We then discuss the statistical procedure used to estimate the reach, which involves subtleties for integration times shorter than the axion coherence time. The last page of the Supplemental Material contains a table which summarizes our notation and can be of use to a reader who wants to carefully follow the derivations below.

DEFINITIONS AND CONVENTIONS

Throughout, we use the conventions of Ref. [46]. In particular, the Fourier transform of a function \( f(t) \) is denoted as \( f(\omega) \), where

\[
    f(t) = \frac{1}{2\pi} \int d\omega \ e^{i\omega t} f(\omega), \quad f(\omega) = \int dt \ e^{-i\omega t} f(t) .
\]  

(S1)

The two-sided PSD of \( f \), denoted as \( S_f(\omega) \), is defined to be

\[
    \langle f(\omega)f^*(\omega') \rangle = S_f(\omega) \delta(\omega - \omega') ,
\]  

(S2)

where the brackets correspond to an ensemble average. The steady state time-averaged power is then given by

\[
    \langle f(t)^2 \rangle = \frac{1}{(2\pi)^2} \int d\omega \ S_f(\omega) ,
\]  

(S3)

where all integrals over \( t \) or \( \omega \) are taken from \( -\infty \) to \( \infty \), unless specified otherwise.

The fields in the pump \((i = 0)\) and signal \((i = 1)\) modes behave as damped driven harmonic oscillators. Therefore, we will find it convenient to treat them as independent RLC circuits of resonant frequency \( \omega_i = 1/\sqrt{L_iC_i} \) and quality factor \( Q_i = \sqrt{L_i/C_i}/R_i \sim 1/R_i \). This is not a physical statement, but merely a mathematical analogy between two systems obeying the same equations. Furthermore, we often approximate \( \omega_1 \approx \omega_0 \), unless the difference \( \omega_1 - \omega_0 \) is important, in which case we leave the expression generalized to \( \omega_1 \neq \omega_0 \).

It is also useful to recall the distinction between the intrinsic and loaded quality factors of a cavity mode. The quality factors of the pump and signal modes are denoted by \( Q_0 \) and \( Q_1 \), respectively, and \( Q_1 \) is determined by both the intrinsic energy loss of the cavity \( Q_{\text{int}} \approx Q_0 \gtrsim 10^{10} \) and the coupling to the readout \( Q_{\text{cpl}} \),

\[
    \frac{1}{Q_1} = \frac{1}{Q_{\text{int}}} + \frac{1}{Q_{\text{cpl}}} .
\]  

(S4)

In the RLC circuit analogy, this corresponds to the addition of resistances in series, \( R_i = R_{\text{int}} + R_{\text{cpl}} \). As discussed in the main body, it can be beneficial to overcouple, such that \( Q_1 \approx Q_{\text{cpl}} \ll Q_{\text{int}} \). For simplicity, we begin by deriving the noise and signal PSDs corresponding to the total power delivered to the cavity. However, the sensitivity of the apparatus depends only on the power delivered to the readout, and when discussing overcoupling, we will explicitly show how the PSDs must be modified to account for this.

The total noise PSD \( S_n \) receives contributions from leakage noise, mechanical mode mixing, thermal noise, and amplifier noise,

\[
    S_n(\omega) = S_{\text{leak}}(\omega) + S_{\text{mix}}(\omega) + S_{\text{th}}(\omega) + S_{\text{amp}}(\omega) .
\]  

(S5)
Leakage noise from the oscillator is the dominant noise source at low axion masses and is parametrized as

$$S_{\text{leak}}(\omega) = \epsilon^2 P_{\text{in}} \left( S_{b_0}(\omega) + \frac{Q_1}{Q_0} S_{b_1}(\omega) \right) \equiv S^{(0)}_{\text{leak}}(\omega) + S^{(1)}_{\text{leak}}(\omega),$$

(S6)

where

$$P_{\text{in}} \equiv \left( \frac{\omega_0}{Q_0} \right) B^2_0 V_{\text{cav}}$$

(S7)

is the power stored in the cavity and the $b_i$ are defined below. Both terms in Eq. (S6) are suppressed by $\epsilon \ll 1$, which parametrizes the cross-coupling between the pump mode and readout waveguide, and the coupling between the signal mode and the loading waveguide, which are of the same order.

We define the characteristic amplitude of the pump and signal mode magnetic fields as

$$B_i \equiv \sqrt{\frac{1}{V_{\text{cav}}} \int_{V_{\text{cav}}} |B_i(x)|^2},$$

(S8)

where $B_i(x)$ is the time-independent part of the magnetic field

$$B_i(x, t) = B_i(x) b_i(t),$$

(S9)

and $b_i(t)$ is the dimensionless time-dependent coefficient. For instance, for a monochromatic source exciting mode $i$, $b_i(t) = \cos \omega_i t$ and $S_{b_i}(\omega) = \pi^2 \left( \delta(\omega - \omega_i) + \delta(\omega + \omega_i) \right)$. More generally, phase noise of the oscillator and mechanical vibrations contribute to $S_{b_i}(\omega)$ such that

$$S_{b_i}(\omega) = \pi^2 \left( \delta(\omega - \omega_i) + \delta(\omega + \omega_i) \right) + S_{b_i}^{(\text{phase})} + S_{b_i}^{(\text{mech})},$$

(S10)

where $S_{b_i}^{(\text{phase})}$ and $S_{b_i}^{(\text{mech})}$ are given by Eqs. (S18) and (S29), respectively.

**LEAKAGE NOISE AND SIGNAL**

**Oscillator Phase Noise**

We model the oscillator as a voltage $V_d$ that drives the equivalent RLC circuits of the pump and signal modes. In particular, a noisy oscillator is parametrized as a driving voltage with a time-dependent phase $\varphi(t)$,

$$V_d(t) = V_d \cos (\omega_0 t + \varphi(t)), \quad (S11)$$

where the voltage amplitude is fixed to the power delivered to the pump mode,

$$V_d^2 / R_0 = P_{\text{in}}. \quad (S12)$$

When the amplitude of the phase is small ($\varphi(t) \ll 1$), the above form can be expanded as

$$V_d(t) \simeq V_d \left( \cos \omega_0 t - \varphi(t) \sin \omega_0 t \right). \quad (S13)$$

This implies that the PSD of the drive voltage is

$$S_{V_d}(\omega) \simeq R_0 P_{\text{in}} \left[ \pi^2 \left( \delta(\omega - \omega_0) + \delta(\omega + \omega_0) \right) + \frac{1}{4} \left( S_{\varphi}(\omega - \omega_0) + S_{\varphi}(\omega + \omega_0) \right) \right]. \quad (S14)$$

As we discuss below, $S_{\varphi}(\omega)$ is peaked near $\omega \simeq 0$ (see Eq. (S20)). Therefore, for a frequency $\omega$ of fixed sign, only one of $S_{\varphi}(\omega \mp \omega_0)$ dominates in the expression above. By convention, we focus on $\omega \simeq \omega_0 > 0$, such that $S_{\varphi}(\omega - \omega_0) \gg S_{\varphi}(\omega + \omega_0)$. 
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Also using that $S_{\varphi}(\omega) = S_{\varphi}(-\omega) = S_{\varphi}(|\omega|)$, we then have

\[
S_{V,i}(\omega) \simeq R_0 P_{in} \left[ \pi^2 \left( \delta(\omega - \omega_0) + \delta(\omega + \omega_0) \right) + \frac{1}{4} S_{\varphi}(|\omega - \omega_0|) \right].
\]  

(S15)

Above, the first two terms involving delta functions are simply the PSD of a perfectly monochromatic drive. The inclusion of $S_{\varphi}$ accounts for so-called “phase noise” of an imperfect oscillator.

The power delivered to the $i^{th}$ mode is determined by the voltage $V_i$ across the resistor $R_i$, which obeys Kirchoff’s voltage law,

\[
\dddot{V}_i(t) + \frac{\omega_i}{Q_i} \ddot{V}_i(t) + \omega_i^2 V_i(t) = \frac{\omega_i}{Q_i} \dot{V}_d(t).
\]  

(S16)

In the above equation, we have not included the fact that the oscillator’s coupling to the $i = 1$ signal mode is suppressed by $\epsilon$. For convenience, we have instead included this factor in Eq. (S6), so that the derivation of $S^{(i)}_{\text{leak}}$ is identical for $i = 0$ and $i = 1$. Fourier transforming and solving for the PSD of $V_i$ gives the cavity response function,

\[
S_{V,i}(\omega) = \left( \frac{\omega_0}{Q_i} \right)^2 \left( \frac{\omega^2 - \omega_i^2}{\omega^2 - \omega_0^2 + (\omega \omega_0/Q_i)^2} \right) S_{\varphi}(|\omega - \omega_0|).
\]  

(S17)

To change variables from $V_i$ to $b_i$, we equate the total power, $S_{V,i}(\omega)/R_i = (Q_i/Q_0) P_{in} S_{b_i}(\omega)$, giving

\[
S^{(\text{phase})}_{b_i}(\omega) \simeq \frac{1}{4} \left( \frac{\omega_0}{Q_i} \right)^2 \left( \frac{\omega_0^2}{\omega^2 - \omega_0^2 + (\omega \omega_0/Q_i)^2} \right) S_{\varphi}(|\omega - \omega_0|),
\]  

(S18)

where we approximated $\omega_0/Q_i \simeq \omega_1/Q_1$.

To incorporate the small, but finite, width of the external oscillator ($\Delta \omega_d \lesssim \text{mHz}$), we replace the delta functions in Eq. (S10) by

\[
\delta(\omega) \simeq \frac{\Theta(\Delta \omega_d/2 - |\omega|)}{\Delta \omega_d},
\]  

(S19)

where $\Theta$ is the Heaviside step function. For simplicity, we make the approximation $\Delta \omega_d \ll \omega_0/Q_{\text{int}}$ throughout our calculations, since this holds for all parameters we consider. As in Ref. [46], for the phase noise PSD $S_{\varphi}(\omega)$, we fit the reported spectrum of a commercially available oscillator [54] to the form

\[
S_{\varphi}(\omega) = \sum_{n=0}^{3} c_n \omega^{-n}.
\]  

(S20)

We find that the coefficients

\[
c_0 \sim 10^{-15} \text{ Hz}^{-1}, \; c_1 \sim 10^{-11}, \; c_2 \sim 10^{-10} \text{ Hz}, \; c_3 \sim 10^{-8} \text{ Hz}^2,
\]  

(S21)

provide a good fit for $\omega_0 \sim 100 \text{ MHz}$. We fix the overall normalization by demanding that the phase noise term of Eq. (S18) smoothly matches on to the the central peak of $S_{b_i}(\omega)$ near $\omega \simeq \omega_0$ when using Eq. (S19) and $\Delta \omega_d \simeq 0.1 \text{ mHz}$.

**Mechanical Leakage Noise**

An additional contribution to $S_{b_i}$ arises from small mechanical vibrations of the cavity walls, which lead to time-dependent shifts of the resonant frequencies. These frequency wobbles affect the mode PSDs by enhancing the power in the high frequency tail. We incorporate this effect by continuing with the analogy to an RLC circuit. If the resonant
frequency squared of an equivalent RLC circuit has a small fractional time variation \( \Delta(t) \), Kirchoff’s voltage law becomes

\[
\ddot{V}_i(t) + \frac{\omega_i}{Q_i} \dot{V}_i(t) + \omega_i^2 V_i(t) = \frac{\omega_i}{Q_i} \dot{V}_d(t) - \omega_i^2 \Delta(t) V_i(t) .
\]

(S22)

Solving this equation to first order in \( \Delta \) yields

\[
S_{V_i}(\omega) \simeq \frac{(\omega \omega_i/Q_i)^2}{(\omega^2 - \omega_i^2)^2 + (\omega \omega_i/Q_i)^2} \left( S_{V_d}(\omega) + \frac{\omega_i^4}{(2\pi)^2} \int d\omega' \frac{S_{\Delta}(\omega - \omega') S_{V_d}(\omega')}{(\omega'^2 - \omega_i^2)^2 + (\omega' \omega_i/Q_i)^2} \right) .
\]

(S23)

Relative to Eq. (S17), the second term incorporates perturbative corrections from mechanical vibrations. Substituting the leading order piece of \( S_{V_d}(\omega) \) from Eq. (S15) into the \( \omega' \) integral of Eq. (S23) and converting from \( V_i \) to \( b_i \) again yields the mechanical vibration contribution to the unit-normalized mode PSD,

\[
S_{b_i}^{(\text{mech})}(\omega) \simeq \frac{1}{4} \frac{(\omega \omega_0/Q_i)^2}{(\omega^2 - \omega_0^2)^2 + (\omega \omega_0/Q_i)^2} \frac{\omega_0^4}{(2\pi)^2} \left( S_{\Delta}(\omega - \omega_0) + S_{\Delta}(\omega + \omega_0) \right) .
\]

(S24)

When the modes are degenerate, the second Breit–Wigner factor above simplifies, giving

\[
S_{b_i}^{(\text{mech})}(\omega) \simeq \frac{1}{4} \frac{(\omega \omega_0)^2}{(\omega^2 - \omega_0^2)^2 + (\omega \omega_0/Q_i)^2} \left( S_{\Delta}(\omega - \omega_0) + S_{\Delta}(\omega + \omega_0) \right) .
\]

(S25)

For brevity, we will use this form below, though the more general form Eq. (S24) is useful when considering what happens when the modes are not exactly degenerate.

The PSD of the frequency wobble \( S_{\Delta}(\omega) \) can be computed using cavity perturbation theory, which treats the small displacement of the cavity walls as an expansion parameter. We will assume that for each axion mass, a single mechanical resonance, labeled by “m,” dominates the mechanical vibrations. To first order in cavity perturbation theory, \( \Delta(t) \approx -q_m(t) C_{i,m}^m \), where the displacement of the cavity walls, projected onto the spatial profile of the mechanical resonance, is parametrized by the generalized coordinate \( q_m \), and the coupling coefficient \( C_{i,m}^m \) quantifies the mechanical overlap of the electromagnetic cavity modes \( i = 0, 1 \) with the \( m \)th vibrational mode of the cavity walls [46, 57]. Parametrically, fractional length variations are comparable to the fractional frequency variations they induce, so \( |C_{i,m}^m| \approx V^{-1/3} \) for maximally coupled mechanical and electromagnetic modes.

The amplitude of the wall displacement \( q_m \) is determined by the generalized force \( f_m \), such that

\[
S_{q_m}(\omega) = \frac{S_{f_m}(\omega)/M_{\text{cav}}^2}{(\omega^2 - \omega_m^2)^2 + (\omega \omega_m/Q_m)^2} ,
\]

(S26)

where \( M_{\text{cav}} \) is the mass of the cavity, \( \omega_m \) is the frequency of the mechanical resonance, and \( Q_m \) is its corresponding mechanical quality factor. Here, \( f_m \) should be regarded as the remaining force that couples to the cavity after vibrational attenuation is employed. Since \( S_{\Delta} = |C_{i,m}^m|^2 S_{q_m} \),

\[
S_{\Delta}(\omega \pm \omega_0) = \frac{|C_{i,m}^m|^2 S_{f_m}(\omega \pm \omega_0)/M_{\text{cav}}^2}{((\omega \pm \omega_0)^2 - \omega_m^2)^2 + (\omega \pm \omega_0) \omega_m/Q_m} .
\]

(S27)

The PSD of the generalized force \( f_m \) is peaked towards smaller \( \omega \) [58], which implies that for frequencies near \( \omega \simeq \omega_0 \) the \( S_{\Delta}(\omega - \omega_0) \) term dominates over the \( S_{\Delta}(\omega + \omega_0) \) term in Eq. (S25). As in Ref. [46], we determine the size of the force PSD by fixing the RMS cavity wall displacement \( q_{\text{rms}} \simeq 0.1 \text{ nm} \), consistent with DarkSRF [52], and assume that it is dominated by the lowest-lying mechanical resonance of the cavity, with corresponding frequency \( \omega_{\text{min}} \):

\[
S_{f_m}(\omega_{\text{min}}) \simeq 4\pi M_{\text{cav}}^2 \omega_{\text{min}}^3 q_{\text{rms}}^2/Q_m \simeq 10^{-13} \text{ N}^2 \text{ Hz}^{-1} \times \left( \frac{M_{\text{cav}}}{1 \text{ kg}} \right)^2 \left( \frac{\omega_{\text{min}}}{1 \text{ kHz}} \right)^3 \left( \frac{q_{\text{rms}}}{0.1 \text{ nm}} \right)^2 \left( \frac{10^3}{Q_m} \right) .
\]

(S28)

In the following discussion, we take \( \omega_{\text{min}} = 1 \text{ kHz} \) and \( Q_m = 10^3 \), which are representative of the SRF cavities fabricated for the MAGO experiment [56, 58]. For maximally coupled mechanical and electromagnetic modes, Eqs. (S25), (S27),
and (S28) imply that

$$S_{b_{i}}^{(\text{mech})}(\omega) \simeq \frac{\omega_{0}^{2}}{(\omega^{2} - \omega_{i}^{2})^{2} + (\omega \omega_{0}/Q_{1})^{2}} \left( \frac{\pi \omega_{\min}^{3} \delta^{2}/Q_{m}}{((\omega - \omega_{0})^{2} - \omega_{m}^{2})^{2} + ((\omega - \omega_{0})_{m}/Q_{m})^{2}} \right), \quad (S29)$$

where we defined the fractional cavity wall displacement $\delta \equiv q_{\text{rms}}/V_{cav}^{1/3}$. For our baseline estimates, we take $q_{\text{rms}} = 0.1$ nm, corresponding to $\delta \sim 10^{-10}$ for a meter-sized cavity.

In the SRF cavity setup of Ref. [56], direct measurements found a forest of mechanical resonances above $\omega_{\min}$, approximately separated by 100 Hz. For each axion mass $m_{a}$ above $\omega_{\min}$, mechanical noise is most severe if there exists a resonance at the axion mass, $\omega_{m} \simeq m_{a}$, and is least severe if the nearest resonance is separated by 50 Hz. We thus estimate the median noise PSD for each value of $m_{a}$ by taking the nearest mechanical resonance to be separated by 25 Hz,

$$\omega_{m}(m_{a}) \simeq \max (\omega_{\min}, m_{a} + 25 \text{ Hz}). \quad (S30)$$

See Sec. VC of Ref. [46] for a more detailed discussion regarding this point.

To estimate $S_{f_{m}}(\omega)$ at lower frequencies, we assume that the attenuated $S_{f_{m}}(\omega)$ that enters our calculations is flat, i.e., $S_{f_{m}}(\omega) \simeq S_{f_{m}}(\omega_{\min})$, though the precise spectral shape will depend on the details of the vibration attenuation mechanism. This estimate is consistent with measured unattenuated acceleration PSDs from seismic activity at frequencies as low as 10 $\mu$Hz [80, 81]. Thus, given the implementation of even modest seismic isolation, our estimate for the low frequency force PSD is quite possibly pessimistic.

The effects of vibrations at very low frequencies, $\omega \lesssim \Delta \omega_{r}$, are resonantly enhanced by the Breit–Wigner factor in Eq. (S25). This can cause our perturbative calculation to break down even though $\delta$ is small. To ensure this is not an issue, we demand that $S_{b_{i}}^{(\text{mech})}$ in Eq. (S29) is smaller than the leading order terms in Eq. (S10). Approximating the delta functions as in Eq. (S19), this condition holds at low frequencies if

$$\delta \lesssim \left( \frac{Q_{m} \omega_{\min}}{Q_{1}^{2} \Delta \omega_{d}} \right)^{1/2} \sim 10^{-7} \times \left( \frac{10^{12}}{Q_{1}} \right), \quad (S31)$$

which is easily satisfied. In fact, the sensitivity of our setup is even robust to $\delta$ near the perturbative limit, as shown in the lower-left panel of Fig. 3, corresponding to vibrational forces many orders of magnitude greater than seismic noise.

It is worth comparing this situation to that faced by interferometric experiments, where seismic noise is an important limiting factor at low frequencies. Such experiments precisely measure the distance between multiple objects, which are typically freely hung and are independently subject to seismic vibrations. By contrast, our approach takes place entirely within a single rigid cavity. Only the relative motion between the cavity walls is relevant for noise, and this is many orders of magnitude smaller than the RMS motion of the ground itself. However, throughout this section, we have used Eq. (S26), which assumes that the mechanical response of the cavity is elastic. Nonelastic deformations can lead to slow drifts of the cavity frequencies, which is addressed in a dedicated section below.

**Signal Power**

We calculate the signal PSD using the drive mode PSD $S_{b_{o}}(\omega)$ derived above. From Eq. (19) of Ref. [46], the general form for the signal PSD is

$$S_{\text{sig}}(\omega) = \frac{1}{(2\pi)^{2}} \frac{\omega_{0}^{2}}{Q_{1}} (g_{a\gamma\gamma} \eta_{a} B_{o})^{2} V_{cav} \frac{\omega^{2} \int d\omega' I_{a}(\omega, \omega')}{(\omega^{2} - \omega_{1}^{2})^{2} + (\omega \omega_{0}/Q_{1})^{2}}, \quad (S32)$$
where the axion form factor $\eta_a$ is defined as in Eq. (4) and
\[ I_a(\omega, \omega') \equiv (\omega - \omega')^2 S_a(\omega - \omega') S_b(\omega'). \] (S33)

Above, $S_a(\omega)$ is the PSD of the axion field, and $S_b(\omega)$ includes contributions from Eqs. (S18) and (S29), as in Eq. (S10). For the axion PSD, we use a simplified form that neglects effects from solar and terrestrial motion,
\[ S_a(\omega) = \Theta(|\omega| - m_a) \frac{2\pi^2 \rho_{\text{DM}}}{m_a^3 \sigma_v^2} e^{- (|\omega| - m_a)/(m_a \sigma_v^2)}, \] (S34)
where the dispersion velocity is $\sigma_v \approx 9 \times 10^{-4}$. This is consistent with the normalization $\langle a^2 \rangle = \rho_{\text{DM}} m_a^2$. Examples of the signal PSD, compared to the total noise PSD, are shown in Fig. 2 for various values of $m_a$.

When there is a large hierarchy between the widths of the external oscillator and the axion field, Eq. (S32) can be simplified by analytically evaluating the $\omega'$ integral involving $I_a(\omega, \omega')$. For instance, when the axion is much narrower, $\Delta \omega_a \ll \Delta \omega_d$, we use
\[ S_a(\omega) \simeq (2\pi)^2 \frac{\rho_{\text{DM}}}{2m_a^2} \left( \delta(\omega - m_a) + \delta(\omega + m_a) \right) \] (S35)
in Eq. (S32). Instead, if the oscillator is narrower, $\Delta \omega_d \ll \Delta \omega_a$, then we use
\[ S_b(\omega) \simeq \pi \left( \delta(\omega - \omega_0) + \delta(\omega + \omega_0) \right). \] (S36)

In these limits, the signal PSD simplifies to
\[ S_{\text{sig}}(\omega) \simeq \frac{1}{2} \frac{\omega_0}{Q_1} (g_{\alpha \gamma \gamma} \eta_a B_0)^2 V_{\text{cav}} \times \begin{cases} \rho_{\text{DM}} \frac{\omega^2 (S_b(\omega - m_a) + S_b(\omega + m_a))}{(\omega^2 - \omega_0^2)^2 + (\omega_0/Q_1)^2} & \Delta \omega_a \ll \Delta \omega_d, \\ \frac{1}{2} \frac{\omega^2 (S_a(\omega - \omega_0) + S_a(\omega + \omega_0))}{(\omega^2 - \omega_0^2)^2 + (\omega_0/Q_1)^2} & \Delta \omega_d \ll \Delta \omega_a. \end{cases} \] (S37)

The expression for the signal power in Eq. (5) can be obtained by approximating the narrowest piece of Eq. (S37) ($S_a(\omega)$ of width $\Delta \omega_a$, $S_b(\omega)$ of width $\Delta \omega_d$, or the cavity resonance of width $\Delta \omega_r$) in the expression above as a delta function and integrating over $\omega$.

**ADDITIONAL NOISE SOURCES**

**Mechanical Noise from Mode Mixing**

In the previous section, we showed that mechanical vibrations contribute to leakage noise by affecting how the external oscillator loads power into the high frequency tail of the pump and signal mode PSDs. In addition, deformations of the cavity can lead to “mode mixing,” thus allowing for direct power transfer between the two modes of interest.

To describe this effect, we use the cavity perturbation theory results of Refs. [57, 68]. For a single mechanical resonance, labeled by “$m$,” to leading order in the fractional displacement of the cavity wall $\delta$, the equation of motion governing the time-evolution of the signal mode is
\[ \ddot{V}_1(t) + \frac{\omega_1}{Q_1} \dot{V}_1(t) + \omega_1^2 V_1(t) = \omega_1^2 \eta_{\text{mix}} \dot{\delta}(t) V_0(t), \] (S38)
where we again have used the analogy to an RLC circuit. The dimensionless mechanical form factor $\eta_{\text{mix}}$ is
\[ \eta_{\text{mix}} \propto \int dS \cdot \mathbf{\xi}_m(x) \left( \mathbf{E}_0(x) \cdot \mathbf{E}_1(x) - \mathbf{B}_0(x) \cdot \mathbf{B}_1(x) \right), \] (S39)
where the integral is performed over the surface of the cavity and the spatial profile of the mechanical mode is characterized by the normalized mode vector $\xi_m$. For a perfectly cylindrical cavity, the pump and signal modes considered in this work are locally orthogonal, and so $\eta_{\text{mix}} = 0$. However, in reality the cavity cannot be manufactured perfectly, and its shape continues to change throughout the experiment due to low frequency deformations sourced by, e.g., seismic noise or fluctuations in the ambient temperature.

We parametrize these static and slowly varying deviations from a cylindrical shape with a fractional displacement $\delta_s(t)$, which has support only on frequencies much less than $\omega_{\text{min}} \sim \text{kHz}$. Now, $\eta_{\text{mix}}(t) \sim \delta_s(t)$ and the perturbative correction to $S_{V_i}$ from mode mixing in Eq. (S38) is precisely the same as that of leakage noise in Eq. (S22), except that the driving term is proportional to $\eta_{\text{mix}} \delta(t) V_0(t)$ rather than $C_m q_m(t) V(t) \sim \delta(t) V_1(t)$. Thus, by following the same logic as was used to derive Eq. (S29), the noise PSD $S_{\text{mix}}$ from mode mixing is parametrically

$$S_{\text{mix}}(\omega) \sim \left( \frac{\eta_{\text{mix}}}{\epsilon} \right)^2 \sim \left( \frac{\delta_s}{\epsilon} \right)^2,$$

where we have normalized by the mechanical contribution to leakage noise in Eq. (S6).

Both $\delta_s$ and $\epsilon$ parametrize the ability to control the geometry of the experiment and hence are treated together in Ref. [57]. Specifically, $\epsilon$ reflects the precision to which the loading and readout waveguide modes can be matched to the pump and signal modes, while $\delta_s$ reflects the precision to which the pump and signal modes can be matched to the ideal cylindrical ones. Both would be monitored and controlled by appropriate active feedback mechanisms. Thus, it is reasonable to estimate $\delta_s \sim \epsilon$ in the worst case, making mode mixing merely an $\mathcal{O}(1)$ correction to our existing treatment of mechanical leakage noise. In fact, since the cavity is larger than the waveguides, it would likely be possible to control it to a greater relative precision, $\delta_s \lesssim \epsilon$, in which case mode mixing is negligible. We thus do not include it in our sensitivity projections.

### Cavity Frequency Drift

In the previous section, we discussed how low frequency deformations of the cavity can lead to mixing between modes in the presence of higher frequency wall vibrations. Low frequency deformations alone do not lead to significant mode mixing, because the field in each mode adiabatically follows its slowly changing spatial profile. However, they can significantly affect the mode frequencies and the cross-coupling $\epsilon$. In the main body, we have addressed how $\epsilon$ must be actively monitored and controlled, as was already done in the MAGO experiment. In this section, we focus on the effect of mode frequency drift, which must be controlled similarly.

Frequency drift manifests as an additional contribution to $\Delta(t)$ in Eq. (S22), which we write as $\Delta_s(t)$ in analogy to the slow deformations of the cavity walls $\delta_s(t)$. Unlike the elastic deformations considered for mechanical leakage noise, $\Delta_s(t)$ cannot be estimated from first principles, because it depends on technical details such as the cavity’s hysteresis upon thermal expansion and contraction. However, since we are assuming the signal and pump modes can be held degenerate within their bandwidth, the RMS of the drift is bounded by

$$\Delta_s^{\text{rms}} = \frac{1}{2\pi} \left( \int d\omega S_{\Delta_s}(\omega) \right)^{1/2} \lesssim \frac{1}{Q_i}.$$  

The effect of cavity frequency drift is maximized if $S_{\Delta_s}(\omega)$ is entirely supported at $|\omega| \ll \Delta \omega_d, \Delta \omega_r$, in which case the integral in Eq. (S23) can be performed to give

$$S_{V_i}(\omega) \sim \frac{(\omega \omega_i/Q_i)^2}{(\omega^2 - \omega_i^2)^2 + (\omega \omega_i/Q_i)^2} S_{\Delta_s}(\omega) \left( 1 + (Q_i \Delta_s^{\text{rms}})^2 \right).$$

Alternatively, one could include the next order term on the RHS of Eq. (S38) as $\eta_{\text{mix}} \delta(t) \to \eta_{\text{mix}} \delta(t) + \tilde{\eta}_{\text{mix}} \delta^2(t)$ where $\tilde{\eta}_{\text{mix}}$ is an $\mathcal{O}(1)$ form factor that does not vanish even for locally orthogonal modes. Then, upon decomposing $\delta(t)$ in terms of slow and fast components as $\delta(t) = \delta_s(t) + \delta_f(t)$, including the cross term $\delta_s \delta_f$ is equivalent to simply including this contribution as $\eta_{\text{mix}} \sim \delta_s$, as we have done here.
Thus, perturbation theory breaks down entirely if Eq. (S41) is no longer satisfied. In this case, however, we can still understand the effect of $\Delta_\delta$ on physical grounds: since the frequency drift is slow, the oscillations of the modes adiabatically follow it, implying that the pump mode and signal power will be spread over the frequency width $\Delta_{s}^{\text{rms}}\omega_1$. This can be shown more precisely using the WKB approximation. Therefore, in the worst case scenario if $\Delta_{s}^{\text{rms}}\approx 1/Q_1$, the power will at most be spread over the resonator width $\Delta_\omega_r$. This can be mimicked by replacing $\Delta_\omega_d \rightarrow \Delta_\omega_r$, as this also spreads out the pump mode and signal over frequency; we show the effect of this on the reach in the upper curve of the lower-right panel of Fig. 3.

We emphasize that as long as the pump and signal modes can be held degenerate, this is a maximally pessimistic assumption. First, $S_{\Delta_\delta}(\omega)$ may have some of its support at frequencies $|\omega| \gtrsim \Delta_\omega_r$, leading to an off-resonance suppression. For instance, if $S_{\Delta_\delta}(\omega)$ is flat up to frequency $\Delta_\omega_s \gg \Delta_\omega_r$, then perturbation theory does not break down instead until $\Delta_{s}^{\text{rms}} \gtrsim \sqrt{\Delta_\omega_r/\Delta_\omega_s}/Q_1$. Furthermore, if $\Delta_\delta(t)$ is directly measured by the active feedback system that stabilizes the modes, it can be “deconvolved” almost entirely from the signal. As long as this can be done to a frequency precision of at least $\Delta_\omega_d$, low frequency noise does not affect the estimated reach.

Again, we may compare this situation to that faced by interferometers, whose physical dimensions also drift. The fundamental reason that one can monitor the mode frequencies in our approach and subtract out its variations, but not do the same for an interferometer, is that typically the interferometer itself is the most sensitive ruler in the experiment. In our setup, one needs to only measure the signal and pump mode frequencies to fractional precision $\Delta_\omega_d/\omega_0$, and atomic clocks exceed this by many orders of magnitude.

As mentioned in the main body, the DarkSRF collaboration has already demonstrated frequency stabilization near that required by our most aggressive parameters. In addition, experimental tests of Lorentz invariance have stabilized cryogenic sapphire microwave oscillators to substantially greater precisions for $\mathcal{O}(\text{month})$ timescales [82–84]. For our approach, even if a continuous run of length $t_{\text{int}}$ is infeasible, e.g. if the cavity must be periodically recalibrated, an equivalent sensitivity can be attained by stitching together many shorter runs. Similarly, rare transient events that disrupt the experiment can be removed from the data stream.

### Thermal and Amplifier Noise

We adopt the same conventions as in Ref. [46] to describe noise arising from thermal fluctuations of the cavity modes and the quantum-limited amplifier in the readout. For completeness, we derive the thermal noise PSD for the signal mode by applying the equipartition theorem to the equivalent RLC circuit. Thermal fluctuations of the signal mode can be modeled as sourced by the resistor, which drives the entire circuit with voltage $V_{\text{th}}$. Since the PSD of this noisy driving voltage is flat within the resonance width, we apply the narrow-width approximation to Eq. (S17), giving

$$S_{V_1} \approx \frac{\pi \omega_1^2}{2Q_1} \left( \delta(\omega - \omega_1) + \delta(\omega + \omega_1) \right) S_{V_{\text{th}}}(\omega). \quad (S43)$$

Integrating over $\omega$ thus leads to an average voltage across the resistor $R_1$ of

$$\langle V_1^2 \rangle \approx \frac{\omega_1}{4\pi Q_1} S_{V_{\text{th}}} (\omega_1). \quad (S44)$$

By the equipartition theorem, the temperature of the circuit $T$ can be related to the energy stored in the inductor $L_1$, $T/2 \approx L_1 \langle I^2 \rangle/2$, where $I$ is the current in the circuit. Since the voltage across the equivalent resistor of the signal mode is $V_1 \approx I R_1$, we have $\langle V_1^2 \rangle \approx T R_1^2/L_1$. Equating this to Eq. (S44) and using $Q_1 = \omega_1 L_1/R_1$, we find $S_{V_{\text{th}}} \approx 4\pi T R_1$.

However, only part of the resistance $R_1$ is due to the intrinsic dissipation $R_{\text{int}}$ of the circuit, and only this part necessarily sources thermal fluctuations. If the signal readout is connected to a cold load, so that it does not send thermal noise back to the cavity, then for the signal mode we actually have $S_{V_{\text{th}}} \approx 4\pi T R_{\text{int}}$. Eq. (S17) then implies

$$\delta_n(\omega) e^{i(\omega + i\omega_1)t}.$$
that the thermal noise PSD is

\[ S_{\text{th}}(\omega) = \frac{S_{V_1}(\omega)}{R_1} = \frac{Q_1}{Q_{\text{int}}} \frac{4\pi T (\omega \omega_0/Q_1)^2}{(\omega^2 - \omega_0^2)^2 + (\omega \omega_0/Q_1)^2}, \]  

(S45)

where we used \( R_{\text{int}}/R_1 = Q_1/Q_{\text{int}} \).

The readout waveguide is attached to an amplifier, which sources its own noise. The lower bound on such noise is dictated by the standard quantum limit, arising from zero-point fluctuations and backaction/imprecision noise. The corresponding PSD is spectrally flat [85],

\[ S_{\text{amp}}(\omega) = \pi \omega_1. \]  

(S46)

We assume that amplifier noise is quantum-limited, which has been achieved in resonant cavity setups [21] and is often assumed for future projections of other axion experiments, such as DM Radio [36].

### EXPECTED SENSITIVITY

#### Coupling Optimization

Overcoupling the cavity to the readout corresponds to \( Q_{\text{cpl}} \ll Q_{\text{int}} \). As discussed in Refs. [36, 46, 53], this is optimal for thermal noise limited resonant experiments, even though critical coupling maximizes the signal power, because it decreases both the signal power and thermal noise in a way that allows a parametrically faster scan rate. Although these considerations do not apply to our broadband setup, it also benefits from overcoupling for the much simpler reason that it prevents an off-resonance signal from being overwhelmed by amplifier noise. In the limit where amplifier noise dominates, \( Q_{\text{cpl}} \) should be as small as possible.

For completeness, we now precisely describe how the signal and noise are affected by the value of \( Q_{\text{cpl}} \). Recall that in the RLC analogy, the signal mode circuit has a resistor \( R_1 = R_{\text{int}} + R_{\text{cpl}} \). When we computed the signal PSD, the thermal noise PSD, and the part of the leakage noise \( S^{(1)}_{\text{leak}} \) corresponding to the loading waveguide coupling to the signal mode, we computed the total power dissipated across both resistors. Thus, the fraction of power sent to the readout is smaller by a factor of \( R_{\text{cpl}}/R_1 = Q_1/Q_{\text{cpl}} \), and all of these PSDs should be rescaled by this amount. Amplifier noise is not affected, since it is intrinsic to the amplifier itself. Finally, consider the part of the leakage noise \( S^{(0)}_{\text{leak}} \) corresponding to the readout waveguide coupling to the pump mode. In the RLC analogy, the pump mode circuit has a resistor \( R_0 = R_{\text{int}} + O(\epsilon^2) R_{\text{cpl}} \). Therefore, the fraction of power read out as leakage noise is proportional to \( R_{\text{cpl}}/R_1 = Q_{\text{int}}/Q_{\text{cpl}} \), and \( S^{(0)}_{\text{leak}} \) should be rescaled by this factor.

As described in the main body, we do not consider loaded quality factors lower than \( Q_1 \sim 10^5 \). One might worry that such a strong coupling to the signal mode might degrade the quality factor of the pump mode. Thus, we impose as a constraint that the power loss in the pump mode due to the readout is negligible, \( \epsilon^2 R_{\text{cpl}} \ll R_{\text{int}} \), which implies

\[ Q_{\text{cpl}} \gtrsim \max[\epsilon^2 Q_{\text{int}}, 10^5]. \]  

(S47)

The constraint \( Q_{\text{cpl}} \gtrsim \epsilon^2 Q_{\text{int}} \) is unimportant for almost all parameters we consider, except for the most conservative ones in the top-right panel of Fig. 3. Critical coupling is optimal for the lowest axion masses, while overcoupling as much as possible is optimal for the highest axion masses. For each intermediate axion mass, a different intermediate coupling is optimal, because overcoupling increases the strength of leakage noise. However, we find numerically that essentially all of the reach shown in Fig. 1 can be obtained using only a critically coupled run and a maximally overcoupled run. A small remaining slice of parameter space at small couplings and intermediate axion masses can be covered using a third run with \( Q_{\text{cpl}} \sim 10^7 \).
In this section, we roughly describe the statistics of a broadband low mass axion search, with the main purpose of explaining why the expected sensitivity decreases for $t_{\text{int}} \lesssim \tau_a$, where $\tau_a \sim Q_a/m_a$ is the axion coherence time. A Bayesian approach to the same problem is given in Ref. [61]. A similar frequentist approach is given in Ref. [60], though it focuses on the case $t_{\text{int}} \gg \tau_a$.

For concreteness, we neglect unvirialized components of the axion field, as well as any enhanced structure in the axion field that could arise, e.g., from strong axion self-interactions or parametric resonance effects [86–91]. In the absence of such effects, in the Milky Way the axion can be described as a collection of classical plane waves with independent phases. An experiment with total integration time $t_{\text{int}}$ can only resolve frequency bins of width $\Delta \omega \sim 1/t_{\text{int}}$. Each bin contains macroscopically many axions; for instance, for $t_{\text{int}} \gtrsim \tau_a$,

$$\Delta N_a \simeq \frac{\rho_{\text{DM}} V_{\text{cav}}}{m_a} \frac{\tau_a}{t_{\text{int}}} \simeq 10^{25} \left( \frac{10^{-14} \text{ eV}}{m_a} \right)^2 \left( \frac{5 \text{ years}}{t_{\text{int}}} \right) \left( \frac{V_{\text{cav}}}{\text{m}^3} \right),$$  \hfill (S48)

so the central limit theorem applies to the amplitude in each bin. Specifically, suppose we measure $a(t)$ for a time $t_{\text{int}}$ and perform a discrete Fourier transform (DFT), yielding the complex amplitude $\tilde{a}_i$ for the frequency bin centered at $\omega_i$. Then the real and imaginary parts of $\tilde{a}_i$ are independent Gaussian random variables with zero mean, so the axion field can be treated as a Gaussian random field. For the rest of this section we will use a PSD normalization suited for these DFT elements, rather than the continuous normalization of Eq. (S2). For example, for the axion field we define

$$\langle \tilde{a}_i \tilde{a}_j^* \rangle = \delta_{ij} S_a(\omega_i),$$ \hfill (S49)

where $S_a(\omega_i)$ is the discrete PSD. As illustrated in Ref. [61], a typical realization of $a(t)$ is approximately monochromatic on timescales $t_{\text{int}} \lesssim \tau_a$, but fluctuates in amplitude on timescales $\tau_a$ with respect to the RMS value $\sqrt{\langle a(t)^2 \rangle} = \sqrt{\rho_{\text{DM}}/m_a}$. For $t_{\text{int}} \lesssim \tau_a$, the amplitude is approximately fixed for the duration of the experiment, and the possibility of observing a downward amplitude fluctuation is responsible for weakening the projected sensitivity.

For simplicity, we will specialize to axion detection experiments using static fields, and return to our heterodyne approach later. For a static field experiment, the frequency components of the signal $s(t)$ are simply those of the axion field multiplied by a frequency-dependent filtering. Therefore, the signal can also be treated as a Gaussian random field. The experiment measures a data stream $d(t) = s(t) + n(t)$, where the noise $n(t)$ is independent of the signal. For the noise sources that we consider, $n(t)$ is also a Gaussian stationary random variable with zero mean. Thus, the likelihood of observing the data is

$$L[d] = \prod_i e^{-|d_i|^2/(2S_s(\omega_i)+S_n(\omega_i))} \frac{2\pi^{1/2}(S_s(\omega_i)+S_n(\omega_i))}{\pi^{1/2}S_s(\omega_i)S_n(\omega_i)}$$ \hfill (S50)

where the frequency bins have width $\Delta \omega = 2\pi/t_{\text{int}}$. We note that this result has been previously derived in Ref. [60].

We assume for simplicity of notation that the data is taken in a single continuous run, but this is not necessary, as distinct runs can be stitched together. In fact, given a fixed integration time $t_{\text{int}}$, this can actually be advantageous. As long as $t_{\text{exp}} \gg \tau_a$, where $t_{\text{exp}}$ is the total duration of the experiment, the reach will not be penalized by the effect discussed above because the distinct runs during the experiment will sample different amplitudes for the axion field. In addition, Eq. (S50) implicitly assumes that the axion oscillates many times during the experiment, $t_{\text{exp}} \gg 1/m_a$. For $t_{\text{exp}} \lesssim 1/m_a$, the likelihood additionally depends on the instantaneous phase of the axion field, which leads to an additional $\mathcal{O}(1)$ suppression of the reach; we will not consider this case below.

The average signal and noise PSDs $S_s(\omega_i)$ and $S_n(\omega_i)$ also depend on nuisance parameters $\theta_{s,n}$ that we imagine are

---

5 Under the standard DFT, the amplitudes $\tilde{a}_i$ in neighboring bins will actually be slightly correlated. We neglect this small effect below.
measured with calibration runs. For the purposes of placing an exclusion on $g_{a\gamma\gamma}$, it is convenient to define

$$g_{a\gamma\gamma}^2 \lambda_{s,i}(\theta_s) \equiv S_s(\omega_i, \theta_s), \quad \lambda_{n,i}(\theta_n) \equiv S_n(\omega_i, \theta_n)$$

(S51)

so that the likelihood takes the form

$$L(g_{a\gamma\gamma}, \theta_s, \theta_n) = \prod_i e^{-|\tilde{d}_i|^2/(g_{a\gamma\gamma}^2 \lambda_{s,i}(\theta_s) + \lambda_{n,i}(\theta_n))} / \pi(g_{a\gamma\gamma}^2 \lambda_{s,i}(\theta_s) + \lambda_{n,i}(\theta_n)) \cdot L_{aux}(\theta_s, \theta_n),$$

(S52)

where $L_{aux}$ contains the results of calibration measurements and is not necessarily Gaussian. These measurements are independent of the data that we take during our physics run, so the two probabilities multiply.

Let $\hat{g}_{a\gamma\gamma}$ be the maximum likelihood estimator for $g_{a\gamma\gamma}$. The incompatibility of the coupling value $g_{a\gamma\gamma}$ with the data can be quantified by the test statistic [92]

$$q(g_{a\gamma\gamma}) = -2 \log \left( \frac{L(g_{a\gamma\gamma}, \hat{\theta}_s, \hat{\theta}_n)}{L(g_{a\gamma\gamma}, \hat{\theta}_s, \hat{\theta}_n)} \right) \Theta(g_{a\gamma\gamma}^2 - g_{a\gamma\gamma}^2),$$

(S53)

where $\hat{g}_{a\gamma\gamma}$ and $\hat{\theta}_{s,n}$ are unconditional maximum-likelihood estimators and $\hat{\theta}_{s,n}$ are conditional maximum-likelihood estimators for fixed $g_{a\gamma\gamma}$. The step function reflects the fact that we should not be able to exclude couplings smaller than the best-fit value. Below, we will assume $L_{aux}(\hat{\theta}_s, \hat{\theta}_n) \approx L_{aux}(\hat{\theta}_s, \hat{\theta}_n)$, so the nuisance parameters play little role.

When the integration time is much longer than the axion coherence time, $t_{int} \gg \tau_a$, the axion signal is spread over many bins, and asymptotic theorems apply. In particular, Wilks’ theorem [93] implies that the distribution of $q(g_{a\gamma\gamma})$ for fixed $g_{a\gamma\gamma}$ is a half chi-squared distribution with one degree of freedom, implying that the 90% and 95% C.L. upper bounds are

$$q_{90\%} = 1.64, \quad q_{95\%} = 2.71.$$  

(S54)

Assuming that no axion exists, the exclusion that can be set varies from trial to trial. We use the approach illustrated in Ref. [92], where it is shown that the median exclusion is achieved by the so-called Asimov dataset, in which each of the $|\tilde{d}_i|^2$ are set to the mean value achieved in a background-only dataset, i.e., $|\tilde{d}_i|^2 \rightarrow \lambda_{n,i}$. In this case, $\hat{g}_{a\gamma\gamma}^2 = 0$. Using this in Eq. (S53) and approximating $g_{a\gamma\gamma}^2 \lambda_{s,i} \ll \lambda_{n,i}$ for all $g_{a\gamma\gamma}$ near the sensitivity threshold (valid because the signal is spread over many bins) gives

$$q(g_{a\gamma\gamma}) \simeq \sum_i \left( \frac{g_{a\gamma\gamma}^2 \lambda_{s,i}(\hat{\theta}_s)}{\lambda_{n,i}(\hat{\theta}_n)} \right)^2,$$

(S55)

where we assumed $\lambda_{n}(\hat{\theta}_n) \simeq \lambda_{n}(\hat{\theta}_n)$. This is closely related to the signal-to-noise ratio (SNR) used to estimate the reach in many axion experiments (see, e.g., Ref. [46]), as can be shown by approximating the sum in the above expression as an integral,

$$q(g_{a\gamma\gamma}) \simeq \frac{t_{int}}{2\pi} \int_0^\infty d\omega \left( \frac{S_s(\omega)}{S_n(\omega)} \right)^2 = \text{SNR}^2.$$

(S56)

Since this result involves a ratio of PSDs, it also holds for the continuous PSD normalization of Eq. (S2). Here, negative frequency bins were not included since they are not independent of the positive frequency bins. Combining this with Eq. (S54) implies that the median 90% or 95% expected exclusion corresponds to an SNR of

$$\text{SNR}(t_{int} \gg \tau_a) \gtrsim \begin{cases} 1.3 & 90\% \text{ C.L.} \\ 1.6 & 95\% \text{ C.L.} \end{cases}.$$ 

(S57)
which roughly matches the SNR ≥ 1 prescription commonly adopted in the axion literature (see, e.g., Refs. [35, 94]).

In the short integration time limit \( t_{\text{int}} \ll \tau_a \), the axion signal cannot be resolved, and hence lies in a single frequency bin.\(^6\) In the following we omit for simplicity the explicit dependence on nuisance parameters and \( L_{\text{aux}} \). We continue to assume negligible systematic errors: \( \lambda_n(\hat{\theta}_n) \approx \lambda_n(\tilde{\theta}_n) \) and \( L_{\text{aux}}(\hat{\theta}_n, \tilde{\theta}_n) \approx L_{\text{aux}}(\hat{\tilde{\theta}}_n, \tilde{\tilde{\theta}}_n) \). Dropping the \( i \) subscript and defining \( S \equiv |d_i|^2 \), we have

\[
L(g^2_{a\gamma\gamma}) = \frac{e^{-S/(g^2_{a\gamma\gamma} \lambda + \lambda_n)}}{g^2_{a\gamma\gamma} \lambda + \lambda_n} \quad .
\]

(S58)

In this case, Wilks’ theorem does not apply, but the calculation of the test statistic is analytically tractable. In particular, \( g^2_{a\gamma\gamma} \) can be found by analytically maximizing the likelihood, giving

\[
g^2_{a\gamma\gamma} = \begin{cases} 
(S - \lambda_n)/\lambda_s & S \geq \lambda_n \\
0 & S < \lambda_n 
\end{cases}
\]

(S59)

where the second line is a consequence of \( g^2_{a\gamma\gamma} > 0 \). The test statistic then takes the explicit form

\[
q(g^2_{a\gamma\gamma}, S) = 2 \times \begin{cases} 
0 & S < \lambda_n \\
\frac{S}{g^2_{a\gamma\gamma} \lambda_s + \lambda_n} - 1 + \log \frac{g^2_{a\gamma\gamma} \lambda_s + \lambda_n}{S} & \lambda_n \leq S \leq g^2_{a\gamma\gamma} \lambda_s + \lambda_n \\
\frac{S}{g^2_{a\gamma\gamma} \lambda_s + \lambda_n} - \frac{S}{\lambda_n} + \log \frac{g^2_{a\gamma\gamma} \lambda_s + \lambda_n}{\lambda_n} & S < \lambda_n 
\end{cases}
\]

(S60)

At fixed \( g^2_{a\gamma\gamma} \), \( q(g^2_{a\gamma\gamma}, S) \) is a monotonically decreasing function of \( S \). Thus, to compute the upper bound \( q_\alpha \) on \( q \) corresponding to a given C.L. \( \alpha \), we can find the value \( S_\alpha \) such that the probability for \( S \leq S_\alpha \) is \( P(S \leq S_\alpha) = 1 - \alpha \) in order to obtain \( q_\alpha(g^2_{a\gamma\gamma}) = q(g^2_{a\gamma\gamma}, S_\alpha(g^2_{a\gamma\gamma})) \). Using the known distribution of \( S \) in Eq. (S58) for a given axion coupling \( g^2_{a\gamma\gamma} \), we have

\[
\int_0^{S_\alpha(g^2_{a\gamma\gamma})} dS \frac{e^{-S/(g^2_{a\gamma\gamma} \lambda_s + \lambda_n)}}{g^2_{a\gamma\gamma} \lambda_s + \lambda_n} = 1 - \alpha .
\]

(S61)

Solving for \( S_\alpha \) then yields

\[
S_\alpha(g^2_{a\gamma\gamma}) = |\log \alpha| (g^2_{a\gamma\gamma} \lambda_s + \lambda_n) .
\]

(S62)

Therefore, in the event that there is no axion signal, the median expected exclusion for an experiment at \( (100 \times \alpha)\% \) C.L. is determined by solving [92]

\[
q_\alpha(g^2_{a\gamma\gamma}) = q(g^2_{a\gamma\gamma}, S_{0.5}(0)) .
\]

(S63)

Once again identifying \( q(g^2_{a\gamma\gamma}) \approx \text{SNR}^2 \), we find that the median expected 90\% or 95\% limit on \( g_{a\gamma\gamma} \) corresponds to

\[
\text{SNR}(t_{\text{int}} \ll \tau_a) \gtrsim \left\{ \begin{array}{ll} 5.6 & 90\% \text{ C.L.} \\
12.5 & 95\% \text{ C.L.} \end{array} \right.
\]

(S64)

Since the SNR is proportional to \( g^2_{a\gamma\gamma} \), the higher threshold in Eq. (S64) compared to Eq. (S57) corresponds to weakening the 90\%–95\% C.L. sensitivity projections for \( g_{a\gamma\gamma} \) by a factor of 2–3 when \( t_{\text{int}} \ll \tau_a \).

For comparison, Ref. [61] instead found a weakening of \( \sim 4 \) for the 95\% C.L. \( g_{a\gamma\gamma} \) projections, using a Monte Carlo estimate for the test statistic sampling distribution. That work also found a weakening factor of \( \sim 10 \) at 95\% C.L. using a Bayesian approach with a flat prior on \( g_{a\gamma\gamma} \). However, a flat prior in log \( g_{a\gamma\gamma} \) is also reasonable on subjective grounds.

\(^6\) More precisely, the axion signal could straddle two frequency bins; we neglect this small effect.
as evidenced by the common use of logarithmic scales in plots like Fig. 1. The logarithmic prior penalizes smaller values of $g_{a\gamma\gamma}$ much less, and thus the weakening of the sensitivity for $t_{\text{int}} \lesssim \tau_a$ is more mild. Similarly, a flat prior in $g_{a\gamma\gamma}^2$ would also be reasonable since the signal is proportional to it, but this penalizes smaller values of $g_{a\gamma\gamma}$ to a greater degree, enhancing the sensitivity suppression. Since the conclusions of the Bayesian approach vary significantly between reasonable priors, we adopt the frequentist approach described above.

In the above analysis, we have mainly sought to explain analytically why the reach is weakened for $t_{\text{int}} \lesssim \tau_a$. Since this effect arises solely from the fluctuations of the axion field amplitude, we expect that a similar penalty factor should apply for our heterodyne approach. However, showing this analytically would be notationally complex, because the axion Fourier components are spread out by, e.g., the width of the driver $\Delta \omega_d$, which simultaneously affects the noise. Thus, we defer a more detailed numerical calculation of the projected sensitivity to future work. To estimate our reach here, we use Eqs. (S56), (S57), and (S64), along with the following small modification: for a static field experiment, bins at positive and negative frequencies $\pm \omega$ are redundant because the data stream is real-valued. For a heterodyne experiment, bins at $\omega_0 \pm \omega$ are redundant for the same reason, so Eq. (S56) should only integrate over positive frequencies above $\omega_0$. The sole exception is when amplifier noise dominates, since its contributions at frequencies $\omega_0 \pm m_a$ are independent of each other.
| Symbol | Meaning | Reference |
|--------|---------|----------|
| $B_i$  | volume-averaged pump ($i = 0$), signal ($i = 1$) mode magnetic field | Eq. (S8) |
| $E_i(x), B_i(x)$ | spatial profile of the pump ($i = 0$), signal ($i = 1$) mode fields | Eq. (4) |
| $M_{cav}$ | mass of the cavity | – |
| $P_{in}$ | power stored in the pump mode | Eq. (S7) |
| $q_{rms}$ | attenuated RMS displacement of cavity walls | Eq. (S28) |
| $Q_a$ | effective axion quality factor | pg. 1 |
| $Q_{int}$ | intrinsic quality factor of cavity | Eq. (S4) |
| $Q_{cpl}$ | coupling to the readout | Eqs. (S4), (S47) |
| $Q_i$ | quality factor of the pump ($i = 0$), signal ($i = 1$) mode | pg. 11 |
| $Q_m$ | quality factor of cavity mechanical resonance | pg. 14 |
| $S_a$ | PSD of the axion field | Eq. (S34) |
| $S_{amp}$ | PSD of the readout amplifier | Eq. (S46) |
| $S_{b_i}$ | normalized PSD of the pump ($i = 0$), signal ($i = 1$) mode | Eq. (S10) |
| $S_{b_i}^{(\text{phase})}$ | additive correction to $S_{b_i}$ from oscillator phase noise | Eq. (S18) |
| $S_{b_i}^{(\text{mech})}$ | additive correction to $S_{b_i}$ from mechanical vibrations | Eq. (S29) |
| $S_{\text{sig}}$ | PSD of axion signal | Eq. (S37) |
| $S_{\text{th}}$ | PSD of thermal noise | Eq. (S45) |
| $S_{\varphi}$ | PSD of oscillator phase noise | Eq. (S20) |
| SNR | signal-to-noise ratio | Eq. (S56) |
| $t_{\text{int}}$ | experimental integration time | – |
| $V_{\text{cav}}$ | volume of the cavity | – |
| $\delta$ | fractional displacement of cavity walls | Eq. (S29) |
| $\epsilon$ | suppression of leakage noise | Eq. (S6) |
| $\eta_a$ | form factor of axion signal | Eq. (4) |
| $\eta_{\text{mix}}$ | form factor of mechanical mode mixing | Eq. (S39) |
| $\omega_i$ | frequency of the pump ($i = 0$), signal ($i = 1$) mode | pg. 1 |
| $\omega_{\text{sig}}$ | frequency of the axion signal | Eq. (3) |
| $\omega_m$ | frequency of a cavity mechanical resonance | Eq. (S30) |
| $\omega_{\text{min}}$ | lowest-lying mechanical resonance | Eq. (S28) |
| $\Delta \omega_a$ | width of the axion field | pg. 1 |
| $\Delta \omega_d$ | width of the external driving oscillator | Eq. (S19) |
| $\Delta \omega_r$ | width of the cavity resonance | pg. 3 |
| $\Delta \omega_{\text{sig}}$ | signal bandwidth | Eq. (6) |