With the continuous progress of society, computer technology and information technology are also experiencing rapid development. Especially in recent years, the application of computer technology has rapidly entered into people’s daily life. As people’s lives become richer, these applications have become particularly complex. For some large software, tens of thousands of function points or millions of lines of source code may be triggered to support it when performing related tasks. As a result, the security of such a complicated and excellent software becomes quite essential. The most effective way to ensure software security is to test the security of software products during the development process. A precise and effective security testing process is the basis for ensuring that software is tested for security. Without a detailed scientific software security testing model to guide software development for security testing, software security testing will become very difficult. This not only wastes more time and money but also does not guarantee the security of the software. A great security testing methodology should be able to find security problems that may be hidden deep within the software. In addition, a scientific process management can greatly facilitate the implementation of software security testing. As a result, it is relatively meaningful to establish a complete software security testing process model, generate excellent security test cases, and develop security process management tools for software security testing. At the same time, in recent years, deep learning has gradually entered more and more people’s lives. However, the widespread application of deep learning systems can bring convenience to human life but also bring some hidden dangers. Hence, deep neural networks must be adequately tested to eliminate as many security risks as possible in some safety-critical software that involves personal and property safety. As the foundation of deep learning systems, deep neural networks should be adequately tested for security. However, deep learning systems are fundamentally different from traditional software testing, so traditional software testing techniques cannot be directly applied to deep neural network testing. In recent years, many scholars in related fields have proposed coverage guidelines based on deep learning testing but the usefulness of these guidelines is still debatable. Based on the complexity of the large software development process and the fact that the interrelationship between nodes often constitutes a complex network of collaborative relationships, this study applies coverage-based testing in deep neural networks to test the security of software. To be specific, this research applies metrics such as peak coverage, speed to peak, and computational speed to evaluate coverage criteria and investigate the feasibility of using coverage to guide test case selection to select solutions for security testing.

1. Introduction

With the rapid development of information technology, the third technological revolution has led mankind into the information age. In this context, the pervasive information technology has changed the traditional production, life, and communication methods of human beings [1]. However, the rapid development and unprecedented prosperity of the information industry have also brought negative effects [2]. Software security incidents have occurred more frequently...
in recent years, bringing not only a lot of inconvenience to the country and people’s lives but also a lot of damage. What is worse, the rate of such incidents is also increasing [3]. Nowadays, the security of software is more important than ever, so it is necessary to ensure and use secure software. How to ensure the security of software products has become an important issue that people must address [4]. Software testing is a key technology to ensure the software security and an important method to ensure software quality and reliability. To be specific, software testing is the process of manually or automatically analyzing software to check whether it meets design requirements [5]. As the complexity of software increases and the scale of software expands, the importance of software testing grows. Software security testing is a crucial way to ensure the quality and safety of software and to reduce its own instability [6]. It can prevent security incidents from occurring or minimize damage in the event of an incident. For technical and cost reasons, the focus has been solely on the usability of computers and networks, with no consideration given to security from design to implementation [7]. This has proven to create a variety of security risks for information infrastructures. After all, software is the soul of the information infrastructure [8]. Due to the historical lack of security and the reality of increasingly complex functional requirements, software designs often fail and malfunction, causing huge losses to society and users. Software testing is the process of manually or automatically analyzing software to check whether it meets design requirements [9]. Static source code analysis and dynamic target code runs are used to determine whether the software has the expected functions and properties. Security is a nonfunctional attribute of software, and software testing can identify, locate, and then eliminate software security risks [10]. As a result, software testing is a key technology to ensure the software security and is a necessary security tool in software development and maintenance.

Currently, software security testing is treated the same as regular software testing [11]. Most of the software security testing is done in the context of general software testing. As a result, there is a lack of a specific software security testing process model to guide the security testing process [12]. In addition, there is a lack of tools to manage the security testing process. This is obviously unfair and unscientific for both software security testing and software security quality assurance [13]. As security testing cannot be standardized scientific guidance, then the software security testing cannot be fully carried out, and the quality of software security cannot be strongly guaranteed. A precise security testing process is the basis for ensuring that software is tested for security [14]. Specifically, it not only ensures that software security testing is performed efficiently, saving time and costs but also further improves the security quality of the software. A great security test case can find the security problems that may be hidden in the software, it is the most basic guarantee and basis for security testing [15]. The analysis and design of the security test cases are based on the hazard analysis of the entire software requirements, which is fundamental to the quality of the security test cases. Excellent use cases can be used several times, which can also improve the efficiency and quality of testing [16]. A scientific process management can bring great convenience to the software security testing work and can also improve the efficiency of software security testing, saving manpower and material resources.

In terms of computer system framework, information security includes four levels: physical security [17], operational security [18], data security [19], and content security [20], as shown in Figure 1. Physical security refers to hardware security, which is mainly ensured by the security of the power supply system, hardware reliability, electromagnetic shielding, and personnel management [21]. Operational security refers to software security such as operating systems and application software. To be specific, this includes intrusion detection, vulnerability scanning, virus prevention and control, and emergency response [22]. Data security refers to the security of information in processing, storage, transmission, and use. This process can take authentication, cryptographic encryption, integrity verification, digital signature, and other algorithms and protocols for security reinforcement. Content security refers to the concealment and discovery of the true content of information to ensure its security [23]. This can be achieved through information identification, data mining, information filtering, and information hiding.

With the rapid development of computer technology, more and more software and applications are taking a significant place in human life [24]. These applications not only bring a lot of convenience and efficiency in doing various things but also bring a lot of possibilities to people. In recent years, deep learning and machine learning systems have gained great popularity in various applications, such as speech processing [25], building construction [26, 27, 28], image processing [29, 30], and human traffic detection [31]. Deep neural networks as a deep learning system are the key driver behind the recent success. However, while software systems based on deep neural networks bring convenience to humans, they also bring many serious problems. For example, a few years ago, there was a car accident involving a Google self-driving car in which people lost their lives, and several cases in which self-driving vehicles were unable to handle accidents and corner situations with varying degrees of consequences. All were misbehaviors exhibited by deep neural network software that led to serious consequences. In security-critical and other critical domains, deep neural networks exhibit misbehavior that can lead to irreversible and serious consequences. Therefore, it is necessary to adequately test deep neural networks to avoid misbehavior as much as possible.

At this stage, traditional software testing techniques have gradually matured. However, because of the fundamental difference between traditional software and neural networks, traditional software testing techniques cannot be directly applied to deep neural network testing [32]. In traditional software, each statement in a program performs certain operations that either transform the output from the previous statement to the next statement or change the state of the program. For traditional software, scholars have defined
many coverage criteria at different levels in order to analyze the runtime behavior of the software from different perspectives. At the code level, there are now statement coverage, branch coverage, data flow coverage, and mutation testing [33]. Among them, statement coverage measures whether the target has executed each instruction. Branch coverage puts the target to test whether each branch of the control structure is covered. Both of these tests are based on control flow statements. Data flow coverage counts whether the definition of each variable is covered and thus detects data flow anomalies. At the model level, there are state coverage and transformation-based coverage. The model-based coverage criterion aims to cover more program behavior through abstract models. The many and varied coverage criteria above can be adapted to different testing methods and granularity.

The objective of testing deep neural networks is to identify potential errors, i.e., erroneous behaviors exhibited at runtime, and correct them in time [34]. In the test experiments, some counter samples are usually artificially added. In other words, samples that cause the model to give incorrect outputs with high confidence should be added to the data set by deliberately adding subtle disturbances. If these adversarial samples are well picked out by the experiment, it can be of great help to the deep neural network testing technique. In order to improve the efficiency of software testing as soon as possible, it is necessary to execute important test cases as early as possible so that defects in the system to be tested can be detected as soon as possible [35]. There are many criteria to measure the importance of a test case, including coverage, runtime, and how well the test case meets the requirements. If the coverage rate of a coverage criterion is used as the measure for test case selection, and more adversarial samples can be found in the selected test cases than in the random selection, then the coverage test can well guide the selection of adversarial samples to better find faults and defects.

As a result, it is of great theoretical and practical significance to establish a scientific and detailed software security testing process model to guide the software security testing in the development process. In the development-oriented process, it can improve the quality of software security testing and ensure that software security testing is carried out smoothly and efficiently, thus further improving the security quality of software. At the same time, based on the established software security testing process model, we design and implement software security testing process management tools, which have important engineering significance. In these contexts, this study investigates coverage testing in deep neural networks. First, some recently proposed coverage criteria will be evaluated, followed by a series of experiments to assess the efficiency of using coverage to guide the selection of test cases for testing the security of software development.

2. Deep Neural Network

Deep learning is a new field in machine learning research, which is motivated by the creation of neural networks that simulate the human brain for analytical learning. The “depth” of deep learning refers to the properties of the flow graph. In a deep neural network, data are input from the input layer and output from the output layer after passing through the hidden layer of the neural network. As a result, the computation involved in the data can be represented by the flow direction, and the property of this flow graph is the depth. Neural networks are the basis of deep learning, which is a technology that simulates the neural network of the human brain in order to achieve machine learning for artificial intelligence.

2.1. Framework of Deep Neural Network. A deep neural network consists of many neurons in several layers. That is, a deep neural network can connect multiple neurons to form a network. Figure 2 shows the most common model of a fully connected neural network. In Figure 2, there is one neuron in the input layer, one neuron in the output layer, and six neurons in the hidden layer. The hidden layer has two layers, each containing three neurons. In general, the number of neurons in the input and output layers is fixed and is determined by the input data and the format of the output. In contrast, the number of hidden layers and the number of neurons in each hidden layer are variable and can be defined by the training programmer. The neuronal interconnections represent the interactions of the neurons, and each connection corresponds to a weight. Therefore, a layer in which all neurons in the graph are connected to all neurons in the neighboring layers is called a fully connected layer.
2.2. Calculation Process of Deep Neural Network. Neural network technology is a simulation of the human brain’s nervous system, which consists mainly of neurons and a large number of synapses. As a result, a neuron can be understood as a function containing weights. The neuron in the upper layer passes the data to the neuron, which then performs the computation and passes the result to the neuron in the next layer. After multiple layers of computation, the result is abstracted to a higher level and finally, a computational result is an output based on the processing of multiple layers of neurons. Therefore, the calculation process of a deep neural network can be seen in Figure 3.

2.3. Adversarial Sample. Adversarial samples are mainly used for deep neural network testing. In fact, an adversarial sample is an input sample composed by intentionally adding a very small amount of interference to the data set. Although this sample is only slightly different from the original input sample, the model gives a completely wrong output with a high confidence level. In practice, the error rate of the test set can be reduced by adversarial training. That is, neural network training can be performed on the training set samples of the adversarial perturbation.

For example, in Figure 4, both the left and right images appear to be cats to the human eye, and humans cannot tell the difference between them. However, the right image is actually a sample image obtained by artificially changing a few pixels in the left image. For the model, the left image gives a 43.6% confidence level that it is a cat, while the right image gives an 89.6% confidence level that it is a dog. This is a completely different confidence result. The main reason for the formation of the adversarial sample is the excessive linearity of the model. Neural networks are mainly constructed from linear blocks. In some experiments, the overall function they implement is highly linear. If a linear function has many inputs, then its value can change very quickly. In deep neural networks, if a particular input is changed, even though the change is very small, it can have a huge impact on the result after a multidimensional computation.

2.4. Coverage in Deep Neural Network. In recent years, many deep neural network-based coverage criteria have been proposed by scholars in related fields. These criteria are either for the activation state of a single neuron or for the state of a combination of neurons in the same layer.

This research assumes that the set of neurons in the neural network is $M = \{m_1, m_2, \ldots\}$, defines the set of test inputs as $K = \{k_1, k_2, \ldots\}$. The value of neuron $m$ at the input $k$ is recorded as $w(m, k)$. The threshold of activation is set to 0.

A neuron $m$ is an active neuron if it is active under one of the test case inputs. The neuron coverage is the percentage of activated neurons to the total neurons. Therefore, the neuron coverage can be defined as follows:

$$MCov(S, k) = \frac{[m \exists k \in S: w(m, k) > 0]}{|M|}$$  \hspace{1cm} (1)

When training the model, each neuron $m$ can calculate its upper bound value based on the analysis of the training set data. As a result, the strong activation neuron coverage criterion can be defined as follows:

$$SMACov(S, k) = \frac{[m \exists k \in S: w(m, k) \in \text{(high, co)}]}{|M|}$$  \hspace{1cm} (2)

With the widespread use of deep learning, adversarial samples are an increasing threat to deep learning systems. By continuously feeding new types of adversarial samples and performing adversarial training, the robustness of the network can be continuously improved. This method is called brute force adversarial training because of the large amount of training data required. In addition, input gradient regularization can improve the robustness of adversarial attacks. The combination of this method and brute force adversarial training has good results, but there is still the problem of high computational complexity.

3. Software Security Testing

Software security is an engineering approach that enables software to continue to function correctly in the face of malicious attacks. In other words, software security is a
systematic, quantitative, and disciplined approach to guiding the construction of secure software. Software security is a key issue in information security. Due to the complexity of software functions and the inherent characteristics of programming languages, software flaws and vulnerabilities are inevitable. With the worldwide availability of the Internet, there have been numerous incidents of hackers exploiting software vulnerabilities to compromise systems via the network. As a result, there are high-risk security vulnerabilities in application and system software. By exploiting these vulnerabilities, attackers are often able to perform a range of unauthorized actions such as system access without local access to the computer. The knowledge architecture of software security is shown in Figure 5.

3.1. Principle of Software Security Testing. Software testing is a complicated system engineering. During software testing, the tester must be well aware of the basic principles of software testing. Inadequate testing is a foolish act, while excessive testing of software is a sin. In general, the basic principles of software security testing are as follows.

Firstly, the most serious mistake made during software development is the failure of a software system to meet user requirements. Problems identified during system development can occur at some point in the early stages of development, so correcting errors must be done retroactively. In addition, software testing should be implemented early, preferably in the requirements phase. After all, the most unacceptable error is the failure of a system to meet user requirements. Figure 6 represents the general pattern of software vulnerabilities.

Therefore, if problems are identified in a timely manner, the smaller the cost of solving the problem, which is the golden rule of software development.

3.2. Requirement of Software Security Testing. Software security testing is a specific process for solving problems that has been developed and tested over a long period of time in software development practice. It can guide the software development process from a macro perspective, control the risks in the software development process, shorten the software development cycle, and improve the quality of software. It is with the software security testing model that the cost of software can be predicted scientifically and the quality of software can be controlled reasonably. As a result, the software security testing should have the requirements as shown in Figure 7.

3.3. Trajectory Model Design. The design of the software security testing process model aims to improve the confusion and confusion of software security testing in the software development process, and thus improve the efficiency of software security testing in the software development process. Based on the idea of the software development process and common testing model, as well as the analysis of software security and security testing content, a scientific security testing process model needs to be designed. The model starts from the perspective of software engineering and system security and links the software development process to the system security testing process. Then, the development process is analyzed and prepared accordingly, and security testing is performed for each of its process hazards.

In each subprocess of the software development process, its security is first analyzed. Once the security analysis is complete and ready, security testing is performed on it. This is a good way to deal with the security testing lag that can occur in software security testing. Each subprocess of the security testing process consists of several small cycles of testing activities, which can well solve the problem of frequent alternation and iteration of security testing.
Software security testing activities exist throughout the life cycle of software product development and are conducted simultaneously with the development process. The model is characterized by its ability to show not only the software development process but also to support the independence of the software development process from the software security testing process. Thus, the software development process and the software security testing process can be performed independently of each other. The development activity is an iterative process, and the security testing activity is an iterative security testing process that follows the development activity.

4. Conclusion

With the rapid development of computer technology, deep learning and deep neural networks are becoming more and more important in people’s daily life. As deep learning systems are used in critical areas where security is important, it is even more necessary to test their security. Obviously, if the system behaves completely wrongly due to some errors in the neural network in critical areas such as autonomous driving, automatic medical diagnosis, and face recognition systems, the results would be unthinkable. Although the testing of traditional software has become increasingly sophisticated, there are fundamental differences between deep neural networks and traditional software. As a result, traditional software testing techniques cannot be directly applied to deep neural network testing. In this context, how to test deep neural networks and how to judge the adequacy of a test has become a recent challenge. In this context, this paper introduces the basic concepts of neural networks from the structure, computational process, and adversarial samples. Then, this research introduces the testing of artificial neural networks, focusing on the testing framework of deep learning systems.

Although some theoretical and technical progress has been made in this study, there are still many problems that need to be further investigated. The following work needs to be further developed and studied in depth. For the dynamic knowledge base, the number of samples in the database should be expanded to improve the accuracy of behavior determination. The attack tree model is further refined to be closer to the realistic attack situation in terms of weight setting. Also, in addition to finding adversarial samples, efforts can also be focused on generating adversarial samples. Knowing which samples make the system make wrong judgments and thus improve the system is also a possible direction to improve the robustness of deep neural networks.
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