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The Coherent Neutrino-Nucleus Interaction Experiment (CONNIE) uses low-noise fully depleted charge-coupled devices (CCDs) with the goal of measuring low-energy recoils from coherent elastic scattering (CEνNS) of reactor antineutrinos with silicon nuclei and testing nonstandard neutrino interactions (NSI). We report here the first results of the detector array deployed in 2016, considering an active mass 47.6 g (8 CCDs), which is operating at a distance of 30 m from the core of the Angra 2 nuclear reactor, with a thermal power of 3.8 GW. A search for neutrino events is performed by comparing data collected with reactor on (2.1 kg-day) and reactor off (1.6 kg-day). The results show no excess in the reactor-off data, reaching the world record sensitivity down to recoil energies of about 1 keV (0.1 keV electron-equivalent). A 95% confidence level limit for new physics is established at an event rate of 40 times the one expected from the standard model at this energy scale. The results presented here provide a new window to low-energy neutrino physics, allowing one to explore for the first time the energies accessible through the low threshold of CCDs. They will lead to new constrains on NSI from the CEνNS of antineutrinos from nuclear reactors.

I. INTRODUCTION

The Coherent Elastic Neutrino Nucleus Scattering (CEνNS) is a standard model (SM) process predicted over 40 years ago [1], shortly after the discovery of neutral-current neutrino interactions [2]. The coherent enhancement of the elastic scattering cross-section occurs when the energy of the scattering process is low enough and the interaction amplitude of every nucleon adds coherently to the total cross-section [1]. The energy at which this process dominates depends on the target nucleus. For example, for xenon the coherence requirement is $E_\nu < 36$ MeV, while for silicon it is $E_\nu < 60$ MeV. The CEνNS has a total cross-section of $\sim 10^{-42}$ cm$^2$ for $\sim 1$ MeV neutrinos on a Si target [3]. Its detection was not possible until recently because of the very low energy deposition in nuclear recoils, below 15 keV for most detector targets.

CEνNS provides a new window into the low-energy neutrino sector and the interest in this sector has been growing as a potential probe for new physics [1, 5]. The process is also relevant to fields beyond particle physics. For example, in astrophysics, the understanding of neutrino interactions at MeV scales is key for the energy transport in supernovae and is a limiting factor in ongoing efforts for developing new supernova models [6]. Additionally, in recent years there has been a growing interest in nuclear reactor monitoring using neutrinos [7–9].
CEνNS from solar, atmospheric and diffuse supernova neutrinos has been identified as a limiting background for future dark matter searches [10] and the next generation of direct dark matter detection experiments is expected to reach sensitivity to CEνNS. Measuring CEνNS directly in controlled neutrino experiments is needed to model and subtract this background in future dark matter experiments.

Anomalies in reactor neutrino experiments and short baseline neutrino experiments have motivated an extension of the SM adding a sterile neutrino [11]. A number of ongoing experiments are looking to address these anomalies [12, 13]. CEνNS is the ideal probe to study the hypothetical sterile neutrino, because the cross-section for standard neutrinos is flavor-independent and the low energies accessible from CEνNS would allow oscillation experiments with extremely short baselines [14, 15].

Several nonstandard neutrino interactions (NSI) predicted by extensions of the SM as well as other non-standard neutrino properties, such as millicharge, can be probed at low energies from CEνNS [19, 21]. For example, models in which the neutrino has an anomalous magnetic moment, whereby the neutrino-nucleus scattering is mediated by a light boson, predict a significant enhancement of the cross-section at low energies and could result in a several orders of magnitude increase in the rate of events [22].

There are two necessary conditions for the detection of CEνNS. The first is the availability of a source of low-energy neutrinos (below \( \approx 50 \) MeV) with high flux. The second requirement is a detector for nuclear recoils with threshold around a few keV. Recent technological advances in detectors for direct dark matter searches have provided several options for CEνNS detection. These include cryogenic bolometers [23], noble liquid detectors [24, 25] and semiconducting detectors [26, 28]. These new detector technologies have enabled several efforts looking for CEνNS [29, 32].

Low-energy neutrinos can be produced at particle beams. Protons hitting a target make mesons and, if the target is large enough, the \( \pi^+ \) slow down and decay at rest, producing neutrinos with peak energies \( \sim 20 \) MeV [33]. Using this technique a flux of \( \sim 10^6 \) \( \nu/cm^2/s/MeV \) is achieved at the Spallation Neutron Source (SNS) [34]. The neutrinos from this source produce recoils of up to \( \sim 10 \) keV. SNS produces a pulsed neutrino beam, which is very useful to control the backgrounds. The COHERENT collaboration reported the first detection of CEνNS in 2018, using a low-background CsI[Na] scintillator with an active mass of 14.6 kg [35]. These results have been used to constrain physics beyond the SM, demonstrating the potential of CEνNS as a probe for new physics [36, 38].

Nuclear reactors are a powerful source of low-energy neutrinos from fission, with a flux of \( \sim 10^{12} \) \( \nu/cm^2/s/MeV \) for a large reactor with thermal power of the order of \( 10^6 \) W. Large reactors used for commercial power generation provide an approximately constant flux that is modulated by the nuclear fuel cycle, with typically one month shutdown every year. Smaller research reactors have a lower flux, according to their thermal power, but offer the advantage of larger flexibility in the duty cycle, providing greater control over backgrounds in the experiment. Research reactors typically allow the detectors to be located closer to their core [32].

Neutrinos from nuclear reactors have an energy spectrum peaking at \( \sim 1 \) MeV, producing recoil energies for Si nuclei with energies below 2 keV, significantly lower than neutrinos from spallation sources, making their detection more challenging. The search for CEνNS in reactor experiments will allow the extension of the quest for new physics into the low-energy neutrino sector with sensitivity to some models that are not accessible at the energies probed at SNS [22, 39] or providing complementary constraints to those obtained from SNS [40].

No detection of CEνNS from reactor neutrinos has been reported yet, and the neutrino physics at this energy scale remains unexplored. Probing this region is the focus of the CONNIE experiment described here.

II. THE CONNIE DETECTOR

The CONNIE detector is an array of 14 charge-coupled devices (CCDs) operating at the Angra 2 reactor of the Almirante Alvaro Alberto Nuclear Power Plant, in the state of Rio de Janeiro, Brazil. The engineering prototype of the experiment was installed at the reactor site in late 2014 and the results of this run are discussed in [41]. A complete upgrade of the sensors was performed in mid 2016, with the main objective of increasing its active mass by a factor of \( \sim 40 \). The slow control systems for the detectors were also upgraded to increase the efficiency for collecting data of scientific quality.

A. CCD sensors

The CCD sensors used by CONNIE were developed by the experiment in collaboration with the LBNL Micro Systems Labs [42]. These detectors are a spin-off from the fully depleted thick detectors that were originally designed to give astronomical instruments such as DECam [43] and DESI [44] extended sensitivity in the near-infrared region. CONNIE increased the CCD thickness to 675 \( \mu \)m. These are the thickest CCDs ever fabricated and are only possible to fully deplete thanks to the very high-resistivity (10 kΩ-m) silicon wafers used. In order to reduce the thermo-generated dark current in the silicon, the sensors are cooled to temperatures below 100 K and operate in a vacuum (10\(^{-7}\) torr).

Each sensor consists of a square array with 16 million square pixels of 15 \( \mu \)m \( \times \) 15 \( \mu \)m pitch each. Given their thickness, a substrate bias voltage of 70 V is applied to the backside of the detector using the method developed in [45]. In CCDs, the charge of each pixel is usually
moved towards the corners of the detectors for readout.

In CONNIE, although the CCDs have four output stages, one in each corner of the pixel array, only two of the amplifiers are used in our readout setup. The charge of the full array is moved to one corner and the 16 Mpixels are read in series through a single output amplifier. At the same clock rate, a second output of each sensor is read, without receiving any charge from the array, to monitor the common-mode noise of the system (see section III A).

B. Packaging of the CCDs and electronics

Packaging of the sensors for operating in cryogenic conditions and without introducing additional sources of background is essential for low-energy measurements. The sensors are packaged as shown in Fig. 1. The back of the 6 cm × 6 cm sensor is epoxied to a slightly oversized silicon frame (7 cm × 7 cm). In order to avoid introducing any new materials close to the detectors, this frame is made from the same single crystal ingot used for the fabrication of the CCDs. The frame leaves most of the back of the detector exposed, only covering a few hundred rows/columns on each side. A flexible circuit (Stage-1) is attached to the silicon frame and micro-wire bonds are used to connect it to the pads providing the control clocks, bias voltages, and signal output of the CCD. The CCD sensor, frame, and Stage-1 flexible circuit are then mounted on a two-piece copper tray covering both sides of the frame, but leaving the CCD exposed. The copper tray provides the mechanical support for the CCD package and is also the thermal connection for cooling the CCDs. Oxygen-free copper is used for its purity and low isotopic contamination.

![FIG. 1. Image of a package including the CCD, which is glued to a silicon frame, the upper and lower copper frames and the Stage-1 flex cable.](image)

The Stage-1 circuit has no active components and serves to provide a high-density connector to the Stage-2 flexible circuit. The Stage-2 flexible circuit was designed for DECam and provides a source follower and preamplifiers (with gain 1.5) for the signal output. The Stage-2 circuit is connected to a vacuum interface board which brings the signals of all CCD packages to a Monsoon acquisition system. The signal path after the Stage-1 circuit is exactly the same as that for the DECam imager.

C. Cryogenic system

The array of CCD packages is mounted inside a copper cold box with capacity to hold 20 packages. Currently 14 packages are installed in the cold box (Fig. 2), of which 12 are operating. The cold box is designed with the goal of shielding the sensors from any infrared radiation from the environment. It is connected to a closed-cycle helium cryocooler and the temperature of the box is controlled with a three-term controller with a precision better than 0.1 K. The cold box, Stage-1 and Stage-2 circuits are kept inside a copper vacuum vessel that is continuously evacuated using a turbo-molecular pump. The vacuum vessel is shown in Fig. 3 inside a partially-assembled radiation shield.

![FIG. 2. The cold box with the 14 CCD packages installed. On top is the inner lead shield.](image)

D. Shielding and laboratory

The radiation shield is the same as in the CONNIE engineering run. It consists of an inner layer of 30 cm
of polyethylene, followed by 15 cm of lead, and an additional outer layer of 30 cm of polyethylene (Fig. 3). Lead is a good shield for gamma radiation, while polyethylene is an efficient shield for neutrons. Since neutrons are produced when cosmic muons interact with lead, a fraction of the polyethylene shield is kept inside the lead layer. There is also a lead cylinder of 15 cm height inside the vacuum vessel, above the cold box containing the detectors (Fig. 2). This cylinder shields the detectors from any radiation generated in the active components of the Stage-2 circuit and the vacuum interface board.

As in the engineering run, the detector is installed inside a shipping container, located 30 meters away from the core of the Angra 2 nuclear reactor. The same container hosts a water-based neutrino detector, the Neutrinos Angra experiment [9]. Angra 2 is a pressurized water reactor with a thermal power of 3.8 GW that started commercial operation during the year 2000. In steady-state operation, the total neutrino flux produced by the reactor is $1.21 \times 10^{20} \nu/s$ [3], and the flux density at the detector is $7.8 \times 10^{12} \nu/cm^2/s$.

### III. IMAGE PROCESSING AND CATALOG GENERATION

As mentioned in section [11A] two output amplifiers are used for each CCD. The charge in the CCD is moved to the left (L) amplifier. The readout of empty pixels is performed on the right (R) amplifier to generate a pure noise image, at the same time as the physics data are read on L. A few columns are read out prior to moving the charge, forming the prescan region. More pixel values are extracted after the charge is read, by overclocking the horizontal and vertical registers beyond the physical extent of the CCD, defining the overscan regions of the image [41, 48] (see Fig. 4). The pixel values are recorded in Analog-Digital Units (ADU) and the data are stored as a FITS file (a standard format for CCD images [49]).

The data taking periods are divided into runs, which are defined as a collection of exposures that share a common detector configuration and happen during a sufficiently long and stable data-taking period. Some steps in the processing chain and in the energy calibration require the combination of several exposures per CCD for statistical purposes. A set of $\sim 60$ consecutive images from the same run provides a large enough sample for these purposes and at the same time guarantees stable
conditions in the detector. This corresponds to roughly one week of data, which provides a sufficient cadence for the data analysis and to test modifications in the data taking conditions. We refer to this set of images as a sub-run. Some runs contain only one sub-run, while long and stable runs may contain many sub-runs.

### A. Image processing sequence

The raw images are subjected to a sequence of processing steps aimed at removing unwanted offsets and subtracting electronic noise from the pixel values. As mentioned above, the processing is carried out in batches of images that we call sub-runs. The standard processing steps that are applied to the acquired images are: i) Overscan subtraction, ii) Master Bias subtraction, iii) Subtraction of correlated noise.

The overscan region of the CCD image is defined in Fig. 4 and is used to monitor the baseline of the readout electronics. The overscan subtraction is an image-by-image process where the mean of the pixel values read from the overscan region is subtracted from each pixel value across the whole image. This has the effect of removing an image-dependent offset, making the baseline of different images comparable.

The Master Bias (MB) is the median of all \( N \) images in a given sub-run, including both the L and R sides, providing a map of the background. A set of \( N \) images is formed by subtracting the MB from each of the original images, leading to \( L' \) and \( R' \). The median absolute deviation (MAD) of the pixels from the \( N \) images with respect to the MB forms the MAD image. The MAD is computed only for the physical side L and provides a measure of the width of the distribution of the values of each pixel over the \( N \) images. Pixels with artificially high counts (known as hot pixels) have large fluctuations due to Poisson noise and will have large MAD values. If the MAD is much higher than the electron noise, then the pixel is flagged as misbehaving. For each sub-run we construct a mask image with zero values corresponding to the hot pixels and one otherwise. In the data analysis, so that we consider the same pixels for all runs, a mask combining the individual masks of all runs is applied to the data.

Electromagnetic interference can induce noise that is correlated among the CCDs. As all sensors are read at the same time, each pixel position in the images from all CCDs in the array (and the same exposure) encodes a similar contribution of the noise from the external sources. The subtraction of correlated noise aims at removing this contribution and consists of constructing, for CCD \( i \), in an array with \( m \) sensors \( (i = 1, \ldots, m) \), a corrected image whose left side \( L'_i \) is equal to the MB subtracted image \( L'_i \) minus a linear combination of \( R'_k \), i.e.,

\[
L''_i = L'_i - \sum_{k=1}^{m} a_{ik} R'_k .
\]

The coefficients \( a_{ik} \) are obtained from the solution of a linear system of \( m \) equations with \( m \) unknowns that results from requiring that the variance of the \( L'_i \) image over all the pixels is minimum: \( \partial \text{Var}(L'_i)/\partial a_{im} = 0 \).

### B. Event extraction

Once the final images are obtained, the next step is the extraction of catalogs of events, i.e., pixel clusters that are associated with energy depositions in the CCDs. A cluster is formed by finding its “seed” or “Level 0” pixels: adjacent pixels whose value is above a given threshold \( Q_{th} \) (set to 4 times a representative value for the noise in the CCDs). Layers of neighbouring pixels are then added to the seed pixels without any threshold requirement: “Level 1” pixels are all the pixels in contact with the “Level 0” pixels, including those in the diagonal, “Level 2” pixels are all the pixels in contact with the “Level 1” pixels, and so on. However, for pixel levels greater than 2, only the adjacent pixels are considered. A cluster is the union of all pixels in all the defined layers. Fig. 5 shows two examples of clusters with five pixel layers. The top panel shows an event with a single Level 0 pixel. The levels 1 and 2 include neighbouring pixels in the diagonal (forming a square shape), whereas Level 3 and above leave out the corners. In the current CONNIE processing, the number of pixel layers is fixed to three. A catalog file containing the information of every reconstructed event in all the images in one sub-run is stored.

As a cross check to the CONNIE event extraction pipeline, we have used the Source Extractor (SExtractor \cite{SExtractor}) code \cite{SExtractor}, which is widely employed in astronomical applications. By adapting the SExtractor configurations to the CONNIE processed images, we obtained similar detections. In particular, the spectra obtained from the CONNIE extractions and the one from SExtractor are compatible for a broad energy range. To assess the performance of the two event extraction methods at low energies we have used images containing simulated neutrinos, which are produced to determine the reconstruction efficiency (see Sec. VII C). We found that SExtractor generates spurious detections for energies \( \lesssim 0.2 \) keV, which includes the energy range in which we are interested in this paper, whereas the CONNIE extraction does not have such a problem. Therefore we consider only the CONNIE extraction in the rest of the analysis.
IV. CALIBRATION OF THE SENSORS

A. Energy calibration

As described in section II B, the CCDs are attached to a frame made of the same high-purity silicon as the detectors themselves and are embedded in a copper-rich environment. Therefore, the emission of Cu and Si fluorescence x-rays from excitations by cosmogenic particles and gammas from inherent radioactivity is readily observed in all the sensors as peaks in the energy spectrum. The two principal Cu fluorescence x-rays have energies of 8.047 keV (Kα) and 8.905 keV (Kβ), while the Si fluorescence x-rays have an energy of 1.740 keV. These peaks provide a way to monitor the detector calibration continuously. The linearity and resolution in the energy response of these CCDs have been thoroughly characterized down to energies of ~ 40 eV in previous work [26, 52].

The energy in ADU is defined as the integrated value of all pixels in a cluster on the processed image down to a given level. A calibration constant (in keV/ADU) is calculated for each CCD in every sub-run of ~60 images using the Cu Kα peak. Fig. 6 shows the region of the spectrum around the two Cu fluorescence lines for all the events in a sub-run. Fig. 7 shows the calibrated spectrum for the same sub-run in the energy range (0–10.5) keV where the Si fluorescence line is visible.

The stability of the calibration within sub-runs was monitored by looking at the position of the Cu-Kα peak in groups of five consecutive images, fitted with a Gaussian plus constant-background model. The calibration constants extracted from these smaller groups of images were found to be stable within 0.2% over periods of time extending for several months.

B. Energy resolution

The energy resolution for photons is a well-understood quantity for CCD sensors: at high energies (several keV) the energy resolution is dominated by the silicon ionization efficiency which is proportional to the energy of the photon through the Fano factor [48]. This factor was evaluated in the laboratory, for the same type of CCD as CONNIE, using x-rays (typically of 5.9 keV from a 55Fe source) giving a value of 0.133 [26]. At low energies (below 0.1 keV) the energy resolution is dominated by the readout noise of the sensor and is evaluated by adding low-energy events to the data and measuring the energy dispersion for those events after reconstruction, which is found to be 0.034 keV. The total energy resolution for photons is the sum of both effects and can be modelled by a normal distribution with variance

$$\sigma_{\text{res}}^2 = (34 \text{ eV})^2 + (3.745 \text{ eV}) FE,$$  (2)
where 3.745 eV is the adopted mean ionization energy required to produce an electron-hole pair for photons taken from [53], $F$ is the Fano factor and $E$ is the photon energy in eV.

C. Size-depth calibration

The event shape in the data depends on the transport of charge carriers in the depleted silicon before they are trapped by the potential well of each pixel. Once the free carriers are generated, they drift under the electric field of the depleted silicon. This electric field has only one component transverse to the array plane and free holes have essentially no restriction to move laterally before being trapped by the pixel well. The magnitude of the lateral dispersion is determined by the drift time, which is set by the distance from the primary ionization point (depth in the silicon) to the well positions (approximately 2 µm below from the front face of the sensor). In particular, neutrinos deposit such a small amount of energy when scattering off nuclei that the primary ionization volume is much smaller than the subsequent dispersion of the free carriers. Measuring this process is needed for the complete characterization of the shape of the neutrino events and is a key ingredient for the simulations used to characterize the reconstruction strategy.

The lateral dispersion produced by thermal diffusion follows a Brownian motion with a position probability that can be modeled by a two-dimensional Gaussian distribution [45] with equal standard deviation ($\sigma_D$) in both directions, given by

$$\sigma_D^2 = \alpha \ln(1 - \beta z),$$ (3)

where $\alpha$ and $\beta$ are parameters that condense several physical constants of the sensor and $z$ is the depth of the interaction in the bulk of the silicon.
FIG. 7. The calibrated energy spectrum in the region up to 10.5 keV. The Si fluorescence peak at 1.740 keV is fitted by a Gaussian plus an exponential.

Since the parameters in Eq. (3) depend on fabrication and operation parameters such as the doping content, sensor thickness and substrate voltage, we measure them independently for each detector from the data using a high-purity sample of atmospheric muons. They produce a continuous ionization trace in the output data with a very high probability of crossing the entire detector thickness. Furthermore they leave a nearly constant energy deposition per unit length, allowing us to assume a uniform initial ionization cloud radius along the track length.

The muons are selected as straight tracks with a 2D projected length over 150 pixels and for which both ends are not at the edges of the CCD active area, such that they traverse the full thickness of the CCD. This selection was tested using visual inspection and yields a less than 1% contamination. An example of a muon track is shown in Fig. 8. These straight events have a thicker end, corresponding to ionization produced in the back of the sensor and a thinner end from ionization at the front (close to the pixel potential well).

The width of the track can be mapped as a function of the distance from the first interaction point, which is proportional to the depth of the hit in the CCD. In practice, the track is divided into segments where the transverse standard deviation is measured. An example of this mapping using many muons is shown in Fig. 9. Due to the kinetic energy of the liberated electrons, there is a nonzero size for the initial ionization cloud, which in our data is of the order of 0.1 pixel. We perform a fit to Eq. (3) for depths above $\approx 100 \mu m$ to minimize the pixelation effects. The average values for the detector array are $\alpha = -690 \mu m^2$ and $\beta = 6 \times 10^{-4}/\mu m$, with a 10% dispersion between detectors and a maximum diffusion width of $\sigma_D = 19 \mu m$.

FIG. 8. A typical muon event crossing the entire thickness of the detector where the color scale indicates the charge value of each pixel in arbitrary units. The lines perpendicular to the track define the segments where the transverse standard deviation is measured.

FIG. 9. Two-dimensional histogram illustrating the measurement of the size-depth relationship in one of the sensors. The vertical axis shows the width of the muon segments for each depth in the horizontal axis as measured from muons traversing the CCD. The color scale indicates the number of measurements that lie in each diffusion-depth bin. The solid line is the best fit of Eq. (3) to the distributions.
FIG. 10. Comparison of the simulated spectra from muons and data in one of the sensors. The red curve represents data from one of our runs (0.048 kg-day), while the black curve represents the muon contribution obtained with the Geant4 package. The simulated spectrum is based on the expected rate of muons at sea level and has not been fitted to the data.

V. DETECTOR PERFORMANCE

A. Stability of the background radiation

The full energy spectrum for the data collected in the CONNIE experiment is shown in Fig. 10 (red curve). The excess at around 250 keV corresponds to minimum ionizing cosmic muons traversing the silicon sensors. The increase in the rate at lower energies is dominated by secondary products of these muons, showering in the detector and in the nearby shielding components. This is demonstrated with a full Geant4 [54] simulation of atmospheric muons hitting the detector, following the energy and angular distribution of [55], which reproduces reasonably well the muon distribution at sea level [56]. The resulting spectrum matches the shape of the overall CONNIE spectrum above 10 keV, as shown in Fig. 11 (black curve) and gives an overall background rate consistent with the total rate observed. A more sophisticated background model including all the low-energy processes below 10 keV is left for future work, but we know that at least a fraction of the background in this energy range is also due to the secondary products of the muons. Therefore, to search for low-energy events it is important to monitor the stability of the muon background and its low energy by-products.

We monitor the stability of the background by looking at the rate at the fluorescence peaks as well as in regions away from the peaks. As our CEνNS analysis is based on a comparison of reactor on and off data, we study the stability by grouping the data collected during these two states of the reactor (the selection of the specific periods used in this analysis is presented in Sec. VII A).

As discussed in Sec. VII A, the copper peaks are fitted by a Gaussian plus a constant, providing the energy calibration (position of the peak) and also the event rate integrated on the peak. In Fig. 11 we show the distribution of these two quantities for the Cu Kα peak for exposures during the periods of reactor on and off. As mentioned before, we see that the calibration is extremely stable during the operations and is independent of the reactor state. The rate is also very stable, with fluctuations consistent with Poisson statistics and no significant difference between the reactor on and off periods.

FIG. 11. Top: Unit-normalized distributions of the fitted calibration constant (Cu Kα) from spectra of groups of 5-6 images, for the reactor-on (blue) and reactor-off (red) periods. Bottom: unit-normalized distributions of the event rate under the Cu Kα peak calculated as the area of the fitted Gaussian. The mean (μ) and width (σ) of the distributions are also shown.

The position and rate of the Si fluorescence peak in the low-energy region of the calibrated energy spectrum were also monitored and found to be consistently stable. The Si peak is also stable comparing the on and off periods, with a mean of 1.738 (1.736) keV (using the Cu Kα
calibration) and width of 0.001 (0.003) keV during the on (off) period.

We have also monitored the stability of the background radiation in two energy ranges. The first, from 3 to 7 keV, was chosen to be between the Cu and Si fluorescence peaks and is dominated by low-energy photons. The second range, from 250 to 350 keV, was chosen to include the muon peak and, thus, is dominated by muon events. Fig. 12 shows the distribution of the event rate in one of the sensors in these two energy ranges for the periods of reactor on and off. For the low energy range, the distributions show that the radiation background is constant on the two periods, within statistical uncertainties. In the high-energy region, we notice a 2.5% variation in the rate, but it does not affect the low energy spectrum, at least at the level of precision achieved in this paper. The differences appear not only in the on versus off periods, but have a long term variation along the months.

![Graph showing event rate distributions](image)

**FIG. 12.** Unit-normalized histograms of events per image in the energy ranges 3–7 keV (top) and 250–350 keV (bottom), for the reactor on (blue) and off (red) periods. The mean ($\mu$) and width ($\sigma$) of the distributions are also shown.

### B. On-chip noise sources

On-chip noise sources are the main contribution to the measurement error in the pixels [48]. The dominant effects are produced by two independent processes: the readout noise (RN) added by the output amplifier of the sensor to the output signal and the dark current (DC) which is a spurious generation of charge by thermal excitations in the crystal. The RN follows a Gaussian distribution while the DC follows a Poisson distribution [48]. Both quantities are constantly monitored in the experiment by measuring the parameters of their distributions with fits to the combined probability function of the pixels without events for each image. Since both noise sources are independent, the joint probability function for the energy in a given pixel due to the combined DC plus RN processes ($f(E)$) can be calculated as the convolution of the marginal contributions:

$$f(E) = \sum_{n=0}^{\infty} \frac{1}{\sqrt{2\pi} \sigma g} \exp \left( -\frac{(E - ng + \lambda g - \mu)^2}{2(\sigma g)^2} \right) \frac{e^{-\lambda} \lambda^n}{n!},$$

where $E$ is the energy in ADU, $g$ is the gain of the system in units of ADU/e$^-$ calibrated with x-ray lines, $n$ runs over all the possible numbers of generated charges from the DC process, $\lambda$ is the mean number of generated charges per pixel by the DC, $\sigma$ is the standard deviation of the RN process in units of $e^-$, and $\mu$ is an external parameter added to account for a small remnant in the baseline subtraction processing step. Note that the central value of each term in the sum is adjusted by $\lambda g$, which is not part of the original Poisson marginal probability function. It is included in order to correct for the effect of subtracting the median image in the processing chain.

The method was used to evaluate the noise sources on each output image. The distribution of DC ($\lambda$) and RN ($\sigma$) for a single CCD is shown in Fig. 13 for all exposures considered in this paper (see Sec. VI.A). For all sensors the typical ranges are: $\lambda \simeq 0.05 - 0.25$ e$^-$/pix/hr and $\sigma \simeq 1.7 - 2.2$ e$^-$. As we see in this figure, the DC had significant changes along the operations of the detector (see Sec. VI.A). The low-energy event selection (Sec. VI.B) is constructed so that these variations do not affect the reactor-on versus reactor-off comparison.

The effect of these noise sources in the event selection is different: the RN fluctuations dominate the root mean square (RMS) error of the pixel and have an impact on the energy resolution of low-energy events, while the DC, with a larger-probability tail for positive values, has more impact on the number of spurious (false positive) events. These two mechanisms are taken into account for the event selection cuts, as described in Sec. VI.B.

### VI. EVENT SELECTION AND EFFICIENCY

#### A. Data quality selection criteria

The detector has been taking data continuously since August 2016, with short interruptions due to planned on-site interventions (repairs and upgrades in the control system and container infrastructure) or power cuts. The data collection can be divided in 3 seasons. The first,
from August 2016 to March 2017, includes one of the reactor shutdowns and ended with the planned period of maintenance of the detector. The second one, from March to December 2017, does not include any reactor off period and was defined by the infrastructure upgrade of the lab. The third season, from January to August 2018, includes the second reactor shutdown used in this measurement.

The operating conditions varied between the seasons, leading to modifications in the DC and RN. For the analysis presented in this paper we consider data that were acquired in the first and third seasons of the experiment, when the CCDs used in the analysis have a good performance. More specifically, we required RN better than 0.075 keV and DC less than 0.3 e$^{-}$/pix/hr.

The two selected seasons correspond to the different panels in the DC and RN plots of Fig. 13. A gap is seen in the third data-taking season corresponding to a 10-day period of thermal problems in the container, with data that does not pass our quality cuts. After new operating conditions and cleaning the charge in the CCDs, the DC had a substantial improvement. The total period considered in this work corresponds to 6 sub-runs of reactor-on data and 5 sub-runs of reactor off.

From the total of 14 CCDs installed in the experiment 2 were disconnected due to issues that appeared at the beginning of the operation of the experiment. Of the 12 remaining detectors, we selected 8 that have shown good performance in terms of noise, charge transfer efficiency, and long-term stability.

After removing edge effects, the effective size of each CCD is 4093 $\times$ 4111 pixels, giving a total mass of 47.6 g for the array of 8 CCDs. We remove from the analysis the columns that have an excess of hot pixels in comparison with the rest of the sensor. Hot columns detected on any image are eliminated from the analysis of the complete data set. This is done to ensure that we use the same parts of the detector in both reactor-on and reactor-off data sets.

The total accumulated exposure of data considered in this work, corresponding to 8 CCDs operating during the two seasons, is 3.7 kg-days: 2.1 kg-days taken with the reactor on and 1.6 kg-days with the reactor off.

B. Low-energy event selection

As discussed in section III B events are selected to contain energy above a threshold ($Q_{th}$) for the seed, which is set at 10 e$^{-}$, corresponding to roughly four times the standard deviation of the RN: $Q_{th} = 10 e^{-} = 0.037$ keV. Some pixel fluctuations from on-chip noise sources (section V B) could be large enough to produce fake events that resemble low-energy neutrino events given this threshold. A statistical test is used to separate neutrino-like events from spurious ones from on-chip noise sources at low energies. The test is based on the likelihood of the pixel values of an event to follow the probability density function of the Gaussian readout noise. The log-likelihood $L_j$ is calculated from the $N$ pixels of the $j$-th event as:

$$L_j(P_1, ..., P_N | \sigma) = \sum_{i=1}^{N} (-1)^{n_i} \left( \frac{P_i^2}{2\sigma^2} + \log(\sqrt{2\pi}\sigma) \right),$$

(5)

where $P_i$ is the value of pixel $i$ (here we consider only level 0 and level 1 pixels) and $n_i = 1$ ($0$) if $P_i \geq 0$ ($P_i < 0$). It should be noted that $n_i = 1$ corresponds to a Gaussian probability distribution and $n_i = 0$ is included to maximize the power of the statistical discriminator for negative fluctuations in the pixel value. The log-likelihood selection criterion is chosen to maintain contributions from on-chip noise much below the background radiation contribution (dominated by Compton scattering). Images consisting purely of on-chip noise (DC and RN) were simulated to evaluate their distribution in $L_j$ and the on-chip noise contribution to the low-energy spectrum in the experiment.

Fig. 14 shows the $L_j$ distribution of simulated events for three different conditions of DC and RN in our sensors, which are representative of the values obtained during the selected periods (see sec. V B). Each condition was evaluated over a group of 1500 images with similar size as the data of the experiment, equivalent to an exposure of 1.125 kg-days. All the events with pixel seeds above $Q_{th}$ are extracted and those with energy above 0.075 keV are evaluated by the likelihood and incorporated in the plot. The red histogram (upper curve in this figure) represents the most extreme DC and RN condition for our sensors ($\lambda \simeq 0.25$ e$^{-}$/pix/hr and $\sigma \simeq 2$ e$^{-}$), which gives the highest rate of fake events above threshold. To prevent this systematic error from impacting the
analysis, a cut of \( L_j < -45 \) was chosen, which gives a negligible contribution (less than two orders of magnitude) compared to the expected electromagnetic background contribution after fiducial cuts in the same energy range.

**C. Efficiency for CE\(\nu\)NS events**

The conservative selection cut \( L_j < -45 \) is used to separate neutrino-like events from the noise-like ones for all the sensors. To evaluate the detection efficiency at low energies, while ensuring that the small variations in the noise and other statistical fluctuations do not impact the reconstructed number of neutrino events in all data sets, simulated neutrino-like events are added in the vertical overscan of the output images of the experiment. Since this region has a very short exposure of about 15 minutes per image, they have almost no background events and the contribution of small RN fluctuations can be easily evaluated. The simulated neutrino events are then reconstructed using the same processing tools and their reconstruction efficiency is evaluated for each data set of every run. Neutrino-like simulated events with energies up to 2.5 keV were added and their reconstruction efficiency is shown in Fig. 15 for all the sub-runs used in this analysis for one representative CCD. The fluctuations of the sub-run efficiencies at low energies (below 0.5 keV), where the \( L_j \) calculation is more sensitive to small RN variations, are the same as for higher energies and all lie within the statistical uncertainty of the measurement. This shows that the different noise conditions do not impact the efficiency.

To obtain an overall reconstruction efficiency for neutrinos for all CCDs and periods, we add neutrino-like events on the active region of the sensor, which accounts for the reduction in the total exposure by overlapping with higher-energy events. Only data sets without expected neutrino events (reactor off periods) were used, to avoid any efficiency reduction due to the neutrino signal. Neutrinos are simulated with uniform probability in the active volume of the sensor, with shape determined by the calibration in section IV C and with a uniform distribution in energy up to 2.5 keV. A set of 1000 events are simulated per CCD image. This number was chosen to provide a large enough sample to evaluate the efficiency with a low uncertainty, without having a significant impact on the total occupancy. The images with simulated neutrino events are processed using the standard chain and the selection rules described above are applied. The measured efficiency for each sensor is then weighted by the exposure, yielding the overall efficiency curve presented in Fig. 16.

**VII. SEARCH FOR THE STANDARD MODEL CE\(\nu\)NS SIGNAL**

To obtain the expected rate of CE\(\nu\)NS events in the detector array we follow the prescription in [3], using
the overall efficiency discussed in the previous section. For the CEnS process, the relevant energy is the silicon recoil energy. However, the energy calibration discussed in Sec. IV A is based on the ionization produced by recoiling electrons from the photo absorption of x-rays of known energy. Therefore, all quoted energies are in electron-equivalent units. The conversion from electron-equivalent to silicon recoil energy is given by the so-called quenching factor. Here we employ a recent measurement of this factor for nuclear recoils in CCDs from [52] to compute the expected event rate from CEnS. For comparison to previous work [41], the expected event rate is also calculated using the quenching model from Lindhard [57]. The expected event rate is shown in Fig. 17 in observable (i.e., electron-equivalent) energy, for the two quenching factors. The energy resolution for the detectors discussed in section IV B has been included in this calculation, smearing the measured energy of the simulated nuclear recoils. The recoil spectrum is convolved with a Gaussian resolution, where the width of the Gaussian varies according to the model of Eq. (2). As a result of this smearing a fraction of low-energy events gets promoted to higher observable energies.

![FIG. 17. Observable neutrino recoil spectrum in the CONNIE detector array using two versions of the quenching factor measured from Lindhard et al. [57] (dotted line) and Chavarria et al. [52] (dashed line).](image)

To search for a CEnS signal, the selection criteria discussed in section VI B are applied to the data with the reactor on and off periods. Fig. 18 shows the observed spectrum for both periods at energies below 15 keV. The data for each CCD in the detector array are weighted by their exposure mass and included in this spectrum. The x-ray fluorescence lines for silicon in the sensor active volume and copper surrounding the sensors are clearly observed.

The reactor-off spectrum is subtracted from the reactor-on one for each sensor in the detector array and the results binned in energy are weighted by the sensor exposure mass and combined in Fig. 19. The error bars in this figure reflect the statistical uncertainty in the binned spectrum subtraction.

![FIG. 18. Energy spectrum for reactor-on and reactor-off data.](image)

![FIG. 19. Energy spectrum difference of reactor-on minus reactor-off data.](image)

There is no significant excess of events in the reactor-on minus reactor-off subtraction. The maximum excess consistent with the data at 95% confidence level (CL) is shown in Fig. 20 and Table I. This limit is compared to the expected CEnS event rate using the quenching factor measured from Chavarria [52] and the Lindhard [57] models. The results show that the 95% CL limit established by this work is a factor of ~40 above the prediction from the SM for deposited energies about 0.1 keV, or recoil energies of 1 keV.

VIII. DISCUSSION AND CONCLUDING REMARKS

The CONNIE experiment is operated remotely at the Angra 2 nuclear power plant. During 2017 and 2018 an operating efficiency of more than 95% was achieved, thanks to a monitoring, alarms and interlock system de-
TABLE I. Expected rate from CE$\nu$SNS, in events/day/kg/keV, assuming quenching factors from Lindhard [57] and Chavarria [52] together with the 95% CL limit from the data presented in this paper.

| Energy range (keV) | CE$\nu$SNS-rate from Lindhard | CE$\nu$SNS-rate from Chavarria | 95% C. L. from data |
|-------------------|-------------------------------|-------------------------------|-------------------|
| 0.075–0.275       | 11.4                          | 4.8                           | 197               |
| 0.275–0.475       | 3.6                           | 1.3                           | 109               |
| 0.475–0.675       | 0.8                           | 0.3                           | 47                |

FIG. 20. CE$\nu$SNS event rate: 95% confidence level limit from the reactor on-off measurement (solid line) and neutrino signal expected from the Lindhard [57] (dotted line) and Chavarria [52] (dashed line) quenching factors.

The results presented here constitute the first search for CE$\nu$NS at a nuclear reactor reaching recoil energies down to 1 keV (0.1 keV electron-equivalent). This measurement was made possible thanks to the development of a detector based on thick fully depleted low-threshold CCDs, specifically designed for this purpose. Low-threshold CCDs open a new window into the low-energy neutrino physics sector, probing for physics beyond the SM [15, 58–61]. The threshold explored by CONNIE is one order of magnitude lower than the threshold of 20 keV used for the first detection of CE$\nu$NS by the COHERENT experiment [35].

The data used in this paper allowed us to place an upper limit on the CE$\nu$NS event rate at about 40 times above the expectation from the SM. Due to the CONNIE low-energy threshold, this upper bound allows us to impose constraints on some NSI models, which can be competitive with the bounds from the COHERENT detection. For example, models with a light mediator [22], which may increase the rate of events at the lowest energies by orders of magnitude, can be strongly constrained by the CONNIE data.

In this paper, rather than deriving the implications on specific models, we choose to present our results in a model independent way, in terms of the upper bounds on the event rates, as in Table I. We expect them to be useful for other groups to investigate the constraints on different models and to compare them with the results and expectations from other experiments.

The sensitivity to the SM CE$\nu$NS obtained in this measurement is somewhat lower than the expectation from the forecast presented in reference [3]. There are three reasons for the reduced sensitivity. First, the updated measurements for the quenching factor in [52] reduce significantly the expected signal compared to the Lindhard model [57]. The CONNIE collaboration is working to reduce the uncertainty in the quenching factor, in collaboration with other teams using silicon targets for the detection of nuclear recoils [23, 24, 27, 62]. The second is the lower detection efficiency than the estimations used for the forecast in [3]. We expect to recover most of the efficiency by upgrading the experiment with the recently demonstrated skipper-CCD sensors [63]. Finally, the low-energy background measured in the CONNIE experiment is about a factor of 10 higher than the estimations in the forecast.

The CONNIE detector array was designed to have a geometry appropriate for track and shower reconstruction as an additional tool to identify background events, however these capabilities were not exploited for the analysis presented here. We expect to make use of the shower reconstruction capabilities of the detector in future work, extending the sensitivity of the experiment.

The analysis discussed here for the CONNIE data is based on a reactor-on minus reactor-off subtraction. This model-independent analysis is strongly limited by the statistics of the reactor-off data, equivalent to less than 10% of the total data that is possible to collect. A model-dependent analysis using the spectral details of signal and background based on a full simulation of the detector at low energies will increase the sensitivity to the SM CE$\nu$NS signal and is planned for future work.
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