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Abstract. In this paper, we consider a class of non-autonomous nonlinear evolution equations in separable reflexive Banach spaces. First, we consider a linear problem and establish the approximate controllability results by finding a feedback control with the help of an optimal control problem. We then establish the approximate controllability results for a semilinear differential equation in Banach spaces using the theory of linear evolution systems, properties of resolvent operator and Schauder’s fixed point theorem. Finally, we provide an example of a non-autonomous, nonlinear diffusion equation in Banach spaces to validate the results we obtained.

1. Introduction. The concept of controllability plays an important role in the analysis and design of control systems. Controllability of the deterministic and stochastic dynamical control system in infinite-dimensional spaces is well developed using different kinds of approaches, and the details can be found in various papers, see for example [1, 3, 6, 9, 10, 14, 25, 26, 27, 31], etc and the references therein. From the mathematical point of view, in infinite dimensions, the problems of exact and approximate controllability are to be distinguished. Exact controllability enables to steer the system to an arbitrary final state (see [35] for the exact controllability of a Galerkin approximated system), while approximate controllability means that the system can be steered to an arbitrary small neighborhood of a final state. The literature available on the infinite dimensional control systems also pointed out that...
the exact controllability rarely holds (cf. [30, 41], section 4, [43], etc). Approximate controllable systems are more prevalent and very often approximate controllability is completely adequate in applications, see for instance [6, 4, 12, 24, 25, 28, 30, 37, 38], etc. Therefore, it is important, in fact necessary to study the weaker concept of controllability, namely approximate controllability for nonlinear systems.

In the recent literature, there have been a few papers on the approximate controllability of the nonlinear evolution systems under different conditions, see for example [30, 37, 39, 40], etc. In [13], Dauer and Mahmudov investigated the approximate controllability of a functional differential equation with compact semigroup, using the Schauder’s fixed point theorem. The authors used the Banach fixed theorem to obtain the approximate controllability results, when the semigroup is not compact. Fu and Mei [19] examined the approximate controllability of semilinear neutral functional differential systems with finite delay. Approximate controllability of non-autonomous semilinear systems in Hilbert spaces with various conditions can be obtained from [21, 23], etc. Fu in [20] investigated the approximate controllability of semilinear non-autonomous evolution systems in Hilbert spaces with state-dependent delay. Using the resolvent operators, the approximate controllability results for fractional differential equations in Hilbert spaces is explored by Fan in [17]. Mishra and Sharma in [34] investigated the approximate controllability of a non-autonomous differential equation in Hilbert spaces using the theory of linear evolution system, Schauder’s fixed point theorem and using resolvent operators. Chen et.al. in [11] obtained the approximate controllability for a class of non-autonomous evolution system of parabolic type with nonlocal conditions in Banach spaces. But the resolvent operator defined in the work [11] is applicable only in the case of Hilbert spaces (see (5) below). So, it appears to the authors that the results announced in the paper [11] are valid only in separable Hilbert spaces. We make use of the techniques adopted in [16, 17, 34] to establish the approximate controllability of a non-autonomous nonlinear evolution equation in separable reflexive Banach spaces. The novelty of the work is that, it provides a systematic approach of approximate controllability of non-autonomous nonlinear evolution systems in separable reflexive Banach spaces. Also, as an application point of view, we have given an example of non-autonomous semilinear heat equation in Banach spaces and some more physically relevant examples can be found in [12, 22], etc also.

Let $X$ be a separable reflexive Banach space (with a strictly convex dual) and $H$ be a separable Hilbert space. In this paper, we examine the approximate controllability of the following non-autonomous, semilinear evolution differential system:

$$
\begin{align*}
\dot{x}(t) &= A(t)x(t) + f(t, x(t)) + Bu(t), \quad t \in (0, T), \\
x(0) &= x_0,
\end{align*}
$$

where $f : [0, T] \times X \to X$, $A(\cdot)$ is a linear operator on $X$, $B$ is a bounded linear operator from $H$ to $X$ and $x_0 \in X$. The control function $u(\cdot)$ is given in the space $L^2([0, T]; H)$, which is a Hilbert space of admissible control functions.

The rest of the paper is organized as follows. In the next section, we provide some necessary definitions and results required to develop the theory for the approximate controllability of the non-autonomous system (1). Section 3 is devoted for the approximate controllability of a linear problem corresponding to the system (1). In order to obtain this, we first formulate an optimal control problem and establish the existence of an optimal control (Theorem 3.2). Using this optimal control, we derive the feedback control needed to establish the approximate controllability of
the linear non-autonomous system (Lemma 3.3 and Theorem 3.4). In section 4, we consider the approximate controllability of the non-autonomous nonlinear evolution differential system (1). We make use of the method of resolvent operators and Schauder’s fixed point theorem to study the approximate controllability of the non-autonomous evolution equation (1) in separable reflexive Banach spaces (Theorems 4.2 and 4.3). Finally, in section 5, we give an example of a non-autonomous, nonlinear diffusion equation to validate the theory that we developed in sections 3 and 4.

2. Preliminaries. In this section, we introduce some basic definitions and notations, which are going to be used throughout the paper. As discussed in the previous section, \( X \) denotes a separable reflexive Banach space and \( H \) denotes a separable Hilbert space. The norms in \( X, X' \) and \( \mathbb{H} \) are denoted by \( \| \cdot \|_X, \| \cdot \|_{X'} \) and \( \| \cdot \|_{\mathbb{H}} \), respectively. The inner product in \( X \) is denoted by \( \langle \cdot , \cdot \rangle \) and the duality pairing between \( X \) and its topological dual \( X' \) is denoted by \( \langle \cdot , \cdot \rangle \). Remember that a reflexive Banach space is separable if and only if its dual is separable. Thus, since \( X \) is a separable reflexive Banach space, its dual \( X' \) is separable. The space of all bounded linear operators from \( H \) to \( X \) is denoted by \( \mathcal{L}(H;X) \) and the operator norm is denoted by \( \| \cdot \|_{\mathcal{L}(H;X)} \). By \( \mathcal{L}(X) \), we mean the set of all bounded linear operators defined on \( X \) and the operator norm is denoted by \( \| \cdot \|_{\mathcal{L}(X)} \). Also, we denote \( K(X) \) as the space of all compact linear operators on \( X \).

2.1. The duality mapping. We define a mapping \( J : X \to 2^{X'} \) by (see [5])

\[
J(x) = \{ x' \in X' : \langle x, x' \rangle = \| x \|_X^2 = \| x' \|_{X'}^2 \}, \quad \text{for all } x \in X.
\]

The mapping \( J \) is called the duality mapping of the space \( X \). Note that duality mapping on \( X \) satisfies \( J(\lambda x) = \lambda J(x) \), for all \( \lambda \in \mathbb{R} \) and \( x \in X \). For example, if \( X = \mathbb{H} \) is a Hilbert space identified with its own dual, then \( J = I \), the identity operator in \( \mathbb{H} \).

If \( X = L^p(\Omega) \), where \( 1 < p < \infty \) and \( \Omega \) is a measurable subset of \( \mathbb{R}^n \). Then the duality mapping of \( X \) is given by

\[
J(v)(y) = \langle v(y) \rangle^{p-2} v(y) \| v \|_{L^p(\Omega)}^{2-p}, \quad \text{a.e. } y \in \Omega, \quad \text{for all } v \in L^p(\Omega).
\]

Since the space \( X \) is reflexive, \( X \) can be reformulated such that \( X \) and \( X' \) becomes strictly convex ([2]). From the strict convexity of \( X' \), we obtain that the duality mapping \( J : X \to X' \) is single valued and demi-continuous, that is,

\[
x_k \to x \text{ in } X \implies J(x_k) \rightharpoonup J(x) \text{ in } X'.
\]

Moreover, if the space \( X' \) is uniformly convex (that is, \( X \) is uniformly smooth), then \( J \) is uniformly continuous on every bounded subset of \( X \) (see Theorem 1.2, [5]). It should be noted that every uniformly convex space \( X \) is strictly convex and by using Milman’s theorem (see [42]), every uniformly convex Banach space is reflexive (that is, \( X'' = X \)).

Let us now discuss about the differentiability of the map \( x \mapsto \frac{1}{2} \| x \|_X^2 \). Let \( \phi : X \to \mathbb{R} \) be defined by \( \phi(x) = \frac{1}{2} \| x \|_X^2 \). If \( X' \) is strictly convex then \( \phi \) is Gateaux differentiable, and if \( X' \) is uniformly convex, then \( \phi \) is Fréchet differentiable. In both cases, the derivative is the duality map (see Theorem 2.1, [7]). That is, we have

\[
\langle \partial_x \phi(x), y \rangle = \frac{1}{2} \frac{d}{d \varepsilon} \| x + \varepsilon y \|_X^2 \bigg|_{\varepsilon = 0} = \langle J(x), y \rangle,
\]

for \( y \in X \), where \( \partial_x \) denotes the Gateaux derivative.
2.2. The two parameter family of semigroups. In this subsection, we construct a two parameter family of semigroup under some assumptions on the operator \( \{ A(t) : t \in [0, T] \} \). These assumptions are taken from section 5.6, Chapter 5, [36] (see [34] also).

**Assumption 1.** Let \( \{ A(t) : t \in [0, T] \} \) be a family of operators satisfying the following assumptions:

(P1) The linear operator \( A(t) \) is closed and the domain \( D(A(t)) = D \) of \( A(t) \) is dense in \( X \) and independent of \( t \in [0, T] \).

(P2) For each \( t \in [0, T] \), the resolvent \( R(\lambda, A(t)) \) exists for all \( \lambda \) with \( \text{Re} \lambda \geq 0 \) and there exists a constant \( M > 0 \) such that
\[
\| R(\lambda, A(t)) \|_{L(X)} \leq \frac{M}{|\lambda| + 1}.
\]

(P3) There exist constants \( L > 0 \) and \( 0 < \alpha \leq 1 \) such that for all \( t, s, \tau \in [0, T] \), we have
\[
\|(A(t) - A(s))A^{-1}(\tau)\|_{L(X)} \leq L|t - s|^{\alpha}.
\]

(P4) For each \( t \in [0, T] \) and some \( \lambda \in \rho(A(t)) \), the resolvent operator \( R(\lambda, A(t)) \) is compact.

Let us now provide the definition of evolution system and state its properties.

**Definition 2.1** ([36]). A two parameter family of bounded linear operators
\[
\{ U(t, s) : 0 \leq s \leq t \leq T \},
\]
on \( X \) is called an **evolution system**, if the following two conditions are satisfied:

1. \( U(s, s) = I, U(t, r)U(r, s) = U(t, s) \) for \( 0 \leq s \leq r \leq t \leq T \).
2. \( (t, s) \mapsto U(t, s) \) is strongly continuous for \( 0 \leq s \leq t \leq T \).

**Lemma 2.2** (Theorem 6.1, Chapter 5, [36]). Under the assumptions, (P1)-(P3), there is a unique evolution system \( U(t, s) \) on \( 0 \leq s \leq t \leq T \), satisfying the following:

1. For \( 0 \leq s \leq t \leq T \), we have
\[
\| U(t, s) \|_{L(X)} \leq C.
\]

2. For \( 0 \leq s \leq t \leq T \), \( U(t, s) : X \to D \) and \( t \mapsto U(t, s) \) is strongly differentiable in \( X \). The derivative \( \frac{\partial}{\partial t} U(t, s) \in L(X) \) and is strongly continuous on \( 0 \leq s \leq t \leq T \). Moreover, we also have
\[
\frac{\partial}{\partial t} U(t, s) + A(t)U(t, s) = 0, \text{ for } 0 \leq s \leq t \leq T,
\]
and
\[
\left\| \frac{\partial}{\partial t} U(t, s) \right\|_{L(X)} = \| A(t)U(t, s) \|_{L(X)} \leq C \frac{1}{t - s},
\]
and
\[
\left\| A(t)U(t, s)A(s)^{-1} \right\|_{L(X)} \leq C, \text{ for } 0 \leq s \leq t \leq T.
\]

3. For every \( v \in D \) and \( t \in [0, T] \), \( U(t, s)v \) is differentiable with respect to \( s \) on \( 0 \leq s \leq t \leq T \) and
\[
\frac{\partial}{\partial s} U(t, s)v = U(t, s)A(s)v.
\]
Lemma 2.3 (Proposition 2.1, [18]). Let \( \{A(t) : t \in [0, T]\} \) satisfy the condition (P1)-(P4). If \( \{U(t, s) : 0 \leq s \leq t \leq T\} \) is the linear evolution system generated by the family of operators \( \{A(t) : t \in [0, T]\} \), then \( \{U(t, s) : 0 \leq s \leq t \leq T\} \) is a compact operator whenever \( t - s > 0 \).

2.3. Mild solution. Let us now give the definition of mild solution of the system (1) and state the assumptions of \( f(\cdot, \cdot) \), for which (1) possesses a mild solution.

Definition 2.4 ([36]). For \( x_0 \in X \) and \( u \in L^2(0, T; \mathbb{H}) \), a function \( x \in C([0, T]; X) \) is called a mild solution of (1), for each \( 0 \leq t \leq T \) and \( s \in [0, t) \), if it satisfies the following equation:

\[
x(t) = U(t, 0)x_0 + \int_0^t U(t, s)f(s, x(s))ds + \int_0^t U(t, s)Bu(s)ds.
\]

In order to obtain the unique mild solution of the system (1), we need the following assumptions, which are sufficient conditions also.

Assumption 2. The function \( f \) and the operator \( B \) satisfies the following assumptions:

(A1) The function \( f : [0, T] \times X \to X \) is continuous and there exists a positive constant \( K \) such that

\[
\|f(t, x)\|_X \leq K, \quad \text{for all } (t, x) \in [0, T] \times X.
\]

(A2) The operator \( B : \mathbb{H} \to X \) is a bounded linear operator with \( \|B\|_{\mathcal{L}(\mathbb{H}; X)} = N, N > 0. \)

Under the above assumptions, it can be easily seen that

\[
\int_0^T \|f(t, x)\|_X dt \leq KT < +\infty,
\]

\[
\int_0^T \|Bu(t)\|_X dt \leq \|B\|_{\mathcal{L}(\mathbb{H}; X)} \int_0^T \|u(t)\|_\mathbb{H} dt \leq NT^{1/2} \left( \int_0^T \|u(t)\|_\mathbb{H}^2 dt \right)^{1/2} < +\infty,
\]

and hence \( f, Bu \in L^1([0, T]; X) \). As discussed in section 5.7, Chapter 5, page 168 [36] (see Corollary 2.2., page 106, [36] for the autonomous case), we obtain a unique mild solution of the system (1). Moreover, we prove the existence of such a solution for a particular \( u(\cdot) \) (in fact in the feedback form) in the next section. Let \( x(T; x_0, u) \) be the state value of the system (1) at terminal state \( T \), corresponding to the control \( u \) and the initial value \( x_0 \).

Definition 2.5. For \( x_0 \in X \), a set \( \mathcal{R}_T(x_0) \) is called ‘reachable set’ of the system (1), which is defined as follows:

\[
\mathcal{R}_T(x_0) = \left\{ x(T) = x(T; x_0, u) \in X : u \in L^2([0, T]; \mathbb{H}), \text{ and } x(\cdot) \text{ is a mild solution of (1) with the control } u \right\}.
\]

Definition 2.6. The system (1) is said to be approximately controllable on the interval \([0, T]\), if \( \overline{\mathcal{R}_T(x_0)} = X \), where \( \overline{\mathcal{R}_T(x_0)} \) is closure of \( \mathcal{R}_T(x_0) \) in \( X \).

Let \( B^*, U(T, s)^* \) denote the adjoint operators of \( B \) and \( U(T, s) \), respectively. In this paper, we need the following important assumption also (see [30]) to establish the approximate controllability results for the system (1).
Assumption 3. We assume that
(A3) for every \( h \in X \), \( z_\lambda(h) = \lambda(\lambda I + \Lambda_T J)^{-1}(h) \) converges to zero as \( \lambda \downarrow 0 \) in strong topology, where

\[
\begin{align*}
L_T u &= \int_0^T U(T,t)Bu(t)dt, \\
\Lambda_T &= \int_0^T U(T,t)BB^*U(T,t)^*dt = L_T(L_T^*)^*, \\
R(\lambda, \Lambda_T) &= (\lambda I + \Lambda_T)\lambda^{-1}, \lambda > 0,
\end{align*}
\]

and \( z_\lambda(h) \) is a solution of the equation

\[
\lambda z_\lambda + \Lambda_T J(z_\lambda) = \lambda h.
\]  

If \( X \) is a separable Hilbert space, then one can define the resolvent operator as \( R(\lambda, \Lambda_T) = (\lambda I + \Lambda_T)^{-1} \). Since \( X \) is a separable reflexive Banach space, from Lemma 2.2, \[30\], we know that for every \( h \in X \) and \( \lambda > 0 \), the equation (6) has a unique solution \( z_\lambda(h) = \lambda(\lambda I + \Lambda_T J)^{-1}(h) = \lambda R(\lambda, \Lambda_T)(h) \) and

\[
\|z_\lambda(h)\|_X = \|J(z_\lambda(h))\|_{X'} \leq \|h\|_X.
\]  

From Theorem 2.3, \[30\], we also obtain that \( z_\lambda(h) = \lambda(\lambda I + \Lambda_T J)^{-1}(h) \) converges to zero as \( \lambda \downarrow 0 \) in strong operator topology if and only if \( \Lambda_T \) is positive; that is,

\[
\langle x', \Lambda_T x' \rangle = \|\Lambda_T x'\|^2_\mathcal{H} > 0,
\]
for all nonzero \( x' \in \mathcal{X}' \).

3. Linear Non-autonomous Control Problem. In this section, we consider a linear problem corresponding to the system (1), formulate an optimal control problem and discuss about its connection to the approximate controllability of the linear system.

3.1. An optimal control problem for the linear system. In this subsection, we consider a linear regulator problem, consisting of minimizing a cost functional. Our aim is to find an optimal control \( u \), which is used to prove the approximate controllability of a linear system corresponding to the problem (1). The cost functional is given by

\[
\mathcal{J}(x, u) = \|x(T) - x_T\|^2_X + \lambda \int_0^T \|u(t)\|^2_{L^2}dt,
\]  

where \( x(\cdot) \) is the solution of the following linear system:

\[
\begin{align*}
\dot{x}(t) &= A(t)x(t) + Bu(t), \ t \in [0, T], \\
x(0) &= x_0,
\end{align*}
\]

with the control \( u, x_T \in \mathcal{X} \) and \( \lambda > 0 \). We take the admissible control class as

\[
\mathcal{U}_{ad} = L^2([0, T]; \mathbb{H}),
\]

consisting of controls \( u \). Since \( Bu \in L^1([0, T]; \mathcal{X}) \) (see (4)), the system (9) has a unique mild solution given by (see section 5.7, Chapter 5, \[36\])

\[
x(t) = U(t, 0)x_0 + \int_0^t U(t, s)Bu(s)ds,
\]

for any \( u \in \mathcal{U}_{ad} \).
Definition 3.1 (Admissible class). The admissible class $\mathcal{A}_{ad}$ of pairs $(x, u)$ is defined as the set of states $x$ solving the system (9) with the control $u \in \mathcal{U}_{ad}$. That is,

$$
\mathcal{A}_{ad} := \{(x, u) : x \text{ is a unique mild solution of (9) with the control } u \in \mathcal{U}_{ad}\}.
$$

Note that $\mathcal{A}_{ad}$ is a nonempty set as for any $u \in \mathcal{U}_{ad}$, there exists a unique mild solution of the system (9). In view of the above definition, the optimal control problem we are considering can be formulated as:

$$
\min_{(x,u)\in \mathcal{A}_{ad}} J(x,u).
$$

A solution to the problem (11) is called an optimal solution and we denote an optimal pair by $(x^0, u^0)$. The control $u^0$ is called an optimal control.

Theorem 3.2 (Existence of an optimal pair). Let $x_0 \in \mathbb{X}$ be given. Then there exists at least one pair $(x^0, u^0) \in \mathcal{A}_{ad}$ such that the functional $J(x,u)$ attains its minimum at $(x^0, u^0)$, where $x^0$ is the unique mild solution of the system (9) with the control $u^0$.

Proof. Let us first define

$$
J := \inf_{u \in \mathcal{U}_{ad}} J(x,u).
$$

Since, $0 \leq J < +\infty$, there exists a minimizing sequence $\{u^n\} \in \mathcal{U}_{ad}$ such that

$$
\lim_{n \to \infty} J(x^n, u^n) = J,
$$

where $x^n(\cdot)$ is the unique mild solution of the system (9) with the control $u^n$ and the initial data $x^n(0) = x_0 \in \mathbb{X}$. Note that $x^n(\cdot)$ satisfies

$$
x^n(t) = U(t,0)x_0 + \int_0^t U(t,s)Bu^n(s)ds.
$$

(12)

Since $0 \in \mathcal{U}_{ad}$, without loss of generality, we may assume that $J(x^n, u^n) \leq J(x,0)$, where $(x, 0) \in \mathcal{A}_{ad}$. Using the definition of $J(\cdot, \cdot)$, this easily gives

$$
\|x^n(T) - x_T\|_X^2 + \lambda \int_0^T \|u^n(t)\|_{\mathcal{H}}^2 dt \leq \|x(T) - x_T\|_X^2 \leq 2(\|x(T)\|_X^2 + \|x_T\|_X^2) < +\infty.
$$

(13)

From the above relation, it is clear that, there exist an $R > 0$, large enough such that

$$
0 \leq J(x^n, u^n) \leq R < +\infty.
$$

In particular, there exists a large $\bar{C} > 0$, such that

$$
\int_0^T \|u^n(t)\|_{\mathcal{H}}^2 dt \leq \bar{C} < +\infty.
$$

(14)
Moreover, from (12), we have

\[ \|x^n(t)\|_X \leq \|U(t, 0)x^0\|_X + \int_0^t \|U(t, s)Bu^n(s)\|_X ds \]

\[ \leq \|U(t, 0)\|_{\mathcal{L}(X)} \|x^0\|_X + \int_0^t \|U(t, s)\|_{\mathcal{L}(X)} \|B\|_{\mathcal{L}(H; X)} \|u^n(s)\|_H ds \]

\[ \leq C\|x^0\|_X + CNt^{1/2} \left( \int_0^t \|u^n(s)\|_H^2 ds \right)^{1/2} \]

\[ \leq C\|x^0\|_X + CNt^{1/2}\tilde{C}^{1/2} < +\infty, \]  

(15)

for all \( t \in [0, T] \). Since \( L^2([0, T]; X) \) is reflexive, an application of the Banach-Alaoglu theorem yields the existence of a subsequence \( \{ x^{n_k} \} \) of \( \{ x^n \} \) such that

\[ x^{n_k} \rightharpoonup x^0 \quad \text{in} \quad L^2([0, T]; X), \quad \text{as} \quad k \to \infty. \]  

(16)

From (14), we also infer that the sequence \( \{ u^n \} \) is uniformly bounded in the space \( L^2([0, T]; H) \). Since \( L^2([0, T]; H) \) is a separable Hilbert space (in fact reflexive), invoking the Banach-Alaoglu theorem once again, we can extract a subsequence \( \{ u^{n_k} \} \) of \( \{ u^n \} \) such that

\[ u^{n_k} \rightharpoonup u^0 \quad \text{in} \quad L^2([0, T]; H) = \mathbb{H}_{ad}, \quad \text{as} \quad k \to \infty. \]

Since \( B \) is a bounded linear operator from \( H \) to \( X \), the above convergence also implies

\[ Bu^{n_k} \rightharpoonup Bu^0 \quad \text{in} \quad L^2([0, T]; X). \]  

(17)

Note that

\[ \left\| \int_0^t U(t, s)Bu^{n_k}(s)ds - \int_0^t U(t, s)Bu^0(s)ds \right\|_X \to 0, \quad \text{as} \quad k \to \infty, \]  

(18)

for all \( t \in [0, T] \), using the weak convergence given in (17) and strongly continuous property of \( U(\cdot, \cdot) \) (see Remark 3 below and Lemma 3.2, Corollary 3.3, Chapter 3, [29] also for one parameter family of compact semigroups). Using the above convergences, we estimate

\[ \|x^{n_k}(t) - x^*(t)\|_X = \left\| \int_0^t U(t, s)Bu^{n_k}(s)ds - \int_0^t U(t, s)Bu^0(s)ds \right\|_X \to 0, \]  

(19)

as \( k \to \infty \) for all \( t \in [0, T] \), where

\[ x^*(t) = U(t, 0)x_0 + \int_0^t U(t, s)Bu^0(s)ds, \]

is the unique mild solution of the system (9) with the control \( u^0 \). We know that the weak limit is unique, and from the convergence (16) it is given by \( x^0(\cdot) \). Making use of the convergence (19), we obtain \( x^*(t) = x^0(t) \) for all \( t \in J \), therefore, \( x^0(\cdot) \) is the unique mild solution of (9) and also \( x^{n_k} \to x^0 \) in \( C(J; X) \), as \( k \to \infty \). Hence \( x^{n_k} \to x^0 \) in \( C([0, T]; X) \), as \( k \to \infty \) (using the continuity in time of \( x^{n_k}(\cdot) \) in \( X \)). Since \( x^0(\cdot) \) is the unique mild solution of (9), the whole sequence \( \{ x_n \} \) converges to \( x^0 \). Since \( u^0 \in \mathbb{H}_{ad} \) and \( x^0(\cdot) \) is the unique mild solution of (9) corresponding to the control \( u^0 \), it is immediate that \( (x^0, u^0) \in \mathcal{A}_{ad} \).

Let us now show that \( (x^0, u^0) \) is a minimizer, that is, \( J = J(x^0, u^0) \). Since the cost functional \( J(\cdot, \cdot) \) is continuous and convex (see Proposition III.1.6 and
It follows that \( J(x^n, u^n) \) is weakly lower semi-continuous (Proposition II.4.5, [15]). That is, for a sequence 
\[
(x^n, u^n) \xrightarrow{w} (x^0, u^0) \quad \text{in} \quad L^2([0,T]; X) \times L^2([0,T]; H),
\]
we have 
\[
J(x^0, u^0) \leq \liminf_{n \to \infty} J(x^n, u^n).
\]
Therefore, we obtain 
\[
J \leq J(x^0, u^0) \leq \liminf_{n \to \infty} J(x^n, u^n) = \lim_{n \to \infty} J(x^n, u^n) = J,
\]
and hence \((x^0, u^0)\) is a minimizer of the problem (11).

**Remark 1.** Since the cost functional (8) is convex, the constraint system (9) is linear and \( \mathcal{U}_{ad} = L^2([0, T]; H) \) is convex, the optimal control obtained in Theorem 3.2 is unique.

Note that an optimal control \( u \), associated with the approximate controllability of an integer order linear differential equation, is just an optimal solution of the optimal control problem (11) (see [32]). Adapting this idea in the following lemma, we find a precise expression for the optimal control \( u \), which is given by the feedback law.

**Lemma 3.3.** Assume that \( u \) is the optimal control satisfying (1) and minimizing the cost functional (2). Then \( u \) is given by 
\[
u(t) = \hat{B}^* U(T, t)^* J(R(\lambda, A_T)p(x(\cdot))), \quad t \in [0, T],
\]
with 
\[
p(x(\cdot)) = x_T - U(T, 0)x_0.
\]

**Proof.** Let \((x, u)\) be the optimal solution of (11) with the control \( u \) and the corresponding trajectory be \( x \). Then \( \varepsilon = 0 \) is the critical point of
\[
I(\varepsilon) = J(x_{u + \varepsilon w}, u + \varepsilon w),
\]
with \( w \in L^2([0, T]; \mathbb{H}) \), where \( x_{u + \varepsilon w} \) is the unique mild solution of (9) with respect to the control \( u + \varepsilon w \) and \( x_{u + \varepsilon w}(\cdot) \) satisfies:
\[
x_{u + \varepsilon w}(t) = U(t, 0)x_0 + \int_0^t U(t, s)B(u + \varepsilon w)(s)ds.
\]  
(20)

Let us now compute the variation of the cost functional \( J \) (defined in (8)) as
\[
\frac{d}{d\varepsilon} I(\varepsilon) \bigg|_{\varepsilon = 0} = \frac{d}{d\varepsilon} \left[ \|x_{u + \varepsilon w}(T) - x_T\|_X^2 + \lambda \int_0^T \|u(t) + \varepsilon w(t)\|_H^2 dt \right]_{\varepsilon = 0}
\]
\[
= 2 \left( J(x_T - x_T), \frac{d}{d\varepsilon} (x_{u + \varepsilon w}(T) - x_T) \right)
\]
\[
+ 2\lambda \int_0^T (u(t) + \varepsilon w(t), \frac{d}{d\varepsilon} (u(t) + \varepsilon w(t)))dt \bigg|_{\varepsilon = 0}
\]
\[
= 2 \left( J(x(T) - x_T), \int_0^T U(T, s)Bw(t)dt \right) + 2\lambda \int_0^T (u(t), w(t))dt.
\]  
(21)
Since the first variation of the cost functional is zero, we obtain
\[ 0 = \left( J(x(T) - x_T), \int_0^T U(T,t)Bw(t)dt \right) + \lambda \int_0^T (u(t), w(t))dt \]
\[ = \int_0^T \langle J(x(T) - x_T), U(T,t)Bw(t) \rangle dt + \lambda \int_0^T (u(t), w(t))dt \]
\[ = \int_0^T (B^*U^*(T,t)J(x(T) - x_T) + \lambda u(t), w(t))dt. \tag{22} \]

Since \( w \in L^2([0,T]; \mathbb{H}) \) is an arbitrary element, we have
\[ B^*U^*(T,t)J(x(T) - x_T) + \lambda u(t) = 0, \quad \text{for a.e.} \quad t \in [0,T]. \]

For instance, one can choose \( w(t) \) to be \( B^*U^*(T,t)J(x(T) - x_T) + \lambda u(t) \), so that we obtain
\[ \int_0^T \|B^*U^*(T,t)J(x(T) - x_T) + \lambda u(t)\|_2^2 dt = 0. \]

Thus, it follows that the optimal control is given by
\[ u(t) = -\lambda^{-1}B^*U^*(T,t)J(x(T) - x_T), \quad \text{for a.e.} \quad t \in [0,T]. \tag{23} \]

It also holds for all \( t \in [0,T] \), since from the expression (23), it is clear that \( u \) is a continuous function from \([0,T]\) to \( \mathbb{H} \) and hence \( Bu \in C([0,T]; \mathbb{X}) \). Therefore the state system (9) at a final point \( T \) with the above control \( u \) is given by
\[ x(T) = U(T,0)x_0 - \int_0^T \lambda^{-1}U(T,t)BB^*U(T,t)^*J(x(T) - x_T)dt \]
\[ = U(T,0)x_0 - \lambda^{-1}A_TJ(x(T) - x_T). \tag{24} \]

Let us now define
\[ p(x(\cdot)) := x_T - U(T,0)x_0. \tag{25} \]

Combining (24) and (25), we have the following:
\[ x(T) - x_T = -p(x(\cdot)) - \lambda^{-1}A_TJ(x(T) - x_T). \tag{26} \]

From (26), we also get
\[ (I + \lambda^{-1}A_TJ)(x(T) - x_T) = -p(x(\cdot)), \]
and hence we deduce that
\[ x(T) - x_T = -\lambda(I + A_TJ)^{-1}p(x(\cdot)) = -\lambda R(\lambda, A_T)p(x(\cdot)). \tag{27} \]

Finally, from (23), we have
\[ u(t) = B^*U^*(T,t)J(R(\lambda, A_T)p(x(\cdot))), \quad t \in [0,T], \]
which completes the proof. \( \square \)

Next, we state and prove the approximate controllability results for the linear non-autonomous system (10).

**Theorem 3.4.** Under the Assumption 3, the linear non-autonomous control system (10) is approximately controllable on \([0,T]\) if and only if \( \ker\{(L_T)^*\} = 0 \), where \((L_T)^* \) is defined in (5).
Proof. Since the system (9) is linear, \( x_0 \in \mathbb{X} \) and \( Bu \in L^2([0, T]; \mathbb{X}) \), we know that for every \( \lambda > 0 \) and \( x_T \in \mathbb{X} \), there exists a unique mild solution \( x_{\lambda} \in C([0, T]; \mathbb{X}) \) such that

\[
x_{\lambda}(t) = U(t, 0)x_0 + \int_0^t U(t, s)Bu(s)ds, \quad t \in [0, T],
\]
with

\[
u(t) = B^*U(T, t)^*J(\lambda, \Lambda_T)p(x_{\lambda}(\cdot)), \quad \text{and} \quad p(x_{\lambda}(\cdot)) = x_T - U(T, 0)x_0.
\]

Using (28), it can be easily seen that

\[
x_{\lambda}(T) = U(T, 0)x_0 + \int_0^T U(T, s)Bu(s)ds
\]

\[
= U(T, 0)x_0 + \Lambda_T J(\lambda, \Lambda_T)p(x_{\lambda}(\cdot))
\]

\[
= x_T - p(x_{\lambda}(\cdot)) + \Lambda_T J(\lambda, \Lambda_T)p(x_{\lambda}(\cdot))
\]

\[
= x_T - (\Lambda I + \Lambda_T) J(\lambda, \Lambda_T)p(x_{\lambda}(\cdot)) + \Lambda_T J(\lambda, \Lambda_T)p(x_{\lambda}(\cdot))
\]

\[
= x_T - \lambda R(\lambda, \Lambda_T)p(x_{\lambda}(\cdot)),
\]

and since \( \|U(T, 0)x_0\|_\mathbb{X} \leq C\|x_0\|_\mathbb{X} \) and \( x_T \in \mathbb{X} \), we have

\[
\|x_{\lambda}(T) - x_T\|_\mathbb{X} \leq \|\lambda R(\lambda, \Lambda_T)(x_T - U(T, 0)x_0)\|_\mathbb{X} \rightarrow 0, \quad \text{as} \quad \lambda \downarrow 0,
\]

if and only if \( \langle x', \Lambda_T x' \rangle = \|L_T x'\|_\mathbb{H}^2 > 0, \) for all non-zero \( x' \in \mathbb{X}' \) (Theorem 2.3, [30]). This implies that the linear non-autonomous control system (10) is approximately controllable on \([0, T]\). \( \square \)

Remark 2. 1. From Theorem 2.3, [30] (also from the proof of Theorem 3.4), it is clear that the Theorem 3.2 holds true if and only if the Assumption (A3) holds true.

2. Note that for \( x' \in \mathbb{X}' \) and \( u \in L^2([0, T]; \mathbb{H}) \), we have

\[
(L_T)^* x', u)_{L^2([0, T];\mathbb{H})} = \langle x', L_T u \rangle = \left\langle x', \int_0^T U(T, t)Bu(t)dt \right\rangle
\]

\[
= \int_0^T \langle x', U(T, t)Bu(t) \rangle dt
\]

\[
= \int_0^T (B^* U^*(t) x', u(t)) dt
\]

\[
= (B^* U^*(t) x', u)_{L^2([0, T];\mathbb{H})},
\]

and hence \((L_T)^* = B^* U^*(t, t)\). Thus, from Theorem 3.4, it is clear that the system (10) is approximately controllable on \([0, T]\) if and only if \( B^* U^*(T, t) x' = 0 \) on \([0, T]\) implies \( x' = 0 \).

3. It appears to the authors that obtaining a feedback control (see (32) below), which is used to prove the approximate controllability results for the nonlinear system (1) via optimal control problem technique may not work. The difficulty arises in (21), when one tries to differentiate the cost functional with respect to \( \varepsilon \), as the trajectory \( x_{u+\varepsilon w}(\cdot) \) given by

\[
x_{u+\varepsilon w}(t) = x_0 + \int_0^t f(s, x_{u+\varepsilon w}(s)) ds + \int_0^t B(u + \varepsilon w)(s) ds,
\]

depends on \( \varepsilon \) in a nonlinear fashion.
4. **Approximate controllability of the nonlinear system.** In this section, we show the existence of a mild solution and obtain sufficient conditions of approximate controllability of the system (1). Motivated from the case of linear system, for every \( \lambda > 0 \) and \( x_T \in X \), we consider the following integral system:

\[
\begin{aligned}
x(t) &= U(t, 0)x_0 + \int_0^t U(t, s)[f(s, x(s)) + Bu(s)]ds, \quad 0 \leq t \leq T, \\
u(t) &= B^*U^*(T, t)J[R(\lambda, \Lambda_T)p(x(\cdot))], \\
p(x(\cdot)) &= x_T - U(T, 0) - \int_0^T U(T, s)f(s, x(s))ds.
\end{aligned}
\]

(32)

We show that the system (1) is approximately controllable, if for all \( \lambda > 0 \), there exists a continuous function \((x, u) \in C([0, T]; X) \times C([0, T]; \mathbb{H})\) satisfying (32). More precisely, we would like to approximate any fixed point \( x_T \in X \) under appropriate conditions by using the final state of the solution \( x(\cdot) \) with the control \( u(\cdot) \) given in (32). With this fact in mind, our first aim in this section is to find sufficient conditions for the solvability of the system (32). In order to do this, we first show that for every \( \lambda > 0 \) and \( x_T \in X \), the system (1) has at least one mild solution. Then, for any given \( x_T \in X \), we can approximate it with these solutions \( \{x_\lambda : \lambda > 0\} \).

Proof of the following lemma is similar to Lemma 3.1, [34], and for completeness, we provide a proof here.

**Lemma 4.1.** Let the Assumptions \((P1)-(P4)\) hold true. Let \( G : C([0, T]; X) \rightarrow C([0, T]; X) \) be the Cauchy operator defined by

\[
(G\varphi)(t) = \int_0^t U(t, s)\varphi(s)ds, \quad t \in [0, T].
\]

(33)

Then \( G \) is a compact operator.

**Proof.** We prove that \( G \) is a compact operator by making use of the Arzelá-Ascoli theorem (Theorem 3.7, Chapter 2, [29]). Let a closed and bounded ball \( B_R \) in \( C([0, T]; X) \) be defined as

\[
B_R = \left\{ \varphi \in C([0, T]; X) : \sup_{t \in [0, T]} \|\varphi(t)\|_X \leq R \right\}.
\]

(34)

In order to use the Arzelá-Ascoli theorem, we first show that the set \( GB_R \) is an equicontinuous set on \( C([0, T]; X) \). For \( \varphi \in B_R \) and \( 0 \leq t_1 \leq t_2 \leq T \), we consider the following:

\[
J_1 = \|(G\varphi)(t_2) - (G\varphi)(t_1)\|_X
\]

\[
= \left\| \int_0^{t_2} U(t_2, s)\varphi(s)ds - \int_0^{t_1} U(t_1, s)\varphi(s)ds \right\|_X
\]

\[
\leq \left\| \int_0^{t_1} (U(t_2, s) - U(t_1, s))\varphi(s)ds \right\|_X + \left\| \int_{t_1}^{t_2} U(t_2, s)\varphi(s)ds \right\|_X
\]

\[
\leq \int_0^{t_1} \|(U(t_2, s) - U(t_1, s))\varphi(s)\|_X ds + \int_{t_1}^{t_2} \|U(t_2, s)\|_{\mathcal{L}(X)}\|\varphi(s)\|_X ds
\]

\[
\leq \int_0^{t_1} \|(U(t_2, s) - U(t_1, s))\varphi(s)\|_X ds + CR(t_2 - t_1),
\]
Remark 3. One can show that the Cauchy operator $G : L^2((0,T];X) \to C([0,T];X)$ defined by (33) is also compact in a similar way as in the proof of Lemma 4.1 with some obvious modifications by taking a ball

$$B_R = \left\{ \varphi \in C([0,T];X) : \int_0^T \|\varphi(t)\|_X^2 dt \leq R \right\},$$

instead of (34). The convergence of $J_1 \to 0$ in (35) can be obtained by applying Hölder’s inequality and Lebesgue’s dominated convergence theorem. For an analogous result in the case of one parameter family of compact semigroups, interested readers are referred to see Lemma 3.2, Chapter 3, [29].
Let us now show that the system (32) has at least one mild solution.

**Theorem 4.2.** Let the Assumptions (P1)-(P4) and (A1)-(A2) hold true. Then the system (1) has at least one mild solution on \([0, T]\), for every \(\lambda > 0\) and for fixed \(x_T \in \mathbb{X}\).

**Proof.** For fixed \(\lambda > 0\) and given \(x_T \in \mathbb{X}\), we define the solution operator \(\Psi : C([0, T]; \mathbb{X}) \to C([0, T]; \mathbb{X})\) as follows:

\[
\Psi(x)(t) = U(t, 0)x_0 + \int_0^t U(t, s)[f(s, x(s)) + Bu(s)]ds, \ t \in [0, T],
\]

with

\[
u(t) = B^*U(T, t)^*J(R(\lambda, \Lambda_T)p(x(\cdot)))
\]

and

\[
p(x(\cdot)) = x_T - U(T, 0)x_0 - \int_0^T U(T, s)f(s, x(s))ds.
\]

From the definition of \(\Psi\), it is clear that the fixed point of \(\Psi\) is a mild solution of the system (1). We obtain the fixed point of \(\Psi\) by using Schauder’s fixed point theorem.

**Step (1):** \(\Psi\) is a continuous operator. Let us first show that the mapping \(\Psi\) is a continuous operator on \(C([0, T]; \mathbb{X})\). Let \(\{x_n\}_{n \in \mathbb{N}}\) be a sequence in \(C([0, T]; \mathbb{X})\) with \(\lim_{n \to \infty} x_n = x\) in \(C([0, T]; \mathbb{X})\), that is,

\[
\lim_{n \to \infty} \sup_{t \in [0, T]} \|x^n(t) - x(t)\|_{\mathbb{X}} = 0.
\]

Remember that the function \(f\) is continuous, and using the strong convergence of \(x_n \to x\) uniformly, we have \(f(s, x_n(s))\) converges to \(f(s, x(s))\) uniformly for \(s \in [0, T]\). Thus, for \(s \in [0, T]\), we have

\[
\|p(x_n(\cdot)) - p(x(\cdot))\|_{\mathbb{X}} = \left\| \int_0^T U(T, s)[f(s, x_n(s)) - f(s, x(s))]ds \right\|_{\mathbb{X}}
\]

\[
\leq \int_0^T \|U(T, s)\|_{\mathcal{L}(\mathbb{X})}\|f(s, x_n(s)) - f(s, x(s))\|_{\mathbb{X}}ds
\]

\[
\leq CT \sup_{s \in [0, T]} \|f(s, x_n(s)) - f(s, x(s))\|_{\mathbb{X}} \to 0, \ \text{as} \ n \to \infty.
\]

(37)

Using (7) and (37), for \(\lambda > 0\), we know that

\[
\|R(\lambda, \Lambda_T)p(x_n(\cdot)) - R(\lambda, \Lambda_T)p(x(\cdot))\|_{\mathbb{X}} = \frac{1}{\lambda}\|\lambda R(\lambda, \Lambda_T)(p(x_n(\cdot)) - p(x(\cdot)))\|_{\mathbb{X}}
\]

\[
\leq \frac{1}{\lambda}\|p(x_n(\cdot)) - p(x(\cdot))\|_{\mathbb{X}} \to 0 \ \text{as} \ n \to \infty,
\]

(38)

and hence \(R(\lambda, \Lambda_T)p(x_n(\cdot)) \to R(\lambda, \Lambda_T)p(x(\cdot))\) in \(\mathbb{X}\) as \(n \to \infty\). Since the mapping \(J : \mathbb{X} \to \mathbb{X}'\) is demicontinuous, it is immediate that

\[
J(R(\lambda, \Lambda_T)p(x_n(\cdot))) \weakstar J(R(\lambda, \Lambda_T)p(x(\cdot))) \ \text{as} \ n \to \infty \ \text{in} \ \mathbb{X}'.
\]

(39)

Remember that product of a compact operator and a bounded linear operator is again a compact operator. Since \(U(t, s)\) is compact for \(t > s\) and \(B\) is a bounded linear operator from \(H\) to \(\mathbb{X}\), we obtain that \(U(t, s)B\) is a compact operator for
\( t > s \) in \( \mathbb{X} \). Also, an operator \( K \) is compact if and only if its adjoint \( K^* \) is compact. Thus, \((U(t,s)B)^*\), \( t > s \), is a compact operator on \( \mathbb{X}' \) and finally we have \( U(t,s)B(U(t,s)B)^* = U(t,s)BB^*U^*(t,s), t > s \), is a compact operator on \( \mathbb{X} \). As we have proved in the Lemma 4.1, one can show that the operator

\[
\varphi \mapsto \int_0^t U(t,s)BB^*U(t,s)\varphi(s)ds
\]

is a compact operator on \( C([0,T];\mathbb{X}) \). Combining this fact with (39), it can be easily deduced that

\[
\left\| \int_0^t U(t,s)BB^*U(T,t)^* \{J(R(\lambda, \Lambda_T)p(x^n(\cdot))) - J(R(\lambda, \Lambda_T)p(x(\cdot)))\}ds \right\|_{\mathbb{X}} \to 0 \quad (40)
\]

as \( n \to \infty \). Hence, using (37) and (40), for \( t \in [0,T] \), we obtain

\[
\left\| (\Psi x_n)(t) - (\Psi x)(t) \right\|_{\mathbb{X}} \leq \int_0^t \left\| U(t,s)\right\|_{\mathbb{L}(\mathbb{X})} \left\| f(s,x_n(s)) - f(s,x(s)) \right\|_{\mathbb{X}} ds
\]

\[
+ \int_0^t \left\| U(t,s)BB^*U(T,t)^* \{J(R(\lambda, \Lambda_T)p(x^n(\cdot))) - J(R(\lambda, \Lambda_T)p(x(\cdot)))\}ds \right\|_{\mathbb{X}} \leq CT \sup_{s \in [0,T]} \left\| f(s,x_n(s)) - f(s,x(s)) \right\|_{\mathbb{X}}
\]

\[
+ \int_0^t \left\| U(t,s)BB^*U(T,t)^* \{J(R(\lambda, \Lambda_T)p(x^n(\cdot))) - J(R(\lambda, \Lambda_T)p(x(\cdot)))\}ds \right\|_{\mathbb{X}} \to 0,
\]

as \( n \to \infty \) and thus \( \Psi \) is continuous on \( C([0,T];\mathbb{X}) \).

**Step (2):** \( \Psi \) is a compact operator. Our next aim is to show that the operator \( \Psi : C([0,T];\mathbb{X}) \to C([0,T];\mathbb{X}) \) defined by (36), is a compact operator. We follow the works [17, 34], etc to fulfill this goal. In virtue of the Lemma 4.1, it is sufficient to establish the compactness of \( \tilde{\Psi} : C([0,T];\mathbb{X}) \to C([0,T];\mathbb{X}) \), defined by

\[
(\tilde{\Psi}x)(t) = \int_0^t U(t,s)Bu(s)ds, \quad t \in [0,T],
\]

with

\[
u(t) = B^*U(T,t)^*J(R(\lambda, \Lambda_T)p(x(\cdot))),
\]

and

\[
p(x(\cdot)) = x_T - U(T,0)x_0 - \int_0^T U(T,s)f(s,x(s))ds.
\]

Let us now establish that \( \tilde{\Psi} \) is compact by using the Arzelá-Ascoli theorem. Let \( B_R \) be the ball defined (34) be a bounded subset of \( C([0,T];\mathbb{X}) \). For \( 0 \leq t_1 \leq t_2 \leq T \)
and \( x \in \mathcal{B}_R \), let us consider the following:

\[
\left\| (\bar{\Psi}x)(t_2) - (\bar{\Psi}x)(t_1) \right\|_\mathcal{X} = \left\| \int_0^{t_1} (U(t_2, s) - U(t_1, s))Bu(s)ds + \int_{t_1}^{t_2} U(t_2, s)Bu(s)ds \right\|_\mathcal{X}
\]

\[
\leq \int_0^{t_1} \|U(t_2, s) - U(t_1, s)\|_{\mathcal{L}(\mathcal{X})}\|B\|_{\mathcal{L}(\mathcal{H};\mathcal{X})}\|u(s)\|_\mathcal{H}ds
\]

\[
+ \int_{t_1}^{t_2} \|U(t_2, s)\|_{\mathcal{L}(\mathcal{X})}\|B\|_{\mathcal{L}(\mathcal{H};\mathcal{X})}\|u(s)\|_\mathcal{H}ds.
\]  

(41)

Next, we estimate \( \|u(t)\|_\mathcal{H} \), using (7) as

\[
\|u(t)\|_\mathcal{H} = \|B^*U(T, t)^*J(R(\lambda, \Lambda_T)p(x(\cdot)))\|_\mathcal{H}
\]

\[
\leq \frac{1}{\lambda} \|B^*\|_{\mathcal{L}(\mathcal{X},\mathcal{H})}\|U(T, t)^*\|_{\mathcal{L}(\mathcal{X}'\mathcal{X})}\|J(\lambda R(\lambda, \Lambda_T)p(x(\cdot)))\|_{\mathcal{X}'}
\]

\[
\leq \frac{CN}{\lambda}\|p(x(\cdot))\|_{\mathcal{X}}
\]

\[
\leq \frac{CN}{\lambda}\|x_T\|_{\mathcal{X}} + \|U(T, 0)\|_{\mathcal{L}(\mathcal{X})}\|x_0\|_{\mathcal{X}} + \int_0^T \|U(T, s)\|_{\mathcal{L}(\mathcal{X})}\|f(s, x(s))\|_{\mathcal{X}}ds
\]

\[
\leq \frac{CN}{\lambda}(\|x_T\|_{\mathcal{X}} + C\|x_0\|_{\mathcal{X}} + CKT).
\]  

(42)

Let us take \( \bar{C} = (\|x_T\|_{\mathcal{X}} + C\|x_0\|_{\mathcal{X}} + CKT) \), where the constant \( K \) is appearing in the Assumption 2-(A1). Using (42) in (41), we obtain

\[
\left\| (\bar{\Psi}x)(t_2) - (\bar{\Psi}x)(t_1) \right\|_{\mathcal{X}} \leq \frac{CN^2\bar{C}}{\lambda} \int_0^{t_1} \|U(t_2, s) - U(t_1, s)\|_{\mathcal{L}(\mathcal{X})}ds + \frac{C^2N^2\bar{C}}{\lambda}(t_2 - t_1).
\]  

(43)

For \( t_1 = 0 \), from the above expression, it is immediate that

\[
\lim_{t_2 \to 0} \left\| (\bar{\Psi}x)(t_2) - (\bar{\Psi}x)(t_1) \right\|_{\mathcal{X}} = 0, \quad \text{uniformly for } x \in \mathcal{B}_R.
\]

For \( 0 < t_1 < T \), and for \( 0 < \delta < t_1 \), we infer that

\[
\left\| (\bar{\Psi}x)(t_2) - (\bar{\Psi}x)(t_1) \right\|_{\mathcal{X}} \leq \frac{CN^2\bar{C}}{\lambda} \left[ \int_0^{\delta} \|U(t_2, s) - U(t_1, s)\|_{\mathcal{L}(\mathcal{X})}ds + \int_{\delta}^{t_1} \|U(t_2, s) - U(t_1, s)\|_{\mathcal{L}(\mathcal{X})}ds \right]
\]

\[
+ \frac{C^2N^2\bar{C}}{\lambda}(t_2 - t_1)
\]

\[
\leq \frac{C^2(1 + C)N^2\bar{C}\delta}{\lambda} + \frac{CN^2\bar{C}}{\lambda} \int_0^{t_1} \|U(t_2, s) - U(t_1, s)\|_{\mathcal{L}(\mathcal{X})}ds + \frac{C^2N^2\bar{C}}{\lambda}(t_2 - t_1).
\]

From Lemma 2.3 (see Proposition 2.1, [18] also), we know that the evolution system \( U(t, s) \) is compact for \( t - s > 0 \) and hence \( U(t, s) \) is continuous uniformly in an operator norm for \( \delta \leq s < t \leq T \) (see Theorem 3.2, Chapter 2, [36]). Thus, using the compactness of the operator \( U(t, s) \) and the arbitrariness of \( \delta \) in the above
Inequality, we obtain
\[ \lim_{t_2 \to t_1} \left| \left( \overline{\Psi} x \right)(t_2) - \left( \overline{\Psi} x \right)(t_1) \right|_X = 0, \quad \text{uniformly for } x \in \mathcal{B}_R. \]

The above expression says that \( \overline{\Psi} \mathcal{B}_R \) is equicontinuous on \( C([0, T]; \mathcal{X}) \).

For \( t = 0 \), it is clear that the set \( \left\{ (\overline{\Psi} x)(0) : x \in \mathcal{B}_R \right\} \) is precompact in \( \mathcal{X} \). Now, for a given \( t \in (0, T] \), let us take \( 0 < \varepsilon < t \). Once again invoking Lemma 2.3, we get that the operator \( U(t, t - \varepsilon) \) is compact. Thus, we have the set
\[ \left\{ U(t, t - \varepsilon) \int_0^{t-\varepsilon} U(t - \varepsilon, s)Bu(s)ds : x \in \mathcal{B}_R \right\} \]
is precompact in \( \mathcal{X} \). For \( \varepsilon < \delta < T \), we further have
\[
\left\| U(t, t - \varepsilon) \int_0^{t-\varepsilon} U(t - \varepsilon, s)Bu(s)ds - \int_0^{t-\varepsilon} U(t, s)Bu(s)ds \right\|_X
\leq \int_0^{t-\varepsilon} \left\| U(t, t - \varepsilon)U(t - \varepsilon, s) - U(t, s)Bu(s) \right\|_X ds
\leq \frac{CN^2\tilde{C}}{\lambda} \int_0^{t-\delta} \left\| U(t, t - \varepsilon)U(t - \varepsilon, s) - U(t, s) \right\|_{L(\mathcal{X})} ds
+ \frac{CN^2\tilde{C}}{\lambda} \int_{t-\delta}^{t-\varepsilon} \left\| U(t, t - \varepsilon)U(t - \varepsilon, s) - U(t, s) \right\|_{L(\mathcal{X})} ds
\leq \frac{CN^2\tilde{C}}{\lambda} \int_0^{t-\delta} \left\| U(t, t - \varepsilon)U(t - \varepsilon, s) - U(t, s) \right\|_{L(\mathcal{X})} ds + \frac{\delta C^2(1 + C)N^2\tilde{C}}{\lambda}. \tag{44}
\]

It should be noted that \( -\varepsilon > -\delta \), and hence \( t - \varepsilon > t - \delta \); which also guarantees the existence of the second term in the right hand side of the inequality (44) makes sense. Using the semigroup property of the evolution operator \( \{ U(t, s) : t \geq s \} \), one can easily see that the first term in the integral on the right hand side of the inequality (44) is zero. Thus, the arbitrariness of \( \delta \) and Lebesgue’s dominated convergence theorem imply
\[ \lim_{\varepsilon \to 0} \left\| U(t, t - \varepsilon) \int_0^{t-\varepsilon} U(t - \varepsilon, s)Bu(s)ds - \int_0^{t-\varepsilon} U(t, s)Bu(s)ds \right\|_X = 0. \tag{45} \]

Let us now consider
\[
\left\| U(t, t - \varepsilon) \int_0^{t-\varepsilon} U(t - \varepsilon, s)Bu(s)ds - \int_0^{t} U(t, s)Bu(s)ds \right\|_X
\leq \left\| U(t, t - \varepsilon) \int_0^{t-\varepsilon} U(t - \varepsilon, s)Bu(s)ds - \int_0^{t-\varepsilon} U(t, s)Bu(s)ds \right\|_X
+ \left\| \int_{t-\varepsilon}^{t} U(t, s)Bu(s)ds \right\|_X
\leq \frac{C\varepsilon N^2\tilde{C}}{\lambda} + \left\| U(t, t - \varepsilon) \int_0^{t-\varepsilon} U(t - \varepsilon, s)Bu(s)ds - \int_0^{t-\varepsilon} U(t, s)Bu(s)ds \right\|_X.
\]

Using (45), we easily have
\[ \lim_{\varepsilon \to 0} \left\| U(t, t - \varepsilon) \int_0^{t-\varepsilon} U(t - \varepsilon, s)Bu(s)ds - \int_0^{t} U(t, s)Bu(s)ds \right\|_X = 0. \]
This shows that \( \{ (\Psi x)(t) : x \in \mathcal{B}_R \} \) is precompact in \( X \), using the total boundedness. Thus, an application of the Arzelá-Ascoli theorem yields that \( \Psi \) is compact.

**Step (3): Application of Schauder’s fixed point theorem.** It is left to show that there exists an \( R_0 > 0 \) such that \( \Psi \mathcal{B}_{R_0} \subseteq \mathcal{B}_{R_0} \). Remember that for all \( x \in C([0, T]; X) \), we have

\[
\|(\Psi x)(t)\|_X \leq \|U(t, 0)x_0\|_X + \left\| \int_0^t U(t, s)f(s, x(s))ds \right\|_X + \left\| \int_0^t U(t, s)Bu(s)ds \right\|_X \\
\leq \|U(t, 0)\|_{\mathcal{L}(X)}\|x_0\|_X + \int_0^t \|U(t, s)\|_{\mathcal{L}(X)}\|f(s, x(s))\|_X ds \\
+ \int_0^t \|U(t, s)\|_{\mathcal{L}(X)}\|B\|_{\mathcal{L}(H; X)}\|u(s)\|_H ds \\
\leq C\|x_0\|_X + CKt + \frac{C^2N^2\tilde{C}t}{\lambda},
\]

where we used (42). Thus, it is immediate that

\[
\sup_{t \in [0, T]} \|(\Psi x)(t)\|_X \leq C\|x_0\|_X + CKT + \frac{C^2N^2\tilde{C}T}{\lambda}. \tag{46}
\]

From the inequality (46), one can easily see that for large enough \( R_0 > 0 \), the inequality \( \sup_{t \in [0, T]} \|(\Psi x)(t)\|_X \leq R_0 \) holds for all \( x \in C([0, T]; X) \) and hence \( \Psi \mathcal{B}_{R_0} \subseteq \mathcal{B}_{R_0} \). Therefore, using Schauder’s fixed point theorem, the operator \( \Psi \) has a fixed point in \( \mathcal{B}_{R_0} \), which is a mild solution of the system (1).

**Remark 4.** If \( X' \) is uniformly convex (or if \( X \) is uniformly smooth), then the duality mapping \( J : X \to X' \) is uniformly continuous on every bounded subset of \( X \). Then, with the help of (38), one can replace the weak continuity given in (39) with uniform continuity in \( \mathcal{B}_{R_0} \) and (40) can be estimated as

\[
\left\| \int_0^t U(t, s)BB^*U(T, t)^*\{J(R(\lambda, \Lambda_T)p(x^n(\cdot))) - J(R(\lambda, \Lambda_T)p(x(\cdot)))\}ds \right\|_X \\
\leq \int_0^t \|U(t, s)\|_{\mathcal{L}(X)}\|B\|_{\mathcal{L}(H; X)}\|B^*\|_{\mathcal{L}(X'; H)}\|U(T, t)^*\|_{\mathcal{L}(X')} \\
\times \|J(R(\lambda, \Lambda_T)p(x^n(\cdot))) - J(R(\lambda, \Lambda_T)p(x(\cdot)))\|_{X'} ds \\
\leq C^2N^2\|J(R(\lambda, \Lambda_T)p(x^n(\cdot))) - J(R(\lambda, \Lambda_T)p(x(\cdot)))\|_{X'} \\
\to 0 \quad \text{as} \quad n \to \infty, \tag{47}
\]

using the uniform continuity of \( J(\cdot) \).

Let us now establish our main result on the approximate controllability of the system (1).

**Theorem 4.3.** Let the Assumptions (P1)-(P4) and (A1)-(A3) hold true. Then the non-autonomous control system (1) is approximately controllable on \([0, T]\).

**Proof.** Invoking Theorem 4.1, we know that for every \( \lambda > 0 \) and \( x_T \in X \), there exists a mild solution \( x_\lambda \in C([0, T]; X) \) such that

\[
x_\lambda(t) = U(t, 0)x_0 + \int_0^t U(t, s)[f(s, x_\lambda(s)) + Bu(s)]ds, \quad t \in [0, T], \tag{48}
\]
with
\[ u(t) = B^* U(t, t)^* J(R(\lambda, \Lambda_T)p(x_\lambda(\cdot))), \]
and
\[ p(x_\lambda(\cdot)) = x_T - U(T, 0)x_0 - \int_0^T U(T, s)f(s, x_\lambda(s))ds. \]
Using (48), we have
\[ x_\lambda(T) = U(T, 0)x_0 + \int_0^T U(T, s)[f(s, x_\lambda(s)) + Bu(s)]ds \]
\[ = U(T, 0)x_0 + \int_0^T U(T, s)f(s, x_\lambda(s))ds + \Lambda_T J(R(\lambda, \Lambda_T)p(x_\lambda(\cdot))) \]
\[ = x_T - p(x_\lambda(\cdot)) + \Lambda_T J(R(\lambda, \Lambda_T)p(x_\lambda(\cdot))) \]
\[ = x_T - (\lambda I + \Lambda_T J)R(\lambda, \Lambda_T)p(x_\lambda(\cdot)) + \Lambda_T J(R(\lambda, \Lambda_T)p(x_\lambda(\cdot))) \]
\[ = x_T - \lambda R(\lambda, \Lambda_T)p(x_\lambda(\cdot)). \quad (49) \]
Applying the Assumption 2-(A1), we find
\[ \int_0^T \| f(s, x_\lambda(s)) \|^2_X ds \leq K^2 T. \]
That is, the sequence \( \{ f(\cdot, x_\lambda(s)) : \lambda > 0 \} \) is a bounded sequence in the reflexive Banach space \( L^2([0, T]; X) \). Thanks to the Banach-Alaoglu theorem, we can extract a subsequence of \( \{ f(\cdot, x_\lambda_k(s)) : \lambda_k > 0 \} \) of \( \{ f(\cdot, x_\lambda(s)) : \lambda > 0 \} \) such that \( \{ f(\cdot, x_\lambda_k(s)) : \lambda_k > 0 \} \) converges weakly to \( g(\cdot) \in L^2([0, T]; X) \). For convenience, we use the same index for subsequence also. Let us now define \[ \eta := x_T - U(T, 0) - \int_0^T U(T, s)g(s)ds. \]
Then, we have
\[ \| p(x_\lambda(\cdot)) - \eta \|_X \leq \int_0^T U(T, s)[f(s, x_\lambda(s)) - g(s)]ds. \quad (50) \]
As we have proved in Theorem 4.2 (see Lemma 4.1 and Remark 3 also), using the compactness of \( U(t, s) \), we can show that
\[ x(t) \mapsto \int_0^t U(t, s)x(s)ds \]
from \( L^2([0, T]; X) \) to \( C([0, T]; X) \) is compact. This implies that the Cauchy operator \( G : L^2([0, T]; X) \to C([0, T]; X) \) is also compact and since \( f(\cdot, x_\lambda(\cdot)) \overset{w}{\rightharpoonup} g(\cdot) \) in \( L^2([0, T]; X) \), we deduce that
\[ \int_0^T U(t, s)[f(s, x_\lambda(s)) - g(s)]ds \to 0 \quad \text{as} \quad \lambda \downarrow 0. \]
From (50), we further obtain
\[ \| p(x_\lambda) - \eta \|_X \to 0, \quad \text{as} \quad \lambda \downarrow 0. \quad (51) \]
Combining (49)-(51) and then using the Assumption 2-(A3) and (7), we finally have
\[
\|x_\lambda(T) - x_T\|_X = \|\lambda R(\lambda, \Lambda_T)p(x_\lambda(\cdot))\|_X \\
\leq \|\lambda R(\lambda, \Lambda_T)(p(x_\lambda(\cdot)) - \eta)\|_X + \|\lambda R(\lambda, \Lambda_T)\eta\|_X \\
\leq \|p(x_\lambda(\cdot)) - \eta\|_X + \|\lambda R(\lambda, \Lambda_T)\eta\|_X \\
\to 0, \quad \text{as } \lambda \downarrow 0,
\]
which implies that the non-autonomous control system (1) is approximately controllable on [0, T]. □

5. Application. Let us now provide an example of nonlinear non-autonomous diffusion control system to validate the theory we developed in the sections 3 and 4. We first consider the one dimensional Laplace operator and discuss its properties.

5.1. One dimensional Laplace operator. Let \( p \geq 2 \) and \( X = L^p([0, \pi]; \mathbb{R}) \).

Note that for \( 1 < p < \infty \), \( X \) is a separable reflexive Banach space. We consider the following operator:

\[
\begin{align*}
Af(\xi) &= f''(\xi), \quad \text{a.e. } x \in (0, \pi), \\
D(A) &= W^{2,p}([0, \pi]; \mathbb{R}) \cap W^{1,p}_0([0, \pi]; \mathbb{R}).
\end{align*}
\]

Note that \( C_c^\infty([0, \pi]; \mathbb{R}) \subset D(A) \) and hence \( D(A) \) is dense in \( X \). Moreover, \( A \) is closed. Using Hille-Yosida theorem, one can show that \( A \) generates a \( C_0 \)-semigroup of contractions \( T(t) \) on \( X \) (see (56) below also).

The resolvent set \( \rho(A) \) of \( A \) is the set of all complex numbers \( \lambda \) for which \( (\lambda I - A)^{-1} \) is a bounded linear operator in \( X \). The family \( R(\lambda, A) = (\lambda I - A)^{-1}, \lambda \in \rho(A) \) of bounded linear operators is called the resolvent of \( A \). Let us denote \( \sigma(A) = \mathbb{C} \setminus \rho(A) \) as the spectrum of \( A \) (see [36] for more details). The spectrum of the operator \( A \) defined in (52) is given by \( \sigma(A) = \{-n^2 : n \in \mathbb{N}\} \).

Let us now show that, for all \( \lambda \neq -n^2, n \in \mathbb{N}, \) the Sturm-Liouville system:

\[
\begin{align*}
\lambda f(\xi) - f''(\xi) &= g(\xi), \quad 0 < \xi < \pi, \\
f(0) &= f(\pi) = 0,
\end{align*}
\]

has a unique solution for \( f \in D(A) \). Let us use the Fourier series of \( g \) to rewrite \( g \) as \( g(\xi) = \sum_{n=1}^{\infty} g_n \sin(n\xi), \xi \in [0, \pi] \). We seek a solution of the form \( f(\xi) = \sum_{n=1}^{\infty} f_n \sin(n\xi), \xi \in [0, \pi] \). For (53) to be satisfied, we must have \( (\lambda + n^2)f_n = g_n, \) for all \( n \geq 1 \). Thus, for any \( \lambda \neq -n^2, n \in \mathbb{N}, \) the unique solution of (53) is given by

\[
f(\xi) = R(\lambda, A)g = (\lambda I - A)^{-1}g = \sum_{n=1}^{\infty} \frac{g_n}{\lambda + n^2} \sin(n\xi), \xi \in [0, \pi].
\]

From the expression for \( f \), it is also true that \( f \in H^2([0, \pi]; \mathbb{R}) \cap H^1_0([0, \pi]; \mathbb{R}) \). For \( p = 2 \), the operator \( A \) in (52) is self-adjoint and dissipative. Since \( A \) generates a strongly continuous contraction semigroup, one can show that \( A \) is analytic also. Multiplying both sides of (53) by \( |f|^p \) and then integrating over \([0, \pi]\), we find

\[
\lambda \int_0^\pi |f(\xi)|^p d\xi + (p - 1) \int_0^\pi |f(\xi)|^{p-2} |f'(\xi)|^2 d\xi = \int_0^\pi g(\xi) f(\xi) |f(\xi)|^{p-2} d\xi, \quad (54)
\]
where we performed an integration by parts. From the above relation, it is also clear that
\[
\lambda \int_0^\pi |f(\xi)|^p d\xi \leq \left( \int_0^\pi |g(\xi)|^p d\xi \right)^{1/p} \left( \int_0^\pi |f(\xi)|^p d\xi \right)^{\frac{p-1}{p}},
\]
where we used Hölder's inequality. Thus, we have
\[
\|R(\lambda, A)g\|_{L^p} = \|f\|_{L^p} \leq \frac{1}{\lambda} \|g\|_{L^p}, \text{ for all } \lambda > 0.
\]
For complex values of \(\lambda\), one can obtain similar estimates by multiplying (53) with \(\overline{f}\) (\(f\) denotes the conjugate of \(f\)), integrating by parts over \((0, \pi)\), considering real and imaginary parts separately and finally combining them together. This ensures that the corresponding semigroup is analytic for \(p > 2\) also.

Now, we show that the semigroup \(T(t)\) is compact. Since \(A\) is the infinitesimal generator of a \(C_0\)-semigroup of contractions on \(L^p([0, \pi]; \mathbb{R})\), in order to prove \(T(t)\) is compact, it is enough to show that the resolvent \(R(\lambda, A) \in K(L^p([0, \pi]; \mathbb{R}))\), for some \(\lambda \in \rho(A)\).

We first prove it for the case \(p = 2\). Taking \(\lambda = 1\) and \(p = 2\) in (54), we have
\[
\int_0^\pi |f'(\xi)|^2 d\xi \leq \int_0^\pi g(\xi)|f(\xi)|d\xi \leq \left( \int_0^\pi |g(\xi)|^2 d\xi \right)^{1/2} \left( \int_0^\pi |f(\xi)|^2 d\xi \right)^{1/2}
\]
\[
\leq \left( \int_0^\pi |g(\xi)|^2 d\xi \right)^{1/2} \left( \int_0^\pi |f'(\xi)|^2 d\xi \right)^{1/2},
\]
where we used the Cauchy-Schwarz and Poincaré inequalities. Hence, from (57), we further have \(\|R(1, A)g\|_{L^2} = \|f\|_{L^2} \leq \|g\|_{L^2}\). That is, \(R(1, A)\) maps the unit ball of \(L^2([0, \pi]; \mathbb{R})\) into the unit ball of \(H^0_0([0, \pi]; \mathbb{R})\), which is compactly embedded in \(L^2([0, \pi]; \mathbb{R})\) (Theorem 9.16, [8]). Let \(\{g_n\}_{n \in \mathbb{N}} \in L^2([0, \pi]; \mathbb{R})\), be a bounded sequence such that \(\|g_n\|_{L^2} \leq K\). Thus, we have \(\|R(1, A)g_n\|_{L^2} \leq \|g_n\|_{L^2} \leq K\) and hence \(\{R(1, A)g_n\}_{n \in \mathbb{N}} \in H^0_0([0, \pi]; \mathbb{R})\), is uniformly bounded. Using Morrey's inequality (Theorem 9.12, [8]), we know that the embedding of \(H^0_0([0, \pi]; \mathbb{R}) \subset C^{0,1/2}([0, \pi]; \mathbb{R})\) is continuous with
\[
|R(1, A)g_n(\xi)| \leq \|R(1, A)g_n\|_{C^{0,1/2}} \leq \|R(1, A)g_n\|_{L^2} \leq K,
\]
for all \(\xi \in [0, \pi]\) and
\[
|R(1, A)g_n(\zeta) - R(1, A)g_n(\zeta)| \leq C\|R(1, A)g_n\|_{L^2}\pi^{-1/2} \leq CK\pi^{-1/2}.
\]
Making use of the Arzelá-Ascoli theorem, we can find a subsequence \(\{R(1, A)g_n\}_{n \in \mathbb{N}}\) that converges uniformly. Thus, we conclude that \(R(1, A)\) is compact and hence the semigroup \(T(t)\) is also compact.

For \(p > 2\), let us consider a unit ball \(B\) in \(L^p([0, \pi]; \mathbb{R})\). Then, we have
\[
\|R(1, A)g\|_{L^2} \leq \|g\|_{L^2} \leq \frac{1}{\lambda} \|g\|_{L^p} \leq \frac{1}{\pi^{\frac{p}{2}}} \|g\|_{L^p},
\]
since \(g \in B\). That is, \(R(1, A)\) maps the unit ball of \(L^p([0, \pi]; \mathbb{R})\) into the ball
\[
B_r = \left\{ g \in H^0_0([0, \pi]; \mathbb{R}) : \|g\|_{L^2} \leq r =: \pi^{\frac{p}{2}} \right\}
\]
of \(H^0_0([0, \pi]; \mathbb{R}) \subset \subset C((0, \pi]; \mathbb{R}) \subset L^p([0, \pi]; \mathbb{R})\), for any \(p \in [2, \infty)\) (Theorem 8.8, [8]). Here the symbol \(\subset \subset\) stands for compact embedding. Arguing similarly, as in the case of \(p = 2\), we obtain that the semigroup \(T(t)\) is compact on \(L^p([0, \pi]; \mathbb{R})\),
for $p > 2$. Hence the analytic and compact semigroup $T(t)$ generated by $A$ can be obtained explicitly as

$$
T(t)x = \sum_{n=1}^{\infty} e^{-n^2t}\langle x, w_n \rangle w_n,
$$

where

$$
\langle x, w_n \rangle = \int_{-\pi}^{\pi} x(\xi)w_n(\xi)d\xi \quad \text{and} \quad w_n(\xi) = \sqrt{2/\pi}\sin(n\xi),
$$

are the normalized eigenfunctions corresponding to the eigenvalues $\lambda_n = -n^2$, $n \in \mathbb{N}$. Note that $w_n \in L^p([0, \pi]; \mathbb{R})$, for all $p \in [2, \infty)$ and hence for $y \in X'$, $T^*(t)y = \sum_{n=1}^{\infty} e^{-n^2t}\langle y, w_n \rangle w_n$.

5.2. **Nonlinear non-autonomous diffusion system.** Let us now consider the following nonlinear non-autonomous diffusion control system ([22, 34]):

$$
\begin{align*}
\frac{\partial y(t, \xi)}{\partial t} &= a(t, \xi)\frac{\partial^2 y(t, \xi)}{\partial \xi^2} + h(t, y(t, \xi)) + \eta z(t, \xi), \quad \text{for } t \in [0, T], \; x \in [0, \pi], \\
y(t, 0) &= y(t, \pi) = 0, \quad \text{for } t \in [0, T], \\
y(0, \xi) &= \varphi(\xi), \quad \text{for } \xi \in [0, \pi].
\end{align*}
$$

We need the following assumptions $a(\cdot, \cdot), \eta$ and $z(\cdot, \cdot)$.

**Assumption 4.** Let $a(\cdot, \cdot), \eta$ and $z(\cdot, \cdot)$ satisfy the following assumptions:

(i) $a(t, \xi) \geq \delta > 0$ and $a(t, x) \in C^{0,\mu}([0, T]; C([0, \pi]))$, that is, $a(t, x) \in C([0, \pi]; \mathbb{R})$ is uniformly Hölder continuous of order $0 < \mu \leq 1$ with respect to the variable $t \in \mathbb{R}$.

(ii) $\eta > 0$ and $z : [0, T] \times [0, \pi] \to [0, \pi]$ is continuous in $t$.

Let us now show that under the Assumption 4-(i), $A(t)$ generates a unique evolution system $\{U(t, s)\}_{t \geq s}$ on $X = L^p([0, \pi]; \mathbb{R})$. For each $t \in [0, T]$, we take $D(A(t)) = D(A) = W^{2,p}(0, \pi; \mathbb{R}) \cap W^{1,p}_0(0, \pi; \mathbb{R})$. Next, we define the operator $A(t) : D(A(t)) \subset X \to X$ as follows:

$$
A(t)x(\xi) = a(t, \xi)x(\xi) = a(t, \xi)x''(\xi), \quad \text{for } x \in D(A(t)), \; t \in [0, T], \; \xi \in [0, \pi],
$$

the operator is closed and the domain $D(A(t)) = D$ and is dense in $X$, and hence (P1) is satisfied. From Assumption 4-(i), it is clear that there exists a constant $M > 0$ such that

$$
\sup_{(t, x) \in [0, T] \times [0, \pi]} |a(t, \xi)| \leq M.
$$

Next, we consider the following Sturm-Liouville system:

$$
\begin{align*}
(\Delta - A(t))f(\xi) &= g(\xi), \quad 0 < \xi < \pi, \\
f(0) &= f(\pi) = 0.
\end{align*}
$$

Since $a(t, x) > \delta > 0$, the equation (61) can be written as

$$
\left(\frac{\lambda I}{a(t, \xi)} - \Delta\right)f(\xi) = \frac{g(\xi)}{a(t, \xi)},
$$

(62)
where }\Delta f(\xi) = f''(\xi).\text{ Multiplying both sides of } (62)\text{ by } f'|^p - 2\text{ and then integrating over } [0, \pi],\text{ we obtain }
\lambda \int_0^\pi \frac{|f(\xi)|^p}{a(t, \xi)} d\xi + (p - 1) \int_0^\pi |f(\xi)|^{p-2} |f'(\xi)|^2 d\xi = \int_0^\pi \frac{g(\xi)}{a(t, \xi)} f(\xi)|f(\xi)|^{p-2} d\xi.

(63)

Applying Hölder’s inequality and (60), we further have
\lambda \frac{\pi}{M} \int_0^\pi |f(\xi)|^p d\xi \leq \lambda \int_0^\pi \frac{|f(\xi)|^p}{a(t, \xi)} d\xi \leq \frac{1}{\delta} \left( \int_0^\pi |g(\xi)|^p d\xi \right) \left( \int_0^\pi |f(\xi)|^p d\xi \right)^{\frac{p-1}{2}},

(64)

and hence we have
\|R(\lambda, A(t))g\|_{L^p} \leq M \delta \|g\|_{L^p}, \text{ for all } \lambda > 0,

(65)

which ensures the condition (P2). Let us now consider
\|(A(t) - A(s))A^{-1}(\tau)f\|_{L^p} = \|(a(t, \xi) - a(s, \xi))a(\tau, \xi)^{-1}f\|_{L^p} \leq \sup_{\xi \in [0, \pi]} |a(t, \xi) - a(s, \xi)| \sup_{\xi \in [0, \pi]} a(\tau, \xi)^{-1} \|f\|_{L^p} \leq C |t - s|^p \|f\|_{L^p},

(66)

so that we have \|(A(t) - A(s))A^{-1}(\tau)\|_{L^p} \leq \frac{C}{\delta} |t - s|^p \text{ and hence the condition (P3) holds true. The compactness of the resolvent operator } R(\lambda, A(t))\text{, for condition (P4) can be established in a similar way as in the previous subsection. Thus, using Lemmas 2.2 and 2.3, one can assure the existence of a unique evolution system }\{U(t, s) : 0 \leq s \leq t \leq T\}\text{, which is compact for } t - s > 0.

Let us now define
\begin{align*}
\begin{cases}
\quad u(t)(\xi) := y(t, \xi), \quad \text{for } t \in [0, T] \text{ and } \xi \in [0, \pi].
\end{cases}
\end{align*}

Then the nonlinear function } f : [0, T] \times \mathbb{X} \rightarrow \mathbb{X}\text{ is given by }
f(t, x(t))(\xi) = h(t, y(t, \xi)).

Let the operator } B : L^2([0, \pi]; \mathbb{R}) \rightarrow \mathbb{X}\text{ be a bounded linear map defined by }
B(u(t))(\xi) = u(t)(\xi) = \eta(t, \xi), \text{ for } (t, \xi) \in [0, T] \times [0, \pi].

With the above notations, (58) can be written in the abstract form as:
\begin{align*}
\begin{cases}
\quad \frac{dx(t)}{dt} = A(t)x(t) + f(t, x(t)) + B(u(t)),
\quad x(0) = \phi.
\end{cases}
\end{align*}

(67)

The boundary conditions has been taken care by the definition of domain of the operator } A(t)\text{ and into the requirement that } x(t) \in D(A),\text{ for all } t \geq 0.\text{ For the corresponding linear system for (67) to be approximately controllable, we know from Theorem 3.4 that } B^*U^*(T, t)x' = 0 \text{ on } [0, T] \text{ implies } x' = 0 \text{ (see Remark 2 also). For } x' \in \mathbb{X}',\text{ we consider }
B^*U^*(T, t)x' = 0 \Rightarrow U(T, t)x' = 0 \Rightarrow x' = 0,

and hence the linear system corresponding to (67) is approximately controllable. Thus, } \Lambda_T \text{ is positive; that is, } \langle x', \Lambda_T x' \rangle > 0, \text{ for all nonzero } x' \in \mathbb{X}' \text{ and hence from Theorem 2.3, [30], we obtain that for every } x \in \mathbb{X}, \lambda R(\lambda, \Lambda_T)(x) \text{ converges to zero as } \lambda \downarrow 0 \text{ in strong operator topology. Thus, the Assumption 2-(A3) holds true. If we let,
\(f(t, x(t)) = \sin(x(t))\), then Assumptions (A1) and (A2) are satisfied with constants \(K = 1\) and \(N = 1\), respectively. Invoking Theorem 4.3, we finally obtain that the nonlinear system (67) (equivalently the system (58)) is approximately controllable.

**Remark 5.** If \(a(t, \xi)\) appearing in (58) is independent of \(\xi\), then the evolution system \(\{U(t, s)\}_{t \geq s}\) can be explicitly written as \(U(t, s)x = T\left(\int_s^t a(\tau)d\tau\right)x\), for \(x \in \mathbb{X}\).
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