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Abstract—In this paper, we propose an information-theoretic exploration strategy for stochastic, discrete multi-armed bandits that achieves optimal regret. Our strategy is based on the value of information criterion. This criterion measures the trade-off between policy information and obtainable rewards. High amounts of policy information are associated with exploration-dominant searches of the space and yield high rewards. Low amounts of policy information favor the exploitation of existing knowledge. Information, in this criterion, is quantified by a parameter that can be varied during search. We demonstrate that a simulated-annealing-like update of this parameter, with a sufficiently fast cooling schedule, leads to an optimal regret that is logarithmic with respect to the number of episodes.
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1 Introduction

There are many environment abstractions encountered in reinforcement learning [1]. One of the simplest examples is the stochastic multi-armed bandit abstraction [2, 3]. It is a gambling-based paradigm that can be used to model challenging real-world problems where the environment has a single state and multiple action choices [4].

The stochastic, discrete multi-armed bandit abstraction consists of a finite set of probability distributions with associated expected values and variances. Each probability distribution is an abstraction of a slot machine, which is colloquially referred to as a one-armed bandit. Initially, each of the distributions are unknown. The agent, a gambler, can choose at discrete time instants to pull one of the slot-machine arms to receive a stochastic reward. The objective of the gambler is to maximize his or her return, which is the sum of the rewards received over a sequence of arm pulls. Since the reward distributions may differ from machine to machine, the objective of the gambler is equivalent to discover the machine with the best possible pay-off, as early as possible. He or she should then keep gambling using that machine, assuming that the distributions are fixed.

An issue faced in the stochastic multi-armed bandit abstraction is the trade-off between the competing processes of action exploration and exploitation. In some instances, it may be necessary for the gambler to try slot machines that have not been extensively played recently. More complete knowledge about the pay-off statistics may be obtained, as a result, which can inform the gambler about how to improve the accrued reward. This is referred to as exploration. In other instances, it may be prudent for the gambler to exclusively play on the machine that he or she currently perceives to be the best. This is referred to as exploitation, since the gambler is leveraging his or her existing knowledge about the pay-off statistics to choose an appropriate machine.

A reasonable balance between exploration and exploitation is needed, even for this simple environment. Without an ability to explore, the gambler may fail to discover that one slot machine has a higher average return than the others. Without an ability to exploit, the gambler may fail to pull the best arm often enough to obtain a high pay-off.

Many methods have been developed for multi-armed bandits that attempt to optimally explore. A means to quantify their success in the stochastic case has been through regret. Regret is the expected total loss in rewards that is incurred due to not pulling the optimal arm at the current episode. Lai and Robbins have proved that a gambler’s regret over a finite number of pulls can be bounded below by the logarithm of the number of pulls [5]. There is no strategy for the gambler with better asymptotic performance.

Only a handful of methods are available that can achieve logarithmic regret for stochastic, multi-armed bandits, however. Some of these make rather strong assumptions about the rewards that can be obtained.

In this paper, we propose an exploration tactic that for this abstraction with only weak assumptions on the reward distributions. Our approach is based on the notion of the value of information due to Stratonovich [6, 7], which implements an information-theoretic optimization criterion.

We have previously applied the value of information to the reinforcement learning problem. In [8], we showed that the value of information could be formulated to explore multi-state, multi-action Markov decision processes. Our
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results for an arcade-game domain showed that this search strategy outperformed two of the most popular alternatives. In [9], we extended the value of information to include an uncertainty-based search component so that the state-action space could be more efficiently explored. This improved performance was predicated on adjusting the amount of exploration during learning according to a policy cross-entropy heuristic.

In this paper, our aim is to understand how the amount of exploration should be iteratively changed to yield optimal results. We do this for discrete single-state, multi-action Markov decision processes so as to make the analysis tractable.

In this setting, the value of information has two equivalent interpretations. The first is that the criterion describes the expected utility gain against the effort to transform the initial arm-selection policy to the optimal selection policy. The second is that it describes the largest increase of average rewards associated with actions that carry a certain amount of information about the environment. In either case, the criterion is defined by two terms specify a negative free energy in a thermodynamics sense. The first term quantifies the expected returns of the initially chosen probabilistic policy. The second term measures the divergence between the initial probabilistic policy and the optimal policy. The interplay of these two terms facilitates an optimal search for the best-paying arm under the specified constraints.

Both the policy information and the policy transformation costs are described by a tunable parameter that automatically emerges through the optimization of the value of information criterion. This parameter can be viewed as a kind of inverse temperature. It limits how much the initial policy can transform, which implicitly dictates the amount of exploration that is performed. Small values of the parameter near zero impose great constraints on the policy transformation costs. This forces the policy to remain roughly the same as the initial policy. The exploitation of the current best slot-machine lever will therefore dominate. In essence, the amount of information available to the agent about the environment is severely limited, so it is unable to determine if it should change its behaviors. As the parameter value becomes infinite, the expected policy return becomes increasingly important. The transformation costs are essentially ignored for this to occur. The agent becomes free to consider slot-machine arms that differ from the current best policy in a effort to improve regret.

We face certain challenges when applying the value of information to multi-armed bandits. The most challenging of these is that the criterion can be non-convex. To deal with this issue, we reformulate the criterion into an equivalent variational form that is convex. We then provide an iterative, coordinate-descent-based approach for uncovering global solutions of this variational expression. The coordinate-descent update leads to a formula for probabilistically weighting action choices that mirrors soft-max-like selection, a common exploration heuristic in reinforcement learning. This weighting process defines a probability that a certain arm will be chosen based upon that arm’s expected reward and the value of the inverse-temperature parameter. Arms with higher expected rewards will be chosen more frequently than those with lower average rewards. The final choice of which arm to pull is made stochastically, which spurs investigations of the action space.

Another challenge that we face is how to achieve optimal regret. We propose using a simulated-annealing-type schedule for adjusting the inverse-temperature parameter. We prove that the sequence of policy distributions generated under this annealing schedule will converge to a distribution concentrated only on the optimal policies. A sufficiently quick cooling of the inverse-temperature parameter additionally ensures that logarithmic regret can be obtained.

The remainder of this paper is organized as follows. We begin, in section 2, with an overview of the multi-armed bandit literature. We predominantly focus on commonly used methodologies that rely on stochastic search, just like the value of information. We briefly compare the value of information with these methods. Section 3 outlines our methodology. We begin, in section 3.1, by introducing the value of information from a multi-armed bandit perspective. Interpretations for this criterion are provided. We then show that this free-energy-difference-based criterion can be reformulated in an equivalent manner that allows for effective optimization. In section 3.2, we provide the solution to criterion, which takes the form of a parameterized Gibbs distribution. We modify the Gibbs distribution so as to overcome sampling bias issues that hamper other weighted-random styles of exploration. We also provide two potential parameter annealing schedules, each of which has its own advantages and disadvantages. We demonstrate, in the appendix, that adjusting the parameters during learning allows the value of information to achieve optimal regret.

In section 4, we assess the empirical capabilities of the value of information for the bandit problem. We begin this section by covering our experimental protocols in section 4.1. In sections 4.2 and 4.3, we present our simulation results. We assess the performance of the value of information for the fixed-exploration case in section 4.2.1 and the tuned case in section 4.2.2. Performance comparisons against other bandit algorithms are presented in section 4.3. We consider a variety of stochastic-based sampling techniques, such as soft-max exploration and reinforcement comparison. We also compare against the deterministic upper-confidence-bound method. Our results indicate that the value of information outperforms these alternate approaches in a variety of circumstances. Section 5 summarizes these findings. We also outline directions for future research in this section.
2 Literature Review

Many exploration schemes have been advanced over the years. Most of these have been developed for general models with many action-state pairs, like Markov decision processes. We refer to the survey of Kaelbling et al. [10] for overviews of such schemes.

In this section, we consider popular stochastic exploration tactics for the discrete bandit problem with a discrete number of action possibilities [11]. Several other variants of the discrete bandit problem exist, such as adversarial bandits [12, 13], non-stationary bandits [12, 13], associative bandits [12, 14], and budgeted bandits [15], each of which has pertinent exploration-exploitation strategies. Extensions of the bandit problem to the continuous case have also been made [16–18].

One of the most widely employed exploration strategies for discrete, stochastic multi-armed bandits is the $\epsilon$-greedy method [19]. Epsilon-greedy exploration entails choosing either a random arm, with a probability given by the value of $\epsilon$, or the arm with the highest mean reward. For practical problems, the mean reward is estimated from the observed rewards up to the current pull.

The simplest form of $\epsilon$-greedy exploration is the $\epsilon$-first strategy. This approach consists of performing initially an exploration phase during learning, then switching to an exploitation phase. In the exploration phase, the arms are randomly selected and pulled during the first $T$ rounds, where $T$ is a pre-specified number of rounds. Sub-optimal arms may or may not be dropped from the search process during this stage. During the remaining $(1 - \epsilon)T$ rounds, the lever with the highest estimated mean from the exploration phase is pulled. This is referred to as the exploitation phase. As Even-Dar et al. have shown [20], a log-linear number of pulls $O((K/\alpha^2)\log(K/\kappa))$ during the exploration phase is an upper bound to find an $\alpha$-optimal arm with probability at least $1 - \kappa$. Here, $K$ represents the number of bandit arms. This result can be viewed as an analysis of the asymptotic behavior of the $\epsilon$-first mechanism from a probabilistically-actually-correct framework. Mannor and Tsitsiklis [21] provided complementary results for a lower bound and proved that it is also log-linear.

In certain circumstances, context information may be available, at each round, to help determine which arm should be pulled. $\epsilon$-first exploration can also be used for such contextual bandits [22]. More advanced schemes have been proposed that rely on Gaussian processes [23, 24] or exponential-weighting for exploration and exploitation using expert advice (E4) [13, 25].

In the $\epsilon$-first method, the value of $\epsilon$ remains fixed during the learning process. This is a rather restrictive assumption, since it prevents the decision-making process from getting arbitrarily close to the optimal lever. Researchers have proposed so-called $\epsilon$-changing strategies to deal with this issue. Many such methods entail modifying $\epsilon$ across consecutive arm pulls so that the optimal action choice can be made asymptotically. For certain classes of reward distributions, Cesa-Bianchi and Fischer [26] showed that a squared-log regret of $O(\gamma \log(K/\beta^2) + \log(T) + \gamma \log^2(T)/\beta^2)$ can be obtained for $\epsilon$-changing strategies after $T$ rounds. Their approach was referred to as GreedyMix. Here, $\beta, \gamma$ are parameters, independent of $T$, that describe reward statistics for each of the $K$ arms. In GreedyMix, they assumed that $\epsilon$ would be decreased logarithmically with respect to the number of rounds. Auer, Cesa-Bianchi, and Fischer [27] later showed that a log regret of $O(\log(T/\gamma) + (1 + \beta^2)\gamma)$ could be obtained for GreedyMix by choosing good initial values for $\epsilon$.

Another widely utilized exploration mechanism is soft-max selection. Soft-max selection entails pulling arms in a stochastic fashion according to a Gibbs distribution. This distribution specifies probabilities for choosing a given lever based upon its expected reward relative to all other possible rewards. Levers with high expected rewards are assigned greater probability mass than those with lower rewards. A single, user-adjustable parameter $\tau$ is present in the distribution that controls the degree of randomness in the lever-selection process. Values of $\tau$ close to zero lead to a greedy selection strategy: the arm with the highest expected reward is consistently favored over all other arms. Values of $\tau$ close to one yield a uniform selection strategy: no action is favored over others, regardless of the expected rewards. $\tau$ is sometimes referred to as temperature, which is due to the connections between the Gibbs distribution and the theory of thermodynamics.

Soft-max selection can be modified into $\tau$-first and $\tau$-changing strategies. In the former case, $\tau$ is set so that exploration is performed only at the beginning of the learning process. The latter case involves adjusting the temperature $\tau$ from some sufficiently high value to a low value according to either a linear or logarithmic schedule. A logarithmic cooling case was investigated by Cesa-Bianchi and Fischer [26]. They showed that a log-squared regret of $O(\gamma \log(K/\beta^2)/\beta^2 + \log(T) + \gamma \log^2(T)/\beta^2)$ can be obtained after $T$ rounds by their SoftMix algorithm. As before, $\beta, \gamma$ are parameters that depend on the expected values of the reward distributions for the $K$ arms.

A more complicated variant of the soft-max selection, the exponential-weight algorithm for exploration and exploitation (E3), was proposed by Auer, Cesa-Bianchi, and Fischer in [27]. E3 entails probabilistically choosing a lever based upon an amended Gibbs distribution. The role of the amended distribution is to divide the expected reward by the probability that the action was chosen. Auer et al. showed that a cumulative regret bound of $O((KT \log(KT/\kappa))^{1/2})$, with probability of at least $1 - \kappa$, was possible for finding the $\alpha$-optimal arm when using E3. This bound is optimal, as the authors demonstrated that a matching lower bound could be obtained under general
circumstances. MacMahan and Streeter [28] later revised E3 and E4 to take advantage of expert advice and systematically remove irrelevant arms. They furnished a tighter bound of \( O((ST\log(M))^{1/2}) \), where \( S \ll K \) is a variable that measures the extent to which the expert recommendations agree and \( M \) is the number of experts.

In the next section, we provide a soft-max style of action selection for discrete, multi-armed bands. Our method is based on the value-of-information criterion proposed by Stratonovich. When applied to reinforcement learning, the value of information quantifies the expected trade-off between policy information and expected rewards. It yields a search process governed by a Gibbs distribution parameterized according to the amount of policy information \( \tau_k \). We show that a modified \( \tau_k \)-changing learning style yields a regret of \( O(\log(k)) \), provided that certain parameters are chosen by investigators. We additionally propose a means of automatically selecting these parameters. This second approach leads to a regret of \( O(\log(k)^{1+2\theta}) \), which can be made arbitrarily close to a logarithmic regret by choosing a small \( \theta \).

It is well known that a logarithmic regret is the best that can be achieved for a stochastic multi-armed bandit problem [4]. Our approaches therefore should outperform some of the search strategies discussed above. The results of our simulations lend credence to this claim.

3 Methodology

Our approach to addressing the multi-arm bandit problems follows from the theory of Stratonovich [6, 7]. Stratonovich proposed a mathematical framework for quantitative decision making under information constraints, which took the form of an optimization criterion known as the value of information. The value of information is based on the premise that the inflow of novel information can be used to increase rewards in decision-making problems. That is, the more environmental details that are made available to the agent, the more informed its decisions will be and hence the better the rewards should be. Here, information will take the form of policy transformation costs.

We have previously shown that the value of information can be applied to multi-state, multi-action decision-making problems that can be solved using reinforcement learning [29]. Here, we simplify this criterion from the multi-state case to that of the single-state so that it is suitable for addressing the multi-armed bandit problem. This is the simplest abstraction that will allow us to see under what conditions the search can be optimal. Extensions of the theoretical results that we obtain for this abstraction may prove useful in the multi-state, multi-action case.

In this setting, we assume that an initial probabilistic arm-selection policy is provided. Such a policy could assign equal probabilities of choosing each arm, for example. The value of information is an optimization problem that seeks a transformed version of this initial policy that yields the highest rewards. The initial policy is not necessarily allowed to change arbitrarily, though, across each arm-pull round. Rather, the transformation is governed by a bounded information constraint term. The lower the bound, the less that the initial policy entries can be modified during a single arm pull. This behavior can impact the obtainable rewards if the initial policy is poor. Conversely, the higher the bound, the more that the initial policy can be adjusted in a given round and hence the greater the potential reward improvement. The degree of policy transformation must be delicately balanced to obtain the best pay-out.

As we will show, the information bounds are dictated by a single parameter that emerges from converting this single-term constrained optimization problem into a two-term unconstrained problem. This parameter simultaneously dictates how much weighted-random-based exploration is performed. We introduce another parameter that adds a uniform-random exploration component, which is crucial for obtaining optimal regret.

It is well known that a constant amount of exploration typically leads to linear regret [26]. A systematic adjustment of exploration is needed to achieve sub-linear regret. We hence consider a simulated-annealing-type approach for tuning the two parameters across each arm pull. As we noted above, we provide two different annealing cooling schedules that switch between near-perfect exploration and near-perfect exploration in a finite number of pulls. We prove in appendix A that these schedules achieve logarithmic regret.

3.1 Value of Information

In the context of multi-armed bandits, the value of information assumes that an agent’s initial behavior is described by a prior distribution \( p_0(a_k^i) \). Here, \( a_k^i \in \mathcal{A} \) represents the \( i \)-th arm pulled in the \( k \)-th round; a single round, which we also refer to as an iteration, is equivalent to one arm pull. The variable \( \mathcal{A} \) is the set of all arms.

The agent transforms its behavior to a posterior-like distribution \( p(a_k^i) \), which is referred to as the policy. We will also use \( \pi_k^i \) to denote the policy distribution. This transformation occurs in a way that optimally trades off the expected utility against the transformation costs for going from \( p_0(a_k^i) \) to \( p(a_k^i) \). This trade-off is given by the following extremization problem, which is the value of information for the Shannon information case,

\[
\arg \max_{p(a_k^i)} \left( \sum_{k=1,2,\ldots} \sum_{a_k^i \in \mathcal{A}} p(a_k^i)X_k^i \right) \text{ such that } \sum_{a_k^i \in \mathcal{A}} p(a_k^i) \log \left( \frac{p(a_k^i)}{p_0(a_k^i)} \right) \leq \varphi_{\text{inf}},
\]

where \( X_k^i \) is the number of times arm \( a_k^i \) is pulled in iteration \( k \), and \( D_{\text{KL}}(p(a_k^i)||p_0(a_k^i)) \) is the Kullback-Leibler divergence between the distributions of the policy and the prior.
This expression can be viewed as a problem of finding a version $p(a_k^i)$ of the initial policy that achieves maximal rewards in the case where the initial policy $p_0(a_k^i)$ can only change by a prescribed amount. Here, $\varphi_{\text{inf}} \in \mathcal{R}_+$ is a non-negative value that represents the transformation amount bound. The variable $X_k^i \in \mathcal{R}$ represents the current estimate of the expected reward for the $i$th arm $a_k^i \in \mathcal{A}$ chosen after $k$ arm pulls.

This constrained criterion given in (3.1) can be converted into the following unconstrained variational expression that defines a free-energy difference, in a thermodynamics sense. The unconstrained problem follows from the theory of Lagrange multipliers,

$$
\arg \max_{p(a_k^i)} \left( \sum_{k=1,2,\ldots} \sum_{a_k^i \in \mathcal{A}} p(a_k^i) X_k^i - \frac{1}{\tau_k} \sum_{a_k^i \in \mathcal{A}} p(a_k^i) \log \left( \frac{p(a_k^i)}{p_0(a_k^i)} \right) \right),
$$

for some non-negative $\tau_k$. The parameter $\tau_k$ sets the relative importance between the transformation cost and the pay-out maximization. It can be viewed as an inverse temperature that can change as the number of arm pulls increases. Adjusting $\tau_k$ across each arm pull modifies the amount of exploration that is performed. We discuss ways this can be done, so as to achieve optimal regret, in the next subsection.

The value of information, given by either (3.1) or (3.2), therefore describes the best pay-out that can be achieved for a specified policy transformation cost. It has the dual interpretation of quantifying how sensitive the arm-selection process will be to environment knowledge, as communicated through the Shannon information term.

The preceding value of information formulation has some practical difficulties. In particular, it is not apparent if the criterion in (3.2) is convex. It may therefore have a global extremum that is not easily obtained. We therefore consider the dual problem of maximizing the informational overlap subject to a cost constraint. This extremization problem is provably convex, as it relies on the minimization of a mutual information term,

$$
- \arg \min_{p(a_k^i)} \left( \sum_{a_k^i \in \mathcal{A}} p(a_k^i) \log \left( \frac{p(a_k^i)}{p_0(a_k^i)} \right) \right) \text{ such that } \left( \sum_{k=1,2,\ldots} \sum_{a_k^i \in \mathcal{A}} p(a_k^i) X_k^i \right) \leq \varphi_{\text{cost}}
$$

(3.3)

for $\varphi_{\text{cost}} \in \mathcal{R}_+$. The equivalency of (3.1) and (3.3) follows from an application of Stjernvall’s dominance theory and some additional arguments. We can state this constrained criterion in an unconstrained variational form as a negative free-energy difference,

$$
- \arg \min_{p(a_k^i)} \left( \sum_{a_k^i \in \mathcal{A}} p(a_k^i) \log \left( \frac{p(a_k^i)}{p_0(a_k^i)} \right) \right) - \frac{1}{\tau_k} \left( \sum_{k=1,2,\ldots} \sum_{a_k^i \in \mathcal{A}} p(a_k^i) X_k^i \right),
$$

(3.4)

subject to some non-negative $\tau_k$.

The optimization term in (3.3) has been analyzed for general multi-state, multi-action reinforcement learning in [8, 9]. Here, it can be viewed as follows:

**Optimization Term: Transformation Amount.** The value of information was previously defined by the greatest increase of pay-outs associated with a transformation-cost-constrained policy. The only term in the criterion now measures the transformation costs of the policy. Due to the minimization of $-D_{\text{KL}}(p(a_k^i) || p_0(a_k^i))$, the criterion seeks to find a policy $p(a_k^i)$, with a potentially unlimited conversion cost, that can achieve a specified upper bound on the expected pay-out $\sum_{k=1,2,\ldots} \mathbb{E}_{a_k^i} [X_k^i]$ over a number of arm pulls.

Likewise, the constraint term in (3.3) can be interpreted as follows:

**Constraint Term: Pay-Out Limit.** The constraint bounds a policy’s range of the expected returns $\mathbb{E}_{a_k^i} [X_k^i]$ by a value $\varphi_{\text{cost}}$. As $\varphi_{\text{cost}}$ approaches infinity, we seek the policy with the highest pay-out. For this to happen, the policy space must be searched finely. Exploration will therefore dominate. As $\varphi_{\text{cost}}$ becomes zero, the constraint to find the policies with the best returns is relaxed. The policy space is searched coarsely, and exploitation dominates. For some value of $\varphi_{\text{cost}}$ between these two extremes, exploitation becomes more prevalent than exploration. The actual value for this to occur will be application-dependent.

The amount of transformation cost can have a profound impact on the resulting action-selection choices. If the cost is high, which corresponds to a policy of limited complexity, then the expected returns for a given policy may be low. This can imply that an agent may not be capable of executing enough actions to complete its objective. Alternatively, when the transformation cost is low, then the agent may therefore be capable of executing more actions than in the
Algorithm 1: $\tau_k$-changing Exploration: VoIMix

Input: $d$: real number in the unit interval such that $0 < d < \min \{ \mu^* - \mu^t, \text{for all } a^i \in A \}$.

1. Define the sequences $\gamma_k$ and $\eta_k$ for $k = 1, 2, \ldots$ by
   \[ \gamma_k = \min \left( 1, \frac{5|A|}{kd^2} \right) \]
   and either
   \[ \tau_k = \frac{1}{|A|/\gamma_k + 1} \log \left( 1 + \frac{d(|A|/\gamma_k + 1)}{2|A|/\gamma_k - d^2} \right) \]  
   or
   \[ \tau_k = \frac{1}{1 + 2|A|/\gamma_k} \log \left( 1 + \frac{d + 2d|A|/\gamma_k}{2|A|/\gamma_k - d^2} \right). \]

2. Let $q^j = 0$ for $j = 1, \ldots, |A|$.
3. For each $k = 1, 2, \ldots$ do
4. Pull an arm drawn from the distributions $\pi_k^i, \ldots$, where
   \[ \pi_{k+1}^i = (1 - \gamma_k) \frac{e^{\sum_{s=1}^k \tau_s q^s_k}}{\sum_{a^i \in A} e^{\sum_{s=1}^k \tau_s q^s_k}} + \gamma_k \]
5. Let $i$ be the index of the pulled arm and $X^i_k$ the obtained reward. Set $q^i_k = X^i_k I^i_k / \pi_{k+1}^i$, where $I^i_k = 1$ and $I^j_k = 0$ for all $j \neq i$.

Algorithm 2: $\tau_k$-changing Exploration: AutoVoIMix

Input: $\theta$: real number in the range $(0, 0.5)$.

1. Define the sequences $\gamma_k$ and $\eta_k$ for $k = 1, 2, \ldots$ by
   \[ \gamma_k = \min \left( 1, \frac{5K}{k \log^2 (k)} \right) \]
   and
   \[ \tau_k = \frac{1}{|A|/\gamma_k + 1} \log \left( 1 + \frac{\log^2 (k) (K/\gamma_k + 1)}{2|A|/\gamma_k} \right). \]
2. Let $q^j = 0$ for $j = 1, \ldots, |A|$.
3. For each $k = 1, 2, \ldots$ do
4. Pull an arm drawn from the distributions $\pi_k^i, \ldots$, where
   \[ \pi_{k+1}^i = (1 - \gamma_k) \frac{e^{\sum_{s=1}^k \tau_s q^s_k}}{\sum_{a^i \in A} e^{\sum_{s=1}^k \tau_s q^s_k} |A|} + \gamma_k \]
5. Let $i$ be the index of the pulled arm and $X^i_k$ the obtained reward. Set $q^i_k = X^i_k I^i_k / \pi_{k+1}^i$, where $I^i_k = 1$ and $I^j_k = 0$ for all $j \neq i$.

former situation. However, such a policy might not be parsimonious, and the agents may take unnecessary actions that can either negate or neutrally impact the expected returns. For many problems, though, there is a clear region in which the trade-off between policy complexity and simplicity yields meaningful return improvements. The agents’ behaviors also change in such regions.

3.2 Value-of-Information-Based Policies

The process of decision-making using the value of information proceeds as follows. At the beginning, the agent finds itself in an environment where it is performing optimally, given the information constraints, according to the prior. The agent then experiences a change in the environment, which leads to a change in the rewards. As a consequence of this environmental change, the previous policy is no longer optimal and a new one needs to be found according. This requires the maximization of the negative free-energy difference.

It is well known that the exponential-based Gibbs distribution maximizes the negative free-energy difference,

\[
p(a^i_{k+1}) = \left( \frac{e^{-\tau_k q^i_k}}{\sum_{a^i \in A} e^{-\tau_k q^i_k}} \right), \quad q^i_{k+1} = \frac{X^i_k}{p(a^i_k)} I^i_k, \quad (3.5)
\]

where $q^i_{k+1}$ is an estimate of the expected reward for the $i$th arm $a^i \in A$. As before, superscripts on variables indicate the index for the particular arm that was pulled, while subscripts on variables indicate the iteration it was pulled.

The update given in (3.5) can be viewed as a type of coordinate descent where the step-size is automatically chosen at each iteration. Here, we consider the following modification of the Gibbs distribution in (3.5), which is a kind of mixture model,

\[
p(a^i_{k+1}) = (1 - \gamma_k) \left( \frac{e^{\sum_{s=1}^k \tau_s q^s_k}}{\sum_{a^i \in A} e^{\sum_{s=1}^k \tau_s q^s_k}} \right) + \gamma_k \frac{X^i_k}{p(a^i_k)} I^i_k, \quad q^i_{k+1} = \frac{X^i_k}{p(a^i_k)} I^i_k, \quad (3.6)
\]

that is parameterized by temperature $\tau_k$ and a mixing coefficient $\gamma_k$. Here, $X^i_k$ represents the current estimate of the expected reward for arm $a^i$, and $q^i_k$ is a version of it that is transformed by the allocation rule $p(a^i_{k+1}) = \pi^i_k$ and an indicator variable $I^i_k$. Observe that this transformed reward is modified by the parameters $\tau_1, \ldots, \tau_s$, up to round $s = k$, and then aggregated across all previous arm pulls $a^i_1, \ldots, a^i_s$, up to round $s = k$. This differs from previous variants of exponential-weighting algorithms, such as soft-max selection, where only the current value of $\tau_k$ modifies the sum of aggregated rewards for arms $a^i_1, \ldots, a^i_s$, up to $s = k$.

Both user-selectable parameters in (3.6) have the following functionality:

$\tau_k$: **Temperature Term.** This parameter can be interpreted as a temperature-like parameter. As its value approaches zero, we arrive at a low-temperature thermodynamic system of particles. Such a collection particles
will have low kinetic energy and hence their position will not vary greatly. In the context of learning, this situation corresponds to policies $\pi^i_{k}, \pi^i_{k+1}, \ldots$ that will not change much due to a low-exploration search. Indeed, the allocation rule will increasingly begin to favor the arm with the highest current reward estimate, with ties broken randomly. All other randomly selectable arms will be progressively ignored. On the other hand, as the temperature goes off to infinity, we have a high-temperature system of particles, which has a high kinetic energy. The arm-selection policy $\pi^i_{k+1}$ can change drastically as a result. In the limit, all arms are pulled independently and uniformly at random. Values of the temperature parameter between these two extremes implement searches for arms that are a blend of exploration and exploitation.

$\gamma_k$: Mixing Coefficient Term. This parameter can be viewed as a mixing coefficient for the model: it switches the preference between the exponential distribution component and the uniform distribution component. For values of the mixing coefficient converging to one, the exponential component is increasingly ignored. The resulting arm-choice probability distributions $\pi^i_{k+1}$ become uniform. The chance of any arm being selected is the same, regardless of the expected pay-out. This corresponds to a pure exploration strategy. As the mixing coefficient becomes zero, the influence of the exponential term consequently rises. The values of $\pi^i_{k+1}$ will hence begin dictate how frequently a given arm will be chosen based upon its energy, as described by the reward pay-out, and the temperature. Depending on the value of the temperature parameter, $\tau_k$, the resulting search will either be exploration-intensive, exploitation-intensive, or somewhere in between.

There are a few reasons why we considered this modification of the Gibbs distribution. The foremost reason relates to the temperature parameter: it is impossible to go from perfect exploration to perfect exploitation in a finite number of iterations since the parameter has an infinite range. A means of effectively switching between these two arm-play strategies, in a finite amount of time, is needed in practical situations. The above mixture model is one such way of achieving this goal without sacrificing optimal regret.

Another reason we utilize this form of the Gibbs distribution is to avoid a well-known exploration flaw. It can be demonstrated that, for many soft-max-type sampling schemes, the optimal arm may not be pulled enough for finite starting values of the temperature parameter. Sub-par returns may be frequently witnessed. Our model, in contrast, tends to produce sequences of arm pulls that search the action space well. This is due to the incorporation of the uniform distribution component, which acts as an extra exploration factor. The summation of previous expected rewards, versus just the current reward, also helps. It tends to smooth out the rewards from slot machines with high variance but sub-optimal means, thereby ensuring that they are played less often than better machines.

To take advantage of this model, a principled means of choosing both the temperature and the mixing coefficient parameters is required. One way to do this is by employing a type of simulated annealing. Under this scheme, empirical convergence is realized by letting both parameters monotonically decrease to zero according to some cooling schedule.

We have introduced two possible cooling schedules, in algorithms 3.1 and 3.2, which yield optimal and near-optimal regret for the bandit problem, respectively. These schedules are inspired from GreedyMix, but avoid factors that would lead to log-squared regret. For algorithm 3.1, named VolMix, we set $\gamma_k = \Theta(1/k)$ and $\tau_k = \Theta(\log(k))$.

Two cooling schedules are given for $\tau_k$ in algorithm 3.1, both of which yield equivalent regret. It is important to note that algorithm 3.1 requires the user to supply a real-valued input parameter $d$, which is used to update both $\gamma_k$ and $\tau_k$. Selecting initial values of this parameter can be difficult, in practice. It relies on knowledge about the slot machine average rewards and the global-best expected rewards, both of which are unknown to the gambler a priori. In algorithm 3.2, called AutoVolMix, the parameter $d$ from algorithm 3.1 has been removed and is implicitly calculated by way of another real-valued term $\theta$, which is more straightforward to specify. For values of $\theta$ near zero, algorithm 3.2 achieves nearly logarithmic regret. A great many arm pulls are needed for this to occur, though. Setting $\theta$ near 0.5 achieves log-squared regret. The slot-machine arms need to be pulled only a few times before this happens.

The parameter update schedules given in these algorithms can be explained as follows. Initially, there is a long period of pure exploration. The length of this period is dictated by $d$, in VolMix, and $\theta$, for AutoVolMix; higher values of either parameter increase the period. It also depends on the number of arms, with larger amounts of them leading to a lengthier period. The mixing coefficient, $\gamma_k$, is set to one during this time. The temperature term, $\tau_k$, is set to some value greater than one. The exponential mixture component is therefore largely ignored in favor of the uniform component. The arm-selection policy $\pi^i_{k+1}$ will sample all of the arms in a uniform manner during this time. This period of exploration corresponds to the case where the temperature is infinite, if we had used a purely exponential formulation. As the number of arm pulls increases, the weight of the exponential term on the policy $\pi^i_{k+1}$ becomes greater. $\gamma_k$ begins to decay toward zero at a rate determined by both the number of arms and the user-supplied parameter. This, in turn, causes $\tau_k$ to decrease and eventually fall within the unit interval. Higher-paying arms are chosen more frequently than those with lower pay-outs, which is due to the increased importance of the exponential component. Eventually, only the arm with the best pay-out will be chosen.

In appendix A, we show that these allocation rules did not come about arbitrarily. They were designed to yield optimal regret for the discrete, stochastic multi-armed bandit problem.
3.2.1 Automated Hyperparameter Selection

It is difficult, a priori, to arrive at good hyperparameter values $d$ and $\theta$. An option is to set and iteratively adapt the hyperparameters during the learning process, similar to what we did with the other terms.

A heuristic that we have found to work well involves the use of the policy cross-entropy \[ E_\pi_k \left[ - \log \left( \frac{e^{\sum_{s'=1}^k \tau_i q_{i,s'}^d}}{\sum_{a_i} e^{\sum_{s=1}^k \tau_i q_{i,s}^d}} \right) + \gamma_k \frac{\pi_k}{|A|} \right] \right] = - \sum_{a_i \in A} \pi_k^i \log(\pi_k^{i+1}). \]

The policy cross-entropy is a bounded measure of the agent’s learning rate: it can be viewed as the rate of change for probabilistic policies across arm pulls $k$ and $k + 1$. If the arm-selection probabilities change by a great amount, then the cross-entropy will be near one. The acquisition of new behaviors is therefore prevalent, which typically precedes steep rises pay-outs across a few episodes. If arm-selection probabilities change only slightly, then the cross-entropy will be near zero. Existing behaviors are hence retained, leading to moderate or negligible improvements in rewards.

Such connections suggest an efficient learning scheme. A low hyperparameter value should be used, in the beginning, to survey the entire action space. Reasonably high-performing arms be quickly uncovered when doing so. Eventually, the cross-entropy will dwindle and reach a near-steady-state value. Before this occurs, the hyperparameter should be gradually increased to promote a more thorough investigation of the policy space. This determination can be done using threshold tests. If no further improvement is possible over a reasonable period, then the hyperparameter should be steadily decreased toward its minimum valid value. We will use this scheme in some of our simulations.

This scheme is conceptually supported by statistical thermodynamics. It is known that the entropy of an isolated system can only increase. This leads to the conclusion that entropy is maximized at thermal equilibrium. When the system is not isolated, the maximum entropy principle is replaced by the minimum free energy principle. In the context of the value of information, the Lagrangian is the free energy. This principle states that the Lagrangian cannot increase and therefore reaches its minimum value at thermal equilibrium. By annealing the hyperparameter, the system is always kept either at or near equilibrium. At zero temperature, the system reaches the minimum energy configuration. This corresponds to the situation where we have the best policy.

4 Simulations

In the previous section, we provided an information-theoretic criterion for quantifying the expected increase in rewards associated with transformation-constrained policies. We also developed a means for optimizing this criterion, which provides a probabilistic mechanism for choosing a given arm based on its past history of expected rewards.

In this section, we quantify the empirical performance of the criterion. The aims of our simulations are multi-fold. First, we want to assess the relative performance of our value-of-information-based exploration approach with existing ones. We would also like to gauge how well our results align with theoretical expectations. Secondly, we want to determine how the value-of-information search mechanism investigates the problem domain.

Toward this end, we consider a series of bandit problems with increasing difficulty. We demonstrate that the value-of-information-based VoIMix and AutoVoIMix can effectively address these problems. We first consider the case where the two exploration parameters of VoIMix and AutoVoIMix are fixed to constant values across the rounds. Four temperature parameter values are used to establish the baseline performance and illustrate the effects of a certain amount of weighted-random exploration on each problem. Three mixing coefficient values are used to understand how uniform-random search can aid in finding the best-paying arm by avoiding the sampling bias issue. We then compare these results to the case where the parameters are allowed to adapt according to the cooling schedules given in the previous section. This is done to highlight the regret improvement and empirically justify the two algorithms.

Both VoIMix and AutoVoIMix rely on a hyperparameter that defines the length of a pure-exploration search period. From a theoretical standpoint, the value of this hyperparameter is immaterial, as all valid values will yield the same regret in the limit. Empirically, the hyperparameter value can impact the short-term pay-outs, as we show. This is an important caveat for investigators looking to apply the value of information to practical problems. Choosing good hyperparameter values can be difficult, though, even for AutoVoIMix. We therefore rely on a cross-entropy heuristic for tuning the values across each arm pull. We show that adjusting the hyperparameters yields lower regret and higher pay-outs than the fixed-value case. This indicates that either of our methods could be well suited for real-world bandit applications.

We consider five other bandit algorithms for comparative purposes. Two of these algorithms, $\epsilon$-greedy and soft-max, were chosen due not only to their popularity, but also their commonalities with the value of information. Stochastic, soft-max-based derivatives, such as pursuit methods and reinforcement comparison, are also employed. Both approaches rely on different search mechanisms, which offers experimental variety. Lastly, we consider the deterministic, tuned and un-tuned upper confidence bound approaches. Our simulation results reveal that the value of information outperforms these methods either in general or in specific instances. Explanations for this behavior are provided so that practitioners can determine when to potentially employ a given methodology.
4.1 Simulation Preliminaries

The difficulty of the multi-armed bandit problem is fully characterized by two attributes: the distribution properties used to model the slot machines and the number of slot-machine arms.

For our simulations, the rewards for each of the slot-machine arms were sampled from normal distributions. We originally considered a range of additional distributions, such as uniform, inverse normal, and triangular, but found that the results were highly similar; we therefore only report the findings for the normal distribution.

The means of the slot-machine distributions were chosen uniformly from the unit interval and fixed for the duration of the simulation. We evaluate the algorithms for a variance of $\sigma^2 = 1$, which is fixed. This value corresponds to standard deviations that are one-hundred percent of the interval containing the expected values, which yields a complex problem no matter the number of arms.

Another aspect that changes the difficulty of the problem is the number of slot machines. We evaluate the algorithms for three, ten, and thirty slot machine arms. Three arms leads to fairly easy tasks, while ten arms furnishes marginally difficult ones. Anything amount of arms over thirty arms begins to provide tasks that are challenging. Originally, we considered greater numbers of slot machine arms. However, we found that their relative behaviors are mostly consistent with with the thirty-armed case.

The value of information assumes that an initial policy is supplied. The results in the appendix indicate that regret is independent of the initial policy. Nevertheless, we specify that the initial policies have uniform probabilities, so as to not introduce bias that could lead to simpler problems.

4.2 Value of Information Results and Analysis

4.2.1 Fixed-Parameter Case

We assess the performance of the value of information in two situations: when the parameters $\tau_k$ and $\epsilon_k$ remain fixed across arm pulls during learning and when they are updated automatically. Short-term simulation results for the former case are presented in figure 4.1.

Exploration Amount and Performance. Figure 4.1(a) contains probability simplex plots for VolMix. Such plots highlight the arm-selection probability distributions of the iterates during the learning process for the three-armed bandit problem. They indicate how VolMix is investigating the action space across all of the Monte Carlo trials and if it is focusing on sub-optimal arms.

The optimal action for these three-armed bandit problems is associated with the bottom, left corner of the simplex. We hence expect to see a purple-colored region near this corner of the plot, which would indicate that the optimal action is selected frequently during learning. All of the other corners should have either red- or orange-colored regions, as these actions should not be consistently chosen after a series of initial arm pulls.

The value of information operates under the premise that more information can lead to an increase in accrued rewards due to a more thorough exploration of the action space. The plots given in figure 4.1(a) show that the empirical results are aligned with these expectations, at least for the three-armed bandit case. For a fixed low temperature $\tau_k$, VolMix is reserved in its search due to the effects of the information constraint on the prior. The iterates briefly explore the two sub-optimal arms on the top and right sides of the simplex before congregating on the left half of the simplex. The distribution for the left-hand plot of figure 4.1(a) indicates that the iterates quickly converge to the optimal arm. For high $\tau_k$ values, larger portions of the simplex are investigated before converging to the optimal arm. Between $\tau_k \approx 0.15$ and $\tau_k \approx 1.0$, the simplex distribution does not change greatly for this problem.

Figure 4.1 also contains plots of the average regret as a function of time, the average reward, and the cumulative chance that the optimal arm is chosen. The first two criteria summarize how the methods handled the problem. The third criterion is relevant to assess for applications in which minimizing the number of sub-optimal arm plays is crucial. The averages reported in these plots were derived from a thousand Monte Carlo simulations so as to eliminate the bias of any overly poor or good runs. They are also a function of different parameter choices that correspond to varying amounts of exploration.

Figures 4.1(b) and (c) highlight the effects of the temperature parameter $\tau_k$ on the performance. As $\tau_k$ decreases, the episode-averaged regret tends to drop rapidly during the first few arm pulls. Likewise, the average reward increases more rapidly. The effect becomes much more pronounced as the number of bandit arms is small. Both occurrences are a product of quickly finding either the best-paying arm or well-paying arms. As the number of arms increases, there is a reversal in this trend: larger values of $\tau_k$ begin to yield better long-term results due to the increased exploration that is needed to sample all of the arms.

Figure 4.1(d) captures the cumulative probability of choosing the optimal arm. These plots show that the fixed-parameter case of VolMix was unable to reliably find the best-paying arm with a high probability. As the number of arms increased, the short-term cumulative probability dropped, regardless of the amount of exploration $\tau_k$ that was used. It can be seen, however, that higher amounts of exploration more frequently uncover the optimal arm. This occurrence aligns with the preceding regret and reward results.
As before, these plots highlight the distribution of iterates during the learning process. The iterates should converge to the bottom, left corner of the simplex, which is the optimal action for the three-armed bandit problem when the distribution variance is \( \sigma^2 = 1 \).

The temperature parameter \( \tau_k \) is not the only way to control the search amount in VoIMix. The mixing coefficient \( \epsilon_k \) also dictates how finely the action space will be investigated. For the simulations in figure 4.1, we assumed that the mixing coefficient was 0.1. One in ten arm pulls would therefore be random. Setting it higher, for these problems, often led to increasingly more exploration than was necessary. The rewards dropped and the regret was inflated, the results of which are presented in table B.1(c). Setting the mixing coefficient lower also impacted the results, as the pay-out became worse. Such results are given in table B.1(d).

### 4.2.2 Adaptive-Parameter Case

The results given above are for the case where the parameter values were constant throughout the simulation. This is useful for understanding the algorithmic behaviors in different scenarios. Leaving the parameters fixed can, however, lead to linear regret in the worst case. It is therefore not indicative of the true capabilities of VoIMix, which is known to have logarithmic regret.

We now consider VoIMix and AutoVoIMix when the temperature changes across each arm pull. We also highlight the effects of the hyperparameters and show the performance improvements that can be obtained when choosing them automatically.

**Exploration Amount and Performance.** In figure 4.2, we provide results for both VoIMix and AutoVoIMix over a longer number of iterations. These results are for the cases where \( \tau_k \) and \( \epsilon_k \) are either fixed or automatically tuned according to the cooling schedules given in the previous section.

Plots of the probability simplexes for the tuned versions of VoIMix and AutoVoIMix are given in figure 4.2(a). As before, these plots highlight the distribution of iterates during the learning process. The iterates should converge to the bottom, left corner of the simplex, which is the optimal action for the three-armed bandit case. This occurs for VoIMix: after about 250 to 750 arm pulls, there is high chance selecting the optimal arm. The blue- and green-colored,
Figure 4.2: Long-term results for the value-of-information-based VoIMix and AutoVoIMix for the fixed and variable parameter case. The hyperparameters $d$ and $\theta$ are fixed for each method. The plots in (a) highlight the regions in the action probability simplex that are visited during the simulations for the three-armed bandit problem. The plots in (b), (c), and (d) give the regret, reward, and optimal-arm selection cumulative probability for the three-, ten-, and thirty-armed bandit problem when the distribution variance is $\sigma^2 = 1$. In these plots, the purple curves correspond to VoIMix where the temperature and mixing coefficient are allowed to vary throughout the simulation, according to the cooling schedule given in the previous section. The dark blue curves correspond to AutoVoIMix where the temperature and mixing coefficient are allowed to vary throughout the simulation, according to the cooling schedule given in the previous section. The dark red, orange, green, and light blue curves correspond to the results of VoIMix when the temperature and mixing coefficients are fixed throughout the simulation.

region in the bottom, left corner of the simplex plot corroborates this claim. The dark-purple-colored region in the left, bottom corner of the simplex indicates that the probability of selecting the optimal arm becomes near-unity and stays that way throughout a majority of the learning process. The yellow- and orange-colored portions of the plot indicate that VoIMix heavily considered the arm associated with the bottom-right corner of the simplex early during learning. This was the second-best paying arm in all of our Monte Carlo trials.

Different results were observed for AutoVoIMix. The corresponding probability simplex plot in figure 4.2(a) captures that a large portion of the iterates cluster near the middle of the simplex. Each arm has a near-equieprobable chance of being chosen. This region of yellow and orange colors arises from the iterates for the first 5000 arm pulls, which is when a majority of the exploration is performed. Eventually, the optimal arm was identified. The iterates traced an almost direct path from the middle of the simplex to the bottom, left corner. This path has a slightly more green color than the paths to the other two corners, suggesting that arm probabilities from this part of the simplex were consistently selected later in the learning process. The probability for choosing the optimal arm was high near the end of the learning, which led to the purple-colored region in this corner.

As shown in figure 4.2(b), the regret for the adaptive-parameter case typically improved beyond the results of the fixed-parameter case after several hundred to thousand iterations. The rate at which the regret dropped depended on the number of slot-machine arms. Such events signaled that a high-paying arm was reliably uncovered and consistently chosen with a high probability, which can be gleaned from figure 4.2(d). The total rewards also jumped, after a few thousand arm pulls, compared to the best results for the fixed-parameter case. This can be seen in figure 4.2(c). This event coincided with the end of the perfect exploration period and a decay of the temperature parameter and mixing coefficient. Quantitative comparisons showing that the variable-parameter case yielded better performance...
than the fixed case are provided in table B.2(a) in the appendix.

A drawback of VoIMix is that setting the single hyperparameter can prove difficult. This is because it relies on knowledge of the reward distributions to which gamblers are not privy. We introduced AutoVoIMix as a way to circumvent this issue. However, AutoVoIMix tends to choose subpar arms compared to the non-fixed-parameter version of VoIMix, which can be seen in figure 4.2(d). On average, the regret and total rewards are worse, compared to VoIMix, when relying on parameter annealing, as indicated in figures 4.2(b) and 4.2(c). Quantitative comparisons between the fixed-parameter VoIMix case and variable-parameter AutoVoIMix case are provided in table B.2(b) in the appendix.

**Hyperparameter Values and Performance.** Both VoIMix and AutoVoIMix have a single hyperparameter that must be chosen by the investigator. For VoIMix, we set hyperparameter value \( d_k \) to halfway between zero and the smallest mean reward difference. For AutoVoIMix, we set the hyperparameter \( \theta_k \) in the middle of the valid range. This offered a reasonable period for exploration and hence yielded good performance.

Reducing \( d_k \) or increasing \( \theta_k \) typically shortened the exploration phase, which led to one of two outcomes. One possibility was that the optimal arm was sampled frequently enough for it to be consistently selected after the main exploration phase. The regret was reduced compared to the results shown here. This occurred for bandits with a small number of arms. The other possibility, which occurred frequently, was that an unnecessary amount of arm exploration was performed, especially when dealing with only a few slot-machine arms. The optimal arm could be reliably identified in this case. However, the regret was penalized due to the agent not finding and sticking with the optimal arm sooner. This is highlighted in tables B.3(a) and B.4(a) in the appendix.

Raising \( d_k \) in VoIMix or reducing \( \theta_k \) in AutoVoIMix had a similar effect as this latter case. It led to lengthier periods of exploration. Results are provided in tables B.3(b) and B.4(b) in the appendix. We observed that VoIMix consistently outperformed AutoVoIMix, regardless of the hyperparameter values.

In the previous section, we introduced a cross-entropy-based scheme for adapting the hyperparameters. When using this scheme, the total regret and accrued pay-out for VoIMix improved compared to the situation where the best-performing hyperparameter value was fixed a priori. This is illustrated in table B.5(a) in the appendix. For AutoVoIMix, we witnessed a similar behavior; results are provided in table B.5(b) in the appendix. In either case, we increased the hyperparameter value by twenty percent, over a window of thirty episodes, every time the cross-entropy fell below one third. Once the cross-entropy changed by no more than ten percent across fifty episodes, we decreased the hyperparameter value by thirty percent every twenty episodes.

### 4.2.3 Fixed- and Variable-Parameter Case Discussions

Our simulations have demonstrated that VoIMix and AutoVoIMix are capable of effectively addressing the discrete multi-armed bandit problem. We now discuss aspects of these methods’ results.

**Exploration Amount Discussions.** We considered two possible instances of VoIMix: one where its parameters were fixed another where they varied. Our simulations showed that the latter outperformed the former. This was because a constant amount of exploration might explore either too greatly or not thoroughly enough to achieve good performance. Without the optimal annealing schedule that we provided, substantial trial and error testing would be needed to find reasonable exploration amounts for practical problems.

Our simulation results highlight that the automatically tuned VoIMix outperforms the automatically tuned AutoVoIMix for these bandit problems. This was also witnessed when adjusting the methods’ hyperparameters according to the cross-entropy heuristic. Such results align with our theoretical analyses. AutoVoIMix can only approach logarithmic regret when its hyperparameter value \( \theta_k \) tends toward zero. VoIMix can achieve logarithmic regret in the limit, no matter the value of its hyperparameter \( d_k \) in the valid range.

We have additionally provided distribution plots of the arm-selection probabilities overlaid on the simplex. These plots highlighted that the best-paying arm can be uncovered when the temperature \( \tau_k \) is either fixed or automatically adjusted. We only considered simplex distribution plots for the three-armed bandit problem. It is not possible to produce exact plots of the probability simplex for bandit problems with more arms, since those probability vectors often cannot be losslessly embedded in a three-dimensional domain.

When manually lowering the temperature, the iterates became more focused and targeted the optimal arm more frequently. This is because the temperature value ensures that only the best-paying arm is chosen with a high probability. When raising the temperature, the search process near-uniformly considered a larger portion of the simplex. The chance of choosing an arm approaches that of any other arm. Even when considering \( \tau_k = 1.0 \), which represents a high amount of policy change, the optimal arm could still be uncovered about half of the time. The corresponding simplex plot shows that the iterates do routinely pull the optimal arm after a few thousand plays.

For our simulations, we sorted the arm rewards so that the best-playing arm is in the bottom-left corner of the simplex and the worst playing arm is in the top-middle corner. We thus expected that the iterates would tend to cluster on the bottom half of the simplex. However, the worst-paying arm appears to be played just as frequently as the
second-best paying arm. Additional analysis revealed that this was due to the high variance of the reward distributions: it was often possible for the worst arm to have a better rewards over many arm pulls than the second-best arm. Both arms would therefore have a high probability of being chosen across multiple iterations. The choice of one of these arms over the other changed frequently, which is why the search process near-uniformly investigated these regions of the simplex values of $\tau_k$ away from one.

When automatically tuning the temperature according to VoIMix, the resulting simplex plot indicates that it quickly starts to play the optimal arm. Only the two best-paying arms are routinely sampled, which did not happen in the fixed-parameter case. This materialized due to a steep drop in the exploration rate during training, which would emphasize the selection of arms with high expected rewards. We witnessed this behavior for problems with many more arms. The tuned version of VoIMix will thus likely perform well for real-world bandit problems. It automatically modifies the amount of search exploration in proportion to the intrinsic complexity of the problem. This is a major advantage compared to manually choosing the exploration amount.

For the tuned AutoVoIMix, the center regions of the simplex are more thoroughly explored before the optimal arm is consistently pulled. Such investigations may yield little useful insights about the slot-machine distributions after a few hundred to thousand arm pulls. Many arm pulls will hence be required before the regret can be decreased. This can prove problematic for application domains where the physical time and effort needed to supply rewards to the agent is high; the utility of drug-based treatments in clinical trials is one such example.

Both VoIMix and AutoVoIMix can achieve the same long-term rewards and appear to reliably identify the optimal arm. However, VoIMix does so at a much faster rate, leading to a better short-term regret. If practitioners can rely on auxiliary knowledge about their bandit problems to choose good hyperparameter values, then VoIMix should be favored compared to AutoVoIMix. Otherwise, AutoVoIMix should be utilized, with the understanding that the ease of choosing its hyperparameter is traded off against a, potentially, poor initial regret.

Hyperparameter Value Discussions. An issue faced when using many multi-armed bandit algorithms, including VoIMix and AutoVoIMix, is the proper setting of hyperparameter values by investigators. Such hyperparameters often have a great impact on the corresponding results. They are also difficult to set so that the corresponding regret bounds hold.

To help avoid choosing poor values, we provided a semi-automated scheme of adapting the hyperparameters $d_k$ and $\theta_k$ based upon the policy cross-entropy. This led to improved empirical performance. In the case of VoIMix, this improvement occurred because the hyperparameter $d_k$ was often close to the upper bound of the average reward difference $\min_j (\mu^* - \mu_j)$. Learning happens very quickly over the first few arm pulls compared to when the values of $d_k$ are close to zero. For AutoVoIMix, $\theta_k$ was set to $\theta_k \approx 0.5$, which likewise led to a quick and effective survey of the space. The value of $\theta_k$ was then iteratively decreased toward zero to promote a more judicious sampling of arms that can lead to near-logarithmic regret in the limit.

The reason why this hyperparameter adjustment approach worked is because the rate of reward improvement is connected with the policy cross-entropy. The rate of cost reduction depends on both the current temperature and mixing coefficient values and hence the hyperparameter value. Any changes made to the hyperparameter cause a deformation of the system’s free energy from the Shannon information term in the Lagrangian, at zero temperature, to the distortion term. It is therefore obtaining the global minimizer of the value of information at low values of the temperature and tracking the evolution of this minimum as the temperature parameter is increased by way of the hyperparameter.

Lower hyperparameter values are considered to be better for AutoVoIMix. As the hyperparameter decreases toward zero, so does the power term of the logarithm that defines both the mixing coefficient and the temperature. This causes the regret to eventually approach optimality. A great many arm pulls are needed for this to occur, though, unlike in VoIMix. Raising the hyperparameter value reduces the number of pulls needed for the regret to become optimal. The regret becomes log-squared, however, which leads to worse behaviors than for the baseline case. The expected theoretical performance should be no better than soft-max selection in this situation. Empirically, AutoVoIMix manages to accrue a higher total pay-out than the soft-max-based SoftMix in such instances, as we will show in the next subsection. This could be attributed to the fact that the AutoVoIMix regret has a smaller-magnitude constant factor. The increase in performance could also be due to the additional exploration factor in the probability mass assignment.

4.3 Methodological Comparisons

To provide context for these results, we have compared the value of information to other commonly used approaches for addressing the bandit problem. These include epsilon-greedy, soft-max, pursuit, and reinforcement-comparison exploration, all of which are stochastic. We also consider the deterministic upper-confidence-bound method. As before, the results given are averaged over a thousand Monte Carlo trials.
4.3.1 Stochastic Methods: \(\epsilon\)-Greedy and Soft-Max

The \(\epsilon\)-greedy-based GreedyMix and soft-max-based SoftMix [26] are two of the more popular heuristic approaches for solving multi-armed bandits. GreedyMix is based upon the principle of taking random actions and random times and greedily choosing the best-paying arm in all other instances. SoftMix relies on a weighted-random approach to arm selection, similar to VolMix and AutoVolMix. That is, it weights each of the arms according to their expected pay-outs and stochastically chooses an arm using those weights.

Results for GreedyMix and SoftMix are given in figures 4.3 and 4.4, respectively. Despite only achieving a log-squared regret, SoftMix does well in the short term due to its weighted-random style of search. It accounts for the expected reward when deciding whether or not to explore new arms. Accurate means for well-paying arms are also created, which aids in choices that will initially reduce regret and improve rewards by a substantial amount; this can be seen in figures 4.3(b) and 4.3(c).

GreedyMix, in contrast, merely selects arbitrary arms, regardless of their quality. This haphazard selection can impede exploration early in the learning process, as sub-optimal arms may be frequently chosen. Poorer results than SoftMix are usually returned. This can be seen when comparing the plots from figures 4.3(b)–(d) to those from figures 4.4(b)–(d).

Figures 4.3(a) and 4.4(a) illustrate that GreedyMix and SoftMix yield probability distributions that resemble those for the fixed-parameter VolMix. Low amounts of exploration perform best for the three-armed bandit problem. The iterates tend to congregate in bottom-left corner of the simplex, which corresponds to the best-paying arm. The only exception is the right-most simplex plot in figure 4.3(a). The iterates continuously explore the entire simplex, since a new action is randomly chosen at each step.

Compared to VolMix, both SoftMix and GreedyMix perform worse. GreedyMix will sometimes uniformly sample sub-optimal arms during the exploration phase. Its regret for the best-performing policy is thus higher, while the
Likewise, it can be inferred, from figures 4.3 and 4.4, that both GreedyMix and SoftMix outperformed the pursuit method in the short term.

The methods that we have considered thus far are based on choosing arms according to their estimated expected value. Pursuit algorithms operate in a different fashion. Initially, they assign uniform probabilities to each arm. At each turn, more probability mass is given to the arm with the highest expected reward. Mass is removed from other arms, regardless of their estimated average rewards, at a rate determined by a learning factor. It has been demonstrated that such a scheme will converge, in a probably-approximately-correct sense, to the globally optimal policy. No formal regret bounds are currently available, though.

Results for the pursuit method are given in figure 4.5. Due to the way that exploration is performed, higher learning rates yielded better results than lower learning rates. Regardless of the learning rate, though, it is apparent that VolMix produced sequences of arm pulls with better cumulative rewards and hence better regret. Likewise, it can be inferred, from figures 4.3 and 4.4, that both GreedyMix and SoftMix outperformed the pursuit method in the short term.

4.3.2 Stochastic Methods: Pursuit and Reinforcement Comparison

The aforementioned stochastic exploration strategies are not the only ones available for addressing the multi-armed bandit problem. There are several others that can be applied, and we evaluate two of these, reinforcement comparison [1] and pursuit algorithms [30, 31], both of which are nonparametric.

The methods that we have considered thus far are based on choosing arms according to their estimated expected value. Pursuit algorithms operate in a different fashion. Initially, they assign uniform probabilities to each arm. At each turn, more probability mass is given to the arm with the highest expected reward. Mass is removed from other arms, regardless of their estimated average rewards, at a rate determined by a learning factor. It has been demonstrated that such a scheme will converge, in a probably-approximately-correct sense, to the globally optimal policy. No formal regret bounds are currently available, though.

Results for the pursuit method are given in figure 4.5. Due to the way that exploration is performed, higher learning rates yielded better results than lower learning rates. Regardless of the learning rate, though, it is apparent that VolMix produced sequences of arm pulls with better cumulative rewards and hence better regret. Likewise, it can be inferred, from figures 4.3 and 4.4, that both GreedyMix and SoftMix outperformed the pursuit method in the short term.
Reinforcement comparison methods are similar to pursuit methods, in that they maintain distributions over actions that are not directly derived from the empirical means. The way that they update these distributions sidesteps the biased-sampling issue. In particular, reinforcement comparison employs a two-step process. First, an estimate of the average pay-out for all slot machines is constructed. Second, more probability mass is given to those machines whose rewards exceed the overall average; machines that underperform have mass removed. The assignment of probability mass is based upon a Gibbs distribution. Previous analyses have revealed that this two-step process is guaranteed to converge to the optimal policy. However, no regret bounds have been made available as of yet.

Figure 4.6 presents the findings for reinforcement comparison. The plots show that this type of approach trailed modestly behind the tuned version of VoIMix. The time-averaged regret for reinforcement comparison is relatively high in the beginning and catches up with that from VoIMix. This lag is caused by the need to reliably estimate the expected reward for all machines. Over many episodes, the regret from VoIMix will be almost zero, as we showed in figure 4.2. The regret for reinforcement comparison stalls after a few hundred episodes; it does not appear to reach approximately zero regret on the same time scale as VoIMix.

4.3.3 Deterministic Methods: Upper Confidence Bound

One of the most widely studied strategies for addressing multi-armed bandits are the deterministic upper-confidence-bound schemes [12, 32]. They operate under the principle of optimism in the face of uncertainty. This entails choosing actions under the assumption that the unknown mean pay-offs of each arm is as large as plausibly possible, based on the previously observed samples.

There are many versions of the upper-confidence-bound idea. The simplest of these starts by pulling each arm once, from which it begins to construct an estimate of the arms’ empirical means. It then greedily picks the arm with the highest pay-out, subject to an arm-frequency constraint [27]. This constraint ensures that arms that have not been played often, perhaps due to poorly estimated means, will eventually be selected. A permutation of this idea, called tuned upper confidence bound [33], takes into account both the means and the variance of the arm pay-outs, which purportedly aids in dealing with high-variance slot machines. Most, if not all, upper-confidence-bound approaches are known to achieve logarithmic regret without the need for parameter tuning.

The un-tuned upper-confidence-bound method results are presented in figures 4.3–4.6. The tuned variant produced virtually identical results for these problems, so those results are not shown in these plots. Both methods generated reasonably good time-averaged regret, per round, at the beginning of the simulations. In many cases, their initial performance exceeded that of the tuned VoIMix. The upper-confidence-bound methods also outperformed the remaining stochastic exploration approaches. They did converge much more slowly to the optimal arm than VoIMix, though. This led to lower pay-outs over a much larger set of plays.
The optimal arm was rarely identified, even after adjusting the learning-rate parameter. Below, we discuss aspects of the obtained simulation results.

\textbf{ε-Greedy and Soft-Max Discussions.} Our simulations indicated that the performance of SoftMix exceeded that of GreedyMix. In the long-term, GreedyMix should improve beyond SoftMix, especially if the currently known regret bounds are tight. This is because an unlucky sampling of arms in SoftMix can bias the expected returns and favor suboptimal arms. The optimal arm may have a low probability of being sampled, especially after many pulls. In contrast, all arms have the equal chance of being selected during the exploration phase of GreedyMix. Any poorly estimated reward means, especially that of the optimal arm, can hence be made more precise. The optimal arm will therefore be chosen more frequently once this occurs.

Despite both methods achieving a logarithmic regret, VoIMix outperformed the fixed-parameter GreedyMix over the first few hundred arm pulls. This was also observed in the case where the parameters for GreedyMix were annealed across arm pulls. This discrepancy is likely due to the constant regret complexity factors, which are typically excluded. Those factors for VoIMix have a lower magnitude than those for GreedyMix.

\textbf{Pursuit and Reinforcement Comparison Discussions.} Both VoIMix and AutoVoIMix perform well since they avoid a biased sampling of sub-optimal arms. Pursuit methods, in contrast, are highly susceptible to such issues. These types of algorithms only consider the expected reward associated with the current-best arm when assigning probability mass. The rewards of all other arms are ignored, unlike in soft-max-based selection, which provides little opportunity to recover from a poor arm selection after a few iterations. We found that low-reward policies were formulated rather frequently, in practice. The regret tended to plateau to a sub-optimal value in just a few arm pulls. The optimal arm was rarely identified, even after adjusting the learning-rate parameter.

Reinforcement comparison behaved comparably to both GreedyMix and SoftMix for the problems that we considered. In high-variance cases, it sometimes excelled beyond these two approaches. Such behavior is largely due to...
its mean-discrimination capabilities. That is, reinforcement comparison would typically waste only a few pulls on low-mean arms that had unusually high rewards for a few rounds. Once a better estimate of the expected reward began to form these sub-optimal arms, it would quickly switch to others. Substantial parameter tuning was needed for this shift to happen without greatly impacting regret, though. This contrasts with approaches like VolMix, where good performance was obtained without significant experimentation.

**Upper-Confidence-Bound Discussions.** Our simulations revealed that while upper-confidence-bound methods achieve superior performance during the first hundred arm pulls, it lags behind VolMix over a longer number of plays. This behavior likely stems from the greedy arm-selection process of the upper-confidence-bound methods. Initially, only the highest-performing slot machine will be chosen by these methods, as the arm-frequency constraint will do little to sway the selection. This arm may be sub-optimal, yet have an unusually high reward due to the variance. The optimal arm, in contrast, may have had an uncharacteristically low reward the round that it was chosen, causing it to be ignored until later in the learning phase when the arm-frequency constraint will ensure that it is picked. Stochastic approaches have more opportunities to choose optimal arms that, initially, appear to be sub-optimal.

Both the tuned and untuned upper-confidence-bound methods yielded near-identical regrets and rewards in our simulations. Increasing the arm variance did little to change the results. The pay-outs accrued by each of the algorithms that we consider thus appear to only be affected by two characteristics. These are the number of slot-machine arms and the mean separation of the corresponding machine distributions.

This finding has ramifications for the types of regret bounds that investigators can expect to obtain. It also informs about the methodological traits that should be emphasized when developing new bandit algorithms. Such a suggestion runs counter to recent theoretical endeavors that have focused on obtaining improved regret bounds by considering the second-order reward moments of specific distributions. Nevertheless, our results indicate that accounting for high-order moments of the reward distribution will not prove fruitful, as the type of reward distribution had only a marginal effect on the algorithm behaviors and performance. This is a trait exhibited not only by the value of information, but also for the other stochastic and deterministic approaches that we considered here.

## 5 Conclusions

In this paper, we have proposed an information-theoretic method for the optimal exploration of discrete, stochastic multi-armed bandits. Our approach is based on a value of information criterion, which defines a type of free-energy extremization problem.

Optimization of the value-of-information criterion gives rise to a soft-max-like policy search. Exploration is therefore driven by weighted randomness. The weights are determined by a parameterized Gibbs distribution, which operates on the rewards associated with pulling various arms. The parameter, a type of inverse temperature, dictates the amount of exploration that is conducted in the policy space.

A purely soft-max-based action selection suffers from a well-known flaw. That is, an infinite number adjustments of the inverse temperature parameter are needed to convert from a purely random exploration of the policy space to pure exploration. To resolve this issue, we created a mixture model from the Gibbs distribution that can more effectively transition from one extreme to the other. This model defines the action-selection probabilities to be a mixture of the exponential-based Gibbs-distribution component and a uniform-distribution component. The influence of either of these components is determined by a single mixing parameter.

Both mixture-model parameters have a profound impact on the accrued rewards. We considered two possible means of automatically tuning the parameters during the search process. The first approach, VolMix, is optimal, as it achieves logarithmic regret for the multi-armed bandit problem. It does, however, rely on a user-specified term that is difficult to set since it relies on details about the problem that are not normally available a priori. This limits its practical use. The second approach, AutoVolMix, is nearly optimal, as it can be arbitrarily close to logarithmic regret. The user-selectable term is much easier to set for this case, though.

We assessed the search capability of the value of information through a battery of simulations. When manually choosing the amount of exploration, VolMix performs similarly or outperforms conventional heuristics, such as $\epsilon$-greedy and soft-max selection, in terms of regret and overall reward. When annealing the exploration amount, both VolMix and AutoVolMix outperformed these criteria. This was expected. $\epsilon$-greedy does not account for the reward associated with action choices. It is therefore possible for poor rounds of initial exploration to occur, which limits the short-term obtainable rewards. This occurs whether the amount of exploration is either manually fixed or automatically chosen so as to achieve logarithmic regret. Soft-max selection, in contrast, is not known to exhibit logarithmic regret. Existing implementations of soft-max selection also have the flaw that the consistent sampling some sub-optimal arm may prevent the optimal arm from being sampled enough.

We also analyzed the performance of the tuned and untuned versions of VolMix against AutoVolMix. The former leads to steep drops in regret due to an effective action exploration, provided that the parameter values are in the valid range. The regret for the tuned VolMix approach is often better than the best fixed-exploration-amount cases after
only a few hundred arm pulls. The optimal arms are routinely identified with a probability near one. AutoVoIMix, in contrast, has the tendency to unnecessarily search the action space. A great many arm pulls are needed for the regret to become small, even when its hyperparameters are tuned according to our cross-entropy heuristic. While both VolMix and AutoVoIMix can achieve the same regret and instantaneous pay-out in the limit, the former would be poorly suited for real-world, time-sensitive bandit problems where few arm pulls are made before learning stops.

Our theoretical analyses indicate that an adaptation of the exploration rate is needed for the value of information to achieve optimal regret. This was corroborated by our simulation results: fixed amounts of exploration led to poorer results. We have witnessed similar behaviors for the multi-state, multi-action case. In our future work, we will ascertain if any of the theory from this paper can be applied to the multi-state case so that the optimal average cost improvement can be obtained per episode.

Appendix A

In this section, we provide a proof of the logarithmic regret for algorithm 3.1. We do this by showing that we can obtain, for $E[\pi_k^n]$, an upper bound of $O(1/k)$ for any sub-optimal slot-machine arm. Here, $\pi_k^n$ is the probability that $I_{k+1}^n = 1$. From this result, logarithmic regret easily follows, since the sum of the difference in optimal and sub-optimal reward means for each arm is equal to $O(\log(k))$.

It is important to note that the expected value of $\pi_k^n$ can be obtained after any number $k$ of arm pulls. This is a distinction compared to other regret results in the literature, which are valid only for $k$ going to infinity.

We first provide a meaningful intermediate bound that will be useful throughout our subsequent analyses.

**Proposition A.1.** For algorithm 3.1, the probability of selecting a sub-optimal arm $a^i \in A$ at iteration $k$ is bounded by

$$E[\pi_k^n] \leq E\left[\Pi_{i=1}^{k-1} \exp(\eta_i, \delta^i - k\eta_i, \delta^i) \exp\left(\varphi_c(\eta_s) \left(\frac{|A|}{\gamma_s} - \delta^i\right)\right)\right] + \frac{\gamma_k}{|A|}.$$

Here, $\delta^i$ is the difference in expected pay-outs, $\delta^i = \mu^s - \mu^i$, for the optimal $\mu^s$ versus non-optimal $\mu^i$ arms. The function $\varphi_c(\eta_s)$ is given by $\varphi_c(\eta_s) = (e^{cm} - cn_{s-1})/\eta_s^2$.

**Proof:** We introduce a random variable $V^j_p = X^j_p/\pi_k^n$ if $I_p = j$ and zero otherwise. It can be seen that $V^j_p \leq 1/\pi_k^n$ and that $1/\pi_k^n \leq |A|/\gamma_p$. Both of these facts are implicitly used.

In what follows, we systematically bound the expected value of the policy. Toward this end, we note that the following relationships hold for $E[\pi_k^n]$,

$$(1 - \gamma_k)E\left[\frac{\exp(\sum_{i=1}^{k-1} \eta_i V^i_s)}{\sum_{j=1}^{|A|} \exp(\sum_{i=1}^{k-1} \eta_i V^i_j)}\right] + \frac{\gamma_k}{|A|} \leq (1 - \gamma_k)E\left[\frac{\exp(\sum_{i=1}^{k-1} \eta^i s)}{\exp(\sum_{i=1}^{k-1} \eta^i s)}\right] + \frac{\gamma_k}{|A|} = (1 - \gamma_k)E\left[\exp\left(\sum_{i=1}^{k-1} \eta_i V^i_s - \eta_i V^i_s^*\right)\right] + \frac{\gamma_k}{|A|}$$

where the inequality is due to the definition of the random variable $V^j_p$. The equality follows from the fact that the fractional exponential terms inside the expectation can be combined into a single expression. We now refine this bound so that we can eventually show that it is the reciprocal of the number of arm pulls. We begin by factoring out the summation of $\eta_i V^i_s - \eta_i V^i_s^*$ terms inside the exponential function. Continuing from above,

$$= (1 - \gamma_k)E\left[\Pi_{i=1}^{k-1} \exp(\eta_i, V^i_s - V^i_s^*) | J_{s-1} \right] + \frac{\gamma_k}{|A|} \leq \Pi_{i=1}^{k} \exp(\eta_i, \delta^i - k\eta_i, \delta^i) E\left[\exp(\eta_i Z_i^s) | J_{s-1}\right] + \frac{\gamma_k}{|A|} \leq \Pi_{i=1}^{k} \exp(\eta_i, \delta^i - k\eta_i, \delta^i) E\left[\exp(\eta_i Z_i^s) | J_{s-1}\right] + \frac{\gamma_k}{|A|}.$$

In the last step, we multiplied and divided by an exponential quantity $\exp(k\eta_i (\mu^s - \mu^i) - \eta_i (\mu^s - \mu^i))$. We also dropped the multiplicative factor $1 - \gamma_k$. In this expression, $Z_i^s = \delta^i + V^i_s - V^i_s^*$ is another random variable.

To further refine the bound for $E[\pi_k^n]$, we need to deal with the factor $E[\exp(\eta_i Z_i^s) | J_{s-1}]$. We will rely on a Taylor expansion of the exponential function to do this. This results in the expression $E[\exp(\eta_i Z_i^s) | J_{s-1}] \leq E[1 + \eta_i Z_i^s | J_{s-1}]$, each term of which can be dealt with independently.

We first note that the conditional expectation, for each $s$, is given by the following expression $E[Z_i^s | J_{s-1}] = E[V_i^s | J_{s-1}] - E[V_i^s | J_{s-1}] + \delta^i$, which is zero. Next, we bound the conditional variance, for each $s$, $E[Z_i^s | J_{s-1}]$. It can be seen that $E[Z_i^s | J_{s-1}] = E[(V_i^s - V_i^s)^2 | J_{s-1}] - \delta^i$. Expanding the squared term, we find that the conditional variance is equal to the sum of four factors. The factor $E[V_i^s V_i^s | J_{s-1}] - 2E[V_i^s V_i^s | J_{s-1}]$ can be
dropped. After expanding the remaining expectation terms, we find that
\[
E[\pi_k]\leq \mathbb{E}\left[ \prod_{s=1}^{k-1} \exp(\eta_s \delta_s - k \eta_s \delta_s) \mathbb{E}\left[ 1 + \eta_s Z_s^i + Z_s^i \varphi_c(\eta_s) \middle| J_{s-1} \right] \right] + \gamma_k \left| \mathcal{A} \right|
\]
\[
\leq \mathbb{E}\left[ \prod_{s=1}^{k-1} \exp(\eta_s \delta_s - k \eta_s \delta_s) \left( \mathbb{E}\left[ \frac{X_s^i X_s^i}{\pi_s^i \pi_s^i} J_s \middle| J_{s-1} \right] + \mathbb{E}\left[ \frac{X_s^i X_s^i}{\pi_s^i \pi_s^i} J_{s-1} \right] \right) - \delta^i \delta_s^i \right) \right] + \gamma_k \left| \mathcal{A} \right|
\]
which is the desired bound.

We now show that algorithm 3.1 achieves logarithmic regret for the first choice of \( \tau_k \). A proof for the second choice of \( \tau_k \) in algorithm 3.1 is similar and therefore omitted.

**Proposition A.2.** The probability of selecting a sub-optimal arm \( a^i \in \mathcal{A} \) at iteration \( k \) of the value-of-information update in algorithm 3.1 is \( E[\pi_k] = O(1/k) \). This holds under the assumption that \( \gamma_k = \min(1, 5|\mathcal{A}|/kd^2) \) and \( \tilde{\tau}_k = \log(1 + dc_k/(c_k - 1))/c_k \) with \( c_k = 2|\mathcal{A}|/\gamma_k + 1 \). It also holds when using \( \tau_k = \log(1 + dc_k/\tau_k)/c_k \), with \( c_k = 2|\mathcal{A}|/\gamma_k - d^2 \), to iteratively update the temperature parameter.

**Proof:**

\[
E[\pi_k] \leq (1 - \gamma_k) \exp\left( -\sum_{s=1}^{k-1} \eta_s d - \varphi_c(\eta_s) \sigma_s^2 \right) + \gamma_k \left| \mathcal{A} \right|
\]

where \( \sigma_s^2 = 2|\mathcal{A}|/\gamma_s - d^2 \). We now write \( \eta_s = \log(1 + k_s c_s/\sigma_s^2)/c_s \), where \( k_s = d \). We apply an elementary logarithmic identity to bound \( \eta_s \): \( \log(1 + k_s c_s/\sigma_s^2) \geq 2k_s/|s, 2k_s + c_s c_s| \). Therefore,

\[
E[\pi_k] \leq (1 - \gamma_k) \exp\left( -\sum_{s=1}^{k-1} \eta_s k_s - \left( \frac{\exp(c_s \eta_s - 1)}{c_s} - \frac{2k_s}{c_s(2\sigma_s^2 + k_s c_s)} \right) \sigma_s^2 \right) + \gamma_k \left| \mathcal{A} \right|
\]

where \( \exp(c_s \eta_s - 1) = k_s c_s/\sigma_s^2 \) due to the fact that \( \eta_s = \log(1 + k_s c_s/\sigma_s^2)/c_s \). Substituting the variables \( c_s, k_s, \) and \( \sigma_s^2 \), we find that \( k_s^2/(2\sigma_s^2 + k_s c_s) \geq \gamma_s/|\mathcal{A}| \). The factor of \( 5|\mathcal{A}| \) arises as a lower bound for the denominator of \( k_s^2/(2\sigma_s^2 + k_s c_s) \) since \( 2\sigma_s^2 + k_s c_s = |\mathcal{A}| + d|\mathcal{A}| + \gamma_s (d - 2d^2) \). We therefore obtain that \( E[\pi_k] \leq q \exp(-\log(k-1) + d^2 \gamma_s/|\mathcal{A}|) \), where the constant \( q \) represents the regret accumulated for indices \( s \) up to a finite point. It is immediate that \( E[\pi_k] \leq q/(k-1) + d^2 \gamma_s/|\mathcal{A}| \) after canceling out the logarithmic and exponential functions.

For the second choice of the temperature \( \tau_k \) in algorithm 3.1, we can provide non-averaged bounds on the probability \( \pi_k \) of choosing a sub-optimal arm \( a^i \). This result shows just how much \( \pi_k \) can change across iterations. It is difficult to replicate this result for the first temperature update.

**Proposition A.3.** The probability of selecting a sub-optimal arm \( a^i \in \mathcal{A} \) at iteration \( k \) of the value-of-information update in algorithm 3.1 is \( \gamma_k/|\mathcal{A}| \leq \pi_k \leq \gamma_k/|\mathcal{A}| + (1 - \gamma_k)/k \) with probability \( 1 - k\omega_k^2 \) for \( 0 < \omega_k^2 < 1 \). This holds under the assumption that \( \gamma_k = \min(1, 5|\mathcal{A}|/kd^2) \) and \( \tau_k = \log(1 + dc_k/(c_k - 1))/c_k \), with \( c_k = 2|\mathcal{A}|/\gamma_k + 1 \), are used to update the bias and temperature parameters, respectively.

**Proof:**

The bound \( \gamma_k/|\mathcal{A}| \leq \pi_k \) on the left-hand side is evident. It is simply the exploration probability for arm \( a^i \in \mathcal{A} \) when drawn from the uniform distribution term.

The bound \( \pi_k \leq \gamma_k/|\mathcal{A}| + (1 - \gamma_k)/k \) on the right-hand side follows from our above results and various probabilistic inequalities. We first note that, for \( \pi_k \), the following holds

\[
(1 - \gamma_k)\left( \frac{\exp(\sum_{s=1}^{k-1} \eta_s V^i_s)}{\sum_{j=1}^{|\mathcal{A}|} \exp(\sum_{s=1}^{k-1} \eta_s V^j_s)} \right) + \gamma_k \left| \mathcal{A} \right| \leq (1 - \gamma_k)\left( \frac{\exp\left( \sum_{s=1}^{k-1} \eta_s V^i_s - \eta_s V^* \right)}{\sum_{j=1}^{|\mathcal{A}|} \exp(\sum_{s=1}^{k-1} \eta_s V^j_s)} \right) + \gamma_k \left| \mathcal{A} \right|
\]

where we have defined the random variable \( V_k^i = X_k^i/\pi_k^i \) if \( I_k^i = 1 \) and zero otherwise. Using the Markov inequality, we obtain that

\[
(1 - \gamma_k)p\left( \frac{\exp\left( \sum_{s=1}^{k-1} \eta_s V^i_s - \eta_s V^*_s > 1/k \right)}{k} \right) + \gamma_k \left| \mathcal{A} \right| \leq kE \left[ \prod_{s=1}^{k} \exp(\eta_s - k\eta_s)E\left[ \exp(\eta_s Z^i_s) \middle| J_{s-1} \right] \right] + \gamma_k \left| \mathcal{A} \right|
\]
where $Z_k^i = V_k^i - V_k^*$ is a random variable used to describe the difference in probabilistically-weighted rewards.

We introduce another random variable $Q_{k-1}^i = \prod_{s=1}^{k-1} \exp(\eta_s V_s^i - \eta_s V_s^*)$ to model the product of exponential terms. Observe that $Q_{k-1}^i = (V_k^i - V_k^*)/Q_{k-2}^i$. Also note that $E[Q_{k-1}^i] = E(Q_{k-1}^i|J_{k-2})$, where $J_{k-2}$ is $\sigma(V_s^i, 1 \leq p \leq k-2)$ with $k \geq 3$.

From what we derived above, we have $E[Z_k^i|J_{k-2}] = -\delta^i$. We also have $E[Z_k^i] = \delta^i$. It can be seen that $Z_k^i \leq |A|/\gamma_k - 1$ and hence that $Z_k^i/c_k - 1 \leq 1/2$. Lastly, we have $1/\gamma_k - 1 \leq 1$ since $\log(1 + d c_k - 1/(c_k - 1)) = \log(1 + d + d c_k - 1/2|A|) < 1$ for small values of $d$.

We thus get that $E[Q_{k-1}^i] \leq (1 - \eta_k - \delta^i + \eta_k^2 / \gamma_k - 1) Q_{k-1}^i$ and

$$p \left( \exp \left( \sum_{s=1}^{k-1} \eta_s V_s^i - \eta_s V_s^* > 1/k \right) \right) \leq k E \left[ \prod_{s=1}^{k-1} \exp(\eta_s - k \eta_s) E \left[ 1 + \eta_s Z_s^i + \eta_s^2 Z_s^i Z_s^i | J_{s-1} \right] \right] \leq k \left( 1 - \eta_k - \delta^i + \eta_k^2 / \gamma_k - 1 \right) \prod_{s=1}^{k-1} \exp(\eta_s V_s^i - \eta_s V_s^*) \cdot$$

The multiplicative factor $\eta_s Z_s^i + \eta_s^2 Z_s^i Z_s^i$ can be bounded below as follows $\eta_s Z_s^i + \eta_s^2 Z_s^i Z_s^i \geq d \eta_k - d \eta_k - (1 + d c_k - 1/\gamma_k - 1)^2/2 \geq \omega_{p'}^s$, where $\omega_{p'}^s > 0$. This follows from the fact that $2 \eta_k - 1/\gamma_k - 1$ is equal to $\sigma_k^2 - \log(1 + d c_k - 1/\gamma_k - 1))/(c_k - 1)$, where $\sigma_k^2 - 1/c_k - 1 < 1$, along with an application of a logarithmic inequality. Setting $\omega_{p'}^s = 1 - \omega_{p'}^s$, we arrive at $E[Q_{k-1}^i] \leq \omega_{p'}^s Q_{k-1}^i$. Therefore, $p(\exp(\sum_{s=1}^{k-1} \eta_s Z_s^i) > 1/k) < k \omega_{p'}^s$.

As we noted above, a principled guess for the parameter $d$ is needed, for algorithm 3.1, to adjust the temperature parameter. This guess implicitly requires knowledge of the unknown slot-machine expected values $\mu^s$, for $a^s \in A(a^*)$, let alone the optimal expected value $\mu^*$ for $a^* \in A$. Neither of these quantities can be reliably obtained a priori. For this reason, we introduced an alternative in algorithm 3.2, which provides a means of adjusting the temperature parameter with an easier-to-set temperature $\theta$.

We now show that algorithm 3.2 can achieve logarithmic regret.

**Proposition A.3.** The probability of selecting a sub-optimal arm $a^s \in A$ at iteration $k$ of the value-of-information update in algorithm 3.2 is $E[\pi_k^s] = O(\log^{2\theta}(k)/k)$. This holds under the assumption that $\gamma_k = \text{min}(1, 5 |A| \log^{2\theta}(k)/k)$ and $c_k = (1 + c_k \log^{-\theta}(k)/(2 c_k - 2))/c_k$ with $c_k = |A|/\gamma_k + 1$.

**Proof:** From propositions A.1 and A.2, it can be shown that

$$E[\pi_k^s] \leq (1 - \gamma_k) \exp \left( - \sum_{s=1}^{k-1} \eta_s k_s - \varphi_c(\eta_s) \sigma_s^2 \right) + \gamma_k \frac{\gamma_k}{|A|} \leq \exp \left( - \sum_{s=1}^{k-1} \frac{k_s^2}{2 \sigma_s^2 + k_s c_s} \right) + \gamma_k \frac{\gamma_k}{|A|}$$

for $k_s = \log^{-\theta}(s)$ and $\sigma_s^2 = 2 |A|/\gamma_s^s$. The summation terms $k_s^2/(2 \sigma_s^2 + k_s c_s)$ can be further bounded by $\gamma_s \log^{-2\theta}(s)/2|A|$. After substituting the expression for $\gamma_k$ in $\gamma \log^{-2\theta}(s)/2|A|$, we find that $E[\pi_k^s] = O(1/k)$. Plugging in the form of $\gamma_k$ in the exploration term $\gamma_k/|A|$ yields $E[\pi_k^s] = O(\log^{2\theta}(k)/k)$.

The expected regret when using this algorithm is $O(\log(1 + 2\theta))$. The regret can be made infinitesimally close to logarithmic by choosing a small, non-zero value of $\theta$. Note, however, values of $\theta$ have an inverse relationship with the number of arm pulls. For $\theta$ to be as small as possible, a great many arm pulls must be made to reach the expected regret bound.
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## Appendix B

### Performance Difference, Increased Weighted-Random Exploration ($\tau_k = 0.1$ to $\tau_k = 1.0$)

| Rounds      | Regret Change | Pay-out Change |
|-------------|---------------|----------------|
| 0 to 50     | $+47.47 \pm 7.99$% | $-63.73 \pm 14.20$% |
| 51 to 150   | $+48.79 \pm 4.96$% | $-75.38 \pm 9.55$%  |
| 151 to 250  | $+53.78 \pm 4.12$% | $-72.01 \pm 9.43$%  |

### Performance Difference, Decreased Weighted-Random Exploration ($\tau_k = 0.1$ to $\tau_k = 0.01$)

| Rounds      | Regret Change | Pay-out Change |
|-------------|---------------|----------------|
| 0 to 50     | $+13.04 \pm 1.77$% | $+1.06 \pm 6.62$% |
| 51 to 150   | $+26.10 \pm 1.82$% | $-7.11 \pm 5.46$% |
| 151 to 250  | $+31.63 \pm 1.58$% | $-4.43 \pm 5.38$% |

### Performance Difference, Increased Uniform-Random Exploration ($\tau_k = 0.1$, $\epsilon_k = 0.16$ to $\epsilon_k = 0.33$)

| Rounds      | Regret Change | Pay-out Change |
|-------------|---------------|----------------|
| 0 to 50     | $+19.56 \pm 3.86$% | $-15.52 \pm 5.39$% |
| 51 to 150   | $+29.02 \pm 3.34$% | $-22.57 \pm 4.78$% |
| 151 to 250  | $+34.13 \pm 3.25$% | $-23.42 \pm 4.92$% |

### Performance Difference, Decreased Uniform-Random Exploration ($\tau_k = 0.1$, $\epsilon_k = 0.16$ to $\epsilon_k = 0.01$)

| Rounds      | Regret Change | Pay-out Change |
|-------------|---------------|----------------|
| 0 to 50     | $+16.07 \pm 2.08$% | $-6.67 \pm 4.22$% |
| 51 to 150   | $+14.33 \pm 1.95$% | $-2.15 \pm 4.03$% |
| 151 to 250  | $+13.92 \pm 1.94$% | $-1.64 \pm 3.92$% |

### Table B.1: VoIMix performance comparison when changing the amount of exploration. Results are averaged over the 3-, 10-, and 30-armed bandit cases and for $\sigma = 1$. Positive regret percentages and negative pay-out percentages indicate that the change led to worse results.

### (a) Performance Difference, Best Fixed-Parameter Case ($\tau_k = 0.1$, $\epsilon_k = 0.16$) versus Tuned VoIMix

| Rounds      | Regret Change | Pay-out Change |
|-------------|---------------|----------------|
| 0 to 5000   | $-52.03 \pm 45.89$% | $+137.31 \pm 79.18$% |
| 5001 to 15000 | $-62.19 \pm 40.14$% | $+144.21 \pm 66.40$% |
| 1501 to 25000 | $-67.97 \pm 36.17$% | $+151.10 \pm 49.72$% |

### Table B.2: Fixed-parameter VoIMix versus automatically-tuned-parameter VoIMix/AutoVoIMix performance comparison. Results are averaged over the 3-, 10-, and 30-armed bandit cases and for $\sigma = 1$. Positive regret percentages and negative pay-out percentages indicate that the change led to worse results.

### (b) AutoVoIMix Performance Difference, Fixed Hyperparameter Case versus Automatically Tuned

| Rounds      | Regret Change | Pay-out Change |
|-------------|---------------|----------------|
| 0 to 5000   | $+30.84 \pm 19.86$% | $-7.89 \pm 22.12$% |
| 5001 to 15000 | $+32.75 \pm 30.90$% | $-4.73 \pm 18.60$% |
| 1501 to 25000 | $-39.47 \pm 10.23$% | $+33.57 \pm 10.56$% |

### Table B.3: VoIMix performance comparison when changing the exploration duration. Results are averaged over the 3-, 10-, and 30-armed bandit cases and for $\sigma = 1$. Positive regret percentages and negative pay-out percentages indicate that the change led to worse results.

### (a) Tuned VoIMix Performance Difference, Shorter Exploration Phase ($d \approx 0$)

| Rounds      | Regret Change | Pay-out Change |
|-------------|---------------|----------------|
| 0 to 5000   | $-5.24 \pm 3.12$% | $+8.63 \pm 4.27$% |
| 5001 to 15000 | $+6.39 \pm 3.86$% | $-10.04 \pm 6.05$% |
| 1501 to 25000 | $+12.51 \pm 4.75$% | $-18.95 \pm 7.84$% |

### Table B.4: AutoVoIMix performance comparison when changing the exploration duration. Results are averaged over the 3-, 10-, and 30-armed bandit cases and for $\sigma = 1$. Positive regret percentages and negative pay-out percentages indicate that the change led to worse results.

### (b) AutoVoIMix Performance Difference, Longer Exploration Phase/Log Regret ($d \approx \log_j$)

| Rounds      | Regret Change | Pay-out Change |
|-------------|---------------|----------------|
| 0 to 5000   | $+6.95 \pm 2.27$% | $-4.32 \pm 2.95$% |
| 5001 to 15000 | $+18.43 \pm 4.82$% | $-21.91 \pm 4.93$% |
| 1501 to 25000 | $+25.67 \pm 6.79$% | $-32.07 \pm 6.45$% |

### Table B.5: Fixed-hyperparameter versus automatically-tuned-hyperparameter performance comparison. Results are averaged over the 3-, 10-, and 30-armed bandit cases and for $\sigma = 1$. Positive regret percentages and positive pay-out percentages indicate that the change led to better results.