Dispersive heterodyne probing method for laser frequency stabilization based on spectral hole burning in rare-earth doped crystals

Gobron, Olivier; Jung, K.; Galland, N.; Predehl, K.; Le Targat, R.; Ferrier, A.; Goldner, P.; Seidelin, S.; Le Coq, Y.

Published in:
Optics Express

Link to article, DOI:
10.1364/OE.25.015539

Publication date:
2017

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):
Gobron, O., Jung, K., Galland, N., Predehl, K., Le Targat, R., Ferrier, A., ... Le Coq, Y. (2017). Dispersive heterodyne probing method for laser frequency stabilization based on spectral hole burning in rare-earth doped crystals. Optics Express, 25(13), 15539-15548. DOI: 10.1364/OE.25.015539
Dispersive heterodyne probing method for laser frequency stabilization based on spectral hole burning in rare-earth doped crystals

O. Gobron, K. Jung, N. Galland, K. Predehl, R. Le Targat, A. Ferrier, P. Goldner, S. Seidelin, and Y. Le Coq

Abstract: Frequency-locking a laser to a spectral hole in rare-earth doped crystals at cryogenic temperature has been shown to be a promising alternative to the use of high finesse Fabry-Perot cavities when seeking a very high short term stability laser (M. J. Thorpe et al., Nature Photonics 5, 688 (2011)). We demonstrate here a novel technique for achieving such stabilization, based on generating a heterodyne beat-note between a master laser and a slave laser whose dephasing caused by propagation near a spectral hole generate the error signal of the frequency lock. The master laser is far detuned from the center of the inhomogeneous absorption profile, and therefore exhibits only limited interaction with the crystal despite a potentially high optical power. The demodulation and frequency corrections are generated digitally with a hardware and software implementation based on a field-programmable gate array and a Software Defined Radio platform, making it straightforward to address several frequency channels (spectral holes) in parallel.
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1. Introduction

Continuous wave lasers with ultra-high stability and low optical phase noise are of prime importance in many high precision measurement experiments. They constitute, in particular,
an essential building block for the development of state-of-the-art optical lattice clocks [1–
6], gravitational wave detectors [7, 8] or opto-electronic generation of ultra-low phase noise
microwave signals [9]. The most stable lasers are currently realized by making a tight frequency
lock to the transmission peak of a high-finesse (typically 10^5-10^6) Fabry-Perot cavity maintained
in a carefully designed and controlled environment (vacuum chambers with 10^-7 mbar residual
pressure or lower, reduced thermal expansion materials and design, high temperature-stability at
the µK level or lower, vibration isolation platforms and low vibration sensitivity design, etc.).
Several decades of efforts aiming at reducing the effect of technical perturbations have led
nowadays to systems with stabilities imposed by the fundamental limitation arising from thermal
agitation of the atoms that constitute the Fabry-Perot cavity [10]. For a 10 cm long cavity using
amorphous glass at 300 K, exhibiting transmission peaks of several kHz linewidth [11], this
corresponds to 10^-15 fractional frequency stability (or slightly lower) for a timescale of around
1 second. Various strategies are currently being explored to circumvent the limitation due to
thermal agitation, including the use of larger cavities [6], crystalline materials for spacers and
mirrors [12], or for coatings [13], as well as operation at cryogenic temperatures [14].

All these strategies rely on improved Fabry-Perot cavities. An alternative approach is to
frequency lock a laser to narrow spectral features previously photo-imprinted in rare-earth doped
crystals by spectral-hole burning [15]. Spectral features as narrow as 1 kHz have thus been
observed in Eu^{3+}:Y_2SiO_5 crystals [16], with photon-echo experiments indicating the possibility
to achieve structures as narrow as a few 100 Hz [17, 18]. In this technique, a laser pre-stabilized
to a Fabry-Perot cavity (a stability of 10^-12 at 0.1-1 second is sufficient, considering the typical
widths of the spectral features) is used to photo-imprint one or several narrow spectral holes in an
inhomogenously broadened absorption spectrum by selectively pumping the resonant rare-earth
atoms into a dark long-lived state. In the case of Europium atoms in a Yttrium orthosilicate
matrix (Eu^{3+}:Y_2SiO_5), the lifetime of the dark state can be several days (at 2 K) [19]. In a second
step, the same laser can be frequency locked to these spectral features, which leads to substantial
improvement in terms of stability compared to the exclusively pre-stabilized laser. Short term
stabilities of 6 x 10^-16 between 2 and 10 s have been demonstrated with this technique [16],
as well as frequency drift rates as low as 5 mHz/s on long time scales [20]. The sensitivity of
such an optical frequency reference to various external parameters has been measured [21] and
a method for truly continuous operation, despite the unavoidable degradation of spectral holes
in the presence of a laser probe (which causes hole overburning), has been demonstrated [22].
The ultimate limitation of such a technique is yet to be explored in terms of stability, but as the
reference crystal is by definition kept at cryogenic temperature (4 K), and exhibits a Young’s
modulus much higher than that of amorphous glass at room temperature, the thermo-mechanical
limit is expected to be much lower than that of standard room-temperature Fabry-Perot cavity
based systems.

In the present work, we describe a novel method for generating an error signal suitable for
frequency locking a laser to a spectral hole. Methods previously used for frequency locking to
spectral holes include side-of-fringe locking (alternating left and right sides in side-of-fringe
locking to remove effects of probe laser amplitude fluctuations) [16], as well as a Pound-Drever-
Hall (PDH) method utilizing an electro-optic modulator to create sidebands on the probing
laser prior to propagation through the crystal [21, 23]. In our method, the frequency offset
information is, similarly to the PDH method, encoded in the phase of the probe laser. This
phase is modified during the propagation through a narrow and hence highly dispersive spectral
hole. However, unlike in the PDH method, the optical phase is measured by the beat frequency
against a single sideband, sufficiently frequency detuned to be only marginally influenced by
the absorption spectrum. Furthermore, the beat note signal is fully digitized by fast analog to
digital converters (ADC) and processed in a Field Programmable Gate Arrays (FPGA) unit and
a control computer using an open-source Software Defined Radio (SDR) platform, allowing
fast prototyping and testing of the data processing and of the feedback method. As a proof-of-principle, we demonstrate this method by effectively locking a laser pre-stabilized onto a reference cavity exhibiting $\sim 10^{-13}$ stability level near 1 s timescale to a narrow (4 kHz linewidth) spectral hole, for several hours. The resulting laser exhibits a stability of $\sim 2 \times 10^{-14}$ at 1 s, about an order of magnitude improvement over the solely pre-stabilized laser. Furthermore, the fully digital heterodyne method has the potential to multi-hole parallel probing which holds promise to improve detection signal to noise ratio in future work.

2. Optical setup

The optical setup of the experiment is represented in Fig. 1. The optical system is based on two extended cavity diode lasers (ECDL), referred to as Master and Slave, at 1160 nm (Toptica DLPro), delivering 65 mW each. Both lasers are fiber coupled and frequency doubled in PPLN waveguides with free space outputs (NTT Electronics) to reach 580 nm, corresponding to the wavelength of absorption of the $^7F_0 \rightarrow ^5D_0$ transition in Eu$^{3+}$:Y$_2$SiO$_5$. The master laser at 1160 nm is frequency locked by the PDH method to a commercial reference cavity (Stable Laser Systems). Both the diode laser current and a piezo actuator acting on the external cavity length are used for feedback, with a bandwidth around 500 kHz. A noise canceled fiber optical link [24] connects the master ECDL to the cavity itself, as it stays in a separate acoustically-isolated chamber on an active vibration-isolation platform (TS-150 from The Table Stable Ltd.). After the optical frequency doublers, 8.8 mW of 580 nm light is obtained from the master laser, and 4.5 mW for the slave laser [25]. Furthermore, due to finite efficiency, a part of the 1160 nm light that is sent to the doublers is not frequency doubled and is available at 1160 nm at the doublers outputs where they can be separated from the 580 nm light by dichroic mirrors. A part (1 mW) of this 1160 nm light from the slave laser is sent (via a noise canceled optical fiber) to an erbium-doped fiber based optical frequency comb, which can be used for characterization, or, in the future, for transfer of spectral purity to or from other ultrastable lasers operating at different wavelengths [26] (including some lasers used for probing optical clock transitions). Another part of the 1160 nm light from the master laser is used to make a beatnote signal with the similar output of the slave frequency doubler. This beatnote signal (typically at around 900 MHz) is demodulated to baseband in a double balanced mixer (DBM) with a synthesized pure tone signal.
near 900 MHz (obtained by the mixing of a fixed 980 MHz signal from a synthesizer and a tunable \( \approx 80 \) MHz signal from the SDR platform) and low-pass filtered to generate an error signal suitable for offset phase locking the slave laser onto the master laser. A proportional and double integrator corrector realizes the phase locking, by acting on the current and piezo actuator of the slave laser, with a bandwidth of typically 500 kHz.

Note that using the outputs of the frequency doublers at 1160 nm instead of part of the input insures that excess phase noise in the optical fiber that seeds the doublers is also eliminated with the phase lock loop. In this setup, the slave laser at 580 nm benefits from the spectral purity and stability imposed by the reference cavity, but with an offset frequency that can be tuned (continuously if necessary) by changing the RF frequency of the synthesized signals applied to the DBM. Further control of the 580 nm laser field generated by the slave laser is provided by an acousto-optic modulator (AOM, central frequency at 80 MHz) used in double-pass configuration. By choosing accordingly the reference Fabry-Perot cavity mode onto which the master laser is frequency locked, and the frequency difference between the master and the slave lasers, we ensure that the master laser at 580 nm is situated on the far wing of the \( \sim 2 \) GHz wide inhomogenously broadened absorption spectrum, while the slave laser at 580 nm is positioned near the center of this profile (see inset in Fig. 1.)

The 580 nm light from the master and slave lasers are then recombined in a polarizing beam splitter, pass through a short (5 cm) single mode fiber (for optimal mode matching), a second polarizer and a \( \lambda/2 \) waveplate to obtain identical and tunable polarizations. Lenses are used to adjust the beam diameter to about 5 mm. A third polarizing beam splitter then allows splitting the combined beam in two parts, one impinging directly on a fast silicon photodiode (EOT 2030A), the other passing through the crystal after polarization tuning via a final \( \lambda/2 \) waveplate, before being also photodetected. This last waveplate allows to tune the polarization for optimum absorption in the crystal.

3. Crystal and cryostat

The cryostat we use to maintain the crystal near 4 K is a commercial system based on a Gifford-Macmahon closed cooling cycle with a vibration isolation stage between the cooler and the science chamber used to reduce the impact of the vibrations onto the sample (Montana Instruments Cryostation). It was observed however that vibrations, synchronous to the cooling cycle, were producing substantial perturbations of the spectral feature when probing spectral holes of a few kHz linewidth (temperature below 6 K). A possible solution that has been applied by other groups to solve this problem involves probing synchronously with the cooling cycle and only at “quiet” moments during the cycle. This solution is not suitable here as we require continuous operation for many hours and definitely no interruption of operation one or more times per cycle of the cryo-cooler. Another possibility involves drastic modifications of the cryostat to isolate even further the science chamber from the cooler, basically placing these two parts on separate tables [27]. Instead, we applied a different solution, outlined in the following, which is simpler, and that proved effective up to this point, although we do believe further work may be necessary to reach ultimate stability.

The crystal is mounted in a cylindrical copper block as shown in Fig. 2(a). This cylinder is positioned on 3 beryllium-copper springs (1 cm long, 4 mm diameter) on the cold head of the cryostat. Thermal contact between the mounting block and the cold head is realized with three groups of five annealed copper stripes (5 mm broad, 4 cm long, 200 \( \mu \)m thick each). Temperatures as low as 4 K could be reached in the vicinity of the crystal (as measured with calibrated thermistors). This extra stage of vibration isolation proved sufficient to remove the residual mechanical perturbation from the cooling cycle and observe spectral holes with 4 kHz linewidth for temperatures below 6 K, as shown in Fig. 2(b).

The crystal is a \( 8 \times 8 \times 6 \) mm parallelepiped of yttrium orthosilicate, \( \text{Y}_2\text{SiO}_5 \), with the two
Fig. 2. a) Schematics of the cryostat mount of the Eu$^{3+}$:Y$_2$SiO$_5$ crystal that prevents residual vibrations during the cooling cycle to strongly disturb atomic transition frequencies. The crystal mount itself is standing on three beryllium-copper springs that provide an extra vibration isolation stage. Thermal contact is realized by three groups of five annealed copper stripes. b) Transmission spectrum of a spectral hole corresponding to different temperatures of the crystal, using the cryostat mount depicted in a). The transmission percentage indicated takes into account the losses which are independent of the atomic absorption, caused by interfaces devoid of anti-reflection coating (the faces of the crystal in particular).

largest faces polished for optical beam propagation. The crystal was grown by Czochralski process with 0.1% europium doping. After x-ray orientation, it was cut and polished so that the optical beam can propagate along the crystallographic $b$ axis, and the two other faces were oriented along the principal dielectric axes D1 and D2. The lasers were tuned to the $^7 F_0 - ^5 D_0$ transition of site 1 at 580.038 nm (vacuum) and polarized along the D1 axis for maximal absorption [28]. The two polished faces were however set with a small relative angle (2 degrees) to prevent parasitic Fabry-Perot cavities build-up. The crystal is mounted in the cylindrical copper block inside a square groove and thermally contacted with silver lacquer.

4. Digital processing

In a first step, long (~ 120 ms) pulses of the slave laser at relatively high optical intensity (~ 20 $\mu$W.cm$^{-2}$) are applied to burn a spectral hole near the center of the inhomogeneously broadened absorption spectrum. If necessary, several holes can also be burned by repeating the pulse sequence for different optical frequencies, adapting the frequency applied to the double pass AOM as required.

The absorption profile of the spectral hole is subsequently probed in order to extract the value of a possible frequency offset between the hole and the slave laser. This is achieved by a dispersive technique: while propagating through a narrow absorbing spectral feature, the slave laser at 580 nm experiences a phase shift which is detected by a beatnote signal with the master laser at 580 nm. As the master laser is detuned to be on the far wing of the absorption spectrum, it is only marginally impacted by dispersion due to the interaction with the ions in the crystal. Moreover, due to its high power, the master laser immediately pumps ions around its frequency into dark, non-resonant states, limiting even further dispersive effects. Consequently, this laser constitutes a good optical phase reference. Furthermore, it can be operated at a relatively high power
Fig. 3. Digitalization and data processing chart. The input data channels are streamed at a rate of $2 \times 10^6$ samples per seconds (2 MSPS). The data channels are processed by vectors of $2^N$ samples each (here, typically $N \geq 7$). The vectors are processed by Fast Fourier Transform algorithm before the two channels are divided in the Fourier domain. The resulting vector is separated in amplitude and phase components before being processed by a programmable frequency filter (which amounts to a multiplication by a filtering vector in the Fourier domain), which extracts data only at frequency modes in which signal is expected. The phase vector data is then summed, in order to combine the information from all the frequency channels in which signal is expected, and the resulting signal is used as an error signal for the servo loop maintaining the slave laser at resonance with the spectral hole(s).

without over-burning the narrow spectral feature used for the frequency lock. This facilitates the photodetection of the beatnote by reducing the required amplification of the signal, and improves the thermal noise limited signal-to-noise ratio. This is in stark contrast with the classic PDH method, where sidebands substantially smaller than the probe beam are generated by means of an electro-optic modulator and serve as an optical reference for measuring the dephasing of the probe beam after demodulation. In this scenario, the sidebands, whose frequencies are much closer to the narrow spectral hole, do not provide as much beatnote signal amplitude as they are substantially smaller in amplitude than the probe beam, and are typically much closer to the spectral hole, therefore producing some hole burning of their own after a while.

In our case, we typically use 100 nW and a beam cross section of 0.5 cm$^2$ for the probe (slave) beam, and 1 mW in 0.5 cm$^2$ for the master laser, allowing continuous operation for several hours, even without the repumping processes used in [22] by Cook et al. The beat note is detected by two photodiodes. The two signals are amplified, down-converted to approximately 10 MHz by use of triple-balanced mixers (Marki T3) and a common mode synthesizer at 1.95 GHz, bandpass filtered and digitized at $200 \times 10^6$ samples per second (200 MSPS).

The digitalization and data processing is realized by use of a Software Defined Radio platform (SDR, Eftus research X310 with Basix Rx and Basix Tx daughter boards), utilizing the open source framework GNU Radio [29] in the control computer. The SDR two emission ports control, respectively, the double pass AOM and the offset-phase lock between the master and the slave laser. The flow diagram is depicted in Fig. 3. The two reception ports receive signals originating from the two photodetectors PD1 and PD2 (see Fig. 1) after their signals are down-converted to near 10 MHz. After analog to digital conversion, the two data channels are digitally down-converted to baseband by a FPGA and the In-phase ($I$) and Quadrature-phase ($Q$) are streamed to the control computer at a 2 MSPS rate in the form of complex data samples $I + iQ$. In the computer, the two streams of complex data are divided (PD2/PD1) in the Fourier plane (using the Fast Fourier Transform algorithm), bandpass filtered at the expected frequency of the signal, and the phase and amplitude of the beatnote is extracted. A major advantage of this topology is the straightforward reconfiguration to probe different frequency channels, either successively or simultaneously, which is necessary for interrogating multiple spectral holes. With 2 MSPS input rate, accessing frequency channels within the range of ±1 MHz is possible. After this
data treatment, the amplitude data is proportional to the absorption of the probe beam in the propagation through the crystal, and the phase data to the dispersion-induced dephasing. This last information is suitable as an error signal for a servo loop locking the slave laser optical frequency onto the central frequency of the narrow spectral hole.

The error signal is then processed in a digital proportional and double integrator corrector before generating frequency corrections applied to the master/slave offset phase lock used to maintain the slave laser at resonance with the spectral hole. The overall lock bandwidth is limited in practice to about 50 Hz by the delay time accumulated in transferring data between the FPGA and the computer, including the computer’s timing lag, as well as the necessary processing time.

5. Effect of the servo loop

The servo loop ensures that the optical frequency of the slave laser remains at resonance with the spectral hole. By means of frequency comparison with a state-of-the-art ultrastable laser [30] via an optical frequency comb [31], we can characterize the frequency evolution of the slave laser, when the servo is engaged or not. The laser frequency locked to a single spectral hole exhibits a fractional frequency stability in the low $10^{-14}$ from 1 to 100 s timescales, a substantial improvement over the laser only pre-stabilized to the reference cavity (see Fig. 4). This is a proof-of-principle demonstration of our frequency locking method and technique. We have successfully operated the lock over 12 hours, only interrupted voluntarily. As in the work of Leibrandt and Cook et al. [22, 23], we observe a degradation of the locked stability when operating continuously for several hours. This is due to progressive over-burning of the spectral hole by the slave laser, even though the optical power is reduced to 100 nW for a 0.5 cm$^2$ beam cross-section. Indeed, after 1 h of operation, the spectral hole linewidth increased to 20 kHz. We have not yet implemented a repumping mechanism as done in the work of Cook et al. [22], but such mechanism is compatible with our interrogation method and setup, and we expect similar results with such scheme implemented, i.e. after a few hours to reach a steady state capable of persisting indefinitely without degradation.

6. Discussion

In the current implementation, the final instability is imposed for a large part by the detection noise, and not the crystal itself. Indeed, detection noise on the relative phase measurement from
the beatnotes in PD1 and PD2 produces a frequency instability when the laser is locked to a spectral hole, with a conversion factor equal to the slope of the dispersion curve around the center of the hole. Assuming a hole with a Lorentzian lineshape (FWHM denoted $\Delta \nu$) and a depth $D$ (given by the ratio between the transmitted power at the center of the hole and transmitted power away from the hole), applying the Kramers-Kronig relation leads to a discriminator slope of $\ln(D)/\Delta \nu \approx 0.2 \text{ mrad.Hz}^{-1}$ (for $D = 2.5$ and $\Delta \nu = 4 \text{ kHz}$ in our case), a value that we confirmed experimentally (before over-burning occurs). A first indication that the detection noise constitutes a limitation comes from the fact that overburning of the spectral hole (which broadens the hole and therefore reduces the slope of the frequency discriminator) leads to a decrease of the frequency stability of the laser over time. We further confirm this by measuring the instability of the phase detection in the absence of a crystal which, when taking into account the experimental slope of the discriminator, is sufficient to explain the instability of the locked laser. Further work will be devoted to improving this phase measurement stability by improving the RF frequency chain and noise of the analog to digital conversion, as well as reducing the hole linewidth by reducing the temperature and the residual mechanical vibrations of the cryostat.

Ultimately, the detection noise would be limited by shot-noise, thermal noise and quantization noise in the ADC. For a 100 nW slave and 1 mW master lasers applied to the crystal, with typical amplified silicon pin photodiodes and 50 ohms impedance matched amplification and demodulation chain, considering the 14 bits 200 MSPS ADC of the SDR platform, we estimate that the thermal noise would be the dominant effect (unless using cryogenic photodetectors and preamplifiers, or possibly very low noise avalanche photodiodes). The thermal noise-induced limit (calculated from the specified Noise Equivalent Power of the EOT2030A photodiodes in use) would result in a white phase detection noise of $-102 \text{ dBc/Hz}$ (assuming uncorrelated thermal noise contributions from the two detectors). When probing a single hole with a 0.2 mrad.Hz$^{-1}$ discriminator, this implies a frequency noise limit of about $-28 \text{ dB(Hz}^2)/\text{Hz}$, i.e. a relative frequency stability of about $6 \times 10^{-17} \tau^{-1/2}$ for a time constant $\tau$ expressed in seconds. Probing several identical holes in parallel, each with 100 nW, would improve this limit proportionally to the square root of the number of holes. With the current setup, probing >100 holes appears feasible, with a maximum number set by the ratio between the hole linewidth and the Nyquist bandwidth of, currently, 1 MHz. Also, reducing the linewidth of the hole(s) would improve proportionally the thermal noise-induced fractional frequency stability limit.

Our fully digital heterodyne implementation allows to easily scale up the number of holes probed in parallel to such a large number. By increasing the number of holes probed in parallel while maintaining the total optical probe power constant, the optical power per hole is reduced, and the effect of overburning is decreased. We have qualitatively confirmed this experimentally for a few holes probed in parallel. Alternatively, by keeping the power per hole constant, the shot and thermal noise limit to the signal-to-noise ratio would decrease (in this case without reduction of overburning effects). We believe this alternative strategy will be useful in future work, but will first require improving other technical noise sources before being put to use.

The locking bandwidth of the system is currently limited to a few tens of Hz by the delay time associated to data transfer between the FPGA and the computer, and the processing time. A substantial improvement could be obtained by transferring part or the totality of data treatment to the FPGA, thereby reducing lag time and increasing calculation speed. However, this would be at the cost of fast and easy prototyping, as modifying data treatment in the GNU Radio framework simply corresponds to modifying a few lines of Python or C++ programming, without the complexity and long compilation times needed for reprogramming an FPGA.

7. Conclusion

We have made a proof-of-principle demonstration of a novel locking technique allowing to servo the frequency of a laser onto a narrow spectral hole previously photo-imprinted in a
rare-earth doped crystal at cryogenic temperature. The technique uses dispersive probing of the spectral holes and heterodyne digitization of beatnotes to deduce an error signal by a complex data processing flow. The data processing is realized in an FPGA and a computer, using an open-source software defined radio framework, that allows easy and fast prototyping with Python and/or C++. We have shown that this technique allows improving the frequency stability of a laser pre-stabilized to a Fabry-Perot cavity. In the current system, a fractional frequency stability in the low $10^{-14}$ from 1 to 100 s is obtained.

The current setup will need improvement in terms of detection noise and locking bandwidth, but constitute a good test-bed for future developments towards the goal of realizing an ultra-high frequency stability laser suitable for probing optical lattice clocks near their quantum projection noise limit. In particular, assuming we can reach thermal-noise limited photodetection, and probe in parallel 500 spectral holes (each of 1 kHz linewidth) with a total optical power applied to the crystal of $500 \times 100 \text{ nW} = 50 \mu \text{W}$ for the slave laser and 1 mW for the master laser, the detection noise would lead to a fractional frequency stability at $\tau$ seconds of $6 \times 10^{-19} \tau^{-1/2}$ (notwithstanding the intrinsic stability of the crystal). This is well below any current requirements within the field of atomic clocks and beyond. Furthermore, we are convinced that the heterodyne interrogation method and digital data processing procedure we describe is of interest in a larger variety of applications exploiting narrow structures in rare-earth doped crystals or other systems. For instance, nano-scale mechanical resonators of rare-earth doped crystals have recently been proposed for studying quantum effects [32] and the methods and setup presented in this paper could prove valuable in this context.
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