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Abstract—Macro X-ray Fluorescence (MA-XRF) scanning is increasingly widely used by researchers in heritage science to analyse easel paintings as one of a suite of non-invasive imaging techniques. The task of processing the resulting MA-XRF datacube generated in order to produce individual chemical element maps is called MA-XRF deconvolution. While there are several existing methods that have been proposed for MA-XRF deconvolution, they require a degree of manual intervention from the user that can affect the final results. The state-of-the-art AF RID approach can automatically deconvolute the datacube without user input, but it has a long processing time and does not exploit spatial dependency. In this paper, we propose two versions of a fast automatic deconvolution (FAD) method for MA-XRF datacubes collected from easel paintings with ADMM (alternating direction method of multipliers) and FISTA (fast iterative shrinkage-thresholding algorithm). The proposed FAD method not only automatically analyses the datacube and produces element distribution maps of high-quality with spatial dependency considered, but also significantly reduces the running time. The results generated on the MA-XRF datacubes collected from two easel paintings from the National Gallery, London, verify the performance of the proposed FAD method.

Index Terms—Macro X-ray Fluorescence scanning, XRF deconvolution, finite rate of innovation, FISTA, ADMM, matrix factorisation.

I. INTRODUCTION

Easel paintings, as one of the most iconic and influential forms of artistic heritage, are of great research value to heritage scientists. In order to study and analyse these valuable paintings, many non-invasive imaging and spectroscopic imaging techniques are used by heritage scientists, including X-radiography, infrared reflectography, reflectance imaging spectroscopy and macro X-Ray fluorescence (MA-XRF) scanning. These methods generate a wealth of data and as a result, many researchers are working on developing different types of signal processing techniques to process the acquired datasets, see for instance [1], [2], [3], [4], [5], [6], [7], [8], [9], [10].

In this article, we focus on MA-XRF scanning, an increasingly important technique to analyse the presence and distribution of chemical elements present in easel paintings. For example, a knowledge of the different chemical elements present can help to identify the pigments used in the painting. Moreover, the distribution maps of different chemical elements can help to understand an artist’s technique and working practice, characterise the paint layer stratigraphy and reveal hidden layers of the painting, which may contain concealed designs, modifications made during painting or even initial sketches that have been covered by the subsequent paint layers.

An MA-XRF scanning instrument consists of an X-ray source and a detector, as shown in Fig. 1. The X-ray source generates the primary X-ray beam and illuminates a sub-millimetre spot (also regarded as a pixel) of the painting. If the atoms of different chemical elements in the pixel receive enough energy from the X-ray beam, some of their inner shell electrons will be ejected and others from outer shells will fill the vacancies, at the same time releasing X-ray photons. The detector then collects the released photons and generates a spectrum for this pixel in terms of the energies of the photons. The X-ray source and detector are scanned across the painting, with the above process being repeated for all the pixels of the painting to produce an MA-XRF datacube. Since the atoms of each chemical element emit X-ray photons with a series of characteristic energies during the electronic transition, the resulting spectrum at each pixel, in theory, should be a series of lines at different energy levels, which are normally called element lines or characteristic X-ray lines. However, because of imperfect device performance and
the statistical nature of the photon release process, each element line in the spectrum is broadened into a peak or ‘pulse’ [11], [12], [13]. This causes a problem in that the pulses due to different chemical elements may overlap in the spectrum if the energies of their element lines are sufficiently close. To identify the chemical elements that are present, we need to locate and separate the overlapping pulses from the XRF spectra and then relate them to the correct element lines. This critical step is called XRF deconvolution.

Existing methods for deconvoluting the MA-XRF datacubes collected from easel paintings include AXIL (Analysis of X-ray spectra by Iterative least Squares) method [14], [15], [16], ‘PyMCA’ (Python multichannel analyzer) software [17], ‘Data-muncher’ software [18], Conover’s method [19], and the proprietary commercial software supplied by Bruker Corporation with the M6 JETSTREAM MA-XRF scanning instrument [20], [21]. However, all the methods mentioned above require users to manually input a list of chemical elements that are expected to be present in the painting, which can affect the resulting element maps. Different users’ input can potentially lead to completely different distributions, making the deconvolution results less reliable. To address this problem, we have previously proposed [22], [23] an automatic pixel-wise method (AFRID method) based on Finite Rate of Innovation (FRI) sampling theory [24], [25]. After the necessary pre-processing steps, the AFRID method can automatically generate the distribution maps of the chemical elements that are present in the painting without the need for manual input from the user. The results showed that the AFRID method can detect weak elements, separate nearby element peaks and produce remarkable deconvolution results. Moreover, it also generates confidence maps for the chemical elements present, which provide additional information for interpretation of the data by the end user. However, due to the pixel-wise operation strategy, this approach has a relatively long processing time and does not exploit spatial dependency for each element map. Although this method only takes about 0.01 s to process the spectrum at each pixel, it takes several hours to deconvolute a datacube since an MA-XRF datacube normally consists of hundreds of thousands to millions of pixels.

In this article, we propose two versions of a fast automatic deconvolution (FAD) method for the MA-XRF datacubes collected from paintings, one with alternating direction method of multipliers (ADMM) and the other with fast iterative shrinkage-thresholding algorithm (FISTA). Not only do the proposed methods not require manual input by the user, making them fully automatic, but they also process the MA-XRF datacube in a global manner, which significantly reduces the processing time. We first model the XRF spectrum as a combination of multiple element characteristic X-ray lines convolved with a pulse shape. Then the locations (in energy channel) and amplitudes (in photon counts) of the element lines are estimated from the average and maximum spectra of an MA-XRF datacube (which are introduced in (8) and (9)). Finally we propose a strategy to leverage those detected element lines to estimate the amount of each chemical element present at each pixel in the painting. Having determined the locations and shapes of each of the estimated chemical element pulses, we formulate the spectrum collected at each pixel as a linear combination of several element pulses. Therefore, the deconvolution of an MA-XRF datacube is converted to retrieving the amplitudes of the individual element pulses (equivalent to the intensities of each element line), which is a matrix factorisation problem and can be solved with variations of ADMM and FISTA.

The remainder of this article is organised as follows. We formulate the XRF deconvolution problem in Section II and introduce the proposed methods in Section III. The results are shown and compared with the ones from other methods in Section IV. Finally, the article concludes in Section V.

II. BACKGROUND

A. MA-XRF Data

The MA-XRF data included in this article was acquired using the Bruker M6 JETSTREAM equipment [20] at the National Gallery, London, with continuous scanning mode. The resulting MA-XRF data from an easel painting is a three-dimensional datacube, with two spatial and one energy dimensions. The range of the energy dimension is from 0 to 40 kilo-electron-volts (keV) and is divided into 4096 energy channels. As a result, the collected MA-XRF datacube can be represented by $Y \in \mathbb{R}^{M \times H \times W}$, with $M = 4096$ energy channels, $H$ pixels in height and $W$ pixels in width.

Each element line present in the collected XRF spectrum is due to the ionisation of the atoms of a chemical element and the energy of the photons released by that element’s atoms equals the energy difference between the electronic shells (or sub-shells) between which electronic transitions occur. Since the atom of each element has unique atomic structure and atomic energy levels, the element lines of an element are produced in series (e.g. K-series, L-series, M-series, etc.) with unique characteristic energies. In this article, we consider 7 dominant lines, specifically, $K_x$, $K_{\beta}$, $L_{\alpha}$, $L_{\beta}$, $L_{\gamma}$, $M_{\alpha}$, and a total of 34 elements potentially present in Old Master easel paintings and detectable using the Bruker M6 JETSTREAM equipment. The characteristic energies of these elements are summarised in a lookup table in Appendix A.

B. Problem Formulation

As highlighted before, the element lines in XRF spectra are broadened into pulses due to imperfect device performance and the statistical nature of the photon emission process. The shape
of the broadened pulse can be well modelled with a Gaussian function [12], [26], given by:

$$\varphi[n] = \exp \left( -\frac{n^2}{2\sigma^2} \right),$$

(1)

where the pulse width $\sigma$ increases with the pulse energy [27]. Following the pre-processing and calibration steps in our previous work [23], the pulse width can be calculated at any given location in the spectrum. Therefore, the collected XRF spectrum at a certain pixel can be modelled as a convolution of element lines at different locations in the spectrum and the Gaussian functions:

$$y[n] = \sum_{k=1}^{K} a_k \delta(n-t_k) \otimes \varphi_k[n]$$

(2a)

$$= \sum_{k=1}^{K} a_k \varphi_k[n-t_k], \quad n = 0, 1, \ldots, M - 1,$$

(2b)

with $\varphi_k[n-t_k] = \exp \left( -\frac{(n-t_k)^2}{2\sigma_k^2} \right)$,

(2c)

where $K$ is the number of element lines present in the spectrum and $a_k$ and $t_k$ are the amplitudes and locations of the $k$-th element line. By constructing a matrix $S \in \mathbb{R}^{M \times K}$ containing the shapes of the element pulses along each column:

$$S = \begin{bmatrix}
\varphi_1[n-t_1] & \varphi_2[n-t_2] & \cdots & \varphi_K[n-t_K] \\
\vdots & \vdots & & \vdots \\
\vdots & \vdots & & \vdots
\end{bmatrix},$$

(3)

the spectrum at a certain pixel can then be formulated as a linear combination of these pulses:

$$y_{h,w} = S a_{h,w},$$

(4)

where the column vector $y_{h,w} \in \mathbb{R}^M$ is the XRF spectrum of pixel $(h, w)$ and $a_{h,w} \in \mathbb{R}^K$ represents the amplitude of the pulses. If the matrix $S$ includes all the element pulses that are present in the MA-XRF datacube, the whole datacube can also be represented as a linear combination of all element pulses:

$$Y = SA,$$

(5)

where $Y \in \mathbb{R}^{M \times I}$ represent the MA-XRF datacube with all pixels rearranged in a column vector with $I = H \times W$ and with $A \in \mathbb{R}^{K \times I}$ containing the amplitudes of the element pulses at all pixels. Under this model, the XRF deconvolution is formulated as the problem of estimating the pulse matrix $S$ and the amplitude matrix $A$ from MA-XRF datacube $Y$, a bilinear inverse problem that is difficult to solve without considering the physics of the device and properties of the datacube. In this article, we propose to estimate $S$ leveraging our previous FRI-based Pulse Detection (FRIPD) algorithm in [23]. With the estimated $S$, we then find $A$ through a constrained optimisation. Finally, the desired distribution maps of element lines are obtained by rearranging each column of $A$ to form an image of size $H \times W$.

C. Challenges in XRF Deconvolution

XRF deconvolution, in particular for MA-XRF datacubes collected from paintings, presents four main challenges listed below:

1) As paintings are created using a combination of different pigments, many chemical elements exist at any given spot of the painting. For this reason, it is likely that element pulses overlap in the collected spectra, making it more difficult to deconvolute.

2) The individual pixel spectra acquired from a painting can be very noisy. This is because the time during which each pixel is illuminated by the X-ray beam, the so-called dwell time, affects the signal-to-noise ratio of the acquired spectrum at a certain pixel. While a longer dwell time results in a better SNR, it also makes it very time-consuming to scan the entire painting. In practice, therefore, a relatively short dwell time is normally employed. All the MA-XRF datacubes used in this article were collected with a dwell time of 10 ms and the individual pixel spectra are relatively noisy as shown in Fig. 2.

3) Due to the complex layer structure of a painting, differences in the amount of pigments used as well as the configuration and settings of the device and the sensitivity of the detector, the amplitudes of the element pulses in the XRF spectrum can vary from hundreds of photon counts to only a few. It is therefore common that a weak pulse in the spectrum may be (partially) covered by a much stronger pulse and successfully separating the weak pulse from the strong pulse can be difficult.

4) Although the element pulses in the XRF spectrum can be well modelled with Gaussian functions, their widths are not fixed and increase as their energies increase [19], [27], which brings additional difficulty to deconvoluting the XRF spectrum. From [27], the relationship between the full width at half maximum (FWHM) of the element pulse and its energy in electron-volts (eV) can be expressed by the following equation:

$$\text{FWHM} \propto \left( C^2 E + N^2 \right)^{1/2},$$

(6)

where $E$ is the energy of the pulse, $C$ is the uncertainty in the formation of charge carriers and $N$ is the electronic noise.
Fig. 3. The framework of our proposed FAD method for deconvoluting the MA-XRF datacube of an easel painting, which takes the MA-XRF datacube as input and outputs the deconvoluted element maps. Firstly, the algorithm estimates the presence of chemical elements in the painting from the average and maximum spectra. Then, a matrix \( S \) containing the pulse shapes of the detected elements is constructed. The MA-XRF datacube is then modelled as a multiplication of the pulse matrix \( S \) and the amplitude matrix \( A \). Finally, the amplitude matrix is estimated with proposed two optimisation schemes based on ADMM and FISTA, from which the deconvoluted element maps can be extracted.

### III. PROPOSED METHOD

In this section, we describe the proposed fast automatic deconvolution (FAD) method for MA-XRF datacubes collected from paintings. As the block diagram in Fig. 3 shows, the input is the MA-XRF datacube collected from an easel painting and the output is the set of deconvoluted element maps. The algorithm operates first on the average and maximum spectra of the datacube to produce an estimate of the elements present in the painting. Then, a pulse matrix is constructed, with which the MA-XRF deconvolution is modelled as a matrix factorisation inverse problem. Finally, we propose two optimisation schemes based on ADMM and FISTA, respectively, to solve the problem and extract the element maps from the datacube.

#### A. Global Element Line Detection

We first describe how to detect the element lines of each of the chemical elements that are present in the whole MA-XRF datacube. The proposed method is based on FRI-based Pulse Detection (FRIPD) algorithm in [23].

It has been discussed that the spectrum of a pixel in an MA-XRF datacube can be modelled as a convolution of the element lines and the Gaussian-shaped pulse function. If we divide the XRF spectrum into \( J \) overlapping windows of a sufficiently small size, we can assume that the pulse shape within each window is the same. We empirically set the window size \( L = 300 \) channels and the overlap between two neighbouring windows is \( L/2 \), as shown in Fig. 4. Moreover, a confidence interval of size \( L/2 \) is applied in the middle of each window, outside which the detected element pulses are removed.\(^1\) Under this assumption, the XRF spectrum can be modelled as a linear combination of several element lines convolved with the same pulse shape plus noise:

\[
y_{h,w,j}[n] = \sum_{k=1}^{K_{h,w,j}} a_{h,w,j,k} \varphi_j[n - t_{h,w,j,k}] + \epsilon_{h,w,j}[n],
\]

\[n = 0, 1, \ldots, M - 1,\]  \hspace{1cm} (7)

where \( y_{h,w,j}[n] \) is the spectrum of the pixel \((h, w)\) in the \( j \)-th window region, \( K_{h,w,j} \) is the number of element lines present in that window, \( a_{h,w,j,k} \) and \( t_{h,w,j,k} \) are the amplitudes and locations of the element lines, and \( \epsilon_{h,w,j}[n] \) is the noise term. Under the model in (7), the deconvolution problem reduces to

\(^1\)The results obtained with \( L = 200 \) and \( L = 400 \) are presented in the supplementary material to demonstrate that the performance of our method is not affected by \( L \).
that of retrieving the parameters $t_{h,w,j,k}$ and $a_{h,w,j,k}$ in the signal $y_{h,w}[n]$. In [23], we solved this parameter estimation problem by connecting it to methods used in spectral estimation called Prony’s method [28] and the matrix pencil method [29]. We showed that in this way we can retrieve the locations of the pulses accurately even in situations of nearby or weak pulses. However, the downside of the AFRID method in [23] is that it operates pixel by pixel and this leads to a method that is relatively slow and does not exploit spatial dependency.

In contrast to our previous work, here we apply the FRIPD algorithm only on the average spectrum and maximum spectrum\(^2\) of the datacube to speed up the deconvolution process. The two spectra theoretically contain all the element lines that are present in the datacube and are routinely evaluated by MA-XRF end users during datacube acquisition and interrogation [30], [31]. The average spectrum $\bar{y}$ allows for a reliable detection of the elements with high intensities and is generated by taking the average of the spectra at all pixels in the datacube:

$$\bar{y}[n] = \frac{1}{W \times H} \sum_{w=1}^{W} \sum_{h=1}^{H} y_{h,w}[n], \quad n = 0, 1, \ldots, M - 1, \quad (8)$$

where $y_{h,w}[n]$ is the spectrum at pixel $(h, w)$ and $W \times H$ is the total number of pixels in the datacube. The maximum spectrum $\hat{y}$ is used to detect elements with low intensities or only present at a few pixels and is given by taking the maximum value of all the pixels in the datacube at each channel:

$$\hat{y}[n] = \max \left( \{y_{h,w}[n]\}_{(h,w) \in (1,1)}^{(W,H)} \right), \quad n = 0, 1, \ldots, M - 1. \quad (9)$$

Moreover, both spectra within each window region can still be modelled in a form similar to (7), given by:

$$\bar{y}_j[n] = \sum_{k=1}^{K_j} \tilde{a}_{j,k} \varphi_j[n - t_{j,k}] + \tilde{\epsilon}_j[n], \quad (10)$$

and

$$\hat{y}_j[n] = \sum_{k=1}^{K_j} \hat{a}_{j,k} \varphi_j[n - t_{j,k}] + \hat{\epsilon}_j[n], \quad (11)$$

where $K_j$ is the number of element lines that are present in any pixel of the datacube within window $j$. Therefore, $t_{j,k}$ represents the locations of those element lines, $\tilde{a}_{j,k}$ and $\hat{a}_{j,k}$ represent the amplitudes of those element lines in the average and maximum spectrum, respectively, $\tilde{\epsilon}_j[n]$ and $\hat{\epsilon}_j[n]$ are the noise terms. Given the representations in (10) and (11), the locations $\{t_{j,k}\}_{k=1}^{K_j}$ and amplitudes $\{\tilde{a}_{j,k}\}_{k=1}^{K_j}, \{\hat{a}_{j,k}\}_{k=1}^{K_j}$ of all element lines can also be retrieved using the FRIPD algorithm, where $K = \sum_{j=1}^{J} K_j$ is the number of the total element lines present in the MA-XRF datacube.

Although the average and maximum spectra should both contain the element lines of all the chemical elements present in the datacube, the lines that FRIPD algorithm detects from the two spectra can be different. For example, while the average spectrum normally has a good signal-to-noise ratio, the averaging operation may reduce significantly the amplitude of the element lines of chemical elements that are only present in small areas in the painting or when present in small quantities. To solve this problem, we also use the maximum spectrum, from which the element lines of those trace elements are generally more evident. Applying the FRIPD algorithm on the two spectra leads to two sets of element lines at locations $\{\hat{t}_{k}\}_{k=1}^{K}$ and $\{\hat{\tilde{a}}_{k}\}_{k=1}^{K}$ with amplitudes $\{\hat{a}_{k}\}_{k=1}^{K}$ and $\{\tilde{\hat{a}}_{k}\}_{k=1}^{K}$ respectively, where $\hat{K}$ and $\tilde{\hat{K}}$ are the total numbers of detected element lines in the two spectra.

B. Assignment of Detected Lines to Chemical Elements

Given the element lines detected from the average and maximum spectra, we need to assign them to the correct chemical element, according to the difference between the detected locations and the theoretical ones. A parameter, confidence score, is used here for quantifying the presence of chemical elements. It represents the confidence that we have correctly allocated a detected element line to a certain chemical element and is a value ranging from zero to one.

1) Line Confidence Score: We first assign the lines (or pulses) detected from the spectra to the theoretical element lines by computing the difference between the detected locations and the theoretical ones, as follows:

$$v_{k,p,q} = \max \left( 1 - \frac{|t_k - T_{p,q}|}{\tau_k}, 0 \right). \quad (12)$$

Here $v_{k,p,q}$ is the line confidence score (LCS) computed between the $i$-th detected element line and the $q$-th ground-truth element line of the $p$-th element, $T_{p,q}$ is the ground-truth location of the $q$-th element line of the $p$-th element. Remember that we consider only 34 elements and that each element has only 7 characteristic element lines ($K_{\alpha}, K_{\beta}, L_{\alpha}, L_{\beta}, M_{\alpha}$, and $M_{\beta}$). Moreover, $\tau_k$ is an uncertainty factor indicating the maximum distance allowed between a detected pulse and its assigned element line, and it was derived depending on the amplitudes $a_k$ of the detected pulses based on Cramér-Rao bounding techniques (see [23] for more details). A pulse with a larger amplitude will be given a smaller uncertainty $\tau_k$ because we are more confident to detect a pulse with larger amplitude. Although the statistics of the noise in the average spectrum and maximum spectrum are different from the noise in the spectrum at a single pixel, experiments show that the dependency of $\tau_k$ on amplitude $a_k$ still holds. When assigning the detected lines to the chemical element lines, we impose two constraints for better assignment: a) When an element line of a chemical element has non-zero LCS with more than one detected pulse, the highest LCS is kept and the others are set to zero. This is to ensure that only the closest detected pulse is assigned to each element line. b) When a detected pulse has non-zero LCS with respect to more than one element line of the same element, the highest LCS is kept and the others are set to zero. This is to ensure that only one detected pulse can only be assigned to one element line of a certain element. The computation of the LCS with these two constraints is illustrated in Fig. 5, after which an element line of a chemical element is assigned with at most one

---

\(^2\)Examples of the average and maximum spectra of an MA-XRF datacube can be seen in the supplementary material.
detected pulse. As a result,

\[ \tilde{v}_{p,q} = \sum_{k=1}^{K} v_{k,p,q}, \]

(13)
can represent the LCS for the \( q \)-th element line of the \( p \)-th element.

2) Element Confidence Score: We then combine the line confidence scores (LCSs) of the various lines associated with a particular chemical element to estimate its presence in the XRF spectra. Since the \( \alpha \)-line is the most dominant in each line family of a chemical element, we compute the confidence score of a line family for an element, the so-called family confidence score (FCS), with more dependence on its \( \alpha \)-line, as the maximum between the LCS of the \( \alpha \)-line and the averaged LCS of all the element lines in this family. Due to the fact that the spectral range of an MA-XRF device is limited and the sensitivity to photons varies with the energy channel, the element lines of K, L and M families of a chemical element can be present in the spectrum independently. Hence, we define the confidence score of a chemical element, the so-called element confidence score (ECS), as the maximum among the FCS of the three families of that element. We also note that the element lines in K and L families of most elements are in the energy range where the XRF equipment has good sensitivity [20], making these lines more likely to be detected within the spectra. For this reason, if no element line in the K or L family of an element is detected, this element is considered not present in the datacube and its ECS is set to zero.

Following the strategy above and given the two sets of pulses detected from the average and maximum spectra, we can obtain two sets of chemical elements with non-zero ECS, denoted by \( \Phi \bar{\Phi} \) and \( \Phi \Phi \), respectively. Finally, we consider all elements detected in either \( \Phi \bar{\Phi} \) or \( \Phi \Phi \) as the chemical elements present in the datacube and use them to build the pulse matrix \( S \) in (3).

C. Fast Deconvolution

Given the detected chemical elements considered to be present in the datacube and given the theoretical locations of their element lines denoted with \( \{t_k\}_{k=1}^{K} \), we can then build the matrix \( S \) as follows. Each element line is broadened into a Gaussian-shaped pulse in the spectrum, which can be formulated as:

\[ \varphi_k[n - t_k] = \exp \left( -\frac{(n - t_k)^2}{2\sigma_k^2} \right), \]

(14)
whose width \( \sigma_k \) can be calculated using (6) as explained in [23]. Then we can construct the matrix \( S \in \mathbb{R}^{M \times K} \) containing all element pulses, given by:

\[ S = \begin{bmatrix} \varphi_1[n - t_1] & \varphi_2[n - t_2] & \cdots & \varphi_K[n - t_K] \\ \vdots & \vdots & \ddots & \vdots \\ \varphi_1[n - t_1] & \varphi_2[n - t_2] & \cdots & \varphi_K[n - t_K] \end{bmatrix}. \]

(15)
As a result, the MA-XRF datacube \( Y \in \mathbb{R}^{M \times I} \) can be decomposed into a multiplication of the pulse matrix \( S \) and a matrix \( A \in \mathbb{R}^{K \times I} \) containing the amplitudes of these element pulses at all pixels in the datacube, expressed as:

\[ Y = SA. \]

(16)
Now, the problem of deconvoluting the MA-XRF datacube reduces to the problem of estimating the amplitude matrix \( A \) in (16):

\[ \hat{A} = \arg \min_{A} \frac{1}{2} ||Y - SA||_{F}^{2}, \]

(17)
where \( || \cdot ||_{F} \) denotes the Frobenius norm. Note that the pulse matrix \( S \) contains the element pulses of all the potential chemical elements present in the datacube. However, the chemical elements present at each single pixel are a subset of those in the whole painting and may vary at different pixels, making the problem more complicated. Moreover, the non-negligible noise in the acquired MA-XRF datacubes also makes the optimisation more challenging. Due to these issues, solving (17) directly (least-square fitting) would lead to a non-sparse matrix \( A \) that does not reflect the fact that many of its entries should be zero since only a subset of the chemical elements is present at each pixel. We therefore introduce additional constraints to enhance the stability and robustness of the optimisation.

D. Proposed Solutions

In order to obtain reliable deconvoluted element maps, we impose a few constraints into the estimation problem. Since the amplitudes of the element pulses in XRF spectra are non-negative, we first impose a non-negativity constraint to the amplitude...
Algorithm 1: Proposed Optimisation Scheme for (19) With ILF-ADMM [35].

**Input:** MA-XRF datacube Y and pulse matrix S

**Output:** Estimated pulse amplitude matrix \( \hat{A} \)

1. Initialise matrices \( A^{(0)} = 0 \), \( Z_1^{(0)} = 0 \), \( Z_2^{(0)} = 0 \), \( Z_3^{(0)} = 0 \), \( \hat{Z}_1^{(0)} = 0 \), \( \hat{Z}_2^{(0)} = 0 \), \( \hat{Z}_3^{(0)} = 0 \)
2. \( m = 1 \)
3. **while not converged do**
   4. \( Z_1^{(m)} = \text{prox}_{\|\cdot\|_1,\lambda} (D_x A^{(m-1)} + \hat{Z}_1^{(m-1)}) \)
   5. \( Z_2^{(m)} = \text{prox}_{\|\cdot\|_1,\lambda} (D_y A^{(m-1)} + \hat{Z}_2^{(m-1)}) \)
   6. \( Z_3^{(m)} = \text{prox}_{\lambda} (A^{(m-1)} - \hat{Z}_3^{(m-1)}) \)
   7. \( Z_4^{(m)} = \text{prox}_{\lambda} (\hat{Z}_3^{(m)}) \)
   8. \( A^{(m)} = (S^T Y + \rho_1 D_x^T (Z_1^{(m)} + \hat{Z}_1^{(m-1)}) + \rho_2 D_y^T (Z_2^{(m)} + \hat{Z}_2^{(m-1)}) + \rho_3 (Z_3^{(m)} + \bar{Z}_3^{(m-1)}) + (L - S^T S) A^{(m-1)}) (\rho_1 D_x^T D_x + \rho_2 D_y^T D_y + \rho_3 I + L)^{-1} \)
   9. \( \hat{Z}_1^{(m)} = \hat{Z}_1^{(m-1)} - D_x A^{(m)} + Z_1^{(m)} \)
   10. \( \hat{Z}_2^{(m)} = \hat{Z}_2^{(m-1)} - D_y A^{(m)} + Z_2^{(m)} \)
   11. \( \hat{Z}_3^{(m)} = \hat{Z}_3^{(m-1)} - A^{(m)} + Z_3^{(m)} \)
   12. \( m = m + 1 \)
4. \( \hat{A} = A^{(m)} \)

Algorithm 2: Proposed FISTA-Inspired Optimisation Scheme for (28).

**Input:** MA-XRF datacube Y and pulse matrix S

**Output:** Estimated pulse amplitude matrix \( \hat{A} \)

1. Initialise coefficient \( d^{(0)} = 0 \)
2. Initialise matrices \( A^{(-1)} = A^{(0)} = 0 \), \( Z_1^{(-1)} = Z_1^{(0)} = 0 \), \( Z_2^{(-1)} = Z_2^{(0)} = 0 \), so that \( X^{(-1)} = \begin{bmatrix} A^{(-1)}, Z_1^{(-1)}, Z_2^{(-1)} \end{bmatrix} \) and \( X^{(0)} = \begin{bmatrix} A^{(0)}, Z_1^{(0)}, Z_2^{(0)} \end{bmatrix}^T = 0 \)
3. \( m = 1 \)
4. **while not converged do**
   5. \( d^{(m)} = \frac{1+\sqrt{1+4d^{(m-1)^2}}}{2} \)
   6. \( U^{(m)} = X^{(m-1)} + \frac{d^{(m-1) - 1}}{d^{(m)}} (X^{(m-1)} - X^{(m-2)}) \)
   7. \( W^{(m)} = U^{(m)} - \frac{\alpha}{\lambda} H^T (HU^{(m)} - Y) \)
   8. \( \begin{bmatrix} W_1^{(m)}, W_2^{(m)}, W_3^{(m)} \end{bmatrix}^T = W^{(m)} \)
   9. \( \hat{A}^{(m)} = \text{prox}_{\lambda} (\hat{W}_1^{(m)}) \)
   10. \( A^{(m)} = \text{prox}_{\|\cdot\|_1,\lambda} (\hat{A}^{(m)}) \)
   11. \( Z_1^{(m)} = \text{prox}_{\|\cdot\|_1,\lambda} (\hat{W}_2^{(m)}) \)
   12. \( Z_2^{(m)} = \text{prox}_{\|\cdot\|_1,\lambda} (\hat{W}_3^{(m)}) \)
   13. \( X^{(m)} = \begin{bmatrix} A^{(m)}, Z_1^{(m)}, Z_2^{(m)} \end{bmatrix}^T \)
   14. \( m = m + 1 \)
5. \( \hat{A} = A^{(m)} \)

Following the ILF-ADMM scheme [35], then we need to iteratively update all the variables and the optimisation scheme is summarised in Algorithm 1. Here \( \hat{Z}_1, \hat{Z}_2 \) and \( \hat{Z}_3 \) are dual variables used in the ADMM loop, while \( \rho_1, \rho_2 \) and \( \rho_3 \) are importance coefficients that control different constraints. In our experiments, we set \( \rho_1 = \rho_2 = \rho_3 = 1 \). In steps 4-7, \( \text{prox}_{\varepsilon} \) and \( \text{prox}_P \) are proximal operators that ensure the estimated \( Z_1^{(m)}, Z_2^{(m)} \) and \( Z_3^{(m)} \) meet the constraints for \( Z_1, Z_2 \) and \( Z_3 \) in (19), respectively. The proximal operator \( \text{prox}_{\|\cdot\|_1,\lambda} \) with \( \varepsilon \) constraints is equivalent to the element-wise soft thresholding operators, expressed as:

\[
\text{prox}_{\|\cdot\|_1,\lambda} (z) = \begin{cases} z - \lambda, & \text{if } z > \lambda, \\ 0, & \text{if } |z| \leq \lambda, \\ z + \lambda, & \text{if } z < -\lambda. \end{cases}
\]

Then the proximal operator \( \text{prox}_{\varepsilon} \) with non-negativity constraint simply sets the negative entries to zero:

\[
\text{prox}_{\varepsilon} (z) = \begin{cases} z, & \text{if } z > 0, \\ 0, & \text{if } z \leq 0. \end{cases}
\]

Note that the proximal operator \( \text{prox}_P \) for the physical constraint is proposed based on the fact that the amplitude of the \( \alpha \) line in the L family of an element is normally larger than the other lines and the amplitude of the \( \alpha \) line in the K family is normally at least twice the amplitude of the other lines. To simplify the computation, we approximate the proximal operator for the matrix \( A \). Moreover, the total-variation (TV) regularisation proposed in [32] can be used in image restoration and deconvolution problems to impose spatial smoothness and to reduce the noise in the reconstructed image [33], [34]. We therefore impose TV to enhance the quality of the estimated maps. More importantly, we also propose a physics-based constraint by considering that the intensities of some characteristic lines of an element cannot be larger than some of its other lines. As a result, the estimation problem in (17) becomes:

\[
\hat{A} = \arg \min_A \frac{1}{2} \| Y - SA \|_F^2 + \mathcal{I}_+ (A) + \lambda \| D_x A \|_1 + \lambda \| D_y A \|_1 + \mathcal{P}(A),
\]

where \( \mathcal{I}_+ (\cdot) \) imposes the non-negativity constraint, \( D_x \) and \( D_y \) are the derivatives along \( x \) and \( y \) axes, which impose the TV regularisation on the spatial dimensions, \( \lambda \) is the TV parameter that controls the spatial smoothness of the estimated element maps, \( \| \cdot \|_1 \) denotes the \( \ell_1 \) norm and \( \mathcal{P}(\cdot) \) imposes the physical constraint.

1) ADMM-Based Solution: Alternating direction method of multipliers (ADMM) [36] is a popular method to solve the optimisation problem in (18). To increase the convergence speed, we adapt an inner-loop-free ADMM method (ILF-ADMM), which can avoid the inner gradient descent loops, proposed in [35] to solve (18). We need to introduce three auxiliary variables \( Z_1, Z_2 \) and \( Z_3 \) so that (18) becomes:

\[
\hat{A} = \arg \min_A \frac{1}{2} \| Y - SA \|_F^2 + \mathcal{I}_+ (Z_3)
\]

\[
+ \mathcal{P}(Z_3) + \lambda \| Z_1 \|_1 + \lambda \| Z_2 \|_1,
\]

s.t. \( Z_1 = D_x A, Z_2 = D_y A, Z_3 = A \).
physical constraint as follows:

$$\text{prox}_P(z_{p,q}) = \begin{cases} 
\min(z_{p,q}, z_{p,L_0}), & \text{if } q \in L \text{ family}, \\
\min(z_{p,q}, \frac{1}{2} z_{p,K_0}), & \text{if } q \in K \text{ family},
\end{cases}$$  \quad (22)

where $z_{p,q}$ represents the estimated amplitudes of the $q$-th characteristic line of the $p$-th chemical element at a certain pixel. In step 8, $L$ is a scalar matrix added to avoid the inner gradient descent loops in traditional ADMM, given by $L = \|S\|^2 I$. By adding $L$, the matrix $(\rho_1 D_x^T D_x + \rho_2 D_y^T D_y + \rho_3 I + L)$ in step 8 is circulant so that it is equivalent to a circular convolution, which can be transferred into element-wise multiplication in the Fourier domain. As a result, the equation in step 8 for updating $A$ can be solved using fast Fourier transform instead of gradient descent, given by:

$$A^{(m)} = \mathcal{F}^{-1}\{\mathcal{F}(G)/[\rho_1 \mathcal{F}(d_x)]^\ast \cdot \mathcal{F}(d_x)$$

$$+ \rho_2 \mathcal{F}(d_y) \cdot \mathcal{F}(d_x) + \rho_3 + \|S\|^2\},$$  \quad (23)

with

$$G = S^T Y + \rho_1 D_x^T (Z_1^{(m)} + \tilde{Z}_1^{(m-1)})$$

$$+ \rho_2 D_y^T (Z_2^{(m)} + \tilde{Z}_2^{(m-1)}) + \rho_3 (Z_3^{(m)} + \tilde{Z}_3^{(m-1)})$$

$$+ (L - S^T S) A^{(m-1)},$$  \quad (24)

where $\cdot$ and / represent the element-wise multiplication and division, $\mathcal{F}$ and $\mathcal{F}^{-1}$ represent the fast Fourier transform and inverse fast Fourier transform operations, $(\cdot)^\ast$ is the complex conjugate, $d_x$ and $d_y$ are the convolution kernels of the derivative operations $D_x$ and $D_y$. Since ILF-ADMM can avoid using inner gradient descent loops, it has much faster than the traditional ADMM.

2) FISTA-Based Solution: The ILF-ADMM method still requires computation of the auxiliary and dual variables in the iterative loop, which still makes the whole process complex and computationally expensive. We therefore also propose a solution with fewer auxiliary variables based on the idea of the fast iterative shrinkage-thresholding algorithm (FISTA) [37], which has lower computational complexity. If we use two auxiliary variables $Z_1$ and $Z_2$ to represent the derivatives of $A$ along $x$ and $y$ axes:

$$Z_1 = D_x A,$$  \quad (25)

$$Z_2 = D_y A,$$  \quad (26)

then (18) can be simplified as follows:

$$\hat{A} = \arg \min_{\hat{A}, \hat{Z}_1, \hat{Z}_2} \frac{1}{2} \left\| \begin{bmatrix} \rho Y & 0 \\ 0 & \rho S \end{bmatrix} - \begin{bmatrix} \rho S & 0 & 0 \\ D_x & -I & 0 \\ D_y & 0 & -I \end{bmatrix} \begin{bmatrix} A \\ Z_1 \\ Z_2 \end{bmatrix} \right\|_F^2$$

$$+ \mathcal{I}_+(A) + \mathcal{P}(A) + \lambda \|Z_1\|_1 + \lambda \|Z_2\|_1,$$  \quad (27)

where $0$ is the zero matrix and $I$ is the identity matrix. Parameter $\rho$ controls the tradeoff between finding the optimal $A$ with all non-negative entries from the datacube $Y$ and imposing the spatial smoothness to the estimated maps. In our experiments, we set $\rho = 1$ and $\lambda = 0.2$. To simplify notations, we also re-write (27) as follows:

$$\hat{A} = \arg \min_{A, \hat{Z}_1, \hat{Z}_2} \frac{1}{2} \left\| \hat{Y} - HX \right\|_F^2 + \mathcal{I}_+(X)$$

$$+ \mathcal{P}(A) + \lambda \|Z_1\|_1 + \lambda \|Z_2\|_1,$$  \quad (28)

where $\hat{Y} = \begin{bmatrix} Y & 0 \\ 0 & 0 \end{bmatrix}$, $H = \begin{bmatrix} S & 0 & 0 \\ D_x & -I & 0 \\ D_y & 0 & -I \end{bmatrix}$ and $X = \begin{bmatrix} A \\ Z_1 \\ Z_2 \end{bmatrix}$.

Now the optimisation problem in (28) can be solved using a variation of FISTA [37] with details explained in Algorithm 2. In particular, in steps 5–7 the iterative optimisation is based on a specific linear combination of the previous two points ($X^{(m-1)}$ and $X^{(m-2)}$) to have a faster convergence. Gradient descent is applied in step 7 to gradually find the local minimum of the cost function.

IV. NUMERICAL RESULTS

To verify the performance of the proposed FAD method with the two optimisation schemes, we apply it to the MA-XRF datacubes collected from three easel paintings in the National Gallery collection, *Sunflowers* (NG3863) created by Vincent van Gogh [38], [39] (Fig. 6), *The Virgin with the Infant Saint John the Baptist adoring the Child Christ accompanied by an Angel (‘The Virgin of the Rocks’)* (NG1093) by Leonardo da Vinci [40], [41] (Fig. 7), and *Diana and Callisto* [42] (NG6616) by Titian, respectively. To acquire the MA-XRF datacubes, the highlighted regions in each painting were scanned with a Bruker M6 JETSTREAM instrument (580 μm spot size, 580 μm μs step size, 10 ms dwell time operated with X-ray tube reduced to 450μA).

$^3$Results with different values of $\rho$ and $\lambda$ are presented in the supplementary material to show that the performance of our method is not greatly affected by these hyperparameters.

$^4$The results obtained from *Diana and Callisto* (NG6616) are presented in the supplementary material.
Bruker M6 JETSTREAM MA-XRF instrument, consisting of a 30 W rhodium (Rh) anode X-ray tube with polycapillary optics operated at 50 kV and 450-600 μA and a 60 mm² silicon (Si) drift detector with a threshold of 275 kcps. The deconvoluted element distribution maps generated after 50 iterations (epochs) of the proposed FAD method are also compared with the ones generated with both the AFRID method [23] and the Bruker M6 software, which is widely used for MA-XRF deconvolution in the cultural heritage sector.

A. Automatic Deconvolution

A common drawback of the existing methods [14], [15], [16], [17], [18], [19], [20], [43], [44] for MA-XRF deconvolution is that they require users to input a list of chemical elements which are expected to be present in the scanned target. This requirement of manual input adds complexity and a degree of variability to the use of these methods. However, as with the AFRID method, the FAD method proposed here is also able to deconvolute the MA-XRF datacube of a painting and produce element distribution maps without any user selection of chemical elements. We first focus on the MA-XRF datacube that was collected from the painting *Sunflowers*, highlighted in Fig. 6. The selection of processed results shown in Fig. 8 demonstrate that, although the proposed method does not require any input of chemical elements, it still produces accurate element maps for the scanned region of *Sunflowers*, which have similar distributions to the ones that are generated by the Bruker M6 software after detailed examination of the data by expert users to find a suitable selection of chemical elements. This improvement significantly reduces the complexity for the user to deconvolute the MA-XRF dacube of an easel painting.

B. Nearby Element Pulse Separation

Another common difficulty in deconvoluting MA-XRF datacubes collected from easel paintings is the separation of overlapping pulses in the spectra that are due to different chemical elements. Failure to do so will lead to the deconvoluted element maps having interference from other chemical elements. For instance, the MA-XRF datacubes collected from three regions (d10 in yellow, d11 in pink and d12 in green) of the painting ‘The Virgin of the Rocks’ by Leonardo da Vinci, highlighted in Fig. 7, have the problem of separating copper (Cu) and zinc (Zn), since the Kβ characteristic line of Cu with energy of about 8905 eV is very close to the Kα line of Zn with energy of about 8631 eV. This can be seen by directly plotting the region of interest (ROI) of Zn Kα for the d10 scanned area of the painting in Fig. 9(a), where some interesting zinc-containing underdrawing lines can be found (traced and overlaid onto the painting in Fig. 9(b)) but also significant interference from Cu is present and required to be reduced with further processing. With a list of chemical elements selected by experts after multiple attempts, the deconvoluted element distribution maps of Cu Kβ and Zn Kα generated by the builtin deconvolution algorithm in the Bruker M6 software are shown in Fig. 9(c) and (d) respectively. Although the interference of Cu is removed from the Zn Kα map, the algorithm also reduces the intensity of the Zn Kα signal, making the underdrawing lines less visible and even removing the Zn signal in the Virgin’s drapery completely. To solve this problem and produce an element map that accurately reflects the distribution of Zn in the painting, shown in Fig. 9(e), experts had to manually scale and subtract the Cu map (Fig. 9(c)) from the ROI Zn map (Fig. 9(a)). Moreover, the selection of chemical elements input to the Bruker M6 software has a great impact on the deconvoluted element maps. For example, if the element nickel (Ni) is added in the selection, the new deconvoluted Zn Kα map (Fig. 9(f)) changes significantly and the zinc signal in the Virgin’s drapery can be recovered, even though no measurable signal is found in the deconvoluted Ni Kα map.

The proposed FAD method is also applied on the same MA-XRF datacube. The element distribution maps deconvoluted with the FISTA-inspired optimisation scheme (Algorithm 2) are displayed in Fig. 10 and the ones deconvoluted with the ILF-ADMM optimisation scheme (Algorithm 1) are shown in Fig. 12. Our Cu Kα maps shown in Figs. 10(a) and 12(a) are nearly identical to the one produced by the Bruker M6 software. However, our Zn Kα maps in Figs. 10(b) and 12(b), where
Fig. 8. First row: selection of deconvoluted element distribution maps generated using the Bruker M6 software with user input for the scanned region of Sunflowers. Second row: equivalent selection of element distribution maps generated automatically with no user input using the proposed FAD method with the FISTA-inspired optimisation scheme (Algorithm 2) for the same region of Sunflowers. (a) Chromium (Cr) $K_{\alpha}$, (b) Iron (Fe) $K_{\alpha}$, (c) Cobalt (Co) $K_{\alpha}$, (d) Copper (Cu) $K_{\alpha}$, (e) Zinc (Zn) $K_{\alpha}$, (f) Bromine (Br) $K_{\alpha}$.

Fig. 9. Element distribution maps produced by Bruker M6 software for the scanned region d10 (yellow outline) of 'The Virgin of the Rocks'. (a) Zn $K_{\alpha}$ region of interest (ROI), containing significant interference from Cu highlighted in red, (b) manual tracing of detected underdrawing lines, white, overlaid onto the visible image of the painting, (c) Cu $K_{\alpha}$ after deconvolution, (d) Zn $K_{\alpha}$ after deconvolution without Ni added in the element list, where Zn signal in the Virgin’s drapery is removed completely, highlighted in yellow, (e) Zn $K_{\alpha}$ ROI with Cu $K_{\alpha}$ manually subtracted and 3-by-3 pixel binning, (f) Zn $K_{\alpha}$ after deconvolution with Ni added in the element list.

Fig. 10. Element distribution maps produced by the proposed FAD method with FISTA-inspired optimisation scheme (Algorithm 2) for the scanned region d10 (yellow outline) of 'The Virgin of the Rocks'. (a) Cu $K_{\alpha}$, (b) Zn $K_{\alpha}$, (c) Zn $K_{\beta}$, (d) Cu $K_{\alpha}$ without the physical constraint (22), (e) Zn $K_{\alpha}$ without the physical constraint (22), (f) Zn $K_{\beta}$ without the physical constraint (22). The improvements of our deconvoluted maps compared with the ones produced with Bruker M6 software (Fig. 9) are highlighted in red and yellow ovals, respectively.

The improvements of our deconvoluted maps compared with the ones produced with Bruker M6 software (Fig. 9) are highlighted in red and yellow ovals, respectively.

the interference from Cu is barely present, are very similar to the idealised one that is generated by experts after manual intervention (Fig. 9(e)). This proves that the proposed FAD method is able to separate Cu and Zn very well and produce accurate element distribution maps. More surprisingly, our proposed method can also produce the element map for the Zn $K_{\beta}$ line showing the underdrawing lines in Figs. 10(c) and 12(c), which could not be generated with the Bruker M6 software. The reason is that the intensity of the Zn $K_{\beta}$ signal is very weak in
The MA-XRF datacube, only around 2 photon counts in the areas of underdrawing. This success of deconvoluting Zn K\(_\beta\) signal is also due to the proposed physical constraint expressed in (22). To validate the physical constraint, we also show the element distribution maps of Cu and Zn generated using the proposed FAD method with the two optimisation schemes but without the physical constraint for the comparison. The Cu K\(_\alpha\) maps (Figs. 10(d) and 12(d)) are similar to the ones with the physical constraint. However, the Zn K\(_\alpha\) maps (Figs. 10(e) and 12(e)) and K\(_\beta\) maps (Figs. 10(f) and 12(f)) are significantly different from the ones with the physical constraint. Not only has the Zn K\(_\alpha\) signal in some regions been removed excessively, but most of underdrawing lines are lost in the Zn K\(_\beta\) maps without the physical constraint. From the comparison, it can be concluded that the Zn signals have been better deconvoluted with the physical constraint than without it. To further demonstrate the performance of our method, the deconvolution results of two sample pixels, pixel A on the angel wing and pixel B on the drapery highlighted in Fig. 10(b), have been shown in Fig. 11.

It can be seen that although the intensity of Zn signal is very weak, our method is still able to detect Zn and even separate its K\(_\alpha\) peak from a much stronger Cu K\(_\beta\) peak. The success of deconvoluting the Zn signals and producing the Zn element maps also highlights the excellent ability of our method to detect weak signals from noisy spectra. Furthermore, the deconvoluted...
Fig. 14. Comparison between the Zn K\textsubscript{α} maps of ‘The Virgin of the Rocks’ deconvoluted with different methods in a ROI. (a) Bruker M6 software with manual subtraction, (b) the proposed FAD method with the ILF-ADMM optimisation scheme (Algorithm 1), (c) the proposed FAD method with FISTA-inspired optimisation scheme (Algorithm 2), (d) AFRID method [23]. The regions highlighted in red indicate the artefact caused by the manual subtraction of Cu interference.

Fig. 15. Combined Zn K\textsubscript{α} map of ‘The Virgin of the Rocks’ produced with different methods, revealing underdrawing related to an abandoned earlier composition. (a) deconvoluted with the Bruker M6 software, (b) deconvoluted with the proposed FAD method with the ILF-ADMM optimisation scheme (Algorithm 1), (c) deconvoluted with the proposed FAD method with FISTA-inspired optimisation scheme (Algorithm 2). The region highlighted in red shows the mismatches when combining nearby patches.

Fig. 16. Element distribution maps produced by the proposed FAD method with ILF-ADMM optimisation scheme (Algorithm 1) for the scanned region of Sunflowers. (a) Pb L\textsubscript{α}, (b) As K\textsubscript{α} without the adjustment based on K\textsubscript{β}, (c) As K\textsubscript{β}, (d) As K\textsubscript{α} with the adjustment based on K\textsubscript{β}. 
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element distribution maps produced with AFRID method [23] are also shown in Fig. 13. Compared to the element distribution maps produced with AFRID method, the ones generated using the proposed FAD method are smoother and less noisy. This is because instead of applying element pulse detection on every pixel like the AFRID method, the proposed FAD method only detects the element pulses from the average and maximum spectra of the datacube, which reduces inconsistency in the deconvoluted element distribution maps. Moreover, the total-variation (TV) regularisation also imposes the spatial smoothness to the deconvoluted maps, which was not considered in the AFRID method. However, the pixel-wise pulse detection in AFRID method also has the advantage of generating a confidence map with values from 0 to 1 for each element line (Fig.13(d) and (f)), indicating how likely it is that element is present in areas of the painting, which provides additional useful information for heritage scientists about the painting. The improvement of our results compared with the ones produced with other methods can be seen more obviously from a zoomed-in view shown in Fig. 14.

Finally the combined deconvoluted Zn $K_\alpha$ maps produced with the Bruker M6 software and the proposed FAD method with the ILF-ADMM and FISTA-inspired optimisation schemes are shown in Fig. 15. It can be seen that there are mismatches between the deconvoluted Zn maps from nearby patches in Fig. 15(a) showing the instability of the Bruker M6 software. However, the Zn maps produced with our proposed method (Fig. 15(b) and (c)) can be seamlessly combined, which indicates the reliability and consistency of our method.

There is another pair of elements, arsenic (As) and lead (Pb), that overlap, causing a big problem in deconvoluting MA-XRF datacubes and this issue affects all existing methods. The reason is that the As $K_\alpha$ line is at about 10532 eV and the Pb $L_\alpha$ line is at about 10549 eV. Given the spectral resolution of the collected spectra is 10 eV per energy channel, the two lines are only less than two channels apart. Moreover, these overlapping pulses correspond to both the major lines of the two elements. Fig. 16(a), (b), and (c) show the deconvoluted maps of Pb $L_\alpha$, As $K_\alpha$, and As $K_\beta$ produced by the proposed FAD method for the scanned region of Sunflowers, respectively. We can see that the two maps are very different since the As $K_\alpha$ maps still contain great interference from Pb $L_\alpha$ map. We proposed to solve this particular challenge by adjusting the As $K_\alpha$ line based on As $K_\beta$ line, that is, the intensity of As $K_\alpha$ line should not larger than the intensity of its $K_\beta$ line times a factor. This factor is set as 6.5 based on the domain knowledge from the reference [45] and empirical experiments. The As $K_\alpha$ map produced with the adjustment (Fig. 16(d)) shows a more similar distribution to its $K_\beta$ map, resulting in a better deconvolution. However, since the As $K_\beta$ line is a minor line and normally has a much lower intensity, adjusting the distribution maps of As according to it may lead to the loss of some weak signals. To the best of our knowledge, this is also a challenge for other existing methods and they require extra users’ input and intervention to produce satisfactory results similar to ours.

In conclusion, our proposed method can separate nearby pulses unless they are too close and related to the two main lines of two elements. This is further supported by the results obtained from Titian’s Diana and Callisto (NG6616) in the supplementary material.

C. Convergence

It is natural to wonder whether adding the physical constraint in (22) affects the convergence of the optimisation method. To answer this question, we plot the mean square error (MSE) between the product of the pulse matrix and the estimated element distribution map matrix ($S\hat{A}$), and corresponding MA-XRF datacube ($Y$) for each iteration, in Fig 17. It can be seen that in all cases of optimisation with the physical constraint, the MSE gradually decreases with more iterations. Moreover, although in most cases the optimisations without the physical constraint converge more quickly, the ones with the physical constraint can still reach similar MSE values after several iterations. All this suggests that the proposed FAD method converges.

D. Processing Speed

As a main contribution of the proposed FAD method, we demonstrate its fast processing speed. Since other existing methods all require a number of manual steps and operations by the user when deconvoluting the MA-XRF datacube, the processing times required vary greatly and are not considered in the comparison. Therefore, we only compare the speeds of the proposed FAD method optimised with either the FISTA-inspired scheme
TABLE I
TIME CONSUMED FOR DECONVOLUTING DIFFERENT DATACUBES WITH DIFFERENT METHODS, MEASURED IN SECONDS, ON A PC WITH AMD RYZEN 9 5900X CPUs AND 64 GB MEMORY IN MATLAB R2021b WITH PARALLEL COMPUTING (PARFOR-LOOO) WHERE POSSIBLE

| Datacube | Pixel number | Time consumed in seconds |
|----------|--------------|-------------------------|
| NG1093 d10 | 1389 × 1264 | 21815                   |
| NG1093 d11 | 1401 × 1417 | 24251                   |
| NG1093 d12 | 1325 × 1575 | 24231                   |
| NG3863    | 1081 × 851  | 8212                    |
| AFRID method [23] |       | 1015                    |
| FAD with ILF-ADMM | 2947 | 186                     |
| FAD with FISTA | 2804 | 194                     |

(Algorithm 2) and the ILF-ADMM-based scheme (Algorithm 1) to the AFRID method proposed in [23]. All methods were implemented on a PC with AMD Ryzen 9 5900X CPU and 64 GB memory in MATLAB R2021b with parallel computing (parfor-loop) where possible. From Table I, it can be seen that the AFRID method takes the longest. This is because the AFRID method operates pixel by pixel. However, the proposed FAD method manages to process the datacube as a whole, which significantly reduces the time consumed. The FAD method with an ILF-ADMM optimisation scheme is more than 12 times faster than the AFRID method, but still not the best. The proposed FAD method with a FISTA-inspired optimisation scheme can deconvolute the XRF datacube at the highest speed, within minutes, and is approximately 10 times faster than the FAD method with an ILF-ADMM optimisation scheme and 124 times faster than the AFRID method. This is because our FISTA-inspired optimisation scheme requires fewer auxiliary variables than the optimisation with ILF-ADMM. Having fewer auxiliary variables in the optimisation loop of Algorithm 2 leads to fewer matrix multiplication operations and less memory usage, which not only makes the implementation much easier but also improves the processing speed. We conclude by observing that we have empirical evidence that FAD with FISTA converges, though this has not been shown theoretically. This is in contrast with ILF-ADMM [35].

V. CONCLUSION

In this article, we have proposed a fast automatic deconvolution (FAD) method to process the MA-XRF datacubes of easel paintings and to produce the distribution maps of the chemical elements that are present in the paintings. To verify the performance of the proposed FAD method, we applied it on MA-XRF datacubes collected from two easel paintings at the National Gallery, London. The results show that the proposed FAD method can accurately deconvolute the XRF datacubes collected from easel paintings without the requirement of manual input from users. Furthermore, by considering the spatial dependency, our deconvoluted element maps are of better quality and less noisy. More importantly, adding the proposed physical constraint to the optimisations with both ILF-ADMM-based and FISTA-inspired schemes shows demonstrable improvements in the deconvoluted element maps. Finally, we have shown that processing the datacube globally with the FAD method using either of the two optimisation schemes significantly reduces the running time, particularly when using the FISTA-inspired one.

APPENDIX A

LOOKUP TABLE OF ELEMENT CHARACTERISTIC X-RAY LINE ENERGIES

| Element | Atomic No. | K series | L series | M series |
|---------|------------|----------|----------|----------|
| AI      | 13         | 1487     | 1557     | /        | /        |
| Si      | 14         | 1740     | 1836     | /        | /        |
| P       | 15         | 2014     | 2139     | /        | /        |
| S       | 16         | 2367     | 2464     | /        | /        |
| Cl      | 17         | 2622     | 2816     | /        | /        |
| Ar      | 18         | 2957     | 3191     | /        | /        |
| K       | 19         | 3313     | 3590     | /        | /        |
| Ca      | 20         | 3690     | 4013     | /        | /        |
| Ti      | 22         | 4509     | 4932     | /        | /        |
| V       | 23         | 4950     | 5427     | /        | /        |
| Cr      | 24         | 5412     | 5947     | /        | /        |
| Mn      | 25         | 5895     | 6490     | /        | /        |
| Fe      | 26         | 6400     | 7068     | /        | /        |
| Co      | 27         | 6925     | 7649     | /        | /        |
| Ni      | 28         | 7472     | 8265     | /        | /        |
| Cu      | 29         | 8041     | 8905     | /        | /        |
| Zn      | 30         | 8631     | 9572     | /        | /        |
| As      | 33         | 10532    | 11726    | /        | /        |
| Se      | 34         | 11209    | 12496    | /        | /        |
| Br      | 35         | 11909    | 13291    | /        | /        |
| Sr      | 36         | 12413    | 15836    | 1382     | 1806     | 1872     | /        |
| Zr      | 40         | 15747    | 17668    | 1792     | 2042     | 2124     | 2203     |
| Rh      | 45         | 20169    | 22724    | 2377     | 2695     | 2834     | 3144     |
| Ag      | 47         | 22105    | 24942    | 2634     | 2982     | 3151     | 3520     |
| Cd      | 48         | 23110    | 26096    | 2767     | 3131     | 3317     | 3717     |
| Sn      | 50         | 25196    | 28486    | 3045     | 3441     | 3663     | 4151     |
| Sb      | 51         | 26276    | 29726    | 3189     | 3602     | 3844     | 4348     |
| I       | 53         | 28514    | 32925    | 3485     | 3934     | 4221     | 4801     |
| Ba      | 56         | 32068    | 36578    | 3954     | 4461     | 4828     | 5531     |
| Au      | 79         | /        | 8494     | 9713     | 11439    | 13382    | 2123     |
| Hg      | 80         | /        | 8721     | 9987     | 11823    | 13805    | 2195     |
| Pb      | 82         | /        | 9185     | 10549    | 12611    | 14746    | 2346     |
| Bi      | 83         | /        | 9420     | 10836    | 13021    | 15248    | 2423     |
| U      | 92         | /        | 11618    | 13556    | 17220    | 20167    | 3171     |

These lines outside the detection range of the MA-XRF device have been removed. Table taken and modified from (43).
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