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Abstract—Recently, the techniques for monitoring and recognizing human walking patterns have become one of the most important research topics, especially in health applications related to fitness and disease progression. This paper aims at combining machine learning techniques with Smartphone sensors readings (i.e. accelerometer sensor) in order to develop a smart model capable of classifying walking patterns into different categories (fast, normal, slow, very slow or very fast) along with variable of gender, male or female and sensor place, waist, hand or leg. In this paper, we use several machine learning algorithms including: Neural Network, KNN, Random forest, and Tree to train and test extracted data from Smartphone sensors. The results indicate that Smartphone sensor can be exploited in developing a reliable model for identifying the human walking patterns based on accelerometer readings. In addition, results show that Random forest is the best performing classifiers with an accuracy of (92.3%) and (91.8%) when applied on waist datasets for both males and females respectively.
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I. INTRODUCTION

With the development of mobile technology over the past few years, mobile devices have become prevalent and nowadays equipped with different kinds of sensors, such as GPS, accelerometer, etc. [1]. The growing development and capabilities of smartphones’ sensors have increased researchers’ interest to utilize these capabilities in daily life for health care applications that monitor human some activities such as walking patterns for elderly or people with disabilities.

Contemporary Smartphones equipped with many sensors such as Accelerometer, Gyroscope, Magnetometer, and GPS. However, motion sensors are the best suitable for monitoring a device’s movements, vibration, tilt, shake, rotation, or swing to identify movements’ orientation along the three axes (X, Y, and Z) as shown in Fig. 1. These sensors can determine the phone’s orientation if portrait or landscape, and whether the phone’ screen is upward or downward. Moreover, the accelerometer sensor can detect how fast your phone is moving in any linear direction [2].

As shown in Fig. 1, when a device is held in its default orientation, X-axis is horizontal and points to the right; Y-axis is vertical and points up; and Z-axis is perpendicular to the face of the screen. Thereof, motion sensors can easily collect the data related to the user’s movements and orientations. However, there is a limited ability to automatically support a decision based on large collected data. Therefore, there is a need for developing new data mining and machine learning techniques to make use of these data [2].

Artificial Intelligence provides many solutions based on machine learning techniques that allow the systems to learn and automatically improved according to experiences without explicit programming. Machine learning develops techniques to learn and access through observing to determine the pattern for making a good future decision. Thus, the purpose of machine learning to make the computer automatically decides without any need for human hand [3].

This paper aims at developing a smart model to accurately classify the walking patterns into several categories including: very fast, fast, normal, slow, or very slow based on several machine learning techniques. Therefore, the current study combines general-purpose machine learning techniques with smartphone sensor readings (e.g. acceleration sensor). Also, it involves several sensors that haven’t been considered before for recognizing walking patterns (very slow, slow, normal, very fast) and attempts to determine which part of the human body can be the best fit holding smartphone device. And notable and obtain the accuracy according to previous studies related to this algorithm.

Fig. 1. Device Coordinates System.
II. RELATED WORK

Most of the existing approaches for walking pattern recognition rely on body-worn motion sensors such as accelerometer and gyroscope sensors [4-7]. Different approaches were developed to use foot mounted sensor [8], wearable accelerometer arrays mounted on several parts of the body such as the Shank, sacrum, and thigh [5]; and wrist-worn sensors for accurate walking speed estimation [9]. However, these approaches could not efficiently serve general use while having different walking scenarios, in which the user holding his/her smartphone.

Different smartphone-based systems have been developed. Cox et al. developed a simple solution that can estimate the walking speed based on the integration of acceleration by using smartphone and machine learning techniques [10]. Cho et al. suggested to standardize the inertial sensor-based speed estimation using the GPS of the smartphone when the user is walking outdoors [11]. Park et al. investigated the normalized kernel methods on the collected accelerometer data to achieve higher accuracy of walking speed estimation [12].

Even if having an intensive research effort to exploit machine learning techniques to improve the walking speed patterns estimation accuracy, the extracting of effective features still challenging. Thereof, we leverage automated extraction of the most effective features using the deep convolutional neural network (DCNN) to maximize the walking speed estimation accuracy [13, 14].

Recently, deep learning techniques have been dramatically involved in many studies [13, 14, and 15]. However, they focused on the recognition of gait patterns rather than on the recognition of walking speed patterns. Gong et al. (2016) developed DCNN to perform gait assessment for multiple sclerosis patients based on the spectral and temporal associations among sensor data collected with several inertial body sensors [13]. Gadaleta and Rossi adopted the DCNN to recognize a target user based on the way of their walking utilizing the accelerometer and gyroscope data of smartphone [14]. Hannink et al. used the DCNN to estimate the stride length [15].

In this context, the research aims to classify and assess four supervised Machine Learning algorithms, which are Naïve Bayes (NB), KNN and Decision Tree (DT). The study shows the performance accuracy and capability of the experimented algorithms to provide a comparative analysis. Followings summarize the selected supervised algorithms:

- The k-nearest neighbours (KNN): KNN is a simple classification and regression algorithm that stores all the available cases and classifies new incoming cases based on a certain similarity measure. Conceptually, KNN is a simple algorithm; nevertheless, it is still capable of solving complex problems. The KNN algorithm is a type of instance-based learning or lazy learning, wherein the function is approximated only locally. All computation is ceased until classification [16].

- Artificial Neural Networks (ANNs): ANNs are networks inspired by biological neural networks. Neural networks are non-linear classifier which can model complex relationships between the inputs and the outputs. A neural network consists of a collection of processing units called neurons that work together in parallel to produce some output [17]. Each connection between neurons can transmit a signal to other neurons and each neuron calculates its output using the nonlinear function of the sum of all neuron’s inputs [16].

- Decision Tree (DT): DT is a common learning method used in data mining. DT refers to a hierarchical and predictive model which uses the item’s observation as branches to reach the item’s target value in the leaf. DT is a tree with decision nodes, which have more than one branch and leaf nodes, which represent the decision [16].

- Random Forests (RF): RF is a classifier consisting of a collection of tree-structured classifiers. The random forest classifies a new object from an input vector by examining the input vector on each tree in the forest. Each tree casts a unit vote at the input vector by giving a classification. The forest selects the classification having the most votes overall the trees in the forest [18].

III. METHODS

This work adopts supervised learning approach to extract features vector that describes the walking patterns of human (fast, very fast, normal, slow, very slow) based on the collected data from fixed and predefined walking distance. Therefore, this paper attempts at determining the best combination of accelerometer sensor data, sensor axis(es) and learning algorithms to detect walking patterns. Fig. 2 defines the research steps.

Based on Fig. 2, the defined method’s steps can be addressed as follows:

Step 1: Collecting raw data by using the accelerometer sensor to be stored in the smartphone file system.

Step 2: Retrieving stored sensor data to an excel file format for pre-processing task. Data will be clustered for each walking pattern attempts according to several variables including: sensor location, type of walk and gender as shown. All variables were coded to their corresponding numeric values as shown in Table I; for instance, values of 1, 0 and 2, which will be expressed as (102), mean that smartphone was placed at the waist of a male user walking normally. Afterwards, the data related to males were separately retrieved from the excel file, as well as the females’ data excluding outliers’ cases.

Step 3: Testing and training of revised data using several machine learning classifiers. In addition, accuracy evaluation applied to assess the performance of the involved classifiers using Orange software, which is an open-source software package released under GPL [19].
IV. EVALUATION

To evaluate the proposed model, we compared the accuracy of several machine learning algorithms includes: Artificial Neural Networks (ANN), Random Forest (RF), K-Nearest Neighbors algorithm (KNN), and Tree. These algorithms are commonly used in similar studies due to their ability to process sensing data [15, 51, 20, and 24].

This paper investigates the accuracy evaluation of the used machine learning classifiers for each walk category on the confusion matrix as shown in equation 1, which ranges from 0.0 to 1.0 (Thang et al., 2012). Therefore, the closer of classifier accuracy is to 1.0, the better the prediction of the walks types. Fig. 3 shows the evaluation metric, using Orange software, to ensure the validly of the proposed model of walking patterns (fast, very fast, normal, slow or very slow).

\[
\text{Accuracy} = \frac{TP + TN}{P + N} \quad (1)
\]

Where TP denotes True Positives, TN denotes True Negatives, P denotes positive cases and N denotes Negative cases.
V. DATA COLLECTION AND EXPERIMENTS

This section shows the real-world experiments conducted to collect the accelerometer sensor data for the walking patterns. In this experiment, a total of eight volunteer university students (four males and four females) with an average age of (21 years) participated for collecting data from smartphone accelerometer of type Huawei; however, different models used (Y6 Prime 2018, Y7 Prime 2018, Nova 3i). Each student asked to walk a certain distance in normal, fast, very fast, slow and very slow speeds in order to collect the data. During the walk, the smartphones placed on the hand, leg, and waist to ensure accurate reading data as shown in Fig. 4.

For proceeding our evaluation procedures, we mapped the codes of the used variables as previously presented in Table I. Then all produced datasets are trained and tested using several machine learning classifiers to evaluate their accuracy including Artificial Neural Networks (ANN), Random Forest (RF), K-Nearest Neighbors algorithm (KNN), and Tree.

VI. RESULTS

As previously described, the resultant dataset from all experiments was trained and tested using several machine learning classifiers. Table II shows a sample of the produced dataset representing the extracted features and variables flags.

| Flag | X (m/s) | Y (m/s) | Z (m/s) |
|------|---------|---------|---------|
| 1    | 0.199615| -7.313296| -0.755092|
| 2    | -0.482911| -7.719409| -0.058055|
| 3    | 0.677047| -9.970569| 1.220921|
| 4    | -1.679872| -12.573337| 3.900410|
| 5    | -0.233811| -15.148089| 0.740468|
| 6    | -0.614732| -12.647845| -4.812709|
| 7    | -0.442063| -8.847034| -6.990199|
| 8    | -1.258363| -10.212100| -3.629466|
| 9    | -1.579438| -15.811786| -1.258363|
| 10   | 0.199615| -7.313296| -0.755092|
Afterwards, we find and compare the accuracy for each classifier in terms of smartphone replacement; hand; waist or leg. Results prove that the classification accuracy increased when the sensor is placed at the waist. This can be justified as the waist is the steadiest part of the human body when abnormal movements presented. Therefore, the waist readings were approved in this study for validation purpose.

The classification results based on males' waist dataset show that the Random Forest algorithm maintains the highest accuracy level of (92.1%). Similarly, for classifying females' waist dataset, the Random Forest algorithm achieved the highest accuracy level of (91.8%) as well. Table III shows the results.

As shown in Table III, Random Forest is the best performing algorithm when applied to both males and females’ waist datasets. However, a very small difference between them, which can be attributed to the different number of trained records and the physiological differences between males and females.

In order to determine the best performing classifier, we separately obtained the confusion matrix of applying all classifiers on waist datasets for males and females to measure their performance. In the confusion matrix, each row represents the instances in an actual class; while each column represents the instance in a predicted class or vice versa. Confusion matrix summarizes the results of the testing algorithm and provides a report of the number of True Positive (TP), False Positives (FP), True Negatives (TN), and False Negatives (FN). Table IV describes the mapped codes for the used variables.

Flags in Table III used to find the confusion matrix as shown in Fig. 5 and 6, respectively.

Based on Fig. 5, results show that the Random Forest is the best performing algorithm when classifying the females’ data comes from smartphones placed at their waists. When the walking patterns are fast, it has been found that 889 out of 1414 cases were correctly classified; while when are normal, 2678 out of 3128 cases were correctly classified; and 5063 out of 5368 cases were correctly classified when walks are slow; and 1226 out of 1463 cases were correctly classified when walks are very slow; finally 7674 out of 7717 were correctly classified when walks are very fast.

Similarly, as for the male confusion matrix, results show that the Random Forest is the best performing algorithm when classifying the males’ data come from smartphones placed at their waists. When the walking patterns are fast, it has been found that 1066 out of 1586 cases were correctly classified; while when they are normal, 2640 out of 3133 cases were correctly classified; and 4719 out of 5033 cases were correctly classified when walks are slow; and 1438 out of 1781 cases were correctly classified when walks are very slow; finally 9950 out of 10021 were correctly classified when walks are very fast.

| Model         | Accuracy Male | Accuracy Female |
|---------------|---------------|-----------------|
|               | Hand | Waist | Leg  | Hand | Waist | Leg  |
| Random Forest | 0.661  | 0.923 | 0.615 | 0.7355 | 0.918  | 0.662 |
| Neural Network| 0.650  | 0.913 | 0.608 | 0.6833 | 0.912  | 0.642 |
| KNN           | 0.647  | 0.919 | 0.594 | 0.7364 | 0.915  | 0.648 |
| Tree          | 0.620  | 0.896 | 0.579 | 0.7149 | 0.886  | 0.605 |

| Flag | Description          |
|------|----------------------|
| 111  | Waist; female; fast  |
| 112  | Waist; female; normal|
| 113  | Waist; female; slow  |
| 114  | Waist; female; very slow |
| 115  | Waist; female; very fast |
| 101  | Waist; male; fast    |
| 102  | Waist; male; normal  |
| 103  | Waist; male; slow    |
| 104  | Waist; male; very slow |
| 105  | Waist; male; very fast |
VII. VALIDATION

We validate our model by displaying the Box plot distribution of the $Y$ (m/s²) readings related to males’ and females’ waist datasets, since these datasets achieved the highest rate of correctly classified cases when applying Random Forest classifier. Results confirmed that there was no significant discrepancy between the mixed data of males and females as shown in Fig. 7, which in turn shows the validity of our experiments.

Furthermore, the model was validated by applying the two most accurate classifiers, Random Forest and KNN on an external Excel file, which contains unflagged data, attributes of the waist; Female; and slow. Results show that the Random Forest algorithm made the correct prediction and returned (113) flag code, which represents waist; Female; and slow respectively as shown in Fig. 8.
VIII. DISCUSSION

In this paper, we proposed a method to accurately predict all patterns of human walking including very slow, slow, normal, very fast. Therefore, it combines general-purpose machine learning techniques with smartphone sensor readings (e.g. acceleration sensor) to develop a smart model capable of classifying and predicting the walking patterns into very fast, fast, normal, slow, or very slow. In addition, it determines the best part for placing the sensor on the human body (Hand, Waist, and Leg). Thus, we provide a distinguished study by using several sensors simultaneously placed at different human body parts to collect sensing data to be trained and tested by accurate classifiers.

To achieve the study aim, we involved several variables including sensor location, gender during the experiments to identify the walking pattern classes as an activity. A total of 8
students, 4 males and 4 females, participated in our experiments and performed different walking scenarios while three smartphones similarly oriented and placed at waist; hand; and leg of every individual simultaneously. The results after processing the involved datasets indicated that the Random Forest (RF) is the best performing classifier in terms of accuracy when classifying both males or female’s waist datasets; however, males dataset proves a higher performance with an accuracy of (92.3%) and (91.8%) for females’ dataset. In addition, results indicated that the waist can be the best steady human body part for placing smartphone sensors to recognize walking patterns.

Finally, when comparing our work with previous literature, we can find several methods that can be used to determine the walking patterns [1, 21-23]. However, Tang & Phoha (2016) [1] found that KNN is the best which; while our study indicates that Random forest is the best performing classifier. Additionally, Thang & et al. (2012) [22] adopted SVM classifiers to identify the user’s gender based on biometric gait with an accuracy of (92.7%). Also, Gupta & et al (2014) [23] conducted a similar study using the Mean shift clustering algorithm with an accuracy level of (95%).

IX. CONCLUSION AND FUTURE WORK

In this paper, we developed a method to collect sensing data and accurately classify all human walking patterns including very slow, slow, normal, very fast. The evaluation results of current methods involving the application of four classifiers (K-Nearest Neighbor, Random Forest, Tree, and Neural Networks) indicate that the Random Forest is the best performing classifier. Random Forest achieves a higher accuracy level when applied on waist datasets for both males and females compared to other classifiers. However, the researchers have a plan to improve resultant accuracy and expand the research domain to include more samples of people using different methods and environments settings, such as stairs and rectum.
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