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Abstract

Adaptive momentum methods have recently attracted a lot of attention for training of deep neural networks. They use an exponential moving average of past gradients of the objective function to update both search directions and learning rates. However, these methods are not suited for solving min-max optimization problems that arise in training generative adversarial networks. In this paper, we propose an adaptive momentum min-max algorithm that generalizes adaptive momentum methods to the non-convex min-max regime. Further, we establish non-asymptotic rates of convergence for the proposed algorithm when used in a reasonably broad class of non-convex min-max optimization problems. Experimental results illustrate its superior performance vis-a-vis benchmark methods for solving such problems.
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1 Introduction

Stochastic first-order methods are of core practical importance for solving numerous optimization problems including training deep neural networks (DNN). Standard stochastic gradient descent (SGD) has become a widely used technique for the latter task. However, its convergence crucially depends on the tuning and update of the learning rate over iterations in order to control the variance of the gradient in the stochastic search directions, especially for non-convex functions [1].

To alleviate these issues, several improved variants of SGD that automatically update the search directions and learning rates using a metric constructed from the history of iterates have been proposed, including adaptive methods [2] [3] [4] [5] and adaptive momentum methods [6] [7]. In particular, ADAM belonging to the second category enjoys the dual advantages of variance adaption and momentum direction [8] [9] and hence represents a popular algorithm to train DNNs.

There is a large body of literature on the theoretical and empirical benefits of adaptive momentum optimization algorithms for convex [6] [7], smooth non-convex [10] [11] [12], and non-smooth non-convex settings [13]. [14] gives an analysis of an optimistic adaptive method that uses ADAGRAD [4] [5] for non-convex min-max optimization. However, ADAGRAD-type methods are suited for sparse convex settings and their performance deteriorates in (dense) non-convex optimization problems [11]. These empirical findings necessitate the use of adaptive momentum methods that incorporate knowledge of past iterations. It is important to notice that
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all these methods are designed for classical minimization problems. However, training DNNs such as Generative Adversarial Networks (GANs) require solving a general class of min-max optimization problems\cite{15,10} which due to its difficulty, keeps other generative models attractive\cite{17,18}.

The goal of this paper is to generalize adaptive momentum methods to solve a general class of non-convex-non-concave min-max problems. It develops an adaptive algorithm for solving min-max saddle point games and theoretically analyzes its convergence rate. The performance of the developed algorithm is assessed on training GANs.

The remainder of the paper is organized as follows. Section 2 provides the formulation of the min-max problem, Section 3 describes the proposed algorithm and Section 4 investigates its convergence properties. Finally, Section 5 provides numerical results for training GANs.

2 Formulation of the Min-Max Optimization Problem

Consider the stochastic min-max saddle point problem

\[
\min_{\theta} \max_{\alpha} F(\theta, \alpha) = \mathbb{E}_{\xi \sim D}[f(\theta, \alpha; \xi)],
\]

where \(\theta \in \mathbb{R}^p\), \(\alpha \in \mathbb{R}^p\), \(\xi\) is a random variable drawn from an unknown distribution \(D\), and \(F(\theta, \alpha)\) is a non-convex-non-concave function, i.e., it is non-convex in \(\theta\) for any given \(\alpha\) and is non-concave in \(\alpha\) for any given \(\theta\).

Next, we introduce necessary notation and definitions. Throughout, \(y := (\theta, \alpha) \in \mathbb{R}^p \times \mathbb{R}^p\) and denote the objective function of Game (1) and its random realization by \(F(y)\) and \(f(y; \xi)\), respectively. Further, \(\nabla F(y) = [\nabla_{\theta} F(\theta, \alpha), -\nabla_{\alpha} F(\theta, \alpha)]\) and \(\nabla f(y; \xi) = [\nabla_{\theta} f(\theta, \alpha; \xi), -\nabla_{\alpha} f(\theta, \alpha; \xi)]\) denotes the corresponding gradient and stochastic gradient of the objective function, respectively.

Definition 1 (Nash Equilibrium). A point \((\theta^*, \alpha^*) \in \mathbb{R}^p \times \mathbb{R}^p\) is a Nash equilibrium of Game (1) if

\[
F(\theta^*, \alpha) \leq F(\theta^*, \alpha^*) \leq F(\theta, \alpha^*), \ \forall (\theta, \alpha) \in \mathbb{R}^p \times \mathbb{R}^p.
\]

This definition implies that \(\theta^*\) is a global minimum of \(F(\cdot, \alpha^*)\) and \(\alpha^*\) is a global maximum of \(F(\theta^*, \cdot)\).

In the convex-concave regime with \(F(\theta, \alpha)\) being convex in \(\theta\) for any given \(\alpha\) and concave in \(\alpha\) for any given \(\theta\), the Nash equilibrium always exists\cite{19} and there are several algorithms for identifying it\cite{20,21}.

However, computing a Nash equilibrium point is NP-hard in general\cite{22,19}, and it may not even exist\cite{23}.

As a result, since we are considering the general non-convex-non-concave regime, we settle in computing a first-order Nash equilibrium point\cite{24,25} defined next.

Definition 2 (First-Order Nash Equilibrium (FNE)). A point \(y^* \in \mathbb{R}^p \times \mathbb{R}^p\) is a first-order Nash equilibrium point of Game (1) if \(\nabla F(y^*) = 0\).

Note that at a FNE point, each player satisfies the first-order optimality condition of its own objective function when the strategy of the other player is fixed\cite{25,27}.

In practice, iterative algorithms are used for computing a FNE for a stochastic problem. As a result, the performance of different iterative algorithms are evaluated based on the following approximate stochastic FNE definition.

Definition 3 (\(\epsilon\)-Stochastic First-Order Nash Equilibrium (SFNE)). A random variable \(y^*\) is an approximate SFNE \((\epsilon\text{-SFNE})\) point of Game (1) if \(\mathbb{E} [||\nabla F(y^*)||^2] \leq \epsilon^2\), where the expectation is taken over the distribution of the random variable \(y^*\).

The randomness of variable \(y^*\) in Definition 3 comes from the use of iterative algorithms that have access to stochastic gradients of the objective function (see, e.g., Algorithm ADAM\cite{3} below). The objective of this work is to find an \(\epsilon\)-SFNE point for Game (1) using an iterative method based on adaptive momentum.
3 \ THE \ ADAM^3\ Algorithm

The proposed ADAdaptive Momentum Min-Max (ADAM^3) algorithm comes with convergence guarantees for solving a general class of non-convex-non-concave saddle point games defined in \[1\]. It is obtained by integrating AMSGrad \[7\], a modified version of ADAM \[6\], with a stochastic extra-gradient method \[28\]. As seen in Algorithm \[1\], ADAM^3 generates two sequences \(x_k\) and \(z_k\), where \(x_k\) is an ancillary sequence and \(z_k\) is an important component of\(AMSGrad\) \[7\], a modified version of \(Adam\) \[6\], with a stochastic extra-gradient method \[28\].

**Algorithm 1:** ADAdaptive Momentum Min-Max (ADAM^3)

**Input:** \(\{\beta_1, k\}^N_{k=1}, \beta_2, \beta_3 \in [0, 1), m \in \mathbb{N}, \text{ and } \eta \in \mathbb{R}^+;\)

Initialize \(z_0 = x_0 = m_0 = v_0 = d_0 = 0_d.\)

for \(k = 1 : N\) do

\(z_k = x_{k-1} - \eta d_{k-1};\)

Draw \(\xi_k = (\xi^1_k, \ldots, \xi^m_k)\) from \(D\), and set \(\hat{g}_k = \frac{1}{m} \sum_{i=1}^m \nabla f(x_k; \xi_i^k);\)

\(m_k = \beta_1 m_{k-1} + (1 - \beta_1) \hat{g}_k;\)

\(v_k = \beta_2 v_{k-1} + (1 - \beta_2) \hat{g}_k \odot \hat{g}_k;\)

\(\tilde{v}_k = \beta_3 \tilde{v}_{k-1} + (1 - \beta_3) \max(\tilde{v}_{k-1}, v_k);\)

\(d_k = \tilde{v}_k^{-\frac{1}{2}} \odot m_k;\)

\(x_k = x_{k-1} - \eta d_k;\)

end

\(\odot: \text{Element-wise vector multiplication}\)

and the stochastic gradient is only computed over the sequence of \(x_k\)'s using a mini-batch of size \(m\), i.e., \(\hat{g}_k = 1/m \sum_{i=1}^m \nabla f(x_k; \xi_i^k).\) Using a mini-batch for estimating the gradient is a commonly used approach and more details are available in \[29\] and references therein. After estimating the gradient, the algorithm calculates the momentum direction, \(m_k\), as an exponential moving average of the past gradients. Then, \(m_k\) is adaptively scaled by the square root of the exponential moving average of squared past gradients \(\tilde{v}_k\).

The following remarks about ADAM^3 are in order:

1. The square and the maximum operators are applied element-wise. In some applications, to prevent division by zero, we may add a small positive constant \(\epsilon\) to \(v_k\) \[12\]. Further, a mini-batch of size \(m\) is used in each iteration to estimate the gradient’s value.

2. ADAM^3 computes adaptive learning rates from estimates of the second moments of the gradients, similar to \[12\]. In particular, it uses a larger learning rate compared to AMSGrad and yet incorporates the intuition of slowly decaying the effect of previous gradients on the learning rate. The decay parameter \(\beta_3\) is an important component of ADAM^3, that enables establishing its convergence properties similar to AMSGrad (\(\beta_3 = 0\)), while maintaining the efficiency of Adam.

4 **Convergence Analysis**

We start by positing the following assumptions:

**Assumption A.** For all \(x \in \mathbb{R}^d,\)

1. \(\mathbb{E}_{\xi \sim D} [\nabla f(x, \xi)] = \nabla F(x).\)

2. The function \(f(x, \xi)\) has a \(G_\infty\)-bounded gradient, i.e., \(\forall \xi \sim D, \text{ it holds that } \|\nabla f(x, \xi)\|_\infty \leq G_\infty < \infty.\)

3. The function \(F\) has bounded variance, i.e.,

\[\mathbb{E}_{\xi \sim D} [\|\nabla f(x, \xi) - \nabla F(x)\|^2] = \sigma^2 < \infty.\]
The above assumptions are fairly standard in the non-convex optimization literature [1, 30]. Further, Assumption (A2) is slightly stronger than the assumption \( \|\nabla f(x, \xi)\| \leq G_2 \) that is commonly used in the analysis of stochastic gradient descent. However, Assumption (A2) is crucial for the convergence analysis of adaptive methods [11, 14, 12, 13].

**Assumption B** (Lipschitz Gradient). The function \( F \) is \( L \)-smooth, i.e.,
\[
\|\nabla F(x) - \nabla F(y)\| \leq L\|x - y\|, \quad \text{for all } x, y \in \mathbb{R}^d.
\]
The above assumption is standard and commonly used in the optimization literature [1, 32].

**Assumption C** (Minty condition). There exits \( x_\ast \in \mathbb{R}^d \) such that for any \( x \in \mathbb{R}^d \) we have
\[
\langle x - x_\ast, \nabla F(x) \rangle \geq 0.
\]
As explained in [33, 14] and references therein, the Minty condition is a commonly used assumption in the literature for analyzing non-convex min-max games and is weaker than other benchmark assumptions such as pseudo-monotonicity or monotonicity [34].

**Assumption D**. For the point \( x_\ast \) satisfying the Minty condition and all iterates \( k \) generated by Algorithm [7], we have \( \|x_\ast\| \leq \frac{D}{\kappa} \) and \( \|x_k\| \leq \frac{D}{\kappa} \).

This assumption is required in the analysis of min-max saddle point games and has been used in [14, 35]. This assumption holds true in the training process of DNNs that have normalization layers in their structure [36, 37, 38].

**Assumption E**. In Algorithm [7], \( G_0^2 \leq \|\tilde{v}_0\|_\infty \).

This assumption is required in the analysis of adaptive methods [13, 12] and can be easily satisfied in the initialization step of the proposed algorithm. Next, we introduce lemmas used to establish the main result.

**Lemma 1.** [39, Lemma 4.2] Let Assumption (A1-A2) hold. Then, in Algorithm [7] we have \( \|m_k\|_\infty \leq G_\infty \) and \( \|\tilde{v}_k\| \leq G_2^2 \) for all \( k \in \{1, \ldots, N\} \).

**Lemma 2.** Assume that \( \gamma := \beta_{1,1}/\beta_2 \leq 1 \) in Algorithm [7]. Then, for each \( k \in \{1, \ldots, N\} \) we have
\[
\|\tilde{v}_k^{-\frac{1}{2}} \circ m_{k-1}\| \leq \sqrt{\frac{d}{u_\gamma}},
\]
where \( u_\gamma := (1 - \beta_3)(1 - \beta_{1,1})(1 - \beta_2)(1 - \gamma) \).

The following Theorem establishes the main result by providing an upper bound for the average norm of the gradient of the objective function.

**Theorem 1.** Let Assumptions (A1-A2) hold, and \( L, G_\infty, G_0, \sigma \) be defined therein. In Algorithm [7], if we choose
\[
\eta \leq \frac{\sqrt{G_0^2/(56L^2G_\infty)}}{\sqrt{C} + 1},
\]
where \( \kappa \in (0, 1) \) and \( C = \frac{(1+\kappa)^2G_0^2}{168(1-\kappa)G_\infty^2} \), then
\[
\frac{1}{N} \sum_{k=1}^{N} \mathbb{E}\|\nabla F(z_k)\| \leq C_1 + \frac{C_2\sigma^2}{m}, \quad \text{(2)}
\]
for some positive constants \( C_1 \) and \( C_2 \).

**Corollary 1.** Under assumptions in Theorem [1], if \( N \geq 3C_1\epsilon^{-2} \) and \( m \geq 3C_2\sigma^2\epsilon^{-2} \), then there exists an iterate \( z_k, k \in \{1, \ldots, N\} \) that is an \( \epsilon \)-SFNE point of Game [1].

**Corollary 2.** Algorithm [7] requires \( \mathcal{O}(\epsilon^{-4}) \) gradient evaluations of the objective function to find an \( \epsilon \)-SFNE point of Game [7]. This is consistent with other adaptive methods such as [14].
5 Numerical Studies

(I) A Synthetic Data Experiment:
Simultaneous ADAM (S-ADAM) is one of most commonly used approaches for solving min-max problems that are formulated using DNNs such as training GANs [15]. In this method, the minimization and the maximization parameters are updated simultaneously using the ADAM algorithm [6]. However, this method fails drastically in solving simple min-max problems. To better understand this issue, consider solving the following simple stochastic min-max problem

\[ f(\theta, \alpha) = \begin{cases} c(\theta - \alpha) + (\theta^2 - \alpha^2) + k\theta\alpha, & \text{w.p } \frac{1}{2}, \\ (\theta - \alpha) + (\theta^2 - \alpha^2) + k\theta\alpha, & \text{w.p } \frac{3}{4}, \end{cases} \]

where \( c > 1 \) and \( k \geq 0 \). Some calculations lead to

\[ F(\theta, \alpha) = \frac{c + 2}{3}(\theta - \alpha) + (\theta^2 - \alpha^2) + k\theta\alpha. \]

This problem has the following unique FNE \((\theta^*, \alpha^*) = -\frac{c + 2}{3k^2 + 12}(2 - k, 2 + k)\).

Since \( \nabla^2_F(\theta, \alpha) = 2I \succ 0 \) and \( \nabla^2_F(\theta, \alpha) = -2I \prec 0 \), this function is strongly-convex-strongly-concave and many available algorithms [40, 41] can compute its FNE due to its special structure.

This case study shows that despite the simplicity of the problem, S-ADAM is unable to recover the single FNE point of this function. We also compare the performance of S-ADAM with our proposed algorithm. To do the comparison, we define \( e_k = \frac{\|z_k - z^*\|}{\|z^*\|} \) such that \( z_k = (\theta_k, \alpha_k) \) and \( z^* = (\theta^*, \alpha^*) \) and \( R_k = \frac{1}{k} \sum_{i=1}^{k} \|\nabla F(z_k)\|^2 \) to measure the performance of different methods. We set the parameters at \( c = 1010, k = 0.01, N = 10^7, \eta = 10^{-2}, \beta_1 = 0, \beta_2 = 1/(1 + c^2) \) and \( \beta_3 = 0.1 \). All other parameters are initialized at zero. Figure 1 shows the result of the experiment. We have assigned 2 different scales on the vertical dimension due to space limitations. The left axis depicts the error rate, \( e_k \), and the right one the average norm of the gradient, \( R_k \). ADAM\(^3\) converges to the only FNE point, while S-ADAM is unable to locate it. This shows that S-ADAM is unreliable even for a simple strongly-convex-strongly-concave problem.

![Figure 1](https://www.cs.toronto.edu/~kriz/cifar.html)

Figure 1: Left/Right y-axis: Error rate, \( e_k \) / Average norm of gradient, \( R_k \). S-ADAM misses the unique FNE point.

(II) Training GANs with ADAM\(^3\):
Algorithm 1 is used to train GANs on the publicly available CIFAR-10 data set, containing 60000 color images of size 32 × 32 in 10 different classes (see [https://www.cs.toronto.edu/~kriz/cifar.html](https://www.cs.toronto.edu/~kriz/cifar.html)).
Models and tasks: The generator’s network consists of the input layer, 2 hidden layers and the output layer. Each of the input and hidden layers consist of a transposed convolution layer followed by batch normalization and a ReLU activation function. The output layer is a transposed convolution layer with a hyperbolic tangent activation function. The network for the discriminator also has the input layer, 2 hidden layers and the output layer. Both the input and hidden layers are convolutional layers followed by instance normalization and a Leaky ReLU activation function with slope 0.2. The output layer consists only of a convolutional layer. The scripts containing the detail design of the networks, together with the implementation of ADAM and its competitor Optimistic AdaGrad (OAdagrad) in PyTorch, will be available at [https://github.com/babakbarazandeh](https://github.com/babakbarazandeh). The parameters are set to $\eta = 0.5 \times 10^{-3}$, $\beta_1 = 0.5$, $\beta_2 = 0.9$ and $\beta_3 = 0.5$, respectively and the batch size to 64. Finally, the experiment runs for a total of 40,000 iterations. Figure 2 depicts the inception score of the generated images, a metric that evaluates their quality. It can be seen that ADAM exhibits better performance than OAdagrad at all iteration stages. Some generated samples are available at Figure 3.

Figure 2: Inception score for generated CIFAR-10 images using ADAM and OAdagrad.
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Appendix

In this section, we provide proofs for Theorem 1 and required auxiliary lemmas.

Remark 1. For any set of vectors \( \{a_i\}_{i=1}^M \), \( b \) and \( c \) in \( \mathbb{R}^d \) we have

1. \( \| \sum_{i=1}^M a_i \|^2 \leq M \sum_{i=1}^M \| a_i \|^2 \),
2. \( \| a \circ b \| \leq \| a \|_\infty \| b \|_1 \),
3. \( \| b \circ c \| \leq \| b \|_\infty \| c \| \).

Lemma 2. Assume that \( \gamma := \beta_{1,1}/\beta_2 \leq 1 \) in Algorithm 1. Then, for each \( k \in \{1 \cdots N\} \) we have

\[ \| \tilde{v}_{k}^{-\frac{1}{2}} \circ m_{k-1} \| \leq \sqrt{d}, \]

where \( u_c := (1 - \beta_3)(1 - \beta_{1,1})(1 - \beta_2)(1 - \gamma). \)

Proof. For each \( k \in \{1 \cdots N\} \) and \( r \in \{1, \cdots, d\} \), let \( \tilde{v}_{r,k}^{-\frac{1}{2}} \) and \( m_{r,k} \) represent the values of the \( r^{th} \) coordinate of vectors \( \tilde{v}_{k}^{-\frac{1}{2}} \) and \( m_k \), respectively. Then, from the update rule of Algorithm 1 we have

\[ \tilde{v}_{r,k} = \beta_3 \tilde{v}_{r,k-1} + (1 - \beta_3) \max(\tilde{v}_{r,k-1}, v_{r,k}), \]

which implies that \( \tilde{v}_{r,k} \geq (1 - \beta_3)v_{r,k} \). Besides, it can be easily seen from the update rule of \( m_k \) and \( v_k \) in Algorithm 1 that

\[ m_{r,k} = \sum_{s=1}^{k} \left( \prod_{l=s+1}^{k} \beta_{1,l} \right) (1 - \beta_{1,s}) \hat{g}_{r,s}, \quad \text{and} \quad v_{r,k} = (1 - \beta_2) \sum_{s=1}^{k} \beta_2^{k-s} \hat{g}_{r,s}^2. \]

Thus,

\[
|v_{r,k}^{-\frac{1}{2}}m_{r,k-1}|^2 \leq \frac{\left( \sum_{s=1}^{k-1} \left( \prod_{l=s+1}^{k-1} \beta_{1,l} \right) (1 - \beta_{1,s}) \hat{g}_{r,s} \right)^2}{(1 - \beta_2) \sum_{s=1}^{k-1} \beta_2^{k-s-1} \hat{g}_{r,s}^2} \leq \frac{\left( \sum_{s=1}^{k-1} \left( \prod_{l=s+1}^{k-1} \beta_{1,l} \right) \hat{g}_{r,s} \right)^2}{(1 - \beta_2) \sum_{s=1}^{k-1} \beta_2^{k-s-1} \hat{g}_{r,s}^2},
\]

where the first inequality follows since \( v_{r,k}^{-\frac{1}{2}} \leq v_{r,k-1}^{-\frac{1}{2}} \) for all \( r \in [d] \) and the last inequality uses our assumption that \( \beta_{1,s} \leq 1 \) for all \( s \geq 1 \).

Now, let \( \pi_s = \prod_{l=s+1}^{k-1} \beta_{1,l} \). Since \( \beta_{1,l} \) is decreasing, we get \( \pi_s \leq \beta_{1,1}^{k-s-1} \). This, together with
Let $\sum_{i} a_i b_i^2 \leq (\sum_{i} a_i^2)(\sum_{i} b_i^2)$ implies that
\[
\frac{\left(\sum_{s=1}^{k-1} \pi_s g_{r,s}\right)^2}{(1 - \beta_2) \sum_{s=1}^{k-1} \beta_2^{k-s-1} g_{r,s}^2} \leq \frac{\left(\sum_{s=1}^{k-1} \pi_s \right)\left(\sum_{s=1}^{k-1} \pi_s g_{r,s}^2\right)}{(1 - \beta_2) \sum_{s=1}^{k-1} \beta_2^{k-s-1} g_{r,s}^2}
\]
\[
\leq \frac{1}{1 - \beta_2} \left(\sum_{s=1}^{k-1} \frac{\pi_s}{\beta_2^{k-s-1} g_{r,s}}\right) \frac{\left(\sum_{s=1}^{k-1} \pi_s\right)}{\beta_2^{k-1}}
\]
\[
\leq \frac{1}{1 - \beta_2} \left(1 - \beta_{1,1} \gamma\right),
\]
where the last inequality follows from our assumption $\gamma = \frac{\beta_{1,1}}{\beta_2} \leq 1$. Finally, substituting the above inequality into (4) yields the desired result.

Lemma 3. For each $k \in \{1 \cdots N\}$ and $r \in \{1, \cdots, d\}$, let $\tilde{v}_{r,k}$ represent the value of the $r$th coordinate of vector $\tilde{v}_k$. Then, for the sequence of $\tilde{v}_k$’s generated by Algorithm 1 we have

1. $\sum_{k=1}^{N} \|\tilde{v}_k^p - \tilde{v}_{k-1}^p\|_1 \leq \sum_{r=1}^{d} \max\left(\tilde{v}_{r,0}^p, \tilde{v}_{r,N}^p\right)$ and

2. $\sum_{k=1}^{N} \|\tilde{v}_k^p - \tilde{v}_{k-1}^p\|_2 \leq \sum_{r=1}^{d} \tilde{v}_{r,0}^p \max\left(\tilde{v}_{r,0}^p, \tilde{v}_{r,N}^p\right)$

where $p \in \mathbb{R}$ and the vector powers are considered to be element-wise.

Proof. If $p > 0$, from the update rule of $\tilde{v}_k$ in Algorithm 1 we have
\[
\sum_{k=1}^{N} \left\|\tilde{v}_k^p - \tilde{v}_{k-1}^p\right\|_1 = \sum_{k=1}^{N} \sum_{r=1}^{d} (\tilde{v}_{r,k}^p - \tilde{v}_{r,k-1}^p) = \sum_{r=1}^{d} \sum_{k=1}^{N} (\tilde{v}_{r,k}^p - \tilde{v}_{r,k-1}^p) \leq \sum_{r=1}^{d} \tilde{v}_{r,N}^p,
\]
where the first equality is due to the fact that for $p > 0$, each element of $\tilde{v}_k^p$ is increasing in $k$ and the last inequality uses the telescoping sum. Now, we consider the case when $p < 0$. It can be easily seen that
\[
\sum_{k=1}^{N} \left\|\tilde{v}_k^p - \tilde{v}_{k-1}^p\right\|_1 = \sum_{k=1}^{N} \sum_{r=1}^{d} (\tilde{v}_{r,k}^q - \tilde{v}_{r,k-1}^q) \leq \sum_{r=1}^{d} \tilde{v}_{r,0}^q.
\]
For $p > 0$, it follows that

$$
\sum_{k=1}^{N} \| \tilde{v}_{i,k}^p - \tilde{v}_{i,k-1}^p \|_1^2 \leq \sum_{k=1}^{N} \sum_{r=1}^{d} \left( \tilde{v}_{r,k}^p - \tilde{v}_{r,k-1}^p \right) \tilde{v}_{r,k}^p \leq \sum_{k=1}^{N} \sum_{r=1}^{d} \left( \tilde{v}_{r,k}^p - \tilde{v}_{r,k-1}^p \right) \tilde{v}_{r,N}^p \\
\leq \sum_{r=1}^{d} \left( \tilde{v}_{r,0}^p - \tilde{v}_{r,N}^p \right) \tilde{v}_{r,N}^p \\
\leq \sum_{r=1}^{d} \tilde{v}_{r,0}^p \tilde{v}_{r,N}^p.
$$

Now, we consider the case when $p < 0$. It can be easily seen that

$$
\sum_{k=1}^{N} \| \tilde{v}_{k}^p - \tilde{v}_{k-1}^p \|_1^2 \leq \sum_{k=1}^{N} \sum_{r=1}^{d} \left( -\tilde{v}_{r,k}^p + \tilde{v}_{r,k-1}^p \right) \left( \tilde{v}_{r,k}^p - \tilde{v}_{r,k-1}^p \right) \leq \sum_{k=1}^{N} \sum_{r=1}^{d} \left( -\tilde{v}_{r,k}^p + \tilde{v}_{r,k-1}^p \right) \tilde{v}_{r,0}^p \\
\leq \sum_{r=1}^{d} \tilde{v}_{r,0}^p \tilde{v}_{r,0}^p.
$$

\[\Box\]

**Lemma 4.** Under Assumptions [A] and [D] we have

$$
\sum_{k=1}^{N} \left( \| \tilde{v}_{k-1}^{\frac{1}{4}} \circ (x_{k-1} - x*) \|_2^2 - \| \tilde{v}_{k-1}^{\frac{1}{4}} \circ (x_k - x*) \|_2^2 \right) \leq 3D^2dG_\infty.
$$

**Proof.** Observe that

$$
\sum_{k=1}^{N} \left( \| \tilde{v}_{k-1}^{\frac{1}{4}} \circ (x_{k-1} - x*) \|_2^2 - \| \tilde{v}_{k-1}^{\frac{1}{4}} \circ (x_k - x*) \|_2^2 \right) \\
= \| \tilde{v}_{0}^{\frac{1}{4}} \circ (x_0 - x*) \|_2^2 + \left( - \| \tilde{v}_{1}^{\frac{1}{4}} \circ (x_1 - x*) \|_2^2 + \| \tilde{v}_{1}^{\frac{1}{4}} \circ (x_1 - x*) \|_2^2 \right) \\
+ \left( - \| \tilde{v}_{2}^{\frac{1}{4}} \circ (x_2 - x*) \|_2^2 + \| \tilde{v}_{2}^{\frac{1}{4}} \circ (x_2 - x*) \|_2^2 \right) \\
\vdots \\
+ \left( - \| \tilde{v}_{N-1}^{\frac{1}{4}} \circ (x_{N-1} - x*) \|_2^2 + \| \tilde{v}_{N-1}^{\frac{1}{4}} \circ (x_{N-1} - x*) \|_2^2 \right) - \| \tilde{v}_{N-1}^{\frac{1}{4}} \circ (x_N - x*) \|_2^2. \quad (5)
$$
For arbitrary $s^{th}$ pairs in (5), we have

\[
- \left\| \tilde{v}_{s-1}^{\frac{1}{2}} \circ (x_s - x_{s-1}) \right\|^2 + \left\| \tilde{v}_{s}^{\frac{1}{2}} \circ (x_s - x_{s-1}) \right\|^2 \\
= \left( - \left\| \tilde{v}_{s-1}^{\frac{1}{2}} - \tilde{v}_{s}^{\frac{1}{2}} + \tilde{v}_{s}^{\frac{1}{2}} \circ (x_s - x_{s-1}) \right\| + \left\| \tilde{v}_{s}^{\frac{1}{2}} \circ (x_s - x_{s-1}) \right\| \right) \\
\cdot \left( \left\| \tilde{v}_{s-1}^{\frac{1}{2}} \circ (x_s - x_{s-1}) \right\| + \left\| \tilde{v}_{s}^{\frac{1}{2}} \circ (x_s - x_{s-1}) \right\| \right) \\
\leq \left( \left( \left\| \tilde{v}_{s-1}^{\frac{1}{2}} - \tilde{v}_{s}^{\frac{1}{2}} \circ (x_s - x_{s-1}) \right\| \right) 2\sqrt{G_\infty D} \\
\leq 2D^2 \sqrt{G_\infty} \left\| \tilde{v}_{s-1}^{\frac{1}{2}} - \tilde{v}_{s}^{\frac{1}{2}} \right\|_1,
\]

where the first inequality follows from $\|a\| - \|b\| \leq \|a - b\|$, Assumption [D] and Lemma [1].

As a result,

\[
\sum_{k=1}^{N} \left( \left\| \tilde{v}_{k-1}^{\frac{1}{2}} \circ (x_{k-1} - x_s) \right\|^2 - \left\| \tilde{v}_{k-1}^{\frac{1}{2}} \circ (x_k - x_s) \right\|^2 \right) \leq 2D^2 dG_\infty + \left\| \tilde{v}_{0}^{\frac{1}{2}} \circ (x_0 - x_s) \right\|^2 - \left\| \tilde{v}_{N-1}^{\frac{1}{2}} \circ (x_N - x_s) \right\|^2 \\
\leq 3D^2 dG_\infty,
\]

where the first inequality follows from Lemma [3] and last inequality uses the same lemma, Assumption [D] and the fact that $d \geq 1$.

**Theorem 1** Let Assumptions [A]–[E] hold, and $L, G_\infty, G_0, \sigma$ be defined therein. In Algorithm 1, if we choose

\[
\eta \leq \sqrt{G_0^3/(56L^2G_\infty)}\), \quad \text{and} \quad \beta_{1,1} \leq \frac{\sqrt{C}}{\sqrt{C} + 1},
\]

where $C = \frac{(1+\kappa)^2G_0^3}{168(1-\kappa)G_\infty^2}$, then

\[
\frac{1}{N} \sum_{k=1}^{N} \mathbb{E}\|\nabla F(z_k)\|^2 \leq \frac{C_1}{N} + \frac{C_2\sigma^2}{m},
\]

for some positive constants $C_1$ and $C_2$.

**Proof.** We divide the proof into four steps. In Step 1, we show that the gradient norm is bounded by the norm of search direction and auxiliary variables $x_k$ and $z_k$. Then in Steps 2 and 3, we give upper bounds for these terms. Finally, in Step 4, we provide the convergence analysis.

**Step 1** shows that under Assumption [A] (2), we have

\[
\frac{1}{N} \sum_{k=1}^{N} \|g_k\|^2 \leq \frac{3}{N\eta^2(1-\beta_{1,1})^2G_\infty^2} \sum_{k=1}^{N} \eta^2 R_{1,k} + R_{2,k},
\]

where

\[
R_{1,k} := \left\| -d_k + (1-\beta_{1,k})\tilde{v}_k^{-\frac{1}{2}} \circ g_k \right\|^2 \\
R_{2,k} := \left\| z_k - x_k \right\|^2 + \left\| z_k - x_{k-1} \right\|^2.
\]
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It follows from the update rule of $x_k$ in Algorithm [1] that

$$\eta(1 - \beta_{1,k})\left(\bar{v}_k^{-\frac{1}{2}} \circ g_k\right) = z_k - x_k + (x_{k-1} - \eta d_k) - z_k + \eta(1 - \beta_{1,k})\left(\bar{v}_k^{-\frac{1}{2}} \circ g_k\right).$$

Now, using Remark [1] we get

$$\eta^2(1 - \beta_{1,k})^2 \left\|\bar{v}_k^{-\frac{1}{2}} \circ g_k\right\|^2 \leq 3\eta^2 \left\|-d_k + (1 - \beta_{1,k})\bar{v}_k^{-\frac{1}{2}} \circ g_k\right\|^2 + 3 \left(\|z_k - x_k\|^2 + \|z_k - x_{k-1}\|^2\right). \quad (10)$$

From Lemma [1] we have $\|\bar{v}_k^{-\frac{1}{2}}\|_\infty \geq G^{-1}_\infty$ which implies that

$$\left\|\bar{v}_k^{-\frac{1}{2}} \circ g_k\right\|^2 \geq G^{-2}_\infty \|g_k\|^2.$$

Now, it follows from the above inequality and (9) that

$$\eta^2(1 - \beta_{1,1})^2 G^{-2}_\infty \|g_k\|^2 \leq \eta^2 (1 - \beta_{1,k})^2 \left\|\bar{v}_k^{-\frac{1}{2}} \circ g_k\right\|^2 \leq 3\eta^2 R_{1,k} + 3R_{2,k},$$

which gives (8).

**Step 2** establishes an upper bound for $R_{1,k}$ defined in (9). More specifically, we show that

$$\frac{1}{N} \sum_{k=1}^{N} R_{1,k} \leq \frac{2d\beta^2_{1,1}}{Nu_c(1 - \kappa^2)} + \frac{2}{NG_0^2} \sum_{k=1}^{N} \|\epsilon_k\|^2, \quad (11)$$

where $u_c$ is defined in Lemma [2] and $\epsilon_k = \tilde{g}_k - g_k$.

From the definition of $d_k$ in Algorithm [1] we have

$$d_k = \beta_{1,k}\bar{v}_k^{-\frac{1}{2}} \circ m_{k-1} + (1 - \beta_{1,k})\bar{v}_k^{-\frac{1}{2}} \circ \tilde{g}_k.$$  \quad (12)

Hence,

$$-d_k + (1 - \beta_{1,k})\bar{v}_k^{-\frac{1}{2}} \circ g_k = -\beta_{1,k}\bar{v}_k^{-\frac{1}{2}} \circ m_{k-1} + (1 - \beta_{1,k})\bar{v}_k^{-\frac{1}{2}} \circ (g_k - \tilde{g}_k),$$

which implies that

$$R_{1,k} = \left\|-\beta_{1,k}\bar{v}_k^{-\frac{1}{2}} \circ m_{k-1} + (1 - \beta_{1,k})\bar{v}_k^{-\frac{1}{2}} \circ (g_k - (g_k + \epsilon_k))\right\|^2 \leq 2\beta^2_{1,k} \left\|\bar{v}_k^{-\frac{1}{2}} \circ m_{k-1}\right\|^2 + 2(1 - \beta_{1,k})^2 \left\|\bar{v}_k^{-\frac{1}{2}} \circ \epsilon_k\right\|^2. \quad (13)$$

Here, the equality is obtained since $\epsilon_k = \tilde{g}_k - g_k$, and the inequality follows from Remark [1].
For the first term on the R.H.S. of (13), it follows from Lemma 2 that
\[
\left\| \tilde{v}^{\frac{1}{2}} \circ m_{k-1} \right\|^2 \leq \frac{d}{u_c}. \tag{14a}
\]
Further, for the second term on the R.H.S. of (13), we have
\[
\left\| \tilde{v}^{\frac{1}{2}} \circ \epsilon_k \right\|^2 \leq \left\| \tilde{v}^{\frac{1}{2}} \right\|_\infty \| \epsilon_k \|^2 \leq \left\| \tilde{v}_0^{\frac{1}{2}} \right\|^2 \| \epsilon_k \|^2 \leq \frac{1}{G_0^2} \| \epsilon_k \|^2, \tag{14b}
\]
where the inequality uses Remark 1, the fact that each element of $\tilde{v}_k^{-\frac{1}{2}}$ is decreasing in $k$ and our assumption that $\| \tilde{v}_0^{-\frac{1}{2}} \|_\infty \leq 1/G_0$.

Substituting (14a)–(14b) into (13), we obtain
\[
R_{1,k} \leq \frac{2d\beta_{1,k}}{u_c} + \frac{2}{G_0^2} \| \epsilon_k \|^2.
\]
Summing the above inequality over $k = 1, \ldots, N$ and using the fact that $\sum_{k=1}^N \beta_{1,k}^2 \leq \beta_{1,1}^2/(1 - \kappa^2)$, we obtain the desired result.

Step 3 provides an upper bound for $R_{2,k}$ defined in (9). In particular, we show that for $\eta \leq \sqrt{G_0^3/(56L^2G_\infty)}$, the following holds
\[
\frac{1}{N} \sum_{k=1}^N R_{2,k} \leq \frac{6D^2dG_\infty}{NG_0} + \frac{4\eta D}{NG_0} \left( \frac{\beta_{1,1}G_\infty}{1 - \kappa} \sqrt{\frac{d}{u_c}} + \frac{G_\infty^2d}{G_0} \right) + \frac{56\eta^2d\beta_{1,1}^2G_\infty}{Nu_c(1 - \kappa^2)G_0} \\
+ \frac{28\eta^2dG_\infty^3}{NG_0^3} + \frac{28\eta^2G_\infty}{NG_0^3} \sum_{k=1}^N (\beta_{1,k} - \beta_{1,k-1})^2\| \epsilon_k \|^2 + \frac{56\eta^2G_\infty}{G_0^2N} \sum_{k=1}^N \| \epsilon_k \|^2. \tag{15}
\]

Let
\[
\tilde{\phi}^{\frac{1}{2}}_{k-1} := \left[ \tilde{\phi}^{\frac{1}{2}}_{1,k-1}, \tilde{\phi}^{\frac{1}{2}}_{2,k-1}, \ldots, \tilde{\phi}^{\frac{1}{2}}_{d,k-1} \right]^T.
\]
The update rule of $x_k$ in Algorithm[1] implies that

$$\|\hat{v}_{k-1}^\frac{1}{4} \circ (x_k - x)\|^2 = \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - \eta d_k - x)\|^2$$

$$= \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - x) - \hat{v}_{k-1}^\frac{1}{4} \circ d_k\|^2 - \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - x)\|^2$$

$$= \|-2 \langle \hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - x), \eta \hat{v}_{k-1}^\frac{1}{4} \circ d_k \rangle + 2 \langle \hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - x), \eta \hat{v}_{k-1}^\frac{1}{4} \circ d_k \rangle$$

$$- 2 \langle \hat{v}_{k-1}^\frac{1}{4} \circ z_k, \eta \hat{v}_{k-1}^\frac{1}{4} \circ d_k \rangle + 2 \langle \hat{v}_{k-1}^\frac{1}{4} \circ z_k, \eta \hat{v}_{k-1}^\frac{1}{4} \circ d_k \rangle$$

$$= \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - x)\|^2 - \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - z_k + z_k - x)\|^2$$

$$- 2 \langle \hat{v}_{k-1}^\frac{1}{4} \circ (z_k - x), \eta \hat{v}_{k-1}^\frac{1}{4} \circ d_k \rangle + 2 \langle \hat{v}_{k-1}^\frac{1}{4} \circ (z_k - x), \eta \hat{v}_{k-1}^\frac{1}{4} \circ d_k \rangle$$

$$= \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - x)\|^2 - \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - z_k)\|^2 - \|\hat{v}_{k-1}^\frac{1}{4} \circ (z_k - x)\|^2$$

$$+ 2 \langle \hat{v}_{k-1}^\frac{1}{4} \circ (x - z_k), \eta \hat{v}_{k-1}^\frac{1}{4} \circ d_k \rangle + 2 \langle \hat{v}_{k-1}^\frac{1}{4} \circ (x - z_k), \hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - z_k) \rangle$$

$$+ 2 \langle \hat{v}_{k-1}^\frac{1}{4} \circ (x_k - z_k), -\eta \hat{v}_{k-1}^\frac{1}{4} \circ d_k \rangle,$$

where the second equality follows since $x_{k-1} - x_k - \eta d_k = 0$.

Now, substituting $x = x_*$ into the above equality and rearranging the terms, we get

$$\begin{align*}
\|\hat{v}_{k-1}^\frac{1}{4} \circ (z_k - x_k)\|^2 &+ \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - z_k)\|^2 \\
= \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - x_*)\|^2 - \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_k - x_*)\|^2 \\
&- 2 \eta \langle \hat{v}_{k-1}^\frac{1}{4} \circ (x_k - z_k), \hat{v}_{k-1}^\frac{1}{4} \circ d_k \rangle + 2 \eta \langle \hat{v}_{k-1}^\frac{1}{4} \circ (x_k - z_k), \hat{v}_{k-1}^\frac{1}{4} \circ (d_{k-1} - d_k) \rangle \\
&+ 2 \eta \langle \hat{v}_{k-1}^\frac{1}{4} \circ (x_k - z_k), \hat{v}_{k-1}^\frac{1}{4} \circ (d_{k-1} - d_k) \rangle.
\end{align*}$$

(16)

Since by our assumption $\|\hat{v}_{0}^\frac{1}{4}\|_\infty \geq G_0$, we have

$$G_0 \|z_k - x_k\|^2 \leq \|\hat{v}_{k-1}^\frac{1}{4} \circ (z_k - x_k)\|^2,$$

and

$$G_0 \|x_{k-1} - z_k\|^2 \leq \|\hat{v}_{k-1}^\frac{1}{4} \circ (x_{k-1} - z_k)\|^2.$$
Next, we provide upper bounds for the terms $R_{2,1,k}$ and $R_{2,2,k}$.

**Bounding $R_{2,1,k}$.** It follows from the update rule of $d_k$ in (12) that

$$d_k = d_k - (1 - \beta_{1,k}) \tilde{v}_{k-1}^{-\frac{1}{2}} \circ \tilde{g}_k + (1 - \beta_{1,k}) \tilde{v}_{k-1}^{-\frac{1}{2}} \circ \tilde{g}_k$$

$$= \beta_{1,k} \tilde{v}_{k-1}^{-\frac{1}{2}} \circ m_{k-1} + (1 - \beta_{1,k})(\tilde{v}_{k-1}^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}}) \circ \tilde{g}_k$$

$$+ (1 - \beta_{1,k}) \tilde{v}_{k-1}^{-\frac{1}{2}} \circ g_k + (1 - \beta_{1,k}) \tilde{v}_{k-1}^{-\frac{1}{2}} (\tilde{g}_k - \tilde{g}_k).$$

(18)

To find an upper bound for $R_{2,1,k}$, we first multiply each term in (18) by $\tilde{v}_{k-1}^\frac{1}{2}$ and then provide an upper bound for its inner product with $\tilde{v}_{k-1}^\frac{1}{2} \circ (x_0 - z_k)$. From Lemmas 1, 2 and Assumption 1, we get

$$\left\langle \tilde{v}_{k-1}^\frac{1}{2} \circ (x_0 - z_k), \tilde{v}_{k-1}^\frac{1}{2} \circ m_{k-1} \right\rangle \leq DG_{\infty} \left\| \tilde{v}_{k-1}^\frac{1}{2} \circ m_{k-1} \right\| \leq DG_{\infty} \sqrt{du_\infty^{-1}}.$$  

(19a)

Further,

$$\left\langle \tilde{v}_{k-1}^\frac{1}{2} \circ (x_0 - z_k), \tilde{v}_{k-1}^\frac{1}{2} \circ (\tilde{v}_{k-1}^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}}) \circ \tilde{g}_k \right\rangle \leq DG_{\infty} \left\| (\tilde{v}_{k-1}^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}}) \circ \tilde{g}_k \right\|$$

$$\leq DG_{\infty} \| \tilde{g}_k \| \| \tilde{v}_{k-1}^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}} \|_1$$

$$\leq DG_{\infty}^2 \| \tilde{v}_{k-1}^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}} \|_1,$$  

(19b)

where the second inequality is obtained from Remark 1 and the last inequality is due to Assumption A. From Assumption C, we have

$$\left\langle \tilde{v}_{k-1}^{\frac{1}{2}} \circ (x_0 - z_k), \tilde{v}_{k-1}^{-\frac{1}{2}} \circ g_k \right\rangle = \langle x_0 - z_k, g_k \rangle \leq 0.$$  

(19c)

Further,

$$\left\langle \tilde{v}_{k-1}^{\frac{1}{2}} \circ (x_0 - z_k), \tilde{v}_{k-1}^{-\frac{1}{2}} \circ (\tilde{g}_k - g_k) \right\rangle = \langle x_0 - z_k, \tilde{g}_k - g_k \rangle =: \Theta_k.$$  

(19d)

Now, using (19d)-(19b), we obtain

$$R_{2,1,k} \leq \beta_{1,k} DG_{\infty} \sqrt{du_\infty^{-1}} + DG_{\infty}^2 \| \tilde{v}_{k-1}^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}} \|_1 + \Theta_k.$$  

(20)
Bounding $R_{2,2,k}$ From the update rule of $d_k$ in \[12\], we get
\[
d_k - d_{k-1} = \beta_{1,k} \tilde{v}_k^{-\frac{1}{2}} \circ m_{k-1} + (1 - \beta_{1,k}) \tilde{v}_k^{-\frac{1}{2}} \circ \tilde{g}_k - \beta_{1,k-1} \tilde{v}_{k-1}^{-\frac{1}{2}} \circ m_{k-2} - (1 - \beta_{1,k-1}) \tilde{v}_{k-1}^{-\frac{1}{2}} \circ \tilde{g}_{k-1}
= \beta_{1,k} \tilde{v}_k^{-\frac{1}{2}} \circ m_{k-1} - \beta_{1,k-1} \tilde{v}_{k-1}^{-\frac{1}{2}} \circ m_{k-2}
+ (1 - \beta_{1,k})(\tilde{v}_k^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}} + \tilde{v}_{k-1}^{-\frac{1}{2}}) \circ \tilde{g}_k - (1 - \beta_{1,k-1})(\tilde{v}_{k-1}^{-\frac{1}{2}} \circ \tilde{g}_{k-1})
= \beta_{1,k} \tilde{v}_k^{-\frac{1}{2}} \circ m_{k-1} - \beta_{1,k-1} \tilde{v}_{k-1}^{-\frac{1}{2}} \circ m_{k-2} + (1 - \beta_{1,k})(\tilde{v}_k^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}} + \tilde{v}_{k-1}^{-\frac{1}{2}}) \circ \tilde{g}_k
+ (1 - \beta_{1,k})\tilde{v}_{k-1}^{-\frac{1}{2}} \circ (g_k + \epsilon_k) - (1 - \beta_{1,k-1})\tilde{v}_{k-1}^{-\frac{1}{2}} \circ (g_{k-1} + \epsilon_{k-1})
= \beta_{1,k} \tilde{v}_k^{-\frac{1}{2}} \circ m_{k-1} - \beta_{1,k-1} \tilde{v}_{k-1}^{-\frac{1}{2}} \circ m_{k-2} + (1 - \beta_{1,k})(\tilde{v}_k^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}} + \tilde{v}_{k-1}^{-\frac{1}{2}}) \circ \tilde{g}_k
+ (1 - \beta_{1,k})\tilde{v}_{k-1}^{-\frac{1}{2}} \circ \epsilon_k - (1 - \beta_{1,k-1})\tilde{v}_{k-1}^{-\frac{1}{2}} \circ \epsilon_{k-1}
+ (1 - \beta_{1,k-1})\tilde{v}_{k-1}^{-\frac{1}{2}} \circ (g_k - g_{k-1}) + (\beta_{1,k-1} - \beta_{1,k})\tilde{v}_{k-1}^{-\frac{1}{2}} \circ g_k. \tag{21}
\]

Next, we focus on providing upper bounds for
\[
R_{2,2,k} = \eta \|\tilde{v}_k^{-\frac{1}{2}} \circ (d_k - d_{k-1})\|^2 \leq \eta G_\infty \|d_k - d_{k-1}\|^2.
\]

Observe that
\[
\left\|\beta_{1,k} \tilde{v}_k^{-\frac{1}{2}} \circ m_{k-1}\right\|^2 + \left\|\beta_{1,k-1} \tilde{v}_{k-1}^{-\frac{1}{2}} \circ m_{k-2}\right\|^2
\leq 2 \max \left(\left\|\beta_{1,k} \tilde{v}_k^{-\frac{1}{2}} \circ m_{k-1}\right\|^2, \right\|\beta_{1,k-1} \tilde{v}_{k-1}^{-\frac{1}{2}} \circ m_{k-2}\right\|^2 \leq \frac{2d\beta_{1,k-1}^2}{u_c}, \tag{22a}
\]

where the inequality follows from Lemma 2. Using Remark 1 we get
\[
\left\|(1 - \beta_{1,k})(\tilde{v}_k^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}} + \tilde{v}_{k-1}^{-\frac{1}{2}}) \circ \tilde{g}_k\right\|^2 \leq \|\tilde{g}_k\|_\infty \|\tilde{v}_k^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}}\|^2 \leq G_\infty^2 \|\tilde{v}_k^{-\frac{1}{2}} - \tilde{v}_{k-1}^{-\frac{1}{2}}\|^2, \tag{22b}
\]

where the last inequality uses Assumption A.2. Similarly,
\[
\left\|(1 - \beta_{1,k-1})\tilde{v}_{k-1}^{-\frac{1}{2}} \circ (g_{k-1} - g_k)\right\|^2 \leq \|\tilde{v}_{k-1}^{-\frac{1}{2}}\|_\infty^2 \|g_{k-1} - g_k\|^2 \leq L^2 G_0^2 \|z_{k-1} - z_k\|^2, \tag{22c}
\]
\[
\|\beta_{1,k} - \beta_{1,k-1}\| \tilde{v}_{k-1}^{-\frac{1}{2}} \circ g_k\|^2 \leq (\beta_{1,k} - \beta_{1,k-1})^2 \|\tilde{v}_{k-1}^{-\frac{1}{2}}\|_\infty^2 \|g_k\|^2 \leq \frac{(\beta_{1,k} - \beta_{1,k-1})^2}{G_0^2} \|g_k\|^2. \tag{22d}
\]
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By taking the norm of (21), using Remark 1 and (22a)–(22d), we get
\[
\frac{R_{2,2,k}}{G_\infty} \leq \eta \|d_k - d_{k-1}\|^2 \leq 14\eta d_1^2 u_c^{-1} + 7\eta G_\infty^2 \|\tilde{v}_k^{\frac{1}{2}} - \tilde{v}_{k-1}^{\frac{1}{2}}\|^2 \\
+ \frac{7\eta L^2}{G_0^2} \left(\|z_{k-1} - z_k\|^2\right) \\
+ \frac{7\eta}{G_0^2} (\beta_{1,k} - \beta_{1,k-1})^2 \|g_k\|^2 \\
+ \frac{7\eta}{G_0^2} \left(\|e_k\|^2 + \|e_{k-1}\|^2\right). \tag{23}
\]

By substituting (20) and (23) into (17), we obtain
\[
\|z_k - x_k\|^2 + \|x_{k-1} - z_k\|^2 \leq \frac{R_{2,0,k}}{G_0} \\
+ \frac{2\eta}{G_0} \left(\beta_{1,k} DG_\infty \sqrt{d_1 u_c^{-1}} + D G_\infty^2 \|\tilde{v}_k^{\frac{1}{2}} - \tilde{v}_{k-1}^{\frac{1}{2}}\|_1 + \Theta_k\right) \\
+ \frac{14\eta^2 G_\infty}{G_0^3} \left(2d_1 \beta_{1,k-1} u_c^{-1} + G_\infty^2 \|\tilde{v}_k^{\frac{1}{2}} - \tilde{v}_{k-1}^{\frac{1}{2}}\|^2\right) \\
+ \frac{14\eta^2 G_\infty}{G_0^3} \left(L^2 \|z_k - z_{k-1}\|^2 + (\beta_{1,k} - \beta_{1,k-1})^2 \|g_k\|^2\right) \\
+ \frac{14\eta^2 G_\infty}{G_0^3} \left(\|e_k\|^2 + \|e_{k-1}\|^2\right).
\]

Now, summing the above inequality over \(k\), we obtain
\[
\left(1 - \frac{28\eta^2 L^2 G_\infty}{G_0^3}\right) \sum_{k=1}^N \|x_{k-1} - z_k\|^2 + \left(1 - \frac{28\eta^2 L^2 G_\infty}{G_0^3}\right) \sum_{k=1}^N \|z_k - x_k\|^2 \\
\leq \frac{3D^2 d G_\infty}{G_0} + \frac{2\eta}{G_0} \left(D \beta_{1,1} G_\infty \sqrt{d_1 u_c^{-1}} + \frac{G_\infty^2 d}{G_0} + \sum_{k=1}^N \Theta_k\right) \\
+ \frac{28\eta^2 d \beta_{1,1} G_\infty}{u_c(1 - \kappa^2) G_0} + \frac{14\eta^2 d G_\infty^3}{G_0^3} \\
+ \frac{14\eta^2 G_\infty}{G_0^3} \sum_{k=1}^N (\beta_{1,k} - \beta_{1,k-1})^2 \|g_k\|^2 + \frac{28\eta^2 G_\infty}{G_0^3} \sum_{k=1}^N \|e_k\|^2 =: \text{R.H.S.} \tag{24}
\]

Here, we used Lemma 3 and the fact that
\[
\sum_{k=1}^N \|z_k - z_{k-1}\|^2 \leq 2 \sum_{k=1}^N \|z_k - x_{k-1}\|^2 + 2 \sum_{k=1}^N \|x_{k-1} - z_{k-1}\|^2 \\
= 2 \sum_{k=1}^N \|z_k - x_{k-1}\|^2 + 2 \sum_{k=1}^N \|x_k - z_k\|^2, \tag{25}
\]

where the inequality follows from Remark 1 and the equality uses our assumption \(x_0 = z_0 = 0\).
Now, by our choice of step size $\eta$ in the beginning of Step 3, we have $1 - (28\eta^2 L^2 G_\infty) / G_0^3 \geq 1/2$. Thus, (9) together with (24) implies that
\[
\frac{1}{N} \sum_{k=1}^{N} R_{2,k} = \sum_{k=1}^{N} \left( \|x_{k-1} - z_k\|^2 + \|z_k - x_k\|^2 \right) \leq \frac{2}{N} \text{R.H.S.},
\]
which gives (15).

**Step 4** (Convergence Analysis) In this step, we combine the results from the previous steps to establish an error bound for $N^{-1} \sum_{k=1}^{N} E\|g_k\|^2$. To do so, by substituting (15) and (11) into (8) and simplifying the terms, we obtain
\[
\eta^2 (1 - \beta_{1,1})^2 G_\infty^2 \frac{1}{N} \sum_{k=1}^{N} E\|g_k\|^2 \leq \frac{6\eta^2 d \beta_{1,1}^2}{N u_c (1 - \kappa^2)} + \frac{6\eta^2 \sigma^2}{m G_0^2} + \frac{18D^2 d G_\infty}{NG_0^3} \sum_{k=1}^{N} \frac{1}{G_0^3 \kappa^2 (1 + \kappa)} E\|g_k\|^2 + \frac{168\eta^2 G_\infty \sigma^2}{G_0^3 m}.
\]

(26)

Here, we used the fact that
\[
E \left[ \sum_{k=1}^{N} \Theta_k \right] = 0, \quad \text{and} \quad E \left[ \sum_{k=1}^{N} \|\epsilon_k\|^2 \right] = \frac{\sigma^2}{m},
\]
by Assumptions 1 and 3 respectively.

Now, it follows from (26) that
\[
\frac{B_0}{N} \sum_{k=1}^{N} E\|g_k\|^2 \leq \frac{B_1}{N} + \frac{B_2 \sigma^2}{m},
\]
where
\[
B_0 := \eta^2 (1 - \beta_{1,1})^2 G_\infty^2 - \frac{84(1 - \kappa)\beta_{1,1}^2 \eta^2 G_\infty}{G_0^3 \kappa^2 (1 + \kappa)},
\]
\[
B_1 := \frac{6\eta^2 d \beta_{1,1}^2}{u_c (1 - \kappa^2)} + \frac{18D^2 d G_\infty}{G_0^3} + \frac{168\eta^2 d \beta_{1,1}^2 G_\infty}{u_c (1 - \kappa^2) G_0^3} \sum_{k=1}^{N} \frac{1}{G_0^3 \kappa^2 (1 + \kappa)} E\|g_k\|^2 + \frac{12\eta d G_\infty^2}{G_0^3} \left( \beta_{1,1} G_\infty \sqrt{\frac{d}{u_c}} + \frac{G_\infty^2 d}{G_0} \right),
\]
\[
B_2 := \frac{6\eta^2 G_\infty^2}{G_0^3} + \frac{168\eta^2 G_\infty}{G_0^3 m}.
\]

(27)

Next, define $C = \frac{(1 + \kappa) \kappa^2 G_0^3}{168(1 - \kappa) G_\infty^2}$ and pick $\beta_{1,1} \leq \frac{\sqrt{C}}{\sqrt{C + 1}}$. Then, dividing both sides by $B_0$ gives us the desired result.
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