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ABSTRACT
Sustainable software engineering has received a lot of attention in recent times, as we witness an ever-growing slice of energy use, for example, at data centers, as software systems utilize the underlying infrastructure. Characterizing servers for their energy use accurately without being intrusive, is therefore important to make sustainable software deployment choices. In this paper, we introduce ESAVE which is a machine learning-based approach that leverages a small set of hardware attributes to characterize a server or virtual machine’s energy usage across different levels of utilization. This is based upon an extensive exploration of multiple ML approaches, with a focus on a minimal set of required attributes, while showcasing good accuracy. Early validations show that ESAVE has only around 12% average prediction error, despite being non-intrusive.
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1 INTRODUCTION
While technology has been a great enabler for sustainability in various fields, it has a carbon footprint of its own. Multiple studies have estimated that the internet and communications technology industry (ICT) currently accounts for 2-7% of the global greenhouse gas emissions (GHG), and is expected to increase to 14% by 2040 [3]. A major share of these emissions can be attributed to the design, development, deployment, and distribution of software systems and the corresponding hardware infrastructure required to support these activities [9]. Moreover, data centers (DC) required to run these software systems, currently account for 1-2% of the global electricity demand (or about 0.3% of the global GHG emissions) [1, 13]. If left unaddressed, these rapidly growing emissions can have a disastrous impact on the sustainability of our environment.

One of the primary reasons behind these high carbon emissions is the non-optimization of software systems from a sustainability perspective [14]. While there are multiple reasons like lack of awareness, intrusive approaches, etc. attributing to this non-optimization [12], the dearth of tools and techniques to quantify the environmental impact of a software system w.r.t. the energy consumed by the underlying hardware, is one of the foremost [10, 14]. This inhibits an environmentally-inclined practitioner, who is looking to adopt energy-efficient practices in her software, but lacks the required tooling support to quantify the realized benefits.

A majority of the industrial software systems are deployed on DC, including both on-premise and cloud DC. Also, in most cases, even the applications deployed on end-user devices (smartphone, laptop, desktop, etc.) usually have a backend component deployed on DC. Due to this sheer volume of compute happening on these DC, they generate almost double the emissions (45% of ICT in 2020), in comparison to the end-user devices (24% of ICT in 2020) [2]. Hence, in order to have a bigger impact on the overall sustainability of our environment, optimizing software systems that reside on these DC, is the primary focus of this research.

Currently available tools and approaches to estimate the energy consumption of the underlying hardware (as a proxy for the energy consumption of the software system running on top), are either highly approximate, intrusive in nature, require access to a copious amount of static/run-time telemetry, etc. Although some of these approaches, might still serve the purpose of academic research, they are impractical from an industry usage standpoint. For example, the Cloud Carbon Footprint tool needs access to the cloud service provider’s billing report, to estimate the energy consumption and carbon emissions of the utilized cloud resources [5]. Granting access to such confidential information might not be possible for an organization due to adherence to multiple security, privacy, and compliance-related protocols. Keeping in mind these limitations, we believe that an ideal energy estimation approach should (i) be non-intrusive (ii) leverage easily accessible telemetry (iii) support diverse architectures and manufacturers (iv) avoid constant retraining (v) estimate the energy of the entire hardware and not just components, while demonstrating (vi) high accuracy.

In this paper, we introduce ESAVE (Estimating Server And Virtual Machine Energy), a novel approach that enables energy estimation for software systems running on top of bare-metal servers or virtual machines (VM), for both on-premise and cloud DC. ESAVE is non-intrusive and leverages a user-friendly set of hardware configuration attributes and basic runtime telemetry to estimate the energy consumption using a custom-trained machine learning model, which has been trained on an industry-standard benchmark. The approach has been validated to exhibit less than 12% average prediction error (across both cross and external validation).
2 FORMULATING ESAVE

For building a non-intrusive energy estimation approach, we leveraged the SPECpower_ssj2008 dataset for training our ML models [7, 17]. It is the first industry-standard benchmark that measures the power of server class computers at graduated load levels of 0% (idle) to 100%, in 10% increments. At the time of this research, the dataset had 755 observations corresponding to servers produced by noted original equipment manufacturers like IBM, HP, Dell, etc. and spread across 90 features describing the server configuration and its power characteristics. Please note that the dataset uses the terminology as load levels instead of CPU utilization levels, but for this paper, we have used them interchangeably [8, 18].

Post initial data cleanup, feature engineering, and extensive exploratory data analysis, we selected 15 features from the dataset to train our model on. These features describe the server characteristics pertaining to its CPU, memory, storage, and server nodes. Selection of these features was based upon a careful balance between statistical considerations (for e.g., the correlation between these features and server power characteristics) and ease-of-access considerations (for e.g., while power supply rating exhibits a decent correlation with server power characteristics, it is difficult to access, especially on the cloud, and hence not selected). Moreover, based upon our internal brainstorming sessions with key stakeholders in our organization, we devised another set of 8 reduced features, by giving higher importance to ease-of-access considerations, and selecting the features that describe the server characteristics pertaining only to its CPU. Table 1 lists both sets of selected features (ref. Models - All Features) and reduced features (ref. Models - Reduced Features). Finally, we selected 11 dependent variables (from power at 0% (idle) CPU util. to power at 100% CPU util., in increments of 10%) to then train a set of 11 individual ML models for estimating each one of those dependent variables.

Since our cleaned-up dataset comprised mainly of continuous and dichotomous features, we leveraged regression-based algorithms to train our estimation models. Overall, we tested with 13 different regression algorithms (for example, linear regression, support vector regression, neural network regression, etc.).

To evaluate the goodness of fit for the trained models, we leveraged the Mean Absolute Percentage Error (MAPE) metric [6]. Out of the 13 regression algorithms that we tested, XGBoost (an optimized gradient boosting algorithm) demonstrated the least MAPE, consistently across all 11 trained models [4]. Table 1 shows a summary of the 10-fold cross-validation results for the XGBoost models. The average MAPE across all 11 models is reported to be 9.78% for Models - All Features and 12.27% for Models - Reduced Features.

The results indicate that the trained models can be used to estimate the power consumption curve of bare-metal servers by having access to the aforementioned set of hardware features, while demonstrating high accuracy. Moreover, the estimated power curve can thereafter be leveraged to estimate the energy consumption of a software system running on top of such a bare-metal server, by getting access to the average/temporal CPU utilization values recorded during a specific software run (using existing performance monitoring tools or simple batch/shell commands).

While these trained models currently only work for bare-metal servers, we are working on extending this approach to support VMs as well, by leveraging the concept of host energy apportioning. This refers to apportioning of the underlying host’s energy consumption to the respective VM, depending upon the portion of the host resources dedicated to the VM [15]. Further explorations in this direction represent a major portion of our planned future work.

3 EARLY VALIDATION

To validate the effectiveness/accuracy of our approach, we conducted a set of early experiments that compared our energy estimation results to that of turbostat [11]. Since turbostat only works on bare-metal instances (VMs are not supported), we selected the Amazon AWS instance g4dn.metal for our experiments. To exercise the instance, we trained three neural network-based ML models as workload. During the training process, the instance’s energy was monitored using turbostat and per second CPU utilization was logged using psutil [16]. Finally, an offline energy estimation was performed using ESAVE by leveraging the hardware configuration of the bare-metal server and previously logged CPU utilization values (using the aforementioned Models - Reduced Features). Table 2 highlights the comparison between both the estimations. Despite ESAVE being non-intrusive, the average deviation between both the estimations was recorded to be 7.89%, which is very promising.

4 CONCLUSION AND FUTURE DIRECTIONS

In this paper, we introduced ESAVE, a novel approach for estimating the energy consumed by a software system, running on a server, by employing custom-trained ML models. Initial results indicate that our approach performs very well in terms of both cross and external validation. In the near future, we intend to extend ESAVE to VMs, as well as conduct in-depth experiments to extensively validate its applicability/accuracy. ESAVE is currently being piloted across multiple software sustainability use cases at our organization, with very encouraging initial feedback from key stakeholders.
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