Full counting statistics of phonon transport in disordered systems
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The coherent potential approximation (CPA) within full counting statistics (FCS) formalism is shown to be a suitable method to investigate average electric conductance, shot noise as well as higher order cumulants in disordered systems. We develop a similar FCS-CPA formalism for phonon transport through disordered systems. As a byproduct, we derive relations among coefficients of different phonon current cumulants. We apply the FCS-CPA method to investigate phonon transport properties of graphene systems in the presence of disorders. For binary disorders as well as Anderson disorders, we calculate up to the 8-th phonon transmission moments and demonstrate that the numerical results of the FCS-CPA method agree very well with that of the brute force method. The benchmark shows that the FCS-CPA method achieves 20 times more speedup ratio. Collective features of phonon current cumulants are also revealed.
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1 Introduction

Due to the advancement of nanotechnology, the feature size of electronic devices has reached nanoscale. Power dissipation of nano-devices increases as they become smaller which may limit device size and density. Hence it is important to study how power dissipation especially Joule heat is dissipated in nano-devices. Since phonon transport is one of the primary dissipation mechanisms, investigating phonon transport through nano-devices [1, 2] can obtain important information in order to design low power devices. From scientific point of view, phonon quantum transport has shown a number of interesting phenomena such as the quantized thermal conductance [3], breakdown of Fourier’s law in nanoscale systems [4], phonon filtering [5], and topological phononic crystals [6-8], to name just a few.

Impurities are always present in nano-devices giving rise to disorders for phonon transport, which has been studied for various disordered systems. For topological phononic systems, it was found that the topological edge state is intact in the presence of uncorrelated disorder and is gradually destroyed when the disorder is spatially correlated [9]. For one-dimensional harmonic chain with mass disorders, the effect of long-range interaction on phonon transport was examined and found to enhance (reduce) the transmission of high (low) frequency phonon [10]. To avoid huge computational burden of the brute force calculation of disorder average, the non-equilibrium vertex correction (NVC) theory [11, 12] within coherent potential approximation (CPA) [13, 14] was developed to perform analytic average over phonon transmission coefficient [15]. When both mass disorder and force constant disorder are present, it was found that the interplay of two disorders gives rise to an anomalous transparency in low dimensional phononic systems [16]. To release the computational burden, a CPA like theory was developed to deal with phonon transmission coefficient with both mass and force constant disorder present [17]. A dynamic cluster approximation formalism was also developed to investigate density of states (DOS) of periodic binary systems with both diagonal and off-diagonal disorders [18]. So far, the CPA formalism has been used to study DOS and phonon transmission coefficient which corresponds to taking disorder average over one and two Green’s functions.

In this work, we develop a CPA formalism based on the full counting statistics (FCS) framework that is capable of calculating disorder averaging over 2n Green’s functions needed for studying n-th cumulant of phonon current in the presence of disorders. The central idea of this formalism is to make a nonlinear transformation so that the problem of disorder averaging correction (NVC) theory is mapped into that of averaging one generalized Green’s function with one additional parameter, i.e., the counting field [19]. After this transformation, it is purely a CPA problem and no NVC and other higher order NVC are needed. To obtain the n-th cumulant of phonon current,
one performs \( n \)-th order numerical derivative respect to the counting field. We use this FCS-CPA formalism on graphene systems in the presence of binary disorders and Anderson disorders. The phonon transmission moments are calculated up to 8-th order using FCS-CPA approach. Compared with the brute force method, very good agreement is found. In addition, relations among various coefficients of phonon current cumulants are derived from the symmetry relation of the cumulant generating function.

The paper is organized as follows. In Section 2, a brief introduction of CPA method is given and the theoretical formalism of FCS-CPA for phonon transport is derived. Two methods of calculating the \( n \)-th moment of phonon transmission are given: (i) numerical derivatives with respect to the counting field; (ii) solving a series of NVC equations. Finally, relations among various phonon current cumulants are derived. In Section 3, the FCS-CPA formalism is applied to study phonon transport properties of a honeycomb-lattice system and numerical results are presented and analyzed. A short summary is given in Section 4.

## 2 Theoretical formalism

### 2.1 Coherent potential approximation

Before introducing the FCS-CPA method, it is necessary to briefly review the coherent potential approximation (CPA). The CPA method can be summarized as: given a complex matrix \( A \in \mathbb{C}^{n \times m} \), and a block diagonal random matrix \( B \) of the same size with each block defined by some independent random distributions \( B_{\text{ij}} \sim X^{m \times m} \), the average of the matrix inversion can be approximated by

\[
\langle \frac{1}{A - B} \rangle = \frac{1}{A - C},
\]

where the matrix \( C \) is the solution of the above self-consistent equations. It should be noted that we use \( i, j \) to label the matrix block, and two more subscripts are required if we want to retrieve one specific matrix element (e.g., \( B_{\text{ij}, \text{ij}} \)). Such an indexing convention is similar to the tight-binding hamiltonian where the system contains \( n \) sites and each site has several orbits (e.g., s/p/d/f-orbit for electron and \( x/y/z \) degrees of freedom for phonon).

To derive the above equations, we define \( G = (A - C)^{-1} \) which is called the renormalized Green’s function and introduce the \( T \) matrix such that \( (A - B)^{-1} = G + GTG \). It is easy to find

\[
T = (B - C) \sum_{i=0}^{\infty} [G(B - C)]^i,
\]

\[
= (B - C)(I + GT)\tag{3}
\]

Obviously, \( \langle T \rangle = 0 \) gives rise to Eq. (1) and corresponds to CPA. To facilitate the derivation, it is convenient to define the following three matrices \( B_i, C_i, T_i \) as

\[
\begin{align*}
(B_i)_{jk} &= \begin{cases} 
B_{ii}, & j = k = i, \\
0, & \text{else},
\end{cases} \\
(C_i)_{jk} &= \begin{cases} 
C_{ik}, & j = i, \\
0, & \text{else},
\end{cases} \\
(T_i)_{jk} &= \begin{cases} 
T_{ik}, & j = i, \\
0, & \text{else},
\end{cases}
\end{align*}
\]

such that \( \sum_i B_i = B, \sum_i C_i = C, \) and \( \sum_i T_i = T \). It should be noted that all these matrices are of the same size as \( A \) and the subscript \( i \) here denotes that all rows except the \( i \)-th block row are set to zero. In general, the matrix \( C \) is a full matrix. But we will show below, under the single site approximation (SSA), the matrix \( C \) is structurally similar to \( B \) so that all off-diagonal blocks of \( C \) are zero. A visual representation of these matrices look like the following.

\[
B_i \sim \begin{pmatrix} \square & \square & \square \\ \square & \bullet & \square \\ \square & \square & \square \end{pmatrix}; \quad C_i \text{ or } T_i \sim \begin{pmatrix} \square & \square & \square \\ \square & \square & \square \\ \square & \square & \square \end{pmatrix}.
\]

From Eq. (3) we have

\[
T_{ij} = \sum_k (B - C)_{ik}(I + GT)_{kj},
\]

which is equivalent to

\[
T_i = (B_i - C_i)(I + GT_i + G \sum_{j \neq i} T_j).
\]

Solving for \( T_i \), we find

\[
T_i = t_i + t_i G \sum_{j \neq i} T_j,
\]

where

\[
t_i = [I - (B_i - C_i) G]^{-1} (B_i - C_i) = (B_i - C_i) [I - G (B_i - C_i)]^{-1} \tag{4}
\]

So far, no approximation has been made. Now we assume \( \langle t_i G T_j \rangle \approx \langle t_i \rangle G \langle T_j \rangle \) for \( i \neq j \). This is the so-called single site approximation (SSA), which is good at weak disorders where multi-scattering can be neglected. Under this approximation, we have

\[
\langle T \rangle = \sum_i \langle t_i \rangle + \sum_{i,j \neq i} \langle t_i \rangle G \langle T_j \rangle.
\]
From the above equation, we see that $\langle t_i \rangle = 0$ is a sufficient condition for Eq. (1). From $\langle t_i \rangle = 0$, we obtain a useful identity,

$$\langle t_i \rangle = \left\langle (I - (B_i - C_i)G)^{-1}(B_i - C_i) \right\rangle$$

$$= \left\langle (I - (B_i - C_i)G)^{-1} - I \right\rangle G^{-1},$$

or

$$\left\langle (I - (B_i - C_i)G)^{-1} \right\rangle = I. \quad (6)$$

Inserting this identity back to the first line of Eq. (5), we arrive at

$$C_i = \left\langle (I - (B_i - C_i)G)^{-1}B_i \right\rangle.$$ 

Since all columns except the $i$-th block of the rightmost matrix $B_i$ are zero, we can deduce that the only nonzero block of $C_i$ is on the diagonal and equivalently the matrix $C$ is block diagonal. So the self-consistent equation for the $i$-th diagonal block of $C$ can be written as

$$C_{ii} = \left\langle \left( I - (B_{ii} - C_{ii}) \left( \frac{1}{A-C} \right) \right)^{-1} B_{ii} \right\rangle.$$ 

Similarly, if we use the first line of Eq. (4), we will arrive at Eq. (2).

Eqs. (1) and (2) frequently appear in calculating transport properties of disordered systems. To evaluate the average of a matrix such as the left hand side of Eq. (1), the most intuitive way is the brute force (BF) method. The procedure of brute force calculations is as follows: (i) generating thousands of random samples of matrix $B$; (ii) calculating matrix inversions; (iii) averaging over the whole ensemble. Apparently, the brute force method is extremely time-consuming. On the contrary, in the CPA method, only a reasonable number of inverse operations are required to solve the self-consistent equations. Although SSA has been made in the derivation, we will show in the numerical results that the accuracy of the CPA simulation is comparable to that of the brute force method.

2.2 Tight-binding Hamiltonian and Green’s function formalism

The system we considered is shown in Fig. 1, which is a zigzag graphene nanoribbon and consists of three parts: the central scattering region, the left and right leads. Driven by the temperature difference between two leads, the phonon flows from the left lead to the right one. For convenience of discussion, we assume that the temperature in the left lead is always higher, $T_L > T_R$. Since both leads are of semi-infinite size, which are also called phonon reservoirs, a steady phonon current is established in the long time limit. For phonon transport, the Hamiltonian is expressed as

$$H = H_C + H_L + H_R + H_T,$$

or

$$H_C = \sum_{i \in C} \frac{p_i^2}{2m_i} + \sum_{i,j \in C} \frac{1}{2} K_{ij} x_i x_j,$$

$$H_L = \sum_{k \in L} \frac{p_k^2}{2m_k} + \sum_{k,k' \in L} \frac{1}{2} K_{kk'} x_k x_{k'},$$

$$H_R = \sum_{k \in R} \frac{p_k^2}{2m_k} + \sum_{k,k' \in R} \frac{1}{2} K_{kk'} x_k x_{k'},$$

$$H_T = \frac{1}{2} \sum_{i \in C, k \in L} (K_{ik} x_i x_k + K_{ki} x_k x_i)$$

$$+ \frac{1}{2} \sum_{i \in C, k \in R} (K_{ik} x_i x_k + K_{ki} x_k x_i).$$

The above four terms are Hamiltonians of the central region $H_C$, the left lead $H_L$, the right lead $H_R$, and the coupling $H_T$ between the central region and leads, respectively. The operator $x_i$ describes the displacement from the equilibrium position of the $i$-th atom and $p_i$ is the corresponding momentum operator. $x_i$ and $p_j$ satisfy the commutation relation, $[x_i, p_j] = i\hbar \delta_{ij}$. The mass term $m_i$ is usually absorbed into the displacement operator $x_i$ for simplification. But this strategy is not available here, since we will treat the mass term as a random variable in disordered systems. We adopt the force constant matrix $K$ from Ref. [20] and only consider the first nearest neighbor coupling. The force constant between the neighboring atoms is a $3 \times 3$ matrix since each atom has three degrees of freedom $(x/y/z)$, which can be written as

$$K_{ij} = \begin{pmatrix}
-t_s \cos^2 \theta - t_s \sin^2 \theta & (t_i - t_s) \cos \theta \sin \theta \\
(t_i - t_s) \cos \theta \sin \theta & -t_s \sin^2 \theta - t_i \cos^2 \theta 
\end{pmatrix},$$

where the stretching factor $t_s$, the in-plane bending factor $t_i$, and the out-of-plane bending factor $t_o$ are obtained by fitting the phonon dispersion relations from experimental data [21]. To apply the acoustic sum rule, we subtract the summations of those force constants from the diagonal elements as

$$K_{ii} = - \sum_{j \neq i, \alpha = x,y,z} \text{diag} \{K_{i\alpha j}, K_{j\alpha i}, K_{i\alpha j} \}.$$ 

Fig. 1 Schematic plot of the transport system realized in a graphene nanoribbon with zigzag edges along the transport direction. The system consists of three parts, the central scattering region, the left and right semi-infinite leads. Disordered atoms in the central region are shown in blue color.
In terms of the non-equilibrium Green’s function (NEGF), the phonon current is given by the Landauer formula [22–25]

\[ J_E = \int_0^\infty \frac{d\omega}{2\pi} \text{Tr}[\hat{T}] (f_L - f_R) \hbar \omega, \]

where \( \hat{T} \) is the transmission matrix given by

\[ \hat{T} = \Gamma_L G^r \Gamma_R G^a, \]

and other quantities are defined as

\[ G^r = \lim_{\eta \to 0^+} \frac{1}{M (w + \imath \eta)^2 - \Sigma_C^r - \Sigma_L^r}, \]

\[ G^a = (G^r)\dagger, \]

\[ M = \text{diag}\{m_1, m_1, \ldots, m_N, m_N, m_N\}. \]

In Eq. (8), \( f_L/R = [e^{\pm \hbar \omega/(k_B T_{L/R})} - 1]^{-1} \) is the Bose–Einstein distribution of the left/right lead, where \( k_B \) is the Boltzmann constant, \( \hbar \) is the Plank constant, and \( \omega \) is the angular frequency of phonon modes. \( K_C \) is the force constant matrix of the central region. \( M \) is a diagonal matrix and its element \( m_i \) represents the mass of the \( i \)-th atom. The same three \( m_i \)s in \( M \) corresponds to three space degrees of freedoms of each atom. For an open system, the retarded (advanced) Green’s function \( G^r \) \( (G^a) \) for the central scattering region can be obtained by absorbing leads’ contribution via the self-energy \( \Sigma_L^r \) and \( \Sigma_R^r \) and these self-energies can be numerically calculated using the recursive Green’s function algorithm [26]. Also, the linewidth function \( \Gamma_{L/R} = \imath (\Sigma_R^r - \Sigma_L^r) \) gives the information about the propagating wavefunction in the lead. The phonon current can be easily understood as follows. Firstly, phonons are propagating from one lead to the other side and only the phonon population difference between two leads \( f_L - f_R \) makes the net contribution to the phonon current. Secondly, the transmission coefficient \( \text{Tr}(\hat{T}) \) describes the propagation probability for the phonon with a specific energy, and the larger \( \text{Tr}(\hat{T}) \) is, the larger the phonon current will be. Lastly, the phonon in all frequency domains will contribute to the current, therefore the integration with respect to the frequency gives rise to the total phonon current.

For phonon transport in disordered systems, we assume that the disorder only exists in the central scattering region. A commonly used disorder type in phonon systems is the isotopic disorder, where the mass of each atom becomes a random variable. If two different isotopes \( C_1 \) and \( C_2 \) of the same element exist in the system, the mass of the \( i \)-th atom \( m_i \) is random and has the following distribution,

\[ p(m_i) = \begin{cases} p, & m_i = C_1; \\ 1 - p, & m_i = C_2. \end{cases} \]

Therefore, the mass matrix \( M \) becomes a diagonal random matrix.

In the following, we will mainly focus on the phonon transmission coefficient \( \text{Tr}(\hat{T}) \) since it contains all disorder effects in the system. Theoretically, the exact average transmission coefficient \( \langle \text{Tr}(\hat{T}) \rangle \) can be evaluated by enumerating all possible configurations,

\[ \langle \text{Tr}(\hat{T}) \rangle = \sum_{m_1, m_2, \ldots, m_N} \text{Tr}(\hat{T})(m_1, m_2, \ldots, m_N) \prod_i p(m_i). \]

Obviously, such a method is infeasible for large systems, since it requires \( 2^N \) samples for a \( N \)-atom system with binary isotopic disorders. A more practical way is the Monte Carlo method as shown in Eq. (12), which we refer as the brute force (BF) method throughout the paper,

\[ \langle \text{Tr}(\hat{T}) \rangle \approx \frac{1}{K} \sum_{i=1}^K \text{Tr}(\hat{T}) \{ \text{sample}_{i}(m_1, m_2, \ldots, m_N) \}. \]

Here \( K \) is the number of random configurations which is far more less than \( 2^N \). Different from the exact one, the brute force method only takes average over reasonable amount of random samples and still gives a quite accurate result.

### 2.3 Phonon transmission moments

In the previous subsection, we introduced average phonon transport properties of disordered systems. Since the phonon current alone is not enough to fully characterize phonon transport properties, we need higher order cumulants or moments of the phonon current operator and the average value is simply the first order cumulant. Full counting statistics (FCS), which has been widely used in transport study such as energy current [27, 28] and transient dynamics [29, 30], is suitable for evaluating higher order cumulants and moments. Different from the previous work [19] which focused on the transmission coefficient cumulants, we will show that the transmission moments will give more precise results.

We start with the cumulant generating function [31] (CGF) \( \ln Z \) as shown in Eq. (13),

\[ \ln Z = \int_0^\infty \frac{d\omega}{2\pi} \chi, \]

\[ \chi = -\text{Tr} \ln (I - \hat{T}) Y, \]

\[ Y = (e^{\imath \lambda \omega} - 1) f_L (1 + f_R) + (e^{-\imath \lambda \omega} - 1) f_R (1 + f_L). \]

The \( n \)-th cumulant of the phonon current \( C_n \) is obtained as the \( n \)-th derivative of the CGF with respect to \( i \lambda \) at \( \lambda = 0 \),

\[ C_n = \left. \frac{\partial^n \ln Z}{(\partial \lambda)^n} \right|_{\lambda = 0} = \int_0^\infty \frac{d\omega}{2\pi} \left. \frac{\partial^n \chi}{(\partial \lambda)^n} \right|_{\lambda = 0}. \]
Expanding $\mathcal{X}$ in terms of $\lambda$ and taking the derivative, we find

$$
\frac{\partial^n \mathcal{X}}{(\partial \lambda)^n} \bigg|_{\lambda=0} = \sum_{m=1}^{n} \frac{1}{m} \text{Tr}(\hat{T}^m) Y_{mn},
$$

where

$$
Y_{mn} = \frac{\partial^n Y^m}{(\partial \lambda)^n} \bigg|_{\lambda=0}.
$$

Eq. (15) can be used to perform brute force calculations of $\langle C_n \rangle$ where $Y_{mn}$ does not depend on disorders. We now formulate the FCS-CPA method and use it to calculate $\langle C_n \rangle$ or equivalently $\langle \text{Tr}(\hat{T}^m) \rangle$. From Eq. (15) we see that the calculation of $\langle C_n \rangle$ amounts to calculate disorder average of multi-Green’s functions. The key advantage of FCS-CPA is to transform the representation of multi-Green’s functions to the representation of single generalized Green’s function so that CPA can be directly applied [32]. Specifically, one can transform the CGF so that it contains only one generalized Green’s function. We first use the following relation with the fact that $\ln \text{Det} G = \text{Tr} \ln G$

$$
\mathcal{X} = \ln \text{Det}(I + \tilde{G} \Gamma_0 a) = \text{Tr} \ln(I + \tilde{G} \Gamma_0 a),
$$

where $a = \sqrt{Y}$ and $\Gamma_0 = (\Gamma_0 \Gamma_n)$, $\tilde{G} = (G^{-} G^{+})$.

Writing Eq. (16) in an integral form, we have

$$
\mathcal{X} = -\text{Tr} \int_0^\alpha \frac{dx}{\Gamma_0 x + G^{-} \Gamma_0} = -\text{Tr} \int_0^\alpha \frac{dx}{\Gamma_0 x + G^{-} - B \Gamma_0},
$$

where

$$
G^{-} = \begin{pmatrix} K_{C} + \Sigma_{L} + \Sigma_{R} & K_{C} + \Sigma_{L}^{+} + \Sigma_{R}^{+} \\ M(\omega+x)^2 & M(\omega-x)^2 \end{pmatrix},
$$

$$
B = \begin{pmatrix} K_{C} + \Sigma_{L} + \Sigma_{R} & K_{C} + \Sigma_{L}^{+} + \Sigma_{R}^{+} \\ M(\omega+x)^2 & M(\omega-x)^2 \end{pmatrix}.
$$

The denominator has been divided into two parts, one is a constant matrix $(\Gamma_0 x + G^{-})$ and the other is a random diagonal matrix $B$. Then we can apply the CPA to obtain the average quantity

$$
\langle \mathcal{X} \rangle = -\text{Tr} \int_0^\alpha \frac{dx}{\Gamma_0 x + G^{-} - \Delta(x)} \Gamma_0, \tag{18}
$$

$$
\Delta_{ii}(x) = \left\{ B_{ii} \left[ I - \frac{1}{\Gamma_0 x + G^{-} - \Delta(x)} \right] ii \right\}^{-1}. \tag{19}
$$

We note that $\Delta_{ii}(x)$ is a $6 \times 6$ matrix not $3 \times 3$, since the random matrix $M$ is duplicated in Eq. (17). In order to obtain various cumulants, we need to take derivatives of Eq. (18). The first derivative of $\langle \mathcal{X} \rangle$ with respect to $i \lambda$

$$
\frac{\partial^n \langle \mathcal{X} \rangle}{(\partial \lambda)^n} \bigg|_{\lambda=0} = -\frac{\partial^n Y^m}{(\partial \lambda)^n} \bigg|_{\lambda=0} \left[ \sum_{k=0}^{\infty} \frac{1}{(k+1)!} \text{Tr}(N_k \Gamma_0) \alpha^{k+1} \right]
$$

$$
= -\sum_{m=1}^{2m} \frac{1}{2m} \text{Tr}(N_{2m-1} \Gamma_0) Y_{mn}. \tag{25}
$$

In the second line, we drop the even terms of $N_{2m}$ since the trace of its product with $\Gamma_0$ is equal to zero. Compared with Eq. (15), we arrive at

$$
\langle \text{Tr}(\hat{T}^m) \rangle = -\text{Tr}(N_{2m-1} \Gamma_0) / 2. \tag{26}
$$
Eq. (26) provides us two ways to calculate phonon transmission moments. The left hand side of Eq. (26) is for the brute force method via averaging over thousands of random samples, and the right hand side corresponds to the FCS-CPA method which is efficient and time-saving.

2.4 Relations among coefficients of phonon current cumulants

In the previous subsection, we have introduced phonon current cumulants defined as the derivative of the cumulant generating function (CGF) with respect to $i\lambda$. In terms of $v = 1/(k_BT_L) - 1/(k_BT_R)$, we define the coefficient of phonon current cumulants as

$$C_n = \frac{\partial^n \mathcal{X}}{\partial (i\lambda)^n} |_{\lambda=0} = \sum_{m=0}^{\infty} \frac{v^m}{m!} C_n^{(m)}.$$  

(27)

In this subsection, we will examine the relations among various coefficients $C_n^{(m)}$. We start from the symmetry relation of the CGF

$$\mathcal{X}[v] = \mathcal{X}[1 + v, v].$$

(28)

Taking the derivative of Eq. (28) with respect to $v$, we have

$$\frac{\partial \mathcal{X}[v]}{\partial v} = \frac{\partial \mathcal{X}[1 + v, v]}{\partial v} + \frac{\partial \mathcal{X}[1 + v, v]}{\partial \lambda}.$$  

(29)

From the definition of cumulants and Eq. (27), we have the Taylor expansion of $\mathcal{X}$ in terms of both $i\lambda$ and $v$,

$$\mathcal{X} = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \frac{(i\lambda)^n v^m}{n! m!} C_n^{(m)}.$$  

(30)

Inserting Eq. (30) into Eq. (29), the left hand side of Eq. (29) becomes

$$\text{L.H.S.} = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \frac{(i\lambda)^n v^m}{n! m!} (-1)^n C_n^{(m+1)}.$$  

(31)

After rearranging the summation order (see Appendix B), the right hand side of Eq. (29) becomes

$$\text{R.H.S.} = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \sum_{r=0}^{n} \frac{(i\lambda)^r}{n!} \frac{v^m}{r!} \frac{r^{m-n-r}}{m!} \left( C_n^{(m+1)} + C_n^{(m)} \right)$$

$$= \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \sum_{s=0}^{m} \frac{(i\lambda)^n v^m}{n!} \frac{m+1}{m!} \frac{1}{s!} \frac{1}{s!} \frac{1}{s!} C_{m+s}^{(m+1-s)}.$$  

(32)

Comparing Eq. (31) with Eq. (32), their corresponding coefficients should be equal which gives

$$(-1)^n C_n^{(m+1)} = \sum_{s=0}^{m+1} \frac{m+1}{s!} C_{n+s}^{(m+1-s)}.$$  

(33)

where $m = 0, 1, 2, \ldots$.

For $m = 0$, we have

$$\begin{cases} C_{2n-1}^{(0)} = 0, \\ 2C_{2n-1}^{(1)} + C_{2n}^{(0)} = 0. \end{cases}$$

(34)

From Eq. (34) we see that $C_{2n-1}$ contains no equilibrium contribution and vanishes when the temperature gradient is zero. In contrast, $C_{2n}$ has both contributions from equilibrium and non-equilibrium processes. The results for $m = 1, 2, 3, 4, 5$ are listed here,

$$m = 1: \quad C_{2n-1}^{(2)} + C_{2n}^{(1)} = 0, \quad C_{2n-1}^{(3)} + 3C_{2n+1}^{(2)} = 0,$$

$$m = 2: \quad 2C_{2n-1}^{(3)} + 3C_{2n}^{(2)} + C_{2n+1}^{(1)} = 0, \quad 2C_{2n-1}^{(4)} + 5C_{2n}^{(3)} + 4C_{2n+1}^{(2)} = 0,$$

$$m = 3: \quad 2C_{2n-1}^{(5)} + 5C_{2n}^{(4)} + 4C_{2n+1}^{(3)} = 0,$$

$$m = 4: \quad C_{2n-1}^{(6)} + 3C_{2n}^{(5)} + 3C_{2n+1}^{(4)} + C_{2n+2}^{(3)} = 0.$$  

(35)

These five equations can be summarized as

$$m = 2r - 1: \quad \sum_{i=0}^{r} \binom{r}{i} C_{2n-1+i}^{(2r-i)} = 0,$$

$$m = 2r: \quad \sum_{i=0}^{r+1} \binom{r+1}{i} C_{2n-1+i}^{(2r+1-i)} = 0,$$

where $\{ \binom{r+1}{i} \}$ are coefficients of $x^i$ in the Taylor expansion of $(2x+1)(x+1)^r$ given by

$$\binom{r+1}{i} = \begin{cases} 2, & i = r + 1, \\ r+1 & 0 < i < r+1, \\ 1, & i = 0. \end{cases}$$

(36)

Using these relations, we can express the coefficients of even cumulants $C_{2n}$ in terms of coefficients of odd cumulants $C_{2n-1}$.

3 Numerical results

3.1 Phonon transmission moments

With the developed FCS-CPA method for phonon transport, we numerically study phonon transmission moments and cumulants of the graphene system shown in Fig. 1 to demonstrate the accuracy and efficiency of this method. In the calculation, a $4 \times 4$ honeycomb lattice has 16 atoms in the central scattering region, while a larger $16 \times 16$ lattice hosts 256 sites. The force constant parameters of graphene are adopted from Ref. [21] that the stretching factor $t_s = 365.0 \text{ J/m}^2$, the in-plane bending factor $t_b = 245.0 \text{ J/m}^2$, and the out-of-plane bending factor $t_{bo} = 98.2 \text{ J/m}^2$. The brute force (BF) method, used as a comparison, always takes average over 1000 configurations.
First, we calculate the phonon transmission moments using both BF and FCS-CPA methods for a small $4 \times 4$ honeycomb lattice system. The atomic mass in left and right leads is 12 while the mass in the central region is chosen to be 12 or 14 with equal probability to simulate two carbon isotopes, which is called the binary disorder. The first four orders of transmission moments by two methods are presented in Fig. 2 with FCS-CPA results plotted in solid line while BF results in dots. We use various colors to represent different order of moments. For BF results, the estimated standard deviation is plotted as the error-bar in the figure. The transmission coefficients for the system without disorders are also plotted for reference, which shows clear step behavior. For such a small lattice, its transmission spectrum is quite flat and simple, so we can investigate the disorder influence closely. The small range of error-bar in the figure indicates that the BF method achieve a good convergence. Also, the solid lines go through the dotted data quite well, which suggests that the FCS-CPA results are in good agreement with the BF results in this frequency range. Because the CPA method is only valid in the weak disorder regime while the effective disorder strength in the phonon system $\Delta m \omega^2$ grows rapidly, the FCS-CPA results at higher angular frequency, which is not plotted in the figure, are found to have large error or even diverge. Similar issue is also observed in electron systems. Compared with the quantized transmission in the pure system, all average transmission moments with disorders become much smoother. Transmission moment $\langle \text{Tr}(\hat{T}^m) \rangle$ decreases when $m$ increases due to the fact that all transmission eigenvalue are less than one, except the near-zero frequency region where transmission moments stay at the value of 3 which is enforced by the acoustic sum rule.

Then, we conduct the same calculation on a binary-disordered $16 \times 16$ lattice system and the results are shown in Fig. 3. Similar to the $4 \times 4$ system, the FCS-CPA results are in agreement with the BF results in the wide range of phonon frequency. One of the major differences between the disordered electronic and phononic systems is that the disorder strength for the electron system does not depend on the electron energy, while for the phonon system it is proportional to the square of phonon energy (equivalently the frequency). To demonstrate such difference, we calculate the transmission moments of a $16 \times 16$ lattice system with Anderson type disorder. The atomic mass in two leads is 12 as before while in the central scattering region the mass takes value from a uniform distribution. The first transmission moment $\langle \text{Tr}(\hat{T}) \rangle$ for different disorder distributions are shown in Fig. 4. Uniform distributions $U(11.8, 12.2)$, $U(11, 13)$ and $U(9, 15)$ with disorder strength $\Delta m = 0.2, 1, 3$, respectively, are shown in the orange, gray and black lines. Also, the transmission coefficient for the system without disorder is plotted in blue line. The regions where the moments with different disorder strength deviate from the pure transmission spectrum with similar amount are marked with ellipses which are near $\omega = 40, 70, 150$, respectively. For these three regions (or three different disorder strength), the quantity $\Delta m \omega^2 = 4500, 4900, 4800$ are close suggesting that the effective disorder strength is indeed proportional to $\Delta m \omega^2$. Numerical results on the second transmission moment $\langle \text{Tr}(\hat{T}^2) \rangle$ shows similar behaviors.

To benchmark the performance of the FCS-CPA method, we calculate transmission moments of a much larger system. For the phonon transport, we use a $48 \times 48$ lattice model and other parameters are kept the same as above. For such a system, the matrix involved in the FCS-CPA calculation is of order 20736 when solving Eq. (24). Since each site has only one orbit, a larger lattice $100 \times 100$
is used to benchmark for the electronic system and other parameters are adopted from the previous work [19]. The benchmark is conducted on a workstation of Intel Xeon Gold 5118 CPU with 4 cores and processor frequency 2.30 GHz. The results are listed in Table 1 where the time usage is for one frequency point (energy point for electron). We see that the FCS-CPA method achieves a great speedup ratio, around 20 times for both phonon and electron systems. The speedup ratio could be even larger if the starting point that the moment clearly deviates from the pure transmission.

3.2 Phonon current cumulants

Once transmission moments are obtained efficiently using the FCS-CPA method, we can evaluate phonon current cumulants by integrating with respect to the frequency through Eq. (14), and numerical results are shown in this subsection.

First, we investigate the influence of binary disorders on phonon current cumulants. The calculation is performed on a 16 × 16 graphene lattice with binary isotopic disorder. The atomic mass in two leads is set to \( m = 12 \), while in the central region two isotopes with masses \( m = 12 \) and \( m = 14 \) exist with different probabilities, which follows the distribution in Eq. (10). We set the temperatures in two leads as \( T_L = 101 \) K and \( T_R = 99 \) K. Results of the first eight cumulants are shown in Fig. 5. The probability of the \( m = 12 \) isotope is labeled as the concentration for \( m = 12 \) in the horizontal axis. In the figure, all even cumulants plotted are multiplied by a constant \( \alpha = \frac{\Delta T}{2k_B T^2} = 1.16 \text{ eV}^{-1} \) which can be deduced from Eq. (34). Here \( \Delta T = T_L - T_R \) is the temperature difference and \( T = (T_L + T_R)/2 \) is the average temperature. As expected in Section 2.4, the odd order cumulants are closely matched with the even order cumulants. One can see that, all cumulants decrease as the concentration for \( m = 12 \) increases, reach their minima around concentration 0.4, and grow rapidly with further increasing of the \( m = 12 \) concentration. Such phenomena also appear in the 12 × 12 lattice system, suggesting a common behavior.

Since all cumulants exhibit similar shapes, we reprocess the odd cumulants in Fig. 5 and plot the scaled results in Fig. 6. To investigate the underlying connection between these cumulants, we apply the first order polynomial fitting \( C_i' = a_i C_i + b_i \) to find the best approximation. Higher order cumulants are first normalized to the range \([0, 1]\) and then linearly fitted to the first cumulant \( C_1 \). The fitting results are shown in Fig. 6 with different colors and coefficients \( a_i \) and \( b_i \) are displayed in the inset table. Clearly, scaled odd cumulants \( C_3', C_5' \), and \( C_7' \) are all in

---

**Table 1** Benchmark of the FCS-CPA method.

| Disorder type | Phonon | Electron |
|---------------|--------|----------|
| #Orbits per site | Binary | Uniform |
| Central region size | 48 × 48 | 100 × 100 |
| BF time (s) | 33070 | 73226 |
| FCS-CPA time (s) | 1565 | 3303 |
| Speedup ratio | ×21.2 | ×22.2 |
good agreement with each other and their corresponding curves almost overlap. They are also close to the first cumulant $C_1$ and slight deviation appears only in the small concentration region around $[0, 0.1]$. Due to the close relation between cumulant coefficients $C_{2n}$ and $C_{2n-1}$, one can expect that even cumulants $C_4$, $C_6$, and $C_8$ have the same linear connection. If we accept the tolerant error in this linear fitting, one can calculate only two points of higher order cumulants with respect to the concentration, and apply curve fitting to obtain other data points. This approximation provides us an efficient way to calculate high order phonon current cumulants.

Then, we study the effect of Anderson disorders on phonon current cumulants. The system under investigation is a $16 \times 16$ zigzag graphene nanoribbon with random atomic mass. The randomness follows the Anderson disorder where the mass $m$ is uniformly distributed in $U(12 - \Delta m, 12 + \Delta m)$ and $\Delta m$ is referred as the mass disorder strength. Other system parameters are kept unchanged. Cumulants up to the 8-th order are shown in Fig. 7. Different from the binary-disorder case where cumulants show parabolic behavior, all cumulants monotonically decrease with the increasing of $\Delta m$ in the presence of Anderson disorder. Similarly, we see that the odd cumulant $C_{2n-1}$ matches the even cumulant $C_{2n}$. Since all cumulants have close shapes, again we use linear fitting $C'_i = a_i C_i + b_i$ to reveal their collective features. Odd cumulants from Fig. 7 are processed and numerical results are demonstrated in Fig. 8. One can find that the scaled odd cumulants $C'_3$, $C'_5$, and $C'_7$ are close to $C_1$ in general, but the similarity is not good as the binary-disorder situation. Small deviations between $C'_i$'s exist in the whole disorder strength range, especially at the beginning and ending regions of $\Delta m$. From Fig. 7, the even cumulants are expected to behave likely.

4 Conclusion

In this work, we developed a theoretical formalism to investigate phononic transport in disordered systems. Our formalism is based on full counting statistics theory combined with the coherent potential approximation. This formalism is capable of calculating disorder averaging of the $2n$-th Green’s function, as well as disorder averaging of Green’s functions with different energies. We applied our theory to study the full counting statistics of phonon current in the presence of binary or Anderson disorders.
The benchmark of our method shows 20 times speedup ratio compared with the brute force method in calculating phonon transmission moments, and the numerical accuracy is kept. Specifically, we have calculated phonon current cumulants up to the 8-th order. We have also derived a general relation among different coefficients of phonon current cumulants from the symmetry of the generating function, which fits well with numerical results.
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Appendix

A. Taylor expansions of the CPA equation, Eq. (19)

Besides the finite difference method to solve higher order transmission moments as Eq. (20), we could apply Taylor expansion on Eq. (19) to obtain the analytical expression. Since the right hand side of Eq. (19) is quite complicated, we need to conduct the Taylor expansion part by part. First, the part \([\Gamma_0 x + G^{-1} - \Delta(x)]\) can be expanded as Eq. (22) with the following Taylor coefficients

\[ N_k = \begin{cases} (G^{-1} - \Delta_0)^{-1}, & k = 0, \\ -N_0 \Gamma N_{k-1} + \sum_{m=0}^{k-1} N_0 \Delta_{k-m} N_m, & k \neq 0. \end{cases} \]

With those \(N_k\), we could expand a larger part as below:

\[ \left\{ I - \left[ \frac{1}{\Gamma x + G^{-1} - \Delta(x)} \right]_{ii} \right\}^{-1} \]

\[ = \left[ (H_0)_{ii} + \sum_{k=1}^{\infty} (H_k)_{ii} x^k \right]^{-1} \]

\[ = (K_0)_{ii} + \sum_{k=0}^{\infty} (K_k)_{ii} x^k, \]

\[ (H_k)_{ii} = \begin{cases} 1 - (N_0)_{ii} [B - \Delta_0]_{ii}, & k = 0, \\ -(N_k)_{ii} [B - \Delta_0]_{ii} + \sum_{m=1}^{k-1} (N_{k-m})_{ii} (\Delta_m)_{ii}, & k \neq 0, \end{cases} \]

\[ (K_k)_{ii} = \begin{cases} (H_0)_{ii}^{-1}, & k = 0, \\ \sum_{m=0}^{k-1} (K_{k-m})_{ii} (\Delta_m)_{ii}, & k \neq 0. \end{cases} \]

Here \((N_k)_{ii}\) denotes the \(i\)-th diagonal block column of the \(N_k\) matrix. According to Eq. (6), the matrix \(K_0\) should satisfy

\[ \langle (K_0)_{ii} \rangle = I, \quad \langle (K_k)_{ii} \rangle = 0. \]

To solve for \(\Delta_k\), we need to insert these Taylor expansions into Eq. (19) and arrive at the following equation,

\[ \Delta_k_{ii} = \langle B_{iii}(K_k)_{ii} \rangle \]

\[ = \langle (B - \Delta_0)_{ii} (K_k)_{ii} \rangle \]

\[ = \sum_{j \neq i} \langle (\Delta_0 - B)_{ij} [N_0 \Delta_k]_{ij} (N_0 - (B)_{ii} (K_k)_{ii} \rangle \]

\[ + \sum_{j=1}^{k-1} \left[ \langle (\Delta_0 - B)_{ii} (K_0)_{ii} (H_{k-m})_{ii} (K_m)_{ii} \right] \]

\[ + \langle (\Delta_0 - B)_{ii} (N_{k-m} (\Delta_m)_{ii} (K_0)_{ii} \rangle \]

\[ + \langle (\Delta_0 - B)_{ii} [N_0 \Delta_{k-m} N_m]_{ii} (\Delta_0 - B)_{ii} (K_0)_{ii} \right] \]

\[ - \langle (\Delta_0 - B)_{ii} (N_0 [N_{k-1} (\Delta_0 - B)_{ii} (K_0)_{ii} \rangle \right]. \]

From above, we can see that only the first term is linear to \(\Delta_k\) and other terms are constant matrices once we have \(\Delta_0, \Delta_1, \cdots, \Delta_{k-1}\). So \(\Delta_k\) can be solved by constructing a linear equations of the form \(Ax = b\) where \(x\) is a row vector consisting of all elements of \(\Delta_k\).

B. Derivation of Eq. (32)

We start from the first line of Eq. (32) and change the summation order of \(m\) and \(r\)

\[ \text{Eq. (32)} = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \frac{(i\lambda)^r}{n!} \frac{v^{m+n-r}}{m!} \cdot \left( C_{n+1}^{(m+1)} + C_{n+1}^{(m)} \right) \]

Denoting \(k = m + s\) and \(s = n - r\), the above expression is equal to

\[ \sum_{r=1}^{\infty} \sum_{n=1}^{\infty} \sum_{s=0}^{\infty} (i\lambda)^r \frac{v^k}{(s + r)!} \cdot \left( C_{s+r}^{(k-s+1)} + C_{s+r+1}^{(k-s)} \right). \]

Changing the summation order of \(s\) and \(k\), it goes to

\[ \sum_{r=1}^{\infty} \sum_{k=0}^{s} \frac{(i\lambda)^r}{(s + r)!} \cdot \frac{v^k}{(k - s)!} \cdot \left( C_{s+r}^{(k-s+1)} + C_{s+r+1}^{(k-s)} \right) \]

\[ = \sum_{r=1}^{\infty} \sum_{k=0}^{s} \frac{(i\lambda)^r v^k}{s! k!} \cdot \left( C_{s+r}^{(k-s+1)} + C_{s+r+1}^{(k-s)} \right) \]

\[ = \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \frac{(i\lambda)^r v^m}{n! m!} \cdot \left( C_{s+n}^{(m-s+1)} + C_{s+n+1}^{(m-s)} \right), \]

where we have replaced \(r\) by \(n\) and \(k\) by \(m\) in the last step. Using the following property of the binomial coefficients,

\[ \binom{m}{s} + \binom{m}{s-1} = \binom{m+1}{s} \]
we finally arrive at

$$\text{Eq. (32) = } \sum_{n=1}^{\infty} \sum_{m=0}^{\infty} \sum_{s=0}^{m+1} \frac{(\lambda)^n}{n!} \frac{(m+1)}{m!} \binom{m+1-s}{n+s} .$$
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