Gating-adapted Wavelet Multiresolution Analysis for Exposure Sequence Modeling in CTR prediction
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ABSTRACT

The exposure sequence is being actively studied for user interest modeling in Click-Through Rate (CTR) prediction. However, the existing methods for exposure sequence modeling bring extensive computational burden and neglect noise problems, resulting in an excessively latency and the limited performance in online recommenders. In this paper, we propose to address the high latency and noise problems via Gating-adapted wavelet multiresolution analysis (Gama), which can effectively denoise the extremely long exposure sequence and adaptively capture the implied multi-dimension user interest with linear computational complexity. This is the first attempt to integrate non-parametric multiresolution technique into deep neural networks to model user exposure sequence. Extensive experiments on large scale benchmark dataset and real production dataset confirm the effectiveness of Gama for exposure sequence modeling, especially in cold-start scenarios. Benefited from its low latency and high effectiveness, Gama has been deployed in our real large-scale industrial recommender, successfully serving over hundreds of millions users.

KEYWORDS

CTR prediction, Exposure sequence, Multiresolution analysis

1 INTRODUCTION

To present the most attractive items for different users, the Click-Through Rate (CTR) prediction algorithms in modern recommenders are always equipped with user interest modeling [2, 8, 12, 13]. User behavior sequence, such as click and buy, are commonly utilized as the information sources for extracting user interest. Recently, some methods also incorporate the sequential exposure data to improve user interest modeling [5, 11]. In e-commerce recommender, an exposure conveys the information about the corresponding product to the user, such as its appearance, price, selling points, etc. Thus, the user can be impacted by the abundant exposures. That is, we can extract the implicit interest from user exposure histories. High latency and noise become the major constraints for utilizing exposure sequence in online recommenders. Different from the user behavior data, two major characteristics of the exposure data need to be concerned: 1) The sequential exposure data is awfully denser than user behavior, with a 1:20 ratio approximately in length. This density issue raises a stricter requirement for the efficiency of recommendation systems to exploit exposure data. 2) The exposure data is noisy, since not all the information can be received by the
user in the dense exposure sequence. However, detail information about whether the user actually saw the product, and if so, how long the engagement lasted, are not available due to the device constraint and privacy issue. Consequently, detail information’s absence in exposure data brings noise for exposure sequence modeling. Generally, the isolated exposures are regarded as noise which have no connection with any aspect concerned by the user, while too much noise will reduce the effect of user interest modeling.

In this paper, we propose Gating-adapted wavelet multi-resolution analysis (Gama) to address the high latency and noise problems when modeling exposure sequence. Specifically, Gama regards the exposure sequence as a sampled time-varying signal, and decomposes the signal into components with different frequencies. Thus the noise can be reduced by abandoning the high-frequency components. Besides, Gama utilizes the Interest Gate Net to adapt wavelet MRA to further denoise and boost the performance by extracting the most important multi-dimension user interest. Specifically, Interest Gate Net reweights the multiple components with different frequencies adaptive to user behavior histories. Gama enjoys linear computational complexity in the critical exposure signals learning stage which results in low inference latency. Incorporating Gama in CTR prediction model can help to enhance user interest modeling by introducing exposure sequence, especially for the cold-start users with sparse behaviors. We validate the effectiveness and low latency of Gama through extensive experiments on public dataset and in real production environment, and successfully apply it in a real-world large scale display advertising system whose latency requirements are extremely rigorous.

2 THE PROPOSED METHOD

2.1 Preliminary

Given the user, the candidate item and the contexts in an exposure scenario, CTR prediction is to predict the conditional probability of a click event. Thus the user interest modeling module is crucial in CTR prediction. Traditionally, user interest is learned from the user behavior histories, with specific modules equipped based on attention mechanism or RNN.

In this paper, we focus on enhancing user interest modeling by introducing exposure histories. Similar to user behavior histories, user exposure histories can be fully recorded in the form of sequences over time. Let $S^u$ denotes the ordered exposure histories of user $u$:

$$S^u = [x_1^u, x_2^u, ..., x_N^u]$$  \hspace{1cm} (1)

where $x_i^u$ denotes the item ID of user $u$ at the $i$-th exposure, and $N$ is the length of the exposure sequence. Under the Embedding & MLP paradigm, we map the time-series $S^u$ to a sequence of numerical observations:

$$E^u = [e_1^u, e_2^u, ..., e_N^u]$$  \hspace{1cm} (2)

where $E^u \in \mathbb{R}^{d \times N}$, $e_i^u \in \mathbb{R}^d$, and $e_i^u$ is the dense representation of the item at the $i$-th exposure with the fixed length $d$, mapped by the embedding layer. Then the goal of exposure sequence modeling is to design and learn a mapper $\Theta$:

$$w^u = \Theta(E^u)$$  \hspace{1cm} (3)

where $w^u \in \mathbb{R}^d$ is the embedding of user $u$ representing her interest implied in exposure histories. Theoretically, $\Theta$ could be chosen or adapted from sequential modeling methods, and among which the mostly used are RNN and Transformer.

2.2 Exposure Sequence Modeling with Gama

Considering the noise and the long length of the exposure sequence, the mostly used RNN and Transformer methods bring noise and high latency problems. To address these problems, we propose Gama which adopts gating-adapted wavelet multi-resolution analysis (MRA) to model exposure sequence from a perspective of signal processing. In this section, we reformulate the exposure sequence modeling in the framework of signal processing and then detail the proposed gating adaption.

2.2.1 Exposure Signal Decomposition. The noise, i.e., the isolated exposures in the overall user exposure signals, is generally high frequency spikes. To reduce the noise, we first decompose user exposure signals into different frequency sub-bands. The illustration of Gama is shown in Figure 1. Gama decomposes user exposure sequence $E^u$ into multiple components with different frequencies following the pyramidal algorithm framework [6]. Specifically, we suppose the resolution of the signal $E^u$ to be 1, and the wavelets act as quadrature mirror filters:

$$a_k = \sum_p \tilde{H}_p e_{p2k}^u, \quad d_k = \sum_p \tilde{G}_p e_{p2k}^u$$  \hspace{1cm} (4)

where $\tilde{H}$ and $\tilde{G}$ are constant vectors acting as the low-pass and

![Figure 1: An illustration of the implementation of Gama in a CTR Prediction Model.](image-url)
high-pass filters, respectively. \( \tilde{H}_p \) stands for the \( p \)-th element in \( H \). At the decomposition level \( J = 1 \), \( a^1 \in \mathbb{R}^{d \times N/2} \) is the first low-frequency approximation with resolution 1/2, resolution of the original signal \( E \), and \( d^1 \in \mathbb{R}^{d \times N/2} \) is the first high-frequency detail. \( a^k \in \mathbb{R}^d \) refers to the \( k \)-th sequential position in \( a \). Then the low-frequency approximation can be decomposed hierarchically to obtain recursive approximations and details at a series of lower resolutions:
\[
\begin{align*}
\tilde{a}_n^k &= \sum_p \tilde{H}_p a_{2k+p}^{n-1} \quad &d_n^k &= \sum_p \tilde{G}_p a_{2k+p}^{n-1}
\end{align*}
\]
where \( a^n \in \mathbb{R}^{d \times N/2^n} \) is the \( n \)-th approximation with resolution being \( 1/2^n \), and \( d^n \in \mathbb{R}^{d \times N/2^n} \) is the \( n \)-th detail.

Choosing an appropriate wavelet base is important for separating the intrinsic features and patterns in exposure sequence. The quadrature mirror filters \( \tilde{G} \) and \( \tilde{H} \) both differ according to the wavelet base. Each wavelet base has its own non-stationary characteristic, and the convolution sum between the user exposure sequence signal and the wavelet base measures the similarity between the signal and the wavelet base [7]. Meanwhile, a suitable decomposition level can boost performance. According to the previously practical experience, too many decomposition layers would make full use of the multiresolution components decomposed. So, making full use of the multiresolution components decomposed is an illustration, in which the decomposition level to be 3 is an illustration.

From the perspective of denoising, the highest-frequency detail \( d^3 \) is abandoned. Since a user might hardly pay attention to exposures with no connection with any aspect concerned by the user, these isolated exposures are disturbing high frequency spikes in the whole exposure sequence signal.

In this way, we can capture multi-dimension user interest by making full use of the multiresolution components decomposed from user exposure sequence, i.e., \( a^3, d^1, d^2 \). The components with different frequencies characterize multiple intrinsic patterns of the origin user exposure sequence. With a high frequency, the components correspond to the transitory patterns of user interest, such as brand-level preferences. The steady patterns are implied in the components with a low frequency, such as style-level preferences.

2.2.2 Interest Gate Net. The multiresolution components, i.e., \( a^1, d^1, d^2 \), are each aggregated along the axis \( \text{time} \). The aggregator is originally average pooling (G-Ave), and can be adapted to a learnable attention module (G-Att) flexibly.

Let \( \text{output} \in \mathbb{R}^d \) denotes the embedding of user \( u \) representing her interest extracted from her behavior histories. To better extract user interest which is complementary to \( \text{output} \), we then design the Interest Gate Net module based on gating mechanism as shown in Figure 1. Has been motivated by the forget gate in LSTM [3], our proposed Interest Gate Net can further denote and extract the most important user interest information from exposure signals by reweighting the multiple components with different frequencies, adaptive to user behavior sequence. The final user interest representation \( \text{output} \) is obtained by concatenating the outputs of this Gate Net:
\[
\begin{align*}
\text{output} = \text{G}(\text{Att}(e^1, d^1, \text{output}), \text{G}(\text{Att}(e^1, d^1, \text{output})))
\end{align*}
\]

Here the attentive aggregator \( \text{Att}() \) is taken for illustration, in which features of the target item \( e^1 \) are used as the query:
\[
\text{Att}(e^1, s) = \sum_{t=1}^{T} a_t s_t, \quad a_t = \frac{\exp(e^1 W s_t)}{\sum_{t=1}^{T} \exp(e^1 W s_t)}
\]

where \( W \) denotes the parameters of the attentive aggregator. The Interest Gate Net module \( \text{G}(\text{Att}) \) is designed to distill the potentially multi-dimension aggregated interests of users from exposure sequence information, which is concatenated with \( \text{output} \) as inputs:
\[
\begin{align*}
\text{G}(s, \text{output}) = \sigma(W_s \text{output} + b) \odot s
\end{align*}
\]
where \( \sigma \) is the logistic sigmoid function, \( \odot \) denotes the element-wise product, and \( W_s \) is the weight matrix and \( b \) is the bias vector for the Gate module \( \text{G}(\text{Att}) \).

It is easy to see the primary advantages of Gama. We capture the multi-dimension user interest from user exposure sequence and reduce the noise by decomposing user exposure sequence to multiresolution components. Besides, we extract the most important user interest information from exposure signals and further reduce the denote using our proposed Interest Gate Net module. Moreover, all the exposure sequence modeling operations are completed with linear computational complexity.

2.2.3 Computational Complexity Analysis. Our proposed Gama achieves favorable performance when it comes to computational complexity. This is an important advantage since it is not feasible to apply traditional sequential modeling method such as RNN and Transformer to extremely dense user exposure sequence. As is well known, the time complexity of Transformer [9] is \( O(dN^3) \), where \( N \) is the length of exposure sequence used and \( d \) is the fixed length of vector representation. The time complexity is \( O(dLN) \) for Gamma-Avg and \( O(dL(N + 1)) \) for Gama-Att, where \( L \ll N \) is the constant length of wavelet filters. Generally, the constant \( L \) equals to 2 for Haar wavelet, and 6 for Daubechies3.

### 3 EXPERIMENTS

3.1 Datasets and Experimental Settings

3.1.1 Public Dataset. Taobao Dataset\(^1\) is a widely used benchmark dataset in CTR prediction works. Logs from 2017-05-09 to 2017-05-12 are for training and logs on 2017-05-13 are for testing. For performance evaluation, we generate two testing datasets: 1) All, 2) Cold. “All” is randomly sampled including 330 million samples. An user is “cold” when she has no click behavior, and the Cold users test datasets includes 0.1 million samples. For user profile feature, we use user ID, age and gender. For item profile, we use item ID, campaign ID, category ID and brand ID. The dataset statistics after preprocessing are shown in Table 1.

3.1.2 Real Production Dataset. The real production datasets for offline evaluations are traffic logs collected from our display advertising system. 1.2 billion exposure/click logs in the first 15 days are for training, and 0.5 million of the following day for testing. We use full feature set including user histories, user profiles, item profiles and contexts. User click sequences in previous 30 days are used for user behavior modeling, and user exposure sequence in

---

\(^1\)https://tianchi.aliyun.com/dataset/dataDetail?dataId=56
the latest 3 days are for exposure sequence modeling. The dataset statistics after preprocessing are shown in Table 1.

3.1.3 Compared Algorithms. DNN[1], DIN[13], DIEN[12], and DSIN[2] are representatives in CTR prediction, without exposure modeling originally, thus they are used as baselines as well as backbones to further validate the adaptability and effectiveness of our Gama. Meanwhile, we also adopt DNN-NU the variant of DNN, as the baselines. DFN[11] is the only SOTA framework that utilizes different types of sequential user feedback such as exposure, click sequence, etc. For experiments on real production dataset, our online user interest model UIM is adopted as baseline, which is a DSN-like model which has been highly optimized for our online system. **DNN-NU**: DNN without user historical click behavior sequence. This is used for verifying the contribution of Gama as the only user histories in the CTR prediction. **UIM**: UIM conducts multi-head self-attention on user click sessions. To meet the strict latency requirement, instead of the Bi-LSTM in DSIN, UIM performs vanilla attention across the whole user behavior histories to generate user interest representation.

3.1.4 Experimental Settings. For evaluations both on Taobao dataset and our real production dataset, and for the A/B testing in our real-world production environment as well, Daubechies3 is used as the wavelet base, and the decomposition level is set to 3. For evaluations on Taobao dataset, all algorithms adopt 128 as the length of exposure sequence while other parameters are followed by [2]. For experiments on the real production dataset, both $w^\theta$ and $u^\theta$ are 16-dimensional vectors, all the feature vectors are then feed into a 4-layer MLP with dimension of 1024, 512, 256, 1.

3.1.5 Metrics. We adopt AUC and RelAmp as the evaluation metrics which are widely used in CTR prediction tasks. For a fair comparison, every model is repeatedly trained and tested 5 times and the average results are reported.

3.2 Experimental Results

3.2.1 Effectiveness and Adaptability. To validate the effectiveness of Gama to various networks, we plug Gama in many representative networks in CTR prediction. To further illustrate the effect of Interest Gate Net, we compare the performance of Gama and two variants of Gama. G-Avg★ and G-Att★ refer to Gama-Avg and Gama-Att without Interest Gate Net, respectively. According to Table 2, Gama could improve all of the BaseModels, and it brings at least 9.20% AUC improvement. Interest Gate Net can further improve the performance of Gama consistently. Meanwhile, there is additional performance gain brought by Gama for cold-start users. Gama can bring up to 18.99% performance improvement on “Cold-u” dataset. This is basically consistent with our analysis since for user who is not active, her exposure histories are valuable information to characterize her interest more accurately.

To validate the capability of Gama for exposure sequence modeling compared to the state-of-the-art, we replace the corresponding Transformer module in DFN architecture with Gama. The comparison results are shown in Table 3. With further analysis, we can find that Gama beats Transformer in exposure sequence modeling through de-noising and multi-dimension decomposition. However, when applied to model user click behavior sequence, Gama is weaker than Transformer. It implies that Gama is more competent for denser and noisier exposure sequence, which is one of our main motivation.

3.2.2 Experiments and Analysis on Industrial Dataset & Online Deployment. To examine the effectiveness of Gama in a real industrial CTR prediction scenario, we conduct both offline evaluation and online A/B testing. Table 4 shows the experimental results. Gama contributes 3.67% CTR and 3.75% CPM (Cost Per Mille) gain when plugged into UIM which has already been highly optimized for our online system with abundant of features. Note that 1% increase in CPM is crital for our full-fledged advertising platform, and the corresponding advertisement income of our advertising platform can be increased by 40 million dollars in one year.

3.2.3 Effect of Hyper-Parameters. We evaluate the effect of the decomposition level, wavelet base choosing and the length of exposure sequence. **Decomposition Level**: Haar and Daubechies3 are used as the wavelet bases. As shown in Figure 2, we can come to an empiricism that the decomposition level to 3 is acceptable for generally industrial scenarios. **Wavelet Base**: The decomposition level is set to be 3 and the length of user exposure sequence is 512. As shown in Figure 3, Experiments are conducted on both DNN and UIM. In these experiments, the most widely used wavelets are compared, such as Daubechies(db)2-4, Coiflet(coif)1-3, Harr(harr), among which db3 performs the best. A possible explanation for the weaker performance of db3 is that it has a variety of shapes and is therefore more sensitive to the input data. However, this explanation requires further investigation.

| Model | Components in DFN Architecture | Exposure Sequence | AUC |
|-------|--------------------------------|-------------------|-----|
| G-Avg | -                              | -                 | 0.6941 |
higher effectiveness of db3 is that its non-stationary characteristic is more close to exposure signal. **Sequence Length:** According to Figure 4, for Gama and the BaseModels, i.e., AP-e and Trans-e, longer exposure sequence results in higher AUC. This is reasonable since longer exposure sequence is able to carry more information.

3.2.4 **Empirical Analysis of Complexity.** Besides the theoretical analysis on the high efficiency of Gama, we conduct experiments in our CPU-based online prediction system for empirical evaluations. TP99 latency is usually used for performance monitoring in commercial systems, which means the minimum time under which 99% of requests have been served. As shown in Figure 4, we plot the online TP99 latency of Gama in comparison with transformer and average pooling when plugged into UIM. Results in Figure 4 demonstrate that directly applying transformer to exposure sequence is not feasible for production environment when strict latency condition is required, which empirically verify that Gama is more suitable for user exposure histories modeling due to its much lower complexity.

4 CONCLUSIONS

We propose Gama to effectively address the high latency and noise problems in user exposure sequence modeling for CTR prediction. Specifically, Gama decomposes exposure sequence into multi-frequency components utilizing wavelet multiresolution analysis (MRA). Besides abandoning the highest frequency component, Gama adapts wavelet MRA with Interest Gate Net to further denoise and distill multi-dimension user interest adaptive to user behavior histories. Extensive experiments are conducted and the results demonstrate the low latency and effectiveness of our proposed method. In fact, Gama has been deployed in our real-world large-scale industrial advertising recommender and successfully serving over hundreds of millions of consumers for online e-commerce service. This is the first work to integrate non-parametric wavelet MRA method into deep neural networks to model user sequential exposure, and more adaptations in multi-modal[4] and heterogeneous graph-based[10] recommendation scenarios will be further explored.
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