Twisting algebraically special solutions in five dimensions
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Abstract
We determine the general form of the solutions of the five-dimensional vacuum Einstein equations with cosmological constant for which (i) the Weyl tensor is everywhere type II or more special in the null alignment classification of Coley et al., and (ii) the $3 \times 3$ matrix encoding the expansion, shear and twist of the aligned null direction has rank 2. The dependence of the solution on two coordinates is determined explicitly, so the Einstein equation reduces to PDEs in the three remaining coordinates, just as for four-dimensional (4d) algebraically special solutions. The solutions fall into several families. One of these consists of warped products of 4d algebraically special solutions. The others are new.
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1. Introduction and summary

1.1. Introduction

There is a long tradition of classifying spacetimes according to the algebraic properties of their Weyl tensor. In four dimensions, this is the Petrov classification. A spacetime is said to be algebraically special if it is everywhere of Petrov type II or more special. This is a useful assumption to make when searching for solutions of the vacuum Einstein equation

$$R_{ab} = \Lambda g_{ab},$$

which will be the subject of this paper. It leads to a considerable simplification that allows one to integrate the Einstein equations completely in one of the coordinates and reduces the problem to a small set of partial differential equations (PDEs) in the other three [1–8]. The
general solution of these PDEs is not known, but some important cases are the Kerr solution and the \( C \)-metric.

In practice, the usefulness of this approach is closely connected with the Goldberg-Sachs theorem, which states that an Einstein spacetime, i.e. a solution of (1), is algebraically special if, and only if, it admits a geodesic, shear-free null congruence. The null vector field \( \ell \) tangent to this congruence is a repeated principal null direction (PND) of the Weyl tensor, satisfying

\[
\ell[R_{\alpha\beta\gamma\delta} C_{\alpha\beta\gamma\delta}] = 0. \tag{2}
\]

There is then a natural coordinate on such spacetimes, an affine parameter \( r \) along each geodesic tangent to \( \ell \). The restrictions imposed by the algebraically special condition, including the Goldberg–Sachs theorem, then allow one to integrate the Einstein equations (1) in this coordinate and determine the complete \( r \)-dependence of the metric [5, 7].

In higher dimensions, an algebraic classification of the Weyl tensor was proposed by Coley et al [9]. This classification is based on null alignment and generalises the concept of a repeated PND to higher dimensions. A higher-dimensional spacetime is said to be algebraically special if it admits a multiple Weyl aligned null direction (WAND), which is a null vector field \( \ell \) satisfying the same equation (2) as in the four-dimensional (4d) case [10].

To exploit the algebraically special condition to solve (1) in higher dimensions would require a higher-dimensional generalisation of the 4d Goldberg–Sachs theorem. The ‘geodesic part’ of this theorem was addressed in [11]. There, it was shown that, although multiple WANDs need not be geodesic, a spacetime admits a multiple WAND if, and only if, it also admits a geodesic multiple WAND. Therefore, there is no loss in generality by taking \( \ell \) satisfying (2) to be tangent to null geodesics.

The generalisation of the shear-free condition is less straightforward. For a null vector field \( \ell \) in an \( n \)-dimensional spacetime, let \( m_i \) be a set of \( n - 2 \) orthonormal, spacelike vectors transverse to \( \ell \), i.e. \( \ell \cdot m_i = 0 \), \( m_i \cdot m_j = \delta_{ij} \). The optical matrix of \( \ell \) is defined by the \((n - 2) \times (n - 2)\) matrix

\[
\rho_{ij} = m_i^{\alpha} m_j^{\beta} \nabla_{\beta} \ell_{\alpha}. \tag{3}
\]

The expansion, shear, and twist of \( \ell \) then correspond respectively to the trace, symmetric traceless part, and antisymmetric part of \( \rho_{ij} \). Unlike the 4d Kerr solution, it is known that rotating black holes in higher dimensions admit multiple WANDs that are shearing [12–14]. Therefore the shear-free condition does not extend in a straightforward way to higher dimensions. It turns out that the correct way of generalizing this condition takes the form of algebraic restrictions on the form of \( \rho_{ij} \) when \( \ell \) is a multiple WAND. General results restricting the optical matrix of a multiple WAND in arbitrary dimensions are not known except in some special cases, e.g. type III and N spacetimes [15] and non-twisting multiple WANDs [16]. However, in five dimensions, which will be the subject of this paper, [17] has determined the allowed forms of \( \rho_{ij} \).

In five dimensions, [17] showed that the spatial vectors \( m_i (i = 2, 3, 4) \) can be chosen so that the optical matrix \( \rho_{ij} \) of a multiple WAND \( \ell \) takes one of the following forms:

\[
b \begin{pmatrix}
1 & a & 0 \\
-a & 1 & 0 \\
0 & 0 & 1 + a^2
\end{pmatrix}, \quad
b \begin{pmatrix}
1 & a & 0 \\
-a & 1 & 0 \\
0 & 0 & 0
\end{pmatrix}, \quad
b \begin{pmatrix}
1 & a & 0 \\
-a & -a^2 & 0 \\
0 & 0 & 0
\end{pmatrix} \tag{4}
\]

for spacetime functions \( a, b \). For \( b \neq 0 \), these matrices have ranks 3, 2, and 1, respectively. The case \( b = 0 \) corresponds to the Kundt family [18–20]. In our previous work [21], we have considered the rank three case and shown that the only such solution is the five-dimensional (5d) Kerr-de Sitter spacetime or some analytic continuation thereof. All such spacetimes are
type D. The case of a rank 1 optical matrix has been investigated by Wylleman. He has proved \[22\] that the class of such solutions coincides with the class of solutions that admit a non-geodesic multiple WAND (see also [17]), which were completely classified in [11]. All such solutions are type D.

In this paper, we complete the classification of algebraically special Einstein spacetimes in five dimensions by considering the rank 2 case,

$$\rho_{ij} = b \begin{pmatrix} 1 & a & 0 \\ -a & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}. \tag{5}$$

When $a = 0$, the null vector field $\ell$ is non-twisting (and geodesic) and therefore hypersurface-orthogonal. All solutions in this case were determined in [23].

The main aim of this paper is to generalise the results of [23] to the twisting case $a \neq 0^1$. We follow the same method as in our previous work [21]. We work in a null frame $\{\ell, n, m_i\}$ where $\ell$ is the multiple WAND, the $m_i$ are chosen so that $\rho_{ij}$ takes the form (5) and $n$ is another null vector field orthogonal to $m_i$. In this basis the curvature components can be determined by the ‘Newman–Penrose’ equations of [24, 25], constrained by the Bianchi identity.

Since $\ell$ can be taken to be geodesic, we choose an affine parameter $r$ along these geodesics as one of the coordinates. Then $\ell$ acts as a partial derivative with respect to $r$. In section 2, we integrate some of the Newman–Penrose equations, some components of the Bianchi identity, and commutators involving the basis vectors, to determine the complete $r$-dependence of the basis vectors and hence also the metric.

In section 3, we examine the remaining equations constraining the curvature and basis vectors. We then show in section 4 how to introduce local coordinates adapted to the properties of these solutions. With this method, we are able to determine fully the dependence of the metric on another coordinate $x$. The Einstein equation then reduces to PDEs in three coordinates, just as in four dimensions.

Before we summarise our results, it is helpful to introduce notation by reviewing the general form of algebraically special solutions in four dimensions.

1.2. Algebraically special solutions in four dimensions

We will consider 4d solutions of (1). For future convenience we will denote the 4d cosmological constant by $\lambda$ instead of $\Lambda$. In four dimensions, the optical matrix of a repeated PND can have rank 0 or 2. Rank 0 defines the Kundt family of solutions. We will consider the rank 2 case. Coordinates $Rz, z, \bar{z}$ can be introduced so that the solution is written in terms of a complex function $L(Rz, z, \bar{z})$ and real functions $P(Rz, z, \bar{z}), m(Rz, z, \bar{z})$ and $M(Rz, z, \bar{z})$. The metric takes the form $\[5, 7\]:

$$g^{(4)} = 2\ell(\dd R + U\dd z + \bar{U}\dd\bar{z} - \mathcal{H}\ell) + \frac{2(R^2 + \Sigma^2)}{p^2}\dd z\dd\bar{z}, \tag{6}$$

where

$$\ell = -(du + Ldz + \bar{L}\dd\bar{z}), \tag{7}$$

$$2i\Sigma = p^2(\partial L - \partial\bar{L}), \tag{8}$$

1 Our treatment of the general twisting case will be such that our results also include the non-twisting $a = 0$ case. In particular, we rederive here the solutions presented in [23].
\[ U = i\partial \Sigma - (R + i\Sigma)\partial_u L, \]
\[ \mathcal{H} = \frac{P^2}{2}(\partial \bar{\Sigma} + \bar{\partial} S) - \frac{\lambda}{6} R^2 - R\partial_u \ln P - \frac{mR + M\Sigma}{R^2 + \Sigma^2} \]
with
\[ S = \partial \ln P - \partial_u L. \]

In the above expressions we have used derivative operators \( \partial, \bar{\partial} \) defined by
\[ \partial \equiv \partial_z - L\partial_u, \quad \bar{\partial} \equiv \partial_{\bar{z}} - \bar{L}\partial_u. \]

These satisfy the following commutator relations:
\[ [\partial, \bar{\partial}] = (\partial \bar{L} - \bar{\partial} L) \partial_u, \quad [\partial, \partial_u] = \partial \bar{L} \partial_u. \]

The repeated principal null direction is given by raising an index on the 1-form \( \ell \):
\[ \ell = \frac{\partial}{\partial R}. \]

As a vector field, \( \ell \) is geodesic and shear-free, in agreement with the Goldberg–Sachs theorem. The coordinate \( R \) is an affine parameter along the geodesics with tangent \( \ell \). Notice that the \( R \)-dependence of the metric is fully determined.

If we define a complex function \( k \) by \( m + iM = -k \) then the Einstein equation reduces to the following set of PDEs
\[ \text{Im}(k) = -P^2 \text{Re}(\partial \bar{\partial} \Sigma - 2\partial_u \bar{L}\partial \Sigma - \Sigma \partial_u \partial \bar{L}) - 2\Sigma P^2 \text{Re}(\partial \bar{S}) + \frac{4\lambda\Sigma^3}{3}, \]
\[ (\partial - 3\partial_u L)k = 0, \]
\[ -\partial_u \left( \frac{k}{P^2} \right) = P(\partial + 2S)\partial(\bar{S}^2 + \bar{\partial} S) - \lambda P(\partial + 2S) \left[ \frac{1}{P^2}(\bar{\partial} \Sigma^2 - 2\Sigma^2 \partial_u \bar{L}) \right]. \]

Note that the first equation above fixes the function \( M \).

1.3. Summary of results

Any solution of the 5d vacuum Einstein equation (1) which admits a multiple WAND with an optical matrix of rank 2 must belong to one of the classes described below. Note that the derivation of these results presented in the main part of this paper does not assume that the multiple WAND is twisting, except when the distinction is important in certain cases. Therefore, the results written below include all the non-twisting solutions of [23]. All solutions are written in terms of certain functions \( L, Y, \Sigma, j, k, P, F \). In all cases, the multiple WAND is non-twisting (i.e. hypersurface-orthogonal) if, and only if, \( \Sigma = 0 \). When this condition is satisfied one can use a residual coordinate freedom to set \( L = 0 \).

**Class 1.** Warped product solutions take the form
\[ ds^2 = dx^2 + F(x)^2 g_{(4)}, \]
where \( g_{(4)} \) is a 4d (non-Kundt) algebraically special solution with cosmological constant \( \lambda \), i.e. a metric of the form (6). The warp factor \( F(x) \) satisfies
\[ F'' + \frac{\lambda}{4} F = 0, \]
with first integral

$$F'^2 + \frac{\Lambda}{4} F^2 = \frac{\lambda}{3}.$$  \hfill (18)

Of course these equations are easily solved to determine $F(x)$ explicitly for any given $\Lambda$ and $\lambda$. The multiple WAND is $\partial/\partial R$.

These solutions are generically of type II. The condition for the solution to be type III (or more special) is $k = 0$ (with $k$ defined above in section 1.2), which is the same as the condition for $g_{(4)}$ to be type III or more special [5, 7].

If $g_{(4)}$ is of type D then so is the 5d metric. All type D vacuum solutions in 5d have been classified in [26]. The classification reveals that any type D solution for which one (or both) of the two multiple WANDs has a rank 2 optical matrix can be written as in (16) where $g_{(4)}$ is type D [26].

**Class 2.** For these solutions, either $\Lambda = 0$ or $\Lambda < 0$ and we treat these two possibilities separately.

**2.1 $\Lambda = 0$.** We can introduce coordinates $(u, r, x, z, \bar{z})$ so that the multiple WAND is given by

$$\ell = \frac{\partial}{\partial r}.$$  \hfill (19)

The solution is given in terms of complex functions $L(u, z, \bar{z}), Y(u, z, \bar{z})$ and real functions $J(u, z, \bar{z}), P(u, z, \bar{z}), m(u, z, \bar{z})$ and $M(u, z, \bar{z})$. The metric takes the form

$$ds^2 = (dx + Y dz + \bar{Y} d\bar{z} - J\ell^2) \bigg(2\ell (dr + Udz + \bar{U} d\bar{z} - \mathcal{H}) + \frac{2(r^2 + \Sigma^2)}{p^2} dz d\bar{z},$$  \hfill (20)

where $\ell$, $\Sigma$ and $U$ are defined as above in equations (7), (8) and (9) with $R = r$ and real $J$ satisfies

$$\Sigma J = \frac{p^2}{2}(\partial Y - \partial \bar{Y}).$$  \hfill (21)

Note that when $\Sigma = 0$, this determines $J$ in terms of the other functions. The function $\mathcal{H}$ is defined by

$$\mathcal{H} = \frac{p^2}{2}(\partial S + \partial \bar{S}) - r \partial_u \ln p - \frac{(m - sj)r + M\Sigma}{r^2 + \Sigma^2},$$  \hfill (22)

where $S$ is defined in equation (11), $\partial$ defined by (12), and the real function $j$ is defined by

$$j = p^2(\partial - \partial_u L)(\partial J - J\partial L - \partial_u \bar{Y}).$$  \hfill (23)

This quantity must satisfy the following equations

$$\partial_u \left( \frac{j}{p^3} \right) = 0, \quad (\partial - 3\partial_u L)j = 0.$$  \hfill (24)

Note that the only $x$-dependence in the metric is via a term in $\mathcal{H}$ that is linear in $x$.  

\footnote{Although it is not obvious as defined that $\text{Im}(j) = 0$, this can be verified by a direct calculation. For $\Sigma = 0$, this follows from the fact that a gauge can be chosen such that $L = 0$ and from equation (21), we have that $\partial_\bar{y} \bar{Y} = \partial_\bar{y} Y$. For $\Sigma = 0$, we show this by using the commutator relations (13), the definition of $\Sigma$ given in (8) and the definition of $J$, equation (21).}
The quantity \( k \equiv -(m + iM) \) must satisfy the following constraints
\[
\text{Im}(k) = -P^2 \text{Re}(\partial\bar{\Sigma} - 2\partial_uL\partial\Sigma - \Sigma\partial_u\partial L) - 2\Sigma P^2 \text{Re}(\partial\bar{S}),
\]
\[
\partial_k \left( \frac{k}{P^3} \right) = J \frac{j}{P^3} + \frac{1}{2P} [\partial J - J\partial_uL - \partial_u Y u^2 - P(\partial + 2S)\partial(\bar{S}^2 + \bar{S})],
\]
\[
(\partial - 3\partial_u L)k = Y j. \tag{25}
\]
From the above equations one can derive the following
\[
j\partial_u [P(\partial L - \partial L)] = 0, \quad j\partial_u S = 0. \tag{26}
\]
Therefore this subclass naturally divides further into two subsubclasses.

2.1.1 \( j = 0 \). In this case we have the additional equations
\[
\partial_u [P(\partial L - \partial L)] = \partial_u S = 0. \tag{27}
\]
Such solutions are strictly type II.

2.1.2 \( j = 0 \). In this case, the metric is \( x \)-independent and can be written in the Kaluza–Klein form
\[
dx^2 = (dx + A)^2 + g_{(4)} \tag{28}
\]
with Kaluza–Klein gauge field
\[
A = Y dz + \tilde{Y} d\bar{z} - J\ell. \tag{29}
\]
Note that the dilaton (Kaluza–Klein scalar field) is constant.

The pair \((g_{(4)}, A)\) is a solution of the equations for 4d (non-Kundt) algebraically special solutions of Einstein–Maxwell theory with vanishing cosmological constant and an aligned null Maxwell field [5]. Conversely, any such 4d solution can be oxidised to give a 5d algebraically special solution of the form (28).

If a solution in this class is type III (or more special) then \( dA = 0 \), so \( A \) can be eliminated by a transformation \( x \rightarrow x + f(u, z, \bar{z}) \). Therefore, any such solution is simply a product of a flat direction with a 4d Ricci flat solution of type III (or more special) and hence also belongs to Class 1.

2.2 \( \Lambda < 0 \). Define
\[
l = \sqrt{-4/\Lambda}. \tag{30}
\]
We can introduce coordinates \((u, R, x, z, \bar{z})\) so that the multiple WAND is \( \partial/\partial R \). The solution is given in terms of complex functions \( L(u, z, \bar{z}), Y(u, z, \bar{z}) \) and real functions \( J(u, z, \bar{z}), P(u, z, \bar{z}), m(u, z, \bar{z}) \) and \( M(u, z, \bar{z}) \). The metric is
\[
dx^2 = (dx + Y dz + \tilde{Y} d\bar{z} - J\ell)^2 + \frac{e^{2\Sigma}}{P^2} \left[ 2\ell(dR + U dz + \tilde{U} d\bar{z} - \mathcal{H}\ell) \right. \]
\[
+ \left. \frac{2(R^2 + \Sigma^2)}{P^2} dz d\bar{z} \right], \tag{31}
\]
where the 1-form \( \ell \) is defined by (7), \( \Sigma \) is defined in (8) and
\[
U = i\partial\Sigma - (R + i\Sigma)\left( \partial_u L + \frac{2Y}{l} \right),
\]
\[
\mathcal{H} = \frac{P^2}{2} \left[ \partial\left( \bar{S} - \frac{Y}{\ell} \right) + \bar{\partial}\left( S - \frac{Y}{\ell} \right) \right] - R \left( \partial_u \ln P + \frac{J}{l} \right) \]
where $S$, $\partial$ are defined as in equations (11) and (12) and (real) $j$ is given by (23). Note that the only $x$-dependence in the metric arises from the $e^{2s/f}$ in (31) and the $e^{-2s/f}$ in $\mathcal{H}$.

The solution must satisfy equation (21). This equation determines $J$ if $\Sigma \neq 0$. The function $j$ must satisfy

$$\frac{l}{2} \partial_x \left( \frac{j}{P^3} \right) + \frac{Jj}{2P^3} + \frac{1}{2P} |\partial J - J \partial_x L - \partial_x Y|^2 = 0, \quad \partial j = 3j \partial_x L + \frac{2Yj}{l},$$

(33)

while $k = -(m + iM)$ satisfies

$$\text{Im}(k) = -P^2 \text{Re} \left[ \partial \bar{\partial} \Sigma - 2\partial_x \bar{L}\partial \Sigma - \Sigma \partial_x \partial \bar{L} + 2\Sigma \partial \bar{S} \right]$$

$$- \frac{4}{l} \partial (\bar{\Sigma} \partial \Sigma) + \frac{4}{l} \bar{\Sigma} \partial_x L + \frac{4}{l^2} |\bar{Y}^2 \Sigma|^2,$$

$$\partial_x \left( \frac{k}{P^3} \right) = \frac{Jk}{P^3} + \frac{\Sigma j}{P^3} + \frac{2}{lP} \left[ \partial \bar{\Sigma} - \Sigma \left( \partial_x L + \frac{2Y}{l} \right) \right] (\partial J - J \partial_x \bar{L} - \partial_x \bar{Y})$$

$$+ P \left[ \partial + 2 \left( S - \frac{Y}{l} \right) \right] \partial \left[ \left( \bar{S} - \frac{\bar{Y}}{l} \right) ^2 + \partial \left( \bar{S} - \frac{\bar{Y}}{l} \right) \right] = 0,$$

$$\partial k = 3k \partial_x L + \frac{4Yk}{l}.$$

(34)

These solutions are generically of type II. If a solution in this class is type III (or more special) then a coordinate transformation can be used to bring it to the warped product form of Class 1.

**Class 3** We can introduce coordinates $(u, R, x, z, \bar{z})$ so that the multiple WAND is $\partial / \partial R$. The solution is given in terms of complex functions $L(u, z, \bar{z}), Y(u, z, \bar{z})$ and real functions $J(u, z, \bar{z})$, $P(u, z, \bar{z})$. The metric is

$$ds^2 = (dx + Ydz + \bar{Y}d\bar{z} - J\ell)^2 + F^2 \left[ 2d\ell + Ud\bar{z} + \tilde{U}d\bar{z} - \mathcal{H}\ell \right] + \frac{2(R^2 + \Sigma^2)}{P^2} d\bar{z}d\bar{z},$$

(35)

where (real) $F(x)$ is determined explicitly by solving (17) and (18) with $\lambda = 0$ ($\lambda = 0$ gives Class 2). The 1-form $\ell$ is defined by (7) and $\Sigma$ is defined by (8). The functions $U$ and $\mathcal{H}$ are given by

$$U = i \partial \Sigma - (R + i\Sigma) \left( \partial_x L + \frac{2YF'}{F} \right),$$

$$\mathcal{H} = \frac{P^2}{2} (\partial \bar{S} + \bar{\partial} S) = \frac{P^2 F'}{2F} (\partial \bar{Y} + \bar{\partial} Y) - \frac{\lambda P^2 |Y|^2}{3F^2} - \frac{\lambda R^2}{6} - R \left( \partial_x \ln P + \frac{JF'}{F} \right),$$

(36)

where $S$ is defined in (11) and $\partial$ in (12). Note that the $x$-dependence is fully determined in terms of $F(x)$.

The various functions in the metric must satisfy (21). This equation determines $J$ if $\Sigma \neq 0$. The other equations are...
\[
(\partial - \partial_n L) \left( \partial J - J \partial_n L - \partial_n Y + \frac{4i\lambda Y}{3} \right) = 0, \quad \text{Re} \left[ \partial(\bar{\Sigma}) - \bar{\Sigma} \partial_n L \right] = 0,
\]
\[
P^2 \text{Re} [\partial \bar{\Sigma} - 2\partial_n L \bar{\Sigma} - \Sigma \partial_n \partial L + 2 \bar{\Sigma} \partial L] = \Lambda P^2 |Y|^2 \Sigma + \frac{4\lambda \Sigma^3}{3},
\]
\[
|\partial J - J \partial_n L - \partial_n Y + \frac{4i\lambda Y}{3}|^2 + \frac{2\lambda P^2}{3} |\partial Y + 2YS|^2 = 0,
\]
\[
(\bar{\partial} + 2\bar{S}) \Xi_1 - \frac{\Lambda}{2} \bar{Y} \Xi_2 = 0, \quad (\bar{\partial} + 2\bar{S}) \Xi_2 + 2\bar{Y} \Xi_1 = 0,
\]
where
\[
\Xi_1 = \bar{\partial} \left( S^2 + \partial S - \frac{\lambda Y^2}{4} \right) - \frac{\lambda}{P^2} (\partial \Sigma^2 - 2\Sigma^2 \partial_n L),
\]
\[
\Xi_2 = \bar{\partial} (\partial Y + 2YS) + \frac{2i \Sigma}{P^2} (\partial J - J \partial_n L - \partial_n Y + \frac{4i\lambda Y}{3}).
\]
Type III (or more special) solutions are characterised by
\[
\partial J - J \partial_n L - \partial_n Y + \frac{4i\lambda Y}{3} = 0.
\]
In fact it can be shown that if this condition is satisfied and \( Y = 0 \) then the solution is even more special, i.e. type N or conformally flat. Note that the equation on the third line of (37) implies that (40) is always satisfied when \( \lambda > 0 \). Hence, all solutions in this class with \( \lambda > 0 \) are type III (or more special) and solutions with \( \lambda > 0, Y \neq 0 \) are type N or conformally flat.

2. Determining the \( r \)-dependence

2.1. Notation

We perform most calculations in a null basis. In [15, 24] a higher-dimensional analogue of the Newman–Penrose formalism has been developed for calculations in such a basis. This is repackaged into a higher-dimensional analogue of the Geroch–Held–Penrose (GHP) formalism in [25]. We will follow the notation of [25] for the connection components and Weyl tensor components. In particular, we refer the reader to equations NP1–NP4, B1–B8 and C1–C3 of [25], which list all the Newman–Penrose and Bianchi equations satisfied by the connection and curvature components, as well as equations for the commutators of derivatives.

2.2. Choice of basis

Consider an Einstein spacetime, i.e. one satisfying (1), admitting a multiple WAND \( \ell \) with a rank 2 optical matrix. Introduce a basis \( \{ \ell, n, m_i \} \), where \( n \) (like \( \ell \)) is null and the \( m_i \) (\( i = 2, 3, 4 \)) are spacelike and such that
\[
\ell \cdot n = 1, \quad m_i \cdot m_j = \delta_{ij},
\]
with all other inner products zero. The multiple WAND condition for \( \ell \) is equivalent to the vanishing of the positive boost weight components of the Weyl tensor, namely
\[
\Omega_{ij} = 0, \quad \Psi_{ijk} = 0.
\]
As mentioned before, [11] showed that, without loss of generality, \( \ell \) can be taken to be geodesic, hence we choose
\[ \kappa_i = 0. \]  

(43)  

From [17] we know that the \( m_i \) can be chosen so that the optical matrix takes the form (5). As in our previous work [21], it is convenient to combine the spatial basis vectors \( m_2, m_3 \) into the complex null vectors \( m_5 = \frac{m_2 + im_3}{\sqrt{2}}, \quad \bar{m}_5 = \frac{m_2 - im_3}{\sqrt{2}}. \)  

(44)  

The optical matrix of \( \ell \) is then  

\[ \rho_{ij} = b \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 - ia \\ 0 & 1 + ia & 0 \end{pmatrix}. \]  

(45)  

The structure of \( \rho_{ij} \) given in (5) or (45) is preserved under null rotations about \( \ell \) and spins in the 2–3 directions. We can then exploit these transformations and choose our basis so that some GHP scalars (and other objects) vanish. First note that we can rescale \( \ell \) to be tangent to affinely parameterised geodesics, hence \( L_{i0} = 0. \) Next, consider equation NP1 of [25]:  

\[ Drho_{ij} + M_{i0}rho_{ij} + M_{j0}rho_{ik} = -rho_{ik}rho_{ij}. \]  

(46)  

Setting \( ij = 45 \) gives \( M_{i0} = 0. \) Now, consider a spin in the 2–3 directions, which acts on \( m_5, \bar{m}_5 \) as follows:  

\[ m_5 \rightarrow e^{i\lambda}m_5, \quad \bar{m}_5 \rightarrow e^{-i\lambda}\bar{m}_5 \]  

(47)  

for some real function \( \lambda. \) The effect of such a spin on \( M_{i0} \) is  

\[ M_{40} \rightarrow e^{i\lambda}M_{40}, \quad M_{50} \rightarrow M_{50} + iD\lambda. \]  

(48)  

Hence, \( M_{50} \) remains zero under this transformation. An appropriate choice of \( \lambda \) can then be used to set  

\[ M_{50} = 0. \]  

(49)  

Thus, we can find a basis such that  

\[ iM_{i0} = 0. \]  

(50)  

Now consider a null rotation about \( \ell \) with parameters \( z_i [25]. \)  

\[ \ell \rightarrow \ell, \quad n \rightarrow n + z_i m_i - \frac{1}{2}z^2 \ell, \quad m_i \rightarrow m_i - z_i \ell, \]  

(51)  

where \( z^2 = z_i z_i. \) Because \( \kappa_i = 0, \) both \( \rho_{ij} \) and \( iM_{i0} \) remain unchanged under this transformation [25]. However, \( \tau_i \) transforms non-trivially [25]  

\[ \tau_i \rightarrow \tau_i + \rho_{ij}z_j. \]  

(52)  

We see that \( \tau_4 \) remains unchanged, but \( \tau_5 \) changes according to  

\[ \tau_5 \rightarrow \tau_5 + b(1 - ia)z_5. \]  

(53)  

Because \( b = 0 \) (\( b = 0 \) is the Kundt case) and \( a \) is real, we can choose \( z_5 \) to set \( \tau_5 = 0. \) If we now look at equation NP2 of [25],

\[^3\] A similar 2 + 2 + 1 complex frame is independently employed in [22, 26].
\[ D_{\tau_i} = \rho_j (\tau'_j - \tau_j), \quad (54) \]

\[ i = 5 \text{ implies } \tau'_5 = 0. \] Finally, consider a second null rotation (51) about \( \ell \) with parameters \( z_4 \neq 0, z_5 = 0 \). For general \( z_4 \), \( \tau'_4 \) changes as follows:

\[ \tau'_4 \rightarrow \tau'_4 + Dz_4. \quad (55) \]

Therefore, with only \( z_4 \) non-vanishing, \( \tau_5 \) remains zero, while

\[ \tau'_4 \rightarrow \tau'_4 + Dz_4. \quad (56) \]

We can then choose \( z_4 \) appropriately in order to set \( \tau'_4 = 0 \).

In summary, then, a basis can be chosen such that the following conditions hold:

\[ L_{10} = 0, \quad M'_{00} = 0, \quad \kappa_i = 0, \quad \tau_5 = 0, \quad \tau'_i = 0. \quad (57) \]

This basis is parallelly transported along geodesics with tangent \( \ell \).

2.3. Solving NP1 and NP2

For the purpose of the following calculations, we introduce local coordinates as follows. Let \( \Sigma \) be a hypersurface transverse to \( \ell \) and introduce coordinates \( x^\mu \) on \( \Sigma \). Now assign coordinates \( (r, x^\mu) \) to the point parameter distance \( r \) along the integral curve of \( \ell \) through the point on \( \Sigma \) with coordinates \( x^\mu \). We then have

\[ \ell = \frac{\partial}{\partial r}. \quad (58) \]

Equation NP1 of [25] in our basis is now

\[ D \rho_{ij} = - \rho_{ik} \rho_{kj}. \quad (59) \]

The only non-trivial component of this equation is \( ij = 55 \), which reads

\[ D \rho_{55} = - (\rho_{55})^2, \quad (60) \]

to which the solution is

\[ \rho_{55} = \frac{1}{r - i\chi}, \quad (61) \]

for some complex function \( \chi \) which does not depend on \( r \). The construction leading to equation (58) does not define \( r \) uniquely; there is a freedom to shift it by a function of the \( x^\mu \). This is equivalent to picking a different transverse hypersurface \( \Sigma \). This freedom can then be used to make \( \chi \) real. In summary, equation (59) gives

\[ \rho_{ij} = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & \frac{1}{r - i\chi} \\ 0 & \frac{1}{r + i\chi} & 0 \end{pmatrix}, \quad (62) \]

where \( \chi \) is a real function of the coordinates \( x^\mu \) only.

Similarly, equation NP2 of [25] simplifies to

\[ D_{\tau_i} = - \rho_{ij} \tau_j. \quad (63) \]

\[ ^4 \text{We note that our result for } \rho_{ij} \text{ exhibits the same } r\text{-dependence as in [27].} \]
Clearly, the $i = 5$ component is trivial; the $i = 4$ component implies that $\tau_4$ is independent of $r$, $\tau_4 = \tau_4(\chi^\mu)$.

2.4. Boost weight 0 components of the Weyl tensor

In order to continue the integration of the Newman–Penrose equations, we need information about the boost weight 0 components of the Weyl tensor. Their $r$-dependence can be fully determined by the boost weight $+1$ components of the Bianchi identity, equations B2–B4 of [25]. Recall that, in five dimensions, all information regarding the boost weight 0 components of the Weyl tensor is encoded in $\Phi_{ij}$, since

$$\Phi_{ijkl} = -2(\Phi^5_{ik}\delta_j^\beta - \Phi^5_{jk}\delta_i^\beta - \Phi^5_{ijk}\delta^\beta + \Phi(\delta_i^\beta\delta_j^\mu - \delta_i^\mu\delta_j^\beta) + \Phi(\delta_i^\beta\delta_j^\mu - \delta_i^\mu\delta_j^\beta),$$

where $\Phi^5_{ij} = \Phi_{ij}$.

Consider the Bianchi equation B2 of [25],

$$D\Phi_{ij} = -(\Phi_{ik} + 2\Phi_{ik}^A + \Phi_{ijk}\rho_{jk})\rho_{ij}.$$  

Integrating each component of this equation with respect to $r$, we find the following results:

$$\Phi_{44} = f_{44}, \quad \Phi_{45} = \frac{1}{(r + i\chi)^3} \left[ f_{45} + \frac{r^2}{2} + i\chi r \right], \quad \Phi_{54} = f_{54},$$

$$\Phi_{55} = \frac{f_{55}}{r + i\chi}, \quad \Phi_{55} = \frac{1}{(r - i\chi)^3} \left[ f_{55} - f_{44} \left( \frac{r^3}{3} - i\chi r^2 - \chi^2 r \right) \right],$$

where the $f_{ij}$ are complex functions (except for $f_{44}$, which is real), independent of $r$. Note that the $f_{ij}$ are not GHP scalars.

Now, we move to equation B4 of [25], which is purely algebraic in our case:

$$2\Phi^A_{ijkl}\rho_{ijkl} - 2\Phi_{ijkl}\rho_{ijkl} + \Phi_{lmijkl}\rho_{ijkl} = 0.$$  

Due to the antisymmetry in $jkl$, there are only three real independent components of (67), which are encoded in $ijk = 4455$, $5455$. The former gives $\chi f_{44} = 0$, whereas the latter implies $f_{54} = 0$. If we now consider equation B3 of [25],

$$D\Phi_{ijkl} = 2\Phi_{ijkl}\rho_{ijkl} - 2\Phi_{ijkl}\rho_{ijkl} - 4\Phi^A_{ijkl}\rho_{ijkl} - 2\Phi_{ijkl}\rho_{ijkl} - 2\Phi_{ijkl}\rho_{ijkl},$$

we find that all independent components are automatically satisfied, except for $ijkl = 4545$ and $ijkl = 5555$, which independently yield $f_{44} = 0$.

In summary, the components of $\Phi_{ij}$ are as follows:

$$\Phi_{44} = 0, \quad \Phi_{45} = \frac{f_{45}}{(r + i\chi)^3}, \quad \Phi_{54} = 0,$$

$$\Phi_{55} = \frac{f_{55}}{r + i\chi}, \quad \Phi_{55} = \frac{f_{55}}{(r - i\chi)^3}.$$  

2.5. Determining the non-GHP scalars

The connection components $L_i$, $M^i_j$, and $M^i_k$ do not transform as GHP scalars. They implicitly enter in the Newman–Penrose equations and Bianchi identity components because they are required for taking GHP derivatives explicitly. Moreover, they also appear in the expressions

Some of these results, namely $\Phi_{44} = \Phi_{54} = 0$, have already been obtained in [17].
for the commutators of the basis vectors. In order to determine these objects, we consider the
commutators of the GHP derivatives.

Let \( V_i \) be an arbitrary GHP scalar with boost weight \( b \) and spin weight 1. Consider first
the quantity \( [\cdot, \partial_i] V_j \) given by C2 of [25]. This gives rise to two different equations. The first
comes from the piece that is proportional to the boost weight \( b \) of \( V_i \) (\( b \) is arbitrary, see equation (11b) of [24]):

\[
DL_{ij} = -L_{ij} \rho_{ji} \tag{70}
\]

and the second comes from the terms independent of \( b \) (see equation (11n) of [24]):

\[
DM_{jk} = -M_{jk} \mu_{jk}. \tag{71}
\]

Integrating equation (70) with respect to \( r \), we find

\[
L_{i4} = \lambda_4, \quad L_{i5} = \frac{\lambda_5}{r + i\chi},
\]

for \( \lambda_i \) independent of \( r \) and \( \lambda_4 \) real. Similarly, integrating equation (71) gives

\[
M_{s4} = \frac{4}{5} \mu_{s4}, \quad M_{s5} = \frac{4}{5} \mu_{s5} \frac{r + i\chi}{r - i\chi}, \quad M_{s5} = \frac{4}{5} \mu_{s5} \frac{r - i\chi}{r + i\chi},
\]

where the \( \mu_{jk} \) are functions depending on the coordinates \( x^\mu \) only.

Now, consider the expression \( \lbrack\lbrack \cdot, [\cdot, \partial] V_i \rbrack \rbrack \), where \( V_i \) is the same GHP scalar as before, with
the commutator now given by C1 of [25]. As before, this gives rise to two equations, the
boost-dependent part (see equation (11a) of [24])

\[
DL_{11} = -L_{14} \tau_4 - \Phi + \frac{\Lambda}{4}, \tag{74}
\]

and the boost-independent part (see equation (11m) of [24])

\[
DM_{11} = -M_{14} \tau_4 \tag{75}
\]

Using our knowledge of \( \Phi_{ij} \) from equation (69), we can then fully integrate these equations to obtain

\[
L_{11} = \lambda_1 + \left( \frac{\Lambda}{4} - \lambda_4 \tau_4 \right) r + \frac{f_{s5}}{2(r - i\chi)^2} + \frac{f_{s5}}{2(r + i\chi)^2}, \tag{76}
\]

and

\[
M_{s1} = \mu_{s1} - \frac{4}{5} \mu_{s4} (r + i\chi) + \frac{f_{s5}}{r + i\chi}, \quad M_{s1} = \frac{5}{5} \mu_{s1} - \frac{4}{5} \mu_{s4} (r - i\chi) + \frac{f_{s5}}{2(r - i\chi)^2} - \frac{f_{s5}}{2(r + i\chi)^2}, \tag{77}
\]

respectively. Here real \( \lambda_i \) and complex \( \mu_{jk} \) are independent of \( r \). This fully determines the \( r \)-
dependence of the non-GHP scalars.
2.6. Optical matrix $\rho_{ij}'$ of $n$

We return to our analysis of the NP equations and consider equation NP4' of [25],

$$D\rho_{ij}' = -\rho_{ik}' \rho_{kj} - \Phi_{ij} - \frac{\Lambda}{4} \delta_{ij},$$

(78)

which determines the $r$-dependence of $\rho_{ij}'$. Since we know the full $r$-dependence of $\Phi_{ij}$ from equation (69), we can now integrate each component of this equation to obtain:

$$\rho_{44}' = A_{44} - \frac{\Lambda}{4} r,$n
$$\rho_{45}' = \frac{A_{45}}{r + i\chi},$$
$$\rho_{54}' = A_{54} + \frac{f_{45}}{r + i\chi},$$

\begin{equation}
\rho_{55}' = \frac{A_{55}}{r + i\chi} - f_{55},
\end{equation}

\begin{equation}
\rho_{55}' = \frac{1}{r - i\chi} \left[ A_{55} + \frac{f_{55} r}{(r + i\chi)^2} - \frac{\Lambda}{8} (r + i\chi)(r - 3i\chi) \right],
\end{equation}

(79)

where the $A_{ij}$ are complex functions (except for $A_{44}$, which is real) that do not depend on $r$.

2.7. The $r$-dependence of the basis vectors

Let us now consider the commutator of $\ell$ with the other basis vectors. The reason for doing this is that, in our local coordinates, this will determine the $r$-derivative of each component of $n$ and the $m_i$, which can then be used to determine the $r$-dependence of the entire basis. Consider first the commutators

$$[\ell, m_i] = -(r_i' + L_{ii}) \ell + (M_{i0} - \rho_{ii}) m_j,$$

(80)

where the right hand side is determined by projecting the covariant expression of the commutator (in the Levi–Civita connection) along the basis and using the definition of the various connection components. In our choice of coordinates and basis, equation (80) reduces to

$$Dm_{iA}' = -L_{ij} \ell^A - \rho_{ji} m_i^A,$$

(81)

where we are using an uppercase Latin index to denote collectively all the coordinate indices corresponding to $r, x^\mu$. Let us first look at $i = 4$ component,

$$Dm_4^A = -\lambda_4 \ell^A.$$ 

(82)

The $r$-component is $Dm_4^r = -\lambda_4$, with solution

$$m_4' = E_4 - \lambda_4 r,$$

(83)

where real $E_4$ does not depend on $r$. The $\mu$-components give simply

$$m_4^\mu = (m_4^0)^\mu(x).$$

(84)

Consider a boost $\ell \to \beta \ell, n \to \beta^{-1} n$. Previously, we used a boost transformation to rescale $\ell$ such that it is tangent to affinely parameterised geodesics, i.e. $L_{00} = 0$. This leaves a residual freedom of performing a boost with $D\beta = 0$. Under such a transformation, $\tau_4$ remains invariant, while $\lambda_4 \to \lambda_4 + m_4^0 (\beta)$. Hence, we can use this transformation to set

$$\lambda_4 = \tau_4,$$

(85)
which will be assumed from now on. Thus,
\[ m_4 = \left(E_4 - \tau_4 r\right) \frac{\partial}{\partial r} + m_4^0 \frac{\partial}{\partial x^\ell}. \]

Now we go back to equation (81) and take \( i = 5 \):
\[ Dm_5^A = -\frac{1}{r + i\chi} (m_5^A + \lambda_5 \ell^A). \] 

For \( A = r \) the second term introduces an inhomogeneous contribution, and the solution is
\[ m_5^r = \frac{E_5}{r + i\chi} - \lambda_5, \]
where complex \( E_5 \) does not depend on \( r \). The \( A = \mu \) components are homogeneous equations solved simply by
\[ m_5^\mu = \frac{(m_5^0)^\mu}{r + i\chi}, \]
where complex \((m_5^0)^\mu\) is independent of \( r \). Thus,
\[ m_5 = \left(\frac{E_5}{r + i\chi} - \lambda_5\right) \frac{\partial}{\partial r} + \frac{(m_5^0)^\mu}{r + i\chi} \frac{\partial}{\partial x^\mu}. \]

Finally, we consider the commutator
\[ [\ell, n] = -L_{11} \ell - L_{10} n - (\tau_i - \tau'_i)m_i. \]
In our choice of coordinates and basis, this is simply
\[ Dn^A = -L_{11} \ell^A - \tau_4 m_4^A. \]

Integrating gives
\[ n^r = E_4 - (\lambda_1 + \tau_4 E_4) r - \left(\frac{\Lambda}{8} - \tau_4^2\right)(r^2 + \chi^2) + \frac{f_{55}}{2(r - i\chi)} + \frac{f_{55}}{2(r + i\chi)}, \]
where real \( E_4 \) does not depend on \( r \) and
\[ n^\mu = (n^0)^\mu - r \tau_4 (m_5^0)^\mu, \]
where real \((n^0)^\mu\) is independent of \( r \). In summary, for \( n \) we have
\[ n = \left[ E_4 - (\lambda_1 + \tau_4 E_4) r - \left(\frac{\Lambda}{8} - \tau_4^2\right)(r^2 + \chi^2) + \frac{f_{55}}{2(r - i\chi)} + \frac{f_{55}}{2(r + i\chi)}\right] \frac{\partial}{\partial r} \]
\[ + [(n^0)^\mu - r \tau_4 (m_5^0)^\mu] \frac{\partial}{\partial x^\mu}, \]
thereby completing the determination of the \( r \)-dependence of the basis vectors.

### 3. Differential and algebraic constraints

At the end of the previous section, we determined the full \( r \)-dependence of the basis vectors. This also determines the \( r \)-dependence of the metric via the relation
\[ g^{ab} = 2 \ell^a n^b + m_i^a m_i^b. \]
We now need to examine how the Einstein equation constrains the dependence on the other coordinates \(x^i\). There are several equations that we have not considered yet, and these provide additional information on the curvature and hence contain other components of the Einstein equation.

### 3.1. Equation NP3

Since the \(m_i\) are simpler than \(n_j\), and since \(\rho_{ij}\) is the simplest object we have, it is easier to start with an equation involving \(\partial_\alpha \rho_{ijk}\). Such an equation is NP3 of [25], which in a more explicit form is

\[
\delta_{ji} \rho_{jk} - \delta_{kj} \rho_{ij} = L_{ij} \rho_{jk} - L_{ik} \rho_{j} + \tau_i (\rho_{jk} - \rho_{kj}) + \rho_j (M_{jk} - M_{kj}) + \rho_{ij} M_{jk} - \rho_{jk} M_{ij}.
\]  

(97)

Because of the antisymmetry in \(jk\), there are, in total, five components to consider. We start with \(ijk = 445\), which gives \(\rho_{55} M_{44} = 0\). Hence, from equation (73)

\[
\frac{4}{\mu_{54}} = 0.
\]  

(98)

Next we take \(ijk = 455\), giving

\[
\frac{4}{\mu_{55}} - \frac{4}{\mu_{55}} = 2i\chi \tau_4.
\]  

(99)

For \(ijk = 545\), we get \(-\rho_{55} M_{55} = 0\), hence, again from equation (73),

\[
\frac{4}{\mu_{55}} = 0.
\]  

(100)

The next component we consider is \(ijk = 545\), which gives

\[
\frac{4}{\mu_{55}} = -i\chi \tau_4 + E_4 - im_4^0 (\chi).
\]  

(101)

Substituting this into equation (99) gives

\[
m_4^0 (\chi) = -2\tau_4 \chi.
\]  

(102)

Substituting this back into (101), we then find that

\[
\frac{4}{\mu_{55}} = E_4 + i\chi \tau_4.
\]  

(103)

Finally, the last component \(ijk = 555\) reduces to

\[
m_5^0 (\chi) = -iE_5 - 2\chi \lambda_5.
\]  

(104)

A summary of the results obtained from equation (97) is as follows:

\[
\frac{4}{\mu_{54}} = 0, \quad \frac{4}{\mu_{55}} = 0, \quad \frac{4}{\mu_{55}} = E_4 + i\chi \tau_4.
\]  

(105)

\[
m_4^0 (\chi) = -2\tau_4 \chi.
\]  

(106)

\[
m_5^0 (\chi) = -iE_5 - 2\chi \lambda_5.
\]  

(107)
3.2. Equation NP4

Now, we move to equation NP4 of [25]:

\[ \Delta \rho_{ij} - \delta_j \tau_i = L_{11} \rho_{ij} - \tau_i \tau_j + \tau_4 M_{ij} - \rho_k M_{ki} - \rho_k (\rho^i_j + M_{ij}) - \Phi_{ij} - \frac{\Lambda}{4} \delta_{ij}. \] (108)

The \( ij = 44 \) component gives

\[ m_4^0 (\tau_4) = \tau_4^2 + \frac{\Lambda}{4}, \] (109)

while \( ij = 45 \) gives

\[ m_5^0 (\tau_4) = -\frac{4}{\mu_{51}}. \] (110)

Taking \( ij = 54 \), we obtain the relation \( \rho_{54}' - M_{51} = 0 \), which, using equations (77) and (79), reduces to

\[ \mu_{51} = A_{54}. \] (111)

The \( ij = 55 \) component gives

\[ A_{55} = 2i \chi_f_{55}. \] (112)

The only remaining component left to consider is \( ij = 5 \bar{5} \), which gives a more complicated relation:

\[ in^0 (\chi) + i \chi (\lambda_1 + \tau_4 E_4) + A_{5 \bar{5}} - E_1 - 2 \left( \tau_4^2 + \frac{\Lambda}{4} \right) \chi^2 = 0. \] (113)

By taking the imaginary part, we obtain an expression for \( n^0 (\chi) \):

\[ n^0 (\chi) = \frac{i (A_{5 \bar{5}} - A_{55})}{2} - \chi (\lambda_1 + \tau_4 E_4). \] (114)

The real part, on the other hand, gives an algebraic relation

\[ A_{5 \bar{5}} + A_{55} - 2E_1 - (\Lambda + 4 \tau_4^2) \chi^2 = 0. \] (115)

In summary, the information obtained from NP4, equation (108), is as follows:

\[ \mu_{51} = A_{54}, \quad A_{5 \bar{5}} = 2i \chi_f_{5 \bar{5}}, \] (116)

\[ m_4^0 (\tau_4) = \tau_4^2 + \frac{\Lambda}{4}, \] (117)

\[ m_5^0 (\tau_4) = -A_{54}, \] (118)

\[ n^0 (\chi) = \frac{i (A_{5 \bar{5}} - A_{55})}{2} - \chi (\lambda_1 + \tau_4 E_4), \] (119)

\[ A_{5 \bar{5}} + A_{55} - 2E_1 - (\Lambda + 4 \tau_4^2) \chi^2 = 0. \] (120)

3.3. Commutator C3

We have exhausted the Newman–Penrose equations that involve only quantities that we already know. In order to proceed with the remaining ones, we need information about the GHP scalars with negative boost weight such as \( \kappa_i' \) and \( \Psi_{ijk} \). However, we can investigate
other equations that do not involve such unknown objects. One such equation comes from applying the commutator \([\delta_i, \delta_j]\) to some arbitrary GHP scalar \(V_\ell\) of spin weight 1 but arbitrary boost weight, as before. This is determined by equation C3 of [25]. Once again, this gives us two different equations. The first comes from the piece that depends on the boost weight \(b\) of \(V_\ell\) (see equation (11d) of [24]),

\[
\delta_j L_{ij} - \delta_i L_{ij} = -L_{\ell 11}(\rho_{ij} - \rho_{ji}) - L_{\ell k}(M_{ij} - M_{ji}) - \rho_{ij} \rho'_{ji} + \rho_{ji} \rho'_{ij} + \Phi_{ij} - \Phi_{ji}.
\]

(121)

The antisymmetry in \(ij\) implies that there are only two independent components to consider: 45 and 55. For \(ij = 45\), we find

\[
m^0_i (\lambda_5) = (\mu_{45} - \tau_4) \lambda_5.
\]

(122)

For the other component, \(ij = 55\), we get

\[
m^0_i (\lambda_5) - m^0_i (\lambda_5) = -2i \chi \lambda_1 - 2i \chi \tau_4 E_4 - \lambda_5 \mu_{55} + \lambda_5 \mu_{55} + A_{55} - A_{55}.
\]

(123)

On the other hand, the piece of C3 that is independent of the boost weight is (see equation (11p) of [24])

\[
\delta_i M_{ij} - \delta_j M_{ij} = \rho_{ij} \rho'_{jk} + \rho_{ij} \rho'_{jk} - \rho_{ij} \rho'_{jk} + \rho_{ij} \rho'_{jk}
\]

\[
+ (\rho_{ij} - \rho_{ij}) M_{ij} + M_{jk} M_{jk} - M_{jk} M_{jk}
\]

\[
+ M_{jk} (M_{jk} - M_{jk}) - \Phi_{ijkl} - \frac{\Lambda}{2} (\delta_{ik} \delta_{ji} - \delta_{ij} \delta_{jk}).
\]

(124)

Due to antisymmetry in both \(ij\) and \(kl\), the independent components are \(ijkl = 4545, 4545, 4555, 5545\) and \(5555\). The \(ijkl = 4545\) component simply gives

\[
f_{55} = 0.
\]

(125)

The \(4545\) component gives

\[
m^0_4 (E_4) = -(A_{44} + \tau_4 E_4).
\]

(126)

For \(ijkl = 4555\), we get

\[
m^0_5 (E_4) = -A_{45} + f_{55} - \lambda_5 E_4 - \tau_5 E_4 + i \chi (3A_{44} + \lambda_5 \tau_4).
\]

(127)

Taking now \(ijkl = 5545\), we find

\[
m^0_{55} (\mu_{55}) - m^0_{55} (\mu_{55}) = A_{54} + (\tau_4 - \mu_{54}) \mu_{55} = 0.
\]

(128)

Finally, \(ijkl = 5555\) gives

\[
m^0_{55} (\mu_{55}) + m^0_{55} (\mu_{55}) + A_{55} - A_{55} + E_{44} + \lambda_5 \mu_{55} + \lambda_5 \mu_{55} + 2 \mu_{55} + 2 i \chi (\mu_{51} + E_{44} \mu_{5a}) - \frac{\Lambda \chi^2}{2} + \chi^2 \tau_4^2 = 0.
\]

(129)

In summary, we have:

\[
f_{55} = 0,
\]

(130)

\[
m^0_4 (E_4) = -(A_{44} + \tau_4 E_4).
\]

(131)
\[ m_s^0(E_5) = -A_{45} + f_{33} - \lambda_5 E_4 - \tau_A E_5 + i\chi(3A_{54} + \lambda_5\tau_A). \quad (132) \]

\[ m_{-4}^0(\lambda_5) = (\mu_{54} - \tau_A)\lambda_5. \quad (133) \]

\[ m_3^0(\lambda_5) - m_3^0(\lambda_5) = 2i\chi\lambda_3 + 2i\chi\tau_A E_4 + \lambda_3\mu_{55} - \lambda_3\mu_{55} = A_{55} + A_{55}, \quad (134) \]

\[ m_4^0(\mu_{55} - m_5^0(\mu_{55}) = -A_{54} + (\mu_{54} - \tau_A)\mu_{55}. \quad (135) \]

\[ m_5^0(\mu_{55} + m_5^0(\mu_{55}) = -A_{55} - A_{55} - E_5^2 - \lambda_5\mu_{55} - \lambda_5\mu_{55} \]
\[-2\mu_{55}\mu_{55} - 2i\chi(\mu_{54} + E_4\mu_{54}) + \left(\frac{\Lambda}{2} - \tau_A^2\right)\chi^2. \quad (136) \]

### 3.4. Commutators \([m_i, m_j]\)

We will now consider the commutators

\[ [m_i, m_j] = 2\rho^i_{(i)}\ell + 2\rho^i_{(j)}n + 2M_{(i)}m_k. \quad (137) \]

Taking \(ij = 45\) and using the results above gives

\[ [m_4, m_5] = (\rho_{43}^5 - \rho_{44}^5)\ell - (M_{55} - M_{54})m. \quad (138) \]

From the \(r\)-component, we get

\[ m_4^0(E_5) + (3\tau_A - \mu_{55})E_5 - 2i\chi A_{54} = 0, \quad (139) \]

while the \(\mu\)-components give

\[ [m_4, m_5] = (\mu_{54} - \tau_A)m_5^0. \quad (140) \]

Setting \(ij = 55\) in equation (137) gives:

\[ [m_5, m_5] = 2\rho_{55}^i\ell + 2\rho_{55}^n n + 2M_{55}m_k. \quad (141) \]

The \(r\)-component of the above equation gives

\[ m_5^0(E_5) - m_5^0(E_5) + i\chi[m_5^0(\lambda_5) + m_5^0(\lambda_5)] + \lambda_5 E_5 - \lambda_5 E_5 + f_{55} - f_{55} \]
\[-2i\chi(2E_1 + E_2^2 + 3\lambda_3\tau_A^2) - E_5\mu_{55} + E_5\mu_{55} + i\chi\lambda_3\mu_{55} + i\chi\lambda_3\mu_{55} = 0, \quad (142) \]

where we have used equations (105), (107) and (120). On the other hand, the \(\mu\)-components give the commutator

\[ [m_5^0, m_5^0] = 2i\chi n_0 + 2i\chi E_4 m_5^0 + (\lambda_5 + \mu_{55}) m_5^0 - (\lambda_5 + \mu_{55}) m_5^0. \quad (143) \]

In summary, from the commutators (137), we obtain the following relations:

\[ m_4^0(E_5) = 2i\chi A_{54} - (3\tau_A - \mu_{54})E_5, \quad (144) \]
\[ m_s^0(E_s) - m_s^0(E_s^5) - i\chi [m_s^0(\lambda_s) + m_s^0(\lambda_s^5)] = \lambda_s^5 E_s - \lambda_s^5 E_s + f_{5s} - E_s^5 - 2E_s^5 \mu_{55} + E_s^5 \mu_{55}^5 + \frac{5}{\mu_s^5} + \frac{5}{\mu_s^5} - 4E_1 - 2E_2^5 - 6\chi^2 \tau_4^2 \]  

(145)

and the commutators
\[ [m_s^0, m_s^5] = (\mu_{s4} - \tau_4) m_s^0. \]  

(146)

\[ [m_s^0, m_s^5] = 2i\chi n^0 + 2i\chi E_4 m_s^4 + (\lambda_s^5 + \mu_{55}) m_s^0 - (\lambda_s^5 + \mu_{55}^5) m_s^0. \]  

(147)

3.5. Calculation of $\Psi'_{ijk}$ from the Bianchi identities

In order to proceed with analysing the remaining Newman–Penrose equations, we need information regarding the boost weight $-1$ components of the Weyl tensor. The boost weight 0 components of the Bianchi identity, equations B5–B7 and B5’ of [25] can be used to calculate $\Psi'_{ijk}$. From the symmetries of $\Psi'_{ijk}$, $\Psi'_{ijk} = -\Psi'_{ikj}$ and $\Psi'_{(ijk)} = 0$, we notice that the independent components are

\[ \Psi'_{445}, \quad \Psi'_{545}, \quad \Psi'_{454}, \quad \Psi'_{555}. \]  

(148)

We start with equation B5 of [25],

\[ -2\delta_{ij} \Phi'_{ijkl} = (2\Phi_{ijkl} - 2\delta_{ij} \Phi'_{ik}) \tau_j + 2(\Psi'_{ijkl} - \Psi'_{ijlk}) \rho_{i[jk|.} \]  

(149)

Due to antisymmetry in $jk$, the independent components that we need to consider are 445, 455, 545, 545 and 555. We start with $ijk = 445$, which gives

\[ \Psi'_{445} = -\frac{m_s^0(f_{45})}{r + i\chi} + \frac{f_{55}}{(r + i\chi)^2} [E_4 - i\chi \tau_4 + \frac{5}{\mu_s^5}] \]  

(150)

The $ijk = 545$ component is automatically satisfied because $f_{54} = f_{55} = 0$. Setting $ijk = 545$, we find

\[ \Psi'_{545} = -\frac{m_s^0(f_{55})}{2(r + i\chi)^2} + \frac{f_{55}}{(r + i\chi)^2} [E_4 - \tau_4 + 2(i\chi)]. \]  

(151)

Substituting the above result into the $ijk = 455$ component, gives

\[ \frac{m_s^0(f_{55}) + 4\tau_4 f_{55} - 2m_s^0(f_{45}) - 2(2\lambda_s^5 + \frac{5}{\mu_s^5}) f_{45}}{2(r - i\chi)^2(r + i\chi)} = \text{c.c.} = 0. \]  

(152)

From the $r$-dependence of the above equation, we conclude that

\[ m_s^0(f_{55}) + 4\tau_4 f_{55} - 2m_s^0(f_{45}) - 2(2\lambda_s^5 + \frac{5}{\mu_s^5}) f_{45} = 0. \]  

(153)

Finally, we consider the $ijk = 555$ component and use the result (150) for $\Psi'_{445}$, which gives

\[ (r - i\chi)^2 [m_s^0(f_{55}) + \tau_4 - \frac{5}{\mu_s^5}] f_{45} = m_s^0(f_{55}) + 3\lambda_s f_{55}. \]  

(154)

6 If $\chi = 0$, then the $r$-dependence in (152) can be factored out and we can only conclude that the left hand side of (153) is real. However, comparison with, e.g. the $ijklm = 55455$ component of equation B6 of [25] implies that equation (153) is true also when $\chi = 0$. 
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Analysing the $r$-dependence, we immediately see that both the left hand side and right hand side must vanish independently. We therefore have

\[ m^0_1(f_{45}) = (\mu_{54} - \tau_4)f_{45} \quad (155) \]

and

\[ m^0_3(f_{55}) = -3\lambda_5 f_{55}. \quad (156) \]

Note that, using equation (155), we can rewrite $\Psi'_{445}$ in a simpler form:

\[ \Psi'_{445} = -(E_4 + \tau_4 r)/(r + i\chi)^2 f_{45}. \quad (157) \]

This exhausts equation (149). The summary is as follows:

\[ m^0_3(f_{55}) = -3\lambda_5 f_{55}, \quad (159) \]
\[ m^0_4(f_{45}) = (\mu_{54} - \tau_4)f_{45}, \quad (160) \]
\[ 2m^0_5(f_{45}) - m^0_4(f_{55}) = -2f_{45}(2\lambda_5 + \mu_{55}) + 4\tau_4 f_{55}. \quad (161) \]

Using the results from B5 above, one can verify that equations B6 and B7 of [25] are automatically satisfied. The only remaining boost weight 0 component of the Bianchi equation is then B5':

\[ D\Psi'_{ijk} = 2\delta_{ijl}\Psi_{kl} = 2(\Psi'_{ijl} - \Psi_{ijkl})p_{l[ik]}, \quad (162) \]

Once again, antisymmetry in $jk$ implies that the independent components are $ijk = 445, 455, 545, 545, 555$. Of these, 445, 455 and 545 are automatically satisfied using the results from B5 above. On the other hand, we can integrate $ijk = 545$ and $ijk = 555$ with respect to $r$ to find the remaining components of $\Psi'_{ijk}$, which we simplify using the equation for $m^0_4(f_{45})$, (155). The former gives

\[ \Psi'_{545} = \frac{B_{545}}{r + i\chi} + \frac{m^0_3(f_{55})}{(r + i\chi)^2} + \frac{2(E_5 - i\chi\lambda_5)f_{55}}{(r + i\chi)^3}, \quad (163) \]

where $B_{545}$ is some complex function independent of $r$, while the latter integrates to

\[ \Psi'_{555} = \frac{B_{555}}{(r + i\chi)^2} - \frac{m^0_3(f_{55})}{(r + i\chi)^2} - \frac{3(E_5 - i\chi\lambda_5)f_{55}}{(r + i\chi)^3}, \quad (164) \]

where $B_{555}$ is another $r$-independent, complex, function.

### 3.6. Newman–Penrose equations with boost weight $-1$

We are now in a position to look at the other Newman–Penrose equations. We start with NP2' of [25],

\[ D_n^i = -\rho_n^j \tau_j + \Psi'_i, \quad (165) \]
Integrating the \( i = 4 \) component, we find

\[
\kappa_4' = G_4 - \tau_4 A_{44} r + \frac{\Lambda}{8} \tau_4 (r^2 + \chi^2) + \frac{m_4^0(f_{55}) + 2\tau_4 f_{55}}{2(r - i\chi)} + \frac{m_4^0(f_{55}) + 2\tau_4 f_{55}}{2(r + i\chi)} - \frac{(E_4 + i\chi \tau_4) f_{55}}{2(r - i\chi)^2} - \frac{(E_4 - i\chi \tau_4) f_{55}}{2(r + i\chi)^2},
\]

(166)

where \( G_4 \) is real and does not depend on \( r \). Similarly, the \( i = 5 \) component integrates to

\[
\kappa_5' = G_5 - \tau_4 A_{54} (r + i\chi) - \frac{B_{555} + (E_4 - i\chi \tau_4) f_{45}}{r + i\chi} + \frac{m_5^0(f_{55}) + 3\lambda_5 f_{55}}{2(r + i\chi)^2} - \frac{(E_5 - i\chi \lambda_5) f_{55}}{(r + i\chi)^3},
\]

(167)

where complex \( G_5 \) depends only on \( \chi^5 \).

The next equation we look at is equation NP3' of [25],

\[
\delta_{ij} \rho'_{ik} - \delta_k \rho'_{ij} = -L_{ij} \rho'_{ik} + L_{ik} \rho'_{ij} + \kappa_i'(\rho_{jk} - \rho_{kj}) + \rho'_{ij}(M_{jk} - M_{kj}) + \rho'_{ij} M_{ik} - \rho'_{ik} M_{ij} - \Psi_{ij}.
\]

Because of the antisymmetry in \( jk \), the only independent components are \( ij = 445, 455, 545, 545 \) and \( 555 \). Let us start with \( ij = 445 \), which gives

\[
m_4^0(A_{45}) - m_4^0(A_{44}) - f_{45} \tau_4 - A_{44} \lambda_5 + A_{45}(2\tau_4 - \frac{5}{\lambda_5}) + \frac{\Lambda}{4} (E_5 - i\chi \lambda_5) + A_{54}(E_4 - i\chi \tau_4) = 0.
\]

(169)

Now taking \( ij = 455 \) gives

\[
2(A_{45} - A_{55}) E_4 - m_4^0(f_{55}) + m_4^0(f_{55}) - 2m_5^0(A_{45}) + 2\dot{m}_5^0(A_{45}) - 2A_{45}(2\lambda_5 + \frac{5}{\lambda_5}) + 2A_{45}(2\lambda_5 + \frac{5}{\lambda_5}) - 2\tau_4 f_{55} + 2\lambda_5 [2A_{44} E_4 + 2G_4 - (A_{55} + A_{55} - \Lambda \chi^2) \tau_4] = 0.
\]

(170)

For \( ij = 545 \) we get a very simple equation

\[
B_{545} = m_5^0(A_{54}) + A_{54}(\lambda_5 - \frac{5}{\lambda_5}).
\]

(171)

Next we consider \( ij = 545 \), which results in

\[
m_5^0(A_{54}) - m_5^0(A_{55}) - 2\tau_4 A_{55} + A_{54}(\lambda_5 + \frac{5}{\lambda_5}) + A_{44}(E_4 + i\chi \tau_4) - i\Lambda \chi \frac{4}{(E_4 - 3i\chi \tau_4) = 0}.
\]

(172)

Finally, \( ij = 555 \) gives

\[
A_{45} E_4 - B_{555} - m_5^0(A_{55}) - 2A_{55} \lambda_5 + i\chi [2A_{45} E_4 + 2G_5 - \Lambda E_5 + (A_{45} + 2f_{45}) \tau_4] + \chi^2 (2A_{54} \tau_4 - \Lambda \lambda_5) = 0.
\]

(173)
In summary, equation (168) gives the following relations:

\[
m_4^0(A_{45}) - m_5^0(A_{44}) = \tau_4 f_{45} + \lambda_5 A_{44} + A_{45}(\mu_{54} - 2\tau_4) - \frac{\Lambda}{4}(E_5 - i\chi \lambda_5) - A_{54}(E_4 - i\chi \tau_4),
\]

\begin{equation}
(174)
\end{equation}

\[
m_4^0(f_{55}) - m_5^0(f_{55}) + 2m_5^0(A_{45}) - 2m_5^0(A_{45}) = 2(A_{55} - A_{55})E_4 - 2A_{45}(2\lambda_5 + \frac{\mu_{55}}{2} + \lambda_5)
\]

\[
- 2\tau_4(f_{55} - f_{55}) + 2i\chi [2A_{44}E_4 + 2G_4 - (A_{55} + A_{55} - \Lambda \lambda_5^2)\tau_4],
\]

\begin{equation}
(175)
\end{equation}

\[
m_3^0(A_{55}) = A_{55}E_4 - 2A_{55}\lambda_5 + i\chi[2A_{54}E_4 + 2G_4 - NE_5 + (A_{55} + 2f_{45})\tau_4]
\]

\[
+ \chi^2(2A_{54}\tau_4 - \Lambda \lambda_5),
\]

\begin{equation}
(176)
\end{equation}

\[
m_3^0(A_{54}) = B_{54} + A_{54}(\mu_{55} - \lambda_5).
\]

\begin{equation}
(177)
\end{equation}

\[
m_4^0(A_{55}) = A_{55}E_4 + \frac{\mu_{55} + \lambda_5}{2} + A_{54}(\mu_{55} + \lambda_5)
\]

\[
+ A_{44}(E_4 + i\chi \tau_4) - \frac{i\Lambda \chi}{4}(E_4 - 3i\chi \tau_4).
\]

\begin{equation}
(178)
\end{equation}

### 3.7. Commutator C2′

Previously we have considered commutators of GHP derivatives acting on an arbitrary GHP scalar $V_i$ of spin 1 with arbitrary boost weight $b$. The only such commutator that remains is $[\epsilon_i, \delta_{ij}]V_j$, which is given by equation C2′ of [25]. The $b$-dependent part of this expression is (see equation (11c) of [24])

\[
\Delta L_{ij} - \delta_i L_{i1} = L_{i1}(L_{i1} - \tau_i) - \tau_j\rho_{ji} + \rho_j\kappa_i - L_{ij}(\rho_{ji} + \bar{M}_i) + \Psi_j.
\]

\begin{equation}
(179)
\end{equation}

For $i = 4$, we have

\[
m_4^0(\lambda_4) - n^0(\tau_4) = 2\tau_4 A_{44} + \left(\tau_4^2 - \frac{\Lambda}{4}\right)E_4,
\]

\begin{equation}
(180)
\end{equation}

while for $i = 5$ we obtain

\[
n^0(\lambda_5) - m_5^0(\lambda_4) = G_5 + \left(\frac{\Lambda}{4} - \tau_5^2\right)E_5 + \left(\mu_{54} - \tau_4^2 E_4 + 2i\chi \tau_4^2\right)\lambda_5
\]

\[
- 2\tau_4(A_{45} - i\chi A_{54}).
\]

\begin{equation}
(181)
\end{equation}

Now, we will investigate the boost-independent part of $[\epsilon_i, \delta_{ij}]V_j$ (see equation (11o) of [24]),

\[
\Delta M_{jk} - \delta_i M_{ij} = \kappa_i^j \mu_{ik} - \rho_{jk}\tau_i + \tau_j \rho_{jk}^i + \rho_j \kappa_i^j + M_j(L_{ik} - \tau_i)
\]

\[
+ M_i^j M_{jk} - \bar{M}_k M_{ij} - M_i^j (\rho_{ik}^j + \bar{M}_i) - \Psi_{ij}.
\]

\begin{equation}
(182)
\end{equation}
Here we have antisymmetry in $ij$, and hence the only independent components are $ijk = 454$, $455$, $545$, $554$ and $555$. The $ijk = 454$ component reduces to the following simple equation

$$m_4^0(A_{54}) = (\mu_{\bar{5}4} + \tau_4)A_{54}. \tag{183}$$

The $ijk = 455$ component is automatically satisfied using the expression for $B_{545}$ from equation (177). The $454$ component gives

$$2n^0(E_4) - 2m_5^0(A_{54}) + 2i\chi n^0(\tau_4) = -2G_4 - 2\lambda_1E_4 + 2(\mu_{55} + \lambda_3)A_{54} - \tau_4(A_{55} + A_{55} + 2E_4^2) - 2i\chi \left(\tau_4^2 + \frac{\Lambda}{4}\right)E_4 + \chi^2\tau_4(\Lambda + 2\tau_4^2). \tag{184}$$

Next, we consider $ijk = 554$ to find

$$n^0(\mu_{\bar{5}4}) - m_4^0(\mu_{\bar{5}4}) = -(A_{44} + \tau_4E_4)\mu_{\bar{5}4}. \tag{185}$$

Finally, the $555$ component gives

$$m_5^0(\mu_{\bar{5}4}) - n^0(\mu_{\bar{5}5}) = G_5 + (f_{45} + A_{45}) + i\chi A_{45} - i\chi\tau_4\lambda_5 + \tau_4E_5\mu_{\bar{5}4} - (\mu_{55} + \lambda_5)\mu_{\bar{5}1} + (E_4 - 2i\chi\tau_4)A_{54} + \left[\lambda_1 - \tau_4E_4 - i\chi\left(\frac{\Lambda}{4} + \tau_4^2\right)\right]^{\mu_{\bar{5}5}}. \tag{186}$$

In summary, from $[p', \partial_j]V_j$ we obtain the following new relations:

$$2(n^0(E_4) - m_5^0(A_{54}) + i\chi n^0(\tau_4))$$

$$= -2G_4 - 2\lambda_1E_4 + 2(\mu_{55} + \lambda_3)A_{54} - \tau_4(A_{55} + A_{55} + 2E_4^2) - 2i\chi \left(\tau_4^2 + \frac{\Lambda}{4}\right)E_4 + \chi^2\tau_4(\Lambda + 2\tau_4^2), \tag{187}$$

$$m_4^0(\lambda_i) - n^0(\tau_4) = 2\tau_4A_{44} + \left(\tau_4^2 - \frac{\Lambda}{4}\right)E_4, \tag{188}$$

$$n^0(\lambda_3) - m_5^0(\lambda_3) = G_5 + \left(\frac{\Lambda}{4} - \tau_4^2\right)E_5$$

$$+ (\mu_{\bar{5}1} - \tau_4E_4 + 2i\chi\tau_4^2)\lambda_5 - 2\tau_4(A_{45} - i\chi A_{54}), \tag{189}$$

$$m_4^0(A_{54}) = (\mu_{\bar{5}4} + \tau_4)A_{54}, \tag{190}$$

$$n^0(\mu_{\bar{5}4}) - m_4^0(\mu_{\bar{5}4}) = -(A_{44} + \tau_4E_4)\mu_{\bar{5}4}, \tag{191}$$

$$m_5^0(\mu_{\bar{5}4}) - n^0(\mu_{\bar{5}5}) = G_5 + (f_{45} + A_{45}) + i\chi A_{45} - i\chi\tau_4\lambda_5 + \tau_4E_5\mu_{\bar{5}4} - (\mu_{55} + \lambda_5)\mu_{\bar{5}1} + (E_4 - 2i\chi\tau_4)A_{54} + \left[\lambda_1 - \tau_4E_4 - i\chi\left(\frac{\Lambda}{4} + \tau_4^2\right)\right]^{\mu_{\bar{5}5}}. \tag{182}$$
3.8. Commutators \([n, m]\)

Next, we consider the commutators

\[
[n, m] = -\kappa_i \ell - (\tau_i - L_{i4}) n + \left( M_{j1} - \rho^i_{j1} \right) m_j.
\]  

We start with \(i = 4\), for which equation (193) reduces to

\[
[n, m_4] = -\kappa_4 \ell - \rho^i_{44} m_4.
\]  

Before doing an explicit calculation, recall equations (91) and (80) with \(i = 4\), which reduce to

\[
[\ell, n] = -L_{i4} \ell - \tau_4 m_4, \quad [\ell, m_4] = -\tau_4 \ell,
\]  

respectively. Together with equation (194) above, these imply that the distribution spanned by \([\ell, n, m_4]\) is integrable, i.e. tangent to three-dimensional (3d) submanifolds.

Taking the \(r\)-component of (194) gives the equation

\[
n^0(E_4) - m^0_4(E_i) = -G_4 + \tau_4 E_1 - (\lambda_1 + A_{44} + \tau_4 E_4)E_4 + \chi^2 \tau_4 \left( \frac{3\lambda}{4} - \tau_4^2 \right).
\]  

On the other hand, from the \(\mu\)-components, we find the commutator

\[
[n^0, m^0_4] = -(A_{44} + E_4 \tau_4) m^0_4.
\]  

Now, consider the commutator (193) for \(i = 5\),

\[
[n, m_5] = -\kappa_5 \ell + L_{i5} n - \frac{4}{5} \left( M_{31} + \rho^i_{43} \right) m_4 + \left( M_{51} - \rho^i_{53} \right) m_5.
\]  

Using previous results, we find that the \(r\)-component gives

\[
n^0(E_3) - m^0_5(E_i) = i\chi m^0_5(\lambda_1)
\]
\[
= B_{SSS} + (A_{S5} + i\chi \lambda_1) L_{i5} + E_1 - 5\chi^2 \tau_4^2 \lambda_5 - (A_{45} - i\chi A_{54} + 2E_5 \tau_4) E_4
\]
\[
+ \left[ \frac{5}{\mu_{31}} - 2\lambda_1 + i\chi \left( \frac{3\lambda}{4} - 2\tau_4^2 \right) \right] E_5 - i\chi \tau_4 (f_{45} + 2A_{45} - i\chi A_{54}).
\]  

For the \(\mu\)-components, we use the expression for \([m^0_2, m^0_5]\), equation (146), to find the commutator

\[
[n^0, m^0_5] = \lambda_5 n^0 - [f_{45} + A_{45} + i\chi A_{54} + \tau_4 (E_5 - i\chi \lambda_5)] m^0_4
\]
\[
+ \left[ i\chi \left( \frac{\lambda}{4} + \tau_4^2 \right) + \frac{5}{\mu_{31}} - \lambda_1 - \tau_4 E_4 \right] m^0_5.
\]  

In summary, then, the commutators (193) give the relations

\[
n^0(E_4) - m^0_4(E_i) = -G_4 + \tau_4 E_1 - (\lambda_1 + A_{44} + \tau_4 E_4) E_4 + \chi^2 \tau_4 \left( \frac{3\lambda}{4} - \tau_4^2 \right).
\]
\[ n^0(E_5) - m_4^0(E_4) = i \lambda m_4^0(\lambda_1) \]
\[ = B_{555} + (A_{55} + i \lambda \lambda_1 + E_1 - 5 \chi^2 \tau_2) \lambda_5 \]
\[ - (A_{45} - i \chi A_{54} + 2 E_5 \tau_4) E_4 \]
\[ + \left[ \frac{5}{2} \mu_{\mathbf{3}1} - 2 \lambda_1 + i \chi \left( \frac{3 \lambda}{4} - 2 \tau_4^2 \right) \right] E_5 - i \chi \tau_4 (f_{45} + 2 A_{45} - i \chi A_{54}) \]  
(202)

and the commutators
\[ [n^0, m_4^0] = -(A_{44} + E_4 \tau_4)m_4^0, \]  
(203)
\[ [n^0, m_5^0] = \lambda_5 n^0 - [f_{45} + A_{45} + i \chi A_{54} + \tau_4 (E_5 - i \chi \lambda_5)] m_4^0 \]
\[ + \left[ i \chi \left( \frac{\Lambda}{4} + \tau_4^2 \right) + \frac{5}{2} \mu_{\mathbf{3}1} - \lambda_1 - \tau_4 E_4 \right] m_5^0. \]  
(204)

### 3.9. Equation NP1′

The only Newman–Penrose equation yet to be investigated is NP1′ of \([25]\),
\[ \Delta \rho_j' - \delta_j \kappa_i' = -L_{11}[\rho_{ij} - (\tau_j - 2 L_{\mu} \nu) \kappa_{ij} + M_{ij} \rho_{ij} + (\rho_{ij} + M_{ji}) \rho_{ij}'] - \Omega_{ij}' \]  
(205)

With the results found above, we can use this to calculate \( \Omega_{ij}' \), which are the only curvature components that we do not yet know. The results are quite complicated and will not be needed here, hence we will not display them. However, because \( \Omega_{ij}' \) is symmetric and traceless, some components of this equation provide us with additional constraints.

It can be shown that all these constraints, with the exception of one, are in fact implied by previously derived equations. The new constraint comes from substituting \( \Omega_{44}' \) calculated from the \( ij = 44 \) component of (205) into \( ij = 55 \), using the tracefree condition \( \Omega_{55}' = -\Omega_{44}'/2 \). Thus, we obtain an important equation giving the derivative of \( f_{55} \) along \( n^0 \):
\[ 2 m_5^0 (B_{555}) + 2 (\mu_{55} + 3 \lambda_5) B_{555} + 2 n^0 (f_{55}) + (E_4 - i \chi \tau_4) m_4^0 (f_{55}) \]
\[ + 2 [3 \lambda_1 + 2 (2 E_4 - i \chi \tau_4) \tau_4] f_{55} + 2 (A_{45} + f_{45} - 2 i \chi \Lambda A_{54} \tau_5) f_{45} = 0. \]  
(206)

### 3.10. Additional algebraic constraint

We can derive an additional algebraic constraint from the above equations by looking at the equations involving \( f_{55}, f_{55} \) and the commutators \([m_4^0, m_5^0] \).

We begin by acting the commutator \([m_4^0, m_5^0] \) on \( f_{55} \), using equations (146) and (160) to find
\[ m_4^0 (m_5^0 (f_{55})) + 2 \tau_4 m_4^0 (f_{55}) + (m_4^0 (\mu_{55}) - A_{54} f_{45}) = 0. \]  
(207)

We now act \( m_4^0 \) on equation (161) and use equations (133), (135) and equation (207) to obtain
\[ m_4^0 (m_4^0 (f_{55})) + 6 \tau_4 m_4^0 (f_{55}) + (\Lambda + 12 \tau_4^2) f_{55} = 0. \]  
(208)
Next, consider the commutator \([m^0_\lambda, m^0_\mu]\) acting on \(f_{55}\), which gives
\[
m^0_\lambda \left( f_{55} \right) + 3\lambda_5 m^0_\lambda \left( f_{55} \right) = 0.
\] (209)

Now, we apply the commutator \([m^0_\lambda, m^0_\mu]\) to \(m^0_\lambda \left( f_{55} \right)\). After some algebra, this gives
\[
\begin{align*}
[m^0_\lambda \left( m^0_\lambda \left( \lambda_5 \right) \right) - 2(\mu_{\lambda_4} - 4\tau_4) & m^0_\lambda \left( \lambda_5 \right) - (m^0_\lambda \left( \mu_{\lambda_4} \right) - (\mu_{\lambda_4})^2 \\
+ 8\tau_4 \mu_{\lambda_4} - 8\tau_4^2 & - \frac{A}{4} \right] \lambda_5 + 8\tau_4 A_{\lambda_4} \right] f_{55} \\
- 2\lambda_{\lambda_4} m^0_\lambda \left( f_{55} \right) &= 0.
\end{align*}
\] (210)

By acting with \(m^0_\lambda\) on (122), we obtain the relation
\[
m^0_\lambda \left( m^0_\lambda \left( \lambda_5 \right) \right) + (\tau_4 - \mu_{\lambda_4}) m^0_\lambda \left( \lambda_5 \right) = \left[ m^0_\lambda \left( \mu_{\lambda_4} \right) - \left( \tau_4^2 + \frac{A}{4} \right) \right] \lambda_5 = 0.
\] (211)

Together with (133), this allows us to simplify (210) to
\[
(m^0_\lambda \left( f_{55} \right) + 4\tau_4 f_{55}) A_{\lambda_4} = 0.
\] (212)

Acting with \(m^0_\lambda\) and using equations (209), (118), (159) and (177), we find
\[
(m^0_\lambda \left( f_{55} \right) + 4\tau_4 f_{55}) B_{545} - 4(A_{\lambda_4})^2 f_{55} = 0.
\] (213)

Now equation (212) implies that either \(A_{\lambda_4} = 0\) or \(m^0_\lambda \left( f_{55} \right) = -4\tau_4 f_{55}\). In the former case, (177) implies that \(B_{545} = 0\) and (213) is automatically satisfied. In the latter case, we have \((A_{\lambda_4})^2 f_{55} = 0\), which also holds when \(A_{\lambda_4} = 0\). Hence, both cases imply that
\[
A_{\lambda_4} f_{55} = 0.
\] (214)

4. Coordinate calculations

4.1. Introduction of coordinates

In section 2 we determined the full \(r\)-dependence of the metric. However, this process involved introducing many functions of \(x^\mu\) that are clearly not completely independent. In the previous section, after a thorough examination of the remaining Newman--Penrose equations, commutators of GHP derivatives and basis vectors, we were able to find several differential and algebraic constraints satisfied by these spacetime functions.

So far, we have been using coordinates \((r, x^\mu)\) where \(r\) is an affine parameter along the null geodesics tangent to the multiple WAND, and \(x^\mu\) are constant along these geodesics but otherwise arbitrary. In this section we will make a specific choice of \(x^\mu\) adapted to the existence of the integrable submanifolds uncovered in section 3.8. This will lead to a dramatic reduction in the number of independent functions and the number of equations constraining them, in comparison with the relations obtained in the previous section.

We start by observing that the results obtained so far allow us to write \((dm^5)_{\lambda\mu} = 2M_{\lambda\mu}\) in the following form:
\[
dm^5 = \left[ (\rho^5_{\lambda\mu} + M_{\lambda\mu}) \lambda + \rho_{55} n + (M_{55} + M_{54}) m^4 + M_{55} \bar{m}_5 \right] \wedge m^5.
\] (215)
This implies that \( m_5 \wedge dm_5 = 0 \), so there exist complex functions \( \mathcal{W} \) and \( z \) such that
\[
m_5 = \mathcal{W} \, dz.
\] (216)

Regard \( x^\mu \) as coordinates on a 4d manifold \( \Sigma \). We can regard \( m_4^0 \), \( m_5^0 \) and \( n^0 \) as vector fields on \( \Sigma \). From \( I \cdot m_5 = 0 \) we have \( \partial_z z = 0 \) and, since \( dz \neq 0 \), we must have \( \partial_z z \neq 0 \). It follows that we can use \( z \) and \( \bar{z} \) as coordinates on \( \Sigma \). The condition \( m_4 \cdot m_5 = 0 \) implies that \( m_4^0 \) is tangent to surfaces of constant \( z \) and similarly \( n \cdot m_5 = 0 \) implies that the same holds for \( n^0 \). Pick a 3d surface \( S \subset \Sigma \) which is transverse to \( m_4^0 \) and introduce a coordinate \( u \) so that \( (u, z, \bar{z}) \) are coordinates on \( S \). Now let \( x \) be the parameter distance from \( S \) along integral curves of \( m_4^0 \). This gives a coordinate chart \( (u, x, z, \bar{z}) \) on \( \Sigma \) such that
\[
m_4^0 = \frac{\partial}{\partial x}.
\] (217)

From the fact that \( n^0 \) is orthogonal to surfaces of constant \( z \) we have
\[
n^0 = N_u \frac{\partial}{\partial u} + N_x \frac{\partial}{\partial x}
\] (218)
with \( N_u \neq 0 \) and \( N_x \) independent of \( r \). Calculating the commutator \([n^0, m_4^0]\), equation (203), in these coordinates gives two equations, the first being
\[
\partial_r N_u = 0.
\] (219)

We can then exploit the freedom \( u \to u'(u, z, \bar{z}) \) to set \( N_u = -1 \). Hence we have
\[
n^0 = -\frac{\partial}{\partial u} + N \frac{\partial}{\partial x}
\] (220)
for some real function \( N \) (independent of \( r \)). The second equation coming from \([n^0, m_4^0]\) is then
\[
A_{44} + E_4 \tau_4 = \partial_r N.
\] (221)

Since \( m_5 \cdot m_5 = 0 \), we have \((m_5^0)^c = 0\) so we can introduce the following notation for the components of \( m_5^0 \):
\[
m_5^0 = W \left( \frac{\partial}{\partial z} - L \frac{\partial}{\partial u} - Y \frac{\partial}{\partial x} \right)
\] (222)
where \( W \neq 0 \), \( L \) and \( Y \) are complex functions independent of \( r \). Working out the basis as 1-forms gives
\[
\ell = -du - Ldz - \bar{L}d\bar{z},
\] (223)
\[
n = dr - H\ell - (E_4 - r\tau_4)(dx + Ydz + \bar{Y}d\bar{z}) + \frac{1}{W} [\lambda_5(r + i\chi) - E_5]dz + \frac{1}{W} [\bar{\lambda}_5(r - i\chi) - \bar{E}_5]d\bar{z},
\] (224)
\[
m_4 = -(N - r\tau_4) \ell + dx + Ydz + \bar{Y}d\bar{z},
\] (225)
\[
m_5 = r - i\chi d\bar{z},
\] (226)
where
\[
H = n' - (E_4 - r\tau_4)(N - r\tau_4)
\] (227)
with \( n' \) given in (93). We see that the metric
\[
g_{ab} = L_a n_b + n_a L_b + (m_4)_a (m_4)_b + (m_5)_a (m_5)_b + (m_3)_a (m_3)_b
\]
(228)
deeps on the functions just defined, \( L, Y, N, W \), but also on the functions defined previously in a coordinate-independent way, in particular \( \chi, \tau_3, \lambda_5, E_4, E_5, E_1, \lambda_1 \) and \( f_{55} \) (the last three via \( H \)). Our aim now is to find coordinate expressions for these functions.

We proceed by examining the other commutators involving \( m_4^0, m_5^0 \) and \( n_0^0 \), which give coordinate expressions for some of the functions involved. From the commutator \([m_4^0, m_5^0]\), equation (146), we find that
\[
\partial_5 L = \partial_5 Y = 0,
\]
hence \( L = L(u, z, \bar{z}), Y = Y(u, z, \bar{z}) \). Furthermore, we also find that
\[
\partial_5 W = W (\mu_{54} - \tau_3).
\]
By taking real and imaginary parts we obtain
\[
\tau_3 = -\frac{1}{2} \left( \frac{\partial_5 W}{W^*} + \frac{\partial_5 \bar{W}}{W} \right) = -\partial_5 \ln |W|
\]
(231)
and
\[
\frac{5}{\mu_{54}} = \frac{1}{2} \left( \frac{\partial_5 W}{W^*} - \frac{\partial_5 \bar{W}}{W} \right).
\]
(232)
Next, calculating the commutator \([n_0^0, m_5^0]\), equation (204), gives
\[
\lambda_5 = -W \partial_5 L,
\]
(233)
\[
\lambda_4 = \partial_5 \ln |W| + (E_4 - N) \partial_5 \ln |W|,
\]
(234)
\[
\frac{5}{\mu_{51}} = -\frac{1}{2} \left( \frac{\partial_5 W}{W^*} - \frac{\partial_5 \bar{W}}{W} \right) + \frac{N}{2} \left( \frac{\partial_5 W}{W^*} - \frac{\partial_5 \bar{W}}{W} \right) - i\chi (\partial_5 \ln |W|)^2 - \frac{i\lambda_5}{4},
\]
(235)
together with
\[
f_{45} + A_{45} + i\chi A_{54} + \tau_3 (E_5 - i\chi \lambda_5) = -W (\partial_5 Y + N \partial_5 L + Y \partial_5 N - \partial N),
\]
(236)
where we have used the differential operator
\[
\partial \equiv \partial_5 - L \partial_5.
\]
(237)
Note that
\[
[\partial_5, \partial] = 0.
\]
(238)

The only remaining commutator is \([m_5^0, m_5^0]\), equation (147), which gives
\[
|W|^2 (\partial \bar{L} - \bar{\partial} L) = -2i\chi,
\]
(239)
\[
|W|^2 (\partial \bar{Y} - \bar{\partial} Y) = 2i\chi (N + E_4)
\]
(240)
and
\[
\lambda_5 + \frac{5}{\mu_{55}} = -\frac{m_5^0 (\bar{W})}{W}.
\]
(241)
This exhausts the information provided by the commutators, so we now turn to the differential and algebraic constraints obtained in the previous section.
We begin with equation (117) for \( m_4^0 (\tau_4) \), which in our coordinates becomes
\[
\frac{\partial^2 |W|}{\partial t^2} + \frac{\Lambda |W|}{4} = 0. 
\] (242)

If we exploit the freedom to shift \( x \) by a function of the other coordinates, \( x \to x' + f(u, z, \xi) \), the general solution of this equation can be brought into the form
\[
|W| = F(x) P(u, z, \xi), 
\] (243)

with \( F(x) \) and \( P(u, z, \xi) \) real and positive and \( F \) satisfying the simple, one-dimensional ordinary differential equation
\[
F'' + \frac{\Lambda F}{4} = 0. 
\] (244)

Notice that this implies
\[
(F')^2 + \frac{\Lambda F^2}{4} \equiv \frac{\lambda}{3} = \text{constant}. 
\] (245)

We then have
\[
\tau_4 = -\frac{F'}{F}, \quad \tau_4^2 + \frac{\Lambda}{4} = \frac{\lambda}{3F^2}. 
\] (246)

With these results we can use equation (118) for \( m_4^0 (\tau_4) \) to determine \( A_{44} \):
\[
A_{44} = \frac{\lambda W \Sigma}{3F^2}. 
\] (247)

We turn to equation (106) for \( m_4^0 (\chi) \), which gives
\[
\partial_t \left( \frac{\chi}{F^2} \right) = 0. 
\] (248)

This implies that we can write
\[
\chi = -F(x)^2 \Sigma(u, z, \xi), 
\] (249)

for some real function \( \Sigma \) that does not depend on \( x \).

Similarly, equation (160) for \( m_{45}^0 (f_{45}) \) implies that
\[
\partial_t \left( \frac{f_{45}}{W} \right) = 0, 
\] (250)

hence we write
\[
f_{45} = W F_{45}(u, z, \xi). 
\] (251)

Using this result in equation (161), we find that
\[
\partial_t \left( \frac{f_{45}}{F^2} \right) = \frac{j}{F^2}, 
\] (252)

where we have defined the complex function
\[
j(u, z, \xi) = 2P^2 (\partial_t - \partial_u L) F_{45}. 
\] (253)

\footnote{For example, if \( \Lambda = 0 \) then we have \( |W| = c_1 (u, z, \xi) x + c_2 (u, z, \xi) \). If \( c_1 \neq 0 \) then we can shift \( x \) to eliminate \( c_2 \) so that \( F = x \) and \( P = c_1 \). If \( c_1 = 0 \) then \( F = 1 \) and \( P = c_2 \).}
We can solve for $f_{55}$ by writing
\[ f_{55} = F(x)^4 [G(x)j(u, z, \bar{z}) + k(u, z, \bar{z})], \tag{254} \]
where $k(u, z, \bar{z})$ is a complex function and $G(x)$ is such that
\[ G'(x) = \frac{1}{F(x)^2}. \tag{255} \]

Now consider equation (159). Substituting the results above, we have
\[ -4YF'(G_j + k) - \frac{Yj}{F} + FG\partial j + F\partial k = 3F(G_j + k)\partial_a L. \tag{256} \]

Differentiating with respect to $x$, we find
\[ \partial j = 3j\partial_a L + \frac{2F'Yj}{F} - \frac{4Y}{3}(G_j + k). \tag{257} \]

Substituting this back into equation (256), we obtain
\[ \partial k = 3k\partial_a L + \frac{4F'Yk}{F} + \frac{Yj}{F^2} + \frac{2GY}{F} \left[ F'j + \frac{2\lambda F}{3}(G_j + k) \right]. \tag{258} \]

Differentiating (257) with respect to $x$ again, we find
\[ \lambda Yj = 0. \tag{259} \]

Furthermore, the algebraic condition (214) then implies
\[ \lambda Yk = 0. \tag{260} \]

This means that we can rewrite (257) and (258) as follows:
\[ \partial j = 3j\partial_a L + \frac{2F'Yj}{F}, \tag{261} \]
\[ \partial k = 3k\partial_a L + \frac{4F'Yk}{F} + \frac{Yj}{F^2} + \frac{2GY}{F}. \tag{262} \]

Thus, we have found the $x$-dependence of $f_{55}$ and partially constrained its dependence on the other coordinates via $j$ and $k$. We now systematically examine the remaining constraint equations to determine other functions of interest. In particular, we still need to find a coordinate expression for $E_5$ and $E_1$. We start with equation (107), which allows us to write
\[ E_5 = iWF[2\Sigma(F'Y + F\partial_a L) - F\partial\Sigma]. \tag{263} \]

Next, equation (119) determines the imaginary part of $A_{55}$:
\[ A_{55} - A_{55} = 2iF[F'N\Sigma + F(\Sigma\partial_a \ln P - \partial_a \Sigma)]. \tag{264} \]

With the real part given by (120),
\[ A_{55} + A_{55} = 2E_1 + \frac{4}{3}\lambda F^2\Sigma^2, \tag{265} \]
we find that
\[ A_{55} = E_1 + \frac{2}{3}\lambda F^2\Sigma^2 + iF[F'N\Sigma + F(\Sigma\partial_a \ln P - \partial_a \Sigma)]. \tag{266} \]
Equation (131) gives
\[ \partial_s (E_4 + N) = 0, \]  
and, hence, one can write
\[ E_4 + N \equiv J(u, z, \bar{z}). \]  
Using this in equation (132), we find that
\[ A_{45} = W \left[ F_{45} - \frac{3i\lambda F^2 \Sigma}{4} - iFF' (\partial \Sigma - \Sigma \partial_p L) + \partial(N - J) \right. \]
\[ \left. - (N - J) \partial_p L - i(F')^2 Y \Sigma - Y \partial_s N \right]. \]

Now, equation (236) simplifies to
\[ F_{45} = \frac{2i}{3} \lambda Y \Sigma + \frac{1}{2} (\partial J - J \partial_p L - \partial_s Y). \]

The next non-trivial equation is (136), which determines \( E_1 \)
\[ E_1 = \frac{1}{2} F^2 p^2 \left[ \partial S + \partial \tilde{S} - \frac{F'}{F} (\partial Y + \partial \tilde{Y}) \right] - \frac{\lambda p^2 |Y|^2}{3} \]
\[ - \frac{7 \lambda F^2 \Sigma^2}{6} + \frac{3 \lambda F^4 \Sigma^2}{8} - \frac{1}{2} (N - J)^2, \]
where
\[ S(u, z, \bar{z}) \equiv \partial \ln P - \partial_p L. \]

Using this and previous results in equation (145) determines the imaginary part of \( f_{55} \):
\[ \frac{f_{55} - \bar{f}_{55}}{F^4} = \frac{-2i \lambda p^2 \text{Re} (\partial \Sigma - 2 \partial_p \Sigma - \Sigma \partial_p \bar{L}) - 2i \Sigma p^2 (\partial S + \partial \tilde{S})}{F} \]
\[ + \frac{8iF'p^2}{F} \text{Re} [\partial (Y \Sigma) - \bar{Y} \Sigma \partial_p L] + 2i \lambda p^2 |Y|^2 \Sigma^2 + \frac{8i \lambda \Sigma^3}{3}. \]

Let us now consider equation (189). Apart from \( G_5 \), we know explicitly all the quantities appearing in this expression, hence we can solve for \( G_5 \) to obtain
\[ G_5 = \frac{i \lambda W}{3} \left( -\frac{2F'Y \Sigma}{F} + \partial \Sigma - \Sigma \partial_p L \right) + \frac{\lambda W Y}{3F^2} (2N - J) + \frac{WF'}{F} \partial_s Y - W \partial_p (\partial \ln P - \partial_s L) \]
\[ (274) \]

Meanwhile, equation (177) determines \( B_{s45} \), which is useful in computing \( \Psi'_{s45} \):
\[ B_{s45} = \frac{\lambda W^2}{3F^2} (\partial Y + 2YS). \]
\[ (275) \]

Similarly, equation (176) determines \( B_{555} \):
\[ B_{555} = (J - N + 3iFF' \Sigma)WF_{45} - WF^2 p^2 \partial \left( S^2 + \partial \Sigma - \frac{\lambda Y^2}{4} \right) \]
\[ + \lambda WF^2 (\partial \Sigma^2 - 2 \Sigma^2 \partial_p L) \]
\[ + WF^2 p^2 (\partial - \bar{Y} \partial_p) \left[ \frac{F'}{F} (\partial Y + 2YS) \right]. \]
where we used previous results and the commutation relations

\[ [\partial, \bar{\partial}] = (\partial L - \partial \bar{L}) \partial_u, \quad [\partial, \partial_u] = \partial_u L \partial_u. \]  

(277)

We can finally use this to rewrite the last constraint equation we need, equation (206), which is equivalent to a component of the Einstein equation that we have not yet incorporated into our results. After a lengthy calculation, (206) can be put into the following form

\[
\partial_u \left( \frac{Gj + k}{p^3} \right) - \frac{F'}{F} \frac{J}{p^3} (Gj + k) - \left( \frac{J}{F^2} - \frac{i F' \Sigma}{F} \right) \frac{j}{p^3} \]

\[
- \frac{2}{p} \left[ F \delta - i \Lambda \Sigma - \frac{2i F'}{F} (\partial \Sigma - \Sigma \partial_u L) \right] F \delta \]

\[
+ P \left( \partial + 2S - \frac{2F'Y}{F} \right) \left[ \partial \left( S^2 + \partial \delta - \frac{\Lambda Y^2}{4} \right) - \frac{\lambda}{p^2} (\partial \Sigma^2 - 2\Sigma^2 \partial_u L) \right] \]

\[
- P \left( \partial + 2S - Y \partial_u - \frac{2F'Y}{F} \right) (\partial - Y \partial_u) \left[ \frac{F'}{F} (\partial \bar{Y} + 2 \bar{Y} \bar{S}) \right] = 0. \]  

(278)

One can then verify that the remaining constraint equations derived in section 3 are either automatically satisfied or determine some other functions that do not appear explicitly in the metric or in other calculations. For example, equation (187) determines \( G_4 \), but we will not need this result.

4.2. Summary of the results

It is convenient to define a new ‘radial’ coordinate as

\[ R = \frac{r}{F(x)^2}. \]  

(279)

The general form of the metric is then

\[
d s^2 = \ell \otimes n + n \otimes \ell + m_4 \otimes m_4 + m_5 \otimes \tilde{m}_5 + \tilde{m}_5 \otimes m_5 \]

\[
= (\omega - \ell \ell)^2 + F^2 \left[ 2\ell (dR + Ud\xi + U d\xi - \mathcal{H} \ell) + \frac{2(R^2 + \Sigma^2)}{p^2} dz d\bar{z} \right], \]

(280)

where

\[ \omega = dx + Y dz + \bar{Y} d\bar{z}, \]  

(281)

\[ \ell = -(du + Ldz + \bar{L}d\bar{z}), \]  

(282)

\[ U = i \partial \Sigma - (R + i \Sigma) \left( \partial_u L + \frac{2F'Y}{F} \right) \]  

(283)

and

\[
\mathcal{H} = \frac{1}{F^2} \left[ H - \frac{1}{2} (N - r \ell_4)^2 + \frac{J^2}{2} \right] \]

\[
= \frac{p^2}{2} (\partial \delta + \bar{\partial} \delta) - \frac{F' p^2}{2F} (\partial \bar{Y} + \bar{\partial} Y) - \frac{\lambda p^2 |Y|^2}{3F^2} - \frac{\lambda R^2}{6} \]

\[
- R \left( \partial_u \ln P + \frac{F' F}{F} \right) + \frac{\text{Re}(Gj + k) R + \text{Im}(Gj + k) \Sigma}{R^2 + \Sigma^2} \]  

(284)
with
\[ S = \partial \ln P - \partial_\mu L. \] (285)

Note that the dependence of the metric on the radial coordinate \( R \) and on the coordinate \( x \) is completely determined. The \( x \)-dependence appears only via \( F(x) \) and \( G(x) \) where \( F \) obeys (244), with first integral (245), and \( G'(x) = 1/F(x)^2 \). Hence it is easy to determine the \( x \)-dependence explicitly for any given \( \Lambda \) and \( \lambda \). The metric is furthermore completely characterised by the complex functions \( L(u, z, \bar{\xi}), Y(u, z, \bar{\xi}) \) and \( k(u, z, \bar{\xi}) \), and by the real functions \( P(u, z, \bar{\xi}), J(u, z, \bar{\xi}) \). The real functions \( \Sigma(u, z) \) and \( J(u, z, \bar{\xi}) \) appearing in the metric are constrained by (239) and (240):
\[ P^2(\partial L - \partial \bar{L}) = 2i\Sigma, \quad P^2(\partial Y - \partial \bar{Y}) = -2i\lambda \Sigma J, \] (286)

while
\[ j(u, z, \bar{\xi}) = 2P^2(\partial - \partial_\mu L)F_{45}, \quad F_{45}(u, z, \bar{\xi}) = \frac{2i}{3} \lambda Y \Sigma + \frac{1}{2}(\partial J - J_\partial L - \partial_\mu Y). \] (287)

The imaginary part of \( k \) is determined by equation (273), which can be rewritten as
\[ \text{Im}(Gj + k) = -P^2 \text{Re}(\partial \bar{\Sigma} - 2\partial_\mu \bar{L} \partial \Sigma - \Sigma \partial_\mu \partial \bar{L}) - 2\Sigma P^2 \text{Re}(\partial \bar{S}) + \frac{4F^2\Sigma}{F} \text{Re}[\partial(\bar{\Sigma} - \bar{Y} \Sigma \partial \mu L] + \lambda P^2 |\bar{Y}|^2 \Sigma + \frac{4\lambda \Sigma^3}{3}. \] (288)

Finally, these functions are related by the PDEs (261), (262) and (278), repeated here for convenience:
\[ \partial j = 3j_\mu L + \frac{2F'Yj}{F}, \] (289)
\[ \partial k = 3k_\mu L + \frac{4F'Yk}{F} + \frac{Yj}{F^2} + \frac{2GF'Yj}{F}, \] (290)
\[ \partial_\mu \left( \frac{Gj + k}{p^3} \right) - \frac{F'}{F} \frac{j}{p^3} (Gj + k) - \left( \frac{j}{F^2} - \frac{iF'\Sigma}{F} \right) \frac{j}{p^3} \]
\[ - \tau \left[ \frac{F_{45}}{F e^2} - i\lambda Y \Sigma - \frac{2IF'}{F^2}(\partial \Sigma - \Sigma \partial_\mu L) \right] \]
\[ + \rho \left( \partial + 2S - \frac{2F'Yj}{F} \right) \left[ \partial (S^2 + \bar{S} \bar{S} - \frac{\lambda Y^2}{4}) - \frac{\lambda}{p^2} (\partial \Sigma^2 - 2\Sigma^2 \partial \mu \bar{L}) \right] \]
\[ - \rho \left( \partial + 2S - Y \partial_\mu \right) \left[ \partial - Y \partial_\mu \right] \left[ \frac{F'}{F} (\partial \bar{Y} + 2\bar{Y} \bar{S}) \right] = 0, \] (291)

as well as the algebraic equations (259) and (260)
\[ \lambda Yj = 0, \quad \lambda Yk = 0. \] (292)

The form of these algebraic equations implies that the analysis can be divided into the following three cases: 1. \( Y = 0 \), 2. \( \lambda = 0 \) and 3. \( \lambda \neq 0, \lambda = k = 0 \). Before we examine these three cases separately, we will briefly discuss the residual coordinate freedom.
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4.3. Residual coordinate freedom

The general solution has the following residual coordinate freedom:

\[ z \rightarrow q(z), \quad u \rightarrow Q(u, z, \bar{z}), \quad R \rightarrow R/\partial_u Q \]  

(293)

in analogy with the residual coordinate freedom for 4d (non-Kundt) algebraically special solutions [3, 5]. Accordingly, the metric components transform as follows [5]:

\[ \Sigma \rightarrow \Sigma/\partial_u Q, \quad P \rightarrow (\partial_u q)P/\partial_u Q, \quad L \rightarrow (\partial_u QL - \partial_u Q)/\partial_u q \]  

(294)

as well as

\[ U \rightarrow \frac{1}{\partial_u q}(U + R\partial_u Q/\partial_u Q), \quad \mathcal{H} \rightarrow \frac{1}{(\partial_u Q)^2}(\mathcal{H} + R\partial_u^2 Q/\partial_u Q), \] 

(295)

where we have used the fact that

\[ \partial \rightarrow (\partial_u q)^{-1}\partial, \quad S \rightarrow \frac{1}{\partial_u q}(S + \frac{1}{2}\partial_u^2 q), \quad k \rightarrow k/(\partial_u Q)^3. \]  

(296)

The above freedom leads to a significant simplification when the multiple WAND is non-twisting and hence (because it is geodesic) hypersurface orthogonal. The vanishing twist condition \( \rho(u) = 0 \) is equivalent to \( \Sigma = 0 \). The first equation in (286) reduces to

\[ \partial L - \bar{\partial}L = 0 \]  

(297)

and this is the integrability condition for the existence of a coordinate transformation of the above form that eliminates \( L \). To see this, note that when \( \ell \) is hypersurface orthogonal we must have \( \ell = -X du' \) for some functions \( X \) and \( u' \). From the form of \( \ell \) given in (223) we deduce that \( u' \) and \( X \) must be independent of \( r \) and \( x \) with \( X = (\partial u'/\partial u)^{-1} \) and \( X \partial u'/\partial z = L \).

A coordinate transformation as above with \( Q = u' \) then transforms \( L \) to zero. Hence in the hypersurface orthogonal case \( \Sigma = 0 \) we can choose the coordinates so that \( L = 0 \).

4.4. Case 1. \( Y = 0 \)

For \( Y = 0 \), the second equation in (286) gives

\[ J \Sigma = 0. \]  

(298)

Therefore, this case naturally splits into two subcases.

**Case 1.1 \( J = 0 \).** When \( J = 0 \), equations (287) imply

\[ F_{45} = 0, \quad j = 0. \]  

(299)

Because \( j = 0 \), equation (289) is trivial; the remaining PDEs, equations (288), (290) and (291), simplify to:

\[ \text{Im}(k) = -P^2 \text{Re}(\partial \bar{\partial} \Sigma - 2\partial_u L \partial \Sigma - \Sigma \partial_u \partial \bar{L}) - 2\Sigma P^2 \text{Re}(\partial \bar{S}) + \frac{4\lambda \Sigma^3}{3}, \]  

(300)

\[ (\partial - 3\partial_u L)k = 0 \]  

(301)

---

8 For \( \lambda = \Lambda = 0 \), see case 2.1 below, we can choose \( F = 1 \) so that \( R = r \).
and
\[ -\partial_5 \left( \frac{k}{P^2} \right) = P (\partial + 2\Sigma)(\partial + 2\dot{\Sigma}) - \lambda P (\partial + 2\Sigma) \left[ \frac{1}{P^2} (\partial \Sigma^2 - 2\Sigma^2 \partial_5 L) \right] . \] (302)
respectively. But these are precisely the equations for algebraically special, twisting vacuum solutions in four dimensions with parameters \( m + iM = -k \) and cosmological constant \( \lambda \) [5, 7]. In fact, the metric (280) reduces to
\[ ds^2 = dx^2 + F(x)^2 g_{(4)}, \] (303)
where \( g_{(4)} \) is the 4d metric
\[ g_{(4)} = 2\ell (dR + Ud\zeta + \bar{U}d\bar{\zeta} - \mathcal{H} \ell) + \frac{2(R^2 + \Sigma^2)}{P^2} d\zeta d\bar{\zeta} \] (304)
with
\[ U = i\partial \Sigma - (R + i\Sigma)\partial_5 L, \quad \mathcal{H} = \frac{P^2}{2} (\partial \bar{\Sigma} + \bar{\partial} S) - \frac{\lambda R^2}{6} - R\partial_5 \ln P - \frac{mR + M\Sigma}{R^2 + \Sigma^2} . \] (305)
This is recognised as the general form of the metric for an algebraically special, twisting vacuum solution in four dimensions [5, 7]. Therefore, our metric (303) is a warped product of such a 4d metric \( g_{(4)} \) with a fifth flat direction described by the coordinate \( x \). These solutions are Class 1 of section 1.3.

In this case, the only non-zero component of \( \Phi_{ij} \) is
\[ \Phi_{33} = \frac{k}{F^2(R + i\Sigma)^3} . \] (306)
Hence if \( k \neq 0 \) then the solution is genuinely type II. The solution will then be type III (or more special) if, and only if, \( k = 0 \). This is the same as the condition for \( g_{(4)} \) to be type III (or more special) so such solutions are warped products of a flat direction with a 4d solution that is type III (or more special). When \( k = 0 \), the only non-zero component of \( \Psi_{ijk} \) is
\[ \Psi_{355} = -\frac{WP^2}{F^2(R + i\Sigma)^2} \left[ \partial (S^2 + \partial S) - \frac{\lambda}{P^2} (\partial \Sigma^2 - 2\Sigma^2 \partial_5 L) \right] . \] (307)
Hence, the solution is type N (or conformally flat) if, and only if, the above expression also vanishes.

If \( g_{(4)} \) is type D then so is the 5d solution. Conversely, if a 5d solution is type D and (at least) one of the multiple WANDs has a rank 2 optical matrix then the solution must take the warped product form (303) with \( g_{(4)} \) of type D [26].

In the hypersurface orthogonal case we have \( \Sigma = 0 \) and can choose \( L = 0 \). These solutions are warped products of 4d Robinson-Trautman (non-twisting) solutions with cosmological constant \( \lambda \) with a fifth flat direction. Such solutions correspond to metric (84) in [23].

**Case 1.2** \( \Sigma = 0 \). When \( \Sigma = 0 \) we showed above that we can choose the coordinates so that \( L = 0 \). Using our general form (280) for the metric with \( \Sigma = 0 \), \( L = Y = 0 \), we find that
\[ ds^2 = (dx + Jdu)^2 + F^2 \left[ -2\mathcal{H}du^2 - 2dudR + \frac{2R^2}{P^2} dz \right] . \] (308)
where
\[2\mathcal{H} = \Delta \ln P - \frac{\lambda R^2}{3} - 2R \left( \partial_u \ln P + \frac{F'}{F} \right) + \frac{2(Gj + k)}{R} \tag{309}\]

with \(\Delta = 2P^2 \partial_z \partial_{\bar{z}}\). Moreover, now we have \(j = j(u)\) and \(k = k(u)\) real functions by virtue of equations (288)–(290), and the relations between the various functions appearing in the metric simplify to
\[F_{ij} = \frac{1}{2} \partial_u J, \quad j = 2P^2 \partial_u F_{ij} = \frac{1}{2} \Delta J \tag{310}\]
and
\[\partial_u \left( \frac{Gj + k}{p^3} \right) - \frac{F'}{F} \frac{p^3}{p^3} (Gj + k) - \frac{J}{F^2} \frac{p^3}{p^3} = \frac{2}{P} \frac{|F_{ij}|^2}{F^2} + \frac{1}{4P^3} \Delta \Delta \ln P = 0. \tag{311}\]

Differentiating the above equation with respect to \(x\), we obtain the additional relation
\[\partial_u \left( \frac{J}{p^3} \right) + \frac{\lambda J (Gj + k)}{3} + \frac{F'}{F} \frac{p^3}{p^3} + \frac{4F'}{F} \frac{|F_{ij}|^2}{F} = 0 \tag{312}\]
and differentiating a second time with respect to \(x\) we find that
\[\lambda |F_{ij}|^2 = 0. \tag{313}\]

If \(\lambda = 0\) then the solution belongs to Case 2 so assume \(\lambda = 0\) and hence \(F_{ij} = 0\), for which \(J = J(u)\) and \(j = 0\). Equation (312) then gives
\[\lambda k = 0. \tag{314}\]

Since \(\lambda = 0\) we either have \(J = 0\), which is Case 1.1 (irrespective of whether or not \(\Sigma\) vanishes) or \(k = 0\) which (since \(j = 0\)) is Case 3. Therefore we have shown that all solutions in Case 1.2 are included in the other Cases and so we will not consider them further.

4.5. Case 2. \(\lambda = 0\)

From equation (245), we see that the case \(\lambda = 0\) only arises when \(\Lambda \leq 0\). In this case, due to the special form of \(F\), as found by solving equation (245), there is a further residual coordinate freedom to shift \(x\):
\[x \longrightarrow x + f(u, z, \bar{z}), \tag{315}\]
which we discuss further in the separate treatment of the cases \(\Lambda = 0\) and \(\Lambda < 0\) below.

**Case 2.1.** \(\Lambda = 0\). We then have \(F = \text{constant}\) and we can absorb a constant into \(P\) so that \(F = 1\), implying \(G = x\). The transformations induced on the metric components by the shift in \(x\) (315) are
\[Y \longrightarrow Y - \partial f, \quad J \longrightarrow J - \partial_x f, \quad m \longrightarrow m + f_j. \tag{316}\]

By examining equation (288), we see that the left hand side contains a term proportional to \(x\) but the right hand side is independent of \(x\). Therefore, we must have
\[\text{Im}(j) = 0 \tag{317}\]
and
\[\text{Im}(k) = -P^2 \text{Re}(\partial \partial \Sigma - 2\partial_x \bar{L} \partial \Sigma - \Sigma \partial_x \partial \bar{L}) - 2\Sigma P^2 \text{Re}(\partial \bar{S}). \tag{318}\]

In fact, \(\text{Im}(j) = 0\) is not an extra condition and is automatically satisfied. In particular, a simple calculation using the definition of \(j\) (287) shows that it is real (see footnote 2).
Similarly, in equation (291), only the first term is $x$-dependent and hence we have
\[ \partial_j \left( \frac{j}{p^3} \right) = 0. \] (319)

The other terms are independent of $x$ and hence the resulting equation is
\[ -\partial_a \left( \frac{k}{p^3} \right) = -j \frac{j}{p^3} - \frac{2}{p} |F_{35}|^2 + P (\partial + 2S) \partial (S^2 + \bar{S}). \] (320)

The remaining equations are (287), (289) and (290), which become, respectively,
\[ j = 2P^2 (\partial - \partial_a L) F_{35}, \quad F_{35} = \frac{1}{2} (\partial J - \partial_a L - \partial_a Y), \] (321)

and
\[ (\partial - 3\partial_a L)k = Y_j. \] (322)

Moreover, since $j$ is real, equation (317), we can derive new equations by considering the integrability conditions on equations (319) and (322) and its complex conjugate. More specifically, we apply the operator equations in (277) on $j$ and simplify the resulting expression using equations (319) and (322). This gives the following two equations
\[ j \partial_a [P (\partial \bar{L} - \bar{\partial} L)] = 0, \quad j \partial_a S = 0, \] (323)

i.e.
\[ j = 0, \quad \text{or} \quad \partial_a [P (\partial \bar{L} - \bar{\partial} L)] = \partial_a S = 0. \] (324)

Thus, the analysis splits into two subcases. Before discussing each of these cases separately, let us consider the non-zero components of the Weyl tensor in this case.

The non-zero components of the Weyl tensor with boost weight $0$ are
\[ \Phi_{45} = \frac{WF_{15}}{(r - i\Sigma)^2}, \quad \Phi_{55} = \frac{xj + k}{(r + i\Sigma)^3}. \] (325)

Type III (or more special) solutions therefore must have $j = k = F_{35} = 0$. When these conditions hold, the only non-trivial component of the Weyl tensor with boost weight $-1$ is simply
\[ \Psi_{55} = -\frac{WP^2}{(r - i\Sigma)^2} \bar{\partial} (S^2 + \bar{\partial} S). \] (326)

**Case 2.1.1.** $j = 0$. Such solutions are strictly type II. The metric is ($r = R$ when $F = 1$)
\[ ds^2 = (\omega - H)^2 + 2\ell (dr + U dz + \bar{U} d\bar{z} - \bar{\ell} \ell) + \frac{2p^2 + \Sigma^2}{p^2} dz d\bar{z} \] (327)
with
\[ U = i \partial \Sigma - (r + i\Sigma) \partial_a L \] (328)
and
\[ \bar{\mathcal{H}} = \frac{p^2}{2} (\partial S + \bar{\partial} S) - r \partial_a \ln P + \frac{[xj + \Re(k)]r + \Im(k) \Sigma}{r^2 + \Sigma^2}. \] (329)
Additionally, 
\[ \partial_{\mu}[P(\partial_{\overline{L}} - \partial L)] = \partial_{\nu}S = 0. \]  
(331)

These solutions give Class 2.1.1 of section 1.3.

As a special case, consider the non-twisting case, \( \Sigma = L = 0. \) In this case, \( Y \) satisfies the integrability condition \( \partial_{\overline{r}} \overline{Y} = \partial_{\overline{z}} Y, \) hence we can use the residual freedom (315) to shift \( x \) with an appropriately defined \( f(u, z, \overline{z}), \) see (316), to set \( Y = 0. \) If \( j \neq 0, \) then we must have \( J = 0, \) and equations (331) give \( P = P(z, \overline{z}). \) As explained in [23], the transformation \( r = \alpha(u)r', \) \( u = u(u') \) with \( du/du' = \alpha \) can be used to set \( j = \text{constant}. \) One can also use the shift \( x = x' + \beta(u), \) which gives that \( k \rightarrow k + \beta j, \) to set \( k = 0. \) The resulting metric is

\[ ds^2 = (dx + J(u, z, \overline{z})du)^2 - 2du dr - 2\mathcal{H}(r, x, z, \overline{z})du^2 + \frac{2r^2}{P(z, \overline{z})}dz d\overline{z} \]  
(332)

with

\[ 2\mathcal{H} = \Delta \ln P + \frac{2y_j}{r} \]  
(333)

The field equations (310) and (311) reduce to

\[ \Delta J = 2j = \text{constant}, \quad \Delta \Delta \ln P = 2P^2 |\partial_{\overline{r}}J|^2 + 4jJ. \]  
(334)

This is the solution described by metric (94) in [23].

**Case 2.1.2.** \( j = 0. \) The metric is as in (328), and now it is independent of \( x, \) with \( \mathcal{H} \) given by

\[ \mathcal{H} = \frac{P^2}{2} (\partial \overline{S} + \overline{\partial S}) - r \partial_{\nu} \ln P + \frac{\text{Re}(k) r + \text{Im}(k) \Sigma}{r^2 + \Sigma^2}. \]  
(335)

Equation (318) is unchanged, but (320) becomes

\[ P^4 (\partial + 2S) \partial (\overline{S}^2 + \overline{\partial S}) + P^4 \partial k \left( \frac{k}{P^3} \right) = 2P^2 |F_{45}|^2. \]  
(336)

Furthermore, the inhomogeneous term on the right hand side of (323) vanishes, giving

\[ (\partial - 3 \partial_{\overline{r}}) k = 0 \]  
(337)

and from (321) we obtain

\[ (\partial - \partial_{\overline{r}}) F_{45} = 0. \]  
(338)

We identify this set of equations as the field equations governing an algebraically special Einstein–Maxwell system in four dimensions in the aligned, uncharged case (see ch 30 of [5]). Note that the metric (328) can be written in a Kaluza–Klein form

\[ ds^2 = (dx + A)^2 + g_{4d}, \]  
(339)

where the Kaluza–Klein gauge field is

\[ A = Y dz + \overline{Y} d\overline{z} - J. \]  
(340)

Here \( g_{4d} \) is a 4d algebraically special metric that solves the Einstein–Maxwell system with a vanishing cosmological constant in the aligned, uncharged case [5]. The corresponding Maxwell field is determined by the 1-form \( A, \) with field strength

\[ dA = 2f \wedge (F_{45} dz + F_{45} d\overline{z}). \]  
(341)

Note that this is a Kaluza–Klein solution with a constant dilaton, which is possible because the Maxwell field is null. These solutions form Class 2.1.2 of section 1.3.
In the non-twisting case $\Sigma = L = 0$ (and choosing $Y = 0$ as in Case 2.1.1), these solutions reduce to the metric (89) in [23], describing Kaluza–Klein uplifts of 4d algebraically special Robinson–Trautman metrics with a null Maxwell field to five dimensions.

From (326) we see that the solution is type III (or more special) if, and only if, $k = 0$ and $F_{35} = 0$. But $F_{35} = 0$ implies that $dA = 0$ and hence $A$ can be eliminated by a shift $x \to x + f(u, z, \zeta)$. The resulting solution is simply a product of a flat direction with a 4d Ricci flat metric of type III (or more special), i.e. it belongs to Class 1 of section 1.3.

**Case 2.2.** $\Lambda < 0$. Let $\Lambda = -4/l^2$ with $l > 0$. Then we have
\[
\left( \frac{F'}{F} \right)^2 = \frac{1}{l^2},
\]
and we can arrange $F'/F = 1/l$ using the freedom $x \to -x, j \to -j, Y \to -Y, J \to -J$. More explicitly, we have, absorbing a constant into $P$,
\[
F(x) = e^{i/l},
\]
and
\[
G(x) = -\frac{1}{2} e^{-2x/l} = -\frac{1}{2F(x)^2}.
\]
The transformations induced on the metric components by the shift in $x$ (315) are as follows:

\[
\ell \to \ell, \quad L \to L, \quad R \to Re^{-2j/l}, \quad \Sigma \to \Sigma e^{-2j/l},
\]

\[
P \to Pe^{-j/l}, \quad S \to S - \frac{\partial f}{l},
\]

\[
Y \to Y - \partial f, \quad J \to J - \partial_d f,
\]

\[
m \to e^{-j/l} \left( m - \frac{lj}{2} \right), \quad M \to Me^{-j/l}, \quad j \to je^{-2j/l},
\]

\[
U \to Ue^{-2j/l} + \frac{2}{l} R\partial f e^{-2j/l}, \quad \mathcal{H} \to \mathcal{H} e^{-2j/l} + \frac{2}{l} R\partial_d f.
\]

Equation (289) becomes
\[
\partial j = 3j\partial_d L + \frac{2Yj}{l},
\]
while equation (290) reduces to
\[
\partial k = 3k\partial_d L + \frac{4Yk}{l}
\]
with $j$ as given in equation (321). Turning to equation (288), there are two $x$-dependent parts: terms proportional to $1/F^2$ and terms independent of $x$. These lead to two equations:
\[
\operatorname{Im}(j) = 0
\]
and
\[
\operatorname{Im}(k) = -P^2 \Re \left\{ \partial \Theta \Sigma - 2\partial_d L \Theta \Sigma - \Theta \partial_d \partial L + 2\Sigma \partial \Theta S \right. \\
\left. - \frac{4}{l} \Theta \partial (\Theta \Sigma) + \frac{4}{l} \Theta \Sigma \partial_d L + \frac{4 |\Theta \Sigma|^2}{l^2} \right\}.
\]

Note that, as before, the fact that $j$ is real does not imply any extra conditions—this can be shown from the definition of $j$ (see footnote 2). A similar reasoning applied to equation (291)
gives
\[
\frac{l}{2} \partial_u \left( \frac{j}{p^3} \right) + \frac{jj}{2p^3} + \frac{2|F_{45}|^2}{p} = 0
\]  
(350)

and
\[
\partial_u \left( \frac{k}{p^3} \right) - \frac{Jk}{lp^3} + \frac{i \Sigma j}{lp^3} + \frac{4i}{lp} \left[ \partial \Sigma - \Sigma \left( \partial_u L + \frac{2Y}{T} \right) \right] F_{45} \\
+ P \left[ \partial + 2 \left( S - \frac{Y}{T} \right) \right] \partial \left( \bar{S} - \frac{Y}{T} \right)^2 + \partial \left( \bar{S} - \frac{Y}{T} \right) = 0.
\]  
(351)

As in the \( \Lambda = 0 \) case, the reality condition on \( j \) allows us to derive two new equations from an integrability condition on equations (350) and (346) and its complex conjugate
\[
3j \partial_u \ln[P(\partial \bar{L} - \bar{\partial} L)] - \frac{1}{l} (3j + P^2 |\partial J - J \partial_u L - \partial_u Y|^2) = 0,
\]  
(352)

\[
3j \partial_u \left( S - \frac{Y}{T} \right) - \frac{j}{l} (\partial J - J \partial_u L - \partial_u Y)^2 - \frac{P^2}{l} (\partial - 2 \partial_u L \\
+ 2 \left( S - \frac{Y}{T} \right) |\partial J - J \partial_u L - \partial_u Y|^2
\]  
(353)

Note that the above equations reduce to those in (324) in the \( l \rightarrow \infty \) limit, as expected.

The metric is given by equation (280) with
\[
U = i \partial \Sigma - \left( R + i \Sigma \right) \left( \partial_u L + \frac{2Y}{T} \right),
\]  
(354)

\[
\mathcal{H} = \frac{P^2}{2} \left[ \partial \left( \bar{S} - \frac{Y}{T} \right) + \partial \left( S - \frac{Y}{T} \right) \right] - R \left( \partial_u \ln P + \frac{J}{T} \right) \\
+ \frac{1}{R^2 + \Sigma^2} \left\{ \left[ \text{Re}(k) - \frac{ij}{2} e^{-2s_l} \right] R + \text{Im}(k) \Sigma \right\}.
\]  
(355)

These solutions give Class 2.2 of section 1.3.

As a special case, when the multiple WAND \( \ell \) is non-twisting, \( \Sigma = L = 0 \) (and as before using the residual freedom in shifting \( x \) (315) to set \( Y = 0 \)), we recover the solution given in equation (100) of [23].

Turning to the Weyl components, the non-zero components of \( \Phi_j \) are
\[
\Phi_{45} = \frac{WF_{45}}{F^4 (R - i \Sigma)^2}, \quad \Phi_{55} = \frac{e^{-2s_l}}{(R + i \Sigma)^2} \left( k - \frac{ij}{2} e^{-2s_l} \right).
\]  
(356)

Similar to the previous case, these solutions are of type III (or more special) if, and only if, \( k = 0 \) and \( F_{45} = 0 \) \( \Rightarrow j = 0 \). But the metric (280) contains again the term
\[
\omega - J\ell = dx + A,
\]  
(357)

with \( A \) as defined in (340). It turns out that equation (341) holds also in this case. Thus, with \( F_{45} = 0 \), we see that \( dA = 0 \) and \( A \) can be eliminated by a shift \( x \rightarrow x + f (u, z, \bar{z}) \). The resulting solution has \( Y = 0 \) and \( J = 0 \), thus belonging to Case 1.1 above. It is then the warped product of a flat direction with a 4d Ricci flat metric of type III (or more special), i.e. it belongs to the Class 1 solutions in our classification.
4.6. Case 3. $\lambda \neq 0, j = k = 0$.

For $j = k = 0$, equations (289) and (290) are trivial, while (287) reduce to

$$\left(\partial - \partial_\alpha L\right)F_{45} = 0, \quad F_{45} = \frac{2i}{3} \lambda Y \Sigma + \frac{1}{2} \left(\partial J - J \partial_\alpha L - \partial_\alpha Y\right).$$

(358)

Setting $j = k = 0$ in (288) gives

$$P^2 \text{Re}(\partial \partial \Sigma - 2 \partial_\alpha L \partial \Sigma - \Sigma \partial_\alpha \partial L) + 2 \Sigma P^2 \text{Re}(\partial \tilde{S}) - \frac{4 F' F^2}{F} \text{Re} \left[ \partial (\tilde{Y} \Sigma) - \tilde{Y} \Sigma \partial_\alpha L \right] - \Lambda P^2 |Y|^2 \Sigma - \frac{4 \lambda \Sigma^3}{3} = 0.$$  

(359)

Differentiating the above equation with respect to $x$ gives

$$\frac{4 \lambda P^2}{3 F^2} \text{Re} \left[ \partial (\tilde{Y} \Sigma) - \tilde{Y} \Sigma \partial_\alpha L \right] = 0$$

(360)

and, because we are assuming that $\lambda = 0$, we conclude that

$$\text{Re} \left[ \partial (\tilde{Y} \Sigma) - \tilde{Y} \Sigma \partial_\alpha L \right] = 0.$$  

(361)

Hence, from equation (359)

$$P^2 \text{Re}(\partial \partial \Sigma - 2 \partial_\alpha L \partial \Sigma - \Sigma \partial_\alpha \partial L) + 2 \Sigma P^2 \text{Re}(\partial \tilde{S}) - \Lambda P^2 |Y|^2 \Sigma - \frac{4 \lambda \Sigma^3}{3} = 0.$$  

(362)

Equation (291) can be rewritten to take the following form:

$$- \frac{2}{P} \left[ \frac{F_{45}}{F^2} - i \lambda Y \Sigma - \frac{2 F'}{F} \left(\partial \Sigma - \Sigma \partial_\alpha L\right) \right] F_{45} + P \left( \partial + 2S - \frac{2 F' Y}{F} \right) \partial \left( \tilde{S}^2 + \tilde{\partial} \tilde{S} - \frac{\Lambda \tilde{Y}^2}{4} \right)$$

$$- \lambda \left( \partial + 2S - \frac{2 F' Y}{F} \right) \left[ \frac{1}{P^2} \left( \partial \Sigma^2 - 2 \Sigma \partial_\alpha L \right) - \frac{\lambda P}{3 F^2} |\partial Y + 2YS|^2 \right] - P \left[ F' \left( \partial + 2S \right) + \frac{\lambda Y}{2} \right] \partial (\tilde{\partial} \tilde{Y} + 2 \tilde{Y} \tilde{S}) = 0.$$  

(363)

Taking the derivative of the above equation with respect to $x$ gives

$$\frac{4}{F^2 P} \left[ \frac{F'}{F} F_{45} - \frac{1}{3} \left( \partial \Sigma - \Sigma \partial_\alpha L \right) \right] F_{45} + \frac{2 \lambda P Y}{3 F^2} \partial \left( \tilde{S}^2 + \tilde{\partial} \tilde{S} - \frac{\Lambda \tilde{Y}^2}{4} \right)$$

$$- \frac{2 \lambda \Sigma^2}{3 F^2 P} \left( \partial \Sigma^2 - 2 \Sigma \partial_\alpha L \right)$$

$$+ \frac{\lambda P}{3 F^2} \left( \partial + 2S \right) \partial (\tilde{\partial} \tilde{Y} + 2 \tilde{Y} \tilde{S}) + \frac{2 F'}{F} |\partial Y + 2YS|^2 = 0.$$  

(364)

Multiplying the above equation by $F^2$ and differentiating with respect to $x$ again gives

$$- \frac{2 \lambda}{3 F^2 P^2} \left[ 2 |F_{45}|^2 + \frac{\lambda P^2}{3} |\partial Y + 2YS|^2 \right] = 0.$$  

(365)

Again, since we are assuming that $\lambda \neq 0$, we conclude that the term in brackets is zero,

$$|F_{45}|^2 + \frac{\lambda P^2}{6} |\partial Y + 2YS|^2 = 0.$$  

(366)
Substituting this result back into (363) gives an equation with two \( x \)-dependent parts: terms proportional to \( F'/F \) and terms independent of \( x \). Because \( \partial_x(F'/F) = -\lambda/(3F^2) \neq 0 \), we then have two equations:

\[
(\partial + 2S) \left[ \partial \left( S^2 + \partial S - \frac{\lambda Y^2}{4} \right) - \frac{\lambda}{p^2} (\partial \Sigma^2 - 2\Sigma^2 \partial_a \mathcal{L}) \right] = \frac{\lambda Y}{2} \left[ \partial (\partial Y + 2Y \partial S) - \frac{4i\Sigma F_{\delta\delta}}{p^2} \right]
\]

and

\[
(\partial + 2S) \partial (\partial Y + 2Y \partial S) = -2Y \left[ \partial \left( S^2 + \partial S - \frac{\lambda Y^2}{4} \right) - \frac{\lambda}{p^2} (\partial \Sigma^2 - 2\Sigma^2 \partial_a \mathcal{L}) \right] + \frac{4i\Sigma F_{\delta\delta}}{p^2} (\partial \Sigma - \Sigma \partial_a \mathcal{L}).
\]

The two equations above can be written more compactly as

\[
(\partial + 2S) \Xi_1 - \frac{\lambda}{2} Y \Xi_2 = 0,
\]

\[
(\partial + 2S) \Xi_2 + 2Y \Xi_1 = 0
\]

with

\[
\Xi_1 = \partial \left( S^2 + \partial S - \frac{\lambda Y^2}{4} \right) - \frac{\lambda}{p^2} (\partial \Sigma^2 - 2\Sigma^2 \partial_a \mathcal{L}),
\]

\[
\Xi_2 = \partial (\partial Y + 2YS) + \frac{4i\Sigma F_{\delta\delta}}{p^2}.
\]

The metric is given by equation (280) with \( U \) given by the same expression as in (283), but with \( \mathcal{H} \) now given by

\[
\mathcal{H} = \frac{p^2}{2} (\partial S + \partial S) - \frac{F'p^2}{2F} (\partial Y + \partial Y) - \frac{\lambda p^2 |Y|^2}{3F^2} - \frac{\lambda R^2}{6} - R \left( \partial_a \ln P + \frac{F'}{F} \right).
\]

These solutions form Class 3 of section 1.3.

The only non-zero component of the Weyl tensor with boost weight 0 in this case is

\[
\Phi_{\delta\delta} = \frac{WF_{\delta\delta}}{F^4 (R + i\Sigma)^3}.
\]

Hence the solution is type III (or more special) if, and only if, \( F_{\delta\delta} = 0 \). For such solutions, equation (366) reduces to

\[
\partial Y + 2YS = 0.
\]

In fact, with these restrictions, we also have that \( \Psi'_{\delta\delta} = \Psi_{\delta\delta} = \Psi_{\delta\delta} = 0 \), the latter because \( B_{\delta\delta} = 0 \) from equation (275). Therefore, among the boost weight \(-1\) components of the Weyl tensor, the only nontrivial component is
\[ \Psi'_{555} = -\frac{WP^2 \Xi_1}{F^2 (R - i\Sigma)^2} \quad (376) \]

with \( \Xi_1 \) as defined in equation (371). But, in this case \( \Xi_2 = 0 \), see equation (372). When \( Y = 0 \), equations (369) and (370) reduce to

\[ \Xi_1 = 0, \quad (377) \]

which implies that \( \Psi'_{555} = 0 \). Therefore, such solutions are actually type N (or conformally flat), i.e. we have shown that there are no genuinely type III solutions with \( Y \neq 0 \) in this case. These type N (or conformally flat) solutions are characterised by equations (361) and (362), which remain unchanged, and (358), which becomes

\[ \partial I - J \partial_a L - \partial_a Y + \frac{4i}{3} \lambda Y \Sigma = 0, \quad (378) \]

as well as (375) and (377). It can be shown by analysing the components of \( \Omega'_{ij} \) that such solutions are not necessary conformally flat. In particular, \( \Omega'_{55} = 0 \).

Note that when \( \lambda > 0 \), equation (366) implies that \( F_{55} = 0 \). Hence, any \( \lambda > 0, Y \neq 0 \) solution in this case is type N (or conformally flat).

Finally, consider as a special case the non-twisting case \( \Sigma = L = 0 \). Such solutions correspond to the solutions given by equations (102) and (103) of [23]. In particular, equations (102) and (103) of [23] are equivalent to equations (358) and (363) above, respectively. Note that the \( x \)-dependence (or \( y \)-dependence in the language of that paper) of equation (103) of [23] is not analysed fully there, which is why there are no equations there analogous to equations (366), (369) and (370) above.
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