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Abstract. We consider the problem of decomposing higher-order moment tensors, i.e., the sum of symmetric outer products of data vectors. Such a decomposition can be used to estimate the means in a Gaussian mixture model and for other applications in machine learning. The $d$th-order empirical moment tensor of a set of $p$ observations of $n$ variables is a symmetric $d$-way tensor. Our goal is to find a low-rank tensor approximation comprising $r \ll p$ symmetric outer products. The challenge is that forming the empirical moment tensors costs $O(pn^d)$ operations and $O(n^d)$ storage, which may be prohibitively expensive; additionally, the algorithm to compute the low-rank approximation costs $O(n^d)$ per iteration. Our contribution is avoiding formation of the moment tensor, computing the low-rank tensor approximation of the moment tensor implicitly using $O(np)$ operations per iteration and no extra memory. This advance opens the door to more applications of higher-order moments since they can now be efficiently computed. We present numerical evidence of the computational savings and show an example of estimating the means for higher-order moments.
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1. Introduction. Moments and cumulants are commonly used in statistical analysis of random variables. They are involved in testing normality of data, estimating parameters of distributions, detecting outliers, etc. [11, 27, 26, 29]. Let $V \in \mathbb{R}^n$ be a multivariate random variable. The first moment and cumulant are simply the expected value, $E(V)$. The second moment is the expected value of the outer product of the random variable with itself, $E(V \otimes V) \in \mathbb{R}^{n \times n}$. The second cumulant, also known as the covariance, is the expected value of the outer product of the centered observations, i.e., with the mean subtracted off [27, 29, 30]. In general, the $d$th moment is the expected value of the $d$-way outer product of the random variable with itself, $E(V \otimes V \otimes \cdots \otimes V)$, forming a $d$-way symmetric tensor of dimension $n$. The $d$th cumulant is based on the $d$th moment and subtracts off appropriate lower-order effects, but we omit the formulas here and instead refer readers to McCullaugh [29, 30]. The third cumulant is often called the skewness and measures the asymmetry of the distribution; for instance, Gaussian distributions have zero skewness. The fourth cumulant is the kurtosis of a distribution and measures the sharpness or flatness of the distribution [27].

Tensor decomposition of moment and cumulant tensors are used in a variety of statistical and data science applications, including independent component analysis and blind source
separation [10, 13, 15], clustering [34, 12], learning Gaussian mixture models [23, 4, 20, 18, 33], latent variable models [2, 3], outlier detection [16, 1], feature extraction in hyperspectral imagery [19], and multireference alignment [32]. In these cases, it is assumed that the empirical higher-order moment is already computed. However, computing these moments is extremely expensive when \( n \) is even moderately large and especially for \( d \geq 4 \) because the cost is \( O(pn^d) \) for \( p \) observations. There is some concern about this expense, e.g., Domino et al. [17] show how to reduce the complexity by a factor of \( d! \) by exploiting symmetry. Our goal is to show how to avoid the formation expense altogether.

We let \( X \) denote the empirical estimate of the \( d \)th moment based on \( p \) observations, of size \( n^d \). We consider the problem of computing a low-rank symmetric canonical polyadic (CP) tensor decomposition, \( \hat{X} \):

\[
\text{(1.1)} \quad X \approx \hat{X} = \sum_{j=1}^{r} \lambda_j a_j^{\otimes d} \quad \Leftrightarrow \quad \hat{x}_{i_1i_2...i_d} = \sum_{j=1}^{r} \lambda_j \prod_{k=1}^{d} a_{i_k,j} \quad \text{for all} \quad i_1, i_2, \ldots, i_d \in \{1, \ldots, n\},
\]

where \( \hat{x}_{i_1i_2...i_d} \) is the \((i_1, i_2, \ldots, i_d)\) entry of \( \hat{X} \), \( r \ll p \) is the rank of the approximation \( \hat{X} \), \( \lambda_j \) is the \( j \)th entry of the weight vector \( \lambda \in \mathbb{R}^r \), and \( a_j \) and \( a_{i_k,j} \) are the \( j \)th column and \((i_k,j)\) entry, respectively, of the factor matrix \( A \in \mathbb{R}^{n \times r} \). The superscript \( \otimes d \) denotes the \( d \)-way outer product. An illustration of the symmetric CP decomposition is shown in Figure 1.1. The symmetric CP problem is well studied [14, 28, 9, 31, 24].

The difference of interest in this paper is that the data tensor \( X \) has special structure. Suppose we are given a set of \( p \) observations, denoted \( \{v_1, v_2, \ldots, v_p\} \), of an \( n \)-dimensional real-valued random variable \( V \). Then the \( d \)th empirical moment is given by

\[
\text{(1.2)} \quad X = \frac{1}{p} \sum_{\ell=1}^{p} v_{\ell}^{\otimes d} \quad \Leftrightarrow \quad x_{i_1i_2...i_d} = \frac{1}{p} \sum_{\ell=1}^{p} \prod_{k=1}^{d} v_{i_k,\ell} \quad \text{for all} \quad i_1, i_2, \ldots, i_d \in \{1, \ldots, n\},
\]

where \( x_{i_1i_2...i_d} \) is the \((i_1, i_2, \ldots, i_d)\) entry of the moment tensor \( X \) and \( v_{i_k,\ell} \) denotes the \( i_k \) entry of observation \( v_{\ell} \). The tensor \( X \) is symmetric because it is invariant under any permutation of the indices, which is a consequence of the order of multiplication being irrelevant.

The difficulty that we seek to overcome is that the storage and computational costs of forming and working with the moment tensor can be prohibitive. The work to construct \( X \) is \( O(pn^d) \), the storage is \( O(n^d) \), and the work per iteration to compute a rank-\( r \) approximation
is $O(rn^d)$. For $d = 3$ and $n = 1000$, $\mathbf{X}$ requires 8 GB of storage; for $d = 4$ and $n = 200$, $\mathbf{X}$ requires 12 GB of storage.\footnote{The storage cost in gigabytes is calculated as $n^d \cdot 8/10^9$. Technically, we could reduce the storage costs by a factor of $d!$ by exploiting symmetry \cite{6}, but this drives up the computational cost due to poor data locality.} The per iteration storage and floating point operations per iteration cost to compute a rank $r = 10$ approximation are shown in Figure 1.2 for different values of $d$ and $n$.

To address this problem, our contribution is to show that we can construct a low-rank approximation of a symmetric moment tensor without ever explicitly forming it, which we refer to as implicit computation of the symmetric CP decomposition. This approach reduces the computational cost per iteration to $O(pnr)$. We can use the low-rank estimates of the moments to also produce approximations to the cumulants and do other calculations. Implicit calculation means that we can analyze much larger data sets. Avoiding formation of an expensive operator or array is a common practice in numerical methods, e.g., in “matrix-free” methods and other contexts. For instance, a similar implicit approach is used in the context of (non-symmetric) tensor decomposition for computational chemistry in which case the original tensor also has a sum-of-rank-one components format \cite{8}.

The paper is organized as follows. Notation and background on the symmetric tensor decomposition are established in section 2. The equivalence of the implicit and explicit approaches is shown in section 3. In section 4, we numerically demonstrate the computational savings and illustrate that larger problems are accessible, showing examples based on estimating the means in a spherical Gaussian mixture model. The overall goal of this work is to make higher-order moments more accessible and usable for statistical and data analysis.

2. Notation and background. Lowercase letters denote scalars, e.g., $a$. Lowercase bold letters denote vectors, e.g., $\mathbf{a}$; and the $j$th element of $\mathbf{a}$ is $a_j$.

Uppercase bold letters denote matrices, e.g., $\mathbf{A}$; the $j$th column vector of matrix $\mathbf{A}$ is
denoted as $a_j$; and the $(j, k)$ element of $A$ is $a_{jk}$. The notation $A \ast B$ denotes elementwise multiplication for two matrices of the same size. The notation $[A]^d$ denotes the elementwise power operation, i.e., each element is raised to the $d$th power. For a vector $a \in \mathbb{R}^n$, the notation $D_a \equiv \text{diag}(a)$, i.e., the $n \times n$ diagonal matrix with $a$ on its diagonal.

Uppercase bold letters in Euler script, such as $X$, denote higher-order tensors, i.e., $d$-way arrays with $d \geq 3$. We say $d$ is the order of the tensor. The $(i_1, i_2, \ldots, i_d)$ element of $X$ is denoted as $x_{i_1i_2\ldots i_d}$. For notational convenience, we let $i$ denote a multiindex such that $i \equiv (i_1, i_2, \ldots, i_d)$, thus $x_i \equiv x_{i_1i_2\ldots i_d}$. We denote the space of real-valued tensors of order $d$ and dimension $n$ by $\mathbb{R}^{[d,n]}$. In storage and computational complexity analyses, we treat the tensor order, $d$, as a constant.

2.1. Inner product and norm of tensors. The inner product of two tensors $X, Y \in \mathbb{R}^{[d,n]}$ is the sum of the product of their corresponding entries, i.e.,

$$\langle X, Y \rangle = \sum_{i_1=1}^n \cdots \sum_{i_d=1}^n x_{i_1i_2\ldots i_d} y_{i_1i_2\ldots i_d}.$$  

If $x, y$ are vectors, then $\langle x, y \rangle = x^T y$. The norm of a tensor is the square root of the sum of the squares of its entries, i.e., $\|X\|^2 = \langle X, X \rangle$. The cost to compute the inner product or norm is $O(n^d)$.

2.2. Symmetric tensors. A tensor is called symmetric if its entries are invariant under any permutation of the indices [14]. We let $S^{[d,n]} \subset \mathbb{R}^{[d,n]}$ denote the subspace of symmetric tensors. From [6], the number of unique entries in a $d$-way $n$-dimensional symmetric tensor is

$$\binom{n + d - 1}{d} \approx \frac{n^d}{d!}.$$  

2.3. Tensor times same vector. A commonly used tensor operation is called tensor times same vector (TTSV) [25]. The computation of the TTSV in all modes for a tensor $X \in S^{[d,n]}$ and vector $a \in \mathbb{R}^n$ is denoted by $Xa^d$ and the result is a scalar:

$$Xa^d = \sum_{i_1=1}^n \cdots \sum_{i_d=1}^n \left( x_{i_1i_2\ldots i_d} \prod_{k=1}^d a_{i_k} \right).$$  

The computation of the TTSV in all modes but one is denoted $Xa^{d-1} \in \mathbb{R}^n$ and results in a vector of size $n$:

$$\left( Xa^{d-1} \right)_{i_1} = \sum_{i_2=1}^n \cdots \sum_{i_{d-1}=1}^n \left( x_{i_1i_2\ldots i_{d-1}} \prod_{k=2}^d a_{i_k} \right) \quad \text{for all} \quad i_1 \in \{1, \ldots, n\}.$$  

Observe that $Xa^d = \langle Xa^{d-1}, a \rangle$, so we can use the result of the TTSV in all modes but one to compute the TTSV in all modes. The cost to compute either version of the TTSV is $O(n^d)$. 

2.4. Symmetric outer product. The outer product of an \( n \)-dimensional vector with itself results in a rank-1 symmetric matrix of size \( n \times n \) such that

\[
(a \circ a)_{ij} = a_i a_j \quad \text{for all } i, j \in \{1, \ldots, n\}.
\]

Here, the outer product is denoted by \( \circ \). The three-way tensor outer product of an \( n \)-dimensional vector with itself results in a three-way symmetric tensor such that

\[
(a \circ a \circ a)_{ijk} = a_i a_j a_k \quad \text{for all } i, j, k \in \{1, \ldots, n\}.
\]

Generally speaking, the \( d \)-way tensor outer product of \( a \) with itself \( d \)-times, denoted as \( a^{\otimes d} \), results in a \( d \)-way rank-1 symmetric tensor such that

\[
(2.4) \quad a^{\otimes d} = \underbrace{a \circ a \circ \ldots \circ a}_{d \text{ times}} \quad \text{with} \quad \left(a^{\otimes d}\right)_{i_1i_2\ldots i_d} = \prod_{k=1}^{d} a_{i_k} \quad \text{for all } i_1, \ldots, i_d \in \{1, \ldots, n\}.
\]

The cost to form \( a^{\otimes d} \) explicitly is \( O(n^d) \).

2.5. Symmetric Kruskal tensors. We define \( K^{[d,n,r]} \subset S^{[d,n]} \) to be the space of symmetric Kruskal tensors that can be written as the sum of \( r \) components where each component is a scalar times a \( d \)-way \( n \)-dimensional rank-one symmetric tensor. Mathematically,

\[
(2.5) \quad K^{[d,n,r]} = \left\{ \sum_{j=1}^{r} \lambda_j a_j^{\otimes d} \bigg| \lambda \in \mathbb{R}^r, A \in \mathbb{R}^{n \times r} \right\} \subset S^{[d,n]}.
\]

The (symmetric) rank of a symmetric tensor is the minimal \( r \) such that the tensor can be expressed as the sum of \( r \) symmetric rank-one components. Hence, every tensor in \( K^{[d,n,r]} \) is of rank at most \( r \). Colloquially, \( K^{[d,n,r]} \) may be referred to as the set of rank-\( r \) tensors even though \( r \) is only an upper bound on the rank.

2.6. Symmetric tensor decomposition. The goal of symmetric tensor decomposition is to find a rank-\( r \)-symmetric CP decomposition \( \hat{X} \in K^{[d,n,r]} \) that is a good approximation of a given tensor \( X \in S^{[d,n]} \). Ideally, we would choose a value of \( r \) that is equal to the rank of \( X \); however, there is no direct way to find or compute the rank of a symmetric tensor [14]. Indeed, computing the rank has been shown to be NP-hard [22]. For this work, we assume that the value of \( r \) is specified by the user.

There are a few ways to formulate the optimization problem [24], but here we simply consider the sum of the squared errors between the entries of the approximation \( \hat{X} \) and data tensor \( X \). Thus, for a given rank \( r \), computing a rank-\( r \) symmetric CP decomposition reduces to solving the nonconvex optimization problem:

\[
(2.6) \quad \min_{\lambda, A} f(\lambda, A) = \|X - \hat{X}\|^2 \quad \text{s.t.} \quad \hat{X} = \sum_{j=1}^{r} \lambda_j a_j^{\otimes d}.
\]

Computing \( f(\lambda, A) \) requires \( O(rn^d) \) operations to form \( \hat{X} \) and compute the difference.
We can compute the gradients and use a standard first-order optimization method to solve (2.6), though we are not guaranteed of finding an optimum and usually employ multiple starts in the hopes of finding a good solution. From [24], the corresponding gradients are

\[ \frac{\partial f}{\partial \lambda_j} = -2 \left[ X a^d_j - \sum_{k=1}^r \lambda_k \langle a_j, a_k \rangle^d \right] \quad \text{and} \]

\[ \frac{\partial f}{\partial a_j} = -2d\lambda_j \left[ X a^{d-1}_j - \sum_{k=1}^r \lambda_k \langle a_j, a_k \rangle^{d-1} a_k \right], \]

for \( j = 1, 2, \ldots, r \). The work to compute the gradient is dominated by the TTSVs. In this paper, we focus on the case where the data tensor \( X \) has special structure. Let \( \nu = [1/p \ 1/p \ \cdots \ 1/p]^T \in \mathbb{R}^p \). We typically assume \( n < p \), meaning that we have many more observations than variables (also known as covariates or features). As described in the introduction, the individual entries of the \( d \)th moment are given by (1.2), so the full tensor can be expressed in outer product notation as

\[ X = \sum_{\ell=1}^p \nu_{\ell} v_{\ell}^{\otimes d} \in \mathbb{K}^{[d,n,p]}. \]

Hence, the tensor \( X \) is a symmetric Kruskal tensor with \( n^d \) entries, and \( \text{rank}(X) \leq p \). Our goal is to show that we can reduce the computational expense from \( O(rn^d) \) to \( O(rnp) \) for such data tensors. We do this by working with \( X \) implicitly, i.e., we can compute the function values and gradients for the rank-\( r \) tensor decomposition of \( X \) using only \( \nu \in \mathbb{R}^p \), \( V \in \mathbb{R}^{n \times p} \) so that the full tensor \( X \in \mathbb{R}^{[d,n]} \) is never formed.

### 3. Key lemmas

Our results depend on two key lemmas for symmetric rank-1 \( d \)-way tensors. The first says that the inner product of two symmetric rank-1 tensors reduces to the \( d \)th power of the dot product of the factor vectors. The second says that the TTSVs in all modes but one has a similar format. The proofs are straightforward and left as an exercise for the reader.

**Lemma 3.1.** Let \( a, b \in \mathbb{R}^n \). Then the inner product of the \( d \)-way symmetric rank-1 tensors constructed from the vectors satisfies \( \langle a^\otimes d, b^\otimes d \rangle = \langle a, b \rangle^d \).

**Lemma 3.2.** Let \( a, b \in \mathbb{R}^n \). Let \( S \) be the symmetric rank-1 tensor defined by \( S = b^\otimes d \). Then the TTSVs in all modes but one of tensor \( S \) with the vector \( a \) satisfies \( Sa^{d-1} = \langle a, b \rangle^{d-1} b \). Further, the TTSV in all modes satisfies \( Sa^d = \langle a, b \rangle^d b \).

### 3. Computing TTSV for the gradient implicitly

The most expensive computations in the gradient evaluations are the TTSVs. **Lemma 3.3** explains how to compute the TTSV for \((d - 1)\) vectors using the constituent elements of \( X \). We remind the reader that \( D_\nu = \text{diag}(\nu) \).

**Lemma 3.3.** Let \( X = \sum_{\ell=1}^p \nu_{\ell} v_{\ell}^{\otimes d} \in \mathbb{K}^{[d,n,p]} \) and \( a \in \mathbb{R}^n \). Then \( X a^{d-1} = V D_\nu [V^T a]^{d-1} \).
Proof. Using the definition of $X$ and Lemma 3.2, we have

$$Xa^{d-1} = \sum_{\ell=1}^{p} (\nu_\ell \nu_\ell^d) a^{d-1} = \sum_{\ell=1}^{p} \nu_\ell \langle v_\ell, a \rangle^{(d-1)} v_\ell.$$  

The standard calculation of the TTSV is $O(n^d)$ work. The dominant cost in the implicit version is the matrix-vector multiplies involving $V$ for a cost of $O(np)$. If we define the matrix $Y \in \mathbb{R}^{n \times r}$ such that $y_j \equiv Xa_j^{d-1}$, then we can calculate all the TTSVs implicitly using

$$Y = V D_v [V^T A]^{d-1},$$

for a cost of $O(np r)$ operations.

### 3.3. Computing the function value implicitly.

To compute the function value (2.6), we first rewrite it as: $\|X - \hat{X}\|^2 = \|X\|^2 + \|\hat{X}\|^2 - 2\langle X, \hat{X} \rangle$. The first term is a constant and can be ignored. We compute the remaining two terms implicitly without forming $X$, as described in the lemmas that follow.

**Lemma 3.4.** Let $\hat{X} = \sum_{j=1}^{r} \lambda_j a^{\otimes d}_j \in \mathbb{K}^{[d,n,r]}$. Then $\|\hat{X}\|^2 = \lambda^T [A^T A]^d \lambda$.

**Proof.** Using the definition of $\hat{X}$, rearranging terms, and applying Lemma 3.1, we have

$$\langle \hat{X}, \hat{X} \rangle = \left\langle \sum_{j=1}^{r} \lambda_j a^{\otimes d}_j, \sum_{j=1}^{r} \lambda_j a^{\otimes d}_j \right\rangle = \sum_{j=1}^{r} \sum_{k=1}^{r} \lambda_j \lambda_k \langle a^{\otimes d}_j, a^{\otimes d}_k \rangle = \sum_{j=1}^{r} \sum_{k=1}^{r} \lambda_j \lambda_k \langle a_j, a_k \rangle^d.$$

The cost to form $\hat{X}$ is $O(rn^d)$, and the cost of computing its norm is $O(n^d)$. Exploiting its structure using Lemma 3.4 reduces the cost to $O(nr^2)$. Although $\|\hat{X}\|^2$ is technically not necessary (since it is a constant term), we include it here for completeness. Lemma 3.4 applied to $X$ yields $\|X\|^2 = \nu^T (V^T V)^d \nu$, in which case the cost to compute the norm is $O(np^2)$.

**Lemma 3.5.** Let $\hat{X} = \sum_{j=1}^{r} \lambda_j a^{\otimes d}_j \in \mathbb{K}^{[d,n,r]}$. Then $\langle X, \hat{X} \rangle = w^T \lambda$ where $w_j = Xa_j^d$ for $j \in \{1, \ldots, r\}$.

The proof is straightforward and left to the reader. If $w$ is precomputed, the cost of the dot product is only $O(r)$. We can compute $w$ using $Y$ from (3.2) as $w_j = y_j^T a_j$ for $j = 1, \ldots, r$ for a cost of $O(nr)$ operations.

### 3.4. Implicit versus explicit algorithms.

Putting the information above together, we have the function and gradient evaluation algorithms for both the explicit and implicit cases in Figure 3.1. Recall that we are computing $f(\lambda, A) \equiv \|X - \hat{X}\|^2$ where $\hat{X} = \sum_{j=1}^{r} \lambda_j a^{\otimes d}_j$. The function and gradient can be used in any first-order optimization method to compute the best rank-$r$ model.\(^2\)

For the explicit case in Algorithm 3.1, the inputs are the (explicit) moment tensor $X$, the values of $\lambda \in \mathbb{R}^r$ and $A \in \mathbb{R}^{n \times r}$ (used to form $\hat{X}$), and $\alpha = \|X\|^2$ which is a constant that can be ignored by setting it equal to zero. The outputs are the function value ($f$) and gradients.

\(^2\)The problem is non-convex, so there is no guarantee of finding a global minimum. In practice, one usually obtains good results with a few random starting points.
Algorithm 3.1 Explicit computation

\begin{algorithm}
\begin{algorithmic}
\State \textbf{function} $\text{FG\textunderscore EXP\textunderscore LICT}(\mathbf{X}, \lambda, A, \alpha)\quad$
\State \textbf{for} $j = 1, \ldots, r$, \textbf{do} $y_j = \mathbf{X}a_j^{\otimes(d-1)}$, \textbf{end}$\quad$
\State \textbf{for} $j = 1, \ldots, r$, \textbf{do} $\mathbf{w}_j = a_j^T y_j$, \textbf{end}$\quad$
\State $B = A^T A$
\State $C = [B]^{d-1}$
\State $u = (B \ast C) \lambda$
\State $f = \alpha + \lambda^T u - 2w^T \lambda$
\State $g_\lambda = -2(w - u)$
\State $G_A = -2d(Y - AD\lambda C)D\lambda$
\State \textbf{return} $f, g_\lambda, G_A$
\State \textbf{end function}
\end{algorithmic}
\end{algorithm}

Algorithm 3.2 Implicit computation

\begin{algorithm}
\begin{algorithmic}
\State \textbf{function} $\text{FG\textunderscore IMPLICIT}(\nu, V, \lambda, A, \alpha)\quad$
\State $Y = VD_\nu(V^TA)^{d-1}$
\State \textbf{for} $j = 1, \ldots, r$, \textbf{do} $w_j = a_j^T y_j$, \textbf{end}$\quad$
\State $B = A^T A$
\State $C = [B]^{d-1}$
\State $u = (B \ast C) \lambda$
\State $f = \alpha + \lambda^T u - 2w^T \lambda$
\State $g_\lambda = -2(w - u)$
\State $G_A = -2d(Y - AD\lambda C)D\lambda$
\State \textbf{return} $f, g_\lambda, G_A$
\State \textbf{end function}
\end{algorithmic}
\end{algorithm}

Figure 3.1: Algorithms for computation of the function and gradient for symmetric CP decomposition with an explicit data tensor $\mathbf{X}$ versus implicit computation using $\nu$ and $V$ where $\mathbf{X} = \sum_{j=1}^p \nu_j v_j^{\otimes d}$. Differences are shown in red. Here, the input $\alpha = \|\mathbf{X}\|^2$ is a constant term in the function that can be set to anything without impacting the optimization. Recall that powers outside bracketed matrices are elementwise powers.

We let $g_\lambda \in \mathbb{R}^r$ denote the gradient with respect to $\lambda$ whose entries are defined by (2.7). Likewise, we let $G_A \in \mathbb{R}^{p \times r}$ denote the gradient with respect to $A$; the columns of $G_A$ are defined by (2.8).

For the implicit case in Algorithm 3.2, the input data tensor $\mathbf{X}$ is replaced by its constituent parts, i.e., $\nu \in \mathbb{R}^p$ and $V \in \mathbb{R}^{n \times p}$. Recall that $\nu$ is the constant vector whose entries are $1/p$. The implicit approach avoids explicitly forming the moment tensor, which would have an additional one-time cost of $O(pnr^d)$ in addition to the extra computational cost in the function and gradient evaluation. The differences in the explicit algorithm are highlighted in red.

In both algorithms, we define several new variables for efficient reuse of computations, namely $B = A^T A$, $C = [A^T A]^{d-1}$ and $u = [A^T A]^d \lambda$.

Because we make maximal reuse of computations, the sole difference between the explicit and implicit method is in the computation of the matrix $Y$, representing the TTSVs. Assuming $p, n \gg r$, computation of $Y$ is the dominant cost of either method. Lines 3–9 cost $O(nr^2)$. The cost of computing $Y$ (in Line 2) is $O(rn^d)$ for the explicit version as compared to $O(pnr^d)$ for the implicit version. Hence, the implicit version is less expensive so long as $p \ll n^{d-1}$.

In terms of memory, both explicit and implicit have the same requirement for the outputs and temporaries: $O(nr)$ storage. For the explicit case, the input tensor $\mathbf{X}$ requires $O(n^d)$ storage. For the implicit case, the inputs $\nu$ and $V$ require $O(np)$ storage.

The one-time optional cost to compute the input $\alpha = \|\mathbf{X}\|^2$ is $O(n^d)$ in the explicit case and $O(np^2)$ in the implicit case. For some larger values of $p$, the implicit cost may be more expensive than the explicit formation of $\mathbf{X}$.

4. Numerical results. In this section, we present results from numerical experiments to demonstrate the effectiveness of the implicit approach for moment tensors. All experiments
were run on a dedicated computer with a dual socket Intel E5-2683v5 2.00GHz CPU (28 total cores) with 256 GB DDR3 memory, using MATLAB 2018a. No specific parallel coding was used, but some calls within MATLAB take advantage of multiple cores. All methods are implemented using the Tensor Toolbox [5]. We use a standard first-order optimization: limited-memory BFGS with bound constraints (L-BFGS-B) [36] as the optimization method for the explicit and implicit methods, using the implementation provided by Stephen Becker’s MATLAB wrapper [7]. We use no lower and upper bounds, i.e., we set them to $-\infty$ and $+\infty$, respectively. We use the default options (including the default memory of $m = 5$), with the following exceptions: maximum iterations = 10,000; maximum total iterations = 50,000; and the gradient norm tolerance ($\text{pgtol}$) was set as specified in the subsections that follow.

4.1. Timing comparison of explicit and implicit methods. We compare the timings for the explicit and implicit methods for different scenarios depending on $d$ (order), $n$ (size), $p$ (number of samples), and $r$ (rank of approximation). For each scenario, the observation matrix $V \in \mathbb{R}^{n \times p}$ has entries from the uniform $(0,1)$ distribution, so we are not expecting the low-rank approximation to have any specific structure. Since no structure is expected, we set the optimization tolerance to be relatively low, i.e., $\text{pgtol} = .05$. For each scenario, we run the optimization ten times with ten different initial guesses and report average results.

The results are shown in Table 4.1. We report the mean and standard deviation of the total run time and number of iterations for the explicit and implicit methods. The number of iterations is the total number of inner iterations, i.e., the number of times that the function/gradient evaluation is called. The table includes the average time per iteration, as computed for the data from all ten runs. The best relative error for each scenario is not reported in the table but is in the range $[1 \times 10^{-3}, 8 \times 10^{-3}]$. We also omit the time to create the explicit moment tensor, but it is always less than 10% of the optimization time. Before we dig into the results, we explain the variations in the number of iterations. Given the same initial guess, the explicit and implicit functions and gradients are mathematically identical; however, small differences may be introduced because of numerical round-off errors in the different computations. In the context of an optimization method, these small differences can result in different paths to the solution or even different solutions, as well as different numbers of iterations. Nevertheless, the absolute difference in the final objective value between any paired explicit and implicit run (i.e., with the same starting point) is $2 \times 10^{-5}$.

Our main focus is on how the cost per inner iteration (i.e., per function/gradient evaluation) grows under different scenarios. Recall that the cost per (inner) iteration is $O(n^d)$ for the explicit method as compared to $O(pnr)$ for the implicit method. Hence, we expect the speedup of the implicit method to be $O(n^{d-1}/p)$. There is little difference between the explicit and implicit methods when $n^d$ is relatively small. On current computing architectures, “relatively small” equates to $n^d < 10^6$. For the scenarios where $d = 3$ and $n = 75$, the explicit 3rd order moment tensor is less than 4MB in size. With one exception, the implicit method is slightly faster per iteration than the explicit method. The one exception is $[d = 3, n = 75, p = 3750, r = 5]$, which is not surprising since $p \approx n^{d-1}$. There is a $5 \times$ or greater improvement for the implicit method when $n^d$ is relatively large. On current computing architectures, “relatively large” equates to $n^d > 10^7$. For the scenarios with $[d = 3, n = 375]$ and $[d = 4, n = 75]$, the storage for the explicit moment tenors are 421 MB and 323 MB
Table 4.1: Timing comparison of explicit and implicit methods with different scenarios for $d$ (order), $n$ (size), $p$ (# observations) and $r$ (rank), reporting average results for 10 optimization runs for each scenario. The moment tensor comes from the situation where the $p$ observations are vectors of length $n$ drawn from the uniform distribution. All times are reported in seconds. “Time Per Iter.” is the average time per inner iteration over all runs. “Total Time” is the overall optimization time, reporting mean and standard deviation for the 10 runs. “Total Iterations” is the total number of inner iterations (each of which requires a function/gradient calculation), reporting mean and standard deviation for the 10 runs.

| $d$ | $n$ | $p$ | $r$ | Time Per Iter. (s) | Total Time (s) | Total Iterations |
|-----|-----|-----|-----|--------------------|----------------|------------------|
|     |     |     |     | Exp. | Imp. | Avg. | Exp. | Imp. | Exp. | Imp. | Exp. | Imp. |
| 3   | 75  | 750 | 5   | 5.30e-04 | 4.36e-04 | 1.84±0.52 | 1.64±0.39 | 3473±959 | 3767±955 |
| 3   | 75  | 750 | 25  | 1.91e-03 | 5.91e-04 | 17.79±3.34 | 5.09±1.05 | 9296±1650 | 8606±1788 |
| 3   | 75  | 3750| 5   | 2.29e-02 | 7.96e-04 | 7.06±0.63 | 3.11±1.08 | 4023±1249 | 3905±1375 |
| 3   | 75  | 3750| 25  | 1.90e-03 | 1.03e-03 | 15.96±2.76 | 8.78±0.91 | 8384±1452 | 8504±854  |
| 3   | 375 | 3750| 5   | 1.47e-02 | 9.22e-04 | 75.64±20.89 | 4.16±1.06 | 5160±1438 | 4514±1081 |
| 4   | 75  | 3750| 5   | 1.47e-02 | 9.22e-04 | 75.64±20.89 | 4.16±1.06 | 5160±1438 | 4514±1081 |

and the implicit method is faster by factors of 5 and 16, respectively. The per-iteration cost of the explicit method is insensitive to $p$. Increasing $p$ from 750 to 3750 for $[d = 3, n = 75]$ causes no change in the per iteration time for the explicit method, but the implicit method becomes more expensive by a factor of 2. Conversely, the per-iteration cost of the implicit method increases only linearly with $n$ whereas the cost of the explicit increases at a polynomial rate. When $n$ is increased from 75 to 375 ($5 \times$), the per iteration cost of the explicit method increase by a factor of 44 versus only 6 for the implicit method. The per-iteration cost of the explicit method goes up exponentially in $d$. As we increase $d$ from $d = 3$ to $d = 4$ for $[n = 75, p = 3750]$, the per iteration cost of the implicit method is nearly unchanged whereas the explicit method goes up by a factor of 28.

4.2. Numerical estimation of means in spherical Gaussian mixture model. In the examples in the previous section, the test problems had no underlying low-rank structure. Here we demonstrate the performance on problems with known solutions. Specifically, we consider the case of data that comes from a spherical Gaussian mixture model as has been done, e.g., in [3]. Each observation is of the form

$$v_\ell \sim \mathcal{N}(\mu_j, \sigma^2 I) \quad \text{where} \quad \text{Prob}(j_\ell = j) = 1/r \quad \text{for} \quad j = 1, \ldots, r.$$ 

In other words, there are $r$ spherical Gaussians mixed together (with equal probabilities) with means $\mu_j$ for $j = 1, \ldots, r$. Each observation $v_\ell$ is drawn from one of the $r$ Gaussians. The $d$th-order moment should have rank $r$ and can be estimated with a rank-$r$ symmetric tensor factorization such that $A_{\text{ideal}} = [\mu_1 \cdots \mu_r]$ is its factor matrix (appropriately scaled). Unlike [3, 2], we make no assumption that $A_{\text{ideal}}$ is orthogonal or incoherent. Indeed, this method works well when each $\mu_j$ is a random column of the $n \times n$ identity matrix (which would not be incoherent). However, we choose an example where the means $\mu_j$ are correlated to show that it works even in that case, which is generally considered to be both more difficult and
more realistic. Specifically, we require $\|\mu_j\| = 1$ for all $j$ and $\mu_{j_1}^T \mu_{j_2} = 0.5$ for all $j_1 \neq j_2$, which corresponds to an angle of $60^\circ$. An example of a Gaussian mixture from $r = 5$ components is shown in Figure 4.1. The data is randomly projected from $n = 500$ dimensions down to two. We can see that the data is highly overlapping, making discovery of the means potentially challenging.

Results of a series of experiments with Gaussian mixture models are shown in Figures 4.2 and 4.3 for $d = 3$ and $d = 4$, respectively. For all experiments, we fix $n = 500$. We only use the implicit method since the explicit method would be too expensive in time and memory. For $d = 3$, the explicit moment tensor would be 1 GB in size; for $d = 4$, it would be 500 GB. We experiment with different number of components ($r \in \{3, 5, 10\}$) and different noise levels ($\sigma \in \{10^{-4}, 10^{-3}, 10^{-2}, 10^{-1}\}$). For each scenario (i.e., $d, r, \sigma$), we generate $p = 250r$ observations, i.e., 250 samples per component. One generally does not know true rank, so we test different values for the rank of the approximation in the range $\hat{r} \in \{r - 2, \ldots, r + 2\}$. We set the convergence tolerance to be $\text{pgtol} = 1e^{-4}$. For each value of $\hat{r}$, we run the optimization procedure ten times and take the best solution in terms of the relative error of the solution. The choice of random initialization is critical to the success of the method. If $r \ll n$, there is

---

Figure 4.1: Example of data from Gaussian mixture model for $n = 500$ with $r = 5$ components of the form $N(\mu_j, \sigma^2 I)$. The component means are such $\|\mu_j\| = 1$ for all $j$ and $\mu_{j_1}^T \mu_{j_2} = 0.5$ for all $j_1 \neq j_2$, and the covariance is $\sigma^2 I$ with $\sigma = 10^{-1}$. We show $p = 750$ samples, distributed uniformly across the five components. The samples are color-coded according to component. The data has been randomly projected to two dimensions for the purposes of visualization.

\[\text{matrandcong}\] from the Tensor Toolbox from MATLAB can be used to create such a matrix, which follows the method proposed by Tomasi and Bro [35].
Figure 4.2: We compute a rank-\(r\) approximation for moment tensors of order \(d = 3\). Data are generated by a spherical Gaussian mixture model with \(r\) components and \(p\) samples proportionally divided among them. The observations are of size \(n = 500\) and the noise is defined by \(\sigma\). The top plot is the smallest relative error over ten optimization runs. The middle plot is the corresponding similarity score of the low-rank model factors and the true means. The bottom plot is the total time for the ten optimization runs. The true rank (\(r\)) is shown by a vertical dashed line.

a high probability that a random initial guess in \(\mathbb{R}^{n \times \hat{r}}\) is nearly orthogonal to all the means, i.e., \(A_0^T A_{\text{ideal}} \approx 0\). To avoid this dilemma, we use a randomized range finder \([21]\) to identify an appropriate starting guess: \(A_0 = V \Omega\), where \(\Omega\) is a Gaussian testing matrix of size \(p \times \hat{r}\).

In Figures 4.2 and 4.3, plots in the top row show the final relative error for the best of ten runs, each with a different random initialization. As the rank increases, the relative error will eventually stagnate and the rank might be estimated as the first rank before stagnation. For
Figure 4.3: We compute a rank-$\hat{r}$ approximation for moment tensors of order $d = 4$. Data are generated by a spherical Gaussian mixture model with $r$ components and $p$ samples proportionally divided among them. The observations are of size $n = 500$ and the noise is defined by $\sigma$. The top plot is the smallest relative error over ten optimization runs. The middle plot is the corresponding similarity score of the low-rank model factors and the true means. The bottom plot is the total time for the ten optimization runs. The true rank ($r$) is shown by a vertical dashed line.

For $\sigma \leq 10^{-2}$, the relative error drops significantly at $\hat{r} = r$ and remains fairly constant for $\hat{r} > r$. For $\sigma = 10^{-1}$, the difference in errors across the different ranks is barely noticeable, which makes determining the rank difficult. Nevertheless, the method is still successful at recovering the true means, even if the rank is overestimated, as will be seen in the middle plots. In terms of the final error, there is little difference between $d = 3$ and $d = 4$.

The middle plots show the recovery of the true means, using the similarity score for the
Figure 4.4: For the problem described in Figure 4.1, recovery of the means from the third-order 
\((d = 3)\) moment tensor. The true rank is \(r = 5\). The rank of the approximation is in the range \(\hat{r} \in \{3, \ldots, 7\}\). The solution shown corresponds to the lowest relative error over ten runs. The 
recovered means (columns \(a_j\) for \(j = 1, \ldots, \hat{r}\)) are shown as black circles and should, ideally, 
align with the true means (\(\mu_j\) for \(j = 1, \ldots, r\)) given by colored x’s. The random projection 
is the same as was used in Figure 4.1, but the image is zoomed in to clearly see the means.

solution with the lowest relative error. Without loss of generality, we assume \(\|\mu_j\| = 1\) for
\(j = 1, \ldots, r\) and \(\|a_j\| = 1\) for \(j = 1, \ldots, \hat{r}\). The score is the average cosine of the angles 
between the computed means in \(\mathbf{A}\) and the true means in \(\mathbf{A}_{\text{true}}\):

\[
\text{score} = \begin{cases} 
\max_{\pi \in \Pi(\hat{r}, r)} \frac{1}{\hat{r}} \sum_{j=1}^{\hat{r}} |\mu_{\pi(j)}^T a_j| & \text{if } \hat{r} < r, \text{ and} \\
\max_{\pi \in \Pi(r, \hat{r})} \frac{1}{r} \sum_{j=1}^{r} |\mu_j^T a_{\pi(j)}| & \text{if } \hat{r} \geq r, 
\end{cases}
\]

where \(\Pi(r_1, r_2) = \{ \pi : \{1, \ldots, r_1\} \rightarrow \{1, \ldots, r_2\} | \pi(j_1) \neq \pi(j_2) \forall j_1 \neq j_2 \}\) is the set of all possible one-to-one mappings for \(r_1 \leq r_2\). Ideally, the score should be 1. If \(\hat{r} < r\), then \(\mathbf{A}\) can only match a subset of the true means. Nonetheless, we can still check if a subset of the means is 
correctly identified. Likewise, if \(r > \hat{r}\), there are a surplus of candidates to match the means, 
so we pick the best ones. Here, we see the advantage of higher-order moments because the 
results for \(d = 4\) are superior to those for \(d = 3\). Improvements with increasing dimensionality 
have been observed in similar situations [4]. 

The bottom plots show the sum of the run times for all ten optimization runs. Note that
the y-axis scales are different for each value of \(r\) but held constant across the two plots (for
\(d = 3, 4\)) for easy comparison. Observe that the time for the higher order \(d = 4\) is actually
less than that of the lower order \(d = 3\).

Finally, Figure 4.4 shows recovered means for a scenario illustrated in Figure 4.1: \(n = 500, \ldots, \hat{r}\). The random projection 
is the same as was used in Figure 4.1, but the image is zoomed in to clearly see the means.
$r = 5$, $\sigma = 10^{-1}$, $p = 1,250$. Here, we consider the third-order moment tensor, $d = 3$. These are the results of the computations shown in the middle column of Figure 4.2. For $\hat{r} < r$, it is of course impossible to recover all the means. In both cases, it is close to detecting the green and blue means. For $\hat{r} = r$, the recovery is very good, despite the high overlap in the clusters. Most interestingly, overestimating the rank does not detract substantially from detecting the true means.

5. Conclusions and future work. The $d$th-order moment can be prohibitively expensive to form and decompose. We developed a method to implicitly find a low-rank decomposition to the symmetric moment tensor that does not require forming the whole tensor. Our numerical results show that this new implicit method is returning the same decompositions as existing explicit methods, is considerably faster, and can solve problems that would have previously been intractable.

We have demonstrated the success of this method in the case of a spherical Gaussian mixture model for $n = 500$. Past work made assumptions about the means being orthogonal or at least incoherent, but we have no such limitation. However, we note that tensor approaches can only find the direction of the means, not their norms. The norms can be determined provided the proportion of observations from each component is known in advance. If not, an expectation maximization approach may be employed. Generalizing this approach to the case where the proportions are not known is a topic for future research.

In the case that we have many, many observations so that $p$ is exceptionally large, even the implicit method may be too expensive. In such a case, an option is to use only a subset of observations for each function or gradient evaluation. For instance, we can show the following lemma.

**Lemma 5.1.** Let $\mathbf{X} = \frac{1}{p} \sum_{\ell=1}^{p} \mathbf{v}_{\ell}^{\otimes d} \in \mathbb{K}^{[d,n,p]}$ where $\mathbf{V} \in \mathbb{R}^{n \times p}$. Let $s \ll p$ and $\tilde{\mathbf{V}} \in \mathbb{R}^{n \times s}$ comprise $s$ random columns (with replacement) from $\mathbf{V}$. Define the random stochastic Kruskal tensor $\tilde{\mathbf{X}} = \frac{1}{s} \sum_{\ell=1}^{s} \tilde{\mathbf{v}}_{\ell}^{\otimes d} \in \mathbb{K}^{[d,n,s]}$. Then for a given vector $\mathbf{a} \in \mathbb{R}^{n}$, we have

$$\mathbb{E}[\tilde{\mathbf{X}} \mathbf{a}^{\otimes (d-1)}] = \mathbf{X} \mathbf{a}^{\otimes (d-1)}.$$ 

If we define $\tilde{\mathbf{Y}}$ such that its $j$th column is given by $\tilde{\mathbf{y}}_{j} = \tilde{\mathbf{X}} \mathbf{a}^{\otimes (d-1)}$, then Lemma 5.1 says $\mathbb{E}[\tilde{\mathbf{Y}}] = \mathbf{Y}$. By linearity of expectation, we can use this for unbiased stochastic estimators of the function and gradients.
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