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Abstract

Distant-supervised relation extraction inevitably suffers from wrong labeling problems because it heuristically labels relational facts with knowledge bases. Previous sentence level denoise models don’t achieve satisfying performances because they use hard labels which are determined by distant supervision and immutable during training. To this end, we introduce an entity-pair level denoise method which exploits semantic information from correctly labeled entity pairs to correct wrong labels dynamically during training. We propose a joint score function which combines the relational scores based on the entity-pair representation and the confidence of the hard label to obtain a new label, namely a soft label, for certain entity pair. During training, soft labels instead of hard labels serve as gold labels. Experiments on the benchmark dataset show that our method dramatically reduces noisy instances and outperforms the state-of-the-art systems.

1 Introduction

Relation Extraction (RE) aims to obtain relational facts from plain text. Traditional supervised RE systems suffer from lack of manually labeled data. Mintz et al. (2009) proposes distant supervision, which exploits relational facts in knowledge bases (KBs). Distant supervision automatically generates training examples by aligning entity mentions in plain text with those in KB and labeling entity pairs with their relations in KB. If there’s no relation link between certain entity pair in KB, it will be labeled as negative instance (NA). However, the automatic labeling inevitably accompanies with wrong labels because the relations of entity pairs might be missing from KBs or mislabeled.

Multi-instances learning (MLL) is proposed by Riedel et al. (2010) to combat the noise. The method divides the training set into multiple bags of entity pairs (shown in Fig 1) and labels the bags with the relations of entity pairs in the KB. Each bag consists of sentences mentioning both head and tail entities. Much effort has been made in reducing the influence of noisy sentences within the bag, including methods based on at-least-one assumption (Hoffmann et al., 2011; Ritter et al., 2013; Zeng et al., 2015) and attention mechanisms over instances (Lin et al., 2016; Ji et al., 2017).

However, the sentence level denoise methods can’t fully address the wrong labeling problem largely because they use a hard-label method in which the labels of entity pairs are immutable dur-
ing training, no matter whether they are correct or not. As shown in Fig 1, due to the absence of (Jan Eliasson, Sweden) from Nationality relation in the KB, the entity pair is mislabeled as NA. However, we find the sentences in the bag of (Jan Eliasson, Sweden) share similar semantic pattern “X of Y” with correctly labeled instances (blue). In the false positive instance, Sebastian Roch is indeed from France, but the syntactic pattern of the sentence in the bag differs greatly from those of correctly labeled instances. Actually, the reliability of a distant-supervised (DS) label can be determined by the syntactic/semantic similarity between certain instance and the potential correctly labeled instances. Soft-label method intends to utilize corresponding similarities to correct wrong DS labels in the training stage dynamically, which means the same bag may have different soft labels in different epochs of training. The basis of soft-label method is the dominance of correctly labeled instances. For example, the sentence “X of Y” was born in Honolulu, but the syntactic pattern of the sentence in the bag for training and prediction. To be more consideration. Our contributions are three-fold:

• To the best of our knowledge, we first propose an entity-pair level noise-tolerant method while previous works only focused on sentence level noise.

• We propose a simple but effective method called soft-label method to dynamically correct wrong labels during training. Case study shows our corrections are of high accuracy.

• We evaluate our model on the benchmark dataset and achieve substantial improvement compared with the state-of-the-art systems.

2 Methodology

Multi-instances learning (MIL) framework splits the training set M into multiple entity-pair bags \{\langle h_1, t_1 \rangle, \langle h_2, t_2 \rangle, \cdots, \langle h_n, t_n \rangle\}. Each bag \langle h_i, t_i \rangle contains sentences \{x_1, x_2, \cdots, x_c\} which mention both head entity \( h_i \) and tail entity \( t_i \). The representation \( s_i \) of bag \langle h_i, t_i \rangle is a weighted combination of related sentence vectors \{\( x_1, x_2, \cdots, x_c \)\} which are encoded by CNN. Finally, we use soft-label score function to correct wrong labels of bags of entity pairs while computing probabilities for each relation type.

2.1 Sentence Encoder

We get the representation of certain sentence \( x_i = \{w_1, w_2, \cdots, w_m\} \) by concatenating word embeddings \{\( w_1, w_2, \cdots, w_m \)\} and position embeddings (Zeng et al., 2014) \{\( p_1, p_2, \cdots, p_m \)\}, where \( w_i \in \mathbb{R}^d, w_i \in \mathbb{R}^{d_w}, p_i \in \mathbb{R}^{d_p} = d_w + d_p \).

Convolution layer utilizes a sliding window of size \( l \). We define \( q_i \in \mathbb{R}^{l \times d} \) as the concatenation of words within the \( i \)-th window.

\[
q_i = \mathbf{w}_{i-l+1:i}(1 \leq i \leq m + l - 1)
\]

The convolution matrix is denoted by \( \mathbf{W}_c \in \mathbb{R}^{d_c \times (l \times d)} \), where \( d_c \) is the sentence embedding size. The \( i \)-th filter of the convolutional layer is computed as:

\[
f_i = [\mathbf{W}_c q + \mathbf{b}]_i
\]

Afterwards, Piecewise max-pooling (Zeng et al., 2015) is used to divide convolutional filter \( f_i \) into three parts \{\( f_{i}^{1}, f_{i}^{2}, f_{i}^{3} \)\} by head and tail entities. For example, the sentence “Barack Obama was born in Honolulu in 1961” are divided into ‘Barack Obama’, ‘was born in Honolulu’ and ‘in 1961’. We perform max-pooling on these three parts separately, and the \( i \)-th element of sentence vector \( x \in \mathbb{R}^{d_v} \) is defined as the concatenation of them:

\[
x_i = [\text{max}(f_i^1); \text{max}(f_i^2); \text{max}(f_i^3)]
\]

2.2 Sentence Level Weight distribution

The representation of entity pair \( \langle h_i, t_i \rangle \) is defined as a weighted combination of sentences in the bag. At-least-one: At-least-one assumption is a down sampling method which assumes at least one sentence in the bag will express the relation between two entities, and select the most likely sentence in the bag for training and prediction. To be more
specific, the weight of the selected sentence is 1 while those of other sentences in the bag are all 0.

**Selective Attention:** Lin et al. (2016) proposes selective attention mechanism to reduce weights of noisy instances within the entity-pair bag.

\[ s = \sum_i \alpha_i x_i; \alpha_i = \frac{\exp(x_i A r)}{\sum_k \exp(x_k A r)} \]  

where \( \alpha_i \) is the weight of sentence vector \( x_i \), \( A \) and \( r \) are diagonal and relation query parameters.

### 2.3 Soft-label Adjustment

The key of our method is to derive a soft label as the gold label for each bag dynamically during training, which is not necessarily the same label as the distant supervised (DS) label. We still use DS labels while testing. The soft label is determined dynamically, which means the same bag may have different soft labels in different training epochs. We propose following joint function to determine the soft label \( r_i \) for entity pair \( \langle h_i, t_i \rangle \):

\[ r_i = \arg \max (\mathbf{o} + \max(\mathbf{o}) A \odot L_i) \]  

where \( \mathbf{o}, A, L_i \in \mathbb{R}^{d_r} \) (\( d_r \) is the number of pre-defined relations). One-hot vector \( L_i \) indicates the DS label of \( \langle h_i, t_i \rangle \). Relation Confidence vector \( A \) represents the reliability of DS labels. Each element in \( A \) is a decimal between 0 and 1, which indicates the confidence of corresponding DS labeled relation type.  \( \odot \) operation represents element-wise production. \( \mathbf{o} \) is the vector of relational scores based on the entity-pair representation \( s_i \) of \( \langle h_i, t_i \rangle \). \( \max(\mathbf{o}) \) is a scaling constant which restricts the effect of the DS label. The score of the \( t \)-th relation type \( o_t \) is calculated based on the trained relation matrice \( M \) and bias \( b \):

\[ o_t = \frac{\exp(M s_t + b)}{\sum_k \exp(M s_k + b)} \]  

We use entity-pair level cross-entropy loss function using soft labels as gold labels while training:

\[ J(\theta) = \sum_{i=1}^{n} \log p(r_i | s_i; \theta) \]  

In the testing stage, we still use the DS label \( l_i \) of certain entity pair \( \langle h_i, t_i \rangle \) as the gold label:

\[ G(\theta) = \sum_{i=1}^{n} \log p(l_i | s_i; \theta) \]
### Table 1: Parameter settings of our experiments.

| Settings | One | Two | All |
|----------|-----|-----|-----|
| P@N(%)  | 100 | 200 | 300 |
| ONE     | 73.3 | 64.8 | 56.8 | 65.0 |
| +soft-label | 77.0 | 72.5 | 67.7 | 72.4 |
| ATT     | 73.3 | 69.2 | 60.8 | 67.8 |
| +soft-label | 84.0 | 75.5 | 68.3 | 75.9 |

Table 2: Top-N precision (P@N) for relation extraction in the entity pairs with different number of sentences. Following (Lin et al., 2016), One, Two and All test settings random select one/two/all sentences on the bags of entity pairs from the testing set which have more than one sentence to predict relation.

#### 3.2 Comparison with previous work

Mintz (Mintz et al., 2009), MultiR (Hoffmann et al., 2011) and MIMLRE (Surdeanu et al., 2012) are feature-based models. PCNN-ONE (Zeng et al., 2015) and PCNN-ATT (Lin et al., 2016) are piecewise convolutional neural network (PCNN) models based on at-least-one assumption and selective attention, which are introduced in Section 2.2, respectively. All the results of compared models come from the data reported in their papers.

#### 3.3 Experimental Settings

We use cross-validation to determine the parameters in our model. Soft-label method uses PCNN-ONE/PCNN-ATT to represent the bags of entity pairs, and we don’t tune on the parameters of PCNN-ONE/PCNN-ATT for fair comparison. So we use the same pre-trained word embeddings and parameters of CNN encoder as those of Lin et al. (2016). Detailed parameter settings are shown in Table 1. Moreover, we use Adam optimizer. Besides, to avoid negative effects of dominant NA instances in the beginning of training, soft-label method is adopted after 3000 steps of parameter updates. The confidence vector $A$ is heuristically set as $[0.9, 0.7, \cdots, 0.7]$ (the confidence of NA is 0.9 while confidence of other relations are all 0.7).

#### 3.4 Precision Recall Curve

We have following observations from Figure 2: (1) For both ATT and ONE configuration, soft-label method achieves higher precision than baselines when recall is greater than 0.05. After manual evaluation, we find that most wrong instances with less than 0.05 recall are wrong labeling entity pairs in test set. (2) Even weaker baseline PCNN-ONE using soft labels gets a slightly better performance than PCNN-ATT. (3) When recall is between 0.05 and 0.15, the curve of our model ATT+soft-label is relatively stable, which demonstrates soft-label can obtain relatively stable performance in extracting relational facts.

#### 3.5 Top N precision

Table 2 shows top-N precision (P@N) of the state-of-the-art systems and our model. We can see that (1) For both PCNN-ONE and PCNN-ATT model, soft-label method improves the precisions by over 10% in all test settings, which demonstrates the effects of our model. (2) Even a weaker baseline (PCNN-ONE) with soft-label method achieves higher precision than a strong model (PCNN-ATT). It shows that entity-pair level denoise model performs much better than the models which only focus on sentence level noise.

| False positive: Place lived $\rightarrow$ **Place of death**
| Fernand nault, one of canada’s foremost dance figures, died in montreal on tuesday. |
| False positive: Place lived $\rightarrow$ **NA**
| Alexandra pelosi, a daughter of representative nancy pelosi, and paul pelosi of san francisco, was married yesterday to · · ·. |
| False Negative: **NA** $\rightarrow$ **Nationality**
| By spring the renowned chef Gordon Ramsay of England should be in hotels here. |
| False Negative: **NA** $\rightarrow$ **Work in**
| · · ·, said Billy Cox, a spokesman for the United States Department of Agriculture. |

Table 3: Some examples of soft-label corrections while training
Marcus Samuelsson began ... when he was visiting his native Ethiopia. Marcus Samuelsson chef born in Ethiopia and raised in Sweden ... .

Table 4: Two typical wrong corrections of soft-label adjustment during training.

### 3.6 Case Study

Some examples of soft-label corrections during training are shown in Table 3. We can see that soft-label method can recognize both false positives and false negatives during training and correct wrong labels successfully. The two sentences above are mislabeled as place lived because triple facts (Fernand nault, place lived, Montreal) and (Alexandra peolosi, place lived, san francisco) exist in Freebase. However, the two sentences fail to express place lived relation. Our model can automatically correct them by soft-label adjustment. The two sentences below show that our model can also change false negative (NA) examples caused by missing facts in Freebase to correct ones.

Besides, our model has strong ability to distinguish different relational patterns, even for similar relations like Place lived, Place of born, Place of Death.

### 4 Error Analysis

We randomly select 200 instances of soft-label corrections during training for PCNN-ONE and PCNN-ATT respectively and check them manually. The accuracy of soft-label corrections for PCNN-ONE is 88.5% (177/200) while that for PCNN-ATT is 92% (184/200). We notice that the accuracy of PCNN-ATT+soft-label is slightly higher than that of PCNN-ONE+soft-label. The condition is the same as our expectation. As explained in Sec 2.2, PCNN-ATT has better bag representations than PCNN-ONE because it can reduce the effect of noisy instances within the bag. The soft-label of certain bag is determined by its bag representation and the confidence of corresponding DS label. So the accuracy of soft-label corrections for PCNN-ATT can benefit from better bag representations.

Although most of soft-label corrections are of high accuracy (90.25%), there are still several wrong corrections. Table 4 lists two typical wrong corrections during training. Wrong corrections like Case 1 fail to distinguish similar relations (both Nationality and place of birth are relations between people and locations) between entities because of their similar sentence patterns. However, wrong corrections like Case 1 are rare (5/39) in our experiments. Soft-label method can still distinguish most similar relations as shown in Sec 3.6. In Case 2, factual relation location contains is mistaken as NA partially because the relational pattern of this sentence is somewhat different from the regular location contains pattern. Additionally, soft-label method has a tendency to label ambiguous facts as NA because negative instances (NA) are dominated in the corpus. However, most bags which are soft-labeled as NA are still well-labeled in our experiments.

We argue that the minor wrong corrections of relational facts during training don’t affect the overall performance much because distant supervision doesn’t lack instances of relational facts due to its strong ability to automatically label large web text.

### 5 Conclusion and Future Work

This paper proposes a noise-tolerant method to combat wrong labels in distant-supervised relation extraction with soft labels. Our model focuses on entity-pair level noise while previous models only dealt with sentence level noise. Our model achieves significant improvement over baselines on the benchmark dataset. Case study shows that soft-label corrections are of high accuracy.

In the future, we plan to develop a new measurement for the reliability of certain distantly supervised label by evaluating the corresponding similarity between certain instance and the potential correctly labeled instances instead of using heuristically set confidence vector. In addition, we tend to find a more suitable sentence encoder rather than piece-wise CNN for our soft-label method.
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