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Abstract—As software systems evolve, their architecture is meant to adapt accordingly by following the changes in requirements, the environment, and the implementation. However, in practice, the evolving system often deviates from the architecture, causing severe consequences to system maintenance and evolution. This phenomenon of architecture erosion has been studied extensively in research, but not yet been examined from the point of view of developers. In this exploratory study, we look into how developers perceive the notion of architecture erosion, its causes and consequences, as well as tools and practices to identify and control architecture erosion. To this end, we searched through several popular online developer communities for data of discussions related to architecture erosion. Besides, we identified developers involved in these discussions and conducted a survey with 10 participants and held interviews with 4 participants. Our findings show that: (1) developers either focus on the structural manifestation of architecture erosion or on its effect on run-time qualities, maintenance and evolution; (2) alongside technical factors, architecture erosion is caused to a large extent by non-technical factors; (3) despite the lack of dedicated tools for detecting architecture erosion, developers usually identify erosion through a number of symptoms; and (4) there are effective measures that can help to alleviate the impact of architecture erosion.

Index Terms—Architecture Erosion, Online Developer Communities, Survey, Interview, Empirical Study

I. INTRODUCTION

Ideally, during the lifespan of a software system, its software architecture is constantly modified to satisfy new requirements and accommodate changes in the environment; therefore, the evolution of the architecture is aligned with the evolution of the software system [1]. However, with the increasing complexity and changing requirements, the brittleness of a software system may increase, and the implementation may deviate from the architecture over time [2]. This divergence between the intended and the implemented architecture is often called architecture erosion [3].

Architecture Erosion (AEl) is not a new concept. Perry and Wolf [2] explained around 30 years ago how a slowly eroding architecture makes it harder for new developers to understand the original system design. The phenomenon of AEl has been described using different terms in the literature, such as architectural decay [4], [5], architecture degeneration [6], architecture degradation [7], and design erosion [8]. AEl can significantly affect software development. Specifically, AEl can decrease software performance [9], substantially increase evolutionary costs [10], and degrade software quality [11], [3]. Moreover, in an eroded architecture, code changes and refactorings could introduce new bugs and aggravate the brittleness of the system [2]. Given such negative consequences, it is critical to investigate how far practitioners are aware of it and how they perceive it in their daily work.

Although AEl has been studied in the literature, there is little knowledge about the current state of practice of AEl from the perspective of developers. Hence, we attempted in this work an in-depth exploration of the viewpoints of developers on the notion of AEl, the causes and consequences of AEl, the used practices and tools for detecting AEl, and the measures to control and prevent AEl. To find developers with knowledge and experience on AEl, we looked into online developer communities, similar to the recent studies [12], [13], [14]. These communities cover a wide spectrum of topics on software development, where practitioners share their development experience, ask questions and get responses. Specifically, we collected data about AEl from developer discussions in six popular online developer communities. In addition, we also leveraged the communities to reach out to developers who took part in the discussions, and thus were aware of and experienced on AEl. We then collected their opinions by conducting a mini survey with 10 participants and holding interviews with 4 participants. Finally, we analyzed the collected data from all the data sources (i.e., posts, questions and answers, surveys, interviews) using Constant Comparison [15].

The contributions of this work are threefold: (1) we explored how developers describe the phenomenon of AEl and how they perceive its manifestation; (2) we categorized and analyzed the diverse causes of AEl and the potential consequences to development from the developers’ perspective; and (3) we investigated the effective tools and practices for detecting AEl, and presented the measures suggested by developers to control and prevent AEl.

The paper is organized as follows: Section II introduces related work on AEl and online developer communities. Section III elaborates on the study design. The results of each research question are presented in Section IV, and their implications are discussed in Section V. Section VI examines the threats to validity, while Section VII summarizes this work and outlines the directions for future research.

This work was partially funded by the National Key R&D Program of China with Grant No. 2018YFB1402800. The authors gratefully acknowledge the financial support from the China Scholarship Council.
II. RELATED WORK

A. Architecture Erosion

Several studies have explored the AEr phenomenon, which is described in various terms, such as “architecture erosion” [3], “architecture decay” [16], “architecture degeneration” [7], “software deterioration” [17], “architectural degeneration” [18], and “software degradation” [19].

Many studies focus on AEr with the purpose of identifying and repairing eroded architectures. For example, Wang et al. [20] proposed a multilevel method for detecting and repairing AEr based on architecture quality. Le et al. [5] identified AEr by analyzing architectural smells and their relationships between reported issues. De Silva and Balasubramian [3] conducted a comprehensive survey on how to control AEr and the techniques for restoring and repairing eroded architectures, and they found that academic methods had limited adoption in industry. While the aforementioned studies proposed approaches for detecting and repairing AEr, to the best of our knowledge, there are no studies that investigate AEr from the perspective of developers. Therefore, our study differs from the existing studies in that it offers an examination of the phenomenon from the developers’ perspective, including its concept, the causes and consequences, as well as the tools and approaches used in practice to detect and control AEr.

B. Online Developer Communities

There are millions of software practitioners who are active in online developer communities. They exchange knowledge, share experience, and provide an abundance of valuable discussions about software development. Such communities have been extensively utilized to conduct studies in the field of software engineering. For example, Stack Overflow, which is the largest and most visited Q&A website, has been used as a source to efficiently identify architecturally relevant knowledge [21], investigate the relationships between architecture patterns and quality attributes [22], examine users’ behaviors and topic trends [23], study architecture smells [13], and explore anti-patterns and code smells [12]. In addition, other popular online developer communities are also used for research in software engineering, for example, understanding social and technical factors of contributions in GitHub [25].

Considering the advantages of online developer communities (such as the vast amount of available information, fast responses to questions, and diverse solutions to engineering problems), we decided to use them as our data source. In addition to mining data from these communities, we went one step further and contacted developers from these communities to collect more in-depth data. This allowed us to target subjects that have experience in the topic of AEr, while also to use two more sources (survey and interviews) for the sake of triangulation [26] (see Section III).

III. STUDY DESIGN

We formulated the goal of this study based on the Goal-Question-Metric approach [27] as follows: analyze the perception of architecture erosion in practice for the purpose of understanding with respect to the notion, causes, consequences, detection and control of architecture erosion from the point of view of developers in the context of industrial software development. In the following subsections, we explain the Research Questions (RQs), motivation, and the corresponding research steps and methods used to answer the RQs.

A. Research Questions

RQ1: How do developers describe architecture erosion in software development?

RQ1.1: Which terms do developers use to indicate architecture erosion?

RQ1.2: How does architecture erosion manifest according to developers?

RQ2: What are the causes and consequences of architecture erosion from the perspective of developers?

RQ3: What practices and tools are used to detect architecture erosion in software development?

RQ4: What measures are employed to control architecture erosion in software development?

After AEr is detected, it needs to be controlled to prevent it from hurting the system. By answering this RQ, we want to identify the measures taken by developers for addressing AEr in practice and the effect of these measures. Being aware of these measures has a direct benefit to practitioners, as the measures can help to prolong the lifetime of systems, and save substantial maintenance effort [3]. Moreover, categorizing the measures against AEr can provide insights to researchers for refining and extending existing approaches (e.g., [29]).

B. Research Process

To answer the RQs, we need to collect the opinions, knowledge, and experiences about AEr from practitioners.
Considering that many practitioners may not be familiar with the concept and terms of AEr, we need an efficient mechanism to find practitioners who have the knowledge about AEr.

Online developer communities are regarded as an important platform for practitioners to communicate and share their knowledge and experience [30]. For instance, Stack Overflow contains 20 million asked questions and 13 million users as of 21 January 2021. Hence, we decided to first collect data from the most popular developer communities and then contact the developers who were involved in the discussions about AEr. In detail, we followed five steps for data collection and analysis (see Figure 1), as elaborated in the following paragraphs.

(1) Identify most popular developer communities

There is no dedicated communities/websites for discussing issues of software architecture. Therefore, we planned to collect data from developer communities, and we first identified the most popular developer communities. We conducted a web search using Google in two steps:

1) Execute search queries: We searched in Google using the search terms: “popular/ranking/top/best online developer communities/forums”.

2) Identify websites: We counted the frequency of websites mentioned in the search results, and ranked them to obtain the most frequently mentioned websites (see Table I). After the eighth most frequently mentioned websites, the rest had much lower frequencies so we considered the top eight. The complete list of websites and the corresponding frequencies are available online [31].

(2) Select developer communities

We conducted a pilot search on each of the eight most popular developer communities (see Step (1) and Table I). For each developer community, we searched using the terms: “architecture erosion”, “architecture degradation”, “architecture decay”. We then checked a sample from the top returned results, and determined their relevance to the topic of “architectural erosion”. Based on this pilot search, we selected six developer communities (see Table I), and excluded two (GitHub and Stack Exchange). The justification of excluding GitHub and Stack Exchange is presented below, and we also discussed the threat of this process in Section VI.

- When conducting the pilot study on GitHub, there are a large number of search results from Issues and Commits on GitHub, but a very low percentage of the results relate to AEr (less than 0.1%). Therefore, the data extraction from GitHub would result in a very low return on investment.
- Stack Exchange is a Q&A website on topics in diverse fields, but not limited to software development. Stack Overflow is the largest sub-website of Stack Exchange and contains a number of discussion on software architecture [32]. Thus, to avoid duplicated search results, we excluded Stack Exchange and retained Stack Overflow.

(3) Identify posts relevant to architecture erosion

In this step, we collected posts from the selected developer communities (see Step (2) and Table I), which discuss AEr, and can provide answers to our RQs (see Section III-A).

Specifically, we performed two sub-steps: collecting (3a) and filtering posts (3b), as detailed below.

(3a) Collect posts relevant to architecture erosion

To identify the most suitable terms for capturing posts relevant to AEr, we experimented with several terms within the developer communities. After a pilot search with several combinations of search terms, we decided to use the search query below: (additional details of the pilot search with other combinations of search terms, we decided to use the search query below: (additional details of the pilot search with other search terms are available online [31]).

\[
\text{((architecture OR architectural OR structure OR structural)
AND (decay OR erode OR erosion OR degrade OR degradation OR deteriorate OR deterioration))}
\]

To execute the search query effectively, we used different search engines for each developer community (see Table I), depending on the effectiveness of internal search engines offered by each developer community. For Stack Overflow, Sitepoint, and Hack News, we used their internal search engines. In contrast, Dzone, Reddit, and Code Project lack an effective search engine, and thus we used Google.

For each developer community, we executed the same search query, and removed duplicated search results. We executed the search manually for all the developer communities except for Stack Overflow, for which we built a crawler to automatically execute queries, collect and remove duplicated posts. We identified duplicated Stack Overflow posts by comparing the title of each post with other posts; using the title results in less duplicates, as posts may have different IDs but contain the same information (e.g., Stack Overflow posts with IDs “36475408” and “36475800”).

(3b) Filter posts relevant to the RQs

We manually checked the collected posts to ensure their relevance to answering the RQs (see Section III-A). To achieve this, we specified the following inclusion and exclusion criteria (Boolean AND is used to connect the inclusion criteria):

1) Inclusion criteria

- I1: The post (and its answers) discusses architecture erosion in software development.

To access the post on Stack Overflow, add the ID number to the URL: https://stackoverflow.com/questions/ID

| #   | Website          | URL Link                           | S¹ | # R² | A³ |
|-----|------------------|------------------------------------|----|------|----|
| 1   | Stack Overflow   | https://stackoverflow.com/        | Yes| 3973 | 39 |
| 2   | Reddit           | https://www.reddit.com/r/          | Yes| 38   | 4  |
| 3   | Dzone            | https://dzone.com/                | Yes| 556  | 26 |
| 4   | Hack News        | https://news.ycombinator.com/      | Yes| 623  | 8  |
| 5   | GitHub           | https://github.com/               | No | -    | -  |
| 6   | Stack Exchange   | https://www.stackexchange.com/    | No | -    | -  |
| 7   | Code Project     | https://www.codeproject.com/      | Yes| 821  | 2  |
| 8   | Sitepoint        | https://www.sitepoint.com/community/ | Yes| 61   | 1  |
| Total|                  |                                    |    | 6074 | 80 |

¹-³ S = Selected communities, R = Number of retrieved posts, A = Number of analyzed posts


- **I2:** The post (and its answers) is relevant to answering the RQs.

2) Exclusion criteria

- **E1:** When the content of two or more posts contain similar information, we exclude the one less relevant to the RQs.

Before the formal data filtering through manual inspection, to reach an agreement about the criteria, we conducted a pilot filtering step with 50 posts randomly-selected from the 3,973 retrieved posts on Stack Overflow, which were checked by the first and second author independently. We then calculated the Cohen’s Kappa coefficient [33] of the pilot filtering results to measure the inter-rater agreement between the two authors; this achieved an agreement of 0.728. Any disagreements and uncertain judgments on the posts were discussed between the two authors until a consensus was reached. Then the first author conducted the formal filtering with all the retrieved posts (see Table I), and discussed with the second author any uncertainties in order to get a consensus. Eventually, we collected in total 80 posts related to our RQs (see Table I). Note that, 3,973 posts were originally retrieved from Stack Overflow, but we excluded a large number of irrelevant posts (e.g., topics about image erosion, array decay/degradation, learning rate decay).

(4) Survey practitioners about architecture erosion

While the data from community posts are valuable, we wanted to enrich them with other data sources; this helps also to achieve data source triangulation [26]. Thus we conducted a survey and interviews for collecting more data from another two sources (i.e., questionnaires and interviews). The prerequisite of conducting surveys and interviews is to find qualified participants, and collecting posts that discuss AEr (as explained in Step (3)) gives us the chance to identify the practitioners, who are potentially knowledgeable about AEr. These practitioners who were involved in the discussion of the collected posts can provide credible answers to the RQs.

To identify practitioners, we manually inspected the profiles of users, who were involved in the discussion of the 80 collected and filtered posts (from Step (3)). However, some users provided minimal information in their profile about their identity. This prevented us from identifying all potential practitioners. After inspecting all user profiles, we found 38 valid user profiles, from which we could discern their identity and contact information. We further searched for these 38 practitioners on LinkedIn, in order to validate their identity, and gather missing background and contact information. We note that the anonymity of these developers is preserved in both the manuscript and the accompanying dataset [31].

We contacted the 38 practitioners, and sent each practitioner two invitations. The first one was for answering the survey and the second invited them for participating in a one-to-one interview. 13 out of the 38 practitioners (34.2%) accepted our invitations for either filling out the survey (10 practitioners) or conducting a one-to-one interview (4 practitioners); note that one developer took part in both the survey and the interview. We got a response rate of 34.2%, which is much higher than the general response rate in empirical software engineering research around 5% [34]. Table II provides the background information about the 13 practitioners.

Based on the selected posts and our RQs, we used similar questions for both the customized surveys and interviews (available online [31]). The questions were designed and refined iteratively by the authors. We decided to use open-ended questions to allow practitioners to express their own opinions; this is in line with our research goal to determine the practitioners’ point of view on AEr. Before sending the survey to practitioners and conducting the interviews, we conducted a pilot survey with 2 developers who had the knowledge about AEr and helped to improve the clarity of the questions. Note that the pilot survey answers were not included in the data for

| SI | EB | YE | YA | YD | Role | Location |
|----|----|----|----|----|------|----------|
| S  | PhD | 44 | 28 | -  | Director | UK      |
| S  | MSc | 15 | -  | 10.3 | Senior Consultant | Norway |
| S  | BSc | 25 | -  | 25  | Senior Software Engineer | UK      |
| S  | PhD | 20 | 6.9 | 6.2 | Senior Lead Developer | UK      |
| S  | MSc | 20 | 2  | 14.8 | Architect | Spain    |
| S  | PhD | 20 | 54 | 15.8 | Architecture Consultant | Denmark |
| S  | MSc | 16 | -  | 15.3 | DevOps Coach | Norway  |
| I  | MSc | 27 | 16 | -   | CEO | USA      |
| I  | MSc | 20 | 2.1 | 15  | Lead Software Developer | USA      |
| B  | MSc | 21 | 15 | 6   | Software Intelligence Expert | USA      |
| S  | PhD | 21 | 7.7 | 3.9 | CEO | USA      |
| S  | PhD | 16 | -  | 16  | Research Scientist | USA      |
| I  | MSc | 8  | 2.8 | 5.2 | Senior Software Engineer | India   |

*S = Survey, I = Interview, B = Both
1-4 EB = educational background, YE = years of experience in software development, YA = years of experience as architect, YD = years of experience as developer*
analysis. The survey and interviews are detailed below.

Survey: We sent the questionnaire to the 38 practitioners, and 10 of them accepted our invitation to fill in the questionnaire. To make the questionnaire more relevant to the practitioners and improve the response rate, we sent each practitioner a customized version of the questionnaire [31], which was aligned with the post that he/she was involved by using the same term of AEr as the practitioner used to prevent misunderstanding. The survey responses were collected by Google Forms and saved in a Word document for later extraction and analysis (see Step (5)).

Interviews: We conducted semi-structured interviews following the guidelines in software engineering [35] with 4 practitioners, who accepted our invitation. The interviews were conducted by the third author (a postdoctoral fellow), and transcribed and analysed by the first and second authors (see Step (5)). For the interviews, we used similar questions with the survey as a basis. As is usual with semi-structured interviews, additional questions came up during the interview depending on the answers to specific questions; in such cases, we allowed the practitioners to freely express their opinions.

(5) Data extraction and analysis
We used the data items (see Table III) to collect data from three sources, i.e., online developer communities (80 posts), the survey (10 answers), and interviews (4 interviews). The first author extracted the data and the second author subsequently reviewed it. To alleviate personal bias, any uncertainties and ambiguities in the extraction results were discussed between the first and second authors to reach an agreement.

Regarding data analysis, we used descriptive statistics (for data item D1 and D4) and Constant Comparison [15] (for data items D1-D5) to analyze and categorize the extracted qualitative data. Constant Comparison can be used to generate concepts, categories, and theories through a systematic analysis of the qualitative data. For the five data items, the first author coded the data (around 400 annotations) using Constant Comparison and the second author checked the coding results during the two coding activities (i.e., open coding and selective coding); any divergence in the coding and categorization results were further discussed until the two authors reached an agreement. To effectively code and categorize data, we employed the MAXQDA tool [36] to help conduct manual data coding, which is a commercial tool for qualitative data analysis. All the data of this study is available online [31].

IV. RESULTS
A. RQ1 - Description of architecture erosion
To answer RQ1.1, we first used descriptive statistics to analyze the frequencies of the used terms. We then categorized the terms used to describe AEr into five types (see Table IV). We can see that most developers prefer to use erode/erosion to describe AEr. The term degrade/degradation comes second, followed closely by decay. Another popular term, though not as popular as the first three, is deteriorate/deterioration. In addition, we found several terms not included in our search terms are used to represent the AEr phenomenon when we manually checked the extracted data, such as software rot, software entropy, software aging, and fundamental design flaw. Note that, some developers used ambiguous or high level terms to describe AEr, like system degradation; but it is not clear whether a term like system degradation refers to performance degradation or structure degradation of the system. For this reason, we excluded such vague terms.

To answer RQ1.2, we analyzed the context of AEr mentioned by developers and categorized the manifestation of this phenomenon in four perspectives with Constant Comparison.

From the structure perspective: the structure of an eroded architecture deviates from the intended architecture. As mentioned by interviewee #1, “Architecture (erosion) is about the original architecture blueprint got lost when you can’t know architecture structure and boundaries anymore”. A number of striking examples were reported. Consider, for example, the violation of design rules about encapsulation that breaks implemented abstract layers and can have long-lasting impact on maintenance (in the interest of performance). A similar
problem is the accumulation of cyclic dependencies and increased coupling, both resulting in binding elements together that were intentionally separated by architects. Finally, other mentioned structural manifestations include dead/overlapping code, and obsolete or incompatible third-party libraries.

From the quality perspective: an eroded architecture may not meet the original or current non-functional requirements; thus the system quality attributes are degraded. As developer #1 stated “to make changes error prone, or to no longer meet cross-functional requirements (performance, security, scalability, etc.)”. Our data indicates a negative effect of AErs mostly on reliability (mainly due to increasing error-proneness), performance, and user experience.

From the maintenance perspective: an eroded architecture could be harder to understand, fix bugs, and refactor. As developer #2 stated “it is often very hard to understand the existing architecture, determine the extent of architectural decay, and identify architectural smells and metric violations”. Our data indicates that increasing complexity and technical debt often become common in eroded architectures, making bug-fixing and refactoring increasingly difficult.

From the evolution perspective: an eroded architecture makes it hard or even impossible to plan the next evolution steps, e.g., which features to implement next or which technologies to adopt. As developer #3 pointed out “the unfortunate side effect of this [erosion] is that it becomes more and more difficult to add new visible features without breaking something”. Developer #3 also commented that, when an architecture erodes over time, “the stakeholders will notice instability, high maintenance cost and ridiculously high cost for adding or changing features”.

B. RQ2 - Causes and consequences of architecture erosion

(1) Causes of architecture erosion

In Table V, we list the potential causes leading to AErs, categorized into 12 types. Inappropriate architecture changes are the most frequently mentioned reason incurring AErs, and often happen in the maintenance and evolution phases in a number of ways: introducing new anomalies (e.g., cyclic dependencies), breaking architectural rules, introducing new architectural principles that are incompatible with existing frequent modifications leading to the accumulation of cyclic dependencies. It is hard to accurately anticipate the side effects of those architectural changes, as developers cannot fully understand which part of the functionality will be implicated. The inappropriate changes to an architecture increase the risk of undermining the architectural integrity (e.g., breaking the encapsulation rules), introducing new bugs and causing architecture smells (e.g., increasing superfluous dependencies).

Unlike inappropriate architecture changes that happen during maintenance, architecture design defects often occur in the design phase. It could be regarded as a hidden danger to sustainability, as they often cannot be discovered via static analysis. These flaws in the system architecture, eventually lead to a gap between the intended architecture and the implementation. For example, if the original system has a “bad encapsulation”, the implementation is likely to gradually deviate from the intended architecture as dependencies are created with the poorly encapsulated functionality over time. Developer #16 commented that, AErs happens as “the inherent flaws present in every initial design begin to surface”. Developer #22 mentioned that “if your core system abstractions are not clean, then the system is destined to degrade”.

Lack of management skills is another common cause of AErs and examples include: assigning incompetent developers to do a job they do not fit, having unreasonable rewarding and punishment metrics in place (that could lead to a high turnover of staff), lacking proper training and education for developers (resulting, for example, in non-uniform coding standards), or lacking long-term strategies for architecture evolution. As developer #15 stated “some worse or mediocre developers who just are too uncomfortable with creative development and technical decision making are “promoted” to the management. As a result, everyone suffers, ..., it often creates disaster”.

The accumulation of technical debt is also a major cause leading to AErs. Technical debt [37] is a short-term solution that may expedite development, but it might violate architectural principles, hampering refactoring and maintenance in general, and eventually deviating from the target architecture. As developer #4 stated “the short term benefit of finishing your task now by taking short cuts versus the long term risk of making the code less understandable”.

Disconnection between architects and developers manifests through three scenarios: (1) architects do not adequately monitor the implementation process; (2) developers do not actively participate in the architecting process; or (3) there is complete absence of architect roles. Architects need to guide and monitor the implementation of architecture design and developers also need to understand the rationale of architectural decisions. As mentioned by developer #5 “the software changes need special attention (architectural assessment) from software architects. If this does not happen, the architecture could erode or become overly complex”.

Knowledge vaporization is mostly due to developer turnover, and poorly documented architectural knowledge. It is a potential threat to project management. For instance, knowledge is lost when developers leave the team, while new developers may violate architecture design principles due to the lack of knowledge about the current architecture.

Requirements changes challenge the architecture sustainability, e.g., when the architecture is incompatible with the newly-added or changed requirements, developers need to remove some parts from the architecture and add extra “patches”; this often impacts the maintainability and extensibility of the architecture. Note that, this kind of requirements are usually unforeseen and/or unplanned requirements (e.g., increasing demands for storage), that are in conflict with existing design rules and constraints.

Lack of communication has many obvious disadvantages to software development and particularly maintenance. For example, as mentioned by developer #6 “if some developers isolate themselves from others, this may reduce the commu-


tation complexity at the cost of increasing the program complexity”; consequently this increased complexity makes it harder to implement the intended architecture correctly. Interviewee #2 stated “communication is key, for everyone on a team, including the architects and builders”.

In many cases, due to quick iterations and releases, developers might ignore long-term architectural strategies. Particularly, agile development is considered as a cause of rapid AEr. This is a common and recurring issue faced by agile development teams, as described by developer #7 “No architecture will stay intact in the face of agile, evolving requirements”. Recent studies also show that agile process may not make a project agile [38] and architecture might become the bottleneck of agile projects. Additionally, increasing complexity could slowly degrade the architecture, make codebases less understandable, and gradually make it harder and harder to maintain and evolve the system.

Lack of maintenance is regarded as another cause of AEr. If the architectural components are outdated and maintainers do not constantly refactor and maintain the codebase to keep it tidy and clean (e.g., replacing obsolete third party libraries), the architecture is destined to erode. Finally, there are four less frequently mentioned causes of AEr, including environment change, business process change, business pressure, and treating quality concerns as second-class citizens. For example, when a business process changes, the architecture might become incompatible with the new process (i.e., erosion).

(2) Consequences of architecture erosion

The consequences of AEr are presented in Table VI. Hard to understand and maintain is the most frequently mentioned consequence. For example, an eroded architecture with implicit dependencies might be difficult to maintain without breaking some dependencies, and developers may not understand the ramifications of breaking these dependencies. Run-time quality degradation is another major consequence of AEr. Users perceive a compromise in run-time qualities, such as performance, reliability, and user experience.

Eroded architectures may incur an enormous cost to refactor. As developer #8 said “there is a risk that the refactoring cost is significant, possibly even too high to contemplate, resulting in a system is “stuck” in an undesirable form”. Furthermore, due to the increasing complexity of systems (e.g., cyclic dependencies), slowing down development can be common during the development and maintenance phase. For example, time-to-delivery is delayed, while implementing new features and debugging can become extremely slow or even stagnant. In the worst case, an eroded architecture may render the system a big ball of mud [39], i.e., the system lacks a perceivable architecture. As developer #9 stated “As with all big ball of muds, the issue doesn’t usually make itself apparent until there’s some maintenance/enhancement needed”.

An eroded architecture can cause high turnover rate, as developers are forced to work on a messy architecture. Developer #10 explained how this affects an organization: “it’s not the software that rots but instead the users and/or organization that decays”. Developer #11 discussed the similarity between the software and the organization: “Conway’s Law would suggest that software architecture mirrors organization structure, so it too would become more brittle”. The high turnover further aggravates AEr, due to losing knowledge about system requirements and design decisions. Additionally, the overall complexity of the architecture can increase drastically. Developer #12 stated “architectural erosion starts to happen as you add capabilities and slowly increase software complexity”. The accumulation of complexity, if left un-controlled, bears the risk of bringing the entire project to a halt.

C. RQ3 - Identifying architecture erosion

(1) Tools

To answer RQ3, we collected the practices and tools employed to identify AEr. Table VII lists the 13 tools collected and ranked according to their frequency mentioned by developers. We note that these tools practically identify issues in the architecture that can be considered as symptoms of AEr; in other words, none of the tools claims to specifically identify AEr per se. For example, Lattix [40] is a commercial tool that allows users to create dependency models to identify architecture issues; NDepend [40] can help users to find out architectural anomalies; Structure101 [41] offers views of code organization and helps practitioners to better understand the code structure and dependencies for checking architecture conformance. Some tools are language-specific, such as JDepend [42] and Archie (for Java), Designite (for C#), while other tools support multiple programming languages.

### TABLE V

| No. | Cause                                    | Type          | Count |
|-----|------------------------------------------|---------------|-------|
| 1   | Inappropriate architecture changes       | Technical     | 22    |
| 2   | Architecture design defects              | Technical     | 15    |
| 3   | Lack of management skills                | Non-technical | 13    |
| 4   | Technical debt                          | Technical     | 11    |
| 5   | Disconnection between architects and developers | Non-technical | 10    |
| 6   | Knowledge vaporization                   | Non-technical | 9     |
| 7   | Requirements change                      | Both          | 9     |
| 8   | Lack of communication                    | Non-technical | 8     |
| 9   | Agile development                        | Technical     | 8     |
| 10  | Increasing complexity                    | Technical     | 7     |
| 11  | Lack of maintenance                      | Both          | 6     |
| 12  | Others (environment change, business process change, business pressure, quality concerns as 2nd-class) | Non-technical | 9     |

### TABLE VI

| No. | Consequence                         | Count |
|-----|-------------------------------------|-------|
| 1   | Hard to understand and maintain     | 20    |
| 2   | Run-time quality degradation        | 13    |
| 3   | Enormous cost to refactor           | 11    |
| 4   | Big ball of mud                     | 9     |
| 5   | Slowing down development            | 5     |
| 6   | High turnover rate                  | 3     |
| 7   | Overall complexity                  | 2     |

---

TABLE VI

**CONSEQUENCES OF ARCHITECTURE EROSION**

| No. | Consequence                         | Count |
|-----|-------------------------------------|-------|
| 1   | Hard to understand and maintain     | 20    |
| 2   | Run-time quality degradation        | 13    |
| 3   | Enormous cost to refactor           | 11    |
| 4   | Big ball of mud                     | 9     |
| 5   | Slowing down development            | 5     |
| 6   | High turnover rate                  | 3     |
| 7   | Overall complexity                  | 2     |
(2) Practices
Apart from the tools mentioned by developers, we also found several general practices applied to identify AEr, as elaborated in the following paragraphs.

Dependency Structure Matrix (DSM) [43] can be used to visually represent a system in the form of a square matrix. Developer #13 mentioned “DSMs are also a powerful way of setting and visualizing design rules. They make it easy to pinpoint violations to design rules”, which are typical symptoms of AEr. DSMs can visualize dependency relationships between packages (e.g., [16], [44]); understanding such dependencies helps detect AEr during the maintenance phase.

Software Composition Analysis (SCA) [45], [46] refers to the process that provides visibility of open source components in a system. As stated by developer #14, “Managing a product against software decay can be a nightmare, but again a good SCA tool should be able to take care of that. It should update the developers when a new open-source library becomes available”. Open source components are used in software products across all industries, and SCA can especially help to determine latent obsolete components that can typically cause AEr. There are also some SCA tools available, such as WhiteSource, Snyk, and Sonatype.

Architecture Conformance Checking (ACC) refers to the type of conformance between the implemented architecture and the intended architecture. The detection happens by identifying architectural violations in the implementation. As developer #3 mentioned “It is easier to pass a system from a development team to a maintenance team, especially when changes can automatically be checked for architectural conformance. Also new team members need less time to become productive because the code is easier to understand”.

Architecture monitoring refers to using tools to monitor the health of the architecture by detecting architecture issues. This is achieved by various techniques (e.g., Reflexion models [47]) and metrics, such as coupling, size of files, hotspots [48]). As developer #13 mentioned “When design rules are monitored, right scheduling does not erode the architecture and, if it does, the consequences of time pressure can be tracked (architectural technical debt) and monitored”.

Code review is a continuous and systematic process conducted by developers or architects to identify mistakes in code, such as violations of design patterns. As developer #1 mentioned “when the team is small enough, using code reviews will be effective enough to prevent architectural erosion”.

Checking the change of architectural smell density is a method employed to detect AEr following the release timeline by statically comparing architectural smells in various versions. As developer #17 stated “Comparing absolute values of detected architecture smell instances across versions is not a good idea because the size of the code is also changing. Therefore, we compute architectural smell density. It is a normalized metric capturing number of smells per one thousand LOC”. By observing the change rate of architectural smell density [49], developers can find out from which version, the architecture started to deteriorate.

Architecture visualization [50] aims at representing architectural models and architectural design decisions using various visual notations. It helps to better understand the architecture and its evolution by visualizing the structure, metrics, and dependencies between architecture elements (e.g, components) in a project. Understanding architectural dependencies of a system through visualization is significant to detect the proliferation of violations [47] and further erosion.

D. RQ4 - Addressing architecture erosion
To answer RQ4, we categorized the measures used to control AEr, as discussed in the following paragraphs.

Architecture assessment refers to the assessment process throughout the life cycle during architecture design (e.g., discovering and addressing the shortcomings of design decisions), during architecture implementation (e.g., monitoring and repairing possible violations of design rules), and during architecture evolution (e.g., choosing appropriate refactoring patterns to fix issues from new requirements or evaluating the risk of architectural changes). We note that architecture assessment is meant to be followed up with concrete actions; in other words, it is a measure that connects detecting and addressing AEr, as developer #5 mentioned “Architecture erosion can happen in any software project where the architectural assessments are not part of the development process”.

Periodic maintenance refers to regular activities (e.g., code refactoring, bug-fixing, testing) aimed at keeping a system “clean” and running smoothly. Developer #18 stated “you can test the architecture regularly every time you make changes to the code. This eliminates the worry about architectural erosion in your software”. Another developer #19 urged “don’t leave ‘broken windows’ un-repaired. Fix each one as soon as it is discovered” (examples of “broken windows” are bad designs, wrong decisions, or poor code). If there is insufficient time to conduct maintenance work right away, developers can create a list of pending problems and technical debt, and find a suitable time to pay off the debt and replace the temporary solutions.
**Architecture simplification.** When architectural complexity proliferates towards being uncontrollable, simplifying the architecture, and deliberately controlling the system size and complexity could be an option worthy of consideration. Developer #12 mentioned “There needs to be a continuous effort to simplify (refactor) the code. If not, architectural erosion starts to happen as you add capabilities and slowly increase software complexity”. Several developers mentioned migrating to a microservices architecture, as one prominent way to achieve this. Decomposing the original monolithic architecture into many small microservices can, to some extent, improve architectural extensibility and increase its resilience to AEr.

**Architecture restructuring** is a drastic, yet effective means to control AEr. It is a much more pervasive change that concerns a large part of the architecture, compared to architecture simplification, that merely tries to reduce complexity. Developer #19 stated “Sometimes, the best solution is simply to rewrite the application catering to the new requirements. But this is normally the worst case scenario. The cumbersome solution is to stop all new development, start by writing a set of tests and then redesign and rearchitect the whole solution”. However, restructuring the original architecture to satisfy new requirements and keeping the system running smoothly, may require enormous time and effort, considering the famous example of Mozilla web browser [51].

**Organization optimization.** Hiring more capable team members might also be an good option to address AEr. As developer #20 stated “Consideration of people and organizational aspects of the architecture as well as technical aspects. Investment in people: training, study time, mentoring, etc”. In addition, there are two less frequently mentioned measures: restarting a project or rewriting the architecture from scratch, and avoiding the systems growing larger than intended by controlling the size and functional diversity deliberately.

V. DISCUSSION

A. Interpretation of Results

**RQ1: Terms and manifestation of architecture erosion.** The results of RQ1.1 (see Table IV) show that most of the developers prefer to use the term “erode/erosion” to describe the AEr phenomenon, followed by “decay” and other less-frequently used terms. Regarding the results of RQ1.2, we found that developers usually describe the phenomenon of AEr from four perspectives: structure, quality, maintenance, and evolution. All the four perspectives are worth investigating with further research; while there are some literature linking each perspective with AEr (see e.g., [52] and [53] for structure, [20] for quality, and [54] for maintenance and evolution), this investigation needs to be more systematic.

**RQ2: Causes and consequences of architecture erosion.** We identified 15 causes of AEr (see Table V). Inappropriate architecture changes is the most frequently mentioned reason that leads to AEr; this aligns with recent studies (e.g., [55]) on architectural changes. Table V reveals that, alongside technical factors, non-technical factors are not trivial. In fact, the non-technical aspects seem to reinforce each other; for example, “lack of communication” might induce the “disconnection between architects and developers” and “knowledge vaporization”. The findings corroborate the results in [3], that good culture of communication and improving management skills are also important for architectural sustainability.

According to Table VI, the potential consequences from AEr mirror the four perspectives mentioned in RQ1, and extend them with further effects. Specifically, in addition to the impact on maintenance and evolution, as well as run-time qualities (that match the perspectives of quality, maintenance and evolution), we also found the impact of AEr on development speed, cost of refactoring, and high staff turnover of developers. The findings show the significance of preventing and controlling AEr, and warn that massive cost might be invested in the degraded projects for tackling AEr.

**RQ3: Practices and tools for detecting architecture erosion.** Developers often employ practices and tools to indirectly detect AEr by indicators or symptoms (e.g., cyclic dependencies, architecture violations). Such practices and tools contribute to the identification of architecture issues that are reported in the literature (e.g., [52]) and have a well-established connection to the phenomenon of AEr. Although they do not detect AEr per se, the findings suggest that there is a clear need for the software architecture community to devise dedicated tools on AEr detection.

Regarding the practices presented in Section IV-C, our findings suggest that a trend analysis from the quality and evolution perspectives (e.g., architecture monitoring, checking the change of architectural smells) may help the development team better understand the health status of systems. For example, Merkle [56] found that keeping track of an evolving architecture (especially the changes and trends) can contribute to stopping AEr by using tools like Structure101.

**RQ4: Measures taken for controlling architecture erosion.** The results indicate that the measures can potentially help to alleviate the impact of AEr and prevent AEr during development. While there are few studies that validate such measures (e.g., [57], [58]), further evidence is required to attest to their merit as well as potential pitfalls. This evidence is important for convincing management to allocate resources to control AEr, such as conducting architecture evaluation and periodic maintenance, or architecture simplification. Otherwise, tackling AEr may not get priority over the urgent implementation of features and bug fixing. Consequently, developers cannot ignore and do nothing about the appearance and accumulation of system anomalies, and regular inspection and maintenance are indispensable for preventing and tackling AEr. In general, these measures can provide practitioners further guidance regarding architecture management on how to deal with AEr during architecture maintenance.

B. Implications for Researchers and Practitioners

Terms of AEr: Regarding the terms used for describing the AEr phenomenon, although it is difficult to establish a unified term to be used universally, we do recommend that researchers should define the used terms when they refer to
AER, in order to minimize the ambiguities and misunderstandings. Additionally, practitioners are also encouraged to find a common ground on understanding the AER phenomenon for diminishing the ambiguity of the AER concept and terms.

**Four perspectives of AER:** It indicates that AER manifests through structural issues, but mostly causes problems when it affects both run-time qualities (e.g., performance or reliability) and design-time qualities (e.g., maintainability and evolvability). Given AER is a multifaceted phenomenon from the developers’ perspective, and researchers can conduct more empirical studies to further investigate the characteristics of AER. Additionally, the four perspectives of AER should receive more attention from practitioners in their daily development activities, and these perspectives can be regarded as indicators for perceiving AER.

**Awareness of AER:** The findings can also raise awareness among practitioners about potential causes of AER that are not intuitive, such as the adoption of agile development. We would thus urge practitioners to pay more attentions to the grave consequences of AER in order to request action at the management level. It is more likely that management will take measures or give a high priority to address AER, when the aforementioned risks become explicit.

**Guidance for software development:** Having a good culture of communication and improving management skills (especially about the training and education of developers) are quite significant to developers for understanding the system design and structure. The findings can provide clues for practitioners to reduce the risk of AER in their design and maintenance activities. Specifically, practitioners need to pay particular attention to the integrity of architecture when architecture changes happen.

**Approaches and tools with empirical evidence:** There is a need for researchers and practitioners to devise dedicated approaches and tools to detect and address AER. Moreover, researchers can use the practices and tools reported in this study, to explore the scope, characteristics, and metrics of AER, in order to provide a solid foundation on those tools. Furthermore, we encourage researchers and practitioners to explore the benefits and limitations by applying the approaches, tools, and measures for addressing AER in practice.

**VI. Threats to Validity**

The threats to the validity of this study are discussed by following the guidelines proposed by Wohlin et al. [59]. Internal validity is not considered, since this study does not address any causal relationships between variables.

**Construct validity** concerns if the theoretical and conceptual constructs are correctly interpreted and measured. In this study, there are two key threats. The first one concerns the search process related to data collection of AER. To mitigate this threat, we leveraged Google to collect recommended popular online developer communities as many as possible, and excluded duplicate results and searched platforms with qualifiers (e.g., popular “web/Android/PHP” communities, best developer communities “in India”). Besides, we reviewed papers of AER and summarized the most frequently-used terms about AER in the literature (see Section II-A); these terms were used to derive our search string. The second threat lies in the process of manually extracting and analyzing the collected data. To partially mitigate this threat, we did a pilot execution of data filtering, extraction, and coding by the first and second authors, for reaching an agreement about all the terms used.

**External validity** concerns the extent to which we can generalize the research findings. A relevant threat concerns the representativeness of the selected online developer communities. To reduce this threat, we conducted a comprehensive analysis and selected several top-recommended online developer communities (see Section III-B), including the largest and most widely used Q&A community by developers around the world (e.g., Stack Overflow) and other developer forums.

**Reliability** refers to the replicability of a study for generating the same or similar results. To alleviate this threat, we specified the process of our study design in a research protocol that can be used to replicate this work; Section III presents the details of the study design, while the complete information and all instruments and data are available on the replication package [31]. Moreover, pilot studies of data collection, filtering, and survey were conducted to mitigate misinterpretations and biases. Before the formal data analysis, we did a pilot data filtering, extraction, and coding by the first two authors. To eliminate personal biases, any conflicts and disagreements were discussed until an agreement was reached. Finally, we obtained a Cohen’s Kappa coefficient of 0.728 on the filtering process, which partially reduces this threat.

**VII. Conclusions and Future Work**

We conducted an empirical study to explores how developers perceive and discuss the phenomenon of AER by collecting relevant information of AER from the perspective of practitioners using three data sources (i.e., communities, surveys, interviews). The findings can provide practitioners with concrete measures to detect and control AER, and provide researchers with the challenges on AER.

We found that most developers described the phenomenon of AER with terms like “erode/erosion”, “decay”, and “degradation/degradation”. When thinking about AER, developers consider structural issues, but also the effect on run-time qualities, maintenance and evolution. Furthermore, besides the technical factors, non-technical factors play a big role in causing AER. Despite the lack of dedicated tools for detecting AER per se, developers employed associated practices and tools to detect the symptoms of AER. To some extent, the practices and tools can help practitioners understand architectural structure and identify the eroding tendency of an architecture. Moreover, the identified measures can be deployed during architecture implementation for effectively addressing AER.

In the next step, we plan to detect and prevent AER (semi-)automatically by establishing a dataset about symptoms of AER and quantifying the degree of AER from development artifacts (e.g., components).
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