**Abstract** Warmer and more persistent intrusions of Circumpolar Deep Water (CDW) onto the West Antarctic Peninsula are a key driver of the recent increase in ice shelf mass loss. The relatively warm and salty CDW is thought to be mixed up to the base of the ice shelves via shear-driven turbulence where it has a high capacity to melt the ice. We analyze data from a year-long mooring beneath George VI Ice Shelf at a location where double-diffusive layering was observed. The turbulent dissipation rates do not vary with mean flow speed, suggesting shear-driven mixing is not the driver of basal melt at this site. Instead, we predict the observed dissipation using a new method that links along-isopycnal stirring of temperature anomalies with double-diffusive convection. Our work suggests that along-isopycnal temperature variance may be a stronger indicator of melt than flow speed within strongly stratified ice shelf-ocean boundary layers.

**Plain Language Summary** Recently, warmer water has reached West Antarctic ice shelves (the floating extensions of the ice sheet), for longer periods, leading to an increased ice melt. Predicting how changing ocean conditions alter melting is key to understanding the response of the Antarctic ice sheet to global warming, which affects the extent of sea-level rise. Basal melting is enhanced when warm and salty water is mixed up to the base of the ice. Often this mixing is forced by turbulence driven by the movement of water past the ice base. In this paper we analyze a year-long mooring data set beneath George VI Ice Shelf and find that the measured turbulence does not correlate with the flow speed. We find instead that the turbulence can be explained by variations in temperature and salinity. These variations in temperature and salinity can create unstable density gradients due to the different rates of molecular diffusion between heat and salt, hence the name "double diffusion". Unstable gradients in density can then force turbulence that mixes heat and salt up to the ice. If the mixing of heat and salt depends temperature and salinity variations rather than flow speed, it may affect predictions of ice melt.

1. **Introduction**

Over recent decades ice mass loss from Antarctica has been the most dramatic on the West Antarctic Peninsula (Rignot et al., 2019). This is primarily due to warmer and more persistent intrusions of Circumpolar Deep Water onto the continental shelf (Jenkins et al., 2018). Circumpolar Deep Water is particularly warm (~1 – 2°C) with a high capacity to melt ice. Circumpolar Deep Water is also relatively dense, due to its high salinity (~34.5–34.7 g/kg), leading Circumpolar Deep Water to intrude at depth beneath ice shelves. Turbulent processes flux heat upwards toward the ice, causing enhanced melting. In many locations, turbulence is driven by shearing flow past the ice (Davis & Nicholls, 2019; Jenkins et al., 2010). Within regional ice shelf cavity models, a parameterization is used that relates the melt rate to the velocity some distance away from the ice (Dinniman et al., 2016; Holland & Jenkins, 1999).

The most common parameterization is the "three-equation model" (Hellmer & Olbers, 1989; Holland & Jenkins, 1999). This couples budgets for heat and salt with a phase change condition that relates the freezing temperature of water to the salinity and pressure at the ice boundary,

\[ F_m^T = F_i^T + F_o^T, \]  
\[ F_m^S = F_i^S + F_o^S, \]  
\[ T_b = \lambda_1 S_b + \lambda_2 + \lambda_3 P. \]
Here $S_b$ and $T_b$ are the boundary salinity and temperature, $P$ the pressure and $\lambda_{1,2,3}$ are constants. $F_m$ represents fluxes from melting (i.e., latent heat and freshwater flux), $F_i$ represents fluxes from the ice (usually neglected for ice shelves, Holland & Jenkins, 1999) and $F_o$ represents fluxes from the ocean. Ocean fluxes $F_o^T$ and $F_o^S$ are the focus of the parameterization. Models and observations often assume these fluxes are linearly related to the difference between far field and boundary values (i.e., $F_o^T \propto \Delta T = T_m - T_b$ and $F_o^S \propto \Delta S = S_m - S_b$), and depend on the far-field mean flow speed $\bar{U}$ (usually linearly i.e., $F_o^T, F_o^S \propto \bar{U}$). More complex parameterizations account for the turbulence-damping effects of stratification (M. G. McPhee et al., 1987; Vreugdenhil & Taylor, 2019), but a linear relationship to $\Delta T$, $\Delta S$, and $\bar{U}$ is often assumed (Dinniman et al., 2016), with proportionality constants constrained by observations (Malyarenko et al., 2020). We will refer to the combination of Equations 1–3 with linear parameterizations for the ocean fluxes $F_o^T$ and $F_o^S$ as the "three-equation formalism".

Davis and Nicholls (2019) presented turbulence mooring data collected beneath Larsen C Ice Shelf in 2012. Their data were consistent with a shear-driven boundary layer, varying with the tidal cycle (M. McPhee, 2008). Davis and Nicholls (2019) found that the three-equation formalism gave accurate melt rates using similar proportionality constants to Jenkins et al. (2010). In this letter we will consider data collected beneath George VI Ice Shelf (GVIIS) in the same 2012 field campaign as the Larsen C data using the same sampling techniques (see Figures 1a and 1b). The effects of stratification on turbulence underneath Larsen C were thought to be weak (Davis & Nicholls, 2019). However, the stratification observed underneath GVIIS is much stronger, extending up into the boundary layer (Kimura et al., 2015; Venables et al., 2014), shown in Figures 1c and 1d.

The effect of stratification on the ice shelf-ocean boundary layer has been investigated in simulations (Vreugdenhil & Taylor, 2019) and in data collected beneath sea-ice (Holland & Jenkins, 1999; M. G. McPhee et al., 1987). In these studies, stratification acts to damp shear-driven turbulence, and this effect can be modeled using the self-similarity theory of Monin and Obukhov (1954). However, beneath GVIIS, Conductivity, Temperature, Depth (CTD) profiles taken via the boreholes in the 2012 field campaign suggest a more complex role for stratification (Kimura et al., 2015; Venables et al., 2014). Persistent layers in temperature (T) and salinity (S) in the 20 m directly beneath the ice were found (shown in Figure 1d inset). This was the first time layering had been observed directly adjacent to the base of an ice shelf, however the number of observations beneath ice shelves is limited. Kimura et al. (2015) suggested the observed T/S layering was due to double-diffusive convection, where the differences in molecular diffusivity for heat and salt enable the release of potential energy. Active double-diffusive convection suggests that stratification may act to enhance boundary layer turbulence, rather than damping it. Within quiescent under-ice shelf regimes, Begeman et al. (2018) and Stevens et al. (2020) both suggested the presence of double-diffusive convection away from the boundary layer, but so far limited evidence of this has been presented.

Kimura et al. (2015) suggest layers adjacent to the ice are formed by 'melt-driven convection', where destabilizing temperature gradients near the ice base drive convection, overcoming salinity gradients due to the faster diffusion of heat compared with salt. This theory is supported by Large-Eddy-Simulations from Rosevear et al. (2021), who found layers developing due to melt-driven convection in their simulations of a sheared, stratified ice-ocean boundary layer. Similar simulations were conducted by Middleton, Vreugdenhil, et al. (2021) with no ambient stratification or shearing, where turbulence was forced isotropically to match observed dissipation rates. Middleton, Vreugdenhil, et al. (2021) found persistent double-diffusive convection in a "George VI-like" parameter regime, without layers forming, suggesting layers are not necessary for the presence of double-diffusive convection beneath an ice shelf. Although layering is a possible signifier of double-diffusive convection in the ocean, double diffusion can impact turbulent flows without distinct layers forming (e.g., Dadonau et al., 2020; Konopliv & Meiburg, 2016). Indeed, Venables et al. (2014) showed that evidence of layering was absent from some of the CTD casts taken beneath GVIIS, suggesting layers may be intermittent. Using mooring data, it is difficult to confirm the presence or absence of layers and, even if we could, double-diffusive convection may occur in the absence of layers, as we have discussed. In this letter we apply a framework recently developed by Middleton and Taylor (2020) and Middleton, Fine, et al. (2021) to estimate the dissipation rate associated with double-diffusive processes without relying on the presence of thermohaline layers.

In our analysis of the GVIIS mooring data in Section 2, we find that kinetic energy dissipation rates do not vary with mean flow speed, unlike in the data from beneath Larsen C (Davis & Nicholls, 2019). The data from GVIIS are not consistent with a shear-driven boundary layer, or the assumption that heat and salt fluxes are related to
far-field velocity in the three-equation formalism. However, turbulence is still present and drives a melt rate of 1.4 m yr\(^{-1}\).

To explain the observed turbulence, we use the method of Middleton, Fine, et al. (2021) (M21) which hypothesizes that double-diffusive convection is linked to along-isopycnal stirring of temperature and salinity. At small-scales, diffusion of the resulting temperature and salinity gradients from along-isopycnal stirring causes an up-gradient diapycnal buoyancy flux that drives turbulence. We apply the M21 method using thermistor temperature measurements taken every ∼20 min (5 min each side of the 15 min MAVS burst), and the predicted dissipation rates compare favorably to the observed dissipation rates throughout the year-long mooring timeseries. This suggests that heat and salt fluxes associated with double diffusion could be driving the observed melting.
In this letter, we first present the details of the mooring measurements beneath GVIIS. We show that dissipation rates beneath GVIIS do not depend on mean flow speed, in contrast to the assumption of shear-driven heat flux in the three-equation formalism and the data from beneath Larsen C Ice Shelf (Davis & Nicholls, 2019). In the third section we introduce the M21 method and show that observed dissipation rates beneath GVIIS can be explained by the stirring of temperature and salinity variance along isopycnals. Finally, in the fourth section we show that our hypothesis of a double-diffusive boundary layer is consistent with the observed heat flux through the boundary layer and the observed melt rates.

2. Observations

Two access holes, 20 m apart, were drilled using hot water, through GVIIS (S 72° 49.9ʹ, W 070° 50.6ʹ, see Figure 1a) in January 2012. Multiple CTD profiles were taken through both holes over a 5 day period, as well as microstructure profiles of temperature and velocity, reported on by Venables et al. (2014) and Kimura et al. (2015). A mooring was then deployed that operated for a period of 358 days. Using the first hole, Turbulence Instrument Clusters (TIC), consisting of Modular Acoustic Velocity Sensors (MAVS), thermistors and MicroSquid temperature sensors, were installed at 2.57 and 13.57 m beneath the ice base (identified at 333.4 dbar). In the second access hole, (ice base identified at 334.8 dbar), a thermistor chain was installed, with 11 thermistors (we only use two at 20.5 and 0.5 m, shown in Figure 1a), and an Upward-Looking Sonar (ULS) was installed 5.1 m beneath the ice base. The upward-looking sonar is only able to resolve melt rate variations over biweekly time scales, so correlations between melt rate and other variables are difficult to analyze, and we will use only the yearly melt rate estimate in this study. The ice thickness was 381.2 m, with a water column depth of 636.3 m.

The water column was strongly stratified, with a maximum temperature of 1.29°C and maximum salinity 34.71 (see Figure 1), suggestive of lower Circumpolar Deep Water (Moffat et al., 2009). The melt rate averaged 1.4 m yr⁻¹ over the year-long mooring, varying between around 0.5 and 3 m yr⁻¹ on weekly timescales, consistent with previous estimates for GVIIS (Bishop & Walton, 1981; Corr et al., 2002; Jenkins & Jacobs, 2008).

The MAVS sampled in 15 min bursts every 2 hr, providing dissipation estimates and mean flow speeds averaged over a 15 min period. Mean flow speeds vary between 0.5 and 13 cm s⁻¹ (see Figure 2a), which overlaps with the wider range of speeds of between 1 and 25 cm s⁻¹ beneath Larsen C (Davis & Nicholls, 2019). There was no strong spring-neap tidal cycle visible, unlike beneath Larsen C; however significant diurnal (K1, O1) and semi-diurnal (S2, M2) tides are present, consistent with data from Potter and Paren (1985).

We found an inertial subrange (k⁻⁵/₃ wavenumber slope) in the horizontal kinetic energy spectra (shown in Figures 3a and 3c) derived from the MAVS. Since the water column was strongly stratified, this is suggestive of a “stratified turbulence’ regime (Lindborg, 2006), as opposed to unstratified three-dimensional turbulence assumed in Davis and Nicholls (2019). We used the Lindborg (2006) scaling to estimate dissipation rates (further details of our instrumentation and methodology are given in Supporting Information S1). The dissipation rate ε = μ̇/ν̇ is shown in Figure 2, panels B and C, as a function of the mean flow speed u̅. The averaging operator over an 15 min sampling burst. We find no significant correlation between mean flow speed and dissipation rate at either the upper or lower MAVS, in contrast to the data from Davis and Nicholls (2019). The dissipation rates in the GVIIS data are significantly reduced compared with the Larsen C data for the same mean flow speeds. There is also a lack of correlation between the Reynolds stress-based estimate of the friction velocity u' = (u'w'² + v'w'²)¹/² (M. McPhee, 2008; Davis & Nicholls, 2019) and the mean flow speed (see Figure 2d). The prime ` denotes a departure from the 15 min burst mean, such that u = u̅ + u'. This suggests that a constant drag coefficient C_d = u²/ν̇ model for the friction velocity is inappropriate at this location.

Within the ice-ocean boundary layer, previous observations have found evidence for three distinct layers: the viscous sublayer close to the ice where the flow is laminar; the “surface layer” where rotation is unimportant and shear turbulence dominates the flow; and the “outer layer” where rotation and shear are important (M. McPhee, 2008). The depth of the surface and outer layers scale with the planetary length scale u*/ν̇ for the Coriolis parameter. Empirical scaling constants have been suggested from observations, giving 0.05u*/ν̇ for the surface layer (Davis & Nicholls, 2019) and 0.23u*/ν̇ for the outer layer (Fer & Sundfjord, 2007). The outer layer width may also be controlled by stratification, in which case, the empirical scaling becomes 1.5u*/ν̇ as
shown in Fer and Sundfjord (2007). If we assume a constant-stress boundary layer, we can apply the $u^*$ estimate in Figure 2d to give a length scale $\frac{u^*}{|\nabla|} = 7.5 \pm 5.3 \text{ m}$ where $\pm$ indicates one standard deviation. This gives a surface layer depth of $0.05 \frac{u^*}{|\nabla|} = 0.38 \pm 0.27 \text{ m}$ and an "outer layer" depth of $0.23 \frac{u^*}{|\nabla|} = 1.73 \pm 1.23 \text{ m}$, which reaches the upper MAVS during periods of large $u^*$ ($u^* > 0.15 \text{ cm s}^{-1}$). Averaging the buoyancy frequency across the near-ice stratification (the top 5 m) observed in CTD profiles shown in Figure 1e, we can estimate the stratification-controlled outer layer depth as $A_{A.5u^*/\sqrt{|\nabla|}} = 0.49 \pm 0.25 \text{ m}$, similar to the rotation-controlled estimate. We find no evidence of correlation between dissipation rate and mean flow speed even when only considering large $u^*$ values (not shown). The possibility of shear-driven turbulence above our upper MAVS cannot be ruled out. However, in the absence of double diffusion we would expect shear-driven turbulence at the upper MAVS, which is not observed.

In Figure 3, panels A and C, we show the power spectral density for horizontal kinetic energy (as defined in Lindborg, 2006), averaged over mean flow speed, plotted against wavenumber, inferred from Taylor’s "frozen field hypothesis" (see Supporting Information S1 for details). The frozen field hypothesis is only considered valid when $u_{rms} \ll \bar{u}$ (Bluteau et al., 2011), which holds throughout our data. There is evidence of a $k^{-5/3}$ slope at low wavenumbers as mentioned above. In stratified turbulence, the power spectrum for horizontal kinetic energy is given by $E_{kh} = 0.49 e^{2/3} k^{-5/3}$ (Lindborg, 2006). The kinetic energy spectra at low wavenumbers collapse onto the same $k^{-5/3}$ line when bin-averaged by $\bar{u}$ (Figures 2a and 2c), indicating a lack of correlation between dissipation rate and mean flow speed. The wavenumber ranges in which there is instrumental noise (see Supporting Information S1) are shaded and the data in these regions are not included in our analysis. When the power spectrum for horizontal kinetic energy is averaged based on inferred dissipation rate within each burst (Figures 2b and 2d), the spectra no longer collapse, demonstrating the variation in turbulence levels across the data collection period.
3. Double Diffusive Model

To explain the variation in dissipation rate $\epsilon$, we will investigate an alternative driver for turbulence in the ice shelf-ocean boundary layer: double-diffusive convection. Double-diffusive convection is a term for a form of convection (a release of potential energy), facilitated by the difference in molecular diffusivities of heat and salt. Double-diffusive convection is a turbulent mixing process driven by gradients in temperature and salinity. However, this mixing process must be resupplied with heat and salt in order to maintain itself. Middleton, Fine, et al. (2021) suggested that the stirring of spice, $s_p = \alpha T + \beta S$ ($\alpha$ and $\beta$ are the coefficients of thermal expansion and haline contraction), along isopycnals could be a generic mechanism for the supply of compensated gradients in temperature and salinity that drive double diffusion at small scales. They used this principle to develop a method to estimate small-scale double-diffusive buoyancy fluxes that force turbulence, using CTD data. We apply the M21 method to predict rates of double-diffusive convection in our mooring data using only coarsely sampled thermistor data and the T/S relation from the initial CTD casts.

Figure 3. (a, c) Power spectral density of horizontal velocity fluctuations against wavenumber $k$, averaged by mean flow speed for upper and lower Modular Acoustic Velocity Sensors. Gray box represents a $f = 0.01$ frequency cutoff. (b, d) Same as a, c but averaged by burst-estimated dissipation rate. (e) Power spectral density of temperature fluctuations from lower MicroSquid thermistor, against wavenumber $k$, averaged by mean flow speed. Dashed lines indicate a $k^{-1}$ slope. (f) Power spectral density of temperature fluctuations from thermistor chain, against frequency $f$ over the full timeseries.
Details of the M21 method are given in the Supporting Information S1, however the key assumptions are as follows.

1. Turbulence occurs due to double-diffusive convection
2. Spatial variations in temperature and salinity that are not resolved by measurements are dominated by stirring along isopycnals, so gradients in spice $s_p$ are much larger than gradients in density $\rho = \rho_0 - \alpha T + \beta S$ at small scales

To complete the method, a model power spectrum for spice variance associated with along-isopycnal stirring is required. Middleton, Fine, et al. (2021) use the form $E_{sp} = Ak^{-1}$, where $k$ is the wavenumber magnitude in coordinates stretched by a factor of $N/f$ in the vertical ($N = \sqrt{\partial b/\partial z}$ is the buoyancy frequency and $f$ is the Coriolis parameter). Middleton, Fine, et al. (2021) verify that the vertical to horizontal aspect ratio for spice gradients in the Arctic ocean is close to $N/f$; however, resolution constraints prevented them from directly assessing the wavenumber scaling $k^{-1}$. In our mooring data, we have a range of scales of temperature variation, and as spice $s_p$ is dominated by temperature, we can gain some clues about the scaling of spice. Based on CTD data $N/f$ varies between 100 and 200 in the upper 2 m, which is comparable to a median value of 124 for the ratio between $\partial T/\partial z$ and $\partial T/\partial x$ measured by the upperthermistor (initially at 0.5 m depth). Vertical temperature gradients are calculated using a vertically spaced pair of thermistors, and horizontal gradients are calculated by advecting temperature measurements laterally using the mean flow speed $\bar{u}$ (applying the frozen field hypothesis). The deeper thermistor (initially at 20.5 m) averages $\partial T/\partial z \sim 10 \partial T/\partial x$ which is a little lower than the values of $N/f$ between 20 and 30 at $\sim 20$ m depth. These values indicate that the $N/f$ aspect ratio is a reasonable assumption.

In Figure 3e we show data from the lower turbulence instrument cluster, which included a high resolution MicroSquid FP07 temperature sensor. Plotting the power spectra averaged by mean flow speed against wavenumber (applying the frozen field hypothesis), we find a $k^{-1}$ slope at low wavenumbers, consistent with a $k^{-1}$ slope in the spice variance spectrum. In Figure 3f we show the frequency spectrum for the thermistor data. The thermistors sample every 5 min, giving a large coverage in frequency space over the year-long mooring. The frozen field hypothesis can only be applied over relatively short time periods, so we do not plot the wavenumber power spectra for the thermistors. However, at high frequencies where the frozen field hypothesis is valid, the wavenumber variation should be similar to the frequency variation. The spectral slope transitions from a $f^{-2}$ scaling to a $f^{-1}$ scaling in both thermistors, potentially due to temporal changes in temperature rather than spatial ones. However, a $f^{-1}$ slope at high frequencies is consistent with our model $k^{-1}$ spice variance spectrum for sub-thermistor scales.

The simplified expression for the dissipation rate in the M21 method is

$$\bar{\epsilon} = \left( \frac{1}{\sqrt{6}} \sqrt{\frac{\langle \nabla b \cdot \nabla b \rangle}{b^3}} \right)^2 \frac{\langle \nabla b \cdot \nabla b \rangle}{b^3} N,$$

where, $A$ represents the magnitude of spice variance estimated using the two point correlation $R(\hat{r}) = \frac{s_p(x, \hat{t}) - s_p(x + \hat{a}, \hat{t})}{|\hat{a}|}$ with stretched coordinate $\hat{r}$ taken along isopycnals. The method inputs are the buoyancy gradient $\nabla b$ (estimated as the buoyancy frequency squared $N^2 = \partial b/\partial z$ shown in Figure 1e), the sorted buoyancy gradient $b_3$, and the two-point correlation for spice variance $R(\hat{r})$. The mooring contained no salinity sensors, so we rely on temperature sensors and initial CTD T/S relationship to determine salinity for calculations of buoyancy and spice.

We compare the M21 method with the observed dissipation rates in Figure 4. The M21 method is inherently statistical, so we expect some spread around the predicted dissipation. The mean dissipation rate estimated from the M21 method is within a factor of 1.15 and 1.20 of measured values at the lower and upper MAVS, respectively. The variation in dissipation rate at both upper and lower MAVS is also captured, with the predicted standard deviation within a factor of 1.08 of the observed standard deviation for both MAVS. We also capture the difference in dissipation rate between the upper and lower MAVS, suggesting that our method has predictive skill.

Our method underestimates the dissipation rate when the buoyancy Reynolds number $Re_b = \epsilon \ell b N^2 > 20$, consistent with the application of the method to data from the Arctic as reported in Middleton, Fine, et al. (2021). The periods of high $Re_b$ are associated with an order of magnitude larger dissipation rate (on average $1.3 \times 10^{-9}$ m$^2$s$^{-3}$ compared with $1.5 \times 10^{-10}$ m$^2$s$^{-3}$ at the upper MAVS). This could indicate that when $Re_b > 20$, double diffusion...
is not the only driver of turbulence. However, the majority of points in our data set have $Re_b < 20$; at the upper MAVS, $Re_b > 20 \sim 21\%$ of the time and at the lower MAVS, $Re_b > 20$ only $\sim 9\%$ of the time. Similar intermittent behavior is also observed in the microstructure profiles presented in Venables et al. (2014). Some CTD profiles show a strong staircase structure concurrent with low dissipation rates ($2-4 \times 10^{-10} \text{m}^2\text{s}^{-3}$), whereas others show no staircase structure and elevated dissipation rates ($2-3 \times 10^{-8} \text{m}^2\text{s}^{-3}$). In the Larsen C data, values of $Re_b$ are at least $\mathcal{O}(1000)$ (Davis & Nicholls, 2019), providing a clear distinction between the two regimes. However, in the GVIIS data, the $Re_b$ values do not correlate with mean flow speed (not shown), suggesting that the points with $Re_b > 20$ might be associated with internal wave breaking rather than shear-driven boundary layer turbulence. Internal wave breaking may explain the more sporadic bursts of high $Re_b$ turbulence, rather than a consistently elevated $Re_b$, as observed beneath Larsen C (Davis & Nicholls, 2019). However, as shown in Vreugdenhil and Taylor (2019), strongly stratified shear-driven turbulence in the ice shelf-ocean boundary layer can also provide intermittent bursts of turbulence. Further investigation is required to isolate the driver of the $Re_b > 20$ events.

### 4. Heat Flux

Heat and salt fluxes driven by turbulence, are responsible for the observed basal melting. To estimate the turbulent heat flux, $\bar{w}'T'$, we use a direct measurement of the dissipation of thermal variance, $\epsilon_T = \kappa_T |\nabla T|^2$, from the lower MicroSquid sensor, and apply the method of Osborn and Cox (1972) that assumes $\epsilon_T = 2\nu |\nabla T|^2 \frac{\partial T'}{\partial z}$. We
estimate $\chi_T$ by fitting a $k^{-1}$ slope to the temperature power spectra in Figure 3e using a viscous-convective range scaling (Batchelor, 1953; see Supporting Information S1 for details). The heat flux estimate at the lower instrument is $3.2 \pm 0.8 \text{ Wm}^{-2}$, which corresponds to a melt rate of $0.33 \pm 0.08 \text{ m yr}^{-1}$ ($\pm$ denotes a standard deviation in $\chi_T$), lower than the observed $1.4 \text{ m yr}^{-1}$ (13.7 Wm$^{-2}$).

At the upper instrument, the MicroSquid sensor failed. However, if we assume that double-diffusive convection drives turbulence, then we can equate the turbulent buoyancy flux to the dissipation rate that is, $\omega' b' = \epsilon$. Relating the turbulent heat flux to the turbulent buoyancy flux requires an estimate of the flux ratio $\gamma = \omega' T'/\omega' b'$ via $\omega' b' = \alpha\omega' T'$ (1 $- \gamma^{-1}$). We calculate $\gamma$ at the lower instrument by equating our two estimates for $\omega' T'$ from $\chi_T$ and $\epsilon$. This gives a value for $\gamma$ of between 0.26 and 0.43, providing a close fit between the $\epsilon$-based estimate of the heat flux and the $\chi_T$-based estimate at the lower MAVS. Using the mean $\gamma$ from the lower instrument gives a heat flux at the upper instrument of $9.6 \pm 2.4 \text{ Wm}^{-2}$ ($\pm$ denotes a standard deviation in $\gamma$) which corresponds to a melt rate of $0.98 \pm 0.28 \text{ m yr}^{-1}$, still lower than the observed $1.4 \text{ m yr}^{-1}$.

Variation in $\gamma$ is dependant on the mean flow speed, visible in the changing temperature spectra with mean flow (pictured in the spectra in Figure 3e), despite no change in the dissipation rate (Figures 2b and 2c). Changes in $\gamma$ with mean flow speed suggest that the mean flow may still affect the heat flux and melt rate, despite not controlling the rates of turbulence. However, the effect of changes in $\gamma$ on heat flux are modest compared with the variations driven by a changing dissipation rate. The variations in $\gamma$ contribute to a standard deviation in the heat flux of about 0.8 Wm$^{-2}$ at the lower MAVS and 2.4 Wm$^{-2}$ at the upper MAVS. However, the variance in $\epsilon$ contributes changes in the heat flux on the order of a factor of three; a log-normal standard deviation in $\epsilon$ contributes variance between 1.2 and 8.9 Wm$^{-2}$ at the lower MAVS and between 3.6 and 35.6 Wm$^{-2}$ at the upper MAVS. The variance in dissipation rate is not correlated with the mean flow-speed, so the majority of heat flux variance is also not explained by changes in the mean flow-speed, but can be explained by the effect of double-diffusive convection shown in Figure 4.

The increase in predicted dissipation rates from the lower instrument to the upper instrument is due to both an increase in the lateral gradients in temperature, giving a larger value of $A$ in Equation 4, and to an increase in stratification. The term $|\nabla b|/b_z$ in Equation 4, which we approximate as $N^2/b_z$, gives a measure of spatial variations in isopycnals; flat isopycnals would give a value of $N^2/b_z = 1$. Both factors in Equation 4 that depend on buoyancy, $(|\nabla b|/b_z)^{2/3}$ and $N$, are larger at the upper instrument, contributing to the larger dissipation rate. Although the heat flux at the upper instrument is insufficient to cause the observed melting, we know from the initial CTD profiles that the stratification increases closer to the ice, giving a larger value of $N$ (see Figure 1e). The variance in temperature also increases, which is visible in the difference between the temperature spectra at 0.5 and 20.5 m in Figure 3f. An increase in temperature variance implies an increase in the spice variance magnitude $A$ and potentially an increase in buoyancy variations and $N^2/b_z$. Therefore, we may expect larger rates of turbulence closer to the ice and a larger heat flux, perhaps sufficient to match the observed melt rate. In order to maintain a statistically steady state, a larger vertical heat flux closer to the ice must be balanced by a divergence in the horizontal lateral flux.

5. Conclusions

In this letter, we analyzed turbulence data from a year-long mooring beneath GVIIS, at a location where intermittent thermohaline-layering was previously observed (Kimura et al., 2015; Venables et al., 2014). We showed in Section 2 that the observed dissipation rate does not depend on the mean flow speed at this location, in contrast to the notion of a shear-driven boundary layer that has been observed at other under-ice shelf locations (Davis & Nicholls, 2019; Jenkins et al., 2010). Instead, we found that double-diffusive convection can explain the observed dissipation rates. Using the method from Middleton, Fine, et al. (2021) in Section 3, we related the observed dissipation rates to large scale variations in along-isopycnal temperature, which are hypothesized to generate small scale gradients in spice that drive double-diffusive convection. The intensity of double-diffusive convection predicted by the M21 method increases with stratification and temperature variance, and in Section 4 we found an increase in heat flux toward the ice, consistent with the stronger stratification and temperature variance. The predominant variation in heat flux, and so melt rate, appears to be associated with changes in turbulence driven by horizontal spice variance, rather than the mean flow speed.
Our observations suggest that in locations where stratification is strong, leading to a low buoyancy Reynolds number $Re_b = \frac{\rho L^2 \beta g}{\nu N^2} \ll 20$, along-isopycnal spice variance might be a better indicator of basal melting than the flow speed. Beneath George VI Ice Shelf, this strong stratification is caused by the warm and salty Circum polar Deep Water, which is believed to be responsible for the recent enhancement of ice mass loss on the West Antarctic Peninsula (Jenkins et al., 2018). Modeling studies that rely on the three-equation formalism to predict melt rates in regions of strong stratification could fail to capture the relationship between the ocean state and the basal melt rate. It is not yet clear how prevalent double-diffusive ice-ocean boundary layers are, because of the limited number of borehole observations, so we recommend further process studies on the transition between double-diffusive and shear-driven boundary layers. However, our work suggests that a parameterization of the double-diffusive boundary layer could be developed based on far-field stratification and isopycnal spice variance.

Data Availability Statement

Mooring data are available for download at the Polar Data Centre (https://doi.org/10.5285/C4A8AD33-2C09-44E9-B4EA-2923BB4B85F1).
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