UMLE: Unsupervised Multi-discriminator Network for Low Light Enhancement
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Abstract—Low-light image enhancement is a complex and vital task including, recovering color and texture details from low-light images. For automated driving, low-light scenarios will have severe implications for vision-based applications. To address this problem, we propose a real-time unsupervised generative adversarial network (GAN) with multiple discriminators. It includes a multi-scale discriminator, a texture discriminator, and a color discriminator to evaluate images from different perspectives. Furthermore, considering the uneven illumination distribution of images and the different information contained in the channels, we adopt a feature fusion attention module to combine channel attention with pixel attention to extract image features. Experiments show that our method outperforms state-of-the-art methods in qualitative and quantitative evaluation and provides visible improvements in SLAM localization effects.

I. INTRODUCTION

Enhancing the low-light image is a complex task with critical applications in numerous fields. For autopilot, taking images in low-light environments severely affects the visual effects and causes numerous difficulties, such as high noise and loss of image details. For simultaneous localization and mapping (SLAM), the localization and mapping processes are seriously affected by low-light images. Besides, many advanced tasks will be severely influenced, such as image instance segmentation and depth estimation. These problems will severely affect the driving safety of automated vehicles.

Over the last few decades, researchers have developed various theories to obtain low-light enhancement within three groups. The first group is image histogram equalization [1] and correlation algorithms [2], [3]. This technique is proper when both the foreground and background are both too dark or bright. However, its disadvantage is that it may increase the contrast of background noise and reduce the contrast of valuable areas. The second group is retinex theory [4] and its variants [5]–[8]. It adaptively improves various types of images. However, the processing results are greatly affected by the chromatic aberration variation and noise. The third group is convolutional neural networks and correlation algorithms [9]–[13]. The implementation of image enhancement can be more straightforward using neural network techniques. However, a large number of dark-light paired images are required for training.

This paper presents a multi-discriminator generative adversarial network (UMLE) to restore the images’ color and texture features. The discriminator consists of three branches. The first branch is a multi-scale discriminator for which features of different scales can be examined adequately. The second branch is a color discriminator that represents the authentic color of the generated images. The third branch is a texture discriminator evaluating the sharpness and clarity of edges in the generated images. In addition, this paper adopts an effective channel and pixel attention module which can focus on both channel information and pixel information in an effective way. Moreover, we added a network sharing the encoder with the generator and the discriminator, which could reduce the number of model parameters while accelerating the training. The results of extensive experimental studies indicate that our method outperforms the state-of-the-art methods in terms of visual effects and metrics.

The contributions of this paper are summarized as follows:
- We proposed a low-light enhancement GAN, which does not require paired training data for training. Therefore, it can enhance images for different scenes and different illumination levels, which effectively improves the model’s generalization ability.
- We designed a multi-branch discriminator to comprehensively assess the image from color, texture, and global information. Besides, we adopted a novel attention module to combine channel attention and pixel

Fig. 1. Results of ORB matching after enhancement of the low-light images by our proposed real-time low-light enhancement method UMLE.
attention. It also helps to further focus more on the low-light areas.

- The proposed method achieves an improvement in automatic driving tasks such as SLAM repositioning and navigable area detection under severe light changes.

II. PROPOSED MODEL

A. Overview

As seen in Fig. 2, we designed an unsupervised GAN structure not requiring paired training data to improve the images. Let \( L \) and \( N \) as the low-light domain and the normal-light domain. \( x \in X_L, X_N \) represents \( x \) from the low-light domain and normal-light domain. Our model studies a transformation from the \( L \) domain to the \( N \) domain.

Our model includes two generators (\( G_{L \rightarrow N} \) transforms low-light image to normal-light image, and \( G_{N \rightarrow L} \) transforms normal-light image to low-light image). Moreover, two discriminators are included (\( D_N \) distinguishes the generated low-light images from the real low-light images, \( D_L \) distinguishes the generated normal-light images from the real normal-light images). A generator typically involves an encoder and a decoder, and a discriminator contains an encoder and a classifier. Our generators and discriminators share the same encoder, and using this approach can significantly improve training stability and reduce the size of the model [14].

Since most of the image’s details are hidden in the dark, there will be texture error, color deviation, and other problems when generating the image. In this paper, we propose a multi-branch discriminator containing a channel pixel attention module to solve this problem.

B. Channel and Pixel Attention Module (CPA)

A previous study [15] revealed that channel attention could effectively enhance convolutional neural networks’ performance. Wang et al. [16] demonstrate the avoiding descending and appropriate cross-channel interactions is important for learning effective channel attention. In this paper, we adopted an attention module combining channel attention and pixel attention, which is shown in Fig. 3.

The channel attention can achieve channel attention without a dimensionality reduction. First, the module changes the input feature graph from \( C \times H \times W \) to \( C \times 1 \times 1 \) through a channel-wise global average pooling, where \( C, W, H \) mean channel dimension, width, and height. Suppose that \( \mathcal{X} \in \mathbb{R}^{H \times W \times C} \), the global average pooling can be obtained by:

\[
g_c(\mathcal{X}) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} \mathcal{X}_{ij}. \tag{1}
\]

Then, the module multiplies the input by the weights of the different channels to obtain the channel attention result:

\[
c_r = \sigma(\text{conv}(g_c)) \otimes \mathcal{X}. \tag{2}
\]

where \( \sigma \) represents a sigmoid function, and \( \text{conv} \) is a convolution function.

The pixel attention module can yield pixel attention adaptively. We splice the global average pooling and global max pooling together to achieve the pixel attention feature:

\[
p_r = \text{cat}(\gamma(c_r), \gamma(c_r)), \tag{3}
\]

where \( \gamma \) represents the fully connected function.

Then, the output is the result of the CPA module:

\[
c_p = \gamma(p_r) \otimes c_r. \tag{4}
\]

By adding a residual module in conjunction with CPA, the proposed feature extraction module (CPA) can dynamically yield the features and better obtain the pixel and channel distribution.

C. Multi-branch Discriminator

The discriminator includes two parts, encoder \( E_D \) and classifier \( C_D \). Utilizing only a single discriminator normally causes typically with chromatic aberration, blurring of edges, and abnormal exposure in locally varying lighting. To counter these problems, we put forward a multi-branch discriminator \( D_M \), consisting of three parts.

1) Color discriminator: The first part is the color discriminator \( D_c \), for which the principal goal is to discriminate the image through the color characteristics. It is supposed to learn the color differences and contrast between the original image \( I_{ori} \) and the generated image \( I_{gen} \), while avoiding texture comparisons. Inspired by [6], we adopted the idea of frequency separation. For this part, we applied a Gaussian low-pass filter:

\[
G_{x,y} = \lambda \exp \left( -\frac{(x - \mu_x)^2}{2\sigma_x} - \frac{(y - \mu_y)^2}{2\sigma_y} \right), \tag{5}
\]
where $\lambda = 0.053$, $\mu_{x,y} = 0$, and $\sigma_{x,y} = 3$. Then, the features are extracted through the encoder module and the CPA module to discriminate the image dynamically.

2) **Texture discriminator**: The second part is the texture feature discriminator $D_T$, discriminating the texture features of the image. Previous attempts proposed a texture classifier emulating the process of extracting SIFT descriptors [17]. They convolved it with the two filters to achieve the same $x, y$ gradients for the discriminator in a differentiable manner. In contrast, we used a Gaussian high-pass filter in our technique. Through this filter, we can extract the image’s texture information while avoiding the influence of color and other information. Then, features are extracted by the encoding module and CPA module to better discriminate the images from the texture perspective.

3) **Multi-scale discriminator**: For the third part, we adopted a multi-scale discriminator $D_S$. Previous experiments revealed that a multi-scale classifier is helpful to enhance the effect of discriminators. Different from EnlightenGAN [18] using a global-local discriminator, a three-scale classifier is trained in our model to judge whether the image is real or not. It is often essential to enhance details in different scales. These regions are not considered in a global classifier, for example, to enhance some details present in different scales, such as the lightened area. Focusing on another two scales in the classifier on different regions’ sizes makes the resulting image more realistic. The proposed discriminator contains a local discriminator $D_{SL}$, which is a 10*10 pixel image patch.

To intuitively illustrate the function of the three discriminators, we visualized their results after the CPA module in Fig. 4. As we can see through the image, the different discriminators focus on different information of the image. The texture discriminator cares mainly about edge regions and texture details, the color discriminator focuses more on the color of the whole image, and the multi-scale discriminator considers the overall features of the image.

**D. Generator**

For the generator, we used a shared structure, using the same encoder as the discriminator. For the decoder, we also utilized CPA to extract features. Then, the model can obtain the final result image.

### E. Loss function

To train the UMLE model, the following five losses are adopted:

1) **Adversarial loss**: We adopted the LSGAN [19] loss as the adversarial loss. This loss matches the distribution of translated images and target images.

$$
\mathcal{L}_{adv} = \mathbb{E}_{x \sim \mathcal{X}_N} [\log D_N(x)] + \mathbb{E}_{x \sim \mathcal{X}_L} [\log (1 - D_N(G_{L \rightarrow N}(x)))] .
$$

2) **Cycle loss**: This loss is adopted to make the image as similar as possible to the original image after two transformations.

$$
\mathcal{L}_{cyc} = \mathbb{E}_{x \sim \mathcal{X}_L} [\|x - G_{N \rightarrow L}(G_{L \rightarrow N}(x))\|_1] .
$$

3) **Color loss**: Color loss forces the improved images to have similar color distributions as the target high-quality images.

$$
\mathcal{L}_{color} = \mathbb{E}_{x \sim \mathcal{X}_L} [\log (D_N(G_{L \rightarrow N}(x)))].
$$

4) **Preserving Loss**: The function of preserving loss is to limit the vgg characteristic distance between the input low-light level and its enhanced normal-light output.

$$
\mathcal{L}_{pre} = \frac{1}{W_i \cdot H_i} \sum_{x=1}^{W_i} \sum_{y=1}^{H_i} (\phi_i(x) - \phi_i(G_{L \rightarrow N}(x)))^2 ,
$$

where $\phi_i$ represents the i-th feature map extracted from a pre-trained VGG-16 model, and $H_i$ and $W_i$ denote the feature maps’ height and width, respectively.

5) **Reconstruction loss**: When the real sample of the source domain is provided as the input of the source domain generator, the transformed image should be the same as the real sample.

$$
\mathcal{L}_{idt} = \mathbb{E}_{x \sim \mathcal{X}_N} [\|x - G_{L \rightarrow N}(x)\|_1] .
$$

The entire loss function of our model is as follows:

$$
\mathcal{L}_{all} = \omega_1 \mathcal{L}_{adv} + \omega_2 \mathcal{L}_{cyc} + \omega_3 \mathcal{L}_{color} + \omega_4 \mathcal{L}_{pre} + \omega_5 \mathcal{L}_{idt} .
$$

In the experiments, we empirically set $\omega_1=1$, $\omega_2=100$, $\omega_3=0.005$, $\omega_4=0.005$, $\omega_5=10$.

### III. Experiments

In this section, we make a comparison between the performance of our method with state-of-the-art image enhancement methods to demonstrate the validity of our proposed method, including experiments (A)–(F). Besides, we demonstrate the utility of our approach by applying our method to tests of SLAM relocation, including in (G).
Fig. 5. The visual comparison with state-of-the-art low-light image enhancement approaches. Boxes indicate the obvious differences. It is observed that our results contain little noise while obtaining the most natural color of the image.

| Model         | NIQE(↓) | ENTROPY(↑) |
|---------------|---------|------------|
| Retinex-Net   | 7.539   | 6.923      |
| MBLLEN        | 4.481   | 7.050      |
| GLADNet       | 3.254   | 7.340      |
| CycleGAN      | 4.260   | 7.092      |
| EnlightenGAN  | 3.572   | 7.350      |
| SRIE          | 4.659   | 6.874      |
| UMLE          | 3.485   | 7.506      |

A. Dataset

To fully assess our approach, we tested various scenarios, including indoor and outdoor scenes. Since our model does not need paired datasets for training, we randomly selected images with different scenes and different illumination levels from the available datasets [10], [20], and [18] as our datasets. The dataset includes 750 normal-light images and 923 low-light images.

For the relocalization test, we used the dataset published by ETH [21].

B. Implementation details

We used ReLU [22] as the activation function. The generator and discriminator adopt AdamGC [23] optimizer. We also used a weight decay at the rate of 0.0001. For the normalization layer, the generator uses Adalin [24]. Due to memory constraints, we set the batch size to 1 for our experiments. The training process of the model was carried out on an Nvidia P40 while using only 50K iterations.

C. Qualitative Comparison

We conduct extensive qualitative evaluations on typical low-light images with several state-of-art methods. The results are illustrated in Fig. 5, which contains models SRIE [7], Retinex-Net [10], EnlightenGAN [18], MBLLEN [25], CycleGAN [26], GLAD [27]. In terms of color and brightness, EnlightenGAN [18] is prone to color deviation, and the result of SRIE [7] is likely to be darker. For texture, LIME [6] creates more noise while enhancing. The problem of fuzzy details exists in the results of cycleGAN [26]. Retinex-Net [10] produces a kind of effect similar to crayon drawing, influencing the quality of generation. In contrast, our method performs well based on texture and color.

D. User study

To compare our method's performance and other methods, we adopted a human subjective evaluation [18], a human subjective study. This approach is similar to the double stimulus continuous scale. It assesses the image quality from the following three indicators:

- Rank1: how much visible noise the images contain;
- Rank2: how much over or underexposure artifacts the images contain;
- Rank3: whether there are unrealistic textures or colors in the image.

To assess the results, we randomly selected 120 volunteers. For each metric, the distribution of the best performing images in each algorithm is represented in Fig. 6. The number of images performed by each method best for each category is included in the figure.

Analysis of these results indicates that our methods performed best in all three metrics.
Table II: The number of parameters for generator, training iterations, and testing FPS of each model.

| Model       | Module       | Parameters | Training iterations | FPS |
|-------------|--------------|------------|---------------------|-----|
| EnlightenGAN| Parameters   | 22.30M     | 327k                | 52  |
| CycleGAN    | 11.37M       |            | 327k                | 45  |
| UMLE(U)     | 16.19M       |            | 50k                 | 65  |

Fig. 7. Visual comparison with ablation results, boxes indicate the obvious differences. (a) The result without color discriminator. (b) The result without texture discriminator. (c) The result without multi-scale discriminator. (d) The result without CPAF module. (e) The result of UMLE.

E. No-reference evaluation

To evaluate the perceptual quality of the state-of-the-art methods, we employed the naturalness image quality evaluator (NIQE) [28] and entropy [29]. The NIQE is based on the construction of a series of features utilized to measure image quality, and lower NIQE [28] values reflect higher quality. The entropy reflects the amount of information carried by the image. The greater the information entropy of the image means the better the quality. The results of Tab. I represent the calculated results of our NIQE [28] and entropy [29] indices. The red result reveals the best, blue shows the second best, and bold black represents the third-best result. According to the table, we can observe that the proposed UMLE shows good performance in terms of NIQE [28] and entropy [29]. It further demonstrates the advantages of our model in generating normal-light images.

Besides, we compared current unsupervised models from the number of parameters, model training perspective, and runtime. The results of Tab. II illustrates the number of training iterations, generator parameters, and frames per second (FPS) in testing for EnlightenGAN [18], CycleGAN [26], and our method UMLE. All parameters were adopted based on the original article. Simultaneously, we converted the epoch provided to iteration and parameters mean generator parameters. Iterations indicate the training iterations and frames per second. Bold black shows the best results. It is observed that our method has significant advantages in training time, the total number of parameters, and testing FPS.

F. Ablation study

To verify the effectiveness of each component proposed in Sec.II, we performed several ablation studies.

We tested the results separately in the absence of each discriminator. In Tab. III, we calculated the NIQE [28] values in each case and verified each component’s importance experimentally. The results reveal that each module substantially contributes to enhancing the image quality.

In Fig. 7, the results demonstrate the importance of each component with images, and the data in the table reflect each condition’s performance, where w means without. The analysis of the image indicates that the lack of a texture discriminator and a color discriminator has a significant effect on the color and texture. A multi-scale discriminator has a visible influence on the whole image generation result. The complete model performs well in visual impact. Moreover, the importance of each component is demonstrated by the results.

G. Localization application

Furthermore, we utilized the proposed algorithm in a visual map localization application in scenarios with drastic illumination changes (day→night or light on→off). In the experimental process, we use a publicly available SLAM dataset [21], which is generated by the simulation environment and contains two sets of data for normal and flashlight illumination in the same scene.

To verify that our method can still re-localize under the drastic illumination changes, we designed the next experiments, the flowchart of which is represented in Fig. 8. First, we train the UMLE network with images of both normal illumination and flashlight illumination as the training set. At the same time, ORB feature maps are constructed by extracting sequences of consecutive images under normal
illumination using ORB-SLAM2 [30].

For the pre-constructed feature maps under normal light in the relocalization process, we extracted flashlight image sequences at five different locations and tried to re-localize them. Our localization approach is implemented using the relocalization module in ORBSLAM2 [30]. With the results in Fig. 9, we can see the comparison results of ORB feature point matching before and after image enhancement. We can see that the original dark-light image has very few successful ORB feature matches when relocating, and the enhanced image has an obvious improvement on the ORB relocation effect, which can meet the relocation demand.

Fig. 10 reflects the number of feature points before and after image enhancement. The number of images is the same. They all start from the same starting point at the beginning. Since the number of feature points successfully matched by many original images is 0, the initial curve has a steep drop at the beginning. We can see that the number of feature points matched by the enhanced image is significantly higher than the original image by analyzing the results. We can see by the two results in Fig. 9 and Fig. 10 that our model has a considerable improvement for the relocalization effect in SLAM.

We randomly selected 200 image sequences, each containing 60 images, from the flashlight dataset and the enhancement dataset to test the speed and success of these images’ relocalization. The rate of image repositioning is reflected in Fig. 11. We considered a successful match within five frames as immediate relocation and a failed relocation above 60 frames.

According to Fig. 11, UMLE improves the success rate of real-time repositioning of image sequences from 47% to 71.5%. Moreover, the relocalization failure rate decreased from 20% to 0.15%. This experiment verifies that enhanced images’ success rate and relocalization speed are improved significantly under our model.

Based on the experimental results in the images, our proposed method can substantially improve the success rate of image matching for the same scene in the case of drastic lighting changes. Our approach presents an effective solution to the visual relocalization problem in scenes with significant lighting changes and has important practical value.

IV. CONCLUSION

In this paper, we proposed an unsupervised enhancement model for real-time low-light image enhancement. The model’s training is independent of paired training data. Hence, it can use images of different scenes and different illuminations. Besides, we presented a multi-branch discriminator to comprehensively assess the image from color, texture, and global information. We also introduced a novel attention module integrating channel attention and pixel attention to focus more on the low-light areas. Both quantitative and qualitative experimental evaluations reveal that our network achieves good results in terms of visual effects and noise control. In addition, we experimentally verify that our approach can effectively improve the effectiveness of tasks such as SLAM relocalization.
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