Autonomous Intruder Detection Using a ROS-Based Multi-Robot System Equipped with 2D-LiDAR Sensors
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Abstract—The application of autonomous mobile robots in robotic security platforms is becoming a promising field of innovation due to their adaptive capability of responding to potential disturbances perceived through a wide range of sensors. Researchers have proposed systems that either focus on utilizing a single mobile robot or a system of cooperative multiple robots. However, very few of the proposed works, particularly in the field of multi-robot systems, are completely dependent on LiDAR sensors for achieving various tasks. This is essential when other sensors on a robot fail to provide peak performance in particular conditions, such as a camera operating in the absence of light. This paper proposes a multi-robot system that is developed using ROS (Robot Operating System) for intruder detection in a single-range-sensor-per-robot scenario with centralized processing of detections from all robots by our central bot MIDNet (Multiple Intruder Detection Network). This work is aimed at providing an autonomous multi-robot security solution for a warehouse in the absence of human personnel.

I. INTRODUCTION

The applications of multi-robot systems in various domains have increased dramatically in the past few decades. From automating logistics in a factory warehouse to being deployed for search and rescue missions in a hostile environment, multi-robot systems have emerged as a promising area for innovation. To that regard, the applications of multi-robot systems in the field of security, such as asset protection, patrolling, intruder detection are being extensively explored [1] and the recent integration of ROS in this context has opened up opportunities for devising efficient algorithms in providing autonomous robot security. The conventional robotic security system integrates different types of sensors such as LiDAR for performing Simultaneous Localization And Mapping (SLAM) [2, 3] and obstacle detection [4, 5], and camera for visual SLAM [6, 7] and intruder detection [8, 9]. A combination of both LiDAR and camera has also been used to perform SLAM [10, 11] and obstacle/object detection (such as people and vehicles) [12, 13, 14]. In [15], Sankar and Tsai designed a ROS based remotely controlled mobile robot with a mounted camera for providing security in a densely crowded environment through human tracking and detection. However, the system is not autonomous and needs constant human supervision. This issue is addressed in [16], where, Dharmasena and Abeygunawardhana designed a ROS based indoor surveillance robot that can navigate in a known map using 2D-LiDAR while autonomously searching for an intruder through camera stream using a face recognition system developed using the OpenCV library.

Using a single mobile robot for security application constrains the performance factor in case of greater area coverage, ultimately leading to longer time of convergence to the intruder, potentially resulting in the escape of the intruder. In contrast, the implementation of a multi-robot system [17, 18] mitigates these problems and provides better security. To that regard, there has been quite some work in this sector which highlights the capability of detecting intruders in a multi-robot system. We present three particular cases in that respect. In [19], Folgado et al. have designed and simulated a multi-robot surveillance system in a pre-defined wide enclosed area where an intruder is detected based on motion detection from video frames captured by the robots’ cameras. The system requires the security robots to be stationary while searching for a single intruder in the pre-defined map. Based on the location of the detection, the robots navigate to the intruder for apprehension. In addition, the system assumes that a detection is only valid if something around the security robot moves while it is in stationary state during the set interval. The assumption itself draws a major flaw on this system as the intruder can virtually be invisible to the security robots by standing still during the set interval. This trick could be essential for the escape of the intruder. In [20], Trigui et al. proposed a multi-robot surveillance system that uses a distributed wireless sensor network with the aim of solving the coordination problem among multiple robots during indoor surveillance. Among the three co-ordination strategies presented, the centralized approach has shown better results for the time of convergence to the intruder. However, the system becomes susceptible in case of sensor failure. In addition, since the mobile robots, do not have the global knowledge about the environment, it is possible for multiple robots to patrol a certain part of the environment, leaving the rest unguarded. In [21], Tuna et al. have proposed a system architecture for an autonomous intruder detection system through multi-sensor fusion using wireless networked robots. The work has focused on the following aspects of the system: coordination and task allocation, communication and
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map-based intruder detection. However, the work has only highlighted on reducing the positional errors of the robots using multi-sensor fusion. Hence, the work is inconclusive over the intruder detection system itself.

To precisely detect intruders, most of the above systems have used cameras in conjunction with LiDAR sensors. However, the detection mechanism can fail severely in the event of camera hardware failure or poor lighting conditions. Although the LiDAR hardware can also fail, it performs well in poor lighting conditions. To the best of the authors’ knowledge, there has not been any work that uses 2D-LiDAR for intruder detection in the context of both single and multi-robot systems. Hence, this is the first work that proposes a centralized and scalable system that deploys a team of robots to detect intruders in a priori map using 2D-LiDAR.

Further sections of this paper have been arranged in the following order: Section II provides an overview of the system and the software components that have been used. Section III discusses the simulation testbeds setup for the proposed system. Section IV illustrates the implementation of MIDNet with relevant algorithms, diagrams, and tables. Section V provides the experimental data that have been recorded while conducting the test trials with the system prototype and validates the system performance using specific evaluation metrics. Section VI concludes the paper by providing a general insight into the proposed system.

II. SYSTEM OVERVIEW

A. Map Construction

The proposed system for detecting unwanted entities in a pre-defined map consists of initially building the map itself. This map is an occupancy grid map generated by the ROS package gmapping, which is a wrapper that runs the OpenSLAM GMapping algorithm of Grisetti et al. [22, 23] in the ROS ecosystem. To improve our robots’ pose estimates, we have used the ROS package robot_localization of Moore et al. [24] to run the Unscented Kalman Filter algorithm proposed by Julier et al. [25]. For autonomous exploration and map merging, we have used the ROS packages explore_lite and multirobot_map_merge, both of which have been developed by Hörner [26]. Depending on the quality of the final maps that have been produced by single-robot exploration and multi-robot exploration, the best map is saved using the ROS package map_server for further processing in the next steps. Each robot in our system uses the ROS package move_base, which packs an array of additional ROS packages that are used for navigation. navfn, a ROS package that is included in move_base, uses Dijkstra’s algorithm [27] to find an optimal global path through a global cost map produced by costmap_2d, which is another ROS sub-package of move_base that runs an implementation of the layered grid map approach proposed by Lu et al. [28]. The package base_local_planner includes an implementation of a local path planner for obstacle avoidance, which also uses costmap_2d, the Dynamic Window approach [29] and the Trajectory Rollout approach [30, 31]. Lastly, a separate instance of costmap_2d is used, with parameters different from that of the costmap_2d instances of move_base, to build a global costmap that is essential for our system. The best costmap is converted into a binary grid map using a specified threshold cost value, which ranges from 0 to 100, and is saved to disk using the map_server ROS package.

B. Intruder Detection

This part of the system uses the same move_base package mentioned in Section II-A for navigation purposes of each robot. A separate instance of costmap_2d is spawned again for each robot with parameters identical to that of the instance of costmap_2d for the global costmap in the previous subsection - this time for creating a local grid map that behaves like the “eyes” of the robot (this is further explained in Section IV-A). The saved map from Section II-A is served to this part of the system using the map_server ROS package. Similar to Section II-A, robot_localization has also been used in this phase to improve positional accuracy of the robots. Finally, the midner ROS node, which runs MIDNet in the ROS ecosystem, uses information from all of our robot instances to detect intruders and determine their approximate locations in the priori map.

III. SIMULATION LAYOUT

We have created two simulation testbeds in Gazebo to analyze the performance of our proposed system. We have chosen Gazebo as it supports real-world physics (using the Open Dynamics Engine) and sensor noise. The first simulation testbed, which we refer to as Map 1 (shown in Fig 1(a)), is an $8m \times 8m$ ground plane with a $6m \times 6m$ wooden square enclosure on it. This testbed has been set up to measure the performance of MIDNet in classifying and localizing intruders. Both stationary intruders and intruders in motion are introduced during the testing phase. With that said, we also have to make a data-driven conclusion on how effective it is to converge to the intruders if the number of security robots is increased. To conduct this analysis, we have created a second testbed, Map 2 (shown in Fig 1(b)), which is a $24m \times 24m$ ground plane with a $20m \times 20m$ bounded region. The wooden boundary has two door-like openings on opposite sides of the region to allow any moving entity to enter or exit the bounded region. Unlike Map 1, only mobile intruders are introduced in Map 2. Lastly, all mobile robots that are used in both Map 1 and Map 2 are Turtlebot3 Burgers.

IV. INTRUDER DETECTION PIPELINE

A. Conversion of Incoming Grid Maps to Binary Grid Maps

The process of our intruder detection pipeline starts with converting the local costmaps of each robot that is generated by costmap_2d into black-and-white grid maps. The equation that is associated with this process is given in Eq. (1).

$$E_{i,j} = \begin{cases} 
255, & \text{if } 0 \leq x < \text{thresh} \\
0, & \text{if } \text{thresh} \leq x \leq 100
\end{cases}$$

(1)

Here, $E_{i,j}$ is the element of the grid map $E$ that is located at the position $(i, j)$. The costmaps initially contain cells having
values ranging from 0 to 100. Any given cell having a cost value greater than or equal to $\text{thresh}$ is assigned a color value of 0 in grayscale, which represents an occupied grid cell. If otherwise, the cell is assigned a color value of 255, which represents either a free or an unknown grid cell. The value of $\text{thresh}$ is to be tuned till the system produces little or no false positive detections (caused by LiDAR sensor noise), which is done by setting the value of $\text{thresh}$ higher than that of the global grid map in Section II-A.

B. Accumulating Information from Each Robot

1) Cropping Relevant Section of Map: To extract useful information from the surroundings of a given robot, the relevant portion is cropped out of the priori global grid map and compared to the current local grid map. The equation for calculating the left-top coordinate $(x_1^{\text{grid}}, y_1^{\text{grid}})$ necessary for the crop is given in Eq. (2).

$$
[x_1^{\text{grid}}, y_1^{\text{grid}}] = [x_c^{\text{grid}}, y_c^{\text{grid}}] - \frac{1}{2} [w^{\text{grid}}, l^{\text{grid}}]
$$

(2)

The equation associated with the calculation of the right-bottom coordinate $(x_2^{\text{grid}}, y_2^{\text{grid}})$ for the crop is given in Eq. (3).

$$
[x_2^{\text{grid}}, y_2^{\text{grid}}] = [x_c^{\text{grid}}, y_c^{\text{grid}}] + \frac{1}{2} [w^{\text{grid}}, l^{\text{grid}}]
$$

(3)

For both Eq. (2) and Eq. (3), $w^{\text{grid}}$ is the width of the local grid map and $l^{\text{grid}}$ is the length of the local grid map, both in pixels. $(x_c^{\text{grid}}, y_c^{\text{grid}})$ is the current position of the robot in pixel coordinates, which is calculated using Eq. (4). $(x_c^{\text{grid}}, y_c^{\text{grid}})$ is always in the middle of the square or rectangular window that $(x_1^{\text{grid}}, y_1^{\text{grid}})$ and $(x_2^{\text{grid}}, y_2^{\text{grid}})$ create (which is in fact the local grid map itself).

$$
[x_c^{\text{grid}}, y_c^{\text{grid}}] = \frac{1}{r} \left( [x_o^{\text{world}}, y_o^{\text{world}}] - [x_1^{\text{world}}, y_1^{\text{world}}] \right)
$$

(4)

Here, $(x_o^{\text{world}}, y_o^{\text{world}})$ is the current position of the robot in the real world, measured in metres $(m)$, $(x_1^{\text{world}}, y_1^{\text{world}})$ is the origin of the priori global grid map in metres and $r$ is the resolution of the global grid map, in metres per occupancy grid cell.

The maximum width and length of the local grid map depend on the maximum usable range of the LiDAR sensor being used, and they are usually smaller than that of the priori global grid map, as shown in Fig. 2(a). This means that the values of $(x_1^{\text{grid}}, y_1^{\text{grid}})$ and $(x_2^{\text{grid}}, y_2^{\text{grid}})$ will not be outside the priori global map coordinate system. This may not always be the case. In one scenario, the local grid map may be larger than the global grid map, as shown in Fig. 2(b). In another scenario, when the robot goes near the boundary of the priori global grid map, it is highly possible that $x_1^{\text{grid}}, y_1^{\text{grid}}, x_2^{\text{grid}}$ and $y_2^{\text{grid}}$ may be outside the global map’s boundary, as shown in Fig. 2(c)-(j). Algorithm 1 solves this issue by calculating two new coordinates $(x_1^{\text{map}}, y_1^{\text{map}})$ and $(x_2^{\text{map}}, y_2^{\text{map}})$ for the local grid map and by calculating two other coordinates $(x_1^{\text{gmap}}, y_1^{\text{gmap}})$ and $(x_2^{\text{gmap}}, y_2^{\text{gmap}})$ for the global grid map. This ensures that for the special cases in Fig. 2, the new coordinates that are going to be used for cropping lie inside the boundary of the global grid map. Consequently, the cropped sections of the two maps have equal length and width.

**Algorithm 1 Find Cropping Coordinates**

{related to Fig. 2(b, c, f, h)}

if $x_1^{\text{grid}} < 0$ then

$x_1^{\text{map}} \leftarrow x_1^{\text{grid}}$

$x_1^{\text{gmap}} \leftarrow 0$

end if

{related to Fig. 2(b, c, d, e)}

if $y_1^{\text{grid}} < 0$ then

$y_1^{\text{map}} \leftarrow y_1^{\text{grid}}$

$y_1^{\text{gmap}} \leftarrow 0$

end if

{related to Fig. 2(b, e, g, j)}

if $x_2^{\text{grid}} > W^{\text{grid}}$ then

$x_2^{\text{map}} \leftarrow w^{\text{grid}} - (x_2^{\text{grid}} - W^{\text{grid}})$

$x_2^{\text{gmap}} \leftarrow W^{\text{grid}}$

end if

{related to Fig. 2(b, h, i, j)}

if $y_2^{\text{grid}} > H^{\text{grid}}$ then

$y_2^{\text{map}} \leftarrow h^{\text{grid}} - (y_2^{\text{grid}} - H^{\text{grid}})$

$y_2^{\text{gmap}} \leftarrow H^{\text{grid}}$

end if

2) Processing Cropped Section of the Grid Map: The portion of the real-world surroundings that is relevant to the
rest of this section is given in Fig. 3. After the process in Section IV-B.1, we have a local grid map $A$ (which may be cropped) and a cropped section of the priori global grid map $B$ with equal length $l_{new}$ and equal width $w_{new}$. The goal is to compare $A$ and $B$ such that, every grid cell that has a value of 0 in both $A$ and $B$ are filtered out in a new grid map $C$. This involves an elementwise $OR$ operation between $A$ and $B$, as shown in Eq. (5). This step is necessary for two reasons, one is that the grid map with real-time data $A$ will not include features of regions that are masked by obstacles. The other reason is that the cropped priori global grid map $B$ has more occupied cells than the local grid map $A$, which is the result of the global grid map being slightly more inflated than the local grid map. Thus, $C$ visually appears to have the common occupancy features of both $A$ and $B$, which is exactly what we need.

$$C_{(w_{new} \times l_{new})} = A_{(w_{new} \times l_{new})} \lor B_{(w_{new} \times l_{new})}$$  \hspace{1cm} (5)

Now, the local grid map $A$ has live data of the robot's surroundings, which also includes occupancy information of potential intruders. To filter out the intruder occupancy grid cells, an element-wise subtraction between $C$ and $A$, followed by an elementwise calculation of absolute values, is performed, as shown in Eq. (6). In the field of Computer Vision, this is known as Background Subtraction. This process results in a new grid map $D$ in which cells that are not occupied in $C$ (and in turn $B$) but occupied in $A$ have a value of 255, and the rest of the cells carry a value of 0. The cells with a value of 255 in $D$ are therefore the cells occupied by the intruder(s) in the local grid map $A$. The grid maps $A$, $B$, $C$ and $D$ for all the three robots in our system are displayed in Fig. 4.

$$D_{(w_{new} \times l_{new})} = \left| A_{(w_{new} \times l_{new})} - C_{(w_{new} \times l_{new})} \right|$$  \hspace{1cm} (6)

3) Detecting Contours in Cropped Section of the Grid Map: The white sections in $D$ are the parts where the real-time local grid map $A$ does not match with the cropped priori local grid map $B$. The OpenCV function `findContours` has been used to obtain these sections as list of contours. The implementation of `findContours` is based on the work of Suzuki and Abe [32].

4) Determining Bounding Boxes of Contours Detected: To draw an up-right bounding rectangle for a given contour, the minimum and maximum values of each dimension of the contour points have to be figured out, which is exactly what the OpenCV function `boundingRect` does. Fig. 5 shows the grid map $A$ for each robot after the bounding boxes have been drawn.
C. Centralized Information Processing by MIDNet

1) Removing Ally Robot Detections From List of Detections: Before fusing information about intruders from all the robots, it has to be made sure that each robot does not identify its allies as intruders. In Fig. 5, it can be seen that each robot is in fact detecting the ally visible to it as a potential intruder, further confirmed after comparing with the real-world aerial view in Fig. 3. This problem is solved by our central instance MIDNet. Algorithm 2 describes the steps on how MIDNet removes the detections that are related to the ally robots.

**Algorithm 2 Remove Ally Detections**

**global variable:** a list of robot instances \( R \) of size \( n \)

\{ \( di \): diameter of robot, \( t \): IoU score threshold, \( bbox \): returns square bounding box, \( d \): list of detections, \( iou \): returns IoU score, defined in Eq. (7) \}

function \( \text{rad}(di, t) \):

for \( i \) in \( R \) do
  \( O \leftarrow R \)
  \( b \leftarrow bbox(i.pos, di) \)
  for \( j \) in \( O \) do
    for \( k \) in \( j.d \) do
      \( s \leftarrow iou(b, k) \)
      if \( s \geq t \) then
        \( j.pop(k) \)
        break
  end if
end for
end for

end function

Here, in Algorithm 2, \( di \) is the diameter of the circle that the shape of each robot is inscribed in. This shape is the pattern seen from an aerial viewpoint. The function \( bbox \) returns the coordinates needed to draw a square bounding box representing the area covered by the ally in that ally’s current position. \( d \) contains the list of detections accumulated by a given robot and belongs to a robot instance from the global list \( R \). The function \( iou \) returns the IoU score between two overlapping regions, and the mathematical expression for this score is given in Eq. (7). Finally, \( t \) is the IoU score threshold below which two overlapping bounding boxes of interest are not considered to be bounding boxes representing the same object in the real world. Thus, if the IoU score of the ally bounding box and the bounding box of one of the detections is equal to or greater than this threshold, that particular detection is deleted from the list of detections of the robot.

\[
iou = \frac{F}{G} = \frac{b1 \cap b2}{b1 \cup b2} \quad (7)
\]

Here, \( F \) is the area of intersection of rectangle \( b1 \) and rectangle \( b2 \) (shown in Fig. 6(a)) and \( G \) is the union area of \( b1 \) and \( b2 \), as shown in Fig. 6(b).

2) Merging Overlapping Detections From List of Detections by MIDNet: The ally detections have been filtered out, and the only detections that are left must be related to the intruders. Detections from all robots could be drawn into the deflated version of the priori global map and the system pipeline could have ended in this stage. However, while drawing the detections, an issue of duplicate detections, and thus, overlapping bounding boxes are seen. This happens when more than one robot detects the same intruder, which can be observed in Fig. 5, where all the three robots can see the same intruder object at the top corner of the real world. While this does not cause loss of information about intruders or their locations, it gives an overestimation of the number of intruders in the real world. It also clutters the priori global map where the bounding boxes are drawn to display intruder information and metadata. To solve this problem, Algorithms 3 and 4 have been developed to overcome the duplicate detection issue.

**Algorithm 3 Divide and Conquer**

**global variable:** a list of robot instances \( R \) of size \( n \)

\{ \( l \): left index, \( r \): right index, \( d \): list of detections, \( t \): IoU score threshold, \( fd \): returns fused list of detections, given in Algorithm 4 \}

function \( \text{doc}(l, r, t) \):

if \( l = r \) then
  return \( R[l].d \)
end if

\( q \leftarrow \lfloor (l + r)/2 \rfloor \)

\( L1 \leftarrow \text{doc}(l, q) \)

\( L2 \leftarrow \text{doc}(q + 1, r) \)

\( L \leftarrow \text{fd}(L2, L1) \)

return \( L \)

end function

Algorithm 3 breaks down the list of robot instances \( R \), of size \( n \), in a recursive fashion, using the divide-and-conquer approach. The recursion can be launched by calling the
function doc in Algorithm 3 and passing the parameters \( l \) as 1, \( r \) as \( n \) and \( t \) as the IoU threshold value of choice. To start the recursion, if the indexing is from 0, the values of \( l \) and \( r \) decreases by 1. The recursive process returns a merged list \( L \), which does not have any overlapping bounding boxes, and thus provides better information about the intruders in the real world.

Assume that the system has a list of robot instances \( R = \{r_1, r_2, r_3, r_4, r_5\} \). Each robot instance has a member \( d \), which contains the list of detections it has accumulated. The divide-and-conquer tree produced by Algorithm 3 is given in Fig. 7(a). Algorithm 3 uses Algorithm 4 to find a union of the two lists being combined at each step of the combination process shown in 7(b). In Algorithm 4, the union between

**Algorithm 4** Fuse Detections

\[ \begin{align*} &\{S_1\}: \text{first set/list, } S_2: \text{second set/list, } t: \text{IoU score threshold,} \\ &\text{iou: return IoU score, defined in Eq. (7)} \end{align*} \]

\[ \text{function } \text{fd}(S_1, S_2, t) : \]

\[ S \leftarrow S_2 \]

\[ \text{for } i \text{ in } S_1 \text{ do} \]

\[ ip \leftarrow \text{false} \]

\[ \text{for } j \text{ in } S_2 \text{ do} \]

\[ s \leftarrow \text{iou}(i, j) \]

\[ \text{if } s \geq t \text{ then} \]

\[ \text{if } \text{area}(i) > \text{area}(j) \text{ then} \]

\[ S[\text{index}(j)] \leftarrow i \]

\[ \text{end if} \]

\[ ip \leftarrow \text{true} \]

\[ \text{break} \]

\[ \text{end if} \]

\[ \text{end for} \]

\[ \text{if } ip = \text{false} \text{ then} \]

\[ S \leftarrow L \cup i \]

\[ ip \leftarrow \text{true} \]

\[ \text{end if} \]

\[ \text{end for} \]

\[ \text{return } S \]

end function

the sets \( S_1 \) and \( S_2 \) is being constructed. Element from one set is considered to be equal to an element from the other set when their IoU score is greater than or equal to the threshold \( t \). Lastly, the combination step works because of the commutative law \( A \cup B = B \cup A \) and the associative law \( (A \cup B) \cup C = A \cup (B \cup C) \). The whole combination process eventually returns a merged list \( L \), as mentioned earlier, which contains detections that have been fused, along with all detections that are unique to each robot.

**V. Experiments and Results**

**A. Map 1: The Detection Test**

As mentioned previously in Section III, Map 1 (Fig. 1) has been used to assess the performance of the whole intruder detection pipeline along with the fusion of accumulated detections performed by our central bot MIDNet. During each trial, the security robots execute their random patrolling algorithm, while the mobile intruder robots are given random goal points by our test script to wander around Map 1. From every trial, we have collected data consisting of the number of frames considered for the test, the total number of detections processed by our testing script, the numbers of true positives \((tp)\), false positives \((fp)\) and false negatives \((fn)\) that have occurred during the trial. The number of true negatives \((tn)\) have been ignored for two reasons: one being that they are not necessary to perform calculations that show how well our system is doing, and the other being that our detection algorithm does not involve tiling, or in other words, the sliding window approach. In our test, \( tp \) is the number of bounding boxes for detections that intersect with the ground truth bounding boxes of the intruders. \( fp \) is the total number of bounding boxes minus \( tp \), or in other words, the number of detection boxes that do not intersect with any ground truth box. Finally, \( fn \) is the number of times the system has failed to identify intruders when they are in laser scan range of at least one security robot, which in our case is 2.5 metres.

Using \( tp \), \( fp \) and \( fn \), we have calculated precision, recall and \( f_1 \) score. **precision** (defined in Eq. (8)) represents how accurately MIDNet has detected intruders given that it has submitted at least one detection to our test script. **recall** (defined in Eq. (9)) represents the accuracy of MIDNet in detecting intruders given that at least one intruder is in laser scan range. Finally, the **\( f_1 \) score** (defined in Eq. (10)) gives the weighted average of **precision** and **recall**, or in other words, the overall performance of our intruder detection pipeline.

We have run one test trial involving one security robot against 8 intruder entities. We are referring to this test trial as “1-robot”. The aim of this trial is to assess the proficiency of MIDNet at detecting multiple intruders with a single robot. The intruders can be of various shapes and sizes and can either be mobile or stationary. 1999 frames have been observed for this test, which took approximately 23 minutes of real time equivalent to 5 minutes of simulation time. We have run another test trial “5-robot”, which involves 5 security robots against the same set of intruders, this time assessing the capability of MIDNet at detecting intruders with multiple robots. Similar to the previous test, 1999 frames have been observed for this test as well and it took approximately 1 hour and 21 minutes, which is equal to about 8 minutes of simulation time. The results are summarized in Table I.

\[
\text{precision} = \frac{tp}{tp + fp}
\]
performance of MIDNet also degrades due to partial vision that is caused by different viewpoints of the security robots, as well as when the laser scans are blocked partially or completely by an object. In both the single-robot and multi-robot scenario, when one intruder lines up in front of a larger intruder in such a way that the larger intruder seems to be two intruders from the viewpoint of a security robot, a false positive occurs. In the multi-robot scenario, the number of false positives further increase when security robots having different viewpoints fail to completely draw the intruder entity, interpreting the same intruder as multiple intruders. This explains why the number of false positives for the “5-robot” configuration in Table I is significantly higher than that of the “1-robot” configuration. On the contrary, the false negative score for the “5-robot” configuration is significantly less than that of the “1-robot” configuration. In this case, the false negative in the “1-robot” configuration occurs when an intruder is in laser scan range but lines up behind a larger object or intruder in such a way that the security robot fails to detect that intruder. This issue is insignificant in the “5-robot” configuration, as any other security robot having a different viewpoint can detect the intruder when an ally fails to find it, consequently cancelling out the “blind spot” of MIDNet.

B. Map 2: The Labyrinth Test

Referring to the previous Section III, Map 2 (Fig. 1) has been used to analyze average success rates of convergence to the intruders for different team sizes of security robots. We have run 20 trials for each combination from a set of all 25 possible combinations of 5 intruders and 5 security robots (500 trials in total). The success rate for each trial is calculated using Eq. (11):

\[
\text{success rate} = \frac{\text{number of intruders caught}}{\text{total number of intruders}} \times 100
\]

For every trial, our test script spawns intruder robots at different locations and assigns random escape locations to these robots. The starting and escape points of each intruder robot are at least 12m apart. The security robots are spawned at the center block of Map 2. MIDNet generates random patrol coordinates for each security robot, and the coordinates are regenerated if they fail to meet the following set of conditions:

- The coordinates are at least \( z \) meters away from the robot’s current position. \( z \) is calculated using Eq. (12).

\[
z = \frac{p}{2q}
\]

where \( p \) is the length of diagonal of enclosed area in meters and \( q \) is the number of security robots.

- The coordinates are at least \( z \) meters away from the current patrol coordinates of the other security robots, where \( z \) is defined in the aforementioned Eq. (12).

- The coordinates are at least 0.4m away from any occupied grid cell.

An average value of success rate over the 20 trials is calculated for each combination of intruders and security robots. The results are summarized in Fig. 8. It took about 92 hours of real time (almost 4 days) to generate the data, which is equivalent to approximately 17 hours of simulated time in our experiments.

The usable laser scan range of each robot is 2.5m, which gives a scan area of 6.25m². The dimensions of Map 2 (given in Fig. 1(b)) are 20m × 20m, which is an area of 400m². This means that each robot has to monitor a map that has an area

\[
\text{recall} = \frac{tp}{tp + fn} \quad (9)
\]

\[
f1 \text{ score} = 2 \left( \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \right) \quad (10)
\]

**TABLE I**

DETECTION SCORES INVOLVING 8 INTRUDERS, 3 OF WHICH ARE STATIONARY AND MUCH LARGER THAN THE INTRUDER ROBOTS.

| trial | 1-robot | 5-robot |
|-------|---------|---------|
| tp    | 6967    | 14953   |
| fp    | 176     | 1047    |
| fn    | 1889    | 619     |
| precision | 0.975 | 0.935   |
| recall | 0.878  | 0.96    |
| f1 score |       | 0.947   |

Frames observed: 1999
64 times greater than its laser scan area. Therefore, adding more robots to the system should ensure greater coverage, which consequently increases the probability of detecting intruders in the map.

It is observed that for all the cases represented by the line graphs, the average success rates generally increase when the number of security robots is increased. However, for both the 1-intruder and the 5-intruder cases, the average success rates climb upwards when the number of security robots is increased from 1 to 4, followed by a very small decrease when the team size is increased from 4 to 5. The decrease may have been caused due to the randomization of patrolling coordinates by MIDNet. Hence, this does not affect the overall observation.

Demo Link: https://youtu.be/dKl3yAjvtEs

VI. CONCLUSION

In this paper, we have proposed a centralized algorithm MIDNet that can detect intruders inside a warehouse in absence of human staff, using ROS and 2D-LiDAR information from a team of robots. Referring to Table I, experimental results show that MIDNet performs well in detecting intruders for both the single-robot case and the multi-robot case with enhanced results in the latter case. Fig. 8 shows that increasing the number of robots under MIDNet enhances the security of the guarded region. Lastly, we can virtually add an infinite number of robots under MIDNet, and this makes our proposed system robust and scalable.
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