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\section*{ABSTRACT}

Medical applications have benefited greatly from the rapid advancement in computer vision. Considering patient monitoring in particular, in-bed human pose estimation offers important health-related metrics with potential value in medical condition assessments. Despite great progress in this domain, it remains challenging due to substantial ambiguity during occlusions, and the lack of large corpora of manually labeled data for model training, particularly with domains such as thermal infrared imaging which are privacy-preserving, and thus of great interest. Motivated by the effectiveness of self-supervised methods in learning features directly from data, we propose a multi-modal conditional variational autoencoder (MC-VAE) capable of reconstructing features from missing modalities seen during training. This approach is used with HRNet to enable single modality inference for in-bed pose estimation. Through extensive evaluations, we demonstrate that body positions can be effectively recognized from the available modality, achieving on par results with baseline models that are highly dependent on having access to multiple modes at inference time. The proposed framework supports future research towards self-supervised learning that generates a robust model from a single source, and expects it to generalize over many unknown distributions in clinical environments.

\textbf{Index Terms}— Self-supervised learning, long-wave infrared.

\section*{1. INTRODUCTION}

Reliable patient posture estimation provides quantifiable data that can offer an objective assessment of a patient’s behavior. Such movement assessment is a powerful tool during clinical observations to aid the diagnosis of motor and mental disorders, as well as sleep disorders such as apnea. Vision-based systems using deep learning, with their non-invasive nature, have shown potential to extract comprehensive pose through granular quantification of a patient’s position \cite{[1][3]}. Yet, these methods are hindered by hospital conditions including having the patient’s body covered; and the requirement of richly labeled visible data (RGB) with in-bed human poses. While RGB data can be used to recognize the actions and position of a subject, its use is limited due to privacy concerns. Thus, in order to see through covers and to provide stable image quality under lighting variation, only privacy preserving modalities such as Long-Wave Infrared (LWIR) imaging are used to monitor patient activities. The additional domain gap between RGB and LWIR imaging raises great challenges for pose estimation methods.

Prior work on for in-bed human pose estimation from LWIR domains has primarily relied on extracting features using transfer learning (fine-tuning), where the representation from networks trained on large-scale datasets (e.g. COCO \textsuperscript{[6]}) are transferred to a small sample dataset \textsuperscript{[7][11]}. However, when fine-tuning for example an RGB model on thermal images, the low-level features learned on RGB images do not necessarily align with low-level thermal images features.

Leveraging multi-modal image sources via multi-modal fusion has significantly improved analysis results in various medical applications \textsuperscript{[12][13]}, as well as in-bed pose analysis \textsuperscript{[14][15]}. These methods fuse features from different modalities to impose pose estimation accuracy. However, existing multi-modal in-bed pose analysis methods fail when one modality is unavailable during inference, as these models expect all training modalities as input. As such, these methods are unsuitable due to privacy issues raised in real-world medical monitoring scenarios. Methods such as robust dynamic fusion (RDF) \textsuperscript{[5]} can address the missing modality issue via a conditional training scheme. During training, an input modality is set to 0 with probability $p$ to mimic the missing modality, and during inference the missing modality is also set to 0. While this approach can address the missing modality issue, it does not explicitly learn or use features from missing modalities, and we argue that its bypass training scheme will essentially learn a separate model for situations
where certain modalities are missing. Hence, it fails to truly leverage the multi-modal image sources.

Self-supervised methods are popularity to improve the quality of learned embeddings [16] in place of transfer learning. In this paper, we propose a novel multi-modal conditional variational autoencoder (MC-VAE) for in-bed pose estimation. Our approach is able to reconstruct the features of a missing modality with guidance from the features of the available modality, and thus addresses the issue of a missing modality. During training, the feature distribution of the visible modality is learned through a feature reconstruction module, and during inference when the mode is absent it can be generated from the LWIR modality. This architecture is shown in Fig. 1. This approach avoids privacy concerns that arise in low resource clinical environments (e.g. just one sensor is needed), while explicitly leveraging reconstructed features to yield an accurate pose estimation. The contributions of our work are summarized as follows:

1. We propose a robust method based on variational autoencoders for learning cross-modality representations, when deploying AI-based methods for patient monitoring where only one modality is present.
2. We introduce a novel system to accurately estimate in-bed pose by reconstructing RGB features while preserving patient privacy within hospital environments.

2. METHOD
We compare three baseline architectures with our novel self-supervised approach that enables in-bed pose estimation when only privacy-preserving images (e.g. infra-red images) are presented. Our approach can be extended to estimate poses in other unseen image domains as well. We compare the functionality of these four approaches in Table 1 and empirically demonstrate the advantages of our proposed architecture. These architectures are illustrated in Fig. 2. For fair comparison, we (i) adopt HRNet [17] as our universal backbone across all methods, since it is currently the SOTA model in terms of efficiency and accuracy for pose estimation. (ii) employ iterative attentional feature fusion (IAFF) [4] as our feature fusion method due to its superior performance and interpretability.
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**Fig. 2**: Comparison between baseline models and our self-supervised approach. Models (a), (b) and (c) are based on existing methods. (a) is trained on the secondary modality (RGB) then we froze the stem layer, fine-tuning the HRNet and final decision layer on the first modality (LWIR). (b) images from both modalities are required as input, a late-layer fusion module based on IAFF fuses the late features from parallel HRNet model. (c) To simulate the missing modality scenario at inference time, RDF randomly sets the RGB image to 0 during training, during inference the RGB image is always 0 to represent the missing modality. When the RGB image input is 0, the model skips the fusion and uses features from IR streams directly (dotted line). (d) Our model leverages features from both modalities during training and reconstructs the missing modality conditioned on the available modality during inference.

**Table 1**: Functionality comparison among methods. Feature fusion can fully learn from both modalities, but requires both modalities at inference to work. Both fine-tuning and RDF can infer from a single modality (i.e. when one modality is missing), but they can only partially learn from the secondary modality. Our model fulfills both system requirements (SyR) by reconstructing features from secondary modality.

| Approach         | SyR1 | SyR2 |
|------------------|------|------|
| Fine-tuning      | Yes  | Partial |
| Feature fusion   | No   | Yes |
| RDF              | Yes  | Partial |
| (MC-VAE) (ours)  | Yes  | Yes |

SyR1: Inference on single modality.  
SyR2: Learn from secondary modality.

2.1. Existing multi-modal in-bed pose analysis methods
Multi-modal in-bed pose analysis methods can be grouped according to the availability of the secondary modality during inference.

Fine-tuning is employed as one of our baselines to address the issue of the absence of the secondary mode (Fig. 2a). We first train our model using the RGB modality, then fine-tune the trained model on the LWIR modality. In scenarios where the secondary modality is available during inference, existing works [14–15,18] utilize features from the secondary modality via feature fusion on intermediate layers. We adapt this design to create a baseline model illustrated in Fig. 2b. The model consists of two parallel HRNets, $H_1$ and $H_2$. It always requires input images, $I_1$ and $I_2$, from both modalities and then extract features $f_1 = H_1(I_1)$ and $f_2 = H_2(I_2)$ respectively. The fusion module fuses these two features and feeds the result to the final decision layers.

Inspired by [5], we employ the robust dynamic fusion (RDF) strategy as our third baseline (Fig. 2c), where we set input image $I_2$ to a tensor of zeros with probability $p$ to mimic the missing modality scenario during inference. When an input image $I_2$ is a zero tensor, the model skips the fusion and directly takes feature $f_1$ as the final output.
feature. Therefore, when a modality becomes unavailable, the model can still perform inference with the learned parameters in $H_1$.

2.2. In-bed pose estimation on unseen image domains

Due to the nature of the hospital monitoring environment, RGB images cannot be used during inference as they violate hospital privacy protocols. Even if RGB images of patients were allowed, many inputs would be of limited value since patient joints are frequently heavily occluded by bedding. To tackle these issues, we propose a novel approach to handle unseen modalities, where we explicitly reconstruct features for the missing modality. In this paper, for simplicity, we only consider a two modalities scenario ($M=2$). Training and inference schemes are presented in Fig. 3.

We adopt a feature reconstruction module from [19][20] to explicitly learn the distribution of the missing modality. As illustrated in Fig. 3 during training, multi-modal features $X_1$ and $X_2$ extracted by a backbone are the inputs to our multi-modal conditional variational autoencoder (MC-VAE). The joint variational posterior $q_\Phi(z | X_{1:M})$ can be factorized as

$$q_\Phi(z | X_{1:2}) = \alpha_1 \cdot q_{\phi_1}(z | X_1) + \alpha_2 \cdot q_{\phi_2}(z | X_2), \quad (1)$$

where $\alpha_1 = \alpha_2 = 1/2$, with the likelihoods $q_{\phi_m}(z | X_m)$ parametrized by encoders with parameters $\Phi = \{\phi_1, \phi_2\}$. We use the objective

$$L_{reg} = L_{ELBO}(X_{1:2}) = E_{q_\Phi(z | X_{1:2})} \left[ \log p_\Theta(z, X_{1:2}) - q_\Phi(z | X_{1:2}) \right]. \quad (2)$$

to approximate the true joint posterior $p_\Theta(z, X_{1:2})$. Once the joint posterior is learned, our feature reconstructor can rebuild the missing data using the available mode, i.e. when $X_2$ becomes unseen during inference, we can reconstruct the cross-modal feature $\hat{X}_2$ conditioned on $X_1$ via

$$p(\hat{X}_2 | X_1) = E_{q_\Phi(z | X_{1:2})} \left[ p(\hat{X}_2 | z) \right]. \quad (3)$$

To ensure that the reconstructed feature $\hat{X}$ is suitable for later layers, we use the reconstruction loss from [19]. We constrain $\hat{X}$ to be between 0 and 1 using a Sigmoid function as per [19], thus $\hat{X} \approx p(\hat{X}_1 | X_2)$. Therefore, the reconstruction loss is given by

$$L_{Recon}(\hat{X}_2, X_2) = \left\| E_{q_\Phi(z | X_{1:2})} \left[ p(\hat{X}_1 | z) \right] - X_2 \right\|_2. \quad (4)$$

By optimizing the above two objectives, we can obtain a feature reconstruction module which can take the presented feature $X_1$ as input, and sample an authentic copy of the missing feature $X_2$, $\hat{X}_2$, conditioned on $X_1$. This reconstruction capability enables inference on a single privacy preserving modality. As illustrated in Fig. 4 during offline training we train our model using both modalities (LWIR and RGB), while simultaneously the feature reconstruction module learns the distribution of feature $X_2$, enabling it to reconstruct feature $X_2$ on the condition of feature $X_1$. Then features $X_1$ and $X_2$ are passed through the two HRNets separately and then fused together via the feature fusion module, prior to the final decision layer.

During online inference, our model only requires the first modality (LWIR) as input, and rebuilds the feature of the secondary modality (RGB) conditioned on the first modality. Then the first modality feature and the reconstructed secondary modality feature are passed to the trained model for keypoint estimation inference. This ability to reconstruct features from the unseen modality allows our model to tackle the missing modality issue by training $\hat{X}_2$ to be an acceptable replacement for $X_2$.

3. EXPERIMENTS AND RESULTS

3.1. Dataset and preprocessing

We train and test all models on the publicly available simultaneously-collected multi-modal lying pose dataset (SLP) [9][21]. The SLP dataset has patient pose images taken simultaneously by four different sensors (RGB, LWIR, Pressure mattress and Depth) under three cover conditions: uncovered, lightly covered (bed sheet), and heavily covered (blanket). It is collected in two different room environments, namely danaLab and simLab, which have 102 and 7 subjects respectively. Images for danaLab were collected in a home setting, whereas images for simLab were collected in a hospital setting (e.g. changes in ceiling heights, hospital beds, types of blankets and participants). DanaLab is used during the training and validation process of the developed model. We use the first 70 subjects as the training set, subjects 71-85 form the validation set, and subjects 86-102 form the testing set. All subjects in simLab portion are used to investigate the generalisability of the models.

Since our model has the ability to explicitly learn from the missing modality, to maximize feature extraction and reconstruction of the missing modality, we only consider pairs of LWIR and RGB images which are uncovered, as the covered RGB images are less informative. This will result in the CVAE learning to reconstruct an uncovered RGB image from a covered LWIR image; yet despite the images having different cover conditions they will exhibit the same pose. We employ the data augmentation scheme used in [21], including rotation, shifting, scaling, color jittering, and synthetic occlusion.

Fig. 3: An illustration of the training and testing scheme. (a) During training, both modalities are available, the model first extracts features $X_1$ and $X_2$ from each modality (shown in pink). Then the conditional variational autoencoder learns the joint representation of the features from both modalities, and reconstructs feature $\hat{X}_2$ conditioned on $X_1$. The reconstructed feature $\hat{X}_2$ is later trained in parallel with $X_1$, then fused together via the Fusion module. The final fused features are used to predict joint locations. (b) During testing, modality 2 is unavailable, but the conditional variational autoencoder can reconstruct $\hat{X}_2$ conditioned on $X_1$ without input $X_2$. 

In this paper, we propose a novel approach for incorporating self-supervised feature extraction into state-of-the-art human pose estimation approaches (e.g., HRNet) to reconstruct a missing modality and provide accurate in-bed pose estimation when only privacy preserving RGB images are available for the AI model deployment. Our baseline models are limited by those conditions. Feature fusion based models cannot work on a single modality input, and their performance can be negatively impacted if patients are covered. RDF will not use RGB features during inference, as it sets all (unavailable) RGB images to 0. In contrast, our model continues to work under these two limitations and does not require the presence of both modalities during inference. Furthermore, it can learn to reconstruct uncovered RGB features from covered LWIR features, and effectively use these during inference.

4. CONCLUSION

In this paper, we propose a novel approach for incorporating self-supervised feature extraction into state-of-the-art human pose estimation approaches (e.g., HRNet) to reconstruct a missing modality and provide accurate in-bed pose estimation when only privacy preserving imaging modes are available for the AI model deployment. Our findings in this study demonstrate a promising deep learning-based solution that can improve inpatient monitoring in the presence of scarce annotations, which has historically imposed severe limitations on machine learning methods in the medical domain.

### Table 2: Comparative analysis of our approach and baseline methods. Results show the percentages of detections for each joint which are within PCKh@0.5 threshold (in danaLab).

| Approach   | Covered | R_Ankle | R_Knee | R_Hip | L_Hip | L_Ankle | R_Wrist | R_Elbow | R_Shoulder | L_Shoulder | L_Elbow | L_Wrist | Thorax | Head | Total |
|------------|---------|---------|--------|-------|-------|---------|---------|---------|------------|------------|---------|---------|--------|------|-------|
| Fine-tuning | ACC     | 95.6    | 96.7   | 86.3  | 90.5  | 95.7   | 95.6   | 90.1   | 93.4       | 92.2       | 94.3   | 93.4   | 88.9   | 98.8 | 98.2  |
| Feature fusion | ACC     | 95.7    | 96.9   | 85.0  | 88.9  | 96.0   | 95.0   | 91.6   | 94.9       | 91.3       | 94.5   | 94.2   | 90.8   | 98.9 | 98.3  |
| Feature fusion | OUI     | 94.7    | 97.5   | 94.5  | 94.8  | 97.3   | 98.5   | 95.0   | 95.4       | 94.1       | 96.7   | 94.7   | 94.7   | 99.4 | 99.3  |
| Feature fusion | OCI     | 95.4    | 96.1   | 87.4  | 88.7  | 95.0   | 94.6   | 88.3   | 91.3       | 90.8       | 93.7   | 90.8   | 87.1   | 98.4 | 97.4  |
| RDF | ACC     | 95.5    | 96.6   | 86.7  | 89.0  | 95.7   | 95.0   | 91.0   | 94.2       | 91.2       | 93.8   | 92.6   | 89.3   | 98.7 | 97.8  |
| Feature fusion | ACC     | 95.2    | 90.9   | 88.9  | 91.8  | 95.6   | 93.2   | 94.9   | 93.6       | 92.2       | 93.7   | 93.7   | 89.9   | 98.1 | 98.6  |

All cover conditions (ACC), only uncovered images (OUI), only covered images (OCI).

### Table 3: Mean percentages for points which are within PCKh@0.5 threshold, compared with baseline models trained, tested on the corresponding modality and different cover conditions.

| Approach | Train Modality | Test Modality | Covered | Modality | danaLab | simLab |
|----------|----------------|---------------|---------|----------|---------|--------|
| Sun et al | LWIR           | LWIR          | ACC     | ACC      | 93.5    | 95.3   |
| Fine-tuning | LWIR+RGB      | LWIR          | ACC     | ACC      | 93.5    | 95.2   |
| Feature fusion | LWIR+RGB      | LWIR+RGB      | ACC     | ACC      | 93.7    | 95.6   |
| Feature fusion | LWIR+RGB      | LWIR+RGB      | OUI     | ACC      | 96.5    | 95.8   |
| Feature fusion | LWIR+RGB      | LWIR+RGB      | OCI     | ACC      | 92.5    | 93.7   |
| Feature fusion | LWIR+RGB      | LWIR+RGB      | ACC     | ACC      | 93.4    | 94.6   |
| Feature fusion | LWIR+RGB      | LWIR+RGB      | ACC     | ACC      | 94.3    | 95.8   |

All cover conditions (ACC), only uncovered images (OUI), only covered images (OCI).

3.2. Experimental setup and evaluation metric

We train and evaluate our fine-tuning and RDF baseline on LWIR and RGB modalities with all three cover conditions combined. For our feature fusion baseline model, we feed it with both modalities, but to investigate the effect of different cover conditions, we separate cover conditions into three combinations: i) all cover conditions (ACC), ii) only uncovered images (OUI), and iii) only covered images (OCI).

In this evaluation, we use the PCKh with a threshold of 0.5 as our evaluation metric. For a fair comparison, we employ HRNet [17] as our backbone for all models, all models are trained with the same setting as [21]. All models are trained from scratch, for 100 epochs, with a learning rate 1e-3 and the Adam optimizers [22] (learning decay rate 0.1 at epoch 70 and 90). All models have the same HRNet setting with the W32 configuration [17]. All models which involve feature fusion use the same fusion method, IAFF [4]. To demonstrate the effectiveness of our feature fusion and reconstruction method, we calculate the mean of the importance weight kernel $W$ of

$$F_{\text{fused}} = (1 - W) \ast F_{\text{LWIR}} + W \ast F_{\text{RGB}}$$

in the IAFF module [4]. This is a sound indicator of how much our models utilize features from the RGB channel.

3.3. Results and discussion

As shown in Table 2 and Table 3 under the same constraints (same cover condition, same inference domain), our proposed model outperforms the RDF and Fine-tuning methods, and achieves 94.3% accuracy for PCKh@0.5 on the danaLab test set, and 95.8% accuracy on the simLab test set. Qualitative results are presented in Fig. 4. The RGB domain carries rich visual information such as color and depth, that can provide more clues for the pose estimation models for uncovered images. Further, using this information leads to better performance for the feature fusion based model in the presence of uncovered images, as shown in Table 2. Therefore, reconstructing these features through our proposed model can be beneficial and increases the performance of the pose estimation, even in the absence of that modality as shown in Table 3.
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