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Abstract—Internet of Space Things (IoST) is a challenging paradigm, which is currently attracting great interest from the scientific and industrial communities. IoST is based on the integration of the space segment into the global Internet of Things (IoT) infrastructure. In the relevant literature, reference is generally made to multiple constellations of nanosatellite platforms, used to enable IoT services on a global scale, including also disadvantaged and poorly infrastructured areas. In this paper, we focus on multi-tenant IoT scenarios, wherein multiple CubeSats constellations are enabled to offer services by exploiting a dynamic federation model. The objective is to efficiently provide services in an IoST scenario by leveraging an effective cooperation strategy originally designed for terrestrial IoT networks, the Mobile-IoT-Federation-as-a-Service (MiFaaS) paradigm. We extend this vision to IoT satellite networks in order to allow a constellation of satellites to effectively execute tasks through a tight cooperative behaviour with other CubeSats constellations. The reported performance evaluation studies show that better performance, in terms of percentage of tasks successfully completed, can be achieved through the implementation of the proposed cooperation paradigm.
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I. INTRODUCTION

The new frontier of the Internet of Things (IoT) is in space. There is no doubt that as in the past the non-terrestrial segment was used to achieve full worldwide connectivity, similarly, in the future we will not be able to do without space technology if we intend to offer IoT services on a global scale. The reasons why the Internet of Things has the potential to represent a revival of attention to satellite technologies are manifold. Among others, as highlighted in [1], if one needs to offer typical IoT services in disadvantaged and poorly infrastructured areas, or if one needs to connect a multitude of things distributed over large areas to the global network, the use of satellite is the most advantageous solution (i.e., the Internet of Space [2]). It is therefore not by chance that the integration of terrestrial and non-terrestrial networks is the most cost-effective solution whenever the deployment of next-generation terrestrial coverage in support of massive Machine Type Communications (MTC) is prevented in particular areas of the globe by physical constraints [3]. In this perspective, both the standardization and research activities are focusing on finding solutions to support non-terrestrial networks in fifth generation (5G) New Radio systems [4].

For their part, numerous satellite vendors and satellite service providers are making or have announced that they will make significant investments in the IoT Satellite sector. Swarm Technologies, Hiber, Echostar Eutelsat, are just a small example of companies that have announced their willingness to launch satellites with the specific purpose of supporting IoT services and IoT networking by offering two-way connections to IoT devices distributed worldwide. The offer of IoT and Machine-to-Machine (M2M) connections even in remote areas of the world via a Low Earth Orbit (LEO) satellite network is provided by ORBCOMM, and a similar purpose is declared by the satellite operator Thuraya, while Iridium offers, through its CloudConnect platform, a tool for developers seeking a singular communications platform, leveraging the Iridium network, to manage connected devices worldwide.

In this context, one of the most interesting novelties that has recently appeared on the scene is undoubtedly represented by the family of miniaturized satellites, called CubeSats because of their basic 10x10x10 cm³ cubic shape [5]. Initially conceived in universities for teaching and research purposes in different fields, the idea of using CubeSat platforms for global connectivity, focusing on some of the fundamental issues related to communications engineering, has been introduced and discussed in the literature for some years [6] [7]. However, only recently the main interest has shifted towards studies aimed at making CubeSats, or in general nanosatellites, an integral part of the new generation of integrated terrestrial-satellite network platforms characterized by the use of virtualization paradigms, such as Software-Defined Networking (SDN) and Network Function Virtualization (NFV), mainly for network resource utilization improvement and operating cost reduction [8].

In this paper, we intend to contribute to this research line by referring to a satellite platform specifically designed for being integrated into 5G IoT systems and, therefore, empowered with virtualization technologies of both network functions and device resources, and enabling cloud computing capabilities at the edge of the network [9]. In a 5G satellite-IoT platform of this type, specifically designed to also include CubeSats, we will focus on a multi-tenant scenario in which multiple CubeSat constellations are provided with the means to offer services in a highly efficient and scalable fashion.
In this platform, we will also introduce and analyze the performance of a paradigm explicitly designed to enable cooperation of multiple CubeSat constellations, also owned by different providers, and their dynamic federation in order to increase flexibility and effectiveness in providing IoT services. This is obtained by leveraging an enhanced cooperative paradigm among satellite-IoT objects, according to which opportunistic federations of Virtualized CubeSat (ViCubeSat) Constellations are orchestrated and managed by terrestrial Edge nodes. The term “opportunistic” implies the purpose of dynamically creating coalitions among CubeSats constellations whenever this is actually considered advantageous and only if the establishment of each coalition results in an increase in utility for the various players (i.e., the constellations involved). Specifically, in this paper we focus on maximizing the number of executed tasks.

In particular, any ViCubeSat Constellation is considered as a pool of satellite-IoT and terrestrial devices owned by the same provider and virtualized in a Private Cloud. This paradigm is derived from the one named MIFaaS (Mobile-IoT Federation-as-a-Service), first introduced in [10]. Compared to classic collaborative strategies in Mobile Cloud Computing (MCC) [11], the opportunistic federation process we implement does not allow for opportunistic cooperation among single devices, rather it involves ViCubeSat Constellations as a whole and the associated sets of virtualized resources, so to extend the opportunities of reciprocal support in delivering heterogeneous IoT services under typical low-orbit satellite operational conditions.

This paper is organized as follows. In Section II we introduce the state-of-art, include the main related literature on satellites and virtualization in 5G, and highlight the motivation behind this work. In Section III we discuss our solution for federating ViCubeSat constellations and, further, in Section IV we outline the major benefits introduced by virtualizing and federating CubeSats in 5G IoT systems. In Section V we describe the designed IoT-Satellite Edge architecture consisting of virtualized Cubesats and discuss the federation formation problem. Then, the performance results are analyzed in Section VI. Finally, conclusions are drawn in Section VII.

II. RESEARCH BACKGROUND

A. CubeSats Technology

Miniaturized satellites, known as CubeSats, are a promising solution to realize a global satellite network at a much lower cost with respect to traditional satellite infrastructures. Originally exploited for academic purposes, CubeSats represent an effective solution to the drawbacks of traditional satellites, such as long development cycles, high costs, increasing congestion, lack of sequential redundancy, and high-risk exposure [12]. In fact, their relatively low total cost, together with the short time required from development to deployment, make CubeSats really attractive for actually realizing the global connectivity envisioned by the IoT paradigm.

CubeSats have a modular structure. Starting from the basic cubic module of 10x10x10 cm$^3$ dimension, denoted as 1U, spacecrafts of 2U, 3U, and 6U can be built, with a mass of a few kilograms at maximum. They do not contain any propulsion system and are mostly built with Commercial Off-The-Shelf (COTS) components. Thus, the deployment stage is carried out through a Poly-Picosatellite Orbital Deployer (P-POD) system, and they are launched in orbit as secondary payloads.

The available frequency bands for CubeSat-to-Ground communication are the S-band (2-4 GHz), C-band (4-8 GHz), X-band (8-12 GHz), Ku-band (12-18 GHz), and Ka-band (26.5-40 GHz). Regarding the altitude with respect to ground, they are placed in the exosphere at low Earth orbit (altitudes of 500 Km and above), CubeSats are equipped with solar panels and high-capacity batteries, since the sun is their major energy source.
A plethora of payloads can be incorporated inside a CubeSat, ranging from several typologies of cameras to telescopes and sensors for space environment monitoring. As an example, the work in [13] defines a new CubeSat for dynamic spectrum satellite communication networks, where payloads consist in cameras and Global Positioning System (GPS) receiver. Moreover, it contains a specific communication system composed of multi-band antenna arrays, photonics-based Radio Frequency (RF) front-end and electronics to support enhanced reconfigurable multi-band radios. Another example is given in [14], which defines a CubeSat, named QuakeSat, for earthquake signature detection. Its mission is to detect, record, and downlink Extremely Low Frequency (ELF) magnetic signal data to support earthquake activity prediction. The satellite has 650 Km sun-synchronous orbit, and it is equipped with COTS components proposing a low cost small-satellite alternative.

A holistic overview of various aspects of CubeSat missions and a thorough review of the topic from both academic and industrial perspectives are given in [15].

Some recent research studies have set themselves the goal of defining new architectures, based on emerging networking paradigms, which involve CubeSats with relevant roles both in the access network and in a space core-network. Interesting examples are given by [12] and [16].

Authors of [12] envision a CubeSat network named Internet of Space Things (IoST), which represents a paradigm-shift network architecture to leverage the cyber-physical system with another degree of freedom in the space for global process control and optimization. In IoST, CubeSats play the twofold role of nodes of a network infrastructure providing globally scalable connectivity, and of passive and active sensing devices. A similar architecture, called SoftSpace, has been proposed in [16], consisting of four segments, a user segment, a control-and-management segment, a ground segment, and a space segment.

To date, CubeSats have been deployed in LEO orbits because this choice reduces costs and implementation complexity. However, the main problem with CubeSats is the same already addressed in the literature in case of LEO satellites and High Altitude Platforms (HAPs), when these elements are used to complement terrestrial networks [17]. In fact, in addition to the limitations related to the nature of the channel, there are strong issues due to the orbit nature. LEO satellites operate at lower orbits than Geostationary Earth Orbit (GEO) satellites; thus, their footprint is much smaller and they do not appear to be still with respect to the Earth surface. Consequences are limited transmission-reception time windows, discontinuous availability of the Cubesats with a consequent Grade of Service (GoS) and Quality of Service (QoS) degradation, and a raised complexity in managing the whole system. This is a problem that we also try to face through our proposed federation paradigm, as better illustrated in the remainder of this paper.

B. Satellites in 5G and IoT platforms

Studies to integrate satellites into terrestrial network infrastructures that have appeared on the telecommunications scene from time to time have always shown that the presence of a satellite segment can enhance network operations under many ways and it clearly represents an added value. Even today, in the 5G era, interest has not diminished; on the contrary, there has been a surge thanks to the enormous attention paid to the pervasive provision of IoT services. As a consequence, standardization bodies are studying how to integrate the so-called Non-Terrestrial Networks (NTNs) into 5G systems [14], [18]. Features of NTNs defined by the Third Generation Partnership Program (3GPP) and their potential in satisfying user expectations in 5G & beyond networks are reviewed in [19].

By starting from the architectural options currently being discussed in the standardization fora, the authors of [20] assess the impact of the satellite channel characteristics on the physical and Medium Access Control layers, both in terms of transmitted waveforms and procedures for enhanced Mobile BroadBand (eMBB) and NarrowBand-Internet of Things (NB-IoT) applications for 5G systems including NTN. Instead, in [21], the main challenges introduced by the satellite channel in the NB-IoT random access procedure are investigated as well as new solutions and research directions are pointed out to overcome those challenges. In [22], the effect of NTN inclusion into mobile systems is analyzed through an experimental comparison in term of Key Performance Indicators, such as channel quality index, modulation coding scheme index, downlink throughput, frame utilization, and resource block utilization.

The satellite air interface evolution, in light of new initiatives considering satellite networks as an integral part of the 5th generation of communication networks, is the subject of several papers in the literature [23], [24], [25], [26]. Besides, in [27], the main issues related to the integration of the satellite into 5G are addressed with particular attention to a testbed demonstration with the main goal of evaluating how satellite networks can be best integrated within the convergent 5G environment.

Obviously, satellites are also studied in the literature for their role of backhauling in 5G networks; an architecture framework with such a finalization is designed in [28]. In such a context, it is worth also highlighting the research described in [29], wherein the authors studied and described the realization of a Cloud-RAN in a system based on Unmanned Aerial Vehicles (UAVs), acting as mobile Base Stations (BSs), and CubeSats when the scope is the realization of reliable wireless networks in complex areas.

C. Virtualization in IoT and Satellite-IoT platforms

Obviously, any investigation concerning the inclusion of new-generation satellites in future communication infrastructures for IoT (or for MTC) can not ignore two design aspects characterizing emerging 5G systems: device virtualization and network programmability (via SDN/NFV), aimed at effectively orchestrating services [30] and slicing the network infrastructure [31].

Modern device virtualization paradigms have overwhelmingly entered also the IoT world owing to the numerous advantages they promise if used in any platform specifically
As for network resources virtualization and infrastructure slicing, the emerging paradigms are NFV and SDN. The former, under standardization mainly by the European Telecommunications Standards Institute (ETSI), is a network architecture paradigm that uses information technologies to virtualize entire classes of network node functions (e.g., router or middle-box functions) into building blocks that may be chained together to create communication services. Several studies have clearly shown the benefits associated with the joint use of NFV and SDN in IoT platforms, and have demonstrated that typical IoT challenges can be effectively faced through the use of these paradigms.

The purposes of introducing network programmability and resource virtualization concepts also in an integrated terrestrial-satellite 5G platform are manifold. In cloud-based infrastructures and SDN are exploited for flexible high-level resource sharing, while higher network resource utilization, network management simplification, and operating cost reduction are the objectives addressed in (i.e., router or middle-box functions) into building blocks that may be chained together to create communication services. Besides, sharing CubeSat communications, sensing, and actuation resources within an effective service orchestration framework is addressed in, whereas forming a shared resource pool with non-standardized aircraft heterogeneous resources by leveraging resource virtualization technology is the objective of the satellite cloud architecture in.

Another aspect, largely addressed in the literature and particularly relevant to our research, is undoubtedly the role of NFV-SDN in carrying out the chaining of virtualized network functions to compose network services that provide different trade-offs and functionalities to diverse ecosystems, which is the basis of the network slice concept. The concept of network slice appears even in, where the capacity performance of a three-layer heterogeneous satellite network is investigated. Network slicing is also explored for the satellite ecosystem in to boost eMBB services by ensuring different grades of QoS in dynamic scenarios.

Our solution for federating ViCubeSat constellations is inspired by the MIFaaS paradigm designed for terrestrial IoT platforms that we re-think and adapt to the specific needs of an integrated terrestrial-satellite scenario for 5G IoT. The MIFaaS paradigm has been first introduced in contributing to the evolution from a centralized cloud computing to a hybrid distributed paradigm, extending its scope from the core to the extreme edge of the network. Traditional cloud-like resources (i.e., storage, computing, applications) are provided not only in the remote cloud, but also in the network edge infrastructure and in heterogeneous end-devices, belonging to private users/companies/service providers. Different from the typical device-oriented approach of MCC, where the single device can receive opportunistic support from nearby devices and their embedded resources only, in MIFaaS the attention is on federation of pools of devices/objects managed by private/public owners, the so-called IoT Cloud Providers (ICPs).

A platform implementing MIFaaS leverages the recent advances in virtualization techniques in the fields of networking (i.e., virtualization of network resources and functions, SDN and NFV), cloud/fog computing (i.e., virtualization of computing and storage resources), and IoT (i.e., object virtualization). Virtualization technologies are used to create network-assisted Virtual Devices (VDs), which are meant to describe the capabilities and features of the corresponding Physical Devices (PDs), belonging to an ICP. They are also capable of complementing and offloading applications/services, high-level network functions and cloud-like resources (e.g., control logic modules, analytic tools, firewall, storage, processing) residing in potentially constrained end-user devices.

ICP resources can be exposed and accessed as a single cloud, regardless of their actual physical location. Moreover, by exploiting network softwarization technologies, the edge infrastructure will be able to dynamically allocate and seamlessly migrate (all or some of the) VDs associated to an ICP moving them closer to the end-user whenever needed (e.g., in case of mobility) for the fruition of a service with the requested Quality of Experience (QoE) level.

IV. MOTIVATIONS TO FEDERATING CUBESAT CONSTELLATIONS

A. Benefits of virtualization

1) Managing and orchestrating constellations: Virtualizing a CubeSat in the ad hoc “softwarized” terrestrial segment provides the opportunity to improve the efficiency of the typical monitoring and management procedures of CubeSats, regardless of their current position. A very welcome aspect...
is in fact carrying out CubeSat management operations (Boot-strap, Device Discovery and Registration, Device Management and Service Enablement, etc.) in continuity and without having to wait for a complete rotation cycle along the satellite orbit. This can be achieved by associating the CubeSat with a Virtual Object (VO) enabled to migrate from ground station (GS) to GS during the CubeSat revolution around its LEO orbit. In a certain sense, this solution enables tracking the respective hardware device in the sky. In this way, an image of the satellite is always available in the GS to which it is currently connected (i.e., at the edge of the network) and that can continuously interact with the satellite. Besides, if typical IoT virtualization techniques are used, this image and its associated resources would also be accessible remotely by using standard protocols for IoT.

In the solution proposed in this paper, we rely on the Open Mobile Alliance (OMA) Lightweight Machine to Machine (LwM2M) standard for CubeSat virtualization. This standard is targeted, in particular, at constrained devices and provides a light and compact secure communication interface along with an efficient data model, which enables both device management and service provisioning for M2M devices. Obviously, any other standard for virtualization can be used, and its associated resources would also be accessible remotely by using standard protocols for IoT.

2) Continuous sensing: Equally interesting is the ability to continuously access satellite data. At the moment, you can access the data sensed by the CubeSat only during its stay under the control of the GS, and you then have to wait for the rotation time along an entire orbit before having the data available again. In a virtualized and multi-tenant scenario, the VO could also be migrated (following the CubeSat) to land stations of other tenants that, subject to commercial agreements, can temporarily host it. The VO would interact with the CubeSat by using the Constrained Application Protocol (CoAP) to update the data and such a “roaming” VO would be reachable via IP network from remote by simply using Hypertext Transfer Protocol (HTTP) commands.

3) Augmented data fruition: A further advantage could derive from the possibility of making an association (and dynamic) of more CubeSats devices into a single “Virtual CubeSat” software. This technique, widely used in different environments where sensing or identification operations are required, such as Radio Frequency IDentification (RFID) EPC-Global, would make it possible to make the most of a multi-tenant scenario composed of different CubeSats constellations or even a scenario where the single tenant owns several constellations. A classic example is to want an updated datum related to an area at a given time when there is no owned CubeSat passing on that area that can provide the data. In this case, by querying the Virtual CubeSats, data could be transparently provided by any of the real CubeSats associated with it (even belonging to a different tenant, subject to business agreement between tenants) that is currently passing over that area.

B. Benefits of federation

The main advantage of ViCubeSats federation derives from the observation that there are two typologies of constellations belonging to each tenant: a typology that we will define “heterogeneous” and another that we will define “homogeneous”.

The term “heterogeneous”, in this situation, indicates that the satellites belonging to the same constellation have different natures and are equipped with different sensing payloads. This implies that the ViCubeSat constellation itself is capable of offering a multiplicity of resources by leveraging on which different type of tasks can be solved. We can observe that, in such a situation, in principle, the ViCubeSat constellation does not have a strict need to cooperate with others, since it already owns the needed resources both associated to the CubeSats (sensing resources) and to the terrestrial segment (as an example, specific computational functions or buffering resources) belonging to the same tenant.

Despite this, the situation which sees the presence of “homogeneous” constellations is also very common, meaning that all the satellites belonging to a constellation offer the same resources. We expect that, in this situation, a ViCubeSat constellation belonging to a tenant is more inclined to share its resources with others offering a different type of resource (belonging to a different tenant), since the resolution of composite tasks could likely require resources it does not own. The federation of ViCubeSat constellations comes into play in this second situation.

C. Business Model for the New Paradigm

The CubeSat constellation federation paradigm will bring a novel business model with clear key advantages to all the involved players. It will definitely contribute to the growth of Satellite IoT Service Providers (SISPs) by increasing the revenue opportunities, owing to new service offered to end-users and business opportunities with other service providers. SISPs can offer their existing programmable network infrastructure in support of novel value-added services with Capital Expenses (CAPEX) and Operating Expenses (OPEX).

By leveraging on NFV and SDN technologies, SISPs can support and manage the federation of private clouds by offering additional and enhanced services to their subscribers by also increasing the Average Revenue Per Unit (ARPU). As an alternative, they can open their network infrastructure to authorized third-parties, such as Cloud Providers that can flexibly complement the capabilities of their remote data centres with resources at the satellite-terrestrial infrastructure edge to better satisfy their customers and attract new ones, such as emerging companies which have a business interest in rolling-out innovative IoT applications and services towards end-users without owning and operating any physical satellite infrastructure.

SISPs (not only big players but also Small and Medium Enterprises, that is SMEs) would benefit from a higher flexibility in designing novel applications and services by exploiting novel Application Programming Interfaces (APIs) and protocols made available to offer in-network support for service orchestration and delivery to the end users. In doing
so, they will be able to offer a broader service portfolio, with increased pervasiveness (by overcoming the deployment limitations) but with limited investments.

According to market researches (Allied Research, https://www.alliedmarketresearch.com/small-satellite-market) on the global small satellite industry, the global small satellite market is expected to reach $15,686.3 millions by 2026, registering a Compound Annual Growth Rate (CAGR) of 20.1% from 2018 to 2026. In this context, the nanosatellite (CubeSat) market is expected to experience a high rate of growth due to low construction costs, lightweight, ease of construction and development, and high ability to perform complex computational tasks. A further driving factor will be the possibility of making investments that can be faced by small and medium-sized enterprises and startups entering the market.

Obviously, the global market for small satellites is driven by the need to reduce costs related to space missions. Unfortunately, the technologies to access space, despite being consolidated, require a high level of technological specialization, a long experimentation, and are expensive. This is why national space agencies have started collaborations with the private sector to reduce costs and increase the technological level of products, whether it is satellites or launchers [56].

There are two possible choices to obtain a cost reduction. The first involves choosing between carriers already on the market, capable of handling medium-small payloads but built and managed by the main space agencies. In this case, it is possible to take advantage of both multiple launches of an adequate number of small satellites, or a “piggy-back” type launch, where the smaller satellites are launched together with a main load considerably sharing the launch period, the site of departure, vector and type of orbit.

The second involves the use of a smaller carrier but developed for this sector, perhaps starting from sounding rockets.

As mentioned above, in this paper, our proposal aims to give the CubeSats market further impetus thanks to a third alternative, which provides for the possibility of reducing the launches of small satellites and instead exploiting a disruptive business model for the shared use of CubeSat constellations following the establishment of appropriate federations, as it will be better explained below.

V. THE REFERENCE ARCHITECTURE

A. Functional model of the designed IoT-Satellite Edge architecture

Our platform is based on the concept of hybrid distributed cloud, extending its scope from the core to the extreme edge of the network. To this aim, traditional cloud-like resources (i.e., storage, computing, applications) are provided not only in the remote cloud, but also in the network edge infrastructure (i.e. the GSs, where fog computing is expected to be supported) and in heterogeneous end-devices (i.e. CubeSats with different technological characteristics and different payloads), belonging to different private tenants (Satellite Service Providers) or deployed by public authorities (Space Agencies, Research Centers, Universities, etc.).

The platform enables the federation of different ViCubeSat constellations, ViCubeClouds (i.e., resources virtualized from physical devices belonging to the same owner), so that a tenant offering cloud satellite services may benefit from the availability of resources from physical devices deployed on the ground and from the CubeSats belonging to different constellations.

The keys to support the federation are the latest IoT object virtualization technologies, which are used to create ViCubeSat meant to describe the capabilities and features of the corresponding CubeSats. For achieving an effective integration with future 5G terrestrial platform, the platform also leverages the recent advances in virtualization techniques in the fields of networking (i.e., virtualization of network resources and functions, SDN and NFV, respectively), cloud/fog computing (i.e., virtualization of computing and storage resources).

All together, these approaches contribute to consolidate distributed resources of a ViCubeClouds in a virtual manner, so that they can be exposed and accessed regardless of their actual physical location. Moreover, by exploiting network softwarization technologies, the edge infrastructure will be also able to dynamically allocate and seamlessly migrate (all or some of the) ViCubeSat resources associated to a ViCubeCloud, moving them closer to the place where they are needed for the fruition of a service with the given QoE level.

We have to consider that there is a fundamental difference between the terrestrial scenario and the satellite scenario: the CubeSats follow a precise trajectory that respects mathematical laws. This feature allows us to predict the movement of satellites and to a priori know which satellites are in Line-of-Sight (LoS) condition with respect to every GS at each time instant. The federation time is related to the CubeSat-to-Ground link activity time due to the fact that the task must usually be performed during the visibility window.

Due to the intrinsic nature of a constellation, the edge infrastructure owned by the Tenant is the best candidate to host ViCubeSats and any other type of virtualized resources. In fact, beyond its geographical nature, the edge infrastructure is in charge of terminating secure access connections towards CubeSats, and to actuate Authentication, Accounting, Authorization (AAA) operations across the access network technology.

Our platform foresees the presence of two main software entities in charge of tracking the status of CubeSats and ViCubeSats. In particular, a ViCubeSat Controller is associated to the physical device to monitor the status of the offered physical resources and capabilities. Off-the-shelf utilities provided by end-devices will be used to this purpose, and properly augmented to interact with the corresponding ViCubeSat at the edge infrastructure. A ViCubeCloud controller, hosted at the edge infrastructure is, instead, responsible for monitoring the status of ViCubeSats in the ViCubeClouds. It represents the main interface to enable the federation among different ViCubeClouds of things and services.

Federation creation and management policies are implemented by a broker entity, acting in various points of presence of the terrestrial segment edge infrastructure, according to federation requests received by the ViCubeCloud controllers.
Whenever two or more ViCubeClouds are trading and sharing resources, a Federated ViCubeCloud (FedVCC) is created. Decisions on resource sharing policies within a FedVCC and the dynamic federation maintenance are responsibility of the broker, which has a complete knowledge (in terms of status and capabilities) of the available resources in the fog, in the ground and in the sky that can be shared in the federation.

The decisions the broker takes are supported by the Federation Manager (FM) block, implementing policies and defining criteria for an effective and efficient formation and maintenance of federations among distributed heterogeneous private clouds, also according to negotiated Service Level Agreements (SLAs). The conceptual approach of our infrastructure is shown in Figure 1 where a user has to run an application requesting a resource currently unavailable in his/her own ViCubeCloud (i.e., a pollution sensor) and retrieved, instead, thanks to a federation, securely set-up by the federation broker, with another ViCubeCloud. To achieve its ambitious objectives, the design of the platform does not start from scratch; on the contrary, it will exploit the concepts and achievements developed in the INPUT project (https://www.input-project.eu/). In particular, the platform will use the features of OpenVolcano [52], defined in the INPUT project, which proposes to empower the edge infrastructure with “in-network” softwarization capabilities to allow networking technologies to be more integrated with cloud services.

The platform is split into a control plane and a data plane. The first is composed of:

1) The Data Collection and Configuration Layer, which provides interfaces to configure and optimize the hardware resources according to the quality levels required by the different services, collects services status, and manages services.

2) The Elaboration Layer, which (i) aggregates and analyzes monitored data, (ii) manages monitoring information and subscription of services, and (iii) real-time configures logical resources.

3) The Commit Layer, which actuates the Openflow rules computed in the Elaboration layer and abstracts the virtualization libraries of data plane to make them platform-independent for the elaboration layer.

The data plane is composed by OpenFlow switches and computing facilities that can host both virtual machines and containers (i.e. Docker).

Besides the provision of tools for federating virtual resources belonging to different Virtualized Constellations, some interesting features are enabled by our platform, which go well behind what is available today in the current satellite realm. Currently, each owner manages its constellation of CubeSats which are usually connected to one GS only. As a consequence, CubeSat-to-Ground communication is limited to the interval during which CubeSat-to-GS link is active. Our platform has the potential to enable the creation of a multi-tenant GS Network (GSN) where GSs are edge nodes of the same global terrestrial satellite network. Each tenant is motivated to share its computation and radio resources (following suitable business agreements), host third-party microservices (VOs), and communicate with CubeSats owned also by other tenants when in visibility to the aim of improving the service level offered to their subscribers through ViCubeSat federations.

B. Virtualization of CubeSats

Within the IoT, virtualizing PDs [39] is a consolidated practice that provides several advantages to constrained objects. Especially in Fog environments wherein PDs are in proximity with their virtual counterparts, VOs can benefit from increased computational resources with respect to the constrained PD hardware.

From the perspective of this work, the PD is a CubeSat with all its equipment of sensors, actuators, and functional components.

The VO contributes to application-independent virtualization of CubeSat. Its services are exposed by HTTP APIs enabling interconnection with several consumers in a secure way.

The CubeSat VO presents two logical API levels: (i) the PD Interface, which is dedicated to communications with PDs, and (ii) the Application APIs, which expose a set of enhanced customized APIs to applications that require services from the VO. The VO core, the Virtualization Enhancement Layer (VEL), and the OMA LwM2M Hardware Abstraction Layer (OMA-HAL) allow enhanced virtualization, request management, semantic description, and context awareness. Our VEL is implemented with improved OMA-LwM2M features and optimized for CubeSats.

The OMA-LwM2M standard defines a client-server protocol where each device is defined by a resource and data model that can be customized to any device. The LwM2M uses standard REST-interfaces provided by the CoAP protocol, providing a request/response interaction model between application endpoints and supporting built-in discovery of services and resources [58]. The basic information that a LwM2M Client transmits is a Resource data, while Objects are composed of a set of resources. Basically, an object is used to describe and control a specific software/hardware component (such as sensors, antennas, or device firmware) with associated Resources (e.g., value, unit, max value, min value). Depending on the object characteristics, we could have more instances of the same object in the device. More details on a LwM2M Client, flexible enough to virtualize CubeSats that can incorporate a rich range of payloads, are available in our previous paper [52].

Both VEL and OMA-HAL rely on the VO datastore, which is hosted in the container Data Volume (DV). Details of each functional module of our VO can be found in [41] where a similar approach has been used for terrestrial-only systems.

It is worth noting that the VO is designed to be PD-independent. This means that the same VO service template can be used to instantiate virtual counterparts of different CubeSats or PDs.

C. Federation policy

To implement an edge-assisted collaboration among ViCubeSat constellations, we use a game theoretic model for the federation formation problem, which allows to better
capture the rationality of the users (i.e., the owners of each constellation) and their willingness to join or leave a federation according to their personal preferences over the utilities they reach. The purpose of this paper is not to optimize the choice of constellation coalition policy and we leave this as a starting point for future research. Therefore, in this paper, we use the approach already utilized successfully in the paper [10] and we obviously apply it to our scenario with the necessary adaptations. In our scenario, without losing in generality, we assume a GS (the Edge-node of our Edge-ViCubeSat architecture), which can communicate with CubeSats equipped with heterogeneous payloads and belonging to different constellations owned by different Tenants/Providers.

We assume that its main objective is to create and orchestrate one or more ViCubeSat federations so to maximize the number of executed tasks while meeting the constraints set by the different owners of the constellations (self-interested players).

Analogously to [10], we consider a network with a set $N$ of ViCubeSat constellations (in the following named “virtual constellation”), where the $i$-th virtual constellation is endowed with a set of $D_i$ devices. Resources can belong to a set of $M$ different resource types. The $i$-th virtual constellation has a workload of task requests assigned by the edge node on the basis of the received application requests.

A further important feature characterizing a virtual constellation is the mobility of its CubeSats and, therefore, the availability of their associated resources in the area of visibility of a given GS. Obviously, all CubeSats belonging to the same virtual constellation have the same mobility pattern. The mobility parameter is of high concern during task allocation, as it influences the probability that a task assigned to a given CubeSat of a federated constellation is performed and the result is timely received.

We assume an “edge node assisted” solution, whereby once a task is allocated to a virtual constellation (i.e., to some CubeSats belonging to this constellation), the data exchange relevant to that task goes over the edge node (the GS in visibility). Therefore, it is important that the CubeSats of federated constellations involved in the task assignment remain under the coverage of the GS and maintain the connection to the corresponding ViCubeSat Controller in the GS for the time required to execute the task and transfer the results. Obviously, being the mobility pattern of the CubeSats around their orbit precisely predictable, the Controller at the GS can exactly know whether or not a CubeSat leaves the area of interest and, hence, loses the contact with its local Controller (i.e. the CubeSat HW moves to the visibility area of the next GS and its Virtual Image migrates to the next GS) before being able to complete the assigned task. This is a feature that simplifies the model used in [10], wherein some probabilities that a whole Private IoT Cloud leaves the Edge Node connection were considered.

To model the cooperation problem among the virtual constellations, we use the Non-Transferable Utility (NTU) coalitional game based on the coalitional game theory [59] defined in [10]. For completeness, we briefly recall here that in [10] we considered an NTU game $(N; V)$ where $N$ is a set of $N$ players and $V$ is a function, such that, for every coalition $S \subseteq N$, $V(S)$ is a closed convex subset of $\mathbb{R}^{|S|}$. The latter...
contains the payoff vectors that the players in $\mathcal{S}$ can achieve, and $|\mathcal{S}|$ is the number of members in the coalition $\mathcal{S}$. The objective for the players in the NTU game in [10] was to maximize their associated value in the coalition they belong to. Such a value is considered as the difference between the gain that the players obtain (i.e., the utility) in cooperation minus a cost term associated to the sharing of their resources. The utility term for any player was associated to the number of tasks being successfully executed in a given area over the number of tasks requested in that area, whereas the cost term was a measure of the amount of resources used by a Private IoT Cloud in a given coalition to execute all assigned tasks over the total amount of available resources. The interested reader can refer to [10] for more details of the mathematical expressions of utility and cost. The same NTU game has been used in this paper, properly adapted to the case in which the players are the ViCubeSat constellations with their virtualized CubeSats.

Obviously, we also need to define a task allocation algorithm that maps the set of task requests in the federation with the available resources. Being task allocation not the main focus of this paper, we consider a simple algorithmic solution, based on a greedy approach that assigns tasks by considering the number and the type of resources available in each federation. More sophisticated and effective algorithms can be easily taken from the literature and used without affecting the validity and the generality of the proposed cooperative paradigm. In particular, the chosen task allocation algorithm aims at mapping as many task requests as possible to the resources of the involved virtual constellations, compatibly with the resources available at each constellation.

For each coalition, tasks are scheduled by the federation broker, which starts searching for a suitable constellation in the coalition able to provide the needed resources. It first checks the availability of CubeSats in each constellation according to their mobility pattern, which affects the availability time of the CubeSat-to-Ground link (in our case this time interval is exactly known as it is determined by the orbits used by the constellation). Then, in view of achieving higher probability of task execution success and load balancing, it selects the CubeSat that owns the required resource and that has a permanence time within the area of interest compatible with the time required for solving the task. Finally, the ViCubeCloud Controllers update the resource availability status.

VI. PERFORMANCE EVALUATION

In this section, we present a preliminary analysis aimed at evaluating the benefits of our proposed ViCubeSat virtualization platform and federation policy.

A. Evaluating the virtualization platform

In this subsection, we discuss the main simulation results regarding the performance of the virtualization platform. In [52], we carried out a more extensive simulation campaign of which we report only partial results.

In particular, we focus on the OMA-LwM2M Registration procedure that takes place when a CubeSat enters in visibility of a GS (i.e., the Ground-to-Satellite Link, GSL, is active). This is the case of CubeSat 1 in Fig. 2. In such a situation, an handshake between the CubeSat and the GS occurs through the exchange of a Registration Request message from the CubeSat that is acknowledged by a Registration Response message from the GS. After the registration procedure, the server (GS) and the client (CubeSat) are free to exchange data for the duration of the window.

We use the Satellite Tool Kit (STK) [60], a software tool that allows simulating Earth-orbiting satellites. Among its feature, STK generates a report of the timestamp of visibilities of the ground to its associated spacecrafts. We exploit this capability to evaluate the GSLs activity time (i.e., access time) when varying orbit altitudes.

According to [61], we set the downlink (Ground-to-CubeSat transmission @ 437 MHz) and uplink (CubeSat-to-Ground transmission @ 146 MHz) data rates to 1 Mbps and 2.4 Kbps, respectively.

In particular, we focus on evaluating the performance metrics in terms of (i) VO registration load, representing the percentage of time spent, over the access time, for the VO registration, accounting for the transmission of both the Registration Request packet from the CubeSat and the Registration Response message from the GS; and (ii) Potentially deliverable data, indicating the potential amount of data that can be delivered in the residual access time after the registration procedure.

Table II summarizes the simulations results, which highlight that, despite the conservative assumption on uplink and downlink data rate, the VO registration procedure is not a time-consuming task. Indeed, the negligible load of registration allows exploiting almost all access time to deliver data, with a consequent maximum amount of deliverable data equal to about 130 Mbytes and 320 Kbytes in downlink and uplink, respectively.

B. Evaluating the federation policy

In this subsection, we evaluate the performance that can be obtained when implementing a federation policy in the proposed virtualization platform. The analysis is conducted
by using a simulation code developed in MATLAB, which allows to evaluate the impact that the number of virtual constellations, the number of satellites per constellation, the orbital height, the number of required tasks, and the tasks execution time have on the overall achievable performance. We consider a generic IoT scenario where several types of sensing applications can be delivered by the satellites. In particular, we consider four different possible types of sensing tasks (each related to a different sensed data). Each constellation is composed of a given number of satellites, each owning a single resource (but the results can be easily generalized to the case of CubeSats with multiple payloads). We consider both the case of constellations that are either homogeneous or heterogeneous, with reference to the resource type owned by the satellites belonging to the constellation.

Table [III] summarizes the main simulation parameters.

### Table III
**Main Simulation Parameters.**

| Parameter                        | Value           |
|----------------------------------|-----------------|
| Number of constellations         | [5-20]          |
| Number of satellites per constellation | [10-60]       |
| Orbital height [Km]              | [500-1000]      |
| Number of resources per satellite | 1               |
| Number of sensing types           | 4               |
| Number of task requests          | [100-500]       |
| Execution time                   | [50-200] ms     |
| Number of runs per simulation    | 500             |
| Compromise factor                 | 0.5             |

Specifically, the results shown in this paper refer to five scenarios, representative of the typical operational configurations of the platform:

- **Scenario A - Variable orbital height:** the number of required tasks is fixed to 100, the number of virtual constellations is set to 20, and the orbital height varies from 500 to 1000 Km. We consider both the case of 60 and 20 satellites per constellation and of homogeneous and non-homogeneous constellations;
- **Scenario B - Variable number of constellations:** the number of satellites per constellation is fixed to 40, the number of required tasks is set to 200, while the number of constellations varies from 5 to 20. We consider the case of homogeneous constellations;
- **Scenario C - Variable number of satellites per constellation:** the number of constellations is set to 20, the number of required tasks to 100, and the orbital height is fixed to 500 Km, while the number of satellites per constellation varies from 10 to 60. We consider the case of homogeneous constellations;
- **Scenario D - Variable number of required tasks:** the number of satellites per constellation is set to 40 and the number of constellations to 5, while the number of required tasks ranges from 50 to 300. We consider the case of homogeneous constellations;
- **Scenario E - Differentiated required tasks:** the number of satellites per constellation is set to 40, the number of constellations to 20, and satellites orbit at 500 Km above the Earth, four different sensing types are considered, the number of required tasks is 200 while the load of per-type sensing tasks varies. We consider the case of homogeneous constellations.

In our analysis, the performance of the proposed federation policy is always compared to the one of a legacy approach that does not allow cooperation among virtual constellations. In particular, we assume that the GS randomly assigns the required tasks to virtual constellations. In the plots, the curve labeled as *No Federation* refers to the scenario in which each virtual constellation executes the assigned tasks by exploiting only its own resources, while the performance of the proposed approach is represented by the curve referred to as *Federation*.

1) **Scenario A - Variable orbital height:** Fig. [3] shows the percentage of successful tasks when increasing the orbital height in case of homogeneous ((a) and (c)) and non-homogeneous ((b) and (d)) constellations, when considering 20 ((a) and (b)) and 60 ((b) and (c)) satellites per constellation. Plots highlight that the proposed federation policy allows to achieve a substantial performance increase that leads to an amount of successfully executed tasks up to five-time higher than the benchmark approach. By observing Fig. [3] we can also appreciate that there is a difference in the achieved performance when varying the type of constellation. In particular, while a similar performance is achieved in the cases of homogeneous and non-homogeneous constellations with 20 satellites per constellation (see (a) w.r.t. (b)), we observe that with the *No Federation* policy the number of successful tasks is lower in the case of 60 satellites per constellation (see (c) w.r.t. (d)). The reason of this behaviour is due to the number of satellites in visibility to the GS. Fig. [4] reports the average number of satellites in visibility in both the cases of 20 and 60 satellites per constellation analyzed in Fig. [3]. We can see that, in the case of 20 satellites per constellation, the GS is in view of no more than one satellite per constellation even when considering the highest orbital height. For this reason, no difference can be appreciated between homogeneous and
non-homogeneous constellations. Instead, in the case of 60 satellites per constellation, always more than one satellite per constellation is in visibility with the GS. Hence, in the case of non-homogeneous constellations, the No Federation policy is able to complete a higher number of tasks with respect to the homogeneous case, since there is a higher probability that the satellites in view own the resources required to complete the assigned tasks.

As a consequence, the implementation of our proposed Federation policy can provide greater benefit in scenarios characterized by homogeneous constellations and when several satellites, belonging to the same constellation, are in view of the GS.

2) Scenario B - Variable number of constellations: In Fig. 5, we represent the number of successfully executed tasks under an increasing number of constellations orbiting at 500 Km above the Earth. The number of satellites per constellation is fixed to 40 while the task load (i.e., number of tasks) is set to 200. Plots highlight that the benefits that the No Federation policy can derive for an increased number of constellations is limited. Indeed, less than 30% of the required tasks are executed. On the contrary, the Federation policy is able to execute almost all required tasks starting from 10 constellations orbiting around the Earth.

3) Scenario C - Variable number of satellites per constellation: Fig. 6 depicts the results achieved in the scenario composed by 20 constellations orbiting at 500 Km above the Earth. Each constellation is composed by a variable number of homogeneous CubeSats (ranging from 10 to 60), which are required to solve 100 tasks. We can appreciate that, in the analyzed conditions, our proposed Federation policy is able to...
solve all required tasks starting from constellations composed by 50 satellites, while only up to 30% tasks can be solved using the standard approach.

4) **Scenario D - Variable number of required tasks**: Fig. 7 depicts the results achieved when the task load increases up to 300 required tasks. Differently from the performance of the *No Federation* policy that is not able to reach values higher than 30%, our proposed *Federation* strategy is able to execute all tasks until the task load is about 50. Under a higher task load, the proposed solution is not able to execute all requested tasks. However, it offers a substantial performance improvement with respect to the *No Federation* policy by achieving at least 20% gain in terms of completed tasks. A similar behaviour has been observed also under different simulation conditions. The almost constant trend of the *No Federation* policy is due to the inability to satisfy requests of tasks that require resources not owned by the constellation. On the contrary, the *Federation* policy satisfies all requests until the task load is not too high.

5) **Scenario E - Differentiated required tasks**: In the last evaluation campaign, we evaluate the performance of the *Federation* policy by considering different types of required sensing tasks (that differ in the time required for their execution), while varying the load of the task types. In particular, we consider the following four sensing tasks:

- Sensing type 1 - 50 ms execution time;
- Sensing type 2 - 100 ms execution time;
- Sensing type 3 - 150 ms execution time;
- Sensing type 4 - 200 ms execution time.

Considered sensing types could represent, for example, the request of sensing data (sensing type 1) rather than a high-resolution image (sensing type 4). We consider that a total of 200 tasks is required and analyze the following three scenarios:

- Scenario 1: equal distribution of sensing tasks (25% for each considered type);
- Scenario 2: high load of high-demanding sensing tasks (45% of sensing type 4, 5% of sensing type 1, and 25% of sensing type 2 and 3);
- Scenario 3: low load of high-demanding sensing tasks (5% of sensing type 4, 45% of sensing type 1, and 25% of sensing type 2 and 3).

Fig. 8 shows that, differently from the *No Federation* policy where the performance remains limited to up to 40% in the most favorable scenario (i.e., Scenario 2 where most of the tasks to be executed is less demanding in terms of execution time), our *Federation* strategy is able to always achieve performance close to 100%.

In conclusion, we can state that the proposed *Federation* strategy has the potential to bring significant benefits to the 5G IoT-Satellite system consisting of ViCubeSat constellations, at the level of both the system itself and of the single constellation. This is possible owing to the interesting feature of federating, which allows constellations to share their resources virtualized at the network Edges with the common utility of executing as many tasks as possible to considerably enhance the overall system performance.

It can be noticed that our federating solution offers improvements with respect to the legacy approach in terms of percentage of tasks successfully executed even with a few satellites orbiting the Earth at a low altitude, a few constellations (i.e., both homogeneous and non-homogeneous constellations), and a high task load.
VII. CONCLUSION

This paper investigated the design of a terrestrial segment of a network for CubeSats that uses typical 5G technologies (SDN, NFV, device virtualization) in order to “smartly” integrate this class of satellites into a global IoT network. To this end, a virtual object model to represent CubeSats, based on the OMA Standard, and a platform based on the use of container technology in Multi-Access Edge Computing environments have been also designed. Some scenarios for integrated use of different CubeSats in multi-tenant platforms and effective orchestration of services have been presented and discussed. Finally, results were presented to give an idea on the feasibility of the proposed approach.
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