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Abstract

The theory of choreographic languages typically includes a number of complex results that are proved by structural induction. The high number of cases and the subtle details in some of them lead to long reviewing processes, and occasionally to errors being found in published proofs. In this work, we take a published proof of Turing completeness of a choreographic language and formalise it in Coq. Our development includes formalising the choreographic language, its basic properties, Kleene’s theory of partial recursive functions, the encoding of these functions as choreographies, and a proof that this encoding is correct.

With this effort, we show that theorem proving can be a very useful tool in the field of choreographic languages: besides the added degree of confidence that we get from a mechanised proof, the formalisation process led us to a significant simplification of the underlying theory. Our results offer a foundation for the future formal development of choreographic languages.
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1 Introduction

Background. In the setting of concurrent and distributed systems, choreographic languages are used to define interaction protocols that communicating processes should abide to [20, 30, 33]. These languages are akin to the “Alice and Bob” notation found in security protocols, and inherit the key idea of making movement of data manifest in programs [29]. This is usually obtained through a linguistic primitive like Alice.e → Bob.x, read “Alice communicates the result of evaluating expression e to Bob, which stores it in its local variable x”.

In recent years, the communities of concurrency theory and programming languages have been prolific in developing methodologies based on choreographies, yielding results in program verification, monitoring, and program synthesis [1, 19]. For example, in multiparty session types, types are choreographies used for checking statically that a system of processes implements protocols correctly [18]. Further, in choreographic programming, choreographic languages are elevated to full-fledged programming languages [27], which can express how data
should be pre- and post-processed by processes (encryption, validation, anonymisation, etc.). Choreographic programming languages showed promise in a number of contexts, including parallel algorithms [6], cyber-physical systems [25, 24, 16], self-adaptive systems [11], system integration [15], information flow [22], and the implementation of security protocols [16].

The problem. Proofs in the field of choreographic languages are extremely technical. They have to cover many cases, and they typically involve translations from/to other languages that come with their own structures and semantics. The level of complexity makes peer-reviewing challenging. For example, it has recently been discovered that a significant number (at least 5) of key results published in peer-reviewed articles on multiparty session types actually do not hold, and that their statements require modification [31].

This article. The aim of this article is to show that computer-aided verification – in particular, interactive theorem proving – can be successfully applied to the study of choreographies and to provide solid foundations for future developments. Before presenting our scientific contributions, it is interesting to look at the story behind this article, as it tells us that interactive theorem proving is not just a tool to check what we already know.

Our development started in late 2018. Its starting point was the theory of Core Choreographies (CC), a minimalistic language that we previously proposed for the study of choreographic programming [7]. CC is designed to include only the essential features of choreographic languages and minimal computational capabilities at processes (computing the successor of a natural number and deciding equality of two natural numbers). Nevertheless, it is expressive enough to be Turing complete, which is proven by developing a provably-correct translation of Kleene’s partial recursive functions [21] into choreographies that implement the source functions by means of communication [7].

At the TYPES conference in 2019, we gave an informal progress report on the formalisation of CC using the Coq theorem prover [8]. Our effort revealed soon a crux of unparsimonious complexity in the theory: a set of term-rewriting rules for a precongruence relation used in the semantics of the language for (i) expanding procedure calls with the bodies of their respective procedures and (ii) reshuffling independent communications in choreographies to represent correctly concurrent execution. This relation is closed under context and transitivity, and it can always be involved in the derivation of reductions, which led to tedious induction on the derivation of these term rewritings in almost all cases of proofs that had to do with the semantics of choreographies. In addition to being time consuming, formalising this aspect makes the theory presented in [7] much more complicated (we discuss this in Section 2.4).

At the time, the second author had been teaching a few editions of a course that includes theory of choreographies. Interestingly, the same technical aspects that made the formalisation of CC much more intricate than its original theory were all found to be subtly complicated by students. Motivated by this observation and our early efforts in formalising [7], this author developed a revisited theory of CC for his course material that dispenses with the problematic notions and shows that they are actually unnecessary [28]. The choreography theory in [28] is the one that we deal with in this article.

Thus, besides its scientific contributions, this article also shows that theorem proving can be used in research: the insights that we got doing this formalisation led to changes in the original theory. We show that this did not come at the cost of expressive power: the translation of Kleene’s partial recursive functions from [7] still works as-is for the theory in [28]. Furthermore, while formalising the theory we realised that some assumptions in some results were actually not necessary, yielding stronger results.
Contributions. This article presents the first formalised theory of a full-fledged choreographic language, including its syntax and semantics, and the main properties of determinism, confluence, and deadlock-freedom by design. This theory is formalised in Coq, using its module system to make it parametric. We show that the choreographic language is Turing complete, by encoding Kleene’s partial recursive functions as choreographies and proving this encoding sound. The full development can be downloaded at [10].

Structure. For compactness we state our definitions and results in Coq syntax. In Section 2, we present the syntax and semantics of our choreographic language, based on its formalisation in Coq, and establish the main theoretical properties of this language. Section 3 presents the theory and formalisation of Kleene’s partial recursive functions, and Section 4 describes their encoding as choreographies and the proof of Turing completeness of the choreographic language. We discuss the relevance of our results and future work in Section 5.

2 Choreographies

In this section, we introduce the choreographic language of Core Choreographies (CC), together with the corresponding formalisation.

A choreography specifies a protocol involving different participants (processes) that can communicate among themselves and possess local computational capabilities. Each process also has storage, which is accessible through variables. There are two kinds of communications: value communications, where the sender process locally evaluates an expression and sends the result to the receiver process, who stores it in one of its variables; and label selection, where the sender selects one among some alternative behaviours (tagged by labels) offered by the receiver. A choreography can also define (recursive) procedures, which can be invoked by their name anywhere. The formal syntax of choreographies is given in Section 2.2.

2.1 Preliminaries

We define the type of choreographies as a parametric Coq Module, taking eight parameters: the types of process identifiers (processes for short) Pid, local variables Var (used to access the processes’ storage), values Val, expressions Expr, Boolean expressions BExpr, procedure names RecVar (from recursion variables), and the evaluation functions mapping expressions to values and Boolean expressions to Booleans.

The first six parameters are datatypes that are equipped with a decidable equality. Due to difficulties with using the definitions in Coq’s standard libraries, we reimplemented this as a Module Type DecType, and defined a functor DecidableType providing the usual lemmas to simplify function definitions by case analysis on equality of two objects.

Evaluation requires a local state, mapping process variables to actual values. We model states as functors, taking Var and Val as parameters and returning a Module containing this function type together with an operator to update the state (by changing the value assigned to one variable) and lemmas characterising it. For the semantics of choreographies, we also need global states, which take Pid as an additional parameter and map each process to a local state. This type is again enriched with operations to update a global state.

Both modules include a definition of extensional equality: for two local states s and s’, eq_state s s’ holds iff \( s \, x = s' \, x \), and for global states eq_state_ext s s’ holds iff \( \forall p. \, eq_state \,(s \, p) \,(s' \, p) \).

An evaluation function is a function mapping expressions to values, given a local state. Evaluation must be compatible with extensional equality on states.
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Module Type Eval (Expression Vars Input Output : DecType).

Parameter eval : Expression t → (Vars t → Input t) → Output t.
Parameter eval_wd : ∀ f f ', (∀ x, f x = f' x) → ∀ e, eval e f = eval e f'.

This module is instantiated twice in the choreography type: with arguments Expr, Var, Val and Val, evaluating expressions to values, and with arguments BExpr, Var, Val and bool, evaluating Boolean expressions to Booleans.

2.2 Syntax

We present the Coq definition of the type of choreographies, and afterwards briefly explain each constructor and its pretty-printing.

Inductive Label : Type :=
| left : Label
| right : Label.

Inductive Eta : Type :=
| Com : Pid → Expr → Pid → Var → Eta
| Sel : Pid → Pid → Label → Eta.

Inductive Choreography : Type :=
| Interaction : Eta → Choreography → Choreography
| Cond : Pid → BExpr → Choreography → Choreography → Choreography
| Call : RecVar → Choreography
| RT_Call : RecVar → (list Pid) → Choreography → Choreography
| End : Choreography.

Definition DefSet := RecVar → (list Pid)∗Choreography.

Record Program : Type :=
{ Procedures : DefSet;
  Main : Choreography }.

Constructor Interaction builds a choreography that starts with a communication (Eta), which can be either a value communication (Com) or a label selection (Sel). These choreographies are written as p#e→qEx:C or p→q[l];;C, respectively (in general, eta;; C is a choreography whenever eta:Eta). Label selections were inherited by choreographies from linear logic and behavioural types: they are used to communicate a choice made by the sender to the receiver. In minimalistic theories of choreographies and behavioural types, it is common to restrict the set of labels that can be communicated (Label) to two elements, generically called left and right [7, 3]. These labels are typically used to propagate information about the local evaluation of a conditional expression, which generates two possible execution branches.

A choreography that starts by locally evaluating an expression is built using Cond, written If p?b Then C1 Else C2, while invoking procedure X is built as Call X. A procedure may involve several processes; the auxiliary term RT_Call X ps C represents a procedure that has already started executing, but the processes in ps have not yet entered it – the term C is obtained from the actions of procedure that have been executed (see the semantics below). We remark that ps has type list Pid, but it is interpreted as a set (in particular, it is always manipulated by means of set operations). End denotes the terminated choreography.
A **DefSet** (set of procedure definitions) is a mapping assigning to each **RecVar** a list of processes and a choreography; intuitively, the list of processes contains the processes that are used in the procedure. A **Program** is a pair containing a set of procedure definitions and the choreography to be executed at the start.

Terms built using **RT_Call** are meant to be runtime terms, generated while executing a choreography; therefore, programs written by programmers should not contain such terms. We call such a choreography **initial**, and define it inductively in the natural way.

**Well-formedness.** There are a number of well-formedness requirements on choreographies. Some of these come from practical motivations and are typically explicitly required, while others are more technical and not always written down in other articles. We summarise these conditions.

A choreography is well-formed if its processes do not self-communicate: the two arguments of type **Pid** to **Com** and **Sel** in all its subterms are always distinct. Furthermore, the list of process names in the argument of **RT_Call** is never empty. These conditions are defined separately by recursion in the natural way.

For a program **P** to be well-formed, there are more requirements on procedure definitions and the annotations of the runtime terms. First, both **Main P** and all choreographies in **Procedures P** must be well-formed, and furthermore the latter must all be initial choreographies. In **Main P**, all runtime terms must be consistently annotated: the set **ps** in **RT_Call X ps C** should only contain processes that occur in the definition of **X** (as specified in **Procedures P**).

Second, a program must be finitely specifiable. Instead of requiring the type **RecVar** to be finite, which would significantly complicate the formalisation, we require that there exist **Xs:list RecVar** such that every procedure in **Xs**, as well as **Main P**, only calls procedures in **Xs**. Hence, it becomes irrelevant what the remaining procedure definitions are. Well-formedness is thus parameterised on **Xs**. (**Vars P X** and **Procs P X** denote the first and second components of **Procedures P X**, respectively, and **within_Xs Xs C** holds if choreography **C** only uses procedure names in **Xs**.)

The third and last condition is that the set of procedure definitions in a program must be well-annotated: if **Procedures P X=(ps,C)**, then the set of processes used in **C** must be included in **ps**. The set of processes used in **C** is in turn recursively defined using the information in **Procedures P**, so computing an annotation is not straightforward. For this reason, it can be convenient in practice to over-annotate a program — which is why well-annotation only requires a set inclusion. (Function **CCC_pn** computes the set of processes occurring in a choreography, given the set of processes used in each procedure.)

While **Program_WF** is decidable, **well_ann** and **CCP_WF** (for CC program) are not, due to the quantifications in their definitions. This motivates defining **Program_WF** separately.
Formalising well-formedness requires some auxiliary definitions (the sets of processes and procedure names used in a choreography) and several inductive definitions. Most of them are straightforward, if sometimes cumbersome; the complexity of the final definition can make proofs of well-formedness quickly grow in size and number of cases, so we provide a number of inversion results such as the following to make subsequent proofs easier.

\[ \text{Lemma CCP\_WF\_eta : } \forall \text{Defs C eta.} \]
\[ \text{CCP\_WF (Build\_Program Defs (eta::C)) } \rightarrow \text{CCP\_WF (Build\_Program Defs C)}. \]

### 2.3 Semantics

The semantics of CC is defined by means of labelled transition systems, in several layers. At the lowest layer, we define the transitions that a choreography can make (\text{CCC\_To}), parameterised on a set of procedure definitions; then we pack these transitions into the more usual presentation – as a labelled relation \text{CCP\_To on configurations} (pairs program/state). Finally, we define multi-step transitions \text{CCP\_ToStar as the transitive and reflexive closure of the transition relation}. This layered approach makes proofs about transitions cleaner, since the different levels of induction are separated.

**Transition labels.** We have two types of transition labels. The first one is a simple inductive type with constructors corresponding to the possible actions a choreography can take: value communications, label selections, local conditional, or local procedure call. This type is called \text{RichLabel}: rich labels are not present in the informal theory [28], but they are needed to obtain strong enough induction hypotheses in proofs of results about CC that we will need in Section 4 for Turing completeness. The labels in the informal theory correspond to observable actions; they are formalised as \text{TransitionLabel}, and they forget the internal details of actions. The two types are connected by a function \text{forget:RichLabel } \rightarrow \text{TransitionLabel}.

\[
\text{Inductive RichLabel : Type :=}
| \text{R\_Com (p:Pid) (v:Value) (q:Pid) (x:Var) : RichLabel}
| \text{R\_Sel (p:Pid) (q:Pid) (l:Label) : RichLabel}
| \text{R\_Cond (p:Pid) : RichLabel}
| \text{R\_Call (X:RecVar) (p:Pid) : RichLabel.}
\]

\[
\text{Inductive TransitionLabel : Type :=}
| \text{L\_Com (p:Pid) (v:Value) (q:Pid) : TransitionLabel}
| \text{L\_Sel (p:Pid) (q:Pid) (l:Label) : TransitionLabel}
| \text{L\_Tau (p:Pid) : TransitionLabel.}
\]

**Transition relations.** \text{CCC\_To} is defined inductively by a total of 11 clauses, corresponding to the 11 rules in the informal presentation. We include some of them below, with some proof terms omitted.

\[
\text{Inductive CCC\_To (Defs : DefSet) :}
\begin{align*}
\text{Choreography } & \rightarrow \text{State } \rightarrow \text{RichLabel } \rightarrow \text{Choreography } \rightarrow \text{State } \rightarrow \text{Prop :=}
| \text{C\_Com p e q x C s s' : let v := (eval\_on\_state e s p) in}
& \text{eq\_state\_ext s' (update s q x v)} \\
& \text{CCC\_To Defs (p #e } \rightarrow \text{qSx%; C s (R\_Com p v q x) C s')}
| \text{C\_Delay\_Eta eta eta C C' s s' : disjoint\_eta\_rl eta t } \\
& \text{CCC\_To Defs C s t C' s' } \\
& \text{CCC\_To Defs (eta; C) s t (eta; C') s'}
\end{align*}
\]
The first constructor defines a transition for a value communication, with the state being updated with the value received at the receiver. Since states are functions, we do not want to require that the resulting state be \( \text{update} \ s \ q \ x \ v \) – the state obtained directly from \( s \) by updating the value at \( q \)'s variable \( x \) with \( v \) – but only that it be extensionally equal to it (the values of variables at all processes are the same). (The stronger requirement would break, e.g., confluence, since updating two different variables in a different order does not yield the same state.)

The original informal theory allows for out-of-order execution of independent interactions \([7, 28]\), a well-established feature of choreographic languages \([5, 18]\). For example, given a choreography that consists of two independent communications such as \( p \# e \rightarrow q \$ x \); \( r \# e' \rightarrow s \$ y \); \( \text{End} \) (“\( p \) communicates \( e \) to \( q \) and \( r \) communicates \( e' \) to \( s \)”) where \( p \), \( q \), \( r \), and \( s \) are distinct processes, we should be able to observe the first and the second value communication in whichever order. Out-of-order execution is modelled by three rules, of which the second constructor shown is an example. Here, a choreography is allowed to reduce under a prefix \( \text{eta} \) if its label does not share any processes with \( \text{eta} \). This side-condition is checked by \( \text{disjoint}_\text{eta}_\text{rl} \eta \_ t \); several auxiliary predicates named \( \text{disjoint}_\text{type1}_\text{type2} \) are defined to simplify writing these conditions.

Procedure calls are managed by four rules, of which the main three are shown. A procedure call is expanded when the first process involved in it enters it (rule \( \text{C\text{-Call\_Start}} \)). The remaining processes and the procedure’s definition are stored in a runtime term, from which we can observe transitions either by more processes entering the procedure (rule \( \text{C\text{-Call\_Enter}} \)) or by out-of-order execution of internal transitions of the procedure (rule \( \text{C\text{-Call\_Delay}} \), not shown). When the last process enters the procedure, the runtime term is consumed (rule \( \text{C\text{-Call\_Finish}} \)). The missing rule addresses the edge case when a procedure only uses one process.

In order to prove results about transitions, it is often useful to infer the resulting choreography and state. The constructors of \( \text{CCC\_To} \) cannot be used for this purpose, since the resulting state is not uniquely determined. Therefore, we prove a number of lemmas stating restricted forms of transitions that are useful for forward reasoning.

**Lemma C\text{-Com}':** \( \forall \text{Defs} \ p \ q \ x \ C \ s. \ \text{let} \ v := (\text{eval\_on\_state} \ e \ s \ p) \ \text{in} \) \( \text{CCC\_To} \ \text{Defs} \ (p \# e \rightarrow q \$ x; \ C) \ s \ (R\_\text{Com} \ p \ v \ q \ x \ C) \ (\text{update} \ s \ q \ x \ v) \).

Afterwards, we formalise the transition relations as defined in \([28]\).
15:8  Formalising a Turing-Complete Choreographic Language in Coq

**Definition** Configuration : Type := Program *State.

**Inductive** CCP_To : Configuration → TransitionLabel → Configuration → Prop :=

- CCP_To_intro Defs C s t C' s' : CCP_ToDefs C s t C' s' →
  CCP_To (Build_Program Defs C, s) (forget t) (Build_Program Defs C', s').

**Inductive** CCP_ToStar : Configuration → list TransitionLabel → Configuration → Prop :=

- CCT_Refl c : CCP_ToStar c nil c
- CCT_Step c1 t c2 l c3 : CCP_To c1 t c2 → CCP_ToStar c2 l c3 → CCP_ToStar c1 (t::l) c3.

We also define the suggestive notations \(c \rightarrow [tl] \rightarrow c'\) for CCP_To c tl c and \(c \rightarrow [ts] \rightarrow c'\) for CCP_ToStar c ts c.

### 2.4 Progress, Determinism, and Confluence

The challenging – and interesting – part of formalising CC is establishing the basic properties of the language, which are essential for more advanced results and typically not proven in detail in publications. We discuss some of the issues encountered, as these were the driving force behind the changes relative to [7].

The first key property of choreographies is that they are deadlock-free by design: any choreography that is not terminated can reduce. Since the only terminated choreography in CC is \(\text{End}\), this property also implies that any choreography either eventually reaches the terminated choreography \(\text{End}\) or runs infinitely. These properties depend on the basic result that transitions preserve well-formedness.

**Lemma** CCC_ToStar_CCP_WF : \(\forall P s l P' s', \text{CCP_WF} P \rightarrow (P, s) \rightarrow [l] \rightarrow * (P', s') \rightarrow \text{CCP_WF} P'\).

**Theorem** progress : \(\forall P, \text{Main} P \neq \text{End} \rightarrow \text{CCP_WF} P \rightarrow \forall s, \exists t l c', (P, s) \rightarrow [t l] \rightarrow c'\).

**Theorem** deadlock_freedom : \(\forall P, \text{CCP_WF} P \rightarrow \forall s t s' c', (P, s) \rightarrow [ts] \rightarrow * c' \rightarrow \{\text{Main (fst c')} = \text{End}\} + \{\exists t l c'', c' \rightarrow [t l] \rightarrow c''\} \).

This is the first place where we benefit from the change in both the syntax and semantics of choreographies from [7] to [28], which removes idiosyncrasies that required clarifications in the reviewing process of [7]. In the language of [7], procedures are defined inside choreographies by means of a \(\text{def} X = C_X\) in \(C\) constructor in choreographies. This makes the definition of terminated choreography much more complicated, since \(\text{End}\) could occur inside some of these terms. Furthermore, procedure calls were expanded by structural precongruence, so that a choreography as \(\text{def} X = \text{End} in X\) would also be terminated. Separating procedure definitions from the main choreography in a program and promoting procedure calls to transitions makes stating and proving progress much simpler. The direct syntactic characterisation of termination also has advantages, since it is intuitive and easily verifiable.

The second key property is confluence, which is an essential ingredient of the proof of Turing completeness below: if a choreography has two different transition paths, then these paths either end at the same configuration, or both resulting configurations can reach the same one. This is proved by first showing the diamond property for choreography transitions, then lifting it to one-step transitions, and finally applying induction.

**Lemma** diamond_Chor : \(\forall \text{Defs} C s t1 t12 C1 C2 s1 s2,\)

- CCC_To Defs C s t1 C1 s1 → CCC_To Defs C s t12 C2 s2 →
- \(t11 \neq t12 \rightarrow \exists C' s', \text{CCC_To Defs} C1 s1 t12 C' s' \wedge \text{CCC_To Defs} C2 s2 t11 C' s'\).
As an important consequence, we get that any two executions of a choreography that end in a terminated choreography must yield the same state.

\[
\text{Lemma \ diamond_1 : } \forall c \ t11 \ t12 \ c1 \ c2, \\
c \equiv [t11] \rightarrow c1 \rightarrow c \rightarrow [t12] \rightarrow c2 \rightarrow \\
t11 \neq t12 \rightarrow \exists c' \cdot c1 \equiv [t12] \rightarrow c' \land c \rightarrow [t11] \rightarrow c'.
\]

\[
\text{Lemma \ diamond_4 : } \forall P \ s \ t11 \ t12 \ P1 \ s1 \ P2 \ s2, \\
(P, s) \rightarrow [t11] \rightarrow ^* (P1, s1) \rightarrow (P, s) \rightarrow [t12] \rightarrow ^* (P2, s2) \rightarrow \\
(\exists P' \ t11' \ t12' \ s1' \ s2'), \\
(P1, s1) \rightarrow [t11'] \rightarrow ^* (P', s1') \land (P2, s2) \rightarrow [t12'] \rightarrow ^* (P', s2') \land \text{eq_state_ext} \ s1' \ s2').
\]

The complexity of the proof of confluence was the determining factor for deciding to start our work from the variation of the choreographic language presented in \[28\] instead of that in \[7\]. The current proof of confluence takes about 300 lines of Coq code, including a total of 11 lemmas. This is in stark contrast with the previous attempt, which already included over 30 lemmas with extremely long proofs. The reason for this complexity lay, again, in both inline procedure definitions and structural precongruence. Inlined procedure definitions forced us to deal with all the usual problems regarding bound variables and renaming (e.g. dealing with capture-avoiding substitutions, working up to \(\alpha\)-renaming); structural precongruence introduced an absurd level of complexity because it allowed choreographies to be rewritten arbitrarily.

To understand this issue, consider again the choreography \(p \# e \rightarrow q \# x; \ r \# e' \rightarrow a \# y;\) \ End. As we have previously discussed, this choreography can execute first either the communication between \(p\) and \(q\) or the one between \(r\) and \(a\). In our framework, the first transition is modelled by rule \(C_{\text{Com}}\), while the second is obtained by applying rule \(C_{\text{Delay}}\) followed by \(C_{\text{Com}}\). In a framework with reductions and structural precongruence, instead, the second transition is modelled by first rewriting the choreography as \(r \# e' \rightarrow a \# y;\) \(p \# e \rightarrow q \# x;\) \ End and then applying rule \(C_{\text{Com}}\) \[7\]. The set of legal rewritings is formally defined by the structural precongruence relation \(\preceq\), and there is a rule in the semantics allowing \(C_1\) to reduce to \(C_2\) whenever \(C_1 \preceq C_1', C_2 \preceq C_2',\) and \(C_1'\) reduces to \(C_2'\). Thus, the proof of confluence also needs to take into account all the possible ways into which choreographies may be rewritten in a reduction. In a proof of confluence, where there are two reductions, there are four possible places where choreographies are rewritten; given the high number of rules defining structural precongruence, this led to an explosion of the number of cases. Furthermore, induction hypotheses typically were not strong enough, and we were forced to resort to complicated auxiliary notions such as explicitly measuring the size of the derivation of transitions, and proving that transitions could be normalised. This process led to a seemingly ever-growing number of auxiliary lemmas that needed to be proved, and after several months of work with little progress it became evident that the problem lay in the formalism.

With the current definitions, the theory of CC is formalised in two files. The first file, which defines the preliminaries, contains 40 definitions, 58 lemmas and around 700 lines of code. The second file, which defines CC-specific results, contains 48 definitions, 106 lemmas, 2 theorems and around 2100 lines of code.
3 Partial Recursive Functions

In order to formalise Turing completeness of our choreographic language, we need a model of computation. In [7], the model chosen was Kleene’s partial recursive functions [21], and the proof proceeds by showing that these can all be implemented as a choreography, for a suitable definition of implementation. This proof structure closely follows that of the original proof of computational completeness for Turing machines [32].

In this section, we describe our formalisation of partial recursive functions, and the main challenges and design options that it involved. Following standard practice, we routinely use lambda notation for denoting these functions.

3.1 Syntax

The class of partial recursive functions is defined inductively as the smallest class containing the constant unary zero function $Z = \lambda x.0$, the unary successor function $S = \lambda x.x + 1$ and the $n$-ary projection functions $P^n_k = \lambda x_1 ... x_n.x_k$ (base functions), and closed under the operations of composition, primitive recursion, and minimisation. All functions have an arity (natural number): the arity of $Z$ and $S$ is $1$, and the arity of $P^n_k$ is $n$. Given a function $g$ of arity $m$ and $m$ functions $f_1, \ldots, f_m$ of arity $k$, then the composition $C(g, \vec{f})$ has arity $k$; if $g$ has arity $k$ and $h$ has arity $k + 2$, then function $R(g, h)$ defined by primitive recursion from $g$ and $h$ has arity $k + 1$; and if $h$ has arity $k + 1$, then its minimisation $M(h)$ has arity $k$.

We formalise this class as a dependent inductive type $\text{PRFunction}$ taking the arity of the function as a parameter. In order to ensure the correct number of arguments in composition, we require $f_1, \ldots, f_m$ to be given as a vector of length $m$ (the type of vectors of length $m$ whose elements have type $A$ is written in Coq as $\mathbb{t}A m$).

```coq
Inductive PRFunction : nat -> Set :=
| Zero : PRFunction 1
| Successor : PRFunction 1
| Projection : \forall \{m k : nat\}, k < m -> PRFunction m
| Composition : \forall \{k m n : nat\} (g:PRFunction m) (fs:t (PRFunction k) m). PRFunction k
| Recursion : \forall \{k m n : nat\} (g:PRFunction m) (h:PRFunction (2+k)). PRFunction (1+k)
| Minimisation : \forall \{k : nat\} (h:PRFunction (1+k)). PRFunction k.
```

Note the required proof term on the constructor for projections. The parameter $k$ is one unit lower than the parameter $k$ in the mathematical definition, since Coq’s natural numbers start at 0 – this choice simplifies the development.

3.2 Semantics

A partial recursive function of arity $m$ is meant to denote a partial function of type $\mathbb{N}^m \to \mathbb{N}$. The denotation of $Z$, $S$ and $P^n_k$ was already given above; the remaining operators are interpreted as follows, where we write $\vec{x}$ for $x_1, \ldots, x_k$.

\[
C(g, \vec{f})(\vec{x}) = g(f_1(\vec{x}), \ldots, f_m(\vec{x}))
\]

\[
R(g, h)(0, \vec{x}) = g(\vec{x})
\]

\[
R(g, h)(n+1, \vec{x}) = h(n, R(g, h)(n, \vec{x}), \vec{x})
\]

\[
M(h)(\vec{x}) = n \text{ if } h(\vec{x}, n) = 0 \text{ and } h(\vec{x}, i) > 0 \text{ for all } 0 \leq i < n
\]

Minimisation can lead to partiality, since there may be no $n$ satisfying the conditions given in its definition. This partiality propagates, since any value depending on an undefined value is also undefined. Kleene’s original work does not completely specify this mechanism:
These results rely on a number of auxiliary results, notably about the function `find_zero_from`. for example, if \( f \) is a unary function that is undefined everywhere, should \( C(Z, f) \) be also everywhere undefined, or constantly zero? It is common practice to follow a call-by-value semantics and assume that a function is undefined whenever any of its arguments is undefined, even in the case where those arguments are not used for computing the result; we take this approach in this work.

Since Coq does not allow for defining partial functions, we take an operational approach to the semantics of partial recursive functions, and interactively define the bounded evaluation of an \( m \)-ary function \( f \) on a vector of length \( m \) in \( n \) steps, which has type `option nat`. This

construction proceeds in three steps. First, we deal with minimisation by defining

```coq
Fixpoint find_zero_from \{k\} (h:t (option nat) (1+k) \rightarrow option nat) (ns:t (option nat) k) (init:nat) (steps:nat): option nat :=
match steps with
| 0 ⇒ None
| S m ⇒ match h (shiftin (Some init) ns) with
  | None ⇒ None
  | Some 0 ⇒ Some init
  | Some (S _) ⇒ find_zero_from h ns (S init) m end end.
```

which tries to find the smallest zero of \( h \) starting at \( init \) using a bound of \( steps \) steps for the first value, \( steps-1 \) for the next value, etc. (The type \( t \ T \ n \) is the type of vectors containing exactly \( n \) elements of type \( T \).) With this, we recursively define the evaluation function

```coq
Fixpoint eval_opt \{m\} (f:PRFunction m) : \forall (steps:nat) (ns:t (option nat) m), option nat.
```

Defining this function directly is complex due to the dependent type `PRFunction m` – one needs to do induction on \( m \) and then reason about the possible cases for \( f \) in each case, which is not easy to write directly. Instead, we define `eval_opt` directly. Finally, we define

```coq
Definition eval \{m\} (f:PRFunction m) (steps:nat) (ns:t nat m) : option nat := eval_opt f steps (map Some ns)
```

as our intended evaluation function.

Evaluation starts by checking that all arguments are defined. If this is the case, then the base functions always return their value; composition and recursion call the functions that they depend upon with the same number of steps; and minimisation initiates a search from 0 with the bounds explained above.

In order to ensure that the interactive definitions are correct, we prove a number of lemmas stating that the defining equations for each class of functions hold. For example, for recursion we have the following three lemmas.

```coq
Lemma Recursion_correct_base : \forall k (g:PRFunction k) (h:PRFunction (2+k)) (ns:t nat (1+k)), \forall steps, hd ns = 0 → eval (Recursion g h) steps ns = eval g steps (tl ns).
```

```coq
Lemma Recursion_correct_step : \forall k (g:PRFunction k) (h:PRFunction (2+k)) (ns:t nat (1+k)), \forall steps x y, hd ns = S x → (eval (Recursion g h) steps (x :: tl ns)) = Some y → eval (Recursion g h) steps ns = eval h steps (x :: y :: tl ns).
```

```coq
Lemma Recursion_correct_step' : \forall k (g:PRFunction k) (h:PRFunction (2+k)) (ns:t nat (1+k)), \forall steps x, hd ns = S x → (eval (Recursion g h) steps (x :: tl ns)) = None → eval (Recursion g h) steps ns = None.
```

These results rely on a number of auxiliary results, notably about the function `find_zero_from`.  
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### 3.3 Examples

For further proof of correctness, we chose some functions that typically are used as examples in textbooks on the topic — addition, multiplication, sign — and some relations — greater than, smaller than, equals — and showed that the usual definitions are correct. For example, sum is defined as $R(P_1, C(S, P_3))$ (this is also used as an example in [7]). Our formalisation defines $PR_add$ as

```
Recursion (Projection aux11) (Composition Successor [Projection aux23]),
```

and includes

```
Lemma add_correct : \forall m n steps, eval PR_add steps [m; n] = Some (m + n).
```

(The parameters $m$ and $k$ are implicit in the constructor for projections; the proof terms are named to correspond to the informal usage, so that $aux11 : 0 < 1$. Thus $P_1$ is represented by $\langle projection 0 1 aux11 \rangle$.)

### 3.4 Convergence and Uniqueness

The next step is to show that the value by $eval$ is unique and stable (augmenting the number of steps can only change it from None to Some $n$, and not conversely).

This is the first place where we have to do induction over $PRFunction$. The induction principle automatically generated by Coq from the type definition is not strong enough for our purposes: the constructor for composition includes elements of type $PRFunction$ inside a vector argument, and these functions are not available on inductive proofs. We use a standard technique to overcome this limitation: we assign a depth to every element of $PRFunction$ (corresponding to the depth of its abstract syntax tree), and prove results by induction over the depth of functions. In particular, this allows us to prove the following general induction principle.

```
Theorem PRFunction_induction : \forall (P : \forall (n : nat) (f : PRFunction n), Prop),
    P Zero \rightarrow P Successor \rightarrow
    (\forall i j (Hp : i < j), P (Projection Hp)) \rightarrow
    (\forall k g h, \forall H, P m fs[\circ H]) \rightarrow P k g \rightarrow P (Composition g fs) \rightarrow
    (\forall k h, P g \rightarrow P h) \rightarrow
    (\forall k h, P h \rightarrow P k (Minimisation h)) \rightarrow
    \forall n f, P n f.
```

(The notation $v[\circ H]$ denotes the $k$-th element of vector $v$, where $H$ is a proof that $k$ is smaller than the length of $v$.)

Using this principle (and sometimes directly induction over depth), we can prove all mentioned properties of evaluation. We then define convergence and divergence in the natural way.

```
Definition converges {k} (f : PRFunction k) ns y := \exists steps, eval f steps ns = Some y.
Definition diverges {k} (f : PRFunction k) ns := \forall steps, eval f steps ns = None.
Lemma converges_inj : \forall {k} f ns y y', converges (k := k) f ns y \rightarrow converges f ns y' \rightarrow y = y'.
Lemma converges_diverges : \forall {k} f ns, (diverges (k := k) f ns) \leftrightarrow \forall y, \neg converges f ns y.
```

Finally, we prove a number of results for establishing convergence of each class of functions. These results are used later, when proving Turing completeness of choreographies. For example, for recursion we have:

```
Lemma Recursion_converges_base : \forall k g h ns y.
    converges g (tl ns) y \rightarrow converges (\circ Recursion k g h) (0::tl ns) y.
```
Lemma Recursion_converges_step : \forall k g h ns x y z,
\text{converges} (@Recursion k g h) (x::ns) y \rightarrow
\text{converges} h (x::y::ns) z \rightarrow \text{converges} (Recursion g h) (S x::ns) z.

Conversely, if recursion converges, then all intermediate computations must also converge.

Lemma converges_Recursion_base : \forall \{m\} (g:\text{PRFunction} m) h ns y,
\text{converges} (Recursion g h) ns y \rightarrow \text{hd} ns = 0 \rightarrow \text{converges} g (\text{tl} ns) y.

Lemma converges_Recursion_step : \forall \{m\} (g:\text{PRFunction} m) h ns x y,
\text{converges} (Recursion g h) ns y \rightarrow \exists z, \text{converges} (Recursion g h) (x::\text{tl} ns) z \land \text{converges} h (x::z::\text{tl} ns) y.

Lemma converges_Recursion_full : \forall \{m\} (g:\text{PRFunction} m) h ns y,
\text{converges} (Recursion g h) ns y \rightarrow
\forall x, x \leq \text{hd} ns \rightarrow \exists z, \text{converges} (Recursion g h) (x::\text{tl} ns) z.

For completeness, the formalisation also includes corresponding results for divergence; these are currently unused.

This part of the development contains 22 definitions and 84 lemmas, with a total of 1388 lines of code. (This excludes some results on basic data structures that we could not find in the standard library.)

4 Turing Completeness of Choreographies

We are now ready to show that the choreographic language is Turing complete, in the sense that every partial recursive function can be implemented as a choreography (for a suitable definition of implementation). The construction is very similar to that in [7]: a significant part of the formalisation amounted to transcribing all the relevant definitions to Coq syntax. This contributes to confirming that the simplifications introduced in [28] and the additional notions and properties (rich labels, well-formedness, etc.) introduced by our formalisation are mostly internal and aimed at simplifying metatheoretical reasoning on choreographies.

4.1 Concrete Language

The first step is to instantiate the parameters in the definition of \( CC \) with the right types. Process identifiers, values and procedure names are natural numbers. Each process contains two variables; we use \( \text{Bool} \) for this type, and alias its elements to \( xx \) and \( yy \) for clarity.

Expressions are an inductive type with three elements: \textit{this} (evaluating to the process’s value at \( xx \)), \textit{zero} (evaluating to 0) and \textit{succ, this} (evaluating to the successor of the value at \( xx \)). Boolean expressions are a singleton type with one element \textit{compare}, which evaluates to \textit{true} exactly when the process’s two variables store the same element.

We restrict the syntax of choreographies to mimic the operators from the original development in [7], where processes only had one storage variable. Thus, incoming value communications are always stored at variable \( xx \). However, in that calculus the conditional compared the value stored in two processes. We model this as a communication whose result is stored at \( yy \), followed by a call to \textit{compare}. We define these operations as macros.

Definition Send p e q := p#e \rightarrow q$xx.
Definition IfEq p q C1 C2 := q#this \rightarrow p$yy;; If p ? compare Then C1 Else C2.
4.2 Encoding

The most complex step of the formalisation is formalising the encoding of partial recursive functions as choreographies. This is naturally a recursive construction, but there are some challenges. First, non-base functions need to store intermediate computation results in auxiliary processes; second, recursion and minimisation use procedure definitions to implement loops. The strategy in [7] was to use auxiliary processes sequentially: since we can statically determine how many processes are needed from the definition of the function to encode, we can always determine the first unused process. The language used therein did not have the problem with recursion variables, but the same technique applies.

The key definition is the following: a choreography $C$ implements function $f : \mathbb{N}^m \rightarrow \mathbb{N}$ with input processes $p_1, \ldots, p_m$ and output process $q$ if: for any state $s$ where $p_1, \ldots, p_m$ contain the values $n_1, \ldots, n_m$ in their variable $\text{xx}$, (i) if $f(n_1, \ldots, n_m) = n$, then all executions of $C$ from $s$ terminate, and do so in a state where $q$ stores $n$ in its variable $\text{xx}$; and (ii) if $f(n_1, \ldots, n_m)$ is undefined, then execution of $C$ from $s$ never terminates. This is captured in the following Coq definition.

```coq
Definition implements (P:Program) n (f:PRFunction n) (ps:t Pid n) (q:Pid) :=
\forall (xs:t nat n) (s:State), (\forall Hi, s (ps[0Hi]) xx = xs[0Hi]) \rightarrow
\forall y, converges f xs y \leftrightarrow \exists s' ts P'.
  (P, s) \rightarrow [ts] \rightarrow ' (P', s') \land f \text{xx} = y \land \text{Main P'} = \text{End} \land
(diverges f xs \leftrightarrow \forall s' ts P', (P, s) \rightarrow [ts] \rightarrow ' (P', s') \rightarrow \text{Main P'} \neq \text{End}).
```

The idea is that we recursively define the set of procedure definitions needed to encode $f : \mathbb{N}^m \rightarrow \mathbb{N}$, taking as parameters not only the processes $p_1, \ldots, p_m$, and $q$, but also the indices of the first unused process and the first unused procedure. The encoding of $f$ is a program whose set of procedure definitions is obtained by instantiating the last two values to $\max(p_1, \ldots, p_m, q) + 1$ and 0, respectively, and whose main choreography is $\text{Call 0}$. Furthermore, we also ensure that the choreography terminates by calling the first unused procedure (which by default is defined as the terminated choreography). This makes it easy to ensure that procedure calls compose nicely in the recursive steps of the construction.

We start by defining two auxiliary functions $\text{Pi}$ and $\text{Gamma}$, which given a function in $\text{PRFunction}$ return the number of processes and procedures needed to encode it, respectively. (Function $\text{Pi}$ is exactly the function $\Pi$ from [7].) No results about these functions are needed – their definition suffices to prove all needed results, namely that no process (resp. procedure) higher than $\text{Pi f}$ (resp. $\text{Gamma f}$) is used when encoding $f$.

Ironically, the most challenging part of the definition is composition (which is straightforward in the informal presentation), and not minimisation (which is responsible for introducing partiality). The base cases are directly encoded by suitably adapting the definitions from [7], and those of recursion and minimisation have a recursive structure very close to the informal textbook definition. However, the definition of composition needs to be recursive (due to the variable number of argument functions), and working with vectors adds a layer of complexity. As such, a number of auxiliary functions were defined to deal with composition, defining a choreography that encodes a vector of functions all with the same inputs and returning outputs in consecutive processes.

The recursive definition of encoding $\text{Encoding_rec}$ is again written interactively, and afterwards a number of lemmas prove that it behaves as expected, e.g.:

```coq
Lemma Zero_Procs : \forall d hd ps q n X.
\text{Encoding_rec Zero d hd ps q n X X = Send (hd ps) zero q;} \text{Call (S X)}.
```
where we omit the definition of the proof term $H_g$. Note that $Encoding_{rec}$ has the complex type $\forall (m:nat) (f:FFunction n) (d:nat), depth f<d \rightarrow t Pid m \rightarrow Pid \rightarrow nat \rightarrow RecVar \rightarrow RecVar \rightarrow Choreography$ – it receives a function of depth smaller than $d$, the set of input processes, the output process, the index of the first unused process and the index of the first unused procedure definition, and returns a mapping of procedure definitions to choreographies (where all previously defined procedures are unchanged).

Finally, we prove that encoding always returns a well-formed choreography. This is implicit in [7], but it is an essential property that should hold. For convenience, each condition of well-formedness is proved separately, capitalising on the fact that the encoding returns an initial choreography. The proof follows the recursive structure of the definition of $Encoding_{rec}$, and is relatively automatic once the relevant splitting in cases is done.

### 4.3 Soundness

Soundness of the encoding – the property that the encoding of $f$ implements $f$ – is proven by analysing the execution path obtained by always reducing the first action in the choreography, and invoking confluence. We split the proof into a number of lemmas, stating the obvious reductions from each procedure definition to the procedure call at its end. We give some examples of these results.

We briefly explain the lemmas about recursion. Encoding $R(g, h)$ uses three auxiliary procedures. The first one initializes the recursion by placing a zero on the first auxiliary process (Lemma $Recursion_{reduce_0}$), and calls the first procedure in the encoding of $g$. The second one, placed immediately after the procedures used for encoding $g$, checks whether the value in the auxiliary process is the value where we want to stop, and in this case places the result in the return process (Lemma $Recursion_{reduce_1_true}$). Otherwise, it calls the
Our formalisation includes some design options. The most significant one, in our opinion, is the restriction to only two labels in selections. However, as is well known in the field of session types, this is not a serious restriction [3]. Labels are typically used to communicate choices based on a conditional; more complex decisions are expressed as nested conditionals, and can be communicated by sending multiple label selections.

Restricting the set of labels to two elements also has a strong impact on the formalisation of realisability [2, 4], which we do not discuss in this article. Choreography realisability deals with identifying sufficient conditions for a choreography to be implementable in a
distributed setting, and generating an implementation in a process calculus automatically. The formalisation of this construction, described in [9], was completed after the current work, and heavily relies on the set of labels being fixed. An important result is that any choreography can be amended into a realisable one, so that in particular our Turing-completeness result immediately implies Turing-completeness of the process calculus used for implementations.

We aimed at making our development reusable, so that it can readily be extended to more expressive choreographic languages. In the future, we plan to look at interesting extensions (such as those mentioned above) and explore how easy it is to extend the current formalisation to those frameworks. We conjecture that this will prove much simpler than the current effort, thanks to the structures established in this work.
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