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Abstract—Diffuse scattering (DS) of electromagnetic waves from natural and artificial surfaces has been extensively studied in various disciplines, including radio wave propagation, and several DS models based on different approaches have been proposed over the years, two of the most popular ones being Kirchhoff theory and the so-called effective roughness (ER) heuristic model. The latter, although less rigorous than the former, is more flexible and applicable to a wider range of real-world cases, including non-Gaussian surfaces, surfaces with electrically small correlation lengths and scattering from material inhomogeneities that are often present under the surface. Unfortunately, the ER model, with the exception of its Lambertian version, does not satisfy reciprocity, which is an important physical-soundness requirement for any propagation model. In the present work, without compromising its effectiveness and its simple and yet sound power-balance approach, we propose a reciprocal version of the ER model, which can be easily implemented and can replace the old version in ray-based propagation models. The new model is analyzed and compared with the old one and with other popular models. Once properly calibrated, it is shown to yield similar—if not better—performance with respect to the old one when checked versus measurements.
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I. INTRODUCTION

DIFFUSE scattering (DS) of radio waves, intended here as nonspecular reflection from terrain, objects, and building walls’ surfaces due to surface roughness or material irregularities, has been studied for years in many application fields such as remote sensing and optics.
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With reference to radio propagation in urban environment, assuming flat, smooth, and homogeneous building walls or indoor furniture panels, propagation can be conveniently analyzed using the geometrical optics (GO) approximation [1], where radio wave interactions can be modeled as specular reflections, transmissions, and edge diffractions.

However, perfectly smooth slabs are rarely present in real life, especially in dense urban areas where building walls can show relevant deviations from smooth homogeneous layers, such as compound materials, window frames, metal reinforcements, pillars, rough plaster and brick surfaces, cables, and advertising boards. Similar considerations hold true for indoor walls and furniture. In fact, some investigations showed that DS due to such details—often disregarded in building maps and databases—can be an important propagation mechanism in urban environment [2], [3], [4], [5].

In particular, DS has been shown to generate a large part of the time-domain, angle-domain, and polarization dispersion of the multipath radio channel in most environments [6], [7], [8], [9], and the knowledge of this phenomena can be exploited in the design of MIMO wireless links and to implement advanced beamforming strategies [10], [11], [12]. Moreover, DS has been shown to play a prominent role even in the determination of the actual radio frequency (RF) coverage level, especially in non-line of sight (NLoS), millimeter-wave frequency applications [13]. Recent studies have also highlighted the importance of DS from rough surfaces in terahertz wireless communications links [14], [15], [16]. Therefore, accounting for specular reflection, transmission, and diffraction is not sufficient: analysis and modeling of DS is mandatory to achieve a complete understanding of urban radio propagation.

The most widely known DS models available in the literature only deal with surface roughness and include Kirchhoff theory, the small perturbation method, and the integral equation method [17], [18]. The most popular approach to DS is the Kirchhoff theory, based on the Beckmann–Kirchhoff theory for scattering of incident plane waves from Gaussian rough surfaces described in terms of roughness standard deviation and correlation distance [17]. Another DS approach developed specifically for building walls and derived from physical optics is proposed in [19]: here, the assumption is that nonspecular scattering from the façades of large buildings is dominated by windows and decorative masonry, whose placement tends to be nearly periodic.
However, Kirchhoff theory is not applicable to non-Gaussian surface roughness, to strong surface irregularities where the roughness correlation length is comparable to, or smaller than, the wavelength (e.g., indentations), or when the surface size is comparable to, or smaller than, correlation length. Moreover, all the cited models are not suitable to cases where the presence of internal, material irregularities have a significant impact. The possibility for radio waves to penetrate inside the wall, undergo scattering interactions due to the internal inhomogeneities, and re-emerge with nearly random propagation direction and characteristics must also be accounted for.

Therefore, in more recent years heuristic models such as the effective roughness (ER) model [4] have been proposed to overcome the foregoing limitations. The ER model is aimed at modeling nonspecular scattering from surfaces, but its parameters are not actual surface roughness parameters as for the Kirchhoff model, they are “effective” parameters that must take into account also the effect of the more general irregularities and details described above, hence the name “ER” model. Thanks to its heuristic nature, the ER model can account for the effect of any kind of surface or volume inhomogeneity, without restriction with respect to its statistical characteristics. Differently from the Kirchhoff model, the specular reflected wave and the scattered wave are treated from the beginning as distinct waves where the attenuation of the former is due to part of its power being diverted into the latter by irregularities. This fact allows its straightforward, “plug-and-play” integration into the ray-based models where specular reflection and transmission are implemented as phase-coherent waves that follow the GO theory, albeit with a proper attenuation, while DS can have different spatial and polarization characteristics.

The ER model is physically consistent as it is based on a power balance between specular reflection, transmission, and scattering. It is flexible because the scattering pattern can be chosen among several different options, and due to its simplicity and low number of parameters it can be easily tuned versus measurement data.

After its introduction in 2007, analytical formulations of the ER model have been developed to describe the angle spread produced by DS from a single wall [20]; it has been extended to transmitted scattering in the forward half-space (e.g., beyond a wall) [21] and has been further validated versus full-wave electromagnetic simulations and measurements in reference cases [22]. The parameterization of the ER model in the mm-wave bands for different construction materials has also been discussed in [23] and [24]. Furthermore, the ER model has been finally embedded into some commercial ray-based field prediction software tools [25].

Despite its strengths, the original—or legacy—ER model also has an important shortcoming: with the exception of its Lambertian scattering pattern version, it does not fully satisfy reciprocity, which means that the predicted scattered field intensity is not invariant with respect to the exchange of the transmitter and receiver, as it should be according to the propagation theory [26]. Although, being a heuristic model, its fitting to the actual physical process can always be adjusted through parameter calibration, nonreciprocity represents an important theoretical flaw, especially considering that its nonreciprocal, directive scattering versions have been shown to be the most suitable to describe DS from real buildings [4].

Other models similar to the ER model that satisfy reciprocity have been developed for computer graphic applications [27], [28], or have been derived from them [29]. However, such models do not distinguish specular from diffuse reflection and therefore cannot be easily implemented into the existing ray-based propagation models. Moreover, although power constraints are present, such as that the backscattered power cannot be greater than the incident power, they do not comply with a clear power conservation balance at the surface to minimize parameters and to achieve maximum compatibility with the traditional formulations based on GO for smooth surfaces and material slabs.

In the present work, starting from the approach of the original ER model, we first develop a better and more complete mathematical derivation of its normalization factors with respect to the rather incomplete demonstration provided in [4], using Euler’s Gamma and Beta functions. Then we propose a new version of the ER model that satisfies reciprocity without sacrificing the original power-balance assumptions, if not to a negligible extent for grazing incidence. We also provide a discussion on reciprocity and power balance of the new ER model with respect to the original formulation and a comparison with respect to other reference models (e.g., Kirchhoff). Finally, the model is validated through comparison with measurements in a reference case.

This article is organized as follows. In Section II, some background on the original ER model and its formulation are provided, and then the new reciprocal formulation is presented (the mathematical details are provided in the appendices). In Section III, comparisons to the legacy ER model, to other reference models, and to measurements are shown and discussed. Finally, conclusions are drawn in Section IV.

II. NEW ER MODEL’S FORMULATION

A. Background on the ER Model

When a surface element $dS$ is illuminated by an impinging electromagnetic wave, the following power balance must hold:

$$ P_i = P_r + P_s + P_p $$

(1)

with $P_i$, $P_r$, $P_s$, and $P_p$ being the incident, the reflected, the scattered, and transmitted powers, respectively (see Fig. 1)

The basic assumption of the ER approach is that the scattered power can be simply related to a scattering coefficient $S \in [0, 1]$ as

$$ P_s = S^2 \cdot (U^2 P_i) $$

(2)

Depending on the value of $U$, $S^2$ represents the percentage of either the incident ($U = 1$) or the reflected power ($U = \Gamma$, being $\Gamma = |\vec{E}_r|/|\vec{E}_i|$ the modulus of the reflection coefficient) that is spread in nonspecular directions [4]. In the following, DS is supposed to occur at the expense of specular reflection, i.e., $U = \Gamma$ is considered in (2).
Therefore, the power balance (1) can be written as

\[ 1 = \Gamma^2 R^2 + \Gamma^2 S^2 + P_p/P_i \]  

(3)

where \( R \) is the reflection reduction factor, which is related to the so-called “Rayleigh’s factor” of the Kirchhoff theory [17]. By assuming that the ratio \( P_p/P_i \) does not depend on the degree of roughness, i.e., on the parameter \( S \), from (3) we easily get that the reflection reduction factor is [4]:

\[ R = \sqrt{1 - S^2}. \]

The power-balance assumptions of the legacy ER model (referred to as ER power balance in the following), represented by (2) and (3), imply the following equation where the power diverged from specular reflection equals the integral of the scattered field power density over the backscattering half-space, i.e. (see Fig. 1):

\[ P_i = S^2 \Gamma^2 P_i = S^2 \Gamma^2 \frac{|\bar{E}_i|^2}{2\eta} \Delta \Omega_i \frac{r_i^2}{r_s^2} \]

\[ = \int_0^{2\pi} \int_0^{\pi} \frac{|\bar{E}_i|^2}{2\eta} r_s^2 \sin \theta_s d\theta_s d\phi_s \]  

(4)

where \( r_i \) and \( r_s \) are the distances between the surface element \( dS \) and the source, and between \( dS \) and the observation point, respectively. \( \Delta \Omega \) is the solid angle subtended from \( dS \) at the transmitter side (see Fig. 1), and \( \eta = \sqrt{\mu_0/\epsilon_0} \) is the free-space impedance.

Moreover, the squared amplitude of the scattered field is assumed to be expressed by the following formula:

\[ |\bar{E}_s(\theta_i, \phi_i, \theta_s, \phi_s)|^2 = \bar{E}_{So} \cdot f(\theta_i, \phi_i, \theta_s, \phi_s) \]  

(5)

where \( f(\theta_i, \phi_i, \theta_s, \phi_s) \in [0, 1] \) represents the DS spatial pattern. The overall scattered field is then modeled as a nonuniform spherical wave.

Assuming the surface element \( dS \) in the far-field region of the transmitting source, the incident field is a spherical wave, and therefore,

\[ |\bar{E}_i(r_i, \theta_i, \phi_i)| = \frac{\sqrt{60} P_i \, g_i(\theta_i, \phi_i)}{r_i} = \frac{K_i(\theta_i, \phi_i)}{r_i} \]

(6)

where \( K_i(\theta_i, \phi_i) \) is a parameter depending on the source properties (transmit power, antenna gain). By substituting (5) and (6) into (4) and exploiting the expression for the solid angle \( \Delta \Omega_i = ((dS \cos \theta_i) / r_i^2) \), the following formula can be achieved:

\[ |\bar{E}_s|^2 = \frac{\bar{E}_{So}^2 \Gamma^2}{F(\theta_i, \phi_i)} \cdot f(\theta_i, \phi_i, \theta_s, \phi_s) \]  

(7)

where \( F(\theta_i, \phi_i) \) represents the following integral expression:

\[ F(\theta_i, \phi_i) = \int_0^{2\pi} \int_0^\pi f(\theta_i, \phi_i, \theta_s, \phi_s) \sin \theta_s d\theta_s d\phi_s. \]  

(8)

It can be observed that according to (7), \( |\bar{E}_s| = 0 \) for any observation angle, when the incident wave is parallel to the surface element, i.e., \( \theta_i = \pi/2 \): in fact, for grazing incidence, no power is captured and then scattered by the surface.

It is worth noting that to have a reciprocal expression for the intensity of the scattered field \( |\bar{E}_s| \), the product of the three functions in (7) needs to be reciprocal, i.e.,

\[ \frac{f(\theta_i, \phi_i, \theta_s, \phi_s)}{F(\theta_i, \phi_i)} \cos \theta_i = g_{rec}(\theta_i, \phi_i, \theta_s, \phi_s) \]

(9)

where \( g_{rec} \) is a reciprocal function, i.e., a function invariant to the exchange of \( (\theta_i, \phi_i) \) with \( (\theta_s, \phi_s) \).

The former version of the scattering model in [4] was aimed at a single-lobe, directive scattering pattern by means of the following choice:

\[ f(\theta_i, \phi_i, \theta_s, \phi_s) = \left(1 + \cos \psi_R \right)^{\alpha_R} \]

\[ \alpha_R \in \mathbb{N} \]  

(10)

where the integer exponent \( \alpha_R \) is a tuning parameter for the directivity of the scattering pattern (the greater the \( \alpha_R \), the narrower the lobe), and \( \psi_R \) is the angle between the scattering direction \( (\theta_s, \phi_s) \) and the specular direction (see Fig. 1). The following relation is also provided in [4]:

\[ \cos \psi_R = \cos \theta_i \cos \theta_s - \sin \theta_i \sin \theta_s \cos(\phi_s - \phi_i). \]  

(11)

By applying the power balance (4), (7) becomes

\[ |\bar{E}_s|^2 = \frac{\bar{E}_{So}^2 \Gamma^2}{F_{\alpha_R}(\theta_i)} \left(1 + \cos \psi_R \right)^{\alpha_R} \]

(12)

where \( F_{\alpha_R} \) is the solution of the integral in (8), when (10) is enforced [4]. Note that with the chosen shape for the scattering pattern in (10), \( F_{\alpha_R} \) does not depend on the azimuth angle \( \phi_i \), for symmetry reasons.

A complete solution for \( F_{\alpha_R} \) was not derived in [4]: however, two different, closed-form expressions were proposed, depending on whether \( \alpha_R \) is even or odd.

Instead, a more compact and general expression for \( F_{\alpha_R} \) is fully derived in this work, by exploiting the properties of Euler’s Beta function (Appendix A). The new closed-form solution valid for any value of \( \alpha_R \) is (see Appendix B)

\[ F_{\alpha_R}(\theta_i) = \frac{2\pi \alpha_R}{2\alpha_R} \sum_{j=0}^{\alpha_R} \frac{1}{(\alpha_R - j)(j + 1)!} \sum_{l=0}^{[j/2]} \cos^{j-2l} \theta_i \sin^{2l} \theta_i \]

\[ \frac{1}{2l}!! (j - 2l)!! 0 \leq \theta_i < \frac{\pi}{2} \]  

(13)

where \( [x] \) stands for the greatest integer less than or equal to \( x \), and \( ! \) and \( !! \) symbols stand for the factorial and double factorial, respectively.
factorial functions, respectively (see Appendix A). In the case of normal incidence ($\theta_r = 0$), (13) reduces to

$$F_{as}(0) = \frac{4\pi}{\alpha_R + 1} \left(1 - \frac{1}{2\alpha_R + 1}\right).$$

Looking at (12) and (13), it is evident that the amplitude of the scattered field $|E_s|^2$ is nonreciprocal, due to the presence in (13) of the functions $\cos(\theta_r)^m$ and $\sin(\theta_r)^n$, which are not counterbalanced by similar terms containing the scattering elevation angle $\theta_S$.

**B. New Reciprocal Formulation**

The aim is to achieve a reciprocal expression for the scattered field. To this extent, we propose the following new expression for the DS pattern:

$$f(\theta, \phi, \theta_S, \phi_S) = \sqrt{\cos \theta_S} \left(1 + \cos \frac{\psi_R}{2}\right)^{\alpha_R} \alpha_R \geq 1. \quad (14)$$

Such scattering function is obtained by multiplying the pattern of the legacy ER model, i.e., (10), by the factor $\sqrt{\cos \theta_S}$. With this assumption, the scattered power tends to zero for grazing observation angles, i.e., when $\theta_S$ approaches $\pi/2$. This is a necessary condition for reciprocity: in fact, according to (7), $|E_s|^2 = 0$ for $\theta_r = \pi/2$, no matter what is the observation angle $\theta_S$ as the solid angle $\Delta\Omega_S$ goes to zero; similarly, it must be $|E_s|^2 = 0$ for $\theta_S = \pi/2$, independently of the incidence angle $\theta_r$.

Besides, it can be observed that the multiplication of (10) by $\sqrt{\cos \theta_S}$ causes a skew of the maximum of the scattering pattern with respect to specular reflection. This misalignment is of the order of a few degrees and is more evident for grazing incidence angles and low values of the parameter $\alpha_R$: some examples will be shown and discussed in Section III.

Let us now discuss more in detail the reciprocity of the new model’s formulation. For the model to be reciprocal, according to (9), the following condition must be satisfied:

$$\frac{\cos \theta_r}{F_{as}} \propto \sqrt{\cos \theta_r} \quad (15)$$

which implies $F_{as} \propto \sqrt{\cos \theta_r}$.

Actually, it can be observed that $F_{as}$ that would result from (14) being inserted into (8), i.e., which satisfies ER power balance, is a monotonic decreasing function having its maximum value for $\theta_r = 0$, which can be well approximated by a function proportional to $\sqrt{\cos(\theta_r)}$, as shown in Fig. 2. This means that if we assume $F_{as} \propto \sqrt{\cos \theta_r}$, reciprocity is strictly satisfied, while also ER power balance is satisfied to a good extent.

In fact, Fig. 2 shows $F_{as}(\theta_i)/F_{as}(0)$ derived from (8) through numerical integration for three different values of the parameter $\alpha_R$, versus the function $\sqrt{\cos \theta_r}$. It can be observed that the approximation is very good except for very grazing incidence angles (e.g., greater than $85^\circ$). This allows to write $F_{as}$ in the form

$$F_{as}(\theta_i) \approx k(\alpha_R)\sqrt{\cos \theta_r} \quad (16)$$

where $k(\alpha_R)$ is an amplitude parameter depending only on the exponent $\alpha_R$. This approximation satisfies both (9) (i.e., reciprocity) and, with good approximation, (8) (i.e., ER power balance).

The value of $k(\alpha_R)$ can be determined in a straightforward way by assuming the approximation (16) as valid and solving the integral (8) for $\theta_r = 0$, as shown in Appendix C.

Then, the final reciprocal expression of the scattered field when (14) is enforced and under the approximation (16) is (see Appendix C)

$$|E_s|^2 = \left(\frac{K_s}{r_1 r_s}\right)^2 \Gamma^2 \frac{dS}{k(\alpha_R)} \cdot \sqrt{\cos \theta_S} \frac{\cos \psi_R}{2}^{\alpha_R} \cos \theta_r \quad (17)$$

with

$$k(\alpha_R) = \frac{4\pi}{2\alpha_R} \sum_{j=0}^{\alpha_R} \left(\frac{\alpha_R}{j}\right) \frac{1}{2j+3}.$$

The expression used in (17) for $k(\alpha_R)$ is valid only for integer positive values of the exponent $\alpha_R$, as it has been computed using the binomial theorem (see Appendix C). However, in case real positive values of the exponent $\alpha_R$ are needed for a finer tuning of the model, $k(\alpha_R)$ can be calculated using the following interpolating function:

$$k(\alpha_R) \approx \begin{cases} 
(0.07937\alpha_R + 0.1745)^{-1} & \text{if } \alpha_R > 4 \\
(0.002966\alpha_R + 0.05675\alpha_R + 0.2387)^{-1} & \text{if } 1 \leq \alpha_R \leq 4.
\end{cases}$$

**C. Double-Lobe Model, Reciprocal Formulation**

Similar to what is done in [4] for the legacy ER model, it is possible to derive a double-lobe model, where an additional lobe steered in the incidence direction is added to the scattering pattern. This is useful in many practical cases, where walls with big irregularities, e.g., indentations, generate a strong backscattering component in the incidence direction through micro interactions consisting of multiple-bounce reflections (see Fig. 3).

To obtain a reciprocal formulation for this double-lobe model, we propose the following expression for the scattered
The shape of its scattering pattern lobe is shown in Fig. 4 for different incidence angles and $\alpha_R$ values. The lobe’s directivity increases with $\alpha_R$, as it should, and its maximum is directed toward the specular direction. However, differently from the legacy ER model, the lobe is always constrained to have a null for $\theta_S = \pi/2$ to satisfy reciprocity as explained in Section II-B. Consequently, a slight drifting of the peak away from the specular direction toward lower $\theta_S$ values can be observed for incidence angles greater than $\pi/3$ and low $\alpha_R$ values.

As stated above, the new formulation of the ER model was derived to satisfy reciprocity. The original ER model, however, was already almost reciprocal for not-too-grazing incidence angles (up to about 40°), and for low values of $\alpha_R$, as shown in Fig. 5, where the term $\cos \theta_i/F_{\alpha_R}(\theta_i, \phi_i)$ of (9) is almost constant, and therefore, reciprocity condition is approximately satisfied. On the other hand, it strictly respects the ER power balance, based on which it was conceived.

Conversely, the new ER model is perfectly reciprocal but its reciprocal formulation was obtained from an approximation that slightly differs from the numerical solution of the power-balance integral (8), especially for very grazing angles of incidence, as explained in Section II-B. It is worth noting, however, that reciprocity is a more important requirement than ER power balance, since the latter is based on the simplifying yet reasonable assumption that the quantity $P_{\text{ref}}/P_i$ of (3) does not depend on parameter $S$, which might not be rigorously true in real-life cases.

To quantify the influence of the approximation in the power-balance integral (8), we can introduce the power-balance anomaly, which is normalized to the incident power $P_i$ and defined as

$$\Delta_{\text{rel}} = \frac{\hat{P}_s - P_s}{P_i}$$

(21)

where $P_s$ is the scattered power obtained through the original power balance assumptions, i.e., through solution of the integral (8) to determine the value of $F_{\alpha_R}(\theta_i)$, while $\hat{P}_s$ is the corresponding value obtained using the approximation $F_{\alpha_R}(\theta_i) \approx k(\alpha_R)/\cos \theta_i$.

Through a few simple mathematical steps, the following expression for $\Delta_{\text{rel}}$ can be derived:

$$\Delta_{\text{rel}} = S^2 \Gamma^2 \left( \frac{F_{\alpha_R}(\theta_i)}{k(\alpha_R) \cos \theta_i} - 1 \right).$$

(22)

The power-balance anomaly $\Delta_{\text{rel}}$ of the new ER model is plotted versus $\theta_i$ in Fig. 6, assuming $S = 0.4$, while the modulus of the reflection coefficient $\Gamma$ was calculated with the Fresnel coefficient (TE polarization) for the case of a lossless dielectric wall with $\varepsilon_r = 5$. It is evident that $\Delta_{\text{rel}}$ is very small, within 1% of the incident power up to incident angles of 85° or more!

It is interesting to compare the behavior of the RER model with other models available in the literature, e.g., the Kirchhoff model for scattering from rough surfaces. The Kirchhoff model is a widely used reference model that, being physics-based, is reciprocal and necessarily satisfies physically consistent power-balance constraints. However, it has several parameters,
Fig. 4. Scattering patterns of the new RER model, for different incidence angles and values of the parameter $\alpha_R$.

Fig. 5. Evaluation of the reciprocity of the legacy ER model.

it is valid only for surface roughness of the Gaussian type, with correlation length larger than the wavelength, and it also has approximations that make it invalid for grazing incidence angles, as discussed for instance in [30].

The Kirchhoff’s scattering coefficient provided in [17] is composed of two parts, a coherent specular component, derived from the radar cross section theory, and an incoherent diffuse component which accounts for the nonspecular contribution of the facets representing the irregular surface. For the sake of comparison with the RER model, in the following we consider only the incoherent component. In Fig. 7, the normalized scattering diagrams for the RER model and the Kirchhoff model (diffuse incoherent component) are compared for a 1.3-GHz incident plane wave with $\theta_i = \pi/3$, the same case of [4, Fig. 10]. The following parameters are used in the Kirchhoff model: surface roughness standard deviation $\sigma_h = 1$ cm and correlation length $l_{corr} = 0.5$ m, which are typical literature values for a brick wall as the one considered in [4]. For comparison, the directivity parameter $\alpha_R$ of the RER model has been optimized to reproduce the same scattering lobe width as the Kirchhoff model, thus getting $\alpha_R = 65$, which is a much higher value with respect to what is found in [4] for the brick wall case, i.e., $\alpha_R = 4$. The shapes of the two patterns are very similar: interestingly, the maximum is slightly tilted upward with respect to the specular direction in both the cases, albeit to a lesser extent in the RER model case. However, the much greater degree of spreading observed in [4] is an indication that surface elements such as indentations and material inhomogeneities (e.g., the alternation of brick and mortar, and cavities inside bricks) probably give a greater contribution to DS than mere Gaussian surface roughness.

Besides the aforementioned limitations, there are additional issues that make not straightforward the implementation of the Kirchhoff model in ray-based prediction tools, as discussed, for example, in [31]. Moreover, as the incoherent component is computed through a series expansion, the Kirchhoff model is computationally less efficient than the RER model, from 1 to 2 orders of magnitude depending on how the series is truncated.

Another possible approach to deal with DS from irregular surfaces is the one based on the use of computer graphics models, originally conceived for rendering of photorealistic images. Such models are based on the so-called bidirectional reflectance distribution function (BRDF), which is a directional scattering coefficient. In recent years, “physically based” BRDFs have been proposed, which obey reciprocity and comply with upper bound power constraints, such as that $P_i$ should always be greater than or equal to $P_r$ [27].
Fig. 6. Percentage deviation of the reciprocal model with respect to legacy power balance, normalized to the incident power.

One example is the popular GGX shading model, originally introduced in [28]. In [29], it has been proposed to use a slightly modified version of the GGX model for radio wave propagation prediction. In the model, an equivalent roughness parameter \( \Sigma_s \), expressed in dB, is used: \( \Sigma_s = 0 \text{ dB} \) means maximum roughness, while \( \Sigma_s < -40 \text{ dB} \) means smooth surface with quasi-specular behavior. In particular, in [29] it is shown that by parameterizing the GGX model to reproduce both the specular and diffuse components and by adding them through incoherent power sum, realistic results in good agreement with the measurements can be achieved.

In Fig. 8, the directional coefficient \( D \) of the GGX model as defined in [29] is compared with the scattering patterns of the RER model and the legacy ER model for an incidence angle \( \theta_i = 45^\circ \) and a surface with moderate roughness, i.e., \( \Sigma_s = -4 \text{ dB} \). In such a case, the best-fit directivity parameter is \( \alpha_R = 8 \) for both the RER and legacy ER models. The GGX and legacy ER models have a very similar scattering diagram, and interestingly both of them do not go to zero at grazing scattering angles, differently from the RER and the Kirchhoff models.

B. Comparison With Measurements

Finally, the new ER model is compared with the measurements carried out in [4] on three different reference scenarios: the façade of a rural building, a warehouse with brick walls, and a metal hangar wall of an airport. In the measurements, the façade of the building was illuminated by a Tx directive antenna pointing toward the center of the wall, while the Rx directive antenna, also aiming at the wall center, was moved along a semicircle in front of the wall to derive an estimate of the angular scattering pattern. A 2-D view of the measurement scenario is depicted in Fig. 9, where \( \beta \) and \( \gamma \) stand for the pointing angles of the Tx and Rx antennas, respectively.

Despite the use of directive antennas, all the interaction mechanisms (direct path, specular reflection, diffraction, DS) are simultaneously present to some extent, and therefore, the measured pattern needs to be compared with RT simulations including all the mechanisms: the new RER model has been embedded in the RT simulator described in [6], similar to what is done in [4] for the legacy model. Both parameters \( S \) and \( \alpha_R \) have been optimized by varying their values over the range \([0, 1]\) for \( S \) and \([1, 20]\) for \( \alpha_R \) with steps of 0.01 and 0.5, respectively, using a least-squares method to get the best match of the overall RT-simulated scattering pattern with the measured scattering pattern. The results are shown in Fig. 10 for the rural building case with slanted illumination (i.e., \( \beta = 150^\circ \)): the optimum values of the parameters are \( S = 0.36 \) and \( \alpha_R = 2 \) in this case. As expected, the scattering model allows to fill the gap for those receiving positions where the coherent interaction mechanisms (specular...
reflection, diffraction) are weaker. The curve corresponding to a simulation without DS (i.e., \( S = 0 \)) is also reported for reference in the figure and shows a very poor performance for the Rx locations further from the specular reflection angle (i.e., \( \gamma = 30^\circ \) in Fig. 10). From the plot, it is evident that the proposed model, if properly parameterized, can accurately describe scattering from such a typical building wall, with a root mean square error (RMSE) of 1.42 dB. This result is even better than the one shown in [4] for the legacy ER model in the same scenario, not reported in the figure for the sake of legibility, where the best RMSE value was 1.85 dB.

Similar results are shown in Figs. 11 and 12 for the brick wall (normal illumination, \( \beta = 90^\circ \)) and hangar wall (slanted illumination, \( \beta = 30^\circ \)), respectively. Also in these cases, the introduction of the RER model into the RT simulation allows a considerable reduction of the RMSE.

Finally, results for all the scenarios and illumination angles shown in [4] are summarized in Table I, showing the optimum values of \( S \) and \( \alpha_R \) to achieve the best matching between measurements and simulation, and the obtained RMSE value. The RMSE value for the case \( S = 0 \) (no scattering in the RT simulation) is also reported for reference in the table. In all the cases, the results are similar or better than the ones shown in [4] for the legacy ER model.

Regarding the \( S \) parameter, it is confirmed that typical values for a metal wall, representative of relatively smooth surfaces, are below 0.1. In the case of medium roughness, such as the brick wall analyzed here, typical \( S \) values are around 0.2. In the case of a building façade with surface and volume irregularities, as for the rural building considered here, typical \( S \) values are 0.3–0.4. The optimum \( S \) value shown in Table I for the rural building with normal illumination is actually higher (0.79); however, by setting \( S = 0.4 \), the RMSE would increase only to 5 dB, still much better than the RMSE value for \( S = 0 \), which is 26.58 dB.

Moreover, in all the analyzed cases, it is confirmed that low values of \( \alpha_R \) parameter, i.e., \( \alpha_R = 2 \) or \( \alpha_R = 3 \), are needed to achieve a good matching with measurements, also in agreement with other studies [7].

### IV. Conclusion

The ER model, a popular model for DS from objects and building walls that is conceived to complement ray-based radio propagation models, is reconsidered and modified in the present work to satisfy reciprocity, an important physical-soundness requisite. To this aim, the formulation of the original model has been modified to satisfy reciprocity without significantly affecting the simple and yet sound power-balance approach it is based on. The new, reciprocal version of the ER model, which can be easily implemented and can replace the old version in ray-based propagation models, is analyzed...
and compared with the old one and with other popular models in Section III. Finally, comparison with some of the measurements previously considered in [4] for the validation of the original model has shown that the new model yields similar performance, if not better.

APPENDIX A

Euler’s Gamma and Beta Functions

The Euler’s Gamma function definition is [32]

$$\Gamma(z) = \int_0^\infty t^{z-1} e^{-t} \, dt$$  \hspace{1cm} (23)

where $z$ is a complex number having positive nonzero real part ($\Re(z) > 0$). We recap here some useful properties of the Gamma function that will be used in the proofs of the next appendixes

$$\Gamma(z) = \frac{\Gamma(z+1)}{z}$$  \hspace{1cm} (24)

$$\Gamma(z)\Gamma\left(z + \frac{1}{2}\right) = 2^{1-2z}\sqrt{\pi} \, \Gamma(2z)$$  \hspace{1cm} (25)

$$\Gamma(n+1) = n!$$  \hspace{1cm} (26)

$$\Gamma\left(n + \frac{1}{2}\right) = \frac{(n-2)!!}{2^n}$$  \hspace{1cm} (27)

where $n$ is a natural number, and $n!$, $n!!$ are the factorial and double factorial (or semi-factorial) functions, respectively, defined as

$$n! = \prod_{k=0}^{n-1} (n-k) = n(n-1)(n-2)\ldots$$

$$n!! = \prod_{k=0}^{\lceil x \rceil -1} (n-2k) = n(n-2)(n-4)\ldots$$  \hspace{1cm} (28)

where $\lceil x \rceil$ stands for the least integer greater than or equal to $x$. Also, it is conventionally assumed $0! = 1$ and $0!! = 1$.

In the following appendixes, we will also make use of the following binomial theorem [32]:

$$(a + b)^n = \sum_{k=0}^{n} \binom{n}{k} a^{n-k} b^k = \sum_{k=0}^{n} \binom{n}{k} a^k b^{n-k}$$  \hspace{1cm} (29)

where

$$\binom{n}{k} = \frac{n!}{k!(n-k)!}.$$

In the particular case that $b$ is equal to the constant function $b(x) = 1$, (29) reduces to

$$(1+a)^n = \sum_{k=0}^{n} \binom{n}{k} a^k.$$  \hspace{1cm} (30)

The Euler’s Beta function is defined as [32]

$$B(x, y) = \int_0^1 t^{x-1} (1-t)^{y-1} \, dt$$  \hspace{1cm} (31)

where $\Re(x) > 0$, $\Re(y) > 0$. The following properties hold:

$$B(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)}$$  \hspace{1cm} (32)

$$B(x, y) = 2 \int_0^{\pi/2} \sin^{2x-1} t \cos^{2y-1} t \, dt.$$  \hspace{1cm} (33)

APPENDIX B

Complete Derivation of $F_{ax}$ for the Legacy ER Model (Nonreciprocal)

The aim of this section is to prove (13), which is the closed-form solution of the integral (8) for the single-lobe scattering pattern of the legacy ER model [see (10)], originally proposed in [4]. The integral to be solved is

$$F_{ax} = \int_0^{2\pi} \int_0^{\pi/2} \left(1 + \cos \psi_R \right)^{a_x} \sin \theta_S d\theta_S d\phi_S$$  \hspace{1cm} (34)

with $\cos \psi_R = \cos \theta_S - \sin \theta_S \cos(\phi_S - \phi_1)$. Using the binomial theorem in the form (29), we obtain

$$F_{ax} = \frac{1}{2\pi} \int_0^{\pi/2} \int_0^{\pi/2} \sum_{j=0}^{a_x} \binom{a_x}{j} \cos^j \psi_R \sin \theta_S d\theta_S d\phi_S.$$  \hspace{1cm} (35)

It follows that

$$F_{ax} = \frac{1}{2\pi} \sum_{j=0}^{a_x} \binom{a_x}{j} \int_0^{\pi/2} \cos \theta_S d\theta_S + \int_0^{\pi/2} \sin \theta_S \cos(\phi_S - \phi_1) d\phi_S.$$  \hspace{1cm} (36)

By applying the binomial theorem again [see (30)], we get

$$F_{ax} = \frac{1}{2\pi} \sum_{j=0}^{a_x} \binom{a_x}{j} \int_0^{\pi/2} \int_0^{\pi/2} \cos^{j-1} \theta_S \sin^j \theta_S \cos(l \phi_S - \phi_1) \sin \theta_S d\theta_S d\phi_S.$$  \hspace{1cm} (37)

Let $I$ stand for

$$I = \int_0^{\pi/2} \int_0^{\pi/2} \cos^{j-1} \theta_S \sin^j \theta_S \cos(l \phi_S - \phi_1) \sin \theta_S d\theta_S d\phi_S$$

$$= \int_0^{\pi/2} \cos^{j-1} \theta_S \sin^{j+1} \theta_S \theta_S d\theta_S \int_0^{2\pi} \cos(l \phi_S - \phi_1) d\phi_S$$

$$= I_1 \cdot I_2.$$  \hspace{1cm} (38)

Let us consider the first factor in (38), i.e., $I_1 = \int_0^{\pi/2} \cos^{j-1} \theta_S \sin^{j+1} \theta_S d\theta_S$. Applying (33), we obtain

$$I_1 = \frac{1}{2} B\left(\frac{l}{2} + 1, j - \frac{j + 1}{2}\right).$$  \hspace{1cm} (39)

The second factor $I_2$ may be written as

$$I_2 = \int_0^{2\pi} \cos(l \phi_S - \phi_1) d\phi_S.$$  \hspace{1cm} (40)

Using the binomial theorem, we get

$$I_2 = \sum_{q=0}^{l} \binom{l}{q} \cos^{l-q} \phi_1 \sin^q \phi_1 \int_0^{2\pi} \cos^{l-q} \phi_S \sin^q \phi_S d\phi_S.$$  \hspace{1cm} (41)
Let \( X = \int_0^{2\pi} \cos^{-q} \phi_S \sin^q \phi_S \, d\phi_S \). This integral can be split into four parts

\[
X = \int_0^{\pi/2} \cos^{-q} \phi_S \sin^q \phi_S \, d\phi_S + \int_{\pi/2}^\pi \cos^{-q} \phi_S \sin^q \phi_S \, d\phi_S + \int_{3\pi/2}^{2\pi} \cos^{-q} \phi_S \sin^q \phi_S \, d\phi_S + \int_{2\pi}^{3\pi/2} \cos^{-q} \phi_S \sin^q \phi_S \, d\phi_S. \tag{42}
\]

It is evident that if \( q \) is odd, the four terms cancel each other out. The same thing happens when \( q \) is even and \( l \) is odd. On the other hand, when \( l \) and \( q \) are both even, the four terms give the same value. Therefore, we have

\[
X = \begin{cases} 4 \int_0^{\pi/2} \cos^{-q} \phi_S \sin^q \phi_S \, d\phi_S, & \text{if } l, q \text{ even} \\ 0, & \text{otherwise.} \end{cases} \tag{43}
\]

Using (33), we obtain

\[
X = 2B \left( \frac{l+1}{2}, \frac{l-q+1}{2} \right), \quad \text{if } l, q \text{ even} \\ 0, \quad \text{otherwise.} \tag{44}
\]

Combining (37)–(39) and (41), we can assert that

\[
F_{\alpha_R} = \frac{1}{2^{\alpha_R}} \sum_{j=0}^{\infty} \left( \frac{\alpha_R}{j} \right)^j \sum_{l=0}^{j/2} \left( \frac{j}{2l} \right) \cos^{l-q} \theta_i \sin^l \phi_i \cdot \frac{1}{2} B \left( \frac{l+1}{2}, \frac{j-l+1}{2} \right) \sum_{q=0}^{l} \left( \frac{l}{q} \right) \cos^{-q} \phi_i \sin^q \phi_i \cdot X. \tag{45}
\]

Since \( X \) is nonzero only when the indices \( l \) and \( q \) are even, combining (44) and (45), we can write

\[
F_{\alpha_R} = \frac{1}{2^{\alpha_R}} \sum_{j=0}^{\infty} \left( \frac{\alpha_R}{j} \right)^j \sum_{l=0}^{j/2} \left( \frac{j}{2l} \right) \cos^{l-q} \theta_i \sin^l \phi_i \\
\cdot \frac{1}{2} B \left( \frac{l+1}{2}, \frac{j-l+1}{2} \right) \sum_{q=0}^{l} \left( \frac{l}{q} \right) \cos^{-q} \phi_i \sin^q \phi_i \cdot X. \tag{46}
\]

By substituting (47) and (48) into (46) and rearranging some terms, we obtain

\[
F_{\alpha_R} = \frac{2\pi \alpha_R^l}{2^{\alpha_R}} \sum_{j=0}^{\infty} \frac{1}{\alpha_R^j} \sum_{l=0}^{[j/2]} \sum_{l=j+1}^{j+1} \cos^{l-j} \theta_i \sin^l \phi_i \\
\cdot \frac{l}{q!} \cos^{2l-2q} \phi_i \sin^q \phi_i \tag{49}
\]

where the symbol \([x]\) stands for the greatest integer less than or equal to \( x \).

But \( \sum_q \cos^{2l-2q} \phi_i \sin^q \phi_i/(q!(l-q)!) \) equals \( 1/\)!, as it can be easily verified by applying the binomial theorem. Then, after this substitution we can eventually write the final formulation of \( F_{\alpha_R} \)

\[
F_{\alpha_R} = \frac{2\pi \alpha_R^l}{2^{\alpha_R}} \sum_{j=0}^{\infty} \frac{1}{\alpha_R^j} \sum_{l=0}^{[j/2]} \sum_{l=j+1}^{j+1} \cos^{l-j} \theta_i \sin^l \phi_i \\
\cdot \frac{l}{q!} \cos^{2l-2q} \phi_i \sin^q \phi_i \tag{50}
\]

This equation is also valid in the case of normal incidence, i.e., \( \theta_i = 0 \), if for the \( \theta_i \)-order term of the second summation it is conventionally assumed, as most automatic calculators do:

\[
\lim_{\theta_i \to 0} (\sin \theta_i)^0 = 0^0 = 1.
\]

In such a case, for normal incidence (50) reduces to

\[
F_{\alpha_R}(0) = 4\pi \alpha_R + 1 \left( 1 - \frac{1}{2^{\alpha_R+1}} \right).
\]

The same result can also be obtained by directly integrating (8) for \( \theta_i = 0 \), which is straightforward.

**APPENDIX C**

**SOLUTION OF THE POWER-BALANCE INTEGRAL FOR THE NEW ER RECIPROCAL MODEL (SINGLE-LOBE VERSION)**

The aim of this section is to justify (17). We assume that \( F_{\alpha_R} \) can be written in the following, approximate form, as discussed in Section II:

\[
F_{\alpha_R} \approx k(\alpha_R) \sqrt{\cos \theta_i}. \tag{51}
\]

Looking at this expression, we observe that \( k(\alpha_R) \) is equal to \( F_{\alpha_R} \) when \( \theta_i = 0 \). Thus, we can assert that

\[
F_{\alpha_R} \approx k(\alpha_R) \sqrt{\cos \theta_i} = F_{\alpha_R}(\theta_i = 0) \sqrt{\cos \theta_i}. \tag{52}
\]

The value of \( F_{\alpha_R}(\theta_i = 0) \) can be found by directly integrating (8) for \( \theta_i = 0 \), and observing that, for normal incidence, \( \cos \psi = \cos \theta_S \). Then, we get

\[
F_{\alpha_R} \approx \frac{2\pi \sqrt{\cos \theta_i}}{2^{\alpha_R}} \int_0^\frac{\pi}{2} \sqrt{\cos \theta_i (1 + \cos \theta_S)^{\alpha_R}} \sin \theta_S \, d\theta_S. \tag{53}
\]

Then, by applying the binomial theorem, we obtain

\[
F_{\alpha_R} \approx \frac{2\pi \sqrt{\cos \theta_i}}{2^{\alpha_R}} \int_0^\frac{\pi}{2} \sin \theta_S \sqrt{\cos \theta_S} \sum_{j=0}^{\alpha_R} \left( \frac{\alpha_R}{j} \right) \cos^{j} \theta_S \, d\theta_S. \tag{54}
\]
Equation (54) can be rewritten as
\[
F_{ax} \approx \frac{2\sqrt{\cos \theta}}{2\pi} \sum_{j=0}^{\alpha_x} \left( \alpha_x \right)_j \int_{0}^{\pi/2} \sin \theta d\theta. \tag{55}
\]

Applying (33) in (55), we have
\[
F_{ax} \approx \frac{\pi \sqrt{\cos \theta}}{2\pi} \sum_{j=0}^{\alpha_x} \left( \alpha_x \right)_j B \left( 1, \frac{j}{2} + \frac{1}{4} \right). \tag{56}
\]

Using properties (24) and (32), we get the final expression for \(F_{ax}\):
\[
F_{ax} \approx \frac{4\pi \sqrt{\cos \theta}}{2\pi} \sum_{j=0}^{\alpha_x} \left( \alpha_x \right)_j \frac{1}{2j + 3}. \tag{57}
\]

Eventually, (17) is obtained by substituting (14) and (57) into (7).

**APPENDIX D**

**SOLUTION OF THE POWER-BALANCE INTEGRAL FOR THE DOUBLE-LOBE RER MODEL**

The aim of this section is to justify (20). To do that, let us consider the two integrals in (19)
\[
F_{ax} = \int_{0}^{2\pi} \int_{0}^{\pi/2} \cos \theta (1 + \cos \psi_R) \frac{1}{2} \sin \psi d\psi d\phi,
\]
\[
F_{ai} = \int_{0}^{2\pi} \int_{0}^{\pi/2} \cos \theta (1 + \cos \psi_i) \frac{1}{2} \sin \psi d\psi d\phi. \tag{58}
\]

and remember that (4)
\[
\cos \psi_i = \cos \theta_i \cos \theta + \sin \theta_i \sin \theta \cos (\phi - \phi_i). \tag{59}
\]

We note that the only difference between (11) and (59) is in the sign of the second term.

We want to show that the integrals in (58) have the same result, for a fixed value of the exponent. Proving this is equivalent to proving that the result of the integral \(M\) defined in (60) does not depend on the sign of the term \(\sin \theta \cos (\phi - \phi_i)\).
\[
M = \int_{0}^{2\pi} \int_{0}^{\pi/2} \sqrt{\cos \theta} (1 + \cos \theta) \cos \theta + \pm \sin \theta_i \sin \theta \cos (\phi - \phi_i) \sin \theta \cos \theta d\psi d\phi. \tag{60}
\]

To prove that, we apply the binomial theorem twice and with a little manipulation of the factors, we get
\[
M = \sum_{j=0}^{m} \binom{m}{j} \sum_{i=0}^{l} \binom{l}{i} \sin^{l-i} \theta_i \cos^{i-l} \theta_i \cdot \int_{0}^{\pi/2} \sin^{l-i} \theta_i \cos^{i+1} \theta \sin \theta d\theta \cdot \int_{0}^{2\pi} \cos^{l-i} (\phi - \phi_i) \sin \theta \cos \theta d\theta. \tag{61}
\]

But \(\int_{0}^{2\pi} \cos^{l-i} (\phi - \phi_i) \sin \theta \cos \theta d\theta \neq 0\) only when the index \(l\) is even. Thus, the overall contribution of the term \((\pm 1)^l\) is completely irrelevant since \((\pm 1)^2 = 1\) when \(l\) is even. This proves that the \(\pm\) sign does not change the result of \(M\).

Therefore, the two integrals in (58) have the same form, and the only difference between them is in the value of the exponent, either \(a_R\) or \(a_i\). By adopting the same procedure as in Appendix C, we then find that
\[
F_{ax} \approx F_{ax}(0) \sqrt{\cos \theta} \sum_{j=0}^{a_x} \left( a_x \right)_j \frac{1}{2j + 3}, \\
F_{ai} \approx F_{ai}(0) \sqrt{\cos \theta} \sum_{j=0}^{a_i} \left( a_i \right)_j \frac{1}{2j + 3}. \tag{62}
\]

and by substituting \(F_{ax}(a_x, a_R) = \Lambda F_{ax} + (1 - \Lambda) F_{ax}\) into (18), we finally get (20).
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