SCALED OSCILLATION AND LEVEL SETS
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ABSTRACT. We study the size and regularity properties of level sets of continuous functions with bounded upper-scaled and lower-scaled oscillation.

1. Introduction

Let \( f : A \to \mathbb{R}^k, A \subset [0,1]^m \), be a Lipschitz continuous function. According to Rademacher’s theorem, a Lipschitz function is differentiable almost everywhere in its domain. In fact, Stepanov’s theorem implies that it suffices to assume that the upper-scaled oscillation (defined below) of a function is finite almost everywhere in order to conclude that it is differentiable almost everywhere.

Assuming \( m \geq k \), another well-known regularity property of a Lipschitz function, \( f : A \to \mathbb{R}^k \), is that for Lebesgue almost every \( z \in \mathbb{R}^k \), the level set \( f^{-1}(z) \) is countably \((m - k)\)-rectifiable and \( \mathcal{H}^{m-k}(f^{-1}(z)) < \infty \). In fact, it suffices to prescribe that the graph of \( f \) has finite \( \mathcal{H}^{m-k} \) measure then almost all of its level sets have finite \( \mathcal{H}^{m-k} \) measure. For the more regular class of \( C^n \) functions one has the stronger theorem, known as Sard’s theorem, which states that if \( f : \mathbb{R}^m \to \mathbb{R}^k \) is \( n \)-times continuously differentiable for \( n \geq \max\{m - k + 1, 1\} \) and

\[
S = \{ x \in \mathbb{R}^m : \text{rank}(\nabla f(x)) < k \},
\]

then \( f(S) \) has Lebesgue measure zero.

In order to demonstrate necessary and sufficient conditions on the vector field of the continuity equation that would ensure uniqueness of solutions, Alberti, Bianchini, and Crippa \([3]\) define a notion of a “weak Sard” property. Specifically, they showed in \([3]\) that if the vector field, \( b : [0, T] \times \mathbb{R}^2 \to \mathbb{R}^2 \), is divergence-free and bounded then the following Cauchy problem

\[
\begin{aligned}
\partial_t u &= -\text{div}(bu) \\
u(0) &= u_0 \in W^{1,\infty}(\mathbb{R}^2)
\end{aligned}
\]

has a unique weak solution in \( C([0, T]; L^\infty) \) if and only if the potential of \( b \), \( f \) (defined by satisfying \( b = \nabla^\perp f \)), satisfies the weak Sard property. The function \( f \) is said to satisfy the weak Sard property if any measure \( \mu \), supported on \( f(S \cap E) \), is mutually singular to the Lebesgue measure on \( \mathbb{R}^k \), where \( E \) is “the union of all connected components with positive length of all level sets.” Moreover, in \([2]\), Alberti, et. al. show that the minimal regularity for the weak Sard property to hold is \( f \in W^{2,1}(\mathbb{R}^2) \). Initially, Alberti \([1]\), taking into account
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that $W^{2,1}$ functions are not necessarily differentiable, proved that the size of the image of $S \cup N$, where

$$N = \{x \in \mathbb{R}^2 : \nabla f \text{ does not exist}\},$$

is Lebesgue negligible. Further analysis discussed in [3] and [2] demonstrates that more regularity for $f$ is necessary to achieve equivalent results for the higher-dimensional case, $f : \mathbb{R}^m \to \mathbb{R}^{m-1}$. Specifically, the authors show that one needs $f \in C^{1,1/2}$.

In this paper, we consider the characterization of $f(S \cup N)$ and the characterization of the level sets of $f$ when $f$ satisfies the following “local Lipschitz” conditions. For $x \in A$, the upper-scaled and lower-scaled oscillation of $f$ are defined as

$$L_f(x) = \limsup_{r \to 0} \sup_{d(x,y) \leq r} \frac{|f(y) - f(x)|}{r}$$

and

$$l_f(x) = \liminf_{r \to 0} \sup_{d(x,y) \leq r} \frac{|f(y) - f(x)|}{r}$$

respectively. The differentiability properties of functions satisfying either $L_f(x) < \infty$ or $l_f(x) < \infty$ on some suitably sized subset of the domain of $f$ were studied initially in [4] and then further studied in [5]. In [4], the authors show that $L^p$ boundedness of the function, $l_f$, implies Sobolev regularity for the function, $f$. Moreover, one simply needs the boundedness condition, $l_f(x) < \infty$, in order to prove the existence of a set of positive measure on which the function, $f : [0,1] \to \mathbb{R}$, is differentiable. In [5], among other results, the authors show that for higher-dimensional domains, $f : [0,1]^m \to \mathbb{R}$, $l_f(x) < \infty$ implies the existence of positive measure sets of differentiability for $f$.

One can ask to what extent the weak Sard property fails for functions with such low regularity. In consideration of this question, we construct continuous functions with finite lower-scaled oscillation at each $x$ whose level sets are “large”. First, we present our result in dimension 1.

**Theorem 1.** There exists a continuous function $f : [0,1] \to [0,1]$ such that $l_f(x) < \infty$ for all $x \in [0,1]$ and $f^{-1}(y)$ is infinite for every $y \in [0,1]$.

It is clear that for every $y \in [0,1]$ in the above construction, $f^{-1}(y) \cap (N \cup S) \neq \emptyset$. One should also note that, due to the argument in [5] demonstrating regularity of such functions, countably infinite is the most that should be expected for almost every level set. For the higher dimensional case, we obtain the following result:

**Theorem 2.** For $m \geq 2$ there exists a continuous function $f : [0,1]^m \to [0,1]$ such that $l_f(x) < \infty$ for all $x \in [0,1]^m$, and $f^{-1}(y)$ is not $(m-1)$-rectifiable for every $y \in [0,1]$.

It is important to emphasize that the level sets in the above construction are not purely unrectifiable although they are unrectifiable. In fact, the existence of positive measure subsets on which such functions are differentiable, [5], implies that generic level sets will have rectifiable parts.

Trivially, if we take the construction, $f : [0,1]^m \to [0,1]$, from Theorem 1 or Theorem 2 and construct the function, $g : [0,1]^{\ell+m} \to [0,1]^{\ell+1}$, defined by $g(z,x) := (z,f(x))$ for $x \in [0,1]^m$ and $z \in [0,1]^\ell$, we have the following corollary:

**Corollary 3.** (1) For $m = k \geq 1$, there exists a continuous function $f : [0,1]^m \to [0,1]^k$ such that $l_f(x) < \infty$ for all $x \in [0,1]^m$, and $f^{-1}(y)$ is infinite for all $y \in [0,1]^k$. 2
(2) For $m > k \geq 1$, there exists a continuous function $f : [0, 1]^m \rightarrow [0, 1]^k$ such that $l_f(x) < \infty$ for all $x \in [0, 1]^m$, and $f^{-1}(y)$ is not $(m - k)$-rectifiable for all $y \in [0, 1]^k$.

Regarding functions with $L_f(x) < \infty$ for every $x \in \mathbb{R}^m$, one can divide $\mathbb{R}^m$ into countably many parts, on each of which the function is $L$-Lipschitz for some $L$. Thus almost all level sets of such functions are rectifiable and have $\sigma$-finite $H^{m-1}$ measure. However, there is a discrepancy between the characterization of level sets of functions with finite upper-scaled oscillation defined on $\mathbb{R}^m$, and in higher dimension. A simple construction (Remark 8) demonstrates that the level sets of functions, $f : [0, 1]^m \rightarrow \mathbb{R}$, satisfying $L_f(x) < \infty$ for all $x \in [0, 1]^m$ may have infinite $H^{m-1}$ measure, while almost every level set must be finite when $m = 1$.

The structure of the paper is as follows: we begin with a discussion of the preliminary tools necessary to analyze functions with finite upper/lower scaled oscillation. In this preliminary section, we will also discuss our simple results concerning functions with finite upper-scaled oscillations. In the main part of our paper we will construct functions with finite lower-scaled oscillation that will prove Theorems 1 and 2.

2. Preliminaries

Throughout the paper, we denote by $B(x, r) \subset \mathbb{R}^m$, the open ball of radius $r$ and center $x$. The Lebesgue measure on $\mathbb{R}^m$ is denoted by $L^m$, and the $s$-dimensional Hausdorff measure is denoted by $H^s$. Recall that the density of $A$ in the ball $B(x, r)$ is defined by

$$D^s(A, x, r) = \frac{H^s(A \cap B(x, r))}{(2r)^s},$$

and the $s$-density of $A$ at the point $x$ is defined by

$$D^s(A, x) = \lim_{r \to 0} D^s(A, x, r)$$

if the limit exists.

A set $A \subset \mathbb{R}^m$ is called $s$-rectifiable if there exist $f_i : \mathbb{R}^s \rightarrow \mathbb{R}^m$, $i \in \mathbb{N}$, such that

$$H^s(A \setminus \bigcup_{i=1}^{\infty} f_i(\mathbb{R}^s)) = 0.$$

An unrectifiable set is a set which is not rectifiable. One characterization of rectifiability of sets is the density theorem of Marstrand and Mattila:

**Theorem 4** (Theorem 16.2 from [7]). Let $A$ be an $H^s$ measurable subset of $\mathbb{R}^m$ such that $H^s(A) < \infty$. Then $A$ is $s$-rectifiable if and only if $D^s(A, x) = 1$ for $H^s$ almost all $x \in A$.

Let $f : \mathbb{R}^m \rightarrow \mathbb{R}$ be a function and let $E$ be a subset of $\mathbb{R}^m$. We denote the graph of $f$ on $E$ by $G_f(E)$.

**Lemma 5.** Let $f : [0, 1]^m \rightarrow \mathbb{R}$ be a continuous function such that $l_f(x) < \infty$, for all $x \in [0, 1]$. Then

(i) $G_f([0, 1])$ has $\sigma$-finite $H^m$-measure.

(ii) $H^m(G_f(H)) = 0$ for every set $H \subset [0, 1]^m$ with $H^m(H) = 0$. 


We refer to [5] for the proof of this statement.

As discussed in the introduction, it follows from part (i) of Lemma 5 that if \( f : [0,1]^m \rightarrow \mathbb{R} \) is a function such that \( l_f(x) < \infty \) for all \( x \in [0,1]^m \) then almost all level sets of \( f \) have \( \sigma \)-finite \( \mathcal{H}^{m-1} \) measure. For \( m = 1 \), part (ii) of Lemma 5 implies that \( f \) satisfies the Lusin’s condition. This leads to the following result.

**Theorem 6.** Let \( f : [0,1] \rightarrow \mathbb{R} \) be a continuous function such that \( L_f(x) < \infty \) for all except countably many \( x \in [0,1] \). Then \( f^{-1}(y) \) is finite for almost every \( y \in \mathbb{R} \).

This statement follows by first observing that if a level set were to have infinitely many points then it has at least one accumulation point. At this point the function either has a zero derivative or the derivative does not exist. Since the function is differentiable almost everywhere, Lusin’s condition implies that the image of the set of points at which the function is not differentiable is measure zero. Furthermore, a standard argument implies that the set of points at which the derivative is zero also has null image.

However, if we replace the countable exceptional set in Theorem 6 with other exceptional sets, we cannot conclude that almost all level sets are finite. In fact, as described in the following remark, countability of the exceptional set is necessary.

**Remark 7.** Let \( E \) be an uncountable Borel set. There exists a continuous function \( f : [0,1] \rightarrow [0,1] \) such that \( L_f(x) < \infty \) for all \( x \in [0,1] \setminus E \) and the level set \( f^{-1}(y) \) has infinite cardinality for each \( y \in [0,1] \).

**Construction of the function when \( E \) is the middle third cantor set.**

In order to prove the remark, we first consider the case where \( E \) is the middle-third Cantor set and consider the Cantor function over that set. For each of the \( 2^{n-1} \) intervals of size \( 3^{-n} \) in the complement of the Cantor set we replace the flat piece of the function defined on this interval with a piecewise linear function whose image is an interval of length \( 2^{-(n-1)} \) so that the intervals of this size cover the interval \([0,1]\). One can do this in a continuous way.
For an arbitrary Cantor set $E$, we can find a homeomorphism $h : \mathbb{R} \to \mathbb{R}$ that maps $E$ to the middle-third Cantor set, and which is linear on each component of the complement of $E$, and then compose this homeomorphism $h$ with the function $f$ we have constructed for the middle-third Cantor set. Finally, the statement of Remark 7 follows since every uncountable Borel set contains a Cantor set.

As discussed in the introduction, the characteristics of level sets of functions satisfying $L_f(x) < \infty$ is heavily determined by the dimension of the domain. Although $L_f(x) < \infty$ for every $x$ guarantees that almost every level set will have finite cardinality in the one-dimensional case, in the two-dimensional case and higher, there is no such phenomenon as displayed in the following example.

**Remark 8.** There exists a continuous function $f : [0, 1]^m \to [0, 1]$ such that $L_f(x) < \infty$ for all $x \in [0, 1]^m$ and the level sets $f^{-1}(y)$ have infinite $\mathcal{H}^{m-1}$-measure for all $y \in [0, 1]$.

**Proof of Remark 8.** It suffices to construct an example for $m = 2$. Consider the function $g : [0, 1] \to [0, 1]$ defined by

$$g(x) = \begin{cases} 
    x \sin^2(x^{-1}) & x \in (0, 1] \\
    0 & x = 0.
\end{cases}$$

It is clear that $L_g(x) < \infty$ for all $x \in [0, 1]$ and the graph of $g$ has infinite $\mathcal{H}^1$ measure. Now define

$$f(x, y) = \begin{cases} 
    1 & y - g(x) \geq 1 \\
    0 & y - g(x) \leq 0 \\
    y - g(x) & \text{otherwise}.
\end{cases}$$

Then for every $z \in [0, 1]$, $f^{-1}(z) = \{(x, y) \in [0, 1] : y = g(x) - z\}$ so the level sets have infinite length. Finally,

$$f(x_1, y_1) - f(x_2, y_2) = y_1 - y_2 - (g(x_1) - g(x_2))$$

and thus $L_f(x, y) \leq 2 \max(1, L_g(x)) < \infty$ for all $(x, y)$. □

3. LOWER-SCALED OSCILLATION

In this section, we present the proofs to Theorems 1 and 2.

**Proof of Theorem 1.** Our construction of the function is based on an iterative argument on rectangles. Assume we have a collection of rectangles with sides parallel to the coordinate axes. We will divide each rectangle into two parts vertically. We will define the function piecewise linearly on the right rectangle. We will then divide the diagonal of the left rectangle into countably many line segments and consider the rectangles with these line segments as diagonals and sides parallel to the coordinate axes. These will form a new collection of rectangles. We will explain the details below.

Let $\mathbb{P}_x$ and $\mathbb{P}_y$ be the projection maps onto the $x$-axis and $y$-axis respectively. For a rectangle $Q$ with sides parallel to the coordinate axes, we denote by $l(Q)$ and $h(Q)$ the length of its horizontal and vertical sides, respectively. We start with the square $Q_{0,1} := [0, 1]^2$ and the function $f_0(x) = x$.

Assume that we have completed $n \in \mathbb{N}$ steps of the construction, and we have (at most) countably many rectangles $(Q_{n,i})_{i \in \mathbb{N}}$ and a function $f_n$, such that inside each $Q_{n,i}$ the graph
of \( f_n \) is the linear line segment connecting its bottom left and its top right corners. We will define \( f_{n+1} \) by replacing this line segment inside each \( Q_n,i \) by another continuous graph. Outside \( \bigcup_{i=1}^{\infty} \mathbb{P}_x(Q_{n,i}) \) we define \( f_{n+1} = f_n \).

Consider one of the rectangles \( Q = Q_{n,i} \), and denote \( Q = [x, x + l(Q)] \times [y, y + h(Q)] \). We divide \( Q \) vertically into two rectangles,

\[
Q' = [x, x + (1 - a_n)l(Q)] \times [y, y + h(Q)]
\]

and

\[
Q'' = [x + (1 - a_n)l(Q), x + l(Q)] \times [y, y + h(Q)],
\]

where \( 0 < a_n \ll 1 \) is to be chosen later. In \( Q'' \), we define \( f_{n+1} \) to be an arbitrary piecewise linear function connecting its top left and top right corners, such that the graph of the function lies inside \( Q'' \), and it has a horizontal piece lying on the top and on the bottom side of \( Q'' \), respectively. Therefore the level sets \( f_{n+1}^{-1}(y) \) and \( f_{n+1}^{-1}(y + h(Q)) \) are infinite, and the pre-image of each point in the open interval \((y, y + h(Q))\) has at least two points.

In \( Q' \), we define \( f_{n+1} \) such that its graph is the diagonal of \( Q' \) connecting its bottom left and top right corners. Then we apply the 1-dimensional Whitney decomposition theorem (see e.g. J.1 in Grafakos, [6]) to divide this diagonal into countably many line segments, such that the length of each of these line segment is comparable to its distance from the closest endpoint of the diagonal of \( Q' \). Corresponding to each line segment, we consider a rectangle with the line segment as its diagonal and sides parallel to the coordinate axes. We call these rectangles the child rectangles of \( Q_{n,i} \).

We repeat this construction for each \( Q_{n,i}, \ i \in \mathbb{N} \) and enumerate the countably many rectangles thus obtained as \( \{Q_{n+1,j}\}_{j \in \mathbb{N}} \). This completes the \((n + 1)th \) step.

![Figure 1](image.png)

**Figure 1**: \((n + 1)th \) step on \( Q_{n,i} \).
It is clear from our construction that the functions $f_n$ converge to a continuous function $f$, and that $f$ takes every value $y_0$ between 0 and 1 at infinitely many points. Indeed, if $y_0$ is the $y$ coordinate of one of the vertices of one of the rectangles $Q$ of our construction, then it takes this value at infinitely many points in its right rectangle $Q''$. And if it is not the $y$ coordinate of any of the vertices of any of the rectangles, then for each $n$ we can choose a $Q_{n,i}$ s.t. $y_0 \in P_y(Q_{n,i})$. Then $f^{-1}(y_0)$ has at least two points in $P_x(Q''_{n,i})$. Since this is true for each $n$, and the sets $P_x(Q''_{n,i})$ are pairwise disjoint, therefore $f^{-1}(y_0)$ is infinite.

It remains to prove that the lower-scaled oscillation $l_f(x)$ is finite for each $x \in [0,1]$. The restriction of $f$ onto the interval $P_x(Q''_{n,i})$ is Lipschitz because $f$ is piecewise linear inside each rectangle $Q''_{n,i}$.

Inside each of the rectangles $Q''_{n,i}$, the graph of $f$ is covered by its child rectangles. We observe that for each fixed $n \in \mathbb{N}$, all the rectangles $Q_{n,i}$ are similar. Moreover the height/length ratio at the $(n + 1)th$ step increases by a factor of $1/(1 - a_n)$. Thus for all the rectangles, the height/length ratio is bounded by $\prod_{i=0}^{\infty} (1 - a_n)^{-1}$. We choose $a_n$ small enough such that $\prod_{i=0}^{\infty} (1 - a_n)^{-1} < \infty$.

Then selecting the diagonals of the rectangles by applying the Whitney decomposition theorem implies that there is a constant $c$ satisfying the following: if $(x, f(x))$ is one of the vertices of $Q_{n,i}$, and $(x', f(x'))$ is a point of $Q'_{n,i}$, then $|f(x) - f(x')| \leq c|x - x'|$. This shows that the lower scaled oscillation is finite at $x$. Putting $r := |x' - x|$, it also implies that for any $x'' \in P_x(Q'_{n,i})$, if $|x'' - x'| \leq r$ then

$$\text{(1) } |f(x'') - f(x')| \leq |f(x'') - f(x')| + |f(x') - f(x)| \leq c|x'' - x| + c|x' - x| \leq 3c|x' - x| = 3cr.$$  

If $(x', f(x'))$ is not a vertex of any rectangle of our construction, then for each $n$ it is in the interior of a rectangle $Q'_{n,i}$. By selecting $(x, f(x))$ to be the endpoint of its diagonal closest to $x'$ and putting $r := |x' - x|$, (1) holds for every $x''$ with $|x'' - x'| \leq r$. Since this estimate holds for an arbitrary small $r$, therefore $l_f(x') \leq 3c$. \hfill \Box

Now we turn to the proof of Theorem 2.

**Proof of Theorem 2.** Our construction of the function is based on an iterative argument on cuboids in $\mathbb{R}^{m+1}$. By a cuboid, $Q$, in $\mathbb{R}^{m+1}$, we mean a Cartesian product of an axis-parallel cube in $\mathbb{R}^m$ and an interval. For a cube, $C$, in $\mathbb{R}^m$ we denote its side-length by $l(C)$, and for a cuboid $Q = C \times I$, we define the length, $l(Q)$, by $l(Q) := l(C)$ and the height, $h(Q)$, by $h(Q) := l(I)$. We write an element in $\mathbb{R}^{m+1}$ as $(x,z) = (x_1, \ldots, x_m, z)$. If $(x,z)$ lies on the graph of the function we are going to construct, then the first $m$ coordinates denote the domain and $z$ denotes the value of the function. We will also denote $y$ as $y = (x_2, \ldots, x_m)$. The direction of $(0,\ldots,0,1)$ is called the $z$-axis. The projection maps onto the $m$-dimensional plane $z = 0$, the $(m - 1)$-dimensional plane $x_1 = 0$ and the $z$-axis will be denoted by $P_x$, $P_y$ and $P_z$ respectively.

We start with the cube $[0,1]^{m+1}$, $E_1 = \emptyset$, and a sequence $(a_n)_{n=0}^{\infty}$ satisfying $\prod_{n=0}^{\infty} (1 - a_n)^{-1} < 2$. Assume that we have completed $n$ steps of our iterative argument and we have countably many cuboids $(Q_{n,i})_{i \in \mathbb{N}}$ in $\mathbb{R}^{m+1}$ and that $f$ is defined on $E_n = [0,1]^m \setminus \bigcup_{i=1}^{\infty} Q_{n,i}$.

Let $Q = Q_{n,i} = C \times [z, z + h]$ be such a cuboid. Let $\alpha = h(Q)/l(Q) = h/l(C)$ and let $D$ be its diagonal plane parallel to the plane $z = \alpha x_1$. We apply our iterative argument on $Q$ whose key parts are the following:
Part (1) We apply the Whitney decomposition theorem to $C$ and decompose it into countably many Whitney cubes $\{C_j\}_{j \in \mathbb{N}}$ such that the diameter of each cube is less than the distance to the boundary of $C$ and at least a constant times the distance to the boundary of $C$.

Part (2) Let $C_j$ be a Whitney cube obtained in Part (1) with length $l(C_j)$. We partition the smaller cube with the same center as $C_j$ and length $(1 - a_n)^{1/2}l(C_j)$ into $N^m$ equal cubes of length $(1 - a_n)^{1/2}l(C_j)/N$ each, where $N$ will be chosen later. Inside each of these $N^m$ cubes, we consider a smaller cube with the same center and length $(1 - a_n)l(C_j)/N$. Let these smaller cubes be denoted as $C_{j,k}$, $k \in \{1, 2, ..., N^m\}$. We chose $N$ large enough so that we can label $C_{j,k}$ with $N$ different labels such that

(i) For any cube with a label, $\omega$, and any point $x$ in the cube, the ball of centre $x$ and radius $2\sqrt{m} \cdot l(C_{j,k})$ intersects at most one cube of each label. Moreover, we choose $N$ to be large enough so that this ball lies in the cube $C_j$.

(ii) For every label, $\omega$, the union of cubes of label, $\omega$, has full $\mathbb{P}_y$ projection. In other words, we require that $\mathbb{P}_y(C_j) = \mathbb{P}_y(\bigcup_{k \in L_\omega} C_{j,k})$ where $L_\omega$ is the set of all indices $k$ such that $C_{j,k}$ has label $\omega$.

Thus we divided $C_j$ into $N^m$ labeled cubes and narrow strips, i.e, the part of $C_j$ which is not covered by labeled cubes. (See Figure 3 for $m = 2$).

![Figure 4](image-url): Decomposition of $C_j$ into cubes with 9 labels and narrow strips.

Part (3) Let $D_j \subset D$ be the intersection of $D$ and the pre-image of $C_j$ under the projection $\mathbb{P}_x$. Consider the cuboid $R_j$ in $\mathbb{R}^{m+1}$ with sides parallel to the coordinate axes and
$D_j$ as its diagonal plane. We denote $R_j = C_j \times [z_j, z_j + h_j]$. We call the cuboids $\{R_j\}_{j \in \mathbb{N}}$ the child cuboids of $Q$. (See Figure 4 for $m = 2$).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Construction of child cuboids of $Q$.}
\end{figure}

**Part (4)** Divide $[z_j, z_j + h_j]$ into $N$ equal parts and to each of these intervals assign a label from the $N$ labels in Part 2 so that no two intervals have the same label. Let the interval with label, $\omega$, be $I_{j,\omega}$. If the label of a cube $C_{j,k}$ is also $\omega$, then we consider the corresponding cuboid

$$S_{j,k} = C_{j,k} \times I_{j,\omega}.$$
**Part (5)** Let $D_{j,k}$ be the diagonal plane of $S_{j,k}$ parallel to the $(1 - a_n)z = \alpha x_1$ plane. On the boundary of $C_{j,k}$, we define $f$ so that its graph coincides with the boundary of $D_{j,k}$, i.e., if $x$ lies on the boundary of $C_{j,k}$, then $(x, f(x))$ lies on $D_{j,k}$. Similarly, we define the graph of $f$ over the boundary of $C_j$ to be the boundary of $D_j$. We then extend $f$ piece-wise linearly on the narrow strips defined in Part (2) so that it is continuous, and imitating the construction of Theorem 1, we define $f$ to be constant near the top and bottom faces of $S_{j,k}$ so that the Hausdorff dimension of each of the level sets containing these faces is $m$. This will ensure that the level sets associated to the top and bottom faces are not $(m - 1)$-rectifiable.

**Part (6)** The countable collection of cuboids thus obtained, i.e., \{$(S_{j,k} : Q = Q_{n,i}, i, j \in \mathbb{N}, k \in \{1, 2, \ldots, N^m\})$\} will form our new collection of cuboids. We re-enumerate them as $(Q_{n+1,j})_{j \in \mathbb{N}}$.

This completes the $(n + 1)$th step.

For $x \in [0, 1]^m \setminus \bigcup_{n=1}^{\infty} E_n$, we define the point $(x, f(x))$ to be the intersection of all the cuboids $Q_{n,i}$ whose projection onto the plane $z = 0$ contains $x$. Thus the function is continuous for every $[0, 1]^m$. We claim that the function thus obtained has $l_f(x) < \infty$ and each level set is not rectifiable.

Clearly if $(x, f(x))$ lies on the piece-wise linear parts of the graph of $f$ then $l_f(x) < \infty$. It remains to prove so for $(x, f(x))$ which lie either (1) on the boundary of a diagonal plane or (2) in infinitely many cuboids $Q_{n,i}$.

We observe that for each $n \in \mathbb{N}$, the height/length ratio of the cuboids, $Q_{n,i}$, increases by a factor of $1/(1 - a_n)$ after the $(n + 1)$th step. Since we start with the cube $[0, 1]^{m+1}$, the height/length ratio for all the cuboids is bounded by $\prod_{n=0}^{\infty} (1 - a_n)^{-1}$. We recall that we’ve chosen $(a_n)_{n=0}^{\infty}$ such that $\prod_{n=0}^{\infty} (1 - a_n)^{-1} < 2$.

Now for the first case, let $(x, f(x))$ lie on the boundary of the diagonal plane of a cuboid $Q = Q_{n,i}$ and let $(y, f(y)) \in Q$. The graph of the function inside $Q$ lies in its child cuboids. Let $(y, f(y)) \in R_j$, where $R_j$ is a child cuboid of $Q$ and let $(w, f(w))$ be a point on the diagonal plane of $R_j$ closest to $(x, f(x))$. By the properties of the Whitney decomposition and the diagonal planes, the length of the interval $I_j = \mathbb{P}_z(R_j)$ is less than the distance between the boundary of $I = \mathbb{P}_z(Q)$ and $I_j$. Thus the height of the cuboid $R_j$ is less than $|f(w) - f(x)|$. This implies $|f(y) - f(w)| \leq 2|f(w) - f(x)|$ and

$$\frac{|f(y) - f(x)|}{|y - x|} \leq \frac{|f(y) - f(w)| + |f(w) - f(x)|}{|y - x|} \leq \frac{2|f(w) - f(x)|}{|y - x|}.$$ 

Since we have taken the closest vertex to $(x, f(x))$ we have $|y - x| \geq |w - x|$. Thus

$$\frac{2|f(w) - f(x)|}{|y - x|} \leq \frac{2|f(w) - f(x)|}{|w - x|} < c,$$

for some constant $c$. Thus $l_f(x) < \infty$.

For the second case, we estimate $l_f(y)$ where $(y, f(y))$ lies inside infinitely many cuboids $Q_n := Q_{n,i}$ of arbitrarily small length. Let $(x_n, f(x_n))$ be a point on the diagonal plane of $Q_n$ such that if $s_n := |y - x_n|$, then $B(y, s_n) \subset \mathbb{P}_z(Q_n)$. From above, we know that if $(x_n, f(x_n))$ lies on the boundary of $Q_n$, then $|\frac{f(x_n) - f(v)}{|x_n - v|} < c$ for every $v \in \mathbb{P}_z(Q_n)$. Thus for
\(v \in B(y, s_n) \subset \mathbb{P}_x(Q_n)\) we have
\[
|f(y) - f(v)| \leq |f(y) - f(x_n)| + |f(x_n) - f(v)|
\]
\[
< c|y - x_n| + c|x_n - v|
\]
\[
< c|y - x_n| + c|x_n - y| + c|y - v| \leq 3cs_n.
\]
Therefore, \(l_f(y) < \infty\) and we have shown that the lower-scaled oscillation of \(f\) is bounded in every case.

It remains to prove that the level sets are not rectifiable. Define
\[
F = \{(x, f(x)) : (x, f(x)) \text{ lies in infinitely many cuboids } Q_{n,i}\}
\]
and let \(F_z = f^{-1}(z) \cap F\). By property (ii) in Part (2) of the cuboid construction, we see that \(F_z\) has full \(\mathbb{P}_y\)-projection. Thus \(\mathcal{H}^{m-1}(F_z) > 0\). We claim that \(F_z\) is unrectifiable and thus \(f^{-1}(z)\) is unrectifiable.

Consider \(x \in F_z\). Then there exists some \(N\) such that \(n > N\) implies that \(x \in Q_n\) for some cuboid, \(Q_n := Q_{n,i}\), constructed at step \(n\). By the construction of \(Q_n\) and \(Q_{n+1}\) (Part (2)), we can say that for \(r_n = \sqrt{m \cdot l(Q_{n+1})}\), \(\mathbb{P}_x(Q_{n+1}) \subset B(x, r_n) \subset B(x, 2r_n) \subset \mathbb{P}_x(Q_n)\). In addition, the labeling argument of Part (4) and Part (5) imply that
\[
F_z \cap B(x, 2r_n) = F_z \cap B(x, r_n).
\]
Thus,
\[
D^{m-1}(F'_z, x, 2r_n) = \frac{\mathcal{H}^{m-1}(F'_z \cap B(x, 2r_n))}{(4r_n)^{m-1}}
= 2^{-m+1}\frac{\mathcal{H}^{m-1}(F'_z \cap B(x, r_n))}{(2r_n)^{m-1}} = 2^{-m+1}D^{m-1}(F'_z, x, r_n).
\]
Since this holds for a sequence of scales, \(r_n\), that converges to zero, both densities, \(D^{m-1}(F'_z, x, 2r_n)\) and \(D^{m-1}(F'_z, x, r_n)\), cannot converge to 1. Therefore, the Hausdorff density of \(F_z\) is not 1 at any point in \(F_z\) which implies that \(F_z\) is not rectifiable by Theorem 4. This proves that \(f^{-1}(z)\) is unrectifiable for all \(z \in [0, 1] \setminus E\), where \(E\) is set of the level sets intersecting the top and bottom faces of the cuboids \(\{Q_{n,i}\}_{n,i \in \mathbb{N}}\). Finally, according to Part (5) of the cuboid construction, for every \(z \in E\), \(f^{-1}(z)\) has dimension \(m\).

\[
\square
\]
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