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Abstract—Multi-task Gaussian process (MTGP) is a well-known non-parametric Bayesian model for learning correlated tasks effectively by transferring knowledge across tasks. But current MTGPs are usually limited to the multi-task scenario defined in the same input domain, leaving no space for tackling the heterogeneous case, i.e., the features of input domains vary over tasks. To this end, this paper presents a novel heterogeneous stochastic variational linear model of coregionalization (HSVLMC) model for simultaneously learning the tasks with varied input domains. Particularly, we develop the stochastic variational framework with Bayesian calibration that (i) takes into account the effect of dimensionality reduction raised by domain mappings in order to achieve effective input alignment; and (ii) employs a residual modeling strategy to leverage the inductive bias brought by prior domain mappings for better model inference. Finally, the superiority of the proposed model against existing LMC models has been extensively verified on diverse heterogeneous multi-task cases and a practical multi-fidelity steam turbine exhaust problem.
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I. INTRODUCTION

MULTI-TASK Gaussian process (MTGP), also known as multi-output or multi-fidelity Gaussian process, has been developed and studied over decades [1], [2]. Different from the conventional single-task GP [3], [4], [5], the MTGP particularly exploits and represents the correlations among related tasks in order to achieve knowledge sharing and transfer, which therefore improves the quality of prediction and alleviates the demand of large-scale training data. Consequently, the MTGPs have gained widespread application in diverse domains, for example, time series forecasting [6], multi-task optimization [7], [8] and multi-fidelity classification [9].

As the representative of kernel method, given $T$ correlated tasks as well as the associated training data $D = \{D^t\}_t^T$, the key in MTGP is to build multi-task modeling framework as well as the related multi-task kernel. For instance, the well-known linear model of coregionalization (LMC) and the variants [10], [11], [12], [13], which are the focus of this paper, utilize $Q$ shared latent GPs and linearly mix them to express the related $T$ tasks simultaneously. Differently, the convolved GP [14] expresses each task as the convolution of a smoothing and task-specific kernel with a common base process, thus resulting into a non-separable multi-task generative model. Alternatively, the exploitation of spectral mixture kernel has further improved model capability, see [15], [16]. Particularly, in order to account for the asymmetric scenario raised from for example multi-fidelity modeling [17] and transfer learning [18], the asymmetric modeling structure has been investigated in the MTGP paradigm [19], [20], [21], [22]. The MTGPs have also been studied in other regimes, like transfer learning [23] and few-shot learning [24].

Though successful stories have been successively reported in literature, the two disadvantages of current MTGPs however are (i) the poor scalability for handling massive data collected from multiple tasks, and (ii) the requirement of same input domain for all the tasks. As for the first issue, it is inherited from the full GP paradigm and becomes more serious for multi-task learning. It is known that given $N$ training points, the GP suffers from the cubic time complexity $O(N^3)$ due to the operations on the $N \times N$ covariance matrix [25]. As for MTGP, given $T$ tasks with $TN$ training points in total, the time complexity quickly increases to $O(T^3N^3)$, which makes the training of model for many tasks and training points infeasible in practice. To alleviate this issue, the scalability of MTGP could be improved by leveraging the ideas developed in the paradigm of scalable GP [26]. The commonly used scalable strategies include (i) sparse approximation [27], [28], [29] which introduces $M$ inducing random variables ($M \ll N$) to approximate the stochastic behavior, thus resulting in the time complexity reduced to $O(NM^2)$ and even $O(M^3)$ when using stochastic variational inference; and (ii) distributed approximation [30] which partitions the large-scale training data and aggregates predictions from local GP experts with low time complexity. Particularly, for the multi-task case with a large $T$, for example, modeling the data collected from many sensors in the physical field, it greatly increases the model complexity from another dimension. Recently, the dimensionality reduction and tensor decomposition have been exploited in the MTGP paradigm to make it scalable for many tasks [31], [32], [33], [34].

As for the second issue, some pioneer works have raised in literature to tackle input domain alignment for multi-task/multi-fidelity modeling. When there exists prior knowledge extracted from expert opinion, for example, the prior
domain mappings, we could directly incorporate the inductive bias to achieve input alignment and thereby use the conventional MTGP on the transformed domain, see for example [35]. More flexibly, in order to achieve model calibration, Tao et al. [36] proposed to learn a linear embedding to align two tasks with different input domains. Furthermore, given the aligned inputs known at training points, Hebbal et al. [37] decided to introduce another GP to model the input transformation. Besides, some ideas developed from other communities may help address this issue. For example, the transfer learning community leverages the maximum mean discrepancy (MMD) criterion to measure the similarity of data distributions from different domains in a high-dimensional latent space [38], thus maximizing the MMD criterion could make the domains close. For instance, the input domains might have different dimensionalities ($D^t \neq D^{t'}$), or different features (e.g., one accepts the time feature and the other is the frequency feature). Besides, the dimensions are assumed to be sorted by descending, i.e., $D^{t+1} \geq D^t$. The goal is to adopt Gaussian process to learn the mapping $\mathcal{X}^t \times \cdots \times \mathcal{X}^T \mapsto \mathcal{Y}^t \times \cdots \times \mathcal{Y}^T$ for modeling these correlated tasks simultaneously and predicting the outputs $y_{* t} = \{y_{* t}^j\}_{j=1}^J$ at $T$ arbitrary test points $\mathbf{x}_{* t} = \{\mathbf{x}_{* t}^j\}_{j=1}^J$.

Besides, we further assume that a prior domain mapping (also known as nominal mapping [36]) $g_0^t(.)$ ($1 \leq t \leq T$) is available based on practical expert opinion. This mapping $g_0^t(.) : \mathbb{R}^{D^t} \mapsto \mathbb{R}^D$ describes transformation of the $t$-th input domain $\mathcal{X}^t$ to a common domain $\mathcal{X}$ with dimensionality $D$ that satisfies $D \leq D^t$. Note that in practice when we take the input domain of the task with the lowest dimension, i.e., the $T$-th task, as the common domain, the corresponding domain mapping is an identity function $g_0^T(\mathbf{X}^T) = \mathbf{I}(\mathbf{X}^T) \in \mathbb{R}^T$.

With the above definition, we present below heterogeneous MTGPs to achieve multi-task modeling over heterogeneous input domains.

A. Heterogeneous MTGP with prior domain mapping

Since the prior domain mappings $\{g_0^t(.)\}_{t=1}^T$ are known in advance, the straightforward way is mapping these input domains to the common domain to achieve input alignment, and then performing the conventional MTGP modeling in this $D$-dimensional common domain $\mathcal{X}$. That is, for a given input $\mathbf{x}_{t}^i \in \mathbb{R}^{D^t}$, we transform it through $g_0^t(.)$ to get the aligned input as

$$\hat{\mathbf{x}}^i = g_0^t(\mathbf{x}_{t}^i) \in \mathbb{R}^D, \quad 1 \leq t \leq T. \quad (1)$$

Consequently, the input data of all the $T$ tasks are within the same domain with dimensionality $D$.

Thereafter, we employ the LMC, a well-known MTGP model, and present the stochastic variational training framework to improve the scalability for handling massive data. Specifically, the LMC expresses each task as a linearly weighted combination of several independent GPs, i.e.,

$$y_{t}^i(\hat{\mathbf{x}}^i) = M \sum_{q=1}^Q a_q^i f_q(\hat{\mathbf{x}}^i) + \epsilon_{t}^i, \quad (2)$$

where $a_q^i$ is the mixing coefficient to be inferred from data; the task-specific Gaussian noise $\epsilon_{t}^i \sim \mathcal{N}(\epsilon_{t}^i, 0, \nu_{t}^i)$ is independent and identically distributed (i.i.d.); and finally, each of the $Q$ latent functions follows a GP prior

$$f_q(.) \sim \mathcal{GP}(m_q(.), k_q(., .)), \quad 1 \leq q \leq Q, \quad (3)$$

with $m_q(.)$ being the mean function which often takes zero for simplicity in practice, and $k_q(., .)$ being the kernel describing

\[T\]
the correlations of inputs over domain \( \mathcal{X} \). It is notable that the latent function \( f_{\theta}(\cdot) \) is not task-specific and will be evaluated at all the \( N = \sum_{t=1}^{T} N^t \) data points collected from \( T \) tasks.

In order to train the LMC model, we usually take the type-II maximum likelihood strategy by maximizing the log marginal likelihood expressed as

\[
\log p(y) = \log \mathbb{E}_{p(f)}[p(y|f)] = \sum_{t=1}^{T} \log \mathbb{E}_{p(f)}[p(y^t|f)],
\]

where the latent function values \( f = \{ f_q \in \mathbb{R}^N \}^Q_{q=1} \), the \( t \)-th likelihood factorizes over data points as

\[
p(y^t|f) = \prod_{i=1}^{N^t} N\left(y^t_i; \mu^t_q, \nu^t_q \right),
\]

and the joint prior also factorizes over the independent latent functions as

\[
p(f) = \prod_{q=1}^{Q} p(f_q) = \prod_{q=1}^{Q} N(f_q|0, K_{f_q f_q}),
\]

with the \( N \times N \) covariance matrix \( K_{f_q f_q} = k_q(\mathbf{X}, \mathbf{X}) \), the determinant and inversion of which however become time-consuming due to the cubic space complexity \( O(N^3) \) when handling massive data from multiple tasks.

Hence, in order to improve the scalability of LMC, we introduce the sparse approximation that adopts \( M_q (M_q \ll N) \) inducing variables \( u_q \) at the pseudo inputs \( Z_q \in \mathbb{R}^{M_q \times D} \) to be the sufficient statistics of \( f_q \). As a result, we arrive at the following conditional

\[
p(f_q|u_q) = N(f_q|K_{f_q u_q}^{-1} K_{u_q u_q} u_q, K_{f_q f_q} - K_{f_q u_q} K_{u_q u_q}^{-1} K_{f_q f_q}),
\]

which has only \( O(NM_q^2) \) complexity with the covariances \( K_{f_q u_q} = k_q(\mathbf{X}, \mathbf{Z}_q) \in \mathbb{R}^{N \times M_q} \) and \( K_{u_q u_q} = k_q(Z_q, Z_q) \in \mathbb{R}^{M_q \times M_q} \).

The interested non-Gaussian posterior \( p(f, u|y) = \prod_{q=1}^{Q} p(f_q|u_q)p(u_q|y) \) in sparse GP however is intractable. Hence, to obtain both the marginal likelihood and the posterior, we resort to variational inference that adopts a Gaussian variational posterior \( q(u_q) = \mathcal{N}(u_q|m_q, S_q) \) as an approximation to minimize the Kullback-Leibler divergence \( KL[q(f, u)|p(f, u|y)] \). Consequently, it is equivalent to maximizing the evidence lower bound (ELBO) of \( \log p(y) \) as

\[
\mathcal{L} = \mathbb{E}_{q(f)}[\log p(y|f)] - KL[q(u)|p(u)]
\]

\[
= \sum_{t=1}^{T} \sum_{i=1}^{N^t} \log \mathcal{N}\left(y^t_i; \sum_{q=1}^{Q} a^t_q \mu^t_q, \nu^t_q \right)
\]

\[
-\frac{1}{2\nu^t_q} \sum_{q=1}^{Q} (a^t_q)^2 \nu^t_q \right) - \sum_{q=1}^{Q} KL[q(u_q)||p(u_q)],
\]

where the Gaussian posterior \( q(f) \) factorizes as \( q(f) = \prod_{q=1}^{Q} q(f_q) = \prod_{q=1}^{Q} \int p(f_q|u_q)q(u_q)du_q \), the mean \( \mu^t_q \) and variance \( \nu^t_q \) come from the variational Gaussian \( q(f_q(x_q^t)) = \int p(f_q(x_q^t)|u_q)q(u_q)du_q \), and are respectively expressed as

\[
\mu^t_q = k_q(x_q^t, Z_q)K_{u_q u_q}^{-1} m_q,
\]

\[
\nu^t_q = k_q(x_q^t, x_q^t) + k_q(x_q^t, Z_q)K_{u_q u_q}^{-1} S_q K_{u_q u_q}^{-1} - I \right) \right),
\]

Furthermore, since the first expectation term in the right-hand side of \( \mathcal{L} (8) \) factorizes over data points, the ELBO could have an unbiased estimation on a subset \( B^t \) of the training data \( D^t \) with \( |B^t| \ll N^t \) as

\[
\mathcal{L} \approx \sum_{t=1}^{T} \sum_{i=1}^{N^t} \log \mathcal{N}\left(y^t_i; \sum_{q=1}^{Q} a^t_q \mu^t_q, \nu^t_q \right)
\]

\[
-\frac{1}{2\nu^t_q} \sum_{q=1}^{Q} (a^t_q)^2 \mu^t_q \right) - \sum_{q=1}^{Q} KL[q(u_q)||p(u_q)],
\]

which therefore further reduces the model complexity to \( O(|B||B_q^t|) \) with \( |B| = \sum_{t=1}^{T} |B^t| \), and could be efficiently tuned through stochastic optimizer, e.g., Adam \[43\].

Besides, given the normal prior \( p(u_q) = \mathcal{N}(u_q|0, K_{u_q u_q}) \), the KL terms in the right-hand side of (8) have closed-form expressions. For example, for \( KL[q(u_q)||p(u_q)] \), we have

\[
KL[q(u_q)||p(u_q)] = \frac{1}{2} \left[ \log \frac{|K_{u_q u_q}|}{|S_q|} + m_q^T K_{u_q u_q} ^{-1} m_q + \text{Tr}(K_{u_q u_q} ^{-1} S_q) - I \right].
\]

Combining (11) and (12), we finally obtain the analytical ELBO for the heterogeneous stochastic variational LMC via prior domain mapping, which is denoted as HSVLMC-g0.

Finally, for the prediction of the \( t \)-th task at a test point \( x^t \), we have

\[
p(y^t_*|D, x^t_*) = \int p(y^t_*|f^t_*, x^t_*) p(f^t_*|u^t_*) p(u^t_*) du^t_*
\]

\[
= \mathcal{N}(\mu^t_*, \nu^t_*, x^t_*)
\]

B. Heterogeneous MTGP with Bayesian calibration

Directly projecting the heterogeneous input domains into a low-dimensional common domain through prior domain mappings without calibration will induce information loss. For instance, a dataset can be linearly classified in the original high-dimensional input space; but it may become a nonlinear classification problem in the low-dimensional manifold due to information embedding. Hence, we here propose the HSVLMC model with Bayesian calibration to learn preferred domain mappings from data for (i) the alignment of input domains and (ii) the model calibration to alleviate information loss as well as enabling model flexibility during domain alignment.

To this end, we are interested in inferring informative posterior of the aligned inputs \( \{x^t_*\}_{t=1}^{T} \) to accomplish model
calibration. Given the training data, we adopt variational inference to have variational Gaussians for the aligned inputs of the $t$-th task as

$$q(\mathbf{X}^t) = \prod_{i=1}^{N^t} q(\mathbf{x}^t_i) = \prod_{i=1}^{N^t} \mathcal{N}(\mathbf{x}^t_i | \mu^t_{g,i}, \sigma^t_{g,i})$$

(14)

where the aligned input $\mathbf{x}^t_i = g^t(\mathbf{x}^t_i)$ now is mapped through the posterior domain mapping $g^t(\cdot)$. Note that we here assume that the Gaussians in (14) factorize over both data points and dimensions for simplicity. Similarly, the joint posterior now is approximated as

$$p(f, u, \mathbf{X}|y) \approx q(f, u, \mathbf{X}) = p(f|u, \mathbf{X})q(u)q(\mathbf{X})$$

$$= \prod_{q=1}^{Q} p(f_q|u_q, \mathbf{X})q(u_q) \prod_{t=1}^{T} q(\mathbf{X}^t).$$

(15)

Thereafter, similar to (8), by reformulating the KL divergence $\text{KL}[q(\mathbf{f}, \mathbf{u}, \mathbf{X})||p(\mathbf{f}, \mathbf{u}, \mathbf{X}|y)]$, we arrive at the ELBO as

$$\mathcal{L} = \mathbb{E}_{q(\mathbf{f}|\mathbf{X})q(\mathbf{u})} [\log p(\mathbf{f}|\mathbf{X})] - \mathcal{KL}[q(\mathbf{u})||p(\mathbf{u})]$$

$$- \mathcal{KL}[q(\mathbf{X})||p(\mathbf{X})],$$

(16)

where the posterior $q(\mathbf{f}|\mathbf{X}) = \int p(\mathbf{f}, \mathbf{u}|\mathbf{X})d\mathbf{u}$, and the KL term factorizes over tasks as $\mathcal{KL}[q(\mathbf{X})||p(\mathbf{X})] = \sum_{t=1}^{T} \mathcal{KL}[q(\mathbf{X}^t)||p(\mathbf{X}^t)]$. The ELBO $\mathcal{L}$ in (16) usually has no analytical expression due to the stochastic inputs $\mathbf{X}$. Hence, we could take the reparameterization trick [44] to estimate the ELBO by sampling from Gaussians.

In the above ELBO, in contrast to the posterior $q(\mathbf{X}^t)$ in (14), the prior of aligned inputs is assumed to follow the following Gaussian distribution factorized as

$$p(\mathbf{X}^t) = \prod_{i=1}^{N^t} p(\mathbf{x}^t_i) = \prod_{i=1}^{N^t} \mathcal{N}(\mathbf{x}^t_i | \mu_{g,0,i} \equiv g_0(\mathbf{x}^t_i), \sigma_{g,0}^t \mathbf{I}).$$

(17)

For this prior distribution, we include the prior domain mapping $g_0(\cdot)$ into the mean to consider the inductive bias. Besides, we particularly introduce a learnable variance $\nu_{g,0}^t$ to improve model flexibility. It is observed that a small $\nu_{g,0}^t$ raises nearly deterministic domain transformation, and consequently, the KL penalty in (16) pushes the posterior mapping $g^t(\cdot)$ towards the prior mapping $g_0(\cdot)$; contrarily, a large variance $\nu_{g,0}^t$ allows flexible domain transformation to account for powerful model calibration. Note that when we are taking the input domain of $T$-th task with the lowest dimension as the common domain, i.e., $\mathcal{X} = \mathcal{X}^T$, then the posterior $q(\mathbf{X}^T)$ and the prior $p(\mathbf{X}^T)$ vanish due to the identity mapping.

Besides, for the unknown mean $\mu_{g,0,i}$ and variance $\nu_{g,0,i}$ in the posterior $q(\mathbf{x}^t_i)$ in (14), we could treat them as hyperparameters and infer from data. This data-dependent parameterization however raises $2 \times ND$ hyperparameters in total and is only available at training phase.

Alternatively, the posterior $q(\mathbf{x}^t_i)$ can be derived and accomplished through the complete GP paradigm. That is, we come up with the GP-inspired stochastic domain mapping $g^t(\cdot)$ by introducing an additional independent multi-output sparse GP (MSGP) to learn the mapping from $\chi^t \in \mathbb{R}^{D^t}$ to $\mathbf{X} \in \mathbb{R}^D$.

Consequently, we obtain

$$[\mu_{g,i}^t, \nu_{g,i}^t] = \text{MSGP}^t(\mathbf{x}_i^t, \mathbf{u}_g^t),$$

$$\mu_{g,i}^t = \mu_{g,0,i}^t + g_0^t(\mathbf{x}_i^t),$$

(18)

(19)

where MSGP$^t(\cdot) : \mathbb{R}^{D^t} \rightarrow \mathbb{R}^D$ models the $D$ outputs independently for the $t$-th input domain $\mathcal{X}^t$, and it simply takes the zero-mean GP $\mathcal{GP}(0, k^t(\cdot, \cdot))$ shared across $D$ outputs; and $\mathbf{u}_g^t = \{ \mathbf{u}_{g,0}^t \in \mathbb{R}^{M_g^t} | d=1 \}$ contains the inducing variables at the shared pseudo inputs $\mathbf{Z}_g^t \in \mathbb{R}^{M_g^t \times D^t}$ for the overall $D$ outputs.\footnote{The number and location of pseudo inputs can vary for $D$ outputs.} Besides, note that we particularly adopt the residual formulation in (19) to express the posterior mean, which therefore introduces the prior inductive bias to ease model training. Finally, similar to (9) and (10), given the variational Gaussian posterior $q(\mathbf{u}_g^t) = \mathcal{N}(\mathbf{u}_{g,0}^t | \mathbf{m}^t_{g,0} \mathbf{I}, \mathbf{S}^t_{g,0})$, we have

$$\mu_{g,i}^t = k^t(\mathbf{x}_i^t; \mathbf{Z}_g^t) \mathbf{K}^{-1}_{u^t u^t} \mathbf{m}_{g,i}^t + \mu_{g,0,i}^t,$$

$$\nu_{g,i}^t = k^t(\mathbf{x}_i^t; \mathbf{x}_i^t) + k^t(\mathbf{x}_i^t; \mathbf{Z}_g^t) \mathbf{K}^{-1}_{u^t u^t} \mathbf{S}^t_{K u^t} \mathbf{K}^{-1}_{u^t u^t} - \mathbf{I} | k^t(\mathbf{Z}_g^t, \mathbf{x}_i^t),$$

(20)

(21)

where $\mu_{g,0,i}^t$ is the $d$-dimensional value of $g_0^t(\mathbf{x}_i^t)$, and the covariance $\mathbf{K}_{u^t u^t} = k^t(\mathbf{Z}_g^t, \mathbf{Z}_g^t) \in \mathbb{R}_+^{M_g^t \times M_g^t}$. When the posterior $q(\mathbf{X}^t)$ takes the MSGP parameterization, the ELBO in (16) has an additional KL term as

$$\mathcal{L} = \mathbb{E}_{q(\mathbf{f}|\mathbf{X})q(\mathbf{u})} [\log p(\mathbf{f}|\mathbf{X})] - \mathcal{KL}[q(\mathbf{u})||p(\mathbf{u})]$$

$$- \mathcal{KL}[q(\mathbf{X})||p(\mathbf{X})],$$

(22)

where the set $\mathbf{u}_g = \{ \mathbf{u}_g^t \}_{t=1}^T$ contains the inducing variables for the $T$ GP-inspired domain mappings; the KL term regarding $\mathbf{u}_g$ factorizes as $\mathcal{KL}[q(\mathbf{u}_g)||p(\mathbf{u}_g)] = \sum_{i=1}^{T} \sum_{d=1}^{D} \mathcal{KL}[q(\mathbf{u}_g^d)||p(\mathbf{u}_g^d)]$, with the component analytically calculated as

$$\mathcal{KL}[q(\mathbf{u}_g^d)||p(\mathbf{u}_g^d)]$$

$$= \frac{1}{2} \left[ \log \left( \frac{\mathbf{K}^{-1}_{u_g^d u_g^d} \mathbf{S}^t_{g,i}} | \mathbf{K}^{-1}_{u_g^d u_g^d} \mathbf{m}_{g,i}^t + \mathbf{m}_{g,0,i}^t \mathbf{I} \right) \right]$$

$$+ \frac{1}{2} \left[ D \log \nu_{g,i}^t - \sum_{d=1}^{D} \log \nu_{g,i}^t - D \right]$$

$$+ \frac{1}{2} \left[ \frac{1}{\nu_{g,i}^t} \sum_{d=1}^{D} \nu_{g,i}^t - D \right].$$

(23)

and the KL term regarding $\mathbf{X}$ factorizes as $\mathcal{KL}[q(\mathbf{X})||p(\mathbf{X})] = \sum_{i=1}^{T} \sum_{t=1}^{N^t} \mathcal{KL}[q(\mathbf{x}_i^t)||p(\mathbf{x}_i^t)]$, with the component analytically calculated as

$$\mathcal{KL}[q(\mathbf{x}_i^t)||p(\mathbf{x}_i^t)]$$

$$= \frac{1}{2} \left( D \log \nu_{g,0,i}^t - \sum_{d=1}^{D} \log \nu_{g,0,i}^t - D \right)$$

$$+ \frac{1}{2} \left[ \frac{1}{\nu_{g,0,i}^t} \sum_{d=1}^{D} \nu_{g,0,i}^t - D \right].$$

(24)

Note that akin to (11), the ELBO in (22) can be estimated efficiently on subsets $\{B^t\}_{t=1}^T$ randomly sampled from $\{D^t\}_{t=1}^T$. Finally, we again highlight that the main difference of the proposed HSVLMC to the simple HSVLMC-g0 is the additional Bayesian calibration conducted through GP-inspired posterior domain mappings. This Bayesian calibration takes into account
the effect of dimensionality reduction, and thus brings benefits and flexibility for model enhancement, which will be verified in the numerical experiments.

III. DIFFERENCES TO OTHER CALIBRATIONS

Except for the Bayesian calibration proposed in this paper, there are also some other calibrations in literature to tackle multi-task/multi-fidelity modeling with heterogeneous inputs. Inspired by the idea of space mapping [45, 46, 47], the input mapping calibration (IMC) [36] attempts to find a better linear mapping than the prior linear domain mapping. Specifically, given a high-fidelity task with \( N^h \) data \( D^h = \{ X^h, y^h \} \) and a related low-fidelity task with \( N^l \) data \( D^l = \{ X^l, y^l \} \), the IMC approach takes a linear transformation

\[
g^h(X^h) = A X^h + b
\]

to project the high-fidelity inputs into the low-dimensional low-fidelity input space. In order to learn the transformation matrix \( A \in \mathbb{R}^{D^l \times D^h} \) and the bias correction \( b \in \mathbb{R}^{D_l} \) from data, the IMC minimizes the discrepancy of task outputs at the high fidelity data points as

\[
(A_{\text{opt}}, b_{\text{opt}}) = \arg \min_A \sum_{i=1}^{N_h} (y^h_i - y'((g^h(X^h)))^2 + \alpha R((A; b), [A_0; b_0]),
\]

where \( A_0 \) and \( b_0 \) are the known parameters of the prior linear domain mapping \( g^h_0(\cdot) \). \( \alpha \) is the penalty factor and \( R(\cdot) \) is the regularizer; and finally, \( y'(\cdot) \) is the low-fidelity function which is assumed to be known in advance. The IMC approach has limitations in handling complicated scenarios, since (i) it only considers the simple linear transformation of input space; (ii) the input calibration is independent of the subsequent model training, i.e., it is not an end-to-end model; and (iii) the low-fidelity function \( y'(\cdot) \) is usually unknown in practice. Since the prior domain mappings are known in advance, the HSVLMC-g0 looks like a more reasonable direct implementation in comparison to the IMC method.

Similar to HSVLMC-g0, Li et al. [35] proposed directly incorporating the prior domain mapping into the multi-fidelity modeling. Recently, a multi-fidelity GP has been proposed by using a different calibration approach [37]. Specifically, the presented embedded mapping employs a GP to directly model the prior domain mapping

\[
g^h_0(\cdot) \sim \mathcal{GP}(m^0_{\text{opt}}(\cdot), k^0_{\text{opt}}(\cdot, \cdot)). \tag{27}\]

That is, the mapped inputs \( X = \{ X^t = g^h_0(X^t) \}_{t=1}^T \) become the observed outputs, which could be modeled by independent multi-output GP. Hence, for the more general multi-task scenario with \( T \) correlated tasks, we derive the following ELBO in the framework of stochastic variational LMC as

\[
L = E_{q(f)}[\log p(y|f)] + E_{q(f)}[\log p(\mathcal{F}|\mathcal{F})] - KL[q(f)||p(f)] - KL[q(\mathcal{U})||p(\mathcal{U})], \tag{28}\]

where \( \mathcal{F} = \{ \mathcal{F}^t = g^h_0(X^t) \}_{t=1}^T \in \mathbb{R}^{N^h \times D^T} \) with each element representing the latent function values at training points \( X^t \) for \( D \) outputs; \( \mathcal{U} = \{ \mathcal{U}^t \in \mathbb{R}^{M^l \times D^T} \}_{t=1}^T \) represents the related inducing variables of each task for \( D \) outputs; and akin to \( g(f) \), the posterior \( q(\mathcal{F}) = \int p(\mathcal{F}|\mathcal{U})q(\mathcal{U})d\mathcal{U} \). This model using embedded mapping is denoted as HSVLMC-EM. In comparison to the IMC method, (i) this HSVLMC-EM is capable of providing flexible input transformation rather than the simple linear transformation; and (ii) it is an end-to-end modeling framework. Besides, in comparison to the HSVLMC-g0, the HSVLMC-EM takes into account the uncertainty of prior domain mappings. But directly modeling the prior domain mapping would weaken the role of calibration, which will be demonstrated in the following numerical experiments.

IV. NUMERICAL EXPERIMENTS

This section first investigates the methodological characteristics of the proposed HSVLMC model on two toy cases. Thereby, we perform a comprehensive comparison study against existing competitors on five real-world heterogeneous multi-task/multi-fidelity cases with different characteristics, followed by discussions regarding the impact of training size, dimensionality and task correlation.

The models are implemented within the GPflow package [48] using Tensorflow, and the above numerical experiments are conducted on a Linux workstation with TITAN RTX GPU. The detailed configurations for these numerical experiments are provided in Appendix A. For assessing the quality of predictive distribution, we employ two loss criteria in this paper. The first is standardized mean square error (SMSE). For the \( t \)-th task, given \( N^t_i \) test points \( \{ x^t_{\nu,i}, y^t_{\nu,i} \}_{\nu=1}^{N^t_i} \), the SMSE criterion is defined as

\[
\text{SMSE} = \frac{\sum_{\nu=1}^{N^t_i} (y^t_{\nu,i} - \mu^t_{\nu,i})^2}{N^t_i \times y^t_{\nu,i}^2}, \tag{29}\]

where \( \mu^t_{\nu,i} \) is the prediction mean at test point \( x^t_{\nu,i} \), and \( y^t_{\nu,i} = \text{var}(y^t) \) represents the variance of training observations for the \( t \)-th task. It is found that the SMSE indicates the difference between the prediction mean and the true observation, and particularly, it equals to one when the GP simply uses the mean of \( y^t \), i.e., \( \mu^t \), as prediction. The second loss criterion is standardized mean log loss (SMLL) defined as

\[
\text{SMLL} = \frac{1}{N_t} \sum_{\nu=1}^{N^t_i} \log \mathcal{N}(y^t_{\nu,i}|\mu^t_{\nu,i}, \nu^t_{\nu,i}), \tag{30}\]

where \( \mu^t_{\nu,i} \) and \( \nu^t_{\nu,i} \) are the prediction mean and variance at test point \( x^t_{\nu,i} \), and the log likelihood is calculated as

\[
\log \mathcal{N}(y^t_{\nu,i}|\mu^t_{\nu,i}, \nu^t_{\nu,i}) = -\frac{1}{2} \left( \log (2\pi \nu^t_{\nu,i}) + \frac{(y^t_{\nu,i} - \mu^t_{\nu,i})^2}{\nu^t_{\nu,i}} \right). \tag{31}\]

Different from the SMSE criterion, the SMLL criterion could quantify the quality of predictive distribution, and it is usually negative for good probabilistic predictions; particularly, it equals to zero when the GP adopts the mean and variance

\(^3\)The HSVLMC-EM can recover the IMC idea by using a linear kernel \( k^t(\cdot, \cdot) \) in (27) to achieve the similar linear embedding.

\(^4\)It is notable that when the predictive distribution is non-Gaussian, we simply estimate \( \mu^t_{\nu,i} \) and \( \nu^t_{\nu,i} \) from samples.
of training data \( y^4 \) as predictions. For the employed SMSE and SMLL criteria, lower is better.

Finally, note that the cases studied in this section has the following characteristics: (i) each of them has two tasks (outputs) \( y^1 \) and \( y^2 \); (ii) the input domain of the low-dimensional task \( y^2 \) is chose as the common domain \( X \), i.e., \( g^2_0(.) = \text{I}(.) \); (iii) all the multi-task cases except \( \text{sarcos^b} \) follow the asymmetric scenario defined in [2], i.e., the task \( y^1 \) with higher dimensions only has a few data points, and we attempt to transfer knowledge from the low-dimensional task \( y^2 \) with abundant training data in order to improve the prediction for \( y^1 \)\(^5\) and finally, (iv) the \( \text{sarcos^b} \) case follows the symmetric scenario defined in [2], i.e., the two tasks are of equal importance and we attempt to improve their predictions simultaneously. Therefore, we report the SMSE and SMLL results averaged over tasks on the \( \text{sarcos^b} \) case; but we only report the SMSE and SMLL results for the target task \( y^4 \) on the remaining cases.

\[ y^1(x) = 0.5f_1(x_1) - 0.4f_2(x_1) + 0.6f_3(x_1) + 0.6f_4(x_1) + \epsilon(x_2), \]
\[ y^2(x) = -0.3f_1(x_1) + 0.43f_2(x_1) - 0.5f_3(x_1) + 0.1f_4(x_1), \]

where the first input \( x_1 \in [-5, 5] \), and the four latent functions to generate the two tasks are expressed respectively as

\[ f_1(x) = 0.5 \sin(3x) + x, \quad f_2(x) = 3 \cos(x) - x, \]
\[ f_3(x) = 2.5 \cos(5x - 1), \quad f_4(x) = \sin(1.5x), \]

and the noise for task \( y^1 \) is \( \epsilon(x_2) \sim \mathcal{N}(\epsilon|0, 0.04) \). Note that we add the additional virtual input \( x_2 \) in the noise \( \epsilon(.) \) for \( y^1 \) to construct the heterogeneous input domains with the domain mappings \( g^4_0(x_1, x_2) = x_1 \) and \( g^3_0(x_1) = \text{I}(x_1) \).

For this case, we randomly generate \( N^1 = 5 \) points for the first two-dimensional task \( y^1 \) and \( N^2 = 100 \) points for the second one-dimensional task \( y^2 \), and have separate 100 test points for each task. The goal of this case is to verify the ability of proposed HSVLMC to eliminate the interference of useless input \( x_2 \) for achieving knowledge transfer between the two tasks with heterogeneous input domains. Fig. 1 illustrates the predictions of HSVLMC for the two tasks on this case. Note that since the virtual input \( x_2 \) is useless for \( y^1 \), we therefore could depict the two tasks in the same figure.

It is observed that the proposed model well fits the first task \( y^1 \) and reasonably quantifies the uncertainty using only \( 5 \) training points, by transferring knowledge from the second one-dimensional task \( y^2 \). Besides, it is known that the additional input \( x_2 \) has no contribution to the output \( y^1 \), indicating that the prior domain mapping \( g^2_0 : x \mapsto x_1 \) induces no information loss. Consequently, the proposed HSVLMC learns a tiny variance \( \nu^4_0 = 1.5 \times 10^{-3} \) from data in order to further push the posterior \( q(X) \) to approximate the prior \( p(X) \). This is indicated in Fig. 1: the locations of aligned input \( x \) (dot vertical lines) are close to the locations of input \( x \) aligned through \( g^4_0 \) (solid vertical lines).

The multi-fidelity case. This case describes the Park multi-fidelity problem [49], [37], with the modifications being that the high-fidelity and low-fidelity simulations are conducted in heterogeneous input domains. To this end, some relatively unimportant inputs are ignored in the low-fidelity function.

The four-dimensional high-fidelity task defined in the unit input space is expressed as

\[ y^1(x_1, x_2, x_3, x_4) = \frac{1}{2} \left( \frac{1 + (x_2 + x_3^3 x_4^2)}{x_1^2} - 1 \right) \]
\[ + \left( x_1 + 3x_4 \right) \exp(1 + \sin(x_3)). \] (33)

The two-dimensional low-fidelity task defined in the unit space ignores the inputs \( x_1 \) and \( x_2 \), and is expressed as

\[ y^2(x_3, x_4) = \left( 1 + \frac{\sin(x_3)}{10} \right) y^1(0.5, 0.5, x_3, x_4) - 2x_3 + x_4^2 + 0.75. \] (34)

The related prior domain mappings are \( g^4_0(x_1, x_2, x_3, x_4) = [x_3, x_4]^T \) and \( g^4_0(.) = \text{I}(.) \).

We generate \( N^1 = 6 \) random training points for the high-fidelity task \( y^1 \) and \( N^2 = 100 \) training points for the low-fidelity task \( y^2 \), and compare the proposed HSVLMC against the competitors including (i) the single output GP (SOGP); (ii) the HSVLMC-g0 that directly uses the prior domain mappings like [35]; and (iii) the HSVLMC-EM using the embedded mapping strategy developed in [37]. Fig. 2 depicts the boxplots of different GP models on this multi-fidelity case over ten instances in terms of the SMSE and SMLL criteria.

It is observed that all the heterogeneous LMC models perform better than the simple SOGP, indicating successful knowledge transfer between the heterogeneous domains. Besides, the proposed HSVLMC model significantly outperforms the competitors in terms of both SMSE and SMLL. The superiority of HSVLMC in comparison to the competitors is mainly attributed to the flexible Bayesian calibration.

\^[5]This is often encountered in multi-fidelity modeling or transfer learning.

\^[6]Sobol sensitivity analysis [50] on the task \( y^1 \) reveals that the two inputs \( x_3 \) and \( x_4 \) contribute more to the output.
Fig. 2. Boxplots of different GP models on the multi-fidelity case in terms of the SMSE and SMLL criteria.

Fig. 3. Predictions versus observations and the prior/posterior aligned inputs of different LMC models on the multi-fidelity case. Note that the crosses in the upper plots represent the prediction mean, while the error bars indicate 95% confidence interval; the red circles in the bottom plots represent the means \( \{ \mu_{g,i}^1 \} \) of aligned inputs via the GP-inspired domain mapping \( g^T(\cdot) \), while the triangles represent the means \( \{ \mu_{g_0,i}^1 \} \) of aligned inputs via the prior domain mapping \( g_0^T(\cdot) \).

Fig. 4. The violin plot of prior variance \( \nu_{g_0}^1 \) learned by the proposed HSVLMC on the multi-fidelity case over ten runs.

Fig. 3 further illustrates the diagonal plots of predictions versus observations and the comparison of the prior aligned inputs and the posterior aligned inputs. First, it is observed that the diagonal plots again verify the superiority of HSVLMC since its predictions agree well with the observations, and the estimated 95% confidence interval covers the observations more compactly. Second, it is found that the HSVLMC–g0 directly uses the prior aligned inputs; the aligned inputs learned by HSVLMC–EM almost covers the prior aligned inputs, since it attempts to fit the prior mapped inputs; differently, the aligned inputs learned by the proposed HSVLMC leave away from the prior inputs by taking into account the information loss brought by low-dimensional embedding, which in turn improves the quality of prediction. Finally, the superiority as well as the aligned inputs of HSVLMC is partially raised by the learned prior variance \( \nu_{g_0}^1 \). As illustrated in Fig. 4, it is observed that the prior variance is data dependent and thus varies over ten runs.

B. Real-world datasets

1) Data description: This section further verifies the performance of proposed HSVLMC model against competitors on five real-world heterogeneous multi-task cases, the summary of which is provided in Table I.

The first airfoil case is adapted from [51] wherein the 52 input variables are employed to describe the airfoil geometry as well as the flight conditions including the speed and the angle of attack. This dataset has been further processed by using a dimensionality reduction algorithm like principle component analysis (PCA) to have six compressed inputs. Two different computational fluid dynamics (CFD) solvers with different fidelities are adopted to simulate the lift coefficient of airfoil.
To construct the heterogeneous multi-task learning scenario, we perform Sobol sensitivity analysis [50] on the high-fidelity data to figure out the importance of inputs. Consequently, the low-fidelity task chooses the first, second and forth inputs as input parameters. That is, the prior domain mapping for this case is 

\[ g_0^1(x_1, x_2, x_3, x_4, x_5, x_6) = [x_1, x_2, x_4]^T. \]

As described in Table I, we randomly select \( N^1 = 4 \) six-dimensional high-fidelity points for task \( y^1 \) and \( N^2 = 1000 \) three-dimensional low-fidelity points for task \( y^2 \), and have 300 separate high-/low-fidelity points for testing.

The second disk case [52] uses six input variables to define the geometry of a rotating disk in an engine and outputs the maximum displacement. The case employs two finite element analysis (FEA) solvers with different fidelities to simulate the maximum displacement. Similarly, to construct the heterogeneous multi-task learning scenario, we perform Sobol sensitivity analysis on the high-fidelity data to select the first, fifth and sixth inputs for task \( y^2 \), thus resulting in the prior domain mapping for this case as 

\[ g_0^1(x_1, x_2, x_3, x_4, x_5, x_6) = [x_1, x_5, x_6]^T. \]

As described in Table I, we randomly select \( N^1 = 8 \) six-dimensional high-fidelity points for task \( y^1 \) and \( N^2 = 300 \) three-dimensional low-fidelity points for task \( y^2 \), and have 100 separate high-/low-fidelity points for testing.

The third supernova case comes from the Type Ia supernova red shift data on three cosmological physical constants including the Hubble constant, the dark matter and the dark energy fractions [53]. The variable fidelity is performed by varying the grid size for a one-dimensional integration [54]. Similarly, the Sobol sensitivity analysis helps select the first and second inputs for task \( y^2 \), thus resulting in the prior domain mapping for this case as 

\[ g_0^1(x_1, x_2, x_3, x_4, x_5, x_6) = [x_1, x_2]^T. \]

As described in Table I, we randomly select \( N^1 = 5 \) three-dimensional high-fidelity points for task \( y^1 \) and \( N^2 = 1000 \) two-dimensional low-fidelity points for task \( y^2 \), and have 499 separate high-/low-fidelity points for testing.

The final high-dimensional sarcos case comes from the inverse dynamic modeling of a seven-degree-of-freedom anthropomorphic robot arm. The twenty-one inputs of this case is composed of seven joint positions, seven joint velocities and seven joint accelerations, and the outputs are seven joint torques. To build the heterogeneous multi-task learning scenario, we use PCA to project the original twenty-one input variables into a sixteen-dimensional space. Besides, we build two cases (sarcos\(^a\) and sarcos\(^b\)) from this dataset. The first asymmetric sarcos\(^a\) case chooses the fourth torque with twenty-one inputs and the seventh torque with sixteen inputs, since the two torques in the original space has the highest spearman correlation of \( r = 0.96 \). As described in Table I, the sarcos\(^a\) case randomly select \( N^1 = 20 \) twenty-one-dimensional high-fidelity points for task \( y^1 \) and \( N^2 = 44484 \) sixteen-dimensional low-fidelity points for task \( y^2 \), and have 4449 separate high-/low-fidelity points for testing. Differently, the symmetric sarcos\(^b\) case attempts to model the fourth torque with twenty-one inputs and the seventh torque with sixteen inputs jointly, with each torque having 50 training points and 4449 test points.

2) Comparison results: The numerical experiments on the five cases in Table I are conducted over ten times, and the comparative results of different GP models in terms of both SMSE and SMLL are provided in Table II. We have the following findings through the comparative results.

The SOGP usually fails using a few training points. For the asymmetric cases, since the target task \( y^1 \) only has a few number of training points, the SOGP cannot well predict at unseen points, indicated by the worst performance, especially the poor SMLL results, in Table II. Contrarily, the heterogeneous LMC models leverage information from the related low-dimensional task, hence greatly improving the quality of prediction for the target task \( y^1 \) in comparison to the simple SOGP. Besides, it is observed that even for the symmetric sarcos\(^b\) case in Table II, these heterogeneous LMC models outperform the SOGP by sharing knowledge across tasks.

The HSLVMC-g\(^0\) outperforms the HSLVMC-EM in general. Compared to the direct usage of prior domain mapping in HSLVMC-g\(^0\), the HSLVMC-EM introduces an additional GP to fit it, which however may perform poorly when only a few number of training points are available. Hence, it is observed that the HSLVMC-EM even performs worse than the simple SOGP on some cases, for example, the airfoil case. But the Bayesian view of prior domain mapping may bring benefits for the HSLVMC-EM in some circumstances. For instance, it performs better than the HSLVMC-g\(^0\) in terms of SMLL on two out of the five cases. Besides, the advantage of HSLVMC-EM in comparison to other LMC models is that it only requires knowing the aligned inputs \( \bar{X}^1 \) at training points, not the complete \( g_0^1(\cdot) \) [37].

The proposed HSLVMC significantly outperforms the others. The superiority of the proposed HSLVMC over the others in terms of both SMSE and SMLL on all the cases is significant in Table II. In comparison to the HSLVMC-g\(^0\), the Bayesian calibration in HSLVMC improves the model flexibility and capability by considering the effect of input alignment, which has been graphically illustrated in Fig. 3. In comparison to the HSLVMC-EM, the HSLVMC do not directly model the prior domain mapping. Instead, it incorporates the KL divergence to penalize the discrepancy between the posterior mapping \( q(\bar{X}) \) and the prior mapping \( p(\bar{X}) \); meanwhile, it leaves flexibility for the adaption of aligned inputs, which contributes to the performance improvement.

3) Discussions: This section attempts to dive into the remarkable performance of the proposed HSLVMC model by assessing it in broader scenarios. That is, we seek to investigate the impact of training size \( N^1 \), dimensionality \( D^2 \), and task correlation on the model performance.

Firstly, we investigate the impact of training size \( N^1 \) for the target task on the performance of heterogeneous LMC models in asymmetric scenario. To this end, Fig. 5 depicts
TABLE II
COMPARATIVE RESULTS OF DIFFERENT GP MODELS ON FIVE HETEROGENEOUS MULTI-TASK LEARNING CASES IN TERMS OF BOTH SMSE AND SMLL.
NOTE THAT THE BEST RESULTS ARE MARKED IN GRAY ON EACH CASE.

| Models | SOGP | HSVLMC-g0 | HSVLMC-EM | HSVLMC |
|--------|------|-----------|-----------|--------|
| airfoil | 1.1329 ± 0.7121 | 0.4301 ± 0.4112 | 1.4758 ± 0.8637 | 0.1265 ± 0.2132 |
| disk   | 0.9068 ± 0.3225 | 0.1702 ± 0.2485 | 0.3066 ± 0.2091 | 0.0326 ± 0.0204 |
| supernova | 0.7303 ± 0.3721 | 0.5017 ± 0.4630 | 0.6134 ± 0.5034 | 0.2147 ± 0.1339 |
| sаркос | 0.3660 ± 0.1021 | 0.1301 ± 0.0679 | 0.3710 ± 0.1085 | 0.0580 ± 0.0134 |
| sаркос | 0.1957 ± 0.1038 | 0.1362 ± 0.0398 | 0.1682 ± 0.0589 | 0.1217 ± 0.0257 |

Fig. 5. Impact of training size \(N^1\) for the target task on the performance of heterogeneous LMC models on the airfoil case.

the comparative results on the airfoil case using \(N^1 = 4\), \(N^1 = 8\) and \(N^1 = 16\), respectively. It is observed that with the increase of \(N^1\), the performance of all the models has been improved, and the superiority of HSVLMC-g0 and HSVLMC over the simple SOGP is always maintained. But this advantage gradually vanishes with further increase of \(N^1\), e.g., the medium of predictions of SOGP is close to that of LMCs when \(N^1 = 16\).

Secondly, we study the impact of dimensionality \(D^2\) of task \(y^2\) on the performance of heterogeneous LMC models. To this end, Fig. 6 depicts the comparative results on the sаркос case using \(D^2 = 16\), \(D^2 = 12\) and \(D^2 = 8\), respectively. With the decrease of dimensionality \(D^2\), the information loss due to dimensionality reduction increases, thus increasing the difficulty of heterogeneous multi-task modeling. It is thus observed in Fig. 6 that the performance of LMC models deteriorate with the decrease of \(D^2\). Besides, the large dimensionality reduction from \(D^1 = 21\) to \(D^2 = 8\) makes the modeling more difficult such that the proposed HSVLMC performs slightly worse than the HSVLMC-g0, especially in terms of the SMLL results. But interestingly, the HSVLMC-EM and HSVLMC significantly outperform the SOGP even for the case with \(D^2 = 8\).

Finally, the correlation of tasks may also affect the model performance. Therefore, Fig. 7 investigates it by choosing different outputs as the first task on the sаркос case. It is found that the spearman correlation between the first and seventh outputs is only \(r = 0.41\); while this correlation between the third and seventh outputs is up to \(r = 0.74\); and as has been described before, the forth and seventh outputs have the highest correlation of \(r = 0.96\). Therefore, it is observed in Fig. 7 that when the tasks are lowly correlated, the knowledge transferred from the low-dimensional task may deteriorate the prediction of LMC models in terms of SMSE. But with the increase of task correlation, the SMSE performance of LMC models gradually catches up with and even outperforms SOGP. Besides, the predictive distributions estimated by the LMCs better cover the data than the SOGP on this case, even when the tasks are lowly correlated. This is because without additional information, the SOGP tends to provide small uncertainty estimations given a few number of training points.

V. MULTI-FIDELITY MODELING FOR STEAM TURBINE EXHAUST WITH HETEROGENEOUS INPUTS

As an important component in the low-pressure steam turbines, the exhaust casing comprises the diffusing part to perform static pressure recovery, which contributes heavily to the overall effectiveness [55]. The design and optimization of exhaust usually rely on expensive and time-consuming computational fluid dynamics (CFD) simulations. Therefore, data-driven surrogates or machine learning models have been employed to approximate and replace the expensive CFD simulator in order to speed up the downstream tasks [56]. We here explore the application of the proposed HSVLMC to multi-fidelity modeling of the aerodynamic performance of the exhaust over heterogeneous inputs, the paradigm of which could further alleviate the computational budget as well as improving the flexibility.

Fig 8 depicts the geometry of studied low-pressure steam turbine exhaust, and we particularly focus on the design of diffuser since it contributes mostly to the capability of static
pressure recovery. To measure the aerodynamic performance of exhaust, we employ the total pressure loss coefficient

$$\zeta = \frac{P_{1t} - P_{2t}}{\frac{1}{2} \rho_1 v_1^2},$$

(35)

where $P_{1t}$ is the total pressure of inlet, $P_{2t}$ is the total pressure of outlet, $\rho_1$ is the density of inlet steam, and finally, $v_1$ is the velocity of inlet steam.

We have two tasks for the exhaust problem. As shown in Fig. 9(a), the high-fidelity task parameterizes the diffuser tip and hub via Bézier curves with fourteen coordinate parameters, and performs a fine CFD simulation with 894756 unstructured meshes to obtain the coefficient $\zeta$. Contrarily, as shown in Fig. 9(b), the low-fidelity task parameterizes the diffuser tip and hub via Bézier curves with only six out of the fourteen coordinate parameters, and performs a coarse CFD simulation with 288439 unstructured meshes. The CFD simulation is conducted by the ANSYS CFX solver, and the configurations are listed in Table III. It is found that a single high-fidelity simulation requires 0.5 hours on a personal computer with Intel i5 CPU and 8GB RAM, while a single low-fidelity CFD simulation only requires around 10 minutes. For this exhaust case, we generate only $N_1 = 10$ high-fidelity points and $N_2 = 200$ low-fidelity points for model training, and have separate 20 high-fidelity points for testing.

Table IV reports the comparative results of different GP models on the multi-fidelity exhaust case with heterogeneous inputs. We observe that the proposed HSVLMC again outperforms the counterparts in terms of both SMSE and SMLL: it successfully transfers knowledge from the low-fidelity and low-dimensional data to help significantly improve the predictions with only 10 high-fidelity points in the high-dimensional space. As for the remaining two heterogeneous GPs, they also
To extend the LMC model, a well-known MTGP framework, for tackling heterogeneous multi-task cases, this paper presents the Bayesian calibration method to achieve input alignment. This method takes into account the effect of dimensionality reduction in order to learn good input alignment for the following multi-task modeling. Besides, it utilizes the residual mean in the posterior domain mappings to consider the inductive bias brought by the prior domain mappings. Consequently, the extensive numerical experiments in different heterogeneous multi-task scenarios have demonstrated the superiority of the proposed HSVLMC model. Further extensions would consider the challenging scenarios without prior domain mappings, and the application to downstream tasks, for example, multi-fidelity Bayesian optimization and evolutionary multi-tasking optimization over heterogeneous input domains.

**VI. CONCLUSION**

To extend the LMC model, a well-known MTGP framework, for tackling heterogeneous multi-task cases, this paper presents the Bayesian calibration method to achieve input alignment. This method takes into account the effect of dimensionality reduction in order to learn good input alignment for the following multi-task modeling. Besides, it utilizes the residual mean in the posterior domain mappings to consider the inductive bias brought by the prior domain mappings. Consequently, the extensive numerical experiments in different heterogeneous multi-task scenarios have demonstrated the superiority of the proposed HSVLMC model. Further extensions would consider the challenging scenarios without prior domain mappings, and the application to downstream tasks, for example, multi-fidelity Bayesian optimization and evolutionary multi-tasking optimization over heterogeneous input domains.

**APPENDIX A**

**MODEL CONFIGURATIONS**

This section provides the detailed model configurations for the comparative study in section IV. First, for data preprocessing, we normalize the inputs and outputs along each dimension to normal distribution. We then randomly select the training and testing data according to the deployment in Table I, and have ten instances to output convincing results.

Second, for the deployment of the proposed HSVLMC model, we use $Q = 2$ latent GPs and employ the squared exponential kernel for each GP. For the kernel parameters, the output scale is initialized as $1.0$; the lengthscales are initialized as $1.0$ for the two sarcos cases and the modeling of exhaust problem, and are initialized as $0.1$ for the remaining cases. Besides, we choose the same inducing size (i.e., $M_q = M$) for each of the $Q$ latent GPs, and take $M = 30$ for the two toy cases, $M = 200$ for the exhaust problem, and $M = 100$ for the remaining cases. We initialize the positions of inducing points though the $k$-means clustering technique from the scikit-learn package [57]. Particularly, for the MSGP in (18), since the task $y^1$ usually has a few number of training points, we choose $M^1 = N^1$ and initialize the inducing points as training points. Finally, for the prior variance $\nu^0$ in (17), we initialize it as $0.1$ for the exhaust problem, and take it as $1.0$ for all the remaining cases.

Third, for the training of model, we employ the stochastic optimizer Adam [43] and iteratively run it with a constant learning rate of $5 \times 10^{-3}$ over 5000 iterations. Particularly, for the large-scale sarcos and sarcos cases, we take the mini-batch size $|B^2| = 512$ for $y^2$ for efficient model training.
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