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Abstract

The vacuum entanglement entropy in quantum field theory provides nonperturbative information about renormalization group flows. Most studies so far have focused on the universal terms, related to the Weyl anomaly in even space-time dimensions, and the sphere free energy $F$ in odd dimensions. In this work we study the entanglement entropy on a sphere of radius $R$ in a large radius limit, for field theories with gravity duals. At large radius the entropy admits a geometric expansion in powers of $R$; the leading term is the well-known area term, and we also consider the subleading contributions. These terms can be physical, they contain information about the full renormalization group flow, and they reproduce known monotonicity theorems in particular cases. We set up an efficient method for calculating them using the Hamilton-Jacobi equation for the holographic entanglement entropy. We first reproduce the known result for the area term, the coefficient multiplying $R^{d-2}$ in the entanglement entropy. We then obtain the holographic result for the $R^{d-4}$ term and establish its irreversibility. Finally, we derive the $R^{d-6}$ coefficient for holographic theories, and also establish its irreversibility. This result goes beyond what has been proved in quantum field theory based on strong subadditivity, and hints towards new methods for analyzing the monotonicity of the renormalization group in space-time dimensions bigger than four.
1 Introduction

Irreversibility theorems provide key insights into the nonperturbative structure of quantum field theories (QFTs). The first such theorem was proved by [1], and established the decrease of the central charge $C$ in $d = 1 + 1$ dimensions along renormalization group flows. This theorem was rederived using quantum information tools in [2], and an extension of these methods allowed to establish the F-theorem in $d = 2 + 1$ dimensions [3]. In $d = 3 + 1$
dimensions, the A-theorem was proved by [4] using unitarity and the dilaton, and then in [5] based on strong subadditivity of the entanglement entropy.

This situation is somewhat puzzling. On the one hand, these proofs use quite different methods (euclidean, Lorentzian and information theoretic), and it is not clear how they are related. One would hope for some unifying understanding, but it has not emerged so far. Furthermore, none of the results extend to more than 3+1 space-time dimensions. A clue that these issues should have a positive resolution comes from QFTs with holographic duals. Indeed, for such theories, the null energy condition (NEC) allows to construct a running C-function and establish the irreversibility of holographic renormalization group (RG) flows [6–8]. The proposed C-function depends on the metric scale factor, and coincides with the universal A or F terms at fixed points. Further progress for understanding holographic RG flows in terms of the EE was made in [9,10]; we will revisit their method in the Appendix.

Motivated by these questions, in the present work we will analyze the entanglement entropy for holographic RG flows with the goal of finding new inequalities. We use holography because we want to access \( d > 4 \) dimensions, and because we hope that this may provide clues for future field theoretic approaches. We will go beyond previous irreversibility results by obtaining new inequalities for the geometric large radius terms of the holographic entanglement entropy. As we will discuss, these contain physical information about the renormalization group and about the effective gravitational action induced by integrating out the QFT degrees of freedom.

We consider Poincare invariant QFTs in \( d \) space-time dimensions. We assume that at short distances the theory is described by a conformal field theory; relevant perturbations trigger an RG flow, which we assume ends at an IR CFT (different from the UV one). We will analyze the EE associated to a spherical region of radius \( R \). Near a fixed point, it admits an expansion

\[
S(R) = \mu_{d-2}R^{d-2} + \mu_{d-4}R^{d-4} + \ldots + \begin{cases} (-1)^{\frac{d-1}{2}}A \log(R/\epsilon), & d \text{ even} \\ (-1)^{\frac{d-3}{2}}F, & d \text{ odd} \end{cases}
\]

(1.1)

\( A \) and \( F \) are the so-called universal terms (related to the Weyl anomaly in even space-time dimensions, and the sphere free energy in odd dimensions), and \( \epsilon \) is a short distance cutoff. The \( R^{d-2k} \) terms arise from geometric quantities of the boundary of the entangling region \([11]\), and they will be the main focus in our work.

The entropy and its \( \mu \) coefficients diverge as the short distance cutoff \( \epsilon \to 0 \). However, we will be interested in comparing two different theories: the UV fixed point one, and the theory that undergoes the nontrivial RG flow. We will review below how this leads to a finite, cutoff-independent, entropy difference \( \Delta S \).

For an RG flow with a typical mass scale \( m \), the UV CFT corresponds to \( m = 0 \). In this limit, the sphere EE has the form (1.1) with coefficients that we call \( \mu^{UV CFT}_{d-2k} \). For \( mR \gg 1 \), the IR fixed point is approached, and the EE is also of the form (1.1) but with different
We will be interested in the entropy difference
\[ \Delta S(R) = S_{IR}(R) - S_{UV\ CFT}(R) = \Delta \mu_{d-2k} R^{d-2} + \Delta \mu_{d-4k} R^{d-4} + \ldots, \] (1.2)
with
\[ \Delta \mu_{d-2k} = \mu_{IR}^{d-2k} - \mu_{UV\ CFT}^{d-2k}. \] (1.3)
As discussed in Sec. 3.3, this becomes independent of the cutoff and hence is a property of the continuum theory. The entropy difference appears naturally in information-theoretic approaches to irreversibility [5,12–14].

The \( \Delta A \) or \( \Delta F \) are intrinsic to the fixed points, namely they are independent of the RG flow that connected the UV and IR CFTs. This is what “universal” means in this context. The other quantities \( \Delta \mu_{d-2k} \) in the large \( mR \) expansion do depend on the RG trajectory, but can still be physical (i.e. finite in the continuum limit). The simplest example is \( \Delta \mu_{d-2} \), the coefficient of the area term. It corresponds to the renormalization of \( 1/G_N \) when weakly coupling gravity to the QFT; equivalently, the flow of the area term in the EE coincides with the low energy QFT contribution to black hole entropy. Ref. [15] showed that
\[ \Delta \mu_{d-2} = -\frac{\pi}{d(d-1)(d-2)} \int d^d x \, x^2 \langle \Theta(x)\Theta(0) \rangle, \] (1.4)
where \( \Theta(x) \) is the trace of the energy-momentum tensor. From here and reflection positivity or unitary, it follows that
\[ \Delta \mu_{d-2} \leq 0, \ d \geq 2. \] (1.5)
This result for \( \Delta \mu_{d-2} \) is also interesting because it contains the C-theorem as a particular case. Indeed, in the limit \( d \to 2 \), \( \Delta \mu_{d-2} R^{d-2} \to -\frac{1}{6}(c_{UV} - c_{IR}) \log(mR) \), and
\[ c_{UV} - c_{IR} = 3\pi \int d^2 x \, x^2 \langle \Theta(x)\Theta(0) \rangle \geq 0. \] (1.6)
Eq. (1.6), established first in [16], is known as a sum-rule: the integrand in the right hand side depends on the RG trajectory, but its integral should only depend on the end-point central charges.

Further progress on understanding the coefficients in the expansion of the EE was made in [5], which showed that
\[ \Delta \mu_{d-4} \geq 0, \ d \geq 4. \] (1.7)
The A-theorem is obtained for \( d \to 4 \). Given these results, it is natural to conjecture that the higher order terms satisfy
\[ (-1)^k \Delta \mu_{d-2k} \geq 0. \] (1.8)
This would also imply the validity of A-theorems for all even \( d \) by setting \( 2k = d \). So far there is no proof of this conjecture.

\footnote{Being an IR fixed point, the theory contains irrelevant deformations, and the typical mass scale \( m \) acts as a UV cutoff for the IR effective theory.}
Our goal in this work is to analyze the $\Delta \mu_{d-2k}$ in theories with gravity duals. With this aim, we consider asymptotically AdS geometries that represent holographic RG flows. We will find that the Hamilton-Jacobi equation for the holographic EE as a function of the radius $R$ and a radial cutoff $\epsilon$ provides an efficient method for obtaining the $\mu_{d-2k}$. The null energy condition will then allow us to establish new inequalities of the form (1.8). We will obtain holographic expressions for $\mu_{d-4}$ and $\mu_{d-6}$, and will prove (1.8) for $k = 1, 2, 3$. The result for $k = 3$ is also conceptually important as it goes beyond current results based on strong subadditivity. It also gives further support for the conjecture (1.8) which, however, we will not be able to prove in general.

The work is structured as follows. In Sec. 2 we describe the holographic setup. In Sec. 3 we derive the Hamilton-Jacobi (HJ) equation for the holographic EE, we discuss properties of the large radius expansion, and we compare this with the linearized holographic RG. Secs. 4 and 5 contain the main results -- the expressions for $\mu_{d-2}, \mu_{d-4}, \mu_{d-6}$ and the associated inequalities. Finally, in Sec. 6 we present our conclusions and future directions. Additional explicit calculations that supplement the main text are given in the Appendices, where in particular we explore an alternative method based on solving the minimal surface equation and matching UV and IR approximations.

2 Holographic setup

In this work we consider QFTs that are described by a UV CFT at very short distances, and a different IR CFT at long distances. The two fixed points are connected by an RG flow. For concreteness, we can think that this RG flow is triggered by perturbing the UV CFT by a single relevant deformation,

$$ S = S_{\text{CFT,UV}} + \int d^d x \, g \, O(x), $$

(2.1)

where $O$ is a primary operator of dimension $\Delta < d$. The relevant coupling $g$ defines a mass scale typical for the RG, $m \sim g^{1/(d-\Delta)}$. Multiple relevant operators can also be added, and this will not change our analysis. We will probe the properties of the RG flow using the entanglement entropy for a spherical region of radius $R$. We will focus on QFTs that admit gravity duals, where the EE is calculated by the Ryu-Takayanagi (RT) formula [17–19]. Let us briefly describe this next.

2.1 Gravity dual

The holographic dual is taken as Einstein-Hilbert gravity coupled to a scalar field $\phi$ dual to the relevant operator $O$:

$$ S = \frac{1}{16\pi G_N^{(d+1)}} \int d^{d+1} x \, \sqrt{-\tilde{g}} \left( R^{(d+1)} - g^{MN} \partial_M \phi \partial_N \phi - V(\phi) \right) - \frac{1}{8\pi G_N^{(d+1)}} \int d^d x \, \sqrt{-\gamma} K. $$

(2.2)
Additional scalars are straightforward to include. In order to represent an arbitrary RG flow between two fixed points, the potential should have two critical points at $\phi_c$ such that $V(\phi_c) = -\frac{d(d-1)}{2\ell_c^2}$, where $c = UV, IR$ (see Figure 1). If $\phi = \phi_c$, the gravity solution is $AdS_{d+1}$ with radius $\ell_c$. We require that the matter sector satisfies the NEC. This energy condition has been used previously in the holographic proof of the irreversibility of the universal term in arbitrary dimensions [6–8]. Moreover it is the weakest of the most common local conditions [20].

The solution to the scalar wave equation in AdS has two decay modes near the asymptotic boundary: a source-type term, and the VEV-type term [21]. The relevant deformation (2.1) is dual to turning on a source in the asymptotic boundary. This perturbs $\phi$ away from $\phi_{UV}$, which will then evolve radially towards $\phi_{IR}$. The background that describes this (preserving Poincare symmetry in the boundary) can be parametrized as

$$ds^2 = \frac{\ell_{UV}^2}{z^2} \left( \frac{dz^2}{f(z)} - (dx^0)^2 + d\rho^2 + \rho^2 d\Omega_{d-2} \right), \quad \phi = \phi(z). \quad (2.3)$$

To proceed, we will only need the following properties. First, note that when $f(z) = 1$ for all $z$, this geometry recovers the $AdS_{d+1}$ spacetime with radius $\ell_{UV}$. For arbitrary $f(z)$ we only require that $f(z) \to 1$ near the asymptotic boundary $z \to 0$. On the other hand, at large $z$, $f \to (\ell_{UV}/\ell_{IR})^2$. Also, the NEC for the matter sector translates on the equations of motions to the monotonicity requirement $f'(z) > 0$. So in summary, the main properties of the scale factor are

$$1 \leq f(z) \leq \left( \frac{\ell_{UV}}{\ell_{IR}} \right)^2, \quad f'(z) \geq 0, \quad (2.4)$$

with $f'(z) = 0$ for $AdS_{d+1}$ spacetimes. See Appendix [A] for more details.
2.2 Holographic Entanglement Entropy

For an entangling region $\Sigma$ in a constant time slice, the holographic EE in asymptotically AdS spacetimes is given by the Ryu-Takayanagi prescription \[17,18\]

$$S = \min \frac{\text{Area}(\sigma)}{4G_N^{(d+1)}},$$  \hspace{1cm} (2.5)

where $\sigma$ is a codimension-2 hypersurface in the bulk, anchored on $\partial \Sigma$ and which minimizes the area; $G_N^{(d+1)}$ is the $(d + 1)$-dimensional Newton constant. This result was established in \[19\].

![Figure 2: Representation of the minimal surface $\sigma$ for a spherical region $\Sigma$ of radius $R$ anchored at $z = \epsilon$.](image)

To calculate the area of the minimal surface $\sigma$ we exploit the fact that the bulk metric (2.3) is diagonal and that the boundary is time independent and spherically symmetric. The minimal surface is a $(d - 1)$-hypersurface parametrized by $d - 2$ angular variables $\Omega_i$ and a radial function $\rho(z)$. See Figure 2 for a schematic representation. Thus, $S$ is given by

$$S = \gamma_d \int_{\epsilon}^{z_t} dz \frac{\rho(z)^{d-2}}{z^{d-1}} \sqrt{\left(\rho'(z)\right)^2 + \frac{1}{f(z)}}, \quad \gamma_d \equiv \frac{\text{Vol}(S^{d-2})}{4G_N^{(d+1)}} = \frac{2\pi}{\Gamma \left(\frac{d-1}{2}\right)} \frac{\ell_{\text{UV}}^{d-1}}{4G_N^{(d+1)}},$$  \hspace{1cm} (2.6)

where $\epsilon$ is a geometric cutoff that regulates the entropy, and $z_t$ is a bulk radial turning point.\[2\] The turning point $z_t$ arises at $\rho = 0$ as a consequence of spherical symmetry. The profile described by $\rho(z)$ has the boundary condition

$$\rho(\epsilon) = R.$$  \hspace{1cm} (2.7)

The turning point obeys

$$\rho(z_t) = 0, \quad \rho'(z_t) = -\infty.$$  \hspace{1cm} (2.8)

\[2\]The radial cutoff $\epsilon$, which preserves Poincare invariance, is dual to the $TT$ deformation in the UV CFT \[22\].
Note also that when the size of the entangling region $R \to 0$, the minimal surface collapses to a point, and this gives zero area,
\[
\lim_{R \to 0^+} S = 0.
\] (2.9)

We must evaluate $S$ on the profile $\rho(z)$ that minimizes the area. This is the solution for $\rho(z)$ given by the Euler-Lagrange equation for (2.6),
\[
\rho(z) z^{d-1} \sqrt{\rho'(z)^2 + \frac{1}{f(z)}} \frac{\rho'(z)}{z^{d-1} \sqrt{\rho'(z)^2 + \frac{1}{f(z)}}} - \frac{(d - 2)}{f(z)} = 0.
\] (2.10)

This is a non-linear second order ODE in $z$ for $\rho(z)$. It cannot be solved in closed form for a general metric $f(z)$ except for $d = 2$.

At large $R$, (2.10) can be solved approximately in the UV and IR regions, and then both expressions can be matched in some overlapping regime [9,10]. We will discuss this in Appendix B. But we will find it more convenient to apply the Hamilton-Jacobi method at large $R$, and we turn to this next.

3 Hamilton-Jacobi approach

The Hamilton-Jacobi method for a mechanical degree of freedom $q(t)$ gives an equation for its on-shell action $S$ as a function of initial data $q(t_0) = q_0$,
\[
- \frac{\partial S(q_0, t_0)}{\partial t_0} = H\left(q_0, p_0 = \frac{\partial S}{\partial q_0}, t_0\right),
\] (3.1)
with $H$ the Hamiltonian. It appears naturally in holography with the radius playing the role of time, and the on-shell gravity action giving the large $N$ partition function of the dual field theory. In this context, the HJ formulation is very convenient as it gives directly an equation for the on-shell action in terms of boundary data, without having to go through solving the bulk equations of motion. It has been applied extensively to the holographic RG, starting from [23], to Wilson loops [24] and to the entanglement entropy [25,26], among others.

3.1 Derivation

We begin by briefly reviewing how to obtain (3.1) for the holographic entropy (2.6), explaining some subtle points specific to our case.

The solution to the equation of motion (2.10) gives a function $\rho(z; \epsilon, R)$ that depends explicitly on the boundary data $\epsilon$ and $R$. Similarly, the on-shell entropy is a function $S = S(\epsilon, R)$. In general, the derivatives $\partial_\epsilon \rho$ and $\partial_\rho \rho$ are different. However, at $z = \epsilon$, we have $\rho(z = \epsilon; \epsilon, R) = R$. Since $R$ is independent of $\epsilon$, the total derivative $d\rho/d\epsilon = 0$ at $z = \epsilon$, and hence
\[
\left. \frac{\partial \rho}{\partial \epsilon}(z; \epsilon, R) \right|_{z=\epsilon} = - \left. \frac{\partial \rho}{\partial z}(z; \epsilon, R) \right|_{z=\epsilon}.
\] (3.2)
This relation is needed for the following derivation.

To proceed, we compute the variation $\partial_\epsilon S(\epsilon, R)$. This varies the endpoints as well as the integrand in (2.6), which on-shell depends on $\epsilon$. There is no contribution from varying the endpoint $z_t$, because the integrand vanishes at $z = z_t$. On the other hand, varying the integrand, imposing the equation of motion and integrating by parts, gives a purely boundary term. Using here (3.2) and combining with the contribution from the endpoint at $z = \epsilon$ obtains

$$\frac{\partial S}{\partial \epsilon} = -\gamma d \frac{\rho(z)^{d-2}}{f(z)} \frac{1}{z^{d-1}} \sqrt{(\partial_z \rho)^2 + \frac{1}{f(z)}} \Bigg|_{z=\epsilon}. \quad (3.3)$$

We recognize the right hand side as minus the Hamiltonian $H = L - \frac{\partial L}{\partial \rho'} \rho'$ at $z = \epsilon$.

To complete the derivation, we need the relation between the momentum conjugate to $\rho(z)$ and $\partial_R S$. A calculation very similar to the one just described gives

$$\frac{\partial S}{\partial R} = -\gamma d \frac{\rho(z)^{d-2}}{z^{d-1}} \frac{\partial_z \rho}{\sqrt{(\partial_z \rho)^2 + \frac{1}{f(z)}}} \Bigg|_{z=\epsilon}. \quad (3.4)$$

Using this equation to write $\partial_z \rho$ in terms of $\partial_R S$ and replacing into (3.3), we arrive at

$$\frac{\partial S}{\partial \epsilon} = -\frac{1}{f(\epsilon)^{1/2}} \sqrt{\left(\frac{\gamma d R^{d-2}}{e^{d-1}}\right)^2 - \left(\frac{\partial S}{\partial R}\right)^2}. \quad (3.5)$$

This is the desired HJ equation for the holographic entanglement entropy. It has to be solved in the domain $\epsilon \in (0, \infty)$, $R \in (0, \infty)$ and, recalling (2.9), the boundary condition is

$$S(\epsilon, R \rightarrow 0^+) = 0. \quad (3.6)$$

We will use it to solve directly for $S = S(\epsilon, R)$ without recourse to the equations of motion.

A conceptually important point is that, while originally $\epsilon$ was introduced as a very small and fixed geometric cutoff, in the HJ equation $\epsilon$ is varied in $0 < \epsilon < \infty$. This is very similar to what happens with the running Wilsonian cutoff, and is at the basis of the connection between the HJ equation and the holographic RG [23].

We will also use an equivalent form of (3.5),

$$f(\epsilon) \left(\frac{\partial S}{\partial \epsilon}\right)^2 + \left(\frac{\partial S}{\partial R}\right)^2 = \left(\frac{\gamma d R^{d-2}}{e^{d-1}}\right)^2. \quad (3.7)$$

This is an eikonal equation, and it would be interesting to explore potential connections with the bit thread formulation [27], something that we leave for future work.\(^3\)

\(^3\)A similar result for the gravitational action is interpreted as the WKB limit of the bulk Wheeler-de Witt equation [23,28].
3.2 Exact solution for pure AdS

It is in general not possible to solve explicitly the HJ equation (3.5) for arbitrary \( f(z) \), but we will shortly see that it can be easily solved in a large \( R \) expansion. Before turning to that, however, we will focus on the case of pure AdS\(_{d+1} \), \( f(z) = 1 \) for all \( z \), where an exact solution can be obtained.

We solve the equation by proposing that the entropy depends on the dimensionless combination \( y(\epsilon, R) = \sqrt{(\frac{R}{\epsilon})^2 + 1} \), \( S(\epsilon, R) = S(y(\epsilon, R)) \). For \( R = 0 \) there is no entanglement entropy in this new variable so the boundary condition (3.6) is written as

\[
S_{AdS}(y = 1) = 0. \tag{3.8}
\]

Now the new equation in one variable is integrable

\[
\frac{dS_{AdS}}{dy} = \gamma_d \left( y^2 - 1 \right)^{\frac{d-3}{2}}. \tag{3.9}
\]

Using the condition (3.8) we get the final result

\[
S_{AdS}(y) = \gamma_d \int_1^y dy \left( y^2 - 1 \right)^{\frac{d-3}{2}}. \tag{3.10}
\]

The result is the incomplete beta function

\[
S_{AdS}(y) = \gamma_d \int_{1/y}^1 d\omega \omega^{1-d} (1 - \omega^2)^{\frac{d-3}{2}}.
\]

(3.11)

The expansion in powers of \( \frac{\epsilon}{R} \) gives

\[
-\frac{1}{2} \frac{B\left( \frac{1}{1 + (\frac{R}{\epsilon})^2} : \frac{2 - d}{2} : \frac{d - 1}{2} \right)}{R^{d-2}} = \left( \frac{R}{\epsilon} \right)^{d-2} \left( \frac{1}{(d-2)} - \frac{1}{2(d-4)} \left( \frac{\epsilon}{R} \right)^2 + \ldots \right)
\]

\[
+ (-1)^{k+1} \frac{(2k-3)!!}{(2k-2)!!(d-2k)} \left( \frac{\epsilon}{R} \right)^{2(k-1)} + \ldots \tag{3.12}
\]

We recognize the structure (1.1), with

\[
\mu_{d-2k}^{UV, CFT} (\epsilon) = (-1)^{k+1} \frac{(2k-3)!!}{(2k-2)!!(d-2k)} \frac{1}{\epsilon^{d-2k}}. \tag{3.13}
\]

4This particular combination is actually \( z_t / \epsilon \) and is motivated by the solution using the Euler-Lagrange equation in Appendix [3] where it is clear that the surface that minimizes the area is a cut of a sphere of radius \( \sqrt{R^2 + \epsilon^2} \).

5The incomplete beta function \( B(x; a, b) = \int_0^x dt t^{a-1}(1 - t)^{b-1} \) for \( a, b > 0 \) and \( 0 \leq t \leq 1 \).
In particular, the logarithmic universal term is recovered for even $d = 2k$ recalling that
\begin{equation}
\frac{\Gamma(\frac{2-d}{2})\Gamma(\frac{d-1}{2})}{2\sqrt{\pi}} = \left(-1\right)^k \frac{(2k-3)!!}{(2k-2)!!} \frac{1}{(d-2k)} + \mathcal{O}\left((d-2k)\right),
\end{equation}
and
\begin{equation}
\lim_{d \rightarrow 2k} \frac{x^{(d-2k)} - 1}{(d-2k)^2} = \log(x).
\end{equation}

It is worth noting that these coefficients are different from the ones obtained in the original calculation [18]—except for the universal terms that are identical. This is due to a different radial cutoff: in [18], the integral starts at $z = \epsilon$, but the boundary condition is taken as $\rho(z = 0) = R$. In our case, we instead impose $\rho(z = \epsilon) = R$. One could view $\epsilon$ simply as a regulator, always taking $\epsilon \rightarrow 0$, and then we have just two different regularization schemes. However, in the HJ approach it is important that we vary $\epsilon$ over all scales in order to solve the HJ equation. So it is not necessarily the smallest scale in the problem. In fact, the EE with the cutoff procedure of [18] does not satisfy the HJ equation (3.7). We instead prefer to view the introduction of the Dirichlet wall at $z = \epsilon$ as a physical deformation of the boundary theory, akin to the $TT$ deformation [22].

### 3.3 Large $R$ expansion

We will now use the HJ equation to solve for the entropy in the large $R$ expansion. Let us first analyze some properties of this expansion.

The RG flow introduces some characteristic mass scale $m \sim g^{1/(d-\Delta)}$ (see (2.1)), which in the gravity side translates into the value of $z$ for which $f(z)$ starts to differ appreciably from the UV value $f(0) = 1$. At long distances, the theory flows to an IR fixed point; in gravity language, $f(z \rightarrow \infty) \sim \ell_{UV}^2/\ell_{IR}^2$. This regime is probed by the EE with radius $R \gg 1/m$. As reviewed in Sec. 1 near a fixed point the EE admits a geometric expansion
\begin{equation}
S(\epsilon, R) = \gamma_d \left( \mu_{d-2}(\epsilon) R^{d-2} + \mu_{d-4}(\epsilon) R^{d-4} + \mu_{d-6}(\epsilon) R^{d-6} + \ldots \right)
\end{equation}
\begin{equation}
= \gamma_d \left( \sum_{k=1}^{\lfloor d/2 \rfloor} R^{d-2k} \mu_{d-2k}(\epsilon) + \ldots \right).
\end{equation}

In the semiclassical bulk description, the leading contribution to the EE is proportional to $\gamma_d$, as in (2.6). To simplify the following formulas, we have made $\gamma_d$ explicit here in front of the large $R$ expansion. The coefficients $\mu_{d-2k}$ here then differ from their QFT counterparts (1.1) by this factor of $\gamma_d$.

The expansion is valid for positive integer powers of $R$. The terms that decay with $R$ (the ‘…’ in the last line) generically have non-integer powers; these are related to the specific dimensions of the leading irrelevant operators that control the approach to the IR fixed

---

6 In dual QFT variables, $\gamma_d \sim C_T$, the coefficient in the stress tensor two-point function. For instance, in $\mathcal{N} = 4$ $SU(N)$ super Yang-Mills, $\gamma_d \sim N^2$. 

---
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point. We will not consider such terms in this work; Refs. \[9,10\] studied them in holographic theories.

The entropy is dimensionless, so $\mu_{d-2k}$ has dimensions of $1/(\text{length})^{d-2k}$ to compensate. On dimensional grounds then, for a dimensionless function $\mu_{d-2k}$

$$\mu_{d-2k} = \frac{1}{\epsilon^{d-2k}} \hat{\mu}_{d-2k}(g\epsilon^{d-\Delta}).$$  \hspace{1cm} (3.17)

These expressions are not known in general; however, their parametric dependence may be understood near a fixed point using conformal perturbation theory. In particular, near the UV fixed point $\epsilon \ll g^{1/(d-\Delta)}$ we expect, up to order one constants,

$$\mu_{d-2k} \sim \frac{1}{\epsilon^{d-2k}} + \frac{1}{\epsilon^{d-2k}} (g^2 \epsilon^{2(d-\Delta)}) + \ldots + g^{\frac{d-2k}{2}} \epsilon^{d-\Delta}, \text{ for } \epsilon \ll g^{1/(d-\Delta)},$$  \hspace{1cm} (3.18)

where we used that the leading perturbation arises at order $g^2 \langle \mathcal{O}\mathcal{O} \rangle$. \[29\]

The first term is an ultraviolet divergence coming from the UV CFT. The simplest example is the divergent area term, but such divergences also afflict other terms in the geometric large $R$ expansion. The second term, on the other hand, is a consequence of the relevant perturbation. Recalling that $\Delta < d$, this term will diverge for $\epsilon \to 0$ in the window

$$\frac{d + 2k}{2} < \Delta < d.$$  \hspace{1cm} (3.19)

These divergences are familiar from renormalizable interactions in QFT. They may also be understood from the gravitational action induced by the QFT. We will instead restrict to

$$\Delta < \frac{d + 2k}{2},$$  \hspace{1cm} (3.20)

so that there are no UV divergences associated to the relevant perturbation. While the $\mu$’s are cutoff dependent, the difference $\Delta \mu_{d-2k}$ is finite as $\epsilon \to 0$,

$$\Delta \mu_{d-2k} \sim g^{\frac{d-2k}{d-\Delta}}.$$  \hspace{1cm} (3.21)

Therefore, by comparing the large radius expansion of the UV fixed point and of the theory with nontrivial RG flow we obtain physical (cut-off independent) entropy coefficients $\Delta \mu_{d-2k}$. They are a property of the continuum theory.\[7\] The inequalities below will refer to these coefficients.

Let us now obtain the differential equations for the coefficients $\mu_{d-2k}$. For this, we replace (3.16) into (3.5) and set to zero the coefficient multiplying each independent power $R^{d-2k}$.

\[7\] Instead of restricting $\Delta$ as in (3.20) there is another possibility. It was found in [11] that the strong subadditivity formulas also work if one compares the EE $S(K)$ to the entropy of the CFT plus appropriate ‘counterterms’ whose role is to cancel the UV divergences. However, this procedure in the gravity dual gives rise to expressions whose sign is not fully determined by the NEC. So we will not pursue this approach here.
Denoting $\epsilon \to z$ here, this gives linear differential equations $\mu'_{d-2k}(z)$ in terms of lower $\mu$'s. In particular, the first three are

$$\partial_z \mu_{d-2} = -\frac{1}{z^{d-1} f(z)^{1/2}}$$
$$\partial_z \mu_{d-4} = \frac{(d-2)^2}{2} \frac{z^{d-1}}{f(z)^{1/2}} \mu_{d-2}(z)^2$$
$$\partial_z \mu_{d-6} = \frac{(d-2)^4}{8} \frac{z^{3(d-1)}}{f(z)^{1/2}} \mu_{d-2}(z)^4 + (d-2)(d-4) \frac{z^{d-1}}{f(z)^{1/2}} \mu_{d-2}(z) \mu_{d-4}(z).$$

Therefore, the HJ equation in the large $R$ expansion gives first order equations that can be solved iteratively. The area coefficient $\mu_{d-2}$ is sourced by the inhomogeneous area term in the HJ equation, and the higher order coefficients are in turn sourced by a nontrivial $\mu_{d-2}$.

In Secs. 4 and 5 we will solve these equations and establish inequalities for the resulting solutions.

### 3.4 Linearized approximation

The Wilsonian RG can often be seen as an infinitesimal step in the exact RG and holographic RG equations. It is then interesting to consider a linearized version of the EE HJ equation in order to derive a flow interpretation. The connection with the RG was stressed in [25].

With this aim, let us consider the first step in the large radius expansion, writing

$$S(\epsilon, R) = \gamma_d \left( S_{\text{area}}(\epsilon, R) + \hat{S}(\epsilon, R) \right),$$

where $S_{\text{area}}$ cancels the inhomogenous right hand term in (3.7),

$$S_{\text{area}}(\epsilon, R) = R^{d-2} \int_\epsilon^\infty \frac{dz}{z^{d-1} f(z)^{1/2}} = R^{d-2} \mu_{d-2}(\epsilon).$$

The HJ equation for $\hat{S}$ then reads

$$-2 \frac{R^{d-2}}{\epsilon^{d-1}} f(\epsilon)^{1/2} \partial_\epsilon \hat{S} + \frac{2(d-2)}{R} S_{\text{area}} \partial_R \hat{S} + f(\epsilon) (\partial_\epsilon \hat{S})^2 + (\partial_R \hat{S})^2 = -\frac{(d-2)^2}{R^2} S_{\text{area}}^2.$$

This is still the complete HJ equation now for $\hat{S}$; it contains both linear and quadratic terms, and shows that $S_{\text{area}}$ acts like a source term for $\hat{S}$.

The idea now is to neglect the terms that are quadratic in derivatives of $\hat{S}$,

$$-2 \frac{R^{d-2}}{\epsilon^{d-1}} f(\epsilon)^{1/2} \partial_\epsilon \hat{S} + \frac{2(d-2)}{R} S_{\text{area}} \partial_R \hat{S} \approx -\frac{(d-2)^2}{R^2} S_{\text{area}}^2.$$

We will check the validity of this approximation shortly. This equation may be interpreted as a geometric flow equation for the EE, relating the change in cutoff to the geometric deformation $\partial_R \hat{S}$ and the area term.
The linear differential equation can be solved by the method of characteristics. The general solution is

\[
\hat{S}_{\text{ren}}(\epsilon, R) = -(d-2)^2 \int_{\epsilon}^{\infty} dv \frac{v^{d-1} \mu_{d-2}(v)^2}{f(v)^{1/2}} \left[ R^2 + 2(d-2) \int_{v}^{\epsilon} du \frac{v^{d-1}}{f(u)^{1/2}} \mu_{d-2}(u) \right]^{\frac{d-4}{2}} \\
+ G \left( \sqrt{R^2 + 2(d-2) \int_{\epsilon_0}^{\epsilon} dv \frac{v^{d-1}}{f(v)^{1/2}} \mu_{d-2}(v)} \right),
\]

(3.27)

where \( G(\eta) \) is some arbitrary function we should fix with boundary conditions, and \( \epsilon_0 \) comes from a choice of integration constant in the method.

In order to assess the validity of the linearized approximation, we expand \( \hat{S} \) at large \( R \) in terms of the \( \mu_{d-2p} \), and plug into (3.26). This gives ODEs term by term in the \( 1/R \) expansion; the first are

\[
-2z \sqrt{f(z)} \mu'_{d-4}(z) + (d-2)^2 z^d \mu_{d-2}(z)^2 = 0 \\
-2z \sqrt{f(z)} \mu'_{d-6}(z) + 2(d-4)(d-2)z^d \mu_{d-2}(z) \mu_{d-4}(z) = 0 \\
-2z \sqrt{f(z)} \mu'_{d-8}(z) + 2(d-6)(d-2)z^d \mu_{d-2}(z) \mu_{d-6}(z) = 0.
\]

(3.28)

As opposed to the full nonlinear ODEs for the \( \mu_{d-2p} \), these keep only terms that are linear in \( (\mu_{d-4}, \mu_{d-6}, \ldots) \).

Relating (3.22) and (3.28), we find that \( \mu_{d-4} \) is captured completely by the linearized approximation, while from the order \( \mu_{d-6} \) the linearized approximation fails. The quadratic terms that are neglected (3.26) turn out to be comparable to (3.28) beginning at \( O(R^{d-6}) \), and for this reason the linearized approximation is not useful for such non-universal terms. The equations (3.22) are still linear differential equations in the unknowns, and hence resemble RG beta functions for the entropy coefficients. But getting these right requires taking into account more nonlinear terms beyond the leading area contribution.

### 3.5 Sphere free energy

The large \( R \) expansion (3.16) must be modified for odd space-time dimensions \( d \) and has to include a term \( F(\epsilon) \),

\[
S(\epsilon, R) = \gamma_d \left( \mu_{d-2}(\epsilon) R^{d-2} + \mu_{d-4}(\epsilon) R^{d-4} + \mu_{d-6}(\epsilon) R^{d-6} + \ldots \right) + (-1)^{\frac{d-1}{2}} F(\epsilon).
\]

(3.29)

Inserting this new expansion in the Hamilton-Jacobi equation (3.7) gives

\[
F'(\epsilon) = 0,
\]

(3.30)

therefore \( F \) is a constant. In a CFT this is the constant term of the free energy of a \( d \) dimensional euclidean sphere [34,35].
The term $F$ can be fully determined at fixed points in our holographic context from the expression (3.11) for the entropy when $f(z)$ is constant. More precisely,

$$S^{\text{UV}} \supset \gamma d \frac{\Gamma\left(\frac{2-d}{2}\right)\Gamma\left(\frac{d-1}{2}\right)}{2\sqrt{\pi}}, \quad S^{\text{IR}} \supset \gamma d \left(\frac{\ell_{\text{IR}}}{\ell_{\text{UV}}}\right)^{d-1} \frac{\Gamma\left(\frac{2-d}{2}\right)\Gamma\left(\frac{d-1}{2}\right)}{2\sqrt{\pi}},$$

are the constant terms in the UV and IR expansions. This gives the inequality

$$\Delta F = F^{\text{IR}} - F^{\text{UV}} = \left(-1\right)^{\frac{d-1}{2}} \frac{\pi^{\frac{d-2}{2}}\Gamma\left(\frac{2-d}{2}\right)}{4G_N^{(d+1)}} \left(\ell_{\text{IR}}^{d-1} - \ell_{\text{UV}}^{d-1}\right) \leq 0 \quad \forall d \text{ odd},$$

because of $\ell_{\text{UV}} \geq \ell_{\text{IR}}$ as a consequence of the NEC (2.4) and the positivity of the prefactor for $d$ odd. This F-theorem was obtained by [7,8] in a holographic analysis for all $d$ odd and by [3,5] using QFT methods involving the SSA in $d = 3$. At the moment there is no QFT proof for F-theorems in $d > 3$ spacetime dimensions.

4 Analysis of the $R^{d-2}$ and $R^{d-4}$ terms

In this section we calculate the $\mu_{d-2}(z)$ and $\mu_{d-4}(z)$ terms in the large $R$ expansion of the EE. The area term has been calculated for holographic theories in [36] using a different method based on stress-tensor correlators; we will reproduce their result. The holographic result for $\mu_{d-4}(z)$ has not appeared in the literature, as far as we are aware.

For each coefficient we give expressions in terms of a single integral involving $f(z)$ that allow to prove the inequalities $\Delta \mu_{d-2} \leq 0$ and $\Delta \mu_{d-4} \geq 0$ for $\Delta \mu_{d-2k} = \mu_{d-2k} - \mu_{d-2k}^{\text{UV,CFT}}$ using the NEC (2.4). We will also rewrite these coefficients in a way that makes manifest the anomaly result when $d \to 2$ and $d \to 4$ respectively. This “anomaly oriented” procedure will also be useful for our analysis of $\Delta \mu_{d-6} \leq 0$ in Sec.5.

4.1 $\Delta \mu_{d-2}(z)$

The equation for $\mu_{d-2}(z)$ is

$$\mu'_{d-2}(z) = -\frac{1}{z^{d-1} f(z)^{1/2}}.$$ (4.1)

The integration constant should be independent of $R$, and $z$; moreover for $z = \epsilon \to 0$, this must reproduce the UV CFT expansion $\mu_{d-2}^{\text{UV,CFT}}(\epsilon) \sim \epsilon^{-(d-2)}$ [3.13]. Therefore, this integrates to

$$\mu_{d-2}(z) = \int_{\epsilon}^{\infty} \frac{dv}{v^{d-1} f(v)^{1/2}} > 0.$$ (4.2)

---

8The holographic value for $F$ matches with the universal term $a_d^* = \pi^\frac{d}{2} \left(\frac{\ell_d}{\ell_P}\right)^{d-1}$ defined in [7,8] via the identification $F = 2\pi a_d^* \ell_{d-1}^{d-1} = 8\pi G_N^{(d+1)}$ and recalling that $\left(-1\right)^{-\frac{d-1}{2}} \pi^{\frac{d-2}{2}} \Gamma\left(\frac{1}{2}\right) = \frac{1}{\Gamma\left(\frac{d}{2}\right)}$ due to the Euler’s reflection formula.

14
Subtracting the contribution of pure AdS, \( f(v) = 1 \), gives the inequality for the area term

\[
\Delta \mu_{d-2} = \int_z^\infty \frac{dv}{v^{d-1} f(v)^{1/2}} - \int_z^\infty \frac{dv}{v^{d-1}} \leq 0,
\]

(4.3)

because \( f(z) \geq 1 \) for all \( z \). The decrease of the area term coefficient along RG flows has been proved in QFT in [13,15]. The holographic calculation using stress-tensor correlators was carried out in [36]. Our HJ method is extremely simple and gives the same result.\(^9\)

In the limit \( d \to 2 \), (4.3) should reproduce the holographic C-theorem, and so it should only depend on UV and IR CFT quantities and not on the full RG flow. To exhibit this, we integrate by parts the \( 1/v^{d-1} \) factor,

\[
\mu_{d-2}(z) = \frac{1}{d-2} \frac{1}{z^{d-2} f(z)^{1/2}} - \frac{1}{2} \frac{1}{d-2} g_{d-2}(z),
\]

(4.4)

where we define

\[
g_{d-2}(z) \equiv \int_z^\infty \frac{dv}{v^{d-2}} f'(v) f(v)^{3/2} \geq 0.
\]

(4.5)

For future use, note that since \( \mu_{d-2}(z) > 0 \) for all \( z \),

\[
0 \leq g_{d-2}(z) < \frac{2}{z^{d-2} f(z)^{1/2}}.
\]

(4.6)

Finally, taking the limit \( z = \epsilon \to 0 \) and recalling that \( f(\epsilon) \to 1 \) and \( g_{d-2} = 0 \) for AdS,\(^10\)

\[
\Delta \mu_{d-2} = -\frac{1}{2} \frac{1}{d-2} g_{d-2}(0) \leq 0.
\]

(4.7)

When \( d \to 2 \), \( g_{d-2} \) becomes a total derivative and the logarithmic term in \( \Delta S \) is recovered,

\[
\frac{\Delta c}{3} = \frac{R d \Delta S}{dR} \bigg|_{R^{d-2}} = \gamma_2 \left( f(\infty)^{-1/2} - f(0)^{-1/2} \right) = \frac{\ell_{\text{IR}}}{2G_N^{(3)}} - \frac{\ell_{\text{UV}}}{2G_N^{(3)}} = \frac{c_{\text{IR}} - c_{\text{UV}}}{3} \leq 0,
\]

(4.8)

giving raise to the weak version of the holographic C-theorem. The central charge is identified via \( c = \frac{34}{2G_N^{(3)}} \) in \( d = 2 \) \[37\].

\(^9\)To match their result, the appropriate change of variables is \( A(r) = \log \left( \frac{\Delta r}{r} \right), A'(r) = \frac{\sqrt{f(z)}}{\ell_{\text{UV}}} \).

\(^{10}\)In general \( \Delta \mu_{d-2k} \) has potentially the most divergent contributions coming from terms that goe like \( g_{d-2k}(z) = \int_z^\infty \frac{dv}{v^{d-2k} f(v)^{1/2}} \) when \( z \to 0 \). However because \( f(z) = 1 + (\mu z)^{2(d-\Delta)} + ... \) in the UV limit \( A.10 \), the integrand for such contributions goes like \( \sim v^{d-2\Delta+2k-1} \). In the window \( \Delta < \frac{d+2k}{2} \) \[3.20\] the integrand decays slower than \( v^{-1} \) for \( v \to 0 \), so \( \Delta \mu_{d-2k} \) remains finite and cut-off independent when \( \epsilon \to 0 \) as discussed in Sec. 3.3.
4.2 $\Delta \mu_{d-4}(z)$

After the previous warm-up, we now move to the $R^{d-4}$ coefficient, for which there was no known holographic expression. Starting from the equation,

$$\mu'_{d-4}(z) = \frac{(d-2)^2}{2} \frac{z^{d-1}}{f(z)^{1/2}} \mu_{d-2}(z)^2,$$  \hspace{1cm} (4.9)

the solution integrates to

$$\mu_{d-4}(z) = -\frac{(d-2)^2}{2} \int \frac{dv}{v^{d-1} f(v)^{1/2}} \left( \int \frac{du}{u^{d-1} f(u)^{1/2}} \right)^2. \hspace{1cm} (4.10)$$

The expression (4.10) satisfies $\mu_{d-4} < 0$ for all $z$. Therefore, the NEC gives the following inequality,

$$\Delta \mu_{d-4}(z) = -\frac{(d-2)^2}{2} \left[ \int \frac{dv}{v^{d-1} f(v)^{1/2}} \left( \int \frac{du}{u^{d-1} f(u)^{1/2}} \right)^2 - \int \frac{dv}{v^{d-1} f(v)^{1/2}} \left( \int \frac{du}{u^{d-1} f(u)^{1/2}} \right)^2 \right] 
\geq 0.$$ \hspace{1cm} (4.11)

Indeed, the AdS contribution is explicitly larger than the one corresponding to the holographic RG flow, since $f(z) > 1$ is a monotonically increasing function.

Ref. [5] proved $\Delta \mu_{d-4} \leq 0$ in QFT using the strong subadditivity for multiple boosted spheres. Here we have obtained the same result for theories with gravity duals and the NEC, in the large $R$ expansion. It would be interesting to relate (4.10) to euclidean boundary correlators. This would help towards an euclidean proof of the A-theorem, with a corresponding sum rule.

Following what we did before for $\mu_{d-2}$, let us rewrite (4.11) in order to make the holographic A-theorem manifest when $d \to 4$. From (4.4), we have

$$\mu_{d-2}(z)^2 = \frac{1}{(d-2)^2} \frac{1}{z^{2(d-2)} f(z)^2} - \frac{g_{d-2}(z)}{4(d-2)^2} \left( \frac{4}{z^{d-2} f(z)^{1/2}} - g_{d-2}(z) \right). \hspace{1cm} (4.12)$$

Replacing into (4.9) and integrating,

$$\mu_{d-4}(z) = -\frac{1}{2} \int \frac{dv}{v^{d-3} f(v)^{3/2}} + \frac{1}{8} \int \frac{dv}{v^{d-4} f(v)^{1/2}} g_{d-2}(v) \left( \frac{4}{v^{d-2} f(v)^{1/2}} - g_{d-2}(v) \right). \hspace{1cm} (4.13)$$

Finally, integrating by parts with respect to $1/v^{d-3}$ in the first term, and defining

$$g_{d-4}(z) \equiv \int \frac{dv}{v^{d-4} f(v)^{5/2}} \geq 0,$$ \hspace{1cm} (4.14)
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we arrive at
\[
\mu_{d-4}(z) = -\frac{1}{2(d - 4)} z^{d-4} f(z)^{3/2} + \frac{3}{4(d - 4)} g_{d-4}(z) \\
\quad + \frac{1}{8} \int_z^\infty dv \, \frac{v^{d-1}}{f(v)^{1/2}} g_{d-2}(v) \left( \frac{4}{v^{d-2} f(v)^{1/2}} - g_{d-2}(v) \right) .
\] (4.15)

Note that from the integration by parts,
\[
\frac{1}{2} \int_z^\infty dv \, \frac{1}{v^{d-3} f(v)^{3/2}} = \frac{1}{d - 4} z^{d-4} f(z)^{3/2} - \frac{3}{2(d - 4)} g_{d-4}(z) \geq 0
\] (4.16)
we obtain the bound
\[
0 \leq g_{d-4}(z) < \frac{2}{3} z^{d-4} f(z)^{3/2} .
\] (4.17)

Finally setting \( z = \epsilon \to 0 \) and subtracting the pure AdS result, we obtain the desired inequality
\[
\Delta \mu_{d-4} = \frac{3}{4(d - 4)} g_{d-4}(0) + \frac{1}{8} \int_0^\infty dv \, \frac{v^{d-1}}{f(v)^{1/2}} g_{d-2}(v) \left( \frac{4}{v^{d-2} f(v)^{1/2}} - g_{d-2}(v) \right) \geq 0 .
\] (4.18)

The last term is positive semidefinite because of (4.16). It contributes by a finite amount to the entropy and depends on the full RG flow. In the window (3.20) for \( k = 2 \), this is finite for \( \epsilon \to 0 \) and hence we have a physical cut-off independent coefficient.

When \( d \to 4 \), \( g_{d-4} \) becomes a total derivative and the logarithmic term in \( \Delta S \) is recovered,
\[
-4 \Delta a = R \frac{d \Delta S}{d R} \bigg|_{R^{-4}} = \frac{\gamma_4}{2} \left( f(0)^{-\frac{3}{2}} - f(\infty)^{-\frac{3}{2}} \right) = - \frac{\pi \ell_{\text{IR}}^3}{2 G_N^{(5)}} + \frac{\pi \ell_{\text{UV}}^3}{2 G_N^{(5)}} = -4 (a_{\text{IR}} - a_{\text{UV}}) \geq 0 ,
\] (4.19)
where the \( a \)-anomaly is given by \( a = \frac{\pi \ell^3}{8 G_N^{(5)}} \) in \( d = 4 \). The extra terms in (4.18) contribute to the constant nonuniversal term when \( d \neq 4 \).

5 Beyond the SSA: the \( R^{d-6} \) term

In this section we give an integral expression of \( \mu_{d-6}(z) \) in terms of \( f(z) \) and provide a proof of the inequality \( \Delta \mu_{d-6} \leq 0 \) following an anomaly oriented procedure. This is the first term in the large \( R \) expansion whose RG flow is not constrained by the boosted strong subadditivity. Surprisingly, we find that the NEC in the large \( R \) expansion is sufficient to establish the inequality.

For the present case the equation is
\[
\mu'_{d-6}(z) = \frac{(d - 2)^4}{8} z^{3(d-1)} f(z)^{1/2} \mu^4_{d-2}(z) + (d - 2)(d - 4) \frac{z^{d-1}}{f(z)^{1/2}} \mu_{d-2}(z) \mu_{d-4}(z) .
\] (5.1)
Unlike what happens with the coefficients in Sec. 4, this is the first time there is a competition between two terms of opposite sign (because of (4.2) and (4.10)). Using (4.4) and (4.15), expanding the two terms in (5.1), and integrating,

\[\mu_{d-6}(z) = \int_z^\infty dv \left[ -\frac{1}{8} \frac{1}{v^{d-5}f(v)^{1/2}} + \frac{1}{4} \frac{v^3}{f(v)^2}g_{d-2}(v) - \frac{1}{16} \frac{v^{d+1}}{f(v)^{3/2}}g_{d-2}(v)^2 \
\quad - \frac{1}{128} \frac{v^{3(d-1)}}{f(v)^{1/2}}g_{d-2}(v) \left( \frac{4}{u^{d-2}f(u)^{1/2}} - g_{d-2}(u) \right)^2 \right] + \int_z^\infty dv \left[ \frac{1}{2} \frac{1}{v^{d-5}f(v)^{1/2}} - \frac{1}{4} \frac{v^3}{f(v)^2}g_{d-2}(v) - \frac{1}{2} \frac{v^{d-1}}{v^{d-2}f(v)^{1/2}} - g_{d-2}(v) \right] \times \left( \frac{3}{4}g_{d-4}(v) + \frac{(d-4)}{8} \int_v^\infty du \frac{u^{d-1}}{f(u)^{1/2}}g_{d-2}(u) \left( \frac{4}{u^{d-2}f(u)^{1/2}} - g_{d-2}(u) \right) \right] \right].

Adding up the first two terms arising from both integrals gives

\[\frac{3}{8} \int_z^\infty \frac{dv}{v^{d-5}f(v)^{1/2}} = \frac{3}{8(d-6)} \frac{1}{z^{d-6}f(z)^{5/2}} - \frac{15}{16(d-6)} g_{d-6}(z) > 0, \quad (5.3)\]

where

\[g_{d-6}(z) \equiv \int_z^\infty \frac{dv}{v^{d-6}f(v)^{1/2}}, \quad (5.4)\]

and because of (5.3)

\[0 \leq g_{d-6}(z) < \frac{2}{5} \frac{1}{z^{d-6}f(z)^{5/2}}. \quad (5.5)\]

Finally, we arrive at

\[\mu_{d-6}(z) = \frac{3}{8(d-6)} \frac{1}{z^{d-6}f(z)^{5/2}} - \frac{15}{16(d-6)} g_{d-6}(z) - \int_z^\infty dv \left[ \frac{1}{16} \frac{v^{d+1}}{f(v)^{3/2}}g_{d-2}(v)^2 \
\quad + \frac{1}{128} \frac{v^{3(d-1)}}{f(v)^{1/2}}g_{d-2}(v)^2 \left( \frac{4}{u^{d-2}f(u)^{1/2}} - g_{d-2}(u) \right)^2 + \frac{1}{2} \frac{v^{d-1}}{f(v)^{1/2}} \left( \frac{2}{u^{d-2}f(v)^{1/2}} - g_{d-2}(v) \right)^2 \right] \times \left( \frac{3}{4} g_{d-4}(v) + \frac{(d-4)}{8} \int_v^\infty du \frac{u^{d-1}}{f(u)^{1/2}}g_{d-2}(u) \left( \frac{4}{u^{d-2}f(u)^{1/2}} - g_{d-2}(u) \right) \right]. \quad (5.6)\]
Upon setting $z = \epsilon \to 0$, and subtracting the pure AdS contribution, we find

$$
\Delta \mu_{d-6} = -\frac{15}{16(d-6)} g_{d-6}(0) - \int_0^\infty dv \left[ \frac{1}{16} \frac{v^{d+1}}{f(v)^{3/2}} g_{d-2}(v)^2 + \frac{1}{128} \frac{v^{3(d-1)}}{f(v)^{1/2}} g_{d-2}^2(v) \right. \\
\times \left( \frac{4}{u^{d-2} f(u)^{1/2}} - g_{d-2}(u) \right)^2 + \frac{1}{2} \frac{v^{d-1}}{f(v)^{1/2}} \left( \frac{2}{v^{d-2} f(v)^{1/2}} - g_{d-2}(v) \right) \\
\times \left( \frac{3}{4} g_{d-4}(v) + \frac{(d-4)}{8} \int_v^\infty du \frac{u^{d-1}}{f(u)^{1/2}} g_{d-2}(u) \left( \frac{4}{u^{d-2} f(u)^{1/2}} - g_{d-2}(u) \right) \right]. \tag{5.7}
$$

Given (3.20), this is finite when $\epsilon \to 0$. From the inequalities (4.6) and (4.17), it satisfies the inequality

$$
\Delta \mu_{d-6} \leq 0. \tag{5.8}
$$

Therefore, we have found that the NEC implies the decrease of the $R^{d-6}$ term along holographic RG flows. Finally, when $d \to 6$ the function $g_{d-6}$ becomes a total derivative and the logarithmic term is recovered

$$
R^2 \frac{d \Delta S}{d R} \bigg|_{R^a-6} = \frac{3}{8} \gamma_6 \left( f(0)^{-\frac{3}{2}} - f(\infty)^{-\frac{3}{2}} \right) \leq 0. \tag{5.9}
$$

It would be interesting to translate (5.7) into stress tensor correlators. This expression already has the desired features of satisfying the inequality (5.8) and reproducing a sum rule for $d \to 6$. So it may provide hints towards an A-theorem for $d = 6$.

## 6 Conclusions and future directions

In this work we analyzed the coefficients $\Delta \mu_{d-2k}$ in the large radius expansion (1.1) of the EE for field theories with gravity duals. These coefficients are finite for RG flows triggered by operators with dimension $\Delta < \frac{d+2}{2}$. Unlike the universal $A$ and $F$ terms, the $\Delta \mu_{d-2k}$ contain information about the full RG flow connecting the UV and IR fixed points. Starting from the Ryu-Takayanagi formula, we derived a Hamilton-Jacobi equation (3.7) for the holographic EE $S(\epsilon, R)$. The cut off $\epsilon$ modifies the EE not just by cutting the integral, but also modifying the minimal surfaces, allowing $\epsilon$ to take any value. At large radius, the HJ equation reduces to first order differential equations for the $\mu_{d-2k}$, which are straightforward to solve. We derived explicit holographic results for $\mu_{d-2}, \mu_{d-4}, \mu_{d-6}$ and established the inequalities

$$
\Delta \mu_{d-2} \leq 0, \quad \Delta \mu_{d-4} \geq 0, \quad \Delta \mu_{d-6} \leq 0. \tag{6.1}
$$

The first two inequalities have been proved before for general QFTs using the boosted strong subadditivity (SSA). On the other hand, the inequality $\Delta \mu_{d-6} \leq 0$ is new and goes beyond the SSA.
Let us end by discussing future directions opened by these results. We have obtained integral expressions for $\Delta \mu_{d-4}$ and $\Delta \mu_{d-6}$ as a function of the metric scale factor. These expressions are a starting point for deriving expressions in terms of euclidean stress-tensor correlators. This would be interesting for different reasons. It could suggest a sum rule for the 4d A-theorem, generalizing the sum rule of $d = 2$ (which uses $\langle T^\mu_\mu(x) T^\nu_\nu(0) \rangle$) to $d = 4$. The $d = 6$ result in terms of stress-tensor correlators, on the other hand, may shed light on a possible A-theorem for that dimensionality.

Another important lesson is that the NEC together with a large radius expansion give rise to the inequality $\Delta \mu_{d-6} \leq 0$ that is stronger than current results using SSA. It would be very useful to translate this into quantum information conditions. It suggests thinking in terms of a large radius expansion in field theory.

Finally, it would be important to push the holographic analysis to the higher coefficients $\Delta \mu_{d-2k}$. Our results support the conjecture

$$(-1)^k \Delta \mu_{d-2k} \geq 0,$$

and it would be nice to prove this for theories with gravity duals. The analysis for $\Delta \mu_{d-8}$ and higher coefficients appears to be significantly more involved, possibly requiring new tools so that it can be made systematic.
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**A Gravity dual equations of motion**

The action for an arbitrary minimally coupled scalar field $\phi(z)$ in the bulk is

$$S = \frac{1}{16\pi G_N^{(d+1)}} \int d^d x \, dz \, \sqrt{-g} \left( R^{(d+1)} - g^{MN} \partial_M \phi \partial_N \phi - V(\phi) \right) - \frac{1}{8\pi G_N^{(d+1)}} \int d^d x \, \sqrt{\gamma} K. \quad (A.1)$$

Here we consider the Einstein-Hilbert action with the standard Gibbons-Hawking boundary term and some arbitrary potential $V(\phi)$ for the scalar field. The equations of motion are

$$R_{MN} - \frac{1}{2} g_{MN} R = \partial_M \phi \partial_N \phi - \frac{1}{2} g_{MN} \left[ (\partial_z \phi)^2 + V(\phi) \right], \quad (A.2)$$
and
\[ \frac{1}{\sqrt{-g}} \partial_M \left( \sqrt{-g} g^{MN} \partial_N \phi \right) - \frac{1}{2} \frac{dV}{d\phi} = 0. \]  
(A.3)

If the potential has a critical point \( \frac{dV}{d\phi}(\phi_c) = 0 \) with \( V(\phi_c) = -\frac{d(d-1)}{2\ell^2} \), then pure AdS\(_{d+1} \) with radius \( \ell_c \) is a solution in the class of (2.3) for the equations of motion with
\[ f(z) = \left( \frac{\ell_{UV}}{\ell_c} \right)^2, \quad \phi(z) = \phi_c \quad \forall z. \]  
(A.4)

Replacing the metric (2.3) in the equations of motion (A.2) and (A.3) and combining them yields two coupled nonlinear ODEs in \( z \)
\[ \phi''(z) - \left( \frac{d-1}{z} - \frac{f'(z)}{2f(z)} \right) \phi'(z) - \frac{\ell_{UV}^2}{2z^2 f(z)} \frac{dV(\phi)}{d\phi} = 0, \]  
(A.5)
\[ \frac{d-1}{z} \frac{f'(z)}{f(z)} = 2\phi'(z)^2. \]  
(A.6)

These equations cannot be solved in closed form for a general potential in arbitrary \( d \), but notable features emerge after expanding the solutions near the critical points. Around the UV fixed point the bulk potential can be expanded as
\[ V(\phi) \approx -\frac{d(d-1)}{2\ell_{UV}^2} + m^2 \phi^2 + \ldots, \]  
(A.7)
so that the equations of motion can be solved order by order. To begin with, at zeroth order \( f(z) = 1 \) for all \( z \) and
\[ \phi(z) \approx \phi_{UV} z^{d-\Delta} + \phi_{\Delta} z^\Delta \quad z \to 0, \quad m^2 \ell_{UV}^2 = \Delta(\Delta - d), \]  
(A.8)
solves (A.5). The constant \( \phi_{\Delta} \) corresponds to the normalizable fall-off and it is proportional to the vacuum expectation value (VEV) of the field which is set to zero; \( \phi_{UV} \) is dual to the source of the relevant boundary operator \( \mathcal{O} \) of conformal dimension \( \Delta \) and so the mass is tachyonic, viz. \( m^2 = \Delta(\Delta - d) < 0 \). This explains why the UV is a local maximum in Figure 1. Subsequently equation (A.6) can be integrated using \( f(0) = 1 \),
\[ f(z) \approx 1 + \frac{d - \Delta}{d - 1} \phi_{UV} z^{2(d-\Delta)}. \]  
(A.9)

A similar procedure can be followed around the IR fixed point. The limit \( z \to \infty \) corresponds to the IR asymptotic region where \( \phi(z \to \infty) = \phi_{IR} z^{d-\Delta} \). The irrelevant boundary operator \( \mathcal{O} \) has conformal dimension \( \tilde{\Delta} \) with \( d - \tilde{\Delta} < 0 \). The zeroth order in \( f(z) \) is given by \( f(\infty) = \ell_{UV}^2 / \ell_{IR}^2 \). This analysis justifies the following generic expansion for \( f(z) \)
\[ f(z) \approx \begin{cases} 1 + (\mu z)^{2\alpha} + \ldots & z \to 0 \quad \text{(UV)} \vspace{1ex} \\ \frac{\ell_{UV}^2}{\ell_{IR}^2} \left( 1 - \frac{(\mu z)^{2\alpha}}{(\mu z)^{2\alpha}} \right) + \ldots & z \to \infty \quad \text{(IR)} \end{cases}, \]  
(A.10)

\[ ^{11} \text{For the metric (2.3) we find } R_{zz} = \frac{d^2-2^d}{z^2 f(z)} \text{ and } R_{\mu\nu} = \eta_{\mu\nu} \left( -\frac{2^d}{z^2} \right). \]
where $\alpha = d - \Delta$ and $\tilde{\alpha} = \tilde{\Delta} - d$ are both positive. The constants $\mu$ and $\tilde{\mu}$ are mass scales fixed by potential’s couplings, $\phi_{UV}$ and $\phi_{IR}$ respectively. These mass scales define the UV and IR regimes when $\mu z \ll 1$ and $\tilde{\mu} z \gg 1$.

In General Relativity it is common to impose constraints to the matter content in order to discard non physical solutions. This is the case for the singularity theorems [38]. Among the standard pointwise energy conditions the Null Energy Condition (NEC) is the weakest one. It states that $T_{MN} \eta^M \eta^N \geq 0$ for any null vector $\eta^M = (\eta^z, \eta^0, \vec{\eta})$. Using the metric (2.3) any null vector is constrained by

$$0 = g_{MN} \eta^M \eta^N \implies (\eta^0)^2 = \frac{1}{f(z)} (\eta^z)^2 + (\vec{\eta})^2.$$  \hfill (A.11)

Given the contraction

$$T_{MN} \eta^M \eta^N = \frac{\ell_{UV}^2}{z^2} \left( \frac{1}{f(z)} (T_z^z \eta^z)^2 - T_0^0 (\eta^0)^2 + T_i^i (\vec{\eta})^2 \right) = \frac{\ell_{UV}^2}{z^2} \left( \frac{1}{f(z)} (T_z^z - T_0^0)(\eta^z)^2 + (T_i^i - T_0^0)(\vec{\eta})^2 \right),$$  \hfill (A.12)

then, $T_z^z - T_0^0 \geq 0$. Moreover, using Einstein’s equations

$$T_z^z - T_0^0 = R_z^z - R_0^0 = \frac{z^2}{\ell_{UV}^2} (f(z) R_{zz} + R_{00}) = (d - 1) \frac{z f'(z)}{2 \ell_{UV}^2} \geq 0 \implies f'(z) \geq 0.$$  \hfill (A.13)

Since for arbitrary holographic RG flows $f(0) = 1$ and $f(\infty) = (\ell_{UV}/\ell_{IR})^2$, the NEC implies

$$1 \leq f(z) \leq \left( \frac{\ell_{UV}}{\ell_{IR}} \right)^2, \quad 0 \leq f'(z).$$  \hfill (A.14)

### B Euler-Lagrange approach

In the main part of the work we calculated explicitly the large radius expansion of the holographic EE using the Hamilton-Jacobi equation. Here we will show how the same results can be derived by solving the equation of motion (2.10) that results from extremizing the area, and evaluating it on-shell. We reproduce the equation here for convenience,

$$\rho(z) z^{d-1} \sqrt{\rho'(z)^2 + \frac{1}{f(z)}} \partial_z \left( \frac{\rho'(z)}{z^{d-1} \sqrt{\rho'(z)^2 + \frac{1}{f(z)}}} \right) - \frac{(d - 2)}{f(z)} = 0.$$  \hfill (B.1)

The Hamilton Jacobi approach is more direct; on the other hand, solving the Euler Lagrange equations gives a better understanding of the geometry of the minimal surface. So both methods are complementary. We start with the simpler cases of AdS and $d = 2$. Then we pass to the general case and study the large $R$ expansion.
B.1 Simpler cases

B.1.1 Pure AdS

This is the case where \( f(z) \) is constant for all \( z \) and there is no RG flow. If we start with the UV theory, then \( f(z) = 1 \) and the solution to the equation (2.10) is simply

\[
\rho_{\text{UV}}(z) = \sqrt{z^2_t - z^2}. \tag{B.2}
\]

It satisfies the boundary conditions if

\[
z_{\text{UV}}^t = \sqrt{R^2 + \epsilon^2}. \tag{B.3}
\]

The minimal surface is a hemisphere centered at \( z = \rho = 0 \), with radius \( z_{\text{UV}}^t \). This is the radius at \( z = 0 \), which is different than the size \( R \) of the entangling region at \( z = \epsilon \).

Similarly, in the IR theory, \( f(z) = \ell_{\text{UV}}^2 / \ell_{\text{IR}}^2 \) and the solution reads

\[
\rho_{\text{IR}}(z) = \frac{\ell_{\text{IR}}}{\ell_{\text{UV}}} \sqrt{z^2_t - z^2}. \tag{B.4}
\]

In this case the boundary conditions imply that

\[
z_{\text{IR}}^t = \sqrt{\frac{\ell_{\text{UV}}^2}{\ell_{\text{IR}}^2} R^2 + \epsilon^2}. \tag{B.5}
\]

These solutions are valid for all \( d \).

Evaluating the UV solution (B.2) in the holographic EE formula (2.6) we reobtain the solution (3.11)

\[
S_{\text{UV}} = \gamma_d \int_{\epsilon/z_{\text{UV}}^t}^1 d\omega \omega^{-d}(1 - \omega^2)^{-\frac{d-3}{2}}. \tag{B.6}
\]

B.1.2 Two dimensional case and c-theorem

When \( d = 2 \) the \( \rho(z) \) dependence disappears in the equation (B.1) leaving an equation involving just \( \rho'(z) \) and \( \rho''(z) \). Therefore the variational problem contains a conserved quantity and the solution can be written as

\[
\rho(z) = R - \int^z \frac{dz}{f(z)^{1/2} \sqrt{(z_t/z)^2 - 1}}. \tag{B.7}
\]

The turning point is fixed by

\[
\rho(z_t) = 0 \implies R = \int^z \frac{dz}{f(z)^{1/2} \sqrt{(z_t/z)^2 - 1}}. \tag{B.8}
\]
As a consequence of the NEC (2.4), \( f(z) \geq 1 \), so for an arbitrary \( z_t \)

\[
R \leq \int_{\epsilon}^{z_t} dz \frac{1}{\sqrt{(z_t/z)^2 - 1}} = \sqrt{z_t^2 - \epsilon^2}.
\]  
(B.9)

From (B.3), \( R = \sqrt{\left(z_{t}^{\text{UV}}\right)^2 - \epsilon^2} \), so (B.9) implies \( z_{t}^{\text{UV}} \leq z_t \). Similarly, because \( f(z) \leq \left(\frac{\ell_{\text{UV}}}{\ell_{\text{IR}}}\right)^2 \), we have \( z_t \leq z_{t}^{\text{IR}} \). The combined inequalities give

\[
z_{t}^{\text{UV}} \leq z_t \leq z_{t}^{\text{IR}}.
\]  
(B.10)

The first derivative of \( S \) with respect to \( R \) can be written as an expression in terms \( \rho(z) \) evaluated at the cut-off \( \epsilon \), see (3.4). In particular for \( d = 2 \),

\[
R \frac{dS}{dR} = \gamma_2 \frac{R}{z_t}.
\]  
(B.11)

This defines a running \( c \)-function by comparing (B.11) between the UV fixed point and the holographic flow,

\[
\frac{\Delta c}{3} = c(R) - \frac{c_{\text{UV}}(R)}{3} = R \frac{dS}{dR} - R \frac{dS_{\text{UV}}}{dR} = \gamma_2 R \left( \frac{1}{z_t} - \frac{1}{z_{t}^{\text{UV}}} \right) \leq 0.
\]  
(B.12)

In the large \( R \) limit, \( z_t \approx \frac{\ell_{\text{UV}}}{\ell_{\text{IR}}} R \) and the expression extracts the universal coefficient in \( d = 2 \)

\[
\frac{\Delta c}{3} = R \frac{d\Delta S}{dR} \bigg|_{\tilde{\mu}R \gg 1} = \frac{\ell_{\text{UV}}}{2G_N^{(3)}} - \frac{\ell_{\text{IR}}}{2G_N^{(3)}} = \frac{(c_{\text{IR}} - c_{\text{UV}})}{3} \leq 0,
\]  
(B.13)

where we identify the holographic central charge \( c = \frac{3}{2G_N^{(3)}} \). Eqs. (B.12) and (B.13) give a holographic proof of the irreversibility theorem in \( d = 2 \) [2,6,7].

### B.2 Larger dimensions

For dimensions \( d > 2 \) the variational problem associated to (B.1) does not have a conserved quantity, and the equation of motion cannot be solved analytically for arbitrary \( f(z) \). Instead, we will follow a matching procedure similar to what was originally done by [9,10].

The idea is to write two different expansions for \( \rho(z) \). The first expansion is written in powers of \( R \) in the large \( R \) limit, where each coefficient depends on \( z \) (Section B.2.1). This expansion is valid near \( z = 0 \) but it is not suitable near the turning point \( z_t \), so all coefficients in the expansion have an unknown parameter. The second expansion is written in powers of the IR mass scale \( \tilde{\mu} \). We refer to this as the large \( z \) expansion (Section B.2.2). There we can impose the turning point boundary condition but not \( \rho(\epsilon) = R \). In the limit where \( R \) and \( z \) are both large, both expansions overlap and this allows to fix the unknown parameters (Section B.2.3). In Fig. 3, we depict a schematic profile for \( \rho(z) \) including all the scales present, and the overlap range.
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Figure 3: Different approximations for the profile $\rho(z)$ of the minimal surface including all the scales present in the problem. The exact solution of $\rho(z)$, which is unknown for $d > 2$, is depicted in broad plot with turning point $z_t$. In long dashed lines there is a schematic plot of the large $R$ expansion (B.31) and in short dashed lines there is an schematic plot of the large $z$ expansion (B.26) to order $z^{−10}$. The UV is defined for $\epsilon < z < \mu^{-1}$, where $\epsilon$ is an UV cut-off and $\mu$ an UV energy scale; the IR is defined for $\bar{\mu} < z$ where, $\bar{\mu}$ is an IR energy scale. The matching procedure is done when $z$ is between $\bar{\mu}^{-1} < z < R$, where $R$ is the sphere’s radius of the spatial region at the boundary.

B.2.1 Large $R$ expansion

For the large $R$ expansion, let us begin proposing

$$\rho(z, R) = R - \frac{\rho_1(z)}{Ra}.$$  \hspace{1cm} (B.14)

This ansatz satisfies the UV boundary condition if $\rho_1(\epsilon) = 0$. The minus sign is explicitly chosen because we expect $\rho$ to decrease with $z$ as depicted in Figure 2. The linearized equation of motion \cite{B.1} for $\rho_1(z)$ is

$$\frac{z^{d-1}}{\sqrt{f(z)}} \left( \frac{\sqrt{f(z)}}{z^{d-1}} \rho'_1(z) \right)' = -\frac{(d-2)}{f(z)} R^{a-1}. \hspace{1cm} (B.15)$$

To satisfy that $\rho_1(z)$ is independent from $R$ we need $a = 1$. The equation can be integrated to obtain the first correction

$$\rho_1(z) = b_1 \int_{\epsilon}^{z} du \frac{u^{d-1}}{\sqrt{f(u)}} + (d-2) \int_{\epsilon}^{\infty} du \frac{u^{d-1}}{\sqrt{f(u)}} \int_{u}^{\infty} dv \frac{1}{\sqrt{v^{d-1}} \sqrt{f(v)}}. \hspace{1cm} (B.16)$$

The ansatz (B.14) is valid for $\frac{\rho_1(z)}{R^a} \ll 1$. Here $b_1$ an arbitrary constant that multiplies the homogeneous solution. This reflects the fact that we cannot impose the IR boundary condition $\rho(z_t) = 0$ in this expansion.
The next corrections involve higher odd powers of $1/R$. The general solution also includes non-integer powers of $1/R$ that satisfy the homogeneous equation without source. These terms contribute nonlocal corrections to the EE that go to zero at large $R$, so we will not focus on them. In summary, we have

$$\rho(z) = R - \frac{\rho_1(z)}{R} - \frac{\rho_3(z)}{R^3} - \ldots - \frac{\rho_\nu(z)}{R^\nu} - \ldots.$$  \hspace{1cm} (B.17)

Expanding the Euler-Lagrange equation in $1/R$ gives equations for each $\rho_n$,

$$\frac{z^{d-1}}{\sqrt{f(z)}} \left( \frac{\sqrt{f(z)}}{z^{d-1}} \rho_n'(z) \right)' = s_n(z),$$  \hspace{1cm} (B.18)

where $s_n(z)$ is a source term for $\rho_n(z)$, which depends on $\rho_m(z)$ with $m < n$. The first values for the sources are

$$s_1(z) = -\frac{(d-2)}{f(z)}; \quad s_3(z) = -\rho_1(z)\frac{(d-2)}{f(z)} - (d-2)\rho_1'(z)^2 + \frac{(d-1)}{z}f(z)\rho_1'(z)^3.$$  \hspace{1cm} (B.19)

Integrating (B.18) gives the solutions

$$\rho_n(z) = b_n \int_\epsilon^z du \frac{u^{d-1}}{\sqrt{f(u)}} - \int_\epsilon^z du \frac{u^{d-1}}{\sqrt{f(u)}} \int_u^\infty dv \frac{\sqrt{f(v)}}{v^{d-1}} s_n(z),$$  \hspace{1cm} (B.20)

with the $b_n$ undetermined at this stage.

**B.2.2 Large $z$ expansion**

Now we look for approximate solutions of the Euler-Lagrange equation in the IR regime $\tilde{\mu}z \gg 1$. Since $z < z_t$, in this limit we have $\tilde{\mu}z \gg 1$. In the IR zone we expect the solution to be similar to the pure AdS$_{d+1}$ solution. We add a correction $\sigma_1$ that should be suppressed by powers of $\tilde{\mu}z$,

$$\rho(z) = \frac{\ell_{IR}}{\ell_{UV}} \sqrt{z_0^2 - z^2} + \frac{\ell_{IR}}{\ell_{UV}} \sigma_1(z),$$  \hspace{1cm} (B.21)

for some constant $z_0$.

In the strict IR limit $z_0 = z_t^{IR}$ as discussed in (B.4). Using the IR approximation (A.10) of $f(z)$ in (B.1), the linearized equation for the correction becomes

$$\sqrt{z_0^2 - z^2} \left((d-2+\tilde{\alpha})z_0^2 z - (\tilde{\alpha} - 1)z^3\right) \frac{1}{(\tilde{\mu}z)^{2\tilde{\alpha}}} = \sigma_1(z)(d-2)z_0^2 z + \sigma_1'(z) \left(2z^4 + (d-3)z_0^2 z^2 - (d-1)z_0^4\right) + \sigma_1''(z) \left(z^5 + z_0^4 z - 2z_0^3 z^2\right).$$  \hspace{1cm} (B.22)

The solution to this equation is an integral involving hypergeometric functions, but the exact expression is not illuminating. However, we only need the solution at large $R$, which simplifies as we describe next.
The first thing we learn from this equation is that \( \sigma_1(z) \) is suppressed by \((\hat{\mu} z)^{-2\hat{\alpha}}\). The value of \( z_t \) can be obtained at this order of approximation from the IR condition \( \rho(z_t) = 0 \),

\[
z_0^2 = z_t^2 + \sigma_1^2(z_t).
\]

(B.23)

Thus, \( z_0 \sim z_t \) plus corrections of order \((\hat{\mu} z_t)^{-2\hat{\alpha}}\). From the pure AdS\(_{d+1}\) case we expect the turning point to be of order \( z_t \sim R \); we will check this self-consistently after finding the solution for \( \rho(z) \). Since we want to match (B.17) with (B.21) we need to expand (B.21) in the large \( z_0 \) limit. The large \( z_0 \) expansion applied to (B.22) gives a linear equation for \( \sigma_1(z) \) at order \( z_t^{-1} \)

\[
\frac{z}{z_0} \left( d - 2 + \hat{\alpha} \right) = -(d - 1)\sigma_1'(z) + z \sigma_1''(z),
\]

with solution\(^{12}\)

\[
\sigma_1(z) = c_0 + \frac{z^2}{2z_0 (\hat{\mu} z)^{2\hat{\alpha}}} \left( \frac{1}{(\hat{\alpha} + d - 2)} - (2\hat{\alpha} + d - 2) + O \left( \frac{1}{z_0^2} \right) \right).
\]

(B.25)

Replacing this solution into (B.21) and expanding the square root, we find the double expansion in \( z \) and \( z_0 \) we were looking for

\[
\rho(z) = \frac{\ell_{IR}}{\ell_{UV} z_0} - \frac{\ell_{IR}}{\ell_{UV} 2 z_0} \left( 1 - \frac{1}{(\hat{\mu} z)^{2\hat{\alpha}}} - \frac{2}{(\hat{\alpha} + d - 2)} + \ldots \right) + c_0 + \ldots.
\]

(B.26)

The first ‘\ldots’ refers to additional subleading powers of \((\hat{\mu} z)^{2\hat{\alpha}}\) whereas the second ‘\ldots’ refers to additional subleading powers of \(1/z_0\). Both terms receive extra contributions if we consider higher corrections in (B.21).

B.2.3 Matching the expansions

The \( \rho_n \) corrections (B.20) have \( b_n \) as unspecified parameters. To obtain their values we need information from the IR region. For such reason we expand the integrals in (B.20) for \( \hat{\mu} z \gg 1 \) using \( f(z) \) (A.10) in the IR zone. The idea is to get an expression that looks like (B.26) in order to extract \( b_n \).

The first correction (B.16) has two terms. To expand the first term, we split the integral introducing an arbitrary value \( Z \) in the IR zone \( \hat{\mu} Z \gg 1 \), so that in the interval \((z, Z)\) the IR approximation is valid. The result is independent of \( Z \) up to order \((\hat{\mu} Z)^{-2\hat{\alpha}}\), so we opt to consider the limit when \( Z \to \infty \). Namely,

\[
\int_{\epsilon}^{z} du \frac{u^{d-1}}{\sqrt{f(u)}} \approx \int_{\epsilon}^{Z} du \frac{u^{d-1}}{\sqrt{f(u)}} + \frac{\ell_{IR}}{\ell_{UV}} \int_{Z}^{z} du \frac{u^{d-1}}{\sqrt{f(u)}} \left( 1 + \frac{1}{2} (\hat{\mu} u)^{-2\hat{\alpha}} + \ldots \right),
\]

\[
= \tilde{\Sigma} + z^d \frac{\ell_{IR}}{d \ell_{UV}} \left( 1 + \frac{1}{(\hat{\mu} z)^{2\hat{\alpha}}} \frac{d}{2(d - 2\hat{\alpha})} + \ldots \right),
\]

(B.27)

\(^{12}\)We do not consider the homogeneous solution \( \sigma_1^{\text{hom}}(z) \) since the corresponding matching expression is only related with the non integer powers of \( R \).
where $\tilde{\Sigma}$ is defined as
\[
\tilde{\Sigma} = \lim_{\ell \to \infty} \int_{\epsilon}^{Z} du \frac{u^{d-1}}{\sqrt{f(u)}} - Z^d \ell_{IR} \left( 1 + \frac{1}{(\tilde{\mu}Z)^{2\alpha}} \frac{d}{2(d-2\alpha)} + \ldots \right). \tag{B.28}
\]

We use the same method for the second term expansion
\[
-(d-2) \int_{\epsilon}^{Z} du \frac{u^{d-1}}{\sqrt{f(u)}} \int_{\infty}^{u} dv \frac{1}{v^{d-1} \sqrt{f(v)}} \approx -(d-2) \int_{\epsilon}^{Z} du \frac{u^{d-1}}{\sqrt{f(u)}} \int_{\infty}^{Z} dv \frac{1}{v^{d-1} \sqrt{f(v)}} \\
\quad + (d-2) \ell_{IR} \ell_{UV} \int_{Z}^{\infty} du u^{d-1} \left( 1 + \frac{1}{2(\tilde{\mu}u)^{2\alpha}} \right) \times \\
\quad \times \int_{\infty}^{u} dv v^{1-d} \left( 1 + \frac{1}{2(\tilde{\mu}v)^{2\alpha}} \right) \\
= \tilde{\Gamma} + \frac{\ell_{IR}^2}{\ell_{UV}^2} \frac{z^2}{2} \left( 1 - \frac{1}{(\tilde{\mu}z)^{2\alpha}} \frac{(\tilde{\alpha} + d - 2)}{(\tilde{\alpha} - 1)(2\tilde{\alpha} + d - 2)} + \ldots \right), \tag{B.29}
\]

where $\tilde{\Gamma}$ is defined as
\[
\tilde{\Gamma} = \lim_{Z \to \infty} \left[ -(d-2) \int_{\epsilon}^{Z} du \frac{u^{d-1}}{\sqrt{f(u)}} \int_{\infty}^{Z} dv \frac{1}{v^{d-1} \sqrt{f(v)}} \right] \\
- \left[ \frac{\ell_{IR}^2}{\ell_{UV}^2} \frac{Z^2}{2} \left( 1 - \frac{1}{(\tilde{\mu}Z)^{2\alpha}} \frac{(\tilde{\alpha} + d - 2)}{(\tilde{\alpha} - 1)(2\tilde{\alpha} + d - 2)} + \ldots \right) \right]. \tag{B.30}
\]

As a result, the following double expansion holds for $\rho(z)$,
\[
\rho(z) = R - \frac{1}{R} \left[ b_1 \tilde{\Sigma} + \tilde{\Gamma} + \frac{\ell_{IR}^2}{\ell_{UV}^2} \frac{z^2}{2} \left( 1 - \frac{1}{(\tilde{\mu}z)^{2\alpha}} \frac{(\tilde{\alpha} + d - 2)}{(\tilde{\alpha} - 1)(2\tilde{\alpha} + d - 2)} + \ldots \right) \right] \\
+ b_1 \frac{\ell_{IR} z^d}{\ell_{UV} d} \left( 1 + \frac{1}{(\tilde{\mu}z)^{2\alpha}} \frac{d}{2(d-2\alpha)} + \ldots \right) + \ldots. \tag{B.31}
\]

Now that we have both expansions (B.31) and (B.26) in the same form we can match the coefficients in them,
\[
R = \frac{\ell_{IR}}{\ell_{UV}} z_0, \quad b_1 = 0, \quad c_0 = \frac{-\tilde{\Gamma}}{R}. \tag{B.32}
\]

It is important to observe in (B.31) that the correction with the first power of $R$ has two terms that go like $z^2$ and $z^d$. The unknown parameter $b_1$ is the coefficient of the term $\frac{z^d}{R}$. A similar scenario occurs when higher orders are considered in the expansion. In that case $\rho(z)$ looks like
\[
\rho(z) = R - \frac{\ell_{IR} z^d}{\ell_{UV} d} \left( b_1 \frac{R}{R^3} + \ldots \right) - d_2 \frac{z^2}{R} - d_3 \frac{z^4}{R^3} - \ldots. \tag{B.33}
\]
for some coefficients $d_{2k}$. Then (B.33) suggests that the $b_n$ coefficients must be identified by looking at the terms $\sim z^d/R^n$ in the large $z$ expansion of $\rho(z)$ (B.21). Since $\sigma_1(z)$ is of order $(\tilde{\mu}z)^{-2\tilde{\alpha}}$ only the square root term might contribute to $b_n$. Its expansion for large $z$ is

$$
\frac{\ell_{IR}}{\ell_{UV}} \sqrt{z_0^2 - z^2} = \frac{\ell_{IR}}{\ell_{UV}} \sum_{k=0}^{\infty} \frac{(1/2)_k}{k!} (-1)^k \frac{z^{2k}}{z_0^{2k-1}}.
$$

Finally,

$$
b_n = \begin{cases} 
0 & n \neq d - 1 \\
-d(-1)^{d/2}(d/2)^{d-1} & n = d - 1 \text{ & } d = \text{even}.
\end{cases}
$$

To make computations shorter, we work with non-integer dimensions $d$, so we can effectively consider $b_n = 0$ for all $n$. Taking the limit to the integer dimensions recovers the correct result.

### B.3 Entropy expansion

Having obtained the approximate solution $\rho(z)$ at large $R$, we are ready to evaluate the entropy. To make more explicit the $R$ dependence of the entropy using the Euler-Lagrange approach, we rewrite (2.6) as

$$
S = \gamma_d R^{d-2} \int_{\epsilon}^{z_t} \frac{dz}{z^{d-1}} \left(\frac{\rho(z)}{R}\right)^{d-2} \sqrt{\frac{\rho'(z)^2 + 1}{f(z)}}.
$$

Both terms $\rho(z)/R$ and $\rho'(z)$ contain only inverse odd powers of $R$, thus the large $R$ limit of the integrand reproduces the structure (1.1). The upper limit of integration $z_t$ is also $R$-dependent, and this only contributes to finite terms because at first order $z_t \sim R$. So in order to obtain the $\mu_{d-2k}$ it is sufficient to take $z_t \rightarrow \infty$.

The first term from this expansion reproduces the area law and coincides with the result of the HJ formalism (4.2) when $z_t \rightarrow \infty$:

$$
S^{(d-2)} = \gamma_d R^{d-2} \int_{\epsilon}^{\infty} \frac{dz}{z^{d-1}} \frac{1}{\sqrt{f(z)}}.
$$

The second term depends on $\rho_1(z)$, so it needs to be evaluated using the solution (B.16) with $b_1 = 0$. In particular, we have

$$
\rho_1'(z) = (d - 2) \frac{z^{d-1}}{\sqrt{f(z)}} \int_{z}^{\infty} \frac{dv}{v^{d-1}} \frac{1}{\sqrt{f(v)}}.
$$
This matches the HJ solution \((4.10)\) when \(z_t \to \infty\),

\[
S^{(d-4)} = \gamma_d R^{d-4} \int_\epsilon^\infty \frac{dz}{z^{d-1}} \frac{1}{\sqrt{f(z)}} \left( \frac{1}{2} f(z) \rho_1'(z)^2 - (d - 2) \rho_1(z) \right)
= - \gamma_d \frac{1}{2} R^{d-4} \int_\epsilon^\infty \frac{dz}{z^{d-1}} \sqrt{f(z)} \rho_1'(z)^2
= - \gamma_d \frac{(d - 2)^2}{2} R^{d-4} \int_\epsilon^\infty dz \, z^{d-1} f(z) \left( \int_\epsilon^\infty \frac{dv}{v^{d-1}} \frac{1}{\sqrt{f(v)}} \right)^2. \tag{B.39}
\]

In the second step the equation of motion for \(\rho_1(z) \tag{B.15}\) was applied in order to combine both terms,

\[
- \int_\epsilon^\infty dz \, \rho_1(z) \frac{(d - 2)}{z^{d-1}} \frac{1}{\sqrt{f(z)}} = - \int_\epsilon^\infty dz \, \frac{1}{z^{d-1}} \sqrt{f(z)} \rho_1'(z)^2 + \rho_1(z) \sqrt{f(z)} \rho_1'(z) \bigg|_\epsilon^\infty \bigg|_\epsilon = 0. \tag{B.40}
\]

The procedure can be applied to calculate the higher order terms \(\mu_{d-2k}\). In the main text we have instead focused on the HJ method since we found it was more economic than using the minimal surface equation of motion.
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