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Abstract—Image-based age estimation aims to predict a person’s age from facial images. It is used in a variety of real-world applications. Although end-to-end deep models have achieved impressive results for age estimation on benchmark datasets, their performance in-the-wild still leaves much room for improvement due to the challenges caused by large variations in head pose, facial expressions, and occlusions. To address this issue, we propose a simple yet effective method to explicitly incorporate semantic facial information for age estimation. To evaluate our method on-in-the-wild data, we also introduce a new challenging large-scale benchmark called IMDB-Clean. This dataset is created by semi-automatically cleaning the noisy IMDB-WIKI dataset using a constrained clustering method. Through comprehensive experiment on IMDB-Clean and other benchmark datasets, under both intra-dataset and cross-dataset evaluation protocols, we show that our method consistently outperforms all existing age estimation methods and achieves a new state-of-the-art performance. To the best of our knowledge, this is the first reported effort to adopt a face parsing network for facial age estimation. In particular, we adopt both coarse and fine-grained features from a pre-trained face parsing network to represent facial semantic information at different levels and build a small network on top of it to predict the age. To avoid the loss of details in the high level features, we design a Face Parsing Attention (FPA) module to explicitly drive the network’s attention to those more informative facial parts. The attended high-level features are then concatenated to the low-level features and fed into a small add-on network for age prediction. Since the semantic features are extracted using a pre-trained face parsing model, no additional face parsing annotations are required and thus our FP-Age network can be trained in an end-to-end fashion, similar to other age estimation networks.

We have also developed a semi-automatic approach to clean the noisy data in IMDB-WIKI, leading to a new large-scale age estimation benchmark titled IMDB-Clean. Our FP-Age network achieves state-of-the-art results on this IMDB-Clean, as well as on several other age estimation datasets, under both intra-dataset and cross-dataset evaluation protocols. To the best of our knowledge, this is the first reported effort to adopt semantic facial information for age estimation based on an attention mechanism on different facial regions. The idea of Face Parsing Attention can be inspiring to other facial analysis tasks as well.

Our main contributions are as follows:

- The IMDB-Clean dataset: a large-scale, clean image dataset for age estimation in the wild;
FP-Age: a simple yet effective framework that leverages facial semantic features for semantic-aware age estimation;
- We also demonstrate that for age estimation, different facial parts have variable importance with “nose” being the least important region;
- Our FP-Age achieves new state-of-the-art results on IMDB-Clean, Morph [5] and CACD [6];
- When trained on IMDB-Clean, our FP-Age also achieves state-of-the-art results on KANFace [7], FG-Net [8], Morph [5] and CACD [6] under cross-dataset evaluation.

II. RELATED WORK
A. Image-based Biological Age Estimation

Early works on age estimations are mainly based on hand-crafted features, and we refer interested readers to [9] for a detailed survey. Recently, deep learning techniques have achieved significantly improved performance in this field. In this section, we briefly explain several deep learning approaches on age estimation. They are roughly organised into four categories depending on how they model the problem: regression based, classification based, ranking based and label distribution based.

Regression approaches treat facial ageing as a regression problem and directly predict true age values from facial images. Euclidean loss is therefore a popular choice among those methods. Yi et al. [10] adopted mean squared loss to train a multi-scale CNN for age regression. Similarly, Wang et al. [11] apply the same loss on the representation obtained by fusing feature maps from different layers of a CNN.

In contrast to regression methods, classification based works [2], [12] formulate the age estimation as a multi-class classification problem and treat different ages as independent classes. Although such formulations make it easier to train CNNs, this ignores the correlations between different classes.

Ranking approaches inspect the ordinal property embedded in the ageing process. OR-CNN [13] proposed to formulate age estimation as an ordinal regression problem and built multiple binary classification neurons on top of a CNN. Ranking-CNN [14] ensembled a series of CNN-based binary classifiers and aggregated their predictions to obtain the estimated age. In SVRT [15], a strategy of triplet learning were introduced into the ranking loss. CORAL [16] improved OR-CNN [13] by proposing the Consistent Rank Logits framework to address the problem of classifier inconsistency.

Label Distribution Learning (LDL) [17], however, models the age prediction as a probability distribution over all potential age values. LDL-based methods have achieved the current state-of-the-art performance on various age estimation benchmarks. Dex [18], [19] proposed to take the expectation value of output distribution as the predicted age. MV-Loss [20] introduced the mean–variance loss to regularise the shape of the output distribution complementing the cross-entropy loss. DLDL [21] and DLDL-v2 [22] represented the age label as a Gaussian distribution and applied Kullback-Leibler divergence to measure the discrepancy between the output age distribution and the target label distribution. Shen et al. [23], [24] used an ensemble of decision trees in the LDL formulation. Akbari et al. [25] proposed the distribution cognisant loss to regularise the predicted age distribution, improving the robustness against outliers. In this work, we follow the problem formulation of LDL-based methods, considering that they have consistently achieved most state-of-the-art results.

Noteworthily, several approaches [15], [22], [26] involve applying pre-trained face recognition models as the initialisation of ages estimation models, while in contrast, we freeze the weights of the face parsing network to avoid unnecessary computational cost. Additionally, some works [2], [20]–[28] tackled age estimation simultaneously with other tasks like gender classification through a multi-task framework, sharing representations across different tasks. Although our network also share features, it differs from multi-task framework as it requires no semantic labels and also Face Parsing Attention is leveraged to transit semantic-level knowledge.

B. Face Parsing

Face parsing aims to classify each pixel in a facial image into different categories like background, hair, eyes, nose, etc. Earlier works [29], [30] used holistic priors and hand-crafted features. Deep learning has largely improved the performance of face parsing models Liu et al. [31] combined CNNs with conditional random fields and proposed a multi-objective learning method to model pixel-wise likelihoods and label dependencies. Luo et al. [32] applied multiple Deep Belief Networks to detect facial parts and built a hierarchical face parsing framework. Jackson et al. [33] employed facial landmarks as a shape constraint to guide Fully Convolution Networks (FCNs) for face parsing. Multiple deep methods including CRFs, Recurrent Neural Networks (RNNs) and Generative Adversarial Networks (GAN) were integrated by authors of [34] to formulate an end-to-end trainable face parsing model, while the facial landmarks also served as the shape constraints for segmentation predictions. The idea of leveraging shape priors to regularise segmentation masks can also be found in the Shape Constrained Network (SCN) [35] for eye segmentation. In [36], a spatial Recurrent Neural Networks was used to model spatial relations within face segmentation masks. A spatial consensus learning technique was explored in [37] to model the relations between output pixels, while graph models were adopted in [38] to learn implicit relationships between facial components. To better utilise the temporal information of sequential data, authors of [39] integrated ConvLSTM [40] with the FCN model [41] to simultaneously learn the spatial-temporal information in face videos and to obtain temporally-smoothed face masks. In [42], a Reinforcement-Learning-based key scheduler was introduced to select online key frames for video face segmentation such that the overall efficiency can be globally optimised.

Most of those methods assume the target face has already been cropped out and is well aligned. Moreover, they often ignore the hair class due to the unpredictable margins for cropping the hair region. To solve this, Lin et al. [43] proposed to warp the entire image using the Tanh function. However, the warping still requires not only the facial bounding boxes
but also the facial landmarks. Recently, RoI Tanh-polar transform \[4\] has been proposed to solve face parsing in the wild. The RoI Tanh-polar transform warped the entire image to the Tanh-polar space and the only requirement is to have the target bounding box. With the Tanh-polar representation, a simple FCN architecture has already achieved state-of-the-art results \[4\]. The proposed FP-Age builds atop of this method.

### III. Methodology

The overall architecture of FP-Age is shown in Fig. 1. The network at the top is an off-the-shelf, pre-trained face parsing model \[4\] whose parameters are not updated for the training. At the bottom is the proposed age estimation network that contains the proposed face parsing attention module and some standard operational layers to predict the age. In this section, we formulate age estimation as the distribution learning problem and explain further in detail the components in the proposed FP-Age.

#### A. Problem Formulation

Let \( X = \{ (x^{(i)}, b^{(i)}, q^{(i)}) \}_{i=1}^{N} \) denote a set of \( N \) training example triplets where \( x^{(i)} \), \( b^{(i)} \) and \( q^{(i)} \) are \( i \)-th input image, its target face bounding box, and its corresponding age label, respectively. The bounding box \( b^{(i)} \) is a four-dimensional tuple \((x_{min}, y_{min}, x_{max}, y_{max})\) defined by the top-left and the bottom-right corners of the target face location. The age label \( y^{(i)} \) is an integer from a set of age labels \( Y = \{0, \ldots, K-1\} \). We denote the total number of age classes \( Y \) as \( K \).

Our goal is to learn a mapping function \( f \) from the target face in \( x^{(i)} \), specified by \( b^{(i)} \), to the label \( y^{(i)} \). When learning such function using DNNs, one way is to set the last layer as one output neuron and employ an Euclidean loss function. However, it has been shown \[18, 21\] that training such DNNs are relatively unstable; outliers can cause large errors. Another way is to formulate age estimation as a \( K \)-class classification problem and use the one-hot encoding to represent age labels. But this formulation ignores the fact that the faces with close ages share similar features, causing visual label ambiguity \[17\].

Considering the above, we formulate the age estimation as a label distribution learning problem \[17\]. Specifically, we encode each scalar age label \( y^{(i)} \) as a probability distribution \( q^{(i)} = [q_{0}^{(i)}, q_{1}^{(i)}, \ldots, q_{K-1}^{(i)}]^{T} \in \mathbb{R}^{K} \) on the interval \([0, K-1]\). Each element in \( q^{(i)} \) represents the probability of the target face in \( x^{(i)} \) having the \( k \)-th label. A Gaussian distribution centred at \( y^{(i)} \) with a standard deviation \( \sigma \) is used to map \( y^{(i)} \) to \( q^{(i)} \). We follow Gao et al. \[22\] and set \( \sigma = 2 \) in all experiments.

Using this formulation, we use a Fully-Connected (FC) layer followed by a Softmax layer to map the DNN’s output logits to the predicted distribution \( p^{(i)} \). The learning problem becomes...
\[
\theta^* = \arg \min_{\theta} \sum_{i=1}^{N} L^{(i)} \left[ p^{(i)} = f(x^{(i)}, b^{(i)}, q^{(i)}) \right]
\]

where \( f \) is the DNN and \( \theta \) is its corresponding parameters. \( L \) denotes a loss function. The predicted age \( \hat{y}^{(i)} \) is obtained by taking the expectation over the \( p^{(i)} \) as \( \hat{y}^{(i)} = \sum_{k=0}^{K-1} k p_k^{(i)} \).

B. Face Parsing Network

We use RTNet [4] for extracting face parsing features. RTNet has a simple FCN-like encoder-decoder architecture and achieves state-of-the-art results for in-the-wild face parsing tasks. The encoder contains 5 residual convolutional layers for feature extraction, similar to the original ResNet-50 [44]. Two convolutional layers are used in the decoder to perform per-pixel classification to obtain the face masks. In the encoder, the first three convolutional layers gradually reduce the spatial resolution to \((\frac{H}{8}, \frac{W}{8})\), and the last two layers use dilated convolutions [45] to aggregate multi-scale contextual information without reducing the resolution.

In contrary to traditional methods that require facial landmarks to align the faces, RTNet uses RoI Tanh-polar transform to warp the entire image given the target bounding box. Some examples of the warping effect can be seen in Fig. 2. The warped representation not only retains all the information in the original image, but also amplifies the target face.

C. Face Parsing Attention

As shown in Fig. 1, there are five feature maps produced by the encoder and one feature map given by the decoder. We take the third feature map in the encoder and denote it as the low-level feature \( L \in \mathbb{R}^{H \times W \times 256} \). We consider the only feature map in the decoder as the high-level feature and denote it as \( H \in \mathbb{R}^{\frac{H}{8} \times \frac{W}{8} \times 512} \). Lastly, we denote the output \( C \)-channel face masks as \( M \in \mathbb{R}^{\frac{H}{8} \times \frac{W}{8} \times C} \).

We first divide \( H \) into \( C \) groups along the channel dimension. The \( k \)-th group representation, after \( 1 \times 1 \) convolution, is denoted as \( \hat{U}_k \in \mathbb{R}^{\frac{H}{8} \times \frac{W}{8} \times \frac{C}{K}} \) for \( k = 1, \ldots, C \). Next, we multiply each group with the corresponding mask group:

\[
\hat{U}_k = M_k \ast U_k.
\]

The representations \( \hat{U}_k \) for \( k = 1 \ldots C \) are then concatenated along the channel dimension to get \( \hat{U} \). After that, we apply a channel attention block [46] to capture the dependencies between face regions. This block is formed by a sequence of layers: AvgPool, FC, ReLU, FC and Sigmoid. And the output attention weights are \( a \in \mathbb{R}^C \). The final output of this module is \( V = [V_1, V_2, \ldots, V_C] \) and each feature group is obtained by

\[
V_k = a_k \hat{U}_k.
\]

D. Age Estimation Network

After the face parsing attention module is applied, we concatenate \( L \) and \( V \) along the channel dimension, and apply a \( 1 \times 1 \) convolutional layer to reduce the channel number to 256. Next, 4 residual blocks [44] are employed. Finally, we use a FC layer followed by a SoftMax layer to map the output logits to the predicted distribution \( p \). The predicted age is obtained by taking the expectation over \( p \) as \( \hat{y} = \sum_{k=0}^{K-1} k p_k \).

E. Loss Function

We use the weighted sum of Kullback–Leibler divergence and L1 loss as our loss function for the \( i \)-th example:

\[
L^{(i)} = \sum_{k=0}^{K-1} a_k \log \left( \frac{d_k}{p_k^{(i)}} \right) + \lambda |\hat{y}^{(i)} - y^{(i)}| \tag{4}
\]

where \(|\cdot|\) denotes taking the absolute value and \( \lambda \) is a weight balancing two terms. We empirically set \( \lambda = 1 \) for all examples [21].

IV. EXPERIMENTAL SETUP

A. Existing Datasets

1) IMDB-WIKI: The IMDB-WIKI [18] is a large-scale dataset containing 523,051 images with age labels ranging
from 0 to 100 years old. The images were crawled from IMDB and Wikipedia, where the IMDB subset contains 460,723 images and the Wikipedia subset contains 62,328 images. These images, especially the IMDB subset, were mostly captured in-the-wild and thus are potentially useful for evaluating age estimation in real-world environment. However, the annotations of IMDB-Wiki are very noisy, such that the provided face box is often centred around the wrong person when multiple people are presented in the same image. Because of this, IMDB-Wiki has only been used for pre-training by existing age estimation methods [19], [20], [47].

2) CACD: Cross-Age Celebrity Dataset (CACD) [6] is an in-the-wild dataset that has about 160,000 facial images of 2,000 people. These images are divided into the training set, the validation set and the test set which contain 1,800 people, 120 people and 80 people, respectively. We adopt the common practice originally used in [24] and report results on the testing set obtained by using the models trained on the training set and the validation set.

3) KANFace: KANFace [7] is an in-the-wild dataset consisting of 41,036 images from 1,045 subjects. The age range of this dataset is from 0 to 100 years. The images are extremely challenging due to large variations in pose, expression and lightning conditions. Since the authors do not provide splits, we use this dataset only as a test set and the evaluation results obtained by models trained on other datasets.

4) Morph: Morph [5] consists of 55,134 mugshot images from 13,617 subjects with the age ranging from 16 to 77 years old. Even though it is not an in-the-wild dataset, we report our results on it given its popularity. For intra-dataset evaluations, we follow the setting used in [22], [48], [49] randomly divide the dataset into two non-overlapping sets, the training set (80%) and the testing part (20%). For cross-dataset evaluations, we use all 55,134 images for testing.

B. Creating the IMDB-Clean Dataset

Although there have been efforts such as those reported in [50], [51] to manually clean the IMDB-WIKI dataset, many images still have incorrect annotations. This is mainly because the previous efforts either relied on simple heuristics to remove low-quality images [50], or asked human raters to annotate apparent ages for the images based on their visual perception [51]. The latter is a very difficult task, resulting in incorrect guesses due to low quality images and very high quality make-ups.

To identify the source of noise, we revisited the annotation process for the images in the IMDB subset [18]. We concluded that a relatively weak face detector was used to provide bounding box labels and that, when multiple faces are encountered, the one with the highest detection score is selected.

The main problem with such an annotation process is that when there are multiple faces, the adopted face [52] is biased towards large, frontal, middle-aged faces and give high scores to them. Another problem is that the utilised face detector fails to detect faces when the image has large variations in imaging quality, lightning, background etc. because it has not been trained on in-the-wild images. Some errors are shown in Fig. 3.

Based on the above analysis, we cleaned the dataset following the process below:

1) For each subject, we use an advanced face detector SI-FD [53] to detect all faces in all images of the target subject crawled from IMDB.
2) We use FAN-Face [54] to map these face images into the face recognition embedding space.
3) We then use a constrained version of the DBSCAN [55] clustering algorithm to cluster these faces. Here, cannot-link constraints are applied to faces occurring in the same images.
4) Because the method can yield different results when the order of the input faces is changed, we repeat the clustering process multiple times using random ordering.
5) After that, for each subject, we take the largest cluster obtained from all runs, and consider this to be the correct cluster containing the face images of the target subject.
6) For one subject, if the second largest cluster is larger than 70% of the largest cluster, we consider this an ambiguous case. These ambiguous cases (528) are manually checked and filtered.
7) Finally, we manually examine the dataset again to remove obvious mistakes caused by incorrect timestamps.

Fig. 3 shows some noisy examples and the cleaned results. Note that the above cleaning process is not applied to the WIKI subset because most identities in this subset have only one image crawled from their Wikipedia page.

We refer to the cleaned dataset as IMDB-Clean, which contains 287,683 images of 7,046 subjects with age labels...
ranging from 0 to 97. We split IMDB-Clean into three subject-independent sets: training, validation and testing. The distributions of these sets are shown in Fig. 4 and a comparison to other publicly available age datasets is given in Table I.

TABLE I: Comparison of age estimation datasets used.

| Dataset       | # Images | # ID | Age | In-the-wild? |
|---------------|----------|------|-----|--------------|
| FG-Net [8]    | 1,002    | 82   | 0-69| Yes          |
| Morph [9]     | 55,134   | 13,618| 16-77| No          |
| CACD [6]      | 163,446  | 2,000| 14-62| Yes         |
| KANFace [7]   | 41,034   | 1,045| 0-100| Yes         |
| IMDB-Clean (ours) | 287,083 | 7,046| 0-97| Yes         |

Fig. 4: Age distributions of the proposed IMDB-Clean.

C. Evaluation Metrics

The performance of models is measured by Mean Absolute Error (MAE) and Cumulative Score (CS). MAE is calculated using the average of the absolute errors between age predictions and groundtruth labels on the testing set; CS is calculated using the average of the absolute errors between age predictions and groundtruth labels on the testing set; CS is calculated by $CS = \frac{1}{N_l} \cdot 100\%$ where $N$ is the total number of testing examples and $N_l$ is the number of examples whose absolute error between the estimated age and the groundtruth age is not greater than $l$ years. We report MAEs and CSs for all models.

D. Implementation Details

We use RoI Tanh-polar transform [4] to warp each input image to a Tanh-polar representation of resolution $512 \times 512$. In the training stage, we apply image augmentation techniques including horizontal flipping, scaling, rotation and translation, as well as bounding box augmentations [4]. For all experiments, we employed mini-batch SGD optimiser. The batch size, the weight decay and the momentum were set to 80, 0.0005 and 0.9, respectively. The initial learning rate is 0.0001 and gradually increases to 0.01 in 5 epochs. Then the learning rate decreases exponentially at each epoch and the training is stopped either when the MAE on the validation set stops decreasing for 10 epochs or we reach 90 training epochs. During testing, the test image and its flipped copy are fed into the model and their predictions are averaged.

For the comparisons reasons, we have re-implemented the following models from scratch: Dex [18], OR-CNN [13], DLDL [21], DLDL-V2 [22] and MV-Loss [20] while ResNet-18 [44] was used as the backbone. The pre-processing, training and testing steps follow the above procedure. For the models with open-sourced training code, i.e. C3AE [47], SVRT [15], SSRNet [56] and Coral [16], we used their default training setups and hyper-parameters. RetinaFace [57] was applied to detect 5 facial landmarks (left and right eye centres, nose tip, left and right mouth corners). The input images were aligned using these landmarks with the method proposed in SSRNet [44] and then resized to $256 \times 256$ pixels.

V. EXPERIMENTS

A. Can Face Parsing Mask Help?

As a motivational example, we first test whether existing age estimation methods can benefit from facial parts segmentation. This is done by simply stacking the face parsing masks to the input image and using the resulted 14-channel tensor as the input to the models. During this experiment, we re-train three state-of-the-art methods, Dex, DLDL-V2 and MV-Loss, with the modified 14-channel input and test the models on IMDB-Clean. From Table II we observe that by taking the stacked representation as input, all three models can achieve better performance in terms of both MAE and CS.

TABLE II: Stacking images and face masks helps (evaluated on IMDB-Clean).

| Method           | MAE ↓ | CS(%) ↑ |
|------------------|-------|---------|
| Dex [18]         | 5.34  | 58.31   |
| Dex with stacked input | 5.29  | 58.61   |
| DLDL-V2 [22]     | 5.19  | 54.28   |
| DLDL-V2 with stacked input | 5.12  | 55.14   |
| MV-Loss [20]     | 5.27  | 53.97   |
| MV-Loss with stacked input | 5.13  | 59.74   |

B. Which Face Parsing Features to Use?

We study which face parsing features are more informative for age estimation. We remove the face parsing attention module in FP-Age and use take face parsing features directly as input. We use four kinds of features as input: 1) low-level; 2) high-level; 3) stacking low and high; and 4) stacking low, high and mask.

From Table III, we observe that using high-level features gives worse performance than using low-level features. This is consistent with earlier research [14] which argues that local features are more informative as they capture ageing patterns around the facial regions, such as the dropping skin around the eyes, and the wrinkles around the mouth. On the other hand, due to the dilated convolutions in RTNet, the high-level features capture a larger perceptive field and thus the details can be lost. Stacking low-level and high-level features gives better performance which shows that these two types of features are complementary and combining them can help age estimation network.

We also observe that adding mask further improves the model. This can be attributed to the fact that face mask contains semantics about different regions and adding it as an
explicit attention mechanism helps the model to effortlessly locate these regions and extract ageing patterns. Furthermore, our face parsing attention module yields better results than simple stacking, which we further investigate in section [V-F].

C. How about Other Feature Extractors?

To validate the choice of the face parsing network as the feature extractor, we replace it with other CNN-based feature extractors and compare the performance of these variants.

We adopted various generic feature extractors that are commonly used in transfer learning tasks as a replacement of face parsing network. The feature extractors include variants from the families of ResNet [44], ResNetXt [58], MobileNetV3 [59], FBNet [60] and InceptionV4 [61]. Their weights have been pre-trained on the ImageNet dataset and remained frozen during the training for age estimation.

We also adopted a state-of-the-art face recognition feature network, ArcFace [62], for feature extraction. The backbone of ArcFace is a customised, improved version of ResNet and it has been pre-trained on the large scale MS1M [63] dataset for face recognition. The pre-trained weights remained frozen during the training for age estimation.

To ensure fair comparison, we did not use Face Parsing Attention in our model. All feature extractors adopted the same strategy for stacking deep and shallow semantic features. The age estimation sub-network and all other hyper-parameters remain the same as FPAge.

Table IV shows the results of using different pre-trained feature extractors on IMDB-Clean. Our first observation is that the features of ResNet50 performed the best among ImageNet pre-trained models though being less accurate on image classification tasks. Moreover, all ImageNet pre-trained models obtained MAEs larger than 7. This in turn suggests generic features encoded in the CNNs for image classification are not directly transferable to solve the age estimation problem.

Our second observation is that face recognition features resulted better performance than generic features, meaning that the encoded details for distinguishing between identities are more transferable to the age estimation problem.

Finally, face parsing features have given the best performance among all evaluated backbones. This suggests that face parsing networks, designed to classify each pixel in a face, are able to encode the most informative details for age estimating.

D. But Aren’t There Other Attentions?

To validate the usefulness of the proposed Face Parsing Attention (FPA) module, we compare it with three generic CNN attention modules, Squeeze-Excitation (SE) [46], Convolutional Block Attention Module (CBAM) [64], and Simple and Parameter Free Attention Module (SimAM) [65]. To ensure fair comparison, all attention modules are applied on the high-level features. Other components and all other hyper-parameters remain the same as FP-Age.

Table [V] shows that, when applied on the same face parsing features, the proposed FPA has achieved the lowest MAE on IMDB-Clean. Moreover, FPA is directly derived from the face parsing map and acts as a probe to understand what the network has learned, which we investigate in section [V-F].

E. Ablation Study

We conduct ablation study on the overall FP-Age model to understand the contribution of each component. We have evaluated five variants on IMDB-Clean. We replaced the face parsing network with ResNet50 which has the similar number of parameters. Next, we either removed the FPA module or replace it with the Squeeze-Excitation [46] module.

Table [VI] shows that the biggest improvement comes from adopting the face parsing network as the feature extractor with MAEs improved from above 7 to 4.96. Moreover, the proposed FPA has reduced the MAE from 4.96 to 4.68, an improvement of 0.28 compared with 0.1 by the Squeeze-Excitation module.
output of the Sigmoid layer. Specifically we show the mean and standard deviations of the activations for images in the IMDB-Clean dataset in Fig. 5.

We observe that the network consistently gives higher attention weights to most inner facial regions, especially eyes (“l-eye” and “r-eye”) and mouth (“upper-lip”, “i-mouth”, and “lower-lip”). This is in line with the observations reported in [3]. Interestingly, it can also be seen that the “background” class contributes more than the “skin” class. This could be attributed to the fact that the face parsing network classifies objects like “beard”, “glasses” and “accessories” as “background”, and such context information could give hints about the person’s age.

We have also performed the same test on separate age groups and observed the importance of different facial regions follows the same trend as shown in Fig. 5. This means that the face parsing allows the model to focus on informative regions that are universally important for judging different ages. Although there are some works such as [10, 66–68] that used attention, we are the first to present the evidence that the network attends to specific facial parts and that such attention modelling improves age estimation.

### G. Effectiveness of IMDB-Clean

We conduct experiments on the effectiveness of the proposed IMDB-Clean. Specifically, we train 6 models on three datasets, i.e. IMDB-Clean, IMDB-WIKI and CACD. We then directly test them on KANFace without any fine-tuning. For IMDB-WIKI, we randomly sampled 300,000 images for training; for the other two datasets, we used their provided training splits. Table VII shows the cross-dataset evaluation results on KANFace. We observe that 1) all models have improved when they are trained on our IMDB-Clean; 2) our model outperforms other methods when trained on IMDB-Clean and IMDB-WIKI, and is comparable to DLDL-V2 when trained on CACD.

Table VII: Effectiveness of IMDB-Clean (Testing dataset: KANFace [7]).

| Method       | IMDB-Clean | IMDB-WIKI | CACD | Trained on IMDB-WIKI |
|--------------|------------|-----------|------|----------------------|
| DLDL         | 9.84       | 37.37     | 12.19| 27.20                |
| DLDL-V2      | 8.05       | 41.74     | 11.46| 28.83                |
| Dex          | 7.91       | 42.30     | 11.70| 20.91                |
| M-V Töss     | 7.71       | 43.31     | 11.95| 28.30                |
| OR-CNN       | 7.71       | 47.51     | 11.10| 33.07                |
| FP-Age (ours)| 6.81       | 48.37     | 10.83| 29.65                |
| **MAE**      | **6.81**   | **48.37** | **10.83** | **29.65** |

### H. Comparison to the State-of-the-arts

1) **Intra-Dataset Evaluation:** In this section, the performance of the proposed FP-Age is compared with the state-of-the-art age estimation methods under the intra-dataset evaluation protocol. Three benchmarks are used: IMDB-Clean, Morph and CACD. On IMDB-Clean, we train all the models from scratch on the same training set and test them on the testing set. For Morph and CACD, we only train our own models and compare the performance with the reported values for the other methods on the testing set.

The benchmarking results are shown in Table VIII. It can be seen that our model achieves state-of-the-art results on IMDB-Clean dataset. When all model are trained under the same settings, our model achieves 4.68 in terms of MAE and 63.78% in terms of CS5. Additionally, the results show that IMDB-Clean is quite challenging compared to other datasets, such as Morph where the state-of-the-art MAEs have achieved below 2. We provide significance testing analysis in Appendix A which shows our results are significantly better than the other methods.

From Table IX, it can be seen that our model achieves state-of-the-art results on Morph dataset. When directly trained on Morph, our model achieves 2.04 in terms of MAE and 92.8% in terms of CS5. When pre-trained on IMDB-Clean and fine-tuned the weights on Morph, FP-Age achieves a MAE of 1.90 and a CS5 of 93.7%, which is the new state-of-the-art result. Table X shows the results on the CACD dataset. Following the training protocols of CACD [23], we train our models with both the training set and the validation set, and report the MAE values on the testing set. Our model achieves 4.50 when trained on CACD-train and 5.62 when trained on CACD-val. Similar to above experiments, when pre-trained on IMDB-Clean, our model achieves 4.33 and 4.95.

2) **Cross-Dataset Evaluation:** To test the generalisation ability of different models, we conduct experiments on a cross-dataset evaluation protocol. Our results are compared with 9 advanced models: SSRNet, C3AE, SVRT, DLDL, DLDL-V2, Coral, Dex, MV-Loss, and OR-CNN. We train all models on IMDB-Clean and test them on 4 different testing datasets without fine-tuning. The results are summarised in Table XI. It can be seen that when all models are trained on IMDB-Clean, the proposed FP-Age achieves the best results on most of evaluation datasets.
We have designed a framework to aggregate features from the attention mechanism and the large-scale dataset, we have observed that the network focuses on certain facial parts when predicting ages. The nose region appears least informative for age estimation. Moreover, the extensive experiments have shown that our model outperforms the current state-of-the-art methods on various datasets in both intra-dataset and cross-dataset evaluations. To the best of our knowledge, this is the first attempt of leveraging face parsing attention to achieve age estimation. We hope our design could inspire the readers to consider similar attention models for different deep face analysis tasks.

For future work, since we have identified that all models performed less favourably in the cross-dataset evaluation, an interesting direction would be to investigate domain shifts between different datasets and find out how to mitigate them. Also, as most works focus on image-based age estimation, it would also be interesting to extend the models to videos and study how to improve the them with temporal information from videos. We will explore these ideas in the future.

## Appendix

### Statistical Significance Analysis

We conduct paired t-tests on the Absolute Error (AE) on the testing set of IMDB-Clean between FP-Age and the other eight methods, i.e. OR-CNN [13], DLDL [21], SSRNet [56], Dex [19], MV-Loss [20], DLDL-V2 [22], SVRT [15] and C3AE [47]. Concretely, suppose there are $N$ images in the testing set, then $\epsilon_i^{FP-Age}$ is the AE between the predicted age of FP-Age and the groundtruth age on the $i$-th testing image and $\epsilon_i^{M}$ such AE for another method $M$. The difference between the $i$-th pair is defined as $d_i = \epsilon_i^{FP-Age} - \epsilon_i^{M}$. The $t$ statistic is calculated as

$$t = \sqrt{N} \frac{\bar{d}}{\sigma_d}$$  \hspace{1cm} (5)

where $\bar{d}$ and $\sigma_d$ are the average and standard deviation of $\{d_i\}_{i=1}^{N}$. We correct the p-values using Bonferroni correction. The alpha value is set to 0.05. From Table VIII and Table XII we observe our results are significantly better than the other methods. We can, thus, reject the null hypotheses.
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TABLE XI: Cross-Dataset Evaluation (Training set: IMDb-Clean).

| Method      | MAE | CS5(%) | MAE | CS5(%) | MAE | CS5(%) | MAE | CS5(%) |
|-------------|-----|--------|-----|--------|-----|--------|-----|--------|
| SSRNet      | 12.04 | 19.86 | 7.12 | 40.77 | 11.36 | 30.11 | 11.76 | 22.01 |
| C3AE        | 11.23 | 27.34 | 7.03 | 41.81 | 10.41 | 31.71 | 6.81  | 7.71  |
| DLDL        | 9.77  | 23.75 | 5.87 | 43.71 | 10.89 | 27.55 | 11.73 | 10.89 |
| OR-CNN      | 11.40 | 24.05 | 6.07 | 33.06 | 9.84  | 37.37 | 6.81  | 7.71  |
| Coral*      | 6.12  | 45.61 | 6.13 | 42.33 | 7.88  | 39.01 | 12.58 | 11.38 |
| M-V Loss†  | 6.65  | 42.41 | 5.10 | 55.64 | 8.05  | 41.52 | 40.72 | 16.14 |
| Ours*       | 6.69  | 42.12 | 4.99 | 56.94 | 7.71  | 43.31 | 5.88  | 57.22 |

TABLE XII: Paired t-Tests between FP-Age and Other Methods on IMDb-Clean.

| Method      | t-statistic | p-value | Corrected p-value |
|-------------|-------------|---------|--------------------|
| SSRNet      | -137.73     | 0.00*   | 0.00*              |
| C3AE        | -84.66      | 0.00*   | 0.00*              |
| DLDL        | -66.44      | 0.00*   | 0.00*              |
| OR-CNN      | -39.08      | 0.00*   | 0.00*              |
| DLDL-V2†    | -33.83      | 2.08 × 10^{-248} | 1.17 × 10^{-243} |
| M-V Loss‡   | -31.83      | 2.24 × 10^{-220} | 1.26 × 10^{-220} |
| SVRT§        | -28.03      | 1.21 × 10^{-171} | 6.80 × 10^{-167} |
| Ours§       | -22.89      | 2.01 × 10^{-115} | 1.23 × 10^{-110} |

* indicates underflow
† inputs are pre-processed with RoI Tanh-polar Transform
Ours† inputs are pre-processed with 5-point face alignment
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