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Abstract

In this paper we show that in the planar circular restricted three body problem there are either infinitely many symmetric consecutive collision orbits or at least one periodic symmetric consecutive collision orbit for all energies below the first critical energy value. Using Levi-Civita regularization allows us to distinguish two different kinds of symmetric consecutive collision orbits and prove the above claim for both of them separately, one corresponding to a solar eclipse and the other to a lunar eclipse. By interpreting the orbits as Hamiltonian chords between two different Lagrangian submanifolds we can use a perturbed version of $G$-equivariant Lagrangian Rabinowitz Floer homology to prove the existence of this kind of consecutive collision orbit. To calculate this homology we show that under certain conditions the $G$-equivariant Lagrangian Rabinowitz Floer homology is equal to the Tate homology of $G$.

1 Introduction

Consecutive collision orbits are orbits which start and end in the centre of gravity of the planet they circle around, i.e they start and end with the spaceship crashing onto the planet. Obviously such an orbit has no real physical interpretation, it can only exist in the regularized setting. But it is known that the orbits depend continuously on the starting conditions, so for every consecutive collision orbit there is an orbit close by that barely misses the primary and flies around it very closely. Afterwards the spacecraft will be ejected from this close orbit and flies away, but eventually it will loop back around and have another almost collision. These type of orbits are still well-defined outside of the regularized setting and describe actual physical orbits used in space missions to perform for example powered flybys. The idea behind the powered flyby is that a spacecraft moving around a massive body can use its fuel more and more efficiently as it moves further and further into the potential well. This is called the Oberth effect and goes back all the way to Hermann Oberth (1923). For the application to the planning of space missions not just the pure existence of such orbits might be interesting to know, but also the orientation of these orbits. This should be especially true when it comes to planning the communication of a spacecraft with the control station on earth. If for example one wants to find an orbit that moves relatively close to the surface of a planet so that the satellite can make better observations using a consecutive collision orbit would be a possible choice, but to be able to effectively send the gathered informations back to the control station the orientation of the consecutive collision orbit should point at least roughly in the direction of the earth and not have the observed planet block the communication. Proving the existence of these type of orbits is one of the main results
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of this paper: First let us fix some notation. The massive body the space ship orbits around shell we call earth and the second massive body is call sun. Keeping with this picture we call a point on the straight line between the two bodies a solar eclipse point and a point lying on the extension of this line to the other side of earth a lunar eclipse point.

Theorem A

In the restricted three body problem there are for all energies below the first Lagrange point

- infinitely many symmetric consecutive collision orbits or at least one periodic symmetric consecutive collision orbit all intersecting the symmetry axis in a solar eclipse point and

- infinitely many symmetric consecutive collision orbits or at least one periodic symmetric consecutive collision orbit all intersecting the symmetry axis in a lunar eclipse point.

Note that the symmetry we want to consider here is given by the reflection of the space coordinate at the axis between earth and sun combined with the reflection of the momentum coordinate at the axis perpendicular to the first axis. A sketch of the position space picture for two different orbits (one red, the other blue) would look like:
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Note that this is only a rough sketch and the actual orbits might be much more complicated then the ones drawn above. We want to remark that the existence of infinitely many consecutive collision orbits in the three body problem was already discussed in [FZ19]. But by using our approach described below we are able to significantly increase the strength of the existence statement, i.e. stating the existence of orbits, which are symmetric and have these specific orientations, is what separates this theorem from what is already known. The proof idea is to interpret this type of orbits as Hamiltonian chords starting in the fibre over the collision point and ending in the fix point set of an accordingly chosen anti-symplectic involution, i.e. one can identify those orbits with chords from one Lagrangian to another Lagrangian. After having shown that between the two Lagrangians in question there exists a Hamiltonian diffeomorphism, one then argues that in this case the chords can be interpret as critical points of the perturbed Rabinowitz action functional, where the perturbation is given by the Hamiltonian that induces the diffeomorphism between the Lagrangians. So in chapter 2 we give a short introduction to leaf-wise intersection points and the perturbed Rabinowitz action functional. In chapter 3 we discuss the planar restricted three body problem with a special emphasis on its Levi-Civita regularization. Building on the work in [AFKP12] there is a straight forward way of showing that the planar circular restricted three body problem is also of restricted contact type in Levi-Civita regularization (see e.g. [FK18, chapter 4.2]), which allows us to use Rabinowitz Floer theory to prove Theorem A. The benefit of Levi-Civita regularization is that the Lagrangian ensuring the symmetry of our orbits becomes two different Lagrangians after the regularization. This allows us then to distinguish the different directions of the symmetric consecutive collision orbits. In chapter 4 we use the techniques introduced so far to prove that these specific consecutive collisions do always exist. It is important to note that at this point we are not yet able to prove any claims about the number of the orbits except from being bigger than zero. To get to the full strength of the above stated theorem we first need to introduce $G$-equivariant Lagrangian
Rabinowitz Floer homology in chapter 5. The definition of this homology is very straightforward, only the well-definedness of the grading needs some further arguments. After having established the $G$-equivariant version we can then prove the other main result of this paper:

**Theorem B**

Let $G$ be a finite group and a symmetry of the Hamiltonian system $(M, \omega, H)$ with Lagrangian $L$, which acts free. Assume that $L \cap H^{-1}(0)$ is a connected submanifold of dimension at least 1. Further, let the system be displaceable and assume that the absolute value of the Conley Zehnder index for non-constant chords is bounded below by $\dim(L \cap H^{-1}(0))$. Then the $G$-equivariant Lagrangian RF-homology is equal to the Tate homology of $G$, i.e.

$$RFH^G(M, H, L) = TH_*(G, \mathbb{Z}_2).$$

Note that displaceable in this context means that we can displace the energy hypersurface of the Hamiltonian away from the Lagrangian submanifold via a compactly supported Hamiltonian diffeomorphism. With this new tool at hand we can proceed to prove Theorem A in chapter 6.

The strategy is actually the same as in chapter 4. Calculate the Rabinowitz Floer homology in an easy case and use the invariance property to transfer the result to the homology suitable to discuss symmetric consecutive collision orbits.
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**2 Leaf-wise Intersection Points**

The setting we want to work in is the following: Let $(M, \omega = d\lambda)$ be the completion of a Liouville domain $(\tilde{M}, \lambda)$ with a Hamiltonian $H$ such that $\Sigma := \partial\tilde{M} = H^{-1}(0)$, the support of $dH$ is inside of a compact set $K$ and the Hamiltonian vector field coincides with the Reeb vector field on $\partial\tilde{M}$.

Let $L$ be an exact Lagrangian manifold, such that $l$ with $dl = \lambda|_L$ has support in $K$ and let there be an almost complex structure $J_t$, which is $\omega$-compatible and SFT like outside of $K$. The term SFT like outside of $K$ means that $J_t$ is $\omega$-compatible and fulfills

$$J_t(x)R(x) = \partial_t|_x \quad (2.1)$$

for all $x \in M \setminus K$, where $R$ is the usual extension of the Reeb vector field to the positive part of the symplectization and $\partial_t$ stands for the unit vector field in the $F$-direction. The name is motivated by the usual assumptions placed on $J_t$ in symplectic field theory (see for example [EGH00] chapter 1.4]). We call a point $p \in \Sigma$ a leaf-wise intersection point with respect to the Hamiltonian diffeomorphism $\varphi_F$ (or a Hamiltonian $F$) if there is a time $\tau$ such that $\varphi^\tau_F(p)$ lies inside of $\varphi^\tau_F(L)$, where $\varphi^\tau_F$ is the flow of the Reeb vector field. Leaf-wise intersections were first considered by Moser in [Mos78] and can actually be defined in a more general setting. We chose the above set up, because it allows us to interpret the leaf-wise intersection points in terms of critical points of a perturbed Rabinowitz action functional, which was first done in [AF10].

One important difference between the considerations in those papers and the above definition is that they were interested in intersections of Hamiltonian trajectories with the leaves of the Reeb vector field in both the starting and end point. In our setting we are more interested in
Reeb chords starting in the Lagrangian manifold $L$ and ending in another Lagrangian, which is defined by displacing $L$ with a Hamiltonian diffeomorphism. These kind of leaf-wise intersection points were first considered by Will Merry in [Mer14]. There he also explained how to interpret them in terms of perturbed Lagrangian Rabinowitz Floer homology: In addition to the above assumptions let $\beta : [0, 1] \to \mathbb{R}$ be a smooth function with support in $\left(0, \frac{1}{2}\right)$ and

$$
\int_0^1 \beta(t) \, dt = 1,
$$

and let $F$ be a smooth time dependent function such that $F(\cdot, t) = 0$ for all $t \in \left[0, \frac{1}{2}\right]$. Denote by $P(M, L)$ all the chords $x : [0, 1] \to M$, which start and end in $L$. Then define the perturbed Rabinowitz action functional $A^H_F : P(M, L) \times \mathbb{R} \to \mathbb{R}$ as

$$
A^H_F(x, \tau) := \int_0^1 \lambda^* \lambda + I(x(0)) - I(x(1)) - \tau \int_0^1 \beta(t) H(x(t)) \, dt - \int_0^1 F(x(t), t) \, dt.
$$

A critical point of this functional is now a pair $(x, \tau)$ with

$$
\partial_t x(t) = \tau \beta(t) X_H(x(t)) + X_F(x(t)),
$$

$$
\int_0^1 \beta(t) H(x(t)) \, dt = 0.
$$

Since $\beta(t) H$ and $F$ have disjoint support the first in $\left(0, \frac{1}{2}\right)$ and the second in $\left(\frac{1}{2}, 1\right)$, it is not hard to show that for every leaf-wise intersection point w.r.t. $\varphi_F$ there is a corresponding critical point of the above action functional (see [AF10, Proposition 2.4] for more details). For this perturbed Rabinowitz action functional one can then define a corresponding perturbed Lagrangian Rabinowitz Floer homology $RFH(M, L, H, F)$, which is a standard procedure, so for a more detailed explanation we again refer to [AF10]. By choosing a homotopy $F_s$ from $F$ to $0$, one can show as usually ([AF12, Section 2.3]) that this perturbed homology is isomorphic to the Lagrangian Rabinowitz-Floer homology without the perturbation, i.e.

$$
RFH(M, L, H, F) \cong RFH(M, L, H).
$$

This fact will be one of the most important tools on our quest to prove the existence of symmetric consecutive collision orbits in the circular restricted three body problem.

3 The Circular Restricted three Body Problem and its Levi-Civita Regularization

The physical setting we want to work in is the following: Given three massive bodies, which are shaped in such a way that their gravitational potential is well approximated by that of a point mass, the only relevant force is gravitation and the whole system can be described using classical mechanics. In this setting one would like to understand how these three bodies move in
the superposition of their gravitational fields depending on the starting configuration. But even though the set up we described does not seem too complicated, it turns out that it is an extremely hard problem to solve analytically. To make the problem a bit more handleable, assume that two of our bodies are much heavier than the third, such that the gravitational influence of the third one on the first two is negligible (∝ restricted). We further assume that the two heavy masses move around their shared centre of gravity in a circle (∝ circular) and that all the movements stay in one plane (∝ planar). This set of assumptions is known as the planar circular restricted three body problem. Since the movement of the two big masses is already part of our assumptions, only the behaviour of the small body is left to be determined. Let’s call one of the big masses $s$ for sun and the other one $e$ for earth, note that the reduced mass $\mu$ of these two bodies doesn’t need to be similar to the one of the actual sun and earth. Then the Hamiltonian for this system is given by

$$H = \frac{1}{2} \|p\|^2 - \frac{\mu}{\|q - s(t)\|} - \frac{1 - \mu}{\|q - e(t)\|},$$  

(3.1)

where as usually $q \in \mathbb{R}^2$ stands for the space coordinates and $p \in \mathbb{R}^2$ stands for the momentum coordinates and the total mass is normalised to 1. One problem with this Hamiltonian is that it is time dependent, because of the movement of earth and sun. In order to get a time independent Hamiltonian we consider a rotating coordinate system where earth and sun stay at fixed places. Hence the Hamiltonian becomes autonomous, but it also receives additional terms for the centrifugal force and the Coriolis force. So the new Hamiltonian defined on the phase space $T^*\mathbb{C}$ is

$$H = \frac{1}{2} \|p\|^2 + p_1q_2 - p_2q_1 - \frac{\mu}{\|q - s\|} - \frac{1 - \mu}{\|q - e\|} - E,$$  

(3.2)

where $e$ and $s$ are now fixed coordinates and $E$ is the energy of our system we want to consider. Even though the Hamiltonian is now autonomous, there is still one important issue we have to deal with namely the collisions. The standard approach is to choose the starting conditions of our small body in such a way that he can reach only one of the other bodies - let’s choose the earth $e$ for now - and then use the Moser regularization around this body. We follow this approach, but instead of Moser we will use Levi-Civita regularisation, since this will help us later to distinguish different kinds of orbits.

The starting point of the Levi-Civita regularization is the simple map

$$l : \mathbb{C} \setminus \{0\} \to \mathbb{C} \setminus \{0\} ; \quad z \mapsto z^2$$

and its cotangent lift

$$\mathcal{L} : T^*(\mathbb{C} \setminus \{0\}) \to T^*(\mathbb{C} \setminus \{0\}) ; \quad (z, w) \mapsto \left( l(z), \frac{w}{l'(z)} \right).$$

Note that we shift our coordinate system, such that $e$ lies now in the origin. To regularize a Hamiltonian system $(T^*\mathbb{C}, H, \omega = d\lambda)$ we first pull it back using the map $\mathcal{L}$ and get the new system $(T^*\mathbb{C}, \tilde{H} := \mathcal{L}^* H, \tilde{\omega} = \mathcal{L}^* \omega = d\mathcal{L}^* \lambda)$. Note that $X_{\mathcal{L}^* H} = \mathcal{L}^* X_H$ because

$$\mathcal{L}^* i_{X_H} \omega = \mathcal{L}^* dH$$

$$\Leftrightarrow i_{\mathcal{L}^* X_H} \tilde{\omega} = d\tilde{H}.$$
So if we have a curve \( \gamma \) satisfying \( \frac{d}{dt} \gamma(t) = X_H(\gamma(t)) \) we can recover the Hamiltonian dynamics on the original space by applying the map \( \mathcal{L} \):

\[
\frac{d}{dt} \mathcal{L}(\gamma(t)) = d\mathcal{L} \left( \frac{d}{dt} \gamma(t) \right) = d\mathcal{L}(X_H(\gamma(t))) = X_H(\mathcal{L}(\gamma(t)))
\]

The second step is now to multiply the pulled back Hamiltonian with \( \|z\|^2 \). On the energy hypersurface this changes the Hamiltonian vector field only by a pre-factor, since

\[
\|z\|^2 \cdot X_{(L^*H)}(z, w) = \|z\|^2 \cdot \frac{d}{dt} \mathcal{L}(\gamma) = \|z\|^2 \cdot \mathcal{L}(X_H(\gamma)) = \mathcal{L}(X_H(\gamma)) = X_H(\mathcal{L}(\gamma))
\]

This means we can consider the hypersurface to be the boundary of a Liouville domain and the energy hypersurface this changes the Hamiltonian vector field only by a pre-factor, since

\[
\|z\|^2 \cdot i_X_{z, i} \omega = \|z\|^2 d\mathcal{L}(L^*H) + \bar{H} \cdot d\|z\|^2 = \|z\|^2 d(\mathcal{L}^*H)
\]

on \( (L^*H)^{-1}(0) \). Therefore we can finally conclude that the trajectories of \( (H, \omega) \) and \( (\|z\|^2 \bar{H}, \bar{\omega}) \) lying in their respective energy hypersurfaces coincide up to parametrization. To be able to apply the regularization procedure to our situation, we need to put the earth in the centre of our coordinate system, i.e. shift \( q \rightarrow q + c \). Note that we can choose our coordinate system in such a way that the two big masses lie on the real axis. The regularised Hamiltonian is now given by

\[
K(z, w) = \|z\|^2 \cdot (L^*H)(z, w) = \frac{1}{8} \|w\|^2 - E \|z\|^2 - (1 - \mu) + \|z\|^2 + \frac{1}{2}(w_1 z_2 - w_2 z_1) - \frac{\mu \|z\|^2}{\|z\|^2 + e - s}.
\]

Since we want to use Rabinowitz Floer homology, we first need to show that we are in fact in a setting, in which the Rabinowitz Floer homology is well-defined. Gladly most of this work was already done by \cite{AFKP12}. Here it was shown that below the first critical energy values the energy hypersurface around the earth and the sun, respectively, are of restricted contact type.

Despite this, we still need to extend Rabinowitz Floer homology to this setting, which is done in \cite{FVK18}. It is now shown that below the first critical energy values the Rabinowitz Floer homology is well-defined.

### For the symplectic two form

We have:

\[
\mathcal{L}^* \omega_{\text{Moser}} = (P_N^{-1} \circ \mathcal{M} \circ \mathcal{L})^* \omega_{\text{Moser}}
\]

\[
= \mathcal{L}^* \text{Re}(dg \wedge dp)
\]

\[
= \text{Re}
\left(2z \, dz \wedge \left(\frac{1}{2z} \, dw - \frac{w}{2z} \, dz\right)\right)
\]

\[
= dz_1 \wedge dw_1 + dz_2 \wedge dw_2,
\]

with the not so standard notation of \( z = z_1 + i z_2 \) and \( z_1, z_2 \in \mathbb{R} \). For the Liouville one form we have:

\[
\mathcal{L}^* \lambda_{\text{Moser}} = (P_N^{-1} \circ \mathcal{M} \circ \mathcal{L})^* \lambda_{\text{Moser}}
\]
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With this we see that the Liouville vector field implicitly defined by $i_{X\omega} = \lambda$ is therefore
\[
\frac{1}{2} \left( z_1 \partial_{z_1} + w_1 \partial_{w_1} \right),
\]
e.
It is a radial vector field. For Moser regularization we already know from [AFKP12] that $X_M H_M > 0$ for all energies below the first critical energy value, where $X_M$ should stand for the Liouville vector field in Moser regularization and $H_M$ for the corresponding Hamiltonian. Since we can get both the Liouville one form and the Hamiltonian function in Levi-Civita regularization by pulling them back from Moser regularization we see that
\[
(\hat{\Sigma}^* X_M)(\hat{\Sigma}^* H_M) = \hat{\Sigma}^*(X_M H_M) > 0.
\]
Note that since both hypersurfaces are compact and the involved vector fields and functions are smooth this result extents to all of $K^{-1}(0)$. So we can finally conclude that also for Levi-Civita regularization we can view the energy hypersurface as boundary of a Liouville domain and the whole space as the completion of the Liouville domain. To finally meet all the requirements for a well-defined RF-homology we need to cut our Hamiltonian off outside of the Liouville domain and set it to a constant $c_0$ which is different from the energy we want to consider. Further we need to show that on the energy hypersurface the Hamiltonian vector field coincides with the Reeb vector field. But since we already know that our energy hypersurface is the boundary of the Louvile domain, the Reeb vector field is just $R = f \cdot X_K$ for a smooth function $f$, which is never zero. Therefore we can define a new Hamiltonian $\tilde{H} := f \cdot \tilde{H}$, which results in a new Hamiltonian vector field $X_{\tilde{H}} = f \cdot X_{\tilde{H}}$. From this we can conclude two things: First the trajectories of the new Hamiltonian are just a reparametrization of the old ones. Second the Hamiltonian vector field $X_{\tilde{H}}$ coincides with the Reeb vector field, because $X_{\tilde{H}} = f \cdot X_K = R$ and $\tilde{K}^{-1}(0) = (f \cdot K)^{-1}(0) = K^{-1}(0)$ (remember that $f$ is never zero). So finally we have checked all the necessary requirements to define the Rabinowitz Floer homology. For simplicity we will denote the Hamiltonian after Levi-Civita regularization and with the above adjustment by a suitable function $f$ again by $H$.

## 4 Existence of Symmetric Consecutive Collision Orbits I

Now we want to use what we know so far to prove that in the planar circular restricted three body problem in Levi-Civita regularisation (around the earth) for energies below the first critical energy value there are always at least two symmetric consecutive collision orbits, for one the intersection point of the orbit with its symmetry axis lies on the line between the sun and earth, for the other one exactly on the opposite side. To prove the above claim we will first interpret the symmetric consecutive collision orbits as Reeb chords between two different Lagrangian submanifolds in the following way: On the original space of the planar restricted three body problem we have an anti-symplectic involution
\[
R : T^* \mathbb{C} \to T^* \mathbb{C} ; \ q \mapsto \overline{q}, \ p \mapsto -\overline{p},
\]
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which leaves the Hamiltonian invariant. After the Levi-Civita regularization this anti-symplectic involution corresponds to now two involutions

\[ \tilde{R}_1 : z \mapsto -\overline{z} ; \quad w \mapsto \overline{w} \tag{4.2} \]

\[ \tilde{R}_2 : z \mapsto \overline{z} ; \quad w \mapsto -\overline{w} \tag{4.3} \]

and their corresponding fix point sets are

\[ L_S := \text{Fix}(\tilde{R}_1) = i\mathbb{R} \times \mathbb{R} \quad \text{and} \quad L_M := \text{Fix}(\tilde{R}_2) = \mathbb{R} \times i\mathbb{R}. \tag{4.4} \]

If we think of the small body as the moon and assume that we chose the coordinates such that the sun is at the left side of the earth, \( L_S \) would correspond to the eclipse of the sun (since \( l : i\mathbb{R} \to \mathbb{R}_0^+ \)) and \( L_M \) would correspond to the eclipse of the moon (since \( l : \mathbb{R} \to \mathbb{R}_0^+ \)), at least as long as we stay below the first critical energy value. Since the symplectic form is given by \( \omega = dz_1 \wedge dw_1 \) these two set are obviously Lagrangian subspaces. The reason why we consider this anti-symplectic involution is the following: Let \( x(t) \) be a solution of \( H \) with \( x(0) \in L_{\text{col}} \) and \( x(1) \in L_S \) (or equivalently \( x(1) \in L_M \)). Here \( L_{\text{col}} \) is the Lagrangian subspace of collision, i.e. \( L_{\text{col}} := \{(q,p) \in \mathbb{R}^4 \mid q = 0\} \). Then \( \tilde{R}_1(x(1-t)) \) is also a solution of \( H \) since

\[
\frac{d}{dt} \bigg|_{t_0} \tilde{R}_1(x(1-t)) = d\tilde{R}_1 \frac{d}{dt} \bigg|_{t_0} x(1-t) \\
= -d\tilde{R}_1 \bigg|_{1-t_0} x(t) \\
= -\tilde{R}_1 X_H(x(t)) \big|_{1-t_0} \\
= \tilde{R}_1 x(t) \big|_{1-t_0} \\
= X_H \tilde{R}_1(x(1-t)) \big|_{t_0}. \tag{4.5} \]

Further, the requirement \( x(1) \in L_S \) guarantees that the concatenation \( x \circ \tilde{R}_1(x(1-\cdot)) \) is still a smooth solution of \( H \). This means, if we find a chord from \( L_S \) to \( L_{\text{col}} \), we also automatically find a symmetric consecutive collision orbit.

Our goal is now to view the chords from \( L_S \) or \( L_M \) to \( L_{\text{col}} \) as leaf-wise intersection points (see Section 2). To do this we need Hamiltonians \( F_S \) or \( F_M \) such that

\[ \varphi^{-1}_{F_S}(L_S) = L_{\text{col}} \quad \text{and} \quad \varphi^{-1}_{F_M}(L_M) = L_{\text{col}}, \tag{4.6} \]

where \( \varphi_{F_S} \) or \( \varphi_{F_M} \) is the Hamiltonian flow. So define

\[ F_S(z, w) = \pi(z_1^2 + w_2^2) \quad \text{and} \quad F_M(z, w) = \pi(z_1^2 + w_1^2). \tag{4.7} \]

The Hamiltonian vector field of \( F_S \) is then

\[ X_{F_S} = \frac{\pi}{2} w_2 \frac{\partial}{\partial z_2} - \frac{\pi}{2} z_2 \frac{\partial}{\partial w_2}, \tag{4.8} \]

and the corresponding flow is given by

\[ \varphi_{F_S}(z, w, t) = \begin{pmatrix} z_1 \\ \cos \left( \frac{\pi}{2} t \right) z_2 + \sin \left( \frac{\pi}{2} t \right) w_2 \\ w_1 \\ \cos \left( \frac{\pi}{2} t \right) w_2 - \sin \left( \frac{\pi}{2} t \right) z_2 \end{pmatrix}. \tag{4.9} \]
With this it is not hard to see that \( \varphi_{F_S}(L_S, t = 1) = L_{col} \), for \( L_M \) the calculations are almost the same. Note that both \( F_S \) and \( F_M \) are invariant under the \( \mathbb{Z}_2 \) action \( z \mapsto -z \) and \( w \mapsto -w \). To be able to interpret our chords as leaf-wise intersection points, we will have to turn \( F_S \) or \( F_M \) respectively into a compactly supported function. For this choose a compact set \( \tilde{K} \) such that \( H^{-1} \subseteq \tilde{K} \) and a corresponding bump function \( \chi_{\tilde{K}} \), which is 1 on \( \tilde{K} \) and compactly supported. Define

\[
\tilde{F}_S(z, w) = \chi_{\tilde{K}}(z^2, w^2) \cdot F_S(z, w) \quad \text{and} \quad \tilde{F}_M(z, w) = \chi_{\tilde{K}}(z^2, w^2) \cdot F_M(z, w),
\]

so that we don’t loose the invariance with respect to the \( \mathbb{Z}_2 \) action of our Hamiltonian functions. By again choosing a suitable bump function \( \zeta : [0, 1] \rightarrow \mathbb{R} \) we finally get the desired form of the Hamiltonian functions, i.e.

\[
\tilde{F}^t_S(z, w) := \zeta(t) \tilde{F}_S(z, w) \quad \text{and} \quad \tilde{F}^t_M(z, w) := \zeta(t) \tilde{F}_M(z, w)
\]

with \( \tilde{F}^t_S(z, w) = 0 = \tilde{F}^t_M(z, w) \) for all \( t \in [0, \frac{1}{2}] \) and \( \zeta(t) = 1 \) in a neighbourhood around 1.

As a next step we want to show that the critical points of \( A^\varphi_{\tilde{F}^t_S} \) are in one to one correspondence with the solutions of the Hamiltonian equation of \( H \) with energy \( H = 0 \) that start in \( L_{col} \) and end in \( L_S \). So first let \((y, \eta)\) be a critical point of \( A^\varphi_{\tilde{F}^t_S} \) with \( y(0), y(1) \in L_{col} \). Then as discussed above in \([0, \frac{1}{2}]\) we have

\[
\partial_t y = \eta \beta(t) X_H(y(t)).
\]

By Picard-Lindelöf there is also a unique solution of

\[
\begin{aligned}
\partial_t y & = \eta X_H(x(t)) \\
x(0) &= y(0)
\end{aligned}
\]

in \([0, 1]\). Then consider \( \tilde{x}(t) := x \left( \int_0^t \beta(T) \, dT \right) \) and see that

\[
\partial_t \tilde{x} = \eta \beta(t) X_H(\tilde{x})
\]

in \([0, \frac{1}{2}]\). By uniqueness this means that \( y(t) = \tilde{x}(t) \) and therefore

\[
x(1) = x \left( \int_0^{\frac{1}{2}} \beta(T) \, dT \right) = y \left( \frac{1}{2} \right) \in \varphi^{-1}_{\tilde{F}^t_S}(L_{col}) \cap H^{-1}(0) = L_S \cap H^{-1}(0)
\]

On the other hand let \( x(\frac{1}{2}) \) be a solution of the Hamiltonian equation of \( H \) with \( x(0) \in L_{col} \), \( x(1) \in L_S \). Then take the usual cut off function \( \beta(t) \) and define

\[
y(t) := \begin{cases} x \left( \int_0^t \beta(T) \, dT \right) & t \in [0, \frac{1}{2}] \\ \varphi_{\tilde{F}^t_S}^{-1}(x(1)) & t \in [\frac{1}{2}, 1] \end{cases}
\]

which is clearly a critical point of \( A^\varphi_{\tilde{F}^t_S} \). This means for every leaf-wise intersection point there exists a corresponding symmetric consecutive collision orbit, so we now only have to show the existence of a leaf-wise intersection point.
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The next step is to calculate the homology $RFH(M, L_{\text{col}}, H, \tilde{F}_S)$. First we know that

$$RFH(M, L_{\text{col}}, H, \tilde{F}_S) \cong RFH(M, L_{\text{col}}, H). \quad (4.15)$$

In $C^4$ we can always displace a subspace from a compact set and since by assumption our energy hypersurface is compact, [Men14, chapter 2.4] tells us that the homology $RFH(M, L_{\text{col}}, H)$ is zero and so we can conclude:

$$RFH(M, L_{\text{col}}, H, \tilde{F}_S) = 0 \quad (4.16)$$

Both $L_S \cap L_{\text{col}}$ and $L_M \cap L_{\text{col}}$ are one dimensional subspaces and since $H^{-1}(0)$ is a star-shaped hypersurface, $H^{-1}(0)$ has to intersect with $L_S \cap L_{\text{col}}$ and $L_M \cap L_{\text{col}}$ in two points each. These points are automatically fix points of $\tilde{F}_S$ and $\tilde{F}_M$, respectively. If we set for those points the Lagrange multiplier $\tau$ to zero, we get critical points of the perturbed Rabinowitz action functional. But since we know that the homology is zero and that two constant points can’t cancel each other out in the homology, there needs to be at least one nonconstant critical point. This then finally tells us that there exists at least one symmetric consecutive collision orbit corresponding to $L_S$ and one to $L_M$ for all energies below the first critical energy value.

Even though knowing of the existence of at least one symmetric consecutive collision orbit is already quite useful, we can still improve it by using an equivariant version of the Lagrangian Rabinowitz Floer homology. The improvement we want to archive in the next sections is the existence of not just one symmetric consecutive collision orbit but of infinitely many or at least of one periodic symmetric consecutive collision orbit.

5 Equivariant Lagrangian Rabinowitz Floer Homology

In this section we want to understand what equivariant Rabinowitz Floer-homology is and when we can use it to gain better inside of the Hamiltonian system we are interested in.

Let $(M, \omega = d\lambda)$ be the completion of a Liouville domain $(\tilde{M}, \lambda)$ with a Hamiltonian $H$ such that $\Sigma := \partial \tilde{M} = H^{-1}(0)$, the support of $d\lambda$ is inside of a compact set $K$ and the Hamiltonian vector field coincides with the Reeb vector field on $\partial \tilde{M}$. Let $L$ be an exact Lagrangian submanifold, such that $l$ with $dl = \lambda|_L$ has support in $K$ and let there be an almost complex structure $J_t$, which is $\omega$-compatibile and SFT like outside of $K$. To be able to use a $\mathbb{Z}$ grading further assume that the morphism induced by the Maslov index of disks with Lagrangian boundary

$$\mu : \pi_2(M, L) \to \mathbb{Z} \quad (5.1)$$

is trivial. Now let $G$ be a finite Lie group that acts free and proper on the symplectization $\Sigma \times \mathbb{R}$, is a symmetry of our Hamiltonian system, leaves $L$ invariant and $J_t$ is equivariant w.r.t $G$ in the following sense:

$$d\phi_g J_t(x) = J_t(g \triangleright x) d\phi_g \quad \text{for all } g \in G \quad (5.2)$$

Note that $\phi_g$ is defined by $\phi_g(x) = g \triangleright x$. Then we define the action of $G$ on $P_c(M, L) \times \mathbb{R}$ by acting point-wise on the first component and trivial on the second component. Note that $P_c(M, L)$ stands for the chords in $M$, which are relative contractible with respect to $L$, and that a well-defined $\mathbb{Z}$ grading can only be achieved for this subset of chords. The $G$-equivariant Lagrangian RF chain complex $CRF^G_{\mathbb{Z}}(M, L)_b^c$ is then constructed by taking (in the Morse-Bott situation) a $G$-invariant Morse function on a compact set of critical points $\text{crit}(A_H)_b^c$, form the usual $\mathbb{Z}_2$ vector space with them and then take the quotient with respect to the $G$ action. As
usually the restriction to critical points $x$ with $a \leq A(x) \leq b$ is necessary for compactness reasons. To still have a well-defined grading by the CZ-index on the quotient space, we need to show the following proposition:

**Proposition 5.1** Let $x$ and $y$ be two Hamiltonian chords in the above described setting with $g \triangleright x = y$ for a $g \in G$. Then $x$ and $y$ have the same CZ-index.

**Proof:** We know that the following connection between the CZ-index and the Fredholm index

$$
\mu_{\text{CZ}}(x) - \mu_{\text{CZ}}(x') = \text{ind}(D(s))
$$

holds, where $u \in \mathcal{H}_{x,x'}$ is a path in the chord space with $x$ and $x'$ as asymptotics and $s$ is as usually the section given by the Floer equation, i.e.

$$
s(u) = \partial_t u + J_t(u)(\partial_t u - \tau X_H(u)).
$$

Note that if $u$ is not a solution of the Floer equation we first need to choose a connection on the $L^2$ vector bundle over $\mathcal{H}_{x,x'}$ to be able to define the vertical differential. Since our assumptions on the action of $G$ are chosen in such a way that

$$
d\phi_g s(u) = s(g \triangleright u)
$$

for all $g \in G$.

$d\phi_g$ induces then an isomorphism between the kernels of $D(s(u))$ and $D(g \triangleright u)$ and also between their cokernels, hence the Fredholm index of those two is the same. With this we get

$$
\mu_{\text{CZ}}(x) - \mu_{\text{CZ}}(x') = \text{ind}(D(s(u))) = \text{ind}(D(s(g \triangleright u))) = \mu_{\text{CZ}}(g \triangleright x) - \mu_{\text{CZ}}(g \triangleright x'),
$$

which is equivalent to

$$
\mu_{\text{CZ}}(g \triangleright x) - \mu_{\text{CZ}}(x) = \mu_{\text{CZ}}(g \triangleright x') - \mu_{\text{CZ}}(x').
$$

Then define the map

$$
h : G \to \mathbb{Z}; \quad g \mapsto \mu_{\text{CZ}}(g \triangleright x) - \mu_{\text{CZ}}(x),
$$

note that the above calculation shows that $h$ is independent of $x$. Now we show that $h$ is a morphism between $G$ and $\mathbb{Z}$:

$$
h(g_1 \cdot g_2) = \mu_{\text{CZ}}(g_1 \cdot g_2 \triangleright x) - \mu_{\text{CZ}}(x)
$$

$$
= \mu_{\text{CZ}}(g_1 \triangleright (g_2 \triangleright x)) - \mu_{\text{CZ}}(g_2 \triangleright x) + \mu_{\text{CZ}}(g_2 \triangleright x) - \mu_{\text{CZ}}(x)
$$

$$
= h(g_1) + h(g_2).
$$

**Claim:** A morphism between a finite group and $\mathbb{Z}$ is trivial.

**Proof of the Claim:** Assume there is a $g \in G$ with $h(g) \neq 0$. Define $N := \max_{x \in G}|h(x)|$, then there is a $M \in \mathbb{Z}$ such that $M \cdot h(g) > N$. But this means that

$$
N < M \cdot h(g) < |h(g)^{|M|}| \leq N,
$$

which is a clear contradiction. This proves the Proposition. \qed
The differential of this complex is defined by counting $G$-equivalence classes of unparametrized gradient flow lines:

$$\partial : CRF^G(M, L)_b \rightarrow CRF^G(M, L)_b$$

$$\partial[x] := \sum_{[y] \text{ with } \mu_{cz}([x]) = \mu_{cz}([x]) + 1} \# \{ u \mid \tilde{x} \overset{u}{\rightarrow} \tilde{y} \text{ gradient flow, } \tilde{x} \in [x] \text{ and } \tilde{y} \in [y] \} \quad (5.3)$$

The group action on the moduli space is of course again defined point-wise. The final question we have to answer about the $G$-equivariant RF-homology is, if the differential is still a well-defined differential.

**Proposition 5.2** Under the current assumptions the map defined in equation (5.3) is well-defined and fulfills $\partial^2 = 0$.

**Proof:** First note that $G$ acts free on the moduli space since if there is a $g \in G$ such that $(g \cdot u) = u$, then $g \cdot u(s, t) = u(s, t)$ for all $s, t \in [0, 1]$ and because $G$ acts free on $\Sigma \times \mathbb{R}$, this implies $g = 1_G$. From the standard construction of the RF-homology we know that the set of unparametrized gradient flow lines define a manifold $M(x, y)$ with dimension $\mu(x) = \mu(y) - 1$. The corresponding $G$-invariant set is then

$$M_G([x], [y]) := \left( \bigcup_{\tilde{x} \in [x]} M(\tilde{x}, \tilde{y}) \right) / G \quad (5.4)$$

Since $G$ is only a finite group, $\bigcup_{\tilde{x} \in [x]} M(\tilde{x}, \tilde{y})$ is a finite disjoint union of manifolds and hence again a manifold of same dimension. Further $G$ acts also proper, since it is finite. Now we know that a manifold quotient by a free and proper action is again a manifold with $\dim M(\tilde{x}, \tilde{y}) = \dim G$ and by assumption $G$ has dimension zero. From this we see that $\dim M(\tilde{x}, \tilde{y}) = \mu([x]) - \mu([y]) - 1$ and the usual argument for $\partial^2 = 0$ and the well-definiteness of the map also works in the $G$-equivariant setting. \hfill \Box

It is not hard to see that one can also define the perturbed Rabinowitz Floer homology from Section 2 in the equivariant setting by simply choosing an invariant perturbation $F$. The arguments, which show that the homology is independent of the chosen manifold and Hamiltonian up to homotopy, still work the same as in the normal case since the $G$-invariant smooth functions are also path connected.

There is now a very interesting connection between the $G$-equivariant RFH and the Tate homology of $G$. But before we can investigate this further, we first need to repeat some important things connected to Tate homology.

**Definition 5.3** A complete resolution (for a finite group $G$) is an acyclic complex $F = (F_i)_{i \in \mathbb{Z}}$ of projective $\mathbb{Z}_2[G]$-modules, together with a map $\epsilon : F_0 \rightarrow \mathbb{Z}_2$ such that $F_+ \overset{\epsilon}{\rightarrow} \mathbb{Z}_2 \rightarrow 0$ is a resolution in the usual sense, where $F_+ = (F_i)_{i \geq 0}$.

Remember that given a ring $R$ and an $R$-module $M$ a resolution of $M$ is an exact sequence of $R$-modules

$$\cdots \rightarrow F_2 \overset{\partial_2}{\rightarrow} F_1 \overset{\partial_1}{\rightarrow} F_0 \overset{\epsilon}{\rightarrow} M \rightarrow 0. \quad (5.5)$$

The following property of complete resolutions is crucial for the well-definedness of Tate homology:

---

1See [Bro82 §VI.3], note that we use $\mathbb{Z}_2$ instead of $\mathbb{Z}$.  
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Proposition 5.4 If $\epsilon : F \to \mathbb{Z}_2$ and $\epsilon' : F' \to \mathbb{Z}_2$ are complete resolutions, then there exists a unique homotopy class of augmentation-preserving maps from $F$ to $F'$. These maps are homotopy equivalences.

See [Bro82] [Proposition 3.3] for the proof.

Definition 5.5 Let $F = (F_i)_{i \in \mathbb{Z}}$ be a complete resolution for the finite group $G$. The Tate homology of $G$ with coefficients in a $G$-module $M$ is defined by

$$TH_\ast(G, M) := H_\ast(F \otimes_G M).$$ (5.6)

Note that proposition 5.4 tells us that the Tate homology is unique up to isomorphism and therefore well-defined. This also means that if we want to compute the Tate homology of a group $G$ we can choose any acyclic complex to do so, as long as the complex is a complete resolution. This fact is the main idea behind the connection between $G$-equivariant RF-homology and Tate homology:

Theorem 5.6 Let $G$ be a finite group and a symmetry of the Hamiltonian system $(M, \omega, H)$ with Lagrangian $L$, which acts free. Assume that $L \cap H^{-1}(0)$ is a connected submanifold of dimension at least 1 and that the system $(M, \omega, H, L)$ fulfills all the requirements needed for Lagrangian Rabinowitz Floer homology. Further, let the system be displaceable and the Conley-Zehnder index $\mu_{\text{CZ}}$ for the non-constant chords of $(M, \omega, H)$ fulfill

$$|\mu_{\text{CZ}}(x)| > \dim(L \cap H^{-1}(0)).$$ (5.7)

Then the $G$-equivariant Lagrangian RF-homology is equal to the Tate homology (with $\mathbb{Z}_2$ coefficients) of $G$, i.e.

$$RFH^G(M, H, L) = TH_\ast(G, \mathbb{Z}_2).$$ (5.8)

Remark 5.7 The statement is also true for equivariant Rabinowitz Floer homology for loops instead of chords between a Lagrangian, if one changes the condition (5.7) to $|\mu_{\text{CZ}}| > \dim H^{-1}(0)$. The proof then also works exactly the same. The reason why we chose to state the theorem like this is, because it fits better for the application to consecutive collision orbits we are discussing in this paper.

Proof (Proof of Theorem 5.6): The idea of this proof is to show that the Lagrangian Rabinowitz Floer complex for displaceable systems is a complete resolution for $G$. The displaceability guarantees that our Floer complex is acyclic and by definition consists of $\mathbb{Z}_2$ vector spaces. Since $G$ acts by assumption on the generators of the complex, we can view each space in the complex as free $\mathbb{Z}_2[G]$ module. We know that $L \cap H^{-1}(0)$ is at least one dimensional and by condition (5.7) this means that

$$CRF_1(M, H, L) \xrightarrow{\partial_1} CRF_0(M, H, L)$$

is equal to the corresponding part of the Morse complex

$$CM_1(L \cap H^{-1}(0), f) \xrightarrow{\partial_1} CM_0(L \cap H^{-1}(0), f),$$

where $f$ is a $G$-invariant Morse function on $L \cap H^{-1}(0)$. Note that here we assume the grading to be $\mu = \mu_{\text{CZ}} + \mu_{\text{Morse}}$. If one would like to use the signature index instead of the Morse

\^We took the definition from [Bro82] [§VI.4], but it goes back to [Tat52].
index, one would need to include an index shift in the statement of the theorem. Our goal is now to find an augmentation $\epsilon: CRF_0(M, H, L) = CM_0(L \cap H^{-1}(0), f) \to \mathbb{Z}_2$, such that $(CRF_i(M, H, L))_{i \geq 0} \to \mathbb{Z}_2 \to 0$ is a resolution of $\mathbb{Z}_2$. It is well known that for every connected manifold the zeroth homology is one dimensional as long as it is not empty. This means that the image of $\partial_1$ is a codimension one subspace in $CM_0(L \cap H^{-1}(0), f)$ and therefore we can define $\epsilon$ as the linear map that maps all elements in the image of $\partial_1$ to zero and the basis vector in the complement to one. With this definition it is clear that $\text{im}(\partial_1) = \text{ker}(\epsilon)$ and that $\epsilon$ is surjective, i.e.

$$\cdots \xrightarrow{\partial_2} CRF_1(M, H, L) \xrightarrow{\partial_1} CRF_0(M, H, L) \xrightarrow{\epsilon} \mathbb{Z}_2 \to 0$$

is a resolution of $\mathbb{Z}_2$ and $(CRF_i(M, H, L))_{i \in \mathbb{Z}}$ is a complete resolution. The corresponding Tate homology is then $T\text{H}_*(G, \mathbb{Z}_2) := H_*(CRF_*(M, H, L) \otimes_G \mathbb{Z}_2)$, where we consider $\mathbb{Z}_2$ as a trivial $G$-module. Tensoring over $G$ to the $\mathbb{Z}_2[G]$ modules $CRF_*(M, H, L)$ the trivial $G$-module $\mathbb{Z}_2$ corresponds to taking the quotient of the $CRF_i(M, H, L)$'s with respect to the $G$ action. The new boundary operators between the modules $CRF_i(M, H, L) \otimes_G \mathbb{Z}_2$ are just the old boundary operators applied to the first part of the tensor product, i.e. $\tilde{\partial}(x \otimes_G 1) := (\partial x) \otimes_G 1$. A quick calculation shows that these new boundary operators are exactly the same as the ones we defined for the $G$-equivariant RF-homology. Hence the two complexes $(CRF_*(M, H, L) \otimes_G \mathbb{Z}_2, \tilde{\partial})$ and $(CRF_*(M, H, L), \partial)$ are the same and therefore also their respective homologies. This concludes the proof of the theorem.

\[\square\]

6 Existence of Symmetric Consecutive Collision Orbits II

After the preparations in the previous section we are now able to prove the existence statement for symmetric consecutive collision orbits in its full strength:

**Theorem 6.1** In the setting of the planar circular restricted three body problem there are

- infinitely many symmetric consecutive collision orbits or at least one periodic symmetric consecutive collision orbit all intersecting their symmetry axis on the straight line between the second and the main body and

- infinitely many symmetric consecutive collision orbits or at least one periodic symmetric consecutive collision orbit all intersecting their symmetry axis on the extension of this line to the opposite side of the main body

for all energies below the first critical energy value.

**Remark 6.2** If we would consider as main body the earth, as second body the sun and as small satellite the moon, then for the first type of orbits the point where it intersects the symmetry axis corresponds to a solar eclipse and for the second type of orbits this point corresponds to a lunar eclipse. Mathematically the first type will correspond to the chords ending in the Lagrangian $L_S$ and the second to chords ending in $L_M$.

**Proof (Proof of Theorem 6.1):** The Idea to prove this statement is that we first define an easier but still homotopic Hamiltonian system and then use Theorem 5.6 to calculate the $\mathbb{Z}_2$-equivariant Floer theory. The dimension of this homology will give us a lower bound for the number of orbits we are looking for. For this homotopic system we choose as Hamiltonian

$$\tilde{H}: \mathbb{C}^2 \to \mathbb{R}, \ z \mapsto \left(\sum_{i=1}^{2} |z_i|^2 \right) - 1$$
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on \((C^2, \omega)\) with the standard symplectic form

\[ \omega = \sum_{i=1}^{2} dx_i \wedge dy_i, \]

note that on \(C^2\) we use the notation \(z = x + iy\) where \(x = (x_1^2) \in \mathbb{R}^2\) and \(y = (y_1^2) \in \mathbb{R}^2\). Note that we can consider \((C^2, \omega)\) to be the completion of a Liouville domain with the boundary being \(\tilde{H}^{-1}(0)\), since \(\tilde{H}^{-1}(0)\) is just \(S^3\). But for a well-defined RF-homology we actually need a Hamiltonian function that is constant outside of a compact set. So take a smooth cut off function \(\chi_{[0,2]} \in C^\infty(\mathbb{R}, \mathbb{R})\), which has support in \([0,2]\) and is constant 1 in \([0,2-\epsilon]\). Then redefine the Hamiltonian as

\[ \tilde{H} : C^2 \to \mathbb{R}, \quad z \mapsto \left( \sum_{i=1}^{2} |z_i|^2 \right) - 1 \cdot \chi_{[0,2]}(\|z\|) + c_0 \cdot (1 - \chi_{[0,2]}(\|z\|)), \]

where \(c_0 \in \mathbb{R}\) is non zero. Note that around our energy hypersurface \(\tilde{H}^{-1}(0)\) the Hamiltonian function is still the same as before. The Hamiltonian vector field in this neighbourhood is then in real notation

\[ X_H(x, y) = 2 \left( \begin{array}{c} -y \\ x \end{array} \right) \]

From this we easily see that on \(\tilde{H}^{-1}(0) = S^3\) we have

\[ \lambda(X_H) = \frac{1}{2} \sum_{i=1}^{2} (2x_i^2 + 2y_i^2) = 1, \]

i.e. the Hamiltonian vector field coincides with the Reeb vector field. Now choose as Lagrangian subspace \(L = \mathbb{R}^2 \subset C^2\), which fulfils \(\Lambda|_L = 0\). So we have now all the necessary ingredients for the Lagrangian Rabinowitz Floer homology. Now we calculate the Conley-Zehnder index:

For a given \(z \in S^3 \cap L\) the corresponding chord is then simply

\[ \phi(z, t) = \begin{pmatrix} \cos(2t) & \sin(2t) \\ -\sin(2t) & \cos(2t) \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} \]

for \(t \in \left[0, \frac{m}{2}\pi\right]\), where for now \(m \in \mathbb{N}\). To compute the Lagrangian CZ-index for those chords we use our Lagrangian \(L\) as base point and the following path of Lagrangian subspaces:

\[ \Gamma(t) := \Omega(t)L \quad \text{with} \quad \Omega(t) = \begin{pmatrix} \cos(2t) & \sin(2t) \\ -\sin(2t) & \cos(2t) \end{pmatrix} \]

For the quadratic form take as Lagrangian subspaces \(\mathbb{R}^2\), \(i\mathbb{R}^2 \subset C^2\). To calculate this form we first need to find for every \(\begin{pmatrix} x \\ 0 \end{pmatrix}\) in \(\mathbb{R}^2\) a \(\begin{pmatrix} 0 \\ v \end{pmatrix}\) in \(i\mathbb{R}^2\) such that

\[ \begin{pmatrix} x \\ 0 \end{pmatrix} + \begin{pmatrix} 0 \\ v \end{pmatrix} = \begin{pmatrix} \cos(2t)y \\ -\sin(2t)y \end{pmatrix}, \]

for an arbitrary \(y \in \mathbb{R}^2\). This is fulfilled by \(v = -\tan(2t)x\). Hence the quadratic form is around the intersection points \(t = \frac{m}{2}\pi\) of \(\Gamma(t)\) with \(L\)

\[ Q_{\Gamma(t)} \begin{pmatrix} x \\ 0 \end{pmatrix} = \omega \begin{pmatrix} x \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ -\tan(2t)x \end{pmatrix} \]
\[ \langle x, -\tan(2t)x \rangle. \]

Hence we have for the crossing form

\[
\left. \frac{d}{dt} \right|_{t=\frac{\pi}{2}} Q_{\Gamma(t)} \left( \begin{pmatrix} x \\ 0 \end{pmatrix} \right) = \langle x, -\frac{1}{\cos^2(2t)}1_2x \rangle
\]

and its signum is \(-2\). Therefore \(\text{sign} C(\Gamma, L, t)\) for \(t\) being a intersection point is \(-2\) and for negative periods the minus sign becomes a plus sign. Every chord is uniquely defined by its starting point on \(S^3 \cap L = S^1\) and its period \(\tau\), hence these critical points form infinitely many copies of \(S^1\) index by their shared period. Let now \(x\) be a chord with period \(\tau = \frac{2m}{\pi}\), then its Conley Zehnder index is given by

\[
\mu_{CZ}(x) = -2 - \frac{2}{2} - 2(m - 1) - \frac{2}{2} = -2m.
\]

Now we want to introduce our symmetry, which is just simply multiplying by \(-1\). Since the Hamiltonian only sees the norm of the points and the symplectic form is a linear two form, this is in fact a symmetry of the Hamiltonian system and \(J\) is clearly \(\mathbb{Z}_2\)-equivariant. Further we can interpret this as an action of the Lie group \(\mathbb{Z}_2\), which is obviously free and proper. By the previous section this means that we have a well-defined \(\mathbb{Z}_2\)-equivariant RF-homology.

To compute this homology we use Theorem 5.6. We already know that \(\mathbb{Z}_2\) is a symmetry of the Hamiltonian system that acts free and that the Hamiltonian system itself is displaceable. Further, \(\mathbb{R}^2 \cap H^{-1}(0) = S^1\) is a one dimensional connected submanifold and the above considerations show now that the Conley-Zehnder index for non-constant chords fulfills the condition

\[ |\mu_{CZ}(x)| \geq 2 > \dim(\mathbb{R}^2 \cap H^{-1}(0)). \]

Hence Theorem 5.6 tells us that

\[ RFH_{\mathbb{Z}_2}(\mathbb{C}^2, \tilde{H}, L = \mathbb{R}^2) = TH_*. (\mathbb{Z}_2, \mathbb{Z}_2). \]

Note that by [Bro82][§VI.4] the Tate homology of \(\mathbb{Z}_2\) (with \(\mathbb{Z}_2\) coefficients) is just the group homology in positive degrees and the group cohomology in the negative degrees and since the classifying space of \(\mathbb{Z}_2\) is \(\mathbb{RP}^\infty\) the Tate homology is just \(\mathbb{Z}_2\) for every index. The invariance property then tells us that

\[ RFH_{\mathbb{Z}_2}(\mathbb{C}^2, H, L_{\text{col}}) \cong RFH_{\mathbb{Z}_2}(\mathbb{C}^2, \tilde{H}, \mathbb{R}^2), \]

since the Hamiltonian of the restricted three body problem after Levi-Civita regularization (see equation 3.3) is invariant under the \(\mathbb{Z}_2\) action and so is obviously every Lagrangian vector space. We can further use the invariance to infer that

\[ RFH_{\mathbb{Z}_2}^*(\mathbb{C}^2, H, L_{\text{col}}) \cong RFH_{\mathbb{Z}_2}^*(\mathbb{C}^2, H, L_{\text{col}}, \tilde{F}^*_S), \]

because \(\tilde{F}^*_S = \frac{\pi}{2}(z^2 + w^2)\chi_k(z^2, w^2)\zeta(t)\) is also \(\mathbb{Z}_2\)-invariant. It should be clear that

\[ \dim \left( RFH_{\mathbb{Z}_2}^*(\mathbb{C}^2, H, L_{\text{col}}, \tilde{F}^*_S) \right) \]

still gives us a lower bound for the number of critical points of the perturbed Rabinowitz action functional \(A_{\tilde{F}^*_S}\) and by what we discussed at the beginning of section 3 all these critical points
correspond to symmetric consecutive collision orbits which intersect the symmetry axis at a solar eclipse point.

Note that the statement that the RFH of $\tilde{H}$ and $H$ are isomorphic implicitly assumed that $\mathcal{A}_H$ is Morse-Bott, but this does not need to be the case. However, [CF09, Theorem B.1] tells us that the Rabinowitz action functional is Morse-Bott for a generic choice of Hamiltonians and therefore we can find a sequence of Hamiltonian functions $H_n$ converging to $H$ such that they are Morse-Bott and fulfill

$$RFH^Z_\ast(C^2, H_n, L_{col}) \cong RFH^Z_\ast(C^2, \tilde{H}, \mathbb{R}^2).$$

This again implies that for every Maslov index $\mu$ we find a trajectory $x_{\mu}^n$ of $H_n$ that starts in $L_{col}$ and ends in $L_S$. By using spectral numbers one can see that the action $A_{H_n}(x_{\mu}^n)$ is bounded for all $n$ and since the period is equal to the action value the periods in the sequence $(x_{\mu}^n)_{n \in \mathbb{N}}$ are bounded. Hence, we can use Arzelà–Ascoli and see that the $x_{\mu}^n$ (up to taking a subsequence) converge to a trajectory $x_\ast$ of $H$. The Maslov index of $x_\ast$ now does not need to coincide with $\mu$, but it can at most change by plus or minus the half dimension of the Maslov pseudo cycle. So by taking the limit $H_n \to H$ the infinitely many chords of $H_n$ can not collapse into only finitely many of $H$. The same arguments of course also works for the other type of orbits using instead $RFH^Z_\ast(C^2, H, L_{col}, F^t_M)$. This proves the theorem. \qed

Remark 6.3 It shouldn’t be too surprising that using the symmetry of our Hamiltonian leads to a better understanding of the system, since this one of the key concepts in physics. In classical mechanics one usually uses symmetries to simplify the equations of motion, which makes it easier to compute the trajectories in the system. In Rabinowitz Floer homology the symmetry apparently has a slightly different effect. Incorporating the symmetry into our considerations doesn’t make it easier to compute the homology, instead the predictive power of the homology increases drastically.
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