Momentum-Dependent Spin Splitting by Collinear Antiferromagnetic Ordering
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We clarify the macroscopic symmetry and microscopic model-parameter conditions for emergence of spin-split electronic band structure in collinear antiferromagnets without atomic spin-orbit coupling. By using the microscopic multipole descriptions, we elucidate the fundamental degree of freedom in a cluster unit of an antiferromagnet giving rise to an effective spin-orbit interaction through the anisotropic kinetic motions of electrons. We show a correspondence of the ordering patterns and resultant momentum-dependent spin splitting for 32 crystallographic point groups after demonstrating two intuitive examples of four-sublattice pyrochlore and tetragonal systems. Our study unveils potential features of collinear antiferromagnets with considerably weak spin-orbit coupling in light-element materials and 3d transition metal oxides, which can be utilized for a spin-current generation by electric (thermal) current and a magnetostriction effect.

I. INTRODUCTION

The interplay between electronic degrees of freedom in solids is a source of fascinating physical phenomena in condensed matter physics. Among them, the atomic spin-orbit coupling (SOC) plays an essential role for leading to rich physics, such as the magnetoelectric effects 1–4 and spin Hall effects 5–7. The SOC-related physics has been extensively studied usually in materials containing heavier elements with the large atomic SOCs 8, where the novel electronic states and large physical responses have been discovered 9–15. Meanwhile, it tends to become cumbersome to control such phenomena flexibly because the atomic SOC is rooted in the complicated atomic orbital and chemical composition. In order to extend the scope of materials and explore further possibilities toward applications to next-generation electronics and spintronics devices 16–18, it is helpful to advocate another mechanism for SOC-related physics from a different viewpoint.

In the present study, we discuss yet another intriguing interplay between the spin and orbital degrees of freedom that arises in the crystalline symmetry breaking through a spontaneous phase transition. Recently, several studies have shown that the electronic orders with lowering the lattice symmetry triggers unusual physical phenomena, such as the anomalous Hall effect in collinear antiferromagnets (AFMs) 19,20 and non-collinear AFMs 21,22, magneto-electric effects in the multipole order 23–25, spin-split Fermi surface in the electric toroidal order 26,27, the orbital Edelstein effect in the charge-density-wave state 28, and the spin-current generation in organic AFMs 29. In particular, the last proposal is significant since the effective spin-orbit interaction is activated by the electronic order without the atomic SOC.

Motivated by these studies, we push forward this issue in a more general framework to open another route of SOC physics in light-element materials, molecular organic metals, and 3d transition metal oxides, whose atomic SOCs are negligibly small. We examine the symmetry conditions and microscopic parameters for the emergence of the effective spin-orbit interaction under the collinear AFMs without the atomic SOC. Our mechanism relies on neither an antisymmetric spin-orbit interaction as the Rashba effect 30,31 nor complex non-collinear and noncoplanar magnetic structures 32,33. By examining the microscopic tight-binding model based on multipole descriptions, we show that anisotropic kinetic motions of electrons in a collinear AFM gives rise to an effective spin-orbit interaction in momentum space. We demonstrate that the symmetric and anisotropic spin splittings arise in the four-sublattice pyrochlore and tetragonal systems as intuitive examples. Then, we show a systematic classification of the spin splitting in terms of specific AFM ordering patterns under 32 point groups, which provides a reference to explore physical phenomena driven by the spin-split band structures, such as a spin-current generation by electric (thermal) current and a uniform magnetization by a strain field, which is so-called a piezomagnetic effect.

The organization of this paper is as follows. In Sec. II, we show the symmetry conditions of the spin-split electronic structure with respect to the space-time inversion symmetry and any symmetric spin-split band dispersions are expressed as the even-parity electric multipole in momentum space. In Sec. III we present microscopic ingredients to induce the spin-split band structures in two tight-binding models on the basis of multipoles. In Sec. IV we discuss physical phenomena induced by the anisotropic spin-split band structure. Section V is devoted to the summary. In Appendix A we show that there is no spin-split band structure in a bipartite system due to the chiral symmetry. In Appendix B we derive the effective spin-orbit interaction in the presence of the collinear antiferromagnetic orderings. In Appendix C we summarize types of spin-split band structures up to the sixth order in the wave number under 32 point groups.

II. SYMMETRY CONDITIONS

Let us start from the symmetry conditions of the spin-split electronic band structures in terms of the space-time inversion symmetry. The general band dispersions $\varepsilon_{\sigma}(k)$ with the wave number $k$ and the spin $\sigma$ are transformed with respect to the spatial inversion ($P$) and time-reversal ($T$) operations as $P \varepsilon_{\sigma}(k) = \varepsilon_{\sigma}(-k)$ and $T \varepsilon_{\sigma}(k) = \varepsilon_{-\sigma}(-k)$, respectively. Thus, the spin splitting $\varepsilon_{\sigma}(k) \neq \varepsilon_{-\sigma}(k)$ requires the breaking of the $PT$ symmetry, namely, either $P$ or $T$ must be broken.
FIG. 1. Schematic pictures of the spin splitting in collinear AFMs: (a) uniform ($\varepsilon_{\sigma}(k) \sim \sigma$), (b) anisotropic symmetric ($\varepsilon_{\sigma}(k) \sim k_xk_y$), and (c) antisymmetric ($\varepsilon_{\sigma}(k) \sim k_y$) types. Symmetric modulations are characterized by the coupling between the spin $\sigma$ and even-parity (a) electric monopole $Q_0$ and (b) electric quadrupole $Q_{xy}$, while an antisymmetric one is due to odd-parity (c) magnetic toroidal dipole $T_y$. The red (blue) dispersions show the bands polarized with up (down) spins.

at least. The breaking of $\mathcal{T}$ leads to the coupling between the even function of $k$ and $\sigma$, i.e., the symmetric spin splitting with respect to $k$, while the breaking of $\mathcal{P}$ gives rise to the coupling between the odd function of $k$ and $\sigma$, which results in an antisymmetric spin splitting in momentum space as seen in the Rashba and Dresselhaus spin-orbit interactions. Figures (a) and (b) represent the schematic pictures of the lowest and second-lowest symmetric spin-split band structure in the form of $\sigma$ and $k_xk_y$, respectively, while the result by a linear coupling $k_0$ is shown in Fig. (c). Note that the antisymmetric spin splitting in (c) can be usually caused in the presence of the atomic SOC.

In this paper, we focus on the collinear AFM orderings where the atomic SOC is negligible. Thanks to SU(2) symmetry in spin space, the symmetry $R\mathcal{T}$ ensures $\varepsilon_{\sigma}(k) = \varepsilon_{\sigma}(-k)$ where $R$ is the spin rotation. This means that only the symmetric spin splitting appears even in noncentrosymmetric crystals. Then, the spin-split band dispersion is generally expressed as

$$\varepsilon_{\sigma}(k) = \sum_{\Gamma\gamma} X_{\Gamma\gamma}(k)\varepsilon_{\sigma}(k),$$

where $Q_{\Gamma\gamma}(k)$ is the even-parity electric multipoole in momentum space with the irreducible representation (irrep.) $\Gamma$ and its component $X_{\Gamma\gamma}$ is the conjugate field that will be activated by the collinear magnetic ordering. Note that the odd function of $k$ in $\varepsilon_{\sigma}(k)$ can be expressed by the magnetic toroidal multipoles $T_{\Gamma\gamma}(k)$ in general, which are irrelevant in the present argument.

The set of electric multipole $Q_{\Gamma\gamma}(k)$ expresses all types of symmetric spin-split band structure. For instance, the Zeeman spin splitting is represented by the monopole $Q_0(k) = 1$ [Fig. (a)]. The conjugate field $X_0$ corresponds to the molecular field (MF) of the spontaneous ferromagnetic ordering or an external magnetic field. Meanwhile, the higher-order multipoles such as a quadrupole $Q_{xy}(k) \sim k_xk_y$ give rise to anisotropic ($k$-dependent) and symmetric spin splitting when an AFM ordering activates the corresponding conjugate field such as $X_{xy}$ [Fig. (b)].

III. SPIN SPLITTINGS IN TIGHT-BINDING MODELS

From the above consideration in Sec. II, the essence for the $k$-dependent spin splitting is how to activate the anisotropic conjugate field $X_{\Gamma\gamma}$. As will be shown in this section, it is easy to be realized by collinear AFM orderings in crystal structures with sublattice degrees of freedom, where an anisotropic distribution of the ordered moments on the sublattices generate an anisotropic conjugate field $X_{\Gamma\gamma}$. In order to clearly demonstrate the key microscopic parameters to activate $X_{\Gamma\gamma}$, we examine two tight-binding models on specific lattice structures: the pyrochlore structure in Sec. IIIA and the tetragonal structure in Sec. III C.

A. Pyrochlore structure

First, we analyze the three-dimensional pyrochlore structure with a unit of four-sublattice tetrahedron as shown in Fig. (a). The positions of the four sublattice sites in the tetrahedron are defined by $r_A = (0, 0, 0)$, $r_B = (1/4, 1/4, 0)a$, $r_C = (1/4, 0, 1/4)a$, and $r_D = (0, 1/4, 1/4)a$, and we set...
a = 1 as the unit of length. The single-orbital tight-binding model with the nearest-neighbor hopping $t(1)$ is given by

$$H_0 = \sum_{k\sigma} \sum_{ij} c_{i\sigma}^\dagger \tilde{H}_{ij} c_{j\sigma},$$

$$H_t = 2t(1) \begin{pmatrix} 0 & c_{xy} & c_{zx}^* & c_{zy}^* \\ c_{xy} & 0 & c_{zy} & c_{zx}^* \\ c_{zx} & c_{zy} & 0 & c_{xy} \\ c_{zy}^* & c_{zx}^* & c_{xy} & 0 \end{pmatrix} A$$

where $c_{i\sigma}^\dagger$ ($c_{i\sigma}$) is the creation (annihilation) operator for wave vector $k$, sublattice $i = \text{A-D}$, and spin $\sigma = \uparrow, \downarrow$, and $c_{i\mu\nu}^\dagger = \cos(k_{\mu} \pm k_{\nu})a/4$ for $\mu, \nu = x, y, z$. Note that we consider the phase factor within a unit cell. The effect of the uniform magnetic field or the collinear AFM ordering is described by the (MF) Hamiltonian $H_t \rightarrow H_t + H_m$,

$$H_m = (h_0 + h_{yz}\rho_z + h_{zx}\rho_x + h_{xy}\rho_x),$$

where the product of two Pauli matrices $\rho_x$ and $\rho_y$ represent the four sublattice degree of freedom, i.e., A-B and C-D, or (AB)-(CD) space, respectively. The first term represents uniform magnetic field, whereas the rest of terms express the MFs for three different collinear AFM patterns.

This model shows the $k$-dependent spin splitting in the presence of any of $h_{yz}$, $h_{zx}$ or $h_{xy}$. Figure 2b shows the band structure for $h_{xy} \neq 0$ for example. The origin of the spin splitting becomes transparent if one expresses the Hamiltonians in Eqs. 2 and 3 in terms of multipole language. By introducing the multipoles as defined in Table I according to symmetry operations of the tetrahedral unit, $T_d$ (the symmetry operations act only on the real space, not on the spin space), $H_t$ and $H_m$ are rewritten as

$$H_t = Q_{0}^{(1)} Q_{0}^{(1)}(k) + [Q_{u}^{(1)} Q_{u}^{(1)}(k) + Q_{v}^{(1)} Q_{v}^{(1)}(k)] + [Q_{yz}^{(1)} Q_{yz}^{(1)}(k) + Q_{zx}^{(1)} Q_{zx}^{(1)}(k) + Q_{xy}^{(1)} Q_{xy}^{(1)}(k)],$$

$$H_m = \begin{pmatrix} h_0 Q_{0}^{(0)} + h_{yz} Q_{yz}^{(0)} + h_{zx} Q_{zx}^{(0)} + h_{xy} Q_{xy}^{(0)} \end{pmatrix} \sigma.$$  

Since the same irreps. are coupled with each other, $h_{yz}$ term induces $Q_{yz}^{(1)}$ leading to the spin splitting via $Q_{yz}^{(1)}(k)$. Thus, the spin splitting is characterized by $Q_{yz}^{(1)}(k)\sigma$ and its higher-order terms in $T_d$ irrep. The spin splitting in cases of $h_{yz} \neq 0$ and/or $h_{zx} \neq 0$ is understood in a similar manner.

### TABLE I. Multipoles classified by $T_d$ symmetry of the tetrahedron unit. The lattice symmetry of the pyrochlore structure is indicated in the parenthesis. The superscript represents the time-reversal parity.

| irrep. | type $Q^{(1)}$ | $Q^{(1)}(k)$ |
|--------|----------------|--------------|
| $A_1^+$ | $(A_1^+, A_1^-)$ $Q_0$ | 1 $\rho_x + \tau_x + \rho_x \tau_x$ |
| $E^+$ | $(E_y, E_y)$ $Q_u$ | $\tau_x - 2 \rho_v + \rho_x \tau_x$ (4$c_r - c_{xy}$) |
| $T^2_2$ | $(T_{2g}, T_{2g})$ $Q_{yz}$ $\rho_x \tau_x$ | $-\rho_y \tau_y$ $-2\gamma_a t(1)$ |
| $Q_{zx}$ | $\rho_z \tau_z$ | $-2\gamma_b t(1)$ |

### TABLE II. Multipoles in two-dimensional tetragonal structure classified by $C_{4v}$. The multipole in the MF term are defined as $Q_{0}^{(0)} = 1$, $Q_{u}^{(0)} = -\rho_x$, $Q_{v}^{(0)} = -\rho_x \tau_x$, $Q_{yz}^{(0)} = \tau_x$. In this case, $c_r^{\dagger} = \cos(k_{\mu} \eta)$, $s_{\mu\nu}^{\dagger} = \sin(k_{\mu} \eta)$ for $\mu = x, y$ and $\eta = a, b$, $p(a) = 1$, $p(b) = -1$, and $\gamma_\pm = (\rho_x \tau_x \pm \tau_x)/\sqrt{2}$.

| irrep. | type $Q^{(1)}$ | $Q^{(1)}(k)$ |
|--------|----------------|--------------|
| $A_1^+$ | $(A_1^+, A_1^-)$ $Q_0$ | $\gamma_+ \rho_x$ |
| $B^+_2$ | $Q_{yz}$ $\rho_x \tau_x$ | $-2\gamma_+ \rho_x \tau_x$ |
| $E^+$ | $(E_y, E_y)$ $Q_u$ | $-\rho_y \tau_y$ |

### B. Tetragonal structure

The spin splittings are ubiquitously found in other crystal structures irrespective of the spatial dimension and lattice symmetry. To demonstrate it, we further discuss the tetragonal crystal structure on the two-dimensional plane, as shown in Fig. 2c. The positions of the four sublattice sites in the tetragonal unit with $C_{4v}$ symmetry are defined by $r_A = (-1/2, -1/2, 0)$, $r_B = (1/2, 1/2, 0)$, $r_C = (1/2, -1/2, 0)$, and $r_D = (-1/2, 1/2, 0)$ with $a = b = 1$. We consider the nearest- and next-nearest-neighbor hoppings (each contributions are indicated by the superscript) as shown in Fig. 2c, and the four-sublattice Hamiltonian is given in terms of multipoles defined in Table I as

$$H_t = \sum_{n=1,2} \left[ Q^{(n)}_v Q^{(n)}_v(k) + Q^{(n)}_{xy} Q^{(n)}_{xy}(k) \right] + \sum_{n=1,2} \left[ \sum_{k\xi} T^{(n)}_k T^{(n)}_k(k) \right].$$

and $H_m$ is given in the same form as Eq. 4. Here, the odd-parity magnetic toroidal dipoles $T^{(n)}_k$ (appear due to the lack of local inversion symmetry at each sublattice site in Fig. 2c).

The AFM orderings can act only in $B^+_2$ or $E^+$ irreps. as shown in $H_m$ in Eq. 4. Moreover, the coupled multipoles in momentum space only exist in $B^+_2$ irrep. from the $B^+_2$ row in Table I. This indicates that the spin-split band structure can be obtained only in the case of $h_{xy} \neq 0$ and $\eta^{(2)}_x \neq 0$, while there is no spin splitting under the AFM ordering in $E^+$ irrep., i.e. $h_{yz} \neq 0$ or $h_{zx} \neq 0$, due to the lack of the coupled multipoles in momentum space. Figure 2d indeed shows the spin splitting for $t_a^{(1)} = 1.1$, $t_b^{(1)} = 1$, $h_{xy} = 0.5$, and $t_a^{(2)} = 0$, which is characterized by $Q_{2ny}^{(2)}(k)$, i.e., $\varepsilon_k \sim h_{xy} \eta$. However, by taking finite $t_a^{(2)} = 0.8$ instead of $t_a^{(2)}$, the spin splitting does not appear, as shown by the dashed lines in Fig. 2d where each band is doubly degenerate. This is because the additional chiral symmetry in a bipartite system at $t_a^{(2)} = t_b^{(2)} = 0$ prohibits the activation of the relevant multipoles, as discussed in Appendix A.
TABLE III. Multipoles in the MF Hamiltonian $H_m$ and the hopping Hamiltonian $H_t$, spin splitting (SS) in the second order in $k$, and symmetric spin current conductivity (SC) tensor under 32 point groups. We also show types of spin-band structures up to the sixth order in $k$ in Appendix E $k^2 = k_x^2 + k_y^2 + k_z^2$. We take the x axis as the $C_2$ rotation axis and take the $zx$ plane as the $σ_x$ mirror plane for $C_{3v}$. The unlisted point groups are as follows: $T_d$ corresponds to $O$ when changing $T_1 \rightarrow T_2$ $D_{2h}$ and $C_{4v}$ correspond to $D_4$ when changing $A_2 \rightarrow B_2$ and $A_2 \rightarrow B_1$, respectively. $S_4$ corresponds to $C_4$ when changing $A^\rightarrow B^-$. $C_{2v}$ corresponds to $D_4$ when changing $A_2 \rightarrow A_1$, $S_4$ corresponds to $D_4$ when changing $A_2 \rightarrow A_1$. Note that the symmetry operations do not act on the spin space.

| $H_m$ | $H_t$ | SS | SC tensor | O $E_y$ | $T_1$ | $E_y$ | $E_2$ | $E_g$ | $E_1$ | $E_2$ | $E_g$ | $E_1$ | $E_2$ | $E_g$ | $E_1$ |
|-------|-------|----|-----------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| $Q_z^{(m)}$ | $Q_y^{(m)}$ | $Q_z^{(m)}$ | $Q_y^{(m)}$ | $k_x k_y$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ |
| $Q_z^{(m)}$ | $Q_y^{(m)}$ | $k_x k_y$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ |
| $Q_z^{(m)}$ | $Q_y^{(m)}$ | $k_x k_y$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ |
| $Q_z^{(m)}$ | $Q_y^{(m)}$ | $k_x k_y$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ | $σ_{xy}$ |

These examples of the pyrochlore and tetragonal structures clearly show that new type of effective spin-orbit interaction is activated by the collinear AFM orderings in sublattice systems. In the latter example of this section, the magnitude of the MF in Eq. (1) leading to the spin splitting is evaluated as $X_{xy} \sim σ t_{1u}^2/\sqrt{2}$ for small $t_{1u}^2$. This indicates a potential aspect of realizing the large spin splitting by combining hopping amplitude and a spontaneous magnetic ordering even without the atomic SOC. The necessary condition for such a $k$-dependent spin splitting is summarized as follows: the hopping matrix $Q_{\Gamma\gamma}^{(0)} (k)$ ($n \geq 1$) or its higher-order multiplication such as $T_1^{(1p)} (k)$ belongs to the same irrep. $Γ$ of the MF multipole $Q_{\Gamma\gamma}^{(0)}$ generated in the ordered state. The direct effective coupling between the bond multipoles in $H_m$ and the MF multipole in $H_m$ is shown in Appendix E.

C. General classification

Similar analysis can be straightforwardly extended to any other point groups. We classify types of second-order spin splitting in $k$ according to the irreps. under 32 point groups in Table V (see also Appendix E for types of higher-order spin splittings). We also show the possible irreps. of the AFM ordering and the electric and magnetic toroidal multipoles of the 9th-neighbor bond degree of freedom for fundamental clusters. Note that the $k$-dependent spin splitting under the MF multipole $Q_{\Gamma\gamma}^{(0)}$ is also activated by higher-order multiplication of magnetic toroidal multipoles $T_ν^{(m)} (ν = x, y, z)$ in the hopping Hamiltonian. In a periodic crystal, the active bond multipoles in the hopping matrix are determined by the translational and site symmetries.

The above multipole decomposition can be also applied to space groups with the glide and/or screw symmetries, i.e., nonsymmorphic space groups, as already shown in the example of pyrochlore lattice having $Fd\bar{3}m$ symmetry in Sec. [IIA].

The organic compound $\kappa$-(BETD-TTF)$_2$Cu[N(CN)$_2$]Cl is a prototype to exhibit the spin splitting in the AFM ordering with the glide symmetry breaking. As the two-dimensional AFM pattern belongs to the irrep. $A_2^\sigma$ of the point group $C_{2v}$ in Table V, the spin splitting of $Q_{xy}$($k$)$σ \sim k_x k_y$ appears. Microscopically, the 2nd-nearest-neighbor hopping is necessary to obtain such a spin splitting by noting that $A_2^\sigma$ under $C_{2v}$ corresponds to $B_2^\sigma$ under $C_{4v}$. In Fig. 3.

Furthermore, there are good AFM candidate materials to show such a symmetric spin-split band structure. For example, orthonomic compounds, such as $\text{Ca}_3\text{Mn}_2\text{O}_7$ (space group #36 Cmc2$_1$), $\text{Cu}_2\text{V}_2\text{O}_7$ (space group #43 Fd$ar{d}2$d), $\text{LaMnO}_3$ (space group #62 Pnma), $\text{NaOsO}_3$ (space group #62 Pnma), $\text{CaIrO}_3$ (space group #63 Cnmm), tetragonal compounds, such as $\text{MnLaMnBO}_6$ (space group #86 $P4_2/n$), $\text{Ba}_2\text{MnSi}_2\text{O}_7$ (space group #113 $P4_2/m$), $\text{Ce}_2\text{Mn}_2\text{Ge}_4\text{O}_{12}$ (space group #125 $P4/n$), $\text{MnF}_2$ (space group #136 $P4_2/mn$), and $\text{CoF}_2$ (space group #136 $P4_2/mn$), and trigonal compounds, such as $\text{Mn}_3\text{Si}_2\text{Te}_6$ (space group #163 $P3_1c$), $\text{FeBO}_3$ (space group #167 $R\bar{3}c$), and $\text{FeCO}_3$ (space group #167 $R\bar{3}c$), are almost collinear AFM magnets with the small canted and/or weak ferromagnetic moments, which are expected to exhibit the symmetric spin-split band structures, once the bond multipoles are coupled with the AFM onsite multipoles. Although the effect of the atomic SOC might also contribute to the spin-splitting in the band structure, especially for the materials with heavier elements, it is important to take into account the contribution induced by the effective spin-orbit interaction between kinetic motions of electrons and the AFM mean field at the quantitave level, since the AFM-driven spin-splitting can be the order of the exchange energy.

It is noteworthy to point out that the anisotropic symmetric spin-split band structure through the effective spin-orbit interaction can be found in noncollinear and noncoplanar magnetic structures by regarding them as a superposition of different spin components. For example, the all-in-all-out magnetic structure, which was observed in the pyrochlore compound $\text{Cd}_2\text{O}_2\text{S}_2\text{O}_3$[53,54], is expected to exhibit the anisotropic sym-
FIG. 3. Irreducible representations of the electric $Q^{(n)}$ and magnetic toroidal $T^{(n)}$ multipoles in the MF Hamiltonian, and the 1st-, 2nd-, and 3rd-nearest-neighbor hopping Hamiltonian in fundamental clusters. In the column “magnetic order”, the red and blue spheres represent the opposite spin alignment (the gray spheres represent no spin moment) and the size of spheres denotes the amplitude of spins where the number stands for the relative ratio. The ordered patterns in two- and three-dimensional irreps. can be determined from cluster multipole basis sets.

IV. PHYSICAL PHENOMENA BY THE SPIN SPLITTING

Finally, we discuss characteristic physical phenomena driven by the anisotropic spin splitting. One is the spin-current generation in metals by an electric current as $J_s = \sigma_{SC} J_i$ where $J_i$ and $J_s = \sigma_{SC} J_i$ are electric and spin currents in the $i=x,y,z$ direction ($\sigma$ is in the ordered moment direction) and $\sigma_{SC}$ represents the symmetric spin conductivity tensor, $\sigma_{ij} = \sigma_{ji}$. The components of $\sigma_{SC}$ become nonzero once any of five quadrupoles are active, which are summarized under 32 point groups in Table V. For example, the pure spin current along the $x$ ($y$) direction is induced perpendicular to the electric current along the $y$ ($x$) direction in the cases of $Q_{yz}(k)$ in Figs. 2(a) and 2(c) in Sec. III, which leads to a different behavior from the spin-polarized current in the ferromagnets ($Q_0$). The present spin-current generation is advantageous since the spin current is well-defined quantity without the atomic SOC. Likewise, the spin-current is driven by temperature gradient in magnetic insulators, as the electric and thermal currents have the same symmetry property.

Another interesting response is a magneto-striction (piezomagnetic) effect where a uniform magnetization $M_i$ is induced by a strain field $\varepsilon_{jk}$ as $M_i = d_{ijk} \varepsilon_{jk}$. For example, in the $xy$-type AFM in Figs. 2(a) and 2(c) in Sec. III, the uniform magnetization in the ordered-moment direction is induced by applying the shear-type strain field $\varepsilon_{xy}$.

V. SUMMARY

We investigated a novel route of effective “spin-orbit” interaction activated by the collinear AFM orderings without the atomic SOC. By applying the microscopic multipole descriptions to a tight-binding Hamiltonian, we demonstrated the symmetry conditions and microscopic parameters to obtain such an effective spin-orbit interaction and summarized them for 32 point groups: the multipoles in the hopping matrix or its higher-order multiplication belongs to the same irrep. of the MF multipole in the ordered state. We also discussed physical phenomena driven by the spin splitting, such as a spin-current generation and a magneto-striction (piezomag-
metic) effect. Our microscopic engineering of momentum-dependent spin splitting will encourage for searching further SOC physics even with negligibly small atomic SOCs, such as light-element materials and 3d transition metal oxides.

\[ H_T = \begin{pmatrix} 0 & H_{AB}(k) \\ H_{AB}(k) & 0 \end{pmatrix}, \quad (A1) \]

where \( H_{AB}(k) \) is the \( N \times N \) matrix. As the matrix in Eq. (A1) has the chiral symmetry, \( H_I \) anticommutes with

\[ H_I = \begin{pmatrix} I & 0 \\ 0 & -I \end{pmatrix}, \quad (A2) \]

where \( I \) is the \( N \times N \) unit matrix. Consequently, the matrix in Eq. (A1) has \( N \) pairs of eigenvalues as \( \pm E_i \) (\( i = 1-N \)).

Meanwhile, under the antiferromagnetic collinear ordering where the sublattices \( \mathbf{A} \) and \( \mathbf{B} \) have opposite spin polarizations, the Hamiltonian is expressed as \( H_T = H_{II} \) with \( H_{II} = \sigma hH_I \) for spin \( \sigma \). As \( H_T \) and \( H_I \) anticommute with each other, the \( N \) pairs of eigenvalues are modified as \( \pm \sqrt{E_i^2 + h^2} \) (\( i = 1-N \)). Therefore, each band are doubly degenerate with respect to the spin \( \sigma \) to satisfy \( \varepsilon_{\sigma}(k) = \varepsilon_{-\sigma}(k) \).

\[ H_T = \begin{pmatrix} 0 & \mathcal{Q}_{(1)}(k) - \mathcal{Q}_{(2)}(k) + i\mathcal{T}_{(1)}(k) & \mathcal{Q}_{(1)}(k) + \mathcal{Q}_{(1)}(k) + i\mathcal{T}_{(1)}(k) \\ \mathcal{Q}_{(0)}(k) + \mathcal{Q}_{(0)}(k) - i\mathcal{T}_{(1)}(k) & \mathcal{Q}_{(1)}(k) + \mathcal{Q}_{(1)}(k) + i\mathcal{T}_{(1)}(k) \\ \mathcal{Q}_{(0)}(k) - \mathcal{Q}_{(2)}(k) - i\mathcal{T}_{(1)}(k) & -i\mathcal{T}_{(2)}(k) - \mathcal{T}_{(2)}(k) & 0 \end{pmatrix}, \quad (B1) \]

Appendix B: Effective spin-orbit interaction for different phase conventions

In Sec. IIIB we describe the effective spin-orbit interaction triggered by the collinear antiferromagnetic orderings in sublattice systems. To this end, we consider tetragonal crystal structure on the two-dimensional plane in Fig. 2(c) and show how effective spin-orbit interaction through the anisotropic kinetic motions of electrons emerges. Although we adopt the phase convention where the phase factor within a unit cell is considered, the obtained results must be irrelevant to choices of phase conventions within a unit cell. Here, we show that in the phase convention where the phase factor within a unit cell is not considered, the higher-order multiplications of the hopping Hamiltonian indeed play the same role as the lowest-order multipoles in the phase convention used in Sec. IIIB.

The four-sublattice hopping Hamiltonian in the matrix representation is given by

\[ H_T = \begin{pmatrix} 0 & \mathcal{Q}_{(1)}(k) - \mathcal{Q}_{(2)}(k) + i\mathcal{T}_{(1)}(k) & \mathcal{Q}_{(1)}(k) + \mathcal{Q}_{(1)}(k) + i\mathcal{T}_{(1)}(k) \\ \mathcal{Q}_{(0)}(k) + \mathcal{Q}_{(0)}(k) - i\mathcal{T}_{(1)}(k) & \mathcal{Q}_{(1)}(k) + \mathcal{Q}_{(1)}(k) + i\mathcal{T}_{(1)}(k) \\ \mathcal{Q}_{(0)}(k) - \mathcal{Q}_{(2)}(k) - i\mathcal{T}_{(1)}(k) & -i\mathcal{T}_{(2)}(k) - \mathcal{T}_{(2)}(k) & 0 \end{pmatrix}, \quad (B1) \]

We here adopt the basis for the molecular orbitals within 4 sublattice under \( C_{4v} \) group, whose functions are given by

\[ A_1 : \quad \psi_{A_1} = \frac{1}{2} (\psi_A + \psi_B + \psi_C + \psi_D), \quad (B2) \]

\[ B_2 : \quad \psi_{B_2} = \frac{1}{2} (\psi_A + \psi_B - \psi_C - \psi_D), \quad (B3) \]

\[ E : \quad \psi_{E(1)} = \frac{1}{2} (-\psi_A + \psi_B - \psi_C + \psi_D), \quad (B4) \]

\[ \psi_{E(2)} = \frac{1}{2} (-\psi_A + \psi_B + \psi_C - \psi_D), \quad (B5) \]

\[ H = \begin{pmatrix} 0 & H_{AB}(k) & H_{AB}(k) \\ H_{AB}(k) & 0 & H_{AB}(k) \\ H_{AB}(k) & H_{AB}(k) & 0 \end{pmatrix}, \quad (A1) \]
where $\psi_i$ is the atomic wave function at site $i = A-D$ [see Fig. 2(c) in Sec. III B]. For these basis functions, the hopping matrix in Eq. (B1) is rewritten as

$$
\hat{H}_t = U^{-1} H_t U,
$$

where

$$
U = \frac{1}{2} \begin{pmatrix}
1 & 1 & -1 & -1 \\
1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
-1 & -1 & -1 & -1
\end{pmatrix}.
$$

Regarding the off-diagonal element formally as a perturbation, we show that the effective electric quadrupole $\tilde{Q}^{(0)}_{xy}$ comes out, which couples with the mean-field $h_{xy}$. For the basis functions $\psi_{A_1}$ and $\psi_{B_2}$, $\tilde{Q}^{(0)}_{xy}$ is expressed up to the second order in $k$ by

$$
\langle \psi_{A_1} | U^{-1} Q^{(0)}_{xy} U | \psi_{A_1} \rangle = \frac{\tilde{Q}^{(2)}_{xy}(k)}{2\tilde{Q}^{(1)}_{0}(k)} + \frac{2 \tilde{T}^{(2)}_{x}(k)\tilde{T}^{(2)}_{y}(k) + \tilde{T}^{(1)}_{x}(k)\tilde{T}^{(2)}_{y}(k) + \tilde{T}^{(1)}_{y}(k)\tilde{T}^{(2)}_{x}(k)}{2[\tilde{Q}^{(1)}_{0}(k) + \tilde{Q}^{(2)}_{0}(k)]^2}
$$

$$
- \frac{\tilde{Q}^{(2)}_{xy}(k)[\tilde{T}^{(1)}_{x}(k)\tilde{T}^{(1)}_{y}(k) - \tilde{T}^{(1)}_{x}(k)\tilde{T}^{(2)}_{y}(k)]}{2[\tilde{Q}^{(1)}_{0}(k) + \tilde{Q}^{(2)}_{0}(k)]^2} + O(k^3),
$$

$$
\langle \psi_{B_2} | U^{-1} Q^{(0)}_{xy} U | \psi_{B_2} \rangle = -\frac{\tilde{Q}^{(2)}_{xy}(k)}{2\tilde{Q}^{(1)}_{0}(k)} + \frac{2 \tilde{T}^{(2)}_{x}(k)\tilde{T}^{(2)}_{y}(k) - \tilde{T}^{(1)}_{x}(k)\tilde{T}^{(2)}_{y}(k) - \tilde{T}^{(1)}_{y}(k)\tilde{T}^{(2)}_{x}(k)}{2[\tilde{Q}^{(1)}_{0}(k) - \tilde{Q}^{(2)}_{0}(k)]^2}
$$

$$
+ \frac{\tilde{Q}^{(2)}_{xy}(k)[\tilde{T}^{(1)}_{x}(k)\tilde{T}^{(1)}_{y}(k) - \tilde{T}^{(1)}_{x}(k)\tilde{T}^{(2)}_{y}(k)]}{2[\tilde{Q}^{(1)}_{0}(k) - \tilde{Q}^{(2)}_{0}(k)]^2} + O(k^3).
$$

The results in Eqs. (B9) and (B10) clearly indicate that the hopping matrix $\tilde{Q}^{(0)}_{xy}(k)$ or its higher-order multiplication, $\tilde{T}^{(n)}(k)$, belongs to the same irrep. of $B_2$ of the mean-field multipole $\tilde{Q}^{(0)}_{xy}$ in the ordered state. Moreover, it is shown that there is no spin-split band structure in the absence of multipoles $\tilde{Q}^{(2)}_{-\gamma}$ and $\tilde{T}^{(2)}_{\gamma}$, i.e., the absence of the next-nearest-neighbor hopping, as shown by the dashed lines in Fig. 2(d).

By substituting $\tilde{Q}^{(1)}_{0}(k) = t^{(1)}_0 + i^{(1)}_b$, $\tilde{Q}^{(2)}_{0}(k) = i^{(2)}_a + t^{(2)}_b$, $\tilde{Q}^{(2)}_{xy}(k) = -a^2 k_x k_y t^{(2)}_a - b^2 k_x k_y t^{(2)}_b$, $\tilde{T}^{(n)}(k) = a^2 k_x t^{(n)}_a - b^2 k_y t^{(n)}_b$, which are obtained from the multipole expressions in Table II in the limit of $k \to 0$, Eqs. (B9) and (B10) read
The factor \((a + b)^2\) implies that a choice of the phase factor is not important. Note that the expressions in Eqs. (B11) and (B12) include the case of no phase-factor convention by setting \(a = 0\) and \(b = 1\). In fact, the same expressions are obtained by substituting the multipole expressions in Table IV into Eqs. (B9) and (B10).

**Appendix C: Higher-order momentum-dependent spin splittings under 32 point groups**

We summarize types of spin-split band structures up to the sixth order in \(k\) according to the irreps. under 32 crystallographic point groups in Tables V and VI as discussed in Sec. IIIIC.
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