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Abstract—As the world becoming so much internet dependent and near about all the communications are done via internet, so the security of the communicating data is to be enhanced accordingly. For these purpose many encryption-decryption algorithms are available and many neural network based keys are also available which is used in these algorithms. Neural Network is a technique which is designed to work like a human brain. It has the ability to perform complex calculations with ease. To generate a secret key using neural networks many techniques are available like Tree Parity Machine (TPM) and many others. In TPM there are some flaws like less randomness, less time efficient. There are already three rules available i.e. Hebbian Rule, Anti Hebbian Rule and Random Walk, with same problems. So to overcome these issues, we propose a new approach based on the same concept(TPM, as Tree-structured Neural Network’s execution time is comparatively less than that of the other Neural Networks) which generate random and time-efficient secret key.

Index Terms—Artificial Neural Networks, Tree Parity Machine (TPM), Cryptography, Secret Key, Key Exchange.

I. INTRODUCTION

Cryptography is the art of mangling information into apparent unintelligibility in a manner allowing a secret method of un-mangling. The basic service provided by cryptography is the ability to send information between participants in a way that prevents others from reading it. A message in its original form is known as plain text. The encrypted information is known as cipher text [16]. The process for producing cipher text from plain text is known as encryption. The reverse of encryption is called decryption. For encryption and decryption, it required a secret key by which the text will be converted [7]. Encryption of data will restrict the unauthorized access of data and for strong and efficient encryption of data, it needs a key which is an extremely important component of the whole process of encryption without a key the encryption cannot be strong. For the generation of the secret key, in 1970s, Diffie & Hellmann found that a common secret key can be generated on the public network which can be accessible to any unauthorized user. The Diffie-Hellman key exchange is vulnerable to a man-in-the-middle attack. Concept of Diffie & Hellmann [7], in key exchange attack, an opponent Eve intercepts Alice’s public value and sends her own public value to Bob. When Bob transmits his public value, Eve substitutes it with his own and sends it to Alice. Eve and Alice thus agree on one shared key and Eve and Bob agree on another shared key. After this exchange, Eve simply decrypts any messages sent out by Alice or Bob, and then reads and possibly modifies the message before re-encrypting with the appropriate key and transmitting them to the other party but this concept is complex and time-consuming [1,8].

To remove this problem the key is generated using artificial neural networks which overcomes that issues, the basic process of how ANN works i.e., in artificial neural network, both the communicating networks receive an identical input vector, generate an output bit and are trained based on the output bit [15]. The dynamics of the two networks and their weight vectors is found to exhibit a novel phenomenon, where the networks synchronize to a state with identical time-dependent weights. This concept of synchronization by mutual learning can be applied to a secret key exchange protocol over a public channel [9] based on that many techniques are developed. One of the technique is TPM (Tree Parity Machine) where we can generate a secret key following some rules i.e. Hebbian Rule, Anti Hebbian Rule, and Random Walk and it is random in nature but its randomness is not strong it can be easily get detected with some combinations and also generating key using above rules is bit time consuming. To solve this problem we have proposed a method of generating a secret key using TPM which is more random in nature and also time efficient compare to other TPM rules.
II. RELATED WORK

There are several numbers of key generating algorithm available, it is quite difficult to say one the best because as it varies to situations. An algorithm which is appropriate for one situation can be inappropriate for another. Besides these facts, there are certain parameters which assist in selecting the correct algorithm. The basic factors upon which the comparison have been taken are execution time and time complexity of the algorithm. As on generating a secret key using available rules of Tree Parity Machine, the resultant graph of the comparison between Non-Neural and Neural Network, it is clear that the generated key is random [5]. Key generation using TPM and Double Hidden Layer Perceptron(DHLP), together it gives more security to the key as TPM works on a single hidden layer and DHLP uses double hidden layer and also space complexity get optimized[15]. Using the Cuckoo Search algorithm for a key generation will give optimal weight for better synchronization [14]. The proposed algorithm is compared with the available rules of Tree Parity Machine. With the same complexity and up-gradation in security level, it, as a result, increased high randomness in key generation. Last but not least, the average execution time for generating the key is better than the available rules which give the reason to the proposed technique to be most adorable.

III. TERMINOLOGY

Before going into detail discussion of the topic first get familiar with some terminologies. A brief explanation of these terminologies help you to understand the whole paper without any doubt.

A. Artificial Neural Network

Artificial Neural Networks (ANN) are the pieces of a computing system designed to simulate the way the human brain analyzes and processes information. ANNs are composed of multiple nodes, which imitate biological neurons of human brain [2]. The human brain is composed of 86 billion nerve cells called neurons. The neurons are connected by links and they interact with each other. The nodes can take input data and perform simple operations on the data. The result of these operations is passed to other neurons. The output at each node is called its activation or node value. Each link is associated with weight [11]. ANN have self-learning capabilities that enable them to produce better results as more data become available.

B. Tree Parity Machine

A Tree Parity Machine or TPM is a multilayer feed-forward neural network. A feed-forward neural network is an ANN in which the connections between the units do not form a loop. It is one of the first and simplest types of artificial neural networks and the information moves in only one direction, i.e., forward. The data moves from the input notes to the hidden nodes and finally from the hidden nodes to the output nodes. There are no cycles or loops in this network [3].

A TPM is a special type of feed-forward multi-layered ANN, where is 1 output neuron, K hidden neurons, and K*N input neurons.

The input layer of TPM can take any values i.e. \( x_{ij} = 1, 2, 3, 4, \ldots, N \)

The weight of edge between input and hidden layer are in range of \( \{-L, \ldots, 0, \ldots, L\} \)

The output of the hidden layer is calculated by the sum of multiplication of no. of inputs and no. of weights, which is denoted by \( \sigma \). mathematically it is shown as

\[
\sigma_i = \text{sgn} \left( \sum_{j=1}^{N} W_{ij} x_{ij} \right)
\]

As signum function is used in the formula, signum function returns \([-1, 0, 1]\)

\[
\text{sgn}(x) = \begin{cases} 
-1 & \text{if } x < 0 \\
0 & \text{if } x = 0 \\
1 & \text{if } x > 1 
\end{cases}
\]

Where \( \text{sgn}(x) = \text{signum}(x) \)

If the scalar product is less than 0, then the output of the hidden neuron is mapped to -1 and if the scalar product is equal to 0, then the output of the hidden neuron is mapped to 0 and if the scalar product is greater than 0, then the output is 1. After that the output of the neural network is then computed as the multiplication of all values produced by hidden elements:

\[
\tau = \prod_{i=1}^{K} \sigma
\]

The output of the tree parity machine is binary and it is denoted by \( \tau ( \sigma ) \) [14].

C. Cryptography

Cryptography is the study and practice of secure transmission of messages from the adversaries. The main work of cryptography is to keep the original data secured by manipulating it in such a way that no meaningful data can be derived from it until the manipulation is reversed. In information security, it is about constructing protocols and algorithms that will keep the third parties from reading private messages between the sender and receiver.
Secret key cryptography methods employ a single key for both encryption and decryption. The sender uses the key to encrypt the plaintext and sends the cipher text to the receiver. The receiver applies the same key to decrypt the message and recover the plaintext. Because a single key is used for both functions, secret key cryptography is also called symmetric encryption [4].

Private key is a key where only single key is used for both encryption and decryption process. Before the Transmission of information starts the key distribution has to be made [10]. Example: DES, 3DES, BLOWFISH, AES etc.

Public key is a key where two different key is used one key for encryption and another key for decryption [13]. Example: RSA, Elgamal Signature, Diffie Hellman key exchange, Digital signature etc.

IV. TRADITIONAL GENERATION OF SECRET KEY USING TREE PARITY MACHINE WITH ALGORITHM

One of the most popular model of neural networks which are used as communicating channel is the Tree Parity Machine (TPM). The TPM is a special type of multi-layer feed-forward neural network [11].

The Tree Parity Machine structure is comprised of three layers i.e. input layer, hidden layer and output layer and for synchronization two TPMs are used.

The input layer of TPM can take any values i.e. \( x_j = 1,2,3,4, \ldots, N \). The weight of an edge between the input layer and the hidden layer is also required that is of range \([-L, 0, \ldots, L]\).

The output of the hidden layer is calculated by taking sum after multiplying the no. of inputs and no. of weights, mathematically it is shown in (1).

As signum function is used in the formula, signum function returns \([-1, 0, 1]\)

\[ \text{sgn}(x) = \begin{cases} -1 & \text{if } x < 0, \\ 0 & \text{if } x = 0, \\ 1 & \text{if } x > 0 \end{cases} \]

If the scalar product is less than 0, then the output of the hidden neuron is mapped to -1 and if the scalar product is equal to 0, then the output of the hidden neuron is mapped to 0 and if the scalar product is greater than 0, then the output of the hidden neuron is 1. After that the output of the neural network is then computed as the multiplication of all values produced by hidden elements mathematically in (2).

The output then produced from both TPMs if they are same then it will proceed further if not then it has to repeat it from modifying the weight used in the hidden layer. If the value of the output layer of both TPMs are same which means the weights are synchronized to each other, then the weight of TPMs are updated with the following given rules-

- **Hebbian rule:** \( W_{ij} = W_{ij} + X_{ij} \cdot \sigma_i \) (3)
- **Anti-Hebbian rule:** \( W_{ij} = W_{ij} - X_{ij} \cdot \sigma_i \) (4)
- **Random Walk rule:** \( W_{ij} = W_{ij} + X_{ij} \) (5)

When the updated weights become the same in both TPMs then that will become the secret key.

The different stages in the secret key generation procedure which is based on traditional TPM can be stated as follow [5]:

1. Take two Tree Parity Machine to say, TPM-A and TPM-B.
2. Initialize the weight of the edge between the input node and hidden node in a range of \([-L, 0, \ldots, L]\).
3. Put your desired input on the input node i.e. \([1,2,3,4,\ldots,N]\).
4. Find the value of a hidden layer which is denoted by \( \sigma \) by putting the value of inputs and weights using (1).
5. After finding sigma \( \sigma \) value find the output layer of both TPMs which is denoted by tao \( \tau \) using (2).
6. If the output of TPM-A and TPM-B is same then go to Step 7 if not go to Step 2.
7. When the output of TPM-A and TPM-B becomes same then update the weight with any one of the following rule -
   a. Hebbian Rule
   b. Anti-Hebbian Rule
   c. Random Walk.
8. When the updated weight in TPM-A and TPM-B becomes same then that weight become secret key of the input.

V. PROPOSED RULE WITH ALGORITHM

In this proposed study we have taken two TPMs i.e. TPM-A and TPM-B and initialize the weight of edges between the input node and hidden node in the range of \([-L, 0, \ldots, L]\) and user will enter their desired values in input node. Then find the hidden layer by using formula (1). After finding the hidden layer of both TPMs find the output layer by using (2). If the output value of both TPMs is same then we can say that TPMs are synchronized to each other else weights are to be updated to make them synchronize. After synchronization update the weight using (6). Now to make the weights random each time we have taken modulus of updated weight and the current local time. The output of the modulus will generate random and strong secret key, which will be
unique each time.

Algorithm of above explained concept:

Step 1: Take two Tree Parity Machines (TPM) to say, TPM-A and TPM-B.

Step 2: Initialize the weight of the edges between the input node and the hidden node in a range of [-L, ..., 0, ..., L]

Step 3: Put your desired values on the input node i.e. 1, 2, 3, 4... N.

Step 4: Find the value of a hidden layer which is denoted by sigma (σ) by putting the value of inputs and weights using (1).

Step 5: After finding the values of sigma (σ) find the output layer for both TPMs denoted by tao (τ) which is also known as synchronized data using (2).

Step 6: If the output of TPM-A and TPM-B is same then go to step 7 else go to step 2.

Step 7: When the output of TPM-A and TPM-B becomes same then update the weight with the Proposed Rule:

\[ W_{ij} = W_{ij} + \tau \] (6)

Step 8: When the updated weight in TPM-A and TPM-B becomes equal then again modify the weight by taking modulus of latest updated weight and current local time which will make the weight random each time whenever it is called. This updated weight become the secret key.

\[ W_{ij} = W_{ij} \% \text{current time} \] (7)

VI. EXECUTION OF RULE PRACTICALLY WITH REAL DATA

A. Complexity Analysis

Execution time of the algorithms depends on the values of input. So to examine the fact, we have given same input value for all the four rules (Hebbian, Anti Hebbian, Random Walk and Proposed Rule). Let suppose the input value is 2500 (i.e., maximum value of weight is 2500). Now the values of sigma (σ) is calculated and then the values of tao (τ). If the output values of (τ) are same as per algorithms then the output thus received is treated as synchronized data. Then the data will be passed through all the four rules and thus the output received i.e. secret key’s execution time is different for all the rules. For example, Hebbian's time is 2 sec, Anti Hebbian's time is 2.03 sec, Random Walk's time is 2.108 sec and proposed rule's time is 0.265 sec. As the execution time is different for the given value of input, similarly for different values of input execution time and iteration of program will also be different. So the complexity of all four rules are O(n). But the average time taken for different sets of input values given in Table 1 by proposed rule is lesser than the average time taken by the other traditional rules. Hence we can say that the proposed rule is a bit faster in executing secret key than other traditional TPM rules.

B. Experimental Comparison between traditional and proposed rule

The experimental result of all the algorithms are examined using Intel® Core™ i3 processor and the supported system is a 64 bit machine with 4GB RAM capability [6]. All the algorithms are implemented as well as executed in C programming language. The main part which is implemented of the proposed algorithm is:

for (i = 0; i < n; i++){
    if (updated_weight_a[i] = = updated_weight_b[i]){
        key[i] = local_time % updated_weight_a[i];
        printf("Secret key is %d \n", key[i]);
    } else
        goto update_weight;
}

update_weight:
for (i = 0; i < n; i++){
    weight_a[i] = i;
    weight_b[i] = i;
}

The experimental results are presented in tabular form as well as in graphical form to make the clear understanding of the execution of the different algorithm for different values of the weight [6]. In Table 1 the first column represents the length of weight to be taken, the second column represents the execution of Hebbian Rule, the third column represents the execution of Anti Hebbian Rule, the fourth column represents the execution of Random Walk Rule, the fifth column represents the execution of Proposed Rule respectively and the last row shows the average time taken by all the rules in total input values.

Table 1. For all algorithms tested with given sets of input weights, execution time is recorded in second.

| Weight_Input | Hebbian Rule | Anti-Hebbian Rule | Random Walk | Proposed Rule |
|--------------|--------------|------------------|-------------|--------------|
| 150          | 0.14         | 0.125            | 0.125       | 0.125        |
| 300          | 0.25         | 0.266            | 0.25        | 0.297        |
| 450          | 0.359        | 0.359            | 0.36        | 0.375        |
| 1000         | 0.86         | 0.796            | 0.844       | 0.797        |
| 2500         | 2.0          | 2.03             | 2.108       | 0.265        |
| 4000         | 1.156        | 1.172            | 1.109       | 0.391        |
| 5500         | 0.531        | 0.531            | 0.578       | 0.515        |
| 7000         | 0.687        | 0.672            | 0.656       | 0.671        |
| 8500         | 0.796        | 0.797            | 0.796       | 0.812        |
| 10000        | 0.984        | 0.953            | 0.953       | 0.938        |
| 11500        | 1.093        | 1.094            | 1.094       | 1.094        |
| 13000        | 1.218        | 1.219            | 1.25        | 1.234        |
| 14500        | 1.359        | 1.375            | 1.375       | 1.406        |
| Avg. Time Taken | 0.8794 | 0.8760 | 0.8844 | 0.6861 |
C. Graphical Representation of Executed Data

This is a graphical representation of tabular data showing variations in time required for executing secret key by changing the weight inputs.

In this (Fig.2) the x-axis denotes weight inputs and y-axis denotes time-taken for execution and different shades denotes the different algorithms.

Fig.2. Graphical Representation of Executed Data

VII. CONCLUSION

A secret key is helpful for protecting data transferring over the networks. So in above proposed paper it is shown a new modified rule which is made based on Tree Parity Machine with the current time concept i.e. the value of key changes dynamically when user give different input. This concept make little bit impossible to the intruder to catch the secret key as it is changing in every second and this will help to encrypt the data and transmit from one user to another more securely and fast. In future, it can be upgraded to reduce the time complexity of the proposed algorithm i.e. less than O(n). Here, input are taken in numeric but in future the input may be taken as alpha-numeric or special characters.
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