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The demand of system security and reliability in the modern industrial process is ever-increasing, and fault diagnosis technology has always been a crucial research direction in the control field. Due to the complexity, nonlinearity, and coupling of multidisciplinary control systems, precise system modeling for fault diagnosis is attracting more attention. In this paper, we propose an improved method of electromechanical systems fault diagnosis based on zero-crossing (ZC) algorithm, which can present the calculation model of zero-crossing rate (ZCR) and optimize the parameters of ZC algorithm by establishing a criterion function model to improve the diagnosis accuracy and robustness of ZC characteristic model. The simulation validates the influence of different signal-to-noise ratio (SNR) on ZC feature recognition ability and indicates that the within-between distance model is effective to enhance the diagnose accuracy of ZC feature. Finally, the method is applied to the diagnosis of motor fault bearing, which confirms the necessity and effectiveness of the model improvement and parameter optimization and verifies the robustness to the load.

1. Introduction

The electromechanical system is a vital part in the process of modern industrial production and manufacturing. The research of fault diagnosis and prediction methods, which can be applied to nonlinear electromechanical systems and realize the real-time monitoring, diagnosis, prediction, and state-based maintenance of electromechanical system, has an important significance for improving the safety and reliability of electromechanical system. As a crucial component of electromechanical systems, the stability and reliability of motor operation directly affect the normal operation of electromechanical systems, especially in the fields of CNC machine tools [1], robots [2], and aircraft [3], which require relatively high production accuracy, efficiency, and reliability. In particular, rolling element bearings (REBs) are the most commonly machine elements used in almost all rotary machinery and is also the vulnerable component of rotating machinery [4, 5]. The health status of REBs directly affects the functioning of the motor, which accounts for almost 40–50% of motor fault [6, 7]. As a consequence, the fault diagnosis of motor REBs plays a crucial role to the smooth, reliable, and safe handling of the whole electromechanical system.

Mathematical modeling and analysis are useful to design and study control systems [8–10] and also can be used to analyze the behavior of the real systems under different operating conditions, test signal processing methods, and new detection and prognosis techniques. Over the last few decades, the dynamic modeling of rolling bearings has been extensively studied. McFadden and Smith established a model to illustrate the vibration characteristics of a single point defect in the inner race of REB under the same radial load. The model comprehensively considers the impacts of bearing geometry, bearing size distribution, transfer function, and vibration index attenuation. By comparing the radial vibration spectra predicted with measured, the excellent performance of the model is validated [11]. Sawalhi
and Randall proposed a combination of gear and bearing dynamic model. In this model, the outspreading faults of the inner and outer rings of REBs in the presence of gear interactions can be studied [12]. Due to the distinct superiority of U-model in nonlinear control, the development of U-model based gear and bearing state prediction is promising [13, 14]. For the sake of research of the nonlinear dynamic characteristics of the REB system containing surface defect, a theoretical model is presented by Rafsanjani et al. In order to investigate the linear stability of the defective bearing rotor system with changes in the parameters of the conversion system, the classic Floquet theorem was embedded in this model. In the solution of this model, the peak-to-peak frequency response of the system was obtained in some cases, and the basic paths of offset, collimation, and chaotic motion for different internal radial clearance were determined [15]. Based on the research of the dynamic model on REB, the fault diagnosis using the measurement signal in the system has been developed rapidly. In the process of system operation, the symptoms of failure will be reflected in the detection information (measurement signal), the resultful features of the signal will be extracted by means of analysis, and then the diagnosis scheme will be established based upon the fault symptom analysis and the prior knowledge of the healthy system. Nevertheless, the quality of features extracted from signals is always a thorny problem. Since the vibration data of a faulty rolling bearing is usually unstable and nonlinear and contains relatively weak fault features, it has always attracted wide attention from researchers. Over the past decades, a mass of approaches of feature extraction for REB fault diagnosing have been proposed, which can be roughly summarized as the following categories according to the distinction of principles and properties. Firstly, feature extraction based on the traditional time domain parameters, for example, crest factor, peak-to-peak value, kurtosis, root-mean square, shape factor, and standard deviation etc. [16–18]; secondly, frequency domain parameters, such as power spectral density, power spectrum [19]; thirdly, analysis based on time-frequency domain methods, for instance, spectrogram and wavelet transform [20–22]; finally, based on multiple parameters the mixed feature extraction realized, for example, the method of [23, 24] have extracted blended parameter features of time domain, frequency domain, and time-frequency.

It is found that in most former feature extraction techniques, a large number of complex calculations are needed for vibration signal data for improving the accuracy of fault identification. Compared with these traditional methods, as ZC features generate directly from the count of the ZC interval in the time domain, ZC feature algorithm has an obvious advantage, which can well reflect the change of signal frequency with fast convergence, and is easy to calculate. Therefore, ZC algorithm has been successfully applied to speech recognition [25], vehicle classification [26], and biomedical applications [27, 28]. Moreover, the ZC method is also commonly used in signal processing and mechanical fault diagnosis. William and Hoffman showed the ZC method combined with an ANN is effective in early detection and diagnosis of bearing failures [29]. Liu et al. proposed a bearing performance degradation estimation method based on the ZC characteristics and coupled hidden Markov model and proved that the ZC features can detect the early degradation stage of the bearing [30]. Ukil et al. presented a feature extraction method of current ZC moment to detect short-circuit fault of stator winding of series asynchronous induction motors [31]. Gonzalez and Kinsner showed that ZC could be used to identify different parts of the composite signal, and the advantage of the ZC computing immediately in the time domain is attractive to real time implementation [32]. Waghmare et al. presented a methodology based on piecewise energy and corresponding mean of signal ZC in environmental noise, which has a broad application prospect in dealing with the underwater target-radiated noise [33]. For the first time, Nayana and Geethanjali used time domain parameters, waveform parameters, slope sign changes (SSC), simple sign integral, and Wilson amplitude to established mean absolute value and ZC to identify failures of motors, and by comparing with conventional features, they proved the proposed features perform better [34].

Literatures [29, 30] demonstrated the advantages of ZC features in bearing fault diagnosis, such as small computation and fast speed. However, by reason of no stationary and nonlinearity of REB fault signals, the recognition rate of the extracted ZC features in REB fault recognition is low, especially in the case of low signal-to-noise ratio (SNR). For solving this problem, this paper firstly analyzes the recognition ability of ZC features under different SNR conditions, then proposes an adaptive method to enhance the capable of recognition fault, and verifies the recognition rate through neural network. The improved fault diagnosis method for electromechanical system which optimized the calculation model of ZCR and optimized the parameters of ZC algorithm by establishing a criterion function model greatly improves the fault recognition rate and is robust to the load.

The remaining of this article is organized as follows. In Section 2, the theory of ZC feature algorithm is briefly reviewed and the improved model of ZC calculation and the method of parameters optimized through modeling a criterion function with within-between distance are introduced, and Section 3 simulation signals are used to verify the influence of ZC feature recognition ability at disparate SNR and verifies the validation of the presented method. In Section 4, the experiment is analyzed to verify the method, and the conclusions are given in the Section 5.

2. Theoretical Background

2.1. ZC Characteristic Feature Algorithm. The measures widely used to represent the characteristics of ZC include the mean ZCR, density of the time interval between continuous ZCs, and excess threshold measure. According to the experience of literature [33], compared with other ZC measurements, the ZC feature of excess threshold measurement is more conducive to fault diagnosis at relatively high SNR. Therefore, in this paper, the ZC feature of excess threshold measurement is used to method improvement and
parameter optimization for achieving the more accuracy of fault diagnosis at low SNR.

In order to describe the short-time waveform, the time domain signal collected should be divided into a diminutive observation window, firstly. In addition, the measure of the observation window should be greater than the maximum expected duration between continuous ZCs. \( T_0 \) is defined as the measure of the observation window, \( T_0 \) represents the maximum expected duration between the continuous ZCs, and \( T_0 \leq T_j \). Then, divide the duration range \([0, T_0]\) into \( Q \) intervals by the threshold of \( Q + 1 \), and define \( T_i \) as the \( i \)th interval. Let \( C_i \) represent the count of ZC intervals with duration in the range of \( T_{i-1} \) and \( T_i \) and \( x(n) \) is the short-time waveform with the data sequence \( N \), then \( C_i \) can be obtained by

\[
C_i = \frac{1}{2} \sum_{n=2}^{N} [\text{sgn}[x(n)] - \text{sgn}[x(n - 1)]],
\]

where the \( \text{sgn}[x] \) is sign function and expressed as

\[
\text{sgn}[x(n)] = \begin{cases} 
1 & \text{if } x(n) \geq 0, \\
-1 & \text{if } x(n) < 0.
\end{cases}
\]

Then, the eigenvector of ZC counts is normalized by the observation window, and defined as

\[
F_{\text{count}} = \frac{C}{T_L} = \frac{1}{T_L} (C_1 C_2 \ldots C_Q),
\]

and the function of excess threshold measurement can be calculated by the following formula:

\[
f(T_i) = \frac{1}{2} \sum_{k=j}^{Q-1} C_{k+1} (T_k + T_{k+1}),
\]

where \( 1/2C_{k+1} (T_k + T_{k+1}) \) is used to approximately calculate the sum of ZC durations in the range \( T_k < T \leq T_{k+1} \).

Thereby, the eigenvector of excess threshold measurement can be obtained by

\[
F_{\text{duration}} = \frac{1}{T_L} \left[ f(T_0), f(T_0), \ldots, f(T_{Q-1}) \right].
\]

### 2.2. Criterion Function Modeling

The purpose of feature extraction is to acquire the most available information related to the equipment condition so as to realize fault identification. The classification ability of feature vectors directly determines the ability of fault recognition. Based on the idea of Fisher criterion [35] to calculate the distance between categories and within categories, the recognition ability of features can be improved by finding a functional relationship between the intraclass distance and interclass distance of features. In other words, the smaller the intraclass distance and the larger the interclass distance of the feature clustering results, the higher the discrimination degree of the classification results will be. Therefore, we can construct a criterion function that reflects the within-between distance.

Assume that the feature set \( \{x_1, x_2, \ldots, x_N\} \) to be classified is classified as class \( C_i \) \( j = 1, 2, \ldots C; i = 1, 2, \ldots n_j \). The data quantity of class \( j \) is \( n_j \). The intraclass distance of class \( j \) can be expressed as follows:

\[
S_{Wj} = \frac{1}{n_j} \sum_{i=1}^{n_j} (x_{ij} - m_j)(x_{ij} - m_j)^T,
\]

where \( m_j \) is the average of the samples of class \( j \) and \( m_j = \frac{1}{n_j} \sum_{i=1}^{n_j} x_{ij} \), \( j = 1, 2, \ldots, C \).

Let \( S_{Wj} \) and \( m_j \) denote the intraclass distance and the samples mean of class \( k \neq j \) and \( k \leq C \), respectively, the interclass distance between class \( j \) and \( k \) can be expressed as follows:

\[
S_B = \sum_{j=1}^{C} (m_j - m_k)(m_j - m_k)^T.
\]

Then, the function represents the ability to recognize between classes can be expressed as follows:

\[
I = \frac{S_B}{S_W + S_W^{(k)}}.
\]

On the premise that the highest recognition capacity of the two categories is not weakened, let us assume that the discrepancy of \( I \) value between other categories is the smallest and the recognition rate is the best, and then the criterion function can be expressed by the following relation:

\[
\min \phi(I_{\max}, I_{\min}), \quad \phi = I_{\max} - I_{\min},
\]

where \( I_{\max} \) and \( I_{\min} \) represent the maximum and minimum \( I \) values of all categories, respectively.

### 2.3. Parameter-Optimized ZC Based on Within-Between Distance Models

According to formula (1), we know that the ZC count has nothing to do with the magnitude of signal amplitude and is only related to the positive and negative signs of signals. However, ZC count is sensitive to the presence of noise; as random noises repeatedly cross the coordinate axis in the background, a large number of false ZCR will be generated and affect the recognition result. Equation (1) is suitable for discrete calculation but not conducive to the analysis of related signal waveform. Therefore, formula (1) is firstly transformed into the following equation:

\[
C_i = \frac{1}{2} \sum_{n=2}^{N} [1 - \text{sgn}[x(n) \cdot x(n - 1)]].
\]

Consider further the influence of random noise; increase a threshold \( \varepsilon \) to offset part of false ZCR generated by noise repeatedly crossing the coordinate axis. Therefore, the zero-crossing calculation formula can be revised into the form of formula (11):

\[
C_i = \frac{1}{2} \sum_{n=2}^{N} [1 - \text{sgn}[x(n) \cdot x(n - 1) + \varepsilon]].
\]

The subsequent work is the optimization of threshold \( \varepsilon \). The method of extracting ZC features from ZC duration is described in Section 2.1. It is noteworthy that the length of the observation window must be greater than the maximum expected time interval between the continuous ZC intervals, so the ZC feature should ensure that the minimum
frequency of interest can be discovered. In order to improve data utilization and maintain data continuity, 50% overlap rate is set. When the maximum expected time is divided into Q intervals by the threshold of $Q + 1$, Q group eigenvectors are generated. We know that the extracted features are different on various time scales; therefore, the eigenvector is affected by the length and number of observation window. Literature [36] has discussed the optimization method of these two thresholds, here, the optimized window data are used directly. Keep the optimized window data unchanged, and change the value of $\varepsilon$ to extract the ZC feature, respectively. The $\varepsilon$ must be changed by the specified step size and adjusted for ZC features changes. Calculate the inter-class distance and intra-class distance of each ZC feature. Then, values of $\varepsilon$ with diverse values of $\varepsilon$ are calculated according to formula (9). If the critical point is found, the optimized $\varepsilon$ value is obtained. The flow chart of improved method of ZC features extraction is manifested in Figure 1. Detailed descriptions of the flow chart in Figure 1:

Step 1. Input original vibration signals.

Step 2. Calculate the peak-to-peak value, as the basis for calculating the search step size and search scope.

Step 3. Set the search range and step size of $\varepsilon$. The search step size needs to be based on the experience of making multiple attempts at the actual signal. In the simulation, one-thousandth of the peak value is used as the step length, and 20 steps are used as the search range.

Step 4. Extract ZC feature vectors of every signal at different $\varepsilon$ values. The number and length of observation window were optimized before feature extraction, and the data overlapped by 50%.

Step 5. Calculate the value of $I$ between different state categories according to formula (8). Suppose there are 4 kinds of state signals, and then 6 values of $I$ are formed, one for every 2 kinds of signals. $\varepsilon$ value is searched 20 times, and then a $6 \times 20$ matrix is formed.

Step 6. Calculate the maximum and minimum of $I$ for each search, guaranteed the highest recognition capacity of the two categories is not weakened, and increase the value of $I$ between the two classes that are most difficult to recognize. So, when formula (9) is satisfied, the optimization is achieved. According to the step size of each signal and the number of steps, the optimized $\varepsilon$ value of each signal can be obtained.

Step 7. According to the optimized $\varepsilon$ value of each signal, extract the optimized ZC features.

Step 8. Bring the optimized features into neural network for fault diagnosis and verification, and the results are analyzed.

3. Simulation Analysis

For the sake of verifying the necessity and effectiveness of the presented method, four simulated signals of normal, inner ring fault, rolling element fault, and outer ring fault of rolling bearing are used for analysis. The simulation signals are obtained from the following formula:

$$x(t) = \sum_{i=1}^{M} A_i s(t - iT - t_i) + n(i)$$

$$A_i = A_k \cos(2\pi Q t + \phi_A) + C_d$$

$$s(t) = e^{-\frac{t}{s}} \sin(2\pi f_{n}t + q_w)$$

where the system sampling frequency $f_s = 12000$ Hz, the resonant frequency $f_{rs} = 3000$ Hz, the inner ring fault frequency $f_{i} = 162$ Hz, the rolling element fault frequency $f_{b} = 142$ Hz, the outer ring fault frequency $f_{o} = 142$ Hz, the rotational frequency $f_{r} = 30$ Hz, and the damping ratio $B = 400$. Four simulated signals are a group, a total of three groups. Three random noises with a SNR of 30 dB, 5 dB, and −5 dB are added separately to three groups signal. The grouping of simulation signals is shown in Table 1.

3.1. Analysis of ZC Feature Noise Resistance. In order to make the extracted features represent the running state information of the bearing effectively, the length of the data segment calculated with ZC feature should contain at least one complete rotation period. The rotational frequency is 30 Hz, so the length of an observation window must greater than $1/30$ seconds which contains 360 points at the sampling frequency of 12 K. Follow the method in Section 2.3 above, the data fragment length is 512, and the number of fragment is 8. As described earlier, the data overlap rate is set to 50%, which contains 256 points at the sampling frequency of 12 K. Each state data are divided into 40 samples and contain data of 0.5 seconds (6000 points). Figure 2 shows the ZC features (FV_{duration}) of the four state signals extracted from each set of signals when SNR = 30, 5, and −5. From the left to the right of the figure is the distribution of FV_{duration} of four state signals when SNR is 30, 5 and −5. The graphs above the figure are the distribution of all samples under a certain feature, and the below ones are the differentiation of all eigenvectors under a certain sample. It can be seen from the three groups of graphs that the ZC feature is very sensitive to random noise, and the recognition ability between ZC features of various state signals is decreasing with random noise increasing. When SNR = 30, FV_{duration} still has fairish recognition ability; however, when SNR = −5, recognition ability of FV_{duration} begins to fail.

3.2. Analysis of $\varepsilon$ Value. On the basis of the method description in Section 2.3, extract the ZC features and calculate the various values of $I$ with different values of $\varepsilon$. Then, calculate the values of $\phi$ according to formula (9) and find the minimum value of $\phi$. The relationship between $\phi$ and $\varepsilon$ is shown in Figures 3–5 under different kinds of SNRs. The figures indicate that, with the increase of the $\varepsilon$ value, the capacity of distinguish fault is improved, but they will not continue indefinitely. In other words, specifically, value of $\phi$ would not always decrease but has a critical value, such as the values marked with arrows in three figures, and then with the value of $\phi$ increasing, the recognition capacity of certain two types will decrease. Therefore, the optimized values of $\varepsilon$ can be obtained in a different kind of SNR. The value of $\varepsilon$ is represented by the
number of steps, and the step sizes of the four state signals under different kind SNR are shown in Table 2.

It can be seen from Figures 3–5 that the optimal number of steps correspond to the minimum $\phi$, combined with the step size in Table 2, and the optimized $\epsilon$ value can be calculated, as shown in Table 3.

Then, the ZC features extracted from above optimized $\epsilon$ values are shown in Figure 6.

From Figure 6, we can clearly see that all samples of signals in diverse states in the same feature can be separated from each other, and similarly, all features of signals in diverse states under the same sample can be separated from each other. Consequently, the ZC characteristics of the four states can be recognized. Compared with the identification result before optimization in Figure 2, the effectiveness of the method is proved.

3.3. Optimization Validation. In order to further prove the availability of the method, the optimized ZC eigenvectors are identified by three-layer feed-forward neural network, and the result of verification is shown in Table 4, which is the

![Figure 1: Flow chart of the optimized parameter.](image)

![Table 1: The grouping of the optimized signals.](image)

![Table 2: SNR grouping of simulation signals.](image)

![Figure 2: ZC features of four state signals (from left to right, SNR is 30, 5, and $-5$, respectively).](image)
average recognition rate of 40 replicates. It can be demonstrated from Table 4 that this method has a high fault identification rate for REB simulation signals.

4. Experiment Validation

The necessity and effectiveness of the improved model and parameter optimization are verified by simulation experiments. In practical applications, the identification of rolling bearing faults usually requires the identification method to be robust for load, so the experiment uses the bearing data from the Case Western Reserve University Bearing Data Center to verify whether the proposed method is effective.

4.1. Experiment Data and Schemes. The bearing status data set is derived from [37]. The type of test bearing is deep groove bearing, and the data are sampled by the accelerometer at 12 KHz from the drive end of the motor. Single-point failure diameter is 0.007 inches. The outer ring failure is located at 6 o’clock. For the motor loads 0, 1, 2, and 3, motor speeds are from 1797 to 1730 RPM. Table 5 details the load and speed.

The whole experiment consists of three parts. The first experiment verifies the identification effect of four bearing states under load 0 HP and compares with the traditional ZC methods. Then, the bearing state data at load 0 are used as the training set to test the fault identification effect of the bearing state data under other loads. Finally, the bearing state data under any load are used as the training set to test the fault identification effect of the bearing state data under other loads. The first part of the experiment is to verify the effect of the method in practical application, and the remaining two parts are used to test the robustness of the method.
4.2. Results and Analysis. Firstly, the spectrum and envelope spectrum analysis of bearing state data under load 0 test are carried out to understand the influence of noise on fault diagnosis. Figures 7 and 8 show the frequency spectrum and envelope spectrum of normal state, inner ring fault, rolling element fault, and outer ring fault of REB. Due to the modulation of the noise signal, the characteristic frequency cannot be detected from the frequency spectrum. In Figure 8, the characteristic frequency of outer ring failure and the frequency doubling can be observed, but the fault characteristic frequency of the inner ring is not obvious and the characteristic frequency of rolling element is unavailable. So, the fault of rolling element cannot be identified effectively as the influence of strong noise and signal modulation, and the random signal is spread throughout the frequency domain. It can be concluded from the above analysis that, in practice, random noise abundant is an important factor hindering the accuracy of fault identification. Due to the existence of high frequency noise, it is necessary to improve the ZC method model and optimize the parameters, so as to improve the accuracy of fault diagnosis and make the advantages of fast calculation of ZC method useful.

The rotational speed of load 0 is 1797 rpm from Table 5; therefore, the magnitude of the observation window should be greater than 0.034 seconds which contains 360 points at the sampling frequency of 12 K. Follow the method in Section 3.1, the data fragment length is 720, and the number of fragment is 8. Therefore, each length of data collected from the four bearing states is 10 seconds, which is divided into 40 segments with 50% overlap rate. According to the method in this paper, optimization parameters in the improved model, respectively, are calculated and shown in Table 6. The ratio shows the ratio of the optimized $\varepsilon$ to the value of peak-to-peak. Figure 9 shows the comparison of ZC characteristics of four bearing states before and after the model improvement and parameter optimization.

From Figures 9(a) and 9(c), we can see that, before the model improvement parameter optimization, the fault characteristics of partial samples of rolling element and outer ring are similar and difficult to distinguish, which will lead to misjudgment. From Figures 9(b) and 9(d), we can see that the sample characteristics of rolling element fault and the outer ring fault are completely distinguished through

### Table 4: The average identification rate of simulation fault.

| Index                  | SNR = 30 | SNR = 5 | SNR = -5 |
|------------------------|----------|---------|----------|
| Classification rate (%)| FV$_{\text{duration}}$ | FV$_{\text{duration}}$ | FV$_{\text{duration}}$ |
| Normal                 | 100      | 100     | 100      |
| Inner ring defect      | 100      | 100     | 99.85    |
| Rolling element defect | 100      | 100     | 99.85    |
| Outer ring defect      | 100      | 100     | 100      |

### Table 5: The motor load and corresponding speed.

| Index                  | Load 0 | Load 1 | Load 2 | Load 3 |
|------------------------|--------|--------|--------|--------|
| Motor speed/RPM        | 1797   | 1772   | 1750   | 1730   |
Figure 7: Frequency spectrum of four bearing states.

Figure 8: Continued.
Figure 8: Envelope spectrum of four bearing states.

Table 6: Optimized values of $\epsilon$ and theirs ratios to peak-to-peak.

| Index | Normal       | Inner race fault | Ball fault | Outer race fault |
|-------|--------------|------------------|------------|------------------|
| $\epsilon$ | 0.000598 | 0.003109 | 0.001211 | 0.002041 |
| Ratio (%) | 0.1    | 0.1       | 0.1       | 0.029            |

Figure 9: ZC duration features before (a and c) and after (b and d) the model improvement and parameter optimization.
In order to adopt the method of the model improvement and parameter optimization.

In order to compare the recognition rate, all the eigenvectors are taken to a three-layer neural network, whose weights and thresholds are optimized by genetic algorithm to improve the diagnostic efficiency and accuracy. The number of neurons in the hidden layer is 5, and the total number of samples is 160, including training set sample 120 and test set sample 40. Each bearing state contains 30 training set samples and 10 test set samples, arranged in order according to normal, inner ring fault, rolling element fault, and outer ring fault. The result of verification is shown in Figure 10, which is the average recognition rate of 40 replicates. The recognition rate of both training prior statistics and test set is always 100% and proves that purposed method can identify bearing faults accurately.

As a comparison, the recognition result before the model improvement and parameter optimization is shown in Figure 11.

The results in the Figure 11 represent the average recognition accuracy of 40 repeated experiments, from which it can be intuitively seen that the recognition rate of normal state and inner ring fault is 100%, but the recognition rate of rolling element fault and outer ring fault is not satisfactory. The partial misjudgment between rolling element fault and outer ring fault has affected the fault recognition rate, and the comparison of the average recognition rate of 40 experiments is shown in Table 7.

---

**Table 7: Comparison of mean recognition rate before and after optimization.**

| Index                        | Training set | Test set |
|------------------------------|--------------|----------|
| Accuracy of before optimization (%) | 93.33        | 92.25    |
| Accuracy of after optimization (%)  | 100          | 100      |

**Table 8: Optimized $\epsilon$ values of various bearing states under three loads.**

| Index | Normal | Inner ring fault | Rolling element fault | Outer ring fault |
|-------|--------|------------------|----------------------|-----------------|
| $\epsilon$ under load 1 | 0.000521 | 0.002938 | 0.001299 | 0.001776 |
| $\epsilon$ under load 2 | 0.000635 | 0.003065 | 0.001711 | 0.001793 |
| $\epsilon$ under load 3 | 0.000548 | 0.003188 | 0.001321 | 0.001809 |

**Table 9: Recognition rate of various bearing states under three loads.**

| Index                        | Normal | Inner ring fault | Rolling element fault | Outer ring fault |
|------------------------------|--------|------------------|----------------------|-----------------|
| Accuracy of load 1 (%)       | 100    | 100              | 99.17                | 99.17           |
| Accuracy of load 2 (%)       | 100    | 97.5             | 95                   | 92.5            |
| Accuracy of load 3 (%)       | 99.17  | 99.17            | 98.33                | 98.33           |

---

adoption the method of the model improvement and parameter optimization.

In order to compare the recognition rate, all the eigenvectors are taken to a three-layer neural network, whose weights and thresholds are optimized by genetic algorithm to improve the diagnostic efficiency and accuracy. The number of neurons in the hidden layer is 5, and the total number of samples is 160, including training set sample 120 and test set sample 40. Each bearing state contains 30 training set samples and 10 test set samples, arranged in order according to normal, inner ring fault, rolling element fault, and outer ring fault. The result of verification is shown in Figure 10, which is the average recognition rate of 40 replicates. The recognition rate of both training prior statistics and test set is always 100% and proves that purposed method can identify bearing faults accurately.

As a comparison, the recognition result before the model improvement and parameter optimization is shown in Figure 11.

The results in the Figure 11 represent the average recognition accuracy of 40 repeated experiments, from which it can be intuitively seen that the recognition rate of normal state and inner ring fault is 100%, but the recognition rate of rolling element fault and outer ring fault is not satisfactory. The partial misjudgment between rolling element fault and outer ring fault has affected the fault recognition rate, and the comparison of the average recognition rate of 40 experiments is shown in Table 7.
The experimental results show that the method of the model improvement and parameter optimization is effective for bearing fault identification under the same load.

Next, the experiment will verify whether the method in this paper is robust for the load. The experimental data of load 0 is still used as the training set; according to ratios of \( \varepsilon \) to peak-to-peak in Table 6, calculate the optimization parameters under the other load and extract the ZC features as the test set. The length and number of observation windows should be consistent with that under load 0 when extracting the ZC features under other load. Table 8 shows the optimized \( \varepsilon \) values of various bearing states and under three loads.

The same neural network is applied to identify the bearing fault, and the results are shown in Table 9.

According to the recognition results in Table 9, although the fault recognition rate at load 2 is lower, the overall recognition rate of other loads still achieves the expected effect. The analysis of the error identification samples shows that these samples are quite distinct from the other samples of the same state, so the validity of the method is not affected. The experiment proves that the method is applicable to other loads when the load information is known.

Finally, the experiment verifies the test effect under any load, and the recognition effect of unknown load has been tested. Similarly, the method proposed in this paper is employed for obtaining characteristic samples, the samples under each load are used as training sets, and the samples of other load are test sets. The overall recognition rate measured is shown in Table 10, and each result is the average recognition rate of 40 tests as well.

According to the analysis of the results presented in Table 10, the recognition accuracy of samples under the same load as the training set and the test set is relatively high. When samples under different loads are used as training sets to test other load samples, the recognition accuracy is slightly lower because a few samples deviate from the characteristics of similar samples. In general, the experimental results demonstrate that the method has good load robustness, so as to accurately identify the bearing fault even if the bearing load is not known.

5. Conclusion

In this paper, an improved fault diagnosis method for electromechanical system based on ZC algorithm is proposed, which optimized the calculation model of ZCR and the parameters of ZC algorithm by establishing a criterion function model. The fault diagnosis experiment of motor REB proves that the method successfully overcomes the shortcoming of ZC feature sensitive to noise and can realize accurate fault diagnosis without knowing the bearing load. Combined with the merits of saving computing time, in the case of big data, the method is expected to monitor the crucial parts of electromechanical system in real time, so as to provide security and reliability guaranty for accurate control of the electromechanical system.
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