The cool side of Lyman alpha emitters
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ABSTRACT

We extend a previous study of Lyman alpha emitters (LAEs) based on hydrodynamical cosmological simulations, by including two physical processes important for LAEs: (i) Lyα and continuum luminosities produced by cooling of collisionally excited H i in the galaxy and (ii) dust formation and evolution; we follow these processes on a galaxy-by-galaxy basis. H i cooling on average contributes 16–18 per cent of the Lyα radiation produced by stars, but this value can be much higher in low-mass LAEs and further increased if the H i is clumpy. The continuum luminosity is instead almost completely dominated by stellar sources. The dust content of galaxies scales with their stellar mass, $M_{\text{dust}} \propto M_\star^{0.7}$, and stellar metallicity, $Z_\star$, such that $M_{\text{dust}} \propto Z_\star^{1.7}$. As a result, the massive galaxies have Lyα escape fraction as low as $f_\alpha = 0.1$, with a LAE-averaged value decreasing with redshift: $\langle f_\alpha \rangle = (0.33, 0.23)$ at $z = (5.7, 6.6)$. The ultraviolet (UV) continuum escape fraction shows the opposite trend with $z$, possibly resulting from clumpiness evolution. The model successfully reproduces the observed Lyα and UV luminosity functions at different redshifts and the Lyα equivalent width scatter to a large degree, although the observed distribution appears to be more more extended than the predicted one. We discuss possible reasons for such tension.
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1 INTRODUCTION

Lyman alpha emitters (LAEs) are galaxies identified by means of their Lyα emission line, the strength and width of which make the detection unambiguous to a large extent. Recently, there has been a massive surge in the amount of data available on these high-redshift galaxies, specially those detected using the narrow-band technique (Kashikawa et al. 2006; Shimasaku et al. 2006; Dawson et al. 2007; Gronwall et al. 2007; Murayama et al. 2007; Ouchi et al. 2008). This has enabled the Lyα and UV luminosity functions (LF) and the equivalent width (EW) distribution to be studied and understood statistically which has made LAEs important as both probes of reionization and high-redshift galaxy evolution.

A number of theoretical models, both semi-analytic (Santos 2004; Dijkstra, Lidz & Wyithe 2007a; Dijkstra, Wyithe & Haiman 2007b; Kobayashi, Totani & Nagashima 2007, 2009; Mao et al. 2007; Dayal, Ferrara & Gallerani 2008) and those involving simulations (McQuinn et al. 2007; Nagamine et al. 2008), have been put forward to reproduce the observed data sets and put constraints on the ionization state of the IGM. However, the physical properties of LAEs including the star formation rates (SFR), metallicity, age and initial mass function (IMF) have been the subject of much debate.

To this end, in Dayal et al. (2009) we used state of the art cosmological smoothed particle hydrodynamics (SPH) simulations coupled with a Lyα/continuum production/transmission model to infer the properties of LAEs. Using the SFR, age, metallicity for each galaxy as obtained from the simulation, a Salpeter IMF and the early reionization model (ERM; Gallerani et al. 2008), we calculated the observed Lyα luminosity for each galaxy to identify the population that would be observed as LAEs based on the current observational limits. We found that at $z \sim 5.7$ the SFR are in the range 2.5–120 $M_\odot$ yr$^{-1}$, the ages range from 38 to 326 Myr, the average stellar metallicity, $Z_\star \sim 0.22 Z_\odot$ and the colour excess, $E(B-V) \sim 0.15$. We thus showed that LAEs are intermediate-age objects, with stellar metallicity higher than the generally assumed value of 5 per cent $Z_\odot$ and dust extinction that is very much consistent with other works (Lai et al. 2007; Nagamine et al. 2008). The only free parameters left in this work were the escape fractions of Lyα ($f_\alpha$) and continuum photons ($f_c$) from the galaxy, which we obtained by matching the model to the observations at each redshift.

This work extends and improves such previous study in many ways. The major novelty is represented by the inclusion of two important features: (i) a detailed model to calculate dust mass evolution and the corresponding optical depth to continuum photons...
enabling us to link $f_i$ to the physical properties of galaxies such as the SFR, IMF, age and gas mass and (ii) the Ly and continuum luminosities produced by cooling of collisionally excited H in the galaxy interstellar medium (ISM).

The latter point is very interesting since most of the studies on LAEs have focused on stars as the main source of both Ly and continuum luminosity; an exception is Dijkstra (2009), in which the case of Ly and continuum luminosity coming from cooling of collisionally excited H in the ISM alone has been explored. Cooling of H becomes even more important when one considers that Ly blobs are powered either by an inflow of cooling gas (Dijkstra & Loeb 2009) or by supernovae (SNe; Mori, Umemura & Ferrara 2004; Mori & Umemura 2007).

An additional motivation of this paper is to understand how LAEs become progressively more dusty and how their dust component affects their visibility along with their observed Ly and UV continuum LFs and line EW; in addition, gas emission might also have important effects on these quantities which need to be determined. The study is based on high-resolution numerical simulations which enable us to study these effects accurately and on a galaxy-by-galaxy basis.

2 SIMULATIONS

We use state-of-the-art cosmological SPH simulations, the details of which can be found in Dayal et al. (2009). In brief, simulations of a cosmic size ($75 h^{-1}$ comoving Mpc) have been carried out using a TREEMPH code GADGET-2 (Springel 2005) with the implementation of chemodynamics as described in Tornatore et al. (2007). The run assumes a metallicity-dependent radiative cooling (Sutherland & Dopita 1993) and a uniform redshift-dependent UV background produced by quasars and galaxies as given by Haardt & Madau (1996). The code also includes an effective model to describe star formation from a multiphase ISM and a prescription for galactic winds triggered by SN explosions, Springel & Hernquist (2003). In their model, star formation occurs due to collapse of condensed clouds embedded in an ambient hot gas. Stars with mass larger then $8 M_\odot$ explode as SNe and inject energy back into the ISM. These interlinked processes of star formation, cloud evaporation due to SNe and cloud growth caused by cooling lead to self-regulated star formation. The relative number of stars of different mass is computed for this simulation by assuming the Salpeter (1955) IMF between 1 and 100 $M_\odot$. Metals are produced by type II SN (SNII), SNIa and intermediate- and low-mass stars in the asymptotic giant branch (AGB). Metals and energy are released by stars of different masses by properly accounting for mass-dependent lifetimes as proposed by Padovani & Matteucci (1993). We adopt the metallicity-dependent stellar yields from Woosley & Weaver (1995) and the yields for AGB and SNIa from van den Hoek & Groenewegen (1997). Galaxies are recognized as gravitationally bound groups of star particles by running a standard friends-of-friends (FOF) algorithm, decomposing each FOF group into a set of disjoint substructures and identifying these by the SUBFIND algorithm (Springel, Yoshida & White 2001). After performing a gravitational unbinding procedure, only subhaloes with at least 20 bound particles are considered to be genuine structures (Saro et al. 2006). For each ‘bonafide’ galaxy in the simulation snapshot, we compute the mass-weighted age, the total halo/stellar/gas mass, the SFR, the mass-weighted gas/stellar metallicity, the mass-weighted gas temperature and the half-mass radius of the dark matter halo.

We compute the intrinsic and observed values of the Ly/continuum luminosity for all the structures identified as galaxies in the simulation boxes at the redshifts of interest ($z \sim 5.7, 6.6$). Of these, galaxies with an observed Ly luminosity, $L_\alpha \geq 10^{42.2}$ erg s$^{-1}$, and observed EW, EW $\geq 20$ Å are identified as LAEs, following the current observational criterion for LAE identification.

The adopted cosmological model for this work corresponds to the Λ cold dark matter Universe with $\Omega_m = 0.26$, $\Omega_\Lambda = 0.74$, $\Omega_b = 0.0413$, $n_s = 0.95$, $H_0 = 73$ km s$^{-1}$ Mpc$^{-1}$ and $\sigma_8 = 0.8$, thus consistent with the 5-year analysis of the Wilkinson Microwave Anisotropy Probe data (Komatsu et al. 2009).

3 INTRINSIC LUMINOSITIES

As mentioned before, the huge amount of literature on LAEs has generally been focused on stars as the main source of both Ly and continuum luminosity. However, by virtue of using our SPH simulation, we can consistently calculate the separate stellar and cooling H gas contributions to the total Ly and continuum luminosities, as discussed in the following sections.

3.1 Star powered luminosity

Star formation produces photons with energies $>1$ Ryd, which ionize the H in the ISM. Due to the high density of the ISM, recombinations take place on a short time-scale and this produces Ly luminosity. We represent this luminosity as $L_\alpha^*$, or as the Ly produced due to stars, which is calculated as

$$L_\alpha^* = \frac{2}{3} Q (1 - f_{\text{esc}}) h v_\alpha,$$ (1)

where $Q$ is the production rate of H ionizing photons, $f_{\text{esc}}$ is the fraction of these ionizing photons which escape the galaxy without causing any ionizations, $h$ is the Planck constant and $v_\alpha$ is the frequency of the Ly photons. The factor of two-thirds arises assuming hydrogen Case B recombination (Osterbrock 1989) and we use $f_{\text{esc}} \sim 0.02$, following the results of Gnedin, Kravtsov & Chen (2008).

The continuum luminosity $(L_\nu^*)^2$ associated with star formation and Ly are both obtained from Starburst99 (Leitherer et al. 1999), using the stellar metallicity ($Z$), age ($t_e$), IMF and the SFR ($M_\star$) for each galaxy as obtained from the simulation. The use of the constant SFR is justified by the fact that all the galaxies identified as LAEs, at both the redshifts considered, have mass-weighted ages between 30 and 300 Myr, which implies that recent star formation does not contribute significantly to the star powered Ly and continuum luminosity.

As a quantitative illustration, for a galaxy with $t_e = 200$ Myr, $Z = 0.2 Z_\odot$, $M_\star = 1 M_\odot$ yr$^{-1}$, we find $Q = 10^{53.47}$ s$^{-1}$ and the corresponding stellar Ly luminosity for $f_{\text{esc}} = 0.02$ is $L_\alpha^* = 3.18 \times 10^{52}$ erg s$^{-1}$. For the same galaxy, the stellar continuum luminosity is $L_\nu^* = 3.5 \times 10^{49}$ erg s$^{-1}$ Å$^{-1}$, which yields a stellar EW of about 91 Å. Complete details of this calculation can be found in Dayal et al. (2008, 2009).

1 Since we assume a simple scaling to obtain the escape fraction of Ly relative to continuum photons, all galaxies are classified as LAEs based on the EW criterion.

2 The continuum luminosity is measured in the wavelength range between 1250 and 1500 Å, centred at 1375 Å.
\[
G_a(T, \chi_{\text{HI}}) = \sum_{i=1}^{N} \chi_{\text{HI}}^2 (1 - \chi_{\text{HI}}) e^{-118400/T} f_i^2
\]

where

\[
G_a(T, \chi_{\text{HI}}) = \frac{M_{\text{HI}}}{4\pi\sigma_\text{c}^3} G_a(T, \chi_{\text{HI}})
\]

is a non-dimensional function depending on the H\textsc{i} temperature, \(T\), and the fraction of neutral hydrogen, \(\chi_{\text{HI}}\). Further, \(f_i\) is the H\textsc{i} mass fraction mass found in the \(i\)th bin of the simulated temperature distribution, which is discretized into \(N = 100\) bins equally spaced in logarithm between 10\(^{0.4}\) and 10\(^{6.8}\) K, to provide a smooth representation of \(G_a\). The value of the H\textsc{i} fraction (\(\chi_{\text{HI}}\)) in each bin is calculated by inserting the temperature (\(T\)) of that bin into the collisional ionization–recombination rate equation for H\textsc{i} (Cen 1992). Each galaxy in the simulation box is first assigned to one of the five halo mass ranges shown in Table 1. Then, we add its gas mass to the corresponding temperature bin and weigh over the total mass in that mass range. The values of \(G_a(T, \chi_{\text{HI}})\) and galaxy-averaged temperature distributions are shown in Table 1 and Fig. 1, respectively. From the figure, it appears that massive galaxies tend to have a larger fraction of their interstellar gas in a hot component. In equation (2), \(M_{\text{HI}}\) is the total H\textsc{i} mass of the galaxy assuming a primordial gas composition (76 per cent He, 24 per cent H). Having determined the value of \(L_{\alpha}^\text{c}\), the continuum luminosity, \(L_{\alpha}^\text{c}\) (erg s\(^{-1}\)), produced by cooling of collisionally excited H\textsc{i} is calculated as

\[
L_{\alpha}^\text{c} = L_{\alpha}^\text{c} \phi(v_\alpha/v_\text{c}) \left(\frac{v_\text{c}}{c}\right) G_a(T).
\]

where the continuum and Ly\alpha wavelengths (1216 Å), respectively, \(v_\text{c}\) is the speed of light and \(\phi(\nu/v_\text{c})d\nu/v_\text{c}\) is the probability that a photon is emitted in the frequency range \(\nu \pm dv/2\) (Spitzer & Greenstein 1951). Again, \(f_i\) is the H\textsc{i} mass fraction mass found in the \(i\)th bin of the simulated temperature distribution, which is discretized into \(N = 100\) bins equally spaced in logarithm between 10\(^{0.4}\) and 10\(^{6.8}\) K. We use \(\phi(v_\alpha/v_\text{c}) = 3.1\), for the continuum frequency corresponding to 1375 Å. The collisional excitation rates, \(\Omega(1s, 2s)\) and \(\Omega(1s, 2p)\), are calculated for each temperature bin by using the results of Anderson et al. (2000). Again using the temperature distribution for all galaxies as shown in Fig. 1, the mass-weighted value of this ratio varies with the halo mass range as shown in Table 1. However, as will be shown later, the continuum from the stars always dominates over \(L_{\alpha}^\text{c}\), which makes our results insensitive to the exact values of the collisional excitation rates and continuum wavelength chosen.

Using these conversion factors, the calculated value of intrinsic EW of the Ly\alpha line from gas alone has a value between 887 and 1304 Å, depending on the halo mass, as shown in Table 1. Once that \(L_{\alpha}\) and \(L_c\) from both the stars and ISM gas component have been determined, the total intrinsic equivalent width, EW\textsuperscript{int}, can be calculated as

\[
\text{EW}^\text{int} = L_{\alpha}^\text{c} + L_{\alpha}^\text{c} + L_{\alpha}^\text{c}
\]
The observed EW is affected by dust in the ISM (modifying both the continuum and Lyα luminosity) and transmission through the IGM, which only damps the Lyα luminosity. The observed EW in the rest frame of the galaxy is calculated as

\[ \text{EW} = \text{EW}^\text{obs} \left( \frac{f_a}{f_c} \right) T_\alpha, \]

where \( f_a/f_c \) represents the differential effect of dust on Lyα and continuum photons; a fraction \( T_\alpha \) of the Lyα luminosity emerging from the galaxy is transmitted through the IGM. The transmission through the IGM depends on a number of factors including the SFR, the escape fraction of H\textsc{i} ionizing photons, the size of the Strömgren sphere built by the galaxy, the global value of the fraction of H\textsc{i} and the extent to which sources are clustered. Complete details of the calculation of \( T_\alpha \) can be found in Dayal et al. (2009). The effect of dust on both the continuum and Lyα luminosity is discussed in Section 4.

We find that the contribution of \( L_\alpha^g \) to the total intrinsic Lyα luminosity is not negligible; the average value of \( L_\alpha^g/L_\alpha^* \) is \((0.16, 0.18)\) at \( z = (5.7, 6.6) \), respectively, as seen from panel (b) of Fig. 2. The ratio \( L_\alpha^g/L_\alpha^* \) on the other hand is a factor \( \sim 10 \) smaller, i.e. \((0.01,0.02)\) at \( z = (5.7, 6.6) \), respectively (panel c of the same figure). Adding \( L_\alpha^g \) and \( L_\alpha^* \), therefore, has the effect of boosting up the intrinsic EW. As shown in Dayal et al. (2009), the average intrinsic EW produced by stars only at \( z \approx 5.7 = 95 \) Å. However, as shown in Table 2, we find that adding \( L_\alpha^g \) boosts the average intrinsic EW to 106 Å, i.e. by a factor of about 1.12 as expected.

It is interesting to see that even though the gas mass (Fig. 2, panel a) is almost similar for a given halo mass at \( z \approx 5.7 \) and 6.6, both \( L_\alpha^g \) and \( L_\alpha^* \) are slightly larger at \( z \approx 5.7 \). This can be explained noting that the virial radius decreases with increasing redshift, which leads to a corresponding increase in the H\textsc{i} density. The higher density leads to an increase in the collisional excitation rate and hence, the cooling rate, producing more \( L_\alpha^g \) and \( L_\alpha^* \).

Further, as shown in Dayal et al. (2009), the SFR rises steeply with increasing halo masses, which leads to \( L_\alpha^g \) and \( L_\alpha^* \) becoming increasingly dominant as compared to \( L_\alpha^g \) and \( L_\alpha^* \). Hence, the contribution of ISM gas towards both the Lyα and continuum luminosity decreases with increasing halo mass. The dip in \( L_\alpha^g \) (and the corresponding dip in \( L_\alpha^* \)) for halo masses between \( 10^{10.4} \) and \( 10^{10.8} \) \( \text{M}_\odot \) is caused by the lower value of \( G_\alpha(T, \chi_{\text{HI}}) \) for these masses, as seen from Table 1.

## 4 DUST MODEL

Dust is produced by SNe and evolved stars in a galaxy. However, several authors (Todini & Ferrara 2001; Dwek, Galliano & Jones 2007) have shown that the contribution of AGB stars becomes progressively less important and at some point negligible towards higher redshifts (\( z \gtrsim 5.7 \)). This is because the typical evolutionary time-scale of these stars (\( \gtrsim 1 \) Gyr) becomes longer than the age of the Universe above that redshift. However, under certain conditions thought to hold in quasars, in which extremely massive starbursts occur, the contribution of AGB can become important somewhat earlier (see Valiante et al. 2009). We therefore make the hypothesis that the dust seen in LAEs at \( z \gtrsim 5.7 \) is produced solely by SNeII. We compute the amount of dust in each LAE by applying the evolutionary model described below by post-processing the simulation outputs.

As mentioned before, for each simulated galaxy the SFR, \( M_* \), the total stellar mass, \( M_* \), and the mass-weighted stellar age, \( t_* \), are available. We then use the average SFR over the SF history of the galaxy as \( \langle M_* \rangle = M_* / t_* \) to calculate the dust mass. This is because the SNII rate and hence the dust content of the galaxy depends on the entire SFR history and not just the final values obtained from the simulation. The SNII rate is estimated to be \( \gamma \langle M_* \rangle \), where \( \gamma \approx (54 \text{M}_\odot)^{-1} \) for a Salpeter IMF between the lower and upper mass limits of 1 and 100 \text{M}_\odot, respectively (Ferrara et al. 2000).

### Table 2.

For all the LAEs comprising the Lyα LF at the redshifts shown (Column 1), we show the range of halo mass (Column 2), the range of mass weighted ages (Column 3), the range of SFR (Column 4), the range of gas mass (Column 5), the average color excess (Column 6), the average transmission of Lyα photons through the IGM (Column 7), the average intrinsic EW (Column 8), the average EW of the line emerging from the galaxy (Column 9) and the average value of the observed EW (Column 10).

| \( z \) | \( M_h \) (\( \text{M}_\odot \)) | \( t_* \) (Myr) | \( M_* \) (\( \text{M}_\odot \) yr\(^{-1} \)) | \( M_\alpha \) (\( \text{M}_\odot \)) | \( \langle E(B - V) \rangle \) | \( T_\alpha \) | \( \text{EW}^\text{int} \) (Å) | \( \text{EW}^\text{mer} \) (Å) | \( \text{EW} \) (Å) |
|---|---|---|---|---|---|---|---|---|---|
| 5.7 | \( 10^{9.0-11.8} \) | 44.0 - 326.2 | 0.8 - 120 | \( 10^{9.0-11.0} \) | 0.14 | 0.48 | 106.0 | 157.2 | 75.1 |
| 6.6 | \( 10^{9.1-11.6} \) | 23.3 - 218.1 | 1.6 - 46.4 | \( 10^{9.1-10.7} \) | 0.09 | 0.48 | 117.2 | 70.3 | 34.6 |
We have assumed that the progenitors of SNII have a mass larger than 8 M⊙ and in order to simplify the calculation we have adopted the instantaneous recycling approximation, i.e. the lifetime of stars with mass larger than 8 M⊙ is zero.

Using this SNII rate, we can calculate the evolution of the total dust mass, M_dust(t), in the galaxy as

\[
\frac{dM_{\text{dust}}(t)}{dt} = \gamma_d \epsilon \langle M_* \rangle - \frac{M_{\text{dust}}(t)}{\tau_{\text{dust}}(t)} \frac{dM_{\text{dust}}(t)}{dt} - M_{\text{dust}}(t) \frac{dM_{\text{dust}}(t)}{dt},
\]

where the first, second and third terms on the right-hand side represent the rates of dust production, destruction and astration (as-similation of a homogeneous mixture of gas and dust into stars), respectively; the initial dust mass is assumed to be zero. Further, \( \gamma_d \) is the dust yield per SNII, \( \tau_{\text{dust}} \) is the time-scale of dust destruction due to SNII blast waves and \( M_{\text{dust}}(t) \) is the gas mass in the galaxy at time \( t \). For \( \gamma_d \), the average dust mass produced per SNII, we adopt a value of 0.5 M⊙ (Todini & Ferrara 2001; Nozawa et al. 2003, 2007; Bianchi & Schneider 2007). The amount of gas left in the galaxy, \( M_{\text{gas}}(t) \), at any time \( t \) is calculated as \( dM_{\text{gas}}(t)/dt = -\langle M_* \rangle \) and each galaxy is assumed to have an initial gas mass given by the cosmological baryon to dark matter ratio \( \Omega_b/\Omega_m \). The final gas mass so obtained for each galaxy is very consistent with the value obtained from the simulation snapshot. This is primarily because LAEs are much larger than dwarfs and hence are not expected to have very strong outflows. This also justifies neglecting the outflow term due to galactic winds in equation (8).

The destruction time-scale, \( \tau_{\text{dust}}(t) \), is estimated following the results of McKee (1989) and Lisfenfeld & Ferrara (1998) as

\[
\tau_{\text{dust}}(t) = \frac{M_{\text{dust}}(t)}{\epsilon \langle M_* \rangle M_d(100 \text{ km s}^{-1})^2}.
\]

Here, \( \epsilon \) is the efficiency of dust destruction in a SN-shocked ISM, for which we adopt value \( \sim 0.4 \); this is a reasonable estimate between the values of 0.1 and 0.5 found by McKee (1989) and Seab & Shull (1983) for varying densities of the ISM and magnetic field strengths. \( M_d(100 \text{ km s}^{-1}) \) is the mass accelerated to 100 km s\(^{-1}\) by the SN blast wave and has a value of 6.8 \( \times 10^4 \) M⊙ (Lisenfeld & Ferrara 1998).

Since we consider a scenario in which the dust amount is regulated only by the SFR, which scales with the halo mass, the dust amounts too scale in the same way, as seen from panel a of Fig. 3. However, while the dust mass increases linearly with the halo mass for most of the objects, the scatter at the low-mass end arises from feedback regulation of the star formation in these objects.

Once the final dust mass, \( M_{\text{dust}}(t_f) \), is calculated for each galaxy in the simulation, we can translate this into an optical depth, \( \tau_c \), for continuum photons as

\[
\tau_c = \frac{3 \Sigma d}{4 \pi s^2},
\]

where \( \Sigma d \) is the dust surface mass density, \( a \) and \( s \) are the radius and material density of graphite/carbonaceous grains, respectively (\( a = 0.05 \mu m, s = 2.25 \text{ g cm}^{-3} \); Todini & Ferrara 2001; Nozawa et al. 2003). The dust surface mass density is calculated assuming that grains are concentrated in a radius proportional to the stellar distribution, \( r_\star \), following the results of Bolton et al. (2008), who have derived fitting formulae to their observations of massive, early-type galaxies between \( z = 0.06 \) and 0.3 6.4 Though it is not an entirely robust estimate, we extend this result to galaxies at \( z \sim 5.7 \) and 6.6 due to the lack of observations about the stellar distribution in high-redshift galaxies.

We calculate \( \Sigma_d = M_{\text{dust}}(t_f)/(\pi r_\star^2) \), where \( r_d \) is the effective radius of dust. The best fit to the observed UV LFs requires the dust distribution scale to be quite similar to that of the stellar distribution, such that \( r_d = (0.6, 1.0) \times r_\star \) at \( z \sim (5.7, 6.6) \).

This optical depth can easily be converted into a value for the escape fraction of continuum photons assuming a slab-like distribution of dust, such that

\[
f_e = \frac{1 - e^{-\tau_c}}{\tau_c}.
\]

We are hence able to determine \( f_e \) for each individual galaxy, depending on its intrinsic properties, i.e. the SFR, metallicity, age, gas mass and IMF.

As \( f_e \) is fully determined from the above procedure, we are left with a single free model parameter, \( f_u \), to match the Lyα LF obtained from our calculations to the data. The relation between \( f_u \) and \( f_e \) can be written as

\[
f_u = p(A_\lambda, C)f_e,
\]

where

\[
(M_{\text{dust}}/10^{11} \text{M}_\odot) = 0.691(L_{\lambda_{\text{Ly} \alpha}}/10^{11} \text{ L}_\odot)^{0.29},
\]

\[
\sigma_{\text{Ly\alpha}} = (2G M_{\text{dust}}/r_\star)^{0.5}(100 \text{ km s}^{-1})^{-1}
\]

\[
I_{\lambda} = L_{\lambda}/(2\pi r_\star^2)[10^3 L_{\lambda}/(\text{L}_\odot \text{ kpc}^2)].
\]

Here, \( L_{\lambda} \) (the luminosity between 4644 and 6296 Å in the observer’s frame) is obtained using STARBURST99 for the SFR, age, metallicity and IMF of the galaxy under consideration. For a galaxy at \( z \sim 5.7 \) which has \( t_\star = 200 \text{Myr, } Z = 0.2 Z_\odot, M_\star = 10 M_\odot, \) the V-band luminosity is 5.05 \( \times 10^{30} \) erg s\(^{-1}\) and the corresponding \( r_\star = 0.35 \) kpc. Although we have used the V-band luminosity in the observer’s frame in this work, using the rest-frame V-band luminosity does not affect our results in any way, using the same values of the free parameters.

The relation used to obtain the stellar distribution radius, \( r_\star \), from the observed V-band luminosity, \( L_{\lambda} \), is

\[
\log r_\star = 1.28 \log \sigma_{\text{Ly\alpha}} - 0.77 \log I_{\lambda} - 0.09,
\]

Figure 3. (a) Dust mass and (b) \( f_u \) as a function of halo mass, \( M_h \), for \( z = 5.7 \) (circles) and \( z = 6.6 \) (triangles) for the galaxies identified as LAEs at these redshifts using \( p = (1.5, 0.6) \) for all galaxies at \( z \sim (5.7, 6.6) \). For details, refer to Section 4.
where $p$ depends not only on the adopted extinction curve, $A_1$, but also on the differential radiative transfer effects acting on both Ly$\alpha$ and UV continuum photons in an inhomogeneous medium described by a clumping factor $C = \langle n^2\rangle/\langle n\rangle^2$. While for the former dependence some pieces of evidence exist that the SN dust we assume here can successfully be used to interpret the observed properties of the most distant quasars (Maiolino et al. 2006) and gamma-ray bursts (Stratta et al. 2007), the way in which inhomogeneities differentially enhance Ly$\alpha$ with respect to UV continuum luminosities through the so-called ‘Neufeld effect’ (Neufeld 1991; Hansen & Oh 2006; Verhamme et al. 2008; Finkelstein et al. 2009; Kobayashi et al. 2009) is still highly debated. A report of a decreasing trend of $f_u$ with $E(B-V)$ has been recently published (Atek et al. 2009); our results nicely match that empirical relation, as shown in Fig. 4. We therefore tentatively assume $C = 1$ and compute $p$ simply from our SN extinction curve, which corresponds to a value of $R_V = 2.06$, obtaining $p (A_1, C = 1) = 0.8$, independent of the LAE mass or luminosity. Although the best fit to the observed Ly$\alpha$ LF favours values that vary around 0.8 ($p = 1.5, 0.6$ at $z = 5.7, 6.6$),$^5$ it is unclear if these deviations can be interpreted as a genuine imprint of an evolving clumpy ISM.

We now return to the results obtained using the dust model. For galaxies identified as LAEs at $z \sim 5.7$, the escape fraction of Ly$\alpha$ photons, $f_u$, decreases by a factor of 10, from 1 to about 0.1 as the halo mass increases from $10^{9.0}$ to $10^{11.2} M_\odot$ as shown in panel b of Fig. 3, consistent with the results obtained by Laursen et al. (2009). However, for the few galaxies between $10^{10.2}$ and $10^{11.2} M_\odot$, $f_u$ increases again. This is because the optical depth, $\tau \propto M_{\text{dust}}/r_e^2$,

$$f_u \sim M_{\text{dust}}/r_e^2,$$

where $r_e$ scales with SFR (equation 11). Since the SFR rises steeply with halo mass for $M_h \gtrsim 10^{11.2} M_\odot$, the optical depth decreases, even though the total dust mass increases. The decreased optical depth then leads to the larger escape fraction of continuum and hence, Ly$\alpha$ photons seen.

We find that the galaxies with the largest stellar mass are more dust rich, as shown in Panel (a) of Fig. 5; for the bulk of the galaxies, the dust mass, $M_{\text{dust}}$, is related to the stellar mass, $M_*$, as $M_{\text{dust}} \propto M_*^{0.7}$. However, the low stellar mass end shows a large scatter in the dust content, likely arising from feedback regulation leading to a scatter in the SFRs for smaller halos/galaxies. As expected, galaxies with the highest stellar metallicities have the largest dust masses; the dust mass is related to the stellar metallicity, $Z_*$, as $M_{\text{dust}} \propto Z_*^{1.7}$ as shown in Panel (b) of Fig. 5. Again, the scatter for the low metallicity galaxies is explained by the corresponding scatter in the SFRs at this end.

We find that $(f_u) \sim (0.23, 0.38)$ at $z \sim 5.7, 6.6$ respectively. This is consistent with the values of $(0.22, 0.37)$ obtained in Dayal et al. (2009). The Ly$\alpha$ contribution from the gas allows smaller galaxies to become visible as LAEs; the minimum halo mass of LAEs shifts from $(10^{10.2})$ to $(10^{9.9}, 10^{9.4}) M_\odot$ at $z \sim (5.7, 6.6)$. Since smaller galaxies ($M_h \leq 10^{10.2} M_\odot$) have lower SFR and dust content, they tend to have a higher $f_u$ value. However, only about 10 per cent of the galaxies we identify as LAEs in the simulation have $M_h < 10^{10.2} M_\odot$ and hence they are too few to vary the mean $f_u$.

### 5 Observational Implications

As mentioned before, cooling of collisionally excited H$\upbeta$ can produce a significant amount of Ly$\alpha$ luminosity in the ISM. However, since galaxies become more compact and denser towards high redshift, this leads to a corresponding increase in $L^\alpha_\text{opt}$. This can be clearly seen from the cumulative Ly$\alpha$ LF (Fig. 6) where ignoring the gas contribution leads to a slightly larger under estimation of the LF at $z \sim 6.6$ compared to $z \sim 5.7$. 

---

**Figure 4.** The escape fraction of Ly$\alpha$ photons, $f_u$, as a function of the dust colour excess, $E(B-V)$. Filled points (circles, triangles, squares) show the observed values for Ly$\alpha$ galaxies from the Galaxy Evolution Explorer (GALEX) LAE sample (Deharveng et al. 2008). The local starburst sample (McQuade, Calzetti & Kinney 1995; Storchi-Bergmann, Kinney & Challis 1995) and Atek et al. (2008) sample, respectively. The dashed line is the best fit to all the observations (see Atek et al. 2009), the dot–dashed line shows the best fit from Verhamme et al. (2008) obtained from the spectral fitting of $z \sim 3$ LBGs and the dotted line is obtained following the Seaton (1979) law. The relations obtained from this work using $p = (1.5, 0.6)$ for LAEs are shown with empty circles and triangles for $z \sim (5.7, 6.6)$, respectively. Details are in Section 4.

**Figure 5.** Relation between (a) stellar mass, $M_*$, (b) stellar metallicity, $Z_*$, and dust mass, $M_{\text{dust}}$, for $z = 5.7$ (circles) and $z = 6.6$ (triangles) for the galaxies identified as LAEs at these redshifts.
As mentioned in Section 3, cooling of collisionally excited H\textsc{i} does not contribute much to the continuum luminosity, with the average contribution to the total continuum luminosity being \(<10\) per cent at either of the redshifts considered. Adding \(L_g\), therefore, produces a negligible effect on the UV LF, as seen clearly from Fig. 7, where the UV LFs, both including and excluding the gas contribution, overlap.

The free parameters in this work are the radius of the dust distribution, \(r_d\), relative to the stellar distribution radius, \(r_e\), and the escape fraction of Ly\textsc{a} photons relative to continuum photons. Once that these two parameters are obtained by calibrating our results to the UV and Ly\textsc{a} LFs, we have no more free parameters left. Using the values of \(f_a/f_c\), \(T_\alpha\) and the intrinsic EW for each galaxy we identify as a LAE, we obtain the emergent and observed EWs at \(z \sim 5.7\). Due to the cooling of collisionally excited H\textsc{i}, the total Ly\textsc{a} luminosity increases by a factor of about 1.12 while the continuum almost remains unchanged. This leads to intrinsic EWs in the range 88.8–188.8 Å for the galaxies we identify as LAEs. The average value of the intrinsic EW at \(z \sim 5.7\) also increases to 106.0 Å compared to 95 Å that we found in Dayal et al. (2009), not including gas emission.

The EWs emerging from the galaxy at \(z \sim 5.7\) are further enhanced and have a mean value of 157.2 Å because of the larger escape fraction of Ly\textsc{a} photons with respect to continuum photons \(f_a/f_c = 1.5\). However, since the Ly\textsc{a} luminosity is attenuated by transmission through the IGM, with \(\langle T_\alpha \rangle \sim 0.48\), the observed EWs are finally reduced to the range 44.4–106.9 Å; with an average value of 75.1 Å.

We show the EWs as a function of the observed Ly\textsc{a} luminosity in Fig. 8. Though the numerical data is concentrated at log(EW/Å) \(\sim 1.9\), it shows some scatter, mostly induced by the different physical properties of galaxies as age and metallicity. However, we are unable to reproduce some of the largest and smallest EW values. This could be due to some of the assumptions made in the modelling of \(L_g\) including: (i) we have calculated \(L_g\) for a homogeneous ISM. This assumption seems to represent a fairly good description of the low-\(z\) data discussed in Fig. 4. However, we cannot exclude the possible presence of gas inhomogeneities which would increase the collisional excitation rates and hence increase \(L_g\). Since we are investigating a large cosmological volume, resolving the small-scale structure of the ISM is beyond the possibilities of this work and our results in this sense should be considered as a lower limit to the true emissivity of the gas; (ii) \(L_g\) depends on the radius of gas distribution and the simple relation we have assumed might be different for these high redshift galaxies and (iii) we have assumed a very simple scaling between \(f_a\) and \(f_c\). In reality, this should depend on the geometry and distribution of dust within the ISM and this would induce scatter in the EW distribution.
6 SUMMARY
Coupling SPH simulations with a Lyα production/transmission model, in Dayal et al. (2009) we studied the evolution in the properties of Lyα emitters at high redshifts. In this paper, we further extend that work by including two important ingredients, based on the intrinsic properties of each galaxy: (i) Lyα and continuum luminosities produced by cooling of collisionally excited H I with electrons in the ISM and (ii) a dust model to calculate the optical depth and hence the escape fraction of continuum photons (and colour excess) from each galaxy.

We find that the Lyα luminosity from cooling ISM gas (L^\alpha_L) constitutes a non-negligible addition to the value from stars (L^\alpha_{*}^c); the average value of L^\alpha_{L}/L^\alpha_{*}^c \sim (0.16, 0.18) at z \sim (5.7, 6.6). However, the continuum from stellar luminosity (L^\alpha_{L}^*) always dominates over that from cooling gas (L^\alpha_L); the average value of L^\alpha_{L}/L^\alpha_{*}^c \sim (0.01, 0.02) at z \sim (5.7, 6.6). The contribution of the cooling of H I to both the Lyα and continuum luminosities increases with redshift because of the increasing H I gas density, which leads to a larger excitation and hence cooling rate. Since the SFR rises steeply with increasing halo mass leads to a decrease in the escape fraction of continuum photons using a slab-like dust distribution model and graphite/carbonaceous grains (radius a = 0.05 μm, density ρ = 2.25 g cm^{-3}). We then assume a mass-independent relation to go from f_α to f_α such that f_α = (1.5, 0.66) f_α at z \sim (5.7, 6.6), respectively. The increase in the dust mass with increasing halo mass leads to a decrease in the escape fraction of Lyα photons (f_α) from the galaxy, with the value dropping from \sim 1 to 0.1 as the halo mass increases from 10^9.7 to 10^11.2 g⊙ at z \sim 5.7.

Using an SN dust extinction curve (Todini & Ferrara 2001), f_α = 0.8 f_α. This means that the ISM dust is quite homogeneous for f_α ≤ 0.8 f_α, a situation we find at z \sim 6.6. However, no extinction curve can produce the value of f_α > f_α, which hints at the fact that the dust could be clumped at z \sim 5.7 as proposed by Neufeld (1991) and Hansen & Oh (2006).

Using two free parameters to translate f_α to f_α and r_α to r_α, we are able to reproduce the UV and Lyα LFs reasonably at both the redshifts considered. With no more free parameters, we calculate the intrinsic, emergent and observed EWs from the galaxies we identify as LAEs. Adding Lyα from the cooling H I, the average intrinsic EW at z \sim 5.7 increases by a factor of about 1.12 and has a mean value of 105.6 Å. The emergent EW is further enhanced to an average value of about 157.2 Å at z \sim 5.7 since f_α/f_α = 1.5 at this redshift. However, attenuation of the Lyα luminosity H I in the IGM reduces the mean observed EW to 75.1 Å.

The observed EWs (Shimasaku et al. 2006) show a large scatter when plotted against the observed Lyα luminosity. By virtue of using a Lyα production/transmission and dust model that depends on the intrinsic properties of each galaxy, we also obtain a scatter in the same plot.

We conclude by discussing some unsolved points still left in our calculations. Though we are able to reproduce the Lyα LF at z \sim 5.7 to a reasonable extent, we are still unable to capture the shape of the slope completely. Further, though we get a scatter in the EWs, we are still unable to produce the largest and smallest EWs. These could be due to the simplifying assumptions adopted in our modelling. These include: (i) a simple scaling relation between the gas distribution scale and the virial radius for each galaxy. However, a spread in this relation would vary the L^\alpha_L calculated; (ii) assuming a clumpy ISM would increase L^\alpha_L as compared to the value we get assuming a homogeneous distribution; (iii) a simple scaling between f_α and f_α. Note, however, that a relation dependent on the individual ISM conditions of each galaxy would induce a scatter in the EW distribution; (iv) inflows/outflows could vary the EWs and probably also leave an imprint on the Lyα LF and (v) a detailed radiative transfer model of reionization which could affect our calculation of T_α. All these issues will be investigated in future works with the aim of building a complete and coherent model for LAEs.
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