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Abstract. In this paper we study local and global well-posedness of the following Cauchy problem:

\[ \begin{cases} 
    i\partial_t \Psi + \frac{1}{2} \Delta_x \Psi = A_0 \Psi + \alpha |\Psi|^{-1}\Psi \\
    (-\Delta_x)^{\sigma/2} A_0 = |\Psi|^2 \\
    \Psi(0, \cdot) = f,
\end{cases} \]

with \( \sigma \in (0,1) \), \( \alpha = \pm 1 \), \( 1 < \gamma \leq 5 \), in the spaces \( L^2(\mathbb{R}) \) and \( H^1(\mathbb{R}) \).

1. Introduction

The nonlinear Schrödinger equation

\[ i\partial_t \Psi + \frac{1}{2} \Delta_x \Psi = \alpha |\Psi|^{-1}\Psi, \]

with \( \alpha = \pm 1 \), is one of the universal model to describe the evolution of a wave packet in a weakly nonlinear and dispersive media. In particular, the case \( \gamma = 3 \) occurs to model different physical phenomena: the propagation of waves in optical fibers for \( n = 1 \), the focusing of laser beams for \( n = 2 \), the Bose-Einstein condensation phenomenon for \( n = 3 \), see [27], [16] and references therein. In the construction of a mathematical model, many physical laws are simplified, so, it is essential to deal with well posed problems: existence of the solution indicates that the model is coherent, uniqueness and stability are related to the problem of approximate the solution with numerical algorithms. The math problem of well-posedness of NLS has been studied for a long time and we can find its history and its current state of the art at the web page [33] “Local and global well-posedness for non-linear dispersive and wave equations” maintained by Colliander, Keel, Staffilani, Takaoka and Tao. In addition, we mention two fundamental monographs specialized in the nonlinear Schrödinger equation: Cazenave [5] and Sulem Sulem [27].

Schrödinger-Poisson-Slater system is a nonlinear Schrödinger mixed–system which combines the nonlinear and nonlocal Coulomb interaction, \( A_0 \), with a local potential nonlinearity known as the "Slater exchange term":

\[ \begin{align*}
    \frac{\partial}{\partial t} \psi + \frac{1}{2} \Delta \psi &= A_0 \psi - C |\psi|^{-1}\psi \\
    -\Delta A_0 &= |\psi|^2,
\end{align*} \]

with \( C \geq 0 \). Such a model appears in studying of quantum transport in semiconductor devices as a correction to the Schrödinger-Poisson (SP) system \(( C = 0)\). For 3D well-posedness results of (SPS) in \( L^2 \) and \( H^1 \) we mention [4]. For asymptotic behaviour of 3D (SPS) solutions, we mention [25]. One can see a broad literature also about problems concerning the existence and stability of standing waves for systems like SPS: [2], [23], [24], [1], [13], [14] and references therein.

Although there are many papers concerning (SPS) and similar systems in 3D, for the case of one
space dimension the literature is narrower. The first 1D global results were established for the Maxwell-Schrödinger system, which is a generalization of (SP) system that includes the magnetic field. The first result is due to Nakamitsu and Tsutsumi \[20\] and uses the Lorentz gauge and high regularity of initial data. Those assumptions imply also the following boundary condition on the electric potential:

\[ A_0(t, x) \to 0 \ (|x| \to \infty) . \]

Later, Tsutsumi, in \[31\], proved that this condition can be relaxed to

\[ A_0(t, x) \to c_0|x| \ (|x| \to \infty) , \]

where,

\[ c_0 = \frac{1}{2} \int_{\mathbb{R}} |\Psi(0, x)|^2 \, dx , \]

and the initial datum is in \( H^1(\mathbb{R}) \cap L^2(\mathbb{R}, |x| \, dx) \).

Recently, in 1D context, the global well-posedness of the Cauchy problem for the Hartree equations

\[
\begin{aligned}
\begin{cases}
  i\partial_t \Psi + \frac{1}{2} \Delta_x \Psi = \lambda A_0 \Psi & \lambda \in \mathbb{R} \\
  (-\Delta_x)^{\sigma/2} A_0 = |\Psi|^2 & \sigma \in (0, 1)
\end{cases}
\end{aligned}
\]

with initial data in \( H^s(\mathbb{R}), s \geq 0 \), was studied in \[9\] and in \[10\] (with exchange-correlation correction).

In this work we study, in one dimensional space, a model like (SPS) with the fractional Poisson equation of Hartree model. Therefore, our attempt is to study a fractional Schrödinger-Poisson-Slater (FSPS) system

\[
\begin{aligned}
\begin{cases}
  i\partial_t \Psi + \frac{1}{2} \Delta_x \Psi = A_0 \Psi + \alpha |\Psi|^{\gamma-1} \Psi \\
  (-\Delta_x)^{\sigma/2} A_0 = |\Psi|^2 
\end{cases}
\end{aligned}
\]

with \( \alpha = \pm 1 \) and where \( \sigma \in (0, 1) \) and \( \gamma \in (1, 5] \) are chosen such that no boundary condition of type \[1.2\] are required.

By physical viewpoint, fractional powers of the Laplacian are important in many situations in which one has to consider long-range interaction and anomalous phenomena, see \[32\] and references therein. On the other hand, by a mathematical viewpoint, the fractional Poisson equation brings some significant difficulties in the analysis of the well-posedness and allows us to obtain a well-posedness result in one dimension when long range interactions are taken into account.

Our goal is to establish existence and uniqueness results about the Cauchy problem (FSPS) with initial data in \( L^2(\mathbb{R}) \) and \( H^1(\mathbb{R}) \). We give a sketch of the plan of the work.

At first, following the work of Kato \[17\], we rewrite the Cauchy problem (FSPS) as the integral equation

\[
\Psi(t) = S(t)f - i \int_0^t S(t-s)A_0(\Psi(s))\Psi(s) \, ds \\
- i\alpha \int_0^t S(t-s)|\Psi|^{\gamma-1}(s)\Psi(s) \, ds ,
\]

where \( S(t) \) denotes the Schrödinger group \( e^{it\Delta/2} \) and the electric potential \( A_0 \) solves the fractional Poisson equation \[1.4b\].

We deal with local solvability of the initial value problem in \( L^2(\mathbb{R}) \) with standard contraction argument obtained by linear techniques (Strichartz estimates). The problem is finding at least one admissible pair, \((q,r)\), for which the classical contraction argument works at the same time for
the nonlocal and for the local nonlinearity. Indeed, the nonlocal term required to introduce some convolution estimates. We have the following main result:

**Theorem 1.1.** Let \( f \in L^2(\mathbb{R}) \) and \( \gamma \neq 5 \). Then, there exists an interval \( I_\gamma \subseteq (0,1) \), such that, for all \( \sigma \in I_\gamma \), one can find a time \( T = T(\|f\|_{L^2}) > 0 \) and a unique wave function \( \Psi \),

\[
\Psi : [0,T] \times \mathbb{R} \rightarrow \mathbb{C},
\]

solution of the Cauchy problem \((1.4a)-(1.4b)\).

In addition, we have

\[
\Psi \in C([0,T], L^2) \cap L^q([0,T], L^r),
\]

for any \((q,r)\) admissible pair.

We note that, if \( \gamma = 3 \), the Theorem 1.1 holds for \( \sigma \in (0, \frac{1}{3}] \).

The problem of extending the local solution to all times can be solved thanks to conservation laws of \( L^2 \)-norm (charge or mass conservation):

**Theorem 1.2.** Let \( f \in L^2(\mathbb{R}) \), \( \sigma \in I_\gamma \) and \( \gamma \neq 5 \). Then, the Cauchy problem \((1.4a)-(1.4b)\) has a unique global solution \( \Psi \in C(\mathbb{R}, L^2(\mathbb{R})) \cap L^q(\mathbb{R}, L^r(\mathbb{R})) \), for any \((q,r)\) admissible pair.

The critical case, \( \gamma = 5 \) is more delicate, but the problem lies only in the local nonlinearity. So, we have local well-posedness for large data and global well-posedness for small data:

**Theorem 1.3.** Let \( f \in L^2(\mathbb{R}) \), \( \sigma \in I_5 \) and \( \gamma = 5 \). There exists a maximal interval \( (-T_{\min}, T_{\max}) \), \( T_{\min} = T_{\min}(f) \) and \( T_{\max} = T_{\max}(f) \), such that the Cauchy problem \((1.4a)-(1.4b)\) has a unique solution

\[
\Psi \in C([-T_{\min}, T_{\max}], L^2(\mathbb{R})) \cap L^q([-T_{\min}, T_{\max}], L^r(\mathbb{R})),
\]

for any \((q,r)\) admissible pair.

**Theorem 1.4.** Let \( f \in L^2(\mathbb{R}) \), \( \sigma \in I_5 \) and \( \gamma = 5 \). There exists a small \( \delta \) such that, if \( \|f\|_{L^2} \leq \delta \), then the Cauchy problem \((1.4a)-(1.4b)\) has a unique global solution \( \Psi \in C(\mathbb{R}, L^2(\mathbb{R})) \cap L^q(\mathbb{R}, L^r(\mathbb{R})) \), for any \((q,r)\) admissible pair.

Next we would like to perform the same previous result with initial data in \( H^1(\mathbb{R}) \). The \( H^1(\mathbb{R}) \) theory distinguishes the defocusing case \( (\alpha = 1) \) and the focusing case \( (\alpha = -1) \). In particular the second case is more delicate. We have the following results:

**Theorem 1.5.** Let \( f \in H^1(\mathbb{R}) \), \( \sigma \in I_\gamma \), \( \gamma \neq 5 \) and \( \alpha = \pm 1 \). Then, there exists a time \( T = T(\|f\|_{H^1}) > 0 \) such that one can find a unique wave function \( \Psi \),

\[
\Psi : [0,T] \times \mathbb{R} \rightarrow \mathbb{C},
\]

solution of the Cauchy problem \((1.4a)-(1.4b)\) and

\[
\Psi \in C([0,T], H^1(\mathbb{R})) \cap L^q([0,T], W^{1,r}(\mathbb{R})),
\]

for any \((q,r)\) admissible pair.

**Theorem 1.6.** Let \( f \in H^1(\mathbb{R}) \), \( \sigma \in I_\gamma \), \( \gamma \neq 5 \) and \( \alpha = -1 \). Then, the (FSPS) system has a unique global solution \( \Psi \in C(\mathbb{R}, H^1(\mathbb{R})) \cap L^q(\mathbb{R}, W^{1,r}(\mathbb{R})) \), for any \((q,r)\) admissible pair. Otherwise, if \( \gamma = 5 \), there exists \( \delta > 0 \) such that, if \( \|f\|_{L^2} < \delta \) then the Cauchy problem \((1.4a)-(1.4b)\) has a unique global solution \( \Psi \in C(\mathbb{R}, H^1(\mathbb{R})) \cap L^q(\mathbb{R}, W^{1,r}(\mathbb{R})) \), for any \((q,r)\) admissible pair.
Our plan in this paper is as follows. In Section 2 we introduce some notations and basic fact about LS and NLS: decay estimates, Strichartz estimates, NLS well-posedness results in $L^2$ and $H^1$. The Section 3 is devoted to well posed problem of (FSPS) system: at first we treat the $L^2$ theory (proof of the Theorems (1.1), (1.2), (1.3), (1.4)) and then the $H^1$ theory (proof of the Theorems (1.5), (1.6)). In the Section 4, we establish some decay estimates for the solution of (FSPS): we follow: $L^2(\mathbb{R})$, (1.5), (1.6)).

In the Section 4, we establish some decay estimates for the solution of (FSPS): we follow: $L^2(\mathbb{R})$, (1.5), (1.6)).
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2. Preliminaries

We first introduce some notations.

Let $\varphi \in \mathcal{S}(\mathbb{R}^n)$, a Schwartz function. We define the Fourier transform of $\varphi$ and its inverse as follows:

$$\mathcal{F}[\varphi](\xi) = \hat{\varphi}(\xi) = \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} e^{-ix\cdot\xi} \varphi(x) \, dx,$$

$$\mathcal{F}^{-1}[\varphi](x) = \hat{\varphi}(x) = \frac{1}{(2\pi)^{n/2}} \int_{\mathbb{R}^n} e^{ix\cdot\xi} \varphi(\xi) \, d\xi,$$

and then we can extend this operator on tempered distribution $S'(\mathbb{R}^n)$.

The fractional Laplacian $(-\Delta)^{\sigma/2}$ is a pseudo-differential operator defined as:

$$(-\Delta)^{\sigma/2} A(x) = \mathcal{F}^{-1}[|\xi|^\sigma \hat{A}](x),$$

with $A \in S'(\mathbb{R}^n)$ and $0 < \sigma < n$. One can see Stein [26] for a detailed theory on Riesz potentials.

In this work we will consider the Lebesgue spaces $L^p(\mathbb{R})$, the Sobolev spaces $H^s(\mathbb{R})$, and some Bochner spaces, $L^q([0,T], L^r(\mathbb{R}))$, $L^q([0,T], W^{1,r}(\mathbb{R}))$ and $C([0,T], L^2(\mathbb{R}))$.

For the Borel-measurable functions $g(t,x): [0,T] \times \mathbb{R} \to \mathbb{C}$, $f(x): \mathbb{R} \to \mathbb{C}$, we define the norms of the spaces listed above:

$$\|f\|_{L^p} = \left(\int_{\mathbb{R}} |f|^p \, dx\right)^{1/p}, 1 \leq p < \infty;$$

$$\|f\|_{L^\infty} = \sup_{\mathbb{R}} |f|;$$

$$\|f\|_{H^s} = \|\mathcal{F}^{-1}[|\xi|^s \hat{f}]\|_{L^2} = \|\langle \xi \rangle^s \hat{f}\|_{L^2}, \quad s \in \mathbb{R};$$

$$\|g\|_{L^q([0,T], L^r(\mathbb{R}))} = \left(\int_0^T \|g(t)\|_{L^r}^q \, dt\right)^{1/q}; \quad 1 \leq q, r < \infty$$

$$\|g\|_{L^q([0,T], W^{1,r}(\mathbb{R}))} = \left(\int_0^T \|g\|_{W^{1,r}}^q \, dt\right)^{1/q}; \quad 1 \leq q, r < \infty$$

$$\|g\|_{C([0,T], L^r(\mathbb{R}))} = \sup_{[0,T]} \|g(t,\cdot)\|_{L^r}, \quad 1 \leq r \leq \infty.$$
If \( f \in S(\mathbb{R}^n) \), the Cauchy problem (LS) has a unique solution,
\[ \Psi(t) = S(t)f, \]
where
\[ S(t) = e^{i\Delta t} : S(\mathbb{R}^n) \to S(\mathbb{R}^n), \]
is defined by Fourier transform:
\[ S(t)f = \mathcal{F}^{-1}(e^{-i|\xi|^2/2}t^\frac{1}{2}) \hat{f}. \]
By duality we can extend \( S(t) \) to \( S'(\mathbb{R}^n) \).
In addition, by the proprieties of Fourier transform in \( S'(\mathbb{R}^n) \), we can rewrite the solution \( \Psi \) as following
\[ \Psi(t) = S(t)f \mathcal{F}^{-1}(e^{-i|\xi|^2/2}t^\frac{1}{2}) \hat{f} = \frac{1}{(2\pi it)^{n/2}}e^{i|\cdot|^2/2}t^\frac{n}{2}f. \]
We summarize the time-dispersion estimates of linear Schrödinger in the following Lemma.

**Lemma 2.1.** Let \( 2 \leq p \leq \infty, \frac{1}{p} + \frac{1}{p'} = 1 \). There exists \( C > 0 \), such that, for all \( f \in L^1 \cap L^2 \),
\[ \|S(t)f\|_{L^p} \leq C t^{n/(2-n/p)} \|f\|_{L^p'} \]

**Remark 2.2.** The Schrödinger group, \( S(t) \), generates a dispersive effect on initial data, i.e, the initial pulse spreads out after a while because of plane waves with large wave number travel faster than those with a smaller one.

Now we summarize the decay estimates for the linear nonhomogeneous Schrödinger equation
\[ \begin{cases} i\partial_t \Psi + \frac{1}{2}\Delta \Psi = F(t,x) & (t,x) \in \mathbb{R} \times \mathbb{R} \\ \Psi(0,\cdot) = f \end{cases} \]
in the following Lemma:

**Lemma 2.3.** Let \( 2 \leq p \leq \infty, \ f \in L^{p'} \) and \( F \in L^\infty([0,T),L^{p'}) \) for \( T > 0 \). Then there exists a constant \( C = C(p) > 0 \) such that
\[ \|\Psi(t)\|_{L^p} \leq t^{-1/2+1/p} \|f\|_{L^{p'}} + C \int_0^t (t-s)^{-1/2+1/p} \|F(s)\|_{L^{p'}} ds, \]
for \( t \in (0,T) \).

These dispersive estimates are remarkable but is not quite handy for solving the nonlinear problems. In a perturbative regime we need to space-time estimates. We begin by introducing the notion of admissible pair.

**Definition 1.** We say that a pair \((q,r)\), is admissible if
\[ \frac{2}{q} = \frac{n}{2} - \frac{n}{r}, \]
and
\[ 2 \leq r \leq \frac{2n}{n-2} \text{ if } n \geq 3, \]
\[ 2 \leq r < \infty \text{ if } n = 2, \]
\[ 2 \leq r \leq \infty \text{ if } n = 1. \]

**Remark 2.4.** Scaling argument for Strichartz estimates say us that these restrictions on the pair \( (q,r) \) are necessary. The pairs \((2, \frac{2n}{n-2})\), \( n \geq 3 \), are called endpoint.
Theorem 2.5 (Strichartz’s estimates). Let \((q,r), (\tilde{q}, \tilde{r})\) be two Schrödinger admissible pairs. Then, the following estimates hold:

\[
\|S(t)f\|_{L^q(\mathbb{R}, L^r(\mathbb{R}^n))} \leq C\|f\|_{L^2(\mathbb{R}^n)},
\]

(2.4)

\[
\left\| \int_{\mathbb{R}} S^*(t)F(t) \, dt \right\|_{L^2(\mathbb{R}^n)} \leq C\|F\|_{L^\tilde{q}'(\mathbb{R}, L^{\tilde{r}'}(\mathbb{R}^n))},
\]

(2.5)

\[
\left\| \int_0^t S(t-s)F(s) \, ds \right\|_{L^q(\mathbb{R}, L^r(\mathbb{R}^n))} \leq C\|F\|_{L^\tilde{q}'(\mathbb{R}, L^{\tilde{r}'}(\mathbb{R}^n))}.
\]

(2.6)

With \(S^*(t) = e^{-i\Delta t^2}\) we denote the adjoint of \(S(t) = e^{i\Delta t^2}\).

For a complete proof of the Theorem one can see [19].

Remark 2.6. The pairs \((q,r), (\tilde{q}, \tilde{r})\) are not related to each other in the Strichartz’s estimates. This turns out to be a crucial fact for the nonlinear applications.

2.2. A class of semilinear Schrödinger equations. One of the most important class of nonlinear Schrödinger equations are the following:

\[
i \partial_t \Psi + \frac{1}{2} \Delta \Psi = \pm |\Psi|^{\gamma-1} \Psi,
\]

(2.7)

with \(\gamma > 1\).

As we can see in (2.7), the evolution is a competition between the linear part and the nonlinear one. So we can expect that the evolution has linearly dominated behavior or nonlinearly dominated behavior or intermediate behavior. Nonlinear physics phenomena are characterized by a variety of complex phenomena; e.g. shock-waves, solitons and instabilities, hence, in a predominantly nonlinear regime we can expect a tricky scenario.

So, we are interested in classifying the nonlinearity. Two basic features are crucial: the conservation laws and the natural scale-invariance of the equation.

Thanks to the structure of the equation (2.7), in \(H^1(\mathbb{R})\), the following conservation laws hold:

- Mass conservation:
  \[\|\Psi(t)\|_{L^2} = \|\Psi(0)\|_{L^2},\]

- Energy conservation:
  \[E(\Psi(t)) = \frac{1}{4} \|\nabla \Psi(t)\|_{L^2}^2 + \frac{1}{\gamma + 1}\|\Psi(t)\|_{L^{\gamma+1}}^{\gamma+1} = E(\Psi(0)),\]

- Momentum conservation:
  \[\text{Im} \left( \int \nabla \Psi(t,x) \bar{\Psi}(t,x) \, dx \right) = \text{Im} \left( \int \nabla \Psi(0,x) \bar{\Psi}(0,x) \, dx \right).\]

Using the scale-invariance for (2.7)

\[
\Psi_\lambda(t,x) = \lambda^{2/(1-\gamma)} \Psi \left( \frac{t}{\lambda^2}, \frac{x}{\lambda} \right),
\]

(2.8)

for \(\lambda > 0\), we can classify the conservation laws as subcritical, critical (scale-invariant), or supercritical.

In particular, in one dimension, using \(L^2\)-conservation (similarly for \(H^s\) conservation), we have

\[
\|\Psi_\lambda(t,\cdot)\|_{L^2} = \lambda^{\frac{\gamma-2}{2(1-\gamma)}} \|\Psi(t,\cdot)\|_{L^2}.
\]

(2.9)

We can give the following definition:

Definition 2. Let \(\gamma > 1\), we say that

- \(\gamma\) is \(L^2\)-subcritical if \(1 < \gamma < 5\),

- \(\gamma\) is \(L^2\)-critical if \(\gamma = 5\),

- \(\gamma\) is \(L^2\)-supercritical if \(\gamma > 5\).
• $\gamma$ is $L^2$-critical if $\gamma = 5$,
• $\gamma$ is $L^2$-supercritical if $\gamma > 5$.

The rescaling relation (2.9), might be interpreted as following: in subcritical case, the norm of the initial data can be made small while the interval of time is made longer; in supercritical case, the norm grows as the time interval gets longer; finally, in the critical case, the norm is invariant while the interval of time is made longer or shorter: this looks like a limit situation for well-posedness results.

Another most important distinction is whether the equation is focusing ($\alpha = -1$) or defocusing ($\alpha = 1$). We can not make an exact distinction, but, broadly, in a defocusing case, the nonlinearity has the same sign as the linear component, thus, the dispersive effects of the linear equation are amplified. On the contrary, in the focusing case the dispersive effects can be attenuated, halted (stationary or travelling waves can occur) or even reversed (blow up of solution in finite time can occur).

Except to 1-dim cubic NLS, the equations are not completely integrable. We are interested in the fundamental question of well-posedness that is often closely intertwined with the quantitative estimates (a priori estimates).

For some literature on local existence results in the subcritical case, one can see [14], [17], [30] and [5]. For local existence in the critical case, one can see [7], [5]. Finally, for the global critical case one can see [15], [5].

Now we state some of the results that will come in handy later.

**Theorem 2.7** ($L^2$ well-posedness). (Cazenave [5], Section 4.6) Let $f \in L^2(\mathbb{R})$. The following statements hold:

- Let $1 < \gamma < 5$ and $\alpha = \pm 1$. Then there exists a unique global solution $\Psi \in C(\mathbb{R}, L^2) \cap L^q(\mathbb{R}, L^r(\mathbb{R}))$;
- Let $\gamma = 5$ and $\alpha = \pm 1$. Then there exists $\delta > 0$, quite small, such that, if $\|f\|_{L^2} \leq \delta$ we have a unique global solution $\Psi \in C(\mathbb{R}, L^2) \cap L^q(\mathbb{R}, L^r(\mathbb{R}))$.

**Theorem 2.8** ($H^1$ well-posedness). (Cazenave [5], Section 4.4) Let $f \in H^1(\mathbb{R})$. The following statements hold:

- Let $1 < \gamma < 5$ and $\alpha = \pm 1$. Then there exists a unique global solution $\Psi \in C(\mathbb{R}, H^2) \cap L^q(\mathbb{R}, W^{1,r}(\mathbb{R}))$;
- Let $\gamma = 5$ and $\alpha = -1$. Then there exists $\delta > 0$, quite small, such that, if $\|f\|_{L^2} \leq \delta$ we have a unique global solution $\Psi \in C(\mathbb{R}, H^1) \cap L^q(\mathbb{R}, W^{1,r}(\mathbb{R}))$.

In $H^1$-theory, about global existence results for small data when $\gamma = 5$, looking for the sharp mass $\delta$ which allows to obtain global well-posedness is interlinked with the problem of the best constant in the Gagliardo-Nirenberg interpolation estimates.

### 3. Well-posedness of the Cauchy problem

We now turn to the system (FSPS).

We say that an initial-value problem for a partial differential equation is well-posed in $H^s$ if:

- there exists a time interval, $[0, T]$, in which the problem in fact has an $H^s$ solution,
- the solution is unique,
- the solution depends continuously on the initial data.

We seek for an handy formulation of the Cauchy problem (FSPS) to begin with.

**Remark 3.1.** (Stein [26], Section 5.1) Let $0 < \sigma < 1$. Then

\[
\mathcal{F}(|x|^{-\sigma})(\xi) = C(\sigma)|\xi|^{-(1-\sigma)},
\]
We say that \( \Psi \) with \( A \) the Lemma 3.2 tells us that

By the hypothesis on \( \Psi \) and by the Hölder inequality we have that

Hence the equality (3.3) has been proved.

Thanks to the Lemma 3.1 and passing under Fourier antitransform, we have that

\[ 0 \leq C \| f \|_{L^r}, \]

where, \( \frac{1}{r} = \frac{\beta}{n} + \frac{1}{p} - 1. \)

For a proof of this Lemma see Stein [26].

**Proposition 3.3.** Let \( 0 < \sigma < 1 \), \( T > 0 \) and let \( (q,r) \) be an admissible pair with \( 2 < r < \frac{2}{\sigma} \). Suppose that \( \Psi: [0,T] \times \mathbb{R} \to \mathbb{C} \) a known function and \( \Psi \in L^q([0,T], L^r) \). Then, there exists a unique electric potential \( A_0 \),

\[ A_0: [0,T] \times \mathbb{R} \to \mathbb{R}, \]

\[ A_0(t,x) = C(\sigma)|\cdot|^{-(1-\sigma)} * |\Psi|^2(t,x), \]

solution of the fractional Poisson equation

\[ (\Delta)^{-\sigma/2} A_0 = |\Psi|^2. \]

**Proof.** By the [2.1] and by (3.5) we have that

\[ A_0(\xi) = |\xi|^{-\sigma} (|\Psi|^2)(\xi). \]

Thanks to the Lemma 3.1 and passing under Fourier antitransform, we have that

\[ A_0(t,x) = C(\sigma) \left[ |\cdot|^{-(1-\sigma)} * |\Psi|^2(t,\cdot) \right](x). \]

Hence the equality (3.3) has been proved.

By the hypothesis on \( \Psi \) and by the Hölder inequality we have that \( |\Psi|^2 \in L^{q/2}([0,T], L^{r/2}_x(\mathbb{R})) \). So, the Lemma 3.2 tells us that \( A_0 \in L^{q/2}([0,T], L_x^{r/2}(\mathbb{R})) \).

The unicity of the electric potential \( A_0 \) is guaranteed by the unicity of the wave function \( \Psi \) and by injectivity of Fourier transform.

Now we bring us back to study the following Cauchy problem:

\[ \begin{cases} 
  i\partial_t \Psi + \frac{1}{2} \Delta \Psi = C(\sigma) |\cdot|^{-(1-\sigma)} * |\Psi|^2 \Psi + \alpha |\Psi|^\gamma - 1 \Psi \\
  \Psi(0,\cdot) = f.
\end{cases} \]

First of all we specify which kind of solutions we are searching for. We give the following definition:

**Definition 3.** Let \( X_0 \) be a Banach space, \( f \in X_0 \) and \( T > 0 \). We consider the map

\[ \mathcal{H}[\Psi](t) = S(t)f - iC(\sigma) \int_0^t S(t-s) |\cdot|^{-(1-\sigma)} * |\Psi|^2 \Psi(s) ds - i\alpha \int_0^t S(t-s) |\Psi|^\gamma - 1 \Psi(s) ds, \]

with \( t \in [0,T] \).

We say that \( \Psi \in C([0,T], X_0) \) is a local solution of (3.7a)-(3.7b) if \( \Psi \) is a fixed point of the map \( \mathcal{H} \), i.e. \( \Psi = \mathcal{H}(\Psi) \).
3.1. **Well-posed problems with initial data in $L^2$.** We start with $L^2$-theory. By means of the contraction theory, we can prove, in subcritical case, a local existence result (Theorem 3.4). Actually, in this case, thanks to the mass conservation, we can extend the local result to a global one (Corollary 4.9). On the other hand, in the $L^2$-critical case we can prove a local result with large data (Theorem 3.9) and a global result with small data (Theorem 3.10). Notice that the $L^2$-theory does not see the difference between the defocusing case ($\alpha = 1$) and the focusing case ($\alpha = -1$).

**Theorem 3.4** (local existence $L^2$-subcritical). Let $1 < \gamma < 5$, $\alpha = \pm 1$ and $f \in L^2(\mathbb{R})$. Then, there exists an interval $I_{\gamma} \subseteq (0, 1)$, such that, if $\sigma \in I_{\gamma}$, one can find a time $T = T(\|f\|_{L^2}) > 0$ and a unique wave function $\Psi$,

$$\Psi : [0, T] \times \mathbb{R} \to \mathbb{C},$$

solution of the problem \(3.7a) - (3.7b)\).

In addition, we have

$$\Psi \in C([0, T], L^2(\mathbb{R})) \cap L^q([0, T], L^r(\mathbb{R})),$$

for any $(q, r)$ admissible pair.

**Proof.** As we mentioned before, we are going to proof the theorem by means of a contraction argument. Hence, we have to introduce a suitable Banach space, $X_0$, and then we have to prove that $\mathcal{H} : X_0 \to X_0$, defined in \(3.8\), is a contraction. Unlike classical NLS, we have also a nonlocal term

$$C(\sigma)\|\cdot\|^{(1-\sigma)*}|\Psi|^2|\Psi,$$

that will bring necessary modification.

Let $f \in L^2$ be the initial data. Let $T = T(\|f\|_{L^2}) > 0$ and $M = M(\|f\|_{L^2})$ be two positive constant which will be defined later and, let $(q, r)$ be an admissible pair

$$\frac{1}{q} = \frac{1}{4} - \frac{1}{2r}.$$

We will denote the spaces $L^\infty([0, T], L^2(\mathbb{R}))$ and $L^q([0, T], L^r(\mathbb{R}))$ as $L^\infty L^2$ and $L^q L^r$ respectively to simplify the notation.

Let $X_0$ be the Banach space defined as follows:

$$X_0 = \{ \Psi \in L^\infty L^2 \cap L^q L^r | \Psi(0) = f, \|\Psi\|_{X_0} = \|\Psi\|_{L^\infty L^2} + \|\Psi\|_{L^q L^r} \leq M \}.$$

We will prove that $\mathcal{H}$ is a contraction on $X_0$.

**Step 1.** (Looking for a working admissible pair) To apply classical estimates that work also on nonlocal term, we have to make some considerations. In order that the Strichartz estimates might give back the desired norm, we have to choose the admissible pair, $(q, r)$, such that we can be able to construct the pairs $(\tilde{q}', \tilde{r}')$ and $(\tilde{q}_1', \tilde{r}_1')$ as follows.
At first we consider the nonlocal term. By the Hardy-Littlewood-Sobolev hypothesis and by the condition of Schrödinger admissibility on \((\tilde{q}', \tilde{r}')\) we have:

\[
\begin{cases}
0 < \sigma < 1,
2 < r < \frac{2}{\sigma}
\frac{3}{1+\sigma} \leq r \leq \frac{6}{1+2\sigma}
\frac{1}{\tilde{r}'} = \frac{3}{r} - \sigma
\frac{1}{\tilde{q}'} = \frac{1}{x} + \frac{3}{q} = \frac{1+\sigma}{2} + \frac{3}{q}
\frac{1}{\tilde{q}'} = \frac{5}{4} - \frac{1}{2\tilde{r}'}.
\end{cases}
\]

On the other hand, the local nonlinearity brings the following conditions:

\[
\begin{cases}
\gamma \leq r \leq 2\gamma,
\frac{1}{\tilde{r}'} = \frac{\gamma}{r}
\frac{1}{\tilde{q}'} = \frac{1}{x} + \frac{\gamma}{q} = \frac{5-\gamma}{2} + \frac{3}{q}
\frac{1}{\tilde{q}'} = \frac{5}{4} - \frac{1}{2\tilde{r}'}
\end{cases}
\]

Hence, we would of course want the interval

\[I_{\sigma,\gamma} = (2, \frac{2}{\sigma}) \cap \left[\frac{3}{1+\sigma}, \frac{6}{1+2\sigma}\right] \cap [\gamma, 2\gamma]\]

to be not empty for all \(\sigma \in (0, 1)\) and for all \(\gamma \in (0, 5)\). It is not possible. Indeed, if \(\gamma = 3\), we have that the set \(I_{\sigma,\gamma} \neq \emptyset\) iff \(\sigma \in (0, 1/2]\).

We can represent the relations between \(\gamma\) and \(\sigma\) such that \(I_{\sigma,\gamma}\) is not empty. In particular, in the picture below, the coloured region represents the set of the pairs \((\sigma, \gamma)\) for which our proof works.

Hence, if we fix \(\gamma \in (1, 5)\), there exists an interval \(I_{\gamma}\), such that, if \(\sigma \in I_{\gamma}\), then we can construct the admissible pairs \((\tilde{q}', \tilde{r}')\) and \((\tilde{q}_1', \tilde{r}_1')\) as specified above. Without loss of generality, in the following, we will consider \(\sigma\) small enough, in particular, \(\sigma \in (0, 1/10]\) and \(3/2 \leq \gamma < 5\).
Step 2. \( \mathcal{H} \) is a contraction on \( X_0 \)

Proof that \( X_0 \) is mapped into itself by \( \mathcal{H} \):

\[
\|\mathcal{H}\Psi\|_{X_0} \leq \|S(t)f\|_{X_0} + C\|\int_0^t S(t-s)(1 - \sigma) \ast |\Psi|²(s) \Psi(s)\, ds\|_{X_0} \\
+ \|\int_0^t S(t-s)\gamma^{-1}\Psi(s)\, ds\|_{X_0}
\]

\[
\leq C\|f\|_{L²} + C\|\int(1 - \sigma) \ast |\Psi|²\Psi\|_{L^{q'}L^{r'}} + C\|\gamma^{-1}\Psi\|_{L^{q_1}L^{r_1'}}
\]

\[
\leq C\|f\|_{L²} + C\|\int(1 - \sigma) \ast |\Psi|²\Psi\|_{L^{q/(2-r)}}\|\Psi\|_{L^{r'}} + C\|\gamma\Psi\|_{L^{q_1}L^{r_1}}
\]

\[
\leq C\|f\|_{L²} + C\|\gamma\Psi\|_{L^{q_1}L^{r_1'}} + C\|\gamma\Psi\|_{L^{q_1}L^{r_1}}
\]

where we have used the Strichartz estimates, the Hölder inequality and the Lemma 3.2 Note that \( C \) depends on the constants involved in \( (2.4)-(2.6) \) and \( (3.2) \).

We put \( M = 3C\|f\|_{L²} \). If \( T = T(\|f\|_{L²}) \) is quite small, then we get

\[
\|\mathcal{H}\Psi\|_{X_0} \leq 3C\|f\|_{L²} = M.
\]

Now we want to prove that \( \mathcal{H} \) is a contraction.

We have that the following estimates hold:

\[
\left\| (1 - \sigma) \ast |\Psi_1|² \Psi_1 - (1 - \sigma) \ast |\Psi_2|² \Psi_2 \right\| \leq (1 - \sigma) \ast |\Psi_1|² |\Psi_1 - \Psi_2| + (1 - \sigma) \ast (|\Psi_1| - |\Psi_2|) (|\Psi_1| + |\Psi_2|)) |\Psi_2|
\]

and

\[
|\Psi_1|^{\beta - 1} - \Psi_2|^{\beta - 1} \leq C|\Psi_1 - \Psi_2|(|\Psi_1|^{\beta - 1} + |\Psi_2|^{\beta - 1}),
\]

for \( \beta > 1 \). As in (3.13), we can prove that \( \mathcal{H} \) is a contraction.

Indeed, let \( \Psi_1, \Psi_2 \in X_0 \), we have that

\[
\|\mathcal{H}(\Psi_1) - \mathcal{H}(\Psi_2)\|_{X_0} \leq C\|f\|_{L²} \|\Psi_1 - \Psi_2\|_{X_0} \left(\|\Psi_1\|_{X_0}^2 + \|\Psi_2\|_{X_0}^2\right)
\]

choosing \( T = T(\|f\|_{L²}) \) small enough, we get

\[
\|\mathcal{H}(\Psi_1) - \mathcal{H}(\Psi_2)\|_{X_0} \leq \frac{1}{2}\|\Psi_1 - \Psi_2\|_{X_0}
\]

The Banach fixed point theorem guarantees the existence and uniqueness of \( \Psi \in X_0 \), such that \( \mathcal{H}(\Psi) = \Psi \).

Hence, there exists a unique wave function \( \Psi \), solution of Cauchy problem (3.7a)-(3.7b) and its continuity in time is immediate a posteriori by the (3.8). Actually, we have had an additional regularity information: \( \Psi \in L^q([0,T], L^p(\mathbb{R})) \) for any \( (\gamma, \rho) \) admissible pair. It follows by Strichartz estimates (2.4)-(2.6) and by the (3.14):

\[
\|\Psi\|_{L^q([0,T], L^p(\mathbb{R}))} \leq 3C\|f\|_{L²}.
\]

Step 3. (Continous dependence by initial data)

Now we deduce the continuous dependence from initial data to complete the local well-posedness of the Cauchy problem (3.7a)-(3.7b).

Let \( f, g \in L²(\mathbb{R}) \). Let \( \Psi(f) \) and \( \Psi(g) \) be the solutions of the Cauchy problem (3.7a) with initial
data $f$ and $g$ respectively. Writing the solutions in the integral form (3.8), a computation like in (3.15) tells us

\begin{equation}
\|\Psi(f) - \Psi(g)\|_{X_0} \leq C\|f - g\|_{L^2}.
\end{equation}

□

**Remark 3.5.** Note that if $\sigma = \frac{2(3 - \gamma)}{\gamma - 1}$ the problem (3.7a) is scale invariant. That is, if $\Psi$ solves (3.7a), then $\Psi_\lambda$, defined as in (2.8), is still a solution. So, in subcritical case, we may expect well-posedness beyond yellow region, at least on the path $\sigma = \frac{2(3 - \gamma)}{\gamma - 1}$ (green path in the picture above), with $\sigma \in (0, 1)$. This may suggest looking for other tools to prove local well-posed results.

Once local existence is established, some natural issues are the following. What is the existence time of the solution? Can we extend the local solution to global one? Can blow-up phenomena occur? We will try to answer them.

At first, we state a conservation law.

**Lemma 3.6 (Conservation mass).** Let $\Psi \in C([0, T], L^2(\mathbb{R}))$ be a local solution of the Cauchy problem (3.7a)-(3.7b). Then

\begin{equation}
\|\Psi(t, \cdot)\|_{L^2} = \|f\|_{L^2},
\end{equation}

for all times $t \in [0, T]$.

**Proof.** We assume $\Psi \in C([0, T], H^1(\mathbb{R}))$ and we multiply by $\bar{\Psi}$ the equation (3.7a). The (3.17) follows by integration by parts. Density arguments give us the general statement (for a detailed proof see [5] Section 4.6). □

Our goal is to try to extend the solution to all times. At first we define the maximal solution using the uniqueness for small time.

**Definition 4.** Let $f \in L^2$. Let $T_{\max} = \sup\{T > 0, \text{ such that } (3.7a) \text{ has a solution in } [0, T]\}$, $T_{\min} = \sup\{T > 0, \text{ such that } (3.7a) \text{ has a solution in } [-T, 0]\}$. The uniqueness for small time allows us to define the maximal solution

$\Psi \in C([-T_{\min}, T_{\max}], L^2)$.

**Proposition 3.7 (Blow-up alternative).** Let $T_{\max} < \infty$ (respectively, if $T_{\min} < \infty$), then, under the hypothesis of the Theorem 3.4 we have

\begin{equation}
\lim_{t \nearrow T_{\max}} \|\Psi(t, \cdot)\|_{L^2(\mathbb{R})} = \infty \quad (\lim_{t \searrow T_{\min}} \|\Psi(t, \cdot)\|_{L^2(\mathbb{R})} = \infty).
\end{equation}

**Proof.** Let $T_{\max} < \infty$. Assume that there exist $M < \infty$ and a sequence $t_n \searrow T_{\max}$ such that $\|\Psi(t_n)\|_{L^2(\mathbb{R})} \leq M$.

We consider $k \in \mathbb{N}$, such that $t_k + T(M) > T_{\max}$, where $[0, T(M)]$ denotes the maximal existence interval of a solution with initial data of $L^2$-norm equals to $M$.

By Theorem 3.4 and starting from $f = \Psi(t_k)$, we can extend $\Psi$ up to $t_k + T(M)$, which contradicts maximality. □

**Corollary 3.8.** Let $f \in L^2$, $1 < \gamma < 5$ and $\sigma \in I_\gamma$. The Cauchy problem (3.7a)-(3.7b) has a unique global solution $\Psi \in C(\mathbb{R}, L^2(\mathbb{R})) \cap L^q(\mathbb{R}, L^r(\mathbb{R}))$, for any $(q, r)$ admissible pair.

**Proof.** By the mass conservation and by the blow-up alternative we have that the local solution is actually global. □
Theorem 3.9 (local existence $L^2$-critical with large data). Let $f \in L^2$, $\gamma = 5$ and $\sigma \in (0, 1/10]$. There exists a maximal interval $(-T_{\min}, T_{\max})$, $T_{\min} = T_{\min}(f)$ and $T_{\max} = T_{\max}(f)$, such that the Cauchy problem \((3.7a)-(3.7b)\) has a unique solution $\Psi$, such that

$$
\Psi \in C([-T_{\min}, T_{\max}], L^2(\mathbb{R})) \cap L^q([-T_{\min}, T_{\max}], L^r(\mathbb{R})),
$$

for any $(q, r)$ admissible pair.

Proof. We proceed in a similar way to how we did in the subcritical case and we use the same notations of the Theorem 3.1. The difficulty, in the critical case, lies in the local nonlinear term $|\Psi|^4 \Psi$. Indeed, let $T > 0$, by Strichartz estimates we have that

$$
\|\mathcal{H}(\Psi)\|_{L^q([0, T], L^r)} \leq \|S(t) f\|_{L^q([0, T], L^r)} + C T^{\frac{14}{3} \sigma} \|\Psi\|_{L^q([0, T], L^r)^3}^3 + C \|\Psi\|_{L^q([0, T], L^r)}^5.
$$

By the Strichartz estimate \((2.4)\) and by absolute continuity of the Lebesgue integral, if $T$ is suitably small, we have that $\|S(t) f\|_{L^q([0, T], L^r)} < \delta$, for some small $\delta$ depending on $f$ and on the constant in the Strichartz estimates. Hence,

\[
\|\mathcal{H}(\Psi)\|_{L^q([0, T], L^r)} \leq \delta + \delta + C \|\Psi\|_{L^q([0, T], L^r)}^5.
\]

We choose $M = 3 \delta$, for small $\delta$, i.e. for time interval sufficiently small. So, we have a unique fixed point $\Psi \in L^q([0, T], L^r)$, which locally solves the Cauchy problem.

In order to conclude the proof we will prove that $\Psi$ is actually also $L^\infty([0, T], L^2)$. For the \((3.19)\), we have that $\|\Psi\|_{L^\infty([0, T], L^2)} < \infty$. By Strichartz estimates we have

\[
\|\Psi\|_{L^\infty([0, T], L^2)} \leq \|f\|_{L^2} + C T^{\frac{14}{3} \sigma} \|\Psi\|_{L^q([0, T], L^r)}^3 + C \|\Psi\|_{L^q([0, T], L^r)}^5.
\]

\[\square\]

Theorem 3.10 (global existence $L^2$-critical small data). Let $f \in L^2(\mathbb{R})$, $\gamma = 5$ and $\sigma \in (0, 1/10]$. There exists a small $\delta > 0$ such that, if $\|f\|_{L^2} \leq \delta$, then the Cauchy problem \((3.7a)-(3.7b)\) has a unique global solution $\Psi \in C(\mathbb{R}, L^2(\mathbb{R})) \cap L^q(\mathbb{R}, L^r(\mathbb{R}))$, for any $(q, r)$ admissible pair.

Proof. By the condition $\gamma = 5$ follows that

\[
\|\mathcal{H}(\Psi)\|_{X_0} \leq \delta + C T^{\frac{14}{3} \sigma} \|\Psi\|_{X_0}^3 + \|\Psi\|_{X_0}^5.
\]

So, if we choose $T = T(\delta)$ and $M = 3C \delta$, for $\delta$ sufficiently small we have that the ball with radius $M$ in $X_0$ is mapped into itself by $\mathcal{H}$. Similarly we prove that $\mathcal{H}$ is a contraction. As in subcritical case we deduce first the local well-posedness and then the global result. \[\square\]

3.2. Well-posed problems with initial data in $H^1$. Here we want to perform the same previous results about well-posedness in the space $H^1(\mathbb{R})$. In this case, with regard to global well-posedness, the defocusing and focusing case are situations more different. In the defocusing case, thanks to contraction arguments and energy conservation, we have the same results of $L^2$-theory. Therefore, we focus our attention on focusing case that, already in subcritical case, is quite complicated.

At first we construct the local solution in $C([0, T], H^1(\mathbb{R}))$, in subcritical focusing and defocusing case, with a fixed point argument.

Theorem 3.11 (local existence $H^1$-subcritical). Let $f \in H^1(\mathbb{R})$, $1 < \gamma < 5$ and $\alpha = \pm 1$. Then, there exists an interval $I_\gamma \subseteq (0, 1)$, such that, for all $\sigma \in I_\gamma$ one can find a time $T = T(\|f\|_{H^1}) > 0$ and a unique wave function $\Psi$,

$$
\Psi : [0, T] \times \mathbb{R} \rightarrow \mathbb{C},
$$

\[\square\]
solution of the problem (3.7a)-(3.7b).

In addition, we have

\[ \Psi \in C([0, T], H^1(\mathbb{R})) \cap L^q([0, T], W^{1, r}(\mathbb{R})) , \]

for any \((q, r)\) admissible pair.

**Proof.** The construction of the local \(H^1\)-solution is entirely similar to the construction of the local solution in \(L^2\)-theory. We give only a sketch of the proof. We introduce the Banach space \(X_0\) defined as following:

\[ X_0 = \{ \Psi \in L^\infty H^1 \cap L^q W^{1, r}, \Psi(0) = f, \| \Psi \|_{X_0} = \| \Psi \|_{L^\infty H^1} + \| \Psi \|_{L^q W^{1, r}} \leq M \} . \]

Let \(\Psi_1, \Psi_2 \in X_0\). We have that the inequalities

\[ |\nabla[|\Psi_1|^{\gamma - 1}]| \leq 2C|\Psi_1|^{\gamma - 1}|\nabla \Psi_1|, \]

and

\[ |\nabla[(| \cdot |^{1-\sigma}) \ast |\Psi_1|^2] \Psi_1| \leq 2(| \cdot |^{1-\sigma}) \ast (|\Psi_1| \nabla \Psi_1)| \Psi_1| + (| \cdot |^{1-\sigma}) \ast |\Psi_1|^2)|\nabla \Psi_1| \]

come true almost everywhere.

Moreover, we have similar estimates for the difference of the gradients.

Thanks to these inequalities we construct the solution as a fixed point of the contraction map \(\mathcal{H}\) in \(X_0\) with the same arguments of the Theorem 3.4. \(\square\)

**Definition 5 (Energy).** Let \(\Psi \in C([0, T], H^1)\), with \(T > 0\). We define the energy of the system (3.7a)-(3.7b) as follows:

\[ E(t) = \frac{1}{4} \| \nabla \Psi(t) \|_{L^2}^2 + \frac{1}{4} \int_{\mathbb{R}} A_0 |\Psi|^2(t, x) \, dx + \frac{\alpha}{\gamma + 1} \int_{\mathbb{R}} |\Psi|^\gamma + 1 (t, x) \, dx, \]

for any \(t \in [0, T]\).

Sobolev embedding ensure that the energy is well-defined.

**Lemma 3.12 (Conservation energy).** Let \(\Psi \in C([0, T], H^1(\mathbb{R}))\) be a local solution of the Cauchy problem (3.7a)-(3.7b). Then

\[ E(t) = E(0), \]

for all times \(t \in [0, T]\).

**Proof.** We assume \(\Psi \in C^1([0, T], H^2)\). Multiplying by \(\partial_t \bar{\Psi}\) the equation (3.7a), similarly to Lemma 3.6, we deduce the conservation energy. Thanks to continuous dependence on initial data guaranteed by the local well-posedness (Theorem 3.11), density arguments prove that the quantity (3.21) is a constant during the evolution of the system. \(\square\)

**Proposition 3.13 (Blow-up alternative).** Let \(T_{\max} < \infty\) (respectively, if \(T_{\min} < \infty\)), then, under the hypothesis of the Theorem 3.11 we have

\[ \lim_{t \to T_{\max}} \| \Psi(t, \cdot) \|_{H^1(\mathbb{R})} = \infty (\lim_{t \to T_{\min}} \| \Psi(t, \cdot) \|_{H^1(\mathbb{R})} = \infty). \]

**Remark 3.14.** In defocusing case, \(\alpha = 1\), we have that the energy, \(E(t) = E(0)\), is a positive constant.

So we have that

\[ \| \nabla \Psi \|_{L^2}^2 \leq E(0). \]

Hence, thanks to (3.24), Lemma 3.6 and by Proposition 3.13 we can extend the \(H^1\)-local solution to global one.
Corollary 3.15 (H¹ global existence - defocusing case). Let \( f \in H^1 \), \( 1 < \gamma < 5 \), \( \sigma \in I_\gamma \) and \( \alpha = +1 \). The Cauchy problem (3.7a)-(3.7b) has a unique global solution \( \Psi \in C(\mathbb{R}, H^1(\mathbb{R})) \cap L^9(\mathbb{R}, W^{1,r}(\mathbb{R})) \), for any \((q,r)\) admissible pair.

Now we give more attention to focusing case. We have the following result.

Theorem 3.16. Let \( f \in H^1(\mathbb{R}) \) and \( \alpha = -1 \).
If \( 1 < \gamma < 5 \) and \( \sigma \in I_\gamma \), then, the Cauchy problem (3.7a)-(3.7b) has a unique global solution \( \Psi \in C(\mathbb{R}, H^1(\mathbb{R})) \cap L^9(\mathbb{R}, W^{1,r}(\mathbb{R})) \), for any \((q,r)\) admissible pair.
Otherwise, if \( \gamma = 5 \) and \( \sigma \in I_5 \), then, there exists \( \delta > 0 \) such that, if \( \| f \|_{L^2} < \delta \) then the Cauchy problem (3.7a)-(3.7b) has a unique global solution \( \Psi \in C(\mathbb{R}, H^1(\mathbb{R})) \cap L^9(\mathbb{R}, W^{1,r}(\mathbb{R})) \), for any \((q,r)\) admissible pair.

Proof. The local solution is found by means of a point fix argument in the proof of the Theorem 3.11. To conclude that the solution actually is global, since \( L^2 \)-norm is conserved, it is sufficient to prove that the norm \( \| \nabla \Psi(t, \cdot) \|_{L^2} \) does not blow up.
By the Gagliardo-Nirenberg inequality, there exists \( C_{GN} > 0 \) (the sharp constant) such that
\[
\| f \|_{\beta+1} \leq C_{GN} \| \nabla f \|_{L^2}^{(\beta-1)/2} \| f \|_{L^2}^{(\beta+3)/2},
\]
for \( 1 \leq \beta < \infty \).
So, choosing \( \beta = \gamma \), we obtain that
\[
E(0) = E(t) \geq \frac{1}{4} \| \nabla \Psi(t) \|_{L^2}^2 + \frac{1}{4} \int_{\mathbb{R}} A_0(t)|\Psi(t)|^2 \, dx - \frac{C_{GN}}{\gamma+1} \| \nabla \Psi(t) \|_{L^2}^{(\gamma-1)/2} \| \Psi(t) \|_{L^2}^{(\gamma+3)/2}
\]
\[
\geq \frac{1}{4} \| \nabla \Psi(t) \|_{L^2}^2 \left( 1 - \frac{4C_{GN}}{\gamma+1} \| \nabla \Psi(t) \|_{L^2}^{(\gamma-5)/2} \| \Psi(t) \|_{L^2}^{(\gamma+3)/2} \right).
\]
Since the mass is constant, \( \| \Psi(t) \|_{L^2} = \| f \|_{L^2} \), if \( 1 < \gamma < 5 \) (\( \sigma \in I_\gamma \)), we have that the \( H^1 \)-norm cannot blow up. Indeed, if \( \| \nabla \Psi \|_{L^2} \) was large we would control it with the energy:
\[
\| \nabla \Psi(t) \|_{L^2} \leq CE(0),
\]
for some \( C > 0 \).
So, the proof in subcritical case is complete.
In the critical case, \( \gamma = 5 \) (\( \sigma \in I_5 \)), we have that
\[
E(0) \geq \frac{1}{4} \| \nabla \Psi(t) \|_{L^2}^2 \left( 1 - \frac{4C_{GN}}{\gamma+1} \| \Psi(t) \|_{L^2}^4 \right)
\]
\[
= \frac{1}{4} \| \nabla \Psi(t) \|_{L^2}^2 \left( 1 - \frac{\| f \|_{L^2}^4}{\left( \frac{\sqrt{2}}{\sqrt{3}} \right)^4} \right).
\]
As a consequence, if we choose initial data \( | \nabla \Psi \|_{L^2} \) suitably small, \( \| f \|_{L^2} \) with \( \delta = \sqrt{\frac{2}{\sqrt{3}}} \sqrt{\frac{2}{\gamma+1}} \), we have the (3.26), and the proof is complete. \( \square \)

Remark 3.17. The sharp constant for the Gagliardo-Nirenberg inequality in one dimensional setting was derived by Nagy in 1941; Weinstein in 1983 solved the problem for higher dimensions.

Remark 3.18. The physical meaning of the Theorem 3.16 is that for waves propagating in a weakly focusing medium (\( 1 < \gamma < 5 \)), the potential term in the energy, \( E_{pot} = \frac{1}{\gamma+1} \| \Psi \|_{L^{\gamma+1}}^2 \), is dominated by interaction term, \( E_{int} = \frac{1}{4} \int_{\mathbb{R}} A_0 |\Psi|^2(t, x) \, dx \), and by kinetic term, \( E_{kin} = \frac{1}{4} \| \nabla \Psi(t) \|_{L^2}^2 \), in according to Gagliardo-Nirenberg inequality.
When \( \gamma = 5 \), the potential energy and the kinetic one, seems to balance out, so, global results, at least in the case of focusing nonlinear Schrödinger, are not guaranteed.
4. \( L^4 - L^\infty \) estimates of the solution of cubic (FSPS)

In this section we will use \( L^p - L^q \) Gronwall’s inequalities to establish a decay estimate for the solution of the (FSPS) system. Compare with Cazenave, we have the following result.

**Lemma 4.1.** Let \( 1 \leq q < p \leq \infty, 1 \leq p < \infty \) with \( \frac{1}{p} = \frac{1}{q} - \frac{1}{r} \), \( C_1 > 0 \) and \( 0 < T \leq \infty \). We consider \( a \in L^p(0, T) \) and \( v \) a function that satisfies the following inequality:

\[
\|v\|_{L^p(0, t)} \leq C_1 + \|av\|_{L^q(0, t)},
\]

for all \( t \in (0, T) \).

Then

\[
\|v\|_{L^p(0, t)} \leq 2C_1 \Gamma(2 + 2^p\|a\|_{L^p(0, t)}^p),
\]

for all \( t \in (0, T) \).

**Proof.** Suppose \( \|a\|_{L^p(0, T)} \geq 1/2 \). We can partition the interval \((0, T)\) into \( n \) parts, with \( n \geq 2 \), such that \((\tau_k)_{0 \leq k \leq n}\) is an increasing sequence of time, \( \tau_0 = 0, \tau_n = T \) and

\[
\|a\|_{L^p(\tau_{k-1}, \tau_k)} = \frac{1}{2}, \quad 1 \leq k \leq n - 1; \quad \|a\|_{L^p(\tau_{n-1}, \tau_n)} \leq \frac{1}{2}.
\]

So, we have that

\[
\int_0^T |a|^p \, ds = \int_0^{\tau_1} |a|^p \, ds + \cdots + \int_{\tau_{n-1}}^{\tau_n} |a|^p \, ds \\
\leq \frac{1}{2^p} + \cdots + \frac{1}{2^p} = \frac{n}{2^p}.
\]

We put \( n = \lfloor 2^p \|a\|_{L^p(0, T)}^p \rfloor + 1 \).

Set \( a_0 = 0 \) and \( a_k = \|v\|_{L^p(0, \tau_k)} \). By the (4.1) and by the Hölder inequality, we have that

\[
a_{k+1} = \|v\|_{L^p(0, \tau_{k+1})} \leq C_1 + \|av\|_{L^q(0, \tau_k)} + \|av\|_{L^q(\tau_k, \tau_{k+1})} \\
\leq C_1 + \|a\|_{L^p(0, \tau_k)} \|v\|_{L^p(0, \tau_k)} + \|a\|_{L^p(\tau_k, \tau_{k+1})} \|v\|_{L^p(\tau_k, \tau_{k+1})} \\
\leq C_1 + \frac{k}{2} a_k + \frac{1}{2} a_{k+1}
\]

So we have that

\[
a_{k+1} \leq 2C_1 + ka_k,
\]

hence

\[
a_{k+1} \leq 2C_1 (1 + k + k(k - 1) + k(k - 1)(k - 2) + \cdots + k(k - 1)(k - 2) \cdots 2 \cdot 1) \\
\leq 2C_1 (k + 1)! \leq 2C_1 (k + 1)!,
\]

Let \( t \in [\tau_k, \tau_{k+1}] \). Then

\[
\|a\|_{L^p(0, t)} \geq \|a\|_{L^p(0, \tau_k)} = \frac{k^{1/p}}{2},
\]

and so

\[
k \leq 2^p \|a\|_{L^p(0, t)}^p.
\]

A simple working gets the thesis. Actually, we have

\[
\|v\|_{L^p(0, t)} \leq a_{k+1} \leq 2C_1 (k + 1)! = 2C_1 \Gamma(k + 2) \leq 2C_1 \Gamma(2 + 2^p\|a\|_{L^p(0, t)}^p).
\]

Else if \( \|a\|_{L^p(0, T)} < 1/2 \), trivially, we have that

\[
\|v\|_{L^p(0, T)} \leq 2C_1.
\]
In different context the next Lemma is useful.

**Lemma 4.2.** Let $C_2 > 0$, $1 \leq q < p \leq \infty$ and $v(t) \in C([0, +\infty))$, $a(t) \in L^\infty_{loc}((0, +\infty))$ are positive functions that satisfy the following inequalities

\begin{align*}
\|v\|_{L^p(0,1)}^q &\leq C_2, \\
\|v\|_{L^p(0,t)}^q &\leq C_2 + \int_1^t a(\tau)v(\tau)^q d\tau \quad t > 1,
\end{align*}

then

\begin{align*}
\|v\|_{L^p(0,t)} &\leq \left(\frac{p}{p-q}\right)^{1/p} C_2^{1/q} \exp\left(\frac{1}{p} \left(\frac{p}{q}\right)^{p/(p-q)} \|a\|_{L^{p/(p-q)}(1,t)}\right),
\end{align*}

with the obvious modifications for $p = \infty$.

**Proof.** By the (4.9) we have that

\begin{align*}
t > 1 \implies \|v\|_{L^p(0,t)}^q &\leq C_2 + \int_1^t a(\tau)v(\tau)^q d\tau.
\end{align*}

Set

\begin{align*}
\varphi(t) = C_2 + \int_1^t a(\tau)v(\tau)^q d\tau.
\end{align*}

Then we have the relation

\begin{align*}
v^q(\tau) &= \frac{\varphi'(\tau)}{a(\tau)},
\end{align*}

so we have

\begin{align*}
\left\|\frac{\varphi'}{a}\right\|_{L^{p/(p-q)}(1,t)} &\leq \varphi(t).
\end{align*}

To simplify the notation, we set $\alpha = p/q$ and $\alpha' = p/(p-q)$.

We can use the inequality (4.12) to derive the estimates

\begin{align*}
\varphi^\alpha(t) &= \varphi^\alpha(1) + \alpha \int_1^t \varphi'(\tau) \varphi^{\alpha-1}(\tau) d\tau \\
&= C_2^\alpha + \alpha \int_1^t \varphi'(\tau) \varphi^{\alpha-1}(\tau) a(\tau) d\tau \\
&\leq C_2^\alpha + \alpha \left\|\frac{\varphi'}{a}\right\|_{L^{\alpha}(1,t)} \|a\varphi^{\alpha-1}\|_{L^{\alpha'}(1,t)} \\
&\leq C_2^\alpha + \frac{\varphi^\alpha(t)}{\alpha'} + \frac{\alpha'\|a\varphi^{\alpha-1}\|_{L^{\alpha'}(1,t)}}{\alpha'}.
\end{align*}

We can rewrite the inequality above as

\begin{align*}
\frac{\varphi^\alpha(t)}{\alpha'} &\leq C_2^\alpha + \frac{\alpha'\|a\varphi^{\alpha-1}\|_{L^{\alpha'}(1,t)}}{\alpha'} \\
&\leq C_2^\alpha + \alpha' \int_1^t a^{\alpha'}(\tau) \varphi^\alpha(\tau) d\tau,
\end{align*}

so, we are in position to apply classical Gronwall’s inequality and derive that

\begin{align*}
\varphi^\alpha(t) &\leq \alpha' C_2^\alpha \exp\left(\alpha' \int_1^t a^{\alpha'}(\tau) d\tau\right).
\end{align*}

Rise to $\frac{1}{\alpha}$ and by the (4.11) we obtain the (4.10).
Actually, if we have $a \in L^\infty(0,T)$, for large time $T$, the inequality (4.10) is better than (4.2).

Now we consider the particular case $\gamma = 3$ and $\sigma \in (0, 1/2]$.

**Proposition 4.3 (L$^4$(0,T)L$^\infty$ no blow-up result).** Let $T > 0$ and let $\Psi \in C([0,T]; L^2)$ be the solution of (3.7a)-(3.7b) with initial data $f \in L^2$. Then we have that for all $t \in (0,T)$.

(4.13) $\|\Psi\|_{L^4(0,t)L^\infty} < \infty$

Proof. Let $T > 0$ and $t \in (0,T)$. By the Strichartz estimates combined with Hölder inequality and Hardy-Littlewood-Sobolev inequality we get:

$$\|\Psi\|_{L^4(0,t)L^\infty} \leq C \|f\|_{L^2} + \|A_0\Psi + \alpha |\Psi|^3 \|_{L^{4/3}(0,t)L^1}$$

$$\leq C \|f\|_{L^2} + \|A_0\Psi\|_{L^{4/3}(0,t)L^1} + \|\|\Psi\|^2 \Psi\|_{L^{4/3}(0,t)L^1}$$

$$\leq C \|f\|_{L^2} + C \|f\|_{L^2}^{2(1+\sigma)} \|\langle s \rangle^{\frac{3}{2} - \frac{4\sigma}{3}} \|_{L^{4/3}(0,t)L^\infty} + C \|f\|_{L^2}^2 \|\Psi\|_{L^{4/3}(0,t)L^\infty}.$$ \hfill □

Putting $C_f = \max \left\{ C \|f\|_{L^2}, C \|f\|_{L^2}^{2(1+\sigma)}, C \|f\|_{L^2}^2 \right\}$, we have that:

$$\|\Psi\|_{L^4(0,t)L^\infty} \leq C_f + C_f \|\langle s \rangle^{\frac{3}{2} - \frac{4\sigma}{3}} \|_{L^{4/3}(0,t)L^\infty}.$$ \hfill \nonumber

By the $L^p - L^q$ Gronwall’s inequality (4.2) (similarly with (4.10)), we get the thesis:

(4.14) $\|\Psi\|_{L^4(0,t)L^\infty} \leq 2C_f \Gamma \left(2 + \frac{\frac{3}{2} - \frac{4\sigma}{3}}{\frac{3}{2} - \frac{4\sigma}{3}} \right).$

We conclude with a remark on the speed of the oscillation of the solution of (FSPS).

**Lemma 4.4.** Let $T > 0$, $\rho, S: (0, T) \times \mathbb{R} \to \mathbb{R}$ and let $\Psi = \rho(t, x) e^{iS(t,x)}$ be the solution of (3.7a)-(3.7b), with initial data $f \in H^1$ and $\alpha = -1$. Define the functions $h: \mathbb{R} \times \mathbb{R} \to \mathbb{R}$ and $\theta: \mathbb{R} \to \mathbb{R}$ in according to [6]:

(4.15) $h(t) = \partial_t \mathcal{S}$

(4.16) $\theta(t) = \int_\mathbb{R} |\Psi(t, x)|^2 h(t, x) \, dx,$

with $t \in (0,T)$. Then, the following statements on the speed of the oscillation, $\theta(t)$, hold:

1) If $1 < \gamma < 5$ and $\sigma \in I_\gamma$, then $\theta(t)$ cannot blow up for all $t \in (0,T)$;

2) elseif $\gamma = 5$ and $\sigma \in I_5$, then there exists $\delta > 0$ such that, if $\|f\|_2 < \delta$, $\theta(t)$ cannot blow up for all $t \in (0,T)$.

Proof. Let $1 < \gamma < 5$ and $\sigma \in I_\gamma$. Suppose $\|f\|_{L^2} = 1$. A simple computation shows that

(4.17) $h(t) = \frac{\Im(\bar{\Psi} \partial_t \Psi)}{|\Psi|^2}.$

Multiplying by $\bar{\Psi}$ the equation (3.7a), integrating by parts and by the (4.17) we have that

$$\theta(t) = \int_\mathbb{R} h(t)|\Psi|^2 \, dx = -2E(0) - \frac{1}{2} \int A_0 |\Psi|^2 \, dx - \alpha \frac{\gamma}{\gamma + 1} \|\Psi\|_{L^{\gamma+1}}^{\gamma+1}.$$ \hfill □

Thanks to Gagliard Nirenberg inequality (3.25) and by finiteness of the energy we have that $\|\nabla \Psi\|_{L^2}$ cannot blow up. Hence, $\|\Psi\|_{\gamma+1}$ cannot blow up. So, we can conclude that $\int A_0 \Psi \, dx$ does
not blow up.
In particular, the following inequality holds

\[
|\theta(t)| \leq 2|E(0)| + \frac{1}{2}\|f\|_2 + \frac{C_{GN}^2}{2}\|\nabla \Psi\|_{L^2}^{1-\frac{1}{p'}}\|f\|_{L^2}^{1+\frac{1}{p'}} + \frac{\gamma C_{GN}}{\gamma + 1}\|\nabla \Psi\|_{L^2}^{\frac{2}{\gamma-1}},
\]

where \(1 \leq p < \frac{1}{1-\sigma}\), and \(\frac{1}{p} + \frac{1}{p'} = 1\). Hence, the speed of the oscillations (on average) cannot blow up if the initial energy is finite.

Note that in defocusing case \(\alpha = 1\), we get easily

\[
|\theta(t)| \leq C|E(0)|,
\]

with \(C\) a positive constant.

If \(\gamma = 5\) and \(\sigma \in I_5\), we need the smallness of the initial mass \(\|f\|_2\) (see the proof of the Theorem 3.16) to get the same conclusion.

Remark 4.5. The blow-up as a consequence of rotational proprieties of the solution concerning the nonlinear Schrödinger problem is studied in [8] and [9].

\[ \square \]
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