A change-point approach to identify hierarchical organization of topologically associated domains in chromatin interaction
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Abstract

The identification of spatial and temporal three-dimensional (3D) genome architecture is critically important in understanding genomic functionality, gene regulation and transcription. In recent years, a higher throughput, higher resolution method of chromosome conformation capture (Hi-C) has been used to investigate genome-wide mapping of chromatin interactions, and reveals that genome is partitioned into topologically associating domains (TADs) with hierarchical structures. To identify hierarchical organization of TADs in Hi-C data, we propose generalized likelihood ratio tests for change-points in Hi-C matrices and study their asymptotic distributions. Based on these tests, we further develop a top-down and bottom-up procedure to decipher TAD structures from Hi-C contact profile. Comprehensive tests of our method on both simulated data and real Hi-C data of multiple human cell lines demonstrated that our approach can well detect hierarchical TADs organizations and show superior ability in estimating hierarchical TAD than existing methods. Our estimations on multiple cell lines show that the hierarchical TAD structures in active chromosomal regions are significantly more than those in repressive regions, indicating more precise controlling and regulation within active regions of human chromosomes.
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1. Introduction

Chromosomes are tightly packed in nucleus and well maintained for three-dimensional (3D) structures, which play a critical role in many genomic functions such as gene regulation, DNA replication, epigenetic modification and maintenance of genome stability. To understand the spatial information of chromosome organization, several sequencing methods have been developed to assess chromatin interactions. In particular, the chromosome conformation capture (3C) technology quantifies the frequencies of interactions between sites on a chromosome (Dekker et al., 2002). Circularized 3C (4C) technique can obtain the contact reads between one locus and all other loci on a chromosome (van de Werken et al., 2012). 3C carbon copy (5C) technology can detect all the contacts in some specific region of chromosome (Dostie et al., 2006). Hi-C technology extends 3C and is capable of generating genome-wide chromosome interaction information (Lieberman-Aiden et al., 2009). These 3C-based experimental techniques have significantly advanced our understanding of chromatin structure (Rao et al., 2015) and its relation to the regulation of gene expression, cancer translocations, copy number alterations (Fudenberg et al., 2011) and de novo genome assembly (Dudchenko et al., 2017).

The study of Hi-C data has revealed that chromosome can be partitioned into topologically associating domains (TADs) in human and mouse cells (Dixon et al., 2012; Sexton et al., 2012). As indicated by panel A in Figure 1, TADs are characterized as structural and functional units of mammalian chromosomes that engage in dynamic higher-order inter-TAD connections, playing a major role in regulatory transactions during DNA-dependent processes (Hnisz et al., 2016). As TADs are characterized by pronounced long-range associations between loci located in adjacent domains, these studies suggest that chromosomes are composed of a string of domains that are topologically separated from each other. Subsequent studies show that TADs are separated by boundaries that seem to be genetically defined (Nora et al., 2012), and that such TADs are closely related to gene regulatory functions and illustrate the long-range associations between loci on a chromosome (Rao et al., 2015; Symmons et al., 2014). Furthermore, recent biological studies (Phillips-Cremins et al., 2013; Zuin et al., 2014) show the distinct combinations of proteins such as CTCF, mediator and cohesin may also influence boundaries of TADs and sub-TADs, i.e., indicating that TADs have hierarchical structures; see panel B in Figure 1.

The Hi-C technology generates read pairs corresponding to pairs of genomic loci that physically interact in the nucleus (Lieberman-Aiden et al., 2009). For a chromosome, the observed number of read pairs are used to construct a chromosomal contact map or a square matrix $X = (x_{ij})$, where $x_{ij}$ describes the frequency of interactions between position $i$ and position $j$ along the chromosome at a given resolution. By the definition of the contact matrix, $x_{ij} = x_{ji}$, i.e., matrix $X$ is symmetric. Note that, a high interaction frequency $x_{ij}$ indicates for the spatial proximity, which facilitates quantitative studies about the relationship between gene functions and genomic 3D structures. Hence, in the Hi-C contact profile, contact frequencies tend to interact more frequently with each other at loci located within a TAD, but much less frequently at loci of different TADs (Figure 1A). This indicates the Hi-C data matrix has a block-diagonal structure. Therefore, the issue of detecting diagonal blocks can be considered as a problem of estimating multiple change-points (or boundaries) on the diagonal of a matrix, and the problem of estimating...
Figure 1: Schematic representation of hierarchical organization of human chromosomes. (A) A 3M region of chr1 (100.2Mb-103Mb) of GM12878 cell line shows the hierarchical structural of chromosomal organization. The RNA-seq and other histone modification signals show a repressed TAD domain and an active TAD that is further divided into three sub-TADs. The Hi-C data show the hierarchical structures of chromatin interactions. The dotted ellipses show the CTCF binding peaks that are associated with different boundaries. (B) Illustration shows a typical sub-TAD that maintained by CTCF protein.

hierarchical TAD structures is equivalent to the problem of making inference on hierarchical structures of change-points in Hi-C profiles.

As the analysis of TADs and their hierarchical structures involves the problem of estimating multiple change-points and their hierarchical structures, we note that various Bayesian and frequentist methods have been developed for multiple change-point analysis of uni- and multi-variate data in statistics, econometrics, and engineering over the last several decades. In particular, the Bayesian methods assume multiple change-points follow a stochastic process and solve the inference problem through Markov chain Monte Carlo (MCMC) simulations (Albert and Chib, 1993; Liu and Lawrence, 1999; Wang and Zivot, 2000; Chib et al., 2002; Green, 1995). Apart from simulation based Bayesian methods, exact Bayesian inference approaches with statistically efficient approximations are also developed for various multiple change-points problems in statistics, genomic data analysis, and finance (Yao, 1984; Lai et al., 2008; Lai and Xing, 2011, 2013; Xing et al., 2012a,b; Xing and Chen, 2018). Different from the Bayesian methods which use either MCMC or exact approaches, the frequentist methods provide more technical tools for multiple change-point analysis, which include the dynamic programming algorithm based on maximized likelihood (Bai and Perron, 1998, 2003; Perron and Qu, 2007), the binary segmentation procedure (Vostrikova, 1981; Olshen et al., 2004; Matteson and James, 2014), the model selection procedure based on information criteria (Yao, 1988; Siegmund, 2004; Davis et al., 2006; Zhang and Siegmund, 2007; Shen and Zhang, 2012), and the penalized likelihood or cost function approaches (Birge and Massart, 2001; Broman and Speed, 2002; Lavielle, 3
Although many approaches (as discussed above) have been developed for multiple change-point analysis, none of them can be directly to analysis multiple change-points and their hierarchical structures in Hi-C profiles. The key reason is that Hi-C data are essentially a type of matrix-variate data, which can not be easily transformed into a multivariate vector and analyzed by existing methods. Recently, several statistical methods were proposed to address this issue and estimate the boundaries (or change-points) of TADs and their hierarchical structures. These methods can be roughly classified into three types. The first type of methods projects the 2-dimensional (2D) matrix into a one-dimensional (1D) vector and use a 1D test statistic to estimate TAD boundaries in the contact matrix $X$. In particular, Dixon et al. (2012) computed a 1D directionality index (DI) from the contact matrix, and used a hidden Markov model (HMM) to partition the genome into regions defined by changes in the DI values. Šeuria et al. (2015) introduced a 1D statistic to capture sudden shifts in interaction preference, however, they did not explicitly pair their estimated boundaries into domains, leaving the domain structure ambiguous. We shall note that the projection of a 2D matrix into a 1D summary statistic incurs an information loss, and hence could not provide a best estimation of change-points in Hi-C matrices. The second type of methods tries to identify TADs using the full 2D contact matrices. Lvy-Leduc et al. (2014) defined a block-wise segmentation model for the detection of TAD boundaries, and rephrased the maximization of the likelihood with respect to the block boundaries in terms of a 1D segmentation problem, for which the standard dynamic programming applies. Filippova et al. (2014) introduced a dynamic-programming based algorithm to estimate TADs in Hi-C data matrices for a given domain-length scaling factor. Their method outputs the set of non-overlapping domains that are most robust to changes in the parameter value. Assuming that a random symmetric matrix consists of random variables whose distribution changes from block to block, Brault et al. (2018) developed a nonparametric homogeneity test to estimate locations of block boundaries (change-points) of non-overlapping blocks in the matrix. Haddad et al. (2017) introduced a hierarchical clustering algorithm by iteratively merging close pairs of columns in Hi-C matrix. Note that both the first and second types of methods assume that TADs are non-overlapping, and ignore the hierarchical structures of TADs. The third type of methods focus on making inference on hierarchical structures of TADs, but the procedures are rather ad hoc. Specifically, Weinreb and Raphael (2015) proposed a tree-based algorithm to estimate hierarchical TADs, but the significance assessment on their estimate is missing. Yu et al. (2017) assumed that each contact frequency is a mixture of intra-domain and inter-domain contacts and proposed to fit a two-component Gaussian mixture model to the normalized Hi-C data matrix. Yu et al. (2017)’s method provides us two-layer hierarchical TAD structure, ignoring the fact that the hierarchical TAD structure usually has layers more than two.

To overcome the weakness of existing methods for multiple change-point analysis of Hi-C matrices, we develop a theory of generalized likelihood ratio (GLR) tests for a known and an unknown change-point in Hi-C matrices, and study the asymptotic properties of the test statistics. Since the topology of change-points in a Hi-C matrix are different from that in uni- or multi-variate random variables, the test statistics from the GLR tests for Hi-C data are different from those obtained in uni- or multi-variate change-point tests. We show that that the maximum of the GLR test statistics converges to a maxima on a Gaussian
random field with two-dimensional indices. We then make use of this result and propose a top-down and bottom-up procedure to estimate the hierarchical TAD structures in Hi-C data. Specifically, by repeatedly applying the change-point test for Hi-C data, we first use a top-down method to locate all change-points (or boundaries of TADs) in a Hi-C matrix; then due to the fact that the hierarchical TADs in Hi-C matrix usually have more than one root, we apply the change-point tests again and use a bottom-up method to estimate hierarchical structures of TADs.

We then carry out two simulation studies and a real data analysis to test the performance of our method. Our first simulation study considers four different scenarios of Hi-C data and investigates the performance of the top-down method of estimating boundaries of TADs in simulated Hi-C data. In the second stimulation study, we apply the top-down and bottom-up procedure to estimate hierarchical structures in a collection of benchmark datasets, which were simulated by other research group. In a real data analysis, we use our method to analyze Hi-C data of multiple cell lines that are produced from genomic experiments on chromatin analysis. By comparing our estimation results with real hierarchical structures of TADs in those cell lines, we show how our method can accurately estimate the hierarchical TAD structures in Hi-C profiles and demonstrate how the result obtained by our approach is consistent with biological phenomenon via integrative analysis of chromatin interactions and histone modifications.

The rest of the paper is organized as follows. Section 2 specifies a model for TADs in Hi-C profiles, and develop a generalized likelihood ratio test for a change-point in Hi-C matrix. In Section 3, we propose a top-down and bottom-up approach to estimate hierarchical TADs. Simulation studies are carried out in Section 4, and real data analysis are performed in Section 5. Section 6 provides some concluding remarks.

2. A generalized likelihood ratio test for change-points in Hi-C matrices

2.1. Model assumption

Let $X = (x_{ij}) \in \mathbb{R}^{n \times n}$ be a Hi-C matrix, where $x_{ij} \ (1 \leq i \leq j \leq n)$ is the intensity of the interaction between positions $i$ and $j$ in the chromosome. By construction, the Hi-C data matrix is symmetric. Assume that all intensities are independent variables with distribution

$$x_{ij} \sim f(x; u_{ij}), \quad u_{ij} = E(x_{ij}), \quad 1 \leq i \leq j \leq n. \quad (2.1)$$

Suppose that $X$ consists of $K + 1$ non-overlapping TAD or diagonal blocks and the true locations of $K$ change-point (or block boundaries) are $\tau_1 < \tau_2 < \cdots < \tau_K$. For convenience, we let $\tau_0 = 0$ and $\tau_{K+1} = n$. We define the region of all positions $A = \{(i,j) | 1 \leq i \leq j \leq n\}$, and the $k$th diagonal block, $A_k = \{(i,j) | \tau_{k-1} + 1 \leq i \leq j \leq \tau_k\}$. For two or more consecutive diagonal blocks $A_k, A_{k+1}, \ldots, A_l (k < l)$, we define the complement part $R_{\tau_{k-1}+1, \tau_k, \ldots, \tau_l} = \{(i,j) | \tau_{k-1} + 1 \leq i \leq j \leq \tau_l\} - \bigcup_{r=k}^{l} A_r$. Then the parameters $u_{ij}$ are supposed to be block-wise constant, i.e.,

$$u_{ij} = \begin{cases} 
\mu_k, & \text{if } (i,j) \in A_k, k = 1, \ldots, K + 1, \\
\mu_0, & \text{if } (i,j) \in R_{\tau_0+1, \tau_1, \ldots, \tau_{K+1}} := A - \bigcup_{k=1}^{K+1} A_k. 
\end{cases} \quad (2.2)$$
An example of such a matrix $X$ with $K$ change-points is displayed in the left panel of Figure 2. For distribution $f(x; u_{ij})$, we will consider three specifications:

(G) Gaussian distribution, or $x_{ij} \sim N(u_{ij}, \sigma^2)$;

(P) Poisson distribution, or $x_{ij} \sim \text{Poisson}(u_{ij})$;

(NB) negative binomial distribution, or $x_{ij} \sim \text{NB}(u_{ij}, \phi)$.

The Gaussian distribution (G) can be assumed for normalized Hi-C data, which are the contact frequencies after removing the effect of distance decay. Poisson distribution (P) or negative binomial distribution (NB) is usually assumed for raw HiC data. We further assume that the parameters $\sigma$ and $\phi$ in distributions (G) and (NB) are constant for all $x_{ij}$.

Then given distributions $f(x; u_{ij})$ and locations of $K$ change-points, the log-likelihood of the data is given by

$$l_K(X) = \sum_{k=1}^{K+1} \sum_{(i,j) \in A_k} \log f(x_{ij}; \mu_k) + \sum_{(i,j) \in R_{\tau_0+1, \tau_1, \ldots, \tau_K+1}} \log f(x_{ij}; \mu_0).$$  \hspace{1cm} (2.3)

Specifically, we have, for Guassian distributions (G),

$$l_{G,K}(X) = -\frac{1}{2\sigma^2} \sum_{k=1}^{K+1} \sum_{(i,j) \in A_k} (x_{ij} - \mu_k)^2 - \frac{1}{2\sigma^2} \sum_{(i,j) \in R_{\tau_0+1, \tau_1, \ldots, \tau_K+1}} (x_{ij} - \mu_0)^2 - \frac{n(n+1)}{4} \log(2\pi\sigma^2);$$

for Poisson distributions (P),

$$l_{P,K}(X) = \sum_{k=1}^{K+1} \sum_{(i,j) \in A_k} (x_{ij} \log \mu_k - \mu_k) + \sum_{(i,j) \in R_{\tau_0+1, \tau_1, \ldots, \tau_K+1}} (x_{ij} \log \mu_0 - \mu_0) - \sum_{1 \leq i \leq j \leq n} \log(x_{ij}!);$$
and for negative binomial distributions (NB),

\[
l_{NB,K}(X) = \sum_{k=1}^{K+1} \sum_{(i,j) \in A_k} \left( \phi \log\left( \frac{\mu_k}{\phi + \mu_k} \right) + x_{ij} \log\left( \frac{\phi}{\phi + \mu_k} \right) \right) + \sum_{(i,j) \in R_{0+1,\tau_1,\ldots,\tau_{K+1}}} \left( \phi \log\left( \frac{\mu_0}{\phi + \mu_0} \right) + x_{ij} \log\left( \frac{\phi}{\phi + \mu_0} \right) \right) + \sum_{1 \leq i \leq j \leq n} \left( \log \Gamma(\phi + x_{ij}) - \log(x_{ij}!) - \log(\phi) \right).
\]

2.2. Generalized likelihood ratio tests for a single change-point in a Hi-C matrix

Suppose that the data matrix \( X \) has at most one change-point, and we consider a generalized likelihood ratio (GLR) test for the null hypothesis \( K = 0 \) against the alternative \( K = 1 \). Suppose that, under the alternative, there exists an unknown change-point at position \( \tau_1 := m \) \((1 < m < n)\) such that \( A = A_1 \cup A_2 \cup R_{1,m,n} \), as shown in the right panel of Figure 2. Denote \( S_A, S_{A_k} \) and \( S_{R_{1,2}} \) the sum of \( x_{ij} \) in sets \( A, A_k, \) and \( R_{1,2} \), respectively, i.e.,

\[
S_A = \sum_{(i,j) \in A} x_{ij}, \quad S_{R_{1,m,n}} = \sum_{(i,j) \in R_{1,m,n}} x_{ij}, \quad S_{A_k} = \sum_{(i,j) \in A_k} x_{ij}, \quad k = 1, 2.
\]

Provided the log-likelihood (2.3) for \( K \) change-points, the logarithm of GLR can be expressed as \( GLR_m := \max_{\mu_0,\mu_1,\mu_2} l_1(X) - \max_{\mu_0} l_0(X) \), or equivalently,

\[
GLR_m := \max_{\mu_0,\mu_1,\mu_2} \left\{ \sum_{k=1}^{2} \sum_{(i,j) \in A_k} \log f(x_{ij}; \mu_k) + \sum_{(i,j) \in R_{1,2}} \log f(x_{ij}; \mu_0) \right\} - \max_{\mu_0} \sum_{(i,j) \in A} \log f(x_{ij}; \mu_0).
\] (2.4)

In particular, the logarithms of the GLR statistics for Gaussian distributions (G), Poisson distributions (P), and negative binomial distributions (NB) are expressed as

\[
GLR_{G,m} = \frac{1}{2\sigma^2} \left( \frac{S_{A_1}^2}{|A_1|} + \frac{S_{A_2}^2}{|A_2|} + \frac{S_{R_{1,m,n}}^2}{|R_{1,m,n}|} - \frac{S_A^2}{|A|} \right);
\] (2.5)

\[
GLR_{P,m} = S_A \log \left( \frac{S_{A_1}}{|A_1|} + S_{A_2} \log \left( \frac{S_{A_1}}{|A_1|} + S_{A_2} \right) \right) + S_{R_{1,m,n}} \log \left( \frac{S_{R_{1,m,n}}}{|R_{1,m,n}|} \right) - S_A \log \left( \frac{S_A}{|A|} \right);
\] (2.6)

\[
GLR_{NB,m} = \sum_{k=1,2} \left( S_{A_k} \log \left( \frac{S_{A_k}}{|A_k|} \right) + \phi \left| A_k \right| \log \left( \frac{\phi}{\phi + S_{A_k}/|A_k|} \right) \right) \\
+ \left( S_{R_{1,m,n}} \log \left( \frac{S_{R_{1,m,n}}}{|R_{1,m,n}|} \right) + \phi \left| R_{1,2} \right| \log \left( \frac{\phi}{\phi + S_{R_{1,m,n}}/|R_{1,m,n}|} \right) \right) \\
- \left( S_A \log \left( \frac{S_A}{|A|} \right) + \phi \left| A \right| \log \left( \frac{\phi}{\phi + S_A/|A|} \right) \right),
\] (2.7)

where \(| \cdot |\) represents the cardinality of the set, so we have \(|A| = n(n+1)/2, |A_1| = (m+1)m/2, |A_2| = (n-m)(n-m+1)/2, \) and \(|R_{1,2}| = |A| - |A_1| - |A_2|\). Then the exact GLR test rejects the null hypothesis if the maximum of the finite sample statistic \( GLR_m \), \( \max_{m_0 < m < n - m_0} GLR_m \), exceeds certain threshold, where \( m_0 \) is some integer. Asymptotically, these exact tests for Guassian distributions, Poisson distributions, and negative...
binomial distributions are equivalent, which can be seen from the following theorem.

**Theorem 1.** The GLR statistics \((2.5)-(2.7)\) are asymptotically equivalent to the following test statistic

\[
Z_m := \left( \frac{S_{A_1} - \frac{|A_1|}{|A_1|} S_{A_1 \cup R_1, m, n}}{|A_1|(1 - \frac{|A_1|}{|A_1|})} \right)^2 + \left( \frac{S_{A_1 \cup R_1, m, n} - \frac{|A_1 \cup R_1, m, n|}{|A_1|} S_{A}}{|A_1 \cup R_1, m, n|(1 - \frac{|A_1 \cup R_1, m, n|}{|A_1|})} \right)^2, \tag{2.8}
\]

where \(x_{ij} \sim N(u_{ij}, 1)\) for all \(i\) and \(j\), and \(S_A, S_{A_1}, \) and \(S_{A_1 \cup R_1, m, n}\) are the sum of \(x_{ij}\) in sets \(A, A_1, \) and \(A_1 \cup R_1, m, n\), respectively. If the alternative hypothesis is that \(m\) is a change-point, then the null should be rejected if \(Z_m\) in \((2.8)\) exceeds certain threshold. If the location of the change-point is unknown, i.e., the alternative hypothesis is that there is a change-point between \(m_0\) and \(n - m_0\), then an asymptotic GLR test for Gaussian distributions \((G)\), Poisson distributions \((P)\), and negative binomial distributions \((NB)\) rejects the null hypothesis of no change-point if, for some \(m_0 > 0\), the maxima of \(Z_m\) \((m_0 \leq m \leq n - m_0)\), i.e.,

\[
\tilde{Z} = \max_{m_0 \leq m \leq n-m_0} Z_m, \tag{2.9}
\]

exceeds certain threshold.

To find the distribution of the test statistics \(\tilde{Z}\), one can use Monte Carlo simulations. As an example, Figure 3 shows the histogram and the density function estimated by kernel smoothing methods for \(n = 10^5\) and \(m_0 = n \cdot 2.5\%\). Another way of obtaining the (tail) distribution of \(\tilde{Z}\) is to consider the asymptotic distribution of \(Z_m\) and \(\tilde{Z}\). In particular, we consider a Gaussian random field \(\{G(s, t)\}\) defined on the upper triangular part of a unit square, \(B = \{(s, t) | 0 \leq s \leq t \leq 1\}\). The random field \(G(s, t)\) satisfies the following
properties: (1) for \(s,t \in (0,1)\) and \(s < t\), \(\partial^2 G(s,t)/\partial s \partial t\) are normally distributed as \(N(0,\sigma^2 dt \cdot ds)\); (2) for \(t \in (0,1)\), \(\partial^2 G(t,t)/\partial t^2\) are normally distributed as \(N(0,\frac{1}{2}\sigma^2(dt)^2)\); (3) for regions \(B_i \subset B, i = 1,2\), \(\text{Cov}(G(B_1), G(B_2)) = \sigma^2|B_1 \cap B_2|\). For region \(B \subset B\), we define the integral
\[
G_B = \int \int_{(s,t) \in B} G(s,t) ds dt.
\]

Then the asymptotic distribution of \(Z_m\) and \(\tilde{Z}\) can be described via the following theorem.

**Theorem 2.** Assume that \(m/n \to t \in (0,1)\) as \(n \to \infty\), then the regions \(A_1/n, A_2/n\), and \(R_1, m/n/\delta\) converge to regions \(\tilde{A}_1 = \{(\tilde{s},\tilde{t})|0 \leq \tilde{s} \leq \tilde{t} \leq t\}\), \(\tilde{A}_2 = \{(\tilde{s},\tilde{t})|t \leq \tilde{s} \leq \tilde{t} \leq 1\}\), and \(\tilde{R}_t = B - \tilde{A}_1 - \tilde{A}_2\), respectively (note that \(A/n^2 \to B\)). Correspondingly,
\[
Z_m \to g_t := \frac{(G_{\tilde{A}_1} - \frac{t}{2-t}G_{\tilde{A}_1 \cup \tilde{R}_t})^2}{2t^2(1-t)/(2-t)} + \frac{(G_{\tilde{A}_1 \cup \tilde{R}_t} - t(2-t)G_{\tilde{A}})^2}{t(1-t)^2(2-t)},
\]
and if \(m_0/n \to \delta > 0\),
\[
\tilde{Z} \to g_\delta := \max_{\delta < t < 1-\delta} g_t.
\]

Therefore, at 100(1-\(\alpha\))% confidence level, an asymptotic GLR test with the alternative that \(m\) is a change-point rejects the null hypothesis if \(Z_m > b_0\), where \(\text{Prob}(g_t > b_0) = \alpha\), and an asymptotic GLR test with the alternative that there is a change-point between \(m_0\) and \(n-m_0\) rejects the null hypothesis if \(\tilde{Z} > b\), where \(\text{Prob}(\tilde{Z} > b) = \alpha\).

3. A top-down and bottom-up approach to estimate hierarchical TADs

In this section, we propose an estimation procedure for hierarchical TADs in Hi-C profiles. The procedure consists of two steps. The first step uses a top-down method to identify multiple change-points in Hi-C matrices, and the second step uses a bottom-up approach to estimate hierarchical TADs in Hi-C profiles.

3.1. A top-down method of estimating multiple change-points

The GLR test using the test statistic \((2.9)\) suggests a binary (or top-down) segmentation procedure to sequentially identify change-points (or block boundaries) in the Hi-C matrix. The essential idea is to test all the data to determine if there is at least one change-point and iterate the procedure to find all locally significant change-points. Assume that \(\xi(>1)\) is the minimal size of a TAD in the Hi-C matrix, \(\alpha_0\) is the significance level of the GLR test, and \(b\) is the upper \(\alpha\)-quantile of \(\tilde{Z}\) such that \(P(\tilde{Z} > b) = \alpha_0\). We can use the following top-down segmentation procedure to identify all change-points in the Hi-C data matrix.

**Step 1a.** For \(t = \xi, \xi + 1, \ldots, n - \xi - 1, n - \xi\), compute the GLR statistic \(Z_t\) and \(\tilde{Z}\). If \(\tilde{Z} > b\) or the \(p\)-value of the GLR test is smaller than \(\alpha_0\), we label the location \(t\) such that \(Z_t = \tilde{Z}\) as a change-point and denoted as \(t_{(1)}\); if there are more than one such locations, we random pick one of them as \(t_{(1)}\). If \(\tilde{Z} \leq b\), stop the procedure.
Step 1b. Given the change-point $t^{(1)}$, we repeat the change-point test in Step 1a for regions $A_{1,t^{(1)}-1} := \{(i, j) \mid 1 \leq i \leq j \leq t^{(1)}\}$ and $A_{t^{(1)},n} := \{(i, j) \mid t^{(1)} \leq i \leq j \leq n\}$ and obtains change-points $t^{(2)}$ and $t^{(3)}$, respectively.

Step 1c. We repeat Step 1b for each segmented diagonal blocks until the size of the segmented blocks become smaller than the minimal size $\xi$ of a TAD in the Hi-C data.

Suppose that $M$ change-points $t^{(1)}, t^{(2)}, \ldots, t^{(M)}$ are obtained from the above procedure, ordering them as $t_1 < t_2 < \cdots < t_M$ yields $M + 1$ diagonal blocks $\hat{A}_1, \hat{A}_2, \ldots, \hat{A}_{M+1}$.

We shall notice that the above procedure may ignore the similarity of two adjacent diagonal blocks segmented at different steps. Therefore one may need a pruning step to merge some adjacent diagonal blocks. To achieve this goal, we can use one of the following procedures. The first is to use Bayesian information criteria (BIC) to select the number $K$ of change-points given $1 < K \leq M$, where $M$ is the maximal number of change-points. Specifically, $K$ change-points in a $n \times n$ symmetric matrix $X$ implies $K + 3$ parameters, hence

$$l_{\text{BIC}}(X) = -2l_K(X) + 2(K + 3) \log \left[ \frac{n(n+1)}{2} \right].$$

Then the number and locations of change-points can be obtained by minimizing $l_{\text{BIC}}(X)$. Besides BIC, other information criteria can also be used. Another way is to run the GLR test to see if $t_l$ is a change-point for the sub-matrix

$$\{(i, j) \mid t_{l-1} + 1 \leq i \leq j \leq t_{l+1}\} = \hat{A}_l \cup \hat{A}_{l+1} \cup R_{t_{l-1}+1,t_{l+1}}.$$ 

If the test doesn’t reject the null then we shall remove the change-point $t_l$. Note that the purpose of a pruning step is to obtain a relatively smaller number of change-points. If the purpose is to obtain a hierarchical structure of change-points, as discussed in the next section, the pruning procedure is not necessary.

3.2. A bottom-up approach to identify hierarchical TADs

The top-down approach in Section 3.1 does not just provide us estimates of multiple change-points, the order of estimated change-points naturally indicates a nested structural relationship among segments. In fact, [Matteson and James (2014)] used similar idea and permutation tests to estimate hierarchical change-points with a single root in sequence of random vectors.

However, as indicated in Figures 1 and 2, hierarchical TADs in Hi-C profiles usually have multiple roots, suggesting top-down approaches are not appropriate for the inference of hierarchical structure. Therefore, we propose the following bottom-up approach, which uses the test statistic \(\text{(2.8)}\), to identify the hierarchical structure of TADs in Hi-C profiles. For convenience, we assume a series of GLR tests with confidence levels $100 \times (1 - \alpha_l)\%$ for $L$ layers of hierarchical structure, where $0.05 = \alpha_0 > \alpha_1 > \cdots > \alpha_L > 0$. We also denote the estimated change-points from Step 1 as $t^{(0)}_1 < t^{(0)}_2 < \cdots < t^{(0)}_M$ and the corresponding block diagonals as $A^{(0)}_m (m = 1, \ldots, M + 1)$, here the superscript $(0)$ indicates that the hierarchical structure of change-points have not been assigned. We start from $l = 0$. 
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Figure 4: A schematic plot of the bottom-up procedure.

**Step 2a.** For \( m = 1, \ldots, M \), perform the GLR test with test statistic (2.8) at significance level \( 100 \times (1 - \alpha_{l+1}) \% \) to conclude if \( t_m^{(l)} \) is a change-point in block \( A_{t_m^{(l)} + 1, t_m^{(l)} + 1} \). Denote the test result as \( r_m = 1 \) if the \( p \)-value of the test is smaller than \( \alpha_{l+1} \), and \( r_m = 0 \) otherwise. If the sequence \( \{r_m\}_{m=1}^M \) contains one or several consecutive 0’s, for example, \( r_{m_1} = \cdots = r_{m_2} = 0 \) \( (m_2 \geq m_1) \), we combine blocks \( A_{t_m^{(l)} + 1, t_m^{(l)} + 1} \), \( A_{t_{m_2}^{(l)} + 1, t_{m_2}^{(l)} + 1} \), ..., \( A_{t_{m_2}^{(l)} + 1, t_{m_2}^{(l)} + 1} \) and their complementary regions into a larger block \( A_{t_m^{(l)} + 1, t_m^{(l)} + 1} \), i.e.,

\[
A_{t_m^{(l)} + 1, t_m^{(l)} + 1}^{(l+1)} = A_{t_m^{(l)} + 1, t_m^{(l)} + 1} \cup A_{t_{m_1}^{(l)} + 1, t_{m_1}^{(l)} + 1} \cup \cdots \cup A_{t_{m_2}^{(l)} + 1, t_{m_2}^{(l)} + 1} \cup R_{t_m^{(l)} - 1, t_m^{(l)} + 1}.
\]

For change-points \( t_m^{(l)} \) such that \( r_m = 1 \), we denote \( A_{t_m^{(l)} + 1, t_m^{(l)} + 1}^{(l+1)} = A_{t_m^{(l)} + 1, t_m^{(l)} + 1} \). Then we obtain the \( l \)th order of the hierarchical structure. If \( r_1 = \cdots = r_M = 1 \), the procedure stops.

**Step 2b.** For each of the aggregated blocks in Step 2a, say \( A_{t_m^{(l)} + 1, t_m^{(l)} + 1}^{(l+1)} \), apply the GLR test with test statistic (2.8) to conclude if each of \( m_1 + 1, \ldots, m_2 - 1 \) is a single change-point with significance level \( \alpha_{l+1} \). Use the top-down approach in Step 1 to obtain a hierarchical structure for change-points \( m_1, \ldots, m_2 \). This provides us a finer nested structure of TADs in \( A_{t_m^{(l)} + 1, t_m^{(l)} + 1}^{(l+1)} \).

**Step 2c.** Let \( l \coloneqq l + 1 \) and denote the newly obtained change-points as \( t_1^{(l+1)} < \ldots < t_M^{(l+1)} \). Repeat Steps 2a and 2b until no new blocks are generated or the obtained number of layers exceeds \( L \), the maximum number of layers.

Figure 4 provides a schematic illustration of the bottom-up procedure. The left panel shows the estimated change-points \( t_1 < \cdots < t_7 \) from the top-down method with 95% confidence level (i.e., \( \alpha_0 = 0.05 \)). Then as shown by the middle panel of Figure 4, we perform the GLR test with test statistic (2.8) at 99% confidence level (i.e., \( \alpha_1 = 0.01 \)).
for blocks $A_{t_0,t_2}, A_{t_1+1,t_3}, \ldots, A_{t_7+1,t_8}$, respectively. The $p$-values show that $\{r_1, \ldots, r_7\} = \{0, 0, 0, 1, 1, 0, 1\}$. Hence we aggregate blocks 1, 2, 3, and 4 into a bigger block, $A_{0,4}^{(1)}$, and blocks 6 and 7 into another block $A_{5,7}^{(1)}$. In the next step, we apply the GLR test and top-down approach to obtain an inner hierarchical structures for $A_{0,4}^{(1)}$ and $A_{5,7}^{(1)}$, respectively, as shown by the right panel of Figure 4. For higher layers ($l \geq 2$) of hierarchical structures, we repeat the above procedure for newly obtained change-points $\{t_4, t_5, t_7\}$. Notice that, since the total number of estimated change-points are significantly smaller than the size of Hi-C profiles, the total number of GLR tests needed in the bottom-up procedure is also much smaller than the size of Hi-C profiles.

4. Simulation studies

We perform two simulation studies in this section. The first considers four different scenarios of Hi-C data and investigates the performance of the top-down method of estimating boundaries of TADs in simulated Hi-C data. In the second we apply the top-down and bottom-up procedure to estimate hierarchical structures in a collection of benchmark datasets, which were simulated by other research group.

4.1. Study one: Inference on multiple change-points

The purpose of this study is to assess the performance of the top-down procedure of estimating multiple change-points in $n \times n$ Hi-C matrices. Let $n = 500$. Recall that $K$ is the number of change-points along the diagonal, the (raw or transformed) contact frequencies $x_{ij}$ follow the distribution (2.1), and the parameters $u_{ij}$ are determined by (2.2). We then consider the following four scenarios for Hi-C matrices.

(S1) Evenly spaced change-points with Gaussian distributions. Assume that $K = 24$, and each of 25 diagonal blocks have the same size, i.e., $\tau_k = 20(k - 1) + 1$, $k = 1, \ldots, K$. Following Dixon et al. (2012), we specify parameters $u_{ij}$ and observation $x_{ij}$ as follows. Assume that $u_{ij} = \mu_k \sim \text{Gamma}(4, 18)$ for $(i, j) \in A_k$, $k = 1, \ldots, K + 1$, and $\mu_0 = 0$ for $(i, j) \in R_{1,K+1}$. The values of $x_{ij}$ are generated by the following distributions.

$$x_{ij} \sim \begin{cases} N(u_{ij}, \sigma^2) & \text{for } (i, j) \in A_k, k = 1, \ldots, K + 1, \\ \max\{N(0, \sigma^2), 0\} & \text{for } (i, j) \in R_{1,K+1}. \end{cases} \tag{4.1}$$

(S2) Unevenly spaced change-points with Gaussian distributions. assume that $K = 31$, change-point locations are discrete uniformly drawn with smallest block size at least 5. The values of $u_{ij}$ and $x_{ij}$ are generated in the same way as in (S1).

(S3) Evenly spaced change-points with Poisson and negative binomial distributions. Assume that $K = 24$, $\tau_k = 20(k - 1) + 1$ for $k = 1, \ldots, K$, and $\mu_k \sim \text{Gamma}(4, 18)$. To generate count data for $x_{ij}$, we use a negative binomial model for Hi-C data in Lun and Smyth (2015).

$$x_{ij} \sim \begin{cases} N_{\mu_k}^{-1} \left(1 + \nu \mu_k\right)^{-1} & \text{for } (i, j) \in A_k, k = 1, \ldots, K + 1, \\ 0.5 \bar{N}_{0} + 0.5 N_{\nu}^{-1} \left(1 + \nu \cdot \min_k \{\mu_k\}\right)^{-1} & \text{for } (i, j) \in R_{1,K+1}. \end{cases} \tag{4.2}$$
Note that, \( x_{ij} \) in the complementary region \( R_{1,K+1} \) follows a mixture of a point mass and a negative binomial distribution.

(S4) Unevenly spaced change-points with Poisson and negative binomial distributions. The locations of change-points are generated in the same as (S2). Given all change-points, the values of \( u_{ij} \) are \( x_{ij} \) are generated in the same way as in (S3).

Among these four scenarios, the profiles of change-points in (S1) and (S3) are relatively simpler than those in (S2) and (S4). In Scenarios (S3) and (S4), \( NB(\nu^{-1}, (1 + \nu \mu_k)^{-1}) \) provides us a NB distribution with mean \( \mu_k \) and variance \( \mu_k + \nu \mu_k^2 \), where the parameter \( \sqrt{\nu} \), referred as the biological coefficient of variation (BCV) by Lun and Smyth (2015), varies from 0 to 15%. Hence we use \( \sqrt{\nu} = 0, 0.05, 0.10, 0.15 \) in (S3) and (S4). Note that \( \nu = 0 \) corresponds to the case that \( x_{ij} \) follow a Poisson distribution with mean \( \mu_k \). To specify \( \sigma^2 \) or the level of noise in (S1) and (S2), we note that a Gamma(4, 18) distribution has mean 72 for parameters \( u_{ij} \in A_k \), we then choose the value of \( \sigma^2 \) such that \( \sigma^2 \approx 72 + 72^2 \cdot \nu \). Then we use \( \sigma = 8.49, 9.22, 11.13 \) and 13.73, corresponding to four values of \( \nu \).

We simulate 1000 Hi-C matrices for each scenario, and use the top-down approach with significance levels \( \alpha_0 = 0.05 \) and 0.01 in Section 3.1 to estimate the numbers and locations of change-points, together with parameters \( u_{ij} \). For (S1) and (S2), we assume that \( x_{ij} \) only follow Gaussian distributions and hence the GLR test is based on test statistics (2.5). For (S3) and (S4), we assume that \( x_{ij} \) follows Gaussian, Poisson, and negative binomial distributions, respectively, and hence the GLR tests for change-points are based on test statistics (2.5), (2.6), and (2.7), respectively. We use four measures to evaluate the performance of change-point estimation. Besides the estimated number of change-points (denoted as \( \hat{K} \)), we also compute the mean square error for estimated parameters \( u_{ij} \) (i.e., \( MSE = \sum_{i,j} (u_{ij} - \hat{u}_{ij})^2/500^2 \)), true positive rates (TPR) and false discovery rates (FDR) for the number of change-points.

Table 1 summarizes the means and standard errors (in parentheses) of the four measurements for change-point estimation in scenarios (S1)-(S4). The difference between estimated and true number of change-points in all scenarios have average less then one. Compared to the noise level in the simulation, all MSE are quite small. All TPRs are close to one, and all FDRs range from 0.001 to 0.008, indicating the estimation for change-points is satisfactory.

4.2. Study two: Inference on hierarchical TADs

To study whether our procedure of estimating hierarchical organization of TADs performs well or not, we use the Hi-C datasets simulated and released in Forcato et al. (2017). There are two main reasons that their simulated datasets shall be used. First, Forcato et al. (2017) used quasi-negative-binomial generator modified from Lun and Smyth (2015) with each \( u_{ij} \) specifically designed, which approximates the real Hi-C data better. Second, Forcato et al. (2017) had compared several existing segmentation methods in their study, using the same datasets facilitates the comparison of our method to others. The simulated datasets in Forcato et al. (2017) consist of the following two types of specifications for Hi-C matrices.

(S5) Large size matrices with unnested TADs. This dataset consists of 25 simulated Hi-C matrices with noise levels 4%, 8%, 12%, 16%, and 20%. These simulated matrices
Table 1: Performance of change-point estimation in (S1)-(S4)

| Setting | $\sigma$ | $\hat{f}(x)$ | $\alpha = 0.05$ | $\alpha = 0.01$ |
|---------|----------|---------------|----------------|-----------------|
|         |          | $\mathcal{K} - \mathcal{K}$ | MSE | TPR | FDR | MSE | TPR | FDR |
| (S1)    | 8.49     | G             | .17 (.01) | .075 (.09) | 1 (0) | .0068 (5e-4) | .03 (.00) | .14 (.04) | 1 (0) | .001 (2e-4) |
|         | 9.22     | G             | .17 (.01) | .069 (.07) | 1 (0) | .0065 (5e-4) | .03 (.01) | .13 (.03) | 1 (0) | .0011 (2e-4) |
|         | 11.13    | G             | .17 (.01) | .079 (.08) | 1 (0) | .0065 (5e-4) | .03 (.01) | .15 (.03) | 1 (0) | .0011 (2e-4) |
| (S2)    | 8.49     | G             | .15 (.02) | 1.56 (.27) | 1 (0) | .0046 (4e-4) | .01 (.00) | .14 (.10) | 1 (0) | .0003 (9e-5) |
|         | 9.22     | G             | .13 (.01) | 1.23 (.17) | 1 (0) | .0041 (4e-4) | .02 (.00) | .16 (.05) | 1 (0) | .0005 (1e-4) |
|         | 11.13    | G             | .15 (.01) | 1.32 (.19) | 1 (0) | .0047 (4e-4) | .03 (.00) | .25 (.10) | 1 (0) | .0008 (2e-4) |
| (S3)    | 0.05     | P             | .37 (.01) | .90 (.11) | 1.0000 (7e-5) | .0070 (6e-4) | .03 (.01) | .20 (.04) | 1.0000 (7e-5) | .0014 (3e-4) |
|         |          | NB            | .19 (.01) | .84 (.09) | .9998 (8e-5) | .0077 (6e-4) | .03 (.01) | .15 (.03) | .9998 (8e-5) | .0013 (3e-4) |
|         |          | G             | .18 (.01) | .81 (.09) | 1 (0) | .0071 (5e-4) | .03 (.01) | .21 (.05) | 1 (0) | .0013 (2e-4) |
| (S4)    | 0.05     | P             | .17 (.01) | .89 (.10) | 1.0000 (4e-5) | .0069 (5e-4) | .04 (.01) | .19 (.04) | 1.0000 (4e-5) | .0015 (3e-4) |
|         |          | NB            | .19 (.01) | .96 (.10) | .9998 (4e-4) | .0078 (6e-4) | .04 (.01) | .31 (.06) | .9995 (1e-4) | .0020 (3e-4) |
|         |          | G             | .19 (.01) | .95 (.09) | .9998 (6e-5) | .0077 (6e-4) | .03 (.01) | .22 (.04) | .9999 (6e-5) | .0014 (3e-4) |
|         | 0.15     | P             | .15 (.01) | .82 (.10) | .9998 (6e-5) | .0062 (5e-4) | .02 (.00) | .14 (.03) | .9999 (8e-5) | .0048 (2e-4) |
|         |          | NB            | .17 (.01) | .77 (.09) | .9997 (1e-4) | .0070 (6e-4) | .03 (.01) | .22 (.05) | .9997 (1e-4) | .0016 (3e-4) |
|         |          | G             | .15 (.01) | .68 (.07) | .9999 (6e-5) | .0061 (5e-4) | .02 (.00) | .17 (.03) | .9999 (6e-5) | .0010 (2e-4) |
|         | 0.05     | P             | .15 (.01) | 1.38 (.20) | .9998 (9e-5) | .0060 (4e-4) | .03 (.01) | .29 (.08) | .9998 (9e-5) | .0010 (2e-4) |
|         |          | NB            | .16 (.01) | 1.19 (.18) | .9993 (2e-4) | .0056 (5e-4) | .03 (.01) | .31 (.08) | .9993 (2e-4) | .0015 (3e-4) |
|         |          | G             | .14 (.01) | 1.54 (.26) | .9999 (7e-5) | .0045 (4e-4) | .02 (.00) | .25 (.10) | .9999 (7e-5) | .0007 (2e-4) |
|         | 0.15     | P             | .12 (.01) | 1.22 (.27) | .9995 (2e-4) | .0042 (4e-4) | .03 (.01) | .37 (.25) | .9995 (1e-4) | .0013 (2e-4) |
|         |          | NB            | .14 (.01) | 1.38 (.21) | .9989 (2e-4) | .0055 (5e-4) | .03 (.01) | .22 (.04) | .9989 (2e-4) | .0020 (2e-4) |
|         |          | G             | .15 (.01) | 1.63 (.28) | .9998 (7e-5) | .0048 (4e-4) | .02 (.01) | .46 (.16) | .9998 (7e-5) | .0010 (2e-4) |
|         | 0.15     | P             | .16 (.01) | 1.42 (.20) | .9994 (6e-5) | .0057 (4e-4) | .04 (.01) | .41 (.11) | .9994 (1e-4) | .0017 (3e-4) |
|         |          | NB            | .14 (.01) | 1.54 (.36) | .9989 (2e-4) | .0053 (4e-4) | .03 (.01) | .25 (.04) | .9989 (2e-4) | .0020 (2e-4) |
|         |          | G             | .14 (.01) | 1.49 (.25) | .9998 (7e-5) | .0055 (4e-4) | .03 (.01) | .35 (.14) | .9998 (7e-5) | .0010 (2e-4) |

contain no nested TAD structures, and each simulated Hi-C matrix has size around 4500 with 171 diagonal blocks (or TADs).

(S6) Large size matrices with nested TADs. This dataset consists of 25 simulated Hi-C matrices with noise levels 4%, 8%, 12%, 16%, and 20%. Different from (S5), these simulated matrices contain nested TAD structures. In particular, each simulated profile has size around 4,500 and 910 diagonal blocks (or TADs) with three layers of hierarchical structure.

Since matrices $Y = (y_{ij})_{1 \leq i, j \leq n}$ are simulated as approximations to the raw data produced from the sequencing experiment, the elements in $Y$ follow the power law indicated by Lieberman-Aiden et al. (2009). Hence, before applying our method to estimate change-points and hierarchical TAD structures, we follow Lieberman-Aiden et al. (2009) and transform the matrix $Y$ to the matrix $X$ by $x_{ij} = y_{ij}/|i - j|^a$, where the scaling parameter $a$ can be estimated from the data. For transformed matrices $X$ in (S5), we apply the top-down method in Section 3.1 with GLR test statistic $2.7$ and significance level $\alpha_0 = 0.01$. To estimate the hierarchical structures in (S6), we use the top-down and bottom-up procedure in Sections 3.1 and 3.2 with GLR test statistic $2.7$ and significance level $\alpha_0 = 0.01$. To estimate the hierarchical structures in (S6), we use the top-down and bottom-up procedure in Sections 3.1 and 3.2 with GLR test statistic $2.7$ and significance level $\alpha_0 = 0.01$. To estimate the hierarchical structures in (S6), we use the top-down and bottom-up procedure in Sections 3.1 and 3.2 with GLR test statistic $2.7$ and significance level $\alpha_0 = 0.01$. To estimate the hierarchical structures in (S6), we use the top-down and bottom-up procedure in Sections 3.1 and 3.2 with GLR test statistic $2.7$ and significance level $\alpha_0 = 0.01$. To estimate the hierarchical structures in (S6), we use the top-down and bottom-up procedure in Sections 3.1 and 3.2 with GLR test statistic $2.7$ and significance level $\alpha_0 = 0.01$. To estimate the hierarchical structures in (S6), we use the top-down and bottom-up procedure in Sections 3.1 and 3.2 with GLR test statistic $2.7$ and significance level $\alpha_0 = 0.01$.
levels \((\alpha_0, \alpha_1) = (0.05, 0.001)\). Note that the significant levels \(\alpha_0\) and \(\alpha_1\) here serve as tuning parameters of change-points. In these studies, we assume that all \(x_{ij} \in X\) follow Gaussian (G), Poisson (P), and negative binomial (NB) distributions.

For matrices in (S5), we compute the difference between estimated and true numbers of change-points \(\hat{K} - K\), the TPR and FDR. These results, together with the standard errors, are presented in the upper panel of Table 2. Similar information on other methods can be found in Forcato et al. (2017). For comparison purpose we quote their testing results for TADtree (Weinreb and Raphael, 2015) and HiCseg (Lvy-Leduc et al., 2014) along with our method and IC-Finder (Haddad et al., 2017) in Figure 5. We find that MuChPoint (Brault et al., 2018) is not applicable to large Hi-C datasets of this size so their method is not presented here. Our estimations for change-points or boundaries of TADs are very accurate under moderate noise levels. Even in extremely high noise our performance is still reasonable.

Table 2: Estimates of hierarchical structures in (S5) and (S6) at different noise levels.

| Method | \(\hat{K} - K\) | TPR | FDR | TPR | FDR |
|--------|-----------------|-----|-----|-----|-----|
| 4%     | .9918 (.0040)   | .9847 (.0040) | .9706 (.0032) | .9377 (.0069) | .8294 (.0428) |
| 8%     | .9918 (.0030)   | .9893 (.0037) | .9708 (.0045) | .9377 (.0069) | .8294 (.0428) |
| 12%    | .9918 (.0044)   | .9836 (.0047) | .9708 (.0047) | .9377 (.0069) | .8294 (.0428) |
| 16%    | .9988 (.0012)   | .9930 (.0022) | .9812 (.0039) | .9459 (.0087) | .8271 (.0478) |
| 20%    | .9900 (0)       | .9173 (.0031) | .9176 (.0163) | .3618 (.0086) | .5169 (.0176) |

For matrices in (S6), we compute the difference between estimated and true numbers of change-points \(\hat{K} - K\), the TPR and FDR. These results, together with the standard errors, are presented in the upper panel of Table 2. Similar information on other methods can be found in Forcato et al. (2017). For comparison purpose we quote their testing results for TADtree (Weinreb and Raphael, 2015) and HiCseg (Lvy-Leduc et al., 2014) along with our method and IC-Finder (Haddad et al., 2017) in Figure 5. We find that MuChPoint (Brault et al., 2018) is not applicable to large Hi-C datasets of this size so their method is not presented here. Our estimations for change-points or boundaries of TADs are very accurate under moderate noise levels. Even in extremely high noise our performance is still reasonable.

Figure 5: \(\hat{K} - K\) (left), TPR (middle), and FDR (right) versus noise levels of four (our method: Solid; TADtree: Dashed; HiCseg: Dash-dotted; and IC-Finger: Dotted) for Scenario (S5). The results of TADtree and HiCseg are from Forcato et al. (2017).
Figure 6: TPR (left), and FDR (right) versus noise levels of four (our method: Solid; TADtree: Dashed; HiCseg: Dash-dotted; and IC-Finger: Dotted) for Scenario (S6). The results of TADtree and HiCseg are from Forcato et al. (2017).

For matrices in (S6), we follow Forcato et al. (2017) and present TPR and FDR for estimated change-points. These measures indicate the capacity of estimating change points at the bottom layer. The lower panel of Table 2 summarizes the TPRs and FDRs of the change-points in the bottom layer estimated by our top-down approach. For comparison purpose we quote the testing results for TADtree and HiCseg in Forcato et al. (2017) along with our method and IC-Finder, in Figure 6. We find the following advantages of our method. First, for fair levels of noise we obtain higher TPR and lower FDR. Actually, no other method can generate TPR higher than 0.75. Second, even under high noise our FDR is smaller than other approaches. While our method cannot differentiate TADs in bottom layer from their top (or root) layer in high noise, when boundaries between TADs and the complementary region are blurred. This explains our lower TPR in high noise level. As for overall performance, we excel in this scenario.

To have a better idea on the performance of our method, we show in Figure 7 two samples from (S6) with noise level 4%. The right case in Figure 7 was also tested in Forcato et al. (2017) so we quote their results for TADtree and HiCseg along with some other methods. Some of the approaches can identify top (or root) layer TADs, but only our method and TADtree capture hierarchical structures. Plus we are much better at detecting bottom layer blocks and achieve less false detection.

5. Real data analysis

5.1. Hi-C datasets

We use the procedures proposed in Section 3 to estimate hierarchical TAD structures in real data. In particular, we study the high resolution in situ Hi-C data of seven cell lines produced by Rao et al. (2015), which can be downloaded from the Gene Expression Omnibus (GEO) database (http://www.ncbi.nlm.nih.gov/geo/) with the access number of GSE63525. These seven cell lines are GM12878, HMEC, HUVEC, IMR90, K562, KBM7, and NHEK. Rao et al. (2015) used a segmentation algorithm, Arrowhead, to analyze their data and we denote their estimated TAD structures as Rao-TAD in the rest of the paper. To compare our results with Rao-TAD, we define the following measures:
• **Boundary matching rates.** If a boundary (change-point) of Rao-TAD and the closest among ours are within certain distance (number of bins in Hi-C matrix), we take them as matched. Then the boundary matching rate is defined as the proportion of matched boundaries among the total number of boundaries in Rao-TAD. We further perform a hypergeometric test to measure the significance of estimated TADs by our approach consisting of estimated TADs in Rao-TAD. In particular, we treat the set of all bins (i.e., all columns or rows of the Hi-C matrix) as a population and the estimates of Rao-TAD and our methods as successes and samples, respectively.

• **Overlapping rates.** We consider the overlapping rate of TAD bodies. Denote $A_j$ as $j$th Rao-TAD, and $\hat{A}_i$ as the TAD we estimated that share the longest overlapping region with $A_j$. The overlapping rate is the proportion of overlapping region over the minimal length of $\hat{A}_i$ and $A_j$. Then we average that of all Rao-TADs to get the overlapping rate for a whole cell line.

5.2. Identifying hierarchical architecture of chromosome organization

Following [Weinreb and Raphael](2015), we define the root of a TAD as order 1. If the root has sublevel TADs, the two sub-TADs are considered as order 2; similarly,
Table 3: Hierarchical levels of TADs.

| Cell line | #TADs | order 1 | order 2 | order 3 | ≥order 4 |
|-----------|-------|---------|---------|---------|---------|
| GM12878   | 8586  | 7743 (90.18%) | 687 (8.00%) | 96 (1.12%) | 14 (0.16%) |
| HMEC      | 8200  | 7072 (86.24%) | 690 (7.75%) | 98 (1.10%) | 16 (0.18%) |
| HUVEC     | 8903  | 8053 (90.45%) | 689 (7.62%) | 94 (1.04%) | 12 (0.13%) |
| IMR90     | 9043  | 8202 (90.70%) | 690 (7.75%) | 98 (1.10%) | 16 (0.18%) |
| K562      | 8801  | 8046 (91.42%) | 618 (7.02%) | 87 (0.99%) | 4 (0.05%)  |
| KBM7      | 6246  | 5402 (86.49%) | 647 (10.36%) | 131 (2.10%) | 21 (0.34%) |
| NHEK      | 7726  | 6935 (89.76%) | 652 (8.44%) | 87 (1.13%) | 6 (0.08%)  |

we define sub-sub-TADs as order 3, and so on. Applying the top-down and bottom-up approach proposed in Section 3 with \((\alpha_0, \alpha_1) = (0.05, 0.01)\), we analyze the high resolution in situ Hi-C data of seven cell lines. Table 3 show total number of TADs we find in each order level. We find that, although the highest order TAD we find is up to order 7, most of them are exhibited in orders 1 and 2 (97.86% ± 0.71%). This indicates that TAD hierarchical structures are mainly consists of order 1 TADs and maybe their one level of sub-TADs (usually corresponding to CTCF loops).

To validate our results on real Hi-C data, we compare our estimated hierarchical TADs with Rao-TAD and find that our method can recall their results across different cell lines. we find the following. First, the number of TAD boundaries (or change-points) estimated by our approach are proportionally allocated in 23 chromosomes similar to the that in Rao-TAD (all p-values > 0.23, chi-square test, two sides). Second, for boundary matching we find (18.36% ± 3.01%) our boundaries are exactly the same as Rao-TAD which is very significant by one-sided hypergeometric testing (All p-values < 1.0e-10). Considering that TAD boundaries are usually not sharply defined and may shift within a certain distance, we then lose the criterion for matching by allowing certain bin shift. Specifically, the boundary matching rates dramatically increase to 44.39% ± 6.46% within one-bin shift, 56.69% ± 6.39% within 2-bin shift, and 64.96% ± 5.4% with a 3-bin shift; see the boundary matching rates in Part A of Figure 8. Third, our overlapping rates are increased with more higher order sub-TADs included. Restricted to only order 1 TADs, our overlapping rates are 94.21% ± 1.87%. When sub-TADs of all hierarchical orders are included, our overlapping rates increase to 94.91% ± 1.616%; see panel B of Figure 8.

5.3. Integrative analysis of chromatin interactions and biological signals

To further demonstrate the advantage of our approach, we show how our method can be to delineate chromosomal organization and gene regulation by an integrative analysis of TAD structure and epigenetic markers. Histone proteins help packing DNA into structural units. Specifically, boundaries of TADs are primarily associated with CTCF and Rad21 binding peaks (Dixon et al., 2012; Rao et al., 2015). To demonstrate this, we take a 2M region of chromosome 3 from cell line GM12878 to analyze the relationship of TADs organization, histone modifications, and protein binding peaks. This region can be partitioned into three parts, where an active region is flanked by two repressed ones. The active region is exhibited by biological signals like RNA-seq signals, pol2 binding peaks and multiple histone modifications such as H3K4me3 and H3K27ac as shown in Figure 9. Our estimated
result, which has richer hierarchical structure, is better than Rao-TAD. Rao-TAD even failed to find any TAD in a large sub-region (chromosome 3:10700000-11300000) where clear blocks can be observed from the Hi-C interaction heatmap; see Figure 9. Our method reports four levels of TAD organization in the active region higher than that in the repressed ones, suggesting well spatially controlling for gene expressions.

In our early study, we have estimated chromosome regions as active and repressive for multiple cell lines (Chen et al., 2016). Hence we extend the above analysis to genome-wide by comparing hierarchical TAD structures between active and repressive regions in six human cell lines. We find TAD boundaries are significantly enriched in active regions as shown in Table 4 with one-sided fisher exact test. For instance, among the estimated 8,200 TAD boundaries in cell line IMR590, 5,494 boundary points are located in active regions (64,220 bins of 40k), which are almost twice of the 2,706 boundary points in repressive regions (46,400 bins of 40k). Thus, these results of genome-wide analysis clearly demonstrate that the active regions of cells usually exhibited more TADs that could be contributed to gene regulations.

6. Concluding remarks

Identification of TADs and their hierarchical structures is extremely important in the study of chromatin interaction. Since identification of TADs and their hierarchical structures in Hi-C profiles is essentially equivalent to multiple change-points analysis of matrix-variate data, existing multiple change-point methods for univariate and multi-variate data cannot be directly use. Therefore, we develop a theory of GLR tests for analysis of change-points in Hi-C matrices, and study the asymptotic properties of the test statistics. We show that the maximum of the GLR test statistic converges to a maxima on a Gaussian random field with two-dimensional indices. Based on these GLR tests, we then propose a top-down and bottom-up procedure to estimate the hierarchical TAD structures in Hi-C data. Our simulation studies shown that our method can precisely estimate hierarchical structures of...
Figure 9: Integrative analysis of TAD and histone modifications. A 2M region of chromosome 3 of GM12878 cell line shows one active region surrounding by two repressive regions. The histone modifications and TF binding peaks were obtained from ENCODE project and Roadmap epigenetics project.

TADs and is robust to various levels of noises. In the analysis of seven human cell lines, we demonstrated that our method performs better than several existing approaches, and furthermore, the hierarchical TAD structures obtained by our approach are consistent with divergent signals as histone modification and ChIP-seq data.

Besides developing GLR tests for change-points in Hi-C matrices, our method also makes the following contributions. First, as our change-point-based approach provides much more detailed structures of TADs than existing methods, the estimates obtained by our approach further reveals that active chromosomal regions contain more and higher order TADs than repressive regions. This provides new biological insights of precise gene regulation within active genomic regions. Second, since structural disorder of chromatin interactions have been widely observed at different levels, our proposed approach can be applied to the comparative analysis of TAD structures in cancer and normal Hi-C data. Third, besides Hi-C data, the proposed change-point test and segmentation procedures can also be applied
Table 4: Estimated numbers of bins and boundaries in active and repressive regions by our method.

| Cell Line | State     | Bins  | Boundaries | p-value  |
|-----------|-----------|-------|------------|----------|
| GM12878   | active    | 29293 | 2490       | 5.15e-18 |
|           | repressive| 81220 | 5553       |          |
| HESC      | active    | 55345 | 4540       | 7.92e-4  |
|           | repressive| 13010 | 950        |          |
| HUVEC     | active    | 54380 | 4420       | 4.48e-12 |
|           | repressive| 53832 | 3739       |          |
| IMR90     | active    | 64220 | 5494       | 2.98e-58 |
|           | repressive| 46400 | 2706       |          |
| K562      | active    | 20960 | 1781       | 3.50e-9  |
|           | repressive| 89932 | 6488       |          |
| KBM7      | active    | 34269 | 2090       | 4.83e-15 |
|           | repressive| 75936 | 3716       |          |

to analyze 5C data, which are another type of data produced by 3C-based experimental techniques.
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Appendix. Proofs of Theorems 1 and 2

Proof of Theorem 1. For the assumption of Gaussian distributions, some algebra shows directly that $2\sigma^2 \text{GLR}_{G,m} = Z_m$. For the assumption of Poisson distributions, consider $x_{ij}$ in region $A$ under the null, $S_A/|A| = \mu_0 + o_p(|A|^{-1/2})$. The first order Taylor expansion of $\log(S_A/|A|)$ around the mean $\mu_0$ is $\log(S_A/|A|) = \log \mu_0 + (S_A/|A| - \mu_0)/\frac{\mu_0}{|A|} + o_p(|A|^{-1/2})$, hence $S_A \log(S_A/|A|) = S_A(\log \mu_0 - 1) + S_A^2/(|A|\mu_0) + o_p(1)$. Similarly, we have first order expansion for $S_{nk} \log(S_{nk}/|A|)$, $k = 1, 2$, and $S_{R1,m,n} \log(S_{R1,m,n}/|R1,m,n|)$. Hence, under the null hypothesis, we have

$$\mu_0 \text{GLR}_{P,m} = \frac{S_{A1}^2}{|A1|} + \frac{S_{A2}^2}{|A2|} + \frac{S_{R1,m,n}^2}{|R1,m,n|} - \frac{S_A^2}{|A|} + o_p(1) = Z_m + o_p(1).$$

For the assumption of negative binomial distributions, we can argue analogously. For example, for $x_{ij}$ in region $A$ under the null, $S_A/|A| = \mu_0 + o_p(|A|^{-1/2})$. The first order Taylor expansion around the mean $E(S_A/|A|) = (1 - \phi)\mu_0/\phi$ yields

$$\log \left( \frac{S_A/|A|}{\phi + S_A/|A|} \right) = \log(1 - \phi) + \frac{\phi^2}{(1 - \phi)\mu_0} \left( \frac{S_A}{|A|} - \frac{(1 - \phi)\mu_0}{\phi} \right) + o_p(|A|^{-1/2}).$$

Hence,

$$S_A \log \left( \frac{S_A/|A|}{\phi + S_A/|A|} \right) = S_A[\log(1 - \phi) - \phi] + \frac{\phi^2}{(1 - \phi)\mu_0} \frac{S_A^2}{|A|} + o_p(1).$$

Similarly, we have first order expansion for $S_{nk} \log(S_{nk}/|A|)$, $k = 1, 2$, and $S_{R1,m,n} \log(S_{R1,m,n}/|R1,m,n|)$. Then, under the null hypothesis, we have

$$\frac{(1 - \phi)\mu_0}{\phi^2} \text{GLR}_{NB,m} = \frac{S_{A1}^2}{|A1|} + \frac{S_{A2}^2}{|A2|} + \frac{S_{R1,m,n}^2}{|R1,m,n|} - \frac{S_A^2}{|A|} + o_p(1) = Z_m + o_p(1).$$

Therefore, The GLR statistics (2.5)–(2.7) are asymptotically equivalent to the test statistic $Z_m$ for the test of the null hypothesis of no change-point against the alternative of one change-point at $m$. Since $m$ is unknown, the asymptotic GLR test rejects the null if the maxima of $Z_m$, $\tilde{Z} = \max_{m_0 \leq m \leq m_n} Z_m$, is too large. \hfill \Box

Proof of Theorem 2. It is obvious that, as $n \to \infty$,

$$|A1|/n^2 \to \frac{1}{2} t^2, \quad |A|/|A \cup R1,m,n| \to \frac{t}{2 - t}, \quad |A1 \cup R1,m,n|/|A| \to t(2 - t).$$

Then by the Donsker's theorem, $S_{A1}/\sqrt{n^2} \to G_{A1}$, $S_{A1 \cup R1,m,n}/\sqrt{n^2} \to G_{A1 \cup R1}$, and $S_A/\sqrt{n^2} \to G_A$. Hence, $Z_m \to g_1$, and $\tilde{Z} \to g_\delta$ for $m_0/n \to \delta > 0$. \hfill \Box