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Abstract. This study was conducted to find out what has not been discussed in last research in domain text mining and NLP using Deep Learning. In this literature review has covered more than 50 articles that can be accessed from a various portal of scientific articles. The focuses are conducted on important elements of a network and what influences them. The results of this study indicate that currently, more research discusses how data is presented. This is due to the assumption that input data is very important in performance of an algorithm. modification of network architecture and a combination of techniques are also attracted researchers. The next studies are many research points that can be done in text mining and NLP using Deep Learning. Especially on input features, learning methods, and the others issues in the domain of Text mining and NLP.

1. Introduction
Deep Learning is part of Artificial Neural Network. Deep Learning was introduced in 1986 by Rina Dechter [1] and google trends “says” that the algorithm continues to grow to start "booming" around 2014. Research conducted using deep learning has been done in many fields. They are medical imaging, Bioinformatics, speech recognition, including Text mining and Natural language processing (NLP). Text mining and NLP are two fields of research that mutually exclusive. Both of these fields, processing text from unstructured documents, such as data that can not be classified or sorted numerically [2]. According to google trend, NLP is more interesting than text mining. Nonetheless, internet technology causes the number of documents containing natural languages increase sharply. Both text mining and NLP are required to handle this document surge.

A review of some research using Deep Learning was done by Marta et al. in an article that addresses issues on Deep Learning in Machine Translation [3]. In Machine Translation domain, they review from a standpoint of issues in statistical machine translation. Another review was done by Guoqiang et al in an article that discusses how to learn machine learning cases based on a data representation [4]. In the Deep Learning for Big Data article, Bilal Jan et al compared various techniques in Deep Learning. They tested various combinations of Deep Learning parameters and architectures [5].

More than 50 studies have been reviewed to get some ideas of what other researchers have done and what to do next. This literature review shows that there are currently many studies that modify the
architecture, data representation, and combinations of techniques or incorporate all three with Deep Learning. However, none of these studies specifically address the main issues in Text mining and NLP domains. Such as context recognition or feature selection. Another thing that still needs to be examined is the appropriate network model for certain cases.

2. Method
The focus of this study is to review some literature that used Deep Learning to solved problems related to text mining and NLP. This review was conducted on over 50 studies undertook Deep Learning development. The literature used are sourced from Science Direct, Elsevier, IEEE, Arxiv and several other portals. Publication span between 2010 and 2018. All articles grouped by their focus. In this study, the articles divided into 3 groups namely, data representation, modify the network architecture, and research that developed learning method by adding certain algorithms, or by combining the three.

3. Results
Reviews were conducted on over 50 published studies from 2011 until early 2018. Discussions are based on main contributions each research undertakes. In this study, the point of view of discussion will be divided into architectural modification, how to represent data to be processed, and add other methods or algorithms respectively in sections 3.1, 3.2, and 3.3. All three of these points may be many incisions and are part of "Now" while "Next" is in part 4.

3.1. Architecture
In this section, the discussion focus on research that modifies neural network architecture. Modifications are generally made as a necessary adjustment to system requirements. Most of it is on the hidden layer, activation function or training method that affects the overall performance of the neural network. According to Andrew Ng in a lecture of Machine Learning, stated that the things that must be considered in Machines Learning are how to modify the network properly, choose a favorable optimization method and able to prevent the occurrence of overfitting. Networks can be modified based on activation functions such as Maxout and Rectified Linear Unit (ReLU). Network optimization in Deep Learning generally uses Adagrad, Adam, Adasecant etc. Finally, to prevent Deep Learning over fit using Dropout method.

In general, researchers modify the activation function by using ReLU [6, 7] or Maxout [8, 9]. Modifications on the Hidden Layer are performed using Restricted Boltzmann Machines (RBM) in the summarization system based on queries using RNN [10]. The CNN architecture was tailored to a number of words in the sentence. Thus the channel used is static and dynamic [11]. Kamran kowsari et al. has classified the sentence with the hierarchical architecture. At parent level, the sentence was classified into a more general class than the child level [12]. Local attention in a document is done by modifying the model of Neural Network Language Model developed by Bengio [13, 14].

In the NLP domain, the architecture was tailored to the purpose of the developed system. In systems that define Biomedical entities, the RNN architecture is adapted to NE [15]. Architecture Bilingual Compositional Sentence Model (BiCVM) [16] and Conditional Neural Language Models (CNLM) [17] combined in parsing semantics for question answering system [18]. RNN Encoder-Decoder for a translation engine developed though Kyunghyun Cho et al. Their research aims was training RNN to recognize phrases. Variables of varying length are trained so as having a fixed length (RNN encode). Then, re-trained into different (RNN decode) [19].

3.2. Data representative
All studies definitely need data for training and testing, but how data represented to have an effect on the results of the study. Unstructured data require preprocessing such as tokenizing, filtering or even stemming. In this section, a section that focuses on data representation.
The research topics in the text mining domains discussed in this section are analytics sentiments, automated summaries, retrieval systems, etc. Sentiment data such as Twitter or product reviews are most commonly used to classify text. This is because the sentence length is relatively short, but has a large number of data. The problem arises because in the data there is often a grammatical error. There are several processes performed to present the data used for example by filtering keywords [6, 20], feature extraction [21, 22], morphological analysis [23], word embedding [24, 25] and dimensional reduction [26].

Methods and objectives of data presentation are the main contributions of several studies. Some of these are an adaptation to large training data with a large number of targets. It is done by extracting features Stacked Denoising Autoencoder (SDA) and SVM [27], to facilitate the classification of sentiment [28], generates features using NTUSD, HowNet-VSA, NTUFSD and iMFinanceSD [29]. To overcome the meaning of the word "no" which is not necessarily negative means was done by arranging the text to form coordinates and results [30]. Assume interest as a verb and topic were considered a noun [31]. Each word in the source document was attached with POS, NER, TF and IDF [32]. Train data set by non-linear mapping [33]. Clustering on the NeuroSynth corpus by word and embedding documents [25].

In the NLP domain, Deep Learning was tested on cases such as an interpreter machine, an answer selection system, a conversation, or to build a corpus. It is necessary for NLP itself such as Name Entity tagger, POS tagger, or chunking for a language. LSTM is used to recognize conversations in Indonesian [34] and CNN to recognized multiclass in the data set [35]. Some data representation methods discussed in this section such as model questions with answers as vectors to connect the two [36], building a multilayer neural network that can be used for various tasks related to NLP such as POS tagging, chunking, NER and role labeling in semantics. Network flexibility is overcome without providing too many specific processes [37,38], and measure the interrelationship between sentences using WordNet for the knowledge base and corpus generated using Deep Learning vector space [39].

### 3.3. Technical embedding

The initial idea of Deep Learning development was learning to clarify what happens in the hidden layer. In traditional Neural Network, there is an unknown process occurring in the hidden layer. However, this is not yet fully feasible. In this section, some studies still use additional methods to help Deep Learning performance.

Technical embedding in this section is to add another algorithm that has been widely used. The techniques used in some research were greedy algorithm [40], Random Term Frequency and Stochastic Auto-Encoder version [41], Word Graph representation [42], Greedy algorithm and Integer Linear Programming [43], linear machine learning [44] and DCNN for modeling sentence by adding N-gram and Bag of Word [45]. Some studies even used a group of machine learning algorithms at a time to solve the problem, for example, CNN and Gated RNN were used for sentiment classification [46], combine LDA to model the topic of a sentiment with LSTM and CRF [47], RNN with LSTM, Naïve Bayes with Support Vector Machine(NB-SVM) also word2vec and bag-of-words [48], distributed Maximally Collapsing Metric Learning (tMCML) [49] which maps the probability function of training data [50].

Similar to what has been done in text mining, various techniques are also added in NLP. Research that adds other techniques to identify POS Tag in English and Portuguese by using unsupervised methods to train words, and supervised for characters [51], SVM and Tf-Idf [52], combine kernel in Deep architecture [53] or CNN and word embedding [54]. A recursive technique was done to parse segments of some image and sentence features, to produce a complete view and sentence [55].

### 4. Discussion

Architecture in Deep Learning has indeed become the focus of most basic research. However, most studies undertake further development of the results obtained in case development [19, 31]. Few researchers specifically address the effect of modifications on the hidden layer on the expected features. Other than that
it was expected to realize Deep Learning which is completely free from feature engineering [56]. Architectures can also be developed based on the data set [12, 38]. Deep Learning parameter test was also a concern [30].

In addition to enhancing other algorithms, the process of Deep learning can be improved by utilizing available training data. In addition, the process of Deep learning can be improved by utilizing the available training data. Several studies have led to handling of data set. Large data set were trained because they required alignment using Bootstrap [18, 25]. Data set can also be combined with other data from several related subjects [34, 53] or in polarized data [20]. The structure of a sentence in the NLP domain may also affect the technique to be used [13, 23, 28, and 36].

Deep Learning’s initial idea was to use the hidden layer as a feature descriptor. Nonetheless, adding other techniques to better interests was still considered legitimate. The use of word extraction methods and information in sentences such as POS tags, NER, or chunk [35, 51]. The relationship between the document and the cluster image becomes an advanced document classification work based on the image [25]. Some optimization methods [26] or sentence features are added to have improved network performance [21, 41].

Modifications on the hidden layer, learning methods or learning parameters should not make the overall complexity of the system higher. The simplicity of the process in Deep Learning should take precedence. The issue of features selection in text mining has not been noticed. In further research, the relationship between extraction and features selection with hidden layers were still needed. A lot of big questions and high expectations on in-depth learning to be non-specific or Deep Learning Generalization still untouched. Whether Deep Learning was able to recognize the context of sentences or documents.

5. Conclusion
We have submitted a brief initial discussion on some research in Text Mining and NLP that use Deep Learning at this time. So, there was still many research gaps to develop Deep learning especially in text mining and NLP. How Deep Learning understand issues such as the context of a sentence, the effect of features on performance and architecture were still unanswered issues. Finally, this short review was expecting something to be used for basic research that new to Deep Learning or for those who want to know the direction of developing Deep Learning especially in the Text Mining and NLP domains.
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