Quantum simulation is at the heart of the ongoing “second” quantum revolution, with various synthetic quantum matter platforms realizing evermore exotic condensed matter and particle physics phenomena at high levels of precision and control. The implementation of gauge theories on modern quantum simulators is especially appealing due to three main reasons: (i) it offers a new probe of high-energy physics on low-energy tabletop devices, (ii) it allows exploring condensed matter phenomena that are prominent in gauge theories even without a direct connection to high-energy physics, and (iii) it serves as a banner of experimental benchmarking given the plethora of local constraints arising from the gauge symmetry that need to be programmed and controlled. In order to faithfully model gauge-theory phenomena on a quantum simulator, stabilizing the underlying gauge symmetry is essential. In this brief review, we outline recently developed experimentally feasible methods introduced by us that have shown, in numerical and experimental benchmarks, reliable stabilization of quantum-simulator implementations of gauge theories. We explain the mechanism behind these linear gauge protection schemes, and illustrate their power in protecting salient features such as gauge invariance, disorder-free localization, quantum many-body scars, and other phenomena of topical interest. We then discuss their application in experiments based on Rydberg atoms, superconducting qubits, and in particular ultracold neutral atoms in optical superlattices. We hope this review will illustrate some facets of the exciting progress in stabilization of gauge symmetry and in gauge-theory quantum simulation in general.

CONTENTS

I. Introduction 1
II. Setting 2
III. Linear gauge protection 4
   A. In terms of the local generator 4
   B. In terms of a local pseudogenerator 5
IV. Stabilizing exotic far-from-equilibrium phenomena 6
   A. Quantum many-body scars 6
   B. Disorder-free localization 6
V. Experimental applications 7
VI. Conclusion 8
Acknowledgments 9
References 9

* jad.halimeh@physik.lmu.de
† philipp.hauke@unitn.it
uses Gauss’s law to integrate out redundant degrees of freedom, i.e., it expresses the state of the electric fields through charge configurations or vice versa [16–20]. This approach led to the first successful quantum simulations of lattice gauge theories in trapped ions [21] and Rydberg atoms [22, 23], which were followed briefly thereafter by various other experiments and refined proposals [24–30]. This approach has advantages in making efficient use of resources and it ensures the conservation of Gauss’s law by hardcoding it into the simulator. However, the resultant interactions can sometimes be of complicated local or nonlocal form, and errors in the quantum devices can lead to unphysical interpretations, such as a particle with infinite attached electric-field string appearing out of the vacuum [21, 31]. The second approach, which historically was at the basis of the first series of proposals for gauge-theory quantum simulations [32–39], keeps both matter and gauge fields as dynamical degrees of freedom in the quantum simulator. This gives some flexibility in realizations, e.g., through degenerate perturbation theory, and has led to successful experiments in various platforms [40–46]. Maybe even more interestingly, as Gauss’s law is not imposed a priori, this second approach permits one to test fundamental questions about the possible emergence of gauge invariance in nature [47–52]. However, Gauss’s law then needs to be stabilized by some other means.

In this article, we review recent theoretical and experimental progress in stabilizing gauge symmetry in quantum simulators, embarking from our personal and thus necessarily limited point of view. We focus mostly on low-dimensional systems, where the bulk of current experimental implementations have been realized and where numerical benchmarks are possible thanks to powerful tensor-network methods, as well as on Abelian symmetries. In particular, we review the framework of linear gauge protection, where simple single-particle terms proportional to Gauss’s law are added to a faulty Hamiltonian, which dynamically stabilizes gauge symmetry. These are akin to, but experimentally significantly simpler for nonequilibrium quantum simulation, than energy penalties that are quadratic in Gauss’s law, which force the low-energy manifold to approximately obey Gauss’s law [32–34, 36, 37, 39, 53–61]. We discuss what has been shown for linear gauge protection rigorously analytically as well as in numerical studies through exact diagonalization (addressing long times) and infinite matrix product states (addressing systems in the thermodynamic limit). We further illustrate the power of linear gauge protection for stabilizing salient phenomena such as disorder-free localization (DFL) and quantum many-body scars (QMBS), and we give a glimpse on recent experimental implementations and proposals.

In this proceedings article, we focus mostly on works we have been personally involved in, but it is worth stressing that the program of ensuring gauge invariance in quantum simulators is a community effort that is seeing a strong current momentum. Other closely related approaches for protecting gauge symmetry employ, e.g., engineered dissipation [53], dynamical decoupling [62], or pseudo-random gauge transformations [63]. Symmetry protection in a general setting, i.e., also of global symmetry, is also a prospect of large current interest [64, 65], and has also been employed beneficially in a trapped-ion simulation of a lattice gauge theory [30]. Finally, the complexity of models inspired from the interacting degrees of freedom of gauge theories, but without respecting the underlying gauge symmetry, can give rise to intriguing many-body phenomena and is worthwhile of investigations in its own right [66, 67].

This review is structured as follows: In Sec. II, we introduce the setting of our problem, which involves faulty gauge theories with dynamical matter and gauge fields, and we review previous methods utilized to stabilize them on quantum simulators. In Sec. III, we discuss the concept of linear gauge protection based on local generators and also on local “pseudogenerators”. We showcase how linear gauge protection stabilizes quantum many-body scars and disorder-free localization in Sec. IV. In Sec. V, we discuss experimental applications and proposals involving linear gauge protection. Finally, in Sec. VI, we conclude and provide an outlook.

II. SETTING

In this work, we focus on Abelian lattice gauge theories (LGTs), described ideally, i.e., in an error-free setting, by Hamiltonian $\hat{H}_0$ [explicit examples are given further below, see Eqs. (3) and (9)]. The system has $L$ lattice sites, where matter fields reside, and $L$ links, where gauge and electric fields exist. Unless otherwise stated, we will assume periodic boundary conditions throughout this work. The gauge symmetry of $\hat{H}_0$ is generated by the operators $\hat{G}_j$ (Gauss’s law generators), and gauge invariance is encoded through the commutation relations $[\hat{H}_0, \hat{G}_j] = 0, \forall j$. Gauge-invariant states $|\phi\rangle$ are simultaneous eigen-
states of all local generators: \( \hat{G}_j |\phi\rangle = g_j |\phi\rangle, \forall j \). The eigenvalues \( g_j \) can be seen as background charges, a set of which over the volume of the system defines a gauge superselection sector \( g = (g_1, g_2, \ldots, g_L) \). A given superselection sector imposes a specific relation between matter occupation at site \( j \) and the allowed electric-field configurations at its two neighboring links; see Fig. 1. In the basis of the generators \( G_j \), the Hamiltonian \( \hat{H}_0 \) can be block-diagonalized, with each block representing a unique superselection sector; see yellow blocks in Fig. 2. Due to its gauge symmetry, \( \hat{H}_0 \) can only drive dynamics within each superselection sector (intrasector dynamics) and cannot couple different superselection sectors (intersector dynamics).

In realistic SQM implementations of LGTs with dynamical matter and gauge fields [40–46] (the second approach mentioned in Sec. I), gauge-breaking errors \( \lambda \hat{H}_1 \) of some strength \( \lambda \), even if small, will unavoidably arise. If left uncontrolled, such errors, even when merely perturbative, can drastically modify the system dynamics at sufficiently long times or in its ground state, such that it can no longer be associated with a gauge theory [68, 69]. It is thus essential to devise experimentally feasible approaches to stabilize the gauge symmetry in such SQM implementations. In recent years, various proposals have been presented that mitigate such unavoidable experimental errors through energetic constraints [32–34, 36, 37, 39, 53–61, 63].

Most of the original proposals involved turning the target superselection sector \( g^{\text{tar}} = (g_1^{\text{tar}}, g_2^{\text{tar}}, \ldots, g_L^{\text{tar}}) \) into a ground-state manifold by introducing a quadratic protection term of the general form [61]

\[
V \hat{H}_{\text{quad}} = V \sum_{j=1}^{L} \left( \hat{G}_j - g_j^{\text{tar}} \right)^2, \tag{1}
\]

with strength \( V \). For a U(1) lattice gauge theory similar to QED in equilibrium [Eq. (3) below], this has been shown to lead to a gauge-symmetry violation quantum phase transition in the system of Hamiltonian \( \hat{H}_0 + \lambda \hat{H}_1 + V \hat{H}_{\text{quad}} \) at a critical value of \( V/\lambda \), above which the system is in a phase characterized by a renormalized gauge theory that retains the critical features of the original model \( \hat{H}_0 \) [68], in the spirit of a Higgs transition [48, 55, 71, 72] and similar to what has been discussed for topological states of matter [73, 74].

Such quadratic protection schemes have also been demonstrated through classical simulations and analytic arguments to work reliably in out-of-equilibrium scenarios. A useful figure of merit to quantify the performance of the protection is the gauge violation, defined as the average variance of the Gauss’s law generators with respect to the target sector,

\[
\varepsilon(t) = \frac{1}{L t} \int_0^t ds \sum_{j=1}^{L} \langle \psi(s) | (\hat{G}_j - g_j^{\text{tar}})^2 |\psi(s)\rangle, \tag{2}
\]

where \( |\psi(t)\rangle = e^{-i\hat{H}t} |\psi_0\rangle \) and \( \hat{H} = \hat{H}_0 + \lambda \hat{H}_1 + V \hat{H}_{\text{quad}} \) is the faulty theory. At sufficiently large \( V \), the gauge violation can be shown to settle into a plateau of value \( \propto \lambda^2/V^2 \) at a timescale \( \propto 1/V \), which lasts up to all numerically accessible times for finite systems [61] and also in the thermodynamic limit [75]. This method has even been shown to work well for non-Abelian gauge theories [76].

However, a major drawback of the quadratic protection scheme is that Eq. (1) is very challenging to realize experimentally. Indeed, \( G_j^2 \) usually includes terms that
are at least quadratic (in case \( \hat{G}_j \) is composed of at most single-body terms). Furthermore, quadratic protection necessarily energetically isolates a given target superselection sector from all its counterparts, which is not useful in applications where the dynamics is across several sectors simultaneously. In the following, we will review an approach we have developed that solves both these issues \cite{77}.

### III. LINEAR GAUGE PROTECTION

Let us first consider a setting where we are interested in the dynamics occurring only within a given target superselection sector \( \mathbf{g}^\text{tar} \). In an SQM implementation, this would entail quantum-simulating the quench dynamics of a given LGT, starting in a gauge-invariant initial state \( |\psi_0\rangle \) residing in the target gauge sector: \( \hat{G}_j |\psi_0\rangle = g_j^\text{tar} |\psi_0\rangle \), \( \forall j \). In an ideal situation, the time-evolved wave function \( |\psi(t)\rangle \) should also reside in the superselection sector \( \mathbf{g}^\text{tar} \), which would indeed be the case if the dynamics was propagated by only \( \hat{H}_0 \). However, as mentioned, in a realistic SQM implementation there will be unavoidable gauge-breaking errors \( \Delta \hat{H}_1 \) that will cause \( |\psi(t)\rangle \) to “leak” out of the target sector. An experimentally feasible way to stabilize the gauge symmetry of the model in presence of these errors is to introduce protection terms linear in the gauge-symmetry local generator \cite{77}. In case the local generator is itself complicated to implement, a further experimental simplification can be obtained by enforcing the protection through a local pseudogenerator (LPG) \cite{78}.

#### A. In terms of the local generator

If the LGT possesses a local generator that is composed of at most single-body terms, its experimental addition to the Hamiltonian is straightforward and there is no need for an LPG. This is, e.g., the case of the spin-\( S \) U(1) quantum link model (QLM) \cite{79–81}

\[
\hat{H}_0 = \sum_{j=1}^{L} \left[ \frac{J}{2\sqrt{S(S+1)}} (\hat{\sigma}_j^- \hat{s}_{j,j+1}^z + \text{H.c.}) + \frac{\mu}{2} \hat{\sigma}_j^x + \frac{\eta}{2} (\hat{s}_{j,j+1}^z)^2 \right].
\]

Equation (3) converges to the lattice Schwinger model in the Kogut–Susskind limit \( S \to \infty \). Often, even surprisingly small spin representations already allow for reliable extrapolations to the limit of the lattice Schwinger model \cite{82, 83}, a feature that has been observed also in other truncation schemes of the gauge field \cite{24, 56, 84–86}. The QLM formulation has the advantage over some of these that it preserves the canonical commutation relations between electric field and parallel transporter (exponential of vector potential) \cite{79–81}.

The generator of the U(1) gauge symmetry of Eq. (3) is

\[
\hat{G}_j = (-1)^j \left[ \hat{s}_{j-1,j}^z + \hat{s}_{j,j+1}^z + \frac{\hat{\sigma}_j^z + 1}{2} \right],
\]

which can be interpreted as a discretized version of Gauss’s law from QED. Importantly, this generator is composed of only single-body terms, which add little experimental overhead in typical SQM setups \cite{43, 46}. We now introduce the linear gauge protection term

\[
V \hat{H}_G = V \sum_{j=1}^{L} c_j \hat{G}_j.
\]

The protection sequence \( c_j \) is pivotal to the efficacy of the linear gauge protection (5). Ideally, it must be tailored in such a way that, at sufficiently large \( V \), the target sector is energetically completely separated from other superselection sectors. This can be achieved when \( c_j \) is composed of rational numbers obeying the compliance condition

\[
\sum_{j=1}^{L} c_j (g_j - g_j^\text{tar}) = 0 \iff g_j = g_j^\text{tar}, \forall j.
\]

Indeed, as proven by the Gauge-Protection Theorem detailed in Ref. \cite{77}, such a sequence guarantees a controlled gauge violation (2) up to a timescale exponential in a volume-independent \( V \) \cite{87}. However, an experimentally nontrivial challenge arises in the case of such a compliant sequence \( c_j \), as it would have to grow exponentially with system size for a fixed value of \( V \). Thus, although \( V \) itself is volume-independent \cite{77}, \( c_j \) is not. While this issue may be secondary for small-size realizations, it poses a problem for large-scale SQM implementations.

Nevertheless, dependent on the error model, one can employ simpler noncompliant periodic sequences, even as simple as \( c_j = (-1)^j \). These can be shown analytically through the concept of quantum Zeno dynamics \cite{88–91} to stabilize gauge invariance up to timescales at least linear in \( V \), during which the dynamics under the faulty LGT \( \hat{H} = \hat{H}_0 + \lambda \hat{H}_1 + V \hat{H}_G \) is reproduced by the effective
Zeno Hamiltonian

\[ \hat{H}_{\text{QZE}}^{\text{tar}} = \hat{H}_0 + \lambda \hat{P}_{g^{\text{tar}}} \hat{H}_1 \hat{P}_{g^{\text{tar}}}, \]  

(7)

Here, \( \hat{P}_{g^{\text{tar}}} \) is the projector onto the target sector \( g^{\text{tar}} \), i.e., the dynamics of the effective Zeno Hamiltonian falls into the ideal sector of conserved Gauss’s law. The linear gauge protection (5) with \( c_j = (-1)^j \) has been demonstrated to suppress the gauge violation (2) in the target sector up to all numerically accessible times in both finite systems through exact diagonalization (ED) [77] and in the thermodynamic limit using infinite matrix product state (iMPS) techniques [75], for experimentally relevant gauge-breaking errors.

It is important to note that Eq. (7) is the effective Hamiltonian when restricting to the target sector \( g^{\text{tar}} \). However, as we will discuss in Sec. IV B, situations can be of interest where the initial state is a superposition of an extensive number of superselection sectors [92, 93], instead of a single one as above. In such cases, and with the appropriate sequence \( c_j \), the Zeno Hamiltonian takes the more general form [94],

\[ \hat{H}_{\text{QZE}} = \hat{H}_0 + \lambda \sum_g \hat{P}_g \hat{H}_1 \hat{P}_g, \]  

(8)

where \( \hat{P}_g \) is the projector onto the superselection sector \( g \). Though no longer restricted to a single superselection sector, the effective dynamics—again up to timescales at least linear in \( V \)—nevertheless does not couple different superselection sectors.

B. In terms of a local pseudogenerator

The generator (4) of the spin-\( S \) U(1) QLM (3) is ideal for linear gauge protection, given that it is composed of only single-body terms. However, not all gauge theories possess such a simply gauge-symmetry local generator. For example, a paradigmatic model that has recently been at the center of several experiments [40, 41, 45, 46] is the \( Z_2 \) LGT, described by the Hamiltonian [69, 95–99]

\[ \hat{H}_0 = \sum_{j=1}^{L} \left[ J (\hat{b}_{j+1}^{\dagger} \hat{b}_{j+1} \hat{b}_{j} \hat{b}_{j+1} + \text{H.c.}) - h \hat{\tau}_x^{j,j+1} \right]. \]  

(9)

The associated \( Z_2 \) gauge-symmetry local generator is the three-body term

\[ \hat{G}_j = (-1)^{n_j} \hat{\tau}_x^{j-1,j} \hat{\tau}_x^{j,j+1}, \]  

(10)

where \( [\hat{H}_0, \hat{G}_j] = 0, \forall j \). Here, the hard-core bosonic ladder operators \( \hat{b}_j, \hat{b}_j^{\dagger} \) represent the matter field on site \( j \), with \( n_j = \hat{b}_j^{\dagger} \hat{b}_j \) the corresponding boson number operator, and the Pauli operator \( \hat{\tau}_x^{j,j+1} \) represents the gauge (electric) field at the link between the sites \( j \) and \( j+1 \).

Implementing the linear gauge protection scheme (5) with the generator in Eq. (10) in modern SQM devices is challenging as it requires the realization of three-body terms. It is therefore necessary to search for alternative, experimentally more feasible approaches. For this purpose, the local pseudogenerator (PG) has been proposed, [78]

\[ \hat{W}_j = \hat{\tau}_x^{j-1,j} \hat{\tau}_x^{j,j+1} + 2g_j^{\text{tar}} \hat{n}_j, \]  

(11)

which obeys the relation

\[ \hat{W}_j | \phi \rangle = g_j^{\text{tar}} | \phi \rangle \iff \hat{G}_j | \phi \rangle = g_j^{\text{tar}} | \phi \rangle, \]  

(12)

where \( \{| \phi \rangle \} \) is the set of all gauge-invariant states. An implication of relation (12) is that \( \hat{W}_j \) and \( \hat{G}_j \) are identical to each other in the target gauge superselection sector \( g^{\text{tar}} \). One can therefore employ the linear gauge protection term

\[ V \hat{H}_W = V \sum_{j=1}^{L} c_j \hat{W}_j, \]  

(13)

for which the formalism of Ref. [77] can be extended to obtain the Zeno Hamiltonian

\[ \hat{H}_{\text{QZE}}^{\text{tar}} = \hat{H}_0 + \lambda \hat{P}_{g^{\text{tar}}} \hat{H}_1 \hat{P}_{g^{\text{tar}}}, \]  

(14)

for quenches starting in the target sector [78].

However, and quite intriguingly, for applications when the dynamics involves an extensive number of superselection sectors, an enriched Zeno Hamiltonian emerges,

\[ \hat{H}_{\text{QZE}} = \sum_w \hat{P}_w (\hat{H}_0 + \lambda \hat{H}_1) \hat{P}_w, \]  

(15)

where \( \hat{P}_w \) is the projector onto the superselection sector \( w \) of the local symmetry associated with the LPG. Unlike Eq. (14), the Hamiltonian in Eq. (15) encodes the full structure of the local symmetry associated with the LPG \( \hat{W}_j \). This is nontrivial because this symmetry is richer than the \( Z_2 \) gauge symmetry generated by \( \hat{G}_j \) of Eq. (10), and we will discuss later how this can lead to rich physics in the case of DFL. In particular, the local symmetry associated with \( \hat{W}_j \) contains the \( Z_2 \) gauge symmetry:

\[ [\hat{H}', \hat{W}_j] = 0, \forall j \Rightarrow [\hat{H}', \hat{G}_j] = 0, \forall j, \]  

(16)

for a given Hamiltonian \( \hat{H}' \), but the converse is generally not true. Noting that \( [\hat{H}_0, \hat{W}_j] \neq 0 \), this means that \( \hat{H}_{\text{QZE}} \), which commutes with both \( \hat{W}_j \) and \( \hat{G}_j \), hosts a richer local symmetry than the \( Z_2 \) LGT.

IV. STABILIZING EXOTIC FAR-FROM-EQUILIBRIUM PHENOMENA

The linear gauge protection scheme has been employed to protect dynamics within a target superselection sector for both the U(1) QLM and \( Z_2 \) LGT, where it has demonstrated reliable stability and suppression of gauge
in the spin-1

FIG. 3. (Color online). Stabilizing quantum many-body scars state is quenched with the faulty theory $\hat{c} \propto Krylov$-subspace methods. Figure adapted from Ref. [100].

all investigated evolution times. Results were calculated using strong, the ensuing dynamics in (a) fidelity and (b) electric flux. Figure 3 for the case of the former for

A paradigm of strong ergodicity breaking, DFL emerges in gauge theories in the wake of quenches starting in special initial states. In the case of the ideal model ($\lambda = V = 0$), as seen in the inset of Fig. 3(a). Taking errors into account, we find that the revivals vanish even when the error strength is perturbative ($\lambda = 0.5J$). The errors used for these results are

$$\lambda \hat{H}_1 = \lambda \sum_{j=1}^{L-1} \left( \hat{\sigma}_j^- \hat{\sigma}_{j+1}^- + \hat{\sigma}_j^+ \hat{\sigma}_{j+1}^+ + \hat{\sigma}_{j,j+1}^z \right),$$

but our conclusions remain the same for other experimentally relevant gauge-breaking errors.

Upon employing linear gauge protection (5) with $c_j = (-1)^j$, we find that the revivals are almost perfectly restored over all investigated evolution times at experimentally accessible protection strengths $V \gtrsim 8J$. This is also reflected in the electric flux, shown in Fig. 3(b). Whereas unprotected errors destroy persistent oscillations typical of scarred dynamics of the ideal case, linear gauge protection restores such oscillations qualitatively and quantitatively for moderate values of $V$.

These results not only indicate the efficacy and experimental feasibility of linear gauge protection in stabilizing a very fine-tuned phenomenon such as QMBS, but it also shows the intimate connection between QMBS and gauge invariance, as elucidated in further detail in Ref. [100].
the dynamical emergence of an effective disorder over the background charges associated with the superselection sectors $g$ involved in the superposition. In an ideal situation, this leads to localized dynamics for all evolution times, where for example the imbalance

$$I(t) = \frac{1}{L} \int_0^t ds \sum_{j=1}^L p_j \langle \psi(s) | \hat{n}_j | \psi(s) \rangle,$$

(19)

with $p_j = 2 \langle \psi_0 | \hat{n}_j | \psi_0 \rangle - 1$, does not decay to zero (as would be expected in the case of thermalization) but rather settles into a finite plateau persisting indefinitely. However, also in this case it turns out that a great deal of fine-tuning is required in order to witness DFL, while even perturbative gauge-breaking errors can quickly destroy it [117]; see red curves in Fig. 4(a,b), illustrating this for both the U(1) QLM and $Z_2$ LGT, respectively. Nevertheless, it has been demonstrated recently that linear gauge protection can stabilize DFL in U(1) QLMs [94], and even enhance it in the case of $Z_2$ LGTs [70]; see Fig. 4. For both models, the initial state is prepared as a domain wall in the matter fields (left half fully occupied while the right half is empty), and the electric fields are prepared locally as a superposition of both local eigenstates, such that the initial states form a superposition over an extensive number of superselection sectors. Krylov-subspace methods are employed for the time evolution, with $L = 8$ lattice sites and periodic boundary conditions in place.

In the case of the U(1) QLM, the linear gauge protection (5) with $c_j = J(-1)^j$ was utilized to protect against the error term (18), but with periodic boundary conditions, in Ref. [116]. This scheme of Stark gauge protection (named so due to $c_j$ involving a linear staggered potential) goes beyond the concept of quantum Zeno dynamics, and stabilizes DFL up to all accessible evolution times. The emergent gauge theory still hosts the same U(1) gauge symmetry as the U(1) QLM, and DFL is restored to the same plateau of the ideal case, as indicated by the imbalance dynamics in Fig. 4(b). Note how even a moderate value of $V = 10J$ yields almost perfect quantitative agreement with the ideal case. Note that in the case of the U(1) QLM, $\tilde{n}_j = (\hat{\sigma}_j^z + 1)/2$ in Eq. (19).

For the case of the $Z_2$ LGT, errors inspired from the implementation of Ref. [40] are considered. The linear gauge protection (13) based on the LPG (11) are employed for all evolution times. The emergent gauge theory still hosts the same $U(1)$ gauge symmetry as the U(1) QLM, and DFL is restored to the same plateau of the ideal case, as indicated by the imbalance dynamics in Fig. 4(b). Note how even a moderate value of $V = 10J$ yields almost perfect quantitative agreement with the ideal case. Note that in the case of the U(1) QLM, $\tilde{n}_j = (\hat{\sigma}_j^z + 1)/2$ in Eq. (19).

V. EXPERIMENTAL APPLICATIONS

Our work on linear gauge protection has been used experimentally in large-scale implementations of the spin-1/2 U(1) QLM [43, 44]. In these cold-atom experiments, the U(1) QLM has been mapped onto the Bose–Hubbard model

$$\hat{H}_{\text{BH}} = -J_{\text{BH}} \sum_{j=1}^{L_{\text{BH}}-1} (\hat{b}_j^\dagger \hat{b}_{j+1} + \text{H.c.}) + U \sum_{j=1}^{L_{\text{BH}}} \tilde{n}_j (\tilde{n}_j - 1)$$

$$+ \sum_{j=1}^{L_{\text{BH}}} \left[ (-1)^j \frac{\delta}{2} + j \Delta \right] \tilde{n}_j,$$

(20)

where $J_{\text{BH}}$ is the tunneling strength, $U$ is the on-site interaction strength, $\Delta$ is the strength of a linear potential generated by the gravitational force, and $\delta$ is the strength of the staggered chemical potential. Further, $L_{\text{BH}}$ is the
total number of sites of the bosonic superlattice, corresponding to \( L = L_{\text{BH}}/2 \) matter sites and \( L_{\text{BH}}/2 - 1 \) gauge sites of the QLM. The bosonic ladder operators \( \hat{b}_j, \hat{b}^\dagger_j \) on site \( j \) satisfy the canonical commutation relations \([\hat{b}_j, \hat{b}_i] = 0 \) and \([\hat{b}_j, \hat{b}^\dagger_i] = \delta_{j,i}\), and \( \hat{n}_j = \hat{b}^\dagger_j \hat{b}_j \) is the bosonic number operator at site \( j \). Figure 1 illustrates the optical superlattice of the model in Eq. (20), and the mapping to the spin-1/2 U(1) QLM within the target sector \( \hat{G}_j |\phi\rangle = 0, \forall j \).

The U(1) QLM can be obtained from second-order perturbation theory in the limit of \( U, \delta \gg J_{\text{BH}} \) and \( U \approx 2\delta \) [43]. The parameters of Eq. (3) for \( S = 1/2 \) can further be related to those of Eq. (20) from degenerate perturbation theory as

\[
\kappa = 2\sqrt{2} J_{\text{BH}}^2 \left( \frac{\delta}{\delta^2 - \Delta^2} + \frac{U - \delta}{(U - \delta)^2 - \Delta^2} \right),
\]

\[
\mu = \delta - \frac{U}{2},
\]

where \( \kappa = J/\sqrt{S(S+1)} \). Note that for \( S = 1/2 \), the term \( \propto \eta^2 \) in Eq. (3) can be neglected as it is an inconsequential constant energy term, because \((\hat{s}_j^\dagger s_{j+1})^2 = 1\) in this case.

One can then show that gauge-breaking processes in this mapping are suppressed by the linear gauge protection term \( \sum \kappa \hat{G}_\ell \), where [77, 118]

\[
c_\ell = (-1)^\ell \left[ \Delta \ell + \left( U - \delta + \frac{\Delta}{2} \right) \right],
\]

\[
\hat{G}_\ell = (-1)^\ell \left[ \frac{1}{2} (\hat{n}_{\ell-1,\ell} + \hat{n}_{\ell,\ell+1}) + \hat{n}_\ell - 1 \right],
\]

with \( \ell \) the index of a matter site and \( \hat{n}_{\ell,\ell+1} \) the bosonic number operator at the gauge site between matter sites \( \ell \) and \( \ell + 1 \). Additional energy penalties due to \( U \) and \( \delta \) enforce a maximum of single- and double-occupations on matter and gauge sites, respectively. Within that occupation subspace, the “proto-Gauss’s law” operators \( \hat{G}_\ell \) stabilize the gauge theory in the quantum simulator, based on the concept of linear gauge protection.

The above mapping has allowed the large-scale quantum simulation of the spin-1/2 U(1) QLM in up to 71 superlattice sites, where in Ref. [43] an adiabatic mass ramp was employed to probe Coleman’s phase transition and the adherence to Gauss’s law was certified for the first time in a quantum-simulation experiment. In Ref. [44], global quenches were performed to probe the thermalization dynamics of gauge theories. Recently, we have also proposed a modification of this setup that allows introducing a tunable topological \( \theta \)-angle to study confinement in gauge theories [118] (see also the related work [119]). We emphasize that all these experiments are possible due to the control and suppression of gauge-breaking errors by linear gauge protection.

The linear gauge protection can also be employed fruitfully in other experimental platforms. For example, we have proposed an experiment in Rydberg atoms with optical tweezer for probing DFL, exploiting linear gauge protection in terms of the LPG [70]. Recently, linear gauge protection has further been used in a superconducting qubit processor within the Early Access Program of Google Quantum AI to tune from a \( \mathbb{Z}_2 \) gauge symmetry to the larger continuous U(1) gauge symmetry [46]. This was achieved by adding a term proportional to the U(1) Gauss’s law generators given in Eq. (4), which required only extremely simple single-qubit gates without any relevant experimental overhead. In that experiment, a stabilization of the U(1) gauge symmetry over 15 Trotter steps has been demonstrated using a very moderate strength of \( V = 6J \). Further, it was shown how the resulting change from a \( \mathbb{Z}_2 \) to an effective U(1) gauge symmetry leads to a drastic modification of the system dynamics, in particular a freezing of the dynamics due to the severe constraints given by the U(1) Gauss’s law generator.

VI. CONCLUSION

To conclude, the control and stabilization of gauge symmetry in quantum simulators has made great strides in the recent years, theoretically and experimentally. Though important questions for the future will be how the stabilization strategies perform for higher-dimensional systems [11] and non-Abelian symmetries [27, 29, 37, 38, 62, 76, 120, 121], the achieved advances are already laying the foundations for future quantum simulations of effects of importance to high-energy and nuclear physics, including in the near term confinement [23, 32, 33, 35, 38, 45, 46, 122], string breaking [34, 56, 123], topological terms [23, 118, 119, 124–130], transport coefficients [131], the question how gauge theories reach thermal equilibrium [44, 132, 133], and the Schwinger effect of particle production [81, 134], to just give some salient examples.

The topics treated in this review also open the horizon to a fresh view on gauge-symmetry violation: while in fundamental models of nature, such as the Standard Model of Particle Physics, gauge symmetry is a postulate, quantum simulators that do not use the approach of integrating out are physically described by an enlarged Hilbert space, where also configurations live that violate Gauss’s law. Apart from the important question how gauge-symmetry can emerge in such a setting [47–52, 68, 69, 73, 74], it then becomes natural to investigate violations of gauge symmetry not as an error but as an effect that generates new physical phenomena. An example has been mentioned in this work, where superpositions of different gauge superselection sectors in the initial state induce slow dynamics in the form of disorder-free localization [92, 93]. Another example is a phenomenon that we have dubbed *staircase prethermalization*, where a small term that breaks the gauge symmetry drives the system into a series of long-
lived plateaus of successively stronger gauge-symmetry violations [135, 136].

As all these examples show, the quantum simulation of lattice gauge theories opens up to an extremely fertile field of rich physical phenomena.
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