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Abstract

Recent literature have shown design strategies from Convolutions Neural Networks (CNNs) benefit Vision Transformers (ViTs) in various vision tasks. However, it remains unclear how these design choices impact on robustness when transferred to ViTs. In this paper, we make the first attempt to investigate how CNN-like architectural designs and CNN-based data augmentation strategies impact on ViTs’ robustness towards common corruptions through an extensive and rigorous benchmarking. We demonstrate that overlapping patch embedding and convolutional Feed-Forward Network (FFN) boost performance on robustness. Furthermore, adversarial noise training is powerful on ViTs while fourier-domain augmentation fails. Moreover, we introduce a novel conditional method enabling input-varied augmentations from two angles: (1) Generating dynamic augmentation parameters conditioned on input images. It conduces to state-of-the-art performance on robustness through conditional convolutions; (2) Selecting most suitable augmentation strategy by an extra predictor helps to achieve the best trade-off between clean accuracy and robustness.

1 Introduction

With the overwhelming advances of Vision Transformers (ViTs) \cite{11, 25}, there have emerged numerous ViT-fashion models varying in architecture \cite{4, 14, 55}. As a result, design choices borrowed from classical Convolutions Neural Networks (CNNs) have been incorporated into ViTs to boost performance or efficiency \cite{21, 22, 25, 44}. Meanwhile, benchmarks for robustness towards common corruptions has been proposed \cite{17}, expanding concerns over robustness from adversarial-centered settings to ones tackling out-of-distribution data.

Whereas previous studies have unveiled ViTs’ superiority over CNNs in robustness \cite{1, 27, 32, 33} and how characteristic components of ViTs affect or boost their resistance towards corruptions \cite{2, 29, 33}, no light is shed on influence of design choices migrated from CNNs. In this paper, we undertake first exploration by reviewing on popular ViT backbones and unveil underlying influences of CNN-style design strategies on the robustness of ViTs including overlapping patch embeddings and convolutional Feed-Forward Network (FFN).

In recent literature, plentiful effective methods have been proposed to tackle robustness threats on CNNs \cite{16, 19, 31} while it remains a doubt whether they can be transferred to ViTs straightforwardly. To provide a new insight, we testify the feasibility by implanting previous CNN-based augmentations on ViTs. Since Mixup \cite{57}, CutMix \cite{56} and AutoAugment \cite{9} have already been ingrained in ViTs’ training paradigm, we lay our main emphasis on more complex methods, \textit{i.e.}, adversarial noise training (ANT) \cite{36} and augmentations in the frequency domain \cite{5}.
Motivated by success of dynamic networks, we integrate the idea of conditional computation to adversarial augmentations. On one hand, we propose to dynamically generate sample-specific parameters to produce tailored adversarial perturbations. On the other hand, regarding multiple categories of augmentation, we select the most appropriate one conditioned on inputs via a predictor. The novel conditional augmentation manages to elevate ViTs’ performance against common corruptions.

We derive meaningful findings from an extensive study on popular vision transformers. Our contributions can be summarized as:

- We demonstrate that despite CNNs’ shortcomings in robustness, CNN-derived design choices, i.e. overlapping patch embeddings and convolutional feed-forward networks can improve resilience towards robustness even on non-hierarchical ViTs.

- ViTs rely on fundamental augmentations (e.g. Mixup, CutMix) in training to a great extent. We demonstrate that adversarial noise training also exhibits advantages on ViTs and structural noise serves as a stronger incentive to promote robustness. On the other hand, we show amplitude-phase interpolation fails to produce any gains on ViTs.

- We tailor differentiable perturbations such as noise, spectral filter and diffeomorphism to adversarial operations conditioned on input. We also demonstrate that their upgrade to dynamic parameters will produce consistent improvements in robustness towards common corruptions.

- We introduce a dynamic augmentation selection strategy conditioned on input samples to seek the best trade-off between clean accuracy and robustness.

2 Related Work

Common corruptions and perturbations In the wake of ImageNet-C [17], which benchmarks robustness towards safety-critical real-world corruptions, research has been committed to overcoming models’ vulnerability towards common corruptions [5, 16, 18, 19, 20, 24, 31]. DeepAugment [16] distorts images by perturbing image-to-image networks. MoEx [24] increases stability of models through swapping mean and standard deviation of image latent features. PixMix [20] uses fractals to create images with structural complexity. Augmentations involve automatic learning are also burgeoning [9, 10, 19, 58]. AutoAugment [9] assigns image with best augmentation policy found by searching algorithm. AugMix [19] augments images with stochastic and diverse augmentations controlled by Jensen-Shannon Divergence. TeachAugment [40] introduces a teacher network to optimize the search space of adversarial augmentations.

Robustness of ViTs Recent studies have reported ViTs’ encouraging characteristic of robustness [1, 32, 33], suggesting that the self-attention architectures contribute to their advantages over CNNs on generalization [1] and demystifying that ViTs tend to be less biased to texture [32]. Efforts have also been made to further enhance robustness on ViTs. By improving on Transformer-based components, Robust Vision Transformer (RVT) is designed to boost performance of model robustness and generalization [29]. In [28], authors build robust global feature representations at the cost of using pre-training to generate discrete tokens to combine with continuous pixel tokens, however making the framework less handy. Existing methods also indicate that AdvProp [49] which proves to be beneficial on CNNs with carefully-designed adversarial training, also strengthens ViTs remarkably through refining attack with pyramidal setting [22]. However, the required multi-step attack demands extensive amount of computing resources. Inspired by ViTs’ intrinsic superiority and existent methods, we aims to resort to relatively simple yet strong plug-and-play techniques to boost vision transformers’ robustness to their full potential, as expounded in section 4.

Adversarial augmentation Adversarial training is a widely-acknowledged strategy of defending models from attacks. In general, it executes attack and consequent defense alternately on the basis of a min-max optimization. Motivated by the effectiveness of adversarial training, min-max optimization is tailored to a broader variety of tasks, including coping with common corruptions risks [22, 38, 49]. Mild and much less time-consuming data augmentations can serve as the attack function as well as bring about considerable improvements against common corruptions [38]. Adversarial Noise Training (ANT) [36] plays a beneficial role by adding random Gaussian Noise adjusted by a simple 4-layer convolution trained in adversarial manner. AugMax [42] achieves significant performance rise
Table 1: We evaluate 5 genres of popular ViTs, \textit{i.e.}, DeiT [41], ViT [11], PiT [21], PVT [43, 44] and Swin Transformer [25], among which the last three backbones are hierarchical in design. Bold numbers indicate weak results of some hierarchical genre of ViTs. The listed results are sorted by Parameters in ascending order.

| Model       | Hierarchical | #Param(M) | IN Acc↑ | Acc↑ | mCE↓ |
|-------------|--------------|-----------|---------|------|------|
| PiT-T [21]  | ✓            | 4.85      | 72.84   | 45.70| 69.11|
| ViT-T [11]  | ×            | 5.70      | 75.49   | 42.64| 72.50|
| DeiT-T [41] | ×            | 5.70      | 72.14   | 44.23| 71.13|
| PVTv1-T [43]| ✓            | 13.2      | 75.00   | 37.94| 79.56|
| PVTv2-B1 [44]| ✓            | 14.0      | 78.70   | 50.81| 62.65|
| PVTv1-S [43]| ✓            | 22.0      | 79.83   | 57.20| 54.60|
| PVTv2-B2 [44]| ✓            | 25.4      | 82.02   | 58.92| 52.56|
| PVTv1-M [43]| ✓            | 28.3      | 81.16   | 51.59| 61.96|
| PVTv1-L [43]| ✓            | 44.2      | 81.31   | 51.34| 62.39|
| PVTv2-B5 [44]| ✓            | 82.0      | 83.77   | 64.12| 45.90|
| DeiT-B [41] | ×            | 86.6      | 81.80   | 62.06| 48.52|
| Swin-B [25] | ✓            | 88.0      | 83.75   | 57.51| 66.70|

by learning a worst-case combination of random augmentations. Adversarial Batch Normalization (AdvBN) [39] withstands corruptions through generating the most difficult perturbations on mean and standard deviation of features. To our knowledge, any differentiable data augmentations can be practiced adversarially. Hence, we take advantage of different adversarial data augmentations in our conditional augmentations for the sake of better results.

**Dynamic networks** Through adapting parameters and structures to specific input, neural networks are transformed into dynamic states, contributing gains in accuracy [6, 52], efficiency [35, 37] or adaptiveness [61]. According to [13], dynamic networks can be divided into three different categories focusing respectively on input samples, spatial locations and temporal information. Regarding with instance-wise dynamic networks, convolutions with dynamic parameters [6, 52, 59] bring about increase in capacity of representations with high computational efficiency and cope with input better with feeding selected informative features into models [37]. While extensive data augmentation methods have been designed, most existing algorithms are implemented identically for different samples. By virtue of dynamic networks, we propose a novel conditional augmentation strategy from the aspects of both dynamic parameters and input-dependent augmentation category.

### 3 Insights into Robustness of ViTs

We analyze the robustness of ViTs with regard to CNN-borrowed structural designs and transferability of augmentations devised for CNNs. Among our explorations, positive effects of overlapping patch embedding and convolutional feed-forward network on robustness are uncovered. We also reveal ViTs’ strong reliance on fundamental augmentations and efficacy of adversarial noise training.

#### 3.1 Backbone Design Choice Exploration

To acquire deeper insight into how design choices originated from CNNs affect ViTs robustness towards common corruptions, we evaluate prevailing ViT backbones on ImageNet and ImageNet-C with focus on how hierarchical ViTs behaves. Consequently, we come up with several research questions through analysis and take a closer look at the effects of CNN-derived backbone components.
Table 2: Results of DeiT-S with different feed-forward designs. Method without Conv. equals setting of DeiT-S [41]. DWConv [7] is implemented with $3 \times 3$ kernel and stride of 1. We denote Conditional DWConv as Cond DWConv and keep kernel size to 3 with setting $N$ to 32.

| Feed-Forward Designs | IN | IN-C | mCE $\downarrow$ |
|----------------------|----|------|----------------|
| w/o Conv.            | 79.83 | 57.20 | 54.60 |
| DWConv               | 79.93 | 58.91 | 52.41 |
| Cond DWConv          | 79.79 | 58.27 | 53.27 |

Table 3: Results of DeiT-S with different patch embedding designs. Method with FC.(Fully-Connected layers) is equivalent to ViT-S [11]. Conv. refers to convolution-based patch embedding and method with Conv. $16 \times 16$ is exactly same as DeiT-S [41].

| Patch Embedding | IN | IN-C | mCE $\downarrow$ |
|-----------------|----|------|----------------|
| FC.             | 80.37 | 57.69 | 53.99 |
| Conv. $16 \times 16$ | 79.83 | 57.20 | 54.60 |
| Conv. $18 \times 18$ | 80.45 | 58.93 | 52.40 |
| Conv. $20 \times 20$ | 80.40 | 58.37 | 53.10 |
| Conv. $24 \times 24$ | 79.77 | 58.51 | 52.94 |

ViT is first introduced with fixed spatial dimensions in all layers [11]. Hierarchical genre of ViTs borrow the classical down-sampling idea from CNNs to shrink spatial size of features progressively [21, 22, 25, 44]. Though models such as PVTv1 [22] and Swin Transformer [25] demonstrate solid performance in clean accuracy on ImageNet, they suffer acute weakness on corrupted data, as we observe from Table 1. However, considering strong robustness PiT [21] and PVTv2 [44] have presented, hierarchical architecture do NOT necessarily contribute to deficiency in robustness. Due to space limitations, we provide further analysis on Swin Transformer in Appendix A.1.

It is also worth-mentioning that growth of PVTv2 in both clean and corrupted domains is remarkable compared to PVTv1. We conduct a further exploration of its architectural improvement, involving (1) overlapping patch embedding and (2) convolutional feed-forward networks. We wonder whether similar strategies will boost robustness performance of ViTs without pyramidal structures. Therefore, we apply above modifications on DeiT-S [41] respectively.

**Overlapping patch embedding** In vanilla ViT [11], encoding of an image $x \in \mathbb{R}^{C \times H \times W}$ starts with segmenting it into sequences of patches sized of $p \times p$, where $p$ denotes the required patch size. Flattened patches $x_{p} \in \mathbb{R}^{T \times (p^2 \times C)}$ are mapped to tokens $t \in \mathbb{R}^{T \times D}$ by a fully-connected layer. Later in DeiT [41], patch embedding is implemented with convolution whose kernel size and stride are $p$. As a result, pixels within a single patch is operated by identical kernels. In contrast to these non-overlapping patch embeddings, CNNs stem from applying convolutions among overlapping spatial areas.

As adopted by PVTv2, overlapping patch embedding take pieces from CNNs by expanding the scope of convolution to surrounding pixels of a patch, in other words, increasing the kernel size. We leverage the concept of overlapping patch embedding in DeiT. To encode extended area within $k$ pixels around the original patch in each single token, we adopt convolution with $((p+2k) \times (p+2k))$ kernel and additional zero padding while leaving the stride size fixed. Hence, horizon of convolution is enlarged and output dimension is kept unchanged simultaneously.

In practice, with $p$ set to 16, we conduct experiments with $k$ varying in 1, 2 and 4. Results from Table 3 displays a convincing conclusion that overlapping patch embeddings conduct to robustness. Specifically, models with overlapping patch embedding present more stability towards perturbations of noise, contrast and JPEG compression (please refer to Appendix B).

**Convolutional FFN** Researchers have been trying to incorporate convolutions into ViT backbones [47, 54]. Depth-wise convolution (DWConv) [7] is a special form of convolution which applies a single filter to each input channel (input depth). We follow PVTv2 by adding a depth-wise convolution to each feed-forward block in DeiT. For output $f_{i} = [f_{i,cls}^{1}, f_{i}^{2*}]$ of i-th attention layer, with class token $f_{i,cls}^{1}$ projected identically, the DWConv-affiliated FFN functions are as follows,

\[
\begin{align*}
    f_{i}^{2*} &= FC_{i}^{2}(\text{GeLU}(\text{DWConv}_{i}(FC_{i}^{1}(f_{i}^{1*})))), \\
    f_{i}^{1} &= [f_{i,cls}^{1}, f_{i}^{2*}].
\end{align*}
\]
$f^2$ is then fed into the following ViT blocks after residual connection. As Table 2 shows, convolutional FFN design also invokes growth of robustness.

While class token hasn’t been involved in convolution, motivated by CondConv [52], we introduce Conditional DWConv to generate convolution kernels dynamically according to class tokens. Image tokens $f \in \mathbb{R}^{(T_h \times T_w) \times D}$ are transformed to shape of $\mathbb{R}^{D \times T_h \times T_w}$ before fed into convolution and class tokens $X \in \mathbb{R}^{1 \times D}$ are projected to space of $\mathbb{R}^{N \times D}$ by a fully-connected layer, where $N$ indicates the number of learnable kernels. Consequently, we proceed to obtain a conditional kernel weight $W(X)$,

$$\mathcal{R}(X) = \{w_1, w_2, \cdots, w_N\},$$

$$\mathcal{W}(X) = w_1 \cdot K_1 + \cdots + w_N \cdot K_N,$$

where $K_i$ refers to $N$ different kernels sharing same shape with original DWConv and output of network can be acquired by $\text{DWConv}(f, \mathcal{W}(X))$. However, experiment suggests that adding conditional convolution to DeiT leads to no further gain in robustness (Table 3).

Nevertheless, the results are still better than that without Conv, highlighting the potential contributions of convolutions to robustness.

### 3.2 Augmentation Methods Exploration

As mentioned in section 2, adversarial augmentations have been widely proven to be effective. Among all existing methods, we lay our emphasis on Adversarial Noise Training (ANT) [36] as it initiates adjusting augmentation parameters by a light neural network. We also pay attention to fourier-based augmentations but fails to find its effectiveness to boost robustness on ViTs.

#### 3.2.1 Adversarial Noise Training

ANT [36] has achieved success in bringing about great advances on robustness towards common corruptions with CNNs. Random noise are first fine-tuned and cast on images to play the most harmful role. To specify, Gaussian (Eq. 3a) Noise and Speckle Noise (Eq. 3b) are generated to perturb image $x$,

$$\Sigma_1(x) = x + \text{clip}_p(\sigma_\delta, \epsilon),$$

$$\Sigma_2(x) = x + \text{clip}_p(\sigma_\delta \cdot x, \epsilon),$$

among which $\sigma_\delta \in \mathbb{R}^{C \times H \times W}$ obeys the distribution of $\mathcal{N}(0, \delta^2)$. The clipping function $\text{clip}_p$ confines noise within boundary of $\epsilon$ for $L_p$ norm. We conduct ANT on ViT (denoted as $f^\theta$) with the following optimization objective:

$$\min_{\theta} \max_{\tau} \mathbb{E}_{(x,y) \sim D} \mathbb{E}_{\sigma_\delta \sim \mathcal{N}(0,\delta^2)} \mathcal{L}_{CE}(f_{\theta}(x + \text{clip}_p(\mathcal{P}_1(\sigma_\delta), \epsilon), y)],$$

$$\min_{\theta} \max_{\tau} \mathbb{E}_{(x,y) \sim D} \mathbb{E}_{\sigma_\delta \sim \mathcal{N}(0,\delta^2)} \mathcal{L}_{CE}(f_{\theta}(x + \text{clip}_p(\mathcal{P}_2(\sigma_\delta \cdot x), \epsilon), y)],$$

where $\mathcal{P}$ denotes noise generators, typically consist of 4-layer convolutions with $1 \times 1$ kernels. In inner loop of (Eq. 4), generator is first enhanced to produce most harmful noises, serving as attack in adversarial training; And then ViT optimizes its resistance by learning from noisy input, as the defense phase referred in outer look.

**Adversarial noise training is effective** For simplicity, we attack DeiT-S with ANT generator and defend on noisy data once per iteration. During attack, all data should be assigned with noise generated by ANT and 50% of clean data is reserved at defense. Furthermore, we still keep the experience replay setting in ANT, restarting generators with new parameters in each epoch with 20% of samples augmented by randomly-drawn previous noise generators.

Following procedure similar with original ANT, we train on ViTs for 300 epochs, employing AdamW [26] optimizer for classifiers with a cosine decay learning rate scheduler and Adam optimizer for
Table 4: We conduct extensive experiments of adversarial noise training on DeiT, PiT and ViT. Pre-trained filled with ✓ stands for fine-tuning experiments, i.e. models are initialized with weights from official open source while ViT-S is an exception as we train it from-scratch on basis of DeiT’s augmentations and regularizations. Methods start with Cond refer to ones strengthened with our dynamic parameters strategy. We also compare our conditional method on base model with state of the art below. Additional ablation studies are attached in supplementary material.

| Method | Pre-trained | Norm | IN Acc↑ | IN-C Acc↑ | IN-C mCE↓ | w/o Noise Acc↑ |
|--------|-------------|------|---------|----------|----------|----------------|
| DeiT-S [41] | × | - | 79.83 | 57.20 | 54.60 | 57.05 |
| + finetune 300 ep. | ✓ | - | 81.16 | 59.06 | 52.24 | 58.85 |
| + ANT Gaussian 1×1 | × | 80 | 78.91 | 59.92 | 51.20 | 58.64 |
| + ANT Gaussian 1×1 | ✓ | 80 | 80.27 | 62.51 | 48.09 | 60.71 |
| + ANT Gaussian 3×3 | ✓ | 80 | 80.24 | 62.76 | 47.81 | 60.60 |
| + ANT Gaussian 16×16 | ✓ | 80 | 80.52 | 62.42 | 48.18 | 62.36 |
| + ANT Speckle 1×1 | ✓ | 80 | 80.40 | 62.30 | 48.35 | 60.44 |
| + Cond ANT Gaussian 1×1 | ✓ | 80 | 80.18 | 63.16 | 47.28 | 61.24 |
| + Cond ANT Speckle 1×1 | ✓ | 80 | 80.15 | 63.28 | 47.18 | 61.02 |
| PiT-S [21] | × | - | 80.98 | 58.88 | 52.47 | 58.38 |
| + Cond ANT Speckle 1×1 | ✓ | 80 | 80.74 | 63.64 | 46.63 | 62.05 |
| ViT-S [11] | × | - | 80.37 | 57.69 | 53.99 | 57.40 |
| + Cond ANT Speckle 1×1 | ✓ | 80 | 80.60 | 64.08 | 46.18 | 61.95 |
| DeiT-B [41] | × | - | 81.80 | 62.06 | 48.52 | 61.32 |
| RVT-B [29] | × | - | 82.60 | - | 46.80 | - |
| Discrete ViT [28] | × | - | 79.48 | - | 46.22 | - |
| ViT-B + Adv Pyramid [22] | × | - | 81.71 | - | 44.99 | - |
| DeiT-B + Cond ANT Speckle 1×1 | ✓ | 80 | 82.19 | 67.00 | 42.41 | 64.92 |
| DeiT-B + Cond ANT Speckle 1×1 | ✓ | 130 | 82.35 | 68.38 | 40.68 | 66.46 |

noise generators. When training from scratch, we set learning rate for ViTs as $1e^{-3}$ on the basis of a batch size of 1024, and decrease the learning rate to $4e^{-4}$ for fine-tuning tasks. The learning rate of noise generators is fixed to $8e^{-5}$. All augmentation strategies in DeiT training [41] are kept since they turn out to be beneficial to final results (Table 5). We hold on to the same strategy unless mentioned otherwise.

In view of experiment results displayed in Table 4, effectiveness of ANT on ViTs can be validated. In accordance with findings on CNNs, besides noises, ANT gives an impetus to robustness on other corruptions. Also, despite the fact that a trade-off between performance on clean and corrupted data is demonstrated on DeiT-S, DeiT-B benefits in both domains. We owe this result to larger capacity of base ViT models and suggest that heavy augmentations may serve as the catalyst for better performance of large ViTs.

**Structural noise is more powerful** We build adversarial generators both on Gaussian and Speckle noise. Speckle noise amplified by generators applied on 1×1 pixel region can bear most structural information of original images. As it manifests in Table 4 that experiments with 1×1 speckle-noise achieve best performance on ImageNet-C. However, as a performance drop is witnessed, spatial information might be destructed by convolutions with 3×3 kernels, since more attention has to be paid to local correlation.

**Basic augmentations are necessary** Since we train ANT on top of DeiT’s paradigm, four basic augmentations, i.e., Mixup [57], CutMix [56], ColorJitter and AutoAugment [9] are involved so as to stabilize the training and boost clean performance. There is a necessity to explore interplay between additive adversarial noise and previously-adopted augmentations. Results in Table 5 indicate that ViTs are highly dependent on basic perturbations. Absence of any method gives rise to deficiency on either ImageNet or ImageNet-C.

Furthermore, we argue that sequence of Mixup, CutMix and noise augmentations is also crucial to final results. We make the investigation with 3 different means: (1) We first implement normalization on data, followed up with Mixup or CutMix and noise is added at last; (2) Noise is first applied...
Table 5: Ablations on exempting basic augmentation from Gaussian ANT 1x1 training on pre-trained DeiT-S. The baseline includes all augmentations. In each run, we remove one type of augmentation.

| Augmentation | IN Acc↑ | IN-C Acc↑ | mCE↓ |
|--------------|---------|-----------|------|
| ANT 1x1      | 80.27   | 62.51     | 48.09|
| - Mixup      | 80.65   | 59.99     | 51.07|
| - CutMix     | 79.94   | 62.13     | 48.62|
| - ColorJitter| 80.41   | 62.12     | 48.53|
| - AutoAugment| 79.68   | 58.75     | 52.89|

Table 6: Ablations on sequence of augmentations in Gaussian ANT 1x1 training on pre-trained DeiT-S, where Mix. is the abbreviation of Mixup and CutMix. In the following, our default experimental setting is same with (3).

| Augmentation Sequence | IN Acc↑ | IN-C Acc↑ | mCE↓ |
|-----------------------|---------|-----------|------|
| (1) Early Mix.        | 80.76   | 60.45     | 50.56|
| (2) Full Mix.         | 80.19   | 61.95     | 48.66|
| (3) Separate Mix.     | 80.27   | 62.51     | 48.09|

followed by normalization and Mixup or CutMix is fulfilled along the whole batch; (3) Noise is first applied followed by normalization while Mixup or CutMix is conducted separately among clean and noisy data. Method (3) is proved to be the optimal in view of results in Table 6.

Training with masks shows no merit

Patch-wise augmentation has been adopted in recent works [12, 29] and masked image modeling [15, 50] becomes a new trend on ViTs. To take a closer at characteristics of ViTs, we employ ANT in a masked manner. Instead of training on 50% noisy images, training with masks indicates only imposing adversarial Gaussian noises on randomly masked patches of all images. Unlike previous results, numbers in Table 7 manifest that noisy-masked training on pre-trained models fail to generalize well on corrupted data while descending less in clean performance. The phenomenon is in line with discovery in [32], where ViTs are reported to be robust against occlusions. In essence, ViTs rely little on corrupted patches and succeed to perceive semantic information from the remaining clean patches.

Table 7: Results of masked adversarial noise training on DeiT-S. † indicates training from scratch. All experiments are conducted with noise generated by ANT Gaussian 1x1.

| Method          | IN Acc↑ | IN-C Acc↑ | mCE↓ |
|-----------------|---------|-----------|------|
| + 50% mask †    | 79.28   | 57.05     | 54.81|
| + 30% mask      | 80.90   | 59.89     | 51.41|
| + 50% mask      | 80.63   | 59.42     | 51.99|
| + 70% mask      | 80.58   | 59.99     | 51.26|

Table 8: Results of amplitude interpolation on DeiT-S. † indicates training from scratch and p denotes portion of data augmented with amplitude interpolation.

| Method          | IN Acc↑ | IN-C Acc↑ | mCE↓ |
|-----------------|---------|-----------|------|
| DeiT-S          | 79.83   | 57.20     | 54.60|
| + APR p=0.5     | 80.16   | 59.91     | 51.19|
| + APR p=0.5 †   | 74.97   | 51.67     | 61.84|

Table 8: Results of amplitude interpolation on DeiT-S. † indicates training from scratch and p denotes portion of data augmented with amplitude interpolation.

3.2.2 Augmentations in Fourier Domain

According to [53], adversarial augmentations are blind to corruptions in low-frequency domain, i.e., Fog and Contrast. ANT also induces a slight drop in corruption categories of Fog on ViTs. Therefore, we perform an augmentation in frequency domain, which is similar to APR [5], a method effective to fuel robustness towards low-frequency corruptions on CNNs by swapping amplitude components between samples. Besides, impressed by FACT [51], who improves models on domain generalization tasks by linearly interpolating between the amplitude spectrums of two images, we equip APR with interpolation. For samples \( x \) and \( x' \) chosen randomly within same batch, our method can be denoted as

\[
\hat{A}(x) = (1 - \lambda) A(x) + \lambda A(x'),
\]

\[
F(x) = \hat{A}(x) \cdot e^{-j \cdot P(x)},
\]  \( (5) \)
Figure 1: An overview of Conditional ANT framework. Given a clean image and random Gaussian noise, speckle noise is acquired by multiplication. Both clean image and noise will be fed into conditional ANT composed of 4 layers of $1 \times 1$ CondConv and a residual connection. Afterwards, to obtain final augmented input, the generated noise with restricted norm will be added to clean image.

where $A(x)$ denotes the amplitude component of $x$ and $P(x)$ refers to the phase component, $\lambda$ is obtained by randomly drawn from $\mathcal{N}(0, 0.5)$.

Amplitude interpolation is bad on ViTs Unlike CNNs, performance on robustness even declines with fourier-based augmentations, as shown in Table 8. We wonder if layered-up augmentations are too difficult to learn and consequently relieve training with Mixup and CutMix. However, it undergoes a failure of stable training. This finding also gives credence to conclusion that ViTs are heavily dependent on basic augmentations.

4 Conditional Adversarial Augmentations

While ANT is an effective augmentation strategy, it produces a noisy image regardless of the visual content of input samples with “one-size-fits-all” parameters. Recently, there is a growing interest in dynamic networks in CNNs that generate sample-specific parameters conditioned on inputs [6, 52, 59]. This motivates us to explore dynamic techniques in adversarial augmentations for improved performance. In this section, we start by introducing input-dependent augmentation on top of dynamic networks. We instantiate conditional computation for augmentations from two different aspects: (1) Dynamically generating augmentation parameters for each input instance; (2) Dynamically choosing the augmentation type for each training sample. We demonstrate our methods in detail as below.

4.1 Conditional ANT

Our goal is to generate sample-specific noise conditioned on input images. In other words, we aim to apply dynamic weights to derive augmentations superior to ANT. To this end, we resort to CondConv [52] which replaces vanilla convolution layers with conditional convolutions in noise generators. Specifically, image $x$ will be mapped to a space of $N$ expert weights by a routing function $\mathcal{R} : \mathbb{R}^{C \times H \times W} \rightarrow \mathbb{R}^N$. Consequently, a customized kernel $W$ will be generated by the image-specific weights in the same way as conditional DWConv (Eq. 2). At present we stick to the original routing function in CondConv, which can be elaborated as,

$$\mathcal{R}(x) = \text{Sigmoid}(\text{FC}(\text{GlobalAveragePool}(x)))\quad(6)$$

Next, we proceed to fine-tune on ViTs via conditional ANT with $N = 16$. Results in Table 4 suggests that the dynamic techniques achieves state-of-the-art performance, which surpasses the best performance of ANT by 0.5% on DeiT-S for the ImageNet-C accuracy. Also, compared to other state-of-the-art method on base model, our results on Deit-B is highly competitive both on ImageNet and ImageNet-C.
Table 9: Results of spectral filter (SF.) on pre-trained DeiT-S.

| Method       | IN Acc↑ | IN-C Acc↑ | mCE↓ |
|--------------|---------|-----------|------|
| + SF. 3x3    | 80.92   | 59.92     | 51.35|
| + Cond SF.3x3| 81.08   | 60.44     | 50.60|

Table 10: Results of diffeomorphisms (Diffeo.) on pre-trained DeiT-S.

| Method    | IN Acc↑ | IN-C Acc↑ | mCE↓ |
|-----------|---------|-----------|------|
| + Diffeo. | 81.01   | 60.91     | 49.92|
| + Cond Diffeo. | 80.74 | 61.63 | 49.00|

4.2 Dynamic Parameters

As we demonstrate in section 4.1, speckle noise combined with conditional adversarial training has already brought about considerable improvements in robustness, but it still has disadvantages over certain corruptions (e.g. Fog) and is short in clean performance. To explore greater potential of dynamic parameters, we hypothesize that any differentiable perturbations can be adapted to be conditionally produced. To support it, we introduce two other perturbations, which are adopted in [31] and then we verify the increase brought about by our methods.

Spectral perturbations Following [31], we build a random spectral filter $\Psi$ to perturb image $x$ in spectral domain,

$$\Psi(x) = x \ast (\omega_k + \sigma_{k,\delta}),$$

(7)

where $\ast$ is a convolution operator with kernel shaped in $k \times k$, $\omega_k$ represents the according Dirac delta filter, satisfying $x \ast \omega_k = x$, $\sigma_{k,\delta} \in \mathbb{R}^{k \times k}$ is initialized with $\mathcal{N}(0, \delta^2)$ and can be amplified in latter training. On top of that, we apply the filter separately on RGB channels, which will arise to a shift in color as well.

Spatial perturbations Stability towards diffeomorphism is proven to bear strong correlations with model performance [34]. We precede with the proposed maximum-entropy diffeomorphism $\Phi$ to generate spatial perturbations on $x$ coordinated with $u(i, j)$,

$$[\Phi x](u) = x(u - (\phi_i(u), \phi_j(u))),$$

$$\phi_i = \sum_{m^2 + n^2 \leq c} \sigma_{\rho_{m,n}} \sin(m\pi i) \sin(n\pi j),$$

(8)

where $\sigma_{\rho_{m,n}} \sim \mathcal{N}(0, \rho_{m,n}^2)$, $\rho_{m,n} = \sqrt{T/(m^2 + n^2)}$ and then the overall magnitude is confined by $T$ and $c$. Diffeomorphism results in displacement of pixel coordination, which would raise difficulty in latter training if the smooth value were pruned to get discrete index. Therefore, we use bi-linear interpolation instead to assure of differential computation.

Learning worst perturbations At the heart of our method, random variables are enforced by simple yet effective conditional convolutions. We adapt the empirical design of conditional ANT 1x1 to manipulating random parameters in augmentation generators $P^1_\tau$ and $P^2_\tau$. Specifically, optimization functions for spectral filter $\Psi$ and diffeomorphism $\Phi$ are similar to that for noise,

$$\min_{\theta} \max_{\tau} \mathbb{E}_{(x,y) \sim D} \mathbb{E}_{\sigma \sim \mathcal{N}(0,1)} [L_{CE}(f_{\theta}(x \ast (\omega + P^1_{\tau}(\sigma, x) \cdot \delta)))],$$

(9a)

$$\min_{\theta} \max_{\tau} \mathbb{E}_{(x,y) \sim D} \mathbb{E}_{\sigma \sim \mathcal{N}(0,1)} [L_{CE}(f_{\theta}(x(u - (\phi(u, P^2_{\tau}(\sigma, x) \cdot \rho))))].$$

(9b)

Note that $\delta, c$ and $T$ are manually-set hyper-parameters to moderate augmentation tensity. Specifically, we take $\delta = 0.2, c = 20, T = 10^{-4}$ for implementation. The training procedure for attack and defense is identical with one stated in section 3.2.1.

Dynamic parameters can boost robustness Our methods strength augmented data distribution through differentiable and input-variant operations. Results in Table 9 and Table 10 witness improve-
4.3 Dynamic Augmentation Selection

Random sampling and mixing strategies are crucial for data augmentations [18, 31, 57]. However, there still lacks study in input-based augmentation policies. Moreover, notably in section 4.2, conditional ANT is inferior in clean recognition in spite of advantage in robustness while conditional spectral filter and diffeomorphism are the opposite. Considering the trade-off, we wish to incorporate these complementary augmentations in a most appropriate way. Therefore, we introduce a dynamic augmentation selection approach and show that it achieves the best trade-off between clean accuracy and robustness.

**Dynamic predictor** We select augmentations in two different manners: (1) Predicting one proper augmentation for each full image; (2) Predicting one suitable perturbation for each patch. See Fig. 2 for an overview.

For full-image prediction, we use a CNN-based structures as a predictor to choose an augmentation conditioned on inputs. In particular, an input-sample \( x \) will be fed into two convolution layers,

\[
\begin{align*}
    f^1 &= \text{MaxPool}(\text{ReLU}(\text{BN}(\text{Conv}_1(x)))) , \\
    f^2 &= \text{Dropout}(\text{AvgPool}(\text{ReLU}(\text{BN}(\text{Conv}_2(f^1))))). 
\end{align*}
\]

(10)

Consequently, probabilities \( p^1 \in \mathbb{R}^m \) of \( m \) augmentations \( \{P_1, \cdots, P_m\} \) are generated by projecting \( f^2 \) into a fully-connected layer. To find the augmentation with maximal score, non-differentiable Top-1 selection should be made feasible for end-to-end training. We further process the output with Gumbel-Softmax [23] to produce one-hot hard decision \( h^1 = \{0, 1\}^m \) (details is presented in Appendix A.3). Meanwhile, we prepare images cast with different perturbations, which can be denoted as \( \tilde{X} = \{P_1(x), \cdots, P_m(x)\} \). Finally, the augmented image can be obtained by readily summing \( h^1 \cdot \tilde{X} \) up.

For patch-wise predictor, we first turn \( x \in \mathbb{R}^{C \times H \times W} \) into tokens \( t \in \mathbb{R}^{T \times D} \) by reusing learned patch embedding layer of ViT, where \( T \) refers to number of tokens. To acquire scores of different patches, we employ following Multi-Layer Perceptron (MLP) layers,
Table 11: Results of dynamic augmentation selection on pre-trained DeiT-S. Experiments are conducted with smaller perturbation learning rate of $2e^{-5}$ (Please refer to single augmentation results under lr of $2e^{-5}$ in Table 15). Words in Method column refer to the unit of selection.

| Augmentation       | Method | Decision | Entropy | IN-Acc↑ | Acc↑ | mCE↓ |
|--------------------|--------|----------|---------|---------|------|------|
| ANT 1x1 + SF. 3x3 + Diffeo. | element | Hard | × | 81.01 | 61.84 | 48.97 |
| ANT 1x1 + SF. 3x3 + Diffeo. | patch  | Hard | × | 80.87 | 60.01 | 51.24 |
| ANT 1x1 + SF. 3x3 + Diffeo. | element | Soft | × | 80.96 | 61.73 | 49.15 |
| ANT 1x1 + SF. 3x3 + Diffeo. | element | Soft | ✓ | 80.76 | 62.02 | 48.79 |

\[ f^1 = [\text{Mlp}_1(t), \text{AvgPool}(\text{Mlp}_1(t))], \]
\[ f^2 = \text{Mlp}_2(f^1). \] (11)

Afterwards, probabilities $p^2 \in \mathbb{R}^{T \times m}$ are computed by applying Softmax to $f^2$. Similarly, Gumbel-Softmax trick is implemented to get final hard decision $h^2 = \{0, 1\}^{T \times m}$. Therefore, token $t_i$ is finally transformed to

\[ \hat{t}_i = \sum_{j=0}^{m} h^2_{i,j} \cdot P_j(t_i). \] (12)

**Trade-off between clean and corrupted data** We train the predictor collaboratively with ViT in defense phase. To avoid the predictor from badly inclining to either strongest augmentations or harmless ones, we introduce an entropy term \([30, 48]\) that are widely used in reinforcement learning to encourage better exploration,

\[ L_{\text{entropy}} = -\mu \cdot (-\sum_{i} \hat{h}_i \log \hat{h}_i), \] (13)

where $\hat{h}_i$ denotes soft decisions generated by Gumbel-Softmax and $\mu$ is set to 0.5 in experiments. Without maximum-entropy penalty, we re-initialize predictor in each epoch to guarantee diversity.

The experimental results in Table 11 reflect an evident trade-off between accuracy on clean and corrupted data. While predictors experience a slight drop in robustness, they are much more superior in maintaining accuracy on clean data. Moreover, patch-varied augmentations lead to worse results, which might be ascribed to the mismatch between training and testing distribution, since actual inputs share same pattern in all patches. However, it implies that ViTs still fail in encoding inputs varying in distribution to unified semantic feature.

5 Conclusion

In this work, we provided deeper insights into ViTs’ robustness towards common corruptions by walking through impact of CNN-like backbone design choices and transferability of CNN-based methods to ViTs. We also proposed novel conditional augmentation strategy consists of two techniques. With first one utilizing instance-dependent augmentation parameters to improve robustness, the second means predicted an ideal category of augmentations and improved performance on clean data. Comprehensive experiments were conducted and thorough investigations were delivered above.
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## A An Overall Robustness Evaluation

| Model              | Hierarchical | #Param(M) | IN Acc↑ | IN-C Acc↑ | mCE↓ |
|--------------------|--------------|-----------|---------|-----------|------|
| T2T-ViT-T [55]     | ❌           | 4.3       | 71.49   | 39.45     | 77.02|
| PiT-T [21]         | ✓            | 4.9       | 72.84   | 45.70     | 69.11|
| ViT-T [11]         | ❌           | 5.7       | 75.49   | 42.64     | 72.50|
| DeiT-T [41]        | ❌           | 5.7       | 72.14   | 44.23     | 71.13|
| CrossViT-T [4]     | ❌           | 7.0       | 73.35   | 45.70     | 69.35|
| PVTv1-T [43]       | ✓            | 13.2      | 75.00   | 37.94     | 79.56|
| RegionViT-T [3]    | ✓            | 13.8      | 80.13   | 53.99     | 58.74|
| PVTv2-B1 [44]      | ✓            | 14.0      | 78.70   | 50.81     | 62.65|
| NesT-T [60]        | ✓            | 17.1      | 81.37   | 55.93     | 56.39|
| CvT-13 [47]        | ✓            | 20.0      | 81.62   | 55.27     | 57.06|
| T2T-ViT-14 [55]    | ❌           | 21.5      | 81.38   | 57.91     | 53.59|
| DeiT-S [41]        | ✓            | 22.0      | 79.83   | 57.20     | 54.60|
| ViT-S [11]         | ❌           | 22.1      | 81.40   | 58.31     | 52.95|
| PiT-S [21]         | ✓            | 23.5      | 80.98   | 58.88     | 52.47|
| Twins-PVTv1T-S [8] | ✓            | 24.1      | 81.21   | 56.31     | 58.85|
| PVTv1-S [43]       | ✓            | 24.5      | 79.79   | 47.89     | 66.89|
| PVTv2-B2 [44]      | ✓            | 25.4      | 82.02   | 58.92     | 52.56|
| CrossViT-S [4]     | ❌           | 26.9      | 80.97   | 59.23     | 52.03|
| CrossFormer-T [45] | ✓            | 27.8      | 81.51   | 57.48     | 54.39|
| Swin-T [25]        | ✓            | 28.3      | 81.16   | 51.59     | 61.96|
| RegionViT-S [3]    | ✓            | 30.6      | 82.60   | 58.86     | 52.62|
| CrossFormer-S [45] | ✓            | 30.7      | 82.45   | 58.47     | 53.19|
| CvT-21 [47]        | ✓            | 31.6      | 82.46   | 58.04     | 53.52|
| NesT-S [60]        | ✓            | 38.3      | 83.04   | 60.22     | 50.83|
| T2T-ViT-19 [55]    | ❌           | 39.1      | 81.70   | 59.38     | 51.75|
| RegionViT-M [3]    | ✓            | 41.2      | 83.08   | 60.41     | 50.67|
| Twins-PVTv1-B [8]  | ✓            | 43.8      | 82.74   | 59.64     | 51.63|
| PVTv1-M [43]       | ✓            | 44.2      | 81.31   | 51.34     | 62.39|
| Swin-S [25]        | ✓            | 49.6      | 83.17   | 57.16     | 54.92|
| CrossFormer-B [45] | ✓            | 52.0      | 83.43   | 61.66     | 49.10|
| Twins-PVTv1-L [8]  | ✓            | 61.0      | 83.05   | 60.03     | 51.13|
| PVTv1-L [43]       | ✓            | 61.4      | 81.72   | 53.33     | 59.86|
| T2T-ViT-24 [55]    | ❌           | 64.0      | 82.06   | 61.44     | 49.10|
| NesT-B [60]        | ✓            | 67.7      | 83.62   | 61.10     | 49.84|
| RegionViT-B [3]    | ✓            | 72.7      | 83.16   | 60.02     | 51.18|
| PiT-B [21]         | ✓            | 73.8      | 82.39   | 62.39     | 48.16|
| PVTv2-B5 [44]      | ✓            | 82.0      | 83.77   | 64.12     | 45.90|
| DeiT-B [41]        | ❌           | 86.6      | 81.80   | 62.06     | 48.52|
| Others             | ✓            | 88.0      | 83.75   | 57.51     | 66.70|
| Swin-B [25]        | ✓            | 105.0     | 82.14   | 63.25     | 46.92|

Table 12: A thorough analysis of ViTs robustness. Models’ weights are all acquired from official public resources except for ViT’s weights, which are provided by timm [46]. Ours indicates fine-tuned DeiT-B on conditional adversarial speckle noise.

Here (Table 12) we display a complete version of Table 1. We conduct a thorough evaluation on robustness benchmarking datasets ImageNet-C [17] of existing Vision Transformers (i.e. ViT [11], DeiT [41], Token-to-Token ViT [55], Cross ViT [4], PiT [21], CvT [47], Twins-PCPVT [8], RegionViT [3], CrossFormer [45], NesT [60], PVT [43, 44] and Swin Transformer [25]). The listed models are all trained on ImageNet-1k data and sorted by Parameters in ascending order. Among hierarchical ViTs, PVTv1s and Swin Transformers have inferior resistance towards common corruptions while others achieve similar performance with non-hierarchical backbones. Especially, PVTv2s shows an
obvious advantage over robustness. We also append measure of our conditional method on DeiT-B, notably, it beats all existing models by a large margin.

Regarding input resolution of 224 × 224, images in most datasets are in higher resolution and not uniform in size. Usually, samples should first be rescaled to 256 and cropped to an central area of 224 × 224 before fed into networks. However, it’s noteworthy that samples in ImageNet-C have already been preprocessed to shape of 224 × 224. Hence, to ensure a rigorous evaluation, usual resizing operation will result in up-sampling on ImageNet-C and should be removed.

### A.1 Enhance Robustness of Swin Transformer

Table 13: Results of Swin-T replaced with different designs in Feed-Forward Network and Patch Embedding. Here we set k to 4 for conditional DWConv.

| Model                  | #Params (M) | IN Acc↑ | IN-C Acc↑ | mCE↓ | w/o Noise Acc↑ |
|------------------------|-------------|---------|-----------|------|----------------|
| Swin-T                 | 28.29       | 81.16   | 51.59     | 61.96|                |
| + DWConv in FFN        | 28.46       | 81.83   | 56.73     | 55.28|                |
| + Cond. DWConv in FFN  | 28.84       | 81.95   | 56.69     | 55.34|                |
| + Overlapping PE. 18 × 18 | 28.29     | 81.61   | 54.75     | 57.74|                |
| + Overlapping PE. 20 × 20 | 28.30     | 81.59   | 54.96     | 57.54|                |
| + Overlapping PE. 24 × 24 | 28.33     | 81.52   | 56.11     | 56.11|                |

In main paper, it is verified that overlapping patch embedding (Overlapping PE) and convolution Feed-forward Network (FFN) can facilitate robustness on non-hierarchical ViT (DeiT). To further explore their effectiveness, we adapt these two designs for Swin-T. As shown in Table 13, they contribute to a marked rise in performance once again. Different from results on DeiT-S, patch embeddings with larger kernel size bring about more advantage on robustness performance.

### A.2 Ablation Studies for Conditional Augmentation

Here we display extended ablation study on adversarial noise training (ANT) and dynamic augmentation selection.

As Table 14 displays, observably, dynamic parameters can boost ANT’s performance towards common corruptions on PiT-S and ViT-S as well. Despite that adversarial Speckle noise is slightly inferior to Gaussian noise on PiT-S and ViT-S, our method manages to fulfill Speckle noise’s potential by surpassing its counterpart with conditional strategy. In Table 15, we demonstrate results of dynamic augmentations on pre-trained DeiT-S and PiT-S. Distinguished from results attached in main paper, experiments in Table 15 incorporate augmentations with conditional parameters while still demonstrate most favorable trade-off between performance on clean and corrupted data.

| Method         | Pre-trained | Norm | IN Acc↑ | IN-C Acc↑ | mCE↓ | w/o Noise Acc↑ |
|----------------|-------------|------|---------|-----------|------|----------------|
| PiT-S [21]     | ×           | -    | 80.98   | 58.88     | 52.47| 58.38          |
| + ANT Gaussian 1 × 1 | ✓       | 80   | 80.77   | 62.86     | 47.60| 61.09          |
| + Cond. ANT Gaussian 1 × 1 | ✓      | 80   | 80.80   | 63.13     | 47.28| 61.52          |
| + ANT Speckle 1 × 1      | ✓       | 80   | 80.93   | 62.77     | 47.71| 60.98          |
| + Cond. ANT Speckle 1 × 1 | ✓      | 80   | 80.74   | 63.64     | 46.63| 62.05          |
| ViT-S [11]      | ×           | -    | 80.37   | 57.69     | 53.99| 57.40          |
| + ANT Gaussian 1 × 1 | ✓       | 80   | 80.49   | 62.60     | 47.95| 60.80          |
| + ANT Cond. Gaussian 1 × 1 | ✓      | 80   | 80.43   | 62.80     | 47.75| 60.89          |
| + ANT Speckle 1 × 1      | ✓       | 80   | 80.59   | 62.04     | 48.65| 60.27          |
| + Cond. ANT Speckle 1 × 1 | ✓      | 80   | 80.60   | 64.08     | 46.18| 61.95          |

Table 14: Ablation Study of ANT on pre-trained PiT-S and ViT-S.
Table 15: Ablation Study of pre-trained DeiT-S and PiT-S with dynamic augmentation selected by full-image predictor with learning rate set to $2e^{-5}$. The applied augmentation is implemented with conditional parameters.

| Method                                      | Decision | Entropy | IN-Acc↑ | IN-C-Acc↑ | mCE↓ |
|---------------------------------------------|----------|---------|---------|-----------|------|
| DeiT-S + ANT 1x1                            | -        | -       | 80.34   | 62.24     | 48.42|
| DeiT-S + SF. 3x3                            | -        | -       | 81.15   | 60.22     | 50.92|
| DeiT-S + Diffeo.                            | -        | -       | 81.00   | 61.25     | 49.50|
| DeiT-S + Cond ANT Speckle 1x1 + SF. 3x3 + Diffeo. | Hard     | ✗       | 80.81   | 62.97     | 47.42|
| DeiT-S + Cond ANT Speckle 1x1 + SF. 3x3 + Diffeo. | Hard     | ✓       | 80.89   | 62.73     | 47.73|
| DeiT-S + Cond ANT Speckle 1x1 + SF. 3x3 + Diffeo. | Soft     | ✗       | 80.88   | 62.42     | 48.15|
| DeiT-S + Cond ANT Speckle 1x1 + SF. 3x3 + Diffeo. | Soft     | ✓       | 80.77   | 62.39     | 48.19|
| PiT-S + Cond ANT Speckle 1x1 + SF. 3x3 + Diffeo. | Hard     | ✗       | 81.16   | 63.80     | 46.29|
| PiT-S + Cond ANT Speckle 1x1 + SF. 3x3 + Diffeo. | Hard     | ✓       | 81.15   | 64.02     | 46.00|
| PiT-S + Cond ANT Speckle 1x1 + SF. 3x3 + Diffeo. | Soft     | ✗       | 81.16   | 63.36     | 46.84|
| PiT-S + Cond ANT Speckle 1x1 + SF. 3x3 + Diffeo. | Soft     | ✓       | 81.14   | 63.02     | 47.25|

A.3 Gumbel-Softmax in Augmentation Selection

In this section, we present a detailed procedure of how prediction is turned into differentiable decision by Gumbel-Softmax [23].

For prediction $p \in \mathbb{R}^m$ for a single image or patch, we first convert it into variable $d \in \mathbb{R}^m$ obeying Gumbel distribution, which models the distribution of maximum value,

$$d_i = \log(p_i) + G_i, \quad G_i \sim -\log(-\log(\text{Uniform}(0, 1))). \quad (14)$$

To obtain one-hot decision while getting around undifferentiable argmax operation, softmax is introduced with temperature $\tau$,

$$h_i = \frac{\exp((\log(p_i) + G_i)/\tau)}{\sum_{j=1}^{k} \exp((\log(p_j) + G_j)/\tau)}.$$ \hspace{1cm} (15)

where $h$ approaches one-hot vector when $\tau \to 0$. In implementation, $\tau$ is set to 1 to get a soft decision. For hard decision, we proceed by discretizing directly to get one-hot output whereas keeping the according soft decision for gradient computation.

Table 16: Results of DeiT-S with different experimental settings. OPE stands for overlapping patch embedding and FFNconv refers to FFN injected with DWConv, while conv* indicates conditional DWConv. † suggests training is conducted in fine-tuning manner. Diffeo., SF. and Speckle. are abbreviated forms for conditional augmentation of diffeomorphism, spectral filter and speckle noise respectively.

| Method                  | Gans. | Noise | Impulse | Shot | Bright | Front | Front | Weather | Snow | Defoc. | Glass | Motion | Zoom | Contra. | Elast. | JPEG | Pixel | mCE  |
|-------------------------|-------|-------|---------|------|--------|-------|-------|---------|------|--------|-------|--------|------|--------|-------|------|-------|------|
| DeiT-S                  | 43.50 | 43.00 | 44.50   | 43.24 | 43.27  | 46.16 | 46.72 | 41.97   | 51.16| 42.99  | 67.62 | 46.78  | 51.11| 51.12  | 51.12 | 51.12 | 51.12 | 51.12 |
| + OPE                   | 44.11 | 44.00 | 44.56   | 43.63 | 46.01  | 45.34 | 49.33 | 59.61   | 71.25| 56.06  | 69.26 | 49.26  | 52.14| 52.40  | 52.40 | 52.40 | 52.40 | 52.40 |
| + OPE                   | 43.98 | 43.34 | 45.00   | 44.28 | 45.18  | 45.47 | 50.67 | 60.92   | 71.43| 56.39  | 69.26 | 49.26  | 52.14| 52.40  | 52.40 | 52.40 | 52.40 | 52.40 |
| + FFN                   | 44.60 | 44.52 | 45.95   | 43.59 | 45.17  | 46.34 | 47.84 | 59.39   | 70.06| 54.28  | 69.37 | 52.40  | 52.40 | 52.40  | 52.40 | 52.40 | 52.40 | 52.40 |
| + FFN                   | 45.40 | 45.60 | 45.77   | 44.97 | 44.61  | 47.27 | 49.10 | 60.07   | 71.22| 56.19  | 69.37 | 52.40  | 52.40 | 52.40  | 52.40 | 52.40 | 52.40 | 52.40 |
| + Diffeo.               | 37.81 | 37.41 | 38.80   | 43.63 | 46.65  | 44.76 | 49.43 | 59.97   | 58.54| 56.82  | 65.04 | 52.14  | 52.40 | 52.40  | 52.40 | 52.40 | 52.40 | 52.40 |
| + SF                    | 38.46 | 36.64 | 39.28   | 41.05 | 41.39  | 43.28 | 47.78 | 59.96   | 72.01| 56.83  | 65.78 | 52.14  | 52.40 | 52.40  | 52.40 | 52.40 | 52.40 | 52.40 |
| + Speckle               | 31.10 | 30.57 | 30.56   | 41.91 | 45.51  | 45.24 | 45.09 | 54.69   | 60.65| 54.30  | 65.51 | 52.14  | 52.40 | 52.40  | 52.40 | 52.40 | 52.40 | 52.40 |

B Robustness towards Specific Corruption

As illustrated in Table 16 and Figure 4, DeiT-S with overlapping embedding outperforms in corruptions of Noise, Brightness, JPEG Compression, Contrast and Pixelation. Also, convolutional designs boost accuracy on corruptions from similar categories.
Figure 3: Visualizing 3 types of augmentations generated by our conditional adversarial method in different epochs. The top row refers to augmentations in spectral domain, images in middle row refer to noise perturbations and the bottom row exhibits samples augmented in spatial domain.

Figure 4: Visualizing attention in DeiT-S towards input samples cast with different corruptions.

Moreover, augmentations in spectral, spatial and domains are complementary to noise adversarial training. Since diffeomorphism brings better resilience towards Glass Blur and Elastic Transform, spectral transformation leads to stronger robustness against Contrast, Brightness and Fog.