Optimal filters for detecting cosmic bubble collisions
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A number of well-motivated extensions of the ΛCDM concordance cosmological model postulate the existence of a population of sources embedded in the cosmic microwave background (CMB). One such example is the signature of cosmic bubble collisions which arise in models of eternal inflation. The most unambiguous way to test these scenarios is to evaluate the full posterior probability distribution of the global parameters defining the theory; however, a direct evaluation is computationally impractical on large datasets, such as those obtained by the Wilkinson Microwave Anisotropy Probe (WMAP) and Planck. A method to approximate the full posterior has been developed recently, which requires as an input a set of candidate sources which are most likely to give the largest contribution to the likelihood. In this article, we present an improved algorithm for detecting candidate sources using optimal filters, and apply it to detect candidate bubble collision signatures in WMAP 7-year observations. We show both theoretically and through simulations that this algorithm provides an enhancement in sensitivity over previous methods by a factor of approximately two. Moreover, no other filter-based approach can provide a superior enhancement of these signatures. Applying our algorithm to WMAP 7-year observations, we detect eight new candidate bubble collision signatures for follow-up analysis.

I. INTRODUCTION

Precision observations of the cosmic microwave background (CMB) provide the most accurate picture of the early universe that is available currently. The standard ΛCDM concordance cosmological model – which states that we live in a universe composed mostly of dark energy and dark matter, whose structure was seeded by adiabatic and very nearly Gaussian and scale-invariant density perturbations – describes the statistics of temperature fluctuations in the CMB extremely well [1, 2]. However, there are many theoretically well-motivated extensions of ΛCDM that predict detectable secondary signals in the CMB.

One example, which has been the subject of a number of recent studies [3–14], is the signature of cosmic bubble collisions which arise in models of eternal inflation (see Ref. [15] for a review). In the model of eternal inflation, our observable universe is contained inside one member of an ensemble of bubbles. Collisions between bubbles disturb the homogeneity and isotropy of the very early universe, leaving possibly detectable imprints on the CMB. In the limit where the number of detectable collisions on the CMB sky is relatively small, the signature is a set of azimuthally-symmetric modulations of the temperature [3, 4], varying as the cosine of the angular distance from the collision centre [5], with a size-distribution peaking at half-sky scales [11]. Other examples of secondary signals arise in theories with topological defects such as cosmic strings (see e.g. Ref. [16] for a review) or textures [17]; a less exotic example is the signature of clusters of galaxies produced by the Sunyaev-Zel’dovich (SZ) effect [18].

In each of these examples, a population of sources is hypothesized to exist on top of the background CMB, the members of which have properties drawn from a calculable probability distribution. The most unambiguous way to test these scenarios is to utilize the most general predictions for the population of sources on the full-sky, and determine the posterior probability distribution over the global parameters defining the theory (such as the total number of features expected, their intrinsic amplitude, etc.). The enormous size of modern CMB datasets, such as those obtained by the Wilkinson Microwave Anisotropy Probe [19] (WMAP) and those currently being obtained by the Planck satellite [20], provide a unique challenge for such an analysis. Indeed, a direct pixel-based evaluation of the posterior at full resolution is computationally intractable.

Recently, however, Refs. [21, 22] outlined a method for approximating the full posterior describing source populations in the context of the bubble collision hypothesis. The method is generalized to the detection of other sources easily. This approach requires pre-processing of the data to recover a set of candidate sources which are most likely to give the largest contribution to the likelihood. The pre-processing stage of this method is thus crucial to its overall effectiveness. Candidate source detection aims to minimize the number of false detections while remaining sensitive to a weak signal; a manageable number of false detections is thus tolerated, as the subsequent Bayesian processing step will discriminate these from true signals. To detect candidate bubble collision signatures, Refs. [21, 22] employ a suite of needlet transforms [23, 24]. Needlets are a form of azimuthally-
symmetric wavelets\textsuperscript{1} defined on the sphere, that render the location and scale of candidate features simultaneously accessible\textsuperscript{2}. While the effectiveness of needlets for detecting candidate features has been demonstrated already\textsuperscript{21,22}, needlets are generic and are not adapted to the signal of interest; consequently, they are not optimal. A better approach is to enhance the effectiveness of candidate detection by exploiting knowledge of the source signature.

Optimal filters have found widespread application in many branches of physics and signal processing for the detection of compact objects embedded in a stochastic background. In the context of astrophysics, the matched filter has been applied to detect point sources and SZ emission in CMB observations\textsuperscript{26,27}. Alternative optimal filters, such as the scale-adaptive filter, have also been derived\textsuperscript{28,29} and applied to CMB observations\textsuperscript{30}. In all of these cases, optimal filters are applied to small patches of the sky, where a flat tangent plane approximation of the celestial sphere in the region of interest is made. To analyze full-sky CMB observations these techniques must be extended from Euclidean space to a spherical manifold. Optimal filter theory has been extended to the sphere by Ref.\textsuperscript{31} and applied to detect SZ emission\textsuperscript{32} for the case of azimuthally-symmetric source signatures and by Ref.\textsuperscript{33} for the general directional setting.

In this article we develop an alternative candidate source detection algorithm using optimal filters. We focus on the problem of detecting the signatures of bubble collisions in observations of the CMB, but our approach generalizes to other sources and backgrounds trivially. Since the angular scale of a typical bubble collision is expected to be large\textsuperscript{4,11,15}, tangent plane approximations are not valid, and we instead consider optimal filters defined on the sphere\textsuperscript{31,32}. We describe and evaluate our new candidate source detection algorithm in Sec.\textsuperscript{II} and show it to be superior to the needlet approach considered previously\textsuperscript{21,22}. Finally, we apply our algorithm to WMAP observations in Sec.\textsuperscript{II} resulting in the detection of a number of new candidate bubble collision signatures in the WMAP 7-year data. Concluding remarks are made in Sec.\textsuperscript{IV}.

\section{II. Optimal Detection of Candidate Bubble Collisions}

Filter based approaches to enhance a signal in a background process are common due to their effectiveness and efficiency. Indeed, a wavelet transform, such as needlets, is merely a filtering operation with a carefully constructed set of filter kernels (to allow the exact reconstruction of the original signal). In this section we consider filters that provide the maximal enhancement of the source signature in a given stochastic background. The filters are optimal in the sense that no other filter can yield a greater enhancement in the signal-to-noise ratio (SNR) of the filtered field. Our optimal-filter-based method is general: in this work, we focus on its application to the problem of detecting signatures of bubble collisions. Firstly, we define the signatures of the bubble collision remnants that we search for. We then construct and evaluate optimal filters for detecting candidate bubble collision signatures when the size of the signature is known, before describing an algorithm for detecting multiple candidate bubble collision signatures of unknown and differing sizes.

\subsection{A. Bubble collision signatures}

Bubble collisions induce a modulative and additive contribution to the temperature fluctuations of the CMB\textsuperscript{8}, however the modulative component is second order and may be safely ignored. The additive contribution induced in the CMB by a bubble collision is given by the azimuthally-symmetric profile

\[ \Delta T_b(\theta, \phi) = [c_0 + c_1 \cos(\theta)] s(\theta; \theta_{\text{crit}}), \]

when centered on the North pole, where \((\theta, \phi) \in S^2\) denote the spherical coordinates of the unit sphere \(S^2\), with colatitude \(\theta \in [0, \pi]\) and longitude \(\phi \in [0, 2\pi]\), and \(c_0\) and \(c_1\) are free parameters (not to be confused with the power spectrum monopole and dipole). A typical bubble collision signature is illustrated in Fig.\textsuperscript{1}. Following the parameterization of Refs.\textsuperscript{21,22}, we describe the bubble collision signature by its amplitude at its centre and at its causal boundary, given by \(z_0 = c_0 + c_1\) and \(z_{\text{crit}} = c_0 + c_1 \cos(\theta_{\text{crit}})\) respectively, and by its size \(\theta_{\text{crit}}\). We replace the discontinuous Heaviside step function of the bubble collision profile with a “Schwartz” step function \(s(\theta; \theta_{\text{crit}})\) that is infinitely differentiable but nevertheless exhibits a smooth but rapid transition to zero about \(\theta_{\text{crit}}\). As theoretical work suggests that the temperature discontinuity parameter should be negligible\textsuperscript{13,14} (an observation that is supported by the candidate bubble collision signatures detected previously\textsuperscript{21,22}), we restrict our attention to \(z_{\text{crit}} \sim 0 \mu K\). Bubble collision signatures may occur at any position on the sky \((\theta_0, \phi_0)\) and at a range of sizes \(\theta_{\text{crit}}\) and amplitudes \(z_0\). We denote by \(\Delta T_i\) the temperature contribution induced by a candidate bubble collision \(i\) with parameters \(\{z_0, \theta_{\text{crit}}, \theta_0, \phi_0\}\).
FIG. 1. Panels (a) and (b) show the radial profile and 3D surface plot (lit from top-left, with specular highlight), respectively, of a bubble collision signature with parameters \( \{ z_0, \theta_{\text{crit}}, \theta_0, \phi_0 \} = \{ 100 \, \mu K, 10^5, 0^\circ, 0^\circ \} \) (throughout we consider \( z_{\text{crit}} \approx 0 \, \mu K \)). In panel (c) the power spectrum of the bubble collision signature (solid blue curve) is compared with the best-fit WMAP7+BAO+H0 CMB power spectrum (red dashed curve). Matched filters for azimuthally symmetric templates promote harmonic modes where the source template power spectrum is large and suppress modes where the CMB power spectrum is large.

B. Optimal bubble collision filters

We define optimal filters to enhance the contributions of compact sources embedded in a stochastic background, focusing on the case of locating candidate bubble collision signatures in the CMB. Firstly, we discuss filtering on the sphere in general, before defining the optimal matched filter. We compute the matched filter for detecting bubble collision signatures and compare the SNR for the matched filter to alternatives, such as needlets and the unfiltered field itself.

1. Filtering

Filtering on the sphere is the natural analogue of the filtering operation in Euclidean space and is defined by the projection of a function, such as the CMB temperature fluctuations \( \Delta T \), onto rotated filter kernels. Consequently, filtering on the sphere is defined through the spherical convolution

\[
F_R(\rho) = \langle \Delta T, \mathcal{R}(\rho) \Psi_R \rangle = \int_{S^2} d\Omega(\theta', \phi') \Delta T(\theta, \phi) \mathcal{R}(\rho) \Psi_R^*(\theta', \phi'),
\]

where \( \Psi_R \) is the filter kernel at scale \( R \), \( \mathcal{R} \) is the rotation operator describing a rotation by the Euler angles \( \rho \in \text{SO}(3) \), \( \langle \cdot, \cdot \rangle \) denotes the inner product on the sphere, \( * \) denotes complex conjugation and \( d\Omega(\theta, \phi) = \sin \theta \, d\theta \, d\phi \) is the usual rotation-invariant measure on the sphere. The filtering operation given by Eq. (1) is general in the sense that directional filter kernels are considered. Since we are concerned with bubble collision signatures, which are azimuthally-symmetric, we henceforth restrict our attention to azimuthally-symmetric filter kernels such that \( \Psi_R(\theta, \phi) = \Psi_R(\theta) \). In this case, the filter kernel is invariant under rotations about its own axis of symmetry and the set of distinct rotations is restricted from the rotation group \( \text{SO}(3) \) to the sphere \( S^2 \), i.e. \( \rho = (\theta, \phi) \in S^2 \).

Just like in the Euclidean setting, filtering on the sphere can be computed more efficiently in harmonic space than through an evaluation of Eq. (1) by direct quadrature. The CMB temperature fluctuations may be represented by their expansion in the basis of spherical harmonics \( Y_{\ell m} \), given by

\[
\Delta T(\theta, \phi) = \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell} a_{\ell m} Y_{\ell m}(\theta, \phi),
\]

where the harmonic coefficients are given by the usual projection onto the basis functions: \( a_{\ell m} = \langle \Delta T, Y_{\ell m} \rangle \). In practice, we consider a maximum band-limit \( \ell_{\text{max}} \) such that the summation over \( \ell \) in Eq. (2) may be truncated to \( \ell_{\text{max}} \). Similarly, the filter kernel may be decomposed into its spherical harmonic expansion, with coefficients given by \( \langle \Psi_R, Y_{\ell m} \rangle = \langle \Psi_R \rangle_{\ell m} \). For an azimuthally-symmetric kernel the filter coefficients are non-zero for harmonic indices \( m = 0 \) only, i.e. \( \langle \Psi_R \rangle_{\ell m} = \delta_{m0} \langle \Psi_R \rangle_{\ell 0} \), where \( \delta_{ij} \) is the Kronecker delta symbol. In this setting, the harmonic coefficients of the filtered field are given by

\[
(F_R)_{\ell m} = \sqrt{\frac{4\pi}{2\ell + 1}} a_{\ell m} \langle \Psi_R \rangle_{\ell 0}^*.
\]

Fast spherical harmonic transforms (e.g. Refs. [34–37]) may then be employed to reduce the complexity of filtering with an azimuthally-symmetric kernel from \( \mathcal{O}(\ell_{\text{max}}^3) \) to \( \mathcal{O}(\ell_{\text{max}}) \).
The purpose of filtering the observed signal on the sphere is to enhance source signatures relative to the stochastic background; we thus require a quantitative measure of the effectiveness of filtering. We define the SNR of the filtered field for scale $R$ by the ratio of its mean to its dispersion in the presence of a source located at $(\theta_0, \phi_0)$:

$$
\Gamma_R = \frac{\mu_R(\theta_0, \phi_0)}{\sigma_R(\theta_0, \phi_0)},
$$

where the mean and variance of the filtered field are defined, respectively, by

$$
\mu_R(\theta, \phi) = \mathbb{E}[F_R(\theta, \phi)]
$$

and

$$
\sigma_R^2(\theta, \phi) = \mathbb{E}[|F_R(\theta, \phi)|^2] - \mu_R^2(\theta, \phi).
$$

2. Optimal filters

The observed CMB temperature fluctuations $\Delta T$ are assumed to be comprised of a number of compact sources $\Delta T_i$, such as bubble collision signatures, embedded in a stochastic background noise process $n$:

$$
\Delta T(\theta, \phi) = \sum_i \Delta T_i(\theta, \phi) + n(\theta, \phi).
$$

We decompose the sources into their amplitude $A_i$ and normalized template profile $\tau_i$ by $\Delta T_i(\theta, \phi) = A_i \tau_i(\theta, \phi)$; for the case of bubble collision signatures we make the association $A = z_0$. The stochastic noise process $n$ is assumed to be zero-mean, isotropic and homogeneous and is defined by its power spectrum:

$$
\mathbb{E}[n_{\ell m}n_{\ell' m'}^*] = C_\ell \delta_{\ell \ell'} \delta_{m m'},
$$

where $n_{\ell m} = \langle n, Y_{\ell m} \rangle$. The source population is the signal of interest, hence the noise is comprised of primary and secondary CMB anisotropies.

We filter the observed CMB temperature fluctuations $\Delta T$ with the aim of enhancing the source contributions $\Delta T_i$ relative to the background noise $n$. The matched filter $\Psi_R^{\text{MF}}$ is defined to maximize the SNR of the filtered field given by Eq. (4), while ensuring that the amplitude of the filtered field at the source position gives an unbiased estimator of the source amplitude. Thus, the matched filter defined on the sphere is recovered by solving the constrained optimization problem:

$$
\min_{\Psi_R} \sigma_R^2(\theta_0, \phi_0) \text{ such that } \mu_R(\theta_0, \phi_0) = A.
$$

The resulting matched filter is given by

$$
(\Psi_R^{\text{MF}})_{\ell m} = \frac{\tau_{\ell m}}{\alpha C_\ell},
$$

where

$$
\alpha = \sum_{\ell m} C_\ell^{-1} |\tau_{\ell m}|^2
$$

and $(\Psi_R^{\text{MF}})_{\ell m} = \langle \Psi_R^{\text{MF}}, Y_{\ell m} \rangle$. Here and subsequently we use the shorthand notation $\sum_{\ell m} = \sum_{\ell=\ell}^{\ell_{\max}} \sum_{m=-\ell}^{m=\ell}$. On inspection of the filtering operation in harmonic space given by Eq. (3), the matched filter given by Eq. (5) is justified intuitively since the filter promotes harmonic modes where the source template $\tau_{\ell m}$ is large and suppresses modes where the noise power $C_\ell$ is large.

In Fig. 2 we plot the matched filters that are optimized to bubble collision signatures of varying size embedded in a CMB background defined by the ΛCDM power spectrum that best fits WMAP 7-year, baryon acoustic oscillations and supernovae observations (hereafter we refer to this spectrum as the best-fit WMAP7+BAO+H0 power spectrum) [2]. Notice that on smaller scales the matched filter contains a central broad hot region to enhance the main bubble collision contribution, surrounded by hot and cold rings to enhance the collision edge. However, on larger scales notice that the matched filter contains only the hot and cold rings that enhance the collision edge. Since the CMB has more power on large scales, the matched filters on large scales do not look for the large-scale features of the bubble collision signature but rather the transition region near the location where the template goes to zero. Note that the transition region is the best place to look even though the matched filter is constructed for templates with $z_{\text{crit}} \sim 0 \mu K$.

Alternative optimal filters have also been proposed, such as the scale-adaptive filter, defined in Euclidean space by Refs. [28, 29] and extended to the sphere by Refs. [31, 33]. Like the matched filter, the scale-adaptive filter minimizes the variance of the filtered field while still providing an unbiased estimate of the source amplitude, but it also imposes a local peak in the filtered field over scale $R$. Since an additional constraint is imposed when solving the optimization problem that defines the scale-adaptive filter, the SNR for the scale-adaptive filter is inevitably lower than that for the matched filter. However, in the case of (i) a scale-invariant background and (ii) a template profile that changes size simply through a scaling of $\theta$, the peak in the scale-adaptive filter field can help to find sources of unknown size. When criteria (i) and (ii) hold, the scale-adaptive filter for a given source size can be constructed by scaling the scale-adaptive filter for a source of a different size. A filter of incorrect size (since the underlying size of the source is unknown), and scaled variants of it, may then be applied: the peak imposed in scale when constructing the filter can then be used to estimate the unknown source size. However, neither criterion holds for the case of bubble collision signatures embedded in the CMB. Furthermore, although the scale-adaptive filter has been derived on the sphere by Refs. [31, 33], small-angle approximations are made in these derivations; hence the scale-adaptive filter constraints may break down for sources of very large
size, such as the bubble collision signatures of interest. Indeed, we have performed numerical experiments that have shown this to be the case. Consequently, we do not consider the scale-adaptive filter further. The problem of detecting sources of unknown size is considered further in Sec. II C.

3. Signal-to-noise ratio comparison

We compare the SNR for the matched filter, which by definition is optimal, with the SNR for needlets and the unfiltered field. For a arbitrary filter \( \Psi_R \), such as needlets, the SNR defined by Eq. [4] becomes

\[
\Gamma_R^\Psi = \frac{A \sum \ell m C_l \langle \Psi_R \rangle_{\ell m}^2}{\sqrt{\sum \ell m C_l \langle \Psi_R \rangle_{\ell m}^2}} ,
\]

where \( \langle \Psi_R \rangle_{\ell m} = \langle \Psi_R, Y_{\ell m} \rangle \). For the case of the matched filter this expression reduces to \[33\]

\[
\Gamma_R^{MF} = \alpha^{1/2} A .
\]

Finally, we also consider the SNR of the unfiltered field, defined by the ratio of its mean and dispersion at the location of a source, given by

\[
\Gamma_{orig} = \frac{A \sum \ell m \sqrt{2\ell+1 (\ell-m)!}}{4\pi (\ell+m)!} \tau_{\ell m}} \sqrt{\sum \ell \sqrt{2\ell+1 (\ell-m)!} C_\ell} .
\]

The SNRs computed for bubble collision signatures of varying size embedded in a CMB background defined by the \( \Lambda \)CDM best-fit WMAP7+BAO+H0 power spectrum are plotted in Fig. 3 (a). Notice the superiority of the matched filter to both needlets and the original unfiltered field.

C. Candidate bubble collision detection

We have selected the optimal matched filter as the filter of choice, since the matched filter optimizes the SNR of the filtered field at the position of a source, but thus far we have only considered source profiles of known size. Here we describe an algorithm using the matched filter to detect multiple sources of unknown and differing size. The algorithm proceeds as follows.

1. Construct matched filters optimized to the source signatures for a grid of scales, i.e. \( R \in \{ \theta_{crit}^k \}_{k=1}^N \).
2. Filter the sky with the matched filter for each scale \( R \).
3. Compute significance maps

\[
S_R(\theta, \phi) = \frac{|F_R(\theta, \phi) - \mu_R(\theta, \phi)|}{\sigma_R(\theta, \phi)} ,
\]

for each filter scale \( R \). The mean and dispersion of the filtered field is computed over realisations of the noise process in the absence of sources.

4. Threshold the significance maps for each filter scale \( R \), setting all values of \( S_R(\theta, \phi) < N_{\sigma_R} \) to zero.
5. Find localized peaks in the thresholded significance maps for each filter scale \( R \) and associate each with a potential detection of a source.
6. For each potential detection at a given scale \( R \), look across adjacent scales \( R_{\text{adj}} \in \{ R_{\text{adj}} \in \{ \theta_{crit}^k \}_{k=1}^N : |R_{\text{adj}} - R| \leq \theta_{\text{adj}} \} \) and eliminate the potential detection if a stronger potential detection is made on an adjacent scale. Potential detections are eliminated as follows. If adjacent scales contain an overlapping non-zero thresholded region, and if the pixel with the maximum absolute value of the filtered field in the thresholded region is the same sign as the corresponding value at the current scale, but greater in magnitude, then discard the potential detection at the current scale. Otherwise retain the potential detection and classify it as a detected source.

7. For all detected sources, estimate the parameters of the source size, location and amplitude, using the corresponding filter scale, peak position of the thresholded significance map and amplitude of the filtered field, respectively.

The construction of optimal filters is implemented in the S2FIL code \[33\] (which in turn relies on the codes S2 \[10\] and HEALPix \[35\]), while the COMB code \[33\] has been used to simulate bubble collisions signatures embedded in a CMB background \[4\]. The candidate object detection algorithm described here is implemented in a modified version of S2FIL that will soon be made publicly available.

There is no theoretical guarantee that the peak in the filtered field across scales will coincide with the scale of the unknown source. Nevertheless, for bubble collision signatures embedded in the CMB we have found, through numerical simulations, that there is indeed such a peak at the scale of an underlying source, as illustrated in Fig. 4. Thus, the algorithm outlined above is an effective approach to detecting multiple bubble collision signatures of unknown and differing size. In situations where a peak does not occur at the scale of an underlying source, numerical simulations may be performed to fit the curve of the filtered field across scales to an underlying source size. The algorithm outlined above would therefore remain applicable, with only minor alterations.

---

4 S2FIL, S2 and COMB are available from http://www.jasonmcewen.org while HEALPix is available from http://healpix.jpl.nasa.gov
Although this algorithm considers a grid of candidate scales $R \in \{\theta_{\text{crit}}^{k}\}_{k=1}^{N_{\text{crit}}}$, it is likely that a source may exist at scales between the samples of the grid. It is thus important to examine how sensitive the matched filter is to small errors in the source size. In Fig. 3(b) we plot SNR curves for matched filters constructed on the grid of candidate scales for bubble collision signatures embedded in the CMB. A degradation in the SNR away from the scale used to construct each filter is clearly apparent; however, provided that the $\theta_{\text{crit}}$ grid is sampled sufficiently densely, the matched filters remain effective and are superior to needlets.

The algorithm described above has just two parameters. The first is the distance $\theta_{\text{adj}}$ for which scales are considered to be adjacent, which can be set relative to the grid of candidate sizes. The second parameter is the threshold level $N_{\sigma_{p}}$, which may be allowed to vary for each filter scale $R$. The threshold levels may be calibrated from simulations in order to allow a manageable number of false detections, while remaining sensitive to weak source signals.

### III. BUBBLE COLLISION CANDIDATES IN WMAP 7-YEAR OBSERVATIONS

In this section we apply the optimal-filter-based source detection algorithm described in Sec. II to WMAP 7-year observations of the CMB to search for signatures of bubble collisions. Firstly, we construct optimal filters matched to WMAP observations and then calibrate the detection algorithm on a realistic WMAP end-to-end simulation. We then study the sensitivity of the optimal-filter-based detection algorithm. Finally, we apply the algorithm to WMAP observations, resulting in the detection of a number of new candidate bubble collision signatures.

#### A. Optimal bubble collision filters for WMAP

We analyze foreground-cleaned WMAP 7-year W-band observations since this band has the highest resolution beam (with full-width-half-maximum FWHM = 13.2 arcmin) and suffers from the least foreground contamination \[^11\]. We restrict our analysis to the band-limit $\ell_{\text{max}} = 256$ since this is sufficient to represent the bubble collision signatures of interest, which are relatively large scale. The stochastic background in which the bubble collision signatures live, and that is used to derive

**FIG. 2.** Matched filters optimized to bubble collision signatures of varying size embedded in a $\Lambda$CDM CMB background defined by the best-fit WMAP7+BAO+H0 power spectrum.
FIG. 3. SNRs of bubble collision signatures of varying size with amplitude \( A = z_0 = 100 \) \( \mu \)K embedded in a \( \Lambda \)CDM CMB background defined by the best-fit WMAP7+BAO+H0 power spectrum. SNR curves are plotted for matched filters (solid blue curve), needlets with scaling parameter \( B = 1.8 \) for a range of needlet scales \( j \) (dot-dashed black curves) and for the unfiltered field (dashed red curve). Notice the clear superiority of the matched filter. In panel (b) SNR curves for the matched filters constructed at a given scale and applied at all other scales are also shown (light solid blue curves). The scale for which the filters are constructed may be read off the plot from the intersection of the heavy and light solid blue curves. Provided the \( \theta_{\text{crit}} \) grid is sampled sufficiently densely, the matched filters remain superior to needlets.

matched filters, is defined by the CMB power spectrum, where we assume the best-fit WMAP7+BAO+H0 best-fit \( \Lambda \)CDM power spectrum. The noise considered in the derivation of the matched filter is assumed to be homogeneous and isotropic, whereas WMAP observations exhibit anisotropic noise that varies over the sky. We therefore neglect WMAP noise when constructing optimal filters. This approximation is valid since the W-band instrumental noise is sub-dominant relative to the CMB contribution in the harmonic region of interest (\( \ell_{\text{max}} \leq 256 \)).

The optimal filters matched to WMAP W-band observations are then computed by Eq. (5), where the noise power spectrum \( C_{\ell} \) is given by the CMB spectrum, and the harmonic coefficients of the normalized template profile \( \tau_{\ell m} \) are modulated by the Legendre coefficients of an azimuthally-symmetric Gaussian beam with FWHM = 13.2 arcmin. The matched filters computed in this setting are very similar to those displayed in Fig. 2 that were computed in the absence of a beam.

For the algorithm to detect candidate bubble collision signatures of unknown and varying size described in Sec. II C, we must construct matched filters for a grid of scales. We consider the scales \( R \in \{ 1^\circ, 1.5^\circ, 2^\circ, 3^\circ, 4^\circ, 5^\circ, 6^\circ, 7^\circ, 8^\circ, 9^\circ, 10^\circ, 12^\circ, 14^\circ, 16^\circ, 18^\circ, 20^\circ, 22^\circ, 24^\circ, 26^\circ, 28^\circ, 30^\circ, 35^\circ, 40^\circ, 45^\circ, 50^\circ, 55^\circ, 60^\circ, 65^\circ, 70^\circ, 75^\circ, 80^\circ, 85^\circ, 90^\circ \} \). The SNR curves for the matched filters constructed for these scales are shown in Fig. 3(b) (albeit in the absence of a beam, although the SNR curves

---

\footnote{We have tested the validity of this assumption by successfully detecting synthetic bubble collision signatures embedded in simulated WMAP observations that do include anisotropic noise.}

\footnote{The Gaussian beam employed in this work is an approximation to the true W-band beam. As the matched filters computed in the absence of a beam are very similar to those computed with a Gaussian beam, any effects due to the approximated beam are negligible.}
do not change markedly when these effects are included). This grid of scales is thus sufficiently sampled to ensure that the matched filters remain effective for scales between the samples of the grid.

**B. Calibration**

It is necessary to calibrate the optimal-filter-based bubble collision detection algorithm to realistic WMAP observations. Throughout the calibration we apply the WMAP KQ75 mask [42] since we will adopt this conservative mask when analyzing the WMAP data. Firstly, for each scale \( R \), we use 3,000 Gaussian CMB WMAP simulations with W-band beam and anisotropic instrumental noise to compute the mean and dispersion of the filtered field in the absence of sources, as required to compute significance maps of each filtered field through Eq. \( \theta_0 \). Based on the sampling of the grid of scales we set the adjacency parameter to \( \theta_{adj} = 5^\circ \). We then calibrate the threshold levels \( N_{\sigma R} \) for each scale \( R \) from a realistic WMAP simulation that does not contain bubble collision signatures. The thresholds are chosen to allow a manageable number of false detections while remaining sensitive to weak bubble collision signatures. For this calibration we use a complete end-to-end simulation of the WMAP experiment provided by the WMAP Science Team [22]. The temperature maps in this simulation are produced from a simulated time-ordered data stream, which is processed using the same algorithm as the actual data. The data for each frequency band is obtained separately from simulated sources including diffuse Galactic foregrounds, CMB fluctuations, realistic noise, smearing from finite integration time, finite beam size, and other instrumental effects. We use the foreground-reduced W-band simulation for calibration. The threshold levels \( N_{\sigma R} \) are selected to allow at most two false detections on each scale on this simulated map (recall that detections on one scale can be eliminated by stronger detections made on adjacent scales). When running the fully-calibrated candidate bubble collision detection algorithm on the WMAP W-band end-to-end simulation, 13 false detections are made (note that this is an identical number of false detections to that obtained using needlets [21, 22]). Processing a single map through the algorithm, including filtering at all 33 scales, requires on the order of seconds on a standard desktop computer.

**C. Sensitivity**

Before applying the calibrated candidate bubble collision detection algorithm to WMAP observations, we first assess its sensitivity by applying it to simulated observations where bubble collision signatures are present. We repeat the sensitivity analysis performed by Refs. [21, 22], where we lay down known bubble collision signatures on low-noise and high-noise regions of the sky, given by locations \( (\theta_0, \phi_0) = (57.7^\circ, 99.2^\circ) \) and \( (\theta_0, \phi_0) = (56.6^\circ, 193.0^\circ) \) respectively, where here and subsequently we adopt Galactic coordinates. For each collision scale and amplitude that we consider, in each of the low-noise and high-noise regions, we simulate three Gaussian CMB WMAP W-band observations. We then run the calibrated bubble collision detection algorithm on these six simulations. If the underlying bubble collision signature is detected in all simulations, we classify the amplitude and scale parameter pair as living in an exclusion region. If the underlying bubble collision is detected in some but not all simulations, we classify the parameter pair as living in a sensitivity region. If the underlying bubble collision is not detected in any simulation, we classify the parameter pair as living in an unprobed region. These regions describe the sensitivity of the bubble collision detection algorithm and are plotted in Fig. 5 for a range of scale and amplitude parameter pairs.

Bubble collision signatures that lie in exclusion regions would certainly be detected by the optimal-filter-based bubble collision detection algorithm provided they were not significantly masked, while collision signatures that lie in sensitivity regions would be detected if they were in a favorable location on the sky. When compared to the exclusion and sensitivity regions recovered using needlets [21, 22], the regions recovered using optimal filters are extended to lower temperatures by a factor of \(~1.7\) in \( \Delta T \) for scales \( \theta_{crit} \sim 10^\circ \) and most likely further for larger scales (note that the regions plotted in [21, 22] are for \( \Delta T/T_0 \), where \( T_0 \) is the average temperature of the CMB, while here they are plotted for \( \Delta T \)). Optimal filters thus provide an enhancement in sensitivity by a factor of approximately two when compared with needlets, in line with expectations from the SNR curves plotted in Fig. 3. This improvement in sensitivity will be important for uncovering the necessarily weak bubble collision signatures that may be embedded in CMB observations.

**D. Candidate bubble collisions**

The calibrated bubble collision detection algorithm is applied to foreground-cleaned WMAP 7-year W-band observations [11], with the conservative KQ75 mask applied [42]. 16 candidate bubble collision signatures are detected. The WMAP W-band data that are analyzed and the detected bubble collision candidates are plotted on the full-sky in Fig. 6. A list of the parameters recovered for each detected candidate is given in Table I, where the bubble collision candidate labels match those of Fig. 6 (c). In Table II we also give the significance level of each detection and state whether a feature with similar parameters was detected using needlets [21, 22]. We detect eight new candidate bubble collisions that have not been reported previously.

As a very preliminary analysis to check that residual foreground contributions are not responsible for the detected candidate bubble collision signatures, we
also apply the bubble collision detection algorithm to the foreground-cleaned V-band and Q-band WMAP 7-year observations. Since foreground contributions are frequency-dependent, one would expect a large difference between the regions detected on different bands if they were due to foreground contributions. Whether each candidate bubble collision signature is detected in the other WMAP bands is listed in the final two columns of Table I. All of the new regions detected in the W-band are detected in at least one of the other bands, suggesting residual foregrounds are unlikely to be responsible for the new bubble collision candidates that we detect.

Let us remark that the combination of bubble collision candidates with labels 14 and 15 look somewhat like a dipole contribution. However, this resemblance is likely to be a coincidence: we know that the matched filters on these large scales enhance ring-like features (see Fig. 2). Indeed, since the prior on the expected angular size of bubble collision signatures in the CMB is peaked at 90° [11], very large candidate bubble collisions are of particular interest. A subsequent Bayesian analysis, following the method of Refs. [21, 22], will be able to discriminate whether these features are spurious ΛCDM fluctuations, or else provide evidence for the bubble collision hypothesis.

IV. CONCLUSIONS

The problem of detecting the existence of a population of sources embedded in the CMB is of widespread interest. The most unambiguous method of doing so is through a direct evaluation of the full posterior probability distribution of the global parameters of the theory giving rise to the source population. However, such an approach is computationally impractical for large datasets, such as WMAP and Planck. A method to approximate the full posterior has been developed recently by Refs. [21, 22]. This approach requires pre-processing of the data to recover a set of candidate sources which are most likely to give the largest contribution to the likelihood. The pre-processing stage of this method is thus crucial to its overall effectiveness. Previously needlets were used for candidate source detection [21, 22]. In this article we have developed a new algorithm, based on opti-
TABLE I. Candidate bubble collisions detected in WMAP 7-year W-band observations.

| Label | Bubble collision parameters | $S_{\theta_{\text{crit}}}(\theta_0, \phi_0)$ | Detected previously | Detected in other bands |
|-------|-----------------------------|--------------------------------|--------------------|-------------------------|
|       | $z_0$ (mK) | $\theta_0$ (°) | $\phi_0$ (°) | $\theta_{\text{crit}}$ (°) | V-band | Q-band |
| 0     | 0.24 | 119.0 | 304.5 | 1.5 | 4.25 | N | Y | N |
| 1     | 0.20 | 78.3 | 176.5 | 2 | 4.15 | N | N | Y |
| 2     | 0.20 | 112.3 | 264.4 | 2 | 4.08 | Y | Y | Y |
| 3     | -0.19 | 145.1 | 33.0 | 2 | 4.05 | Y | N | N |
| 4     | -0.17 | 169.0 | 187.5 | 3 | 4.26 | Y | Y | Y |
| 5     | 0.17 | 72.4 | 150.8 | 3 | 4.02 | Y | Y | Y |
| 6     | -0.16 | 167.2 | 268.7 | 4 | 4.56 | Y | Y | Y |
| 7     | -0.16 | 147.4 | 207.1 | 5 | 4.67 | Y | Y | Y |
| 8     | 0.15 | 123.2 | 321.3 | 5 | 4.43 | Y | Y | Y |
| 9     | 0.14 | 62.7 | 220.4 | 7 | 4.39 | N | Y | Y |
| 10    | 0.11 | 136.6 | 172.6 | 20 | 3.94 | Y | Y | Y |
| 11    | -0.09 | 127.2 | 216.9 | 26 | 3.07 | N | N | Y |
| 12    | 0.09 | 116.3 | 31.6 | 35 | 3.33 | N | Y | N |
| 13    | 0.10 | 136.6 | 282.0 | 40 | 3.07 | N | N | Y |
| 14    | 0.15 | 69.6 | 62.6 | 85 | 3.03 | N | Y | N |
| 15    | -0.16 | 88.5 | 277.7 | 90 | 3.11 | N | Y | Y |

This method is optimal in the sense that no other filter-based approach can provide a superior enhancement of the source contribution. However, as we have emphasized, the parameters of our algorithm are set to allow some false detections: there is no guarantee that the candidates picked out are the signatures of bubble collisions. The filters will also respond to similar temperature patterns resulting from rare $\Lambda$CDM fluctuations. A further Bayesian model selection step (implementing Occam’s razor via a self-consistent penalty for extra model parameters) is required to determine the most likely explanation for the data – be it a bubble collision, a rare statistical fluctuation of $\Lambda$CDM or something else entirely.

Although our source detection algorithm has general applicability, in this case we have applied it to the problem of detecting candidate bubble collision signatures in WMAP 7-year observations, where we have demonstrated its superiority. After calibrating our algorithm on a realistic WMAP end-to-end simulation, we have shown both theoretically and through simulations that it provides an enhancement in sensitivity over the previous needlet approach by a factor of approximately two, for an identical number of false detections on the WMAP end-to-end simulation. Applying our algorithm to WMAP 7-year observations, we detect eight candidate bubble collision signatures that have not been reported previously.

In a follow-up analysis, we intend to compute the full posterior probability distribution of the number of bubble collision signatures in WMAP data using the method developed by Refs. [21, 22], in light of these new candidate bubble collision signatures. However, this method was previously restricted to candidate collisions of size $\theta_{\text{crit}} \leq 11^\circ$ due to computational memory requirements, while we have detected a number of candidate bubble collision signatures at larger scales. To handle these large candidate bubble collision signatures, an adaptive-resolution refinement of the method has been developed which processes each candidate at the highest resolution possible given its size and the available computational resources. It was previously shown that the WMAP 7-year data do not warrant augmenting $\Lambda$CDM with bubble collisions [21, 22]. However, the enhanced sensitivity of our optimal-filter-based candidate collision detection algorithm will improve the accuracy of the approximated posterior distribution, and has the potential to uncover evidence for bubble collisions in WMAP observations of the CMB, as well as in next-generation datasets.
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