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\textsc{Abstract.} In this paper, \textit{P}-canonical forms of $(A^k)_k$ (or simply of the matrix $A$) are defined and some of their properties are proved. It is also shown how we can deduce from them many interesting informations about the matrix $A$. In addition, it is proved that the \textit{P}-canonical forms of $A$ can be written as a sum of two parts, the geometric and the non-geometric parts of $A$, and that the \textit{P}-canonical form of the Drazin inverse $A_d$ of $A$ can be deduced by simply plugging $-k$ for $k$ in the geometric part of $A$. Finally, several examples are provided to illustrate the obtained results.
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1. \textsc{Introduction}

Let $A$ be a nonsingular matrix over a field $F$. It is a well known fact that, for many numerical examples of matrices $A$, replacing $k$ with $-k$ in certain forms of $A^k$, one can obtain the $k$th power of the inverse $A^{-1}$ of $A$. However, this fact is not proven in general. The problem here is that the $k$th power of a matrix can be represented in several forms. In fact, it can happen that in certain forms of $A^k$ it is not even possible to substitute $k = -1$ and, in other forms we can substitute $k = -1$ but we do not obtain $A^{-1}$. For example, Let $A$ be an $r$-circulant matrix. The expressions of $A^k$ given in Theorem 4.1 of [16] and Theorem 3.1 of [17] do not provide $A^{-1}$ when we plug into them $k = -1$.

In this paper, we consider an arbitrary matrix $A$, singular or nonsingular, with entries in a field $F$ and we prove that if we plug $-k$ for $k$ into the geometric part of $(A^k)_k$ we get the $k$th power of the Drazin inverse of $A$. In order to avoid any confusion that may arise by using this plugging-in operation, we begin by showing that the representations of $(A^k)_k$ into them we plug $-k$ for $k$, are canonical.

An element $a$ of an associative ring is said to have a Drazin inverse $\mathbb{D}$.
if there exists an element $b$, written $b = a_d$, such that
\[ a^k ba = a^k, \quad ab = ba, \quad bab = b \]
for some nonnegative integer $k$. It is well known that any element of any associative ring has at most one Drazin inverse (see [8]). The theory of Drazin inverse has been extensively studied and successfully applied in many fields of science such as functional analysis, matrix computations, combinatorial problems, numerical analysis, statistics, population models, differential equations, Markov chains, control theory, and cryptography, etc. [1, 4, 5, 13, 14, 25]. For this reason, many interesting properties of the Drazin inverse have been obtained [3, 7, 8, 14, 22] and a variety of direct and iterative methods have been developed for computation of this type of generalized inverse [2, 7, 10, 12, 20–25].

It should be noted that the method presented herein provides a closed-form formula for the $k$th power of the Drazin inverse $A_d$ of $A$ and gives other interesting information on the matrix $A$ such as the minimal polynomial and the Jordan-Chevalley decomposition of $A$. But for this, a closed-form formula for the $k$th power of the matrix $A$ is required and this can be done by any of the well-known methods such as Kwapisz’s method [11].

The organization of this paper is as follows. In Section 2, some algebraic results are established for the $F$-algebra of all linear recurrence sequences over $F$ whose characteristic polynomials split over $F$, and then, the definitions of the geometric part and the non-geometric part of a linear recurrence sequence are given. Results obtained there will be used in Section 3 to derive similar results for the set of all sequences of matrices, with coefficients in $F$, satisfying linear homogeneous recurrence relations with constant coefficients in $F$. In addition, some interesting properties are shown about the $P$-canonical forms of matrices defined in this section. Lastly, section 4 shows that the $P$-canonical forms of the Drazin inverse of a matrix $A$ can be deduced from those of the matrix $A$ by a simple plugging-in operation.

1.1. Notations.
Throughout the paper, we use the following notations:

- $F$ is a field and $C_F$ is the set of all sequences $s = (s_k)_{k \geq 0}$ over $F$.
  It is well known that $C_F$ is an $F$-algebra under componentwise addition, multiplication and scalar multiplication.
- Sequences in this paper are written in bold symbol.
- $\Lambda_i$, $i \geq 0$, is the element $\binom{k}{i}$ of $C_F$.
- $\bar{\Lambda}_i$, $i \geq 0$, is the element $\binom{-k}{i}$ of $C_F$. 

• \( T \) is the set \( \{ \Lambda_i/i \geq 0 \} \).

• \( \Gamma \) is the element \( (0,1,2,\ldots) \) of \( \mathcal{C}_F \).

• \( \mathcal{H} \) is the set \( \{ \Gamma^i/i \geq 0 \} \).

• If \( \mathcal{R} \) is a subring of a ring \( \mathcal{D} \) and \( L \) is subset of \( \mathcal{D} \), then \( \mathcal{R}(L) \) denotes the submodule spanned by \( L \).

• If \( \mathcal{R} \) is a subalgebra of an algebra \( \mathcal{K} \) and \( L \) is a subset of \( \mathcal{K} \), then \( \mathcal{K}[L] \) denotes the subalgebra of obtained by adjoining to \( \mathcal{K} \) the set \( L \).

• \( M_q(G) \) is the set of \( q \times q \) matrices over an \( F \)-algebra \( G \).

• \( S^* = \{ \lambda = (\lambda^k)_{k \geq 0} \in F, \lambda \neq 0 \} \) the set of all nonzero geometric sequences.

• \( S^o = \{ 0_i \in \mathcal{C}_F/i \in \mathbb{N}, 0_i(k) = \delta_{ik} \} \).

• \( S = S^* \cup S^o \).

• \( F_S \) denotes the \( F \)-vector spaces spanned by \( S \). It is well known that \( F_S \) is the set of all linear recurrence sequences over \( F \) whose characteristic polynomials are of the form \( X^m P(X) \) where the polynomials \( P(X) \) are square-free and split over \( F \) with nonzero constant terms.

• \( F_{S^*} \) denotes the \( F \)-vector spaces spanned by \( S^* \). It is well known that \( F_{S^*} \) is the set of all linear recurrence sequences over \( F \) whose characteristic polynomials are square-free and split over \( F \) with nonzero constant terms.

• \( F_{S^o} \) denotes the \( F \)-vector spaces spanned by \( S^o \). It is well known that \( F_{S^o} \) is the set of all linear recurrence sequences over \( F \) whose characteristic polynomials split over \( F \) and have zero as their only root.

• \( \mathcal{G}_q(F) \) denotes the subalgebra \( M_q(F_{S^*})[T] \) of \( M_q(\mathcal{C}_F) \).

• \( \mathcal{L}_q(F) \) denotes the subalgebra \( M_q(F_S)[T] \) of \( M_q(\mathcal{C}_F) \).

It is well known from the general theory of linear recurrence sequences that

• \( S, S^* \) and \( S^o \) are, respectively, bases of \( F_S, F_{S^*} \) and \( F_{S^o} \).

• \( F_S, F_{S^*} \) and \( F_{S^o} \) are subalgebras of \( \mathcal{C}_F \). More precisely, the set \( S^* \) is a group, and hence \( F_{S^*} \) is exactly the group algebra of \( S^* \) over \( F \).

• \( F_{S^o} \) and \( F_{S^*} \) are supplementary vector spaces relative to \( F_S \), i.e., \( F_S = F_{S^*} \oplus F_{S^o} \).

2. CANONICAL FORMS FOR LINEAR RECURRANCE SEQUENCES

Let \( T = \{ \Lambda_i/i \geq 0 \} \) be the set of all sequences \( \Lambda_i = (\binom{k}{i})_{k \geq 0} \) and consider the \( F \)-vector space \( F(T) \) spanned by \( T \). Then we have the following result
Proposition 2.1. Let $F$ be a field. Let $\mathcal{T}$ be the set of all sequences $\vec{\Lambda}_i = (\binom{-k}{i})_{k \geq 0}$ and consider the sequence $\Gamma = (0, 1, 2, \ldots)$. Then we have

1. $F\langle T \rangle$ is a subalgebra of $C_F$ and $T$ is a basis of $F\langle T \rangle$.
2. $\mathcal{T}$ is a basis of $F\langle T \rangle$, and the linear automorphism $\chi$ of $F\langle T \rangle$ which maps $\Lambda_i$ to $\vec{\Lambda}_i$ is an involution of the algebra $F\langle T \rangle$.
3. $F\langle T \rangle$ and $F_{S^*}$ are $F$-linearly disjoint.
4. If $F$ is of characteristic 0, then the sequence $\Gamma$ is transcendental over the ring $F_{S^*}$.
5. $F_{S^*}[T] = F_{S^*} \oplus F_{S^*}[T]$.

Proof.

1. Using the following formula (due to Riordan [19])

$$\binom{k}{i} \binom{k}{j} = \sum_{m=1}^{i+j} \binom{m}{i} \binom{i}{m-j} \binom{k}{m} = \sum_{m=0}^{i} \binom{i+j-m}{m,i-m,j-m} \binom{k}{i+j-m}$$

we can easily deduce that $\Lambda_i \Lambda_j$ is a linear combination of elements of $T$ for all $i, j$. Then $F\langle T \rangle$ is a subalgebra of $C_F$. More precisely, $F\langle T \rangle$ is the set of all linear recurrence sequences over $F$ with characteristic polynomials split over $F$ and have one as their only root. It is well known that $T$ is a basis of $F\langle T \rangle$.

2. Let $i \in \mathbb{N}$. It is clear that $\vec{\Lambda}_0 = \Lambda_0$ and then $\vec{\Lambda}_0 \in F\langle T \rangle$. Suppose that $i \geq 1$. Then we have $\vec{\Lambda}_i = (\pm i^\Lambda_i)$ for $i = 0, 1, \ldots$. An easy application of the Vandermonde convolution shows that

$$\vec{\Lambda}_i = \sum_{j=1}^{i} (-1)^j \binom{i-1}{i-j} \Lambda_j.$$ 

Then $\vec{\Lambda}_i \in F\langle T \rangle$ for all $i \in \mathbb{N}$. Since the coordinate matrix of the family $(\vec{\Lambda}_0, \ldots, \vec{\Lambda}_i)$ relative to $(\Lambda_0, \ldots, \Lambda_i)$ is the involutory lower triangular Pascal matrix of order $i + 1$, it follows that $\mathcal{T}$ is a basis of $F\langle T \rangle$ and that $\chi$ is an involution.

We note that $\chi$ is an $F$-algebra automorphism is due to the fact that Riordan's formula remains true for any negative integer $k$.

3. Let $\lambda_1, \ldots, \lambda_n$ be any family of pairwise distinct elements of $S^*$ and $m$ be a positive integer, and set $P(X) = \prod_{j=1}^{m} (X - \lambda_j)^{m+1}$. Theorem 1 and Theorem 2 of [9] assure that $\{\Lambda_i \lambda_j / 1 \leq j \leq n \text{ and } 0 \leq i \leq m\}$ is a basis of the $F$-vector space of all linear recurrence sequences with characteristic polynomial $P$. It follows that the set $\{\Lambda_i \lambda / i \in \mathbb{N}, \lambda \in S^*\}$ is linearly independent over the field $F$. The result now
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follows from Proposition 11.6.1. of [6] and the fact that $S^*$ and $T$ are, respectively, bases of the $F$-vector spaces $F_{S^*}$ and $F(T)$.

4. It is well known that in the theory of linear recurrence sequences over a field $F$ with characteristic 0, the family $\{\Gamma^i/i \in \mathbb{N}\}$ plays the same algebraic role as that played by $T$. By the same argument as in the proof of 3., it turns that the $F$-vector spaces $F_{S^*}$ and $F[T]$ are linearly disjoint. It then follows that $\Gamma$ is transcendental over the ring $F_{S^*}$.

5. First note that $F_{S^*}[T] = F_{S^*}$ since $0, A_j = \binom{i}{j} 0_i$ for all nonnegative integers $i$ and $j$. Now, since

$$\{0_0, \dots, 0_n\} \cup \\{A_j, \lambda_j/\lambda_0, \dots, \lambda_n \in S^* \text{ and } 0 \leq i \leq m\}$$

is linearly independent over the field $F$, because it is a basis of the $F$-vector space of all linear recurrence sequences with characteristic polynomial $X^n \prod_{j=1}^n (X - \lambda_j)^{m+1}$, the result $F_{S^*}[T] = F_{S^*} \oplus F_{S^*}[T]$ follows.

Remark 2.2. To be more precise, Proposition 11.6.1. of [6] shows that if $A$ and $B$ are $F$-subalgebras of $\Omega$, then the following statement are equivalent:

1. $A$ and $B$ are $F$-linearly disjoint.
2. $\{u_i v_j\}_{i,j}$ is linearly independent over $F$ whenever $\{u_i\}_i$ is a $F$-basis of $A$ and $\{v_j\}_j$ is a $F$-basis of $B$.

However, using this result it is easy to prove that the two following statements are also equivalent:

1. $A$ and $B$ are $F$-linearly disjoint.
2. There exist a $F$-basis $\{u_i\}_i$ of $A$ and a $F$-basis $\{v_j\}_j$ of $B$ such that $\{u_i v_j\}_{i,j}$ is linearly independent over $F$.

From Proposition 2.2, it follows that each $u \in F_{S^*}[T]$ can be written in exactly one way as $u = \mathbf{v} + u_0 A_0 + \cdots + u_m A_m$, in which $\mathbf{v} \in F_{S^*}$ and $u_0, \ldots, u_m \in F_{S^*}$, and that this representation is canonical. For ease of reference, let us call

- $\mathbf{v} + u_0 A_0 + \cdots + u_m A_m$ the canonical form of $u$ relative to $(S^*, T)$.
- $u_0 A_0 + \cdots + u_m A_m$ the geometric part of $u$ relative to $(S^*, T)$.
- $\mathbf{v}$ the non-geometric part of $u$.

Before going further let us state the following definition.

Definition 2.3. We say a sequence of $F_{S^*}[T]$ to be purely geometric if its non-geometric part is identically zero.
Lemma 2.4. Let \( u \) be a sequence over \( F \). Suppose that there exist a purely geometric sequence \( w = w_0 \Lambda_0 + \cdots + w_m \Lambda_m \) and a nonnegative integer \( \tau \) such that \( u(k) = w(k) \) for all \( k \geq \tau \). Then \( u \in F_S[T] \); in this case, \( w_0 \Lambda_0 + \cdots + w_m \Lambda_m \) and \( (u(0) - w(0))0_0 + \cdots + (u(\tau - 1) - w(\tau - 1))0_{\tau - 1} \) are, respectively, the geometric part and the non-geometric part of \( u \).

Proof. Follows immediately from the fact that
\[
u = (u(0) - w(0))0_0 + \cdots + (u(\tau - 1) - w(\tau - 1))0_{\tau - 1} + w.
\]

\[\blacksquare\]

Remark 2.5. It is easily seen that two sequences \( u, v \in F_S[T] \) are shift equivalent if and only if they have the same geometric parts.

3. \( \mathcal{P} \)-canonical forms of matrices

Let \( M_q(C_F) \) be the set of all matrices of order \( q \) over \( C_F \) and consider the subalgebra \( L_q(F) \) of \( M_q(C_F) \). It is straightforward to check that \( L_q(F) \) is the set of all sequences of matrices of order \( q \) over \( C_F \) that are linear recurrence sequences with characteristic polynomials split over \( F \), and that \( M_q(F_{S^*}) \) is the subset of \( L_q(F) \) consisting of all sequences of matrices whose terms vanish from some point onwards. Since
\[F_S[T] = F_{S^*} \oplus F_{S^*}[T],\]
it follows that
\[L_q(F) = M_q(F_{S^*}) \oplus G_q(F),\]
which shows that each \( U \in L_q(F) \) can be written in exactly one way as \( U = V + W \), in which \( V \in M_q(F_{S^*}) \) and \( W \in G_q(F) \). Let \( U_{ij} \) be the \((i,j)\)-th entry of \( U \), then \( V_{ij} \) and \( W_{ij} \) are, respectively, the non-geometric part and the geometric part of \( U_{ij} \). We say then that \( V \) and \( W \) are, respectively, the non-geometric part and the geometric part of \( U \). We note that there exist matrices \( \nu_0, \ldots, \nu_n \) with coefficients in \( F \) and \( W_0, \ldots, W_m \) with coefficients in \( F_{S^*} \) such that
\[V = \nu_00_0 + \cdots + \nu_n0_n \quad \text{is the non-geometric part of} \quad U\]
and
\[W = W_0\Lambda_0 + \cdots + W_m\Lambda_m \quad \text{is the geometric part of} \quad U.\]
We also note that, in view of Proposition 2.1, the matrices \( \nu_0, \ldots, \nu_n \)
and \( W_0, \ldots, W_m \) are uniquely determined by \( U \). We conclude that every matrix \( U \) of \( L_q(F) \) can be written in the form
\[U = \nu_00_0 + \cdots + \nu_n0_n + W_0\Lambda_0 + \cdots + W_m\Lambda_m,\]
where \( \nu_0, \ldots, \nu_n \in M_q(F) \) and \( W_0, \ldots, W_m \in M_q(F_{S^*}) \), and that these matrices are uniquely determined by \( U \). Let us call this representation
the $\mathcal{P}$-canonical form of $U$ relative to $(S^*, T)$, and let us abbreviate this with “the $\mathcal{P}$-cf” of $U$ relative to $(S^*, T)$.

Let now $A$ be a matrix over $F$ and let $P_A$ be its characteristic polynomial. It is well known that the entries of $A = (A^k)_{k \geq 0}$ are linear recurrence sequences with characteristic polynomial $P_A$. From this it follows that if $P_A$ splits over $F$, then

$$A \in \mathcal{L}_q(F) = M_q(F_{S^*}) \oplus \mathcal{G}_q(F),$$

and hence from the discussion above, there exist matrices $A_0, \ldots, A_l$ with coefficients in $F_{S^*}$ and a matrix $N(A)$ with coefficients in $F_{S^*}$ such that

$$A = N(A) + A_0 \Lambda_0 + \cdots + A_l \Lambda_l,$$

and this representation is the $\mathcal{P}$-cf of $A$ (or simply of $A$) relative to $(S^*, T)$.

Obviously, when $F$ is a field of characteristic 0, we obtain the same results as above if we decide to use $H$ instead of $T$. In this case the $\mathcal{P}$-cf of $A$ relative to $(S^*, H)$ has the form

$$A = N(A) + A'_0 \Gamma^0 + \cdots + A'_l \Gamma^l$$

For simplicity, in the sequel we call $A_i$ and $A'_i$ the $i$th coordinate of $A$ with respect to $(S^*, T)$ and $(S^*, H)$ respectively.

In the following proposition we give some properties of the matrices $N(A), A_0, \ldots, A_l$.

**Proposition 3.1.** Let $A$ be a square matrix of order $q$ over $F$, and suppose that its minimal polynomial is of the form $m_A = X^{t_0} \prod_{j=1}^p (X - \lambda_j)^{i_j}$ with the $\lambda_j$ distinct and belong to $F$ (possibly $t_0 = 0$). Let $m = \max\{t_1 - 1, \ldots, t_p - 1\}$ and let $\pi_0, \ldots, \pi_p$ be the spectral projections of $A$ at $0, \lambda_1, \ldots, \lambda_p$, respectively. Then we have

1. $A_i = \sum_{j=1}^p \lambda_j \lambda_j^{-i} (A - \lambda_j I_q)^i \pi_j$, $i \geq 1$, and $A_0 = \lambda_1 \pi_1 + \cdots + \lambda_p \pi_p$.

2. $N(A) = \sum_{i=0}^{t_0-1} 0_i A^i \pi_0$ if and only if $t_0 = 0$.

3. $A$ is nilpotent if and only if each $A_i$ is zero, i.e., $A = N(A)$.

4. $A_i = 0$ if and only if $i > m$.

5. If $A$ is not nilpotent, then no coordinate $A_i$, $1 \leq i \leq m$, is identically zero.

6. $A_i = \sum_{j=1}^p \lambda_j \lambda_j^{-i} (A - \lambda_j I_q)^i \pi_j$ is a nilpotent matrix, $i \geq 1$.

7. $N(A) = 0 \pi_0 + N$ where $N = \sum_{i=1}^{t_0-1} 0_i A^i \pi_0$ is a nilpotent matrix.
8. \( A = (N + A_1 A_1 + \cdots + A_m A_m) + (0_0 \pi_0 + A_0 A_0) \) is the unique decomposition of \( A \) as a sum of commuting nilpotent and diagonalizable matrices.

Proof.
1. and 2. We know that
\[
I_q = \pi_0 + \pi_1 + \cdots + \pi_p,
\]
then
\[
A = (A \pi_0) \pi_0 + (A \pi_1) \pi_1 + \cdots + (A \pi_p) \pi_p
\]
and hence
\[
A^k = (A \pi_0)^k \pi_0 + (A \pi_1)^k \pi_1 + \cdots + (A \pi_p)^k \pi_p
\]
for all \( k \geq 0 \). But since \( A \pi_i = (A - \lambda_i I_q) \pi_i + \lambda_i \pi_i \) and \( (A - \lambda_i I_q)^s \pi_i = 0 \), we see that
\[
A^k = \sum_{i=0}^{t_0-1} 0^k i \binom{k}{i} A^i \pi_0 + \sum_{i=1}^{p} \left( \sum_{j=0}^{i} \lambda_i^{k-j} (A - \lambda_i I_q)^j \pi_i \binom{k}{j} \right)
\]
for all \( k \geq 0 \) and \( s \geq \max\{t_1 - 1, \ldots, t_p - 1\} \). Therefore,
\[
A = \mathcal{N}(A) + A_0 A_0 + \cdots + \mathcal{A}_s A_s,
\]
where
\[
\mathcal{A}_i = \sum_{j=1}^{p} \lambda_j \lambda_j^{-i} (A - \lambda_j I_q)^i \pi_j, 1 \leq i \leq s,
\]
and
\[
\mathcal{A}_0 = \lambda_1 \pi_1 + \cdots + \lambda_p \pi_p
\]
and
\[
\mathcal{N}(A) = \sum_{i=0}^{t_0-1} 0_i A^i \pi_0.
\]

3. Is evident.
4. Suppose \( \mathcal{A}_i = 0 \). Then we have
\[
\sum_{j=1}^{p} \lambda_j \lambda_j^{-i} (A - \lambda_j I_q)^i \pi_j = 0.
\]
Multiplying by \( \pi_r \), we get \( \lambda_r \lambda_r^{-i} (A - \lambda_r I_q)^i \pi_r = 0 \) and hence \( (A - \lambda_r I_q)^i \pi_r = 0 \). The result now follows from the well-known fact that \( t_r \) is the smallest nonnegative integer satisfying
\[
(A - \lambda_r I_q)^{t_r} \pi_r = 0.
\]

5. Is evident.
6. Follows from the fact that if \( i \geq 1 \) then \( \mathcal{A}_i \) is a sum of commuting nilpotent matrices.
7. Is evident.
8. Let \( A = A_m + A_s \) be the Jordan-Chevalley decomposition of \( A \).
Then \( A^k = (A_n + A_s)^k = B_k + A_s^k \) where \( B_k \) is a matrix which commutes with \( A_n \) and \( A_s \). More precisely, \( A^k = B_k + A_s^k \) is the Jordan-Chevalley decomposition of \( A^k \). Since \((A_s^k)_k = 0_0 \pi_0 + \Lambda_0 A_0\) it follows that \((B_k)_k = N + A_1 \Lambda_1 + \cdots + A_m \Lambda_m\). The fact that the matrices \( A_s^k, k \geq 0 \) are simultaneously diagonalizable guarantees that the sequence of matrices \((A_s^k)_k\) is diagonalizable. The unicity of the decomposition follows from the fact that, for every \( k \in \mathbb{N}, \) the matrix \( A^k \) can be uniquely expressed as the sum of commuting diagonalizable and nilpotent matrices.

Remark 3.2. In the above (and in the rest of this paper) we have identified sequences of matrices and their associated matrices of sequences.

Remark 3.3. \( A \) is invertible if and only if \( N(A) = 0 \).

Remark 3.4. If we plug \( k = 0 \) into \((A_0 \Lambda_0 + \cdots + A_m \Lambda_m)_k\), we get \( \pi_1 + \cdots + \pi_p = I_q - \pi_0 \). Thus, if we have already determined the geometric part of a matrix \( A \), then we can easily check whether or not \( A \) is nonsingular. For this, it is sufficient to plug \( k = 0 \) into the geometric part of \( A \) and see if we get the identity matrix or not.

We have the following corollaries

**Corollary 3.5.** Let \( A \) be a square matrix over \( F \) and let \( t_0 \) be its index. Suppose there exists a purely geometric sequence \( A(k)_{k \geq 0} \) and a nonnegative integer \( \tau \) such that \( A^k = A(k) \) for all \( k \geq \tau \). Then we have

1. \( t_0 \leq \tau \).
2. \( t_0 \) is the smallest nonnegative integer for which \( A^{t_0} = A(t_0) \). Furthermore, we have \( A^k = A(k) \) for all \( k \geq t_0 \).

**Proof.** On the one hand, according to Lemma 2.4

\[
N(A) = (I - A(0))0_0 + (A - A(1))0_1 + \cdots + (A^{\tau-1} - A(\tau - 1))0_{\tau-1}.
\]

On the other hand, according to Proposition 3.1

\[
N(A) = \sum_{i=0}^{t_0-1} 0_i A^i \pi_0.
\]

Therefore, it follows that \( t_0 \leq \tau \). Since \( t_0 \) is the smallest nonnegative integer for which \( A^{t_0} \pi_0 = 0 \). Furthermore, the unicity of the representation of \( N(A) \) ensures that \( A^i - A(i) = A^i \pi_0 \neq 0, 0 \leq i \leq t_0 - 1 \) and \( A^i - A(i) = 0, t_0 \leq i \leq \tau \). Therefore, \( t_0 \) is the smallest nonnegative integer for which \( A^{t_0} = A(t_0) \). The last assertion of (2) is also immediate after the previous discussion. This completes the proof of the corollary.

**Corollary 3.6.** Let \( A \) be a square matrix over \( F \). Then the minimal polynomial of \( A \) is \( \mu_A(X) = X^{t_0} \prod_{j=1}^{l} (X - \lambda_j)^{t_j} \), where \( t_0 \) and \( t_j, j \neq 0, \)
are, respectively, the greatest integers such that \(t_0 - 1\) and \(\lambda_j A_{t_j - 1}\) appear in the \(P\)-cf of \(A\) relative to \((S^*, T)\).

**Proof.** The proof of the Corollary follows immediately from the fact that \(t_0\) and \(t_j\), \(1 \leq j \leq p\) are the smallest nonnegative integer for which \(A^{t_0} \pi_0 = 0\) and \((A - \lambda_j I_q)^{t_j} \pi_j = 0\).

**Corollary 3.7.** Let \(A\) be a square matrix over \(F\) such that its characteristic polynomial splits over \(F\). Then \(A\) is diagonalizable if and only if the geometric part of \(A\) is an element of \(M_q(F_{S^*})\) and the non-geometric part of \(A\) is an element of \(0\) in \(M_q(F)\).

The Jordan-Chevalley decomposition of a matrix \(A\) can certainly be used to determine the \(P\)-cf of \(A\) relative to \((S^*, T)\). The corollary below shows that the converse is also true.

**Corollary 3.8.** Let \(A\) be a square matrix over \(F\). Then the diagonalizable part of \(A\) is \(A_s = A_0(1)\) and the nilpotent part of \(A\) is \(A_n = A - A_s = N(A)(1) + A_1(1)\), where \(A_0\) and \(A_1\) are the 0th and the 1th coordinates of \(A\) with respect to \((S^*, T)\).

**Proof.** Follows immediately from Property 8 of Proposition 3.1.

As an illustration, consider the following example taken from [15].

**Example 3.9.** Let

\[
A = \begin{pmatrix}
1 & 1 & 1 & 0 \\
1 & 1 & 1 & -1 \\
0 & 0 & -1 & 1 \\
0 & 0 & 1 & -1
\end{pmatrix}
\]

and let \(A(k)\) be the sequence of matrices

\[
A(k) = \begin{pmatrix}
2^{-1+k} & 2^{-1+k} & \frac{1}{16}2^k((-1)^{1+k} + 5) & \frac{1}{16}2^k((-1)^{k} - 1) \\
2^{-1+k} & 2^{-1+k} & \frac{1}{16}2^k((-1)^{1+k} + 1) & \frac{1}{16}2^k((-1)^{k} - 1) \\
0 & 0 & (-1)^{k+1} & (-1)^{1+k}2^{-1+k} \\
0 & 0 & (-1)^{1+k} & (-1)^{k+1}2^{-1+k}
\end{pmatrix}
\]

It is proven in [15] that \(A^k = A(k)\) for all \(k \geq 4\).

We have \(A(0) \neq I_4\), then \(A\) is singular.

We also have \(A(1) \neq A, A(2) = A^2\). Then \(A^k = A(k)\) for all \(k \geq 2\).

From these results, we may conclude that

- The non-geometric part of \(A\) is \(N(A) = (I_4 - A(0))0 + (A - A(1))0\).
• The geometric part of $A$ is

$$
\begin{pmatrix}
2^{-1}(2^k) & 2^{-1}(2^k) & \frac{5}{16}(2^k) - \frac{1}{16}((-2)^k) & \frac{1}{16}(2^k) + \frac{5}{16}((-2)^k) \\
2^{-1}(2^k) & 2^{-1}(2^k) & \frac{5}{16}(2^k) - \frac{5}{16}((-2)^k) & \frac{1}{16}(2^k) + \frac{5}{16}((-2)^k) \\
0 & 0 & 2^{-1}((-2)^k) & -2^{-1}((-2)^k) \\
0 & 0 & -2^{-1}((-2)^k) & 2^{-1}((-2)^k)
\end{pmatrix}
$$

• The minimal polynomial of $A$ is $X^2(X-2)(X+2)$.

• $A_S = A_0(1) = A(1)$ and $A_{\lambda} = N(A)(1) = A - A(1)$

• $\pi_0 = I_4 - A(0) = \begin{pmatrix} 2^{-1} & -2^{-1} & -\frac{1}{4} & 0 \\ -2^{-1} & 2^{-1} & 0 & \frac{1}{4} \\ 0 & 0 & 2^{-1} & -2^{-1} \\ 0 & 0 & 2^{-1} & 2^{-1} \end{pmatrix}$, $\pi_2 = \begin{pmatrix} 2^{-1} & 2^{-1} & \frac{5}{16} & \frac{1}{16} \\ 2^{-1} & 2^{-1} & \frac{16}{5} & \frac{16}{10} \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}$, $\pi_{-2} = \begin{pmatrix} 0 & 0 & -\frac{1}{16} & \frac{1}{16} \\ 0 & 0 & \frac{5}{16} & \frac{5}{16} \\ 0 & 0 & 2^{-1} & -2^{-1} \\ 0 & 0 & -2^{-1} & 2^{-1} \end{pmatrix}$

4. $P$-canonical forms of the Drazin inverses of matrices

Consider the following linear map

$$
\theta : F_{S^*} \rightarrow F_{S^*} \\
\lambda \rightarrow \lambda^{-1}
$$

Obviously, $\theta(S^*) = S^*$ and $\theta^{-1} = \theta$. Since $\theta(\lambda \mu) = \theta(\lambda) \theta(\mu)$ for all $\lambda, \mu \in S^*$, it follows that $\theta$ is an $F$-algebra automorphism of $F_{S^*}$.

Let

$$
\Psi : F_{S^*} \rightarrow F_{S^*}
$$

be any $F$-endomorphism of $F_{S^*}$ and consider

$$
\theta_\Psi = \Psi \circ \theta : F_S \rightarrow F_S
$$

The direct sum of $\theta$ and $\Psi$. It is obvious that $\theta_\Psi$ is an $F$-endomorphism of $F_S$, involutory if $\Psi$ is, but it is not necessarily an algebra homomorphism; in fact, we have $\lambda_0 = \lambda' \lambda_0'$, then $\theta_\Psi(\lambda_0) = \lambda' \Psi(\lambda_0')$ which is not always equal to $\theta_\Psi(\lambda) \theta_\Psi(\lambda') = \lambda^{-1} \Psi(\lambda')$.

Let us denote by $\bar{\Psi}$ the $F$-endomorphism

$$
\bar{\Psi} : M_q(F_{S^*}) \rightarrow M_q(F_{S^*}) \\
(A_{ij}) \rightarrow (\Psi(A_{ij}))
$$
Let us also denote by $\tilde{\theta}$ the $F$-algebra automorphism
\[
\tilde{\theta} : M_q(F_{S'}) \longrightarrow M_q(F_{S'})
\]
\[
(A_{ij}) \longmapsto (\theta(A_{ij}))
\]
Note that $\tilde{\theta}$ is an involution of $M_q(F_{S'})$.

Let $\tilde{\theta}_\Psi$ denote the linear endomorphism induced by $\Psi \oplus \tilde{\theta}$ on
\[
L_q(F) = M_q(F_{S\circ}) \oplus G_q(F)
\]
defined by
\[
\tilde{\theta}_\Psi : L_q(F) \longrightarrow L_q(F)
\]
\[
U \longmapsto V_0 \Psi(0_0) + \cdots + V_n \Psi(0_n) + \tilde{\theta}(\mathcal{W}_0) \mathcal{\Lambda}_0 + \cdots + \tilde{\theta}(\mathcal{W}_m) \mathcal{\Lambda}_m,
\]
where
\[
V_0 \mathcal{0}_0 + \cdots + V_n \mathcal{0}_n + \mathcal{W}_0 \mathcal{\Lambda}_0 + \cdots + \mathcal{W}_m \mathcal{\Lambda}_m
\]
is the $\mathcal{P}$-cf of $U$ relative to $(S^*, T)$. The map $\tilde{\theta}_\Psi$ is well-defined, since $\mathcal{\Lambda}_i \in F(T)$ for all non-negative integer $i$ (see Proposition 2.1).

In the remainder of this section, we will only be interested in the special case when $\Psi$ is the zero map. Let us denote the map $0 \oplus \theta : F_S \longrightarrow F_S$ simply by $\theta_0$. It should be noted that the image of a sequence $u$ of $F_S$ under $\theta_0$ can be obtained by simply plugging in $-k$ for $k$ in the geometric part of $u$ relative to $(S^*, T)$ and neglecting its non-geometric part.

Let $A$ be a square matrix of index $t_0$ with characteristic polynomial splits over $F$. We may assume that the Jordan canonical form of $A$ has the form as follows
\[
A = P \begin{pmatrix} D & 0 \\ 0 & N \end{pmatrix} P^{-1}
\]
where $P$ is a nonsingular matrix, $D$ is a nonsingular matrix of order $r = \text{rank}(A^{t_0})$, and $N$ is a nilpotent matrix such that $N^{t_0} = 0$. Then we can write the matrix $A$ in the form
\[
A = P \begin{pmatrix} 0 & 0 \\ 0 & N^k \end{pmatrix}_k P^{-1} + P \begin{pmatrix} D^k & 0 \\ 0 & 0 \end{pmatrix}_k P^{-1}.
\]
It is clear that these two matrices are the non-geometric and the geometric parts of $A$ written in a form other than the $\mathcal{P}$-cf. If we plug $-k$ for $k$ into this form of the geometric part of $A$, we get the matrix $A_{\pi} - \pi_0 \mathcal{0}_0$. In the theorem below, we show that the same remains true for the $\mathcal{P}$-cf of $A$ relative to $(S^*, T)$. 
Theorem 4.1. Let $A$ be a square matrix of index $t_0$ with coefficients in $F$ such that its characteristic polynomial splits over $F$. Then we have $A_d = \tilde{\theta}_0(A) + 0_0r_0$, where $A_d = (A^k_d)_k$.

Proof. We must prove that

$$A^{t_0+1}(\tilde{\theta}_0(A) + 0_0\pi_0) = A^{t_0}$$  \hspace{1cm} (1')

$$\tilde{\theta}_0(A) = \tilde{\theta}_0(A) + 0_0\pi_0$$  \hspace{1cm} (2)

$$A(\tilde{\theta}_0(A) + 0_0\pi_0) = (\tilde{\theta}_0(A) + 0_0\pi_0)A$$  \hspace{1cm} (5)

From Proposition 3.1, it follows that

$$\tilde{\theta}_0(A) = \sum_{i=0}^{t_0-1} 0_iA^i\pi_0 + \sum_{i=0}^{m} (\sum_{j=1}^{p} \lambda_j^{-1}\lambda_j^{-i}(A - \lambda_jI_q)^i\pi_j)A_i$$

and then

$$\tilde{\theta}_0(A) = \sum_{i=0}^{p} (\sum_{j=1}^{p} \lambda_j^{-1}\lambda_j^{-i}(A - \lambda_jI_q)^i\pi_j)\tilde{A}_i,$$

where $m = \max\{t_1 - 1, \ldots, t_p - 1\}$.

Clearly, $\tilde{\theta}_0(A) + 0_0\pi_0$ satisfies (5).

In order to prove that $\tilde{\theta}_0(A) + 0_0\pi_0$ satisfies (3), observe first that

$$A_i\tilde{\theta}_0(A;A_i) = \sum_{j=1}^{p} \lambda_j^{-i}(A - \lambda_jI_q)^\pi_j A_i\tilde{A}_i.$$ 

As $(A - \lambda_jI_q)^{m+1}\pi_j = 0$, it follows that

$$A\tilde{\theta}_0(A) = \sum_{j=1}^{p} \sum_{i=1}^{m} \lambda_j^{-i}(A - \lambda_jI_q)^\pi_j (\sum_{l=0}^{i} A_i\tilde{A}_{i-l}).$$

Furthermore, since $\sum_{l=0}^{i} \binom{k}{l} \binom{-k}{i - l} = 0$ for all positive integer $i$, we also have

$$\sum_{l=0}^{i} A_i\tilde{A}_{i-l} = 0.$$ 

Therefore,

$$A\tilde{\theta}_0(A) = \sum_{j=1}^{p} \pi_j = I_q - \pi_0.$$

Hence

$$\tilde{\theta}_0(A)A\tilde{\theta}_0(A) = \tilde{\theta}_0(A) - \pi_0\tilde{\theta}_0(A) = \tilde{\theta}_0(A)$$

and because of $A0_0^2\pi_0^2 = 0_0\pi_0$, we conclude that

$$(\tilde{\theta}_0(A) + 0_0\pi_0)A(\tilde{\theta}_0(A) + 0_0\pi_0) = \tilde{\theta}_0(A) + 0_0\pi_0.$$
To complete the proof, it remains to show that \( \tilde{\theta}_0(A) + 0_0\pi_0 \) satisfies (1\(^0\)). Since \( A\tilde{\theta}_0(A) = I_q - \pi_0 \) and \( A^{t_0}\pi_0 = 0_0\pi_0 \), it follows that
\[
A^{t_0+1}\tilde{\theta}_0(A) = A^{t_0} - A^{t_0}\pi_0 = A^{t_0} - 0_0\pi_0.
\]
But since \( A^{t_0+1}0_0\pi_0 = 0_0\pi_0 \), it follows that
\[
A^{t_0+1}(\tilde{\theta}_0(A) + 0_0\pi_0) = A^{t_0}.
\]
The uniqueness of a \( \{1^{t_0}, 3, 5\} \)-inverse \((B_k)_k \) of \( A \) follows from the uniqueness of each \( B_k \) which is the unique \( \{1^{t_0}, 3, 5\} \)-inverse of \( A^k \), for all positive integer \( k \). We conclude that \( \tilde{\theta}_0(A) + 0_0\pi_0 \) is the \( \{1^{t_0}, 3, 5\} \)-inverse of \( A \).

\[\Box\]

Remark 4.2.
Although we have specified that the set \( F \) is a field and that the characteristic polynomial of \( A \) splits over \( F \), the theorem 4.1 remains true in any integral domain \( R \) and for any square matrix. In this case, \( A_d \) is a matrix over the algebraic closure of the quotient field of \( R \).

Remark 4.3.
If \( F = \mathbb{C} \) is the complex field, then
\[
A_d = (A_d)(1) = \tilde{\theta}_0(A)(1) = \sum_{j=1}^{p} \pi_j \sum_{i=0}^{m} (A - \lambda_j I_q)^i (\tilde{\lambda}_i)(1) = \sum_{j=1}^{p} \pi_j \sum_{i=0}^{m} (-1)^i \lambda_j^{i-1} (A - \lambda_j I_q)^i.
\]
We find then the well-known result that \( A_d = \frac{1}{z}(A) \) is the matrix function corresponding to the reciprocal \( f(z) = \frac{1}{z} \), defined on nonzero eigenvalues (see e.g. Corollary 1. p. 165 of [1]).

Let now \( U \) be a basis of the free \( F_S^* \)-module \( F_S^*\langle T \rangle \). Since \( U \) has the same cardinality as \( T \), it can be indexed by \( \mathbb{N} \), i.e., \( U = \{ U_i \}_{i \in \mathbb{N}} \).

**Theorem 4.4.** Let \( F \) be a field of characteristic \( 0 \) and \( U = \{ U_i \}_{i \in \mathbb{N}} \) be a basis of the \( F_S^* \)-module \( F_S^*\langle T \rangle \). Assume that \( U \) is contained in the \( F \)-vector space spanned by \( T \). Then we have the following:

1. For all nonnegative integer \( i \), there exists a polynomial \( P_i(X) \in F[X] \) such that \( U_i = (P_i(k))_{k \geq 0} \).
2. \( \tilde{\theta}(U_i) = (P_i(-k))_{k \geq 0} \) for all nonnegative integer \( i \).
3. Let $A$ be a square matrix over $F$ with characteristic polynomial splits over $F$. Let

$$A = N(A) + B_0(P_0(k))_k + \cdots + B_m(P_m(k))_k$$

be the representation of $A$ with respect to $(S^*, U)$, which is the $\mathcal{P}$-cf of $A$ relative to $(S^*, U)$. Then the sequence of matrices obtained by plugging $-k$ for $k$ in the geometric part

$$B_0(P_0(k))_k + \cdots + B_m(P_m(k))_k$$

of $A$ is $A_d - \pi_0 0_0$.

Proof.

1. It is well known that when the characteristic of $F$ is 0, $\binom{k}{j}$ is a polynomial in $k$, i.e., there exists $Q_j(X) \in F[X]$ such that $\binom{k}{j} = Q_j(k)$ and then $A_j = (Q_j(k))_{k \geq 0}$. Since $U$ is contained in the $F$-vector space spanned by $T$, there exist elements $a_{ij}$ in $F$, such that

$$U_i = \sum_{finite} a_{ij} A_j.$$

In other words, $U_i = (P_i(k))_{k \geq 0}$, where

$$P_i(k) = \sum_{finite} a_{ij} Q_j(k).$$

2. It is easily seen that the equality $\binom{k}{j} = Q_j(k)$, which is between two different forms of the same sequence, still valid when we plug in $-k$ for $k$. Then

$$\tilde{\theta}(U_i) = \sum_{finite} a_{ij} \tilde{\theta}(A_j)$$

$$= \sum_{finite} a_{ij} \binom{-k}{j}$$

$$= \sum_{finite} a_{ij} Q_j(-k)$$

$$= (P_i(-k))_{k \geq 0}.$$

3. The result follows immediately from 2. above together with Theorem 4.1.

As a particular consequence of the above theorem, we obtain the following result.

**Theorem 4.5.** Let $F$ be a field of characteristic 0 and $\mathcal{H} = (\Gamma^i)_{i \geq 0}$, where $\Gamma$ is the sequence $\Gamma = (0, 1, 2, \ldots)$. Let $A$ be a square matrix over $F$ with characteristic polynomial splits over $F$. Then the sequence
of matrices obtained by plugging \(-k\) for \(k\) in the geometric part of \(A\) relative to \((S^*, \mathcal{H})\) is \(A_d - \pi_0 0_0\).

Proof. It is well known that

\[
(\Gamma^i)_{i \geq 0} = T(\Lambda_{i})_{i \geq 0}
\]

where \(T\) is the infinite invertible lower triangular matrix \((m!S(n,m))_{n,m \geq 0}\) and \(S(n,m)\) are the Stirling numbers of the second kind (see, e.g. Quaintance and Gould [18]). From this result, we deduce on the one hand that \(\mathcal{H}\) is contained in the \(F\)-vector space spanned by \(T\) and on the other hand that \(\mathcal{H}\) is, as is well known, a basis of the \(F_\mathbb{S}\)-module \(F_{S^*}(T)\). The corollary is then a consequence of Theorem 14.

Now let us consider the case where \(F = \mathbb{C}\) the complex field. Consider the following sets

- \(S^* = \{\lambda = (\lambda^k)_{k \geq 0} / \lambda \in \mathbb{C}, \lambda \neq 0\}\)
- \(\widetilde{S} = \{\lambda / \lambda \in \mathbb{R}, \lambda \neq 0\}\)
- \(S^\circ = \{\lambda \in S^*/\text{Im}(\lambda) > 0\}\)
- \(S^- = \{\lambda \in S^*/\text{Im}(\lambda) < 0\} = \{\overline{\lambda} / \lambda \in S^*\}\)
- \(S^*_1 = \{\frac{\lambda - \lambda}{\overline{\lambda}} / \lambda \in S^*\} = \{[r, \cos(\theta)] / 0 \neq r \in \mathbb{R}^+, \theta \in ]0, \pi[\}, \text{ where} [r, \cos(\theta)] = (r^k \cos(k\theta))_k\)
- \(S^*_2 = \{\frac{\lambda - \lambda}{\overline{\lambda}} / \lambda \in S^*\} = \{[r, \sin(\theta)] / 0 \neq r \in \mathbb{R}^+, \theta \in ]0, \pi[\}, \text{ where} [r, \sin(\theta)] = (r^k \sin(k\theta))_k\)

Clearly \(\widetilde{S}, S^*, S^-\) constitute a partition of \(S^*\), and then the set \(S^\circ \cup S, S = \widetilde{S} \cup S^*_1 \cup S^*_2\), is \(\mathbb{C}\)-linearly independent and thus is \(\mathbb{R}\)-linearly independent.

From the general theory of linear recurrence sequences we have the following:

- \(\mathbb{R}_{S^*} \oplus \mathbb{R}_3\) is the \(\mathbb{R}\)-vector space of real linear recurrence sequences whose characteristic polynomials are of the form \(X^m \mathcal{P}(X)\) where the polynomials \(\mathcal{P}(X) \in \mathbb{R}[X]\) are square-free with nonzero constant terms.
- \(\Gamma\) is transcendental over \(\mathbb{C}_{S^*}\), and it is so over \(\mathbb{R}_{S^*}\)
- \(\mathbb{R}_{S^*} \oplus \mathbb{R}_3[\Gamma]\) is the \(\mathbb{R}\)-vector space of real linear recurrence sequences whose characteristic polynomials \(\mathcal{P}(X) \in \mathbb{R}[X]\).
- If \(u \in \mathbb{R}_{S^*} \oplus \mathbb{R}_3[\Gamma]\) then there exist \(\rho_1, \ldots, \rho_l \in \widetilde{S}, \lambda_1 = (r_1^k e^{ik\theta_1})_k, \ldots, \lambda_m = (r_m^k e^{ik\theta_m})_k \in S^*, \theta_1, \ldots, \theta_m \in ]0, \pi[\}, \mu_1, \ldots, \mu_q \in \mathbb{R}, P_1, \ldots, P_l \in \mathbb{R}\).
Proposition 4.7. Let $\mathbb{R}[X]$ and $Q_1, \ldots, Q_m \in \mathbb{C}[X]$ such that, for all $k \geq 0$,

\[
    u(k) = \sum_{i=1}^{q} \mu_i \mathbf{0}_i(k) + \sum_{i=0}^{l} P_i(k) \rho_i^k + \sum_{j=0}^{m} (Q_j(k) \lambda_j^k + \overline{Q}_j(k) \overline{\lambda}_j^k)
\]

Then the sequence of matrices obtained by plugging $-k$ for $k$ in the geometric part of $A$ relative to $(S, \mathcal{H})$ is $A_d - \pi_0 \mathbf{0}_0$.

Proof. The proof follows simply from the fact that the equalities

\[
    \lambda - \overline{\lambda} = 2[r, \cos(\theta)]
\]

and

\[
    \lambda - \overline{\lambda} = 2i[r, \sin(\theta)]
\]

still valid when we plug in $-k$ for $k$.

From Theorem 4.6 we obtain the following theorem.

Proposition 4.7. Let $A \in M_q(\mathbb{R})$ be a real matrix and let $S = \mathcal{S}^+ \cup \mathcal{S}_1^+ \cup \mathcal{S}_2^+$. Then the sequence of matrices obtained by plugging $-k$ for $k$ in the geometric part of $A$ relative to $(S, \mathcal{H})$ is $A_d - \pi_0 \mathbf{0}_0$.

Proof. The proof follows immediately from the fact that $\mathcal{T}$ is contained in the $\mathbb{R}$-vector space spanned by $H = (\mathcal{T}^i)_{i \geq 0}$, since $(A_i)_{i \geq 0} = D(\mathcal{T}^i)_{i \geq 0}$ where

\[
    D = \left( \frac{s(n, k)}{n!} \right)_{n, k \geq 0}
\]

is the infinite lower triangular matrices with coefficients in $\mathbb{R}$ and $s(n, k)$ are the Stirling numbers of the first kind (see, e.g. Quaintance and Gould [18]).
Remark 4.8. In the case of a field of characteristic 0, the greatest integer such that \( \lambda_j A_{t_j - 1} \) appear in the \( P\)-cf of \( A \) relative to \((S^*, T)\) and the greatest integer such that \( \lambda_j \Gamma_{t_j - 1} \) appear in the \( P\)-cf of \( A \) relative to \((S^*, \mathcal{H})\) are the same. Therefore in Corollary 3.6 we can replace \( T \) with \( \mathcal{H} \) and \( \lambda_j A_{t_j - 1} \) with \( \lambda_j \Gamma_{t_j - 1} \).

Remark 4.9. It is obvious that the 0th coordinate \( A_0 \) of \( A \) with respect to \((S^*, T)\) and the 0th coordinate \( A'_0 \) of \( A \) with respect to \((S^*, \mathcal{H})\) are the same, then \( A_s = A'_0(1) \) in virtue of Corollary 3.8.

In general we can easily establish the following formulas for change of coordinates of a matrix \( A \) from \((S^*, T)\) to \((S^*, \mathcal{H})\), and vice versa:

\[
A_i = \sum_{j=0}^{m} j! S(j, i) A'_j
\]

and

\[
A'_i = \sum_{j=0}^{m} \frac{s(j, i)}{j!} A_j
\]

where \( S(n, j) \) and \( s(n, j) \) are the Stirling numbers of the second kind and the first kind respectively, and \( m \) is the integer defined in Proposition 3.1.

For the purpose of illustration, let us consider the following examples.

Example 4.10. Let

\[
B = \begin{pmatrix}
1 & 1 & 0 & 0 \\
-2 & 0 & 1 & 0 \\
2 & 0 & 0 & 1 \\
-2 & -1 & -1 & -1
\end{pmatrix}.
\]

Then one can verify that for all \( k \geq 1 \) we have \( B^k = B(k) \), where

\[
B(k) = \begin{pmatrix}
\cos\left(\frac{k\pi}{2}\right) + \sin\left(\frac{k\pi}{2}\right) & 2\sin\left(\frac{k\pi}{2}\right) - k\cos\left(\frac{k\pi}{2}\right) \\
-2\sin\left(\frac{k\pi}{2}\right) & (k+2)\cos\left(\frac{k\pi}{2}\right) + (k-1)\sin\left(\frac{k\pi}{2}\right) \\
2\sin\left(\frac{k\pi}{2}\right) & -k\cos\left(\frac{k\pi}{2}\right) + (1-k)\sin\left(\frac{k\pi}{2}\right) \\
-2\sin\left(\frac{k\pi}{2}\right) & k\cos\left(\frac{k\pi}{2}\right) + (k-3)\sin\left(\frac{k\pi}{2}\right)
\end{pmatrix}
\]
\[
\frac{(1 - k) \sin(\frac{k\pi}{2}) - k \cos(\frac{k\pi}{2})}{2} \quad \frac{(1 - k) \sin(\frac{k\pi}{2})}{2} \quad \frac{-k \cos(\frac{k\pi}{2}) + (k - 1) \sin(\frac{k\pi}{2})}{2} \\
\frac{k \sin(\frac{k\pi}{2})}{2} \quad \frac{k \cos(\frac{k\pi}{2}) + (3 - k) \sin(\frac{k\pi}{2})}{2} \\
\frac{(1 - k) \sin(\frac{k\pi}{2}) + \cos(\frac{k\pi}{2})}{2} \quad \frac{(2 - k) \cos(\frac{k\pi}{2}) + (k - 3) \sin(\frac{k\pi}{2})}{2}
\]

From this result, we may conclude the following:

- Since \( B(0) = I_4 \), \( B \) is nonsingular.
- 
  \[
  B^{-1} = B(-1) = \begin{pmatrix} -1 & -1 & -1 & -1 \\ 2 & 1 & 1 & 1 \\ -2 & -1 & -2 & -2 \\ 2 & 2 & 3 & 2 \end{pmatrix}
  \]
- Also we have \( B^{-k} = B(-k) \).
- Using Corollary 3.6, we get that the minimal polynomial of \( B \) is
  \[
  (X - e^{\frac{\pi i}{2}})^2(X - e^{-\frac{\pi i}{2}})^2 = (X^2 + 1)^2
  \]
- By virtue of Corollary 3.8 and Remark 4.9 we have
  \[
  B_s = B_0(1) = \begin{pmatrix} 1 & 1 & \frac{1}{2} & \frac{1}{4} \\ -2 & 1 & 0 & \frac{1}{4} \\ 2 & \frac{1}{2} & 1 & \frac{1}{2} \\ -2 & \frac{1}{2} & -2 & \frac{1}{2} \end{pmatrix}
  \]

**Example 4.11.** Let us take example 3.9. We have

\[
A_d = A(-1) = \begin{pmatrix} \frac{1}{4} & \frac{1}{4} & \frac{3}{16} & \frac{-1}{16} \\ \frac{1}{4} & \frac{1}{4} & \frac{5}{16} & \frac{-1}{16} \\ 0 & 0 & \frac{1}{4} & \frac{1}{4} \\ 0 & 0 & \frac{1}{4} & \frac{-1}{4} \end{pmatrix}
\]

For all \( k \geq 1 \),

\[
A^*_d = A(-k) = \begin{pmatrix} 2^{-1-k} & 2^{-1-k} & \frac{1}{16}2^{-k}((-1)^{1+k} + 5) & \frac{1}{16}2^{-k}((-1)^k - 1) \\ 2^{-1-k} & 2^{-1-k} & \frac{5}{16}2^{-k}((-1)^{1+k} + 1) & \frac{1}{16}2^{-k}(5(-1)^k - 1) \\ 0 & 0 & (-1)^{1+k}2^{-1-k} & (-1)^{1+k}2^{-1-k} \\ 0 & 0 & (-1)^{1+k}2^{-1-k} & (-1)^{1+k}2^{-1-k} \end{pmatrix}
\]
Example 4.12. Let $x \in \mathbb{C}$ and let

$$E = \begin{pmatrix} 2\sqrt{3} - x - 10 & 2\sqrt{3} - 2x - 23 & \sqrt{3} - x - 5 \\ 4 & \sqrt{3} + 9 & 2 \\ -2\sqrt{3} + 2x + 2 & -4\sqrt{3} + 4x + 5 & -\sqrt{3} + 2x + 1 \end{pmatrix}$$

Let

$$\delta_k(x) = \begin{cases} 0 & \text{if } x = 0 \\ x^* & \text{if } x \neq 0 \end{cases}$$

and put

$$E(k) = \begin{pmatrix} e_{11}(k) & e_{12}(k) & e_{13}(k) \\ e_{21}(k) & e_{22}(k) & e_{23}(k) \\ e_{31}(k) & e_{32}(k) & e_{33}(k) \end{pmatrix}$$

where

$$
\begin{align*}
  e_{11}(k) &= 2^{k+1} \cos \left( \frac{k\pi}{6} \right) - 5 \sin \left( \frac{k\pi}{6} \right) - \delta_k(x) \\
  e_{12}(k) &= 2^{k+1} \cos \left( \frac{k\pi}{6} \right) - \frac{23}{2} \sin \left( \frac{k\pi}{6} \right) - 2\delta_k(x) \\
  e_{13}(k) &= 2^k \cos \left( \frac{k\pi}{6} \right) - 5 \sin \left( \frac{k\pi}{6} \right) - \delta_k(x) \\
  e_{21}(k) &= 2^{k+2} \sin \left( \frac{k\pi}{6} \right) \\
  e_{22}(k) &= 2^k \cos \left( \frac{k\pi}{6} \right) + 9 \sin \left( \frac{k\pi}{6} \right) \\
  e_{23}(k) &= 2^{k+1} \sin \left( \frac{k\pi}{6} \right) \\
  e_{31}(k) &= -2^{k+1} \cos \left( \frac{k\pi}{6} \right) - \sin \left( \frac{k\pi}{6} \right) + 2\delta_k(x) \\
  e_{32}(k) &= -2^{k+2} \cos \left( \frac{k\pi}{6} \right) - \frac{5}{4} \sin \left( \frac{k\pi}{6} \right) + 4\delta_k(x) \\
  e_{33}(k) &= -2^k \cos \left( \frac{k\pi}{6} \right) - \sin \left( \frac{k\pi}{6} \right) + 2\delta_k(x)
\end{align*}
$$

Then one can verify that for all $k \geq 1$, we have $E^k = E(k)$.

From this result one can conclude easily the following:

- $E(0) = \begin{pmatrix} 2 - \delta_0(x) & 2 - 2\delta_0(x) & 1 - \delta_0(x) \\ 0 & 1 & 0 \\ -2 + 2\delta_0(x) & -4 + 4\delta_0(x) & -1 + 2\delta_0(x) \end{pmatrix}$

Thus $E$ is nonsingular if and only if $x \neq 0$. 
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\[ E_d = \begin{pmatrix} \frac{\sqrt{3}+5}{2} - \delta_{-1}(x) & \frac{2\sqrt{3}+23}{4} - 2\delta_{-1}(x) & \frac{\sqrt{3}+5}{4} - \delta_{-1}(x) \\ -1 & \frac{\sqrt{3}-9}{4} + 2\delta_{-1}(x) & \frac{\sqrt{3}-9}{4} + 4\delta_{-1}(x) \\ \frac{\sqrt{3}-1}{2} + 2\delta_{-1}(x) & -\frac{\sqrt{3}-5}{4} + \frac{1}{2} & \frac{\sqrt{3}-5}{4} + 2\delta_{-1}(x) \end{pmatrix} \]

- For all \( k \geq 1 \)

\[ E^k_d = \begin{pmatrix} a_{11}(k) & a_{12}(k) & a_{13}(k) \\ a_{21}(k) & a_{22}(k) & a_{23}(k) \\ a_{31}(k) & a_{32}(k) & a_{33}(k) \end{pmatrix} \]

where

\[ a_{11}(k) = 2^{-k+1}(\cos\left(\frac{k\pi}{6}\right) + 5\sin\left(\frac{k\pi}{6}\right)) - \delta_{-k}(x) \]

\[ a_{12}(k) = 2^{-k+1}(\cos\left(\frac{k\pi}{6}\right) + \frac{23}{2}\sin\left(\frac{k\pi}{6}\right)) - 2\delta_{-k}(x) \]

\[ a_{13}(k) = 2^{-k}(\cos\left(\frac{k\pi}{6}\right) + 5\sin\left(\frac{k\pi}{6}\right)) - \delta_{-k}(x) \]

\[ a_{21}(k) = -2^{-k+2}\sin\left(\frac{k\pi}{6}\right) \]

\[ a_{22}(k) = 2^{-k}\cos\left(\frac{k\pi}{6}\right) - 9 \times 2^{-k}\sin\left(\frac{k\pi}{6}\right) \]

\[ a_{23}(k) = -2^{-k+1}\sin\left(\frac{k\pi}{6}\right) \]

\[ a_{31}(k) = -2^{-k+1}(\cos\left(\frac{k\pi}{6}\right) + \sin\left(\frac{k\pi}{6}\right)) + 2\delta_{-k}(x) \]

\[ a_{32}(k) = -2^{-k+2}(\cos\left(\frac{k\pi}{6}\right) - \frac{5}{4}\sin\left(\frac{k\pi}{6}\right)) + 4\delta_{-k}(x) \]

\[ a_{33}(k) = -2^{-k}(\cos\left(\frac{k\pi}{6}\right) + \sin\left(\frac{k\pi}{6}\right)) + 2\delta_{-k}(x) \]

- Using Corollary 3.6, we get that the minimal polynomial of \( E \) is

\[ (X - x)(X - 2e^{\frac{5i\pi}{6}})^2(X - e^{\frac{5i\pi}{6}})^2 = (X - x)(X^2 - 2\sqrt{3}X + 4) \]
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