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Abstract

Most randomized trials are designed and analyzed using frequentist statistical approaches such as null hypothesis testing and P values. Conceptually, P values are cumbersome to understand, as they provide evidence of data incomparability with a null hypothesis (e.g., no clinical benefit) and not direct evidence of the alternative hypothesis (e.g., clinical benefit). This counterintuitive framework may contribute to the misinterpretation that the absence of evidence is equal to evidence of absence and may cause the discounting of potentially informative data. Bayesian methods provide an alternative, probabilistic interpretation of data. The reanalysis of completed trials using Bayesian methods is becoming increasingly common, particularly for trials with effect estimates that appear clinically significant despite P values above the traditional threshold of 0.05. Statistical inference using Bayesian methods produces a distribution of effect sizes that would be compatible with observed trial data, interpreted in the context of prior assumptions about an intervention (called “priors”). These priors are chosen by investigators to reflect existing beliefs and past empirical evidence regarding the effect of an intervention. By calculating the likelihood of clinical benefit, a Bayesian reanalysis can augment the interpretation of a trial. However, if priors are not defined a priori, there is a legitimate concern that priors could be constructed in a manner that produces biased results. Therefore, some standardization of priors for Bayesian reanalysis of clinical trials may be desirable for the critical care community. In this Critical Care Perspective, we discuss both frequentist and Bayesian approaches to clinical trial analysis, introduce a framework that researchers can use to select priors for a Bayesian reanalysis, and demonstrate how to apply our proposal by conducting a novel Bayesian trial reanalysis.
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Randomized clinical trials (RCTs) are designed to estimate the impact of an intervention on selected outcomes. The design, analysis, and interpretation of RCTs have increasingly come under scrutiny, both within the critical care community and in medicine more broadly. The primary controversy stems from confusion and frustration regarding the meaning (and thus the interpretation) of P values and null hypothesis testing, which are statistical concepts employed to design and analyze trials in an approach to statistics known as frequentism (1). One consequence of this debate regarding RCTs is a surging interest in Bayesian statistical thinking, which can be used to design, analyze, and interpret new clinical trials or to reanalyze trials reported using frequentist methods in an attempt to contextualize the results (2–8).

This Critical Care Perspective focuses on the use of Bayesian methods to augment the interpretation of critical care trial results. Bayesian methods provide a probabilistic interpretation of data that encompasses both the trial data and preexisting knowledge (or beliefs) about the effect of an intervention under study. However, a Bayesian trial analysis requires a subtle set of analytic decisions that differ from the decisions made with frequentist methods. These decisions, which may be unfamiliar to many clinicians, have the potential to affect the interpretation of results. Accordingly, standardizing Bayesian reanalysis of critical care trials could promote transparency and increase the rigor and reproducibility of the results of these analyses. Thus, the goal of this Critical Care Perspective is to introduce readers to the key differences between Bayesian and frequentist trial interpretation and to provide a generalizable framework for authors to apply Bayesian assessments to future studies. To support these aims, we provide guidance on design decisions, an illustrative example of a Bayesian reanalysis of a completed trial, and adaptable statistical code for researchers to apply to future work (provided in the online supplement).

The Traditional Approach to Trial Design and Analysis in Critical Care

To design a trial of a binary outcome using frequentist methods, investigators must estimate the event rate in the target population on the basis of existing evidence. Next, investigators must define the size of the treatment effect that the trial will be able to detect (9). Then, the investigators must select the probability of rejecting a true null hypothesis, which is usually defined as the chance that the P value will be less than 0.05, given that no effect exists. Finally, investigators must select the probability of failing to reject a false null hypothesis (i.e., the chance that the P value will be greater than 0.05 despite a true treatment effect equal to the size of the treatment effect the trial is designed to detect). Usually, this chance is assumed to be between 10% and 20%. All of these assumptions will impact the interpretation of the resulting trial.

Clinical trials designed using frequentist methods rely on null hypothesis testing using P values for trial interpretation. Assuming the usual null hypothesis of no treatment effect, P values provide evidence of how incompatible trial results are with the assumption that the treatment has no effect. Thus, P values provide no information regarding the size or clinical significance of the measured treatment effect. Confidence intervals for treatment effects improve interpretation by demonstrating the range of effect sizes that are compatible with the observed data, but they do not answer the clinical question of the likelihood of a clinically meaningful treatment effect.

Potential Challenges with Interpretation of Frequentist Clinical Trials

There is nothing wrong with the frequentist approach to trials (10, 11). The challenge with the frequentist approach largely arises with how results are interpreted. Specifically, the reporting of trial results using null hypothesis testing often leads to the misconception that trials that fail to reach arbitrary P value thresholds are “negative.” Though such trials are more accurately termed “indeterminate” (12), such precision in language and interpretation is unfortunately rare. Consequently, researchers, readers, and editors often equate trials with a P value greater than 0.05 as providing no evidence regarding the true treatment effect or, worse, suggesting that it provides evidence for the inefficacy of the intervention (13). For example, frequentist analyses of the EOLIA (Extracorporeal Membrane Oxygenation to rescue Lung Injury in Severe Acute Respiratory Distress Syndrome) (14) and ANDROMEDA-SHOCK (15) trials, both with P values greater than 0.05, were simply reported as failing to improve their primary outcomes while simultaneously observing 11% and 8.5% intervention-associated absolute reductions in mortality, respectively. Many clinicians would deem the mortality differences observed in both EOLIA and ANDROMEDA-SHOCK as clinically important. This highlights the fundamental tension about what the P value does not tell us, which is the probability of meaningful treatment effect sizes given the observed data, and how these results should be interpreted within the context of existing knowledge and beliefs.

An Introduction to Bayesian Methods

Bayesian methods provide a different approach to data interpretation (5–7, 16). In simple terms, Bayesian methods focus on providing plausible values for the treatment effect that are compatible with both the observed data and prior knowledge or beliefs. This admixture is created by combining two distributions (one distribution of potential effect sizes from prior knowledge or beliefs [called the “prior” probability distribution] and a second distribution representing the new trial results [called the “likelihood”]) to produce a new distribution of effect sizes, termed the “posterior” (after data) probability distribution. The posterior (i.e., after trial) distribution of an effect size can be summarized and presented either graphically or numerically. It is not necessary to compute point estimates with Bayesian methods, but it is commonplace to report the posterior mean, median, and numerical ranges to summarize the likelihood of the true effect (e.g., 0.95 credible interval), all of which are straightforwardly obtainable from the posterior distribution. Credible intervals represent the interval that contains the true value of the effect size within a given probability (commonly set to 0.95, similar to frequentist confidence coverage). More clinically useful is the ability of Bayesian reanalysis to calculate the probability that an intervention causes a specific treatment effect (e.g., a clinically important benefit).
Furthermore, one can provide several empirical summaries and effect size interpretations that demonstrate how results would be influenced by the use of a range of prior distributions that incorporate prior data and hypothetical examples. For example, the reanalyses of the previously mentioned EOLIA (17) and ANDROMEDA-SHOCK (18) trials demonstrated a high likelihood that the interventions were effective across a broad range of assumptions. Thus, to summarize, the three major components of a Bayesian analysis are the prior (which, in the context of randomized trials, reflects an a priori belief regarding the possible effect of an intervention [e.g., general skepticism]), the likelihood (the new trial data), and the posterior probability distribution (the distribution of possible effects derived from combining the likelihood with the prior).

**Priors: The Key Aspect of a Bayesian Analysis**

The key difference between Bayesian analysis and frequentism is the use of a prior, and the process of defining a prior is the aspect of a Bayesian analysis that is most foreign to those accustomed to frequentist methods.

For the following examples, we will describe a hypothetical study that uses a binary outcome and is analyzed by logistic regression. For our example, we will assume that the outcome represents a poor outcome (e.g., mortality), so positive effects mean harm. The range of possible treatment effect sizes for a given intervention can be expressed as a distribution, which is commonly assumed to be a function with the values that mostly likely represent the magnitude of the treatment effect in the middle. The range of possible pre-study treatment effects encapsulated by the prior can be described using a mean (μ) and SD (σ) if the assumed prior is a normal distribution. The mean of the distribution represents the average expected treatment effect (i.e., beneficial, no effect, or harmful), whereas the SD represents the spread of the distribution (i.e., our confidence in our belief regarding the treatment effect). For binary, ordinal, or time-to-event outcomes, the prior is usually described using an effect ratio, such as the odds ratio (OR), and is conveniently specified by the log of this ratio [e.g., log(OR)], in which a μ of greater than 0 represents higher odds for the event.

It is common to first consider a “neutral” prior in Bayesian analyses. These neutral priors are centered at the absence of effect (symmetric); that is, they consider that benefit and harm are equally possible (i.e., the probability of an OR greater than or less than 1 is 0.50). Assuming a normal distribution for a neutral prior, the mean of this distribution is 0, which is equivalent to an OR of 1 (the log of 1 equals 0). In contrast, an “optimistic” prior is one that represents the belief that benefit is more likely than harm and is therefore centered at values less than 0, equivalent to an OR of less than 1 (the log of a number between 0 and 1 results in a negative number), with more of the probability distribution falling below an OR of 1 than above an OR of 1. A “pessimistic” prior represents the belief that harm is more likely than benefit by having a mean greater than 0, the equivalent of an OR greater 1 (the log of a number greater than 1 results in a positive number), with more of the probability distribution falling above an OR of 1 than below an OR of 1.

In the specific case of normally distributed priors, the strength of a prior belief (i.e., our confidence that the treatment effect is close to the mean of our prior) is captured by the SD of the prior distribution. The stronger the belief, the smaller the SD, the narrower the prior probability distribution, and the bigger effect the prior will have on the posterior probability distribution. The weaker the belief, the larger the SD, the broader the prior probability distribution, and the less effect the prior will have on the posterior probability distribution. The strength of the prior can be defined mathematically to create a distribution that allows for a specific probability of benefit or harm or it can be created on the basis of a summary of results from a previous trial, an approach not considered here.

It is also common to see other terms being applied to nominate priors. Two examples include “skeptical” priors and “flat” priors. In this analysis, we will refer to a skeptical prior as one that assumes the most likely treatment effect is zero and places a small probability on a large benefit (hence its description as skeptical) or a large harm. The term “skeptical” can also describe any prior that has a narrow deviation around its central measurement and that is either centered at the absence of effect (or “neutral”) or at a harmful effect, which is slightly different from the terminology we use in this paper. A “flat” prior is one with an infinite SD, meaning that every treatment effect is equally likely. A “flat” prior, therefore, contains almost no information at all. Thus, not surprisingly, the results of a Bayesian analysis using a flat prior will be similar to the results obtained from a traditional frequentist analysis when there is only one look at the data. For example, in the ANDROMEDA-SHOCK trial, a frequentist analysis calculated that the OR for the intervention was 0.61 (95% confidence interval, 0.38–0.92; P = 0.022), whereas the subsequent Bayesian reanalysis based on a flat prior estimated an OR of 0.62 (95% credible interval, 0.38–0.92) (15, 18).

**How to Create a Prior?**

Priors are generated to reflect the beliefs that existed regarding an intervention before a trial was conducted. If data from previous clinical trials are available, that data may be used as a prior in a Bayesian analysis. Most priors, however, are mathematically derived to generate distributions that reflect expert opinion regarding the effectiveness of an intervention.

In the suggestions for Bayesian reanalysis detailed in this paper, we propose that researchers use normally distributed priors (using a symmetric scale such as the log OR or log hazard ratio). Our selection is principally motivated by an effort to balance simplicity in generation and ease of interpretation by a clinical audience, as evidenced in the Bayesian reanalysis of the EOLIA and ANDROMEDA-SHOCK trials (17, 18).

There are, however, many acceptable approaches to defining priors. Additional discussion on the derivation of priors is included in Appendix E1 in the online supplement, including Figures E1–E3, and is available in other texts (19).

**Why Standardize the Bayesian Reanalysis Process?**

One may argue that many of the challenges with frequentist analysis, such as the dichotomous interpretation, result from oversimplifications of interpretation.
Frequentist methods can be interpreted in a continuous fashion, for example, using Prior value functions (20) or S values (11). By extension, readers may be concerned that standardizing Bayesian trial analysis could similarly oversimplify analyses and prevent thoughtful and careful interpretation of trial data. A Bayesian reanalysis of a completed trial, however, will face unique challenges that could be minimized by a more standardized approach. To conduct a Bayesian reanalysis, investigators must choose the number of priors, the prior beliefs, and the strengths of those prior beliefs. For a Bayesian reanalysis, all of these decisions are, by definition, post hoc and therefore susceptible to the possibility that knowledge of trial results could contribute to bias, skewing the posterior probability distributions. Therefore, some basic tenets to guide the selection of priors a posteriori may be useful to both homogenize future Bayesian reanalysis and avoid the reporting (and perception by readers) of biased results. The core of our proposal is the presentation of a minimum set and range of theoretical priors that should be included in any critical care trial reanalysis that uses Bayesian methodology. Using a range of standardized priors minimizes the risk that investigators would be able to skew study results toward desired outcomes. This approach is related to the “community of priors” approach of Spiegelhalter and colleagues (19).

**Proposal for a Minimum Set of Priors for a Bayesian Reanalysis**

We propose that Bayesian reanalysis should typically consider the full range of possible beliefs through the use of optimistic, skeptical, and pessimistic priors. However, we do not believe that each prior should be given equal interpretive weight. To conduct a clinical trial, investigators must establish that equipoise exists regarding which treatment arm is expected to prove superior. We, therefore, suggest that most of the emphasis during a Bayesian reanalysis should be given to skeptical priors that are symmetric around 0, which are the statistical equivalent of the clinical concept of equipoise. It has been argued that pessimistic priors are rarely necessary, as investigators are motivated to conduct a clinical trial by a belief that the studied intervention will prove beneficial. We consider this to be a flawed argument. Consider, for example, prior beliefs regarding the use of corticosteroids for coronavirus disease (COVID-19). Previous evidence from trials of viral pneumonia and acute respiratory distress syndrome suggested that corticosteroids were ineffective or potentially harmful (21, 22), leading many societies to argue against their use for COVID-19 (23, 24). The results of the RECOVERY (Randomized Evaluation of COVID-19 Therapy) trial, however, demonstrated sufficient benefit from corticosteroids for COVID-19 to overcome prior pessimistic beliefs (25). Similarly, it would be inappropriate to consider only an optimistic prior. If every clinician truly believed that an intervention was beneficial, there would not be sufficient equipoise to conduct a trial.

**Proposed Guidance for Conducting and Reporting a Bayesian Reanalysis of a Trial**

As noted in **Prior: The Key Aspect of a Bayesian Analysis** and Appendix E1, priors can be defined in numerous ways. We believe that normally distributed priors (using a symmetric scale such as the log OR or log hazard ratio) are appropriate in most cases (17, 18). Accordingly, building on prior suggestions by Sung and colleagues (26), we propose the following four principles for designing and reporting a Bayesian reanalysis of a critical care trial to the community.

1. **Use at least one skeptical, one pessimistic, and one optimistic prior** (Table 1). Pessimistic, skeptical, and optimistic refer to where most of the probability mass is located for the prior and where it centered. Pessimistic and optimistic priors should be mirrored at the same magnitude of effect size, although differences in SDs may be justifiable (Table 2). A visual distribution of all possible priors is shown in Figure E4, Appendix E2.

2. **Justify selection of each “knowledge or belief” strength** (Table 1). Each prior includes both a belief and the strength of that belief (which is a surrogate for the variance of the expected effect size). Belief strength could be weak (high uncertainty on the effect size), moderate, or strong (little uncertainty). Not all possible combinations of belief and belief strength need to be reported, but a rationale should be provided for each chosen belief strength. If little prior data is available, a weak strength for each prior may be the most appropriate. In other scenarios, different combinations may be acceptable. Some hypothetical scenarios are shown in Table 2 (14, 25, 27–29).

3. **Consider previous trials and other valid external evidence.** When available, existing trial data should be used in the creation of priors in addition to the theoretical priors described above. Any properly justified prior can be added to the analysis, and priors derived from metaanalysis of prior evidence can be useful and may help contextualizing research.

4. **Provide sufficient detail to interpret results by providing:**
   a. A plot of the posterior distribution.
   b. Mean and credible intervals for the intervention. A 0.95 credible interval is suggested for comparison with traditional frequentist analysis, but any credible interval can be used. After the posterior distribution for the effect size is obtained, any summary method can be applied, such as the probability that the intervention is associated with any benefit.
   c. Probability that the intervention is similar to the control, reported as the probability mass that falls within the range of practical equivalence (ROPE). The ORs used to define the boundaries of ROPE will depend on the studied intervention and outcome and are somewhat subjective. The aim of this analysis is to provide a measurement of how much of the probability mass is centered around values close to the absence of an effect. The ROPE range is specific to the studied intervention, the studied outcome, and the baseline event rate. For example, an OR of 1.05 may be considered clinically important for a trial studying a commonly used intervention (such as intravenous fluids or oxygen).
   d. Probability of severe harm or outstanding benefit extracted from the posterior distribution. This is also context sensitive but may aid the reader to visualize the probability that the intervention has an extreme effect on the outcome (30).
   e. Summary of the impact of different prior selections on the interpretation of the reanalysis. This could be done by comparing differences between effect
Table 1. Recommended Guidance for the Selection and Application of a Minimum Set of Priors and Analyses to Be Used in a Bayesian Reanalysis of a Completed Trial

| Prior Belief | Defining Priors | Belief Strength |
|-------------|-----------------|-----------------|
| Neutral     | “I know almost nothing about the intervention and cannot rule out extreme effect sizes.” | “I have no reason to believe the intervention is good or bad, but I am mostly sure I can rule out large effect sizes.” | “I strongly believe the intervention has no effect or a very small effect.” |
|             | Bayesian analysis will not provide additional information, as the results will converge with results from frequentist approaches | Consider a normal prior centered at an OR of 1 that allows a 0.95 probability that the OR is between 2 and 0.5; that is, \( \Pr(\text{OR} < 0.5) = 0.025 \) and \( \Pr(\text{OR} > 2) = 0.025 \) | Consider a normal prior centered at an OR of 1 that allows a 0.95 probability that the OR is between 1.5 and 1/1.5; that is, \( \Pr(\text{OR} < 0.66) = 0.025 \) and \( \Pr(\text{OR} > 1.5) = 0.025 \) |
|             | Example prior distribution: N(0, 5)* | Example prior distribution: N(0, 0.355)* | Example prior distribution: N(0, 0.205)* |
| Optimistic   | “I believe the intervention is good, but there are few data, and I cannot rule out harm.” | “I believe the intervention is good, but I acknowledge there is a nonnegligible chance it may be harmful.” | “I strongly believe the intervention is good and that there is a very low chance that it is harmful.” |
|             | Consider a normal prior centered at the log of the expected OR for the intervention with variance set to allow at least 0.30 probability of \( \Pr(\text{OR} > 1) \) | Consider a normal prior centered at the log of the expected OR for the intervention with variance set to allow at least a 0.15 probability of \( \Pr(\text{OR} > 1) \) | Only useful in special cases |
|             | Consider a normal prior centered at the log of the expected OR for the intervention with the variance set to allow at least 0.30 probability of \( \Pr(\text{OR} < 1) \) | Consider a normal prior centered at log of the expected OR for the intervention with the variance set to allow at least 0.15 probability of \( \Pr(\text{OR} < 1) \) | Consider a normal prior centered at log of the expected OR for the intervention with the variance set to allow at least 0.05 probability of \( \Pr(\text{OR} < 1) \) |
| Pessimistic  | “I believe the intervention is harmful, but there are few data, and I cannot rule out eventual benefit.” | “I believe the intervention is harmful, but I acknowledge there is a nonnegligible chance it may be beneficial.” | “I strongly believe the intervention is harmful and that there is a very low chance that it is beneficial.” |
|             | Consider a normal prior centered at the log of the expected OR for the intervention with variance set to allow at least 0.30 probability of \( \Pr(\text{OR} > 1) \) | Consider a normal prior centered at log of the expected OR for the intervention with the variance set to allow at least 0.15 probability of \( \Pr(\text{OR} < 1) \) | Only useful in special cases |
|             | Consider a normal prior centered at log of the expected OR for the intervention with the variance set to allow at least 0.05 probability of \( \Pr(\text{OR} < 1) \) | Consider a normal prior centered at log of the expected OR for the intervention with the variance set to allow at least 0.05 probability of \( \Pr(\text{OR} < 1) \) |

### Summarizing Results

Key points
- Include at least one skeptical, one pessimistic, and one optimistic prior.
- Justify the use of prior belief strengths.
- Provide a graphical representation of priors and posteriors.
- For each prior, provide the posterior distribution and provide the probability of obtaining benefit/harm for the intervention.
- Provide the probability of obtaining relevant effect sizes, including the region of practical equivalence and the chance of significant benefit or harm. Justify choices of the cutoffs used.
- Summarize the impact of different prior selections on the interpretation of the reanalysis. This could be done by comparing differences between effect estimates for each prior or by applying a Bayesian metanalysis considering the results of each prior simulation as a different study.\(^1\)
- Discuss the results with a focus on the priors that were used with individual results for each prior.

\(^1\)See Appendix E3 for details.

---

**Definition of abbreviations:** OR = odds ratio; \( \Pr = \) probability.

For this example, the primary outcome is mortality, so the proportion of the distribution with an OR less than 1.0 \( \Pr(\text{OR} < 1) \) is the probability of benefit.

Quotes represent a nontechnical statement on what priors mean for clarity.

\( \text{N} \) means the prior follows a normal distribution with two parameters (mean and SD). Creating a prior requires the selection of the mean of prior distribution \( \mu \), reflecting the prior belief of the intervention as providing benefit, no effect, or harm) and the SDs \( \sigma \), the spread of the possible effect sizes around the mean, which is a reflection of the “strength” of that belief. A description of the prior can be summarized as \( \text{N}(\mu, \sigma) \), which indicates a normal distribution with mean \( \mu \) and SD \( \sigma \). The prior is for the log(OR) of the intervention.

\( \text{PRO} \) includes below a reanalysis of ART (Alveolar Recruitment for Acute Respiratory Distress Syndrome Trial) (27). The statistical code and dataset to reproduce the analysis and generate all nine of the priors in Table 1 is provided in the online supplement.

---

**Bayesian Reanalysis of the ART Trial Using Our Proposed Framework**

To illustrate how a Bayesian reanalysis should be conducted using this framework, we include below a reanalysis of ART (Alveolar Recruitment for Acute Respiratory Distress Syndrome Trial) (27). The statistical code and dataset to reproduce the analysis and generate all nine of the priors in Table 1 is provided in the online supplement.
ART compared a strategy of open-lung mechanical ventilation (using lung recruitment maneuvers and positive end-expiratory pressure [PEEP] titration according to the best respiratory system compliance; \( n = 501 \); experimental group) to a control strategy of mechanical ventilation with low PEEP (\( n = 509 \)). After adjustment, the trial showed that the open-lung strategy was associated with an increase in 28-day mortality (hazard ratio of 1.20; 95% confidence interval, 1.01–1.42; \( P = 0.041 \)). For simplicity, we will consider 28-day mortality as a binary endpoint in this example and will not consider other model adjustments. In this scenario, the trial suggested harm in the experimental group with an OR of 1.27 (95% confidence interval, 0.99–1.63; \( P = 0.057 \)). Like the ANDROMEDA-SHOCK reanalysis, a Bayesian regression with flat priors results in an essentially identical OR of 1.28 and similar 0.95 credible intervals ranging from 1.00 to 1.63 (Figures 1 and E5).

### Table 2. Suggestions for Selecting Prior Belief Strengths Given Hypothetical Scenarios and Examples from the Critical Care Literature

| Scenario                                                                 | Neutral Prior Strength Suggestion | Optimistic Prior Strength Suggestion | Pessimistic Trial Strength Suggestion |
|--------------------------------------------------------------------------|-----------------------------------|-------------------------------------|--------------------------------------|
| Little to no information previously available                            | Weak                              | Weak                                | Weak                                 |
| Example: most trials run in the COVID-19 pandemic                        |                                   |                                     |                                       |
| Conflicting evidence, with some trials showing benefit and others pointing toward harm | Moderate (“skeptical” prior)       | Moderate                            | Moderate                             |
| Example: EOLIA trial (14)                                                |                                   |                                     |                                       |
| Evidence pointing toward benefit (for example, positive previous metanalysis). No outliers in previous literature. Usually occurs for trials designed to confirm benefit | Moderate (“skeptical” prior)       | Moderate                            | Weak                                 |
| Example: ART trial (27)                                                  |                                   |                                     |                                       |
| Evidence pointing toward benefit (for example, previous metanalysis). Presence of outliers (one or few studies) pointing toward an opposite direction | Moderate (“skeptical” prior)       | Moderate                            | Moderate                             |
| Consecrated intervention deemed to be beneficial above reasonable doubt inside the medical community Example: assessing the effects of proton-pump inhibitors to avoid gastric bleeding using data from the SUP-ICU trial (28) | Moderate (“skeptical” prior)       | Strong                              | Weak                                 |
| Interventions with a very low rationale of exerting a direct effect on a given outcome, but data is available Example: mortality outcome in the PEPTIC trial (29) and/or SUP-ICU trial (28) | Strong (“very skeptical”)          | Weak                                | Weak                                 |
| Several previous trials reporting neutral results, sometimes reaching futility thresholds on trial sequential analysis | Strong (“very skeptical”)          | Weak                                | Weak                                 |

**Definition of abbreviations**: ART = Alveolar Recruitment for Acute Respiratory Stress Syndrome; COVID-19 = coronavirus disease; EOLIA = Extracorporeal Membrane Oxygenation to Rescue Lung Injury in Severe Acute Respiratory Distress Syndrome; PEPTIC = Proton Pump Inhibitors versus Histamine-2 Receptor Blockers for Ulcer Prophylaxis Treatment in the ICU; SUP-ICU = Stress Ulcer Prophylaxis in the ICU.
The neutral prior of moderate strength ("skeptical" prior) is centered at the absence of effect \([OR = 1; \log(OR) = 0]\) with an SD of 0.355, such that 0.95 of the probability falls in the range \(0.5 < OR < 2\), the range of treatment effects that might be reasonably expected. Therefore, our skeptical prior will follow a normal distribution with a mean of 0 and an SD of 0.355 \([N(0, 0.355)]\). The next step is to define the mean and SD for the optimistic and pessimistic priors. Similar to other trials in acute respiratory distress syndrome, ART was designed to have enough power to detect a reduction in mortality, with an OR close to 0.66 \([\log(OR) = -0.41]\). Therefore, we set the optimistic prior with a mean of \(-0.41\) (i.e., \(OR = 0.66\)), and pessimistic prior with a mean of 0.41 (i.e., \(OR = 1.5\)). Guided by the framework in Table 1, the SD of the optimistic prior is defined to retain a 0.15 probability of harm \([Pr(OR > 1)]\), and the pessimistic prior is chosen to retain a 0.30 probability of benefit \([Pr(OR < 1)]\). We derived that an SD of 0.40 for the optimistic prior and of 0.8 for the pessimistic priors would provide such probabilities (additional details in the online supplement).

**Implementation of Principle 4 of Our Proposal to Report Our Results**

Now that we have fully defined our family of three priors for this reanalysis, we are ready to proceed with the analysis. For the purpose of this reanalysis, we will consider the ROPE for the intervention to be between 1/1.1 and 1.1 and define severe harm as an OR of greater than 1.25 and outstanding benefit as an OR of less than 1/1.25. The definition of the ROPE and thresholds for benefit and harm will vary by trial based on the studied intervention, the chosen outcome, and baseline event rates in the study population. If the minimum clinically important treatment effect has been established in the study setting, the ROPE may be set to cover the range below this threshold. The results of this ART reanalysis are shown in Table 3 and Figure 2. In all scenarios, the probability of harm was high \([Pr(OR > 1) > 0.9]\). The probability of a significant benefit was roughly 0 regardless of the prior, and there was a low probability mass located in the previously defined ROPE between the intervention and the control arm (as low as 0.127 for the pessimistic prior). There was a significant probability that the intervention could cause severe harm, defined as an OR of greater than 1.25, with even an optimistic prior resulting in a posterior probability of severe harm greater than 0.30.

As suggested, we can demonstrate the influence of the priors on the posterior probability distribution by estimating the heterogeneity in the results induced by the priors in a metanalytic context. This approach is discussed in Appendix E3. In the specific case of this ART reanalysis, the estimated heterogeneity \(I^2\) was close to 0.11, which can be interpreted as a low degree of heterogeneity. That is, the results of the Bayesian reanalysis were not sensitive to which prior was used, as approximately 0.11 of all variance was caused by the priors (Figures E6 and E7). These results are also shown from a different perspective in Table 3 by reporting the differences in the posterior OR between the used priors. Those differences were small, suggesting that the priors had a minor effect on conclusions. Taken together, these results point toward a significant probability that the intervention used in ART was hazardous with regard to the outcome of 28-day mortality.

### Opportunities for Continued Innovation and Consensus Building

Our hope with this article was to provide both an introduction to a Bayesian reanalysis for clinicians and propose a foundation for additional development and discussion. Accordingly, our proposal focused on a suggested minimum set of analyses and data presentations. The suggestions presented in the manuscript represent the opinions of the authors and are not based on a consensus-generating process. We make a compelling argument for using a Bayesian reanalysis to contextualize the results of completed clinical trials, and we believe that the field would benefit from more thorough, consensus-based guidelines on the optimal methods for analyzing treatment effects (i.e., absolute risk, relative risk, or OR).
Table 3. Results of a Bayesian Reanalysis of the ART trial (27) Using the Reanalysis Framework Developed in This Manuscript

| Prior: Mean (SD) | OR (95% CrI) | Difference in OR vs. Skeptical Prior (95% CrI)* | Difference in OR vs. Optimistic Prior (95% CrI)* | Difference in OR vs. Pessimistic Prior (95% CrI)* | Probability of Harm; Pr(OR >1) | Probability of Important Benefit; Pr(OR <1/1.25) | Probability of Important Harm; † Pr(OR >1.25) | ROPE; ‡ Pr(OR >1/1.1, OR <1.1) | Interpretation |
|------------------|-------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| Skeptical: 0 (0.355) | 1.24 (0.96 to 1.55) | — | 0.03 (0.02 to 0.04) | — | 0.05 (−0.06 to −0.03) | 0.956 | 0.00 | 0.465 | 0.168 | When assuming a moderate strength neutral prior ("skeptical" prior), the probability of harm of the intervention is more than 0.95. There is also an important probability that the intervention is very harmful, following the chosen definition of severe harm (an OR >1.25). |
| Optimistic: −0.41 (0.40) | 1.19 (0.95 to 1.51) | −0.03 (−0.04 to −0.02) | — | −0.08 (−0.10 to −0.06) | 0.936 | 0.00 | 0.348 | 0.255 | Even when assuming a moderate strength optimistic prior, the probability of harm of the intervention is greater than 0.90. The probability of severe harm remains clinically relevant at 0.35, and there is only a probability of 1 in 4 that the intervention is within the defined limits of equivalence. |
| Pessimistic: 0.41 (0.80) | 1.28 (1.01 to 1.62) | 0.05 (0.03 to 0.06) | 0.08 (0.06 to 0.10) | — | 0.971 | 0.00 | 0.563 | 0.127 | When assuming a weak strength pessimistic prior, the probability of harm of the intervention is very high. Not only is the intervention probably harmful under these assumptions, but the probability of severe harm is greater than 0.50. |

Definition of abbreviations: ART = Alveolar Recruitment for Acute Respiratory Distress Syndrome Trial; CrI = credible interval; OR = odds ratio; Pr = probability; ROPE = region of practical equivalence. Data are shown on the log scale, with negative values meaning OR <1 and positive values meaning OR >1.

*Difference obtained by sampling the posterior OR distribution.
†Please note that this is a suggestion. "Significant harm" is subjective and should be tailored to the scenario.
‡Please note that this is a suggestion. "Equivalence" is subjective and should be tailored to the scenario.
defining equivalence (i.e., ROPE) boundaries, quantifying the strength of a prior belief, and communicating the impact of chosen priors on the posterior probability distribution. In the last sense, for example, the use of $I^2$ as a measurement of impact of priors on results can be useful but may also be seen as too technical for readers.

Although not covered in this manuscript, future work is also needed to standardize the identification of trial-specific minimal clinically important treatment effects and to determine how these calculations should be incorporated into trial design and interpretation. We hope that by introducing the reader to Bayesian methods in the specific context of trial reanalysis we succeed in starting a detailed discussion on all the aforementioned points.

**Discussion**

A Bayesian reanalysis can be a helpful tool to augment the interpretation of critical care trials (8, 17, 18, 33–37). In this review, we have highlighted potential challenges with the interpretation of results from a trial conducted using frequentist methods. We have described how Bayesian reanalysis can be used to provide important clinical insights, including the clinically relevant probabilities that trial interventions are associated with benefit or harm in contrast to the more indirect frequentist approach. We have also provided a framework for how a Bayesian reanalysis of a frequentist trial can be conducted, including suggestions regarding the selection of priors (Table 1). Finally, using the ART trial, we have provided an example of how these suggestions can be applied to conduct and report a Bayesian reanalysis, finding that ART suggests a high probability of harm, regardless of prior beliefs. For simplicity, we focused our conceptual framework on Bayesian principles for binary outcomes. Although they are out of the scope of this manuscript, the same principles could also be applied to continuous, count, or time-to-event endpoints. We hope that the suggestions included here may form the basis of future consensus-based guidelines, which we believe would improve the reporting and reproducibility of Bayesian reanalyses and support across study comparisons. Finally, we hope that this discussion enhances physicians’ understanding of Bayesian methods and further improves the critical appraisal of RCTs.
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