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Abstract. From a geometric point of view, Pauli's exclusion principle defines a hypersimplex. This convex polytope describes the compatibility of 1-fermion and $N$-fermion density matrices; therefore, it coincides with the convex hull of the pure $N$-representable 1-fermion density matrices. Consequently, the description of ground state physics through 1-fermion density matrices may not necessitate the intricate pure state generalized Pauli constraints. In this article, we study the generalization of the 1-body $N$-representability problem to ensemble states with fixed spectrum $\mathbf{w}$, in order to describe finite-temperature states and distinctive mixtures of excited states. By employing ideas from convex analysis and combinatorics, we present a comprehensive solution to the corresponding convex relaxation, thus circumventing the complexity of generalized Pauli constraints. In particular, we adapt and further develop tools such as symmetric polytopes, sweep polytopes, and Gale order. For both fermions and bosons, generalized exclusion principles are discovered, which we determine for any number of particles and dimension of the 1-particle Hilbert space. These exclusion principles are expressed as linear inequalities satisfying hierarchies determined by the nonzero entries of $\mathbf{w}$. The two families of polytopes resulting from these inequalities are part of the new class of so-called lineup polytopes.
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List of symbols

\[ [d] \quad \text{The set } \{1, 2, \ldots, d\}, \text{ for } d \in \mathbb{N}\setminus\{0\} \]
\[ |S| \quad \text{The cardinality of a set } S \]
\[ \mathfrak{S}_d \quad \text{The symmetric group on } d \text{ objects} \]
\[ \mathcal{H}, \mathcal{H}_1, \mathcal{H}_N \quad \text{Finite-dimensional Hilbert spaces} \]
\[ \mathcal{B}(\mathcal{H}) \quad \text{The space of Hermitian operators on } \mathcal{H} \]
\[ \text{spec}^\dagger(H) \quad \text{The vector of decreasing eigenvalues of } H \in \mathcal{B}(\mathcal{H}) \]
\[ \text{spec}(H) \quad \text{The set of vectors } \mathfrak{S}_d \cdot \text{spec}^\dagger(H), \text{ for an operator } H \in \mathcal{B}(\mathcal{H}) \]
\[ \mathcal{D}(\mathcal{H}) \quad \text{The set of density operators on } \mathcal{H} \]
\[ \mathcal{F} \mathcal{e} \mathcal{t}(N, d) \quad \{(i_1, \ldots, i_N) \in [d]^N : 1 \leq i_1 < \cdots < i_N \leq d\} \]
\[ i \quad \text{An element of } \mathcal{F} \mathcal{e} \mathcal{t}(N, d) \text{ or } \text{Bos}(N, d) \]
\[ D \quad \text{The dimension of } \mathcal{H}_N, \text{ fermionic case: } D = \binom{d+N-1}{N} \]
\[ D^1, D^N \quad \text{The set of density operators on } \mathcal{H}_1 \text{ and } \mathcal{H}_N \]
\[ U(\mathcal{H}) \quad \text{The unitary group of } \mathcal{H} \]
\[ \Delta_{D-1} \quad \left\{ \mathbf{w} \in \mathbb{R}^D : 1 \geq w_1 \geq w_2 \geq \cdots \geq w_D \geq 0, \sum_{i=1}^D w_i = 1 \right\} \]
\[ \mathcal{D}(\mathcal{U}) \quad \{ \rho \in \mathcal{D}(\mathcal{H}) : \text{spec}^\dagger(\rho) = \mathbf{w} \} \]
\[ L^N_1 \quad \text{The partial trace operator from } D^N \text{ to } D^M \]
\[ \mathcal{D}^M_N \quad L^N_M(\mathcal{D}^N), \text{ the } M \text{-reduced density operators on } \mathcal{H}_M \]
\[ \mathcal{H}(N, d) \quad \left\{ \mathbf{x} \in \mathbb{R}^d : \sum_{i=1}^d x_i = N, 0 \leq x_i \leq 1 \text{ for all } i = 1, \ldots, d \right\} \]
\[ \Pi(\mathbf{w}, N, d) \quad \text{The polytope } \text{spec}^\dagger(\mathcal{D}_N^1(\mathbf{w})) \]
\[ \Lambda(\mathbf{w}, N, d), \quad \text{spec}(\mathcal{D}_N^1(\mathbf{w})), \text{ the symmetrization of } \Pi(\mathbf{w}, N, d) \]
\[ \overline{\mathcal{D}}_N(d, \mathbf{w}) \quad \text{conv } \left\{ L^N_1(\tau) : \tau \in \mathcal{D}^N(\mathbf{w}) \right\} \]
\[ \mathbf{w}' \prec \mathbf{w} \quad \sum_{i=1}^k w'_i \leq \sum_{i=1}^k w_i \]
\[ \Gamma_N(h) \quad \text{Expansion of the operator } h \in \mathcal{B}(\mathcal{H}_1) \text{ to } \mathcal{B}(\mathcal{H}_N) \]
\[ \mathbf{o}_w(\ell(\lambda)) \quad \text{Occupation vector associated with } \lambda \in \mathbb{R}^d \]
\[ \mathcal{L}(\mathbf{w}) \quad \{ \mathbf{o}_w(\ell(\lambda)) : \lambda \in \mathbb{R}^d \}, \text{ the set of occupation vectors} \]
\[ \Sigma^F(\mathbf{w}, N, d) \quad \text{Fermionic spectral polytope} \]
\[ \text{Bos}(N, d) \quad \{(i_1, \ldots, i_N) \in [d]^N : 1 \leq i_1 \leq \cdots \leq i_N \leq d\} \]
\[ \text{Sym}^N \mathcal{H}_1 \quad \text{The } N \text{-boson Hilbert space} \]
\[ \Sigma^B(\mathbf{w}, N, d) \quad \text{Bosonic spectral polytope} \]
\[ \left( \binom{J}{k} \right) \quad \text{The collection of } k \text{-elements subsets and multisubsets of the set } J \]
\[ \chi \quad \text{Multiplicity function } S \in \mathbb{N}^d \mapsto \sum_{j \in [d]} S(j) e_j \in \mathbb{R}^d \]
\[ \text{Fer}(N, d) \quad \left\{ \chi(S) : S \in \binom{[d]}{N} \right\} \]
\[ \text{Bos}(N, d) \quad \left\{ \chi(S) : S \in \binom{[d]}{N} \right\} \]
\[ \text{supp}_P \quad \text{Support function of polytope } P \]
\[ P^\vee \quad \text{Face of } P \text{ maximized by the functional } \langle \mathbf{y}, \cdot \rangle \]
\[ \text{ncone}_P(\mathbf{v}) \quad \text{Normal cone of } P \text{ at vertex } \mathbf{v} \]
\[ \mathcal{N}(P) \quad \text{Normal fan of } P \]
\( f_k \)
\[ \sum_{1 \leq i \leq k} e_i \]

Perm(\( V \))  
\( \mathcal{S}_d \)-invariant polytope of the point configuration \( V \)

\( \Phi_d \)
\{ \( y \in \mathbb{R}^d : y_1 \geq y_2 \geq \cdots \geq y_d \} \), the fundamental chamber

\( x^\dagger \)
Fundamental representative of a vector \( x \)

\( \ell_{V,r}(y) \)
\( r \)-lineup or \( r \)-ranking of the point configuration \( V \) induced by \( y \)

\( \mathcal{L}_r(\mathbf{V}) \)
The set of \( r \)-lineups of point configuration \( \mathbf{V} \)

\( K_{\Phi}(\ell) \)
\{ \( y \in \mathbb{R}^n : \ell(y) = \ell \) \}, for \( \ell \) an \( r \)-ranking of \( \mathbf{V} \)

\( \mathcal{R}_r(\mathbf{V}) \)
\{ \( K_{\Phi}(\ell) \) \( \ell \) is an \( r \)-ranking of \( \mathbf{V} \) \}

\( \mathcal{L}_{r,w}(\mathbf{V}) \)
The \( r \)-lineup polytope of \( \mathbf{V} \)

\( \mathcal{O}_{(N,d)}^{\ell} \)
\{ \( o_w(\ell) : \ell \in \mathcal{L}_r(\text{Fer}(N,d)) \) and \( \ell = \ell(y) \) for some \( y \in \Phi_d \) \}

\( \mathcal{O}_{(Bos)}^{\ell} \)
\{ \( o_w(\ell) : \ell \in \mathcal{L}_r(\text{Bos}(N,d)) \) and \( \ell = \ell(y) \) for some \( y \in \Phi_d \) \}

\( T(P) \)
Poset of threshold ideals of \( P \in \{ \text{Fer}(N,d), \text{Bos}(N,d) \} \)
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Introduction

The notion of convexity has been part of quantum mechanics since its inception almost 100 years ago. Without a doubt, the interpretation of Pauli’s exclusion principle via reduced density matrices is among the most prominent manifestations of convexity in quantum mechanics. It may be stated as follows: If \( \rho \) is the density operator corresponding to the state of a system of \( N \) fermions, then the eigenvalues of the 1-body reduced density matrix of \( \rho \) (normalized to have trace \( N \)) should be contained in the real interval \([0,1]\). The fact that the eigenvalues are bounded above by 1 illustrates the fact that—according to Pauli’s exclusion principle—\( \textit{no two fermions can occupy at the same time the same 1-particle quantum state.} \)

Pauli formulated his principle in 1925 [89], density matrices were introduced by Dirac a few years later [33], and Husimi introduced reduced density matrices some time after that [54, Section 4]. Almost simultaneously, the above
necessary spectral conditions appeared in an article of Watanabe, written in 1939 while he visited Heisenberg in Leipzig [112]. Because the trace of the 1-body reduced density matrix is normalized to \( N \) and each eigenvalue lies between 0 and 1, the set of possible spectra is included in a convex polytope: the hypersimplex [41,45,48] (Exercise 4.8.16, see also p. 69a). Around 20 years later, during an IBM–Princeton Research Project, Kuhn (that possibly heard of the potential sufficiency of these conditions from Watanabe who did work at IBM around that time) showed that these conditions on the spectra were sufficient to represent an \( N \)-fermion density operator [64]. As a consequence, hypersimplices characterize the spectra of 1-body reduced density matrices. This intimate relationship between a well-known polytope and spectra of density operators seems to have escaped the attention of geometers since then. We remark, however, that hypersimplices appear in the recent study of scattering amplitudes via the combinatorics of positive Grassmannians [4,5,73,88].

**\( N \)-Representability Problem.** During the 1950s, convexity appeared in physics through the \( N \)-representability problem, which asks for a computationally efficient method of characterizing the \( M \)-body reduced density matrices of an \( N \)-particle system satisfying the corresponding fermionic or bosonic particle exchange symmetry, for \( 1 \leq M < N \). Coleman recalls about hearing the problem for the first time: “at that moment, for the first time as far as I am aware, the powerful modern mathematical theory of convexity appeared explicitly in physics” [26, Introduction]. Since then, this problem has had a life of its own and motivated computational chemists, quantum physicists, and mathematicians alike to obtain a solution [23,27,29,37,80]. The interest in this problem lies in the conceptual dream of eliminating the wave function of a system from all practical applications, replacing it with the one- and two-body reduced density matrices, referred to as Coulson’s vision [27,30]. Most significant are the cases \( M = 1 \) and \( M = 2 \), since the particles of common quantum systems interact by one- and two-particle forces only. In their report [84, Section 4, p.48 and p.59], the American National Research Council described it as one of the most important mathematical challenges in theoretical and computational chemistry:

> “Because the energy is a linear function of the one- and two-body distribution functions, the variational minimum will lie on the boundary determined by the \( N \)-representability conditions. Unfortunately, only an incomplete set of necessary conditions are known, but these are already so complex that further work in this area has been abandoned by chemists.” ([84, p.50])

An \( N \)-particle density operator \( \rho \) is called pure if its spectrum is \( \{1,0,\ldots\} \) and mixed otherwise. A mixed density operator represents an ensemble of states. The difficulty of the general \( N \)-representability problem is emphasized by the fact that the \( N \)-representability problem is QMA-complete while its restriction to the pure case is conceivably harder [71]. The case \( M = 1 \) was solved for the unspecified mixed case by several authors around the 1960s, see [21] for
a historical survey. In the context of pure states, a few cases with small parameters $N$ and $d$ have been determined, and then the situation stagnated for decades [16,24,95]. However, at the turn of the century, the situation changed dramatically due to Klyachko’s solution to Weyl’s problem [59]. Subsequently, a series of outstanding papers finally led to a complete theoretical solution of the pure 1-body representability problem [1,12,60]. The solution involves sophisticated tools and results from symplectic geometry, representation theory, and cohomology of flag varieties. For larger $M$’s, as noted by Coleman [28], the $N$-representability problem has a complete solution in terms of the Kummer variety from [65], “which unfortunately is more of theoretical than practical interest.” Further fundamental work has been done to make the conditions more practical, see [79,81,82] and the book [80].

Besides, the $N$-representability problem is an instance of a much larger class of problem called quantum marginal problems, see e.g., [22,32,74,98,111]. Indeed, interpreting density matrices as probability density functions, the reduced density matrices are called marginals. The $N$-representability problem then asks to characterize marginals from a system of indistinguishable particles. Quantum marginal problems are more general as they are usually phrased with distinguishable particles and the marginals may be multivariate or even overlapping.

No-Win Scenario for Coulson’s Vision? Unfortunately, although Klyachko’s solution to Weyl’s problem and the description of pure 1-body $N$-representability constraints constitute landmark mathematical achievements, they do not fulfill Coulson’s vision for replacing the wave function. For most applications, the knowledge of a few of the lowest eigenenergies of a Hamiltonian is sought [28]. Furthermore, the American National Research Council also advertised the $N$-representability problem in classical equilibrium statistical mechanics [84, p.59] stating: “For most cases of interest, one focuses on the infinite-system limit, where the container size and $N$ diverge, while temperature, number density, and container shape are held constant”, see also [8, Section 2] and [37, p.18]. Most of the restrictions to the spectra in the solution given by Klyachko depend strongly on the container size (i.e., the dimension of the underlying 1-particle Hilbert space) and the number of particles $N$. For instance, the application of these restrictions is possible for systems of at most five electrons and ten orbitals. These facts combined with the sheer number of inequalities involved in the solution and the difficulty involved in obtaining them motivate a reformulation of the problem whose solution could lead to practical large scale applications.

Convexity Ansatz. The present article draws its motivation from this practical consideration, and the notion of convexity plays a key role: Convexity is essential in the foundation of reduced density matrix functional theory for excited states [70,101]. Herein, we provide an effective solution to a convex relaxation of the constrained 1-body $N$-representability problem on which reduced density matrix functional theory relies, see Fig. 6. That is, given a non-increasing
sequence of nonnegative weights $\mathbf{w} = (w_1, w_2, \ldots)$ summing to 1, we characterize the convex hull of the set of 1-body reduced density matrices $\mathcal{D}_N^1(\mathbf{w})$ that stem from $\mathbf{w}$-ensemble of states (Theorem 1). Furthermore, we give a characterization of the spectra of such matrices as points in a polytope, that we call fermionic (or bosonic) spectral polytope. First, we describe this polytope as the convex hull of finitely many points (Theorem 2). Then, we describe in Algorithm 1, a procedure generating a minimal description of this polytope using linear inequalities, therefore allowing to solve the membership test efficiently. The crucial step to handle arbitrarily large number of particles $N$ and dimension $d$ (the dimension of the 1-particle Hilbert space) is to restrict the number of nonzero entries in $\mathbf{w}$ to a fixed value, i.e., the number of states involved in the ensemble. Subsequently, by invoking a mixture of well-established and state-of-the-art results from convex geometry and combinatorics, we obtain necessary conditions for the $N$-representability problem of 1-reduced density matrices that are tight and valid for arbitrarily large $N$ and $d$. In turn, these inequalities contain the necessary essence to apply 1-particle reduced density matrix functional theory also known as RDMFT.

Physical Implications.} We briefly would like to emphasize the great physical significance of this convex relaxation, particularly also relative to its non-relaxed version. For this, we first observe that Coulson’s vision to replace the $N$-particle wave function by the 2-particle reduced density matrix can even be taken to another level: Since each subfield of physics restricts typically to a fixed pair interaction $W$ (e.g., Coulomb interaction in quantum chemistry and contact interaction in the field of ultracold gases), the class of relevant Hamiltonians is merely parameterized by the one-particle Hamiltonian $h$, $H_W(h) = h + W$. Exploiting this in the context of the Rayleigh–Ritz variational principle applied to $H_W(h)$ leads directly to a universal 1-reduced density matrix functional $F_W$ \cite{68,69}. Minimizing then $F_W + \text{Tr}[h\cdot]$ over the non-convex space $\mathcal{D}_N^1((1,0,\ldots))$ of pure $N$-representable 1-reduced density matrices would yield the energy and 1-reduced density matrix of the ground state of $H_W(h)$, for any $h$. Unfortunately, the task of describing the set $\mathcal{D}_N^1((1,0,\ldots))$ for realistic system sizes is a hopeless endeavor. The corresponding 1-reduced density matrix functional theory (RDMFT) became a feasible method only after Valone \cite{110} understood that these fundamental obstacles can be avoided if the Rayleigh–Ritz variational principle is applied in the context of ensemble rather than pure states. This relaxes the functional $F_W$ to its lower convex envelop, and more importantly its domain from $\mathcal{D}_N^1((1,0,\ldots))$ to its easy-to-describe convex hull $\overline{\mathcal{D}_N^1((1,0,\ldots))}$. By resorting to Gross–Oliviera–Kohn variational principle in Theorem 1.5, we have recently generalized RDMFT to excited states where $\mathbf{w}$ is used to fix the weights of carefully chosen low-lying excited states \cite{70,101}. Application of exact convex relaxation turns $\mathbf{w}$-ensemble RDMFT into a practically feasible method, provided a compact half-space representation of $\overline{\mathcal{D}_N^1(\mathbf{w})}$ is found, which is nothing else than the ambition of the present work.
Summary of Results. Using a variational principle of Gross–Oliviera–Kohn [47], we compute the support function for $\mathcal{D}_N(w)$ in Theorem 1. This leads to the spectral characterization in Theorem 2, where $\Sigma^f(w, N, d) := \text{spec}(\mathcal{D}_N(w))$ is shown to be a polytope, the fermionic spectral polytope. In fact, the polytopality also follows from general theorems on moment maps (see Sect. 3.3). The polytope $\Sigma^f(w, N, d)$ has the following important features.

1. It is a *spectral polytope* by definition. In [96], Sanyal and Saunderson studied polyhedra arising from spectra of a set of symmetric matrices. In contrast, the polytope $\Sigma^f(w, N, d)$ describes spectra of Hermitian matrices.

2. It is a *moment polytope* (see Proposition 3.9) for a moment map on the coadjoint orbit $\mathcal{D}^N(w)$, that is, the set of density operators on the $N$-particle Hilbert space with spectrum $w$ (see [55, Section 1]). This connection opens the door to an analysis of its facial structure, as done by Brion in [18].

3. It is a *symmetric polytope*. The polytope $\Sigma^f(w, N, d)$ is stabilized by the action of the symmetric group which permutes coordinates. Symmetric polytopes whose vertices form a single orbit are objects of intense study; they are known as permutahedra. In contrast, the polytope $\Sigma^f(w, N, d)$ is the convex hull of *multiple* orbits. We provide an original approach to determine the combinatorial structure of these types of polytopes, see Theorem 3.

4. It is a *sweep polytope*. In [87], Padrol and Philippe introduce sweep polytopes. Face lattices of sweep polytopes encode total orderings of point configurations coming from linear functionals. As a consequence, the polytope $\Sigma^f(w, N, d)$ is also a fiber polytope.

We then introduce an extra parameter $r$ specifying the number of nonzero entries of $w$. This parameter allows to better understand the situation for a fixed number of eigenvalues. The upshot is the possibility to let the dimension $d$ go to infinity, while $r$ remains fixed for any number of particles $N$. These polytopes are denoted by $\Sigma^f_r(w, N, d)$ and they satisfy properties (1), (2), and (3). Moreover they satisfy a refined version of property (4) extending the definition of sweep polytopes to a new class, that we name *lineup polytopes*, see Theorem 4. We provide a $V$-representation of lineup polytopes in Theorem 5. We prove the following additional properties, explaining the influence of the defining parameters.

5. The polytope $\Sigma^f_r(w, N, d)$ is a *combinatorial polytope*. The orbits of vertices of $\Sigma^f_r(w, N, d)$ correspond to certain shellings of pure threshold complexes of dimension $N - 1$ with $r$ facets on at most $d$ vertices (Theorem 2 and Lemma 7.1). Threshold complexes are studied in [35, 57]. In [52], Heaton and Samper study these shellings in the more general context of matroid polytopes.

6. For any $r, N,$ and $d$, if $w$ and $w'$ have pairwise distinct entries, $\Sigma^f_r(w, N, d)$ and $\Sigma^f_r(w', N, d)$ have the same normal fan (Corollary 6.8). When $w$ has
repeated entries, some inequalities may become redundant (Proposition 6.13).

(7) For \( r = 1 \), the polytope \( \Sigma_f^1(1, N, d) \) is the \((d - 1)\)-dimensional hyper-
simplex \( H(N, d) \).

(8) For each \( r \geq 1 \), we establish a Stability Theorem (Theorem 6 for fermions and 7 for bosons) stating that, up to symmetry, when \( N > r - 1 \) no new
inequality arises for fermions if \( d > N + r - 1 \) and for bosons if \( d \geq r \). This allows the “container size” and number of particle \( N \) to diverge as asked by the \( N \)-representability problem in classical equilibrium statistical mechanics.

(9) As \( r \) increases, the inequalities for \( r - 1 \) remain facet-defining and new inequalities are added, creating a hierarchy of restrictions (see Proposition 6.17). Consequently, \( \Sigma_f^r(w, N, d) \subseteq H(N, d) \). This can be interpreted as a hierarchy of generalized exclusion principles: They are linear inequalities on the spectra of 1-reduced density matrices that are necessary for \( N \)-representability, which are valid as \( d \to \infty \). By property (8), they are essentially independent of the values of \( N \) and \( d \), extending the linear inequalities interpretation of Pauli’s exclusion principle given by \( H(N, d) \).

(10) The “f” on the notation stands for fermions. There is a parallel story for bosons obtaining a polytope denoted \( \Sigma_b^r(w, N, d) \).

To test membership, an \( H \)-representation of \( \Sigma_f^r(w, N, d) \) of the form \( Ax \leq b \), where \( A \) is a matrix and \( b \) a vector, is essential. We obtain one in two steps. First, for a fixed \( r \), there is a minimal choice of parameters \((N, d) = (r - 1, 2r - 2)\) for which the \( V \) - and \( H \)-representations of \( \Sigma_f^r(w, N, d) \) should be obtained. Second, using the Stability Theorem 6, it is possible to describe the matrix \( A \) for arbitrarily large values of \( N \) and \( d \) as long as \( d - N > r - 1 \). The analog result for bosons is given in Theorem 7. While the result (6) shows that \( A \) does not depend on \( w \), as long as it contains distinct entries, the vector \( b \) is determined from \( w \) as explained in Proposition 6.18. The minimal polytope in the above first step is obtained as follows. In Theorem 2, the polytope \( \Sigma_f^r(w, N, d) \) is represented as the convex hull of finitely many points and we seek a representation using finitely many linear inequalities. This is a well-studied problem in discrete geometry and many general algorithms exists. In the present case, we provide the original Algorithm 1 and successfully implemented it in SageMath [109], see Sect. 8.1. This leads to a complete solution for \( r \leq 13 \) without much computational efforts, and we provide the outcome for \( r \leq 8 \) in the Appendices. Furthermore, without resorting to computational tools, we present the complete solution in the case when \( r = 4 \), by carrying out Algorithm 1 by hand in Sect. 8.4. In particular, we showcase a complete inequality descriptions of \( \Sigma_f^4(w, N, d) \) for all \((N, d)\) with \( N \geq 3, d - N \geq 3 \) and \( \Sigma_b^5(w, N, d) \) for all \((N, d)\) with \( N \geq 4, d - N \geq 4 \). In the bosonic case, there is no analog of Pauli’s exclusion principle. Despite that fact, through the result (8) and (10), we uncover such exclusion principles for mixed bosonic states.
The spectra of operators in $\mathcal{D}_N^1(w)$ retain a physical relevance to study 1-particle reduced density matrix functional theory for excited states, see Sect. 2.4 and [70, 101]. This description refines and solves a constrained 1-body $N$-representability problem, where the weights of the ensemble can be specified, compare [1, Theorem 3]. Indeed, the results allow to progressively decide from which ensemble a certain 1-body reduced density matrix may come from by adding more and more necessary conditions. This is possible since the inequalities in the $H$-representation do not intrinsically depend on the dimension of the 1-particle state space (the dimension of the basic Hilbert space at play) nor the number of particles $N$. This allows for a novel understanding of the effects of the number of weights and their relative sizes on possible spectra. The inequalities obtained are valid necessary conditions for arbitrarily large $N$ and dimension of the Hilbert spaces, see Theorems 8.13 and 8.14. The techniques underlying the procedure to obtain the necessary conditions rely on elementary combinatorial structures and minimally on convex representation translations. Hence, these results may be used as the stepping stone to further investigate convex relaxation of $N$-representability problems.

In Sect. 9.1, we compare the inequalities obtained by Klyachko to describe the polytope $\Pi(w, N, d)$, the polytope of spectra (ordered decreasingly) of $\mathcal{D}_N^1(w)$, with those obtained here. The linear inequalities defining $\Pi(w, N, d)$ are referred to as generalized Pauli constraints, whereas we refer to the inequalities of $\Sigma^f$ as generalized exclusion principles. The present methods have the advantage of simplicity. They allow to recover the description of the matrix describing the left-hand side of $\Pi(w, N, d)$, and interpret it through sweep polytopes (and therefore leading to a combinatorial interpretation through threshold complexes) using less sophisticated machinery. Furthermore, it seems possible to study further Klyachko’s polytope through $\Sigma^f(w, N, d)$. We adventure to conjecture the following.

**Conjecture.** If the entries of $w$ are distinct, then the polytope $\Pi(w, N, d)$ is a Minkowski summand of the polytope $\Sigma^f(w, N, d)$.

Equivalently, we conjecture the existence of some polytope $Q$ such that $\Pi(w, N, d) + Q = \Sigma^f(w, N, d)$. This would imply that the normal fan of $\Pi(w, N, d)$ is a coarsening of that of $\Sigma^f(w, N, d)$.

**The Tools.** The relevant methods to study fermionic spectral polytopes have well-established theories that we gather and bring *au goût du jour* in Part 2.

**Tool 1: Symmetric polytopes.** The study of symmetric polytopes is more than millennial. Well-known instances include regular polytopes, uniform polytopes, and polytopes with reflection symmetries, see [103] for a detailed survey. It is common to describe symmetries of polytopes via the action of a finite group of suitable transformations of the ambient space. A myriad of variations exist and many—if not all—seem to have some degree of *transitivity* in common: faces or flags of faces should be contained in a *single* orbit under the group action [9, 78, 97]. The convex hull of the orbit of a point under a finite group action is called an *orbit polytope*. The uniqueness of the orbit has a structuring effect on
the geometry of orbit polytopes, facilitating their study. These polytopes and their symmetries have been studied extensively, especially via their relations to the many generalizations of the permutohedron, see e.g., [38, 86, 91, 97] and the references therein. Be that as it may, the extension of orbit polytopes to convex hulls of orbits of more than one points (in other words, convex hull of unions of orbit polytopes) seems to have received far less attention. In Sect. 5, we remedy this and initiate a study of the facial incidences of these polytopes. In particular, we determine the faces of symmetric polytopes (see Theorem 3), thereby extending the known results for a single orbit.

**Tool 2: Sweep polytopes.** The polytopes $\Sigma^f(w, N, d)$ and $\Sigma^b(w, N, d)$ are defined via their normal fans. Since a lineup of length $r$ is obtained from a sweep by taking its first $r$ entries, we adapt the machinery to construct sweep polytopes from [87] to construct lineup polytopes. One distinction between sweep polytopes and lineup polytopes is that the fans of lineup polytopes are not necessarily hyperplane arrangements. Expanding on [87], we present four different constructions for lineup polytopes: as a convex hull of a finite set of points, as a projection of a partial permutohedron, as a Minkowski sum of $k$-set polytopes, and as a monotone path polytope of a truncated zonotope. The construction as a Minkowski sum of $k$-set polytopes (Proposition 6.13) gives a conceptual explanation for the role of $w$, even when it has repeated entries. One important consequence of this section is that the facets of the polytope correspond to orderings that do not refine a non-trivial ordering.

**Tool 3: Gale order.** In addition to being related to sweep polytopes and being symmetric, the facial structure of fermionic and bosonic spectral polytopes is determined via the notion of Gale order, which is important in matroid theory [42]. It is the combination of these three features that enables the proof of the Stability Theorem 6. In fact, the vertices of the spectral polytopes are related to certain simplicial complexes called threshold complexes. The typical case is related to fermion configurations, while boson configurations give rise to a different notion of threshold complexes related to multisubsets rather than subsets, see Sects. 7 and 9.3. These bosonic threshold complexes seem original and hence could be further studied.

**Structure of the Article.** Aside from providing a thorough description of the solution to the convex ensemble 1-body $N$-representability problem, the overarching goal of the present article is to increase interactions between the convex geometry and quantum mechanics communities.

In this regard, Part 1 is aimed to introduce the background theory from quantum physics in order to state appropriately the convex problem, which is aimed at readers with a more mathematical background. In Sect. 1, we review the fundamental concepts from quantum physics necessary to define and study the $N$-representability problem. In Sect. 2, we state the classical $N$-representability problem and its convex relaxation for fermions and bosons. Furthermore, we obtain a first description of the sought spectral polytopes using $V$-representations. In Sect. 3, we give a spectral characterization of the set
of $w$-ensemble 1-reduced density matrices. The spectra form a convex polytope that we then study thoroughly using combinatorial and geometrical tools.

Part 2 is concerned with a self-contained introduction to the convex geometry tools along with the presentation of new results necessary to solve the problem. In Sect. 4, we describe the technique privileged here to translate a $V$-representation to an $H$-representation. In Sect. 5, we provide the necessary notions relative to fundamental domains of symmetric polytopes and give a criterion mixing geometry and combinatorics to determine the dimension of their faces. In this case, it is particularly important to determine when a linear functional determines a facet. In Sect. 6, we adapt the recent study of sweep polytopes to the current situation. In Sect. 7, we study the combinatorial construction that dictates much of the symmetry and facial structure of spectral polytopes. Namely, the Gale order is reviewed and extended to multisubsets to deal with bosonic systems.

Finally, Part 3 presents a procedure to obtain the desired inequalities along with a description of several theoretical consequences stemming from the proofs. In Sect. 8, we describe the algorithm, provide some analysis of the first output, and prove the stability properties of the produced inequalities, see Theorems 6 and 7. In Sect. 9, we compare our results to the solution of the pure 1-body $N$-representability problem obtained in [1,60], we exhibit two key properties of symmetric polytopes, and provide extremal examples that distinguish fermionic and bosonic systems. Finally, in the appendices, we provide some output produced by the algorithm.

Part 1. The Problem

The objective of this part is to introduce the problem motivating the present article. In Sect. 1, we review the fundamental concepts from quantum theory. In Sect. 2, we present the various $N$-representability problems that lead to the convex version. In Sect. 3, we give a spectral characterization of the convex hull of 1-body reduced density matrices. Furthermore, we present how this characterization fits into a Lie theory perspective. Finally, we formulate precisely the challenge within polyhedral combinatorics that must be solved in order to obtain a practical solution. This challenge is addressed in Part 3, after developing the necessary tools in Part 2.

Notations and Conventions. We adopt the following conventions: $d \in \mathbb{N}\{0\}$, $[d] := \{1, 2, \ldots, d\}$. Let $\mathbb{R}^d$ be the $d$-dimensional Euclidean space with elementary basis $\{e_i : i \in [d]\}$ and inner product given by $\langle e_i, e_j \rangle = \delta_{i,j}$ for $i, j \in [d]$. Vectors in $\mathbb{R}^d$ and tuples of numbers are denoted using bold letters such as $\mathbf{e}, \mathbf{v}, \mathbf{x}$, and scalars using normal script such as $x$. The symmetric group $S_d$ acts linearly on $\mathbb{R}^d$ by $\pi \cdot e_i = e_{\pi(i)}$ for $i = 1, \ldots, d$. A table is provided on p. 50 to gather most of the notations used throughout this article.
1. Fundamental Concepts

Among the abundant literature on quantum theory, we refer here to the books [50,66] for a direct quantum mechanic approach, [85, Chapter 2] for an introduction from the quantum information point of view and the article [20] for a recent combinatorial formalism of many-particle spaces, and suggest them to readers who want to learn more about the mathematical aspects of quantum mechanics.

1.1. Density Operators on Hilbert Spaces

Let $H$ be a $D$-dimensional complex Hilbert space with a positive definite sesquilinear form (also called Hermitian inner product) $\langle \cdot, \cdot \rangle : H \times H \rightarrow \mathbb{C}$. We identify the vector space of linear endomorphisms on $H$, called operators, with the tensor product $H \otimes H^*$; for a unit vector $v \in H$, the operator $v \otimes v^*$ is the orthogonal projection onto the subspace spanned by $v$. An operator $H$ is Hermitian if it satisfies $\langle Hx, y \rangle = \langle x, Hy \rangle$ for any $x, y \in H$. The real vector space of Hermitian operators is denoted by $\mathcal{B}(H)$ and its inner product by $\langle A, B \rangle = \text{Tr}(AB)$. Hermitian operators are diagonalizable with real eigenvalues and may therefore be expressed as

$$H = \sum_{i=1}^{D} \lambda_i v_i \otimes v_i^*, \quad \text{where } \lambda_i \in \mathbb{R}, \text{ and } \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_D, \quad (1)$$

and $\{v_i\}_{i \in [D]}$ is an orthonormal basis of $H$, see [67, Ch. XV, Thm. 6.4]. Each real scalar $\lambda_i$ is the eigenvalue of $H$ with eigenvector $v_i$. We define $\text{spec}^\downarrow(H)$ as the vector $(\lambda_1, \ldots, \lambda_D) \in \mathbb{R}^D$ and $\text{spec}(H)$ as the orbit $S_D \cdot \text{spec}^\downarrow(H) \subset \mathbb{R}^D$. An Hermitian operator $H \in \mathcal{B}(H)$ is positive semidefinite if its eigenvalues are nonnegative, equivalently if $\lambda_D \geq 0$.

**Definition 1.1 (Density operators, $\mathcal{D}(H)$).** A density operator $\rho$ is a positive semidefinite Hermitian operator with $\text{Tr}(\rho) = 1$. The set of density operators on $H$ is denoted $\mathcal{D}(H)$.

**Remark 1.2 (State vs Density operator).** In quantum physics, a state on $\mathcal{B}(H)$ is a linear map $\omega : \mathcal{B}(H) \rightarrow \mathbb{R}$, such that $\omega(H^2) \geq 0$ for each $H \in \mathcal{B}(H)$ and $\omega(\text{Id}) = 1$, see [66, Definition 2.5]. When $H$ is finite-dimensional, the states $\omega$ on $\mathcal{B}(H)$ are in bijection with density operators $\rho$ on $H$ through the equality $\omega(H) = \langle \rho, H \rangle = \text{Tr}(\rho H)$ [66, Theorem 2.7]. The two normalizations $1 = \omega(\text{Id}) = \text{Tr}(\rho) = 1$ fit together, allowing a duality between states and density operators, through the inner product on $\mathcal{B}(H)$. This permits to treat states and density operators interchangeably. Pure state refers to a density operator $v \otimes v^*$ for a certain unit vector $v \in H$. The corresponding state is $\omega : H \in \mathcal{B}(H) \mapsto \langle Hv, v \rangle$. Equation (1) shows that in general, density operators or states are given by a sum of pure states $v_i \otimes v_i^*$, each weighted with probability $\lambda_i$. Indeed, for density operators the eigenvalues are positive and sum to 1. This is the setting of ensemble of states.
1.2. Many-Particle State Spaces

We denote by $H_1$ the one-particle Hilbert space of dimension $d$. The name refers to the interpretation of states on $\mathcal{B}(H_1)$ as the probability distributions over orbitals in which a single particle may be found, and the possible orbitals are spanned by $d$ basis orbitals. The 1-particle Hilbert space may have some additional substructure corresponding to different degrees of freedom such as orbitals and spin, see e.g., [1,20], but we do not consider spin here. By taking the $N$th tensor product $\otimes_{i=1}^{N} H_1$, we may represent states of $N$-particle systems. The subspace given by the $N$th exterior power $H_N := \bigwedge^N H_1$ represents states of $N$ fermions, or $N$-fermion states making $H_N$ the $N$-fermion Hilbert space. Elements in these spaces have the antisymmetry and indistinguishability of fermions built-in. Furthermore, the antisymmetry enforces Pauli’s exclusion principle: two fermions can not occupy the same orbital.

Let $\text{Fer}(N,d) := \{ i = (i_1, \ldots, i_N) \in [d]^N : 1 \leq i_1 < \cdots < i_N \leq d \}$ denote the set of all $N$-fermion configurations. If $B = \{ b_i \}_{i=1}^{d}$ is an orthonormal basis for $H_1$, then $B^N := \{ b_i \}_{i \in \text{Fer}(N,d)}$ is an orthonormal basis for $H_N$, where

$$b_i := b_{i_1} \wedge b_{i_2} \wedge \cdots \wedge b_{i_N}.$$ 

It follows that the dimension of $H_N$ is $D := \binom{d}{N}$. For the rest of this section and Sect. 2, we restrict ourselves to $N$-fermion Hilbert spaces. In Sect. 3.4, we describe how to adapt the discussion to the bosonic case.

**Definition 1.3** (Many-particle density operators, $D^1$ and $D^N$). The set of density operators in $\mathcal{B}(H_1)$ and in $\mathcal{B}(H_N)$ are denoted by $D^1$ and $D^N$, respectively.

**Remark 1.4.** On physical and mathematical grounds, it is also desirable to consider infinite-dimensional one-particle Hilbert spaces. Kummer provided a rigorous framework for the infinite case in the article [65]. Nevertheless, in the case at hand, the space may be assumed to be finite without losing much physical or mathematical relevance, see e.g., [72] and [100] and in particular “Appendix B” of the latter. For this reason, we always assume that $H_1$ is finite-dimensional, while seeking to minimize the dependence of the results on this dimension.

1.3. Variational Principle for Ensemble States

The unitary group $U(H)$ acts on $\mathcal{B}(H)$ by conjugation: $U \cdot H := UHU^{-1} \in \mathcal{B}(H)$. Unitary conjugation is equivalent to a change of orthonormal basis so it does not change the spectrum. Therefore, the set $D(H)$ is partitioned into $U(H)$-orbits indexed by points in the Pauli simplex

$$\Delta_{D-1} := \left\{ w \in \mathbb{R}^D : 1 \geq w_1 \geq w_2 \geq \cdots \geq w_D \geq 0, \quad \sum_{i=1}^{D} w_i = 1 \right\}. \quad (2)$$

of possible spectra (with values ordered decreasingly) of density operators. For each $w \in \Delta_{D-1}$, let

$$D(w) := \{ \rho \in D(H) : \text{spec}^1(\rho) = w \}.$$
Thus, \( \mathcal{D}(\mathcal{H}) = \bigsqcup_{w \in \Delta_{D-1}} \mathcal{D}(w) \). We shall use the following variational principle.

**Theorem 1.5** (Gross–Oliviera–Kohn [47, Section II]). Let \( H \) be a Hermitian operator on a Hilbert space \( \mathcal{H} \) with eigenvalues \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_D \) and \( w \in \Delta_{D-1} \). We have

\[
\lambda_w := \sum_{i=1}^{D} w_i \lambda_i = \max_{\rho \in \mathcal{D}(w)} \text{Tr}(\rho H).
\]

A maximizer \( \rho_w \) on the right-hand side is given by \( \sum_{i=1}^{D} w_i v_i \otimes v_i^* \), where \( v_i \) is a unit eigenvector of \( H \) for the eigenvalue \( \lambda_i \).

In [47], this is stated with minima but to keep our conventions we use maxima. In quantum mechanics, \( \text{Tr}(\rho H) \) gives the expectation value of observable \( H \) for a quantum state described by a density operator \( \rho \), see e.g., [50, Sections 19.3–4] [20, Section IIIE]. For example, if \( H \) is the Hamiltonian that describes the energy of the system, then the eigenvalues \( \lambda_i \) can be thought of as energy levels. The value of \( \text{Tr}(\rho H) \) gives the expectation value of observable \( H \) for the ensemble of states described by \( \rho \).

### 2. Convex Formalism of the \( N \)-Representability Problem

For basic notions on convex analysis, we refer the reader to the books [48, 94, 114] and to Sect. 4. A subset \( K \) of \( \mathbb{R}^d \) is **convex** if \( x, y \in K \) implies \( \alpha x + (1 - \alpha) y \in K \) for any \( 0 \leq \alpha \leq 1 \). The **convex hull** \( \text{conv}(K) \) of a set \( K \) is the intersection of all convex sets containing it. A **polytope** is the convex hull of a finite set of points. The **support function** of a convex set \( K \) is defined as \( \text{supp}_K(y) := \max_{x \in K} \langle y, x \rangle \). For any compact subset \( K \) of \( \mathbb{R}^d \), we have \( \text{conv}(K) = \{ x \in \mathbb{R}^d : \langle y, x \rangle \leq \text{supp}_K(y) \text{ for all } y \in \mathbb{R}^d \} \). Consequently, a convex set and its support function \( \text{supp}_K \) uniquely determine each other. Using Eq. (1), we see that the sets \( \mathcal{D}^1 \) and \( \mathcal{D}^N \) of Definition 1.3 are convex in \( \mathcal{B}(\mathcal{H}_1) \) and \( \mathcal{B}(\mathcal{H}_N) \), respectively.

#### 2.1. \( N \)-Representability Problem

We may now proceed to phrase the \( N \)-representability problem. It is formulated via the important concept of **reduced** density matrices which are defined using the partial trace operation.

**Definition 2.1** (Partial trace). Let \( \mathcal{V} = \{ v_i \}_{i=1}^d \) be an orthonormal basis of \( \mathcal{H}_1 \) and \( M, N \) be positive integers such that \( M < N \). The **partial trace** (sometimes called **contraction**) of a Hermitian operator \( H_N \) on \( \mathcal{H}_N \) is the operator \( H_M = L^N_M(H_N) \) on \( \mathcal{H}_M \) uniquely defined by the equations

\[
\langle v_i, H_M(v_j) \rangle := \sum_{k \in \mathcal{F}(N-M,d)} \langle v_i \wedge v_k, H_N(v_j \wedge v_k) \rangle , \quad (3)
\]
The partial trace \( L^N_M \) induces a real linear map between \( \mathcal{B}(\mathcal{H}_N) \) and \( \mathcal{B}(\mathcal{H}_M) \). Equation (3) provides the entries of a matrix representation of \( H_M \) with respect to the basis \( \mathcal{B}^M \).

Remark 2.2. For a proof that the partial trace is a well-defined linear map see [65, Theorem 3]. For a more general discussion of the partial trace in quantum information see [85, Section 2.4.3]. For a Lie theory interpretation see Sect. 3.3 on page 18. For combinatorially inclined reader, it is possible to phrase the partial trace completely in Hopf algebraic terms, see e.g., [20, Section 3].

A straightforward computation shows that partial traces preserve positive semi-definiteness and that \( \text{Tr}(H_M) = \binom{N}{M} \text{Tr}(H_N) \). So after a suitable normalization factor, the partial trace of a density operator in \( \mathcal{D}^N \) is again a density operator.

Definition 2.3 (Reduced density matrices, \( \mathcal{D}^M_N \)). Let \( M, N \) be positive integers such that \( M < N \). The operators in \( L^N_M(\mathcal{D}^N) \) are called \((M-)\)reduced density matrices. The set of \( M \)-reduced density matrices on \( \mathcal{H}_M \) is denoted \( \mathcal{D}^M_N \).

In the literature, an \( M \)-reduced density matrix is sometimes abbreviated as being an \( M \)-RDM. The set \( \mathcal{D}^1_N \) is convex and compact in the set of scaled density operators \( N \mathcal{D}^1 \), see Fig. 1 for a schematic illustration. Not every extreme points of \( \mathcal{D}^N \) is extreme in the partial trace image \( \mathcal{D}^1_N \); the extreme points of \( \mathcal{D}^1_N \) are thickened in Fig. 1.

The extreme points of \( \mathcal{D}^1_N \) are indexed by the elements of a Grassmannian [24, Corollary 9.1B]. Due to dimensional restrictions, Fig. 1 fails to represent an honest connected Grassmannian. We may now formulate the representability problem formulated around the 1950s [72][24, Introduction], see also [25] and the references therein.

\( N \)-Representability Problem. Let \( \rho \in \binom{N}{M} \mathcal{D}^M \). Give necessary and sufficient conditions for \( \rho \) to be in \( \mathcal{D}^M_N \). In order words, characterize when \( \rho \) is the partial trace of an operator \( \rho_N \in \mathcal{D}^N \).

Already at the time of its formulation, some necessary conditions were known. Moreover, it was also noted that the conditions derived from the
antisymmetry had deeper consequences on the eigenvalues of reduced density matrices than Pauli’s exclusion principle, see e.g., [64,72,112]. The cases \( M \in \{1,2\} \) have attracted most attention due to the aspiration in quantum theory to replace the wave function by the 1- and 2-reduced density matrices: “Charles Coulson made clear his expectation that all, or most, of the properties of matter with which chemistry and physics are concerned can be discussed using the 2-matrix as our sole tool with no explicit recourse to the \( N \)-particle wave function.” ([28, Conclusion, p.7]). Coleman remarked that from the outset, the importance was attributed not to obtaining a solution, but to obtaining simple rules—that are computationally efficient—allowing the application of variational principles [26,28]. We refer the readers to [80–82,99] and [10] to get more details about recent developments on the general \( N \)-representability problem.

2.2. \( N \)-Representability of 1-Reduced Matrices

From now on, we focus on the case \( M = 1 \). The following lemma describes how unitary orbits behave with respect to the partial trace.

**Lemma 2.4** ([24]). If \( u \in U(\mathcal{H}_1) \) and \( U = \wedge^N u \in U(\mathcal{H}_N) \), then \( L_1^N(U \rho U^{-1}) = u L_1^N(\rho) u^{-1} \).

This lemma implies that \( \mathcal{D}_1^1 \) is unitary invariant, a property that does not hold for \( \mathcal{D}_N^M \) with \( M > 1 \), see e.g., [24, Section 5] or [29, Section 1.6]. Being unitary invariant means that the description of \( \mathcal{D}_N^1 \) depends only on the spectrum of the operators involved and the number of particles \( N \). The \( N \)-representability problem for \( M = 1 \) has the following solution.

**Theorem 2.5** \((\approx 1950/60)\). The set \( \mathcal{D}_N^1 \) consists of all operators \( \rho \in N \mathcal{D}_1^1 \) that have trace equal to \( N \) and each eigenvalue \( \lambda \) satisfies \( 0 \leq \lambda \leq 1 \).

The above theorem appeared in writing in [24, Theorem 9.3], see also [29, Theorem 2.18]. The necessity of such a bound was already observed in relation with Pauli’s exclusion principle or using second quantization, see e.g., [112, Behauptung I, Equation (16)]/[72, Equation (75)]. Other proofs of this result have been obtained around the same period [43,64,113], although the results in the latter have been rigorously established in [65]. We refer to the surveys [26,27] and the comment [21] for further details. Let us highlight two important facts related to this theorem. First, Theorem 2.5 expresses a bound on the eigenvalues of an \( N \)-representable density operator in \( \mathcal{D}_N^1 \) independently of the dimension \( d = \dim(\mathcal{H}_1) \), which makes it scalable when \( d \to \infty \). Second, since the trace of an \( N \)-representable density operator is \( N \), then

\[
\text{spec}(\mathcal{D}_N^1) = \left\{ \mathbf{x} \in \mathbb{R}^d : \sum_{i=1}^{d} x_i = N, \quad 0 \leq x_i \leq 1 \text{ for all } i = 1, \ldots, d \right\} =: \mathcal{H}(N,d), \tag{4}
\]

which is a polytope \( \mathcal{H}(N,d) \) called hypersimplex, see Fig. 2 and Examples 4.2 and 5.1.
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Figure 2. On the right, the dashed tetrahedron (a simplex in general) represents spectra of density operators in \( \text{spec}(N \mathcal{D}^1) \). Only the spectra in the octahedron (a hypersimplex in general) may occur as spectra of a 1-reduced density matrix in \( \text{spec}(\mathcal{D}^1_N) \). The smaller polytope included in the octahedron represents the vectors in \( \text{spec}^\downarrow(\mathcal{D}^1_N) \). The dotted vertices of the hypersimplex represent all orderings of the spectra \((1,\ldots,1,0,\ldots)\) with \(N\) occurrences of 1.

The hypersimplex has been used to describe these spectra in \([24,64,72,112]\), and this result seems to have been already folklore for physicists when the term hypersimplex was coined in the articles \([41, \text{Section 1.6}]\) and later studied in \([45]\), see e.g., \([114, \text{Example 0.11}]\). Coleman proved that the extreme points of \(\mathcal{D}^1_N\) are indexed by the elements of the corresponding Grassmannian \([24, \text{Corollary 9.1B}]\). Recently, Lukowski, Parisi, Sherman-Bennett and Williams found explicit—yet not completely understood connections—between scattering amplitudes (the amplituhedron) and the hypersimplex, see \([73,88]\).

2.3. Ensemble N-Representability

We seek a refined version of Theorem 2.5, where we consider \(w\)-ensemble states, i.e., density operators \(\rho \in \mathcal{D}^N\) with a prescribed spectrum \(w \in \Delta_{D-1}\). The vector \(w = (w_1,\ldots,w_D)\) is called the weight vector of the ensemble. When \(w = (1,0,\ldots)\), the ensemble is called pure. The set of \(w\)-ensemble N-representable 1-reduced density matrices is

\[
\mathcal{D}^1_N(w) := L^N_1(\mathcal{D}^N(w)),
\]

which is also easily seen to be unitary invariant by Lemma 2.4, see Fig. 3.

**Ensemble N-Representability Problem.** Let \(w \in \Delta_{D-1}\) and \(\rho \in \mathcal{D}^1\). Give necessary and sufficient conditions for \(\rho\) to be in \(\mathcal{D}^1_N(w)\). In order words, characterize when \(\rho\) is the partial trace of an operator \(\rho_N \in \mathcal{D}^N(w)\).

In a series of ground-breaking articles \([1,59–61]\), Klyachko et al. gave a spectral characterization of \(\mathcal{D}^1_N(w)\). Let

\[
\Lambda(w,N,d) := \text{spec}(\mathcal{D}^1_N(w)) \quad \text{and} \quad \Pi(w,N,d) := \text{spec}^\downarrow(\mathcal{D}^1_N(w)).
\]
Klyachko gave a description of $\Pi(w, N, d)$ as a convex set defined by finitely many inequalities, i.e., a polytope. We briefly discuss how his approach compares to ours in Sect. 3.3 and Sect. 9.1. The set $\Lambda(w, N, d)$ is by definition the symmetrization of $\Pi(w, N, d)$ and it is not convex (see Fig. 6 on page 17), it is sometimes referred to as a rosette, see Fig. 3. Furthermore, in [60] they provided a procedure using representation theory to obtain all inequalities for $w = (1, 0, \ldots)$. The general inequalities are described in [60, Theorem 4.16] and [1, Theorem 2]. In Eq. (5), the parameter $d$ does not appear: Recall that in Theorem 2.5, the parameter $d$ is not directly involved in the restrictions on the eigenvalues. However, in the solution given by Klyachko, there is a strong dependence on the value of $d$, see for instance the complete inequalities for the pure case when $N = 3$ and $d = 6, 7, 8$ [60, pages 83–84]. Unfortunately, if $d > 10$ these inequalities are out of reach for practical applications in quantum chemistry. In Sect. 9.1, we compare these inequalities to those obtained in this article.

2.4. Relaxed $N$-Representability

The set $\text{spec}(D^1_N(w))$ is generally not convex, see Fig. 3. We refer the reader to Sect. 3.3 where this set is described from a Lie theory perspective. Characterizing $\text{spec}^1(D^1_N(w))$ calls for a description of a petal whose orbit forms the rosette. Facing the practical difficulties involved in the solution of the $N$-representability of 1-reduced density matrices for ensemble states, we now consider a convex relaxation of the ensemble 1-body $N$-representability problem.

**Convex 1-body Ensemble $N$-representability Problem**

Let $w \in \Delta_{D-1}$ and $\rho \in N\mathcal{D}^1$. Give necessary and sufficient conditions for $\rho$ to belong to the convex set

$$\overline{\mathcal{D}^1_N}(d, w) := \text{conv} \{ L_1^N(\tau) : \tau \in \mathcal{D}^N(w) \} ,$$
Figure 4. Schematic representation of the set $\mathcal{D}_N^1(\mathbf{w})$ (equivalently the convex hull of $\text{spec}(\mathcal{D}_N^1(\mathbf{w}))$, see Proposition 3.7). It is a symmetric polytope contained in the convex hull of $\text{spec}(\mathcal{D}_N^1) = \mathcal{H}(N,d)$ (an octahedron $\mathcal{H}(2,4)$ here). On the right, the illustration of $\text{spec}(\mathcal{D}_2^1(\frac{1}{2}, \frac{1}{3}, \frac{1}{6}, 0, 0, 0))$ with $d = 4$. The polytope whose facets are shaded is $\text{spec}^\downarrow(\mathcal{D}_2^1(\frac{1}{2}, \frac{1}{3}, \frac{1}{6}, 0, 0, 0))$, obtained from [60, Section 4.2.3] where the dimension of the one-particle Hilbert space is $\dim(\mathcal{H}_1) = d$.

The convex hull $\mathcal{D}_N^1(d, \mathbf{w})$ is taken inside $N\mathcal{D}_N^1$, see Fig. 4 for an illustration. We added a “$d$” in the notation here to emphasize the a priori dependence on $d$.

By the linearity of the partial trace, the properties of convex hull and the conjugation action of $U$, the set $\mathcal{D}_N^1(d, \mathbf{w})$ is unitary invariant. Given two weight vectors $\mathbf{w}, \mathbf{w}' \in \Delta_{D-1}$, we say that $\mathbf{w}$ majorizes $\mathbf{w}'$ weakly if and only if, for all $k = 1, 2, \ldots, D$

$$
\sum_{i=1}^{k} w'_i \leq \sum_{i=1}^{k} w_i,
$$

and write $\mathbf{w}' \prec \mathbf{w}$. The following structural result describing the orbits in $\mathcal{D}_N^1(d, \mathbf{w})$ allows the emergence of a geometric and combinatorial approach to the convex ensemble $N$-representability problem.

**Theorem 2.6** (see [70, Theorem 12]). Let $d \geq N \geq 1$ and $\mathbf{w} \in \Delta_{D-1}$. The convex set $\mathcal{D}_N^1(d, \mathbf{w})$ is the union of majorized orbits:

$$
\mathcal{D}_N^1(d, \mathbf{w}) = \bigcup_{w' \prec w} \mathcal{D}_N^1(d, \mathbf{w}').
$$

The theorem indicates that the smaller the weight vector within the majorization order, the smaller the spectral convex body should be.
Example 2.7. Let $N = 2$, $d = 4$, $w_1 = (\frac{1}{2}, \frac{1}{3}, \frac{1}{6}, 0, 0, 0)$ and $w_2 = (\frac{7}{5}, \frac{3}{10}, \frac{1}{5}, \frac{1}{10}, 0, 0)$. Therefore, $w_2 \prec w_1$. The theorem implies that $\mathcal{D}_N^1(d, w_2) \subseteq \mathcal{D}_N^1(d, w_1)$, see Fig. 5.

Thus, this suggests the following approach: start with the largest weight vector (i.e., $(1, 0, \ldots)$ and $r_1 = 1$) and proceed to solve the convex ensemble $N$-representability problem iteratively increasing the length of the weight vector to $r_2 = r_1 + 1$. This indicates a hierarchy between weight vectors to be revealed later. Remarkably, the role of $d$ in this approach becomes secondary. Furthermore, as long as the weights are kept distinct, their specific values become less relevant, while majorization becomes more important.

The convex ensemble $N$-representability problem is an example of the classical membership problem in convex geometry: Given a convex set $K$, determine whether an element belongs to $K$. This question can be answered very efficiently when $K$ is described using linear inequalities, say using a non-redundant list of supporting hyperplanes, this shall be done in Part 3. In the next section, we give a spectral characterization of $\mathcal{D}_N^1(d, w)$ as the convex hull of finitely many points.

3. Spectral Characterization

In this section, as a first step to solve the convex ensemble $N$-representability problem we obtain an internal representation of $\mathcal{D}_N^1(w)$. The idea behind this approach is based on lifting the objects from $\mathcal{H}_1$ to $\mathcal{H}_N$ and then using Gross–Oliviera–Kohn’s Theorem 1.5.
3.1. Expansion and Convex Relaxation

**Definition 3.1 (Expansion of a Hermitian operator).** Let \( h \in \mathcal{B}(\mathcal{H}_1) \) be a Hermitian operator, \( \{\lambda_i\}_{i \in [d]} \) its eigenvalues, and \( \{v_i\}_{i \in [d]} \) the corresponding orthonormal eigenbasis of \( \mathcal{H}_1 \). We can lift \( h = \sum_{i=1}^d \lambda_i v_i \otimes v_i^* \) to a Hermitian operator \( \Gamma_N^1(h) \in \mathcal{B}(\mathcal{H}_N) \) that acts diagonally on the basis \( \{v_i\}_{i \in \mathcal{F}_\text{et}(N,d)} \) as follows

\[
\Gamma_N^1(h) := \sum_{i \in \mathcal{F}_\text{et}(N,d)} \left( \sum_{i \in i} \lambda_i \right) v_i \otimes v_i^*. \tag{7}
\]

The operator \( \Gamma_N^1(h) \) is called the *expansion* of \( h \). The expansion induces a real linear map between \( \mathcal{B}(\mathcal{H}_1) \) and \( \mathcal{B}(\mathcal{H}_N) \).

Alternatively, this expansion can be constructed using the second quantization and the annihilator/creator operators [29, Section 1.4]. The linearity of the expansion operator can be seen as a consequence of the next lemma which shows that the expansion operation may be defined as the adjoint (see e.g., [46, Section II] for a definition of adjoint) of the partial trace.

**Lemma 3.2 ([65, Theorem 4]).** Let \( N \geq 1, h \in \mathcal{B}(\mathcal{H}_1) \) and \( G \in \mathcal{B}(\mathcal{H}_N) \). The expansion operator is the adjoint of the partial trace, i.e.,

\[
\langle L_N^1(G), h \rangle_1 = \langle G, \Gamma_N^1(h) \rangle_N,
\]

where \( \langle A, B \rangle_1 \) and \( \langle A, B \rangle_N \) are the inner products on Hermitian operators defined as \( \text{Tr}(AB) \).

**Proof.** This follows from the definitions of partial trace and expansion and computing them with respect to an eigenbasis of \( h \).

To use Theorem 1.5, we introduce certain vectors that turn out to be key in the following sections. Let \( w \in \Delta_{D-1} \). Furthermore, let \( h \in \mathcal{B}(\mathcal{H}_1) \), \( \mathcal{V} = \{v_i\}_{i=1}^d \) be an eigenbasis, \( \lambda := (\lambda_1, \lambda_2, \ldots, \lambda_d) \) be the corresponding vector of eigenvalues, and \( H \) be the corresponding expansion to \( \mathcal{H}_N \). For \( i \in \mathcal{F}_\text{et}(N,d) \), let \( \chi(i) := \sum_{j \in i} e_j \in \mathbb{R}^d \). The spectrum of \( H \) is determined by using \( \{\lambda_i\}_{i=1}^d \) and Eq. (7): for each index \( i \in \mathcal{F}_\text{et}(N,d) \) we have the eigenvalue \( \lambda(i) := \sum_{i \in i} \lambda_i \). For a given \( \lambda \in \mathbb{R}^d \), we say that a linear ordering of \( \mathcal{F}_\text{et}(N,d) \) is compatible with \( \lambda \) if \( \lambda(i_1) \geq \lambda(i_2) \geq \cdots \geq \lambda(i_D) \). Therefore, the expansion operation and a choice of a compatible linear order for \( \lambda \) lead to a function \( \ell : \mathbb{R}^d \rightarrow \mathcal{V}(\mathcal{F}_\text{et}(N,d)), \) such that \( \ell(\lambda) = (\chi(i_j))_{j=1}^D \) is an ordered point configuration. This allows to associate an *occupation vector* with each \( \ell(\lambda) \):

\[
o_w(\ell(\lambda)) := \sum_{j=1}^D w_j \chi(i_j) \in \mathbb{R}^d.
\]

Let \( \mathcal{L}(w) := \{o_w(\ell(\lambda)) : \lambda \in \mathbb{R}^d \} \) be the set of occupation vectors for all \( \lambda \in \mathbb{R}^d \) and all choices of compatible orders. Observe that this set is finite for any choice of \( w \in \Delta_{D-1} \).
Theorem 1. Let $N > 1$, $w \in \Delta_{D-1}$, and $\mathcal{O}(\mathcal{H}_1)$ be the set of all orthonormal bases of $\mathcal{H}_1$. The convex set $\mathcal{D}^1_N(w)$ satisfies

$$
\mathcal{D}^1_N(w) = \text{conv} \left( \sum_{i=1}^{d} o_i v_i \otimes v_i^* : o \in \mathcal{L}(w), \{v_i\}_{i=1}^{d} \in \mathcal{O}(\mathcal{H}_1) \right) \subset \mathcal{B}(\mathcal{H}_1).
$$

Proof. We show that both convex sets have the same support function. Let $h \in \mathcal{B}(\mathcal{H}_1)$, $\mathcal{V} = \{v_i\}_{i=1}^{d}$ be an eigenbasis, $\lambda := (\lambda_1, \lambda_2, \ldots, \lambda_d)$ be the corresponding vector of eigenvalues, and $H$ be its expansion to $\mathcal{H}_N$. By Theorem 1.5 and Lemma 3.2, we have

$$
\text{supp} \mathcal{D}^1_N(w)(h) = \max_{\rho \in \mathcal{D}^1_N(w)} \langle h, \rho \rangle = \max_{\rho \in \mathcal{D}^1_N(w)} \langle H, \rho \rangle = \sum_{j \in [D]} w_j \lambda(i_j),
$$

where $i_1, i_2, \ldots, i_D$ is the permutation of the $N$-fermion configurations chosen for $\lambda$ and the subscripts on the inner products indicate that we take trace in $\mathcal{H}_1$ and $\mathcal{H}_N$, respectively. By the second part of Theorem 1.5, a maximizer in $\mathcal{H}_N$ is

$$
\sum_{j \in [D]} w_j v_{i_j} \otimes v_{i_j}^* \in \mathcal{D}^1_N(w).
$$

By Eq. (3), using the basis $\mathcal{V}$, this operator reduces to

$$
\sum_{i=1}^{d} (o_w(\ell(\lambda)))_i v_i \otimes v_i^* \in \mathcal{D}^1_N(w).
$$

It follows that the sets $\left\{\sum_{i=1}^{d} o_i v_i \otimes v_i^* : o \in \mathcal{L}(w), \{v_i\}_{i=1}^{d} \in \mathcal{O}(\mathcal{H}_1)\right\} \subseteq \mathcal{D}^1_N(w)$ have the same support function hence the sought equality follows.

Remark 3.3. Let $\rho \in L^N_1(\mathcal{D}^N)$ be a 1-reduced density matrix. The eigenvectors $\{v_i\}_{i=1}^{d}$ of $\rho$ are referred to as the natural orbitals of $\rho$. Similarly, its eigenvalues $\{n_i\}_{i=1}^{d}$ such that $n_1 \geq n_2 \geq \cdots \geq n_d$ and $\sum_{i=1}^{d} n_i = N$ are its occupation numbers. The term occupation number refers to the fact that they represent the average number of particles in each one of the natural orbitals. Recall from Theorem 2.5 that $0 \leq n_i \leq 1$ for $1 \leq i \leq d$. For more details on natural orbitals and occupation numbers, we refer the reader to [100] and the original article [72, Section 4].

3.2. Fermionic Spectral Polytope

We can interpret Theorem 1 as taking a single polytope and moving it according to the conjugation action of the unitary group and taking the convex hull of the orbit. To be more precise, we fix an orthonormal basis $\mathcal{V} = \{v_i\}_{i=1}^{d}$ of $\mathcal{H}_1$ and define

$$
\mathcal{P}(\mathcal{V}) := \text{conv} \left( \sum_{i=1}^{d} o_i v_i \otimes v_i^* : o \in \mathcal{L}(w) \right).
$$

It is a polytope in $\mathcal{B}(\mathcal{H}_1)$ since the set $\mathcal{L}(w)$ is finite.
Lemma 3.4. Let $\lambda \text{Id}$ be a scalar multiple of the identity operator in $\mathcal{H}_1$ and assume $\lambda \text{Id} \in \mathfrak{T}^1_N(w)$. Then $\lambda = d^{-1}$ and $d^{-1} \text{Id} \in \mathcal{P}(\mathcal{V})$ for every orthonormal basis $\mathcal{V}$.

Proof. Since density operators have trace equal to 1 by definition, we must have $\lambda = d^{-1}$. For the second part, since the set $\mathcal{L}(w)$ is symmetric-invariant, the average of its elements must be too. Therefore, for every orthonormal basis $\mathcal{V} = \{v_i\}_{i \in [d]}$ of $\mathcal{H}_1$, we have

$$\mathcal{P}(\mathcal{V}) \ni \frac{1}{|\mathcal{L}(w)|} \sum_{o \in \mathcal{L}(w)} \left( \sum_{i=1}^d o_i v_i \otimes v_i^* \right) = d^{-1} \sum_{i=1}^d v_i \otimes v_i^* = d^{-1} \text{Id}. \quad \square$$

Proposition 3.5. The convex set $\mathfrak{T}^1_N(w)$ is equal to the union of all polytopes in the orbit of $\mathcal{P}(\mathcal{V})$ under the conjugacy action of the unitary group. In other words,

$$\mathfrak{T}^1_N(w) = \mathcal{U}(\mathcal{H}_1) \cdot \mathcal{P}(\mathcal{V}) = \bigcup_{u \in \mathcal{U}(\mathcal{H}_1)} u \mathcal{P}(\mathcal{V}) u^{-1} = \bigcup_{\mathcal{V} \in \mathcal{O}(\mathcal{H}_1)} \mathcal{P}(\mathcal{V}).$$

Proof. We argue by contradiction. Suppose that $\rho \in \mathfrak{T}^1_N(w)$ and $\rho \notin u \mathcal{P}(\mathcal{V}) u^{-1}$ for every $u \in \mathcal{U}(\mathcal{H}_1)$. Then the same is true for its orbit $\mathcal{U}(\mathcal{H}_1) \cdot \rho = \{u \rho u^{-1} : u \in \mathcal{U}(\mathcal{H}_1)\}$. Even more, the same is true for the average of the orbit:

$$\rho' = \int_{\mathcal{U}(\mathcal{H}_1)} u \rho u^{-1} du \in \text{conv}(\mathcal{U}(\mathcal{H}_1) \cdot \rho) \subset \left( \mathfrak{T}^1_N(w) \setminus \bigcup_{u \in \mathcal{U}(\mathcal{H}_1)} u \mathcal{P}(\mathcal{V}) u^{-1} \right),$$

where the integral is taken with the unitary invariant Haar measure [105, Section 4] on $\mathcal{U}(\mathcal{H}_1)$. Since $\rho'$ is the average, it is unitary invariant. So $\rho'$ must be a scalar multiple of the identity operator. This contradicts Lemma 3.4, thus $\rho$ has to belong to $u \mathcal{P}(\mathcal{V}) u^{-1}$, for some $u \in \mathcal{U}(\mathcal{H}_1)$.

Finally, we define the central geometric object of our investigation.

Definition 3.6 (Fermionic spectral polytope). Let $w \in \Delta_{D-1}$. The polytope

$$\Sigma^f(w, N, d) := \text{conv}(\mathcal{L}(w))$$

is the fermionic spectral polytope of the $N$-fermion Hilbert space on $d$ orbitals with weight $w$.

The following theorem provides a spectral characterization of $\mathfrak{T}^1_N(w)$.

Theorem 2. Let $d \geq N \geq 1$, $w \in \Delta_{D-1}$. A Hermitian operator $\rho \in \mathcal{B}(\mathcal{H}_1)$ is in $\mathfrak{T}^1_N(w)$ if and only if $\text{spec}(\rho) \subset \Sigma^f(w, N, d)$. Equivalently, we have $\Sigma^f(w, N, d) = \text{spec}(\mathfrak{T}^1_N(w))$.

Proof. By Proposition 3.5, $\rho$ must be in $\mathcal{P}(\mathcal{V})$ for some orthonormal basis $\mathcal{V}$. Then $\rho$ is a diagonal matrix on the basis $\mathcal{V}$ and its vector $(x_1, \ldots, x_d) \in \mathbb{R}^d$ of diagonal entries must be in $\Sigma^f(w, N, d)$. Since the elements in its diagonal correspond to its spectrum in some order, we are done.
Using a basis, a finite Hilbert space $\mathcal{H}$ may be identified with $\mathbb{C}^D$, and operators with square matrices. In this case, the set $\mathcal{D}(\mathcal{H})$ is the set of Hermitian matrices with spectrum $\mathbf{w}$ (as a multiset). We have a linear map diag : $\text{Mat}_{D \times D}(\mathbb{C}) \to \mathbb{C}^D$ which takes any matrix $[m_{ij}]_{i,j=1}^D$ to its vector of diagonal entries $[m_{ii}]_{i=1}^D$. Since Hermitian matrices have real entries in their diagonal, restricting the diagonal map to Hermitian matrices leads to a linear map from $\mathcal{B}(\mathcal{H})$ to $\mathbb{R}^D$. The Schur–Horn theorem [76, Chapter 9B] states that 

$$\text{diag}(\mathcal{D}(\mathbf{w})) = \text{Perm}(\mathbf{w}) := \text{conv}\{\pi \cdot \mathbf{w} : \pi \in S_D\} \subset \mathbb{R}^D.$$ 

Using this theorem, we can reinterpret the polytope $\Sigma_f(\mathbf{w}, N, d)$. 

**Proposition 3.7.** Let $\mathcal{V}$ be a basis of $\mathcal{H}_1$, and consider operators in $\mathcal{H}_1$ as matrices written in that basis. The fermionic spectral polytope is the convex hull of the rosette of $\Lambda(\mathbf{w}, N, d)$ (defined in Eq. (6)). Furthermore

$$\Sigma_f(\mathbf{w}, N, d) = \text{diag}(\mathcal{D}_N(\mathbf{w})) = \text{diag}(\mathcal{D}_N^1(\mathbf{w})).$$

**Proof.** The first part follows from the proof of Theorem 1: the maximizers in Eq. (8) are clearly in $\mathcal{D}_N^1(\mathbf{w})$ so their partial traces given by Eq. (9) are in $\mathcal{D}_N^1(\mathbf{w})$. It follows that $\Sigma_f(\mathbf{w}, N, d) \subseteq \text{conv}(\Lambda(\mathbf{w}, N, d))$. The reverse inclusion follows from the fact that $\mathcal{D}_N^1(\mathbf{w}) \supset \mathcal{D}_N^1(\mathbf{w})$ and $\Lambda(\mathbf{w}, N, d) = \text{spec}(\mathcal{D}_N^1(\mathbf{w}))$. 

By the Schur–Horn theorem, we have that 

$$\text{diag}(\mathcal{D}_N(\mathbf{w})) = \text{conv}(\text{spec}(\mathcal{D}_N(\mathbf{w}))) = \Sigma_f(\mathbf{w}, N, d),$$

and

$$\text{diag}(\mathcal{D}_N^1(\mathbf{w})) = \text{conv}(\text{spec}(\mathcal{D}_N^1(\mathbf{w}))) = \text{conv}(\Lambda(\mathbf{w}, N, d)) = \Sigma_f(\mathbf{w}, N, d).$$

The first row follows by Theorem 2. The second row follows by the first part of the proposition.

By symmetrizing, we obtain an object which is less complex than $\Pi(\mathbf{w}, N, d)$, a petal of the rosette. In Fig. 6, we illustrate the difference between $\Pi(\mathbf{w}, N, d)$ and $\Sigma_f(\mathbf{w}, N, d)$. In Fig. 6, we also highlight the polytope $\Sigma_f(\mathbf{w}, N, d) := \Sigma_f(\mathbf{w}, N, d) \cap \Delta_{D-1}$ which is a closer approximation of $\Pi(\mathbf{w}, N, d)$.

The Schur–Horn theorem can be seen as an example of a more general convexity result involving moment maps. Proposition 3.7 allows us to think of $\Sigma_f(\mathbf{w}, N, d)$ as a moment polytope, as explained in Sect. 3.3.

### 3.3. Lie Theory Perspective

In this section, we outline the Lie theory point of view that Klyachko [60,61] and Berenstein–Sjaamar [12] employ. For any finite Hilbert space $\mathcal{H}$, the unitary group $U(\mathcal{H})$ is a compact Lie group with Lie algebra $\mathfrak{u}(\mathcal{H})$ consisting of skew-Hermitian operators. We can identify the set $\mathcal{B}(\mathcal{H})$ of Hermitian operators with its dual Lie algebra $\mathfrak{u}^*(\mathcal{H})$ via the pairing $H \mapsto \text{Tr}(iH\cdot)$. Therefore, the conjugation action of $U(\mathcal{H})$ in $\mathcal{B}(\mathcal{H})$ is the coadjoint action. The set $\mathcal{D}(\mathbf{w}) \subset \mathfrak{u}^*(\mathcal{H})$ of density operators with spectrum given by $\mathbf{w}$ is then a coadjoint orbit.

We refer the reader to [62] for a nice survey providing a definition of moment map. Here, we only use the basic ingredients. Let $M$ be a connected symplectic manifold together with an action of a compact Lie group $G$. A
moment map is a $G$ equivariant map $\Phi : M \to \mathfrak{g}^*$ with one extra property involving its relation to the symplectic structure of $M$. Here are two important convexity results about moment maps.

- When $G$ is a torus, the convexity theorems of Atiyah [6] and Guillemin–Sternberg [49] state that the image $\Phi(M)$ is a polytope. The case relevant to us, when $M$ is a coadjoint orbit, was proved earlier by Kostant [63].
- When $G$ is a general compact group, there is a different convexity result of Kirwan [56], resolving a conjecture of Guillemin–Sternberg from [49], stating that the image restricted to the positive Weyl chamber (for a choice of maximal torus) is a polytope.

For our purposes, we interpret Kirwan’s theorem as follows. Let $G = U(\mathcal{H})$ be a unitary group then the image of the map $\Phi : M \to u^*(\mathcal{H})$ composed with the map $\text{spec}^\downarrow : u^*(\mathcal{H}) \to \mathbb{R}^d$ is a polytope.

Example 3.8 (Schur–Horn’s theorem). There is a canonical symplectic structure on $\mathcal{D}(\mathcal{W})$ that makes the inclusion into $u^*(\mathcal{H})$ a moment map for the action of $U(\mathcal{H})$, see [55, Chapter 1.2] for details. Let $T(\mathcal{H}) \subset U(\mathcal{H})$ be some maximal torus which consist of diagonal matrices in a basis $\mathcal{V}$. The basis $\mathcal{V}$ allows us to consider all operators as matrices. Composing the inclusion $i : \mathcal{D}(\mathcal{W}) \hookrightarrow u^*(\mathcal{H})$ with the projection to the diagonal, we get a moment map $\text{diag} : \mathcal{D}(\mathcal{W}) \to \mathbb{R}^d$ for the $T(\mathcal{H})$-action on $\mathcal{D}(\mathcal{W})$. In this context, the first convexity theorem implies Schur–Horn’s theorem.

Let $g : U(\mathcal{H}_1) \to U(\mathcal{H}_N)$ be the group homomorphism defined by $g(u) = u \wedge u \wedge \cdots \wedge u$ for every unitary $u \in U(\mathcal{H}_1)$. The map $g$ allows to identify $U(\mathcal{H}_1)$ with a connected subgroup of $U(\mathcal{H}_N)$. The induced map on cotangent spaces $g^* : u^*(\mathcal{H}_N) \to u^*(\mathcal{H}_1)$ is the partial trace of Eq. (3), and the restriction $g^* : \mathcal{D}^N(\mathcal{W}) \to \mathcal{D}_N(\mathcal{W}) \subset u^*(\mathcal{H}_1)$ is a moment map for the action of $U(\mathcal{H}_1)$ on $\mathcal{D}^N(\mathcal{W})$. Kirwan’s theorem guarantees a priori that the set $\text{spec}^\downarrow(\mathcal{D}_N(\mathcal{W}))$ is a polytope. Berenstein and Sjaamar [12] give an inequality representation for such polytopes in the general setup where $g$ is any inclusion of compact Lie
groups and \( \mathcal{D}(\mathbf{w}) \) is any coadjoint orbit. In [93], Ressayre describes a minimal subset of the inequalities from [12] which suffices to describe the polytope. In [60], Klyachko builds upon the results in [12] (which themselves build upon previous work of Klyachko [59] on Weyl’s problem) to describe inequalities in the concrete case of \( \text{spec}^1(\mathcal{D}_N^1(\mathbf{w})) \). Now, we contextualize the fermionic spectral polytope within this framework.

**Proposition 3.9.** Fix a basis of \( H_1 \) and let \( T \) be the maximal torus of diagonal matrices. The composition \( \text{diag} \circ g^* : \mathcal{D}^N(\mathbf{w}) \to \Sigma^f(\mathbf{w}, N, d) \) is a moment map for the action of \( T \).

\[
\begin{array}{cccc}
\mathcal{D}^N(\mathbf{w}) & \xrightarrow{g^*} & u^*(H_1) & \xrightarrow{\text{diag}} \\
& \Phi & \Sigma^f(\mathbf{w}, N, d) & \\
\end{array}
\]

**Proof.** Through the map \( g \), \( T \) acts on the coadjoint orbit \( \mathcal{D}^N(\mathbf{w}) \). For the chosen basis of \( H_1 \), let \( \text{diag} : u^*(H_1) \to t^*(H_1) \) be the projection of the matrix to its diagonal. The map \( g^* \) is a moment map for the action of \( \text{U}(H_1) \) on \( \mathcal{D}^N(\mathbf{w}) \). By basic properties of the moment map [62, Section 2.2], a moment map \( \Phi \) for this torus action on \( \mathcal{D}^N(\mathbf{w}) \) is given by composing \( g^* : \mathcal{D}^N(\mathbf{w}) \to u^*(H_1) \) with \( \text{diag} \). The image \( g^*(\mathcal{D}^N(\mathbf{w})) \) is \( \mathcal{D}^1_N(\mathbf{w}) \), and by Proposition 3.7 the image of the composition is \( \Sigma^f(\mathbf{w}, N, d) \).

The Kostant convexity theorem not only states that the image of the moment map is a polytope, it also states that the image is the convex hull of the images of \( T \)-fixed points. Using this idea combined with Proposition 3.9 leads to an alternative derivation of the convex hull representation of \( \Sigma^f(\mathbf{w}, N, d) \).

**Proposition 3.10.** The polytope \( \Sigma^f(\mathbf{w}, N, d) \) is the convex hull

\[
\Sigma^f(\mathbf{w}, N, d) = \text{conv} \left( \left\{ \sum_{j=1}^D w_j \chi(i_j) : \text{for any total ordering } i_1, \ldots, i_D \text{ of } \mathcal{F}_{\text{ext}}(N,d) \right\} \right).
\]

**Proof.** Fix a basis \( \mathcal{V} \) of \( H_1 \) and let \( T \) be the maximal torus consisting of diagonal matrices. By Proposition 3.9 and Kostant’s theorem [63], we know that \( \Sigma^f(\mathbf{w}, N, d) \) is the convex hull of the image of the \( T \)-fixed points of \( \mathcal{D}^N(\mathbf{w}) \). We first determine the \( T \)-fixed points. We use the basis induced by \( \mathcal{V} \), if \( \rho \) is \( T \)-fixed then

\[
t t^{-1} \rho = \rho,
\]

\[
t \left( \sum_{i,j} c_{i,j} v_i \otimes v_j^* \right) t^{-1} = \sum_{i,j} c_{i,j} v_i \otimes v_j^*,
\]

\[
\sum_{i,j} c_{i,j} \left( \prod_{i \in i} t_i \right) \left( \prod_{j \in j} t_j^{-1} \right) v_i \otimes v_j^* = \sum_{i,j} c_{i,j} v_i \otimes v_j^*.
\]
for any \( t \in T \), since by definition \( tv_i = t_i \). It is well known that the \( T(\mathcal{H}_N) \) fixed points are diagonal matrices; however, since \( T \) is a subgroup coming from the injective map \( g : T(\mathcal{H}_1) \to T(\mathcal{H}_N) \), we make sure that the set of fixed points is not larger. By comparing coefficients, we see that if \( i \neq j \) we must have \( c_{i,j} = 0 \), hence \( \rho \) is indeed diagonal in the basis induced by \( \mathcal{V} \). This implies that the \( T \)-fixed points of \( \mathcal{D}_N(\mathcal{w}) \) are of the form

\[
\sum_{j \in [D]} w_j v_{i_j} \otimes v_{i_j}^* \in \mathcal{D}_N(\mathcal{w}),
\]

for any total order of the indices. The partial traces of these operators are diagonal in \( \mathcal{V} \) and their diagonals are the elements of Eq. (10).

The \( \mathcal{V} \)-representation presented in Proposition 3.10 is non-minimal because some of the \( T \)-fixed points do not induce vertices.

Example 3.11. We have considered four compact Lie groups acting on \( \mathcal{D}(\mathcal{w}) \): \( T(\mathcal{H}_N) \), \( U(\mathcal{H}_1) \) and \( U(\mathcal{H}_N) \), see the top of Fig. 7. Each action leads to a moment map and therefore a moment polytope associated with it:

| Lie Group | Moment Polytope |
|-----------|------------------|
| \( U(\mathcal{H}_N) \) | \( \{\mathcal{w}\} \) |
| \( T(\mathcal{H}_N) \) | \( \text{Perm}(\mathcal{w}) \) |
| \( U(\mathcal{H}_1) \) | \( \Pi(\mathcal{w}, N, d) \) |
| \( T(\mathcal{H}_1) \) | \( \Sigma^f(\mathcal{w}, N, d) \) |

In Fig. 7, each unitary group acts on the elements of its respective column, whereas the symmetric group acts on the last column. On the right of the figure, we have the hypersimplex \( \mathcal{H}(N, d) \) defined in Eq. (4), the polytope \( \Sigma^f(\mathcal{w}, N, d) \) defined in Definition 3.6, and the rosette \( \Lambda(\mathcal{w}, N, d) = \mathcal{S}_d(\Pi(\mathcal{w}, N, d)) \) defined in Eq. (6).

3.4. Bosonic Spectral Polytope

Here, we describe how to adapt the situation to the \( N \)-boson Hilbert spaces. The subspace given by the \( N \)th symmetric power \( \text{Sym}^N \mathcal{H}_1 \) consists of \( N \)-boson states:

\[
v_1 \lor \cdots \lor v_N \in \text{Sym}^N \mathcal{H}_1.
\]

Let \( \mathcal{B}_\text{os}(N, d) := \{i = (i_1, \ldots, i_N) \in [d]^N : 1 \leq i_1 \leq \cdots \leq i_N \leq d\} \) denote the set of all \( N \)-boson configurations. If \( \mathcal{B} = \{b_i\}_{i=1}^d \) is an orthonormal basis for \( \mathcal{H}_1 \), then \( \mathcal{B}^N := \{b_i\}_{i \in \mathcal{B}_\text{os}(N, d)} \) is an orthonormal basis for \( \mathcal{H}_N \), where \( b_i := b_{i_1} \lor \cdots \lor b_{i_N} \). It follows that \( D := \dim(\text{Sym}^N \mathcal{H}_1) = \left(\begin{smallmatrix}d+N-1 \\ N-1\end{smallmatrix}\right) \). An element \( i \in \mathcal{B}_\text{os}(N, d) \) can be considered as a multisubset \( S \) of \([d]\) of cardinality \(|S| = N\). The multisubset \( S \) may be represented as a function \( S : [d] \to \mathbb{N} \), where \( S(i) = m_i \) is the number of times \( i \) appears in \( i \), i.e., the multiplicity of \( i \) in \( i \). Given a vector \( \lambda = (\lambda_1, \ldots, \lambda_d) \in \mathbb{R}^d \), we define \( \lambda(i) = \sum_{j=1}^N m_j \lambda_j \). This induces a (not necessarily unique) compatible total order on \( N \)-boson
Figure 7. The various torus actions on density matrices configurations \(i_1, i_2, \ldots, i_D\) where \(\lambda(i_1) \geq \lambda(i_2) \geq \cdots \geq \lambda(i_D)\). Fixing \(w \in \Delta_{D-1}\) and \(\lambda \in \mathbb{R}^d\), we associate the occupation vector

\[ o_w(\lambda) := \sum_{j=1}^{D} w_j \chi(i_j) \in \mathbb{R}^d, \text{ where } \chi(i) := \sum_{j=1}^{d} m_j e_j \in \mathbb{R}^d, \]

and \(i_1, \ldots, i_D\) is a compatible total order induced by \(\lambda\). Let \(\mathcal{L}(w) := \{o_w(\lambda) : \lambda \in \mathbb{R}^d\}\) be the set of occupation vectors.

**Definition 3.12** (Bosonic spectral polytope). Let \(w \in \Delta_{D-1}\). The polytope

\[ \Sigma^b(w, N, d) := \text{conv}(\mathcal{L}(w)) \]

is the bosonic spectral polytope of the \(N\)-boson Hilbert space on \(d\) orbitals with weight \(w\).

**3.5. The Challenge**

Theorem 1 gives a spectral characterization of the set of convex ensemble \(N\)-representable density operators that should be converted into a set of linear inequalities to solve the membership problem effectively. Furthermore, as explained earlier, it is also meaningful to restrict our attention to vectors \(w \in \Delta_{D-1}\) with a few nonzero entries. We thus introduce an extra parameter \(r\) that specifies the number of nonzero entries of \(w\). This leads to a problem within polyhedral combinatorics, namely, provide a non-redundant \(H\)-representation of the polytopes \(\Sigma^f_r(w, N, d)\) and \(\Sigma^b_r(w, N, d)\). Two examples of three-dimensional spectral polytopes are illustrated in Fig. 8.

Contrary to what the image on the left may suggest, fermionic spectral polytopes are not *that* simple. The simplicity of the dimension 3 case is due to the
Figure 8. On the left, the fermionic spectral polytope $\Sigma^f_{\frac{1}{24}}(6, 5, 4, 3, 2, 1, 2, 4)$. On the right, the bosonic spectral polytope $\Sigma^b_3(\mathbf{w}, 3, 4)$, with $\mathbf{w} = \frac{1}{36}(8, 7, 6, 5, 4, 3, 2, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)$. Pauli exclusion principle and to the coincidence that the hypersimplex $H(2, 4)$ is a cross-polytope.

Part 2. Convex Geometry Tools

Before expressing the polytopes $\Sigma^f_4(\mathbf{w}, N, d)$ and $\Sigma^b_4(\mathbf{w}, N, d)$ as the intersection of finitely many half-spaces, we review necessary discrete geometry concepts, expand upon recent developments presented in [87], and when the tools to be used in Part 3 to provide an effective solution to the convex 1-body $N$-representability problem. To simplify the notation, in Part 2 and 3, we omit the mention to $\mathbf{w}$ in $\Sigma^f_4(\mathbf{w}, N, d)$ and denote it $\Sigma^f_r$, when $\mathbf{w}$ is some fixed vector that is clear from the context and similarly for $\Sigma^b_r$.

4. V- to H-Representation Translation

The problem presented in Sect. 3.5 relies on a classical procedure in discrete geometry which may be done in several ways. Several algorithms exist and are also implemented in various computer algebra systems dealing with geometric computations, see e.g., [7, 11, 19, 39, 44, 109]. In this section, we describe a method using normal fans which is well suited to deal with symmetric polytopes. We refer the reader to the reference books [48, 102, 114] for further background on polyhedral objects which are not described below.

4.1. Polyhedra, Cones, and Polytopes

A polyhedron is the intersection of finitely many closed half-spaces:

$$Q := \{ \mathbf{x} \in \mathbb{R}^d : \mathbf{A} \mathbf{x} \leq \mathbf{b} \},$$  \hspace{1cm} (11)

where $\mathbf{A}$ is a matrix and $\mathbf{b}$ is a vector. The expression in (11) is a $H$-representation of $Q$. A row of $\mathbf{A}$ and its corresponding entry in $\mathbf{b}$ gives a defining inequality...
of \( Q \). Given a row \( a_i \) of \( A \), if the equation \( \langle a_i, x \rangle \leq b_i \) is a positive linear combination of other equations, it is not necessary to define \( Q \), and this \( H \)-representation is called redundant.

A point configuration in \( \mathbb{R}^d \) is an ordered set \( V := \{v_1, \ldots, v_m\} \) of vectors in \( \mathbb{R}^d \). We denote by \( \text{aff}(V) \), \( \text{cone}(V) \), and \( \text{conv}(V) \) the affine, conical, and convex hull of \( V \), respectively. The latter object is called a polytope. Furthermore, the elements in these sets are called affine, conical and convex combinations of \( V \), respectively. A cone is pointed if it contains no lines. We refer to the elements of minimal generating sets of affine, conical and convex hulls as line generators, ray generators, and vertices. By the Minkowski–Weyl theorem, every polyhedron \( Q \) can be decomposed uniquely as the sum of an affine hull, a conical hull and a convex hull:

\[
Q = L + K + P, \tag{12}
\]

where \( L \) is a linear subspace (called the lineality space of \( Q \)), \( K \) is a pointed cone (called the recession cone of \( Q \)), \( P \) is a polytope, and both \( K \) and \( P \) lie in the orthogonal complement of \( L \). The expression in Eq. (12) is a \( V \)-representation of \( Q \). Thus, polytopes and cones are polyhedra: polytopes are bounded polyhedra and cones are homogeneous polyhedra, that is, \( b = (0, \ldots, 0) \) in Eq. (11).

Let \( (\binom{d}{k}) \) denote the collection of \( k \)-elements subsets of the set \( J \), and \( \binom{[d]}{k} \) denote the collection of \( k \)-elements multisubsets. The cardinality of a set \( J \) is denoted by \(|J|\). Multisubsets and subsets of \([d]\) are regarded as functions \( S : [d] \to \mathbb{N}, S \in \mathbb{N}^d \), where subsets are those \( S \)'s whose image is contained in \( \{0,1\} \). Let \( \chi : \mathbb{N}^d \to \mathbb{R}^d \) be the multiplicity function sending a multiset \( S \in \mathbb{N}^d \) with support included in \([d]\) to \( \chi(S) = \sum_{j \in [d]} S(j)e_j \). In order to write multisubsets and subsets compactly, we write 113 and 123 to mean \( \{1,1,3\} \) and \( \{1,2,3\} \), respectively. There are two point configurations that play a central role in the present article.

**Definition 4.1** (Fermionic and bosonic point configurations). The fermionic and bosonic point configurations are defined as

\[
\text{Fer}(N,d) := \left\{ \chi(S) : S \in \binom{[d]}{N} \right\} \subset \mathbb{R}^d, \quad \text{and}
\]

\[
\text{Bos}(N,d) := \left\{ \chi(S) : S \in \binom{[d]}{N} \right\} \subset \mathbb{R}^d.
\]

These configurations and their convex hulls are well-known geometric objects.

**Example 4.2** (Hypersimplices). The convex hull \( \text{conv}(\text{Fer}(N,d)) = H(N,d) \) is the hypersimplex. This showcases the Minkowski–Weyl theorem: the elements of \( \text{Fer}(N,d) \) correspond to the vertices of the polyhedron defined by the linear inequalities in Eq. (4), see e.g., [24,64].

**Example 4.3** (Inflated simplex). The convex hull \( \text{conv}(\text{Bos}(N,d)) = N \cdot H(1,d) \) is the \( N \)th dilation of the hypersimplex \( H(1,d) \), i.e., the standard simplex. In this case, not every point in the configuration \( \text{Bos}(N,d) \) corresponds to a vertex.
of the dilated standard simplex, only those supported in a single coordinate. In fact, \( \text{Bos}(N,d) \) is the set of integer points of \( N \cdot H(1,d) \).

4.2. Normal Fans

A fan is a family \( \mathcal{F} = \{ K_1, K_2, \ldots, K_m \} \) of non-empty cones such that every non-empty face of a cone in \( \mathcal{F} \) is also a cone in \( \mathcal{F} \), and the intersection of any two cones in \( \mathcal{F} \) is a face of both, see e.g., [114, Section 7.1]. The support of \( \mathcal{F} \) is \( \bigcup_{i \in [m]} K_i \). The one-dimensional cones of a fan are called rays. Let \( \mathcal{P} = \text{conv}(\mathcal{V}) \) be a polytope. A linear inequality satisfied by every point \( x \in \mathcal{P} \) is called valid. Recall that the support function \( \text{supp}_P : \mathbb{R}^d \rightarrow \mathbb{R} \cup \{ \infty \} \) of \( \mathcal{P} \) is defined as \( \text{supp}_P(y) := \max_{x \in \mathcal{P}} \langle y, x \rangle \). Every vector \( y \in \mathbb{R}^d \) induces a unique valid inequality on a polytope \( \mathcal{P} \), according to \( \langle y, x \rangle \leq \text{supp}_P(y) \). The polytope \( \mathcal{P}^y = \{ x \in \mathcal{P} : \langle y, x \rangle = \text{supp}_P(y) \} \) is referred to as a face of \( \mathcal{P} \). Vertices of \( \mathcal{P} \) are 0-dimensional faces and facets of \( \mathcal{P} \) are codimension-1 faces. Whereas for polytopes, \( \text{supp}_P \) is indeed finite, extending the definition of support function to general polyhedra \( Q \) requires \( \infty \). Vertices, faces and facets of polyhedra are defined similarly with the added \( \infty \) value. Given a face \( F \) of \( \mathcal{P} \), we define its relatively open and closed normal cones:

\[
\text{ncone}_F(\mathcal{P})^\circ := \{ y \in \mathbb{R}^d : \mathcal{P}^y = F \} \quad \text{and} \quad \text{ncone}_F(\mathcal{P}) := \{ y \in \mathbb{R}^d : \mathcal{P}^y \supseteq F \}. \tag{13}
\]

The family \( \mathcal{N}(\mathcal{P}) := \{ \text{ncone}_F(\mathcal{P}) : F \text{ a face of } \mathcal{P} \} \) is the normal fan of \( \mathcal{P} \). The normal fan of a polytope is entirely recovered from the normal cones of the vertices, since all other normal cones are faces of them. Using Eq. (12), the normal cone of a face decomposes as \( \text{ncone}_F(\mathcal{P}) = \text{L}_P(F) + K_P(F) \). The lineality space \( \text{L}_P(F) \) is the orthogonal complement of \( \text{aff}(\mathcal{P}) \), hence it does not depend on \( F \). The pointed cone \( K_P(F) \) is called the essential cone of \( F \) with respect to \( \mathcal{P} \). The collection \( \hat{\mathcal{N}}(P) := \{ K_P(F) : F \text{ a facet of } \mathcal{P} \} \) is the essential fan of \( \mathcal{P} \). Elements of \( \hat{\mathcal{N}}(P)_1 = \{ K_P(F) : F \text{ a facet of } \mathcal{P} \} \) are called essential rays. Choosing one generator for each essential ray together with a basis of \( \text{L}_P = \text{aff}(\mathcal{P})^\top \) leads to a minimal \( H \)-representation of \( \mathcal{P} \) as in Eq. (11).

By Eq. (13), the normal cone of a face \( F \) consists of all vectors \( y \in \mathbb{R}^d \) whose linear functional is maximized on \( F \). Whence, for each vertex \( v \) of \( \mathcal{P} \) its normal cone has the following \( H \)-representation:

\[
\text{ncone}_v(\mathcal{P}) = \{ y \in \mathbb{R}^d : \langle y, v - v' \rangle \geq 0, \text{ for } v' \in \mathcal{V} \}. \tag{14}
\]

By translating the \( H \)-representation of \( \text{ncone}_v(\mathcal{P}) \) into a \( V \)-representation and disregarding its lineality space, we obtain a set of ray generators for the pointed cones \( K_P(v) \). By evaluating the support function at the ray generators for each \( K_P(v) \), we obtain a non-redundant \( H \)-representation of \( \mathcal{P} \).

5. Permutation Invariant Polytopes

The fermionic and bosonic spectral polytopes \( \Sigma^f_r \) and \( \Sigma^b_r \) presented in Sect. 3.5 are \( \mathcal{G}_d \)-invariant polytopes. In this section, we give a general condition for a
linear functional to determine a facet-defining inequality of $\mathfrak{S}_d$-invariant polytopes. The combinatorial and geometric nature of this condition makes it very practical and opens the study of a larger family of $\mathfrak{S}_d$-invariant polytopes, where several orbits are involved. In particular, the presented technique exploits a restriction to representatives of equivalence classes of the symmetric group action.

5.1. Fundamental Representatives

A polytope $P$ in $\mathbb{R}^d$ is $\mathfrak{S}_d$-invariant if it is stabilized by the standard action of $\mathfrak{S}_d$ on $\mathbb{R}^d$: $\pi \cdot (v_1, \ldots, v_d) := (v_{\pi(1)}, \ldots, v_{\pi(d)})$. Classical examples of $\mathfrak{S}_d$-invariant polytopes are the usual permutohedra: They are defined as the convex hull of a single $\mathfrak{S}_d$-orbit, i.e., $\text{Perm}(v) := \text{conv}\{\pi \cdot v : \pi \in \mathfrak{S}_d\}$ for some $v \in \mathbb{R}^d$, see [90]. These polytopes are the subject of the Schur–Horn theorem as explained in Sect. 3.3. For all $v \in \mathbb{R}^d$ whose coordinates are pairwise distinct, the combinatorial type of $\text{Perm}(v)$ coincides, but for non-generic points one obtains many different combinatorial types. The fundamental basis of $\mathbb{R}^d$ is given by the vectors $f_k := \sum_{1 \leq i \leq k} e_i$ for $k = 1, \ldots, d$. In particular, in view of Theorem 2.5, the particular case of hypersimplices is particularly relevant.

Example 5.1 (Example 4.2 continued). Let $d \geq N \geq 0$. The hypersimplex $H(N, d)$ is the $\mathfrak{S}_d$-invariant polytope $\text{Perm}(f_N)$ whose vertices are the permutation of the vector $f_N$ composed of $N$ coordinates equal to 1 followed by $d - N$ coordinates equal to 0. When $N \notin \{0, d\}$, the hypersimplex $H(N, d)$ has dimension $d - 1$, otherwise it is a point. It is a simplex if $N \in \{1, d - 1\}$, and has $2d$ facets if $2 \leq N \leq d - 2$.

General $\mathfrak{S}_d$-invariant polytopes are convex hulls of finitely many $\mathfrak{S}_d$-orbits.

Definition 5.2 ($\mathfrak{S}_d$-invariant polytope $\text{Perm}(V)$). Let $V = \{v_1, \ldots, v_m\} \subset \mathbb{R}^d$. The $\mathfrak{S}_d$-invariant polytope $\text{Perm}(V)$ is

$$\text{Perm}(V) := \text{conv}\{\pi \cdot v_i : \pi \in \mathfrak{S}_d, \ v_i \in V\}.$$ 

The vectors $v_1, \ldots, v_m$ are the generators of $\text{Perm}(V)$.

As usual with symmetric objects, they can be described by restricting to the fundamental domain of the action of $\mathfrak{S}_d$ in $\mathbb{R}^d$.

Definition 5.3 (Fundamental chamber). The fundamental chamber is the polyhedron

$$\Phi_d := \{y \in \mathbb{R}^d : y_1 \geq y_2 \geq \cdots \geq y_d\}.$$ 

This is a polyhedral cone that can be also expressed as $\text{cone}\{f_1, \ldots, f_{d-1}, f_d, -f_d\}$, where $f_1, \ldots, f_d$ are the elements of the fundamental basis.

In general, we use the adjective fundamental preceding any object that is directly related to $\Phi_d$, for instance a fundamental vector is any vector with decreasing coordinates.
Definition 5.4 (Fundamental representative, $x^\downarrow$). For a vector $x \in \mathbb{R}^d$, we write

$$x^\downarrow := \left( x^\downarrow_1, x^\downarrow_2, \ldots, x^\downarrow_d \right) \in \Phi_d$$

for the vector obtained from $x$ by ordering its coordinates in decreasing order. Equivalently, $x^\downarrow$ is the unique representative of the orbit $\mathcal{S}_d \cdot x$ in the fundamental chamber $\Phi_d$. The scalar $x^\downarrow_i$ is the $i$th largest (with possible ties) coordinate of $x$.

Example 5.5 (Example 5.1 continued). The $(d-1)$-dimensional hypersimplex $H(N, d)$ has the following $H$-representation using fundamental representatives.

$$H(N, d) = \left\{ x \in \mathbb{R}^d : \begin{array}{c} x^\downarrow_1 + x^\downarrow_2 + \cdots + x^\downarrow_{d-1} \leq N \\ x^\downarrow_1 + x^\downarrow_2 + \cdots + x^\downarrow_{d-1} + x^\downarrow_d = N \end{array} \right\}.$$ 

The second inequality together with the linear equality are equivalent to $x^\downarrow_d \geq 0$, so this representation is indeed equivalent to that of Eq. (4).

From here on, when writing a $\mathcal{S}_d$-invariant polytope in terms of generators $v_1, \ldots, v_m$, we always assume them to be fundamental representatives $v^\downarrow_1, \ldots, v^\downarrow_m$ in $\Phi_d$.

Definition 5.6 (Fundamental fan). Let $V = \{ v_1, \ldots, v_m \} \subset \mathbb{R}^d$ and $P = \text{Perm}(V)$. The intersection of fans $\mathcal{N}(P) \cap \Phi_d$ is called the fundamental fan of $P$. Its cones are called fundamental cones and in particular its rays are fundamental rays.

A $\mathcal{S}_d$-invariant polytope is called homogeneous if the sums of the coordinates of its generators are all equal.

Convention 5.7. The polytopes $\Sigma_r^f$ and $\Sigma_r^p$ are homogeneous in $\mathbb{R}^d$ of dimension $d-1$ and have the same lineality space: the one-dimensional subspace spanned by $f_d$. This implies that neither their normal cones in $\mathbb{R}^d$ nor their fundamental cones in $\Phi_d$ are pointed. Rather that repeating ad nauseam the word essential, we consider $\mathcal{N}(P)$ and $\mathcal{F}(P)$ as pointed fans by applying the projection on $\mathbb{R}^d$ that fixes $f_i$ for $i \in [d-1]$ and sends $f_d$ to the origin.

Remark 5.8. By symmetry, the $\mathcal{S}_d$-orbit of each normal ray has a unique representative in $\Phi_d$, which is a fundamental ray. This is the motivation for focusing on the determination of the fundamental fan. However, it is not true that all rays of $\mathcal{F}(P)$ are rays of $\mathcal{N}(P)$ as we may create new rays when we restrict to the fundamental chamber. For example, the vector $f_i$ spans a fundamental ray of the hypersimplex $H(N, d)$ for every $i \in [d-1]$, but it spans a normal ray (see Convention 5.7) only if $i \in \{1, d-1\}$. Proposition 6.20 on page 32 illustrates this phenomenon on another polytope.

The crucial tool left to discuss is a combinatorial criterion to certify that a valid inequality induced from an arbitrary ray in $\mathcal{F}(P)$ is facet-defining on $P$. For this, we characterize the dimension of faces of symmetric polytopes in the next section.
5.2. Faces of Symmetric Polytopes

The goal of this section is to determine the dimension of faces of $\mathcal{G}_d$-invariant polytopes $P = \text{Perm}(V)$. By the same token, it makes it possible to determine the combinatorial type of $\mathcal{G}_d$-invariant polytopes. In view of the previous section, it is practical to decompose $\mathbb{R}^d$ as $\text{span}\{f_d\} \oplus \mathbb{R}^{d-1}$, where $\mathbb{R}^{d-1}$ is the $(d-1)$-dimensional subspace of $\mathbb{R}^d$ consisting of vectors whose coordinates sum is 0. A $\mathcal{G}_d$-invariant polytope is homogeneous exactly when it is contained in a parallel copy of $\mathbb{R}^{d-1}$, i.e., the sum of the coordinates of its points is constant. A vector in $\mathbb{R}^d$ is inert if it is fixed by the action of $\mathcal{G}_d$, i.e., it is an element of $\text{span}\{f_d\}$. By extension, a $\mathcal{G}_d$-invariant polytope is inert if all its generators are inert. The following lemma gives the dimension of $\mathcal{G}_d$-invariant polytopes and its proof is self-evident from this decomposition.

**Lemma 5.9** (Dimension of $\mathcal{G}_d$-invariant polytopes). Let $V = \{v_1, \ldots, v_m\} \subset \mathbb{R}^d$.

1. Assume $P = \text{Perm}(V)$ to be inert.
   - If $v_1 = \cdots = v_m$ (i.e., $P$ is homogeneous), then $\dim(P) = 0$.
   - Otherwise, $\dim(P) = 1$.

2. Assume that $P = \text{Perm}(v_1, \ldots, v_m)$ is not inert.
   - The dimension of $P$ is $d - 1$ if and only if $P$ is homogeneous.
   - Otherwise, $\dim(P) = d$.

**Example 5.10.** The fermionic and bosonic spectral polytopes $\Sigma^f$ and $\Sigma^b$ are non-inert homogeneous polytopes. Therefore, they have codimension-1 in $\mathbb{R}^d$ and following Convention 5.7 we consider the normal and fundamental fan within the space $\mathbb{R}^{d-1} = \text{span}\{f_1, \ldots, f_{d-1}\}$ to make them pointed.

**Definition 5.11** (Labeling of faces of $\Phi_d$, see [53, Section 1.15]). Let $F$ be a face of $\Phi_d$. Furthermore, let $\mathcal{G}_c = \prod_{i=1}^k \mathcal{G}_{c_i}$ be the largest standard parabolic subgroup (i.e., Young subgroup) of $\mathcal{G}_d$ that fixes $F$, where $c = (c_1, \ldots, c_k) \vdash d$ is a composition of $d$. The face $F$ is labeled by the composition $c$ that describes $\mathcal{G}_c$.

Let $y \in \Phi_d$. In order to generalize Lemma 5.9 to determine the dimension of the face $P^y$ of $P$, we first determine the largest subgroup of $\mathcal{G}_d$ that stabilizes it. Let $c_y = (c_1, \ldots, c_k)$ be the composition labeling the inclusion-minimal face $F_y$ of $\Phi_d$ that contains $y$. For example, the vector $y = (3, 2, 2, 2, 1, 1, 0, 0)$ leads to the composition $c_y = (1, 3, 2, 2)$ of 8. The Young subgroup $\mathcal{G}_{c_y}$ is the inclusion-maximal Young subgroup stabilizing the face $P^y$ for any $\mathcal{G}_d$-invariant polytope $P$. The following theorem provides the dimension of $P^y$ by extracting the combinatorial information from a linear functional $y$. It reduces significantly the dimension of the convex hull computation, since it restricts all computations to the vectors in the fundamental chamber.

**Theorem 3.** Let $V = \{v_1, \ldots, v_m\} \subset \Phi_d$, $P = \text{Perm}(V)$ and $y \in \Phi_d$. The dimension of the face $P^y$ is

$$\dim P^y = \dim (\text{conv}\{Pr_y(v) : v \in V_y\}) + \sum_{i \in [k] \setminus \text{Fix}(y)} (c_i - 1),$$

(16)
where

- \( c_y = (c_1, \ldots, c_k) \) is the label of the inclusion-minimal face of \( \Phi_d \) containing \( y \).
- \( P_{r_y} \) is the projection \( \mathbb{R}^d \to \mathbb{R}^k \) defined by

\[
P_{r_y}(x) := \left( \sum_{i=1}^{c_1} x_i, \sum_{i=c_1+1}^{c_1+c_2} x_i, \ldots, \sum_{i=c_k-1+1}^{d} x_i \right),
\]

- \( V_y \) is the set of generators of \( P \) maximized by the linear functional \( y \), and
- \( \text{Fix}(y) \) is the set of indices \( j \in [k] \) such that the subgroup \( \mathcal{S}_{c_j} \) of \( \mathcal{S}_{c_y} \) fixes \( P^y \) pointwise.

**Proof.** The face \( P^y \) can be expressed as

\[
P^y = \text{conv}\{\pi \cdot v : \pi \in \mathcal{S}_c, v \in V_y\}.
\]

Indeed, for fundamental vectors \( y \in \Phi_d, v \in V_y, z \in V, \) and \( \pi \in \mathcal{S}_d \), the rearrangement inequality [51, Theorem 368] implies that in order to have

\[
\text{supp}(y) = \langle y, v \rangle = \langle y, \pi \cdot z \rangle,
\]

one necessarily has on the one hand that \( \langle y, v \rangle = \langle y, z \rangle \) (and therefore that \( z \in V_y \)), and on the other hand that \( y_{\pi(i)} = y_i \) whenever \( w_{\pi(i)} \neq w_i \) (and therefore that \( \pi \cdot z = \pi' \cdot z \) for some \( \pi' \in \mathcal{S}_c \)).

Let \( W_y \) be the \((d-k)\)-dimensional kernel of \( P_{r_y} \). For example, if \( c_y = (d) \), then the image of \( P_{r_y} \) is \( \text{span}\{f_d\} \) and \( W_y = \mathbb{R}^{d-1} \). In general, we have the decomposition \( W_y = W^1_y \oplus \cdots \oplus W^k_y \), where \( W^j_y \) is the \((c_j - 1)\)-dimensional subspace spanned by the vectors \( e_{i'} - e_i \) with \( c_{j-1} < i', i \leq c_j \). We can decompose the computation of the dimension of \( P^y \) as the sum of the dimension of its image under \( P_{r_y} \) and the dimension of the largest linear subspace \( W^i_y \) of \( W_y \) that can be translated into the affine hull of \( P^y \). The first summand is \( \dim(\text{conv}\{P_{r_y}(v) : v \in V_y\}) \), and therefore it remains to show that \( \dim W^i_y = \sum_{i \in [k] \setminus \text{Fix}(y)} (c_i - 1) \).

For each \( j \in [k] \), let \( pr_j : \mathbb{R}^d \to \mathbb{R}^{c_j} \) be projection onto the coordinates \( \{c_{j-1}+1, \ldots, c_j\} \) (setting \( c_0 = 0 \)). For a fixed \( v \), the polytope \( \text{conv}\{\pi \cdot v : \pi \in \mathcal{S}_c\} \) is naturally isomorphic to \( \text{Perm}(pr_1(v)) \times \cdots \times \text{Perm}(pr_k(v)) \), which we call a \( c \)-Permutahedron. Hence, \( P^y \) is the convex hull of a union of \( c \)-Permutahedra, each lying in some translation of \( W_y \). On the one hand, if \( j \in \text{Fix}(y) \) and \( v \in V_y \), then \( \text{Perm}(pr_j(v)) \) is a point and its dimension is 0. In particular, \( P^y \) is entirely contained in the orthogonal complement of the linear subspace \( W^j_y \). Therefore, \( W^i_y \subseteq \bigoplus_{i \in [k] \setminus \text{Fix}(y)} W^i_y \). On the other hand, if \( j \not\in \text{Fix}(y) \), then a certain vertex \( v \in V_y \) is not inert with respect to \( \mathcal{S}_{c_j} \). As we consider a translated copy of the kernel \( W_y \), \( \text{Perm}(pr_j(v)) \) is homogeneous and by Lemma 5.9, it has dimension \( c_j - 1 \), which is the dimension of \( W^j_y \). This shows that \( W^i_y \subseteq W^i_y \). We conclude that

\[
W^i_y = \bigoplus_{i \in [k] \setminus \text{Fix}(y)} W^i_y.
\]
providing the sought dimension.

Remark 5.12 (Determination of combinatorial type). Let \( P = \text{Perm}(v_1, \ldots, v_m) \) be an homogeneous \( S_d \)-invariant polytope, and \( P^y \), for some \( y \in \Phi_d \), be a facet. By evaluating \( b_y = \max_{i \in [m]} \langle y, v_i \rangle \), and keeping track of which generators achieve the maximum \( b_y \), we obtain that the generators of \( P \) incident to the facet \( P^y \) are exactly those in \( V^y \). To obtain all other vertices of \( P \) incident to \( P^y \), it suffices to permute each vertex in \( V^y \) according to \( S_c \). Every other facet-vertex incidence is obtained by acting uniformly on the facet and vertices according to the permutation action of \( S_d \).

6. Lineup Polytopes

The vertices of the fermionic and bosonic spectral polytopes \( \Sigma^f \) and \( \Sigma^b \) presented in Sect. 3.5 are occupation vectors. These occupation vectors are weighted sums of points in the point configurations \( \text{Fer}(N, d) \) and \( \text{Bos}(N, d) \) of Definition 4.1. In this section, we determine the normal cones of the occupation vectors and clarify the role of \( w \) in \( \Sigma^f (w, N, d) \) and \( \Sigma^b (w, N, d) \), see Corollary 6.8 and Proposition 6.13. The starting point lies in the fact that \( \Sigma^f (w, N, d) \) and \( \Sigma^b (w, N, d) \) are sweep polytopes in the sense of [87].

Here, we gather useful facts from [87] adapted to the present setting, which amounts to consider prefixes of sweeps, that we call lineups. In this section, we let \( V = \{v_1, \ldots, v_m\} \subset \mathbb{R}^d \) be an ordered configuration of \( m \) distinct points and \( r \in [m] \).

6.1. Lineups and Their Normal Cones

Let \( y \in \mathbb{R}^d \). If the linear functional \( \langle y, \cdot \rangle \) is injective on \( V \), we call the vector \( y \) generic with respect to \( V \). The linear functional \( \langle y, \cdot \rangle \) lines up the points in \( V \) on the line spanned by \( y \) through its projection; that is, the linear functional \( \langle y, \cdot \rangle \) totally orders the elements of \( V \) according to the values given by \( \langle y, \cdot \rangle \), say from the maximum to minimum.

Definition 6.1 (Lineups of a point configuration, \( L_r(V) \)). Let \( y \) be generic with respect to \( V \). The \( r \)-tuple \( \ell_{V, r}(y) \in V^r \) given by the largest \( r \) elements in decreasing order with respect to the values given by \( \langle y, \cdot \rangle \) is a lineup of length \( r \) or \( r \)-lineup of \( V \). The set of \( r \)-lineups of \( V \) is denoted \( L_r(V) \).

When \( V \) and \( r \) are clear from context, we simply write \( \ell(y) \). Equivalently, an \( r \)-tuple \( \ell = (v_{i_1}, \ldots, v_{i_r}) \in V^r \) is an \( r \)-lineup if there exists a linear functional \( y \in \mathbb{R}^d \) such that

\[
\langle y, v_{i_1} \rangle > \langle y, v_{i_2} \rangle > \cdots > \langle y, v_{i_r} \rangle > \langle y, b \rangle, \quad \text{for all } b \in V \setminus \{v_{i_1}, \ldots, v_{i_r}\}.
\]

(17)

When \( y \) is not generic, ties may occur and instead of an \( r \)-tuple we obtain an ordered collection \((J_1, \ldots, J_k)\) of non-empty disjoints subsets of \( V \) with
\[ \sum_{i=1}^{k-1} |J_i| < r \leq \sum_{i=1}^{k} |J_i| \] and such that for all \( 1 \leq i \leq k \) we have:

\[
\begin{cases}
\langle y, v \rangle = \langle y, w \rangle & \text{for all } v, w \in J_i, \\
\langle y, v \rangle > \langle y, w \rangle & \text{for all } v \in J_i \text{ and } w \in V \setminus \bigcup_{i=1}^{k} J_i.
\end{cases}
\]

We call such an ordered collection of subsets an \( r \)-\textit{ranking} of \( V \). We use the same notation \( \ell_{V,r}(y) \) to denote the \( r \)-ranking of \( V \) associated with \( y \). When every part of the ranking is a singleton, which occurs if \( y \) is generic, we recover an \( r \)-lineup.

\textbf{Example 6.2.} Consider the hypersimplex \( H(3,6) \) and its vertices \( V = \text{Fer}(3,6) \), which are identified with 3-subsets in \( \text{Set}(3,6) \). The vector \( y = (3,1,1,1,1,0,0) \) induces the following ranking on \( V \). The first two lines provide an \( r \)-ranking for \( 4 \leq r \leq 9 \).

| Subsets            | \( \langle (3,1,1,1,0,0), \cdot \rangle \) |
|--------------------|--------------------------------------------|
| 123, 124, 134      | 5                                          |
| 125, 126, 135, 136, 145, 146 | 4                                         |
| 156, 234           | 3                                          |
| 235, 236, 245, 246, 345, 346 | 2                                         |
| 256, 356, 456      | 1                                          |

Two different vectors can define the same \( r \)-ranking, so for each \( r \)-ranking \( \ell \) we define the following relatively open polyhedral cone:

\[ K_V^\circ(\ell) := \{ y \in \mathbb{R}^n : \ell(y) = \ell \} \]

Equation (18) gives an \( H \)-representation defining this cone. Denote its closure by \( K_V(\ell) \), which is obtained by replacing the strict inequalities by the corresponding non-strict inequalities.

\textbf{Remark 6.3.} For \( \{ i, j \} \in \binom{[m]}{2} \), we define the hyperplanes \( H_{ij} := \{ z \in \mathbb{R}^d : \langle z, v_i \rangle = \langle z, v_j \rangle \} \). A vector \( y \) is generic with respect to \( V \) if and only if it is contained in \( \mathbb{R}^d \setminus \bigcup_{\{i, j\} \in \binom{[m]}{2}} H_{ij} \), where the union is over all pairs in \( \binom{[m]}{2} \). The union of \( K_V^\circ(\ell) \) for all lineups contains the set of generic vectors with respect to \( V \). The complement of the relatively open cones of \( r \)-lineups is contained in the union of the hyperplanes:

\[ \mathbb{R}^d \setminus \bigcup_{\ell \in \mathcal{L}_r(V)} K_V^\circ(\ell) \subset \bigcup_{\{i, j\} \in \binom{[m]}{2}} H_{ij}. \]

Let \( \mathcal{R}_r(V) := \{ K_V(\ell) \mid \ell \text{ is an } r \text{-ranking of } V \} \) be the collection of cones given by all the \( r \)-rankings. Its maximal cones are given by the \( r \)-lineups, and its rays are given by the coarsest non-trivial \( r \)-rankings. By non-trivial, we mean different from \( ([m]) \), and coarsest here refers to the refinement order: we say that \( (I_1, \ldots, I_k) \) coarsens \( (J_1, \ldots, J_l) \) if each \( I_i \) is the union of some consecutive \( J_j \)'s for \( i = 1, \ldots, k-1 \) and the last set in the partition \( I_k \) contains the remaining blocks of \( J \), but it can be larger.
Example 6.4 (Example 6.2 continued). The \( r \)-ranking induced by \( y = (3,1,1,1,0,0) \) cannot be non-trivially coarsened for \( r > 10 \), but for \( r \leq 9 \) it is coarsened by the ranking induced by \( f_1 = (1,0,0,0,0,0) \). For example, for \( r = 9 \) we get
\[
\ell_9(3,1,1,1,0,0) = (\{123,124,134\},\{125,126,135,136,145,146\}),
\ell_9(1,0,0,0,0,0) = (\{123,124,134,125,126,135,136,145,146,156\}).
\]
According to the definition, the ranking \( \ell_9(1,0,0,0,0,0) \) coarsens the ranking \( \ell_9(3,1,1,1,0,0) \).

Theorem 4. The collection of cones \( \mathcal{R}_r(V) \) is the normal fan of a polytope.

In the next section, we present four explicit constructions proving the above theorem:

1. via weighted vectors,
2. via projections of partial permutohedra,
3. via Minkowski sums of \( k \)-set polytopes, and
4. via fiber polytopes.

6.2. Constructions

Recall from Eq. (2) that the Pauli simplex \( \Delta_{r-1} \) is the set of points in \( \mathbb{R}^r \) with nonnegative decreasing coordinates summing to 1. Throughout this section, we assume that \( w \) is a weight vector in \( \Delta_{r-1} \) with strictly decreasing entries.

6.2.1. Weighted Vectors.

Definition 6.5 (Weighted vector of a subconfiguration, \( o_w(\ell) \)). Let \( w \in \Delta_{r-1} \), and \( \ell = (v_{i_1},\ldots,v_{i_r}) \subset V \) be an ordered subconfiguration of \( V \) of cardinality \( r \). We associate a vector \( o_w(\ell) \) with \( \ell \) with respect to \( w \) as follows:
\[
o_w(\ell) := \sum_{k=1}^{r} w_k v_{i_k}.
\]

Remark 6.6. Occupation vectors defined in Sect. 3.1 are of the form \( o_w(\ell) \) with \( V = \text{Fer}(N,d) \), \( r = \binom{d}{N} \) and the ordering of \( \ell \) results from the expansion of \( h \) to \( H \).

Definition 6.7 (Lineup polytope of a point configuration \( V \)). The \( r \)-lineup polytope \( L_{r,w}(V) \) of \( V \) with respect to \( w \) is the convex hull of the weighted vectors \( L_{r,w}(V) := \text{conv}(\{o_w(\ell) : \ell \text{ an ordered subconfiguration of } V \text{ of cardinality } r\}) \).

As the weight vector \( w \) is often understood from the context, we omit it and write \( L_r(V) \) for the lineup polytope of \( V \). This omission in the notation and the name lineup polytope is motivated by the following theorem.

Theorem 5 (\( V \)-representation of lineup polytopes). Let \( V = \{v_1,\ldots,v_m\} \subset \mathbb{R}^d \), \( r \in [m] \), and \( w \) be a strictly decreasing sequence of \( r \) positive real numbers summing to one.

1. The set of vertices of \( L_{r,w}(V) \) is \( \{o_w(\ell) : \ell \in L_r(V)\} \).
The normal cone of the vertex \( o_w(\ell) \) is \( K_V(\ell) \).

The normal fan of \( L_{r,w}(V) \) is \( R_r(V) \) (which is independent of \( w \)).

Proof. Let \( y \) be a generic vector with respect to \( V \) and let \( \ell_1 = \ell(y) = (a_i)_i \) be the \( r \)-lineup induced by \( y \). Let \( w' = (w_1, \ldots, w_r, 0, \ldots, 0) \) be obtained from \( w \) by appending \( m-r \) zeroes at the end. The definition of \( \ell_1 \) via Eq. (17) implies that \( \langle y, a_1 \rangle > \langle y, a_2 \rangle > \cdots > \langle y, a_r \rangle > \langle y, b \rangle \), for all \( b \in V \backslash \{a_1, \ldots, a_r\} \).

By the rearrangement inequality [51, Theorem 368], we obtain that

\[
\langle y, o_w(\ell_1) \rangle = \sum_{i=1}^r w_i \langle y, a_i \rangle > \sum_{i=1}^r w_i \langle y, c_i \rangle = \langle y, o_w(\ell_2) \rangle,
\]

for any other ordered \( r \)-tuple \( \ell_2 = (c_i)_i \). As a consequence, for any generic \( y \), the face \( P^y \) is equal to the vertex \( o_w(\ell) \), where \( \ell \) is the \( r \)-lineup induced by \( y \).

Therefore, \( \{o_w(\ell) : \ell \in L_r(V)\} \subseteq \{\text{vertices of } L_{r,w}(V)\} \).

For the reverse inclusion, observe that the above shows that, for all \( \ell \in L_r(V) \),

\[
K^w_V(\ell) \subseteq \text{ncone}_P(o_w(\ell)).
\]

By Eq. (19), \( \mathbb{R}^d \backslash \bigcup_{\ell \in L_r(V)} K^w_V(\ell) \) is contained in a union of hyperplanes, so we have

\[
\{\text{vertices of } L_{r,w}(V)\} = \{o_w(\ell) : \ell \in L_r(V)\},
\]

as there is no more room for an open normal cone of another vertex. We now use the following claim whose proof is left to the reader.

Claim. Let \( \{K_1, \ldots, K_m\} \) and \( \{K'_1, \ldots, K'_m\} \) be two sets of \( n \)-dimensional cones in \( \mathbb{R}^n \) such that

1. \( K_i \cap K_j = K'_i \cap K'_j = \emptyset \), for \( 1 \leq i < j \leq m \).
2. \( \bigcup K_i = \bigcup K'_i = \mathbb{R}^n \).
3. \( K_i \subseteq K'_i \) for all \( i \).

Then, both collections are equal.

Finally, we apply this claim on the collections \( \{K_V(\ell) : \ell \in L_r(V)\} \) and \( \{\text{ncone}_P(o_w(\ell)) : \ell \in L_r(V)\} \) to conclude that \( K_V(\ell) = \text{ncone}_P(o_w(\ell)) \) for every lineup \( \ell \in L_r(V) \). Since the normal cones of all faces of \( L_r(V) \) can be recovered from the normal cones of the vertices, we have shown that \( \mathcal{N}(L_r(V)) = R_r(V) \).

Corollary 6.8. For two distinct vectors \( w, w' \in \Delta^\circ_{d-1} \), the polytopes \( L_{r,w}(V) \) and \( L_{r,w'}(V) \) have the same normal fan. As a consequence, the combinatorial type of \( L_{r,w}(V) \) does not depend on \( w \).

Example 6.9. The fermionic and bosonic spectral polytopes in Definitions 3.6 and 3.12 are lineup polytopes. Indeed

\[
\Sigma^f_r(w, N, d) = L_{r,w}(\text{Fer}(N, d)), \quad \Sigma^b_r(w, N, d) = L_{r,w}(\text{Bos}(N, d)).
\]

Example 6.10 (Sweep polytopes). If we consider lineups whose length coincides with the number of points in the configuration, we recover all its linear orderings, which are known under the name of sweeps, see [87]. In this case, the
fan $R_m(V)$ is induced by a hyperplane arrangement, studied under the name of valid order arrangement or sweep hyperplane arrangement [34,87,108]. The associated polytopes are called sweep polytopes in [87].

**Example 6.11.** Consider the sweep polytope of the hypersimplex $H(N,d)$. Its normal fan is the hyperplane arrangement given by the hyperplanes

$$\sum_{i \in S_1} x_i = \sum_{i \in S_2} x_i,$$

for any two subsets $S_1, S_2 \in \binom{[d]}{N}$. The (finitely many) rays (see Convention 5.7) of this arrangement generate the finite list of inequalities defining the polytope $\text{spec}^{-1}(\mathcal{D}_N^1(w))$, see [60, Theorem 2].

**6.2.2. Projection of Partial Permutohedra.** Let $E_m := \{e_1, \ldots, e_m\} \subset \mathbb{R}^m$ be the elementary basis of $\mathbb{R}^m$. If $r = m$, the possible $m$-lineups consist of all the tuples $\ell_\sigma := (e_{\sigma(1)}, \ldots, e_{\sigma(m)})$ for $\sigma \in \mathcal{S}_m$. Indeed, by taking $y \in \mathbb{R}^m$ such that $y_i = m + 1 - \sigma^{-1}(i)$ for $i = 1, \ldots, m$ we obtain $\ell_\sigma = \ell(y)$. The lineups are the ordered set partitions of $[m]$. The fan $R_m(E_m)$ consists of the cells of the braid arrangement $\{z \in \mathbb{R}^m : \langle z, e_i \rangle = \langle z, e_j \rangle\}$ for $1 \leq i < j \leq m$. The lineup polytope is a usual permutohedron: $L_{m,w}(E_m) = \text{Perm}(w)$, and if we choose $w = \frac{2}{m(m+1)}(m,m-1,\ldots,2,1)$, we recover a dilation of the standard permutohedron. Similarly, for $r \leq m$, we call partial permutohedron the lineup polytope of the $(m - 1)$-simplex of length $r$ with weight $w$: $L_{r,w}(E_m) = \text{Perm}(\sum_{i=1}^r w_i e_i)$. It is a special case of multipermutohedron [14], which was shown to be a monotone path polytope in [75].

The $r$-lineups are the tuples $(e_{\sigma(1)}, \ldots, e_{\sigma(r)})$ for all injective functions $\sigma : [r] \to [m]$. The rankings are the ordered collections $(J_1, \ldots, J_k)$ of non-empty disjoints subsets of $[m]$ such that $\sum_{i=1}^{k-1} |J_i| < r \leq \sum_{i=1}^k |J_i|$. A face of the partial permutohedron corresponding to such a ranking has dimension $\sum_{i=1}^{k-1} |J_i| - k$ and is combinatorially isomorphic to the product of permutohedra and partial permutohedron $L_{|J_1|}(E_{|J_1|}) \times \ldots \times L_{|J_{k-1}|}(E_{|J_{k-1}|}) \times L_{r'}(E_{|J_k|})$, where $r' := r - \sum_{i=1}^{k-1} |J_i|$. 

**Proposition 6.12.** Let $V = \{v_1, \ldots, v_m\} \subset \mathbb{R}^d$, and let $M_V$ be the matrix whose columns are given by $V$. The lineup polytope $L_r(V)$ is a projection of a partial permutohedron, that is

$$L_r(V) = M_V \cdot L_{r,w}(E_m).$$

Conversely, every affine image of a partial permutohedron is a lineup polytope, up to translation.

**Proof.** This follows from Theorem 5, and the fact that linear transformations commute with convex hulls.

**6.2.3. Minkowski Sum of k-Set Polytopes.** Given $k \in [m]$, the $k$-set polytope $P_k(V)$ of the point configuration $V$ is the convex hull of the $\sum_{i \in I} v_i$ for all subsets $I \subseteq [m]$ with $k$ elements, see [2,36,77]. The vertices of the $k$-set polytope correspond to the $k$-sets of $V$: the subsets of cardinality $k$ of $V$ that
can be separated from the \( n - k \) other elements by an affine hyperplane. It is a classical result that the \((n - 1)\)-dimensional standard permutohedron can be written as the Minkowski sum of the hypersimplices \( H(k, n) \) with \( k \in [n] \), see e.g., [90]. Similarly, the \( r \)-lineup polytope of \( V \) with respect to \( w \) can be described as a weighted sum of the \( k \)-set polytopes of \( V \) with \( k \in [r] \), see Fig. 9.

**Proposition 6.13.** Lineup polytopes are Minkowski sums of \( k \)-set polytopes given by

\[
L_r(V) = \sum_{k=1}^{r} (w_k - w_{k+1})P_k(V),
\]

with the convention that \( w_{r+1} = 0 \).

**Proof.** This follows from the fact that for any \( \ell = (v_{i_1}, \ldots, v_{i_r}) \in V^r \), we have

\[
o_w(\ell) = \sum_{t=1}^{r} w_tv_{i_t} = \sum_{k=1}^{r} (w_k - w_{k+1}) \sum_{t=1}^{r} v_{i_t}.
\]

**Corollary 6.14** (see e.g., [114, Proposition 7.12]). Let \( 1 \leq r < r' \), the polytope \( L_r(V) \) is a weak Minkowski summand of \( L_{r'}(V) \), and in particular \( R_{r'}(V) \) refines \( R_r(V) \).

With this representation, we see that if \( w \in \Delta_{r-1} \) is non-strictly decreasing, the convex hull of weighted vectors gives a polytope that is a Minkowski summand (up to dilation) of a lineup polytope obtained with a strictly decreasing weight in \( \Delta^\circ_{r-1} \). The normal fan of this polytope coarsens \( R_r(V) \).

**6.2.4. Monotone Path Polytopes.** Since permutohedra and sweep polytopes are monotone path polytopes, we can describe lineup polytopes as monotone path polytopes. Let \( P \) be a \( d \)-polytope, and \( \phi : P \to \mathbb{R} \) a linear functional given by \( \phi(x) = \langle u, x \rangle \) for a certain vector \( u \in \mathbb{R}^d \). We denote \( a_{\min} := \min_{x \in P} \phi(x) \) and \( a_{\max} := \max_{x \in P} \phi(x) \). A \( \phi \)-monotone path is a sequence \( (x_1, \ldots, x_s) \) of vertices of \( P \) such that \( a_{\min} = \phi(x_1) < \phi(x_2) < \ldots < \phi(x_s) = a_{\max} \). Similarly, a \( \phi \)-cellular string is a sequence of faces \( F_1, \ldots, F_k \) of \( P \) of dimension at least 1 such that \( a_{\min} \in \phi(F_1), a_{\max} \in \phi(F_k) \), and every pair of adjacent faces \( F_i, F_{i+1} \) meet at a vertex \( v \) such that \( \phi(x) \leq \phi(v) \leq \phi(y) \) for each \( x \in F_i \) and \( y \in F_{i+1} \). Cellular strings are ordered by refinement, and the finest cellular strings are
the edges of monotone paths. One way to obtain \( \phi \)-cellular strings is to consider some vector \( w \) orthogonal to \( u \) and consider the sequence of faces of \( P \) that are extreme in the direction \( w + \alpha u \) as \( \alpha \) ranges from \(-\infty\) to \( \infty \). If \( w \) is generic, this gives rise to a \( \phi \)-monotone path. The \( \phi \)-cellular strings that can be obtained this way are called coherent.

The monotone path polytope \( \text{Fiber}(P, \phi) \) is a polytope of dimension \( d - 1 \) in \( \mathbb{R}^d \) whose faces are in bijection with coherent \( \phi \)-cellular strings of \( P \). In particular, its vertices are indexed by the \( \phi \)-monotone paths. As the notation indicates, it is indeed a fiber polytope. Fiber polytopes are defined for any projection between two polytopes, and their face posets are isomorphic to the posets of coherent subdivisions induced by the projection, see [15,114, Section 9]. In the monotone path case \( \text{Fiber}(P, \phi) \) can be described as the Minkowski sum:

\[
\text{Fiber}(P, \phi) = \frac{1}{a_{\max} - a_{\min}} \sum_{j=1}^{t} \frac{a_j - a_{j-1}}{2} \left( \phi^{-1}(a_{j-1}) + \phi^{-1}(a_j) \right), \tag{20}
\]

where \( a_{\min} = a_0 < a_1 < \cdots < a_t = a_{\max} \) are the ordered values taken by \( \phi \) on the vertices of \( P \).

To make the connection between monotone path polytopes and lineup polytopes, we denote by \( \bar{V} = \{ \bar{v}_1, \ldots, \bar{v}_m \} \subset \mathbb{R}^{d+1} \) the homogenization of \( V \), consisting of the vectors \( \bar{v}_i = (v_i, 1) \), and define \( Z_r(\bar{V}) \) the truncated zonotope associated with \( \bar{V} \) as the truncated Minkowski sum of segments:

\[
Z_r(\bar{V}) = \left( \sum_{i=1}^{m} [0, \bar{v}_i] \right) \cap \{ x \in \mathbb{R}^{d+1} : x_{d+1} \leq r \}.
\]

Let \( h : Z_r(V) \to \mathbb{R} \) denote the projection onto the last coordinate.

**Proposition 6.15.** Let \( w \in \Delta_0^d \). The lineup polytope \( L_r(V) \) and the monotone path polytope \( \text{Fiber}(Z_r(V), h) \) have the same normal fan. In particular, if \( w = \frac{2}{r(r+1)}(r, r-1, \ldots, 1) \), then

\[
L_r(V) \times \{1\} = \frac{2}{r+1} \text{Fiber}(Z_r(\bar{V}), h) + \frac{1}{r(r+1)} P_r(V) \times \left\{ \frac{1}{r+1} \right\}.
\]

**Proof.** The description in Eq. (20) of a monotone path polytope as a Minkowski sum of fibers gives

\[
\text{Fiber}(Z_r(\bar{V}), h) = \frac{1}{r} \sum_{k=1}^{r} \frac{1}{2} \left( h^{-1}(k-1) + h^{-1}(k) \right)
= \frac{1}{r} \sum_{k=1}^{r} \frac{1}{2} \left( P_{k-1}(V) \times \{k-1\} + P_k(V) \times \{k\} \right)
= \frac{1}{r} \left( \sum_{k=1}^{r-1} P_k(V) \times \{k\} + \frac{1}{2} P_r(V) \times \left\{ \frac{r}{2} \right\} \right)
= \frac{1}{r} \left( \sum_{k=1}^{r} P_k(V) \right) \times \left\{ \frac{r+1}{2} \right\} - \frac{1}{2r} P_r(V) \times \left\{ \frac{1}{2} \right\}.
\]
On the other hand, for the weight \( \mathbf{w} = \frac{2}{r(r+1)} (r, r-1, \ldots, 1) \), the description of the lineup polytope as a sum of \( k \)-set polytopes gives

\[
L_r(\mathbf{V}) = \sum_{k=1}^{r} \frac{2}{r(r+1)} P_k(\mathbf{V}).
\]

Hence, \( L_r(\mathbf{V}) \times \{1\} = \frac{2}{r+1} \text{Fiber}(Z_r(\mathbf{V}), h) + \frac{1}{r+1} P_r(\mathbf{V}) \times \{\frac{1}{r+1}\} \). Moreover, as \( P_r(\mathbf{V}) \) is a Minkowski summand of \( L_r(\mathbf{V}) \), this equality implies that \( L_r(\mathbf{V}) \) and \( \text{Fiber}(Z_r(\mathbf{V}), h) \) have the same normal fan.

In particular, this construction gives the interpretation of \( r \)-lineups and \( r \)-rankings of \( \mathbf{V} \) as coherent monotone paths and coherent cellular strings of the truncated zonotope \( Z_r(\mathbf{V}) \), respectively. This polytope may also be interpreted using non-coherent monotone paths, as done in [87] for the case of sweeps \( (r = m) \), under the name of pseudo-sweeps. A \( r \)-pseudo-lineup of \( \mathbf{V} \) is an \( r \)-tuple \( \ell = (v_{i_1}, \ldots, v_{i_r}) \in \mathbf{V}^r \) such that \( \{v_{i_1}, \ldots, v_{i_k}\} \) is a \( k \)-set of \( \mathbf{V} \) for all \( 1 \leq k \leq r \).

Remark 6.16. Every \( r \)-lineup is an \( r \)-pseudo-lineup, but the converse is not true in general. In Example 9.5, we show an ordering that is not a lineup, but it is a pseudo-lineup. We invite the reader to examine Fig. 17 on page 49 to see how can one change the sweeping line slightly to achieve the desired order. Pseudo-lineups are called broken line shellings in [52].

6.3. Back to the Challenge

In Example 6.9, it was shown that \( \Sigma_r^f \) and \( \Sigma_r^b \) are lineup polytopes; hence, by Theorem 5 we can identify their normal fans as ranking fans

\[
\mathcal{N}(\Sigma_r^f) = \mathcal{R}_r^f(N, d), \quad \text{and} \quad \mathcal{N}(\Sigma_r^b) = \mathcal{R}_r^b(N, d).
\]

Since increasing \( r \) further refines the fan we have the following hierarchy, where \( \succeq \) denotes refinement of fans. (Each cone of the first is the union of a collection of cones of the second.)

**Proposition 6.17.** For fixed parameters \( N, d \) we have

\[
\mathcal{R}_1^f(N, d) \succeq \mathcal{R}_2^f(N, d) \succeq \mathcal{R}_3^f(N, d) \succeq \cdots \succeq \mathcal{R}_D^f(N, d),
\]

and similarly for the bosonic case.

In particular, this means that as we increase \( r \), we gain new inequalities while keeping the (normals of the) old ones. We can be explicit about the inequality induced by each ray generator.

**Proposition 6.18.** Let \( \mathbf{w} \in \Delta_r^\circ \). The facet-defining inequality induced on \( \Sigma_r^f \) by a ray generator \( \mathbf{y} \in \mathbb{R}^d \) of \( \mathcal{R}_r^f(N, d) \) is

\[
\langle \mathbf{y}, \mathbf{x} \rangle \leq \langle s_r(\mathbf{y}), \mathbf{w} \rangle \quad \text{for all} \quad \mathbf{x} \in \mathbb{R}^d,
\]

where \( s_r(\mathbf{y}) \) is the vector consisting of the \( r \) largest \( N \)-sums of entries of \( \mathbf{y} \) ordered decreasingly and the inner product takes place in \( \mathbb{R}^r \).
Proof. Recall from Sect. 4.2 that the facet inequality on $\mathcal{P}$ induced from an normal ray is given by $\langle \mathbf{y}, \mathbf{x} \rangle \leq \text{supp}_\mathcal{P}(\mathbf{y})$. We are in the case $\mathbf{V} = \text{Fer}(N,d)$ and $\mathcal{P} = \Sigma_r^f$,

$$\text{supp}_\mathcal{P}(\mathbf{y}) = \max_{\ell \in \mathcal{L}_r(\mathbf{V})} \langle \mathbf{y}, \mathbf{o}_\ell \rangle(\ell) = \max_{\mathcal{S}_1, \ldots, \mathcal{S}_r \subseteq [d], |\mathcal{S}_i| = N} \sum_{i=1}^r \mathbf{w}_\ell \langle \mathbf{y}, \chi(\mathcal{S}_i) \rangle,$$

but $\langle \mathbf{y}, \chi(S) \rangle$ is the sum of the entries of $\mathbf{y}$ in the coordinates indexed by $S$. By the rearrangement inequality [51, Theorem 368], since the entries of $\mathbf{w}$ are ordered decreasingly, the maximum on the right-hand side is attained when the partial sums are also ordered decreasingly.

We apply Proposition 6.18 to obtain an explicit $H$-representation in Eq. (27) on page 44. Since the point configurations $\text{Fer}(N,d)$ and $\text{Bos}(N,d)$ are $\mathcal{S}_d$-invariant, so are the polytopes $\Sigma_r^f$ and $\Sigma_r^b$. We call a fundamental lineup a line induced by a fundamental linear functional and denote

$$\mathcal{O}_r^f(N,d) := \{ \mathbf{o}_\ell : \ell \in \mathcal{L}_r(\text{Fer}(N,d)) \text{ and } \ell = \ell(\mathbf{y}) \text{ for some } \mathbf{y} \in \Phi_d \},$$
$$\mathcal{O}_r^b(N,d) := \{ \mathbf{o}_\ell : \ell \in \mathcal{L}_r(\text{Bos}(N,d)) \text{ and } \ell = \ell(\mathbf{y}) \text{ for some } \mathbf{y} \in \Phi_d \},$$

the set of fundamental occupation vectors. In Proposition 7.2, we prove that vectors in $\mathcal{O}_r^f(N,d)$ and $\mathcal{O}_r^f(N,d)$ are indeed fundamental.

Example 6.19. The set $\mathcal{O}_3^f(4,10)$ consists of only two vectors corresponding to the two possible lineups:

$$
\begin{align*}
\ell_1 &= (1, 2, 3, 4), (1, 2, 3, 5), (1, 2, 3, 6), \mathbf{o}_{(w_1, w_2, w_3)}(\ell_1) \\
&= (1, 1, 1, w_1, w_2, w_3, 0, 0, 0, 0), \\
\ell_2 &= (1, 2, 3, 4), (1, 2, 3, 5), (1, 2, 4, 5), \mathbf{o}_{(w_1, w_2, w_3)}(\ell_2) \\
&= (1, 1, w_1 + w_2, w_1 + w_3, w_2 + w_3, 0, 0, 0, 0, 0).
\end{align*}
$$

We end by describing some fundamental normal rays. By definition, the fundamental fan is a subdivision of $\Phi_d$, so it always contains the rays spanned by $\mathbf{f}_1, \ldots, \mathbf{f}_{d-1}$ (recall Convention 5.7). We now determine which elements in the fundamental basis are rays in $\mathcal{R}_r^f(N,d)$ and $\mathcal{R}_r^b(N,d)$, for some fixed parameters $N,d$. In the fermionic case, these rays are called Grassmannian inequalities in [1].

Proposition 6.20. Let $r \geq 1$, $N \geq r - 1$, $d \geq r + N - 1$. Among the rays spanned by $\mathbf{f}_1, \ldots, \mathbf{f}_{d-1}$ only the rays spanned by $\mathbf{f}_1, \mathbf{f}_N, \mathbf{f}_{d-1}$ are in $\mathcal{R}_r^f(N,d)$, and only the ray spanned by $\mathbf{f}_{d-1}$ is in $\mathcal{R}_r^b(N,d)$.

Before embarking into the proof we remark that the conditions on $N,d$ are there to guarantee the existence of the two special lineups used in the proof. If we ignore the conditions and let $r$ be as large as possible, then all elements of fundamental basis span a normal ray of $\mathcal{R}_r^f(N,d)$. The restriction on $N$ and $d$ relative to $r$ are also important in Sect. 8.3.

Proof of Proposition 6.20. We do first the fermionic case. Let $\mathcal{P} = \Sigma_r^f$. By Lemma 5.9, $\dim \mathcal{P} = d - 1$, so its facets have dimension $d - 2$. We need to
consider the subset $V_{f_i}$ of $O_{r}^{f_i}(N,d)$ that maximizes $\langle f_i, \cdot \rangle$. Then, we can use Theorem 3 to determine the dimension of the face $P^{f_i}$. There are three cases.

**Case $i < N$.** Using Proposition 6.18, we see that the maximum value of $\langle f_i, \cdot \rangle$ on $O_{r}^{f_i}(N,d)$ is $i$ and it is achieved for occupation vectors such that all elements of the corresponding lineup are of the form $\chi([N])$, $\chi(S_2)$, ..., $\chi(S_r)$ with $|S_j \cap [N]| = N - 1$ for all $2 \leq j \leq r$. We use Theorem 3 to compute the dimension of $P^{f_N}$. The Young subgroup corresponding to $f_N$ is $\mathcal{S}_N \times \mathcal{S}_{d-N}$. We see that $\mathcal{S}_N$ acts non-trivially on the occupation vector of $V_{f_N}$ corresponding to the lineup $\chi([N-1] \cup \{N+i-1\})_{i=1}^r$, and $\mathcal{S}_{d-N}$ acts non-trivially on the occupation vector of $V_{f_N}$ corresponding to the lineup $\chi([N+1] \setminus \{N+2-i\})_{i=1}^r$. Hence $P^{f_N}$ has dimension $d-2$ and it is a facet.

**Case $i = N$.** The linear functional is maximized by lineups all whose elements are contained in $[i]$. Therefore, the set $V_{f_i}$ consists of the occupation vectors whose last $d-i$ coordinates are equal to 0. Similarly to the case $i < N$, $V_{f_i}$ is identified with $O_{r}^{f_i}(N,d -(d-i))$ and the face $P^{f_i}$ is isomorphic to the polytope $\Sigma_i^{f}[N,i]$. Since $\dim \Sigma_i^{f}[N,i] = i-1$, the vector $f_i$, defines a facet only when $i = d-1$.

The bosonic case is similar and there is no need to distinguish the values of $i$. Let $P = \Sigma_b^f$. The maximum value of $\langle f_i, \cdot \rangle$ on $O_b^{f_i}(N,d)$ is $N$ and it is achieved for occupation vectors such that all elements of the corresponding lineup are multisubsets in $\binom{[d]}{N}$. Hence, the set $V_{f_i}$ is an affine embedding of $O_b^{f_i}(N-i,d-i)$ and the face $P^{f_i}$ is isomorphic to $\Sigma_b^f(N,i)$. Since $\dim \Sigma_b^{f}(N,i) = i-1$, the vector $f_i$, defines a facet only when $i = d-1$.

### 7. Gale Orders

The point configurations $\text{Fer}(N,d)$ and $\text{Bos}(N,d)$ have some extra combinatorial structure that we now exploit to describe the vertices of the spectral polytopes $\Sigma_i^{f}$ and $\Sigma_b^f$. In this section, we review the Gale order, a partial order on these configurations, and use it to study fundamental occupation vectors.

#### 7.1. Gale Order on Subsets

To obtain all vectors in $O_i^{f_i}(N,d)$, we use the Gale order on $\binom{[d]}{N}$ [17, Section 1.3]. Given two $N$-subsets $S = \{s_1, \ldots, s_N\}$ and $T = \{t_1, \ldots, t_N\}$, ordered from smallest to largest, we say that $S \leq T$ if and only if $s_k \leq t_k$, for all $1 \leq k \leq N$. This order defines the Gale poset $\mathcal{F}et(N,d)$ on $\binom{[d]}{N}$. We refer the reader to [107, Chapter 3] for background on posets. An order ideal of
a poset $P$ is a subposet $Q \subseteq P$ that satisfies $x \in Q$ and $y \leq x \Rightarrow y \in Q$. The order ideals of a poset $P$ can be ordered by containment to get the distributive lattice of order ideals $J(P)$. A saturated chain in $J(P)$ is a sequence $(Q_0, Q_1, \ldots, Q_r)$ of ideals of $J(P)$ such that $|Q_i| = i$, for each $0 \leq i \leq r$, and $Q_{i-1} \subseteq Q_i$, for $i \in [r]$.

**Lemma 7.1.** Let $r \geq 1$ and $S_i \in \binom{[d]}{N}$, for $i \in [r]$. If $(\chi(S_1), \ldots, \chi(S_r))$ is a fundamental lineup of length $r$ of Fer$(N,d)$, then

(i) for each $k \in [r]$, the set $\{S_1, \ldots, S_k\}$ is an order ideal of $\text{Fer}(N,d)$, and

(ii) $\{S_1\} \subset \{S_1, S_2\} \subset \ldots \subset \{S_1, \ldots, S_r\}$ is a saturated chain of ideals of $\text{Fer}(N,d)$.

The vectors in $O_{r+1}(N,d)$ are indeed fundamental, conveniently fitting the convention of expressing a $\mathcal{S}_d$-invariant polytope using generators in the fundamental chamber.

**Proposition 7.2.** Let $d \geq N \geq 1$ and $r \in \binom{[d]}{N}$. The occupation vectors in $O_{r+1}(N,d)$ are contained in $\Phi_d$.

**Proof.** Let $(\chi(S_1), \ldots, \chi(S_r))$ be a fundamental lineup. The $k$th coefficient of its occupation vector is $\sum_{S_j \ni k} w_j$. Let $I_k := \{j \in [r] : k \in S_j\}$. It is enough to show that $|I_k| \geq |I_{k+1}|$ and that the $i$th element of $I_{k+1}$ is larger or equal than the $i$th element of $I_k$. This is a consequence of Lemma 7.1: For every set $S_j$ involved in the lineup such that $k+1 \in S_j$ and $k \notin S_j$, the order ideal property implies that there must exist an index $j' < j$ such that $S_{j'} = S_j \setminus \{k+1\} \cup \{k\}$.

The relation $j \rightarrow j'$ is a decreasing injection between $I_{k+1} \setminus I_k$ and $I_k \setminus I_{k+1}$.

However, as the examples below show, the converse of Lemma 7.1 is not true: not every order ideal of $\text{Fer}(N,d)$ comes from a lineup, and not every saturated chain of order ideals arises from a lineup (even if all the involved ideals do). So further analysis is required.

**Definition 7.3 (Threshold fermionic ideals and coherent saturated chains).** Let $r \geq 1$ and $S_i \in \binom{[d]}{N}$, for $i \in [r]$. If $(\chi(S_1), \ldots, \chi(S_r))$ is a fundamental lineup of length $r$ of Fer$(N,d)$, then

(i) for each $k \in [r]$, the set $\{S_1, \ldots, S_k\}$ is called a threshold (fermionic) ideal of $\text{Fer}(N,d)$, and

(ii) the saturated chain $\{S_1\} \subset \{S_1, S_2\} \subset \ldots \subset \{S_1, \ldots, S_r\}$ is called coherent.

The collection of threshold ideals of $\text{Fer}(N,d)$ ordered by inclusion is a sub-poset $\mathcal{T}(\text{Fer}(N,d))$ of $\mathcal{J}(\text{Fer}(N,d))$.

See Fig. 10 for an illustration of threshold ideals of the Gale poset with $N = 5$.

To illustrate the level of complexity involved in obtaining the occupation vectors, we exhibit their intrinsic geometric nature in the next two examples. First, we observe that there are order ideals that are not threshold (that is, that the associated points do not form a $k$-set of Fer$(N,d)$). Second, there are also saturated chains of threshold ideals in $\mathcal{T}(\text{Fer}(N,d))$ that are not coherent.
Figure 10. The Hasse diagram (depicted from left to right) of the Gale order for $N = 5$ and elements of rank at most 6. Elements in white are contained in some ideal of cardinality 5, hence are potentially part of a threshold ideal with five 5-subsets.

Example 7.4 (Non-threshold fermionic ideal). Consider $d = 9$ and $N = 3$, the ideal $Q$ taken from [58, Theorem 3.1] generated by the elements 178, 239, and 456 has 36 elements and is not threshold. The convex hull $\text{conv}\{\chi(S) : S \in Q\}$ intersects the convex hull $\text{conv}\{\chi(S) : S \in ([9]_3) \setminus Q\}$ at the point $\frac{1}{3}f_9$. This shows that no (strictly) separating hyperplane for $Q$ exists, hence it can not be a threshold fermionic complex.

Example 7.5 (Saturated chain not giving a fermionic lineup). Consider the sequence of elements $(12, 13, 14, 15, 23, 24, 25, 34, 16, 26) \in \text{Fer}(2, 6)$. When $N = 2$ all order ideals are threshold [58, Theorem 3.1] so order ideals formed by the initial segments of the sequence are all threshold. We claim that the sequence

$$(\chi(12), \chi(13), \chi(14), \chi(15), \chi(23), \chi(24), \chi(25), \chi(34), \chi(16), \chi(26))$$

is not a lineup. For the sake of contradiction, assume that $y$ is a linear functional inducing $\ell$. We must have

$$\langle y, \chi(15) \rangle > \langle y, \chi(24) \rangle \iff y_1 - y_2 > y_4 - y_5,$$
$$\langle y, \chi(34) \rangle > \langle y, \chi(16) \rangle \iff y_4 - y_6 > y_1 - y_3,$$
$$\langle y, \chi(26) \rangle > \langle y, \chi(35) \rangle \iff y_2 - y_3 > y_5 - y_6.$$

Adding the three inequalities on the right-hand side, we arrive at $y_1 + y_4 - y_3 - y_6 > y_1 + y_4 - y_3 - y_6$ which is plainly false. According to Lemma 7.1, after the first nine elements, there are only two possibilities for the tenth one (26) or (34), but (26) is not possible, leaving (34) as the only possibility to extend it to a threshold ideal.

Remark 7.6. In addition to Example 7.5 we point to [52, Example 10] for an example of a pseudo-lineup of $\text{Fer}(2, 4)$ that is not a lineup. The importance of pseudo-lineups is emphasized in [52, Conjecture 2] where Heaton and Samper conjecture that the ordering coming from a pseudo-lineup might help to prove Stanley’s pure O-sequence conjecture [106, Page 59].
Example 7.5 shows that lineups alone do not cover all saturated chains of threshold fermionic ideals. However, pseudo-lineups do, see Remark 6.16.

**Proposition 7.7.** Saturated chains of threshold fermionic ideals are equivalent to fundamental pseudo-lineups of $\text{Fer}(N,d)$.

**Proof.** Each threshold ideal in the sequence is obtained from a linear functional that splits the ideal from the other elements. Two consecutive splittings differ exactly by one element, making it possible to choose distinct linear functionals at each step and connect them through a rotation along the codimension-2 intersection of the two corresponding hyperplanes.

We summarize our observations in the following chain of strict inclusions
\[
\{ \text{Coherent fermionic sequences.} \} \subsetneq \{ \text{Saturated chains of threshold fermionic ideals.} \} \subsetneq \{ \text{Saturated chains of fermionic order ideals.} \}.
\]

**Remark 7.8.** Ideals and threshold ideals are studied, for instance, in combinatorial commutative algebra and the topology of finite simplicial complexes. In these contexts, order ideals of $\text{Fer}(N,d)$ are called pure shifted complexes [57,58]. Here, a lineup of length $r$ gives rise to a pure shifted complex containing $r$ facets that are totally ordered by a linear functional, therefore yielding a shelling order of the complex. As such, they are called threshold complexes [35,57]. In Sect. 9.3, we show a fundamental difference between the classical threshold complexes and the threshold complexes arising from bosonic threshold ideals, discussed in the next section.

**Remark 7.9.** The poset of $r$-rankings is isomorphic to the face-lattice of the $r$-lineup polytope. Even if not all $r$-pseudo-rankings are rankings, a particular instance of the generalized Baues problem [13,15,92] states that the boundary of the $r$-lineup polytope is a strong deformation retract of the order complex of the poset of $r$-pseudo-rankings.

### 7.2. Gale Order on Multisubsets

The Gale order $\text{Bos}(N,d)$ on multisubsets in $\left(\binom{[d]}{N}\right)$ is defined using the same order relation of $\text{Fer}(N,d)$ for subsets. The analogue version of Lemma 7.1 for $\text{Bos}(N,d)$ is valid, i.e., the underlying sets of lineups of $\text{Bos}(N,d)$ form threshold bosonic ideals.

**Lemma 7.10.** Let $r \geq 1$ and $S_i \in \left(\binom{[d]}{N}\right)$, for $i \in [r]$. If $(\chi(S_1), \ldots, \chi(S_r))$ is a fundamental lineup of length $r$ of $\text{Bos}(N,d)$, then

(i) for each $k \in [r]$, the set $\{S_1, \ldots, S_k\}$ is an order ideal of $\text{Bos}(N,d)$, and

(ii) $\{S_1\} \subset \{S_1, S_2\} \subset \cdots \subset \{S_1, \ldots, S_r\}$ is a saturated chain of ideals of $\mathcal{J}(\text{Bos}(N,d))$.

The notion of coherent saturated chains of threshold fermionic ideals transfers naturally to obtain coherent saturated chains of threshold bosonic ideals. To obtain the lineups of $\text{Bos}(N,d)$, we make use of a common trick to translate between subsets and multisubsets.
Definition 7.11 \textit{(Natural map between $\mathcal{F}er(N,d)$ and $\mathcal{B}os(N,d)$).} Let $d \geq N \geq 1$. The natural map\textsuperscript{1} sends an element $S \in \mathbb{N}^d$ of the Gale poset $\mathcal{F}er(N,d)$—considered as an increasing vector $(S_1, S_2, \ldots, S_N)$—to the multiset with $N$ elements in $[d - N + 1]$ given by the vector $(S_1, S_2 - 1, \ldots, S_N - N + 1) \in \mathcal{B}os(N,d - N + 1)$.

For example, the element 1234 is mapped to 1111 and the element 1256 is mapped to 1133. The natural map induces a poset isomorphism between $\mathcal{F}er(N,d)$ and $\mathcal{B}os(N,d - N + 1)$, hence a bijection between their order ideals. However, under the natural map threshold fermionic ideals $T(\mathcal{F}er(N,d))$ do not correspond to threshold bosonic ideals $T(\mathcal{B}os(N,d - N + 1))$, see Example 9.4 on page 48.

Part 3. The Solution

We can finally face the challenge stated in Sect. 3.5: provide an $H$-representation of the polytopes $\Sigma_f^r$ and $\Sigma_b^r$. We use the combinatorial methods of Part 2 to provide a general algorithm that computes this $H$-representation. Combining the algorithm with stability results we provide a complete solution for small values of $r$. Recall that to simplify the notation, we omit the mention to $w$ in $\Sigma_f^r(w, N, d)$ and denote it $\Sigma_f^r$, when $w$ is some fixed vector with strictly decreasing entries that is clear from the context and similarly for $\Sigma_b^r$. In the case where $w$ has repeated entries, all the inequalities remain valid but some of them may become redundant (see Corollary 6.14).

8. $H$-Representation of Fermionic and Bosonic Spectral Polytopes

8.1. Recursive Generation

We describe how to use Lemma 7.1 to recursively compute all possible fundamental lineups in Algorithm 1 while simultaneously computing the corresponding fundamental cones. We focus on the fermionic case. The bosonic case works analogously. Let $\ell$ be a fundamental lineup of $\mathcal{F}er(N,d)$ and

$$R(\ell) := \{S \in \mathcal{F}er(N,d) : \chi(S) \not\in \ell \text{ and } \chi^{-1}(\ell) \cup \{S\} \text{ is an ideal of } \mathcal{F}er(N,d)\}$$

be the set of runner-ups of $\ell$. See Fig. 11 for an example of a fundamental lineup with three runner-ups.

Example 8.1. If $N = 4$, $d = 6$ and $y$ is a fundamental vector, then having 1246 in a lineup implies that 1234, 1235, 1236 and 1245 should also be in the lineup, see Fig. 11. Then, any lineup of length 6 containing these five elements should contain exactly one element in $\{1237, 1256, 1345\}$.

As shown in Example 7.5, we must verify, for each runner-up, whether the ideal obtained by it remains induced by a linear functional. So every time

\textsuperscript{1}It should not be confused with the natural inclusion of $\mathcal{F}er(N,d)$ into $\mathcal{B}os(N,d)$.\n
we append an element to a lineup, we certify that it is coherent by computing all fundamental linear functions that induce it. The following algorithm recursively computes a minimal $H$-representation of $\Sigma^r_f$, providing an effective solution to the convex 1-body $N$-representability problem. First, it recursively enumerates all fundamental lineups together with their fundamental cones. Then, for each ray generating a fundamental cone, it uses Theorem 3 to assert that it defines a facets of the polytope $\Sigma^r_f$. If the ray defines a facet, the right-hand side of the corresponding inequality is determined by examination on the fundamental occupation vectors corresponding to the fundamental lineups.

**Algorithm 1** ($H$-representation of $\Sigma^r_f$). Given $d \geq N \geq 1$ and $r \in [(\frac{d}{N})]$, the following procedure gives a non-redundant $H$-representation of $\Sigma^r_f$.

**Step 1.** Determine candidates for normal rays

If $r = 1$

There is exactly one possible fundamental lineup, namely the subset $\{1, \ldots, N\}$. The procedure returns $(\chi(\{1, \ldots, N\}))$ and the fundamental cone $\Phi_d$.

Else ($r > 1$)

Consider every possible lineup $\ell$ of length $r - 1$ with corresponding fundamental cone $K(\ell)$. For every such $\ell$, determine the set of runner-ups $R(\ell)$, and for each $S \in R(\ell)$, we construct

$$K(\ell) \cap \left( \bigcap_{T \in R(\ell)} \{y \in \mathbb{R}^d : \langle y, \chi(S) - \chi(T) \rangle \geq 0 \} \right). \quad (21)$$

If the cone in Eq. (21) is $d$-dimensional, then $\ell$ appended with $\chi(S)$ is a fundamental lineup of length $r$, and Eq. (21) gives an $H$-representation of its fundamental cone.

**Step 2.** ($V \to H$)-translation
Rays Having obtained the fundamental fan with an $H$-representation of each maximal cone, obtain the fundamental rays generators.

Step 3. Assert normal rays

Facet check Use Theorem 3 to discard the fundamental rays that are not normal rays.

Right-hand side Evaluate each normal ray generator on the occupation vectors found to determine the right-hand side of the corresponding inequality.

This bottom-up dynamic programming algorithm computes (an $H$-representation of) the inclusion-maximal cones of the fundamental fan of $\Sigma_f$, starting with $r = 1$ and increasing $r$ by 1 at each step. Determining the runner-ups $\mathcal{R}(\ell)$ can be done in $O(r)$. Assume that $m$ fundamental lineups were obtained at step 1 for some $r$. Step 2 translates the $H$-representation of every fundamental cone to a $V$-representation. Fortunately, the $H$-representation has a minimal number of inequalities, i.e., $m - 1$, one for each comparison between a fixed fundamental cone and the others. In total, there are only $\binom{m}{2}$ inequalities to keep track of. Adding the $d - 1$ inequalities stemming from the fundamental cone $\Phi_d$, there are always at most $d + m - 2$ inequalities to handle for each cone. The fact that there is at most $d + m - 2$ inequalities is a great advantage. This signifies that the number of inequalities increases only linearly with the size of the previous output. The symmetry allows the complete description of the spectral polytopes using only fundamental occupation vectors and fundamental defining inequalities. For instance, the seven-dimensional $\Sigma_f^5(4,8)$ has 154 560 vertices and 7 366 facets, but only 10 orbits of vertices and 9 orbits of facets.

8.2. Case Study

8.2.1. The Hypersimplex $H(N,d)$. Let $(N,d) = (3,6)$. The polytope $H(3,6)$ has 20 vertices and is centrally symmetric. Thus, for $r > 10$ each lineup is extended to exactly 1 new lineup, i.e., lineups of length 10 determine all lineups of length 20. Furthermore, as the fan $\mathcal{R}_{r+1}(V)$ is a refinement of the fan $\mathcal{R}_r(V)$, we have the following chain of refinements of the normal fans (see Proposition 6.17), which induces a chain of inclusions on the corresponding sets of normal rays: $\mathcal{R}_1(V) \succeq \mathcal{R}_2(V) \succeq \cdots \succeq \mathcal{R}_{10}(V)$, in particular for $V = \text{Fer}(3,6)$, the vertices of $H(3,6)$. The number of lineups at each step are shown in Table 1 along with the number of new normal rays in the fundamental cone.

| $r$ | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|-----|----|----|----|----|----|----|----|----|----|----|
| # lineups | 1  | 1  | 2  | 4  | 8  | 18 | 40 | 90 | 168| 324|
| # new inequalities | 2  | 1  | 1  | 2  | 3  | 3  | 5  | 9  | 14 | 32 |
Table 2. Number of fundamental occupation vectors (#OVs) for small $r$ and the number of new fundamental inequalities (#ineqs) for fermions and bosons

| $r$ | 1   | 2   | 3 | 4 | 5   | 6   | 7   | 8   | 9   | 10  | 11  | 12  | 13  |
|-----|-----|-----|---|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Fermions #OVs | 11 | 24 | 100 | 4000 | 16000 | 64000 | 256000 | 1024000 | 4096000 | 16384000 | 65536000 | 262144000 | 1048576000 |
| #ineqs | 21 | 112 | 3040 | 115200 | 4608000 | 184320000 | 7364800000 | 29459840000 | 117839360000 | 471357440000 | 1885430560000 | 7541722240000 | 30166888960000 |
| Bosons #OVs | 11 | 24 | 100 | 4000 | 16000 | 64000 | 256000 | 1024000 | 4096000 | 16384000 | 65536000 | 262144000 | 1048576000 |
| #ineqs | 21 | 112 | 3040 | 115200 | 4608000 | 184320000 | 7364800000 | 29459840000 | 117839360000 | 471357440000 | 1885430560000 | 7541722240000 | 30166888960000 |

Summing gives 72 normal rays for the lineup polytope of the hypersimplex $H(3,6)$ spanning the normal cones of 324 vertices. A minimal $H$-representation of the lineup polytope is presented in “Appendix A”. The normal fan of $\mathcal{R}_{10}(V)$ has 233,280 full-dimensional cones and 29,582 rays. For $(N,d) = (3,7)$, the polytope $H(3,7)$ has 35 vertices. The lineup polytope $\Sigma^f_{18}(3,7)$ has 95,941 440 vertices and 5,910,198 facets. The fundamental chamber contains 19,036 occupation vectors and 1501 rays.

8.2.2. Generation of Generalized Exclusion Inequalities for $r \leq 13$. We implemented the above algorithm to obtain the $H$-representation of $\Sigma^f_r$ and $\Sigma^b_r$ for $r \leq 13$ and the minimal choices for $N$ and $d$. Table 2 gathers the results. The numbers show the increasing hierarchy of new inequalities appearing after increasing the value of $r$ by 1.

The ratio between the total number of vertices and facets versus the fundamental ones are significant in these two cases. The number of vertices of the fermionic spectral polytope increases by a factor of $\approx 100$ for each $r$, while the number of fundamental occupation vectors increases by roughly $\approx 2.5$. The number of facets of the fermionic spectral polytope increases by a factor of $\approx 36$ for each $r$ while the number of fundamental rays increases by roughly $\approx 1.76$. The number of vertices of the bosonic spectral polytope increases by a factor of $\approx 10$ for each $r$ while the number of fundamental occupation vectors increases by roughly $\approx 2.1$. The number of facets of the fermionic spectral polytope increases by a factor of $\approx 5.8$ for each $r$ while the number of fundamental rays increases by roughly $\approx 1.66$.

The computation for $r = 13$ for fermions used a parallel depth-first search algorithm distributed on 16 cores to obtain all occupation vectors along with their fundamental cones as in Algorithm 1 and required about 58Gb of RAM. As a post-processing, the union of the rays of the fundamental cones that consisted of 3,410 rays were filtered using Theorem 3 to preserve only the normal rays. The generation of the occupation vectors and their cones took 5h30min and the post-processing 1h 15 min on a AMD FX6274(@2.2 GHz) processor using 16 cores. The spectral polytope $\Sigma^f_{13}(12,24)$ of dimension 23 has 25,762,023,560,117,406,481,920 vertices and 1,766,398,153,945,819,988 facets. The implementation was done in using SageMath [109] (using in particular combinations of ppl [11] and normaliz [19]) and exploiting multiprocessing.
tools available in Python3. The implementation used many high-level objects and stored them on runtime for verification purposes, making it much less memory efficient, leaving room for much improvement. The bottleneck of the algorithm did not seem to have been reached at $r = 13$. We found it unnecessary to consume the energy required to obtain the next step. Once deemed relevant for use, it is well within the realm of possibility to obtain the next $H$-representations.

8.3. Stabilization for Unbounded $N$ and $d$

8.3.1. For $\text{Fer}(N,d)$. In this section, we examine the relationship between lineups of the point configurations $\text{Fer}(N,d)$ and those obtained for larger values of $N$ and $d$. The following lemma shows that fundamental lineups of length $r$ are intrinsically independent of the values of $N$ and $d$ when these are large enough.

**Lemma 8.2** (Stabilization of lineups). Let $r \geq 2$ and $\ell = (\chi(S_1), \chi(S_2), \ldots, \chi(S_r))$ be a fundamental lineup of $\text{Fer}(N,d)$, where $N \geq r - 1$.

(i) The largest element of $S_k$ is at most $N + r - 1$, for all $1 \leq k \leq r$.

(ii) If $N > r - 1$, then $\{1, \ldots, N - r + 1\} \subset S_k$, for all $1 \leq k \leq r$.

**Proof.** (i) Consider a $N$-subset $T$ with largest entry $N + r$. Any chain saturated chain in $\text{Fer}(N,d)$ going from $[N]$ to $T$ involves at least $(r + 1)$ subsets (when including $T$). Thus, $T$ can not be involved in any lineup $\ell$ of length $r$.

(ii) The Gale poset is ranked with rank function given by $\text{rank}(T) = \sum_{i \in T} i - \binom{N+1}{2} + 1$. Every $N$-subset $S_k \in \ell$ has rank at most $r$. Consider a $N$-subset $T$ such that $1 \not\in T$. The rank of $T$ is at least $N + 1 > r$, hence $T \not\in \ell$. Repeating the argument by subtracting one from every element of $T$ and decreasing $N$ by 1 leads to the result.

Properties (i) and (ii) show that increasing $N$ beyond $r - 1$ and $d$ beyond $N + r - 1$ barely has an effect on the structure and complexity of possible fundamental lineups.

**Example 8.3.** We illustrate Lemma 8.2 in Fig. 12, where we depict the elements of rank 4 of the Gale orders with parameters $(N,d) = (2, 5), (3, 6), (4, 7)$, respectively. The reader is invited to verify the conclusions of the lemma for various lineups.

As a consequence of Lemma 8.2, the parameters $N = r - 1$ and $d = 2r - 2$ represent a base case. For the rest of this section, we consider pairs $(N,d)$ such

![Figure 12. The Hasse diagram of the Gale order for different parameters](image-url)
that $N \geq r - 1$ and $d \geq N + r - 1$ for a fixed value of $r \geq 2$. In this case, two lineups play a special role.

**Definition 8.4 (Breakaway and peloton lineups).** Let $r \geq 2$, $N = r - 1$ and $d = 2r - 2$. The breakaway lineup is $(\chi([N - 1] \cup \{N + i - 1\}))_{i=1}^r$ and the peloton lineup is $(\chi([N + 1] \setminus \{N + 2 - i\}))_{i=1}^r$. Their occupation vectors are called breakaway and peloton occupation vectors, respectively.

**Lemma 8.5.** If $r \geq 2$, $N = r - 1$ and $d = 2r - 2$, then the breakaway occupation vector is the unique occupation vector in $\mathcal{O}^\downarrow_r(N, d)$ whose last coordinate is nonzero and the peloton occupation vector is the unique occupation vector in $\mathcal{O}^\downarrow_r(N, d)$ whose first coordinate is strictly less than one.

**Proof.** The ideal of $\mathcal{F}e\tau(N, d)$ given by the breakaway lineup $\ell_b$ is the unique ideal of cardinality $r$ with an element that contains $N + r - 1$. Similarly, the ideal of $\mathcal{F}e\tau(N, d)$ given by the peloton lineup $\ell_p$ is the unique ideal of cardinality $r$ with an element that does not contain 1. These two ideals are chains, hence they lead to exactly one saturated chain of ideals. These two ideals are threshold: the appropriate linear functionals are directly given by the corresponding occupation vectors:

$$o_w(\ell_b)_j = \begin{cases} 1 & \text{for } j \in [N - 1], \\ w_{j+1} - N & \text{for } j \in \{N, \ldots, N + r - 1\}, \\ 0 & \text{for } j \in \{N + r, \ldots, d\}, \end{cases}$$

$$o_w(\ell_p)_j = \begin{cases} 1 & \text{for } j \in [N - r + 1], \\ 1 - w_{N+2-j} & \text{for } j \in \{N - r + 2, \ldots, N + 1\}, \\ 0 & \text{for } j \in \{N + 2, \ldots, d\}. \end{cases}$$

We now define three maps allowing us to increase parameters. The first map is an order-preserving map.

$$v : \mathcal{F}e\tau(r - 1, 2r - 2) \to \mathcal{F}e\tau(N, d)$$

$$\{s_1, \ldots, s_{r-1}\} \mapsto [N - r + 1] \cup \{s_i + N - r + 1\}_{i=1}^{r-1}.$$
Proposition 8.7. Let \( r \leq 1 \leq N \leq d - r + 1 \). The map \( \nu \) induces a bijection between the sets of fundamental occupation vectors \( O^1_r(r-1,2r-2) \) and \( O^1_r(N,d) \). Furthermore, if \( o \in O^1_r(r-1,2r-2) \) and \( C \) is its fundamental cone in \( \Sigma^1_r[r-1,2r-2] \), then the fundamental cone of \( \nu(o) \) in \( \Sigma^1_r \) is

\[
\text{cone}\{f_1, \ldots, f_{N+1-r}\} + \Upsilon(C) + \text{cone}\{f_{N+r}, \ldots, f_{d-1}, f_d, -f_d\}.
\]

Proof. The bijection follows from Lemma 8.6. Let \( C' \) be the fundamental cone of \( \nu(o) \). Again by Lemma 8.6, we have that \( C' = \Psi^{-1}(C) \cap \Phi_d \), that is, a vector \( z = (z_1, \ldots, z_d) \in \mathbb{R}^d \) belongs to the fundamental cone of \( \nu(o) \) if and only if \( z \in \Phi_d \) and \( (z_{N-r+2}, \ldots, z_{N+r-1}) \in C \). This is equivalent to \( z \in \text{cone}\{f_1, \ldots, f_{N+1-r}\} + \Upsilon(C) + \text{cone}\{f_{N+r}, \ldots, f_{d-1}, f_d, -f_d\} \).
Example 8.8 (Example 6.19 continued). The two fundamental occupation vectors in
\[ O_{3}^{f}(4,10) = \{(1,1,1,w_{1},w_{2},w_{3},0,0,0,0), \]
\[ (1,1,w_{1} + w_{2},w_{1} + w_{3},w_{2} + w_{3},0,0,0,0)\}

are obtained by applying the map \( v \) on the two fundamental occupation vectors in \( O_{3}^{f}(2,4): \)
\[ O_{3}^{f}(2,4) = \{(1,w_{1},w_{2},w_{3}), (w_{1} + w_{2},w_{1} + w_{3},w_{2} + w_{3},0)\}. \]

They are therefore obtained by adding two 1’s at the beginning and four 0’s at the end.

The following theorem provides the stability result for fermions.

Theorem 6 (Stability Theorem). Let \( 1 \leq r - 1 \leq N \leq d - r + 1 \). The set of uncoarsenable fundamental \( r \)-rankings of \( \text{Fer}(r - 1, 2r - 2) \) and that of \( \text{Fer}(N,d) \) are in bijection. Phrased using Convention 5.7, the bijection is as follows:

1. The two fundamental normal ray generators \( f_{1} \) and \( f_{2r-3} \) of \( \mathcal{R}_{r}^{f}(r - 1, 2r - 2) \) correspond to the fundamental normal ray generators \( f_{1} \) and \( f_{d-1} \) of \( \mathcal{R}_{r}^{f}(N,d) \).

2. Let \( y \notin (\mathbb{R}f_{1} \cup \mathbb{R}f_{2r-3}) \) be a fundamental ray generator of \( \mathcal{R}_{r}^{f}(r - 1, 2r - 2) \cap \Phi_{2r-2} \). The vector \( y \) is a normal ray generator of \( \mathcal{R}_{r}^{f}(r - 1, 2r - 2) \) if and only if the vector \( \Upsilon(y) \) is a fundamental normal ray generator of \( \mathcal{R}_{r}^{f}(N,d) \).

Proof. (1). By Proposition 8.7, the fundamental ray generators of \( \mathcal{R}_{r}^{f}(N,d) \cap \Phi_{d} \) are either of the form \( \Upsilon(y) \) for a fundamental ray generator \( y \) of \( \mathcal{R}_{r}^{f}(r - 1, 2r - 2) \), or of the form \( f_{i} \), for some \( i \in [N+1-r] \cup \{N+r,\ldots,d,-d\} \). Furthermore, by Proposition 6.20, among the set \( \{f_{1}\}_{i \in [d]} \\setminus \{f_{N} = \Upsilon(f_{r-1})\} \), only \( f_{1} \) and \( f_{d-1} \) give fundamental normal ray generators.

(2). By the proof of part (1), we may assume that \( y \) is not a scalar multiple of \( f_{i} \), for any \( i \in [2r-2] \). Let \( y' = \Upsilon(y) \). We use Theorem 3 as follows to compute the dimension of the face \( \Sigma_{r}^{f}[N,d]y' \) from the dimension of the face \( \Sigma_{r}^{f}[r - 1, 2r - 2)y' \). As illustrated in Example 8.8, the occupation vectors \( O_{p}^{f}(N,d) \) are obtained by adding 1’s at the beginning and 0’s at the end to the vectors in \( O_{r}^{f}(r - 1, 2r - 2) \). This induces a bijection between \( V_{y} \) and \( V_{y'} \) (as defined in Theorem 3). If \( c_{y} = (c_{1},c_{2},\ldots,c_{k-1},c_{k}) \) denotes the composition associated with \( y \) (see Sect. 5.2), then the one associated with \( y' \) is \( (c_{1} + (N - r + 1),c_{2},\ldots,c_{k-1},c_{k} + (d - N - r + 1)) \). The projections \( \text{Pr}_{y}(V_{y}) \) and \( \text{Pr}_{y'}(V_{y'}) \) only differ by an affine transformation, and hence the first term in Eq. (16) remains the same. In fact, the only difference in determining the
dimension happens in the first and last blocks of the composition involved in the sum. We start by analyzing the difference in the first block.

**Case (1)** \(1 \notin \text{Fix}(y)\). The vectors in \(V_y\) are obtained from those of \(V_y\) by appending 1’s at the beginning. Therefore, we must have \(1 \notin \text{Fix}(y')\) and the contributed increase in dimension of the first block is \(N - r + 1\).

**Case (2)** \(1 \in \text{Fix}(y)\). If \(c_1 > 1\), then the first \(c_1\) coordinates of the points in \(V_y\) are equal to 1. This follows from Lemma 8.5, i.e., there is exactly one occupation vector in \(O^f_r(r - 1, 2r - 2)\) whose first coordinate is different from 1 and its second coordinate is strictly smaller because \(u\) has distinct entries. Hence, \(1 \in \text{Fix}(y')\) and there is no contribution to the increase in dimension in this case. Else if \(c_1 = 1\), there are two situations to verify. If the peloton occupation vector is in \(V_y\), then adding 1’s at the beginning makes the corresponding vector not invert and so \(1 \notin \text{Fix}(y')\). The contribution to the increase in dimension in this case is \(N - r + 1\). Finally, if the peloton occupation vector is not in \(V_y\), then all vectors in \(V_y\) start with a 1 by Lemma 8.5 and \(1 \in \text{Fix}(y')\). In this case, there is no contribution to the increase in dimension.

The analysis for the last block is obtained similarly by using the breakaway occupation vector in place of the peloton while using Lemma 8.5. So we have the following increase in dimension by applying \(\Upsilon\):

\[
\dim(\Sigma^f_r[N, d])^y' - \dim(\Sigma^f_r[r - 1, 2r - 2])^y
\begin{align*}
= \begin{cases} 
  d - 2r + 2 & \text{if } 1 \notin \text{Fix}(y') \text{ and } k \notin \text{Fix}(y'), \\
  N - r + 1 & \text{if } 1 \notin \text{Fix}(y') \text{ and } k \in \text{Fix}(y'), \\
  d - N - r + 1 & \text{if } 1 \in \text{Fix}(y') \text{ and } k \notin \text{Fix}(y'), \\
  0 & \text{if } 1 \in \text{Fix}(y') \text{ and } k \in \text{Fix}(y').
\end{cases}
\end{align*}
\tag{24}
\]

\(\Leftarrow\) If \(y\) does not induce a facet, then \(\dim(\Sigma^f_r[r - 1, 2r - 2])^y < 2r - 4\) and Eq. (24) gives

\[
\dim(\Sigma^f_r[N, d])^y' \leq \dim(\Sigma^f_r[r - 1, 2r - 2])^y + d - 2r + 2 < d - 2;
\]

showing that \(y'\) does not induce a facet either.

\(\Rightarrow\) If \(y\) is a normal ray generator, then \(\dim(\Sigma^f_r[r - 1, 2r - 2])^y = 2r - 4\). We need to show that the last three cases in Eq. (24) do not occur, i.e., \(1 \in \text{Fix}(y')\) or \(k \in \text{Fix}(y')\). If \(1 \in \text{Fix}(y')\), then by the above case analysis, we must have \(1 \in \text{Fix}(y)\). There are two possibilities: \(c_1 = 1\) or \(c_1 > 1\). If \(c_1 > 1\), the two summands of Theorem 3 decrease by at least 1: the dimension of the image of the projection decreases by at least 1 since it satisfies one more equality \(x_1 = c_1\) (because the first coordinate of points in \(V_y\) is 1), and the summand \((c_1 - 1) \geq 1\) does not appear in the sum. So, \(y\) does not induce a facet contrary to the assumption. Since the maximal value of the formula for the dimension is \(d - 1\), a decrease of at least 2 cannot lead to a facet. If \(c_1 = 1\), by the above case analysis, the first coordinate of the points in \(V_y\) is equal to 1, which means that 1 belongs to every element in the order ideal given by the \(r\)-lineup induced by \(y\). This allows to reduce both parameters \(r - 1\) and \(2r - 2\) by 1 as follows. Consider the associated saturated chain of ideals given by
\( y \), remove 1 from all the \((r-1)\)-subsets in the ideals and substract 1 to all the other elements, to end up with the set \( V_{\tilde{y}} \), where \( \tilde{y} \in \mathbb{R}^{2r-3} \) is equal to last \( 2r - 3 \) entries of \( y \). This does not affect the count in Eq. (16): the first coordinate of \( \text{Pr}_y(v) \) is 1 for every \( v \in V_{\tilde{y}} \), so the dimension does not drop when it is omitted, and in the second term we have \( c_1 - 1 = 0 \). Hence, the symmetrization of \( V_{\tilde{y}} \) by the Young subgroup gives rise to a face of dimension \( 2r - 4 \) in the polytope \( \Sigma'_r [ r - 2, 2r - 3 ] \), which has itself dimension \( 2r - 4 \). The only way this can happen is if \( \tilde{y} \) is a multiple of \((1, \ldots, 1) \in \mathbb{R}^{2r-3} \), but then this implies that \( y \in \mathbb{R} f_1 \) by Convention 5.7. This case was excluded at the beginning. Excluding the case \( k \in \text{Fix}(y') \) is obtained similarly by reducing only the dimension from \( 2r - 2 \) to \( 2r - 3 \) and keeping \( r - 1 \) fixed.

Finally, if \( 1 \notin \text{Fix}(y') \) when \( N > r - 1 \) and \( k \notin \text{Fix}(y') \) when \( d > N + r - 1 \), then by Eq. (24)

\[
\dim(\Sigma'_r [N, d])^{y'} = \dim(\Sigma'_r [r - 1, 2r - 2])^{y} + d - 2r + 2 = d - 2,
\]

which is the dimension of a facet.

Theorem 6 implies that the knowledge of the fan \( \mathcal{R}_r^d (r - 1, 2r - 2) \) for some \( r \) suffices to construct every fan \( \mathcal{R}_r^d (N, d) \), for \( N > r - 1 \) and \( d > N + r - 1 \).

### 8.3.2. For Bos(\( N, d \))

Similar results hold in the case of bosons. We state the translated definitions, lemmas and propositions without proofs as they are obtained similarly as for fermions.

**Lemma 8.9.** Let \( r \geq 2 \) and \( \ell = (\chi(S_1), \chi(S_2), \ldots, \chi(S_r)) \) be a fundamental lineup of \( \text{Bos}(N, d) \), where \( N \geq r - 1 \).

(i) The largest element of \( S_k \) with nonzero multiplicity is at most \( r \), for all \( 1 \leq k \leq r \).

(ii) \( 1 \) has multiplicity greater than \( N - r + 1 \) in \( S_k \), for all \( 1 \leq k \leq r \).

For the rest of this section, we consider pairs \((N, d)\) such that \( N \geq r - 1 \) and \( d \geq r \) for a fixed value of \( r \geq 2 \). The order-preserving map for bosons is

\[
v: \text{Bos}(r - 1, r) \rightarrow \text{Bos}(N, d), \quad (S(1), S(2), \ldots, S(r)) \mapsto (S(1) + N - r + 1, S(2), \ldots, S(r)).
\]

**Lemma 8.10.** The map \( v: \text{Bos}(r - 1, r) \rightarrow \text{Bos}(N, d) \) is injective and its image consists of the \( N \)-multisubsets \( S \) of \([d]\) that have \( S(1) \geq N - r + 1 \) and \( S(t) = 0 \) for all \( t \in [r + 1, d] \).

The linear maps \( \Upsilon \) and \( \Psi \) become

\[
\Upsilon: \mathbb{R}^r \rightarrow \mathbb{R}^d,
\]

\[
(y_1, \ldots, y_r) \mapsto \left( y_1, \ldots, y_{r-1}, \underbrace{y_r, \ldots, y_r}_{d-r+1} \right).
\]

\[
\Psi: \mathbb{R}^d \rightarrow \mathbb{R}^r,
\]

\[
(z_1, \ldots, z_d) \mapsto (z_1, \ldots, z_r).
\]
Finally, the equalities satisfied by inner products are
\[
\langle \Upsilon(y), v \chi(S) \rangle = \langle y, \chi(S) \rangle + y_1(N - r + 1),
\]
\[
\langle \Psi(z), v^{-1} \chi(T) \rangle = \langle z, \chi(T) \rangle - z_1(N - r + 1),
\]
where \( S \in \left( \begin{bmatrix} \lfloor r \rfloor \\ r - 1 \end{bmatrix} \right) \) and \( T \in \left( \begin{bmatrix} \lfloor d \rfloor \\ N \end{bmatrix} \right) \) is such that \( T(1) \geq N - r + 1 \) and \( T(t) = 0 \) for \( t \in [r + 1, d] \).

**Proposition 8.11.** Let \( r \geq 2, N \geq r - 1 \) and \( d \geq r \). The map \( v \) induces a bijection between the sets of fundamental occupation vectors \( O_{r}^{\downarrow}(r - 1, 2r - 2) \) and \( O_{r}^{\downarrow}(N, d) \). Furthermore, if \( \alpha \in O_{r}^{\downarrow}(r - 1, 2r - 2) \) and \( c \) is its fundamental cone in \( \Sigma_{r}^{b}(r - 1, r) \), then the fundamental cone of \( \upsilon(\alpha) \) in \( \Sigma_{r}^{b} \) is
\[
\Upsilon(c) + \text{cone}\{f_{r+1}, \ldots, f_{d-1}, f_{d}, -f_{d}\}.
\]

We use the following lemma which distinguishes bosonic from fermionic occupation vectors.

**Lemma 8.12.** Let \( w \in \Delta_{N}^{\circ} \) and \( \ell \) be a bosonic \((N + 1)\)-lineup. For any \( d \geq 2 \), the first coordinate of the occupation vector of \( \ell \) is larger than its second.

**Proof.** The first multiset is \( 1^{N} \) and the number of 1’s in every subsequent multiset in a lineup decreases by at most one. Moreover, the first multiset does not contain any 2’s and the number of 2’s in every subsequent multiset increases by at most one. Every occurrence of a 2 in a multiset is therefore preceded by an occurrence of a 1 in a previous multiset.

**Theorem 7** (Stability Theorem). Let \( r \geq 2, N \geq r - 1 \) and \( d \geq r \). The set of uncoarsenable fundamental \( r \)-rankings of \( \text{Bos}(r - 1, r) \) and that of \( \text{Bos}(N, d) \) are in bijection. Phrased using Convention 5.7, the bijection is as follows:

1. The fundamental normal ray generator \( f_{r-1} \) corresponds to the fundamental normal ray generator \( f_{d-1} \).
2. Let \( y \not\in \mathbb{R} f_{r-1} \) be a fundamental ray generator of \( R_{r}^{b}(r - 1, 2r - 2) \cap \Phi_{r} \). The vector \( y \) is a normal ray generator of \( R_{r}^{b}(r - 1, 2r - 2) \) if and only if the vector \( \Upsilon(y) \) is a fundamental normal ray generator of \( R_{r}^{b}(N, d) \).

**Proof.** Let \( y \in \Phi_{r} \) and \( y' = \Upsilon(y) \in \Phi_{d} \) and denote their associated compositions \( c \) and \( c' \), respectively. They are the same except for \( c'_{k} = c_{k} + d - r \). Therefore, to study the dimensions of the faces \( \dim(\Sigma^{b})y' \) and \( \dim(\Sigma^{b}_{r}(r - 1, r))y \) via Theorem 3, we can focus on the behavior of the first and last blocks.

In this case, whenever \( c_{1} > 1 \) we have \( 1 \not\in \text{Fix}(y) \) by Lemma 8.12. For \( c_{k} > 1, k \not\in \text{Fix}(y) \) implies \( k \in \text{Fix}(y') \), as there is exactly one occupation vector whose last coordinate is nonzero, and its second to last coordinate is strictly larger than the last. We have the following increase in dimension by applying \( \Upsilon \):
\[
\dim(\Sigma^{b})y' - \dim(\Sigma^{b}_{r}(r - 1, r))y = \begin{cases} 
    d - r & \text{if } k \not\in \text{Fix}(y'), \\
    0 & \text{if } k \in \text{Fix}(y').
\end{cases}
\]
\( \Rightarrow \) The same argument as in the proof of Theorem 6 is valid.
We must prove that if \( \mathbf{y} \not\in \mathbb{R} \mathbf{f}_{r-1} \) induces a facet, then the first case of Eq. (25) occurs. It is enough to prove that there is a point in \( \mathbf{V}_y \) with a coordinate different from zero in the last \( c_k \) entries. As in the proof of Theorem 6, for the sake of contradiction assume that they all satisfy that last \( c_k \) coordinates are 0. If \( c_k > 1 \), then the dimension count of (16) shows that \( \mathbf{y} \) does not induce a facet. And if \( c_k = 1 \), then this shows that \( \mathbf{y} = \mathbf{f}_{r-1} \).

### 8.4. A Worked-Out Example: \( r = 4 \)

#### 8.4.1. For Fermions

We illustrate the technique by giving a non-redundant \( H \)-representation of the polytope \( \Sigma_4^f(3,6) \), which can be done without resorting to computational tools. We begin by finding the \( V \)-representation. There are four fundamental lineups in \( \text{Fer}(3,6) \), giving rise to four occupation vectors:

\[
\begin{align*}
\ell_1 : \chi(123) &\rightarrow \chi(124) \rightarrow \chi(125) \rightarrow \chi(126) \rightsquigarrow \mathbf{o}_w (\ell_1) \\
\ell_2 : \chi(123) &\rightarrow \chi(124) \rightarrow \chi(125) \rightarrow \chi(134) \rightsquigarrow \mathbf{o}_w (\ell_2) \\
\ell_3 : \chi(123) &\rightarrow \chi(124) \rightarrow \chi(134) \rightarrow \chi(125) \rightsquigarrow \mathbf{o}_w (\ell_3) \\
\ell_4 : \chi(123) &\rightarrow \chi(124) \rightarrow \chi(134) \rightarrow \chi(234) \rightsquigarrow \mathbf{o}_w (\ell_4) \\
&= (1, w_1, w_2, w_3, w_4), \\
&= (1, w_1 + w_2 + w_3, w_1 + w_4, w_2 + w_4, w_3, 0), \\
&= (1, w_1 + w_2 + w_4, w_1 + w_3, w_2 + w_3, w_4, 0), \\
&= (w_1 + w_2 + w_3, w_1 + w_2 + w_4, w_1 + w_3 + w_4, w_2 + w_3 + w_4, 0, 0).
\end{align*}
\]

(26)

For each lineup we determine its fundamental cone. By Theorem 4, this is the set of fundamental vectors that induce the given lineup.

**Lineup** \( \ell_1 \). Let \( \mathbf{y} \) be a fundamental vector inducing \( \ell_1 \). Any fundamental lineup begins with \( \chi(123) \) and \( \chi(124) \) as the first two elements. For the third position there are two options, it is either \( \chi(125) \) or \( \chi(134) \), so in order for \( \mathbf{y} \) to induce the first lineup, we must have

\[
\langle \mathbf{y}, \chi(125) \rangle > \langle \mathbf{y}, \chi(134) \rangle, \text{ equivalently } y_2 - y_3 > y_4 - y_5.
\]

For the fourth element there are two options, either \( \chi(126) \) or \( \chi(134) \), so in addition to the previous inequality, the vector \( \mathbf{y} \) must satisfy

\[
\langle \mathbf{y}, \chi(126) \rangle > \langle \mathbf{y}, \chi(134) \rangle, \text{ equivalently } y_2 - y_3 > (y_4 - y_5) + (y_5 - y_6).
\]

Strict inequalities are necessary to induce the lineup uniquely. The closed fundamental cone is given by relaxing the inequalities to allow equality. In conclusion, the fundamental cone of the vertex \( \mathbf{o}_w (\ell_1) \) in \( \Sigma_4^f(3,6) \) is given by all \( \mathbf{y} \in \mathbb{R}^6 \) such that

\[
y_1 \geq y_2 \geq y_3 \geq y_4 \geq y_5 \geq y_6 = 0, \quad y_2 - y_3 \geq y_4 - y_5, \\
y_2 - y_3 \geq (y_4 - y_5) + (y_5 - y_6).
\]

Notice that the inequality \( y_2 - y_3 \geq y_4 - y_5 \) is redundant.

**Lineup** \( \ell_2 \). This is analogous to the previous case, we need only to reverse the second inequality since now we have \( \chi(134) \) before \( \chi(126) \) in the lineup. The fundamental cone is described by

\[
y_1 \geq y_2 \geq y_3 \geq y_4 \geq y_5 \geq y_6 = 0, \quad y_4 - y_5 \geq y_2 - y_3 \geq (y_4 - y_5) + (y_5 - y_6).
\]
Figure 13. The subdivision of the fundamental simplex for $r = 4$ with $N = 3$ and $d = 6$ ignoring $f_3$ and normalizing the sum of coordinates to 1.

**Lineup ℓ_3.** Similar considerations lead to the cone described by

$$y_1 \geq y_2 \geq y_3 \geq y_4 \geq y_5 \geq y_6 = 0, \quad (y_1 - y_2) + (y_2 - y_3) \geq y_4 - y_5 \geq y_1 - y_2.$$  

**Lineup ℓ_4.** Similar considerations lead to the cone described by

$$y_1 \geq y_2 \geq y_3 \geq y_4 \geq y_5 \geq y_6 = 0, \quad y_4 - y_5 \geq (y_1 - y_2) + (y_2 - y_3).$$

The defining inequalities become simpler in the fundamental basis. We write $(\tilde{y})_i$ for the coordinates of a vector $y$ in the fundamental basis, that is, $y = \sum_{i=1}^5 \tilde{y}_i f_i$. Equivalently, we have $\tilde{y}_i = y_i - y_{i+1}$ for all $i \in [5]$. With this notation in mind, the inequalities $y_1 \geq y_2 \geq y_3 \geq y_4 \geq y_5 \geq y_6 = 0$ read as $\tilde{y}_i \geq 0$ for $i = 1, \ldots, 5$. So $\Phi_6 = \{ y \in \mathbb{R}^6 : (\tilde{y}_i)_{i=1}^5 \in \mathbb{R}_{\geq 0}^5 \}$. We can rewrite the four fundamental cones as

$$K_1 = \{(\tilde{y}_i)_{i=1}^5 \in \mathbb{R}_{\geq 0}^5 : \tilde{y}_2 \geq \tilde{y}_4 + \tilde{y}_5 \},$$

$$K_2 = \{(\tilde{y}_i)_{i=1}^5 \in \mathbb{R}_{\geq 0}^5 : \tilde{y}_4 + \tilde{y}_5 \geq \tilde{y}_2 \geq \tilde{y}_4 \},$$

$$K_3 = \{(\tilde{y}_i)_{i=1}^5 \in \mathbb{R}_{\geq 0}^5 : \tilde{y}_1 + \tilde{y}_2 \geq \tilde{y}_4 \geq \tilde{y}_2 \},$$

$$K_4 = \{(\tilde{y}_i)_{i=1}^5 \in \mathbb{R}_{\geq 0}^5 : \tilde{y}_4 \geq \tilde{y}_1 + \tilde{y}_2 \}.$$

The coordinate corresponding to $f_3$ is never used, so these four cones can be obtained by restricting to $Q = \text{cone}\{f_1, f_2, f_4, f_5\}$ and then taking the pyramid over the ray $f_3$. By taking an affine slice of $Q$ (say normalizing the sum to 1), we can represent the polyhedral subdivision induced by the cones $K_1, K_2, K_3,$ and $K_4$ in 3-D, see Fig.13.

There are four tetrahedra, corresponding to the four lineups. They are $K_1, K_2, K_3,$ and $K_4$ from top to bottom in Fig. 13. The triangular region in the middle, the one between $f_1, \frac{1}{5} f_5$ and $\frac{1}{5} (f_2 + f_4)$, represents the points $y$ such that $\tilde{y}_2 = \tilde{y}_4$. The two other triangular regions represent the other two hyperplanes where $\tilde{y}_2 = \tilde{y}_4 + \tilde{y}_5$ and $\tilde{y}_4 = \tilde{y}_1 + \tilde{y}_2$. There are three vertices in the subdivision which are not vertices of the tetrahedron; they are depicted using
squares in Fig. 13. The fundamental fan has eight rays, respectively, spanned by the following vectors:
\[ \{ f_1, f_2, f_3, f_4, f_5, f_2 + f_4, f_2 + f_5, f_1 + f_4 \}. \]

However, by Proposition 6.20, the rays spanned by \( f_1, f_3, \) and \( f_5 \) are normal rays but the rays spanned by \( f_2 \) and \( f_4 \) are not; their appearance is a consequence of intersecting with the fundamental chamber. The second and third occupation vectors have all distinct coordinates, hence their normal cone is equal to the fundamental cone, so all of their rays are normal. Since the rays spanned by \( f_2 + f_4, f_2 + f_5, f_1 + f_4 \) are fundamental rays for them, we conclude that they are normal. In conclusion, there are six fundamental normal rays, each spanned by one of the following vectors:
\[ \{ f_1, f_3, f_5, f_2 + f_4, f_2 + f_5, f_1 + f_4 \}. \]

Finally, we evaluate each of this generators on the four vectors obtained in Eq. (26), to obtain the right-hand side of the following non-redundant \( H \)-representation of \( \Sigma_4^f(w, 3, 6) \). Alternatively, the right-hand side can be determined using Proposition 6.18.

\[
\Sigma_4^f(w, 3, 6) = \left\{ x \in \mathbb{R}^d : \begin{pmatrix} 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 0 & 0 & 0 \\ 2 & 2 & 1 & 1 & 1 & 0 \\ 2 & 1 & 1 & 1 & 0 & 0 \\ 2 & 2 & 1 & 1 & 1 & 0 \end{pmatrix} x^+ \leq \begin{pmatrix} 1 & 1 & 1 \\ 3 & 3 & 3 \\ 3 & 2 & 2 \\ 5 & 5 & 4 \\ 4 & 4 & 4 \\ 5 & 5 & 5 \end{pmatrix} w \right\}.
\]

(27)

By Theorem 6, we obtain the following characterization of the \( H \)-representation of \( \Sigma_4^f(w, N, d) \) for \( N \geq 3, d \geq 6 \) and \( d - N \geq 3 \).

**Theorem 8.13.** Let \( N \geq 3, d \geq 6 \) and \( d - N \geq 3 \). The polytope \( \Sigma_4^f(w, N, d) \) is the subset of \( \mathbb{R}^d \) defined by the equality \( \sum_{i=1}^{d} x_i = N \) and the inequalities
\[
x_1^+ \leq 1, \\
\sum_{i=1}^{d-1} x_i^+ \leq N, \\
\sum_{i=1}^{N} x_i^+ \leq N - 1 + w_1, \\
2 \sum_{i=1}^{N-1} x_i^+ + (x_{N}^+ + x_{N+1}^+) \leq 2N - 2 + w_1 + w_2, \\
2 \sum_{i=1}^{N-2} x_i^+ + (x_{N-1}^+ + x_{N}^+ + x_{N+1}^+) \leq 2N - 3 + w_1 + w_2 + w_3, \\
2 \sum_{i=1}^{N-1} x_i^+ + (x_{N}^+ + x_{N+1}^+ + x_{N+2}^+) \leq 2N - 2 + w_1 + w_2 + w_3.
\]
Furthermore, this $H$-representation is non-redundant.

Proof. We take the particular case $\Sigma_4^f(w,3,6)$ and raise the parameters $N,d$ using Theorem 6.

Since we have computed the base case for $r \leq 13$, we have a minimal description for small $r$ and arbitrarily large $N$ and $d$. The next theorem gives the case $r = 5$, and the cases $r \in \{6,7,8\}$ are given in “Appendix B”.

**Theorem 8.14.** Let $N \geq 4$, $d \geq 8$ and $d-N \geq 4$. The polytope $\Sigma_4^f(w,N,d)$ is the subset of $\mathbb{R}^d$ defined by the equality $\sum_{i=1}^d x_i = N$, the inequalities in Theorem 8.13 and the three inequalities

\[
2 \sum_{i=1}^{N-3} x_i^I + (x_{N-2}^I + x_{N-1}^I x_N^I + x_{N+1}^I) \leq 2N - 4 + w_1 + w_2 + w_3 + w_4, \\
2 \sum_{i=1}^{N-1} x_i^I + (x_{N}^I + x_{N+1}^I + x_{N+2}^I + x_{N+3}^I) \leq 2N - 2 + w_1 + w_2 + w_3 + w_4, \\
4 \sum_{i=1}^{N-2} x_i^I + 3x_{N-1}^I + 2(x_N^I + x_{N+1}^I) + x_{N+2}^I \leq 4N - 5 + 2w_1 + 2w_2 + w_3 + w_4.
\]

Furthermore, this $H$-representation is non-redundant.

**8.4.2. For Bosons.** We now determine a non-redundant $H$-representation of the polytope $\Sigma_4^f(w,3,4)$. We begin by finding the $V$-representation. There are four fundamental lineups in $\text{Bos}(3,4)$, hence four occupation vectors:

\[
\begin{align*}
\ell_1: & \chi(111) \rightarrow \chi(112) \rightarrow \chi(113) \rightarrow \chi(114) \rightsquigarrow o_w(\ell_1) \\
\ell_2: & \chi(111) \rightarrow \chi(112) \rightarrow \chi(113) \rightarrow \chi(122) \rightsquigarrow o_w(\ell_2) \\
\ell_3: & \chi(111) \rightarrow \chi(112) \rightarrow \chi(122) \rightarrow \chi(113) \rightsquigarrow o_w(\ell_3) \\
\ell_4: & \chi(111) \rightarrow \chi(112) \rightarrow \chi(122) \rightarrow \chi(222) \rightsquigarrow o_w(\ell_4) \\
& = (2 + w_1, w_2, w_3, w_4), \\
& = (1 + 2w_1 + w_2 + w_3, w_2 + w_4, w_3, 0), \\
& = (1 + 2w_1 + w_2 + w_4, w_2 + w_3, w_4, 0), \\
& = (3w_1 + 2w_2 + w_3, w_2 + 2w_3 + 3w_4, 0, 0). 
\end{align*}
\]

For each lineup we determine its fundamental cone as in the last example. Also, as before we use coordinates on the fundamental basis to write the four cones and by taking an affine slice, it is possible to represent them, see Fig. 14.

There are four triangles, corresponding to the four lineups. The fundamental fan has six rays, each spanned by one of the following vectors:

\[
\{f_1, f_2, f_3, f_1 + f_2, f_1 + f_3, f_1 + 2f_2\}. 
\]

In this case, the first three occupation vectors have distinct entries so that their normal cones are contained in the fundamental chamber. This verifies that all vectors in Eq. (29) except $f_2$ generate normal rays. A simple calculation shows that the ray spanned by $f_2$ is not a normal ray.
Finally, we evaluate each of this generators on the four vectors obtained in Eq. (28), to obtain the right-hand side of the following non-redundant $H$-representation.

$$\Sigma^b_4(w, 3, 4) = \left\{ x \in \mathbb{R}^4 : \begin{array}{l}
x_1^\dagger + x_2^\dagger + x_3^\dagger \leq 3 \\
x_1^\dagger \leq 2 + w_1 \\
2x_1^\dagger + x_2^\dagger + x_3^\dagger \leq 4 + 2w_1 + w_2 \\
3x_1^\dagger + 2x_2^\dagger \leq 6 + 3w_1 + 2w_2 + w_3 \end{array} \right\}.$$ 

Finally we use Theorem 7 to produce the following general result for the case $r = 4$. The cases $r \in \{5, 6, 7, 8\}$ are given in “Appendix C”.

**Theorem 8.15.** Let $N \geq 3$ and $d \geq 4$. The polytope $\Sigma^b_4(w, N, d)$ is the subset of $\mathbb{R}^d$ defined by the equality $\sum_{i=1}^{d-1} x_i = N$ and the inequalities

$$\sum_{i=1}^{d-1} x_i^\dagger \leq N,$$

$$x_i^\dagger \leq N - 1 + w_1,$$

$$2x_1^\dagger + x_2^\dagger \leq 2N - 2 + 2w_1 + w_2,$$

$$2x_1^\dagger + x_2^\dagger + x_3^\dagger \leq 2N - 2 + 2w_1 + w_2 + w_3,$$

$$3x_1^\dagger + 2x_2^\dagger \leq 3N - 3 + 3w_1 + 2w_2 + w_3.$$ 

Furthermore, this $H$-representation is non-redundant.

9. Outro

In this section, we conclude with discussions that emerged from the effective solution to convex 1-body $N$-representability.

9.1. Comparison with Klyachko’s Polytope

We review Klyachko’s $H$-representation of $\Pi(w, N, d) = \text{spec}^\dagger(\mathcal{H}^N_N(w))$ using our approach. There are certain cohomological computations that play a key role in the formulation of [60, Theorem 4.2.1]. Following [60, Remark 4.2.2],

**Figure 14.** Affine slice of the subdivision of $\Phi_3$ given by the four fundamental cones
they can be described combinatorially as follows. For $y \in \mathbb{R}^d$, $\pi \in S_d$ and $\sigma \in S_D$, we define
\[ c^\pi_{\sigma}(y) = \partial_\pi S_\sigma(z)|_{z_k = s(y)_k}, \]
where $s(y) : = \left( \sum_{i \in S} y_i : S \in \binom{[d]}{N} \right)^\dagger \in \mathbb{R}^D$, $S_\sigma \in \mathbb{Z}[y_1, \ldots, y_d]$ is the Schubert polynomial of $\sigma$, and $\partial_\pi$ is a differential operator acting on $Z[y_1, \ldots, y_d]$ see [40, Section 10.3] for further details. The most relevant case for us is when $\sigma$ is the identity. In this case, the Schubert polynomial is equal to 1, so we have $c^\pi_{\sigma}(y) = 1$ when $\pi$ is equal to the identity and zero in all other cases.

Now, we state the linear inequalities described in [60, Theorem 4.2.1]. For each fundamental normal ray generator $y$ of the fan $\mathcal{R}_D^f(N, d)$ (in [61, Page 10], these are referred to as the extremal edges of the principal cubicle), and permutations $\pi \in S_d$ and $\sigma \in S_D$, there is an inequality
\[ \langle \pi \cdot y, x \rangle \leq \langle \sigma \cdot s(y), w \rangle, \]
whenever $c^\pi_{\sigma}(y) \neq 0$. (30)

We refer to the last condition as the topological condition. By contrast, our inequalities for the convex symmetrization of $\Pi(w, N, d)$ are of the form (see Proposition 6.18)
\[ \langle \pi \cdot y, x \rangle \leq \langle s(y), w \rangle. \]
(31)

We take $y$ to be any normal ray, but we write it as $\pi$ acting on a fundamental normal ray to make our formulation closer to that of Eq. (30). Comparing the inequalities in (31) to those in (30), we see that in (31) we are ignoring the topological condition always setting $\sigma$ to be the identity. However, when both permutations are the identity, we have the topological condition satisfied and we recover his inequalities (these are called basic inequalities in [61, Section 3.2.1]). Another difference is that the inequalities in (30) have redundancy, whereas every inequality in (31) is facet-defining. Interestingly, the left-hand sides are the same. This means that the normals of the facet-defining inequalities for $\Pi(w, N, d)$ are a subset of that of $\Sigma_f(w, N, d)$. In fact, we conjecture:

**Conjecture 9.1.** If $w$ has distinct entries, then the polytope $\Pi(w, N, d)$ is a Minkowski summand of $\Sigma_f(w, N, d)$.

In [60, Section 4.3.4] and [1, Section 5.1], the authors propose a numerical procedure to produce all pure $N$-representability constraints (i.e., when $w = (1, 0, \ldots)$). The utilized technique mixes $V$-representation (obtaining certain points that should belong to $\mathcal{D}^N_f((1, 0, \ldots)$) through representation theory procedures) and $H$-representation (by recognizing inequalities for pure $N$-representability through Schubert calculus), and repeating with increasingly larger parameters until the process stabilizes once all inequalities have been recognized as instances of Theorem 2 of [1]. The authors also use a criterion for unspecified weight vector $w$, see [1, Theorem 3]. Algorithm 1 provides an enhanced version of this result in which a fixed weight $w$ is fixed.

**Example 9.2.** Let $N = 2$, $d = 4$, $w_1 = \left( \frac{1}{2}, \frac{1}{3}, \frac{1}{5}, 0, 0, 0 \right)$, and $w_2 = \frac{1}{31}(6, 5, 4, 3, 2, 1)$. Figure 15 illustrates $\Sigma_f(w_1, 2, 4)$. The symmetric polytope $\Sigma_f(w_1, 2, 4)$...
Figure 15. On the left, the polytope $\Sigma^f(w_1, 2, 4)$ that includes $\text{spec}^\downarrow(\mathcal{D}_2^1(w_1))$. On the right, the polytope $\Sigma^f_5(w_1, 2, 4)$ includes $\text{spec}^\downarrow(\mathcal{D}_2^1(w_1))$.

Figure 16. On the left, the polytope $\Sigma^f_3(w_1, 2, 4)$ includes $\text{spec}^\downarrow(\mathcal{D}_2^1(w_1))$. On the right, the polytopes $\Sigma^f_3(w_2, 2, 4)$ and $\text{spec}^\downarrow(\mathcal{D}_2^1(w_2))$ are equal. The two polytopes on the right are included in $\Sigma^f_3(w_1, 2, 4)$ due to the majorization $w_2 \prec w_1$.

This example raises the question:

**Question 9.3.** When are $\Sigma^f_r(w, N, d)$ and $\text{spec}^\downarrow(\mathcal{D}_N^1(w))$ equal?

### 9.2. Beyond the Permutation Action

After reading Sect. 5, an informed reader will certainly have had a propensity to attempt to generalize the discussion in a number of ways:

(I) Change the action of $\mathfrak{S}_d$

(II) Consider a proper subgroup $G \subseteq \mathfrak{S}_d$, see [31, 83, 86]

(III) Consider another group entirely (say, a finite Coxeter group), see [3]

(IV) Consider a combination of I), II), and III)

(V) Consider an infinite group, see [97].
The above extensions were considered for orbit polytopes as the non-exhaustive references indicate. The consideration of these possibilities for $\mathfrak{S}_d$-invariant polytopes certainly seems to be fertile ground for further experiments and investigation. However, these investigations go beyond the scope of the present work. Nevertheless, let us perhaps emphasize two key aspects of the $\mathfrak{S}_d$-invariant polytopes which are critical in the present circumstance and should maintain a certain importance more generally.

- The existence and simple description of the fundamental chamber for the action of the symmetric group
- The simple description of fundamental representatives in Definition 5.4 (which are exactly the vertices maximized by generic linear functional in the fundamental chamber).

Both of these facts were crucial and extend to the case of finite Coxeter groups. In Sect. 8.2, we describe a method to translate a $V$-representation into an $H$-representation for certain $\mathfrak{S}_d$-invariant polytopes which relies heavily on the above two facts. The method presented can be extended to a more general setting, as long as one has a fundamental cone and a description of the fundamental representatives maximized by fundamental linear functionals.

The survey [104] offers a fairly recent overview of the methods developed to exploit symmetry in polyhedral computations. We refer the reader to this document and the references therein for further details on some existing techniques. There are, however, two observations made by the author that deserve to be highlighted here. First, he observes that “all methods known so far do not use geometric insights and still rely on subproblem conversions that do not exploit available symmetry” (p. 269). Furthermore, he concludes that “for polyhedral representation conversions we see potential in enhancing decomposition methods through the use of geometric information like fundamental domains, classical invariant theory and symmetric polyhedral decompositions” (p. 275). Theorem 3 and Algorithm 1 confirm these anticipated algorithmic improvements by exploiting fundamental domains (from Definition 5.3) and normal cones (from Eq. (14)) to obtain fundamental cones (in Eq. (21)) which are then used within a variation of the so-called incidence decomposition method.

### 9.3. Fermionic Versus Bosonic Threshold Ideals

Order ideals of $\mathcal{F}et(N, d)$ are called shifted complexes [57, 58]. Lineups of the hypersimplex lead to a slightly more specialized type of simplicial complex. That is, a lineup of length $r$ gives rise to a shifted complex containing $r$ facets with a total order provided by a fundamental linear functional $y$. Such shifted complexes are called threshold complexes [35, 57]. We determined in Theorem 5 that the generating vertices of $\Sigma^f_r$ correspond to (shellings of) pure threshold complexes of dimension $N - 1$ with exactly $r$ facets and at most $d$ vertices.

The following example shows that the vertices of the two types of spectral polytopes are structurally different.

**Example 9.4.** Fermionic threshold ideal which is not bosonic threshold:
Let $d = 5$ and $N = 3$. The bosonic ideal $Q^b = \langle 135, 234 \rangle$ is not a bosonic threshold ideal, i.e., $Q^b \not\in T(Bos(3,5))$. There are thirty-five 3-multisets of $[5]$ of which 17 are in the ideal $Q^b$. The convex hull $\text{conv}\{\chi(S) : S \in Q^b\}$ intersect the convex hull $\text{conv}\{\chi(S) : S \in \binom{[5]}{3} \setminus Q^b\}$ at the point $\frac{1}{2}(1, 2, 3, 2, 1)$. This shows that no (strictly) separating hyperplane for $Q^b$ exists, hence it can not be a bosonic threshold complex. However, doing the same computation for the fermionic ideal $Q^f = \langle 147, 246 \rangle$ corresponding to $Q^b$, the two convex hulls do not intersect, certifying the existence of a separating hyperplane making it a fermionic threshold ideal, i.e., $Q^f \in T(Fer(3,7))$.

Example 9.5 (Saturated chains not giving a bosonic lineup). Consider the sequence of elements $(111, 112, 122, 113, 123) \in Bos(3,3)$. In this case it is easy to see that all the order ideals formed by the initial segments of the sequence are all threshold. We claim that the sequence

$$\ell = ((3,0,0),(2,1,0),(2,0,1),(1,2,0),(2,0,1),(1,1,1),(1,0,2),(0,2,1),(0,1,2),(0,0,3)),$$

is not a lineup. For the sake of contradiction assume that there exists a vector $y$ inducing $\ell$. We must have

$$\langle y, (1,2,0) \rangle > \langle y, (2,0,1) \rangle, \text{ and } \langle y, (1,1,1) \rangle > \langle y, (0,3,0) \rangle \iff 2y_2 > y_1 + y_3, \text{ and } y_1 + y_3 > 2y_2,$$

Figure 17. An example of an obstruction to coherence of bosonic lineup

\[
\begin{array}{cccc}
(3,0,0) \\
(2,1,0) & (2,0,1) \\
(1,2,0) & (1,1,1) & (1,0,2) \\
(0,3,0) & (0,2,1) & (0,1,2) & (0,0,3)
\end{array}
\]
which is nonsensical. The line segments \([(1, 2, 0), (2, 0, 1)]\) and \([(0, 3, 0), (1, 1, 1)]\) are parallel to each other, see Fig. 17. So any linear functional with a larger value on \((1, 2, 0)\) than on \((2, 0, 1)\) must have a larger value on \((0, 3, 0)\) than on \((1, 1, 1)\). However, the sequence \(\ell\) is a pseudo-lineup as it is possible to rotate the sweeping line and obtain \(\ell\).

The notion of bosonic threshold ideal leads to the notion of multiset threshold complex. What properties do these complexes have? Are they related to other combinatorial structures? We leave these questions open.
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**Appendix A.** \(H\)-Representation of the Lineup Polytope of the Hypersimplex \(H(3, 6)\)

The \(H\)-representation of the 10-lineup polytope of the five-dimensional hypersimplex \(H(3, 6)\) has 72 inequalities represented below. The inequalities arise in a hierarchy while increasing \(r\) from 1 to 10. The weights are taken in the Pauli simplex \(\Delta_9\), so that \(1 \geq w_1 \geq w_2 \geq \cdots \geq w_{10} \geq 0\) and \(\sum_{i=1}^{10} w_i = 1\). Since \(\sum_{i=1}^{6} x_i = 3\) and \(\sum_{i=1}^{10} w_i = 1\), there are many ways to represent the matrices if one does not use the orthogonal complement of these hyperplanes. We chose the representation where the last coefficient of the rays is zero; as a consequence, all coefficients are nonnegative.
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Ray coefficients

\[
\begin{array}{cccccccccc}
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 1 & 1 \\
2 & 2 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 2 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 2 & 2 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
3 & 2 & 2 & 2 & 1 & 0 & 0 & 0 & 0 & 0 \\
2 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
2 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

Right-hand side

\[
\begin{array}{cccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
3 & 3 & 3 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\
5 & 5 & 4 & 4 & 4 & 3 & 3 & 3 & 3 & 3 \\
4 & 4 & 4 & 3 & 3 & 3 & 3 & 3 & 3 & 3 \\
5 & 5 & 5 & 4 & 4 & 4 & 4 & 4 & 4 & 4 \\
2 & 2 & 2 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
3 & 3 & 3 & 3 & 2 & 2 & 2 & 2 & 2 & 2 \\
9 & 9 & 8 & 8 & 7 & 7 & 7 & 7 & 6 & 6 \\
6 & 6 & 5 & 5 & 4 & 4 & 4 & 4 & 4 & 4 \\
7 & 6 & 6 & 6 & 5 & 5 & 5 & 5 & 5 & 5 \\
8 & 8 & 7 & 7 & 6 & 6 & 6 & 6 & 6 & 6 \\
4 & 4 & 4 & 4 & 4 & 4 & 3 & 3 & 3 & 3 \\
9 & 8 & 8 & 7 & 7 & 6 & 6 & 6 & 6 & 6 \\
10 & 9 & 9 & 8 & 8 & 7 & 7 & 7 & 7 & 7 \\
13 & 12 & 11 & 11 & 10 & 10 & 9 & 9 & 9 & 8 \\
15 & 14 & 13 & 12 & 11 & 11 & 10 & 10 & 10 & 10 \\
4 & 3 & 3 & 3 & 2 & 1 & 0 & 0 & 0 & 0 \\
5 & 5 & 3 & 2 & 1 & 0 & 0 & 0 & 0 & 0 \\
6 & 5 & 4 & 3 & 1 & 0 & 0 & 0 & 0 & 0 \\
3 & 2 & 2 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
3 & 3 & 2 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
4 & 2 & 2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 3 & 2 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 3 & 3 & 2 & 2 & 0 & 0 & 0 & 0 & 0 \\
4 & 4 & 3 & 2 & 1 & 0 & 0 & 0 & 0 & 0 \\
5 & 3 & 2 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
5 & 4 & 2 & 2 & 1 & 0 & 0 & 0 & 0 & 0 \\
5 & 4 & 3 & 3 & 1 & 0 & 0 & 0 & 0 & 0 \\
5 & 4 & 4 & 3 & 2 & 0 & 0 & 0 & 0 & 0 \\
7 & 4 & 3 & 2 & 1 & 0 & 0 & 0 & 0 & 0 \\
7 & 5 & 4 & 2 & 1 & 0 & 0 & 0 & 0 & 0 \\
7 & 6 & 5 & 3 & 2 & 0 & 0 & 0 & 0 & 0 \\
7 & 6 & 5 & 4 & 3 & 0 & 0 & 0 & 0 & 0 \\
3 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
3 & 3 & 2 & 2 & 2 & 0 & 0 & 0 & 0 & 0 \\
4 & 2 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
4 & 3 & 3 & 1 & 1 & 0 & 0 & 0 & 0 & 0 \\
& & & & & & & & & &
\end{array}
\]

\[
\begin{pmatrix}
\alpha_1 \\
\alpha_2 \\
\alpha_3 \\
\vdots
\end{pmatrix}
\begin{pmatrix}
\begin{pmatrix}
\beta_1 \\
\beta_2 \\
\beta_3 \\
\vdots
\end{pmatrix} \\
\begin{pmatrix}
\gamma_1 \\
\gamma_2 \\
\gamma_3 \\
\vdots
\end{pmatrix}
\end{pmatrix}
\]

\[
\begin{pmatrix}
w_1 \\
w_2 \\
w_3 \\
w_4 \\
w_5 \\
w_6 \\
w_7 \\
w_8 \\
w_9 \\
w_{10}
\end{pmatrix}
\]
Appendix B. Generalized Exclusion Inequalities for Fermions

The Pauli exclusion principle is equivalent to the first of the following two inequalities which describe the case $r = 1$:

\[ x_1^\downarrow \leq 1, \quad \sum_{i=1}^{d-1} x_i^\downarrow \leq N. \]

The second equation is equivalent to $x_d^\downarrow \geq 0$, which implies that all coordinates should be indeed nonnegative, which is inherently true in the physical context. To illustrate larger values, it is more compact to express them in a matrix. Following Theorem 6, after solving the case $(r, N, d)$, when increasing the value of $r$ by 1, the minimal case $(r+1, N', d')$ to consider is such that $N' = N + 1$ and $d' = d + 2$. Below, we represent this minimal case by the coefficients located between the two vertical bars. The matrix gives the result for $r = 8$, so in dimension $d = 14$. The right-hand side term involving $N$ is determined using Proposition 6.18.
Appendix C. Generalized Exclusion Inequalities for Bosons

The case $r = 1$ has one inequality

$$\sum_{i=1}^{d-1} x_i^\perp \leq N.$$

It is equivalent to $x_d^\perp \geq 0$, which implies that all coordinates should be indeed nonnegative, which is inherently true in the physical context. To illustrate larger values, we again express the new inequalities in a matrix. Using Theorem 7, after solving the case $(r, N, d)$, when increasing the value of $r$ by 1, the minimal case $(r+1, N', d')$ to consider is such that $N' = N + 1$ and $d' = d + 1$. Below, we represent this minimal case by the coefficients located on
the left of the vertical bar. The matrix gives the result for \( r = 8 \), so in dimension \( d = 8 \). The right-hand side term involving \( N \) is determined by adapting Proposition 6.18.

| Ray coefficients | Right-hand side |
|------------------|------------------|
| \( r = 1 \)      | \( 2(\mathcal{N} - 1) + 2\mathcal{W}_1 + \mathcal{W}_2 + \mathcal{W}_3 + \mathcal{W}_4 \) |
| \( r = 2 \)      | \( 3(\mathcal{N} - 1) + 3\mathcal{W}_1 + 2\mathcal{W}_2 + \mathcal{W}_3 + \mathcal{W}_4 \) |
| \( r = 3 \)      | \( 4(\mathcal{N} - 1) + 4\mathcal{W}_1 + 3\mathcal{W}_2 + 2\mathcal{W}_3 + \mathcal{W}_4 \) |
| \( r = 4 \)      | \( 5(\mathcal{N} - 1) + 5\mathcal{W}_1 + 4\mathcal{W}_2 + 3\mathcal{W}_3 + 2\mathcal{W}_4 + \mathcal{W}_5 \) |
| \( r = 5 \)      | \( 6(\mathcal{N} - 1) + 6\mathcal{W}_1 + 5\mathcal{W}_2 + 4\mathcal{W}_3 + 3\mathcal{W}_4 + 2\mathcal{W}_5 + \mathcal{W}_6 \) |
| \( r = 6 \)      | \( 7(\mathcal{N} - 1) + 7\mathcal{W}_1 + 6\mathcal{W}_2 + 5\mathcal{W}_3 + 4\mathcal{W}_4 + 3\mathcal{W}_5 + 2\mathcal{W}_6 + \mathcal{W}_7 \) |
| \( r = 7 \)      | \( 8(\mathcal{N} - 1) + 8\mathcal{W}_1 + 7\mathcal{W}_2 + 6\mathcal{W}_3 + 5\mathcal{W}_4 + 4\mathcal{W}_5 + 3\mathcal{W}_6 + 2\mathcal{W}_7 \) |
| \( r = 8 \)      | \( 9(\mathcal{N} - 1) + 9\mathcal{W}_1 + 8\mathcal{W}_2 + 7\mathcal{W}_3 + 6\mathcal{W}_4 + 5\mathcal{W}_5 + 4\mathcal{W}_6 + 3\mathcal{W}_7 \) |
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