Generalized quantification of three-dimensional resolution in optical diffraction tomography using the projection of maximal spatial bandwidths
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Optical diffraction tomography (ODT) is a three-dimensional (3D) quantitative phase imaging technique, which enables the reconstruction of the 3D refractive index (RI) distribution of a transparent sample. Due to its fast, non-invasive, and quantitative 3D imaging capability, ODT has emerged as one of the most powerful tools for various applications. However, the spatial resolution of ODT has only been quantified along the lateral and axial directions for limited conditions; it has not been investigated for arbitrary-oblique directions. In this paper, we systematically quantify the 3D spatial resolution of ODT by exploiting the spatial bandwidth of the reconstructed scattering potential. The 3D spatial resolution is calculated for various types of ODT systems, including the illumination-scanning, sample-rotation, and hybrid scanning-rotation methods. In particular, using the calculated 3D spatial resolution, we provide the spatial resolution as well as the arbitrary sliced angle. Furthermore, to validate the present method, the point spread function of an ODT system is experimentally obtained using the deconvolution of a 3D RI distribution of a microsphere and is compared with the calculated resolution. The present method for defining spatial resolution in ODT is directly applicable for various 3D microscopic techniques, providing a solid criterion for the accessible finest 3D structures.

1. INTRODUCTION

Optical resolution is a measure of the ability to resolve fine details in an image, and is fundamentally limited by diffraction limit or the spatial bandwidth of an imaging system. Due to the limited spatial resolution, a point source is imaged as an enlarged spot, called the point spread function (PSF). In a linear shift-invariant imaging system, an outcome image is expressed as the convolution of an input image with the PSF of an imaging system.

In the 19th century, Rayleigh defined the spatial resolution as a minimum resolvable distance between two PSFs from two point sources [1]. This criterion is valid for an incoherent imaging system because two incoherent PSFs do not interfere with each other. However, for a coherent imaging system, two coherent PSFs interfere, and the resultant image depends on both the distance between the two sources and relative phase between PSFs [2]. Meanwhile, Abbe established the diffraction limit using the spatial bandwidth of an imaging system [3]. The resolution in the Abbe limit can be quantified as $\lambda/2NA$, where $\lambda$ is the wavelength of illumination and $NA$ is the numerical aperture (NA) of an imaging system. The Abbe limit is the inverse of the spatial bandwidth of an optical transfer function (OTF).

These precedent criterions for quantifying spatial resolutions are also applicable to three-dimensional (3D) microscopic techniques, including confocal microscopy, optical coherence tomography, X-ray computed tomography (CT), electron crystallography, and optical diffraction tomography (ODT). Although various studies have addressed the spatial resolution of 3D microscopy, the spatial resolution of 3D microscopic techniques has not yet been fully investigated.

Previously, the resolutions of 3D microscopes were quantified by experimentally measuring PSFs [4-7], and the corresponding OTFs of 3D microscopes are well defined by the analytical forms [8-14]. In most cases, only the lateral and axial resolutions have been discussed for specific imaging systems, while the resolution along an arbitrary angle remains unexplored.

Here, we systematically investigate the spatial resolutions along arbitrary directions exploiting projected spatial bandwidths in 3D Fourier space. We propose a general approach to quantify the spatial resolution in an arbitrary-oblique plane by exploiting the Fourier slice theorem and Abbe limit. Using the proposed method, we quantify the resolution of ODT systems across various methods and experimental environments. Although we used ODT to demonstrate the applicability, the present method is sufficiently general and can be readily applied to other various 3D microscopy techniques.

2. METHODS

A. Optical diffraction tomography

ODT is a 3D quantitative phase imaging (QPI) technique, which measures the 3D refractive index (RI) distribution of a transparent microscopic sample, such as biological cells [15-17]. ODT is an optical analog to X-ray CT; the 3D tomogram of a sample is reconstructed from multiple measurements of 2D images via the inverse scattering principle.

Generally, optical systems for ODT consists of a (i) QPI part to measure the 2D optical fields of a sample and (ii) device to control the angle of coherent illumination impinging onto a sample. The control of the illumination angle has been achieved using a galvanometric mirror [8, 18], spatial light modulator [19], or digital micromirror device [20, 21]. Alternatively, the rotation of a sample [22, 23] or the wavelength scanning of illumination beam [24] can also be used to achieve ODT. Recently, white-light illumination in combination with axial scanning was also used for ODT [25]. ODT provides label-free and quantitative imaging of live cells and tissues without complicated sample preparation procedures [26]. ODT has been widely utilized for the study of biological samples, including microalgae [27], plant biology [28], membrane biophysics [29], immunology[30], infectious disease [31], and pharmacology [32].

B. Spatial resolution in an arbitrary plane
Because ODT provides the morphology of various subcellular organelles in 3D, it has become increasingly important for examining micrometer-sized objects, not only in a lateral direction, but also in the arbitrary direction. As shown in Fig. 1(a), the ODT image of a hepatocyte shows various subcellular structures including nucleus membrane, nucleoli, and lipid droplets. However, the resolution of ODT has been studied mostly in the lateral or axial directions in a specific limited condition of optical imaging.

Due to the anisotrophy of OTF in 3D optical microscopes including ODT, the spatial resolution of 3D microscopes needs to be defined in arbitrary planes. This is because the collectible spatial bandwidth in 3D microscopes has a directional dependence [11, 34, 35]. In particular, most 3D microscopes suffer from a poor frequency cover range in the axial direction. Likewise, the resolution in ODT is restrictively quantified only for the lateral and axial directions. Conventional studies on ODT present an OTF of an ODT system with restrictively quantified spatial bandwidths along the lateral and axial directions [Figs. 1(b) – 1(c)] [8, 36]. However, the resolution in the oblique plane as in Fig. 1(d) remains unclear.

C. Different methods for ODT and their OTFs

Using measured multiple 2D optical fields, ODT reconstructs a 3D scattering potential in Fourier or spatial frequency space. According to Fourier diffraction theorem, each 2D optical field is mapped onto an Ewald sphere in Fourier space [15]. For each illumination angle, only a fraction of the Ewald sphere is measured and mapped due to the limited NA of the objective lens. By sequentially mapping each Ewald cap according to a corresponding illumination angle, the 3D scattering potential is reconstructed from which the 3D RI tomogram of a sample is retrieved via an inverse Fourier transformation.

Various ODT approaches have been proposed that include the measuring of multiple 2D optical fields. Among them, three representative approaches: the illumination scanning, sample rotation, and hybrid scanning-rotation methods, will be discussed in this work (Fig. 2).

In the illumination scanning method [Fig. 2(a)], the scattered fields from a sample are measured with various illumination angles (represented by its spatial frequency, \( \nu_i \)). Each Ewald cap is mapped so that its center is positioned at \(-\nu_i\) [Figs. 2(b)–2(c)] [15].

Depending on the sampling of \( \nu_i \), the illumination scanning method can be further classified. In this work, we address (i) circular scanning and (ii) full mesh scanning. The full mesh scanning utilizes all available \( \nu_i \) within the NA of a condenser lens, whereas the circular scanning utilizes \( \nu_i \) along the NA circle edge. Illumination scanning is the most commonly used technique in ODT because it is relatively easy to implement and can minimize the alteration of a sample. However, its image quality is degraded due to the inaccessible information along the axial direction, which is also known as the missing cone [34, 37].

In the sample rotation method [Fig. 2(d)], the orientation of a sample is rotated with respect to the axis parallel to the focal plane, while the illumination beam is fixed normal to the focal plane [22, 38, 39]. As the sample is rotated, multiple 2D optical fields are measured, which are then mapped onto Ewald caps [Figs. 2(e)–2(f)]. The 3D OTF of the sample rotation method is almost spherical, but also has missing frequency information along the rotation axis, which is also known as the ‘missing apple core’ [40]. The weakness of the sample rotation method is its difficult implementation because the stable and accurate rotation of a live biological cell is experimentally challenging.

The hybrid scanning-rotation method combines illumination scanning with sample rotation by conducting illumination scanning in different sample orientations [Fig. 2(g)] [36]. If illumination scanning is thoroughly conducted for all possible sample orientations, the scattering potential of a sample in frequency space is obtainable in a full spherical shape [Figs. 2(h) and 2(i)]. Thus, the 3D OTF of the hybrid method also becomes a perfect sphere with an isotropic
spatial bandwidth, which is larger than that of the mesh scanning method.

The lateral and vertical spatial bandwidths of the OTFs from various methods expressed in analytical form [8, 36] are given below:

\[
\begin{align*}
\Delta v_{x,y}^{\text{Mesh}} &= 2n_m v_0 \left( \sin \theta + \sin \theta' \right), \\
\Delta v_{x,y}^{\text{Circular}} &= n_m v_0 \left( 2 - \cos \theta - \cos \theta' \right), \\
\Delta v_{x,y}^{\text{Sample}} &= 4n_m v_0 \sin \left( \theta / 2 \right), \\
\Delta v_{x,y}^{\text{Hybrid}} &= 2n_m v_0 \sin \theta', \\
\Delta v_{x,y}^{\text{Sample}} &= 4n_m v_0 \sin \left( \theta + \theta' / 2 \right). \\
\end{align*}
\]  

(1)

where \( n_m \) is the refractive index of a medium; \( v_0 \) is the spatial frequency of an illumination beam in vacuum; and \( \theta \) and \( \theta' \) are angles obtained from the NA of condenser (\( N_A \)) and objective (\( N_A \)) lenses, respectively, using the relation \( N_A = n \sin \theta \). For example, mesh scanning with \( N_A = N_A = 1.25, n = 1.52 \), and \( \lambda = 63.2 \) nm gives the lateral resolution of 126 nm and axial resolution of 483 nm using Eq. (1) [8].

D. Projected spatial bandwidth method

The present method for quantifying the resolution in the arbitrary plane is an expansion of the Abbe limit to the 3D case. The spatial resolution is quantified along a specific direction by taking the inverse of the maximum achievable spatial bandwidth.

For a given ODT system with the 3D OTF \( O(\hat{v}) \), a reconstructed 3D scattering potential \( S \) is given by \( S(\hat{r}) = k^2 \left( n^2(\hat{r}) - n_m^2 \right) \) [15]. For a transparent biological sample, its RI can be assumed real. Then, the conjugate symmetry of the sample satisfies,

\[
S(\hat{v}) = S^*(\hat{v}^*),
\]  

(2)

where \( S \) and \( S^* \) denote the 3D Fourier transformation of \( S \) and the complex conjugation, respectively. Using Eq. (2), the following equation for the reconstructed scattering potential of a sample, \( \text{Re} \left[ S_{\text{obs}}(\hat{r}) \right] \), is (see Appendix A).

\[
\begin{align*}
\text{Re} \left[ S_{\text{obs}}(\hat{r}) \right] &= \text{Re} \left[ O(\hat{v}) S(\hat{v}) \exp(\hat{v} \cdot \hat{x}) d\hat{v} \right] \\
&= \frac{1}{2} \left[ O(\hat{v}) + O(-\hat{v}) \right] S(\hat{v}) \exp(\hat{v} \cdot \hat{x}) d\hat{v}.
\end{align*}
\]  

(3)

Then, the effective OTF for a transparent sample, \( O_{\text{eff}} \), is given by

\[
O_{\text{eff}}(\hat{v}) = \frac{1}{2} \left[ O(\hat{v}) + O(-\hat{v}) \right].
\]  

(4)

Once \( O_{\text{eff}} \) is obtained, the spatial bandwidth \( \Delta v \) along an arbitrary direction in 3D can be retrieved. According to Fourier slice theorem, a cross-sectional image in 3D image space is equal to the Fourier transform of the projection of the sample information onto the very plane in Fourier space [Figs. 3(b) and 3(c)]. Thus, from the projected OTF of an imaging system onto an arbitrary direction \( \hat{v}_i \), the maximum achievable spatial bandwidth along the direction \( \Delta v \) can be obtained. Using the obtained frequency, we can define the spatial resolution in the arbitrary direction \( d_i \), as Abbe did in the 2D case:

\[
d_i = \frac{1}{\Delta v}.
\]

Repeating the projection procedure over different angles, a set of resolutions of the corresponding ODT system in various angles can be retrieved, from which the 3D resolution of the ODT system is quantified [Fig. 3(d)]. The 3D resolution is presented as a function of the polar, \( \theta \), and azimuthal, \( \phi \), angles of \( \hat{v}_i \).

Numerical experiments were conducted to obtain the 3D resolution of various ODT methods. To effectively consider various combinations of the illumination and detection NAs, the 3D resolution quantification for each ODT method was simulated with three different partial coherence parameters \( \sigma = N_A / N_{A_0} = \{100\%, 90\%, \text{and} 70\%\} \) [41].

Fig. 3. (a) 3D OTF of an ODT system. To define the spatial resolution along the \( x_i \) direction, the spatial bandwidth of the 3D OTF along the \( v_i \) direction is obtained. The polar and azimuthal angles are denoted by \( \theta \) and \( \phi \), respectively. (b) The spatial bandwidth in an arbitrary direction \( \hat{v}_i \) is obtained from the projection of OTF onto \( \hat{v}_i \). (c) Projection of 3D OTF onto the \( v_1 \)–\( v_2 \) plane. (d) Calculated bandwidths along all \( \theta \) and \( \phi \).

3. RESULTS

As discussed in Section 2.B, the 3D resolution of ODT is systematically quantified and analyzed through numerical simulations using various OTFs and \( \sigma \). For various ODT systems, the 3D resolution is quantified as a function of \( \theta \) and \( \phi \). The following values were used for the simulation: \( \lambda = 532 \) nm, \( n_m = 1.337 \), and \( N_A = 1.2 \).

A. 3D resolution in ODT

The 3D resolution of the ODT systems for various methods (columns) and coherence parameters (rows) are shown in Fig. 4.

The illumination scanning methods (mesh and circular scanning) have minimum and maximum resolutions of 0.11 and 0.59 \( \mu \)m, respectively [Figs. 4(a)–4(f)]. The minimum resolution is achieved for the lateral direction \( \theta = 0.5\pi \), and the resolution gradually increases towards the axial direction \( \theta = 0 \). The poor resolution at \( \theta = 0 \) is a consequence of the short spatial bandwidth of the OTF along the axial direction. The intriguing point in the illumination scanning is that the 3D resolution of the mesh scanning and circular scanning coincides at \( \sigma = 100\% \). When the NAs of the condenser and objective lenses are the same, the resolution is 0.11 \( \mu \)m at \( \theta = 0 \) and 0.35 \( \mu \)m at \( \theta = 0.5\pi \) for both scanning methods [Figs. 4(a) and 4(d)]. The same 3D resolutions are obtained from the same effective OTF of the two ODT systems at \( \sigma = 100\% \). However, the resolving ability of the circular scanning method degrades rapidly as \( \sigma \) decreases, and the effective OTFs from mesh scanning and circular scanning start to differ. The circular scanning method has an axial resolution (where the resolution is the poorest) of 0.35, 0.48, and 0.59 \( \mu \)m at \( \sigma = 100, 90, \) and 70%, respectively [Figs. 4(d)–4(f)]. On the contrary, there is no
recognizable regression of resolution in the mesh scanning method as \( \sigma \) changes (only by a few nm) [Figs. 4(a)–4(c)].

The sample rotation method presents a uniform 3D resolution of 0.19 \( \mu \text{m} \), except for the small angular region near the rotation axis (the y-axis) where \( (\theta, \phi) = (0.5\pi, 0.5\pi) \) or \( (0.5\pi, 1.5\pi) \) [Figs. 4(g)–4(f)]. The resolution is 0.22 \( \mu \text{m} \) at the sample rotation axis. \( \sigma \) does not affect the resolution of the sample rotation method since the angle of the illumination beam is fixed normal to the sample plane.

The spatial resolution of the sample rotation method is smaller than the illumination scanning method in most directions, but the sample rotation has a larger minimum resolution compared with the illumination scanning method.

The hybrid scanning-rotation method presents uniform 3D resolutions of 0.11, 0.12, and 0.13 \( \mu \text{m} \) at \( \sigma = 100, 90, \) and 70\% respectively [Figs. 4(j)–4(f)]. The resolution of the hybrid method is less than that of the minimum resolution of the illumination scanning, as expressed by Eq. (5):

\[
\Delta v_{\text{phys}} = 2 \sigma \nu_{S} (\sin \theta + \sin \phi) \leq \Delta v_{\text{phys}}^\text{obs} = 4 \sigma \nu_{S} \sin \left( \frac{\theta + \phi}{2} \right). 
\]

Similar to the sample rotation method, the hybrid scanning-rotation method is difficult to implement; however, an enhancement in the spatial resolution can be achieved [36]

**B. Experimental verification**

To demonstrate the feasibility of the simulated OTFs in an experimental situation, we compared theoretical PSFs and the experimentally measured PSFs of an ODT system.

The experimental PSF, \( P_{\text{exp}}(r) \), was obtained by performing the deconvolution between the reconstructed scattered field and prior sample information, as described in Eq. (6) [42]:

\[
P_{\text{exp}}(r) = \hat{O}_{\text{exp}}(r) = \text{IFT} \left[ \hat{S}_{\text{obs}}(v) / \hat{S}(v) \right],
\]

where \( \text{IFT} \) denotes the inverse Fourier transformation and \( \hat{S}_{\text{obs}}(v) \) is an experimentally measured scattering potential corresponding to the sample information given by Eq. (1).

The result is shown in Fig 5. A silica bead was experimentally measured [Fig. 5(a)], and the 3D resolution of the used ODT system was investigated using the measured RI tomogram. Detailed information relating to the experimental is described in Appendix B and Ref. [37]. A phantom of the bead \( \hat{S}(v) \) was generated using information regarding the microsphere provided by the manufacturer \( (n = 1.34 \text{~and~} \text{a~diameter~of~5} \mu \text{m}) \) [Fig 5(b)].

Before the deconvolution process, \( \hat{S}(v) \) was band-pass filtered in frequency space to avoid divergence during the division in Eq. (6): the absolute value of \( \hat{S}(v) \) was set to one, and its absolute value was smaller than 10\%-26\% of the maximum \( |\hat{S}(v)| \). The phase of \( \hat{S}(v) \) was conserved during the filtering process.

The threshold value was determined so that 99\% of the original bandwidth was utilized after the band-pass filtering. Conversely, the theoretical PSF, \( P_{\text{theory}}(r) \), was obtained by taking the inverse Fourier transformation of the theoretical OTF, \( O_{\text{theory}}(v) \):

\[
P_{\text{theory}}(r) = \text{IFT} \left[ O_{\text{theory}}(v) \right].
\]

The experimental PSF, together with the theoretical PSF is shown for various polar angles in Fig. 5(d). The experimentally measured resolutions in 3D are consistent with those expected from the numerical simulation. For most of the angles, the central peaks of pairs of PSFs overlap, with consistent widths. The discrepancy between the two PSFs is most significant in the axial direction \( (\theta = 0) \), where the optical aberration is the most significant. Another observable difference is the side lobes in the experimental PSFs. The diverging voxels create side lobes in frequency space, which was not eliminated in the band-pass filtering process. Other errors may come from the sparsely measured high-frequency region, where noises are not completely averaged out.

---

Fig. 4. 3D resolutions of ODT as a function of \( \theta \) and \( \phi \) obtained for various beam illuminations and partial coherence parameters. (a–c) Mesh scanning. (d–f) Circular scanning. (g–i) Sample rotation. (j–l) Hybrid method. The OTFs of various ODT methods are shown as insets in the first row.
4. DISCUSSIONS
We present a general approach to quantify the 3D resolution of ODT. Exploiting 3D OTFs and the maximum achievable spatial frequency, the resolutions along arbitrary directions are systematically investigated for various types of ODT. The present method is verified by an experiment using a silica microsphere. Our method provides a quantitative and intuitive description of the 3D imaging capabilities of microscopes, which was not achieved by simple presentation of the 3D PSF or OTF.

The present technique is sufficiently broad and general, offering approaches for the prediction and quantification of other 3D QPI techniques, including 3D ptychography and white-light diffraction tomography [25, 43, 44]. It serves as an important method in diverse applications. Furthermore, because the present method is based on 3D OTF, it can be applied not only to coherent microscopy, but also to various types of incoherent 3D microscopy [12-14].

Although this work focuses on a transparent object, the approach can also be expanded to absorptive samples. To obtain the absorption tomogram of a sample, the imaginary part can be retrieved from the reconstructed 3D tomogram of complex RI values. For absorptive samples, the resolution can be quantified using the original OTF of an ODT system. To apply the present method to absorptive samples, aberrations in an ODT system should be minimized so that the OTF is point symmetric about the origin. Otherwise, the corresponding PSF becomes a complex-valued function, resulting in an inaccurate quantification of 3D resolution.

The present method is also applicable to partially coherent ODT (PC-ODT) or incoherent ODT. In PC-ODT, partially coherent light impinges onto a sample, and the 2D images from various z-planes are collected to reconstruct the 3D RI tomogram [45-47]. The band-pass filtering process is performed before the reconstruction of the

![Image](https://example.com/image.png)

Fig. 4. Experimental assessment. (a) Cross-sectional slices of the reconstructed RI map of a silica bead in the x-y, x-z, and y-z planes. (b) Phantom of an ideal 5 μm-diameter silica bead. (c) Experimental PSF of the optical system acquired using the deconvolution of the experimentally measured tomogram and the phantom. (d) Experimental and theoretical PSF viewed at various polar angles.

scattering potential of a sample, so that the OTF of the PC-ODT is discrete, unlike the OTFs in coherent ODT. Because the proposed method defines the resolution from the cut-off spatial bandwidth, the artifacts from discrete OTF may not be included.

It should be noted that the regularization or discretization methods [34, 37, 48] that have been used to enhance the image quality in ODT by filling the missing cone information, can alter the maximum spatial bandwidth. Thus, the use of this regularization should be carefully performed, particularly when addressing the 3D resolution of ODT systems using the present method.

5. CONCLUSIONS
In conclusion, we have established a full-angle resolution quantification method for an ODT system. The resolution of the ODT system for an arbitrary, oblique angle was quantified by taking an inverse of the spatial bandwidth in the corresponding direction. The spatial bandwidth in the direction of interest was obtained by projecting the effective OTF at the same direction. The set of resolution values obtained at various angles was defined as the 3D resolution of the ODT system.

Using the present method, the 3D resolutions of ODT systems with different methods and coherence parameters were quantified. The results provide the resolution of ODT in all 3D directions, which was not explicitly measured in the past.

Furthermore, the validation of the theoretical OTF used for the simulation was conducted by comparing experimental and theoretical PSFs. Despite the presence of noises and aberration arising from the unideal imaging system, the central peak of the PSFs overlapped in the central region, proving the validity of the ideal OTF used in the simulation.

Although the demonstration of the present method was limited to ODT systems, the method also applies to various 3D microscopes using their OTFs. We expect that this work will provide solid criterion in the resolution of 3D microscopes for various studies.

APPENDIX A: Effective OTF
In ODT, the obtained reconstructed scattering potential is expressed as a product of an original scattering potential, $\hat{S}(v)$, and the OTF of an imaging system, $O(v)$, as follows;

$$S_{\text{obs}}(v) = O(v)\hat{S}(v).$$  \hspace{1cm} (A1)

The real part of the sample information is then obtained by taking the inverse Fourier transformation.

$$\text{Re}\left[S_{\text{obs}}(F)\right] = \text{Re}\left[\int O(v)\hat{S}(v)\exp(iv\cdot x)dv\right].$$  \hspace{1cm} (A2)

The real and imaginary parts of the sample scattering potential can be written separately as $\hat{S}(v) = \hat{S}_r(v) + j\hat{S}_i(v)$, and by the conjugate symmetric property of the real-valued sample $\hat{S}(-v) = \hat{S}^*(v)$, we get $\hat{S}_r(v) = \hat{S}_r(-v)$ and $\hat{S}_i(v) = -\hat{S}_i(-v)$. Equation (A2) can then be rewritten as

$$\text{Re}\left[S_{\text{obs}}(F)\right] = \int \text{Re}\left[O(v)\hat{S}_r(v)\cos(v\cdot x) - \hat{S}_i(v)\sin(v\cdot x)\right]dv.$$  \hspace{1cm} (A3)

where the effective OTF is defined as $O_{\text{eff}}(v) = \frac{1}{2}[O(v) + O(-v)].$

**APPENDIX B: Experimental setup**

The schematic of the used ODT setup used is shown in Fig. A1. The system is based on off-axis Mach-Zehnder interferometry equipped with a DMD.

The plane wave from a diode-pumped solid-state laser ($\lambda = 532 \text{ nm}$, 50 mW, Cobolt Co., Solna, Sweden) was split into the sample and reference arm using a fiber coupler (TW5602RF2, Thorlabs, Inc., USA). The DMD (DLP LightCrafter 3000, Texas Instruments, Inc., USA) was used to control the angle of the illumination beam impinging onto a sample [20]. The beam diffracted from the DMD was illuminated onto a sample using a condenser lens (UPLASAP060XW, Olympus Inc., Japan). Then, the scattered beam from a sample was collected using an objective lens (UPLASAP060XW, Olympus Inc., Japan). The NAs of the objective and condenser lenses were 1.42 and 0.9, respectively. Then, both the sample and reference beams were combined by a beam splitter and projected onto a CCD camera (FL3-U3-13Y3M-C, FLIR Systems, Inc., USA), where spatially modulated holograms were recorded. In total, 50 2-D optical fields were used to reconstruct a 3D RI tomogram.
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