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Abstract

Estimating a predictive model from a dataset is best initiated with an unbiased estimator. However, since the unbiased estimator is unknown in general, the problem of the bias-variance tradeoff is raised. Aside from searching for an unbiased estimator, the convenient approach to the problem of the bias-variance tradeoff may be to use the clustering method. Within a cluster whose size is smaller than the whole sample, we would expect the simple form of the estimator for prediction to avoid the overfitting problem. In this paper, we propose a new method to find the optimal cluster for prediction. Based on the previous literature, this cluster is considered to exist somewhere between the whole dataset and the typical cluster determined by partitioning data. To obtain a reliable cluster size, we use the bootstrap method in this paper. Additionally, through experiments with simulated and real-world data, we show that the prediction error can be reduced by applying this new method. We believe that our proposed method will be useful in many applications using a clustering algorithm for a stable prediction performance.

Introduction

When analyzing relationships among variables, including random variables with an equation of $y = f(x) + e$, where $e$ is a random vector of a certain distribution with zero mean and preset covariance, two main problems are generally encountered: one is related to $f(x)$ and the other to $e$. The latter mainly includes heteroscedasticity and serial correlation problems, which induce efficiency of the estimator to decrease, thereby hindering rigorous hypothesis testing. The former, which is related to the misspecification problem leading to biased estimator, frequently presents a critical problem. In numerous applications, unless an underlying theoretical foundation for an approximation model has been rigorously established or is widely acknowledged in a related area, one is prone to obtaining a biased estimator.

If the purpose of a study is to verify an exact relationship among the given variables of a certain dataset, the first priority is to set the approximation model with the best fit—i.e., an unbiased model specific to the given dataset. However, for prediction purposes, one may not
struggle to obtain an unbiased estimator to yield the smallest error metric by considering only
the given dataset. In fact, focusing only on the given dataset may result in the overfitting prob-
lem, which hinders accurate prediction; therefore, a biased approximation model can some-
times be useful for the purpose of prediction.

Using a biased approximation model, the more instances we use, the greater the predictor
bias we obtain. Therefore, with a biased approximation model, a subsampling approach could
yield a more accurate performance up to the point where the gain from the reduced bias
exceeds the loss from the increased variance [1]. Conversely, the subsampling approach could
have serious drawbacks when the increased variance considerably exceeds the reduced bias
because the convergence rate of variance is generally $O(N^{-1})$, where $N$ is the sample size. More-
over, searching for every neighbor reference of a target point, such as the k-nearest neighbor
and moving average methods, is computationally expensive [2]. Considering these factors, a
more efficient method would be to partition the data into clusters. Clustering methods are
easy to implement and extensively used as one of the unsupervised learning methods. How-
ever, in general, the number of clusters is not analytically obtained, but numerically searched
in a set of candidate numbers. Therefore, it is prone to lead to the overfitting problem [3, 4].

With the effect of the overfitting problem, a poor cluster would cause high variance [5] because
the small size of the subsample usually displays a high variance [6, 7]. Thus, determining how
to adequately adjust the size of the cluster would be a key approach to overcome the high vari-
ance and the overfitting problem. In particular, to adjust the size of the cluster for prediction,
we may consider the cluster close to a prediction target, unlike the usual clustering method fit-
ting a whole dataset. In the current study, the term last cluster indicates the cluster located clos-
est to a prediction target after partitioning the data into clusters using a method such as k-
means clustering because considering only the last cluster in a prediction problem can be an
efficient way to achieve accurate prediction. For example, Oh and Kim [8] obtained a good
prediction performance using stock market data by referring to the last homogeneous clusters
obtained from the data.

Meanwhile, the high variance problem using the last cluster can still present a problem dur-
ing prediction because it is difficult to determine the size of the last cluster that ensures an
accurate prediction. Hence, balancing the bias and the variance would be useful for the predic-
tion problem using the last cluster. As mentioned above, adjusting the size of the last cluster
would reduce the variance of a cluster obtained from partitioning data, which helps balancing
the bias and the variance, so that the prediction accuracy would improve. Thus, in the current
study, adjusting the size of the last cluster for the accurate prediction will be focused on.

Consider a function $f(x)$ and its arbitrary estimator $\hat{f}(x)$. Then, the mean squared error
(MSE) of $\hat{f}(x)$ is decomposed into $E[(f(x) - E[\hat{f}(x)])^2] + E[(E[\hat{f}(x)] - f(x))^2]$, which is a
squared bias plus a variance. Hence, we can reduce the MSE by controlling the squared bias
and the variance. However, unless $f(x)$ is known, it is not easy to directly control the bias by
specifying an estimator. Therefore, the method of reducing the variance can be more efficient.
In addition, model regularization using a shrinkage method, such as least absolute shrinkage
and selection operators (LASSO), is also popular for balancing bias and variance. In model
estimation, these methods avoid the overfitting problem by adopting a new hyperparameter,
termed a tuning parameter, that leads to increasing bias but decreasing variance through a
smoothing effect. In general, this tuning parameter is usually obtained by cross-validation [9]
and is helpful in alleviating the overfitting problem.

Aside from the model regularization methods, other unique approaches to the bias-variance
balance in the econometrics community exist that address the trade-off between bias and vari-
ance with structural breaks in a dataset because structural breaks can be useful in determining
where to partition a given dataset. Elliott [10] attempted to improve prediction accuracy by using weighted-averaging on the regression results for multiple structural breaks. Pesaran and Timmermann [11] presented some approaches based on structural breaks to determine a window (or cluster) size to achieve accurate prediction. Furthermore, also considering the structural breaks, Clark and McCracken [12] proposed a novel approach to improve the prediction accuracy by combining two estimated regression coefficients using a new hyperparameter, similar to LASSO.

The bootstrap method is well-known for reducing the bias [13] and variance [14] of an estimator. This method allows us to approximate an underlying functional form of a given dataset by averaging the noise of different bootstrapped samples out, thereby reducing bias. Furthermore, it is useful in obtaining an estimator with low variance through training a model multiple times. In particular, the relative advantage of variance reduction is often achieved at the expense of a slight increase in bias [15], which is one of the reasons why the bagging algorithm can improve model accuracy. Bauer and Kohavi [16] reported numerical results on the relatively greater variance reduction compared to bias reduction by using the bagging algorithm in a series of experiments. Fumera et al. [17] also showed that the bagging algorithm of $N$ bootstrap replicates induces the same bias as that of a single bootstrap replicate but decreases the variance by a factor of $N$.

Therefore, combining the idea from a new model parametrization (such as the shrinkage method or the combination of two estimated regression coefficients) with the bootstrap method would be useful in balancing bias and variance, thus improving model prediction accuracy. Additionally, because a data-fitting-oriented model often leads to overfitting in many applications, it would be more efficient to adjust the size of the last cluster rather than to fit the entire dataset. In this study, the size-adjusted last cluster is termed as an adjusted last cluster (aCL), which has a size that falls between the size of the entire dataset and that of a last cluster by partitioning data. We expect this approach would improve the prediction performance of models based on the balance between bias and variance.

**Materials and methods**

**Notations and assumptions**

Here, we follow some conventional notations. Hat (‘) notations such as $\hat{a}$ indicate an estimate, and an overbar (‘$\overline{\cdot}$’) such as $\overline{a}$ denotes an average value.

Consider a given dataset $Z_N = \{Z_n : Z_n = (x_n, y_n) \in \mathbb{R}^{m+1}, n = 1, \ldots, N\}$, where $x_n = (x_{1n}, x_{2n}, \ldots, x_{mn})^T \in \mathbb{R}^m, y_n \in \mathbb{R}$, in which the $Z_n$’s are arranged by the norm of $x_n, \|x_n\|$, for prediction purposes. We want to determine the aCL to accurately predict $y_{N+h}$ at $x_{h+h}$ beyond $x_N$, where $h$ is the prediction horizon. To accomplish this, assume that $x_n$ and $y_n$ follow a data generating process (DGP) as follows:

$$y_n = f(x_n) + \epsilon_n, \quad (1)$$

where $\epsilon_n$ is an independent and identically distributed random variable with zero mean, a variance of $\sigma^2$ and is independent of $x_n$.

Considering an estimator $\hat{f}(x_n)$ based on $Z_N$ for $f(x_n)$, our goal would then be to estimate $\hat{f}(x_n)$ to accurately predict $y_{N+h}$ at $x_{N+h}$. The function $\hat{f}(x_n)$ is usually obtained by minimizing the risk function as follows:

$$R(\hat{f}(x_n)) = E[(y_n - \hat{f}(x_n))^2], \quad (2)$$

where $E[\cdot]$ is the expected value.
Using $\hat{f}(x_n)$, the prediction error (PE) is given by

$$\text{PE}(\hat{f}(x_{N+h})) = E[(y_{N+h} - \hat{f}(x_{N+h}))^2].$$

In the Results and Discussion section, in order to verify the method demonstrated in this paper, we will compare the prediction performances of the methods presented in this paper using the PE and test the statistical significance of the prediction performances.

Bias and variance of a predictor: Whole dataset and subsample

In practice, the risk function is estimated as follows:

$$R(\hat{f}(x_n)) = \frac{1}{N} \sum_{n=1}^{N} (y_n - \hat{f}(x_n))^2.$$  

(4)

Considering a linear estimator $\hat{f}(x_n) = \sum_{k=1}^{m} b_k x_{kn} = \beta^T x_n$ for $\beta \in \mathbb{R}^m$; the estimate is obtained by minimizing the risk function with respect to $\beta$:

$$\hat{\beta} = \arg\min_{\beta \in \mathbb{R}^m} R(\hat{f}(x_n))$$

(5)

$$= (X_N^T X_N)^{-1} X_N^T y_N,$$

where $X_N = (x_1, x_2, \ldots, x_N)^T$ and $y_N = (y_1, y_2, \ldots, y_N)^T$. Then, the predictor is $\hat{f}(x_{N+h}) = \hat{\beta}^T x_{N+h}$.

However, this predictor is based on the assumption that a linear estimator is applicable to the whole dataset; hence, this predictor produces a vulnerable prediction performance depending on the shape of the true function. For example, consider a DGP, $y_n = -0.5x_{1n} + x_{1n}^2 + e_n$, $e_n \sim \mathcal{N}(0,1)$ and a linear estimator $\hat{f}(x_{1n}) = a_0 + a_1 x_{1n}$ over the whole dataset. Then, the value predicted by this estimator over the whole dataset would be quite distant from the prediction target as shown in Fig 1. However, the predicted value from a subsample of the given dataset achieves a more accurate prediction.

Furthermore, as more samples are used, the bias of the predictor increases but its variance decreases, as shown in Fig 2. In general, an estimator from a subsample suffers from high variance, whereas the estimator from a whole dataset suffers from high bias [18]. Therefore, a size-adjusted subsample optimal for prediction should exist based on the balance between bias and variance [19]. For example, the size of such a subsample would be approximately 26, as seen in Fig 2.

To obtain the optimal subsample for prediction, first it is necessary to partition a given dataset using a method such as k-means clustering. However, determining the size of the last cluster for prediction may not be easy. To reliably determine the size of the last cluster, knowing the change points, structural breaks and local extrema of the given DGP can be useful. In practice, such values are not known a priori; one must guess the size of the last cluster by simply observing a graph of the DGP in an exogenous manner. However, partitioning the dataset in such a manner might be unreliable because the dataset observed is only a single realized sample among all the possible samples generated by the DGP. Thus, to obtain the size of the last cluster reliably, we would need to consider as many realized samples as possible, which would be unfeasible in practice. As an alternative, the bootstrap method used in [20] can be useful for virtually mimicking these samples to obtain the reliable last cluster.
Adjusted last cluster for prediction

When simply partitioning one realized dataset, the size of the last cluster may be estimated to be smaller than the last cluster of the true function because the partitioning process of one realized dataset tends to be affected by noise, $e_n$. To avoid this problem, adequately expanding the size of the last cluster results in reducing a predictor’s variance and would therefore be an alternative for approximating the last cluster of the true function. Hence, the aCL between the last cluster achieved by partitioning one realized dataset and the whole dataset would yield a more accurate prediction performance as long as the decreased variance by expanding the size of the last cluster exceeds the increased bias, similar to a regularization method such as LASSO [21].

In the following example, Fig 3A depicts the prediction by one realized sample (dotted line). A true function (solid line) is $f(x)$, and a linear estimator is used. The size of the last cluster (cluster, dashed line) from which a predictive value is obtained appears to be relatively small and is much influenced by noise, hence rendering a nonnegligible gap between the predictive value (circle) and the prediction target (asterisk). In contrast, Fig 3B shows that the new sample (BTSmean, dashed line with square) averaged over bootstrapped samples (BTS, dotted lines) well approximates the true function $f(x)$. The last cluster (aCL, dashed line) based on the new sample is larger than the last cluster of the sample in Fig 3A. Thus, the predictive value of this last cluster more accurately indicates the prediction target.
Fig 2. Change of MSE, squared bias ($\text{Bias}^2$) and variance (Var) of the predictor according to the number (n) of samples used in estimation. Here, the DGP and the estimator are the same as those in Fig 1.

https://doi.org/10.1371/journal.pone.0223529.g002

Fig 3. Prediction based on the last cluster of one realized sample (A) and the last cluster of the new sample from bootstrapped samples (B). The predictive value (circle) in 3B indicates the prediction target (asterisk) more accurately than does the predictive value (circle) in 3A. DGP: $y_n = -2x_{1n} + 2x_{2n} + e_n \sim N(0,1)$.

https://doi.org/10.1371/journal.pone.0223529.g003
Analogue to the idea of aCL, Clark and McCracken [12] proposed a novel approach to obtain a new regression coefficient for more accurate prediction by linearly combining two estimated regression coefficients under structural breaks: one estimated from a last rolling window (or a last cluster) and the other estimated from a recursive window (or a whole dataset).

Consider a sample \( Z_N \) realized from (1) and the linear estimator in (4)–(5), and denote the estimated regression coefficient obtained from the recursive window of size \( N \) as \( \beta_R \) and the estimated regression coefficient obtained from the last rolling window of size \( L \) as \( \beta_L \). Then, the linear combination of these two estimated regression coefficients \( \beta_C \) is

\[
\beta_C = \alpha \beta_L + (1 - \alpha) \beta_R, \quad 0 \leq \alpha \leq 1.
\]

Hence, \( \beta_C \) is a compromise solution between \( \beta_L \) and \( \beta_R \). Clark and McCracken [12] showed that \( \beta_C \) allows more accurate prediction by inducing lower bias than \( \beta_R \) and lower variance than \( \beta_L \).

However, in [12], only one realized dataset was considered, and the regression coefficients already estimated from the last rolling window and the recursive window were used for \( \beta_C \) rather than being based on a last cluster optimal for prediction.

Therefore, if a sufficient number of realized datasets from a certain DGP are given and \( \beta_C \) is estimated from using these datasets, we can obtain a more generalized estimate for \( \beta_C \), which leads to more accurate prediction.

However, in practice, we cannot acquire many realized datasets from the DGP. Hence, in this paper, we adopt the bootstrap method to reproduce such datasets and achieve more accurate prediction as shown in Fig 3. We summarize the aCL method based on the bootstrap method as below.

**Algorithm** Prediction (one-step ahead) using the aCL

1: Given a set \( Z_N = \{Z_n: Z_n = (x_n, y_n) \in \mathbb{R}^{m-1}, n = 1, ..., N\} \)
2: for \( m \in \{1, ..., m\} \) do
3: Reproduce the \( i \)-th bootstrap dataset, \( Z_i = \{Z_n: Z_n = (x_m, y_m) \in \mathbb{R}^{m-1}, n = 1, ..., N\} \)
4: Obtain a last cluster by partitioning the dataset (such as k-means clustering), and denote the size of the last cluster as \( L' \)
5: Let the size of aCL be \( C' = \alpha L' + (1 - \alpha) N, \ 0 \leq \alpha \leq 1 \)
6: Estimate \( \hat{C}' \) by minimizing the value of the risk function, \( \hat{C}' = \arg \min_{C_0 \in \mathbb{R}^N_{C'1}} \frac{1}{N} \sum_{n=0}^{N-1} (y_n - \hat{f}(x_n))^2 \)
7: end for
8: Calculate the average of the \( \hat{C}' \)'s, \( C = \frac{1}{m} \sum_{i=1}^{m} \hat{C}' \)
9: Estimate the regression coefficient using
10: \( \hat{\beta}_C = \arg \min_{\beta \in \mathbb{R}^{m-1}} \frac{1}{N} \sum_{n=0}^{N-1} (y_n - \hat{f}(x_n))^2 \)
11: Using \( \hat{\beta}_C \), construct the predictor \( \hat{f}(x_N) \) for \( y_{N+1} \)

Hence, the aCL acquired via the bootstrapped datasets is used for the predictor \( \hat{f}(x_{N+1}) \) rather than the last cluster obtained by simply partitioning the dataset, and it is expected to achieve a more accurate prediction performance based on the balance between bias and variance. The prediction performance of the presented method will be compared with other relevant methods in the Results and Discussion section.

**Methods for evaluating prediction error**

In this section, we present several methods for comparing the prediction performance of the aCL method. First, we briefly introduce three existing optimization methods to check whether the aCL method improves the prediction performance of the optimization methods. Next, as
competitors to the aCL method, we introduce three methods relevant to the aCL method. The numerical results of the prediction errors comparison are then presented in the Results and Discussion section.

**Optimization methods.** Because the aCL method is a way of searching for a last cluster optimal for prediction, we can apply it to general optimization methods. Therefore, we need to assess whether combining the aCL method with an optimization method reduces the prediction error of the optimization methods.

First, we combine the aCL method with ordinary least square (OLS), which is the most widely used optimization method due to its ease of use and easy interpretation. Under certain conditions, OLS is known to yield the estimator with the lowest variance among linear unbiased estimators [22]; however, in practice, it is not easy to create a linear unbiased estimator covering an entire dataset. However, a linear estimator can fit the data well when considering only a subsample of the entire dataset.

**Least squares adjusted with pseudo data.** The aCL method was next applied to a new optimization method for prediction—least squares adjusted with pseudo data (LSPD) [23]. The main principle of LSPD is to convert test error (or prediction error) into training error (or residual) by adopting a pseudo data point for a prediction target.

In general, to calculate the prediction target, the parameters of a predictive model are estimated by minimizing the training error using a given dataset, which can often lead to overfitting. Focusing only on a given dataset during optimization is one of the biggest reasons for the occurrence of the overfitting problem because it results in estimated parameters that fail to accurately predict the prediction target beyond the given dataset. Some methods using pseudo data beyond the given dataset have been suggested in the nonparametric community. For example, Schuster [24] suggested the reflection data method. When estimating kernel density with a dataset \( \{X_1, X_2, \ldots, X_N\} \), this method claimed that adding a pseudo dataset \( \{-X_1, -X_2, \ldots, -X_N\} \) to the former could yield a consistent kernel density estimator based on the symmetry property of the kernel density function. Similarly, Cowling and Hall [25] proposed a general version of the reflection data method that can be used when discontinuities in the density derivatives exist.

However, unlike in kernel density function estimation, we are unable to use the symmetry property of a kernel density function in the prediction problem. There is little research on using pseudo data in the prediction problem, but Breiman [26] proposed a pseudo data method that reproduces the pseudo data from a certain convex combination of a given dataset to achieve more accurate prediction. Similarly, LSPD supposes that we can attain some pseudo data points close to the prediction target and add those to the given dataset to generate a new dataset. The estimated parameters based on the new dataset may then be useful for a more accurate prediction result by avoiding focusing only on the given dataset and thus alleviating the overfitting problem.

Put a pseudo data point \( y_{N+1}^p \) close to \( y_{N+1} \) and denote the set including it by \( Z_{N+1}^p = \{(x_1, y_1), (x_2, y_2), \ldots, (x_N, y_N), (x_{N+1}, y_{N+1})\} \). Then, the following holds [23]:

\[
E[(y_{N+1} - \hat{f}(x_{N+1}))^2 | Z_{N+1}^p] \leq E[(y_{N+1} - \hat{f}(x_{N+1}))^2 | Z_N],
\]

where \( E[|A|] \) is the conditional expected value given \( A \).

In addition, among the various types of \( y_{N+1}^p \), Kim et al. [23] reported that a sample mean of a given dataset usually results in the lowest prediction error. We use the sample mean for \( y_{N+1}^p \) in this study.

**Least absolute shrinkage and selection operator.** Finally, we apply the aCL method to LASSO to investigate whether it still holds in the regularization method. LASSO generally
provides a biased estimator due to penalization of the estimated coefficients \[27\]. Taking the
previous example of a linear estimator used in (4)–(5), the LASSO method minimizes
\[
\sum_{n=1}^{N} (y_n - \sum_{k=1}^{m} b_k x_{kn})^2 + \lambda \sum_{k=1}^{m} |b_k|,
\]
where \(\lambda\) is the penalty (or tuning) parameter. 10-fold cross-validation is used to estimate \(\lambda\) in
this study. The first term of (8) is the OLS method, which can possibly cause overfitting in a
whole dataset, and the second term is the penalization term, which allows a predictive model
to avoid the overfitting problem but leads to a biased estimator. Meanwhile, the aCL method
uses a subsample of the given data; hence, it would not cause serious overfitting. In addition,
based on this advantage, the penalization term would not shrink the estimated coefficients
more than necessary, which alleviates the biased-estimator problem. Therefore, the aCL
method is expected to reduce the prediction error when combined with LASSO.

**Competing methods.**

**K-means clustering.** The k-means clustering algorithm is a well-known and widely used
method of partitioning data. Hence, we evaluated whether the aCL method can reduce the prediction error compared to k-means clustering.

In general, k-means clustering is used for performing classifications; however, because it is
based on unsupervised learning, k-means clustering is also useful for making predictions on
real-world data problems \[27, 28\]. Meanwhile, the problem of selecting the appropriate k value
in an application persists. Suppose that \(Z_N\) is partitioned into k subsets, \(S_1, S_2, \ldots, S_k\). The k
value is estimated as follows:
\[
\hat{k} = \arg\min_k \sum\sum_{i=1}^{k} \sum_{z_n \in S_i} \|z_n - \mu_i\|^2,
\]

where \(\mu_i\) is the mean of \(S_i\).

Because the value of k is numerically determined in many cases \[28\], it is dependent on a
type of data or on researcher knowledge. Moreover, the noise in a given dataset can easily lead
to a small-sized cluster. Very small clusters result in high predictor variance, such that the prediction error increases beyond what is desirable \[7\]. Therefore, the aCL with a size between a
last cluster and the whole dataset can result in lower prediction error than can k-means
clustering.

**The new sample averaged over bootstrap samples.** As shown in Fig 3, the true function
can be well approximated by bootstrap samples. Namely, a new sample averaged over the boot-
strap samples can achieve a more accurate prediction performance than when simply using
only one realized sample. Therefore, we need to evaluate the prediction performance based on
the new sample averaged over the bootstrap samples compared to the aCL method.

**Linear combination of two coefficients.** As explained in the previous section, Clark and
McCracken \[12\] suggested that the linear combination of two estimated regression coefficients
improves the prediction performance, similar to the idea of the aCL method. However, in \[12\],
only one realized sample was used, and a small number of change points were assumed. The
aCL method is derived from using bootstrap samples and involves the last cluster among the
multiple clusters in a given dataset; thus, the aCL method is expected to achieve a more accu-
rate prediction result than the linear combination of two estimated regression coefficients.

**Results and discussion**

**Simulation study**

**Simulation models.** To examine whether the aCL method applies well to various func-
tional forms, we conducted Monte Carlo simulations over four types of DGPs (100 Monte
Carlo simulations for each DGP). The aCL method helps to find the change point of \( f(x) \), at which a whole sample is adequately partitioned so that a linear estimator fits well to the last cluster. Therefore, the DGPs having the change point would be good examples. DGP 1 is a univariate quadratic model, in which a change point exists at the local maximum. DGP 2 consists of two planes where the change points occur at the midpoint of a sample; thus the optimal location for partitioning data would be around the midpoint. DGP 3 is a hyperbolic paraboloid that resembles a saddle, in which a change point can be made from two directions. Thus, finding where to partition a given dataset is challenging. Finally, as a general example of DGP, we set DGP 4 to a multivariate polynomial function form. All the DGPs are estimated by a linear estimator as in (4)–(5):

\[
\begin{align*}
\text{DGP 1} & \quad y_n = -3(\theta_1 + \theta_2) - 2 \frac{\partial_1}{\partial_2} x_{1n} + 2 \frac{\partial_2}{\partial_1} x_{2n}^2 + e_n \\
\text{DGP 2} & \quad y_n = \begin{cases} 
1 \frac{\partial_1}{\partial_2} x_{1n} + \frac{\partial_2}{\partial_1} x_{2n} + e_n & \text{for } n \leq \frac{N}{2} \\
1 \frac{\partial_2}{\partial_1} x_{1n} + \frac{\partial_1}{\partial_2} x_{2n} + e_n & \text{for } n > \frac{N}{2}
\end{cases}
\end{align*}
\]

\[
\text{DGP 3} \quad y_n = \frac{1}{\theta_1} x_{1n}^2 - \frac{1}{\theta_2} x_{2n}^2 + e_n
\]

\[
\text{DGP 4} \quad y_n = \frac{\theta_1}{\theta_2} x_{1n} + \frac{\theta_2}{\theta_1} x_{2n} + \theta_1 x_{1n} x_{2n} + \theta_2 x_{2n}^2 + e_n.
\]

To consider the dynamic structure in each DGP, we let \( x_{mn} \) follow the AR(1) structure for \( m = 1 \) and 2; \( x_{1n} = 0.5 x_{1n-1} + e_{1n}, e_{1n} \sim N(0,1) \) and \( x_{2n} = 0.7 x_{2n-1} + e_{2n}, e_{2n} \sim N(0,1) \), respectively. Moreover, to observe the variations in the numerical results according to the changes in coefficients, we generated the coefficients according to [29],

\[
\gamma_k = \left( \frac{(k/3)^A (3 - k/3)^8}{\sum_{k=1}^{2} ((k/3)^A (3 - k/3)^8)^2} \right)^{2/3}
\]

where \( p \) takes the values \{0.1,0.2,..,0.9\}, and both \( A \) and \( B \) take the values \{0.1,0.2,..,1\}. The noise term \( e_n \) in each DGP follows an independent and identical normal distribution of zero mean and variances (denoted by Sig) of 1, 2, and 3. Additionally, we consider sample sizes (denoted by N) of 100, 200, and 300 and prediction horizons (denoted by Ho) of 1, 2, and 3. In brief, to test the prediction performance of the aCL method in a variety of situations, all DGPs were generated by Monte Carlo simulation with the independent variable of the AR(1) process, varying coefficients of DGP and variances of the noise term. In addition, we varied the sample size of DGP and prediction horizon to test the prediction performance of the proposed method.

Despite various simulation settings, these four DGP experiments may be insufficient to assert that the proposed method is always more accurate. For example, in the DGP consisting of only noise, a simple predictor of the sample mean would be a better choice; in contrast, in a DGP with no noise, 1-nearest-neighbor algorithm would achieve a good prediction result.
However, for easily visible DGPs such as these extremal cases, one can directly specify an estimator for a given dataset.

As a statistical test on the prediction results among the presented methods we applied the Diebold-Mariano test [30], which is used to test the null hypothesis that two methods have the same prediction accuracy. This test is useful in many applications because it can be used for non-Gaussian or serially correlated data.

**Results on the simulated data.** First, it would be helpful to see the existence of the last cluster for more accurate prediction using each DGP. From Fig 4, we can observe that prediction based on some last clusters results in lower prediction error than does prediction using the entire dataset. Nevertheless, there exist other last clusters that yield higher prediction error than using the whole dataset. Therefore, selecting a last cluster of adequate size is important and so using the aCL method can be useful for obtaining the last cluster.

Furthermore, Fig 5 depicts how the aCL is chosen and the predictions are made based on the aCL. For all the DGPs, the estimator based on the aCL more accurately indicates the prediction target than does the estimator based on the entire dataset.

Tables 1–4 show the prediction errors of the methods used in this study. The first nine rows in the table present the results when the aCL method is applied to OLS, LSPD, and LASSO. The last six rows show the prediction errors of the competing methods (k-means clustering, the new sample obtained from bootstrap samples, and the linear combination of two estimated regression coefficients). Additionally, the tables present the changes of prediction errors according to the different sample sizes (N), horizons (Ho), and variances (Sig). The abbreviations in the tables are as follows. OLS = ordinary least squares, OLSaCL = OLS combined with aCL, LSPD = least squares adjusted with pseudo data, LSPDaCL = LSPD combined with aCL, LASSO = least absolute shrinkage and selection operator, LASaCL = LASSO combined with aCL, Kmeans = k-means clustering, Bootstr = the new sample obtained from bootstrap samples, and Comb = the linear combination of two estimated regression coefficients.

The results in Tables 1–4 indicate that the three aCL methods outperform their preceding optimization methods under different conditions. Considering the type of DGP, the prediction errors are relatively lower in the curved functional forms (DGP 1, 3, and 4) compared to DGP 2, which comprises two planes. Additionally, when Sig is large in some cases, the aCL method shows relatively low prediction performance. Regarding the prediction errors of the three competing methods, we also observe that the aCL method mainly shows lower prediction errors than those of the three competitors. It is quite evident that the aCL method yields lower prediction errors than do Bootstr and Comb. Meanwhile, k-means clustering yields good prediction results when N = 300 in DGP 2, where the effect of noise is relatively low, and so k-means clustering can work well [31].

In addition, because the size of the aCL is between the whole dataset and a last cluster, the variance of prediction error when using the aCL method is lower than that when using k-means clustering, as presented in Table 5, and so the aCL method can help to obtain a stable prediction performance.

To demonstrate the robustness of the aCL method under various conditions, boxplots of the prediction errors are presented according to N, Ho, Sig, and coefficients. First, changes of the sample size N have little influence on the performance of the aCL method compared to its preceding optimization method and competing methods, as seen in Fig 6. As N increases, the aCL method consistently shows lower prediction errors than the other methods. K-means clustering achieves the second-lowest prediction errors in many cases but sometimes causes very high prediction errors.

As in the previous example, the aCL method outperforms the other methods for all the prediction horizons, as shown in Fig 7. A longer prediction horizon should affect the prediction
ability of a prediction model more than a shorter prediction horizon, and so we can observe that prediction errors increase as $H_0$ increases. In particular, k-means clustering shows high prediction errors when $H_0$ is high.

A high variance of noise generally degrades prediction ability. Because the size of a cluster is smaller than the size of the full dataset, methods using the cluster would be considerably influenced by the size of the variance. In Fig 8, we can see that the prediction performance of

---

Fig 4. Change of the prediction error based on the size of the last cluster. Prediction based on the last cluster (cluster, dashed line) can yield lower prediction error than does linear regression over the entire dataset (LR, solid line). Because the full dataset is used for LR, the PE does not change in LR. For each DGP, $N = 100$.

https://doi.org/10.1371/journal.pone.0223529.g004
the aCL method decreases as the variance increases. In particular, k-means clustering produces very poor prediction performances in cases with increasing variance.

In Fig 9, we present the prediction errors resulting from changes of coefficients. Similar to previous experiments, the aCL methods achieve lower prediction errors than do the other methods. The prediction errors of k-means clustering also seem low in some cases; however, its prediction performance appears to fluctuate depending on the change of coefficients.

**Estimation of change point.** This section discusses whether a change point of a DGP is well approximated by the aCL method when compared to k-means clustering. Because a change point is distinctly set as half the sample size in DGP 2, we use the data generated by
Table 1. Comparison of prediction error in DGP 1.

| Method  | N = 100 | N = 300 | N = 500 |
|---------|---------|---------|---------|
| ERP     | [values] | [values] | [values] |
| Sig     | [values] | [values] | [values] |
| OLS     | [values] | [values] | [values] |
| Sig     | [values] | [values] | [values] |
| OLSaCL  | [values] | [values] | [values] |
| Sig     | [values] | [values] | [values] |
| LSPD    | [values] | [values] | [values] |
| Sig     | [values] | [values] | [values] |
| LSPDaCL | [values] | [values] | [values] |
| Sig     | [values] | [values] | [values] |
| LASSO   | [values] | [values] | [values] |
| Sig     | [values] | [values] | [values] |
| LASaCL  | [values] | [values] | [values] |
| Sig     | [values] | [values] | [values] |
| Bootstr | [values] | [values] | [values] |
| Sig     | [values] | [values] | [values] |

The p-value of the Diebold-Mariano test is shown in parentheses.

NOTE: The three optimization methods (OLS, LSPD, and LASSO) are compared with their aCL methods. Other competing methods (Kmeans, Bootstr, and Comb) are compared with OLSaCL.

https://doi.org/10.1371/journal.pone.0223529.t001
| DGP = 2 | N = 100 | N = 200 | N = 300 |
|--------|--------|--------|--------|
| Ho     | 1      | 2      | 3      | 1      | 2      | 3      | 1      | 2      | 3      |
| Sig    | 1      | 2      | 3      | 1      | 2      | 3      | 1      | 2      | 3      |
| OLS    | 1.312  | 1.262  | 3.423  | 2.445  | 2.055  | 5.018  | 1.567  | 2.245  | 6.831  |
| (p-value) | <0.001 | <0.4  | <0.599 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 |
| OLS_aCL| 0.313  | 1.162  | 3.721  | 0.633  | 2.153  | 3.423  | 0.675  | 2.324  | 4.872  |
| (p-value) | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 |
| LSPD   | 2.421  | 2.595  | 4.717  | 3.518  | 3.578  | 7.667  | 2.751  | 3.721  | 7.458  |
| (p-value) | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 |
| LSPD_aCL| 0.571  | 1.661  | 4.098  | 1.028  | 2.754  | 3.423  | 0.933  | 2.324  | 3.721  |
| (p-value) | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 |
| LASSO  | 1.287  | 1.175  | 3.121  | 2.073  | 2.777  | 6.667  | 1.457  | 1.958  | 6.217  |
| (p-value) | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 |
| Kmeans | 1.108  | 2.673  | 7.525  | 1.201  | 1.668  | 11.836 | 1.265  | 8.266  | 19.091 |
| (p-value) | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 |
| Bootstr| 1.308  | 1.314  | 3.334  | 2.562  | 1.971  | 6.667  | 1.457  | 1.958  | 6.217  |
| (p-value) | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 | <0.001 |

https://doi.org/10.1371/journal.pone.0223529.t002

Adjusted last cluster for prediction by bootstrapping.
Table 3. Comparison of prediction error in DGP 3.

![Table Image](https://doi.org/10.1371/journal.pone.0223529.t003)
Table 4. Comparison of prediction error in DGP 4.

| DGP = 4 | N = 100 | N = 1000 | N = 10000 |
|---------|--------|----------|-----------|
| Ho 1 2 3 | 1 2 3 | 1 2 3 | 1 2 3 |
| OLS 7.727 7.565 7.016 8.059 7.505 6.873 17.703 21.741 27.373 | 17.958 25.376 29.965 | 18.701 24.961 31.936 | 25.405 34.045 47.398 |
| LSPD 7.645 7.669 7.386 8.23 7.559 7.11 | 9.793 12.046 8.912 | 17.89 21.194 27.522 | 17.928 25.051 30.201 |
| LASaCL 0.888 1.239 2.863 1.387 2.459 5.283 | 1.716 3.931 5.214 | 1.88 4.459 6.735 | 2.416 5.624 12.326 |

Adjusted last cluster for prediction by bootstrapping
DGP 2. For the robustness check, the change point is estimated across the various values of N, Ho, and Sig. Well-estimated change points should be approximately half of the sample size. As shown in Table 6, the change points estimated by the aCL method are close to the true change points, whereas the change points estimated by k-means clustering are downward-biased because k-means clustering usually produces a small cluster size by the effect of the noise.

Fig 10 depicts the histograms of estimated change points by OLSaCL and Kmeans through 100 Monte Carlo iterations. We can see that the histogram of OLSaCL shows a central tendency similar to a normal distribution, unlike Kmeans.

Real data study

Stock market index. As the first application using real data, the S&P 500 index is predicted by the USD/EUR exchange rate and interest rate (effective federal funds rate in the US). Financial data have been the subject of numerous studies. In particular, the relation between stock market index and the exchange rate has long been studied [32, 33]. Additionally, the interest rate is known to affect the stock market because it is usually considered as a substitute for stock market returns [34].

More recently, machine learning methods such as the nearest neighbor algorithm have been applied to predict the stock market index [35], the exchange rate [36], and the interest rate [37] by focusing on the nonlinear characteristics of financial data. Meanwhile, most financial data have stylized facts that make prediction difficult [38], such as the fat tail distribution, clustering volatility, etc. These financial data characteristics frequently result in unpredictable spikes or clusters in time-series data which degrade the prediction power of a model using the whole dataset. Therefore, the nearest neighbor algorithm tends to be much influenced by the outliers leading to difficulty in establishing the predictive model, which might bring about the varying prediction performances depending on the range of the dataset [37]. Therefore, partitioning a dataset can be effective for these types of data. Some works reported improved prediction performances by adopting the k-means clustering method [39, 40, 41]. However, most of the related works estimate the number of clusters numerically and directly use the obtained clusters. So one may be able to test the many numbers of clusters until the desirable result is obtained [41], which makes the size of the cluster somewhat unreliable. On the other hand, because the aCL method applies the bootstrap method, it is expected to yield more reliable results.

We adopted a dataset comprising a total of 250 weeks of data from Sep. 30, 2011 to Sep. 23, 2016. To control the effect of the data size, the dataset is divided into six equal-sized subsets. Each subset includes 100 instances, from which the last 30 are predicted. The first-order difference data are used as in the usual financial data analysis [42].

We adopted a dataset comprising a total of 250 weeks of data from Sep. 30, 2011 to Sep. 23, 2016. To control the effect of the data size, the dataset is divided into six equal-sized subsets. Each subset includes 100 instances, from which the last 30 are predicted. The first-order difference data are used as in the usual financial data analysis [42].

Table 5. Variance of prediction errors by the aCL method and k-means clustering.

| Method   | DGP 1  | DGP 2  | DGP 3  | DGP 4  |
|----------|--------|--------|--------|--------|
| OLSaCL   | 13.884 | 3.680  | 3.047  | 5.964  |
| Kmeans   | 14.875 | 7.365  | 6.344  | 7.438  |

Table 5. Variance of prediction errors by the aCL method and k-means clustering.

| Method   | DGP 1  | DGP 2  | DGP 3  | DGP 4  |
|----------|--------|--------|--------|--------|
| OLSaCL   | 13.884 | 3.680  | 3.047  | 5.964  |
| Kmeans   | 14.875 | 7.365  | 6.344  | 7.438  |

NOTE: Prediction errors from Tables 1–4 are used

https://doi.org/10.1371/journal.pone.0223529.t005

DGP 2. For the robustness check, the change point is estimated across the various values of N, Ho, and Sig. Well-estimated change points should be approximately half of the sample size. As shown in Table 6, the change points estimated by the aCL method are close to the true change points, whereas the change points estimated by k-means clustering are downward-biased because k-means clustering usually produces a small cluster size by the effect of the noise.

Fig 10 depicts the histograms of estimated change points by OLSaCL and Kmeans through 100 Monte Carlo iterations. We can see that the histogram of OLSaCL shows a central tendency similar to a normal distribution, unlike Kmeans.

Real data study

Stock market index. As the first application using real data, the S&P 500 index is predicted by the USD/EUR exchange rate and interest rate (effective federal funds rate in the US). Financial data have been the subject of numerous studies. In particular, the relation between stock market index and the exchange rate has long been studied [32, 33]. Additionally, the interest rate is known to affect the stock market because it is usually considered as a substitute for stock market returns [34].

More recently, machine learning methods such as the nearest neighbor algorithm have been applied to predict the stock market index [35], the exchange rate [36], and the interest rate [37] by focusing on the nonlinear characteristics of financial data. Meanwhile, most financial data have stylized facts that make prediction difficult [38], such as the fat tail distribution, clustering volatility, etc. These financial data characteristics frequently result in unpredictable spikes or clusters in time-series data which degrade the prediction power of a model using the whole dataset. Therefore, the nearest neighbor algorithm tends to be much influenced by the outliers leading to difficulty in establishing the predictive model, which might bring about the varying prediction performances depending on the range of the dataset [37]. Therefore, partitioning a dataset can be effective for these types of data. Some works reported improved prediction performances by adopting the k-means clustering method [39, 40, 41]. However, most of the related works estimate the number of clusters numerically and directly use the obtained clusters. So one may be able to test the many numbers of clusters until the desirable result is obtained [41], which makes the size of the cluster somewhat unreliable. On the other hand, because the aCL method applies the bootstrap method, it is expected to yield more reliable results.

We adopted a dataset comprising a total of 250 weeks of data from Sep. 30, 2011 to Sep. 23, 2016. To control the effect of the data size, the dataset is divided into six equal-sized subsets. Each subset includes 100 instances, from which the last 30 are predicted. The first-order difference data are used as in the usual financial data analysis [42].

Given a dataset of size \( N \), we predict the values at \( N+1, N+2 \) and \( N+3 \). As seen in Table 7, the aCL methods largely outperform their preceding optimizations and competing methods. K-means clustering yields very poor prediction performances in several cases, for example, in the third subset; similarly, the prediction performance of the aCL method is relatively low in the third subset compared to others. Note that standard deviations in prediction errors of the aCL
Fig 6. Prediction error comparison by sample size (Ho = 2, Sig = 2).

https://doi.org/10.1371/journal.pone.0223529.g006
Fig 7. Prediction error comparison by horizon (N = 200, Sig = 2).

https://doi.org/10.1371/journal.pone.0223529.g007
Fig 8. Prediction error comparison by variance ($N = 200, Ho = 2$).

https://doi.org/10.1371/journal.pone.0223529.g008
Fig 9. Prediction error comparison by changes of coefficients.

https://doi.org/10.1371/journal.pone.0223529.g009
methods over all the prediction horizons are lower than other methods (Fig 11), which implies the low variance of the prediction error in the aCL methods.

**Home price index.** The home price index (S&P/Case-Shiller U.S. National Home Price Index) is predicted by using the mortgage rate (30-year fixed rate mortgage average in the US) and the expected inflation (survey by University of Michigan).

A total of 250 monthly data points from Feb. 1990 to Dec. 2015 are included, and the data are divided into the six equal subsets as in the previous example. The last 30 instances out of 100 instances in each subset are predicted, and the prediction horizon ranges from 1 to 3.

There exists a vast literature predicting home prices. Many studies on this topic adopt time-series analysis tools [43, 44]. With regard to the factors influencing home price, the expected inflation can have a positive effect on home prices because the inflation rate usually reflects home prices [45]. However, a rise in inflation results in an increase in interest rates and a corresponding reduction in home prices [46]. Hence, the expected inflation has different influences on home prices depending on the relevant economic environment. In general, the mortgage rate is known to have a negative influence on home prices [47, 48]. As the time-series model enables achieving a good prediction performance, the selection of the lag parameter in the time-series model still remains a factor that is not easy to be determined. Moreover, as previous studies [43, 44] adopted the method of combining the different models in order to obtain the stable prediction performance, there also still remains the problem about how to combine models or which models to choose. Therefore, a clustering algorithm could be an alternative for the prediction problem when it is not easy to determine a comprehensive time-series model explaining the whole dataset.

Similar to the case of the stock market index, we can also check the low standard deviations of prediction errors of the aCL methods in Fig 12.

Table 8 shows that the aCL methods mainly achieve good prediction performances; however, in the fourth and sixth subsets, the aCL method is unable to yield good prediction performances and the k-means clustering also results in high prediction errors. For this phenomenon, a clue can be found in the heat maps in Fig 13, which show the dissimilarity matrix of the instances from the fourth to the sixth subsets. In the fifth subset, where the aCL method results in low prediction error, the instances from approximately the 50th to 100th appear well-clustered according to the dissimilarity level; thus, the prediction targets from the 70th to the 100th instances can be predicted well by the aCL methods. In contrast, in the fourth and
Fig 10. Histograms of change points estimated by OLSaCL and Kmeans.

https://doi.org/10.1371/journal.pone.0223529.g010
### Table 7. Comparison of prediction error (S&P 500 index).

| Subset | 1     | 2     | 3     | 4     | 5     | 6     |
|--------|-------|-------|-------|-------|-------|-------|
| Ho     | 1,623.641 | 1,456.661 | 1,583.565 | 1,006.735 | 1,044.876 | 795.876 |
| (p-value) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |
| OLS    | 529.096 | 424.337 | 243.216 | 553.64 | 333.66 | 357.637 |
| (p-value) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |
| LSPD   | 1,542.055 | 1,392.232 | 1,494.012 | 1,110.979 | 1,149.076 | 935.288 |
| (p-value) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |
| Kmeans | 2,106.306 | 1,528.799 | 1,642.423 | 896.124 | 291.952 | 273.487 |
| (p-value) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |
| Bootstr | 1,627.618 | 1,459.733 | 1,534.468 | 964.687 | 321.952 | 273.487 |
| (p-value) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |
| Comb   | 1,626.753 | 1,457.796 | 1,584.437 | 1,380.856 | 1,475.762 | 1,351.905 |
| (p-value) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |

https://doi.org/10.1371/journal.pone.0223529.t007
sixth subsets, the instances around the prediction targets do not show well-clustered shapes; thus, we can conclude that methods using the clustering algorithm do not work well at these subsets.

Fig 11. Comparison of standard deviations of prediction errors over the prediction horizons.

https://doi.org/10.1371/journal.pone.0223529.g011

Fig 12. Comparison of standard deviations of prediction errors over the prediction horizons.

https://doi.org/10.1371/journal.pone.0223529.g012
| Subset | 1     | 2     | 3     | 4     | 5     | 6     |
|--------|-------|-------|-------|-------|-------|-------|
| Ho     | 7.828 | 10.981| 13.477| 104.179| 122.637| 159.995|
| OLS    | 1.415 | 3.605 | 13.186| 14.503 | 59.207 | 88.479 |
| (p-value) | (0.008) | (0.125) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |
| LSPD   | 12.156| 16.989| 19.974| 77.154 | 88.390 | 113.302|
| LSPDaCL| 3.056 | 2.571 | 0.64  | 20.338 | 52.732 | 65.159 |
| (p-value) | (0.001) | (0.009) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |
| LASSO  | 6.664 | 9.908 | 12.219| 106.23  | 123.888 | 159.673|
| LASaCL | 1.274 | 2.98  | 9.705 | 33.559 | 78.001 | 129.964|
| (p-value) | (0.011) | (0.066) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |
| Kmeans | 17.135| 28.166| 65.534| 25.309 | 38.026 | 89.703 |
| (p-value) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |
| Boost   | 3.911 | 14.371| 13.942| 118.511 | 136.676 | 171.779|
| (p-value) | (0.006) | (0.093) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |
| Comb    | 7.795 | 10.854| 13.35 | 99.291 | 117.107 | 155.867|
| (p-value) | (0.008) | (0.127) | (<0.001) | (<0.001) | (<0.001) | (<0.001) |

https://doi.org/10.1371/journal.pone.0223529.t008

Adjusted best cluster for prediction by bootstrapping
Conclusions

Partitioning data produces a more accurate prediction than using a whole dataset when a true function is not known or when setting an estimator for the whole dataset is difficult. Meanwhile, the small-sized cluster produced by simply partitioning data causes high variance problems, which leads to high prediction errors. In this study, we showed that adjusting the size of the last cluster avoids high prediction error. To adjust the size of the last cluster between the whole dataset and the last cluster, we applied the bootstrap method, which has the effect that a given model is trained multiple times by different bootstrapped samples generated from a certain DGP; hence, the model can estimate the reliable location of the last cluster that is optimal for prediction. Therefore, we believe that this paper contributes to understanding that the adjusted last cluster could be optimal for prediction based on the balance between bias and variance by the bootstrap method.

In this paper, the aCL method was shown to reduce prediction errors using the numerical results of both simulated and real data. Notice that the aCL method is not for establishing a complete model fitting a whole dataset but for selecting an optimal subsample for prediction. Therefore, an estimator of simple functional form such as a linear function can be easily used with the aCL method for prediction, and this advantage of the aCL method would serve a practical use in research or application. In addition, the aCL method yielded the size-adjusted last cluster by the bootstrap method, which is easy to be adopted in studies using a clustering algorithm, and thus produces a more reliable subsample for prediction.

Nevertheless, this study has some limitations. The datasets were numerically partitioned, which usually leads to the problem of time consumption that occurs with other clustering algorithms. As described in the second real data example, for the subsamples not suitable for the clustering algorithm, the k-means clustering yielded very high prediction errors; hence, the aCL method was also unable to achieve a good prediction performance. To solve this problem, a more elaborate technique needs to be developed. However, observing the degree of clustering in data before using a clustering algorithm could be helpful to avoid this problem. In addition, as future work, a theoretical study on the aCL method should be done to rigorously prove the reliability of the proposed method.

Fig 13. Heat maps of the dissimilarity matrix of instances from the fourth to the sixth subset. The dissimilarity metric is the Euclidean distance between the instances.

https://doi.org/10.1371/journal.pone.0223529.g013
In summary, we proposed a new method that adjusts the size of a last cluster to achieve accurate prediction. By applying the bootstrap method to find the most reliable aCL, this method could yield low prediction errors. More specifically, the aCL method can be useful in many applications using clustering algorithms for a stable prediction performance.
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