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Abstract. In the article, we considered recommender models based on matrix factorization demonstrate excellent performance in collaborative filtering. The standard Matrix Factorization approach in MLlib deals with clear ratings. To work with implicit data, we used the trainImplicit method. To simulate the processing of real-time data streams, we used the Spark Streaming library, which is responsible for receiving data from the input source and converting the raw data into a discretized stream (DStream) consisting of Spark RDD. The rank parameter determines the number of hidden features in the low rank approximation matrices. As a rule, the greater the number of factors, the better, but for a large number of users or elements, it will directly affect the memory usage of the computing system and the amount of data required for training. Therefore, in our problem it was a compromise solution.

1. Introduction
The global development of Internet commerce has led to the active development of various types of recommendation systems that help users find products of interest to them, without spending much time on it. There are a huge number of services that recommend the most diverse elements to users: music [1], films [3], books [4], [5], [6], video [7], news [8] and [9]. The most famous examples of such recommender systems are Amazon [10], Ebay [11] and AliExpress.

The principle of making recommendations of these sites is based on the user's search history and the history of past purchases. Both users and providers of advisory services benefit from the use of recommender systems, since an effective recommender system can increase company revenues and facilitate user interaction in online communities.

The overall objective of recommender systems is to improve the quality of customer service with the help of personalized recommendations based on preliminary explicit and implicit evaluations. The numerical value of the recommendation with explicit feedback indicates user preference, while the numerical value of the recommendation with implicit feedback indicates the validity of the recommendation.

Recommender systems based on explicit ratings often use the average rating of a product or service, which was obtained from evaluations of products supplied by users. This approach has several important practical advantages. It gives you the opportunity to work with relatively simple models of source data. For example, in content algorithms, it is perfectly acceptable to be limited to tables of the type “attribute-value of a characteristic”. In the framework of this approach, it is assumed that each object is identified with a certain point of the multidimensional attribute space, the class of objects is represented by a correspondingly compact set of such points, and the recognition problem is reduced to constructing a deterministic or probabilistic decision rule relating new objects (points) to one of the classes of nonintersecting domains of indicative space. The main feature of this approach from the point of view of
the description of filtering objects is that the formal descriptions - models of objects - use the sets formed by the features of the objects; relations between signs, even if they are known, are usually not part of these sets. Also, explicit feedback is not always available, and in such systems there is an insoluble problem of a “cold start” - this is when a new product does not have a rating.

Thus, the preferred method is to develop recommendations based on implicit estimates. These systems passively track various types of user actions, such as viewing a product, working with a basket, placing an order, and purchasing a product. Shopping history and repeated user behavior when working with the site allows you to develop a model of user preferences. The analysis of data obtained using the implicit approach is rather complicated, since the behavior of users is not deterministic. So if the user often performs the same action with certain goods, this does not indicate his higher preference. A one-time event can be caused by various reasons that have nothing to do with user preferences, for example, a user can watch a movie once, or watch a TV show every week, while evaluating the film and TV show equally well. However, the numerical value of an implicit rating is definitely useful, since it tells us about the confidence that we have in a certain observation.

2. Results and Discussion
The main component of the recommender system is the filtering algorithm. The algorithm converts a pre-structured input data set into a rating matrix. Latent factor models include: Latent factor model (LFM), neural networks, latent Dirichlet allocation, matrix factorization.

Since Spark recommender models based on matrix factorization demonstrate excellent performance in collaborative filtering [12], we focused our attention on this class of models. The goal of collaborative filtering based on factorization is to identify the hidden features of the data that explain the ratings.

In collaborative filtering systems, the utility \( u(i, j) \) of element \( j \) for user \( i \) is estimated based on the utilities \( u(i', j) \) assigned to element \( j \) by these users \( i' \in S \), which are “similar” to user \( i \), where \( S \) represents a set of users [16].

When we deal with data that consists of explicit user preferences, such as ratings, approvals, likes, etc., we can use Explicit matrix factorization. For our case, this approach is not applicable, since we do not have explicit estimates, so we applied Implicit Matrix Factorization.

There are many different approaches to working with implicit data. MLlib implements a special approach that maps users \( i' \) and elements into a space of hidden factors in \( d \) dimensions, where \( d \) represents the dimension of space. In the space of hidden factors, the interaction between the user and the element is modeled as internal ratings: the preference matrix \( P \) and the trust weight matrix \( C \).

More formally, each element is represented by a vector \( q_j \in \mathbb{R}^d \), and each user is represented by a vector \( p_i \in \mathbb{R}^d \). Each rating is predicted by the product of the vectors given in equation 1, and the learning error measured for the \((i, j)\)-th rating, which is assigned to element \( j \) by user \( i \), is defined in equation 2 [13], [14]:

\[
\hat{r}_{ij} = q_j^T p_i, \\
e_{ij} = r_{ij} - \hat{r}_{ij},
\]

where \( \hat{r}_{ij} \) denotes the rating of the i-th user, which he would give to the j-th element, and \( e_{ij} \) denotes the learning error for this pair of user element.

The key to the model is the search for these vectors \( q_j \) and \( p_i \).

To find out the factor vectors \( p_i \) and \( q_j \), the model must minimize the regularized error on the set of known \( \mathbb{R} \) equation 3 [14]:

\[
\text{min} \sum_{(i,j) \in \mathbb{R}} (r_{ij} - q_j^T p_i)^2 + \lambda (\|q_j\|^2 + \|p_j\|^2).
\]

In Equation 3, \( \mathbb{R} \) denotes a known set of ratings. The system studies the model by selecting previously defined ratings. However, it is very important to be able to make predictions for new products that do not
have a rating; so the system should avoid retrofitting by regularizing the parameters studied. The constant $\lambda$ in this equation controls the degree of regularization. Suppose that the product rating is actually the amount of purchase of this product by each user. To design a model, we need to reveal hidden relationships between users and products.

The implicit model creates two matrices: the matrix $\mathcal{P}$ informs us that the product was purchased by the user, and the matrix $\mathcal{C}$ represents the weighting factor of reliability in the form of the number of purchases (as a rule, the more users bought this product, the higher the reliability of what they really like it). The matrix that the model is trying to approximate is the preference matrix $\mathcal{P}$.

As a result, calculating the dot product of the user vector and the factor element will result in a user preference estimate for the element. The closer these scores are to zero, the higher the accuracy of the user's preference estimate. The high accuracy of the assessment of user preferences or the correspondence between user and product factors leads to recommendations.

To illustrate the concepts described above, we used a set of data describing user behavior on the e-commerce site, in the form of page views and product purchases. An example of the content of the source file is shown in figure 1. It contains a raw data set, in which each record is a string, separated by commas, representing an event on an e-commerce site:

- Timestamp – time stamp. Part of the timestamp is in the Unix-epoch (timestamp) format, for example, 1548835990 will be converted to Wednesday, January 30, 2019 8:13:10 GMT.
- Visitorid (visitor id) – unique user browsing a website.
- Event – user action, which may include: viewing a product, adding a product to the cart, buying.
- Itemid – a unique product identifier for a specific e-commerce site.
- Transactionid - transaction ID that will matter only if the user has made a purchase: 1433193915008, 552148, transaction, 81345, 5444.

![Figure 1](image.png)

**Figure 1.** Fragment of the source CSV file.

The data set for processing in the recommender system is taken from the Kaggle Datasets [15] public data platform. Data was collected from a real e-commerce website. This is the raw data, that is, without any content conversion. To ensure confidentiality, all values are presented in a hashed form.

The data set contains data on user behavior, that is, events such as clicks, adding to the cart, and transactions that were collected during the 4.5 months of 2015. For example:

- `{1439694000000, 1, view, 100}` means the user with visitorId = 1, selected item with id = 100 at 1439694000000 (time stamp Unix).
«1439694000000, 2, transaction, 1000, 234» means the user with visitorId = 2 purchased item with id = 1000 in a transaction with id = 234 at 1439694000000.

The visitor can make three types of events, namely: viewing the product, adding to the cart or buying a product. In total, the data set includes: 1,048,575 events, including 1,013,165 product views, 26,756 additions to the cart and 8,654 purchases made by 556,528 unique visitors to the e-commerce site, assuming that there are no similar users with different visitor identifiers. The data set contains 157,270 unique products.

To simulate the processing of real-time data streams, we used the Spark Streaming library, which is responsible for receiving data from the input source and converting the raw data into a discretized stream (DStream) consisting of Spark RDD. We then created a custom Spark Streaming application that would handle this stream of events. We first created a StreamingContext and a socket stream, and then applied a map transformation to break up the raw text and create a tuple (user, product, event). Next, we used foreachRDD to apply arbitrary processing to each RDD in the stream to calculate the desired metrics and output them to the console.

To reduce the number of variables for which machine learning will be conducted, we will create a low-dimensional representation of the rating matrix. That is, to get \( q \) and \( p \), we reduced the matrix \( S \) to size \( k \) using the singular value decomposition (SVD) of the matrix \( M: m \times n \) (real or complex) is factorization of the form \( U \Sigma V^* \), where \( U \) is the matrix \( m \times r \). \( \Sigma \) is a rectangular diagonal \( R \times R \) matrix with non-negative real numbers on the diagonal, and \( V \) is the \( n \times r \) identity matrix. \( r \) is equal to the rank of the matrix \( M \).

After the raw data was transformed, the model was trained. In our experiment to train the model, the data set was split into two parts: the training data set 80%, and the correction data set 20%. The training data is used in the algorithm to study the characteristics of the data set, and the test and test data are not fully visible to the algorithm. The test data set is then used to make improvements and is used as a buffer, but here the test data is still not visible.

Dividing a data set into a training data set and a testing data set with a ratio of 80:20 is shown in the following lines of code:

```scala
val Array(training, test) = ratings.randomSplit(Array(0.8, 0.2))
training.cache()

test.cache()
```

At the output of RDD, we had the following scheme: userID - Int, itemID - Int, rating - Double. Product rating is calculated based on user interaction histories with this product.

The standard Matrix Factorization approach in MLlib deals with clear ratings. To work with implicit data, we used the trainImplicit method with the following parameters:

```scala
val rank = 10 // the number of hidden factors in the ALS model
val numIterations = 10 // number of iterations of the ALS algorithm
val alpha = 0.01 // basic confidence in observing preferences
val lambda = 0.01 // regularization parameter
val model = ALS.trainImplicit(ratings, rank, numIterations, lambda, alpha)
```
The rank parameter determines the number of hidden features in the low rank approximation matrices. As a rule, the greater the number of factors, the better, but for a large number of users or elements, it will directly affect the memory usage of the computing system and the amount of data required for training. Therefore, in our problem it was a compromise solution.

Usually, the convergence of the ALS model to a fairly good solution occurs after a relatively small number of iterations. And although each iteration in ALS is guaranteed to reduce the recovery error of the score matrix, the parameter numIterations = 10 is a good default value.

An additional parameter, alpha, was also set, controlling the basic confidence level by applying weighting. A higher alpha level makes the model more confident that the missing data is equivalent to the lack of preferences for the corresponding user-element pair.

The value of the lambda regularization parameter was chosen using test methods and cross-validation.

Teaching such a model, we tried to find the best rank approximation \( d \) for the observed target matrix \( R \) of size \( N \times M \), where \( d \) is the number of hidden vector dimensions, \( N \) and \( M \) are the number of users and elements in the system, respectively. As a result of the work of the model, the recommendation takes the form of a list of top-\( k \), that is, a set of \( k \)-elements that are most likely to be liked by the user. This is done by calculating the predicted score for each item and ranking the list based on that score.

3. Conclusion

To test the performance of the recommender system, the following accuracy metrics were used: MSE (Mean Square Error) - root-mean-square error; RMSE (Root Mean Square Error) - standard deviation.

These metrics allow us to estimate the difference between the real rating and the rating predicted by the recommender system. The calculation of errors occurred on the data set from the test set.

We define the vector of predictions as \( \hat{n} \), and the vector of the observed values of the predicted variable \( Y \), then the MSE metric is calculated by formula 4 [17]:

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2.
\]  

(4)

The MSE value tends to zero. If MSE = 0, then the system predicts the parameter with perfect accuracy, which is usually impossible.

RMSE is calculated by extracting the square root of the mean square difference between the prediction and the actual value using the formula 5 [17]:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2}.
\]

(5)

This metric is one of the popular metrics, since the errors identified by this metric can have a significant impact on the user's decision. The value of RMSE is always non-negative and the closer to zero, the more perfect it corresponds to the data. Low RMSE values are preferred.

As a result of the cross-validation and selection of optimal model hyper-parameters for the collaborative filtering algorithm, the following values of accuracy metrics were obtained: \( MSE = 7.89 \times 10^{-4} \), \( RMSE = 0.028 \), as shown in figure 2.
Implementing a machine learning simulation model using implicit data has shown that users tend to choose products that are next to each other in a hidden vector space. Small values of the MSE and RMSE parameters indicate a high accuracy of the forecast and that this algorithm can be better scaled compared to other approaches, thanks to the flexibility in solving real problems.
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