Equivalence transformations in the study of integrability
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Abstract
We discuss how point transformations can be used for the study of integrability, in particular, for deriving classes of integrable variable-coefficient differential equations. The procedure of finding the equivalence groupoid of a class of differential equations is described and then specified for the case of evolution equations. A class of fifth-order variable-coefficient Korteweg–de Vries-like equations is studied within the framework suggested.
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1. Introduction

Since the 1960s exactly solvable (integrable) partial differential equations (PDEs) that model real-world phenomena have been a topic of permanent interest. In particular, the inverse scattering transform method was introduced in [1], and was applied therein to the prominent Korteweg–de Vries (KdV) equation \( u_t + uu_x + 6u_{xx} = 0 \) [2] in order to find its soliton solutions. The notion of soliton had appeared earlier in [3]. It was shown in [4] that the KdV equation possesses an infinite set of conservation laws of arbitrarily high orders, and this property appeared to be typical for integrable equations. A new direct method (the Hirota bilinear method) for finding multisoliton solutions to integrable nonlinear evolution equations was suggested in [5]. In contrast to the inverse scattering transform method, the Hirota bilinear method is algebraic rather than analytical. Classical tools based on Bäcklund and Darboux transformations have been recalled after a long time of oblivion and intensively developed [6–9]. These and other methods were then applied to a wide range of integrable equations. See e.g. reviews of the results and other noteworthy references in [6, 7, 10].

According to [11], integrable equations can be divided into those that are linearizable by an appropriate change of variables (C-integrable equations) and equations integrable by the inverse scattering transform (spectral transform) method (S-integrable equations).

Among C-integrable equations there are, e.g. the famous Burgers equation \( u_t + uu_x = uu_{xx} \) [12] that can be linearized to the heat equation by the Hopf–Cole transformation [13, 14], the Sharma–Tasso–Olver equation \( u_t + uu_x + 3u^2u_x + 3u_x^2 + 3uu_{xx} = 0 \) [15, 16], which is the second member of the Burgers hierarchy, the \( u^{-2}\)-diffusion equation (also named the Fujita–Storm equation) \( u_t = (u^{-2}u_x)_x + au \) [17, 18], the Fokas–Yortsos equation \( u_t = (u^{-2}u_x)_x + au^{-2}u_x \) [19, 20]. Further examples in (1+1)-dimensions can be found in [11].

S-integrable equations in (1+1)-dimensions include the KdV and modified KdV (mKdV) equations, the Gardner equation (the combined KdV–mKdV equation) \( u_t + uu_x + u^2u_x + uu_{xx} = 0 \) [21], the cylindrical KdV equation \( u_t = uu_{xx} + 6uu_x - \frac{1}{2}u \) [22], the Dym equation \( u_t = u^3u_{xx} \) [23], the sine-Gordon equation \( u_{tt} - u_{xx} + \sin u = 0 \), etc. See other examples of integrable equations, e.g. in [10].

Most of the integrable PDEs considered at the beginning of the development of integrability theory were constant-coefficient ones. At the same time, many model equations appearing in applications explicitly involve independent variables. For example, the generalized Burgers equations describing the propagation of weakly nonlinear acoustic waves under the influence of geometrical spreading and thermoviscous diffusion in non-dimensional variables are represented as \( u_t + uu_x = g(t)u_{xx} \) with \( g \neq 0 \) [24], and these equations are not C-integrable for nonconstant values of \( g \). The KdV and cubic Schrödinger equations with time-dependent coefficients

\[
\begin{align*}
u_t + f(t)u_{xx} + g(t)u_{xxx} &= 0 \\
v_{tt} + f(t)u_{xx} + g(t)|u|^2 u &= 0,
\end{align*}
\]
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respectively, also appear in various applications [25, 26]. Here \( f \) and \( g \) are nonvanishing smooth functions of \( t \).

Many papers on variable-coefficient equations have been published, especially, in recent years. The usual topics of these papers are the application of the Painlevé test to single out subclasses of integrable equations within wider classes of variable-coefficient equations, the construction of conservation laws, Lax pairs and bilinear representations and finding exact soliton solutions by the Hirota bilinear method. Since variable-coefficient models are often quite complicated and the number of variable coefficients varies from one to five, or even to ten in some cases, packages of symbolic computations are widely used in such papers. At the same time, the equivalence between equations within the classes under study was neglected in many works, see a discussion in [27]. On the other hand, even in pioneering works on exactly solvable models it was shown that, if an integrable PDE is related to another PDE by certain change of variables (point or non-point), then the latter PDE is also integrable. The classical examples are the connection between the KdV and mKdV equation via the Miura transformation, the reducibility of the Gardner equation to the mKdV [21] and of the cylindrical KdV equation to the classical KdV [22, 28]. Other examples are given in [29]. It was proved in the latter reference that the KdV and nonlinear Schrödinger equations with time-dependent coefficients (1) pass the Painlevé test if and only if the coefficients \( f \) and \( g \) satisfy the conditions \( g(t) = f(t)(a_1 f' f s + a_0) \) and \( g(t) = f(t)(a_1 f' f s + a_0) \), where \( a_1 \) and \( a_0 \) are constants with \( a_1^2 + a_0^2 \neq 0 \). These conditions coincide with those of reducibility of equations (1) to their constant-coefficient counterparts, which were obtained in [25, 26].

Another way to construct variable-coefficient integrable models from constant-coefficient members of integrable hierarchies was presented in [30, Theorem 3.1]. Any ‘linear superposition’, with arbitrary time-dependent coefficients, of members of an integrable evolution hierarchy that correspond to mutually commuting flows proved to be also integrable.

The study of point transformations within a given class of variable-coefficient PDEs and the derivation of conditions under which such equations reduce to constant-coefficient integrable equations allow one to obtain solutions, conservation laws, other objects and related information in a wider context than using the direct computations for variable-coefficient equations. The present paper is devoted to the discussion of this subject. The consideration is illustrated by variable-coefficient fifth-order KdV-like equations.

2. Admissible transformations in classes of differential equations

Two differential equations connected by a certain change of variables (a point or contact transformation) are called similar ones [31]. Sets of objects (such as, e.g. classical solutions, conservation laws, symmetries, Bäcklund transformations, and, under certain restrictions for transformations, Lax pairs) constructed for one of these equations can be used to derive the corresponding sets for the other equation. This is why for a class of differential equations parameterized by arbitrary elements (constants or functions), it is highly important to study the relations between fixed equations that are induced by point transformations. Such similarity relations are called allowed [32], form-preserving [33] and admissible [34] transformations. Roughly speaking, an admissible transformation is a triple consisting of two fixed equations from a class and a point (respectively, contact) transformation that links these equations. The set of admissible transformations of a class naturally possesses the groupoid structure with respect to the composition of transformations and, hence, it is called the equivalence groupoid of the class [35].

More specifically, let \( L_0 \) be a differential equation \( L(x, u(p), \theta(x, u(p))) = 0 \) for the unknown function \( u \) of \( m \) independent variables \( x = (x_1, \ldots, x_m) \). Here \( u(p) \) denotes the set of all the derivatives of \( u \) with respect to \( x \) of order not greater than \( p \), including \( u \) as the derivative of order zero, and \( L \) is a fixed function depending on \( x, u(p) \) and \( \theta \).

Within the local approach, which is taken in the present paper, it is convenient to interpret the equation \( L_0 \) as an algebraic equation in the \( p \)-order jet space \( J^p(x|u) \). The tuple \( \theta \) of \( k \) arbitrary (parametric) functions \( \theta^k(x, u(p)) \), \( \theta^k(x, u(p)) \) runs through the set \( S \) of solutions of the auxiliary system \( S(x, u(p), \theta(x, u(p))) = 0 \) of differential equations with respect to \( \theta \). In this system \( x \) and \( u(p) \) play the role of independent variables and \( \theta \) stands for the set of all the partial derivatives of \( \theta \) of order not greater than \( q \) with respect to the variables \( x \) and \( u(p) \). Usually the set \( S \) is additionally constrained by the condition \( \Sigma(x, u(p), \theta(x, u(p))) \neq 0 \) with another differential function \( \Sigma \). In what follows, we call the functions \( \theta \) arbitrary elements, and the class of equations \( L_0 \) with the arbitrary elements \( \theta \) running through \( S \) is denoted by \( L[S] \).

To illustrate the above notions, consider the class of \( n \)th order \((1+1)\)-dimensional evolution equations

\[
 u_t = H(t, x, u_0, u_1, \ldots, u_n),
\]

where \( n \geq 2 \), \( u_j \equiv \partial^j u/\partial x^j \), \( j = 1, 2, \ldots \) and \( u_0 \equiv u \). We shall also employ, where convenient or necessary, the following notation for low-order derivatives: \( u_i = u_i \), \( u_i = u_2 \), \( \partial u_3 = u_3 \), etc. In general, a subscript of a function denotes the differentiation with respect to the corresponding variable, e.g. \( u_i \equiv \partial u/\partial t \), \( H_{u_i} \equiv \partial H/\partial u_i \). For the above class, the tuple of arbitrary elements \( \theta \) consists of a single arbitrary smooth function \( H \) of its arguments. The auxiliary equations to \( H \) singling out evolution equations among all \( n \)th order two-dimensional PDEs form the system

\[
 H_{u_i} = 0, \quad i = 0, \ldots, n - 1,
\]

\[
 H_{u_i} = 0, \quad i = 0, \ldots, n - 2, \ldots,
\]

meaning that the arbitrary element \( H \) does not depend on derivatives of \( u \) involving the differentiation with respect to \( t \). The condition that the equation order equals \( n \) leads to the auxiliary inequality \( H_{u_i} \neq 0 \). For quasilinear evolution equations, the arbitrary element \( H \)

4 Roughly speaking, the \( p \)th order jet space \( J^p(x|u) \) with underlying space of \((x, u)\) can be assumed as the space whose coordinates represent the independent variables \( x \), the dependent variable \( u \) and the derivatives of \( u \) with respect to \( x \) up to order \( p \) [36, p 96].
is linear in the highest-order derivative \( u_n \), i.e. the subclass \( \mathcal{E}_G \) of such equations is singled out from the entire class (2) by the additional auxiliary equation \( H_{u_n u_n} = 0 \). Representing \( H \) in the form \( H = F u_0 + G \) and interpreting \( F = F(t, x, u_0, u_1, \ldots, u_{n-1}) \) and \( G = G(t, x, u_0, u_1, \ldots, u_{n-1}) \) as new arbitrary elements, we reparameterize the subclass \( \mathcal{E}_G \). In terms of \( F \) and \( G \), the system of auxiliary equations and inequity for the subclass \( \mathcal{E}_G \) takes the form

\[
\begin{align*}
F_{u_0} &= G_{u_0} = 0, & i = 0, \ldots, n - 1, \\
F_{u_n} &= G_{u_n} = 0, & i = 0, \ldots, n - 2, \ldots, \\
F_{u_k} &= G_{u_k} = 0, & F \neq 0.
\end{align*}
\]

(3)

Imposing additional auxiliary equations on \( H \) (resp. \( F \) and \( G \)), one can construct a hierarchy of nested subclasses of evolution equations.

An admissible transformation in the class \( \mathcal{L}_S \) is a triple \((\theta, \tilde{\theta}, \varphi)\), where \( \theta, \tilde{\theta} \in S \) such that the equations \( \mathcal{E}_0 \) and \( \mathcal{E}_S \) are similar, and \( \varphi \) is a point transformation from \( \mathcal{E}_0 \) to \( \mathcal{E}_S \). The set \( \Gamma = \Gamma(\mathcal{L}_S) \) of admissible transformations is naturally equipped with the groupoid structure and called the equivalence groupoid of the class \( \mathcal{L}_S \).

The transformations acting in the joint space of variables and arbitrary elements and preserving the class \( \mathcal{L}_S \) form the equivalence group \( G^\sim \) of this class. There exist several kinds of equivalence groups depending on restrictions that are imposed on the transformations. The usual equivalence group of the class \( \mathcal{L}_S \) roughly speaking, consists of the point transformations in the space of variables and arbitrary elements, which preserve the whole class \( \mathcal{L}_S \) and are projectable on the variable space, i.e. the transformation components corresponding to independent and dependent variables do not depend on arbitrary elements. If the transformations of variables depend on arbitrary elements \( \theta \), then the corresponding equivalence group is called the generalized equivalence group. If new arbitrary elements are expressed via old ones in a nonlocal way (e.g. new arbitrary elements are expressed via integrals of old ones), then the equivalence group is said to be extended. Generalized extended equivalence groups possess both of these properties.

In case of the single dependent variable \( u \), one can consider transformations that are contact rather than point with respect to the equation variables; this leads to the notion of a contact equivalence group. A number of examples of finding and utilizing different kinds of equivalence groups are presented, e.g. in [37–39].

If any admissible transformation in the class \( \mathcal{L}_S \) is induced by a transformation from its equivalence group \( G^\sim \) (usual/generalized/extended/generalized extended), then this class is called normalized (in the corresponding sense). In other words, the equivalence groupoid of a normalized class is generated by the equivalence group of this class.

In order to find the (point) equivalence groupoid \( \Gamma^\sim \) of the class \( \mathcal{L}_S \), the direct method is usually applied. We fix two arbitrary equations

\[
\begin{align*}
\mathcal{L}_0: L(x, u_0, \theta(x, u_0)) &= 0 & \text{and} \\
\mathcal{L}_1: L(\tilde{x}, \tilde{u}_0, \tilde{\theta}(\tilde{x}, \tilde{u}_0)) &= 0,
\end{align*}
\]

from the class \( \mathcal{L}_S \) and suppose that they are connected by a nondegenerate point transformation \( T \) of the general form \( \tilde{x} = X^i(x, u_0) \), \( i = 1, \ldots, m, \tilde{u} = U(x, u) \). Changing the variables in \( \mathcal{L}_0 \), we express all involved derivatives \( \tilde{u}_i(\tilde{p}) \) in terms of \( u_0(\tilde{p}) \) and partial derivatives of the functions \( X^i \) and \( U \) with respect to \( x \) and \( u \) and substitute them into \( \mathcal{L}_1 \), which gives an equation \( \mathcal{L}_{\tilde{x}} \) for the function \( \tilde{x} \). Then \( \mathcal{L}_{\tilde{x}} \) has to be satisfied identically for solutions of \( \mathcal{L}_0 \). This requirement leads to the system of determining equations for the components of \( T \). The procedure of deriving the determining equations is algorithmic and consists of the following steps: we solve the equation \( \mathcal{L}_0 \) as an algebraic equation in the \( p \)-order jet space \( J^p(x, u) \) with respect to a derivative (called the \emph{principal} derivative) and substitute the derived expression involving other derivatives of \( u \) (called \emph{parametric} derivatives) into \( \mathcal{L}_{\tilde{x}} \). As a result, we get a complicated equation involving the variables \( x \), parametric derivatives of \( u \), derivatives of the transformation components \( X^i \) and \( U \), and derivatives of the arbitrary elements \( \theta \) and \( \tilde{\theta} \), which should be identically satisfied with respect to \( x \) and parametric derivatives of \( u \) for each appropriate transformation \( T \). Applying different techniques, in particular, the differentiation and splitting of this identity with respect to \( x \) and parametric derivatives of \( u \) gives rise to the determining equations for the functions \( X^i \) and \( U \) that define the transformation \( T \).

The equivalence groupoids of many classes of differential equations have already been constructed in the literature, see [27, 32–35, 38–40] and references therein. If the class \( \mathcal{L}_S \) is contained in a superclass \( \mathcal{L} \), whose equivalence groupoid \( \Gamma^\sim \) is known, then the equivalence groupoid \( \Gamma^\sim \) of \( \mathcal{L}_S \) is a subgroupoid of \( \Gamma^\sim \), and hence all the determining equations and conditions for elements of \( \Gamma^\sim \) can be taken into account in the very beginning of the application of the direct method for finding \( \Gamma^\sim \). If a class of differential equations is normalized, the construction of its equivalence group leads to an exhaustive and concise description of its equivalence groupoid. This is why it is especially convenient to describe equivalence groupoids for hierarchies of nested normalized classes.

We consider a chain of nested normalized classes of evolution equations, which is of interest in view of the subject of the present paper. It is a well-known folklore assertion [41] that any contact transformation \( T \) relating two fixed equations \( u_i = H \) and \( \tilde{u}_i = \tilde{H} \) from the class (2) has the form \( \tilde{T} = T(t) \), \( \tilde{x} = X(t, x, u, u_t) \), \( \tilde{u} = U(t, x, u, u_t) \). In comparison with the general contact transformation in the space of \((t, x, u)\), the peculiarity is that the transformation component for \( t \) depends only on \( t \) and the transformation component for all the variables does not depend on \( u_t \). The contact and nondegeneracy assumptions are reduced for \( T \) to the conditions \((U_t + U_uu_t)X_u = (X_t + X_uu_t)U_u\), and \( T_i \neq 0 \), rank \( \partial(X, U)/\partial(u, x, u_t) = 2 \), respectively.

The standard prolongation of \( T \) to the derivatives \( u_1, \ldots, u_n \) is carried out using the chain rule, which gives \( \tilde{u}_i = V(t, x, u, u_t) \), where \( V = (U_t + U_uu_t)/(X_t + X_uu_t) \) or \( V = U_u/X_u \) if \( X_t + X_uu_t \neq 0 \) or \( X_u \neq 0 \), respectively, and \( \tilde{u}_i \equiv \partial^i \tilde{u}/\partial x^i = (\partial(1/D_i X^i D_X^i U)/\partial X^i)_{x=0} \), \( i = 2, \ldots, n \). Here \( D_x = \partial_x + u_1 \partial_{u_1} + u_2 \partial_{u_2} + \cdots \) is the operator of total differentiation with respect to the variable \( x \). The possibility
of vanishing \(X_x + X_\nu x\) and \(X_\nu\) simultaneously is ruled out by the nondegeneracy assumption. Moreover, the contact and nondegeneracy assumptions jointly imply that \((X_\nu, U_\nu) \neq (0, 0)\). The transformed arbitrary element \(\tilde{H}\) is equal to

\[
\tilde{H} = \frac{U_\nu - X_\nu V}{T_t} H + \frac{U_t - X_t V}{T_t}.
\]

Each of the above contact transformations maps the entire class (2) onto itself. Therefore, its prolongation to the arbitrary element \(H\) belongs to the contact equivalence group \(G^-\) of the class (2), and any element of \(G^-\) can be obtained in this way. In other words, the equivalence group \(G^-\) generates the whole contact equivalence groupoid \(G^-\) of the class (2), i.e. this class is contact-normalized, which obviously implies its normalization with respect to point transformations as well. If \(n \geq 3\), the subclass \(\mathcal{E}_{a_1}\) of \(n\)th order quasilinear evolution equations has the same contact equivalence group and is contact-normalized too.

Each next subclass is singled out from the previous one by sequentially adding more equations to the system (3) while preserving the property of normalization in the usual sense. The additional constraints \(F_{a_1} = \cdots = F_{a_{n-1}} = 0\) (i.e. \(F = F(t, x, u, u_1, \ldots, u_{n-1})\)) lead to the principal narrowing of the equivalence groupoid of the corresponding subclass: Its contact equivalence group coincides with its point equivalence group. Thus, when considering equations from this subclass, it suffices to use only the point equivalence. Imposing the additional constraint \(F_{a_n} = 0\), we obtain a subclass in which the \(x\)-component of any equivalence transformation does not involve \(u, X_x = 0\), i.e. all equivalence transformations are fiber-preserving. The equivalence group of the subclass of equations with \(F\) depending only on \(t, F = F(t)\), consists of transformations satisfying the equation \(X_{xx} = 0\). Finally, for the subclass of equations of the form

\[
u = F(t)u_\nu + G(t, x, u_0, u_1, \ldots, u_{n-1}),
\]

\(F \neq 0, \quad G_{u_0u_\nu} = 0, \quad i = 1, \ldots, n-1,\)

where \(n \geq 2\), any equivalence transformation is linear in \(u\) since \(U_{uu} = 0\). Collecting all determining equations for admissible transformations in the class (4), which are exhausted by the above equations \(X_u = X_{xx} = U_{uu} = 0\), we derive the following assertion.

**Theorem 1.** The usual point equivalence group of the class (4) consists of the transformations

\[
\begin{align*}
\bar{t} &= T(t), \quad \bar{x} = X^1(t)x + X^0(t), \quad \bar{u} = U^1(t, x)u + U^0(t, x), \\
\bar{F} &= \frac{(X^1)^m}{T_t} F, \quad \bar{G} = \frac{U^1}{T_t} G - \sum_{k=0}^{n-1} \frac{(n)}{k} U_{n-k}^1 u_k + U_t^0 \frac{F}{T_t} \\
&+ \frac{U^1}{T_t} u + U_t^0 = \frac{X^1 x + X^0}{T_t X^1} \left(U^1 u + U_t^0 u + U_t^0\right),
\end{align*}
\]

where \(T X^1 U^1 \neq 0\), and the class (4) is normalized with respect to this group.

### 3. Integrable subclasses in a class of fifth-order variable-coefficient KdV-like equations

Consider the class of variable-coefficient fifth-order KdV-like equations of the form

\[
u + a(t) u u x + b(t) u u_2 x + c(t) u_2 + f(t) u u x + g(t) u u x x x x x + h(t) u x x + m(t) u + n(t) u_x + k(t) x u_x = 0,
\]

where the functions \(a, b, c, f, g, h, m, n\) and \(k\) are arbitrary smooth functions of the time variable \(t\) with \(g(a^2 + b^2 + c^2) \neq 0\). Recently certain subclasses of this class were studied, e.g. in [42–44].

Thus, in [42] the integrability of equations from the class (6) with \(k = 0\) and the re-denoted coefficients \(f = d, g = l\) and \(h = e\) was investigated using the Painlevé test. It was found that such equations are Painlevé integrable in the following three cases:

**I.** \(b = a, \quad c = \mu_1 a e^{tm}, \quad f = 2 \mu_2 a, \quad g = \frac{\mu_4}{5 \nu} e^{-f m d}, \quad h = \frac{\mu_4}{5 \nu} e^{-f m d};

**II.** \(b = 2a, \quad c = \mu_1 a e^{tm}, \quad f = 2 \mu_2 h e^{fd m d}, \quad g = \frac{\mu_4}{5 \nu} e^{-f m d};

**III.** \(b = 2a, \quad c = \mu_1 a e^{dm}, \quad f = 2 \mu_2 a, \quad g = \frac{\mu_4}{5 \nu} e^{-f m d}, \quad h = \frac{\mu_4}{5 \nu} e^{-f m d}.

In all three cases \(\mu_1\) and \(\mu_2\) are arbitrary constants with \(\mu_1 \neq 0\), the functions \(a, m\) and \(n\) are arbitrary. In case II the function \(h\) is also arbitrary. Here and in what follows an integral with respect to \(t\) should be interpreted as a fixed antiderivative of the integrand. N-soliton solutions were constructed for the first two cases whereas only one- and two-soliton solutions were presented in case III.

The same subclass of equations with \(k = 0\) was treated earlier in [43]. Although it was stated that both the Painlevé test and the mapping to the completely integrable constant-coefficient counterparts were applied for separating integrable cases, N-soliton solutions, a Bäcklund transformation and a Lax pair were constructed therein only for equations with additional constraints

\[
u = b = 155 g v e^{(m-2) d}, \quad c = 45 g v^2 e^{(m-2) d}, \quad f = h = 0,
\]

where \(v\) is a nonzero constant \((v = 1/\rho\) in the notation of [43]), which gives a particular subcase of case I. The other integrable cases were missed.

In [44], such objects were constructed for equations of the form (6) with \(f = h = 0\) (and the re-denoted coefficients \(g = d\) and \(k = l\)) under the constraints

\[
u = a = 155 g v e^{(m-2) d}, \quad c = 45 g v^2 e^{(m-2) d}.
\]

It was also indicated that these constraints are derived both by Painlevé analysis and by mapping the corresponding variable-coefficient models to their completely integrable constant-coefficient counterparts. In fact, this consideration just extends the results of [43] to the case of nonzero \(k\), although the parameter \(k\) is not essential and can be set to zero by a point transformation.

We show that all the mentioned cases of integrable equations from the class (6) are reduced by point
transformations to well-known fifth-order integrable evolution equations. To achieve this, we present a complete description of admissible transformations between equations from this class.

**Theorem 2.** The generalized extended equivalence group $G^-$ of the class (6) consists of the transformations

$$
\hat{t} = \alpha(t), \quad \hat{x} = \beta(t)x + \gamma(t), \quad \hat{u} = \varphi(t)(u + \sigma e^{-\int m\,dt}),
$$

$$
\hat{\tilde{a}} = \frac{\beta^3}{\alpha\varphi}, \quad \hat{\tilde{b}} = \frac{\beta^3}{\alpha\varphi}b, \quad \hat{\tilde{c}} = \frac{\beta}{\alpha\varphi}c,
$$

$$
\hat{\tilde{f}} = \frac{\beta}{\alpha\varphi}(f - 2\sigma c e^{-\int m\,dt}), \quad \hat{\tilde{g}} = \frac{\beta^5}{\alpha},
$$

$$
\hat{h} = \frac{\beta^3}{\alpha}(h - \sigma a e^{-\int m\,dt}), \quad \hat{\tilde{m}} = \frac{1}{\alpha}(m - \frac{\gamma}{\beta}),
$$

$$
\hat{\tilde{n}} = \frac{\beta}{\alpha}(n + \frac{\gamma}{\beta} - k \frac{\gamma}{\beta} + \sigma^2 c e^{-\int m\,dt} - \sigma f e^{-\int m\,dt}),
$$

$$
\hat{k} = \frac{1}{\alpha}(k + \frac{\beta}{\beta}),
$$

where $\alpha, \beta, \gamma$ and $\varphi$ run through the set of smooth functions of $t$ with $\alpha, \beta, \varphi \neq 0$, and $\sigma$ is an arbitrary constant. This group generates the entire equivalence groupoid $G^-$ of the class (6), i.e. the class (6) is normalized in the generalized extended extended sense.

**Proof.** Suppose that two arbitrary fixed equations from the class under consideration, i.e. an equation of the form (6) and the equation

$$
\tilde{a}_t + \tilde{a}(t) \tilde{u}_t + \tilde{b}(t) \tilde{u}_s + \tilde{c}(t) \tilde{u}_s + \tilde{f}(t) \tilde{u}_s + \tilde{g}(t) \tilde{u}_s + \tilde{\tilde{a}}(t) \tilde{u}_s + \tilde{\tilde{b}}(t) \tilde{u}_s + \tilde{\tilde{c}}(t) \tilde{u}_s + \tilde{\tilde{f}}(t) \tilde{u}_s + \tilde{\tilde{g}}(t) \tilde{u}_s = 0
$$

are similar with respect to a contact transformation $T$. As the class (6) is a subclass of the normalized class (4), the transformation $T$ satisfies all the determining equations for elements of the equivalence group of the class (4). In other words, one can assume from the very beginning that the transformation $T$ has the form (5). We substitute the expressions for the new variables (with tildes) into (8) and obtain an equation in the old variables (without tildes). This should be an identity on the manifold defined by (6) in the fifth-order jet space $J^5$ with the independent variables $(t, x)$ and the dependent variable $u$. In order to take into account the constraint between variables of $J^5$ on the manifold defined by (6), we substitute the expression for $u_t$ implied by (6). The splitting of the above identity with respect to $u$ and its derivatives $u_x, u_{xx}, u_{xxx}, u_{xxxx}$ and $u_{xxxxx}$ results in the determining equations for the functions $T, \chi, \chi^0, \chi^1, U^0$ and $U^1$, which include the equation $U^1 = 0$. If the condition $a^2 + b^2 + c^2 = 0$ holds, then we additionally get $U^0 = 0$. The rest of the determining equations is exhausted by

$$
\tilde{m} U^0_t + U^0_0 = 0, \quad \tilde{a} U^1_t = a(\chi^1),
$$

$$
\tilde{b} U^1_t = b(\chi^1), \quad \tilde{c} (U^1)^2_t = c \chi^1,
$$

$$
\tilde{g} T_t = g(\chi^1) \tilde{f}, \quad \tilde{f} U^1_t = f \chi - 2\tilde{g} U^0_t,
$$

$$
\tilde{h} T_t = h(\chi^1) - \tilde{a} U^0_t, \quad \tilde{m} U^1_t = m U^1 - U^1,
$$

$$
\tilde{n} T_t = n \chi + \tilde{k} \chi^0_0 - \tilde{c} (U^0)^2 T_t - \tilde{f} U^0_0 T_t,
$$

$$
\tilde{k} X^1_t = k X^1 + X^1_0.
$$

Introducing the notations $T = \alpha, \chi = \beta, \chi^0 = \gamma$ and $U^1 = \varphi$ and solving the determining equations, we get the statement of theorem 1.

**Corollary 1.** The subclass of the class (6) with $f \varphi = 0$ and $(\alpha, \beta) \neq (0, 0)$ is normalized with respect to its usual equivalence group consisting of the transformations (7) with $\sigma = 0$.

**Corollary 2.** The subclass of the class (6) with $k = 0$ is normalized with respect to its generalized extended equivalence group that comprises the transformations (7) with $\beta = \text{const}$.

**Corollary 3.** Any equation from the class (6) can be reduced by the point transformation

$$
\tilde{t} = \int g e^{-\tilde{f}/d\tilde{u}} d\tilde{t}, \quad \tilde{x} = e^{-\tilde{f}/d\tilde{u}} x - \int n e^{-\tilde{f}/d\tilde{u}} d\tilde{t}, \quad \tilde{u} = e^{\int m\,d\tilde{u}},
$$

to an equation from the same class with $g = 1$ and $m = n = k = 0$. The subclass of the class (6) singled out by the constraints $g = 1$ and $m = n = k = 0$ is normalized with respect to its generalized extended equivalence group $G^1$ consisting of the transformations (7) with $\beta = \varphi = 0, \alpha = \beta^3$ and $\gamma = \alpha \beta - \beta^2 \tilde{p}$.

Transformations from the equivalence group $G^-$ have a nice specific structure. The principal property is that they are fiber-preserving (i.e. the transformation components corresponding to the independent variables $t$ and $x$ depend only on these variables) and, moreover, they are linear in $u$. An additional bonus is that the transformation component for $t$ depends only on $t$ and the transformation component for $x$ is linear in $x$. Given this, the entire study of equations from the class (6) within integrability theory can be implemented up to $G^-$-equivalence, which coincides for this class with general contact (resp. point) equivalence since the class (6) is normalized with respect to $G^-$ in both the contact-transformation and point-transformation frameworks. This includes not only local symmetries, cosymmetries, conservation laws, recursion operators, Bäcklund transformations and exact (in particular, N-solution) solutions, the study of which up to contact or point equivalence is quite common, but also the Painlevé property, bilinear representations and Lax pairs, for which the linearity of elements of $G^-$ in $u$ is crucial. In other words, corollary 3 implies that four arbitrary elements of the class (6), $g, m, n$ and $k$, are inessential and can be set to canonical values, 1, 0, 0, and 0, from the very beginning, which would significantly simplify the entire further consideration.
It is also reasonable to use $G^\ast$-equivalence when integrable
cases have already been separated from the other
equations of the form (6). Even if the above gauging of the
arbitrary elements $g$, $m$, $n$ and $k$ by transformations from
$G^\ast$ has been carried out, it is still possible to play with the
equivalence group $G_1^\ast$ of the subclass in which $g = 1$ and $m = n = k = 0$. As the integrability property leads to additional
relations between arbitrary elements, the form of integrable
equations from the class (6) can be simplified more than the
form of a general equation from this class since subgroups
of $G^\ast$ parameterized by constants then spring into action.
More specifically, consider the class of constant-coefficient
fifth-order KdV equations of the form

$$u_t + A uu_{xxx} + Bu_x u_{xx} + Cu^2 u_x + u_{xxxxx} = 0,$$  \hspace{1cm} (10)

where $A$, $B$ and $C$ are nonzero constants. Up to
scale transformations, there exist three inequivalent triples
$(A, B, C)$ such that the corresponding equations of the
form (10) are integrable. These are the triples (10, 20, 30),
(15, 15, 45) and (10, 25, 20) [45], which respectively give

- Lax’s fifth-order KdV equation [46]
  $$u_t + 10u u_{xxx} + 20u_x u_{xx} + 30u^2 u_x + u_{xxxxx} = 0;$$  \hspace{1cm} (11)

- the Sawada–Kotera equation [47] (equivalent to the
  Caudrey–Dodd–Gibbon equation [48])
  $$u_t + 15uu_{xxx} + 15u_x u_{xx} + 45u^2 u_x + u_{xxxxx} = 0;$$  \hspace{1cm} (12)

- the Kaup–Kupershmidt equation [49]
  $$u_t + 10u u_{xxx} + 25u_x u_{xx} + 20u^2 u_x + u_{xxxxx} = 0.$$  \hspace{1cm} (13)

**Corollary 4.** The usual equivalence group $G^\ast_{const}$
of the class (10) consists of the transformations

$$\tilde{t} = \beta^2 t + \delta, \hspace{0.5cm} \tilde{x} = \beta x + \gamma, \hspace{0.5cm} \tilde{u} = \frac{u}{\beta^2 \lambda},$$

$$\tilde{\lambda} = \lambda \Lambda, \hspace{0.5cm} \tilde{B} = \lambda B, \hspace{0.5cm} \tilde{C} = \lambda^2 C.$$  

Here $\beta$, $\gamma$, $\delta$ and $\lambda$ are arbitrary constants with $\beta \lambda \neq 0$. This
group generates the entire equivalence groupoid $G^\ast_{const}$
of the class (10), i.e. the class (10) is normalized in the usual sense.

In view of this assertion it is obvious, e.g. that
the Caudrey–Dodd–Gibbon equation, in which $(\Lambda, B, C) = (30, 30, 180)$, is similar to the Sawada–Kotera equation (12).
The similarity between these equations is realized by the scale
transformation $\tilde{t} = t, \tilde{x} = x, \tilde{u} = \frac{u}{\beta^2}.$

**Theorem 3.** An equation from the class (6) is similar to a
constant-coefficient equation of the form (10) with $ABC \neq 0$
if and only if its coefficients satisfy the conditions

$$\left(\begin{array}{l} b \\ a \end{array}\right) = \left(\begin{array}{l} b^2 \\ c g \end{array}\right), \hspace{0.5cm} \left(\begin{array}{l} f \\ c \end{array}\right) = -m \left(\begin{array}{l} f \\ c \end{array}\right),$$

$$\left(\begin{array}{l} b \\ c g \end{array}\right) = (m - 2k) \left(\begin{array}{l} b \\ g \end{array}\right), \hspace{0.5cm} af = 2ch.$$  \hspace{1cm} (14)

The coefficients of all integrable equations considered
in [42–44] (except the family of equations from [42] with
coefficients presented in case II) satisfy conditions (14).
Therefore, these equations are similar to constant-coefficient
ones. Namely, the equation [44]

$$u_t + 15g^2 u u_{xxx} + 15g^2 u_x u_{xx} + 45g^2 u^2 u_x + gu_{xxxxx} + mu + nu_x + ku u_x = 0,$$  \hspace{1cm} (15)

where $\gamma = v \int (m - 2k) dt$ and $v$ is a nonzero constant,
is mapped to the Sawada–Kotera equation (12) by the
transformation that differs from (9) in the additional scaling of $u$ by $\gamma$.

$$\tilde{t} = \int g e^{-y \int dt} dt, \hspace{0.5cm} \tilde{x} = e^{-y \int dt} x - \int n e^{-y \int dt} dt, \hspace{0.5cm} \tilde{u} = v \int (m - 2k) dt u.$$  \hspace{1cm} (16)

The same transformation maps any equation of the form (6) with $f = h = 0$ and $a, b$ and $c$ given by

$$a = 10g \gamma, \hspace{0.5cm} b = 20g \gamma, \hspace{0.5cm} c = 30g \gamma^2 \hspace{0.5cm} or \hspace{0.5cm} a = 10g \gamma, \hspace{0.5cm} b = 25g \gamma, \hspace{0.5cm} c = 20g \gamma^2$$
to the constant-coefficient integrable equations (11) or (13),
respectively. Therefore, these two integrable cases were
missed in [44].

Another point transformation of the form

$$\tilde{t} = \frac{1}{2} \int \frac{dt}{\mu_1}, \hspace{0.5cm} \tilde{x} = x - \int \left(\begin{array}{l} \mu_2 \\ \mu_1 \end{array}\right) \left(\begin{array}{l} \mu_2 \\ \mu_1 \end{array}\right) dt,$$

$$\tilde{u} = \kappa \left(\begin{array}{l} \mu_2 \\ \mu_1 \end{array}\right) \left(\begin{array}{l} \mu_2 \\ \mu_1 \end{array}\right) u,$$

where $\kappa = \mu_1/3$ (resp. $\kappa = \mu_1/2$) maps equations from the
class (6) with $k = 0$ and the other coefficients satisfying
conditions I (resp. III) to the Sawada–Kotera equation (12)
(resp. the Kaup–Kupershmidt equation (13)).

Each equation of the form (6) with $k = 0$ and the
coefficients presented in case II is reduced to the variable-coefficient equation

$$u_t + 10u u_{xxx} + 20u_x u_{xx} + 30u^2 u_x + u_{xxxxx} + \psi(t)(6u u_x + u_{xxx}) = 0,$$  \hspace{1cm} (17)

where $\psi(t) = \int \left(\begin{array}{l} \mu_1 \\ \mu_1 \end{array}\right) \left(\begin{array}{l} \mu_1 \\ \mu_1 \end{array}\right) e^{\int dt} dt$, by the transformation

$$\tilde{t} = \frac{3}{10} \int a e^{-\int dt} dt, \hspace{0.5cm} \tilde{x} = x - \int n dt, \hspace{0.5cm} \tilde{u} = \frac{\mu_1}{3} e^{\int dt} u.$$  \hspace{1cm} (18)

Equation (17) is integrable since it is a ‘linear
superposition’, with time-dependent coefficients, of Lax’s
fifth-order KdV equation (11) and the classical KdV
equation $u_t + 6u u_x + u_{xxx} = 0$, which are integrable and
whose associated evolution vector fields commute [30, theorem 3.1].

Summarizing, we have explained the appearance of all integrable cases obtained in [42–44] and have found that two integrable cases were missed in [43, 44].
All of these variable-coefficient integrable equations could be constructed from known integrable equations using equivalence transformations of the class (6). Moreover, the possibility of gauging four arbitrary elements of the class (6) by equivalence transformations means that these arbitrary elements are inessential within the study carried out in the above papers, which is, therefore, unreasonably overcomplicated.

4. Applications of point transformations for further analysis of integrable variable-coefficient equations

When the similarity of integrable equations from the class (6) to well-known integrable equations is established, further consideration is needed as all objects related to general integrable equations from the class (6) and their properties can be easily derived from those of the classical similar equations using the similarity. We demonstrate this derivation only for Lax pairs, for which the special structure of transformations from $G^-$ is essential, since the same procedure, e.g. for symmetries, conservation laws and exact solutions has already become a routine task.

The Sawada–Kotera equation (12) admits the Lax pairs

$$L = \partial_x^3 + 3u\partial_x,$$
$$P = 9\partial_x^5 + 45u\partial_x^3 + 45u_x\partial_x^2 + 15(2u_{xx} + 3u^2)\partial_x$$

and

$$L = \partial_x^3 + 3u\partial_x + 3u_x,$$
$$P = 9\partial_x^5 + 45u\partial_x^3 + 90u_x\partial_x^2 + 15(5u_{xx} + 3u^2)\partial_x + 30(u_{xxx} + 3uu_x).$$

Carrying out the transformation (16) in the associated spectral problems, $L\psi = \lambda\psi, \psi = P\psi$, we derive the corresponding Lax pairs for the variable-coefficient equation (15):

$$L = e^{3/k\partial_t}(\partial_x^3 + 3\Upsilon u\partial_x),$$
$$P = 9g\partial_x^5 + 45\Upsilon u\partial_x^3 + 45\Upsilon u_x\partial_x^2$$
$$+(30g\Upsilon u_{xx} + 45\Upsilon^2 u^2 - kx - n)\partial_x$$

and

$$L = e^{3/k\partial_t}(\partial_x^3 + 3\Upsilon u\partial_x + 3\Upsilon u_x),$$
$$P = 9g\partial_x^5 + 45\Upsilon u\partial_x^3 + 90\Upsilon u_x\partial_x^2$$
$$+(75\Upsilon u_{xx} + 45\Upsilon^2 u^2 - kx - n)\partial_x$$
$$+30g\Upsilon u_{xxx} + 90g\Upsilon^2 u_{xx},$$

respectively. Here and in what follows, we again use the notation $\Upsilon = \nu e^{(m-2k)\partial_t}$ with a nonzero constant $\nu$.

The Kaup–Kupershmidt equation (13) admits the Lax pair

$$L = \partial_x^3 + 2u\partial_x + u_x,$$
$$P = 9\partial_x^5 + 30u\partial_x^3 + 45u_x\partial_x^2 + 5(7u_{xx} + 4u^2)\partial_x$$
$$+10(u_{xxx} + 2uu_x).$$

Using the transformation (16), we obtain the corresponding Lax pair for the equation

$$u_t + 10g\Upsilon uu_{xxx} + 25g\Upsilon u_x u_{xx} + 20g\Upsilon^2 u^2 u_x + g u_{xxxx} + mu + nu_x + kxu_x = 0,$$

which is of the form

$$L = e^{3/k\partial_t}(\partial_x^3 + 2\Upsilon u\partial_x + \Upsilon u_x),$$
$$P = 9g\partial_x^5 + 30g\Upsilon u\partial_x^3 + 45\Upsilon u_x\partial_x^2$$
$$+(35g\Upsilon u_{xx} + 20g\Upsilon^2 u^2 - kx - n)\partial_x$$
$$+10g\Upsilon u_{xxx} + 20g\Upsilon^2 u_{xx}.$$

Note that the above Lax pairs, which are constructed using the similarity to well-known constant-coefficient integrable equations, are still associated with isospectral problems in contrast to, e.g. Lax pairs constructed in [44] directly for variable-coefficient equations.

5. Discussion

Admissible contact (resp. point) transformations between equations from classes of variable-coefficient PDEs considered in the literature on integrability usually possess specific properties including linearity with respect to the dependent variable and more particular fiber preservation and linearity with respect to independent variables (e.g. when the transformation component for t depends only on t and the transformation component for x is linear in x). Moreover, these classes of PDEs are, as a rule, normalized in a certain sense, i.e. their contact (resp. point) equivalence groupoids are generated by the corresponding equivalence groups, although often different generalizations of the notion of usual equivalence group should be considered in order to achieve the normalization.

As a result, equivalent transformations fit well into the study of integrability of variable-coefficient PDEs, where they can be used for several purposes:

- to search for inessential arbitrary elements of the class of variable-coefficient PDEs under consideration and to gauge these elements to chosen simple values from the outset;
- to establish the similarity of integrable variable-coefficient PDEs, which are separated by another method (e.g. the Painlevé test) from the class under consideration, to well-known (usually, constant-coefficient) integrable equations; or, more generally, to select canonical representatives in the obtained list of integrable equations;
- to check listed integrable cases using the established similarity to previously known integrable equations;
- to derive all objects related to a singled-out integrable equation and their properties from those of a similar well-studied integrable equation; such objects include, but are not exhausted by, local symmetries, cosymmetries, conservation laws, recursion operators, Bäcklund transformations, exact solutions, the Painlevé expansion, bilinear representations and Lax pairs.
All of the above purposes are illustrated in the present paper using the class (6) of variable-coefficient fifth-order KdV-like equations. Out of the nine arbitrary elements of the class (6), each of which is a smooth function of \( t \), only five are really essential. Neglecting this fact leads to a needless complication of any study of the class (6), cf \([42–44]\).

A convenient choice for arbitrary elements to be gauged is given by \( g \), \( m \), \( n \) and \( k \), and natural constraints for them are \( g = 1 \) and \( m = n = k = 0 \). We have shown that all the integrable equations found in \([42–44]\) are similar with respect to point equivalence transformations to (i.e. in the terminology of \([50]\), are trivial deformations of) well-known fifth-order integrable KdV-like equations, namely, the Sawada–Kotera equation (12), the Kaup–Kupershmidt equation (13) and the Fuchssteiner time-dependent linear superposition (17) of Lax’s fifth-order KdV equation (11) and the classical KdV equation. This similarity clearly explains the appearance of the three integrable cases found in \([42]\) and indicates that two integrable cases were definitely missed in \([43, 44]\). It also allows one to obtain all further results of \([42–44]\) in a much easier way from analogous results for the canonical counterparts, which are already presented in the literature. Moreover, in the same way, the results of \([42–44]\) can be enhanced and completed. We have confined ourselves to deriving Lax pairs by the similarity since this is not too customary in contrast to, e.g. solutions in closed form. The transformational method gives more possibilities for varying the form of Lax pairs than the direct construction of Lax pairs for variable-coefficient equations. The leading coefficients of operators of Lax pairs presented in section 4 are not equal to the unit in general. At the same time, owing to properly chosen coefficients, these Lax pairs are associated with isospectral problems as in the case of constant-coefficient equations.

Note that, in general, the study of variable-coefficient integrable equations may lead to essentially nonisospectral problems \([50–52]\).

Although point transformations were applied in the field of integrability of variable-coefficient PDEs for a long time \([22, 25, 26]\), only some classes of such \((1+1)\)-dimensional equations (e.g. variable-coefficient third- and fifth-order KdV-like equations and variable-coefficient cubic Schrödinger equations) have been systematically studied within the transformational framework, see \([27, 53, 54]\), references therein and the present paper. Therefore, a possible direction for investigation is to extend it to other classes of integrable equations or integrable systems of equations including the case of more independent variables.

There are two regular methods for the construction of integrable evolution equations that explicitly involve the time variable \( t \) using known integrable equations; these are the transformational method and the Fuchssteiner linear superposition of integrable evolution equations. All integrable KdV-like equations discussed in section 3 of the present paper can be obtained by one of these methods or their combination from classical constant-coefficient KdV-like integrable equations (the Sawada–Kotera equation (12), the Kaup–Kupershmidt equation (13), Lax’s fifth-order KdV equation (11) and the KdV equation itself). An interesting question is whether there exists a KdV-like equation with time-dependent coefficients that cannot be obtained in the above way. What about other hierarchies? Another open question concerns the existence of methods that differ from the transformational and Fuchssteiner methods but also allow for easy generation of new variable-coefficient integrable equations from known constant-coefficient integrable equations.
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