The Microbiome and the Gut-Liver-Brain Axis for Central Nervous System Clinical Pharmacology: Challenges in Specifying and Integrating In Vitro and In Silico Models
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The complexity of integrating microbiota into clinical pharmacology, environmental toxicology, and opioid studies arises from bidirectional and multiscale interactions between humans and their many microbiota, notably those of the gut. Hosts and each microbiota are governed by distinct central dogmas, with genetics influencing transcriptomics, proteomics, and metabolomics. Each microbiota’s metabolome differentially modulates its own and the host’s multi-omics. Exogenous compounds (e.g., drugs and toxins), often affect host multi-omics differently than microbiota multi-omics, shifting the balance between drug efficacy and toxicity. The complexity of the host-microbiota connection has been informed by current methods of in vitro bacterial cultures and in vivo mouse models, but they fail to elucidate mechanistic details. Together, in vitro organ-on-chip microphysiological models, multi-omics, and in silico computational models have the potential to supplement the established methods to help clinical pharmacologists and environmental toxicologists unravel the myriad of connections between the gut microbiota and host health and disease.

One of the grand challenges facing both clinical pharmacology and environmental toxicology in the decade of the 2020s will be to integrate into their intellectual frameworks the explosion of knowledge regarding microbial communities residing within many human tissues and fluids, individually described as a microbiota and collectively as the microbiome.1 To quote a recent review, “the human microbiome ... is widely accepted as a major factor that drives the interpersonal variation in therapeutic response.”2 Microbial cells and human cells have about a 1:1 numeric ratio, but there is a 1:100 ratio of human-to-microbial genes (~ 20,000 human genes compared with 1 million microbial genes2). Organ-on-chips (OoCs), that is, 2D and 3D human tissue constructs typically grown in perfused, microfluidic devices using primary, tissue-resident adult stem cells, or induced pluripotent stem cells (iPSCs) to create microphysiological systems (MPS),3,4 are one of the newest tool sets being introduced into clinical pharmacology and toxicology.5,6 Although they are increasingly recognized as being able to recapitulate enough tissue or organ functions to recapitulate a functional unit and serve as useful in vitro human models for quantitative systems pharmacology,4 their full potential for studying host-microbiome interactions has yet to be realized. This review first examines microbiota-host interactions, exogenously driven microbiota composition perturbations, and treatment outcomes that depend upon microbiota composition, all from the perspective of clinical pharmacology. The review then discusses efforts and opportunities to use the emerging methods of in silico microbiota modeling, multi-omics, and organ-on-chip technology to clarify the factors that govern human-microbiome-drug interactions and to improve microbiota-dependent treatments. (Given the speed with which these three fields are growing, we were unable to include full citations and in-depth discussion of several subtopics in the body of this review. Additional discussion and references are included in the Supplementary Information, which is structured to parallel the main sections in the body of the review.)

The human microbiotas (skin,7 oral, different regions in the gut, the male and female genitourinary systems, the vascular8 and lymph9 circulations, and possibly the brain10) contain various microorganisms (bacteria, fungi, viruses, and archaea), some of which are benign and others pathogenic. The gut microbiota is of particular interest in pharmacology due to the manner in which gastrointestinal (GI) microbes are associated with a multitude of diseases11,12 and interact with xenobiotics.13,14 Drug designers may need to consider the high spatial heterogeneity and complexity of the gut microbiota: going from stomach to large intestine, there are gradients in pH, pressure, and the densities of different microbiota
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populations\textsuperscript{13} that could alter drug absorption, distribution, and metabolism either directly or through microbial effects on host metabolism.\textsuperscript{2} Gut microbiota are able to affect behavior, mood, and decision making.\textsuperscript{15} There is growing evidence of strong connections between the microbiome and serious diseases of the central nervous system (CNS), most notably Alzheimer's and Parkinson's diseases, among many\textsuperscript{16,17} (see the Supplementary Information for a more extensive list); hence, the pressing need to understand the microbiome-gut-liver-immune-brain axis (M-GLIBA).

Historically, clinical pharmacologists have largely focused on optimizing only the human side of the equation as they work with medicinal chemists to develop drugs for the efficacious treatment and prevention of human disease with minimal toxic, off-target effects. Environmental toxicology addresses how toxic industrial and consumer chemicals and materials adversely alter the development, growth, well-being, and aging of humans, as well as the local and global ecosystems comprising microbes, plants, and animals. The microbiome is beginning to play a larger role in both clinical pharmacology and environmental toxicology for understanding the mechanisms behind harmful effects of exogenous compounds. Understanding of microbiota-dependent processes is expected to increase significantly in the coming years. Figure 1, inspired by Kaddurah-Daouk \textit{et al.},\textsuperscript{18–20} provides a Vitruvian overview of how the mechanisms of action of drugs and toxins must now be expanded to include the microbiome, how the body's various microbiota are affected by both diet, lifestyle, and environment, and
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\caption{The Vitruvian human, with separate interacting central dogmas for the microbiome and human. The metabolites of one can serve as nutrients and signaling modulators for the other. The inputs to the system are external nutrients for both the human and the microbiome, and a variety of environmental factors, including drugs and toxins. The information gleaned from the combined metabolomes constitutes a metabotype that can provide diagnostic information, which then can be used to adjust the inputs to the system. Proteins shown for the microbiome are, left to right, the EcoRV restriction endonuclease and the flavin nitroreductase protein from \textit{Escherichia coli}, and the enzyme beta-gal. The microbiome nutrients are phosphatidylcholine (produces trimethylamine (TMA)), tryptophan, carnitine (produces TMA), and inulin. The microbiome metabolites are trimethylamine, butyrate, the tryptophan derivative indole, and a lipopolysaccharide. The human proteins are tau protein, the dopamine receptor DRD2, and p-glycoprotein. The human nutrients are tryptophan, alpha-linolenic acid, carnitine, and glucose (\textit{\alpha}-D-Glucopyranose). The human metabolites are trimethylamine N-oxide, serotonin, kynurenine, dopamine, and indoxyl sulfate. (Inspired by R. Kaddurah-Daouk’s group\textsuperscript{19}).}
\end{figure}
the ever-increasing appreciation for the metabolome. As an example, for the CNS, it is important to recognize that the vascular system (the red and blue Vitruvian human) and the nervous system (the light green human) together support multiple connections between the human and its microbiome, as does the lymphatic system (not shown).

In the classical concept of the central dogma of biology, the human genome directs the flow of information to the human transcriptome, which, in turn, controls the human proteome, such that the flow of genetic information is almost always unidirectional, as shown by two downward arrows on the right side of Figure 1. However, the role of the metabolome on the central dogma was not appreciated when it was first postulated in 1958. Human proteins metabolize nutrients, drugs, and toxins, and these metabolites affect not only human transcription, translation, and post-translational modification (upward arrows on the right side), but also the corresponding processes in the microbiome (on the left side of the figure). Hence, when considering the microbiome and humans, there are multiple central dogmas, one for the human and many for the microbiome. The microbial and human biochemistries interlink at many levels, including the metabolites of one serving as nutrients for the other, with the signals between the gut and the brain and back involving both the neural and vascular systems. From the perspective of diagnosis, this picture also shows how the readily accessible metabolome of the human and many of the microbes in its microbiome can be combined to create a metabolomic profile, termed a metabotype, that can drive a disease diagnosis. Even with the increasing expectation that a patient’s entire coding and noncoding human genome might be known, whether the genotype of sequestered microbiota could be determined is problematic. The transcriptome is specific to the cells from which the RNA is derived and may have diagnostic value in a particular clinical assay, but it is not of general utility. Thus, the metabotype alone might provide a rapid, low-cost means to assess the state of patients and their microbiome, which in combination with their genetics could motivate adjustments to external variables, including nutrients, drugs, toxins, pollution, and lifestyle and social interactions. There are, however, clear challenges in developing the statistical tools to identify high-dimensional biomarkers that are worthy of serious attention.

The clinical pharmacology and environmental toxicology communities would benefit from tools that would enable them to understand in detail the depth of interactions between the gut microbiota and the host that arise from metabolites that bacteria secrete. The soluble factors secreted by bacteria, termed postbiotics, include, but are not limited to, enzymes, proteins, polysaccharides, organic acids, and short-chain fatty acids (SCFAs). Postbiotics can act locally on the gut or have systemic effects on other organs. For example, the dietary exposure of mice to the environmental toxin perfluorooctane sulfonic acid altered the balance of many bacteria in the gut microbiome and amino acids and SCFA metabolism in a manner consistent with the development of metabolic syndrome. Postbiotics have been considered as a pharmacologically attractive alternative to probiotics, because postbiotics are more stable and avoid issues with horizontal gene transfer-mediated antibiotic resistance. The metabolic signaling between gut microbiota and human host has a complex connection with human physiology such that the influence of the gut microbiota extends well beyond the gut to the liver, brain, kidneys, skin, and other organs. In parallel, the human metabolites of drugs, toxins, and nutrients affect the microbiome, which, in turn, can alter human physiology, resulting in multiple, intertwined feedback loops, as suggested by Figure 1. There is an almost perfect concordance in the role of the human microbiome in clinical pharmacology and environmental toxicology—drugs and toxins affect both the human and the microbiome, and the bidirectional interactions through metabolism and signaling must become an integral component of both fields. Surely, the full integration of the microbiome will lead to a paradigm shift in how we discover, understand, utilize, or avoid drugs and toxins.

From the perspective of clinical pharmacology, the statistics describing the microbiome are daunting. As of 2017, only 4,500 of the ~21,000 human genes are considered druggable, but fewer than 700 proteins and other human biomolecules are targeted by drugs approved by the US Food and Drug Administration (FDA). In contrast, the microbiome was previously thought to have 3 million genes, but the inclusion of previously overlooked small proteins might add 23 million nonredundant genes to the oral microbiome and 22 million to the gut, for a total increase in microbiome genes of 45 million, providing ample opportunity for new drug candidates. An expansion of the gene search space by this magnitude will require new tools and techniques, ranging from a breadth of omic technologies, to MPS and their constituent microfluidic-enabled tissue chips or OoCs that yield data not previously available from humans, to computational models that seamlessly connect, for example, the genome, transcriptome, proteome, lipidome, and metabolome.

To appreciate fully the forthcoming paradigm shift associated with such an expansion of the possible pharmacological interactions, we need to look at the development of the relevant fields. As shown in Figure 2, a rudimentary search for “pharmacology” in PubMed yields over six million publications since 1873. A similar search for “toxicology” yields almost 200,000 since 1830. Focusing on topics of specific interest, both clinical pharmacology and environmental toxicology have enjoyed long and productive histories, as presented in Figure 2a. The microbiome and OoCs are recent entrants to the arena, with small literatures that are rapidly growing by ~10,000 and ~1,000 articles a year, respectively. To correct for the differences in the size of the fields, the relative growth plots in Figure 2b show that over the past decade, there has been faster growth in the scientific literature on the microbiome and OoCs as compared with the more established fields, in part because the new entrants were virtually unheard of 2 decades ago, and these fields can expand into a breadth of existing scientific disciplines. The absolute rates in Figure 2c and the fit to exponential curves indicate that the microbiome literature has an exponential growth rate of 0.21/year (which corresponds to a 3.3 year literature doubling time), whereas for OoCs the rate is 0.12/year (5.7 year doubling time). In contrast, the growth rates in annual publications on clinical pharmacology and environmental toxicology are both 0.05/year and may even have peaked, but confirmation of this trend would require a more extensive analysis of search terms. In light of
these trends, this review provides arguments why the microbiome should factor heavily into clinical pharmacology and environmental toxicology—a natural result as studies of the microbiome become mainstream.

We now turn our attention to the microbiome and human disease.11,12 Sharma et al.5 provide an excellent review of clinical applications of microbiome-based therapeutics. Numerous reports of differences between the gut microbiota of healthy and diseased patients are appearing. Furthermore, the relative abundance of various bacterial strains has been investigated in relation to their effects on drug efficacy.13,14 One such instance showed that patients with relatively elevated levels of bacteria from the Faecalibacterium genus responded more positively to PD-1 checkpoint therapy, whereas patients with higher levels from the Bacteroides order responded poorly to PD-1 checkpoint therapy.32 The gut microbiota’s influence has been implicated in various CNS diseases, such as Parkinson’s disease, depression and anxiety, autism spectrum disorder, attention-deficit hyperactivity disorder, schizophrenia, bipolar disorder, multiple sclerosis, Alzheimer’s disease (AD), glioblastomas, substance use disorders, which include opioid use disorders (OUDs), and various non-CNS diseases, such as obesity, type 2 diabetes, glucose intolerance, insulin resistance, acne, atopic dermatitis, psoriasis, colorectal cancer, non-alcoholic fatty liver disease, irritable bowel syndrome, Crohn’s disease, ulcerative colitis, fibromyalgia, chronic pain, stroke, lung disease, celiac disease, and metabolic syndrome. Please refer to the Supplementary Information for representative references and additional examples.

Developers of drugs to treat any of these diseases should be mindful of the role of the gut microbiota. The gut microbiota has no established mechanistic links to CNS diseases, because the primary evidence is only in the form of correlations of various bacteria populations with individuals with the CNS diseases, as compared with normal, healthy individuals.17 Recent studies have been aimed at understanding how diet, drugs, surgery, and environmental toxins affect gut microbiota. Such knowledge has implications for establishing the missing mechanistic connection for diseases caused by dysbiosis (i.e., a change in microbial composition or function that has an adverse impact on the host-microbiome relationship), as can be induced by antibiotics during a Clostridium difficile infection,33 or as can occur following an ileoceleal resection and antibiotics.34

Given the complexity of the connections between the GI microbiome and the CNS, which are affected by how the microbiome interacts with nutrients, drugs, and environmental toxins, and the difficulty in obtaining and maintaining the individual human microbiota whose compositions vary along the GI tract, there are sound arguments favoring the creation of in vitro coupled human cell organ-on-chip models that represent different sections of the GI tract and can also be interfaced to other organ chips, such as liver, kidneys, and brain. In general, organ-on-chip models excel at controllability and observability, but it is not yet known the extent to which they can approximate the true gut microbiota-host interactions. When compared to in vivo models, such as mouse or stool samples from patients, organ-on-chip models offer many advantages, including (i) restricted extracellular volumes that prevent autocrine, paracrine, juxtacrine, and endocrine signals from being diluted below both physiological effectiveness and detectability; (ii) long-term support of heterogeneous populations of cocultured cells in 2D or 3D microenvironments; (iii) a high level of control of variables, such as the input of nutrient-rich media or drugs; (iv) compatibility with high-content imaging; (v) ready removal of secreted media,
and immune system signaling. Physiological state: tryptophan metabolites, bile acids, SCFAs, we discuss in detail the primary postbiotics that alter the host's metabolism, excretion, and toxicity (ADMET); and (vi) the ability to visualize host-microbiome interactions. Such systems are being utilized to create disease models and ultimately to enable personalized models for precision medicine. These in vitro models would benefit from and support multi-omics analyses and in silico computational models. In balance, organ-on-chip models now require a level of technical skill well beyond conventional cell culture, and a long-term study can cost almost as much as an animal study, but as the scientific community and industry refine their designs and techniques, these models are becoming easier to use and less expensive.

The breadth of the topics touched upon in this review indicates the importance of the microbiome in the next decade of clinical pharmacology. The integration of the microbiome into clinical pharmacology and environmental toxicology should expand our understanding of human development, disease, and aging, identify important environmental toxicants, and create opportunities for the development of new drugs. We now examine significant factors that affect the human-microbiome interaction, explore external influences on the microbiome, and discuss decoding microbiome-human interactions, with particular emphasis on the M-GLIBA.

### Significant Factors in the Human-Microbiome Interaction

#### Biochemical signaling from gut microbiota to the host

As shown in Figure 1, the interactions between the microbiota and the human can occur at levels that span the genome, transcriptome, proteome, metabolome, cells, tissues, organs, and organ systems. The signals that connect humans and their microbiomes are carried by physical contact or the vascular, nervous, gastrointestinal, and lymphatic systems. The signals can go in either or both directions. The metabolome of the microbiome comprises chemicals that are termed postbiotics. In the Supplementary Information, we discuss in detail the primary postbiotics that alter the host’s physiological state: tryptophan metabolites, bile acids, SCFAs, and immune system signaling.

#### Gut microbiota and host CNS interactions

The gut microbiota postbiotics have multiple means for influencing the CNS through the enteric and vagus nerves, the hypothalamic-pituitary-adrenal (HPA) axis, and microglia. The vagus and enteric nervous systems. The enteric nervous system (ENS) provides local control of digestive functions and an intimate connection between the stromal cells of the GI tract and the autonomic nervous system. The Supplementary Information provides citations to studies that show how (i) the ENS regulates enteric processes that include immune response, detecting nutrients, motility, microvascular circulation, intestinal barrier function, and epithelial secretion of fluids, ions, and bioactive peptides, (ii) the gut microbiota regulates maturation of the adult ENS via enteric serotonin networks, and (iii) how the vagus nerve, connected to all of the layers of the digestive wall, serves as the functional connection between the CNS and the ENS.

#### Inflammasomes

Inflammasomes are cytosolic signaling complexes in the innate immune response and epithelial barrier tissues that activate in response to microbial and endogenous threats. NLRP3 inflammasomes are activated in the gut epithelium through microbiota-fermented SCFAs. In addition, activated NLRP6 in the gut epithelium modulates microbiota composition, which may induce dysbiosis. Activated NLRP3 inflammasomes, activated NLRP6 inflammasomes, and increased amounts of pro-inflammatory cytokines, such as IL-1β, IL-6, and IL-18 proteins, are implicated in the development of major depressive disorders.

#### Microglia

Microglia dysfunction is associated with AD and Parkinson’s disease, autism spectrum disorder, and depression. Microglia overactivation by environmental toxins and endogenous proteins promotes the synthesis of reactive oxygen species, which can lead to neurotoxicity and the development of neurodevelopmental diseases. For example, microglia influence the development of AD by inhibiting amyloid-β clearance while promoting amyloid-β deposition, which, in turn, leads to release of pro-inflammatory mediators, such as reactive oxygen species and NF-kB. Important for development is the effect of gut microbiota on the morphology and gene expression of microglia. Gut microbiota-derived SCFAs, particularly butyrate, alter the maturation and function of microglia and the permeability of the blood-brain barrier (BBB).

#### Hypothalamic-pituitary-adrenal axis

The HPA axis controls the body’s reactions to stressors. Diet, stress, or antibiotic-induced inflammation of the GI tract triggers the release of cytokines and neurotransmitters, which stresses the microbiome and leads to increased permeability of both the intestinal epithelium and the BBB to drugs and toxins. Pro-inflammatory cytokines activate the HPA axis, which acts to reduce inflammation. The hypothalamus releases corticotropin-releasing factor, which then triggers the release of adrenocorticotropic hormone in the adrenohypophysis of the pituitary gland. Adrenocorticotropic hormone acts to reduce the pro-inflammatory cytokine signal. Hyperactivity and dysregulation of the HPA axis are associated with major depression disorder and anxiety.

#### Development

One can appreciate the complexity of the human-microbiome relationship by studying how the microbiome evolves after birth and affects maturation of the GI epithelium during the establishment of the normal symbiotic relationship. Molecular signals from the gut can modify a breadth of neurodevelopmental processes in the enteric system and the CNS. It has been shown that the maternal gut microbiota can influence the prenatal development of the BBB of germ-free mice, resulting in an increase in BBB permeability that persists into adulthood, and that introduction of a pathogen-free microbiome would tighten the BBB. The initial colonization of the gut microbiome modulates brain development and adult behavior. One must also appreciate the potential implications of the disruption of
these developmental processes by drugs or environmental toxins that affect the microbiome, which, in turn, could complicate precision medicine unless adequate quantification tools are developed.

**Gut microbiota spatial heterogeneity.** As we stated in the introduction, the composition of the microbiota varies between different layers and regions of the GI tract. Specific examples are provided in the Supplementary Information.

**EXTERNAL INFLUENCES ON THE MICROBIOME**

Central to this new frontier in clinical pharmacology is the need to understand how to effect changes in the microbiome for the good of the human host, and how conventional drugs and both environmental and industrial toxins may alter the microbiome to the detriment of the human.

**Xenobiotics and the exposome**

Learning how nutrients and xenobiotics, such as drugs, probiotics, and bioactive compounds in the diet or the exposome, affect the ENS, autonomic nervous system, and CNS is of utmost importance for understanding how the gut microbiota influence CNS disorders. Xenobiotic metabolism has potential effects on gut microbiota composition and health outcomes. Microbes can metabolize drugs, and drugs can alter the composition of the gut microbiota. The gut microbiota can be affected by exposure to heavy metals, pesticides, nanoparticles, polycyclic aromatic hydrocarbons, dioxins, furans, and polychlorinated biphenyls. There are two primary ways that the gut microbiome influences the metabolism of xenobiotics: direct metabolism in the gut and indirect control of liver xenobiotic metabolism. The direct mechanisms include activation (i.e., produgs, detoxification or deactivation of xenobiotics, and direct binding of bacteria to xenobiotics). The indirect mechanisms include enterohepatic cycling, the process by which xenobiotics are inactivated in the liver and reactivated in the gut by microbes by deconjugation, postbiotic interactions with enzyme kinetics, and alteration of the expression of various cytochrome P450s in the host liver. Please refer to the Supplementary Information for additional details.

**Probiotics, prebiotics, symbiotics, and the FDA**

Probiotics are bacteria that are introduced to the gut for beneficial effects, typically administered orally or through stool transplantation. Prebiotics are nutrients that are indigestible to the host but promote the growth of beneficial bacteria populations. Symbiotics act to incorporate both probiotics and prebiotics to further promote the beneficial effects of probiotics. When used for therapy, these three supplements can positively regulate gut microbiota composition for improved treatment outcomes. The Supplementary Information contains specific examples of probiotics, prebiotics, and symbiotics.

The FDA is beginning to address the “science and regulation of live microbiome-based products used to prevent, treat, or cure diseases in humans.” This is distinct from the possibility that the genotype of a patient’s existing microbiome might affect the patient’s response to a drug.2 Already, the FDA includes pharmacogenomic information in drug labeling to inform, for example, drug exposure and clinical response variability, risk for adverse events, and drug mechanisms of action.52 A 2008 analysis of pharmacogenomic biomarker information in FDA-approved drug labels for 1945–2005 found that 10% of the 1,200 drug labels contained pharmacogenomic information, and 52 (4% of all labels) referred to microbial genomic biomarkers. It is not clear from this study how many of these were related to infectious agents rather than the commensal microbiome, but it is reasonable to assume that the latter were in the minority. It is inevitable that as the field of pharmacometabonomics matures, biomarkers will be identified that could indicate or contraindicate the use of a drug based upon a particular metabotype (i.e., reflecting the metabolic activity of both the patient and the commensal microbiota). Whether this added complexity will represent a regulatory challenge remains to be seen.

**Diet**

Diet and lifestyle are two of the largest factors controlling gut microbiota composition. Diet has the potential to rapidly alter microbiota composition based on fat, protein, and fiber intake. High consumption of red meat is associated with increased levels of carnitine and choline (molecules included in Figure 1), which are converted to trimethylamine (TMA) by the gut microbiota, which, in turn, converted to trimethylamine N-oxide (TMAO) by flavin-containing monoxygenase in the liver. Other factors associated with increased TMA/TMAO production include enhanced nutrient density of dietary TMA precursors and reduced renal excretion of TMAO. Increased levels of TMAO are linked to nonalcoholic fatty liver disease, coronary artery disease, chronic kidney disease, and type 2 diabetes. Western diets, with their high meat content, show an increase in activity of β-glucuronidase, an enzyme involved with rescuing liver-metabolized morphine and returning it to its original neuroactive form. The Supplementary Information discusses the Western and Mediterranean diets, intermittent fasting, the ketogenic diet, and the microbiome of professional athletes.

Although diet modulates microbiota composition, it does not fully control how microbiota compositions evolve. The microbiota composition of individuals has low convergence between individuals (i.e., beta diversity), even those on the same diet, which, in turn, may constrain the success of precision medicine until there are better methods to both characterize the complexity of the gut microbiota and predict specific microbiota-drug-host interactions.

**Drugs**

Drugs are one of the largest xenobiotics of interest. When exposed to 21 drug cocktails of different combinations of 271 drugs, 76 gut microbiota species were able to metabolize two-thirds of the applied drugs.29 The host metabolizes drugs primarily in the liver through oxidative and conjugative reactions, whereas gut bacteria utilize hydrolytic and reduction reactions. (Drug metabolism in other organs complicates the situation, but this is beyond the scope of our review.) Gut microbiota and drugs interact in a variety of ways. In addition to direct drug-induced alteration of the gut microbiota composition or function, the gut microbiota can
activate, inactivate, or reactivate drugs, or generate toxic metabolites from drugs. In addition, the gut microbiota can have indirect effects on the host’s bioavailability and response to a drug, primarily through modulation of a host’s immune and metabolic systems. Genetics and exogenous factors, like diet, also play a role in how the gut microbiota interacts with and metabolizes drugs. The gut microbiota affects drug efficiency both directly and indirectly through multiple mechanisms, as discussed in greater detail in the Supplementary Information.

Antibiotics tend to decrease microbiota diversity in the host and cause a shift in the ratio of different species. For example, fluoroquinolones and β-lactams both significantly decreased microbial diversity (by 25%) and increased the ratio of Bacteroidetes to Firmicutes. The connection between diet and antibiotics is further illustrated by mice raised on a high-fat diet and given a subtherapeutic antibiotic treatment. The microbiome shifts in the high-fat diet with antibiotics led to insulin resistance and hepatic steatosis.

Furthermore, as discussed in detail in the Supplementary Information, there are differences in how drugs and postbiotics are absorbed in the gut. Pharmacology studies have recognized that there are regional differences in how drugs are absorbed within the GI tract, including spatial variations in passive permeability and active drug transport and absorption, osmolality, the unstirred water layer, mucosal composition and function, and the presence of other fluids.

Gut microbiota drug metabolism can affect the efficacy of a drug by decreasing bioavailability. An example of this is levodopa (L-dopa). Normally, L-dopa is converted into dopamine after crossing the BBB. In an alternative pathway, Enterococcus faecalis secretes a pyridoxal-phosphate-dependent tyrosine decarboxylase that converts L-dopa to dopamine. As a second interspecies step, Eggerthella lenta, which secretes molybdenum-dependent dehydroxylase, has 11 strains that convert dopamine to m-tyramine with 100% conversion and 13 strains with < 11% conversion. (E. lenta also inactivates the cardiac drug digoxin.) However, this process can be blocked with a second drug: (S)-α-fluoromethyltyrosine attenuates mice gut microbiota enzyme production, leading to an increase in L-dopa bioavailability — another demonstration of the added complexity that the microbiome can bring to clinical pharmacology. In addition, E. lenta generates a cardiac glycoside reductase operon that metabolizes digoxin into inactive metabolites. Hydrolases, lyases, transferases, and oxidoreductases are the primary microbial enzymes that act on ingested xenobiotics. So-called “TIMER” effects (translocation, immunomodulation, metabolism, enzymatic degradation, and reduced diversity) modulate efficacy and toxicity of drug therapies. Drug-induced leaky gut and villi shortening can cause translocation of bacteria through the gut membrane and induce sepsis and dysbiosis. Drugs can induce bacteria to modulate the immune system, which enables other species to induce an inflammatory response. Metabolism and enzyme degradation act on drugs to generate toxic metabolites, reactivate metabolized drugs, and decrease drug bioavailability. Drug-induced dysbiosis is associated with disrupted gut microbiota composition that leads to malignant effects, such as reduction of Streptococci abundance by methotrexate, causing villi shortening and diarrhea. Clarke et al. provide more information regarding xenobiotic metabolism by the gut microbiota.

Gut microbiota can increase a drug’s toxicity in the gut. For example, the colon cancer chemotherapeutic CPT-11 can cause severe diarrhea due to reactivation by bacterial β-glucuronidases. This can be addressed with β-glucuronidase inhibitors that attenuate the toxic response. Specific bacteria could evoke extreme drug reactions; mice colonized with M. morganii produced phenethylamine that accumulated systemically and crossed the BBB. The administration of a monoamine oxidase inhibitor, as might be prescribed for depression, social phobias, or panic disorders, could then lead to lethal phenethylamine poisoning. This is a sobering testimony of the pharmacological power of the gut microbiome and the variability that might challenge precision medicine.

Clearly, the microbiome presents new pharmaceutical opportunities. As a harbinger of a possible explosion in microbiome pharmacology, a recent news story presents 15 examples of small molecules being developed by a dozen or more companies to target microbes or host microbe interactions.

Opioids

Opioids provide important and timely examples of how drugs can interact with multiple tissues, different cellular phenotypes, and gut microbiota, thereby contributing to the complex system of overlapping feedback loops shown in Figure 1. The spinal cord and vagus nerve carry visceral pain signals that arise from nociceptor activation in the thorax, abdominal and pelvic viscera, and the nervous system and that can become sensitized under chronic pain conditions. Decades of research have focused on the mechanisms of opioid analgesia and tolerance within the CNS, implicating glial cells and the release of inflammatory cytokines in an anti-analgesic role.

An emerging literature describes a large contribution of peripheral tissues, both of the ENS in the gut and of the primary afferent relay neurons that transmit sensation from the gut to the spinal cord, whose cell bodies make up the dorsal root ganglion, in the modulation of pain and opioid responses. Chronic opioid exposure activates toll-like receptors on epithelial cells of the gut, disrupting the gut epithelial barrier and allowing bacterial translocation. As bacteria pass through, immune cells and enteric glia are activated and cytokines are released, setting in motion an inflammatory response cascade that is anti-analgesic and promotes worsening pain. This is the situation in inflammatory bowel disease, where patients treated with chronic opioids for Crohn’s disease-related pain may experience worsened pain, increased rates of infection, and increased risk of death.

Misunderstandings and excesses in the treatment of chronic pain with opioids have created a national crisis of opioid misuse and OUD, and have many in the field wondering where it all went wrong. Although opioids are effective analgesics for acute pain, prolonged use and/or high doses increase the risk of opioid-related adverse events, including a decline of efficacy due to tolerance, the potential establishment of opioid-induced hyperalgesia, and possible contribution to inflammatory states that promote the acute-to-chronic pain transition, all of which can contribute to OUD. Relatively little is known about how acute vs. chronic
opioid exposure or stress (e.g., after trauma or surgery) differentially affect opioid transport and metabolism along the M-GLIBA. Even less is known about how acute or chronic opioid use changes the core functions of the M-GLIBA.

An issue is that other than the brain, one of the organs that most expresses opioid receptors is the gut,77 which includes the neurons of the ENS.79 Activation of the μ opioid receptor is implicit with attenuating GI motility. The μ opioid receptor interacts biochemically with adenylate cyclase, β-arrestin recruitment, and receptor phosphorylation by protein kinases C and A, and ERK 1/2.71

Thus, not only does long-term opioid use cause a reduction in gut motility, we are now beginning to appreciate that it also plays a causal role in changes to the gut microbiota79–81 that can, in turn, escalate inflammation in both the gut and CNS.80,82 This effect of long-term opioid use on the gut microbiota also contributes to the physiologic changes that underlie addictive behavior, dysregulates immune response, and increases intestinal barrier permeability, bacterial translocation, the risk of enteric infection, morphine tolerance, and gut-derived sepsis.58,82–84 This is consistent with experiments with germ-free mice and bacterial depletion and probiotics in mice.80,83,84

Stress, opioids, and injury can trigger central neuroimmune activation, which involves activation of the cells that provide an interface between blood and the nervous system, as well as parenchymal astrocytes and microglia.85 Stress can also directly affect OUD. Opioids are well known to inhibit corticotrophin-releasing hormone and, therefore, cortisol levels.86

Microbiota influence pro-inflammatory and anti-inflammatory responses in both the gut and brain.87 In patients with chronic pain without associated depression, cortisol demonstrates low levels and blunted diurnal variation.88 Opioid-related inflammation of gastric epithelium may contribute to chronic pain syndromes. One might wonder whether reported changes in the gut microbiome associated with chronic pelvic pain are cause or effect.89

Disruption of the gut microbiome by chronic opioid use has an impact on liver function, sustains a systemic inflammatory state,90 and worsens the disease, potentially contributing to the chronification of pain.77 Opioid usage is associated with gut dysbiosis such that there is an increased alpha diversity (within a sample) and altered beta diversity (between samples).91 Morphine gradually changes the gut microbiota, leading to changes in the gut metabolic profile by decreasing bile acids while simultaneously increasing phosphatidylethanolamines and saturated fatty acids. The gut microbiota’s primary interaction with morphine is through rescuing morphine metabolites morphine-3-glucuronide (M3G) and morphine-6-glucuronide (M6G). M3G and M6G are generated through morphine glucuronidation in the liver. The liver detoxifies the morphine and the gut microbiota then retoxifies it, providing a possible source of interindividual variation in the response to opioids. Although M3G exhibits no analgesic effect, it has an important role in morphine tolerance, most likely through activation of toll-like receptor 4 (TLR4) that mediates morphine-induced cytokine release.91 In the gut, M3G and M6G are hydrolyzed back to morphine by β-glucuronidase, which is produced by Bacteroides and Bifidobacteria.58 Dysbiosis leads to greater morphine tolerance, as the morphine-induced gut microbiota is inefficient at hydrolyzing M3G and M6G.82 Introducing the probiotics Bifidobacteria and Lactobacillaceae can attenuate morphine tolerance.80 Opioid use has been linked to bile dysregulation and gut microbiota changes that then compromise the gut barrier.77 These changes alter the metabolites coming from the liver in yet another feedback loop,82 contributing to the system-wide issues experienced by opioid users.

In addition to the clear role of inflammation in driving the M-GLIBA interactions, cytokine P450s are a critical molecular link in the M-GLIBA. This very large family of proteins is expressed extensively in the liver, gut, and the BBB,90 and it is critical in how humans process opioids and other drugs.93 Opioid receptors are commonly expressed in a variety of immune cells, but the responses of macrophages to morphine are opposite to those of buprenorphine and oxycodone.94 Morphine also suppresses NF-κB activation in macrophages58 and modulates the activity of glia in the spinal cord,95 and morphine-induced gut dysbiosis causes TLR2 and TLR4 activation, resulting in a significant increase of IL-6 protein levels.80

It is important to note that allosteric modulators of muscarinic acetylcholine receptors are being developed that may enable regulation of the addictive and executive dysfunction aspects of substance use disorders.96 How these drugs interact with the M-GLIBA and the microbiome would be a worthy area of inquiry.

DECODING MICROBIOME-HUMAN INTERACTIONS

The interactions we have described provide ample opportunity for clinical pharmacologists to develop new microbiome-related drugs to treat CNS diseases. The readily accessible postbiotics and the chemicals in the human metabolome together provide signals for nondestructive and noninvasive assessment of the state of the Vitruvian human for both diagnosis and evaluation of pharmacological control.

Pharmacogenomics/microbiomics

In the context of precision medicine, genetics are a large factor in adverse drug reactions, which can vary due to drug, patient, and disease.97 Human genetics account for 20–95% of variation of drug response, which is dependent on the context of treatment: the type of disease and the prescribed medication.2 Variance of drug action, fate, efficacy, and toxicity between different individuals is a major concern for pharmacology and personalized medicine. The postgenomic revolution popularized the practice of using pharmacogenetics, where treatment variance is explained by genetic variance between patients. Akin to pharmacogenetics, the emerging field of pharmacomicrobiomics explains treatment variance by variance in a patient’s gut microbiota composition.62,98 Host genetics play a role in gut microbiota composition, active microbial enzymes, and effects of dietary intake.66 Today, pharmacomicrobiomics is currently limited by inadequately validated causal relationships between gut microbiota and host and the difficulty of culturing different bacterial species in the laboratory.66
Figure 3 illustrates the variability of patient response due to differences in host metabolic phenotype and microbiota composition. Toxicity-efficacy trade-off contours are a convenient means to explain the range of responses that might be encountered by patients with different microbiome compositions. When a population of patients is given a drug, the observed probabilities of efficacy and toxicity can be used to create toxicity-efficacy trade-off contours, as shown in Figure 3a. These show the desirability of different treatment outcomes due to a specific treatment, which is defined as a dose of one or more drugs. The desirability, $d$, of a treatment outcome is scaled between 0 and 1 such that $d$ increases with higher efficacy and lower toxicity. With this definition of desirability, treatments with high desirability have a high therapeutic index. If $d = 0$ then the treatment is highly toxic and not efficacious. Similarly, if $d = 1$, the treatment is efficacious and has low toxicity. The axes of a toxicity-efficacy trade-off contour indicate the likelihood of toxic and efficacious treatment outcomes.

The desirability is constant along trade-off contours (dashed lines in Figure 3a). Toxicity-efficacy trade-off contours are typically used to quantify the dose-dependent effects of treatments, but the diagram can be adapted to illustrate the variance in a specific treatment (a singular dosage of a drug or combination of drugs) between different patients, namely due to host metabolism and microbiota metabolism.

Figure 3b simplifies toxicity-efficacy trade-off contours by omitting the trade-off contours and dividing the plot into four quadrants. Treatment outcome desirability is highest in quadrant IV and decreases toward quadrant II, where it is lowest. Here, the toxicity-efficacy trade-off diagram has been adapted to show variability due to different drug dosages and factors, such as microbiota composition. Consider the treatment outcome due to a specific dose of an oral drug (Figure 3c). The patient’s metabolism leads to a single treatment outcome, represented by a blue dot. The patient’s gut microbiota can modulate the drug’s efficacy and toxicity,
leading to a shift in the treatment outcome. The effect the microbiota has on treatment outcome is dependent on microbiota composition, so the treatment outcomes due to the patient’s metabolism and the microbiota’s metabolism will vary. To represent this variance, consider four different microbiota compositions generating four different shifts in treatment outcome, represented by orange dots. Realistically, there is a multitude of microbiota compositions with associated treatment outcomes. Let the microbiota-dependent treatment outcome region refer to every treatment outcome possible due to the interactions of a host’s metabolism and the metabolism of all possible microbiota compositions. An example of a treatment outcome region is plotted in yellow in Figure 3c. The exact shape of the region would have to be determined empirically by observing treatment outcome and microbiota composition. Treatment outcome varies between patients, however. This variance can be represented by multiple treatment outcome regions (yellow and purple in Figure 3d). Ultimately, these plots serve to illustrate that pharmacomicobiomics and pharmacogenomics are important considerations for treatment outcome. Two patients can have dramatically different treatment outcomes due to genetic factors, but microbiota composition can also affect treatment outcome. An important question would be the extent to which a patient’s metabotype could be used to predict treatment outcome for the existing microbiome as well as another that reflected the use of therapeutic probiotics.

Drug metabolism in the host is dependent on the complex, tripartite interaction of gut microbiota, host lifestyle, and host genetics. Integrating pharmacogenomics with pharmacomicobiomics enables a higher understanding of patient-specific adverse reactions to drugs. Genetic influences cannot be changed, but microbiomic influences can be modified by altering the gut microbiota composition to the extent allowed by host genetics. Researchers focusing on how metabolic phenotype can lead to variability in treatment outcomes have coined the term “pharmacometabonomics,” defined as “the study of the metabolic response of organisms to disease, environmental change, or genetic modification.” The numerous interactions in Figure 1 manifest the complexity and suggest the challenge of inferring the nature of the interactions from measurement of the metabotype.

Mathematical modeling of the microbiome-host interaction

There is a lack of mechanistic understanding of how the host and microbiome interact. Many microbial species cannot be cultivated in the laboratory and, hence, are difficult to observe. Metabolic interactions, as reported by the metabotype, are also currently difficult to observe and hard to interpret, so quantitative modeling has been used to elucidate these interactions. Computational methods, such as ordinary differential equation modeling, statistical comparison of microbiota, constraint-based reconstruction and analysis, Boolean networks, and agent-based modeling have been used to understand microbiota metabolism, microbiota perturbations due to drugs, and microbiota-host interactions. Partial differential equation models could include spatial gradients in nutrients, metabolites, and metabolic activity, as has already been done for the distributed electrical activity in the intestine. Modeling the M-GLIBA is clearly a multiscale problem with multidimensional complexity, spanning molecular interactions, intracellular and extracellular signaling, cells, tissues, organs, and organ systems, with times spanning from nanoseconds for molecular dynamics to years for aging. A systems approach is necessary for understanding and treating CNS diseases, and the merging of pharmacology with systems biology has created the field of quantitative systems pharmacology. The problems only become harder with the need to incorporate the microbiome. Fritz et al. review the current status of in silico models. More details and references are provided in the Supplementary Information.

The advantage of the computational approach is that once mechanism-based models of host-microbiome interactions and microbiome-microbiome interactions have been created, it will be straightforward to examine a large number of combinations of host and microbiota genomes to address pressing questions in pharmacomicobiomics and pharmacometabonomics that will arise when precision medicine is applied to a single patient rather than a patient population. One hopes that the mechanisms that drive the model will be sufficiently detailed to support appropriate interactions between the species that might have been modeled in isolation—at present, there is no guarantee that the interactions will exhibit linear, commutative, associative, or other properties that would support simple overlaying of individual models to create one for the whole patient. As with many computational models of biological systems, the greater challenge is to obtain the data required first to parameterize and then validate the model as accurately representing clinical physiology. Notably, there is the obvious difficulty in obtaining detailed, quantitative descriptions of microbiota sequestered deep within that patient’s GI system that might be addressed using single or coupled organ chips. Hence, our discussion turns to assays and OoCs.

Assays for understanding host-microbiome interactions

Detailed characterization of the interactions in Figure 1 between the microbiome and the GLIBA will be demanding, to say the least, and will involve genomics, transcriptomics, proteomics, lipidomics, interactomics, etc. Today, untargeted metabolomics can identify the metabolites of microbial species, and enrichment analysis allows mapping the bacterial genome to drug metabolism. The human protein-protein interactome alone is daunting, and the full capture of Figure 1 will require specification of the relationship of large numbers of both human and microbial proteins and metabolites. Although untargeted multi-omic assays are advancing rapidly, the mere connection between the human proteome and metabolome is in its infancy. At the most reductionist level, the annotation of the interactions in Figure 1 represents a scientific grand challenge that would require a decade or more of effort because of the diversity of the interactions of totally different classes of chemical species. Obviously, work will proceed with whatever level of annotation of the interactions is available.

Frameworks are being established to develop and curate the metagenomic profiles of the microbiome; however, even limited assays are demanding. Analysis of gut microbiota involves identification of present taxa, analysis of alpha (within the same sample) and beta diversity (between samples) within the microbiota, statistical analysis of gut microbiota with sample metadata,
network analysis, biomarker discovery, and functional analysis of the microbiome and metabolomics. It is difficult to identify the relevant bacterial taxa in different diseases. For example, there is no consensus on which bacterial taxa are most prevalent for major depression disorder. This disparity has roots in methodologic differences, sample differences, and the complex microbiota-host interactions. However, multiple assays exist for measuring the ADMET and other properties of the gut microbiota-drug interaction. Culture collection and ex vivo incubations are two methods for collecting a gut microbiota sample. Fecalase preparation, a cell-free fecal extract with microbial enzymes, enables analysis of microbiota-mediated drug metabolism. Microbial RNA-seq can be used to identify which pathways are active in microbes, and host RNA-seq can be used for identifying which pathways are modulated by microbiota action. Genetics are difficult to study in the gut microbiota, given the inability to genetically manipulate most microbial species present in the gut. Two methods that are commonly applied are comparative genomics and functional genomics. Gene knockouts can be used for model gut microbes, such as Escherichia and Bacteroides. Microbiota profiling can be utilized for identifying drug-responsive microbes. Cell culture models, gnotobiotic models, and antibiotic-knockdown models are used to observe microbiota interactions. Cell cultures are often inaccurate, so in vivo gnotobiotic models, which have well-defined microbiota, are preferred. The creation of a gnotobiotic model involves putting specific microbes into germ-free animals to enable investigation of the drug interactions of specific microbes in vivo. Gnotobiotic models are expensive, so antibiotic knockdown can be used as an alternative, but there are issues with reproducibility and the disparity between nonhuman host microbiota and human microbiota. An important question is the extent to which some of these limitations can be overcome with in vitro, organ-on-chip microphysiological models.

OoCs for in vitro studies of microbiome-organ-organ interactions

The rationale for MPS models of the M-GLIBA. Many studies of the gut microbiota are hard to reproduce due to the complications of sample acquisition and preparation, analytical methods, variability between individual human and animal models, dosage, duration of exposure, and cost. The most important feature required by an M-GLIBA model is two key barriers (at the minimum): the GI epithelium and the BBB. Fritz et al. provide a compact but very useful review of experimental models. Accepted models for the M-GLIBA include germ-free mice, antibiotic-treated mice, and clinical data. Of these, germ-free mice are the most expensive to maintain due to the required sterile conditions for the life of the animal. Studying how postbiotics affect drugs taken orally can be accomplished with clinical data, but this is challenging due to the high variance of the gut microbiota and external factors, such as use of other drugs, tobacco, alcohol, and undeclared substance of abuse. In vitro gut chemostats can be used to culture and analyze microbial communities. Given the limitations of the existing models and the expanding needs of clinical pharmacology and environmental toxicology, there is an obvious need for compact, sterile, interconnected in vitro models of the M-GLIBA using human cells and suitable for high-content optical screening and untargeted multi-omic analyses.

Since the early work by Shuler et al., some of which was directly related to toxicology, there has been a growing literature on OoCs, tissue chips, and microphysiological systems (Figure 2 and Supplementary Information). Progress in the field accelerated after the publication of a lung chip by the Ingber group, the launching in 2011 of the FDA Advancing Regulatory Science Initiative that led to an FDA/National Institutes of Health (NIH) award to Ingber for a heart-lung model, and large joint programs funded by the Defense Advanced Research Projects Agency (DARPA), the NIH National Center for Advancing Translational Sciences (NCATS), and the FDA. Other major efforts were launched by the Defense Threat Reduction Agency (DTRA) and the Environmental Protection Agency (EPA). A large number of original papers and reviews are listed in the Supplementary Information, particularly with regard to the substantial progress that has been made, with multiple implementations of each of the four organs of the GLIBA: the gut, the liver, and the neurovascular unit, and/or the BBB, some with innate immune cells. There is a small but growing number of demonstrations of functionally or physically coupled organs.

Although there are notable challenges that have yet to be fully overcome for both individual and coupled chips, the future for this technology is promising. In this section, we highlight MPS used for drug discovery and toxicology, briefly review the application of pharmacokinetics (PKs) to MPS studies, discuss an MPS model that recapitulates important aspects of gut-liver-brain pharmacodynamics (PDs), and speculate on the future.

The cells used in MPS models are either primary ones from animals or humans (which can often be propagated as either organoids or patient-derived xenografts), from immortal cell lines, or derived from embryonic or iPSCs. It is fully appreciated that tissue chips with iPSC-derived cells could recapitulate familial CNS diseases. Ultimately, vascularized organoids may supplement or replace tissue chips, but many multi-omic assays require more cell mass or effluent volume than can be obtained from conventional organoid well plates or very small organ chips.

There are several different ways to apply OoC technologies to study the M-GLIBA. Figure 4a is a schematic diagram of the key physiological systems involved in the M-GLIBA, including the pancreas and the enteric and autonomic nervous systems. Were all these systems needed to recapitulate experimentally the desired physiology, pathology, or pharmacology, one would have little choice but to use animal or human models.

One of the driving motivations for OoCs is that the cellular microenvironment for the seeded cells, often as 3D matrices, more closely replicates the organ than a 2D plastic Petri dish or well plate. Another is to have an appropriate match between cellular and perfusate volumes so as to support realistic paracrine and juxtacrine signaling and external quantification of these signals. This emerging technology is well suited to the study of individual organs (as well as the GLIBA). Figure 4b shows how a limited number of independent organ chips can be functionally interconnected by manual or auto-pipetted transfer of conditioned media from one
bioreactor to the input of another, something that has been accomplished with remarkable success. The third approach, shown in Figure 4c, is to have each OoC physically interconnected to the others. The bioreactor effluent from one is automatically directed to another, and a universal culture medium is recirculated with appropriate exchange of oxygen and carbon dioxide and continually refreshed at as low a rate as is required to support organ-chip metabolism: without a kidney to excrete toxins and metabolites, the same fraction of media would have to be regularly withdrawn and replaced, possibly confounding the concentration of key circulating factors.

**Single organ chips needed for the M-GLIBA.** The addition of a microbiome to a gut-on-a-chip is critical for understanding the interactions in Figure 1. The first demonstration of this was by the Ingber group, whose gut-on-a-chip supported periodic stretching of the Caco-2 GI epithelial cells that were cultured on a porous elastomeric polydimethylsiloxane (PDMS) membrane. Their devices supported the aerobic culture of *Lactobacillus rhamnosus* GG for longer than a week. Subsequent studies provided a more robust characterization of the structure and function of the cultured Caco2 cells, their transformation to a complex villi-like surface topography, and reconstitution into multiple cell types (absorptive, enteroendocrine, Paneth, and goblet cells) with appropriate polarization, and mucus production. The devices supported coculture with both commensal and pathogenic, noncommensal strains of *Escherichia coli* bacteria.

More recently, Shah et al. constructed a gut-on-a-chip bioreactor with a different geometry that supported a much larger area of epithelia cells and cocultured a facultative anaerobe, *Lactobacillus rhamnosus* GG, which was grown solely under aerobic or anaerobic conditions, or grown in combination with an obligate anaerobe, *Bacteroides caccae*, under anaerobic conditions. Their chip supported an oxygen gradient across the GI barrier by using different levels of oxygenation in the media on opposite sides. The chip had optodes for sensing oxygen tension in the device. They were also able to conduct transcriptomics, metabolomics, and immunological analyses that demonstrated differences between culturing the cells with *L. rhamnosus* GG alone vs. with *B. caccae*.

The most recent work from the Ingber group extends their earlier studies, and the current implementation of their intestine chip has a number of useful features, including a coculture of Caco2 cells on one side of the porous PDMS membrane and human intestinal microvascular endothelial cells on the other, and the maintenance of an oxygen gradient monitored by on-chip optical oxygen sensors. A number of different microbiotas were tested under both aerobic and anaerobic conditions, as were primary human epithelial cells and stool. In their perspective on this work, Pocieviciu and Ismagilov provide a balanced and forward-looking analysis of the human gut-microbiome-on-a-chip, pointing out the value of coupling the gut chip to other chips, particularly the liver, and the importance of the gut microbiota in transforming liver bile acids for reabsorption and regulation.

Hence, it is reasonable to conclude that each of the organ chips required to reconstitute the M-GLIBA has been demonstrated individually. The next challenge is to successfully couple multiple chips while maintaining flow rates, concentrations, and sterility.
Multiple-organ MPS models. Although many of the corporate ventures in OoCs are focusing on single-organ chips for drug screening, there is much interest in using coupled-chip MPS models for ADMET to study situations in which metabolism of a metadrug or drug by one organ creates a drug that treats or toxifies another organ. For first-pass metabolism studies, it is also important to include the gut.124,125 Other multi-organ MPS models, including recent studies that include a gut chip, are summarized in the Supplementary Information.

One might ask whether such an artificial set-up is preferred, or whether in silico modeling could better integrate the different parts of the envisioned microbiome and GLIBA for the CNS? As discussed above, there are two challenges with in silico modeling: parameterization and validation. Although one might be able to create a detailed computational model of an extended or coupled human organ system, it will be difficult to obtain confirmatory data from more than a limited number of sites in a small number of human subjects, and even harder to study the response of the human to a variety of drug, nutrient, and toxin challenges that could be used to test and refine the model. Possibly the greatest strength of a coupled MPS-computational model of the GLIBA is its ability to realize the paradigm of iterative experimental and computational modeling [that] provides testable mechanistic hypotheses serving to connect the actual pathogenesis to the ensemble of modules comprising quantitative systems pharmacology, despite the large spatiotemporal scales they encompass.4

There is a growing recognition that coupled OoC systems can avoid what is known as the “universal media problem”35 by providing each organ chip with separate stromal (or epithelial) and vascular compartments, separated by an endothelial barrier specific to that organ.113 What is not yet known is the extent to which an appropriately configured GI epithelial/endothelial barrier with its associated mucosal layers will be able to maintain, over the long term, proper balance in a complex microbiome. One could expect that microbes difficult to culture in vitro might grow better in a coupled-MS microenvironment that provides the appropriate luminal flow of nutrients and metabolites, pH, and oxygen. The extent to which coupled MPS can support a stable microbiome is unknown, but clearly worth intense study.

We note that there has been minimal discussion in the MPS community about the challenges of adding more than a single immune cell type (macrophages in the gut, Kupffer cells in the liver, tissue-resident lymphocytes in the kidneys, microglia in the brain, etc.),126 and there are significant, unresolved issues with creating innate immune systems from a single line of iPSCs, as would be required to avoid HLA/MHC incompatibilities that might trigger a graft-vs-host response in an immune-enabled MPS. That said, the innate immune system, in the form of tissue-resident macrophage-like cells, can reproduce many important inflammatory and oxidative-stress responses.

MPS for drug discovery. Recent reviews have well summarized the current state of lab-on-a-chip and pharm-on-a-chip in the determination of PK, PD, toxicokinetic, and toxicodynamic parameters of target drugs.127,128 Although the initial motivation for the DARPA, NCATS, and FDA MPS programs was to address unanticipated toxicity, drug failures due to toxicity are now less common than failures in efficacy, and, as a result, it is recognized that MPS approaches will provide a greater return on investment when focused on drug mechanism of action and PK/PD.3 Much of the effort by the MPS community to date has been to demonstrate and validate specific tissue chips. As listed in the Supplementary Information, there have been a number of papers addressing drug toxicity and pharmacology, but only a few of the many groups working on OoCs are developing the PD tools that will be needed by clinical pharmacologists and toxicologists to fully utilize tissue chips. This should improve because MPS models are beginning to move from the realm of engineers to that of pharmacologists and toxicologists.

MPS models of gut-liver-kidney-brain PDs. As a final example, we discuss briefly a demonstration of how functionally coupled gut, liver, kidney, and brain tissue chips can inform PDs, shown in Figure 5.119 In this experiment, the liver chip was located at the University of Pittsburgh, the gut chip at the Baylor College of Medicine in Houston, the kidney chip at the University of Washington in Seattle, and the neurovascular unit (NVU) chip at Vanderbilt University in Nashville. Although a number of groups have manually or automatically pipetted conditioned media from one tissue chip to another, for this demonstration the investigators simply froze the tissue-chip effluent and used overnight shipping to transport it to the next organ. Figure 5a shows the various steps in the workflow, including, as appropriate, addition of blank media, mixing of conditioned media, and withdrawal of samples for mass spectrometric analysis.

Three experiments were conducted and demonstrate what types of studies are well suited for coupled tissue-chip experiments. Figure 5b shows the sequence of events associated with vitamin D3 (VD3) transport and metabolism in human organs. Absorption and activation of VD3 requires uptake and transport in the intestine. The addition of a vitamin D binding protein to the media avoided the absorption of the hydrophobic vitamin into the PDMS, just as D binding protein in vitro limits its absorption by the lipid membranes of vascular cells. Sequential metabolism in the liver and kidney chips led to a series of active metabolites. The in vitro study confirmed that there was no metabolism of VD3 in the intestine, the liver chip produced the clinically observed VD3 metabolite as well as another, and the kidney chip produced one of the clinically observed metabolites, but the other was below the limit of detection. In the NVU, both VD3 and its appropriate metabolite crossed the BBB.119

The second experiment, shown in Figure 5c, tested terfenadine transport and metabolism. Oral terfenadine is absorbed and metabolized to fexofenadine in the intestine. Counter-transport carries fexofenadine back to the apical side of the intestinal wall. The remaining terfenadine is metabolized to fexofenadine in the liver. Fexofenadine cannot cross the BBB and is excreted by the kidneys. The kidney chip was in concurrence with the clinical data, except with a lower excretion of fexofenadine by the kidneys (91% rather than 11%).119

The third experiment (Figure 5d) examined the metabolism and transport of trimethylamine (TMA), discussed in detail earlier. In
humans, TMA is produced in the intestine by the endogenous microbiome, where it is taken up and transported to the liver, where it is metabolized to TMAO. Kidney disease can lead to increased plasma concentrations of TMAO, with significant medical side effects. The intestine in this experiment was without a microbiome, so instead, TMA was added to the luminal (basal) media of the intestine chip. The liver chip metabolized the TMA into TMAO, but with a lower efficiency (< 5% in vivo vs. < 1% in the chip). The ~ 46% excretion by the kidney chip was less than the clinical excretion of > 95%. The clinical penetration of TMAO across the BBB was unknown at the time of the study, and 26% of the TMAO penetrated the NVU. The significance of this study was that TMAO’s penetration of the BBB was subsequently confirmed clinically by the analysis of spinal-tap fluid from > 50 patients, constituting what is believed to be the first MPS prediction later confirmed in humans.

Of course, this study, conducted > 3 years ago, would be much better were it to be repeated with today’s more advanced perfusion...
control and bioreactor technologies and with an appropriate microbiome. However, the work flow would still resemble that in Figure 5a, whether the mixing and transfer steps were performed manually or automatically. These are complicated assays that will undoubtedly benefit from the coupled-organ technologies currently under commercial development by TissUse, Hesperos, and CN Bio Innovations, among others.

**SUMMARY OF THE CHALLENGES FOR CNS CLINICAL PHARMACOLOGY APPLIED TO THE M-GLIBA**

The growth in our understanding of the microbiome and the absence of any end in sight in the breadth and volume of its literature add urgency to understanding the complexity that the microbiome brings to clinical pharmacology and environmental toxicology. Forsythe et al. provide an excellent review of and commentary on the state of research into the biology, biochemistry, and neuroscience that govern the microbiota-gut-brain axis. They discuss in detail the neuroscience of the bidirectional information transfer from the microbiome through the enteric nervous system, vagal and spinal nerves, and the brain, emphasizing the importance of the identification of a nicotinic intramural sensory synapse between the sensory neurons in the wall of the gut and the vagal neurons. They present a reasoned analysis of the relative merits and disadvantages of human vs. animal models. They do not address in any depth clinical pharmacology, environmental toxicology, or opioid/inflammation, or the possible role of tissue chips as in vitro models that are the subjects of this review. They do offer an important cautionary warning: "Communication between gut and brain depends on both humoral and nervous connections. Since these are bi-directional and occur through complex communication pathways, it is perhaps not surprising that while striking observations have been reported, they have often either not yet been reproduced or their replication by others has not been successful."

One limitation of GI chips that we have discussed is that they lack an enteric nervous system, as shown in Figure 4a. Enteric neurons have already been integrated into iPSC-derived intestinal organoids, so it is just a matter of time to the development of an innervated gut chip. Until then, it will be worthwhile to either restrict oneself to humeral M-GLIBA questions, or consider creating hybrid in silico/electronic and biological models, in which the neural functions of the ENS are provided by a real-time system of sensors, an in silico physiological control model, and an actuator. The recently developed microformulator, which is a system of computer-controlled microfluidic pumps and valves that can deliver different PK and other concentration profiles to one or more organ chips and each well of a 12-well, 24-well, or 96-well plate, could play a central role in the control of multiple chemical or microbial species. If upon delivery of a bolus of nutrients to the basal side of the GI epithelium of a smart gut-on-a-chip, a sensor were to detect a departure of a system variable from the targeted range, such as pH or osmolality, it would prompt the model-based controller to adjust the epithelial secretions into the luminal space by ordering a simple pump or the more sophisticated microformulator to add or reduce an appropriate signaling molecule in the luminal or vascular media for the gut chip. Although such a cell-electronic hybrid might sound far-fetched, the appropriate technology has been used for many years. As the need for pumps and valves in MPS becomes more widely appreciated, it will be straightforward to have an electrochemical neurotransmitter sensor in the brain (e.g., glutamate or oxygen), send via a physiological-model controller a signal to a pump that would deliver the efferent neurotransmitter in the gut chip. Ultimately, the sensing system could be a combination of electrochemical sensors and mass spectrometers.

Given the limitations of existing GLIBA models, a coupled-organ-chip MPS M-GLIBA model might provide better controlled conditions, increased reproducibility, better temporal and spatial resolution, and lower cost than animal or human models, but this has yet to be demonstrated. It has already been shown that a properly functioning epithelial barrier in an intestine-on-a-chip can block microbes from entering the stromal compartment, so it is simply a matter of time, money, and effort until multiple regions of the intestines, selected from the stomach, duodenum, jejunum, ileum, cecum, and the ascending, transverse, and descending and sigmoid colon, are seeded with the appropriate microbiota harvested from each region using ingested smart sampling capsules. Mechanical pumps could move chyme between sections, and samples could be withdrawn at several locations. With a single-OoC MPS, different drugs, dietary compounds, or environmental factors can be delivered to either stromal cells or the gut microbiota, with ready access to samples for omic analyses. The effluent from one OoC could be delivered to a downstream OoC to recreate the environmental and microbial differences along the GI tract. Circadian influences observed in the M-GLIBA might well be recapitulated in single or coupled tissue chips using a microformulator to drive hormonal rhythms specific to each organ. Although a coupled MPS M-GLIBA might never be able to model many brain responses, it may well be able to study in depth the interactions between microbiota and stress, as would be particularly appropriate for studies of opioids and their misuse.

A coupled-MPS system is definitely more complicated and harder to use than simple 2D cell culture on plastic. As pointed out by Taylor et al., human experimental models span a broad range, with 2D cell culture at one end and coupled MPS at the other. This continuum reflects a transition from simplicity that supports high-throughput screening to a sacrifice of throughput to obtain increased biomimetic complexity. Obviously, one should never use more complexity than required, but for those problems where the physiology and pathology involve multiple organs, coupled organ-chips with their microbiota, as appropriate, may play an important role. We have already discussed the use of experimental MPS models coupled iteratively to in silico computational models and believe that this is an area of remarkable potential for disease biology and pharmacology, particularly physiologically-based pharmacokinetics and ADMET-PK clinical pharmacology.

As the number of academic and commercial MPS device builders continues to grow and the recognized challenges to the field are addressed, the ever-increasing commercial availability of MPS...
models and recognition of the need for simple recapitulations of the biology of complex diseases suggest that over the next 5 years there will be an explosion of at least single-organ MPS studies of normal human tissue-level physiology and disease biology by academia, pharma, tox-avoidant industries, environmental organizations, and the Department of Defense. The underlying complexity of physiology, disease, and toxicology will, in turn, trigger demand for more coupling of MPS chips. One might expect a rebirth of isolated organ physiology, which dominated physiology and medicine from the 1880s through the 1950s, but can now be implemented with human cells and remarkable analytical and computational breadth.116,148 An extrapolation of the data in Figure 2 would suggest that in 5 years there might be 20,000 MPS papers each year. Undoubtedly, given the even faster growth of publications related to the microbiome, it is reasonable to assume a significant growth in microbiome-MPS papers. Possibly one of the most important areas for growth will be systems-based experimental/computational iterations offered by quantitative systems pharmacology.4 Support of this growth will require attention to many of the details discussed in this review.

It is highly likely that personalized tissue-chip assays for drug selection will be forthcoming in the next several years, first using organoids and then OoCs. Ultimately, these studies will be used prospectively to optimize pharmaceutical selection. Given the role of the microbiome in response to cancer therapies,67 one might imagine tissue chips that include not only a patient’s primary or metastasized tumor cells, but also the patient’s gut with his or her microbiome. When and if this will come to pass will depend on many factors, including efficient production of iPSC-derived intestinal149 and other cells, economics, time delays, and regulatory approval that would have to be addressed before the prospective use of personalized tissue-chip drug-response assays. These are nontrivial issues. In the meantime, M-GLIBA assays could provide new information regarding mechanism of action and PK/PD for classes of genotypes for both humans and microbiota.

This lengthy review and its detailed Supplementary Information attempt to bring to clinical pharmacology and environmental toxicology a preview of what microphysiological systems and mathematical models might deliver over the next decade. To Forsythe et al’s cautionary statement, we add another: “The fundamental challenge to any attempt to model a biological system in vitro is the complexity of biology, as best exemplified by the hundreds of thousands of different chemicals that are active in any large biological organism. An MPS should be viewed as an approximation of reality, not as an accurate reconstruction. We should not fall into the trap of unrelenting detail and accuracy, lest we fail to recognize that ‘[t]he best material model for a cat is another, or preferably the same cat.’”150 It is important to recognize that, following Einstein’s apocryphal advice to ‘make one’s theory as simple as possible but not too simple,’ we should make our organ constructs and integrated MPS [models] as simple as possible but not too simple. Were we to succeed in fully recapitulating a [µ]Human on a chip, it would be too complicated for us to understand! So the role of these systems is to provide us readily fabricated and easily studied model systems to test hypotheses.148

The addition of the microbiome to the gut-liver-brain axis will only make the experimental problems more challenging, so the experiments need to be simple and well designed, and their shortcomings appreciated, to achieve commensurate rewards.

SUPPORTING INFORMATION
Supplementary information accompanies this paper on the Clinical Pharmacology & Therapeutics website (www.cpt-journal.com).
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