THE VALUED GABRIEL QUIVER OF A WEDGE PRODUCT AND SEMIPRIME COALGEBRAS

GABRIEL NAVARRO

Abstract. We make a first approach to the representation theory of the wedge product of coalgebras by means of the description of its valued Gabriel quiver. Then we define semiprime coalgebras and study its category of comodules by the use of localization techniques. In particular, we prove that, whether its Gabriel quiver is locally finite, any monomial semiprime fc-tame coalgebra is string. We also prove a weaker version of Eisenbud-Griffith theorem for coalgebras, namely, any hereditary semiprime strictly quasi-finite coalgebra is serial.

1. Introduction

Throughout this paper we fix a field $k$ and denote by $C$ a $k$-coalgebra. Unless otherwise stated, we shall assume that $C$ is basic $[5][29]$, that is, $C$ and its (left or right) socle have decompositions

$$C = \bigoplus_{i \in I_C} E_i \quad \text{and} \quad \text{soc } C = \bigoplus_{i \in I_C} S_i,$$

where $\{E_i\}_{i \in I_C}$ is a complete set of pairwise non-isomorphic indecomposable injective right $C$-comodules and $\{S_i\}_{i \in I_C}$ is a complete set of pairwise non-isomorphic simple (and left) $C$-comodules.

Given two subcoalgebras $A$ and $B$ of $C$, the wedge product $[38]$ of $A$ and $B$ in $C$, $A \wedge^C B = \text{Ker } ( C \xrightarrow{\Delta} C \otimes C \xrightarrow{pr \otimes pr} C/A \otimes C/B )$, where $\Delta$ is the comultiplication of $C$ and $pr$ is the standard projection. Equivalently, $A \wedge^C B$ is the set of elements $x \in C$ such that $\Delta(x) \in A \otimes C + C \otimes B$, or equivalently, $A \wedge^C B = (A \perp B)^\perp$, where $\perp$ denotes the standard orthogonality. If there is no ambiguity, we simply denote the wedge product by $A \wedge B$.

In the “coalgebraic” setting, prime coalgebras, as those which cannot be decomposed non-trivially as a wedge product, have been investigated by several authors. The notion appeared first in Takeuchi’s PhD Thesis $[39]$ under cocommutative conditions. Nevertheless, as it was pointed out in $[18]$, it could be defined in the same way without this restriction. This is done in $[25]$, where the authors analyze the Zariski topology attached to the set of prime subcoalgebras over a field. In $[18]$, pointed prime coalgebras over a field are studied from the graphical point of view of path coalgebras of a quiver. In a more general setting, it has been developed in the context of coalgebras over a commutative ring $[41]$ under the name of wedge coprime coalgebras; corings $[2][3]$, calling them fully coprime corings; or
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modules and comodules [2] [9]; suffering progressive generalizations which, whether the base ring is a field, coincide with the notion given by Takeuchi. Nevertheless, unless in a very tangential way, none of the above papers deals with the category of comodules of a prime coalgebra or coring.

In this paper we make a first approach to the representation theory of a wedge product of arbitrary coalgebras over a field and describe its right valued Gabriel quiver [19] (Theorem 2.4). From this point of view, we deal with semiprime coalgebras proving that its valued Gabriel quiver should have a specific shape (Theorem 3.6), as a generalization of a result obtained in [18]. As a consequence, we give a weaker version of the coalgebraic analog of a theorem of Eisenbud and Griffith [8] proven in [11] (Corollary 3.7). In the last section, we shall apply these results in order to get certain properties of the category of comodules of a semiprime coalgebra. In particular, we highlight that, over an algebraically closed field, a monomial semiprime fc-tame coalgebra whose Gabriel quiver is locally finite is string in the sense of [30] (Theorem 4.8). We would like to remark that, from this perspective, semiprime coalgebras seems to be a more appropriated class than prime coalgebras since this class is closed under direct sums.

We also would like to remark that we follow the nomenclature of [18] and call the coalgebras “prime” or “semiprime”, whilst the papers above-mentioned make use of the word “coprime” or “cosemiprime”. We think that add the prefix “co” in “coalgebra” is enough for pointing out the dual nature of this notion and makes more readable the manuscript. The reader also should note that prime coalgebras over a field as described in [9] differ from the ones treated here, since all of them are simple.

All along the paper we shall make use of the localization techniques develop in [16], [17], [24], [31] or [33] which have been showed to be an efficient tool for developing the Representation Theory of Coalgebras. Actually, we partially solve a subtle mistake in the proof of [18, Theorem 4.2]. Therefore, for the convenience of the reader, let us remind the localization theory in category of comodules. Throughout we denote by $\mathcal{M}_C^f$, $\mathcal{M}_C^{qf}$ and $\mathcal{M}_C$ the category of finite dimensional, quasi-finite and all right $C$-comodules, respectively.

Let $\mathcal{T}$ be a dense subcategory (or a Serre class) of the category $\mathcal{M}_C$, $\mathcal{T}$ is said to be localizing (cf. [10]) if the quotient functor $T : \mathcal{M}_C \to \mathcal{M}_C / \mathcal{T}$ has a right adjoint functor $S$, called the section functor. If the section functor is exact, $\mathcal{T}$ is called perfect localizing.

From the general theory of localization in Grothendieck categories [10], it is well-known that there exists a one-to-one correspondence between localizing subcategories of $\mathcal{M}_C$ and sets of indecomposable injective right $C$-comodules, and, as a consequence, sets of simple right $C$-comodules. More precisely, a localizing subcategory is determined by an injective right $C$-comodule $E = \bigoplus_{j \in J} E_j$, where $J \subseteq I_C$ (therefore the associated set of indecomposable injective comodules is $\{E_j\}_{j \in J}$). Then $\mathcal{M}_C / \mathcal{T} \simeq \mathcal{M}_D$, where $D$ is the coalgebra of coendomorphism $\text{Cohom}_C(E, E)$ (cf. [10] for definitions), and the quotient and section functors are $\text{Cohom}_C(E, -)$ and $-\Box_D E$, respectively.

In [7], [18] and [42], localizing subcategories are described by means of idempotents in the dual algebra $C^*$. In particular, it is proved that the quotient category $\mathcal{M}_C / \mathcal{T}$ is the category of right comodules over the coalgebra $eCe$, where $e \in C^*$ is an idempotent associated to the localizing subcategory $\mathcal{T}$ (that is, $E = Ce$, where $E$ is the injective right $C$-comodule associated to the localizing subcategory $\mathcal{T}$). The coalgebra structure of $eCe$
(cf. [26]) is given by
\[ \Delta_{eCe}(exe) = \sum_{(x)} ex_{(1)}e \otimes ex_{(2)}e \quad \text{and} \quad \epsilon_{eCe}(exe) = \epsilon_C(x) \]
for any \( x \in C \), where \( \Delta_C(x) = \sum_{(x)} x_{(1)} \otimes x_{(2)} \) using the sigma-notation of [38]. For completeness, we recall from [17] (see also [18]) the following description of the localizing functors. We recall that, given an idempotent \( e \in C^* \), for each right \( C \)-comodule \( M \), the vector space \( eM \) is endowed with a structure of right \( eCe \)-comodule given by
\[ \rho_{eM}(ex) = \sum_{(x)} ex_{(1)} \otimes ex_{(0)}e \]
where \( \rho_M(x) = \sum_{(x)} x_{(1)} \otimes x_{(0)} \) using the sigma-notation of [38].

The localization in categories of comodules over path coalgebras is described in detail in [16] and [18]. Briefly, following the notation of these papers, let \( Q = (Q_0, Q_1) \) be a (possibly infinite) quiver. The path algebra \( kQ \) can be endowed with a coalgebra structure with comultiplication given by
\[ \Delta(p) = e_j \otimes p + p \otimes e_i + \sum_{i=1}^{m-1} \alpha_m \cdots \alpha_{i+1} \otimes \alpha_i \cdots \alpha_1 = \sum_{\eta \tau = p} \eta \otimes \tau \]
for any path \( p = \alpha_m \cdots \alpha_1 \in Q \) from \( e_i \) to \( e_j \), and for a trivial path, \( e_i, \Delta(e_i) = e_i \otimes e_i \).

Given \( X \subseteq Q_0 \), a path \( p = \alpha_n \cdots \alpha_1 \) in \( Q \) is said to be a cell in \( Q \) relative to \( X \) (shortly a cell) if \( s(\alpha_1), t(\alpha_m) \in X \) and \( s(\alpha_i) \notin X \) for all \( i = 2, \ldots, n - 1 \), where \( s(\alpha) \) and \( t(\alpha) \) denote the source and the sink of an arrow or a path \( \alpha \).

The localizing subcategories of \( \mathcal{M}^{kQ} \) are in one-to-one correspondence with subsets of vertices of \( Q \) and also, in one-to-one correspondence with idempotents of the dual algebra \( (kQ)^* \). Then, given \( X_e \subseteq Q_0 \) corresponding to an idempotent \( e \in (kQ)^* \), \( e(kQ)e \cong kQ^e \), where \( (Q^e)_0 = X_e \) and the arrows in \( Q^e \) from a vertex \( x \) to a vertex \( y \) is the number of different cells relative to \( X_e \) between these vertices, see [16].

2. The valued Gabriel quiver of a wedge product

The valued Gabriel quiver of a coalgebra carries the information of the second piece of its coradical filtration. Therefore, it used to be one of the first invariant under consideration when dealing with its representation theory. Following [19], let us recall that the right valued Gabriel quiver \( (Q_C, d_C) \) of a basic coalgebra \( C \) as follows: the set of vertices of \( (Q_C, d_C) \) is the set of simple right \( C \)-comodules \( \{S_i\}_{i \in I_C} \), and there exists a unique valued arrow
\[ S_i \xrightarrow{(d'_{ij}, d''_{ij})} S_j \]
if and only if \( \text{Ext}_C^1(S_i, S_j) \neq 0 \) and,
\[ d'_{ij} = \dim_{G_i} \text{Ext}_C^1(S_i, S_j) \quad \text{and} \quad d''_{ij} = \dim_{G_j} \text{Ext}_C^1(S_i, S_j), \]
as a right \( G_r \)-module and as a left \( G_j \)-module, respectively. When the values of the arrows are irrelevant for our purposes, we shall denote the valued Gabriel quiver of \( C \) simply by \( Q_C \).
In [31], the valued Gabriel quiver of $C$ is described through the notion of irreducible morphisms between indecomposable injective right $C$-comodules. Let us denote by $\text{inj}^C$ (respect. $\text{inj}$) the full subcategory of $\mathcal{M}^C$ (respect. $\mathcal{M}$) formed by socle-finite (i.e., comodules whose socle is finite-dimensional) injective right (respect. left) $C$-comodules.

Let $E$ and $E'$ be two comodules in $\text{inj}^C$. A morphism $f : E \to E'$ is said to be irreducible if $f$ is not an isomorphism and given a factorization

$$
\begin{array}{ccc}
E & \xrightarrow{f} & E' \\
\downarrow{g} & & \downarrow{h} \\
Z & \xrightarrow{h} & \text{inj}
\end{array}
$$

of $f$, where $Z$ is in $\text{inj}^C$, $g$ is a section, or $h$ is a retraction. Analogously to the case of finite-dimensional algebras, there is proven that the set of irreducible morphism $\text{Irr}_C(E_i, E_j)$ between two indecomposable injective right $C$-comodules $E_i$ and $E_j$ is isomorphic, as $G_j$-$G_i$-bimodule, to the quotient $\text{rad}_C(E_i, E_j)/\text{rad}_C^2(E_i, E_j)$. We recall that, for each two indecomposable injective right $C$-comodules $E_i$ and $E_j$, the radical of $\text{Hom}_C(E_i, E_j)$ is the $K$-subspace $\text{rad}_C(E_i, E_j)$ of $\text{Hom}_C(E_i, E_j)$ generated by all non-isomorphisms. Observe that if $i \neq j$, then $\text{rad}_C(E_i, E_j) = \text{Hom}_C(E_i, E_j)$. The square of $\text{rad}_C(E_i, E_j)$ is defined to be the $K$-subspace

$$
\text{rad}_C^2(E_i, E_j) \subseteq \text{rad}_C(E_i, E_j) \subseteq \text{Hom}_C(E_i, E_j)
$$

generated by all composite homomorphisms of the form

$$
E_i \xrightarrow{f} E_k \xrightarrow{g} E_j,
$$

where $f \in \text{rad}_C(E_i, E_k)$ and $g \in \text{rad}_C(E_k, E_j)$. The $m$th power $\text{rad}_C^m(E_i, E_j)$ of $\text{rad}_C(E_i, E_j)$ is defined analogously, for each $m > 2$.

Let us now prove a generalization of [23, Theorem 1.7] which describes the right valued Gabriel quiver by means of the wedge product of simple right comodules.

**Proposition 2.1.** Let $C$ be a coalgebra and, $S_i$ and $S_j$ be two simple right $C$-comodules. There exists an arrow in $(Q_C, d_C)$ from $S_j$ to $S_i$ if and only if $(S_i \wedge^C S_j)/(S_i + S_j) \neq 0$. In such a case, the arrow is labeled by $d_{ji} = (d_{ji}^1, d_{ji}^2)$, where $d_{ji}^1 = \dim G_j(S_i \wedge^C S_j)/(S_i + S_j)$ as right $G_j$-comodule, and $d_{ji}^2 = \dim G_i(S_i \wedge^C S_j)/(S_i + S_j)$ as left $G_i$-comodule.

**Proof.** Following [6, Lemma 3.9], for any right $C$-comodule $I$ and any subcoalgebra $E$, there exists an isomorphism $(I \wedge^C E)/I \cong C/I \square_C E$ of right $E$-comodules. Therefore,

$$
\frac{S_i \wedge^C S_j}{S_i} \cong C/S_i \square_C S_j \cong (\oplus_{k \neq i} E_k \square_C S_j) \oplus E_i/S_i \square_C S_j
$$

In general, for any right $C$-comodule $M$, $M \square_C S_j$ is the direct sum of the simple right $C$-comodules isomorphic to $S_j$ appearing in the socle of $M$. Therefore $\oplus_{k \neq i} E_k \square_C S_j \cong S_j$ if $j \neq i$ and zero otherwise. Furthermore, $E_i/S_i \square_C S_j \cong S_j^{(r)}$, where

$$
r = \dim G_j \text{Hom}_C(S_j, E_i/S_i) = \dim G_j \text{Ext}^C(S_j, S_i),
$$

are.
see [24]. Now,
\[
\frac{S_i \wedge S_j}{S_i + S_j} \cong \frac{(S_i \wedge S_j)/S_i}{(S_i + S_j)/S_i} \cong S_j^{(r)}
\]
as right $S_j$-comodules. Then, the equivalence and the calculation of the first component of the label hold.

We recall from [14] or [20] that the right valued Gabriel quiver and the left valued Gabriel quiver of $C$ are opposite one to each other. Now, it is enough to apply the left version of the formula of [6] Lemma 3.9] and a similar reasoning as above in order to calculate $d$ and prove the statement.

This can be generalized taking into account the notion of predecessor defined in [24]. We remind that, given a simple $C$-comodule $S_i$, we say that a simple $C$-comodule $S_j$ is an $n$-predecessor of $S_i$ if $\text{Ext}^1_C(S_j, \text{soc}^{n}E_i) \neq 0$ for some $n > 0$, or equivalently, if $S_j \subseteq \text{soc}(E_i/\text{soc}^{n}E_i) \cong \text{soc}^{n+1}E_i/\text{soc}^{n}E_i$ for some $n > 0$, where $E_i$ is the injective envelope of $S_i$.

**Proposition 2.2.** Let $C$ be a coalgebra and, $S_i$ and $S_j$ be two simple right $C$-comodules. $S_j$ is a $n$-predecessor of $S_i$ if and only if $(\text{soc}^{n}S_i \wedge C S_j)/(\text{soc}^{n}S_i + S_j) \neq 0$. In such a case, the number of indecomposable direct summands of $\text{soc}^{n+1}E_i/\text{soc}^{n}E_i$ isomorphic to $S_j$ is $\dim_{G_j}(\text{soc}^{n}S_i \wedge C S_j)/(\text{soc}^{2}S_i + S_j)$ as right $G_j$-comodule.

**Proof.** It is similar to the former proof. Simply consider that
\[
\frac{\text{soc}^{n}S_i \wedge C S_j}{\text{soc}^{n}S_i} \cong C/\text{soc}^{n}S_i \square_C S_j \cong (\oplus_{k \neq i} E_k \square_C S_j) \oplus E_i/\text{soc}^{n}S_i \square_C S_j
\]
and $\text{soc}(E_i/\text{soc}^{n}S_i) = \text{soc}^{n+1}E_i/\text{soc}^{n}E_i$.

**Proposition 2.3.** Let $C$ be a coalgebra and, $A$ and $B$ two subcoalgebras of $C$. Then the following assertions hold:

(a) Let $\mathfrak{G}_A = \{S_j\}_{j \in I_A}$, $\mathfrak{G}_B = \{S_k\}_{k \in I_B}$ and $\mathfrak{G}_{A \wedge^C B} = \{S_i\}_{i \in I_{A \wedge^C B}}$ be a complete set of pairwise non-isomorphic simple right $A$-comodules, $B$-comodules and $A \wedge^C B$-comodules, respectively. Then $\mathfrak{G}_{A \wedge^C B} = \mathfrak{G}_A \cup \mathfrak{G}_B$.

(b) Given two simple $A \wedge^C B$-comodules $S$ and $T$:

\[
S \wedge^{A \wedge B} T = \begin{cases}
S \oplus T & \text{if } S \nsubseteq A \text{ and } T \nsubseteq B \\
S \wedge^C T & \text{if } S \subseteq A \text{ and } T \subseteq B \\
S \wedge^A T & \text{if } S \subseteq A \text{ and } T \nsubseteq B \\
S \wedge^B T & \text{if } S \nsubseteq A \text{ and } T \subseteq B
\end{cases}
\]

**Proof.** (a) It is obvious that $\mathfrak{G}_A \cup \mathfrak{G}_B \subseteq \mathfrak{G}_{A \wedge^C B}$ since $A$ and $B$ are subcoalgebras of $A \wedge^C B$. Let now $S$ be a simple right $A \wedge^C B$-comodule. Then $\Delta(S) \subseteq S \otimes (A \wedge^C B)$ and, since $S \subseteq A \wedge^C B$, $\Delta(S) \subseteq A \otimes C + C \otimes B$. Now, if $S \subseteq A$, $S$ is a $A$-comodule. If not, $S \cap A = \emptyset$ so $\Delta(S) \subseteq S \otimes B$, and hence $S$ is a $B$-comodule.

(b) If $S \subseteq A$ and $T \subseteq B$, $S \wedge^C T \subseteq A \wedge^C B$, and therefore

\[
S \wedge^{A \wedge B} T = (S \wedge^C T) \cap (A \wedge^C B) = S \wedge^C T.
\]

Assume that $S \nsubseteq A$ and $T \nsubseteq B$ and let $0 \to S \to M \to T \to 0$ be a non-split short exact sequence of $A \wedge^C B$-comodules. Then $M$ is a serial $A \wedge^C B$-comodule with simple
scole $A \subseteq B$. In particular, $A \cap M = 0$. Since $M \subset A \wedge^C B$ and $\Delta(M) \subseteq M \otimes C$, it follows that $\Delta(M) \subseteq M \otimes B$ and so $M$ is a right $B$-comodule. Hence $S$ is a right $B$-comodule and we get a contradiction. Thus $\text{Ext}^{A\wedge B}(T, S) = 0$. In particular $S \wedge^{A\wedge B} T = S \oplus T$.

Let us suppose that $S \subseteq A$ and $T \not\subseteq B$, and $x \in S \wedge^{A\wedge B} T$. Then we may write
\[ \Delta(x) = \sum x_i \otimes y_i + \sum x_j \otimes y_j, \]
where $x_i \in S$, $y_j \in T$ and $y_i, x_j \in A \wedge B$. Nevertheless $x \in A \wedge^C B$ and so $\Delta(x) \in A \otimes C + C \otimes B$. Since $T \not\subseteq B$, we deduce that the elements $x_j \in A$. Thus $\Delta(x) \in A \otimes (A \wedge^C B)$ and $x = (id \otimes e) \Delta(x) \in A$. Hence $x \in S \wedge^A T$.

Analogously, if $S \not\subseteq A$ and $T \subseteq B$, $S \wedge^{A\wedge B} T = S \wedge^B T$.

□

**Theorem 2.4.** Let $C$ be a coalgebra and $Q_C$ its valued Gabriel quiver. Let $A$ and $B$ two subcoalgebras of $C$ whose valued Gabriel quiver are $Q_A$ and $Q_B$, respectively. Then the valued Gabriel quiver of $A \wedge^C B$ is described as follows:

1. The set of vertices of $Q_{A\wedge B}$ is the union of the set of vertices of $Q_A$ and $Q_B$, both viewed as valued subquivers of $Q_C$.
2. Given two simple $A \wedge^C B$-comodules $S$ and $T$.
   
   i) If $S \not\subseteq A$ and $T \not\subseteq B$, there is no an arrow in $Q_{A\wedge^C B}$ from $T$ to $S$.
   
   ii) If $S \subseteq A$ and $T \subseteq B$, there is an arrow $T \xrightarrow{(c,d)} S$ in $Q_{A\wedge^C B}$ if and only if it is so in $Q_C$.
   
   iii) If $S \subseteq A$ and $T \not\subseteq B$, there is an arrow $T \xrightarrow{(c,d)} S$ in $Q_{A\wedge^C B}$ if and only if it is so in $Q_A$.
   
   iv) If $S \not\subseteq A$ and $T \subseteq B$, there is an arrow $T \xrightarrow{(c,d)} S$ in $Q_{A\wedge^C B}$ if and only if it is so in $Q_B$.

**Proof.** It follows from Propositions [2.1 and 2.3](#).

□

From the former result we may deduce the following corollaries.

**Corollary 2.5.** Let $C$ be a coalgebra, $Q_C$ its valued Gabriel quiver and $A$ a subcoalgebra of $C$. Then $Q_{A\wedge A}$ is the full valued subquiver of $Q_C$ whose set of vertices are the simple $C$-comodules contained in $A$.

**Corollary 2.6.** Let $C$ be a coalgebra and $A$ a subcoalgebra of $C$. If $C = A \wedge^C A$, then $Q_C = Q_A$ as valued quivers.

**Corollary 2.7.** Let $C$ be a hereditary coalgebra with separable coradical and $A$ a subcoalgebra of $C$. Then the following conditions are equivalent:

a) $A$ is coidempotent, that is, $A \wedge^C A = A$.

b) $A$ is hereditary and $Q_A$ is the full subquiver of $Q_C$ whose vertices are the simple $A$-comodules.

**Proof.** Let us assume that $A$ is coidempotent. Then $Q_A = Q_{A\wedge A}$ and hence, by Corollary [2.5](#), $Q_A$ is the full quiver of $Q_C$ whose vertices are the simple $A$-comodules. Since $C$ is hereditary, by [13](# Corollary 2.7), we may consider the inclusions
\[ A_0 \subseteq A \hookrightarrow T_{A_0}(A_1/A_0) \subseteq T_{C_0}(C_1/C_0) = C, \]
where, by $T_D(N)$, we denote the cotensor coalgebra of a coalgebra $D$ over a $D$-bicomodule $N$. By [15] Theorem 2.6, $(A_0)\infty \cong T_{A_0}( (A_0 \wedge^C A_0)/A_0)$, where $(A_0)\infty = \cup_{n\geq 0}(A_0)^n$ with $(A_0)^0 = A_0$ and $(A_0)^n = (A_0)^{n-1} \wedge^C A_0$ for $n > 0$. Now, since $A$ is codendompetent, $(A_0)^n = A_n$ the $n$th piece of the coradical filtration of $A$ for any $n \geq 0$ and then $A \cong (A_0)\infty \cong T_{A_0}(A_1/A_0)$. Therefore $A$ is hereditary.

Conversely, by Corollary 2.5, $Q_A = Q_{AA}$. Then $A_0 = (A \wedge^C A)_0$ and $A_1 = (A \wedge^C A)_1$. By [15] Corollary 2.7,

$$A \subseteq (A \wedge^C A) \rightarrow T_{A_0}(A_1/A_0).$$

Since $A$ is hereditary, $T_{A_0}(A_1/A_0) \cong A$ and then $A \wedge^C A = A$.

\[ \Box \]

3. Semiprime coalgebras

Let us introduce semiprime coalgebras as a coalgebraic analog to semiprime algebras. We will see that $C$ is semiprime if, whether $C = A \wedge^C A$, for some subcoalgebra $A$ of $C$, it happens that $C = A$. Obviously, if $C$ is prime, then $C$ is semiprime. Also, it is easy to see that $C$ is semiprime if and only if $C^*$ is semiprime.

**Lemma 3.1.** $C$ is semiprime if and only if it satisfies that, in case $C = \wedge^n A$ for some $n \in \mathbb{N}$, then $C = A$.

**Proof.** It is enough to prove the necessity of that property. But note that, if $n$ is even, $C = (\wedge^{n/2} A) \wedge (\wedge^{n/2} A)$ and, by hypothesis, $C = \wedge^{n/2} A$. Similarly, if $n$ is odd, $C = \wedge^n A = \wedge^{n+1} A$, and then $C = \wedge^{(n+1)/2} A$. So we may reduce the parameter until $C = A \wedge A$, and then $C = A$. \[ \Box \]

**Corollary 3.2.** Let $C$ be a semiprime coalgebra with finite coradical filtration then $C$ is semisimple.

**Proof.** By hypothesis, $C = \wedge^n \text{soc} C$ for some $n \in \mathbb{N}$. Thus $C = \text{soc} C$ and we are done. \[ \Box \]

Observe that semiprime coalgebras are not necessarily indecomposable, unlike it happens with prime coalgebras. For instance, a direct sum of simple coalgebras is semiprime non-prime. The following proposition states that the class of semiprime coalgebras is closed under direct sums. Hence, from the point of view of the representation theory, semiprime coalgebras seem to be a more appropriate class than merely prime coalgebras.

**Proposition 3.3.** The direct sum of semiprime coalgebras is semiprime as well.

**Proof.** Let $C = \oplus_{i\in I} D_i$, where $D_i$ is semiprime for any $i \in I$. Let $A$ a subcoalgebra of $C$ such that $C = A \wedge^C A$. Then $A = \oplus_{i\in I} A_i$, where $A_i$ is a subcoalgebra of $D_i$ for any $i \in I$. Moreover, $A_i \neq 0$ and $D_i = A_i \wedge^{D_i} A_i$ for any $i \in I$. Thus $D_i = A_i$ for any $i \in I$ and hence $A = C$. \[ \Box \]

### 3.1. Localization in semiprime coalgebras

The theory of localization has turned out to be a nice tool for developing the representation theory of coalgebras, see for instance [16], [24] or [33] for some notions and results. Therefore one might ask oneself about apply that theory to our problems concerning semiprime coalgebras. Let us first to characterize semiprime coalgebras by means of its local structure following the spirit of [18] Theorem
For any \( i \in I_C \), we denote by \( e_i \) the primitive idempotent in \( C^* \) which corresponds to the simple \( C \)-comodule \( S_i \).

**Theorem 3.4.** Let \( C \) be an arbitrary coalgebra. \( C \) is semiprime if and only if the coalgebra \( eCe \) is semiprime for any idempotent \( e \in C^* \) which is the sum of two primitive orthogonal idempotents.

**Proof.** Let us assume that \( C = A \wedge C B \) and \( C \neq A \). Let \( x \in C \setminus A \). Then (the right \( C \)-comodule generated by \( x \)) \( \langle x \rangle \) is finite dimensional. Assume that \( E_1 \oplus \cdots \oplus E_n \) is its injective envelope, where \( E_i \) are indecomposable injective right \( C \)-comodules. Hence, there exists \( i \in \{1, \ldots, n\} \) such that \( xe_i \neq 0 \) and \( xe_i \notin A \). Indeed, if \( x = \sum_{i=1}^n \lambda_i x_i \), where \( x_i \in E_i \) and \( \lambda_i \) are nonzero scalars, then \( x_i = xe_i \) for any \( i \) and, since \( x \notin A \), there exists certain \( i \) such that \( x_i \notin A \). Applying the left version of the above procedure to such element \( x_i \) we may find a nonzero element \( y \in C \) such that \( e_j ye_i = y \) and \( y \notin A \). Let us consider \( e = e_i + e_j \), since \( eCe = eAe \wedge eAe \) and also \( y \in eCe \setminus eAe \), \( eCe \) is not semiprime. The converse may be proven as in [18, Theorem 4.2]. \( \square \)

By a similar reasoning we may mend, partially, a gap in the proof of [18, Theorem 4.3]. There, the authors attend to the localization techniques in the context of prime subcoalgebras of path coalgebras. Nevertheless, in its proof, it is only proven that \( C = A \wedge B \) and \( x \in C \setminus A \) yields \( x \in B \). Then, obviously, the proof is not completed. In the following proposition we prove a version of [18, Theorem 4.3] for arbitrary coalgebras. A coalgebra is said to be socle-finite [33] whether its socle is finite dimensional, equivalently, whether the set of pairwise non-isomorphic simple comodules is finite.

**Proposition 3.5.** An arbitrary coalgebra is prime if and only any socle-finite “localized” coalgebra is prime.

**Proof.** Let \( C \) be an arbitrary coalgebra such that any “localized” coalgebra \( eCe \) is prime. Assume that \( C = A \wedge C B \) with \( C \neq A \) and \( C \neq B \). Then there exist nonzero \( x \in C/A \) and \( y \in C/B \). Proceeding as in Theorem 3.4 there exist \( i, j, k, l \in I_C \) such that \( e_i xe_j = x \) and \( e_i ye_l = y \). Let \( e = e_i + e_j + e_k + e_l \). Then \( eCe = eAe \wedge eBe \) with \( eCe \neq eAe \) and \( eCe \neq eBe \). Hence \( eCe \) is not prime, a contradiction. \( \square \)

Then, following the former proof, we should only consider “localized” coalgebras with at most four non-isomorphic simple comodules.

### 3.2. Shape of the valued Gabriel quiver.

**Theorem 3.6.** The following assertions hold:

1. Let \( C \) be a semiprime coalgebra, then each connected component of the right (left) valued Gabriel quiver of \( C \) is strongly connected.
2. Let \( C \) be a hereditary coalgebra whose right (left) valued Gabriel quiver is strongly connected, then \( C \) is prime.

As a consequence, any hereditary semiprime coalgebra is the direct sum of prime coalgebras.

**Proof.**

1. Let \( S_i \) and \( S_j \) be two simple right \( C \)-comodules in the same connected component of \( Q_C \). Then there exists a minimal (non-oriented) path

\[
S_1 = S_i \rightarrow S_2 \rightarrow \cdots \rightarrow S_{n-1} \rightarrow S_j = S_n
\]
in $Q_C$, where $S_i \longrightarrow S_{i+1}$ represents $S_i \longrightarrow S_{i+1}$ or $S_i \longleftarrow S_{i+1}$. Let us prove that, for any $i = 1, \ldots, n-1$, there exists a path in $Q_C$ from $S_i$ to $S_{i+1}$. Indeed, if there is an arrow $S_i \longrightarrow S_{i+1}$, we are done. If not, there exists an arrow $S_i \longleftarrow S_{i+1}$ and then $S_{i+1}$ is a predecessor of $S_i$, i.e., $\text{Rad}_C(E_i, E_{i+1}) = \text{Hom}_C(E_i, E_{i+1}) \neq 0$.

We consider the idempotent $e \in C^*$ associated to the simple comodules $S_i$ and $S_{i+1}$, and its “localized” coalgebra $D = eCe$. Then $\text{Hom}_D(\overline{E}_i, \overline{E}_{i+1}) \cong \text{Hom}_C(E_{i+1}, E_i)$ and $S_i$ is a predecessor of $S_{i+1}$. By [24, Theorem 1.9], there exists a path in $Q_C$ from $S_i$ to $S_{i+1}$.

Let us first suppose that $C$ is colocal. Then $C$ is the unique indecomposable injective right (or left) $C$-comodule. Furthermore, any non-zero morphism of right (or left) $C$-comodules $f : C \to C$ is surjective, since $C$ is hereditary. Assume that $C = A \ltimes B$, where $A$ and $B$ are proper subcoalgebras of $C$. Hence $0 \neq C/A \cong C^{(d)}$ and $0 \neq C/B \cong C^{(k)}$ and therefore there exist a non-zero morphism of right $C$-comodules $f : C \to C$ such that $f(A) = 0$ and a non-zero morphism of left $C$-comodules $g : C \to C$ such that $g(B) = 0$. Now, since $\Delta(x) \in A \otimes C + C \otimes B$,

$$(\Delta \circ f)(x) = (f \circ I)\Delta(x) \in C \otimes B$$

and then, for any $x \in \text{Im } f = C$, $\Delta(x) \in C \otimes B$. Applying the same reasoning to $g$,

$$(\Delta \circ g)(x) = (I \circ g)\Delta(x) = 0$$

for any $x \in C$, and we get a contradiction.

Let now $C$ be a hereditary coalgebra where $Q_C$ is strongly connected. If $C$ is not prime, $C = A \ltimes B$ with $C \neq A$ and $C \neq B$. We denote by $E^C_i$, $E^A_i$ and $E^B_i$ the indecomposable injective $C$-comodule, $A$-comodule and $B$-comodule, respectively, with simple socle $S_i$. Since $C \neq A$, there exists certain indecomposable injective right $C$-comodule $E^C_i$ such that $E^A_i \subseteq E^C_i$. Then it may be found a morphism between indecomposable injective right $C$-comodules $f : E^C_i \to E^C_j$ such that $f(E^A_i) = 0$. Analogously, there exists $g : E^C_k \to E^C_l$ morphism of right $C$-comodules between indecomposable injective $C$-comodules such that $g(E^B_k) = 0$.

By hypothesis, $Q_C$ is strongly connected so there exists a path from $S_j$ to $S_k$ and a path from $S_l$ to $S_j$. Then, by [24], $\text{Hom}_C(E^C_j, E^C_k) \neq 0$ and $\text{Hom}_C(E^B_j, E^B_k) \neq 0$. So let $h : E^C_j \to E^C_k$ and $p : E^C_l \to E^C_j$ be non-zero surjective morphisms of right $C$-comodules. We may consider the surjective morphism $T = pghf \in \text{End}_C(E^C_j)$. It verifies that

$$T(E^A_i) = pgh(f(E^A_i)) = 0 \quad \text{and} \quad T(E^B_i) \subseteq pgh(E^B_j) \subseteq pg(E^B_k) = 0$$

Hence, if $e_i$ is the primitive idempotent associated to $E^C_i$, $0 \neq e_iT \in \text{End}_{C/e_i}(ekCe_i)$ with $e_iT(e_iAe_i) = e_iT(e_iBe_i) = 0$. Thus $e_iAe_i$ and $e_iBe_i$ are proper subcoalgebras
of $e_iCe_i$ and $e_iCe_i = e_iAe_i ∧ e_iCe_i e_iBe_i$. Therefore, $e_iCe_i$ is colocal, hereditary and non-prime, a contradiction.

In order to prove the consequence, if $C$ is a hereditary semiprime coalgebra, by $i)$, each connected component of $Q_C$ is strongly connected. By [33], each connected component corresponds to the valued Gabriel quiver of an indecomposable direct sum of $C$. Then these summands are hereditary with strongly connected valued Gabriel quiver. By $ii)$, they are prime.

We recall from [13] that a right $C$-comodule $M$ is said to be strictly quasi-finite if every quotient of $M$ is quasi-finite.

**Corollary 3.7** (Weak Eisenbud-Griffith Theorem for coalgebras). Any hereditary semiprime strictly quasi-finite coalgebra is serial.

**Proof.** Let $C$ be a coalgebra as stated above. By the former theorem, $C$ is a direct sum of prime coalgebras. Then each direct summand is prime hereditary and strictly quasi-finite. By [13] Theorem 5.2, $C$ is a direct sum of serial coalgebras. Then $C$ is serial. □

**Corollary 3.8.** Let $C$ be an indecomposable pointed coalgebra. The Gabriel quiver of $C$ is strongly connected if and only if $C$ is an admissible subcoalgebra of a prime path coalgebra.

**Proof.** By [42], any pointed coalgebra $C$ is isomorphic to an admissible subcoalgebra of a path coalgebra $kQ$, i.e., $C$ contains the set of all the arrows and all the vertices. In particular, $Q_C = Q$. Therefore, by Theorem [30], $kQ$ is prime if and only $Q = Q_C$ is strongly connected. □

**Remark 3.9.** Let us remark that, unlike it happens with hereditary coalgebras, there exist indecomposable semiprime non-prime coalgebras. For instance, let us consider the quiver $Q$ formed by a single vertex $x$ and two different loops $a$ and $b$ starting and ending at $x$. Now, let $A$ be the coalgebra generated by $\{x, \{a^n\}_{n>0}\}$ and $B$ be the coalgebra generated by $\{x, \{b^m\}_{m>0}\}$ as vector spaces. Both are isomorphic to the polynomial coalgebra and then prime. Let $R = \{x, \{a^n\}_{n>0}, \{b^m\}_{m>0}\}$. This is a non-prime coalgebra, since $R = A ∧^R B$. Nevertheless, it is semiprime. Indeed, if $R = D ∧^R D$, then $\Delta(d) ∈ D ⊗ R + R ⊗ D$. Now, for any $n ∈ N$, $\Delta(a^{2n}) = a^n ⊗ a^n + \text{other terms}$. Then $a^n ∈ D$. Analogously, $b^n ∈ D$. Then $D = R$.

Actually, in this way, we may find an infinite family of non-prime semiprime coalgebras. Simply, consider $T_n$ the subcoalgebra of $kQ$ generated by all paths of length lower or equal than $n$ and the set $\{a^m, b^m\}_{m>n}$.

Observe as well that this example gives a negative answer to the conjecture stated in [25], since $R$ is colocal, cocommutative and infinite dimensional, and, in despite of this, it is not prime.

4. **Applications to representation theory**

Let us finish the paper dealing with its main aim, i.e., study the representation theory of a semiprime coalgebra. Firstly, we show that the assumption of being a basic coalgebra is not a very restrictive condition since primeness and semiprimeness are preserved under Morita-Takeuchi equivalence. We remind the reader that, following [5] or [29], any coalgebra is Morita-Takeuchi equivalent to a basic one.
Lemma 4.1. Let $C$ and $D$ be two coalgebras which are Morita-Takeuchi equivalent. Then $C$ is prime (semiprime) if and only if $D$ is prime (semiprime).

Proof. Suppose first that $D$ and $C$ are socle-finite coalgebras. Then, by [21], $C$ and $D$ are strongly equivalent and then $C^*$ and $D^*$ are Morita equivalent. Thus $C^*$ is prime (semiprime) if and only if $D^*$ is prime (semiprime) and the statement is proved. For an arbitrary dimension of the socle, let $e$ be an idempotent in $C^*$ corresponding to a socle-finite injective $C$-comodule $E$. Let $E'$ the injective $D$-comodule image under the Morita-Takeuchi equivalence and $e' \in D^*$ an idempotent associated to $E'$. Then $eCe$ and $e'De'$ are socle-finite and Morita-Takeuchi equivalent. By the arguments given above, $eCe$ is prime (semiprime) if and only if $e'De'$ is prime (semiprime). Hence, by Theorem 3.4 and Proposition 3.5, $C$ is prime (semiprime) if and only if $D$ is prime (semiprime). □

It is clear that simple subcoalgebras of $C$ are prime and, because of this, it is commonly said that prime coalgebras are a generalization of simple coalgebras. Nevertheless, a non-simple prime (resp. semiprime) coalgebra is quite far from being a simple (resp. semisimple) one. For instance, they are infinite dimensional or, moreover, have an infinite coradical filtration. Let us now show that the category of comodules of a semiprime coalgebra lacks certain finiteness conditions. A coalgebra is said to be left (right) semiperfect if all indecomposable injective right (left) $C$-comodules are finite dimensional.

Proposition 4.2. Any semiprime left (right) semiperfect coalgebra is semisimple.

Proof. Assume, contrary to our thesis, that $C$ is not semisimple. Then there exists an non-simple indecomposable injective right $C$-comodule $E_i$. Therefore, $E_i/S_i \neq 0$, and there exists certain simple $C$-comodule $S_j \subseteq E_i/S_i$. We consider the injective right $C$-comodule $E = E_i \oplus E_j$, and the “localized” coalgebra $D$ given by this injective comodule. Then $D$ is a socle-finite left semiperfect, i.e., it is finite dimensional. Since $D$ is semiprime, $D$ is semisimple. Nevertheless, the quotient functor $T : \mathcal{M}^C \to \mathcal{M}^D$ is exact, and then $S_j \subseteq T(E_i)/S_i$, where $T(E_i)$ is the indecomposable injective $D$-comodule whose socle is $S_i$, see [24]. Thus $T(E_i)$ is not simple, and we get a contradiction. □

We may go further and prove that any Hom-computable semiprime coalgebra is semisimple. We remind the reader that, following [32], a coalgebra is said to be right Hom-computable if the vector space $\text{Hom}_C(E, E')$ is finite dimensional for any pair of indecomposable injective right $C$-comodules $E$ and $E'$. Clearly, any left semiperfect coalgebra is right Hom-computable.

Proposition 4.3. Any semiprime right (left) Hom-computable coalgebra is semisimple.

Proof. Following the proof of Proposition 4.2, it is enough to prove that any “localized” coalgebra relative to an injective $E = E_i \oplus E_j$, where $E_i$ and $E_j$ are indecomposable, is semisimple. So let $C$ be semiprime right Hom-computable coalgebra and $E = E_i \oplus E_j$ be an injective right $C$-comodule. Then $(eCe)^* \cong \text{Hom}_{eCe}(eCe) \cong \text{Hom}_C(E, E)$ is finite dimensional, where $E = Ce$. Then $eCe$ is semisimple. □

It’s well-known that the class of all finite dimensional algebras over an algebraically field is divided into two disjoint classes. This is called the tame-wild dichotomy, see for example [28], [36] or [37]. On the one side, the class of tame algebras whose finitely
generated indecomposable modules of a fixed dimension can be recovered by a finite number of one-parameter families. On the other side, the class of wild algebras which verify that a classification of its finitely generated indecomposable modules yields such classification of any finite dimensional algebra. Hence, a complete description is feasible for tame algebras only.

When working on coalgebras, we may define tameness and wildness following the same spirit of above [29, 30]. Nevertheless, the tame-wild dichotomy is still an open problem. These definitions are slightly changed in order to treat the category of finitely cogenerated comodules, see [31] and [35]. This is quite natural since indecomposable injective comodules are commonly infinite dimensional and then they are not considered following the classical notions. We denote by $\mathcal{M}_{fc}^C$ the category of finitely copresented right $C$-comodules.

Throughout $k$ will be an algebraically closed field. Then, the coalgebra $C$ is Morita-Takeuchi equivalent to an admissible subcoalgebra of the path coalgebra of its Gabriel quiver, see [12]. Hence we shall assume that $C \subseteq kQ$ for certain quiver $Q$ and $kQ_1 \subseteq C$. We recall from [31] and [35] that, for any finitely copresented minimal injective copresentation $kQ$ of $h$-comodules, where $h_0 = \text{lgth}(\text{soc } E_0)$ and $v_1 = \text{lgth}(\text{soc } E_1)$. We also recall that a $C$-$k[t]_h$-bicomodule $L$ is said to be finitely copresented if there is a $C$-$k[t]_h$-bicomodule exact sequence

$$0 \longrightarrow L \longrightarrow k[t]_h \otimes E' \overset{g}{\longrightarrow} k[t]_h \otimes E''$$

such that $E'$ and $E''$ are socle-finite injective $C$-comodules. Here $h(t)$ is a non-zero polynomial in $k[t]$ and $k[t]_h = k[t, h(t)^{-1}]$ is a rational algebra.

A $k$-coalgebra $C$ is said to be of $fc$-tame comodule type (resp. $k$-tame comodule type) (cf. [29] and [31]) if for every bipartite vector $v = (v_0, v_1) \in K_0(C) \times K_0(C)$ (resp. length vector $v \in K_0(C)$) there exist $k[t]_h$-bimodules $L^{(1)}, \ldots, L^{(r_v)}$, which are finitely copresented (resp. finitely generated free $k[t]_h$-modules), such that all but finitely many indecomposable right $C$-comodules $N$ in $\mathcal{M}_{fc}^C$ (resp. $\mathcal{M}_f^C$) with $\text{cdn} M = v$ (resp. $\text{length } M = v$) are of the form $M \cong k_{\lambda}^1 \otimes k[t] \cdot L^{(s)}$, where $s \leq r_v$, $k_{\lambda}^1 = k[t]/(t - \lambda)$ and $\lambda \in k$.

We recall from [29] that a finite dimensional coalgebra $C$ is $k$-tame if and only if its dual algebra $C^*$ is $k$-tame.

A $k$-coalgebra $C$ is of $fc$-wild comodule type (resp. $k$-wild comodule type) if the category $\mathcal{M}_{fc}^C$ (resp. $\mathcal{M}_f^C$) is of wild type, that is, if there exists an exact and faithful $k$-linear functor $F : \mathcal{M}_{kQ}^C \to \mathcal{M}_{fc}^C$ (resp. $F : \mathcal{M}_{kQ}^C \to \mathcal{M}_f^C$) that respects isomorphism classes and carries indecomposable right $kQ$-modules to indecomposable right $C$-comodules, where $Q$ is the quiver $\circ \circ \circ \circ$ and $\mathcal{M}_{kQ}^C$ is the category of finitely generated right $kQ$-modules.

It is easy to see that if $C$ contains a $k$-wild subcoalgebra, then $C$ is $k$-wild.

**Lemma 4.4.** [35, Proposition 5.1(b)] Let $C$ be an arbitrary coalgebra. $C$ is $fc$-tame if and only if any socle-finite “localized” coalgebra of $C$ is $fc$-tame.
In general, both definitions of tameness and wildness are unrelated. Nevertheless, as pointed out in [32], when the category $\mathcal{M}_f^C$ is included in $\mathcal{M}_{fc}^C$, or equivalently, all the simple $C$-comodules are finitely copresented, or equivalently, if $E/soc E$ is quasi-finite for any indecomposable injective $C$-comodule $E$, fc-tameness implies $k$-tameness and $k$-wildness implies fc-wildness. For instance, this holds if $C$ is right strictly quasi-finite [13].

The reader should observe that if a simple $C$-comodule is not finitely copresented, there is an infinite number of arrows ending at a vertex of $Q$. Thus $C$ is $k$-wild, since it contains the finite dimensional coalgebra $kQ_1$, where $Q$ is one of the following finite quivers (cf. [29], [30]):

![Quivers](image)

Therefore it seems reasonable to assume that $Q$ is locally finite, i.e., any vertex of $Q$ has finite number of arrows starting or ending at it.

**Proposition 4.5.** Let $C$ be a hereditary semiprime $k$-tame coalgebra. Then $C$ is serial.

**Proof.** By [19], $Q_C$ must be a disjoint union of extended Dynkin quivers. Furthermore, by Theorem 3.6 each connected component of $Q_C$ is strongly connected. Then, each connected component of $Q_C$ must be $A_n$ for some $n > 0$. Then, by [14] Theorem 2.5, $C$ is serial.

Nevertheless, if we drop the hereditariness of the coalgebra, the above statement fails.

**Example 4.6.** Let $C$ be the subcoalgebra of the path coalgebra $kQ$, where $Q$ is the quiver formed by a single vertex $x$ and two loops $a$ and $b$ starting and ending at $x$, generated by $\{x, \{a^n\}_{n>0}, \{b^m\}_{m>0}\}$. By Remark 3.9, $C$ is semiprime. Also, $C$ is a string coalgebra in the sense of [30], and hence it is of $k$-tame comodule type. Nevertheless, it is clear that $C$ is not serial, see [14].

The following result will be used in the proof of Theorem 4.8. By a monomial coalgebra we mean a subcoalgebra of a path coalgebra generated by paths as vector space. We also remind from [30] that an admissible subcoalgebra $C$ of a path coalgebra $kQ$ is said to be string if satisfies the following properties:

a) each vertex of $Q$ is the source of at most two arrows and the sink of at most two arrows.

b) $C$ is a monomial coalgebra.

c) given an arrow $\beta : i \to j$ in $Q$, there is at most one arrow $\alpha : j \to k$ in $Q$, and at most one arrow $\gamma : i \to i$ in $Q$ such that $\alpha \beta \in C$ and $\beta \gamma \in C$.

**Lemma 4.7.** Let $C$ be a monomial admissible subcoalgebra of $kQ$, where $Q$ is the quiver formed by one vertex $x$ and two loops $a$ and $b$. If $C$ is semiprime and $k$-tame, then it is the coalgebra generated by one of the following sets:

a) the paths $\{x, \{a^n\}_{n>0}, \{b^m\}_{m>0}\}$, or

b) the paths $\{x, \{b(ab)^t\}_{t \geq 0}, \{(ab)^s\}_{s \geq 0}, \{(ba)^m\}_{m>0}\}$.

As a consequence, $C$ is a string coalgebra.
Proof. Since \( C \) is \( k \)-tame, by the Weak Tame-Wild Dichotomy proved in \([29]\), \( C \) is not \( k \)-wild. Let us suppose that \( a^2 \in C \) and \( ba \in C \). Then \( C \) contains the subcoalgebra generated by \( \{x, a, b, a^2, ba\} \), which is dual to the finite dimensional algebra \( k\langle a, b \rangle \) with relations \( a^3 = b^2 = ba^2 = ab = 0 \). By \([27]\), this algebra is \( k \)-wild and then \( C \) is so.

Let us suppose that \( a^2 \in C \) and \( ba \in C \). Then \( C \) contains the subcoalgebra generated by \( \{x, a, b, a^2, ba\} \), which is dual to the finite dimensional algebra \( k\langle a, b \rangle \) with relations \( a^3 = b^2 = ba^2 = ab = 0 \). By \([27]\), this algebra is \( k \)-wild and then \( C \) is so.

Let us suppose that \( a^2 \notin C \) and \( ba \in C \). If \( ab \in C \), then \( C \) contains the subcoalgebra generated by \( \{x, a, b, a^2, ba\} \), which is dual to the finite dimensional algebra \( k\langle a, b \rangle \) with relations \( a^3 = b^2 = ba^2 = ab = 0 \). By \([27]\), this algebra is \( k \)-wild and then \( C \) is so.

Let us suppose that \( a^2 \notin C \) and \( ba \notin C \). If \( ab \notin C \), we may repeat the above arguments and get a contradiction. Now, if the powers of \( a \) are bounded, i.e., there exists certain \( t \geq 2 \) such that \( a^t \in C \) and \( a^{t+1} / C \), consider \( A = C \cap \langle \{a^s b^m \text{ such that } s < t, m \geq 0\} \rangle \). Clearly, \( A \cap C = C \) and \( A \neq C \), since \( a^t \notin A \). Then, \( C \) is not semiprime. Similarly, the powers of \( b \) are not bounded. Then \( C \) is the coalgebra of \( a \).

Let us suppose that \( a^2 \notin C \) and \( ba \notin C \). If \( ab \notin C \), then \( C \) contains the subcoalgebra generated by \( \{x, a, b, a^2, ba\} \), which is dual to the finite dimensional algebra \( k\langle a, b \rangle \) with relations \( a^3 = b^2 = ba^2 = ab = 0 \). By \([27]\), this algebra is \( k \)-wild and then \( C \) is so.

Finally, if \( a^2 \notin C \) and \( ba \notin C \), the paths in \( C \) has the form \( ab^m \) for \( m \geq 0 \) and therefore \( C = B \land B \), where \( B = \langle \{b^m\}_{m \geq 0} \rangle \), and it is not semiprime.

It is easy to see that the coalgebras of \( a \) and \( b \) are semiprime and string. \( \square \)

**Theorem 4.8.** Let \( Q \) be a locally finite quiver and \( C \) a monomial admissible subcoalgebra of \( kQ \). If \( C \) is a semiprime fc-tame coalgebra, then \( C \) is a string coalgebra.

**Proof.** Since \( Q \) is locally finite, the number of arrows ending at any vertex of \( Q \) is finite, so each simple \( C \)-comodule is finitely coprresented. Then \( M_C^f \), which is contained in \( M_C^f \), and \( C \) is not semiprime. Then \( ab \in C \) and, by similar arguments as above, \( b^2 \notin C \). Since \( C \) has infinite coradical filtration, i.e., the length of the paths in \( C \) is unbounded, \( C \) is the coalgebra of \( b \).

Finally, if \( a^2 \notin C \) and \( ba \notin C \), the paths in \( C \) has the form \( ab^m \) for \( m \geq 0 \) and therefore \( C = B \land B \), where \( B = \langle \{b^m\}_{m \geq 0} \rangle \), and it is not semiprime.

It is easy to see that the coalgebras of \( a \) and \( b \) are semiprime and string. \( \square \)
Therefore, we may assume that the three arrows end at three different vertices, i.e, the subquiver has one of the following shapes:

Let us consider the “localized” coalgebra $D = eC e$, where $e$ correspond to the vertices of the above subquivers. Then $D$ is also generated by paths, semiprime (Theorem 3.4) and fc-tame [35, Proposition 5.1]. Furthermore, it contains $\Gamma$ or $\Lambda$ as subquiver, see [16]. Now, by Theorem 3.6, the Gabriel quiver of $D$ is strongly connected. Furthermore, if we make use of [20, Theorem 6.5] for analyzing the comodule type of the first piece $D_1$ of the coradical filtration, the only possible quivers for $D$ are the following:

We shall need the following lemma.

**Lemma 4.9.** If there exists an arrow $\alpha$ such that there is no arrow $\beta$ with $\beta \alpha \in C$ ($\alpha \beta \in C$), then $C$ is not semiprime. More generally, if there is a path $p$ such that $p \beta \notin C$ ($\beta p \notin C$) for any arrow $\beta$, then $C$ is not semiprime.

**Proof.** If there is no arrow $\beta$ such that $\beta \alpha \in C$, then, for each path $p \in C$, or $\alpha \not\sim p$, or $p = \alpha q$ with $\alpha \not\sim q$. We may consider the subcoalgebra $A = C \cap \{\text{paths } p \in C \text{ such that } \alpha \not\sim p\}$.

Since $\alpha \not\sim A$, $A \neq C$. Nevertheless, $A \triangleleft C = C$. Indeed, for each path $p \in C$, if $\alpha \not\sim p$ then $p \in A$, and, if $p = \alpha q$ with $\alpha \not\sim q$, clearly $\Delta(p) \subseteq A \otimes C + C \otimes A$. Thus $C$ is not semiprime. The proof of the general case is similar. \qed
Let us consider that the Gabriel quiver of $D$ is $\Gamma_1$

```
\begin{tikzpicture}
  \node (1) at (0,0) {$1$};
  \node (2) at (1.5,0) {$2$};
  \node (3) at (1.5,-1) {$3$};
  \draw (1) -- (2) node [midway, above] {$\alpha$};
  \draw (1) -- (3) node [midway, below] {$\beta$};
  \draw (2) -- (3) node [midway, below] {$\gamma$};
\end{tikzpicture}
```

By Lemma 4.9, $\delta \beta \in D$. Then $\delta \beta$ is a cell relative to $\{e_1, e_3\}$ in the sense of [16]. Hence, if $e = e_1 + e_3$, by [18], the Gabriel quiver of $eDe$ contains $P_1$ as a subquiver, and then $eDe$ is $k$-wild and not $k$-tame, contradicting Lemma 4.4. By a similar reasoning, we may discard all the other possibilities. Then each vertex is the source of at most two arrows. Similarly, it is the sink of at most two arrows.

In the following we will assume that all the quivers involved contain, at most, two arrows starting/ending from/at any vertex. Let us now prove that, if $a$ and $b$ are two arrows starting from certain vertex, and $c$ is an arrow ending at this vertex, then $ac \notin C$ or $bc \notin C$. Actually, following Lemma 4.9 it is proven that $ac \in C$ or $bc \in C$, but not both. In the following list, we describe all possible cases contradicting our thesis and prove that, in these cases, the coalgebra, or a localization of it, must be $k$-wild. By the localization techniques, the reader may assume that the whole quiver is reduced to a quiver whose vertices are those showed in each case.

a) Case $Q = L_2$ and $c = a$ or $c = b$. This is proven in Lemma 4.7.

b) Case $\circ \begin{array}{c}
  c \\
  a \\
  b
\end{array}$ with $ac, bc \in C$. Then $C$ contains a finite dimensional hereditary coalgebra whose Gabriel quiver is not a Dynkin or Euclidean graph. Then $C$ is $k$-wild.

c) Case $\circ \begin{array}{c}
  c \\
  \circ a \\
  b
\end{array}$ with $ac, bc \in C$. Then $C$ contains the dual coalgebra of the $k$-wild radical cube zero algebra of [12, Table W(2)].

d) Case $\circ \begin{array}{c}
  1 \\
  b \\
  2
\end{array}$ with $a^2 \in C$ and $ba \in C$. If the powers of $a$ in $C$ are not bounded, then $C$ contains the dual coalgebra of the algebra [12, Table W(6)]. Therefore $a^t \notin C$ for some $2 < t < 7$. Now, since the “localized” coalgebra $e_1Ce_1$ is not simple (and then infinite dimensional) semiprime and fc-tame, its Gabriel quiver should be $L_2$ with two loops named $a$ and $b$, where $a^2 \in e_1Ce_1$ but $a^7 \notin e_1Ce_1$. By Lemma 4.7, this is not possible.

e) Case $\circ \begin{array}{c}
  1 \\
  b \\
  c \\
  2
\end{array}$ with $ac, bc \in C$. By Lemma 4.9 $bac \in C$ or $a^2c \in C$. If $a^2c \in C$, we are in the dual of Case d). Therefore $bac \in C$ and then $ba \in C$. Hence $a^2 \notin C$, since, otherwise, we are in Case d). Also, there is no arrow starting at (2). In such a case, since $bac$ and $ac$ are cells, $e_2Ce_2$ has Gabriel quiver $L_3$ or $P_1$. Then $C$ contains the subcoalgebra generated by $\{1, 2, a, b, c, ba, cb, bc, cba, cbc\}$ dual to the $k$-wild algebra of [12, Table W(21)].

f) Case $\circ \begin{array}{c}
  1 \\
  c \\
  a \\
  2 \\
  b \\
  3
\end{array}$ with $ac, bc \in C$. Let us suppose that $a^n c \in C$ for any $n > 0$, then $C$ is $k$-wild since it contains the hereditary coalgebra of the quiver formed by $c$ and the loop $a$. Hence there exists certain $t > 0$ such that $a^tc \notin C$ and $a^{t-1}c \in C$. By Lemma 4.9 $ba^{t-1}c \in C$. If $t > 1$, $ba^2c \in C$ and $ba^2 \in C$ so we are in Case d). Then
Now, if there exists another arrow starting at 1, which cannot end at 2, there are three arrows starting at 1 in eCe with \( e = e_1 + e_3 \). Then, there exists an arrow \( d : 3 \to 1 \). Observe that, if there exists another arrow \( h : 3 \to 1 \), by Lemma 4.9, \( ch, cd \in C \) and we may reduce it to Case b). Furthermore, if there exists a loop at 3, the vertex 3 receives three arrows in eCe with \( e = e_1 + e_3 \). Therefore, the quiver \( Q_C \) is the following graph  
![Graph](image)
Furthermore, by Lemma 4.9, \( cdb \in C \).

Then, if \( e = e_1 + e_2 \), eCe is an admissible coalgebra of  
![Graph](image)
where \( m \) is an arrow obtained from the cell \( db \), and \( mc, ac \in C \). Thus, by Case c), eCe is \( k \)-wild.

**g)** Case  
![Graph](image) with \( ac, bc \in C \). Let us determine the shape of the quiver. Suppose that there is no arrow from 3 to 1. Since \( Q \) is strongly connected, there exists an arrow \( d \) from 3 to 2. Moreover, any other arrow starting from 3 should be a loop \( \alpha \). If such a loop exists, by Lemma 4.9 either i) there exists a path \( d\alpha^m bc \in C \) for some \( n > 0 \), or ii) \( \alpha^m b \in C \) and \( d\alpha^m \in C \) for any \( m > 0 \). If i), eCe with \( e = e_1 + e_2 \) belongs to Case c), since \( d\alpha^m b \) is a cell. If ii), as proved in Case d), the coalgebra is \( k \)-wild. If there is no loop \( \alpha \), the proof is as in i). Therefore, \( Q \) contains the subquiver  
![Graph](image).

Now, since \( ac \in C \), a loop at 2 provokes that eCe is \( k \)-wild because of its Gabriel quiver contains \( P_1 \), where \( e = e_1 + e_3 \). Then \( Q \) can change from the above quiver uniquely if there is a loop at 3. Let us suppose that there is no such a loop, and the other case may be proven similarly. We have \( ah \in C \). Indeed, if \( ah \notin C \), there is no path from 3 to 2. Hence, \( Q_{eCe} \) is not strongly connected with \( e = e_2 + e_3 \).

Now, by Lemma 4.9, \( ahb \in C \) and also \( ac \in C \). Then \( Q_{eCe} \) is given by  
![Graph](image)
where \( e = e_1 + e_2 \) and \( \alpha \) corresponds to the cell \( hb \). Hence \( \alpha c \in eCe \) and \( ac \in eCe \). By Case c), eCe is \( k \)-wild.

**h)** Case  
![Graph](image) with \( ac, bc \in C \). Let us reduce the possibilities of the graph. Since \( Q \) is strongly connected and 2 is the source of at most two arrows, there exists an arrow \( d \) from 3 (or 4) to 1.

![Graph](image)

There is no another arrow than c starting at 1. Indeed, if there is a loop in 1, this vertex is the source of three arrows in eCe with \( e = e_1 + e_3 + e_4 \), the loop itself and two arrows obtained from the cells \( ac \) and \( bc \). Similarly, if there is an arrow from 1 to 3 or 4, \( Q_{eCe} \) contains the \( k \)-wild path coalgebra of \( B_2 \). Finally, if there is an arrow
h from \( \mathbf{1} \) to \( \mathbf{2} \), by Lemma 4.9, \( ah \in C \) or \( bh \in C \). Then, it is dual to Case \( b \)). Also, if there is another arrow \( h : \mathbf{3} \to \mathbf{1} \), by Lemma 4.9, we are in Case \( b \)).

Let us assume that there is no arrow from \( \mathbf{4} \) to \( \mathbf{1} \). Since \( Q \) is strongly connected, there exists an arrow \( h : \mathbf{4} \to \mathbf{2} \) or \( t : \mathbf{4} \to \mathbf{3} \). Then, it is dual to Case \( b \)). Also, if there is another arrow \( h : \mathbf{3} \to \mathbf{1} \), by Lemma 4.9, we are in Case \( b \)).

Let us assume that there is no arrow from \( \mathbf{4} \) to \( \mathbf{1} \). Since \( Q \) is strongly connected, there exists an arrow \( h : \mathbf{4} \to \mathbf{2} \) or \( t : \mathbf{4} \to \mathbf{3} \). If there is no such an \( h \), there is no another arrow from \( \mathbf{4} \) to \( \mathbf{3} \) since \( Q \) cannot contain \((\tilde{B}_2)_{op}\). By Lemma 4.9, if there is a loop \( \alpha \) at \( \mathbf{4} \), either \( i\) \( t\alpha^nbc \in C \) for some \( n \geq 0 \), or \( ii\) \( t\alpha^m \alpha^m \in C \) for any \( m > 0 \). If \( i\), \( t\alpha^n b \) is a cell relative to the localizing subcategory associated to \( e = e_1 + e_2 + e_3 \). Then \( eCe \) contains the \( k \)-wild path coalgebra of the quiver of Case \( b \)). If \( ii \), as proved in Case \( d \), \( C \) is \( k \)-wild. If there is not such a loop, the proof is similar to \( ii \). If there is no such an arrow \( t \), we may discuss similarly and, \( i \) may be reduced to Case \( f \) and if \( ii \), the coalgebra is \( k \)-wild. In case that there exist both, by Lemma 4.9, \( tbc \in C \) or \( hbc \in C \) and then \( tb \) or \( hb \) becomes cells for \( e = e_1 + e_2 + e_3 \). So \( C \) becomes \( k \)-wild applying the above arguments. Then \( Q \) has a (unique) arrow \( m : \mathbf{4} \to \mathbf{1} \), and \( Q \) contains

\[
1 \xrightarrow{a} 2 \xrightarrow{b} 4 \xrightarrow{m} 3 \xrightarrow{d} 1
\]

Applying the same arguments, it is not difficult to see that \( mbc, dac \in C \). Then, in the most favorable case, for \( e = e_1 + e_2 \), \( eCe \) is reduced to Case \( c \)).

Duality, we may prove that if \( a \) and \( b \) are two arrows ending at certain vertex, and \( c \) is an arrow starting from this vertex, then \( ca \notin C \) or \( cb \notin C \). This completes the proof. \( \Box \)
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