Propagation of Delayed Lattice Differential Equations without Local Quasimonotonicity
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Abstract

This paper is concerned with the traveling wave solutions and asymptotic spreading of delayed lattice differential equations without quasimonotonicity. The spreading speed is obtained by constructing auxiliary equations and using the theory of lattice differential equations without time delay. The minimal wave speed of invasion traveling wave solutions is established by presenting the existence and nonexistence of traveling wave solutions.
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1 Introduction

Lattice dynamical systems are very important to describe some evolutionary processes in life sciences [9][13] and phase transitions [2]. For the scalar lattice differential equations, a typical example is

\[ \frac{du_n(t)}{dt} = [Du]_n(x) + f(u_n(t)), n \in \mathbb{Z}, t > 0, \] (1.1)

where \( f : \mathbb{R} \to \mathbb{R} \), and

\[ [Du]_n(x) = D(u_{n+1}(t) - 2u_n(t) + u_{n-1}(t)) \]
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with $D > 0$. In the past decades, much attention has been paid to its propagation modes indexed by traveling wave solutions and asymptotic spreading, see [1, 7, 10, 13, 22, 25, 27, 31, 32]. In particular, to reflect the maturation time of the species under consideration and the time needed for the signals to travel along axons and to cross synapses, time delay was introduced in lattice differential equations, and a delayed version of (1.1) is

$$\frac{du_n(t)}{dt} = [Du]_n(x) + f(u_n(t), u_n(t - \tau)), n \in \mathbb{Z}, t > 0,$$

in which $\tau \geq 0$ is the time delay. Since Wu and Zou [30], some results about the existence of traveling wave solutions and the estimation of asymptotic spreading of (1.2) have been established, we refer to [8, 9, 11, 12, 14, 16, 18, 20, 21, 26, 28, 29, 33].

To better introduce the known results, we assume that

$$f(0, 0) = f(K, K) = 0, f(u, u) > 0, u \in (0, K),$$

with some $K > 0$, and $f(u, v)$ is continuous for $u, v \in [0, K]$. To apply comparison principle, the (local) monotonicity of $f(u, v)$ for $v > 0$ is needed, for example, see the scalar models in [8, 9, 14, 16, 18, 20, 21, 26, 28, 29, 33]. Moreover, if the time delay $\tau > 0$ is small enough, some results on the existence of traveling wave solutions have been established by exponential order, see Huang et al. [12].

The purpose of this paper is to consider the propagation of (1.2) if $f(u, v)$ is not monotone increasing for $v$ near 0. For the sake of convenience, we consider the following special form of (1.2)

$$\frac{du_n(t)}{dt} = [Du]_n(x) + u_n(t)g(u_n(t), u_n(t - \tau)), n \in \mathbb{Z}, t > 0,$$

in which $g : \mathbb{R}^2 \rightarrow \mathbb{R}$ satisfies the following assumptions:

(H1) $g(1, 0) = 0, g(u, 0) > 0, u \in (0, 1)$;

(H2) $g(u, v)$ is Lipschitz continuous and strictly monotone decreasing for $u, v \in [0, 1]$, and $g(u, 0) \rightarrow -\infty, u \rightarrow \infty$;

(H3) $g(0, 1) > 0$, and there exists $E \in (0, 1)$ such that $g(E, E) = 0$;

(H4) if $1 > \overline{u} \geq \underline{u} > 0$ such that

$$g(\underline{u}, \overline{u}) \leq 0, g(\overline{u}, \underline{u}) \geq 0,$$

then $\underline{u} = \overline{u} = E$. 


By these assumptions, we see that (1.4) does not satisfy the (local) quasimonotonicity in [8, 9, 11, 16, 18, 20, 21, 26, 28, 29, 33]. And a typical example of $g$ is
\[ g(u, v) = 1 - u - av, a \in (0, 1), \]
which is a special form of Logistic nonlinearity with time delay.

In what follows, by using the spreading speed of undelayed scalar lattice differential equations and constructing auxiliary equations without time delay, we shall investigate the propagation of (1.4). We first prove that the spreading speed of (1.4) is the same as that $g(u, v) = g(u, u)$ by the idea in Lin [15], which implies the persistence of spreading speeds of delayed lattice differential equations even if the time delay $\tau$ is large and the equation cannot generate monotone semiflows. Furthermore, we establish the minimal wave speed of (1.4) by presenting the existence and nonexistence of traveling wave solutions for all positive wave speed, which is motivated by the results in Lin and Ruan [17]. These traveling wave solutions formulate the successful invasion of one new invader in population dynamics.

In this paper, we shall use the standard ordering and interval in $\mathbb{R}$. Let $C(\mathbb{R}, \mathbb{R})$ be
\[ C(\mathbb{R}, \mathbb{R}) = \{u|u : \mathbb{R} \rightarrow \mathbb{R} \text{ is uniformly continuous and bounded}\}. \]
Then $C$ is a Banach space equipped with the standard supremum norm. When $a < b$ is true, denote
\[ C_{[a, b]} = \{u|u \in C, a \leq u \leq b\}. \]
If $u \in C^1(\mathbb{R}, \mathbb{R})$, then
\[ u \in C, u' \in C. \]
For $\mu > 0$, define
\[ B_\mu(\mathbb{R}, \mathbb{R}) = \left\{u(t) : u(t) \in C(\mathbb{R}, \mathbb{R}) \text{ and } \sup_{t \in \mathbb{R}} |u(t)| e^{-\mu|t|} < \infty\right\}, \]
then $B_\mu(\mathbb{R}, \mathbb{R})$ is a Banach space when it is equipped with the norm $|\cdot|_\mu$ defined by
\[ |u|_\mu = \sup_{t \in \mathbb{R}} |u(t)| e^{-\mu|t|} \text{ for } u \in B_\mu(\mathbb{R}, \mathbb{R}). \]
Let $l^\infty$ be
\[ l^\infty = \{u(n) : n \in \mathbb{Z} \text{ and } u(n) \text{ is bounded for all } n \in \mathbb{Z}\}. \]
We now give the following definition of traveling wave solutions.
**Definition 1.1** A *traveling wave solution* of (1.4) is a special solution with form \( u_n(t) = \phi(n + ct) \), in which \( c > 0 \) is the wave speed and \( \phi \in C^1(\mathbb{R}, \mathbb{R}) \) is the wave profile that propagates in \( \mathbb{Z} \).

From Definition 1.1, \( \phi \) and \( c \) must satisfy

\[
 c \frac{d\phi(\xi)}{d\xi} = D(\phi(\xi + 1) + \phi(\xi - 1) - 2\phi(\xi)) + \phi(\xi)g(\phi(\xi), \phi(\xi - c\tau)), \quad \xi \in \mathbb{R}. \tag{1.5}
\]

To better reflect the evolutionary processes, we also require the following asymptotic boundary value condition

\[
 \lim_{\xi \to -\infty} \phi(\xi) = 0, \quad \lim_{\xi \to \infty} \phi(\xi) = E. \tag{1.6}
\]

To index the asymptotic spreading, we also give the following definition.

**Definition 1.2** Assume that \( u_n(t) \) is a nonnegative function for all \( n \in \mathbb{N}, t > 0 \). \( c_1 > 0 \) is the spreading speed of \( u_n(t) \) if

1. for any \( c > c_1 \), \( \lim_{t \to \infty} \sup_{|n| > ct} u_n(t) = 0 \);
2. for any \( c < c_1 \), \( \lim_{t \to \infty} \inf_{|n| < ct} u_n(t) > 0 \).

In literature, the spreading speed of delayed lattice differential equations has been investigated [14, 26, 29]. In particular, if \( f \) in (1.1) satisfies

1. \( f(u) = uh(u), h(M) = 0 \) for some \( M > 0 \);
2. \( h(u) \) is Lipschitz continuous and is decreasing for \( u \in [0, M] \);

then we can obtain the spreading speed of (1.1) by the theory in [14, 26, 29]. More precisely, consider the following initial value problem

\[
\begin{cases}
\frac{du_n(t)}{dt} = [Du]_n(x) + f(u_n(t)), n \in \mathbb{Z}, t > 0, \\
u_n(0) = \psi(n), n \in \mathbb{Z}. 
\end{cases} \tag{1.7}
\]

By Ma et al. [19] and Weng et al. [29], we have the following conclusions.

**Lemma 1.3** Assume that (f1)-(f2) hold. If \( 0 \leq \psi(n) \leq M, n \in \mathbb{Z} \), then (1.7) has a solution \( u_n(t) \) for all \( n \in \mathbb{Z}, t > 0 \). If \( w_n(t), n \in \mathbb{Z}, t > 0 \), satisfies

\[
\begin{cases}
\frac{dw_n(t)}{dt} \geq (\leq)[Dw]_n(t) + f(w_n(t)), \\
w_n(0) \geq (\leq)\psi(n),
\end{cases}
\]
or

\[
\begin{align*}
  w_n(t) &\geq (\leq)e^{-(2D+d)(t-\theta)}w_n(\theta) \\
  &+ \int_{\theta}^{t} e^{-(2D+d)(t-s)}[d w_n(s) + D(w_{n+1}(s) + w_{n-1}(s)) + f(w_n(s))]ds \\
\end{align*}
\]

with any fixed \( d \geq 0, \theta \in [0, t) \), then \( w_n(t) \geq (\leq)u_n(t) \) for all \( n \in \mathbb{Z}, t > 0 \). In particular, \( w_n(x) \) is called an upper (a lower) solution of \( (1.7) \).

For \( \lambda > 0, c > 0 \), define

\[
\Delta(\lambda, c) = D(e^{\lambda} + e^{-\lambda} - 2) - c\lambda + h(0).
\]

**Lemma 1.4** There exists \( c_2 := \inf_{\lambda > 0} \frac{D(e^{\lambda} + e^{-\lambda} - 2) + h(0)}{\lambda} > 0 \) such that

1. if \( c > c_2 \), then \( \Delta(\lambda, c) = 0 \) has two distinct positive real roots \( \lambda_1(c) < \lambda_2(c) \) satisfying

\[
\Delta(\lambda, c) = \begin{cases} 
  < 0, & \lambda \in (\lambda_1(c), \lambda_2(c)), \\
  > 0, & \lambda \in (0, \lambda_1(c)) \text{ or } \lambda > \lambda_2(c); 
\end{cases}
\]

2. \( \Delta(\lambda, c) = 0 \) has no real roots for \( c < c_2 \);

3. let \( \varepsilon > 0 \) be any positive constant, then \( c_2 \) is continuous and strictly increasing in \( h(0) \geq \varepsilon \).

**Lemma 1.5** Assume that \((f1)-(f2)\) hold. If \( 0 \leq \psi(n) \leq M, n \in \mathbb{Z} \) such that \( \psi_n(0) \neq 0 \) for some \( n \in \mathbb{Z} \) and \( \psi(n) = 0 \) for all large \( |n| \), then \( c_2 \) is the spreading speed of \( u_n(t) \) defined by \( (1.7) \).

### 2 Asymptotic Spreading

In this section, we assume that \((H1)-(H3)\) hold and consider the long time behavior of the following initial value problem

\[
\begin{align*}
  \frac{du_n(t)}{dt} &= [Du]_n(x) + u_n(t)g(u_n(t), u_n(t-\tau)), n \in \mathbb{Z}, t > 0, \\
  u_n(s) = \varphi_n(s), n \in \mathbb{Z}, s \in [-\tau, 0],
\end{align*}
\]

in which \( \varphi_n(s) : [-\tau, 0] \to l^\infty \) satisfies \( 0 \leq \varphi_n(s) \leq 1 \) and for each \( n \in \mathbb{Z} \), it is uniform continuous in \( s \in [-\tau, 0] \).
In what follows, let \( d > 0 \) be a constant such that
\[
\frac{du}{dt} + ug(u, 1), u \in [0, 1]
\]
is monotone increasing. Consider
\[
\frac{du_n(t)}{dt} = -2Du_n(t) - du_n(t), u_n(0) = \omega(n), n \in \mathbb{Z},
\]
then we obtain an analytic and strictly positive semigroup in \( l^\infty \) because of the boundedness of \( 2D + d \). Then the standard semigroup theory implies the following results.

**Lemma 2.1** Assume that (H1)-(H2) hold. (2.1) admits a unique mild solution \( u_n(t) \) for all \( t > 0, n \in \mathbb{Z} \), which can be formulated by
\[
u_n(t) = e^{-(2D+d)t}\psi_n(0) + \int_0^t e^{-(2D+d)(t-s)}H_n(s)\,ds
\]
with
\[
H_n(s) = du_n(s) + D(u_{n+1}(s) + u_{n-1}(s)) + u_n(s)g(u_n(s), u_{n-1}(s)).
\]

This lemma is also clear by the formula of constant variation, we omit the proof here. It should be noted that Lemma 2.1 remains true even if \( \tau = 0 \). By (H1)-(H2), \( u_n(t) \) also satisfies the following conclusion.

**Lemma 2.2** Assume that (H1)-(H2) hold. If \( u_n(t) \) is defined by (2.1), then
\[
0 \leq u_n(t) \leq 1, t > 0, n \in \mathbb{Z}.
\]

The positivity of \( u_n(t) \) is clear by the quasipositivity of \( ug(u, v) \), and \( u_n(t) \leq 1 \) is clear by (H2) and Lemma 1.3. Furthermore, using Lemmas 2.1-2.2 we have the following conclusion.

**Lemma 2.3** Assume that \( u_n(t) \) is defined by (2.1) and (H1)-(H2) hold.

(1) For \( t > \theta \geq 0, n \in \mathbb{Z} \), we have
\[
\int_{\theta}^{t} e^{-(2D+d)(t-s)} \Pi_n(s) \, ds
\]
with
\[
\Pi_n(s) = du_n(s) + D(u_{n+1}(s) + u_{n-1}(s)) + u_n(s)g(u_n(s), 0).
\]
For $t > \theta \geq 0, n \in \mathbb{Z}$, we also have

$$u_n(t) \geq e^{-(2D+d)(t-\theta)}u_n(\theta) + \int_{\theta}^{t} e^{-(2D+d)(t-s)}H_n(s)ds$$

with

$$H_n(s) = du_n(s) + D(u_{n+1}(s) + u_{n-1}(s)) + u_n(s)g(u_n(s), 1).$$

Since Lemma 2.1 also holds for $\tau = 0$, then $u_n(t)$ is an upper solution of

$$\begin{cases}
\frac{du_n(t)}{dt} = [D]_n(x) + u_n(t)g(u_n(t), 1), n \in \mathbb{Z}, t > 0, \\
u_n(0) = \varphi_n(0), n \in \mathbb{Z},
\end{cases}$$

and a lower solution of

$$\begin{cases}
\frac{du_n(t)}{dt} = [D]_n(x) + u_n(t)g(u_n(t), 0), n \in \mathbb{Z}, t > 0, \\
u_n(0) = \varphi_n(0), n \in \mathbb{Z},
\end{cases}$$

(2.3)

By Lemmas 1.3 and 1.5, we have the following conclusion.

**Lemma 2.4** Assume that (H1)-(H3) hold. For any given $\epsilon > 0$. If $\varphi_0(0) \geq \epsilon$ and $0 \leq \varphi_n(0) \leq 1, n \in \mathbb{Z}$, and $u_n(t)$ is defined by

$$\begin{cases}
\frac{du_n(t)}{dt} = [D]_n(x) + u_n(t)g(u_n(t), 1), n \in \mathbb{Z}, t > 0, \\
u_n(0) = \varphi_n(0), n \in \mathbb{Z},
\end{cases}$$

Then there exists $\delta = \delta(\epsilon) > 0$ such that

$$u_0(t + \tau) > \delta, t > 0,$$

in which $\delta > 0$ is independent of $\varphi_n(0), n \neq 0$.

Using Lemma 2.4, we can obtain an auxiliary equation without time delay, which is formulated by the following lemma.

**Lemma 2.5** Assume that $u_n(t)$ is defined by (2.1) and (H1)-(H3) hold. Then for each $\epsilon \in (0, 1)$, there exists $M = M(\epsilon) \geq 1$ such that

$$u_n(t) \geq e^{-(2D+d)(t-\theta)}u_n(\theta) + \int_{\theta}^{t} e^{-(2D+d)(t-s)}H_n(s)ds$$

with $\theta \in [0, t)$ and

$$H_n(s) = du_n(s) + D(u_{n+1}(s) + u_{n-1}(s)) + u_n(s)g(Mu_n(s), \epsilon).$$
Proof. If \( u_n(t - \tau) < \epsilon \), then
\[
u_n(t)g(u_n(t), u_n(t - \tau)) \geq u_n(t)g(u_n(t), \epsilon)
\]
from (H2). If \( u_n(t - \tau) > \epsilon \), then (H2)-(H3) and Lemma 2.4 imply that there exists \( M > 1 \) such that
\[
Mu_n(t) \geq u_n(t - \tau)
\]
and
\[
u_n(t)g(u_n(t), u_n(t - \tau)) \geq u_n(t)g(Mu_n(t), \epsilon).\]
The proof is complete. \(\square\)

We now present the main result of this section.

Theorem 2.6 Assume that (H1)-(H3) hold and
\[
c^* = \inf_{\lambda > 0} \frac{D(e^\lambda + e^{-\lambda} - 2) + g(0,0)}{\lambda}.
\]
If \( \varphi_n(s) \) satisfies \( \varphi_n(s) = 0, |n| > M, s \in [-\tau,0] \) with some \( M > 0 \) and \( \varphi_n(0) > 0 \) for some \( n \in \mathbb{Z} \), then \( c^* \) is the spreading speed of \( u_n(t) \) defined by (2.1).

Proof. If \( c > c^* \), then \( u_n(t) \) is a lower solution of (2.3) and
\[
\lim_{t \to \infty} \sup_{|n| > ct} u_n(t) = 0
\]
by Lemma 1.5. If \( c' < c^* \), then there exists \( \epsilon > 0 \) such that
\[
D(e^\lambda + e^{-\lambda} - 2) - c\lambda + g(0,\epsilon) > 0
\]
for any \( 2c \leq c' + c^* \) and \( \lambda > 0 \) by Lemma 1.4. Applying Lemmas 1.3 and 2.5 we further obtain
\[
\lim_{t \to \infty} \inf_{|n| < c't} \inf_{|n| < ct} u_n(t) > 0.
\]
The proof is complete. \(\square\)

If (H4) holds, we also have the following convergence conclusion.

Theorem 2.7 Assume that Theorem 2.6 holds and (H4) is true. Then
\[
\lim_{t \to \infty} \inf_{|n| < ct} u_n(t) = \lim_{t \to \infty} \sup_{|n| < ct} u_n(t) = E
\]
for any given \( c < c^* \).
Proof. Define
\[ \liminf_{t \to \infty} \inf_{|n| < ct} u_n(t) = E, \quad \limsup_{t \to \infty} \sup_{|n| < ct} u_n(t) = \overline{E}. \]
Then what we have done implies that
\[ 0 < E \leq \overline{E} \leq 1. \]
Using dominated convergence in (2.2), we obtain
\[ E \geq \frac{D(E + \overline{E}) + dE + Eg(E, \overline{E})}{2D + d} \]
and
\[ E \leq \frac{D(E + \overline{E}) + dE + Eg(E, \overline{E})}{2D + d}. \]
From (H4), the proof is complete. \( \square \)

**Theorem 2.8** Assume that (H1)-(H4) hold. If \( u_n(t) \) is defined by (2.1) and \( \phi_n(0) > 0 \) for some \( n \in \mathbb{Z} \), then
\[ \liminf_{t \to \infty} \inf_{|n| < ct} u_n(t) = \limsup_{t \to \infty} \sup_{|n| < ct} u_n(t) = E \]
for any given \( c < c^* \).

The proof is similar to that of Theorem 2.7 and we omit it here. Before ending this section, we make the following remark.

**Remark 2.9** The spreading speed of (1.4) with \( \tau > 0 \) is the same as that of (1.4) with \( \tau = 0 \), and we obtain the persistence of spreading speed of (1.4) with any time delay \( \tau > 0 \). For the corresponding topic in delayed reaction-diffusion equations, see Lin [15].

## 3 Minimal Wave Speed

In this part, we shall consider the traveling wave solutions of (1.4) and first present our main conclusion as follows.

**Theorem 3.1** Assume that (H1)-(H3) hold. If \( c \geq c^*(c < c^*) \), then (1.4) has (has not) a positive traveling wave solution \( \phi(\xi) \) such that
\[ \lim_{\xi \to -\infty} \phi(\xi) = 0, 0 < \liminf_{\xi \to \infty} \phi(\xi) \leq \limsup_{\xi \to \infty} \phi(\xi) \leq 1. \] (3.1)
Moreover, when (H4) and \( c \geq c^* \) are true, then (1.6) remains true.
We now prove the result by three lemmas.

**Lemma 3.2** Assume that (H1)-(H3) hold. If $c < c^*$, then (1.5) has no positive solutions satisfying (3.1).

**Proof.** Were the statement false, then there exists some $c'' < c^*$ such that (1.5) with $c = c''$ has a positive solution satisfying (3.1). Namely, $u(x, t) = \phi(x + c''t)$ also satisfies

\[
\begin{cases}
\frac{du_n(t)}{dt} = [Du]_n(x) + u_n(t)g(u_n(t), u_n(t - \tau)), n \in \mathbb{Z}, t > 0,
\end{cases}
\]

\[
\begin{aligned}
&u_n(s) = \phi(n + c''s), n \in \mathbb{Z}, s \in [-\tau, 0].
\end{aligned}
\]

Consider $-2n = (c + c'')t$, then Theorem 2.7 implies that

\[
\liminf_{t \to \infty} \inf_{-2n = (c + c'')t} u_n(t) > 0,
\]

which contradicts (3.1) because of $\xi = n + c''t \to -\infty, t \to \infty$. The proof is complete. □

**Lemma 3.3** Assume that (H1)-(H3) hold. Then for each fixed $c > c^*$, (1.4) with (3.1) has a positive solution $\phi(\xi)$.

**Proof.** If $\phi(\xi), \psi(\xi) \in C_{[0,1]}$, define an operator $F$ as follows

\[
F(\phi, \psi)(\xi) = \frac{1}{c} \int_{-\infty}^{\xi} e^{-\left(2D_d+d\right)(\xi-s)}H(\phi, \psi)(s)ds
\]

with

\[
H(\phi, \psi)(s) = d\phi(s) + D(\phi(s + c) + \phi(s - c)) + \phi(s)g(\phi(s), \psi(s - c\tau)).
\]

When $\phi(\xi) = \psi(\xi)$, we also denote

\[
F(\phi, \phi)(\xi) =: P(\phi)(\xi).
\]

Then it is easy to prove that $P : C_{[0,1]} \to C_{[0,1]}$. In fact, because of

\[
0 \leq H(\phi, \psi)(s) \leq d + 2D, s \in \mathbb{R},
\]

then

\[
0 \leq P(\phi)(\xi) \leq 1, \xi \in \mathbb{R},
\]

and the uniform continuity of $P(\phi)(\xi)$ is clear by the boundedness of $H(\phi, \psi)(s)$.

We now define two continuous functions as follows:

\[
\overline{\phi}(\xi) = \min\{e^{\lambda_1(c)\xi}, 1\}, \quad \underline{\phi}(\xi) = \max\{e^{\lambda_1(c)\xi} - qe^{\eta\lambda_1(c)\xi}, 0\}
\]
with $1 < \eta < \min\{2, \lambda_2(c)/\lambda_1(c)\}$ and $q > 1$. Then
\[
\phi(\xi) \leq F(\Phi, \overline{\Phi})(\xi) \leq P(\phi)(\xi) \leq F(\overline{\phi}, \Phi)(\xi) \leq \overline{\phi}(\xi), \xi \in \mathbb{R}
\] (3.2)
if $q > 1$ is large enough and
\[
\phi(\xi) \in C_{[0,1]}, \Phi(\xi) \leq \phi(\xi) \leq \overline{\phi}(\xi).
\]

Let $4\mu < d/c$ be a constant and $\Gamma$ be
\[
\Gamma = \{ \phi : \phi(\xi) \in C_{[0,1]}, \Phi(\xi) \leq \phi(\xi) \leq \overline{\phi}(\xi) \}.
\]
Then $\Gamma$ is convex and nonempty, and is bounded and closed in the sense of $| \cdot |_\mu$. From (3.2), we also obtain $P : \Gamma \rightarrow \Gamma$. Moreover, the mapping is complete continuous in the sense of decay norm $| \cdot |_\mu$. For the complete continuous of $P$, we can refer to Huang et al. [12, Lemmas 3.3 and 3.5] and Ma et al. [19, Theorem 3.1] since the proof is independent of the monotonicity.

Using Schauder’s fixed point theorem, there is $\phi(\xi) \in \Gamma$ satisfying
\[
P(\phi)(\xi) = \phi(\xi), \Phi(\xi) \leq \phi(\xi) \leq \overline{\phi}(\xi), \xi \in \mathbb{R},
\]
which is also a solution of (1.4).

Since $\phi(\xi)$ is a special positive solution to (2.1), then the asymptotic boundary condition is clear by what we have done in Section 3. The proof is complete. \qed

**Lemma 3.4** Assume that (H1)-(H3) hold. If $c = c^*$ holds, then (1.4) has a positive solution $\phi(\xi)$ satisfying (3.1).

**Proof.** We now prove the result by passing to a limit function [17]. Let $c_i \rightarrow c^*, i \in \mathbb{N}$, be strictly decreasing, then for each fixed $c_i$, $P$ with $c = c_i$ has a positive fixed point $\phi_i(\xi)$ such that
\[
0 < \phi_i(\xi) < 1, \lim_{\xi \rightarrow \infty} \phi_i(\xi) > 0, \lim_{\xi \rightarrow -\infty} \phi_i(\xi) = 0, i \in \mathbb{N}.
\]
Without loss of generality, we assume that
\[
\phi_i(0) = \delta, \phi_i(\xi) < \delta, \xi < 0
\]
with $g(4\delta, 1) > 0$. Due to the uniform boundedness of $\phi_i'(\xi), \xi \in \mathbb{R}$, $\phi_i(\xi)$ are equicontinuous. Using Ascoli-Arzela lemma, $\phi_i(\xi)$ has a subsequence, still denoted by $\phi_i(\xi)$, and there exists $\phi(\xi) \in C_{[0,1]}$ such that
\[
\phi_i(\xi) \rightarrow \phi(\xi), i \rightarrow \infty,
\]
in which the limit is pointwise and locally uniform on any bounded interval of $\xi \in \mathbb{R}$. Clearly, we also have

$$\phi(0) = \delta, \phi(\xi) \leq \delta, \xi < 0.$$ 

Note that

$$e^{-\frac{(2D+d)}{\varepsilon}(\xi-s)} \to e^{-\frac{(2D+d)}{\varepsilon}(\xi-s)}, i \to \infty,$$

and the convergence is uniform for $\xi \in \mathbb{R}, s \leq \xi$. Therefore, $\phi(\xi)$ is a fixed point of $P$ with $c = c^*$. By the properties of $P$, $\phi(\xi)$ is a positive solution to (1.4).

Due to the conclusions in Section 3, the limit behavior of $\xi \to \infty$ is clear. We now consider the limit behavior when $\xi \to -\infty$. If $\limsup_{\xi \to -\infty} \phi(\xi) > 0$, then there exists $\varepsilon_0 > 0$ such that there exists $-\xi_i < -i$ such that

$$\phi(\xi_i) > \varepsilon_0, i \in \mathbb{N}.$$ 

Since $\phi(\xi)$ is a special positive solution to (2.1), then Theorem 2.8 implies that there exists $T$ independent of $i$ such that

$$\phi(\xi_i + T) > 3\delta,$$

and a contradiction occurs when $i \to \infty$. The proof is complete. □

To illustrate our main results, we consider the following example.

**Example 3.5** Assume that $r > 0, a \in [0, 1)$. Let

$$c_* = \inf_{\lambda > 0} \frac{D(e^\lambda + e^{-\lambda} - 2) + r}{\lambda}.$$ 

Then $c_*$ is the minimal wave speed of traveling wave solutions connecting 0 with $\frac{1}{1+a}$ of

$$\frac{du_n(t)}{dt} = [D\lambda_n(x) + ru_n(t)][1 - u_n(t) - au_n(t - \tau)], n \in \mathbb{Z}, t > 0.$$ (3.3)

Moreover, $c_*$ is the spreading speed of the corresponding initial value problem of (3.3) if $u_n(s) \geq 0, n \in \mathbb{N}, s \in [-\tau, 0]$ satisfies

(I1) for each $n \in \mathbb{N}$, $u_n(s)$ is continuous in $s \in [-\tau, 0]$;

(I2) $u_n(s) = 0, |n| > M, s \in [-\tau, 0]$ with some $M > 0$;

(I3) $u_n(0) > 0$ for some $n \in \mathbb{Z}$.

Before ending this paper, we make the following remark.

**Remark 3.6** Although the delayed term reflect the intraspecific competition in population dynamics, the delay may be harmless to the propagation if the instantaneous competition dominates the delayed one (see (H3)).
References

[1] A.R.A. Anderson, B.D. Sleeman, Wave front propagation and its failure in coupled systems of discrete bistable cells modeled by Fitzhugh-Nagumo dynamics, *Internat. J. Bifur. Chaos Appl. Sci. Engrg.*, 5 (1995), 63-74.

[2] P.W. Bates, A. Chmaj, A discrete convolution model for phase transitions, *Arch. Ration. Mech. Anal.*, 150 (1999), 281-305.

[3] J. Bell, C. Conser, Threshold behaviour and propagation for nonlinear differential-difference systems motivated by modeling myelinated axons, *Quart. Appl. Math.*, 42 (1984), 1-14.

[4] J.W. Cahn, J. Mallet-Paret, E.S. Van Vleck, Traveling wave solutions for systems of ODE’s on a two dimensional spatial lattice, *SIAM J. Appl. Math.*, 59 (1998), 455-493.

[5] X. Chen, J. Guo, Existence and asymptotic stability of travelling waves of discrete quasilinear monostable equations, *J. Differential Equations*, 184 (2002), 549-569.

[6] X. Chen, J. Guo, Uniqueness and existence of travelling waves for discrete quasilinear monostable dynamics, *Math. Ann.*, 326 (2003), 123-146.

[7] S.N. Chow, J. Mallet-Paret, W. Shen, Traveling waves in lattice dynamical systems, *J. Differential Equations*, 149 (1998), 248-291.

[8] J. Fang, J. Wei, X. Zhao, Spreading speeds and travelling waves for non-monotone time-delayed lattice equations, *Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci.*, 466 (2010), 1919-1934.

[9] J. Fang, J. Wei, X. Zhao, Uniqueness of traveling waves for nonlocal lattice equations, *Proc. Amer. Math. Soc.*, 139 (2011), 1361-1373.

[10] C.H. Hsu, S.S. Lin, Existence and multiplicity of traveling waves in a lattice dynamical system, *J. Differential Equations*, 164 (2000), 431-450.

[11] J. Huang, G. Lu, S. Ruan, Traveling wave solutions in delayed lattice differential equations with partial monotonicity, *Nonlinear Analysis TMA*, 60 (2005), 1331-1350.

[12] J. Huang, G. Lu, X. Zou, Existence of traveling wave fronts of delayed lattice differential equations, *J. Math. Anal. Appl.*, 298 (2000), 538-558.

[13] J.P. Keener, Propagation and its failure to coupled systems of discrete excitable cells, *SIAM J. Appl. Math.*, 47 (1987), 556-572.

[14] X. Liang, X.Q. Zhao, Asymptotic speeds of spread and traveling waves for monotone semiflows with applications, *Comm. Pure Appl. Math.*, 60 (2007), 1-40.

[15] G. Lin, Spreading speed of the delayed Fisher equation without quasimonotonicity, *Nonlinear Analysis RWA*, 12 (2011), 3713-3718.

[16] G. Lin, W.T. Li, S. Pan, Traveling wavefronts in delayed lattice dynamical systems with global interaction, *J. Difference Eqns. Appl.*, 16 (2010), 1429-1446.

[17] G. Lin, S. Ruan, Traveling wave solutions for delayed reaction-diffusion systems and applications to Lotka-Volterra competition-diffusion models with distributed delays, *J. Dynam. Diff. Eqns.*, in press.
[18] G. Lv, M. Wang, Existence, uniqueness and stability of traveling wave fronts of discrete quasi-linear equations with delay, *Discrete Contin. Dyn. Syst. Ser. B*, 13 (2010), 415-433.

[19] S. Ma, P. Weng, X. Zou, Asymptotic speed of propagation and traveling wavefront in a lattice delayed differential equation, *Nonlinear Analysis TMA*, 65 (2006), 1858–1890.

[20] S. Ma, X. Zou, Propagation and its failure in a lattice delayed differential equation with global interaction, *J. Differential Equations*, 212 (2005), 129-190.

[21] S. Ma, X. Zou, Existence, uniqueness and stability of traveling waves in a discrete reaction-diffusion equation with delay, *J. Differential Equations*, 217 (2005), 54-87.

[22] J. Mallet-Paret, The fredholm alternative for functional differential equations of mixed type, *J. Dynam. Diff. Eqns.*, 11 (1999), 1-47.

[23] J. Mallet-Paret, The global structure of traveling waves in spatially discrete dynamical systems, *J. Dynam. Diff. Eqns.*, 11 (1999), 49-127.

[24] J. Mallet-Paret, Traveling waves in spatially discrete dynamical systems of diffusive type, in: J.W. Macki, P. Zecca (Eds.), Dynamical Systems, Lecture Notes in Mathematics, Vol. 1822, Springer, Berlin, 2003, 231-298.

[25] W. Shen, Traveling waves in time periodic lattice dynamical systems, *Nonlinear Analysis TMA*, 54 (2003), 319-339.

[26] H.R. Thieme, X.Q. Zhao, Asymptotic speeds of spread and traveling waves for integral equations and delayed reaction-diffusion models, *J. Differential Equations*, 195 (2003), 430-470.

[27] A. Tonnelier, Wave propagation in discrete media, *J. Math. Biol.*, 44 (2002), 87-105.

[28] Z.C. Wang, W.T. Li, J. Wu, Entire solutions in delayed lattice differential equations with monostable nonlinearity, *SIAM J. Math. Anal.*, 40 (2009), 2392-2420.

[29] P. Weng, H. Huang, J. Wu, Asymptotic speed of propagation of wave front in a lattice delay differential equation with global interaction, *IMA J. Appl. Math.*, 68 (2003), 409-439.

[30] J. Wu, X. Zou, Asymptotic and periodic boundary value problems of mixed FDEs and wave solutions of lattice differential equations, *J. Differential Equations*, 135 (1997), 315-357.

[31] B. Zinner, Stability of traveling wavefronts for the discrete Nagumo equation, *SIAM J. Math. Anal.*, 22 (1991), 1016-1020.

[32] B. Zinner, Existence of traveling wavefront solutions for the discrete Nagumo equation, *J. Differential Equations*, 96 (1992), 1-27.

[33] X. Zou, Traveling wave fronts in spatially discrete reaction-diffusion equations on higher-dimensional lattices, *Electron. J. Differ. Equ. Conf.*, 1, Southwest Texas State Univ., San Marcos, TX, 1998.