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Abstract

We study knowledge-grounded dialogue generation with pre-trained language models. To leverage the redundant external knowledge under capacity constraint, we propose equipping response generation defined by a pre-trained language model with a knowledge selection module, and an unsupervised approach to jointly optimizing knowledge selection and response generation with unlabeled dialogues. Empirical results on two benchmarks indicate that our model can significantly outperform state-of-the-art methods in both automatic evaluation and human judgment.

1 Introduction

With advances in neural machine learning (Sutskever et al., 2014; Gehring et al., 2017; Vaswani et al., 2017) and availability of the huge amount of human conversations on social media (Adiwardana et al., 2020), building an open domain dialogue system with data-driven approaches has attracted increasing attention from the community of artificial intelligence and natural language processing. In this work, we are interested in generative approaches. Generative models for open domain dialogues are notorious for replying with generic and bland responses, resulting in meaningless and boring conversations (Li et al., 2015). Such deficiency is particularly severe when human participants attempt to dive into specific topics in conversation (Dinan et al., 2019). As a result, there is still a big gap between conversation with existing systems and conversation with humans.

Very recently, there emerge two lines of research that seem promising to bridge the gap. One is to apply large-scale pre-trained language models, such as DialoGPT (Zhang et al., 2019c) have exhibited compelling performance on generating responses that make sense under conversation contexts and at the same time carry specific content for keeping the conversation going. While the giant language models can memorize enough patterns in language during pre-training, they only capture “average” semantics of the data (Zhang et al., 2019c). As a result, responses could still be bland or inappropriate when specific knowledge is required, as illustrated by the example in Table 1. The other line is to ground dialogue generation by extra knowledge such as unstructured documents (Zhao et al., 2020). By the means, the documents (e.g., wiki articles) serve as content sources, and make a dialogue system knowledge-able regarding to a variety of concepts in discussion. However, collecting enough dialogues that are naturally grounded on documents for model training is not trivial. Although some benchmarks built upon crowd-sourcing have been released by recent papers (Zhou et al., 2018b; Dinan et al., 2019; Gopalakrishnan et al., 2019), the small training size

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
\textbf{Context} & \textbf{Response} \\
\hline
A & I just discovered star trek and I really like watching star trek. \\
B & Gene Roddenberry created it based upon science fiction and it is American media. \\
\cdots & \cdots \\
A & If I remember Captain Kirk was not the original captain. \\
B & The Star Trek Canon of the series an animated had 5 spin offs. \\
A & I watched a little of the next generation but could not get into it like i did with the original show. \\
\hline
\textbf{Human} & These adventures went on but were short lived and six feature films. \\
\textbf{DialoGPT} & I think it’s worth it. \\
\hline
\end{tabular}
\caption{An example from the test set (Test Seen) of Wizard of Wikipedia (Dinan et al., 2019).}
\end{table}
makes the generation models generalize badly on unseen topics (Dinan et al., 2019) and the cost of building such data also prevents from transferring the techniques proved on the benchmarks to new domains and new languages.

Encouraged by the results on pre-training for dialogue generation and knowledge-grounded dialogue generation, and motivated by the problems in both sides, we consider bringing the two together in this work. Specifically, we propose knowledge-grounded dialogue generation with pre-trained language models in order to endow a generative model with both rich knowledge and good generalization ability. The challenge is that pre-trained language models often set constraints on the maximum number of tokens they can handle (e.g., the maximum number for GPT-2 (Radford et al., 2019) is 1024), and thus hinders exploitation of the knowledge text which could be rather long and redundant (e.g., in Wizard of Wikipedia (Dinan et al., 2019), on average each conversation context is associated with 61.2 sentences retrieved from wiki articles, and the average number of tokens in the extra knowledge is 1625.6). Indeed, the conflict between model capacity and the ability required for processing long knowledge input represents an essential obstacle for applying pre-trained language models to knowledge-grounded dialogue generation, since on the one hand we always have to set up an upper bound to the capacity of pre-trained models in order to handle massive text corpus, and on the other hand we need to keep sufficient candidates with rich enough content in the procedure of response generation in order to guarantee the recall of relevant knowledge.

To overcome the challenge, we consider equipping the pre-trained response generation model with a knowledge selection module whereby the redundant knowledge input is slimmed with relevant information (regarding to conversation contexts) kept to meet the capacity constraint. While some recent papers on knowledge-grounded dialogues have paid attention to the problem of knowledge selection (Lian et al., 2019; Kim et al., 2020; Ren et al., 2019), the knowledge selection module is either deeply coupled with the specially configured models (Lian et al., 2019; Ren et al., 2019) and thus is incompatible with the pre-trained language models, or it is learned with human annotations (Dinan et al., 2019; Kim et al., 2018) which are difficult to obtain in practice (e.g., the dataset in (Zhou et al., 2018b) does not contain annotations for knowledge selection). Therefore, we propose an unsupervised approach where learning of knowledge selection and fine-tuning of response generation are jointly conducted with unlabeled dialogues. Specifically, we build the knowledge selection module on the basis of BERT, and formalize knowledge selection as a sequence prediction process, by which the model can take advantage of the pre-training techniques and dynamically determine the relevant knowledge for a given context. The learning algorithm starts from training with pseudo ground-truth that is constructed by making full use of responses as an alternation of human annotations, and then alternatively updates the knowledge selection model and the response generation model through a reinforcement learning approach and a curriculum learning approach respectively. Thus, knowledge selection is further optimized with the feedback from response generation, and the knowledge used for fine-tuning the response generation model gradually moves from the pseudo ground-truth to the prediction of the knowledge selection module.

We test the proposed method on two benchmarks of knowledge-grounded dialogue generation: Wizard of Wikipedia (Dinan et al., 2019) and CMU Document Grounded Conversations (Zhou et al., 2018b). Evaluation results indicate that our model can significantly outperform state-of-the-art methods as well as a few pre-trained models used in heuristic ways, and thus achieves new state-of-the-art on the benchmarks. Moreover, as a byproduct, the knowledge selection module also outperforms the state-of-the-art model in terms of accuracy of knowledge selection on Wizard of Wikipedia, implying that other models could also benefit from the component.

Our contributions in this paper are three-fold: (1) proposal of a knowledge selection module for applying pre-trained language models to the task of knowledge-grounded dialogue generation; (2) proposal of an unsupervised approach in which learning of knowledge selection and fine-tuning of the pre-trained model are conducted in a joint manner; and (3) empirical verification of the effectiveness of the proposed method on benchmarks of knowledge-grounded dialogue generation.

---

1In this paper, we assume that knowledge is retrieved from documents.
2 Related Work

Early work on end-to-end open domain dialogue generation is inspired by the research of machine translation (Ritter et al., 2011; Shang et al., 2015; Vinyals and Le, 2015). Later, the vanilla encoder-decoder architecture is widely extended to improve diversity of responses (Li et al., 2015; Xing et al., 2017a; Zhao et al., 2017; Tao et al., 2018); to model the structure of conversation contexts (Serban et al., 2016, 2017; Xing et al., 2017b; Zhang et al., 2019a); to control attributes of responses (Xu et al., 2019; Zhou et al., 2017; Zhang et al., 2018a; Wang et al., 2018; See et al., 2019); and to bias responses to some specific personas (Li et al., 2016; Zhang et al., 2018b). Recently, grounding dialogue generation by extra knowledge is emerging as an important step towards human-like conversational AI, where the knowledge could be obtained from knowledge graphs (Zhou et al., 2018a; Moon et al., 2019; Tuan et al., 2019), retrieved from unstructured documents (Dinan et al., 2019; Lian et al., 2019; Zhao et al., 2020; Kim et al., 2020), or extracted from visual background (Mostafazadeh et al., 2017; Shuster et al., 2018; Huber et al., 2018).

In this work, we study document-grounded dialogue generation. Rather than learning from scratch like most existing work, we take advantage of the pre-trained language models and achieve new state-of-the-art on the benchmarks of the task.

Big, deep neural language models pre-trained on huge unlabeled text corpus have led to strong improvements on numerous natural language understanding and natural language generation benchmarks (Devlin et al., 2018; Yang et al., 2019; Liu et al., 2019; Radford et al., 2019; Song et al., 2019; Dong et al., 2019; Lewis et al., 2019), and therefore are revolutionizing almost the full spectrum of NLP applications (Raffel et al., 2019; Sun et al., 2019b; Qiao et al., 2019; Zhang et al., 2019b; Lample and Conneau, 2019) and some interdisciplinary applications in NLP and computer vision (Lu et al., 2019; Su et al., 2019; Sun et al., 2019a). In the context of dialogue generation, by fine-tuning GPT-2 (Radford et al., 2019) in different sizes on social media data, recent work has (Zhang et al., 2019c; Wolf et al., 2019) shown promising progress on conversation engagement and commonsense question-answering. In this work, we further explore the application of pre-training to the task of open domain dialogue generation by equipping the pre-trained language models with external knowledge. Differently from a very recent paper on pre-training for low-resource knowledge-grounded dialogue generation (Zhao et al., 2020), the work presents an in-depth investigation on how to release the power of the existing pre-trained language models on the task when input exceeds the capacity of the models.

3 Preliminary

3.1 Problem Formalization

Suppose that we have a dataset \( \mathcal{D} = \{ (U_i, D_i, r_i) \}_{i=1}^N \), where \( \forall i \in \{1, \ldots, N\} \), \( U_i \) is a dialogue context, \( D_i \) is a document that contains relevant knowledge regarding to \( U_i \), and \( r_i \) is a response to \( U_i \) based on \( D_i \). The goal is to learn a generation model \( P(r|U; \theta) \) (\( \theta \) denotes the parameters of the model) from \( \mathcal{D} \), and thus given a new dialogue context \( U \) associated with a document \( D \), one can generate a response \( r \) following \( P(r|U; \theta) \).

3.2 Pre-trained Language Models

We define \( P(r|U; \theta) \) on the basis of GPT-2 from OpenAI (Radford et al., 2019). GPT-2 are transformer language models with a stack of masked multi-head self-attention layers, and are learned from large scale web text. To apply GPT-2 to the task of knowledge-grounded dialogue generation, we formulate the generation problem as

\[
P(r|U, D; \theta) = P(r|g(U, D); \theta) = \prod_{t=1}^{l_r} P(r_t|g(U, D), r_{1:t-1}; \theta),
\]

where \( g(U, D) \) tailors \( U \cup D \) to meet the length constraint of a GPT-2 model as the input of generation, and \( r_t \) refers to the \( t \)-th token of \( r \) whose length is supposed to be \( l_r \). The problem then boils down to (1) how to define \( g(U, D) \); and (2) how to fine-tune \( \theta \) (and probably learn \( g(U, D) \)) with \( \mathcal{D} \).

In this work, we assume that labels that indicate the ground-truth knowledge are not available, which is practical but makes the problem even more challenging. Since \( D \) could be rather redundant with a lot of information irrelevant with the topic or the context of the conversation, simply truncating the concatenation of sentences of \( U \) and \( D \) as \( g(U, D) \) may cut the relevant knowledge and introduce noise into response generation, which hurts the performance of the GPT-2 model, as will be demonstrated in the experiments. Therefore, we consider learning a \( g(U, D) \) that can distill useful
information from $D$ for the GPT-2 model, as will be elaborated in the next section.

4 Approach

Heading for learning a $g(U, D)$ for applying GPT-2 to the task of knowledge-grounded dialogue generation, we need to deal with several challenges: (1) how to model the correlation between a context and the external knowledge; (2) how to learn $g(U, D)$ when labels of ground-truth knowledge are absent; and (3) how to jointly optimize $g(U, D)$ and the GPT-2 model with $D$, and thus the two can boost each other. Figure 1 illustrates the architecture of the model. On the basis of the transformer architecture, the knowledge selection module is made up of a context-aware knowledge encoder and a sequential knowledge selector. The former captures interaction patterns between a context $U$ and each sentence in $D$ through a stack of self-attention layers, and the patterns are then fed to the latter to decode useful knowledge one sentence per step. Since human annotations are not accessible, the learning method begins with pseudo ground-truth constructed by making full use of responses, and optimization of $g(U, D)$ and optimization of the GPT-2 generation model are alternatively conducted with a reinforcement learning approach and a curriculum learning approach respectively.

4.1 Context-Aware Knowledge Encoder

We choose BERT (Devlin et al., 2018) as the backbone of the encoder. Thus, the encoder can take advantage of pre-training, and the multi-layer bi-directional attention mechanism in BERT allows a dialogue context and the associated knowledge to sufficiently interact with each other, resulting in context-aware knowledge representations. Specifically, let $U = (u_1, \ldots, u_n)$ and $D = (d_1, \ldots, d_m)$ be the context and the knowledge respectively, then we concatenate $\{u_i\}_{i=1}^n$ as $(w_1^u, \ldots, w_n^u)$ with $w_i^u$ the $i$-th word and $l_u$ the length of the sequence, and define the input of the encoder as $S = (S_1, \ldots, S_m)$ with $S_i$ formulated as

$$S_i = [\text{CLS}]w_1^u \ldots w_{l_u}^u[\text{SEP}]w_1^d \ldots w_{l_d}^d[\text{SEP}],$$

(2)

where $w_{i,j}^d$ refers to the $j$-th word of $d_i \in D$, and $l_d$ is the length of $d_i$. Each $S_i \in S$ passes through the stacked self-attention layers, and is finally represented as $e_i = \text{CLS}($BERT$(S_i))$ where BERT$(S_i)$ refers to the sequence of vectors from the last layer of the encoder and CLS($\cdot$) is a function that returns the first vector of the sequence (i.e., the vector corresponding to the [CLS] token). The output of the encoder is given by $E = (e_1, \ldots, e_m)$.

4.2 Sequential Knowledge Selector

With $E$ as input, the sequential knowledge selector determines a subset of $D$ (denoted as $D'$) as the relevant knowledge and exploits $D'$ to construct $g(U, D)$. Since there may exist one-to-many relations between a context and the relevant knowledge (Kim et al., 2020), the size of $D'$ could vary from context to context. Therefore, we regard the construction of $D'$ as a sequence prediction process in which $D'$ starts from an empty set and gradually expands by adding one sentence from $D$ per step. By this means, the size of $D'$ can also be viewed as a parameter and is dynamically determined according to the given context. Formally, we maintain a sequence of hidden states $\{s_t\}_{t=0}^{T_{U,D}}$ with the initial state $s_0$ a trainable parameter, and weight $\{d_i\}_{i=1}^n$ by an attention mechanism which...
can be formulated as
\[
P(d_t|U, d_{j, t-1}) = \exp(\alpha_{t,i})/ \sum_i \exp(\alpha_{t,i})
\]
(3)
\[
\alpha_{t,i} = v^T \tanh(W_x e_i + W_s s_t + b),
\]
where \(W_x, W_s, b\) and \(v\) are trainable parameters. Then \(d_t\) will be added to \(D'\) if \(j_t = \text{argmax}_{i \in \{1, \ldots, m\}} P(d_t|U, d_{j, t-1})\). After that, \(s_{t+1}\) is calculated by
\[
s_{t+1} = \text{LSTM}(e_{j_t}, s_t)
\]
(4)
To determine \(T_{U,D}\), we introduce a special embedding \(e_{spe}\) into \(E\), and terminate the prediction process if \(e_{spe}\) is selected or an upper bound \(T_{max}\) is reached. Finally, \(g(U, D)\) is defined as the concatenation of the sentences in \(U \cup D'\).

4.3 Learning Method
Learning a \(g(U, D)\) without human annotations is not trivial. For example, in a recent paper (Kim et al., 2020), when human labels are removed, the accuracy of knowledge selection drops from 27% to 0.3%. Moreover, since knowledge selection and response generation are entangled, ideally we hope \(g(U, D)\) and the GPT-2 model can enhance each other in learning. However, as the parameters of \(g(U, D)\) are far from optimal at the early stage, it is very possible that noise from \(g(U, D)\) will be fed to the GPT-2 model and then flows back to the learning procedure of \(g(U, D)\), resulting in inferior models on both sides. To cope with the challenges, we propose a joint optimization strategy with weak supervision as follows. The learning algorithm is summarized in Algorithm 1.

**Pseudo Ground-Truth Construction.** To alleviate error accumulation in joint optimization, we consider constructing weak supervision and utilize the signals to warm up the learning of \(g(U, D)\) and the fine-tuning of GPT-2 beforehand. The intuition is that responses from humans carry clues to relevance of the knowledge candidates, and thus can be used to construct pseudo ground-truth. To be specific, we first sort \(D = \{d_t\}_{t=1}^m\) in a descending order as \(\{d_{j_t}\}_{t=1}^m\) according to \(\text{Sim}(d_t, r)\) where \(\text{Sim}(\cdot, \cdot)\) denotes a similarity function, and then build a subset of \(D\) by
\[
\bar{D} = \{d_{j_1}, \ldots, d_{j_{\bar{m}}}\},
\]
\[
\bar{m} = \text{argmax}_i (\text{Sim}(d_{j_i}, r)),
\]
(5)
where \(d_{j_i}\) refers to the concatenation of \(\{d_t\}_{t=1}^{i-1}\).

With \(\bar{D}, g(U, D)\) and the GPT-2 model are optimized via maximum likelihood estimation (MLE) on \(D_K = \{(U_i, D_i, \bar{D}_i)\}_{i=1}^N\) and \(D_G = \{(U_i, D_i, r_i)\}_{i=1}^N\) respectively.

**Joint Optimization: the Reinforcement Step.** We exploit the policy-gradient method (Sutton et al., 2000) to continue-train \(g(U, D)\) by which \(g(U, D)\) is further “supervised” by the GPT-2 model and is directly optimized for a target metric (e.g., F1 in the experiments). Specifically, we sample a \(\bar{D}\) according to \(P(d_t|U, d_{j, t-1})\) in Eq.3.) under a termination criterion similar to \(\bar{D}\) at each time step, and define the loss function as
\[
\mathcal{L}_K = \frac{1}{N} \sum_{i=1}^N \left( \sum_{t=1}^{\bar{m}} \log P(d_{i,j_t}|U_i, d_{i,j_{t-1}}) - b \right),
\]
(6)
where \(R(\bar{D}_i) = \text{Sim}(r'_i, r_i)\) with \(r'_i\) the response generated by the GPT-2 model given \(U_i\) and \(\bar{D}_i\), and \(b = \sum_{i=1}^N R(\bar{D}_i)/N\) is the baseline that is used to reduce the variance of gradient estimation (Clark and Manning, 2016). We can see that minimizing \(\mathcal{L}_K\) is equivalent to maximizing the conditional likelihood of \(\bar{D}\) if it obtains a higher reward than the baseline.

**Joint Optimization: the Curriculum Step.** Though \(g(U, D)\) has been pre-trained with the pseudo ground-truth \(\bar{D}\), the relevant knowledge provided by the model (i.e., \(D'\)) may still be worse than \(\bar{D}\) at the beginning of fine-tuning. Therefore, we mix \(D'\) and \(\bar{D}\) and exploit a curriculum learning strategy to fine-tune the GPT-2 model where \(D'\) and \(\bar{D}\) are regarded as hard materials and easy materials respectively and fine-tuning gradually moves from \(\bar{D}\) to \(D'\). Formally, the loss function for fine-tuning the GPT-2 model is defined by
\[
\mathcal{L}_G = \frac{1}{N} \sum_{i=1}^N \left( \sum_{t=1}^{l_i} \log P(r_{i,t}|U_i, \bar{D}_i, r_{i,1:t-1}) 
+ (1 - z_i) \sum_{t=1}^{l_i} \log P(r_{i,t}|U_i, D'_i, r_{i,1:t-1}) \right),
\]
(7)
where \(\{z_i\}\) are sampled from a Bernoulli distribution parameterized by \(p\). By gradually shrinking \(p\), the generation model will be exposed to more hard materials with the learning procedure going on.
5 Experiments

We conduct experiments on Wizard of Wikipedia (Wizard) and CMU Document Grounded Conversations (CMU_DoG) (Zhou et al., 2018b).

5.1 Datasets and Evaluation Metrics

Both datasets are built with crowd-sourcing on Amazon Mechanical Turk, employ Wikipedia as the knowledge base, and are split into training sets, validation sets, and test sets by the data owners. Topics in Wizard cover a wide range (1, 365 in total), and each conversation happens between a wizard who has access to the knowledge about a specific topic and an apprentice who is just eager to learn from the wizard about the topic. The test set is split into two subsets: Test Seen and Test Unseen. Test Seen contains new dialogues with topics appearing in the training set, while topics in Test Unseen never appear in the training set and the validation set. We follow (Dinan et al., 2019) and conduct the pre-processing with the code published on ParlAI2. Different from Wizard, CMU_DoG focuses on movie domain, and besides wizard-apprentice conversations, the data also contain conversations between two workers who know the document and try to discuss the content in depth. To better compare with the baselines, we adopt the version shared at https://github.com/lizekang/ITDD. In both data, only the turns where knowledge is accessible are considered in response generation. More details are described in supplementary material.

We choose perplexity (PPL) of the ground-truth responses, BOW Embedding (Liu et al., 2016), and unigram F1 (Dinan et al., 2019) as metrics, where Embedding-based metrics are computed with an NLG evaluation open source available at https://github.com/Maluuba/nlg-eval, and F1 is calculated with the code published at https://github.com/facebookresearch/ParlAI/blob/master/parlai/core/metrics.py.

Besides automatic evaluation, we randomly sample 300 examples from Test Seen, Test Unseen, and the test set of CMU_DoG respectively, and recruit 3 well-educated native speakers as annotators for human evaluation. To each annotator, an example is presented with a context, the associated external knowledge1, and model responses (top 1 in greedy search) that are randomly shuffled to hide their sources. The annotators then judge the quality of the responses from three aspects, including fluency, context coherence and knowledge relevance, and assign a score in \{0, 1, 2\} (representing “bad”, “fair”, and “good”) to each response for each aspect. Each response receives 3 scores per aspect, and the agreement among the annotators is measured via Fleiss’ kappa (Fleiss, 1971).

5.2 Baselines

The following models are selected as baselines:

**Transformer Memory Network (TMN):** the model proposed in (Dinan et al., 2019) along with the release of the Wizard data. We implement it using the code shared at https://github.com/facebookresearch/ParlAI/blob/master/projects/wizard_of_wikipedia.

**Incremental Transformer with Deliberation Decoder (ITDD):** a transformer-based model (Li et al., 2019) that incrementally encodes multi-turn dialogues and knowledge and decodes responses with a deliberation technique. We implement it using the code shared at https://github.com/lizekang/ITDD.

**Sequential Knowledge Transformer (SKT):** a sequential latent variable model with state-of-the-art performance on knowledge selection published in a very recent paper (Kim et al., 2020). Since human labels that indicate ground-truth knowl-

---

1For ease of labeling, only the ground-truth knowledge is shown to the annotators in Wizard.

2https://github.com/facebookresearch/ParlAI/blob/master/projects/wizard_of_wikipedia
Table 2: Evaluation results on Wizard. Models that leverage human labels are marked with *.

| Models                  | Test Seen | Test Unseen |
|-------------------------|-----------|-------------|
|                         | PPL       | F1          | Greedy |
| TMN (Dinan et al., 2019)| 66.5      | 15.9        | 0.844 |
| ITDD (Li et al., 2019)  | 17.8      | 16.2        | 0.841 |
| SKT (Kim et al., 2020)  | 52.0      | 19.3        | 0.846 |
| DRD (Zhao et al., 2020) | 19.4      | 19.3        | 0.852 |
| SKT+GPT-2               | 17.6      | 20.3        | 0.866 |
| GPT-2_{trunc}           | 14.6(2.2)| 18.7(0.7)  | 0.864(0.002)|
| KnowledGPT              | 19.2      | 22.0        | 0.972 |

Table 3: Evaluation results on CMU_DoG. Numbers in bold mean that the improvement to the best baseline is statistically significant (t-test with p-value < 0.01).

| Models                  | PPL       | F1          | Greedy |
|-------------------------|-----------|-------------|--------|
|                         |           |             |        |
| TMN (Dinan et al., 2019)| 15.2      | 9.9         | 0.789  |
| ITDD (Li et al., 2019)  | 26.0      | 10.4        | 0.748  |
| DRD (Zhao et al., 2020) | 46.1      | 10.8        | 0.791  |
| GPT-2_{trunc}           | 18.6      | 10.8        | 0.730  |
| KnowledGPT              | 20.6      | 13.5        | 0.837  |

5.3 Implementation Details

In both Wizard and CMU_DoG, we set the hidden size and the number of layers of the sequential knowledge selector as 256 and 1 respectively. \( T_{max} \) for \( D' \) is set as 1 in Wizard, and 2 in CMU_DoG. We choose BERT (110M) and GPT-2 (117M) as the pre-trained language models in KnowledGPT, and implement the models with the code in https://github.com/huggingface/transformers. We employ greedy search in response decoding. All models are learned with Adam (Kingma and Ba, 2015) optimizer with \( \beta_1 = 0.9 \) and \( \beta_2 = 0.999 \). In warming up, we define \( \text{Sim}(\cdot, \cdot) \) as unigram F1, and optimize \( g(U, D) \) and the GPT-2 model with the pseudo ground-truth for 1000 steps with a batch size of 64. In joint optimization, the batch size is set as 128, and the learning rates for \( g(U, D) \) and GPT-2 are set as \( 5e^{-6} \) and \( 5e^{-5} \) respectively. The learning rate will be halved if there is no improvement in terms of PPL on the validation sets. The parameter \( p \) of the Bernoulli distribution in the curriculum step is initially set as 1.0 and anneals with a rate of \( 1e^{-5} \). Early stopping on validation is adopted as a regularization strategy.

5.4 Evaluation Results

Table 2 and Table 3 report evaluation results on Wizard and CMU_DoG respectively. KnowledGPT achieves new state-of-the-art on most metrics in both datasets, which demonstrates the effectiveness of large-scale pre-trained language models on the task of knowledge-grounded dialogue generation.

GPT-2_{trunc} is worse than KnowledGPT, due to (1) knowledge loss: we find that in 53% test examples (Test Seen+Test Unseen), the ground-truth knowledge is cut. In this case, GPT-2 trunc only relies on the context, the related knowledge in other candidates (thanks to the one-to-many relations between a context and knowledge), and the knowledge packed in the parameters of GPT-2 for responding, which explains the comparable per-
Table 4: Human evaluation results on Wizard and CMU_DoG.

| Models      | Wizard Test Seen | CMU_DoG Test Seen | Wizard Test Unseen | CMU_DoG Test Unseen |
|-------------|------------------|-------------------|-------------------|---------------------|
|             | Fluency | Context Coherence | Knowledge Relevance | Kappa | Fluency | Context Coherence | Knowledge Relevance | Kappa | Fluency | Context Coherence | Knowledge Relevance | Kappa |
| DRD         | 1.71    | 1.50              | 1.26              | 0.67  | 1.64    | 1.44              | 1.18              | 0.69  | 1.58    | 1.48              | 1.17              | 0.60  |
| GPT-2\(\text{cur}\) | 1.86    | 1.54              | 1.22              | 0.71  | 1.84    | 1.47              | 1.20              | 0.79  | 1.83    | 1.58              | 1.16              | 0.64  |
| KnowledGPT  | 1.89    | 1.67              | 1.71              | 0.70  | 1.88    | 1.60              | 1.68              | 0.73  | 1.83    | 1.65              | 1.50              | 0.72  |

Table 5: Ablation study on Wizard and CMU_DoG

| Models          | Wizard Test Seen | CMU_DoG Test Seen | Wizard Test Unseen | CMU_DoG Test Unseen |
|-----------------|------------------|-------------------|-------------------|---------------------|
|                 | PPL   | F1    | Average | Extrema | Greedy | PPL   | F1    | Average | Extrema | Greedy | PPL   | F1    | Average | Extrema | Greedy |
| KnowledGPT      |       |       |         |         |        |       |       |         |         |        |       |       |         |         |        |
| -pseudo         | 22.3  | 18.3  | 0.857   | 0.436   | 0.662  | 24.1  | 17.9  | 0.854   | 0.430   | 0.655  | 23.2  | 12.9  | 0.813  | 0.440   | 0.639  |
| -joint          | 20.0  | 20.4  | 0.863   | 0.457   | 0.675  | 21.8  | 19.5  | 0.861   | 0.451   | 0.669  | 22.6  | 11.7  | 0.806  | 0.438   | 0.635  |
| -curriculum     | 19.4  | 21.2  | 0.867   | 0.457   | 0.677  | 21.5  | 20.3  | 0.866   | 0.451   | 0.672  | 21.9  | 12.4  | 0.816  | 0.443   | 0.644  |
| -reinforcement  | 19.4  | 21.3  | 0.866   | 0.459   | 0.677  | 21.9  | 20.2  | 0.863   | 0.449   | 0.670  | 20.3  | 12.6  | 0.817  | 0.437   | 0.643  |

Table 6: Performance of KnowledGPT under different \(T_{max}\).

| Models | Wizard Test Seen | CMU_DoG Test Seen | Wizard Test Unseen | CMU_DoG Test Unseen |
|--------|------------------|-------------------|-------------------|---------------------|
|        | PPL   | F1    | Average | Extrema | Greedy | PPL   | F1    | Average | Extrema | Greedy | PPL   | F1    | Average | Extrema | Greedy |
|        |       |       |         |         |        |       |       |         |         |        |       |       |         |         |        |
| \(T_{max}=1\) | 19.2  | 22.0  | 22.3    | 20.5    | 20.6  | 12.6  |       |       |         |         |        |       |       |         |         |        |
| \(T_{max}=2\) | 18.2  | 21.3  | 21.0    | 20.3    | 20.6  | 13.5  |       |       |         |         |        |       |       |         |         |        |
| \(T_{max}=3\) | 17.7  | 21.1  | 20.2    | 20.3    | 19.7  | 11.2  |       |       |         |         |        |       |       |         |         |        |

5.5 Discussions

Ablation study. To understand the impact of the learning strategies on model performance, we compare the full KnowledGPT with the following variants: (1) \(-\text{pseudo}\): the warming up stage is removed; (2) \(-\text{joint}\): the joint optimization stage is removed; (3) \(-\text{reinforcement}\): \(g(U, D)\) is fixed after it is optimized with MLE on \(D_K\); and (4) \(-\text{curriculum}\): GPT-2 is fixed after it is optimized with MLE on \(D_G\). Table 5 reports the evaluation results. We can conclude that (1) the pseudo ground-truth plays a crucial role in Wizard, as removing the step causes dramatic performance drop. This is because in Wizard, there is a strong correlation between the knowledge and human responses. The results indicate that though the pseudo ground-truth is constructed with heuristics, it still contains valuable information and thus allows the following joint optimization to start from a good point. On the other hand, in CMU_DoG, the crowd-workers do not refer to the external knowledge as much as those workers do in Wizard when they form the responses; (2) the reinforcement step and curriculum step are useful because the reinforcement step allows the knowledge selection module to make better use of GPT-2’s feedback, and through the curriculum step GPT-2 can take advantage of the output of knowledge selection module progressively; (3) joint optimization is meaningful, as removing this stage results in performance drop.

Impact of \(T_{max}\) (i.e., the upper bound in knowledge selection). Besides the learning strategies, we are also curious about how \(T_{max}\), as part of the termination criterion in knowledge selection described at the end of Section 4.2, influences the
performance of KnowledGPT. To this end, we vary the value of $T_{\text{max}}$ in $\{1, 2, 3\}$ and report the evaluation results in Table 6. The larger $T_{\text{max}}$ is, the more chances KnowledGPT has to involve the ground-truth candidate into generation, and the lower PPL is. This also explains why the PPL of GPT-2 $\text{trunc}$ is lower than that of KnowledGPT in Table 2 and Table 3. On the other hand, a larger $T_{\text{max}}$ also means more noise in generation. That is why when $T_{\text{max}}$ exceeds a value, F1 begins to drop.

6 Conclusions

We apply large-scaled pre-trained language models to the task of knowledge-grounded dialogue generation. To this end, we devise a knowledge selection module, and propose an unsupervised approach to jointly optimizing knowledge selection and response generation. Evaluation results on two benchmarks indicate that our model can significantly outperform state-of-the-art methods.
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A Details of Datasets

Table 7 reports the statistics of the Wizard data and the CMU_DoG data.

| Dataset          | Wizard of Wikipedia | CMU_DoG          |
|------------------|---------------------|------------------|
| Total Utterances | 18,430              | 2,024            |
| Total Conversations | 1,247               | 39               |
| Avg. # of Tokens | 15.4                | 5.0              |

Table 7: Statistics of the two datasets.

B Comparison with DiaIoGPT

We compare KnowledGPT and with DiaIoGPT in order to learn if a pre-trained generation model with state-of-the-art performance on open domain dialogues is already good enough when it is fine-tuned with knowledge-grounded dialogues. We discard the associated knowledge and fine-tune DiaIoGPT on the knowledge-grounded dialogues. We choose the model trained from OpenAI GPT-2 with 345M parameters, as it shows the best performance in the evaluation in the original paper. The model is implemented based on the code shared at https://github.com/microsoft/DialoGPT.

Table 8 shows the results, indicating that external knowledge is necessary even though one has exploited a powerful pre-trained language model for dialogue generation. In CMU_DoG the gap between DiaIoGPT and KnowledGPT is narrowed because about 35% of the conversation has a weak correlation with the document (e.g. BLEU < 0.1).

| Models         | Test Seen | Test Unseen | Ground-truth Percentage |
|----------------|-----------|-------------|-------------------------|
| PPL            | F1        | PPL         | F1                      |
| KnowledGPT     | 16.0      | 2.00        | 16.8                    | 13.2                   |
| DiaIoGPT       | 19.2      | 17.9        | 20.0                    | 16.8                   |

Table 8: Comparison with DiaIoGPT on Wizard and CMU_DoG.

C Impact of Maximum Tokens of GPT-2

To further justify our claims on why GPT-2_trunc is worse than KnowledGPT, we keep the ground-truth knowledge in the input sequence of GPT-2 and gradually increase the constraint of the maximum number of tokens on Wizard. As the maximum token limit increases, more irrelevant knowledge is introduced. Note that in practice, one has no way to perfectly locate the ground-truth, and this experiment is only to provide more insights to GPT-2_trunc. Table 9 shows the performance of GPT-2_trunc with the increase of the maximum number of tokens where Ground-truth Percentage indicates the percentage of ground-truth in the input knowledge. First, when the ground-truth is forced to be kept, GPT-2_trunc is always better than the one where the ground-truth is randomly mixed with other candidates and bears the risk to be cut. This echoes our claim that knowledge loss is one of the reasons for the poor performance of GPT-2_trunc used with the practical setting. Second, even if ground-truth is retained, once more noise is introduced, the performance of GPT-2_trunc will become worse. When the length is limited to 128 tokens, the PPL of the model is not good, mainly because under this limitation, the input sequence of some cases only contains the dialogue context and response.

| Maximum Tokens | Test Seen | Test Unseen | Ground-truth Percentage |
|----------------|-----------|-------------|-------------------------|
| PPL            | F1        | PPL         | F1                      |
| 128            | 10.8      | 30.9        | 11.6                    | 30.4                   | 62.3%                     |
| 256            | 9.3       | 25.6        | 10.0                    | 24.6                   | 20.3%                     |
| 512            | 9.7       | 21.8        | 10.5                    | 21.2                   | 8.5%                      |
| 768            | 10.1      | 20.6        | 10.7                    | 20.2                   | 5.5%                      |
| 1024           | 10.7      | 19.7        | 11.3                    | 19.4                   | 4.1%                      |

Table 9: Performance of GPT-2_trunc under different maximum tokens with ground-truth knowledge involved.

D Impact of the Size of GPT-2

We further check if the performance of KnowledGPT can be further improved when the GPT-2 model is replaced with a larger one. Table 10 shows the results. Though GPT-2 (345M) can further reduce PPL, it does not bring significant improvement to F1 over GPT-2 (117M), probably because the larger model can not provide more accurate feedback to the knowledge selection module in learning. Therefore, to balance efficacy and cost, GPT-2 (117M) is still favored in practice.

| Models          | Wizard of Wikipedia | CMU_DoG          |
|-----------------|---------------------|------------------|
| PPL             | F1                  | PPL              | F1               |
| KnowledGPT      | 19.2                | 22.0             | 20.3             | 18.1               | 13.5           |
| KnowledGPT (345M) | 16.1               | 22.0             | 17.9             | 20.6               | 13.4           |

Table 10: Performance of KnowledGPT under different sizes of GPT-2.

E Case Study

Table 11 and Table 12 show the examples from Test Seen and Test Unseen of Wizard, each example contains the dialogue context and the background knowledge which is retrieved from Wikipedia given...
the last two turns of dialogue and the original topic. We can see that KnowledGPT can locate the knowledge more accurately due to its knowledge selection module and reinforcement learning, and make better use of the associated knowledge with the help of curriculum learning.
Cinematography (also called "direction of photography") is the science or art of motion-picture photography by recording light or other electromagnetic radiation, either electronically by means of an image sensor, or chemically by means of a light-sensitive material such as film stock. Typically, a lens is used to repeatedly focus the light reflected from objects into real images on the light-sensitive surface inside a camera during a questioned exposure, creating multiple images.

With an electronic image sensor, this produces an electrical charge at each pixel, which is electronically processed and stored in a video file for subsequent display or processing. The result with photographic emulsion is a series of invisible latent images on the film stock, which are later chemically "developed" into a visible image. The images on the film stock are played back at a rapid speed and projected onto a screen, creating the illusion of motion.

Cinematography finds uses in many fields of science and business as well as for entertainment purposes and mass communication. The word "cinematography" was created from the Greek words "(kinein)", meaning "movement, motion" and "(grapho)", meaning "to record", together meaning "recording motion."

---

### Context

|   |   |
|---|---|
| B | Thinking about taking a class on cinematography, the direction of photography. |
| A | I have always wanted to learn that. |
| B | Me too, I have learned the science and art of recording motion picture photography. |
| A | That is cool! Did you enjoy it? |

### Response

|   |   |
|---|---|
| TMN | I think it is a great idea. It is a science fiction film that combines computer and computer science. |
| SKT | Yes, I did! It was developed in the late 19th century. |
| DDR | I did enjoy it. It is also called "direction of photography". |
| SKT+GPT-2 | Yes, I did! I love how easy it is to focus light reflected from objects into real images on the light-sensitive surface inside a camera. |
| GPT-2 | Yes, I did! I love the fact that it is the science and art of recording motion picture photography. |
| KnowledGPT | Yes, I did! I love cinematography, as used in many fields of science and business as well as for entertainment purposes and mass communication. |
| Human | Yes and cinematography skills can also be used in mass marketing and other fields as well. |

**Table 11: A case from Test Seen of Wizard of Wikipedia**

---

Green is the color between blue and yellow on the visible spectrum.

It is evoked by light which has a dominant wavelength of roughly 555 nanometers. In subtractive color systems, used in painting and color printing, it is created by a combination of yellow and blue, or yellow and cyan, in the rgb color model, used on television and computer screens, it is one of the additive primary colors, along with red and blue, which are mixed in different combinations to create all other colors.

By far the largest contributor to green in nature is chlorophyll, the chemical by which plants photosynthesize and convert sunlight into chemical energy. Many creatures have adapted to their green environments by taking on a green hue themselves as camouflage.

Several minerals have a green color, including the emerald, which is colored green by its chromium content. For this reason, the costume of the "Laurel" by Leonardo da Vinci and the benches in the British house of commons are green while those in the house of lords are red. It also has a long historical tradition as the color of Irish and of Gaelic culture.

---

|   |   |
|---|---|
| B | Green is my favorite color. Many minerals are a green color, including emeralds. I like emeralds too! |
| A | I like green too. My eyes are green. |
| B | So are mine! In Gaelic cultures, green is very popular, with a long historical tradition. It is known as the color of Ireland. |
| A | Yes! I do know it is a very popular color in Ireland. |

### Response

|   |   |
|---|---|
| TSM | I think it is a very interesting subject. It's a culture of culture. |
| DDR | Yes, it is one of the primary colors. |
| SKT | It is a popular color in the US. |
| DDR | It is common in nature, especially in plants. |
| SKT+GPT-2 | Yes, it is very popular in Gaelic culture. |
| GPT-2 | Yes! It is also the second largest island in the British Isles. |
| KnowledGPT | Yes, I did! In the middle ages and renaissance, green was the color commonly associated with merchants, bankers, and the gentry. Red was nobility's color of choice. |
| Human | Back in the middle ages green was often associated with merchants and bankers. Red was nobility's color of choice. |

**Table 12: A case from Test Uneen of Wizard of Wikipedia**