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Abstract. We prove the existence of a loop type component of non-negative solutions for an indefinite elliptic equation with a homogeneous Neumann boundary condition. This result complements our previous results obtained in [12], where the existence of another loop type component was established in a different situation. Our proof combines local and global bifurcation theory, rescaling and regularizing arguments, a priori bounds, and Whyburn’s topological method. A further investigation of the loop type component established in [12] is also provided.

1. Introduction. Let Ω be a smooth bounded domain of \( \mathbb{R}^N \), \( N \geq 1 \). This article is devoted to the problem

\[
(P_\lambda) \quad \begin{cases} 
-\Delta u = \lambda b(x)u^{q-1} + a(x)u^{p-1} & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where

- \( \lambda \in \mathbb{R} \);
- \( 1 < q < 2 < p \);
- \( a, b \in C^\alpha(\overline{\Omega}) \), \( \alpha \in (0, 1) \);
- \( a \not\equiv 0 \) and \( b \) changes sign;
- \( n \) is the unit outer normal to \( \partial \Omega \).

By a solution of \((P_\lambda)\), we mean a classical solution. A solution \( u \) of \((P_\lambda)\) is said to be nontrivial and non-negative if it satisfies \( u \geq 0 \) on \( \overline{\Omega} \) and \( u \not\equiv 0 \), whereas it is said to be positive if it satisfies \( u > 0 \) on \( \overline{\Omega} \). Note that since \( b \) changes sign and \( 1 < q < 2 \), the strong maximum principle does not apply and, as a consequence, we cannot deduce that nontrivial non-negative solutions of \((P_\lambda)\) are actually positive solutions, unlike the case \( q \geq 2 \).
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In [12] we have investigated existence, non-existence, and multiplicity of non-negative solutions as well as their asymptotic behavior as \( \lambda \to 0 \). These results led us to analyse the structure of the set of non-negative solutions of \((P_\lambda)\). In particular, we have proved the existence of a loop type component in this set, under the following conditions (see [12, Theorem 1.6] and Figure 1(a)):

\[
a, b \text{ change sign, } \int_\Omega b \leq 0, \quad \text{and} \quad \int_\Omega a < 0.
\]

We shall assume that \( a \) and \( b \) are positive in some open ball (see \((H_0)\) below), in which case the nonlinearity in \((P_\lambda)\) has (locally) a concave-convex nature. We refer the reader to [12] for a more general discussion on \((P_\lambda)\) and related concave-convex problems.

Our purpose is to go further in this investigation, focusing now mostly on the case

\[
\int_\Omega b < 0 \leq \int_\Omega a.
\]

Before stating our result, let us set

\[
\Omega^a_\pm = \{x \in \Omega: a \gtrless 0\}, \quad \Omega^b_\pm = \{x \in \Omega: b \gtrless 0\}.
\]

The following conditions shall be assumed in our main result:

\( (H_0) \) \( a(x_0), b(x_0) > 0 \) for some \( x_0 \in \Omega \);

\( (H_1) \) \( \Omega^+_\pm \) and \( \Omega' := \Omega \setminus \Omega^+_\pm \) are subdomains of \( \Omega \) with smooth boundaries, and satisfy either \( \partial \Omega^+_\pm \subset \Omega \) or \( \partial \Omega' \subset \Omega \);

\( (H_2) \) There exist \( \gamma > 0 \) and a function \( \alpha^+ \) which is continuous, positive, and bounded away from zero in a tubular neighborhood \( U \) of \( \partial \Omega^+_\pm \) in \( \Omega^+_\pm \), such that

\[
a^+(x) = \alpha^+(x) \text{dist}(x, \partial \Omega^+_\pm)^\gamma, \quad x \in U,
\]

\[
2 < p < \min \left\{ \frac{2N}{N-2}, \frac{2N + \gamma}{N-1} \right\} \quad \text{if} \quad N > 2;
\]

\( (H_3) \) \( \Omega^b_{\pm} \) are subdomains of \( \Omega \).

These conditions guarantee some \textit{a priori} bounds in \((0, \infty) \times C(\overline{\Omega})\) for non-negative solutions. More precisely, \((H_0)\) implies that \((Q_{\mu, \epsilon})\), a rescaled and regularized version of \((P_\lambda)\), has no positive solutions for \( \mu \) sufficiently large, similarly as [12, Proposition 6.1]. On the other hand, \((H_1)\) and \((H_2)\) provide us with an \textit{a priori} bound on \( \|u\|_{C(\overline{\Omega})} \) for any non-negative solution \( u \) of \((Q_{\mu, \epsilon})\), see [12, Proposition 6.5]. Let us mention that \((H_2)\) goes back to Amann and López-Gómez [2], where the authors have established \textit{a priori} bounds for positive solutions of indefinite elliptic problems. Finally, \((H_3)\) is employed to show that bifurcation from zero for nontrivial non-negative solutions of \((P_\lambda)\) does not occur at \( \lambda \neq 0 \), as in [12, Proposition 3.3].

We state now our main result, which gives a positive answer to the open question raised in Subsection 6.1 of [12]. Note that, in contrast with [12, Theorem 1.6], \( a \) may be non-negative.

**Theorem 1.** Assume \((2)\), \((H_0)\) and \((H_3)\). In addition, assume one of the following conditions:

\( (a) \) \( a > 0 \) on \( \overline{\Omega} \), and \( 2 < p < \frac{2N}{N-1} \) if \( N > 2 \);

\( (b) \) \((H_1)\) and \((H_2)\) hold, and \( (\Omega' \setminus \Omega^a_\pm) \subset \Omega^b_\pm \) if \( \Omega' \neq \Omega^a_\pm \).
Then \((P_\lambda)\) has a bounded component (non-empty, closed, and connected subset in \(\mathbb{R} \times C(\Omega)\)) of non-negative solutions \(C_0 = \{(\lambda, u)\}\). In addition, \(C_0\) is of loop type, i.e., it is a bounded component that meets a single point on a trivial solution line and joins this point to itself. More precisely, \(C_0\) starts and ends at \((0, 0)\), and has the following properties (see Figure 1(b)):

(i) \(C_0 \cap \{(\lambda, 0) : \lambda \neq 0\} = \emptyset\). Consequently, \(C_0 \setminus \{(0, 0)\}\) consists of nontrivial non-negative solutions.

(ii) \((P_\lambda)\) has no nontrivial non-negative solution for \(\lambda = 0\), so that \(u \equiv 0\) if \((0, u) \in C_0\).

(iii) There is no \((\lambda, u) \in C_0\) with \(\lambda < 0\), i.e., \(C_0\) bifurcates to the region \(\lambda > 0\) at \((0, 0)\).

(iv) There exist at least two nontrivial non-negative solutions \((\lambda, u_{1,\lambda}), (\lambda, u_{2,\lambda}) \in C_0\), for \(\lambda > 0\) sufficiently small.

Remark 2.

(i) Condition (a) can be understood as \((H_2)\) with \(\gamma = 0\).

(ii) Condition (b) includes the following cases:

1. \(a(x) > 0\) in \(\Omega\), and \(a(x)\) vanishes on \(\partial \Omega\). This situation is understood as \(\Omega' = \emptyset\).

2. \(\{x \in \Omega' : a(x) = 0\} \neq \emptyset\). In particular, it includes the case that \(a(x)\) changes sign, as well as the case that \(a(x) \geq 0\) in \(\Omega\). In both cases we need that \(b(x) > 0\) in \(\{x \in \Omega' : a(x) = 0\}\).

Remark 3. The existence of the loop type component \(C_0\) provided by Theorem 1 is consistent with [12, Theorem 1.1]. As a matter of fact, in [12, Theorem 1.1] it is proved that if (2) holds then \((P_\lambda)\) has two nontrivial non-negative solutions for \(\lambda > 0\) sufficiently small. Moreover, these solutions converge both to 0 in \(C^2(\Omega)\) as \(\lambda \to 0^+\). We believe that these solutions correspond to the upper and lower branches of \(C_0\).
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(a) Minimal possibility for \(C_0\) when \(a, b\) change sign, \(\int_{\Omega} b \leq 0\), and \(\int_{\Omega} a < 0\).

(b) Minimal possibility for \(C_0\) when \(a \neq 0\), \(b\) changes sign, \(\int_{\Omega} b < 0\), and \(\int_{\Omega} a \geq 0\).

Figure 1. Loop type components of nontrivial non-negative solutions of \((P_\lambda)\).

The existence of bounded (or compact) components in the solution set of nonlinear problems has been investigated by Cingolani and Gámez [6], Cano-Casanova
A mushroom, i.e. a component connecting two simple eigenvalues of the linearized eigenvalue problem at the trivial solution \( u = 0 \), was obtained by Cingolani and Gámez for both the Dirichlet case and \( \Omega = \mathbb{R}^N \), and by Cano-Casanova for a mixed linear boundary condition. In addition to the existence of a mushroom, López-Gómez and Molina-Meyer (for the Dirichlet case) and Brown (for the Neumann case) obtained a loop, i.e. a component that meets a single point on the trivial solution line. Moreover, López-Gómez and Molina-Meyer also proved the existence of an isola, i.e. a component that does not touch the trivial solution line. Finally, we refer to [12, Theorem 1.6], where the existence of a loop type component for \((P_\lambda)\) was proved in case (1).

Let us remark that the nonlinearities in [6, 5, 10, 3] are \( C^1 \) at \( u = 0 \), which is not the case for \((P_\lambda)\). Therefore the standard global bifurcation theory of Rabinowitz [11] (see also López-Gómez [9]) does not apply straightforwardly to \((P_\lambda)\). To overcome this difficulty, we employ a regularization method around the trivial solution and develop Whyburn’s topological analysis [15, (9.12)Theorem] to convert the bifurcation results obtained for the regularized problem to the original problem. In fact, before considering the regularization, we carry out a scaling argument to overcome a difficulty which appears in case (2). Unlike in case (1), it is difficult to study directly \((P_\lambda)\) and its regularization under (2), since these problems have no positive solutions for \( \lambda = 0 \) [12, Lemma 6.8(1)]. Even if we can prove the existence of a component of positive solutions for the regularized problem, the non-existence result for \( \lambda = 0 \) may cause the shrinking of the component into the set of trivial solutions when the topological method is employed. It should be emphasized that in order to obtain the loop in case (1) as in Figure 1(a), the following fact was crucial: a component of positive solutions for the \( \epsilon \)-regularized problem of \((P_\lambda)\) does cut the vertical axis \( \lambda = 0 \), at some point that does not shrink to \((0, 0)\) as \( \epsilon \to 0 \).

In order to verify that a component of non-negative solutions of \((P_\lambda)\) is bounded in \((0, \infty) \times C(\overline{\Omega})\), we shall make good use of \textit{a priori} bounds for non-negative solutions of \((P_\lambda)\), as well as for non-negative solutions of \((Q_\mu)\) and \((Q_{\mu, \epsilon})\) below. We obtain these \textit{a priori} bounds under either conditions (a) or (b) in Theorem 1, proceeding in the same way just as in [12, Proposition 6.5].

The rest of this article is organized as follows. In Section 2, by the change of variables \( \mu = \lambda^{\frac{p-2}{2}} \) and \( v = \lambda^{-\frac{1}{p-q}} u \), we transform \((P_\lambda)\) into \((Q_\mu)\), and consider a \( \epsilon \)-regularized version of \((Q_\mu)\), i.e. \((Q_{\mu, \epsilon})\). This regularization scheme enables us to apply the local and global bifurcation theory from simple eigenvalues. We deduce then the existence of a component of bifurcating positive solutions of \((Q_{\mu, \epsilon})\) from \( \{(\mu, 0)\} \). Section 3 is devoted to the proof of our main result, Theorem 1. Using Whyburn’s topological method, we establish the limiting behavior of the component of \((Q_{\mu, \epsilon})\) obtained in Section 2 as \( \epsilon \to 0^+ \), and obtain a component of nontrivial nonnegative solutions of \((Q_\mu)\) which bifurcates from \((0,0)\) into the region \( \mu > 0 \). Finally, by the scaling, we go back to \((P_\lambda)\), and obtain thus a bounded component of nontrivial nonnegative solutions which is of loop type, joins \((0, 0)\) to itself, and lies in the region \( \lambda > 0 \), as shown in Figure 1(b). In Section 4, we carry out a further analysis for the loop of nontrivial nonnegative solutions of \((P_\lambda)\) obtained in the case (1) by [12]. The analysis concentrates on the direction of the bifurcation point from which the loop emanates. The main result of this section is Theorem 8.
2. Scaling and regularization schemes. We set \( v = \lambda^{-\frac{1}{q-1}} u \) and \( \mu = \lambda^{\frac{q-2}{q}} \) for \( \lambda > 0 \), so that \((P_\lambda)\) is transformed into

\[
\begin{cases}
-\Delta v = \mu \left( b(x) v^{q-1} + a(x) v^{p-1} \right) & \text{in } \Omega, \\
\frac{\partial v}{\partial n} = 0 & \text{on } \partial \Omega,
\end{cases}
\]

where \( \mu \geq 0 \). We note that the nonlinearity in \((Q_\mu)\) is not differentiable at \( v = 0 \), so that the local and global bifurcation theory from simple eigenvalues on the trivial line

\[ \Gamma_0 = \{ (\mu, 0) : \mu \geq 0 \} \]

can not be directly applied to \((Q_\mu)\). To overcome this difficulty, we shall consider the following regularized version of \((Q_\mu)\), where \( \epsilon \in (0, 1] \) is fixed:

\[
\begin{cases}
-\Delta v = \mu \left( b(x) (v + \epsilon)^{q-2} v + a(x) v^{p-1} \right) & \text{in } \Omega, \\
\frac{\partial v}{\partial n} = 0 & \text{on } \partial \Omega.
\end{cases}
\]

It is understood that \((Q_{\mu, \epsilon}) = (Q_\mu)\) when \( \epsilon = 0 \). It is clear that, in addition to \( \Gamma_0 \), \((Q_{\mu, \epsilon})\) has the trivial line of positive solutions

\[ \Gamma_{00} = \{ (0, c) : c \text{ is a non-negative constant} \} \]

Furthermore, by the strong maximum principle and the boundary point lemma, any nontrivial non-negative solution of \((Q_{\mu, \epsilon})\) is positive.

First, we discuss bifurcation from \( \Gamma_{00} \).

\textbf{Lemma 4.} Let \( \epsilon \in (0, 1] \). Under the conditions of Theorem 1, we have the following:

(i) Assume that \( \int_\Omega a > 0 \). Let \( (\mu_n, v_n) \) be positive solutions of \((Q_{\mu_n, \epsilon})\) with \( \mu_n > 0 \) and \( (\mu_n, v_n) \) converging to \( (0, c) \) in \( \mathbb{R} \times C(\Omega) \) for some positive constant \( c \).

Then \( c = c^*_\epsilon \), where \( c^*_\epsilon \) is the unique positive solution of the equation

\[
c^{p-2} (c + \epsilon)^{2-q} = -\frac{\int_\Omega b}{\int_\Omega a}.
\]

Moreover,

\[
c^*_\epsilon \to c^*_0 \quad \text{as } \epsilon \to 0^+.
\]

(ii) Assume that \( \int_\Omega a = 0 \). Then, there are no positive solutions \( v_n \) of \((Q_{\mu_n, \epsilon})\) such that \( \mu_n \to 0^+ \), and \( v_n \to c \) in \( C(\Omega) \) for some constant \( c > 0 \).

\textbf{Proof.}

(i) The divergence theorem shows that

\[
0 = \frac{1}{\mu_n} \int_{\partial \Omega} \left( -\frac{\partial v_n}{\partial n} \right) = \frac{1}{\mu_n} \int_\Omega (-\Delta v_n) = \int_\Omega \left\{ b(v_n + \epsilon)^{q-2} v_n + a v_n^{p-1} \right\}.
\]

By passing to the limit as \( n \to \infty \), it follows that \( c \) satisfies (3). Thus, \( c = c^*_0 \).

Moreover, assertion (4) is verified in a trivial way.

(ii) If not, then, in the same way as in (5), we deduce that \( 0 = c(c + \epsilon)^{q-2} \int_\Omega b < 0 \), a contradiction.

\( \square \)

\textbf{Remark 5.} The assertions of Lemma 4 except (4) are also valid for \( \epsilon = 0 \).
Now, using [7, Theorem 1.7], we carry out a local bifurcation analysis for \((Q_{\mu,\epsilon})\) with \(\epsilon > 0\) on \(\Gamma_0\), where \(\mu\) is the bifurcation parameter. To this end, we reduce \((Q_{\mu,\epsilon})\) to an operator equation in \(C(\Omega)\). Let \(M > 0\) be fixed. Given \(f \in C^\theta(\Omega)\), \(\theta \in (0, 1)\), let \(v \in C^{2+\theta}(\Omega)\) be the solution of

\[
\begin{align*}
(-\Delta + M)v &= f(x) \quad \text{in } \Omega, \\
\frac{\partial v}{\partial n} &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

We introduce the resolvent \(K : C^\theta(\Omega) \to C^{2+\theta}(\Omega) := \{v \in C^{2+\theta}(\Omega) : \frac{\partial v}{\partial n} = 0 \text{ on } \partial \Omega\}\) for (6), i.e., \(Kf = v\). It is well known (cf. [8]) that \(K\) is bijective and homeomorphic. It is also well known (cf. [1]) that \(K\) is extended to a compact linear mapping from \(C(\Omega)\) into \(C^1(\Omega)\). In this way, as far as non-negative solutions are concerned, \((Q_{\mu,\epsilon})\) is reduced to

\[\mathcal{F}(\mu, v) := v - K \left( Mv + \mu(b\epsilon^{q-2}v + g(x, v)) \right) = 0 \quad \text{in } C(\Omega),\]

where \(g(x, s) = b(x)(s + \epsilon)q^{-2}s - \epsilon^q s^2 + a(x)s^\theta\). We note that \(g(x, \cdot)\) is \(C^1\) at \(s = 0\), and \(\frac{\partial g}{\partial x}(x, 0) = 0\), so that \(\mathcal{F}\) has Fréchet derivatives \(\mathcal{F}_v(\mu, 0)\) and \(\mathcal{F}_{\mu v}(\mu, 0)\) given, respectively, by

\[
\begin{align*}
\mathcal{F}_v(\mu, 0) \varphi &= \varphi - K(M\varphi + \mu \epsilon^{q-2}b\varphi), \\
\mathcal{F}_{\mu v}(\mu, 0) \varphi &= -K(\epsilon^{q-2}b\varphi).
\end{align*}
\]

We consider the eigenvalue problem

\[
\begin{align*}
-\Delta \varphi &= \mu \epsilon^{q-2}b(x)\varphi \quad \text{in } \Omega, \\
\frac{\partial \varphi}{\partial n} &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

where \(\epsilon\) is fixed, and \(\mu\) is the eigenvalue parameter. Since \(b\) changes sign and \(\int_{\Omega} b < 0\), this problem has exactly two principal eigenvalues, \(\mu = 0\), and \(\mu = \mu_\epsilon > 0\) (cf. [4]), which are both simple and possess positive eigenfunctions \(\varphi = 1\) and \(\varphi = \varphi_\epsilon\), respectively, both satisfying \(\|\varphi\|_\infty = 1\). Hence, the principal eigenvalues \(\mu = 0\), and \(\mu = \mu_\epsilon\) satisfy

\[\mathcal{N}(\mathcal{F}_v(0, 0)) = (1), \quad \mathcal{N}(\mathcal{F}_{\mu v}(\mu_\epsilon, 0)) = (\varphi_\epsilon),\]

and

\[\mathcal{F}_{\mu v}(0, 0) \not\in \mathcal{R}(\mathcal{F}_v(0, 0)), \quad \mathcal{F}_{\mu v}(\mu_\epsilon, 0) \varphi_\epsilon \not\in \mathcal{R}(\mathcal{F}_v(\mu_\epsilon, 0)),\]

where \(\mathcal{N}(\cdot)\) and \(\mathcal{R}(\cdot)\) denote the kernel and range of mappings, respectively. Indeed, the latter two assertions are verified using the conditions that \(\int_{\Omega} b < 0\) and \(\int_{\Omega} b\varphi_\epsilon^2 > 0\), respectively. The local bifurcation theory [7, Theorem 1.7] can now be applied. Moreover, by the unilateral global bifurcation theory ([14, Theorem 1.1], see also Lopez-Gomez [9, Theorem 6.4.3]), we infer that \((Q_{\mu,\epsilon})\) has a component \(C_\epsilon = \{(\mu, u)\}\) of non-negative solutions bifurcating at \((\mu_\epsilon, 0)\) in \(\mathbb{R} \times C(\Omega)\), and there are no positive solutions of \((Q_{\mu,\epsilon})\) bifurcating at \((0, 0)\), except \(\Gamma_{00}\). Moreover, \(C_\epsilon\) has the following properties:

**Lemma 6.** Let \(\epsilon \in (0, 1]\). Under the conditions in Theorem 1, we have the following:

(i) There exists \(\Lambda > 0\) such that \((Q_{\mu,\epsilon})\) has no positive solution for \(\mu > \frac{\Lambda}{2}\). Here, \(\Lambda\) does not depend on \(\epsilon \in (0, 1]\).
Proof. 

(i) The proof is similar to the one of [12, Proposition 6.1], so we provide an outline of it. By $(H_0)$, we can choose an open ball $B$ centered at $x_0$ such that $\overline{B} \subset \Omega^+ \cap \Omega^-$. We consider the Dirichlet eigenvalue problem

\[
\begin{cases}
-\Delta w = \mu a(x)w & \text{in } B, \\
w = 0 & \text{on } \partial B.
\end{cases}
\] (8)

Let $w_D \in C^2(\overline{B})$ be a positive eigenfunction associated with the first eigenvalue $\mu_D > 0$ of (8). We extend $w_D$ to the $\Omega$ by setting $w_D = 0$ in $\Omega \setminus \overline{B}$. Then, $w_D \in H^1(\Omega)$.

Let $v$ be a positive solution of $(Q_{\mu, \epsilon})$. By the divergence theorem, we deduce that $\int_B \nabla \cdot (v \nabla w_D) = \int_{\partial B} v \frac{\partial w_D}{\partial n} < 0$. It follows that

\[
\int_B \nabla v \nabla w_D - \mu_D \int_B avw_D < 0.
\]

On the other hand, by the definition of $v$, we see that

\[
\int_B \nabla v \nabla w_D = \mu \int_B av^{p-1}w_D + \mu \int_B b(v + \epsilon)^{q-2}vw_D.
\]

If $\mu \geq 1$, then we deduce that

\[
0 > \int_B v^{q-1}w_D \left\{ \mu av^{p-q} + \mu b \left( \frac{v}{v + \epsilon} \right)^{2-q} \right\} - \mu_D av^{2-q}.
\]

\[
\geq \int_B v^{q-1}w_D \left\{ av^{p-q} + \mu b \left( \frac{v}{v + \epsilon} \right)^{2-q} \right\} - \mu_D av^{2-q}.
\]

The rest of the proof follows as in [12, Proposition 6.1]. Indeed, we can show that there exists $\overline{\mu} > 0$ such that if $\mu \geq \overline{\mu}$, $\epsilon \in (0, 1)$, $x \in B$ and $s \geq 0$, then

\[
a(x)s^{p-q} + \mu b(x) \left( \frac{s}{s + \epsilon} \right)^{2-q} - \mu_D a(x)s^{2-q} \geq 0.
\]

Consequently, $\mu$ is bounded from above, uniformly in $\epsilon \in (0, 1]$.

(ii) If $\int_\Omega a > 0$, then, thanks to the previous item, we infer by Lemma 4 (i) that $C_\epsilon$ bifurcates from infinity if it does not meet $(0, c^*_\epsilon)$, so assertion (ii)(a) follows. Similarly, if $\int_\Omega a = 0$, then the previous item and Lemma 4 (ii) yield that $C_\epsilon$ bifurcates from infinity, so assertion (ii)(b) follows.

(iii) This assertion is deduced from the fact that (7) has exactly two principal eigenvalues $\mu = 0$ and $\mu = \mu_\epsilon$. 

(ii) (a) Assume that $\int_\Omega a > 0$. Then either $C_\epsilon$ meets $\Gamma_{00}$ at $(0, c^*_\epsilon)$ or it does not meet $\Gamma_{00}$. In the latter case, $C_\epsilon$ bifurcates from infinity. Moreover, $C_\epsilon$ does not meet any $(0, c)$, except if $c = c^*_\epsilon$.

(b) Assume that $\int_\Omega a = 0$. Then $C_\epsilon$ does not meet $\Gamma_{00}$. Consequently, $C_\epsilon$ bifurcates from infinity.

(iii) $C_\epsilon$ does not meet any $\mu, 0$, except if $\mu = 0$ or $\mu = \mu_\epsilon$. In particular, $C_\epsilon$ meets $(0, 0)$ if and only if $C_\epsilon$ meets $(0, c^*_\epsilon)$. Consequently, $C_\epsilon \setminus \{(0, 0), (\mu, 0)\}$ is composed by positive solutions of $(Q_{\mu, \epsilon})$.

Possible bifurcation diagrams for $(Q_{\mu, \epsilon})$ are depicted in Figures 2 and 3 for the cases $\int_\Omega a > 0$ and $\int_\Omega a = 0$, respectively.
\[ \|v\|_{C(\overline{\Omega})} \]

\begin{align*}
\varepsilon_*^c & \quad \varepsilon_*^c \\
C_\varepsilon & \quad C_\varepsilon \\
\Gamma_{00} & \quad \Gamma_{00} \\
\text{O} & \quad \text{O} \\
\mu & \quad \mu \\
\Lambda & \quad \Lambda
\end{align*}

(a) \( C_\varepsilon \) meets \( \Gamma_{00} \) at \((0,c^*_\varepsilon)\), and \( C_\varepsilon \setminus (\Gamma_0 \cup \Gamma_{00}) \) is bounded.

(b) \( C_\varepsilon \) meets \( \Gamma_{00} \) at \( c = c^*_\varepsilon \), and bifurcation from infinity occurs.

(c) \( C_\varepsilon \) does not meet \( \Gamma_{00} \), but bifurcation from infinity occurs.

**Figure 2.** Possible bifurcation diagrams for \( C_\varepsilon \): the case \( \int_\Omega a > 0 \).

\[ \|v\|_{C(\overline{\Omega})} \]

\begin{align*}
\varepsilon_*^c & \quad \varepsilon_*^c \\
C_\varepsilon & \quad C_\varepsilon \\
\Gamma_{00} & \quad \Gamma_{00} \\
\text{O} & \quad \text{O} \\
\mu & \quad \mu \\
\Lambda & \quad \Lambda
\end{align*}

**Figure 3.** Possible bifurcation diagram for \( C_\varepsilon \): the case \( \int_\Omega a = 0 \).
3. Proof of Theorem 1. In the sequel we study the limiting behavior of $C_\varepsilon$ as $\varepsilon \to 0^+$. To this end, we recall some definitions. Let $X$ be a complete metric space. Given $E_n \subset X$, $n \geq 1$, we set
\[
\liminf_{n \to \infty} E_n := \{ x \in X : \lim_{n \to \infty} \text{dist}(x, E_n) = 0 \},
\]
\[
\limsup_{n \to \infty} E_n := \{ x \in X : \liminf_{n \to \infty} \text{dist}(x, E_n) = 0 \},
\]
where dist$(x, A)$ is the usual distance function for a set $A$. It is well known from Whyburn [15, (9.12)Theorem] that if $\{E_n\}$ is a sequence of connected sets in $X$ satisfying
\[
\liminf_{n \to \infty} E_n \neq \emptyset,
\]
\[
\bigcup_{n \geq 1} E_n \text{ is precompact in } X,
\]
then $\limsup_{n \to \infty} E_n$ is nonempty, closed, and connected.

Let $\rho > 0$, and set
\[
C_{\varepsilon, \rho} := \overline{C_\varepsilon \cap ((0, \Lambda) \times B_\rho)},
\]
where $B_\rho := \{ u \in C(\overline{\Omega}) : \|u\|_{C(\overline{\Omega})} \leq \rho \}$ is a closed ball in $C(\overline{\Omega})$, and $\Lambda$ is the positive constant provided by Lemma 6(i). Then, $C_{\varepsilon, \rho}$ is a bounded component satisfying (see Figure 4):
\begin{itemize}
  \item $C_{\varepsilon, \rho}$ contains only $(\mu, 0)$ on $\Gamma_0$ (by Lemma 6(iii));
  \item $C_{\varepsilon, \rho}$ does not meet $\mu = \Lambda$ (by Lemma 6(i));
  \item $C_{\varepsilon, \rho}$ does not meet $\Gamma_{00}$, except at $(0, c')$ (by Lemma 6(ii));
  \item $C_{\varepsilon, \rho}$ contains either $(0, c')$ or some $(\mu, v)$ such that $\mu \in (0, \Lambda)$ and $\|v\|_{C^1(\overline{\Omega})} = \rho$.
\end{itemize}

Letting $X = [0, \Lambda] \times B_\rho$, $\varepsilon_n \to 0^+$, and $E_n = C_{\varepsilon_n, \rho}$, we shall verify (9) and (10).

We note from (7) that $\mu_n = \mu_{\varepsilon_n} c_n q^{-2}$, so that $\mu_{\varepsilon_n} \to 0$. It follows that $(0, 0) \in \liminf_{n \to \infty} C_{\varepsilon_n, \rho}$, since $(\mu_{\varepsilon_n}, 0) \in C_{\varepsilon_n, \rho}$. In particular, we obtain assertion (9).

The boundedness of $C_{\varepsilon_n, \rho}$ implies that $\bigcup C_{\varepsilon_n, \rho}$ is precompact. Indeed, for any $\{(\mu_k, v_k)\} \subset \bigcup C_{\varepsilon_n, \rho}$, the sequence $\varepsilon_n$ has a subsequence $\varepsilon_{n_k}$ such that $(\mu_k, v_k) \in C_{\varepsilon_{n_k}, \rho}$, where $\varepsilon_{n_k} \in (0, 1]$. Then, by elliptic regularity, we deduce that $v_k \in C^2(\overline{\Omega})$, $\|v_k\|_{C^1(\overline{\Omega})}$ is bounded, and
\[
\begin{cases}
-\Delta v_k = \mu_k \left( b(x)(v + \varepsilon_{n_k})^{q-2} v_k + a(x) v_k^{p-1} \right) & \text{in } \Omega, \\
\frac{\partial v_k}{\partial n} = 0 & \text{on } \partial \Omega.
\end{cases}
\]

Since $(\mu_k, v_k)$ and $\varepsilon_{n_k}$ are bounded, using the compact embedding $C^1(\overline{\Omega}) \subset C(\overline{\Omega})$ we deduce that $\{(\mu_k, v_k)\}$ has a convergent subsequence in $[0, \Lambda] \times B_\rho$. Thus, assertion (10) is verified.

We may now apply Whyburn’s result, so that [15, (9.12)Theorem] implies that
\[
C_{0, \rho} := \lim_{n \to \infty} C_{\varepsilon_n, \rho}
\]
is nonempty, closed and connected, i.e., it is a nonempty component in $[0, \Lambda] \times B_\rho$. Moreover, we shall show that $C_{0, \rho}$ consists of non-negative solutions of $(Q_\mu)$, and
\[
(0, 0) \in \liminf_{n \to \infty} C_{\varepsilon_n, \rho} \subset C_{0, \rho}.
\]

The proof of these facts is similar to the verification of the precompactness of $\bigcup C_{\varepsilon_n, \rho}$. Indeed, given $(\mu, v) \in C_{0, \rho}$, the sequence $\varepsilon_n \to 0^+$ has a subsequence,
\[ \|v\|_{C(\Omega)} = \rho \]

(a) \( C_{\mu,\rho} \) meets \( \Gamma_{00} \) at \( (0, c_{*}^{\mu}) \) but does not meet \( \|v\|_{C(\Omega)} = \rho \).

(b) \( C_{\mu,\rho} \) meets both \( \Gamma_{00} \) at \( c = c_{*}^{\mu} \) and \( \|v\|_{C(\Omega)} = \rho \).

(c) \( C_{\mu,\rho} \) does not meet \( \Gamma_{00} \) but does meet \( \|v\|_{C(\Omega)} = \rho \).

\[ \begin{array}{c|c|c}
\mu & \mu_{\epsilon} & \Lambda \\
\hline
O & \mu_{\epsilon} & \Lambda \\
\end{array} \]

\[ \begin{array}{c|c|c}
\mu & \mu_{\epsilon} & \Lambda \\
\hline
O & \mu_{\epsilon} & \Lambda \\
\end{array} \]

\[ \begin{array}{c|c|c}
\mu & \mu_{\epsilon} & \Lambda \\
\hline
O & \mu_{\epsilon} & \Lambda \\
\end{array} \]

Figure 4. Three possibilities for the bounded component \( C_{\epsilon,\rho} \).

still denoted by the same notation, such that there exist \((\mu_{n}, v_{n}) \in C_{\epsilon_{n},\rho} \) satisfying \((\mu_{n}, v_{n}) \to (\mu, v) \) in \( \mathbb{R} \times C(\Omega) \). It follows, by a bootstrap argument based on elliptic regularity, that \( v_{n} \to v \) in \( C^{1}(\Omega) \), so that \( v \) is a non-negative weak solution of \((Q_{\mu})\) (see (11)), and eventually, a non-negative solution in \( C^{2+\theta}(\Omega) \) for some \( \theta \in (0,1) \), by elliptic regularity.

Next, we shall prove that \( C_{0,\rho} \) is nontrivial, i.e., we exclude the possibility that \( C_{0,\rho} \subset \Gamma_{0} \cup \Gamma_{00} \). Let \( \rho, M \) be such that \( 0 < M < c_{0}^{\mu} < \rho \). Then, we find from (4) and (13) that \( C_{0,\rho} \) joins \((0,0)\) to either \((0, c_{0}^{\mu})\) or \((\mu, v) \in [0,\Lambda] \times B_{\rho} \). Since \( C_{0,\rho} \) is connected, the intermediate value theorem shows the existence of \((\mu_{0}, v_{0}) \in C_{0,\rho} \) such that \( \|v_{0}\|_{C(\Omega)} = M \). By definition, the sequence \( \epsilon_{n} \to 0^{+} \) has a subsequence, still denoted by the same notation, such that there exist \((\mu_{n}, v_{n}) \in C_{\epsilon_{n},\rho} \) with \( 0 < \mu_{n} \to \mu_{0} \) and \( v_{n} \to v_{0} \) in \( C(\Omega) \). Assume by contradiction that \( \mu_{0} > 0 \). Then, \( v_{0} = M \), so that \( v_{n} \to M \) in \( C(\Omega) \). However, applying the divergence theorem to the solution \( v_{n} \) of \((Q_{\mu_{n},\epsilon_{n}})\), we obtain

\[ 0 = \mu_{n}^{-1} \int_{\Omega} (-\Delta v_{n}) = \int_{\Omega} \left\{ b(x)(v_{n} + \epsilon_{n})^{q-2}v_{n} + a(x)v_{n}^{p-1} \right\}, \]

so that passing to the limit, we deduce that

\[ 0 = M^{q-1} \int_{\Omega} b + M^{p-1} \int_{\Omega} a, \] (14)
and thus that \( M = c^*_0 \), which is impossible. Consequently, \( \mu_0 > 0 \), and thus, \( C_{0,\rho} \) is nontrivial.

Using \((H_3)\) and \([12, \text{Proposition 3.3}]\), we infer that the nontrivial non-negative solutions set of \((P_\lambda)\) does not meet \( \Gamma_0 \) at any \( \lambda \neq 0 \), so that neither does the one of \((Q_\mu)\). Similarly to Lemma 6(ii) and (iii), we see from Lemma 4 (see Remark 5) that the nontrivial non-negative solutions set of \((Q_\mu)\) does not meet \( \Gamma_0 \) at any \( c \neq c^*_0 \), and \((13)\) ensures that \( C_{0,\rho} \) joins \((0,0)\) to either \((0,c^*_0)\) or some \((\mu_1, v_1)\) such that \( \mu_1 \in (0, \Lambda) \) and \( \|v_1\|_{C(\Omega)} = \rho \). Since \( \rho \) is arbitrary, we obtain a component \( C'_0 \) of non-negative solutions of \((Q_\mu)\) such that (see Figure 5):

\[ \begin{align*}
(1) \quad & C'_0 \setminus \{(0,0), (0,c^*_0)\} \text{ consists of nontrivial non-negative solutions; } \\
(2) \quad & C'_0 \text{ joins } (0,0) \text{ to either } (0,c^*_0) \text{ or } (0,\infty). \\
(3) \quad & \text{If } (\mu, v) \in C'_0, \text{ then } \mu \geq 0.
\end{align*} \]

Note that the second possibility in (c2) follows from the following \textit{a priori} upper bound for positive solutions of \((Q_\mu, \epsilon)\): given \( \mu \in (0,1) \), there exists \( \rho > 0 \) such that \( v \leq C_\rho \) on \( \Omega \) for any positive solution \( v \) of \((Q_\mu, \epsilon)\) with \( \mu \in [\mu, \mu - 1] \) and \( \epsilon \in (0,1] \) (cf. [12, Proposition 6.5]).

\[ \begin{align*}
\|v\|_{C(\Omega)} & \quad \|v\|_{C(\Omega)} \\
c^*_0 & \quad c^*_0 \\
C'_0 & \quad C'_0 \\
O & \quad O \\
\Lambda & \quad \Lambda
\end{align*} \]

(a) \( C'_0 \) meets \( \Gamma_0 \) at \( c = c^*_0 \), and \( C'_0 \setminus (\Gamma_0 \cup \Gamma_0^0) \) is bounded. This is possible when \( \int_\Omega a > 0 \).

(b) \( c^*_0 \) meets \( \Gamma_0 \) at \( c = c^*_0 \), and bifurcation from infinity occurs. This is possible when \( \int_\Omega a > 0 \).

(c) \( C'_0 \) does not meet \( \Gamma_0^0 \setminus \{(0,0)\} \), and bifurcation from infinity occurs. This is possible when \( \int_\Omega a \geq 0 \).

\[ \begin{align*}
\|v\|_{C(\Omega)} & \\
C'_0 & \\
O & \quad O \\
\Lambda & \quad \Lambda
\end{align*} \]

\[ \begin{align*}
(1) \quad & C'_0 \setminus \{(0,0), (0,c^*_0)\} \text{ consists of nontrivial non-negative solutions; } \\
(2) \quad & C'_0 \text{ joins } (0,0) \text{ to either } (0,c^*_0) \text{ or } (0,\infty). \\
(3) \quad & \text{If } (\mu, v) \in C'_0, \text{ then } \mu \geq 0.
\end{align*} \]

Figure 5. Possible bifurcation diagrams for \( C'_0 \) when \( \int_\Omega a \geq 0 \).

We conclude now the proof of Theorem 1. By the rescaling \( u = \lambda^{\frac{1}{p-q}} v \), we transform the component \( C'_0 \) for \((Q_\mu)\) into a component of non-negative solutions
Remark 7. When \( \int_{\Omega} b = 0 < \int_{\Omega} a \), we may consider, instead of \((Q_{\mu, \epsilon})\), the problem
\[
\begin{cases}
-\Delta v = \mu ((b(x) - \epsilon)(v + \epsilon)^{q-2}v + a(x)v^{p-1}) & \text{in } \Omega, \\
\frac{\partial v}{\partial \eta} = 0 & \text{on } \partial \Omega,
\end{cases}
\]
where \( b(x) - \epsilon \) changes sign if \( \epsilon > 0 \) is small enough. In fact, the eigenvalue problem associated with \((15)\), as introduced in \((7)\), possesses exactly two principal eigenvalues \( 0, \mu_* \), with \( \mu_* > 0 \), and \( \mu_e \to 0 \) as \( \epsilon \to 0^+ \) (see \[12, \text{Lemma 6.6}\]). However, since \( c_\epsilon^* \to 0 \) as \( \epsilon \to 0^+ \), we can not exclude the possibility that \( C_\epsilon \) shrinks to \( \{(0, 0)\} \) as \( \epsilon \to 0^+ \) when \( C_\epsilon \setminus (\Gamma_0 \cup \Gamma_0) \) is bounded, see Figure 2(a).

Finally, in the case \( \int_\Omega a = \int_\Omega b = 0 \), \( C_\epsilon \) is provided from \((15)\) as in Figure 3. Indeed, letting \( v_n \) be a positive solution of \((15)\) for \( \mu = \mu_n > 0 \), it is not possible that \( (\mu_n, v_n) \to (0, c) \) in \( \mathbb{R} \times C(\overline{\Omega}) \) for some constant \( c \geq 0 \). However, we can not exclude the possibility that \( C_{0, \rho} \subset \Gamma_0 \cup \Gamma_0 \), since \((14)\) holds for any positive constant \( M \) in this case.

\textit{Note added in proof.} (i) Regarding \((H_3)\), the condition that \( \Omega_\rho^b \) is a subdomain can be removed from Theorem 1. Indeed, although this condition is needed to verify the non-existence of nontrivial non-negative solutions of \((P_\lambda)\) bifurcating from \( \{(\lambda, 0)\} \) for \( \lambda < 0 \), such verification is required only for \( \lambda > 0 \) in Theorem 1.

(ii) Let \( C_0 \) be a maximal component of nonnegative solutions of \((P_\lambda)\) that includes the loop type component \( C_0 \) provided by Theorem 1 and such that \( C_0 \setminus \{(0, 0)\} \) consists of nontrivial non-negative solutions. As a further result for Theorem 1, we obtain that \( C_0 \) is bounded in \( \mathbb{R} \times C(\overline{\Omega}) \) if, in addition to the hypotheses in Theorem 1, one of the following conditions is assumed.

(a) \( \overline{\Omega_\rho}^b \subset \Omega \), \( \Omega':=\Omega \setminus \overline{\Omega_\rho}^b \) is a subdomain, and \( \Omega_\rho^b \subset \Omega_\rho^b \).

(b) \( \Omega_\rho^b \) contains a tubular neighborhood of \( \partial \Omega \), \( \Omega_\rho^b \) is a subdomain, and \( \Omega_\rho^b \subset \Omega_\rho^b \).

Indeed, under the additional condition, the strong maximum principle and boundary point lemma show that any nontrivial non-negative solution of \((Q_{\mu, \epsilon})\) is positive in \( \Omega_\rho^b \). Consequently, Lemma 6 (i) is also valid for nontrivial non-negative solutions of \((Q_{\mu, \epsilon})\), and the desired conclusion follows.

4. A further analysis for the case \( \int_\Omega a < 0 \). Let us assume now condition \((1)\). In addition, we assume \((H_0), (H_3)\), and condition (b) from Theorem 1 with \( \Omega' = \Omega_\rho^b \neq \emptyset \). Then \((P_\lambda)\) has a bounded loop type component of non-negative solutions \( C_0 \) in \( \mathbb{R} \times C(\overline{\Omega}) \), satisfying the following properties (see \[12, \text{Theorem 1.6}\] and Figure 1(a)):

(i) \( C_0 \) bifurcates at \((0, 0)\) and joins \((0, 0)\) to itself;

(ii) \( C_0 \) is non-trivial, i.e., \( C_0 \neq \{(0, 0)\} \). More precisely, \( C_0 \) contains a positive solution \( u_0 \) of \((P_\lambda)\) with \( \lambda = 0 \);
(iii) The only trivial solution contained in $C_0$ is $(\lambda, u) = (0, 0)$, i.e., $C_0$ does not contain any $(\lambda, 0)$ with $\lambda \neq 0$.

(iv) There exists $\delta > 0$ such that $C_0$ does not contain any positive solution $u$ of $(P_\lambda)$ with $\lambda = 0$ satisfying $\|u\|_{C(\overline{\Omega})} \leq \delta$.

According to the arguments developed in [12], this existence result can be verified by considering the regularized version of $(P_\lambda)$ for $u^{q-1}$ at $u = 0$:

$$(P_{\lambda, \epsilon}) \begin{cases} -\Delta u = \lambda(b(x) - \epsilon)(u + \epsilon)^{q-2}u + a(x)u^{p-1} & \text{in } \Omega, \\
\frac{\partial u}{\partial n} = 0 & \text{on } \partial \Omega, \end{cases}$$

where $\epsilon > 0$ and $\Omega_{+}^{\lambda_0 - \epsilon} \neq \emptyset$. Then $(P_{\lambda, \epsilon})$ is regular, so that the unilateral global bifurcation theorem by López-Gómez [9, Theorem 6.4.3] may be applied. To this end, we consider the linearized problem at $u = 0$:

$$\begin{cases} -\Delta \varphi = \lambda(b - \epsilon)\epsilon^{q-2}\varphi & \text{in } \Omega, \\
\frac{\partial \varphi}{\partial n} = 0 & \text{on } \partial \Omega. \end{cases}$$

Since $b - \epsilon$ changes sign and $\int_\Omega (b - \epsilon) < 0$, this eigenvalue problem has exactly two principal eigenvalues, $\lambda = 0$ and $\lambda = \lambda_\epsilon > 0$, which are both simple. We use now the unilateral global bifurcation theory to obtain two components $C_{0, \epsilon}$ and $C_{1, \epsilon}$ of positive solutions of $(P_{\lambda, \epsilon})$, bifurcating from $(0, 0)$ and $(\lambda_\epsilon, 0)$, respectively. Moreover, we can analyze the local nature of these components at the bifurcation points by using the local bifurcation theory proposed by Crandall and Rabinowitz.

We can also analyze the global nature of these components by making good use of an a priori bound in $\mathbb{R} \times C(\overline{\Omega})$ for positive solutions $(\lambda, u)$ of $(P_{\lambda, \epsilon})$. Consequently, $C_{0, \epsilon}$ and $C_{1, \epsilon}$ are both bounded, so that $C_{0, \epsilon} = C_{1, \epsilon} (=: C_\epsilon)$, i.e., $C_\epsilon$ is a mushroom. Finally, based on the fact that $\lambda_\epsilon \to 0$ as $\epsilon \to 0^+$ (see [12, Lemma 6.6]), we may apply Whyburn’s topological method to infer that $C_0 = \limsup_{\epsilon \to 0^+} C_\epsilon$ is a non-empty component of non-negative solutions $(\lambda, u)$ of $(P_\lambda)$. The limiting features of $C_0$ mentioned above follow by using some additional results on the set of non-negative solution of $(P_\lambda)$.

In addition to these features, we shall provide a further result on the direction of bifurcation at $(0, 0)$ for $C_0$, using Whyburn’s topological method again. We remark that, although properties (i)-(iv) above provide that $C_0$ is a loop, i.e., $C_0$ joins $(0, 0)$ to itself passing by $(0, u_0)$ for some positive solution $u_0$ of $(P_\lambda)$ with $\lambda = 0$, Theorem 8 confirms additionally the loop property of $C_0$, as follows:

**Theorem 8.** Under the conditions stated above, $C_0$ contains closed connected sets $C_0^{\pm}$ such that $(0, 0) \in C_0^+$ and $C_0^- \neq \{(0, 0)\}$. Moreover, if $(\lambda, u) \in C_0^\pm \setminus \{(0, 0)\}$ then $\lambda \geq 0$, i.e. $C_0$ bifurcates both to the left and to the right at $(0, 0)$, see Figure 6.

**Proof.** Let $\Sigma_+^\epsilon$ and $\Sigma_-^\epsilon$ be closed connected subsets of $\{(\lambda, u) \in C_\epsilon : \lambda \geq 0\}$ and $\{(\lambda, u) \in C_\epsilon : \lambda \leq 0\}$, respectively, such that $(0, 0), (0, u_-^\epsilon) \in \Sigma_-^\epsilon$, and $(\lambda_\epsilon, 0), (0, u_+^\epsilon) \in \Sigma_+^\epsilon$ for some positive solutions $u^{\pm}_\epsilon$ of $(P_\lambda)$ with $\lambda = 0$, see Figure 7. $\Sigma_+^\epsilon$ and $\Sigma_-^\epsilon$ are well defined by virtue of the following facts, see [12, Sections 5 and 6].

- $C_\epsilon = \{(\lambda, u)\}$ is continuously parametrized by $\lambda = \lambda_k(s), u = u_k(s)$ for $s \in [0, s_0), k = 0, 1$, in certain neighborhoods of the bifurcation points $(0, 0)$ and
\[ \|u\|_{C(\overline{\Omega})} \]

\[ C_0^+ \quad C_0^- \]

\[ O \lambda \]

**Figure 6.** A bifurcation diagram for \( C_0 \) at \((0,0)\): the case \( \int_\Omega a < 0 \).

\[ \|u\|_{C(\overline{\Omega})} \]

\[ (0, u_\epsilon^+) \]

\[ \Sigma^-_\epsilon \quad (0, u^-_\epsilon) \quad \Sigma^+_\epsilon \]

\[ O \lambda_\epsilon \]

**Figure 7.** The behaviors of \( \Sigma^\pm_\epsilon \).

\((\lambda, 0)\). In addition, \( \lambda_\epsilon \) and \( u_\epsilon \) satisfy \((\lambda_0(0), u_0(0)) = (0, 0), (\lambda_1(0), u_1(0)) = (\lambda_\epsilon, 0)\), respectively;

- \( C_\epsilon \) bifurcates to the region \( \lambda < 0 \) at \((0,0)\) under condition (1);
- \( C_\epsilon \) contains a positive solution \( w_0 \) of \((P_\lambda)\) with \( \lambda = 0 \);
- \( C_\epsilon \) does not contain any point \((\lambda, 0)\) with \( \lambda \neq 0, \lambda_\epsilon \);
- There exists \( \delta > 0 \), independent of \( \epsilon \), such that \( C_\epsilon \) does not contain any positive solution \( u \) of \((P_\lambda, \epsilon)\) with \( \lambda = 0 \) satisfying \( \|u\|_{C(\overline{\Omega})} \leq \delta \). Consequently, for the positive solution \( w_0 \) above, we have that \( \|w_0\|_{C(\overline{\Omega})} \) is bounded below by some positive constant independent of \( \epsilon \).

Since \( \Sigma^\pm_\epsilon \subset C_\epsilon \), we observe that

\[ \Sigma^\pm_{\epsilon_0} := \limsup_{\epsilon \to 0^+} \Sigma^\pm_\epsilon \subset \limsup_{\epsilon \to 0^+} C_\epsilon = C_0. \]

Repeating the argument above, Whyburn’s topological approach yields that \( \Sigma^\pm_{\epsilon_0} \) are non-empty, closed and connected sets consisting of non-negative solutions of \((P_\lambda)\) and such that \((0,0) \in \liminf_{\epsilon \to 0^+} \Sigma^\pm_\epsilon \subset \Sigma^\pm_{\epsilon_0} \). By property (iv), we have \((0, u^+_0) \in \Sigma^+_0\) for some positive solutions \( u^+_0 \) of \((P_\lambda)\) with \( \lambda = 0 \). It follows that \( \Sigma^+_0 \neq \{(0,0)\} \), and moreover, by property (iii), that \( \Sigma^-_0 \setminus \{(0,0)\} \) consists of nontrivial non-negative solutions of \((P_\lambda)\).

Now, by definition, we see that \((\lambda, u) \in \Sigma^+_0 \) (respect. \(\Sigma^-_0\)) implies \( \lambda \geq 0 \) (respect. \( \lambda \leq 0 \)). Lastly, by using property (iv) again, there exists \( \rho > 0 \) small enough such
that $\Sigma_{0,\rho}^\pm := \Sigma_0^\pm \cap B_\rho((0,0))$ is closed and connected, and if $(\lambda, u) \in \Sigma_{0,\rho}^\pm \setminus \{(0,0)\}$ then $\lambda \gg 0$. Therefore $\Sigma_0^\pm := \Sigma_{0,\rho}^\pm$ have the desired properties.
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