WEAK-STRONG UNIQUENESS AND VANISHING VISCOSITY FOR INCOMPRESSIBLE EULER EQUATIONS IN EXPONENTIAL SPACES
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Abstract. In the class of admissible weak solutions, we prove a weak-strong uniqueness result for the incompressible Euler equations assuming that the symmetric part of the gradient belongs to $L^{1}_{loc}([0, +\infty); L^{\exp}(\mathbb{R}^{d}; \mathbb{R}^{d \times d}))$, where $L^{\exp}$ denotes the Orlicz space of exponentially integrable functions. Moreover, under the same assumptions on the limit solution to the Euler system, we obtain the convergence of vanishing-viscosity Leray–Hopf weak solutions of the Navier–Stokes equations.

1. Introduction

The present work is devoted to the analysis of the Euler and the Navier–Stokes equations in the context of incompressible fluids. Despite their importance in modeling several natural phenomena, their rigorous mathematical study remains vastly incomplete. Indeed, even though these equations were proposed hundreds of years ago, major questions such as existence and smoothness of solutions presently remain extremely challenging open problems.

In this paper, we focus on the uniqueness of solutions of the Euler equations and on the inviscid limit of solutions of the Navier–Stokes equations. Our results should be compared with the ones obtained in [20]. In fact, our approach allows us not only to upgrade the uniqueness result proved in [20] to a weak-strong one, but also to weaken the hypothesis on the spatial regularity of the gradient of the velocity, actually noticing that such an assumption is needed on its symmetric part only.

In the next part of this introduction, we summarize our main results together with a brief overview of the (at the best of the authors’ knowledge) sharpest achievements already known in the literature on this topic. We will state our results in the whole space $\mathbb{R}^{d}$ but we remark that the very same proofs apply on the $d$-dimensional torus $\mathbb{T}^{d}$ with straightforward modifications.
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1.1. Euler equations. For a given time \( T \in (0, +\infty) \), the *incompressible Euler equations* are the following system of partial differential equations

\[
\begin{align*}
\partial_t u + \text{div} \left( u \otimes u \right) + \nabla p &= 0 \quad \text{in } \mathbb{R}^d \times (0, T), \\
\text{div } u &= 0 \quad \text{in } \mathbb{R}^d \times (0, T), \\
\left. u \right|_{(\cdot, 0)} &= u_0 \quad \text{in } \mathbb{R}^d,
\end{align*}
\]

where \( u : \mathbb{R}^d \times [0, T] \to \mathbb{R}^d \) represents the velocity of the fluid, \( p : \mathbb{R}^d \times [0, T] \to \mathbb{R} \) its hydrodynamic pressure and \( u_0 : \mathbb{R}^d \to \mathbb{R}^d \) is any given initial divergence-free vector field.

We recall the standard notion of weak solution of the system \((E)\), which can be formally obtained by multiplying the first two equations of \((E)\) by two (regular enough) test functions \( \varphi \) and \( q \) and integrating by parts.

**Definition 1.1** (Weak solution). Let \( u_0 \in L^2(\mathbb{R}^d; \mathbb{R}^d) \) be such that \( \text{div } u_0 = 0 \). We say that a function \( u \in L^\infty([0, T]; L^2(\mathbb{R}^d; \mathbb{R}^d)) \) is a weak solution of the incompressible Euler equations \((E)\) with initial datum \( u_0 \) if

\[
\int_0^T \int_{\mathbb{R}^d} (u \cdot \partial_t \varphi + u \otimes u : \nabla \varphi) \, dx \, dt = \int_{\mathbb{R}^d} u(x, \tau) \cdot \varphi(x, \tau) \, dx - \int_{\mathbb{R}^d} u_0(x) \cdot \varphi(x, 0) \, dx
\]

and

\[
\int_{\mathbb{R}^d} u(x, \tau) \cdot \nabla q(x) \, dx = 0
\]

for a.e. \( \tau \in (0, T) \), whenever

\[
\varphi \in \text{Lip}(\mathbb{R}^d \times (0, T); \mathbb{R}^d) \cap \text{Lip}((0, T); L^2(\mathbb{R}^d; \mathbb{R}^d)) \cap W^{1, \infty}(\mathbb{R}^d; \mathbb{R}^d), \quad \text{div } \varphi = 0,
\]

and \( q \in W^{1,2}(\mathbb{R}^d) \).

Note that the regularity assumptions on the test functions \( \varphi \) and \( q \) guarantee that all the terms involved in the weak formulation are well defined. We also remark that, by standard density arguments, the definition we used readily follows from the usual definition in which \( \varphi \) and \( q \) are assumed to be smooth.

The existence of weak solutions of \((E)\) has been proved in [28], while their uniqueness is known to fail [14, 24], even from every smooth initial datum [10]. Non-uniqueness results in the presence of an external forcing term have been proved by Vishik in the seminal papers [25, 26] (also see [2]).

**Remark 1.2** (Weak solutions are \( C([0, T]; w - L^2) \)). Every weak solution

\[
\begin{align*}
u \in L^\infty([0, T]; L^2(\mathbb{R}^d; \mathbb{R}^d))
\end{align*}
\]

as in Definition 1.1 can be redefined on a negligible set of times in order to guarantee that

\[
\begin{align*}
u \in C([0, T]; w - L^2(\mathbb{R}^d; \mathbb{R}^d)),
\end{align*}
\]

that is, \( u \) is continuous in time with values in \( L^2 \) endowed with the weak topology. For a proof of this statement, we refer the reader to [9, Appendix A] for example. We also remark that the same result holds true for weak solutions of the Navier–Stokes equations \((\text{NS})\) as defined in Definition 1.8 below.

Throughout this note, we will always deal with the \( L^2 \) weakly continuous representative of the weak solution under consideration. This will improve the readability of some statements.
1.2. Admissible weak solutions. Since the notion of weak solution given above in Definition 1.1 is far from giving the well-posedness of the Euler system \(E\), one usually restricts the class of weak solutions by imposing some additional constraints. The most frequently considered is to assume that, at a.e. time, the kinetic energy of the weak solution is below the one of the initial datum.

**Definition 1.3 (Admissible weak solution).** Let \(u \in L^\infty([0,T];L^2(\mathbb{R}^d;\mathbb{R}^d))\) be a weak solution of the Euler equations \(E\) with initial datum \(u_0 \in L^2(\mathbb{R}^d;\mathbb{R}^d)\), \(\text{div} u_0 = 0\). We say that \(u\) is admissible if

\[
\int_{\mathbb{R}^d} |u(x,t)|^2 \, dx \leq \int_{\mathbb{R}^d} |u_0(x)|^2 \, dx
\]

for a.e. \(t \in (0,T)\).

In virtue of Remark 1.2 and by lower semicontinuity of the norm with respect to the weak convergence, up to possibly redefining the weak solution \(u\) on a negligible set of times, the energy inequality in (1.1) is actually valid for every time \(t > 0\).

The notion of admissible weak solution given in Definition 1.3 above plays a very important physical role, since it prohibits solutions to generate kinetic energy from nowhere. However, the lack of compactness for the Euler system \(E\) (due to the absence of viscosity) does not allow to prove the existence of admissible weak solutions starting from a general divergence-free initial datum \(u_0 \in L^2(\mathbb{R}^d;\mathbb{R}^d)\). Moreover, in virtue of [5, 8], uniqueness still fails in the class of admissible weak solutions.

1.3. Weak-strong uniqueness for admissible weak solutions. The lack of uniqueness for admissible weak solutions of the Euler system \(E\) motivates the current research on weak-strong uniqueness results, that is, two admissible weak solutions of \(E\) starting from the same divergence-free initial datum must coincide if at least one of them satisfies suitable additional regularity assumptions. It is known that, in the class of admissible weak solutions, it is sufficient to assume that one solution satisfies \(u \in C^1_{x,t}\) with symmetric gradient such that \(\nabla^s u \in L^1_t(L^\infty_x)\). We refer the interested reader to [27] for a proof of this statement, together with a more detailed overview of the classical results in this direction.

Building on a logarithmic interpolation inequality between the (real) Hardy space \(H^1(\mathbb{R}^d)\) and the logarithmic Zygmund space \(L \log L(\mathbb{R}^d)\), in [20, Theorem 1.2] the authors prove that uniqueness of weak solutions of the Euler system \(E\) still holds if, for some \(\sigma > 0\), \(u \in L^\infty_t(L^{2+\sigma}_x)\) and \(\nabla u \in L^1_t(\text{BMO}_x)\), thus relaxing to BMO the standard \(L^\infty\) assumption on the spatial regularity of the velocity gradient. Motivated by the uniqueness result of [20] and having in mind the results achieved in [4] in the more general class of measured-valued weak solutions of the Euler system \(E\), our first result upgrades [20, Theorem 1.2] to a weak-strong uniqueness result under the weaker assumption that \(\nabla^s U \in L^1_t(L^\exp_x)\). As a matter of fact, we prove the same logarithmic inequality of [20, Theorem 1.1] in this more general framework. Here \(L^\exp\) denotes the Orlicz space of exponentially integrable functions as defined in Section 2 below.

In order to state our first main result, we introduce the space of admissible weak solutions we will employ throughout our paper.
Definition 1.4 (The space $X_{u_0}$). Let $u_0 \in L^2(\mathbb{R}^d; \mathbb{R}^d)$ be such that $\text{div} \, u_0 = 0$. We say that $u$ belongs to the space $X_{u_0}$ if $u \in L^\infty([0,T]; L^2(\mathbb{R}^d; \mathbb{R}^d))$ is an admissible weak solution to (E) and there exists $\sigma > 0$ such that $u \in L^\infty([0,T]; L^{2+\sigma}(\mathbb{R}^d; \mathbb{R}^d))$.

We are now ready to state our first main result concerning weak-strong uniqueness of admissible solutions of the Euler system (E).

Theorem 1.5 (Weak-strong uniqueness). Let $u_0 \in L^2(\mathbb{R}^d; \mathbb{R}^d)$ be such that $\text{div} \, u_0 = 0$ and let $u, U \in X_{u_0}$. If $\nabla^s U \in L^1([0,T]; L^{\text{exp}}(\mathbb{R}^d; \mathbb{R}^d))$, then $u = U$.

The proof of Theorem 1.5, similarly to that of [20, Theorem 1.2], is based on the relative energy method, that is, we study the behavior of the relative energy

$$E_{\text{rel}} (\tau) = \frac{1}{2} \int_{\mathbb{R}^d} |u(x,\tau) - U(x,\tau)|^2 \, dx, \quad \tau \geq 0, \quad (1.2)$$

where $u, U \in X_{u_0}$ are as in the statement of Theorem 1.5. The key observation of this method is that, if $U$ can be used as a test function in the weak formulation of $u$, then we find that

$$E_{\text{rel}} (\tau) \leq \int_0^T \int_{\mathbb{R}^d} \nabla^s U : (U - u) \otimes (u - U) \, dx \, dt \quad (1.3)$$

for $\tau > 0$.

Once inequality (1.3) is established, the fact that $E_{\text{rel}} \equiv 0$ then follows via a standard Grönwall-type argument. For a more detailed account on this approach, we refer the interested reader to [27] and to the references therein.

It is worth noticing that the usual proof of inequality (1.2) requires suitable regularity assumptions on $U$ and, in the standard setting, one typically assumes that $U \in C^1_{x,t}$ as already mentioned before, see [27, Theorem 11.1].

In our setting, $U$ may not satisfy such a strong regularity. To overcome this issue, in the inequality (1.3) we replace $U$ by its space regularization $U_\varepsilon$, with $\varepsilon > 0$. However, due to the non-linearity of the Euler equations (E), this replacement inevitably generates some error terms that must be taken under control. At this point, with some careful manipulations, we prove that an exponential integrability assumption only on the symmetric part of the gradient $\nabla^s U$ is enough to guarantee that all the error terms vanish in the limit as $\varepsilon \to 0^+$. It is worth to mention that, to get uniqueness, the hypothesis on the only symmetrical part of the gradient also appears in the compressible context [12]. Let us also mention that adding an external forcing term $F$ does not affect the validity of Theorem 1.5 as well as of Theorem 1.6 below, provided that one assumes the right integrability. See Remark 3.7 for a more extensive discussion.

As a by-product of our approach, we also give a simpler proof of [4, Theorem 2] when the class of measure-valued admissible weak solutions is upgraded to the usual notion of admissible weak solutions as in Definition 1.1. In this case, one does not even need to consider solutions with the spatial integrability $L^{2+\sigma}$ for some $\sigma > 0$, since the standard notion of finite energy solutions is enough.

Theorem 1.6 (Standard weak-strong uniqueness). Let $u_0 \in L^2(\mathbb{R}^d; \mathbb{R}^d)$ be such that $\text{div} \, u_0 = 0$ and let $u, U$ be two admissible weak solutions with initial condition $u_0$. If $\nabla^s U \in L^1([0,T]; L^{\infty}(\mathbb{R}^d; \mathbb{R}^{d \times d})))$,
\textit{then }u = U.\textit{ }

In Theorem \ref{thm:energy-conservation} and Theorem \ref{thm:uniqueness} above we assumed the solution \(U\) to be admissible. In fact, under the respective assumptions on the symmetric part of the gradient of the weak solution, one can prove the conservation of the energy, as stated in the following result.

\textbf{Proposition 1.7 (Energy conservation).} Let \(U \in L^\infty([0, T]; L^2(\mathbb{R}^d; \mathbb{R}^d))\) be a weak solution of (E). If either
\begin{equation}
U \in L^\infty([0, T]; L^{2+\sigma}(\mathbb{R}^d; \mathbb{R}^d)) \text{ for some } \sigma > 0, \nabla^s U \in L^1([0, T]; L^{\exp}(\mathbb{R}^d; \mathbb{R}^{d\times d})), \tag{1.4}
\end{equation}
or
\begin{equation}
U \in L^\infty([0, T]; L^2(\mathbb{R}^d; \mathbb{R}^d)), \nabla^s U \in L^1([0, T]; L^\infty(\mathbb{R}^d; \mathbb{R}^{d\times d})), \tag{1.5}
\end{equation}
then \(U\) preserves the energy.

Since classical, although not present in the literature (at the best of our knowledge), we will omit the proof of Theorem \ref{thm:uniqueness}, as well as of the energy conservation in Proposition \ref{prop:energy-conservation} under the assumptions \ref{thm:energy-conservation}. Anyway, the interested reader can easily reconstruct the proof of these two results by adapting the ones we will give for Theorem \ref{thm:uniqueness} and the energy conservation assuming \ref{thm:energy-conservation} with minor modifications. We also remark that the spatial regularity of the \(\nabla^s U\) in the energy conservation \ref{thm:energy-conservation} is essentially sharp in view of \cite[Theorem 1.11]{7} in which non-conservative solutions \(U \in L^1_t(C^\gamma_x)\) have been constructed.

\subsection{1.4. Leray–Hopf weak solutions of Navier–Stokes equations.}

In the presence of a positive viscosity \(\nu > 0\), the Euler equations (E) generalize to the \textit{incompressible Navier–Stokes equations}
\begin{equation}
\begin{cases}
\partial_t u + \text{div} (u \otimes u) + \nabla p - \nu \Delta u = 0 & \text{in } \mathbb{R}^d \times (0, T), \\
\text{div} u = 0 & \text{in } \mathbb{R}^d \times (0, T), \\
u u(\cdot, 0) = u_0 & \text{in } \mathbb{R}^d. 
\end{cases} \tag{NS}
\end{equation}

As for the Euler equations (E), we are interested in suitably defined weak solutions of the Navier–Stokes system (NS), known as \textit{Leray–Hopf weak solutions}.

\textbf{Definition 1.8 (Leray–Hopf weak solution).} Let \(u_0 \in L^2(\mathbb{R}^d; \mathbb{R}^d)\) be such that \(\text{div } u_0 = 0\) and let \(\nu > 0\). We say that a function \(u \in L^\infty([0, T]; L^2(\mathbb{R}^d; \mathbb{R}^d)) \cap L^2([0, T]; W^{1,2}(\mathbb{R}^d; \mathbb{R}^d))\) is a \textit{Leray–Hopf weak solution} to (NS) with initial datum \(u_0\) if
\begin{align*}
\int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^d} & (u \cdot \partial_t \varphi + u \otimes u : \nabla \varphi - \nu \nabla u : \nabla \varphi) \, dx \, dt \\
& = \int_{\mathbb{R}^d} u(x, \tau_2) \cdot \varphi(x, \tau_2) \, dx - \int_{\mathbb{R}^d} u(x, \tau_1) \cdot \varphi(x, \tau_1) \, dx
\end{align*}
and
\begin{equation}
\int_{\mathbb{R}^d} u(x, \tau) \cdot \nabla q(x) \, dx = 0
\end{equation}
for a.e. \(\tau, \tau_1, \tau_2 \in (0, T)\), including \(\tau_1 = 0\) and with \(\tau_1 < \tau_2\), whenever
\(\varphi \in \text{Lip}(\mathbb{R}^d \times (0, T); \mathbb{R}^d) \cap \text{Lip}((0, T); W^{1,\infty}(\mathbb{R}^d; \mathbb{R}^d) \cap W^{1,2}(\mathbb{R}^d; \mathbb{R}^d))\), \(\text{div } \varphi = 0\),
and \( q \in W^{1,2}(\mathbb{R}^d) \). Moreover, the following energy inequality holds
\[
\frac{1}{2} \int_{\mathbb{R}^d} |u(x, \tau_2)|^2 \, dx + \nu \int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^d} |\nabla u(x, t)|^2 \, dx \, dt \leq \frac{1}{2} \int_{\mathbb{R}^d} |u(x, \tau_1)|^2 \, dx,
\]
for every \( \tau_2 \in (0, T) \) and for a.e. \( \tau_1 < \tau_2 \) including \( \tau_1 = 0 \).

As already observed for Definition 1.1, the regularity of the test functions in Definition 1.8 is not the classical one in which one assumes the test functions \( \varphi \) and \( q \) to be smooth. However, Definition 1.8 can be derived by standard density arguments from the one employing smooth test functions. We refer the reader to [22] for an account on this subject, as well as for a panoramic on the different notions of weak solutions for the Navier–Stokes system (NS).

The existence of Leray–Hopf weak solutions, as well as their regularity properties with respect to the time variable, have been proved in the fundamental works of Leray [17] and Hopf [18] in the physically relevant cases \( d = 2, 3 \). We refer the interested reader to [18, Section 3.1] for the corresponding results in arbitrary dimension.

On the other hand, uniqueness of Leray–Hopf weak solutions remains a formidable open problem. Very recently, non-uniqueness in the presence of an external force has been established in [1].

1.5. Vanishing-viscosity limit of Leray–Hopf weak solutions. To date, in addition to the uniqueness problem, the vanishing-viscosity limit of Leray–Hopf weak solutions represents a question of major importance, that is, whether or not Leray–Hopf weak solutions \( (u^\nu)_{\nu > 0} \) of the Navier–Stokes system (NS) converge to a weak solution of the Euler system (E) in the limit as the viscosity vanishes, \( \nu \to 0^+ \).

The inviscid limit problem for Leray–Hopf weak solutions stands as one of the most challenging open problems in incompressible fluid dynamics. We refer the reader for instance to [11] for a more detailed description of the main difficulties arising in the inviscid limit.

Up to the authors’ knowledge, the best available results on the convergence of the vanishing-viscosity scheme assume additional regularity on the limiting solution of the Euler system, see [15, 19, 20, 23]. Our second main result moves in this direction and represents the \( L^{\infty} \)-counterpart of the inviscid limit proved in [20, Theorem 1.3].

**Theorem 1.9** (Vanishing-viscosity limit). For \( \nu > 0 \), let \( u^\nu \) be a Leray–Hopf weak solution of (NS) and let \( U \in X^\nu \) be an admissible weak solution of (E), both with the same initial condition \( u_0 \in L^2(\mathbb{R}^d; \mathbb{R}^d) \), \( \text{div} \, u_0 = 0 \). Let us assume that, for some \( \sigma > 0 \),
\[
\|\nabla^s U(t)\|_{L^{\infty}(\mathbb{R}^d)} \leq f(t), \quad \text{for some } f \in L^1([0, T]),
\]
\[
\|\nabla^s U(t)\|_{L^2(\mathbb{R}^d)} + \sup_{\nu \in (0, 1)} \sqrt{\nu} \|\nabla u^\nu(t)\|_{L^2(\mathbb{R}^d)} \leq g(t), \quad \text{for some } g \in L^2([0, T]),
\]
\[
\|U(t)\|_{L^{2+\sigma}(\mathbb{R}^d)} + \sup_{\nu \in (0, 1)} \|u^\nu(t)\|_{L^{2+\sigma}(\mathbb{R}^d)} \leq h(t), \quad \text{for some } h \in L^\infty([0, T]),
\]
for a.e. \( t \in [0, T] \). There exist two constants \( \bar{\nu} > 0 \) and \( M > 1 \), depending on \( T \), \( \sigma \) and the functions \( f, g \) and \( h \) above only, with the following property. If \( \nu \in (0, \bar{\nu}) \), then
\[
\sup_{t \in [0,T]} \|u^\nu(t) - U(t)\|_{L^2(\mathbb{R}^d)} \leq M\nu^{\frac{\sigma}{2}}.
\]
In particular, \( u^\nu \to U \) in \( L^\infty([0, T]; L^2(\mathbb{R}^d; \mathbb{R}^d)) \) as \( \nu \to 0^+ \).
1.6. Plan of the paper. The remaining part of our paper is organized as follows.

In Section 2 we recall the basic theory of Orlicz spaces needed to deal with $L^{\exp}$ functions. Building on a basic real-variable estimate Lemma 2.1, we prove a logarithmic interpolation inequality in Proposition 2.2. This is our key tool and it provides an alternative and more elementary route to the aforementioned [20, Theorem 1.1].

In Section 3 we detail the proof of our first main result Theorem 1.5, together with the proof of the energy conservation claimed in Proposition 1.7.

In Section 4 we prove our second main result Theorem 1.9 about the convergence of the vanishing-viscosity limit.

2. Preliminaries

In this section, we recall some definitions and preliminary tools which will be used throughout the paper.

2.1. The space $L^{\exp}$ and a log-interpolation estimate. We define $\psi(s) = e^s - 1$ for all $s \geq 0$ and we denote the corresponding Orlicz space of exponentially integrable functions as

$$L^{\exp}(\mathbb{R}^d) = \left\{ f: \mathbb{R}^d \to \mathbb{R} : \exists \beta > 0 \text{ such that } \int_{\mathbb{R}^d} \psi\left( \frac{|f(x)|}{\beta} \right) dx < +\infty \right\}.$$

In addition, given $f \in L^{\exp}(\mathbb{R}^d)$, we let

$$\|f\|_{L^{\exp}} = \inf \left\{ \beta > 0 : \int_{\mathbb{R}^d} \psi\left( \frac{|f(x)|}{\beta} \right) dx \leq 1 \right\}$$

be the Luxemburg norm associated to $\psi$. Since $\psi$ is a Young function, by the standard theory of Orlicz spaces (see [3, 16, 21] for instance) the set $L^{\exp}(\mathbb{R}^d)$ is a vector space and $(L^{\exp}(\mathbb{R}^d), \| \cdot \|_{L^{\exp}})$ is a Banach space. In addition, the Luxemburg norm satisfies

$$\int_{\mathbb{R}^d} \psi\left( \frac{|f(x)|}{\|f\|_{L^{\exp}}} \right) dx = 1$$

for all $f \in L^{\exp}(\mathbb{R}^d), f \neq 0$.

It is worth noticing that

$$L^{\exp}(\mathbb{R}^d) \subset L^p(\mathbb{R}^d)$$

for all $p \in [1, +\infty)$ with continuous embedding. Indeed, for any $p \in \mathbb{N}$, we can easily estimate

$$\frac{1}{p!} \int_{\mathbb{R}^d} \left( \frac{|f(x)|}{\|f\|_{L^{\exp}}} \right)^p dx \leq \int_{\mathbb{R}^d} \psi\left( \frac{|f(x)|}{\|f\|_{L^{\exp}}} \right) dx = 1,$$

whenever $f \in L^{\exp}(\mathbb{R}^d), f \neq 0$, so that

$$\|f\|_{L^p} \leq (p!)^{\frac{1}{p}} \|f\|_{L^{\exp}}.$$  

The John-Nirenberg inequality implies that $\operatorname{BMO}(\mathbb{R}^d) \subset L^{\exp}_{\text{loc}}(\mathbb{R}^d)$ and moreover, by playing with the function $x \mapsto \log |x|$ (with an appropriate cut-off at infinity), it is also easily seen that $L^{\exp}(\mathbb{R}^d) \not\subset L^\infty(\mathbb{R}^d)$ and $\operatorname{BMO}(\mathbb{R}^d) \not\subset L^{\exp}_{\text{loc}}(\mathbb{R}^d)$.

The following result is a particular instance of the well-known Legendre–Fenchel transformation, see [21, Chapter 1, Theorem 3] for example. For the reader’s convenience, we provide a simple proof of it.
Lemma 2.1 (Duality estimate). If \( s, t \geq 0 \), then
\[
st \leq (e^s - 1) + t \log(t + 1). \tag{2.4}
\]

Proof. It is enough to prove that, for any fixed \( t_0 \geq 0 \), the function
\[
g_{t_0}(s) = e^s - 1 + t_0 \log(t_0 + 1) - st, \quad s \geq 0,
\]
satisfies \( g_{t_0}(s) \geq 0 \) for all \( s \geq 0 \). Since \( g_{t_0}''(s) = e^s > 0 \), the function \( g_{t_0} \) is strictly convex and it thus has a unique global minimum in \([0, +\infty)\). If \( t_0 \leq 1 \), then \( g_{t_0}'(s) = e^s - t_0 \geq 0 \) and so \( g_{t_0} \) achieves its minimum at \( s = 0 \), whence \( g_{t_0}(0) = t_0 \log(1 + t_0) \geq 0 \). If \( t_0 > 1 \), then \( g_{t_0} \) achieves its minimum at some \( s_{\min} \in (0, +\infty) \) such that \( e^{s_{\min}} = t_0 \). Therefore
\[
g_{t_0}(s_{\min}) = t_0 - 1 + t_0 \log \left( 1 + \frac{1}{t_0} \right) \geq 0
\]
and the conclusion follows. \( \square \)

The simple estimate proved in Lemma 2.1 above implies that the space \( L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \) is contained in the dual space of \( L^\exp(\mathbb{R}^d) \). More precisely, we have the following result, which reproduces [20] Theorem 1.1 via a much simpler and more elementary approach.

Proposition 2.2 (log-interpolation estimate). There exists a constant \( C > 0 \) with the following property. If \( f \in L^\exp(\mathbb{R}^d) \) and \( g \in L^1(\mathbb{R}^d) \cap L^\infty(\mathbb{R}^d) \), then
\[
\int_{\mathbb{R}^d} |f(x) g(x)| \, dx \leq C \|f\|_{L^\exp} \|g\|_{L^1} \left[ \log \left( 1 + \|g\|_{L^\infty} \right) + \|g\|_{L^1} + 1 \right]. \tag{2.5}
\]

Proof. Without loss of generality, we can assume that both \( f \) and \( g \) do not vanish identically. Letting \( \lambda > 0 \), by (2.4), in combination with (2.1) and (2.2), we can estimate
\[
\int_{\mathbb{R}^d} |f(x) g(x)| \, dx = \lambda \|f\|_{L^\exp} \int_{\mathbb{R}^d} \left| \frac{f(x)}{\|f\|_{L^\exp}} \frac{g(x)}{\lambda} \right| \, dx
\]
\[
\leq \lambda \|f\|_{L^\exp} \left[ \int_{\mathbb{R}^d} \left| e^{\|f(x)\|/\|f\|_{L^\exp}} - 1 \right| \, dx + \int_{\mathbb{R}^d} \left| \frac{g(x)}{\lambda} \right| \log \left( \frac{|g(x)|}{\lambda} + 1 \right) \, dx \right]
\]
\[
= \lambda \|f\|_{L^\exp} \left[ 1 + \int_{\mathbb{R}^d} \left| \frac{g(x)}{\lambda} \right| \log \left( \frac{|g(x)|}{\lambda} + 1 \right) \, dx \right].
\]
Since clearly
\[
\int_{\mathbb{R}^d} \left| \frac{g(x)}{\lambda} \right| \log \left( \frac{|g(x)|}{\lambda} + 1 \right) \, dx = \left[ \int_{|g(x)| \leq \lambda} + \int_{|g(x)| > \lambda} \right] \left| \frac{g(x)}{\lambda} \right| \log \left( \frac{|g(x)|}{\lambda} + 1 \right) \, dx
\]
\[
\leq \frac{\|g\|_{L^1}}{\lambda} \log 2 + \int_{|g(x)| > \lambda} \left| \frac{g(x)}{\lambda} \right| \log \left( \frac{|g(x)|}{\lambda} + 1 \right) \, dx
\]
and
\[
\log \left( \frac{|g(x)|}{\lambda} + 1 \right) = \log(|g(x)| + \lambda) - \log \lambda \leq \log(1 + 2\|g\|_{L^\infty}) + |\log \lambda|
\]
whenever \( |g(x)| > \lambda \), we get that
\[
\int_{\mathbb{R}^d} |f(x) g(x)| \, dx \leq \lambda \|f\|_{L^\exp} \left[ 1 + \frac{\|g\|_{L^1}}{\lambda} \left( \log 2 + \log(1 + 2\|g\|_{L^\infty}) + |\log \lambda| \right) \right].
\]
Choosing \( \lambda = \|g\|_{L^1} \), the conclusion readily follows. \( \square \)
3. Proof of Theorem 1.5

In this section, we prove Theorem 1.5. To this aim, we need some preliminary results. We begin with the following simple differential identity involving the symmetric gradient of a function. Here and in the following, we let \( p' \) be the conjugate exponent of \( p \in [1, +\infty] \), so that \( \frac{1}{p} + \frac{1}{p'} = 1 \). In addition, we adopt Einstein’s convention on summing repeated indices.

**Lemma 3.1 (Differential identity).** Let \( \sigma > 0 \). If \( U \in L^{2+\sigma}(\mathbb{R}^d; \mathbb{R}^d) \) is such that \( \nabla^s U \in L^{(1+\frac{2}{\sigma})'}(\mathbb{R}^d; \mathbb{R}^{d \times d}) \), \( \text{div } U = 0 \), then
\[
\partial_i(U^iU^j) + \partial_j \left( \frac{U^iU^j}{2} \right) = 2U^i(\nabla^s U)^{ij} \tag{3.1}
\]
for every \( j = 1, \ldots, d \) in the sense of distributions.

**Proof.** Let \( \delta > 0 \) and let \( U_\delta \) be the mollification of \( U \). Since \( U_\delta \) is smooth and \( \text{div } U_\delta = 0 \), we can compute
\[
\partial_i(U^i_\delta U^j_\delta) + \partial_j \left( \frac{U^i_\delta U^j_\delta}{2} \right) = U^i_\delta \partial_i U^j_\delta + U^j_\delta \partial_j U^i_\delta = 2U^i_\delta(\nabla^s U_\delta)^{ij} \tag{3.2}
\]
proving the (pointwise) validity of (3.1) for \( U_\delta \). Now, by multiplying (3.2) above by a test function \( \varphi \in C^\infty_c(\mathbb{R}^d) \) and integrating by parts in the left hand side, we get
\[
- \int_{\mathbb{R}^d} \left( U^i_\delta U^j_\delta \partial_i \varphi + \frac{U^i_\delta U^j_\delta}{2} \partial_j \varphi \right) dx = 2 \int_{\mathbb{R}^d} U^i_\delta(\nabla^s U_\delta)^{ij} \varphi dx.
\]
Letting \( \delta \to 0^+ \) and observing that \( U_\delta \to U \) in \( L^{2+\sigma}(\mathbb{R}^d; \mathbb{R}^d) \), \( \nabla^s U_\delta \to \nabla^s U \) in \( L^{(1+\frac{2}{\sigma})'}(\mathbb{R}^d; \mathbb{R}^{d \times d}) \), we easily conclude that
\[
- \int_{\mathbb{R}^d} \left( U^iU^j \partial_i \varphi + \frac{U^iU^j}{2} \partial_j \varphi \right) dx = 2 \int_{\mathbb{R}^d} U^i(\nabla^s U)^{ij} \varphi dx \tag{3.3}
\]
and the proof is complete. \( \square \)

As we already pointed out, the key step towards the proof of Theorem 1.5 is to establish inequality (1.3). However, it is useful to prove an energy conservation result for the solution \( U \) which is apparently transversal to the usual Onsager’s condition \( L^3(B^{1/3}_{3,\infty}) \) from [6].

**Remark 3.2.** The fact that \( U \) conserves the energy plays a crucial role to conclude the proof of Theorem 1.5. Indeed, after deducing that \( E_{\text{rel}} \equiv 0 \) in some small time interval \((0, \delta)\), one needs to iterate the procedure in the interval \((\delta, 2\delta)\) and more generally in every \((i\delta, (i+1)\delta)\) for \( i = 1, \ldots, N \), up to covering the whole interval \((0, T)\). To fix the ideas, we focus on the first step in passing from \((0, \delta)\) to \((\delta, 2\delta)\). In order to make the iteration possible, one has to check that \( u \) is also an admissible weak solution in the interval \((\delta, 2\delta)\) which is not true for a general admissible weak solution in \((0, 2\delta)\). In our case, this holds since in the previous step we have shown that \( u \equiv U \) in \((0, \delta)\). Thus, if \( U \) conserves the
energy, then \( u \) does too. In particular, the admissibility of \( u \) in the interval \((0, T)\) transfers to the admissibility in \((\delta, 2\delta)\).

**Proposition 3.3** (Energy conservation). Let \( \sigma > 0 \) and let

\[
U \in L^\infty([0, T]; L^2 \cap L^{2+\sigma}(\mathbb{R}^d; \mathbb{R}^d))
\]

be a weak solution of \((E)\). If

\[
\nabla^s U \in L^1([0, T]; L^{1+\frac{s}{2}}(\mathbb{R}^d; \mathbb{R}^{d \times d})),
\]

then

\[
\int_{\mathbb{R}^d} |U(x, \tau)|^2 \, dx = \int_{\mathbb{R}^d} |U(x, 0)|^2 \, dx
\]

for all \( \tau > 0 \).

**Proof.** Let \( \varepsilon > 0 \) and let \( U_\varepsilon \) be the space mollification of \( U \). We clearly have that

\[
U_\varepsilon \in \text{Lip}([0, T] \times \mathbb{R}^d; \mathbb{R}^d) \cap \text{Lip}([0, T]; L^2(\mathbb{R}^d; \mathbb{R}^d) \cap W^{1,\infty}(\mathbb{R}^d; \mathbb{R}^d)).
\]

Indeed, it is easy to check that

\[
x \mapsto U_\varepsilon(x, t) \in C^1(\mathbb{R}^d; \mathbb{R}^d) \cap L^2(\mathbb{R}^d; \mathbb{R}^d) \cap W^{1,\infty}(\mathbb{R}^d; \mathbb{R}^d)
\]

for every \( t \in (0, T) \), so that the Lipschitz regularity with respect to the time variable can be recovered from the equation

\[
\partial_t U_\varepsilon = - \text{div} (U \otimes U)_\varepsilon - \nabla P_\varepsilon,
\]

where \( P_\varepsilon \) is the corresponding regularized scalar pressure. Now, by mollifying the momentum equation in the first line of the system \((E)\) and by multiplying by \( U_\varepsilon \), we readily obtain the well-known local energy balance

\[
\partial_t \left( \frac{|U_\varepsilon|^2}{2} \right) + \text{div} \left( \left( \frac{|U_\varepsilon|^2}{2} + P_\varepsilon \right) U_\varepsilon \right) = \text{div} \left( R^U_\varepsilon U_\varepsilon \right) - R^U_\varepsilon : \nabla U_\varepsilon,
\]

where

\[
R^U_\varepsilon = U_\varepsilon \otimes U_\varepsilon - (U \otimes U)_\varepsilon
\]

stands for the usual commutator. Note that the above computations make sense in virtue of the regularity of \( U_\varepsilon \). By integrating in space and time, we obtain that \( U_\varepsilon \) obeys the energy balance

\[
E_{U_\varepsilon}(\tau) - E_{U_\varepsilon}(0) = - \int_0^\tau \int_{\mathbb{R}^d} R^U_\varepsilon : \nabla U_\varepsilon \, dx \, dt = - \int_0^\tau \int_{\mathbb{R}^d} R^U_\varepsilon : \nabla^s U_\varepsilon \, dx \, dt,
\]

where in the last equality we exploited the fact that \( R^U_\varepsilon \) is a symmetric matrix. As a consequence, we get that

\[
|E_{U_\varepsilon}(\tau) - E_{U_\varepsilon}(0)| \leq \int_0^\tau \int_{\mathbb{R}^d} |R^U_\varepsilon| \, |\nabla^s U_\varepsilon| \, dx \, dt,
\]

where we set \( E_U(\tau) = \frac{1}{2} \int_{\mathbb{R}^d} |U(\tau)|^2 \, dx \) for all \( \tau > 0 \). Now, since \( U(\cdot, \tau) \in L^2_\varepsilon \) for every \( \tau > 0 \), the left-hand side of \((3.6)\) converges to \( |E_U(\tau) - E_U(0)| \) as \( \varepsilon \to 0^+ \). Thus, we just have to prove that the right-hand side of \((3.6)\) vanishes as \( \varepsilon \to 0^+ \). To this aim, notice that we can estimate

\[
\int_{\mathbb{R}^d} |R^U_\varepsilon(t)| \, |\nabla^s U_\varepsilon(t)| \, dx \leq \|R^U_\varepsilon(t)\|_{L^1_\varepsilon^{1+\frac{s}{2}}} \|\nabla^s U_\varepsilon(t)\|_{L^1_\varepsilon^{1+\frac{s}{2}}}.
\]

\[
\leq 2 \|U(t)\|_{L^2_\varepsilon^{2+\sigma}}^2 \|\nabla^s U(t)\|_{L^1_\varepsilon^{1+\frac{s}{2}}} \in L^1([0, \tau])
\]
for all $t \in (0, \tau)$. In addition, recalling that
\[ U(\cdot, t) \in L^{2+\sigma}_x, \quad (U \otimes U)(\cdot, t) \in L^{1+\frac{2}{\sigma}}_x, \]
for $t \in [0, T]$, we can further estimate
\[ \|R_\varepsilon^U(t)\|_{L^{1+\frac{2}{\sigma}}_x} \leq \|(U \otimes U)_\varepsilon(t) - (U \otimes U)(t)\|_{L^{2+\sigma}_x} + 2\|U\|_{L^\infty(L^{2+\sigma}_x)} \|U(t) - U_\varepsilon(t)\|_{L^{2+\sigma}_x} \]
for $t \in [0, T]$. Since the right-hand side of the above inequality goes to 0 as $\varepsilon \to 0^+$ for a.e. $t \in (0, \tau)$, by the Dominated Convergence Theorem we conclude that the right-hand side in (3.6) vanishes as $\varepsilon \to 0$. The proof is complete. \hfill $\Box$

**Remark 3.4** (Solutions of Proposition 3.3 are in $C([0, T]; L^2)$). Under the assumptions of Proposition 3.3, we infer that $U \in C([0, T]; L^2(\mathbb{R}^d; \mathbb{R}^d))$. Indeed, the map $t \to U(t)$ is weakly continuous in $L^2$ and, in virtue of Proposition 1.5, inequality (1.3) holds for every $\tau \in [0, T]$.

**Proposition 3.5** (Key estimate on the relative energy). Under the assumptions of Theorem 1.3, inequality (1.3) holds for every $\tau \in [0, T]$.

**Proof.** As already discussed above, we would like to use (a regularization of) the solution $U$ as a test function in the weak formulation of $u$. To this aim, let $\varepsilon > 0$ and let $U_\varepsilon$ be the space mollification of $U$. As already remarked in the proof of Proposition 3.3, we know that
\[ U_\varepsilon \in \text{Lip}([0, T] \times \mathbb{R}^d; \mathbb{R}^d) \cap \text{Lip}([0, T]; L^2(\mathbb{R}^d; \mathbb{R}^d) \cap W^{1,\infty}(\mathbb{R}^d; \mathbb{R}^d)). \]
For any $\varepsilon > 0$, we let
\[ E_{\text{rel}}^\varepsilon(\tau) = \frac{1}{2} \int_{\mathbb{R}^d} |u(x, \tau) - U_\varepsilon(x, \tau)|^2 \, dx \]
and we notice that
\[ E_{\text{rel}}^\varepsilon(\tau) = \frac{1}{2} \int_{\mathbb{R}^d} |u(x, \tau)|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^d} |U_\varepsilon(x, \tau)|^2 \, dx - \int_{\mathbb{R}^d} u(\tau) \cdot U_\varepsilon(\tau) \, dx. \tag{3.7} \]
for all $\tau \in [0, T]$. We now introduce the usual commutator
\[ R_\varepsilon^U = U_\varepsilon \cap U_\varepsilon - (U \otimes U)_\varepsilon. \]
As observed in the proof of Proposition 3.3, $U_\varepsilon$ satisfies the energy balance (3.5), where now $U_\varepsilon(0) = (u_0)_\varepsilon$. Since $u$ is an admissible weak solution according to Definition 1.3 by combining (3.7) and (3.5), we can estimate
\[
E_{\text{rel}}^\varepsilon(\tau) \leq \frac{1}{2} \int_{\mathbb{R}^d} |u_0|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^d} |(u_0)_\varepsilon|^2 \, dx - \int_0^\tau \int_{\mathbb{R}^d} R_\varepsilon^U \cdot \nabla^s U_\varepsilon \, dx \, dt - \int_0^\tau \int_{\mathbb{R}^d} u(\tau) \cdot U_\varepsilon(\tau) \, dx \\
= \frac{1}{2} \int_{\mathbb{R}^d} |u_0 - (u_0)_\varepsilon|^2 \, dx - \int_0^\tau \int_{\mathbb{R}^d} R_\varepsilon^U \cdot \nabla^s U_\varepsilon \, dx \, dt + \int_{\mathbb{R}^d} u_0 \cdot (u_0)_\varepsilon \, dx \\
- \int_{\mathbb{R}^d} u(\tau) \cdot U_\varepsilon(\tau) \, dx \\
= \frac{1}{2} \int_{\mathbb{R}^d} |u_0 - (u_0)_\varepsilon|^2 \, dx - \int_0^\tau \int_{\mathbb{R}^d} R_\varepsilon^U \cdot \nabla^s U_\varepsilon \, dx \, dt \\
- \int_0^\tau \int_{\mathbb{R}^d} (\partial_t U_\varepsilon \cdot u + u \otimes u : \nabla U_\varepsilon) \, dx \, dt.
\]
We now deal with each limit separately, the most delicate one being (3.10).

\[ \nabla \]

that

\[ U \]

Combining the above limits, we infer that

\[ \text{where, as usual,} \ P_\varepsilon \text{ stands for the corresponding convoluted scalar pressure. By combining} \]

\[ \text{the above estimates, we conclude that} \]

\[ E^*_{\text{rel}}(\tau) \leq \frac{1}{2} \int_{\mathbb{R}^d} |u_0 - (u_0)_\varepsilon|^2 \, dx - \int_{\mathbb{R}^d} R^U_\varepsilon : \nabla^* U_\varepsilon \, dx \, dt \]

\[ \text{Now we need to justify how to pass to the limit as} \ \varepsilon \to 0^+. \text{Since} \ u_0, U(\cdot, \tau) \in L^2_x, \text{we clearly have that} \]

\[ \lim_{\varepsilon \to 0^+} E^*_{\text{rel}}(\tau) = E_{\text{rel}}(\tau), \quad \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^d} |u_0 - (u_0)_\varepsilon|^2 \, dx = 0. \]

Since \( \nabla^* U(\cdot, t) \in L^2_{x}^{\text{exp}} \), thanks to (2.3) we surely have that \( \nabla^* U(\cdot, t) \in L^{1+\frac{d}{2}}_x \), so that

\[ \| \nabla^* U_\varepsilon(t) \|_{L^{1+\frac{d}{2}}_x} \leq \| \nabla^* U(t) \|_{L^{1+\frac{d}{2}}_x} \leq C(\sigma) \| \nabla^* U(t) \|_{L^2_{x}^{\text{exp}}} \leq L^1([0, T]) . \]

Thus, as already shown in the proof of Proposition 3.3, we know that

\[ \lim_{\varepsilon \to 0^+} \int_{0}^{\tau} \int_{\mathbb{R}^d} R^U_\varepsilon : \nabla^* U_\varepsilon \, dx \, dt = 0. \]

At this point, to conclude the proof, we are only left to show that

\[ \lim_{\varepsilon \to 0^+} \int_{0}^{\tau} \int_{\mathbb{R}^d} \nabla^* U_\varepsilon : (U_\varepsilon - u) \otimes (u - U_\varepsilon) \, dx \, dt = \int_{0}^{\tau} \int_{\mathbb{R}^d} \nabla^* U : (U - u) \otimes (u - U) \, dx \, dt \]

(3.9) and

\[ \lim_{\varepsilon \to 0^+} \int_{0}^{\tau} \int_{\mathbb{R}^d} u \cdot \text{div } R^U_\varepsilon \, dx \, dt = 0. \]

(3.10)

We now deal with each limit separately, the most delicate one being (3.10).

**Proof of (3.10).** As remarked above, we have that \( \nabla^* U \in L^1_t \left( L^{1+\frac{d}{2}}_x \right) \), so that \( \nabla^* U_\varepsilon(\cdot, t) \to \nabla^* U(\cdot, t) \) in \( L^{1+\frac{d}{2}}_x \) as \( \varepsilon \to 0^+ \). Moreover, since \( U(\cdot, t) \in L^{2+\sigma}_x \), we know that \( U_\varepsilon(\cdot, t) \to U(\cdot, t) \) in \( L^{2+\sigma}_x \). Hence, we have that

\[ (U_\varepsilon - u) \otimes (u - U_\varepsilon)(\cdot, t) \to (U - u) \otimes (u - U)(\cdot, t) \in L^{1+\frac{d}{2}}_x . \]

Combining the above limits, we infer that

\[ \nabla^* U_\varepsilon : (U_\varepsilon - u) \otimes (u - U_\varepsilon)(\cdot, t) \to \nabla^* U : (U - u) \otimes (u - U)(\cdot, t) \in L^1_x . \]

In addition, by Hölder’s inequality, for every \( \varepsilon > 0 \) we have that

\[ \| \nabla^* U_\varepsilon : (U_\varepsilon - u) \otimes (u - U_\varepsilon)(t) \|_{L^1_x} \leq \| \nabla^* U_\varepsilon(t) \|_{L^{1+\frac{d}{2}}_x} \| (u - U_\varepsilon)(t) \|_{L^{2+\sigma}_x}^2 \]
\[ \leq C(\sigma) \| \nabla^s U(t) \|_{L^{\infty}} \| u \|_{L^2}^2 \| U \|_{L^{\infty}(L^{2+\sigma})} \in L^1([0, T]). \]

By combining all the bounds given above, we get (3.9) by the Dominated Convergence Theorem.

**Proof of (3.10).** Fix \( t \in (0, \tau) \). Since \( x \mapsto U_\varepsilon(x, t) \) is smooth enough and \( \text{div} \ U = 0 \), we can write

\[
\int_{\mathbb{R}^d} \text{div} R_\varepsilon^U \cdot u \, dx = \int_{\mathbb{R}^d} \left( U_\varepsilon \partial_i U_\varepsilon^j - \partial_i (U_i^j U^j \varepsilon) \right) u^j \, dx \\
= \int_{\mathbb{R}^d} \left( U_\varepsilon^j (\partial_i U_\varepsilon^j + \partial_j U_\varepsilon^i) - \partial_i (U_i^j U^j \varepsilon) - \partial_j \left( \frac{U_i^j U^j}{2} \varepsilon \right) \right) u^j \, dx \\
= \int_{\mathbb{R}^d} \left( 2 U_\varepsilon^j (\nabla^s U_\varepsilon^j) - \partial_i (U_i^j U^j \varepsilon) - \partial_j \left( \frac{U_i^j U^j}{2} \varepsilon \right) \right) u^j \, dx \\
= 2 \int_{\mathbb{R}^d} \left( U_\varepsilon^j (\nabla^s U_\varepsilon^j) - (U_i^j (\nabla^s U)^j) \varepsilon \right) u^j \, dx,
\]

where in the last equality we exploited Lemma 3.3. In addition, since \( U_\varepsilon(\cdot, t) \to U(\cdot, t) \) in \( L^{2+\sigma} \) and \( \nabla^s U_\varepsilon(\cdot, t) \to \nabla^s U(\cdot, t) \) in \( L^{2+\sigma} \), we get that

\[ (U_\varepsilon \cdot \nabla^s U_\varepsilon)(\cdot, t) - (U \cdot \nabla^s U)(\cdot, t) \to 0 \text{ in } L^{(2+\sigma)'} \]

All in all, since \( u \in L^{2+\sigma}_x \), in virtue of (3.11) we infer that

\[ \lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^d} u \cdot \text{div} R_\varepsilon^U \, dx = 0 \]

for a.e. \( t \in (0, \tau) \). To conclude, we notice that, for \( \varepsilon > 0 \) and \( t \in (0, \tau) \), we can use (3.11) to estimate

\[ \left| \int_{\mathbb{R}^d} u(t) \cdot \text{div} R^U(t) \, dx \right| \leq \| u(t) \|_{L^{2+\sigma}} \| U(t) \|_{L^{2+\sigma}} \| \nabla^s U(t) \|_{L^{(1+\sigma)'/2}'} \]

\[ \leq C(\sigma) \| u \|_{L^{\infty}(L^{2+\sigma})} \| U \|_{L^{\infty}(L^{2+\sigma})} \| \nabla^s U(t) \|_{L^{\infty}} \in L^1([0, T]). \]

We thus get (3.9) by the Dominated Convergence Theorem and the proof is complete. □

**Remark 3.6 (Uniform bound on relative energy for small times).** As a by-product of Proposition 3.3, we can obtain a uniform bound on the relative energy for small times, which will be crucial in the proof of Theorem 1.5. Precisely, under the assumptions of Theorem 1.5 from inequality (1.3) we get that

\[ E_{\text{rel}}(\tau) \leq \int_0^\tau \| \nabla^s U(t) \|_{L^{(1+\sigma/2)'/2}} \| U(t) - u(t) \|_{L^{2+\sigma}}^2 \, dt \]

for any \( \tau > 0 \). Consequently, for any given \( \eta > 0 \) we can find a time \( t_\eta \in (0, T] \), depending on \( \eta \) only, such that

\[ \sup_{\tau \in [0, t_\eta]} E_{\text{rel}}(\tau) \leq \eta. \quad (3.12) \]

We are now ready to prove Theorem 1.5 by combining Proposition 3.3 together with some basic integral inequality arguments. Our strategy is very similar to that of [20], although some adaptions are needed in order to deal with our weaker integrability assumption \( \nabla^s U \in L^{\infty}_y \) and the weak-strong uniqueness result.
Proof of Theorem 1.5. We divide the proof in three steps.

Step 1: integral inequality for the relative energy. By Proposition 2.2, for every \( \tau \in (0,T) \) we have that

\[
E_{\text{rel}}(\tau) \leq \int_0^\tau \int_{\mathbb{R}^d} \nabla^s U : (U - u) \otimes (u - U) \, dx \, dt.
\]

Let us set

\[
\alpha(x,t) = |U(x,t) - u(x,t)|^2, \quad (t,x) \in [0,T] \times \mathbb{R}^d
\]

and, for any given \( m > 0 \),

\[
\alpha_m^+ = \alpha \mathbf{1}_{\{\alpha > m\}}, \quad \alpha_m^- = \alpha \mathbf{1}_{\{\alpha \leq m\}}.
\]

By Proposition 2.2, we can exploit (3.13) to estimate

\[
\|\alpha(\tau)\|_{L^1} \leq 2 \int_0^\tau \int_{\mathbb{R}^d} \alpha |\nabla^s U| \, dx \, dt
\]

\[
= 2 \int_0^\tau \int_{\mathbb{R}^d} \alpha_m^- |\nabla^s U| \, dx \, dt + 2 \int_0^\tau \int_{\mathbb{R}^d} \alpha_m^+ |\nabla^s U| \, dx \, dt
\]

\[
\leq C \int_0^\tau \|\nabla^s U(t)\|_{L_x^{\infty}} \|\alpha_m^-(t)\|_{L^1} \left( \log \|\alpha_m^-(t)\|_{L^1} + \log \left( \|\alpha_m^-(t)\|_{L^1} + 1 \right) \right) \, dt
\]

\[
+ 2 \int_0^\tau \int_{\mathbb{R}^d} \alpha_m^+ |\nabla^s U| \, dx \, dt
\]

(3.15)

for all \( \tau \in (0,T) \). Recalling the definition in (3.14), we have that

\[
\|\alpha_m^-(t)\|_{L^\infty_x} \leq m
\]

for all \( t \in [0,T] \). Therefore, observing that the function \( r \mapsto r (|\log r| + \log(m + 1) + 1) \) is non-decreasing for all \( r \geq 0 \) whenever \( m > 0 \), we can estimate

\[
\|\alpha_m^-(t)\|_{L^1} \left( \log \|\alpha_m^-(t)\|_{L^1} + \log \left( \|\alpha_m^-(t)\|_{L^1} + 1 \right) \right)
\]

\[
\leq \|\alpha_m^-(t)\|_{L^1} \left( \log \|\alpha_m^-(t)\|_{L^1} + \log(m + 1) + 1 \right)
\]

(3.16)

\[
\leq \|\alpha(t)\|_{L^1} \left( \log \|\alpha(t)\|_{L^1} + \log(m + 1) + 1 \right)
\]

for all \( t \in [0,T] \). On the other side, since \( \nabla^s U(\cdot,t) \in L_x^{\infty} \), by (2.3) we surely have \( \nabla^s U(\cdot,t) \in L_x^{(1+\sigma/d)} \). Moreover, since \( u, U \in X_{u_0} \), we have

\[
\alpha \in L^\infty([0,T];L^1(\mathbb{R}^d)) \cap L^\infty([0,T];L^{1+\frac{\sigma}{d}}(\mathbb{R}^d)),
\]

so that

\[
\alpha \in L^\infty([0,T];L^{1+\frac{\sigma}{d}}(\mathbb{R}^d))
\]

(3.17)
by interpolation. Therefore, recalling the definition of $\alpha_m^+$ in (3.14), we can estimate
\[
\int_{\mathbb{R}^d} \alpha_m^+(t,x) \left| \nabla^s U(t,x) \right| \, dx \leq \|\alpha_m^+(t)\|_{L^1} \left\| \nabla^s U(t) \right\|_{L^1}^\frac{1}{2} \\
\leq C(\sigma) \left\{ \left( \|\alpha(t)\|_{L^1} \right) \right\} \left( 1+\frac{2}{s} \right) \left\| \nabla^s U(t) \right\|_{L^1}^\frac{1}{2} \\
\leq C(\sigma) m^{-\frac{2}{s}} \left( 1+\frac{2}{s} \right) \left\| \nabla^s U(t) \right\|_{L^1}^\frac{1}{2} \tag{3.18}
\]
for all $t \in (0,T)$. All in all, by putting (3.16) and (3.18) into (3.15), we get that
\[
\|\alpha(\tau)\|_{L^2} \leq C \int_0^\tau \left\| \nabla^s U(t) \right\|_{L^1} \left( \left\| \alpha(t)\|_{L^1} \right\| + \log(1+m) + 1 \right) \, dt \tag{3.19}
\]
\[
+ C(\sigma) m^{-\frac{2}{s}} \int_0^\tau \left\| \nabla^s U(t) \right\|_{L^1} \left( 1+\frac{2}{s} \right) \, dt \\
\leq m^{-\frac{2}{s}} \int_0^\tau f(t) \, dt + \int_0^\tau \left| \alpha(t)\|_{L^1} \left( \left\| \alpha(t)\|_{L^1} \right\| + \log(1+m) + 1 \right) \, dt \tag{3.20}
\]
for all $\tau \in [0,T]$, where we denoted
\[
f(t) = \left\| \nabla^s U(t) \right\|_{L^1} \left( C + C(\sigma) \left\| \alpha(t)\|_{L^1} \right\| \right) \in L^1([0,T]).
\]

**Step 2: Grönwall’s inequality.** Letting
\[
y(\tau) = \|\alpha(\tau)\|_{L^1}, \quad C_T = \int_0^\tau f(t) \, dt, \quad \theta = \frac{\sigma}{4+\sigma}, \quad C_m = (1+m)e,
\]
we can equivalently rewrite inequality (3.20) as
\[
y(\tau) \leq \frac{C_T}{m^\theta} + \int_0^\tau f(t) y(t) \left( \left\| \alpha(t)\|_{L^1} \right\| + \log C_m \right) \, dt \tag{3.21}
\]
for all $\tau \in [0,T]$. Now define $\tilde{y}_m(\tau) = y(\tau) + \frac{1}{m}$. In view of Remark 3.6 we can pick a time $t_0 > 0$ such that $y(\tau) \leq \frac{1}{2}$ for every $\tau \in [0,t_0]$. In particular, for $m > 2$ we get
\[
\frac{1}{m} \leq \tilde{y}_m(\tau) \leq 1 \quad \text{for all } \tau \in [0,t_0]. \tag{3.22}
\]
Possibly choosing $t_0 > 0$ even smaller, we can also assume that
\[
\int_0^{t_0} f(t) \, dt < \frac{\theta}{4}. \tag{3.23}
\]
We remark that the choice of $t_0$ realizing (3.22) and (3.23) does not depend on $m$. Since the function $y \rightarrow y \left( \left\| \alpha(t)\|_{L^1} \right\| + \log C_m \right)$ is increasing for each $m > 0$, possibly enlarging the constant $C_T$ from line to line in what follows, from (3.21) and (3.22) we obtain
\[
\tilde{y}_m(\tau) \leq \frac{1}{m} + \frac{C_T}{m^\theta} + \int_0^\tau f(t) \tilde{y}_m(t) \left( \left\| \alpha(t)\|_{L^1} \right\| + \log C_m \right) \, dt \leq C_T \frac{e^{\theta \int_0^\tau f(t) \, dt}}{m^\theta} \tag{3.24}
\]
for all $\tau \in [0,t_0]$. By Grönwall’s inequality, we thus deduce that
\[
\tilde{y}_m(\tau) \leq C_T \frac{e^{\theta \int_0^\tau f(t) \, dt}}{m^\theta} \leq C_T \frac{m^{-\theta+2} \int_0^\tau f(t) \, dt \leq C_T \frac{m^{-\theta+2}}{m^\theta}}{m^\theta} \leq C_T m^{-\frac{\theta}{2}}
\]
for all $\tau \in [0, t_0]$, in virtue of (3.23). Therefore, recalling that $y = \tilde{y}_m - \frac{1}{m}$ and letting $m \to +\infty$, we conclude that

$$y(\tau) = 0 \quad \text{for all} \quad \tau \in [0, t_0].$$

**Step 3: iteration argument.** Let $t_0 \in (0, T)$ be the time fixed at the end of the previous step. Note that $t_0$ uniquely depends on $\sigma$ and on suitable integral norms of $u, U$ and $\nabla U$. In order to iterate the argument of Step 2 in the time interval $(t_0, 2t_0)$, we need to check that $u$ is still an admissible weak solution in this interval. In virtue of (3.24), we know that $u \equiv U$ in $(0, t_0)$. Therefore, since $U$ is energy conservative by Proposition 3.3 and since $u$ is admissible in the whole time interval $(0, T)$, we can infer that

$$\int_{\mathbb{R}^d} |u(t, x)|^2 \, dt \leq \int_{\mathbb{R}^d} |u_0(x)|^2 \, dt = \int_{\mathbb{R}^d} |U(0, x)|^2 \, dt = \int_{\mathbb{R}^d} |U(t_0, x)|^2 \, dt = \int_{\mathbb{R}^d} |u(t_0, x)|^2 \, dt$$

for all $t \in [0, T]$. Thus $u$ is admissible in $(t_0, 2t_0)$, so the argument of Step 2 used to prove (3.24) can be iterated in subsequent intervals of (at most) size $t_0$. This iteration eventually leads to $E_{rel} \equiv 0$ in $(0, T)$, concluding the proof.

**Remark 3.7 (Adding an external force).** Let us discuss how it is possible to add an external force $F$ to our analysis. Assume that the right-hand side of the first equation in (1.2) is equal to $F \in L^1([0, T]; L^2(\mathbb{R}^d))$. In this case, note that the notion of admissibility from Definition 3.3 has to be replaced with

$$\frac{1}{2} \|u(t)\|^2_{L^2(\mathbb{R}^d)} \leq \frac{1}{2} \|u_0\|^2_{L^2(\mathbb{R}^d)} + \int_0^t \int_{\mathbb{R}^d} F \cdot u \, dx \, ds$$

for $t \in [0, T]$. Moreover, the energy balance (3.5) for $U_\varepsilon$ becomes

$$E_{U_\varepsilon}(\tau) - E_{U_\varepsilon}(0) = - \int_0^\tau \int_{\mathbb{R}^d} R_\varepsilon \cdot \nabla U_\varepsilon \, dx \, dt + \int_0^\tau \int_{\mathbb{R}^d} F_\varepsilon \cdot U_\varepsilon \, dx \, dt$$

and, consequently, (3.4) becomes

$$\frac{1}{2} \|U(\tau)\|^2_{L^2(\mathbb{R}^d)} = \frac{1}{2} \|U(0)\|^2_{L^2(\mathbb{R}^d)} + \int_0^\tau \int_{\mathbb{R}^d} F \cdot U \, dx \, ds,$

for $t \in [0, T]$. Furthermore, it is easy to see that, in this case, the extra term

$$E_F^\tau(\tau) := \int_0^\tau \int_{\mathbb{R}^d} (F - F_\varepsilon) \cdot u \, dx \, dt + \int_0^\tau \int_{\mathbb{R}^d} (F_\varepsilon - F) \cdot U_\varepsilon \, dx \, dt$$

appears as an additional error in the right-hand side of the estimate (3.8). By the Dominated Convergence Theorem, we have $E_F(\tau) \to 0$ uniformly in $[0, T]$. Thus, the very same inequality (1.3) still holds, and the proof of Theorem 1.5 does not modify.

4. Proof of Theorem 1.9

The proof of Theorem 1.9 is very similar to that of Theorem 1.5. More precisely, given $\nu > 0$, we want to estimate the viscous relative energy

$$E_{rel}(\tau) = \frac{1}{2} \int_{\mathbb{R}^d} |U(\tau, x) - u'(\tau, x)|^2 \, dx$$

uniformly with respect to $\tau$. To begin, we prove the following result, which rephrases Proposition 3.5 in the present context.
Proposition 4.1 (Key estimate on viscous relative energy). Fix $\nu > 0$. Under the assumptions of Theorem 1.9, we have

\[
E_{\text{rel}}^\nu(\tau_2) \leq E_{\text{rel}}^\nu(\tau_1) + \int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^d} \nabla^2 U : (U - u^\nu) \otimes (u^\nu - U) \, dx \, dt + \nu \int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^d} \nabla u^\nu : \nabla^3 U \, dx \, dt
\]

for every $\tau_2 \in (0, T)$ and a.e. $\tau_1 < \tau_2$, including $\tau_1 = 0$.

Proof. It is enough to prove (4.2) for a.e. $\tau_1, \tau_2 \in (0, T)$. Indeed, since both $u^\nu$ and $U$ can be redefined on a negligible set of times in order to have $u^\nu, U \in C_t(W^{2,2})$, having (4.2) for a.e. time $\tau_2$ is equivalent to have the same inequality for every $\tau_2$ by lower semicontinuity of the $L^2$ norm under weak convergence.

As before, we would like to use $U$ as a test function in the weak formulation of $u^\nu$. To this aim, we consider the space mollification $U_\varepsilon$ of $U$. As shown in the proof of Proposition 3.3, it is immediate to check that

\[
U_\varepsilon \in \text{Lip}([0, T] \times \mathbb{R}^d; \mathbb{R}^d) \cap \text{Lip}([0, T]; W^{1,\infty}(\mathbb{R}^d; \mathbb{R}^d) \cap W^{1,2}(\mathbb{R}^d; \mathbb{R}^d)).
\]

Now, let us define

\[
E_{\text{rel}}^{\nu,\varepsilon}(\tau) = \frac{1}{2} \int_{\mathbb{R}^d} |u^\nu(x, \tau) - U_\varepsilon(x, \tau)|^2 \, dx
\]

for all $\tau \in [0, T]$ and $\varepsilon > 0$. We have that

\[
E_{\text{rel}}^{\nu,\varepsilon}(\tau) = \frac{1}{2} \int_{\mathbb{R}^d} |u^\nu(x, \tau)|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^d} |U_\varepsilon(x, \tau)|^2 \, dx - \int_{\mathbb{R}^d} u^\nu(x, \tau) \cdot U_\varepsilon(x, \tau) \, dx.
\]

(4.3)

Since $U_\varepsilon$ is regular enough, we can introduce the usual commutator

\[
R^U_\varepsilon = U_\varepsilon \otimes U_\varepsilon - (U \otimes U)_\varepsilon
\]

and recognize the validity of the following energy balance for $U_\varepsilon$,

\[
\frac{1}{2} \int_{\mathbb{R}^d} |U_\varepsilon(x, \tau_2)|^2 \, dx = \frac{1}{2} \int_{\mathbb{R}^d} |U_\varepsilon(x, \tau_1)|^2 \, dx - \int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^d} R^U_\varepsilon : \nabla U_\varepsilon \, dx \, dt
\]

\[
= \frac{1}{2} \int_{\mathbb{R}^d} |U_\varepsilon(x, \tau_1)|^2 \, dx - \int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^d} R^U_\varepsilon : \nabla^s U_\varepsilon \, dx \, dt,
\]

where in the last equality we used that $R^U_\varepsilon$ is a symmetric matrix. Since $u^\nu$ is a Leray–Hopf weak solution of the Navier–Stokes system (NS), we have that

\[
\int_{\mathbb{R}^d} |u^\nu(x, \tau_2)|^2 \, dx \leq \int_{\mathbb{R}^d} |u^\nu(x, \tau_1)|^2 \, dx
\]

for every $\tau_2 \in (0, T)$ and a.e. $\tau_1 < \tau_2$, including $\tau_1 = 0$. Thus, with the same computations shown in details in the proof of Proposition 3.3, by (4.3) we obtain that

\[
E_{\text{rel}}^{\nu,\varepsilon}(\tau_2) \leq E_{\text{rel}}^{\nu,\varepsilon}(\tau_1) - \int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^d} R^U_\varepsilon : \nabla^s U_\varepsilon \, dx \, dt - \int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^d} u \cdot \text{div} R^U_\varepsilon \, dx \, dt
\]

\[
+ \int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^d} \nabla^s U_\varepsilon : (U_\varepsilon - u^\nu) \otimes (u^\nu - U_\varepsilon) \, dx \, dt + \nu \int_{\tau_1}^{\tau_2} \int_{\mathbb{R}^d} \nabla u^\nu : \nabla^3 U_\varepsilon \, dx \, dt
\]

for a.e. $\tau_2 \in (0, T)$ and a.e. $\tau_1 < \tau_2$, including $\tau_1 = 0$. Letting $\varepsilon \to 0^+$ as in Proposition 3.3 and using Lemma 3.1, we get (4.2), concluding the proof. \qed
Remark 4.2 (Uniform bound on the viscous relative energy for small times). As a product of Proposition 4.1, we can obtain a bound (uniform in $\nu$) of the relative energy for small times, which will be crucial in the proof of Theorem 1.9. Precisely, under the assumptions of Theorem 1.9, from inequality (4.2) we get that

$$E_{\nu}^{\text{rel}}(\tau + \tau_1) \leq E_{\nu}^{\text{rel}}(\tau_1) + \int_{\tau_1}^{\tau + \tau_1} \|\nabla^s U(t)\|_{L^2} \|\nabla^s U(t) - u^\nu(t)\|_{L^2} \, dt + \nu \int_{\tau_1}^{\tau + \tau_1} \|\nabla u^\nu(t)\|_{L^2} \|\nabla^s U(t)\|_{L^2} \, dt$$

for any $\tau > 0$ and for a.e. $\tau_1 \in [0, T]$, including $\tau_1 = 0$, and for any $\nu \in (0, 1)$. Since $fh^2 + g^2 \in L^1_t$, we deduce that, for any given $\eta > 0$, we can find a time $\tau_\eta \in (0, T]$, depending on $\eta$ only, such that

$$E_{\nu}^{\text{rel}}(\tau + \tau_1) \leq E_{\nu}^{\text{rel}}(\tau_1) + \eta$$

for all $\tau \in [0, \tau_\eta]$ and a.e. $\tau_1 \in [0, T]$, including $\tau_1 = 0$.

We can now detail the proof of Theorem 1.9. The strategy is very similar to that followed in the proof of Theorem 1.5, since we just need to combine Proposition 4.1 together with a (integral) Grönwall-type argument.

Proof of Theorem 1.9. We divide the proof in three steps.

Step 1: integral inequality for the viscous relative energy. Since $E_{\text{rel}}^\nu(0) = 0$ by assumption, by Proposition 4.1 we can estimate

$$E_{\nu}^{\text{rel}}(\tau) \leq \int_0^\tau \int_{\mathbb{R}^d} \nabla^s U : (U - u^\nu) \otimes (u^\nu - U) \, dx \, dt + \nu \int_0^\tau \int_{\mathbb{R}^d} \nabla u^\nu : \nabla^s U \, dx \, dt$$

for all $\tau \in (0, T)$. As in the proof of Theorem 1.5, we consider the quantity

$$\alpha^\nu(x, t) = |U(x, t) - u^\nu(x, t)|^2, \quad (t, x) \in [0, T] \times \mathbb{R}^d.$$

Letting $\gamma \in (0, 1]$ to be chosen later, we set

$$\alpha^+ = \alpha 1_{\{\alpha > \nu - \gamma\}}, \quad \alpha^- = \alpha 1_{\{\alpha \leq \nu - \gamma\}},$$

(4.6)
for any $\nu \in (0, 1)$. Thanks to (4.3) and Proposition 2.2 we can estimate
\[
\|\alpha_\nu(\tau)\|_{L^1_T} \leq 2 \int_0^\tau \int_{\mathbb{R}^d} \alpha_\nu(t) |\nabla^s U(t)| \, dx \, dt + 2\nu \int_0^\tau \|\nabla u^\nu(t)\|_{L^2} \|\nabla^s U(t)\|_{L^2} \, dt
\]
\[
\leq 2 \int_0^\tau \int_{\mathbb{R}^d} \alpha_\nu(t) |\nabla^s U(t)| \, dx \, dt + 2 \int_0^\tau \int_{\mathbb{R}^d} \alpha_\nu(t) \|\nabla^s U(t)\| \, dx \, dt
\]
\[
+ 2\nu \int_0^\tau \|\nabla u^\nu(t)\|_{L^2} \|\nabla^s U(t)\|_{L^2} \, dt
\]
\[
\leq C \int_0^\tau \|\nabla^s U(t)\|_{L^\infty_T} \|\alpha_\nu(t)\|_{L^1_T} \left[ \log(\|\alpha_\nu(t)\|_{L^1_T}) + \log(\|\alpha_\nu(t)\|_{L^\infty_T} + 1) + 1 \right] \, dt
\]
\[
+ 2 \int_0^\tau \int_{\mathbb{R}^d} \alpha_\nu(t) |\nabla^s U(t)| \, dx \, dt + 2\nu \int_0^\tau \|\nabla u^\nu(t)\|_{L^2} \|\nabla^s U(t)\|_{L^2} \, dt
\]
\[
\leq C \int_0^\tau f(t) \|\alpha_\nu(t)\|_{L^1_T} \left[ \log(\|\alpha_\nu(t)\|_{L^1_T}) \right] + \left( \nu^{-\gamma} + 1 \right) + 1 \right] \, dt
\]
\[
+ C \int_0^\tau (g_0(t) + \sqrt{\nu} g(t)^2) \, dt
\]
(4.7)

for all $\nu \in (0, 1)$ and all $\tau \in [0, T]$, where we defined
\[
g_0(t) = \int_{\mathbb{R}^d} \alpha_\nu^+(x, t) |\nabla^s U(x, t)| \, dx = \int_{\{\alpha_\nu(\cdot, t) > \nu^{-\gamma}\}} \alpha_\nu(x, t) |\nabla^s U(x, t)| \, dx.
\]

Note that, in the last step of the above chain of inequalities, we used the fact that the function
\[
\psi(s) = s \left[ \log(s) + \log(1 + \nu^{-\gamma}) + 1 \right]
\]
is non-decreasing for any $\nu \in (0, 1)$. We now need to estimate the function $g_0$. To this aim, since $\nabla^s U(\cdot, t) \in L^\infty_T$, we note that $\nabla^s U(\cdot, t) \in L^{1+\sigma/4}_x$, so there exists a constant $C(\sigma) > 0$ such that
\[
\|\nabla^s U(t)\|_{L^{1+\sigma/4}_x} \leq C(\sigma) \|\nabla^s U(t)\|_{L^\infty_T} \leq C(\sigma)f(t), \quad f \in L^1_t.
\]

Recalling that $\alpha_\nu(t) = |U(t) - u^\nu(t)|^2 \in L^\infty_t(L^{1+\sigma/2}_x)$, by Chebyshev’s inequality we get that
\[
\|\{\alpha_\nu(t) > \nu^{-\gamma}\}\| \leq \left( \nu^{-\gamma} \|\alpha_\nu(t)\|_{L^{1+\sigma/2}_x} \right)^{1+\frac{\sigma}{2}}.
\]

Thus, by Holder’s inequality, we infer that
\[
g_0(t) \leq \|\nabla^s U(t)\|_{L^{1+\sigma/4}_x} \|\alpha_\nu(t)\|_{L^{1+\sigma/4}_x}
\]
\[
\leq C(\sigma) f(t) \|\{\alpha_\nu(t) > \nu^{-\gamma}\}\|_{L^{1+\sigma/2}_x} \|\alpha_\nu(t)\|_{L^{1+\sigma/2}_x}
\]
\[
\leq C(\sigma) f(t) \nu^{\frac{\sigma}{4+\sigma}} \|\alpha_\nu(t)\|_{L^{1+\sigma/2}_x}^{1+\frac{\sigma}{4+\sigma}}
\]
\[
\leq C(\sigma) f(t) h(t)^{\frac{1}{\nu^{-\gamma}}} \nu^{\frac{\sigma}{4+\sigma}}.
\]
We remark that the choice of \( t \) and for every \( \tau \). In view of Remark 4.2 we can pick a time \( 20 \) L. DE ROSA, M. INVERSI, AND G. STEFAN

\[
\nu \frac{\alpha(\tau)}{L} \leq C \int_0^\tau f(t) \alpha(\tau) \|L\| \left[ \log(\|\alpha(\tau)\|L^1) \right] + \log(\nu^{-\gamma} + 1) + 1 \ dt \\
+ C \int_0^\tau f(t) h(t)^{1+\frac{\alpha}{\sigma+4}} \nu^{\frac{\alpha}{\sigma+4}} \sqrt{\tau} g(t)^2 \ dt \\
\leq \nu^{\frac{\alpha}{\sigma+4}} \int_0^\tau q(t) \ dt + \int_0^\tau p(t) \|\alpha(\tau)\|L^1 \left[ \log(\|\alpha(\tau)\|L^1) \right] + \log(\nu^{-\gamma} + 1) + 1 \ dt, \\
(4.8)
\]

for all \( \tau \in [0,T] \) and all \( \nu \in (0,1) \). Here and in what follows, \( p,q \in L^1([0,T]) \) are two non-negative functions depending on \( f, g, h \) and \( \sigma \) only. Moreover, we assumed that \( \sigma \) is small enough to guarantee that \( \frac{\sigma}{\sigma+4} \leq \frac{1}{2} \). Note that this assumption is not restrictive, in virtue of the interpolation between \( L^2_x \) and \( L^{2+\sigma}_x \).

**Step 2: Grönwall’s inequality.** We now choose \( \gamma = 1 \). Letting

\[
y_\nu(\tau) = \|\alpha(\tau)\|L^1, \quad \theta = \frac{\sigma}{4+\sigma}, \quad C_\nu = (\nu^{-1} + 1)e,
\]

we can equivalently rewrite inequality (4.8) as

\[
y_\nu(\tau) \leq \nu^\theta \int_0^\tau q(t) \ dt + \int_0^\tau p(t)y_\nu(t) \left( |\log y_\nu(t)| + \log C_\nu \right) dt. \\
(4.9)
\]

Define \( \tilde{y}_\nu(\tau) = y_\nu(\tau) + \nu \). Since the function \( y \mapsto y \left( |\log y| + \log C_\nu \right) \) is increasing, we get

\[
\tilde{y}_\nu(\tau) \leq \nu + \nu^\theta \int_0^\tau q(t) \ dt + \int_0^\tau p(t)\tilde{y}_\nu(t) \left( |\log \tilde{y}_\nu(t)| + \log C_\nu \right) dt.
\]

In view of Remark 4.2 we can pick a time \( t_0 > 0 \) such that \( y_\nu(\tau) \leq \frac{1}{2} \) for every \( \nu \in (0,1) \) and for every \( \tau \in [0,t_0] \). In particular, for \( \nu \leq \frac{1}{2} \), we have

\[
\nu \leq \tilde{y}_\nu(\tau) \leq 1 \quad \text{for all } \tau \in [0,t_0].
\]

We remark that the choice of \( t_0 \) is independent of \( \nu \). With this choice, we have \( |\log \tilde{y}_\nu(\tau)| \leq -\log \nu \) and thus

\[
\tilde{y}_\nu(\tau) \leq \nu^\theta \left( 1 + \int_0^\tau q(t) \ dt \right) + (\log M_\nu) \int_0^\tau p(t) \tilde{y}_\nu(t) \ dt,
\]

where we defined \( M_\nu = C_\nu/\nu \). Note that

\[
M_\nu = \frac{(\nu^{-1} + 1)e}{\nu} \leq C, \\
(4.10)
\]

for some universal constant \( C > 0 \). By Grönwall’s inequality, we get that

\[
\tilde{y}_\nu(\tau) \leq \nu^\theta \left( 1 + \int_0^\tau q(t) \ dt \right) e^{\log M_\nu \int_0^\tau p(t) \ dt} \leq C \nu^{\theta-2} \int_0^\tau p(t) \ dt,
\]

for all \( \tau \in [0,t_0] \), where in the last inequality follows from (4.10) and from the fact \( q \in L^1([0,T]) \). Since also \( p \in L^1([0,T]) \), by possibly decreasing further \( t_0 \) depending on \( \theta \) and \( p \) but not on \( \nu \), we can enforce

\[
\sup_{s \in [0,T-t_0]} \int_{s}^{s+t_0} p(t) \ dt \leq \frac{\theta}{4}, \\
(4.11)
\]
yielding that $\tilde{y}_\nu(\tau) \leq C \nu^2 \tilde{\nu}$ for all $\tau \in [0, t_0]$ for some constant $C > 0$ only depending on $\theta$ and on the functions $f$, $g$ and $h$ in the statement of Theorem 1.9. In particular, we have

$$y_\nu(\tau) \leq C \nu^2 \tilde{\nu}$$

for all $\tau \in [0, t_0]$ and all $\nu \in (0, 1/2)$.

**Step 3: iteration argument.** Now we need to iterate the same procedure followed in Step 2 in every interval of the form $[it_0, (i+1)t_0]$, $i \in \mathbb{N}$, until we cover the whole interval $[0, T]$ in a finite number of steps, say $N \in \mathbb{N}$, where $t_0 > 0$ is the positive time chosen in Step 2. We remark that $t_0$ depends only on $\sigma$ and on the equi-integrability of the functions $f$ and $f h^2 + g^2$, recall Remark 4.2.

To fix the ideas, we describe in details how to get the desired estimate in the interval $[t_0, 2t_0]$. Since $2E^\nu(t_0) = y_\nu(t_0) \leq C \nu^2 \tilde{\nu}$ according to Step 2, by Proposition 4.1 together with Remark 4.2, we have

$$y_\nu(\tau) \leq C \nu^2 + \frac{1}{2}$$

for all $\tau \in [t_0, 2t_0]$. Now define $\tilde{y}_\nu(\tau) = y_\nu(\tau) + \nu^2$. It is clear that, by possibly choosing $\nu$ even smaller depending on $C$ and $\theta$ only, we can ensure that

$$\nu^2 \leq \tilde{y}_\nu(\tau) \leq 1$$

for all $\tau \in [t_0, 2t_0]$. By repeating all the computations from the beginning (that is, by considering (4.8) starting from $\tau = t_0$ instead of $\tau = 0$) and this time choosing $\gamma = \frac{\theta}{2}$, we get

$$\begin{align*}
\tilde{y}_\nu(\tau) &\leq 2E^\nu_{rel}(t_0) + \nu^2 + \nu^2 (1 + \int_{t_0}^{\tau} q(t) \, dt) \\
&\quad + \int_{t_0}^{\tau} p(t) \tilde{y}_\nu(t) \left( \log \left( 1 + \frac{1}{\nu^2} \right) + \log \left( \nu^2 \right) \right) \, dt \\
&\leq C \nu^2 \left( 1 + \int_{t_0}^{\tau} q(t) \, dt \right) + C \int_{t_0}^{\tau} p(t) \tilde{y}_\nu(t) \log \left( \frac{1}{\nu^2} \right) \, dt
\end{align*}$$

for all $\tau \in [t_0, 2t_0]$. Therefore, once again by Grönwall’s inequality, we deduce that

$$\begin{align*}
\tilde{y}_\nu(\tau) &\leq C^2 \nu^2 \left( 1 + \int_{t_0}^{\tau} q(t) \, dt \right) \left( \frac{1}{\nu^2} \right) \left( \frac{1}{\nu^2} \right) \int_{t_0}^{\tau} p(t) \, dt \\
&\leq C^2 \nu^2 \frac{\nu^2 - \theta}{\nu^2} \int_{t_0}^{\tau} p(t) \, dt
\end{align*}$$

for all $\tau \in [t_0, 2t_0]$. By our choice of $t_0$ in (4.10), we have $\int_{t_0}^{2t_0} p(t) \, dt \leq \frac{2}{\nu^2}$, from which

$$\frac{\nu^2 - \theta}{\nu^2} \leq \nu^2.$$

Thus

$$\tilde{y}_\nu(\tau) \leq C^2 \nu^2$$

for all $\tau \in [t_0, 2t_0]$. Repeating the above argument for the subsequent time intervals of size $t_0$ for a finite number of steps, say $N$, we can cover the whole interval $[0, T]$ and we finally obtain

$$y_\nu(\tau) \leq C^N \nu \left( \frac{\theta}{2} \right)^N.$$
for all $\tau \in [0, T]$, where $C > 0$ is a constant only depending on $\sigma$ and the functions $f$, $g$ and $h$ in the statement of Theorem [1.9] The desired estimate in (1.7) thus follows by setting $M = \max \left\{ C^N, \left(\frac{2}{N}\right)^N \right\}$ and the proof is complete.

\[ \Box \]
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