Stochastic formalism for thermally driven distribution frontier: A nonempirical approach to the potential escape problem
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We develop a non-empirical scheme to search for the minimum-energy escape paths from the minima of the potential surface to unknown saddle points nearby. A stochastic algorithm is constructed to move the walkers up the surface through the potential valleys. This method employs only the local gradient and diagonal part of the Hessian matrix of the potential. An application to a two-dimensional model potential is presented to demonstrate the successful finding of the paths to the saddle points. The present scheme could serve as a starting point toward first-principles simulation of rare events across the potential basins free from empirical collective variables.

PACS numbers:

-Introduction. Theoretical description of rare events concerns various issues in a wide range of research fields. A class of rare events involves transitions across the basins of the potential surface in the atomic configuration space, driven by thermal fluctuation; for example, folding of proteins, molecular reactions, diffusion of impurities in solids, nucleation, etc. There are roughly two types of interest in this context: how to efficiently sample distinct “relevant” (e.g., in terms of the Boltzmann weight) states separated by the potential barrier, and how to identify the trajectory—the path that connect the states of interest. The present work focuses on the latter.

Among the possible paths connecting the states, the ones drawn from the intermediate saddle points (transition states) by tracking the steepest descent directions, often called reaction coordinates or minimum energy paths (MEPs), are of particular interest since they presumably dominate the target transition process. Once the position of the saddle points or the neighboring final states are known, it is not so difficult to specify the trajectories along MEPS as well as to estimate their net probability of occurrence, as exemplified by the nudged elastic band and transition path sampling methods. However, finding these states in the vast configuration space is formidable. Ascending the MEPS starting from a potential minimum is possible by utilizing the local Hessian matrix of the potential; however, one always suffers from possible warping of the trajectories due to the additional force and/or insufficient sampling due to bad correspondence between the empirical collective variables and the MEPS. With these strategies, however, one always suffers from possible warping of the trajectories due to the additional force and/or insufficient sampling due to bad correspondence between the empirical collective variables and the MEPS. A fundamental method to track the MEPS free from the above-mentioned problems is desired, especially for the simulation of systems whose experimental reference is not available.

In this letter, we propose an efficient method to generate the trajectory that ascends the MEPS without resorting to the collective variables. The point is that the MEPS guide the maximally probable trajectories from the target initial states under the thermal fluctuation.

A natural way to specify them is therefore to refer to the time-dependent conditional probability, as it is directly related to the probable escape events (Fig. 1): $p(x, t|x_0, 0)$, with $x_0$ set near a potential minimum. We develop a stochastic walker-type algorithm that generates the dynamics of the spreading frontier of $p(x, t|x_0, 0)$ to

![FIG. 1: Temporal spread of the distribution function $p(x, t)$ under thermal fluctuation depicted by shades. The contour of the potential energy is depicted by solid lines. From the movement of the far-reaching frontiers we can in principle derive the reaction paths as indicated by red arrows.](https://example.com/figure1.png)
the saddle points, with which the escaping trajectories through the correct MEPs are realized. This algorithm only uses the local values of the potential gradient and diagonal part of the Hessian matrix, does not introduce prior definitions of the collective variables, and can therefore enable us the non-empirical search for the MEPs and final states beyond them.

**Basic consideration.** We start with a general discussion on the system under effects of the potential force and coupling to the thermal bath as a random force, described by the following Langevin equation (in Ito’s convention)

\[
dx_i = \frac{p_i}{m} dt; \quad dp_i = \left[ -\partial_i U(x) - \frac{\Gamma}{m} p_i \right] dt + \sqrt{2\Gamma k_B T dt} W_i, \tag{1}\]

where \( U(x) \), \( m \), \( k_B \) and \( T \) are the potential, mass of the particles, Boltzmann constant, and temperature, respectively. \( i \) is the index for the degrees of freedom and \( \partial_i \equiv \frac{\partial}{\partial x_i} \). \( W \) is the vector whose components are randomly generated from the standard normal distribution at each step. \( \Gamma \) is the friction constant. Note that this is the very formula employed in the Langevin molecular dynamics simulation. We eliminate the fast variable \( p \) for simplicity and get \( \tau \) [22]

\[
dx_i = -\frac{\partial_i U(x)}{\Gamma} dt + \sqrt{\frac{2k_B T}{\Gamma}} W_i. \tag{3}\]

This form directly relates to the molecular mechanics.

There are two ways of describing the stochastic dynamics; one is the equation with random terms for an individual particle (walker) whose state is characterized by \( x \), and the other is the deterministic equation for the distribution of the walkers \( p(x, t) \). The latter counterpart of Eq. (3) is the Smoluchowski equation [22]

\[
\partial_t p(x, t) = \frac{1}{\Gamma} \partial_x \left[ (\partial_x U(x)) + k_B T \partial_x \right] p(x, t) \tag{4}
\equiv \dot{L}_{\text{Sm}} p(x, t). \tag{5}
\]

Hereafter the product with the identical index \((\ldots A, B, \ldots)\) implies summation with respect to that. Note that this equation has the Boltzmann distribution \( p_{\text{eq}}(x) \propto \exp[-U(x)/k_B T] \) as the stationary solution.

Let us next consider how the distribution evolves toward \( p_{\text{eq}}(x) \). Starting from the initial distribution \( p(x; 0) = \delta(x - x_0) \) with \( x_0 \) near the potential minimum, \( p(x; t) \) gradually spreads away. The extent of the spread then reflects the relative height of the potential; \( p(x; t) \) tends to spread far to the direction of potential “valleys”– where the slope of the potential is small (Fig. 1). We can roughly imagine that the structure of the valley paths from the initial point can be derived by tracking the dynamics of the “frontier” of the spread.

To substantiate this idea we first analyze the Ornstein-Uhlenbeck process in one dimension

\[
\partial_t p(x, t) = \frac{1}{\Gamma} \partial_x (\alpha x + k_B T \partial_x) p(x, t). \tag{6}
\]

This is the equation of the distribution of the walkers under parabolic potential \( U(x) = \frac{1}{2} \alpha x^2 \) and the thermal fluctuation. The analytic solution of \( p(x, t) \) is given as

\[
p(x, t) = \frac{\alpha}{2\pi k_B T (1 - s^2)} \exp \left[ -\frac{\alpha(x - sx_0)^2}{2k_B T (1 - s^2)} \right]. \tag{7}
\]

with \( s \equiv s(t) = \exp(-\alpha t/\Gamma) \). According to this form, in a short time where \( \alpha t/\Gamma \) is small, the drift of the center of \( p(x, t) \) from \( x_0 \) is \( O(t) \) whereas the spread of \( p(x, t) \) is \( O(\sqrt{T}) \), implying that the short-time behavior is more like the Wiener process, the Brownian motion under zero potential force. This fact derives an intriguing property of \( p(x, t) \). If we factorize \( p(x, t) \) with the equilibrium distribution, which definitely reflects the potential height, as \( p(x, t) \propto p_{\text{eq}}(x) q(x, t) \), the remaining factor \( q(x, t) \) which reflect the short-time Wiener-like property, should have larger value for \( x \) with larger \( U(x) \). This reasoning yields that the conditional probability distribution with the starting point \( x_0 \) on a frontier of the original \( p(x, t) \) in the middle of the potential slope will, if factorized by \( p_{\text{eq}}(x) \), drift farther up the slope.

The above expectation is verified by the analytic form of \( q(x, t) \). Defining it by \( q(x, t) = \exp[-\alpha (1 - \delta) x^2/2] q(x, t) \) with parameter \( \delta \) for generalization, we get

\[
\ln q(x, t) = f(t) - \frac{1}{2\sigma^2(\delta; s)} (x - x_{\text{max}}(\delta; s))^2 \tag{8}
\]

with \( f(t) \) being the terms depending only on \( t \), and

\[
\sigma^2(\delta; s) = k_B T \frac{1 - s^2}{\alpha \delta + (1 - \delta) s^2} \tag{9}
\]

\[
x_{\text{max}}(\delta; s) = x_0 \frac{s}{\delta + (1 + \delta) s^2}. \tag{10}
\]

Note that \( q(x, t) \) keeps the Gaussian form at any \( t \) like \( p(x, t) \). Time evolution of its maximum position \( x_{\text{max}} \) and spread \( \sigma \) is depicted in Fig. 2. When \( \delta < 1/2 \), \( x_{\text{max}} \) first goes upward the potential surface, reaches to the maximum \( x_0 \sqrt{(1 - \delta)} \), and finally comes back to the potential minimum. On the other hand, \( \sigma \) continuously increases toward \( \sqrt{k_B T/\alpha} \). This result indicates a dual character of \( q(x, t) \) for \( \delta < 1/2 \) depending on the initial position \( x_0 \). When \( x_0 \) is set well apart from the minimum,
the whole distribution continues to go upward; when it is near to the minimum, on the other hand, it just gradually spreads around the minimum as the change of $x_{\text{max}}$ is invisibly smaller than $\sigma$. The threshold length scale is $x_{0} \sim \sqrt{\frac{k_{B}T}{\alpha}}$.

This character of $q(x,t)$ is apparently utilizable for finding the paths through the valleys to the saddle points of the potential surface in higher dimensions. Suppose the initial position $x_{0}$ is set at the middle of any of the valley paths. The distribution center will then go farther to the direction along that valley path, whereas it will keep its position invariant in the other directions in which the potential is presumably parabolic.

-Stochastic walker algorithm. In view of the application to the escape problem from the potential basins, we then construct a microscopic stochastic algorithm to reproduce $q(x,t)$. From the Smoluchowski equation [Eq. (5)], the corresponding equation for $q(x,t)$ with general transformation $p(x,t) = \exp\{-V(x)/k_{B}T\}q(x,t)$ is given by\cite{27} $\partial_{t}q(x,t) = \hat{L}q(x,t)$ with

$$
\hat{L}' = e^{V(x)/(k_{B}T)}\hat{L}_{\text{Sm}}e^{-V(x)/(k_{B}T)}
$$

$$
= \frac{1}{\Gamma}[\partial_{i}(\partial_{i}(U(x) - 2V(x))) + \frac{k_{B}T}{\Gamma} \partial_{i}^{2} + \frac{F(x)}{\Gamma}],
$$

(11)

$$
F(x) = \partial_{x}^{2}V(x) + \frac{1}{k_{B}T}[\partial_{i}(V(x))[\partial_{i}(V(x) - U(x))].
$$

(12)

We here reformulate this so that the conservation of $q(x,t)$ ($\int dxq(x,t) = \text{const.}$) is assured: by redefining $q(x,t)$ with a time-dependent coefficient $C(t)$ by

$$
p(x,t) = C(t)e^{-V(x)/(k_{B}T)}q(x,t),
$$

(13)

we get

$$
\partial_{t}q(x,t) = [\hat{L}'_{\text{Sm}} + \hat{L}_{\text{rate}}]q(x,t)
$$

(14)

with

$$
\hat{L}'_{\text{Sm}} = \frac{1}{\Gamma}[\partial_{i}(\partial_{i}(U(x) - 2V(x))) + \frac{k_{B}T}{\Gamma} \partial_{i}^{2},
$$

(15)

$$
\hat{L}_{\text{rate}} = \frac{1}{\Gamma}[F(x) - \langle F_{q}(x,t)\rangle],
$$

(16)

$$
\partial_{i}\ln C(t) = \frac{1}{\Gamma}\langle F_{q}(x,t)\rangle.
$$

(17)

Here we define the average of the function $f(x)$ by $\langle f(x) \rangle = \int dxq(x,t)f(x)$. The stochastic time-evolution process for individual walkers, whose assembly reproduces $q(x,t)$, is then formulated. The evolution by timestep $\tau$ is formally represented as

$$
q(x,t + \tau) = \exp\{[\hat{L}'_{\text{Sm}} + \hat{L}_{\text{rate}}]\tau\}q(x,t).
$$

(18)

The operation $\exp\{\hat{L}'_{\text{Sm}}\tau\}$ on the distribution function is recast to the Langevin equation\cite{26} [Eq. (3)] with potential modified to $U - 2V$ for the walkers. To utilize this, we apply the Suzuki-Trotter decomposition\cite{25,24} $\exp\{[\hat{L}'_{\text{Sm}} + \hat{L}_{\text{rate}}]\tau\} \approx \exp\{\hat{L}'_{\text{Sm}}\tau\} \exp\{\hat{L}_{\text{rate}}\tau\} + O(\tau^{3})$. The whole time evolution operation is then implemented as successive steps of simple multiplication of the factor $\exp\{\hat{L}_{\text{rate}}\tau\}$ (recast to replicating/removing the walkers $x$ by the corresponding probability; importance sampling\cite{26}) and the Langevin evolution of the walkers. With the factorization of $C(t)$ in Eq. (13) the total number of walkers $N_{w}$ is conserved on average. Our foundation has been inspired by the construction of the diffusion Monte Carlo method\cite{24}.

Although $V(x)$ can be set arbitrarily, as a useful form, we propose to set $V(x) = (1 - \delta)U(x)$. This form definitely reflects the convex/concave structure of $U(x)$ and therefore we can expect the trajectories ascending the MEPs of $U(x)$. This setting is convenient because, in most situations of interest, the value of $U(x)$ for a given $x$ is available through a formula or microscopic calculations. Another advantage is that the algorithm is executable with only the diagonal part of the Hessian matrix of $U(x)$ [Eq. (12)], in contrast to the preceding deterministic methods that require the whole matrix\cite{26}.

Here we summarize our algorithm to search for the MEPs. (I) Generate initial “frontier” distribution of the walkers $q(x,0) \sim \delta(x - x_{0})$ by executing usual Langevin dynamics with potential $U(x)$ for some duration at a temperature $T_{\text{ini}}$ and selecting some walkers reaching far from the known minimum of $U(x)$. Afterwards, (II) Setting the temperature $T_{\text{esc}} (< T_{\text{ini}})$, execute the time evolution (Eq. (18)) with $V(x) = (1 - \delta)U(x)$. Representative points (e.g. maximum) of the resulting distribution of $q(x,t)$ or $p(x,t)$ draw the trajectories that go to the neighboring saddle points. The factor $\sqrt{T_{\text{esc}}/\delta}$ dominates the ideal spread of $q(x,t)$ and therefore controls the number of walkers $N_{w}$ required for stable calculations: setting this factor small, the whole shape of $q(x,t)$ can be represented with small $N_{w}$, but its behavior could be subject to outlier walkers departing normal to the MEPs, as shown later. Note that the stable simulation is even then achieved in the small $\tau$ limit.

Although the resulting $q(x,t)$ and $p(x,t)$ have well-defined meaning as time-dependent conditional probability of $x$ coupled to the thermal bath of $T_{\text{esc}}$ with strength $1/T$, in this work, we just exploit them to derive the MEPs and do not address its quantitative aspect as absolute escape probability in nonequilibrium processes. We here simply regard $T_{\text{esc}}$, $\Gamma$ and $\delta$ as fine-tuning parameters to stabilize the behavior of the simulation.

Application to a two-dimensional model. We show an application of the present algorithm to a two-dimensional model potential: $U(x,y) = 2(x^{2} + y^{2} - 1)(x^{2} + y^{2}) + \frac{1}{k_{B}T}\exp(-x^{2}y^{2}) + x - xy$, which has a maximum near $(x,y) \approx (0,0)$ and two minima: global minimum near $(-0.9,-0.6)$ and local one near $(0.4,0.9)$. This is a simple construction of the potential surface having non-linear MEPs (first and second terms) with subtle modification (third and fourth terms) as shown in Fig. (2a). The number of walkers $N_{w}$ and timestep $\tau$ were set to 200 and $5 \times 10^{-3}$, respectively, where $N_{w}$ somehow deviated from
the original value due to the importance sampling steps. The temperatures $T_{\text{ini}}$ and $T_{\text{esc}}$ were $10^{-2}$ and $8 \times 10^{-3}$, whereas the $\delta$ parameter that defines the biasing potential $V = (1 - \delta)U$ was $2 \times 10^{-3}$. The friction constant $\Gamma$ was set to 10, whereas the duration time of the modified dynamics was $5 \times 10$.

Starting from the minimum $(x, y) \approx (-0.9; -0.6)$, we executed 100 trials of the above-mentioned procedure and recorded the peak position of $p(x, y, t)$ for typical behavior of $q(x, y, t)$ and $p(x, y, t)$, see Supplemental videos. The representative resulting trajectories are shown in Fig. 3(a). We obtained the trajectories going through the first and second minimum energy paths to the saddle points (A and B, respectively), depending on the initial guess of $x_0$. The path search sometimes failed; during the simulation the walkers stray normal to the MEP and move up the slope to the maximum, as represented by trajectory C. This failure is understandable from Fig. 2 as the case where a large fraction of walkers are accidentally driven normal to the valley. Seven failures of 100 trials were observed with $T_{\text{esc}} = 8 \times 10^{-3}$ and $\delta = 2 \times 10^{-3}$, but we have confirmed that the failure rate can be reduced by tuning the parameters. The distance-force-potential plot in Fig. 3(b) can help to discriminate the different paths to transition states, as well as to detect the artificial departure like C; the latter appears with drastic change in the direction. This plot obviously applies to higher dimensions.

**Discussion and future perspectives.** In this letter, we have proposed a non-empirical scheme to generate the minimum-energy escape paths by tracking the time evolution of the biased conditional probability under weak thermal fluctuation. Numerical methods to treat the dynamics with probability bias have been widely applied recently for evaluating the large deviation function of physical quantities and generating rare trajectories, though these applications mainly concern the system where the quantities to be biased are given or targeted *a priori*. Our demonstration shows that the biasing by the factor using the potential function $U(x)$ itself can be utilized to extract the spatial coordinates that well represent the dominant escape trajectories from high-dimensional configuration space.

A notable thing is that the biased $q(x, t)$ is of localized form with width $O(\sqrt{T_{\text{esc}}/\delta})$. Our expectation is that the curse of dimensionality, which causes the exploding $N_c$ required for reliable calculation in usual walker-type methods, could be mitigated thanks to the localization of $q(x, t)$. Applications to larger and realistic systems are under way. The narrow extent of $q(x, t)$ also suggests that it accurately reproduces the original $p(x, t)$ via Eq. (13) at least for the region where the walkers are distributed. The present methodology could therefore provide a basis for estimating the absolute escape probability in non-equilibrium situations, which will be addressed in later studies.

Extensions for combination to the molecular dynamics simulation is an intriguing issue. Formally it is done by keeping the fast variable $p$. Considering time-dependent $V(x, t)$ for the transformation in Eq. (13), the present scheme could also be combined to the methods with time-dependent adaptive potentials such as metadynamics.
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