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Abstract

In this paper, we study the Hausdorff dimension of the quantitative recurrent set of the canonical endomorphism on the Bedford–McMullen carpets whose Hausdorff dimension and box dimension are equal.
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1. Introduction

1.1. Background

The concept of recurrence plays an important role in dynamical systems and ergodic theory. Let \((X, \mathcal{B}, \mu, T)\) be a measure-preserving system equipped with a compatible metric \(d\), i.e., \((X, d)\) is a metric space and \(\mathcal{B}\) is a Borel \(\sigma\)-algebra of \(X\). If \((X, d)\) is a separable metric space, the Poincaré Recurrence Theorem implies that \(\mu\)-almost every \(x \in X\) is recurrent in the sense that

\[
\liminf_{n \to \infty} d(T^n x, x) = 0.
\]

In nature, the result provides no information about the rate at which an orbit will return to the initial point or in what manner a neighborhood of the initial point will shrink under the iteration. The interest in these quantitative characterization has provoked a rich subsequent literature on the so-called quantitative recurrent sets: given a rate function \(\psi : X \times \mathbb{N} \to (0, \infty)\), the quantitative recurrent set with respect to \(\psi\) is defined as

\[
R(T, \psi) = \{ x \in X : d(T^n x, x) < \psi(n, x) \text{ for infinitely many } n \in \mathbb{N} \}. \tag{1.1}
\]

Boshernitzan \cite{Boshernitzan} gave an outstanding result for general systems concerning the size in measure of \(R(T, \psi)\). Later, Barreira and Saussol \cite{BarreiraSaussol} stated a finer result.

In recent years, many authors have turned their eyes to recurrent sets on fractals. On the one hand, some researchers showed that the \(\mu\)-measure of the set \(R(T, \psi)\) is null or full according to convergence or divergence of a certain series in some dynamical systems (see Chang-Wu-Wu \cite{ChangWuWu}, Baker-Farmer \cite{BakerFarmer}, Hussain-Li-Simmons-Wang \cite{HussainLisimmonsWang}, Kirsebom-Kunde-Persson \cite{KirsebomKundePersson}, Persson \cite{Persson}, Kleinbock-Zheng \cite{KleinbockZheng} and Baker-Koivusalo \cite{BakerKoivusalo}). On the other hand, many researchers studied the Hausdorff dimension of the set \(R(T, \psi)\) in some dynamical systems (see Tan-Wang \cite{TanWang} and Seuret-Wang \cite{SeuretWang}). Note that when we require \(\{T^n x\}_{n \geq 1}\) to return to the neighborhoods of a chosen point \(x_0 \in X\) rather than the initial point \(x\), the problem becomes the so-called shrinking target problem, which was first investigated by Hill and Velani \cite{HillVelani}. Since then, many authors have contributed to the study of the shrinking target problem. To name but a few, see \cite{Boshernitzan, BarreiraSaussol, ChangWuWu, BakerFarmer, HussainLisimmonsWang, KirsebomKundePersson, Persson, KleinbockZheng, BakerKoivusalo, TanWang, SeuretWang} and references within.
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As for the Hausdorff dimension, it is to be noted that the aforementioned works mainly involve systems of \( \mathbb{R}^1 \) or dynamical systems in conformal dynamics, and hardly anything is known as far as high-dimensional non-conformal dynamics are concerned. The only known result was presented by Bárány and Troscheit [7], who investigated dimensions for both the quantitative recurrence and the shrinking target problems for dynamically defined subsets of generic self-affine sets (in the sense of Lebesgue almost all translations). In this work, we intend to consider the Bedford-McMullen carpets, a typical family of planar self-affine sets introduced in [7] and [23], and discuss the recurrence based on the Euclidean metric. This is the first time the problem of recurrent sets for deterministic self-affine fractal sets is discussed. We would like to point out that due to the similarity of the quantitative recurrence problem and the shrinking target problem in nature, techniques for one problem sometimes apply to the other. For our study, arguments closely follow those from Barany and Rams [4] with a technical nuance mentioned in Remark 3.1.

### 1.2. The main theorem

It is the purpose of this paper to study the quantitative recurrent set problem on the system \((K, T)\) of Bedford-McMullen carpet \(K\). Let \(2 \leq m_1 \leq m_2\) be two integers and \(\Sigma_m = \{0, 1, \cdots, m_i - 1\}\) for \(i = 1, 2\). Define for every \(a = (a^{(1)}, a^{(2)}) \in \Sigma_{m_1} \times \Sigma_{m_2}\) a map \(\phi_a : [0, 1]^2 \to [0, 1]^2\) as

\[
\phi_a(x^{(1)}, x^{(2)}) := \left( \frac{x^{(1)} + a^{(1)}}{m_1}, \frac{x^{(2)} + a^{(2)}}{m_2} \right).
\]

Given any nonempty subset \(A \subseteq \Sigma_{m_1} \times \Sigma_{m_2}\), the **Bedford-McMullen carpet \(K\)** associated with \(A\) is the unique attractor of the iterated function system \(\{\phi_a : a \in A\}\). If we consider the coding map \(\pi : (\Sigma_{m_1} \times \Sigma_{m_2})^\mathbb{N} \to [0, 1]^2\) defined as

\[
\pi(x) = \left( \sum_{n=1}^{\infty} \frac{x_n^{(1)}}{m_1}, \sum_{n=1}^{\infty} \frac{x_n^{(2)}}{m_2} \right),
\]

where \(x = (x_n^{(1)}, x_n^{(2)})(x_n^{(1)}, x_n^{(2)})\) \(\cdots\) \(\), then the Bedford-McMullen carpet \(K\) can be expressed as \(K = \pi(A^\mathbb{N})\). It is noteworthy that the latter definition naturally endows the carpet \(K\) with a map \(T : K \to K\) defined as

\[
T(x) = (T_{m_1}(x^{(1)}), T_{m_2}(x^{(2)})) := \left( m_1 x^{(1)} \mod 1, m_2 x^{(2)} \mod 1 \right).
\]

Let \(\psi : \mathbb{N} \to (0, \infty)\) be a rate function and \(\gamma > 0\), and define the **recurrent set** \(W_\gamma(K, T, \psi)\) with respect to \(\psi\) as:

\[
W_\gamma(K, T, \psi) := \left\{ x \in K : \left\{ \begin{array}{l}
|x^{(1)} - T_{m_1}(x^{(1)})| < \psi(n) \\
|x^{(2)} - T_{m_2}(x^{(2)})| < \psi(n)^\gamma
\end{array} \right. \text{ for infinitely many } n \right\}.
\]

(1.2)

Note that for the rest of the discussion, we assume no monotonicity of \(\psi\). Denote by \(\dim_H\) and \(\dim_B\) the Hausdorff and box dimensions, respectively. The following notations are used throughout the discussions.

\[
\ell_1(n) = -\log_{m_1} \psi(n) \quad \text{and} \quad \ell_2(n) = -\log_{m_2} \psi(n)^\gamma
\]

(1.3)

and

\[
\frac{\ell_i(n)}{n} = \tau_i(n) \quad \text{and} \quad \liminf_{n \to \infty} \frac{\ell_i(n)}{n} = \tau_i, \quad \text{for } i = 1, 2.
\]

(1.4)

Denote

\[
\hat{\ell}_i(n) = [\ell_i(n)] := \min\{k \in \mathbb{N} : k \geq \ell_i(n)\}.
\]

(1.5)

for \(i = 1, 2\) and \(n \in \mathbb{N}\). It is noteworthy that if \(0 \leq \gamma \leq \log_{m_1} m_2\), then \(\ell_1(n) \geq \ell_2(n)\) and \(\hat{\ell}_1(n) \geq \hat{\ell}_2(n)\) for all \(n \in \mathbb{N}\).

Our main result related to the Hausdorff dimension of the set \(W_\gamma(K, T, \psi)\) is as follows.
Theorem 1.1. Let \( W_\gamma(K,T,\psi) \) be defined in (1.2), \( \tau_1 \geq 0 \), and \( 0 \leq \gamma \leq \log_{m_1} m_2 \). Let \( M \) be the number of columns containing at least one chosen rectangle and \( N_i \) the number of rectangles chosen from the \( i \)-th non-empty column. Suppose that \( \dim H K = \dim H K \), or equivalently, there exists an integer \( N \geq 1 \) such that \( N_i \in \{0,N\} \) for all \( i \) (see [2] or [23]), we have \( \dim H W_\gamma(K,T,\psi) = \min \{t_1, t_2\} \), where

\[
t_1 = \begin{cases} 
\frac{(1 - \tau_1 \log_{m_1} m_1)}{1 + \tau_1} 
\cdot \log_{m_1} M + \frac{\log_{m_2} N}{1 + \tau_1} & \text{if } (1 - \gamma)^{-1} \tau_1 \leq \log_{m_1} m_2, \\
\frac{\log_{m_1} M}{1 + \tau_1} & \text{if } (1 - \gamma)^{-1} \tau_1 > \log_{m_1} m_2.
\end{cases}
\]

\[
t_2 = \begin{cases} 
\frac{\log_{m_1} M + \log_{m_2} N}{1 + \tau_1} & \text{if } 1 + \tau_1 \leq \log_{m_1} m_2, \\
\frac{\log_{m_1} M + \tau_1 (1 + (1 - \gamma)^{-1}) \log_{m_2} N}{1 + \tau_1} & \text{if } 1 + (1 - \gamma)^{-1} \tau_1 \leq \log_{m_1} m_2 < 1 + \tau_1, \\
\frac{\log_{m_1} M + \log_{m_2} N}{1 + \tau_1} & \text{if } 1 + (1 - \gamma)^{-1} \tau_1 > \log_{m_1} m_2.
\end{cases}
\]

In particular, if \( \gamma = 1 \), this is reduced to the following form.

1. If \( \log_{m_1} m_2 > 1 + \tau_1 \), then

\[
\dim H W_\gamma(K,T,\psi) = \min \left\{ \frac{\log_{m_1} M + \log_{m_2} N}{1 + \tau_1}, \frac{\log_{m_1} M}{1 + \tau_1} \right\}.
\]

2. If \( \log_{m_1} m_2 \leq 1 + \tau_1 \), then

\[
\dim H W_\gamma(K,T,\psi) = \min \left\{ \frac{\log_{m_1} M + \log_{m_2} N}{1 + \tau_1}, \frac{\log_{m_1} M + \log_{m_2} N}{1 + \tau_1} \right\}.
\]

Remark 1.1. We note that Theorem 1.1 covers the cases of all nontrivial \( \tau_1 \) for \( \tau_1 < 0 \), then \( W_\gamma(K,T,\psi) = K \). In fact, for the rest of the discussion, we further assume \( 0 < \tau_1 \leq \infty \) since the cases \( \tau_1 = 0 \) and \( \tau_1 = \infty \) could be inferred from the remaining cases by noting that \( W_\gamma(K,T,\psi) \subset W_\gamma(K,T,\phi) \) if \( \psi \leq \phi \).

Remark 1.2. The set \( W_\gamma(K,T,\psi) \) can be interpreted as a quantitative recurrent set defined in (1.1) with the maximum norm of \( \mathbb{R}^2 \). Nevertheless, Theorem 1.1 implies that the dimension of the quantitative recurrent set is invariant under all equivalent metrics, including the one induced by the Euclidean norm.

Remark 1.3. The homogeneity property (i.e., \( N_i \in \{0,N\} \) for all \( i \) in Theorem 1.1) is imposed only for the lower bound (derived in Section 3) and upper bound (derived in Section 4) to coincide. Nevertheless, our arguments for the lower and upper bounds remain valid (with necessary modifications) without this assumption. As a related issue, in Theorem 1.1 our study of \( W_\gamma(K,T,\psi) \) is limited to a restrictive class of \( \gamma \) so that \( \tau_1 \geq \tau_2 \) and that the homogeneity property could be exploited to deduce matching lower bound and upper bound. We note that this is also the main difficulty we face if we were to further generalize the theorem by having independent rate functions in the two coordinates.

1.3. Organization of the paper

In this paper, we will present a Hausdorff dimension formula to the recurrent set valid for the subfamily of Bedford–McMullen carpets whose Hausdorff dimensions are equal to the box dimensions. The paper is organized as follows. In Section 2 we present necessary notation and preliminaries. Section 3 and Section 4 are devoted to the proof of Theorem 1.1. Finally, in Section 5 we provide some examples to which the main theorem is applicable.

2. Preliminaries

In this section, we introduce necessary notations and preliminaries. For convenience’s sake, the following notations of the symbolic space are also introduced. For \( i = 1, 2 \), let \( \Sigma_{m_i}^n = \{ u : u = (u_1, \ldots, u_n), u_j \in \Sigma_{m_j}, j = 1, \ldots, n \} \). Denote by \( |u| \) the length of \( u \in \Sigma_{m_i}^n \) for \( i = 1, 2 \). Firstly, for any \( l \in \mathbb{N} \cup \{\infty\} \) and \( u \in \Sigma_{m_i}^n \), write \( u^l \) for the word \( (u, \ldots, u) \) \((l \text{ times repeated concatenation of the word})\). More generally, for
any positive integer \( l > 0 \), denote by \((u)^{(l)}\) the word \((u)^{(l)}u'\), where \(u'\) is the prefix of \(u\) with length \(\lfloor(l-1)|u|\rfloor\) and \(|l| = \max\{k \in \mathbb{N} : k \leq l\}\). Secondly, we identify the spaces \((\Sigma_{m_1} \times \Sigma_{m_2})^n\) and \((\Sigma_{m_1}^n \times \Sigma_{m_2}^n)\) by setting

\[
(x_1^{(1)}, x_2^{(1)})(x_2^{(2)}, x_3^{(2)})(x_3^{(3)}, x_3^{(2)}) \cdots \sim (x_1^{(1)}, x_2^{(1)}, \ldots, x_1^{(2)}, x_2^{(2)}, \ldots),
\]

which is a one-to-one correspondence. With this identification, we introduce the following notation of cylinder set with different lengths in its coordinates:

\[
[(u^{(1)}, u^{(2)})] = \{ (x^{(1)}, x^{(2)}) : x_{1,m_1}^{(i)} = u^{(i)}, i = 1, 2 \}, \quad (u^{(1)}, u^{(2)}) \in \Sigma_{m_1}^{n_1} \times \Sigma_{m_2}^{n_2},
\]

each of which is associated with a half-open half-closed rectangle

\[
I([(u^{(1)}, u^{(2)})]) = \left[ \sum_{i=1}^{n_1} \frac{u^{(1)}(i)}{m_1(i)}, \sum_{i=1}^{n_1} \frac{u^{(1)}(i)}{m_1(i)} + m_1^{-n_1} \right) \times \left[ \sum_{i=1}^{n_2} \frac{u^{(2)}(i)}{m_2(i)}, \sum_{i=1}^{n_2} \frac{u^{(2)}(i)}{m_2(i)} + m_2^{-n_2} \right).
\]

We call \(I([(u^{(1)}, u^{(2)})])\) an \(n_1\)-th level rectangle when \(n_1 = n_2\). In particular, we call \(I([(u^{(1)}, u^{(2)})])\) an \(n_1\)-th level approximate square when \(n_2 = \lfloor \log_{m_1} m_1 \cdot n_1 \rfloor\). For any \(x \in (\Sigma_{m_1} \times \Sigma_{m_2})^n\), let \(x_{1,n}^{(i)} := x_1^{(i)} x_2^{(i)} \cdots x_n^{(i)}\).

If \(A \subset \Sigma_{m_1} \times \Sigma_{m_2}\), let

\[
A^n = \{ (x_1^{(1)}, x_2^{(1)} \cdots x_n^{(1)}, x_1^{(2)} x_2^{(2)} \cdots x_n^{(2)}) : (x_1^{(1)}, x_2^{(2)}) \in A \}.
\]

For any \(u = (u_1^{(1)}, u_2^{(1)} \cdots u_n^{(1)}, u_1^{(2)} u_2^{(2)} \cdots u_n^{(2)}) \in A^n\), let \(u^{(i)} = (u_1^{(i)} u_2^{(i)} \cdots u_n^{(i)}), i = 1, 2\).

### 3. Proof of the lower bound

In this section, we will prove the lower bound of the Hausdorff dimension of \(W_\gamma(K,T,\psi)\), and to this end, we are going to prove Lemma 3.1 \(3.3\).

In the following, we outline our strategy of proof. To begin with, we note that it suffices to prove the lower bound of Theorem 1.4 with an additional assumption that \(0 \leq \hat{\ell}_2(n) \leq \hat{\ell}_1(n)\) for all \(n\). Indeed, if Theorem 1.4 holds under the assumption, then for any \(\psi(n)\) one may choose \(\phi(n) = \min\{1, \psi(n)\}\) so that \(\dim_{\text{H}} W_\gamma(K,T,\psi) \geq \dim_{\text{H}} W_\gamma(K,T,\phi)\) yields the desired lower bound. Let \(p \in [0,1)^A\) be a probability vector indexed by \(A\). For every \(u \in A\), let

\[
p_a^{(1)} = \sum_{b \in A, b^{(1)} = a^{(1)}} p_b \quad \text{and} \quad A^{(1)} = \{ a^{(1)} : a = (a^{(1)}, a^{(2)}), a \in A \}.
\]

We take an increasing sequence of natural numbers \(n_i\) such that

\[
2^n \sum_{j=1}^{i} n_j \ll n_{i+1} \quad \text{and} \quad \lim_{i \to \infty} \eta_1(n_j) = \tau_1,
\]

and define the measure \(\mu\) (with respect to probability measure \(p\)) as follows. To begin with, write \(W_1 = A^{n_1}\) and set

\[
W_{i+1} = \left\{ w w' \in A^{n_{i+1}} : w \in W_i, u \in A^{\ell_2(n_i)}, v \in A^{\ell_1(n_i)} - \ell_2(n_i), w' \in A^{n_{i+1} - (n_i + \ell_1(n_i))}, (uv)^{(1)} = (w^{(1)})^{(\ell_2(n_i))/\eta_1}, u^{(2)} = (w^{(2)})^{(\ell_1(n_i))/\eta_1} \right\}.
\]

Observe that by construction, a word \(w\) is in \(W_1\) if and only if it can be written in the form of

\[
w = w_1 w_2 \cdots w_{i-1} u_{i-1} v_{i-1} u_i w_i,
\]

for all \(i\)
where, by setting \( n_0 = 0 \), \( \mathbf{u}_j \in A^{n_j \cdot \ell_1(n_j-1)} \) is arbitrary, and \( \mathbf{u}_j \in A^{\ell_2(n_j)}, \mathbf{v}_j \in A^{\ell_1(n_j-1) \cdot \ell_2(n_j-1)} \) satisfy
\[
\begin{align*}
\mathbf{u}_j^{(1)} &= \left( \mathbf{u}_j^{(1)} \ldots \mathbf{u}_{j-1}^{(1)} \mathbf{v}_j^{(1)} \mathbf{v}_j^{(1)} \right)_{\ell_1(n_j)}^{\ell_2(n_j)} \mathbf{v}_j^{(1)}, \\
\mathbf{u}_j^{(2)} &= \left( \mathbf{u}_j^{(2)} \ldots \mathbf{u}_{j-1}^{(2)} \mathbf{v}_j^{(2)} \mathbf{v}_j^{(2)} \right)_{n_j}^{n_j},
\end{align*}
\]
for all \( 1 \leq j \leq i \). For convenience, denote
\[
\begin{align*}
L_i &= |\mathbf{u}_1 \ldots \mathbf{u}_i| = n_i + \ell_2(n_i), \\
R_i &= |\mathbf{u}_1 \ldots \mathbf{v}_i| = n_i + \ell_1(n_i).
\end{align*}
\]

Next, we inductively define \( \mu \) on cylinder sets of length \( n_i + \ell_1(n_i) \) for \( i \in \mathbb{N} \) as
\[
\mu[\mathbf{w}] = \begin{cases} 
\mu[\mathbf{w}'] \prod_{\ell=1}^{\ell_1(n_i)} \frac{p_{\mathbf{u}_\ell}}{p_{\mathbf{v}_\ell}} \prod_{\ell=1}^{\ell_1(n_i)} p_{\mathbf{v}_\ell}; & \text{if } \mathbf{w}' \in \mathcal{W}_{i-1} \text{ and } \mathbf{w} = \mathbf{w}' \mathbf{v}_i \mathbf{w}_i' \in \mathcal{W}_i \text{ (3.4)} \\
0 & \text{otherwise.}
\end{cases}
\]

It is readily checked by definition that
\[
1 = \sum_{\mathbf{w}' \in A^{n_i + \ell_1(n_i)}} \mu[\mathbf{w}'] \quad \text{and} \quad \mu[\mathbf{w}] = \sum_{\mathbf{w}' \in A^{n_i + \ell_1(n_i)}} \mu[\mathbf{w}'] \text{ for every } \mathbf{w} \in A^{n_i + \ell_1(n_i)},
\]
which extends \( \mu \) to an additive set function on the algebra generated by all cylinders sets and hence, by Carathéodory extension theorem, to a Borel probability measure on \( A^N \). It then follows from this definition that \( \text{supp}(\mu \circ \pi^{-1}) \subseteq \mathcal{W}_{\mathcal{N}}(K, T, \psi) \). We note that our choice of measure is similar to the piecewise Bernoulli measure considered in [19]. For convenience, we write
\[
F(x, k) = \mu\left[ (x^{(1)}_{1:k}, x^{(2)}_{1:k \log m_2 m_1}) \right],
\]
and for the rest of this section abuse the notation \( x_i \) (similarly for \( x^{(1)}_i \) and \( x^{(2)}_i \)) to denote the random variable that indicates the \( i \)-th letter of the elements in the sample space \( (\Sigma_{m_1} \times \Sigma_{m_2})^N \), which consequently renders \( F(x, k) \) a random variable in this context. Under the circumstances, we recover in Lemma 3.2 an analog of [3, Lemma 4.2]:
\[
\liminf_{k \to \infty} \frac{-\log m_1}{k} F(x, k) = \liminf_{k \to \infty} E_p \left[ \frac{-\log m_1}{k} F(x, k) \right] \mu \text{-a.e.,}
\]
where \( E_p \) denotes the mathematical expectation with respect to \( \mu \). It is noteworthy that the above limit coincides with the lower local dimension function almost everywhere (see for example [19]), i.e.,
\[
\liminf_{k \to \infty} \frac{-\log m_1}{k} F(x, k) = \liminf_{r \to 0^+} \frac{\log \mu \circ \pi^{-1}(B(\pi(x), r))}{\log r} \mu \text{-a.e.}
\]
We then apply [11, Proposition 2.3] to conclude that
\[
\dim_H(W_\gamma(K, T, \psi)) \geq \sup_p \left[ \liminf_{k \to \infty} E_p \left[ \frac{-\log m_1}{k} F(x, k) \right] \right],
\]
for which the lower limit on the right-hand side is calculated in Lemma 3.2 with the optimal value obtained thereafter. For convenience, we introduce the following notations.
\[
H(p) = \sum_{a \in A} -p_a \log m_1 p_a,
\]
(3.6)
\[
H_1(p) = \sum_{a^{(1)} \in A^{(1)}} -p_{a^{(1)}} \log_m p_{a^{(1)}},
\]
and
\[
H_2(p) = \sum_{a \in A} -p_a \log_m \frac{p_a}{p_{a^{(1)}}}.
\]

Now, we begin to prove the lemmas.

**Lemma 3.1.** Let \( \{X_i : i \in \mathbb{N}\} \) be independent random variables with zero means and \( M := \sup_{i} \mathbb{E}[|X_i|^4] < \infty \). Then, for all \( n, m \in \mathbb{N} \) and \( \epsilon > 0 \), \( \mu(|m^{-1} \sum_{i=1}^{n} X_i| > \epsilon) \leq 3(m^4)^{-1} M \epsilon^{-4} \).

**Proof.** It is an immediate consequence of Markov’s inequality.

**Lemma 3.2.** Let \( F(x, k) \) be as defined in (3.12) and suppose \( 0 \leq \tau_1 < \infty \). Then,
\[
\lim_{k \to \infty} \frac{-\log_{m_1} F(x, k)}{k} = \lim_{k \to \infty} \mathbb{E}_p \left[ \frac{-\log_{m_1} F(x, k)}{k} \right] \text{ \( \mu \)-a.e.}
\]

**Proof.** Recall that according to equation (3.12), one can express \( x \) in the following form:
\[
x = \omega_1 \omega_2 \omega_3 \omega_4 \omega_5 \cdots.
\]

We first prove the claim that for any \( \epsilon > 0 \),
\[
\mu \left( \frac{-\log_{m_1} F(x, k)}{k} - \mathbb{E}_p \left[ \frac{-\log_{m_1} F(x, k)}{k} \right] \right) > \epsilon = O(k^{-2}),
\]
where the \( O(k^{-2}) \) may depend on \( p \) and \( \epsilon \) but not on \( k \), and thus \( \epsilon \) throughout the discussion is treated as a constant. Due to the assumption \( n_t \geq R_{t-1} \) every \( k \in \mathbb{N} \) must fall in one of the following cases.

**Case 1:** \( n_t < k \) and \( |k \log_{m_2} m_1| \leq L_t \). For such \( k \), we have
\[
\frac{-\log_{m_1} F(x, k)}{k} = \frac{1}{k} \left[ \log_{m_1} \mu[\omega_1 \cdots \omega_{t-1}] + \sum_{\ell=1}^{[\omega_t]} \log_{m_1} p_{(\omega_t)^{(1)}} + \sum_{\ell=1}^{\min\{[\omega_t], k \log_{m_2} m_1 - R_{t-1}\}} \log_{m_1} p_{(\omega_t)^{(1)}} \right]
\]
\[
+ \sum_{\ell=1}^{\max\{k - R_{t-1}, 0\}} \log_{m_1} p_{(\omega_t)^{(1)}}.
\]

Observe that, by virtue of \( n_t \geq R_{t-1} \),
\[
\frac{1}{k} \log_{m_1} \mu[\omega_1 \cdots \omega_{t-1}] \leq \frac{R_{t-1}}{k} \max_{a \in A_{p_2} \neq 0} |\log_{m_1} p_a| = o(1).
\]

In addition, according to (3.14) the remaining terms are, respectively, summations over i.i.d. random variables
\[
\left\{ \log_{m_1} p_{(\omega_t)^{(1)}} : 1 \leq \ell \leq [\omega_t] \right\}
\]
with finite fourth moments
\[
\mathbb{E}_p \left| \log_{m_1} p_{(\omega_t)^{(1)}} \right|^4 \leq \max_{a^{(1)} \in A^{(1)}; p^{(1)}_a \neq 0} |\log_{m_1} p_a|^4 \quad \text{and} \quad \mathbb{E}_p \left| \log_{m_1} \frac{p_{(\omega_t)}}{p_{(\omega_t)^{(1)}}} \right|^4 \leq \max_{a \in A_{p_2} \neq 0} |\log_{m_1} \frac{p_a}{p_a^{(1)}}|^4.
\]

Therefore, Lemma 3.1 together with (3.11), yields
\[
\mu \left( \frac{-\log_{m_1} F(x, k)}{k} - \mathbb{E}_p \left[ \frac{-\log_{m_1} F(x, k)}{k} \right] \right) > \epsilon = O(k^{-2})
\]
Case 2: \(k \leq n_{i+1}\) and \(L_i < [k \log_{m_2} m_1]\). We begin with a similar expression as above:

\[
\log_{m_1} \frac{F(x, k)}{k} = \frac{1}{k} \left[ \log_{m_1} \mu[\mathbf{v}_1 \cdots \mathbf{v}_{i-1}] + \sum_{\ell=1}^{v_i} \log_{m_1} \mu(\mathbf{v}_\ell) + \sum_{\ell=1}^{\min\{\lfloor k \log_{m_2} m_1 \rfloor - L_i\}} \log_{m_1} \frac{p(\mathbf{v}_\ell)}{p(\mathbf{v}_\ell)^{(1)}} \right. 
+ \sum_{\ell=1}^{\max\{k - R_i, 0\}} \log_{m_1} \frac{p(\mathbf{v}_{i+1})}{p(\mathbf{v}_{i+1})^{(1)}} 
+ \sum_{\ell=1}^{\max\{k \log_{m_2} m_1 - R_{i-1}, 0\}} \log_{m_1} \frac{p(\mathbf{v}_{i+1})}{p(\mathbf{v}_{i+1})^{(1)}} \bigg].
\]

(3.12)

The argument for i.i.d. random variables proceeds as above except for the summation involving \(\mathbf{v}_i\), which are not necessary i.i.d. However, this issue could be resolved by considering the conditional measure \(\mu_{\mathbf{v}_i}\) of \(\mu\) on the cylinder set \([\mathbf{v}_i]\), \(\mathbf{v}_i = \mathbf{u}_1 \cdots \mathbf{u}_i \in \mathcal{W}_i\). Hence, with respect to any well-defined \(\mu_{\mathbf{v}_i}\),

\[
\sum_{\ell=1}^{n} \log_{m_1} \frac{p(\mathbf{v}_\ell)}{p(\mathbf{v}_\ell)^{(1)}}
\]

is a summation over independent random variables with uniformly bounded fourth moments

\[
\mathbb{E}_p \left| \log_{m_1} \frac{p(\mathbf{v}_\ell)}{p(\mathbf{v}_\ell)^{(1)}} \right|^4 \leq \max_{a \in A, p_a \neq 0} \left| \log_{m_1} \frac{p_a}{p_a^{(1)}} \right|^4
\]

Applying Lemma 3.3 again yields that for every \(\mathbf{v}_i^* \in \mathcal{W}_i\),

\[
\mu_{\mathbf{v}_i^*} \left( \left| \frac{1}{k} \sum_{\ell=1}^{n} \log_{m_1} \frac{p(\mathbf{v}_\ell)}{p(\mathbf{v}_\ell)^{(1)}} - \mathbb{E}_p \left( \frac{1}{k} \sum_{\ell=1}^{n} \log_{m_1} \frac{p(\mathbf{v}_\ell)}{p(\mathbf{v}_\ell)^{(1)}} \right) ^\mathbf{v}_i^* \right| > \epsilon \right) = O(k^{-2}).
\]

We note that the bound \(O(k^{-2})\) could be chosen uniform over \(\mathbf{v}_i^*\), and thus it remains to show that

\[
\mu \left( \left| \mathbb{E}_p \left( \frac{1}{k} \sum_{\ell=1}^{n} \log_{m_1} \frac{p(\mathbf{v}_\ell)}{p(\mathbf{v}_\ell)^{(1)}} \right) - \mathbb{E}_p \left( \frac{1}{k} \sum_{\ell=1}^{n} \log_{m_1} \frac{p(\mathbf{v}_\ell)}{p(\mathbf{v}_\ell)^{(1)}} \right) ^\mathbf{v}_i^* \right| > \epsilon \right) = O(k^{-2}).
\]

Recall that equation (3.3) asserts \(\mu\)-almost surely,

\[
(\mathbf{u}, \mathbf{v}_1) = (\mathbf{u}_1^{(1)} \cdots \mathbf{u}_{i-1}^{(1)} \mathbf{v}_i \mathbf{v}_i^{(1)}) \frac{t_i(n_i)}{n_i},
\]

which implies that if we associate each index \(\ell \in [1, |\mathbf{v}_i|]\) of \(\mathbf{v}_i\) with \(\ell' \in [1, n_i]\) satisfying \(\ell' = L_i + \ell \pmod{n_i}\), then

\[
(\mathbf{v}_\ell) = (\mathbf{v}_i)_{\ell' - R_{i-1}}\text{ whenever } R_{i-1} < \ell' \leq n_i.
\]

Due to \(n_i \gg R_{i-1}\), we again deduce that for every \(1 \leq n \leq |\mathbf{v}_i|\),

\[
\frac{1}{k} \sum_{\ell=1}^{n} \log_{m_1} \frac{p(\mathbf{v}_\ell)}{p(\mathbf{v}_\ell)^{(1)}} = \frac{1}{k} \sum_{\ell \in [1, |\mathbf{v}_i|]: \ell' \in (R_{i-1}, n_i]} \log_{m_1} \frac{p(\mathbf{v}_\ell)}{p(\mathbf{v}_\ell)^{(1)}} + o(1),
\]

where \(o(1)\) is uniform due to a similar argument as (3.11). Thus, writing

\[
l_{n, \ell} := \# \{ j \in [1, n_i]: \ell = j \pmod{n_i} \} \in \left\{ \frac{n_i}{n_i}, \frac{n_i}{n_i} + 1 \right\}, \quad (1 \leq \ell \leq |\mathbf{v}_i|),
\]

\[\]
we have

$$\mathbb{E}_p \left( \frac{1}{k} \sum_{i=1}^n \log_{m_1} \frac{p_{(x,i)}}{p_{(y,i)}^{(1)}} \right) \geq \frac{1}{k} \sum_{i=1}^{[n]} t_{n,i} \sum_{x \in A} \frac{p_{x,i}}{p_{(x,i)}^{(1)}} \log_{m_1} \frac{p_{x,i}}{p_{(y,i)}^{(1)}} + o(1), \quad (3.13)$$

which again is a summation of i.i.d. random variables and Lemma 3.1 applies. In summary, we have

$$\mu \left( \frac{\log_{m_1} F(x,k)}{k} - \mathbb{E}_p \left( \frac{\log_{m_1} F(x,k)}{k} \right) \right) > \epsilon = O(k^{-2}).$$

To wrap up, we note the lemma follows from the Borel-Cantelli lemma applied to our claim with \( \epsilon \to 0 \).

**Lemma 3.3.** Let \( F(x,k) \) be defined in (3.3). Then \( \lim \inf_{k \to \infty} \mathbb{E}_p \left[ -\frac{\log_{m_1} F(x,k)}{k} \right] = \min\{t_1, t_2\} \), where

\[
\begin{align*}
t_1 &= \frac{1}{k} \left\{ (1-(1-\gamma)\tau_1) \log_{m_2} m_1, H_1(p) + \log_{m_2} m_1, H_2(p) \right\} & \text{if } 1 + (1-\gamma)\tau_1 \leq \log_{m_1} m_2, \\
&= \frac{1}{k} \left\{ (1-(1-\gamma)\tau_1) \log_{m_2} m_1, H_1(p) + \log_{m_2} m_1, H_2(p) \right\} & \text{if } 1 + (1-\gamma)\tau_1 > \log_{m_1} m_2.
\end{align*}
\]

\[
\begin{align*}
t_2 &= \frac{1}{k} \left\{ H_1(p) + \log_{m_2} m_1, H_2(p) \right\} & \text{if } 1 + \tau_1 \leq \log_{m_1} m_2, \\
&= \frac{1}{k} \left\{ (1+(1-\gamma)\tau_1) H_2(p) \right\} & \text{if } 1 + (1-\gamma)\tau_1 < \log_{m_1} m_2.
\end{align*}
\]

**Proof.** Recall that \( H(p) = H_1(p) + H_2(p) \). Calculating expectation of (3.10) and (3.12) respectively yields that

**Case 1:** if \( n_i < k \leq L_i \log_{m_1} m_2 \), then

\[
\mathbb{E}_p \left[ \frac{\log_{m_1} F(x,k)}{k} \right] = \frac{1}{k} \left\{ (n_i - R_{i-1} + \max\{k - R_i, 0\}) H_1(p) + (n_i - R_{i-1} + \min\{0, k \log_{m_2} m_1 - n_i\}) H_2(p) \right\} + o(1);
\]

**Case 2:** if \( L_i \log_{m_1} m_2 < k \leq n_i \), then

\[
\mathbb{E}_p \left[ \frac{\log_{m_1} F(x,k)}{k} \right] = \frac{1}{k} \left\{ (n_i - R_{i-1} + \max\{k - R_i, 0\}) H_1(p) + (n_i - R_{i-1} + k \log_{m_2} m_1 - L_i) H_2(p) \right\} + o(1).
\]

From these expressions, we observe that the interval \( (n_i, n_{i+1}] \) can be divided by \( \{L_i, R_i, n_i \log_{m_1} m_2, L_i \log_{m_1} m_2\} \) into at most five subintervals so that on each subinterval the function \( k \mapsto \mathbb{E}_p \left[ \frac{\log_{m_1} F(x,k)}{k} \right] \), by neglecting the \( o(1) \) terms, is a polynomial of \( k \) of the form \( ak^{-1} + b \) and hence monotone. This simplifies the calculation of the desired lower limit down to evaluating the minimum over the numbers \( \{S_1, S_2, S_3, S_4, S_5\} \), which are defined to be \( k \mapsto \mathbb{E}_p \left[ \frac{\log_{m_1} F(x,k)}{k} \right] \) with \( k_i \) taken as \( n_i, L_i, R_i, n_i \log_{m_1} m_2, \) and \( L_i \log_{m_1} m_2 \), respectively. These values could be straightforwardly calculated and are summarized in Table I. Since \( H_1(p), H_2(p), \tau_1, \tau_2 \geq 0 \), we observe the following order among these values.

- \( S_1 \geq S_3 \geq S_5 \). The inequality \( S_1 \geq S_3 \) is clear by comparing the coefficients of \( H_1(p) \) and of \( H_2(p) \).
- As for \( S_3 \geq S_5 \), it is done by comparing the coefficients as follows.

\[
\max\{1 - \tau_1 \log_{m_2} m_1, \log_{m_2} m_1\} = \begin{cases} 
\log_{m_2} m_1 \geq (1 + \tau_1)^{-1} & \text{if } \log_{m_1} m_2 \leq 1 + \tau_1, \\
1 - \tau_1 \log_{m_2} m_1 < (1 + \tau_1)^{-1} & \text{if } \log_{m_1} m_2 \geq 1 + \tau_1,
\end{cases}
\]

\[
\log_{m_2} m_1 \geq \min\{(1 + \tau_1)^{-1}, \log_{m_1} m_1\} \quad \text{and} \quad \log_{m_2} m_1 - (1 + \tau_1)^{-1} \tau_2.
\]
\[
\begin{array}{|c|c|c|}
\hline
k_i & \text{Case} & \liminf_{i \to \infty} \mathbb{E}_p \left[ \frac{\log_{m_1} F(x,k_i)}{k_i} \right] \\
\hline
n_i & 1 & N/A \\
& 2 & H_1(p) + \log_{m_2} m_1 \cdot H_2(p) \\
L_i & 1 & (1 + \tau_2)^{-1} \cdot H_1(p) + \max \{(1 + \tau_2)^{-1}, \log_{m_2} m_1 \} \cdot H_2(p) \\
& 2 & N/A \\
n_i \log_{m_1} m_2 & 1 & \max \{1 - \tau_1 \log_{m_2} m_1, \log_{m_2} m_1 \} \cdot H_1(p) + \log_{m_2} m_1 \cdot H_2(p) \\
& 2 & N/A \\
L_i \log_{m_1} m_2 & 1 & \max \{1 - (1 + \tau_2)^{-1} \tau_1, (1 + \tau_2)^{-1} \} \cdot H_1(p) \log_{m_2} m_1 + (1 + \tau_2)^{-1} \log_{m_2} m_1 \cdot H_2(p) \\
& 2 & N/A \\
R_i & 1 & (1 + \tau_1)^{-1} \cdot H_1(p) + \min \{(1 + \tau_1)^{-1}, \log_{m_2} m_1 \} \cdot H_2(p) \\
& 2 & (1 + \tau_1)^{-1} \cdot H_1(p) + (\log_{m_2} m_1 - (1 + \tau_1)^{-1} \tau_2) \cdot H_2(p) \\
\hline
\end{array}
\]

Table 1: Values of \(S_i\)

- \(S_2 \geq S_4\) if \(\tau_1 \geq \tau_2\). Note that the coefficient of \(H_1(p)\) in \(S_4\) could be viewed as the maximum of two linear functions of \(\log_{m_2} m_1\), which yields

\[
\max \{1 - (1 + \tau_2)^{-1} \tau_1 \log_{m_2} m_1, (1 + \tau_2)^{-1} \log_{m_2} m_1 \} \leq (1 + \tau_1)^{-1}.
\]

Under our assumption, this is less than the corresponding coefficient \((1 + \tau_2)^{-1}\) in \(S_2\). The order between the coefficients of \(H_2(p)\) is clear.

Now we plug \(\tau_2 = \gamma \log_{m_2} m_1 \cdot \tau_1\) into \(S_4\) and \(S_5\) to deduce

\[
S_4 = \begin{cases} 
(1 - (1 - \gamma) \tau_1 \log_{m_2} m_1) H_1(p) + \log_{m_2} m_1 \cdot H_2(p) \\
\log_{m_2} m_1 \cdot H_1(p) + \log_{m_2} m_1 \cdot H_2(p) 
\end{cases}
\]

if \(1 + (1 - \gamma) \tau_1 \leq \log_{m_2} m_1\),

\[
\log_{m_2} m_1 \cdot H_1(p) + \log_{m_2} m_1 \cdot H_2(p)
\]

if \(1 + (1 - \gamma) \tau_1 > \log_{m_2} m_1\).

\[
S_5 = \begin{cases} 
H_1(p) + \log_{m_2} m_1 \cdot H_2(p) \\
\log_{m_2} m_1 \cdot (1 + (1 - \gamma) \tau_1) H_2(p)
\end{cases}
\]

if \(1 + \tau_1 \leq \log_{m_2} m_1\),

\[
\log_{m_2} m_1 \cdot (1 + (1 - \gamma) \tau_1) H_2(p)
\]

if \(1 + (1 - \gamma) \tau_1 > \log_{m_2} m_1\).

The proof is then completed.

**Remark 3.1.** The essential difference between the measures \(\mu\) constructed in this section and its counterpart in \([4]\) lies in the subwords \(u_j\) and \(v_j\) \((1 \leq j \leq i)\). Specifically, these subwords satisfy \(\text{[3.3]}\) in our work, while they fulfill a priori assumptions imposed on the shrinking target problem in \([4]\). The nuance urges necessary modifications in the proof of constant lower limit (Lemma \(\text{[3.3]}\)) and is reflected in the expression \(\text{[3.3]}\). However, the subtlety is subsumed in \(\mathbb{E}_p \left[ -\log_{m_2} F(x,k) \right] \) and in the homogeneity assumption of the Bedford-McMullen carpet; therefore, it is barely visible beyond the scope of the proof of Lemma \(\text{[3.3]}\).

Finally, we wrap up this section by noting that the lower bound of \(\dim_H W_\gamma(K,T;\psi)\) in Theorem \(\text{[1.1]}\) holds as a consequence of Lemma \(\text{[3.2]}\) and \(\text{[3.3]}\) for which we simply take \(p_a = \frac{1}{a} \) for all \(a \in A\) so that \(H_1(p) = \log_{m_2}, M\) and \(H_2(p) = \log_{m_1} N\).

4. Proof of the upper bound

In this section, we give the rest of the proof of Theorem \(\text{[1.1]}\). We note that it suffices to prove the case where \(\lim_{n \to \infty} - \frac{\log \psi(n)}{n}\) exists, since for those \(\psi(n)\) without this property, we may consider \(\phi(n) := \max \{\psi(n), m_1^{1-n}\}\) so that \(\dim_H W_\gamma(K,T;\psi) \leq \dim_H W_\gamma(K,T;\phi)\) and we may apply the aforementioned result of the case when \(\lim_{n \to \infty} - \frac{\log \psi(n)}{n}\) exists.
Note that the set $W_\gamma(K, T, \psi)$ can be written as a limsup set

$$W_\gamma(K, T, \psi) = \limsup_{n \to \infty} W_n^\gamma(K, T, \psi),$$

where

$$W_n^\gamma(K, T, \psi) := \left\{ x \in K : \left\{ \begin{array}{ll} |x(1) - T_{m_1}(x(1))| < \psi(n) \\ |x(2) - T_{m_2}(x(2))| < \psi(n) \end{array} \right\} \right\}.$$

We note that the set above can further be written as the following union:

For any $\delta > 0$ large enough so that for any $\psi(n) m_2^{-n}$, we denote by $W_n^\gamma(K, T, \psi) \cap I(\psi)$. To estimate the values, we consider two possible cases depending on the values of $\tau_1 = 1$.

Case a-1: For any $\psi(n) m_2^{-n}$, we need to estimate the number of balls $B_{i,n}$ the smallest number of balls of diameter $4\psi(n) m_2^{-n}$ (the sidelength of the rectangles in $R^{(1)}(u) \times R^{(2)}(u)$ along the direction of the $i$-th axis) needed to cover $W_n(K, T, \psi)$, the $s$-dimensional Hausdorff measure has the following estimate:

$$H_s^\gamma(W_\gamma(K, T, \psi)) \leq \sum_{n=G}^{\infty} \#B_{i,n} \cdot (4\psi(n) m_1^{-n})^s.$$

We now estimate the value of $\#B_{i,n}$, $i = 1, 2$.

For $i = 2$, we need to estimate the number of balls $B_{2,n}$ of diameter $4\psi(n) m_2^{-n}$ to cover $W_n^\gamma(K, T, \psi)$. Since $J_n(\psi)$ is contained in the interior of a rectangle $R^{(1)}(\psi) \times R^{(2)}(\psi)$ along the direction of the $i$-th axis needed to cover $W_n^\gamma(K, T, \psi)$, the $s$-dimensional Hausdorff measure has the following estimate:

$$H_s^\gamma(W_\gamma(K, T, \psi)) \leq \sum_{n=G}^{\infty} (MN)^n (4\psi(n) m_2^{-n})^s$$

$$= C \sum_{n=G}^{\infty} m_1^{nh_n},$$

where $C := 4^s$ is a constant and

$$h_n = \log_{m_1} M + \log_{m_1} N + s(n^{-1} \log_{m_1} \psi(n) - \log_{m_1} m_2).$$

Since we assume $\lim_{n \to \infty} \frac{\log_{m_1} \psi(n)}{n}$ exists, it is clear that $\sum_{n=G}^{\infty} m_1^{nh_n}$ converges as long as $\lim_{n \to \infty} h_n < 0$ and that this is equivalent to the condition that

$$s > \lim_{n \to \infty} \frac{\log_{m_1} M + \log_{m_1} N}{\log_{m_1} m_2 - n^{-1} \log_{m_1} \psi(n)} = \frac{\log_{m_2} M + \log_{m_2} N}{1 + \tau_2}.$$
This together with \(4.3\) we can get that

\[
0 \leq \mathcal{H}^\prime(W_\gamma(K, T, \psi)) = \lim_{\delta \to 0} \mathcal{H}_\delta^\prime(W_\gamma(K, T, \psi)) \leq \lim_{G \to \infty} C \sum_{n=0}^{\infty} m_1^n h_n = 0,
\]

which implies that \(\dim_{\mathcal{H}} W_\gamma(K, T, \psi) \leq \frac{\log_{m_2} M + \log_{m_2} N}{1 + \tau_2}\).

**Case a-2:** \((1 - \gamma)\tau_1 \leq \log_{m_1} m_2 - 1\). By the definition of \(\tau_1\), \(4\psi(n)^n m_2^{-n} \leq 4\psi(n)m_1^{-n}\). Notice that just a ball of diameter \(4\psi(n)^n m_2^{-n}\) is needed to cover \(J_n(w)\) along the direction of the second axis. Now let us look in the direction along the first axis. Let \(u > 0\) be the unique integer such that \(m_1^{-u} \leq 4\psi(n)m_1^{-n} \leq m_1^{-u+1}\), which implies there exist \(w', w'' \in A^{u-1}\) such that

\[
J_n(w) \subseteq (I_{u-1}^{(1)}(w') \times R^{(2)}(w) \cup I_{u-1}^{(1)}(w'') \times R^{(2)}(w)) \cap K,
\]

(4.4)

where \(I_{u-1}^{(1)}(w')\) is the projection of the rectangle \(I_{u-1}(w')\) onto the first axis, \(I_{u-1}^{(1)}(w'')\) is that of \(I_{u-1}(w'')\), and \(K\) is the Bedford-McMullen carpet. Since \(4\psi(n)^n m_2^{-n} \leq 4\psi(n)m_1^{-n}\), there exists a unique integer \(v \geq 0\) such that

\[
m_1^{-u-v} \leq 4\psi(n)^{v}m_2^{-n} \leq m_1^{-u+1},
\]

(4.5)

which yields that \(v \leq 1 - n + n \log_{m_1} m_2 + (1 - \gamma)\log_{m_1} \psi(n)\). Then \(J_n(w)\) can be covered by \(2^{M+1}\) balls of diameter \(4\psi(n)m_2^{-n}\), which follows from that \(M\) denotes the number of columns containing at least one chosen rectangle. By (4.4), (4.5) and the definition of \(B_{2,n}\),

\[#B_{2,n} \leq 2^{M+1} \cdot (\#A)^n = 2^{M+1}(MN)^n.\]

The remaining argument is just the same as **Case a-1**. We therefore conclude that

\[
\dim_{\mathcal{H}} W_\gamma(K, T, \psi) \leq \left(1 - \frac{\tau_1 \log_{m_2} m_1}{1 + \tau_2}\right) \log_{m_1} M + \frac{\log_{m_2} N}{1 + \tau_2}.
\]

For \(i = 1\), we need to estimate the number of balls \(B_{1,n}\), of diameter \(4\psi(n)m_1^{-n}\) to cover \(W_\gamma(K, T, \psi) = \cup_{w \in A^n} J_n(w)\). To estimate the values, we consider two possible cases depending on the values of \(\log_{m_1} m_2\) and \(1 + \tau_1\).

**Case b-1:** \(\log_{m_1} m_2 > 1 + \tau_1\). By the definition of \(\tau_1\), \(4\psi(n)m_1^{-n} > m_2^{-n}\). Now observe that a ball of diameter \(4\psi(n)m_1^{-n}\) will also cover other \(n\)-th level rectangles in \(\bigcup_{w \in A^n} R^{(1)}(w) \times R^{(2)}(w)\) along the second axis. Let \(j = \lceil \log_{m_2} \psi(n) - n \log_{m_2} m_1 + n \rceil - 2\), then \(#B_{1,n} \leq (MN)^n N^{-1}\), which yields that

\[
\mathcal{H}_\delta^\prime(W_\gamma(K, T, \psi)) \leq \frac{\sum_{n=0}^{\infty} (MN)^n N^{-j}(4\psi(n)m_1^{-n})^s}{n+G}.
\]

Such an argument also applies to the case \(i = 1\), from which we conclude that \(\dim_{\mathcal{H}} W_\gamma(K, T, \psi) \leq \log_{m_2} N + \frac{\log_{m_1} M}{1 + \tau_1}\).

**Case b-2:** \(\log_{m_1} m_2 \leq 1 + \tau_1\). By the definition of \(\tau_1\), \(4\psi(n)m_1^{-n} \leq m_2^{-n}\).

**Case b-2-1:** \((1 - \gamma)\tau_1 \leq \log_{m_2} m_2 - 1\). By the definition of \(\tau_1\), \(4\psi(n)^{n}m_2^{-n} < 4\psi(n)m_1^{-n}\). It is clear that \(#B_{1,n} \leq (MN)^n\). Therefore,

\[
\mathcal{H}_\delta^\prime(W_\gamma(K, T, \psi)) \leq \frac{\sum_{n=0}^{\infty} (MN)^n (4\psi(n)m_1^{-n})^s}{n+G}.
\]

The remaining argument is just the same as the case when \(i = 1\). We therefore conclude that

\[
\dim_{\mathcal{H}} W_\gamma(K, T, \psi) \leq \frac{\log_{m_1} M + \log_{m_2} N}{1 + \tau_1}.
\]
Case b-2-2: \((1 - \gamma)\tau_1 > \log m_1, m_2 - 1\). By the definition of \(\tau_1\), \(4\psi(n)\gamma m_2^{-n} \geq 4\psi(n)m_1^{-n}\). Let \(u > 0\) be the unique integer such that \(m_1^{-u} \leq 4\psi(n)\gamma m_2^{-n} \leq m_1^{-u+1}\), which implies there exist \(w', w'' \in \mathbb{A}^{u-1}\) such that

\[
J_n(w) \subseteq (I_{n-1}^{(1)}(w') \times R^{(2)}(w) \cup I_{n-1}^{(1)}(w'') \times R^{(2)}(w)) \cap K, \tag{4.6}
\]

where \(I_{n-1}^{(1)}(w')\) is the projection of the rectangle \(I_{n-1}(w')\) onto the first axis, \(I_{n-1}^{(1)}(w'')\) is that of \(I_{n-1}(w'')\), and \(K\) is the Bedford-McMullen carpet. Since \(4\psi(n)\gamma m_2^{-n} \geq 4\psi(n)m_1^{-n}\), there exists a unique integer \(v \geq 0\) such that

\[
m_1^{-u-v} \leq 4\psi(n)m_1^{-n} \leq m_1^{-u-v+1}, \tag{4.7}
\]

which yields that \(v \leq 1 - n + n \log_{m_2} m_1 + (\gamma - 1) \log_{m_2} \psi(n)\). That \(J_n(w)\) can be covered by \(2N^{v+1}\) balls of diameter \(4\psi(n)m_1^{-n}\). By (4.6), (4.7) and the definition of \(B_{1,n}\),

\[
\#B_{1,n} \leq 2N^{v+1} \cdot (\#A) = 2N^{v+1}(MN)^n.
\]

The remaining argument is just the same as Case a-1. We therefore conclude that

\[
\dim_H W_\gamma(K, T, \psi) \leq \frac{(1 + (1 - \gamma)\tau_1) \log m_1, m_2 + \log m_1, M}{1 + \tau_1}.
\]

From the discussion above, we obtain the upper bound for Theorem 1.1.

5. Applications

In this section, we present some examples. Example 5.1 is a special case of Theorem 1.1 for which \(m_1 = M\) and \(m_2 = N\).

Example 5.1. Let \(T : [0, 1]^2 \to [0, 1]^2\) be an integer diagonal matrix transformation of \([0, 1]^2\), i.e., \(T(x) = (T_{m_1}(x^{(1)}), T_{m_2}(x^{(2)})) := (m_1 x^{(1)} \mod 1, m_2 x^{(2)} \mod 1)\), with \(2 \leq m_1 \leq m_2\). Suppose \(\psi : \mathbb{N}^+ \to \mathbb{R}^+\) be a real positive function. Let

\[W(T, \psi) := \{x \in [0, 1]^2 : T^n(x) \in B(x, \psi(n)) \text{ for infinitely many } n\}.
\]

Then,

\[
\dim_H W(T, \psi) = \begin{cases} \min \left\{ \frac{2+\log_3 1}{1+\tau_2}, \frac{1+\log_3 m_2}{1+\tau_1}, + 1 \right\} & \text{if } \log_{m_1} m_2 > 1 + \tau_1, \\ \min \left\{ \frac{2}{1+\tau_1}, \frac{1+\log_3 m_2}{1+\tau_1} \right\} & \text{if } \log_{m_1} m_2 \leq 1 + \tau_1, \end{cases}
\]

where \(\tau_1, i = 1, 2\), is defined in (1.4).

The following example illustrates the case when \(K\) is a product of Cantor sets.

Example 5.2. Let \(C_\downarrow\) denote the middle third Cantor set and \(C_\uparrow\) be the attractor of the iterated function system \(\{f_1, f_2, f_3\}\) on \([0, 1]\), where \(f_1(x) = \frac{x}{3}, f_2(x) = \frac{x}{3} + \frac{1}{3}\) and \(f_3(x) = \frac{x}{3} + \frac{2}{3}\). Define \(T : C_\downarrow \times C_\uparrow \to C_\downarrow \times C_\uparrow\) as

\[T(x) = (T_3(x^{(1)}), T_3(x^{(2)})) := (3x^{(1)} \mod 1, 4x^{(2)} \mod 1)\].

Suppose \(\psi : \mathbb{N}^+ \to \mathbb{R}^+\) be a real positive function. Let

\[W_1(T, \psi) := \{x \in C_\downarrow \times C_\uparrow : T^n(x) \in B(x, \psi(n)) \text{ for infinitely many } n\}.
\]

Then,

\[
\dim_H W_1(T, \psi) = \begin{cases} \min \left\{ \log_3 4 + \log_3 2 + \log_3 3, \log_3 2 + \log_3 4 + \log_3 3 \right\} & \text{if } \log_3 4 > 1 + \tau_1, \\ \min \left\{ \log_3 4 + \log_3 2 + \log_3 3, \log_3 2 + \log_3 4 + \log_3 3 \right\} & \text{if } \log_3 4 \leq 1 + \tau_1, \end{cases}
\]

where \(\tau_1, i = 1, 2\), is defined in (1.4).
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