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Abstract: Image interpolation algorithms pervade many modern image processing and analysis applications. However, when their weighting schemes inefficiently generate very unrealistic estimates, they may negatively affect the performance of the end-user applications. Therefore, in this work, the author introduced four weighting schemes based on some geometric shapes for digital image interpolation operations. Moreover, the quantity used to express the extent of each shape's weight was the normalized area, especially when the sums of areas exceeded a unit square size. The introduced four weighting schemes are based on the minimum side-based diameter (MD) of a regular tetragon, hypotenuse-based radius (HR), the virtual pixel length-based height for the area of the triangle (AT), and the virtual pixel length for hypotenuse-based radius for the area of the circle (AC).

At the smaller scaling ratio, the image interpolation algorithm based on the HR scheme scored the highest at 66.6% among non-traditional image interpolation algorithms presented. However, at the higher scaling ratio, the AC scheme-based image interpolation algorithm scored the highest at 66.6% among non-traditional algorithms presented, and, here, its image interpolation quality was generally superior or comparable to the quality of images interpolated by both non-traditional and traditional algorithms.
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1. Introduction and Background

Commonly used normalization methods are based on interval arithmetic and fuzzy arithmetic [1]. Usually, normalization means rescaling variables in the range between zero and one [2]. While this meaning holds in this work, it can vary from problem to problem in other works [3],[4]. Here, the news is the normalization of areas whose sum exceeds a unit square size, especially when those areas are based on the Pythagorean theorem equation. In mathematics, the Pythagorean theorem is a fundamental relation in Euclidean geometry among the three sides of a right triangle [5]. Here, it can be written as Equation (1) or Equation (2) relating the lengths of the sides a, b, and c, of a right-angled triangle [5]. The Pythagorean equation has been widely used in many computer sciences and engineering techniques, including in [6], [7], but very few times for digital image interpolation purposes [8]. In mathematics, interpolation is an estimation method used to construct a new data value within the range of a set of known data [9]. In digital image processing, it is regarded as the process of generating estimates at each grid point which must preserve original pixels in the enlarged grid, because the image interpolation operation, by definition, must preserve the input pixel values of the smaller image. In real life, interpolation operation is routinely used for digital zooming [10]. Here, it is important to remember that digital zoom is one of the digital image processing techniques used to get a closer view of image objects or details of interest. Even if it is well known that digital zooming produces more visual artefacts than optical zooming in images, digital zooming is still
widely used, for example, in modern digital cameras, imaging software (for processing and analysis applications in medicine, military, astronomy, etc.), as well as in many other electronic devices because, unlike optical zooming, digital zooming does not require the mechanical device of lens elements such as the one used in optical zoom [10]. To date, artefact-free digital image zooming remains very challenging to achieve due to unrealistic estimates by traditional interpolation algorithms—in addition to the current digital format requirements. Therefore, more research is still needed in this direction. Here, it is important to remember that interpolation pervades or penetrates many image processing and analysis applications. It is also important to remember that, in this work, developing novel and efficient weighting schemes was the goal because they could affect the performance of linear image resizing algorithms or desired results or the ways to obtain them [11]. To the best of the author’s knowledge, there are currently many approaches to interpolation problems, particularly techniques developed to efficiently reduce visual artefacts in interpolated images or contribute to other image processing tasks [12-43]. Among them, some use deep learning means to reduce visual artefacts in the output of interpolated images [44],[45], which are beyond the scope of image interpolation methods presented, mainly because they do not respect the image interpolation definition [23], unlike those presented in this paper. One of my recent works, presented in [46], examined the origin of image pixels and divided image interpolation approaches into two major categories of non-extra-pixel and extra-pixel interpolation. Unlike the extra-pixel approach, the non-extra-pixel approach only depends on original or source image pixels [46]. Another of my recent works, presented in [10], examined the effects of rounding functions in one of the fastest image interpolation algorithms—the nearest neighbor interpolation algorithm. Of all my works on image interpolation, the most recently presented, in [47], examined the effects of stochastic rounding in nearest-neighbor interpolation for interpolated scan conversion operations in cardiac ultrasound. It is important to note that, unlike the non-extra pixel, the extra-pixel approach category has attracted many researchers to date due to the potential of leading to visually realistic image details after upscaling. In the extra pixel category, there are adaptive and non-adaptive interpolation techniques [8], [48], [49]. Moreover, among adaptive and non-adaptive, some techniques depend on traditional techniques, such as bilinear, to achieve improved outcomes relevant to the targeted problem or application of interest [48-55]. Here, the main contribution to the digital image processing field is the introduction of new weighting schemes for linear image interpolation algorithms inspired by the geometric shapes and related normalized areas when their sums exceed a unit square size. Here, it is important to remember that image interpolation algorithms belonging to the linear or non-adaptive category remain the most efficient among other interpolation algorithms. It is also important to remember that methods presented in this paper can be extended to 3D image interpolation operations to solve the specific problem of interest (in generating 3D models) by using them in simultaneous multidimensional interpolation operations [56], [57].

This paper is organized as follows: Part 1 presents the introduction and background. Part 2 presents the material and methods. Part 3 presents the results and discussions. The conclusion is presented in part 4.

2. Materials and Methods

2.1. Pythagorean Theorem and Normalization

Named after the Greek mathematician Pythagoras, the theorem can be reduced to Equation (1) and Equation (2).

\[ a^2 + b^2 = c^2 \] (1)
\[ a^2 \leq c^2 - b^2 \]  

where \( a \) and \( b \) are called legs or catheti of the right triangle and \( c \) is called the hypotenuse, as shown in Figure 1.

![Figure 1](image)

**Figure 1.** \( c \) = hypotenuse, \( b \) and \( a \) = legs (or base and height).

Now, referring to [2], the normalization of an \( n \)-tuple of general weights to the corresponding \( n \)-tuple of normalization weights is described by the real-vector-valued function \( n: W_n \rightarrow S_n \) defined for all \( (w_1, \ldots, w_n) \in W_n \) in Equation (3). Here, it is important to remember that the normalization Equation (3) provides areas or weights whose sum is equal to one.

\[
n(w_1, \ldots, w_n) = \left( \frac{w_1}{\sum_{i=1}^{n} w_i}, \ldots, \frac{w_n}{\sum_{i=1}^{n} w_i} \right)
\]  

(3)

2.2. Normalized Weighting Schemes

2.2.1. Tetragonal Area

A tetragon is another name for a quadrilateral, which is a geometric figure consisting of four sides or line edges, and which are connected by four corners or vertices [58],[59]. Note that a quadrilateral or tetragon has properties such as having four sides or edges, four vertices or corners, and interior angles that add to 360 degrees [58]. Figure 2 shows that a unit square (P1, P2, P3, P4) is composed of four tetragons with areas depending on the \( x-y \) coordinates of \( P \). Such areas, for example \( W_3 = (x_2 - x) \times (y - y1) \), are used as pixel weights and the \( P \) value is obtained using Equation (4).

\[
P_{(x,y)} = \sum_{i=1}^{4} (W_i \times P_i)
\]  

(4)

Here, it is important to remember that the sum of all weights must be equal to one.
Figure 2. Example of a tetragon with four equal side lengths and angles—this is the same as the traditional bilinear (TB) weighting scheme.

Given that the areas of smaller tetragons, inside the main tetragon, sum up to one, in any case, similar to this, there will be no need for normalization of the sum of those areas. It is important to note that, throughout this paper, the amount of area is equivalent to the weight used to develop the weighting scheme.

2.2.2. Minimum Side-based Diameter

Here, the minimum side length, of any tetragon (located inside the main tetragon's unit square), is used as the diameter of a circle, as shown in Figure 3. Now, when the diameter is known, it becomes easy to find the area using Equation (5).

\[ A = \frac{\pi}{4} \times \text{diameter}^2 \]  

(5)

Here, it is important to note that the Equation (5)-based area replaces the weights \( W_i \) in Equation (4). However, given that the four circular areas do not sum up to one, in this case, there is a need for weight normalization using Equation (3).
Figure 3. Example showing the minimum side diameter for the weighting scheme—this is the MD weighting scheme.

2.2.3. Hypotenuse-based Radius

In the right-angled triangle, the hypotenuse is the longest side of the triangle. As shown in Figure 4, the hypotenuse is used as the radius of the circle. When the radius is known, the area of the circle is calculated using Equation (6).

\[ A = \pi \times \text{radius}^2 \]  \hspace{1cm} (6)

In addition, here, it is important to note that the Equation (6)-based area replaces the weights \( W_i \) in Equation (4). However, given that the four circular areas do not sum up to one, there is a need for weight normalization, using Equation (3).

2.2.4. Preliminary Results

Figure 5 shows the preliminary interpolation results by the traditional bilinear or tetragon-based algorithm (TB), minimum side-based diameter algorithm (MD), and hypotenuse-based radius algorithm (HR). As can be seen, the basic structures and features, in the red square test image, were relatively recovered after image interpolation. Here, the scaling ratio was equal to 4. In this example, TB produced more blurriness artefacts than both MD and HR. However, HR produced more heavy jagged artefacts than both TB and MD. In all cases, HR produced a higher contrast image, with smoother edges, than both TB and HR algorithms cases. This means that the image interpolation quality-based performance, for each weighting scheme-based algorithm mentioned, is dependent on the spatial distribution of the input image.
2.3. Virtual Pixel Length-based Normalized Weighting Schemes

Here, the idea is that the virtual pixel length must be equal to the pixel value belonging to the pixel whose value belongs to the standard two-dimensional image grayscale range (which varies from 0 to 255 gray levels).

2.3.1. Virtual Pixel Length-based Height

In this scheme, the author referred to Figure 6, where the virtual pixel length (A) was used as the height of the triangle. Now, with the hypotenuse (B) as the base of the triangle, the area of the triangle can be calculated using Equation 7.

\[ A = \frac{1}{2} \times \text{Base} \times \text{Height} \]  \hspace{1cm} (7)

Here as in previous cases, it is important to note that the Equation (6)-based area replaces the pixel weights \( W_i \) in Equation (4). In addition, given that the four triangular areas do not sum up to one, there is a need for weight normalization using Equation (3).
2.3.2. Virtual Pixel Length for Hypotenuse-based Radius

Figure 7 shows the virtual pixel length (A), the base (B), and the hypotenuse (C). In this case, the hypotenuse (C) is used as the radius to find the area of a circle, using Equation (6).

Figure 7. Example showing the virtual pixel length for hypotenuse-based radius for the area of the circle weighting scheme – this is the AC weighting scheme.

Referring to the example, shown in Figure 7, the Equation (6)-based area replaces the pixel weights, in Equation (4). Furthermore, given that the four circular areas do not sum up to one, there is a need for weight normalization, using Equation (3). Apart from that, it is important to note that this is inspired by one of the works presented in [28], in which the Pythagorean theorem equation was preliminary used to tackle the image interpolation algorithmic efficiency.
Figure 8 illustrates the simplified or generalized flowchart of the procedure of how the image interpolation generally works for upscaling/zooming-in purposes by TB, MD, HR, AT, and AC. Specifically, Figure 8 shows at which step interpolation weighting schemes are needed. Proposed image interpolation methods are different from traditional methods in terms of, or at the level of, the weighting schemes. Note that traditional nearest neighbor interpolation (TN) and traditional bicubic interpolation (TC) also follow the same procedure (as shown in Figure 8) but use different weighting schemes [10],[23]. In addition, note that, for image upscaling or zoom-in purposes, the value of (x) in Figure 8 must be at least equal to one.

![Figure 8](image)

**Figure 8.** A simplified flowchart showing the image interpolation procedure followed by TB (Figure 2), MD (Figure 3), HR (Figure 4), AT (Figure 6), and AC (Figure 7) methods.

2.4. Dataset

In this work, the dataset consisted of 210 images of the category: textures, aerials, miscellaneous, and sequences were downloaded from the USC-SIPI Database [60]. Those images were converted to 8 bits and resized to 512 × 512, 256 × 256, and 128 ×128 using image processing functions available in the MATLAB software (R2020a). The resized versions are still accessible via the author’s GitHub profile (see: GitHub.com/orukundo) [61].

2.5. IQA Metrics

Although there are two categories of objective image quality evaluation metrics, namely full-reference and non-reference metrics, widely used in evaluating image interpolation quality, in this work, only full reference (FR)-IQA metrics were chosen.

2.5.1. FR-IQA Metrics

Here, FR-IQA metrics were used due to the need for quantifying the closeness or similarity of interpolated images against their corresponding source or ground-truth
images [49]. Those FR-IQA metrics selected included the mean-squared error (MSE), structural similarity index (SSIM), and peak signal-to-noise ratio (PSNR). The MSE is the mean square error between the test or input image and the ground truth or reference image. The PSNR is calculated using the following Equation (8), where K is the peak value either specified by the user or taken from the range of the image data type.

$$PSNR = 10 \cdot \log_{10}(\frac{k^2}{MSE})$$ (8)

The SSIM is calculated based on the computation of 3 terms, namely: luminance (l), contrast (c), and structural (s) terms [62]. The resulting SSIM is a multiplicative combination of 3 terms, as shown in Equation (9), whose details can be found in [62].

$$SSIM(x, y) = [l(x, y)]^a \times [c(x, y)]^b \times [s(x, y)]^g$$ (9)

2.5.2. Speed Metrics

To evaluate the speed of each algorithm mentioned, MATLAB’s TIC and TOC functions were used. Normally, the tic function works with the toc function to measure elapsed time. The tic function records the current time, and the toc function uses the recorded value to calculate the elapsed time. In our experiments, what was measured in reality was the source code line-reading speed of the mentioned image interpolation algorithms (at different scaling ratios).

3. Results and Discussions

This part presents results from objective and subjective evaluations or assessments of the quality of images interpolated by traditional and non-traditional image interpolation algorithms. The priority was given to the traditional algorithms such as the traditional nearest neighbor image interpolation algorithm (TN), traditional bicubic image interpolation algorithm (TC), and traditional bilinear image interpolation algorithm (TB). Those developed weighting schemes-based image interpolation algorithms (referred to as non-traditional image interpolation algorithms) to evaluate included: The normalized minimum side-based diameter (MD), normalized hypotenuse radius-based (HR), normalized virtual pixel length-based height for the area of the triangle (AT), and normalized virtual pixel length for hypotenuse-based radius for the area of the circle (AC) algorithms. Note that all these image interpolation algorithms were not only evaluated objectively and subjectively but also in terms of computational efficiency (using basic MATLAB functions to record the start and end time and print the time difference in seconds).

3.1. Objective Image Interpolation Quality Assessment

In this section, the main goal was to use IQA metrics capable of predicting the quality of an interpolated image accurately and automatically. However, in Figure 9, the computational efficiency was evaluated by measuring the elapsed time. As can be seen, in Figure 9, the TN remained the fastest of all algorithms, because, in each scaling ratio case, it used the smallest average time, among the other algorithms mentioned. The elapsed time by the TB was shorter than MD, HR, AT, and AC. The main reason for the slowness of new or non-traditional algorithms was increased computational efforts which required more MATLAB lines reading time. For example, TN is the fastest because it does not do any computations. It only uses the destination image coordinates to locate the corresponding coordinates in the source image and those that match, their pixel values are copied from the source image to the destination image. That is not the case with any other algorithms mentioned, because, for example, the TB used the weighted average of four pixels to
calculate each pixel value in the destination image. This required taking into account simultaneously a group of four pixels and sliding those four pixels kernel over the entire image, which understandably would take more time than a “copy-paste” like operation on which the TN was based. It is important to note that the software built-in interpolation functions of the traditional TN, TB, and TC normally perform better than the manually implemented functions.

**Figure 9.** Average time (in seconds): traditional nearest neighbor (TN), traditional bicubic (TC), traditional bilinear (TB), normalized minimum side-based diameter-based (MD), normalized hypotenuse radius-based (HR), normalized virtual pixel length-based height for the area of the triangle-based (AT), and normalized virtual pixel length for hypotenuse-based radius for the area of the circle (AC) interpolation algorithms.

Now focusing on IQA metrics to predict automatically and/or accurately the image interpolation quality—Figure 10 presents the average scores that each interpolation algorithm produced or achieved in terms of the MSE. As can be seen, when the scaling ratio was 2 and 4, the TC achieved the best SME scores among traditional and non-traditional image interpolation algorithms. Focusing on non-traditional image interpolation algorithms alone (i.e., MD, HR, AT, and AC), it can be seen that the AC-based algorithm achieved the best MSE scores in both cases involving the scaling ratios equal to 2 and 4. Here, it is important to note that the lower MSE value (closest to zero) theoretically means the better image interpolation quality.
Figure 10. Average MSE: traditional nearest neighbor (TN), traditional bicubic (TC), traditional bilinear (TB), normalized minimum side-based diameter-based (MD), normalized hypotenuse radius-based (HR), normalized virtual pixel length-based height for the area of the triangle-based (AT), and normalized virtual pixel length for hypotenuse-based radius for the area of the circle (AC) interpolation algorithms.

Figure 11 presents the average scores, each interpolation algorithm produced or achieved in terms of the SSIM. As can be seen, for the cases involving all image interpolation algorithms as well as the scaling ratio equal to 2 and 4, TC achieved the best SSIM scores among all image interpolation algorithms mentioned. Focusing on image interpolation algorithms based on new weighting schemes alone, when the scaling ratio was 2, the HR-based algorithm achieved better SSIM scores than AC, AT, and MD-based image interpolation algorithms. In addition, when the scaling ratio was 4, the MD-based algorithm achieved better SSIM scores than AC, AT, and HR-based image interpolation algorithms. It is important to remember that, in theory, the higher SSIM score (closest to 1), means the better image interpolation quality.

Figure 11. Average SSIM: traditional nearest neighbor (TN), traditional bicubic (TC), traditional bilinear (TB), normalized minimum side-based diameter-based (MD), normalized hypotenuse radius-based (HR), normalized virtual pixel length-based height for the area of the triangle-based
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(AT), and normalized virtual pixel length for hypotenuse-based radius for the area of the circle (AC) interpolation algorithms.

Figure 12 presents the average scores, each interpolation algorithm produced or achieved in terms of the PSNR. Among all image interpolation algorithm cases, TC achieved the best PSNR scores. However, among non-traditional image interpolation algorithms, when the scaling ratio was 2, the HR-based algorithm achieved better PSNR scores than AC, AT, and MD-based image interpolation algorithms. Moreover, when the scaling ratio was 4, the AC-based algorithm achieved better PSNR scores than MD, AT, and HR-based image interpolation algorithms. In addition, here, it is important to remember that, in theory, the higher PSNR score (closest to 89) means the better image interpolation quality.

![PEAK SIGNAL TO NOISE RATIO](image)

Figure 12. Average PSNR: traditional nearest neighbor (TN), traditional bicubic (TC), traditional bilinear (TB), normalized minimum side-based diameter-based (MD), normalized hypotenuse radius-based (HR), normalized virtual pixel length-based height for the area of the triangle-based (AT), and normalized virtual pixel length for hypotenuse-based radius for the area of the circle (AC) interpolation algorithms.

To simplify the interpretation of results presented in Figure 10, Figure 11, and Figure 12, a simplified representation or interpretation scheme of results (from both non-traditional algorithms or new schemes-based algorithms and traditional algorithms) was given or presented in Table 1 and Table 2. In these two tables, the maximum number of times each image interpolation algorithm was expected to score highest was equal to three because there were three IQA metrics, namely: MSE, SSIM, and PSNR. Here, a method that outperformed all others, in terms of the above three metrics scores, would score the highest score at 100%. For instance, if in each case of MSE, SSIM, and PSNR metrics, the TN achieved the highest scores, that means that TN achieved the highest score 3 times. In other words, TN achieved the highest at 100% because 3 times was the maximum number of times each image interpolation algorithm was expected to achieve the highest scores.

| Table 1. Simplified representation of results (traditional vs. non-traditional). |
|------------------------|--------|--------|--------|--------|--------|--------|--------|
|                        | TN     | TB     | TC     | MD     | HR     | AT     | AC     |
| 2 x                    | 0      | 0      | 3      | 0      | 0      | 0      | 0      |
| 4 x                    | 0      | 0      | 3      | 0      | 0      | 0      | 0      |
Table 2. Simplified representation of results (non-traditional).

|     | MD   | HR   | AT   | AC   |
|-----|------|------|------|------|
| 2 x | 0    | 2    | 1    | 1    |
| 4 x | 1    | 0    | 0    | 2    |

Now, referring to the above example, it can be seen that, when the scaling ratio was equal to 2 and 4, TC achieved the highest at 100% among all image interpolation algorithms mentioned. However, among non-traditional image interpolation algorithms alone, when the scaling ratio was 2, the HR-based image interpolation algorithm achieved the highest at 66.6%. However, when the scaling ratio was equal to 4, the AC-based image interpolation algorithm achieved the highest 66.6% among all non-traditional image interpolation algorithms.

3.2. Subjective Image Interpolation Quality Assessment

In this section, we did subjective evaluations, which, in this context, was the most accurate and reliable way of evaluating the image interpolation quality. However, since they were generally expensive, external-factor dependent (including the observer’s mood), and time-consuming, and they required a human observer (i.e., the author); as a result, they were limited to a few but most representative image examples shown in Figure 13 (the boat), Figure 14 (the man), and Figure 15 (the clock). As can be seen, in Figure 13, Figure 14, and Figure 15, skipping the image with a red square and considering the direction from left to right, there are interpolated images by TN, TC, and TB interpolation algorithms in the first row. In the second row, there are MD, HR, AT and AC interpolated images. Focusing on Figure 13, it can be seen that some edges are jagged while others are not, especially the vertical and horizontal edges of the TN image. Here, the TN algorithm did not produce blurred edges. In the TC image, the oblique, vertical, and horizontal edges look blurred to some extent but not jagged. In the TB image, regardless of the edge direction, the edges are blurred but not jagged.

Figure 13. (a) Boat test image inside a red square: (b) traditional nearest neighbor (TN), (c) traditional bicubic (TC), (d) traditional bilinear (TB), (e) normalized minimum side-based diameter-based (MD), (f) normalized hypotenuse radius-based (HR), (g) normalized virtual pixel length-based height for the area of the triangle-based (AT), and (h) normalized virtual pixel length for hypotenuse-based radius for the area of the circle (AC) interpolation algorithms.
In the MD image, the edges are slightly blurred and jagged. In the HR image, the edges are blurred and slightly jagged. In the AT image, the edges are blurred and jagged, especially at the oblique edges.

![Image](image.png)

**Figure 14.** (a) Man test image inside a red square: (b) traditional nearest neighbor (TN), (c) traditional bicubic (TC), (d) traditional bilinear (TB), (e) normalized minimum side-based diameter-based (MD), (f) normalized hypotenuse radius-based (HR), (g) normalized virtual pixel length-based height for the area of the triangle-based (AT), and (h) normalized virtual pixel length for hypotenuse-based radius for the area of the circle (AC) interpolation algorithms.

In the AC image, the edges are slightly blurred and slightly jagged, especially at the oblique edges. This may suggest that AC is the best among new schemes and has a visual quality slightly superior to or comparable to that of the TC. This situation is quasi-repeated in Figure 14 and Figure 15, which involved the remaining representative images. It is important to note that the above discussions are observer-dependent. Other observers may reach different conclusions since the subjective evaluations may be influenced by other external factors, for example, viewing distance, the quality of the computer screen, the room lighting condition, and the status of the observer's eyes. It is important to note that the quality of interpolated images may also be affected negatively, to some extent, by compression artefacts (in the attempt to meet the paper format size requirement).
Figure 15. (a) Clock test image inside a red square: (b) traditional nearest neighbor (TN), (c) traditional bicubic (TC), (d) traditional bilinear (TB), (e) normalized minimum side-based diameter-based (MD), (f) normalized hypotenuse radius-based (HR), (g) normalized virtual pixel length-based height for the area of the triangle-based (AT), and (h) normalized virtual pixel length for hypotenuse-based radius for the area of the circle (AC) interpolation algorithms.

4. Conclusions

Our experiments demonstrated that the introduced four normalized weighting schemes for linear image interpolation algorithms positively affected the image interpolation quality differently depending on the scaling ratio as well as the input image pixels' spatial distribution. The way the normalized weighting schemes affected image interpolation quality was extensively demonstrated objectively (using FR-IQA metrics) and subjectively (by the human observer). To ease the interpretation of the FR-IQA metrics-based results, a simplified interpretation scheme of FR-IQA-based results was also introduced and discussed. It is important to note that, in the first experimental part aimed at comparing all algorithms (i.e., traditional and new scheme methods), when the scaling ratio = 2 and 4, objective image interpolation quality assessment showed that the TC algorithm scored the highest at 100% among all other image interpolation algorithms mentioned. In the second part of our experimental demonstrations, which aimed at comparing new weighting schemes, when the scaling ratio = 2, objective image interpolation quality assessment showed that the MD scored the highest at 0%, HR scored the highest at 66.6%, AT scored the highest at 33.3%, AC scored the highest at 33.3%. In the same part, when the scaling ratio = 4, the objective image interpolation quality assessment showed that the MD scored the highest at 33.3%, HR scored the highest at 0%, AT scored the highest at 0%, and AC scored the highest at 66.6%. Subjective image quality evaluations showed that the overall performance of the AC algorithm was superior or comparable to TB, TC, MD, HR, and AT. Note that, in digital image interpolation, to date, there exists no image interpolation algorithm that best works for all types of digital images. It is also important to note that many medical/biomedical image processing and analysis software still rely on TN, TB, and TC. In terms of computational efficiency, the TN remained the fastest image interpolation algorithm among all algorithms mentioned. Future efforts may focus on developing intelligent weighting schemes capable of producing or generating realistic estimates for image interpolation operations.

Supplementary Materials: The following are available online at https://github.com/orukundo. Images size = 512 × 512, 256 × 256, and 128 × 128.
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