The importance of the compact disordered state in the fuzzy interactions between intrinsically disordered proteins†
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The intrinsically disordered C-terminal domain (CTD) of protein 4.1G is able to specifically bind a 26-residue intrinsically disordered region of NuMA, forming a dynamic fuzzy complex. As one of a few cases of extremely fuzzy interactions between two intrinsically disordered proteins/regions (IDPs/IDRs) without induced folding, the principle of the binding is unknown. Here, we combined experimental and computational methods to explore the detailed mechanism of the interaction between 4.1G-CTD and NuMA. MD simulations suggest that the kinetic hub states in the structure ensemble of 4.1G-CTD are favorable in the fuzzy complex. The feature of these hub states is that the binding ‘hot spot’ motifs βA and βB exhibit β-strand propensities and are well packed to each other. The binding between 4.1G-CTD and NuMA is disrupted at low pH, which changes the intramolecular packing of 4.1G-CTD and weakens the packing between βA and βB motifs. Low pH conditions also lead to increased hydrodynamic radius and acceleration of backbone dynamics of 4.1G-CTD. All these results underscore the importance of tertiary structural arrangements and overall compactness of 4.1G-CTD in its binding to NuMA, i.e. the compact disordered state of 4.1G-CTD is crucial for binding. Different from the short linear motifs (SLiMs) that are often found to mediate IDP interactions, 4.1G-CTD functions as an intrinsically disordered domain (IDD), which is a functional and structural unit similar to conventional protein domains. This work sheds light on the molecular recognition mechanism of IDPs/IDRs and expands the conventional structure-function paradigm in protein biochemistry.

Introduction

Intrinsically disordered proteins or protein regions (IDPs/IDRs) are abundant in the eukaryotic proteome and play crucial roles in various cellular processes. IDPs/IDRs lack stably folded three-dimensional (3-D) structures under physiological conditions, thereby challenging the classical structure-function paradigm in protein biochemistry. The major functional role of IDPs/IDRs is mediating protein-protein interactions. Since the functional states of IDPs/IDRs are conformational ensembles, the potential functional advantage of IDPs/IDRs is the ability to bind with multiple partners, perhaps in different conformations.

The molecular recognition process of IDPs/IDRs exhibits extreme diversity. Some IDPs/IDRs fold into stable structures upon binding, the so-called folding upon binding process. Yet more and more IDPs/IDRs have been found to form “fuzzy complexes”, in which the degree of disorder in the bound state may vary with the partner or cellular conditions. Fuzzy binding includes polymorphic bound structures, conditional folding and dynamic binding. The notion of fuzziness spans a broad spectrum of IDP/IDR-involved protein-protein interactions with dynamic and multivalent features, resulting in protein complex ensembles with heterogeneous conformation, promiscuous binding, stoichiometry and kinetics. While most of the reported fuzzy complexes are formed between one IDP/IDR and one structured protein/domain, extreme cases of fuzzy complexes between two IDPs/IDRs have recently been...
Fig. 1 The conformational kinetics of 4.1G-CTD. (a) The amino acid sequence of 4.1G-CTD and NuMA1800–1825. (b) The schematic diagram of the kinetic network of the 50 most populated macrostates of the 200-state MSM of 4.1G-CTD. The green circles represent the macrostates and the sizes of the circles denote the state populations. The transitions between states are shown as the transition probability between two states are larger than 0.005. The thickness of the line is proportional to the transition probability. The red lines highlight the direct transitions from other states to state 1. (c) The correlation between the state hub score and the state similarity with the 4.1G-CTD/NuMA complex ensemble. The sizes of the blue circles denote the population of the states. (d) The representative structures of state 1 and state 8 with highest hub scores. The center structure (cartoon representation) of each state are superimposed with other four structures (grey ribbons) in that state. The structures are drawn using the web software Hermite (https://hermite.dp.tech/). α-helix, β-sheet, coil and turn are colored magenta, yellow, white and green, respectively. (e) The representative structures of some clusters in the 4.1G/NuMA complex ensemble that are similar with state 1 and state 8. NuMA is colored cyan.
characterized.\textsuperscript{19–21} We previously reported the extremely fuzzy interaction between two disordered protein regions: the C-terminal domain of protein 4.1G (4.1G-CTD, aa 939–1005, Fig. 1a) and a 26-residue motif (aa 1800–1825, Fig. 1a) at the C-terminal region of nuclear mitotic apparatus (NuMA),\textsuperscript{19} which binds specifically and plays a major role in regulations of both symmetrical and asymmetrical cell divisions.\textsuperscript{19,22,23} 4.1G-CTD and NuMA\textsuperscript{1800–1825} form a 1:1 complex through dynamic multisite interactions without disorder-to-order transition.\textsuperscript{19} The molecular recognition mechanism in such an extreme fuzzy complex is, however, largely elusive. Unlike the extremely fuzzy complex formed between the disordered H1 and ProTz,\textsuperscript{28} in which the electrostatic attraction between two highly charged proteins is the dominant driving force, the binding between 4.1G-CTD and NuMA exhibits site specificity and hydrophobic interaction plays a major role.\textsuperscript{19} Different from the long-range electrostatic attraction, the short-ranged interactions such as hydrophobic effect, van der Waals interaction and hydrogen bonding require more specific pairings during the recognition process. Given the disordered nature of the two interacting partners, different conformations of the two IDRs have different capacities for binding, and even different stoichiometry of binding are possible. It is intriguing as to what conformations are favorable for binding and what the determinant factor of the binding affinity is. Here, through MD simulations and Markov state model (MSM) analysis, we have identified binding-relevant conformational states of 4.1G-CTD, which feature specific packing between two hydrophobic stretches that are molecular recognition ‘hot spots’. Then we have shown that the acidic pH condition would disrupt the binding between 4.1G-CTD and NuMA. At the same time, acidic pH condition was found to accelerate protein backbone dynamics and attenuate intramolecular packing of 4.1G-CTD, suggesting that the tertiary structural attributes and stable local structural arrangement are crucial for molecular recognition in the fuzzy interaction between two IDRs.

**Results**

**The kinetic hub states are preferred in the 4.1G-CTD/NuMA complex**

We have previously constructed the conformational ensemble of 4.1G-CTD based on replica exchange molecular dynamics (REMD) simulations.\textsuperscript{19} In order to obtain a more accurate equilibrium structural ensemble and the detailed conformational dynamics of 4.1G-CTD, we conducted large scale unbiased MD simulations (up to 185 \(\mu\)s) based on the previous REMD trajectories\textsuperscript{19} (see Methods for more details) and constructed a kinetic network model using Markov state model (MSM) analysis with the tICA (time-structure-based independent component analysis) algorithm (Fig. S1a and b\textsuperscript{†}).\textsuperscript{24,25} NMR C\(_{z}\) chemical shifts were calculated using SHIFTX2 (ref. 26) based on the 1200-microstate MSM, yielding good agreement with the experimental results (Fig. S2a and b\textsuperscript{†}). To gain more mechanistic insights into the kinetic behavior, the microstates were further lumped into 200 macrostates (Fig. S1c and d\textsuperscript{†}). The mean first passage times (MFPTs) among the 200 macrostates were calculated. The time scales of the inter-state transitions among the most populated 50 states span a wide range from several microseconds to milliseconds (Fig. S2c\textsuperscript{†}). The kinetic network of the first 50 states can be grouped into two sub-networks (Fig. 1b). In one of the sub-networks, state 1 with the second large population (10.6\%) is a typical ‘hub state’, a concept proposed in studies of protein folding.\textsuperscript{27–28} The feature of hub state is that many states in the kinetic network can transit directly to the hub state with high rate, while transitions among the non-hub states are relatively slow and rare. Most of the states in this sub-network are directly connected to state 1. The hub state features of the 200 macrostates were quantitatively evaluated by calculating the respective ‘hub scores’.\textsuperscript{29} It turns out that state 1 has the highest hub score of 0.98 (Fig. S2d\textsuperscript{†}). The second sub-network is composed of fewer states, though some are of high populations, including states 0, 2, 3, 5, 6, 7 (Fig. 1b). These states account for a significant portion (36.6\%) of the total population, with relatively low hub scores around 0.2 (Fig. S2d\textsuperscript{†}), and are roughly disconnected to state 1 in the kinetic network (Fig. 1b).

The concept of hub state was first proposed in the protein folding study, where the folded structure of the protein is the kinetic hub that explains the two-state folding model.\textsuperscript{28} Here, 4.1G-CTD is an intrinsically disordered domain that lacks a unique well-folded structure. To investigate the role of the kinetic hub state in IDP’s function, i.e. the interaction with NuMA, we examined the structural similarity between the 200 macrostates of free form 4.1G-CTD and those in the structural ensemble of 4.1G-CTD/NuMA complex (the structural ensemble of 4.1G-CTD/NuMA complex was taken from previous REMD simulations\textsuperscript{19}). Since the free-form 4.1G-CTD and 4.1G-CTD/NuMA complex are both represented as structural ensembles, the harmonic ensemble similarity (HES) method\textsuperscript{30,31} was employed to evaluate the similarities. The correlation between HES and the state hub score is shown in Fig. 1c, revealing that two states (state 1 and 8, Fig. 1d) with the highest hub scores are most similar to the 4.1G-CTD structures in the complex (Fig. 1e). In another word, the high hub score states are preferred in the 4.1G-CTD/NuMA complex.

Inspection of the representative structures of state 1 and 8 reveals that both of them have two parallel \(\beta\) strands at the core of the CTD domain in addition to the stably folded \(\alpha\) helix, consisting of \(\beta\)A (\textsuperscript{955}EKRIVTL\textsuperscript{961}) and \(\beta\)B (\textsuperscript{888}VTRVV\textsuperscript{903}) strands that are enriched with hydrophobic residues (Fig. 1d). In contrast to the stably folded \(\alpha\) helix, \(\beta\)A and \(\beta\)B strands are marginally stable and only appear in 1 and 8 among the ten most highly populated macrostates (Fig. S3\textsuperscript{†}). Notably, the \(\beta\)B region (\textsuperscript{888}VTRVV\textsuperscript{903}) encompasses a major NuMA binding motif on 4.1G-CTD and it has been previously showed that single mutation V988D or triple mutation V991,992,993D completely disrupted the interaction between 4.1G-CTD and NuMA.\textsuperscript{19} To examine the role of \(\beta\)A in the binding, we generated another triple mutation I958D/V959D/I960D to examine the role of \(\beta\)A in the binding. ITC measurements show that mutating these three hydrophobic residues significantly reduced NuMA binding affinity (Fig. S4, \(K_D = 333 \pm 73 \mu\)M). Therefore, \(\beta\)A and \(\beta\)B are both NuMA binding ‘hot spots’ on 4.1G-CTD.
Lowering pH disrupts the interaction between 4.1G-CTD and NuMA

To verify the role of the hub-state conformations in the fuzzy interaction, we set out to find a condition that could disrupt the binding, and examine how the dysfunction condition changes the conformational ensemble of 4.1G-CTD. After a few tries, we found that acidic pH could disrupt the interaction. GST-pull down, isothermal titration calorimetry (ITC) and NMR $^1$H-$^{15}$N HSQC spectra all indicate that 4.1G-CTD is not able to bind NuMA at pH 3.6 (Fig. 2 and S4a–d†). The $^1$H-$^{15}$N HSQC spectrum of 4.1G-CTD at pH 3.6 displays limited amide proton chemical shift dispersion (Fig. 2c), indicating that 4.1G-CTD remains disordered. However, almost all resonance peaks experience significant chemical shift changes at pH 3.6 (Fig. S6a†). More resonances were observed at pH 3.6 with respect to the spectrum at neutral pH, leading to 84% backbone assignment (Fig. 2c, only 60% assignment was achieved at neutral pH). These results suggest that the conformational ensemble of 4.1G-CTD have been changed under acidic condition. To obtain better-resolved spectra, we carried out NMR measurements at 278 K under both pH conditions. The spectra qualities are higher at low temperature and more peak assignments were obtained (Fig. S6b and c† 97.4% and 98.7% assignments were achieved for neutral and acidic pH conditions, respectively). By

---

**Fig. 2** 4.1G-CTD/NuMA binding is disrupted at the low pH condition. (a) GST pull-down assay showing that two variants of 4.1G-CTD (939–1005 and 868–1005) can bind NuMA1800–1825 at pH 8.0 but not pH 3.6. (b) ITC measurements of the interaction between 4.1G-CTD and NuMA at pH 3.6. (c) $^1$H-$^{15}$N HSQC spectra of 4.1G939–1005 (red) and 4.1G939–1005 titrated with two molar ratios of NuMA1800–1825 at pH 3.6 and 298 K (blue).
recording a series of HSQC spectra between 278 K and 298 K, some assignments at 278 K were transferred to the HSQC spectrum of 298 K and the assignment shown in Fig. 2c also achieves a level of 97.4%. We also characterized the binding between 4.1G-CTD and NuMA at 278 K, finding that the low temperature does not perturb the protein interaction (Fig. S7f). Therefore, we performed NMR experiments under 278 K in the following characterizations.

Our previous work has shown that the binding between 4.1G-CTD and NuMA is multivalent and dynamic, including various non-covalent interactions, such as electrostatic interactions and hydrophobic interactions.\(^{19}\) At first glance, lowering the pH value directly affects the electrostatic interactions by changing the net charges of the two proteins. The protonation state prediction of 4.1G-CTD using H++ indicates that the net charges of the two proteins. The protonation state prediction of 4.1G-CTD using H++ indicates that the net charge number changes from −6 at neutral pH to +5 at pH 3.6, while that of NuMA changes from +7 to +8. Therefore, the like-charge repulsion between the two proteins seems to be a major factor that impairs the binding at acidic pH. To estimate the contribution of electrostatic interaction in 4.1G-CTD/NuMA binding, we compared the binding affinities at different pH. ITC measurements at neutral pH conditions showed that variation of ion strength hardly changes the binding affinity \((K_i = 0.92−4.40 \text{mM at } 0−600 \text{mM NaCl concentrations})\) (Fig. S8a–f). We also carried out ITC measurements at acidic pH with different NaCl concentrations, and it turns out that 4.1G-CTD could not bind NuMA at various salt concentrations (Fig. 2b and S7g, h). Therefore, electrostatic interactions may contribute to the interaction at both pH values. We have summarized the thermodynamics parameters of ITC measurements in Table S1.\(^{†}\) The enthalpy changes are all favorable, and the entropy changes are negative, suggesting that the binding is enthalpy driven. The value of \(\Delta H\) exhibits small variations with the change of salt concentrations. The value of \(-T\Delta S\) increases slightly with the increase of salt concentration. Therefore, the slight weakening of the binding is thus concentration increase is mainly an entropy effect. Overall, the inter-molecular electrostatic interaction induced by pH changes only has minor effects on the disruption of binding. The finding also strongly indicates that hydrophobic interactions have major contributions to 4.1G-CTD/NuMA binding, which are mainly between the \(\beta\)A and \(\beta\)B motifs on 4.1G-CTD and the \(\alpha\)-helix at the \(\beta\)A region. On the other hand, the \(\beta\) strand propensities within \(\beta\)B region decreased at low pH (Fig. 3b). Different from the NMR results, lowering pH also results in an obvious reduction of the \(\beta\) strand propensity within the \(\beta\)A region in MD simulation (Fig. 3b). Therefore, both NMR and MD show evidence of \(\beta\) strand propensity reduction within the \(\beta\)B region under low pH, but only MD simulation show \(\beta\)-strand reduction at the \(\beta\)A region. On the other hand, MD simulations in our previous work demonstrated that NuMA binding does not change the propensities of \(\beta\)A and \(\beta\)B strands obviously, while NMR spectra did not show obvious chemical shift changes but line broadening upon NuMA binding.\(^{18}\) Altogether, we concluded that the reduction of \(\beta\)-strand content is only partially responsible for the loss of function of CTD under pH 3.6.

### Lowering pH accelerates the backbone dynamics of 4.1G-CTD
Besides the changes of local secondary structures, we went on to explore the changes of the overall conformation and backbone dynamics of 4.1G-CTD under low pH. To explore the backbone dynamics of 4.1G-CTD, we carried out NMR spin relaxation experiments to measure the \(T_1\), \(T_2\) and \(^{15}\text{N-}T_1\text{H}\) nuclear Overhauser effects (NOEs) under both pH conditions. At neutral pH, the heteronuclear NOEs of 4.1G-CTD are all between 0.4 and 0.6 except the \(\alpha\)-helix region, with values around 0.7–0.8 (Fig. 3c). The NOEs are particularly sensitive to fast local motions, with typical values for rigid fragments in structured proteins around 0.9 and those for highly flexible sites in the disordered regions being largely negative. Therefore, the NOE profile of 4.1G-CTD is consistent with the secondary structure analysis, where the \(\alpha\)-helix is stably folded and the other regions are mainly disordered with transient secondary structures. Notably, the NOEs of all residues at pH 3.6 decreased obviously with respect to those under neutral pH (Fig. 3c), suggesting that the overall mobility of the protein increased. However, the \(\alpha\) region still exhibits relatively higher NOE values than other regions (Fig. 3c). The chemical shifts analysis indicates that the \(\alpha\) region under pH 3.6 is as stable as that under neutral pH and the secondary structure propensity in other regions of CTD did not obviously decrease upon lowering pH. So the decreased NOE values

### The pH-induced secondary structure changes
The MD simulation results suggest that conformational states with more stable \(\beta\)A and \(\beta\)B secondary structures (such as state 1 and 8 in MSM) could be important for binding. Therefore, we first examined whether acidic pH significantly changes the secondary structures of 4.1G-CTD. Calculation of the secondary structure propensities using the \(\delta\)2D method\(^{33}\) based on NMR chemical shifts shows that \(\alpha\)-helix remains stable at pH 3.6 (Fig. 3a). The most prominent change at pH 3.6 is that the most C-terminal end of CTD (aa 992–1005) has a much higher propensity of \(\alpha\)-helix, while at neutral pH this region is mainly coil or PPII (Fig. 3a). The propensity of \(\beta\) strand within \(\beta\)B region is reduced upon lowering pH, while that of \(\beta\)A does not change (Fig. 3a). It is worth noting that the \(\beta\)A region has at most 20% fraction of \(\beta\)-strand element at both pH conditions.

To obtain the atomic details of the structural ensemble and the secondary structure information of 4.1G-CTD at low pH, we performed 9.6 μs REMD simulations of 4.1G-CTD at pH 3.6 (see Methods for more details, Fig. S9, S10a and Table S2). The calculated chemical shifts of Cα and the secondary chemical shifts (SCSs) of Cα are generally in good agreement with the NMR experiments (Fig. S10b and c). The secondary structure fractions are also calculated using \(\delta\)2D method.\(^{33}\) As shown in Fig. 3b, the secondary structure distributions and pH-induced changes based on MD simulation generally agree with those from NMR measurements, i.e. \(\alpha\)-helix remains stable, C-terminal end (aa 992–1005) has a higher propensity of \(\alpha\)-helix and the \(\beta\) strand propensity within \(\beta\)B region decreased at low pH (Fig. 3b). Different from the NMR results, lowering pH also results in an obvious reduction of the \(\beta\) strand propensity within the \(\beta\)A region in MD simulation (Fig. 3b). Therefore, both NMR and MD show evidence of \(\beta\) strand propensity reduction within the \(\beta\)B region under low pH, but only MD simulation show \(\beta\)-strand reduction at the \(\beta\)A region. On the other hand, MD simulations in our previous work demonstrated that NuMA binding does not change the propensities of \(\beta\)A and \(\beta\)B strands obviously, while NMR spectra did not show obvious chemical shift changes but line broadening upon NuMA binding.\(^{18}\) Altogether, we concluded that the reduction of \(\beta\)-strand content is only partially responsible for the loss of function of CTD under pH 3.6.
Fig. 3  pH-induced secondary structure and backbone dynamics changes of 4.1G-CTD. (a) Secondary structure fractions of 4.1G-CTD at neutral (upper panel) and low (lower panel) pH conditions estimated from NMR chemical shifts ($\text{H}^\text{N}$, $\text{C}_\text{z}$, $\text{C}_\beta$, $\text{C}'$). The $\beta$A and $\beta$B regions are highlighted by the dashed-line rectangular. (b) Secondary structure fractions of 4.1G-CTD estimated from MD simulations at both pH conditions. (c) Het-
eronuclear $^1\text{H}-^{15}\text{N}$ NOEs of 4.1G-CTD at neutral and low pHs. (d) $T_1/T_2$ of 4.1G-CTD at neutral and low pH conditions.
suggest that the intra-molecular packing of CTD becomes weaker at low pH.

In line with this, the spin relaxation times $T_1$ and $T_2$ show the similar trend. For structured proteins, the ratio of $T_1/T_2$ is proportional to the overall rotational correlation time of the tumbling motion of the molecule. For IDPs/IDRs, the concept of overall rotational correlation time is no longer applicable. However, as long as there are relatively stable structure motifs in the IDP, the concept of tumbling is applicable and the $T_1/T_2$ ratio allows distinguishing regions with significant secondary and tertiary structural propensities from the completely unstructured regions. In 4.1G-CTD, the $\alpha$A region exhibits higher $T_1/T_2$ ratios [Fig. 3d], corresponding to longer rotational correlation time, than the rest parts of the protein. Under low pH, most of the $T_2$ values decrease at the $\alpha$A region and increase at other regions, while $T_2$ increased for all residues (Fig. S11†). The resulting $T_1/T_2$ values for all residues are smaller than those at neutral pH except for a few sites (Fig. 3d). The $\alpha$A region still exhibits higher $T_1/T_2$ values relative to other regions.

As a control, we also measured the $T_1$, $T_2$ and NOE values of 4.1G-CTD in the presence of NuMA (Fig. S12†). Since NuMA binding leads to line broadening, the experiments were carried out under an unsaturated concentration of NuMA, with a molar ratio of NuMA to 4.1G-CTD being 0.3 : 1. The NOE values do not exhibit obvious changes while the $T_1/T_2$ values increase slightly for almost all residues upon NuMA binding (Fig. S12a and b†), indicating that the backbone dynamics is slowed down. The increases are more obvious at N-terminus, $\beta$A and $\beta$B regions (Fig. S12b†).

Overall, the spin relaxation experiments demonstrate that at low pH the backbone dynamics of 4.1G-CTD is accelerated, a change that is most likely originated from the attenuated intra-molecular packing.

### Lowering pH leads to increased dimension of 4.1G-CTD

The accelerated backbone dynamics revealed by the spin relaxation experiments suggests that 4.1G-CTD is less compact under pH 3.6. To address this, we measured the hydrodynamics radius $R_H$ of 4.1G-CTD by using fluorescence correlation spectroscopy (FCS). As expected, the hydrodynamics radius of 4.1G-CTD increased upon lowering pH (Fig. S13† Table 1). The mean values of $R_H$ under pH 6.8 and pH 3.6 are $1.56 \pm 0.22$ and $2.02 \pm 0.20$ nm, respectively. Theoretical values of $R_H$ could be estimated according to different scale laws. As shown in Table 1, the theoretical $R_H$ of 4.1G-CTD at neutral pH is close to folded proteins. This is consistent with our previous prediction by calculating the charge/hydropathy (C/H) ratios (Fig. S4 in ref. 19). Therefore, 4.1G-CTD at neutral pH could be described as a compact disordered state, and lowering pH increases its $R_H$ to average value of IDPs (Table 1).

To further consolidate the dimensional change of 4.1G-CTD from neutral to low pH, we performed smFRET measurements at low pH and compared the results with those at neutral pH.19 Two pairs of fluorescence dye labeling sites for donor and acceptor (939/982 and 982/1005) were generated by mutating Thr939, Gln982 and Asp1005 to cysteine and labeled with Alex555 and Alex647, respectively (Fig. 4a). At low pH, the FRET efficiency distributions of both labeling systems shift toward the low values [Fig. S14†]. In order to compare the results from smFRET measurements and MD simulations, we converted the FRET efficiency to inter-dye distance and used the available volume method14,35 to calculate the donor-acceptor distances of the MD snapshots. In both labeling systems, the distance distributions calculated from MD simulations shift to larger values, qualitatively in agreement with the smFRET results (Fig. 4b and c). Therefore, both FCS and smFRET measurements demonstrate that the conformation of 4.1G-CTD is less compact under low pH.

### Details of pH-induced changes of intra-molecular interactions in 4.1G-CTD

To exploit the atomic details of the conformational changes of 4.1G-CTD under low pH, the intra-molecular contacts were analyzed using the MD simulation results. Calculations based on the MD trajectories at two pH conditions demonstrate that the total number of intra-molecular contacts is only reduced by 1.11% at pH 3.6, though the contact maps reveal notable differences. The intra-molecular contact map at neutral pH shows that relatively stable long-range interactions occur between $\beta$A and $\beta$B (Fig. S15a, highlighted with red ovals). This $\beta$-sheet motif also contacts $\alpha$A helix with high probability (Fig. S15a, highlighted with green ovals), forming a metastable $\beta$A–$\alpha$A–$\beta$B motif that is prominent in state 1 and 8 of the MSM (Fig. 1c). The difference of contact probabilities of 4.1G-CTD at two pH conditions shows that the probability of long-range contacts between $\beta$A and $\beta$B decreased obviously at low pH, while some of the local contacts increased due to the higher helical propensity at low pH (Fig. 5a). Interestingly, the comparison of the contact maps of isolated 4.1G-CTD and 4.1G-CTD/NuMA complex (REMD simulation results obtained from our previous work) at neutral pH reveals that the probability of contacts between $\beta$A and $\beta$B increased upon NuMA-binding

| Model | $R$ (Å) |
|-------|---------|
| (native) | $[0.75 \pm 0.05]M^{0.33 \pm 0.02}b$ | 12.0–15.5–19.9 |
| (MG) | $[0.90 \pm 0.10]M^{0.33 \pm 0.02}b$ | 13.7–18.6–24.8 |
| (pre-MG) | $[0.60 \pm 0.10]M^{0.40 \pm 0.02}b$ | 16.4–23.6–33.0 |
| (coiled) | $[0.28 \pm 0.10]M^{0.53 \pm 0.01}b$ | 21.3–25.1–29.5 |
| (8 M urea) | $[0.22 \pm 0.01]M^{0.53 \pm 0.01}b$ | 22.6–26.0–29.8 |
| (6 M GdnHCl) | $[0.19 \pm 0.01]M^{0.54 \pm 0.01}b$ | 23.3–27.0–31.1 |
| (folded) | $4.92^{N-26.0}f$ | 17.6 |
| (denatured) | $2.33^{N-54.0}f$ | 27.0 |
| (IDP) | $2.39^{N-95.0}f$ | 24.2 |
| $R_H$ (FCS) pH = 6.8 | 15.6 ± 2.2 |
| $R_H$ (FCS) pH = 3.6 | 20.2 ± 2.0 |

$^a$ MG stands for molten globule. $^b$ Ref. 1, Tcherkasskaya O. et al., J. Proteome Res., 2003, 2, 37–42. $^c$ Ref. 2, March J. A. and Forman-Kay J. D., Biophys. J., 2010, 98, 2383–2390.
These results suggest that the intra-molecular interactions between βA and βB are important for 4.1G-CTD/NuMA complex and the pH-induced functional loss could be largely ascribed to the weakened interaction between βA and βB.

In line with the above analysis, detailed statistics show that the average number of hydrogen bonds related to βA and βBa at low pH, neutral pH and 4.1G/NuMA complex system are 1.19, 2.00 and 3.36, respectively. On the other hand, the total number of salt bridges during the simulation at pH 3.6 exhibits a significant decrease (by 21.6%) with respect to neutral pH (Fig. S15d†). Interestingly, almost all salt-bridges with >35 intervening residues decrease significantly upon lowering pH (Fig. 5c). The loss of long-range electrostatic interactions may account for the expansion of the overall dimension of 4.1G-CTD. In conclusion, the acidic environment changes the protonation state of 4.1G-CTD and the decrease of intra-molecular electrostatic interactions attenuates the tertiary compaction of 4.1G-CTD and the specific packing between βA and βB, which is crucial for NuMA binding.

The potential role of NuMA in the pH-induced disruption of 4.1G-CTD/NuMA interaction

Since acidic pH could also change the property of NuMA, thus affecting the 4.1G-CTD/NuMA interaction. To examine this possibility, we generated a mutant D1824A of NuMA, and examined its binding affinity to 4.1G-CTD at both neutral and acidic pH conditions.
acidic pH conditions. The reasoning is: in the sequence of NuMA1800–1825 (Fig. 1a), D1824 is the only residue that may change protonation state at pH 3.6. If the pH-induced property change of D1824 could significantly change the ensemble of NuMA and is crucial for binding, the D1824A mutation may rescue the 4.1G/NuMA interaction at pH 3.6. The ITC measurements in Fig. S16† show that the binding property of D1824A is similar to that of wild type NuMA, i.e. being able to bind 4.1G-CTD at neutral pH and unable to bind at acidic pH. This indicates that D1824A mutation does not disturb 4.1G/NuMA binding at neutral pH and the protonation state change of D1824 at pH 3.6 is unlikely a cause for loss of interaction between 4.1G-CTD and NuMA.

**Discussion**

In previous work, we have shown that the interaction between the intrinsically disordered 4.1G-CTD and NuMA1800–1825 is highly dynamic, without a persistent binding interface and large-scale disorder-to-order transition. On the other hand, multiple ‘hot spots’ have been identified, among which the hydrophobic interactions show major contributions to binding. Here, we have tried to explore the recognition mechanism underlying this fuzzy interaction. The major finding underscores the role of structural attributes in IDP interaction. Firstly, the local secondary structure propensity may play a role in binding. The βA and βB region encompass the major hydrophobic binding sites of the interaction, and both of them have transient β-strand propensities. The characters of βA and βB seemingly comply with the concept of preformed structure elements, which are transient secondary structural elements in IDPs/IDRs. The concept of preformed structure element was proposed to explain the folding upon binding recognition process. Most preformed structure elements (if not all) experience disorder-to-order transitions, or become stably folded upon target binding. The case of βA and βB in 4.1G-CTD is different from the situation in folding upon binding interactions. Although MD simulation shows that the contact number between βA and βB increased upon NuMA binding (Fig. 5b), the β-strand populations of these two regions are very similar with
those in free form 4.1G-CTD (Fig. S7 in ref. 19). In another word, the \( \beta \)A and \( \beta \)B motifs are target recognition ‘hot spots’ on 4.1G-CTD for NuMA binding and the interaction between 4.1G-CTD and NuMA slows down the backbone dynamics of 4.1G-CTD (Fig. S12b†) without inducing folding or large-scale transition to ordered structures in 4.1G-CTD. Therefore, the secondary structure propensity may not be a stringent requirement for binding, at least its role is different from that of the preformed structure element.

Secondly, the tertiary structure could be more important for molecular recognition of 4.1G-CTD. It was shown that the acidic pH condition accelerates the backbone dynamics and results in conformational expansion of 4.1G-CTD. This suggests that the spatial organization of the key binding motifs, i.e. \( \beta \)A and \( \beta \)B stretches, is critical for molecular recognition. Although 4.1G-CTD is intrinsically disordered, the compaction of the domain helps to maintain a metastable/ transient ‘binding interface’ for target recognition. Here, the feature of the ‘binding interface’ is likely the effective packing between \( \beta \)A and \( \beta \)B, as demonstrated in the MD simulations. These two hydrophobic stretches have major contributions to binding affinity, thereby holding \( \beta \)A and \( \beta \)B in close proximity may facilitate target recognition. The backbone dynamics is the other side of the coin, which is more restrained at neutral pH with respect to that at lower pH, and NuMA binding further slows down the backbone motions.

The case of 4.1G-CTD/NuMA reveals a new binding principle of the molecular recognition of IDPs. We have shown that the specificity is not only originated from the physicochemical complementarity of the ‘hot spot’ motifs on the two IDPs, but is also dependent on the compaction and tertiary conformational state of 4.1G-CTD. The advantage of the compact state in ligand-binding, however, is not modulating the accessibility of the target-binding ‘hot spots’. Comparison of the solvent accessible surface areas (SASAs) of the hydrophobic residues under both pH conditions shows that lowering pH does not lead to larger exposure of these residues (Fig. S17†). Therefore, the functional role of compaction is to spatially organize the recognition motifs. The structural attributes, in addition to the physicochemical properties of the recognition motifs, are crucial for binding affinity and specificity.

Protein–protein interactions of many IDP/IDRs are mediated via short sequence-embedded motifs called short linear motifs (SLiMs).\(^{37,38}\) SLiMs are typically 6–12 residues long and can often be recognized as patterns of conserved residues within a sparsely conserved sequence stretch.\(^{37}\) The SLiM is the central anchoring site for IDP interactions. In recent years, it has been realized that the interaction of IDP/IDRs could not be totally explained by the SLiM anchoring sites of binding, the flanking region and the entire context of the disordered chain need to be taken into account.\(^{39}\) As for 4.1G-CTD, the context should be considered as a domain. The notion of intrinsically disordered domain (IDD) was considered as a new kind of protein–protein interaction module of IDPs.\(^{40}\) 4.1G-CTD was originally identified as one of the two conserved domains in 4.1 proteins from vertebrates to invertebrates, while the other is known as FERM domain.\(^{41,42}\) According to the domain boundary defined by C. Scott et al., the C-terminal half of CTD, which corresponds to the fragment we used in this study (4.1G 939–1005), is more conserved than the N-terminal half (Fig. S18†).\(^{43}\) In line with this, our previous work found that the longer fragments including less conserved N-terminal half residues (4.1G 886–1005 and 4.1G 868–1005) do not show a significant increase of binding affinities.\(^{39}\) Moreover, the sequences of \( \beta \)A and \( \beta \)B do not exhibit a higher degree of conservation than the rest regions within 4.1G-CTD-939–1005.\(^{44}\) These evidences suggest that the highly conserved 4.1G-CTD-939–1005 is a functional and structural unit that was inherited during evolution. Although it lacks one unique 3-D structure, the tertiary structural attributes necessary for ligand binding are encoded in the sequence. In this respect, IDD like 4.1G-CTD is not very different from a conventional protein domain. It was previously believed that one major distinction between IDDs and short linear motifs (SLiMs)\(^{37,38}\) is that SLiMs can only bind ordered partners but IDDs are able to bind ordered partners as well as other IDDs through mutual induced folding.\(^{45}\) The binding between 4.1G-CTD and NuMA represents a case of one SLiM (NuMA\(^{1800–1825}\)) binds to one IDD without induced folding. We speculate that IDDs, like structured protein domains, are able to bind SLiMs or other IDDs and not necessarily through induced folding. The structure attributes encoded in the conserved sequence of IDDs are key determinants of binding affinity.

The role of hydrophobic packing is well known to be the main driving force for protein folding. Hydrophathy is also correlated to the compaction of IDRs.\(^{46}\) However, for 4.1G-CTD the hydrophobic residues are not obviously more buried at neutral pH with respect to low pH (Fig. S17†), implying that the hydrophobic effect may not be the main determinant for protein dimension. On the other hand, charge interaction can also drive compaction. pH-induced expansion of 4.1G-CTD is most likely the effect of net charge changes, as indicated by the simulation results. Despite the different driving forces, the compaction of IDDs may have similar kinetic attributes as the folding of a structured domain, such as the hub state feature revealed by the MSM analysis of 4.1G-CTD. The native state in protein folding is often considered a kinetic hub, but that is not always the case.\(^{29}\) The hub score analyses have been mostly applied to structured proteins, except one previous simulation study of hIAPP peptide that found no kinetic hub exists in this intrinsically disordered peptide.\(^{44}\) Here, we found that 4.1G-CTD, a compact disordered domain, also has kinetic hub states and they are more favorable in the fuzzy complex than the non-hub states. This might be due to the compactness of 4.1G-CTD, which has a similar hydrodynamic radius with folded domains and molten globules. There is correlation between hub score and similarity to complex (Fig. 1c). On the other hand, relatively higher \( \beta \)-strand content is the most obvious structure feature of high hub score states (state 1 and state 8), but we could not say that these two factors are quantitatively related. The higher hub score does not necessarily correspond to higher \( \beta \)-strand content.

The kinetic hub feature may also be related to frustration.\(^{45}\) It was recently found that although binding induced folding results in well-defined structures in the bound state, there is often multiple qualitatively different folding pathways in the
process, thereby leading to high frustration. On the other hand, in the processes of fuzzy interactions local frustrations are often minimized though not totally eliminated. Notably, the conformational states with high hub scores (states 1 and 8 in the MSM) also have the least frustrated contacts (Fig. 5d). This may partly explain the role of hub states in the molecular recognition of IDP. We realized that there remain many unanswered questions about the exact role of kinetic hub states in the IDP binding process. For example, to answer the question as to what is the relationship between the hub state and the low pH condition, we need much more simulations at low pH to analyze the kinetic behavior of 4.1G-CTD in its dysfunctional state. In addition, ligand binding may also change the kinetics of an IDP/IDR, and we also need to examine the kinetic hubs in the complex system. Moreover, it is not for sure if kinetic hubs are prevalent in IDPs. These will be the topics of our future study.

It is worth noting that pH change could also affect the property of NuMA, thus affecting its binding to 4.1G-CTD. We did not perform NMR characterization of NuMA because it suffers from severe aggregation at higher concentrations. The boundary of the NuMA fragment used here (1800–1825) is necessary and sufficient for binding to 4.1G-CTD. We have tried to prepare several longer fragments of NuMA, but the sample qualities are even worse. To make a detour, we generated a mutant D1824A of NuMA to explore the role of NuMA. It turns out that the D1824A mutation does not affect the interaction between 4.1G-CTD and NuMA. We know that this could not totally exclude the possibility that acidic pH-induced property change of NuMA contributes to the disruption of 4.1G/NuMA binding. In the future study, perturbation of the 4.1G-CTD conformational ensemble could be realized by generating point mutations on 4.1G without disturbing NuMA.

Methods

Protein expression and purification

Fragments of human 4.1G and NuMA were individually cloned into a modified version of pET32a vector or pGEX-4T-1 vector, with the resulting proteins containing a Trx tag or GST tag at the N-termini. For NMR experiments, 4.1G-CTD (939–1065) were cloned into a pET-M3C vector, with the resulting proteins containing a His6 tag at the N-termini. All of the mutations were cloned into a pET-M3C vector, with the resulting proteins contained in a PBS buffer for NMR titration and spin relaxation experiments (1 mM EDTA, and 1 mM 2-mercaptoethanol). The protein samples for NMR titration and relaxation experiments were carried out as described by Farrow et al. on a Bruker AVIII 600 MHz spectrometer using a 15N/13C-labeled protein sample at 298 K, and ~0.3 mM 15N/13C-labeled protein sample at 278 K. 15N relaxation experiments were carried out as described by Farrow et al. on a Bruker AVIII 600 MHz spectrometer using a 15N-labeled 4.1G-CTD sample at a protein concentration of 0.1 mM. With a 2 s recycle delay, T1 and T2 were measured with eight (2, 20, 40, 80, 160, 320, 640 and 1280 ms) and ten relaxation delays (0, 20, 40, 80, 100, 120, 160, 200, 300 and 400 ms), respectively. The spectra measuring 1H–15N NOEs were acquired with a 2 s relaxation delay, and followed by a 3 s period of proton saturation. In the absence of proton saturation, the spectra were recorded with a relaxation delay of 5 s. NMR data were processed and analyzed with NMRPipe and Sparky. The secondary structure propensity (SSP) scores were calculated using the Cz and CB chemical shifts with the method proposed by Marsh J. A. et al.

smFRET experiments and data process

The double cysteine mutants of 4.1G were generated and purified. The 4.1G mutant proteins were labeled with the donor (Alexa Fluor 555-maleimide, Thermo Fisher Scientific Inc., MA, U.S.), and acceptor (Alexa Fluor 647-maleimide, Thermo Fisher Scientific Inc., MA, U.S.) by following the vendor provided protocol. The unreacted dye was separated from the labeled protein by using size exclusion chromatography (SEC).

We first cleaned the glass coverslip and drilled glass slide by sonication them in water and ethanol three times respectively,
then etched them in plasma cleaner (PDC-002, Harrick Plasma Inc., NY, U.S.) for 5 min to destroy the residual dusts further. Then, we stuck the coverslip on the bottom of the drilled glass slide to make a flow cell. We added about 100 μl 0.1 mg ml⁻¹ poly-lysine-PEG-NTA (PLL(20)g[3.5]-PEG(2)-NTA, SuSoS AG Inc., Switzerland) solution to the flow cell and incubated it for 20 min in order to put a layer of PEG on the coverslip and passivate it. After we washed the flow cell with buffer thoroughly, we added 0.1 M NiCl₂ solution to introduce Ni²⁺ to the NTA. After 20 min incubation and complete wash, we added 1 nM labeled 4.1G solution to the flow cell in order to tether the protein down to the glass surface upon the binding between the His-tag of 4.1G and the NTA group on the PEG layer. To examine the non-specific binding of molecules to the glass, we performed control experiment without adding NiCl₂ solution. We observed very few fluorescent spots on the coverslip that is less than 6% of the number of fluorescent spots in the presence of NiCl₂. Such small portion of non-specific binding suggests that its effect is negligible.

The single molecule FRET images were taken by using a home-built wide-field fluorescence imaging system with an exposure time of 100 ms. In the titration experiment, one thousand-fold molar excess of NuMA was used. The single molecule FRET time trace was extracted from the image by using iSMS software and the statistical histogram of FRET was fitted to the sum of two Gaussian functions by using Matlab (Mathworks Inc., MA, U.S.) program. The detailed methods refer to our previous work. To make a direct comparison between smFRET and simulation, the FRET efficiency ET was converted to the donor-acceptor distance r according to:

\[ r = \left( \frac{1 - \text{ET}}{\text{ET}} \right)^{1/6} R_0 \]

(1)

For Alexa555 and Alexa647, the effective Förster radius \( R_0 \) was set to 51 Å. The MD simulation systems did not explicitly include the fluorophores since the large size of the dye molecules would significantly increase the computational costs. Therefore, we used the available volume (AV) method to calculate the inter-dye distance based on MD snapshots. This method uses a simple geometrical algorithm assuming that all dye molecules in the simulation, AV method could also introduce errors. From the experimental side, errors include the uncertainty in FRET efficiency measurements, and the variations of effective Förster radius \( R_0 \) due to anisotropic tumbling of the donor and acceptor fluorophores, or changes in the donor quantum yield. \( R_0 \) is proportional to the sixth roots of the orientation factor \( \kappa^2 \) and the donor quantum yield \( Q_0 \). The orientation factor \( \kappa^2 \), which is assigned a value of 0.67 based on an assumption of perfect isotropic tumbling can in fact sample a wide range of values.

**MD simulations of 4.1G-CTD at neutral pH**

We conducted extensive conventional MD simulations of 4.1G-CTD based on previous REMD simulations. 109 initial conformations were obtained from our previous work and each was used to conduct 500 ns MD simulation. Specifically, we used the Gromos algorithm with a backbone RMSD cut-off of 0.3 nm to conduct the cluster analysis of the previous REMD trajectory. 109 clusters were obtained and the central structure of each cluster was chosen as the initial conformation. Then, we divided all these trajectories into 100 clusters using k-centers clustering algorithm. We randomly chose two or three conformations from each cluster and initiated the second round MD simulations from them. Finally, we obtained 370 trajectories, each lasting 500 ns and summing up to 185 μs of simulation time in total. All parameters of the seeding MD simulations were the same as in our previous work.

**MSM construction of protein 4.1G at neutral pH**

The MSMBuilder3.8 software was used to construct the Markov state model (MSM). The backbone dihedral angles \( \phi \) and \( \psi \) were used as features and time-lagged independent component analysis (tICA) was used for dimensionality reduction. tICA is a variant of principal component analysis and it computes the time-lag correlation matrix, whose eigenvectors represent linear combinations of the most slowly decorrelating degrees of freedom in a system. The time-lag correlation matrices were calculated with a delta time of 130 ns and the phase space was projected onto the slowest 5 tICs. Then we clustered the reduced phase space into 1200 states using \( k \)-medoids algorithm. We constructed the count matrix \( C_{ij}(\tau) \) by counting the number of transitions from state \( i \) to state \( j \) after a lag time \( \tau \). From the count matrix, we used the maximum likelihood estimate to obtain the transition probability matrix, \( T \). If the model is Markovian, the dynamics can be propagated to long time scale dynamics:

\[ P(n\Delta t) = [T(\Delta t)^n]P(0) \]

(2)

The implied timescales, \( \tau_k \), are computed from the eigenvalues as follows:

\[ \tau_k = \left( \frac{\tau}{\ln \mu_k(\tau)} \right) \]

(3)

where \( \mu_k \) is the \( k \)th eigenvalue (sorted from largest to smallest, and the eigenvalue equals to 1 is not considered) of the transition matrix with the lag time \( \tau \). In general, if the model is Markovian, the implied timescales plateau and become constant at long lag times (Fig. S1a). We then applied the PCCA+ algorithm to lump all the microstates into 200
macrostates (Fig. S1b†). All models were also validated by the residence probability test (Fig. S1†).

The MFPT from state i to state f, $m_{if}$, is defined as the average time taken to reach state f for the first time given that the system was initially in state i. The MFPT between two states can be determined by solving the following linear system of equations:  

$$m_i = \sum_j P_{ij}(m_j + \tau)$$  \tag{4}

where $P_{ij}$ is the transition probability from state i to state j.

**REMD simulation of protein 4.1G at low pH**

The conformational ensemble of 4.1G939–1005 at pH 3.6 was explored using replica-exchange molecular dynamics (REMD) simulations. Four initial structures were used the same as our previous work which from the structural prediction programs I-TASSER and QUARK and were evenly distributed in 48 different replicas for REMD simulation. The protonation states at pH 3.6 were predicated by the server H++ and thus 11 titratable residues were protonated. GROMACS-4.6.5 software package was used to conduct the simulation with CHARMM force field and the TIP3P water model. Na$^+$ and Cl$^-$ ions were added to neutralize uncompensated charges, and further conferred a salt concentration of 0.1 M. Steepest descent algorithm was used to minimize the energy of the system, and the added solvent was equilibrated with position restraints on the heavy atoms of the protein. The temperatures were maintained using the V-rescale method with a relaxation time of 0.1 ps. We used the Parrinello–Rahman barostat to keep the pressure at 1 bar with a time constant of 2 ps. The cutoff of electrostatic interactions and van der Waals interactions were both set to be 1.2 nm, and the particle mesh Ewald method was used to treat electrostatic interactions. All bonds were constrained by the LINCS algorithms. A total of 48 different temperatures ranging from 310–430 K were generated from the web server Temperature generator for REMD-simulations. The exchange time between two adjacent replicas was 2 ps and each replica lasted for 200 ns. The average acceptance ratio was 23%. To confirm the convergence of the simulation, we checked the backbone RMSD, probabilities of secondary structure contents, the ratio of hydrophilic/hydrophobic SASA of 4.1G939–1005 within two independent time intervals (60–130 and 130–200 ns), which are all very similar (Fig. S8†).

The last 140 ns of trajectories at 310 K were used for analysis. All secondary structure analyses of the simulation trajectories were performed using the DSSP program. Chemical shift prediction based on REMD simulations was performed using the SHIFTX2 software. Secondary chemical shift $\Delta\delta$, such as $\Delta\delta$ of Ca ($\Delta\delta_{Ca}$), is defined as $\Delta\delta_{Ca} = \delta_{Ca}^{exp/simu} - \delta_{Ca}^{random}$. When calculating the contact probability map, two residues within 0.3 nm were regarded as a contact, and the contacts between residue i and i + 1 as well as those between residue i and i + 2 were not counted because the probabilities of these contacts are always close to 1 no matter what the secondary structure is.
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