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Abstract. We bound the codimension of an ancient mean curvature flow by the entropy. As a consequence, all blowups near a singularity lie in a Euclidean subspace whose dimension is bounded by the entropy and dimension of the evolving submanifolds. This drastically reduces the complexity of the system.

The bound on the codimension is a special case of sharp bounds for spectral counting functions for shrinkers and, more generally, ancient flows. Shrinkers are solutions that evolve by scaling and are the singularity models for the flow.

We show rigidity of cylinders as shrinkers in all dimension and all codimension in a very strong sense: Any shrinker, even in a large dimensional space, that is sufficiently close to a cylinder on a large enough, but compact, set is itself a cylinder. This is key for regularity; cf. [CMS]. We show rigidity by showing that the codimension is one and, thus, [CIM] applies.

Finally, we prove that in any dimension and codimension any ancient flow that at time $-\infty$ is a shrinking round cylinder must be a flow of hypersurfaces in a Euclidean subspace.

0. Introduction

Higher codimension mean curvature flow (MCF) is a complicated nonlinear parabolic system and much less is known than for hypersurfaces. The complexity of the system increases as the codimension increases. Singularities are modeled by shrinkers $\Sigma$ that evolve by scaling. The most fundamental shrinkers are cylinders $S^{k}_{\sqrt{2k}} \times \mathbb{R}^{n-k}$, but there are many others including all $n$-dimensional minimal submanifolds of the sphere $\partial B_{\sqrt{2n}} \subset \mathbb{R}^{N}$.

We show that blowups of higher codimension MCF have much smaller codimension than the original flow. In many important instances, we show that blowups are evolving hypersurfaces in a Euclidean subspace even when the original flow is far from being hypersurfaces.

One way of thinking about MCF is as a one-parameter family of submanifolds $M_t \subset \mathbb{R}^N$ evolving so that the position vector $x \in M^t_n$ satisfies the nonlinear heat equation

\[(\partial_t - \Delta_{M_t}) x = 0.\]

This equation is nonlinear since the Laplacian depends on the evolving submanifold $M_t$. In nonlinear elliptic PDE, the minimal surface equation is one of the most fundamental equations. Many fundamental results and tools about elliptic PDEs have originated in the study of it. In much the same way, MCF is one of the most basic and fundamental parabolic systems. New results and tools are expected to apply to a variety of other systems.

There is a Lyapunov function for the flow that is particularly useful. To define it recall that the Gaussian surface area $F$ of an $n$-dimensional submanifold $\Sigma^n \subset \mathbb{R}^N$ is

\[F(\Sigma) = (4\pi)^{-\frac{n}{2}} \int_\Sigma e^{-\frac{|x|^2}{4}}.\]
Following [CM6], the entropy $\lambda$ is the supremum of $F$ over all translations and dilations
\begin{equation}
\lambda(\Sigma) = \sup_{c,x_0} F(c \Sigma + x_0).
\end{equation}

For a shrinker the entropy is equal to the $F$-functional. The entropy of round spheres is monotone decreasing in the dimension, $\mathcal{S}$, with
\begin{equation}
\sqrt{2} \leq \lambda(S^n) < \lambda(S^{n-1}) < \cdots < \lambda(S^1) = \sqrt{\frac{2\pi}{e}} \approx 1.52,
\end{equation}
and $\lambda(\Sigma \times \mathbb{R}) = \lambda(\Sigma)$. By Huisken’s monotonicity, [Hu], it follows that $\lambda$ is monotone nonincreasing under the flow. From this, and lower semi continuity of $\lambda$, we have that all blowups have entropy bounded by that of the initial submanifold in a MCF.

0.1. Liouville properties. Let $M_t^n \subset \mathbb{R}^N$ be an ancient MCF of $n$-dimensional submanifolds with entropies $\lambda(M_t) \leq \lambda_0 < \infty$. Ancient flows are solutions that exist for all negative times. The space $\mathcal{P}_d$ of polynomial growth caloric functions consists of $u(x,t)$ on $\bigcup_t M_t \times \{t\}$ so that $(\partial_t - \Delta_{M_t}) u = 0$ and there exists $C$ depending on $u$ with
\begin{equation}
|u(x,t)| \leq C (1 + |x|^d + |t|^\frac{d}{2}) \text{ for all } (x,t) \text{ with } x \in M_t, \ t < 0.
\end{equation}

Our first theorem is a sharp bound for a parabolic “counting function” on ancient MCF (in all of these results, the time slices $M_t$ are allowed to be non-compact):

**Theorem 0.6.** There exists $C_n$ so that if $M_t^n \subset \mathbb{R}^N$ is an ancient MCF with $\lambda(M_t) \leq \lambda_0$ and $d \geq 1$, then $\dim \mathcal{P}_d \leq C_n \lambda_0 d^n$.

The dependence on $d$ is sharp even on Euclidean space, where $\mathcal{P}_d(\mathbb{R}^n)$ consists of the classical caloric polynomials. Motivated by [CM1]–[CM5], Calle initiated the study of dimension bounds for $\mathcal{P}_d$ on a manifold in her 2006 thesis, [Ca1], [Ca2]; see [CM9], [LZ] for related results and [CM10] for more.

**Theorem 0.6** has a number of applications, including bounds for the associated heat kernel. One remarkable consequence with $d = 1$ is a bound for the codimension (or, equivalently, a bound for the number of linearly independent coordinate functions):

**Corollary 0.7.** There exists $C_n$ so that if $M_t^n \subset \mathbb{R}^N$ is an ancient MCF, then it is contained in a Euclidean subspace of dimension $\leq C_n \sup_t \lambda(M_t)$.

Let $\Sigma^n \subset \mathbb{R}^N$ be a shrinker with finite entropy $\lambda(\Sigma)$. As in [CM6], the drift Laplacian (Ornstein-Uhlenbeck operator) $\mathcal{L} = \Delta - \frac{1}{2} \nabla_{x,t}$ is self-adjoint with respect to the Gaussian inner product $\int_{\mathbb{R}^N} u v e^{-\frac{1}{2} \|x\|^2}$. Let $\|u\|_{L^2}$ denote the Gaussian $L^2$ norm. We will say that $u$ is a $\mu$-eigenfunction if $\mathcal{L} u = -\mu u$ and $0 < \|u\|_{L^2} < \infty$. The spectral counting function $\mathcal{N}(\mu)$ is the number of eigenvalues $\mu_i \leq \mu$ counted with multiplicity. The next result bounds $\mathcal{N}$:

**Theorem 0.8.** There exists $C_n$ so that the counting function for $\mathcal{L}$ on an $n$-dimensional shrinker $\Sigma^n \subset \mathbb{R}^N$ satisfies $\mathcal{N}(\mu) \leq C_n \lambda(\Sigma) \mu^n$ for $\mu \geq 1$.

The dependence on $\mu$ is sharp even on Euclidean space. A key component in the proof is a sharp polynomial growth bound for eigenfunctions of $\mathcal{L}$ on any shrinker. This result seems to be of independent interest. It too is sharp on $\mathbb{R}^n$ and shows that any eigenfunction on any shrinker grows polynomially of degree at most twice the eigenvalue (see Theorem 2.1).

Specializing Theorem 0.8 to $\mu = \frac{1}{2}$ gives:
Corollary 0.9. There exists $C_n$ so that if $\Sigma^n \subset \mathbb{R}^N$ is a shrinker, then it is contained in a Euclidean subspace of dimension $\leq C_n \lambda(\Sigma)$.

Our estimates in Corollaries 0.7 and 0.9 are linear in the entropy. The corresponding linear estimate for algebraic varieties in complex projective space follows from Bézout’s theorem, 18.3 in [Ha]. When $\Sigma \subset \partial B_{\sqrt{2n}} \subset \mathbb{R}^N$ is a closed $n$-dimensional minimal submanifold of the sphere and the entropy reduces to the volume, this estimate follows Cheng-Li-Yau, [CgL].

In [dCW], do Carmo-Wallach construct families of minimal submanifolds of the sphere, each isometric to the same round sphere, generalizing results of Calabi, [Ca]. The boundary immersions of the families in [dCW] lie in a lower-dimensional affine space. Obviously, they have the same volume and, since they are contained in spheres, also the same entropy. Thus, the number of linearly independent coordinate functions can vary along a family.

0.2. Rigidity of cylinders. By uniqueness of solutions to ODEs, any shrinking curve in $\mathbb{R}^N$ is planar. From this and dimension reduction, it is expected that for MCF in all codimension the most prevalent singularities are $\gamma \times \mathbb{R}^{n-1}$. Here $\gamma$ is a closed planar curve (Abresch-Langer) that is a round circle if embedded or stable, [CM6], or with $\lambda(\gamma) < 2$.

Our next result plays a key role in the regularity of MCF in higher codimension, cf. [CMS]. This result shows that cylinders are rigid in a very strong sense: Any shrinker, even in a large dimensional space, that is sufficiently close to a cylinder on a large enough, but compact, set is itself a cylinder. To state the theorem, let $C_{n,N}$ be the collection of all $\mathbb{R}^N$ rotations of $S_{\sqrt{2k}}^k \times \mathbb{R}^{n-k}$ for $k = 1, \ldots, n$.

Theorem 0.10. There exists $R_N$ so that if $\Sigma^n \subset \mathbb{R}^N$ is a complete shrinker with finite entropy and there exists $C \in C_{n,N}$ so that $B_{R_N} \cap \Sigma$ is a graph over $C$ of a normal vector field $V$ with $\|V\|_{C^{2,\alpha}} \leq R_N^{-1}$, then $\Sigma \in C_{n,N}$.

The rigidity of cylinders in codimension one was proven in [CIM]. To prove Theorem 0.10, we show that a shrinker, even in high codimension, that is close to a cylinder on a large bounded set must be a hypersurface in some Euclidean subspace.

0.3. Sharp bound for codimension. Suppose that $M^n_t \subset \mathbb{R}^N$ is an ancient MCF with $\sup_t \lambda(M_t) < \infty$. For each constant $c > 0$ define the flow $M_{c,t}$ by $M_{c,t} = \frac{1}{c} M_{c^2 t}$. It follows that $M_{c,t}$ is an ancient MCF as well. Since $\sup_t \lambda(M_t) < \infty$, it follows from Huisken’s monotonicity, [Hu], and work of Ilmanen, [I], White, [W3], that every sequence $t_i \to \infty$ has a subsequence (also denoted by $t_i$) so that $M_{c_i,t}$ converges to a shrinker $M_{\infty,t}$ (so $M_{\infty,t} = \sqrt{-t} M_{\infty,-1}$) with $\sup_t \lambda(M_{\infty,t}) \leq \sup_t \lambda(M_t)$. We will say that such a $M_{\infty,t}$ is a tangent flow at $-\infty$ of the original flow. Using in part the strong rigidity of cylinders, we next give a sharp bound for the codimension:

Theorem 0.11. If $M^n_t \subset \mathbb{R}^N$ is an ancient MCF and one tangent flow at $-\infty$ is a cylinder $S_{\sqrt{2k}}^k \times \mathbb{R}^{n-k}$, then $M_t$ is a flow of hypersurfaces in a Euclidean subspace.

We believe that Theorem 0.11 will have wide ranging consequences for MCF in higher codimension. We will try here to briefly explain some of these.

Using Angenent-Daskalopoulos-Sesum, [ADS], Brendle-Choi, [BCh], and Choi-Haslhofer-Hershkovits, [ChHH], we get uniqueness for ancient flows of surfaces in higher codimension:
Corollary 0.12. If $M_t^2 \subset \mathbb{R}^N$ is an ancient MCF of surfaces and one tangent flow at $-\infty$ is a cylinder $S_{\sqrt{2}}^1 \times \mathbb{R}$, then $M_t \subset \mathbb{R}^3 \subset \mathbb{R}^N$ for some 3-plane $\mathbb{R}^3$. Therefore, by [ChHH] $M_t$ is either shrinking round cylinders, or the ancient ovals, or the bowl soliton.

White, [W2], and Haslhofer-Hershkovits, [HH], constructed ancient MCF of closed hypersurfaces that for time zero disappear in a round point and at time $-\infty$ are shrinking cylinders. These are the ancient ovals. Hershkovits, [H], showed (see also Haslhofer, [Has]) that the bowl soliton in $\mathbb{R}^3$ is the unique translating solution of MCF which has the family of shrinking cylinders as an asymptotic shrinker at $-\infty$.

Using [CIMW] and Brendle, [B], Bernstein-Wang, [BW3], showed that any shrinker in $\mathbb{R}^3$ with entropy $\leq \lambda(S^1) + \epsilon$, is a flat plane, round sphere, or round cylinder. We believe that there should be a similar classification in low dimension and any codimension of low entropy shrinkers (cf. conjecture 0.10 in [CIMW]):

Conjecture 0.13. There exists $\epsilon > 0$ so that for $n \leq 4$ and any codimension, the only shrinkers with entropy $< \lambda(S^1) + \epsilon$ are round generalized cylinders, $S_{\sqrt{2}}^k \times \mathbb{R}^{n-k}$.

We conjecture that for any $n$ the round $S^n$ has the least entropy of any closed shrinker $\Sigma^n \subset \mathbb{R}^N$. This was proven for hypersurfaces in [CIMW]; see also [HW]. The “Simons cone” over $S^2 \times S^2$ has entropy $< \lambda(S^1)$, see [CIMW]. So already for $n = 5$, round cylinders do not give a complete list of the lowest entropy shrinkers. Conjecture 0.13 is known for $n = 1$ since shrinking curves are planar and have entropy $\geq \lambda(S^1)$.

Conjecture 0.13 combined with Theorem 0.11 would imply that any ancient solution $M_t^n \subset \mathbb{R}^N$ with entropy at most $\lambda(S^1) + \epsilon$ is a hypersurface in a Euclidean subspace provided $n \leq 4$. This would give that all blowups near any cylindrical singularity for $n \leq 4$ are ancient flows of hypersurfaces. Thus, reducing the system to a single equation.

Finally, we conjecture:

Conjecture 0.14. The optimal constant $C_n$ in Corollary 0.7 satisfies

\begin{equation}
C_n \lambda(S^1) < n + 2.
\end{equation}

If this conjecture holds, then any ancient solution $M_t^n \subset \mathbb{R}^N$ with entropy $< \lambda(S^1) + \epsilon$, would be a flow of hypersurfaces in a Euclidean subspace. This would give that all blowups near any cylindrical singularity are ancient flows of hypersurfaces.

1. The operator $\mathcal{L}$ on the Gaussian space on shrinkers

The shrinker equation is $H = \frac{x^\perp}{2}$, where $H = -\text{Tr} A$ is the mean curvature vector, $A$ the second fundamental form, and $x^\perp$ is the perpendicular part of $x$. Set $f = \frac{|x|^2}{4}$, so the Gaussian weight is $e^{-f}$. As in lemma 3.20 in [CM6], the coordinate functions $x_i$ are $\frac{1}{2}$-eigenfunctions and $|x|^2 - 2n$ is a 1-eigenfunction for $\mathcal{L}$ on any shrinker with finite entropy. We will need some standard facts about $L^2$ eigenfunctions (cf. section 3 in [CM7]):

1 In [CIMW], it was conjectured that the round $S^n$ minimizes entropy among closed hypersurfaces for $n \leq 6$. This was proven by Bernstein-Wang, [BW1]. Zhu later proved this for all $n$ in [Z]; cf. [BW2], [KZ]. We conjecture that this holds in all codimension.

2 See [CM6], [AS], and [LL] for results on higher codimension MCF.
Lemma 1.1. If $\Sigma^n \subset \mathbb{R}^N$ is a shrinker and $u$ is a $L^2 \mu$-eigenfunction, then $u \in W^{1,2}$ and 
\[
\int |\nabla u|^2 e^{-f} = \mu \int u^2 e^{-f}.
\]
If $v$ is a $\nu$-eigenfunction with $\nu \neq \mu$, then
\[
0 = \int u v e^{-f} = \int \langle \nabla u, \nabla v \rangle e^{-f}.
\]

Proof. Let $\eta$ be a compactly supported function with $\eta^2 \leq 1$ and $|\nabla \eta| \leq 1$. Taking the divergence of $u \nabla u \eta^2 e^{-f}$ and applying Stokes' theorem gives that
\[
\int |\nabla u|^2 \eta^2 e^{-f} - \mu \int u^2 \eta^2 e^{-f} = -2 \int u \eta \langle \nabla u, \nabla \eta \rangle e^{-f}.
\]
Applying the absorbing inequality $2 a b \leq \frac{a^2}{2} + 2 b^2$ and then using $\eta^2 \leq 1$ and $|\nabla \eta| \leq 1$ gives
\[
\int |\nabla u|^2 \eta^2 e^{-f} \leq (\mu + 2) \int u^2 e^{-f} + \frac{1}{2} \int |\nabla u|^2 \eta^2 e^{-f}.
\]
Absorbing the last term on the right and taking $\eta$'s converging to one everywhere, we conclude that $\int |\nabla u|^2 e^{-f} < \infty$. Once we have this, $|u| |\nabla u|$ is also integrable, so the right-hand side of (1.3) goes to zero as $\eta \to 1$. We conclude that $\int |\nabla u|^2 e^{-f} = \mu \int u^2 e^{-f}$. Finally, (1.2) follows from the symmetry of $\mathcal{L}$.

We show next that the $W^{1,2}$ norm of an eigenfunction concentrates in a bounded set. The next lemma and corollary apply to $W^{1,2}$ functions that are either entire or defined on a compact subdomain and vanish on the boundary.

Lemma 1.5. If $u$ is a $W^{1,2}$ function on a shrinker $\Sigma^n \subset \mathbb{R}^N$, then
\[
\int |x|^2 u^2 e^{-f} \leq 4 n \int u^2 e^{-f} + 16 \int |\nabla u|^2 e^{-f}.
\]
Moreover, for any $r > 2$, we have
\[
\int_{\Sigma \setminus B_r} |\nabla u|^2 e^{-f} \leq \int_{\Sigma \setminus B_{r-1}} (5 u^2 + (\mathcal{L} u)^2) e^{-f}.
\]

Proof. Since $\mathcal{L} |x|^2 = 2 n - |x|^2$, taking the divergence of $u^2 x^T e^{-f}$ and applying Stokes' theorem and then the absorbing inequality $2 a b \leq \frac{a^2}{4} + 4 b^2$ gives
\[
\frac{1}{2} \int |x|^2 u^2 e^{-f} = n \int u^2 e^{-f} + 2 \int u \langle \nabla u, x \rangle e^{-f}
\]
\[
\leq n \int u^2 e^{-f} + \frac{1}{4} \int u^2 |x|^2 e^{-f} + 4 \int |\nabla u|^2 e^{-f}.
\]
The first claim follows. For the second claim, let $\psi$ be a function that is identically zero on $B_{r-1}$ and identically one outside of $B_r$. Taking the divergence of $\psi^2 u \nabla u e^{-f}$ and applying Stokes' theorem and then the absorbing inequalities $a b \leq \frac{a^2}{2} + \frac{b^2}{2}$ and $2 a b \leq \frac{a^2}{2} + 2 b^2$ gives
\[
\int \psi^2 |\nabla u|^2 e^{-f} = - \int \psi^2 u \mathcal{L} u e^{-f} - 2 \int \psi u \langle \nabla \psi, \nabla u \rangle e^{-f}
\]
\[
\leq \frac{1}{2} \int \psi^2 (u^2 + (\mathcal{L} u)^2) e^{-f} + \frac{1}{2} \int \psi^2 |\nabla u|^2 e^{-f} + 2 \int u^2 |\nabla \psi|^2 e^{-f}.
\]
One immediate consequence of Lemma 1.5 (with \( u \equiv 1 \)) is that if \( \Sigma_n \subset \mathbb{R}^N \) is a shrinker with entropy \( \lambda < \infty \), then \( \lambda \) is bounded in terms of the volume of \( B_r \cap \Sigma \) for \( r > \sqrt{4n} \).

**Corollary 1.10.** If \( \mathcal{L} u = -\mu u \) on a shrinker \( \Sigma_n \subset \mathbb{R}^N \) and \( \|u\|_{L^2} = 1 \), then for any \( r > 2 \)

\[
\int_{\Sigma \setminus B_r} \{u^2 + |\nabla u|^2\} e^{-f} \leq (6 + \mu^2) \frac{4(n + 4 \mu)}{(r - 1)^2}.
\]

(1.11)

**Proof.** Lemma 1.1 gives that \( \|\nabla u\|^2_{L^2} = \mu \). Thus, Lemma 1.5 gives that

\[
(r - 1)^2 \int_{\Sigma \setminus B_{r-1}} u^2 e^{-f} \leq \int |x|^2 u^2 e^{-f} \leq 4n + 16\mu,
\]

(1.12)

\[
\int_{\Sigma \setminus B_r} |\nabla u|^2 e^{-f} \leq \int_{\Sigma \setminus B_{r-1}} (5 + \mu^2) u^2 e^{-f}.
\]

(1.13)

Combining these gives the corollary. \( \square \)

2. **Sharp polynomial growth of eigenfunctions**

On \( \mathbb{R}^n \), the \( L^2 \) space is spanned by eigenfunctions for \( \mathcal{L} \) and these are polynomials of degree twice the eigenvalue. Moreover, on any shrinker, the coordinate functions are eigenfunctions with eigenvalue \( \frac{1}{2} \) and \( |x|^2 - 2n \) is an eigenfunction with eigenvalue 1. In both cases, the degree is twice the eigenvalue. The next theorem shows that \( L^2 \) eigenfunctions on a shrinker always grow at most polynomially with degree twice the eigenvalue.

**Theorem 2.1.** If \( \mathcal{L} u = -\mu u \) on a shrinker \( \Sigma_n \subset \mathbb{R}^N \) and \( \|u\|_{L^2} < \infty \), then

\[
u^2(x) \leq C_n \lambda(\Sigma) \|u\|^2_{L^2(\Sigma)} (4 + |x|^2)^2 \mu.
\]

(2.2)

The key to Theorem 2.1 will be to use parabolic estimates on an associated solution of the heat equation on the self-shrinking MCF.

2.1. **Separation of variables solutions.** If \( u \) is an eigenfunction on \( \mathbb{R}^n \) with \( \mathcal{L} u = -\mu u \), then we get a separation of variables solution \( v(x,t) \) of the heat equation

\[
v(x,t) = (-t)^\mu u \left( \frac{x}{\sqrt{-t}} \right).
\]

(2.3)

On \( \mathbb{R} \), \( \mathcal{L} x = -\frac{1}{2} x \) gives \( v(x,t) = x \), while \( \mathcal{L} (x^2 - 2) = -(x^2 - 2) \) gives \( v(x,t) = x^2 + 2t \).

Suppose that \( \Sigma_n \subset \mathbb{R}^N \) is a shrinker and define a MCF of sets \( \Sigma_t = \sqrt{-t} \Sigma \). Let \( M_t \) be a MCF associated to \( \Sigma_t \). \( M_t \) comes with a parametrization that may not come from scaling. As sets \( M_t \) and \( \Sigma_t \) are the same.

**Lemma 2.4.** If \( u \) is a function on \( \Sigma \) with \( \mathcal{L} u = -\mu u \), then \( v \) given on the \( \Sigma_t \)'s by

\[
v(y,t) = (-t)^\mu u \left( \frac{y}{\sqrt{-t}} \right)
\]

(2.5)

satisfies \((\partial_t - \Delta_{M_t}) v = 0\) on the MCF \( M_t \).
Proof. Given \( t < 0 \) and a point \( y \in \Sigma_t \), we get that

\[
(2.6) \quad H_{\Sigma_t}(y) = \frac{1}{\sqrt{-t}} H_\Sigma \left( \frac{y}{\sqrt{-t}} \right) = \frac{1}{\sqrt{-t}} \left[ \frac{y}{\sqrt{-t}} \right]^{-1} - \frac{y^\perp}{2t}.
\]

Here, we have freely used that the normal projection \((\cdot)^\perp\) operator is invariant under dilation and, thus, is the same at corresponding points in \( \Sigma \) and \( \Sigma_t \).

Since \( L u = -\mu u \) on \( \Sigma \), we have that

\[
(2.7) \quad \Delta_\Sigma u(x) = \frac{1}{2} \langle \nabla_\Sigma u(x), x^T \rangle - \mu u(x).
\]

At \( y \in \Sigma_t \), we use the chain rule and \( (2.7) \) to compute the \( \Sigma_t \) Laplacian of \( v \)

\[
\Delta_{\Sigma_t} v(y, t) = (-t)^\mu \Delta_{\Sigma_t} \left[ u \left( \frac{y}{\sqrt{-t}} \right) \right] = (-t)^{\mu - 1} \left[ \Delta_\Sigma u \left( \frac{y}{\sqrt{-t}} \right) \right]
\]

\[
(2.8) \quad = (-t)^{\mu - 1} \left[ \frac{1}{2} \left[ \langle \nabla_\Sigma u \left( \frac{y}{\sqrt{-t}} \right), \frac{y^T}{\sqrt{-t}} \rangle - \mu u \left( \frac{y}{\sqrt{-t}} \right) \right] \right].
\]

If \( y(t) \in \Sigma_t \) evolves by MCF \( y_t = -H_{\Sigma_t}(y) \), then \( (2.6) \) gives

\[
(2.9) \quad \partial_t \left( \frac{y}{\sqrt{-t}} \right) = \frac{1}{2} (\partial_t)^{-\frac{3}{2}} y + \frac{y}{\sqrt{-t}} = \frac{1}{2} (-t)^{-\frac{3}{2}} y + \frac{y^\perp}{2t \sqrt{-t}} = \frac{1}{\sqrt{-t}} \left( \frac{y^T}{-2t} \right).
\]

Therefore, using the chain rule and then \( (2.9) \) gives

\[
\partial_t \left[ v(y, t) \right] = \partial_t \left[ (-t)^\mu u \left( \frac{y}{\sqrt{-t}} \right) \right] = (-t)^\mu \left[ \langle \nabla_\Sigma u \left( \frac{y}{\sqrt{-t}} \right), \partial_t \left( \frac{y}{\sqrt{-t}} \right) \rangle \right] - \mu (-t)^{\mu - 1} u \left( \frac{y}{\sqrt{-t}} \right)
\]

\[
(2.10) \quad = (-t)^{\mu - 1} \left[ \langle \nabla_\Sigma u \left( \frac{y}{\sqrt{-t}} \right), \frac{y^T}{2 \sqrt{-t}} \rangle - \mu (-t)^{\mu - 1} u \left( \frac{y}{\sqrt{-t}} \right) \right].
\]

Combining \( (2.8) \) and \( (2.10) \), we see that \( \partial_t - \Delta_{\Sigma_t} \) \( v = 0 \) on the MCF. \( \square \)

2.2. Sharp polynomial growth of drift eigenfunctions.

Lemma 2.11. If \( (\partial_t - \Delta_{M_t}) w = 0 \) on a MCF \( M_t \) and \( q \geq 1 \), then \( (\partial_t - \Delta_{M_t}) |w|^q \leq 0 \).

Proof. Given any function \( v : \mathbb{R} \to \mathbb{R} \), set \( h = v(w^2) \). Differentiating gives

\[
(2.12) \quad h_t = v'(w^2) 2w w_t,
\]

\[
(2.13) \quad \nabla_{M_t} h = v'(w^2) 2w \nabla_{M_t} w,
\]

\[
(2.14) \quad \Delta_{M_t} h = v'(w^2) (2 |\nabla_{M_t} w|^2 + 2w \Delta_{M_t} w) + v''(w^2) 4w^2 |\nabla_{M_t} w|^2.
\]

Therefore, using that \( (\partial_t - \Delta_{M_t}) w = 0 \), we have

\[
(2.15) \quad h_t - \Delta_{M_t} h = -2 \left[ v'(w^2) + 2v''(w^2) w^2 \right] |\nabla_{M_t} w|^2.
\]

In particular, we have \( h_t - \Delta_{M_t} h \leq 0 \) as long as

\[
(2.16) \quad v'(s) + 2s v''(s) \geq 0.
\]
Now, we set \( v(s) = s^{\frac{q}{2}} \) with \( q \geq 1 \), so that \( v'(s) = \frac{q}{2} s^{\frac{q-2}{2}} \) and \( v''(s) = \frac{q(q-2)}{4} s^{\frac{q-4}{2}} \). Using this in (2.16) gives

\[
(2.17) \quad v'(s) + 2s v''(s) = \frac{q}{2} \left[ s^{\frac{q-2}{2}} + 2s \frac{(q-2)}{2} s^{\frac{q-4}{2}} \right] = \frac{q}{2} s^{\frac{q-2}{2}} [q - 1].
\]

This is nonnegative for \( q \geq 1 \) as long as it is defined (i.e., \( s > 0 \) when \( q \) is small). The general case follows by approximation. \( \square \)

**Proof of Theorem 2.17.** Set \( \Sigma_t = \sqrt{-t} \Sigma \) and let \( M_t \) be the associated MCF. By Lemma 2.4 the function \( v(y, t) = (-t)^\mu u \left( \frac{y}{\sqrt{-t}} \right) \) satisfies \( (\partial_t - \Delta_{M_t}) v = 0 \) on \( M_t \). Thus, Lemma 2.11 gives that \( (\partial_t - \Delta_{M_t})|v| \leq 0 \) on \( M_t \), so the weighted monotonicity formula (theorem 4.13 in [El], cf. [Hu]) applies to \(|v|\). Therefore, given any \( x_0 \in \Sigma = \Sigma_{-1} \), we get for all \( t < -1 \) that

\[
|u|(x_0) = |v(x_0, -1)| \leq (4\pi(-1 - t))^{-\frac{n}{2}} \int_{\Sigma_t} |v(y, t)| e^{\frac{|y-x_0|^2}{4(1+t)}}\,dy.
\]

(2.18)

Making the change of variables \( x = \frac{y}{\sqrt{-t}} \), we get

\[
(2.19) \quad |u|(x_0) = \frac{(-t)^{-\frac{n}{2}}}{(4\pi(1 + t))^{\frac{n}{2}}} \int_{\Sigma} |u(x)| e^{\frac{|x-x_0|^2}{4(1+t)}} = \frac{(-t)^\mu}{(4\pi(1 + t))^{\frac{n}{2}}} \int_{\Sigma} |u(x)| e^{\frac{|x-x_0|^2}{4(1+t+1)}}\,dx.
\]

We will take \( t < -4 \). Using this and expanding the square gives

\[
(2.20) \quad |u|(x_0) \leq (-t)^\mu \int_{\Sigma} |u| e^{\frac{(x-x_0)^2}{4(1+t+1)}} e^{-\frac{|x|^2}{4(1+t+1)}}.
\]

We will apply the Cauchy-Schwarz inequality to the last term, writing the integrand as the product of \( |u| e^{-\frac{|x|^2}{4}} \) and \( e^{\frac{(x-x_0)^2}{4(1+t+1)}} e^{-\frac{|x-x_0|^2}{8}} \). The first term just gives \( ||u||_{L^2} \), as desired. To bound the second term, we use the absorbing inequality

\[
(2.21) \quad \left| \left< x, \frac{x_0}{\sqrt{-t}} \right> \right| \leq \frac{|x|^2}{8} + \frac{2|x_0|^2}{t}.
\]

By section 1 in [CM6] we can bound \( \text{Vol}(B_s \cap M_t) \) in terms of a dimensional constant times the entropy times \( s^n \). Combining this all gives

\[
(2.22) \quad \int_{\Sigma} e^{\frac{(x-x_0)^2}{4(1+t+1)}} e^{-\frac{|x-x_0|^2}{8}} \,dx \leq e^{\frac{|x_0|^2}{4t}} \int_{\Sigma} e^{-\frac{|x|^2}{8(1+t+1)}} \,dx \leq e^{\frac{|x_0|^2}{4t}} \int_{\Sigma} e^{-\frac{|x|^2}{8}} \leq C_n \lambda(\Sigma) e^{\frac{|x_0|^2}{4t}}.
\]

Finally, using this back in (2.20) and taking \( t = -4 - |x_0|^2 \)

\[
(2.23) \quad u^2(x_0) \leq (-t)^{2\mu} ||u||_{L^2}^2 C_n \lambda(\Sigma) e^{\frac{|x_0|^2}{4t-1}} \leq (|x_0|^2 + 4)^2 \mu ||u||_{L^2}^2 C_n \lambda(\Sigma) e^2.
\]

\( \square \)
Corollary 2.24. If \( \mathcal{L} u = -\mu \, u \) on a shrinker \( \Sigma^n_t \subset \mathbb{R}^N \) and \( \|u\|_{L^2} < \infty \), then \( v \) given on \( \Sigma_t = \sqrt{-t} \Sigma \)'s by \( v(y, t) = (-t)^\mu u \left( \frac{y}{\sqrt{-t}} \right) \) is in \( \mathcal{P}_{2\mu} \) and satisfies
\[
(2.25) \quad v^2(y, t) \leq C_n \lambda(\Sigma) \|u\|_{L^2(\Sigma)}^2 (-4t + |y|^2)^{2\mu}.
\]

Proof. This follows by combining Theorem 2.1 and Lemma 2.4. □

3. Growth and Gaussian inner products

In this section, \( M^n_t \subset \mathbb{R}^N \) is an ancient MCF with finite entropy and \( \phi = H + \frac{x}{2t} \). We will study the growth of caloric functions on \( M_t \) in the Gaussian \( L^2 \) norm. The key result, inspired by \([\text{CMZ}]\), uses linear independence and polynomial growth to produce orthonormal caloric functions with a fixed doubling property. This will be used in the next section to bound \( \dim \mathcal{P}_d \) and then used later for sharp bounds on \( \mathcal{P}_1 \).

We will need the weighted Huisken monotonicity formula (Theorem 4.13 in \([\text{E1}]\), cf. \([\text{Hu}]\))
\[
(3.1) \quad \frac{d}{dt} \left\{ (-4\pi t)^{-\frac{n}{2}} \int_{M_t} v \, e^{\frac{|x|^2}{4t}} \right\} = (-4\pi t)^{-\frac{n}{2}} \int_{M_t} \left\{ (\nu_t - \Delta v) - v \, |\phi|^2 \right\} \, e^{\frac{|x|^2}{4t}}.
\]

3.1. Polynomial growth. Given \( u, v \in L^2(M_t) \), define a bilinear form \( J \) and associated quadratic form \( I \) by
\[
(3.2) \quad J_t(u, v) = (-4\pi t)^{-\frac{n}{2}} \int_{M_t} u \, v \, e^{\frac{|x|^2}{4t}},
\]
\[
(3.3) \quad I_u(t) = (-4\pi t)^{-\frac{n}{2}} \int_{M_t} u^2 \, e^{\frac{|x|^2}{4t}}.
\]

The next lemma shows that \( I_u \) is monotone and grows polynomially when \( u \in \mathcal{P}_d \).

Lemma 3.4. If \( u \in \mathcal{P}_d \), then there exists \( C_{u,n,d} \) so that
\[
(3.5) \quad I_u(t) \leq C_{u,n,d} \lambda(M_t) (1 - t)^d,
\]
\[
(3.6) \quad I_u'(t) = (-4\pi t)^{-\frac{n}{2}} \int_{M_t} \left\{ -2 |\nabla u|^2 - u^2 \, |\phi|^2 \right\} \, e^{\frac{|x|^2}{4t}} \leq 0.
\]

Proof. Since \( u \in \mathcal{P}_d \), there is some \( C_u \) so that \( |u(x, t)| \leq C_u (1 + |x|^d + |t|^2) \) and, thus,
\[
I_u(t) \leq C_u (-t)^d (-4\pi t)^{-\frac{n}{2}} \int_{M_t} e^{\frac{|x|^2}{4t}} + C_u (-4\pi t)^{-\frac{n}{2}} \int_{M_t} (1 + |x|^d)^2 \, e^{\frac{|x|^2}{4t}}
\]
\[
(3.7) \leq C_u \lambda(M_t) (-t)^d + C_u (4\pi)^{-\frac{n}{2}} \int_{M_t} (1 + (-t)^2 |y|^d)^2 \, e^{-\frac{|x|^2}{4t}} \leq C_{u,n,d} \lambda(M_t) (1 - t)^d,
\]
where \( C_{u,n,d} \) depends on \( u, n \) and \( d \) but not on \( t \). Applying (3.1) with \( v = u^2 \) gives (3.6). □

3.2. General constructions. Let \( u_0 \equiv 1 \), \( u_1, \ldots, u_\ell \in \mathcal{P}_d(M_t) \) be linearly independent. These are independent, but not necessarily orthogonal. To separate them, we will use ideas introduced in section 4 in \([\text{CMZ}]\) for studying harmonic functions.
Lemma 3.9. Given $m$, if this was not the case, then we would get some $\bar{\Omega}^{-1}$. Finally, set $f_i(t_0) = I_{w_i,0}(t_0)$.

Following definition 4.7 in [CM2], we get the following properties:

1. If $t_0 \leq t_1$, then $f_i(t_1) = I_{w_i,t_1}(t_1) \leq I_{w_i,0}(t_1) \leq f_i(t_0)$.
2. For each $t$, there exist $T_i$ and $C_i$ so that for $t \leq T_i$ we have $0 < f_i(t) \leq C_i (1 - t)^d$.

The next lemma is a variation on proposition 4.16 in [CM2] adapted to our situation:

Lemma 3.9. Given $\delta > 0$ and $\Omega > 1$, there exist $m_q \to \infty$ so that $v_1, \ldots, v_{\ell}$ defined by $v_i = \frac{w_i - \lambda_i q^{m_q}}{\sqrt{f_i(\Omega_q)}}$ satisfy

\begin{equation}
J_\Omega^{-1} v_i, v_j = \delta_{ij} \quad \text{and} \quad \sum_{i=1}^{\ell} I_{v_i}(-\Omega_q) \geq \ell \Omega^{-d - \delta}.
\end{equation}

Proof. By (1) and (2), the sequence $a_m = \prod_{i=1}^{\ell} f_i(\Omega_q)$ is non-decreasing. By (2) positive for $m$ large, and $a_m \leq C (1 + \Omega_q)^d$. Therefore, there must exist $m_q \to \infty$ where

\begin{equation}
a_{m+1} \leq \Omega^{-d \ell + \delta} a_{m_q}.
\end{equation}

If this was not the case, then we would get some $\bar{m}$ so that $a_{m+1} \geq \Omega^{-d \ell + \delta} a_{m_q}$ for every $m \geq \bar{m}$.

Finally, combining this with the arithmetic-geometric mean inequality gives

\begin{equation}
\frac{1}{\ell} \sum_{i=1}^{\ell} I_{v_i}(-\Omega_q) \geq \left( \prod_{i=1}^{\ell} I_{v_i}(-\Omega_q) \right)^{\frac{1}{\ell}} \geq \Omega^{-d - \frac{\delta}{2}}.
\end{equation}

\square

3.3. Localization. We will need the following localization inequality:

Lemma 3.14. Given any function $u$ on $M_t$, we have

\begin{equation}
\frac{1}{-t} \int_{M_t} |x|^2 u^2 e^{\frac{|x|^2}{4t}} \leq 4n \int_{M_t} u^2 e^{\frac{|x|^2}{4t}} - 4t \int_{M_t} (4 |\nabla u|^2 + u^2 |\phi|^2) e^{\frac{|x|^2}{4t}}.
\end{equation}
Proof. Using that \((\partial_t - \Delta_{M_t})|x|^2 = -2n\) and \(x_t = -H\) on \(M_t\), we get
\[
2 e^{-\frac{|x|^2}{4t}} \text{div}_{M_t} \left( u^2 x^T e^{\frac{|x|^2}{4t}} \right) = 4 u \langle \nabla u, x^T \rangle + u^2 \left( \Delta_{M_t} |x|^2 + \frac{|x|^2}{t} \right)
\]
(3.16)
\[
= 4 u \langle \nabla u, x^T \rangle + u^2 \left( 2n - 2 \langle x^+, H \rangle + \frac{|x|^2}{t} \right)
\]
\[
= 4 u \langle \nabla u, x^T \rangle + u^2 \left( 2n - 2 \langle x^+, \phi \rangle + \frac{|x|^2}{t} \right)
\]
Using the absorbing inequality twice gives
\[
|4 u \langle \nabla u, x^T \rangle - 2 u^2 \langle x^+, \phi \rangle| \leq \frac{u^2 |x|^2}{2|t|} - 8 t |\nabla u|^2 + \frac{u^2 |x|^2}{2|t|} - 2 t u^2 |\phi|^2
\]
(3.17)
Inserting this in (3.16) and applying the divergence theorem gives the lemma. \(\square\)

4. SHARP BOUNDS FOR \(\dim \mathcal{P}_d\) ON AN ANCIENT MCF

In this section, \(M_t^n \subset \mathbb{R}^N\) is an ancient MCF with \(\lambda(M_t) \leq \lambda_0\) for all \(t\). We will need the following local meanvalue inequality (proposition 2.1 in [E2], cf. [HM]):

Lemma 4.1. There exists \(c\) depending on \(n\) so that if \((\partial_t - \Delta) u = 0\), then for any \(\rho > 0\)
\[
u^2(x_0, t_0) \leq \frac{c}{\rho^{n+2}} \int_{t_0}^{t_0} \int_{B_{\rho}(x_0) \cap M_t} u^2.
\]
(4.2)

Proof of Theorem 4.6 Suppose that \(d \geq 1\) and \(u_0 \equiv 1, u_1, \ldots, u_{\ell}\) are linearly independent functions in \(\mathcal{P}_d(M_t)\). We will prove that there is a constant \(C_n\) so that \(\ell \leq C_n \lambda_0 d^n\).

The first step is to apply Lemma 3.9 with \(\Omega = 1 + \frac{3}{d}\) and \(\delta = d\) to get \(m_q \to \infty\) so that \(v_1, \ldots, v_{\ell}\) defined by \(v_i = \frac{u_i - \Omega_m}{\sqrt{I_i(-\Omega_m)}}\) satisfy
\[
J_{-\Omega_m}(v_i, v_j) = \delta_{ij} \quad \text{and} \quad \sum_{i=1}^{\ell} I_i(-\Omega_m) \geq \ell \Omega^{-2d} \geq e^{-6} \ell.
\]
(4.3)

Integrating \(I_{v_i}'\) from \(-(1 + 1/d)\Omega_m\) to \(-\Omega_m\), there exists \(t_0 \in \left[ - (1 + 1/d) \Omega_m, \Omega_m \right]\) with
\[
\frac{\Omega_m}{d} \sum_{i=1}^{\ell} (-4 \pi t_0)^{-\frac{3}{2}} \int_{M_{t_0}} \left\{ 2 |\nabla v_i|^2 + v_i^2 |\phi|^2 \right\} e^{\frac{|x|^2}{4t_0}} = \frac{\Omega_m}{d} \sum_{i=1}^{\ell} |I_{v_i}'| (t_0)
\]
(4.4)
\[
\leq \int_{-(1+1/d)\Omega_m}^{\Omega_m} \sum_{i=1}^{\ell} |I_{v_i}'| (t) dt \leq \ell.
\]
Lemma 4.1 gives the integral into an inner ball of radius proportional to $\sqrt[4]{t}$.

(4.5) $e^{-6} \ell \leq \sum_{i=1}^{\ell} I_{v_i}(t_0)$.

(4.6) $-t_0 (-4\pi t_0)^{-\frac{n}{2}} \sum_{i=1}^{\ell} \int_{M_{t_0}} \{2 |\nabla v_i|^2 + v_i^2 |\phi|^2\} e^{\frac{|z|^2}{4t_0}} \leq d \ell \left(1 + \frac{1}{d}\right) \leq 2d \ell$.

Applying the localization inequality Lemma 3.14 to each $v_i$ gives

$$(-4\pi t_0)^{-\frac{n}{2}} \int_{M_{t_0}} \frac{|x|^2}{|t_0|^n} v_i^2 e^{\frac{|z|^2}{4t_0}} \leq 4n I_{v_i}(t_0) - t_0 (-4\pi t_0)^{-\frac{n}{2}} \int_{M_{t_0}} (16 |\nabla v_i|^2 + 4 v_i^2 |\phi|^2) e^{\frac{|z|^2}{4t_0}}.$$  

Summing this over $i$ and then using (4.6), we conclude that

(4.7) $(-4\pi t_0)^{-\frac{n}{2}} \int_{M_{t_0}} \frac{|x|^2}{|t_0|^n} \sum_{i=1}^{\ell} v_i^2 e^{\frac{|z|^2}{4t_0}} \leq (4n + 16d) \ell \leq (4n + 16) \ell$.

Now, define the function $K(x, t) = \sum_{i=1}^{\ell} v_i^2(x, t)$ to be the “trace of the Bergman kernel”. Equation (4.5) gives

(4.8) $e^{-6} \ell \leq (-4\pi t_0)^{-\frac{n}{2}} \int_{M_{t_0}} K e^{\frac{|z|^2}{4t_0}}$.

To bound $\ell$, we will combine (4.8) with an upper bound on the integral of $K$. We will divide the integral into an inner ball of radius proportional to $\sqrt{-d t_0}$ and an integral outside.

Set $\Lambda = e^6 (8n + 32)$. It follows from (4.7) that

(4.9) $(-4\pi t_0)^{-\frac{n}{2}} \int_{M_{t_0}\setminus B_{\sqrt{-\Lambda t_0}}} K e^{\frac{|z|^2}{4t_0}} \leq \frac{(4n + 16) \ell}{\Lambda d} \leq \frac{e^{-6} \ell}{2}$.

Suppose, on the other hand, that $x_0 \in B_{\sqrt{-\Lambda t_0}}$. Since $K(x_0, t_0)$ is the trace of a quadratic form, there exist coefficients $a_1, \ldots, a_\ell$ so that $\sum a_i^2 = 1$ and $u(x, t) = \sum_{i=1}^{\ell} a_i v_i(x, t)$ satisfies $K(x_0, t_0) = u^2(x_0, t_0)$. Moreover, monotonicity of $I_u$ and (4.3) give

(4.10) $\sup_{t \geq (1 + 1/d)t_0} I_u(t) \leq I_u((1 + 1/d)t_0) \leq I_u(-\Omega^{m_0 + 1}) = 1$.

Set $\rho = \sqrt{-t_0} / \sqrt{d}$ and observe that there is a constant $c_n$, depending just on $n$, so that

(4.11) $(-4\pi t_0)^{-\frac{n}{2}} e^{\frac{|z_0|^2}{4t_0}} \leq c_n \sup_{B_{\rho}(x_0) \times [0 - \rho^2, t_0]} \left\{(-4\pi t)^{-\frac{n}{2}} e^{\frac{|z|^2}{4t}}\right\}$.

Lemma 4.1 gives $c$ depending on $n$ so that

(4.12) $u^2(x_0, t_0) \leq \frac{c}{\rho^{n+2}} \int_{t_0 - \rho^2}^{t_0} \int_{B_{\rho}(x_0) \cap M_t} u^2$. 
Combining this with (4.11) and the bound (4.10) on \( I_u \) gives
\[
(-4\pi t_0)^{-\frac{n}{2}} e^{|x_0|^2/4} u^2(x_0, t_0) \leq \frac{cc_n}{\rho^{n+2}} \int_{t_0 - \rho^2}^{t_0} (-4\pi t)^{-\frac{n}{2}} \int_{B_{\rho}(x_0) \cap M_t} u^2 e^{|x|^2/4} \leq \frac{cc_n}{\rho^{n+2}} \int_{t_0 - \rho^2}^{t_0} I_u(t)
\]
\[(4.13)\]
Integrating this bound over \( x_0 \in B_{\sqrt{\lambda} \rho t_0} \cap M_t \) gives
\[
(-4\pi t_0)^{-\frac{n}{2}} \int_{B_{\sqrt{\lambda} \rho t_0} \cap M_t} K e^{\frac{|x|^2}{4\rho^2}} \leq c c_n \left( \frac{d}{-t_0} \right)^{\frac{n}{2}} \text{Vol}(B_{\sqrt{\lambda} \rho t_0} \cap M_t) \leq C_n \lambda_0 d^n.
\]
Using the lower bound from (4.8) and combining (4.9) with (4.14), we see that
\[
e^{-6 \ell} \leq (-4\pi t_0)^{-\frac{n}{2}} \int_{M_t} K e^{\frac{|x|^2}{4\rho^2}} \leq \frac{e^{-6 \ell}}{2} + C_n \lambda_0 d^n.
\]
We can absorb the first term on the right and the theorem follows. \( \square \)

5. Entropy controls spectral multiplicity and heat kernel

We will next bound the counting function on a shrinker and then estimate the heat kernel.

**Proof of Theorem 0.8** The shrinker \( \Sigma \) gives rise to a MCF \( M_t \) where each \( M_t \) is given as a set by \( \sqrt{-\ell} \Sigma \). Fix some \( \mu \geq 1 \). For each \( L^2 \)-eigenvalue \( \mu_i \leq \mu \) of \( L \) on \( \Sigma \), let \( u_i \) be an eigenfunction with \( \| u_i \|_{L^2(\Sigma)} = 1 \). Corollary 2.24 then gives \( w_i \in \mathcal{P}_{2\mu}(M_t) \) defined by \( w_i(y,t) = (-t)^{\mu_i} u_i \left( \sqrt{-\ell} y \right) \). Combining this with Theorem 0.6 gives \( C = C(n) \) so that
\[
\mathcal{N}(\mu) \leq \text{dim} \mathcal{P}_{2\mu}(M_t) \leq C \lambda(\Sigma) \mu^n.
\]
\( \square \)

From Theorem 0.8 and the proof of the Courant nodal domain theorem, \( \text{[Cg]} \), we get:

**Corollary 5.2.** If \( \Sigma^n \subset \mathbb{R}^N \) is a shrinker, then any hyperplane through the origin cannot divide \( \Sigma \) into more than \( C_n \lambda(\Sigma) \mu^n \) many components.

**Proof.** After a rotation, we may assume that the hyperplane is \( \{ x_1 = 0 \} \). Since \( L x_1 = -\frac{1}{2} x_1 \) and \( \mathcal{N}(\frac{1}{2}) \leq C_n \lambda(\Sigma) \) by Theorem 0.8, the claim follows from the argument in the Courant nodal domain theorem for the operator \( L \); see page 45 of \( \text{[Cg]} \) for a proof for \( \Delta \). \( \square \)

In the case where \( \Sigma^n \subset B_{\sqrt{2\pi}} \subset \mathbb{R}^N \) is a closed minimal submanifold and the entropy reduces to the volume, this result was established by Cheng-Li-Yau in corollary 6 of \( \text{[CgLYa]} \).

5.1. **Drift heat kernel on shrinkers.** In \( \text{[CgLYa]} \), Cheng, Li and Yau proved heat kernel estimates on closed spherical minimal submanifolds. Although there are many of these submanifolds, they form a relatively small subset of all closed shrinkers. In addition, there are many non-compact shrinkers. On a closed manifold, the heat kernel is given by \( H(x,y,t) = \sum_i e^{-\mu_i t} u_i(x) u_i(y) \) where the \( u_i \)'s are eigenfunctions with eigenvalues \( \mu_i \). In general, the heat kernel on a non-compact manifold cannot be constructed this way unless the eigenvalues go to infinity at a rate. The heat kernel has four properties: \( H_t = LH, H(x,y,t) = H(y,x,t) \), the reproducing property as \( t \to 0 \), and the semi-group property.
We next estimate the drift heat kernel $H$ on a shrinker in arbitrary codimension. To construct $H$, we need that the spectrum is discrete; this was proven by Cheng-Zhou, [CzZ].

**Theorem 5.3.** Let $\Sigma^n \subset \mathbb{R}^N$ be a shrinker with finite entropy. There is a complete basis of $W^{1,2}$ eigenfunctions $u_i$ for $\mathcal{L}$ with eigenvalues $\mu_i$ and $\|u_i\|_{L^2} = 1$. The heat kernel $H(x, y, t)$ for $\partial_t - \mathcal{L}$ exists and is given by

$$
H(x, y, t) = \sum_i e^{-\mu_i t} u_i(x) u_i(y).
$$

**Proof.** Let $\mu_i^j$ be the Dirichlet eigenfunctions for $\mathcal{L}$ on $B_j \cap \Sigma$ and let $u_i^j$ be the corresponding eigenfunctions with $\|u_i^j\|_{L^2} = 1$. By domain monotonicity of eigenvalues, $\mu_i^j$ is non-increasing in $j$ and we get limits $\mu_i = \lim_{j \to \infty} \mu_i^j$. For each $i$, elliptic theory gives uniform estimates for the $u_i^j$ on compact subsets and, thus, Arzela-Ascoli gives limiting functions $u_i$ with $\mathcal{L} u_i = -\mu_i u_i$ with $\|u_i\|_{L^2} \leq 1$. Corollary [1.10] gives that $\|u_i\|_{L^2} = 1$ and $\|\nabla u_i\|_{L^2} \neq 0$ for $i > 0$, as desired. The $\mu_i$ must go to infinity by Theorem [0.8].

We will show that the $u_i$’s are complete. If this was not the case, then there would be some with $\|w\|_{L^2} = 1$, $\|\nabla w\|_{L^2} < \infty$, and

$$
\int_{\Sigma} u_i w e^{-f} = 0 \text{ for every } i.
$$

Since $\mu_i \to \infty$, we can fix $k$ so that $\mu_k > 2 \|\nabla w\|_{L^2}^2$. The first claim in Lemma [1.5] gives

$$
\int |x|^2 w^2 e^{-f} \leq 4 n + 16 \int |\nabla w|^2 e^{-f}.
$$

Let $\phi_j$ be a cutoff function that is one on $B_{j-1}$ and zero $\partial B_j$ and set $w_j = \phi_j w$. It follows from (5.5), (5.6) and the uniform convergence on compact sets of $u_i^j$’s to $u_i$ that

$$
\lim_{j \to \infty} \|w_j\|_{L^2} = 1,
$$

$$
\limsup_{j \to \infty} \|\nabla w_j\|_{L^2}^2 \leq \|\nabla w\|_{L^2}^2,
$$

$$
\lim_{j \to \infty} \int_{\Sigma} u_i^j w_j e^{-f} = 0 \text{ for } i \leq k.
$$

In particular, we can choose some $j$ large so that the orthogonal projection $\bar{w}_j$ of $w_j$ onto the eigenspaces with $\mu_i^j$ with $i > k$ has

$$
\frac{3}{4} < \|\bar{w}_j\|_{L^2}^2 \text{ and } \|\nabla \bar{w}_j\|_{L^2}^2 \leq \frac{5}{4} \|\nabla w\|_{L^2}^2.
$$

However, since $\mu_k^j > \mu_k > 2 \|\nabla w\|_{L^2}^2$, the variational characterization of eigenvalues gives

$$
2 \|\nabla w\|_{L^2}^2 \|\bar{w}_j\|_{L^2}^2 \leq \|\nabla \bar{w}_j\|_{L^2}^2.
$$

This contradicts (5.10), so we conclude that the $u_i$’s are complete.

To see that the sum (5.4) converges for each $t > 0$, observe that elliptic theory and the bounds $\int_{B_R} u_i^2 \leq e^{\frac{R^2}{2}}$ and $\int_{B_R} |\nabla u_i|^2 \leq \mu_i e^{\frac{R^2}{2}}$ give $c = c(R)$ so that

$$
\mu_i \sup_{B_R} |u_i|^2 + \sup_{B_R} |\nabla u_i|^2 \leq c \mu_i^{\frac{3}{2} + 1}.
$$
Theorem 0.8 gives $C = C(n)$ so that $\mathcal{N}(m) \leq C \lambda m^n$, so we have

$$\sup_{B_R \times B_R} |H|(x,y,t) \leq \sum_m \left\{ \sum_{\mu_i \in [m-1,m]} c \mu_i^2 e^{-\mu_i t} \right\} \leq c \sum_m \mathcal{N}(m) m^2 e^{-(m-1)t}$$

(5.13)

This is finite for each $t > 0$. Arguing similarly gives estimates also for higher derivatives, so Arzela-Ascoli gives convergence of (5.4) on compact subsets. It then follows that $H$ has the semi-group property and satisfies the drift heat equation. Finally, the reproducing property at $t = 0$ follows from the completeness of the eigenvalues.

6. Rigidity

In this section, we show that a shrinker, even in high codimension, that is close to a cylinder on a sufficiently large bounded set must be a hypersurface in some Euclidean subspace. It then follows from [CIM] that it must be a cylinder; cf. [CM7], [GKS].

6.1. Convergence of the spectrum. By Theorem 5.3 the operator $\mathcal{L}$ on a shrinker has eigenvalues $0 = \mu_0 < \mu_1 \leq \ldots$ going to infinity and a complete basis of $L^2$ eigenfunctions. Given $r > \sqrt{2n}$, let $\beta_i^\gamma$ be the Dirichlet eigenvalues of $\mathcal{L}$ on $B_r \cap \Sigma$. We show next that the Dirichlet spectrum converges uniformly.

Lemma 6.1. Given $k$, $\delta > 0$ and $n$, there exists $\bar{r} = \bar{r}(\mu_k, n, \delta)$ so that for $\bar{r} \leq r$

$$\mu_i \leq \beta_i^\gamma \leq \mu_i + \delta \text{ for every } i \leq k.$$  

(6.2)

Proof. Domain monotonicity of eigenvalues gives for $r_1 < r_2$ and every $i$

$$\mu_i \leq \beta_i^{r_2} \leq \beta_i^{r_1}.$$  

(6.3)

This gives the first inequality in (6.2). Let $u_1, \ldots, u_k$ satisfy $\mathcal{L} u_i = -\mu_i u_i$ and $\|u_i\|_{L^2} = 1$. Corollary 1.10 gives $c = c(n, \mu_k) > 0$ so that

$$\int_{\Sigma \setminus B_r} \left( u_i^2 + |\nabla u_i|^2 \right) e^{-f} \leq \frac{c}{(r-1)^2} \text{ for } i = 1, \ldots, k.$$  

(6.4)

Let $\psi$ be a linear cutoff function that is one on $B_r$ and zero outside of $B_{r+1}$ and set $v_i = \psi u_i$. The $v_i$'s are supported in $B_{r+1}$ and we get for each $i$ that

$$\|u_i - v_i\|_{W^{1,2}} \leq \int \left( (1 - \psi)^2 u_i^2 + 2 (1 - \psi)^2 |\nabla u_i|^2 + 2 u_i^2 |\nabla \psi|^2 \right) e^{-f} \leq \frac{5c}{(r-1)^2}.$$  

(6.5)

Since (6.3) implies that the $u_i$ and $v_i$ are close both in $L^2$ and for the energy, we get the last inequality in (6.2) for each $i$ for $r$ sufficiently large depending on $\mu_k$, $n$ and $\delta$. \hfill $\square$

6.2. Stability of eigenvalues. In this subsection, $\Gamma^n \subset \mathbb{R}^N$ is a smooth complete shrinker with finite entropy; let $\mu_i^\Gamma$ denote its eigenvalues.

Definition 6.6. We will say that $\Sigma$ and $\Gamma$ are $(\epsilon, R, C^1)$-close if $B_R \cap \Sigma$ can be written as a normal graph of a vector field $U$ over (a subset of) $\Gamma$ and $\|U\|_{C^1} \leq \epsilon$ and, likewise, $B_R \cap \Gamma$ is a graph over $\Sigma$. 
The definition of $(\epsilon, R, C^1)$-close gives $C^1$ control in a compact set, allowing wild differences outside of this set. The next proposition shows that this is enough to get spectral stability.

**Proposition 6.7.** Given $k$ and $\delta > 0$, there exist $\epsilon$ and $R$ depending on $\delta, k, \Gamma$ so that if a shrinker $\Sigma^n$ is $(\epsilon, R, C^1)$-close to $\Gamma$ and $\lambda(\Sigma) < \infty$, then for $i \leq k$

\[
(6.8) \quad |\mu_i^\Gamma - \mu_i^\Sigma| \leq \delta. 
\]

**Proof.** Lemma 6.1 gives $\bar{r} = \bar{r}(\mu_k^\Gamma, n, \delta)$ so that for $\bar{r} \leq r$

\[
(6.9) \quad \mu_i^\Gamma \leq \beta_i^{\Gamma r} \leq \mu_i^\Gamma + \frac{\delta}{3} \text{ for every } i \leq k. 
\]

Moreover, given a fixed $r \leq R$, then for $\epsilon > 0$ small enough we can identify $B_r \cap \Gamma$ and $B_r \cap \Sigma$ and, moreover, this identification is almost an isometry on $L^2$ and almost preserves the energy. It follows that we can arrange that

\[
(6.10) \quad |\beta_i^{\Gamma r} - \beta_i^{\Sigma r}| \leq \frac{\delta}{3}. 
\]

Combining (6.9), (6.10) and the fact that $\mu_i^\Sigma \leq \beta_i^{\Sigma r}$, we get an upper bound on $\mu_k^\Sigma$. Hence, we can apply Lemma 6.1 to get $r$ large enough that

\[
(6.11) \quad \mu_i^\Sigma \leq \beta_i^{\Sigma r} \leq \mu_i^\Sigma + \frac{\delta}{3} \text{ for every } i \leq k. 
\]

Finally, combining (6.9), (6.10) and (6.11) gives the proposition. \qed

An immediate corollary is the lower semi-continuity of the spectral multiplicity (here $d(\mu)$ will denote the multiplicity of an eigenvalue $\mu$):

**Corollary 6.12.** Given $\mu$, there exist $\epsilon$, $R > 0$ depending on $\mu$ and $\Gamma$ so that if a shrinker $\Sigma^n$ with $\lambda(\Sigma) < \infty$ is $(\epsilon, R, C^1)$-close to $\Gamma$, then $d(\mu^\Sigma) \leq d(\mu^\Gamma)$.

**Proof.** Theorem 0.8 gives that the $\mu_i^\Gamma$’s go to infinity, so we can choose $\delta > 0$ so that $\Gamma$ has no eigenvalues in $[\mu - 2\delta, \mu) \cup (\mu, \mu + 2\delta]$. It follows that

\[
(6.13) \quad d(\mu^\Gamma) = N(\mu + 2\delta) - N(\mu - 2\delta). 
\]

Using Proposition 6.7 with $k = N(\mu + 2\delta) + 1$ gives $\epsilon > 0$ and $R$ so that

\[
(6.14) \quad |\mu_i^\Gamma - \mu_i^\Sigma| < \delta \text{ for } i \leq k. 
\]

This implies that $N(\mu + \delta) \leq N(\mu + 2\delta)$ and $N(\mu - 2\delta) \leq N(\mu - \delta)$ and, thus,

\[
(6.15) \quad d(\mu^\Sigma) \leq N(\mu + \delta) - N(\mu - \delta) \leq N(\mu + 2\delta) - N(\mu - 2\delta). 
\]

The corollary follows by combining this with (6.13). \qed

**6.3. Shrinking curves.** In [AL], Abresch-Langer classified closed shrinking curves in $\mathbb{R}^2$. The only embedded one is the circle $S^1_{\sqrt{2}}$. There are immersed solutions $\gamma_{m, \ell}$ with $\frac{1}{2} < \frac{m}{\ell} < \frac{\sqrt{2}}{2}$ where $m$ is the rotation index and $\ell$ is the number of periods of its curvature function. Moreover, each $\gamma_{m, \ell}$ is convex and has self-intersections, so $\lambda(\gamma_{m, \ell}) > 2$.

**Lemma 6.16.** If $\gamma^1 \subset \mathbb{R}^N$ is a complete immersed shrinker and $\lambda(\gamma) < \infty$, then $\gamma$ is a rotation of either $\mathbb{R}$, $S^1_{\sqrt{2}}$, or one of the $\gamma_{m, \ell}$’s.
Proof. Suppose first that $\gamma \subset \mathbb{R}^2$ with unit normal $n$ and let $k = \frac{1}{2}(x, n)$ be its geodesic curvature. By [AL], the quantity $k e^{-\frac{|x|^2}{4}}$ is constant (this follows from differentiating the equation $k = \frac{1}{2}(x, n)$). If $k$ ever vanishes, then it is identically zero and $\gamma = \mathbb{R}$. Otherwise, we can assume that $k > 0$ and there is a constant $c > 0$ with

$$
(6.17)\quad c e^{\frac{|x|^2}{4}} = k \leq \frac{|x|}{2}.
$$

It follows that $k \geq c > 0$ and $|x|$, and thus also $k$, are bounded from above. Thus, $\gamma$ is a convex curve in a bounded region. Since $\lambda(\gamma) < \infty$ and $\mathcal{L} |x|^2 = 2 - |x|^2$, we have

$$
(6.18)\quad 4c^2 \int e^{\frac{|x|^2}{4}} = 4 \int k^2 e^{-\frac{|x|^2}{4}} \leq \int |x|^2 e^{-\frac{|x|^2}{4}} = 2 \int e^{-\frac{|x|^2}{4}} = 2\lambda(\gamma).
$$

Therefore, $\gamma$ has finite length and must be one of the Abresch-Langer curves. Finally, by uniqueness for ODE’s, these are also the only shrinking curves in $\mathbb{R}^N$ (up to rotation). \hfill \Box

The next lemma shows that coordinate functions generate the entire $\frac{1}{2}$-eigenspace on the product of an Abresch-Langer curve with $\mathbb{R}^{n-1}$:

Lemma 6.19. For any $n$, $m$ and $\ell$, we have $d_{\gamma_m, \ell \times \mathbb{R}^{n-1}}(\frac{1}{2}) = n + 1$.

Proof. Set $\gamma = \gamma_{m, \ell}$ and $\Gamma = \gamma_{m, \ell} \times \mathbb{R}^{n-1}$. Following lemma 3.26 in [CM7], let $y_i$ be coordinates on $\mathbb{R}^{n-1}$ so that $\mathcal{L}$ splits as

$$
(6.20)\quad \mathcal{L} = \mathcal{L}_\gamma + \mathcal{L}_y,
$$

where $\mathcal{L}_\gamma$ is the drift operator on $\gamma \subset \mathbb{R}^2$ and $\mathcal{L}_y$ is the drift operator on $\mathbb{R}^{n-1}$. Suppose that $u$ is an $L^2$ and, thus also $W^{1,2}$, function on $\Gamma$ satisfying $\mathcal{L} u = -\frac{1}{2} u$. Set $u_i = \frac{\partial u}{\partial y_i}$ and observe that $\mathcal{L} u_i = 0$. It follows that $u_i$ is constant. Since this holds for each $i$, $u = \sum_i a_i y_i + g$ where the $a_i$’s are constants and $g$ is a function on $\gamma$. Consequently, to prove the lemma, we must show that the two coordinate functions generate the entire $\frac{1}{2}$-eigenspace on $\gamma \subset \mathbb{R}^2$. However, this follows immediately from uniqueness for the second order ODE $\mathcal{L}_\gamma g = -\frac{1}{2} g$. \hfill \Box

6.4. Rigidity of spheres and cylinders.

Corollary 6.21. Given $k < n$, there exists $R > 2n$ so if $\Sigma^n \subset \mathbb{R}^N$ is a shrinker with $\lambda(\Sigma) < \infty$ and $B_R \cap \Sigma$ is the graph of a vector field $U$ over $S^{k-1} \times \mathbb{R}^{n-k}$ with $\|U\|_{C^1} < 1/R$, then there is a $(n+1)$-dimensional Euclidean space $\mathcal{W}$ so that $\Sigma \subset \mathcal{W}$.

Proof. On the cylinder $S^{k-1} \times \mathbb{R}^{n-k}$ (see, e.g., section 3 in [CM7]), the low eigenvalues of $\mathcal{L}$ are $\mu_0 = 0$, given by the constants, $\frac{1}{2}$ with multiplicity $n + 1$, and there is a gap to 1. More precisely, it follows from lemma 3.26 in [CM7] (and its proof\footnote{Lemma 3.26 in [CM7] deals with eigenvalue 1; obvious modifications give eigenvalue $\frac{1}{2}$ as well.}) that:

- If $u \in W^{1,2}$ has $\mathcal{L} u = -\frac{1}{2} u$, then $u = f(\theta) + \sum a_j y_j$ where $f$ is a $\frac{1}{2}$-eigenfunction on $S^k$, $a_j$ are constants, and $y_j$ are coordinate functions on the axis $\mathbb{R}^{n-k}$.

It follows that $d_{S^{k-1} \times \mathbb{R}^{n-k}}(\frac{1}{2}) = n + 1$ and Corollary [6.12] with $\mu = \frac{1}{2}$ completes the proof. \hfill \Box
Proof of Theorem 0.10. As long as $R$ is large enough, Corollary 6.21 gives that $\Sigma$ is a hyperplane in some affine $(n + 1)$-space. By assumption, it is also close to a cylinder. We will apply the main rigidity theorem for hypersurfaces from [CIM], but first need to establish a uniform bound for $\int_{\Sigma} e^{-f}$ (which gives an entropy bound). However, this follows from the closeness to a cylinder in $B_R$, for $R$ large, since $\int_{\Sigma} (|x|^2 - 2n) e^{-f} = 0$.

In the case of a sphere (i.e., $k = n$), we can argue directly without [CIM]. Namely, since $\Sigma$ is a shrinker, we have $\mathcal{L} (|x|^2 - 2n) = - (|x|^2 - 2n)$. However, 1 is not in the spectrum for $\mathcal{S}_n$, so Corollary 6.12 gives 1 also not in the spectrum of $\Sigma$ for $\Sigma$ sufficiently close. It follows that $|x|^2 - 2n \equiv 0$ and $\Sigma \subset \partial B_{\sqrt{2n}}$. □

We get the corresponding statement for products with the Abresch-Langer curves $\gamma_{m,\ell}$:

Corollary 6.22. Given $m, \ell, n$, there exists $R > 2n$ so if $\Sigma^n \subset \mathbb{R}^N$ is a shrinker with $\lambda(\Sigma) < \infty$ and $B_R \cap \Sigma$ is a parameterized graph of a vector field $U$ over $\gamma_{m,\ell} \times \mathbb{R}^{n-1}$ with $\|U\|_{C^1} < 1/R$, then there is a $(n + 1)$-dimensional Euclidean space $W$ so that $\Sigma \subset W$.

Proof. This follows by combining Lemma 6.19 and Corollary 6.12 with $\mu = \frac{1}{2}$. □

The rigidity should also hold for $\gamma_{m,\ell} \times \mathbb{R}^{n-1}$ by combining Corollary 6.22 with a modification of [CIM]. See [CM11] for rigidity of cylinders in Ricci flow.

7. Sharp bounds for codimension

In this section, $M_t^n \subset \mathbb{R}^N$ is an ancient MCF with $\lambda(M_t) \leq \lambda_0$ and $\phi = H + \frac{x^i}{2t}$.

7.1. Preserving orthogonality. The next lemma shows that a caloric function that integrates to zero on one time slice must remain nearly orthogonal to constants, with the error bounded by the change in the Gaussian area $I_1(t)$.

Lemma 7.1. If $(\partial_t - \Delta) u = 0$ and $J_{t_1}(u, 1) = 0$ for some $t_1 < 0$, then for any $t_2 \in [t_1, 0)$

\begin{equation}
|J_{t_2}(u, 1)|^2 \leq I_u(t_1) \left| I_1(t_1) - I_1(t_2) \right|.
\end{equation}

Proof. Given $t \in [t_1, t_2]$, (3.11) gives the derivative

\begin{equation}
\frac{d}{dt} J_t(u, 1) = - (4\pi t)^{-\frac{n}{2}} \int_{M_t} u |\phi|^2 e^{\frac{|x|^2}{4t}}.
\end{equation}

Since $J_{t_1}(u, 1) = 0$, integrating from $t_1$ to $t_2$ and using the Cauchy-Schwarz inequality gives

\begin{equation}
|J_{t_2}(u, 1)|^2 \leq \left\{ \int_{t_1}^{t_2} (4\pi t)^{-\frac{n}{2}} \int_{M_t} u^2 |\phi|^2 e^{\frac{|x|^2}{4t}} \right\} \left\{ \int_{t_1}^{t_2} (4\pi t)^{-\frac{n}{2}} \int_{M_t} |\phi|^2 e^{\frac{|x|^2}{4t}} \right\}.
\end{equation}

By (3.1), the last integral on the right is bounded by $|I_1(t_1) - I_1(t_2)|$. Similarly, by Lemma 3.4, the first integral is bounded by $\left| \int_{t_1}^{t_2} I_u(t) \right| \leq I_u(t_1) - I_u(t_2)$. □

In the next two lemmas, $V \in \mathbb{S}^{N-1}$ is a unit vector and $v$ the linear function $v(x) = \langle x, V \rangle$.

Let $\mathcal{L}_t = \Delta + \frac{1}{2t} \nabla_x x^T$ be the drift operator that is symmetric for $e^{\frac{|x|^2}{4t}}$. We will use that

\begin{equation}
\mathcal{L}_t v = \text{div}_{M_t} V^T + \frac{1}{2t} \langle x^T, V \rangle = -\langle V, H \rangle + \left\langle \frac{x^T}{2t}, V \right\rangle = \frac{v}{2t} - \langle \phi, V \rangle.
\end{equation}
Lemma 7.6. We get for \( t_1 < t_2 < 0 \) that
\[
\int_{t_1}^{t_2} (-4\pi t)^{-\frac{\hat{n}}{2}} \int_{M_t} v^2 \frac{\partial |\phi|^2}{\partial t} e^{|\phi|^2} dt \leq \left| \frac{I_v(t_1)}{t_1} - \frac{I_v(t_2)}{t_2} \right| + C_n \sqrt{\lambda_0} \left( \frac{t_1}{t_2} \right)^{\frac{1}{2}} \left| I_1(t_1) - I_1(t_2) \right|^{\frac{1}{2}}.
\]

Proof. Using (3.1) for \( \frac{v^2}{-t} \), then the divergence theorem and (7.3) gives
\[
\frac{d}{dt} \left( \frac{I_v(t)}{-t} \right) = (-4\pi t)^{-\frac{\hat{n}}{2}} \int_{M_t} \left\{ \frac{v^2}{t^2} - \frac{2|\nabla v|^2}{-t} - \frac{v^2}{-t} |\phi|^2 \right\} e^{|\phi|^2} dt
\]
\[
= (-4\pi t)^{-\frac{\hat{n}}{2}} \int_{M_t} \left\{ - \frac{2v \langle \phi, V \rangle}{-t} - \frac{v^2}{-t} |\phi|^2 \right\} e^{|\phi|^2} dt.
\]
Using that \(|V| = 1\), we get the absorbing inequality for any \( \epsilon > 0 \)
\[
\left| \frac{2v \langle \phi, V \rangle}{-t} \right| \leq \epsilon \frac{v^2}{t^2} + \frac{1}{\epsilon} |\phi|^2.
\]
Using (3.8) in (7.7), we get that
\[
(-4\pi t)^{-\frac{\hat{n}}{2}} \int_{M_t} \frac{v^2}{-t} |\phi|^2 e^{|\phi|^2} dt \leq \frac{-d}{dt} \left( \frac{I_v(t)}{-t} \right) + \epsilon \frac{I_v(t)}{t^2} + \frac{1}{\epsilon} (-4\pi t)^{-\frac{\hat{n}}{2}} \int |\phi|^2 e^{|\phi|^2} dt.
\]
Integrating this from \( t_1 \) to \( t_2 \) and using the monotonicity of \( I_v \) to bound the second term on the right and Huisken's monotonicity on the last term gives
\[
\int_{t_1}^{t_2} (-4\pi t)^{-\frac{\hat{n}}{2}} \int_{M_t} \frac{v^2}{-t} |\phi|^2 e^{|\phi|^2} dt \leq \left| \frac{I_v(t_1)}{t_1} - \frac{I_v(t_2)}{t_2} \right| + \epsilon \frac{I_v(t_1)}{-t_2} + \frac{|I_1(t_1) - I_1(t_2)|}{\epsilon}.
\]
The lemma follows by using that \( I_v(t) \leq -C_n \lambda_0 t \) (cf. (5.7)) and optimizing \( \epsilon \). \( \square \)

The next lemma shows that the inner product of a caloric function with a fixed linear function grows approximately linearly in \( t \).

Lemma 7.10. If \( u_t = \Delta u \) and \( t_1 < t_2 < 0 \), then for any \( \epsilon_1 \in (0, 1/2) \) and all \( t \in [t_1, t_2] \)
\[
\sqrt{-t} \left| \frac{J_t(u,v)}{t_1} - \frac{J_t(u,v)}{t_2} \right| \leq \frac{5}{2} \epsilon_1 I_u(t_1) + \frac{1}{\epsilon_1} |I_1(t_1) - I_1(t_2)|
\]
\[
+ \frac{1}{2\epsilon_1} \left\{ \left| \frac{I_v(t_1)}{t_1} - \frac{I_v(t_2)}{t_2} \right| + C_n \sqrt{\lambda_0} \left( \frac{t_1}{t_2} \right)^{\frac{1}{2}} \left| I_1(t_1) - I_1(t_2) \right|^{\frac{1}{2}} \right\}.
\]

Proof. Since \( u \) and \( v \) satisfy the heat equation, applying (3.1) to \( u,v \) gives
\[
\frac{d}{dt} J_t(u,v) = -(-4\pi t)^{-\frac{\hat{n}}{2}} \int_{M_t} \left\{ 2 \langle \nabla u, \nabla v \rangle + u v |\phi|^2 \right\} e^{|\phi|^2}.
\]
Using (7.3) and the divergence theorem on the first term in (7.11) gives
\[
\frac{d}{dt} J_t(u,v) = (-4\pi t)^{-\frac{\hat{n}}{2}} \int_{M_t} \left\{ 2 u \mathcal{L}_t v - u v |\phi|^2 \right\} e^{|\phi|^2}
\]
\[
= \frac{1}{t} J_t(u,v) - (-4\pi t)^{-\frac{\hat{n}}{2}} \int_{M_t} \left\{ 2 u \langle \phi, V \rangle + u v |\phi|^2 \right\} e^{|\phi|^2}.
\]
Using absorbing inequalities on the last integral, we get for any $\epsilon_1 > 0$ that
\[
\left| \frac{d}{dt} \frac{J_t(u, v)}{t} \right| \leq \epsilon_1 \frac{I_u(t)}{(-t)^{3/2}} + (4\pi t)^{-\frac{n}{2}} \int_{M_t} \left\{ \frac{|\phi|^2}{\epsilon_1 \sqrt{-t}} + \frac{v^2}{2\epsilon_1 (-t)^{3/2}} \right\} e^{\frac{|x|^2}{4t}}.
\]
Integrating in $t$, using the monotonicity of $I_u$ on the first term, (3.11) on the next two terms, and Lemma 7.6 on the last term gives for any $\Gamma^L \subset B_{R} \cap \mathbb{R}^N$ that
\[
\sqrt{-t_2} \left| \frac{J_{t_2}(u, v)}{t_1} - \frac{J_t(u, v)}{t} \right| \leq 2 \epsilon_1 I_u(t_1) + \frac{1}{\epsilon_1} \left| I_1(t_1) - I_1(t_2) \right| + \frac{\epsilon_1}{2} \left| I_u(t_1) - I_u(t_2) \right|
\]
\[
+ \frac{1}{2} \epsilon_1 \left\{ \left| I_t(t_1) - I_t(t_2) \right| + C_n \sqrt{\lambda_0} \left( \frac{t_1}{t_2} \right)^{\frac{1}{2}} \left| I_1(t_1) - I_1(t_2) \right|^{\frac{1}{2}} \right\}.
\]

7.2. Poincaré inequalities. The first eigenvalue on a cylinder is $\frac{1}{2}$, with the eigenspace spanned by the $(n+1)$ coordinate functions, and the next eigenvalue is 1. The next lemma gives corresponding Poincaré inequalities for submanifolds close to a cylinder on a fixed large set. This requires that the function satisfies a “localization inequality” (cf. Lemma 3.14):
\[
(7.13) \quad (4\pi t)^{-\frac{n}{2}} \int_{\Gamma} \left( \frac{|x|^2}{-t} u^2 - |\nabla u|^2 \right) e^{\frac{|x|^2}{4t}} \leq C_0 (4\pi t)^{-\frac{n}{2}} \int_{\Gamma} u^2 e^{\frac{|x|^2}{4t}} < \infty.
\]
In the next lemma, $\Gamma^n \subset \mathbb{R}^N$ is a submanifold with $\lambda(\Gamma) \leq \lambda_0 < \infty$ and $B_{R \mu} \cap \frac{1}{\sqrt{-t}}$ is a $C^1$ graph over a cylinder with norm at most $\epsilon_\mu$ and $t < 0$ is a constant.

**Lemma 7.14.** Given $C_0$ and $\mu > 0$, there exists $\epsilon_\mu > 0$ and $R_\mu > 0$ so that if $u$ is a $W^{1,2}$ function satisfying $\int_{\Gamma} u e^{\frac{|x|^2}{4t}} = 0$ and (7.13), then
\[
(7.15) \quad (1 - \mu) (4\pi t)^{-\frac{n}{2}} \int_{\Gamma} u^2 e^{\frac{|x|^2}{4t}} \leq -2t (4\pi t)^{-\frac{n}{2}} \int_{\Gamma} |\nabla u|^2 e^{\frac{|x|^2}{4t}}.
\]
If in addition $\int_{\Gamma} u x_i e^{\frac{|x|^2}{4t}} = 0$ for the coordinates $x_1, \ldots, x_{n+1}$ on the cylinder, then
\[
(7.16) \quad (1 - \mu) (4\pi t)^{-\frac{n}{2}} \int_{\Gamma} u^2 e^{\frac{|x|^2}{4t}} \leq -t (4\pi t)^{-\frac{n}{2}} \int_{\Gamma} |\nabla u|^2 e^{\frac{|x|^2}{4t}}.
\]
**Proof.** Since the statement is scale-invariant, we can assume that $t = -1$. To shorten notation, let $f$ denote the Gaussian integral
\[
(7.17) \quad \int f w \equiv (4\pi)^{-\frac{n}{2}} \int w e^{-f}.
\]
Let $L$ be a large integer to be chosen and choose $R \in \{ L, L + 1, \ldots, 2L - 1 \}$ with
\[
(7.18) \quad \int_{B_{R+1} \cap \Gamma \setminus B_R} |\nabla u|^2 \leq \frac{1}{L} \int_{B_{2L} \cap \Gamma \setminus B_L} |\nabla u|^2 \leq \frac{1}{L} \int_{\Gamma} |\nabla u|^2.
\]
Combining this with the localization inequality (7.13) gives
\[
(7.19) \quad \int_{B_{R+1} \cap \Gamma \setminus B_R} |\nabla u|^2 \leq \frac{C_0}{L} \int_{\Gamma} u^2.
\]
Let $\psi$ be a linear cutoff function from $R$ to $R + 1$ and define $w = \psi u$. The localization inequality (7.13) gives

$$
\int_\Gamma |u - w|^2 \leq \int_{\Gamma \setminus B_R} u^2 \leq \frac{C_0}{R^2} \int_\Gamma u^2.
$$

As long as $B_{2R} \cap \Gamma$ is a small $C^1$ graph over the cylinder $\Sigma$, we can transplant the function $w$ to a function $\bar{w}$ on $\Sigma$ which is supported inside $B_{2R}$. Moreover, the distortion of the measure and the gradient are as small as we want if we make $\epsilon_\mu$ small enough. In particular, there is a continuous function $\eta(R, \epsilon_\mu)$ with $\eta(R, 0) = 0$ so that

$$
\int_\Sigma w^2 - \int_\Sigma \bar{w}^2 \leq \eta \int_\Gamma w^2,
$$

$$
\int_\Sigma |\nabla w|^2 - \int_\Sigma |\nabla \bar{w}|^2 \leq \eta \int_\Gamma |\nabla w|^2,
$$

$$
\int_\Gamma w - \int_\Sigma \bar{w} \leq \eta \int_\Gamma w^2.
$$

The first non-zero eigenvalue of the cylinder $\Sigma$ is $\frac{1}{2}$, so $\bar{v}$ satisfies

$$
\int_\Sigma \bar{w}^2 \leq \frac{\int_\Sigma (\bar{w})^2}{\lambda(\Sigma)} + 2 \int_\Sigma |\nabla \bar{w}|^2 \leq \left( \int_\Sigma \bar{w} \right)^2 + 2 \int_\Sigma |\nabla \bar{w}|^2.
$$

Combining this with (7.21), (7.22), (7.23) and the squared triangle inequality gives

$$
(1 - \eta) \int_\Gamma w^2 \leq \int_\Sigma \bar{w}^2 \leq 2 \int_\Sigma |\nabla \bar{w}|^2 + \left( \int_\Sigma \bar{w} \right)^2 \leq 2(1 + \eta) \int_\Sigma |\nabla w|^2 + 2 \left( \eta \int_\Gamma w^2 + \left[ \int_\Gamma w \right]^2 \right).
$$

Absorbing the middle term, using $\int_\Gamma u = 0$, (7.20) and the Cauchy-Schwarz inequality gives

$$
(1 - 3\eta) \int_\Gamma w^2 \leq 2(1 + \eta) \int_\Gamma |\nabla w|^2 + 2 \left[ \int_\Gamma (u - w) \right]^2 \leq 2(1 + \eta) \int_\Gamma |\nabla w|^2 + \frac{C}{R^2} \int_\Gamma u^2.
$$

Using (7.20) to bound $\|u\|_{L^2}$ by $\|w\|_{L^2}$ and splitting $\int_\Gamma |\nabla w|^2$ into inner and outer parts

$$
\left( 1 - \frac{C_0}{R^2} \right)(1 - 3\eta) \int_\Gamma u^2 \leq (1 - 3\eta) \int_\Gamma w^2 \leq 2(1 + \eta) \int_{B_R \cap \Gamma} |\nabla w|^2 + \frac{C}{R^2} \int_\Gamma u^2 + 2(1 + \eta) \int_{\Gamma \setminus B_R} |\nabla w|^2.
$$

The first term is bounded by $2(1 + \eta) \int_\Gamma |\nabla u|^2$ since $u = w$ on $B_R \cap \Gamma$. The second can be absorbed on the left. For the last, we use (7.19) and (7.20) to get

$$
\int_{\Gamma \setminus B_R} |\nabla w|^2 \leq 2 \int_{\Gamma \setminus B_R} \left( u^2 + |\nabla u|^2 \right) \leq 2 \left( \frac{C_0}{R^2} + \frac{C_0}{L} \right) \int_\Gamma u^2.
$$
Choosing $L$ large and then taking $\eta$ small enough, this gives (7.15).

Suppose in addition that $f^I u x_i = 0$ for the coordinates $x_1, \ldots, x_{n+1}$ on $\Sigma$. These $x_i$'s are a basis for the first non-zero eigenspace of $\Sigma$ and the next eigenvalue is 1. Thus, if $\zeta$ is a function on $\Sigma$ that integrates to zero against 1 and $x_1, \ldots, x_{n+1}$, then $\Omega^I \zeta^2 \leq \Omega^I |\nabla \zeta|^2$. For each of these $x_i$'s, using that the support of $w$ is a graph over $\Sigma$ gives

$$
(7.29) \quad \left( \int_{\Gamma} w x_i - \int_{\Sigma} w x_i \right)^2 \leq \eta \int_{\Gamma} w^2.
$$

We can now argue as above to get (7.16). \hfill \Box

7.3. Lower bounds for growth. The next lemma shows that any caloric function that has integral zero on a slice must grow at least linearly if the flow is close to cylindrical.

**Lemma 7.30.** Given $\mu \in (0, 1/2)$, there exist $\epsilon_\mu > 0$ and $R_\mu > 0$ so that if

- $B_{R_\mu} \cap \frac{M_t}{\sqrt{-t}}$ is an $\epsilon_\mu$ $C^1$-graph over a cylinder for $t_1 \leq t \leq t_2 < 0$,
- $u_t = \Delta u, \ I_u(t_1) = 1$, and $J_{t_1}(u, 1) = 0$,

then $I_u(t_2) \leq \left( \frac{\mu}{\pi} \right)^{\mu-1} + 2 |I_1(t_1) - I_1(t_2)|$.

**Proof.** Set $\kappa = |I_1(t_1) - I_1(t_2)|$. We are done if $I_u(t_2) \leq 2 \kappa$, so we can assume

$$
(7.31) \quad 2 \kappa < I_u(t_2) \leq I_u(t) \text{ for all } t \in [t_1, t_2].
$$

When (7.31) holds, we will prove that $I_u$ satisfies the differential inequality

$$
(7.32) \quad \left(( - t)^{\mu-1} I_u \right)' = ( - t)^{\mu-1} \left(I'_u + (\mu - 1) \frac{I_u}{t}\right) \leq \kappa ( - t)^{\mu-2}.
$$

Once we have (7.32), then integrating from $t_1$ to $t_2$ gives

$$
(7.33) \quad ( - t_2)^{\mu-1} I_u(t_2) - ( - t_1)^{\mu-1} I_u(t_1) \leq \kappa \int_{t_1}^{t_2} ( - t)^{\mu-2} dt \leq \frac{\kappa ( - t_2)^{\mu-1}}{1 - \mu}.
$$

The lemma follows from this since $I_u(t_1) = 1$ and $\mu \in (0, 1/2)$.

It remains to prove (7.32). If $I'_u(t) < \frac{\kappa}{t}$, then (7.32) holds. Hence, suppose that

$$
(7.34) \quad I'_u(t) \geq \frac{I_u}{t}.
$$

In this case $t I'_u(t) \leq I_u(t)$ and (3.6) gives

$$
(7.35) \quad - t \left( - 4\pi t \right)^{-\frac{n}{2}} \int_{M_t} \left\{ 2 |\nabla u|^2 + u^2 |\phi|^2 \right\} e^{\frac{|x|^2}{4t}} = t I'_u(t) \leq I_u(t).
$$

Combining (7.35) with Lemma 3.13 gives

$$
(7.36) \quad \leq (4n + 8) I_u(t).
$$

For each $t \in [t_1, t_2]$, Lemma 7.1 gives that

$$
(7.37) \quad |J_t(u, 1)|^2 \leq \kappa.
$$
The function \(v = u - \frac{J_t(u,1)}{I_1(t)}\) integrates to zero on \(M_t\) and, using (7.37) and (7.31),

\[
I_u(t) = I_v(t) + \frac{J_t^2(u,1)}{I_1(t)} \leq I_v(t) + \kappa < I_v(t) + \frac{1}{2} I_u(t).
\]

From this, we conclude that

\[
I_u(t) \leq 2 I_v(t).
\]

We will show that \(v\) satisfies the localization inequality (7.13). The energy bound in (7.13) follows from (7.35) and (7.39) since \(|\nabla v|^2 = |\nabla u|^2\). The squared triangle inequality for \(v\), (7.36), and using the entropy bound on \(M_t\) to bound \((-4\pi t)^{-\frac{n}{2}} \int_{M_t} |x|^2 e^{\frac{|x|^2}{4\pi t}}\) give

\[
\frac{(-4\pi t)^{-\frac{n}{2}}}{-t} \int_{M_t} |x|^2 \sqrt{v} e^{\frac{|x|^2}{4\pi t}} \leq 2 \frac{(-4\pi t)^{-\frac{n}{2}}}{-t} \int_{M_t} |x|^2 (u^2 + \kappa) e^{\frac{|x|^2}{4\pi t}}
\]

\[
\leq 2 (4n + 8) I_u(t) + C \kappa.
\]

Using (7.31) and (7.39), we get the remaining estimate for (7.13). Thus, if \(M_t/\sqrt{-t}\) is sufficiently close to cylindrical, Lemma 7.43, (7.37) and the equality in (7.35) give

\[
(1 - \mu) I_u(t) \leq \frac{J_t^2(u,1)}{I_1(t)} - 2 t (-4\pi t)^{-\frac{n}{2}} \int_{M_t} |\nabla u|^2 e^{\frac{|x|^2}{4\pi t}} \leq \kappa + t I_u(t).
\]

This gives (7.32) in the remaining case (7.31), completing the proof. \(\square\)

7.4. Projecting orthogonally to linear functions. Let \(x_1, \ldots, x_{n+1}\) be the coordinates on the cylinder \(\Sigma = S_{\sqrt{2\pi}}^{n-k} \times \mathbb{R}^{n+1} \subset \mathbb{R}^{n+1} \subset \mathbb{R}^N\). Given \(u\) on \(M_t\), define \(\zeta = \zeta(t) \in \mathbb{R}^{n+2}\) by

\[
\zeta_0 = J_t(u,1) \text{ and } \zeta_i = \frac{J_t(u,x_i)}{\sqrt{-t}} \text{ for } i = 1, \ldots, n+1.
\]

The function \(\zeta \sqrt{-t}\) is normalized to be roughly unit size on \(M_t\) and constant size on a self-shrinking flow. Let \(a = a(t) \in \mathbb{R}^{n+2}\) be coefficients so that \(v = u - a_0 - \sum_{i=1}^{n+1} a_i \frac{x_i}{\sqrt{-t}}\) is the \(J_t\)-projection of \(u\) orthogonally to \(\{1, \frac{x_1}{\sqrt{-t}}, \ldots, \frac{x_{n+1}}{\sqrt{-t}}\}\).

If \(\zeta = 0\), then \(a = 0\) and \(v = u\). The next lemma shows that \(u\) and \(v\) are close if \(\zeta\) is small.

**Lemma 7.43.** There exist \(R_0, \epsilon_0 > 0\) so that if \(B_{R_0} \cap \frac{M_t}{\sqrt{-t}}\) is an \(\epsilon_0\) \(C^1\)-graph over \(\Sigma\), then

\[
I_u(t) \leq I_v(t) + |\zeta|^2,
\]

\[
(-4\pi t)^{-\frac{n}{2}} \int_{M_t} \frac{|x|^2}{-t} \sqrt{v} e^{\frac{|x|^2}{4\pi t}} \leq C_n \lambda_0 |\zeta|^2 + (n + 3) (-4\pi t)^{-\frac{n}{2}} \int_{M_t} \frac{|x|^2}{-t} u^2 e^{\frac{|x|^2}{4\pi t}},
\]

\[
-t |I_{\nabla u}(t) - I_{\nabla v}(t)| \leq (n + 2) \lambda_0 |\zeta|^2 + 2 |\zeta| \left(-\lambda_0 t I_{u,|\phi|}(t)\right)^{\frac{1}{2}}.
\]
Proof. We will need some calculations on Σ. Let $g_{ij}$ denote the matrix of $(4\pi)^{-\frac{d}{2}} e^{-\frac{|x|^2}{4}}$ Gaussian inner products of $\{1, x_1, \ldots, x_n\}$ on $\Sigma$:

$$
\frac{g_{ij}}{\lambda(S^k)} = \begin{cases} 
0 & \text{if } i \neq j \\
1 & \text{if } i = j = 0 \\
\frac{2k}{k+1} & \text{if } i = j \leq k + 1 \\
2 & \text{if } k + 1 < i = j \leq n + 1 
\end{cases}
$$

By (7.47), $g_{ij}$ is invertible and the largest eigenvalue of $g_{ij}^{-1}$ is $\frac{1}{\lambda(S^k)} < \frac{1}{\sqrt{2}}$. Thus, for $R_0$ large and $\epsilon_0$ small, the matrix $\bar{g}_{ij} = \bar{g}_{ij}(t)$ of $J$-inner products of $\{1, \frac{x_1}{\sqrt{-t}}, \ldots, \frac{x_n}{\sqrt{-t}}\}$ on $M_t$ is invertible and the largest eigenvalue of $\bar{g}_{ij}^{-1}$ is $< 1$ in norm. Thus, since $\zeta = \bar{g}(a)$, we have

$$
a = \bar{g}^{-1}(\zeta) \text{ and } |a|^2 = \sum_i a_i^2 \leq |\zeta|^2.
$$

Since $I_u(t) = I_v(t) + I_{u-v}(t)$ and $I_{u-v}(t) = \sum_{i,j} a_i a_j g_{ij} = \langle \zeta, a \rangle \leq |\zeta|^2$, so (7.48) gives (7.44).

Using the Cauchy-Schwarz inequality, (7.48) and the entropy bound for $M_t$ gives

$$
(-4\pi t)^{-\frac{d}{2}} \int_{M_t} \frac{|x|^2}{2t} v^2 e^{\frac{|x|^2}{4t}} \leq (n + 3) (-4\pi t)^{-\frac{d}{2}} \int_{M_t} \frac{|x|^2}{2t} \left( u^2 + a_0^2 + \sum a_i^2 x_i^2 \right) e^{\frac{|x|^2}{4t}}
$$

$$
\leq C_n \lambda_0 |\zeta|^2 + (n + 3) (-4\pi t)^{-\frac{d}{2}} \int_{M_t} \frac{|x|^2}{2t} u^2 e^{\frac{|x|^2}{4t}}.
$$

(7.49)

To compare the energy of $u$ and $v$, we first write

$$
I_{|\nabla u|} - I_{|\nabla v|} = I_{|\nabla (u-v)|} - 2 (-4\pi t)^{-\frac{d}{2}} \int_{M_t} \langle \nabla (u-v), \nabla u \rangle e^{\frac{|x|^2}{4t}}.
$$

We bound the first term on the right using the Cauchy-Schwarz inequality, (7.48) and the entropy bound for $M_t$

$$
I_{|\nabla (u-v)|} \leq (n + 1) \sum_i a_i^2 I_{|\nabla x_i|} \leq (n + 1) \frac{\lambda_0}{-t} \sum_i a_i^2 \leq (n + 1) \frac{\lambda_0}{-t} |\zeta|^2.
$$

(7.51)

Since $L_t x_i = \frac{x_i}{2t} - \langle \phi, \partial_i \rangle$ by (7.5) with $V = \partial_i$, Stokes's theorem and the definition of $\zeta$ give

$$
2 (-4\pi t)^{-\frac{d}{2}} \int_{M_t} \langle \nabla (u-v), \nabla u \rangle e^{\frac{|x|^2}{4t}} = -2 J_t(u, L_t (u-v)) = \sum_{i=1}^{n+1} \frac{a_i \zeta_i}{-t} + 2 \sum_{i=1}^{n+1} a_i J_t(u, \frac{\langle \phi, \partial_i \rangle}{\sqrt{-t}}).
$$

(7.52)

Using this and (7.51) in (7.50), the bound (7.48) and the Cauchy-Schwarz inequality gives

$$
t |I_{|\nabla u|} - I_{|\nabla v|}| \leq (n + 1) \frac{\lambda_0}{-t} |\zeta|^2 + 2 |\zeta|^2 - \lambda_0 t I_{u|\phi|}.
$$

(7.53)
7.5. **Quadratic growth.** Using a variation of Lemma 7.30, we will show: If $M_t$ is close to a cylinder $\Sigma \subset \mathbb{R}^{n+1} \subset \mathbb{R}^N$ and $u$ is a caloric function on $M_t$ that is orthogonal to \( \{1, \frac{x_1}{\sqrt{-t}}, \ldots, \frac{x_{n+1}}{\sqrt{-t}}\} \), then $u$ grows essentially quadratically. The growth comes from a Poincaré inequality on $\Sigma$ for functions orthogonal to \( \{1, \frac{x_1}{\sqrt{-t}}, \ldots, \frac{x_{n+1}}{\sqrt{-t}}\} \).

Let $\kappa$ be the vector in $\mathbb{R}^{n+2}$ given by $\kappa_0 = |I_1(t_1) - I_1(t_2)|$ and $\kappa_i = \left| \frac{I_{i}(t_1)}{t_1} - \frac{I_{i}(t_2)}{t_2} \right|$ for $i = 1, \ldots, n+1$. The vector $\kappa$ vanishes when $M_t$ is self-shrinking.

**Lemma 7.54.** Given $\mu \in (0, 1/4)$, there exist $\epsilon_{\mu} > 0$, $R_{\mu} > 0$ and $C''_n$ so that if

- $B_{R_{\mu}} \cap \frac{M_{t}}{\sqrt{-t}}$ is an $\epsilon_{\mu}$ $C^1$-graph over $\Sigma$ for $t_1 \leq t \leq t_2 < 0$,
- $u_t = \Delta u$, $I_u(t_1) = 1$, and $J_{t_i}(u,1) = J_{t_i}(u,x_i) = 0$ for $i = 1, \ldots, (n+1)$,

then $I_u(t_2) \leq \left( \frac{\mu}{t_2} \right)^{2\mu-2} + C''_n (2 + \mu^{-1}) \lambda_0^2 \sqrt{\kappa} \left( \frac{\mu}{t_2} \right)^2$.

**Proof.** Let $C''_n$ be a large constant to be chosen, depending just on $n$. Set $\omega \equiv \lambda_0 \sqrt{\kappa} \left( \frac{\mu}{t_2} \right)^2$.

We are done if $I_u(t_2) \leq C''_n \lambda_0 \omega$, so we can assume that

\[
(7.55) \quad C''_n \lambda_0 \omega < I_u(t_2) \leq I_u(t) \quad \text{for all } t \in [t_1, t_2].
\]

Following Lemma 7.30, we will show that $I_u$ satisfies a differential inequality that integrates to give the lemma. Namely, we will show that there exist $\bar{C}_n$ so that

\[
(7.56) \quad (2 - 2\mu) I_u(t) \leq 2 (2 + \mu^{-1}) \bar{C}_n \lambda_0 \omega + t I'_u(t)
\]

This gives that

\[
(7.57) \quad ((-t)^{2\mu-2} I_u)' = (-t)^{2\mu-3} \{ (2 - 2\mu) I_u(t) - t I'_u \} \leq 2 (2 + \mu^{-1}) \bar{C}_n \lambda_0 \omega (-t)^{2\mu-3}.
\]

Integrating (7.57) from $t_1$ to $t_2$ gives

\[
(7.58) \quad (-t_2)^{2\mu-2} I_u(t_2) - (-t_1)^{2\mu-2} I_u(t_1) \leq 2 (2 + \mu^{-1}) \bar{C}_n \lambda_0 \omega \int_{t_1}^{t_2} (-t)^{2\mu-3} dt.
\]

The lemma follows from this since $I_u(t_1) = 1$ and $\mu \in (0, 1/4)$.

It remains to prove (7.56). If $t I'_u(t) > 2 I_u$, then (7.56) holds. Hence, suppose that $t I'_u(t) \leq 2 I_u(t)$ and, thus, (3.6) gives

\[
(7.59) \quad -2 t I_{|\nabla u}|(t) - t I_{u|\phi}(t) = t I'_u(t) \leq 2 I_u(t).
\]

Combining (7.59) with the localization inequality for $u$ in Lemma 3.14 gives

\[
(7.60) \quad \frac{-4t}{\pi} \int_{M_t} |x|^2 u^2 e^{\frac{|x|^2}{4t}} \leq 4n I_u(t) - 4t \left( 4 I_{|\nabla u|} + I_{u|\phi} \right) \leq (4n + 16) I_u(t).
\]

The Poincaré inequality (7.16) for $u$ would imply (7.56) if $J_i(u,1) = J_i(u,x_i) = 0$ ($u$ has localization by (7.60)). Since this may not be the case, let $v$ be the $J_i$-projection of $u$ orthogonal to \( \{1, \frac{x_1}{\sqrt{-t}}, \ldots, \frac{x_{n+1}}{\sqrt{-t}}\} \). We will prove localization for $v$ to get (7.10) for $v$ and then deduce (7.55).

Since $J_{t_1}(u,x_i) = 0$, Lemma 7.10 gives for any $\epsilon_1 \in (0, 1/2)$ and $t \in [t_1, t_2]$

\[
(7.61) \quad \sqrt{-t_2} \frac{J_i(u,x_i)}{t} \leq \frac{5}{2} \epsilon_1 + \frac{\kappa_0}{\epsilon_1} + \frac{1}{2} \epsilon_1 \left\{ \kappa_i + C_n \sqrt{\lambda_0} \left( \frac{t_1}{t_2} \right)^{\frac{1}{2}} \kappa_0^2 \right\}.
\]
We can assume that $|\kappa| < 1/16$ since there is nothing to prove if $|\kappa|$ is bounded away from 0. Taking $\epsilon_1 = |\kappa|^{1/4}$ in (7.61) gives

$$
\sqrt{-\ell_2} \frac{J_t(u, x_i)}{t} \leq C_n \sqrt{\lambda_0} \left( \frac{t_1}{t_2} \right)^{1/2} |\kappa|^{1/4}.
$$

(7.62)

Since Lemma 7.14 gives $J^2_t(u, 1) \leq \kappa_0$, (7.62) gives a constant $C_n$ so $\zeta$ from (7.42) satisfies

$$
|\zeta|^2 \leq C_n \lambda_0 \left( \frac{t_1}{t_2} \right)^2 \sqrt{|\kappa|} \equiv C_n \omega.
$$

(7.63)

Using this in Lemma 7.43 gives $\bar{C}_n$ so that

$$
I_u(t) \leq I_v(t) + \bar{C}_n \omega,
$$

(7.64)

$$
(-4 \pi t)^{-\frac{n}{2}} \int_{M_t} \frac{|x|^2}{-t} e^{\frac{|x|^2}{4t}} \leq \bar{C}_n \lambda_0 \omega + (n + 3) (-4 \pi t)^{-\frac{n}{2}} \int_{M_t} \frac{|x|^2}{-t} e^{\frac{|x|^2}{4t}},
$$

(7.65)

$$
-t \left| I_{|\nabla u|}(t) - I_{|\nabla v|}(t) \right| \leq \bar{C}_n \lambda_0 \omega + \sqrt{C_n \omega} \left( -\lambda_0 t I_{u|\phi|}(t) \right)^{1/2}.
$$

(7.66)

As long as we choose $C_n > 2 \bar{C}_n$, then (7.55) and (7.64) guarantee that

$$
I_v(t) \leq I_u(t) \leq 2 I_v(t).
$$

(7.67)

Similarly, (7.55), (7.65) and (7.60) give

$$
(-4 \pi t)^{-\frac{n}{2}} \int_{M_t} \frac{|x|^2}{-t} e^{\frac{|x|^2}{4t}} \leq I_u(t) + (n + 3) (4n + 16) I_u(t).
$$

(7.68)

Using (7.59) in (7.66) gives

$$
-t \left| I_{|\nabla u|}(t) - I_{|\nabla v|}(t) \right| \leq \bar{C}_n \lambda_0 \omega + \sqrt{C_n \omega} (2 \lambda_0 I_u(t))^{1/2}.
$$

(7.69)

By (7.59), (7.67), (7.68), (7.69), $v$ satisfies the localization inequality (7.13). Therefore, we can apply (7.16) in Lemma 7.13 to get

$$
(1 - \mu/2) I_v(t) \leq -t I_{|\nabla v|}(t).
$$

(7.70)

Using (7.64) and (7.69), (7.70) implies that

$$
(1 - \mu/2) I_u(t) \leq (1 - \mu/2) I_v(t) + \bar{C}_n \omega \leq \bar{C}_n \omega - t I_{|\nabla v|}(t)
$$

(7.71)

$$
\leq 2 \bar{C}_n \lambda_0 \omega + \sqrt{C_n \omega} (2 \lambda_0 I_u(t))^{1/2} - t I_{|\nabla v|}(t).
$$

Using an absorbing inequality on the middle term gives

$$
(1 - \mu) I_u(t) \leq (2 + \mu^{-1}) \bar{C}_n \lambda_0 \omega - t I_{|\nabla u|}(t) \leq (2 + \mu^{-1}) \bar{C}_n \lambda_0 \omega + \frac{t}{2} I_u(t).
$$

(7.72)

This gives the desired differential inequality, completing the proof. □
7.6. **Sharp bounds for codimension.** The following implies Theorem 0.11

**Theorem 7.73.** If a tangent flow of $M_t$ at $-\infty$ is a cylinder, then $\dim \mathcal{P}_1(M_t) = n + 2$.

By a cylinder, we mean a multiplicity one cylinder. The space $\mathcal{P}_1(M_t)$ always includes the constant function and the linearly independent coordinate functions, so $\dim \mathcal{P}_1(M_t)$ is $(n + 1)$ for an $n$-plane and at least $(n + 2)$ otherwise. The point is to use the asymptotic cylindrical structure to prove $\dim \mathcal{P}_1(M_t) \leq n + 2$.

We will need the following uniqueness of blowup type for $M_t$:

**Lemma 7.74.** Suppose that $S_{\sqrt{2k}}^k \times \mathbb{R}^{n-k}$ is a tangent flow at $-\infty$. Given $\epsilon > 0$ and $\Lambda > 1$, there exists $T < 0$ so that if $t_0 < T$, then there is a rotation $\mathcal{R}$ of $\mathbb{R}^N$ so that $B_{\Lambda} \cap \frac{M_t}{\sqrt{2k}}$ is a graph over $\mathcal{R} \left( S_{\sqrt{2k}}^k \times \mathbb{R}^{n-k} \right)$ with $C^2$ norm at most $\epsilon$ for every $t \in [\Lambda^2 t_0, t_0]$.

**Proof.** This follows from the rigidity of the cylinder of Theorem 0.10 and White’s curvature estimate [W1] (cf. corollary 0.3 in [CIM]).

**Proof of Theorem 7.73.** We will get a contradiction if $u_0 \equiv 1$, $u_1, \ldots, u_{n+2}$ are linearly independent functions in $\mathcal{P}_1(M_t)$.

Given $\mu > 0$ and $\Omega > 1$, Lemma 3.9 with $d = 1$ gives $m_q \to \infty$ so that $v_1, \ldots, v_{n+2}$ defined by $v_i = \frac{w_{i-\Omega^m+1}}{\sqrt{f_i(-\Omega^m)}}$ satisfy

\[
(7.75) \quad J_{-\Omega^m+1}(v_i, v_j) = \delta_{ij} \quad \text{and} \quad \sum_{i=1}^{n+2} I_{v_i}(-\Omega^m) \geq (n + 2) \Omega^{-1-\mu}.
\]

For $m_q$ sufficiently large, Lemma 7.74 gives that $\frac{M_t}{\sqrt{2k}}$ is as close as we want to a cylinder $\Sigma_q$ (a priori, the cylinder can vary with $q$). Let $x_1, \ldots, x_{n+1}$ be the coordinate functions for the cylinder $\Sigma_q$. Make an orthogonal change of basis of $v_1, \ldots, v_{n+2}$ so that

\[
(7.76) \quad J_{-\Omega^m+1}(v_{n+2}, x_i) = 0 \quad \text{for} \ i = 1, \ldots, n + 1.
\]

Since trace is invariant under orthogonal changes, (7.76) still holds.

Every $v_i$ is $J_{-\Omega^m+1}$-orthogonal to the constants for $i \geq 1$. Thus, given $\mu \in (0, 1/2)$, then for every $m_q$ sufficiently large we can apply Lemma 7.30 to get that

\[
(7.77) \quad I_{v_i}(-\Omega^m) \leq \Omega^{\mu-1} + 2 \kappa_0.
\]

However, $v_{n+2}$ is also orthogonal to the $x_i$’s and, thus, the stronger Lemma 7.54 gives

\[
(7.78) \quad I_{v_{n+2}}(-\Omega^m) \leq \Omega^{2\mu-2} + C_n' \left( 2 + \mu^{-1} \right) \lambda_0^2 \sqrt{|\kappa|} \Omega^2.
\]

Using (7.77) for $i \leq n + 1$ and (7.78) for $i = n + 2$ gives

\[
(7.79) \quad \sum_{i=1}^{n+2} I_{v_i}(-\Omega^m) \leq (n + 1) \Omega^{\mu-1} + 2(n + 1) \kappa_0 + \Omega^{2\mu-2} + C_n' \left( 2 + \mu^{-1} \right) \lambda_0^2 \sqrt{|\kappa|} \Omega^2.
\]

Combining this with the lower bound (7.75) gives

\[
(7.80) \quad (n + 2) \Omega^{-1-\mu} \leq (n + 1) \Omega^{\mu-1} + 2(n + 1) |\kappa| + \Omega^{2\mu-2} + C_n' \left( 2 + \frac{1}{\mu} \right) \lambda_0^2 \sqrt{|\kappa|} \Omega^2.
\]
This gives a contradiction. To see this, fix any \( \Omega > 1 \) and then choose \( \mu > 0 \) small so that
\[
(n + 2) \Omega^{-1-\mu} > (n + 1) \Omega^{-1} + \Omega^{2-\mu}.
\]
Then take \( q \) large enough so that \( |\kappa| \) is small enough to contradict (7.80).
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