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Stochastic modeling of disease dynamics has had a long tradition. Among the first epidemic models including a spatial structure in the form of local interactions is the contact process. In this article we investigate two extensions of the contact process describing the course of a single disease within a spatially structured human population distributed in social clusters. That is, each site of the $d$-dimensional integer lattice is occupied by a cluster of individuals; each individual can be healthy or infected. The evolution of the disease depends on three parameters, namely the outside infection rate which models the interactions between the clusters, the within infection rate which takes into account the repeated contacts between individuals in the same cluster, and the size of each social cluster. For the first model, we assume cluster recoveries, while individual recoveries are assumed for the second one. The aim is to investigate the existence of nontrivial stationary distributions for both processes depending on the value of each of the three parameters. Our results show that the probability of an epidemic strongly depends on the recovery mechanism.

1. Introduction. To study the course of a disease within a spatially structured population, Harris [8] introduced a model known as the basic contact process. Each site of the $d$-dimensional integer lattice is occupied by an individual either healthy or infected; each individual gets infected at a rate that depends on the number of infected individuals in some interaction neighborhood. Including spatial structure in the form of local interactions has shown that, for a disease to spread, the infection rate needs to exceed a threshold that is greater than the one for a nonspatial population. The smaller the size of the interaction neighborhood, the greater the threshold for the disease to spread. The reason for this is the lack of sufficient numbers of susceptible
individuals near the location of a disease outbreak once the disease starts spreading.

The study of the evolution of diseases within spatially structured populations, including extensions of the contact process, is widespread in the particle system literature. The first process we investigate in this article has been introduced by Schinazi \cite{12}, and will be referred to as the *cluster recovery process* (CRP). His model studies the spread of an infectious disease such as tuberculosis within a population grouped in social clusters, each of the clusters having the same size. The second model we investigate assumes another recovery mechanism and will be referred to as the *individual recovery process* (IRP).

For both CRP and IRP, the dynamics depends on three parameters, namely the outside infection rate $\lambda$ (the rate at which an individual infects healthy individuals of other clusters), the within infection rate $\phi$ (the rate at which an individual infects healthy individuals present in the same cluster) and the cluster size $\kappa$ (which is constant regardless of the location of the cluster on the lattice). The population is divided into social clusters, the individuals belonging to the same cluster having repeated contacts and the individuals belonging to neighboring clusters having casual contacts only, which suggests that the infection spreads out faster vertically within the clusters than horizontally between the clusters. In particular, it is assumed for both models that, once a cluster has at least one infected individual, infections within the cluster are much more likely than additional infections from the outside so we neglect the latter. The cluster size can be seen as the mean number of individuals having sustained contacts with a given individual. Even if, in a more realistic setting, this parameter should fluctuate significantly depending on the social customs of each of the individuals, it is assumed for technical reasons that all the clusters have the same size. In particular, whereas the infection rates $\lambda$ and $\phi$ are parameters linked to the nature of the disease, the cluster size $\kappa$ depends on the social customs of the individuals. The only difference between the CRP and the IRP is the recovery mechanism. For the CRP, all the infected individuals in a given cluster simultaneously recover at rate 1 thanks to an antidote. This applies to places where there is a good tracking system of infectious diseases so that, once an infected individual is discovered, its social cluster is rapidly tracked down \cite{12}. For the IRP, we deal with the other extreme case when at most one infected individual recovers at once; that is, the tracking system is not effective enough and the infection can spread within a given cluster before it is detected. In particular, the CRP and the IRP can be considered as spatial stochastic models for the transmission of infectious diseases in developed and developing countries, respectively. As we will see further, this difference implies that, the cluster size being fixed, an epidemic may occur for the IRP provided the outside infection rate is strictly positive. In the
CRP, the whole population always recovers if the outside infection rate is smaller than some critical value depending on the cluster size. Moreover, we obtain for the IRP that, when the within infection rate is greater than 1, even if the outside infection rate is low, an epidemic is possible provided the cluster size is large enough. The CRP exhibits the opposite behavior in the sense that, when the within infection rate is fixed, if the outside infection rate is low, there is no epidemic whatever the cluster size.

To figure out the differences between individual and cluster recoveries, we now introduce the explicit dynamics of both processes. The IRP is a continuous-time Markov process in which the state at time $t$ is a function $\xi_t: \mathbb{Z}^d \rightarrow \{0, 1, \ldots, \kappa\}$, with $\kappa$ denoting the common size of the clusters. The cluster at site $x \in \mathbb{Z}^d$ is said to be healthy at time $t \geq 0$ if $\xi_t(x) = 0$, and infected otherwise. More precisely, $\xi_t(x)$ indicates the number of infected individuals present in the cluster at time $t \geq 0$. To take into account the outside infections, we also introduce an interaction neighborhood. For any $x, z \in \mathbb{Z}^d$, $x \sim z$ indicates that site $z$ is one of the $2^d$ nearest neighbors of site $x$. Then, the state of site $x$ flips according to the following transition rates:

$\begin{align*}
0 \rightarrow 1 & \quad \text{at rate } \lambda \sum_{x \sim z} \xi(z), \\
1 \rightarrow i + 1 & \quad \text{at rate } i \phi, \quad i = 1, 2, \ldots, \kappa - 1, \\
i \rightarrow i - 1 & \quad \text{at rate } i, \quad i = 1, 2, \ldots, \kappa.
\end{align*}$

In other words, a healthy cluster at site $x$ gets infected, that is, the state of $x$ flips from 0 to 1, at rate $\lambda$ times the number of infected individuals present in the neighboring clusters. In other respects, if there are $i$ infected individuals in the cluster, $i = 1, 2, \ldots, \kappa - 1$, then each of these individuals infects healthy individuals in the cluster at rate $\phi$. Finally, each infected individual recovers at rate 1 regardless of the number of infected individuals in its cluster.

The CRP is a Markov process $\eta_t: \mathbb{Z}^d \rightarrow \{0, 1, \ldots, \kappa\}$, with $\eta_t(x)$ denoting the number of infected individuals at site $x$ at time $t \geq 0$, and whose dynamics is obtained by replacing the transitions $i \rightarrow i - 1, \ i = 1, 2, \ldots, \kappa$, above by the transitions

$\begin{align*}
i \rightarrow 0 & \quad \text{at rate } 1, \quad i = 1, 2, \ldots, \kappa.
\end{align*}$

That is, all the infected individuals in a given cluster are now simultaneously replaced by healthy ones at rate 1, the infection mechanism being unchanged. For more details, see [12].

The graphical representation. An argument of Harris [7] assures us of the existence and uniqueness of our spatially explicit, stochastic models. The idea is to construct the processes from collections of independent Poisson
processes, which is referred to as Harris’ graphical representation. For each \( x, z \in \mathbb{Z}^d \) with \( x \sim z \) and \( i = 1, 2, \ldots, \kappa \), we let \( \{ T_{n}^{x,z,i} : n \geq 1 \} \) denote the arrival times of independent Poisson processes with rate \( \lambda \), and draw an arrow labeled with an \( i \) from site \( x \) to site \( z \) at time \( T_{n}^{x,z,i} \) to indicate that an outside infection may occur. To take into account the within infections, we introduce, for \( x \in \mathbb{Z}^d \) and \( i = 1, 2, \ldots, \kappa - 1 \), a further collection of independent Poisson processes, denoted by \( \{ U_{n}^{x,i} : n \geq 1 \} \); each of them has rate \( \phi \). We put the symbol \( \bullet \) at \( (x, U_{n}^{x,i}) \) to indicate that an infection from the inside may occur. Finally, for each \( x \in \mathbb{Z}^d \) and \( i = 1, 2, \ldots, \kappa \), we let \( \{ V_{n}^{x,i} : n \geq 1 \} \) be the arrival times of independent rate-1 Poisson processes, and put a \( \times \) at site \( x \) to indicate that a recovery may occur.

Given initial configurations \( \xi_0 \) and \( \eta_0 \), and the graphical representation introduced above, the processes can be constructed as follows. If there are at least \( i \) infected individuals at site \( x \) at time \( T_{n}^{x,z,i} \) and the cluster at \( z \) is healthy, then the state of \( z \) flips from 0 to 1 for both processes. In other respects, if there are \( j \) infected individuals, \( 1 \leq j \leq \kappa - 1 \), at site \( x \) at time \( U_{n}^{x,i} \), then one more individual gets infected in the cluster, that is, the state of \( x \) flips from \( j \) to \( j + 1 \), for both processes. Finally, if there are \( j \) infected individuals, \( 1 \leq j \leq \kappa \), at site \( x \) at time \( V_{n}^{x,i} \), then the state of \( x \) flips from \( j \) to \( j - 1 \) if and only if \( i \leq j \) for the IRP, while it flips from \( j \) to 0 if and only if \( i = 1 \) for the CRP. In particular, \( \times_i \)'s, \( i = 2, 3, \ldots, \kappa \), have no effect on the CRP.

A nice feature of the graphical representation is that it allows us to couple several processes starting from different initial configurations, which can be done by using the same collections of Poisson processes. See [5], page 119 and [10], page 32.

**The mean-field model of the IRP.** To figure out the properties of our spatial models, the first step is to investigate their deterministic nonspatial versions called the mean-field model; that is, we assume that all sites are independent and the system is spatially homogeneous. This then results in a system of ordinary differential equations for the densities of healthy and infected clusters. The reason for introducing this model is that the existence of locally stable fixed points for the mean-field model may be symptomatic of the existence of stationary measures for the original spatial model. See [6] for different possible studies of a model. Let \( u_i \) denote the density of clusters with \( i \) infected individuals, \( i = 0, 1, \ldots, \kappa \). The mean-field model of the IRP is then described by the following coupled system of ordinary differential equations:

\[
\frac{du_0}{dt} = u_1 - \lambda u_0 \sum_{i=1}^{\kappa} i u_i,
\]
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\[
\frac{du_1}{dt} = \lambda u_0 \sum_{i=1}^{\kappa} i u_i - (1 + \phi)u_1 + 2u_2,
\]

\[
\frac{du_i}{dt} = (i-1)\phi u_{i-1} - i(1 + \phi)u_i + (i+1)u_{i+1}, \quad i = 2, 3, \ldots, \kappa - 1,
\]

\[
\frac{du_\kappa}{dt} = (\kappa - 1)\phi u_{\kappa-1} - \kappa u_\kappa.
\]

To find the condition for the existence of a nontrivial equilibrium, we start by setting the right-hand side of each of the equations equal to 0. From the last equation, we obtain

\[
u_\kappa = \frac{\kappa - 1}{\kappa} \phi u_{\kappa-1}.
\]

By induction, we get

\[
u_i = \frac{i-1}{i} \phi u_{i-1}, \quad i = 2, 3, \ldots, \kappa,
\]

from which it follows that

\[
u_i = \frac{\phi^i u_1}{i}, \quad i = 2, 3, \ldots, \kappa.
\]

Reporting in the first equation then leads to

\[
\frac{du_0}{dt} = u_1 - \lambda \sum_{i=0}^{\kappa-1} \phi^i u_0 u_1 = 0.
\]

**Fig. 1.** Solution curves of the mean-field model of the IRP in the case \(\kappa = 2\). Left: \(\lambda = 1\) and \(\phi = 0.5\). Right: \(\lambda = 0.5\) and \(\phi = 2\).
The previous equation tells us that the condition for an epidemic to occur is given by

\[ \lambda(1 + \phi + \cdots + \phi^{\kappa-1}) > 1. \]

When (1) does not hold, the boundary equilibrium \( u_0 = 1 \) and \( u_i = 0 \) for \( i = 1, 2, \ldots, \kappa \) is the unique fixed point of the system of ordinary differential equations. When (1) is satisfied, there is a nontrivial equilibrium characterized by

\[
\begin{align*}
    u_0 &= \frac{1}{\lambda} \times \left( \sum_{i=0}^{\kappa-1} \phi^i \right)^{-1} \\
    u_i &= \frac{\phi^{i-1}}{i} u_1, \quad i = 2, 3, \ldots, \kappa.
\end{align*}
\]

First of all, note that, when \( \lambda > 1 \), condition (1) holds for all the values of \( \phi \geq 0 \) and \( \kappa \geq 1 \). In other respects, when \( \lambda \leq 1 \) and \( \kappa \geq 2 \), there is a nontrivial equilibrium provided \( \phi \) is sufficiently large. In the same way, when \( \lambda \leq 1 \) and \( \phi \geq 1 \), there is a nontrivial equilibrium if the cluster size \( \kappa \) is large enough. Moreover, numerical simulations indicate that, when condition (1) holds, the nontrivial equilibrium is locally stable, which suggests the existence of a nontrivial stationary distribution for the corresponding spatial model. See Figure 1 for a picture. For a description of the mean-field model of the CRP, see [12], Section 3.

The stochastic models. We now discuss the effects of each of the three parameters, namely the outside infection rate \( \lambda \), the cluster size \( \kappa \) and the within infection rate \( \phi \), on the probability of an epidemic for both models. We will prove that the behavior predicted by the mean-field model above holds as well for the IRP, and provide comparisons between both processes. Except for Theorem 6 whose proof is carried out in this paper, all the results regarding the CRP can be found in [12], so we now focus especially on the IRP, but the following definitions and basic properties hold for the CRP as well.

We say that an epidemic may occur for the IRP with parameters \((\lambda, \kappa, \phi)\) if

\[ P_\xi^0(\{\xi_t \geq 1 \text{ for all } t \geq 0\}) > 0, \]

where \( P_\xi^0 \) denotes the law of the process starting from one infected individual at the origin, and where \(|\xi_t|\) is the total number of infected individuals at time \( t \geq 0 \). The previous property is equivalent to the existence of a nontrivial stationary distribution, where nontrivial means \( \neq \delta_0 \), the “all 0” configuration. We say, on the contrary, that there is no epidemic if \( \delta_0 \) is the unique stationary distribution.

As in [12], one of the keys of our results is monotonicity. A crucial feature of the CRP that ensures monotonicity is the fact that the transition \( i \to 0 \)
occurs at a constant rate (actually, any transition rate which is decreasing in $i$ would work). For the IRP, this follows from the fact that we have at most one recovery at any fixed time. The following monotonicity result can be checked by using a coupling argument if we think of the process as being generated by Harris’ graphical representation introduced above.

Lemma 1.1. The IRP is attractive and monotone with respect to $\lambda$, $\kappa$ and $\phi$.

Here attractivity means that if $\xi^1_0(x) \leq \xi^2_0(x)$ for any $x \in \mathbb{Z}^d$ at time 0, then $\xi^1_t$ and $\xi^2_t$ can be constructed in the same probability space in such a way that

$$P^{1,2}(\forall x \in \mathbb{Z}^d, \xi^1_t(x) \leq \xi^2_t(x)) = 1 \quad \text{for any } t \geq 0,$$

with $P^{1,2}$ denoting the law of the coupled process starting from $(\xi^1_0, \xi^2_0)$.

In order to introduce our results, we first observe that, when $\kappa = 1$, each of the clusters is only in one of the two states 0 = healthy or 1 = infected, and the process $\xi_t$ reduces to a basic contact process with parameter $\lambda$. In this case, there exists a critical value $\lambda_c \in (0, \infty)$ such that if $\lambda \leq \lambda_c$, then the process converges in distribution to the “all 0” configuration; otherwise, an epidemic may occur. See [2] or [10], Theorem 2.25. This, together with Lemma 1.1, implies that, when $\lambda > \lambda_c$, an epidemic may occur for any $\kappa \geq 1$ and $\phi \geq 0$. This case corresponds to the case $\lambda > 1$ of the mean-field model.

To figure out the intuition behind our first result, we start by removing the interactions between clusters by setting $\lambda = 0$. This makes the IRP a system of independent random walks with absorbing state 0; each of them represents the number of infected individuals in the associated cluster. Since each of these random walks returns to 0 with probability 1, the process converges in distribution to the “all 0” configuration. By relying on a perturbation argument, the result can be extended to the region $\lambda > 0$ small. More precisely, we have the following

Theorem 1. For all $\kappa \geq 1$ and $\phi \geq 0$, there is $\lambda_c(\kappa, \phi) \in (0, \infty)$ such that if $\lambda < \lambda_c(\kappa, \phi)$ there is no epidemic for the IRP, while if $\lambda > \lambda_c(\kappa, \phi)$ an epidemic may occur.

Note that, due to the monotonicity with respect to $\kappa$, we get $\lambda_c(\kappa, \phi) \leq \lambda_c(1, \phi) = \lambda_c$. The analogue of Theorem 1 for the CRP is given by

Theorem 2 ([12]). For all $\kappa \geq 1$ and $\phi \geq 0$, if $\lambda \leq \lambda_c/\kappa$ there is no epidemic for the CRP, while if $\lambda > \lambda_c$ an epidemic may occur.
The next step is to set $\lambda < \lambda_c$ and $\kappa \geq 2$, and to discuss the probability of an epidemic depending on the value of the within infection rate $\phi$. To begin with, when $\phi = 0$ the IRP reduces to a basic contact process with parameter $\lambda$. In particular, since $\lambda < \lambda_c$, there is no epidemic. The other extreme formal case $\phi = \infty$ corresponds to a Richardson model with parameter $\lambda \kappa$ so that an epidemic may occur provided $\lambda > 0$. To see that the previous two conclusions still hold when $\phi \in (0, \infty)$, we will first rely on a rescaling argument to estimate the rate of convergence of $P_\xi(\xi_t(x) = 0)$ in the two limiting cases $\phi = 0$ and $\phi = \infty$, respectively, where $P_\xi$ denotes the law of the IRP. These estimates will have to be good enough so that a perturbation argument can be applied. This, together with Lemma 1.1, implies that

**Theorem 3.** For all $\kappa \geq 2$ and $\lambda \in (0, \lambda_c)$, there is $\phi_c(\lambda, \kappa) \in (0, \infty)$ such that if $\phi < \phi_c(\lambda, \kappa)$ there is no epidemic for the IRP, while if $\phi > \phi_c(\lambda, \kappa)$ an epidemic may occur.

The CRP exhibits a quite different behavior since such a critical value exists if and only if the outside infection rate belongs to $(\lambda_c/\kappa, \lambda_c)$, that is:

**Theorem 4 ([12]).** For all $\kappa \geq 2$ and $\lambda \in (\lambda_c/\kappa, \lambda_c)$, there is $\phi_c(\lambda, \kappa) \in (0, \infty)$ such that if $\phi < \phi_c(\lambda, \kappa)$ there is no epidemic for the CRP, while if $\phi > \phi_c(\lambda, \kappa)$ an epidemic may occur.

The last step is to investigate the effects of the cluster size $\kappa$ on the probability of an epidemic for both models. For the mean-field model of the IRP, we have seen that, in the case $\lambda > 0$ and $\phi \geq 1$, condition (1) holds provided $\kappa$ is sufficiently large. The assumption $\phi \geq 1$ is to make sure that the sequence $1 + \phi + \cdots + \phi^{\kappa-1}$ diverges as $\kappa \to \infty$. The analogous result for the spatial version is given by the following

**Theorem 5.** For all $\phi > 1$ and $\lambda \in (0, \lambda_c)$, there is $\kappa_c(\lambda, \phi) \geq 2$ such that if $\kappa < \kappa_c(\lambda, \phi)$ there is no epidemic for the IRP, while if $\kappa > \kappa_c(\lambda, \phi)$ an epidemic may occur.

To understand the assumption $\phi > 1$, we observe that when the interactions between the clusters are removed, that is, when $\lambda = 0$, the process becomes a system of independent random walks with absorbing state 0. When $\phi > 1$ and only in this case, these random walks have a drift to the right so that the infection in a given cluster can persist a very long time. As we will see further, the previous observation is the key for proving Theorem 5. Our last result tells us that the CRP exhibits the opposite behavior in the sense that, $\phi$ being fixed, when $\lambda$ is too small, there is no epidemic whatever the cluster size. More precisely, we have the following
Fig. 2. Phase diagram of the stochastic models. The continuous curve refers to the IRP and the dashed one to the CRP. For the IRP, Theorems 1 and 3 imply that the straight line $\lambda = 0$ is an asymptote of the phase transition curve, and Theorem 5 that, when $\phi > 1$, $\lambda_c(\kappa, \phi) \to 0$ as $\kappa \to \infty$. For the CRP, Theorem 6 implies that $\lambda_c(\kappa, \phi) \to \lambda_c(\phi) > 0$ as $\kappa \to \infty$. The monotonicity follows from Lemma 1.1 and Proposition 1 of [12] while we conjecture the continuity of the two curves.

Theorem 6. For all $\phi \geq 0$ there exists $\lambda_c(\phi) \in (0, \infty)$ such that for any $\kappa \geq 1$ there is no epidemic for the CRP provided $\lambda \leq \lambda_c(\phi)$.

The key idea of the proof is that, contrary to the IRP in which the number of infected individuals in a given cluster performs a random walk with a drift to the right when $\phi > 1$, for the CRP, the clusters globally recover sufficiently often so that the number of infected individuals between two recoveries cannot exceed some threshold $\kappa_0(\phi)$ with probability close to 1. In particular, by taking $\lambda > 0$ smaller than some critical value depending on $\kappa_0(\phi)$, but independent of $\kappa$, the disease dies out. All our results are summarized in Figure 2 above.

The rest of the article is devoted to proofs. In Section 2 we rely on a rescaling argument to prove Theorem 1. In Section 3 we use the fact that, when $\lambda \in (0, \lambda_c)$, the contact process with parameter $\lambda$ converges to the “all 0” configuration while the Richardson model with growth rate $\lambda \kappa$ has a nontrivial stationary distribution, to deduce Theorem 3. The proof of
Theorem 5, partially based on random walks estimates, is carried out in Section 4. Finally, Section 5 is devoted to the proof of Theorem 6.

2. Proof of Theorem 1. In Section 1 we have seen that when \( \lambda > \lambda_c \) an epidemic may occur whatever the size of the clusters and the value of the within infection rate. In view of the monotonicity of the IRP with respect to the outside infection rate \( \lambda \), if in addition we prove that, \( \kappa \geq 1 \) and \( \phi \geq 0 \) being fixed, there exists \( \lambda_0 > 0 \) such that, when \( \lambda \leq \lambda_0 \), the “all 0” configuration is the unique stationary distribution, Theorem 1 will follow.

In order to prove the existence of such a \( \lambda_0 > 0 \), we use a rescaling argument to compare our stochastic process with an oriented percolation process on \( \mathcal{G} = \mathbb{Z}^d \times \mathbb{Z}_+ \). The rescaling argument has been invented by Bramson and Durrett \([3]\) and is reviewed in \([5]\). To make the connection between the particle system and an oriented percolation process, the basic idea is to turn the space–time of the process into a brick wall, and to associate each brick with a certain good event \( E_{z,n} \), \((z, n) \in \mathcal{G}\). For any \((z, n) \in \mathcal{G}\), we consider the vertical segment

\[
S_{z,n} = \{(z, t) : nT \leq t \leq (n + 1)T\}
\]

as well as the space–time cylinder

\[
C_{z,n} = \{(x, t) \in \mathbb{Z}^d \times \mathbb{R}_+ : x \sim z \text{ and } nT \leq t \leq (n + 1)T\}
\]

where \( T \) is a large integer to be fixed later. We say that a site \((z, n) \in \mathcal{G}\) is good if the cluster at site \( z \) is healthy at time \((n + 1)T\). We want the good event \( E_{z,n} \) to be measurable with respect to the graphical representation in \( S_{z,n} \cup C_{z,n} \) and such that on \( E_{z,n} \) site \((z, n) \) is good regardless of the value of \( \xi_{nT}(z) \) or the configuration of the system in the cylinder \( C_{z,n} \). We want this event to have a probability close to 1.

To define \( E_{z,n} \) we start by setting \( \lambda = 0 \) to make our process a collection of independent random walks. Moreover, to be in the worst case, we assume that \( \xi_{nT}(z) = \kappa \). Let \( T_0^\xi \) be the first time \( \xi_t(z) \) hits 0 after time \( nT \). Since \( \kappa < \infty \), the stopping time \( T_0^\xi \) is finite with probability 1. This, together with the Beppo–Lévi theorem, implies that, for any \( \varepsilon > 0 \), there is a large enough \( T \), fixed from now on, such that

\[
P_\xi(T_0^\xi - nT \leq T) \geq 1 - \varepsilon/2,
\]

where \( P_\xi \) denotes the law of the particle system. To define the event \( E_{z,n} \), we first require that \( T_0^\xi \leq (n + 1)T \) (which can be defined, in terms of Poisson processes, as a certain succession of \( \times \)’s and \( \bullet \)’s at site \( z \)) so that on \( E_{z,n} \) site \((z, n) \) is good provided \( \lambda = 0 \). To take into account the local interactions between the clusters when \( \lambda > 0 \), we complete the definition of \( E_{z,n} \) by requiring no arrow to come from the cylinder \( C_{z,n} \) to the segment \( S_{z,n} \).
Finally, now that $T$ is fixed so that (4) holds, we can find $\lambda_0 > 0$ so small that

$$P_\xi((z, n) \text{ is good}) \geq P_\xi(E_{z, n}) \geq 1 - \varepsilon$$

if $\lambda \leq \lambda_0$.

To complete the comparison, we now position oriented edges between sites in $G$ in order to obtain an oriented percolation model. For $(x, n), (y, m) \in G$, we draw an edge from $(x, n)$ to $(y, m)$ if and only if $x \sim y$ and $n = m$, or $x = y$ and $m = n + 1$. In that way, we may define a 1-dependent oriented percolation process on $G$ for which sites are open with probability $1 - \varepsilon$. By choosing $\varepsilon > 0$ sufficiently small, the probability of a path of length $n$ of closed sites within this percolation process decreases exponentially fast with $n$ (see (8.2) in [1]). Since the existence of an infected site at time $(n + 1)T$ implies the existence of a path of length $n$ of closed sites, Theorem 1 follows.

3. Proof of Theorem 3. In this section we first prove that, given $\lambda \in (0, \lambda_c)$ and $\kappa \geq 2$, for the spatial model with parameters $(\lambda, \kappa, \phi)$, there is no epidemic when $\phi = 0$ while an epidemic may occur when $\phi = \infty$. Then, by using a perturbation argument, we will deduce from the behavior of the IRP in the two extreme cases that there exist $\phi_1 > 0$ and $\phi_2 < \infty$ such that if $\phi < \phi_1$ there is no epidemic, while if $\phi > \phi_2$ an epidemic may occur. In view of the monotonicity of the model with respect to the parameter $\phi$, this will imply the existence of a $\phi_c \in [\phi_1, \phi_2]$ such that Theorem 3 holds.

To prove the existence of $\phi_1 > 0$ small, we let $L$ be a large integer to be fixed later and, for any site $(z, n) \in G$, introduce the space–time regions

$$A_{z, n} = (Lz, Ln) + \{(x, t) : x \in [-2L, 2L]^d \cap [0, 2L]\}$$

and

$$B_{z, n} = (Lz, Ln) + \{(x, t) : x \in [-L, L]^2 \times [L, 2L]\}.$$

A site $(z, n) \in G$ is said to be good if $\xi_t(x) = 0$ for any $(x, t) \in B_{z, n}$, that is, there is no infected individual in $B_{z, n}$. When $\lambda < \lambda_c$ and $\phi = 0$, the IRP reduces to a subcritical contact process, which implies, by Section 5 of [12], the existence of an event $F_{z, n}$ measurable with respect to the graphical representation of $\xi_t$ in $A_{z, n}$ such that on $F_{z, n}$ site $(z, n)$ is good. Moreover, for any $\varepsilon > 0$ there exists a large enough $L$, fixed from now on, such that

$$P_\xi((z, n) \text{ is good}) \geq P_\xi(F_{z, n}) \geq 1 - \varepsilon/2$$

if $\phi = 0$.

Now that $L$ is fixed, we can find $\phi_1 > 0$ small such that there is no occurrence of Poisson processes with rate $\phi$ inside $A_{z, n}$ with probability at least $1 - \varepsilon/2$ provided $\phi \leq \phi_1$. In conclusion,

$$P_\xi((z, n) \text{ is good}) \geq 1 - \varepsilon$$

if $\phi \leq \phi_1$. 
To complete the comparison with oriented percolation, we now position oriented edges between sites in $G$ as follows: For $(x, n), (y, m) \in G$ we draw an oriented edge from $(x, n)$ to $(y, m)$ if and only if $n \leq m$ and $A_{x,n} \cap A_{y,m} \neq \emptyset$. In that way, we define a $2$-dependent oriented percolation process on $G$ for which sites are open with probability $1 - \varepsilon$. Since $\varepsilon > 0$ can be chosen arbitrarily small, we can conclude, as in Section 2, that there is no epidemic when $\phi \leq \phi_1$.

To get the existence of $\phi_2 < \infty$, we now deal with the limiting case $\phi = \infty$ for which our process becomes a Richardson model $\xi_t : \mathbb{Z}^d \rightarrow \{0, \kappa\}$ with growth rate $\lambda \kappa$ (see [11]). If we think of the process as a set-valued process in which the state at time $t$ is the set of infected sites, and start the evolution with one infected cluster at the origin, then the following shape theorem holds ([4], Theorem 6, Chapter 1): there exists a convex set $A$ such that, for any $\delta > 0$, there are constants $C_1 < \infty$ and $\gamma_1 > 0$ such that

$$P_{\xi_t}((1 - \delta)tA \subset \xi_t \subset (1 + \delta)tA) \geq 1 - C_1 \exp(-\gamma_1 t).$$

(5)

Let $L$ and $\Gamma$ denote two large integers to be fixed later, set

$$H = \{(z, n) \in \mathbb{Z}^2 : z + n \text{ is even and } n \geq 0\},$$

and, for $z \in \mathbb{Z}$, introduce the spatial box

$$B_z = Lze_1 + [-L, L]^d,$$

(6)

where $e_1$ denotes the first unit vector of the $d$-dimensional lattice. We say that a site $(z, n) \in H$ is occupied if each of the clusters in the spatial box $B_z$ has $\kappa$ infected individuals at time $n \Gamma L$. Then, the shape theorem (5) implies that, for any $\varepsilon > 0$, we can pick $L$ and $\Gamma$ sufficiently large so that the set of occupied sites for the Richardson model $\xi_t$ dominates the set of wet sites in a $1$-dependent oriented percolation process with parameter $1 - \varepsilon/2$.

To extend the result to $\phi < \infty$ sufficiently large, we require the following good event, denoted by $G_{z,n}$. For any $x \in B_{z-1} \cup B_{z+1}$, we follow the line $\{x\} \times [n\Gamma L, (n + 1)\Gamma L]$ by going forward in time. Each time we encounter a $\times$, we require the next $\bullet$ to appear before a new $\times$ or $\kappa$-arrow is encountered. This good event assures us that the model with parameters $(\lambda, \kappa, \phi)$ exhibits the same behavior as the Richardson model introduced above in the spatial box $B_{z-1} \cup B_{z+1}$ from time $n \Gamma L$ to time $(n + 1)\Gamma L$. To estimate the probability of our good event, we first observe that, in view of the parameters of the Poisson processes involved in our graphical representation, the probability of going through a $\bullet$ before any $\times$’s or $\kappa$-arrow is given by

$$\frac{(\kappa - 1)\phi}{(\kappa - 1)\phi + 2d\lambda + \kappa}.$$  

Let $M$ denote the number of $\times$’s contained in $\{B_{z-1} \cup B_{z+1}\} \times [n\Gamma L, (n + 1)\Gamma L]$. In view of the properties of the exponential distribution, we get

$$E_{\xi_t}(M) = \kappa(4L + 1)(2L + 1)^d \Gamma L$$
since there are \((4L + 1)(2L + 1)^{d-1}\) sites in \(B_{z-1} \cup B_{z+1}\). Finally, by decomposing the event to be estimated according to whether \(M > 2E_\xi(M)\) or not, large deviation estimates imply that
\[
P_\xi(G_{z,n}) \geq 1 - C_2 \exp(-\gamma_2 \Gamma L) - 2\kappa(4L + 1)(2L + 1)^{d-1}\Gamma L \times \frac{2d\lambda + \kappa}{(\kappa - 1)\phi + 2d\lambda + \kappa}
\]
for appropriate \(C_2 < \infty\) and \(\gamma_2 > 0\). In particular, by setting \(\phi = \exp(\Gamma L)\), and then choosing \(L\) sufficiently large, \(P_\xi(G_{z,n})\) can be made greater than \(1 - \varepsilon/2\). Putting things together, it follows that the set of occupied sites for the model with parameters \((\lambda, \kappa, \phi)\) dominates the set of wet sites in a 1-dependent oriented percolation process with parameter \(1 - \varepsilon\).

To construct our nontrivial stationary distribution, we start \(\xi_t\) from the “all \(\kappa\)" configuration, run the process to time \(S\), take the Cesaro average of the distribution at times \(0 \leq s \leq S\) and extract a convergent subsequence. By Liggett ([9], Proposition 1.8) the limit \(\mu\) is a stationary measure. Since percolation occurs with positive probability when \(\varepsilon > 0\) is small enough,
\[
\lim \inf_{n \to \infty} \mu((z, n) \text{ is occupied}) \geq \lim \inf_{n \to \infty} P_\varepsilon((z, n) \text{ is wet}) > 0,
\]
where \(P_\varepsilon\) denotes the law of the oriented percolation process with parameter \(1 - \varepsilon\), which implies that \(\mu\) concentrates on configurations with infinitely many infected clusters.

4. Proof of Theorem 5. In this section we prove that if \(\lambda \in (0, \lambda_c)\) and \(\phi > 1\) there exists a critical value \(\kappa_c \geq 2\) such that if \(\kappa < \kappa_c\) the IRP converges to the “all 0” configuration, while if \(\kappa > \kappa_c\) there is a nontrivial equilibrium. First of all, if \(\kappa = 1\) the value of \(\phi\) is irrelevant and the process reduces to a basic contact process with parameter \(\lambda < \lambda_c\) so that the “all 0” configuration is the unique stationary distribution. In particular, in view of the monotonicity of the IRP with respect to \(\kappa\), it suffices to prove the existence of a large \(\kappa_0\) such that the process with parameters \((\lambda, \kappa_0, \phi)\) has a nontrivial stationary distribution. This will imply Theorem 5.

To prove the existence of such a \(\kappa_0\), the strategy is to compare the particle system with a 1-dependent oriented percolation process on \(\mathcal{H}\). To rescale the particle system, we let \(T_\kappa = \kappa^2\), and say that a site \((z, n) \in \mathcal{H}\) is occupied if at any time \(t \in [nT_\kappa, (n + 1)T_\kappa]\) there is at least one infected individual at site \(ze_1\), where \(e_1\) denotes the first unit vector of the \(d\)-dimensional lattice. Theorem 5 then follows from the following.

**Lemma 4.1.** Let \(\lambda > 0\) and \(\phi > 1\). Then, for any \(\varepsilon > 0\), there exists a large enough \(\kappa\) such that the set of occupied sites dominates the set of wet sites in a 1-dependent oriented percolation process with parameter \(1 - \varepsilon\).
The first step is to investigate the behavior of an isolated cluster when the outside infection rate is set to 0. More precisely, we need some estimates on the first recovery time of a large cluster, the main ingredient (given in Lemma 4.4) being that, with probability close to 1, the infection dies out quickly or persists at least $2T_\kappa$ units of time.

**Random walk estimates.** To figure out the behavior of an isolated cluster, we first consider the continuous-time random walk $X_t \in \{0, 1, \ldots, \kappa\}$ that makes transitions

$$i \rightarrow \begin{cases} i + 1, & \text{at rate } i\phi, \\ i - 1, & \text{at rate } i, \end{cases} \quad \text{when } 1 \leq i \leq \kappa - 1,$$

and $\kappa \rightarrow \kappa - 1$ at rate $\kappa$. In particular, $X_t$ is equal in distribution to $\xi_t(x)$, the number of infected individuals at site $x \in \mathbb{Z}^d$, when $\lambda = 0$. To estimate the recovery time of a given cluster, we also introduce the stopping time

$$\tau_0 = \inf\{t \geq 0 : X_t = 0\}$$

and the good event

$$\Omega_\kappa = \{X_t = \kappa \text{ for some } t < 2T_\kappa\}.$$

The aim is to prove that, with probability close to 1 when $\kappa$ is large, $\tau_0 > 2T_\kappa$ on the event $\Omega_\kappa$ while the random walk returns quickly to 0 on the event $\Omega_\kappa^c$. By convention, all through this section the subscripts and superscripts on the probabilities denote the process and its initial state respectively (e.g., $P^\kappa_X$ for the law of the process $X_t$ starting from $X_0 = \kappa$).

**Lemma 4.2.** Let $\phi > 1$. Then there exist $C_3 < \infty$ and $\gamma_3 > 0$ such that

$$P^\kappa_X(\tau_0 < 2T_\kappa) \leq 4\kappa\phi T_\kappa \phi^{-\kappa} + C_3 \exp(-\gamma_3 T_\kappa).$$

**Proof.** The basic idea is to deduce the result from similar estimates for the asymmetric discrete-time random walk $X_n$ that makes transitions

$$i \rightarrow \begin{cases} i + 1, & \text{with probability } \phi/(1 + \phi), \\ i - 1, & \text{with probability } 1/(1 + \phi), \end{cases} \quad \text{when } i \leq \kappa - 1,$$

and $\kappa \rightarrow \kappa - 1$ with probability 1. Let $Y_n \in \mathbb{Z}$ be the backward random walk with transitions

$$i \rightarrow \begin{cases} i + 1, & \text{with probability } 1/(1 + \phi), \\ i - 1, & \text{with probability } \phi/(1 + \phi), \end{cases}$$

and, for any $i \leq 0$, $p_i$ the probability that $Y_n = 0$ for some $n \geq 0$ when starting from $Y_0 = i$. Decomposing according to whether $Y_n$ first jumps to $i - 1$ or $i + 1$ leads to

$$p_i = \frac{\phi}{1 + \phi} p_{i-1} + \frac{1}{1 + \phi} p_{i+1} \quad \text{and} \quad p_0 = 1.$$
Since $p_i \to 0$ as $i \to -\infty$, it follows that $p_i = \phi^i$, which implies that, for any $n \geq 0$,

$$P_X^p(X_n \leq 0) \leq P_Y^{-\kappa}(Y_j = 0 \text{ for some } j \geq 0) = p_{-\kappa} = \phi^{-\kappa}.$$ 

Let $K_t$ denote the number of times the process $X_s$ jumps by time $t$. Since $X_s$ makes transitions at rate at most $\kappa \phi$, large deviation estimates imply that

$$P_X^p(K_t > 2\kappa \phi t) \leq C_3 \exp(-\gamma_3 t/2)$$

for appropriate $C_3 < \infty$ and $\gamma_3 > 0$. Putting things together and decomposing according to whether $K_{2T_\kappa}$ is smaller or greater than $4\kappa \phi T_\kappa$, we obtain

$$P_X^p(\tau_0 < 2T_\kappa) \leq P_X^p(\tau_0 < 2T_\kappa; K_{2T_\kappa} < 4\kappa \phi T_\kappa) + P_X^p(K_{2T_\kappa} \geq 4\kappa \phi T_\kappa)$$

$$\leq P_X^p(X_n \leq 0 \text{ for some } n < 4\kappa \phi T_\kappa) + P_X^p(K_{2T_\kappa} \geq 4\kappa \phi T_\kappa)$$

$$\leq \sum_{n=1}^{4\kappa \phi T_\kappa} P_X^p(X_n \leq 0) + C_3 \exp(-\gamma_3 T_\kappa)$$

$$\leq 4\kappa \phi T_\kappa \phi^{-\kappa} + C_3 \exp(-\gamma_3 T_\kappa).$$

This completes the proof of the lemma. □

**Lemma 4.3.** Let $\phi > 1$. Then there exist $C_4 < \infty$ and $\gamma_4 > 0$ such that for any $t < 2T_\kappa$

$$P_X^1(\tau_0 > t; \Omega_{2T_\kappa}^c) \leq C_4 \exp(-\gamma_4 t).$$

**Proof.** To begin with, we prove the analogous result for the asymmetric random walk $Z_n \in \mathbb{Z}$ that makes transitions

$$i \to \begin{cases} i + 1, & \text{with probability } \phi/(1 + \phi), \\ i - 1, & \text{with probability } 1/(1 + \phi). \end{cases}$$

Let $\sigma_0$ denote the first time $Z_n = 0$ and $p = \phi/(1 + \phi)$. First of all, since

$$E_Z^1[Z_n - Z_0] = (2p - 1)n,$$

large deviation estimates on $Z_n$ imply that, for any $\delta > 0$,

$$P_Z^1(Z_n \leq (2p - 1 - \delta)n) \leq C_5 \exp(-\gamma_5 n)$$

for appropriate $C_5 < \infty$ and $\gamma_5 > 0$. In other respects, since $\phi > 1$, and so $p > 0.5$, we can find a sufficiently small $\delta > 0$ such that $2p - 1 - \delta > 0$, which implies that

$$P_Z^1(n < \sigma_0 < \infty) = \sum_{k=n+1}^{\infty} P_Z^1(\sigma_0 = k)$$
\[ \leq \sum_{k=n+1}^{\infty} P_{Z_k}^1(Z_k \leq 0) \]
\[ \leq C_5 \sum_{k=n+1}^{\infty} \exp(-\gamma_5 k) \]
\[ \leq C_6 \exp(-\gamma_5 n). \]

To deduce the result for \( X_s \), we first observe that, on \( \Omega^c_\kappa \) and by time \( \min(\tau_0, 2T_\kappa) \), the continuous-time random walk \( X_s \) is just a time change of \( Z_n \). Since \( X_s \) jumps at rate at least 1 by time \( \tau_0 \), the probability that \( K_t < t \) (where \( K_t \) denotes the number of jumps by time \( t \)) when \( \tau_0 > t \) is smaller than \( C_7 \exp(-\gamma_7 t) \). In conclusion, for any \( t < 2T_\kappa \), we get

\[ P_1(X(\tau_0 > t; \Omega^c_\kappa) \leq P_1(X(\tau_0 > t; \Omega^c_\kappa; K_t < t) \]
\[ \leq P_2^1(t < \sigma_0 < \infty) + P_1^1(\Omega^c_\kappa; K_t < t) \]
\[ \leq C_6 \exp(-\gamma_6 t) + C_7 \exp(-\gamma_7 t) \leq C_4 \exp(-\gamma_4 t) \]

for appropriate \( C_4 < \infty \) and \( \gamma_4 > 0 \). This completes the proof.

\[ \square \]

**Lemma 4.4.** Let \( \phi > 1 \) and \( T_\kappa = \kappa^2 \). Then there exist \( C_8 < \infty \) and \( \gamma_8 > 0 \) such that

\[ P_1^1(t < \tau_0 < 2T_\kappa, \Omega_\kappa) \leq C_8 \exp(-\gamma_8 \kappa) + C_8 \exp(-\gamma_8 t). \]

**Proof.** To begin with, we observe that, on the event \( \Omega_\kappa \), the first time \( X_s \) hits 0 when \( X_0 = \kappa \) is bounded in distribution by the first time it hits 0 when \( X_0 = 1 \) so that

\[ P_1^1(\tau_0 < 2T_\kappa; \Omega_\kappa) \leq P_1^\kappa(\tau_0 < 2T_\kappa) \]

In particular, by decomposing the event to be estimated according to whether \( \Omega_\kappa \) occurs or not, it follows from Lemma 4.2 and Lemma 4.3 that

\[ P_1^1(t < \tau_0 < 2T_\kappa) \leq P_1^1(t < \tau_0 < 2T_\kappa; \Omega_\kappa) + P_1^1(t < \tau_0 < 2T_\kappa; \Omega^c_\kappa) \]
\[ \leq P_1^1(\tau_0 < 2T_\kappa; \Omega_\kappa) + P_1^1(\tau_0 > t; \Omega^c_\kappa) \]
\[ \leq 4\kappa^3 \phi^{1-\kappa} + C_3 \exp(-\gamma_3 \kappa^2) + C_4 \exp(-\gamma_4 t) \]
\[ \leq C_8 \exp(-\gamma_8 \kappa) + C_8 \exp(-\gamma_8 t) \]

for suitable \( C_8 < \infty \) and \( \gamma_8 > 0 \). This completes the proof of the lemma. \( \square \)

**Proof of Lemma 4.1.** To deduce Lemma 4.1, we show that if the cluster at site 0 has at least one infected individual from time 0 to time \( T_\kappa \), that is, site \( (0, 0) \) is occupied, then this individual gives birth at site \( z \sim 0 \)
and by time $T_\kappa$ to an infection that survives at least $2T_\kappa$ units of time, so that $(z, 1)$ is occupied. The probability of this event has to be greater than $1 - \varepsilon$ for $\kappa$ sufficiently large.

Each time the infected individual at site 0 gives rise to a new infection at site $z$, we call this infection a strong infection if it lives at least $2T_\kappa$ units of time (at site $z$). Let $\sigma^z$ denote the first time a strong infection is born at site $z$, that is,

$$\sigma^z = \inf\{t \geq 0 : \xi_s(z) \neq 0 \text{ for any } t \leq s \leq t + 2T_\kappa\}.$$ 

Then, Lemma 4.1 follows from the following.

**Lemma 4.5.** Let $\lambda > 0$, $\phi > 1$ and $T_\kappa = \kappa^2$. Then $P_\xi(\sigma^z > T_\kappa) \to 0$ as $\kappa \to \infty$.

**Proof.** The proof relies on a restart argument. The basic idea is that each time the cluster at site $z$ gets infected (between time 0 and time $T_\kappa$), the infection dies out quickly or lives at least $2T_\kappa$ units of time. In particular, the number of trials before having a strong infection can be made arbitrarily large by choosing $\kappa$ large enough. Since a geometrical number of trials suffices, the first strong infection will appear by time $T_\kappa$ with probability close to 1. To make this argument precise, we introduce, for any $i \geq 1$, the stopping times

$$\rho_i = \inf\{t \geq \bar{\rho}_{i-1} : \xi_t(z) = 1\} \quad \text{and} \quad \bar{\rho}_i = \inf\{t \geq \rho_i : \xi_t(z) = 0\}$$

with the convention $\bar{\rho}_0 = 0$. That is, $\rho_i$ is the $i$th time the cluster at site $z$ gets infected, and $\bar{\rho}_i$ is the $i$th time the cluster recovers. Let

$$N = \inf\{i \geq 1 : \bar{\rho}_i - \rho_i > 2T_\kappa\}$$

so that $\rho_N = \sigma^z$, the first time a strong infection is born at site $z$. By decomposing the event to be estimated according to the number of trials $N$, we get

$$P_\xi(\sigma^z > T_\kappa) = \sum_{n=1}^{\infty} P_\xi(\rho_n > T_\kappa | N = n)P_\xi(N = n)$$

$$\leq \sum_{n=1}^{\infty} P_\xi(\rho_{i+1} - \rho_i > T_\kappa/n \text{ and } \bar{\rho}_i - \rho_i \leq 2T_\kappa \text{ for some } i \leq n - 1)$$

$$\times P_\xi(N = n)$$

$$\leq \sum_{n=1}^{\infty} \sum_{i=1}^{n-1} P_\xi(\rho_{i+1} - \rho_i > T_\kappa/n \text{ and } \bar{\rho}_i - \rho_i \leq 2T_\kappa)P_\xi(N = n)$$

$$\leq \sum_{n=1}^{\infty} nP_\xi(\rho_2 - \rho_1 > T_\kappa/n \text{ and } \bar{\rho}_1 - \rho_1 \leq 2T_\kappa)P_\xi(N = n).$$
To prove that the previous series can be made arbitrarily small by taking \( \kappa \) large enough, we first observe that, since \( X_t \) has a drift to the right, there is a constant \( q = q(\phi) > 0 \) such that

\[
P_{\lambda t}^1(\Omega_\kappa) > q \quad \text{for any } \kappa \geq 1.
\]

This, together with Lemma 4.2, implies that \( P_{\lambda t}^1(\tau_0 > 2T_\kappa) = q_\kappa > q/2 \) for all \( \kappa \) sufficiently large. In particular, for any \( \varepsilon > 0 \), there exists a large enough \( n_\varepsilon \) such that

\[
\sum_{n=n_\varepsilon}^{\infty} nP_\xi(N = n) = \sum_{n=n_\varepsilon}^{\infty} nq_\kappa(1 - q_\kappa)^{n-1} \leq \varepsilon/2.
\]

To show that the first \( n_\varepsilon \) terms tend to 0 as \( \kappa \to \infty \), we first observe that

\[
P_\xi(\rho_2 - \bar{\rho}_1 > T_\kappa/2n) \leq P_\xi(\rho_2 - \bar{\rho}_1 > T_\kappa/2n) + P_\xi(T_\kappa/2n < \bar{\rho}_1 - \rho_1 \leq 2T_\kappa).
\]

Since there is at least one infected individual at site 0, we get

\[
P_\xi(\rho_2 - \bar{\rho}_1 > T_\kappa/2n) \leq \exp(-\lambda T_\kappa/2n_\varepsilon) \quad \text{for } n \leq n_\varepsilon.
\]

In other respects, Lemma 4.4 implies that \( P_\xi(T_\kappa/2n < \bar{\rho}_1 - \rho_1 \leq 2T_\kappa) \) tends to 0 as \( \kappa \to \infty \). In conclusion,

\[
\sum_{n=1}^{n_\varepsilon} nP_\xi(\rho_2 - \rho_1 > T_\kappa/n \text{ and } \bar{\rho}_1 - \rho_1 \leq 2T_\kappa) \leq \varepsilon/2
\]

for \( \kappa \) sufficiently large, which completes the proof. \( \Box \)

Lemma 4.5 implies that if there is an infected individual at site 0 at any time \( t \in [0,T_\kappa] \), then, with probability close to 1 when \( \kappa \) is large, the clusters at sites \( z, z \sim 0 \), have at least one infected individual at any time \( t \in [T_\kappa,2T_\kappa] \), which proves Lemma 4.1. The existence of a nontrivial stationary distribution can then be deduced from Lemma 4.1 as in Section 3. \( \Box \)

5. Proof of Theorem 6. In this section we now deal with the CRP, that is, the recovery mechanism is now described by the transitions \( i \to 0, i = 1,2,\ldots,\kappa, \) at rate 1. We prove that, contrary to the IRP, for any within infection rate \( \phi \geq 0 \), we can find a critical value \( \lambda_c(\phi) \) such that, provided \( \lambda \leq \lambda_c(\phi) \), there is no epidemic whatever the cluster size. As explained in Section 1, the key idea of the proof is that the state of each cluster returns to 0 sufficiently often so that, between two consecutive recoveries, the number of infected individuals in a given cluster cannot exceed some threshold \( \kappa_0 \) with probability close to 1.
As previously, we rely on a rescaling argument to compare the particle system with the oriented percolation process introduced in Section 1. For any \((z, n) \in G = \mathbb{Z}^d \times \mathbb{Z}_+,\) let \(S_{z,n}\) be the vertical segment and let \(C_{z,n}\) be the space–time cylinder given by (2) and (3), respectively. The good event, denoted by \(H_{z,n}\), we now consider has to be measurable with respect to the graphical representation in \(C_{z,n}\) and assure us that, at time \((n+1)T\), the cluster at site \(z\) is healthy.

To construct the good event \(H_{z,0}\), we first require the clusters at sites \(x, x \sim z\), to recover at least once between time 0 and time \(T/2\) (which corresponds to at least one occurrence of Poisson processes with rate 1 by time \(T/2\); and the cluster at site \(z\) to recover at least once between time \(T/2\) and time \(T\). The probability of this event can be estimated

\[
P_\eta\text{(there is at least one } x \sim z \text{ on the segment } \{x\} \times [0, T/2] \text{ for any } x \sim z \text{ and at least one } x \sim z \text{ on the segment } \{z\} \times [T/2, T]) \geq 1 - (2d + 1) \exp(-T/2),
\]

where \(P_\eta\) denotes the law of the CRP. In particular, given \(\varepsilon > 0\), there is a large enough \(T\), fixed from now on, so that the previous event has probability at least \(1 - \varepsilon/3\). The reason why we want the neighboring clusters of \(z\) to recover at least once by time \(T/2\) is to control the number of infected individuals around \(z\) until time \(T\); the aim is to prevent infections at site \(z\) coming from the outside.

To estimate the number of infected individuals in the neighborhood of \(z\) until time \(T\), we introduce the continuous-time random walk \(Z_t \in \mathbb{Z}_+\) that makes transitions

\[
i \to \begin{cases} i + 1, & \text{at rate } i\phi, \\ 1, & \text{at rate } 1. \end{cases}
\]

By monotonicity of the sequence \(\{Z_t \leq n, \forall t \leq T\}, n \geq 1\), the Beppo–Lévi theorem implies that

\[
\lim_{n \to \infty} P_1^1(Z_t \leq n \text{ for all } t \leq T) = P_1^1(Z_t < \infty \text{ for all } t \leq T) = 1,
\]

where \(P_1^1\) denotes the law of the process \(Z_t\) starting from \(Z_0 = 1\). In particular, we can find a sufficiently large \(\kappa_0 < \infty\) depending on \(\phi\) and \(T\), fixed from now on, such that

\[
P_1^1(Z_t \geq \kappa_0 \text{ for some } 0 \leq t \leq T) \leq \varepsilon/6d.
\]

Moreover, since the neighboring clusters of \(z\) recover at least once by time \(T/2\), for any \(x \sim z\) and any time \(t \in [T/2, T]\), we get \(\eta_t(x) \leq Z_t\) in distribution so that

\[
P_\eta(\eta_t(x) \geq \kappa_0 \text{ for some } x \sim z \text{ and some } T/2 \leq t \leq T) \leq \varepsilon/3.
\]
We now fix $\lambda_c(\phi)$ so that, with high probability, no epidemic may occur provided $\lambda \leq \lambda_c(\phi)$. When $\kappa \leq \kappa_0$, the result follows from Theorem 2 by taking $\lambda_c(\phi) = \lambda_c/\kappa_0$. To deal with the nontrivial case $\kappa > \kappa_0$, we complete the construction of our good event $H_{z,0}$ by requiring no infection of site $z$ coming from the outside, that is, from a site $x$ with $x \sim z$, until time $T$. Since each of the neighboring clusters of $z$ has at most $\kappa_0$ infected individuals, this occurs if no $i$-arrow with $1 \leq i \leq \kappa_0$ points at site $z$ between time $T/2$ and time $T$, an event with probability

$$\exp(-d\lambda\kappa_0 T),$$

which can be made greater than $1 - \epsilon/3$ by choosing $\lambda > 0$ sufficiently small. Since there is no outside infection at site $z$ and the cluster at $z$ recovers at least once between times $T/2$ and $T$, the event $H_{z,0}$ assures us that $z$ is healthy at time $T$. Finally, the probability of $H_{z,0}$ being greater than $1 - \epsilon$ with $\epsilon > 0$ arbitrarily small, Theorem 6 follows from a comparison with the oriented percolation process introduced in Section 2.

Acknowledgments. The authors wish to thank Ellen Saada and Claudia Neuhauser for the time they devoted to them and fruitful discussions, and an anonymous referee for his suggestions to simplify some of the proofs.

REFERENCES

[1] van den Berg, J., Grimmett, G. and Schinazi, R. (1998). Dependent random graphs and spatial epidemics. *Ann. Appl. Probab.* 8 317–336. MR1624925
[2] Bezuidenhout, C. and Grimmett, G. (1990). The critical contact process dies out. *Ann. Probab.* 18 1462–1482. MR1071804
[3] Bramson, M. and Durrett, R. (1988). A simple proof of the stability theorem of Gray and Griffeath. *Probab. Theory Related Fields* 80 293–298. MR968822
[4] Durrett, R. (1988). *Lecture Notes on Particle Systems and Percolation*. Wadsworth, Pacific Grove, CA. MR940469
[5] Durrett, R. (1995). Ten lectures on particle systems. *Lectures on Probability Theory. Lecture Notes in Math.* 1608 97–201. Springer, Berlin. MR1383122
[6] Durrett, R. and Levin, S. (1994). The importance of being discrete (and spatial). *Theor. Popul. Biol.* 46 363–394.
[7] Harris, T. (1972). Nearest neighbor Markov interaction processes on multidimensional lattices. *Adv. in Math.* 9 66–89. MR307392
[8] Harris, T. E. (1974). Contact interactions on a lattice. *Ann. Probab.* 2 969–988. MR356292
[9] Liggett, T. M. (1985). *Interacting Particle Systems*. Springer, New York. MR776231
[10] Liggett, T. M. (1999). *Stochastic Interacting Systems: Contact, Voter and Exclusion Processes*. Springer, Berlin. MR1717346
[11] Richardson, D. (1973). Random growth in a tesselation. *Proc. Cambridge Philos. Soc.* 74 512–528. MR329079
[12] Schinazi, R. (2002). On the role of social clusters in the transmission of infectious diseases. *Theor. Popul. Biol.* 61 163–169.
