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Abstract—In the analysis and control of discrete-time linear time-invariant systems, the spectral radius of the system state matrix plays an essential role. Usually, it is assumed that system matrices are known, from which the spectral radius can be directly computed. Instead, we consider the setting where the system is affected by process noise, and one has only finitely many samples of system input and state measurements. We provide two methods for estimating the spectral radius and derive error bounds that hold with high probability. Moreover, we show how to use the derived results to test stabilizability for networked control systems (NCSs) with lossy channels when only finitely many samples of the system input, state, and packet drop sequence are available.

I. INTRODUCTION

Due to the development of sensing, communication, and computation techniques, data availability is steadily increasing, which has motivated a surge of research in directly using data for control system analysis and design. For example, without explicit system identification, finite-sample-based criteria are proposed to evaluate the controllability [1], [2], passivity/dissipativity [3], [4], [5], [6] and $L_2$ gain [7] of the underlying dynamical systems.

This paper considers using data to estimate the spectral radius of the system state matrix and check the stabilizability of networked control systems (NCSs). The knowledge of the spectral radius of the system state matrix is fundamental in linear system analysis and control design. For example, in networked control over channels affected by packet drops, the spectral radius of the open-loop system state matrix must satisfy specific conditions depending on the packet reception rate to ensure stabilizability [8], [9]. In various applications, the system parameters are reconstructed from a finite amount of input-output or input-state data. Estimates of the spectral radius derived from noisy data are subject to errors and thus may lead to wrong conclusions about critical properties of the system. For example, in networked control over channels affected by packet drops, if the stabilizability margin is small, a significant error in the spectral radius may result in an erroneous conclusion about stabilizability.

The work [10] and [11] show how to determine stability and stabilizability properties of linear systems from a finite amount of data. The authors of [10] aim to assess the stability of an unknown deterministic switched linear system from a finite number of trajectories. They provide a chance-constrained optimization-based approach and give probabilistic stability guarantees. For networked control over lossy channels, [11] shows how to use finitely many samples of the packet drop sequence to estimate the channel statistics and further determine whether stabilizability conditions for NCSs hold. In this paper, we address the same problem as in [11] but in the more challenging scenario where both the channel statistics and the system matrices are unknown.

We estimate the spectral radius from finitely many input-state data, propose two estimation algorithms, and derive small error bounds which hold with high probability by leveraging recent results on non-asymptotic least-square system identification [12] [13] and matrix eigenvalue perturbation techniques [14]. The derived sample complexity bound scales linearly with the system dimension. Moreover, based on the above methods, we propose an algorithm to determine whether the stabilizability condition for networked control over lossy channels holds from a finite amount of system input, state, and packet drop samples. The proposed algorithm uses the estimated spectral radius and the packet reception rate to check whether a suitably defined stabilizability inequality holds. We show that the sample complexity for testing stabilizability scales in a way inversely proportional to the square of the stabilizability margin.

This paper is organized as follows. In Section II we give the problem formulation. The finite-sample estimation of the spectral radius is studied in Section III. The data-based NCS stabilizability test is provided in Section IV. Simulations are given in Section V and conclusions are provided in Section VII.

Notation: $\rho(\cdot)$ denotes the spectral radius of a matrix. $\lambda_{\max}(\cdot)(\lambda_{\min}(\cdot))$ denotes the maximal (minimal) eigenvalue of a positive semi-definite matrix. $\|A\|$ represents the spectral norm of the matrix $A$. $\log(x)$ denotes the logarithm of $x$ in base $e$.

II. PROBLEM FORMULATION

Consider the LTI system

$$x_{t+1} = Ax_t + Bu_t + w_t,$$

where $x_t \in \mathbb{R}^n$, $u_t \in \mathbb{R}^p$, $w_t \sim \mathcal{N}(0, \sigma_w^2 I)$ and the process noises $\{w_0, w_1, \ldots\}$ are independent. We assume that matrices $A$ and $B$ are unknown and address the problem of estimating the spectral radius $\rho(A)$ from collected input and state measurements and of providing probabilistic bounds for the estimation error.

Moreover, we consider the networked control setting where sensors measure the system state $x_t$ and transmit it.
to the controller through a wireless communication channel, suffering from Bernoulli packet drops [8] with packet reception rate \( q \in (0, 1) \). The packet drop event is denoted by a binary variable \( \gamma \), which is 0 if the packet is lost and 1 otherwise. As shown in [8], there exist an estimator and a controller such that closed-loop control system is mean square stable, only if the following condition holds

\[
q > 1 - \frac{1}{\rho(A)^2}.
\]  
(2)

We assume that the precise value of \( q \) and \( \rho(A) \) are unknown. We aim to provide a method of using the collected input/state measurements and communication channel samples to determine whether the stabilizability condition (2) holds. In the presence of a finite amount of data, due to estimation errors, we can never correctly assert whether the equality \( q = 1 - 1/\rho(A)^2 \) holds. Therefore, throughout this paper, we assume that \( q \neq 1 - 1/\rho(A)^2 \).

### III. Finite-Sample-Based Spectral Radius Estimation

This section provides two algorithms for estimating the spectral radius from a finite amount of input-state samples of (1) and derive estimation error bounds. The first algorithm utilizes all data samples to generate the estimate, and the associated performance bound is data-dependent. The second method requires multiple system trajectories and uses the last input and the last two state measurements in each trajectory to generate the estimate, which allows deriving a data-independent estimation error bound.

The first algorithm is more data-efficient than the second one, and the associated bounds can be tighter. However, the sample complexity analysis is prohibitive. In contrast, the error bound of the second algorithm is a function of system parameters and the number of trajectories \( N \) only. The explicit dependence on \( N \) allows deriving sample complexity results, i.e., to determine how many system trajectories are needed to achieve the desired estimation accuracy.

#### A. Data-Dependent Estimation Error Bounds

We consider the estimation procedure in Algorithm 1.

**Algorithm 1** Finite-sample-based Spectral Radius Estimation

**Input:** collect independent data \( \{u(l), x(l), x_+(l)\} \) for \( l = 1, \ldots, M \), where \( x_+(l) = Ax(l) + Bu(l) + w(l) \)

1: use least-squares to estimate the system state matrix \((A, B)\), i.e.,

\[
(\hat{A}, \hat{B}) = \arg\min_{A, B} \sum_{l=1}^{M} \|x_+(l) - Ax(l) - Bu(l)\|^2
\]  
(3)

\[
= \left( \sum_{l=1}^{M} x_+(l) [x_+(l)]^\top \right) \left( \sum_{l=1}^{M} [u(l)]^\top \right)^{-1}
\]

2: calculate \( \rho(\hat{A}) \) and return \( \rho(\hat{A}) \) as an estimate of \( \rho(A) \).

In Algorithm 1, independent data tuple \( \{u(l), x(l), x_+(l)\} \) means the random samples \( u(l), x(l), x_+(l) \) are independent. Independent data tuples can be constructed from a trajectory of (1) by using random inputs since the process samples at different times are independent. Besides, even though in (3) we also obtain an estimate \( \hat{B} \) for the input matrix, it will not be used in this paper.

The next lemma provides data-dependent error bounds for the least-square estimate (3) in Algorithm 1.

**Lemma 1 (Proposition 3 of [12]):** Assume that \( M \geq n + p \), then, with probability at least \( 1 - \delta \), the least-square estimate in (3) satisfies

\[
\|\hat{A} - A\| \leq C(n, p, \delta) \sqrt{E\Phi^{-1}} = C(n, p, \delta) \sqrt{\frac{1}{n} \sum_{l=1}^{M} [u(l)]^\top [u(l)]},
\]  
(4)

where \( \Phi = \sum_{l=1}^{M} [x(l)]^\top [x(l)]^\top \), \( C(n, p, \delta) = \sigma_w^2 (\sqrt{n} + \sqrt{n} + \sqrt{\log(1/\delta)})^2 \). If \( \Phi \) has a zero eigenvalue, we set \( C(n, p, \delta) \Phi^{-1} = +\infty \).

From Lemma 1, we can obtain an error bound for estimating \( A \). Define \( E = [I, 0] \). Then, we have \( (\hat{A} - A)^\top (\hat{A} - A) \leq \frac{1}{2} \lambda_{\max}^2 (E\Phi^{-1}E^\top) := f_1(\delta) \).

The spectral radius estimation error bound of Algorithm 1 will be based on (4) and the following eigenvalue perturbation result.

**Lemma 2 (Theorem VIII.1.1 in [14]):** Suppose \( P \) and \( Q \) are two \( n \times n \) matrices with eigenvalues \( \alpha_1, \ldots, \alpha_n \), and \( \beta_1, \ldots, \beta_n \), respectively, then we have

\[
\mathop{\max}_{i} |\alpha_i - \beta_i| \leq (||P|| + ||Q||)^{-1} \frac{1}{2} ||P - Q||^\frac{1}{2}.
\]  
(5)

Moreover, when \( P = Q \) or \( P = -Q = I \), the equality in (5) holds.

**Theorem 1:** Consider Algorithm 1, fix a failure probability \( \delta \in (0, 1) \), and assume that \( M \geq n + p \). Then, it holds with probability at least \( 1 - \delta \) that

\[
|\rho(A) - \rho(\hat{A})| \leq \left( 2\|\hat{A}\| + f_1(\delta) \right)^{\frac{1}{2}} (f_1(\delta))^{\frac{1}{n}} := f_2(\delta),
\]  
(6)

where \( f_1(\delta) \) is defined in (4).

**Proof:** Suppose the eigenvalues of \( A \) and \( \hat{A} \) are \( \alpha_1, \ldots, \alpha_n \), and \( \beta_1, \ldots, \beta_n \), respectively. Without loss of generality, assume \( \beta_j \) are arranged in magnitude decreasing order, i.e., \( \rho(A) = |\beta_1| \geq |\beta_2| \geq \ldots \geq |\beta_n| \). Then from Lemma 2 for all \( j \), we have

\[
|\alpha_{\sigma(j)} - \beta_j| \leq (||A|| + ||\hat{A}||)^{\frac{1}{2}} ||A - \hat{A}||^{\frac{1}{2}},
\]

where \( \sigma(j) = \mathop{\arg\min}_{i} |\alpha_i - \beta_j| \). In view of the above inequality we have

\[
|\beta_j| \leq (||A|| + ||\hat{A}||)^{\frac{1}{2}} ||A - \hat{A}||^{\frac{1}{2}} + |\alpha_{\sigma(j)}|.
\]

Let \( j = 1 \), we have

\[
\rho(A) = |\beta_1| \leq (||A|| + ||\hat{A}||)^{\frac{1}{2}} ||A - \hat{A}||^{\frac{1}{2}} + |\alpha_{\sigma(1)}|
\]
Since in Lemma 2 the matrices $P$ and $Q$ can be exchanged, following similar derivations, we can also obtain that

$$
\rho(A) \leq (\|A\| + \|\hat{A}\|) \left( \frac{1}{2} \right)^{\frac{1}{2}} \|A - \hat{A}\|^{\frac{1}{2}} + \rho(\hat{A}).
$$

Therefore, we conclude that

$$
|\rho(A) - \rho(\hat{A})| \leq (\|A\| + \|\hat{A}\|) \left( \frac{1}{2} \right)^{\frac{1}{2}} \|A - \hat{A}\|^{\frac{1}{2}}.
$$

(7)

Since

$$
\|A\| = \|\hat{A} + A - \hat{A}\| \leq \|\hat{A}\| + \|A - \hat{A}\|,
$$

we have

$$
|\rho(A) - \rho(\hat{A})| \leq (2\|\hat{A}\| + \|A - \hat{A}\|) \left( \frac{1}{2} \right)^{\frac{1}{2}} \|A - \hat{A}\|^{\frac{1}{2}}.
$$

(8)

Further, from the bound on the error norm in (4) and Lemma 1 we can obtain the result.

Theorem 1 is a non-trivial extension of existing finite-sample-based system identification results [12] and shows how system parameters affect the estimation performance.

**B. Data-Independent Estimation Error Bounds**

Suppose we collect the following samples of multiple trajectories from system (1) initialized at $x_0 = 0$ using i.i.d. inputs $u_t \sim \mathcal{N}(0, \sigma_u^2 I)$,

$$
\{u^{(i)}_0, x^{(i)}_0, u^{(i)}_1, x^{(i)}_1, \ldots, u^{(i)}_T, x^{(i)}_T, x^{(i)}_{T+1}\},
$$

where $i = 1, \ldots, N$ denotes the index of $N$ independent experiments. To estimate the spectral radius, we propose Algorithm 2 which is based on the least-square identification algorithms analyzed in [12].

**Algorithm 2 Finite-sample-based Spectral Radius Estimation Using Multiple Trajectories**

**Input:** collected data \{u^{(i)}_T, x^{(i)}_T, x^{(i)}_{T+1}\} for $i = 1, \ldots, N$

**1:** use least-squares to estimate the system state matrix $(A, B)$, i.e.,

$$
(\hat{A}, \hat{B}) = \arg \min_{A,B} \sum_{i=1}^{N} \|x^{(i)}_{T+1} - Ax^{(i)}_T - Bu^{(i)}_T\|^2
$$

(9)

$$
= \left( \sum_{i=1}^{N} x^{(i)}_T u^{(i)}_T \right) \left( \sum_{i=1}^{N} x^{(i)}_T u^{(i)}_T \right)^{-1}
$$

**2:** calculate $\rho(\hat{A})$ and return $\rho(\hat{A})$ as an estimate of $\rho(A)$.

The assumption that the system is initialized at $x_0 = 0$ is made to simplify the finite-sample analysis of the least-square estimation [9], see [12]. This assumption can be relaxed, and we can follow similar proof steps as in [12] to conduct finite-sample analysis of [9] for data collected from $x_0 \neq 0$. One can also use all measurements from each trajectory to obtain an estimate of $\rho(A)$. However, the sample complexity analysis of least squares for this approach relies on the knowledge of the eigenvalue distribution of the state matrix [13, 12, 15, 16], and therefore, cannot be applied when this prior information is not available. Moreover, as shown in [16], least-square algorithms using all measurements from a single trajectory are inconsistent for specific system matrices. Even though Algorithm 1 only uses the last input and the last two state measurements in each trajectory, it can still provide a tight estimate, compared with Algorithm 1 which can be observed from simulations in Section 4. This is because the state measurements in a trajectory are statistically correlated, and the last two state measurements also contain information about previous state measurements. A corroborating fact is that the error bound (10) (below in Lemma 3) for estimating system matrices using last input and last two state measurements decreases as the total trajectory length $T$ increases, which means that a longer trajectory will result in a smaller estimation error even if not all the measurements are used.

In the sequel, we analyze the performance of Algorithm 2. We first introduce a preliminary result on the sample complexity of [9].

**Lemma 3 (Theorem III.3 in [13]):** Consider the least-squares estimator [9], fix a failure probability $\delta \in (0, 1)$, and assume that $N \geq 8(n + p) + 16 \log(4/\delta)$. Then, it holds with probability at least $1 - \delta$ that

$$
\|\hat{A} - A\| \leq 16\sigma_w \lambda_{\min}^{-1/2}(\Sigma) \sqrt{(n + 2p) \log(36/\delta)}
$$

$$
:= f_3(N, \delta),
$$

(10)

where $\Sigma := \sum_{t=0}^{T} \sigma_u^2 A^t B B^T (A^T)^t + \sigma_u^2 A^t (A^T)^t$.

The next theorem uses Lemma 3 for providing a spectral radius estimation error bound for Algorithm 2. The proof is similar to that of Theorem 1 and is omitted here for brevity.

**Theorem 2:** Consider Algorithm 2 fix a failure probability $\delta \in (0, 1)$, and assume that $N \geq 8(n + p) + 16 \log(4/\delta)$. Then, it holds with probability at least $1 - \delta$, that

$$
|\rho(A) - \rho(\hat{A})| \leq (2\|\hat{A}\| + f_3(N, \delta)) \left( \frac{1}{2} \right)^{\frac{1}{2}} (f_3(N, \delta))^{\frac{1}{2}}
$$

$$
:= f_4(N, \delta),
$$

(11)

where $f_3(N, \delta)$ is defined in Lemma 3.

Theorem 2 explicitly shows how various system parameters affect the spectral radius estimation error. Even though the error bound (11) involves $\|A\|$ and $\Sigma$, in practice, we only need to know an upper bound of $\|A\|$ and a lower bound of $\Sigma$ to use (11). From Theorem 2 we can also derive the sample complexity bound for estimating the spectral radius using Algorithm 2. It is clear from Theorem 2 that $f_4$ is an increasing function of $f_3$ and, if $N$ is sufficiently large, $f_3$ and $f_4$ can be made arbitrarily small, which means any desired estimation precision can be achieved if the number of trajectories $N$ is large enough. However, explicitly calculating the sample complexity bound of $N$ that achieves a given accuracy $\epsilon$ for general systems from (11) is a difficult task. In the following, we consider the case that $\epsilon - 2(1 - 1/3)\|A\| > 0$ and provide a sample complexity result for Algorithm 2.

**Corollary 1:** Consider Algorithm 2 let $b = \epsilon - 2(1 - 1/3)\|A\|$, for given $\epsilon, \delta$, if $b > 0$ and $N$ is...
greater than \( \max \{ N_1, 8(n + p) + 16 \log \frac{2}{\delta} \} \), where \( N_1 = \frac{256\sigma^2}{b^2 \epsilon_{\max}^2(\Sigma)} \log \frac{36}{\delta} \), then with probability at least \( 1 - \delta \), we have

\[ |\rho(A) - \rho(\hat{A})| \leq \epsilon. \]  

**Proof:** Since \( b > 0 \) and \( N \geq N_1 \), we have that \( f_3(N, \delta) \leq b \). Substituting the expression of \( b \) and taking logarithm of both sides, we obtain \( \log (2(1 - \frac{1}{n}) A) + f_3) \leq \log \epsilon \). From Jensen’s inequality, we have

\[
\log \left(2(1 - \frac{1}{n}) A + f_3)\right)
= \log \left((1 - \frac{1}{n}) (2 A + f_3) + \frac{1}{n} f_3\right)
\geq (1 - \frac{1}{n}) \log (2 A + f_3) + \frac{1}{n} \log f_3.
\]

Therefore, we have \( (1 - \frac{1}{n}) \log (2 A + f_3) + \frac{1}{n} \log f_3 \leq \log \epsilon \), which means \( f_3(N, \delta) = (2 A + f_3)^{1 - \frac{1}{n}} f_3^\frac{1}{n} \leq \epsilon \). In view of Theorem 2, we know that (12) holds with probability at least \( 1 - \delta \).

It is clear from Corollary 1 that, when \( n \) is large, \( b \approx \epsilon - 2 A) \). Then the sample complexity bound \( N_1 \) scales linearly with the sum of state and input dimensions \( n + 2p \).

**IV. Finite-Sample-Based Stabilizability Test for NCSSs**

Suppose we already know that with probability at least \( 1 - \delta \) that the following error bound holds

\[ |\rho(A) - \rho(\hat{A})| < \epsilon, \]  

which can be obtained either from Algorithm 1, Theorem 1 or Algorithm 2, Theorem 2. In this section, we show that if the packet reception rate \( q \) is unknown and a finite amount of channel samples are available, one can check from these data whether the stabilizability condition (2) holds. The following lemma, which is a variant of Hoeffding’s inequality, provides error bounds for estimating \( \epsilon \) from finite samples.

**Lemma 4 (Theorem 4.5 of [17]):** Consider a sequence \( \{\gamma_k, k = 0, \ldots, N_q - 1\} \) of i.i.d. random variables taking values in \( \{0, 1\} \) with mean \( q \). Let \( \hat{q} = \frac{1}{N_q} \sum_{k=0}^{N_q-1} \gamma_k \) be the sample average. Then for any \( \delta_\epsilon \in (0, 1) \), it holds that

\[ \Pr (|\gamma - \hat{q}| \leq f_3(N_q, \delta_\epsilon)) \geq 1 - \delta_\epsilon, \]

where \( f_3(N_q, \delta_\epsilon) := \sqrt{\log(2/\delta_\epsilon) / 2N_q} \).

Based on the above result, Algorithm 3 is proposed to determine the stabilizability of a NCSS.

The performance analysis of Algorithm 3 is given in the next theorem.

**Theorem 3:** If \( N_q, \delta_\epsilon \) and \( \epsilon \) satisfy

\[
f_3(N_q, \delta_\epsilon) < \frac{1}{2}(1 - q), \quad (14)
\]

\[
f_5(N_q, \delta_\epsilon) < \frac{1}{2} |q - \frac{1}{\rho(A)}|, \quad (15)
\]

\[\epsilon \leq \frac{1}{2} \max \left\{ \sqrt{1 - q + 2 f_5(N_q, \delta_\epsilon)} - \rho(A), \right. \]

\[\left. \frac{1}{\sqrt{1 - q + 2 f_5(N_q, \delta_\epsilon)} - \rho(A)} \right\}, \quad (16)\]

then Algorithm 3 returns the correct answer with probability at least \( (1 - \delta)(1 - \delta) \).

**Proof:** We first prove the result when (2) holds, i.e., \( \rho(A) < \frac{1}{\sqrt{1 - q + 2 f_5(N_q, \delta_\epsilon)}} \). From (14), we know that \( \frac{1}{\sqrt{1 - q + 2 f_5(N_q, \delta_\epsilon)}} > 0 \). Moreover, from (13) and (16), we have

\[2 \epsilon \leq 1/\sqrt{1 - q + 2 f_5(N_q, \delta_\epsilon)} - \epsilon(A). \]  

The probability that the algorithm returns the correct answer “stabilizability condition (2) holds” is

\[\Pr \left( \rho(\hat{A}) + \epsilon < 1/\sqrt{1 - q + f_5} \right)\]

\[\geq \Pr \left( 1/\sqrt{1 - q + f_5} > 1/\sqrt{1 - q + 2 f_5} \right) \times \Pr \left( 1/\sqrt{1 - q + 2 f_5} > \rho(\hat{A}) + \epsilon \right) \]

\[\geq \Pr (q < \hat{q} + f_5 < q + f_5) \times \Pr \left( 1/\sqrt{1 - q + 2 f_5} - \rho(A) > \rho(\hat{A}) - \rho(A) + \epsilon \right) \]

\[\geq (1 - \delta_\epsilon) \times \Pr \left( 1/\sqrt{1 - q + 2 f_5} - \rho(A) > \rho(\hat{A}) - \rho(A) + \epsilon \right) \]

\[\geq (1 - \delta_\epsilon) \times \left( 1 - \Pr \left( \rho(\hat{A}) - \rho(A) \geq 1/\sqrt{1 - q + 2 f_5} - \rho(A) - \epsilon \right) \right) \]

\[\geq (1 - \delta_\epsilon) \times \left( 1 - \Pr \left( \rho(\hat{A}) - \rho(A) \geq \epsilon \right) \right) \]

\[\geq (1 - \delta_\epsilon)(1 - \delta).\]

1returns the correct answer” means: if (2) holds, Algorithm 3 returns “stabilizability condition (2) holds”; if (2) does not hold, Algorithm 3 returns “stabilizability condition (2) does not hold”. 

**Algorithm 3 Finite-Sample-Based Stabilizability Test for NCSSs**

**Input:** \( \delta_\epsilon, \delta, \epsilon, \rho(A) \), collected data \( \{\gamma_k\} \) for \( k = 0, \ldots, N_q - 1 \)

1: calculate \( \hat{q} = \frac{1}{N_q} \sum_{k=0}^{N_q-1} \gamma_k \) and \( f_5(N_q, \delta_\epsilon) \)
2: if \( \hat{q} - f_5(N_q, \delta_\epsilon) < 1 \) and \( \rho(A) + \epsilon < 1/\sqrt{1 - q + f_5(N_q, \delta_\epsilon)} \) then
3: return “stabilizability condition (2) holds”
4: else if \( \hat{q} + f_5(N_q, \delta_\epsilon) < 1 \) and \( \rho(A) - \epsilon > 1/\sqrt{1 - q - f_5(N_q, \delta_\epsilon)} \) then
5: return “stabilizability condition (2) does not hold”
6: else
7: return “undetermined”
8: end if
Next we prove the result when \( (2) \) does not hold, i.e., \( \rho(A) > 1/\sqrt{1-\bar{q}} \). The proof is similar to the case that \( \rho(A) < 1/\sqrt{1-\bar{q}} \) and we only outline the main steps. The probability that the algorithm returns the correct answer “stabilizability condition \( (2) \) does not hold” is

\[
\Pr \left( \rho(\hat{A}) - \epsilon > 1/\sqrt{1 - \bar{q} - f_5} \right) \\
\geq \Pr \left( 1/\sqrt{1 - q - 2f_5} > 1/\sqrt{1 - \bar{q} - f_5} \right) \\
\times \Pr \left( \rho(\hat{A}) - \epsilon > 1/\sqrt{1 - q - 2f_5} \right) \\
\geq \Pr \left( q + 2f_5 > \bar{q} + f_5 > q \right) \\
\times \Pr \left( \rho(\hat{A}) - \rho(A) > 1/\sqrt{1 - q - 2f_5} - \rho(A) + \epsilon \right) \\
\geq (1 - \delta_q) \\
\times \Pr \left( \rho(\hat{A}) - \rho(A) > 1/\sqrt{1 - q - 2f_5} - \rho(A) + \epsilon \right) \\
\geq (1 - (1 - \delta_q)(1 - \delta_q),
\]

The proof is complete. \( \blacksquare \)

Theorem 3 characterizes conditions on samples such that Algorithm 3 can return a correct answer with high probability. Besides, the result in Theorem 3 analytically shows how various system parameters affect the performance of Algorithm 3. The right-hand sides of \((15)\) and \((16)\) can be interpreted as stabilizability margins, and imply that if the stabilizability margin is small, one should require small estimation errors for \( \rho(A) \) and \( q \). Moreover, the right-hand side of \((15)\) is a decreasing function of \( f_5 \). This means that if \( q \) is estimated with high accuracy, the requirement for a small \( \epsilon \) can be relaxed, which represents a trade-off between the estimation accuracy of \( q \) and \( \rho(A) \). Even though applying Theorem 3 requires to know \( q \) and \( \rho(A) \), in practice, if we have a prior knowledge of the stabilizability margin \( 1 - q - \frac{1}{\rho(A)} \), we can collect enough samples to make \( f_5 \) and \( \epsilon \) sufficiently small and therefore enforcing \((14)\), \((15)\), and \((16)\) to use Theorem 3.

Moreover, if we use Algorithm 2 to estimate the spectral radius, we have the following sample complexity results from Theorem 3 and Corollary 1.

**Corollary 2:** Consider Algorithm 2 and Algorithm 3 for given \( \delta \) and \( \delta_q \). Assume that \( N_q \) is selected to be greater than

\[
\max \left\{ 2|1 - q - \frac{1}{\rho(A)}|^2 \log \frac{2}{\delta_q}, \frac{1}{2} \left( 1 - q - 2f_5(N_q, \delta_q) - \rho(A) \right), \right. \\
\left. \frac{1}{2} \left( \rho(A) - 1/\sqrt{1 - q - 2f_5(N_q, \delta_q)} \right) \right\},
\]

and define

\[
\epsilon = \frac{1}{2} \max \left\{ 1/\sqrt{1 - q - 2f_5(N_q, \delta_q)} - \rho(A), \right. \\
\left. \rho(A) - 1/\sqrt{1 - q - 2f_5(N_q, \delta_q)} \right\},
\]

\[
b = \epsilon - 2(1 - \frac{1}{n})\|A\|.
\]

If, further, \( b > 0 \) and \( N \) is larger than

\[
\max \left\{ 256\sigma_w^2(n + 2p) \log \frac{36}{\delta}, 8(n + p) + 16 \log \frac{4}{\delta} \right\},
\]

Algorithm 3 returns the correct answer with probability at least \((1 - \delta)(1 - \delta_q)\).

**Proof:** If \( N_q \) is greater than \((18)\), we can show that \((14)\) and \((15)\) hold. If \( N \) is larger than \((19)\), we can follow Corollary 1 to show that \((16)\) and \((13)\) hold. Therefore, from Theorem 3 we can prove the result.

From Corollary 2 we can observe that the sample complexity bounds \((18)\) and \((19)\) are inversely proportional to the square of the stabilizability margin.

**Remark 1:** In specific stabilizability criteria for NCSs, we also need to check whether the absolute value of the determinant of the system state matrix is smaller than a threshold, see [8], [18].

We can utilize the determinant perturbation bounds in [19] and derive algorithms similar to those proposed in this paper to determine these kinds of stabilizability conditions based on finitely many samples.

## V. Numerical Examples

In this section, we illustrate the performance of the proposed algorithms through numerical examples. Suppose the system parameters are given by

\[
A = \begin{bmatrix} 1.2 & 0.1 \\ 0 & 1 \end{bmatrix}, B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\]

Moreover, the standard deviation for the process noise is \( \sigma_w = 0.1 \). The system is initialized at \( x_0 = 0 \). The control input is generated from i.i.d. distribution \( \mathcal{N}(0, \sigma_u^2 I) \) with \( \sigma_u = 0.1 \).

First, we evaluate the spectral radius estimation error bounds in Theorem 1 and Theorem 2. We consider the data generation procedure described at the beginning of Section III-B and select \( T = 5, \delta = 0.1 \), and values of \( N \) from 100 to 1000. For each given \( N \), we independently generate 100 data sets, run Algorithm 1 and Algorithm 2, and obtain \( \rho(\hat{A}) \). Algorithm 1 uses all the data points from \( N \) trajectories to generate the estimate. While Algorithm 2 only uses the last input and the last two state measurements from each trajectory to generate the estimate. Fig. 1 shows the estimation error \( |\rho(A) - \rho(\hat{A})| \) and the error bounds from Theorem 1 and Theorem 2, respectively. We can observe from the figures that the data-dependent bounds are tighter as expected. Moreover, the error \( |\rho(A) - \rho(\hat{A})| \) obtained using Algorithm 1 and Algorithm 2 are very similar, showing that Algorithm 1 can be data efficient.

Next, we evaluate the results in Theorem 3 about performance guarantees of Algorithm 2. Suppose we already have a high probability estimate of system spectral radius as in \((13)\) with \( \rho(A) = 1.15, \delta = 0.1 \) and \( \delta = 0.01 \). We select \( T = 5, \delta = 0.01 \) and assume \( q = 0.75 \). Since \( \rho(A) < \sqrt{1/(1 - q)} \), we know that the underlying system is stabilizable. Furthermore, from Theorem 3 we can calculate the probability that Algorithm 2 returns the correct answer.
for any given \( N_q \), which we call the theoretical successful prediction probability (TSPP). Note that if (14), (15) and (16) are not satisfied, we set the TSPP to zero. In parallel, by simulations, we compute the empirical successful prediction rate (ESPR) of Algorithm 3. We consider values of \( N_q \) from 3 to 1000. For each given \( N_q \), we independently generate 400 data sets, run Algorithm 3 and calculate the ESPR. These values are shown in Fig. 2 along with the TSPP. We can observe that the ESPR quickly becomes 1 as \( N_q \) increases, which demonstrates the effectiveness of Algorithm 3 in checking the stabilizability condition. Moreover, the TSPP is smaller than the ESPR for all \( N_q \), which shows that the results in Theorem 3 are valid.

![Figure 1](image1.png)

**Fig. 1.** Data dependent and independent bounds of estimates (shown are median, first and third quartiles over 100 independent runs)

![Figure 2](image2.png)

**Fig. 2.** TSPP in Theorem 3 and ESPR of Algorithm 3

VI. CONCLUSION

We study how to reliably estimate the spectral radius from input and state measurements of a linear time-invariant system. The derived results rely on existing works of finite sample analysis of least-squares and matrix eigenvalue perturbation techniques. We further show how to use the proposed methods to determine the stabilizability conditions of NCSs. Future work will be devoted to directly estimating the spectral radius from the collected data without the need to reconstruct system matrices first and using the proposed methods for data-driven control design for networked systems with performance guarantees.
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