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Abstract—While there has been recent progress in abstractive summarization as applied to different domains including news articles, scientific articles, and blog posts, the application of these techniques to clinical text summarization has been limited. This is primarily due to the lack of large-scale training data and the messy/structured nature of clinical notes as opposed to other domains where massive training data come in structured or semi-structured form. Further, one of the least explored and critical components of clinical text summarization is factual accuracy of clinical summaries. This is specifically crucial in the healthcare domain, cardiology in particular, where an accurate summary generation that preserves the facts in the source notes is critical to the well-being of a patient. In this study, we propose a framework for improving the factual accuracy of abstractive summarization of clinical text using knowledge-guided multi-objective optimization. We propose to jointly optimize three cost functions in our proposed architecture during training: generative loss, entity loss and knowledge loss and evaluate the proposed architecture on 1) clinical notes of patients with heart failure (HF), which we collect for this study; and 2) two benchmark datasets: Indiana University Chest X-ray collection (IU X-Ray), and MIMIC-CXR, that are publicly available. We experiment with three transformer encoder-decoder architectures and demonstrate that optimizing different loss functions leads to improved performance in terms of entity-level factual accuracy.

Index Terms—Clinical Text Summarization, Multi-Objective Optimization, Transformers, Heart Failure, Named Entity Recognition, Knowledge Bases, Factual Accuracy

I. INTRODUCTION

Recent advances in transformer-based models [1] have led to progress in abstractive summarization of news articles, scientific articles, and social media data. However, these models have not been well investigated in the healthcare domain where automated clinical summary generation [2] for a set of findings in clinical notes is helpful to clinicians in saving their time and improving clinical decision making. One of the clinical practices by medical professionals entails the task of recording findings of diagnosis, treatment or procedures followed by summarizing the findings into a form called impression. Inspired by recent efforts in modeling findings-to-impression as summarization [3]–[5], we propose to automate this process of writing an impression for findings to assist clinicians with their practice, making the clinical workflow more efficient. Specifically, we attempt to accomplish this using an abstractive approach to summarizing findings into an impression. Further, clinicians use their commonsense understanding and their knowledge of the domain while producing an impression in addition to what is explicitly stated in the findings. As such, an impression has to be factually correct with respect to the findings. This is particularly critical in the healthcare setting where a misinterpreted impression could prove fatal and should be avoided at all costs to deliver quality health to patients. This issue is further exacerbated in the sub-domain of Heart Failure (HF) where reliable diagnosis is challenging and the cost of inaccuracy can be enormous. To investigate these issues, we utilize clinical notes of 1200 patients with HF from the University of Illinois Hospital & Health Sciences System (UI Health) for our study. Figure-1 illustrates what a typical clinical note (a record) for a patient with HF in our cohort looks like.

In this paper, we model and automate this clinician’s impression (summary) writing process using a two-stage approach: 1) clinical knowledge retrieval from domain-specific knowledge sources using named entities; and 2) joint training of end-to-end transformer encoder-decoder models using multi-objective optimization. We evaluate our proposed framework on two benchmark datasets and a dataset we prepare for this task (heart-failure - HF) and demonstrate that we achieve significantly better results over baseline model training settings of findings-to-impression on factual accuracy metrics. We use three SOTA pre-trained transformer-encoder-decoder networks and fine-tune them on our datasets using different training objectives and report the results of the fine-tuning for each dataset. Our experimental data for HF consists of 6182 patient records where each record
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reports by linking entities in a clinical note to domain-specific ontology from UMLS [16] and RadLex [17]. They use pairings of findings and impression for the abstractive summarization task where findings form the input sequences and impressions form the target summaries for training. [18] propose a two-stage model consisting of a content selector and abstractive summarizer for clinical abstractive summarization. The content selector identifies ontological terms from the findings using a medical ontology (RadLex) and the summarizer is trained to generate summaries (impressions). They use Bi-LSTMs to encode findings and use LSTMs to encode the ontological terms followed by an LSTM-based decoder to generate a summary. [19] built a model for extractive summarization of clinical notes of patients with diabetes and hypertension to generate disease-specific summaries. They framed the summary generation problem as a sentence classification problem and experimented on a dataset consisting of 3,453 clinical notes collected for 762 patients. [20] proposed a model comprised of syntax-based negation detection and semantic clinical concept recognition for extractive summarization of clinical text. They conducted their experiments on the MIMIC-III [21] dataset. While the aforementioned approaches employ different techniques for clinical text summarization, we show experimentally that our proposed knowledge-aware Multi-Objective Optimization (MOO) improves the factual accuracy of the generated summaries when compared to strong state-of-the-art transformer-based abstractive summarization models.

III. DATA PREPARATION

Out of the total of 15183 de-identified procedure notes spanning a period of over 4 years (5/2016 - 8/2020) collected from patients with HF admitted to UI Health, we filter the ones with no Findings or Impressions since our task is to generate an impression for a finding. Thus, the findings play the role of input text to be summarized and the impression serves as the ground truth summary. After pre-processing the data, we have 6182 notes consisting of findings-to-impression pairings along with other metadata. In addition to our Heart Failure data, we evaluate the proposed approach on two benchmark datasets on radiology reports from the Indiana Network for Patient Care [22] and 5000 randomly selected chest x-ray reports from the MIMIC-III-CXR dataset [23].

IV. PROPOSED APPROACH

A. Clinical Text Named Entity and Knowledge Extraction

We use an off-the-shelf Stanza package from Stanford for clinical named entity recognition (NER) [24]. Specifically, the Stanza model we use is the one trained on the icb2 clinical text dataset. The knowledge bases to query for facts using the named entities are composed of UMLS, SNOMED-CT, and

---

Fig. 1: Example de-identified clinical record for the heart failure data collected through the Center for Clinical and Translational Science, University of Illinois, Chicago.
ICD-10. After named entities are extracted using Stanza from a finding, our next task is to query for facts pertaining to the named entities as they appear in domain-specific knowledge bases. For each named entity identified from a finding, we perform full-text lexical query of the KBs and return the top-k facts where we set the value of K to 5. \[25]\\

B. Model Training using Multi-Objective Optimization

We experiment with three state-of-the-art transformer-based models pretrained using different self-supervised objectives. We propose to train these models using a loss function that optimizes summary generation, named entity chain generation, and fact generation where our task is not only to auto-regressively generate the target summary, but also to generate the named entities in the impression and to generate the facts associated with the named entities in the impression. Figure-2 shows the proposed end-to-end architecture where three networks, whose parameters are shared are jointly trained using the loss functions stated in Equation-1.

\[
\begin{align*}
\mathcal{L}_{total} &= \lambda_{gen} \cdot \mathcal{L}_{gen} + \lambda_k \cdot \mathcal{L}_k + \lambda_e \cdot \mathcal{L}_e \\
\end{align*}
\]

Each of the loss functions is based on cross-entropy criterion.

\[
\mathcal{L}_{\theta} = -\frac{1}{n} \sum_{k=1}^{n} P(t_k | l < k, \chi; \theta) \\
\]

Where \( \chi \) is the input sequence (i.e., finding, or named entity chain in a finding, or a sequence of facts retrieved from the knowledge bases associated with named entities in a finding). The proposed models are trained with the objective of minimizing the aggregate loss function defined in Equation-1. All models are built and trained using PyTorch on Google Cloud NVIDIA Tesla T4 GPU.

V. EXPERIMENTAL RESULTS AND DISCUSSION

Table-I shows the statistics of the datasets and Table-II shows the results of evaluation against the impressions (ground truth summary). Our experimental results show that jointly optimizing the task of traditional language modeling with task-specific objectives such as preserving entity-aware factual accuracy improves performance of a model. Specifically, we demonstrate this by leveraging three pre-trained abstractive summarization models and fine-tuning on our datasets using multi-objective optimization. As can been from Table-II, Precision-target, and Recall-target increase with our training objective as compared to the language modeling training objective used with the baseline models. As extensively discussed in the literature \[4], \[27], we also argue that lexical measures (i.e., ROUGE) do not fully quantify the factual accuracy of a generated summary while a metric that measures entity-level overlap between a ground truth summary (impression) and a model-generated summary better reflects the extent to which semantics are preserved in abstractive summarization since named entities constitute significant semantics in a clinical text. A key limitation of our proposed approach is it is computationally more expensive and takes longer to train than with customary single task objective training. Another limitation we observed is that the proposed model training approach can be sensitive to hyperparameter initialization.

| Dataset               | Train | Validation | Test | Avg # tokens per Findings | Avg # tokens per Impression |
|-----------------------|-------|------------|------|---------------------------|----------------------------|
| Heart Failure (HRF)    | 4000  | 1091       | 121  | 16                        | 12                         |
| MIMIC-CXR             | 3200  | 1091       | 121  | 12                        | 18                         |

TABLE I: Statistics of the experimental datasets.
TABLE II: Experimental results. Dual MOO refers to dual multi-objective optimization where only the generative loss and entity chain loss are jointly optimized during training. Triple MOO refers to modeling where the three loss functions are jointly optimized. Due to space constraints, we report average scores across the three datasets.

| Model | B-1 | B-2 | B-3 | F1 | MRR | METEOR | ROUGE-L | BLEU | CIDER | SPICE |
|-------|-----|-----|-----|----|-----|--------|---------|------|-------|-------|
| T5 w/ named entities /w facts (dual MOO) - Ours | 31.621 | 35.113 | 24.263 | 36.252 | 24.699 | 20.629 | 18.321 | 33.839 | 29.327 | 34.159 |
| BART w/ named entities (dual MOO) - Ours | 26.724 | 27.087 | 24.367 | 27.171 | 24.796 | 20.768 | 18.196 | 29.565 | 24.976 | 28.598 |
| Pegasus w/ named entities /w facts(triple MOO) - Ours | 15.721 | 15.113 | 16.082 | 16.592 | 19.732 | 15.645 | 14.035 | 20.728 | 19.951 | 22.076 |

VI. CONCLUSION AND FUTURE WORK

In this study, we proposed a framework based on a transformer encoder-decoder network and transfer learning for clinical text summarization using knowledge-aware multi-objective optimization. We experimentally demonstrated that jointly optimizing generative loss, knowledge loss, and entity-based loss functions significantly improves the quality of generated summaries in terms of entity-level factual accuracy which is critical but less explored in the healthcare domain. In the future, we plan to extend the proposed multi-task learning framework for a different healthcare domain. Further, while the current study utilizes standard cross-entropy for each loss function, we plan to experiment with different loss functions including other entropy-based functions (e.g., KL-divergence) for the regularization components. In addition, while the knowledge retriever in the proposed approach is an independent unit from the summarizer, we plan to extend the proposed end-to-end training framework to include the knowledge retriever as one component of the framework.
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