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Abstract—Semantic segmentation is a crucial image understanding task, where each pixel of image is categorized into a corresponding label. Since the pixel-wise labeling for ground-truth is tedious and labor intensive, in practical applications, many works exploit the synthetic images to train the model for real-word image semantic segmentation, i.e., Synthetic-to-Real Semantic Segmentation (SRSS). However, Deep Convolutional Neural Networks (CNNs) trained on the source synthetic data may not generalize well to the target real-world data. To address this problem, there has been rapidly growing interest in Domain Adaptation technique to mitigate the domain mismatch between the synthetic and real-world images. Besides, Domain Generalization technique is another solution to handle SRSS. In contrast to Domain Adaptation, Domain Generalization seeks to address SRSS without accessing any data of the target domain during training. In this work, we propose two simple yet effective texture randomization mechanisms, Global Texture Randomization (GTR) and Local Texture Randomization (LTR), for Domain Generalization based SRSS. GTR is proposed to randomize the texture of source images into diverse unreal texture styles. It aims to alleviate the reliance of the network on texture while promoting the learning of the domain-invariant cues. In addition, we find the texture difference is not always occurred in entire image and may only appear in some local areas. Therefore, we further propose a LTR mechanism to generate diverse local regions for partially stylizing the source images. Finally, we implement a regularization of Consistency between GTR and LTR (CGL) aiming to harmonize the two proposed mechanisms during training. Extensive experiments on five publicly available datasets (i.e., GTA5, SYNTHIA, Cityscapes, BDDS and Mapillary) with various SRSS settings (i.e., GTA5/SYNTHIA to Cityscapes/BDDS/Mapillary) demonstrate that the proposed method is superior to the state-of-the-art methods for domain generalization based SRSS.

Index Terms—Synthetic-to-Real Semantic Segmentation, Domain Generalization, Texture Randomization, Consistency Regularization

I. INTRODUCTION

Semantic segmentation is a crucial computer vision task for various practical applications, such as robotic navigation and self-driving system [1], [2], [3], [4]. For semantic segmentation, pixel-wise labeling is expensive and time consuming. Therefore, exploring economical methods for automatically generating annotations is appealing, i.e., using synthetic data whose ground-truth is straightforwardly provided [5], [6]. To this end, extensive works have been conducted for Synthetic-to-Real Semantic Segmentation (SRSS). However, the learned model is often challenged in practical scenarios where exists large difference between source domain (synthetic images) and target domain (real-world images). To solve this problem, Domain Adaptation (DA) [7], [8], [9] has recently been a research hot-spot. As shown in Fig. 1a, it aims to narrow the domain gap by introducing the unlabeled data from the target domain during training. However, data from the target domain is not always accessible beforehand in practical scenarios. Take autonomous driving for example, it is almost impossible to know the vehicle will under which situation in advance (e.g., the unknown weather, unknown city and unknown season). Based on the observations above, another growing trend of SRSS is Domain Generalization (DG) [10], [11], [12], [13]. As shown in Fig. 1b, DG is aimed at training without access to any target domain data.

In this work, we propose two texture randomization mechanisms, one consistency regularization and a painting selection strategy to handle the Domain Generalization based SRSS. More specifically, such two mechanisms are proposed to generate augmented images by merging various texture appearances from paintings, i.e., Global Texture Randomization...
(GTR) and Local Texture Randomization (LTR). Next, we train a deep CNN model for semantic segmentation with Consistency between GTR and LTR (CGL) to harmonize the proposed two randomization mechanisms. Besides, a strategy namely Texture Complexity based Painting Selection (TCPS) is proposed to ensure the selected paintings are reliable enough for the above texture randomization mechanisms. The next will be followed by a motivation on GTR, LTR, CGL and TCPS.

Global Texture Randomization (GTR). Geirhos et al. [14] has proved that CNNs are strongly biased towards the texture of training images. However, the texture appearances between the synthetic and real-world image are significantly different (see Fig. 3), resulting in unsatisfactory SRSS performances. Existing methods [15], [7] take advantages of such network texture bias by transferring the style of source images to that of real images. As shown in Fig. 2, the real image can transfer the raw image into the domain of real-world scenario where the texture is regular and human-identifiable. However, when data from target domain is not accessible, these methods aimlessly seek various real images with diverse styles. This leads to inconvenience due to styles of real images should be manually selected in order to cover various possible scenarios that may occur in the target domain.

On the contrary, our approach leverages unreal paintings to handle style transfer. In the training phase, GTR is utilized to introduce more unreal textures which are random and irregular (shown in Fig. 5), making the difficulty of learning on image texture. Therefore, the network turns to learn more domain-invariant cues (e.g. shape and spatial layouts). As shown in Fig. 2, compared to transfer with real image, using unreal paintings can make the transfer texture irregular and indistinct. Since the unreal texture is utilized to promote domain invariant learning instead of introducing new domains, the style of painting does not matter. The introduction of GTR-generated images essentially alleviate the network heavy reliance on image textures, making the model more robust to the global texture changes caused by the synthetic-to-real shift. To the best of our knowledge, this is one of the early works applying unreal textures to model training for SRSS.

Local Texture Randomization (LTR). GTR tends to make the network completely ignore the texture information, which is mixed blessing: it indeed strengthens the model robustness to texture shift but also prevent the network from utilizing useful texture cues for segmentation. In fact, in most cases, only some local areas of the image are with texture differences. As shown in Fig. 4, only the areas masked in red color contain large texture difference, while other areas are with small texture discrepancy. Thus, we propose a Local Texture Randomization (LTR) to address this situation. More specifically, LTR mechanism is proposed to generate images with local randomized texture for training. Since such local areas are usually with arbitrary shapes, LTR generates the local texture randomization areas with random boundaries (shown in Fig. 6). Therefore, the usage of LTR enables CNNs to achieve a favorable performance under various local texture-different scenarios.

Consistency between GTR and LTR (CGL). In the proposed framework, both GTR and LTR are utilized for source image texture randomization. Nevertheless, source images simultaneously using both global and local texture randomization mechanisms may drive the network toward distinct learning directions and fail to convergence. To solve this problem, we propose a CGL mechanism to harmonize the proposed global and local texture randomization mechanisms during the training phase.

Texture Complexity based Painting Selection (TCPS). Since unreal textures are required to randomize source images, we utilize the paintings from dataset “Painter by Numbers”\(^1\). However, we observe that paintings with different texture complexities can significantly affect the model performance, while different style paintings with a same texture complexity lead to similar performances. In other words, the SRSS performance is sensitive to texture complexity instead of style of unreal paintings. Therefore it is necessary to give a measurement method for texture complexity so as to experimentally find what extent of texture complexity is suitable to SRSS. To this end, we propose a Texture Complexity based Painting Selection (TCPS) strategy to measure texture complexity and select reliable paintings.

The contributions of this paper are summarized as follows:

- We propose to utilize GTR mechanism to randomly replace the texture of source images with unreal textures, aiming to alleviate the network’s reliance on texture.
- We propose a LTR mechanism to further cover the cases in which only some local areas contain large texture difference between the synthetic and real images.

\(^1\)https://www.kaggle.com/c/painter-by-numbers/
Moreover, we propose a consistency regularization between GTR and LTR to harmonize the proposed global and local texture randomization mechanisms during training.

Besides, we propose a painting selection strategy based on measurement of texture complexity to select reliable paintings for texture randomization.

The proposed method is comprehensively evaluated under various SRSS settings (i.e., GTA5/SYNTHIA to Cityscapes/BDDS/Mapillary), obtaining superior segmentation performance over other state-of-the-arts.

II. RELATED WORKS

A. Semantic Segmentation

Semantic segmentation is a crucial computer vision task and has attracted growing research interest as its various real-world applications. Before the advent of deep learning, traditional optimization techniques such as graph cuts [16], belief propagation [17], message passing [18], and random walks [19] have been widely used in semantic segmentation. For instance, [20] proposes a common framework which unifies graph cuts and random walks. [21] proposes a sub-Markov random walk algorithm to solve the problem of objects with thin and elongated parts. However, the energy formulations for describing natural images are complicated. Therefore higher-order energy functions [22] have been attracted more attention. [23] proposes a framework of maximizing quadratic submodular energy with a more general knapsack constraint. Besides, an energy minimization method for general explicit higher-order energy functions is proposed [24]. It is competent in image segmentation with the appearance entropy.

As for deep learning based methods, the most frequently-used framework is Fully Convolutional Network (FCN) [2]. It is capable of constructing an end-to-end mapping between the input RGB image and the semantic pixels. Afterwards, dilated convolution [25] has been proposed to modify the original FCN. Meanwhile, Markov and conditional random fields [26], [27], [28] are exploited to make up for the loss of object details. Afterwards, Global Convolutional Network [29] is presented to use large kernels to handle semantic segmentation. [30] uses semantic enhancement module with feature attention for fusing of shallow features and deep features. Besides, Kernel-Sharing Atrous Convolution (KSAC) [31] is proposed to share different parallel layers.

B. Domain Adaptation

It is known that, collecting a plenty of annotated training image data for each city of interest would be computationally expensive. To address this issue, an enormous amount of DA techniques are proposed. First of all, Richter [6] gave an exploration on extracting images from modern computer games with annotations generated by engine, inspiring a series of further studies. Most existing works fall into three categories: feature-level adaptation, pixel-level adaptation and both. (1) Feature-level adaptation aims to align features by either directly minimizing the feature distance [32], [33], [34], [35] or implicitly narrowing the gap between source and target distributions with adversarial learning [8], [36], [37], [38], [39], [40], [41]. (2) Pixel-level adaptation attempts to remove representation differences by stylizing source images to realistic target images [42], [43], [15], [44]. (3) The rest of methods take both levels described above into consideration [7], [45]. Even in a same adaptation level, methods varies at different alignment perspectives: class-wise alignment [36], [46], [39], patch-wise alignment [41], layer-wise alignment [33], [35] and label-wise alignment [37], [44], etc.

C. Domain Generalization

Unlike Domain Adaptation, Domain Generalization purely utilizes the labeled images in source domain [47], [48], [49] explores latent domains among training and testing data. [50] presents a framework based on Maximum Mean Discrepancy (MMD) which measures the generalized latent feature representation across different domains. [51] develops a CNN model for an end-to-end Domain Generalization learning. [10] utilizes the meta-learning strategy for the improvement of generalization performance. Although above methods are effective, the majority of them mainly focused on image classification. There are only a few DG studies addressing semantic segmentation [52], [53], [54], which can be broadly classified as: layer-normalized generalization and data-enhanced generalization. (1) Layer-normalized generalization
proposed to search a reasonable combination of different whitening and standardization techniques in CNNs so as to improve generalization performance on unseen domains [53], [54]. (2) Data-enhanced generalization tends to randomize the synthetic images with various styles of real images, in order to effectively cover real-world target domain [52]. Although both [53] and [54] are layer normalized generalization, [54] further takes whitening techniques (BW [55] and IW [56]) into consideration compared with [53] that only utilizes standardization techniques (IN [57] and BN [58]). However, training with various unreal features has been a largely underexplored domain. In this paper, we propose to handle DG with randomized unreal images which implemented by Data Enhancement.

D. Data Enhancement

In this paper, we mainly provide a Data Enhancement method which resorts to Regularization Techniques and Data Augmentation.

Data Augmentation. Data Augmentation is the process of supplementing an extra dataset with similar data created from the raw information which is crucial in deep learning. When dealing with images, it often handles the image by rotating, cropping, blurring, adding noise and other operations to existing images, enabling the network to generalize better [59], [60], [61], [62], [63] automatically merges multiple images from the same class for data augmentation. A Bayesian based approach is proposed in [64] to augment the training set. [65] applies simple transformations such as interpolating and extrapolating to perform the transformation in a learned feature space. In [66], the misclassified examples are utilized for data augmentation.

Regularization Techniques. To generate randomized images, Regularization Techniques are also utilized. Hence, some common Regularization Techniques are introduced in this part. First, the MixUp regularization [67] improves the performance of network training by randomly interpolating samples from training set. Then, the Cutout regularization [68] augments the training data by shielding a rectangular region in image. Recently, [69] presents CutMix regularization which combines both MixUp and Cutout. Due to the addition of a stronger perturbation, CutMix improves model performance and outperforms the other two methods (i.e., MixUp and Cutout).
A. Overview of the Proposed Framework

The overall architecture of our framework is shown in Fig. 7. First, we utilize TCPS to execute pre-selection towards dataset “Painter by Numbers” and obtain a subset of dataset. Then K paintings are given by random sampling from subset. In this paper, the hyper-parameter $K$ is set to 15. Since our goal is to randomize the texture of source image during training, one painting $T$ is randomly selected from 15 paintings in each iteration. Formally, we consider a source image $\{X\} \in \mathbb{R}^{H \times W \times 3}$ along with a selected painting $T$. The image $X$ and painting $T$ are fed forward into GTR module to generate a stylized image $X_{GTR}$. Next, we simultaneously send $X$ and $X_{GTR}$ into LTR to generate a local stylized image $X_{LTR}$. Afterwards, $X$, $X_{GTR}$ and $X_{LTR}$ are fed into the segmentation network to obtain segmentation outputs $P_{GTR}$, $P_{GTR}$ and $P_{LTR}$ respectively. For a better convergence, consistency is applied between GTR and LTR to make segmentation predictions (i.e., $P_{GTR}$ and $P_{LTR}$) close to each other. Finally, each stream of segmentation losses is computed to update the network’s weights. During testing, we remove these modules and only retain the segmentation network.

B. Texture Complexity based Painting Selection (TCPS)

From Fig. 8, we can see that the stylized image performs unfavorably when texture complexity of the painting becomes quite high (i.e., the third row) or low (i.e., the first row). The key to ensure the generalization performance is to select paintings which can effectively replace image texture while preserving the shape of objects. In light of this, we propose a Texture Complexity measurement to select paintings from dataset “Painter by Numbers”.

According to the gradient representation of each pixel, we divide an image into two parts: (1) smooth area, where pixel values change slightly or have no change; (2) unsmooth area, where pixel values change significantly. Inspired by Structure Tensor [70], we separate the two areas by calculation of gradient representation for each pixel. Assume $Grad(i, j)$ denotes the gradient representation of pixel at row $i$ and column $j$.

The gradient representation $Grad(i, j)$ can reflect the extent of change in pixel value and hence indicates whether the area of pixel is smooth or not. Pixels with little gradient representation are formed into the smooth area, such as sky, wall and background. On the contrary, pixels with large gradient representation make up the unsmooth area which has a distinct texture expression. To quantitatively determine which area the pixel belongs to, we set a threshold $\epsilon$ manually. When meeting the condition: $Grad(i, j) < \epsilon$, the pixel is allocated to the smooth area, or else it belongs to the unsmooth area. In this paper, we set $\epsilon$ to 20. Fig. 9 shows some examples of smooth-unsmooth area separation by using our method. Qualitative results demonstrate the effectiveness of our method.

As textures of an image almost gather in unsmooth area, the texture complexity can be represented by the proportion of unsmooth area in the image. It can be formulated as following:

$$T_{exc} = \frac{\sum \sum Bool(I(i, j) \in A_{unsm})}{N}$$  \hspace{1cm} (1)
where \( \text{Bool}(\cdot) \) is the judgment function, if the condition is true it returns 1, or else it returns 0; \( A_{\text{unsm}} \) denotes the unsmooth area; \( N \) is the total number of pixels. In essence, the texture complexity is the proportion of unsmooth area in the image. By calculating the texture complexity, we can determine if this painting is competent to carry out texture randomization. Based on the ablation study in Section V-B, we find the painting with \( T_{\text{exc}} \in [0.55, 0.65] \) can achieve an pleasurable and stable texture randomization performance.

C. Global Texture Randomization (GTR)

GTR aims to strip the texture of the source image and replace with the style of the painting. Note that in each iteration, we implement random sampling on \( K \) paintings to acquire the painting \( T \). We then use the pre-trained style translation network [71] to transfer the texture of the selected painting to the source image \( X \). More specifically, As shown in Fig. 10, the raw image \( X \) and the painting \( T \) are first fed into a pre-trained Siamese encoder for feature extraction. The feature extraction can be formulated as following:

\[
\begin{align*}
F_X &= f(X, \theta^{en}) \\
F_T &= f(T, \theta^{en}),
\end{align*}
\]  

where \( F_X \) and \( F_T \) denote the extracted feature maps from source image \( X \) and painting \( T \), \( \theta^{en} \) denotes the weights of the encoder network \( f(\cdot, \cdot) \).

Then an Adaptive Instance Normalization (AdaIN) [71] is utilized to perform feature fusion. Particularly, AdaIN treats the mean and variance of the extracted feature maps (i.e., \( F_X \) and \( F_T \)) as affine parameters. The feature fusion implemented by AdaIN can be written as following:

\[
F_u = \sigma(F_T) \cdot \left( \frac{F_X - \mu(F_X)}{\sigma(F_X)} \right) + \mu(F_T),
\]

where \( F_u \) is the fused feature map, \( \mu(\cdot) \) and \( \sigma(\cdot) \) are the mean and variance values which are spatially computed across the entire feature maps. Finally, a pre-trained decoder inverts the transferred feature map \( F_u \) to the GTR image \( X_{\text{GTR}} \). Formally, the GTR-generated image \( X_{\text{GTR}} \) can be calculated by:

\[
X_{\text{GTR}} = f(F_u, \theta^{de}),
\]

where \( \theta^{de} \) denotes the weights of the decoder network.

After the process of GTR module, the texture variety of training set is augmented, leading to robustness of global texture change. Despite such effectiveness, the model with GTR ignores the cases where only local texture difference exists between synthetic and real images. We improve it by the following Local Texture Randomization.

D. Local Texture Randomization (LTR)

LTR is proposed to randomly generate images with local randomized textures. For LTR module, the raw image \( X \) and GTR-generated image \( X_{\text{GTR}} \) are fed into LTR module to generate the output image \( X_{\text{LTR}} \). In each iteration, LTR generates a mask \( M \) with a random shape to mix the source image and GTR-generated image so that the masks among different iterations are diverse. As shown in Fig. 11, we utilize the mask generator [72] to create mask \( M \). For more details, we firstly generate an image with Gaussian noise which follows a normal distribution \( \mathcal{N}(0, 1) \), named as \( G \). Then, the noise image \( G \) is smoothed with a Gaussian kernel:

\[
S = f^{3 \times 3}(G, \gamma),
\]

where \( S \) denotes the smoothed image, \( f^{3 \times 3}(\cdot) \) denotes the convolution with 3 \( \times \) 3 Gaussian kernel and \( \gamma \) is the standard deviation of Gaussian kernel. As for \( \gamma \), we use a nonlinear calculation on variable parameter \( \lambda \) to obtain it:

\[
\gamma = \exp(\log(\lambda)).
\]

In each training iteration, we obtain \( \lambda \) from the uniform distribution \([\lambda_{\text{min}}, \lambda_{\text{max}}]\) by random selection. After ablation study in Section V-B, we respectively set \( \lambda_{\text{min}} \) and \( \lambda_{\text{max}} \) to 4 and 16 in this paper. In particular, the random determination of \( \lambda \) leads to the variety of mask. Fig. 12 shows some generated masks with varying values of \( \lambda \).
E. Consistency between GTR and LTR (CGL)

Simply training the network with GTR images and LTR images has two weaknesses: (a) different randomization methods will fail to converge for network training; (b) even if the network converge well, the network may be trained towards completely different directions resulting in unstable performance. To this end, we impose the consistency loss to harmonizes the two randomization learning methods. L1 distance is utilized for the calculation of consistency loss. The formulation of proposed CGL can be written as:

\[
\mathcal{L}_{\text{con}}(X_{\text{GTR}}, X_{\text{LTR}}) = \mathcal{L}_1(f(X_{\text{GTR}}, \theta), f(X_{\text{LTR}}, \theta)),
\]

(11)

where \(\mathcal{L}_1(\cdot, \cdot)\) denotes the L1 distance, \(\theta\) is the weights of the whole segmentation network \(f(\cdot, \cdot)\). Note that we extract the feature maps from the last convolutional layer before softmax to calculate the L1 distance.

F. Network Training

Given a set of training samples \(D = \{X, X_{\text{GTR}}, X_{\text{LTR}}, Y\}\), where \(X, X_{\text{GTR}}\) and \(X_{\text{LTR}}\) are the input raw image, GTR-generated image and LTR-generated images, \(Y\) is the ground-truth. Considering both GTR and LTR are utilized in training, we define the following segmentation loss:

\[
\mathcal{L}_{\text{seg}} = \mathcal{L}_w(X, Y) + \mathcal{L}_w(X_{\text{GTR}}, Y) + \mathcal{L}_w(X_{\text{LTR}}, Y),
\]

(12)

where \(\mathcal{L}_w(X, Y), \mathcal{L}_w(X_{\text{GTR}}, Y)\) and \(\mathcal{L}_w(X_{\text{LTR}}, Y)\) is the weighted cross entropy loss of raw image, GTR-generated image and LTR-generated image, respectively.

Considering the consistency regularization described in Section III-E, our final training loss can be rewritten as:

\[
\mathcal{L} = \arg \min (1 - \beta)\mathcal{L}_{\text{seg}} + \beta \cdot \mathcal{L}_{\text{con}}(X_{\text{GTR}}, X_{\text{LTR}}),
\]

(13)

where \(\beta\) is the hyper-parameter which trades off the quality of segmentation loss (\(\mathcal{L}_{\text{seg}}\)) with consistency loss (\(\mathcal{L}_{\text{con}}\)). In this paper, \(\beta\) is set to 1e-5. As for testing, the image only pass through the segmentation network without the process of GTR, LTR and CGL.

IV. EXPERIMENTAL SETUP

A. Datasets Description

Source domain datasets: GTA5 is a synthetic image dataset collected in a computer game with pixel-wise semantic labels. It contains 24966 images with resolution of 1914 \(\times\) 1052. It includes 19 classes which are compatible with most semantic segmentation datasets of outdoor scenes.

SYNTHIA is a large synthetic dataset with pixel-level semantic annotations. The subset SYNTHIA-RANDCITYSCAPES is used in our experiments which contains 9400 images. It consists of 16 categories with high resolution of 1280 \(\times\) 760.

Target domain datasets: Cityscapes contains vehicle-centric urban street images taken from some European cities. There are 5000 images with
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Fig. 11. Illustration of the proposed LTR module. To generate the mask, a well-designed mask generator [72] is applied to a noise image.
pixel-wise annotations. The images with size of $2048 \times 1024$ are labeled into 19 classes.

**BDDS** contains thousands of real-world dashcam video frames with accurate pixel-wise annotations. It contains 34 labeled categories with resolution of $1280 \times 720$. The training, validation, and test sets contain 7000, 1000 and 2000 images, respectively.

**Mapillary** contains street-level images with diverse resolutions. The annotations contain 66 object classes, but only 19 and 16 classes that overlap with GTA5 and SYNTHIA respectively, are used in our experiments. It has a training set with 18000 images and a validation set with 2000 images.

**SRSS experimental settings:**

1. GTA5 to Cityscapes, 2. GTA5 to BDDS, 3. GTA5 to Mapillary, 4. SYNTHIA to Cityscapes, 5. SYNTHIA to BDDS and 6. SYNTHIA to Mapillary.

### B. Implementation Details

For fair comparison with other Domain Generalization methods, we use VGG-16 [74], ResNet-50 and ResNet-101 [75] as the segmentation network respectively. The source codes and models are trained and evaluated on PyTorch toolbox [76] based on Python 3.6 platform. For more details, all proposed models are implemented on 8 NVIDIA RTX 2080Ti GPUs and two E5-2620 CPUs.

**Evaluation Metric.** Following previous works, we utilize PASCAL VOC Intersection over Union (IoU) [77] as the evaluation metric for testing. And mIoU is the mean value of IoUs across all categories. There is a positive correlation between mIoU value and segmentation performance.

**Data Preprocessing.** For the training set in GTA5, we crop each panoramic image into two patches with a resolution of $1052 \times 1052$. Then, we resize each cropped image into a resolution of $640 \times 640$. For the training data in SYNTHIA dataset, we also crop each image into two patches with a resolution of $640 \times 640$. Since downsampling of CNN, we restore the resolution of the output prediction by upsampling with Bi-linear Interpolation. Finally, as [78], [79] do, we further adopt random mirror and Gaussian blur to images before network training.

**Parameter Settings.** The model is initialized with the network parameters pre-trained on ImageNet [80] except those of the final classifier layer. In training period, we choose standard Stochastic Gradient Descent (SGD) [81] optimizer with a batch size of 2, a momentum of 0.9 and a weight decay of 5e-4. The learning rate is set to 1e-5 initially and follows the poly learning rate policy [82] with a poly power of 0.9. The total number of training iterations is set to 200000. We set the probability of triggering random mirror and Gaussian blur to 50%. In addition, the radius in Gaussian blur is randomly selected from the range of [0, 1].

## V. Experimental Results

### A. Comparison with State-of-Arts

In this subsection, extensive experiments are conducted to show the generalization performance of our framework.

Since few work has been devoted to Domain Generalization, we compare our results with the only known three Domain Generalization methods: DPRC [52], IBN [53] and SW [54]. Note that DPRC, IBN and SW are based on different backbone networks, i.e., ResNet-101 (DPRC), ResNet-50 (IBN) and VGG16 (SW). Therefore, we implement our method on three different backbone networks to make a fair comparison.

**Comparison with DRPC.** Following DRPC [52], we report the results on three different target domains (Cityscapes, BDDS and Mapillary) from two source domains (GTA5 and SYNTHIA). Specifically, we implement our framework in six experimental settings: “GTA5 to Cityscapes”, “GTA5 to BDDS”, “GTA5 to Mapillary”, “SYNTHIA to Cityscapes”, “SYNTHIA to BDDS” and “SYNTHIA to Mapillary”. DRPC [52] introduce many real-world domains in network training with a pyramid consistency regularization. As shown in Tab. I and Tab. II, we can see that our proposed framework achieves superior results in all settings. In addition, our framework also has a better mIoU gain in each experimental setting. This illustrates that our proposed framework is more capable of improving generalization performance.

### TABLE I

**The comparison results with DRPC. This table shows the generalization results for SRSS settings from GTA5. The best results of each setting are marked in bold.**

| Network | SRSS Setting | Methods | mIoU | mIoU ↑ |
|---------|--------------|---------|------|--------|
| GTA5 to Cityscapes | Source Only [52] | 33.6 | 8.9 |
| | DRPC [52] | 42.5 |
| | Source Only | 38.2 | 9.7 |
| | Ours | 43.7 | 9.7 |
| ResNet-101 | GTA5 to BDDS | Source Only [52] | 27.8 | 10.9 |
| | DRPC [52] | 38.7 |
| | Source Only | 28.1 | 11.5 |
| | Ours | 39.6 | 11.5 |
| GTA5 to Mapillary | Source Only [52] | 28.3 | 9.8 |
| | DRPC [52] | 38.1 |
| | Source Only | 28.6 | 10.5 |
| | Ours | 39.1 | 10.5 |

### TABLE II

**The comparison results with DRPC. This table shows the generalization results for SRSS settings from SYNTHIA. The best results of each setting are marked in bold.**

| Network | SRSS Setting | Methods | mIoU | mIoU ↑ |
|---------|--------------|---------|------|--------|
| SYNTHIA to Cityscapes | Source Only [52] | 29.7 | 7.9 |
| | DRPC [52] | 37.6 |
| | Source Only | 39.2 | 9.5 |
| | Ours | 39.7 | 9.5 |
| ResNet-101 | SYNTHIA to BDDS | Source Only [52] | 34.3 | 8.7 |
| | DRPC [52] | 43.4 |
| | Source Only | 35.3 | 9.5 |
| | Ours | 35.3 | 9.5 |
| SYNTHIA to Mapillary | Source Only [52] | 34.1 | 5.4 |
| | DRPC [52] | 43.1 |
| | Source Only | 36.4 | 6.9 |
| | Ours | 36.4 | 6.9 |

### TABLE III

**Quantitative results of the comparison with IBN. The best results are marked in bold.**

| Network | SRSS Setting | Methods | mIoU | mIoU ↑ |
|---------|--------------|---------|------|--------|
| ResNet-50 | GTA5 to Cityscapes | Source Only [53] | 22.2 | 7.4 |
| | IBN [53] | 29.6 |
| | Source Only | 31.7 | 6.9 |
| | Ours | 38.6 | 6.9 |

**Comparison with IBN.** We follow the experimental setting (“GTA5 to Cityscapes”) in IBN [53] to evaluate our framework using backbone network ResNet-50. More specifically, the training set only contains the labeled data in GTA5. Since the ground-truth of testing set in Cityscapes is missing, we use...
Fig. 13. Qualitative Domain Generalization based SRSS results from GTA5 to Cityscapes, Mapillary, and BDDS. It can be seen that the segmentation performance is improved by adding the proposed modules progressively. Note that all results are obtained under the condition of TCPS. (The figure is best viewed in color)

Table IV

| Network   | SRSS Setting | Methods | mIoU   |
|-----------|--------------|---------|--------|
| ResNet-50 | GTA5 to Cityscapes | Source Only | 31.7  |
|           |               | Ours    | 38.6   |
|           |               | Ours+IBN [53] | 39.5  |

the validation set as the testing set in our experiments. IBN utilizes Instance Normalization (IN) and Batch Normalization (BN) to capture more invariant information from appearance changes while preserving content related information. Our method also learns invariant information, but we devote to data randomization while IBN devotes to network structure design. From the comparison shown in Tab. III, it can be seen that although the mIoU gain of ours is slightly weaker than IBN, our framework achieves a mIoU of 38.6% which is significantly 9% better than IBN. In addition, our method is complementary with IBN. To demonstrate that, the additional experiment on model with both IBN and our method is conducted. The results are shown in Tab. IV. We can see that the model with both IBN and our method boosts the performance to 39.5%, which is 0.9% better than the model with only our method.

Table V

| Network   | SRSS Setting | Methods | mIoU↑  |
|-----------|--------------|---------|--------|
| VGG-16    | GTA5 to Cityscapes | Source Only | -  |
|           |               | SW [54] | 35.7   |
|           |               | Ours    | 37.2   |
|           |               | Ours+IBN [53] | 39.5  |

Comparison with SW. SW [54] is a modified model from IBN [53]. It provides an integration of several whitening techniques and standardization techniques. SW can adaptively
In our approach, without loss of generality, we only exhibit designs (GTR and LTR) complement with each other. In all experimental setting. It means our framework with LTR achieves remarkable results and gives a further improvement to our network. Compared to baseline (Tab. VIII a), the model with GTR can achieve 5.2% improvement in experimental setting G→C, 7.3% improvement on G→B and 3.5% improvement on G→M. The improvements of the GTR clearly demonstrate the benefit of utilizing diverse texture styles.

Effects of Local Texture Randomization (LTR). To evaluate the benefits of the proposed module LTR, we also re-implement our approach only with LTR (Tab. VIII c). In terms of mIoU, our framework with LTR achieves 41.8%/36.1%/33.7% on G→C/G→B/G→M. Meanwhile, compared to baseline (Tab. VIII a), model with LTR can greatly boost the results by 7.8%/8%/5% from GTA5 to Cityscapes/BDDS/Mapillary. According to the comparison between model only with GTR (Tab. VIII b) and model only with LTR (Tab. VIII c), we can see that the proposed method LTR performs better than GTR in all three settings (G→C, G→B, G→M). We consider to combine GTR and LTR in our approach aiming to lead both global and local texture styles to our network. Compared to (Tab. VIII b) and (Tab. VIII c) respectively, model adopted GTR and LTR (Tab. VIII d) achieves remarkable results and gives a further improvement in all experimental setting. It means our mainly proposed two methods (GTR and LTR) can complement with each other.

### B. Ablation Studies

In this subsection, we demonstrate the benefit of each design in our approach. Without loss of generality, we only exhibit the generalization results from GTA5 (G) to Cityscapes (C), BDDS (B) and Mapillary (M) with the backbone network ResNet-101. In Tab. VIII, we detail the mIoU improvement by progressively adding components: Global Texture Randomization (GTR), Local Texture Randomization (LTR) and Consistency between GTR and LTR (CGL). Besides, to demonstrate benefits of the proposed Texture Complexity based Painting Selection (TCPS), the same ablation experiments are conducted under different conditions (with or without TCPS).

#### 1. Effects of Global Texture Randomization (GTR)

One can observe that compared to baseline (Tab. VIII a), the proposed GTR (Tab. VIII b) helps boost the performance from 34.0% to 39.2%, from 28.1% to 35.4% and from 28.6% to 32.1% on GTA5 (G)→Cityscapes (C), GTA5 (G)→BDDS (B) and GTA5 (G)→Mapillary (M). We can also see that the model with GTR can achieve 5.2% improvement in experimental setting G→C, 7.3% improvement on G→B and 3.5% improvement on G→M. The improvements of the GTR clearly demonstrate the benefit of utilizing diverse texture styles.

#### 2. Effects of Local Texture Randomization (LTR)

To evaluate the benefits of the proposed module LTR, we also re-implement our approach only with LTR (Tab. VIII c). In terms of mIoU, our framework with LTR achieves 41.8%/36.1%/33.7% on G→C/G→B/G→M. Meanwhile, compared to baseline (Tab. VIII a), model with LTR can greatly boost the results by 7.8%/8%/5% from GTA5 to Cityscapes/BDDS/Mapillary. According to the comparison between model only with GTR (Tab. VIII b) and model only with LTR (Tab. VIII c), we can see that the proposed method LTR performs better than GTR in all three settings (G→C, G→B, G→M). We consider to combine GTR and LTR in our approach aiming to lead both global and local texture styles to our network. Compared to (Tab. VIII b) and (Tab. VIII c) respectively, model adopted GTR and LTR (Tab. VIII d) achieves remarkable results and gives a further improvement in all experimental setting. It means our mainly proposed two designs (GTR and LTR) can complement with each other. Moreover, it is important to find out the key factors affecting the performance of LTR. Several experiments are conducted to explore more combinations of painting styles in LTR.
Ablations with and without TCPS are performed to understand performance on most of evaluation metrics. As shown in Tab. XI, CGL shows the best performance on all settings. Besides, we show results for different consistent strategies in Tab. XI. The experiments include: Consistency between GTR and LTR (CGL), Consistency between LTR and Source flow (CLS), and Consistency among Three Flows (CTF). It is worth noting that we utilize the single style image in LTR. Compared to LTR with multiple painting styles (Tab. IX b/c), LTR with single painting style (Tab. X d/e) achieves almost the same performances when the proportion of raw style is same. It illustrates that the proportion of the raw style is the main factor to affect the performance of LTR. As shown in Tab. IX, our approach achieves the best performance when the raw style has the same proportion with the painting styles.

Effects of Consistency between GTR and LTR (CGL). When further adding CGL to our framework, the performance of our framework (Tab. VIII e) is boosted to 43.2%/39.1%/38.4% on G→C/G→B/G→M. Compared to the model with GTR and LTR (Tab. VIII d), although the CGL has little improvements, it has a widely stable performance gains in all settings. Besides, we show results for different consistent strategies in Tab. XI. The experiments include: Consistency between GTR and Source flow (CGS), Consistency between LTR and Source flow (CLS) and Consistency among Three Flows (CTF). As shown in Tab. XI, CGL shows the best performance on most of evaluation metrics.

Effects of Texture Complexity based Painting Selection (TCPS). Ablations with and without TCPS are performed to verify the proposed painting selection method. Note that when not adopting TCPS, 15 paintings are randomly selected from the painting dataset. Ablation results are given by taking the average value of 5 times experiments. The random painting selection of each experiment is independent. Compared with directly random selection from the painting dataset (Tab. VIII h-i), the model with TCPS (Tab. VIII h-i) improves the performance in each ablation setting by 0.5%–1.3%. This confirms the effectiveness of our TCPS.

Unreal Painting vs. Real or Synthetic Image. In this paper, there are three types of datasets: Unreal Painting (“Painter by Numbers”), Synthetic Image (GTA5 and SYNTHIA) and Real Image (Cityscapes, BDSS and Mapillary). We mainly demonstrate the domain generalization ability of network can be significantly improved with unreal paintings. Whether it can meet the equal level of performance when using real or synthetic images to execute GTR and LTR? As shown in Tab. XII, we conduct experiments to address the above concern. It can be seen that the utilization of paintings outperforms using real and synthetic images in all SRSS settings. This is due to unreal paintings of dataset “Painting by Numbers” introduce various irregular and indistinct textures, enforcing the network to learn from other domain-invariant cues. While in real or synthetic dataset, the source images are transferred to a new domain. And the performance mainly depends on the similarity between the transferred domain and target domain.

Analysis of Parameters. The performances of our approach with different training iterations are shown in Tab. XIII. It can be seen that setting the number to 200000 produces the best performance (Tab. XIII).
results. Applying a larger or smaller iteration number leads to a degradation of the domain generalization performance. The $\lambda$ in Equation 7 is the parameter to control the standard deviation of Gaussian kernel. We evaluate the performance of our method to this parameter. The results are recorded in Tab. XIV. For scores which are marked in blue, we can see that any two neighboring results are extremely close to each other (within 1%). In addition, all blue scores show outstanding performance and surpass the green scores in a large margin. The scores marked in blue are results of $\lambda$ varying from 4 to 16. In order to increase the diversity of paintings while ensuring the performance, we randomly choose $\lambda$ from [4, 16] in each iteration. The $\beta$ in Equation 13 is the parameter to trade off the quality of segmentation loss with consistency loss. As shown in Tab. XV, we can see that when $\beta = 1e-5$, our method achieves the best performance. The threshold of texture complexity $T_{\text{exc}}$ has the same analysis trends with $\lambda$. From Tab. XVI, one can observe that when $T_{\text{exc}} \in [0.55, 0.65]$, our method achieves outstanding performances.

**Quantitative Results.** Fig. 13 provides some visual examples of the semantic segmentation results under three Cross-Domain settings. We can see that the proposed framework (the 5-th column) can generate segmentation with more details (e.g., pole, traffic sign and traffic light). Comparing results in the 2-nd column and the 3-rd column, the model with GTR produces less noisy regions, especially in the category of road. In addition, the usage of LTR brings a better boundary decision in various settings. For example, segmentation boundaries of car, pole, bicycle, traffic light and traffic sign in the 4-th column are clearer than the first few columns. Fig. 14 shows some failure examples. One can observe that when the sidewalk has a dark green texture appearance, our method may misclassify some regions of sidewalk into terrain. The example in the 2-nd column shows that the shadow in sidewalk are misclassified, but human can easily recognize the shadow. This is due to that our model can not completely eliminate the effect of texture even using GTR and LTR.

**VI. Conclusion**

In this paper, we mainly present two texture randomization mechanisms for Domain Generalization. To relieve the network’s strong bias towards recognizing texture, we propose a mechanism named Global Texture Randomization (GTR) to learn domain-invariant information. Next, Local Texture Randomization (LTR) mechanism is proposed to address the cases where only local regions are texture-different between the synthetic and real-world images. Moreover, to harmonize the two randomization mechanisms, consistency between GTR and LTR (CGL) is introduced. Besides, Texture Complexity based Painting Selection (TCPS) is proposed to ensure paintings are reliable enough for the above texture randomization mechanisms. Extensive experiments indicate that our approach achieves the state-of-the-art results in multiple synthetic-to-real dataset settings with different network backbones, which clearly demonstrates the effectiveness of our method.
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