We investigate the underlying geometric problem of determining the center of a circular object based on its projective image. The main idea is to exploit two concentric circles — in the application scenario these are the pupil and the iris. We show that it is possible to compute the center and the ratio of the radii from the mapped concentric circles with a direct method that is fast and robust in practice. We evaluate our method on synthetically generated data and find that it improves systematically over using the center of the fitted ellipse. Apart from applications of eye tracking we estimate that our approach will be useful in other tracking applications.

Index Terms: [Computing Methodologies]: Computer Vision—Model development and analysis

1 INTRODUCTION

It is becoming more and more common to include video cameras in head mounted displays to enable eye tracking in virtual reality environments. In this setting, the optical axis of the eye is usually determined based on the center of the pupil, which can be extracted from the video images. Identification of the pupil in the image stream is commonly done by fitting an ellipse to the boundary between the dark pupil and much lighter iris. This approach introduces two sources of error: 1) the center of the ellipse in the image is not the center of the pupil, because the camera transformation is projective (and not just affine); 2) the refraction at the cornea distorts the pupil shape in addition to the projective camera transformation. The problems from refraction can be circumvented in other situations by additional tracking equipment [7]. Without such equipment it may be possible to compensate the effect based on a computationally involved inverse model [6]. We focus on the first problem, namely the non-affine mapping of the center. To our knowledge, this is the first work providing a computational approach estimating the true pupil center in the context of video-based eye tracking.

The fact that the center of a circle is not mapped to the center of an ellipse under projective transformations is illustrated in Figure 1. The pair of ellipses in (a) is the result of perspectively projecting the two concentric circles in (b) to the image plane. The centers of the two ellipses are not coincident (c), and neither coincides with the projected center $p$ of the concentric circles. As we explain later, there are in fact many projective transformations that would map a pair of concentric circles to the two ellipses found in the image.

However, all of them give rise to the same projective center, and also all of them agree on the ratio of the radii. In other words, based on the pair of ellipses, the center of the concentric circles and the ratio of the radii are uniquely determined.

The set of concentric circles is an instance of a pencil of conics. One of the degenerated circles in the group corresponds to the true center and it is invariant under projective transformation. In Section 2, we explain this concept and show how it leads to a simple formulation for a computational approach.

We apply our method to estimate the true pupil center by using a pair of ellipses, i.e., the pupil ellipse and the iris ellipse. Tested with synthetic data, we show that our method provides robust estimation of pupil center with respect to projective distortion (see Section 3). Compared to the pupil center estimated from ellipse fitting our estimation shows significant improvement, less than one pixel distance to the true pupil center in most cases.

Apart from eye tracking, our method can also be used for related tasks in computer vision. The idea of exploring the projective invariant properties of concentric circles is not new. It has been used for markers consisting of the two concentric circles specified by a ring [15] or localization in robotics applications [8]. Compared to the iterative optimization techniques our formulation as an eigenproblem is more direct.

2 BACKGROUND AND RELATED WORK

The estimation of gaze direction in video-based eye tracking relies on measuring the pupil center [7,13]. Image analysis algorithms...
are used to estimate the pupil center. The boundary of the pupil is fitted into an ellipse, and its euclidean center is taken as the pupil center \(10, 20\). The estimated pupil center is then mapped to gaze direction through calibration, very often with the aid of glint, known as the corner reflection, reflected from a controlled light source. However, most mobile eye tracking system are based on glint-free tracking systems \(16\).

How to accurately estimate pupil center position is of major concern in the eye tracking community. The main challenges are risen from distortions in the captured images, namely the projective distortion and the refractive distortion \(6, 22\). Projective distortion moves the projected pupil center away from the ellipse center as shown in Figure \(14\). The refractive distortion is caused by the different refractive index of cornea \(n = 1.33, n_{air} = 1.0 \), which leads to irregularly distorted pupil boundaries in the camera image. Such distortion depends on the camera viewing direction \(9\) even when the cornea surface is simplified to a perfect sphere. The analysis gets more complicated when the curvature of the cornea changes \(3\). Glint-based eye tracking systems implicitly model the refraction distortion \(14\), for example by using the difference vector between pupil center and corner reflection for gaze estimation.

Apart from the above described feature-based gaze estimation, appearance-based gaze estimation methods rely on the detection of eye features in the images \(1, 19\), such as the iris center and the eye corners. These methods aim to track the eye movements for example with webcams. Image resolution in the eye region is limited and the appearances of pupil and cornea are less distinguishable. Very often full faces are visible in the images, therefore, facial landmarks are used as additional information in deep learning methods \(18, 26\). However, simultaneous detection of both pupil and iris is difficult in both feature-based methods and appearance-based methods, and it inevitably requires many empirical parameter settings \(12, 23\). Robust detection of both pupil and iris remains as a challenging problem, especially that irises are partially occluded by eyelids.

Additionally, model-based gaze estimations have been proposed where multiple eye images are used to optimize a three-dimensional eye ball model \(22\). Recently a model-fitting approach accounting for cornea refraction has been proposed \(6\). In principle, these model fitting methods are based on ray tracing, which is a considerably expensive procedure. It results in a non-linear minimization problem which requires iterative solving procedures.

We propose a simple method utilizing the underlying geometric properties of two concentric circles, the pupil and the iris. Our method directly computes the true pupil center in the camera image as well as the projective invariant radii ratio. In general, large distance to the camera image center leads to large projective distortion. In the context of eye tracking, this means larger pupils are more seriously distorted. Recent study \(14\) shows that changes in pupil sizes can lead to sever accuracy drops in eye tracking. Pupil size has been used as additional information in deep learning methods \(18, 26\). For an ellipse with geometric parameters \((c_x, c_y)\) (geometric centroid), \(a\) (major semiaxis), \(b\) (minor semiaxis) with a rotation angle \(\theta\), the coefficients in \(1\) are given by

\[
A = a^2 \sin^2 \theta + b^2 \cos^2 \theta, \quad B = 2(b^2 - a^2) \cos \theta \sin \theta, \\
C = a^2 \cos^2 \theta + b^2 \sin^2 \theta, \quad D = -2ac_x - Bc_y, \\
E = -Bc_x - 2Cc_y, \quad F = Ac_x^2 + Bc_y c_x + Cc_y^2 - a^2 b^2.
\]

### 3.1 Matrix Representation of Conics

A conic, such as an ellipse, takes a general implicit form

\[
Ax^2 + Bxy + Cy^2 + Dx + Ey + F = 0, \quad (1)
\]

which can be expressed in the following matrix form:

\[
\begin{bmatrix} x & y & 1 \end{bmatrix} \begin{bmatrix} A & B/2 & D/2 \\ B/2 & C & E/2 \\ D/2 & E/2 & F \end{bmatrix} \begin{bmatrix} x \\ y \\ 1 \end{bmatrix} = 0,
\]

where the symmetric matrix \(Q\) is called the matrix representation of the conic, and \(V = (x, y, 1)^T\) is a vector in homogeneous coordinates. Note that the rescaled matrix \(Q \mapsto \alpha Q\), where \(\alpha\) is a nonzero scalar, defines the same conic. This means the matrix representation is a homogeneous coordinate of the conic. Each conic uniquely corresponds to such a homogeneous matrix representation.

For an ellipse with geometric parameters \((c_x, c_y)\) (geometric centroid), \(a\) (major semiaxis), \(b\) (minor semiaxis) with a rotation angle \(\theta\), the coefficients in \(1\) are given by

\[
A = a^2 \sin^2 \theta + b^2 \cos^2 \theta, \quad B = 2(b^2 - a^2) \cos \theta \sin \theta, \\
C = a^2 \cos^2 \theta + b^2 \sin^2 \theta, \quad D = -2ac_x - Bc_y, \\
E = -Bc_x - 2Cc_y, \quad F = Ac_x^2 + Bc_y c_x + Cc_y^2 - a^2 b^2.
\]

### 3.2 Algorithm

Let \(Q_1, Q_2\) be two detected ellipses, represented in matrix form, and assume they are the result of an unknown projective transformation of a pair of concentric circles. Then the following algorithm finds the center \(p\) and the radii ratio \(R/r\) for the inferred pair of concentric circles.

**Algorithm 1** Concentric circles in perspective

**Input:** \(Q_1, Q_2\) \[\triangleright\] Two ellipses as \(3 \times 3\) symmetric matrices.

1. \(A := Q_2 Q_1^{-1}\).
2. \((\lambda_1, u_1)_{i=1}^3 \leftarrow\) the eigenvalue and eigenvector pairs of \(A\), with the observation that \(\lambda_1 \approx \lambda_2\) and \(\lambda_3\) distinguished.
3. \(p = (p_x, p_y, p_z)^T = Q_3^{-1} u_3\).
4. \(p := (\bar{p_x}/\bar{p_z}, \bar{p_y}/\bar{p_z})\).

**Output:** \(p\) and \(R/r := \sqrt{\lambda_2/\lambda_3}\).
4 Mathematical Justification

The rather straightforward algorithm Alg. [31] is derived based on projective geometry. In this section we provide the necessary background about conics in projective planes, and derive the formulae in Alg. [31].

4.1 Special Sets of Conics

In the following we provide a number of basic relations between the algebraic and the geometric aspects of conics. These notions allow us to characterize projective transforms of concentric circles.

4.1.1 Degenerate Conics

A conic, represented as a $3 \times 3$ symmetric matrix $Q$, is degenerate if $\det(Q) = 0$. What this means geometrically is that the conic becomes one point, one line, a union of two lines, or a union of two complex conjugate lines whose intersection is a real point.

4.1.2 Projective Transformations

A projective transformation deforms a conic $Q$ into another conic with matrix $L^{-1} Q L^{-1}$, where $L$ is some general invertible $3 \times 3$ matrix representing the non-degenerate projective transformation in homogeneous coordinates.

4.1.3 Intersections of Conics

Two generic conics $Q_1$, $Q_2$ can have four, two, or zero real intersection points. When the number of intersection points is less than four, what happens is that the missing intersections become imaginary. If one allows $x, y$ to be complex, then there are always four intersection points, counted with multiplicity.

4.1.4 Pencil of Conics

Given two generic conics $Q_1$, $Q_2$, one can construct a family of conics through linear combinations

$$Q_\alpha := \alpha Q_1 + \beta Q_2, \quad \alpha, \beta \in \mathbb{C}. $$

This family of conics is called a pencil of conics. Geometrically, the pencil of conics consists of all conics passing through the four fixed (possibly complex) intersection points of $Q_1$ and $Q_2$. Since a rescaling of the matrix $Q_\alpha$ results in the same conic, one may use only one parameter $\lambda$ replacing $(\alpha, \beta)$ to parametrize the pencil of conics:

$$Q_\lambda := -\lambda Q_1 + Q_2, \quad \lambda \in \mathbb{C}. $$

The minus sign here is for later convenience.

4.1.5 Circles

A conic $Q$ is a circle if $A = C$ and $B = 0$ in $Q$. This condition is equivalent to equation $v^T Q v = 0$ admitting two special solutions $v = (1, i, 0)^T$ and $v = (1, -i, 0)^T$. The two complex points at infinity $(1, \pm i, 0)^T$ are called the circular points. (Here, “point at infinity” refers to the vanishing 3rd component in the homogeneous coordinate.)

4.1.6 Concentric Circles

Two conics $Q_1$, $Q_2$ are concentric circles if they are not only circles (passing through the circular points $(1, \pm i, 0)^T$) but also that $Q_1$, $Q_2$ intersect only at the circular points with multiplicity two. In other words, $Q_1$, $Q_2$ touch at the circular points. The pencil of conics spanned by a pair of concentric circles $Q_1$, $Q_2$ consists of all circles concentric to $Q_1$ and $Q_2$. In this pencil of concentric circles there are several degenerate conics. One of them corresponds to the circle collapsed to the center point. This center point is a degenerate conic as the two complex conjugate lines joining the center point to each circular points. Another degenerate concentric circle is the single real line connecting the two circular points.

4.2 Projective Transforms of Concentric Circles

From Sec. 4.1.2 we conclude that two real conics $Q_1$, $Q_2$ can be projectively transformed into a pair of concentric circles if and only if $Q_1$ and $Q_2$ touch at two complex points.

The statement follows from that under any real projective transformation, the touching points $(1, \pm i, 0)^T$ of any pair of concentric circles are transformed to some other pair of complex conjugated points, and at the same time the incidence relations—such as the notion of touching—are preserved. Conversely, if two real conics touch at two complex points, then these two touching points must be the complex conjugate of each other (since the conics are real). Hence there exists real projective transformations sending the two touching points to $(1, \pm i, 0)^T$. Such projective transformations effectively map the two conics into a pair of concentric circles.

4.2.1 Finding the Center

Suppose $Q_1$ and $Q_2$ are projective transforms of a pair of concentric circles. Then finding their common center amounts to seeking a degenerate conic in the pencil of conics spanned by $Q_1$ and $Q_2$. Using the parametric equation (2) for the pencil, we solve

$$\det(-\lambda Q_1 + Q_2) = 0. $$

Assuming $\det(Q_1) \neq 0$ we rewrite (3) as

$$\det(-\lambda I + Q_2 Q_1^{-1}) = 0, $$

which is an eigenvalue problem for

$$A := Q_2 Q_1^{-1}. $$

The three eigenvalues $\lambda_1, \lambda_2, \lambda_3$ correspond to three degenerate conics in the pencil. Two of the degenerate conics coincide ($\lambda_1 = \lambda_2$), being the single line joining the two touching points of $Q_1, Q_2$. The other distinguished degenerate conic is a real point $p$ (together with two complex conjugate lines) representing the center we look for.

The point $p$ in the degenerate conic $Q_{\lambda_0} = -\lambda_3 Q_1 + Q_2$ can be found by solving $Q_{\lambda_0} p = 0$:

$$(-\lambda_3 Q_1 + Q_2) p = 0 \implies A Q_1 p = \lambda_3 Q_2 p. $$

That is, $p = Q_2^{-1} u_3$ where $u_3$ is the eigenvector $A u_3 = \lambda_3 u_3$ associated with the eigenvalue $\lambda_3$. 

4.2.2 Radii Ratio

A projective transformation (Sec. 4.1.2) $Q_1 \mapsto L^{-1} Q_1 L^{-1}, Q_2 \mapsto L^{-1} Q_2 L^{-1}$ yields

$$A \mapsto (L^{-1} Q_2 L^{-1})(L^{-1} Q_1 L^{-1})^{-1} = L^{-1} Q_2 L^{-1} L^{-1} = L^{-1} Q_2 L^{-1}, $$

which leaves the eigenvalues of $A$ invariant. Therefore, the ratios of eigenvalues $\lambda_1 : \lambda_2 : \lambda_3$ are invariant quantities under projective transformations. Here we only consider the ratios since the matrices $Q_1, Q_2, A$ are defined only up to a scale.

For $Q_1, Q_2$ that are projective transforms of concentric circles, consider a projective transformation $Q_1' = L^{-1} Q_1 L^{-1}$, $Q_2' = L^{-1} Q_2 L^{-1}$ so that $Q_1'$ and $Q_2'$ are concentric circles with radii $r$ and $R$ respectively. Since the radii are invariant under translations, we may assume that the concentric circles are centered at the origin without loss of generality. Then we have

$$Q_1' = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2 \end{bmatrix}, \quad Q_2' = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -R^2 \end{bmatrix}. $$
and

\[ A' = L^{-\top} A L^{-1} = Q_2 Q_1^{-1} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & R^2/r^2 \end{bmatrix}. \]

Thus the invariant eigenvalue ratio of \( A \) is given by \( \lambda_1 : \lambda_2 : \lambda_3 = 1 : 1 : R^2/r^2 \). Therefore, the radii ratio \( R/r \) is encoded in the eigenvalues \( \lambda_1 = \lambda_2 = \lambda_3 \) of \( A \).

In practice, when the two conics \( Q_1, Q_2 \) are detected with measurement error, the spectrum of \( A \) may only have an approximated double \( \lambda_1 \approx \lambda_2, \lambda_3 \). In that case we retrieve the radii ratios of the concentric circles by one of the following symmetrizations

\[ R \approx \sqrt{\lambda_1 \lambda_2} \approx \sqrt{\lambda_1 \lambda_3} \approx \sqrt{\lambda_2 \lambda_3} \approx \sqrt{\lambda_1 \lambda_2 \lambda_3}. \]

5 Results

We apply our method to estimate the true pupil center using the pupil ellipse and the iris ellipse and evaluate it on synthetic data.

5.1 Experimental Setup

Synthetic eye images are rendered using the 3D model proposed in [21] with cornea refractive index set to be 1.0 (see Figure 3 for examples). The true projected pupil center in the camera image is directly computed from the 3D model, and we also compute the pupil ellipse and the iris ellipse in the image plane. The pupil center estimated by our method is compared to 1) the Euclidean center of the pupil ellipse in the image plane and 2) the pupil center estimated by image based ellipse fitting following the method proposed in [20].

Eye camera is placed 3 cm in front of the eye, similar to the camera position in a mobile eye tracker. We experiment with various viewing angles (rotations of the camera), and three different pupil sizes when the eyes fixate at various targets. Fixation targets are evenly sampled from a circle that is placed perpendicular to the ground. We compare the Euclidean distance in pixel unit between the true pupil center in the image plane and the estimated pupil center using different methods.

5.2 Camera Rotation

With a fixed distance to the eye, the camera is placed at a set of locations that are possible in practice. We use spherical coordinates to describe the rotations. Polar angle \( \phi \) defines the rotation angle between the camera and the horizontal plane, and azimuthal angle \( \theta \) describes the camera rotation in the horizontal plane.

Figure 2 shows the estimation errors using different methods. We test with \( \phi \) varying from 10\(^{\circ}\) to 40\(^{\circ}\) and \( \theta \) varies from 30\(^{\circ}\) to 70\(^{\circ}\). In all tested scenarios, our method gives the best estimation with less than one pixel distance to the true pupil center. Estimated Euclidean centers of the pupil ellipse deviate away from the true pupil center. Image based ellipse fitting gives better estimation as more sample points from the boundary detection are used for ellipse fitting. However, the fitting fails when \( \theta \) is large. In such cases, the projected pupil is small in the camera image, subsequently with less camera distortion. Therefore, the estimated pupil positions get closer to its true position. As shown in Figure 2 estimation errors decreases with an increasing \( \theta \) from left to right in each plot.

5.3 Pupil Size

As we see from previous test, the estimation accuracy of the Euclidean ellipse center is correlated to the pupil size in the image plane. In this second experiment, we experiment with three different pupil sizes and compare the estimations when the eyes look at different targets. We evenly place 36 targets on a circle that lies perpendicular to the ground. Figure 3 shows the results where estimation error measured in pixel is the y-axis and x-axis corresponds to the rotation angle of the eye measured in degree. As expected, large pupil size leads to large estimation error. All estimation methods get worse but our method consistently provides the most accurate estimation. Once again, image based ellipse fitting method fails when the eyes are tilted to some extend as shown by the second image in each plot.

6 Discussion and Future Work

We introduce a simple algorithm to robustly estimate the true center position from a pair of ellipses projected from a pair of concentric circles. We apply our method in the context of eye tracking and use it to find the true pupil center in the image plane. Evaluation based on synthetic data shows promising results, especially comparing to the estimated center of the fitted ellipse. Even though we did not evaluate the performance of the method on the estimation of pupil size, we believe it is possible to estimate the pupil size using the radii ratio.

Despite the fact that our method can accurately estimate the true pupil center under projective distortion, it does not consider refraction, making it unsuitable for real-world eye tracking applications. However, note that our formulation allows us to estimate the radii ratio of two concentric circles, the pupil and the iris in this case, and the iris boundary is much less affected by the refraction at the corner. Theoretically we could use the estimated ratio to find the exact position of the pupil center as well as the iris center in the camera image. In other words, this would allow us to implicitly model the corner refraction and find the true pupil center under both distortions in the real scenarios.

Beyond the scope of eye tracking, concentric circles pattern has been commonly used as fiducial markers in computer vision related tasks [4,5]. Since detection accuracy and speed are crucial for fiducial marker based real-time application, our method could provide another option for fiducial marker based tracking. We are eager to investigate in this direction in future work.
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