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Construction projects are typically conducted in a complex and dynamic environment in which the accumulation of many interrelated factors causes high uncertainty [1–3]. Because of the uniqueness and complicatedness of construction projects, they can be subject to massive unexpected events. The inherent complexities and uncertainties of construction projects are due to the involvement of many parties, as well as political, economic, and social conditions under which the projects operate [4]. Complicatedness and uncertainties may have negative effects on the project with respect to cost, time, quality, safety, and sustainability [5, 6].

To improve project performance, it is imperative to establish a proper cost management strategy. Indeed, a comprehensive and systematic examination of impacts of cost-influencing factors on the project. This process includes identifying, categorizing, and assessing multiple influencing factors related to construction project costs. Several studies have been conducted to identify and suggest categories for the influencing factors of project cost. However, previous studies pay little attention on the impacts of economic and environmental factors on project cost. During the last decade, construction projects in New Zealand have been impacted by many events, such as a wave of immigration, rapid economic development, the housing boom, and growth and expansion of the construction industry [7]. Hence, efforts should be made to identify and manage the cost-influencing factors of the New Zealand construction industry.

Certain advanced statistical techniques have also been introduced in construction studies and research. Structural equation modelling has become one of the most...
popular analysis methods in construction research over the last decade [8]. The widespread application of structural equation modelling stems from the fact that it is capable not only of exploring the relationships between measurement variables and latent variables but also the complex relationships among latent variables. Since it is difficult to directly observe variables, normal analysis techniques cannot be used for observation. SEM serves as a measurement model that can explore the relationship between latent constructs and corresponding measurement indicators and a structural model that reveals the relationship between latent constructs. SEM typically represents a covariance-based SEM that depends on the covariance matrix of the observed data [9]. In most cases, this approach can produce reliable results, but it is unable to produce accurate results when its assumptions cannot be met [10]. Importantly, the accuracy of the parameter estimates generated by a covariance-based SEM approach relies on a large sample size. Hence, use of a covariance-based SEM approach would encounter serious difficulties when using small sample sizes [11].

Therefore, this study attempts to introduce the structural equation modelling based on the generalized maximum entropy (GME) and Bayesian methods. The generalized maximum entropy (GME) method developed by [12] can be used as an alternative method to estimate parameters for structural equation modelling (SEM) [13]. The GME method is theoretical information-based, which aims to maximize the entropy function, and in turn, maximizes the missing information. The method reparameterizes and reformulates the structural models and estimates the parameters by using the maximum entropy method (MEM) developed by [14]. In fact, this method reparameterizes the unknown parameters and error terms into a convex combination and reformulates the origin model. The generalized maximum entropy (GME) is a flexible method where no model assumptions are necessary and global measure of model fit is provided. Recently, a Bayesian SEM has been found that can handle complex models and data structures. The statistical development in the Bayesian SEM relies on raw observation rather than the covariance matrix of the observed data. The Bayesian SEM uses genuine prior information and observed data to produce results and provides other useful statistics including the mean of the posterior distribution, and it works well with a small sample size. Hence, the Bayesian SEM has great potential in data analysis.

The rest of this paper is organized as follows. Section 2 presents a literature review about the cost-influencing factors and the gaps in existing literature. Section 3 describes the classification of the influencing factors and the hypothesis formation. Section 4 introduces the questionnaire survey, the generalized maximum entropy, and Bayesian estimation methods. Section 5 presents data analysis by using both estimation methods and provides model evaluation. The results are discussed in Section 6. Conclusions and implications are presented in Section 7.

2. Literature Review

2.1. Influencing Factors of Construction Project Cost. In [15], 55 factors were identified and seven were recognized as being the most significant drivers of cost, which included collaboration and communication among involved parties, competency of the project team, leading capability of clients, and the socioeconomic environment. In [16], a questionnaire survey and interview were conducted with construction professionals and described the ten most important influencing factors for construction projects, such as policy changes, market volatility, and bureaucratic organization structure. In [17], essential factors for projects in the USA were revealed, including regulation or code changes, contract conditions, financial failure, inflation, and weather.

In [18], a questionnaire survey was conducted on the largest Kuwaiti contractors, and the findings indicated that financial failure, contractual conditions, resources availability, collaboration and competence of the project team, political uncertainties, inflation, permits and regulations, weather conditions, and Acts of God were all significant factors. In [19], a questionnaire survey and case study were conducted on contractors in China and the results described a variety of influencing factors, such as regulation requirements, a client’s objectives, competition, global trade influences, inefficient administration, the expertise of the project team, weather conditions, resources supply, and inflation.

In [20], interview surveys with project professionals were undertaken in India but were conducted by Singapore-based companies. The study results suggested that project financing and cultural differences were the main issues experienced by those construction projects. In [21], a questionnaire survey of construction professionals was performed in Australia and the results indicated that the factors that impact construction projects include excessive administration procedures and supply of resources. In [22], a fuzzy AHP method was performed and the results indicated that supply of resources, management cost, inflation, and complex organizational structures can significantly influence the project cost. In [23], the findings indicated that political factors are one of the most influential factors of construction projects because they are always related to the economy and investments, which severely impacts the exchange rate that, in turn, has a significant effect on imported goods. As described in [24], influence of stakeholders, regulatory requirements, external environment threats, and global influences impose increased pressure on project cost management.

2.2. Gaps in the Existing Literature. Several studies about factors impacting project cost in the context of construction have been performed. Although they have been conducted considering the factors that affect the project cost, a comprehensive study that includes all the significant influencing factors of project cost in New Zealand has rarely been
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performed. Moreover, factors influencing project cost in the construction industry are also viewed as a holistic entity. There is no study incorporating cost-influencing factors into a cohesive model. Therefore, developing a model that incorporates all the cost-influencing factors and project cost to examine their relationships is required. In addition, the study also introduces two alternative methods including the generalized maximum entropy and Bayesian methods, which can be used to estimate unknown parameters in structural equation modelling, and they are good at handling complex model with small sample size.

3. Development of Variables and Hypotheses

Grouping of the influencing factors is a part of factor identification; it tends to structure the diverse influencing factors that affect construction projects [21]. The current literature also suggests that the influencing factors should be categorized into groups [25]. According to the existing literature and the opinions of experts, the important cost drivers were identified and assessed that are divided into three main categories: construction project system, economic-market climate, and external environment.

3.1. Construction Project System. This type of influencing focuses on the project environment and refers to the influences imposed by the project context that directly impact the construction project cost. Construction project is usually conducted in a dynamic context, and the project can be affected by the context or the project system. In this study, the construction project system group includes cost-influencing factors such as resources supply and management [26, 27], competence and experience of key professionals [28, 29], relationship management and network development [30], organizational structure [31], risk management [32, 33], and contractual conditions [34, 35].

3.2. Economic-Market Climate. The construction projects are usually affected by the market change. Market condition is imperative for project success [36]. Economic stability can significantly influence the construction industry through employment and investments [37, 38]. Moreover, these factors also significantly affect the behavior of clients and construction companies. For example, reduced demand increases the employment and investments [37, 38]. Moreover, these factors significantly influence the construction industry through the market change. As the construction industry usually relies on various financial resources to meet its capital needs, inherent financial constraints impose further influences on the overall project cost [39]. In this study, the economic-market climate category consists of the influencing factors such as market structure and size [40, 41], competition level [42], economic stability [37, 38], investment management [43], inflation target and interest management [44], credit supply conditions [39, 45], and exchange rate fluctuation [46].

3.3. External Environment. According to [47], global influences pose challenges to project cost performance, but industry professionals are less familiar with them. Political stability and financial influences play important roles in the broader economy in which construction projects operate; these are usually considered to be external influencing factors due to them being beyond the control of the stakeholders [48–50]. The construction industry is substantially affected by economic conditions [51]. It is important to understand that the global economy shapes many national economic activities. Furthermore, natural disasters also present many risks to the operational environment of a project. In this study, the external environment category comprised of influencing factors such as political stability [48–50], financial integration and deepening [52–54], global economic climate [51], and natural disasters [55, 56].

3.4. Hypotheses. While the definition of the project cost could differ from one organization to another, the most reliable and reasonable project cost definition lies in three dimensions: capital construction cost, associated capital cost, and client-related cost [57]. Using the categories of influencing factors and dimensions of the project cost, a hypothetical diagram of the research model is shown in Figure 1. The corresponding hypotheses are as follows:

Hypothesis 1: construction project system (CPS) has a significant effect on the construction project cost (CPC) in New Zealand

Hypothesis 2: economic-market climate (EMC) has a significant effect on the construction project cost (CPC) in New Zealand

Hypothesis 3: external environment (EE) has a significant effect on the construction project cost (CPC) in New Zealand

Hypothesis 4: economic-market climate (EMC) significantly influences construction project system (CPS)

Hypothesis 5: external environment (EE) significantly influences economic-market climate (EMC)

Hypothesis 6: external environment (EE) significantly influences construction project system (CPS)

As addressed in [40], categorization of influencing factors is regarded to be highly subjective. Refinement of the correct measurement indicators to accurately represent the latent constructs is a complex task. It is difficult to represent or measure the latent construct with one observed variable. A comprehensive list of measurement indicators that clearly represents the corresponding latent constructs was developed, as shown in Table 1.

4. Research Methodology

The research methods used in this study are threefold: literature review, a pilot survey, and a questionnaire survey. A questionnaire survey was developed that requests the respondents to rate the influencing level of the measurement indicators using a five-point Likert scale (1 = very weak, 2 = weak, 3 = medium, 4 = strong, and 5 = very strong). A five-point response format is desirable because it is sensitive
enough to differentiate the responses and it satisfies reliability and validity requirements [61].

Prior to formal distribution of the questionnaire survey, a pilot survey was carried out. Some questions were refined, rephrased, and reworded for better understanding. The target population for this study are registered members of the Association of Consulting Engineers of New Zealand (ACENZ), New Zealand Institution of Architects (NZIA),

**Figure 1:** The proposed research model.

**Table 1:** Latent constructs and corresponding measurement indicators.

| Constructs                           | Factors                                      | Sources         |
|--------------------------------------|----------------------------------------------|-----------------|
| Construction project system (CPS)    | Resource supply and management (CPS1)        | [26, 27]        |
|                                      | Competence and experience of key professionals (CPS2) | [28, 29]        |
|                                      | Relationship management and network development (CPS3) | [30]            |
|                                      | Organizational structure (CPS4)              | [31]            |
|                                      | Risk management (CPS5)                       | [32, 33]        |
|                                      | Contractual conditions (CPS6)                | [34, 35]        |
| Economic-market climate (EMC)        | Market structure and size (EMC1)             | [41, 43]        |
|                                      | Competition level (EMC2)                     | [42]            |
|                                      | Economic stability (EMC3)                    | [37, 38, 45]    |
|                                      | Investment management (EMC4)                 | [46, 52]        |
|                                      | Inflation target and interest management (EMC5) | [44]            |
|                                      | Credit supply conditions (EMC6)              | [39, 53]        |
|                                      | Exchange rate fluctuation (EMC7)             | [54]            |
| External environment (EE)            | Political stability (EE1)                    | [45, 48–50]     |
|                                      | Financial integration and deepening (EE2)     | [55, 56, 58]    |
|                                      | Global economic climate (EE3)                | [51]            |
|                                      | Natural disasters (EE4)                      | [59, 60]        |
| Construction project cost (CPC)      | Capital construction cost (CPC1)             |                 |
|                                      | Associated capital cost (CPC2)               | [57]            |
|                                      | Client-related cost (CPC3)                   |                 |
4.1. Questionnaire Response. Of the 329 questionnaires that were distributed, 78 were completed and considered to be useful. Hence, the questionnaire response rate was 23.7 percent, which is reasonable based on previous similar studies and research [62–65]. Of the respondents, 13 percent had 6–10 years of work experience, 31 percent had 11–15 years of work experience, 27 percent had 16–20 years of work experience, 19 percent had 21–25 years of work experience, and 10 percent had more than 25 years of work experience. Of the 78 responding practitioners, 20 are architects, 18 are structural engineers, 12 are service engineers, 26 are quantity surveyors, and two are project managers. Background information of the respondents is shown in Table 2.

4.2. The Generalized Maximum Entropy Estimation Method. Since the development of the entropy theory by Shannon [66] and the principle of the maximum entropy theory introduced by Jaynes [67], the application of entropy has been widely used in many fields including social systems [68–70] and economic and financial sectors [71]. The entropy can be used to express uncertainty related to a probability distribution [72]. Considering a set of \( n \) events, \( \{E_1, E_2, \ldots, E_n\} \), uncertainty is defined as a situation, where no one knows which event will occur among the events. For the set of events \( \{E_1, E_2, \ldots, E_n\} \), their respective probabilities can be expressed as \( \{p_1, p_2, \ldots, p_n\} \), where \( \sum p_i = 1 \). The entropy can reasonably measure the uncertainty associated with the events as

\[
H = - \sum p_i \log_2 p_i, \tag{1}
\]

\( H (p) \) is the Shannon entropy used to measure the amount of uncertainty represented by \( \{p_1, p_2, \ldots, p_n\} \).

The maximum entropy method (MEM) was first introduced by Jaynes [14, 67]. The generalized maximum entropy (GME) that is based on the classic maximum entropy method of Jaynes was first introduced by Golan et al. [12]. The advantages of the generalized maximum entropy (GME) method includes (1) not needing error assumptions and (2) can be used on small samples, and the covariates are highly correlated.

4.2.1. The Steps for the Application of GME Method. Based on the model and assumptions, the steps for the implementation of the GME estimation method includes reparameterization and reformulation.

Reparameterization: unknown parameters and disturbance terms are reparameterized as a convex combination of a district random variable

Reformulation: reformulate the model, and the reparameterization serves as the data constraint

GME method estimates unknown probabilities and assumes their sum is equal to 1. In order to use the GME to estimate the unknown parameters of a structural model, the model requires reparametrization. Taking a simple linear model into account with \( p \) observation and \( q \) explanatory variables, the model can be written as

\[
y_{(p,1)} = x_{(p,q)} \beta_{(q,1)} + \epsilon_{(p,1)}. \tag{2}
\]

The model parameters and error terms are required to reparametrize to establish a convex combination of the expected value of a discrete random variable. Given equation (2), the model can be reformulated as

\[
y_{(p,1)} = x_{(p,q)} Z_{(q,q,M)} \beta_{(q,M,1)} + V_{(p,p,N)} \omega_{(p,N,1)}. \tag{3}
\]

The diagonal matrices \( Z \) and \( V \) can be expressed as \([- c - (c/2) 0 c/2 c] \) and \( V_1 = [ - b - (b/2) 0 b/2 b] \), respectively, with \( M = N = 5 \). The values in the matrices such as \( b \) and \( c \) are symmetrically chosen around zero with equally spaced distance.

The associated vectors \( \beta_{(p,q)} \) and \( \omega_{(q,N)} \) are the probabilities that have to be estimated using the GME. Then, the GME model can be expressed as

\[
H(p, \omega) = -p_1 \ln p_{q,M,1} - \omega_1 \ln \omega_{p,N,1}. \tag{4}
\]

The normalized consistency constraints can be expressed in equations (5) and (6):

\[
(I_{q,q} \cdot 1_{q,M}) \beta_{q,M,1} = 1_{q,1}, \tag{5}
\]

\[
(I_{p,p} \cdot 1_{p,N}) \beta_{p,N,1} = 1_{p,1}. \tag{6}
\]

\( I \) is the identity matrix, and \( 1 \) is a vector of one. These constraints should meet the following conditions: \( \sum p_{ij} = 1 \) (\( i = 1, \ldots, q; j = 1, \ldots, M \)) and \( \sum \omega_{ij} = 1 \) (\( h = 1, \ldots, q; j = 1, \ldots, N \)).

4.2.2. The Application of GME on Structural Equation Modelling (SEM). The structural equation modelling can be expressed in equations (7)–(9):

\[
\eta_{(n,1)} = B_{(m,n)} \eta_{(n,1)} + \Gamma_{(n,m)} \xi_{(m,1)} + \tau_{(n,1)}, \tag{7}
\]

\[
y_{(q,1)} = A_{(q,m)} \eta_{(n,1)} + \epsilon_{(q,1)}, \tag{8}
\]

\[
x_{(p,1)} = A_{(p,m)} \xi_{(m,1)} + \delta_{(p,1)}. \tag{9}
\]

Here, \( \eta_{(n,1)} \) is the vector of the \( n \) endogenous latent variables, \( \xi_{(m,1)} \) is the vector of the \( m \) exogenous latent variables, \( y_{(q,1)} \) is the vector of the \( q \) endogenous measurement variables, \( x_{(p,1)} \) is the vector of the \( p \) exogenous measurement variables, \( B_{(m,n)} \) represents the interactions between endogenous variables, \( \Gamma_{(n,m)} \) is a direct random-effect matrix to express the effects of the exogenous variables on the endogenous variables, \( A_{(q,m)} \) is the coefficient matrix to express the relationships between the endogenous latent variables and the measurement variables, \( A_{(p,m)} \) is the coefficient matrix to express the relationships between the exogenous latent variables and the measurement variables,
The coefficient matrices in the structural model should be reparameterized in the probabilities. All the unknown parameters and error terms, \( \Phi \), are represented, respectively, by the vectors \( \Theta \), and \( \Theta^\delta \) are the covariance matrices between the error terms \( \tau \), \( \epsilon \), and \( \delta \), respectively.

To apply the GME to structural equation modelling, follow the above presented steps. Initially, the above three structural models should be formed into one equation:

\[
Y_{(p,1)} = \Lambda^Y_{(p,m)}(I_{(m,m)} - B_{(m,m)})^{-1}\left[\Gamma_{(m,m)} \Lambda^\epsilon_{(n,q)}(X_{(q,1)} - \delta_{(q,1)})\right] + \tau_{(m,1)} + \epsilon_{(p,1)},
\]

where \( I_{(m,m)} \) is the identity matrix and \( \Lambda^{-1}_{(n,q)} \) is the general inverse of \( \Lambda^\epsilon_{(n,q)} \). As MEM expert at estimate unknown probabilities. All the unknown parameters and error terms in the structural model should be reparameterized in the form of probabilities. Therefore, the coefficient matrices \( B_{(m,m)} \), \( \Gamma_{(m,m)} \), \( \Lambda^Y_{(p,m)} \), and \( \Lambda^\epsilon_{(n,q)} \) and the covariance matrices, \( \Phi \), \( \Psi \), \( \Theta^\epsilon \), and \( \Theta^\delta \) are all reparameterized, as shown in equation (11)–(17):

\[
B_{(m,m)} = \Lambda^B_{(m,m)} \Theta^B_{(m,m)},
\]

\[
\Gamma_{(m,m)} = \Lambda^\epsilon_{(p,m)} \Psi_{(p,m)},
\]

\[
\Lambda^Y_{(p,m)} = \Lambda^\Phi_{(p,p,M)} \Phi_{(p,p,M)},
\]

\[
\Lambda^\epsilon_{(n,q)} = \Lambda^\psi_{(q,q,M)} \psi_{(q,q,M)},
\]

\[
\tau_{(m,1)} = V_{(m,m)} \Theta^\delta_{(m,m)},
\]

\[
\epsilon_{(p,1)} = V_{(p,p,N)} \Theta^\epsilon_{(p,p,N)},
\]

\[
\delta_{(q,1)} = V_{(q,q,N)} \Theta^\delta_{(q,q,N)}.
\]

4.3. Bayesian Structural Equation Modelling (SEM)

4.3.1. Bayes’ Theorem. Bayes’ theorem of the Bayesian approach addresses that the probability of an event A conditional on an event B equals the product of the probability that B has occurred given A, and the probability of A divided by the probability that event B occurs [73]. This can be expressed as

\[
P(A | B) = \frac{P(A \cap B)}{P(B)} = \frac{(P(B | A)P(A))}{P(B)}.
\]

If the events A and B are replaced with parameter \( \theta \) and observed data \( y \) and probabilities were replaced with a probability density function (pdf), then equation (4) can be rewritten as

\[
p(\theta | y) = \frac{p(\theta \cap y)}{p(y)} = \frac{p(y | \theta)p(\theta)}{p(y)}.
\]

This can be considered as follows:

Given the reparameterization, the GME model has been remodeling:

\[
H\left(\frac{p^B, p^\tau, p^\delta, p^\epsilon, \omega^\epsilon, \omega^\delta}{\frac{1}{\omega^\epsilon}}\right) = -P_{(m,m,M)} \ln P(X_{(m,m)}) - P_{(m,m,M)} \ln P_{(m,m,M)}
\]

\[
- P_{(1,m,M)} \ln P_{(m,m,M)} - P_{(m,m)} \ln P_{(p,m,M)} - P_{(q,n,M)} \ln P_{(q,n,M)}
\]

\[
- P_{(q,n,N)} \ln P_{(q,n,N)} - P_{(q,n,N)} \ln P_{(q,n,N)}
\]

\[
\text{Subject to normalized constraints,}
\]

\[
\begin{align*}
[I_{(m,m)} \cdot 1]_{1}^{p(b)(m,m,m)} &= 1_{(m,m)}, \\
[I_{(m,m)} \cdot 1]_{1}^{p(b)(m,m,n)} &= 1_{(m,n)}, \\
[I_{(p,p)} \cdot 1]_{1}^{p(b)(p,m,m)} &= 1_{(p,m)}, \\
[I_{(q,q)} \cdot 1]_{1}^{p(b)(q,m,m)} &= 1_{(q,m)}, \\
[I_{(m,m)} \cdot 1]_{1}^{p(b)(m,n)} &= 1_{(m,n)}, \\
[I_{(p,p)} \cdot 1]_{1}^{p(b)(p,n)} &= 1_{(p,n)}, \\
[I_{(q,q,n)} \cdot 1]_{1}^{p(b)(q,n,n)} &= 1_{(q,n)}.
\end{align*}
\]
Moreover, the uncertainty from the stochastic nature of the parameter $\theta$ can be included into the Bayesian method through the prior distribution of $\theta$ in order to produce more accurate results. In fact, there are two types of prior distribution: non-informative prior distributions and informative prior distributions. The study used the results from covariance-based structural equation modelling. The means of the loadings obtained from the covariance-based SEM were used as the means of normal prior probability distributions for the loadings. To apply the Bayesian approach estimating structural equation modelling (SEM), the posterior distributions of parameters can be obtained from the corresponding sample means of posterior distribution. The means of the posterior distribution can be estimated from the simulated observations.

4.3.2. The Difference between Covariance SEM and Bayesian SEM. SEM is usually considered to be a regression model with latent and observed variables [74]. However, many studies using SEM were based on the covariance structure method, which usually has issues such as handling complex models, data patterns, and small samples. In contrast, a Bayesian SEM has advantages in coping with these problems.

The covariance-based SEM emphasizes fitting the covariance structure of the proposed model to the sample covariance matrix based on observed data. The parameter estimates in SEM depend on matrix variance covariance that is significantly based on the asymptotic normality of the sample. It works fine with a reasonably large sample and can provide good results when the data is normally distributed. However, it may come to difficulty when dealing with a complex model and data structure. Evaluating a small sample size in SEM using a common method such as Maximum Likelihood Estimation (ML) or Generalized Least Squares (GLS) can produce a negative variance and singular covariance matrix, which generates biased parameter estimates [75]. SEM has a limited ability to account for crossloading and residual correlation as they are fixed to zero, while Bayesian SEM can resolve this issue [76].

Bayesian SEM tends to allow for model development to be performed even if some essential assumptions are not fulfilled. Bayesian SEM depends on the number of observations [77]. In covariance SEM, the estimated parameter is not considered as a random variable, while in Bayesian SEM it is considered to be a random variable that has a distribution termed prior distribution. The prior information, Bayes’ theorem, and posterior are introduced into Bayesian SEM, which is better at describing the distribution of data than asymptotic approximation because the finite-sample distribution of data is unknown. The prior information is indeed a distinguishing advantage that quantifies prior uncertainty in the analysis. Additionally, the Bayesian SEM can incorporate the prior information into the estimate. As for the added information provided by the data, more accurate and reliable parameter estimates can be obtained. Moreover, the uncertainty from the stochastic nature of the data is also considered by Bayesian SEM. By combining the random effects and the prior information, Bayes’ theorem transforms prior information into posterior. In addition, the Markov Chain Monte Carlo used in Bayesian SEM can perform unlimited iteration while the maximum likelihood estimation in covariance-based SEM can only set a maximum number of iterations, such as 500. If the limit is exceeded, the maximum likelihood estimates fail to converge.

Although pure indicators for only one construct may exist, most indicators have a certain level of association with other constructs [78]. Excluding crossloading in an analysis would cause inflated construct correlations [79]. This point is also confirmed by [78], which states that construct correlations appear to be upwardly biased if the crossloadings are constrained to be zero. Even when the model ignores small and meaningless crossloadings, the construct correlations tend to be substantially biased. Moreover, Bayesian SEM can identify the residual correlation, which is the main cause of misfit in the SEM model and inaccurate parameter estimates [80]. Sometimes, misfit in the SEM model may be due to the ignorance of the residual correlations rather than a major difference between the model and data.

5. Data Analysis

In this study, SEM, a multivariate analysis technique, was used to test the proposed research model. SEM is a promising research tool for the following reasons. First, SEM is widely accepted as a reliable approach for hypothesis testing [81]. Second, as a multivariate analysis, SEM is allowed to analyze multiple relationships simultaneously [74]. Finally, SEM can examine the causal relationship between latent variables [82]. Moreover, SEM based on generalized maximum entropy (GME) and Bayesian methods were adopted in this study, instead of the Maximum Likelihood Estimation and Generalized Least Squares (GLS) commonly used in covariance-based SEM.

5.1. SEM-GME. In the defined structural model shown in Figure 1, the endogenous latent variable is the construction project cost (CPC) and the exogenous latent variables include the construction project system (CPS), economic-market climate (EMC), and external environment (EE). The structural model defines the linear relationships among the latent variables, and the relationships between the latent variables and their measurement variables. The structural model can be expressed in equations (24)–(26):

\[
\eta_{(1,1)} = B_{(1,1)} + \tau_{(1,1)}, \quad (24)
\]

\[
Y_{(3,1)} = \Lambda_{(3,3)} \eta_{(1,1)} + \epsilon_{(3,1)}, \quad (25)
\]

\[
x_{(17,1)} = \Lambda_{(17,3)} \eta_{(1,1)} + \delta_{(3,1)}, \quad (26)
\]

The covariance matrices include $\Phi_{(3,3)}$ of the latent exogenous variables, $\Psi_{(1,1)}$ of the error term $\tau$, $\Theta_{(3,3)}$ of the error term $\epsilon$, and $\Theta_{(17,17)}$ of the error term $\delta$. 
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Given the abovementioned model, the generalized maximum entropy (GME) method was performed to obtain the unknown parameters and error terms. Following the above stated steps, the models should be united to one and reparameterize. Then, the structural equations (24)–(26) can be rewritten in one model:

\[ y(3,1) = A(3,1)(I(4,1) - B(1,1))^{-1} \Gamma(3,3)(A^s)^{-1}(x(17,1) - \delta(17,1)) + \tau(1,1) + \epsilon(3,1). \]

(27)

The GME method is good at handling unknown probabilities; however, the unknown parameters in the defined structural model are not in the form of probabilities, and their sum does not indicate unity. Therefore, in order to obtain the estimated unknown parameters using the GME, the unknowns should be rewritten in the form of probability values. At this stage, the coefficients and error terms should be reparameterized with \( \hat{M} \) and \( \hat{N} \) fixed points (FPs).

\[ A(3,1) \text{ is an example for illustrating the reparameterized model} \]

\[ A^Y_{(3,1)} = \begin{bmatrix}
\lambda_1^Y \\
\lambda_2^Y \\
\lambda_3^Y 
\end{bmatrix} = Z(3,3,M)^{\Lambda^Y_{(3,3,M)}} \begin{bmatrix}
z_1 \\
z_2 \\
z_3 
\end{bmatrix} \begin{bmatrix}
p_1^{A_Y} \\
p_2^{A_Y} \\
p_3^{A_Y} 
\end{bmatrix}, \]

(28)

with the normalized constraint for \( p^{A_Y}_{(3,3,M)} \):

\[ I_{(3,3)} \bullet I_{(1,M)} \cdot p^{A_Y}_{(3,3,M)} = 1_{(3,1)}. \]

(29)

In a similar transformation, the other parameters can also be reparameterized.

After reparameterization, the structural model can be reformed. The original structural model (27) was substituted by the formula in which all the unknown parameters and error terms are represented in the form of probabilities:

\[ y(3,1) = (p^b \cdot p^r \cdot p^{A_Y} \cdot p^{A^s} \cdot \omega^r \cdot \omega^s \cdot \omega^\delta) \]

\[ = (Z(3,3,M)^{\Lambda^Y_{(3,3,M)}}) [I_{(1,1)} - (Z(3,3,M)^{\Lambda^B_{(1,1,M)}})]^{-1} \]

\[ \left( Z_{(3,3,M)}^{\Lambda^Y_{(3,3,M)}} \right) \left( Z_{(17,17,M)}^{A_Y} \right) \left( Z_{(17,1,M)}^{A^s} \right)^{-1} \left( Z_{(3,3,N)}^{\Lambda^r_{(3,3,N)}} \right) \left( Z_{(17,17,N)}^{\Lambda^\delta_{(17,17,N)}} \right)^{-1} \]

\[ + \left( Z_{(3,3,N)}^{\Lambda^r_{(3,3,N)}} \right) \left( Z_{(17,17,N)}^{\Lambda^\delta_{(17,17,N)}} \right)^{-1} \]

\[ + \left( Z_{(3,3,N)}^{\Lambda^r_{(3,3,N)}} \right) \left( Z_{(17,17,N)}^{\Lambda^\delta_{(17,17,N)}} \right)^{-1} \]

(30)

The model has been reformed. With the principle of the generalized maximum entropy (GME) method, the objective function shown in (31) should be maximized:

\[ H(p^b \cdot p^r \cdot p^{A_Y} \cdot p^{A^s} \cdot \omega^r \cdot \omega^s \cdot \omega^\delta) \]

\[ = -p^b_{(1,1,M)} \ln p^b_{(1,1,M)} - p^r_{(1,3,M)} \ln p^r_{(1,3,M)} - p^{A_Y}_{(3,3,M)} \ln p^{A_Y}_{(3,3,M)} - p^{A^s}_{(31,3,M)} \ln p^{A^s}_{(31,3,M)} + \omega^r_{(1,1,N)} \ln \omega^r_{(1,1,N)} - \omega^s_{(1,1,N)} \ln \omega^s_{(1,1,N)} - \omega^\delta_{(1,1,N)} \ln \omega^\delta_{(1,1,N)} \]

(31)

Subject to normalized constraints,

\[ \left[ I_{(1,3)} \bullet I_{(1,M)} \right] p^{B}_{(1,3,M)} = 1_{(1,3)} \]

\[ \left[ I_{(1,3)} \bullet I_{(1,M)} \right] p^{B}_{(1,3,M)} = 1_{(1,3)} \]

(32)

The estimation results are shown in Table 3. The path significance is based on the \( p \) value of the path coefficient [83]. Therefore, the hypotheses 1, 2, 4, and 5 is supported by the analysis results, as they have \( p \) value less than 0.05.

5.2 Bayesian SEM. The proposed research model can be examined by Bayesian SEM. In Bayesian SEM, all estimated coefficients are reported in terms of posterior distribution. In Bayesian inference, instead of parameter significance testing, plausible reasoning should be employed. Plausible reasoning attempts to validate or invalidate hypotheses using uncertain information and can be used to reason about the truth of single hypothesis (H0 or H1). In this study, hypotheses are used in the Bayesian SEM method:

H0: the exogenous variable has no significant effect on the endogenous variable

H1: the exogenous variable has a significant effect on the endogenous variable

The acceptance or rejection of based on the presence or absence of zero value in a credible interval on each parameter [77, 84]. Parameter is said to be significant (reject H0) if credible interval does not contain the zero value and means that the exogenous variable has a significant effect on the endogenous variable. Otherwise, a parameter is said to be nonsignificant (accept H0) if credible interval includes zero value means that the exogenous variable has no significant influence on the endogenous variable.

The hypothesis testing can be conducted on both the measurement model and the structural model. In the measurement model, a significant indicator means it is acceptable to measure the corresponding latent construct. In the structural model, the hypothesis testing can determine whether there is a significant relationship between the latent constructs. The regression weights and the associated 95 percent confidence intervals between the measurement indicators and corresponding latent constructs and between the latent constructs are shown in Tables 4 and 5, respectively. Based on the results presented in Table 4, factor loadings are all significant at the 5 percent level, except the indicator exchange rate fluctuation (EMC). Based on the results of the structural model shown in Table 5, of the six parameters tested, four parameters were recognized as being significant. These results support hypotheses 1, 2, 4, and 5 but do not support hypotheses 3 and 6.
Hypothesis 3, which states that the external environment has a significant effect on construction project cost, is not supported by the regression weight of EE on CPC, with a 95% probability interval from $-0.174$ to $2.031$. The relevant regression weight for hypothesis 6, i.e., the external environment has a significant effect on the construction project system and has a posterior 95% probability interval between $-0.195$ and $0.409$. Indicating that $H_0$ was accepted in the two relationships, external environment (EE) has no significant effect on construction project cost (CPC) and construction project system (CPS). Therefore, hypotheses 3 and 6 are not supported.

For hypothesis 1, which states that the construction project system has a significant effect on the construction project cost, the confidence interval of the regression parameter ranges from $0.675$ to $0.986$, which is significantly larger than zero. Hypothesis 2, which asserts that the economic-market climate has a significant effect on construction project cost, has a confidence interval between $0.670$ and $0.925$ and a parameter that is significantly greater than zero. Support was found for hypothesis 4, stating that the economic-market climate can significantly affect a construction project system, with a confidence interval ranging from $0.001$ to $0.206$. Finally, hypothesis 5 was supported, which stated that the external environment has a significant effect on the economic-market climate, with a confidence interval between $0.328$ and $0.779$. Based on the previous statements, $H_0$ was rejected in these four relationships. Thus, the hypotheses 1, 2, 4, and 5 are supported.

### 5.3. Model Assessment

#### 5.3.1. The Assessment of SEM-GME

Recently, the goodness-of-fit (GoF) index has been introduced to evaluate the model fitness, which serves as a geometric mean of the average $R^2$.
value of each latent variable [85]. However, the GoF index is based on local measures, not on a global measure of model fit, as $R^2$ refers to the single latent variable. The GME estimation method provides a global measure of the goodness of the model by offering the measure of the normalized entropy index that quantifies the level of information in the data [86, 87]. The normalized entropy index can be used to measure the reduction in uncertainty information and can be calculated as

$$S(\bar{p}) = \frac{-p' \ln p}{K \ln M},$$

(33)

where $-p' \ln p$ is the entropy function, as shown in equation (4); $K$ is the number of predictors; and $M$ is the number of fixed points (FPs).

Furthermore, a pseudo-$R^2$ can be expressed in equation (34). The value of $R^2$ can be used to evaluate the goodness of model fit, where the value 0 indicates no information value of the dataset, and 1 indicates perfect model fit:

$$R^2 = 1 - S(\bar{p}).$$

(34)

The GME estimation method provides a global evaluation of the investigated problem by providing the normalized entropy index that measures the goodness of relationships based on the level of information explained by the model. The normalized entropy index and pseudo-$R^2$ are reported in Table 6. $S(\bar{p}) = 0.17$ implies that the reduction in the uncertainty is about 80%, which is a good result based on the suggestion of [86]. Additionally, the pseudo-$R^2 = 0.83$ indicates a good model fit.

5.3.2. The Assessment of Bayesian SEM. Posterior predictive $p$-value is used to assess the research model, as it can account for both the fit between the research model and the observed data and the match between the replicated data and the observed data [88, 89]. A posterior predictive value close to 0.5 indicates a good fit. In this study, the posterior predictive $p$ value is 0.46, indicating the model fits the data well.

Although Bayesian SEM has advantages over covariance-based SEM, convergence problems bias the result of Bayesian estimation [90]. Thus, a convergence check should be conducted in Bayesian SEM in order to obtain an adequate model. However, convergence checking is not a simple task in Markov Chain Monte Carlo (MCMC) estimation, as it is devised to converge in distribution rather than to a point estimate [91]. A single convergence test is not sufficient; it is common to graphically inspect several different aspects of convergence conditions, including time series plots and posterior density plots [92, 93]. Typically, in a posterior trace plot, a parameter appears to converge when a tight horizontal band is formed from sample estimations. Otherwise, if a trace plot shows significant fluctuation, the parameter has most likely not reached convergence.

The convergence trace plot, as shown in Figure 2, has a tight band that lies within two parallel horizontal lines; no trend is observed that indicates that the parameters properly converged. As shown in trace plots in Figure 2, after several thousand iterations, the sequences of the values generated at different starting points show good mixing.

If a polygon in posterior distribution formed a bell shape in approximately normal density, the parameter is properly converged [88]. A smoothed density for the posterior distribution of the variance of construction project cost is shown in Figure 3. The estimated value of the variance is 0.520, which is close to 0.5. According to [94], the estimated variance value of 0.5 indicates a perfect model fit, and significantly smaller or greater than 0.5 indicates a bad fit. This indicates that the variance of construction project cost is well accounted for by the proposed model. The variances of the remaining variables are similar to that in Figure 3, which indicates that the variances are well accounted for by the model.

5.4. Model Comparison. After statistical analysis, the insignificant paths are removed from the structural model to improve the fitness of the model. Thus, only the significant paths remain in the final model. To validate the final model is better than the first conceptual model, the normalized entropy index $S(\bar{p})$ and pseudo-$R^2$ were calculated. The results are shown in Table 6. The results indicate the final model is better than the first model as the final model has a higher value of pseudo-$R^2$. The final model based on generalized maximum entropy method is shown in Figure 4. The broken lines indicate the insignificant paths, while the solid lines indicate significant paths.

It is very common in SEM to compare a set of competing models and select the one that yields the best fit. Although Bayesian Information Criterion (BIC) is derived from Bayesian theory, it is frequently used to compare models in covariance-based SEM [95]. The Bayes factor is another statistic that can be used for comparing models, but it is sensitive to prior inputs [96]. Therefore, a notion of Bayesian deviance, Deviance Information Criterion (DIC), was introduced for comparing models in Bayesian SEM by [89]. Similar to the BIC, the model that has the smallest DIC from a set of comparative models is favorable. Based on previous results, the final model deletes the insignificant paths of the first model. The DIC results indicate that the final model has a better fit than the first model, as shown in Table 3. The final model is shown in Figure 5.

6. Results and Discussion

This study attempts to empirically examine the effects of construction project system, economic-market climate, and
external environment on the cost of construction projects, the effects of external environment on construction project cost through economic-market climate and construction project system, and the effect of economic-market climate on the construction project system by using structural equation modelling based on the generalized maximum entropy and Bayesian methods. Research hypotheses are grounded in existing research findings and empirical results.

Figure 2: Trace plot convergence for model parameters.

Figure 3: Posterior density of the model residue.

Figure 4: The final research model based on the generalized maximum entropy (MEP) method.
Both the Bayesian and the maximum entropy methods were used to estimate the parameters of the construction cost structural model. The final structural model obtained based on the generalized maximum entropy (GME) method is shown in Figure 4 where only significant relationships are displayed. The results indicate that two of three exogenous latent variables—the construction project system (CPS) and the economic-market climate (EMC)—have significant effects on construction project cost (CPC). They can directly influence CPC. This result is the same as that obtained from the Bayesian method.

The results explored that the construction project system has a significant effect on the construction project cost. This study also supports the findings of a previous study related to project cost management [97, 98]. Moreover, the significant effect of economic-market climate on construction project cost was also confirmed. Essentially, this finding can be explained by the fact that capital is one of its most important factors because construction projects need a large amount of working capital to run daily construction activities. Since most contractors rely heavily on their financial sources, credit supply conditions can have a significant impact on their financial capacity. This explanation is also consistent with previous research [99, 100].

The results also revealed that the significant effect of economic-market climate on the construction project system is consistent with previous research findings [101, 102]. Based on this finding, this study suggests that construction professionals should facilitate appropriate resource management and risk management practices and strategies in order to better manage project costs. Additionally, the postulated relationship between external environment and economic-market climate was also validated. A possible explanation for this finding is that incorporation of natural disasters into the external economic construct increased the demand for construction products, as this sudden demand imposed a raft of challenges on construction resources.

However, the significant effect of external environment on the construction project cost has not been confirmed. This result contradicts previous research findings [103] that indicated that project operation environment has a significant effect on project success. In our opinion, this result may be caused by the data that were used. As the data were collected from consultants such as architects, engineers, and quantity surveyors, these professions may be more concerned with tangible factors such as construction resources rather than intangible factors such as global business sentiments.

Furthermore, the significant effect of external environment on construction project system was not supported by this study. This result is in contrast with previous research findings [104], which is likely due to this study only considering project cost as a criterion of project success, with respect to project success or project performance. This could be explained by the fact that some of the questionnaire respondents were previously involved in construction projects where risk reduction or quality improvement was relatively more important than project cost management.

![Figure 5: The final research model based on the Bayesian method.](image-url)
7. Conclusion

Although many studies of construction project costs have been conducted, the influencing factors of the project cost vary considerably across countries. The study focuses on identifying significant cost-influencing factors for improving project cost performance. The data were collected from a questionnaire survey circulated across construction institutions in New Zealand. The analysis has been formalized by a structural equation model, and the estimation has been performed by regarding the GME and Bayesian methods. Both methods can provide satisfied results. The results of this study explored the significant effects of the construction project system and economic-market climate on the construction project cost, whereas external environment had not effect. Moreover, an economic-market climate can significantly influence a construction project system. Additionally, the external environment has a significant effect on the economic-market climate.

The advantage of the GME and Bayesian estimation methods are highlighted. In this study, a novel estimation method for the structural equation model based on the generalized maximum entropy (GME) method was proposed. The proposed method takes advantage of the benefits of the entropy-based estimation method such as no requirement of distribution assumption (distribution free) and excellent work with a small sample. The results suggest that using the GME method in a structural equation model is a useful alternative to the covariance SME, especially when only a small sample is available. The GME method usually produces small standard errors. It provides good global criterion of a model fit-normalized entropy index.

This paper provided a comprehensive introduction to the Bayesian technique for structural equation modelling. Although receiving increased attention from other research fields, the application of Bayesian SEM in the construction literature is still highly limited. This study highlights the merits of the Bayesian SEM and illustrates its distinctiveness from the traditional covariance-based SEM approach. Overall, there are three reasons why construction researchers may select Bayesian SEM over covariance-based SEM. First, as addressed previously, the Bayesian SEM is able to accommodate small sample sizes. Second, based on proper identification of prior information and Markov Chain Monte Carlo simulation, the Bayesian technique can generate more accurate parameter estimates. Third, Bayesian SEM can provide more accurate and less sensitive fit measures. Despite the power of the Bayesian SEM, naïve application of it should not be encouraged. According to [105], without a good understanding of Bayesian SEM, its application can be dangerous, especially in terms of interpreting Bayesian features and outputs. Moreover, the selection of appropriate priors is also an empirical issue in Bayesian SEM. Conducting comparison analysis to check the results across different prior choices could be a further research area.

These findings would contribute to both research and construction industry in cost management for the New Zealand construction industry and would also provide useful information for foreign firms that intend to develop construction projects in New Zealand. The industry professionals can formulate cost management strategies based on the findings of this study. Moreover, the results also form the foundation for further project management studies. In addition, the provided innovative statistical analysis methods also advance the application of structural equation modelling in construction research.

Three implications can be obtained from the results. First, the study validates that category of the cost-influencing factors in New Zealand is meaningful. Therefore, there is a need to group the influencing factors before investigating and assessing their impacts on the construction project cost, as different groups of influencing factors correlate differently with the construction project cost. Second, the developed structural model improves the understanding of the project context. The developed model can help industry professionals better understand the project context, and the risks related to the project cost. It helps decision makers to identify the cost-related risks prior to the project construction, and thus can help them avoid or alleviate those risks. For example, a possible way to properly manage the construction project cost is to properly control the significant cost-influencing factors. The results also validate the innovative statistical methods.
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