Nonlinear Plasma Wave in Magnetized Plasmas
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Abstract Nonlinear axisymmetric cylindrical plasma oscillations in magnetized collisionless plasmas are a model for the electron fluid collapse on the axis behind an ultrashort relativistically intense laser pulse exciting a plasma wake wave. We present an analytical description of the strongly nonlinear oscillations showing that the magnetic field prevents closing of the cavity formed behind the laser pulse. This effect is demonstrated with 3D PIC simulations of the laser-plasma interaction. An analysis of the betatron oscillations of fast electrons in the presence of the magnetic field reveals a characteristic “Four-Ray Star” pattern which has been observed in the image of the electron bunch in experiments [T. Hosokai, et al., Phys. Rev. Lett. 97, 075004 (2006)].

I. INTRODUCTION

Theoretical and experimental studies of electromagnetic wave propagation in magnetized plasmas are of key importance for a vast range of problems in space and laboratory physics [1, 2]. The interest towards relativistically strong plasma waves stems both from astrophysical applications and from high field science, i.e., from relativistic plasma research [3]. Relativistic plasma waves can be generated as wake waves in a plasma behind an ultrashort laser pulse [3, 5] or by bunches of ultra-relativistic electrons [6], providing extremely strong electric fields used for the acceleration of high energy charged particles. Electron acceleration by the plasma wake field above energies of GeV-ies has been demonstrated in a number of experiments [7]. Physical processes associated with the nonlinear wake wave play a key role in high-harmonic generation [8] and in many other aspects of laser-plasma physics [3], including the frequency up-shifting and intensification of the electromagnetic radiation [9, 10].

An important property of a nonlinear wake wave is that when its amplitude exceeds the wavebreaking threshold the wake breaks transferring its energy to the plasma electrons, thus, on one hand, providing a robust mechanism of electron injection to the acceleration phase of the wake field [11] and forming regular nonlinear structures moving with relativistic velocity [10] and, on the other hand, imposing a constraint on the achievable wake wave amplitude [12, 13]. A tightly focused and sufficiently intense laser pulse excites a wake wave in the regime, where in addition to a longitudinal push the laser pulse expels electrons also in transverse direction [13–15], forming a cavity void of electrons in the first period of the wake wave. The parameters of the cavity in the electron density behind the laser pulse can be deduced from the fact that all the electrons for a sufficiently intense laser pulse are pushed aside resulting in a multiflow motion owing to the collisionless nature of the low-density plasma [15, 16]. The region void of electrons is positively charged and attracts unperturbed electrons on the side. In the near axis region, where the cavity is closing, the electron fluid dynamics can be modeled by that of an axisymmetric cylindrical Langmuir wave. Non-
linear cylindrical and spherical Langmuir waves have been considered in Refs. \[14\], where it was shown that the finite amplitude electrostatic waves break due to nonlinear effects and the non-planar geometry.

Below we report the results of analytical investigations and computer simulations of nonlinear Langmuir oscillations in a plasma with a relatively strong homogeneous axial magnetic field. There are several mechanisms of strong magnetic field generation in the laser matter interaction. Large amplitude magnetic fields are generated by temperature gradients near the laser focal spot, by the hot electron currents driven by an ultraintense laser pulse, in the plasma jets induced by them, and by the compression of thin shells by the laser pulses \[18\]. Axial magnetic fields can be generated by circularly polarized laser radiation via the Inverse Faraday Effect \[19\]. Strong magnetic fields can be produced inside capillary plasma targets used for laser pulse guiding \[24\]. Imposed external homogeneous magnetic fields can significantly improve the quality and stability of the laser wakefield acceleration symmetry can be produced from the non-planar geometry.

When an extraordinary electromagnetic wave (whose electric field is perpendicular to the external magnetic field, \( \mathbf{E} \perp \mathbf{B}_0 \)) of small amplitude propagates in the direction transverse to the magnetic field, \( \mathbf{k} \perp \mathbf{B}_0 \), its frequency, \( \omega \), and wave number, \( k \), are related by the dispersion equation

\[
(\omega^2 - \omega_{pe}^2)(\omega^2 - \omega_{pe}^2 - \omega_{pe}^2) = \omega_{Be}^2(\omega^2 - \omega_{pe}^2).
\]  

Here \( \omega_{pe} = \sqrt{4\pi ne^2/m_e} \) and \( \omega_{Be} = eB_0/m_e c \) are the Langmuir frequency and the electron Larmor frequency, respectively, with \( n, B_0, e, m_e \), and \( c \) being the plasma density, the external magnetic field strength, electron charge and mass, and speed of light in vacuum. The ions are assumed to be at rest. When the magnetic field vanishes, the dispersion equation \[1\] describes two independent waves: the electrostatic longitudinal (\( \mathbf{k} || \mathbf{E} \)) Langmuir wave with the frequency equal to \( \omega = \omega_{pe} \), and the electromagnetic transverse (\( \mathbf{k} \perp \mathbf{E} \)) wave, for which the frequency and wave number are related as \( \omega = \sqrt{k^2c^2 + \omega_{pe}^2} \). In a plasma with a finite external magnetic field, \( B_0 \neq 0 \), the extraordinary electromagnetic wave has both components of the electric field parallel and perpendicular to the magnetic field.

In order to illustrate the extraordinary electromagnetic wave dispersion properties, in Fig. \[4\] we plot the square of the refraction index, \( N^2 = k^2c^2/\omega^2 \), equal to

\[
N^2 = \frac{\omega^4 - \omega^2(2\omega_{pe}^2 + \omega_{Be}^2) + \omega_{pe}^4}{\omega^2(\omega^2 - \omega_{pe}^2 - \omega_{Be}^2)}
\]

as a function of the wave frequency for relatively large and small magnetic field. As we see the refraction index tends to infinity at the upper hybrid resonance, where the wave frequency is equal to

\[
\omega_{UH} = \sqrt{\omega_{pe}^2 + \omega_{Be}^2}.
\]

![Fig. 1. Square of the refraction index, \( N^2 = k^2c^2/\omega^2 \), as a function of the wave frequency normalized by \( \omega_{pe} \). a) \( \omega_{Be}/\omega_{pe} = 7.5 \), b) \( \omega_{Be}/\omega_{pe} = 0.75 \).](image)

In the vicinity of the upper hybrid resonance, which corresponds to the limit \( k \gg \omega_{UH}/c \), the...
wave is electrostatic, i.e. one can neglect the displacement current effects.

II. PLANAR UPPER HYBRID WAVE

A. Relativistic upper hybrid oscillations

In order to compare the properties of a nonlinear upper hybrid wave in the planar and axial symmetric geometries we at first consider a planar electrostatic wave propagating perpendicular to a constant homogeneous magnetic field directed along the z-axis, \( B = B_0 e_z \), when the functions under consideration depend on time and the coordinate \( x \). The electron hydrodynamics equations and Maxwell’s equations yield for the electron density \( n \), electron momentum \( p = p_x e_x + p_y e_y \) and the electric field \( E_z \):

\[
\frac{\partial}{\partial t} n + \frac{\partial}{\partial x}(n v_x) = 0, 
\]

\[
\frac{\partial}{\partial t} p_x + v_x \frac{\partial}{\partial x} p_x = -e E_x - \frac{e}{c} v_y B_0, 
\]

\[
\frac{\partial}{\partial t} p_y + v_x \frac{\partial}{\partial x} p_y = \frac{e}{c} v_x B_0, 
\]

\[
\frac{\partial}{\partial t} E_x + v_x \frac{\partial}{\partial x} E_x = 4\pi n_0 e v_x, 
\]

where \( v_x = c p_x / \sqrt{m_e^2 c^2 + p_x^2 + p_y^2} \) and \( v_y = c p_y / \sqrt{m_e^2 c^2 + p_x^2 + p_y^2} \). The nonrelativistic limit has been analyzed in Ref. [28].

Changing from Euler coordinates \( x, t \) to Lagrange variables \( x_0, \xi(x_0, t) \) we obtain the relationship between \( x \) and \( x_0 \):

\[
x = x_0 + \xi(x_0, t) 
\]

with \( \xi(x_0, t) \) being the displacement of the electron fluid element from its initial position, \( x_0 \). The electron velocity is equal to \( v_x = \xi \). Here and below a dot denotes a differentiation with the respect to time in the Lagrange variables.

In the Lagrange coordinates the system of equations \( 9, 7 \) takes the form

\[
\dot{p}_x = -e E_x - \frac{e}{c} v_y B_0, 
\]

\[
\dot{p}_y = \frac{e}{c} v_x B_0, 
\]

\[
\dot{E}_x = 4\pi n_0 e v_x. 
\]

The solution to the continuity equation for the electron density reads: \( n(x_0, t) = n_0 / |\partial_\xi x| \).

Integration of Eqs. \( 10 \) and \( 11 \) yields \( p_y = (e B_0 / c) \xi + \mathcal{P}_y(x_0) \) and \( E_x = 4\pi n_0 e \xi + \mathcal{E}_x(x_0) \), which shows that \( p_y \) and \( E_x \) are related to each other via

\[
\frac{c p_y}{e B_0} + \frac{E_x}{4\pi n_0 e} = \frac{c \mathcal{P}_y(x_0)}{e B_0} + \frac{\mathcal{E}_x(x_0)}{4\pi n_0 e}. 
\]

Here the functions \( \mathcal{P}_y(x_0) \) and \( \mathcal{E}_x(x_0) \) are determined by the initial conditions. Assuming \( \mathcal{P}_y(x_0) = 0 \) and \( \mathcal{E}_x(x_0) = 0 \) and substituting them in the r.h.s. of Eq. \( 9 \) we find that this equation can be written in the Hamiltonian form with the Hamilton function

\[
H(\xi, p_x) = \sqrt{m_e^2 c^4 + (e B_0)^2 \xi^2 + p_x^2 c^2} + 2\pi n_0 e^2 \xi^2. 
\]

Since the Hamilton function \( 13 \) does not depend explicitly on time, the conservation of \( H(\xi, p_x) = h(x_0) \) gives a relationship between the electron momentum, \( p_x \), and the displacement, \( \xi \) along the trajectory determined by \( h(x_0) \). The maximal electron momentum, \( p_{x,m} = m_e c \sqrt{\gamma_m^2 - 1} \) \( \gamma_m = h / m_e c^2 \), and the displacement amplitude, \( \xi_m \), are related to each other as

\[
\xi_m = \sqrt[4]{\frac{\gamma_m^2 - 1}{\gamma_m^2 + \gamma_m}} 
\]

(14)

Here and below

\[
\varepsilon_B = \frac{\omega_B e}{\omega_p c}. 
\]

The value of \( h(x_0) \) determines the trajectory of Hamiltonian system \( 9 \). Its phase portrait, which coincide here with the contours of constant values of the Hamiltonian \( 13 \), is presented in Fig. 2.
B. Cold wave breaking limit for an upper hybrid wave travelling with constant velocity

We assume that the wave propagates with a constant phase velocity \( v_{ph} = c \beta_{ph} \) (the group velocity of the upper hybrid wave in a cold plasma vanishes) in a cold plasma with immobile ions and homogeneous density \( n_0 \). In this case all dependent variables are functions of the variable \( X = x - c \beta_{ph} t \). From Eqs. (13) and (19) we see that the relationship between the \( y \)-component of the electron momentum and the electric field:

\[
\frac{E_x}{4\pi n_0 e} - \frac{p_y}{eB_0} = \text{constant.} \tag{20}
\]

If the constant on the r.h.s. of Eq. (20) vanishes, equations (17) and (19) can be cast in the form

\[
\left( c^2 \frac{\beta_{ph} \sqrt{m_e c^2 + p_x^2 + p_y^2 - p_x}}{\omega_{pe} \sqrt{m_e c^2 + p_x^2 + p_y^2 + \omega_{Be}^2 m_e c}} \right) ' = - \frac{p_x}{\beta_{ph} \sqrt{m_e c^2 + p_x^2 + p_y^2 - p_x}}. \tag{21}
\]

When the \( x \)-component of the electron velocity becomes equal to the phase velocity of the wake wave, i.e. \( v_x = c \beta_{ph} \), the denominator on the r.h.s. of Eq. (21) becomes equal to zero. This singularity corresponds to the wave breaking (for details see Refs. [12, 29]) when the electron density and the gradients of all the functions tend to infinity. The singularity is reached at the maximum of the electron momentum, \( p_{br} = m_e c \beta_{ph} / \sqrt{1 - \beta_{ph}^2} \). Here it is taken into account that due to symmetry the \( y \)-component of the electron momentum vanishes at the breaking point. Considering the wave structure in the vicinity of the singularity at \( X = X_{br} \) we can easily find that in the nonrelativistic limit, when \( \beta_{ph} \ll 1 \) and \( p_{br} \approx m_e v_{ph} \), the electron momentum depends on \( \delta X = X - X_{br} \) as

\[
p_x = m_e v_{up} - m_e v_{wp} \left( \frac{9}{2} \right)^{1/3} \left( \frac{v_{UH} \delta X}{v_{ph}} \right)^{2/3}. \tag{22}
\]

In the ultrarelativistic case, when \( \gamma_{ph} = 1 / \sqrt{1 - \beta_{ph}^2} \gg 1 \), the \( x \)-component of the electron momentum is

\[
p_x = \frac{m_e v_{wp} \left( \frac{9}{2} \right)^{1/3} \left( \frac{v_{UH} \delta X}{v_{ph}} \right)^{2/3}}{\beta_{ph} \sqrt{m_e c^2 + p_x^2 + p_y^2 - p_x}}.
\]
\[ p_{br} - m_e c^2 \gamma_{br} \left( \frac{9}{2} \beta_{ph} \right)^{1/3} \left( k_{UH} \delta X \right)^{2/3}. \] (23)

Here
\[ k_{UH} = \frac{1}{c} \sqrt{\omega_{pe}^2 + \frac{\omega_{Be}^2}{\gamma_{ph}}}. \] (24)

The value of \(2\pi/k_{UH}\) is an order of magnitude within the relativistic nonlinear upper hybrid wave length.

In Fig. 3 we show the profile of the breaking upper hybrid wave obtained from numerical integration of Eqs. (17 - 19) for the phase velocity of the wave equal to \(c \beta_{ph} = 0.95c\) and a magnetic field corresponding to \(\omega_{Be}/\omega_{pe} = -2\).

It is clearly seen that at the wave breaking the wave profile becomes singular with the gradients of all the functions approaching infinity. The y-component of the electron momentum changes direction at \(X = X_{br}\). The electron density according to Eq. (16) tends to infinity as \(n \propto \delta X^{-2/3}\).

![profile](image)

**FIG. 3.** Profile of the breaking upper hybrid wave for \(\omega_{Be}/\omega_{pe} = -2\) and \(\beta_{ph} = 0.95\).

### III. CYLINDRICAL UPPER HYBRID WAVE

#### A. The Lagrangian form of the equations describing cylindrical upper hybrid oscillations

Here we consider axisymmetric cylindrical oscillations of the electron component of the plasma assuming the ions with homogeneous density \(n_0\) to be motionless, the homogeneous constant magnetic field is directed along the z-axis, \(B = B_0 e_z\), and all the functions depend only on time \(t\) and the spatial coordinate \(r\). In this case from the equations of the electron hydrodynamics and Maxwell’s equations we obtain the following system:

\[ \partial_t n + \frac{1}{r} \partial_r (rn v_r) = 0, \] (25)
\[ \partial_t p_r + v_r \partial_r p_r - \frac{p_r v_r}{r} = -e E_r - \frac{e}{c} v_r B_0, \] (26)
\[ \partial_t p_\phi + v_\phi \partial_r p_\phi + \frac{p_\phi v_\phi}{r} = \frac{e}{c} v_\phi B_0, \] (27)
\[ \partial_t E_r + v_r \frac{1}{r} \partial_r (r E_r) = 4\pi n_0 e v_r. \] (28)

Here \(n\) is the electron density, \(p_r\) and \(p_\phi\) are the radial and azimuthal components of the electron momentum, and \(E_r\) is the radial component of the electric field. The radial and azimuthal components of the electron velocity are equal to \(v_r = c p_r/\sqrt{m_e c^2 + p_r^2 + p_\phi^2}\) and \(v_\phi = c p_\phi/\sqrt{m_e c^2 + p_r^2 + p_\phi^2}\), respectively.

One of the most distinct difference between planar and cylindrical geometry is the appearance of the centrifugal force in the l.h.s. of Eq. (26). The azimuthal momentum changes due to interaction of the radial motion with the magnetic field and vice versa. The effect of the centrifugal force becomes stronger the closer the radial flow of the electron component converges thus preventing the flow collapse on the axis.

In order to solve Eqs. (25 - 28) it is convenient to change from Euler coordinates, \(r, t\), to Lagrange coordinates, \(r_0, t\). The Euler and Lagrange variables are related to each other as
\[ r = r_0 + \rho(r_0, t), \] (29)
where \(\rho(r_0, t)\) is a displacement of the electron fluid elements from its initial position, i.e. \(\rho(r_0, 0) = 0\).
In the Lagrange coordinates the continuity equation \((25)\) has a solution
\[
n(r_0, t) = \frac{n_0}{|J(r_0, t)|},
\]
where \(J(r_0, t) = (r_0 + \rho)(1 + \partial_r \rho)/r_0\) is the Jacobian of the transformation from the Euler to Lagrange variables. Equations \((26 - 28)\) can be written in the form
\[
\dot{p}_r - \frac{p_\varphi v_r}{r} = -eE_r - \frac{e}{c} v_r B_0, \quad (31)
\]
\[
\dot{p}_\varphi + \frac{p_\varphi v_r}{r} = \frac{e}{c} v_r B_0, \quad (32)
\]
\[
\dot{E}_r + \frac{E_r v_r}{r} = 4\pi n_0 e v_r. \quad (33)
\]

Taking into account that the radial and azimuthal components of the electron velocity are equal to \(v_r = \dot{r}\) and \(v_\varphi = r \dot{\varphi}\) with \(\varphi\) being the azimuthal angle, we find solutions to Eq. \((32)\) for the azimuthal momentum
\[
rp_\varphi = \frac{e}{2c} B_0 r^2 + M_\varphi(r_0) \quad (34)
\]
and to Eq. \((33)\) for the electric field
\[
r E_r = 2\pi n_0 e r^2 + Q(r_0). \quad (35)
\]

These expressions are the consequences of the conservation of the azimuthal component of the canonical momentum and of the charge conservation, respectively. Here functions \(M_\varphi(r_0)\) and \(Q(r_0)\) are determined by the initial conditions.

Similar to the planar geometry case, when the electric field and the \(y\)-component of the electron momentum are related to each other via Eq. \((20)\), in cylindrical geometry we have
\[
r \left( \frac{E_r}{4\pi n_0 e} - \frac{p_\varphi c}{e B_0} \right) = \frac{Q(r_0)}{4\pi n_0 e} - \frac{M_\varphi(r_0) c}{e B_0}. \quad (36)
\]

Equations \((31)\) and \((32)\) with the electric field given by Eq. \((35)\) can be written in the Lagrangian form with the Lagrange function
\[
\mathcal{L} = -m_e c^2 \sqrt{1 - \dot{r}^2 - r^2 \dot{\varphi}^2/c^2} + eB_0/2c r^2 \dot{\varphi} - \pi n_0 e^2 r^2 + eQ(r_0) \ln \frac{r}{r_0}. \quad (37)
\]

Since the Lagrange function \((37)\) does not depend on time explicitly, the conservation of the Jacobi integral,
\[
\frac{\partial \mathcal{L}}{\partial q_j} \dot{q}_j - \mathcal{L} = g(r_0), \quad (38)
\]
where \(q_j = (r, \varphi)\) and \(\dot{q}_j = (\dot{r}, \dot{\varphi})\), results in the energy conservation
\[
\mathcal{E} = -\pi n_0 e^2 r^2 + Q(r_0) \ln \frac{r}{r_0} + g(r_0). \quad (39)
\]

On the l.h.s. of this equation the energy is equal to
\[
\mathcal{E} = \sqrt{m_e^2 c^4 + p_\varphi^2 + p_r^2}. \quad (40)
\]

In the r.h.s. the function \(g(r_0)\) is determined by the initial conditions. Using expressions \((34)\) and \((35)\) it is easy to find the radial component of the electron momentum \(p_r\) as a function of the coordinate \(r\). Then with the equation for \(v_r\), which is
\[
\dot{r} = c^2 \frac{p_r}{\mathcal{E}}, \quad (41)
\]
we solve by quadratures Eqs. \((31 - 33)\), because the r.h.s. of Eq. \((41)\) explicitly depends on the coordinate \(r\) only. Its dependence on the Lagrange coordinate is parametric. For a known time dependence of the radial coordinate, \(r(t)\), integration on time of the equation for the azimuthal angle
\[
\dot{\varphi} = c^2 \frac{p_\varphi}{r \mathcal{E}} \quad (42)
\]
yields the trajectory of the element of the electron fluid. Its projection to the \(r, \varphi\) plane is given by
\[
\varphi - \int \frac{p_\varphi dr}{rp_r} = \text{constant}. \quad (43)
\]

In the case when the initial value of the electric field and azimuthal momentum vanish, the functions \(Q(r_0)\) and \(M_\varphi(r_0)\) are equal to
\( Q(r_0) = -2\pi r_0 e r_0^2 \) and \( M_\varphi(r_0) = -(eB_0/2c)r_0^2 \), respectively. If the radial momentum initial value equals \( p_{r,m} \), from Eq. (39) it follows

\[
\sqrt{m_\varphi^2 c^4 + \left( \frac{eB_0}{2c} \right)^2 \left( r - r_0^2 \right)^2 + p_{r,m}^2 c^2} = \sqrt{m_\varphi^2 c^4 + p_{r,m}^2 c^2} \tag{44}
\]

Fig. 4 shows the energy iso-contours plotted for expression (44) with \( \omega_B/e = 2 \) and \( \omega_p/e = 1 \). As we see the radial coordinate cannot vanish due the logarithmic divergence of the electrostatic potential and the \( \propto 1/r \) divergence of the “centrifugal energy” at \( r \to 0 \). The minimal value of the radius can be estimated to be approximately equal to

\[
r_{\text{min}} = r_0^2 \frac{eB_0}{p_{r,m} c} \tag{45}
\]

Fig. 5 presents the typical electron trajectory in the \((x = r \cos \varphi, y = r \sin \varphi)\) plane for \( r_0 = 1.5, p_r(0) = -0.5, p_\varphi(0) = -0.25, \) and \( \omega_B/e/\omega_p/e = 0.25 \). It is clearly seen that the trajectory is localized in the region \( r > r_{\text{min}} \), which, in the case under consideration, is about 0.31.

**B. On the cavity closing in a wake left behind the laser pulse**

As is well known, the cavity, the positively charged region void of electrons, is formed because almost all the electrons in the way of a sufficiently intense laser pulse are pushed aside \[14,16\]. The unperturbed electrons on the side are attracted by the positive charge. They close the cavity at the finite distance behind the laser pulse. A non-zero axial magnetic field prevents the cavity from closing as shown in the previous section. The process of cavity closing is explained in Fig. 6 in the case of vanishing magnetic field (Fig. 6a) and for finite magnetic field (Fig. 6b) when it results in the appearance of a hole at the rear of the cavity.

In order to estimate the radius of the hole at the rear wall of the cavity we choose the parameters of the converging cylindrical wave as follows. The functions \( M_\varphi(r_0) \) and \( Q(r_0) \) determining the azimuthal momentum in Eq. (34) and the radial component of the electric field in
FIG. 6. The cavity formed behind the laser pulse in a collisionless plasma. The walls formed by unperturbed electrons converge at the rear of the cavity (a). In the presence of a longitudinal magnetic field, the electrons miss the axis, which results in the appearance of a hole at the rear of the cavity (b).

Eq. (35), respectively, are assumed to be equal to $M_\phi(r_0) = 0$ and

$$Q(r_0) = \begin{cases} 0, & r_0 \leq r_c; \\ 2\pi n_0 e (r_c^2 - r_0^2), & r_0 > r_c. \end{cases}$$  (46)

Here $r_c$ is the initial cavity radius. Using this expression we obtain that at $t = 0$ the electric field is a linear function of radius for $r_0 \leq r_c$ and it is inversely proportional to $r_0$ at $r_0 > r_c$ (see Fig. 7),

$$E_r(r_0) = -2\pi n_0 e \begin{cases} r_0, & r_0 \leq r_c; \\ r_c^2/r_0, & r_0 > r_c, \end{cases}$$  (47)

in accordance with the radial electric field profile found with the 3D PIC simulations (see Fig. 2 d,e in Ref. [16]). Considering motion of the electron fluid element with $r_0 = r_c$ and the initial value of the radial momentum equal to zero we obtain from Eq. (39)

$$\sqrt{1 + \left(\frac{\omega_B e}{2c^2}\right)^2 \left(\frac{r - r_c^2}{r} \right)^2 + \left(\frac{p_r}{mc_e} \right)^2} - 1$$

$$= \frac{\omega_B^2}{4c^2} \left(r_c^2 - r^2\right).$$  (48)

According to Eq. (48) the radial component of the electron momentum vanishes at $r = r_c$ and $r = r_{\text{min}}$, which is given by equation

$$\sqrt{1 + \left(\frac{\omega_B e}{2c^2}\right)^2 \left(r_{\text{min}} - r_c^2/r_{\text{min}}\right)^2} - 1$$

$$= \frac{\omega_B^2}{4c^2} \left(r_c^2 - r_{\text{min}}^2\right).$$  (49)

In Fig. 8 we plot dependence on the magnetic field $(\omega_B e/\omega_{pe})$ of the minimum radius, $r_{\text{min}}$, normalized by $2d_e = c/\omega_{pe}$, for different values of the cavity radius, $r_c$. In the limit of weak magnetic field, when $\omega_B e/\omega_{pe} \ll 1$, the minimal radius, $r_{\text{min}}$, is linearly proportional to $\omega_B e$, being approximately equal to

$$r_{\text{min}} \approx \frac{4}{\sqrt{2}} \frac{c \omega_B e}{\omega_{pe}^2},$$  (50)
electron trajectory rotation in the azimuthal analysis, respectively. Here we pay attention to the accelerated electrons and the magnetic field effects between the wake field and magnetic compression has been studied in order to overcome dephasing between the wake field and the plasma densification through magnetic field have been observed in the experiments reported in Ref. [30]. The betatron oscillations in the laser wake field themselves provide a promising source of ultra short x-ray beam generation [32]. The magnetic field can be used for additional manipulation of the betatron oscillations and for controlling the properties of the radiation emitted.

Inside the cavity formed in a plasma in a wake behind an ultra short laser pulse the electric field has a radial component \( E_r = 2\pi n r \). Following betatron oscillation theory [33] we assume that the longitudinal (axial) component of the electron momentum, \( p_z \), is given. Choosing as a function of time

\[
p_z(t) = p_m (t_{\text{acc}}^2 - t^2)/t_{\text{acc}}^2
\]

we describe the electron acceleration in the wake field [34]. During the acceleration time \( t_{\text{acc}} \approx (\pi/\omega_{pe})\gamma_{ph}^2 \) the electron longitudinal momentum changes from zero to \( p_m \approx m_e c \gamma_{ph}^2 \) [5]. Here the gamma factor associated with the phase velocity of the wake wave is equal to \( \gamma_{ph} = \sqrt{\omega_0/\omega_{pe}} \). The equations of transverse electron motion are identical to Eqs. [31] and [32] where the radial electric field is given by \( E_r = 2\pi n r \). The electron velocity is \( \mathbf{v} = (p_x/\gamma, p_r/\gamma, p_z/\gamma) \) with the relativistic gamma factor \( \gamma = \sqrt{1 + p_x^2 + p_r^2 + p_z^2} \).

In the case when the magnetic field vanishes, the electron trajectory is described by a linear combination of associated Legendre functions [34]. If the electron is injected into the wake wave with zero azimuthal momentum its trajectory lies in the same plane. The axial magnetic field causes the electron trajectory to rotate as seen in Fig. [10]. In this figure we plot the electron trajectory obtained via numerical integration of the electron equations of motion for a normalized magnetic field \( B = 0.25 \), initial coordinates, \( r_0 = 1, \phi_0 = \pi/2, x_0 = -800 \), initial momentum \( p_x = 0, p_r = 0, p_{\phi} = 0 \), acceleration time \( t_{\text{acc}} = 800 \) and maximal longitudinal momentum equal to \( p_m = 50 \), respectively.

We distinctly see the betatron oscillations
FIG. 10. Betatron oscillations for $B = 0.25$, $r_0 = 1$, $\varphi_0 = \pi/2$, $x_0 = -800$, $p_x = 0$, $p_r = 0$, $p_{\phi} = 0$, $t_{acc} = 800$, and $p_m = 50$. The electron trajectory (black curve) is confined in a slowly rotating plane. The trajectory projections on the bottom of the $x, y$ plane (green curve) and in the right $x, z$ plane (blue curve) show slowly varying amplitudes and periods of the betaron oscillations. On the upper $x, y$ plane we plot the longitudinal momentum $p_x$ as a function of the $x$-coordinate (yellow). The trajectory projection on the r.h.s. $y, z$ plane (red) shows a “star”-like pattern. We note an analogy of this pattern with the images of the electron beam generated in the experiments [25] on LWFA with an axial magnetic field. The “star-like” pattern should also be revealed in the betatron emission. In Fig. 11 we present images of the LWFA electron beam observed in [25] for the axial magnetic field equal to 0.2 T. We see a “Four-Ray Star” image in Fig. 11 a) and a spiral pattern in Fig. 11 b), which clearly indicates the magnetic field effect.

When the magnetic field vanishes a typical electron beam image has an elliptic form, as in Fig. 12. The electron trajectory (black curve) has the form of a spiral with a slowly changing amplitude and period. The trajectory projections on the bottom of the $x, y$ plane (green curve) and on the right $x, z$ plane (blue curve) show slowly varying amplitudes and periods of the betaron oscillations. On the upper $x, y$ plane we plot the longitudinal momentum $p_x$ as a function of the $x$-coordinate (yellow). The trajectory projection on the r.h.s. $y, z$ plane (red) shows an “ellipse”-like pattern. Such elliptic structures have been discussed in detail and have been detected in experiments [35].

FIG. 11. Images of the electron beam generated with $B = 0.2T$, gas density $n_{He} = 4 \times 10^{19}$ cm$^{-3}$, and a laser power of 12 TW. The laser polarization is in the vertical direction. a) Four-ray star. b) Spiral pattern.

IV. COMPUTER SIMULATION RESULTS

We note here that the above analyzed properties of nonlinear plasma waves in magnetized plasmas cannot be revealed in a 2D planar ($x, y$) symmetry configuration due to the vanishing of the centrifugal force. In order to reveal the 3D effects in the configuration typical for the experiments in high power ultrashort pulse laser interaction with underdense plasmas we per-
FIG. 12. Betatron oscillations for $B = 0$, $r_0 = 1$, $\varphi_0 = \pi/2$, $x_0 = -800$, $p_x = 0$, $p_r = 0$, $p_\varphi = 1$, $t_{acc} = 800$, and $p_m = 50$. The electron trajectory (black curve) has the form of a spiral with slowly changing amplitude and period. The trajectory projections on the bottom of the $x,y$ plane (green curve) and on the right $x,z$ plane (blue curve) show slowly varying amplitudes and the period of the betaron oscillations. On the upper $x,y$ plane we plot the longitudinal momentum $p_x$ as a function of the $x$-coordinate (yellow). The trajectory projection in the r.h.s. $y,z$ plane (red) shows an "ellipse"-like pattern.

formed three dimensional Particle in Cell simulations with the code REMP [36] whose results are presented in Fig. 13. The Gaussian linearly polarized (along $z$-axis) laser pulse with the amplitude of $a_0 = 6$ and FWHM dimensions of $8\lambda \times 20\lambda \times 20\lambda$ propagates in homogeneous plasma with the density of $n_e = 0.0009n_{cr}$. Ions are assumed to be immobile. The simulation box size is $80\lambda \times 72\lambda \times 72\lambda$, the mesh sizes are $dx = \lambda/16$, $dy = dz = \lambda/8$, and the total number of quasi-particles is $6.3 \times 10^8$.

Fig. 13 (a,b,c) presents the electron density in the wake of the laser pulse propagating from left to right in a homogeneous plasma, when no static magnetic field is imposed. In Fig. 13 (d,e,f) we plot the electron density distribution in the presence of a homogeneous permanent longitudinal magnetic field of 10 T. Half of the box is removed to reveal the interior (a,d), a close-up of the isosurface corresponding to $n_e/n_{cr} = 0.008$ is shown in the location of the wave-breaking (b,e); the cross section is about $x = 60.9\lambda$ averaged over a half of the laser wavelength (c,f). In Fig. 13 (a,b,c) we see the cavity formed in the electron density with thin high density walls. The rear side of the cavity is closed resulting in the electron bunch injection along the axis. The electron density has a local maximum on the axis (Fig. 13 (b,c)). The presence of the static magnetic field prevents the cavity from closing (Fig. 13 (a,b)) in accordance with the above formulated theory of the cylindrical Upper Hybrid plasma wave. The electron bunch injected along the cavity axis from its rear side is ring-shaped with no electrons on the axis. The electron density cross section reveals the “Four-Ray Star” pattern which has been observed in the experiments [25].

In the region relatively far from the axis where the magnetic field is relatively small, Fig. 13 (a,d), the electron density distribution is not affected by the magnetic field showing identical shapes of the cavity walls and bow wave.

V. CONCLUSION

The effect of the axial magnetic field on the cylindrical electrostatic wave dynamics leads to the precession of the electron trajectory in the $(x = r \cos \varphi, y = r \sin \varphi)$ plane. Conservation of the generalized momentum leads to a non-zero angular momentum of the electron component. As a result the electrons do not reach the axis remaining confined in the region $r > r_{min}$ thus preventing the rear wall of the cavity in the wake behind ultra-short laser pulse from closing. In the limit of weak magnetic field, when $\omega_{Be}/\omega_{pe} \ll 1$, the minimal radius, $r_{min}$ is linearly proportional to $\omega_{Be}$, as given by Eq. (50). The magnetic field causes a rotation of the fast electron trajectory, which is seen in a typical “Four-Ray Star” pattern of the electron density image observed in the experiments [25] (see also Fig. 11 and in the 3D PIC simulations in Fig. 13).
FIG. 13. Electron density in the wake of the laser pulse propagating from left to right in a homogeneous plasma with no static magnetic field initially imposed (a,b,c) and in the presence of a longitudinal magnetic field of 10 T (d,e,f). Half of the box is removed to reveal the interior (a,d), a close-up of the isosurface corresponding to $n_e/n_{cr} = 0.008$ is shown in the location of the wave-breaking (b,e); the cross section is about $x = 60.9\lambda$ averaged over a half of the laser wavelength (c,f).
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