Towards On-Demand Heralded Single-Photon Sources via Photon Blockade
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Spontaneous parametric down-conversion (SPDC) in a laser pumped optical nonlinear medium can produce heralded single photons with a high purity but a very low yield. Improving the yield by increasing the pump power in SPDC inevitably reduces the purity due to excitation of multi-photon events. We propose a scheme to overcome this purity-yield trade-off by suppressing multi-photon events in a cavity-enhanced SPDC via the photon blockade effect. By introducing a strong photon-photon interaction into the intracavity medium and increasing the pump power, we can improve the available single-photon yield to larger than 90%, while maintaining a high purity of 99%, towards on-demand generation of single photons through the SPDC process. Our quasi-on-demand SPDC sources may boost single-photon-based quantum information technology.

Single photons are at the heart of photon-based quantum information processing [1–3] such as quantum communication [4], quantum simulations [5] and linear optical quantum computing [6]. The quality of single-photon sources directly determines the development and performance of quantum-based quantum information technology [7–10].

Various methods have been studied for generating single photons, including photon blockade of a weak coherent field [11], nonlinear wave mixing [12–15], cavity quantum electrodynamics (CQED) [16–20]. Among these methods, CQED systems using quantum dots (QDs) have achieved great success [2, 18–20], and promise a kind of high-performance single-photon source. Some advanced techniques such as the dichromatic excitation [21] and asymmetrical cavities are reported to overcome the challenging issues of polarization filtering [20], spectral overlap with the exciting laser [22].

Another widely used and important approach of generating single photons is the heralded single-photon source (HSPS) based on spontaneous parametric downconversion (SPDC) in an optical nonlinear medium. It provides another commonly used approach for many important room-temperature applications in quantum information technologies, in particular, requiring a narrow-band photon sources [23–26]. HSPSs are almost perfect in all aspects such as indistinguishability [19], high purity [2], flexibility [25], and scalability [27], except for the only drawback of the small photon yield, which is typically few parts per thousand for guaranteeing a high purity [2]. Cavity-enhanced narrow-band SPDC can reduce the single-photon bandwidth to fit atomic systems and quantum memory [23, 24], which normally operates in megahertz to gigahertz and at room temperature [28].

There is a trade-off between the purity and the yield per pump pulse, namely the purity-yield limitation, in HSPSs [2, 29, 30]. To produce heralded single photons with a high single-photon purity, the pump laser in the conventional HSPS must be weak enough that the probability of multi-photon emissions is negligibly small. Inevitably, a weak pumping also leads to a small generation probability of single photons, i.e. low single-photon yield. This inherent constraint between high single-photon purity and large photon yield is the fundamental limitation of applications of HSPSs [4, 31].

In this paper, we propose a scheme to improve the single-photon generation efficiency, namely yield per pump pulse, of HSPS based on the cavity-enhanced SPDC but keep a high purity, therefore overcoming the purity-yield limitation. By inserting warm N-type atoms in a ring optical cavity, we create a strong photon-photon interaction (PPI) to suppress the multi-photon pairs events in SPDC under a strong pumping, and thus improve the yield of HSPSs from conventional value of few parts per thousand to more than 90%, whereas the purity simultaneously remains high.

Our system overcoming the purity-yield trade-off in cavity-enhanced HSPS via the photon blockade is depicted in Fig. 1(a). A pump laser beam with frequency $\omega_p$ and effective pump power $\xi \sqrt{P}$ is input into the ring optical cavity formed with reflective mirrors M1-M4. It drives a type-II phase-matched periodically poled KTiOPO4 (PPKTP) crystal to induce an optical SPDC process [24]. This SPDC process emits photons in pairs: the idler and signal modes $a_i$ and $a_s$, with frequency $\omega_i$ and $\omega_s$, respectively, doubly resonant with the cavity [36–38]. The counter-propagating cavity modes are decoupled from the SPDC due to the chirality in frequency conversion. The idler mode is orthogonal in polarization to and different in frequency from the signal mode. It is off-resonance with atomic transitions and thus decouples from Rb.
atoms. The pump laser is separated by the DM from the generated photons. The idler photon outputting from M2 is reflected by the PBS to the idler output channel monitored by a single-photon detector D1. The signal mode couples to Rb atoms and is subject to strong PPI induced by the control laser field [39]. It is detected by another detector D2 after leaving the cavity through M2.

The N-type Rutabia (Rb) atoms embedded in the optical cavity at room temperature creates a large PPI for the signal mode under the driving of the control laser [39]. The energy levels of the N-type atom are denoted as $|j\rangle$ with eigenfrequency $\omega_j$ ($l = 1, 2, 3, 4$), as shown in Fig. 1(b). The state $|3\rangle$ decays to the states $|1\rangle$ and $|2\rangle$ with rates $\gamma_{31}$ and $\gamma_{32}$, respectively. The state $|4\rangle$ decays at a rate $\gamma_{42}$. The dephasing rates of both ground states $|1\rangle$ and $|2\rangle$ are $\gamma_{42}$. For simplicity, we assume $\gamma_{31} = \gamma_{32} = \gamma_{42} = \gamma_0$ and $\gamma_{21} \ll \gamma_0$ [9, 40, 41]. The cavity mode couples to the transitions $|1\rangle \leftrightarrow |3\rangle$ and $|2\rangle \leftrightarrow |4\rangle$ with strength $g$. The control laser beam has an angular frequency $\omega_c$, and drives the transition $|2\rangle \leftrightarrow |3\rangle$ with Rabi frequency $\Omega_c$. In the rotating frame, defined by an unitary transformation $U_1 = \exp[i \sum_{j=1}^{N} \omega_j a_j^\dagger a_j + (\omega_c + \omega_s - \omega_s) a_3^\dagger a_2^\dagger + (\omega_c + \omega_1) a_3^\dagger a_3^\dagger + (2\omega_c + \omega_1 - \omega_s) a_4^\dagger a_4^\dagger]t + i(\omega a_1^\dagger a_i + \omega a_i^\dagger a_1)t)$, the Hamiltonian of the system takes the form ($\hbar = 1$)

$$H = \sum_{j=1}^{N} \Delta_j \sigma_j^\dagger \sigma_j + \xi \sqrt{P}(e^{-i\delta a_i^\dagger a_i} + e^{i\delta a_i a_i} a_i a_i)$$

$$+ \sum_{j=1}^{4} \left[ g(a_i^\dagger \sigma_j^\dagger + a_i \sigma_j) + \Omega_c \sigma_j^\dagger \sigma_j + h.c. \right]$$

with $\Delta_1 = \Delta_c - \Delta_{11}$, $\Delta_{12} = -\Delta_{11}$, $\Delta_{22} = \Delta_c - \Delta_{31}$, and $\Delta_{32} = \Delta_c - \Delta_{31}$, and $\Delta_p = \omega_p - \omega_c - \omega_s$. $\sigma_{m,n}^\dagger = |m\rangle\langle n|$ ($m, n = 1, 2, 3, 4$) denotes the transition operator for the $j$th atom. $\Delta_{31} = \omega_s - \omega_1$ ( $\Delta_{42} = \omega_s - \omega_2$ is the detuning between the cavity mode and the transition of $|3\rangle \leftrightarrow |1\rangle$ ( $|4\rangle \leftrightarrow |2\rangle$), and $\Delta_c = \omega_c - \omega_{32}$ is the detuning between the control field and the $|3\rangle \leftrightarrow |2\rangle$ transition ($\omega_{32} = \omega_2 - \omega_3$). The first term in Eq. (1) is the free Hamiltonian of the system. The second term represents the pump field applied to the PPKTP crystal [42]. The second line represents interaction of atoms with the cavity mode and the control laser field. Only the signal mode in the cavity interact with atoms. At room temperature, the inevitable random thermal motion of the $j$th atom moving with velocity $v_j$ causes the "microscopic" Doppler shifts $k_{v_j}$ and $k_{v_j}$, corresponding to wave vectors $k_c$ and $k_e$ of the cavity and control fields, respectively. Here we have $|k_c| \approx |k_e|$ and approximately take both as $k$. The control and the cavity fields propagate in the same direction that $k_{v_j} \approx k_{c} v_j$ [9]. We consider the condition of $|g| \ll |\Omega_c|$, leading to the population of the atomic ground state $|p_1\rangle \approx 1$. Then we can use the perturbation approach to solve the master equation and obtain the effective PPI coefficient in the presence of thermal motion as [9, 39, 43–45].

$$\eta = \int \frac{i g^4 \gamma_{32}(\gamma_{31} + \gamma_{32})}{(F(v) - \frac{1}{F(v)} + \frac{1}{F(v)})^2} (\frac{2\gamma_{31} + \gamma_{32}}{\gamma_{32}}) \frac{(2\gamma_{31} + \gamma_{32})}{\gamma_{32}} \eta F(v) dv,$$

where $F = -1/(i(\Delta_{22} + 2\gamma_{32} + \gamma_{31}))(\gamma_{31} + \gamma_{32})/|\Omega_c|^2$, $F_1 = 1/(i(\Delta_{42} - \Delta_c) - (\gamma_{31} + \gamma_{32} + 2\gamma_0)/(\gamma_{31} + \gamma_{32}) + (\gamma_0 + \gamma_{32})/|\Omega_c|^2$. The atomic velocity has the Maxwell-Boltzmann distribution that $N(v) = N_0 e^{-v^2/\sqrt{2} \pi u^2}$, where $\mu$ is the room-mean-square atomic velocity, and $N_0$ is the total atom number. At room temperature, $\mu v \approx 300$ MHz for Rb atoms [46]. This Kerr nonlinearity causes the PPI. This perturbation approach provides an estimation of Kerr nonlinearity in good agreement with experimental observations [39–41, 47–50]. Moreover, the Kerr nonlinearity can be enhanced by increasing the number of atoms or adjusting $\Omega_c$.

Applying an unitary transformation of $U_2 = \exp(i(\omega_j - \omega_s - \omega_s a_i^\dagger a_i) t)$ to the system, we get the effective Hamiltonian

$$H_{eff} = (\Delta - \eta - \Delta_p) a_i^\dagger a_i + \eta(a_i^\dagger a_i^\dagger a_i a_i) + \xi \sqrt{P}(a_i^\dagger a_i^\dagger a_i a_i) + \frac{1}{2} \eta F(v) dv.$$

where $\Delta = \int N(v) dv \eta(\gamma_{32}(\Delta_{31} - \Delta_c)/\gamma_{31} + \gamma_{32})/(\gamma_{31} + \gamma_{32}) + (\gamma_0 + \gamma_{32})/|\Omega_c|^2$. The influence of the unwanted linear frequency shift $\Delta$ can be eliminated by selecting an appropriate pump frequency $\omega_p$ that $\Delta = \Delta_p$. The PPI causes an energy shift $\eta(a_i^\dagger a_i)$ to the cavity mode $\alpha_c$. This energy shift depends on the cavity excitation $a_i^\dagger a_i$. Once the cavity mode is excited to include a on-resonance signal photon $|\alpha_p\rangle$, exciting a second signal photon in the cavity requires additional $2\eta$ energy and is suppressed. This photon blockade effect can be used to suppress multi-photon events in the SPDC.

The master equation of the density matrix $\rho$ describing the dynamics of our system is given by $\dot{\rho}(t) = -i[H_{eff}, \rho(t)] + \mathcal{L}[\rho(t)]$, where $\mathcal{L}[\rho(t)] = \sum_k \kappa_k^\dagger \kappa_k \rho + \kappa_k \rho \kappa_k^\dagger$, $\kappa_i = \kappa_{i,e} + \kappa_{i,m}$, and $\kappa_i$ is the decay rate of the idler (signal) mode. The subscripts “ex” and “in” indicate the external rate and the internal loss rate, respectively. We assume $\kappa_{i,ex} = \kappa_{i,m}$.
and κ_{i,in} = κ_{s,in} = κ_{in}. The Lindblad term is \( L(\kappa, a)|\rho = \kappa_l [2a_0 (t)a_0^{\dagger} - a_0^{\dagger}a_0(t) - \rho(t)a_0a_0^{\dagger}] \) with \( l \in \{i, s\} \). Using the density matrix, we can evaluate the photon states in the cavity. After the pump pulse is switched off, the photons escape from the cavity. Then, the outgoing photons are detected.

In contrast, the quantum trajectory simulation provides information of emitted photon wavefunctions [51–53]. By averaging many trajectories, we can calculate the population of each photonic state in the outgoing wavefunctions by counting the collapse of the system state over a period \( \kappa_f = 6 \) (see Supplement 1). This period allows the generated photons to completely escape from the cavity through mirror M2 and to be detected.

The escape efficiency of signal (idler) photons is evaluated as \( \eta_{esc,s}(\tau) = \kappa_{ex}/(\kappa_{ex} + \kappa_{in}) \) [54]. In a waveguide-based HSPS with complicate structure, the mode mismatching and the system internal loss result in a low escape efficiency [55]. In our cavity-based HSPS, the cavity mode profile is axial symmetric and can match the geometry of output mirror well. The cavity internal loss can be small [55] and the escape efficiency approaches to unity [36, 56, 57]. To focus on the key physics of interest, we consider the ideal case \( \eta_{esc,s}(\tau) = 1 \) that the photons are completely extracted through mirror M2.

The purity of the HSPS can be evaluated through the equal time second-order autocorrelation function \( g_2^{(s)}(0) \) of the signal mode, conditional on the detection of the idler photon [2]. In our setup [see Fig. 1(a)], once an idler photon is detected by D1, the system state degrades to a reduced density matrix \( \rho_s \). The autocorrelation function \( g_2^{(s)}(0) \) is given by [58–60] (see Supplement 1)

\[
g_2^{(s)}(0) = \frac{\langle a_0^{\dagger}(t)a_0^{\dagger}(t) a_0(t)a_0(t) \rangle_s}{\langle a_0^{\dagger}(t)a_0(t) \rangle_s^2} = \frac{\sum_n n_s(n_s - 1)\alpha_{n_s}}{\langle n_s, n_s \rangle_s^2},
\]

where \( \langle \cdots \rangle_s \) is the average over the post-measurement state when an idler photon is measured. \( \alpha_{n_s} = \sum_{n_s=0} P_{n_s,n_S}/\sum_{n_s=0}^{\infty} P_{n_s,n_S} \) is the \( n \)-signal-photon probability after detecting an idler photon. \( P_{n_s,n_S} \) is the probability of the states \( |n_s,n_S\rangle \) under the Fock states representation of the associating system of the idler and signal modes. The output signal mode is antibunching if \( g_2^{(s)}(0) < 1 \).

In conventional HSPSs, improving the photon yield by increasing the pump laser power can result in reduction of the single-photon purity. This inherent but critical issue fundamentally limits scaling up of HSPS-based applications [2, 35]. By exploiting the photon blockade, we show a strong PPI can effectively suppress the generation of multi-photon pairs in the SPDC process and thus guarantees a high purity but allows us to greatly improve the production efficiency of heralded single photons by increasing the pump laser power.

Below is the understanding of the physical mechanism breaking the fundamental purity-yield limitation. When the signal mode is excited in the nonlinear cavity, excitation of high Fock states is blocked due to the photon blockade effect. In the SPDC process, the idler and signal photons are always generated in pairs. Therefore, if the signal mode can only be generated in the form of single photon, the idler mode is also subject to the same situation. As a result, the generation of the high Fock-state photon pairs \( |n_s,n_S\rangle \) \( (n_s = n_S \geq 2) \) is also blocked. On the other hand, the probability of generating single-photon pairs becomes larger because the pump laser power is stronger. In this way, we fundamentally circumvent the inherent contradiction between remaining high purity and improving yield of HSPSs. Detection of the idler photon with a probability close to unity means quasi-on-demand generation of a single signal photon with high purity.

The evolution of the system can be obtained by solving the master equation. The probability of generating a single photon in each outgoing light pulse is a good measure of the yield \( Y \) per pump pulse or brightness [2]. If \( P_n \) is the \( n \)-photon number probability, then \( Y = P_1 \) for \( P_1 \gg P_{n>1} \) and \( Y = 1 \) for a deterministic single-photon source [2]. In our system, as signal photons and idler photons are created in pairs, then \( Y = P_{11} \). For convenience, here the subscripts in \( P_{n_s,n_S} \) represent signal and idler photon numbers, respectively. Note that the yield \( Y \) is essentially different from the so-called single-photon heralding efficiency. The later describes the probability of successfully heralding a signal photon when an idler photon is detected [57, 61]. Even at a low yield of photon pair [11], high heralding efficiency can be obtained [58, 62].
Figure 2(a) shows the population $P_{11}$ of Fock state $|1,1\rangle$ versus the pump laser power $\xi \sqrt{P}$ and the PPI strength $\eta$. The duration $\tau_p$ of the pump laser pulse is fixed at $\tau_p = \pi/4\kappa_s$. With the increase of $\eta$ to much larger than $\kappa_s$, the single-photon pair population $P_{11}$ can be significantly improved and peaks when $2\xi \sqrt{P}\tau_p = \pi$, corresponding to a $\pi$ pump pulse. For $\eta/\kappa_s > 75$ and $15 < \xi \sqrt{P}/\kappa_s < 25$, indicated by the white solid curve, the yield can be higher than 80%. A larger PPI allows us to achieve $Y > 90\%$, see the red dashed curve. For a given PPI strength $\eta$, the population $P_{11}$ shows a cosine-like oscillation as the pump power increases, first increasing and then decreasing after reaching the maximum. Two reasons are behind this result: one is the excitation population oscillations as the pump pulse area $2\xi \sqrt{P}\tau_p$ increases, and the other is that the given PPI becomes not large enough to suppress the multi-photon pair generation excited by a strong pump field.

The available maximum yield is determined by the pump power $\xi \sqrt{P}$ and the PPI strength $\eta$, see Fig. 2(b). Enhancing the pump power can improve the single-photon yield, and increasing the PPI can suppress the multi-photon excitation. Without nonlinearity-induced photon blockade, the probability of creating photon pairs $(n_s, n_f)$ scales with pump intensity to the $n$th power as predicted theoretically [2], see Fig. 2(b). The maximum yield can only be 23.8% at $\xi \sqrt{P}/\kappa_s \approx 11$ at the expense of low purity ($\Pi \approx 4.3\%$) due to high excitation of multiphoton-pair states [29, 30, 34, 35, 63]. With photon blockade, multi-photon events almost disappear, see the dashed black for $P_{22}$ and dotted purple curves for $P_{33}$ in Fig. 2(b). When $\eta/\kappa_s = 80$, we obtain the maximum probability $P_{11}$, i.e. the yield, of 81% at $\xi \sqrt{P}/\kappa_s = 19$. Meanwhile, the vacuum state population drops rapidly with the power. We can further improve the yield to 0.9 for $\eta/\kappa_s = 200$ and $\xi \sqrt{P}/\kappa_s = 20$. When the yield is higher than 90%, it is reasonable to claim that the HSPS becomes quasi-on-demand [64]. By “quasi-on-demand”, we mean each pump pulse can generate a single-photon pulse with a large probability [65].

The single-photon purity $\Pi$ is defined as the single-photon fraction of the total population of the heralding signal modes [66, 67]. It can be quantified by the second-order autocorrelation function $g_2^{(2)}(0)$ [2, 20, 66–68]. For a high purity, we use the relation $\Pi \approx 1 - g_2^{(2)}(0)$ [18] (see Supplement 1).

Figure 3(a) shows the correlation function $g_2^{(2)}(0)$ versus the PPI strength and the pump power. We can obtain a high purity $\Pi > 90\%$ when $\eta$ is large enough, see the white solid curve. In the overlap region marked by the curves showing $P_{11} > 0.8$ and $g_2^{(2)}(0) < 0.1$, we simultaneously obtain $Y > 80\%$ and $\Pi > 90\%$. A larger pump power leads to a decrease in the purity, because the probability of multi-photon events becomes higher as the pump power increases, see $P_{22}$ and $P_{33}$ in Fig. 2(b). In contrast to conventional HSPSs, increasing the PPI strength $\eta$ in our scheme can suppress the excitation of multi-photon states, and thus can maintain the high purity.

In Fig. 3(b), we show the equal time second-order autocorrelation function $g_2^{(2)}(0)$ as an indicator of the single-photon purity for different PPI strengths. When the PPI is absent or small, $g_2^{(2)}(0)$ increases to larger than unity as the pump power increases, corresponding to the case of heralded single-photon generation under a strong pumping. Without the PPI, we derive $g_2^{(2)}(0) \approx 2\tanh^2(\xi \sqrt{P}\tau_p)$ (see Supplement 1), in good agreement with the numerical result. The purity-yield product is always bounded by 0.09. The difference at high pump power is due to the truncation of Hilbert space in simulation (see Supplement 1). The purity increases rapidly as the PPI becomes larger. For example, when $\eta/\kappa_s = 80$, the yield is already 81% and the purity reaches 91% ($g_2^{(2)}(0) = 0.09$) at $\xi \sqrt{P}/\kappa_s = 19$. If $\eta/\kappa_s = 200$, the yield and the purity increase to 91% and 99%, respectively.

In our scheme, high Fock states of signal and idler modes are suppressed due to the photon blockade effect. To provide an apparent physical picture, we truncate the photonic basis to only include the vacuum and single-photon pair states in the cavity. In the effective two-state space, the state $|1,1\rangle$ can be completely populated from the vacuum state with a $\pi$ pump pulse [18] (see Supplement 1). In a real case including high Fock-state photon pairs, instead of fixing the pump pulse duration $\tau_p$ but changing the pump power $\xi \sqrt{P}$, we fix the pump pulse area $2\xi \sqrt{P}\tau_p = \pi$ to excite the single-photon pair $|1,1\rangle$ and investigate the influence of the pump power on the yield and purity of HSPS. As shown in Fig. 4, the single-photon yield per pump pulse can increase to 80% at $\xi \sqrt{P}/\kappa_s = 6.6$ under $\pi$-pulse excitation, in comparison with a yield of 22.6% in fix-duration excitation. At the same time, the purity remains nearly unchanged, larger than 99% in both excitation cases. For relative low pump power, the yield under $\pi$-pulse excitation is much higher than the case of fix-duration excitation. In contrast, the purities are very close. Thus, a $\pi$ pulse can excite the single-photon pair state more efficiently and a high purity is guaranteed by the photon blockade effect.

When the PPI is large enough, the nonlinear cavity can be modeled as a two-level system [69]. Then, our HSPS is equivalent to a CQED-based single-photon source. Thus, the yield can approach unity in theory. To show this, we calculate the yield and the purity in a very large PPI regime. For exam-
ple, when $\eta/\kappa_s = 500$, we obtain $Y = 95\%$ and $\Pi \approx 99\%$ ($g(0) \approx 0.01$) at $\sqrt{P/\kappa_s} = 40$, see the red curves in Fig. 4.

The generated photons are detected after escaping from the cavity. Our quantum trajectory simulations show that the quantum statistical characters of single-photon pairs outside the cavity is close to that of the single-photon pairs prepared in the cavity when the pump laser is switched off, see the simulation data markers at $\sqrt{P/\kappa_s} = \{6, 8, 10, 12, 14, 16, 18\}$ in Figs. 2(b) and 3(b), and at $\sqrt{P/\kappa_s} = \{8, 18, 28, 38\}$ in Fig. 4.

Our scheme can be implemented by using a setup depicted in Fig. 1(a). The high-quality ring optical cavity is formed with four reflective mirrors, M1-M4 [70–72]. The mirror M2 has a relatively low reflectivity (87%) as the output port [36]. Other three mirrors have high reflectivity of 99.99% [73]. End faces of the PPKTP and KTP crystals and the Rb atomic bubble are coated with 99.9% anti-reflection layers for both the idler and signal modes. We use the ring cavity with a one-round length of 0.8m. The internal losses of the cavity is calculated to be $\kappa_{in} = 2\pi \times 0.37$ MHz and the external loss rate is $\kappa_{ex} = 2\pi \times 8$ MHz. The escape efficiency can reach $\eta_{esc,i(i)} = \kappa_{in}/(\kappa_{in} + \kappa_{ex}) \approx 95.6\%$. An ensemble of warm Rb atoms is used to create a strong PPI for the signal mode $a_s$, with $\gamma_0 = 2\pi \times 6$ MHz [9]. Four levels related to the D1 line of $^{87}$Rb atom are used for the N-type configuration with $|1\rangle = |5^2S_{1/2}, F = 1, m_F = -1\rangle$, $|2\rangle = |5^2S_{1/2}, F = 2, m_F = 0\rangle$, $|3\rangle = |5^2P_{1/2}, F' = 2, m_{F'} = -1\rangle$ and $|4\rangle = |5^2P_{1/2}, F' = 2, m_{F'} = 0\rangle$. The signal mode and control laser drive the corresponding transitions in Fig. 1(b) with the detunings $\Delta_{31} = 18\kappa_s \approx 904$ MHz, $\Delta_r = 0$ and $\Delta_{42} = 8.5\Delta_{31}$. We can obtain the PPI strength of $\eta/\kappa_s = 200$ when $\Omega_c = 30\gamma_0$ (0.9mW [74]) and $N_s(g/\kappa_s)^3 \approx 2.3 \times 10^3$. With $\pi$-excitation, we obtain the yield of $Y = 0.91$, the purity of $\Pi = 99\%$ and the escape efficiency of $\eta_{esc,i}\eta_{esc,i} = 91.4\%$, yielding a generation rate of 1 MHz, when the total period of single-photon pulses takes $6\kappa_s^{-1}$. Alternatively, we can also use the N-type configuration in [39] to achieve a strong PPI (see Supplement 1).

HSPSs and SPDC process have been realized in on-chip microring resonators [25, 26]. Atomic cladding photonic circuits have also been reported recently [75–77]. Therefore, our scheme has the potential to be integrated on a chip if the microring resonator is cladded by Rb atoms. In such on-chip realization, the PPI can be significantly increased because the atom-light interaction in a microring resonator is much stronger. At same time, the outcoupling rate $\kappa_{ex}$ can be much larger than $\kappa_{in}$ if a bend coupling waveguide is applied [26]. Thus, we can expect better performance of our HSPS.

We have presented a method to solve the challenging problem of simultaneously achieving high purity and high yield in HSPSs. By exploiting the photon blockade to the signal mode in the cavity-enhanced HSPS, we have improved the single-photon yield of HSPS by two orders and keep the purity high. Considering the perfect characters of HSPSs like indistinguishability, bandwidth and flexibility, our quasi-on-demand HSPS may open a door for scalable photon-based quantum information processing.
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This supplementary material mainly provides details for the derivation of the effective photon-photon interaction strength $\eta$, the equal-time second-order autocorrelation function $g^{(2)}(0)$ and the yield and purity of heralded single-photon sources (HSPSs) for the case without considering the nonlinearity induced by photon blockade. We also discuss the influence of non-pair photon states, the cavity decay and $\pi$-pulse excitation. Finally, we use the quantum trajectory approach to study the statistical properties of the output photons from a single-mode cavity, a dual-mode cavity, our system shown in the main text.

I. THE EFFECTIVE PHOTON-PHOTON INTERACTION STRENGTH

In this section, we derive the effective photon-photon interaction (PPI) and the self-Kerr nonlinearity in two different kinds of N-type configurations using rubidium (Rb) atoms.

A. Type-I N-configuration of $^{87}$Rb atoms

\[ |4\rangle = |5^2 P_{1/2}, F'=2, m_F' = 0 \rangle \]

\[ |3\rangle = |5^2 P_{1/2}, F'=2, m_F' = -1 \rangle \]

\[ |2\rangle = |5^2 S_{1/2}, F=2, m_F = 0 \rangle \]

\[ |1\rangle = |5^2 S_{1/2}, F=1, m_F = -1 \rangle \]

FIG. S1. Type-I N-configuration diagram of the $^{87}$Rb atom. The cavity and atoms are coupled with a strength $g$. Without taking into account the microscopic Doppler effect, the cavity field drives the transitions $1 \leftrightarrow 3$ and $2 \leftrightarrow 4$ with detunings $\Delta_{31}$ and $\Delta_{42}$, respectively. The control field drives the transition $2 \leftrightarrow 3$ with the detuning $\Delta_c$ and the Rabi frequency $\Omega_c$.

The energy levels of N-type atom are denoted as $|l\rangle$ with eigenfrequency $\omega_l$ ($l = 1, 2, 3, 4$), as shown Fig. S1. In this type-I configuration, we consider the cavity field couples with $1 \leftrightarrow 3$ and $2 \leftrightarrow 4$ transitions simultaneously.

The Hamiltonian of the system takes the form ($\hbar = 1$)

\[ H_{\text{type-I}} = \sum_{j=1}^{N} \sum_{l=1}^{4} \omega_l \sigma_{j,l}^\dagger \sigma_{j,l}^\dagger + \omega_i a_i^\dagger a_i + \omega_s a_s^\dagger a_s \\
+ \sum_{j=1}^{N} \left[ g(a_s^\dagger \sigma_{13}^j + a_s^\dagger \sigma_{24}^j) + \Omega_c e^{i\omega_c t} \sigma_{23}^j + h.c. \right], \tag{S1} \]

where $a_i$ and $a_s$ ($a_i^\dagger$ and $a_s^\dagger$) are the annihilation operators (creation operators) of idler photons and signal photons, respectively. $\sigma_{j,mn}^l = |m\rangle\langle n|$ ($m, n = 1, 2, 3, 4$) denotes the transition operator for the $j$th atom. The first line in Eq. (S1) is the free Hamiltonian of the system. The second line describes the atoms interact with the cavity and control fields, respectively. The last line represents the pump applied to the nonlinear crystal [1]. Note that the signal mode resonates with the cavity, while the idler mode decouples from atoms.
In the rotating frame, defined by an unitary transformation $U_1 = \exp\{i \sum_{j=1}^{N} [\omega_1 \sigma_{j1}^1 + (\omega_s + \omega_1 - \omega_c) \sigma_{j2}^2 + (\omega_s + \omega_1) \sigma_{j3}^3 + (2\omega_s + \omega_1 - \omega_c) \sigma_{j4}^4] t + i(\omega_1 a_1^\dagger a_1 + \omega_s a_1^\dagger a_s) t\}$, the Hamiltonian can be written as

$$ H'_{\text{type-1}} = \sum_{j=1}^{N} \left[ (-\Delta_{31} + \Delta_c) \sigma_{j1}^1 - \Delta_{32} \sigma_{j2}^2 + (-\Delta_{42} - \Delta_c) \sigma_{j4}^4 \right] $$

$$ + \sum_{j=1}^{N} \left[ g(a_1^\dagger \sigma_{j1}^1 + a_j^\dagger \sigma_{j4}^4) + \Omega_c \sigma_{j2}^2 + h.c. \right] ,$$

where $\sigma_{mn}^j = |m\rangle\langle n|$ and the superscript $j$ represents the $j$th atom. $\Delta_{31} = \omega_s - \omega_{31}$, $\Delta_{42} = \omega_s - \omega_{42}$, is the detuning between cavity and the transition of $|3\rangle \leftrightarrow |1\rangle$ ( $|4\rangle \leftrightarrow |2\rangle$ ). And $\Delta_c = \omega_c - \omega_{32}$ is the detuning between the control field and the $|3\rangle \leftrightarrow |2\rangle$ transition in the absence of thermal motion ($\omega_{mn} = \omega_m - \omega_n$). The excited states $|m\rangle$ ($m = 3, 4$) decay to the ground states $|n\rangle$ ($n = 1, 3$) at a rate $\gamma_{m,n}$. The dephasing between the excited states ($m = 3, 4$) and the ground states ($n = 1, 2$) are represented by $\gamma_2$ and $\gamma_4$, respectively. The decay and dephasing of the system can be described by the Lindblad operator:

$$ \mathcal{L}O = \frac{\gamma_2}{2} (2\sigma_{12}^1 O \sigma_{12}^1 - \sigma_{22}^2 O - O \sigma_{22}^2) $$

$$ + \frac{\gamma_3}{2} (2\sigma_{13}^1 O \sigma_{13}^1 - \sigma_{33}^2 O - O \sigma_{33}^2) + \frac{\gamma_4}{2} (2\sigma_{14}^1 O \sigma_{14}^1 - \sigma_{44}^2 O - O \sigma_{44}^2). $$

Then, the Heisenberg’s equations for the system take the form

$$ \dot{\sigma}_{11}^1 = ig\sigma_{11}^1 a_s - ig\sigma_{31}^1 a_s + \gamma_4 \sigma_{44}^1 + \gamma_2 \sigma_{22}^1, $$

$$ \dot{\sigma}_{22}^1 = -i(\Omega_c^* \sigma_{22}^1 - \Omega_c \sigma_{22}^1) + ig(\sigma_{32}^1 a_s - a_{12}^\dagger \sigma_{12}^1) + \gamma_4 \sigma_{44}^2 + \gamma_2 \sigma_{22}^1, $$

$$ \dot{\sigma}_{33}^1 = i(\Omega_c^* \sigma_{33}^1 - \Omega_c \sigma_{33}^1) + ig(\sigma_{13}^1 a_s - a_{31}^\dagger \sigma_{31}^1) + \gamma_4 \sigma_{44}^2 + \gamma_2 \sigma_{22}^1, $$

$$ \dot{\sigma}_{44}^1 = ig(a_{14}^\dagger \sigma_{44}^1 - a_{14}^\dagger a_s) - (\gamma_4 + \gamma_2 + \gamma_3) \sigma_{31}^1, $$

$$ \dot{\sigma}_{31}^1 = -i\Delta_{31} \sigma_{31}^1 + ig(\sigma_{11}^1 a_s - \sigma_{13}^1 a_s) + i\Omega_c \sigma_{21}^1 - \frac{\gamma_1 + \gamma_3 \sigma_{31}^1}{\gamma_1^2}, $$

$$ \dot{\sigma}_{12}^1 = -i\Delta_{12} \sigma_{12}^1 + i\Omega^* \sigma_{12}^1 a_s - i\Omega^* \sigma_{32}^1 a_s - \frac{\gamma_1 + \gamma_3 \sigma_{31}^1}{\gamma_1^2}, $$

$$ \dot{\sigma}_{13}^1 = i(\Delta_c + \Delta_{31}) \sigma_{13}^1 + i\Omega^* \sigma_{13}^1 a_s - ig(\sigma_{13}^1 a_s + a_{13}^\dagger \sigma_{13}^1) - \frac{\gamma_1 + \gamma_3 \sigma_{31}^1}{\gamma_1^2} \sigma_{32}^1, $$

We can derive the self-Kerr nonlinearity from Eqs. (S4) by using the perturbation approach [2–4]. The transition operators can be expanded as $\sigma_{mn}^{(0)} = \sigma_{mn}^{(1)} + \sigma_{mn}^{(2)} + \sigma_{mn}^{(3)} + \cdots$. In our configuration, we have $g \ll \Omega_c$, to a good approximation, all the populations can be assumed in the ground state $|1\rangle$ to zeroth order, that is, $\sigma_{11}^{(0)} = 1$, $\sigma_{22}^{(0)} = \sigma_{33}^{(0)} = \sigma_{44}^{(0)} = 0$. Therefore, we also have $\sigma_{mn}^{(0)} = 0$ ($m \neq n$). The terms with $\sigma_{mn}^{(1)} g$ ($m \neq n$) can be neglected when solving $\sigma_{mn}^{(1)}$. Solving Eqs. (S4), we obtain the first order solutions for the transition operators

$$ \sigma_{11}^{(1)} = \frac{g\Omega^* a_1^\dagger}{F \gamma_2^2}, $$

$$ \sigma_{31}^{(1)} = -i\frac{g a_1^\dagger}{F}. $$
with

\[ F = \tilde{\gamma}_{31} + \frac{|\Omega_c|^2}{\tilde{\gamma}_{21}}. \] (S6)

Where we define \( \tilde{\gamma}_{21} = -i(\Delta_{31} - \Delta_c) - \frac{\gamma_{21}}{2}, \tilde{\gamma}_{31} = -i\Delta_{31} - \frac{\gamma_{31} + \gamma_{32}}{2}, \) and \( \tilde{\gamma}_{43} = -i(\Delta_{42} - \Delta_c) - \frac{\gamma_{43}}{2} \) for simplicity. As for a closed system, the total population is conserved, i.e., \( \sigma_{11}^{(2)} + \sigma_{22}^{(2)} + \sigma_{33}^{(2)} + \sigma_{44}^{(2)} = 1. \) The second-order population operators satisfy the relationship

\[ \sigma_{11}^{(2)} + \sigma_{22}^{(2)} + \sigma_{33}^{(2)} + \sigma_{44}^{(2)} = 0. \] (S7)

Substituting Eqs. (S5) and Eq. (S7) to Eqs. (S4a-d), we obtain the second-order population operators

\[ \sigma_{11}^{(2)} = \frac{g^2\tilde{a}^\dagger_{1}a_{1}(\gamma_{32} + \gamma_{21})}{\gamma_{21}(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F} + \frac{1}{F^*} \right), \] (S8a)

\[ \sigma_{22}^{(2)} = -\frac{g^2\tilde{a}^\dagger_{2}a_{2}\gamma_{32}}{\gamma_{21}(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F} + \frac{1}{F^*} \right), \] (S8b)

\[ \sigma_{33}^{(2)} = -\frac{g^2\tilde{a}^\dagger_{3}a_{3}\gamma_{32}}{\gamma_{31} + \gamma_{32}} \left( \frac{1}{F} + \frac{1}{F^*} \right). \] (S8c)

Similarly, substituting Eqs. (S8) into Eqs. (S4e-j) and solving it, we obtain the third-order atomic polarizations

\[ \sigma_{31}^{(3)} = -\frac{ig^3\tilde{a}^\dagger_{1}a_{1}a_{3}\gamma_{32}}{\gamma_{21}(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F} + \frac{1}{F^*} \right), \] (S9a)

\[ \sigma_{42}^{(3)} = -\frac{ig^3\tilde{a}^\dagger_{2}a_{2}a_{3}\gamma_{32}}{F\gamma_{21}(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F} + \frac{1}{F^*} \right), \] (S9b)

where

\[ F_1 = \tilde{\gamma}_{42} + \frac{|\Omega_c|^2}{\tilde{\gamma}_{43}}. \] (S10)

The first and third order approximations of \( \sigma_{32}^{(2)} \) are zero, i.e., \( \sigma_{32}^{(1)} = \sigma_{32}^{(3)} = 0. \) Because \( \sigma_{22}^{(1)} = \sigma_{33}^{(3)} = 0, \sigma_{33}^{(1)} = \sigma_{33}^{(3)} = 0, \sigma_{44}^{(1)} = \sigma_{44}^{(3)} = 0, \sigma_{33}^{(2)} = \sigma_{33}^{(3)} = 0, \sigma_{44}^{(2)} = \sigma_{44}^{(3)} = 0, \sigma_{31}^{(2)} = \sigma_{31}^{(3)} = 0, \sigma_{32}^{(1)} = \sigma_{32}^{(3)} = 0, \sigma_{32}^{(2)} = \sigma_{32}^{(3)} = 0, \sigma_{42}^{(2)} = \sigma_{42}^{(3)} = 0, \) we have \( \sigma_{22}^{(2)} \approx \sigma_{22}^{(3)}, \sigma_{33}^{(2)} \approx \sigma_{33}^{(3)}, \sigma_{44}^{(2)} \approx \sigma_{44}^{(3)}, \sigma_{31}^{(2)} \approx \sigma_{31}^{(3)}, \sigma_{32}^{(2)} \approx \sigma_{32}^{(3)} \) and \( \sigma_{31} \approx \sigma_{32}^{(3)} \). Substituting these formulas for \( \sigma_{22}^{(2)}, \sigma_{33}^{(3)}, \sigma_{44}^{(3)}, \sigma_{31} \) and \( \sigma_{32} \) into the Hamiltonian Eq. S2, we obtain the effective Hamiltonian

\[ H_{\text{type-I,eff}} = \tilde{\Delta}a_{1}^\dagger a_{1} + \tilde{\eta}a_{1}^\dagger a_{1}a_{3}a_{3}, \] (S11)

with the nonlinear PPI strength,

\[ \tilde{\eta} = \sum_{j=1}^{N} \left[ \frac{ig^4(2\gamma_{21} + \gamma_{32})}{\gamma_{21}(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F} + \frac{1}{F^*} \right) \left( \frac{1}{F} - \frac{1}{F^*} \right) + \frac{ig^4\gamma_{32}}{\gamma_{21}(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F} + \frac{1}{F^*} \right) \right], \] (S12)

and a linear shift,

\[ \tilde{\Delta} = \sum_{j=1}^{N} \left[ \frac{g^2\gamma_{32}}{\gamma_{21}(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F} + \frac{1}{F^*} \right) (\Delta_{31} - \Delta_c) + \frac{g^2\Delta_{31}}{\gamma_{31} + \gamma_{32}} \left( \frac{1}{F} + \frac{1}{F^*} \right) + ig^2(\frac{1}{F} - \frac{1}{F^*}) \right]. \] (S13)

In our proposed scheme, the performance of single-photon source strongly depends on the photon blockade strength, i.e. the magnitude of the PPI strength \( \tilde{\eta} \).

Next, we first consider \( N \) identical atoms and exclude the microscopic doppler effect. In the case of \( \Omega_c \gg \gamma_{0, g}, \Delta_{31}, \Delta_c \) and \( \Delta_{42} \), the approximate analytical formula for the PPI strength \( \tilde{\eta} \) can be derived from the Eq. (S12) as

\[ \eta_{0,\text{type-I}} \approx \frac{2N_ag^4\gamma_{32}}{|\Omega_c|^2(\gamma_{31} + \gamma_{32})} \left[ \frac{2\gamma_{21} + \gamma_{32}}{\gamma_{32}} (\Delta_{31} - \Delta_c) - (\Delta_{42} - \Delta_c) \right], \] (S14)
where \( N_a \) is the total atom number. From this expression, we can see that when \( \Omega_c \gg \Delta_{31}, \Delta_c \), the value of \( \eta_0 \) is proportionally to \( g/\Omega_c \). A large PPI can be achieved by adjusting the values of \( g/\Omega_c \) and \( |\Delta_{31} - \Delta_c| \). Here we take \( \Delta_c = 0 \) in the following calculation. The PPI strength can also be effectively adjusted by controlling the number of Rb atoms because \( \eta \sim \sqrt{N} \).

Now we consider the Doppler effect of warm atoms. To do so, we replace \( \Delta_{31} \) by \( \Delta_{31} + k_sv, \Delta_c + k_cv, \) and \( \Delta_{42} + k_sv \), and \( \sum_j \to \int dv \). Then the PPI strength and linear shift are given by

\[
\eta = \int N(v) \left[ \frac{ig^4(2\gamma_{21} + \gamma_{32})}{\gamma_{21}(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F(v)} + \frac{1}{F^*(v)} \right)(\frac{1}{F'(v)} - \frac{1}{F(v)}) \right] dv,
\]

\[
\Delta = \int N(v) \left[ \frac{ig^4\gamma_{32}}{\gamma_{21}(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F(v)} + \frac{1}{F^*(v)} \right)(\Delta_{31} - \Delta_c + k_sv - k_cv) \right. \\
+ \left. \frac{g^2(\Delta_{31} + k_sv)}{\gamma_{31} + \gamma_{32}} \left( \frac{1}{F(v)} + \frac{1}{F^*(v)} \right)(\Delta_{31} - \Delta_c + k_sv - k_cv) \right] dv,
\]

where we have assumed that the atomic velocity obeys a Maxwell-Boltzmann distribution, i.e., \( N(v) = N_a e^{-v^2/2} / u \sqrt{\pi} \).

FIG. S2. (a) The effective PPI strength \( \eta \) as a function of the detuning \( \Delta_{31} \) in type-I N-configuration. The parameters are \( \gamma_{31} = \gamma_{32} = \gamma_{42} = \gamma_0 = 0.5 \kappa_s, \gamma_{21} = 0.01 \kappa_s, \Omega_c = 30 \gamma_0, \Delta_{42} = 8.5 \Delta_{31}, \Delta_c = 0 \) and \( N_a (g/\kappa_s)^4 = 0.92 \times 10^3 \). \( N_a (g/\kappa_s)^4 = 2.3 \times 10^3, N_a (g/\kappa_s)^4 = 5.7 \times 10^3 \) for the dotted blue curve (the dashed red curve, the solid green curve). (b) The PPI strength \( \eta \) versus \( g/\Omega_c \). We take the “optimal point” for \( \eta \) when scanning \( \Delta_{31} \) for every \( g/\Omega_c \). The dotted blue (the dashed red, the solid blue) curve is calculated with \( \Delta_c/\Delta_{31} = 0 \) (-2, -4) and \( N (g/\kappa_s)^4 = 2.3 \times 10^3 \) for both three curves. Other parameters are the same as (a).

Then, we estimate the available PPI strength in an ensemble of warm Rb atoms with the Doppler effect. The effective PPI strength is shown in Fig. S2. The PPI strength \( \eta \) has a “dispersive” profile and is zero in the vicinity of \( \Delta_{31} = 0 \). When the detuning \( \Delta_{31} \) changes, there are always two maximum for the absolute value of the nonlinearity at \( \Delta_{31}/\kappa_s = \pm 18 \). For example, the absolute value of PPI strength can reach \( |\eta|/\kappa_s = 0.8 \) \( |\eta|/\kappa_s = 0.8 \) \( |\eta|/\kappa_s = 500 \) when \( N_a (g/\kappa_s)^4 = 0.92 \times 10^3 \). \( N_a (g/\kappa_s)^4 = 2.3 \times 10^3 \). \( N_a (g/\kappa_s)^4 = 5.7 \times 10^3 \). We call these points “optimal points”. In Fig. S2(b), the available strongest nonlinearity increases as \( g/\Omega_c \), which is well understood and consistent with the approximate formulas in Eq. (S14). However, when the increase of \( g/\Omega_c \) is higher than about 0.05, the changes of the PPI strength \( \eta \) tend to be flat. This is because the conditions of \( \Omega_c \gg \gamma_0, g, \Delta_{31}(\Delta_c) \) used in the approximation analysis gradually become invalid as \( \Omega_c \) gets smaller. The terms we previously neglected have the opposite effect on the values of \( \eta \), which gradually become non-negligible. In addition, we should also note that the premise of the perturbation method used in the model, i.e., \( |g| \ll |\Omega_c| \), which is exactly contradictory to the increase of \( g/\Omega_c \). So the value of \( g/\Omega_c \) cannot be increased indefinitely. There is a competitive relationship between making the perturbation approach effective and getting a large nonlinearity [5]. Moreover, increasing \( |\Delta_c/\Delta_{31}| \) can also increase the value of
the PPI strength (see Fig. S2(b)). This large PPI allows us to achieve strong photon blockade for signal photons.

**B. Type-II N-configuration of $^{87}$Rb atoms**

![Type-II N-configuration of $^{87}$Rb atoms](image)

FIG. S3. Type-II N-configuration diagram of the $^{87}$Rb atom. The signal photon ($g$), coupling field ($\Omega_c$), and switching field ($\Omega_d$) drive the transitions $1 \leftrightarrow 3$, $2 \leftrightarrow 3$ and $2 \leftrightarrow 4$, with detunings $\Delta_{31}$, $\Delta_c$ and $\Delta_{42}$, respectively.

The strong PPI can also be realized by using the N-type configuration of $^{87}$Rb atom reported in [4], see Fig. S3 for level diagram. It has been experimentally demonstrated that strong adjustable self-Kerr nonlinearity can be achieved in this type-II N-configuration. The results given by the perturbation theory are in good agreement with experiments.

The Hamiltonian describing this N-configuration is

\[
H_{\text{type-II}} = \sum_{j=1}^{N} \left[ (-\Delta_{31} + \Delta_c) \sigma_{22}^j - \Delta_{31} \sigma_{33}^j + (-\Delta_{42} - \Delta_{31} + \Delta_c) \sigma_{44}^j \right] \\
+ \sum_{j=1}^{N} \left[ g(a_s^j \sigma_{13}^j) + \Omega_d \sigma_{24}^j + \Omega_c \sigma_{23}^j + h.c. \right],
\]

(S17)

where $\Delta_{31} = \omega_s - \omega_{31}$, $\Delta_c = \omega_c - \omega_{32}$ and $\Delta_{42} = \omega_d - \omega_{42}$. $\omega_s$, $\omega_c$ and $\omega_d$ represent the frequencies of signal, coupling and switching fields, respectively. The Lindblad equation of the system is the same as Eq. (S3) and the Heisenberg’s
\[ \dot{\sigma}_{11}^{j} = i g a_{31}^{j} a_{s} + \gamma_{41} \sigma_{44}^{j} + \gamma_{31} \sigma_{34}^{j} + \gamma_{21} \sigma_{22}^{j}, \quad (S18a) \]
\[ \dot{\sigma}_{12}^{j} = -i(\Omega_{c} \sigma_{23}^{j} - \Omega_{c}^{*} \sigma_{32}^{j}) - i(\Omega_{d} \sigma_{12}^{j} - \Omega_{d}^{*} \sigma_{21}^{j}) + \gamma_{42} \sigma_{44}^{j} + \gamma_{32} \sigma_{33}^{j} - \gamma_{21} \sigma_{22}^{j}, \quad (S18b) \]
\[ \dot{\sigma}_{13}^{j} = i(\Omega_{c} \sigma_{32}^{j} - \Omega_{c}^{*} \sigma_{23}^{j}) + ig \sigma_{13}^{j} a_{s} - \gamma_{33} \sigma_{33}^{j} - \gamma_{32} \sigma_{33}^{j}, \quad (S18c) \]
\[ \dot{\sigma}_{14}^{j} = i(\Omega_{d} \sigma_{24}^{j} - \Omega_{d}^{*} \sigma_{42}^{j}) - (\gamma_{41} + \gamma_{42} + \gamma_{43}) \sigma_{44}^{j}, \quad (S18d) \]
\[ \dot{\sigma}_{31}^{j} = -i \Delta_{31} \sigma_{31}^{j} + ig a_{11}^{j} (\sigma_{11}^{j} - \sigma_{33}^{j}) + i \Omega_{c} \sigma_{12}^{j} - \frac{\gamma_{31} + \gamma_{32}}{2} \sigma_{31}^{j}, \quad (S18e) \]
\[ \dot{\sigma}_{32}^{j} = -i \Delta_{c} \sigma_{32}^{j} + ig a_{12}^{j} (\sigma_{12}^{j} - \sigma_{31}^{j} + \sigma_{34}^{j}) - \frac{\gamma_{21} + \gamma_{31} + \gamma_{32}}{2} \sigma_{32}^{j}, \quad (S18f) \]
\[ \dot{\sigma}_{33}^{j} = i(\Delta_{c} - \Delta_{31}) \sigma_{31}^{j} + i\Omega_{c}^{*} \sigma_{31}^{j} + i\Omega_{d} \sigma_{41}^{j} - ig a_{34}^{j} (\sigma_{32}^{j} + \sigma_{33}^{j}) - \frac{\gamma_{21} + \gamma_{31} + \gamma_{32}}{2} \sigma_{33}^{j}, \quad (S18g) \]
\[ \dot{\sigma}_{34}^{j} = i(\Delta_{c} - \Delta_{31} - \Delta_{42}) \sigma_{41}^{j} + i\Omega_{d} \sigma_{21}^{j} - ig a_{34}^{j} (\sigma_{32}^{j} + \sigma_{33}^{j}) - \frac{\gamma_{41} + \gamma_{42} + \gamma_{43}}{2} \sigma_{41}^{j}, \quad (S18h) \]
\[ \dot{\sigma}_{42}^{j} = -i \Delta_{42} \sigma_{42}^{j} + i\Omega_{d} (\sigma_{22}^{j} + \sigma_{24}^{j}) - i\Omega_{c} \sigma_{33}^{j} - \frac{\gamma_{21} + \gamma_{41} + \gamma_{42} + \gamma_{43}}{2} \sigma_{42}^{j}, \quad (S18i) \]
\[ \dot{\sigma}_{43}^{j} = i(\Delta_{c} - \Delta_{42}) \sigma_{43}^{j} + i\Omega_{d} \sigma_{33}^{j} - ig a_{34}^{j} a_{s} - i\Omega_{c}^{*} \sigma_{24}^{j} - \frac{\gamma_{31} + \gamma_{32} + \gamma_{41} + \gamma_{42} + \gamma_{43}}{2} \sigma_{43}^{j}. \quad (S18j) \]

Solve the Eqs. (S18a) using the same approach above, we can obtain the first order solutions
\[ \sigma_{21}^{(1)} = -\frac{\Omega_{c}^{*} g \tilde{\gamma}_{41}}{\gamma_{21} \tilde{\gamma}_{41} + |\Omega_{d}|^{2}} a_{s}^{\dagger}, \quad (S19a) \]
\[ \sigma_{31}^{(1)} = -i \frac{a_{s}^{\dagger}}{F_{3}}, \quad (S19b) \]
\[ \sigma_{41}^{(1)} = -i \frac{\Omega_{d} \sigma_{41}^{*} g}{\gamma_{21} \tilde{\gamma}_{41} + |\Omega_{d}|^{2}} a_{s}^{\dagger}, \quad (S19c) \]

with
\[ F_{3} = \tilde{\gamma}_{31} + \frac{\tilde{\gamma}_{41} |\Omega_{d}|^{2}}{\gamma_{21} \tilde{\gamma}_{41} + |\Omega_{d}|^{2}}. \quad (S20) \]

Where \( \tilde{\gamma}_{21} = -i(\Delta_{31} - \Delta_{c}) - \gamma_{21}/2 \), \( \tilde{\gamma}_{31} = -i \Delta_{41} - (\gamma_{31} + \gamma_{32})/2 \), and \( \tilde{\gamma}_{41} = i(\Delta_{c} - \Delta_{31} - \Delta_{42}) - (\gamma_{41} + \gamma_{42} + \gamma_{43})/2 \).

Using the closed system condition, \( \sigma_{11}^{(2)} + \sigma_{22}^{(2)} + \sigma_{33}^{(2)} + \sigma_{44}^{(2)} = 0 \), and substituting Eqs. (19) into Eqs. (18 a-d), we get the second-order population operators
\[ \sigma_{11}^{(2)} = \frac{g^{2} (\gamma_{32} + \gamma_{21})}{\gamma_{21} (\gamma_{31} + \gamma_{32})} \left( \frac{1}{F_{3}} + \frac{1}{F_{3}^{*}} \right) a_{s} a_{s}^{\dagger}, \quad (S21a) \]
\[ \sigma_{22}^{(2)} = -\frac{g^{2} \gamma_{31}}{\gamma_{21} (\gamma_{31} + \gamma_{32})} \left( \frac{1}{F_{3}} + \frac{1}{F_{3}^{*}} \right) a_{s} a_{s}^{\dagger}, \quad (S21b) \]
\[ \sigma_{33}^{(2)} = -\frac{g^{2}}{(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F_{3}} + \frac{1}{F_{3}^{*}} \right) a_{s} a_{s}^{\dagger}. \quad (S21c) \]

Similarly, substituting Eqs. (S21) into Eqs. (S18 e-j) and solving it, we obtain the third-order atomic polarizations
\[ \sigma_{31}^{(3)} = -i \frac{g^{3} (2 \gamma_{21} + \gamma_{32})}{F_{3} \gamma_{21} (\gamma_{31} + \gamma_{32})} \left( \frac{1}{F_{3}} + \frac{1}{F_{3}^{*}} \right) a_{s} a_{s}^{\dagger} a_{s}, \quad (S22) \]

The first and third order approximations of \( \sigma_{32}^{(2)} \) are zero, i.e., \( \sigma_{32}^{(1)} = \sigma_{32}^{(3)} = 0 \). Because \( \sigma_{22}^{(0)} = \sigma_{22}^{(1)} = \sigma_{22}^{(3)} = 0 \), \( \sigma_{33}^{(0)} = \sigma_{33}^{(1)} = \sigma_{33}^{(3)} = 0 \), \( \sigma_{44}^{(0)} = \sigma_{44}^{(1)} = \sigma_{44}^{(3)} = 0 \), \( \sigma_{31}^{(0)} = \sigma_{31}^{(1)} = \sigma_{31}^{(3)} = 0 \), and \( \sigma_{42}^{(0)} = \sigma_{42}^{(1)} = \sigma_{42}^{(3)} = 0 \), we have \( \sigma_{22}^{(2)} \approx \sigma_{22}^{(2)} + \sigma_{33}^{(2)} + \sigma_{44}^{(2)} + \sigma_{42}^{(2)} \approx 0 \), and \( \sigma_{31}^{(3)} \approx \sigma_{31}^{(3)} + \sigma_{33}^{(3)} \). Substituting these formulas for \( \sigma_{22}^{(2)}, \sigma_{33}^{(2)}, \sigma_{44}^{(2)}, \) and \( \sigma_{31}^{(3)} \) into the Hamiltonian Eq. (S17), we can obtain the effective Hamiltonian
\[ H_{\text{type-II,eff}} = \Delta a_{s}^{\dagger} a_{s} + \tilde{\gamma} a_{s}^{\dagger} a_{s} a_{s}, \quad (S23) \]
with the nonlinear interaction strength,
\[\tilde{\eta} = iX_0 \sum_{j=1}^{N} (\frac{1}{F_3} + \frac{1}{F_3^*})(\frac{1}{F_3} - \frac{1}{F_3^*}),\] (S24)
and a linear shift,
\[\tilde{\Delta} = \sum_{j=1}^{N} g^2 \left[ \frac{\gamma_{32}}{\gamma_{21} (\gamma_{31} + \gamma_{32})} \left( \frac{1}{F_3} + \frac{1}{F_3^*} \right)(\Delta_{31} - \Delta_c) + \frac{\Delta_{31}}{(\gamma_{31} + \gamma_{32})} \left( \frac{1}{F_3} + \frac{1}{F_3^*} \right) + i(\frac{1}{F_3} - \frac{1}{F_3^*}) \right],\] (S25)
where \(X_0 = g^4(2\gamma_{21} + \gamma_{32})/|\gamma_{21}(\gamma_{31} + \gamma_{32})|\). Again, we first consider \(N\) identical atoms and exclude the microscopic doppler effect. In the case of \(\Omega_c \gg \gamma_0, g, \Omega_d\), the approximate expressions of the PPI strength \(\eta_{0,\text{type-II}}\) from the Eq. (S24) can be solved as
\[\eta_{0,\text{type-II}} \approx \frac{2N_0 g^4(2\gamma_{21} + \gamma_{32})}{|\Omega_c|^4(\gamma_{31} + \gamma_{32})}(\Delta_{31} - \Delta_c).\] (S26)
From the formula Eq. (S26), we can see that the PPI strength can also be effectively adjusted by controlling the number of Rb atoms \(N_a\).
Then, we consider the atomic Doppler effect and have
\[\eta = iX_0 \int \left( \frac{1}{F_3(v)} + \frac{1}{F_3^*(v)} \right)(\frac{1}{F_3^*(v)} - \frac{1}{F_3(v)})N(v)dv,\] (S27)
\[\Delta = \int N(v)g^2 \left[ \frac{\gamma_{32}}{\gamma_{21} (\gamma_{31} + \gamma_{32})} \left( \frac{1}{F_3(v)} + \frac{1}{F_3^*(v)} \right)(\Delta_{31} - \Delta_c + ksv - Kv) + \frac{(\Delta_{31} + ksv)}{\gamma_{31} + \gamma_{32}} \left( \frac{1}{F_3(v)} + \frac{1}{F_3^*(v)} \right) + i(\frac{1}{F_3(v)} - \frac{1}{F_3^*(v)}) \right]dv.\] (S28)
\[F_3(v) = \frac{[i(\Delta_c - \Delta_{31} - \Delta_{42} - kv) - (\gamma_{41} + \gamma_{42} + \gamma_{43}/2)|\Omega_c|^2}{\sqrt{[(i(\Delta_c - \Delta_{31})/2)(i(\Delta_c - \Delta_{31} - \Delta_{42} - kv)) - (\gamma_{41} + \gamma_{42} + \gamma_{43}/2)]^2 + |\Omega_d|^2}} - [(\Delta_{31} + kv) + (\gamma_{31} + \gamma_{32})/2].\] (S29)

**FIG. S4.** The effective PPI strength \(\eta\) as a function of the detuning \(\Delta_{31}\) in type-II N-configuration of \(^{87}\)Rb atoms. The parameters are \(\gamma_{31} = \gamma_{32} = \gamma_{42} = \gamma_0 = 0.5\kappa, \gamma_{21} = 0.01\kappa, \Omega_c = 30\gamma_0, \Omega_d = 3\gamma_0, \Delta_{42} = \Delta_c = 0, \) and \(N_a (g/\kappa_s)^4 = 1.3 \times 10^3 \) \([N_a (g/\kappa_s)^4 = 3.25 \times 10^3, N_a (g/\kappa_s)^4 = 8.1 \times 10^3]\) for the dotted blue curve (the dashed red curve, the solid green curve).
We set $\Delta_{42} = 0$ and $\Delta_c = 0$, which is the same as in [4] for the $^{87}$Rb atomic N-configuration in Fig. S3. Figure S4 shows the effective PPI strength as a function of the detuning $\Delta_{31}$. When the detuning $\Delta_{31}$ changes, the PPI strength induced by the type-II N-configuration has two more "optimal points" to choose from than the type-I for a given number of atoms. For example, when $N_a(g/\kappa_s)^4 = 1.3 \times 10^3$ ($N_a(g/\kappa_s)^4 = 3.25 \times 10^3$, $N_a(g/\kappa_s)^4 = 8.1 \times 10^3$), the PPI strength $\eta$ can reach $80\kappa_s$ ($200\kappa_s$, $500\kappa_s$) not only at $\Delta_{31}/\kappa_s = \pm 18$, but also about at $\Delta_{31}/\kappa_s = \pm 53$. At the same time, the two additional "optimal points" have a wider adjustable detuning range about $6\kappa_s$ in the vicinity of $\Delta_{31}/\kappa_s = \pm 53$ than $2\kappa_s$ in the vicinity of $\Delta_{31}/\kappa_s = \pm 18$ for $\eta/\kappa_s = 80$ when $N_a(g/\kappa_s)^4 = 1.3 \times 10^3$. However, the type-II N-configuration requires a larger atomic density than the type-I to achieve the same nonlinear strength.

C. Hamiltonian of the full system

The Hamiltonian of the system including the SPDC process can be generally written as

$$H_{\text{full}} = \Delta a_s^\dagger a_s + \eta a_s^\dagger a_s^\dagger a_s a_s + \xi \sqrt{P} \{e^{-i(\omega_p - \omega_i - \omega_s)t} a_s^\dagger a_s^\dagger + e^{i(\omega_p - \omega_i - \omega_s)t} a_s a_s\}.$$  

Similarly, applying a unitary transformation of $U_2 = \exp\{-i(\omega_p - \omega_i - \omega_s)a_s^\dagger a_s t\}$ to the system, we can get the effective Hamiltonian

$$H_{\text{eff}} = (\Delta - \eta - \Delta_p)a_s^\dagger a_s + \eta(a_s^\dagger a_s)^2 + \xi \sqrt{P}(a_s^\dagger a_s + a_s a_s).$$

It is Eq. (2) in the main text.

II. THE EQUAL-TIME SECOND-ORDER AUTOCORRELATION FUNCTION

In this section, we derive the equal time second-order autocorrelation function conditional on the detection of the idler photons. The single-photon statistics from a HSPS by heralding detection of idler photons have been reported in [6] for the first time. For a heralding single-photon detection system, the state of the system can be described by density matrix. Once idler photons are detected, the system state degrades to $\rho_s$ [7, 8]. In this case, the number states of the idler mode no longer have the contribution of the vacuum state, the probability of $n_s$ photon becomes

$$\alpha_{n_s} = \langle n_s | \rho_s | n_s \rangle = \frac{\sum_{n_i > 0} P_{n_s, n_i} \sum_{n_i'} P_{n_i', n_i}}{\sum_{n_i, n_i'} P_{n_i, n_i'}}.$$  

(S30)

When the idler photons are detected, the equal time second-order autocorrelation function of signal mode is given by

$$g_s^{(2)}(0) = \frac{\langle a_s^\dagger a_s^\dagger a_s a_s \rangle_i}{\langle a_s^\dagger a_s \rangle_i^2},$$  

(S31)

where $\langle \cdots \rangle_i$ is the average over the postmeasurement state when an idler photon is measured. And it can be calculated as

$$\langle a_s^\dagger a_s^\dagger a_s a_s \rangle_i = \langle \psi_s | a_s^\dagger a_s^\dagger a_s a_s | \psi_s \rangle = \sum_{n_s, n_s'} \langle \psi_s | n_s \rangle \langle n_s | a_s^\dagger a_s^\dagger a_s a_s | n_s' \rangle \langle n_s' | \psi_s \rangle$$

$$= \sum_{n_s, n_s'} \langle \psi_s | n_s \rangle \langle n_s | a_s^\dagger a_s^\dagger a_s a_s | n_s' \rangle \langle n_s' | \psi_s \rangle + \sum_{n_s, n_s'} \langle n_s' | \psi_s \rangle \langle n_s | a_s^\dagger a_s^\dagger a_s a_s | n_s' \rangle$$

$$= \sum_{n_s, n_s'} \langle n_s' \rangle \langle \psi_s | n_s \rangle n_s (n_s' - 1) \delta_{n_s, n_s'}$$

$$= \sum_{n_s} \langle n_s \rangle \langle \psi_s | n_s \rangle n_s (n_s - 1)$$

$$= \sum_{n_s} n_s (n_s - 1) \alpha_{n_s},$$  

(S32)
\[ \langle a^\dagger_s a_s \rangle_i = \langle \psi_s | a^\dagger_s a_s | \psi_s \rangle = \sum_{n_s, n'_s} \langle \psi_s | n_s \rangle \langle n_s | a^\dagger_s a_s | n'_s \rangle \langle n'_s | \psi_s \rangle \]
\[ = \sum_{n_s, n'_s} \langle n'_s | \psi_s \rangle \langle \psi_s | n_s \rangle \langle n_s | a^\dagger_s a_s | n'_s \rangle \]
\[ = \sum_{n_s, n'_s} \langle n'_s | \psi_s \rangle \langle \psi_s | \delta_{n_s, n'_s} \rangle \]
\[ = \sum_{n_s} \langle n_s | \psi_s \rangle \langle n_s | \psi_s \rangle n_s \]
\[ = \sum_{n_s} \langle n_s | \rho_s | n_s \rangle n_s \]
\[ = \sum_{n_s} n_s \alpha_{n_s}. \]

Substituting Eq. S32 and Eq. S33 into Eq. S31, we obtain

\[ g_s^{(2)}(0) = \frac{\sum n_s (n_s - 1) \alpha_{n_s}}{(\sum n_s \alpha_{n_s})^2} = \frac{\left(\sum_{n_s, n_i > 0} n_s (n_s - 1) P_{n_s, n_i}\right)}{\left(\sum_{n_s, n_i > 0} n_s P_{n_s, n_i}\right)^2}. \]  

When the pump power and the PPI strength are very strong, the probability of multi-photon states can be neglected. In this case, \( g_s^{(2)}(0) \approx 2 \alpha_2 / \alpha_1^2 \approx 2(P_{21} + P_{22})(P_{11} + P_{12} + P_{21} + P_{22})/(P_{11} + P_{12})^2 \). Considering the main contribution of photon-pair states (nonphoton-pair states are discussed below), \( g_s^{(2)}(0) \approx 2P_{22}/P_{11} \).

The purity, denoted as \( \Pi \), of heralded single photons is usually defined as [9]

\[ \Pi = \sum_{n_i > 0} P_{1, n_i} / \sum_{n_i > 0} P_{n_i, n'_i}. \]  

When the probability of single-photon pair is much greater than those of the multi-photon pairs, considering the main contribution of photon-pair states, we obtain

\[ \Pi \approx P_{11}/(P_{11} + P_{22}) \approx 1 - P_{22}/P_{11}. \]  

In the case of \( P_{11} \gg P_{22} \), we have

\[ 1 - g_s^{(2)}(0) = 1 - 2P_{22}/P_{11} \approx \Pi. \]  

Because \( g_s^{(2)}(0) \) can be measured experimentally, \( 1 - g_s^{(2)}(0) \) is usually used to characterize the heralded single-photon purity [10].

III. NON-BLOCKADE CASE

In this section, we discuss the non-blockade case, that is, without considering the PPI in our system. We derive the analytical expressions for the yield and purity of HSPS, and discuss the limitation on the yield and purity.

A. The Yield and Purity of HSPS

When PPI is not considered, the Hamiltonian of the system can be written as

\[ H_0 = \xi \sqrt{P} (a^\dagger_s a^\dagger_s + a_s a_s). \]
FIG. S5. (a) The numerical solutions of population of Fock states $|n_s, n_i⟩$ as a function of the effective pump power $\xi \sqrt{P}$. (b-e) Comparison of numerical (dash-dotted curves) and analytical solutions (solid curves) of photon-pair population of $P_{n_s, n_i}$ ($n_s = n_i = 0, 1, 2, 3$ for (b), (c), (d) and (e), respectively). (f) The equal time second-order autocorrelation $g_s^{(2)}$ versus the effective pump power $\xi \sqrt{P}$. Other parameters are $\kappa_s \tau_p = \pi/40$, $\kappa_s = \kappa_i = 1$.

One can show that, without considering the dissipation of photons, it creates the following two-mode entangled state [1]:

$$e^{-i H_0 t} |0, 0⟩ = \frac{1}{\cosh(\xi \sqrt{P} t)} e^{-i \tanh(\xi \sqrt{P} t) a_i^† a_s^†} |0, 0⟩$$

$$= \frac{1}{\cosh(\xi \sqrt{P} t)} \sum_{n=0}^{\infty} (-i)^n \tanh^n(\xi \sqrt{P} t) |n, n⟩.$$  \hspace{1cm} (S39)

Here, to consistent with the main text, the Fock-state subscripts have been omitted. Then the probability of $n$-th pair is

$$P_{n,n} = \frac{\tanh^{2n}(\xi \sqrt{P} t)}{\cosh^2(\xi \sqrt{P} t)}.$$ \hspace{1cm} (S40)

The yield of the heralded single-photon source (HSPS) can be measured by $P_{11}$, which means each pump laser pulse generating a single photon [11]. We use $Y$ to represent the yield of the HSPS, then

$$Y = P_{11} = \frac{\tanh^2(\xi \sqrt{P} t)}{\cosh^2(\xi \sqrt{P} t)}.$$ \hspace{1cm} (S41)

The heralded second-order autocorrelation function can be derived from Eq. (S34). Here, we only consider the
contribution of photon-pair states, i.e., \( n_s = n_i \), we have

\[
\alpha_{n_s} = \frac{\tanh^{2n_s}(\xi\sqrt{Pt})}{\tanh^2(\xi\sqrt{Pt}) + \tanh^4(\xi\sqrt{Pt}) + \tanh^6(\xi\sqrt{Pt}) + \cdots},
\]

(S42)

and

\[
g_s^{(2)}(0) = \frac{\sum n_s(n_s - 1)\alpha_{n_s}}{(\sum n_s\alpha_{n_s})^2} = \frac{\sum n_s(n_s - 1)\tanh^{2n_s}(\xi\sqrt{Pt})}{\left[\sum n_s\tanh^{2n_s}(\xi\sqrt{Pt})\right]^2},
\]

(S43)

where:

\[
\sum_{n_s > 0} \tanh^{2n_s}(\xi\sqrt{Pt}) = \frac{\tanh^2(\xi\sqrt{Pt})}{1 - \tanh^2(\xi\sqrt{Pt})},
\]

(S44)

\[
\sum_{n_s} n_s\tanh^{2n_s}(\xi\sqrt{Pt}) = \frac{1}{2}\cosh^2(\xi\sqrt{Pt})\tanh(\xi\sqrt{Pt}) \sum_{n_s} \frac{\partial}{\partial(\xi\sqrt{Pt})}\tanh^{2n_s}(\xi\sqrt{Pt})
\]

\[
= \frac{1}{2}\cosh^2(\xi\sqrt{Pt})\tanh(\xi\sqrt{Pt}) \frac{\partial}{\partial(\xi\sqrt{Pt})} \sum_{n_s} \tanh^{2n_s}(\xi\sqrt{Pt})
\]

\[
= \frac{1}{2}\cosh^2(\xi\sqrt{Pt})\tanh(\xi\sqrt{Pt}) \frac{\partial}{\partial(\xi\sqrt{Pt})} \left[ \frac{1}{1 - \tanh^2(\xi\sqrt{Pt})} \right]
\]

\[
= \frac{\tanh^2(\xi\sqrt{Pt})}{\left[1 - \tanh^2(\xi\sqrt{Pt})\right]^2}.
\]

(S45)

Substituting Eq. (S44) and Eq. (S45) into Eq. (S43), we can obtain

\[
g_s^{(2)}(0) = \frac{\sum n_s(n_s - 1)\tanh^{2n_s}(\xi\sqrt{Pt})}{\tanh^2(\xi\sqrt{Pt})} \left[1 - \tanh^2(\xi\sqrt{Pt})\right]^3.
\]

(S46)

When we consider the larger area of the pump pulse, i.e., \( \xi\sqrt{Pt} \gg 0 \), we have

\[
\left(\frac{\partial}{\partial(\xi\sqrt{Pt})}\right)^2 \sum_{n_s} \tanh^{2n_s}(\xi\sqrt{Pt}) = \sum_{n_s} \left(\frac{\partial}{\partial(\xi\sqrt{Pt})}\right)^2 \tanh^{2n_s}(\xi\sqrt{Pt})
\]

\[
= \sum_{n_s} \left(\frac{\partial}{\partial(\xi\sqrt{Pt})}\right)^2 \left[2n_s\left[\tanh^{2n_s-2}(\xi\sqrt{Pt})\cosh^2(\xi\sqrt{Pt})\tanh(\xi\sqrt{Pt})\right]\right]
\]

\[
= \sum_{n_s} \left[2\cosh^{-2}(\xi\sqrt{Pt})\tanh(\xi\sqrt{Pt})\right] \frac{\partial}{\partial(\xi\sqrt{Pt})} \left[n_s\tanh^{2n_s-2}(\xi\sqrt{Pt})\right] + \sum_{n_s} \frac{\partial}{\partial(\xi\sqrt{Pt})} \left[\cosh^{-2}(\xi\sqrt{Pt})\tanh(\xi\sqrt{Pt})\right] \left[2n_s\tanh^{2n_s-2}(\xi\sqrt{Pt})\right].
\]

(S47)
We can prove that the last row is approximately zero in the case of \( \xi \sqrt{Pt} \gg 0 \), that is

\[
\sum_{n_s} \frac{\partial}{\partial (\xi \sqrt{Pt})} \left[ \cosh^{-2}(\xi \sqrt{Pt}) \tanh(\xi \sqrt{Pt}) \right] \left[ 2n_s \tanh^{2n_s - 2}(\xi \sqrt{Pt}) \right]
\]

\[
= \sum_{n_s} \left[ 2\cosh^{-4}(\xi \sqrt{Pt}) \sinh^2(\xi \sqrt{Pt}) + \cosh^{-4}(\xi \sqrt{Pt}) \right] \left[ 2n_s \tanh^{2n_s - 2}(\xi \sqrt{Pt}) \right]
\]

\[
= 0 \quad (\xi \sqrt{Pt} \gg 0),
\]

so

\[
\left( \frac{\partial}{\partial (\xi \sqrt{Pt})} \right)^2 \sum_{n_s} \tanh^{2n_s}(\xi \sqrt{Pt}) = \sum_{n_s} \left[ 2\cosh^{-2}(\xi \sqrt{Pt}) \tanh(\xi \sqrt{Pt}) \right] \frac{\partial}{\partial (\xi \sqrt{Pt})} \left[ n_s \tanh^{2n_s - 2}(\xi \sqrt{Pt}) \right]
\]

\[
= \sum_{n_s} 4n_s(n_s - 1) \tanh^{2n_s}(\xi \sqrt{Pt}) \cosh^{-4}(\xi \sqrt{Pt}) \tanh^{-2}(\xi \sqrt{Pt}),
\]

and

\[
\sum_{n_s} n_s(n_s - 1) \tanh^{2n_s}(\xi \sqrt{Pt}) = \frac{1}{4} \cosh^4(\xi \sqrt{Pt}) \tanh^2(\xi \sqrt{Pt}) \left( \frac{\partial}{\partial (\xi \sqrt{Pt})} \right)^2 \sum_{n_s} \tanh^{2n_s}(\xi \sqrt{Pt})
\]

\[
= \frac{2\tanh^4(\xi \sqrt{Pt})}{\left[ 1 - \tanh^2(\xi \sqrt{Pt}) \right]^3}.
\]

Substituting Eq. (S50) into Eq. (S46), we can easily obtain

\[
g_s^{(2)}(0) \approx \frac{2\tanh^4(\xi \sqrt{Pt})}{\left[ 1 - \tanh^2(\xi \sqrt{Pt}) \right]^3} \left[ \frac{1}{\tanh^2(\xi \sqrt{Pt})} \right] = 2\tanh^2(\xi \sqrt{Pt}).
\]

The equal time second-order autocorrelation function can characterize the single-photon purity of a light field [11]. In our system based on idler-detection events, the purity of signal photons can be defined by [10]

\[
\Pi = \begin{cases} 
1 - g_s^{(2)}(0), & g_s^{(2)}(0) \leq 1, \\
0, & g_s^{(2)}(0) > 1.
\end{cases}
\]

In Fig. S5, we show the analytical and numerical solutions of the photon-pair population and the equal time second-order autocorrelation \( g_s^{(2)}(0) \) as a function of the effective pump power \( \xi \sqrt{P} \) without considering the photon blockade. The duration of pump laser is represented by \( \tau_p \) and is fixed at \( \kappa_s \tau_p = \pi/40 \). Fig. S5(a) shows the numerical solutions of photon-pair populations \( P_{n_s,n_s} \) using the master equation. The analytical solutions in Fig. S5(b-e) use Eq. (S40), and the analytical solutions in Fig. S5(f) use Eq. (S51). We can find that in the low Fock states, the analytical and numerical solutions agree very well [see Fig. S5(b,c)]. The probability of single-photon pair has a maximum value of about 0.25 at \( \xi \sqrt{P}/\kappa_s = 11 \). This spontaneous nature of the pair generation fundamentally limits the improvement of single-photon yield. When the Fock states are high, some deviations occur between the analytical and numerical solutions at high pump power [see Fig. S5(d,e)]. This is because the influence of the truncated space of photon number in our simulation calculation. When the pump power becomes larger, the excitation of multi-photon states increase gradually. Due to the limitation of truncated photon number space \( N_0 \), the effect of higher states is neglected, i.e., \( O(N)(N > N_0) \). Therefore, the simulated value is slightly less than the theoretical value.

In our numerical simulation, the limitation of the truncated space of photon number also leads to the separation of the numerical and analytical solutions at high pump power for the second-order autocorrelation function \( g_s^{(2)}(0) \) [see Fig. S5(f)]. The analytical value is slightly larger than the numerical simulation value at high pump power due to the influence of the high Fock states we neglected. For example, \( g_s^{(2)}(0) = 1.22 \) for the numerical solution and \( g_s^{(2)}(0) = 1.68 \) for the analytical solution at \( \xi \sqrt{P}/\kappa_s = 20 \). In the case of high pump power, the second-order autocorrelation function is already larger than unity, the photon state is no longer a single photon. This is beyond the topic of this paper. Considering the cost and time of calculation, we do not continue to truncate the space of higher photon numbers to get better coincidence between the numerical and analytical solutions.
B. The Purity-Yield Limitation

In conventional HSPSs, there is a limitation between improving the yield and keeping the purity of single photons [12]. Improving the single-photon yield by increasing the pump laser power inevitably results in the decrease of the purity of single photons. We measure this limitation by multiplying the yield $Y$ and purity $\Pi$ of single photons, and obtain

$$ Y \ast \Pi = \begin{cases} \frac{\tanh^2(\xi \sqrt{P} t) \left(1 - \tanh^2(\xi \sqrt{P} t)\right)}{\cosh^2(\xi \sqrt{P} t)} \cdot g_s^{(2)}(0), & g_s^{(2)}(0) \leq 1, \\ 0, & g_s^{(2)}(0) > 1. \end{cases} $$

\hspace{1cm}(S53)

Approximately to the first order, we have $Y \ast \Pi = (\xi \sqrt{P} t)^2[1 - 2(\xi \sqrt{P} t)^2]$. For a small $\xi \sqrt{P} t$, we can find that $Y \ast \Pi$ has a maximum value. This suggests that there is a limitation to the improvement of purity and yield for conventional HSPSs.

In Fig. S6, we show the purity-yield product $Y \ast \Pi$ of single photons in non-blockade case as a function of the pump laser power $\xi \sqrt{P}$. The analytical and the numerical solutions agree very well. When $\xi \sqrt{P} / \kappa_s > 11$, $g_s^{(2)}(0) > 1$, thus the value of $Y \ast \Pi$ is equal to zero. From the Fig. S6, as we expected, the product of the yield and the purity has a maximum value about 0.09 at $\xi \sqrt{P} / \kappa_s = 6.4$. Therefore, there is an upper limitation between improving the yield and keeping the purity of single photons in the non-blockade case. Our scheme can break through this purity-yield limitation via photon blockade, which has been discussed in the main text.

\hspace{1cm}

IV. THE INFLUENCE OF NON-PAIRED PHOTON STATES

In this section, we discuss the influence of non-paired photon states, i.e., $|n_s, n_i\rangle$ with $n_s \neq n_i$. Theoretically, in SPDC process, the signal and idler modes are always generated in pairs, as can be seen from the Hamiltonian Eq. (S1). However, there is a very small probability that some of the non-photon-pair states can be excited. In Fig. S7(a), we show the population of different non-photon-pair states as a function of the pump power $\xi \sqrt{P} / \kappa_s$ at the PPI strength $\eta / \kappa_s = 80$. Similar to the photon-pair states, we can find that the excitation of non-photon-pair states also increase with the increase of pump power. However, the probability of excitation for non-photon-pair states is very small and mainly concentrated on the single-photon state, i.e., $p_{01}$ or $p_{1m}$. For example, for $p_{01}$, its proportion is much less than 3.5% at $\xi \sqrt{P} / \kappa_s = 20$. This is because the strong PPI suppress the excitation of multi-photon states.

For the effect of the non-photon-pair states, we are more concerned with the total contribution $\sum_{n \neq m} P_{nm}$, which is shown in Fig. S7(b). We can find that the total non-photon-pair states excitation decreases with the increase of the PPI strength, see the dash-dotted green curve for $\eta / \kappa_s = 5$ and the red solid curve for $\eta / \kappa_s = 80$. When $\eta / \kappa_s = 80$,
FIG. S7. (a) Population of non-photon-pair states, i.e., $|n_s, n_i⟩$ ($n_s \neq n_i$), versus the effective pump power $\xi \sqrt{P}/\kappa_s$. Here we take the PPI strength $\eta/\kappa_s = 80$. (b) The total population contribution of non-photon-pair states as a function of the effective pump power $\xi \sqrt{P}/\kappa_s$ with different PPI strength. The solid red curve and the dashed blue curve completely overlap. Other parameters are $\kappa_s = \kappa_i = 1$ and $\gamma_0 = 0.5\kappa_s$.

FIG. S8. Population of Fock state $|1, 1⟩$ (a) and the second-order autocorrelation $g_s^{(2)}$ (b) versus the pump power $\xi \sqrt{P}/\gamma_0$ with different decay rates of signal-idler mode. Here, for convenience, we take the decay rate of atoms $\gamma_0$ as the scaling rate. Other parameters are $\kappa_s = \kappa_i$ and $\eta/\kappa_s = 80$.

The total contribution of the non-photon-pair states is small, less than about 7% at $\xi \sqrt{P}/\kappa_s = 20$. For a larger PPI strength, since the suppression of multi-photon states is saturated and the contribution of total non-photon-pair states mainly comes from single-photon states, the proportion of total non-photon-pair states remains unchanged, see the dotted blue curve in Fig. S7(b).

In general, in the case of fixed pump pulse duration, the single-photon yield is improved very slowly in the later stage with higher pump power and PPI strength due to the existence of non-photon-pair states. An improved method is the $\pi$-pulse excitation mentioned below, which can pump the nonlinear crystal more efficiently to produce the single-photon-pair state.

V. THE INFLUENCE OF THE CAVITY DECAY

Here, we discuss the effect of the decay rate of cavity modes on the yield and purity of single photons in our system. For the sake of simplicity, we study the influence of cavity modes decay rate changes relative to the atomic attenuation
rate, that is, take the decay rate of atoms as normalization. At the same time, we assume that the decay rate of the signal mode is equal to that of the idler mode, i.e., $\kappa_s = \kappa_i$.

The Fig. S8(a) and (b) show the population of Fock state $|1,1\rangle$, i.e., $P_{11}$ and the equal time second-order autocorrelation $g_s^{(2)}(0)$ as a function of the pump power $\xi\sqrt{P}/\gamma_0$ with different decay rates of cavity modes, respectively. With the increase of the decay rate of the cavity modes, the yield of single photon decreases, but the purity improves. For example, when $\kappa_s = \kappa_i = \gamma_0$ and $\eta/\kappa_s = 80$, the single-photon yield is 82% and the purity can reach $\sim 90\%$ at $\xi\sqrt{P}/\gamma_0 = 19$, see Fig. S8(a). When the decay rate of cavity modes increases to $5\gamma_0$ and $10\gamma_0$, the yield of single photon decreases to 68% and 51%, respectively, while the purity can increase to 99.4% and 99.9%. We can understand this in terms of multi-photon-pair excitation and decay. When the decay rate of cavity modes increases, the photon-pair states decay to the vacuum state, thus the single-photon yield decreases. Compared with the single-photon-pair state, the multi-photon-pair states decay faster, so the purity of single photon will be improved. In our system, the effect of the cavity modes attenuation can be used as another regulatory parameter to balance the yield and purity of single photons.

VI. $\pi$-PULSE EXCITATION

![Graphs](image)

**FIG. S9.** Population of Fock states $|n_s, n_i\rangle$ and the equal time second-order autocorrelation $g^{(2)}_s(0)$ in $\pi$-pulse excitation. (a) The evolution of population of photon-pair states over time. Here $\eta/\kappa_s = 200$ and $\xi\sqrt{P}/\kappa_s = 15$. (b,c) Population of Fock state $|1,1\rangle$, i.e., the probability of single-photon pair $P_{11}$, and the second-order autocorrelation $g^{(2)}_s$ versus effective pump power $\xi\sqrt{P}$ and the PPI strength $\eta$. (c,d,f) Population of Fock states $|n_s, n_i\rangle$ and second-order autocorrelation $g^{(2)}_s$ as a function of effective pump power $\xi\sqrt{P}$, where (c) and (d) correspond to non-blockade and blockade cases, respectively. (f) $g^{(2)}_s$ versus the pump power under different nonlinearities. Other parameters are $\kappa_s = \kappa_i = 1$.

In this section, we discuss the impact of $\pi$-pulse excitation in more details. Considering a strong PPI in our system, high Fock states of photon pairs are suppressed. Therefore, it can be approximately regarded as only vacuum and single-photon pair states in the cavity. Figure S9(a) shows the evolution of the photon pairs of the system over time. It can be found that the time for the system to achieve a complete Rabi-like oscillation between the single-photon pair state $|1,1\rangle$ and the vacuum state is $2\pi$. This proves that our approximation is very valid.
Similar to the main text, we present a two-dimensional diagram of the single-photon pair state excited by the \( \pi \)-pulse excitation with the pump laser power and PPI strength in Fig. S9(b). In the range of \( \eta / \kappa_s \geq 500 \) and \( \xi \sqrt{P} / \kappa_s > 40 \), i.e., the black dashed curve, the single-photon yield can be very high, more than 95\%. For a larger pump power and PPI strength, the yield can be higher than 98\%, see the solid red curve. We can find that \( \pi \)-pulse excitation can further improve the yield of single photon compared to a fixed-duration pump pulse. Note that when the pump power is small, the blockade effect has less influence on the single-photon yield, even if the PPI is strong, as shown on the left side of Fig. S9(b). This is due to the limitation of the excitation of signal photons in the cavity. At low pump power, although the excitation of high Fock states of photon pairs is suppressed, their proportion is very low. On the contrary, at low pump power, the proportion of vacuum states is very high. Therefore the influence of the blockade effect on the yield of single photon is easy to reach saturation. This also happens in the case of fixed pump laser pulse duration, see Fig. 2(a) in the main text.

The dependence of the probabilities of photon pairs on the pump laser power with and without considering the PPI in the case of \( \pi \)-pulse excitation is shown in Fig. S9(c),(d). According to Eq. (S40), the probabilities of different photon-pair states in the absence of photon blockade should be constant. However, we note that these probabilities have a process of increasing form zero when the pump laser power is small, as shown in Fig. S9(c). This is because there is a competition between the pump power and dissipation of the noise photons we considered. As the pump power increases to a certain extent, the effect of photon dissipation can be neglected, thus the probability of each photon-pair states tends to be stable as we calculated. With the photon blockade, the single-photon yield increases faster than the case of a fixed pump laser duration when the pump laser power is small, see Fig. S9(d).

The equal time second-order autocorrelation \( g_s^{(2)}(0) \) is shown as a function of the PPI strength and the pump power in Fig. S9(e). We can obtain a high purity, \( \Pi > 99\% \), when \( \eta \) is large enough, indicated by the white solid curve. Therefore, the purity of single photon is significantly improved compared with that of the fixed-duration pump pulse. It is worth noting that, since it is \( \pi \)-pulse excitation, i.e., \( 2\xi \sqrt{P} \tau_p = \pi \), \( g_s^{(2)}(0) \) should not change with the pump power according to Eq. (S51). However, the statistic of the photon states shows an anti-bunching situation at a small power, i.e., \( g_s^{(2)}(0) < 1 \), see the dash-dotted blue curve in Fig. S9(f). This is also due to the fact that we considered the case of noise photons. Once the pump power reaches a certain level, the dissipation of photons can be neglected, and \( g_s^{(2)}(0) \) gradually becomes constant. According the Eq. (S51), we can calculate that \( g_s^{(2)}(0) = 1.68 \). However, limited by the truncated space of photon number during simulation, our numerical result is 1.22, which is slightly less than the calculated value.

In general, when we consider a \( \pi \)-pulse excitation, the single-photon pair state \( |1, 1\rangle \) can be completely populated from the vacuum state and reach the maximum value. Therefore, \( \pi \)-pulse can excite the single-photon pair state more efficiently than the case of a fixed pump pulse duration. At the same time, the purity of single photon remains high due to the photon blockade effect.

VII. QUANTUM TRAJECTORY SIMULATION OF THE OUTPUT PHOTONS

According to the cavity quantum electrodynamics theory, photons in the cavity interact with the environment mainly through two channels. One is the internal losses of the cavity, and the photons dissipate into the environment. The other is the external decay of the cavity, in which photons are transmitted out of the cavity through a specific cavity mirror and be detected by the photon detector. The time for photons to decay outside the cavity depends on the external decay rate of the cavity. Quantum trajectory (QT) provides an effective method for describing the statistical state of photons attenuated outside the cavity. Such photon statistical states are very complicated to describe by the master equation (ME) [13]. Before starting to study our system, we first test two simple cases: the outgoing photons initially prepared in an ideal single-mode cavity and an ideal dual-mode cavity. Then we apply QT approach to our system.

A. The outgoing photons from an ideal single-mode cavity

To test the QT approach, we consider a single-mode optical cavity in which the photons can escape through a specific cavity mirror. According to the QT theory, if a photon escapes from the cavity within a time interval \( \delta t \), the states of the system will undergo a jump. \( \delta t \) must be small enough so that at most one jump can occur within the time interval \( \delta t \), that is, at most only one photon is emitted. We assume that there is a photon detector outside the cavity that has the ability to tell whether or not a photon has been emitted. Therefore, in each QT simulation, the number of jumps of the system state corresponds to the number of photons detected by the out-of-cavity detector [14].
FIG. S10. Simulation of the output photons in a single-mode resonator via QT approach, where the initial state of the cavity is set as $|\psi\rangle = |2\rangle$. (a) The average number of photons in the cavity varies with time after averaging 10000 QTs. (b) Photons escaping from the cavity through different channels (it mainly contains the internal and external decay channels).

We first use the QT approach to study the relationship between the number of photons decayed in each channel and the decay rates. We assume that the initial state of the cavity is $|\psi\rangle = |2\rangle$ and the internal decay rate of the cavity is $\kappa_{in} = 0.01$ and the external decay rate is $\kappa_{ex} = 0.99$. Using the open-source package QuTip [15], we performed 10000 simulations of the QTs of photons in the cavity. The average results show the change in the number of photons in the cavity over time [see Fig. S10(a)]. Fig. S10(b) visualizes the jumps of photonic states through different channels in each QT simulation. The small blue circles indicate that photons enter the photon detector through the external decay of the cavity, and the small red circles indicate that photons are dissipated into the environment through the internal losses of the cavity. The results show that under 10000 QTs, the proportion of photons entering the photon detector through the external decay channel of the cavity is 99%, and the proportion of photons attenuated internally is 1%. Therefore, the probability of photons escaped from the cavity is proportional to the external decay ratio of the cavity. The escape efficiency can be defined as

$$\eta_{exp} = \frac{\kappa_{ex}}{\kappa_{ex} + \kappa_{in}},$$

where, $\kappa_{ex}$ and $\kappa_{in}$ correspond to the external and internal losses of the cavity, respectively. Below, we assume that the photons in the cavity have a perfect escape efficiency, that is, the internal losses of the cavity is neglected (the issue of escape efficiency is discussed in the main text).

Then we investigated the statistical properties of the output photons. We assume that the initial state of the single-mode resonator is $|\psi\rangle = (|0\rangle + |1\rangle + |2\rangle)/\sqrt{3}$, where the numbers in ket correspond to the $n-$photon Fock state. We take the external decay rate of the cavity $\kappa = \kappa_{ex}$ as a normalization. From the Fig. S11(d), we can find that in the period of $\kappa t = 6$, the photons in the cavity are completely emitted. For a single QT, if the photon states in the cavity do not jump, it means that the detector will not detect the photons, which correspond to the situation in Fig. S11(a); if the detector detects a photon, it means that the photon states in the cavity have occurred one jump, corresponding to Fig. S11(b); if two photons are detected, the photon states in the cavity has two jumps, which corresponds to Fig. S11(c).

When we make 10000 similar QTs and count the number of jumps in each QT, we can determine the statistical properties of the photons detected by the photon detector, that is, the statistical properties of the output photons state. The results show that, after 10000 simulations, the probability of detecting one photon is 33.64%, two photons is 33.18% and no photon is 33.18% in the time period of $\kappa t = 6$. Taking into account the limitation of the number of QT simulations, the statistical properties of photons detected by the detector in the $\kappa t = 6$ period are consistent with the initial photon state statistics in the cavity.

B. The outgoing photons from an ideal dual-mode cavity

To test the validity of the QT approach in a dual-mode cavity, we consider the case of the dual-mode resonator and assume that both two modes have the same decay rate $\kappa$. We assume that the initial state of the dual-mode resonator is $|\psi\rangle = (|0_s0_i\rangle + |1_s1_i\rangle + |2_s2_i\rangle)/\sqrt{3}$, where the subscripts represent the two resonant modes of signal and idler photons respectively. The results are shown in Fig. S12. As can be seen from the Fig. S12(a), the signal and idler photons completely decay out from the cavity in the attenuation time period of $\kappa t = 6$. Since the initial signal
FIG. S11. Simulation of the output photons in a single-mode resonator, where the horizontal coordinate represents the photonic decay time in the cavity and the ordinate represents the average number of photons in the cavity. (a), (b) and (c) correspond to a single QT result with zero, one and two quantum jumps, respectively; (d), averages of 10000 similar QTs.

and idler photons are paired, their decay curves overlap. Fig. S12(b) visualizes the jump of photonic states in the cavity after running 10000 QT simulations, where the small blue circles represent the jumps of signal photons, i.e., the cavity emits a signal photon, while the small red circles indicate the idler photon jumps and the cavity emits an idler photon. We assume that the detector can distinguish between signal and idler photons. For each QT simulation, if both the intra-cavity signal and idler photons have one jump, the detector can detect a single-photon pair during the decay time period; if the signal and idler photons jump twice, the detector can detect a two-photon pair; if there is no jump, the photons won’t be detected by the detector.

Similar to single-mode cavity calculation, for 10000 QT simulations, the statistical properties of the output photons can be obtained by counting the number of photon jumps in the cavity. The results show that, after 10000 simulations, the probability of detecting single-photon pair is 33\% in the decay time period of $\kappa t = 6$, two-photon pair is 33.69\%, and zero-photon is 33.20\%. The statistics of the output photons are consistent with those of the initial photons in the cavity. This is reasonable because we have neglected the internal losses of the cavity.

C. The output photons from our cavity-enhanced SPDC system

Now we return to the system discussed in our main text, we use the QT approach to simulate the output photons. Figure S13 shows the population of single-photon pair in the cavity varies with different pump powers when the pump laser is switched off. It can be found that the results of the ME are consistent with the QT approach for both the fixed-duration pulse excitation and $\pi$-pulse excitation.

We set the whole detection period of the detectors to $\kappa_s t = 6$. This period is long enough so that the single photon generated in the cavity can completely escape and can also separate from the subsequent photon pulse. The pump and control pulses are shown in Fig. S14(a). When the pump and control pulses are switched off, the photons prepared in the cavity decay out through the cavity mirror $M2$ and is measured by the detector. In real operation, the control laser can be constantly applied to Rb atoms to avoid temporal synchronization of pulses. We choose the pump pulse with fixed duration $\kappa_s \tau_p = \pi/40$ as an example, and take the pump power $\xi \sqrt{P}/\kappa_s = 18$. It can be found that the signal photons and the idler photons in the cavity completely escaped from the cavity within $\kappa_s t = 6$ [see Fig. S14(b) for $\eta/\kappa_s = 80$ and Fig. S14(c) for $\eta/\kappa_s = 200$]. Since the duration of the pump pulse is very small compared to the time period of decay, the probability of photon escaping during the pumping stage is negligible. This can be seen
FIG. S12. Simulation of the output photons in a dual-mode resonator via QT approach. (a) The average photon number in the cavity varies with the decay time, in which the solid blue and the dotted yellow curves represent the signal and idler photons respectively. (b) showing which times and operators (blue for signal photons and red for idler photons) are responsible for the jump of states in the cavity in 10000 QT simulations.

FIG. S13. Population of Fock states $|1,1\rangle$, i.e., the probability of single-photon pair, versus the pump laser power $\xi \sqrt{P}$, where the solid curves are calculated by the ME method, and the dashed curves are calculated by the QT method. (a) is for the case with a fixed duration $\kappa_s T_p = \pi / 40$, (b) is for the case with $\pi$-pulse excitation.

From the simulation results that the probability of $n$-photon pairs measured by the detectors is in consistence with that in the cavity. The results of the QT simulations are shown in the main text, see Fig. 2(b), Fig. 3(b) and Fig. 4.
FIG. S14. QT simulation of our cavity-enhanced HSPS for $\eta/\kappa_s = 80$ and $\eta/\kappa_s = 200$. (a) Control pulse and pump pulse settings. (b) The average number of photons in the cavity varies with time. It can be seen that the photons completely escape from the cavity at the time period of $\kappa_s t = 6$.
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