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Abstract

Decentralized solutions to finite-sum minimization are of significant importance in many signal processing, control, and machine learning applications. In such settings, the data is distributed over a network of arbitrarily-connected nodes and raw data sharing is prohibitive often due to communication or privacy constraints. In this article, we review decentralized stochastic first-order optimization methods and illustrate some recent improvements based on gradient tracking and variance reduction, focusing particularly on smooth and strongly-convex objective functions. We provide intuitive illustrations of the main technical ideas as well as applications of the algorithms in the context of decentralized training of machine learning models.

I. INTRODUCTION

In multi-agent networks and large-scale machine learning, when data is collected from geographically dispersed, resource-constrained devices, or when data is stored on different machines with limited communication capabilities, it is often desirable to seek scalable learning and inference solutions that do not require bringing, storing, and processing data at one single location. Besides, to leverage modern computational resources, such as computing clusters, advanced computational frameworks that are communication-efficient and able to explore data parallelism are particularly favorable. In this magazine article, we describe decentralized, consensus-based, stochastic first-order methods, which are particularly well-fitted to the aforementioned ad-hoc and resource-constrained scenarios. Specifically, in the context of first order methods, we show how a recently introduced gradient tracking technique provides a systematic approach to designing decentralized versions of centralized stochastic gradient methods. We then use recent advancements on variance reduction to derive decentralized methods that are particularly advantageous.
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in problems where high-precision solutions are desired. To keep the exposition simple, we focus on smooth and strongly-convex objective functions, however, the algorithms are applicable to general convex and non-convex problems. To provide context, we start by briefly reviewing the corresponding optimization problems and their associated centralized solutions that commonly arise in the signal processing and machine learning literature.

A. Empirical Risk Minimization

In parametric learning and inference problems, the goal of a typical machine learning system is to find a model $g$, parameterized by a real vector $\theta \in \mathbb{R}^p$, that maps an input data point $x \in \mathbb{R}^d$ to its corresponding output $y \in \mathbb{R}^d$. The setup requires defining a loss function $l(g(\theta; x, y))$, which represents the loss incurred by the model $g$ with parameter $\theta$ on the data $(x, y)$. In the formulation of statistical machine learning, we assume that each data point $(x, y)$ belongs to a joint probability distribution $P(x, y)$. Ideally, we would like to find the optimal model parameter $\tilde{\theta}^*$ by minimizing the following risk (expected loss) function $P_0$:

$$ P_0: \quad \tilde{\theta}^* = \arg\min_{\theta \in \mathbb{R}^p} \tilde{F}(\theta), \quad \tilde{F}(\theta) \triangleq \mathbb{E}_{(x,y) \sim P(x,y)} l(g(\theta; x, y)). $$

However, the true distribution $P(x, y)$ is often hidden or intractable in practice. In supervised machine learning, one usually has access to a large set of training data points $\{(x_i, y_i)\}_{i=1}^m$, which can be considered as the independent and identically distributed (i.i.d.) realizations from the distribution $P(x, y)$. The average of the losses incurred by the model $\theta$ on a finite set of the training data $\{(x_i, y_i)\}_{i=1}^N$, known as the empirical risk, thus serves as an appropriate surrogate for the risk function $\tilde{F}(\theta)$. Formally, one may find the optimal model parameter $\theta^*$ by solving the following empirical risk minimization, instead of $P_0$:

$$ P_1: \quad \theta^* = \arg\min_{\theta \in \mathbb{R}^p} F(\theta), \quad F(\theta) \triangleq \frac{1}{N} \sum_{i=1}^N l(g(\theta; x_i, y_i)) \triangleq \frac{1}{N} \sum_{i=1}^N f_i(\theta). \quad (1) $$

This finite-sum formulation captures a wide range of supervised learning problems, e.g., least-square regression, logistic regression, support vector machines, and deep neural networks [1].

This article focuses on smooth and strongly-convex objectives, defined as follows. An $L$-smooth function $f: \mathbb{R}^p \to \mathbb{R}$ is such that $\forall \theta_1, \theta_2 \in \mathbb{R}^p$ and for some positive constant $L > 0$, we have

$$ \|\nabla f(\theta_1) - \nabla f(\theta_2)\|_2 \leq L \|\theta_1 - \theta_2\|_2. $$

A $\mu$-strongly-convex function $f: \mathbb{R}^p \to \mathbb{R}$ is such that $\forall \theta_1, \theta_2 \in \mathbb{R}^p$ and for some positive constant $\mu > 0$, we have

$$ f(\theta_2) \geq f(\theta_1) + \nabla f(\theta_1)^\top (\theta_2 - \theta_1) + \frac{\mu}{2} \|\theta_1 - \theta_2\|^2_2. $$
We define $S_{\mu,L}$ as the class of functions that are $\mu$-strongly-convex and $L$-smooth. We note that if each $f_i \in S_{\mu,L}$, then $F \in S_{\mu,L}$, and $F$ has a unique global minimum denoted as $\theta^*$. For any $F \in S_{\mu,L}$, we note that $L \geq \mu$, and we define $\kappa \triangleq \frac{L}{\mu}$ as the condition number of $F$ [2]; clearly, $\kappa \geq 1$; a function with a large condition number is said to be ill-conditioned.

**B. Stochastic Gradient Descent**

Stochastic Gradient Descent (SGD) is a simple yet powerful method that has been extensively used to solve the empirical risk minimization problem $P_1$. SGD, in its simplest form, starts with an arbitrary $\theta_0 \in \mathbb{R}^p$ and performs the following iterations to asymptotically learn $\theta^*$ as $k \to \infty$:

$$\theta_{k+1} = \theta_k - \alpha_k \cdot \nabla f_{s_k}(\theta_k), \quad k \geq 0,$$

where $s_k$ is chosen randomly from $\{1, \cdots, N\}$ and $\{\alpha_k\}_{k \geq 0}$ is a sequence of positive step-sizes. Comparing to batch gradient descent where the descent direction $\nabla F(\theta_k)$ is computed from the entire batch of data, SGD’s descend direction is the gradient of a randomly sampled component function. SGD is thus computationally efficient as it evaluates one gradient (easily extendable to more than one randomly selected functions) at each iteration and is a popular alternative in problems with a large number of high-dimensional training data samples and model parameters.

We note that the stochastic gradient $\nabla f_{s_k}(\theta_k)$ is an unbiased estimate of the batch gradient $\nabla F(\theta_k)$, i.e., $\mathbb{E}_{s_k}[\nabla f_{s_k}(\theta_k)|\theta_k] = \nabla F(\theta_k)$. Under the assumptions that each $f_i \in S_{\mu,L}$ and each stochastic gradient $\nabla f_{s_k}(\theta_k)$ has bounded variance, i.e.,

$$\mathbb{E}_{s_k}\left[\|\nabla f_{s_k}(\theta_k) - \nabla F(\theta_k)\|^2 | \theta_k\right] \leq \sigma^2, \quad \forall k,$$

it can be shown that with a constant step-size $\alpha \in (0, \frac{1}{2}]$, $\mathbb{E} [\|\theta_k - \theta^*\|^2]$ decays geometrically, at the rate of $(1 - \mu\alpha)^k$, to a neighborhood of $\theta^*$. Formally, we have [3],

$$\mathbb{E} [\|\theta_k - \theta^*\|^2] \leq (1 - \mu\alpha)^k + \frac{\alpha \sigma^2}{\mu}, \quad \forall k \geq 0.$$  \hspace{1cm} (3)

This steady-state error or the inexact convergence is due to the fact that $\nabla f_{s_k}(\theta^*) \neq 0$, in general, and the step-size is a constant. A diminishing step-size, $O\left(\frac{1}{k}\right)$, overcomes this issue and leads to exact convergence albeit at slower rate. For example, with $\alpha_k = \frac{1}{\mu(k+1)}$, we have [3],

$$\mathbb{E} [\|\theta_k - \theta^*\|^2] \leq \max\left\{\frac{2\sigma^2}{\mu^2}, \frac{\|\theta_0 - \theta^*\|^2}{k+1}\right\}, \quad \forall k \geq 0.$$  \hspace{1cm} (4)

In other words, to reach an $\epsilon$-accuracy of the optimal solution $\theta^*$, i.e., $\mathbb{E} [\|\theta_k - \theta^*\|^2] \leq \epsilon$, SGD (with decaying step-sizes) requires $O\left(\frac{1}{\epsilon}\right)$ component gradient evaluations.
C. Variance-Reduced Stochastic Gradient Descent

In practice, a successful implementation of SGD relies heavily on the tuning of the step-sizes and a decaying step-size sequence \( \{ \alpha_k \}_{k \geq 0} \) has to be carefully chosen due to the potential large variance in SGD, i.e., the sampled gradient \( \nabla f_{s_k}(\theta_k) \) at \( \theta_k \) can be very far from the batch gradient \( \nabla F(\theta_k) \). In recent years, certain Variance-Reduction (VR) techniques have been developed towards addressing this issue [4]–[7]. The key idea here is to design an iterative estimator of the batch gradient whose variance progressively decays to zero as \( \theta_k \) approaches \( \theta^* \).

Benefiting from this, VR methods have a low per-iteration computation cost, a key feature of SGD, and, at the same time, converge geometrically to the exact solution \( \theta^* \) as the batch gradient descent. Different constructions of the aforementioned gradient estimator lead to different VR methods [4]–[7]. We focus on two popular VR procedures next.

**SAGA [5]:** The SAGA method starts with an arbitrary \( \theta_0 \in \mathbb{R}^p \) and maintains a table that stores all component gradients \( \{ \nabla f_i(\hat{\theta}_i) \}_{i=1}^N \), where \( \hat{\theta}_i \) denotes the most recent iterate at which \( \nabla f_i \) was evaluated, initialized with \( \{ \nabla f_i(\theta_0) \}_{i=1}^N \). At every iteration \( k \geq 0 \), SAGA chooses \( s_k \) randomly from \( \{1, \ldots, N\} \) and performs the following two updates:

\[
g_k = \nabla f_{s_k}(\theta_k) - \nabla f_{s_k}(\hat{\theta}_{s_k}) + \frac{1}{N} \sum_{i=1}^{N} \nabla f_i(\hat{\theta}_i), \quad \theta_{k+1} = \theta_k - \alpha \cdot g_k. \tag{5}
\]

Subsequently, the entry \( f_{s_k}(\hat{\theta}_{s_k}) \) in the gradient table is replaced by \( \nabla f_{s_k}(\theta_k) \), while the other entries remain unchanged, see Remark 1 below. Under the assumption that each \( f_i \in S_{\mu,L} \), it can be shown that with \( \alpha = \frac{1}{3L} \), we have [5],

\[
\mathbb{E} \left[ \| \theta_k - \theta^* \|^2 \right] \leq C \left( 1 - \min \left\{ \frac{1}{4N}, \frac{\mu}{3L} \right\} \right)^k, \quad \forall k \geq 0, \tag{6}
\]

where \( C > 0 \) is some constant. In other words, SAGA achieves \( \epsilon \)-accuracy of the optimal solution \( \theta^* \) with \( \mathcal{O} \left( \max \{ N, \kappa \} \log \frac{1}{\epsilon} \right) \) component gradient evaluations, where recall that \( \kappa = \frac{L}{\mu} \) is the condition number of the global objective \( F \). Indeed, SAGA has a non-trivial storage cost of \( \mathcal{O}(NP) \) due to the gradient table required, which can be reduced to \( \mathcal{O}(N) \) for certain problems of interest by exploiting the structure of the objective functions [5].

**SVRG [6]:** Instead of storing the gradient table, SVRG achieves variance reduction by computing the batch gradient periodically and can be interpreted as a “double-loop” method described as follows. The outer loop of SVRG, indexed by \( k \), updates the estimate \( \{ \theta_k \}_{k \geq 0} \) of \( \theta^* \). At each outer iteration \( k \), SVRG computes the batch gradient \( \nabla F(\theta_k) \) and executes a finite number \( T \)
of inner stochastic gradient iterations, indexed by \( t \): set \( \theta_0 = \theta_k \) and for \( t = 0, \cdots, T - 1 \),
\[
\nu_t = \nabla f_{s_t}(\theta_t) - \nabla f_{s_t}(\theta_0) + \nabla F(\theta_0), \quad \theta_{t+1} = \theta_t - \alpha \cdot \nu_t, 
\]
(7)
where \( s_t \) is randomly selected from \( \{1, \cdots, N\} \), see Remark 1. After the inner loop completes, \( \theta_{k+1} \) can be updated in a few different ways; applicable choices include setting \( \theta_{k+1} \) as \( \theta_T, \frac{1}{T} \sum_{t=0}^{T-1} \theta_t, \) or a uniform random selection from the inner loop updates \( \{\theta_t\}_{t=0}^{T-1} \). Under the assumption that each \( f_i \in S_{\mu, L} \), it can be shown that with \( \theta_{k+1} = \frac{1}{T} \sum_{t=0}^{T-1} \theta_t, \alpha = \frac{1}{10T}, \) and \( T = 50\kappa, \) we have \( 6 \),
\[
\mathbb{E} \left[ \|\theta_k - \theta^*\|^2 \right] \leq D \cdot 0.5^k, \quad \forall k \geq 0, 
\]
(8)
where \( D \) is some positive constant. That is to say, SVRG achieves \( \epsilon \)-accuracy with \( \mathcal{O}(\log \frac{1}{\epsilon}) \) outer-loop iterations. We further note that each outer-loop update requires \( N + 2T \) component gradient evaluations according to (7). Therefore, SVRG achieves \( \epsilon \)-accuracy with \( \mathcal{O} \left( (N + \kappa) \log \frac{1}{\epsilon} \right) \) component gradient evaluations, which is comparable to the convergence rate of SAGA.

Remark 1: One can verify that both \( g_k \) and \( \nu_t \) are unbiased estimators of the corresponding batch gradient, i.e., \( \mathbb{E}_{s_k}[g_k|\theta_k] = \nabla F(\theta_k) \) and \( \mathbb{E}_{s_t}[\nu_t|\theta_t, \theta_0] = \nabla F(\theta_t) \). Therefore, \( g_k \) and \( \nu_t \) can be viewed as generalized stochastic gradients, which approach the batch gradient as their variance diminishes. VR methods [4]–[7] are popular solutions for large-scale empirical risk minimization, particularly when high-accuracy solutions are desired. When low-precision solutions suffice, SGD can be quite effective as its convergence rate is independent of the sample size \( N \) and it typically makes fast progress in its early stage. That SGD does not depend on \( N \) is a remarkable feature, but it comes at a price of a complexity that is proportional to \( \sigma^2 \) according to (4); the convergence of VR methods, on the contrary, is independent of \( \sigma^2 \).

In the rest of this article, we show how to adapt SGD and VR methods in the decentralized optimization framework. Section II describes the corresponding optimization problem over a network of nodes. In Section III we extend centralized SGD to the decentralized setting and show that an appropriate decentralization is achieved with the help of a certain gradient tracking technique. Subsequently, in Section IV we describe recent advancement in decentralized methods that combine gradient tracking and variance reduction. Section V provides detailed numerical illustrations while Section VI summarizes certain extensions and secondary aspects of the corresponding problems. Finally, Section VII concludes the paper.

1In fact, other variance reduction schemes such as SAG [4] and SARAH [7] are based on biased gradient estimators and exhibit similar performance as SAGA and SVRG for smooth and strongly-convex functions.
II. PROBLEM FORMULATION: DECENTRALIZED EMPERICAL RISK MINIMIZATION

In this magazine article, our focus is on the solutions for optimization problems that arise in peer-to-peer decentralized networks. In traditional master-worker architectures, see Fig. 1 (left), a central node acts like a master that coordinates communications with all workers. In peer-to-peer networks, however, no such master node or central coordinator is available and each node is only able to communicate with its immediate neighbors, see Fig. 1 (right), according to an arbitrary and ad hoc topology. The canonical form of decentralized optimization problems can be described as follows. Consider $n$ nodes, such as machines, devices, or decision-makers, that communicate over an arbitrary undirected and connected graph $G = (V, E)$, where $V = \{1, \cdots, n\}$ is the set of nodes, and $E \subseteq V \times V$ is the set of edges, i.e., a collection of ordered pairs $(i, r), i, r \in V$, such that nodes $i$ and $r$ can exchange information. Following the discussion in Section I-A, each node $i$ holds a private and local risk function $\tilde{f}_i : \mathbb{R}^p \to \mathbb{R}$, not accessible by any other node in the network. The decentralized risk minimization problem can thus be defined as

$$P2: \tilde{\theta}^* = \arg\min_{\theta \in \mathbb{R}^p} \tilde{F}(\theta), \quad \tilde{F}(\theta) \triangleq \frac{1}{n} \sum_{i=1}^{n} \tilde{f}_i(\theta).$$

Fig. 1. (Left) A master-worker network. (Right) Decentralized optimization in peer-to-peer networks.

As in the centralized case with Problem P0, the underlying distributions may not be available or tractable at any node, we thus employ local empirical risks as appropriate surrogates. Specifically, we consider each node $i$ to be a computing resource that stores/collects a local batch $m_i$ of training data samples that are possibly private (not shared with other nodes) and the corresponding local empirical risk function is decomposed over the local data samples as $f_i = \frac{1}{m_i} \sum_{j=1}^{m_i} f_{i,j}$. The goal of the networked nodes is to agree on the optimal solution of the following decentralized empirical risk minimization problem:

$$P3: \theta^* = \arg\min_{\theta \in \mathbb{R}^p} F(\theta), \quad F(\theta) = \frac{1}{n} \sum_{i=1}^{n} f_i(\theta) \triangleq \frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{m_i} \sum_{j=1}^{m_i} f_{i,j}(\theta) \right).$$

The rest of this article is dedicated to the solutions of the above problem.
III. DECENTRALIZED CONSENSUS-BASED STOCHASTIC OPTIMIZATION

We now consider decentralized iterative algorithms to solve Problem P3. At each node $i$ given the current estimate $\theta_k^i$ of $\theta^*$ at iteration $k$, related decentralized consensus-based algorithms typically involve the following steps at each node $i$:

1. Choose a local mini batch by sampling one or more component gradients from $\{\nabla f_{i,j}\}_{j=1}^{m_i}$ evaluated at the current local iterate $\theta_k^i$;
2. Fuse information with the available neighbors;
3. Compute $\theta_{k+1}^i$ according to a specific optimization protocol.

Recall that each node in the network only communicates with a few nearby nodes and only has partial knowledge of the global objective, see Fig. [I] (right). Due to this limitation, an information propagation mechanism is required that disseminates local information over the entire network. Consensus-based optimization, as its name suggests, has two key components: (i) agreement or consensus: all nodes must agree on the same state, i.e., $\theta_k^i \rightarrow \theta_{cons}, \forall i$; and, (ii) optimality: the agreement should be on the minimizer of the global objective $F$, i.e., $\theta_{cons} = \theta^*$. Average-consensus algorithms are information fusion protocols that enable each node to appropriately combine the vectors received from its neighbors and to agree on the average of the initial states of the nodes. They thus naturally serve as basic building blocks in decentralized optimization, added to which is a gradient correction that locally steers the agreement to the global minimizer.

To describe average-consensus, we first associate the undirected and connected graph $G$ with a primitive, symmetric, and doubly-stochastic $n \times n$ weight matrix $W = \{w_{ir}\}$, such that $w_{ir} \neq 0$ for each $(i, r) \in \mathcal{E}$. Clearly, we have $W = W^T$ and $W1_n = 1_n$, where $1_n$ is the column vector of $n$ ones. There are various ways of constructing such weights in a decentralized manner. Popular choices include the Laplacian and Metropolis weights, see [8] for details. Average-consensus [9] is given as follows. Each node $i$ starts with some vector $\theta_0^i \in \mathbb{R}^p$ and updates its state according to $\theta_{k+1}^i = \sum_{r \in N_i} w_{ir} \theta_r^k, \forall k \geq 0$. It can be written in a matrix form as

$$\theta_{k+1} = (W \otimes I_p) \theta_k,$$

(9)

where $\theta_k = [\theta_1^k, \cdots, \theta_n^k]^T$. Since $W$ is primitive and doubly-stochastic, from the Perron-Frobenius theorem, we have $\lim_{k \to \infty} W^k = \frac{1}{n} 1_n 1_n^T$ and $\lim_{k \to \infty} \theta_k = (W \otimes I_p)^k \theta_0 = (1_n \otimes I_p) \theta_0$, where $\theta_0 \triangleq (1_n^T \otimes I_p) \theta_0$, at a geometric rate of $\lambda^k$, and $\lambda \in (0, 1)$ is the second largest eigenvalue of $W$. That is to say, the protocol in [9] enables an agreement across all nodes on the average $\theta_0$ of their initial states, at a geometric rate. With the agreement protocol in place, we next introduce decentralized gradient descent and its stochastic variant that build on top of average-consensus.
A. Decentralized Stochastic Gradient Descent (DSGD)

Recall that our focus is to solve Problem P3 in a decentralized manner, when the nodes exchange information over an arbitrary undirected graph. A well-known solution to this problem is Decentralized Gradient Descent (DGD) [10], [11], described as follows. Each node $i$ starts with an arbitrary $\theta^0_i \in \mathbb{R}^p$ and performs the following update:

$$\theta^{i}_{k+1} = \sum_{r \in \mathcal{N}_i} w_{ir} \theta^r_k - \alpha_k \nabla f_i(\theta^i_k), \quad k \geq 0.$$  

(10)

Indeed, DGD adds to average-consensus a local gradient correction based on the local batch data, i.e., all $f_{i,j}$'s, and is the prototype of many consensus-based optimization protocols. To understand the iterations of DGD, we write them in a matrix form. Let $\theta^k$ and $\nabla f(\theta^k)$ collect all local estimates and gradients, respectively, i.e., $\theta^k = [\theta^1_k \top, \cdots, \theta^n_k \top] \top$ and $\nabla f(\theta^k) \triangleq [\nabla f_1(\theta^1_k) \top, \cdots, \nabla f_n(\theta^n_k) \top] \top$, both in $\mathbb{R}^{np}$. Then DGD can be compactly written as

$$\theta^{k+1} = (W \otimes I_p)\theta^k - \alpha_k \nabla f(\theta^k).$$  

(11)

We further define the average $\theta^k = \frac{1}{n}(\mathbf{1} \otimes I_p)\theta^k$ of the local estimates at time $k$ and multiply both sides of (11) by $(\mathbf{1} \otimes I_p)$ to obtain:

$$\theta^{k+1} = \theta^k - \alpha_k \frac{(\mathbf{1} \otimes I_p)\nabla f(\theta^k)}{n}.$$  

(12)

Based on (11) and (12), we note that the consensus matrix $W$ makes the estimates $\{\theta^i_k\}_{i=1}^n$ at the nodes approach to their average $\theta^k$, while the averaged gradient $\frac{(\mathbf{1} \otimes I_p)\nabla f(\theta^k)}{n}$ steers the average $\theta^k$ towards the minimizer $\theta^*$ of $F$. The overall protocol thus ensures agreement and optimality, the two key components of decentralized optimization as we described before.

Algorithm 1 DSGD: At each node $i$

**Require:** $\theta^0_i$, $\{\alpha_k\}_{k \geq 0}$, $\{w_{ir}\}_{r \in \mathcal{N}_i}$.

1: for $k = 0, 1, 2, \cdots$ do
2: \hspace{1em} Choose $s^i_k$ uniformly at random in $\{1, \cdots, m_i\}$
3: \hspace{1em} Compute the local stochastic gradient $\nabla f_{i,s^i_k}(\theta^i_k)$.
4: \hspace{1em} Update: $\theta^{i+1}_k = \sum_{r \in \mathcal{N}_i} w_{ir} \theta^r_k - \alpha_k \nabla f_{i,s^i_k}(\theta^i_k)$
5: end for

DSGD is a simple yet effective method for various decentralized learning problems. To make DGD efficient for large-scale decentralized ERM, where each $m_i$ is very large, Refs. [11], [12] derive a stochastic variant, known as Decentralized Stochastic Gradient Descent (DSGD), by substituting each local batch gradient with a randomly sampled component gradient.
formally described in Algorithm 1. Assuming that each $f_{ij} \in S_{\mu,l}$ and each local stochastic gradient has bounded variance, i.e., $E_{s_i} \left[ \| \nabla f_i(s_i) \theta_k - \nabla f_i(\theta_k) \|_2^2 \| \theta_k \| \right] \leq \sigma^2, \forall i, k$, we have [13]: under a constant step-size, $\alpha_k = \alpha \in \left( 0, \mathcal{O} \left( \frac{(1-\lambda)\mu}{L^2} \right) \right), \forall k, \mathbb{E}[\| \theta_k^i - \theta^* \|_2^2]$ decays at a geometric rate of $(1 - \mathcal{O}(\mu\alpha))^k$ to a neighborhood of $\theta^*$ such that

$$\limsup_{k \to \infty} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} [\| \theta_k^i - \theta^* \|_2^2] = \mathcal{O} \left( \frac{\sigma^2}{n\mu} + \frac{L^2}{\mu^2} \frac{\alpha^2}{1-\lambda} + \frac{L^2}{\mu^2} \frac{\alpha^2 b}{(1-\lambda)^2} \right),$$

(13)

where $b = \frac{1}{n} \sum_{i=1}^{n} \| \nabla f_i(\theta^*) \|_2^2$. With a diminishing step-size $\alpha_k = \mathcal{O}(\frac{1}{k})$, DSGD achieves an exact convergence [14], such that

$$\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} [\| \theta_k^i - \theta^* \|_2^2] = \mathcal{O} \left( \frac{1}{k} \right), \quad \forall k \geq 0.$$

(14)

Remark 2: Comparing (13) to (14), when a constant step-size $\alpha$ is used, the mean-squared error in both SGD and DSGD decays geometrically to certain a neighborhood of $\theta^*$, the size of which is controlled by $\alpha$. Unlike SGD, however, the steady-state error of DSGD has an additional bias, independent of the variance $\sigma^2$ of stochastic gradient, that comes from $b = \frac{1}{n} \sum_{i=1}^{n} \| \nabla f_i(\theta^*) \|_2^2$. The constant $b$ is not zero in general and characterizes the difference between the minimizer of each local objective $f_i$ and the global objective $F$. This bias $\mathcal{O}(\frac{L^2}{n\mu^2} \frac{\alpha^2 b}{(1-\lambda)^2})$ can be significantly large when the data distributions across all nodes are substantially heterogeneous, a scenario that commonly arises in certain IoT applications. Next, we describe a gradient tracking technique that eliminates the bias due to the term $b$ in DSGD and thus can be considered as a more appropriate decentralized version of the centralized SGD.

B. Decentralized First-Order Methods with Gradient Tracking

To present the intuition behind the gradient tracking technique, we first recall the iterations of the Decentralized Gradient Descent (DGD) with a constant step-size in [10]. Let us first assume, for the sake of argument, that at some iteration $k$, all nodes agree on the minimizer of $F$, i.e., $\theta_k^i = \theta^*, \forall i$. Then at the next iteration $k+1$, we have

$$\theta_{k+1}^i = \sum_{r \in N_i} w_{ir} \theta^* - \alpha \nabla f_i(\theta^*) = \theta^* - \alpha \nabla f_i(\theta^*),$$

(15)

where $\theta^* - \nabla f_i(\theta^*) \neq \theta^*$, in general. In other words, the optimal $\theta^*$ is not necessarily a fixed point of (10). Of course, using the gradient $\nabla F(\theta_k^i)$ of the global objective, instead of $\nabla f_i(\theta_k^i)$, overcomes this issue but the global gradient is not available at any node. The natural yet innovative idea of gradient tracking is to design a local iterative gradient tracker $d_k^i$ that asymptotically approaches the global gradient $\nabla F(\theta_k^i)$ as $\theta_k^i$ approaches $\theta^*$ [15]–[19]. Gradient tracking is realized with the help of dynamic average consensus (DAC) [20], briefly described next.
In contrast to the classical average-consensus [9], which learns the average of fixed initial states, DAC [20] tracks the average of time-varying signals. Formally, each node $i$ measures a time-varying signal $r^i_k$ and all nodes cooperate to track the average $\bar{r}_k = \frac{1}{n} \sum_{i=1}^{n} r^i_k$ of these signals. The DAC protocol is given as follows. Each node $i$ iteratively updates its estimate $d^i_k$ of $\bar{r}_k$ as

$$
d^i_{k+1} = \sum_{r \in \mathcal{N}_i} w_{ir} d^r_k + r^i_k - r^i_k, \quad k \geq 0,
$$

(16)

where $d^i_0 = r^i_0, \forall i$. It is shown in [20] that $\|r^i_{k+1} - \bar{r}_k\| \to 0$, we have that $\|d^i_k - \bar{r}_k\| \to 0$. Clearly, in the aforementioned design of gradient tracking, the time-varying signal that we intend to track is the average of the local gradients $\frac{1}{n} \sum_{i=1}^{n} \nabla f_i (\theta^i_k)$. We thus combine DGD (10) and DAC (16) to obtain GT-DGD (DGD with Gradient Tracking) [15]–[19], as follows:

$$
\theta^i_{k+1} = \sum_{r \in \mathcal{N}_i} w_{ir} \theta^r_k - \alpha \cdot d^i_k,
$$

(17a)

$$
d^i_{k+1} = \sum_{r \in \mathcal{N}_i} w_{ir} d^r_k + \nabla f_i (\theta^i_{k+1}) - \nabla f_i (\theta^i_k),
$$

(17b)

where $d^r_0 = \nabla f_i (\theta^i_0), \forall i$. Intuitively, as $\theta^i_k \to \overline{\theta}_k$ and $d^i_k \to \frac{1}{n} \sum_{i=1}^{n} \nabla f_i (\theta^i_k) \to \nabla F(\overline{\theta}_k)$ (17a) asymptotically becomes the centralized batch gradient descent. It has been shown in [17]–[19], [21] that GT-DGD converges geometrically to the global minimizer $\theta^*$ of $F$ under a constant step-size when each $f_{i,j} \in S_{\mu, L}$, eliminating the steady-state error (13) of DGD.

Algorithm 2 GT-DSGD: At each node $i$

Require: $\theta^i_0, \{\alpha_k\}_{k \geq 0}, \{w_{ir}\}_{r \in \mathcal{N}_i}, d^i_0 = \nabla f_i s^i_0 (\theta^i_0)$, where $s^i_0$ is chosen randomly in $\{1, \cdots, m_i\}$

1. for $k = 0, 1, 2, \cdots$ do

2. Update $\theta^i_{k+1} = \sum_{r \in \mathcal{N}_i} w_{ir} \theta^r_k - \alpha_k d^i_k$

3. Choose $s^i_{k+1}$ randomly in $\{1, \cdots, m_i\}$

4. Compute the local stochastic gradient $\nabla f_{i, s^i_{k+1}} \theta^i_{k+1}$

5. Update: $d^i_{k+1} = \sum_{r \in \mathcal{N}_i} w_{ir} d^r_k + \nabla f_{i, s^i_{k+1}} \theta^i_{k+1} - \nabla f_{i, s^i_{k}} \theta^i_k$

6. end for

The stochastic variant of GT-DGD is derived in [22], termed as GT-DSGD (DSGD with Gradient Tracking), and is formally described in Algorithm 2. Under the same assumptions of smoothness, strong-convexity, and bounded variance as in DSGD, the convergence of GT-DSGD is summarized in the following [22]: with a constant step-size, $\alpha_k = \alpha \in \left(0, \mathcal{O}\left(\frac{1 - \lambda}{L^2}\right)\right)$, $\forall k$, $\mathbb{E}[\|\theta^i_k - \theta^*\|_2^2]$ decays geometrically at the rate of $\left(1 - \mathcal{O}(\mu \alpha)\right)^k$ to a neighborhood of $\theta^*$ such that

$$
\limsup_{k \to \infty} \frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[\|\theta^i_k - \theta^*\|_2^2\right] = \mathcal{O}\left(\frac{\alpha \sigma^2}{n \mu} + \frac{L^2}{\mu^2} \frac{\alpha^2 \sigma^2}{(1 - \lambda)^2}\right).
$$

(18)
with a diminishing step-size $\alpha_k = O\left(\frac{1}{k}\right)$, we have

$$\frac{1}{n} \sum_{i=1}^{n} E \left[\|\theta_k^i - \theta^*\|_2^2\right] = O\left(\frac{1}{k}\right), \quad \forall k \geq 0.$$  \hspace{1cm} (19)

**Remark 3:** To practically implement GT-DSGD, each node needs to store its local (stochastic) gradient $\nabla f_i, s_i (\theta_k^i)$ at each time $k$ to be used in the next iteration. Furthermore, GT-DSGD requires two consecutive rounds of communication with neighboring nodes to update the estimate $\theta_k^i$ and the gradient tracker $d_k^i$, respectively. This may increase the communication burden of the network when $\theta_k^i$ is of high dimension.

**Remark 4:** By comparing the convergence of DSGD in (13) and GT-DSGD in (18), we note that under a constant step-size, GT-DSGD removes the bias $O\left(\frac{L^2 \alpha^2 b}{\mu^2 (1-\lambda)^2}\right)$ caused by $b \triangleq \frac{1}{n} \sum_{i=1}^{n} \|\nabla f_i (\theta^*)\|^2$ in DSGD. However, the network dependence in GT-DSGD, $O\left(\frac{1}{(1-\lambda)^2}\right)$, is worse than DSGD where it is $O\left(\frac{1}{(1-\lambda)^2}\right)$. A tradeoff here is imminent where the two approaches have their own merits depending on the relative sizes of $b$ and $\lambda$. Clearly, when the bias $b$ dominates, e.g., when the data across nodes is significantly diverse, GT-DSGD achieves a lower steady-state error than DSGD. Under diminishing step-sizes, DSGD and GT-DSGD have comparable performance. Of relevance here are EXTRA [23] and Exact Diffusion [24], both of which eliminate the bias caused by $b$ and are built on a different principle from gradient tracking.

**Remark 5:** We note that the performance of GT-DSGD has similarities to that of the centralized SGD as in the steady-state error in both methods are completely controlled by the step-size $\alpha$ and the variance $\sigma^2$ of the stochastic gradient, see also Remark [2]. Since GT-DSGD removes the bias in DSGD that comes due to the difference of the local and global objective functions, it may be considered as a more appropriate decentralized version of SGD. This argument naturally leads to the idea that one can further incorporate the centralized variance reduction techniques in the GT-DSGD framework to further improve the performance and achieve faster convergence. As we will show, adding variance reduction to GT-DSGD in fact also improves its network dependence to $O\left(\frac{1}{(1-\lambda)^2}\right)$. We explore these ideas next.

## IV. Decentralized Variance-Reduced Methods with Gradient Tracking

The construction of decentralized VR methods now follows from Remark [5]. First, recall from Section I-C that the VR methods estimate the batch gradient from randomly drawn samples. In the decentralized case, each node $i$ thus implements VR locally to estimate its local batch gradient $\nabla f_i$. Gradient tracking, on the other hand, estimates $\frac{1}{n} \sum_i \nabla f_i$ over the nodes and can be thought of as spatial fusion over sparse communication graphs. We now incorporate the two
VR methods, SAGA and SVRG described in Section I-A in the GT-DSGD framework to obtain their decentralized counterparts, called GT-SAGA [25] and GT-SVRG [26]. These algorithms are described next. Clearly, other VR approaches such as SAG and SARAH are also applicable here.

A. GT-SAGA

To implement the SAGA estimators locally, each node $i$ maintains a gradient table that stores all local component gradients $\{\nabla f_i(\hat{\theta}_{i,j})\}_{j=1}^{m_i}$, where $\hat{\theta}_{i,j}$ represents the most recent iterate where the gradient of $f_{i,j}$ was evaluated. At iteration $k \geq 0$, each node $i$ chooses an index $s_k^i$ randomly from $\{1, \cdots, m_i\}$ and computes the local SAGA gradient $g_{k}^i$ as

$$g_{k}^i = \nabla f_{i,s_k^i}(\theta_k^i) - \nabla f_{i,s_k^i}(\hat{\theta}_{i,s_k^i}) + \frac{1}{m_i} \sum_{j=1}^{m_i} \nabla f_{i,j}(\hat{\theta}_{i,j}),$$

(20)

where it is straightforward to show that $g_{k}^i$ is an unbiased estimator of the local batch gradient $\nabla f_i(\theta_k^i)$. Next, the element $\nabla f_{i,s_k^i}(\hat{\theta}_{i,s_k^i})$ in the gradient table is replaced by $\nabla f_{i,s_k^i}(\theta_k^i)$, while the other elements are unchanged. The gradient tracking iteration $d_k^i$ is now implemented on the estimators $g_{k}^i$’s over the neighboring nodes. The complete implementation of GT-SAGA [25] is summarized in Algorithm 3.

Algorithm 3 GT-SAGA at each node $i$

 Require: $\theta_0^i$, $\alpha$, $\{w_r\}_{r \in \mathcal{N}_i}$, $d_0^i = \nabla f_i(\theta_0^i)$, Gradient table $\{\nabla f_{i,j}(\hat{\theta}_{i,j})\}_{j=1}^{m_i}$ with $\hat{\theta}_{i,j} = \theta_0^i, \forall j$.

1: for $k = 0, 1, 2, \cdots$ do
2: Update $\theta_{k+1}^i = \sum_{r \in \mathcal{N}_i} w_r^i \theta_k^i - \alpha d_k^i$;
3: Choose $s_{k+1}^i$ randomly from $\{1, \cdots, m_i\}$;
4: Compute $g_{k+1}^i = \nabla f_{i,s_{k+1}^i}(\theta_{k+1}^i) - \nabla f_{i,s_{k+1}^i}(\hat{\theta}_{i,s_{k+1}^i}) + \frac{1}{m_i} \sum_{j=1}^{m_i} \nabla f_{i,j}(\hat{\theta}_{i,j})$;
5: Replace $\nabla f_{i,s_{k+1}^i}(\hat{\theta}_{i,s_{k+1}^i})$ by $\nabla f_{i,s_{k+1}^i}(\theta_{k+1}^i)$ in the gradient table.
6: Update $d_{k+1}^i = \sum_{r \in \mathcal{N}_i} w_r^i d_k^i + g_{k+1}^i - g_k^i$;
7: end for

Similar to centralized SAGA [5], GT-SAGA converges geometrically to $\theta^*$ with a constant step-size. More precisely, assuming each $f_{i,j} \in S_{\mu,L}$ and choose $\alpha = \min \left\{ \mathcal{O}\left(\frac{1}{\mu M}\right), \mathcal{O}\left(\frac{m}{M} \frac{(1-\lambda)^2}{\kappa^2} \right) \right\}$, where $m = \min_i \{m_i\}$, $M = \max_i \{m_i\}$, we have [25],

$$\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}\left[\|\theta_k^i - \theta^*\|^2\right] \leq R \left(1 - \min \left\{ \mathcal{O}\left(\frac{1}{M}\right), \mathcal{O}\left(\frac{m}{M} \frac{(1-\lambda)^2}{\kappa^2} \right) \right\}\right)^k, \quad \forall k \geq 0,$$  

(21)

where $R > 0$ is some constant. In other words, GT-SAGA achieves $\epsilon$-accuracy of $\theta^*$ in

$$\mathcal{O}\left(\max\left\{ M, \frac{M}{m} \frac{\kappa^2}{(1-\lambda)^2} \right\} \log \frac{1}{\epsilon}\right)$$

parallel local component gradient computations.
B. GT-SVRG

GT-SVRG is a double-loop method that imitates the centralized SVRG. Each node at every outer loop computes a local batch gradient and during each inner loop performs a finite number of GT-DSGD (type) iterations, in addition to updating local gradient estimate variable \( \{v_i^t\}_{i=1}^n \). As in centralized SVRG, \( v_i^t \) is an unbiased estimator of the local batch gradient \( \nabla f_i(\theta_i^k) \). The detailed implementation of GT-SVRG is summarized in Algorithm 4.

\[ \text{Algorithm 4 GT-SVRG at each node } i \]

Require: \( \theta_i^0, \alpha, \{w_{ir}\}_{r \in N_i} \), arbitrary \( d_0^i \) with \( v_0^i = d_0^i \).

1: for \( k = 0, 1, 2, \cdots \) do
2: \hspace{1em} Initialize \( \theta_i^0 = \theta_i^k \)
3: \hspace{1em} Compute \( \nabla f_i(\theta_0^i) = \frac{1}{m_i} \sum_{j=1}^{m_i} \nabla f_{i,j}(\theta_0^i) \)
4: \hspace{1em} for \( t = 0, 1, 2, \cdots, T - 1 \) do
5: \hspace{2em} Update \( \theta_i^{t+1} = \sum_{r \in N_i} w_{ir} \theta_r^t - \alpha \cdot d_i^t \)
6: \hspace{2em} Choose \( s_i^{t+1} \) randomly in \( \{1, \cdots, m_i\} \)
7: \hspace{2em} Compute \( v_i^{t+1} = \nabla f_i(s_i^{t+1})(\theta_i^{t+1}) - \nabla f_i(s_i^{t+1})(\theta_i^t) + \nabla f_i(\theta_0^i) \)
8: \hspace{2em} Update \( d_i^{t+1} = \sum_{r \in N_i} w_{ir} d_r^t + v_i^{t+1} - v_i^t \)
9: end for
10: Set \( d_0^i = d_T^i \) and \( v_0^i = v_T^i \)
11: Option (a): Set \( \theta_i^{k+1} = \theta_T^i \)
12: Option (b): Set \( \theta_i^{k+1} = \frac{1}{T} \sum_{k=0}^{T-1} \theta_i^k \)
13: Option (c): Set \( \theta_i^{k+1} \) as a random selection from \( \{\theta_i^t\}_{t=0}^{T-1} \)
14: end for

In practice, all options (a)-(c) work similarly well. For example, under option (a), it is shown in [26] that with \( \alpha = \mathcal{O} \left( \frac{(1-\lambda)^2}{\kappa L} \right) \) and \( T = \mathcal{O} \left( \frac{\kappa^2}{(1-\lambda)^2} \right) \), the outer loop of GT-SVRG follows:

\[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E} \left[ \| \theta_k^i - \theta^* \|^2 \right] \leq U \cdot 0.9^k,
\]

where \( U > 0 \) is some constant. This argument implies that GT-SVRG achieves \( \epsilon \)-accuracy of \( \theta^* \) in \( \mathcal{O} \left( \log \frac{1}{\epsilon} \right) \) outer loop iterations. Furthermore, during each inner loop, each node \( i \) computes \( m_i + 2T \) local component gradients. GT-SVRG thus achieves \( \epsilon \)-accuracy of \( \theta^* \) in

\[
\mathcal{O} \left( \left( M + \frac{\kappa^2}{(1-\lambda)^2} \right) \log \frac{1}{\epsilon} \right)
\]

parallel local component gradient computations.
**Remark 6:** We note that both GT-SAGA and GT-SVRG have a low per-iteration computation cost and achieve geometric convergence to $\theta^*$, i.e., they reach $\epsilon$-accuracy of $\theta^*$ respectively in $O\left(\max\left\{M, \frac{M}{m} \frac{\kappa^2}{(1-\lambda)^2}\right\} \log \frac{1}{\epsilon}\right)$ and $O\left(\left(M + \frac{\kappa^2}{(1-\lambda)^2}\right) \log \frac{1}{\epsilon}\right)$ parallel local component gradient computations. This makes them particularly favorable compared with DSGD and GT-DSGD when high-precision solutions are desired. Interestingly, when each node has a large data set such that $M \approx m \gg \frac{\kappa^2}{1-\lambda^2}$, the complexities of GT-SAGA and GT-SVRG become $O(M \log \frac{1}{\epsilon})$, independent of the network, and are $n$ times faster than that of centralized SAGA and SVRG. Clearly, in this “big-data” regime, GT-SAGA and GT-SVRG act effectively as a means for parallel computation and achieve linear speed-up compared with their centralized counterparts.

**Remark 7:** It can also be observed that when data samples are distributed over the network in a highly unbalanced way, i.e., $\frac{M}{m}$ is very large, it may appear that GT-SVRG achieves a lower complexity than GT-SAGA. However, from a practical implementation point of view, an unbalanced data distribution may lead to a longer computation time in GT-SVRG. This is due to the number of local gradient computations required at the end of each inner loop especially for nodes with large number of data samples. GT-SVRG consequently cannot execute the next inner loop before all nodes finish the local batch gradient computation, leading to an overall increase in runtime. Clearly, there is an inherent trade-off between network synchrony, latency, and the storage of gradients as far as the relative implementation complexities of GT-SAGA and GT-SVRG are concerned. If each each node is capable of storing all local component gradients, then GT-SAGA may be preferable due to its flexibility of implementation. On the other hand, for large-scale optimization problems where each node holds a very large number of data samples, storing all component gradients may be infeasible and GT-SVRG may be preferable.

**Remark 8:** Existing decentralized VR methods include DSA [27] that combines EXTRA [23] with SAGA [5], diffusion-AVRG that combines exact diffusion [24] and AVR [28], DSBA [29] that adds proximal mapping [30] to each iteration of DSA, and ADFS [31] that applies an accelerated randomized proximal coordinate gradient method [32] to the dual formulation of Problem P3. We note that in large-scale scenarios where $M \approx m$ is very large, both GT-SAGA and GT-SVRG improve upon the convergence rate of these methods in terms of the joint dependence on $\kappa$ and $M \approx m$, with the exception of DSBA and ADFS. Both DSBA and ADFS achieve better iteration complexity, however, at the expense of computing the proximal mapping of a component function at each iteration. Although the computation of this proximal mapping is efficient for certain function classes, it can be very expensive for general functions.
In this section, we present numerical experiments to illustrate the convergence properties of the consensus-based stochastic optimization algorithms presented in this article, i.e., DSGD, GT-DSGD, GT-SAGA and GT-SVRG. We compare these methods with the help of decentralized training of a regularized logistic regression model \([1]\), that is smooth and strongly-convex, to classify the hand-written digits \(\{3, 8\}\) from the MNIST dataset. The digit images \(\{3, 8\}\) are represented by feature vectors in \(\mathbb{R}^{784}\) that have been normalized to have zero-mean and a standard deviation of 1. We randomly generate a connected and undirected graph of 100 nodes using the nearest-neighbor rule, i.e., two nodes are connected only if they are in a certain close proximity, a particular visualization of this graph is shown in Fig. 2. This type of connectivity commonly arises in large-scale IoT applications where devices have limited communication capabilities.

The doubly-stochastic weight matrix associated with the network, which is required for the implementation of the algorithms, is generated using the Metropolis method \([8]\). In our setup, each node \(i\) holds \(m_i = 10\) training data samples, \(\{x_{i,j}, y_{i,j}\}_{j=1}^{m_i} \subseteq \mathbb{R}^{784} \times \{-1, +1\}\), where \(x_{i,j}\) is the feature vector and \(y_{i,j}\) is the corresponding binary label. We make a further restriction that the training data samples at each node belong to only one class, either 3 or 8. In other words, no node can train a proper classifier by only using its own local batch data; clearly, the local \(f_i\)'s are significantly different from the global \(F\). To train a valid classifier, the networked nodes must cooperate to solve the following logistic regression problem:

\[
\min_{b \in \mathbb{R}^{784}, c \in \mathbb{R}} F(b, c) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{m_i} \sum_{j=1}^{m_i} \ln \left[ 1 + \exp \left\{ -(b^\top x_{ij} + c) y_{ij} \right\} \right] + \frac{\lambda}{2} \|b\|^2.
\]

Clearly, \(\theta = [b^\top c]^\top\). For comparison, we plot the average residual \(\frac{1}{n} \sum_{i=1}^{n} \|\theta_k^i - \theta^*\|^2 / 2\) across all nodes versus the number of local epochs (number of effective passes of local data batch). The hyper-parameters for the algorithms in question are manually optimized.

Fig. 2. A sparsely-connected geometric graph over which the nodes communicate with each other.
We first compare the performance of DSGD and GT-DSGD with constant step-sizes and observe that the numerical results shown in Fig. 3 are consistent with Remark 4, i.e., under a constant step-size, DSGD has a larger steady-state error compared with GT-DSGD when the minimizers of the local and the global objective functions are significantly different (recall that each node has image data for only one digit). To achieve a smaller steady-state error as that of GT-DSGD, one needs to apply a smaller step-size in DSGD that may lead to a slower convergence rate.

![Comparison of DSGD and GT-DSGD under different constant step-sizes.](image1)

Next, we compare the performance of DSGD, GT-DSGD, both with diminishing step-sizes to ensure exact convergence, GT-SAGA, and GT-SVRG in Fig. 4. It can be observed that all four algorithms are effective for the training problem in question and may be favorable in different regimes. DSGD and GT-DSGD, for example, make very fast progress in the first few epochs and then slow down significantly, which makes them more suitable for problems where low-precision solutions suffice. On the contrary, as the iterations proceed, GT-SAGA and GT-SVRG exhibit fast geometric convergence and provide highly-accurately solutions in much less iterations than DSGD and GT-DSGD. We note that GT-SAGA achieves faster convergence rate than GT-SVRG, however, with the requirement of storing the latest copy of all component gradients.

![Comparison between all algorithms: DSGD with $\alpha_k = \frac{2}{k+1}$, GT-DSGD with $\alpha_k = \frac{3}{k+1}$, GT-SAGA with $\alpha = 6 \times 10^{-5}$ and GT-SVRG with inner-loop length $T = 10$ and $\alpha = 5 \times 10^{-5}$.](image2)
VI. Extensions and Discussion

We now discuss some recent progress on several key aspects of decentralized optimization relevant to the first-order stochastic approaches described in this article.

**Directed Graphs:** The methods described in this article are restricted to undirected graphs. In practice, however, bidirectional communication may not always be preferable or even achievable, e.g., when the nodes have non-uniform communication ranges, or, when certain communication links are severed to save on communication costs. Such scenarios lead to *directed graphs* where the main challenge is that the underlying weight matrix $W$ can be either row-stochastic (RS) or column-stochastic (CS), but cannot be doubly-stochastic (DS), in general. The doubly-stochasticity of the weight matrix is essential for the convergence of the algorithms presented in this article. In particular, consensus cannot be reached with CS weights; and with RS weights, the nodes agree albeit on a sub-optimal solution; see [33] for a detailed discussion. A well-studied solution to this issue is based on the push-sum (type) algorithms [34] that enable consensus with non-DS weights with the help of eigenvector estimation. Combining push-sum respectively with DSGD [11], [12], EXTRA [23], and GT-DGD [16]–[18] leads to SGP [35], DEXTRA [36], and ADD-OPT [37] that are applicable to arbitrary directed graphs. A similar idea is used in FROST [33] to implement decentralized optimization with RS weights.

The issue with push-sum based extensions is that they require eigenvector estimation, which in itself could deteriorate the performance of the underlying algorithms. More recently, it is shown that GT-DGD [17] is a special case of the AB algorithm [19], [38] that employs RS weights in (17a) while CS weights in (17b), and thus is immediately applicable to arbitrary directed graphs. The AB framework naturally leads to stochastic optimization with gradient tracking over directed graphs, see SAB [39] that extends GT-DSGD to directed graphs, and further opens the possibility to extend GT-SAGA and GT-SVRG to their directed counterparts.

**Communication and computation aspects:** Communication complexity is an important aspect of decentralized optimization since communication can potentially become a bottleneck of the system when nodes are frequently transmitting high-dimensional vectors (model parameters) in the network. Different communication aspects [40], communication/computation tradeoffs [8], and various quantization techniques [41], [42] have been studied with existing decentralized methods in an attempt to efficiently manage the resources at each node.

**Master-worker architectures:** The problems described in this article have experienced a significant research activity recently because of their direct applicability to many large-scale
training problems in machine learning [35], [43]. Since these applications are typically hosted in controlled settings, e.g., data centers with highly-sophisticated communication and a large number of highly-efficient computing clusters, master-worker architectures and parameter-server models have become popular. In such architectures, see Fig. 1 (left), a central master maintains the current model parameters and communicates strategically with the workers, which individually hold a local batch of the total training data. The basic idea is that the master pushes the current model $\theta_k$ to the workers, each of which computes a stochastic gradient at $\theta_k$ using a random subset of its own local data; the master then pulls the stochastic gradients from the workers and updates the model. Various programming models and several variants of master-worker configurations have been proposed, such as MapReduce, All-Reduce, and federated learning [44], that are tailored for specific computing needs and environments. We emphasize that, on the contrary, the motivation behind consensus-based decentralized methods comes from the scenarios where communication among the nodes is ad hoc and unstructured and specialized topologies are not available.

**VII. Conclusions**

In this article, we discuss general formulation and solutions for decentralized consensus-based stochastic optimization. Compared with traditional master-worker architectures, consensus-based optimization eliminates the need of a central coordinator and admits sparse and flexible peer-to-peer communication that enjoys reduced communication cost at each node, is more robust in ad-hoc and adversarial environments, and is further applicable to the emergent IoT applications where the nodes have resource-constraints and limited communication capabilities. We discuss several fundamental algorithmic frameworks with a focus on gradient tracking and variance-reduction methods. For all of the related algorithms, we provide a detailed discussion on their convergence rates, properties, and comparisons with a particular focus on smooth and strongly-convex objective functions. An important line of future work in the field of consensus-based optimization for machine learning is to analyze existing methods and develop new techniques for general non-convex objectives, given the tremendous success of deep neural networks.
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