A Numerical Study of Cosmic Proton Modulation Using AMS-02 Observations
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Abstract

Since 2011 May, the Alpha Magnetic Spectrometer (AMS-02) on board the International Space Station has provided monthly cosmic proton fluxes for various low-rigidity levels ($P < 50$ GV). These precise measurements, in terms of high time and rigidity resolution, have provided a good opportunity to study cosmic ray modulation over a wide range of rigidities, together with transient events. Subsequently, a comprehensive numerical transport model has been constructed, based on Parker’s transport equation that includes all known physical mechanisms: diffusion, convection, drift, and adiabatic cooling. Propagating diffusion barriers to simulate Forbush decreases (Fds) and global merged interaction regions (GMIRs) have also been incorporated: (1) utilizing a time-varying tilt angle of the heliospheric current sheet and interplanetary magnetic field, the general trend of the time variation of cosmic proton fluxes has been reproduced; (2) the Fd events in 2011 October and 2012 March have been simulated, and the first GMIR event in solar cycle 24 has also been simulated and studied; and (3) the rigidity dependence of the proton fluxes, as revealed by the AMS-02 data, has been reproduced with the appropriate chosen rigidity dependent diffusion coefficients. In order to reproduce the proton observations, we find that apart from the transient events, the derived mean free paths in interplanetary space also need to be changed with time.
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1. Introduction

Cosmic rays (CRs) are energetic, charged particles that were discovered by Victor Hess in the 1910s. As these particles propagate into the heliosphere, they encounter the outward moving solar wind plasma. Subsequently, the CR intensity is anticorrelated with solar activity and this process is called solar modulation. As irregularities exist in the interplanetary magnetic field (IMF; Parker 1965), which is embedded in the solar wind plasma, this process exhibits the characteristics of particle diffusion. It was later found that the drift motion, which is caused by gradients and curvatures in the IMF, also plays a significant role in the transport process (Jokipii et al. 1977; Kóta & Jokipii 1983; Potgieter & Moraal 1985; le Roux & Potgieter 1995). After introducing a wavy heliospheric current sheet (HCS), its time variations were investigated and it was demonstrated that the HCS tilt angle is a crucial modulation parameter in reproducing the CR 22 yr modulation cycle (Jokipii & Thomas 1981; Potgieter & Moraal 1985; le Roux & Potgieter 1991; Potgieter 2013).

Apart from the drift motion, merged interaction regions (MIRs) are another important concept needed to understand the time-dependent solar modulation process, especially during solar maximum ascending phase periods (Burlaga et al. 1993; Potgieter & le Roux 1994). With a process called “entrainment,” the distinct small interaction regions, shocks, and ejecta create larger plasma flow systems called MIRs (Burlaga et al. 1983, 1984). Utilizing the CR and plasma data from the two Voyager spacecraft, Burlaga et al. (1985) found that the CR intensity is decreased within these MIRs and the magnetic field is turbulent inside them. Based on Pioneer and Voyager spacecraft data in solar cycle 21/22, McDonald et al. (1993) concluded that time-dependent solar modulation is mainly caused by global merged interaction regions (GMIRs) and drift effects. Burlaga et al. (1985) analyzed the IMF spectra inside GMIRs, and argued that their modulation effect is related to the scattering of CRs by the embedded turbulence. Consequently, an MIR is usually modeled as a propagating diffusion barrier, in which the diffusion coefficients are reduced (Perko & Fisk 1983; Potgieter et al. 1993; Potgieter & le Roux 1994; le Roux & Potgieter 1995; Luo et al. 2011). Based on the diffusion barrier model, Perko & Fisk (1983) reproduced the CR intensity time variation in solar cycle 21, while Potgieter et al. (1993) numerically modeled GMIR events for solar cycle 22, also including drifts. Additionally, propagating diffusion barriers are also used to simulate smaller CR transient events such as Fd’s (le Roux & Potgieter 1991; Luo et al. 2017).

It is worthwhile mentioning that because of recent demands for human space exploration, there is an additional need to fully understand the CR induced space radiation environment (Schwadron et al. 2017) in a time-dependent manner as it changes with solar activity. Because CR flux levels vary with solar activity and heliospheric spatial distance, one of the major challenges is to comprehend this phenomenon physically and then to compose reliable methods for predicting it (Miyake et al. 2017).

Being operational since 2011 May, the Alpha Magnetic Spectrometer 02 (AMS-02) has provided highly accurate CR flux data for a wide range of energies (from 400 MeV/n to a few TeV/n; Bindi et al. 2017). The low-energy part of these spectra provides a unique opportunity to study time-dependent solar modulation during solar cycle 24 (Aguilar et al. 2018a).

As an initial trial, based on a numerical modulation model that also incorporates the diffusion barrier approach for simulating Fd and GMIRs, we investigate the AMS-02 monthly averaged proton spectra from 2011.4 (2011 May) to
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2012.89 (2012 November) to come to a better understanding of how solar modulation has changed during this period. To our knowledge, this is the first time the GMIR concept has been adapted for reproducing CR time variations in solar cycle 24.

We present the numerical model and AMS-02 observed proton spectra in Section 2. Specifically, we describe the CR transport equation and stochastic differential equation (SDE) numerical method, as well as the IMF and HCS drift models. Additionally, the diffusion coefficients’ analytical expressions and diffusion barrier model are outlined in this section. Next, the AMS-02 monthly proton spectra and our choice of the proton local interstellar spectrum (LIS) are given. In Section 3, the simulation results in comparison with AMS-02 observed spectra are demonstrated. By introducing the Fd and GMIR diffusion barrier approaches, together with changing the IMF magnitude, HCS tilt angle, and diffusion coefficients, our results capture the time history for the monthly proton spectra as observed by AMS-02 for the mentioned period. Lastly, a brief summary and outlook are given in Section 4.

2. Modulation Model and AMS-02 Proton Spectra

In this section, the numerical model to reproduce the AMS-02 measured spectra for the mentioned period is discussed in detail.

2.1. CR Transport and SDEs

The modulation model is based on the transport equation developed by Parker (1965):

\[
\frac{\partial f}{\partial t} = -(V_{sw} + \langle v_D \rangle) \cdot \nabla f + \nabla \cdot (K^{(\perp)} \cdot \nabla f) + \frac{1}{3} (\nabla \cdot V_{sw}) \frac{\partial f}{\partial \ln p},
\]

where \( f \) is the CR distribution function in the phase space \((r, p)\). The CR flux \( j \) measured by experiments is related to the distribution function by \( j \propto p^2 f \). Here, \( p \) denotes momentum. In experimental studies, particle rigidity \( P \) is widely used. It is related to momentum by \( P = pc/q \), where \( c \) is the speed of light and \( q \) is the charge of the CR particles. For protons, the units \( \text{GeV}/c \) for momentum, and \( \text{GV} \) for rigidity, are used. \( V_{sw} \) is the solar wind speed. It is noted that, in reality, the solar wind speed varies with radial distance and with time, see, e.g., Richardson et al. (2008), Zank et al. (2018), and Zhao et al. (2018). From our previous studies, we know that this modest radial dependence up to the termination shock has an insignificant effect on CR modulation near the Earth; see, e.g., Luo et al. (2013, 2017). Concerning time-dependence, the averaged solar wind speed displays a modest variation over a solar cycle so that its direct impact (through the convection term) on CR modulation is relatively small, but still of fundamental importance, see, e.g., Wibberenz et al. (1998) and Potgieter (2013). Therefore, to focus on CR transient events and their relation to the mean free path (MFP) time variations, the solar wind speed is assumed not to vary with time in our present numerical model.

The solar wind profile inside the termination shock is given by a simplified latitude-dependent model. It is defined by:

\[
V_{sw}(\theta) = \begin{cases} 
650 \text{ km s}^{-1} & \text{if } \theta < \frac{2\pi}{9}, \\
430 \text{ km s}^{-1} & \text{if } \frac{2\pi}{9} \leq \theta \leq \frac{7\pi}{9},
\end{cases}
\]

where \( \theta \) is the polar angle. The solar wind plasma in the heliosheath is assumed to be incompressible, i.e., \( \nabla \cdot V_{sw} = 0 \). Thus, the plasma speed decreases with radial distance \( r \) according to the following function:

\[
V_{sw} = V(r_{ts}) \left( \frac{r_{ts}}{r} \right)^2 \text{ km s}^{-1},
\]

where \( V(r_{ts}) \) is the solar wind speed at the termination shock, which is simplified as a sphere with radial position \( r_{ts} \) 92 au from the Sun.

Under the weak scattering limit (Forman et al. 1974; Ngobeni & Potgieter 2015), the pitch-angle averaged drift velocity is given by:

\[
\langle v_D \rangle = \nabla \times K^{\perp} \hat{B} = \frac{p_v}{3q} \nabla \times \left( \frac{B}{B^2} \right).
\]

Based on Ulysses CR observations (Heber & Potgieter 2006), it was found that the drift coefficient should be reduced at low rigidity with respect to the weak scattering limit expression; also see Potgieter (2013) for a review. The drift velocity is then given by:

\[
\langle v_D \rangle = \langle v_D \rangle_A = \langle v_D \rangle_B = \frac{(p/p_{A0})^2}{1 + (p/p_{A0})^2}.
\]

The parameter \( p_{A0} = 1 \text{ GeV/c} \). In Equation (1), \( K^{(\perp)} \) denotes the diffusion tensor, which has the following form:

\[
K^{(\perp)} = \begin{pmatrix} K_{||} & 0 & 0 \\ 0 & K_{\perp,\theta} & 0 \\ 0 & 0 & K_{\perp,r} \end{pmatrix},
\]

in the local IMF coordinate system. Here, \( K_{||} \) is the parallel diffusion coefficient, while \( K_{\perp,\theta} \) and \( K_{\perp,r} \) are the two perpendicular diffusion coefficients in the radial and latitudinal directions, respectively. The MFP, \( \lambda \), relates to the relevant diffusion coefficient \( \kappa \) by \( \lambda = 3\kappa /v \), with \( v \) as the charged particle’s speed.

This equation constitutes the four essential physical processes for the transport of CR in the heliosphere: the solar wind convective term \(- (V_{sw} \cdot \nabla f)\) due to the outward moving solar wind plasma; the drift term \(- (\langle v_D \rangle \cdot \nabla f)\) due to gradient and curvature drift in the IMF; the diffusive term \((\nabla \cdot (K^{(\perp)} \cdot \nabla f))\) due to IMF irregularities; and the adiabatic energy loss term \(\frac{1}{2} (\nabla \cdot V_{sw} \cdot \frac{\partial f}{\partial \ln p})\) due to the divergence of the solar wind plasma. Our numerical model contains all these processes.

Equation (1) is equivalent to the following two SDEs:

\[
dX = (\nabla \cdot K^{(\perp)} - V_{sw} - \langle v_D \rangle) ds + \sum_{\sigma = 1}^3 \alpha_{\sigma} dW_{\sigma}(s),
\]

\[
dp = \frac{1}{2} p (\nabla \cdot V_{sw}) ds .
\]

Here, \( dW_{\sigma}(s) \) is the Wiener process, which can be numerically generated by the Gaussian random number. \( \alpha_{\sigma} \)
can be calculated from the CR diffusion coefficients. In our time-backward numerical simulation, a stochastic process is generated by integrating these two SDEs, which describe the trajectories of the pseudoparticles (or phase space density element). Since Zhang (1999) systematically developed the SDE method to solve the CR transport equation, this approach has been widely used for studying CR solar modulation numerically, see, e.g., Pei et al. (2010), Luo et al. (2011), Kopp et al. (2012), Guo & Florinski (2014), Zhao et al. (2014), Bobik et al. (2016), and Qin & Shen (2017).

Based on the Ito formula, Zhang (1999) demonstrated that the solution to the CR transport equation is:

\[ f(t, \mathcal{Q}) = \langle f_b(t - \chi, \mathcal{Q}_\chi) \rangle. \]  

(8)

\( \mathcal{Q} \) is the stochastic process based on the corresponding SDE, and it has the first exit time \( \chi \) and exit boundary value \( f_b(t - \chi, \mathcal{Q}_\chi) \). As the time \( t \) is an intrinsic variable in the SDE numerical method, time-dependent problems (transient events) are automatically handled without introducing additional dimensions (Luo et al. 2017, 2018). In our model, the LIS is a steady-state boundary condition, which is a function of energy (or momentum). Equation (8) can be simplified as

\[ f(t, \mathbf{r}, \mathbf{p}) = \sum_{N} f_b^N(p)/N, \text{ where } N (N \gg 1) \text{ is the number of the stochastic processes.} \]

The SDE method for our CR modulation model is time-backward, thus the time \( t \) is iterated as \( t_{n+1} = t_n - dt \). By setting the relationship between the diffusion barrier’s location and time, \( r = f(t) \), the barrier’s location \( r_b \) can be updated for each iteration step \( t_f \). Correspondingly, reduced diffusion and drift coefficients can be calculated (see Equation (15) and its description). Subsequently, the SDE can be integrated to trace the pseudoparticles’ trajectory. This is the numerical procedure followed to simulate time-dependent phenomena such as Fds and GMIrs.

2.2. IMF and Current Sheet Model

In the numerical model, Parker’s IMF model (Parker 1958) is utilized as the background heliospheric magnetic field. The HCS sectors are also included, with the following analytical relationship:

\[ \mathbf{B}(r, \theta) = \frac{A}{r}\left(\mathbf{e}_r - \frac{r\Omega \sin \theta}{V_{sw}} \mathbf{e}_\phi\right) \left[1 - 2H(\theta - \theta_{cs})\right]. \]  

(9)

In Equation (9), \( r \) and \( \theta \) indicate the radial distance and polar angle, respectively; \( \Omega \) is the solar rotation angular speed; the constant \( A \) is related to the IMF magnitude and direction (sign) near the Earth \( (r = 1 \text{ au}, \theta = \pi/2) \). \( H(\theta - \theta_{cs}) \) is the Heaviside function and \( \theta_{cs} \) is the polar angle for the HCS surface. The HCS is modeled according to the following analytical expression (Kóta & Jokipii 1983):

\[ \cot(\theta_{cs}) = -\tan(\alpha)\sin(\phi^*), \]  

(10)

where \( \phi^* = \phi + \frac{r\Omega}{V_{sw}} - \Omega t; \alpha \) is the HCS tilt angle; \( \phi \) is the longitude angle for the current sheet surface, while \( \phi^* \) is the foot point at the Sun for the corresponding spiral magnetic field line.

Since the magnetic field direction changes abruptly near the HCS, based on Equation (4), the drift velocity due to the Parker IMF model has singularity. The magnitude of this current sheet drift velocity can be expressed as (Jokipii et al. 1977; Burger & Potgieter 1989)

\[ \langle v_{Dcs} \rangle = \frac{2R_g v}{3r} \delta(\theta - \theta_{cs}), \]  

(11)

where \( R_g \) is the CR particle’s gyroradius. It is known that the current sheet drift occurs when a CR particle’s distance to the HCS is within \( 2R_g \) (Burger & Potgieter 1989). This distance can also be expressed as \( re = 2R_g \), where \( \epsilon \) is a small polar angle increment. Because of the following relationship

\[ \int_{\theta_{cs} - \epsilon}^{\theta_{cs} + \epsilon} \delta(\theta - \theta_{cs})d\theta = 1 = \int_{\theta_{cs} - \epsilon}^{\theta_{cs} + \epsilon} \frac{r}{4R_g}d\theta, \]  

(12)

the \( \delta \) function appearing in the current sheet drift velocity is approximated by \( r/4R_g \) within the range of \( (\theta_{cs} - \epsilon, \theta_{cs} + \epsilon) \). Correspondingly, the magnitude of \( \langle v_{Dcs} \rangle \) is approximated as \( v/6 \). Because the current sheet drift velocity is along the local HCS surface and perpendicular to the magnetic field, the following expression can be constructed:

\[ \langle v_{Dcs} \rangle = \frac{v}{6} \left(\sin \Psi \cos \zeta \mathbf{e}_r + \sin \zeta \mathbf{e}_\theta + \cos \Psi \cos \zeta \mathbf{e}_\phi\right). \]

(13)

The angle \( \zeta \) is the angle between the local HCS surface’s normal direction \( \mathbf{n} \) and the \( -\mathbf{e}_z \) direction, and \( \Psi \) is the IMF spiral angle. The HCS is assumed to be locally flat, thus the distance to the HCS from the nearby location \( (r, \theta, \phi) \) is approximated as \( d = |r(\theta - \theta_{cs})\cos \zeta| \). Additionally, to avoid the situation of the pseudoparticle’s direct crossing of the HCS, a forth-order Runge–Kutta method is implemented to treat the HCS drift in our SDE numerical model. See Luo et al. (2017, 2018) for additional detail on our HCS drift model.

As the solar wind plasma propagates outward in the heliosphere and changes with solar activity, the outward propagating modulation conditions that affect CRs usually span over one year (Potgieter et al. 2014, 2015). The CR flux at Earth is always lagging behind in response to solar activity variations; see le Roux & Potgieter (1992). Therefore, in our numerical model, 13 month averaged interplanetary parameters are utilized (tilt angle and IMF magnitude at 1 au) to simulate the AMS-02 proton spectra. Figure 1 illustrates the monthly averaged IMF magnitude at the Earth\(^6\) and the HCS tilt angle\(^7\). The 13 month averaged values, which reflect the changing interplanetary conditions in the numerical model, are shown in both panels.

2.3. Diffusion Coefficients and Diffusion Barrier Model

When CR particles propagate inward from the outer heliosphere, they encounter the IMF irregularities, which scatter the CR particles, providing the diffusion nature of their transport. There are two perpendicular and one parallel diffusion coefficients, as Equation (6) displays. With perpendicular diffusion, CR particles can cross the mean spiral IMF lines to reach the Earth eventually. Over the last decades, significant progress in understanding the diffusion process based on turbulence theory has been made; see for example Jokipii (1966), Bieber et al. (1994), Zank et al. (1998), Qin et al. (2002), Teufel & Schlickeiser (2002), Chhiber et al. (2017), and Zhao et al. (2017, 2018). Recently, based on an incompressible magnetohydrodynamics formulating 2D slab

---

\(^6\) Data from http://www.srl.caltech.edu/ACE/ASC/index.html.

\(^7\) Data from http://wso.stanford.edu/; the “classic” HCS model is used.
turbulence transport model (Zank et al. 2017), Zhao et al. (2017) calculated the parallel and perpendicular MFPs from the quasilinear theory and nonlinear guiding center theory. It predicts the rigidity dependence for the parallel MFP, namely $\lambda_{\|} \propto P^{0.33}$, over the rigidity range [10 MV, 100 MV], with the slope steepening as $P > 10^3$ MV for nearly all radial distances. As the calculation is confined within the supersonic solar wind region (<75 au), the situation is still unknown for the region near the termination shock and inside the heliosheath. Based on a similar turbulence approach, Zhao et al. (2018) demonstrated that the MFPs $\lambda_{\|}$, $\lambda_{\perp}$, and $\lambda_{\psi}$ almost do not change with solar activity, if the background IMF changes in concert with the turbulence levels in response to solar activity. Such unchanging MFPs cannot reproduce the CR solar cycle variations (11 yr cycles). It follows that there are still obstacles to overcome for directly adapting and applying the turbulence based approach to CR modulation modeling. The present study is focused on using an SDE numerical approach together with a diffusion barrier model to reproduce the time-varying AMS-02 proton spectrum. Therefore, a phenomenological functional form (Equation (14)) for the diffusion coefficients is chosen to fulfill this task. This particular approach has already been used to reproduce PAMELA proton spectra (Potgieter et al. 2014) and electron spectra (Potgieter et al. 2015; Di Felice et al. 2017) from 2006 to 2009. Luo et al. (2018) also adapted this functional form to simulate electron Fds for the first time; see also Munini et al. (2018). In this context, we prefer to simplify rather than complicate our modeling approach using SDEs, which is inherently complicated and rather tedious, especially when comparisons are made to observations.

The diffusion coefficients are expressed as a function of the local IMF magnitude and particle rigidity:

$$\kappa_\| = \kappa_\|_{\psi, \psi} \frac{B_0}{B} \left( \frac{P}{P_0} \right)^{\beta - \alpha_a} \left[ 1 + \frac{\left( \frac{P}{P_0} \right)^{\alpha_a - \alpha_a}}{\left( \frac{P}{P_0} \right)^{\alpha_a - \alpha_a}} \right]^{\kappa_\|_{\psi, \psi}}$$

$$\kappa_{\perp, \perp} = \left( \kappa_{\perp, \perp, \perp} + \kappa_{\perp, \perp, \psi} \right) \frac{B_0}{B} \left( \frac{P}{P_0} \right)^{\alpha_a - \alpha_a} \left[ 1 + \frac{\left( \frac{P}{P_0} \right)^{\alpha_a - \alpha_a}}{\left( \frac{P}{P_0} \right)^{\alpha_a - \alpha_a}} \right]^{\kappa_{\perp, \perp, \perp}}.$$  (14)

In these equations, $B$ is the magnitude of the local IMF with $B_0 = 1$ nT. $P$ is the rigidity in GV, and $\beta$ is the ratio between particle speed and the speed of light. The rigidity dependence of these diffusion coefficients evidently consists of two power laws. This double power-law shape may become inconspicuous for some parameters. In these equations, $\kappa_{\|, 0, \psi, 0}$ have the unit of $10^{20}$ cm$^2$ s$^{-1}$; $a_\psi$, $a_\|$, $b_\psi$, $b_\|$, $c_\psi$, $c_\|$ are parameters that define the rigidity dependence of the diffusion coefficients over the range of interest to solar modulation studies. They are adjusted until the simulated monthly spectra reproduce the corresponding AMS-02 proton spectra. To simulate a GMIR, a three-dimensional (3D) propagating diffusion barrier is incorporated in the model, defined by the following analytical function (Luo et al. 2011, 2017, 2018):

$$\kappa_{\|, \perp}^T = \frac{\kappa_{\|, \perp}^T}{1 + \rho h(\theta) f(r) g(\phi)}.$$  (15)

Here, $\kappa_{\|, \perp}^T$ represents the diffusion coefficients inside the diffusion barrier; $\kappa_{\|, \perp}^T$ is the drift coefficient inside the diffusion barrier; $\rho$ is a constant determining the reduction level of the diffusion and drift coefficients inside the barrier; $h(\theta)$ determines the diffusion barrier’s latitudinal profile, which is prescribed by the extent parameter $\theta_{br}$. Its longitudinal profile is defined by the function $g(\phi)$ using the extent parameter $\phi_{br}$:

$$h(\theta) = e^{-\left(\frac{\theta - \theta_{cen}}{\theta_{br}}\right)^2},$$

$$g(\phi) = e^{-\left(\frac{\phi - \phi_{cen}}{\phi_{br}}\right)^2}.$$  (16)

The radial profile is defined by $f(r)$, given by:

$$f(r) = \begin{cases} 
1 - \frac{r - r_{cen}}{r_{sd}} & \text{if } r_{cen} < r < r_{sd} \\
\frac{r - r_{end}}{r_{end}} & \text{if } r_{end} < r \leq r_{cen} \\
0 & \text{if } r \leq r_{end}, r \geq r_{sd}. 
\end{cases}$$  (17)

The diffusion barrier has a leading part with a width of $r_a$ and a trailing part of width $r_b$. See Luo et al. (2017) for more details.

Following Voyager observations (Burlaga et al. 2003) and our previous numerical work about GMIRs (Luo et al. 2011), the radial width of the GMIR barrier model is taken as $L = 11.5$ au, specifically with $r_a = 1.5$ au and $r_b = 10$ au. The GMIR barrier has a full longitudinal extent, namely $\phi_{br} = \pi$ with its latitudinal extent $\theta_{br} = \pi/4$.

As a test case of our GMIR model, Figure 2 demonstrates the CR flux variations at 1 au in response to a “single simulated
GMIR propagating from the Sun to the outer heliosphere with a speed of \( \sim 500 \text{ km s}^{-1} \). These simulation results illustrate the general features of the CR intensity caused by a GMIR; the time variation profile of the flux exhibits a sharp decreasing phase followed by a prolonged recovery phase. The recovery phase lasts hundreds of days until the GMIR propagates fully out of the heliosphere. And, it depends on the 3D size of the particular GMIR. As the GMIR arrives at 1 au, the decrease in flux can be as large as 76\% for \( \sim 1 \text{ GV} \) protons. The GMIR effect diminishes as the CR rigidity increases; for \( \sim 8 \text{ GV} \) protons, the decrease magnitude is about 11\%. In reality, a GMIR is usually formed beyond 10 au (Burlaga et al. 1993), so that such a sharp decrease as illustrated in Figure 2 has never been observed. In our simulation, to reflect the effect of a GMIR formed at \( R_{\text{gmir}} \geq 10 \text{ au} \) on the observer’s location at 1 au, the simulation should start from the time of \( R_{\text{gmir}}/V_{\text{gmir}} \), where \( V_{\text{gmir}} \) is the GMIR propagation speed, which has already been in its recovery phase.

Following Luo et al. (2017, 2018), simulating a much smaller Fd event, the barrier’s width is reduced to \( L = 0.5 \text{ au} \), with a limited longitudinal and latitudinal extent, i.e., \( \phi_{\text{br}} = 2\pi/3, \theta_{\text{br}} = \pi/4 \).

2.4. Observed Proton Spectra and the LIS

Large CR detectors launched into geospace measure CR spectra with unprecedented high time resolution; see, e.g., the PAMELA proton observations reported by Adriani et al. (2013), Di Felice et al. (2017), Boezio et al. (2017), Martucci et al. (2018), and Munini et al. (2018). The AMS-02, which was installed on the International Space Station, is the largest of these space magnetic spectrometers (Bindi et al. 2017). Starting from 2011 May, it has provided CR spectra ranging from 400 MeV/n up to a few TeV/n. Solar modulation effects have been clearly observed for the lower energy part of these spectra (Aguilar et al. 2018a). We focus on the AMS-02 monthly proton spectra\(^8\) in the rigidity range from 1 to 11 GV (kinetic energy from 0.49 to 10.59 GeV) shown in Figure 3. The dashed lines and triangles depict the monthly averaged proton spectra measured by the AMS-02 experiment. Specifically, 2011.4, 2011.62, 2011.77, 2012.15, 2012.3, 2012.52, 2012.6, and 2012.89 are denoted with different colors. The corresponding LIS is plotted as a black solid line with crosses.

It is shown in the left panel that below 10 GV the CR proton spectra become systematically lower from 2011.4 (2011 May) to 2012.89 (2012 November) in response to solar activity ascending during this period. It should be noted that the monthly spectrum in 2011.77 (2011 October) is lower than that in 2012.15 (2012 February), which is a signature of the occurrence of a transient event (Fd or GMIR effect). In the following section, it will be demonstrated that an Fd event occurred in 2011 October.

It was demonstrated that there is nearly no modulation beyond the heliopause (HP; Luo et al. 2015, 2016; Zhang et al. 2015). When Voyager 1 crossed the HP in 2012 August (Stone et al. 2013; Webber & McDonald 2015), the spacecraft had begun to measure the very LIS for various CR species (Cummings et al. 2016). These data sets provide the first constraint for the lower energy part of the proton LIS, together with the higher energy part measured by the near Earth detectors, so that a much more reliable LIS can be obtained; see for example Potgieter (2014), Potgieter et al. (2014), Bisschoff & Potgieter (2016), and Herbst et al. (2017). Here, we use the LIS expression from Corti et al. (2016), based on a least-square fit given a well-defined parameterization form. This LIS constitutes the outer boundary condition for the simulation model specified at the HP. Similar to Luo et al. (2017), an absorbing boundary condition is used for the inner boundary.

\(^8\) The measured flux is averaged over one Bartels rotation (Aguilar et al. 2018a).
3. Results and Discussion

In this section, we present simulated proton spectra at the Earth in comparison with the AMS-02 observations. In addition, the time variation for the MFP’s rigidity dependence and the modulation effect of the simulated GMIR event are discussed.

3.1. Simulation Strategy

A halo coronal mass ejection (CME) in 2011 October 22 was observed with the Large Angle and Spectrometric Coronagraph on board the Solar and Heliospheric Observatory (SOHO). Additionally, the ground level neutron monitor in Oulu observed a transient CR decrease in 2011 October 24 (Figure 4). Thus, we argue that an Fd event happened in 2011 October 24, which caused the proton spectrum to become lower. An Fd-model is applied to reproduce this 2011.77 (2011 October) monthly spectrum.

On 2012 March 7 a fast CME occurred (Liu et al. 2013) so that another significant Fd-type event followed on 2012 March 8 (Zhao & Zhang 2016). We attribute the driver for this CR intensity decrease and lower proton spectrum in 2012.22 to this event. Again the Fd-model is applied to simulate these transient effects in the spectra.

Additionally, Liu et al. (2014) reported that a series of CMEs were emitted by the Sun in 2012 March, and demonstrated that they interact with each other and merge into a GMIR eventually. From 2011 to 2013 the global IMF polarity was negative ($A < 0$) and solar activity had increased gradually to approach its maximum for solar cycle 24. As Potgieter & le Roux (1994) stated, GMIRs provide a natural and convincing explanation for the large step decreases in CR modulation, and their occurrence may dominate the modulation process especially during the ascending phase of the solar cycle toward the period of maximum activity. Therefore, similar to the work...
of simulating the CR time variations in solar cycle 21 (Perko & Fisk 1983) and in cycle 22 (Potgieter et al. 1993), it is reasonable to utilize a GMIR to reproduce the CR intensity decrease in solar cycle 24. Subsequently, our GMIR model is applied to reproduce the AMS-02 monthly averaged proton flux in 2012.6 (2012 July) and thereafter. Following Potgieter et al. (1993), the GMIR is assumed to be formed effectively at 15 au, so that to reflect its effect on CRs’ observation at 1 au, the simulation time starts from 15 au/500 km s\(^{-1}\) \(\approx\) 52 days in our time-dependent model.

3.2. Simulated Spectra

In Figures 5–7, the simulated proton fluxes are shown in comparison with the corresponding AMS-02 monthly averaged fluxes, from 2011.4 (2011 May) to 2012.89 (2012 November). Note that the flux-unit is \((\text{m}^2 \text{s} \text{sr} \text{GeV})^{-1}\), which is as such a differential intensity. In Figure 5, the rigidity levels are 1.08, 1.24, 1.42, 1.61, 1.81, 2.03, 2.27, and 2.53 GV, respectively. Similarly, there are eight rigidity levels from 2.82 to 5.83 GV for Figure 6, whereas in Figure 7 the rigidity levels are from 6.17 to 11.49 GV. The AMS-02 monthly proton fluxes are depicted by triangles, while the crosses denote the simulated proton fluxes. From 2011.4 to 2012.89, the Sun’s is in an ascending phase as activity is approaching its maximum levels.
Correspondingly, the CR flux value decreases in response to the increasing solar activity. It follows that, as expected, the modulation effect is more significant for lower rigidity particles during the mentioned period. The decrease level is $\sim 37\%$ for 1.08 GV protons while for 2.53 GV, it only decreases $\sim 17\%$. Above about 6 GV, the modulation effect becomes progressively less evident. These results are consistent with PAMELA proton observations reported recently by Martucci et al. (2014), see also Di Felice et al. (2017).

As illustrated in Figure 1, both the IMF magnitude and HCS tilt angle, as proxies for solar modulation conditions (Potgieter et al. 2014), increase during this ascending phase. Utilizing these two proxy parameters, our numerical model reproduces the general trend for the proton’s time variations.

The monthly averaged AMS-02 proton flux decreased because of the Fd event in 2012.22. This decrease is well reproduced with our diffusion barrier model. A notable feature is that both observations and simulations reveal that the decrease magnitude declines as the proton rigidity increases. Solving the simplified 1D transport equation, Chih & Lee (1986) illustrated that larger diffusion coefficients cause the Fd magnitude to decrease; see le Roux & Potgieter (1991) for a 2D drift scenario. Based on a 3D numerical model, Luo et al. (2017) demonstrated that the Fd magnitude indeed decreases as the CR energy increases. According to our choice for the rigidity dependence of the diffusion coefficients (Equation (14) and Figure 10), the diffusion coefficients increase as the rigidity increases. Correspondingly, in the higher rigidity range we do not see large levels of decrease.

As discussed previously, the CR flux made a step decrease in 2012.6 (2012 July) because of an assumed GMIR event. To study this aspect, a single GMIR diffusion barrier is utilized in the numerical model to simulate the monthly spectra after 2012.6. As it was shown in Figures 5–7, the numerical results reproduce the main features of the CR step decrease for different rigidity levels. Since the GMIR is long-lived and therefore affects the CR transport in the outer heliosphere as well (Potgieter et al. 1993; Burlaga et al. 2003), the following flux variation of several months is actually during the recovery phase of the GMIR event. The CR flux near the Earth has been affected as the GMIR propagates outward.

In order to clarify further the effect on CR transport of the GMIR model, Figure 8 provides a direct comparison between the simulated spectrum with the GMIR (red triangles) and the base simulation without the GMIR (blue asterisks) for 2012.6, 2012.67, 2012.74, and 2012.82. The black plus symbols denote the AMS-02 observations, while the green crosses denote the LIS. The spectrum has been significantly suppressed due to the GMIR, which evidently acts as a CR diffusion barrier. The simulated spectrum with the GMIR agrees satisfactorily with the AMS-02 observations.

According to the proton LIS, the CR flux decreases systematically with increasing rigidity. However, during the GMIR event as shown in Figure 2, the simulated flux for 1.08 GV protons can become lower than that at 1.42 GV and 1.81 GV. In 2012.82, the AMS-02 monthly averaged CR flux at 1.08 GV is 559.2 (m$^2$ sr s GV)$^{-1}$, which is indeed lower than the 1.42 GV flux value of 564 (m$^2$ sr s GV)$^{-1}$. See also the right lower panel of Figure 8. Utilizing the GMIR model, this feature has been naturally reproduced.

Up to this stage, our study has been done in a qualitative manner. As a next step, we shall quantitatively study how the long-term, global decrease is related to rigidity. Such a study can clarify the relationship and even shed light on the rigidity dependence of the three diffusion coefficients, in particular if a bend (kink) in this rigidity dependence is required, or not, as found necessary by Potgieter et al. (2014), to reproduce PAMELA proton spectra from low to high rigidities; see also the review by Potgieter (2017).

### 3.3. Time Variation of MFPs

The parameters in the expressions for the diffusion coefficients are systematically tuned until the simulated spectra reproduce the corresponding AMS-02 monthly averaged flux. Specifically, the values of these parameters for the Fd and GMIR events are illustrated in Table 1. Figure 9 demonstrates...
the radial dependence of the diffusion coefficients ($\theta = \pi/2$, $\phi = 0$) for different time slots. From 2012.6, the GMIR model is incorporated to simulate the AMS-02 spectra. Correspondingly, for the 2012.67 and 2012.89 cases, both $\kappa_{||}$ and $\kappa_{r\perp}$ are significantly reduced inside the GMIR. Additionally, Figure 9 illustrates that the value of $\kappa_{||}$ decreases from 2011.4 to 2012.89, but there is no clear trend for the time variation of $\kappa_{r\perp}$.

According to Equation (14), the rigidity dependence of the diffusion coefficients can be obtained after the relevant parameters are constrained by reproducing the observed spectra. The left panel of Figure 10 demonstrates the rigidity dependence of the MFPs ($\lambda = 3\kappa/\nu$) during specific time periods. It should be noted that due to the constrained parameters, the double power-law shape for Equation (14) becomes indistinguishable in this plot.

Based on the observations made with the Advanced Composition Explorer (ACE) near the Earth, Mewaldt et al. (2010) reported that $\lambda_{||}$ had increased as solar activity descended from 2002 to 2009. In order to reproduce the PAMELA spectra, it was shown that both the parallel and perpendicular MFPs for low-rigidity protons needed to be increased from 2006 to 2009 (Potgieter et al. 2014). Similar work was also done by Zhao et al. (2014), who argued that as solar activity was descending from 2006 to 2009, the magnetic field turbulence levels decreased. The lower turbulence level results in a larger parallel MFP ($\lambda_{||}$) and a larger scaling factor for the perpendicular diffusion coefficients ($\lambda_{r\perp}/\lambda_{\perp\phi}$).

Concerning this study, it is expected that $\lambda_{||}$ should decrease during the period 2011.4–2012.89 because solar activity was ascending then. The right panel in Figure 10 illustrates the time variation of the MFPs for 1 GV protons at the Earth from 2011.4 to 2012.89; $\lambda_{||}$ decreases from 1.99 au in 2011.4 to 1.20 au in 2012.89, whereas $\lambda_{r\perp}$ decreases from 0.073 to 0.059 au, and $\lambda_{\perp\phi}$ from 0.045 to 0.037 au. However, the left panel of Figure 10 does not exhibit a clear trend for the time variations of the MFPs. Additionally, their rigidity dependence does not show an explicit bend (kink) at the high rigidity end as used in the work of Potgieter et al. (2014). Illustrated by the left
panel of Figure 10, the MFPs in the high rigidity end still varies with time. Since our simulation period only spans about 20 months, we cannot draw further conclusions about it. As a next step, we plan to extend our simulation period and use a more robotic or automated statistical fitting method, such as the Markov chain Monte Carlo method (Putze et al. 2009), instead of the current rather tedious manual parameter adjustments.

An interesting feature shown in the right panel of Figure 10 is that the variation of $\lambda_1$ exhibits a wave pattern when the diffusion barrier is introduced to the simulation. A recent study by Zhao et al. (2018) also reveals that instead of linearly decreasing or increasing, the MFP variation shows oscillations. It is possible that even if the background diffusion coefficients increase, as long as the diffusion coefficients inside the diffusion barrier are significantly reduced, the net effect of the background and the diffusion barrier still causes the diffusion coefficients (or MFPs) to decrease during this period.

4. Summary and Outlook

As the precise measurement of low-energy cosmic proton fluxes by AMS-02 have become available, we have constructed a comprehensive time-dependent modulation model to reproduce the observed monthly spectra from 2011.4 to 2012.89. This numerical transport model, based on the SDE approach, contains all known modulation mechanisms: diffusion, convection, drift, and adiabatic cooling. In addition, combined Fd and GMIR models have been incorporated in the modeling approach. Adapting the observed time-varying IMF magnitude and HCS tilt angle as proxy parameters for solar activity, the detailed trends in the observed proton spectra are reproduced for the mentioned period by additionally adjusting the diffusion coefficients with changing solar activity. Our study is focused on the monthly averaged proton spectral data, as such a high time-resolution study was not possible before, with the exception of the PAMELA observations.

The AMS-02 monthly proton spectra have confirmed that CR modulation is highly rigidity dependent, with the low-rigidity protons experiencing significantly more modulation. This rigidity dependence has been investigated and reproduced by our numerical model. In addition, a unique attribute for the numerical model is that diffusion barriers (to simulate Fds or GMIRs) have been incorporated into our original, time-dependent CR transport model. Subsequently, the Fd events in 2011 October and 2012 March are simulated, whereas the GMIR model provides a natural interpretation for the decrease in the proton intensity after 2012 July. This is the first time that a GMIR event has been studied for solar cycle 24, validating that the GMIR concept is required in order to reproduce the observed proton flux variations in solar cycle 24. Supporting previous solar modulation studies using CR protons (Potgieter et al. 2014; Zhao et al. 2014), our investigation discloses the rigidity dependence of the diffusion coefficients and how important this is for simulating the observed modulation spectra for the mentioned period.

We found that the bend (break) in the rigidity dependence of the MFPs required to explain the AMS-02 proton spectra for the period of 2011.4 to 2012.89 is less than what Vos & Potgieter (2016) reported, when comparing their modulation model to the PAMELA proton spectra for the period 2006–2009. This aspect needs to be investigated further given that the period we studied is relatively short. Since the AMS-02 proton spectra are observed very precisely to high rigidities, the now published and future data can be used effectively in this context.

In order to reproduce the AMS-02 spectra in detail it was required that the three MFPs be varied with time during this 20 month period. It was found that for 1 GV protons at the Earth, the MFPs had to decrease during this period. We emphasize that the MFP time-variations, simulated Fd events, as well as a GMIR event combined in a single time-dependent numerical model are needed to reproduce the AMS-02 spectra. It is concluded that only simulating CR transients cannot reproduce the time trends in the observed spectra for the mentioned period.
In this context, we note that as more precise CR spectra become available, e.g., daily fluxes or spectra over a wide energy range for a complete 11 yr solar cycle, it will become necessary to adapt an automated statistical tool to scan the full parameter space, investigating, e.g., if the rigidity dependence of all three diffusion coefficients is exactly the same, or if drift effects are changing meaningfully toward solar maximum activity; see, e.g., Martucci et al. (2018) and Aslam et al. (2019). Apart from proton spectra, the AMS-02 helium flux data have become available as well (Aguilar et al. 2018a). They reported that the p to He flux ratio at low rigidity has been decreased unexpectedly after 2015 February. Under such circumstances, it is worthwhile to develop an appropriate model and reproduce the time history of the CR helium flux. We should be able to investigate this feature in detail and hopefully find the basic physical explanation for it.\footnote{While our paper was under review, we noted that such a study was performed by Tomassetti et al. (2018) and Corti et al. (2019) with interesting differences.}

A similar challenge is the interpretation of the observed electron–positron ratio over the period of solar maximum, including the reversal of the IMF polarity during extreme solar activity, first reported using PAMELA data by Munini et al. (2018) and now for AMS-02 data by Aguilar et al. (2018b).
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