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ABSTRACT. We present a Scharfetter-Gummel (SG) stabilization scheme for high order Hybrid Discontinuous Galerkin (HDG) approximations of convection-diffusion problems. The scheme is based on a careful choice of the stabilization parameters that is used to define the numerical flux in the HDG method. We show that, in one dimension, the SG-HDG scheme is equivalent to the Finite Volume method stabilized with the Scharfetter–Gummel on the dual grid, for all orders of HDG schemes.

1. INTRODUCTION

In this paper, we consider a hybridizable discontinuous Galerkin (HDG) approximation scheme for the following convection-diffusion problems:

Problem 1.1. Let $\Omega \subset \mathbb{R}^n$ be a bounded domain with Lipschitz boundary $\Gamma$. Given a source term $f \in L^2(\Omega)$, and a Dirichlet boundary data $u_0 \in H^{1/2}(\Gamma)$, we want to find $(J_u, u) \in H(\text{div}; \Omega) \times H^1(\Omega)$ such that

$$\begin{align*}
J_u + \alpha \nabla u - u\beta &= 0, & \text{in } \Omega, \\
\nabla \cdot J_u &= f, & \text{in } \Omega, \\
u &= u_0, & \text{on } \Gamma
\end{align*}$$

in the $L^2(\Omega)$ sense.

This system models the static solution of several different physical phenomena where the flux $J_u$ of an unknown quantity $u$ can be described by the combination of two different effects: transport and diffusion. A major difficulty when considering the discretization of such systems arises in convection dominated problems, i.e., when the Péclet number (the ratio between $\beta$ and $\alpha$) is large.

The Scharfetter-Gummel (SG) stabilization technique [18] (or exponential fitting method [9]) combined with the Finite Volume (FV) method are considered the state-of-the-art to approximate such problems. Given a subdivision of $\Omega$, the SG numerical flux between two adjacent cells is approximated by solving exactly the one-dimensional problem of (1) between the control points of the two cells, assuming that all coefficients are constant (see also Section 2.2 for more details). This results in a conservative scheme (cf. [4]). Particularly in one dimensional space, and for constant convection and diffusion coefficients, the SG scheme recovers the solution $u$ exactly on grid points.
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In this work, we focus on using discontinuous Galerkin (DG) methods to resolve flux conservation across cells; we refer to [3] for a unified discussion. Our numerical method is based on HDG methods introduced by [8], and used for systems of the same nature as Equation (1) in [7, 13, 14, 15]. Our goal is to apply the same idea of the SG stabilization strategy to higher order approximations based on HDG schemes. One possibility is to exploit a Slotboom change of variable \( \tilde{u} = u \exp(-V/\alpha) \), where \( V \) is a potential field such that \( \beta = -\nabla V \). Various numerical methods then focus on the modified problem with respect to \( \tilde{u} \) including hybrid methods [5, 6, 11] originally introduced by [2] (see also [10] for another extension along this direction), edge averaged approaches [12, 19], and using exponential basis functions [1, 17].

Similarly to what happens in other hybrid methods, one of the advantages of HDG schemes is that one can exploit hybridization (or static condensation) to eliminate all degrees of freedom defined on cells, resulting in high order finite element schemes with a very advantageous ratio between accuracy and number of degrees of freedom.

In this paper, following the idea from the exponential fitting scheme, we present a new HDG stabilization strategy based on the local HDG (L-HDG) scheme proposed by [13]. Our scheme is inspired by the observation that the vertex-centered Scharfetter-Gummel scheme solves \( u \) exactly at grid points when \( \alpha \) and \( \beta \) are constants, and we adjust the stabilization parameter in the H-LDG scheme so that it satisfies the same property in one dimension. Our main results in Theorem 3.1 shows that such stabilization parameter exists using arbitrary degrees of polynomials. That is given a uniform subdivision of \( \Omega \) in one dimensional space, with a proper selection of the stabilization parameter depending on the degree of polynomials, the mesh size and the Péclet number, the H-LDG approximate solution coincides with the one obtained by the SG finite volume scheme on the grid points. Formulas for such stabilization parameter for the polynomial degree at most 4 is provided in Table 1.

The rest of the paper is organized as follows. In section 2 we introduce some notations for the H-LDG schemes as well as the SG finite volume methods. The SG stabilization based on the HDG methods is discussed in Section 3. Our main results, the existing proof for such numerical scheme and tables the stabilization parameter with respect to the polynomial degree are also provided in this section. In Section 4 we discuss some numerical experiments to justify our findings.

2. Stabilization and flux reconstruction

2.1. The HDG method. From what follows, we assume that the domain \( \Omega \) is polytope. Let \( \{ \mathcal{T}_h \}_{h>0} \) be a family of quasi-uniform subdivisions of \( \Omega \) made of simplices with maximum size \( h \). This means that which \( h_T \) denoting the size of cell \( T \in \mathcal{T}_h \) and \( \rho_T \) denoting the size largest ball contained in \( T \), there holds that for all \( T \in \mathcal{T}_h \),

\[
h_T \leq c \rho_T \leq C h
\]

with the constants \( c \) and \( C \) independent of \( T \). We also denote \( \mathcal{F}_h \) the collection of faces of \( \mathcal{T}_h \) and subdivide \( \mathcal{F}_h \) with

\[
\mathcal{F}_h = \mathcal{F}_h^i \cup \mathcal{F}_h^\partial,
\]

where \( \mathcal{F}_h^i \) and \( \mathcal{F}_h^\partial \) are the set of the interior and boundary faces, respectively. For convenience, we shall remove the subscript \( h \) in the rest of the paper.
Given a non-negative integer \( k \) and a cell \( T \in \mathcal{T} \), denote \( \mathcal{V}^k(T) \) to be the Lagrange finite element space in \( T \) of degree at most \( k \). Set the finite element space
\[
\mathcal{V}^k(T) := \{ v \in L^2(\Omega) : v|_T \in \mathcal{V}^k(T) \text{ for } T \in \mathcal{T} \}.
\]
Similarly, for each face \( F \in \mathcal{F} \), we define \( \mathcal{M}^k_0(F) \) to be the Lagrange finite element space in \( F \) of degree at most \( k \) and
\[
\mathcal{M}^k(F) := \{ \hat{v} \in L^2(\mathcal{F}) : \hat{v}|_F \in \mathcal{M}^k(F) \text{ for } F \in \mathcal{F} \}.
\]
Given \( g \in L^2(\partial\Omega) \), denote \( \mathcal{M}^k_0(\mathcal{F}) \) be an affine subspace of \( \mathcal{M}^k(\mathcal{F}) \) so that for each \( F \in \mathcal{F}^\partial \), the function \( \hat{v} \in \mathcal{M}^k_0(F) \) satisfies that
\[
\hat{v}|_F = \pi_F g,
\]
where \( \pi_F \) denotes the orthogonal projection onto \( \mathcal{M}^k_0(F) \). Define the inner-products with respect to \( \mathcal{T} \) and \( \mathcal{F} \) by
\[
(\cdot,\cdot) := \sum_{T \in \mathcal{T}} (\cdot,\cdot)_T \quad \text{and} \quad \langle \cdot,\cdot \rangle := \sum_{T \in \mathcal{T}} \langle \cdot,\cdot \rangle_{\partial T},
\]
where \((\cdot,\cdot)_T\) and \(\langle \cdot,\cdot \rangle_{\partial T}\) are the \( L^2 \) inner products on \( T \) and \( \partial T \), respectively.

The HDG discretization of \([1.1]\) reads: find \( (u^h, J_u^h, \hat{u}^h) \in \mathcal{V}^k(T) \times [\mathcal{V}^k(T)]^n \times \mathcal{M}^k_0(\mathcal{F}) \) satisfying that for all \((v, Q, \mu) \in \mathcal{V}^k(T) \times [\mathcal{V}^k(T)]^n \times \mathcal{M}^k_0(\mathcal{F}), \)
\[
\begin{cases}
\langle J_u^h, Q \rangle - (u^h, \nabla \cdot (\alpha Q)) - (\hat{u}^h, Q) = 0, \\
- (J_u^h, \nu v) + \langle \hat{J}_u^h, \alpha Q \cdot \nu \rangle = 0, \\
\langle \hat{J}_u^h, \nu, \mu \rangle = 0,
\end{cases}
\]
with the following numerical flux on \( \mathcal{F} \),
\[
\hat{J}_u^h \cdot \nu := J_u \cdot \nu + \tau(u - \hat{u}).
\]
where \( \tau \) is a positive function defined on \( \mathcal{F} \). Usually \( \tau \) is in order \( O(1) \) with respect to \( h \). We also refer to [13] for the well-posedness of discrete system in accordance with the above numerical settings.

2.2. The SG stabilization. The SG stabilization technique for Problem \([1.1]\) is usually applied for the simulation of the charge transportation in semiconductor devices, \([18]\). Let us denote two adjacent cells with \( T_1 \) and \( T_2 \) and denote \( F \) their shared face. We also set \( \mathbf{v}_F \) the vector pointing from the center of \( T_1 \) to the center of \( T_2 \). The SG scheme is based on the observation that if \( \alpha \) and \( \beta \) are constants, we can solve one dimensional problem \([1.1]\) exactly along \( \mathbf{v}_F \) and the resulting flux can be understood as the numerical flux on \( F \). In practice, we consider the averages of \( \alpha \) and \( \beta \) on \( \mathbf{v}_F \) and denote them with \( \alpha_F \) and \( \beta_F \). The the SG finite volume scheme reads: find a piecewise constant function \( v \) on \( \mathcal{T} \) so that
\[
\sum_{T \in \mathcal{T}} \sum_{F \in \partial T} \int_F J^{SG}_v \cdot \nu \, d\gamma = \sum_T \int_T f \, dx,
\]
where the numerical flux \( J^{SG}_v \) defined on each face \( F \). Denoting \( v_i \) the values of \( v \) on \( T_i \) for \( i = 1, 2 \), \( J^{SG}_v \) is given by
\[
\int_F J^{SG}_v \cdot \nu \, d\gamma := \frac{\mu(F)}{l_F} \left( B \left( -\frac{\beta_F \cdot \mathbf{v}_F}{\alpha_F} \right) v_1 - B \left( \frac{\beta_F \cdot \mathbf{v}_F}{\alpha_F} \right) v_2 \right),
\]
with $\mu(F)$ and $l_F$ denoting the measures of $F$ and $v_F$, respectively and the function $B(\cdot)$ denotes the Bernoulli function

$$B(x) := \frac{x}{e^{x} - 1}.$$ \hfill (9)

Let us end this section by explicitly writing down the linear system of (7) in the one dimensional space. To this end, let $\Omega = (0, 1)$ and consider the partition of $\Omega$ with the grid points $0 = x_0 < x_1 < \ldots < x_N = 1$. For $i = 1, \ldots, N$, we denote $v_i$ the value of the approximation $v$ in (7) in the interval $I_i = (x_{i-1}, x_i)$. For $i = 1, \ldots, N-1$, we also denote $s_i$ distance between the centers of $I_i$ and $I_{i-1}$, set $s_0 = (x_0 + x_1)/2$ and $s_{N+1} = (x_N - x_{N-1})/2$. So the discrete system (7) becomes for $i = 1, \ldots, N$,

$$- \frac{\alpha}{s_{i-1}} B \left( - \frac{\beta s_i - 1}{\alpha} \right) v_{i-1} + \left[ \frac{\alpha}{s_{i-1}} B \left( \frac{\beta s_i - 1}{\alpha} \right) + \frac{\alpha}{s_i} B \left( - \frac{\beta s_i}{\alpha} \right) \right] v_i$$

$$- \frac{\alpha}{s_i} B \left( \frac{\beta s_i}{\alpha} \right) v_{i+1} = (x_i - x_{i-1}) f_i,$$ \hfill (10)

where $f_i$ denotes the average of $f$ in $(x_i, x_{i+1})$. It is worth noting that for piecewise constant coefficients and right hand side data, the numerical scheme (8) approximates the solution $u$ exactly on the centers of cells in $\Omega$, denoted by $\{x_i\}$, i.e.,

$$u(x_i) = v_i.$$  

3. Scharfetter–Gummel stabilization for HDG methods

In what follows, we assume that $\alpha$, $\beta$, and $f$ are constants. For simplicity, we further assume that $\Omega$ is a unit interval, i.e, $\Omega = (0, 1)$. Our goal in this section is to find a suitable stabilization parameter $\tau$ so that the HDG trace approximation in (5), i.e. $\hat{u}^h$ on the skeleton of $\mathcal{T}$, coincides with the SG approximation $v$ defined on a dual (or staggered) grid of $\mathcal{T}$. Let us first provide the definition of the dual grid.

**Definition 3.1.** Let $\mathcal{T}$ be a uniform triangulation of $\Omega$ with $N$ cells and let $\{x_i\}_{i=0}^N$ be a set of all its faces, so that $x_0 := 0$, $x_N := 1$ and for every $i \in \{1, \ldots, N\}$,

$$x_i - x_{i-1} = \frac{1}{N}.$$ \hfill (11)

Let $\{y_i\}_{i=0}^{N+1}$ be a collection of points satisfying that

$$y_0 := x_0, \quad y_{N+1} := x_N, \quad \text{and} \quad y_i := \frac{x_i + x_{i-1}}{2} \quad \text{for} \ i \in \{1, \ldots, N\}. \hfill (12)$$

We call the dual triangulation $\mathcal{T}^d$ of $\mathcal{T}$ the collection of cells $S_i = (y_i, y_{i+1})$ for $i = 0, \ldots, N$.

Clearly, $\{x_i\}_{i=0}^{N-1}$ are the centers of the cells $S_i$ and we will approximate (11) with the SG scheme on the dual grid $\mathcal{T}^d$. In order to simplify our argument, we say that $x_0$ and $x_N$ are also the centers of $S_0$ and $S_N$, respectively.

**Definition 3.2.** Let $\mathcal{T}$ be uniform with mesh size $h = \frac{1}{N}$. We also let $\hat{u}_i := \{\hat{u}^h(x_i)\}_{i=0}^N$ with $\hat{u}^h$ denoting the HDG approximation on the trace according to (5). Set $v^h$ to be a SG approximation on $\mathcal{T}^d$ based on (7) and set $v_i = v^h(x_i)$. We say that the HDG method is dual equivalent to the finite volume method if for every $i \in \{0, \ldots, N\}$,

$$\hat{u}_i = v_i.$$
In this section, we shall show the following main result.

**Theorem 3.1.** For every degree \( k > 0 \), there exists a value \( \tau_k \) such that the HDG\(_k\) method with the stabilization parameter \( \tau = \tau_k \) is dual equivalent to the Scharfetter–Gummel scheme.

The idea of the proof is to investigate the linear system for \( \hat{u}^h \) which can be obtained by the static condensation. To this end, for each cell \( T \in \mathcal{T} \), denote \( \{\varphi_i\}_{i=0}^k \) the set of shape functions in \( \mathcal{V}^k(T) \). For the approximation \( u^h \) in \( T \), we set \( u^h := \sum_{i=0}^k u_i \varphi_i \) with the coefficient vector \( u := (u_0, \ldots, u_k)^T \). Similarly, we set the approximation of the current \( J^h_u := \sum_{i=0}^k J_i \varphi_i \) for some coefficient vector \( J := (J_0, \ldots, J_k)^T \).

For our proof, we need to introduce some constants that identify the properties of our problem. First of all, we define the mesh Peclet number as

\[
P := \frac{\beta h}{\alpha}.
\]

This definition is analogous to the one that can be found, for example, in [16], beside a factor two. Indeed, we usually have the following definition:

\[
P_e^h := \frac{\beta h}{2\alpha}.
\]

In our case, the constant 2 would increase the complexity of the computations and, therefore, we omit it. Finally, we define the constant

\[
\delta := \frac{\tau h}{\alpha}.
\]

We also denote \( \Lambda = \{c_{i,j}\}_{i,j=0}^N \) the system matrix for \( \hat{u}^h \) and \( r \) the right hand side vector. The static condensation indicates that on each cell \( T \), \( u \) and \( J \) are functions of the boundary values \( \hat{u}^h \). According to transmission condition (the third equation in (5)), we obtain that for \( |i - j| > 1 \), \( c_{i,j} = 0 \). The following lemma shows that for \( |i - j| \leq 1 \), \( c_{i,j} \) is a function of \( \delta \) and the Peclet number \( P \).

**Lemma 3.2.** The matrix \( \Lambda \) is a tridiagonal Toeplitz matrix

\[
\Lambda = \frac{\alpha}{h} \begin{pmatrix}
c_2 & c_3 & \cdots \\
c_1 & c_2 & c_3 & \cdots \\
\vdots & \ddots & \ddots & \ddots \\
\cdots & \cdots & c_3 & c_1 & c_2
\end{pmatrix}
\]

whose coefficients \( c_1, c_2 \) and \( c_3 \) depend only on \( \delta \) and \( P \). Moreover, there exists a coefficient \( r = r(\delta, P) \) such that the right hand side vector \( r \) is a constant vector whose entries are all equal to

\[
(r)_i = h fr.
\]

**Proof.** Based on (5) we write the local discrete system on \( T \in \mathcal{T} \) by \( A_T X_T = b_T \).

Here

\[
X_T = \begin{pmatrix} J \\ u \end{pmatrix}, \quad b_T = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix} \quad \text{and} \quad A_T = \begin{pmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix}
\]

where

\( \bullet \) \( A_{11} = \{ (\varphi_j, \varphi_i) \}_{i,j=0}^k \). So the elements of this matrix scale linearly with \( h \).
\[ A_{12} = \{ (\varphi_j, \nabla \cdot (\alpha \varphi_i)) - (\varphi_j \beta, \varphi_i) \}^k_{i,j=0} \]  
So the terms that appear inside this matrix are of the form \(-k_1 \alpha - k_2 \beta h\), with \(k_1, k_2 \in \mathbb{R}\) not depending on any parameter of the problem \(\tau, \alpha, \beta\) or \(h\).

\[ A_{21} = \{ (\varphi_j, \nabla \varphi_i) + (\varphi_j \cdot \nu, \varphi_i) \}^k_{i,j=0} \]  
These elements do not depend on \(\alpha, \beta\) or \(h\).

\[ A_{22} = \{ (\tau \varphi_j, \varphi_i) \}^k_{i,j=0} \]  
In fact, \((A_{22})_{00} = (A_{22})_{kk} = \tau\) and all the other entries are zero.

\[ b_1 = \{ -\langle \hat{u}^h, \alpha \varphi_i \cdot \nu \rangle \}^k_{i=0}. \]

\[ b_2 = \{ \langle \tau \hat{u}^h, \varphi_i \rangle + \langle f, \varphi_i \rangle \}^k_{i=0}. \]

Now we proceed with the following change of variables

\[ v := \alpha u, \quad \hat{v}^h := \alpha \hat{u}^h, \quad q := hJ, \]  
\( (19) \)

and set \(X_T = (q, v)^T\) so that \( (18) \) becomes

\[ \left( \begin{array}{cc} A_{11}/h & A_{12}/\alpha \\ A_{21} & hA_{22}/\alpha \end{array} \right) X_T = \left( \begin{array}{c} b_1 \\ b_2 \end{array} \right) \]  
\( (20) \)

We denote the left hand side matrix above to be \(\tilde{A}\) with block \(\tilde{A}_{ij}\) for \(i, j = 1, 2\). So the matrix \(\tilde{A}_{11}\) loses its dependency on \(h\). The elements of \(\tilde{A}_{12}\), instead, become linear functions respect of \(P\). The matrix \(\tilde{A}_{21} = A_{21}\) while the matrix \(\tilde{A}_{22}\) is a matrix function of \(\delta\).

Now we want to apply the static condensation by combining the rescaled system \( (20) \) and the third equation from \( (5) \), i.e. the transmission condition. Recalling that \(\{ \hat{u}_i \}_{i=0}^N \) are the unknowns on the trace, for each \(i\) let \(T_l\) and \(T_r\) be the left and right adjacent cells, i.e \(l = i - 1\) and \(r = i\). We also denote \(\varphi_{l,k}\) (or \(\varphi_{r,0}\)) the only one shape basis function which is nonzero on the left (or right) boundary of the cell and denote \((J_{l}^{(T_l)}, u_{l}^{(T_l)})\) (or \((J_{r}^{(T_r)}, u_{r}^{(T_r)})\)) the corresponding coefficients for \((J, u)\). When it is important to point out on which cell a coefficient is computed, we will indicate it with a superscript inside two parenthesis. Instead, we will avoid it when the coefficient is not cell-dependent, i.e. when the same computation can be performed on any cell obtaining the same results. Finally, we set \(e_r\) (or \(e_r\)) the canonical vector of \(\mathbb{R}^{r+1}\) associated with \(\varphi_{l,0}\) (or \(\varphi_{r,k}\)). Whence, the discrete transmission condition becomes

\[ (\tau u_{l}^{(T_{l})} + J_{l}^{(T_{l})}) + (\tau u_{r}^{(T_{r})} - J_{r}^{(T_{r})}) - 2\tau \hat{u}_i = 0. \]

Using the change of variables in \( (19) \), we obtain that

\[ (\delta v_{l}^{(T_{l})} + q_{l}^{(T_{l})}) + (\delta v_{r}^{(T_{r})} - q_{r}^{(T_{r})}) - 2\delta \hat{v}_i = 0. \]  
\( (21) \)

Letting

\[ p_r := (e_r, \delta e_r)^T, \quad \text{and} \quad p_l := (-e_l, \delta e_l)^T, \]  
\( (22) \)

and based on the rescaled system \( (20) \), we write

\[ \delta v_{r}^{(T_{r})} + q_{r}^{(T_{r})} = p_r^T \tilde{X}_T = p_r^T \tilde{A}^{-1} \left( \begin{array}{c} b_1^{(T_{r})} \\ h b_2^{(T_{r})} \end{array} \right) \]  
\( (23) \)

Similarly,

\[ \delta v_{l}^{(T_{l})} - q_{l}^{(T_{l})} = p_l^T \tilde{X}_T = p_l^T \tilde{A}^{-1} \left( \begin{array}{c} b_1^{(T_{l})} \\ h b_2^{(T_{l})} \end{array} \right). \]  
\( (24) \)
Next we want to investigate the dependency of $\delta$ and $\mathcal{P}$ for the vector $b_T$. Define the vector $\varphi \in \mathbb{R}^{k+1}$ such that for $i = 0, \ldots, k$, 
\[
\varphi_i := \frac{1}{h} \int_T \varphi \, dx.
\]
According to the definition of $b_T$ in (18), we can derive that
\[
\begin{align*}
\bar{b}_1^{(T_l)} &= \hat{v}_{i-1} e_l - \hat{v}_i e_r, \quad &\bar{b}_2^{(T_l)} &= \hat{v}_i e_l - \hat{v}_{i+1} e_r, \\
\bar{b}_1^{(T_r)} &= h f \varphi + \frac{\delta}{h} \hat{v}_{i-1} e_l + \frac{\delta}{h} \hat{v}_i e_r, \quad &\bar{b}_2^{(T_r)} &= h f \varphi + \frac{\delta}{h} \hat{v}_i e_l + \frac{\delta}{h} \hat{v}_{i+1} e_r.
\end{align*}
\]
We combine to above two equations by setting (for both cells $T_l$ and $T_r$):
\[
b_l := \begin{pmatrix} e_l \\ \delta e_l \end{pmatrix} \quad \text{and} \quad b_r := \begin{pmatrix} -e_r \\ \delta e_r \end{pmatrix}
\]
so that
\[
\begin{align*}
\begin{pmatrix} \bar{b}_1^{(T_l)} \\ \bar{b}_2^{(T_l)} \end{pmatrix} &= h^2 f \begin{pmatrix} 0 \\ \varphi \end{pmatrix} + \hat{v}_{i-1} b_l + \hat{v}_i b_r, \\
\begin{pmatrix} \bar{b}_1^{(T_r)} \\ \bar{b}_2^{(T_r)} \end{pmatrix} &= h^2 f \begin{pmatrix} 0 \\ \varphi \end{pmatrix} + \hat{v}_i b_l + \hat{v}_{i+1} b_r.
\end{align*}
\]
Inserting (28) and (29) into (24) and (23) to write
\[
\begin{align*}
\delta v_l^{(T_l)} + q_l^{(T_l)} &= h^2 f p_r^T \bar{A}^{-1} \begin{pmatrix} 0 \\ \varphi \end{pmatrix} + \hat{v}_{i-1} p_r^T \bar{A}^{-1} b_l + \hat{v}_i p_r^T \bar{A}^{-1} b_r, \\
\delta v_i^{(T_r)} - q_i^{(T_r)} &= h^2 f p_l^T \bar{A}^{-1} \begin{pmatrix} 0 \\ \varphi \end{pmatrix} + \hat{v}_i p_l^T \bar{A}^{-1} b_l + \hat{v}_{i+1} p_l^T \bar{A}^{-1} b_r.
\end{align*}
\]
Finally, we apply the above two equations in (21) and combing coefficients with respect to $\{v_i\}$. Define these coefficients by
\[
r = r(\delta, \mathcal{P}) := - (p_l + p_r)^T \bar{A}^{-1} \begin{pmatrix} 0 \\ \varphi \end{pmatrix}
\]
\[
c_1 = c_1(\delta, \mathcal{P}) := p_r^T \bar{A}^{-1} b_l, \\
c_2 = c_2(\delta, \mathcal{P}) := p_l^T \bar{A}^{-1} b_l + p_r^T \bar{A}^{-1} b_r - 2\delta, \\
c_3 = c_3(\delta, \mathcal{P}) := p_l^T \bar{A}^{-1} b_r,
\]
and write
\[
c_1 \hat{v}_{i-1} + c_2 \hat{v}_i + c_3 \hat{v}_{i+1} = h^2 f r, \quad (35)
\]
The previous equation can be rewritten respect to $\hat{v}_i$:
\[
\alpha (c_1 \hat{u}_{i-1} + c_2 \hat{u}_i + c_3 \hat{u}_{i+1}) = h^2 f r.
\]
Noting that the previous equation has been manipulated by multiplying the original equation with a factor $h$, we thus obtain the system matrix (16) whose entries $c_1$, $c_2$ and $c_3$ functions of $\delta$ and $\mathcal{P}$. The proof is complete. □

In the next lemma, we simplify the right hand side of the global system by showing that the constant $r$ in (33) does not depend on $\delta$, $\mathcal{P}$ and the polynomial degree $k$. 

Lemma 3.3. There holds that $r = -1$ in (33) for all polynomial degree $k$.

Proof. Note that the right hand side of (33) is an algebraic form that does not depend on the data $f$. Though $r$ is obtained from the discrete transmission condition (5) between two adjacent cells (i.e. static condensation), we can actually reproduce such algebraic form in a simpler mesh setting.

Consider the model problem (1) on $\Omega = (0, h)$ associated with the homogeneous Dirichlet boundary condition. We shall approximate the solution using the HDG scheme (5) with the mesh $T$ that contains only one cell, namely $T = \{ \Omega \}$. Letting the data $f = 1/h^2$, we can approximate $J_h u$ and $u_h$ by directly solving the local problem introduced by (18). Recalling that $J$ and $u$ are the corresponding finite element coefficient vectors with dimension $k + 1$, we follow from the change of variables in (19) as well as the rescaled local system (20) to get
\[
\left( hJ \alpha u \right) = \left( q \right) = \bar{A}^{-1} \left( b_1 \right) = \bar{A}^{-1} \left( 0 \varphi \right),
\]
(37)

where for the last equality we used the fact that $b_1 = 0$ due to the zero boundary condition and $b_2 = h f \varphi = \frac{1}{h} \varphi$. This leads to
\[
r = - \left( p_1 + p_r \right)^T \bar{A}^{-1} \left( 0 \varphi \right)
\]
\[
= - \left[ \left( -e_0 \right)^T \delta \delta_0 \right] \left( e_k \delta \delta_k \right)^T \left( hJ \alpha u \right) = -h (\tau u_k + J_k + \tau u_0 - J_0).
\]
(38)

Here $e_i$ denotes the canonical vector for the $(i + 1)$-th component.

On the other hand, we choose the test function $v = 1$ in the second equation of (5) to get
\[
\langle J_h u \cdot \nu + \tau \left( u_h - \hat{u}_h \right), 1 \rangle_{\partial \Omega} = \langle f, 1 \rangle_{\Omega}.
\]

Using coefficient vectors as well as $f = 1/h^2$ to rewrite the above equation as
\[
-J_0 + \tau u_0 + J_k + \tau u_k = \frac{1}{h},
\]

Combing (38) with the above equation immediately implies that $r = -1$.

Since $r$ is a constant, in order to show that there exists a value of $\tau$ for which the HDG$_k$ method is dual equivalent to the Scharfetter–Gummel scheme, we need to better understand the structure of the coefficients $c_i$ defined in Lemma 3.2 for $i = 1, 2, 3$.

Lemma 3.4. Let $c_1$, $c_2$ and $c_3$ be as defined in Lemma 3.2. There hold

(a) $c_1 + c_2 + c_3 = 0$;
(b) $c_1 (\delta, -\mathcal{P}) = c_3 (\delta, \mathcal{P})$;
(c) $c_3 - c_1 = -\mathcal{P}$.

Proof. To prove the point (a) it is enough to check that, when $f = 0$ and the boundary conditions impose that $u_0 = 1$ and $u_N = 1$, the solution of the system (5) are three constants $u_h = 1$, $J_h^T = \beta$ and $\hat{u} = 1$. Imposing that the constant vector $(1, 1, \ldots, 1)$ is a solution of the homogeneous system (36) gives the thesis.

For what concerns the point (b) this can be proven by using the change of variable $\hat{u}(x) := u(l - x)$ and the symmetry of the problem.
Finally, let us consider the point (c). For HDG$_0$ methods, the statement can be proven simply computing explicitly the values of $c_1$ and $c_3$ as functions of $\delta$ and $\mathcal{P}$. Therefore, here we will take into account only methods of degree greater or equal of 1. We consider a domain $[-h, h]$ made of two cells of the same size, so that $\hat{u}^h$ is defined on the points $-h$, $0$ and $h$. We choose

$$f := \frac{\beta}{h}$$

as a constant and we impose $\hat{u}^h(-h) = -1$ and $\hat{u}^h(h) = 1$. A solution of the problem (39) is therefore

$$\hat{u}^h = \frac{x}{h}, \quad \mathbf{J}^h = \frac{\beta x - \alpha}{h}, \quad \hat{u}^h(0) = 0.$$  

(40)

Applying equation (36) (divided by $r$), we get

$$c_1 \hat{u}^h(-h) + c_2 \hat{u}^h(0) + c_3 \hat{u}^h(h) = -\frac{h \beta}{\alpha}$$

(41)

which is exactly

$$c_3 - c_1 = -\mathcal{P}$$

(42)

□

**Lemma 3.5.** The coefficients $c_1$, $c_2$ and $c_3$ are rational functions of $\delta$ and $\mathcal{P}$, i.e for each index $i \in \{1, 2, 3\}$, there exist two polynomials $p_i(\delta, \mathcal{P})$ and $d_i(\delta, \mathcal{P})$ such that

$$c_i = \frac{p_i}{d_i}.$$  

Moreover, for $i \in \{1, 3\}$, the degree respect to the variable $\delta$ of $p_i$ and $d_i$ is smaller or equal than 1.

**Proof.** To prove this, we will use the Cramer’s rule. Let us start by considering the determinant of the matrix $\tilde{\mathbf{A}}$ defined in the proof of Lemma 3.2. It is clear that the determinant is a polynomial in $\delta$ and $\mathcal{P}$ and that the degree respect to $\delta$ must be less or equal than two (because $\delta$ appears only on the first and last element of $\tilde{\mathbf{A}}_{22}$). Moreover, if $\delta$ is 0 we have that $\tilde{\mathbf{A}}$ is singular. This is a well known result but it can also be easily proven by noticing that the matrix $\tilde{\mathbf{A}}_{21}$ is singular (because is a projection of the space of polynomial of degree $k$ onto a space of degree $k - 1$) and $\tilde{\mathbf{A}}_{22}$ is identically 0 when $\delta$ is 0. Therefore, there exists a linear combination of the last $k + 1$ rows that is zero. Because of this, we have that there exists a polynomial $d$ in $\mathcal{P}$ and $\delta$ of degree less or equal than 1 in $\delta$ such that

$$\det (\tilde{\mathbf{A}}) = \delta d.$$  

(43)

To compute

$$c_1 = p_r^T \tilde{\mathbf{A}}^{-1} \mathbf{b}_l,$$

we need to evaluate the determinants of two matrices obtained by substituting the columns relative to $v_r$ and $q_r$ with the vector $\mathbf{b}_l$ defined in (27). We denote $\tilde{\mathbf{A}}_{v_r}$ the matrix obtained by substituting into the matrix the column relative to the unknown $v_r$ with the vector $\mathbf{b}_l$. In an analogous way, we define also the matrix $\tilde{\mathbf{A}}_{q_r}$. Recalling the definition of $p_r$ given in (22), we have that

$$c_1 = \frac{\delta \det (\tilde{\mathbf{A}}_{v_l}) + \det (\tilde{\mathbf{A}}_{q_l})}{\det (\tilde{\mathbf{A}})}.$$  

(44)
Now we compute \( \text{det}(\tilde{A}_{q_l}) \): in that case, there are three entries of the matrix that depends on \( \delta \) (unless \( k = 0 \), but in this case a trivial computation shows that \( \text{det}(\tilde{A}_{q_l}) = \delta(P + 2) \)); two are in the block \( \tilde{A}_{22} \) and another one is the one introduced by the vector \( b_l \). But two of this two entries are on the same row and therefore, by the Laplace expansion, we have again that the degree must be smaller or equal than 2. Finally, if we impose \( \delta = 0 \) we obtain that the determinant is again 0. Indeed, we have previously shown that the zero vector can be written as a linear combination of the last \( k + 1 \) rows of the matrix \( A \) when \( \delta \) is zero. The same linear combination is also zero if applied on the last \( k + 1 \) rows of \( A_{q_l} \) because \( b_l \) contains only zeros in the last \( k + 1 \) entries (when \( \delta \) is 0). Therefore, as we did for the matrix \( \tilde{A} \), we have shown that there exist a polynomial \( m_{q_l} \) in \( P \) and \( \delta \) such that

\[
\text{det}(\tilde{A}_{q_l}) = \delta m_{q_l}.
\]  

(45)

and \( \deg_\delta(m_{q_l}) \leq 1 \).

Finally, for what concerns \( \tilde{A}_{v_l} \), we have again that there are only two elements that contains \( \delta \) and, moreover, they are on the same row. This means that the degree of the determinant of \( \tilde{A}_{v_l} \) is a polynomial of degree smaller or equal than 1 respect to \( \delta \). Taking into account that, when \( \delta \) is equal to 0, the last \( k + 1 \) rows of the matrix \( \tilde{A}_{v_l} \) coincide with the last \( k + 1 \) rows of the matrix \( A \), we have that exist a polynomial \( m_{v_l} \) that does not contains \( \delta \) (but only \( P \)) such that

\[
\text{det}(\tilde{A}_{v_l}) = \delta m_{v_l}.
\]  

(46)

Therefore, we can conclude that

\[
c_1 = \frac{\delta m_{v_l} + m_{q_l}}{d},
\]  

(47)

after having simplified by \( \delta \). This proves the thesis for \( c_1 \).

For \( c_3 \), the thesis holds because of point [b] of Lemma 3.4, and, finally, for \( c_2 \) we can use point [a] of the same lemma. \( \square \)

Now we have all the ingredients for exposing the proof of the main theorem of this section:

\textit{Proof of Theorem 3.1.} From Lemma 3.5 we know that \( c_1 \) can be written as

\[
c_1 = \frac{l}{q},
\]  

(48)

with \( l \) and \( q \) polynomials in \( P \) and \( \delta \) of degree respect to \( \delta \) smaller or equal than 1.

Using point [c] of Lemma 3.4 we can affirm that

\[
c_3 = \frac{l - qP}{q}.
\]  

(49)

Given a polynomial \( d(P) \), we denote with \( \tilde{d} := d(-P) \). Using now point [b] Lemma 3.4 we obtain that

\[
\frac{\tilde{l}}{\tilde{q}} = \frac{l - qP}{q}.
\]  

(50)

Because of the fact that \( q \) and \( \tilde{q} \) have the same degree (respect to both \( P \) and \( \delta \)), we have that

\[
q = \tilde{q}, \quad \text{and} \quad l = \tilde{l} + qP,
\]  

(51)
i.e., \( q \) is an even polynomial (respect to \( P \)) and its coefficients are the odd coefficients of \( l \) divided by 2 \( P \).

Using Lemma 3.5, we have just proved that there exist 4 even polynomials in \( \mathbb{R}[P] \) (that do not depend on \( \delta \)) \( q_0, q_1, s_0, s_1 \) such that

\[
c_1 = \frac{(s_1 + q_1 P)\delta + (s_0 + q_0 P)}{2(q_1\delta + q_0)}.
\]

We define

\[
\delta_k := -\frac{e^P(s_0 - q_0 P) - (s_0 + q_0 P)}{e^P(s_1 - q_1 P) - (s_1 + q_1 P)},
\]

and a trivial computation shows that replacing \( \delta \) with the value \( \delta_k \) inside equation (52) we obtain

\[
c_1(\delta_k, P) = \frac{Pe^P}{e^P - 1} = B(-P).
\]

Therefore, beside the coefficient \(-\frac{\alpha}{P}\), we have obtained the same coefficient of equation (10) for \( \hat{u}_{i-1} \). The same happens also for the other two terms of the equation because of the points (b) and (a) of Lemma 3.4, and this concludes the proof. \( \square \)

Using a CAS system, it is possible to compute explicitly the value of \( \delta_k \) for a specific degree \( k \). Table 1 shows these values up to degree 4. Instead, in Figure 1, it is possible to see the plot of \( \delta_k \) as a function of \( P \) for \( k \in \{0, 1, \ldots, 5\} \).

**Figure 1.** The values of \( \delta_k \) for \( k \in \{0, 1, \ldots, 5\} \).

Before concluding this section, it is worth noticing that the values shown in table 1 are unique, i.e. there exists only one possible choice of \( \tau \) that minimize the error on the trace. This is a consequence of the following lemma.

**Proposition 3.6.** For a given degree \( k \), there exists a unique value \( \tau_k \) so that the solution \( \hat{u}^h \) on the trace of an HDGk method defined in 15 for \( f = 0 \) and every choice of the parameters \( \alpha \) and \( \beta \) and of the Dirichlet boundary conditions \( \hat{u}(0) \) and \( \hat{u}(1) \), coincides with \( \hat{u} \) on every point of the trace.
\[
\begin{align*}
\delta_0 & = -\frac{e^p (-p + 2) - (p + 2)}{e^p - 1} \\
\delta_1 & = -\frac{e^p (p^2 - 6p + 12) - (p^2 + 6p + 12)}{e^p (-p + 2) - (p + 2)} \\
\delta_2 & = -\frac{e^p (-p^3 + 12p^2 - 60p + 120) - (p^3 + 12p^2 + 60p + 120)}{e^p (p^2 - 6p + 12) - (p^2 + 6p + 12)} \\
\delta_3 & = -\frac{e^p (p^4 - 20p^3 + 180p^2 - 840p + 1680) - (p^4 + 20p^3 + 180p^2 + 840p + 1680)}{e^p (-p^3 + 12p^2 - 60p + 120) - (p^3 + 12p^2 + 60p + 120)} \\
\delta_4 & = -\frac{e^p (-p^5 + 30p^4 - 420p^3 + 3360p^2 - 15120p + 30240) - (p^5 + 30p^4 + 420p^3 + 3360p^2 + 15120p + 30240)}{e^p (p^4 - 20p^3 + 180p^2 - 840p + 1680) - (p^4 + 20p^3 + 180p^2 + 840p + 1680)}
\end{align*}
\]

**Table 1.** Values of $\delta_k$ for $k \in \{0, \ldots, 4\}$. $\tau_k$ is defined as $\frac{p}{\pi} \delta_k$
Proof. The existence has already been proven in the Theorem 3.1. For the uniqueness, let us take a point \( x_i \) on the trace which is on the boundary between the cell \( T_i \) and the cell \( T_{i+1} \). Because \( \hat{u}^h \) on the trace coincides with the analytical solution in every point of the trace, we can restrict our method only on the two cells \( T_i \) and \( T_{i+1} \) using the values of the trace on \( x_{i-1} \) and \( x_{i+1} \) as Dirichlet boundary conditions.

We denote with \( k_{i-1} \) and \( k_{i+1} \) a possible choice of the boundary conditions on the point \( x_{i-1} \) and \( x_{i+1} \) and with \( k(\alpha, \beta, k_{i-1}, k_{i+1}) \) the value of the exact solution on the point \( x_i \).

Then we have that for every choice of \( k_{i-1} \) and \( k_{i+1} \),

\[
 c_1 k_{i-1} + c_2 k + c_3 k_{i+1} = 0, \tag{55}
\]

where the coefficients \( c_1, c_2 \) and \( c_3 \) have been introduced in Lemma 3.4.

In particular, we can choose \( k_{i+1} = 0 \) obtaining that

\[
 \frac{c_2}{c_1} = -\frac{k_{i-1}}{k}. \tag{56}
\]

Only the left hand side of the previous equation depends on \( \tau \); moreover, because of what we have exposed in the proof of Theorem 3.1 there exists 4 coefficients \( s_1, s_2, s_3 \) and \( s_4 \) such that

\[
 \frac{c_2}{c_1} = \frac{s_1 \tau + s_2}{s_3 \tau + s_4}. \tag{57}
\]

Therefore, respect to \( \tau \), equation (56) admits only one solution and this ends the proof. \( \square \)

4. Numerical examples

In this section we illustrate some experiments we performed related to the error of the HDG method applied on the equation

\[
 \frac{\partial}{\partial x} \left( \beta u - \frac{\partial}{\partial x} u \right) = 0
\]

in the domain \( \Omega := [0, 1] \) with Dirichlet boundary conditions \( \hat{u}(0) = 0 \) and \( \hat{u}(1) = 1 \). This problem can be seen as a 1D formulation of Problem 1.1 when \( \alpha = 1 \) and \( f = 0 \).

In Figure 2, we applied the HDG \( 0 \) method for different values of \( \beta \) and for a different mesh size \( h \) of the uniform triangulation \( T_h \). We define the error functions

\[
 e_u := |u - u^h| \quad e_{\hat{u}} := |\hat{u} - \hat{u}^h|
\]

Because of Proposition 3.6 we know that there exists one and only one value for which \( e_{\hat{u}} \) is identically zero. This can be seen also from a numerical point of view where we identify one specific lower peak in the \( L^\infty \) error of the trace. It is interesting to note that the peak correspond to a value of \( \tau \) that decrease for smaller values of \( \beta \) or \( \tau \) (and, therefore, for smaller values of \( \mathcal{P} \)), in accordance with the values of Table 1.

For what concerns the error \( e_u \), the plots in Figure 2 seems to suggest to take the smaller possible value for \( \tau \), but this conflicts with the fact that the condensed linear system becomes less conditioned as soon as \( \tau \) becomes close to zero (where we get a singular matrix). In this prospective, \( \tau_0 \) is a value where the error \( \| e_u \|_{L^2(T)} \) is still reasonably small but the system is well conditioned.

In Figure 3, instead, we shoe the behavior of \( e_{\hat{u}} \) for the HDG \( k \) scheme using several different values of \( k \). There we see that all three plots have a similar behavior.
Figure 2. Errors obtained solving $\nabla \cdot (-u + \beta \nabla u) = 0$ on domain $\Omega = (0, 1)$ with $\hat{u}(0) = 0$ and $\hat{u}(1) = 1$ with HDG$_0$.

Figure 3. The $\|e_{\hat{u}}\|_{L^\infty(F)}$ error obtained solving $\nabla \cdot (-u + \beta \nabla u) = 0$ on domain $\Omega = (0, 1)$, using elements of different degrees, with $\hat{u}(0) = 0$ and $\hat{u}(1) = 1$ for $h = \frac{1}{256}$ and $\beta = 100$. 
with a single minimum (corresponding to the value of $\tau_k$). As we have already seen in Figure 1, the position of the minimum decrease increasing the degrees.

![Graph](image1)

**Figure 4.** The error of the HDG$_0$ method as a function of the cell size $h$ for a fixed value of the parameters $\alpha$ and $\beta$ ($\alpha = 1$, $\beta = 100$) and for $f = 0$. The red line is the result using $\tau = \tau_0$.

![Graph](image2)

**Figure 5.** The error of the HDG$_0$ method for the same problem described in Figure 4. In this case, we show the error on the middle point of every cell. The red line is the result using $\tau = \tau_0$.

In Figure 4, Figure 6, and Figure 7 we compare the convergence of the HDG$_k$ method with $\tau = \tau_k$ against a fixed choice of $\tau$. Indeed, we report as gray lines the convergence plots for several different fixed choice of $\tau$, going from $10^{-2}$ up to $10^{3}$. In red, instead, we have the error of the HDG method that uses our proposed choice of $\tau$. The plots show that we have the same order of convergence in both the $L^2$ space for the solution on the trace and in the $L^\infty$ space for the trace.

Let us define for every cell $T \in \mathcal{T}$ the point $x_T$ as the center of the cell. We define the middle point error of $u^h$ as

$$
\max_{T \in \mathcal{T}} |u(x_T) - u^h(x_T)|.
$$

(58)
Figure 4 shows the middle point error of the HDG method as a function of $h$. In this case, we see that using $\tau = \tau_0$ the error decreases with one order of convergence more than with any other fixed choice of $\tau$. This is a property that is well known for the Scharfetter–Gummel scheme applied to the finite volume methods.
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Figure 6. The error of the HDG$_1$ method as a function of the cell size $h$ for a fixed value of the parameters $\alpha$ and $\beta$ ($\alpha = 1$, $\beta = 100$) and for $f = 0$. The red line is the result using $\tau = \tau_1 = \frac{\alpha}{h}\delta_1$.

Figure 7. The error of the HDG$_2$ method as a function of the cell size $h$ for a fixed value of the parameters $\alpha$ and $\beta$ ($\alpha = 1$, $\beta = 100$) and for $f = 0$. The red line is the result using $\tau = \tau_2 = \frac{\alpha}{h}\delta_2$. 