Resonant catalysis of thermally-activated chemical reactions with vibrational polaritons
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In the regime of ensemble vibrational strong coupling (VSC), a macroscopic number \( N \) of molecular transitions couple to each resonant cavity mode, yielding two hybrid light-matter (polariton) modes, and a reservoir of \( N-1 \) dark states whose chemical dynamics are essentially those of the bare molecules. This fact is seemingly in opposition to the recently reported modification of thermally activated ground electronic state reactions under VSC. Here, we provide a VSC Marcus-Levich-Jortner electron transfer model that potentially addresses this paradox: while entropy favors the transit through dark-state channels, the chemical kinetics can be dictated by a few polaritonic channels with smaller activation energies. The effects of catalytic VSC are maximal at light-matter resonance, in agreement with experimental observations.

Introduction

The strong interaction between excitations in a material medium and a resonant confined electromagnetic mode results in new states with light-matter hybrid character (polaritons) [1, 2]. Recent studies of molecular polaritons have revealed new phenomena and features that are appealing for applications in chemistry and materials science. These discoveries opened the doors to the emerging field of “polariton chemistry” [3–11]. Of particular interest are recent observations of chemoselective suppression and enhancement of reactive pathways for molecules whose high-frequency vibrational modes are strongly coupled to infrared optical cavities [12–15]. These effects of vibrational strong coupling (VSC) are noteworthy in that they occur in the absence of external photon pumping, implying that they involve thermally-activated (TA) processes, and potentially paving the road for a radically new synthetic chemistry strategy that involves injecting microfluidic solutions in suitable optical cavities to induce desired transformations. It is important to highlight that the VSC in these samples is the consequence of an ensemble effect: each cavity mode (that is resonant with the polarization of the material) coherently couples to a large number of molecules. This coupling leads to two polaritonic modes and a macroscopic set of quasi-degenerate dark (subradiant) modes that, to a good approximation, should feature chemical dynamics that is indistinguishable from that of the bare molecular modes [16]. This picture could potentially change as a consequence of ultrastrong coupling effects; however, these effects should not be significant for modest Rabi splittings as those observed in the experiments [12–15].

From the population of vibrationally excited states at thermal equilibrium, a tiny fraction would be allocated to the polariton modes, with the overwhelming majority residing in the dark-state reservoir [17–20], unless the temperature is low enough for the lower polariton to overtake the predominant population second to that of the ground state. It is thus puzzling and remarkable that differences in the chemical kinetics can be detected in macroscopic systems under VSC at room temperature. This article provides a possible rationale for these observations. By studying a VSC version of the well-established Marcus-Levich-Jortner (MLJ) TA electron transfer model [21–23], we find a parameter range where, even if the number of dark-state channels massively outweigh the few polaritonic ones, the latter dictate the kinetics of the reaction given their smaller activation energies. The present model does not feature the complexity of the experimentally studied systems; however, it provides a minimalistic conceptual framework to develop qualitative insights on general TA VSC processes. We believe that this mechanism of polaritonic activation barrier reduction might be a widespread feature among such processes.
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Results

Theoretical framework

According to MLJ theory, the rate coefficient of charge-transfer from a reactant ($R$) to a product ($P$) electronic state, at constant temperature $T$, is given by \cite{21-23}

$$k_{R \rightarrow P} = \sqrt{\frac{\pi}{\lambda_S k_B T}} \frac{|J_{RP}|^2}{\hbar} e^{-s} \times \sum_{v=0}^{\infty} \frac{S_v^v}{v!} \exp \left( -\frac{(\Delta E + \lambda_S + v\hbar\omega_P)^2}{4\lambda_S k_B T} \right),$$

(1)

where $J_{RP}$ is the non-adiabatic coupling between electronic states, $\lambda_S$ is the outer-sphere reorganization energy related to the low-frequency (classical) degrees of freedom of the solvent, $\omega_P$ is the frequency of a high-frequency intramolecular (quantum) mode with quantum number labeled by $v$, $S = \lambda_P/\hbar\omega_P$ is a Huang-Rhys parameter with $\lambda_P$ the reorganization energy of the quantum mode, $\Delta E$ is the difference in energy between the equilibrium configurations of the $R$ and $P$ potential energy surfaces, and $k_B$ is the Boltzmann constant. The MLJ rate can be thought of as a generalization of Marcus theory to include a sum over channels with different quanta $v$ in the high-frequency mode of the product.

To gauge the effects of VSC, we consider the interaction between a single microcavity mode and an ensemble of $M$ molecules that undergo electron transfer. For simplicity, we assume that VSC occurs via the high-frequency mode of $P$ (since the MLJ rate only accounts for transitions originated in the ground state of the reactants, the case where this coupling also happens through $R$ shares features with the current one that we shall discuss later). This constraint implies a drastic change in molecular geometry upon charge transfer so that the vibrational transition dipole moment goes from negligible to perceptible. This rather unusual behavior can be observed in molecular actuators.\cite{24, 25} The Hamiltonian for such system is

$$\hat{H} = \hat{H}_{ph} + \sum_{i=1}^{M} \left( \hat{H}_R^{(i)} |R_i\rangle \langle R_i| + \hat{H}_P^{(i)} + \hat{V}_{int}^{(i)} \right) |P_i\rangle \langle P_i| + J_{RP} |R_i\rangle \langle P_i| + |P_i\rangle \langle R_i|,$$

(2)

where $\hat{H}_{ph}$ is the Hamiltonian of the electromagnetic mode with frequency $\omega_0$, $|R_i\rangle$ and $|P_i\rangle$ denote the electronic (reactant/product) states of the $i$-th molecule, $\hat{H}_R^{(i)} = \hbar \omega_R \hat{D}_i^{\dagger} \hat{S}_i^{\dagger} (\hat{a}_i^{\dagger} \hat{a}_i + \frac{1}{2}) \hat{S}_i \hat{D}_i + \hat{H}_S^{(i)} + \hat{d}_S$ and $\hat{H}_P^{(i)} = \hbar \omega_P (\hat{a}_i^{\dagger} \hat{a}_i + \frac{1}{2}) + \hat{H}_S^{(i)} + \Delta E$ are the bare Hamiltonians of the $i$-th reactant/product with quantum frequency $\omega_R$ and $\omega_P$, respectively. $\hat{V}_{int}^{(i)} = \hbar g (\hat{a}_i^{\dagger} \hat{a}_i^{\dagger} \hat{a}_0 + \hat{a}_0^{\dagger} \hat{a}_i)$ is the light-matter interaction under the rotating wave approximation \cite{26} with single-molecule coupling $g = -\mu \sqrt{\frac{2\nu_0}{\hbar^2 \epsilon_0}}$, transition dipole moment $\mu$, and cavity mode volume $V$. $\hat{a}_i^{\dagger}/\hat{a}_i$ are creation/annihilation operators acting on the quantum mode of the $i$-th molecule ($i = 0$ denotes the cavity mode), $\hat{S}_i = \exp \left[ -\frac{1}{2} \ln \left( \frac{\hbar^2 \epsilon_0}{\Delta}\right) (\hat{a}_i^{\dagger} - \hat{a}_i)^2 \right]$ and $\hat{D}_i = \exp \left[ \frac{1}{2\sqrt{\Delta}} (\hat{a}_i^{\dagger} - \hat{a}_i) \hat{p}_i \right]$ are squeezing and displacement operators \cite{26} (see §S1 for the origin of these terms), $\hat{H}_S^{(i)} (\hat{q}_S^{(i)}), \hat{p}_S^{(i)}$ and $\hat{d}_S^{(i)}$ are the set of rescaled classical momenta and positions associated with the $i$-th quantum mode, and $\hat{p}_D^{(i)}$ and $\hat{d}_S$ are the rescaled (dimensionless) distances between equilibrium configurations of the reactant and product along the quantum and classical mode coordinates, respectively. We shall point out that, since it only considers coupling to a single cavity mode, the Hamiltonian in Eq. (2) entails coarse-graining; therefore, $M$ is not the total number of molecules in the cavity volume, but the average number of molecules coupled per cavity mode \cite{17}. While polaritonic effects in electron transfer processes have been studied in the pioneering work of \cite{27} (see also \cite{28}), we note that they were considered in the electronic strong coupling regime; as we shall see, the vibrational counterpart demands a different formalism and offers conceptually different phenomenology.

As a consequence of VSC, the system is best described in terms of collective normal modes defined by the operators \cite{7, 29}

$$\hat{a}^{(N)}_+ = \cos \theta_N \hat{a}_0 - \sin \theta_N \hat{a}_B^{(N)},$$

$$\hat{a}^{(N)}_- = \sin \theta_N \hat{a}_0 + \cos \theta_N \hat{a}_B^{(N)},$$

$$\hat{a}^{(k)}_{D(N)} = \sum_{i=1}^{N} c_{ki} \hat{a}_i; \quad 2 \leq k \leq N$$

(3)

where $0 \leq N \leq M$ is the number of molecules in the $P$ state at a given stage in the reaction. These operators correspond to the upper and lower polaritons ($UP, LP$), and dark ($D$) modes, respectively. Note that the operators $\hat{a}^{(k)}_{D(N)}$ are defined only for $N \geq 2$, and the coefficients $c_{ki}$ fulfill $\sum_{i=1}^{N} c_{ki} = 0$ and $\sum_{i=1}^{N} c_{ki}^{*} c_{k'i} = \delta_{k'k}$. In Eq. (3), $\theta_N = \frac{1}{2} \arctan \frac{2\nu_0}{\Delta}$ is the mixing angle, where $\Delta = \omega_0 - \omega_P$ is the light-matter detuning, and $\hat{a}_B^{(N)} = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} \hat{a}_i$ corresponds to the so-called bright (superradiant) mode. These modes have associated frequencies

$$\omega_{\pm(N)} = \omega_0 + \omega_P \pm \frac{\Omega_N}{2},$$

$$\omega_D = \omega_P,$$

(4)

where $\Omega_N = \sqrt{4g^2 N + \Delta^2}$ is the effective Rabi splitting; equivalent definitions can be made for the creation operators. Note that there is no “free-lunch”: the superradiantly enhanced VSC with the bright mode occurs at the expense of the creation of a macroscopic number of
dark modes that—under the context of this model—do not mix with light. (Inhomogeneous broadening results in small but experimentally observable light-like character for these modes [29–32]. This effect is negligible for the phenomena considered in this work given that the density of molecular excitations is much larger than that of the photon modes.)

Inside of the cavity, the reaction \( R \rightarrow P \) becomes

\[
R + UP_{N-1} + LP_{N-1} + \sum_{k=2}^{N-1} D_{N-1}^{(k)} \rightarrow UP_N + LP_N + \sum_{k=2}^{N} D_{N}^{(k)},
\]

(5)

where the subscripts indicate the number of molecules that participate in VSC (from Eq. (3) it can be seen that \( UP_0 \) corresponds to the uncoupled photon mode, and \( LP_0 \) and \( D_0 \) are nonexistent). This reaction implies that each time a molecule transforms into the product, it becomes part of the ensemble that couples to light (see §S2 for additional insight). Electron transfer occurs as a result of a vibronic transition between diabatic states; this feature makes it similar to Raman scattering. A study of the latter under VSC [33] took advantage of the massive degeneracy of the dark modes to introduce a judicious basis [34],

\[
\hat{a}_D^{(k)} = \frac{1}{\sqrt{k(k-1)}} \left( \sum_{i=1}^{k-1} \hat{a}_i - (k-1) \hat{a}_k \right),
\]

(6)

that enables calculations for an arbitrary number of molecules, and will prove to be convenient for our purposes. Notice that the mode \( \hat{a}_D^{(k)} \) is highly localized at \( \hat{a}_k \) but has a long tail for \( \hat{a}_{1 \leq i < k-1} \) (for a visualization, see Fig. S1); furthermore, it is fully characterized by the index \( k \), and thus does not depend explicitly on \( N \). In terms of these dark modes, the reaction in Eq. (5) can be drastically simplified from an \( N+1 \) to a three-body process,

\[
R + UP_{N-1} + LP_{N-1} \rightarrow UP_N + LP_N + D_N^{(N)},
\]

(7)

where, without loss of generality, we have considered that the \( N \)-th molecule is the one that undergoes the reaction (notice that, in accordance with the notation introduced in Eq. (6), the mode \( D_N^{(N)} \) is highly localized in \( P_N \) for sufficiently large \( N \)). Furthermore, we can identify the normal modes of the photon \( (\hat{a}_0) \), the \( N \)-th molecule \( (\hat{a}_N) \), and the bright state that excludes it \( (\hat{a}_{B(N-1)}) \) as natural degrees of freedom of the problem since the modes in reactants and products can be written as Duschinsky transformations [35] of these. Explicitly, for the reactants we have

\[
\begin{pmatrix}
\hat{a}_{+(N-1)} \\
\hat{a}_{-(N-1)} \\
\hat{a}_D^{(N)}
\end{pmatrix} = \begin{pmatrix}
\cos \theta_{N-1} & -\sin \theta_{N-1} & 0 \\
\sin \theta_{N-1} & \cos \theta_{N-1} & 0 \\
0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
\hat{a}_0 \\
\hat{a}_{B(N-1)} \\
\hat{a}_N
\end{pmatrix},
\]

(8)

\[
\hat{a}_N' = D_N^\dagger S_D^\dagger \hat{a}_N S_N \hat{D}_N,
\]

(9)

where \( \hat{a}_N' \) acts on the vibrational degrees of freedom of the \( N \)-th reactant (see §S1 for a derivation); while for the products

\[
\begin{pmatrix}
\hat{a}_{+(N)} \\
\hat{a}_{-(N)} \\
\hat{a}_D^{(N)}
\end{pmatrix} = \begin{pmatrix}
1 & 0 & 0 \\
0 & \sqrt{\frac{N-1}{N}} & \sqrt{\frac{1}{N}} \\
0 & \sqrt{\frac{1}{N}} & -\sqrt{\frac{N-1}{N}}
\end{pmatrix} \begin{pmatrix}
\hat{a}_0 \\
\hat{a}_{B(N-1)} \\
\hat{a}_N
\end{pmatrix}.
\]

(10)

With the above considerations, the VSC analogue of the MLJ rate coefficient in Eq. (1) is given by a sum over possible quanta \( \{v_+, v_-, v_D\} \) in the product modes \( UP_N \), \( LP_N \) and \( D_N^{(N)} \), respectively:

\[
k_{R \rightarrow P}^{\text{VSC}} = \sqrt{\frac{\pi}{\lambda_S k_B T}} \frac{|J_{RF}|^2}{\hbar} \sum_{v_+ = 0}^{\infty} \sum_{v_- = 0}^{\infty} \sum_{v_D = 0}^{\infty} W_{v_+, v_-, v_D},
\]

(11)

where \( W_{v_+, v_-, v_D} = |F_{v_+, v_-, v_D}|^2 \exp \left( -\frac{E_{v_+, v_-, v_D}}{k_BT} \right) \), and

\[
|F_{v_+, v_-, v_D}|^2 = \left| \langle 0_{+(N-1)} 0_{-(N-1)} 0_{R} | v_+ v_- v_D \rangle \right|^2
\]

\[
= \left( \frac{\sin^2 \theta_N}{N} \right)^{v_+} \left( \frac{\cos^2 \theta_N}{N} \right)^{v_-} \left( \frac{N-1}{N} \right)^{v_D}
\]

\[
\times \left( v_+ + v_- + v_D \right) | \langle 0' | v_+ v_- + v_D \rangle |^2,
\]

(12)

is a Franck-Condon factor between the global ground state in the reactants and the excited vibrational configuration in the product [33]. Here, \( |0'\rangle \) is the vibrational ground state of the \( N \)-th molecule in the reactant electronic state and \( |v_+ + v_- + v_D\rangle \) is the vibrational state of the \( N \)-th molecule with \( v_+ + v_- + v_D \) in the product.
electron state. The calculation in Eq. (12) (see §S3 for a derivation) is reminiscent to the contemporary problem of boson sampling [36]. Using the notation from Eq. (1),

$$E^\dagger_{v^+,v^-,v^D} = \frac{(E^v_{P^+,v^-,v^D} - E^v_{R} + \lambda_S)^2}{4\lambda_S},$$

(13)

is the activation energy of the channel, with $E^v_{P} = \frac{\hbar}{2} (\omega_{+(N-1)} + \omega_{-(N-1)} + \omega_{P})$ and $E^v_{P^+,v^-,v^D} = \Delta E + \hbar [\omega_{+(N)} (v^+ + \frac{1}{2}) + \omega_{-(N)} (v^- + \frac{1}{2}) + \omega_P (v_D + \frac{1}{2})]$. Eq. (12) affords a transparent physical interpretation: the state $|v^+ v^+ v^D\rangle$ is accessed by creating $v^+ + v^- + v^D$ excitations in the high-frequency oscillator of the $N$-th product; there are $(v^+ + v^- + v^D)$ ways to do so; $(\sin^2 \theta_N N^1)$, and $(N^{-1/2})$ are the projections of the product normal modes on the oscillator of the $N$-th product; these scalings are the same as those obtained in our studies on polariton assisted energy transfer (PARET) [37].

**Conditions for rate enhancement**

When $\omega_R = \omega_P$ and $N \gg 1$, the expressions for the Franck-Condon factor and activation energy simplify to

$$|F_{v^+,v^-,v^D}|^2 = \frac{e^{-S}}{v^+_V |w^-_V| v^D} \left( \frac{S \sin^2 \theta}{N} \right)^{v^+} \left( \frac{S \cos^2 \theta}{N} \right)^{v^-} S^{v^D},$$

(14)

$$E^\dagger_{v^+,v^-,v^D} = \frac{(\Delta E + \lambda_S + \hbar (v^+ \omega_{+} + v^- \omega_{-} + v_D \omega_P))^2}{4\lambda_S},$$

(15)

where we have dropped the dependence of angles and frequencies on $N$ for brevity. For most of the experiments that have achieved VSC [12, 16, 19, 38–41], the number of molecules that take part in the coupling is between $N = 10^6$ and $10^{10}$ per cavity mode [17]. For such orders of magnitude, at first glance, Eq. (12) would suggest that the contribution from the dark modes dominates the rate, which, according to Eq. (14), is the same as the bare case (Eq. (1)) for $v_D = 1$ and $v^+ = v^- = 0$, i.e., if the polaritons are not employed in the reaction. In fact, this was the conclusion for PARET [37], where coupling the product to transitions to the cavity led to no change in energy transfer from reactant molecules. However, the TA processes in electron transfer kinetics offers a new dimension to the problem that PARET does not feature. Careful inspection of the expressions at hand hints to the existence of parameters $\Delta E$ and $\lambda_S$ for which changes in the activation energy for the polariton channels dominate the rate. To find those parameters, we need first that the contribution going to the first vibrational excitation outplay that between ground states, i.e., $W_{01} > W_{000}$, which implies

$$\frac{\lambda_P}{\hbar \omega_P} > \exp \left( \frac{\hbar \omega_P}{4\lambda_S k_B T} [2(\Delta E + \lambda_S) + \hbar \omega_P] \right).$$

(16)

Next, if the contribution from the channel where the product is formed with an excitation in the $LP$ mode ($v^+ = v = v^D = 0$) dominates, then $W_{01} > W_{000}$, which yields

$$\frac{N}{\cos^2 \theta} < \exp \left( \frac{\hbar (\Omega_N - \Delta)}{4\lambda_S k_B T} \right) \times \left( \frac{\Delta E + \lambda_S + \hbar \omega_P + \hbar (\Delta - \Omega_N)}{4} \right).$$

(17)

The region of parameters that satisfies these inequalities for room-temperature ($k_B T \approx 0.2 \hbar \omega_P$) and typical experimental VSC Rabi-splitting $\hbar \Omega (\approx 0.1 \hbar \omega_P)$ [12, 40] is illustrated in Fig. 2a. The order of magnitude of the plotted $\Delta E$ values is reasonably standard for this kind of processes [42, 43], which suggests the experimental feasibility of attaining these conditions.

**The effect of the electromagnetic mode and the conditions for which the enhancement of the polaritonic coupling can be achieved is illustrated in Figure 3.** We can understand this effect as follows: the reaction takes place as a multi-channel process consisting of an electronic transition from the reactant global ground state into the product electronic state dressed with high-frequency vibrational excitations. As shown in Figs. 3 and S2, the channel between global ground states is in the Marcus inverted regime [44, 45] and, given the small value of the classical reorganization energy, the activation energy is fairly high. On the other hand, the channel to the first excited manifold is in the normal regime with a much lower activation energy, but the range of parameters implies that the decrease in activation energy for the channel with an excitation in the $LP$ mode is enough to overcome the elevated multiplicity of the dark modes (Figs. 3 and S2), and effectively catalyze the electron transfer.
process. In terms of the expression for the rate coefficient, even though the entropic pre-exponential factor of the $D$ channel is $N−1$ larger than that of the $LP$ channel, the latter is associated with a larger exponential factor (lower activation energy).

In Fig. 2a we also show the parameter space that produces polaritonic enhancement as a function the detuning $\Delta$. It can be noticed that the range of admissible values for the classical reorganization energy increases as the detuning becomes negative. This can be understood from the fact that, for negative detunings, the frequency of the photon is smaller than that of the vibrational high-frequency mode and, therefore, the activation energy to $LP$ is lower than that corresponding to $D$, thus providing more flexibility for parameters to fulfill the inequalities in Eq. 17. However, we must remark that this effect disappears at sufficiently large detunings, as the matter character of the $LP$ becomes negligible to effectively mediate the electron transfer.

**Simulation of modified kinetics**

The overall effect of the cavity in the charge transfer kinetics is displayed in Fig. 4, where we show the ratio of the rate coefficients, calculated inside ($k_{R→P}$) and outside ($k_{R→P}^{\text{SC}}$) of the cavity as a function of the collective coupling $g\sqrt{N}/\omega_p$, for several values of detuning. The bell-shaped curves reflect the fact that, as the Rabi splitting increases, the activation energy of the $LP$ decreases, thus making this channel the most prominent one. This trend goes on until $E_{010}^t = 0$, where this $LP$ channel goes from the normal Marcus regime to the inverted one, and the activation energy starts to increase with the coupling until this pathway is rendered insignificant as compared to the transition to the $D$ manifold, giving rise to kinetics indistinguishable from the bare molecules. The observation that larger detunings require stronger coupling to reach the maximum ratio of rate coefficients is consistent with the fact that $\hbar\Omega$ increases sublinearly with $\hbar g \sqrt{N}$; therefore, larger detunings require larger couplings to attain the same splitting. Additionally, the trend observed in the maxima, which decrease with the detuning, can be regarded as a consequence of the previous effect: the larger couplings required to reach the zero-energy-barrier are achieved with more of molecules; thus, the contribution of $LP$ becomes less relevant than that of $D$, as can be seen from the pre-exponential factors. Finally, a peculiar result is the fact that the effect on the rate coefficient is more prominent in a range of few molecules for slightly negative detunings. This observation should not come as surprising since, as previously mentioned, under this condition, the $LP$ mode has a substantially decreased activation energy; therefore, for as small as it is, the light-matter coupling is enough to open a very favored channel that accelerates the reaction. This effect might end up quenched by dissipation; however, even in the absence of the latter, it becomes irrelevant for the cumulative kinetics, as we shall see next.

Up until now, we have shown that the rate coefficient depends on the number of molecules that take part in the VSC, which changes as the reaction progresses. To illustrate the cumulative effect on the kinetics, we numerically integrate the rate law

$$\frac{d\langle N_R \rangle}{dt} = -\langle k_{R→P}^{\text{SC}}(N_R)N_R \rangle$$

where $\langle \cdot \rangle$ indicates an average over the ensemble of reactive trajectories (see §S4). We show the behavior of $N_R(t) = M - N(t)$ for several detunings in Fig. 5. In writing Eq. 18 we have assumed that every electron transfer event is accompanied by a much faster thermal-
ization of the products (largely into the global ground state in the products side) that allows us to ignore back-reactions. This assumption is well justified if we consider that, for systems with parameters close to our model molecule, the vibrational absorption linewidth is of the order of $0.01\hbar\omega_P$ [12, 19, 40], which represents a timescale suitably shorter than the reaction times estimated from the rate constant, $k_{R\to P} = 9.4 \times 10^{-6}\omega_P$, calculated with the same parameters. In Fig. 5 we can see that, for $\Delta \geq 0$, at early times the reactions proceed in the same way as in the bare case. However, after some molecules have been gathered in the product, the coupling is strong enough for the $LP$ channel to open and dominate over the $D$ ones. This effect is cumulative, and the reaction endures a steady catalytic boost. Importantly, the maximum enhancement is observed for resonant conditions where the light-matter coupling is the most intense. On the other hand, with a slightly negative detuning, $\Delta = -0.02\omega_P$, the reaction is intensified in the early stages (as explained above) but is taken over by the dark states after a relatively short amount of time. Although this off-resonant effect might look appealing, it occurs at an early stage of the reaction when VSC is not technically operative, namely, when the energetic separation between dark and polaritonic modes might be blurred by dissipative processes. These considerations are beyond the scope of the current article and will be systematically explored in future work. In conclusion, even though some off-resonant effects might be present at the rate coefficient level, the condition of resonance is essential to observe a significant cumulative acceleration of the reaction (i.e., change in reactant lifetime) with respect to the bare case.

Importantly, in the case where the high-frequency mode of the reactant molecules also couples to light, the system is under VSC before the reaction begins and the spectrum in the first excited manifold in the products remains invariant throughout the reaction. Therefore, the rate coefficient is a true rate constant evaluated at $N = M$, i.e., at the maximum coupling. We will present a detailed analysis of this problem elsewhere.

**Discussion**

We have shown that VSC can result in catalysis of TA reactions. We have presented an MLJ model to study charge transfer processes under VSC (in passing, these results suggest a VSC alternative to enhance charge conduction which has so far been only considered in the electronic strong coupling regime [37, 46–49]). In this model, there is a range of molecular features where the shrinkage of the activation energy of the lower polariton channel can outcompete the rate associated with the massive number of dark-state channels. This model describes a mechanism suitable to be present in a wide variety of thermally activated nonadiabatic reactions, e.g., electron, proton and methyl transfer, among others. We have found a range of molecular parameters where the shrinkage of the activation energy of the lower polariton channel can outcompete the rate associated with the massive number of dark-state channels. We determined that these effects are most prominent under resonant conditions. This finding is relevant since such is the behavior observed in experimentally in reactions performed under VSC. We must remark, however, that these are vibrationally adiabatic reactions and the involvement of the present mechanism is not obvious (for a recent study on possibly important off-resonant Casimir-Polder effects, we refer the reader to [50]). While a thorough understanding of the reaction pathways involved in these observations is beyond the scope of this article, we believe that the tug-of-war between the activation energy reduction from few polariton channels against the numerical advantage of the dark states could be a ubiquitous mechanism of TA polariton chemistry under VSC, independently of whether it occurs with reactants or products. Even though there might be other subtle physical mechanisms underlying VSC TA reactions, we conclude with three important observations regarding the presently proposed catalytic mechanism. First, it does not offer a reduction of reaction rate coefficients; after all, if the polariton channels do not provide incentives for their utilization, the dark states will still be accessible, leading to virtually unaffected reaction rates as compared with the bare case. However, an experimental suppression of reactions by VSC under TA conditions (as in [12, 13]) could correspond, microscopically, to the polaritonic modification of elementary step rates in the network of reaction pathways that comprises the mechanism. Second, it is not evident whether the conclusions associated with this mechanism are relevant in photochemical processes where nonequilibrium initialization of polariton populations is allowed. Finally, it is important to emphasize that this VSC mechanism is not guaranteed to yield changes in TA reactivity, given that particular geometric molecular conditions need to be fulfilled. Regardless, it is remarkable
that TA reactions under VSC can be modified at all given the entropic limitations imposed by the dark states. It is of much interest to the chemistry community to unravel the broader class of reactions and the VSC conditions for which this mechanism is operative; this will be part of our future work.

**Methods**

To calculate the consumption of the reactant as the polaritonic ensemble grows, we performed a finite-difference numerical integration of Eq. (18). Since the rate coefficient remains constant during a single molecule event, we assume a mean-field ansatz

\[
\langle k_{R \rightarrow P}^{VSC}(N_R)N_R(t) \rangle \simeq k_{R \rightarrow P}^{VSC}(\langle N_R(t) \rangle)(N_R(t)), \\
\langle k_{R \rightarrow P}^{VSC}(N_R)N_R(t + \Delta t) \rangle \simeq k_{R \rightarrow P}^{VSC}(\langle N_R(t) \rangle)(\langle N_R(t) \rangle - 1),
\]

(19)

which enables the stepwise integration of Eq. (18) with limits \( t \rightarrow t + \Delta t \) and \( N_R \rightarrow N_R - 1 \), yielding

\[
\Delta t(N_R) = \frac{1}{k_{R \rightarrow P}^{VSC}(N_R)} \ln \frac{N_R}{N_R - 1},
\]

(20)

We verified that this mean-field method gives numerically consistent results with the stochastic simulation algorithm (see §54) [51], in agreement with recent studies of mean-field solutions to polariton problems in the ensemble regime [52]. The rate coefficient \( k_{R \rightarrow P}^{VSC}(N_R) \) at each step is calculated from Eq. (11) truncating the sum up to \( v_+ = v_- = v_D = 2 \); terms beyond these excitations do not contribute appreciably given their huge activation energies resulting from the chosen parameters. The Franck-Condon and exponential factors are calculated respectively from Eq. (12) and Eq. (13) by setting \( \omega_R = \omega_P \).
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S1. Relation between reactant and product harmonic oscillator operators

Let us consider the vibrational Hamiltonians for the single-molecule reactant and product electronic states (we omit label \(i\) for simplicity hereafter),

\[
\hat{H}_R = \frac{\hat{p}^2}{2m} + \frac{m\omega_R^2\hat{x}^2}{2} = \hbar\omega_R \left( \hat{a}^\dagger_R \hat{a}_R + \frac{1}{2} \right),
\]

\[
\hat{H}_P = \frac{\hat{p}^2}{2m} + \frac{m\omega_P^2(\hat{x} - d_P)^2}{2} + \Delta E = \hbar\omega_P \left( \hat{a}^\dagger_P \hat{a}_P + \frac{1}{2} \right) + \Delta E,
\]

where \(m\) is the reduced mass of the mode, \(\omega_A\) is the frequency of the mode in each electronic state \((A = R, P)\), \(d_P\) is the difference between nuclear equilibrium configurations, \(\Delta E\) is the energy difference between the electronic states, and \(\hat{p}\) and \(\hat{x}\) are the momentum and position operators for the described mode; therefore, the harmonic oscillator potential energy surface for \(P\) is a displaced-distorted version of that for \(R\). The creation and annihilation operators are defined in terms of position and momentum \((d_R = 0)\),

\[
\hat{a}^\dagger_A = \sqrt{\frac{\omega_A m}{2\hbar}} (\hat{x} - d_A) - \frac{i\hat{p}}{\sqrt{2\hbar\omega_A m}},
\]

\[
\hat{a}_A = \sqrt{\frac{\omega_A m}{2\hbar}} (\hat{x} - d_A) + \frac{i\hat{p}}{\sqrt{2\hbar\omega_A m}};
\]

conversely, the position-momentum representation is written in terms of the creation and annihilation operators as

\[
\hat{x} - d_A = \sqrt{\frac{\hbar}{2\omega_A m}} \left( \hat{a}^\dagger_A + \hat{a}_A \right),
\]

\[
\hat{p} = \sqrt{\frac{\hbar\omega_A m}{2}} i \left( \hat{a}^\dagger_A - \hat{a}_A \right).
\]

Eq. (S4) implies

\[
\frac{\hat{a}^\dagger_R + \hat{a}_R}{\sqrt{\omega_R}} = \frac{\hat{a}^\dagger_P + \hat{a}_P + \hat{d}_P}{\sqrt{\omega_P}},
\]

\[
\sqrt{\omega_R} \left( \hat{a}^\dagger_R - \hat{a}_R \right) = \sqrt{\omega_P} \left( \hat{a}^\dagger_P - \hat{a}_P \right),
\]

where \(\hat{d}_P = \sqrt{2m/\hbar} \hat{d}_P\); therefore, the reactant operators are written in terms of product ones as

\[
\hat{a}^\dagger_R = \frac{1}{2} \left( \sqrt{\frac{\omega_R}{\omega_P}} + \sqrt{\frac{\omega_P}{\omega_R}} \right) \hat{a}^\dagger_P + \frac{1}{2} \left( \sqrt{\frac{\omega_R}{\omega_P}} - \sqrt{\frac{\omega_P}{\omega_R}} \right) \hat{a}_P + \sqrt{\frac{\omega_R}{\omega_P}} \hat{d}_P,
\]

\[
\hat{a}_R = \frac{1}{2} \left( \sqrt{\frac{\omega_R}{\omega_P}} - \sqrt{\frac{\omega_P}{\omega_R}} \right) \hat{a}^\dagger_P + \frac{1}{2} \left( \sqrt{\frac{\omega_R}{\omega_P}} + \sqrt{\frac{\omega_P}{\omega_R}} \right) \hat{a}_P + \sqrt{\frac{\omega_R}{\omega_P}} \hat{d}_P.\]

These transformations can be written in terms of a squeezing and a displacement operator [1]:

\[
\hat{S}_P(r) = \exp \left[ \frac{r}{2} (\hat{a}^2_P - \hat{a}^4_P) \right],
\]

\[
\hat{D}_P(\alpha) = \exp \left[ \frac{\alpha}{2} (\hat{a}^2_P - \hat{a}^4_P) \right],
\]
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with actions given by
\[
\hat{S}^\dagger_P(r)\hat{a}^\dagger_P\hat{S}_P(r) = \hat{a}^\dagger_P \cosh r - \hat{a}^\dagger_P \sinh r, \quad (S9)
\]
\[
\hat{D}^\dagger_P(\alpha)\hat{a}^\dagger_P\hat{D}_P(\alpha) = \hat{a}^\dagger_P + \alpha. \quad (S10)
\]

Therefore,
\[
\hat{a}^\dagger_R = \hat{D}^\dagger_P(\alpha)\hat{S}^\dagger_P(r)\hat{a}^\dagger_P\hat{S}_P(r)\hat{D}_P(\alpha)
\]
\[
\hat{a}_R = \hat{D}^\dagger_P(\alpha)\hat{S}^\dagger_P(r)\hat{a}_P\hat{S}_P(r)\hat{D}_P(\alpha), \quad (S11)
\]
for
\[
r = \ln \frac{\sqrt{\omega_R}}{\omega_P}, \quad (S12)
\]
\[
\alpha = \tilde{d}_P. \quad (S13)
\]

**S2. Initial and final many-body vibronic states**

The rate to calculate corresponds to the stoichiometric process
\[
(M - N)R + NP \longrightarrow (M - N - 1)R + (N + 1)P, \quad (S14)
\]
where \(N\) is the number of molecules in the product electronic state \(P\), and \(M - N\) is the number of molecules in the reactant electronic state \(R\), such that \(M\) is the total number of molecules in the reaction vessel. Assigning labels to each molecule, without loss of generality, the transformation of the \(N + 1\)-th molecule can be written in the form
\[
\sum_{i=N+1}^{M} R_i + \sum_{j=1}^{N} P_j \longrightarrow \sum_{i=N}^{M} R_i + \sum_{j=1}^{N+1} P_j, \quad (S15)
\]
which reduces to
\[
R_{N+1} \longrightarrow P_{N+1}. \quad (S16)
\]

The charge transfer is ruled by the adiabatic coupling \(\hat{J} = J_{RP} \sum_{i=1}^{M} (|R_i\rangle\langle P_i| + |P_i\rangle\langle R_i|)\); then, the matrix element that describes the process of our focus is
\[
(M - N, N|\hat{J}|M - N - 1, N + 1) = J_{RP}\langle M - N, N|R_{N+1}\rangle\langle P_{N+1}|M - N - 1, N + 1 \rangle, \quad (S17)
\]
with many-body vibronic states given by
\[
|X, Y\rangle = |P_1P_2\ldots P_{Y-1}P_YR_{Y+1}R_{Y+2}\ldots R_{X+Y} \rangle \otimes |\Phi_X^Y\rangle, \quad (S18)
\]
where \(|\Phi_X^Y\rangle\) is an eigenfunction of a vibrational Hamiltonian of the form
\[
\hat{H}_{X,Y} = \hat{H}_{ph} + \sum_{i=1}^{Y} \left( \hat{H}_{P}^{(i)} + \hat{Y}_{int}^{(i)} \right) + \sum_{j=Y+1}^{X+Y} \hat{H}_{R}^{(j)}
\]
\[
= \hat{H}_{+(Y)} + \hat{H}_{-(Y)} + \sum_{k=1}^{Y-1} \hat{H}_{D(Y)}^{(k)} + \sum_{i=1}^{Y} \hat{H}_{S}(q_{S}^{(i)}) + Y \Delta E + \sum_{j=Y+1}^{X+Y} \hat{H}_{R}^{(j)}. \quad (S19)
\]

In Eq. (S19), we have used the notation introduced in Eq. (2), and \(\hat{H}_{\pm(Y)} = \hbar \omega_{\pm} \left( \hat{a}_{\pm(Y)} + \frac{1}{2} \right)\) and \(\hat{H}_{D(Y)}^{(k)} = \hbar \omega_{P} \left( \hat{a}_{D(Y)}^{(k)} + \frac{1}{2} \right)\) are the Hamiltonians of the upper/lower and \(k\)-th dark modes, respectively, all with creation and annihilation operators as defined in Eq. (3). Therefore, the matrix element corresponding to the transition becomes
\[
(M - N, N|\hat{J}|M - N - 1, N + 1) = J_{RP}\langle \Phi_{M-N}^N|\Phi_{M-N-1}^{N+1} \rangle. \quad (S20)
\]
S3. Derivation of tridimensional Franck-Condon factor in Eq. (12)

The non-vanishing overlaps between the vibrational ground state of the reactants and an arbitrary vibrational excitation with quantum numbers \( \{v_+, v_-, v_D\} \) on the products can be written in terms of creation operators as

\[
\langle 0_B(N-1)0'_N | v_+v_-v_D \rangle = \langle 0_B(N-1)0'_N | \frac{\hat{a}^\dagger_{D(N)}}{\sqrt{v_D!}} \frac{\hat{a}^\dagger_{-(N)}}{\sqrt{v_-!}} \frac{\hat{a}^\dagger_{(N-1)\dagger}}{\sqrt{v_+!}} \rangle \langle 0_{+\dagger}(N)0_{-(N)}0^\dagger_D(N-1) \rangle .
\]  

(S21)

These operators acting in the \( UP \) and \( LP \) can be written as linear combinations of the operators acting on the electromagnetic mode and the bright mode [Eq. (3)], i.e.,

\[
\langle 0_B(N-1)0'_N | v_+v_-v_D \rangle = \langle 0_B(N-1)0'_N | \left( \frac{\hat{a}^\dagger_0 \cos \theta - \hat{a}^\dagger_B(N) \sin \theta}{\sqrt{v_+!}} \right)^{v_+} \left( \frac{\hat{a}^\dagger_0 \sin \theta + \hat{a}^\dagger_B(N) \cos \theta}{\sqrt{v_-!}} \right)^{v_-} \frac{\hat{a}^\dagger_{(N-1)\dagger}}{\sqrt{v_D!}} \rangle \langle 0_B(N)0^\dagger_D(N-1) \rangle .
\]  

(S22)

The binomial theorem yields

\[
\langle 0_B(N-1)0'_N | v_+v_-v_D \rangle = \sum_{m=0}^{v_+} \sum_{n=0}^{v_-} \binom{v_+}{m} \binom{v_-}{n} \langle 0_B(N-1)0'_N | \left( \frac{\hat{a}^\dagger_0 \cos \theta}{{\sqrt{v_+!}}} \right)^m \left( \frac{-\hat{a}^\dagger_B(N) \sin \theta}{{\sqrt{v_-!}}} \right)^{v_- - m} \langle 0_B(N)0^\dagger_D(N-1) \rangle .
\]  

(S23)

Since \( [\hat{a}_0, \hat{a}_B(N)] = 0 \), the only non-vanishing terms are those with \( m = n = 0 \), otherwise the overlap in the photonic mode would be between non-displaced states with different excitations; therefore,

\[
\langle 0_B(N-1)0'_N | v_+v_-v_D \rangle = \langle 0_B(N-1)0'_N | \left( \frac{-\hat{a}^\dagger_B(N) \cos \theta}{{\sqrt{v_+!}}} \right)^{v_+} \left( \frac{\hat{a}^\dagger_B(N) \sin \theta}{{\sqrt{v_-!}}} \right)^{v_-} \frac{\hat{a}^\dagger_{(N-1)\dagger}}{\sqrt{v_D!}} \rangle \langle 0_B(N)0^\dagger_D(N-1) \rangle .
\]  

(S24)

Moreover, the creation operators acting on the bright and dark modes can be expressed as linear combinations of operators acting on the \( N \)-th molecule and the bright mode that excludes it [Eq. (6)], i.e.,

\[
\langle 0_B(N-1)0'_N | v_+v_-v_D \rangle = \left( \frac{-\cos \theta}{\sqrt{v_+!v_-!v_D!}} \right)^{v_+} \langle 0_B(N-1)0'_N | \left( \frac{\hat{a}^\dagger_B(N-1)}{\sqrt{v_D!}} \frac{\hat{a}^\dagger_N}{\sqrt{\frac{N-1}{N}}} \right)^{v_+} \langle 0_B(N)0^\dagger_D(N-1) \rangle .
\]  

(S25)

By expanding the binomials as before, and discarding the terms that excite the \( B(N-1) \) mode, we arrive at

\[
\langle 0_B(N-1)0'_N | v_+v_-v_D \rangle = \left( \frac{-\cos \theta}{\sqrt{v_+!v_-!v_D!}} \right)^{v_+} \langle 0'_N | \left( \frac{\hat{a}^\dagger_N}{\sqrt{\frac{N-1}{N}}} \right)^{v_-} \langle 0_N \rangle .
\]  

(S26)

Acting the creation operator on the \( N \)-th mode allows us to write

\[
\langle 0_B(N-1)0'_N | v_+v_-v_D \rangle = \left( \frac{v_+ + v_- + v_D}{v_+!v_-!v_D!} \right)^{\frac{-\cos \theta}{\sqrt{N}}} \left( \frac{\sin \theta}{\sqrt{N}} \right)^{v_-} \left( \frac{-\sqrt{\frac{N-1}{N}}} {v_D} \right)^{v_D} \langle 0'_N | (v_+ + v_- + v_D)_N \rangle .
\]  

(S27)

Therefore, the square of the Franck-Condon factor in Eq. (S21) is

\[
|\langle 0_B(N-1)0'_N | v_+v_-v_D \rangle|^2 = \left( \frac{v_+ + v_- + v_D}{v_+!v_-!v_D!} \right)^{\frac{-\cos \theta}{\sqrt{N}}} \left( \frac{\sin \theta}{\sqrt{N}} \right)^{v_-} \left( \frac{-\sqrt{\frac{N-1}{N}}} {v_D} \right)^{v_D} |\langle 0'_N | (v_+ + v_- + v_D)_N \rangle|^2.
\]  

(S28)
S4. Integrated Rate Law

Chemical Master Equation

The chemical master equation for the reaction in Eq. (7) is given by

\[ \frac{\partial}{\partial t} \Pr(N_R, t \mid M, 0) = a(N_R + 1) \Pr(N_R + 1, t \mid M, 0) - a(N_R) \Pr(N_R, t \mid M, 0), \tag{S29} \]

where \( \Pr(n, t \mid m, 0) \) is the conditional probability to observe \( n \) molecules of the donor at time \( t \) given that there were \( m \) at \( t = 0 \), and \( a(n) = n \nu_{R \rightarrow P}^{VSC} \) is the propensity function \[2\]. Since \( \Pr(M + 1, t \mid M, 0) \equiv 0 \), this equation can be solved exactly by successively plugging \( N_R = M, M - 1, \ldots, 0 \), yielding

\[ \Pr(M - n, t \mid M, 0) = (-1)^n \prod_{i=0}^{n-1} a(M - i) \sum_{j=0}^{n} e^{-a(M - j) t} \prod_{\ell=0}^{n} \left[ a(M - j) - a(M - \ell) + \delta_{j\ell} \right]. \tag{S30} \]

This probability density function can be used to determine the average number of donor molecules at a given time:

\[ \langle N_R(t) \rangle \doteq \sum_{n=0}^{M} (M - n) \Pr(M - n, t \mid M, 0). \tag{S31} \]

Taking the time derivative of this average yields Eq. (18).

However, for the number of molecules considered, \( M = 10^7 \), this calculation becomes intractable; therefore, we resort to the strategy described in the Materials and Methods section of the main manuscript and corroborate its validity with the stochastic simulation algorithm \[2\].

Stochastic Simulation Algorithm (SSA)

For the decomposition reaction in Eq. (18), we can define

\[ p(\tau \mid M - n, t) = a(M - n) \exp (-a(M - n) \tau), \tag{S32} \]

as the conditioned probability density function for the time of the next reaction (\( \tau \)) given that the number of donor molecules left is \( M - n \) at \( t \). This function enables the construction of an exact numerical realization of the reaction with the following algorithm:

1. Initialize the system at \( N_R(0) = M \).
2. With the system in state \( N_R(t) = M - n(t) \), evaluate \( a(N_R) \).
3. Generate a value for \( \tau = -\ln(r)/a(N_R) \), where \( r \) is a uniformly distributed random number.
4. Perform the next reaction by making \( N_R(t + \tau) = N_R(t) - 1 \).
5. Register \( N_R(t) \) as needed. Return to 2 or else end the simulation.

In Table S1, we show the correlation (\( r^2 \)) between the reaction times calculated according to the mean-field finite difference approach described in the manuscript and the reaction times corresponding to the same step in the reaction with populations obtained from the mean of 100 trajectories computed with the SSA algorithm. Since these correlations are very close to the unity, we conclude that the compared methods are numerically equivalent \[3\]. These observations are consistent with a recent study that shows that mean-field theories provide good descriptions for polaritonic systems involving a large number of molecules \[4\].
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TABLE S1.

| Ω | ∆ω/ω_P | r^2  |
|---|---------|------|
|  0 | -       | 0.9970 |
| -0.02 | 0.9965 |
|  0   | 0.9982 |
|  0.02 | 0.9973 |
|  0.04 | 0.9970 |
|  0.06 | 0.9969 |

FIG. S1. Probability coefficients for each molecular mode in the quasi-localized basis of dark modes defined in Eq. (6). As the dark mode index, k, increases, it becomes more localized in the k-th molecule, leaving a long tail behind it [5].
FIG. S2. Amplification of Fig. 3, showing a situation where a polariton channel dominates the kinetics of a reaction starting at reactant $R$. The channel involving a vibrational excitation in the lower polariton of the product ($P_{LP}$) features a small enough activation barrier $E_{001}^\ddagger$ that can effectively compete against the many channels ending with a vibrational excitation in any of the dark modes, $P_D$, which feature corresponding activation energies $E_{001}^\ddagger$. These two activation energies are much smaller than $E_{000}^\ddagger$, the one associated with the channel leading to the global ground state of the products, $P_0$ (not shown in this amplified figure).