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Abstract

We provide a common framework that relates traditional event study estimation methods in finance with a modern approach for causal event studies. This framework is called synthetic portfolio and is a particular case of synthetic control methods. We provide a simulation exercise and an empirical application to evaluate the performance of the method. In addition, synthetic control methods provides a reliable framework, for test based on the abnormal returns, that overcomes some difficulties in the traditional test. We conclude that the market model provides a counterfactual as good as a synthetic control.
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1. Introduction

Event studies is one of the most widely used methodologies in accounting and financial research ([1]), and in certain legal proceedings. The timeline structure of an event study, determined by the estimation and event window has not changed dramatically since its introduction in the late sixties ([2]). There are important number of contributions that have focused specially on providing better tools for statistical inference, see [3] for a recent discussion. A recurrent element in event studies is the use of the market model to estimate the so call normal returns. In fact, [3] argues that the popularity of
event studies stems from a coincidence of developments in financial market research in the late 60s: CAPM, the CRSP data and more sophisticated and accessible statistical software. The author also concludes, that due to the size of research output using event studies published in the major finance journals, accounting journals and the use in other fields, the methodology continues to be popular and will continue to be an important element in empirical capital market research.

In the field of accounting in particular, and finance there is a recent interest in using the tools in empirical microeconomics to address classical issues in accounting research. The claim is that better research designs and statistical methods, in empirical microeconomics, have increased the credibility of the implications obtained in these studies. [4] provide an analysis of the use and potential of causal inference methods in the field of accounting research. Their main conclusions are as follows: accounting research does primarily address problems that are causal in nature; there is an increase in the use of quasi-experimental methods in addressing causal questions in accounting research; there is still a lot to be done in the field to use the tools that are already available and have been successfully used in empirical microeconomics; the authors emphasize the use of causal diagrams and structural models in accounting research. The potential outcome framework for causal inference has also been used in empirical finance in recent years. The potential outcomes are generally considered as missing variables in the causal inference literature because it is not possible to observe all the instances of the variable of interest simultaneously. In many financial event studies the researcher only observes the treated observation. Estimation of potential outcomes in observational studies is usually performed using one of the following techniques or a combination of some of them ([5]): model based-imputation, weighting, blocking and matching methods. In model based imputation, a model is build in order to predict the missing potential outcome of unit that is not treated. This is exactly what traditional event studies do when they define the normal return model as the constant return model or the market model. For the causal inference literature [5] model based imputation is not recommended to estimate treatment effects because a proper fit can only be accomplished by specifying the post-event outcomes. Weighting and blocking use different methods (being propensity score one of the most popular) to combine the in-
formation of the control units in order to build a proper counterfactual\(^2\). Using the propensity score achieves a balance between treated and control groups in order to estimate an unbiased treatment effect. Matching techniques find direct comparisons or matches for each unit. For a given treated unit with a particular value for the covariates, one searches for a control unit with similar values in the covariates. A distance metric is needed to implement a matching technique so as to assess the trade-off in choosing between different units and/or controls. The use of propensity score for balancing and estimating causal effects has already been used in event studies in finance for example [6] use propensity score matching to re-examine the long-run underperformed anomaly of stocks after seasoned equity offerings. The authors find that under-performance could be due to incorrect matching. Once issuers and non-issuers are matched using propensity score they find that under-performance is economically and statistically non-significant. [7] uses propensity score matching to adjust for selection bias when comparing public and private equity acquisitions. The author finds no significant difference in the premiums between what public acquires pay for acquisition relative to private equity acquirers (after controlling for target and deal characteristics). The results is a sharp contrast to established results. This small sample of results show that re-examining event studies in finance with different causal approaches can lead to different results.

The synthetic control method ([8]), has received a lot of attention in comparative case studies on different subjects: terrorism, natural disasters, tabacco control programs. As opposed to competing methods, synthetic control method’s strength relies in the use of a combination of units to built a more objective comparison for the unit exposed to the intervention, rather than a choosing a single unit or a \textit{Ad hoc} reference group. The authors advocate for the use of data drive procedures to build the reference group. The synthetic control method is a weighted average of the available control units, that makes explicit: the contribution of each unit to the counterfactual of interest and the similarities (or lack thereof) between the unit affected by the event or the intervention of interest and the synthetic control in terms of the pre-intervention outcomes and other predictors of post-intervention outcomes. More recently synthetic control methods have been the focus of intense re-

\(^2\)The propensity score is the average unit assignment (for a particular treatment) probability for units that share the same specific characteristic.
search and it is considered as the most important innovation in the policy evaluation literature in the last 15 years according to [9]. The most recent literature has been addressing some limitations of the method: [10] and [11] provide generalization of the synthetic control method that address dimension reduction prior or during the estimation of the weights. In the former the author also illustrates the relationship between an interactive fixed effects model and synthetic controls methods under which Difference-in-Difference method is a special case. [11] also relaxes some of the restrictions imposed by the estimation of the synthetic controls. [12] and [13] propose complementary approaches to perform statistical inference on the estimated average treatment effects from synthetic control methods, these are important contribution because the limiting properties of the estimator were not known for a broad set of data generating process and testing was based on a placebo randomization. The developments of these methods has also motivated by the use in macroeconomic oriented research questions [14].

Synthetic matching techniques applied for event studies in finance are not common, we are only aware of their application in a recent paper, [15]. In this paper the authors measure the effect of personal connections on the returns of financial firms. The study is based on the connections of Timothy Geithner to different financial institutions prior to his nomination as Treasury Secretary at the end of 2008. The synthetic matching methodology is used as a complement to the usual approach in event studies of capturing the difference between a treatment and control group using for the latter the mean return model or the fitted market model. In addition we have an earlier paper using synthetic matching to measure the effectiveness of volatility actions with intra-day stock market data ([16])

In this paper we provide a detailed analysis of the synthetic matching technique, which we denote as synthetic portfolio method. The notion of a synthetic portfolio provided a common framework that relates traditional event study techniques, in particular the use of the market model, and synthetic control method, which is has been gaining popularity in the causal event literature in recent years. A common framework is important so as to evaluate the benefits of new methodologies with regards to the traditional approach that has been in use sin the late sixties. We provide explain the framework, as series of estimators and their relationship to the traditional methods and more recent approaches, such a difference-in-difference which is a special case of synthetic portfolio. These alternative methods are able to
handle the high-dimensional challenge brought by the large asset space in the US stock market. We provide simulation results to evaluate the performance of the different method and provide an empirical application using as event merger announcements. In addition this new methodological framework that we claim encompasses traditional approaches provides additional and valuable insights to perform statistical inference over the individual abnormal returns (the treatment effects) that was hardly possible with the traditional testing framework. This is made possible by the recent work on statistical inference for synthetic control methods by [12] and [13].

The simulations exercise evaluates how well does each of the method is able accommodate the evolution of the asset in question before in the estimation window and also how well does it estimate the true treatment effect. The results indicate that the performance of the market model and the synthetic portfolio approach are quite similar in terms of biases and variance.

The empirical application reexamines effects of merger announcements on the value of the firm in the short run, that is in the immediate days after the announcement. As in the literature these affects are measured along different sub-samples, for example, deals that affects publicly trades firms versus private, deals that are finances by stocks or cash. The results indicate that the estimated effects of the merger announcements are similar across the different estimation approaches, both in terms of the point estimates as well as the variance. In addition the introduction of a feasible testing framework for short term studies over each individual event provides a more through analysis of the effects so as to determine the cases where the effects are non existent versus the cases where the effect is strictly positive or strictly negative. This opens the possibility to explore empirically in a second stage the different determinants of the cumulative abnormal returns taking into account this significant variation. Overall both the simulation results and the empirical application indicate that the market model fairs well with respect to competing approaches that have surfaces within synthetic control methods. One of the reasons is that the market model is also a portfolio that tracts the asset of interest and is able to provide a reliable potential outcome, in particular when the beta of the assets tends to one, as one would expect. However, we believe that this is a particular property of the large sample of equities in the US and that some of these results might not be true in markets with very few liquid trades stocks where the synthetic portfolio approach might be a
better option\(^3\). This is a subject of further research.

The paper is organized as follows, Section 2 discusses how the potential outcome approach can be introduced to the traditional event studies approach. Section 3 presents the synthetic portfolio approach. Section 4 presents the simulation exercise and the results comparing synthetic portfolio to traditional event studies. Section 5 discuss the data and empirical applications for merger announcements and seasoned equity offerings. Finally, Section 6 concludes.

2. Potential outcomes in event studies

Traditional Event studies in finance have a standard setup in terms of the the time leading up to the event and the outcome variable of interest, in many cases the holding period returns of the stock. Let \( t = T_0 \) denote the moment of time when the event takes place. If we are performing an event study on daily returns then is is customary to define the event window as an interval around the event \([T_0 - d, T_0 + d]\) where \( d \) denotes the number of days around the event. For short term event studies \( d \) is usually 10, 5 or 1 day(s). Accounting for a gap between the event window and the estimation window is also recommended. The reason for the gap is that noisy information regarding the event might become available to market participants some days before and therefore the stock price could start to deviate from some "normal" behavior in the month before the event. The gap is around a month, \( m \), or two before the event window \([T_0 - d - m, T_0 - d]\). The estimation window has usually a length of one year (250 days to approximate the number of days in a calendar year) of market returns before the start of the gap window. To avoid any confusing notation from this point on we will consider two excluding time intervals (figure B.1): the estimation window \([T_1, T_3]\) and the event window \([T_4, T_5]\). Note that the event window is centered in the actual time of the event. For completeness the gap is the interval \((T_3, T_4)\).

A recurrent element in event studies is the use of the market model to estimate the so call normal returns. Let \( R_{1,t} \) denote the holding period returns of the stock price of the firm that is affected by the event (without

\(^3\)One of the complications of stock markets with very few assets is the over representation of one or more assets in the market index. This creates an endogeneity problem in the process of estimation a counterfactual using the market model, see [16].
loss of generality firm 1 is the only firm affected by the event). There is no formal definition for the "normal" returns, however the implementation of an event study requires the researcher to disentangle the effects of two types of information on stock prices ([17]): the information that is specific to a firm (the event) and the information that is likely to affect stock prices marketwide (or a subset of interchangeable stocks). The disentanglement requires a way to control for the latter using the "normal" expected behavior of returns. In traditional event studies the most common approach to define the normal returns, is to use a market model or another factor model (Fama-French three factor or Carhart four factor model) \(^4\). In finance, factor models are used in many application, and although there is an extensive literature, there is also an important discussion on the validity of the factors used to explain the cross section of returns ([18]). Event studies consider mainly the one factor market model.

\[
R_{1,t} = \hat{\alpha}_i - \hat{\beta}_i R_{m,t}, \ t \in [T_1, T_3]
\]

(1)

where \(R_{m,t}\) denotes the market return. The parameters of the market model are estimated using the information from the estimation window.

In traditional event studies ([19]), the effect of a particular event on a stock’s price is measured by the abnormal returns (ARs).

\[
AR_{1,t} = R_{1,t} - E[R_{1,t} | R_{m,t}], \ t \in [T_4, T_5]
\]

(2)

where \(R_{1,t}\) is the actual return and \(E[R_{1,t} | R_{m,t}]\) is the expected normal return. In the market model, the normal return is given by, \(E[R_{1,t} | R_{m,t}] = \hat{R}_{1,t}\); therefore the expected return is the fitted value obtained in 1. The abnormal returns measure the effect of the event on the return of the firm that have been affected by that particular event\(^5\). Therefore the notion of normal returns tries to measure the expected behavior of the returns in the absence of the event.

\(^4\)Another approach is the the constant mean model where the normal return is the time-series average return over the estimation window.

\(^5\)Abnormal returns can also be interpreted as the event-adjusted performance of a particular stock, that is, the difference between the observed performance and the "normal" expected performance. This definition is more closely related to the calendar-time approach used to investigate events of financial relevance.
In order to determine a causal impact of the event on the performance of the stock, first, we must see the "normal" expected as a mechanism to provide a measure of the expected behavior of the returns in the absence of the event and hence, the market model is a framework that provides a model based potential outcome. Second, if we note that event studies in finance are observational studies rather than perfectly randomized experiments, then we can use the potential outcome approach (also known as the Rubin Causal Model) to come up with an identification strategy for causal event studies. One of the key insights of the Rubin Causal Model is to think of potential outcomes as missing variables. In the event study we observe the returns before the event in the estimation window, but in the event window we only observed the returns that are already affected by the event $R_{1,t}^{t} := R_{1,t}$ for $t \in [T_4, T_5]$. This is equivalent to the notion that the stock price of firm 1 in the event window is subject to a treatment and the treatment is the event. For example, if the event is a merger announcement then there are two firms directly affected by this event the acquiring firm and the target firm (for simplicity let firm 1 be only the acquire firm). Once the announcement happens or the event then we cannot observe the state of the world where this event did not take place, therefore the missing potential outcome is $R_{1,t}^{N}$, that is the returns of firm 1 in the event window if the event had not taken place. The effect of the event (or treatment) will be equivalent to the notion of abnormal returns,

$$AR_{1,t} = R_{1,t} - R_{1,t}^{N}, t \in [T_4, T_5]$$

As mentioned in the introduction the causal inference literature provides various identification strategies to estimate causal effects using the potential outcomes approach (see [9], for a recent survey) we will now only focus on synthetic matching techniques base on the synthetic control method proposed in [8].

3. Synthetic portfolio

In the potential outcome approach we have units of analysis that are partitioned into a treatment and a control group; borrowing an ideal experimental setup from randomized control trials. For financial event studies we consider one firm that is affected by an event and the outcome variable, over which we want to measure the effect of the event is the returns of the stock
of that firm. In addition we have a larger universe of stocks for other firms (other units of analysis) that are trading at the same time. These other firms as long as they are not directly or indirectly affected by the event of interest can be used to create a control group of firms. The fact that the firms in the control group are not affected by the event of interest is very important assumption in the potential outcome framework. The methodology we propose is to use the returns of the firms in the control group to build a synthetic portfolio and use the returns of this portfolio as a potential outcome or a measure of the "normal" returns; that is the returns that we would observe had the event not taken place.

We arrive at this synthetic portfolio by applying synthetic control methods introduced by [8] to the problem at hand. The authors propose a weighted average of the units of analysis in the control group as a way to come up with a synthetic counterfactual. The weights are obtained by using a minimum distance estimator applied to a series of restrictions on the outcome variable and a set of exogenous variables.

Again we let \( R_{1,t} \) denote the return of the stock of interest where we want to measure the effect of the event (the stock that has been treated). Conversely, the synthetic portfolio is built using the other stocks (that are not involved in a similar event and that are trading during the same days) to replicate the performance of the security of interest. These set of stocks make up the control group, \( (R_{2,t}, \ldots, R_{J,t}) \). The methodology is very simple since we only need to estimate \( w_j^* \) required to estimate the effect of the intervention by solving the optimal tracking problem. Therefore we have to solve,

\[
\minimize_w \sum_{t = T_1}^{T_3} \left( R_{1,t} - \sum_{j=2}^{J} w_j R_{j,t} \right)^2
\]

for the estimation window \( t \in [T_1, T_3] \). It is possible to include in this optimization problem restrictions on the estimated weights, for example non-negativity constraints \( (w_j \geq 0, j = 2, \ldots, J) \), constant weights \( (w_j = \bar{w}, j = 2, \ldots, J) \) or that the weights sum to one \( (\sum_{j=1}^{J} w_j = 1) \). A proper tracking of the stock of interest \( R_{1,t} \) in the estimation window \( [T_1, T_3] \) would guarantee that the synthetic portfolio can provide a potential outcome for the latent variable \( R_{N,t} \), in the event window \( [T_4, T_5] \). The goodness of fit of the matching can be established by estimating the Mean Square Error in-sample in the estimation window, or out-of-sample by splitting the estimation window into a training \( [T_1, T_2] \) and a testing window \( [T_2, T_3] \) (figure B.2 ). In traditional
events studies goodness of fit is not explicitly mentioned, although inference on the cumulative abnormal returns in the estimation window is considered. The effect of the intervention is equivalent to the abnormal returns of the asset of interest,

\[ \hat{\alpha}_{1,t} = AR_{1,t} = R_{1,t} - R_{1,t}^N = R_{1,t} - \sum_{j=2}^{J} w_j^* R_{j,t}, t \in [T_4, T_5] \] (5)

The optimization problem formulated in expression 4 provides an initial proposal for a synthetic matching technique. However, this approach is only feasible if the number of stocks in the control group are of moderate size with respect to the size of the estimation window (the number of pretreatment outcomes) \( J << T_3 - T_1 \). In other words we need sufficient time series observations to be able to estimate the \( J \)-dimensional vector of portfolio weights. If the requirement is not met then we have overdetermined system, more weights than observations. In addition, even if the size of the control group of stocks is reasonable the un-restricted optimization problem could favor solutions where there is larger extrapolation effect in the tracking performance of the portfolio than we would desire. [8] already mention the risk of excessive extrapolation when using synthetic control method. The authors suggest that the optimization problem used to find the optimal weights incorporate restrictions so as to avoid excessive extrapolation. Therefore in their method they restrict to non-negative weights and that the weights have to sum to one. In addition they use exogenous variables for the treated variable and the control group variables so as to match the behavior of the unit of interest to the behavior of the control set not only on the dimension of the variable of interest but also on the other exogenous variables. This approach has some similarities the propensity score based matching as a way to balance estimated causal effect ([5]). Although, synthetic control methods could provide a solution to the extrapolation problem we still have to deal with the large dimensional problem that we face when we use a high dimensional asset space for the control group. This is precisely the case when we look at event studies in the US stock market where we have historical information on more than 5,000 stocks for building a control group. High-dimensional problems are not new in portfolio optimization an there a couple of techniques that we explore to deal with both the high-dimensional issues but also the extrapolation problems. 

Traditional optimal portfolio problems are formulated explicitly using the
trade-off between return and risk, that is the mean-variance problem ([20]).

$$\text{minimize} \quad \frac{1}{2} V_t[R_{p,t+1}] = w'\Sigma w,$$

subject to $$E_t[R_{p,t+1}] = w'\mu = \mu_p$$

(6)

where $\mu_p$ is the target expected portfolio return and $\Sigma$ is the variance covariance matrix of the universe of expected returns, $\mu$. The optimization problem has a tractable analytical solution

$$w^* = \frac{\mu_p}{\mu'\Sigma^{-1}\mu} \Sigma^{-1} \mu$$

(7)

Well documented ill-posed problems arise when we plug-in the sample counterparts of $\mu$ and $\Sigma$, for medium to large size problems in terms of the number of assets considered. Many regularization techniques have been proposed to deal with this problem ([21]; [22]; [23]; [24]). The use of regularization techniques also point to different ways to writing up the optimization problem that will be specially useful to the synthetic portfolio framework ([25]). We can write the variance covariance matrix as the outer product of the returns, and squared first moment, $\Sigma = E[R_tR_t'] - \mu\mu'$. Then the empirical counterpart of the expectation of the mean-variance problem is equivalent to the sample mean of the squared $l_2$ norm,

$$\text{minimize} \quad E[|\mu_p - w'R|^2]$$

$$\frac{1}{T} ||\mu_p \mathbf{1}_T - w'R||_2^2$$

subject to $$E_t[R_{p,t+1}] = w'\mu = \mu_p$$

(8)

This same setup can be used to find a solution for the optimal tracking problem as a special case of the optimal portfolio problem where instead of targeting a particular return (scalar) for the portfolio $\mu_p$ we are interested in tracking over time a particular stock, in our case the first stock in the asset space, $R_{1,t}$. Let $\mu_p \mathbf{1}_T := R_{1,t}$ and $\mathbf{R} := [R_{2,t}, \ldots, R_{J,t}]$ denote the subspace of assets that excludes asset 1, then we get the optimal tracking problem in expression 4. This optimization problem is not very different form minimizing the sums of square residuals if we let, $Y := R_{1,t}$ and $X'\beta := \mathbf{R}'_{v \neq 1} w$, then we can use ordinary least squares to obtain the portfolio weights. This is a first step toward one solution to the high-dimensional problem by applying regularization to the optimization problem. The least absolute shrinkage and
selection operator (LASSO) regularization technique introduced by [26] is the $l_1$-penalized version of the optimal tracking problem that gives the solution to the synthetic portfolio. The Lasso regularized solution is obtained by solving,

$$\minimize_w \sum_{t=T_1}^{T_3} \left( R_{1,t} - \sum_{j=2}^{J} w_j R_{j,t} \right)^2 + \tau \sum_{j=2}^{J} |w_j| \quad (9)$$

The optimization problem for LASSO provides a long-only portfolios $w_i \geq 0$ or impose an specific penalty ($\tau$) only in the short positions (Brodie et al. 2009). This solution has been recently explored in [11] for a generalization of synthetic control methods. The authors propose the use of LASSO and Elastic net as a way to generalize synthetic control methods. This generalization looks into regularization techniques as a way to improve on the original approach proposed by [8] both in terms on the restrictions on the weights and the introduction of exogenous covariates. The authors propose a class of estimators that can be used depending on the size of the estimation window $T_3-T_1$ (the number of pre-treatment outcomes) and the number of stocks in the control group $J$. In other words theses estimators leverage the use of regularization methods and restrictions in the optimization/estimation problem to deal with the challenges of a high-dimensional problem. They proposed an elastic net type penalty for regularization,

$$\minimize_w \sum_{t=T_1}^{T_3} \left( R_{1,t} - \sum_{j=2}^{J} w_j R_{j,t} \right)^2 + \tau \left( \frac{1-\alpha}{2} \sum_{j=2}^{J} w_j^2 + \alpha \sum_{j=2}^{J} |w_j| \right) \quad (10)$$

The elastic net is a regularized regression method that linearly combines the $l_1$ and $l_2$ penalties of the lasso and ridge methods. In addition to the penalty $\tau$ we introduce a parameter for the optimal linear combination $\alpha$. Therefore, in this case be have two tuning parameters ($\tau, \alpha$). The authors illustrate the methods using the data for three seminal studies in causal inference.

Finally, since in portfolio optimization it is important to compare any methods to a computationally inexpensive benchmark we can define a naive synthetic portfolio as the solution to the optimization problem where the weights are constant (and sum up to 1) across the members in the control group, $w_j = \bar{w} := \frac{1}{J-1}, j = 2, \ldots, J$. The effect of the intervention is the
(naive) abnormal returns,

\[ \hat{\alpha}_{1,t}^{\\text{wt}} = AR_{1,t} = R_{1,t} - R_{1,t}^{\\text{wt}} = R_{1,t} - \frac{1}{J-1} \sum_{j=2}^{J} R_{j,t}, t \in [T_4, T_5] \]  

(11)

The naive synthetic portfolio is the cross sectional simple average of all of the available stock that are not affected by the event. The naive synthetic portfolio can be seen as a special case of the difference-in-difference method (DID). The average cumulative abnormal returns is the simple time average of the estimated abnormal returns over the event window for the firm affected by the event,

\[ ACAR_1 = \frac{1}{T_5 - T_4} \sum_{t=T_4}^{T_5} AR_{1,t}. \]

In the DID method the average cumulative abnormal returns for firm 1 (over the event window) is a function of different time series and cross sectional averages over the the returns of firm 1 and the returns of the control group in the estimation and event windows. Let \( D_1 \) denote the difference in the returns before and after the event,

\[ D_1 = \frac{1}{T_5 - T_4} \sum_{t=T_4}^{T_5} R_{1,t} - \frac{1}{T_3 - T_1} \sum_{t=T_1}^{T_3} R_{1,t}. \]

(12)

It is important to note that expression 12 is equivalent to the constant mean model in the traditional event study literature. Let \( D_{co} \) denote the difference in the returns before and after the event (where every element in the control group has an equal weight) for the control group,

\[ D_{co} = \frac{1}{J-1} \sum_{j=2}^{J} \left[ \frac{1}{T_5 - T_4} \sum_{t=T_4}^{T_5} R_{j,t} - \frac{1}{T_3 - T_1} \sum_{t=T_1}^{T_3} R_{j,t} \right]. \]

(13)

If we denote \( \bar{R}_{1,(T_1,T_3)} = \frac{1}{T_3 - T_1} \sum_{t=T_1}^{T_3} R_{1,t} \) and \( \bar{R}_{co,(T_1,T_3)} = \frac{1}{T_3 - T_1} \sum_{t=T_1}^{T_3} \left[ \frac{1}{J-1} \sum_{j=2}^{J} R_{j,t} \right] \) as the average returns during the estimation window for firm 1 and the control group (taking a simple average over the cross-section), respectively. Then we can show that the DID average treatment effect using the Difference in

\[ \text{In order to avoid confusion it is important to note that in the traditional event study literature the average cumulative abnormal returns the average is over the cross-section of firms affected by the event. This is the main object of interest in applications to determine if a particular event has an impact on the value of the firm. For the moment we deviate from that purpose because we only consider the event on one firm.} \]
Difference method is,

\[
ACAR^{DID}_1 = \frac{1}{T_5 - T_4} \sum_{t=T_4}^{T_5} [R_{1,t} - \bar{R}_{N,1,t}] - (\bar{R}_{1,(T_1,T_3)} - \bar{R}_{co,(T_1,T_3)})
\]  

\[
= \frac{1}{T_5 - T_4} \sum_{t=T_4}^{T_5} [R_{1,t} - \frac{1}{J-1} \sum_{j=2}^{J} R_{j,t}] - (\bar{R}_{1,(T_1,T_3)} - \bar{R}_{co,(T_1,T_3)})
\]

(14)

(15)

This implies that the DID estimator is equivalent to the naive synthetic portfolio estimator with an adjustment to the average return difference between the treated and the control group in the estimation window. This adjustment acts as an intercept correction for the forecast in the event window.

To test for the statistical significance of the average treatment effect over the event window we use the end-of-sample instability test of [27] following recent work by [13]. [13] provides tests statistics and the distribution for average treatment effects estimated by synthetic control methods for two different cases based on the relative size of the events window with respect to the estimation window. Since, short term financial event studies have a small event window \((-1, 1\) we can use the tests statistics provided by [13] for synthetic control methods. Recall that in expression 5 we noted that the treatment effect on firm 1 is equivalent to the abnormal return of firm 1, \(AR_{1,t}\); taking the average over the event window we can obtain the average treatment effect,

\[
AAR_1 = \frac{1}{T_5 - T_4} \sum_{t=T_4}^{T_5} AR_{1,t} = \frac{1}{T_5 - T_4} \sum_{t=T_4}^{T_5} R_{1,t} - \hat{R}^N_{1,t}.
\]

Recall that \(\hat{R}^N_{1,t}\) is estimated using the market model or the synthetic portfolio weights. We want to test the null hypothesis, \(H_0 : AR_{1,t} = AR_{1,0}\) for all \(t = T_4, \ldots, T_5\), against a strictly positive treatment effect alternative, \(H_a : AAR_1 = E[AR_{1,t}] > AR_{1,0}\). The test statistic for such a test,

\[
\hat{B}_{T_5-T_4} = \frac{1}{\sqrt{T_5 - T_4}} \sum_{t=T_4}^{T_5} R_{1,t} - \hat{R}^N_{1,t} - AR_{1,0}
\]

(17)

We derive the empirical distribution of the statistic by block sampling the estimation and gap window using the length of the event window; first we
compute,

\[
\hat{B}_{T_5-T_4,j} := \frac{1}{\sqrt{T_5-T_4}} \sum_{t=j}^{T_5-T_4+j-1} R_{1,t} - \hat{R}_{1,t}^N, \text{ for } j = 1, \ldots, T_4 + 1 - (T_5 - T_4).
\]

(18)

As mentioned in [13], the empirical distribution of \([\hat{B}_{T_5-T_4,j}]_{j=1}^{T_4+1-(T_5-T_4)}\) can be used to obtain critical values for the test statistic \(\hat{B}_{T_5-T_4}\) under the null hypothesis. If \(\hat{B}_{T_5-T_4}\) is at the tail of the empirical distribution then we reject the null hypothesis, \(H_0 : AR_{1,t} = AR_{1,0}\) for all \(t = T_4, \ldots, T_5\). This hypothesis test and the statistic is only valid for treatment effects that are constant across the event window, note that this might be true for short term event studies but no necessarily for long term event studies. The main advantage of the test is that by considering the event as a structural change in the end of the sample then it is possible to use the abundant information in the estimation window to obtain re-sampled values of the statistic and perform inference. One of the biggest obstacles that the traditional framework of short term events studies faces is the very few observations available in the event window for individual events. With these few number of observations (3, 11 or 21 days) individual test on abnormal returns have such small degrees of freedom such that they are hardly ever considered; therefore most of the reported inference is based on pooling the events. Andrew’s end-of-sample stability test provides a simple framework to overcome this problem in financial event studies. As far as we are aware of although Andrews test is not specifically designed with in the framework the causal inference literature we find that it has not been previously considered as a viable alternative to individual test on average cumulative abnormal returns, [3] and [1].

4. Simulation

In the previous sections we provide an overview of traditional event studies and four alternative methods for causal events studies in finance based on the synthetic portfolio approach and its relationship to DID in this context. We mention in the introduction the importance of a causal approach to event studies, but in addition these alternative methods are able to handle the high-dimensional challenge brought by the large asset space in the US stock market. The main reason that we want to consider a large asset space is to provide a matching technique that avoids any Ad hoc choice of which
stock should be in the control group. This is a desired property since the abnormal returns (estimated effects of the intervention) will be more robust and less sensitive to the choice of the researcher. These regularized estimators have the advantage that they provide automatic punning of the units within the control group and hence they avoid any manipulation in favor of a particular hypothesis; this is desired property of the estimator and the research design ([28]).

From a statistical point we can test the viability of the alternative methods by looking at the biased and variance of the proposed estimators for the average treatment effects. In addition, we measure the mean square error of the synthetic portfolio in-sample and out-of-sample in the estimation window. For this reason split the estimation window into a training and testing window (B.2). Although we have argued that with the synthetic portfolio approach there could be less model risk than accepting the market model to build the potential outcome, there could potentially be the risk of over-fitting by the best synthetic tracking portfolio. The mean square error and the estimated treatment effect will give us an idea of the possible trade-off regarding over-fitting, bias and variance of the proposed estimators.

We now setup a simulation exercise in order to determine the statistical and financial merits of the alternative methods for event studies. The simulation considers a large dimensional asset space of five hundred assets \( J = 500 \). We consider a short term financial event study where cumulative abnormal returns are measured one day before and after the event \((-1, 1)\) for the stock return that is affected by the event, \( R_{1,t} \). In event studies with daily data the estimation window has a length of 150 trading days. We consider these 150 trading days as the training data and introduce 50 trading days for the testing window. In addition we consider a gap window with a duration of 25 trading days. Therefore the training window \([T_1, T_2]\) will cover trading days \([-226, -76]\) and the testing window will cover trading days \([-76, -27]\). We perform 10,000 simulations.

The data generating process for all of the stocks is a one-factor model (a CAPM model with estimated \( \beta 's \)) or a stationary first order autoregressive process. For the one factor model,

\[
R_{i,t} = \alpha + \beta R_{m,t} + \varepsilon_{i,t},
\]

we first simulate the market return \( R_{m,t} \sim N(0, 1) \), fix a value for \( \alpha = 0.1 \) and set a value for \( \beta = 0 \) for the first hundred stocks, for \( \beta = 0.2 \) for the next hundred stocks and so on until the last hundred assets with \( \beta = 1 \). The
idiosyncratic component for each stock is simulated as, $\varepsilon_{i,t} \sim N(0,1.5)$. We use this data generating process to simulate the behavior of all of the stocks and during the entire time line. However, for the stock 1 affected by the event we simulate the effect of the event at the event time $T_4 + 1$ such that, $R_{1,t}^N = R_{1,t}$ for $t > T_4$ is the latent potential outcome, in other words the realization where the event does not take place. The observed outcome (the event takes place) is given by $R_{1,T_4+1} = R_{1,t} + \gamma$, where $\gamma = -0.035$ implies a drop in the returns of 3.5% once the event takes place, for example a merger announcement.

For the first order autoregressive process,

$$R_{i,t} = \alpha + \phi R_{i,t-1} + \varepsilon_{i,t},$$

we simulate the idiosyncratic component $\varepsilon_{i,t}$ as we did in the previous case and start the recursion with $R_{i,0} = 0$. We consider different values for $\phi$ consistent with stationarity and $\alpha = 0.1$. The effect of the event on stock 1 is modeled as in the previous case. An important difference from the previous case is that we do not have an explicit simulation of the market returns $R_{m,t}$, required to estimate the market model. In this case we use as the market return the ex-post equal weighted portfolio (excluding the stock 1), $R_{m,t} := \frac{1}{J-1} \sum_{j=2}^{J} R_{j,t}$. After simulating the returns using each of the data generating process we estimate the abnormal return at the event date $T_4 + 1$ which is equivalent to the treatment effect, $\hat{\gamma}$. We look at the average treatment effect over all the simulations and compare across the different models.

The results are summarized in tables A.1, A.2 and A.3. The mean square error in the training and testing window indicates that there is some degree of over-fitting in synthetic portfolio method, specially using Elastic-Net. The overall performance of the Elastic-Net estimator is above all other estimators in the training window but not in the testing window. On the other hand the performance for the naive synthetic and the difference-in-difference estimator is rather stable at both in and out-of-sample. The Market model also shows good performance, specially when the the asset of interest $R_{1,t}$ has a true $\beta$ that approaches one ($\beta = 0.8$ and $\beta = 1$). This is to be expected because this is the situation where the market model provides the best tracking performance. When the data generating process is an autoregressive model and the process has a strong autocorrelation the performance of all of the methods is rather poor.

In table A.3 we look at the estimated treatment effect and the variance (in
parenthesis). The true treatment effect is $\gamma = -0.035$ and hence we are interested in the performance of the estimators that indicate the lowest bias. The lowest bias is obtained by the Elastic-Net estimators for $\beta = 0.5, 0.8$, the synthetic naive estimator for $\beta = 0.2$ and the market model for $\beta = 1$. With respect to the variance all of the estimators indicate a large uncertainty around the point estimates and it is not clear which is preferable in terms of the variance, therefore relative performance can only be based on the bias. When the data generating process is an autoregressive model with either a strong persistence or driven only by noise performance of all of the estimators is poor.

5. Empirical application: Merger announcements

We obtain M&A data from the Thomson Reuters SDC Platinum Financial Securities database. Thomson Reuters SDC collects all M&A transactions in the US that involve at least 5% of the ownership change of a company. We apply several filters to the M&A data that are common practice in the literature [29]. We download all US M&A transactions from 2003 to 2014. After applying these filters and merging the resulting events with the CRSP databases, we identify 5,025 M&A announcements from June 2003 to December 2014.

The theoretical and empirical literature on the effects of merger announcements is extensive and our aim is not to provide an exhaustive overview (there are some very comprehensive reviews, [30] more recently an on-line special issue of financial management).

We focus on identifying the main empirical results and the well established empirical regularities that have been published using predominantly traditional event study methodologies with a large scale sample, that it where the number of events exceeds 1,000 observations. We also look at the more recent literature that has used propensity score matching as a first step toward balancing the treatment and control groups, in particular, [7] and [31].

Table A.4 provides a short summary of the effects of mergers on market value of the firm. This summary is meant to be illustrative rather than comprehensive. One important observation is that most of these large scale studies have been performed with data from the 80’s and 90’s. The literature is concerned not only in a brought measure of impact for all firms but in a quest to determine how theses effects change along different dimensions, for
example by taking the point of view of the acquirer/bidder or the target, whether the company is publicly traded or a private company, if the merger is financed using cash or stock, or if there is a diversification motive from the bidder\(^7\). Some of the empirical regularities are: positive (negative) effects are observed for bidders acquiring private (public) firms; positive effects are observed for target firms when the acquirer is either a public or a private firm, but the value creation is larger for the former; all stock (all cash) financed bids have a negative (positive) effect on stock performance, unless the target is a private firm where stock finances acquisitions create value. The more recent literature has also taken advantage of propensity score matching to rebalanced the sample of teated and control firms, in the first example all stock finances acquisitions still create negative effects as apposed to all cash deal, however by using propensity score matching the difference between the effects for all-cash or all-stocks is smaller. Finally, the observed premium for target public firms versus private firms becomes statistically not significant by after using propensity score.

We examine the effects of merger announcements of the firm value in the short term using the competing method, but we reports the findings that used the traditional method (the market model), synthetic portfolio (where estimation is base on Elastic-net version with non-negative portfolio weights), and difference-in-difference (we have shown in section 3 that is related to the naive synthetic portfolio.). We also estimates these effects along different subsets of data that have been well studies in the literature, A.4.

The results are presented in figure ???. The average estimated effects are nominally very similar across the different methodologies. It is important to note that these average are estimated using the cross section of events, and although the averages are similar in magnitude, we reject the null hypothesis that the sample of individual measures are statistically equivalent across the different methodologies. These results are consistent with the simulations where we find close estimates of the true treatment across the different methodologies. The sample specific results are consistent with the literature, for example the effect on the bidders performance is small varying form

\(^7\)This diversification motive takes into account if the target firm belong to a significantly distant industry from the bidding firm.
0.52% to 0.71% and for the target the it is quite large varying from 19.4% to 20%. In the literature, based on an earlier historical sample, these estimates are around 1.8% and 27.7%, respectively. We also observe the change in the sign, for a bidder acquiring a private firm (0.78% to 1%) versus a public firm (−0.67% to −0.57%). On the other hand with all of the three methods we do not observe that 100% stock financed mergers has a negative affect on the bidder after the announcement, the effect is positive (0.27% to 0.38%) but small than in the case of 100% cash deals (0.5% to 0.66%). For all other cases such as diversified/un-diversified, a single or more than one bidder the signs and the magnitude are within the range of the results in the literature.

As mentioned in 3 one of the additional benefits of framing traditional event studies within causal inference is the use of Andrews end-of-sample instability test. This test is not affected by the extremely small sample of the event window that makes traditional parametric t-test of non-parametric wilcoxon test, difficult to apply in this context. Therefore we can use the subset of events where we can reject the null hypothesis that the treatment effect is zero and therefore we have events either with strictly positive or negative effects of the merger. That is we are interested in the number of cases where the effects is different from zero, these samples represent anywhere from 8% to 25% of the total sample, for example out of 1,009 events for acquisitions where the announcement involves a public target, there are 144 cases where the effect on the bidder is significantly positive and 223 cases where it is significantly negative. This means that overall negative average effect is strongly affected by a number of treatment effects for approximately 640 cases where the true effect is statistically non-existent. In figure B.3 we use the sub-samples to get an idea of the magnitude of the effects along the different cases considered in the literature. This provides a way to derive some lower and upper bound for the treatment effect that circumvents that controls for the individual events for which the true effect of the merger announcement is zero. The magnitude of these effects are more or less equivalent across the different methodologies therefore we only report the results based on the traditional market model. The results indicate, that although as we saw before that the overall average effect of merger announcements is negative on the firm value of the bidder if the target is a public company, there are 146 events in the sample where the effect is in average 8.4%. Another interesting case is for 100% stock financed mergers, where the literature reports negative effects on the bidder in the magnitude of −3.5%, and we find an overall small
but positive effect 0.37% and also a subset of firms where the average effect is significantly positive 16% and significantly negative −9.1%.

6. Conclusions and future research

The methodological framework for events studies was laid out in the late sixties and although the testing framework has evolved, the estimation approach has not change profoundly since it was laid out. Research on methods has also received little attention and even though the estimation of cumulative abnormal returns is not the main focus of the papers in empirical finance they still represent an important first in many empirical motivated research questions across the different areas of finance. In the last twenty years research in causal inference methods has introduced more credible tools to re-examine causal effects that are at the core of many questions that motivate empirical research. This paper provides a simple unifying framework between traditional event study estimation methods and modern causal inference methods, in particular synthetic control methods. The framework is based on common tool in finance which is an optimal tracking portfolio. Although causal inference methods are already within the toolkit of empirical finance researchers, in particular the use of propensity score matching, a competing method like synthetic control has not been extensively used. The simulation exercise and the empirical application indicate that the market model provides a counterfactual as good as the synthetic portfolio estimators we introduce. Fitting the return of interest through the market model is also based on the idea that a portfolio provides a good potential outcome, therefore the results are not too surprising. Additional research will eventually tell us if the conditions under which this performance is adequate hold in general or under specific conditions for example if the asset space for estimating these portfolios is sufficiently large and/or the granularity of the elements in the portfolio.
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| Estimator           | $\beta = 0.2$ | $\beta = 0.5$ | $\beta = 0.8$ | $\beta = 1$ | $\phi = 0$ | $\phi = 0.9$ |
|---------------------|----------------|----------------|----------------|--------------|-------------|--------------|
| Market              | 8.89           | 8.88           | 8.88           | 8.88         | 12.18       | 57.20        |
| Syn.Lasso           | 8.78           | 8.72           | 8.68           | 8.64         | 9.21        | 5.98         |
| Syn.Elastic-Net     | 6.84           | 6.52           | 6.24           | 6.07         | 5.27        | 3.74         |
| Syn.Elastic-Net$\%\hat{*}$ | 6.86    | 6.55           | 6.26           | 6.09         | 5.57        | 6.05         |
| Syn.naive           | 9.12           | 9.02           | 9.11           | 9.27         | 12.49       | 66.19        |
| Dif-in-Dif          | 9.12           | 9.02           | 9.11           | 9.27         | 12.49       | 66.19        |

Note: The mean square error is estimated in-sample using the information in the testing subset of data from the estimation window, $t \in [T_1, T_2)$. All of the estimators that use regularization impose non-negative weights. The estimator Syn.Elastic-Net$\%\hat{*}$ includes a constant in the estimation of the weights.

Table A.1: Mean square error in training window

Appendix A. Tables
### Table A.2: Mean square error in testing window

| Estimator       | $\beta = 0.2$ | $\beta = 0.5$ | $\beta = 0.8$ | $\beta = 1$ | $\phi = 0$ | $\phi = 0.9$ |
|-----------------|----------------|----------------|----------------|-------------|-------------|-------------|
| Market          | 9.11           | 9.12           | 9.10           | 9.09        | 11.01       | 17.83       |
| Syn.Lasso       | 9.05           | 9.23           | 9.49           | 9.72        | 9.81        | 38.59       |
| Syn.Elastic-Net | 9.40           | 9.47           | 9.57           | 9.70        | 9.69        | 68.01       |
| Syn.Elastic-Net*| 9.39           | 9.47           | 9.57           | 9.70        | 9.69        | 60.81       |
| Syn.naive       | 9.10           | 9.01           | 9.09           | 9.24        | 10.06       | 21.47       |
| Dif-in-Dif      | 9.10           | 9.01           | 9.09           | 9.24        | 10.06       | 21.47       |

Note: The mean square error is estimated out-of-sample using the information in the testing subset of data from the estimation window, $t \in [T_2, T_3]$. All of the estimators that use regularization impose non-negative weights. The estimator Syn.Elastic-Net* includes a constant in the estimation of the weights.

### Table A.3: Simulated treatment effect

| Estimator       | $\beta = 0.2$ | $\beta = 0.5$ | $\beta = 0.8$ | $\beta = 1$ | $\phi = 0.035$ | $\phi = 0.035$ |
|-----------------|----------------|----------------|----------------|-------------|----------------|----------------|
| Market          | -0.030         | -0.053         | -0.028         | -0.056      | 0.001          | -0.001         |
| (2.97)          | (3.03)         | (3.02)         | (2.97)         | (1.01)      | (1.02)         |                |
| Syn.Lasso       | 0.060          | 0.030          | 0.049          | 0.003       | 0.001          | -0.002         |
| (2.96)          | (3.06)         | (3.09)         | (3.07)         | (1.00)      | (1.08)         |                |
| Syn.Elastic-Net | -0.022         | -0.045         | -0.038         | -0.081      | 0.001          | -0.002         |
| (3.02)          | (3.09)         | (3.11)         | (3.07)         | (1.00)      | (1.08)         |                |
| Syn.Elastic-Net*| -0.021         | -0.044         | -0.039         | -0.082      | 0.001          | -0.002         |
| (3.01)          | (3.09)         | (3.11)         | (3.07)         | (1.04)      | (1.08)         |                |
| Syn.naive       | -0.036         | -0.054         | -0.032         | -0.065      | 0.001          | -0.001         |
| (2.96)          | (3.02)         | (3.02)         | (2.99)         | (1.00)      | (1.04)         |                |
| Dif-in-Dif      | -0.037         | -0.053         | -0.031         | -0.061      | -0.001         | -0.001         |
| (2.97)          | (3.03)         | (3.03)         | (3.00)         | (1.00)      | (1.03)         |                |

Note: Average treatment effects are reported for the simulation exercise along with the variance in parenthesis. The true treatment effect is $\gamma = -0.035$ and the number of simulations is 10,000. All of the estimators that use regularization impose non-negative weights. The estimator Syn.Elastic-Net* includes a constant in the estimation of the weights.
| Study                                                                 | ACAR % | sample and results |
|----------------------------------------------------------------------|--------|--------------------|
| **M&A Announcement-induced ACAR to U.S. Bidders, large sample (1980-2002)** |        |                    |
| Fuller, Netter, and Stegemoller (2002)                               | (-2,2) | 1.80 -1.00 2.10    |
| Bradley and Sundaram (2006)                                          | (-2,2) | 1.40 -0.70 1.90    |
| Betton, Eckbo, and Thorburn (2009)                                   | (-1,1) | -1.20              |
| Akbulut and Matsusaka (2003)                                         | (-2,1) | 1.20 1.10          |
| Savor (2006)                                                         | (-1,1) | -3.50 1.00         |
| Moeller, Shlingemann and Stultz (2007)                               | (-1,1) | 0.80 -2.30 3.40    |
| **M&A Announcement-induced ACAR to U.S. Bidders, large sample (1985-2009), Propensity Score** |        |                    |
| Golubov, Petmezas, Travlos (2015)                                   | (-2,-2)| -1.31 -2.29 0.50  |
| difference all-stock, all-cash                                       |        | No PSM5 PSM       |
| **M&A Announcement-induced ACAR to U.S. Target, large sample (1980-2002), Propensity Score** |        |                    |
| Svetina (2012)                                                       | (-1,1) | 27.79 17.69        |

Note: 1) public and private target firms in the merger. 2) underspecified or diversified deals, meaning that the target firms belongs or does not belong to the same sector. 3) The merger is finance completely by cash or by stocks form the point of view of the acquirer. 4) The target firm is public or private and the acquirer is financing the bid using stocks. 5) propensity score matching is used to balance the treatment and control sample in the estimation of the treatment effects. 6) public and private bidding firms in the merger (in this particular result the difference becomes statistically insignificant once propensity score is used).

Table A.4: Review of the literature
Appendix B. Figures

Figure B.1: Timeline for an event study.

Figure B.2: Timeline for an event study with a training and testing window.
(a) Average cumulative abnormal returns, market model.

(b) Average cumulative abnormal returns, elastic net.

(c) Average cumulative abnormal returns, difference-in-difference. Note: The numbers in italic along the x-axis indicate the number of events that are considered for each case.
Figure B.3: Average cumulative abnormal returns, for events where the treatment effect is statistically above or below zero, using Andrews end-of-sample stability test.