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Abstract—In recent years, display intensity and contrast have increased considerably. Many displays support high dynamic range (HDR) and 10-bit color depth. Since high bit-depth is an emerging technology, video content is still largely shot and transmitted with a bit depth of 8 bits or less per color component. Insufficient bit-depths produce distortions called false contours or banding, and they are visible on high contrast screens. To deal with such distortions, researchers have proposed algorithms for bit-depth enhancement (dequantization). Such techniques convert videos with low bit-depth (LBD) to videos with high bit-depth (HBD). The quality of converted LBD video, however, is usually lower than that of the original HBD video, and many consumers prefer to keep the original HBD versions. In this paper, we propose an algorithm to determine whether a video has undergone conversion before compression. This problem is complex; it involves detecting outcomes of different dequantization algorithms in the presence of compression that strongly affects the least-significant bits (LSBs) in the video frames. Our algorithm can detect bit-depth enhancement and demonstrates good generalization capability, as it is able to determine whether a video has undergone processing by dequantization algorithms absent from the training dataset.

Index Terms—bit-depth enhancement, de-quantization, high dynamic range, video compression

I. INTRODUCTION

Traditionally, storing a video pixel’s color component employs 8 bits. Using 256 gradations of each color was sufficient for early digital displays that had a maximum brightness of about 100 nits: the transitions between nearby colors looked smooth. In recent years, however, more and more devices enable high dynamic range and have screens with higher contrast. Foremost are HDR (High Dynamic Range) TV screens, although many smartphones also support this feature. On such screens, distortions caused by quantization of scene light into discrete values become visible: changes between nearby colors are noticeable, resulting in artificial bands in the image. This unwanted effect is called banding or false contours.

Formats with high bit-depths are becoming more widespread. In the high-quality-television industry, the 10-bit format is practically a standard. Formats that support 12 bits are also under development [1] and serve in the entertainment industry. Additional bits allow expansion of the transmitted signal’s color gamut (for example, HDR and WCG, or wide color gamut) as well as reduction of the quantization step, thereby smoothing the gradients between nearby color values to eliminate distortions resulting from insufficient bit-depth. Figure 1 demonstrates such distortions.

Researchers developed band-masking algorithms (debanding algorithms) and LSB-recovery (bit-depth-enhancement) algorithms to convert low bit-depth (LBD) video or images to high bit-depth (HBD) video or images (i.e., to perform so-called up-conversion). Debanding methods take an image as input and attempt to smooth or redistribute pixel values in areas with noticeable distortions. They usually detect areas with banding and only operate on those areas. The reconstruction algorithms try to predict LSBs in an HBD video.

The emergence of neural networks has caused rapid proliferation of bit-depth enhancement algorithms; some examples noticeably improve the visual quality of images. Certain algorithms perform bit-depth enhancement through per-frame restoration or by aggregating information from several video frames, thereby increasing the recovery quality.

Up-converted images and videos have worse visual quality than true-HBD images and videos because the algorithms are imperfect. True high bit-depth means the source video was captured and stored in that format. Many consumers prefer original HBD videos over converted ones, so a relevant problem is detection of HBD videos created by up-conversion from LBD videos.

Several algorithms can detect and assess banding visibility.
One disadvantage, however, is that the noticeability of banding can vary with contrast and resolution; the abovementioned methods target standard displays and require nontrivial parameter tuning to work with screens that have a strong contrast ratio. No current banding-detection method directly predicts the video’s true color depth, a characteristic that affects video quality. Bit-depth strongly affects visual quality, and true HBD videos have higher quality than up-converted ones [2]. But HBD and up-converted LBD are often indistinguishable by objective-quality metrics, including those based on banding-detection algorithms.

Our paper’s main contribution is a new method for detecting up-conversion that took place after video compression, which hides manipulation of LSBs. We aim to detect up-conversion from 6 to 8 bits and from 8 to 10 bits — the most widely used bit-depths. The technique generalizes well even to dequantization algorithms whose outputs are absent from the training set. The code and models are publicly available at https://github.com/msu-video-group/BDEDM.

II. Related work

To the best of our knowledge, no published work aims to detect bit-depth enhancement (up-conversion). Since most video is distributed in a compressed state, our aim is detection of bit-depth increases in compressed video, but this last condition complicates the problem. Bit-depth enhancement algorithms are strongly related to the subject, so we review them briefly.

The following are the two most common approaches to suppressing distortions that result from insufficient video bit-depth:

- Image filtering or pixel-value redistribution by adding noise (dithering).
- Attempting to restore the image’s LSBs.

The first approach may not increase the video’s bit-depth, but when applied to, for example, a 10-bit image with 8 high bits corresponding to some 8-bit image and 2 low bits corresponding to noise or zeros, the output is an approximation of the LSBs, and the distortion becomes slightly less noticeable. The first step in this type of approach is usually to locate regions with visible banding; the second is to smooth these areas and thereby suppress the artifact’s visibility. In [3], for example, the authors analyze the image at multiple resolutions to detect banding and then make the banding less visible through probabilistic dithering. The authors of [4] segment the input images by color-channel values to identify large single-color regions and, afterward, also apply dithering. Instead of dithering, [5] employs an adaptive directional smoothing filter; [6] applies a banding-search algorithm based on distortion visibility. These approaches focus on detection and correction of banding regions, but none enhances the LBD in other areas of a video frame.

The second approach reconstructs an image’s least-significant bits from the most-significant bits. It became widespread with the arrival of neural networks, but classical algorithms are also worth describing. Many such algorithms are similar to debanding, as they focus on restoring regions that contain false contours. For instance, [7], [8] propose filling the low bits in accordance with the distance to the false contours. In [9], [10], recovery of the low bits employs graph-signal processing and analysis of statistical patterns in a natural image.

Neural-network methods for LSB restoration divide into those that use only one frame and can operate on both images and videos, and those that use multiple frames. The techniques in [11], [12] employ a deep neural-network ResNet to recover missing LSBs. In [13], the authors extend the idea of [12] to reconstruct each subsequent bit plane by training a separate model for each one. The researchers in [14] apply a generative adversarial neural network, training the generator to restore the low bits and training the discriminator to determine whether the image is the original HBD or the result of up-conversion. In [15], the authors propose a multiscale fusion neural network to combine features extracted from the image pyramid.

The work in [16]–[18] uses multiple frames to recover the video’s LSBs. The approach of [16] is to align five consecutive frames using motion compensation, then process each frame using ResNet; afterward, the extracted features are combined and fed to ResNet, but inverse convolutions restore the final frame with high color depth. Another variation, [17] proposes a neural network with 3D convolutions. The authors of [18] investigate different ways to align consequent frames for bit-depth reconstruction and conclude that the alignment works best using the global attention module [19]. But no existing up-conversion technique can accurately predict the LSBs of a true HBD video; an unnatural appearance caused by bit-depth enhancement is always noticeable on close examination.

III. Proposed method

A sequence of compressed video frames containing I, P, and B frames. We trained a classifier to detect whether the dequantization algorithm obtained the two LSBs, and we calculated the following:

- Average size of compressed I, P, and B frames. This feature is useful, as the stronger the compression, the more the LSBs of the compressed frames differ from those of the original uncompressed frames.
- Per-frame mean value and standard deviation of the two least-significant bits for each frame type.
- Statistical tests on simple features to determine for each frame type whether the features belong to a normal distribution and whether the feature values from the given frames belong to the same distribution.
- Average prediction of a module trained on uncompressed up-converted video for different frame types and statistical tests. We describe this module in detail below.

The algorithm extracts the abovementioned features (except the average compressed-frame size) for each color channel of the input video. Block diagram of our algorithm is presented in Figure 2.
A. Detection of bit-depth up-conversion for uncompressed frame

Detecting bit-depth up-conversion in uncompressed video is easier than doing so after compression, since compression modifies the video’s LSBs and leaves behind flattened traces. For example, checking whether the conversion algorithm has set the LSBs of an uncompressed video to zero is easy. More-complex algorithmic up-conversion necessitates creation of more-sophisticated features. Our proposed method works for a single frame, so it applies even to still images.

Let image $H$ contain the most-significant bits (MSBs) of the color channel $C$ for input frame $I^d$ of size $w \times h$, where $d$ is the frame’s bit-depth:

$$C(i, j) = c_{i,j} = (b_1, b_2, ..., b_d)$$  \hspace{1cm} (1)

$$H(i, j) = (b_1, b_2, ..., b_{d-2})$$  \hspace{1cm} (2)

The image $L$ contains two LSBs of the input frame $C$:

$$L(i, j) = (b_{d-1}, b_d)$$  \hspace{1cm} (3)

The algorithm must determine whether the frame’s two LSBs are original or obtained by up-conversion. We therefore estimate how much the standard deviation $Std(i, j)$ of $L$ depends on the color intensity $Int(i, j)$. We calculate these values in square areas with side length $2s + 1$ and center on each image pixel, except those adjacent to the frame borders. Our estimate of the intensity $Int(i, j)$ is the average of the MSBs in each square region.

Flat areas should be discarded. In addition, we also introduce $D(i, j)$ as standard deviation over $H$. Flat areas should be discarded. So in addition, we also introduce $D(i, j)$ as the standard deviation over $H$. If $D$ is zero, the MSBs are the same in the area of the pixel at coordinates $i$ and $j$, and the LSBs in this area should be nearly identical. Often, this effect is observable in under- and overexposed image areas. Such distortions can affect visual quality. One goal of HDR video is to reduce the size of these regions, but small highlighted and underexposed areas are common and generally have little effect on visual quality. Therefore, we exclude from consideration the blocks for which $D$ is zero. Thus, we obtain the set of points $P$:

$$P = \{ (Int(i, j); Std(i, j)) : D(i, j) > 0 \}$$  \hspace{1cm} (4)

We normalize the data so the mean is zero and the maximum deviation from the mean is less than or equal to one. As the Figure 3 shows, the point set for true HBD images is more uniform along the x-axis than a point set corresponding to the same image with artificially enhanced bit-depth. This effect is observable in most images. We evaluate uniformity along the x-axis by dividing the values into $n$ bins:

$$S_m = \{ (x, y) \in P : x \in \left[ \frac{m-1}{n} k + b, \frac{m}{n} k + b \right] \}$$  \hspace{1cm} (5)

$$k = \max_{(x, y) \in P} x - \min_{(x, y) \in P} x$$  \hspace{1cm} (6)

$$b = \min_{(x, y) \in P} x$$  \hspace{1cm} (7)

We empirically chose the number of bins to be $n = 100$. Next, our algorithm calculates the mean and standard deviation of each bin. For each mean and standard deviation across all bins, we calculate the number of outliers using the three-sigma rule. The entropy is then the following:

$$Entropy = - \sum_{m=1}^{n} \delta_m \log \delta_m$$  \hspace{1cm} (8)

$$\delta_m = \max_{(x, y) \in S_m} y - \min_{(x, y) \in S_m} y$$  \hspace{1cm} (9)

The entropy and number of outliers that we calculate for each color channel form the feature vector. For classification, our approach uses voting by two classifiers: support-vector machine (SVM) [20] and gradient-boosting machine (GBM) [21]. Both allow us to estimate a posteriori class-membership probabilities. We employ the average probability as a feature in subsequent bit-depth-enhancement detection for compressed videos. Our algorithm requires just one frame but no additional information about the compressed video’s structure, so it can function on both uncompressed video and still images. But the algorithm deals less well with video frames after compression, which causes features of the original HBD images to become similar to those of up-converted images.
B. Detection of bit-depth up-conversion in compressed video

To detect bit-depth conversion in compressed video, we propose estimating the correlation of corresponding features for different frame types, which employ different compression techniques and therefore exhibit different degrees of distortion compared with the uncompressed original frames. We calculate basic features: the mean and standard deviation of the LSBs, the average values for each frame type, and the average probability predicted by the SVM and GBM classifiers. For the original HBD videos, we then consider the sets of features for different frame types as samples from the normal distribution. For each set of I-, P-, and B-frames we compute the Shapiro-Wilk [22] test, examining the null hypothesis that the feature distributions are normal. Our approach then employs the resulting statistics as features in the classifier. Afterward, we use Student’s t-test [23] to evaluate the hypothesis that the samples from each pair of frame types belong to the same distribution. We calculate the described characteristics for each color channel and apply a random forest classifier to detect bit-depth up-conversion in a compressed video.

IV. EXPERIMENTS

A. Datasets

To train, validate, and test the algorithm, we prepared a dataset based on videos published by CableLabs [24]. We refer to this dataset as CableLabs. From the original set we took nine source clips of 3–6 minutes in duration, each having 10 bit-depth. Our next step was to use VQMT [25] to split the clips into scenes of at least 50 frames. The result was 169 uncompressed videos, forming the basis of the dataset. To obtain up-conversion examples, we replaced the lower two bits with zeros, noise, and the results of ALBM [13]. We compressed the resulting videos using the H.265 codec in FFmpeg [26], with the CRF (constant rate factor) parameter in the 0–24 range. In total, the result was a dataset of about 8,000 training videos. We applied leave-one-out (LOO) cross-validation [27] to fine-tune the classifier parameters as well as to estimate classification quality. In LOO, all videos that belong to the same source film were either in the training set or in the validation set. Thus, the model underwent training on the videos obtained from eight clips and then validation on one clip; afterward, we averaged nine results over the clips.

To test more conversion methods, we collected a dataset of publicly available videos from Vimeo. We refer to this dataset as Vimeo. Our selection included only videos with a low compression rate and 10-bit color depth. From them we chose 16 initial videos and replaced their LSBs with the prediction results of bit-depth enhancement algorithms. Among these algorithms were neural-network bit-depth enhancement methods ALBM [13], BE-CNN [11], BE-CALF [12], RMFNet [15], and BitNet [28]; classical bit-depth enhancement algorithms CA [8], CRR [7], MRC [29], and IPAD [10]; and debanding algorithms AdaDeband [6], deband, and gradfun. FFmpeg implements both deband and gradfun.

B. Evaluation on uncompressed videos

The training process involved only CableLabs. We used LOO cross-validation to estimate an average F1-score. Test-
TABLE II
DETECTION QUALITY FOR VARIOUS UP-CONVERSION ALGORITHMS
PROCESSING UNCOMPRESSED VIDEOS

| Up-conversion algorithm | 6 to 8 bit F1-score | 8 to 10 bit F1-score |
|------------------------|---------------------|---------------------|
| ALBM [13]              | 0.93                | 0.92                |
| BE-CNN [11]            | 0.91                | 0.91                |
| BE-CALF [12]           | 0.90                | 0.90                |
| RMFNet [15]            | 0.76                | 0.74                |
| BitNet [28]            | 0.87                | 0.83                |
| CA [8]                 | 0.92                | 0.90                |
| CRR [7]                | 0.90                | 0.90                |
| MRC [29]               | 0.90                | 0.91                |
| IPAD [10]              | 0.90                | 0.87                |
| AdaDeband [6]          | 0.94                | –                   |
| deband                 | 0.56                | 0.52                |
| gradfun                | 0.80                | 0.69                |
| zeros                  | 0.94                | 0.92                |
| noise                  | 0.92                | 0.89                |

The table shows the F1-score for various up-conversion algorithms, with results for both 6 to 8 bit and 8 to 10 bit cases.

Table II contains results from this comparison. On most up-conversion algorithms, our method shows good quality for both cases: detection of video up-conversion from 6 bit-depth to 8 bit-depth and detection of video up-conversion from 8 bit-depth to 10 bit-depth. This outcome indicates good generalizability of our method, since its training excluded videos converted by these algorithms.

C. Evaluation on compressed videos

Table I shows that the algorithm performs well on both datasets. The detection quality for up-conversion from 6 to 8 bit-depth videos is higher than that from 8 to 10 bit-depth. CableLabs contains about 9,500 videos; Vimeo, about 3,000.

To study the effect of compression ratio on the algorithm’s quality, we plotted the F1-score against bitrate. As Figure 4 shows, the quality decreases as bitrate decreases, and for low values, the detection quality becomes less reliable. In practical cases, however, the bitrate is higher and the algorithm shows good quality.

TABLE III
DETECTION QUALITY FOR FULL AND REDUCED METHOD

| Method                  | Bit-depth    | F1-score   |
|------------------------|--------------|------------|
| proposed method        | 6 to 8 bit   | 0.9247     |
|                        | 8 to 10 bit  | 0.8028     |
| w/o uncompressed image up-conversion detector | 6 to 8 bit | 0.7256 |
|                        | 8 to 10 bit  | 0.5110     |

D. Ablation study

We conducted a study of proposed method for redundancy. Our results show that the method’s quality falls when training occurs without pretraining the SVM and GBM classifiers on uncompressed frames. We tested two variants of the method trained on CableLabs and tested on Vimeo. As Table III shows, removal of SVM and GBM reduces quality compared with the full method.

E. Computational Complexity

Our method works at a frame rate of 15.34 fps on an Intel Core i7-12700K processor running at 3.7GHz. We estimated this processing speed using FullHD videos from the CableLabs dataset.

V. CONCLUSION

In this paper we described a novel approach to bit-depth enhancement detection for compressed video. Proposed method could help analyze a video’s true bit-depth and predict its quality when displayed on a high-contrast screen. It employs statistical analysis of the correlation between different compressed-video frame types to detect bit-depth processing before compression. The technique performed well during extensive experiments and provides good generalization capability for detecting videos produced by unknown up-conversion algorithms. It works well for uncompressed videos as well as for videos compressed using FFmpeg’s H.265 encoder. Modern video codecs, however, can apply different postprocessing, whose effect on our method’s classification quality has yet to undergo testing.
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