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Abstract—In this paper, a control algorithm for guiding a two wheeled mobile robot with unknown inertia to a desired point and orientation using an Adaptive Model Predictive Control (AMPC) framework is presented. The two wheeled mobile robot is modeled as a knife edge or a skate with nonholonomic kinematic constraints and the dynamical equations are derived using the Lagrangian approach. The inputs at every time instant are obtained from Model Predictive Control (MPC) with a set of nominal parameters which are updated using a recursive least squares algorithm. The efficacy of the algorithm is demonstrated through numerical simulations at the end of the paper.

I. INTRODUCTION

Model Predictive Control (MPC) as a method for designing optimal control inputs for dynamical systems has gained a lot of attention in the past few years. With the increase in computational power, using MPC to obtain optimal control inputs has become more feasible. Since MPC is a closed loop control strategy, it can robustly and optimally compensate for minor disturbances and parametric uncertainties which cannot be accounted for while computing open loop optimal control inputs.

But when the dynamic model of the system is not known or when the model is known but the physical parameters in the model are not known, the control inputs from MPC do not necessarily achieve the desired objective. It is therefore essential to first learn the model from the behaviour of the system to various inputs and then use MPC to obtain optimal control inputs. In this paper, an Adaptive Model Predictive Control (AMPC) framework for systems whose physical model is known but its parameters are unknown is presented so that the learning of parameters and obtaining the optimal control inputs is done simultaneously. More specifically, a system in which the dynamical model is linear in its physical parameters. Such a situation is very common when the robot has to picks up and carry a payload with unknown mass and mass moment of inertia like a warehouse robot which needs to pick up and transfer payloads of different masses and sizes. For such tasks, a non-adaptive control law might not do a good job and hence a necessity to learn more information about the system arises.

Paper structure: In Section II we discuss the nonlinear dynamics used to model the wheeled robot with nonholonomic constraints. In Section III we present the Adaptive MPC Algorithm used to control the robot along a trajectory and the parameter adaptation algorithm used to learn the parameters of the dynamical system. In Section IV we discuss the performance of the controller as modeled by simulations.
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II. DYNAMICS OF A WHEELED MOBILE ROBOT

In this section, the dynamic evolution of the states of the wheeled mobile robot will be presented. The mechanical structure of the wheeled mobile robot is such that it is driven as a differential drive with two wheels actuated by motor torques at the rear and a smooth caster in the front keeps the robot stable. The dynamics are based on the dynamic model of a unicycle with a nonholonomic constraint that the admissible velocity of the robot is only along its orientation, thereby implying that the velocity in the direction perpendicular to its orientation is zero. The mathematical structure of the robot is isomorphic to that of a knife edge actuated by a thrust for motion control along its heading and a torque along the vector perpendicular to the motion plane of the robot to control its orientation.

Using the isomorphic structure between the dynamics of the wheeled mobile robot and the knife edge, the motor torques on the wheels of the robot can be easily calculated using a one-to-one transformation. Hence to simplify the analysis and notation, a dynamic knife edge model will be used in the rest of the paper. The dynamics are described using the Lagrangian formulation. The system in consideration is similar to a knife in structure but with more assumptions on the constraints that the frictional capacity available to keep the skate from moving in the direction perpendicular to its orientation. Further we assume that the frictional force along the direction of motion allows only pure rolling of the wheels and no slippage is allowed. We define two frames, an inertial frame (with subscript A) and a body fixed frame (with subscript B) in our analysis. The transformation between these two frames is achieved through the yaw angle.

The kinetic energy of the system with states $[x, y, \psi, \dot{x}, \dot{y}, \dot{\psi}]$ is given by

$$T = \frac{1}{2} m \dot{x}^2 + \frac{1}{2} m \dot{y}^2 + \frac{1}{2} J \dot{\psi}^2$$ (1)

where $x$ and $y$ are the coordinates of the robot with respect to an inertial frame, $\psi$ is its heading angle and the rest are their respective derivatives.

We assume that the motion of the knife edge is restricted to a plane with the same gravitational potential throughout and hence there will not be any change in the potential energy of the system as the knife edge moves. But this analysis can easily be extended to a case where gravitational potential need not be constant along the path. Since the other potentials remain constant, the kinetic energy will be equal to the Lagrangian ($L := T - V$) of the system.

The constraint on the motion is given by the condition that
the velocity in the direction \( j_B \) i.e., along the direction perpendicular to its orientation is 0
\[
-\dot{x}\sin\psi + \dot{y}\cos\psi = 0 \quad (2)
\]
We control the system by giving two inputs on the system. A thrust \( R \) in the direction of the velocity and a moment \( M \) to change the orientation of the knife edge.

The equations of motion are derived using the Lagrangian formulation by introducing Lagrangian multipliers (\( \lambda \)) since the system is nonholonomic. One can even use the Appelian approach using the acceleration energy to arrive at the equations of motion. The generalized forces on the system can be derived by writing the virtual work (\( \delta W \)) done by the control inputs on the system.
\[
\delta W = (\delta x\cos\psi + \delta y\sin\psi)(R - bv) + \delta \psi(M - c\dot{\psi}) \quad (3)
\]
Where \( v = \dot{x}\cos\psi + \dot{y}\sin\psi \) is the longitudinal velocity, \( b \) and \( c \) are the drag coefficients corresponding to the linear and angular motions respectively. Therefore the generalized forces \( Q_x, Q_y \) and \( Q_\psi \) are equal to \( (R - bv)\cos\psi, (R - bv)\sin\psi \) and \( M - c\dot{\psi} \) respectively.

\[
\begin{align*}
\frac{d}{dt} \frac{\partial L}{\partial \dot{x}} - \frac{\partial L}{\partial x} &= \lambda_1 = Q_x \\
\frac{d}{dt} \frac{\partial L}{\partial \dot{y}} - \frac{\partial L}{\partial y} &= \lambda_2 = Q_y \\
\frac{d}{dt} \frac{\partial L}{\partial \psi} - \frac{\partial L}{\partial \psi} &= \lambda_3 = Q_\psi
\end{align*}
\] (4)

The coefficients \( (\lambda_i) \) to the Lagrange multipliers are the same as the coefficients of the states in the constraint equations. Substituting all the quantities and simplifying we get.
\[
\begin{align*}
m\ddot{x} + \lambda\sin\psi &= (R - bv)\cos\psi \quad (5) \\
m\ddot{y} - \lambda\cos\psi &= (R - bv)\sin\psi \quad (6) \\
J\ddot{\psi} &= M - c\dot{\psi} \quad (7)
\end{align*}
\]
From Newton’s second law, it can easily be seen that the lateral frictional force acting on the skate is the same as the Lagrangian multiplier \( \lambda \).
\[
m\ddot{x}\cos\psi + m\ddot{y}\sin\psi = R - bv \quad (8) \\
-m\ddot{x}\sin\psi + m\ddot{y}\cos\psi = \lambda \quad (9)
\]
By differentiating the constraint equation (2) we get
\[
-\dot{x}\sin\psi - \dot{x}\dot{\psi}\cos\psi + \dot{y}\cos\psi - \dot{y}\dot{\psi}\sin\psi = 0 \quad (10)
\]
Therefore
\[
m\dot{\psi}(\dot{x}\cos\psi + \dot{y}\sin\psi) = \lambda \quad (11)
\]
Here \( \dot{x}\cos\psi + \dot{y}\sin\psi \) is the longitudinal velocity of the knife edge. Denoting the longitudinal velocity by \( v \), we get
\[
m\dot{v} = \lambda \quad (12)
\]
Using the expression for longitudinal velocity, (8) can be simplified as
\[
m\dot{v} = R - bv \quad (13)
\]
We can combine all these equations into a simple state space form as follows
\[
\begin{pmatrix}
\dot{x} \\
\dot{y} \\
\dot{\psi} \\
\dot{v}
\end{pmatrix} =
\begin{pmatrix}
\cos(\psi) & \sin(\psi) & 0 & \frac{\kappa}{m} \\
\sin(\psi) & -\cos(\psi) & 0 & \frac{\kappa}{m} \\
\lambda & \lambda & 0 & \lambda \\
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
\psi \\
v
\end{pmatrix} +
\begin{pmatrix}
0 \\
0 \\
0 \\
\frac{R - bv}{m}
\end{pmatrix}
\]
(14)

The nonholonomic constraint that the robot cannot move in the direction perpendicular to its orientation given by (2) is satisfied at every instant and can be easily verified by substituting (14) in (2). To simplify the computation process by approximating the infinite dimensional optimization problem to a finite dimensional optimization problem, the dynamics will be discretized as follows and will be used to model the behavior of the robot in the rest of the paper. The discretized equations are obtained using Euler discretization with a sampling interval \( \Delta t \). A more complicated yet better approximation can be obtained using first order hold or any other similar higher order interpolations for the inputs between the sampling points. The discretized dynamics are given by
\[
\begin{pmatrix}
x_{t+1} \\
y_{t+1} \\
\psi_{t+1} \\
v_{t+1} \\
\omega_{t+1}
\end{pmatrix} =
\begin{pmatrix}
x_t + v_t\cos(\psi_t)\Delta t \\
y_t + v_t\sin(\psi_t)\Delta t \\
\psi_t + \omega_t\Delta t \\
v_t + (R - bv_t)\Delta t \\
\omega_t + (M - c\dot{\psi}_t)\Delta t
\end{pmatrix}
\]
(15)

An equivalent representation of (15) as following will be used in the Adaptive MPC algorithm.
\[
\begin{pmatrix}
x_{t+1} \\
y_{t+1} \\
\psi_{t+1} \\
v_{t+1} \\
\omega_{t+1}
\end{pmatrix} =
\begin{pmatrix}
x_t + v_t\cos(\psi_t)\Delta t \\
y_t + v_t\sin(\psi_t)\Delta t \\
\psi_t + \omega_t\Delta t \\
v_t + \alpha_v v_t + \beta_v R \\
\omega_t + \alpha_\omega \omega_k + \beta_\omega M
\end{pmatrix}
\]
(16)

Where
\[
\begin{align*}
\alpha_v &= \frac{1}{m} \\
\beta_v &= \frac{\Delta t}{m} \\
\alpha_\omega &= \frac{1}{J} \\
\beta_\omega &= \frac{\Delta t}{J}
\end{align*}
\]
(17)

It can be easily seen that by treating \( \theta = [\alpha_v, \beta_v, \alpha_\omega, \beta_\omega]^T \) as proxy system parameters, the original system parameters \([m, b, J, c]^T\) can be calculated using a simple one-to-one transformation. This transformation (17) makes the system dynamics a linear function of the system parameters. This property will become handy to use existing algorithms during the identification of the system parameters. These dynamics can be compactly written as
\[
X_{t+1} = f(X_t, u_t, \theta)
\]
(18)
where \( X_t \in \mathcal{X} \subseteq \mathbb{R}^5 \) is the state vector and \( u_t \in \mathcal{U} \subseteq \mathbb{R}^2 \) is the vector of control inputs \([R, M]^T\). The equations in (15) will be used to describe the dynamics of the robots.
III. ADAPTIVE MPC

In the dynamic model derived in section II, we start with no knowledge of the system parameters like the mass, mass moment of inertia and the drag coefficients of the robot and estimate them as we go along with the knowledge of the states of the system with a parameter adaptation algorithm and feed it as parameters to an optimization problem at every instance to obtain the optimal control inputs. We assume that we have full access to the states of the robot.

A typical MPC problem is formulated as follows

\[
U^*_t(x(t)) = \arg\min_{U_t} \sum_{k=0}^{N-1} q(X_{t+k}, u_{t+k})
\]

subject to \( X_t = X(t) \) \hspace{1cm} (c1) \hspace{1cm} (19)

\[
X_{t+k+1} = f(X_{t+k}, u_{t+k}, \theta)
\]

\( u_{t+k} \in U \) \hspace{1cm} (c2)

\[
U_t = \{u_t, u_{t+1}, \ldots, u_{t+N-1}\} \hspace{1cm} (c3)
\]

where the constraint (c1) is the measurement, (c2) is the system model as a function of parameters, (c3) is the admissible input set and (c4) is the set of optimization variables. The control input at \( t \) would be the first component of \( U^*_t(x(t)) \) i.e., \( u^*_t \). It is worth noting that the constraints on the state are not included here as the system parameters are not known and guaranteeing the states to be confined to a desired set might not be possible. Instead one could use soft constraints for state constraints.

MPC algorithm in (19) is not implementable just by itself as the system parameters are unknown. So, we start with a guess of the system parameters and calculate the optimal control corresponding to the guess and update the guess at every instant using a parameter adaptation algorithm. MPC and parameter adaptation run simultaneously as shown in Fig. 2. The adaptive MPC structure is formulated as follows with just a minor modification where \( \hat{\theta} \) is replaced by \( \hat{\theta}_t \) which is an output of the parameter adaptation algorithm.

\[
U^*_t(x(t)) = \arg\min_{U_t} \sum_{k=0}^{N-1} q(X_{t+k}, u_{t+k})
\]

subject to \( X_t = X(t) \)

\[
X_{t+k+1} = f(X_{t+k}, u_{t+k}, \hat{\theta}_t)
\]

\( u_{t+k} \in U \)

\[
U_t = \{u_t, u_{t+1}, \ldots, u_{t+N-1}\}
\]

\[
\hat{\theta}_{t+1} = \hat{\theta}_t + \phi_{\omega,t} \omega_{t+1}
\]

\[
\hat{\omega}_{t+1} = \hat{\omega}_t + \phi_{\omega,t} \omega_{t+1}
\]

\[
\omega_{t+1} = \omega_t + \phi_{\omega,t} \omega_{t+1}
\]

\[
\hat{\theta}_{t+1} = \hat{\theta}_t + \phi_{\omega,t} \omega_{t+1}
\]

\[
\hat{\omega}_{t+1} = \hat{\omega}_t + \phi_{\omega,t} \omega_{t+1}
\]

\[
\omega_{t+1} = \omega_t + \phi_{\omega,t} \omega_{t+1}
\]

where \( \theta_\omega = [\alpha_\omega, \beta_\omega]^T \) and \( \omega_\omega = [\alpha_\omega, \beta_\omega]^T \). At every instant with the estimate of the system parameters available, an estimate of the states at the next instance can be found using

\[
\hat{\theta}_{t+1} = \hat{\theta}_t + \phi_{\omega,t} \omega_{t+1}
\]

\[
\hat{\omega}_{t+1} = \hat{\omega}_t + \phi_{\omega,t} \omega_{t+1}
\]

The error between the actual states measured and the projected states at the next instance can now be used to update the parameters using a series parallel PAA as

\[
\hat{\theta}_{v,t+1} = \hat{\theta}_{v,t} + F_{v,t+1} \phi_{v,t} \epsilon_{v,t+1}^0
\]

\[
F_{v,t+1} = F_{v,t} - F_{v,t} \phi_{\omega,t} \phi_{\omega,t}^T F_{v,t}^T \frac{1}{1 + \phi_{\omega,t}^T F_{\omega,t} \phi_{\omega,t}}
\]

\[
\hat{\omega}_{t+1} = \hat{\omega}_t + F_{\omega,t+1} \phi_{\omega,t} \epsilon_{\omega,t+1}^0
\]

\[
F_{\omega,t+1} = F_{\omega,t} - F_{\omega,t} \phi_{\omega,t} \phi_{\omega,t}^T F_{\omega,t}^T \frac{1}{1 + \phi_{\omega,t}^T F_{\omega,t} \phi_{\omega,t}}
\]

\[
\hat{\theta}_{v,t+1} = \hat{\theta}_v + F_{v,t+1} \phi_{v,t} \epsilon_{v,t+1}^0
\]

\[
F_{v,t+1} = F_{v,t} - F_{v,t} \phi_{\omega,t} \phi_{\omega,t}^T F_{v,t}^T \frac{1}{1 + \phi_{\omega,t}^T F_{\omega,t} \phi_{\omega,t}}
\]
where $\epsilon_v^o(t+1) = v_{t+1} - \hat{v}_{t+1}$ and $\epsilon_\omega^o(t+1) = \omega_{t+1} - \hat{\omega}_{t+1}$ are the estimation errors and $\theta(t) = [\theta_v(t)^T, \theta_\omega(t)^T]^T$. These updated system parameters at every instance can now be used in the Adaptive MPC structure in (20).

IV. NUMERICAL EXPERIMENTS

In this section, numerical results of the algorithm developed in the previous section tested on a mobile robot with mass $m = 5$ kg, drag coefficient corresponding to linear motion $b = 0.1$ kgs$^{-1}$, Moment of inertia $J = 0.2$ kgm$^2$ and drag coefficient corresponding to angular motion $c = 0.1$ kgm$^2$s$^{-1}$ are presented. A quadratic cost with all the matrices $P,Q$ and $R$ as identity matrices of proper dimensions is considered. A total horizon $M = 500$ and a prediction horizon $N = 30$ is considered to evaluate the algorithm. The robot starting from the location (1,1) with a heading angle of 0 radians was asked to reach the origin with a heading of $\pi$ radians.

\[
U^*_t(x(t)) = \arg\min_{U_t} \frac{1}{2} e_N^T P_N e_N + \sum_{k=1}^{N} \frac{1}{2} e_k^T Q e_k + \frac{1}{2} u_k^T R u_k
\]
subject to $X_t = X(t)$
$X_{t+k+1} = f(X_{t+k}, u_{t+k}, \hat{\theta}_t)$
$u_{t+k} \in \mathcal{U}$
$U_t = \{u_t, u_{t+1}, \ldots, u_{t+N-1}\}$

(24)

Performance

As shown in the plots in the Appendix, using the Adaptive MPC controller, the robot was able to successfully track the desired location without too much deviation. Testing different system parameters also showed that the robot was able to adapt and continue to successfully reach the goal.

CONCLUSION

In this work, adaptive MPC was shown to be an effective strategy for optimal control of a simple wheeled robot with unknown parameters. Utilizing a nonlinear system model and introducing an adaptive element to the MPC to control for unknown system parameters makes it more difficult to show
persistent feasibility. However, our simulation results look reasonably accurate and have very interesting applications. The goal tracking problem can easily be extended for trajectory tracking by modifying the cost function to minimize the distance from the trajectory and soft constraints can also be introduced on the states of the system.
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