State Diagnosis of Elevator Control Transformer over Vibration Signal Based on MEA-BP Neural Network
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1. Introduction

The control transformer depresses the power voltage to provide the appropriate working voltage for the control loop. It is of great significance to study the fault diagnosis method for the transformer in the stable and safe operation of power control system [1, 2]. So, many researchers have devoted themselves to the research of its diagnostic methods in recent years.

Up to now, many monitoring techniques and detection methods about transformer fault have been proposed. Li et al. introduced a power transformer fault diagnosis method based on an optimized generalized regression neural network by integrating with characteristic gas, cuckoo search algorithm, and rough set theory. Experimental results indicated that the proposed method could provide a useful solution for power transformer fault diagnosis [3]. Yang et al. presented a power transformer fault diagnosis approach using the dissolved gas analysis, combining the probabilistic neural network with the bat algorithm to improve the accuracy of fault diagnosis [4]. Meanwhile, they made an oil-immersed transformer fault diagnosis approach by a hybrid machine learning method which was constructed by Probability Neural Network by integrating with characteristic gas and Multiverse Optimizer algorithm [5]. In [6], the imprecise probability theory was used to evaluate the properties of each type of transformer fault by the naive credal classifier and the imprecise Dirichlet estimation model. Hoballah et al. developed a power transformer fault diagnosis method based on dissolved gas percentages, and the fuzzy system and hybrid grey wolf (HGW) optimization algorithm were utilized to produce the fault types and the diagnostic code matrix. Genetic algorithm and Particle Swarm Optimization were added to the HGW optimizer to obtain the global optimal solution [7].

In the transformer fault diagnosis of dissolved gas analysis, the accuracy of fault diagnosis is greatly affected by the uncertainty of measurement data in the process of oil
sample collection, processing, and storage [7]. Therefore, methods based on characteristic gas are not always efficient in some cases [8]. Fault diagnosis of transformer by vibration approach is a new area [9]; therefore, in decades, people have been trying to utilize the transformer vibration signal to analyze the transformer faults [10].

Bartoletti et al. introduced a transformer diagnostic procedures for medium voltage/low voltage transformers based on vibration and acoustic methods, which could distinguish new, used, and anomalous transformers [11]. Hong et al. introduced a winding condition assessment method in the light of the fundamental frequency vibration analysis of vibration variations. Then, the correlation of windings vibration of different sensors was analyzed by principal component analysis theory, and two health parameters were proposed in the model, which, respectively, represented the degree of vibration correlation and the fault location [9]. Zhou et al. developed a winding vibration model by electromagnetic force analysis and analyzed the winding vibrations. Numerical simulation results show that the vibration is in line with the expected value when the clamping force is large enough [12]. Liu et al. analyzed the main cause of vibration and noise of transformer body and put forward a transformer vibration transmission model to analyze the vibration relationship between transformer core and shell [13]. Zhang et al. analyzed the coupling and vibration transmission attribute of winding vibration and core vibration for single-phase power transformer. And the experimental results show that the coupling response of winding vibration and core vibration has a broader frequency band than that caused by electromagnetic force [14]. Cao et al. proposed a method of monitoring the looseness state and deformation fault of transformer windings based on vibration and reactance information. The complete ensemble EMD transform method was used to extract the vibration characteristic information, and the vibration relationship between core and shell was deduced theoretically [15]. The vibration of the extra-high-voltage transformer tank was measured, and the load current, voltage, and oil temperature were investigated. It was pointed out that the natural vibration frequency of the winding is a more suitable diagnostic index [16]. Hong et al. analyzed the influence of load current on winding vibration response and proposed a transformer condition monitoring method based on gated recurrent unit neural network. The result showed that the electromagnetic force caused by the load current will affect the vibration response of the winding structure [17]. In [18], Amin et al. investigated the possibility of using deep neural networks to capture the hidden modes of vibration time series to predict the progress of transformer faults under early excitation and interturn. And the vibration analysis is considered to be an efficient and nondestructive technique for monitoring transformer operating conditions. In [19], a condition monitoring method of transformer for vehicular was proposed, and the geographical location, driving speed, vibration, and impact acceleration information of the on-board mobile transformer were obtained in real time. Zhang et al. proposed a transformer fault diagnosis method based on Internet of Things and ensemble machine learning. Firstly, deep belief networks and stacked denoising autoencoders were used to extract features from vibration signals, respectively. Then, a new ensemble machine learning method based on deep belief networks and relevance vector machines was constructed to carry out transformer fault diagnosis experiments [20]. Hong et al. introduced a novel feature extraction method based on vibration analysis by transforming vibration monitoring information into feature images. Then, a condition monitoring approach was put forward in combination with deep learning and convolutional neural network to classify the winding conditions, including normal, degraded, and anomalous [21]. Xiao et al. proposed a multiscale fusion feature extraction model for transformer based on the measured vibration data. Firstly, the vibration signals were converted into the time domain, frequency domain, and energy characteristic images by using Markov Transform Field and Continuous Wavelet Transform, and then multiparallel convolutional neural network was introduced to realize the fault detection and identification of transformer [22].

At present, the vibration signal analysis method and the artificial intelligence technology are recognized as one of the effective methods of power transformer fault detection. However, there is little research on online monitoring of elevator control transformer. In this paper, a new method of transformer fault diagnosis based on empirical wavelet packet, mind evolutionary optimization algorithm, and BP neural network is proposed. First, we calculate the IMF of vibration signals and the correlation between each IMF and the original signal and carry out wavelet adaptive threshold denoising for the components with low correlation. Then, an improved wavelet packet transform is proposed to decompose the vibration signal more precisely. At the same time, the energy ratio and energy entropy of empirical wavelet packet are utilized to construct the feature set of control transformer fault diagnosis. Using the improved neural network MEA-BP, combined with the constructed features, the operation state detection and fault diagnosis of the control transformer are realized.

2. Monitoring Device and Method

2.1. Monitoring Device. Vibration analysis is an economical and effective nondestructive technique for monitoring transformer operation [18, 23]. In the work, a condition monitoring system of elevator control transformer on the basis of vibration signal analysis is designed, which includes current sensor, voltage sensor, vibration sensor, temperature sensor, data acquisition card, and computer. The system schematic diagram is shown in Figure 1.

In this study, the data acquisition card PXI449 is selected which was specially designed for vibration by Ni Company, and the application program of the state diagnosis system of elevator control transformer was designed by using LabView software.

Installation positions of vibration sensor and temperature sensor are shown in Figure 2. The vibration sensor is adsorbed on the transformer shell, which can detect the vibration signals sent by components such as transformers.
and relays. The temperature sensor is adsorbed on the transformer housing to measure the transformer temperature.

The installation measuring points of voltage transmitter and current transmitter are shown in Figure 3. Two sensors are mounted on the mounting rail of the elevator control transformer. The voltage transmitter is connected to the direct-current (DC) bus of the frequency converter, and the input voltage of the frequency converter is collected. Current transmitter uses Hall induction principle to collect the output current of frequency converter.

In this work, the research object was Hitachi YP-15-CO90 alternating current (AC) speed adjustable passenger elevator control cabinet, with a rated load of 15 people. The frequency range of vibration signal generated during transformer operation is 10–2000 Hz. Combined with the characteristics of vibration signal on the surface of transformer box, CT1010LC vibration sensor is selected. The frequency response of the sensor is stable in the working bandwidth range of 50–10000 Hz, which can provide accurate data for transformer fault diagnosis later. In this work, 500 cases of transformer operation state in YP-15-CO90 were collected with a sampling frequency of 7 kHz, mainly including normal operation, winding fault, and core fault. 370 groups of cases were randomly selected as the training data of the fault diagnosis model, and the remaining 130 groups of cases were used as the test data. The effectiveness of the proposed transformer fault diagnosis model is evaluated by 10 times cross validation.

The core fault signal waveform diagram is shown in Figure 4. As can be seen from the figure, when the elevator control transformer fails, the fluctuation of its vibration signal is irregular and no fault information can be extracted from it. Therefore, it is necessary to process the vibration signal to obtain the characteristics that can reflect the fault of elevator control transformer. This part will be discussed in detail in Section 3.

2.2. Method. The vibration of the transformer in the elevator control cabinet is mainly caused by the vibration of the transformer body structure, and its propagation path is shown in Figure 5.

According to the transformer function, transformer fault can be divided into subsystem faults such as iron core, winding, cooling, and mechanical structure. The deformation of iron core and winding in transformer is one of the important causes of transformer fault, which can be reflected by transformer surface vibration signal. The vibration of the coil winding is caused by the interacting electromagnetic force after the current flows through the coil. During the operation of the transformer, it may be impacted by the short-circuit current, and each coil may be affected by the strong radial force and axial force. In this case, the winding may deform axially and radially at the same time. The loose
deformation of winding will aggravate the imbalance of electromagnetic axial force, which will aggravate the vibration. Because the compressive stress of the core is different between normal and loose and the magnitude of the compressive stress will change the permeability and magnetostriction of the core, it will change the core vibration. The vibration frequency of the iron core mainly focuses on the integral multiple frequency of 50 Hz and also contains high-order harmonic components such as 200 Hz, 300 Hz, and 400 Hz. The winding vibration signal is mainly concentrated at the position of 100 Hz fundamental frequency component.

Figure 6 shows the amplitude of vibration signals in three states of transformer at the test position in Figure 2 at the frequency of 100–1000 Hz. Obviously when the transformer is in normal operation, except for the 100 Hz vibration signal, the amplitude of each frequency changes very little within 1000 Hz. When the core failure occurs, the amplitude of each frequency of the vibration signal changes greatly within 1000 Hz. However, when the winding failure occurs, the amplitude of the high harmonic frequency fluctuates little less except that the amplitude of 100 Hz component increases greatly. Therefore, the characteristic quantity reflecting the fault information can be obtained by measuring and analyzing the vibration signals on the surface of the transformer box.

Aiming at the problem that it is difficult to distinguish between the faults of elevator control transformer components and the faults under the influence of high-order harmonics, the vibration method is considered to diagnose transformer. Transformer vibration signals are nonstationary, and the feature obtained only by empirical wavelet packet transform cannot directly reflect the transformer operation state, resulting in poor classification ability and low recognition accuracy of signals. In this paper, EMD is used to stabilize the vibration signal and obtain a series of intrinsic mode functions. Secondly, the denoised signal is obtained using the correlation coefficient between the IMF component and the original signal, combined with wavelet threshold denoising method to reconstruct the signal. Then, the empirical wavelet packet technology is used to extract the energy ratio and energy entropy of some frequency bands to form robust signal features. Finally, the weight and threshold of neural network are optimized by mind evolutionary algorithm, and the optimized neural network model is used to diagnose transformer fault. The flowchart of the proposed method is illustrated in Figure 7.

3. Theory

When analyzing nonstationary transformer vibration signals, it is easy to cause low accuracy of transformer fault identification by EMD and wavelet packet transform (WPT) alone. This paper presents a feature extraction method of transformer vibration signal based on EMD and empirical wavelet packet (EWP) transform.
3.1. Denoising Algorithm Based on EMD and Wavelet Adaptive Threshold. The IMF components decomposed by EMD algorithm may produce redundant components due to overdecomposition. Therefore, it is necessary to select the most effective component. Simply selecting several orders of IMFs to extract features cannot achieve good recognition effect, and the correlation between IMF decomposed by different operating states of transformer and original signal is different. Firstly, EMD algorithm is used to decompose the transformer vibration signal, and the correlation coefficient between each IMF component and the original vibration signal is obtained. The IMF component with large noise is determined according to the arrangement of correlation coefficient, and the noise in the IMF component is removed by an adaptive wavelet threshold denoising method. Then, the IMF components before and after processing and their residual components are superimposed according to the ranking of correlation coefficients, and the denoised signal can be obtained after reconstruction. The simplified flow illustrating this method can be seen in Figure 8. Here, \( \gamma \) is a weight parameter.

Assuming that the collected vibration signal of transformer operation is discrete as \( x(n) \), it is decomposed into different IMF function components by EMD method, and the expression is

\[
x(n) = \sum_{i=1}^{k} c_i(n) + r_k(n),
\]

where \( r_k(n) \) is the residual quantity, representing the average trend term of the signal, and \( c_i(n) \) is the \( i \)-th intrinsic mode functions component.

The correlation coefficient \( C_r \) between all IMF components and the original signal can be expressed as

\[
C_r = \frac{\sum_{i=0}^{N} (x_i - \overline{x})(p_i - \overline{p})}{\sqrt{\sum_{i=0}^{N} (x_i - \overline{x})^2} \sum_{i=0}^{N} (p_i - \overline{p})^2}.
\]

where \( x_i \) is the original signal data point, \( p_i \) is IMF component data point, and \( \overline{x} \) and \( \overline{p} \) are the average values of signals corresponding to \( x_i \) and \( p_i \), respectively.

Firstly, 100 groups of vibration data of elevator control transformer are randomly selected and EMD decomposition is carried out according to the correlation with the original signal. Then, correlation coefficients are calculated according to equation (2) and their average values are shown in Figure 9. It is not difficult to find that the correlation between the first four IMFs and the original signal is larger, indicating that the main information of the signal is contained in the first four IMF components. Considering the complexity and accuracy of the algorithm, \( \gamma \) is set to 0.15 according to Figure 9.

In wavelet threshold denoising, threshold plays an important role in distinguishing useful signal and noise. Here, an adaptive wavelet threshold function [24] is adopted as

\[
\lambda_{j,k} = \begin{cases} \text{sign}(w_{j,k})\left(\frac{|w_{j,k}| - \lambda}{(w_{j,k} - \lambda)^2} + 1\right), & |w_{j,k}| \geq \lambda, \\ 0, & |w_{j,k}| < \lambda \end{cases}
\]

where \( \lambda \) and \( j \) are the threshold value and wavelet decomposition layer, respectively, \( w_{j,k} \) and \( \lambda_{j,k} \) are the wavelet coefficient and quantized wavelet coefficient, respectively.

Obviously, when \( w_{j,k} = \pm \lambda \), the quantized wavelet coefficient \( \lambda_{j,k} = 0 \); when \( w_{j,k} \) is close to \( \gamma \), the curve \( \lambda_{j,k} = w_{j,k} \) is the asymptote of the improved threshold function. It can be seen that the new threshold function has continuity and is asymptotic, which overcomes the defects of pseudo Gibbs phenomenon in hard threshold function and invariant deviation of soft threshold function.

In order to compare the noise reduction effects with different wavelet basis functions, the peak signal-to-noise
(PSNR) is introduced as the objective evaluation standard. Table 1 shows the denoising performance of different wavelet basis functions. It can be found that sym6 had better results in denoising than the other families analyzed, namely, Daubechies and Biorthogonal. Here, based on sym6 wavelet, the noise component is denoised adaptively according to equation (3). According to the adaptive wavelet threshold denoising algorithm and the VisuShrink threshold method, SureShrink threshold method, and BayesShrink threshold method, the collected vibration signals are denoised, and the PSNRs are 24.5392, 23.4508, 23.7209, and 23.9531, respectively. Therefore, the adaptive wavelet threshold denoising algorithm is obviously better than the traditional threshold function in denoising noisy signals.

Therefore, the improved EMD and wavelet adaptive threshold denoising algorithm can improve the accuracy of signal reconstruction and obtain relatively good denoising effect.

### 3.2. Empirical Wavelet Packet Transform

In wavelet decomposition, the time resolution of high-frequency band signal is high and the frequency resolution is low, and the
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**Figure 8:** Flowchart of improved EMD and wavelet adaptive threshold denoising algorithm.

**Figure 9:** Average value of correlation coefficient.
time resolution of low-frequency band signal is low and the frequency resolution is high. Wavelet packet transform, also known as the optimal subband tree structuring, is a further optimization of wavelet transform, which decomposes the parent wavelet not only into the low-frequency subband, but also into the high-frequency subband [25], thus improving the frequency resolution. Although wavelet packet transform is widely used in practical applications, it is still a designated wavelet transform rather than an adaptive transform. Gilles [26] proposed a novel design named empirical wavelet transform of wavelet family. Gilles [26] constructed by empirical wavelet transform technology to realize the adaptive transformation of wavelet family.

Based on the wavelet packet theory, this paper introduces the scale function and wavelet function of empirical wavelet constructed by empirical wavelet transform technology to realize the adaptive transformation of wavelet family. Suppose the angular frequency of the original signal is $\omega (\omega \epsilon [0, \pi])$, and divide the signal $[0, \pi]$ into $N$ intervals, and let the bandwidths of these intervals be different; then the $N$-th interval can be expressed as

$$\Lambda_n = \left[\omega_{n-1}, \omega_n\right], \quad n = 1, 2, \ldots, N$$

$$\bigcup_{n=1}^{N} \Lambda_n = [0, \pi].$$

Taking each angular frequency $\omega_n$ as the center point, define the bandwidth interval of a transition section, and the width of the transition section is $T_n = 2\tau_n$ (see Figure 10).

Therefore, a tight framework can be implemented in the following form [27]:

$$\tau_n = \gamma \omega_n,$$

where $\gamma$ is a frequency scale factor in the range ($0, \min_n(\omega_n-\omega_{n+1}\omega_{n+1}+\omega_n)$).

After confirming interval $\Lambda_n$ through equation (4), the band-pass filters on all intervals can be expressed as empirical wavelets. The shape of Littlewood-Paley and Meyer wavelet has good compactness in time domain and frequency domain. Its wavelet coefficients can reflect the similarity between the local of the analyzed signal and wavelet basis and highlight the fault information. Based on the idea of constructing Littlewood-Paley and Meyer’s wavelets, the scaling function $\tilde{\phi}_n(\omega)$ and wavelet function $\tilde{\psi}_n(\omega)$ of empirical wavelet are expressed in the frequency domain as follows [26]:

![Table 1: Denoising performance of different wavelet functions.](image)

| DbN  | sym N | PSNR (dB) | sym N | PSNR (dB) | biorNr.Nd | PSNR (dB) |
|------|-------|-----------|-------|-----------|------------|-----------|
| Db1  | sym1  | 21.1756   | symN  | 21.2425   | bior1.1    | 21.1033   |
| Db2  | sym2  | 22.1503   | symN  | 21.8625   | bior1.3    | 21.4539   |
| Db3  | sym3  | 22.6234   | symN  | 22.0526   | bior1.5    | 21.3648   |
| Db4  | sym4  | 22.7801   | symN  | 22.9627   | bior2.2    | 22.9247   |
| Db5  | sym5  | 22.6018   | symN  | 23.6429   | bior2.4    | 23.1184   |
| Db6  | sym6  | 22.4085   | symN  | 24.5392   | bior3.3    | 24.0186   |
| Db7  | sym7  | 22.0049   | symN  | 24.3201   | bior4.4    | 23.8254   |
| Db8  | sym8  | 21.7803   | symN  | 23.9827   | Bior5.5    | 22.1622   |
where $\beta(w)$ is an auxiliary function of a Meyer wavelet between 0 and 1, which can be expressed by polynomial function as [28, 29]  
$$
\beta(y) = y^4(35 - 84y + 70y^2 - 20y^3).
$$

Define Fourier transform and its inverse transform as $F^\ast$ and $F^{-1}\ast$, respectively. Assuming that the empirical wavelet function defined by equations (6a) and (6b), respectively, $\phi(t)$ and $\psi(t)$ are the inverse Fourier transform of the scaling function $\tilde{\phi}_n(\omega)$ and wavelet function $\tilde{\psi}_n(\omega)$, respectively.

The wavelet packet further decomposes the undecomposed high-frequency contents to improve the time-frequency resolution [30]. Here, we define the subspace $U^0$ as the closure space of the function $u_0(t)$, and $U^1$ is the closure space of the function $u_2(t)$; that is, $u_0(t)$ represents the empirical scaling function $\tilde{\phi}_n(\omega)$, and $u_1(t)$ represents the empirical wavelet function $\tilde{\psi}_n(\omega)$. $\tilde{\phi}_n(\omega)$ and $\tilde{\psi}_n(\omega)$ are defined by equations (6a) and (6b), respectively. The decomposition of EWP is obtained in the following form:

$$
\begin{align*}
W_x^0(0,t) &= \langle x, \phi_1 \rangle \\
&= \int x(\tau)\phi_1^\ast(\tau - t)d\tau = F^{-1}[X(\omega)\phi_1(\omega)], \\
W_x^n(n,t) &= \langle x, \psi_n \rangle \\
&= \int x(\tau)\psi_n^\ast(\tau - t)d\tau = F^{-1}[X(\omega)\tilde{\psi}_n(\omega)],
\end{align*}
$$

where "< >" represents the inner product; "$\ast$" represents conjugate of the mother wavelet function; and $\phi_1(t)$ and $\psi_n(t)$ are the inverse Fourier transform of the scaling function $\tilde{\phi}_n(\omega)$ and wavelet function $\tilde{\psi}_n(\omega)$, respectively.

The reconstruction function of the wavelet packet is

$$
\begin{align*}
\tilde{u}_{j,2^{m+1}}(t) &= \sqrt{2} \sum_{k \in Z} g(k)u_{n}(2t - k) \\
\tilde{u}_{j,2^{m+1}}(t) &= \sqrt{2} \sum_{k \in Z} g(k)u_{n}(2t - k),
\end{align*}
$$

where $g(n)$ is a high-pass wavelet filter related to $\tilde{\psi}_n(\omega)$.

The reconstruction function of the wavelet packet is

$$
\begin{align*}
\tilde{u}_{j,2^{m+1}}(t) &= \sqrt{2} \sum_{k \in Z} h(k)u_{k,j,n}(2t - k) \\
&+ \sqrt{2} \sum_{k \in Z} g(k)u_{k,j+1,n}(2t - k),
\end{align*}
$$

where $\sqrt{2}$ is the 2-1 wavelet packet coefficient of the $n$-th node of the $j$-th level.

Based on EWP, the Fourier function can be converted into empirical mode function, and then the original input signal can be decomposed and filtered to reduce the noise proportion of the original signal. After the original signal is processed by EWP, the input signal set with high signal-to-noise ratio can be obtained. Figure 11 is the comparison diagram of core fault signal envelope spectrum of empirical wavelet packet transform and wavelet packet transform. It can be seen that the amplitude of vibration frequency in the envelope spectrum based on wavelet packet transform is small at 300 Hz, and there is no outstanding performance at 400 and 500 Hz. The vibration frequency changes obviously in the envelope spectrum based on empirical wavelet packet transform, so the fault features have higher resolution based on the EWP transform.

The EWP transform has the advantages of decreasing the number of frequency band dividing points, reducing the amount of calculation, improving the frequency band cracking phenomenon, and more accurate decomposition results. Therefore, the EWP transform can accurately extract various vibration characteristic frequencies of the elevator control transformer, which is beneficial to the resolution of harmonic components and can improve the fault diagnosis efficiency of the elevator control transformer.

3.3. Fault Identification. BP neural network (BPNN) is a multilayer feedforward backpropagation training error algorithm, which is suitable for nonlinear mapping of parameters and has parallelism and strong adaptive learning ability. Its optimization algorithm has been applied to fault diagnosis by many scholars [31–33]. Due to the uncertainty of random search initial weight threshold and parameter structure, the convergence speed of BPNN algorithm is slow and the prediction is unstable. Many scholars use relevant optimization algorithms to improve the efficiency and prediction accuracy of BPNN. Our methodology utilizes mind evolutionary algorithm (MEA) to optimize BP neural network strategy (MEA-BPNN).

MEA is proposed by Sun in 1998 [34], which divides the whole population into subgroups by taking the ideas of “population” and “evolution” in genetic algorithm (GA) as the main body. The convergence and dissimilation are used to replace the crossover and variation in GA. Convergent operation is equivalent to the learning function of the human mind, which occurs within the subgroups. Individuals in each subgroup learn from their winner (the individual with the highest score in the subgroup) in the subgroup and compete with each other until a new winner emerges. The winner’s score is the subgroup’s score. The sign of the evolutionary maturity of a subgroup is that the winner in the process of convergence no longer changes, which means that the process of the subgroup convergence is over. The dissimilation operation simulates the creative function of the human mind, which is the process of producing a global winner in the entire space. In the process of dissimilation, the temporary subgroup with high scores will continuously replace the temporary subgroup with low scores, while the individuals abandoned by the temporary subgroup with low scores will be released into the whole space for further search, and a new temporary group is formed.
In general, the idea of MEA can be described as follows.

Step 1: according to the optimized network structure, S individuals are evenly dispersed in the solution space, and the score of each individual is calculated. The score function is determined by the objective evaluation function, which is related to the error of the diagnosis result. Its expression is as follows [35]:

$$S = \frac{m}{\sum_{i=1}^{m} (y_i - y_i^*)^2},$$  \hspace{1cm} (11)

where \(m\) is the number of neural network output nodes, \(y_i\) and \(y_i^*\) are the true value on test sample set and the diagnostic output value for the \(i\)-th node of network, respectively.

Step 2: look for \(N_s\) individuals with the highest scores (i.e., winners), and publish and sort them on the global bulletin board. Take \(N_s\) individuals as the center to form \(N_s\) superior subpopulations. Then, \(S\) individuals are randomly scattered in the solution space, and \(N_T\) winners are selected to form \(N_T\) temporary subpopulations. Each subpopulation consists of \(m\) individuals.

Step 3: perform Similartaxis learning within the winning and temporary groups until the group is mature. Individuals in groups are dispersed among the winners, and they search around the winners and compete with each other to produce new winners. Information about each individual is posted on a local bulletin board, and the score of the group is taken as the score of winner in this group.

Step 4: alienation operation is carried out in the global scale. If some temporary group score is higher than that of the winning group, the winning group will be replaced by the temporary group. The individuals in the replaced group are redistributed in solution space in order to get a new temporary group.

Step 5: if this process does not converge, return to Step (3); otherwise, the superior individual is output.

Step 6: the initial values of weight and threshold of BP neural network are given according to the MEA parameter optimization results, and then the MEA-BPNN is trained to diagnose the transformer state.

The optimization architecture of MEA-BPNN is shown in Figure 12.

4. Experimental Results

In this paper, the fault diagnosis system of control transformer described above is developed in MATLAB 2020a environment.

4.1. Feature Construction. In the process of transformer operation, the energy and frequency change with the transformer state. In the stable working state, the energy is mainly concentrated on the dominant frequency; in the fault working state, the amplitude of the vibration increases significantly, which means that that energy is transferred. Therefore, it is effective and feasible to judge whether transformer failure occurs in the process of working by means of energy. Before feature extraction, the EWP technique is applied to time series and Daubechies orthogonal wavelet db10 is used as wavelet basis function. The steps of extracting energy ratio and energy entropy features by EWP can be described as follows:

(1) The vibration signal processed by noise reduction is decomposed by EWP with 3 levels.

(2) Reconstruct the signals of different frequency bands of the third level, and the reconstructed signals are (C_{30}, C_{31}, C_{32}, ..., C_{37}).

(3) Calculate the energy of each frequency band as 

$$E_{3j} = \sum_{i=1}^{N} |C_{3j}^i|^2, j = 0, 1, 2, ..., 7,$$

where \(N\) is the number of signal sampling points.

(4) The total energy can be obtained by 

$$E_T = \sum_{j=1}^{7} E_{3j}.$$

(5) According to the Shannon entropy theory, calculate the wavelet entropy [36] of the vibration signal by 

$$EE = -\sum_j T_{3j} \log T_{3j},$$

where \(T_{3j} = E_{3j}/E_T\) describes percentage of energy of each frequency band for the whole signal. Finally, the feature vector \(e = [T_{31}, T_{32}, T_{33}, T_{34}, T_{35}, T_{36}, T_{37}, T_{38}, EE]\) is obtained as the input of the MEA-BPNN neural network.

To analyze EWP performance, the EWP coefficients of levels 1, 2, and 3 are obtained from experimental data. Figure 13 shows the level 3 energy ratio and energy entropy of EWP in four states.

From Figure 13, it can be found that, for stable running condition, most of the energy is concentrated in the first, second, and third wavelet packets. For the high-order harmonic running condition the energy is concentrated mainly in the fourth, fifth, and sixth wavelet packets, and most of the energy is concentrated in the sixth, seventh, and eighth wavelet packets for fault states. At the same time, it is obviously found that the energy entropy of empirical wavelet
packet of vibration signal can reflect the changes of different states during transformer operation, which can be used for transformer state diagnosis.

### 4.2. Experimental Analysis and Discussion

#### 4.2.1. Parameter Performance Analysis of MEA-BPNN

In MEA, the number of individuals in the subgroup \( m \) is the number of features included in each similartaxis process. When the value is relatively small, the features with low similarity can be distinguished clearly; however, it has a large number of evolution times or is difficult to converge. If the value is relatively large, because its tolerance for features with low similarity is in the form of percentage, it will tolerate too many features with low similarity, resulting in matching errors; however, it has a smaller number of evolution times. The experimental results of changing \( m \) value are shown in Table 2.

All feature points are treated with similartaxis and dissimilation operations once, which is regarded as an evolution. In the vibration signal of control transformer, the signal requiring the least number of evolution times has the minimum number of evolution times, and the signal requiring the largest number of evolution times has the maximum number of evolution times, and the upper limit of evolution times is 50. The correct convergence rate is that the convergence is completed within the limited evolution times, and the number of corresponding relations of feature points is greater than 75% of the number of all feature points. It can be seen from the results that, for the vibration signal of elevator control transformer, when \( m \) is selected as 5, 6, and 7, the number of evolutions is small and the correct convergence rate is large, so the system has better performance. Here 7 individuals are selected in the subgroup.

For the number of initial subpopulation \( w \), it represents the number of initial benchmark feature points. When its value is relatively large, there are more initial populations and more similartaxis processes. When its value is relatively small, the features with low similarity can be distinguished clearly; however, it has a large number of evolution times or is difficult to converge. If the value is relatively large, because its tolerance for features with low similarity is in the form of percentage, it will tolerate too many features with low similarity, resulting in matching errors; however, it has a smaller number of evolution times. The experimental results of changing \( w \) value are shown in Table 2.

![Global flowchart of MEA-BPNN method.](image)

**Figure 12**: Global flowchart of MEA-BPNN method.

![Energy ratios of empirical wavelet packets for four states.](image)

**Figure 13**: Energy ratios of empirical wavelet packets for four states.
small, there are more dissimilation processes, and the unilateral increase of similartaxis process or dissimilation process will reverse after evolution to a certain period of time. In other words, there are many similartaxis processes at the beginning; however, the number of temporary populations decreases sharply when a large number of feature points are included in the similartaxis process, the number of temporary populations decreases sharply, and then a large number of dissimilation processes begin to appear. After a large number of dissimilation processes, a considerable number of temporary groups will lead to a large number of similartaxis processes. Although this phenomenon will become weaker and weaker and eventually converge, it obviously leads to the increase of operation time. The experimental results of changing $\omega$ value are shown in Table 3.

With the change of the number of selected initial populations, it can be seen from Table 3 that, after training for the same number of times, when 20–25 initial populations of mind evolutionary are selected, the performance of the system is better. Here, 25 initial populations are selected.

Generally, the number of hidden layer nodes of BP neural network is determined according to the empirical formula, as follows:

$$H = \sqrt{P + Q} + A, \quad (12)$$

where $H$ is the number of hidden layer nodes, $P$ is the number of nodes in the input layer, $Q$ is the number of output nodes, and $A$ is a constant between 1 and 10.

According to equation (12), constant training experiments with $A$ between 1 and 10 are selected, respectively. When the number of hidden layer nodes is 7, the prediction of BP neural network model is more accurate and the learning efficiency is higher. So the MEA-BPNN model adopts 9-7-3 three-layer BP neural network structure. The other parameters of MEA-BP are shown in Table 4. The input layer inputs the nine feature parameters of energy and energy entropy of EWP, and the hidden layer node is the empirical wavelet basis function; the output layer outputs the four diagnosis results: normal state, high-order harmonic state, winding, and core fault states.

### 4.2.2. Correlation Analysis of Diagnostic Results

During comparative experimental process of BPNN and MEA-BPNN, we randomly divided the samples into three groups: the training samples, the test samples, and the validation samples. The performance of MEA-BPNN model is verified by using the determination coefficient ($R$) index, which is defined as [35]

$$R = 1 - \frac{\sum_{i=1}^{n} (y_i - y_i^*)^2}{\sum_{i=1}^{n} (y_i - \overline{y})^2}, \quad (13)$$

where $n$ is the number of samples, $y_i, y_i^*$ are the true value on test sample set and the diagnostic output value, respectively, and $\overline{y}$ is the average of the true values on the test sample set.

The determination coefficient ($R$) represents the quality of a fitting through changes in the data. The value of $R$ is close to 1, indicating that the model has the higher reliability; the value of $R$ is far less than 0, indicating that the reliability of the model is very poor. Figure 14 presents the determination coefficients between the diagnostic output and the experimental measured value.

Comparatively speaking, the BPNN model has a poor effect in training, verification, and testing stages, which indicates that the generalization ability of BPNN needs to be improved. However, the diagnostic performance and results of MEA-BPNN are relatively balanced in three stages of training, verification, and testing, and its effect is better than that of BPNN model, which means that MEA improves BPNN generalization ability. Similartaxis and alienation learning in MEA can not only improve the global search ability, but also improve the generalization ability of MEA-BPNN.

Using the measured experimental data, the established MEA-BPNN transformer fault diagnosis model is trained and tested. To compare the performance of the MEA-BPNN model proposed in this article, the root mean square error (RMSE) is used to evaluate the diagnosis results. The calculation formula is as follows:

$$\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - y_i^*)^2}, \quad (14)$$

where $y_i$ is the actual value of the test data and $y_i^*$ is the diagnosis result.

The experimental result is given in Table 5. In the MEA-BPNN training, the average number of iterations and the average training time are 44.4 s and 4.39 s, respectively.
### Table 4: Parameters of MEA-BP model.

| Parameters                        | Initial value | Parameters                        | Initial value |
|-----------------------------------|---------------|-----------------------------------|---------------|
| Learning rate                     | 0.04          | Number of superior subgroups      | 5             |
| Convergence error                 | 0.001         | Number of temporary subgroups     | 5             |
| Score of superior subgroup        | 2             | Maximal iterative number          | 12            |
| Score of temporary subgroup       | 4             | Population size                   | 150           |

(a) Figure 14: Continued.
which are better than BPNN and GA-BPNN. The average root mean square error of MEA-BPNN is about 0.007 μm which can meet the accuracy requirements of fault diagnosis and quality evaluation, and that of GA-BPNN is about 0.05 μm, and that of BPNN is about 0.08 μm, which shows that the MEA-BPNN model has high diagnosis accuracy. The MEA algorithm based on the GA adopts the similarartaxis and alienation operations, which can ensure high-efficiency global search and significantly improve the disadvantage of poor local search ability of genetic algorithm. Moreover, the number of parameters to be adjusted in thinking evolution is less, which is simpler and faster than genetic algorithm. The prediction accuracy and training speed of the optimized neural network are improved to a certain extent.

4.2.3. Diagnosis Results and Comparative Analysis. To compare the performance of the WP-BPNN model, the WP-MEA-BP model, the EWP-BPNN model, and the EWP-MEA-BPNN model, the experimental cases based on the original transformer vibration time series are proposed in this section. Figure 15 shows the diagnosis result of the high-order harmonic running condition. The BP neural network model optimized by MEA not only realizes better
optimization of the initial weight and threshold of the input layer, but also shows strong global search ability, which significantly improves the diagnostic accuracy of the model. The accuracy of diagnosis depends not only on the classification algorithm, but also on the extracted features. EWP is used to process the original input signal, reduce the noise proportion in the signal, and obtain the input signal set with high signal-to-noise ratio. In MEA-BPNN model, EWP is better than WP in extracting wavelet packet coefficient energy and energy entropy as features. Combined with Table 6, it is found that, in MEA-BPNN, the empirical wavelet packet feature extraction can obtain higher average accuracy in transformer fault diagnosis compared with wavelet packet feature extraction; the diagnostic average accuracy of the four states was improved by 3.3%, 3.4%, 3.6%, and 3.3%, respectively.

In order to verify the performance of EWP-MEA-BPNN, it operates independently for 30 times under normal, harmonic, and fault conditions. The average, minimum, and maximum values of accuracy are shown in Table 6.

It can be seen from Table 6 that WP-BPNN model has the lowest diagnostic accuracy of transformer state. The average diagnostic accuracy of this method for normal, harmonic, and fault states of transformer is 84.3%, 84.1%, and 84.1%, respectively. For the above four state types, the average accuracy of EWP-BPNN is 84.9%, 89.2%, 89.1%, and 88.9%, and the WP-MEA-BPNN and EWP-MEA-BPNN are 87.7%, 87.4%, 87.3%, 87.6% and 91%, 90.4%, 90.3%, 90.5%, respectively. However, for harmonics, due to frequency aliasing and irrelevant interference frequency in the signal decomposition results, the traditional wavelet packet cannot be separated accurately. The empirical wavelet packet method can accurately analyze the harmonic components of the experimental signal and improve the diagnostic accuracy. At the same time, EWP-MEA-BPNN model is applied to four states, and the maximum, minimum, and average accuracy are the maximum. Therefore, the model optimized by mind evolutionary algorithm improves the diagnosis accuracy.
5. Conclusions

In order to realize fault detection of elevator transformer vibration, a fault diagnosis analysis method combining empirical wavelet packet transform and MEA-BPNN was proposed based on transformer surface vibration signals in this paper. The transformer fault diagnosis model experiments are carried out, and the results are in good agreement with the simulation results. The following main conclusions were obtained:

1. The method of empirical wavelet packet transform is used to process the vibration signal of elevator control transformer, which improves the problem of insufficient adaptability of wavelet packet transform in frequency band division. The features of energy and energy entropy of empirical wavelet packet coefficients are extracted to improve the accuracy of transformer state diagnosis.

2. MEA is used to optimize BP neural network algorithm, which can improve the local search ability of the algorithm and ensure higher global search efficiency. The network diagnosis accuracy and training speed are better than BP neural network.

3. The diagnostic model about MEA-BPNN combined with energy and energy entropy of EWP is applied to the experimental operation of the elevator transformer, which has higher efficiency and diagnostic accuracy, compared with the wavelet packet technology and BP neural network model.

4. In the process of model establishment and experiment, it is found that there are differences in diagnostic accuracy of different operating states, which is mainly due to the strong dependence of neural network on sample data. Therefore, future work should include collecting more actual operating conditions of elevator control transformer. Furthermore, studying better feature extraction methods and fault diagnosis algorithms is also interesting topics which are our ongoing works.
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Table 6: Diagnostic accuracy of the models for different operating states after 30 independent runs.

| Algorithm          | Normal Mean | Normal Min | Normal Max | High-order harmonic Mean | High-order harmonic Min | High-order harmonic Max | Winding fault Mean | Winding fault Min | Winding fault Max | Core fault Mean | Core fault Min | Core fault Max |
|--------------------|-------------|------------|------------|--------------------------|------------------------|------------------------|-------------------|------------------|------------------|----------------|----------------|---------------|
| WP-BPNN            | 0.843       | 0.833      | 0.875      | 0.841                    | 0.832                  | 0.877                  | 0.837             | 0.830            | 0.874            | 0.841          | 0.829          | 0.877          |
| WP-MEA-BPNN        | 0.877       | 0.869      | 0.884      | 0.874                    | 0.862                  | 0.883                  | 0.871             | 0.863            | 0.884            | 0.876          | 0.835          | 0.885          |
| EWP-BPNN           | 0.849       | 0.837      | 0.881      | 0.892                    | 0.887                  | 0.902                  | 0.891             | 0.886            | 0.900            | 0.889          | 0.842          | 0.893          |
| EWP-MEA-BPNN       | 0.910       | 0.905      | 0.915      | 0.908                    | 0.904                  | 0.913                  | 0.907             | 0.903            | 0.912            | 0.905          | 0.899          | 0.917          |
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