Trident pair creation by a train of laser pulses: Resonance, threshold, and carrier envelope phase effects
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General formulation in the realm of strong-field quantum electrodynamics (QED) is provided for a process that occurs in the presence of a train of laser pulses and, in the tree level, is represented by a two-vertex Feynman diagram with exchange of a virtual photon. A scheme of retrieving resonances in the corresponding probability distributions is also formulated in these general settings. While the presented formalism is applicable to a variety of processes like electron-positron pair creation and annihilation, Möller scattering, Bhabha scattering, etc., we illustrate it for a trident process. Specifically, we consider electron-positron pair creation in the muon–laser-field collisions. We demonstrate that the probability distributions exhibit integrable singularities close to the threshold of pair creation. Also, a variety of resonances is observed that originate from the poles of the Feynman photon propagator. While those resonances are, in general, obscured by strong quantum interferences, we show that they can be isolated by changing the carrier envelope phase of the driving laser pulses. In that case, while transformed into the Lorentz-Breit-Wigner shape profile, the resonance position and width can be determined.

I. INTRODUCTION

Verifying predictions of strong-field quantum electrodynamics (QED) requires unprecedented electromagnetic fields of the order of the critical Sauter-Schwinger field, \( \mathcal{E}_S \approx 1.3 \times 10^{18} \) V/m (see, reviews [1–7] on the development of strong-field QED). This presents a significant experimental challenge. However, the required field strength regime can be approached in the rest frame of a relativistic particle interacting with a high-intensity laser field. This idea was already exploited in the pioneering SLAC E144 experiment, in which a two-step trident process was realized [8, 9]. In that experiment, a high-energy photon was first produced in the electron–laser-beam collisions. Next, the photon was backscattered by the electron beam to produce electron-positron (e−e+) pairs. Note that in this experiment the signal of produced pairs was largely suppressed, following a typical perturbative scaling with the laser field strength. The latter equals \( \mu = eA_0/(mc^2) \) where \( e \) is the electron charge, \( m_e \) the electron mass, \( c \) the speed of light, and \( A_0 \) is the amplitude of the vector potential describing the laser field. Thus, the aforementioned experiment covered the parameter region for which \( \mu < 1 \).

With more powerful lasers available today, the community is in the position now to perform next-generation experiments such as upcoming LUXE (Laser Und XFEL Experiment; see Refs. [10, 11]) at the European XFEL and the E320 at FACET-II (Refs. [12, 13]). They will aim at probing the strong-field QED effects in a nonperturbative regime, i.e., for \( \mu > 1 \). This includes a one-step trident pair production which occurs with the emission of a virtual, instead of a real, photon. Specifically, at \( \mu \gg 1 \), the process becomes sizable if another parameter, known as the quantum parameter, \( \chi_{\text{Titus}} = \mu \hbar \omega_L/(mc^2) \), with the reduced Planck constant \( \hbar \) and the carrier laser frequency \( \omega_L \), becomes larger than 1. This is exactly the parameter region promised by the new experiments.

Regarding a trident pair production, a number of theoretical works have been published in the past [14–28]. They study an impact of electromagnetic fields on the trident process, which includes either constant crossed fields [18, 22] or propagating plane waves in various forms (i.e., monochromatic [14–17], modulated [20], or pulsed plane waves [21, 23–28]). Among other topics, the conditions for which either the one-step or the two-step scenario is dominant have been investigated. Along with these recent results, new methods of calculating the one-step trident process have been introduced; namely, resummation methods (see, e.g., Refs. [27, 28]). Much attention has been also paid to divergences arising in the probability amplitude of the trident process [14–17]. They originate from the poles of the Feynman photon propagator and are due to the infinite spatiotemporal extent of the driving field; we shall refer to them as Oleinik resonances [28, 39]. In order to treat them, the regularized propagator approach was introduced in Ref. [14]. Moreover, it has been shown in Ref. [17] that divergences are absent provided that finite size effects of the pulsed laser fields are accounted for. These developments indicate that there is still work to be done regarding the theoretical description of the trident pair production. In fact, the same concerns other two-vertex processes that occur with exchange of a virtual photon such as electron-positron annihilation, Möller scattering or Bhabha scattering.

The aim of the current paper is twofold. First of all, we provide a general formulation of a QED process that occurs in a presence of an infinite train of laser pulses, being described in the first leading order by a two-vertex...
Feynman diagram with exchange of a virtual photon. Second, we further advance the theoretical understanding of the trident process. Namely, we demonstrate that the probability rates of trident pair creation exhibit integrable singularities at the thresholds. Another aspect of our investigations concerns resonances. Modeling numerically an infinite train of pulses as very long but finite, we observe rather complex resonant structures in the energy distributions of created particles. Interestingly, one can resolve individual resonances in the spectra by adjusting the carrier envelope phase of the driving pulses. In that case, they acquire nearly Lorentz-Breit-Wigner shape profiles which allow to determine the resonance position and width. Even more, one can also enhance the resonant contribution to the process by changing the carrier envelope phase. Thus, we propose a new way of phase control for the trident process.

The paper is organized as follows. In Sec. II, we calculate the strong-field QED probability amplitude for a process described by a two-vertex Feynman diagram with an exchange of a virtual photon. In Sec. IIIA we specify a laser field, whereas in Sec. IIIB we derive the Volkov solutions of the respective Dirac equation. The Dirac-Volkov current is defined in Sec. IIIC and the probability amplitude for the process is derived in Sec. IIDD. Its divergences are analyzed in Sec. IIIE, along with a prescription of how to regularize the Feynman photon propagator. This general formulation is applied next to study the trident process in the laser-field–muon collisions (Sec. IIIF). Here, we start by defining the probability distributions for the trident process (Sec. IIIG). The appearance of resonances is demonstrated in Secs. IIHA and IIHB. The latter shows also the behavior of the probability distributions near the pair creation threshold. The sensitivity of the probability distributions to the carrier-envelope phase of the laser field is shown in Sec. IIIC. Then, we demonstrate how it can be used to steer the resonant behavior of the probability spectra of the trident process (Sec. IIIE). The concluding remarks are given in Sec. IIV.

Since now on, in all formulas we shall put \( \hbar = 1 \), meaning that the fine structure constant equals \( \alpha = e^2/(4\pi \varepsilon_0 c) \), where \( \varepsilon_0 \) is the vacuum permittivity. Our numerical results, on the other hand, shall be presented in relativistic units such that \( c = m_e = \hbar = 1 \). Also, we will use the Einstein summation convention with the metric signature \((1, -1, -1, -1)\).

### II. GENERAL THEORETICAL FORMULATION

In this section, we provide a general framework to describe an arbitrary strong-field QED process, that in the lowest order of perturbation theory is represented by a two-vertex Feynman diagram with an exchange of a virtual photon. Our formulation is valid when the process is accompanied by an infinite train of identical laser pulses, as explained in the next section.

**A. Laser field**

We describe a laser field by an electromagnetic potential,

\[
A(x) \equiv A(k \cdot x) = A_0[\varepsilon_1 f_1(k \cdot x) + \varepsilon_2 f_2(k \cdot x)],
\]

where \( A_0 \) determines the intensity of the field, whereas the wave four-vector is \( k = k_0 \hat{n} \equiv k_0(1, \hat{n}) \) with the unit vector \( \hat{n} \) pointing in the direction of the laser beam propagation (hence, \( k \cdot k = 0 \)). The two real four-vectors \( \varepsilon_j, j = 1, 2 \), normalized such that \( \varepsilon_j \cdot \varepsilon_j' = -\delta_{jj'} \), define the polarization properties of the radiation field, meaning that \( k \cdot \varepsilon_j = 0 \). In the following, we also assume that the polarization four-vectors have only space components, i.e., \( \varepsilon_j = (0, \varepsilon_j) \). The two real functions \( f_j(k \cdot x), j = 1, 2 \), describe the pulsed properties of the laser field. While in principle they can be arbitrary, asymptotically they should acquire the same values,

\[
\lim_{k \cdot x \to \pm \infty} f_j(k \cdot x) = f_j^\infty, \quad j = 1, 2.
\]

Because the electric and magnetic fields do not depend on the constants \( f_j^\infty \), without losing generality, we assume in the following that \( f_j^\infty = 0 \) for \( j = 1, 2 \).

In this paper, we assume that the light field is periodic in time (with period \( T_p \)) at any point in space \( x \). In other words, we consider an infinite train of pulses. Hence, by defining the fundamental frequency of field oscillations \( \omega = ck_0 = 2\pi/T_p \), we can choose the four-vector potential such that

\[
A(k \cdot x) = A(k \cdot x + 2\pi).
\]

Specifically, for a pulse from the train lasting for time \( T_p \),

\[
A(0) = A(2\pi) = 0.
\]

For our further purpose, we define the pulse shape averages such that

\[
\langle f_j^n \rangle = \frac{1}{2\pi} \int_0^{2\pi} d\phi \langle f_j(\phi) \rangle^n, \quad n \in \mathbb{N}.
\]

Consequently, we have

\[
\langle A \rangle = A_0 \langle (f_1)\varepsilon_1 + (f_2)\varepsilon_2 \rangle
\]

and

\[
\langle A^2 \rangle = \langle A \cdot A \rangle = -A_0^2 \langle (f_1^2) + (f_2^2) \rangle.
\]

For completeness, we note that the electric field component is defined as

\[
\mathcal{E}(\phi) = -\partial_\phi A(\phi) = -A_0 \omega [\varepsilon_1 f_1'(\phi) + \varepsilon_2 f_2'(\phi)],
\]

where the 'prime' means the derivative with respect to the phase \( \phi = k \cdot x \), whereas the magnetic field becomes

\[
\mathcal{B}(\phi) = n \times \mathcal{E}(\phi)/c.
\]

Note that, for both these vectors, the integral over the phase \( \phi \) from 0 to \( 2\pi \) vanishes.
As an example, we consider an infinite train of linearly polarized laser pulses, with shapes defined by the following master function,

\[
F(\phi) = \begin{cases} 
N \sin^2 \left( \frac{\phi}{2} \right) \sin(N_{\text{osc}} \phi + \chi), & 0 \leq \phi \leq 2\pi, \\
0, & \text{otherwise.}
\end{cases}
\] (9)

Here, \( N_{\text{osc}} \) determines the number of cycles in an individual pulse whereas \( \chi \) is the carrier envelope phase (CEP). The real number \( N \) is adapted according to the normalization condition chosen for the laser field \[4\]/\[12\] and it depends on the experimental conditions. For \( N_{\text{osc}} \geq 2 \), the master function and its first derivative are continuous. In addition, \( F(\phi) \) satisfies the integral constrain,

\[
\int_0^{2\pi} d\phi F(\phi) = 0.
\] (10)

For the linearly polarized field, we assume that \( f_2(\phi) = 0 = f'_2(\phi) \) and define the pulse either as

\[
f_1(\phi) = F(\phi), \quad f'_1(\phi) = F'(\phi),
\] (11)

or

\[
f_1(\phi) = -\int_0^\phi du F(u), \quad f'_1(\phi) = -F(\phi).
\] (12)

In the first case, the function \( F(\phi) \) describes the vector potential, \( A(\phi) = A_0 F(\phi) \varepsilon_1 \), whereas in the second case it describes the electric field, \( E(\phi) = \omega A_0 F(\phi) \varepsilon_1 \). Here, the fundamental frequency \( \omega \) is related to the carrier laser frequency \( \omega_L \) as \( \omega_L = N_{\text{osc}} \omega \) [see, Eq. (9)]. While this model will be considered when performing numerical calculations in Sec. [11] the formulas derived in the following sections are for a general vector potential \[1\].

### B. Volkov solutions

Our choice of the electromagnetic potential \[1\] is motivated by the possibility of constructing the exact solution of the Dirac equation for a fermion of the rest mass \( m \) and charge \( ze \) (\( e = |e| \) and integer \( z \)),

\[
[\gamma \cdot (i\partial - zeA(k \cdot x)) - mc] \psi(x) = 0,
\] (13)

known as the Volkov solution. Its explicit form is

\[
\psi^{(\beta)}_{p\lambda}(x) = \frac{mc}{Vp^0} e^{i\beta p \cdot x} \sqrt{1 - \frac{\beta zeA(k \cdot x)}{2k \cdot p}} e^{-i\beta p \cdot x - i\mathcal{W}^{(\beta)}(k \cdot x)} u^{(\beta)}_{p\lambda},
\] (14)

where \( \beta = \pm \) [\( \beta = + \) relates to particles and \( \beta = - \) to anti-particles],

\[
\mathcal{W}^{(\beta)}(k \cdot x) = \int_0^{k \cdot x} d\phi \left[ \frac{zeA(\phi) \cdot p}{k \cdot p} - \beta z^2 e^2 A^2(\phi) \right],
\] (15)

and \( p^\mu = (p^0, p) \) with \( p^0 = \sqrt{p^2 + (mc)^2} \). The index \( \lambda = \pm \) discriminates the spin degrees of freedom and the free-particle bi-spinors \( u^{(\beta)}_{p\lambda} \) fulfill the algebraic equation

\[
(\not{p} - \beta mc) u^{(\beta)}_{p\lambda} = 0.
\]

These bispinors are normalized such that \( \langle u^{(\beta)}_{p\lambda} | \bar{u}^{(\beta)}_{p\lambda} \rangle = \beta \delta_{\beta'} \delta_{\lambda'} \delta_{\lambda''} \) (with \( \bar{u}^{(\beta)}_{p\lambda} = [u^{(\beta)}_{p\lambda}]^{\dagger} \gamma^0 \) being the Dirac conjugation) and they satisfy the completeness relation, self-consistent with the normalization one,

\[
\sum_{\beta = \pm} \sum_{\lambda = \pm} \beta^{(\beta)}_{p\lambda} \bar{u}^{(\beta)}_{p\lambda} = I_{4 \times 4},
\] (16)

where \( I_{4 \times 4} \) is the four by four unit matrix. Moreover, the quantization volume \( V \) defines the density of fermion states which, if not accounting for the spin degrees of freedom, is equal to \( Vd^3p/(2\pi)^3 \). Equivalently, we can use the normalization in the form \[13\],

\[
\bar{u}^{(\beta)}_{p\lambda} \gamma^0 u^{(\beta)}_{p\lambda} = \frac{p^0}{mc} \delta_{\beta\beta'} \delta_{\lambda\lambda'},
\] (17)

that leads to the completeness condition

\[
\sum_{\beta = \pm} \sum_{\lambda = \pm} u^{(\beta)}_{p\lambda} \bar{u}^{(\beta)}_{p\lambda} = \frac{p^0}{mc} \gamma^0.
\] (18)

Related to this is the orthogonality and completeness of the Volkov states which have been discussed in Refs. [44–47]. Let us also note that in our numerical analysis we shall use the Dirac representation for the \( \gamma \) matrices.

We further define the function \( G^{(\beta)}(\phi) \),

\[
W^{(\beta)}(k \cdot x) = \left[ \frac{ze(A \cdot p)}{k \cdot p} - \beta \frac{z^2 e^2 (A^2)}{2k \cdot p} \right] k \cdot x + G^{(\beta)}(k \cdot x),
\] (19)

which due to the properties of the vector potential discussed in Sec. [11] \( A \) satisfies the conditions: \( G^{(\beta)}(\phi + 2\pi) = G^{(\beta)}(\phi) \) for a train and \( G^{(\beta)}(0) = G^{(\beta)}(2\pi) \) = 0 for a pulse. With these definitions the Volkov state can be recast into the form,

\[
\psi^{(\beta)}_{p\lambda}(x) = \sqrt{\frac{mc}{Vp^0}} e^{-i\beta p \cdot x} \Phi^{(\beta)}(k \cdot x) u^{(\beta)}_{p\lambda},
\] (20)

where

\[
\Phi^{(\beta)}(k \cdot x) = \left[ 1 - \beta \frac{zeA(k \cdot x) k}{k \cdot p} - \frac{z^2 e^2 (A^2)}{2k \cdot p} \right] e^{-iW^{(\beta)}(k \cdot x)}
\] (21)

and

\[
\bar{p} = p + \beta \frac{zeA \cdot p}{k \cdot p} - \beta z^2 e^2 (A^2) / 2k \cdot p.
\] (22)

The advantage of this representation is that the function \( \Phi^{(\beta)}(\phi) \) is periodic with the period \( 2\pi \) and equals \( I_{4 \times 4} \) for \( \phi = 0 \) and \( \phi = 2\pi \), i.e., at the beginning and at the end of an individual pulse from the train. Because of those properties, \( \Phi^{(\beta)}(\phi) \) can be uniformly approximated by the Fourier expansion \[18\]. The quantity \( \bar{p} \) defined by Eq. (22) is called the dressed four-momentum and bears
some similarities with the quasimomentum of electrons moving in the solid periodic structures.

Since we use the reduced amplitude of the vector potential, \( \mu \), the dressed four-momentum becomes

\[
\vec{p} = p - \beta z \mu c \left( \frac{\varepsilon_j \cdot \vec{p}}{k \cdot p} f_1 + \frac{\varepsilon_j \cdot \vec{p}}{k \cdot p} f_2 \right) k \quad (23)
\]

\[
+ \frac{(z \mu c)^2}{2k \cdot \vec{p}} (f_1^2 + f_2^2) k.
\]

Because \( k \cdot p = k \cdot \vec{p} \) and \( \varepsilon_j \cdot p = \varepsilon_j \cdot \vec{p} \), this relation can be easily inverted, resulting in

\[
p = \vec{p} + \beta z \mu c \left( \frac{\varepsilon_j \cdot \vec{p}}{k \cdot p} f_1 + \frac{\varepsilon_j \cdot \vec{p}}{k \cdot p} f_2 \right) k \quad (24)
\]

\[- \frac{(z \mu c)^2}{2k \cdot \vec{p}} (f_1^2 + f_2^2) k.
\]

In closing this section, we note that the Volkov solution and, hence, also the dressed four-momentum are gauge-dependent. Moreover, for nonvanishing \( \langle f_1 \rangle \) or \( \langle f_2 \rangle \), the dressed four-momentum is not on the mass shell, meaning that \( \beta^2 \) depends on \( p \). Both these deficiencies are going to be discussed below.

### C. Dirac-Volkov current

The elements of the fermionic four-currents,

\[
\left[ j_{\beta_2 \beta_1}^{(\beta_2 \beta_1)} (p_{2:2}; p_{1:1}, x) \right]^{(\beta_2 \beta_1)} = \overline{\psi}_{p_{2:2}} (x) \gamma^\nu \psi_{p_{1:1}} (x),
\]

are of fundamental importance for calculating probability amplitudes of QED processes. They are gauge-invariant and satisfy the continuity equation,

\[
\partial \cdot j_{\beta_2 \beta_1}^{(\beta_2 \beta_1)} (p_{2:2}; p_{1:1}, x) = 0. \quad (26)
\]

Inserting in Eq. \( (20) \) the explicit form of the Volkov solution and using the definition of the dressed momenta, they can be represented as

\[
\left[ j_{\beta_2 \beta_1}^{(\beta_2 \beta_1)} (p_{2:2}; p_{1:1}, x) \right]^{(\beta_2 \beta_1)} = \frac{mc}{V \sqrt{p_{2:2}^0 p_{1:1}^0}} \left[ D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (k \cdot x) \right]^{(\beta_2 \beta_1)} \times \exp \left[ -i (\beta_1 \vec{p}_1 - \beta_2 \vec{p}_2) \cdot x - i G_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (k \cdot x) \right],
\]

where

\[
\left[ D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (k \cdot x) \right]^{(\beta_2 \beta_1)} = \left[ D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (0, 0) \right]^{(\beta_2 \beta_1)} + \left[ D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (1, 0) \right]^{(\beta_2 \beta_1)} f_1 (\phi) + \left[ D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (0, 1) \right]^{(\beta_2 \beta_1)} f_2 (\phi) + \left[ D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (2, 0) \right]^{(\beta_2 \beta_1)} f_1^2 (\phi) + \left[ D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (0, 2) \right]^{(\beta_2 \beta_1)} f_2^2 (\phi)
\]

and

\[
G_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (k \cdot x) = \int_0^{k \cdot x} d\epsilon \beta_1 \mu c \left( (f_1 (\phi) - \langle f_1 \rangle) \varepsilon_1 + (f_2 (\phi) - \langle f_2 \rangle) \varepsilon_2 \right) \cdot \left( \frac{p_1}{k \cdot p_1} - \frac{p_2}{k \cdot p_2} \right) + \frac{(z \mu c)^2}{2} \left( f_1^2 (\phi) - \langle f_2 \rangle + f_2^2 (\phi) - \langle f_2 \rangle \right) \times \left( \frac{\beta_1}{k \cdot p_1} - \frac{\beta_2}{k \cdot p_2} \right) \right].
\]

In addition, the matrix elements introduced in Eq. \( (28) \) have the form,

\[
[D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (0, 0)]^{(\beta_2 \beta_1)} = \beta_2 m c \mu u_{p_{2:2}; p_{1:1}} (x),
\]

\[
[D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (1, 0)]^{(\beta_2 \beta_1)} = \frac{\beta_2 m c \mu}{\beta_1 \mu c} u_{p_{2:2}; p_{1:1}} (x),
\]

\[
[D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (0, 1)]^{(\beta_2 \beta_1)} = \frac{\beta_2 m c \mu}{\beta_1 \mu c} u_{p_{2:2}; p_{1:1}} (x),
\]

\[
[D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (2, 0)]^{(\beta_2 \beta_1)} = \frac{\beta_2 m c \mu}{\beta_1 \mu c} u_{p_{2:2}; p_{1:1}} (x),
\]

\[
[D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (0, 2)]^{(\beta_2 \beta_1)} = \frac{\beta_2 m c \mu}{\beta_1 \mu c} u_{p_{2:2}; p_{1:1}} (x),
\]

\[
[D_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (2, 0)]^{(\beta_2 \beta_1)} = \frac{\beta_2 m c \mu}{\beta_1 \mu c} u_{p_{2:2}; p_{1:1}} (x),
\]

We note that the Dirac-Volkov current can be efficiently used in calculations due to the Fourier decomposition,

\[
(f_1 (\phi) f_2 (\phi) \exp \left[ -i G_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (\phi) \right] = \sum_{N = -\infty}^{\infty} e^{-iN \phi} G_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (1, 2) + \sum_{N = -\infty}^{\infty} e^{-iN \phi} G_{p_{2:2}; p_{1:1}}^{(\beta_2 \beta_1)} (1, 2), \quad (31)
\]

for \( \beta_1, \beta_2 = 0, 1, 2 \). This Fourier series is uniformly convergent, as the left-hand side acquires the same values for \( \phi = 0 \) and \( \phi = 2\pi \), and is continuous over the interval \([0, 2\pi] \). Hence, we obtain that

\[
[j_{\beta_2 \beta_1}^{(\beta_2 \beta_1)} (p_{2:2}; p_{1:1}, x)]^{(\beta_2 \beta_1)} = \frac{mc}{V \sqrt{p_{2:2}^0 p_{1:1}^0}} \sum_{N = -\infty}^{\infty} e^{-i(\beta_1 p_1 - \beta_2 p_2 + N k) \cdot x} \times [j_{\beta_2 \beta_1}^{(\beta_2 \beta_1)} (p_{2:2}; p_{1:1}, x)]^{(\beta_2 \beta_1)}, \quad (32)
\]

with

\[
[j_{\beta_2 \beta_1}^{(\beta_2 \beta_1)} (p_{2:2}; p_{1:1}, x)]^{(\beta_2 \beta_1)} = [j_{\beta_2 \beta_1}^{(\beta_2 \beta_1)} (p_{2:2}; p_{1:1}, x)]^{(\beta_2 \beta_1)} + [j_{\beta_2 \beta_1}^{(\beta_2 \beta_1)} (p_{2:2}; p_{1:1}, x)]^{(\beta_2 \beta_1)} + [j_{\beta_2 \beta_1}^{(\beta_2 \beta_1)} (p_{2:2}; p_{1:1}, x)]^{(\beta_2 \beta_1)} + [j_{\beta_2 \beta_1}^{(\beta_2 \beta_1)} (p_{2:2}; p_{1:1}, x)]^{(\beta_2 \beta_1)} \quad (33)
\]
Therefore, Eq. (36) is equivalent to

\[ [j_{p_2p_1;\lambda_1;\lambda_2}(j_1,j_2)]^\nu = G_{p_2p_1;N}^{(2)}[D_{p_2p_1;\lambda_1}(j_1,j_2)]^\nu. \]  

(34)

Eq. (32) will be used in Sec. 111 when deriving the formula for the probability amplitude of the respective QED process.

In relation to the fermionic four-currents, which are the fundamental building blocks of QED probability amplitudes, let us go back to the problem of gauge invariance, mentioned in the previous section. Since the dressed momenta, \( p_1 \) and \( p_2 \), appear in the four-current (27) only in the combination \( \beta_p p_1 - \beta_2 p_2 \), therefore, one can redefine the laser-field dressing such that \( p_j \rightarrow \tilde{p}_j + \beta_j s \), \( j = 1, 2 \), where the four-vector \( s \) could, in principle, be arbitrary. This suggests that the momentum dressing does not have a unique physical meaning. However, we can use this ambiguity in order to simplify our further analysis. In the following we shall choose \( \epsilon \) and \( \bar{\epsilon} \). Indeed, one can show that

\[ \epsilon = \epsilon_j + a_j(k \cdot x), \]

which is invariant with respect to the gauge transformation \( \epsilon_j = \epsilon_j - a_j(k \cdot x) \) with arbitrary functions \( a_j(k \cdot x) \).

In fact, for constant \( a_j \), such gauge-invariance is used as a test of our numerical calculations. As it follows from Eq. (36), we have \( k \cdot p = k \cdot \tilde{p} \) and \( \epsilon_j \cdot p = \epsilon_j \cdot \tilde{p} + \beta \mu m c(f_j) \). Therefore, Eq. (36) is equivalent to

\[ p = \tilde{p} + \beta \mu m c((f_1)\epsilon_1 + (f_2)\epsilon_2), \]

(37)

It is important to realize that the new dressed momenta of fermions are on the mass shell, with the effective mass independent of momenta \( p, k \), and polarization four-vectors \( \epsilon_j \). Indeed, one can show that

\[ \tilde{p}^2 = p^2 + (\mu m c)^2((f_1)^2 - (f_1)^2 + (f_2)^2 - (f_2)^2). \]

(38)

and, consequently, the fermion effective mass in the laser field can be defined as

\[ m = \sqrt{m^2 + (\mu m c)^2((f_1)^2 - (f_1)^2 + (f_2)^2 - (f_2)^2)}. \]

(39)

These properties of the gauge-invariant momentum dressing can be further exploited in the finite momenta integrations that lead to the probability distributions of QED processes assisted by the laser fields. In particular, our analysis of resonances will become more straightforward, although without this modification of momentum dressing it is equally possible.

We conclude this section by noting that it is not necessary to ascribe any physical meaning to the momentum dressing (compare, e.g., the discussion in Refs. 49, 50). The latter is entirely defined by the laser-pulse averages \( \langle f_1 \rangle \) and \( \langle f_1^2 + f_2^2 \rangle \), that in principle can be determined by means of the interferometric measurements (see, e.g., 52). In the following, we shall apply a momentum dressing \( \tilde{p} \) only as a useful mathematical tool.

**D. Probability amplitudes**

Consider a QED process that in the lowest order of perturbation theory is represented by a two-vertex Feynman diagram with four external fermionic legs and an internal photon line. For now, we assume that the fermions are distinguishable. In this general situation, the probability amplitude for the process equals

\[ A(Q_1, Q_2; Q_3, Q_4) = -4\pi m c z_B z_A \int d^4 x d^4 y \frac{d^4 K}{(2\pi)^4} \times \langle j_{Q_2 Q_1}(x) \rangle e^{-iK \cdot x} - \frac{g\omega}{K^2 + i\epsilon} e^{iK \cdot y} \langle j_{Q_4 Q_3}(y) \rangle. \]

(40)

where the symbol \( Q_j \) means the collection of fermion asymptotic parameters \( (p_j, \lambda_j, \beta_j) \). Here, quantities with indices \( j = 1, 3 \) correspond to the incoming lines, whereas \( j = 2, 4 \) to the outgoing ones. Also, we use the shorthand notation for the Dirac current,

\[ \langle j_{Q_j Q_i}(x) \rangle = \langle j^{(j \beta_\lambda)}_{p_j \lambda_j p_i \lambda_i}(x) \rangle. \]

(41)

Additionally, \( z_A e \) and \( z_B e \) are the particle charges for the fermionic lines \( (1 \rightarrow 2) \) and \( (3 \rightarrow 4) \), respectively. From now on, we shall use the following abbreviations:

\[ \langle j^{(j \beta_\lambda)}_{p_j \lambda_j p_i \lambda_i; N}(x) \rangle = j^{(j \beta_\lambda)}_{p_j \lambda_j p_i \lambda_i; N}(x); \]

\[ D^{(j \beta_\lambda, j' \beta'_{\lambda'})}_{p_j \lambda_j p_i \lambda_i; N}(x) = D^{(j \beta_\lambda, j' \beta'_{\lambda'})}_{p_j \lambda_j p_i \lambda_i; N}(x). \]

(42)

Thus, in relation to Eq. (32), we can represent the Dirac current \( j^{(j \beta_\lambda)}_{p_j \lambda_j p_i \lambda_i; N} \) such that

\[ \langle j_{Q_2 Q_1}(x) \rangle = \frac{mc}{V \sqrt{p_1^0 p_1^0}} \sum_{N = -\infty}^{\infty} e^{-i\beta_\lambda p_1 \cdot (\tilde{p}_1 \cdot \beta_\lambda + N K) \cdot x} j^{(j \beta_\lambda)}_{p_j \lambda_j p_i \lambda_i; N}. \]

(43)

where \( m \) stands for the rest mass \( m_A \) or \( m_B \), depending on the fermionic line \( (1 \rightarrow 2) \) or \( (3 \rightarrow 4) \). In Eq. (40), we have substituted the Feynman photon propagator in the so-called Feynman gauge,

\[ D_{\rho\mu}(x - y) = \int \frac{d^4 K}{(2\pi)^4} e^{-iK \cdot x} \frac{-\gamma_{\rho\mu}}{K^2 + i\epsilon} e^{iK \cdot y}. \]

(44)

It is also worth noting that due to the conservation of the Dirac current [Eq. (26)], the probability amplitude [40]...
is gauge-invariant. One can also see that it is determined by the Fourier transform of the Dirac current,

\[ \check{\mathcal{J}}_{Q_i Q_j}(K) = \int d^4 x e^{-iK \cdot x} j_{Q_i Q_j}(x), \]

(45)

which for an infinite train of pulses becomes

\[ \check{\mathcal{J}}_{Q_i Q_j}(K) = \frac{mc}{V \sqrt{\hat{p}_1 \hat{p}_2}} (2\pi)^4 \times \sum_{N=-\infty}^{\infty} \delta^{(4)}(\beta_1 \hat{p}_1 - \beta_2 \hat{p}_2 + Nk) j_{Q_i Q_j}^N\].

(46)

Here, the coefficients \( j_{Q_i Q_j}^N \) are defined by Eqs. (12), (33) and (34). This leads to the following expression for the probability amplitude,

\[ \mathcal{A}(Q_1, Q_2; Q_3, Q_4) = -4\pi i \alpha z_A z_B (2\pi)^4 \frac{m_A m_B c^2}{V^2 \sqrt{\hat{p}_1 \hat{p}_2 \hat{p}_3 \hat{p}_4}} \times \sum_{M=-\infty}^{\infty} \delta^{(4)}(\beta_1 \hat{p}_1 - \beta_2 \hat{p}_2 + \beta_3 \hat{p}_3 - \beta_4 \hat{p}_4 + Nk) \times \sum_{M=-\infty}^{\infty} \delta^{(4)}(\beta_1 \hat{p}_1 - \beta_2 \hat{p}_2 + \beta_3 \hat{p}_3 - \beta_4 \hat{p}_4 + Nk) \]

(47)

in which \( K = \beta_3 \hat{p}_3 - \beta_4 \hat{p}_4 + Mk \) or \( K = -(\beta_1 \hat{p}_1 - \beta_2 \hat{p}_2 + (N - M)k) \).

In the following, we shall assume that the probability amplitude is the sum of amplitudes corresponding to the \( N \)-quanta absorption or emission processes, meaning that

\[ \mathcal{A}(Q_1, Q_2; Q_3, Q_4) = \sum_{N=-\infty}^{\infty} \mathcal{A}_N(Q_1, Q_2; Q_3, Q_4). \]

(48)

If we further introduce the four-vectors,

\[ R_{ij} = \beta_i \hat{p}_i - \beta_j \hat{p}_j, \]

(49)

and

\[ T_N(Q_1, Q_2; Q_3, Q_4) = \sum_{M=-\infty}^{\infty} j_{Q_2 Q_1; N-M}^{\rho} \frac{-g_{\rho\nu}}{K^2 + \imath \varepsilon} j_{Q_4 Q_3; M}^{\nu}, \]

(50)

with

\[ K = R_{34} + Mk = -R_{12} - (N - M)k, \]

(51)

then the probability amplitude (48) can be written in a compact form,

\[ \mathcal{A}_N(Q_1, Q_2; Q_3, Q_4) = -4\pi i \alpha z_A z_B (2\pi)^4 \frac{m_A m_B c^2}{V^2 \sqrt{\hat{p}_1 \hat{p}_2 \hat{p}_3 \hat{p}_4}} \times (2\pi)^4 \delta^{(4)}(R_{12} + R_{34} + Nk) T_N(Q_1, Q_2; Q_3, Q_4). \]

(52)

Note that this formula is valid for QED processes that occur in the presence of an infinite train of identical pulses, in contrast to the case of a single pulse. As will be shown below, the Oleinik resonances are exclusively well defined for the former. For isolated pulses, on the other hand, the resonances appear as finite peak-structures in probability distributions, and they are frequently accompanied by interference structures [17]. This prevents their unambiguous identification.

E. Oleinik resonances

For a QED process assisted by an infinite train of laser pulses, we shall analyze below the conditions for Oleinik resonances. Going back to the Fourier decomposition of the Dirac current (22) and the expression describing the probability amplitude of a QED process (40), we conclude that the integrals over \( d^4 x \) and \( d^4 y \) result in two conservation laws,

\[ 0 = \beta_1 \hat{p}_1 - \beta_2 \hat{p}_2 + M_1 k + K, \]
\[ 0 = \beta_3 \hat{p}_3 - \beta_4 \hat{p}_4 + M_2 k - K, \]

(53)

with arbitrary integers \( M_1 \) and \( M_2 \). Note that Oleinik resonances, being poles of the Feynman propagator (44), appear for such fermion momenta that \( K^2 = 0 \) [29, 32]. This could happen only for certain values of \( M_1 \) and \( M_2 \). Our aim is, therefore, to determine the respective kinematics.

In our analysis we assume that momenta of the incoming lines (i.e., \( p_1 \) and \( p_2 \)) are known (although other possibilities could be equally considered), whereas the remaining parameters have to be determined from the conservation conditions (49). In order to do so, we rewrite Eqs. (23) such that

\[ \beta_2 \hat{p}_2 = \beta_1 \hat{p}_1 + M_1 k + K, \]
\[ \beta_4 \hat{p}_4 = \beta_3 \hat{p}_3 + M_2 k - K, \]

(55)

and square them. Taking into account the resonance condition \( K^2 = 0 \) and the fact that all fermion dressed momenta are on the same mass shell we arrive, after some algebra, at the following equation,

\[ \hat{K} \cdot R = 0. \]

(56)

Here, \( K = K^0 \hat{K} \), \( \hat{K} = (1, N) \) with the unit space-vector \( N \), whereas the four-vector \( R \) is defined as

\[ R = \beta_3 M_2 (\tilde{p}_3 \cdot k)(\beta_1 \tilde{p}_1 + M_1 k) + \beta_1 M_1 (\tilde{p}_1 \cdot k)(\beta_3 \tilde{p}_3 + M_2 k). \]

(57)

Moreover,

\[ K^0 = -\frac{\beta_1 M_1 \tilde{p}_1 \cdot k}{\hat{K} \cdot (\beta_1 \tilde{p}_1 + M_1 k)} = \frac{\beta_3 M_2 \tilde{p}_3 \cdot k}{\hat{K} \cdot (\beta_3 \tilde{p}_3 + M_2 k)}. \]

(58)
Then, by introducing the normalized space vector $\hat{R} = \frac{R}{|R|}$, one can rewrite Eq. (59) in the form

$$N \cdot \hat{R} = \frac{R^0}{|R|}. \tag{59}$$

Hence, we conclude that Eq. (59) can only be satisfied if $R$ is the space-type four-vector,

$$R^2 = (R^0)^2 - (\mathbf{R})^2 \leq 0. \tag{60}$$

For the given incoming momenta $p_1$ and $p_3$, and for the given laser field parameters, this inequality determines the allowed integer numbers $M_1$ and $M_2$. Selecting a particular pair $(M_1, M_2)$, one settles down the corresponding four-vector $R$ and proceeds to determine the null four-vector $K$, and momenta of the outgoing fermions $p_2$ and $p_4$ from Eq. (59). In doing so, we choose two additional unit vectors $\hat{R}_j$, $j = 1, 2$, such that together with $\hat{R}$ they form a triad $(\hat{R}_1, \hat{R}_2, \hat{R})$ of the right-handed basis, meaning that $\hat{R}_1 \times \hat{R}_2 = \hat{R}$. Then, the most general solution of Eq. (59) depends on an angle, $0 \leq \sigma_R \leq 2\pi$, such that

$$N = \frac{1}{|R|} \left[ \sqrt{-R^0(\cos \sigma_R \hat{R}_1 + \sin \sigma_R \hat{R}_2) + R^0 \hat{R}} \right]. \tag{61}$$

Having known $N$ and $\hat{K}$, we determine $K^0$ from Eq. (58), and the remaining dressed momenta $\hat{p}_2$ and $\hat{p}_4$ from Eq. (55), the asymptotic bare momenta $p_2$ and $p_4$ are then obtain from Eq. (57). In order to get the one-to-one correspondence between the outgoing momenta and the angle $\sigma_R$ we have to uniquely define at least one of the vectors $\hat{R}_j$. Specifically, we set it up such that for the given polar and azimuthal angles of $\mathbf{R}$, $\theta_R$ and $\varphi_R$, we have $\hat{R}_1 = (\cos \theta_R \cos \varphi_R, \cos \theta_R \sin \varphi_R, -\sin \theta_R)^T$. The aforementioned procedure will be used in Sec. III to find OleJNIk resonances in a trident process.

In closing this section we note that the fact that the probability amplitude becomes infinite at the OleJNIk resonances originates from the idealized conditions that both the laser and particle beams used in this paper are described by infinite waves. It is only under such assumptions that the position of resonances can be precisely established. In this context it is important to realize that even though experimentally both these beams are finite in time and space, in the realm of QED it is impossible to account for those characteristics exactly. In our further analysis of OleJNIk resonances, which will be performed in Sec. III we shall adopt therefore the prescription proposed in Ref. [14]. Namely, we shall assume that $\epsilon$ in the denominator of the photon propagator $\frac{1}{\epsilon}$ equals

$$\epsilon = 2|k^0|/cT_0, \tag{62}$$

where $T_0$ is a typical timescale of laser-matter interaction. Since the duration of a single pulse in the train is equal to $2\pi/ck^0$, we shall choose further that

$$\epsilon = |k^0t^0|/\pi N_0, \tag{63}$$

where $N_0$ denotes the number of pulses in the train. For an infinite train of pulses, we have $T_0 \to \infty$ and $N_0 \to \infty$. In actual computations, both will be kept finite but large. In closing, we stress that this prescription is only used to avoid infinities in the probability distributions of product particles.

III. TRIDENT PROCESS

A. Probability distributions

For the trident process represented by the Feynman diagram with two distinguished fermion lines in Fig. 1 we have one fermion in the remote past and three fermions in the far future. Let us assume that the incoming fermion is labeled by the multi-index $Q_1$. This means that $\beta_3 = \beta_1$ (i.e., the line corresponding to the current $j_{Q_2,Q_1}$ describes the propagation of either the particle, $\beta_1 = 1$, or the antiparticle, $\beta_1 = -1$) and $\beta_2 = -\beta_3$ (i.e., the current $j_{Q_2,Q_3}$ corresponds to the particle-antiparticle creation). In our further analysis and without losing generality we shall use interchangeably $\beta = \beta_1 = \beta_2$ and $\beta = \beta_4 = -\beta_3$ with $\beta = \pm$.

For fixed multi-index $Q_1$ and for very long pulse train (i.e., $T_0 \to \infty$ or, equivalently, $N_0 \gg 1$), we define the probability rate of the pair creation. For this purpose we use the standard prescription in relation to Eq. (62),

$$\left(2\pi \right)^4 \delta^{(4)}(R_{12} + R_{34} + Nk) \left(2\pi \right)^4 \delta^{(4)}(R_{12} + R_{34} + Nk) = c T_0 V \times (2\pi)^4 \delta^{(4)}(R_{12} + R_{34} + Nk). \tag{64}$$

Since the density of final states is equal to

$$\sum_{\lambda_2 = \pm} V^3 p_2 \sum_{\lambda_3 = \pm} V^3 p_3 \sum_{\lambda_4 = \pm} V^3 p_4 \Rightarrow \sum_{\lambda_2 = \pm} V^3 p_2 \sum_{\lambda_3 = \pm} V^3 p_3 \sum_{\lambda_4 = \pm} V^3 p_4, \tag{65}$$

we obtain the total probability for the pair creation with
the exchange of \(N \) fundamental laser quanta of energy \(\omega\),

\[
P_N = \sum_{\lambda_2,\lambda_3,\lambda_4=\pm} \int \frac{V d^3p_{\lambda_2}}{(2\pi)^3} \frac{V d^3p_{\lambda_3}}{(2\pi)^3} \frac{V d^3p_{\lambda_4}}{(2\pi)^3} |A_N|^2 \]

\[
= \frac{\alpha^2}{2\pi^3} (z_A m_A z_B m_B c^2)^2 \frac{CT_0}{p_1^2} \sum_{\lambda_2,\lambda_3,\lambda_4=\pm} \int \frac{d^3p_{\lambda_2}}{p_2^2} \frac{d^3p_{\lambda_3}}{p_3^2} \frac{d^3p_{\lambda_4}}{p_4^2} \delta^{(4)}(R_{12} + R_{34} + Nk)|T_N|^2,
\]

which allows us to define the respective rate,

\[
W_N = \frac{P_N}{T_0}.
\]

Closely related are differential probability rates that will be defined below for a certain geometry.

We consider a target particle initially at rest \((p_1 = 0)\) which is exposed to the laser pulse train propagating in the \(z\)-direction. Moreover, we assume that the polarization vectors of the laser field \(\epsilon_1\) and \(\epsilon_2\) are along the \(x\)- and \(y\)-directions, respectively. Further, we fix the momentum \(p_3\) (i.e., the momentum of created positrons) as well as two projections of \(p_2\) onto the polarization vectors \((i.e., p_{2,j} = \epsilon_j p_2 = -\epsilon_j p_2, j = 1, 2)\). For such geometry, we define the six-fold probability distribution for the trident process, that depends on five continuous variables, \(p_3\) and \(p_{2,j}\), and the discrete one, \(N\). The latter determines the net amount of radiation energy, \(N\omega\), absorbed from \((N > 0)\) or emitted to \((N < 0)\) the laser field. In compliance with the above, let us further assume that \(Q_3\) is fixed (i.e., both \(p_3\) and \(\lambda_3\), as \(\beta_3\) is already fixed to be \(-\beta_1\)), which leads to the triply-differential rate

\[
\frac{d^3W_{N}^{(1,3)}}{d^3\Gamma_3} = \frac{\alpha^2}{2\pi^3} (z_A m_A z_B m_B c^2)^2 \frac{c}{p_1^2} \Gamma_{N}^{(1,3)},
\]

where

\[
d^3\Gamma_3 = \frac{d^3p_3}{p_3^2}
\]

is the relativistically invariant integration measure with respect to the positron momentum. Moreover,

\[
\Gamma_{N}^{(1,3)} = \sum_{\lambda_2,\lambda_4} \int \frac{d^3p_{\lambda_2}}{p_2^2} \frac{d^3p_{\lambda_4}}{p_4^2} \delta^{(4)}(R_{12} + R_{34} + Nk)|T_N|^2,
\]

where the superscript \((1, 3)\) indicates that momenta and spins of the particles 1 and 3 are fixed. Note that Eq. (70) can be further simplified due to the presence of the delta function. For this purpose, we define,

\[
\begin{align*}
u &= (p_1^+ - p_3^+) \cdot p_2^+ - p_1 \cdot p_3 + (m_A c)^2 + \beta Nk \cdot (p_1 - p_3), \\
w &= \frac{1}{2} [p_1^+ \cdot p_2^+ + (m_A c)^2], \quad Q = \bar{p}_1 - \bar{p}_3.
\end{align*}
\]

Then, we find

\[
\Gamma_{N}^{(1,3)} = \sum_{\lambda_2,\lambda_4} \int d^3p_{\lambda_2}^+ \, \bar{\Gamma}_{N}^{(1,3)},
\]

where the explicit form of \(\bar{\Gamma}_{N}^{(1,3)}\) depends on solutions of the dressed four-momenta conservation condition expressed by the delta function in (70). Here, we meet the following options:

- **Option 1:** Let us define

\[
\Delta = u^2 - 4wQ^-Q^+.
\]

If \(\Delta > 0\) and \(Q^-Q^+ \neq 0\), then we have two solutions,

\[
S_1: \quad \bar{p}_2^- = \frac{u + \sqrt{\Delta}}{2Q^+}, \quad \bar{p}_2^+ = \frac{u - \sqrt{\Delta}}{2Q^-},
\]

\[
S_2: \quad \bar{p}_2^- = \frac{u - \sqrt{\Delta}}{2Q^+}, \quad \bar{p}_2^+ = \frac{u + \sqrt{\Delta}}{2Q^-},
\]

and

\[
\bar{\Gamma}_{N}^{(1,3)} = \frac{1}{\sqrt{\Delta}} |T_N(Q_1, Q_2; Q_3, Q_4)|^2 |S_1| + |T_N(Q_1, Q_2; Q_3, Q_4)|^2 |S_2|.
\]

Note, that \(\bar{\Gamma}_{N}^{(1,3)}\) becomes singular as \(\Delta \to 0\). This singularity is related to the channel closing and leads to the threshold effects discussed below.

- **Option 2:** If \(Q^+ = 0\) and \(Q^- \neq 0\), then

\[
S_+ : \quad \bar{p}_2^- = \frac{wQ^-}{u}, \quad \bar{p}_2^+ = \frac{u}{Q^-},
\]

and

\[
\bar{\Gamma}_{N}^{(1,3)} = \frac{1}{|u|} |T_N(Q_1, Q_2; Q_3, Q_4)|^2 |S_+|.
\]

- **Option 3:** If \(Q^- = 0\) and \(Q^+ \neq 0\), then

\[
S_- : \quad \bar{p}_2^- = \frac{u}{Q^+}, \quad \bar{p}_2^+ = \frac{wQ^+}{u},
\]

and

\[
\bar{\Gamma}_{N}^{(1,3)} = \frac{1}{|u|} |T_N(Q_1, Q_2; Q_3, Q_4)|^2 |S_-|.
\]

At this point we note that, for the trident process, \(Q^+\) and \(Q^-\) cannot be simultaneously equal to zero. Also, the options 2 and 3 are met very rarely and, in fact, they have never occurred in our numerical analysis.

Based on the above considerations, we define the spin-resolved differential probability rate for the trident process that has been accompanied by absorption of \(N\) laser
quanta from a pulse train,
\[
\frac{d^5W^{(1,3)}_N(p_1, \lambda_1; p_3, \lambda_3; p_2^\perp, \lambda_2; \lambda_4)}{d^3\Gamma_3 dp_2^\perp} = \frac{\alpha^2}{2\pi^3} \left( z_A m_A z_B m_B c^2 \right)^2 \frac{e^2}{p_1^2} T^{(1,3)}_N(Q_1, Q_2; Q_3, Q_4).
\]

This, in turn, allows us to define the probability rate per a single pulse from the train. For this, we multiply Eq. (80) by the pulse duration \(2\pi/\epsilon k^0\) and divide it by the relative flux of initial charged particles and laser photons, \(k \cdot p_1/k^0 p_1^0\) (note that in the reference frame in which the incoming particle is at rest this extra factor is 1). Hence, we obtain
\[
\frac{d^5P^{(1,3)}_N(p_1, \lambda_1; p_3, \lambda_3; p_2^\perp, \lambda_2; \lambda_4)}{d^3\Gamma_3 dp_2^\perp} = \frac{\alpha^2}{\pi^2} \left( z_A m_A z_B m_B c^2 \right)^2 \frac{e^2}{k \cdot p_1} T^{(1,3)}_N(Q_1, Q_2; Q_3, Q_4),
\]

(81)

In our further analysis we shall not investigate the spin effects. Therefore, the average distribution is summed over the final particle spin degrees of freedom and averaged over the initial one, which leads to
\[
\frac{d^5P^{(1,3)}_N(p_1, \lambda_1; p_3, \lambda_3; p_2^\perp, \lambda_2; \lambda_4)}{d^3\Gamma_3 dp_2^\perp} = \frac{1}{\lambda_1,\lambda_2,\lambda_3,\lambda_4=\pm} \frac{d^5P^{(1,3)}_N(p_1, \lambda_1; p_3, \lambda_3; p_2^\perp, \lambda_2; \lambda_4)}{d^3\Gamma_3 dp_2^\perp}.
\]

(82)

Note, that these are the relativistically invariant distributions as the perpendicular components of \(p_2\) are always defined with respect to the polarization vectors of the laser beam, i.e., \((p_2^\perp)_j = -\varepsilon_j \cdot p_2\) for \(j = 1, 2\).

In closing this section, we remark that the above distributions are suitable for the case of distinguishable particles with different masses \(m_A\) and \(m_B\), or different charges \(z_A e\) and \(z_B e\). For indistinguishable particles, we have to put \(m_A = m_B\), \(z_A = z_B\) and antisymmetrize amplitudes with respect to momenta \(p_2\) and \(p_4\). In this case, the amplitude \(T_N(Q_1, Q_2; Q_3, Q_4)\) that appears in Eq. (69) (as well as in the proceeding formulas) should be replaced by
\[
\frac{1}{\sqrt{2}} \left[ T_N(Q_1, Q_2; Q_3, Q_4) - T_N(Q_1, Q_2; Q_3, Q_4) \right].
\]

(83)

This relates, for instance, to the situation when \(e^- e^+\) pairs are created in laser-field–electron collisions, as realized experimentally in SLAC \([8, 9]\). In this paper, however, we consider a different incoming particle so there is no necessity to anti-symmetrize the probability amplitude of the process (as it was done, for instance, for the Møller scattering in Refs. \([37, 39]\)). As the example we consider the muon of mass \(m_\mu \approx 206.768 m_e\). Note that fundamental QED processes with muons have been already studied in literature \([53, 57]\), but not in the context of Oleinik resonances and threshold effects.

B. Oleinik resonances

As follows from our analysis in Sec. 11E the positions of resonances depend on the momenta \(p_1\) and \(p_3\) incoming to the Feynman diagram. Since \(p_1\) represents the colliding muon at rest, therefore, the positron four-momentum \(p_3\) has to be settled. By doing this and by fixing an angle \(\sigma_R\) we can determine all integer pairs \((M_1, M_2)\) leading to resonances. For particular choices of \(p_3\) and \(\sigma_R\) the results are presented in Fig. 2. The electric field of the laser pulse is defined by the master function \([2]\) with the normalization constant \(N = 1\). The remaining parameters are: \(\mu = 10\), \(N_{osc} = 2\), \(\omega_L = N_{osc} \omega = m_e c^2\), and \(\chi = 0\). With these parameters we find that \(\langle f_1 \rangle \approx 0.083\) and \(\langle f_2 \rangle \approx 0.073\). Since dots in Fig. 2 fill almost the entire first quarter of the plane \((M_1, M_2)\), resonances should frequently appear in the probability distribution for the trident process.

Each resonance indicated by a dot in Fig. 2 can be represented in the six-dimensional space of momenta \((p_2, p_4)\) with fixed \(p_3\) by a curve that is parametrized by the angle \(\sigma_R\). In fact, if we allow the positron momentum \(p_3\) to change as well then such resonance will be described by a four-dimensional manifold embedded in the nine-dimensional space of final momenta, making their analysis very cumbersome. For this reason, we rather fix the positron momentum \(p_3\). In that case, we present in Fig. 4 projections of the resonance curve for \((M_1, M_2) = (5, 15)\) on some particular planes in the six-dimensional \((p_2, p_4)\) space, as well as the kinetic energy correlation for par-
In this Section, we consider the trident process in which a muon collides with an infinite train of laser pulses. We choose the reference frame where the muon is initially at rest \((\mathbf{p}_1 = 0)\) and the linearly polarized light [with \(\varepsilon_1 = e_x\) and \(f_2(k \cdot x) = 0\)] propagates in the \(z\)-direction. Pulses comprising the train are described by Eq. (9), where we further assume that \(\mu = 10, N_{osc} = 3, \omega_L = N_{osc}\omega = m_ec^2, \chi = \pi/2, \) and \(N = 1\). This means that the maximum of the electric field is \(\mu/N_{osc} = 10/3\) of the Sauter-Schwinger electric field strength unit, \(E_s = m_e^2c^3/(\varepsilon\hbar)\). In addition, we keep the final muon transverse momentum equal to zero \((\mathbf{p}_e^\perp = 0)\) and we fix the positron momentum \(\mathbf{p}_4\) such that \(E_3 = cp_4^2 - m_ec^2 = m_e^2c^2, \theta_3 = 0.3\pi, \) and \(\varphi_3 = \pi\). For such conditions, we plot in Fig. 4 the dependence of the probability distribution (82) on the number of laser photons \(N\) absorbed from the field. We observe the modulation of the distribution with the period around \(\Delta N = 15\). If we decrease the kinetic energy \(E_3\), the period of those oscillations decreases as well. Finally, at \(E_3 = 0.3m_ec^2\) we observe (up to small changes on the logarithmic scale) a monotonic decrease of probability distribution with \(N\). On the other hand, for larger \(E_3\) the period \(\Delta N\) also increases. Such a behavior shows that the modulation present in Fig. 4 is not related to the multiphoton absorption, neither to resonances (the pattern marginally depends on the change of \(N_0\), which in all figures is set to 200), but rather to interference of probability amplitudes. Note that such interference modulations are typical for the Compton [58, 64] or Breit-Wheeler [50, 65–68] processes as well.

In Fig. 5 we plot the energy distribution of positrons as a function of their kinetic energy \(E_3\) for the fixed value of \(N = 20\) (with the remaining parameters kept the same as in Fig. 4). The latter denotes a given channel for pair creation which is open for as long as \(N\hbar\omega \geq 2m_e^2c^2\), where \(\bar{m}_e\) is given by Eq. (39). This inequality explains why in Fig. 5 the distribution abruptly vanishes. Namely, \(N\) fundamental laser quanta of energy \(\omega\) becomes insufficient to create pairs with energies larger than the threshold energy for that channel, \(E_3^{th} = 20\). Mathematically, such channel closing is due to vanishing of the discriminant \(\Delta\) defined by Eq. (23) or possibly \(u\) in Eq. (11) for the remaining two options, which however have never appeared in our numerical explorations. Since the probability distribution contains the square root of \(\Delta\) in the denominator, therefore, close to the threshold energy this distribution shows up the singularity exhibited in Fig. 5 and enhanced (by making the grid of calculations smaller) in Fig. 6 in the upper panel. However, if multiplied by \(\sqrt{E_3^{th} - E_3}\) the distribution becomes finite (see, the bottom panel), which proves that the threshold singularity is integrable.
D. Carrier-envelope-phase effects

Interaction of matter with a laser field crucially depends on the space and time properties of the latter. This is mostly due to quantum interference which commonly occurs in light-induced and light-assisted processes. It is important to realize that interference effects can, in principle, be significantly enhanced or suppressed by various factors such as the relative phases of multichromatic field components or the carrier envelope phase of the laser pulse (see, e.g., [69]). This offers an opportunity of coherent phase control of quantum processes, which was originally applied in molecular physics as means to manipulate chemical reactions (see, e.g., [70]). In recent years, phase effects specific to relativistic regime of laser-matter interactions have been also thoroughly studied. This includes particle scattering [71–73], the Kapitza-Dirac effect [74, 75], the Compton and Thomson scattering [76–78], and nonlinear pair production [40–42]. Interestingly, it has been also demonstrated that a high sensitivity of those processes to the laser field can serve as a measure of field properties [72, 78, 79].

In Fig. 5 we present the dependence of the color mapping of the probability distribution as a function of the kinetic energy of created positron, \( E_3 \), and the carrier envelope phase of an individual pulse from the train, \( \chi \). The laser field configuration is the same as before, meaning that the averages \( \langle f_1 \rangle \) and \( \langle f_2^* \rangle \) that determine momentum dressing and properties of resonances do not vanish and depend on the phase \( \chi \). For this reason, despite the smoothly varying background distribution, we observe sharp resonant peaks (the lighter lines) and threshold singularities (present at the border, but not sufficiently displayed with this resolution), the position and strength of which are, in general, \( \chi \)-dependent. In addition, if integrated over the positron kinetic energy \( E_3 \), the distribution exhibit a strong dependence on the carrier envelope phase. This shows that the CEP plays a significant role in the trident process.

E. Lorentz meets Fano

Resonance phenomena are among the most fascinating and important in physics [80–82]. The resonance scattering of elementary particles with matter, both in the absence and presence of the radiation background, provides the fundamental information about the properties and structure of elementary particles themselves, and also of solids, atoms or nuclei. Note that the interference of the background and the resonant contributions to the probability amplitudes lead very frequently to a complicated dependence of probabilities, or cross sections, on the final particles momenta. As functions of energy, these probabilities very rarely exhibit the pure Lorentz-Breit-Wigner shapes, which makes it difficult to determine the resonance width and position. On the other hand, laser pulses depend, in principle, on various parameters which can be used to control physical phenomena. As mentioned above, such control can be accomplished with the help of CEP or relative phases of multichromatic waves. Such investigations cover various topics – from the atomic and solid state physics [71, 72] to the relativistic strong field QED [40, 41, 73–78, 83], the latter being the sub-
where \( T \) is the positron kinetic energy \( 1/2 \) for visual purposes) as a function of the positron kinetic energy \( E_3 \) and the laser pulse CEP. The remaining parameters are the same as in Fig. 4. In the bottom panel, the probability distribution integrated over \( E_3 \) shows a significant dependence on the carrier envelope phase \( \chi \).

Figure 7. In the upper panel, we present the two-dimensional probability distribution (82) for \( N = 20 \) (raised to the power 1/2 for visual purposes) as a function of the positron kinetic energy \( E_3 \) and the laser pulse CEP. The remaining parameters are the same as in Fig. 4. In the bottom panel, the probability distribution integrated over \( E_3 \) shows a significant dependence on the carrier envelope phase \( \chi \).

ject of our paper. Interestingly, it was predicted theoretically \[84\] that the laser phases can be used for filtering resonance processes in such a way that for particular laser field configurations the pure Lorentz-Breit-Wigner shape of the scattering resonance is restored. It has been also shown experimentally and analyzed theoretically in Ref. \[82\] that a similar situation can be observed in photoexcitation, in regard to which the term ‘Lorentz meets Fano’ has been coined. The aim of this section is to investigate a possibility for Ole˘ınik resonances to occur in the trident process.

A general form of the multichannel scattering matrix in the close vicinity of a resonance is derived by assuming that resonances correspond to isolated poles of the scattering matrix. Realizing that the electromagnetic interactions are invariant under time reversal, one obtains the scattering matrix. Realizing that the electromagnetic interaction matrix. Realizing that the electromagnetic interaction matrix.

\[ T_{\text{R}} = B_{\text{R}} + \frac{1}{2\pi} \frac{\sqrt{\Gamma R \Gamma I}}{E - E_R + i\Gamma/2} e^{i(\phi_I + \phi_I)}, \]  

where \( T_{\text{R}} \) is called the \( T \)-matrix \[82\]. It is assumed that \( B_{\text{R}} \) describes the scattering background that marginally depends on the initial and final momenta in the vicinity of the resonance. The phases \( \phi_I \) and \( \phi_I \) depend in general on both the scattering background and the structure of the resonance. Additionally, \( \Gamma \) and \( E_R \) are the width and position of the resonance, whereas \( \Gamma_\ell \) is the partial width for the channel \( \ell \). Note that

\[ \sum_\ell \Gamma_\ell = \Gamma, \]  

where the summation runs over all open channels. The general formula \[85\] can be also presented in a more compact form \[87\],

\[ T_{\text{R}} = B_{\text{R}} \frac{E - E_R + Q_{\text{R}}}{E - E_R + i\Gamma/2}, \]  

with a complex \( Q_{\text{R}} \). For some values of parameters entering Eq. \[84\], the quantity \( Q_{\text{R}} \) in Eq. \[85\] as the probability distribution does not vanish in the vicinity of the resonance energy, i.e., for \( \varepsilon = -q \).

For the trident process considered here, all unknown \emph{a priori} parameters in \[84\] depend on the laser field, particularly on its carrier envelope phase \( \chi \). It might happen that, for selected values of \( \chi \), the interference between the background term \( B_{\text{R}} \) and the resonant term vanishes (or becomes negligibly small), leading to the Lorentz-Breit-Wigner shape,

\[ |T_{\text{R}}|^2 \approx |B_{\text{R}}|^2 + \frac{1}{4\pi^2} \frac{\Gamma \Gamma_I}{(E - E_R)^2 + \Gamma^2/4}. \]  

It would be very difficult, or even impossible, to analytically determine such a phase for a given laser pulse shape. In order to do that, we shall proceed with numerical analysis.

From now on, we settle the laser field parameters such that the resonance energy is independent of the carrier envelope phase. This can be achieved if the function \[9\] defines the vector potential \( \mathbf{A} \), i.e., \[ f_1(\phi) = F(\phi) \] whereas \( f_2(\phi) = 0 \). Moreover, the normalization constant \( N \) in Eq. \[9\] is chosen such that \( \langle f_1^2 \rangle = \frac{1}{2} \) for all \( \chi \). For the laser pulse described above, in Fig. 8 we present the probability distribution for the trident process in the vicinity of Ole˘ınik resonance that occurs for energy around 1.33 m\(e\)c\(^2\). The color mapping in the upper panel shows the probability distribution as a function of the positron energy \( E_3 \) and the carrier envelope phase \( \chi \). We observe here a typical interference structure which, for certain values of \( \chi \), is either resonantly enhanced (constructive interference) or suppressed (destructive interference). In the lower panel of Fig. 8 details of such behavior for the given values of \( \chi \) are shown.
Figure 8. Color mapping of the probability distribution for $N = 80$ (upper panel) as a function of the carrier envelope phase $\chi$ and the kinetic energy of created positrons $E_3 = c\gamma_3 - m_e c^2$. We assume that the polar and azimuthal positron ejection angles are $\theta_3 = \pi/2$ and $\phi_3 = \pi$, respectively, and $p_2^z = 0$. The incident fermion is the muon with rest mass $m_\mu = m_e \approx 206.768 m_e$. The laser pulse parameters are the following: $\mu = 10$, $\omega_L = m_e c^2$, $N_{\text{osc}} = 3$, with the vector potential shape function normalized such that $\langle f^2 \rangle = \frac{1}{2}$. The latter guarantees that the position of the resonance on the energy scale is $\chi$-independent. In the lower panel, we present this distribution for selected CEP values: $\chi = 0.6\pi$ (dashed line), $0.676\pi$ (solid line), and $0.76\pi$ (dot-dashed line).

Figure 9. The same as in Fig. 8 except that now $\theta_3 = 0.3\pi$ and $\phi_3 = \pi$, whereas $N_{\text{osc}} = 2$. In addition, in the lower panel the selected CEPs are: $\chi = 1.932\pi$ (dashed line), $1.952\pi$ (solid line), and $1.98\pi$ (dot-dashed line).

IV. CONCLUSIONS

We have provided a very general theoretical framework for strong-field QED processes that, in the first order of perturbation theory, can be represented by a two-vertex Feynman diagram with four external fermion legs and a single photon line. Assuming that the processes occur in the presence of an arbitrary train of pulses, we have developed formulas for the probability amplitude and the resulting probability distributions. A scheme of investigating Ole˘ınik resonances, arising from the poles of the Feynman photon propagator, has been also developed. While our theory is applicable to a variety of processes, including pair production and annihilation, Møller scattering, Bhabha scattering, etc., we have illustrated it for a trident process.

We have considered a trident process of $e^- e^+$ pair creation that occurs in the muon–laser-field collisions. For the laser field parameters chosen in the paper, we have observed a variety of resonances in the energy spectrum of created positrons. We have seen that their analysis can be obscured by quantum interference effects. The latter can be controlled, however, by the carrier envelope phase of pulses in a train. We have demonstrated that by changing the CEP we can transform the probability distribution shape into the Lorentz-Breit-Wigner one. This, in turn, allows one to determine the resonance position and width. Thus, our analysis allows one to unambiguously localize resonances in the signal of created particles.
in a train of pulses. Hence, it can serve as an important initial step toward analysis of resonances in the trident process that occurs in an isolated laser pulse. While such systematic study goes beyond the scope of this paper, it will be presented elsewhere.

We have also investigated the threshold behavior of the probability distributions in the trident process. Specifically, we have shown that near the multiphoton threshold the probability distribution of pair creation exhibits an integrable singularity.

In closing, we stress that the presented methods and results can be also generalized to other types of two-vertex QED processes that occur in the presence of a laser field. Specifically, to those described by the Feynman diagram with two fermion legs and two photon legs, including the one corresponding to the interaction with an external potential. As examples, one can mention for instance the laser-assisted Bethe-Heitler process of pair creation [91] and bremsstrahlung [91].
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