Quantum Non-Equilibrium Steady States Induced by Repeated Interactions
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We study the steady state of a finite XX chain coupled at its boundaries to quantum reservoirs made of free spins that interact one after the other with the chain. The two-point correlations are calculated exactly and it is shown that the steady state is completely characterized by the magnetization profile and the associated current. Except at the boundary sites, the magnetization is given by the average of the reservoirs’ magnetizations. The steady state current, proportional to the difference in the reservoirs’ magnetizations, shows a non-monotonous behavior with respect to the system-reservoir coupling strength, with an optimal current state for a finite value of the coupling. Moreover, we show that the steady state can be described by a generalized Gibbs state.

Understanding non-equilibrium behavior of quantum systems on the basis of general principles is one of the more challenging prospects of statistical physics. In particular, the complete characterization of the so-called Quantum Non-Equilibrium Steady-States (QNESS), i. e. stationary current full quantum states, is of primer and central focus since they are possible candidates for playing a role similar to Gibbs states in constructing a non-equilibrium statistical mechanics.\textsuperscript{1, 2, 3, 4, 5, 6, 7, 8}

To elucidate the general guiding principles for a non-equilibrium statistical mechanics, exactly solvable models play a central role. Among many models, the XX quantum chain is one of the simplest non-trivial many-body system. Its N-sites Hamiltonian is given by

$$H_S = -\frac{J}{2} \sum_{l=1}^{N-1} [\sigma_l^x \sigma_{l+1}^x + \sigma_l^y \sigma_{l+1}^y] + \frac{h}{2} \sum_{l=1}^{N} \sigma_l^z$$

where the $\sigma$s are the usual Pauli matrices, $J$ is the exchange coupling and $h$ a transverse (possibly external) magnetic field. Due to the fact that its dynamics can be described in an explicit way, the one-dimensional XX model has been extensively studied in various non-equilibrium contexts.\textsuperscript{9} On the experimental side, the XX model has been extensively studied in various non-equilibrium contexts.\textsuperscript{10}

In this work we study the N-site isotropic XX-chain\textsuperscript{11} coupled at its boundary sites to quantum reservoirs at different temperatures. In the anisotropic case a recent study has been reported in\textsuperscript{12} with Markovian baths. Here, the left and right reservoirs are made of an infinite set of non-interacting spins 1/2 in the same transverse field $h$ with Hamiltonian $H_E^{L(R)} = \sum_{n=1}^{\infty} H_{n}^{L(R)} = h \sum_{n=1}^{\infty} b_n^{L(R)} + b_n^{L(R)}$. The system-reservoir couplings are implemented via a repeated interaction scheme, meaning that each subsystem (particle) composing the reservoirs are interacting with the system one after the other.\textsuperscript{13}

To have a physical picture of such an interaction scheme, one may think of a laser (or particle) beam falling on the system. The system-reservoir interaction is given by the time-dependent Hamiltonian $V(t) = V_L(t)+V_R(t)$ where $V_L(t) = V_L^0(t)+V_L^1(t)$ with

$$V_L^0(t) = -J_E [b_n^{L(R)} + b_n^{L(R)}]$$

selecting the nth left and right reservoir spins in the time-interval $t \in (n-1)\tau, n\tau]$. We start at $t=0$ with a system-environment decoupled initial state $\rho(0) = \rho_S(0) \otimes \rho_E(0)$, where $\rho_S$ is
an equilibrium state of the system and where the environment density matrix is given by \( \rho_E = \otimes_N \rho_n = \otimes_N (\rho_n^L \otimes \rho_n^R) \) with one-particle thermal density matrices \( \rho_n^L = \frac{1}{Z_{L \tau}} e^{-\beta_{L \tau}(n) b_k^{R \dagger} b_k^{L \tau}} = \frac{1 + \lambda_{L \tau}(n) \sigma_+}{2} |+\rangle \langle +| + \frac{1 - \lambda_{L \tau}(n) \sigma_-}{2} |\pm\rangle \langle \pm| \) with \( \sigma_\pm \) being \( \pm \). At \( t = 0^+ \), the first left and right reservoir spins start to interact with the left and right system boundary spins for a time \( \tau \) through the hopping term \( V_{L \tau}(R) \). At \( t = \tau^+ \), the first reservoir spins are replaced by the second ones interacting with the system through \( V_{R \tau}(L) \) for a time \( \tau \). The process is then repeated again and again \([19]\). Iterating the process \( n \)-times, the reduced density matrix associated to the system part is given at time \( t = n \tau \) by

\[
\rho_S(n \tau) = T_{2 \tau} \left\{ e^{-i \tau H^{(n)}_{tot}} \rho((n-1) \tau) e^{i \tau H^{(n)}_{tot}} \right\} = T_{n \tau} \left\{ U^{(n)}_1 \rho_S((n-1) \tau) \otimes \rho_n U^{(n)}_1 \dagger \right\}
\]

where \( H^{(n)}_{tot} = H_S + H_E + V_L^{(n)} \) is the total Hamiltonian in the time-interval \([n-1) \tau, n \tau] \) with the interaction part \( V_L^{(n)} = V_R^{(n)} \), and where \( U^{(n)}_1 \) is \( e^{-i \tau (H_S + V_L^{(n)} + H_n)} \) with \( H_n = H_n^L + H_n^R \).

To solve the recursive dynamical equation \([20]\), we introduce the fermionic representation of the coupled part of the total Hamiltonian, \( H^{(Sn)} = H_S + V_L^{(n)} + H_n \), which is of the form \([11]\) with \( N + 2 \) sites, via the usual Jordan-Wigner transformation \([20]\):

\[
\Gamma^I_k = e^{i \pi \sum_{j=0}^{k-1} b_j b_{k-j}} (b_k + b_k^+) \quad \Gamma^J_k = -e^{-i \pi \sum_{j=0}^{k-1} b_j b_{k-j}} (b_k - b_k^+) \quad (4)
\]

where the \( \Gamma \)s are Majorana real (Clifford) operators satisfying \( \Gamma^I = \Gamma \) and \( (\Gamma_k^I, \Gamma_k^J) = 2 \delta_{\alpha \beta} \). Notice here that the zeroth label is associated to the left-reservoir spin and the \( N + 1 \)th to the right one, keeping the \( 1,...,N \) labels for the system. The interacting part of the total Hamiltonian takes the form \( H^{(Sn)} = 1/4 \Gamma^I T_{Sn} \Gamma \) where \( \Gamma^I = (\Gamma_0^I, \Gamma_1^I, ..., \Gamma_{N+1}^I, \Gamma_0^J, ..., \Gamma_{N+1}^J) \) is a \( 2(N+2) \)-component operator and where the \( 2(N+2) \times 2(N+2) \) matrix \( T \) is given by \( T_{Sn} = \begin{pmatrix} 0 & C_{Sn} \\ C_{Sn}^\dagger & 0 \end{pmatrix} \) with the tridiagonal matrix \( C_{Sn} = -i(h \delta_{lm} + J_l \delta_{lm-1} + J_m \delta_{lm+1}) \) containing system-environment couplings \( J_l = J \forall l = 1,...,N-1 \) for the system part. The interesting point in using the \( \Gamma \)s is that their time evolution, generated by \( H^{(Sn)} \), is simply given by a rotation \( R(t) \): \( \Gamma(t) = R(t) \Gamma(0) \).

Since the total initial state is Gaussian in terms of fermions, the reduced system density matrix remains Gaussian during the repeated-interaction process \([21,22]\). No many-body interactions are generated during the time evolution. As a consequence, thanks to Wick’s theorem, one may characterize completely the state of the system at any time by its two-point correlation matrix \( G_S(t) \) defined by \( (G_S(t))_{jk} = \frac{1}{2} T_{Rs} \left\{ (\Gamma_S^I)_k \left( \Gamma_S^I \right)_{l} \right\} \rho_S(t) \).

Along the same lines, the two-point correlation matrix \( G^{(Sn)} \) characterizes completely at time \( n \tau \) the total state of the \( n \)th environment copy + system. For these reasons, instead of computing directly the system-density matrix, thanks to \((3)\), we will study the correlation matrix and reconstruct afterwards from it the density matrix.

Ordering the \( \Gamma^I = (\Gamma^I_L, \Gamma^I_R) \) such that the first part, \( \Gamma^I_L = (\Gamma^I_1, ..., \Gamma^I_{N+1}) \), is associated to the \( n \)th copy of the environment and that \( \Gamma^I_R \) contains the components of the system, we write the rotation matrix \( R(\tau) \) as

\[
R(\tau) = e^{-i \tau T_{Sn}} = \begin{pmatrix} R_E & R_{ES} \\ R_{SE} & R_S \end{pmatrix}.
\]

Using this decomposition into \([3]\), one arrives at the fundamental dynamical equation governing the system:

\[
G_S(n \tau) = R_S G_S((n-1) \tau) R_S^\dagger + R_{SE} G_E R_{SE}^\dagger.
\]

The \( 4 \times 4 \) environment correlation matrix \( G_E \) describes the initial environment state. It is evaluated with respect to the environment two-spin initial state \( \rho_n^L \otimes \rho_n^R \). If the system is decoupled from the reservoirs (\( J_E = 0 \)) the rotation matrix splits into a block diagonal form, with \( R_{SE} = 0 \), \( R_{SE} = 0 \), reflecting the separate unitary evolution of the system and the environment through \( R_E \) and \( R_E \) respectively. Introducing the infinitesimal generator \( \mathcal{L} \) through the dynamical map \( \alpha^n(X) = e^{-\tau \mathcal{L}}(X) \equiv R_S X R_S^\dagger \) one may iterate equation \((3)\) which becomes in the continuum limit \( G_S(t) = e^{-i \mathcal{L} t} (G_S(0)) + \int_0^t ds e^{-s \mathcal{L}} \left( G_E \right) \) with \( \mathcal{L} E \equiv R_{SE} G_E R_{SE}^\dagger \). The explicit form of the generator \( \mathcal{L} \) depends on the proper way one rescales the interaction couplings in the continuum limit \( \tau \rightarrow 0 \). To take into account the non-trivial effect of the interaction between the system and the environment, one has to rescale the interaction couplings \( J_E \rightarrow J_E / \sqrt{\tau} \). Other rescalings give either trivial limits or no limit at all \([17,24]\). The total \( T \)-matrix takes then the form \( T_{Sn} = \begin{pmatrix} T_E & \Theta / \sqrt{\tau} \\ \Theta / \sqrt{\tau} & T_S \end{pmatrix} \), where \( T_E \) and \( T_S \) are \( T \)-matrices of the environment and system parts respectively while \( \Theta \) is a \( 4 \times 2N \) matrix describing the system-environment interaction with components.
\[(\Theta)_{kl} = -iE_c(\delta_{k1}\delta_{iN+1} - \delta_{k2}\delta_{i1} + \delta_{k3}\delta_{i2N} - \delta_{k4}\delta_{iN})\]. Developing the exponential \(R(\tau) = e^{-i\tau E_c}\) to the lowest order in \(\tau\), and projecting to the system part leads to the Linblad-like differential equation \(\partial_t G_S(t) = -\mathcal{L}(G_S(t)) + \Theta^\dagger E_c \Theta\) with the generator \(\mathcal{L}(.) = i[T_S, .] + \frac{1}{\gamma}\{\Theta, \ldots, \}\).

Using the expressions of the interaction matrix \(T_{Sn}\) and the antisymmetry of the correlation matrix, one arrives finally at two coupled \(N \times N\) matrix equations:

\[
\begin{align*}
\partial_t G_d &= -i[G_o, C_S] - \frac{J_E^2}{2} \Delta_d \\
\partial_t G_o &= i[G_d, C_S] - \frac{J_E^2}{2} \Delta_o - J_E^2 M_E
\end{align*}
\]  
(7)

where the \(N \times N\) matrices \(G_d\) and \(G_o\) are defined through

\[
G_S = \begin{pmatrix}
G_d & G_o \\
-G_o^T & G_d
\end{pmatrix}
\]

and where \(C_S\) is the restriction of \(C_{Sn}\) to the system part. The matrix \(M_E\) with elements \((M_E)_{kl} = m_L\delta_{k1}\delta_{i1} + m_R\delta_{kN}\delta_{iN}\) contains the left and right environment magnetizations. The relaxation matrices \(\Delta_{d,o}\), related to \(\{\Theta, \Theta, G_S\}\), are given by

\[
\Delta_\zeta = \begin{pmatrix}
2G_{\zeta 11} & G_{\zeta 12} & \cdots & G_{\zeta N-1} & 2G_{\zeta NN} \\
G_{\zeta 21} & 0 & \cdots & 0 & G_{\zeta 2N} \\
\vdots & \vdots & \ddots & \vdots \iddots & \vdots \\
G_{\zeta N-1} & 0 & \cdots & 0 & G_{\zeta NN-1} & 0 \\
2G_{\zeta NN1} & G_{\zeta NN2} & \cdots & G_{\zeta NNN-1} & 2G_{\zeta NNN}\nn
\end{pmatrix}
\]  
(8)

with \(\zeta = o, d\). Notice that these matrices contain an identically vanishing internal \((N-2) \times (N-2)\) square.

It can be proven that the steady state is unique \[16, 22\] and reached exponentially with a relaxation time \(T \sim N^3\) \[16\]. The steady state correlation matrix \(G_S^\ast\) obeys (7) with the left-hand side set to zero. In the vanishing square sector of \(\Delta_{d,o}\), thanks to the antisymmetry of the correlation matrix \(G_S\), one derives from (7) the space translation invariance of the matrix \(G_S^\ast\): \(G_S^\ast (l, k) = G_S^\ast (l-k)\). It implies in particular that the steady state magnetization current, \(\langle J^\ast_k \rangle = 2JG_{kk}^\ast + 2Jy^\ast\), defined through the quantum continuity equation \(\sigma_k^\ast = i[H_S, \sigma_k]\) obeys \(j^\ast_k = J^\ast_k - J^\ast_{k+1}\), is constant all along the chain. Using this translation invariance, one reduces the full set of steady equations to

\[
\begin{align*}
\begin{cases}
m_{L}^\ast - m^\ast = \gamma J^\ast & = m^\ast - m_N^\ast \\
m_{L} - m_L^\ast = \frac{J^\ast}{\gamma} = m_N^\ast - m_R^\ast
\end{cases}
\end{align*}
\]  
(9)

with \(\gamma = \frac{J_E^2}{2\gamma}\) and where \(m_k^\ast = \langle \sigma_k^\ast \rangle = -(G_k^\ast)^{kk}\) is the steady state magnetization at site \(k\), which takes a constant value denoted \(m^\ast \forall k = 2, ..., N - 1\). One finds that all other correlation matrix elements are identically vanishing in the steady state. From (9) it appears that the four unknowns \(J^\ast, m^\ast, m_N^\ast\) and \(m_N^\ast\) are functions of \(\gamma\) and \(m_{L,R}\) (that is on \(\beta_{L,R}\) and \(h\)) only and consequently size-independent. Solving (9) one finally finds that the exact steady state properties are fully characterized by a stationary current

\[
J^\ast = \frac{\gamma}{1 + \gamma^2} \frac{m_L - m_R}{2}
\]  
(10)

and a flat magnetization profile

\[
m_k^\ast = m^\ast = \frac{m_L + m_R}{2} \forall k = 2, ..., N - 1
\]  
(11)

for the bulk spins and \(m_1^\ast = m^\ast + \gamma J^\ast, m_N^\ast = m^\ast - \gamma J^\ast\) for the boundary sites. The size-independence of these quantities has to be related to the perfect ballistic nature of the elementary excitations transport properties. One may notice that the boundary values are deviating from the flat profile by an amount which is proportional to the current value. However, in the large reservoir coupling limit, \(\gamma \rightarrow \infty\), the magnetizations of the left and right boundary sites tend to the corresponding reservoir values. It is interesting to note that while the bulk magnetization profile is independent of the interaction strength ratio, \(\gamma = \frac{J_E^2}{2\gamma}\), the current show a non-monotonous behavior, see figure 2., with a maximal current state for \(\gamma = 1\). One may explain this behavior by noticing that at small \(\gamma\) the system is very weakly coupled to the reservoirs and it is very unlikely to inject a particle (or flip the boundary spin) at the boundary site, leading to a small current value. On the contrary for large \(\gamma\) the coupling to the reservoirs is much larger than the chain coupling and it is very easy to flip the boundary spin, but hard to propagate this flip along the chain and this leads again to a small current.

From the knowledge of the two-point correlation matrix one can deduce the steady state \(\rho_k^\ast\) of the system, which will appear to be of generalized Gibbs form. To show that, let us introduce Dirac Fermions: \(\Gamma_k^+ = c_k^+ + c_k\) and \(\Gamma_k^- = i(c_k^+ - c_k)\) and search for a quadratic form \(Q = \sum_{i,j} c_i^+ A_{ij} c_j\) such that \(\rho_k^\ast \sim e^{-Q}\). The coupling matrix \(A\), giving \(Q\), is deduced from the correlation matrices \(G_{2,o}\) or equivalently, using the Dirac Fermions representation, from \(N_{ij} = Tr\{c_i^+ c_j \rho_k^\ast\}\) thanks to the relation

\[
A = \ln \left(1 - N^2\right) \quad [21, 24].
\]

In the large system size limit, after the diagonalization of the correlation matrix \(N\), one obtains from the previous relation \(A_{k,k+l} = \alpha_l\) where \(\alpha_{l \neq 0} = \text{sgn}(J^\ast) \frac{(i)^l}{l!} \left[(-1)^l z^l \left(\frac{\eta}{\gamma}\right) - z^{l+1} \left(\frac{1+\eta}{\gamma}\right)\right]\) with \(z(x) = |x| -
generalized Gibbs state, the system is completely specified by two quantities, a set of conserved quantities, are respectively symmetric and antisymmetric with respect to \(j^*\).
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