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Abstract—In this paper, we consider a robust action selection problem in multi-agent systems where performance must be guaranteed when the system suffers a worst-case attack on its agents. Specifically, agents are tasked with selecting actions from a common ground set according to individualized objective functions, and we aim to protect the system against attacks. In our problem formulation, attackers attempt to disrupt the system by removing an agent’s contribution after knowing the system solution and thus can attack perfectly. To protect the multi-agent system against such attacks, we aim to maximize the minimum performance of all agents’ individual objective functions under attacks. Thus, we propose a fast algorithm with tunable parameters for balancing complexity and performance, yielding substantially improved time complexity and performance compared to recent methods. Finally, we provide Monte Carlo simulations to demonstrate the performance of the proposed algorithm.

I. INTRODUCTION

In multi-agent systems, action selection problems have been used in various applications, including task assignment [1], path planning [2], [3], coverage [4], environmental monitoring [5], rigidity evaluation [6], sensor selection [7], etc. In general, problems of this type are difficult combinatorial optimization problems, and recent work in this area has focused extensively on (non-)submodular optimization algorithms, which have proven tremendously useful as they offer performance guarantees coupled with efficient greedy selection.

In the general setting of submodular optimization, this paper focuses on a scenario where a team of agents can select actions from a common ground set to fulfill a system-level objective. By using multiple agents for a single collaborative task, the system’s redundancy can be increased to deal with possible attacks or failures. For example, in a collaborative task assignment problem, a team of agents (e.g., robots) may need to move an object from one location to another by applying different skills. If one agent is attacked, and the attack is a worst-case (the best possible attack), we desire a system that can continue operation with minimal impact on performance. By worst-case attack, we refer to the case when the attacker knows the best selection of the system and tries to remove the contribution from the agent with the maximum contribution. Here, the contribution is quantified by each agent’s individual objective function value. To protect against such attacks, we must ensure that the minimum contribution from any agent is maximized. In such a case, when the above attack occurs we can guarantee our system’s performance. This paper will tackle the problem by constructing an appropriate submodular function from the system objective function and providing a fast and tunable algorithm for finding robust action selections.

To provide context for our work and argue novelty, we now provide a review of relevant efforts in submodular optimization. Generally, submodular functions are a subset of set functions with a diminishing returns-like property. This property can be used to model many reward functions as the marginal reward of a system often decreases as the system makes more selections. For example, in the well-known sensor placement problem [8], the authors utilized the submodularity of the objective function, i.e., mutual information, and proposed a greedy method to solve the problem with guarantees. In the multi-agent task allocation problem [1], the marginal reward of the system is generally reduced when more tasks are assigned. Similar applications in robotics can also be found in the coverage problem [4], orienteering problem [9], interaction planning [10], target tracking [11], precision agriculture monitoring [12], etc.

While submodular functions (and thus submodular optimization) have broad applications, it is also essential to ensure a system’s optimization performance when attacked, removing some parts or the entire contribution from one or more agents. Such scenarios have attracted significant attention as of late, and several robust/resilient algorithms have been proposed to mitigate the impact of attacks. In [13], the authors considered a general action selection (or task allocation) scenario. They proposed an algorithm to protect the system when an attacker knows the system’s solution and can remove part of the system’s solution under a partition matroid constraint. In [4], we proposed a distributed version of that algorithm that can be used in situations where no central point of command is available. The proposed algorithm has the same performance guarantees as to the centralized algorithm. In [14], the author considered the case where a multi-agent team must select actions from a common ground set but with different individual objective functions. This is also the scenario that we consider in this paper. To protect the system against attacks, the authors proposed an algorithm by utilizing the submodularity of a surrogate function instead of the original objective function. The proposed algorithm works for the cardinality constraint scenario, and the final performance is guaranteed when the constraint is relaxed. However, under some budget-critical circumstances, this relaxation cannot be allowed. In [15], the authors investigated this problem under a special case where the marginal gains of different agents’ objective functions have a relation. The proposed algorithm’s performance is guaranteed and is a function of
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the proposed marginal gain ratio. In contrast, we investigate this problem without any additional assumptions and aim to increase the speed of calculating a solution, which is useful when it is time-consuming to evaluate objective functions, a typical case.

In summary, the contributions of this paper are as follows.

- We propose a fast algorithm for solving the robust multi-agent action selection problem.
- We prove the proposed algorithm’s performance and computational complexity.
- We demonstrate the performance of the proposed algorithm using an action selection application.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries

As our problem will be formulated and solved with tools from combinatorial optimization, we begin by reviewing relevant concepts in that area.

A set function \( f : 2^V \rightarrow \mathbb{R} \) is a function that maps any subset of \( V \) into \( \mathbb{R} \), where \( V \) is the ground set. A submodular function is a subset of set functions with an additional property described as follows.

**Definition 1 (Marginal gain):** For a set function \( f : 2^V \rightarrow \mathbb{R} \), let \( f(e \mid S) \equiv f(S \cup e) - f(S) \) be the marginal gain of \( e \in V \) with respect to the set \( S \), where \( S \subseteq V \).

**Definition 2 (Submodularity [16]):** A submodular function \( f : 2^V \rightarrow \mathbb{R} \) is a set function with the following property:

\[
f(A \cup v) - f(A) \geq f(B \cup v) - f(B),
\]

where \( A, B \subseteq V, A \subseteq B, \) and \( v \in V \setminus B \).

In addition, a function \( f(\cdot) \) is non-decreasing if \( f(A) \leq f(B) \) whenever \( A \subseteq B \). Usually, we can use non-decreasing submodular functions to model the utilities in robotics as this marginal gain decreasing property is a common property in many applications [1], [16].

**Definition 3 (Curvature [17]):** Let \( f : 2^V \rightarrow \mathbb{R} \) be a monotone non-decreasing submodular function, the curvature of \( f(\cdot) \) is defined as

\[
c_f \triangleq 1 - \min_{a \in A} \frac{f(V) - f(S \setminus v)}{f(a)},
\]

where \( A = \{ a \in V \mid f(a) > 0 \} \) and \( V \) is the ground set.

Curvature measures the degree of the submodularity for a set function, which can be used as a metric when the submodularity of that function is explored [17]. For any function \( f(\cdot) \), it holds that \( c_f \in [0, 1] \).

**Definition 4 ([18]):** A matroid \( M = (V, I) \) is a pair \( (V, I) \), where \( V \) is the ground set, and \( I \) is a collection of subsets of \( V \), with the following properties:

1) \( \emptyset \in I \);
2) If \( A \subseteq B \in I \), then \( A \in I \);
3) If \( A, B \in I \) with \( |B| < |A| \), there exists an element \( v \in A \setminus B \) such that \( B \cup \{ x \} \in I \).

Matroids generalize the independence property from linear algebra to set systems, which we can use to model the independence relationship between different sets. We direct the reader to [16] for more theoretical details. Also, examples of using matroids to model independence in robotics can be found in [1], [19], [20].

B. Problem Formulation

**Agents, actions, and constraints:** Consider a multi-agent system \( A \) with \( |A| = N \), and a common action set \( V \) with \( |V| = M \). Each agent \( a \in A \) can select one or more actions from the action set \( V \). There is a reward associated with an agent’s action selection set \( S \), where \( S \subseteq V \). We denote by \( h_i : 2^V \rightarrow \mathbb{R} \) a submodular function as agent \( i \)'s individual objective function for all \( i \in A \). This setting happens when all \( i \in A \) need to cooperate to finish a system objective, and the system redundancy is increased when the system uses multiple agents. We use a matroid \( M = (V, I) \) to model the system constraint. For example, such a matroid constraint can be used to model the budget constraint for the system. e.g., \(|S \cap V| \leq z\), where \( S \subseteq V \) is a problem solution and \( z \in \mathbb{R} \) is the system budget. Importantly, we make no assumptions about the type of matroid constraint used.

**Attack:** In this multi-agent system, where each agent \( i \in A \) can be deployed to fulfill our system objective, we want to make sure that the system’s performance is guaranteed if an attacker attacks any agent by removing its contribution. In such a case, we want to ensure that the minimum performance of any individual agent’s performance \( h_i(S) \) is maximized. That is, the minimum performance of the system, \( \min_i h_i(S) \), needs to be maximized. Considering this, we formulate the problem as follows.

**Problem 1 (Robust action selection in multi-agent systems):** Consider a multi-agent system \( A \) with \( N \) agents selecting actions from a common action set \( V \). Each agent has an individual objective function \( h_i : 2^V \rightarrow \mathbb{R} \) for selecting actions from the action ground set \( V \). The system’s constraint is a matroid constraint \( M = (V, I) \). The problem is formulated as

\[
\begin{aligned}
\text{maximize} & \quad \min_i h_i(S), \\
\text{subject to} & \quad S \in I,
\end{aligned}
\]

where \( i = \{1, \ldots, N\} \), \( |V| = M \), and \( M = (V, I) \) is matroid constraint of the multi-agent system.

In this problem formulation, different agents \( a \in A \) need to select a common action set from \( V \) to fulfill a system objective to remain robust. For notation convenience, we denote by

\[
g(S) = \min_i h_i(S), \quad \forall S \subseteq V
\]
as the system objective function, and refer to \( h_i(S) \) as the individual objective function for agent \( i \). The system needs to ensure a performance guarantee if any attacker attacks any agent when knowing the system’s common solution \( S \). On the contrary, if we do not require that different agents select a common action set to optimize a system objective, the problem becomes \( N \) independent optimization problems. An attacker needs to know more about the system when an attack
happens as different agents hold different actions, and the corresponding contributions are different.

The problem formulation describes a game between the system and an attacker that can attack one agent. The system wants to select a common action set $S$ for all agents to maximize any agent’s performance, while an attacker wants to attack one of the agents’ contributions in the worst case. Our mission is to ensure the system’s performance if the attacker attacks the system in a worst-case scenario.

III. A Fast Algorithm for Robust Selection

In general, since the objective function $g(S) = \min_i h_i(\cdot)$ is a set function and has no obvious property that we can utilize, we resort to the use of a surrogate function with a convenient property that can help service our maximizing purpose. Initially, this surrogate function idea is from [14] when the constraint is relaxed to yield a provable performance bound. However, by exploring the surrogate function using the method proposed in this paper, we can significantly reduce the computational complexity without relaxing the system constraint.

The surrogate function $f(S)$ that can be used for replacing the objective function $g(S) = \min_i h_i(\cdot)$ is as follows:

$$f(S) \leftarrow \frac{1}{N} \sum_{i=1}^{N} \min \{h_i(S), \gamma\},$$

where $N$ is the number of agents or the number of objective functions, and $\gamma$ is used as the upper bound for the associated reward of different agents. It can be proven that the surrogate function $f(S)$ is submodular [21].

The proposed fast algorithm for solving Problem 1 is shown in Algorithm 1. First, we set an upper and lower bound for our surrogate function $f(\cdot)$. The lower bound $\ell$ is set to 0, while the upper bound is set to $f(V)$ as shown in Line 1. The upper bound equals the function value when all actions are selected, which is the maximum performance that the system can obtain.

Since the surrogate function $f(\cdot)$ is a monotone non-decreasing function, we can use a binary search method to reduce the gap between the upper bound $u$ and the lower bound $\ell$. First, we set the median of our surrogate function $f(\cdot)$ as $\gamma \leftarrow u + \ell$ as shown in Line 4. Then, we use this median $\gamma$ as a temporary upper bound of the individual objective function $h_i(S)$ for different agents. Meanwhile, the corresponding surrogate function $f(\cdot)$ needs to be updated as $f(S) \leftarrow \frac{1}{N} \sum_{i=1}^{N} \min \{h_i(S), \gamma\}$. Based on the upper bound $\gamma$, we will then need to find an action set $S$ that approximately maximizes the surrogate function $f(\cdot)$ as maximizing a submodular function $f(\cdot)$ with a matroid constraint is NP-hard [16].

In Line 7 to Line 9, we depict a fast method for maximizing a submodular function under a matroid constraint. Conventionally, maximizing a submodular function is achieved through a simple greedy method [22],

$$S \leftarrow S \cup \left\{\arg\max_{S \cup \{e\} \in I} f(e \mid S)\right\}, \quad \forall e \in V \setminus S.$$
Algorithm 1 A Fast Algorithm for Robust Selection
Input: The inputs are as follows:
- The individual objective function \( h_i(\cdot) \);
- The action ground set \( \mathcal{V} \).
Output: Set \( S^\gamma \).

1: \( \ell \leftarrow 0, u \leftarrow \min_i h_i(\mathcal{V}) \);
2: while \( |u - \ell| > e \) do
3: \( S \leftarrow \emptyset; \)
4: \( \gamma \leftarrow \frac{1}{2}(u + \ell); \)
5: \( F \leftarrow \max_{i \in \mathcal{V}} f(i); \)
6: \( \Delta \leftarrow \frac{F}{1 + \delta}; \)
7: for \( \Delta = F, e \in \mathcal{V} \setminus S; \Delta \geq \delta F; \Delta \leftarrow \frac{\Delta}{1 + \delta} \) do
8: \( S \leftarrow S \cup \{ e \mid f(e \mid S) \geq \Delta, S \cup e \in \mathcal{T} \}; \)
9: end for
10: if \( f(S) < \frac{\gamma}{1 + cf + \delta} \) then
11: \( u \leftarrow \gamma; \)
12: else
13: \( \ell \leftarrow \gamma; S^\gamma \leftarrow S; \)
14: end if
15: end while
16: return \( S^\gamma \).

At the same time, by utilizing the submodularity of the objective function \( f(\cdot) \), we have
\[
f(o \mid S_{m-1}) \geq f(o \mid S_m). \tag{4}
\]
Combining (3) and (4), for any \( o \in S^* \setminus S_m \), we have the following result for the second case.
\[
f(e \mid S_m) \geq \frac{1}{1 + \delta} f(o \mid S_m), \quad \forall e \in \mathcal{V} \setminus S_m.
\]
Finally, we can complete the proof by reduction based on the above two cases. ■

**Theorem 2:** Let \( c_f \) be the curvature of function \( f(\cdot) \). For any fixed \( \gamma \), let \( S^* \) be an optimal solution for maximizing the surrogate function \( f(\cdot) \) and \( S \) be the generated output using the approximation method (Line 7 to Line 9), we then have the following.
\[
f(S) \geq \frac{1}{1 + cf + \delta} f(S^*).
\]

**Proof:** First, by utilizing the submodularity of function \( f(\cdot) \), we have
\[
f(S^* \cup S) \leq f(S) + \sum_{o \in S^* \setminus S} f(o \mid S).
\]
Also, we assume that \( |S^*| = K \). Then, we have
\[
f(S^* \cup S) \leq f(S) + \sum_{i=1}^{K} f(o \mid S_{m-1}), \forall o \in S^* \setminus S_{m-1}.
\]
By using the result from Theorem 1, we have
\[
f(S^* \cup S)
\leq f(S) + (1 + \delta) \sum_{i=1}^{K} f(o \mid S_{m-1}), \forall e \in \mathcal{V} \setminus S_{m-1} \tag{5}
\]
\[
\leq f(S) + (1 + \delta) \sum_{i=1}^{K} f(S_m \mid S_{m-1}).
\]
At the same time, for the element \( e \in S_m \setminus S_{m-1} \), we have
\[
f(S^* \cup S) = f(S^*) + \sum_{i=1}^{K} [f(S^* \cup S_m) - f(S^* \cup S_{m-1})]
\]
\[
= f(S^*) + \sum_{i=1}^{K} [f(S^* \cup S_{m-1} \cup e) - f(S^* \cup S_{m-1})].
\]
By utilizing the definition of curvature for submodular functions, as shown in Definition 3, we then have
\[
f(S^* \cup S_{m-1} \cup e) - f(S^* \cup S_{m-1}) \geq f(S_{m-1} \cup e) - f(S^* \cup S_{m-1}).
\]
By combining the above two results, we get
\[
f(S^* \cup S \geq \sum_{i=1}^{K} [f(S_{m-1} \cup e) - f(S_{m-1})] \tag{6}
\]
Finally, combining (5) and (6), we get the final result.

$$f(S) \geq \frac{1}{1 + c_f + \delta} f(S^*).$$

**Theorem 3:** In Algorithm 1, let $S^G$ be the solution and $S^*$ be an corresponding optimal solution for the same $\gamma$. When the algorithm terminates, we then have the following.

$$\min_i h_i(S^G) \geq \frac{1}{1 + c_f + \delta} \min_i h_i(S^*).$$

**Proof:** From Theorem 2, for any fixed $\gamma$, we know that $f(S) \geq \frac{1}{1 + c_f + \delta} f(S^*)$. Also, since $f(S) \leftarrow \frac{1}{N} \sum_{i=1}^{N} \min \{ h_i(S), \gamma \}$, we then have that both $h_i(S)$ and $\gamma$ should be larger than $f(S^*)$ according to the definition of $f(\cdot)$. We then have the above result.

IV. Evaluation

To evaluate the performance of the proposed algorithm, we use an action section problem as a study case. Specifically, we use a sensor proximity maximization problem [15]. The problem settings are as follows. The agents and the sensors are located in $\mathbb{R}^2$ with a size of $100 \times 100$. The locations of both the agents and the actions are randomly chosen. The idea of sensor proximity is to use the sensing radius instead of the covered area to calculate the effectiveness of the selected sensor. Based on the locations of the agents, we need to select the locations of sensors to maximize our objective function. In this context, we refer to sensors as actions, and agents need to select a set of actions from the action ground set. This problem can be viewed as a specific example of an action selection problem.

We denote by $\mathcal{A}$ and $\mathcal{V}$ the agent set and the action ground set. The objective function can be formulated as

$$h_i(S) = \max_{j \in S} d_{ij},$$

where $i \in \mathcal{A}$ is the $i$th agent, and $j \in S$ is the $j$th action. The 2D distance function $d: \mathbb{R}^2 \times \mathbb{R}^2 \mapsto \mathbb{R}$ is a Euclidean distance function in $\mathbb{R}^2$. Given any selected action set $S \subseteq \mathcal{V}$, the objective value of $i$th agent is defined as the maximum distance between the agent $i$ and all the actions in the set $S$. Meanwhile, this $100 \times 100$ region is equally divided into 4 sub-regions. There is an upper limit on the number of actions that can be selected by each agent in each sub-region. This upper limit serves as a budget for the system in each sub-region and can be formulated as a matroid constraint $\mathcal{M} = (\mathcal{V}, \mathcal{I})$. Thus, the problem formulation is

$$\begin{align*}
\maximize_{S \subseteq \mathcal{V}} & \min_i h_i(S), \\
\text{subject to} & \quad S \in \mathcal{I},
\end{align*}$$

where $h_i(S) = \max_{j \in S} d_{ij}$ is the individual objective function for agent $i$. Specifically, the matroid constraint $\mathcal{M} = (\mathcal{V}, \mathcal{I})$ of this problem is a partition matroid [16] and can be written as

$$\mathcal{I} : |S \cap \mathcal{V}_j| \leq z, \quad j = 1, \ldots, 4,$$

where $\mathcal{V}_j$ is the sub-ground set of the problem associated with the $j$th sub-region, and $\bigcup_{j=1}^{4} \mathcal{V}_j = \mathcal{V}$. Note that the total number of sub-regions is $4$.

Next, we conduct Monte Carlo simulations to test the performance. Specifically, the number of agents is set to $|\mathcal{A}| = 5$ and the number of actions is set to $|\mathcal{V}| = 50$. The locations of agents and actions are randomly located. Therefore, the number of actions in each sub-region is not necessarily equal. That is, it is likely that $|\mathcal{V}_j| \neq |\mathcal{V}_{j'}|$ if $j \neq j'$ and $j, j' = 1, \ldots, 4$. In the simulation, we change the upper limit $z$ from 1 to 10. For each settled upper limit, we then run the simulation 100 times, where the locations of both the agents and the actions are randomly generated for each simulation. The curvature of $f(\cdot)$ is set to 1, which is the upper bound. The tunable parameter $\delta$ is set to $10^{-3}$. To test the performance, we compare the performance of the proposed Algorithm 1 with the current state-of-the-art algorithm from [15]. In that algorithm, the final solution is generated based on the ratios of the contributions of different actions with respect to the maximum contribution of each agent’s available selection. We refer to this method as the “Ratio based” method in the comparison. Meanwhile, we refer to the algorithm proposed in this paper as “Fast (alg 1)”. Then, we compare the performance and the speed of the two different methods.

Since we run the simulation 100 trials for each random setting from $z = 1$ to $z = 10$, we calculate the averaged objective value to test the performance. From different $z$’s, we get the averaged objective function value comparison, which is shown in Fig. 1. The result shows that the proposed algorithm performs much better when the limit $z$ is set to lower values. Then, when the limit $z$ approaches 10, we get almost identical performance.

Next, we compare the speed of the proposed method with the ratio-based method. Specifically, we compare the averaged number of objective function evaluations. For each upper limit setting $z$, we calculate the number of evaluations of $f(\cdot)$. Then, we have the speed comparison as shown in Fig. 2. This result
Then, when we increase the upper limit $z$, we observe that the difference between the two speeds becomes more apparent. Meanwhile, when compared with the proposed method, we notice that speed of the ratio-based method does not change too much when $z$ is different. This is because we always need to find the action with the maximum contribution from the action ground set $\mathcal{V}$ in the corresponding method. This result shows the speed superiority of the proposed method.

V. Conclusions

This paper proposed a fast algorithm for solving the robust action selection problem for multi-agent systems. Through the proposed method, we can significantly increase the algorithm’s speed. The proposed algorithm can be used when it is time-consuming to calculate the objective function value or the size of the ground set is large. Finally, through Monte Carlo simulation, we are able to evaluate the performance of the proposed algorithm through comparisons with a state-of-the-art algorithm.
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