Abstract—In this paper we are interested to learn from a wireless digitally modulated signal the number of antennas that the transmitter (Tx) of this signal uses, as well as its specific modulation scheme (from phase-shift keying (PSK) or quadrature amplitude modulation (QAM)). Formally, these are modulation and antenna classification problems. We examine the problems with data-driven machine learning (ML)-based techniques. The two sub-problems of modulation and number of transmitter antenna classification are initially examined independently for a variety for system parameters, namely the SNR, number of receiver (Rx) antennas, and classification algorithms. Then we consider the joint problem where we follow two approaches. One, where the sub-problems are solved independently and in parallel, and one where the antenna classifier waits on the result of the modulation classifier. The two proposed schemes do not require any knowledge/details of the used modulation schemes and the way the Tx antennas are used (spatial multiplexing, space-time codes, etc.) as it is fully data-driven and not decision-theoretic based. The results of our approach are characterized by high classification accuracy and they pave the way for more ML-based data-driven techniques that reveal more characteristics of the Tx.

I. INTRODUCTION

Wireless digital communication signals may be modulated with a variety of techniques. Being able to classify the modulation type used in an unknown wireless signal is usually described as Automatic Modulation Classification (AMC). AMC has several prospective applications in wireless communication. The first area where AMC has a key role is in automatic receiver configuration. To demodulate the modulated signals, and to recover the transmitted message, a receiver must know the modulation type. But when the receiver is blind it has to detect the used modulation scheme by employing AMC so that is configures itself appropriately. The second potential application of AMC is the recovery of the modulation scheme (and possibly of the modulated data), from any arbitrary wireless digitally modulated signal. This example of applying AMC to an arbitrary transmitter (Tx), can be seen from two angles: If the Tx is an enemy (in military applications) we may use AMC to identify the type of the Tx and in this case we are interested to improve AMC performance. On the other hand, if we are the Tx then an unauthorized Rx may employ AMC in order to identify the used modulation. In this second scenario we see that AMC is deployed to compromise the privacy of a transmitter which means that, as a transmitter, we are interested to degrade AMC performance.

Regardless of which of the aforementioned applications we are interested, in this paper we argue that AMC is only one aspect of a bigger more interesting problem. The modulation is only one characteristic of the transmission that may be unknown. Classification of wireless communication signals is inherently a multidimensional problem. In this paper we take one more step towards the direction of learning more about a digitally modulated transmitted signal. To this aim we examine the potential of classifying in a blind scenario both the modulation type and the number of Tx antennas with data-driven machine learning (ML) algorithms.

We investigate solving the problem with two different methods. With the first method the two sub-problems are solved independently and in parallel, i.e. modulation classification is performed without interaction with the number of antennas classifier. Hence, no intermediate result is passed on from one part of the system to the other. With the second method, the joint signal classification is performed in two sequential phases. In the first phase, the receiver is responsible for classifying the modulation of the incoming signal. Having recognized the way that the received signal is modulated, the next step is to classify the number of transmitting antennas with classifiers pre-trained and dedicated for each modulation scheme. With both schemes modulation classification is performed hierarchically. The overall system entails first baseband data pre-processing for feature extraction and dataset creation. Overall, the contributions of this paper are the following:

- We present a new data-driven ML-based methodology for classifying independently the number of used Tx antennas and the used modulation without any type of knowledge regarding the modulations (e.g. their probability distribution function (PDF) that may be a complicated expression), and also the way Tx antennas are used (spatial multiplexing, space-time coding, selection diversity, etc.). That is our system is completely agnostic to the Tx configuration and is only empowered by the training data.
- We present a joint classification scheme where the two problems are treated sequentially, instead of completely independently and in parallel, leading to even higher gains in classification accuracy.
- For each sub-problem on their own, but also jointly, we present a thorough evaluation of different classifiers, including new ensemble methods, over a wide range of system parameters.
The paper is organized as follows. Related work in analyzed in Section II and in Section III we present the communication system model and assumptions. Section IV presents feature extraction and dataset creation methodology. Sections V and VI deal with modulation and antennas classification respectively. The joint classification problem is addressed in Section VII. Finally, VII concludes this paper.

II. RELATED WORK

Due to its importance, AMC has received significant attention from the research community. AMC algorithms can be categorized into two groups, the Likelihood-Based (LB) and the Feature-Based (FB) schemes. The way in which the LB schemes address AMC is by employing methods such as the Generalized-Likelihood-Ratio-Test (GLRT), the Average-Likelihood-Ratio-Test (ALRT), the Hybrid-Likelihood-Ratio-Test (HLRT) as well as other variants of LRTs. Regarding the FB approach, a big advantage in following it is the simplicity of its implementation as well as the performance which approaches the one achieved by LB schemes. In [1], [2] the reader can find earlier detailed reports on various methods based on the LB approach. Older and more recent methods propose the use of a plethora of different features for FB algorithms, ranging from raw signal characteristics [3]–[7] to other statistically extracted features. The latter type comprises of features such as high order moments (HOMs) [8], [9], high order cumulants (HOCs) [10], very high order statistics (VHOS) [11] and others [12]. Consequently, the differentiation between various FB-based methods can be found mainly in the type of used features used and the way these features are extracted [13]. Nevertheless, HOCs seem to be the most promising types of features since they differentiate very well the cyclo-stationary nature of modulated signals. If we go beyond the features themselves and focus on how they are used, a number of ML methods (both supervised and unsupervised) have been developed towards AMC [14]–[19]. The main results from these studies is that beyond the features themselves the classifier architecture has been shown to be important. The most promising avenue has been reported in [9], [20], where hierarchical classifiers were proposed using statistical features extracted from the incoming signal. In [20] in particular, a hierarchical structure is presented for classifying between six types of modulation (BPSK, QPSK, 8-PSK, 16-QAM, 64-QAM and 256-QAM). These obtained features are expanded into a higher dimensional space by a second degree polynomial fit. One important note is that although good performance is achieved in all the aforementioned classifiers, there is no study of more modern ensemble methods.

Regarding the classification on the number of antennas, fewer number of works exist. These techniques typically exploit pilot patterns in [21]–[23] by considering cooperative scenarios (where the Tx/Rx exchange some information) with cognitive receivers. In a non-cooperative scheme, this type of classification was investigated with the use of the Akaike Information Criterion (AIC) and the Minimum Description Length (MDL) estimators [24]. Although both AMC and antenna detection are studied separately, to the best of our knowledge, only one work examines these two problems in a joint manner. In their work [25], Turan et al. proposed a decision theoretic approach for spatial multiplexing (SM) Multiple-Input and Multiple-Output (MIMO) systems considering the modulation classification and the antenna detection as a joint problem without Tx/Rx cooperation. The aforementioned joint problem is solved by minimizing the extended MDL criterion so as to detect the number of antennas and the used modulation. However, the system is engineered to operate for a Tx that employs SM only, while the number of Rx antennas is always larger than the number of Tx antennas.

III. COMMUNICATION SYSTEM MODEL

We consider a generic model of an \(N_T \times N_R\) MIMO system that can also be simplified to the MISO, SIMO, and SISO models depending on the selection of the Tx and Rx antennas, \(N_T\) and \(N_R\) respectively. The baseband model of the \(N_R \times 1\) received signal vector \(y\) is

\[
y = Hx + n
\]

where \(H\) is the \(N_R \times N_T\) channel matrix. The \(N_T \times 1\) vector \(x\) contains the complex modulated symbols that are drawn from an alphabet \(\mathcal{M}\). Also \(n\) is the vector of the narrowband Additive White Gaussian Noise (AWGN), which has power \(\sigma^2\). We consider a quasi-static flat fading channel which means, first that the channel does not change within the time period that a PHY frame is transmitted, and second that the LTI response of the channel is modeled with a single tap. The Rayleigh distribution is assumed to be the statistical model of the channel response [26], i.e., each element \((i,j)\) of the channel matrix is a complex Gaussian random variable \(H(i,j) \sim CN(0,1/\sqrt{\mathcal{N}})\). For the sake of this paper we assume that the transmitted symbols in the vector \(x\) are all different, that is we use a Spatial Multiplexing (SM) MIMO transmission mode even though this is not a requirement for the feature creation and the ML algorithms we investigate (e.g. space-time codes can be used as well). For this SM system transmit power per symbol is normalized to unity and so the transmit signal-to-noise ratio (SNR) is defined as \(N_p\). Gray encoding is used for the transmitted bits before they are converted to the baseband symbols. Both the real and imaginary parts of the baseband signal \(x\) are filtered through the transmitter (Tx) filter. For this work the filter is chosen to be an ideal sinc pulse allowing thus the creation of a narrowband transmitted signal of bandwidth \(W\) Hz. The typical next step is the conversion of the previous information into an analog waveform suitable for transmission. This is done with an digital-to-analog converter (DAC) that is followed by an analog mixer for up-conversion/modulation to the desired carrier frequency. Details of such a narrowband wireless communication system can be found in [27].

For this system model captured in [1], we created a custom simulator that was used for producing the desired datasets. Regarding the next step we can now define formally the objective of this work which is to identify \(N_T\) and \(\mathcal{M}\), that is the number of transmitter antennas and the modulation used by the Tx. Note that from the well-known baseband
model in [1] the information we seek to identify is the only one we can obtain regarding the Tx configuration (beyond of course the baseband signal x). In this model the receiver may employ a different number of antennas \( N_R \). Hence, the problem we face is a multi-class classification problem that we investigate thoroughly with modern data-driven ML tools instead of classic decision-directed detection strategies.

IV. Feature Extraction & Dataset Creation from Baseband Receiver Data

The receiver examined in this paper does not perform any type of channel equalization or demodulation but simply down-conversion and digitization with an analog-to-digital converter (ADC). Consequently, we have a blind Rx which does note have Channel Side Information (CSI), and is also completely unaware of the Tx communication system configuration (knowledge of \( N_T \) and \( M \)). The first task performed by the receiver is feature extraction. Throughout this work, the feature extraction process is solely based on the raw I/Q data of the received signal \( y \).

A. Feature Extraction

As we discussed in the introduction it is well known that HOCs capture very well the cyclo-stationary nature of modulated signals and the differences between different modulation types [8]–[11], [13]. Hence, in this work HOCs were used as features for the ML and DL models. HOCs can be thought of as functions containing HOMs. In this work, HOMs extracted from the unknown received signal are calculated as:

\[
M_{pq} = \mathbb{E}[y^p (y^*)^q]
\]

(2)

The above equation describes the \( p \)-th order moment as computed using the complex-valued received signal. The second, fourth, and sixth order HOCs based on HOMs we used are:

**SOC:**
- \( C_{20} = M_{20} \)
- \( C_{21} = M_{21} \)

**FOC:**
- \( C_{40} = M_{40} - 3M_{20}^2 \)
- \( C_{41} = M_{40} - 3M_{20}M_{21} \)
- \( C_{42} = M_{42} + |M_{40}|^2 - 2M_{21}^2 \)

**SiOC:**
- \( C_{60} = M_{60} - 15M_{20}M_{40} + 30M_{20}^2 \)
- \( C_{61} = M_{60} - 5M_{21}M_{40} - 10M_{20}M_{41} + 30M_{20}^2M_{21} \)
- \( C_{62} = M_{62} - 6M_{20}M_{42} - 8M_{21}M_{41} - M_{22}M_{40} + 6M_{20}^2M_{22} + 24M_{21}^2M_{20} \)
- \( C_{63} = M_{63} - 9M_{21}M_{42} + 12M_{21}^3 - 3M_{20}M_{43} - 3M_{22}M_{41} + 18M_{20}M_{21}M_{22} \)

As proposed in [28], HOCs are normalized having each cumulant raised to the power of \( \frac{1}{2} \). Additionally, the magnitudes of the corresponding cumulants are used as actual input to the ML and DL models [20], [29].

B. Dataset Creation

A dataset was produced for different combinations of \( N_T, N_R, M, N_T \) varied from 1, 2, and 4 Tx antennas, and six different modulations were considered (BPSK, QPSK, 8PSK, 16QAM, 64QAM, 256QAM). Each dataset was produced by transmitting 1024 symbols with the samples per symbol set to one. A number of 600 samples out of each modulation and Tx antennas dataset we taken for training. In addition, the number of channel realizations is the same for each group of transmitted symbols. We also created datasets for \( N_T=1, N_R=2 \). The produced dataset have the format illustrated in Table I and their total number is \( 3 \times 6 \times 2 = 36 \).

V. Modulation Classification with The Hierarchical Scheme

A. The Hierarchical Scheme with Different Branch Classifiers

Due to the hierarchical structure, the multi-class classification procedure is split into several binary detection problems. First and foremost, a division is made into the two main modulation classes, namely PSK and QAM. This is the first step of the classification. In the second level, the PSK branch classifier is responsible of distinguishing between BPSK and the rest of the PSK modulations treated as a single class. Respectively, in the QAM branch the corresponding classifier distinguishes between 16-QAM and the rest of QAM modulation types in the same manner. In case the signal is classified as BPSK or 16-QAM, the classification procedure is completed. Otherwise, an additional binary classification is performed between QPSK and 8-PSK for the PSK branch or 64-QAM and 256-QAM for the QAM one.

Different branch classifiers are considered. First, the polynomial classifier proposed in [20] is examined. Additionally, tests were performed using the k-Nearest-Neighbors (kNN) algorithm [29]. kNN is a non-parametric method for classification and regression. With kNN an object is classified by a majority vote of its \( k \) neighbors and it is assigned to the class that is most common amongst them.

Moreover, a number of ensemble ML algorithms were investigated as well. Ensemble methods use multiple but finite individually trained classifiers to obtain better predictive performance. The Random Forest (RF) algorithm is an ensemble method suitable for tasks such as classifying objects that consists of multiple decisions trees. Using bagging and feature randomness when constructing each tree, the algorithm aims to create an uncorrelated forest of trees whose prediction by committee is more accurate than that of any individual tree. Extra-Trees (ET), proposed in [30], is another ensemble ML algorithm that was used. Similarly to the RF algorithm, it also combines the predictions from numerous decision trees, with the difference between them found in the sampling approach and the selection of cut points in order to split nodes. The third ensemble method used in our experiments was Adaptive-Boosting (AdaBoost). AdaBoost can be used concurrently with other classification algorithms, also mentioned as weak learners. These weak models are added sequentially and trained

\footnote{We plan to share these datasets with the publication of this article.}
using the weighted training data until a given number of learners are created. In the testing phase, predictions are made by calculating the weighted average of the weak models.

B. Performance Evaluation

It is important to clarify that even though the number of Tx antennas is present in each dataset, for the modulation classification problem the class is set as the Modulation column, that is the Tx Antennas column in Table I is disregarded in this case since it is a problem that will be considered in the next section. Regarding the configuration of the considered branch classifiers, kNN was used with the number of neighborhoods set equal to one. The RF and ET models were build having each one of them 100 estimators, while the AdaBoost used Decision Trees (having a max depth of one) as their base method. Each of them had a maximum number of estimators equal to 100.

After splitting the dataset into 60% for training and 40% for testing, we fitted and tested the suggested algorithms using as input either the extracted cumulants or the extended feature vectors (referred to as polynomial features). Their performance was evaluated in terms of accuracy. Indicative accuracy scores for each algorithm on $N_R=1$ and $N_R=2$ can be found in Tables II and III, respectively. It is evident that all classifiers performed much better for $N_R=2$, where the receiver is equipped with two antennas. The reason for this behavior is the symbol interference that the receiver suffers in for $N_R=1$. When the receiver has only one antenna available, symbol interference is inevitable in the cases where the transmitter uses 2 and 4 antennas. For example in the case where 2 antennas are present in the transmitter we have a 2×1 MISO channel, and the received signal is written as the superposition of two transmitted symbols: $y = h_1 x[1] + h_2 x[2]$. Respectively, when $N_T=4$ the received signal $y$ is the sum of four interfering symbols. This means that 66% of the dataset with $N_R=1$ contains features extracted from incoming interfered symbols, something that alters dramatically the statistical properties of each symbol. On the other hand, the dataset with $N_R=2$ possesses a much lower percentage of interfering symbols at 33%. Regarding the accuracy of each classifier the results can be seen in Fig. 1 and Fig. 2. The classifiers have similar performance in for $N_R=1$, with the worst one being AdaBoost using raw cumulant features. RF and ET algorithms achieve an almost equal performance either using raw cumulants or the polynomial features. For $N_R=2$, the classifiers achieve higher accuracy scores, while maintaining the same behavior. The Polynomial classifier proposed in [20] reports a lower saturation point. At the same time, RF and ET classifiers achieve scores up to 92%.

Overall, we notice in this section that the hierarchical classification scheme can achieve even better performance with different and more sophisticated branch classifiers, especially the ensemble methods. Furthermore, $N_R$ increase leads to significant improvement in the the AMC performance, independently of the corresponding classification algorithm.

VI. ANTENNA CLASSIFICATION WITH AND WITHOUT KNOWLEDGE OF THE MODULATION

In this section we study Tx antenna classification. Through this scenario, the blind receiver detects the number of Tx antennas using only the raw I/Q data of the received signal. Two approaches are considered. In the first, the modulation

| Classifier                  | -10dB | 0dB  | 10dB | 20dB |
|-----------------------------|-------|------|------|------|
| Polynomial                  | 40.46 | 53.45| 63.24| 63.47|
| kNN (Polynomial Features)   | 38.5  | 54.97| 65.74| 65.74|
| kNN (Cumulant Features)     | 38.56 | 54.58| 65.83| 66.25|
| RF  (Polynomial Features)   | 42.66 | 57.89| 67.66| 68.26|
| RF  (Cumulant Features)     | 42.54 | 57.89| 67.66| 68.37|
| ET   (Polynomial Features)  | 42.12 | 57.89| 67.45| 68.35|
| ET   (Cumulant Features)    | 41.78 | 57.52| 67.54| 68.07|
| AdaBoost (Polynomial Features) | 41.55 | 54.81| 63.93| 65.34|
| AdaBoost (Cumulant Features)| 41.18 | 52.68| 62.47| 63.65|

| Classifier                  | -10dB | 0dB  | 10dB | 20dB |
|-----------------------------|-------|------|------|------|
| Polynomial                  | 72.93 | 84.74| 87.8 | 87.83|
| kNN (Polynomial Features)   | 69.69 | 85.48| 90.37| 90.87|
| kNN (Cumulant Features)     | 69.69 | 85.48| 90.37| 90.81|
| RF  (Polynomial Features)   | 74.86 | 87.43| 91.62| 92.29|
| RF  (Cumulant Features)     | 74.02 | 87.4 | 91.29| 91.99|
| ET   (Polynomial Features)  | 74.81 | 87.84| 91.75| 92.31|
| ET   (Cumulant Features)    | 74.39 | 87.22| 91.64| 92.38|
| AdaBoost (Polynomial Features)| 73.21 | 85.5 | 89.9 | 91.78|
| AdaBoost (Cumulant Features)| 73.12 | 84.31| 90.2 | 90.85|

![Fig. 1: Percentage of correct classification plot for $N_R=1$.](image-url)
type is totally ignored and focus is given to the classification of the number of the antennas only. Thus, we name this classifier as the Universal Antenna Classifier (UAC). In the second, the modulation type is considered known, and so the number of Tx antennas classification is performed in a stream of data modulated with the same scheme. In the second scheme, the classifiers are dedicated to each one of the investigated modulations.

A. Performance Evaluation

Using the datasets mentioned in IV-B, the goal of this section is to examine the ability of each proposed classification scheme in detecting $N_T$. For both schemes, the kNN classifier was used, and was configured with the number of neighbors equal to 5. RF was tested, having 100 estimators, while ET was equipped with 200. Finally, AdaBoost was used having RF with 100 estimators as its base method.

1) The Universal Classification Scheme: Using a train-test split of 60%-40%, the classification algorithms were trained on 6480 samples and tested on 4320. It is evident that the ensemble methods (RF, ET, AdaBoost) performed considerably better than the kNN classifier in both datasets especially in the low SNR regime. Examining the percentage of correct classification in Fig. 3, we re-validate the result that multiple Rx antennas contribute to a higher accuracy. This is more evident in low SNR values, such as -10dB, where we observed an increase in accuracy up to 14.56%. In the higher SNR regime, such as 20dB, there is still an important increase of 5.51% (in the kNN classifier). In Table IV, the reader can have an analytical report of the accuracy scores in a variety of SNR values.

2) Dedicated Tx Antennas Classifiers: Even though the Universal classifier proposed in the previous subsection performed considerably well, multiple classifiers dedicated to each of the available modulation schemes were tested. Using the same split between train and test set as in the Universal scheme, fewer data are used for training since each classifier is trained on 1080 samples and tested on 720. The classifiers were evaluated both for $N_R=1$ and $N_R=2$ and analytical accuracy reports can be found in Tables V to VIII. The use of two antennas by the receiver benefits the QAM modulations to a great extent (Table VIII especially for lower SNR values where a rise of up to 45.14% can be observed for -10dB. What can also be seen is that 16QAM modulation achieves a very high accuracy even with the presence of only one antenna in the receiver as seen in Table VI. Pair-plotting the corresponding features when the SNR is equal to $-10$dB (Fig. 5), proves that the features are in fact more distinguishable in the case of 16QAM (as well as their distributions over the available classes) than the ones derived from a BPSK modulated signal (Fig. 4). Comparing these two pair plots, it is easy to see that, through their distributions, the 16QAM features are more likely to be classified correctly.

It is evident, throughout the course of this section, that antenna classification is affected by different aspects of the system. Different classification algorithms, as well as a diversity of the number of Rx antennas, improve the classification performance substantially. Furthermore, our results show that ensemble algorithms offer a better accuracy over the remaining algorithms. We also showed again that even with one Rx antenna we are able to classify with sufficient accuracy the value of $N_T$. 

| Dataset | Classifier | -10dB | 0dB  | 10dB | 20dB |
|---------|------------|-------|------|------|------|
| $N_R=1$| kNN        | 56.96 | 75.32| 85.09| 85.32|
|         | RF         | 61.82 | 79.37| 87.12| 87.52|
|         | ET         | 62.17 | 79.46| 87.43| 88.1 |
|         | AdaBoost   | 62.77 | 78.95| 87.08| 87.66|
| $N_R=2$| kNN        | 71.52 | 85.53| 90.76| 90.83|
|         | RF         | 76.31 | 87.8 | 91.41| 91.75|
|         | ET         | 76.41 | 88.72| 92.59| 92.84|
|         | AdaBoost   | 75.94 | 88.05| 91.43| 92.26|

TABLE IV: Classification accuracy for the UAC.
TABLE V: Classification accuracy for $N_R=1$ and for PSK dedicated classifiers.

| Modulation | Classifier | -10dB | 0dB | 10dB | 20dB |
|------------|------------|-------|-----|------|------|
| BPSK       | KNN        | 55.5  | 90.5| 97.08| 97.08|
|            | RF         | 60.55 | 93.47| 97.63| 97.22|
|            | ET         | 60.55 | 93.19| 97.63| 98.05|
|            | AdaBoost   | 60.55 | 92.91| 97.36| 97.5 |
| QPSK       | KNN        | 61.94 | 95  | 97.91| 97.22|
|            | RF         | 64.44 | 95.69| 97.91| 97.36|
|            | ET         | 63.33 | 95.83| 98.19| 97.63|
|            | AdaBoost   | 63.19 | 95.83| 97.5 | 97.91|
| 8-PSK      | KNN        | 72.08 | 93.75| 95.83| 95.13|
|            | RF         | 78.47 | 94.44| 95.69| 96.11|
|            | ET         | 78.05 | 94.72| 96.25| 95.83|
|            | AdaBoost   | 77.63 | 94.44| 96.66| 96.25|

TABLE VI: Classification accuracy for $N_R=1$ and for QAM dedicated classifiers.

| Modulation | Classifier | -10dB | 0dB | 10dB | 20dB |
|------------|------------|-------|-----|------|------|
| 16-QAM     | KNN        | 86.52 | 94.72| 96.52| 96.94|
|            | RF         | 91.66 | 94.86| 96.94| 97.91|
|            | ET         | 91.38 | 95.69| 97.36| 97.77|
|            | AdaBoost   | 91.11 | 95.13| 97.08| 97.91|
| 64-QAM     | KNN        | 61.94 | 95  | 97.91| 97.22|
|            | RF         | 64.44 | 95.69| 97.91| 97.36|
|            | ET         | 63.33 | 95.83| 98.19| 97.63|
|            | AdaBoost   | 63.19 | 95.83| 97.5 | 97.91|
| 256-QAM    | KNN        | 51.8  | 90.13| 96.25| 96.52|
|            | RF         | 56.52 | 90.97| 95.97| 97.22|
|            | ET         | 57.63 | 92.22| 95.55| 96.94|
|            | AdaBoost   | 57.63 | 91.52| 95.83| 97.08|

TABLE VII: Classification accuracy for $N_R=2$ and for PSK dedicated classifiers.

| Modulation | Classifier | -10dB | 0dB | 10dB | 20dB |
|------------|------------|-------|-----|------|------|
| BPSK       | KNN        | 92.22 | 97.77| 98.61| 98.33|
|            | RF         | 94.44 | 98.19| 98.75| 98.75|
|            | ET         | 94.44 | 98.61| 98.88| 98.64|
|            | AdaBoost   | 94.3  | 98.33| 98.61| 98.61|
| QPSK       | KNN        | 96.52 | 96.8 | 98.19| 96.94|
|            | RF         | 98.05 | 98.05| 98.88| 98.05|
|            | ET         | 98.33 | 98.33| 98.75| 98.19|
|            | AdaBoost   | 97.77 | 97.91| 98.8 | 98.05|
| 8-PSK      | KNN        | 96.94 | 96.38| 97.91| 97.91|
|            | RF         | 98.47 | 98.19| 99.16| 98.61|
|            | ET         | 98.33 | 98.47| 99.44| 98.88|
|            | AdaBoost   | 98.33 | 98.05| 99.16| 98.61|

TABLE VIII: Classification accuracy for $N_R=2$ and for QAM dedicated classifiers.

VII. JOINT CLASSIFICATION

In this section, the joint antenna and modulation classification problem is examined.

A. Joint Classification Using the Universal Classifier

In this type of joint classification the two sub-problems are treated in parallel. This is because antenna classification is not affected by the modulation classification results and vice versa. The block diagram of the proposed joint universal classifier can be seen in Fig. 6. During the training phase, both classifiers are provided with the same training data. What differentiates their respective training processes, are the corresponding target...
values. In the case of the Hierarchical Modulation Classifier, the target values in the training procedure are present in the Modulation column of each used dataset. During this procedure, the Antennas column is ignored. At the same time, the Universal Antenna Classifier model makes predictions on the number of Tx antennas for each signal contained in the test set. Then, the predictions are combined in a two column matrix and compared with the true corresponding values. In this work, we used the same type of classification algorithm for both the modulation and antennas classifiers.

B. Joint Classification Using Dedicated Classifiers

As discussed in Section VII, the antenna classification problem can be addressed by creating classifiers dedicated to each modulation type present. Unlike the Universal approach of the previous section, where one model is built for classifying the number of antennas regardless of the way the signal is modulated, in this approach six different models for antenna classification are being created. The training stage is independent for the two different classifier types (NT and M). As in Section VII-A, the Hierarchical Modulation Classifier is trained, having the Modulation column as its target values. On the other hand, the training of each dedicated classifier requires the fitting of six different models (that is for each type of modulation). In this way, six dedicated antenna classifiers are constructed.

Testing is illustrated in the block diagram of Fig. 7. First, modulation classification takes place, and after the predictions made by the corresponding model the test set is split into six parts depending on the decided modulation type. It should be noted that for the dedicated models of the NT classification to work properly, data with constant modulation type should be used as input. It is then up to the selected antenna classification model to effectively classify the number of antennas NT. Finally, the predictions for the number of antennas are combined with the modulation classification predictions to form a two-column matrix of the results.

C. Performance Evaluation

As in the previous section, NR=1 and NR=2 are used in order to provide insight into whether a diversity in the number of Tx antennas leads to better classification accuracy. The train-test split is set to 60%-40% as in every experiment run in the course of this paper. The classification algorithms are chosen to be kNN with 100 neighbours, RF with 100 estimators, ET with 200 estimators and AdaBoost classifier having 100 estimators and the previously described RF model as its base estimator. These models are used both in the part of Hierarchical Modulation and the Antennas classifiers, universal or dedicated.

Starting with the scenario involving the Universal classifier, the contribution of multiple antennas is evident as can be seen in Fig. 8. From the results presented in the previous sections,
Fig. 8: Percentage of correct classification of HMC/UAC.

TABLE IX: Classification accuracy of the HMC/UAC combination.

| Dataset | Classifier  | -10dB | 0dB  | 10dB | 20dB |
|---------|-------------|-------|------|------|------|
| $N_R=1$ | kNN         | 26.22 | 48.91| 63.12| 63.14|
|         | RF          | 30.32 | 50.94| 64.05| 64.35|
|         | ET          | 30.23 | 51.34| 64.81| 65.16|
|         | AdaBoost    | 29.32 | 51.27| 63.57| 64.42|
| $N_R=2$ | kNN         | 58.05 | 82.38| 88.88| 89.37|
|         | RF          | 61.89 | 83.31| 88.49| 89.72|
|         | ET          | 62.73 | 84.51| 89.79| 90.74|
|         | AdaBoost    | 62.56 | 83.4 | 88.37| 89.37|

it was expected that the use of two antennas at the receiver would result in a rise of the classification accuracy in the joint scenario as well. For once more, the use of two Rx antennas improved the performance by a percentage up to 26%, with the most notable improvement spotted in low SNR values. For example, the kNN algorithm achieves an accuracy score of 26.22% in $-10$dB and with $N_R=1$, while the accuracy reaches up to 58.5% in the same SNR regime with $N_R=2$. Experiments do not show any particular advantage in using a certain classification algorithm over the others, since their performance is almost identical. The only exception is kNN, which seems to under-perform slightly for lower SNR. The reader may refer to Table IX for a more detailed report on the classification accuracy for $N_R=1$ and $N_R=2$ respectively.

In the second scenario, where dedicated classifiers for each modulation are present, the same behavior can be observed regarding the contribution of multiple Rx antennas (that is higher $N_R$ antennas leads to better classification accuracy). It is interesting to examine is the improvement that the use of the dedicated classifiers induces to the overall classification performance. In Fig. 10 it can be seen that indeed by using dedicated classifiers, a slightly higher classification accuracy can be achieved. Around 2.5-3% regardless of the SNR regime.

In this section we showed that we can achieve very high accuracy for the problem of joint modulation and antenna classification. When we treated the two problems sequentially, that is when we used a Modulation classifier first and matched its results to a Dedicated Antenna Classifier (with pre-trained models to each specific modulation set $M$), namely the HMC/DeAC combination, we observed slightly superior

TABLE X: Classification accuracy of the HMC/DeAC combination.

| Dataset | Classifier  | -10dB | 0dB  | 10dB | 20dB |
|---------|-------------|-------|------|------|------|
| $N_R=1$ | kNN         | 27.29 | 50.87| 64.18| 64.44|
|         | RF          | 31.08 | 54.6 | 66.18| 66.22|
|         | ET          | 31.08 | 54.32| 66.22| 66.82|
|         | AdaBoost    | 31.27 | 54.6 | 66.18| 66.87|
| $N_R=2$ | kNN         | 59.05 | 82.98| 89.23| 89.72|
|         | RF          | 64.42 | 85.39| 90.55| 91.01|
|         | ET          | 64.32 | 86.22| 91.04| 91.73|
|         | AdaBoost    | 64.21 | 85.6 | 90.46| 90.94|

Fig. 9: Percentage of correct classification for the HMC/DeAC combination.

Fig. 10: Results for joint $N_T$ and $M$ classification. Comparison of the Universal and Dedicated classifiers for $N_R=1$. 
Fig. 11: Results for joint \( N_T \) and \( M \) classification. Comparison of the Universal and Dedicated classifiers for \( N_T=2 \).

performance to the scheme where the problem is dealt joint and in parallel (HMC/UAC).

VIII. CONCLUSIONS

In this paper, we studied the problem of modulation and antenna classification in digital wireless transmission. The two classification sub-problems were initially examined separately. It was shown that the classification accuracy is increased with SNR, number of Rx antennas, and the use of ensemble classification methods. For the joint classification problem we followed two approaches. One, where the sub-problems are solved independently and in parallel, and one where the antenna classifier waits on the result of the modulation classifier. The later scheme performed slightly better under all case of SNR, number of Rx antennas, and classification algorithms. The proposed schemes do not require any knowledge/details of the used modulation schemes and the way the Tx antennas are used as it is fully data-driven and not model-driven. The results of our approach pave the way for more ML-based data-driven techniques that reveal more characteristics of the Tx.
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