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ABSTRACT

There is a growing debate amongst academics and practitioners on whether interventions made, thus far, towards Responsible AI would have been enough to engage with root causes of AI problems. Failure to effect meaningful changes in this system could see these initiatives to not reach their potential and lead to the concept becoming another buzzword for companies to use in their marketing campaigns.

We propose that there is an opportunity to improve the extent to which interventions are understood to be effective in their contribution to the change required for Responsible AI. Using the notions of ‘leverage zones’ adapted from the Systems Thinking literature, we suggest a novel approach to evaluate the effectiveness of interventions, to focus on those that may bring about the real change that is needed.

In this paper we argue that insights from using this perspective demonstrate that the majority of current initiatives taken by various actors in the field, focus on low-order interventions, such as short-term fixes, tweaking algorithms and updating parameters, absent from higher-order interventions, such as redefining the system’s foundational structures that govern those parameters, or challenging the underlying purpose upon which those structures are built and developed in the first place (high-leverage).

This paper presents a conceptual framework called the Five Ps to identify interventions towards Responsible AI and provides a scaffold for transdisciplinary question-asking to improve outcomes towards Responsible AI.
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1. Introduction

People today are increasingly aware of how ingrained Artificial Intelligence (AI) already is in their daily lives—whether it determines what appears in a playlist or suggests potential partners to date—rather than in some distant future. While these seemingly low-risk examples can feel like magic to the user, many more technological advances are also underway that delegate more significant control over decision-making to AI-systems, such as in driving ¹, educating ², judicial applications ³, and providing health care ⁴.
However, the outputs from these systems can inadvertently erode the shared values of society, such as fairness, justice, safety, security, and accountability. The problems that AI is employed to solve can often exacerbate other societal problems, such as loss of privacy through increased surveillance, and policy decisions that increase social and economic inequality. Recent examples of AI failures and their lack of transparency and traceability have raised disconcerting questions about the ‘dark side’ of AI use, and the way these systems are developed and deployed.

Advances in digital technology, along with debates about biased algorithms and ethical and regulatory challenges of autonomous systems, underscore the fact that AI management is more of a social and political issue rather than an engineering challenge. This realization has caused research and industry actors to take non-technical aspects of AI into account. This conversation has grown beyond the ethical challenges surrounding AI development and use into a broader discussion of ‘Responsible AI’, encompassing other topics around ethical AI, lawful AI, explainable AI (XAI), trustworthy AI, and accountable AI.

Although there is not a consensus over the meaning and implications of the notion of ‘responsibility’ when it is applied to AI-systems, there is a growing interest to explore the development and use of AI systems from the lens of Responsible AI. Applications range from in fields such as health, finance, urban studies, conservation science, marketing, and military affairs, to more specific cases such as COVID-19.

The notion of Responsible AI is not limited to research. As of January 2021, OECD AI Policy Observatory tracks more than 300 AI policy initiatives around the globe in the Responsible AI landscape. The major AI companies have launched their self-regulatory Responsible AI programs, through building tools and software to translate high-level principles such as fairness, explainability, and accountability and use them across engineering groups and clients. Standardization bodies such as ISO, IEEE and NIST also offer guidance by publishing standards and frameworks to support the responsible development of AI.

Although transdisciplinary approaches can help us to understand and navigate this socio-technical challenge, the dominant discourses address AI problems are from disciplinary perspectives, predominantly from computer science and engineering. Even within Responsible AI, researchers and practitioners tend to approach the topic from a narrowly disciplinary perspective and develop solutions based on their own epistemological strategies. For AI systems that are perceived as irresponsible, the focus is often addressing visible gaps and tangible problems with quick fixes and technical improvement (particularly in areas such as robustness, privacy, and fairness where technical fixes seem feasible), rather than examining the drivers of design, development, and deployment. This is the gap that needs to be addressed if we are to ensure transformation of responsible AI systems.

Further, companies seeking to improve responsibility in AI systems are limited in their capacity to realize meaningful and necessary technical, social, and environmental change. Previous attempts under the banner of Responsible AI can be described as ‘ethical washing’ or ‘ethics theatre’, intended to (1) show their customers they are doing their best to behave ethically; and more importantly, to (2) minimize regulation. Although it can be argued that efforts thus far are ‘good first steps’ towards Responsible AI, these efforts can distract from taking a broader view of the problems inherent to Responsible AI.

For the purposes of this paper, we take a holistic, systems view of Responsible AI, encompassing broadly the notions of responsible, transparent, and trustworthy AI described above. We argue that although that these
initiatives seek to ensure more responsible building and application of AI, they often fail to engage with how to encourage developers to approach the root causes and unintended consequences, who often rush to tweak and update existing systems with new software libraries. Focusing on the engineering solution, they do little to encourage AI developers and users to question underlying assumptions about the vision and the purpose of an AI system.

For the practitioner and policymaker alike, the current body of literature on Responsible AI lacks adequate definitions and characterization of how different interactions with AI systems will lead to achieving Responsible AI. Meadows proposes the framework of leverage points, which summarizes the relative power of various policies to enact change—from incremental to transformational—in a system.

In the following sections we adapt Meadows’ framework to the current debates in AI to help realize the transformational change needed towards Responsible AI. We conclude with a short discussion on the advantages of our proposed approach to advance theoretical and practical discussions on responsible approaches for AI.

2. Leverage zones to realize change

Meadows identifies twelve leverage points that has been adapted into research and practical work in various disciplines concerning complex socio-technical systems, from food and energy system, to climate change, and health. These leverage points represent at an abstract level some common places to intervene within a system to effect change.

Here we adapt the leverage point framework categorized around two domains and four zones. Figure 1 shows a graphical depiction of the Five Ps framework. The two domains—Problem and Response—are represented by a triangle divided into two with the Problem Domain on the left and Response Domain on the right. The horizontal axis represents the relative magnitude of ‘effort’ and reward for intervening in each of the four zones, shown on the vertical axis in increasing order of ‘leverage’, from top to bottom: Parameter, Process, Pathway, Purpose. We describe this framework as the ‘Five Ps’, which includes situating the Problem at the right level, and then considering places to intervene in the system in each of the four zones.

The Five Ps is a method for considering and analyzing what the response of a given intervention might be. In this case, we are considering how different initiatives in Responsible AI are conceived in the Problem Domain, and then enacted in the four zones (i.e. Parameter, Process, Pathway, Purpose). This framework recognizes that a problem can be attributed to various parts of a system and, depending on how the problem is framed, different interventions will be chosen, each leading to a different response. To illustrate, the misclassification problem that arises in an AI model could be seen as a Parameter problem that can be resolved by improving parameters within the algorithm. However, the problem could also be seen as a Purpose problem, which could bring into question the paradigm and assumptions from which the algorithm was created in the first place.
The goals of the system

1. The power to transcend paradigms
2. The mindset or paradigm out of which the system, its goals, power structure, rules, its culture, arises
3. The power to add, change, evolve, or self-organize system structure
4. The rules of the system (incentives, punishments, constraints)
5. The rules of the system (such as incentives, punishments, constraints)
6. The structure of information flows (access to information)
7. The gain around driving positive feedback loops
8. The strength of negative feedback loops
9. The lengths of delays, relative to the rate of system change
10. The structure of material stocks and flows
11. The sizes of buffers relative to their flows
12. Constants, parameters, numbers (tweaking algorithms and modifying models’ parameters)

Figure 1 The diagram represents the ‘leverage zones’ within which interventions are made. The twelve leverage points on the pyramid are the places where Meadow (1999) suggests for interventions in a given system.
To illustrate the domains and zones within the Five Ps, we will describe each briefly in relation to Responsible AI.

Problems identified in the Parameter zone are tractable (modifiable, mechanistic) characteristics of an AI system that are commonly targeted by AI developers to improve the responsibility of AI. They are typically smaller visible flaws that are usually addressed through engineering solutions such as tweaking algorithms and parameters. The effort to fix these is small, and changes in this zone are incremental and may have a negligible effect on the problem’s underlying structure or dynamics. They are important markers of the problem, but they are often symptomatic and not the root cause of the problem.

Problems identified in the Process zone consider the wide range of interactions between the feedback elements of an AI system that drive the internal dynamics, including social and technical processes associated with how the AI is designed, built, and deployed. This might include activities that speed up development times, or actively responding to emerging trends in the data. Changes in this zone are likely to result in resolving issues as they emerge or amplifying the effect of assumptions.

Problems identified in the Pathway zone consider the ways through which information flows, the rules are set, and the power is organized. For example, improving transparency of how algorithms are employed, the governance or legislation of their use, or putting the ownership of data back into the consumer’s hands. These changes are structural to the system that allows the AI to operate, and result in establishing new patterns of behavior and agency.

Issues identified in the Purpose zone have the most potential to affect change in a system. These relate to the norms, values, goals, and worldviews of AI developers that are embodied in the system. It includes the underpinning paradigms based on which the system is imagined, and the ability to transform entirely and imagine new paradigms. Framing perceived problems in this zone serves to act as a compass to guide the developers to align with the fundamental purpose of the system.

The Five Ps—problem, parameter, process, pathway, and purpose—characterize five ways we can begin to conceptualize our journey towards Responsible AI. Zones within the Five Ps are interrelated, and scale and reach also plays a role in the extent to which the system’s behavior changes. These Five Ps are not part of a fixed hierarchy of change but serve as a conceptual tool to categorize strategies to effect change in a system. In the following sections, we consider the Five Ps as an analytical tool and how it could be used as a planning tool to assess current interventions in Responsible AI.
3. The Five Ps as an analytical tool

Reviewing the ongoing attempts to address Responsible AI, it is common to see that activities are commonly conceptualized, defined, and implemented in the Parameters and Process zones. Many initiatives frame the challenge of Responsible AI as the problem of technical and design flaws requiring engineering fixes or a better design process. The rational is that complex concepts and high-level principles need to be simplified so as to be tangible and computable. The result had been studies that examined isolated factors related to the principles, such as improving model explainability and reducing biases. Change at these levels typically result in incremental change and allow business as usual.

There are opportunities to radically shift a movement to Responsible AI by effecting changes in Pathway zone, such as high-level design and structures, and the challenging questions about the underlying assumptions, visions, and the foundational purpose of the system as in Purpose zone. This particularly happens when Responsible AI is understood as the microcosm of cultural and political challenges faced in society, beyond technical and design issues.

To illustrate, consider an AI system that is used in a social media company causing misinformation and extremism—similar to the one Facebook is currently experiencing. In a move towards Responsible AI, the company views the problem at the Parameters zone, and creates tools and tweaks algorithms to analyze and address the biases in order to fix the models that come out of them. Another response from the company, could be creating software tools to translate principles of responsible AI, such as fairness, explainability, and accountability to improve the models. By taking these measures, the company seeks to control misinformation in its content-moderation models across the platform, which potentially leads to an improved user experience.

These interventions could be described as ‘technological solutionism’, built on a premise that the challenge of responsibility is a challenge of fixing a design flaw in the algorithms. In this view, the efforts for quantifying, computing, or mathematizing responsibility are perceived as an apparatus for creating a technocratic rather than democratic solutions, and fixes tend to be short-term and could be described as ‘tweaks reaction’.

In our example, although visible content moderation could improve, the paradigm under which the platform operates remains unchanged. If the company’s business model only concerns with maximizing engagement, tweaking algorithms will then have no direct impact on misinformation circulation because the AI models that governs the interactions will continue to reward inflammatory content (e.g., controversy, misinformation, and extremism), and operate on structures that systematically reduce the diversity of viewpoints that users are exposed to.

Further, engaging changes that undermine the company’s paradigms are unlikely to be supported. For example, a for-profit company is unlikely to support initiatives that have potential to reduce revenue streams.

The same company could consider the problem in the Process zone, by intentionally promoting diversity and inclusion in development teams, publishing new professional guidelines and promoting training opportunities. As more diverse views are involved in the development of the model, assumptions are questioned and resolved during the development cycle. This would likely see first-order change, adjusting and adapting practices to changes in the operating environment (see Figure 2).
Extending this, the company could initiate reform in the Pathway zone to achieve second-order change through ‘restructures’ and ‘redesigns’. For example, this could include initiating governance structures within their firm for Responsible AI, such as ethical review boards or introducing new roles and responsibilities for assuring AI products and processes are ethical and aligned with AI principles the company abides by. Collective partnerships can also focus discussion on the development of design principles, guidelines, and best practices for AI. However, a unified and strong regulation does not yet exist which can establish fiduciary duties to the public, and that implies the societies can just hope that reputational risks or company’s own values and standards may create more responsible approaches towards AI development and use. Further, partnerships thus far have produced “vague, high-level principles and value statements which promise to be action-guiding, but in practice provide few specific recommendations and fail to address fundamental normative and political tensions embedded in key concepts for example, in fairness and privacy”.

Finally, in the Purpose zone, the same company could deploy resources to move to third-order, transformative change by ‘reconsidering’ or ‘redefining’ the purpose of their system. In the example of social media company, this could be a change in purpose from maximizing engagement to activities such as truth-seeking or social cohesion. There are, for example, several experimental products, such as a platform called Polis, that highlight diverse views and work towards maximizing ‘consensus’ rather than engagement, and thereby fundamentally changing the goal of the system.

This demonstrates that there are often multiple interactions between leverage zones which can be studied for evaluating the intervention’s effectiveness. These zones are not discrete, and for effective implementation of change, we should consider the interactions required across an entire system for change in the deeper leverage zones.

Despite efforts to move towards Responsible AI, many of these initiatives, particularly those conducted at the corporate level, have been characterized by critics as ‘ethics washing’, where industry adopts ‘appearances of ethical behavior’ for self-serving purposes (for example, to reduce regulatory requirements or maintain self-regulation). On the other hand, it is argued that steps forward in the right direction, however small, are welcome, and major AI companies who have had concrete plans and actions help the industry move towards responsible AI.

As an analytic tool, the Five Ps can be used to view the relative strength of interventions towards Responsible AI. In the following section, we look at how the Five Ps can also be used as a planning tool by those seeking to deliver Responsible AI.
Figure 2  Schematic illustration of the leverage zones, showing their differences in terms of ‘efforts’ they are needed and the type of ‘change’ they bring about. Feedback loops indicate interactions that may happen between and among different leverage zones.
4. The Five Ps as a planning tool

Efforts towards Responsible AI thus far have predominantly been narrow in focus, with leverage zones chosen that have failed to address challenges ‘deeper’ questions about the governing rules, structure, business model, and purpose. To move towards Responsible AI, we argue that interventions should be seen and studied in a holistic manner, not in isolation, to avoid missing linkages between the leverage zones, to prioritize competing efforts, to consider the narrow and broad consequences, and to plan in the short and long term.

As a planning tool, the Five Ps can be used to prompt consideration of a given problem at multiple levels to achieve the desired level of ‘response’. In Table 1, we provide a set of questions for each leverage zone that could be considered when considering a potential intervention. These questions should be seen as a general set of considerations; they are not exhaustive, and should be tailored to the situation at hand. By proactively considering questions that address systems-level concerns within each of the leverage zones, the appropriate leverage zone of the problem can be properly assessed, and possible synergies and contradictions that might arise can be considered.

Table 1. Lines of questioning on interventions for Responsible AI

| Parameter questions                                                                 | Process questions                                           | Pathways questions                                                                 | Purpose questions                                                                 |
|-------------------------------------------------------------------------------------|-------------------------------------------------------------|----------------------------------------------------------------------------------|----------------------------------------------------------------------------------|
| How to keep the system stable with minimum change?                                  | How should principles be drawn up and applied?              | How can we change the structure of the system?                                   | Why are we doing it?                                                             |
| How to step out of ‘abstract’ discussion by defining ‘practical’ actions?            | How can we speed up things that are working?                | What are the rules and who makes them (incentive, punishment, constraints)?      | What are the goals?                                                             |
| How should principles be quantified?                                                | How can we slow down things that are not working?          | Who does and does not have access to what kinds of information?                  | What are the fundamental assumptions behind our work? Do we need to change them? |
| How risks and benefits can be managed through changing parameters and resources?  | How can we reduce delays?                                  | How can we share information more readily?                                       | How does our value system shape our work and the final product?                 |
| What parameters need to be measured and modified?                                   |                                                             |                                                                                  |                                                                                  |
| What resources can be deployed?                                                     |                                                             |                                                                                  |                                                                                  |
| What other impacts can we anticipate?                                               |                                                             |                                                                                  |                                                                                  |
By exploring these questions, the Five Ps approach allows decision-makers to better understand the scope of the change they are seeking and avoid engaging with the system in shallow leverage zones, such as focusing on AI Principles alone or developing tools and practices for explainable models. It recognizes and promotes the importance of ‘question-asking’ and how it can influence the shape of the pathway towards Responsible AI.

Second, it shows how focusing interventions within discrete leverage zones can precipitate in others, across various depths. The interdependencies between different leverage zones are important to be recognized and studied. Working from the deeper leverage zones shapes and limits the types of interventions available in shallower leverage zones see 46.

Third, it provides an aid for maintaining a holistic view over the challenges associated with Responsible AI, avoiding ‘atomized’ and ‘silod’ conceptualizations in which social, technical, and governance aspects of AI systems are addressed separately, rather than elements that are tightly interacting together. The alternative is that we will remain in the existing paradigm which mostly overlooks the structures, norms, values, and goals underpinning the complex problems Responsible AI is facing at deeper levels. Nevertheless, given the scale of existing social and ethical problems that have emerged in relation to the AI use, there is a strong incentive for major AI companies to adopt new tools and frameworks in order to prevent the development technologies that have the possibility to cause harm 47.

And lastly, it provides a transdisciplinary context for a conversation about Responsible AI. Since AI developers come from varied disciplines (each with their own epistemic culture and ethical standards), to speak about Responsible AI, we need frameworks that can engage all stakeholders in meaningful discussions. This is particularly important as we can expect that experts interested in human and environmental aspects of AI-powered technologies are increasingly joining the conversation 11,46. The Five Ps framework provides a new communication tool for a wide range of stakeholders to speak about their ideas and priorities for the future of AI and collaborate using qualitative and quantitative methods.

However, along with all these advantages, there are certain issues or challenges that must be addressed carefully when we use this approach. The concept of leverage zones and places to intervene in a system are in their infancy in the field of Responsible AI, and will benefit from added discussion and more research to inform where and how they can be used. The terminology has yet to be further developed and established, so we can develop methods to identify or validate leverage zones at different scales, such as temporal, institutional, network, and management factors, and societal reach, such as global, national, local levels, towards responsible AI.

5. Conclusion

Responsible AI needs to engage with the deep questions to find solutions that can address root causes that have led to negative outcomes in AI products and processes. As such we need to constantly reflect about whether the planned initiatives can realize the system shift required to create an environment conducive towards Responsible AI. To this end, we propose that the Five Ps framework is a useful tool to frame a conversation around the notion of ‘leverage zone’ as the industry takes actions towards Responsible AI.
The key advances that the Five Ps framework presents are in developing a shared understanding of: likely long-term effectiveness of proposed initiatives; interdependencies between initiatives required for long-lasting change; frames of question-asking when considering initiatives; removing barriers around silos of activity; considering the broader implications of initiatives, and; providing a transdisciplinary context for the conversation.

Further work is required to study long-term effects of decisions arising from the Five Ps zones as a planning tool. However, as we have noted in other domains, it is highly likely that any efforts towards understanding interventions towards Responsible AI at a more holistic, systems level will see benefits over taking a fragmented, siloed approach.
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