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ABSTRACT High proportions of asynchronous motors in demand-side have pressured heavily on short-term voltage security of receiving-end power systems. To enhance short-term voltage security, this paper coordinates the optimal outputs of generation and compensation in a multi-objective dynamic optimization model. With equipment dynamics, network load flows, lower and upper limitations, and security constraints considered, this model simultaneously minimizes two objectives: the expense of control decision and the voltage deviation. The Radau collocation method is employed to handle dynamics, by transforming all differential algebraic equations into algebraic ones. Most importantly, Pareto solutions are obtained through an accelerated multi-objective reinforcement learning (AMORL) method by filtering the dominated solutions. The entire feasible region is partitioned into small independent regions, to eliminate the scope for Pareto solutions. Besides, the AMORL method redefines the state functions and introduces creative state sensitivities, which accelerate the switch from learning to applying, once the agent accumulates sufficient knowledge. Furthermore, Pareto solutions are diversified via introducing some potential solutions. Lastly, the Fuzzy decision-making methodology picks up the tradeoff solution. Case studies are implemented on a practical 748-node power grid, which validate the acceleration and efficiency of the AMORL method. The AMORL method is overall superior to conventional reinforcement learning (RL) method with more optimal non-dominated objective values, much shorter CPU time, and better convergence to accurate values. Moreover, compared with another three state-of-the-art RL methods, the AMORL method takes almost the same CPU time of several seconds, but is slightly superior to the state-of-the-art methods in terms of optimal objective values. Additionally, the calculated values of the AMORL method fit the best with the accurate values during each iteration, resulting in a good convergence.

INDEX TERMS Accelerated multi-objective reinforcement learning, dynamic optimization, Pareto solutions, short-term voltage security.

NOMENCLATURE

A. PARAMETERS

$t_0$ Initial moment of the short-term process.
$t_c$ Moment of tripping short-circuit contingency.
$t_f$ Final moment of the short-term process.
$V_{\text{ref}}$ Node reference voltage.
$N_B$ Amount of network nodes.
$N_C$ Amount of decision variables.

$u_{i0}$ Initial value of decision variable $i$ without coordinated optimization.
$a_i$ Unit cost of decision variable $i$.
$\delta_{\text{max}}$ Maximum allowable difference of the rotor angle to the inertia center.
$M_g$ Inertia of generator $g$.

B. VARIABLES

$V_i(t)$ Voltage of node $i$.
$V_l(t)$ Voltage of key load node $l$.
I. INTRODUCTION

With growing proportions of cooling loads equipped in power grids, such as air conditioners in the summer, large amounts of reactive power are demanded, especially in some receiving-end power grids. The standardized models of asynchronous motors can be employed for cooling loads universally, and they are the main reactive power loads. Once if severe short-circuit contingencies occur, load voltages drop sharply, resulting in deceleration of the rotors of these asynchronous motors. The slower the rotors spin, the more reactive power should be required, and the lower voltages drop. Especially when the rotors stall, the asynchronous motors are equated with another short-circuit contingency [1], threatening the short-term voltage security. Hence, a vicious circle exists among rotors, reactive power, and voltages. Such receiving-end power grids (e.g., Guangdong power grid in China), have suffered from severe and outstanding short-term voltage security problems. In general, there are two frequently-used and effective means preventing short-term voltage security problems: (1) installing appropriate number and capacity of statcoms in advance [2], and (2) urgent load shedding after short-circuit contingencies [3]. Although effectively, installing STATCOMs and load shedding respectively suffer from expensive installing cost and load loss. On the other hand, utilizing high side var-voltage control of generators [4] and switching capacitor banks [5] sufficiently take advantage of the existing reactive power supports of excitation systems and capacitor banks, respectively. Consequently, the short-term voltage security can be enhanced by these two much more economic means for practical power grids. High side var-voltage control and switch-able capacitor banks respectively belong to the source-side and the demand-side, and provide control and compensation for generators and loads. Hence, coordinated optimization of generation and compensation is significant to make sufficient use of these two means and to enhance short-term voltage security.

To coordinate the optimization of generation and compensation at different sides, the reference voltages of automatic voltage regulators (AVRs) and the numbers of capacitor units in operation are both regarded as decision variables in this paper. Their optimal coordinated settings are obtained by means of solving a coordinated multi-objective dynamic optimization (MODO) model, simultaneously considering the index of short-term voltage security and the cost of control decisions. How to obtain the optimal solution of multi-objective optimization received significant concerns in the past. Nowadays, artificial intelligence (AI) has become a research hotspot from all walks of life, especially its increasingly wide utilization in the optimization of power grids. Based on its searching methodologies for optimal solutions, the AI can accordingly be summarized and classified as many branches or methods, including generic algorithm [6], non-dominated sorting genetic algorithm II [7], artificial neural network [8], particle swarm optimization [9], and reinforcement learning (RL) method [10]. All of these AI methods are extended into multi-objective optimization formulations by comparing the dominating relationships among feasible solutions and obtaining Pareto solutions. AI is increasingly generalized and extended to the coordinated optimization problems of universal power grids. One of the most popular topics of AI should be the machine learning, whose typical representation is the multi-objective reinforcement learning (MORL) method for MODO models [11]. Hence, this paper mainly focuses on and discusses the MORL method in the follows. As we know, conventional MORL methods require a totally throughout search (i.e., trial and learning by means of comparing the dominating relationships) of the complete feasible region. This helps to obtain sufficient knowledge and guides the searching directions of the agent. However, since the feasible region in practice can be extremely huge, a totally throughout search requires rather long computation time. In deed, the probability of Pareto solutions in some feasible regions may be quite small, which should be ignored for simplification. This can be achieved by two means: (1) directly eliminating the feasible regions with small probability of Pareto solutions; and (2) accelerating the switch from trial and learning to deterministic searching directions based on the existing knowledge. Accordingly, significant accelerations can be put forward for the conventional MORL method to eliminate the searching areas of feasible region and to switch the agent to from trial and learning to deterministic searching directions, once the agent accumulates sufficient knowledge [12], [13].

This paper proposes a coordinated MODO model for coordinated optimization of generation at the source-side and compensation at the demand-side, to enhance short-term voltage security. This MODO model is converted into a nonlinear algebraic optimization by the Radau collocation method. Its Pareto solutions are further obtained by a novel accelerated multi-objective reinforcement learning (AMORL) method. The main contributions (i.e., the accelerations) are clarified as the following three aspects. (1) The complete feasible region is broken into many independent small ones by means of dichotomy. These small regions are further filtered and only those with potential non-dominated solutions are remained for searching. This reduction of feasible region significantly eliminates the computational burdens of the trial and learning. (2) The state function and state sensitivity are recommended and redefined for the AMORL method. They provide significant evaluation of the convergence of trial and learning. According to several settled threshold values, the agent easily judges whether it has accumulated sufficient knowledge. (3) Once sufficient knowledge has been achieved, the agent intelligently switches from trial and learning to a deterministic searching direction for the remaining search of Pareto
solutions according to existing knowledge. This makes full use of the knowledge obtained by trial and learning, while avoiding unnecessary searching of the huge feasible region and accelerating convergence.

Moreover, it is noteworthy that our work is not restricted to the enhancement of short-term voltage security. It can be applied to other fields such as optimal scheduling, and is able to obtain optimal solutions in scalable infrastructures. The MODO modeling framework can be generalized to common multi-objective optimization/planning over multiple time periods. Besides, the Radau collocation method for numerical integration can carry over to general dynamic optimization problems. Most importantly, the proposed three contributions are insensitive to the model and only care about the state space to achieve acceleration. Benefiting from the scalability and generalization of machine learning, the AMORL method always obtains relatively optimal solutions for scalable multi-objective optimization problems. Detailed analysis about the scalability and generalization of the AMORL method will be provided in Section III-C.

The remaining of this paper is organized as follows. In Section II, the coordinated MODO framework to enhance short-term voltage security is introduced, fully utilizing the var supports of generators and capacitor banks. In Section III, the solution methodologies for the MODO model are presented, including continuous/discrete variable coordination, Radau collocation method, the most significant AMORL method, and the Fuzzy decision-making method. In Section IV, case studies are conducted on a 748-node power grid in China to confirm the efficiency of the AMORL method. Conclusions are available in Section V.

II. COORDINATED MODO FRAMEWORK TO ENHANCE SHORT-TERM VOLTAGE SECURITY

This paper proposes a coordinated MODO framework to enhance short-term voltage security by re-adjusting the reference voltages of AVR and the numbers of capacitor units in operation. The coordinated control decision is achieved by obtaining and implementing the Pareto solutions of the above MODO model. Both the index of short-term voltage security (i.e., voltage deviation) \( J_1 (\cdot) \) and the cost of control decision \( J_2 (\cdot) \) are considered as multiple objective functions:

\[
J_1 (\cdot) = \sum_{i=1}^{N_R} \int_{t_0}^{t_f} (V_i(t) - V_{ref})^2 dt, \quad (1a)
\]

\[
J_2 (\cdot) = \sum_{i=1}^{N_C} \int_{t_0}^{t_f} a_i \cdot (u_i(t) - u_{i0})^2 dt, \quad (1b)
\]

where the decision variable \( u_i(t) \) includes the continuous reference voltages of AVR and the discrete numbers of capacitor units in operation.

According to practical criterion of power grid security in China, short-term voltages are regarded secure, if the following two conditions are both satisfied: (a) voltages of key load nodes are restored shortly after tripping short-circuit contingencies, usually no less than 0.75 p.u. in the duration of 1 s; (b) network synchronisms are guaranteed, usually by means of keeping the deviations of rotor angles between the generators and the inertia center no larger than a threshold. Conditions (a) and (b) are respectively represented as (2a) and (2b) as follows:

\[
V_i(t) \geq 0.75, \quad t \in [t_c + 1, t_f], \quad (2a)
\]

\[
|\delta(t) - \delta_{COI}| \leq \delta_{max}, \quad t \in [t_0, t_f], \quad (2b)
\]

where \( \delta_{max} \) is set to 120° in this paper; and \( \delta_{COI} \) denotes the rotor angle of inertia center, calculated as

\[
\delta_{COI}(t) = \sum_{g=1}^{N_G} M_g \delta_g(t)/ \sum_{g=1}^{N_G} M_g. \quad (3)
\]

The coordinated optimal generation and compensation framework to enhance short-term voltage security in this paper is represented as the following compact MODO formulation (4a)–(4e). This formulation simultaneously minimizes the short-term voltage deviation and the cost of control decision, with constraints of element dynamics, network constraints, upper and lower limits, and security constraints:

\[
\begin{align*}
\min_{x(t), y(t), u(t)} & \left\{ J_1 (x(t), y(t), u(t)) , J_2 (x(t), y(t), u(t)) \right\}, \\
\text{s.t.} & \quad \dot{x}(t) = f (x(t), y(t), u(t)), \quad (4a) \\
& \quad 0 = g (x(t), y(t), u(t)), \quad (4b) \\
& \quad 0 \leq h (x(t), y(t), u(t)), \quad (4c) \\
& \quad t \in [t_0, t_f]. \quad (4e)
\end{align*}
\]

where \( x(t) \) denotes the vector of differential variables, including transient electric potentials, rotor angles, rotational speeds, \( y(t) \) denotes the vector of algebraic variables, including node voltages, phase angles, active powers, \( u(t) \) denotes the vector of continuous/discrete decision variables, including the reference voltages of AVR and the numbers of capacitor units in operation; (4a) denotes the above two objective functions; (4b) denotes differential equations, representing the dynamics of asynchronous motor loads, synchronous generators, and their excitation systems; (4c) denotes network constraints, representing power flow equations; (4d) denotes two kinds of inequality constraints: security constraints for short-term voltages (2a) and short-term rotor angles (2b), and upper and lower limits for all types of variables; (4e) limits the time boundary of simulation and optimization.

III. SOLUTION METHODOLOGY

The short-term voltage security problem can be regarded as a Markov decision process, whose strategy can be settled by RL algorithms. However, conventional RL algorithms suffer from state space explosion because of the curse of dimensionality. To overcome the problem, many state-of-the-art RL algorithms have put forward significant
promotions. The deep Q-network (DQN) [14], [15] adopted neural network incorporating target network and experience replay to efficiently approximate the Q-function. Based on the least squares policy iteration methodology, a sequential learning algorithm [16] was employed by the batch reinforcement learning (BRL) method to narrow the state-action space. Additionally, to complement one another with their advantages, the DQN method handled continuous states and low-dimension discrete action spaces, while the deep deterministic policy gradient (DDPG) method dealt with high-dimensional action spaces [17].

In this paper, the AMORL method is based on the Q-learning algorithm and proposes several significant promotions. To overcome the curse of dimensionality, we redefine the state function and introduce the state sensitivity, which provide significant evaluation for the learning process and efficiently switch the searching directions. Additionally, the AMORL method provides a complete accelerated searching strategy for Pareto solutions, including feasible regions reduction and non-dominated solutions search.

A. VARIABLE COORDINATION FOR MIXED-INTEGER OPTIMIZATION

In this paper, the coordinated optimization framework contains both continuous-valued decision variables (i.e., the reference voltages of AVRs), and discrete-valued decision variables (i.e., the numbers of switch-able capacitor units in operation). Actually, to coordinate the optimization of generation and compensation and to obtain a unified control decision without difficult mixed-integer optimization, these two types of decision variables should be discretized to discrete values, or be relaxed to continuous values together.

The AMORL method belongs to AI optimization field, rather than conventional mathematical numerical optimization field. These kinds of AI optimization methods do not need information about continuous derivatives. Instead, they depend on agents to search out the feasible regions by means of trial and error, which rely on discrete-valued variables [11]. Consequently, all of the continuous-valued decision variables should be discretized and transformed into discrete-valued ones for variable coordination as the following. As we know, to prevent system oscillation, the power outputs of generators should ramp up and down stably and slowly. The deviations between the original AVR reference voltages and generators should ramp up and down stably and slowly. The deviations between the original AVR reference voltages and their coordinated control values are recommended to remain within a continuous range of \([-0.1, 0.1]\). This range is discretized with a value resolution of \(\Delta h = 0.005\). As illustrated in Fig. 1, Set A contains 41 integer points, including \(0, \pm 1, \pm 2, \ldots, K, \pm 3, \ldots, 20\), which denote the corresponding gear positions of AVR reference voltages. During each iteration, the AVR reference voltages are updated by determining their deviations \(\Delta V_{\text{ref}}\), which are calculated as the products of the corresponding discrete points of Set A and the discretizing resolution \(\Delta h\). Furthermore, the updated AVR reference voltages are represented as the sum of their original values and their deviations [12], [13].

B. RADAU COLLOCATION METHOD

To enhance short-term voltage security, the coordinated MODO model has already taken system dynamics into account, which are represented as differential equation (4b). Numerical solutions are convenient for differential equations, but they must be incorporated into nonlinear algebraic equations in advance. This is achieved by numerical integration; for instance, the Radau collocation method declared in the following.

\[
\begin{align*}
\mathbf{x}(t) &= \mathbf{x}(t_{p-1}) + T_p \sum_{r=1}^{N_q} \Omega_r \left( \frac{t - t_{p-1}}{T_p} \right) f \left( \mathbf{x}(t_{p,r}), \mathbf{y}(t_{p,r}), \mathbf{u}(t_{p,r}) \right), \quad (5a) \\
\mathbf{y}(t) &= \sum_{r=1}^{N_q} L_r \left( \frac{t - t_{p-1}}{T_p} \right) \mathbf{y}(t_{p,r}), \quad (5b)
\end{align*}
\]

where \(T_p\) is the corresponding time duration of time period \(p\); \(t_{p,r}\) is the normalized location of collocation point \(r\) within time period \(p\); and \(L_r(\cdot)\) and \(\Omega_r(\cdot)\) respectively denote the Lagrange polynomial and its corresponding integration [2], [18].

Generally for short-term voltage security problems, \(\mathbf{u}(t)\) is assumed to operate twice during a short-term duration.
Both generators and capacitor banks should supply strong var supports for their first operation to retain voltages, soon after short-circuit contingencies are tripped. Later, overvoltage catches attentions when voltages recover. Additionally, and capacitor banks should decrease their var outputs for their second operation. Hence, \( u(t) \) is assumed to switch/operate twice, where the first time for strong var supports, and the second time for overvoltage preventions. Additionally, as illustrated in Fig. 2, \( u(t) \) should remain constant during each operation.

The numerical integration is conducted using the Radau collocation method described before. The model (4a)–(4e) with dynamics, is incorporated into the following non-linear programming model, which contains only algebraic equations:

\[
\min_{x(t_p, q), y(t_p, q), u(t_p, q)} \{ J_1(\cdot), J_2(\cdot) \}, \tag{6a}
\]
\[
\text{s.t.} \quad 0 = \mathbf{G}(x(t_p, q), y(t_p, q), u(t_p, q)), \tag{6b}
\]
\[
0 \leq \mathbf{H}(x(t_p, q), y(t_p, q), u(t_p, q)), \tag{6c}
\]
\[
t_p, q \in [0, T_f], \tag{6d}
\]

where \( \mathbf{G}(\cdot) \) and \( \mathbf{H}(\cdot) \) are respectively the sets of equality and inequality algebraic equations.

### C. ACCELERATED MULTI-OBJECTIVE REINFORCEMENT LEARNING

Usually, the conventional RL method achieves optimization and obtains optimal solutions by means of trial and learning. Assume that there is an agent locating within the feasible regions. The agent searches throughout the feasible regions and compares all of the feasible solutions. Once if the agent discovers a solution better than before, it gains a reward. With trial and learning for a long time, the agent is familiar with the way to the largest reward and obtains the optimal solution.

For multi-objective optimization, the reward depends on non-dominated solutions. The agent should compare each potential solution \( u(t_p, q) \) against all other potential ones \( u'(t_p, q) \) were regarded as a non-dominated solution (Pareto solution) and a reward should be paid, if and only if no other potential solutions \( u'(t_p, q) \) are better (i.e., smaller) in terms of both objective functions:

\[
R(u) = \begin{cases} 
1, & \text{non-dominated solution} \\
0, & \text{otherwise} 
\end{cases} \tag{7}
\]

However, a totally throughout search of feasible regions is requested utilizing conventional MORL methods, to obtain all of the non-dominated solutions. This throughout search may be impossible for large-scale power grids with many decision variables. Hence, this paper proposes an AMORL method, which bases on state sensitivities for the significant evaluation, to intelligently accelerate the switch from trial and learning to a deterministic searching direction according to existing knowledge. To a certain extent, the long-term trial and learning are prevented, as long as the agent has gained sufficient knowledge and switches to deterministic searching directions.

Before introducing state sensitivities, the state functions should be redefined to gain information about trial and learning as much as possible. Assume that the coordinated optimization contains \( n \) decision variables with \( m \) statuses each. The state functions have already been defined in conventional MORL methods, but they are only defined for each individual decision variable and summarize the rewards gained. Consequently, \( n \) decision variables need \( n \) state functions. However, this kind of state functions cannot obtain complete reward information about each status. Hence, the AMORL method extends the state function to all of the \( m \) statuses. In other words, \( n \) decision variables totally need \( nm \) state functions:

\[
V_{i,j} = V_{i,j} + \gamma R(u), \tag{8}
\]

where \( V_{i,j} \) denotes the state function of the \( j \)th \( (j = 1, 2, \ldots, m) \) status of decision variable \( i (i = 1, 2, \ldots, n) \); and \( \gamma \) denotes the learning step size. The re-definition (8) allows the agent to record the accurate source (i.e., the exact status) of rewards and facilitates the trial and learning.

The state sensitivity \( S_i \) provides significant evaluation of the convergence of trial and learning and concludes whether sufficient knowledge has been achieved. The state sensitivity \( S_i \) is based on the above state function which summarizes the rewards gained. However, to ensure positive state sensitivity, the state function must be transformed to its natural index form in advance:

\[
\hat{V}_{i,j} = e^{V_{i,j}}, \tag{9}
\]

where \( \hat{V}_{i,j} \) denotes the natural index form of the state function.

The more rewards gained at the current status, the larger probability of this status to be selected. Consequently, the probability of the agent choosing the current status is evaluated as the proportion of \( \hat{V}_{i,j} \) in their sum:

\[
P_{i,j} = \hat{V}_{i,j} / \sum_{j=1}^{m} \hat{V}_{i,j}, \tag{10}
\]

where \( P_{i,j} \) is the probability of the agent choosing the \( j \)th status of decision variable \( i \).

Last but not least, the state sensitivity \( S_i \) can be defined for each decision variable as

\[
S_i = \sum_{j=1}^{m} P_{i,j} \ln P_{i,j} + \ln m, \tag{11}
\]

where \( S_i \) is the state sensitivity for decision variable \( i \).

According to the definition of the state sensitivity (9)–(11), the values of state sensitivity depend on the disparity among state functions of decision variables. With increasing disparity among state functions, the state sensitivity becomes larger and larger. Hence, the state sensitivity \( S_i \) provides significant evaluation about the disparity.
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among state functions. Moreover, it would be easier to distinguish between good and bad of the current status. Once \( S_i \) becomes larger than a settled threshold \( S_c \), the disparity among state functions is regarded large enough, and the convergence of trial and learning has been achieved. The agent has already accumulated sufficient knowledge, which significantly guides the remaining search for Pareto solutions. Consequently, the agent should break from trial and learning, and switch to deterministic searching directions. This switching significantly mitigates the computational burdens by providing a deterministic searching direction.

Accordingly, the AMORL method further provides an accelerated searching strategy, to effectively reduce the computational burdens by means of eliminating the feasible regions and intelligently switching from trial and learning to deterministic searching directions. Fig. 3 illustrates the flowchart of the accelerated searching strategy for Pareto solutions of the AMORL method. This strategy is broken into two accelerated steps on the whole: feasible regions reduction and non-dominated solutions search.

1) STEP 1: FEASIBLE REGION REDUCTION
Based on the variable coordination in Section III-A, all of the decision variables are discretized into two types of values: positive and negative. Consequently, the amount of their combinations (\( n \) decision variables each with two types of potential values) would be \( 2^n \). The AMORL method accordingly divides the complete feasible region into \( 2^n \) small independent regions. Afterwards, the positive and negative values of each decision variable are represented by the half of upper and lower limits (i.e., \( \frac{1}{2}u_{i_{\text{max}}}(t,p,q) \) for positive and \( \frac{1}{2}u_{i_{\text{min}}}(t,p,q) \) for negative), respectively. It means, \( 2^n \) combinations are generated for \( 2^n \) small independent regions. These \( 2^n \) combinations are compared to each other with their representations, in terms of their objective values. Only the non-dominated regions containing potential non-dominated optimal solutions are retained, by means of filtering the above small feasible regions with non-dominated comparison. The dominated regions are filtered out, which reduces the feasible regions and accelerates the search for non-dominated solutions.

2) STEP 2: NON-DOMINATED SOLUTION SEARCH WITH ACCELERATION
Within each non-dominated region, the agent further searches for the non-dominated solutions. Once the agent obtains a non-dominated solution, it gains a reward. The AMORL method introduces and updates state functions and state sensitivities every time after a non-dominated comparison. Mainly two types of searching directions are utilized: stochastic and deterministic. The state sensitivities evaluate whether sufficient knowledge has been accumulated and decide to utilize which searching directions. The stochastic searching direction is designed for those decision variables with state sensitivities no greater than a threshold. The stochastic searching direction randomly determines the values of decision variables during each non-dominated comparison and accumulates knowledge about the optimization model. This stochastic searching direction is actually aimless and a waste of time. Once the state sensitivity of the corresponding decision variable gets greater than a threshold, the agent intelligently accelerates and switches from stochastic searching direction to the deterministic direction, where the current decision variable is kept unchanged in the remaining search. This intelligent and accelerated switch significantly mitigates the computational burdens by providing deterministic searching direction. The threshold \( S_c \) is settled as follows. As mentioned in Section III-C, the increasing disparity of probabilities among different statuses results in a growing state sensitivity. Hence, this paper settles the threshold \( S_c \) according to a case with relatively large probability disparity. In this case, the chosen probability is mainly concentrated on a certain status, so the agent can easily select the certain status based on the probability. Assume that \( P_{\text{max}} \) denotes the probability of the above concentrated status. Because all of

![Figure 3. Accelerated searching strategy of AMORL method.](image-url)
the other status probabilities are much smaller than \( P_{\text{max}} \), they are regarded as the same value of \( P_c = (1 - P_{\text{max}}) / (m - 1) \) for simplification. When the status probabilities vary dramatically (for example, the ratio of \( P_{\text{max}} \) and \( P_c \) becomes larger than a certain threshold ratio, 9 adopted by this paper), sufficient knowledge is regarded to be achieved. With this threshold ratio of \( P_{\text{max}} \) and \( P_c \) being determined, all of the probability thresholds can be calculated, because the sum of \( m \) probability thresholds \( (P_{\text{max}}, P_c, P_c, \ldots, P_c) \) must be 1. Practically for AVR reference voltages and switch-able capacitor banks, their numbers of status \( m \) are respectively 41 and 7. Substituting the above probability thresholds into Eq. (11), the threshold \( S_c \) is obtained as 0.2253 and 0.5562 for the two kinds of decision variable.

Furthermore, several potential solutions are introduced for non-dominated comparison to diversify the Pareto solutions. These potential solutions are randomly selected and generated between the current solution and the mean value as provided in (12)

\[
u'_i(t_p, q) = u_i(t_p, q) + \text{rand}(-1, 1) \cdot (u_i(t_p, q) - u_{\text{iz}}),\]

where \( u_i(t_p, q) \) and \( u'_i(t_p, q) \) are values of decision variable \( i \) within, respectively, the current non-dominated solution and the generated potential solution; and \( u_{\text{iz}} \) denotes the mean value of decision variable \( i \).

All solutions mentioned above must pass through a comparison about their domination relationship, to filter out the dominated solutions and to retain the non-dominated ones as Pareto solutions. Both state functions and state sensitivities must be updated to accumulate increasing knowledge, once the agent discovers a non-dominated solution. The flowchart of the accelerated searching strategy using the AMORL method is illustrated in Fig. 3.

All of the reward function, state function, state sensitivity, and accelerated searching strategy are defined from a general perspective, according to the state space, regardless of the nonlinear programming model (6a)–(6d). Hence, the AMORL method can be applied to other general fields. The three contributions: feasible region reduction, function re-definition, switch of searching direction are specially designed to promote classical MORL methods, with better convergence. Because of the high efficiency and good generalization, the AMORL method can obtain optimal solutions even in scalable infrastructures.

**D. TRADEOFF SOLUTION DETERMINED BY FUZZY DECISION-MAKING**

The Fuzzy decision-making [19] method determines the final tradeoff solution for enhanced short-term voltage security, after obtaining a series of non-dominated solutions. Firstly, the objective values of non-dominated solutions are normalized as

\[
\hat{J}^k_i = \frac{J^k_i - J^\text{min}_i}{J^\text{max}_i - J^\text{min}_i},
\]

where \( J^k_i \), \( J^\text{min}_i \), and \( J^\text{max}_i \) respectively denote the values of objective \( i \) with respect to non-dominated solution \( k \), its minimum, and its maximum; and \( \hat{J}^k_i \) is the objective value of non-dominated solution \( k \) after being normalized.

Secondly, the straight distance between the non-dominated solution and the origin point is calculated as

\[
D^k = \left( \left( J^1_k \right)^2 + \left( J^2_k \right)^2 \right)^{\frac{1}{2}}.
\]

Thirdly, select the non-dominated solution, which is the closest to the origin point, as the tradeoff solution. The selected solution is conducted on power grids to enhance short-term voltage security.

**IV. TESTS AND RESULTS**

The proposed AMORL method was implemented on China 748-node provincial power grid for case study. It consisted of 748 nodes, 140 synchronous generators, and 1155 transmission lines. The main 500-kV network topology was illustrated in Fig. 4, where the two test 220-kV regions of Cases 1 and 2 were respectively marked in olive and pink colors. Loads were presented using the combination of 45% constant impedances and 55% induction motors. This power grid contained three types of dynamic elements: four-order dynamic generators, four-order dynamic excitation systems, and three-order dynamic induction motors [20]. The AMORL method was implemented on the platform of Matlab R2018b. In terms of hardware, the computer was configured with 16 GB RAM and 3.2 GHz Core i5 processor.

**FIGURE 4. 500-kV network topology of the 748-node power grid.**

**A. VOLATGES WITHOUT COORDINATED OPTIMIZATION**

Fig. 5 further illustrated two simplified diagrams of the 220-kV regions of the 748-node power grid. The AMORL method was implemented on two short-term voltage security cases: Cases 1 and 2. Both regions suffered from heavy...
loads, so their short-term voltage security problems were outstanding. The most severe contingencies, three-phase short circuits, were similarly employed for the two case studies. The short circuits were respectively located on nodes RB and YF in Cases 1 and 2, and occurred at the moment of $t = 1$ s. In both cases, the short circuits lasted for a duration of 0.1 s. After that, the short circuits were cleaned at the moment of $t = 1.1$ s by tripping the double lines between nodes RB and GN in Case 1, and tripping the double lines between nodes YF and ZJ in Case 2.

The system performances of Cases 1 and 2 without any coordinated optimization were respectively illustrated in Figs. 6 and 7. After short circuits happened, the node voltages dropped to quite a low level sharply. The voltages could not recover to a normal level, and the induction motors rapidly stalled, even if tripping the contingencies. Consequently, the 748-node power grid was insecure in terms of short-term voltages without coordinated optimization.

B. PARETO OPTIMAL SOLUTIONS

The widely used normal boundary intersection (NBI) method [21] was regarded as a numerical benchmark to verify the correctness and acceleration of the AMORL method. The NBI method employed the Baron solver on the GAMS platform [22] to directly handle the mixed-integer nonlinear programming. Figs. 8 and 9 illustrated the Pareto solutions for Cases 1 and 2, respectively, using the two methods: AMORL and NBI. In both figures, the Pareto solutions of these two methods were quite similar, especially their distributions/locations in the space. Consequently, the correctness of the AMORL method was verified. Furthermore, the Pareto solutions of the AMORL method in fact were more evenly distributed and were superior to those of the NBI method. Much more Pareto solutions were easily obtained by means of comparing their domination relationship utilizing the AMORL method, rather than numerical optimization conducted by the NBI method. With much more evenly distributed Pareto solutions, the AMORL outperformed the NBI method in the middle of the Pareto frontier. Note that all of the Pareto solutions have passed through a comparison about their domination relationship and have been verified to be non-dominated solutions.

Moreover, to further quantify the Pareto frontiers of the two methods, the Index C was introduced. Assume that $S_1$ and $S_2$ respectively denote the sets of the Pareto solutions of the AMORL and NBI methods. The Index C is defined as

$$C(S_1, S_2) = \frac{N(S_1)}{N(S_2)}$$

where $N(S_2)$ is the number of non-dominated solutions in $S_2$; and $N(S_1, S_2)$ is the number of non-dominated solutions in $S_2$, which are actually dominated by $S_1$, and vice versa.

The detailed values of Index C between the NBI and AMORL methods were listed in Table 1. The values of
C(\(S_1, S_2\)) in the two cases were always greater than those of \(C(S_2, S_1)\). Based on the definition of Index C in (15), more dominated solutions existed in the Pareto frontier of NBI method with a greater value of \(C(S_1, S_2)\). Although the AMORL and NBI methods obtained quite similar Pareto solutions in Figs. 8 and 9, lots of the solutions of the NBI method were actually dominated by those of AMORL, because \(C(S_1, S_2)\) is much greater than \(C(S_2, S_1)\). Consequently, with a small value of \(C(S_2, S_1)\), the solutions of AMORL were closer to those really existing solutions, and were more likely to be the truly non-dominated solutions.

**TABLE 1.** Index C of Pareto solutions of NBI and AMORL methods (%).

| Case | \(C(S_1, S_2)\) | \(C(S_2, S_1)\) |
|------|----------------|----------------|
| 1    | 48.73          | 11.52          |
| 2    | 44.36          | 29.61          |

**C. SYSTEM PERFORMANCES UNDER COORDINATED TRADEOFF SOLUTIONS**

After obtaining the complete Pareto frontiers in Figs. 8 and 9, their tradeoff solutions were further obtained with the Fuzzy decision-making method, which were listed in Tables 2 and 3. These tradeoff solutions were implemented for the two cases, and the corresponding node voltages and induction motor slips were illustrated in Figs. 10 and 11. After contingencies were tripped, all of the node voltages recovered to a reasonable and normal level of near 1.0 p.u.. The slips of induction motors rapidly dropped to nearly zero and remained safe. Consequently, the 748-node power grid retained short-term voltage security, which verified the effectiveness of coordinated optimization with the AMORL method.

Moreover, Figs. 12 and 13 illustrated the standard deviations of generator reactive outputs in the two cases, before and after optimization. After implementing the coordinated optimization methods, the standard deviations of generator reactive outputs were significantly reduced, which further enhanced the short-term voltage security of the power grid.
optimization of generation and compensation, the standard deviations evidently decreased. Particularly after the second switch/operation, the standard deviations rapidly decreased and got much smaller than those before optimization. The smaller standard deviations were, the more even generator reactive outputs were, which were of benefit to the operation of power grid. It demonstrated that the coordinated optimization of generation and compensation optimized the steady operations of generators and capacitor banks (i.e., the operating status of the power grid), while enhancing short-term voltage security.

D. COMPARISONS WITH OTHER RL METHODS
To verify the efficiency, the AMORL method was compared with two types of RL methods. Type 1 was the classical RL, which was represented by the conventional multi-objective reinforcement learning (CMORL) [11] without any proposed accelerations (e.g., feasible region reduction to eliminate calculation burden or state sensitivities to determine searching directions). Type 2 was the state-of-the-art RL, which was represented by three methods from the latest literatures: DQN [14], BRL [16], and DQN + DDPG [17]. The comparisons were conducted around three aspects: their Pareto objective values, their CPU time, and their root mean squared errors (RMSEs) of the state functions. Note that the DQN, BRL, and DQN + DDPG methods in the literatures were all conducted for single objective optimization. Similar to this paper, they must be extended into multi-objective optimization formulations. This was achieved by returning different rewards when comparing the dominating relationships among the objective vectors of the feasible solutions. The non-dominated solutions were finally remained in a list as the Pareto solutions.

1) TRADEOFF PARETO OBJECTIVE VALUES
Figs. 14 and 15 illustrated the tradeoff Pareto objective values of the above five methods in Cases 1 and 2, respectively. In both cases, the tradeoff Pareto objective values obtained by the five methods were quite close and distributed in a certain range, which verified the correctness of solutions obtained by the AMORL method. Furthermore, compared with the largest objective values obtained by the CMORL method, the objective values of the AMORL method were the smallest among the five methods. The other three state-of-the-art methods obtained objective values between those of the CMORL and AMORL methods. The smallest objective values of the AMORL method declared that our proposed promotions for RL were effective and helped to find the optimal solutions. The AMORL method was slightly superior to the state-of-the-art methods (DQN, BRL, and DQN + DDPG) in terms of optimal objective values.
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FIGURE 16. CPU time of five RL methods.

2) CPU TIME
Fig. 16 has illustrated the CPU time of the coordinated optimization utilizing the five methods. Among all of the five methods, the CMORL method underwent the longest CPU time of minutes, while the DQN, BRL, DQN + DDPG, and AMORL methods enjoyed much rapider optimizations within almost equal CPU time of several seconds. The CMORL method did not include feasible region reduction and auto-switching searching directions, so its agent had to explore the optimal solutions in explosive exponential state space. Hence, the trial and learning were actually inefficient and suffered from longer CPU time than the other four methods. Consequently, the AMORL and three state-of-the-art methods were much more efficient and overcame the curse of dimensionality in large-scale coordinated optimization problems. Further compared with the three state-of-the-art methods, the AMORL method also achieved highly efficient performance, since their CPU time was almost the same and it was sufficient for practical operation.

3) ROOT MEAN SQUARED ERRORS OF STATE FUNCTIONS
To eliminate the influence of hardware and better evaluate the convergence of the above five methods, the RMSEs of state functions were calculated. The calculation and approximation of state function (value function) can be referred to Refs. [23] and [24], which are usually model-free and are available for general RL methods. Note that in order to plot the RMSEs of different decision variables in the same figure, we have normalized the values of decision variables within the range from 0 to 1. In this section, the RMSE represents the root mean squared error between calculated values during finite iterations and accurate values after convergence. Small RMSE indicates that the calculated values fit well with the accurate values. Figs. 17 and 18 illustrate the RMSEs of state function after 600 iterations in Cases 1 and 2, respectively. Compared with the state-of-the-art RL methods, the AMORL method enjoyed the smallest RMSEs in general. The order of RMSEs from the largest to the smallest was CMORL, DQN, BRL, DQN + DDPG, and AMORL. Although the CPU time taken by DQN, BRL, DQN + DDPG, and AMORL was almost the same, within several seconds, the AMORL method approached closer to the accurate values than the other three methods in each iteration, and fewer iterations were required. The state-of-the-art methods, including DQN, BRL, and DQN + DDPG, mainly concerned on the approximation of Q-values and the reduction of state spaces, but they rarely involved the switch of searching directions. However, the AMORL method has involved all of the above three aspects, and resulted in a better convergence during each iteration.

V. CONCLUSION
A novel AMORL method was proposed to handle the coordinated optimization of generation and compensation to mitigate short-term voltage security. Its accelerations mainly lay on the feasible region reduction to eliminate calculation burden and the state sensitivities to determine searching directions. The feasible region was eliminated significantly by breaking the full region into many independent small ones and filtering out the dominated ones. The agent intelligently
switched from trial and learning to deterministic searching direction once the state sensitivities were greater than thresholds, which made full use of existing knowledge and avoided excessive learning.

Through case studies on a 748-node power grid, the coordinated optimization was demonstrated to effectively enhance short-term voltage security and optimize the steady operating status of the power grid simultaneously. Moreover, the Pareto solutions of the AMORL method outperformed those of the numerical NBI method, in terms of both their even distributions and domination relationships. Additionally, the AMORL method was compared with another four RL methods to verify its acceleration. Compared to the CMORL method, the AMORL method enjoyed more optimal non-dominated objective values, much shorter CPU time, and better convergence to accurate values. Compared with three state-of-the-art RL methods including DQN, BRL, and DQN + DDPG, the AMORL method not only concerned on the approximation of Q-values and the reduction of state spaces, but also involved the intelligent switch of searching directions. The above promotions of AMORL resulted in CPU time nearly as short as the state-of-the-art methods, and slightly smaller objective values. With the smallest RMSEs among all of the RL methods involved, the AMORL method approached the nearest and most efficiently to the convergence values.
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