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Abstract

Genetic prediction of complex traits and diseases has attracted enormous attention in precision medicine, mainly because it has the potential to translate discoveries from genome-wide association studies (GWAS) into medical advances. As the high dimensional covariance matrix (or the linkage disequilibrium (LD) pattern) of genetic variants has a block-diagonal structure, many existing methods attempt to account for the dependence among variants in predetermined local LD blocks/regions. Moreover, due to privacy restrictions and data protection concerns, genetic variant dependence in each LD block is typically estimated from external reference panels rather than the original training dataset. This paper presents a unified analysis of block-wise and reference panel-based estimators in a high-dimensional prediction framework without sparsity restrictions. We find that, surprisingly, even when the covariance matrix has a block-diagonal structure with well-defined boundaries, block-wise estimation methods adjusting for local dependence can be substantially less accurate than methods controlling for the whole covariance matrix. Further, estimation methods built on the original training dataset and external reference panels are likely to have varying performance in high dimensions, which may reflect the cost of having only access to summary level data from the training dataset. This analysis is based on our novel results in random matrix theory for block-diagonal covariance matrix. We numerically evaluate our results using extensive simulations and the large-scale UK Biobank real data analysis of 36 complex traits.
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1 Introduction

Genome-wide association studies (GWAS) have been widely used to examine the relationship between thousands of complex traits and millions of genetic variants in the human genome [Visscher et al., 2017]. Recently, genetic risk prediction is used to translate the knowledge learned from massive GWAS studies into clinical advances in precision medicine [Torkamani et al., 2018]. Numerous statistical methods have been developed to improve genetic risk prediction accuracy [Pain et al., 2021]. Now, genetic risk prediction has been widely evaluated across diverse clinical fields, resulting in thousands of publications every year [Zhao and Zou, 2021]. For example, the genetic risk scores have been successfully applied to quantify the susceptibility and progression of important clinical outcomes, such as glaucoma [Craig et al., 2020], Parkinson’s disease [Liu et al., 2021], and breast cancer [Fritsche et al., 2020].

In genetic risk prediction, a major challenge is how to take the linkage disequilibrium (LD) pattern into account. The LD pattern $\Sigma$ is a population-based parameter that describes the covariance structure among the $p$ genetic variants within a given population [Pasaniuc and Price, 2017]. Based on empirical evidence, such LD pattern exhibits a block-diagonal structure (Figure 1). Then we may assume given population [Pasaniuc and Price, 2017]. Based on empirical evidence, such LD pattern into account. The LD pattern
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Parkinson’s disease [Liu et al., 2021], and breast cancer [Fritsche et al., 2020].

For the block-wise ridge estimator, a reference panel-based version can be given by $\tilde{\beta}_B(\lambda) = (X^T X + \lambda I_p)^{-1}X^T y$, which ignores the block-diagonal structure of $\Sigma$ and adjusts for the whole LD pattern using a genome-wise sample covariance matrix.

Furthermore, most of the existing methods are built on the public available GWAS marginal summary-level data $\tilde{\beta}_S \propto X^T y$. Due to privacy restrictions and data protection concerns about sharing individual-level genetic data $X$, genetic variant correlations in each LD block are typically estimated from an external reference panel dataset $W = [W_1, \ldots, W_i \ldots, W_K]$, which are usually independent from $X$ and $y$. For the block-wise ridge estimator, a reference panel-based version can be $\tilde{\beta}_{BW}(\lambda) = \{\tilde{\beta}_{BW_1}(\lambda)^T, \ldots, \tilde{\beta}_{BW_i}(\lambda)^T, \ldots, \tilde{\beta}_{BW_K}(\lambda)^T\}^T$, where $\tilde{\beta}_{BW_i}(\lambda) = (W_i^T W_i + \lambda I_p)^{-1}W_i^T y$. The 1000 Genomes reference panel [1000-Genomes-Consortium, 2015] is used to estimate the LD pattern in many methods (e.g., Ge et al. [2019], Hu et al. [2017], Mak et al. [2017], Vilhjálmsson et al. [2015], Wang et al. [2021]). Other frequently used reference panels include the UK10K [UK10K-Consortium, 2015], the TOPMed [Taliun et al., 2021], and the in-house testing datasets [Lloyd-Jones et al., 2019, Yang and Zhou, 2020]. Although block-wise estimators and reference panels are extremely popular in genetic risk prediction, we know little about their statistical properties.
Fig. 1: Illustration of the LD blocks in the human genome. We display one genomic region (bp 40-50m) on chromosome 1 and show multiple LD blocks within this region in European (EUR, left), Asian (ASN, middle), and African (AFR, right) ancestries, respectively. The block boundaries are identified by Berisa and Pickrell [2016] and the correlation patterns are estimated using real genotype data from the UK Biobank study [Bycroft et al., 2018].

The aim of this paper is to provide a comprehensive and unified analysis for the prediction accuracy of various block-wise ridge-type estimators in a high-dimensional non-sparisity framework [Zhao and Zhu, 2019]. Specifically, we investigate two fundamental questions:

- The first question is for the block-wise approach: When the boundaries in $\Sigma$ are known, will $\tilde{\beta}_B(\lambda)$ have a better prediction accuracy than $\tilde{\beta}_R(\lambda)$?

  In practice, $\tilde{\beta}_B(\lambda)$ can be constructed simultaneously from the $K$ LD blocks, which is computationally more efficient than $\tilde{\beta}_R(\lambda)$. Therefore, we are likely to sacrifice prediction accuracy for computational efficiency. Alternatively, $\tilde{\beta}_B(\lambda)$ may have better prediction accuracy and higher computational efficiency by making better use of the block-diagonal data structure.

- The second question is related to the reference panel: Do $\tilde{\beta}_{BW}(\lambda)$ and $\tilde{\beta}_B(\lambda)$ have the same prediction performance?

  Comparing $\tilde{\beta}_B(\lambda)$ and $\tilde{\beta}_{BW}(\lambda)$ will enable us to quantify the influence of the reference panel on genetic risk prediction. To answer these questions, we use recent advances in random matrix theory [Dobriban and Wager, 2018] and develop our novel results for block-diagonal covariance matrix. As high-dimensional data with block-diagonal covariance structures are widely available in many fields, our results may provide insights for a variety of prediction problems.

  There are two major theoretical findings. First, we reveal that, even when $\Sigma$ has a block-diagonal structure with known block boundaries, block-wise ridge estimator $\tilde{\beta}_B(\lambda)$ adjusting for local dependence may have lower accuracy than the traditional
ridge estimator $\tilde{\beta}_R(\lambda)$ adjusting for global covariance. The reduction is primarily determined by the high dimensionality of predictors (i.e., genetic variations), as well as by the signal-to-noise ratio (otherwise known as heritability) and the training data sample size. Given the rapid growth of global biobank-scale GWAS samples [Zhou et al., 2021], such reductions are likely to become more prevalent for many heritable complex traits. Second, the performance of $\tilde{\beta}_{BW}(\lambda)$ that use external reference panels is likely to vary compared to the $\tilde{\beta}_B(\lambda)$ built directly on the training datasets, which may reflect the cost of having only access to GWAS summary-level data from the training dataset. In summary, our results suggest that we may achieve higher prediction accuracy if we simultaneously adjusting for the whole LD across the entire genome using the original training dataset.

Methodologically, we develop a novel framework for addressing the question of how to better use the block-wise data structure. One solution might be block-wise low-rank models. Although low-rank estimators have been widely applied to high-dimensional data problems, they have been less popular in genetic risk prediction since most existing methods directly utilize genetic variants for prediction. Within LD blocks, low-rank structure often occurs as nearby variants are highly correlated (Figure 1). To understand whether low-rank estimators can achieve better genetic prediction accuracy, we further extend our analysis to evaluate a set of block-wise local principal components (BLPC) based methods, which use BLPCs instead of the original genetic variants to perform genetic prediction. Intuitively, BLPCs are useful for reducing the dimension of genetic predictors and aggregating small contributions of causal variants. Particularly, local correlations among genetic variants are removed because the local PCs within each block are orthogonal to each other. We numerically demonstrate that BLPC-based methods can produce better prediction accuracy than conventional genetic variant-based methods for many complex traits in the UK Biobank study [Bycroft et al., 2018].

The rest of the paper proceeds as follows. In Section 2, we introduce the model setups and estimators. In Section 3, we provide the results for block-wise estimators. Section 4 extends the results to block-wise reference panel-based estimators. Section 5 studies the BLPC-based methods. Sections 6 performs simulation studies and real data analysis to numerically verify our asymptotic results in finite samples and illustrate the performance in the UK Biobank study. We discuss a few future topics in Section 7. Most of the technical details are provided in the supplementary file.

2 LD blocks and block-wise ridge estimators

2.1 Model setups

Consider two independent GWAS that are conducted for the same continuous complex trait with the same $p$ genetic variants:

- Training GWAS: $(X, y)$, where $X = (x_1, \ldots, x_p) \in \mathbb{R}^{n \times p}$ and $y \in \mathbb{R}^{n \times 1}$;
• Testing GWAS: \((Z, y_z)\), where \(Z = (z_1, \ldots, z_p) \in \mathbb{R}^{n_z \times p}\) and \(y_z \in \mathbb{R}^{n_z \times 1}\).

Here \(y\) and \(y_z\) are the complex traits measured in two independent cohorts with sample sizes \(n\) and \(n_z\), respectively. Without loss of generality, it is assumed that there are \(m \leq p\) causal variants with nonzero effects and \(X^{(1)} \in \mathbb{R}^{n \times m}\) and \(Z^{(1)} \in \mathbb{R}^{n_z \times m}\) denote the corresponding data matrices among the \(p\) genetic variants in \(X\) and \(Z\), respectively. The linear additive polygenic models [Jiang et al., 2016] assume

\[
y = X\beta + \epsilon = X^{(1)}\beta^{(1)} + \epsilon \quad \text{and} \quad y_z = Z\beta + \epsilon_z = Z^{(1)}\beta^{(1)} + \epsilon_z, \tag{1}
\]

where \(\beta^{(1)}\) is a \(m \times 1\) vector of nonzero causal genetic effects, \(\beta\) is a \(p \times 1\) vector consisting of \(\beta^{(1)}\) and \(p - m\) zeros, and \(\epsilon\) and \(\epsilon_z\) represent independent random error vectors. In addition, we define an external genotype reference panel dataset for the same vectors. In addition, we define an external genotype reference panel dataset for the

- Genotype reference panel: \(W = (w_1, \ldots, w_p) \in \mathbb{R}^{n_w \times p}\).

The assumptions on genetic variant data \(X, Z,\) and \(W\) are summarized in Condition 1.

**Condition 1.** (a). Let \(X = X_0\Sigma^{1/2}\), \(Z = Z_0\Sigma^{1/2}\), and \(W = W_0\Sigma^{1/2}\), where the entries of \(X_0, Z_0,\) and \(W_0\) are real-value i.i.d. random variables with mean zero, variance one, and a finite 4th order moment. The \(\Sigma\) is a \(p \times p\) population level deterministic positive definite matrix of \(p\) genetic variants. We have uniformly bounded eigenvalues in \(\Sigma\) in the sense that \(0 < c \leq \lambda_{\min}(\Sigma) \leq \lambda_{\max}(\Sigma) \leq C\) for all \(p\) and some constants \(c, C\), where \(\lambda_{\min}(A)\) and \(\lambda_{\max}(A)\) are the smallest and largest eigenvalues of a generic matrix \(A\), respectively. The \(\Sigma^{1/2}\) denotes any nonnegative square root of \(\Sigma\). For simplicity, we also assume \(\Sigma_{ii} = 1\), \(i = 1, \ldots, p\), or equivalently, \(X, Z,\) and \(W\) have been column-standardized.

(b). The \(\Sigma\) has a block-diagonal structure with \(K\) blocks, whose boundaries are known, denoted by \(\Sigma = \text{Diag}(\Sigma_1, \ldots, \Sigma_{l_1}, \ldots, \Sigma_K)\), where \(\Sigma_i\) is a \(p_l \times p_l\) matrix for \(l \in 1, \ldots, K\) such that \(\sum_{i=1}^{K} p_i = p\). Let \(X_l = (x_{p_{l-1}+1}, \ldots, x_{p_l})\), \(W_l = (w_{p_{l-1}+1}, \ldots, w_{p_l})\), and \(Z_l = (z_{p_{l-1}+1}, \ldots, z_{p_l})\) be the submatrices of \(X, W,\) and \(Z\) corresponding to \(\Sigma_i\), respectively, where \(p_l = p_1 + \cdots + p_l\).

(c). For \(l = 1, \ldots, K\), we define the empirical spectral distribution (ESD) of \(\Sigma_l\) as \(F^{(\Sigma_l)}(x) = p_l^{-1} \cdot \sum_{i=1}^{p_l} I(\lambda_i(\Sigma_l) \leq x), x \in \mathbb{R}\), where \(\lambda_i(A)\) is the \(i\)-th eigenvalue of a generic matrix \(A\). As \(p_l \to \infty\), let \(\{\Sigma_i\}_{p_l>1}\) be a sequence of matrices, we assume that the sequence of corresponding ESDs \(\{F^{(\Sigma_l)}(x)\}_{p_l>1}\) converges weakly to a limit probability distribution \(H_l(x)\) for \(x \in \mathbb{R}\), called the limiting spectral distribution (LSD), for each \(l\). Similarly, we assume the \(p \times p\) population level correlation matrix \(\Sigma\) has a LSD, denoted as \(H(x)\) for \(x \in \mathbb{R}\).

(d). As \(\min(n, n_z, n_w, p) \to \infty\), we assume \(\omega_n = p/n \to \omega \in (0, \infty)\), \(\omega_{n_z} = p/n_z \to \omega_z \in (0, \infty)\), and \(\omega_{n_w} = p/n_w \to \omega_w \in (0, \infty)\). In addition, for \(l = 1, \ldots, K\), we assume \(\omega_{l_n} = p_l/n \to \omega_l \in (0, \infty)\), \(\omega_{w_l} = p_l/n_w \to \omega_{w_l} \in (0, \infty)\), and \(\omega_{z_l} = p_l/n_z \to \omega_{z_l} \in (0, \infty)\).
Conditions 1 (a) and 1 (c) are frequently used in random matrix theory [Bai and Silverstein, 2004, 2010, Bai and Zhou, 2008, Yao et al., 2015]. In Condition 1 (b), $\Sigma$ is assumed to be a block-diagonal structure with $K$ local LD blocks of genetic variants in GWAS. For each global population, the human genome can be divided into thousands of largely independent LD blocks, while individuals from the same population have similar LD boundaries. The LD boundaries can be determined in two ways in practice. First, the approximately independent LD blocks can be estimated from reference panel for each population. For example, the genome can be divided into 1,701 independent LD blocks for European ancestry, 2,582 blocks for African American ancestry, and 1,445 blocks for Asian ancestry [Berisa and Pickrell, 2016]. Second, it is possible to estimate LD blocks with certain equal window size (for instance, 1 centimorgan) and to vary the window sizes to test the robustness of estimation [Bulik-Sullivan et al., 2015]. In Condition 1 (d), we assume that the sample size and the number of genetic variants are proportional to each other. Similar conditions are typically used for studying non-sparse problems in high dimensions [Dicker, 2011, Dobriban and Wager, 2018, Jiang et al., 2016].

**Condition 2.** As $p \to \infty$, we assume $\gamma_p = m/p \to \gamma \in (0, \infty)$.

Condition 2 assumes that the number of causal variants $m$ is proportional to $p$ [Jiang et al., 2016]. It has been observed that a large number of genetic variants together contribute to many complex traits, referred to be the polygenic or omnigenic genetic architecture [Timpson et al., 2018]. As a result, we use a high-dimensional framework for GWAS without sparsity restrictions.

Next, we introduce the condition on nonzero genetic effects $\beta_{(1)}$ and random error vectors $\epsilon$ and $\epsilon_z$.

**Condition 3.** Let $F(0, V)$ represent a generic distribution with mean zero, (co)variance $V$, and finite fourth order moments. We assume that the distribution of $\beta_{(1)}$ is independent of the genetic variant data $X, Z,$ and $W$ and satisfies $\beta_{(1)} \sim F(0, p^{-1} \cdot \Sigma_{\beta})$, where $\Sigma_{\beta} = \sigma_{\beta}^2 \cdot I_m$. In addition, $\epsilon$ and $\epsilon_z$ are independent random variables satisfying

$$
\begin{pmatrix}
\epsilon \\
\epsilon_z
\end{pmatrix}
\sim F
\begin{bmatrix}
0 & \Sigma_{\epsilon \epsilon} & 0 \\
0 & 0 & \Sigma_{\epsilon z \epsilon z}
\end{bmatrix},
$$

where $\Sigma_{\epsilon \epsilon} = \sigma_{\epsilon}^2 \cdot I_n$ and $\Sigma_{\epsilon z \epsilon z} = \sigma_{\epsilon z}^2 \cdot I_{n_z}$.

In Condition 3, we model $\beta_{(1)}$ as i.i.d. random variables with finite moments [Dobriban and Wager, 2018, Jiang et al., 2016], reflecting the fact that most of genetic variants have a small contribution to complex traits in GWAS. In practice, it is likely that a subgroup of genetic variants has a greater impact on a complex trait than other variants [Finucane et al., 2018]. We will discuss the robustness of our i.i.d. random effect assumption in the Discussion section. The genetic heritability $h^2_{\beta}$ of $y$ can be defined as $h^2_{\beta} = (\beta^T X^T X \beta) / (\beta^T X^T X \beta + e^T e) \in (0, 1)$, which describes how much variation in a trait can be attributed to genetic factors. The $h^2_{\beta}$ is closely related to the
signal-to-noise (STN) ratio commonly used in statistical literature. For example, the STN ratio defined in Dobriban and Wager [2018] can be denoted as $h_R^2 / (1 - h_R^2)$.

2.2 Block-wise ridge-type estimators

Based on the predetermined LD boundaries, many existing genetic risk prediction methods explicitly account for local correlations within each block [Ge et al., 2019, Hu et al., 2017, Lloyd-Jones et al., 2019, Mak et al., 2017, Marquez-Luna et al., 2020, Pattee and Pan, 2020, Song et al., 2020, Vilhjálmsson et al., 2015, Yang and Zhou, 2020]. We study three block-wise ridge-type estimators of $\beta$ depending on how we estimate $\Sigma_i$s as follows.

i) Block-wise ridge estimator with $X$ The $\Sigma_i$s’ can be approximated by $\hat{\Sigma}_B = \text{Diag}(\hat{\Sigma}_{B_1}, \ldots, \hat{\Sigma}_{B_i}, \ldots, \hat{\Sigma}_{B_K})$ based on the training data $X$, where $\hat{\Sigma}_{B_i} = n^{-1}X_i^{T}X_i$ for $l = 1, \ldots, K$. The corresponding black-wise ridge estimator is

$$\hat{\beta}_B(\lambda) = \{\hat{\beta}_{B_1}(\lambda)^T, \ldots, \hat{\beta}_{B_i}(\lambda)^T, \ldots, \hat{\beta}_{B_K}(\lambda)^T\}^T, \quad \lambda \in (0, \infty),$$

where $\hat{\beta}_{B_i}(\lambda) = n^{-1}(\hat{\Sigma}_{B_i} + \lambda I_p)^{-1}X_i^{T}y$ for $l = 1, \ldots, K$.

ii) Block-wise ridge estimator with $W$ The $\Sigma_i$s’ can be approximated by $\hat{\Sigma}_{BW} = \text{Diag}(\hat{\Sigma}_{BW_1}, \ldots, \hat{\Sigma}_{BW_i}, \ldots, \hat{\Sigma}_{BW_K})$ based on the external reference panel $W$, where $\hat{\Sigma}_{BW_i} = n_w^{-1}W_i^{T}W_i$ for $l = 1, \ldots, K$. The corresponding block-wise ridge estimator is

$$\hat{\beta}_{BW}(\lambda) = \{\hat{\beta}_{BW_1}(\lambda)^T, \ldots, \hat{\beta}_{BW_i}(\lambda)^T, \ldots, \hat{\beta}_{BW_K}(\lambda)^T\}^T, \quad \lambda \in (0, \infty),$$

where $\hat{\beta}_{BW_i}(\lambda) = n_w^{-1}(\hat{\Sigma}_{BW_i} + \lambda I_p)^{-1}X_i^{T}y$ for $l = 1, \ldots, K$.

iii) Block-wise ridge estimator with $Z$ The $\Sigma_i$s’ can also be approximated by $\hat{\Sigma}_{BZ} = \text{Diag}(\hat{\Sigma}_{BZ_1}, \ldots, \hat{\Sigma}_{BZ_i}, \ldots, \hat{\Sigma}_{BZ_K})$ based on the testing data $Z$, where $\hat{\Sigma}_{BZ_i} = n_z^{-1}Z_i^{T}Z_i$ for $l = 1, \ldots, K$. The corresponding block-wise ridge estimator is

$$\hat{\beta}_{BZ}(\lambda) = \{\hat{\beta}_{BZ_1}(\lambda)^T, \ldots, \hat{\beta}_{BZ_i}(\lambda)^T, \ldots, \hat{\beta}_{BZ_K}(\lambda)^T\}^T, \quad \lambda \in (0, \infty),$$

where $\hat{\beta}_{BZ_i}(\lambda) = n_z^{-1}(\hat{\Sigma}_{BZ_i} + \lambda I_p)^{-1}X_i^{T}y$ for $l = 1, \ldots, K$.

Because $\hat{\beta}_B(\lambda), \hat{\beta}_{BW}(\lambda)$, and $\hat{\beta}_{BZ}(\lambda)$ only need to estimate the correlations within local blocks, they are computationally efficient when both the dimension and sample size are large. The $\hat{\beta}_B(\lambda)$ is related to the traditional ridge estimator $\hat{\beta}_R(\lambda) = n^{-1}(\hat{\Sigma} + \lambda I_p)^{-1}X^{T}y$ for $\lambda \in (0, \infty)$, where $\hat{\Sigma} = n^{-1}X^{T}X$. The $\hat{\Sigma}_B$ provides a better estimate of $\Sigma$ than $\hat{\Sigma}$ when $K > 1$, since $\hat{\Sigma}$ ignores the block-diagonal structure of $\Sigma$. However, we will demonstrate that $\hat{\beta}_B(\lambda)$ generally has lower prediction accuracy than $\hat{\beta}_R(\lambda)$. A scalable algorithm of $\hat{\beta}_B(\lambda)$ has been developed recently for GWAS data [Qian et al., 2020]. Moreover, $\hat{\beta}_{BW}(\lambda)$ and $\hat{\beta}_{BZ}(\lambda)$ are popular since they can be easily obtained
by assembling marginal GWAS summary statistics $\hat{\beta}_S = n^{-1}X^Ty$ [Pasaniuc and Price, 2017] with correlations estimated from the publicly available reference panel $W$ [Ge et al., 2019] or in-house testing GWAS $(Z, y_z)$ [Yang and Zhou, 2020].

We will quantify the high-dimensional prediction accuracy of $\hat{\beta}_B(\lambda)$, $\hat{\beta}_{BW}(\lambda)$, and $\hat{\beta}_{BZ}(\lambda)$ based on their asymptotic limits. Due to the specified block-diagonal structure and the use of reference panels, such asymptotic limits are quite complicated so that we have to resort to some novel techniques of random matrix theory [Bai and Silverstein, 2004, Bai and Zhou, 2008]. Specifically, we use the out-of-sample prediction $R^2$ to compare the finite sample performance of all three estimators, which is a common measure in genetic risk prediction [Qian et al., 2020]. Let $\hat{\beta}$ be a generic $p \times 1$ estimator of $\beta$, the out-of-sample predictor is given by $\hat{S}_Z = Z\hat{\beta}$. Then, the out-of-sample $R^2$ is given by $A^2 = (y_z^T \hat{S}_Z)^2/\|y_z\| \cdot \|\hat{S}_Z\|^2$, where $\|y_z\|^2 = y_z^Ty_z$ and $\|\hat{S}_Z\|^2 = \hat{S}_Z^T\hat{S}_Z$.

### 3 Block-wise ridge estimator

In this section, we quantify the out-of-sample performance of $\hat{\beta}_B(\lambda)$ in explicit form. Its major technical challenge is to obtain the limit of trace functions involving the population covariance matrix $\Sigma$, the sample covariance matrix $\hat{\Sigma}$, and the block-wise covariance matrix $\hat{\Sigma}_B$, since the standard random matrix theory does not provide simple expressions for such limit. We start from the definition of Stieltjes transform. Specifically, for a given distribution $F(t)$ with support on $[0, \infty)$, the Stieltjes transform is defined as $m_F(z) = \int_0^\infty (t - z)^{-1}dF(t)$ [Dobriban and Wager, 2018]. See Section B.2 in Bai and Silverstein [2010] for more details. The ESD of $\hat{\Sigma}_B$ is denoted by $F_{\hat{\Sigma}_B}(x) = p_i^{-1} \cdot \sum_{i=1}^{p_i} I(\lambda_i(\hat{\Sigma}_B) \leq x)$ for $x \in \mathbb{R}$. As $p_i \to \infty$, it is well-known [Yao et al., 2015] that $F_{\hat{\Sigma}_B}(x)$ converges weakly to the LSD of $\hat{\Sigma}_B$, denoted as $M_I(x)$, with probability one. The Stieltjes transform of $M_I(x)$, denoted as $m_I(z)$, can be implicitly defined by the Marchenko-Pastur equation given in equation (4) below [Bai and Zhou, 2008, Marchenko and Pastur, 1967, Silverstein, 1995].

We first establish the following results for the trace functions involved in $\hat{\beta}_B(\lambda)$ and state them in the following theorem, whose proof is provided in the supplementary file.

**Theorem 1.** Under Condition 1, as $\min(n, p_1, \ldots, p_k) \to \infty$, the limits of

$$p^{-1}\text{tr}\{(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma\} \quad \text{and} \quad p^{-1}\text{tr}\{(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-2}\Sigma\}$$

are zeros and the limit of

$$p^{-1}\text{tr}\{(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-1}\}$$

are
is $\omega^{-1}\sum_{l,h=1,\ldots,K; l\neq h} \omega_l \omega_h \cdot \{1 - \lambda m_l(-\lambda)\} \{1 - \lambda m_h(-\lambda)\} + o_p(1)$, where

$$m_l(z) = \int \frac{1}{t \{1 - \omega_l - \omega_l z m_l(z)\} - z} dH_l(t),$$

(4)

in which $H_l(t)$ is the LSD of $\Sigma_{B_l}$ and $m_l(z)$ is the Stieltjes transform of $M_l(x)$ for $l = 1, \ldots, K$.

The trace functions in equations (2) and (3) are related to the influence of using block-wise estimator $\hat{\Sigma}_B$ instead of the simple covariance matrix $\hat{\Sigma}$ in high-dimensional ridge regression. Let $\hat{\Sigma}_\Delta = \hat{\Sigma} - \hat{\Sigma}_B$, Theorem 1 indicates that the trace functions with one $\hat{\Sigma}_\Delta$ have zero limits if the the block boundaries of $\Sigma$ are correctly specified. However, the trace functions with more than one $\hat{\Sigma}_\Delta$ can be complicated and generally have nonzero limits. In our analysis, the trace function in (3) has two $\hat{\Sigma}_\Delta$s and its limit is determined by the LSD of all block-wise covariance metrics $\hat{\Sigma}_{B_l}$s in $\hat{\Sigma}_B$. The information of these LSDs is contained in their Stieltjes transforms, which are linked to the LSDs of population level covariance metrics $\Sigma_{B_l}$s based on the Marchenko-Pastur equation. Specifically, the limit is related to the sum of products of the Stieltjes transform of the LSD of each pair of block-wise covariance metrics.

To obtain the asymptotic prediction accuracy of $\hat{\beta}_B(\lambda)$, we need the following additional assumptions.

**Condition 4.** Let $A$ be a generic $p \times p$ matrix and $A_m$ be an $m \times m$ sub-matrix of $A$ corresponding to the $m$ causal variants with nonzero effects. As $\min(n, p) \to \infty$, we assume $\text{tr}(A_m)/\text{tr}(A) = \gamma + o_p(1)$ for $A = \Sigma(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}$ and $\hat{\Sigma}(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}$.

Condition 4 describes some mild conditions on the homogeneity between the $m$ causal variants and the $p - m$ null variants, reflecting by the assumption that the ratio between $\text{tr}(A_m)$ and $\text{tr}(A)$ is close to $m/p$.

The next theorem summarizes the asymptotic prediction accuracy of $\hat{\beta}_B(\lambda)$, denoted as $A^2_B(\lambda)$.

**Theorem 2.** Under polygenic model (1) and Conditions 1 - 4, as $\min(n, n_z, p) \to \infty$, the limit of $A^2_B(\lambda)$ is

$$\frac{[1 - \lambda R_1(\lambda)]^2 \cdot h^4}{[1 + \lambda^2 R_2(\lambda) - 2\lambda R_1(\lambda) + R_3(\lambda)] \cdot h^2 + [R_1(\lambda) - \lambda R_2(\lambda)] \cdot \omega(1 - h^2_B) + o_p(1)},$$

where $R_1(\lambda)$, $R_2(\lambda)$, and $R_3(\lambda)$ are the functions based on the Marchenko-Pastur equation.
where
\[
R_1(\lambda) = p^{-1} \sum_{l=1}^{K} \text{tr}\{(a_l \Sigma_l + \lambda I_p)^{-1} \Sigma_l\},
\]
\[
R_2(\lambda) = p^{-1} \sum_{l=1}^{K} \text{tr}\{(a_l \Sigma_l + \lambda I_p)^{-2}(I_p - \hat{a}_l \Sigma_l) \Sigma_l\}, \quad \text{and}
\]
\[
R_3(\lambda) = \omega^{-1} \sum_{l,h=1, \ldots, K; l \neq h} \omega_l \omega_h \{1 - \lambda m_l(-\lambda)\} \{1 - \lambda m_h(-\lambda)\}.
\]

Here \(a_l\) is the unique positive solution of
\[
1 - a_l = \omega_l \cdot \left\{1 - \lambda \int_{\theta}^{\infty} (a_l t + \lambda)^{-1} dH_l(t) \right\} = \omega_l \cdot \left\{1 - E_{H_l(t)}\left(\frac{\lambda}{a_l t + \lambda}\right)\right\}
\]
and \(\hat{a}_l\) is the first order derivative of \(a_l\) and given by
\[
\hat{a}_l = \frac{\omega_l \cdot E_{H_l(t)}\left(\frac{a_l t}{a_l t + \lambda}\right)}{-1 - \omega_l \lambda \cdot E_{H_l(t)}\left(\frac{t}{(a_l t + \lambda)^2}\right)}.
\]

When \(\lambda = \lambda^* \equiv \omega \cdot (1 - h^2_B)/h^2_B\), \(A_B^2(\lambda^*)\) is maximized and the optimal prediction accuracy is given by
\[
A_B^2(\lambda^*) = h^2_B \cdot \frac{\{1 - \lambda^* R_1(\lambda^*)\}^2}{1 - \lambda^* R_1(\lambda^*) + R_3(\lambda^*)} + o_p(1). \tag{5}
\]

Theorem 2 shows that besides the heritability \(h^2_B\), the prediction accuracy of \(\hat{\beta}_B(\lambda^*)\) is also determined by the training GWAS sample size (represented by \(\omega\)) and the two traces \(R_1(\lambda^*)\) and \(R_3(\lambda^*)\). The \(R_1(\lambda^*)\) as the limit of \(p^{-1}\text{tr}\{(\hat{\Sigma}_B + \lambda^* I_p)^{-1} \Sigma\}\) is related to the LSD of \(\Sigma\)s, describing the influence of the LD pattern on the prediction accuracy. For general \(\Sigma\), \(R_1(\lambda)\) does not have a closed-form expression. In Theorem 2, we use the notation of deterministic equivalents [Serdobelskii, 2007, Sheng and Dobriban, 2020]. It is also possible to express \(R_1(\lambda)\) using classical Stieltjes transforms, say \(R_1(\lambda) = \omega^{-1} \sum_{l=1}^{K} \{(\omega v_l(-\lambda))^{-1} - 1\}\), where \(v_l(-\lambda) = \omega_l\{m_l(-\lambda) - \lambda^{-1}\} + \lambda^{-1}\) [Dobriban and Wager, 2018, Zhao and Zhu, 2019]. The \(R_2(\lambda)\) is the limit of \(p^{-1}\text{tr}\{(\hat{\Sigma}_B + \lambda I_p)^{-2} \Sigma\}\), which can be obtained by taking the first order derivative of \(v_l(-\lambda)\). When \(\lambda = \lambda^*\), the \(R_2(\lambda)\)-related terms cancel out in \(A_B^2(\lambda^*)\) and \(\hat{\beta}_B(\lambda)\) has the optimal prediction accuracy. Thus, \(R_2(\lambda)\) represents the decay in the performance of the ridge estimator when a sub-optimal tuning parameter \(\lambda\) is used. We also discuss \(R_3(\lambda^*)\) as the limit of \(p^{-1}\text{tr}\{(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-1} \Sigma(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-1}\}\), describing the impact of \(\hat{\Sigma}_\Delta = \hat{\Sigma} - \hat{\Sigma}_B\). The \(\hat{\Sigma}_\Delta\) is the off-diagonal portion of the sample covariance that is lost if we only adjust for local dependency using \(\hat{\Sigma}_B\). Although each entry of \(\hat{\Sigma}_\Delta\) has mean zero, its variance is nonzero and the limit of \(R_3(\lambda^*)\) is nonzero. Therefore, \(R_3(\lambda^*)\) can explain most of the reduction of prediction accuracy due to only locally accounting for the LD pattern in genetic risk prediction.
Fig. 2: Comparing the prediction accuracy of block-wise ridge estimator $\hat{\beta}_B(\lambda^*)$ and traditional ridge estimator $\hat{\beta}_R(\lambda^*)$ at different heritability ($h^2$) levels and $n/p$ ratios. We simulate the data with 20 independent blocks, each of which has a block size $p_l = 50$ ($p = 1,000$). An auto-correlation structure is given within each block and the auto-correlation coefficient is $\rho_b = 0.5$. The vertical line represents $n/p = 1$.

We compare the prediction accuracy of $\hat{\beta}_B(\lambda^*)$ and $\hat{\beta}_R(\lambda^*)$. Similar to Theorem 2, the prediction accuracy of $\hat{\beta}_R(\lambda^*)$ [Dobriban and Wager, 2018] is given by

$$A_R^2(\lambda^*) = h_B^2 \cdot \{ 1 - \lambda^* R_{1k}(\lambda^*) \} + o_p(1),$$

(6)

where $R_{1k}(\lambda^*) = p^{-1} \text{tr}\{ (a_{i} \Sigma + \lambda^* I_p)^{-1} \Sigma \} = p^{-1} \sum_{i=1}^{K} \text{tr}\{ (a_{i} \Sigma_{i} + \lambda^* I_{p_l})^{-1} \Sigma_{i} \}$ is the limit of $p^{-1} \text{tr}\{ (\hat{\Sigma} + \lambda^* I_p)^{-1} \Sigma \}$ and $a_{r}$ is the unique positive solution of $1 - a_r = \omega \cdot \{ 1 - \lambda^* \int_{0}^{\infty} (a_r t + \lambda^*)^{-1} dH(t) \}$. Suppose $R_{3}(\lambda^*)$ becomes zero, $A_B^2(\lambda^*)$ in (5) increases and we have $A_B^2(\lambda^*) = h_B^2 \cdot \{ 1 - \lambda^* R_{1k}(\lambda^*) \} + o_p(1)$, which has the same functional form as the $A_R^2(\lambda^*)$ in (6). Figure 2 provides a numerical comparison between $A_R^2(\lambda^*)$ and $A_B^2(\lambda^*)$ across different $\omega$ and $h_B^2$. When either $n$ is much larger than $p$ (or very small $\omega$) or $p$ is much larger than $n$ (or very big $\omega$), $A_B^2(\lambda^*)$ and $A_B^2(\lambda^*)$ are close to each other. However, when $n$ and $p$ are comparable, $\hat{\beta}_R(\lambda^*)$ consistently outperforms $\hat{\beta}_B(\lambda^*)$, especially for highly heritable traits. Figure 2 also indicates that their difference is maximized when $n$ is a few times larger than $p$. For most complex traits, the current GWAS sample size $n$ is smaller than the number of genetic variants $p$. Thus, our analysis suggests that the difference between $A_R^2(\lambda^*)$ and $A_B^2(\lambda^*)$ becomes larger as the GWAS sample size increases. In practice, local LD adjustments with $\hat{\Sigma}_B$ is convenient and computationally efficient, but adjusting the whole LD with $\hat{\Sigma}$ leads to better prediction for highly heritable traits studied in large-scale GWAS training data.
4 Reference panel-based estimators

In this section, we quantify the out-of-sample performance of the reference panel-based estimators $\hat{\beta}_{BW}(\lambda)$ and $\hat{\beta}_{BZ}(\lambda)$, in which $\Sigma$s are estimated from $W$ and $Z$, respectively. Let $v_{w}(\lambda) = \omega_{w} \{m_{w}(\lambda) - \lambda^{-1}\} + \lambda^{-1}$, and $m_{w}(z) = \int \{1 - \omega_{w} - \omega_{w} z m_{w}(z)\} - z^{-1} dH(t)$ denotes the Stieltjes transform of the LSD of $\Sigma_{BW}$, denoted as $M_{w}(x)$. We obtain the limits of the trace functions involved in $\hat{\beta}_{BW}(\lambda)$ and $\hat{\beta}_{BZ}(\lambda)$ and state them below.

**Theorem 3.** Under Condition 1, as $\min(n_{w}, p_{I}) \to \infty$, the limit of $p^{-1} \sum_{i=1}^{K} \text{tr}\{(\hat{\Sigma}_{BW_{i}} + \lambda I_{p_{I}})^{-1} \Sigma_{i}(\hat{\Sigma}_{BW_{i}} + \lambda I_{p_{I}})^{-1} \Sigma_{i}\}$ is approximated by

$$p^{-1} \sum_{i=1}^{K} \left[1 - \frac{n^{-1} \text{tr}\{(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}\}}{1 + n^{-1} \text{tr}\{(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}\}^2}\right]^{-1} \text{tr}\{(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}\},$$

where $K_{i} = [1 + n^{-1} \text{Etr}\{(\hat{\Sigma}_{BW_{i}} + \lambda I_{p_{I}})^{-1} \Sigma_{i}\}]^{-1} \Sigma_{i} = \lambda v_{w}(\lambda) \Sigma_{i}$. In addition, the limit of $p^{-1} \sum_{i=1}^{K} \text{tr}\{(\hat{\Sigma}_{BW_{i}} + \lambda I_{p_{I}})^{-1} \Sigma_{i}(\hat{\Sigma}_{BW_{i}} + \lambda I_{p_{I}})^{-1} \Sigma_{i}^2\}$ is approximated by

$$p^{-1} \sum_{i=1}^{K} \left[1 + n^{-1} \text{tr}\{(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}\}^2\right] \cdot \text{tr}\{(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}^2\}^{-1} \cdot \text{tr}\{(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}\}.$$

**Theorem 3** shows how $\text{tr}\{(\hat{\Sigma}_{BW_{i}} + \lambda I_{p_{I}})^{-1} \Sigma_{i}(\hat{\Sigma}_{BW_{i}} + \lambda I_{p_{I}})^{-1} \Sigma_{i}\}$ and $\text{tr}\{(\hat{\Sigma}_{BW_{i}} + \lambda I_{p_{I}})^{-1} \Sigma_{i}(\hat{\Sigma}_{BW_{i}} + \lambda I_{p_{I}})^{-1} \Sigma_{i}^2\}$ relate to $H_{i}(t)$, the LSD of $\Sigma_{i}$. For example, the latter is a function of $\text{tr}\{(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}^2\}$, $\text{tr}\{(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}\}$, and $\text{tr}\{(K_{i} + \lambda I_{p_{I}})^{-1} \Sigma_{i}\}$. All of them are functions of $m_{w}(z)$, the Stieltjes transform of $M_{w}(x)$, which is closely related to $H_{i}(t)$. These results may be helpful for a wide range of ridge-type problems in high dimensions. To obtain the asymptotic prediction accuracy of $\hat{\beta}_{BW}(\lambda)$ and $\hat{\beta}_{BZ}(\lambda)$, we need the following additional assumptions.

**Condition 5.** As $\min(n, n_{w}, n_{z}, p) \to \infty$, we assume $\text{tr}(A_{m})/\text{tr}(A) = \gamma + o_{p}(1)$ for $A = \hat{\Sigma}(\hat{\Sigma}_{BW} + \lambda I_{p})^{-1} \hat{\Sigma}_{Z} \Sigma_{BW} + \lambda I_{p}^{-1} \Sigma, \hat{\Sigma}(\hat{\Sigma}_{BW} + \lambda I_{p})^{-1} \Sigma_{Z}, \hat{\Sigma}(\hat{\Sigma}_{BW} + \lambda I_{p})^{-1} \Sigma_{Z}, \hat{\Sigma}(\hat{\Sigma}_{BW} + \lambda I_{p})^{-1} \Sigma, \hat{\Sigma}(\hat{\Sigma}_{BW} + \lambda I_{p})^{-1} \Sigma, \hat{\Sigma}(\hat{\Sigma}_{BW} + \lambda I_{p})^{-1} \Sigma$.

Similar to Condition 4, Condition 5 is a set of mild assumptions on the overall homogeneity between the $m$ causal variants and the $p - m$ null variants. Based on these assumptions, the prediction accuracy of $\hat{\beta}_{BW}(\lambda)$ and that of $\hat{\beta}_{BZ}(\lambda)$, donated separately as $A_{BW}^{2}(\lambda)$ and $A_{BZ}^{2}(\lambda)$, respectively, are given in the next theorem.

**Theorem 4.** Under polygenic model (1) and Conditions 1, 2, 3, and 5, as $\min(n, n_{w}, n_{z}, p_{I}) \to \infty$, we have

$$A_{BW}^{2}(\lambda) = \frac{Q_{1}^{2}(\lambda) \cdot h_{\beta}^{4}}{Q_{2}(\lambda) \cdot h_{\beta}^{2} + Q_{3}(\lambda) \cdot \omega} + o_{p}(1),$$

where $Q_{1}(\lambda), Q_{2}(\lambda), Q_{3}(\lambda)$ are some functions of $\lambda$.
where \( Q_1(\lambda), Q_2(\lambda), \) and \( Q_3(\lambda) \) are, respectively, given by

\[
p^{-1} \sum_{l=1}^{K} \text{tr} \{(a_{wl} \Sigma_l + \lambda I_{pl})^{-1} \Sigma_l^2\},
\]

\[
p^{-1} \sum_{l=1}^{K} \left[ 1 + n^{-1} \text{tr} \{(K_l + \lambda I_{pl})^{-1} \Sigma_l \} \right]^2 \cdot \text{tr} \{(K_l + \lambda I_{pl})^{-1} \Sigma_l (K_l + \lambda I_{pl})^{-1} \Sigma_l^2\},
\]

and

\[
p^{-1} \sum_{l=1}^{K} \left[ 1 - n^{-1} \text{tr} \{(K_l + \lambda I_{pl})^{-1} \Sigma_l (K_l + \lambda I_{pl})^{-1} \Sigma_l \} \right]^{-1} \cdot \text{tr} \{(K_l + \lambda I_{pl})^{-1} \Sigma_l (K_l + \lambda I_{pl})^{-1} \Sigma_l \}.
\]

Here \( a_{wl} \) is the unique positive solution of \( 1 - a_{wl} = \omega_{wl} \cdot \{1 - \int_{o}^{\infty} (a_{wl} t + \lambda)^{-1} dH_{l}(t)\} \).

In addition, we have

\[
A_{BW}^2(\lambda) = \frac{\{1 - \lambda Q_4(\lambda)\}^2 \cdot h_{\beta}^4}{\{Q_5(\lambda) - \lambda Q_6(\lambda)\} \cdot h_{\beta}^4 + \{Q_4(\lambda) - \lambda Q_7(\lambda)\} \cdot \omega} + o_p(1),
\]

where

\[
Q_4(\lambda) = p^{-1} \sum_{l=1}^{K} \text{tr} \{(a_{z_l} \Sigma_l + \lambda I_{pl})^{-1} \Sigma_l \}, \quad Q_5(\lambda) = p^{-1} \sum_{l=1}^{K} \text{tr} \{(a_{z_l} \Sigma_l + \lambda I_{pl})^{-1} \Sigma_l^2\},
\]

\[
Q_6(\lambda) = p^{-1} \sum_{l=1}^{K} \text{tr} \{(a_{z_l} \Sigma_l + \lambda I_{pl})^{-2}(I_{pl} - a_{z_l} \Sigma_l) \Sigma_l^2\}, \quad \text{and}
\]

\[
Q_7(\lambda) = p^{-1} \sum_{l=1}^{K} \text{tr} \{(a_{z_l} \Sigma_l + \lambda I_{pl})^{-2}(I_{pl} - a_{z_l} \Sigma_l) \Sigma_l \}.
\]

Moreover, \( a_{z_l} \) is the unique positive solution of \( 1 - a_{z_l} = \omega_{z_l} \cdot \{1 - \int_{o}^{\infty} (a_{z_l} t + \lambda)^{-1} dH_{l}(t)\} \) and \( a_{z_l} \) is the first order derivative of \( a_{z_l} \), given by

\[
a_{z_l} = \frac{\omega_{z_l} \cdot \mathbb{E}_{H_{l}(t)} \{ \frac{a_{z_l} t}{(a_{z_l} t + \lambda)^2} \}}{-1 - \omega_{z_l} \cdot \lambda \mathbb{E}_{H_{l}(t)} \{ \frac{t}{(a_{z_l} t + \lambda)^2} \}}.
\]

Theorem 4 shows that \( A_{BW}^2(\lambda) \) is related to \( Q_1(\lambda), Q_2(\lambda), \) and \( Q_3(\lambda) \) and \( A_{RZ}^2(\lambda) \) is related to \( Q_4(\lambda), Q_5(\lambda), Q_6(\lambda), \) and \( Q_7(\lambda) \). Therefore, the asymptotic limits of \( A_{BW}^2(\lambda), A_{BW}^2(\lambda), \) and \( A_{RZ}^2(\lambda) \) are different due to different data sets used to estimate \( \Sigma_l \). Although the three estimators have different analytical forms, we investigate whether they are numerically close to each other when the sample sizes of \( X, W, \) and \( Z \) are the same (that is, \( n = n_w = n_z \)). Figure 3 and Supplementary Figure 1 show that \( A_{BW}^2(\lambda), A_{BW}^2(\lambda), \) and \( A_{RZ}^2(\lambda) \) are truly close to each other across a wide range of \( n/p \) ratios. It is also clear that all of the three block-wise estimators have lower prediction accuracy than the ridge estimator \( \hat{\beta}_{R}(\lambda) \). In practice, the sample size of ref-
Fig. 3: Comparing the prediction accuracy of block-wise ridge estimators $\hat{\beta}_B(\lambda^*)$, $\hat{\beta}_{BW}(\lambda^*)$, $\hat{\beta}_{BZ}(\lambda^*)$, and traditional ridge estimator $\hat{\beta}_R(\lambda^*)$ at different $n/p$ ratios with $h^2_\beta = 0.2$ (left panel) or 0.6 (right panel). We simulate the data with 20 independent blocks, each of which has a block size $p_l = 50$ ($p = 1,000$). An auto-correlation structure is given within each block and the auto-correlation coefficient is $\rho_b = 0.5$. We also illustrate the performance of $\hat{\beta}_{BW}(\lambda^*)$ and $\hat{\beta}_{BZ}(\lambda^*)$ when $n_w = n_z = 100$, and the performance of $\hat{\beta}_{BW}(\lambda^*)$ when the $\rho_b$ in $W$ is 0.8 or 0.2. The vertical line represents $n/p = 1$.

Reference panel and that of testing GWAS are typically much smaller than that of training GWAS. For example, the popular 1000 Genomes reference panel [1000-Genomes-Consortium, 2015] only has hundreds of subjects for each population. In Figure 3, we also examine the impact of sample sizes $n_w$ and $n_z$ on the reference panel-based methods. Smaller sample size of reference panels can lead to a substantial reduction and larger variation in prediction accuracy. Additionally, we evaluate the influence of the mismatch between the LD in training GWAS dataset $X$ and in the reference panel dataset $W$, denoted as $\Sigma_X$ and $\Sigma_W$, respectively. Figure 3 suggests that the mismatch between $\Sigma_X$ and $\Sigma_W$ can dramatically reduce the performance of $\hat{\beta}_{BW}(\lambda)$, especially when the training GWAS sample size $n$ is large. Overall, these findings suggest that large reference panels and using a reference panel with its LD matching the original GWAS are required to ensure reliable genetic risk prediction.

Although $\hat{\beta}_{BW}(\lambda)$ and $\hat{\beta}_{BZ}(\lambda)$ have similar numerical performance to $\hat{\beta}_B(\lambda)$ when $n = n_w = n_z$, it is worth mentioning that this is not always true for reference panel-based estimators that lack a block-wise structure. Generally, reference panel-based estimators can behave very differently from the original ridge estimator in high dimensions. To better understand the reference panel-based estimators, we consider
the prediction accuracy of two non-block ridge estimators
\[ \hat{\beta}_{RW}(\lambda) = n_{w}^{-1}(\hat{\Sigma}_{W} + \lambda I_{p})^{-1}X^{T}y \text{ and } \hat{\beta}_{RZ}(\lambda) = n_{z}^{-1}(\hat{\Sigma}_{Z} + \lambda I_{p})^{-1}X^{T}y \]
for \( \lambda \in (0, \infty) \), where \( \hat{\Sigma}_{W} = n_{w}^{-1}W^{T}W \). Supplementary Figure 2 illustrates that \( \hat{\beta}_{RW}(\lambda) \) and \( \hat{\beta}_{RZ}(\lambda) \) can have much worse performance than \( \hat{\beta}_{R}(\lambda) \), even when there is no LD mismatch between training GWAS and the reference panel. Let \( A_{RW}^{2}(\lambda) \) and \( A_{RZ}^{2}(\lambda) \) be the asymptotic prediction accuracy of \( \hat{\beta}_{RW}(\lambda) \) and that of \( \hat{\beta}_{RZ}(\lambda) \), respectively. The following corollary further demonstrates this point in a special case \( \Sigma = I_{p} \).

**Corollary 1.** Under polygenic model (1) and Conditions 1, 2, 3, and 5, with \( \hat{\Sigma}_{BW} \) and \( \hat{\Sigma}_{BZ} \) in Condition 5 being replaced by \( \hat{\Sigma}_{W} \) and \( \hat{\Sigma}_{Z} \), respectively, as \( \min(n, n_{w}, n_{z}, p) \rightarrow \infty \), when \( \Sigma = I_{p} \), we have
\[ A_{RW}^{2}(\lambda) = \frac{h_{\beta}^{4}}{h_{\beta}^{2} + \omega} \cdot \frac{1}{1 - b_{w}} + o_{p}(1) \text{ and } A_{RZ}^{2}(\lambda) = \frac{h_{\beta}^{4}}{h_{\beta}^{2} + \omega} \cdot \frac{b_{z}^{2} + \lambda}{b_{z} + \lambda} + o_{p}(1), \]
where \( b_{w} = (1/2) \cdot \{ \sqrt{(\lambda + \omega_{w} - 1)^{2} + 4\lambda} - (\lambda + \omega_{w} - 1) \} \), \( \hat{b}_{w} = -\omega_{w}b_{w}/\{\omega_{w}\lambda + (b_{w} + \lambda)^{2}\} \), and \( b_{z} = (1/2) \cdot \{ \sqrt{(\lambda + \omega_{z} - 1)^{2} + 4\lambda} - (\lambda + \omega_{z} - 1) \} \).

In this special case, we have closed-form expressions for Stieltjes transforms and asymptotic limits corresponding to \( \hat{\beta}_{RW}(\lambda) \) and \( \hat{\beta}_{RZ}(\lambda) \). Let \( \hat{\beta}_{S} = n^{-1}X^{T}y \) be the marginal estimator and \( A_{S}^{2} \) denotes the corresponding prediction accuracy. The prediction accuracy of \( \hat{\beta}_{S} \) and that of \( \hat{\beta}_{R}(\lambda) \) are, respectively, given by
\[ A_{S}^{2} = \frac{h_{\beta}^{4}}{h_{\beta}^{2} + \omega} + o_{p}(1) \text{ and } A_{R}^{2}(\lambda) = \frac{h_{\beta}^{4} \cdot b_{r}^{2}}{(b_{r}^{2} - \lambda^{2}b_{r})h_{\beta}^{2} + (b_{r} + \lambda b_{r})\omega(1 - h_{\beta}^{2})} + o_{p}(1), \]
where \( b_{r} = (1/2) \cdot \{ \sqrt{(\lambda + \omega - 1)^{2} + 4\lambda} - (\lambda + \omega - 1) \} \) and \( \hat{b}_{r} = -\omega b_{r}/\{\omega\lambda + (b_{r} + \lambda)^{2}\} \). For \( \lambda, \omega_{w}, \omega_{z} \in (0, \infty) \), we have \( \max\{A_{RW}^{2}(\lambda), A_{RZ}^{2}(\lambda)\} < A_{S}^{2} < A_{R}^{2}(\lambda) \) due to \( b_{w} < 0 \) and \( b_{z}^{2} < b_{z} \). Therefore, as illustrated in Supplementary Figure 3, \( \hat{\beta}_{R}(\lambda) \) can outperform \( \hat{\beta}_{S} \) when \( \Sigma = I_{p} \), but \( \hat{\beta}_{RW}(\lambda) \) and \( \hat{\beta}_{RZ}(\lambda) \) may have worse prediction performance. These results highlight the difference between the reference panel-based estimators and those estimators directly built on the training data set in high dimensions. In summary, it is important to use the reference panel-based estimators with caution and awareness of potential issues especially when the structure of \( \Sigma \) is unknown.

5 Block-wise principal component analysis

In this section, we extend our analysis to study the performance of block-wise local principal components (BLPCs) in genetic risk prediction. In Figure 1, evidence of low-rank structures can be seen within these blocks, so applying PCA to each of these
blocks may improve prediction accuracy. In training GWAS, suppose singular value decomposition (SVD) is separately performed on each of the LD blocks $X_l$. For the $l$–th block, we have $X_l = \tilde{U}_l \tilde{D}_l \tilde{V}_l^T$ for $l \in 1, \ldots, K$, where $\tilde{D}_l = \text{Diag}(d_{l_1}, \ldots, d_{l_{r_l}})$ are the $r_l$ positive singular values, and $\tilde{U}_l = [u_{l_1}, \ldots, u_{l_{r_l}}] \in \mathbb{R}^{n \times r_l}$ and $\tilde{V}_l = [v_{l_1}, \ldots, v_{l_{r_l}}] \in \mathbb{R}^{p \times r_l}$ are the left and right singular vectors, respectively. Among the $r_l$ left singular vectors, $q_l$ ($1 \leq q_l \leq r_l$) of them are selected for prediction, denoted by $U_l = X_l V_l \in \mathbb{R}^{p \times q_l}$, with $V_l \in \mathbb{R}^{p \times q_l}$ being the set of corresponding right singular vectors. Then the marginal and block-wise ridge BLPC estimators are, respectively, defined as

\[
\hat{\eta}_S = n^{-1} V^T X^T y \quad \text{and} \quad \hat{\eta}_B(\lambda) = n^{-1} R(\lambda) V^T X^T y, \quad \lambda \in (0, \infty),
\]

where $V = \text{Diag}(V_1, \ldots, V_l, \ldots, V_K)$ is a $p \times q$ projection matrix and

\[
R(\lambda) = \text{Diag}\{(V_1^T X_1^T X_1 + \lambda I_{q_1})^{-1}, \ldots, (V_K^T X_K^T X_K + \lambda I_{q_K})^{-1}\}
\]

is a block-wise ridge-type covariance estimator for the BLPCs with $q = \sum_{l=1}^K q_l$. Let $ZV$ be the set of projected genetic variants in the testing GWAS dataset, the prediction accuracy of $\hat{\eta}_S$ and that of $\hat{\eta}_B(\lambda)$, denoted as $A_{PC_S}^2$ and $A_{PC_R}^2(\lambda)$, respectively, are given in the following proposition with additional assumptions listed in Condition 6.

**Condition 6.** As $\min(n, p) \to \infty$, we assume $\text{tr}(A_m)/\text{tr}(A) = \gamma + o_p(1)$ for $A = \Sigma V V^T \tilde{\Sigma}, \tilde{\Sigma} V V^T \Sigma V V^T \tilde{\Sigma}, \Sigma V R(\lambda)V^T \tilde{\Sigma}$, and $\tilde{\Sigma} V R(\lambda)V^T \Sigma V R(\lambda)V^T \tilde{\Sigma}$.

**Proposition 1.** Under polygenic model (1) and Conditions 1, 2, 3, and 6, as $\min(n, n_z, p_l) \to \infty$, we have

\[
A_{PC_S}^2 = \frac{P_1^2 \cdot h_p^4}{P_2 \cdot h_p^2 + P_3 \cdot \omega(1 - h_p^2)} + o_p(1) \quad \text{and} \quad A_{PC_R}^2(\lambda) = \frac{P_4(\lambda)^2 \cdot h_p^4}{P_5(\lambda) \cdot h_p^2 + P_6(\lambda) \cdot \omega(1 - h_p^2)} + o_p(1),
\]

where $P_1 = p^{-1}\text{tr}(\Sigma V V^T \tilde{\Sigma})$, $P_2 = p^{-1}\text{tr}(VV^T \Sigma V V^T \tilde{\Sigma}^2)$, $P_3 = p^{-1}\text{tr}(VV^T \Sigma V V^T \tilde{\Sigma})$, $P_4(\lambda) = p^{-1}\text{tr}(\Sigma V R(\lambda)V^T \tilde{\Sigma})$, $P_5(\lambda) = p^{-1}\text{tr}(RR(\lambda)V^T \Sigma V R(\lambda)V^T \tilde{\Sigma}^2)$, and $P_6(\lambda) = p^{-1}\text{tr}(RR(\lambda)V^T \Sigma V R(\lambda)V^T \tilde{\Sigma})$.

Proposition 1 suggests that BLPC-based estimators differ from genetic variants-based ones primarily due to the $p \times q$ block-wise projection matrix $V$. The $V_l$ maps the $p_l$ genetic variants within the $l$–th LD block onto $q_l$ BLPCs. By taking only the top-ranked BLPCs that can explain a large proportion of genetic variation, $q_l$ is typically much smaller than $p_l$, and thus BLPCs can reduce the dimension of predictors, while aggregating small genetic effects. The projection matrix $V$ influences prediction accuracy primarily by adding $VV^T$ (or $VR(\lambda)V^T$) into the trace functions on both the numerator and denominator of $A_{PC_S}^2$ (or $A_{PC_R}^2(\lambda)$). As a result, whether BLPC can improve prediction performance depends on whether adding $VV^T$ (or $VR(\lambda)V^T$) can increase the ratio between the numerator and denominator in $A_{PC_S}^2$ (or $A_{PC_R}^2(\lambda)$). For
example, the prediction accuracy of $\hat{\beta}_S$ can be given by

$$A^2_S = \frac{\{p^{-1}\text{tr}(\Sigma \hat{\Sigma})\}^2 \cdot h_\beta^4}{p^{-1}\text{tr}(\Sigma \hat{\Sigma}) \cdot h_\beta^2 + p^{-1}\text{tr}(\Sigma \hat{\Sigma}) \cdot \omega(1 - h_\beta^2)} + o_p(1),$$

which is the same as $A^2_{\hat{\beta}_{PC}}$ if we set $VV^T = I_p$. It would be interesting to further express the functions of $V$ in terms of the LSD of $\Sigma_i$s, but that would be complicated in our setups and beyond the scope of this paper. In later sections, we will numerically evaluate the performance of BLPC-based estimators.

### 6 Numerical experiments

#### 6.1 Simulated genotype data

To illustrate the finite sample performance of the estimators proposed above, we simulate $p = 10,000$ genetic variants for 10,000 independent individual samples in training data $X$, external reference panel $W$, and testing data $Z$, respectively. To mimic the block-diagonal LD patterns, we construct $\Sigma$ with 5 independent blocks (block size $= 2,000$). Correlations among the genetic variants within each block are estimated from one genomics region on chromosome 1 using the European subjects in the 1000 Genomes reference panel [1000-Genomes-Consortium, 2015], and variants belonging to different blocks are independent. The minor allele frequency (MAF) $f$ of each genetic variant is independently sampled from Uniform $[0.05, 0.45]$. Each entry of $X_0$, $W_0$, and $Z_0$ is then independently generated from $\{0, 1, 2\}$ with probabilities $\{(1 - f)^2, 2f(1 - f), f^2\}$, respectively. The casual genetic effects are simulated from $\beta(1) \sim MVN(0, I_m/p)$. We set $h_\beta^2 = 0.2, 0.4, \text{ or } 0.8$, and vary the sparsity from 0.05 to 0.6 (i.e, $m/p = 0.05, 0.1, 0.2, 0.4, \text{ or } 0.6$). The linear polygenic model (1) is used to generate $y$ and $y_z$. We illustrate the numerical results of the following estimators: 1) marginal estimator $\hat{\beta}_S$ (no LD adjustment, Marginal); 2) traditional ridge estimator $\hat{\beta}_R(\lambda^*)$, where $\lambda^*$ is the optimal regularizer (Ridge); 3) block-wise ridge estimator based on $X$, $\hat{\beta}_B(\lambda^*)$ (Block-wise-ridge); 4) block-wise ridge estimator based on $W$, $\hat{\beta}_{BW}(\lambda^*)$ (Block-wise-ridge-W); 5) block-wise ridge estimator based on $Z$, $\hat{\beta}_{BZ}(\lambda^*)$ (Block-wise-ridge-Z); 6) ridge estimator based on $W$, $\hat{\beta}_{RW}(\lambda^*)$ (Ridge-W); and 7) ridge estimator based on $Z$, $\hat{\beta}_{RZ}(\lambda^*)$ (Ridge-Z). In addition, we reduce the sample size of $W$ to check whether the performance of $\hat{\beta}_{BW}(\lambda^*)$ is sensitive to the size of reference panel. Thus, the following two estimators are added: 8) block-wise ridge estimator based on $n_w = 100$ subjects of $W$ (Block-wise-ridge-W-small); and 9) ridge estimator based on $n_w = 100$ subjects of $W$ (Ridge-W-small). A total of 200 replications are conducted for each simulation condition, and we compare these estimators using prediction $R$-squared.

We have the following observations. First, as expected, the finite-sample performance of all the nine estimators matches with our theoretical results discussed above. See Figure 4 and Supplementary Figures 4-5 for details. Specifically, the traditional
ridge estimator $\hat{\beta}_B(\lambda^*)$ performs the best among all estimators in all settings. When $n = n_w = n_z$, the three block-wise ridge estimators $\hat{\beta}_B(\lambda^*)$, $\hat{\beta}_{BW}(\lambda^*)$, and $\hat{\beta}_{BZ}(\lambda^*)$ have very similar performance, but they are worse than $\hat{\beta}_R(\lambda^*)$, especially when the heritability is high. The performance of $\hat{\beta}_{RW}(\lambda^*)$ and $\hat{\beta}_{RZ}(\lambda^*)$ can be even lower than that of the three block-wise estimators. These results indicate that the class of block-wise and reference panel-based estimators, although efficient, can be suboptimal compared to $\hat{\beta}_R(\lambda^*)$, which accounts for the whole LD pattern estimated from the training dataset. All estimators perform consistently across sparsity levels.

We also find that smaller reference panel may lead to lower performance for $\hat{\beta}_{BW}(\lambda^*)$ and $\hat{\beta}_{RW}(\lambda^*)$. Overall, our simulation results suggest that even when $\Sigma$ has a block-diagonal structure and the boundaries of the blocks are correctly assigned, the estimators based on $\tilde{\Sigma}_B$ have a lower prediction accuracy than the traditional ridge estimator based on the sample covariance estimator $\tilde{\Sigma}$.

Next, we examine the effect of heterogeneity in $W$ on the prediction performance of the reference panel-based estimators. Specifically, we construct $\Sigma$ with 100 independent blocks (block size = 50). Genetic variants within the same block have pair-wise correlation $\rho_b = 0.5$ in the training data $X$. We change $\rho_b$ in $W$ to 0.2 and 0.8, respectively, resulting in four new estimators: 10) block-wise ridge estimator based on $W$ with $\rho_b = 0.2$ (Block-wise-ridge-W-rho02); 11) block-wise ridge estimator based on $W$ with $\rho_b = 0.8$ (Block-wise-ridge-W-rho08); 12) ridge estimator based on $W$ with $\rho_b = 0.2$ (Ridge-W-rho02); and 13) ridge estimator based on $W$ with $\rho_b = 0.8$ (Ridge-W-rho08). We set $m/p = 0.6$ and $h^2_\beta = 0.4$ or $h^2_\beta = 0.8$. The other settings are
exactly the same as in the previous cases. Supplementary Figure 6 shows that the LD heterogeneity may negatively impact the performance of $\hat{\beta}_{BW}(\lambda^*)$ and $\hat{\beta}_{EW}(\lambda^*)$. For example, the prediction accuracy of $\hat{\beta}_{BW}(\lambda^*)$ can reduce from 51.2% to 37.3% when the $\rho_b$ in $W$ changes from 0.5 to 0.8. These findings indicate that it is crucial to use good reference panels that match the training dataset for good prediction accuracy.

### 6.2 BLPC in UK biobank data simulations

To evaluate the performance of BLPC-based estimators compared with traditional variant-based estimators, we perform simulations using genotype data from the UK Biobank (UKB) study [Bycroft et al., 2018]. After downloading the imputed genotype data, we apply the following quality control (QC) procedures: excluding subjects with more than 10% missing genotypes, only including variants with MAF $> 0.01$, genotyping rate $> 90\%$, and passing Hardy-Weinberg test ($p$-value $> 1 \times 10^{-7}$). For the simulation, we randomly select 110,000 unrelated individuals of British ancestry from the QC’ed data set, which contains 8,932,279 variants over 488,371 subjects. Among the 110,000 selected samples, 100,000 are randomly picked and used as training samples, and the prediction performance is evaluated with the remaining 10,000 testing individuals. Furthermore, we limit our analysis to 653,122 variants that overlap with the HapMap3 reference panel [HapMap3-Consortium, 2010], which is a popular choice to balance accuracy and computational burden in reference panel-based approaches [Ge et al., 2019]. We set $h^2_{\beta}$ to 0.6 and randomly select 200,000 genetic variants to be causal variants, whose effects are independently generated from $N(0, 1/p)$ using GCTA [Yang et al., 2011].

We first examine the following genetic variant-based methods: 1) genetic variant-based marginal estimator (Variant-marginal); 2) genetic variant-based marginal estimator after LD-based pruning to remove highly correlated variants (pruning window size 250kb, step size 50, and $r^2 = 0.3$) (Variant-marginal-prune); and 3) genetic variant block-wise reference panel-based ridge estimator (Variant-block-wise-ridge-W). The 1000 Genomes Phase 3 subjects of European ancestry [1000-Genomes-Consortium, 2015] serve as our reference panel. Next, we generate BLPCs for each of the 1,701 European independent genomics regions defined in Berisa and Pickrell [2016]. We consider the following BLPC-based estimators: 1) BLPC-based marginal estimator (BLPC-marginal); 2) BLPC block-wise ridge estimator with $\lambda = c \times \lambda_0$, $\lambda_0 = q/n$ and $c = 10, 1, 0.1, 0.01, \text{ and } 0$, respectively (BLPC-block-ridge); and 3) BLPC block-wise reference panel-based ridge estimator with $\lambda = c \times \lambda_0$, where the sample covariance metrics of BCPCs are estimated from the testing data instead of the training data (BLPC-block-wise-ridge-Z). We perform 100 simulation replications.

The results are displayed in Supplementary Figure 7. The marginal screening estimator using top-ranked BLPCs that account for 50% genetic variations outperforms all genetic variant-based estimators, including the variant-based marginal screening and block-wise ridge estimators. The marginal estimator with 35% top-ranked BLPCs performs similar to that with 50% top-ranked BLPCs, while the marginal estima-
tor with 80% top-ranked BLPCs has much worse performance and is similar to the variant-based marginal estimator. These results indicate that BLPCs may be able to better control the dependence of genetic effects and aggregate small contributions of causal variants. Additionally, BLPC block-wise ridge estimators with proper tuning parameters can further improve the prediction accuracy over the BLPC marginal estimator. In our simulations, the $q/n$ tuning parameter or a slightly smaller one (for example $0.1 \times q/n$) works well. A larger tuning parameter (for example $10 \times q/n$) may over-regularize the coefficients and result in worse performance than the BLPC marginal estimator. In summary, estimators built on block-wise local principal components may outperform the traditional variant-based estimators in genetic data prediction.

6.3 UK Biobank real data analysis

We predict 36 complex traits from different trait domains in the UK Biobank study, such as anthropometric traits, blood traits, cardiovascular traits, mental health traits, and cardiorespiratory traits (Supplementary Table 1). Specifically, we select 350,000 unrelated White British subjects as training samples. The average sample size for these complex traits is about 300,000. The performance is mainly tested on 19,000 unrelated White but non-British subjects. Based on the results of our simulation study, we keep the top-ranked BLPCs for each block that can explain more than 50% of the genetic variance. The same set of covariates is adjusted in the training and testing data, including age, age-squared, sex, and the top 40 genetic principal components provided by the UK Biobank study [Bycroft et al., 2018]. The prediction accuracy on the testing samples is measured by the partial $R^2$ in linear models, while adjusting for the covariates listed above. Similar to our simulation analysis, we evaluate and compare the following estimators 1) genetic variant-based marginal estimator (Variant-marginal); 2) genetic variant-based marginal estimator with pruned variants only (Variant-marginal-prune); 3) genetic variant block-wise reference panel-based ridge estimator (Variant-block-wise-ridge-W); 4) BLPC-based marginal estimator (BLPC-marginal); and 5) BLPC block-wise ridge estimator with $\lambda_0$ (BLPC-block-wise-ridge). To explore whether increasing the block size can increase the prediction accuracy, we also evaluate a BLPC chromosome-wise ridge estimator (BLPC-chr-wise-ridge). Specifically, we treat each chromosome as a large block, group all the BLPCs within each chromosome, and estimate the within-chromosome covariance matrix from the training dataset. We then construct ridge estimators with $\lambda = \lambda_0$.

Figure 5 illustrates the prediction accuracy of different estimators for the 36 complex traits. On average, the best of the three BLPC-based estimators can improve the performance of the best of the three variant-based estimators by 19.8% (Supplementary Table 1). For example, the prediction accuracy of high-density lipoprotein can be improved from 8.03% to 9.64% by the BLPC block-wise ridge estimator, and from 8.03% to 10.00% by the BLPC chromosome-wise ridge estimator. Across the three BLPC-based estimators, the block-wise ridge estimator could improve predic-
Fig. 5: Prediction accuracy of different estimators in the UK Biobank data analysis. Variant-marginal: marginal screening with genetic variants; Variant-marginal-prune: marginal screening with pruned genetic variants; Variant-block-wise-ridge-W: block-wise ridge estimator with LDs being estimated from the 1000 Genomes reference panel; BLPC-marginal: marginal screening with BLPCs; BLPC-block-wise-ridge: block-wise ridge estimator with BLPCs; and BLPC-chr-wise-ridge: chromosome-wise ridge estimator with BLPCs. More information of these complex traits can be found in the Supplementary Table 1.

Overall, the results of the UK Biobank data analysis are consistent with those of the
simulations and many complex traits can be better predicted with BLPC-based methods.

7 Discussion

There is a high demand for accurate genetic prediction of complex traits and diseases. Better genetic prediction will facilitate more widespread applications of precision medicine, such as accelerating the development of genetic medicine and identifying subgroups at higher risk of developing a particular clinical outcome [Martin et al., 2019, Torkamani et al., 2018]. Block-wise and reference panel-based ridge-type estimators are among the most popular methods for predicting genetic risk. This paper presents a unified framework for studying these estimators using random matrix theory. We show the asymptotic performance gap between block-wise and traditional ridge estimators and quantify the performance of reference panel-based estimators. We also examine BLPC-based estimators to better utilize block-diagonal structures of LD patterns, which can reduce genetic variant dimensions and aggregate weak genetic effects. Our theoretical results can also be applied to other high-dimensional random matrix problems and scientific fields with data that have a block-diagonal structure.

In Condition 3, we assume the causal genetic effects are i.i.d random variables \( \beta(1) \sim F(0_m, p^{-1} \cdot \Sigma_{\beta}) \), where \( \Sigma_{\beta} = \sigma^2_{\beta} \cdot I_m \). An alternative condition for \( \beta(1) \) that allows variation of genetic effects could be the independent random effect assumption, in which \( \Sigma_{\beta} = \text{Diag}(\sigma^2_{\beta_1}, \ldots, \sigma^2_{\beta_m}) \) with \( \sigma^2_{\beta_i} \) being some constants, \( i = 1, \ldots, m \). The main results for i.i.d. random effects still hold under the independent random effects assumption when we use slightly different mild conditions in Conditions 4, 5, and 6. The main reason is that the concentration of quadratic forms, such as the Lemma B.26 in Bai and Silverstein [2010], only need the random variables to be independent. The new versions of Conditions 4, 5, and 6 under the independent random effects assumption can be found in the supplementary file.

In this study, we examine the class of ridge-type estimators [Hoerl and Kennard, 1970] that are not restricted by signal sparsity. Ridge-type estimators are suitable for weak and moderate genetic signals of polygenic complex traits [Liu et al., 2020]. It is also interesting to study sparsity-based penalized methods, such as the Lasso [Pattee and Pan, 2020, Tibshirani, 1996] or SCAD [Fan and Li, 2001], with block-wise data structures and reference panels. The Lassosum [Mak et al., 2017], for example, is a popular block-wise reference panel-based Lasso-type estimator that has been widely applied to many complex traits in GWAS. In addition, further extensions can be made based on the BLPC estimators. For example, integration of biological pathways and functional information [Hu et al., 2017, Marquez-Luna et al., 2020] may enhance the low-rank representations of genetic variants and performance of BLPC-based estimators. Finally, PCA-based methods rely on linear combinations of genetic variants. We might be able to model block-wise genetic variations in a more effective and flexible
framework, such as the neural networks [van Hilten et al., 2021].
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1 Proofs

1.1 Theorems 1 and 2 (block-diagonal matrix)

Under the conditions listed in this paper, we first define some additional notations

- $c_{n\ell} = p_{\ell}/n \to c_{\ell} \in (0, \infty), \ell = 1, \ldots, K$;
- $b_{p\ell} = p_{\ell}/p \to b_{\ell} \in (0, \infty), \ell = 1, \ldots, K$;
- $x_i = \Sigma^{1/2}w_i, i = 1, \ldots, n$; and
- $\Sigma_{\ell\ell}$ is the $l$th diagonal block of $\Sigma$, which has the limiting spectral distribution $H_{\ell}(t)$, $\ell = 1, \ldots, K$.

The first goal is to obtain the limits of

$$T_1(\lambda) = p^{-1}\text{tr}\{(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma\}, \quad T_2(\lambda) = p^{-1}\text{tr}\{(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-2}\Sigma\}$$

---

*Department of Statistics, Purdue University. Email: bingxin@purdue.edu
†School of Mathematics and Statistics, Northeast Normal University. Email: zhengsr@nenu.edu.cn
‡Department of Biostatistics, University of North Carolina at Chapel Hill. Email: htzhu@email.unc.edu
and

\[ T_3(\lambda) = p^{-1} \text{tr}\{(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-1}\}. \]

Let \( p_\ell \) be the dimension of the \( \ell \)th block of \( x_i \) and \( \tilde{p}_\ell = p_1 + \ldots + p_\ell \). Let \( x_i = (x_{i1}, \ldots, x_{iK})^T \) with \( x_{i\ell} = (x_{i,\tilde{p}_{\ell-1}+1}, \ldots, x_{i,\tilde{p}_\ell}) \), \( r_{i\ell} = n^{-1/2}x_{i\ell} \) and \( x_{i\ell} = \Sigma_{\ell\ell}^{1/2}w_{i\ell} \). Following ?, it can be proved that \( T_1(\lambda) \), \( T_2(\lambda) \), and \( T_3(\lambda) \) have the same limits for \( x_{ij} \) and

\[ \hat{x}_{ij} = \frac{x_{ij}I_{|x_{ij}| \leq \eta_n \sqrt{n}} - \text{Ex}_{ij}I_{|x_{ij}| \leq \eta_n \sqrt{n}}}{\text{Var}(x_{ij}I_{|x_{ij}| \leq \eta_n \sqrt{n})}. \] (1.1)

Without loss of generality, we will replace \( x_{ij} \) by \( \hat{x}_{ij} \) in our proof. For simplicity, we still use the notation \( x_{ij} \). Then let

\[ \hat{T}_3(\lambda) = n^{-1} \text{tr}\{(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_p)^{-1}\}. \]

Moreover, we have

\[ \hat{\Sigma} - \hat{\Sigma}_B = \begin{pmatrix}
0 & A_{12} & \cdots & A_{1K} \\
: & : & : & : \\
A_{K2} & A_{K1} & \cdots & 0
\end{pmatrix} \]

and

\[ (\hat{\Sigma}_B + \lambda I_p)^{-1} = \begin{pmatrix}
\hat{\Sigma}_B^{-1} - \frac{\hat{\Sigma}_B^{-1}r_{1i}r_{1i}^T\hat{\Sigma}_B^{-1}}{1 + r_{1i}^T\hat{\Sigma}_B^{-1}r_{1i}} & 0 & \cdots & 0 \\
0 & \hat{\Sigma}_B^{-1} - \frac{\hat{\Sigma}_B^{-1}r_{2i}r_{2i}^T\hat{\Sigma}_B^{-1}}{1 + r_{2i}^T\hat{\Sigma}_B^{-1}r_{2i}} & 0 & 0 \\
: & : & : & : \\
0 & 0 & \cdots & \hat{\Sigma}_B^{-1} - \frac{\hat{\Sigma}_B^{-1}r_{Ki}r_{Ki}^T\hat{\Sigma}_B^{-1}}{1 + r_{Ki}^T\hat{\Sigma}_B^{-1}r_{Ki}}
\end{pmatrix}, \]
where
\[
\hat{\Sigma}^{-1}_{B\ell} = \left(\sum_{i=1}^{n} r_{i\ell} r_{i\ell}^T + \lambda I_{\ell}\right)^{-1} = \hat{\Sigma}^{-1}_{B\ell i} - \frac{\hat{\Sigma}^{-1}_{B\ell i} r_{i\ell}^T \hat{\Sigma}^{-1}_{B\ell} r_{i\ell}}{1 + r_{i\ell}^T \hat{\Sigma}^{-1}_{B\ell} r_{i\ell}}
\]
with \(\hat{\Sigma}_{B\ell i} = \sum_{j \neq i} r_{j\ell} r_{j\ell}^T + \lambda I_{\ell}\). Then we have

\[
(\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_{\ell})^{-1}
\]

\[
= \begin{pmatrix}
0 & A_{12} \hat{\Sigma}^{-1}_{B2i} - \frac{A_{12} \hat{\Sigma}^{-1}_{B2i} r_{12} r_{12}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{12}^T \hat{\Sigma}^{-1}_{B2i} r_{12}} & \cdots & A_{1K} \hat{\Sigma}^{-1}_{BKi} - \frac{A_{1K} \hat{\Sigma}^{-1}_{BKi} r_{1K} r_{1K}^T \hat{\Sigma}^{-1}_{BKi}}{1 + r_{1K}^T \hat{\Sigma}^{-1}_{BKi} r_{1K}} \\
\vdots & \vdots & \ddots & \vdots \\
A_{K1} \hat{\Sigma}^{-1}_{B1i} - \frac{A_{K1} \hat{\Sigma}^{-1}_{B1i} r_{11} r_{11}^T \hat{\Sigma}^{-1}_{B1i}}{1 + r_{11}^T \hat{\Sigma}^{-1}_{B1i} r_{11}} & A_{K2} \hat{\Sigma}^{-1}_{B2i} - \frac{A_{K2} \hat{\Sigma}^{-1}_{B2i} r_{12} r_{12}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{12}^T \hat{\Sigma}^{-1}_{B2i} r_{12}} & \cdots & 0
\end{pmatrix}
\]

\[
= \sum_{i=1}^{n} \begin{pmatrix}
0 & \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{B1i}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{B1i} r_{i1}} & \cdots & \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{BKi}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{BKi} r_{i1}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{B1i}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{B1i} r_{i1}} & \frac{r_{i2} r_{i2}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{i2}} & \cdots & 0
\end{pmatrix}
\]

It is easy to see that \(T_1(\lambda) = T_2(\lambda) = 0\). For \(\tilde{T}_3(\lambda)\), we have

\[
\tilde{T}_3(\lambda) = n^{-1} \text{tr}\{\hat{\Sigma}((\hat{\Sigma} - \hat{\Sigma}_B)(\hat{\Sigma}_B + \lambda I_{\ell})^{-1})^2\}
\]

\[
= n^{-1} \text{tr}\left\{\sum_{i=1}^{n} \sum_{j=1}^{n} \hat{\Sigma} \begin{pmatrix}
0 & \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{B2i} r_{i1}} & \cdots & \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{BKi}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{BKi} r_{i1}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{B1i}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{B1i} r_{i1}} & \frac{r_{i2} r_{i2}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{i2}} & \cdots & 0
\end{pmatrix}
\right\}
\]

\[
= n^{-1} \text{tr}\left\{\sum_{i=1}^{n} \hat{\Sigma} \begin{pmatrix}
0 & \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{B2i} r_{i1}} & \cdots & \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{BKi}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{BKi} r_{i1}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{B1i}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{B1i} r_{i1}} & \frac{r_{i2} r_{i2}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{i2}} & \cdots & 0
\end{pmatrix}
\right\}
\]

\[
= n^{-1} \text{tr}\left\{\sum_{i=1}^{n} \hat{\Sigma} \begin{pmatrix}
0 & \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{B2i} r_{i1}} & \cdots & \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{BKi}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{BKi} r_{i1}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{B1i}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{B1i} r_{i1}} & \frac{r_{i2} r_{i2}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{i2}} & \cdots & 0
\end{pmatrix}
\right\}
\]

\[
= n^{-1} \text{tr}\left\{\sum_{i=1}^{n} \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{B2i} r_{i1}} \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{BKi}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{BKi} r_{i1}} \frac{r_{i2} r_{i2}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{i2}} \cdots \frac{r_{i1} r_{i1}^T \hat{\Sigma}^{-1}_{BKi}}{1 + r_{i1}^T \hat{\Sigma}^{-1}_{BKi} r_{i1}} \frac{r_{i2} r_{i2}^T \hat{\Sigma}^{-1}_{B2i}}{1 + r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{i2}} \cdots 0
\right\}
\]
\[
\begin{align*}
&= n^{-1} \text{tr} \left\{ \sum_{i=1}^{n} \left( \begin{array}{ccc}
0 & \frac{\mathbf{r}_i^T \hat{\Sigma}^{-1} \mathbf{r}_2}{1 + r_i^T \Sigma_{B2} \mathbf{r}_2} & \cdots & \frac{\mathbf{r}_i^T \hat{\Sigma}^{-1} \mathbf{r}_{K}}{1 + r_i^T \Sigma_{BK} \mathbf{r}_K} \\
\vdots & \ddots & \vdots & \vdots \\
\frac{\mathbf{r}_{K}^T \hat{\Sigma}^{-1} \mathbf{r}_1}{1 + r_{K}^T \Sigma_{B1} \mathbf{r}_1} & \cdots & 0
\end{array} \right) \right\} \\
\end{align*}
\]
Thus, \( \hat{T}_3(\lambda) \) has \( 2(K - 1)K \) summation terms. We will work on the first \( (K - 1)K \) summation terms and the second \( (K - 1)K \) summation terms separately in Steps 1 and 2 below. First, for \( j = 1, \cdots, n \), we have

\[
\begin{align*}
&\left| \frac{1}{1 + r_{j_2}^T \hat{\Sigma}^{-1}_{B_2} r_{j_2}} - \frac{1}{1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B_2}} \right| \\
&= \frac{|r_{j_2}^T \hat{\Sigma}^{-1}_{B_2} r_{j_2} - n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B_2}|}{(1 + r_{j_2}^T \hat{\Sigma}^{-1}_{B_2} r_{j_2})(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B_2})} \\
&\leq |r_{j_2}^T \hat{\Sigma}^{-1}_{B_2} r_{j_2} - n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B_2}| = |\epsilon_{n_2}| \\
&= |\epsilon_{n_2}|(I(|\epsilon_{n_2}| \leq \delta)) + |\epsilon_{n_2}|(I(|\epsilon_{n_2}| > \delta)) \\
&\leq \delta + |\epsilon_{n_2}|(I(|\epsilon_{n_2}| > \delta)) \\
&\leq \delta + \frac{p_2 n^{-1}(\eta_{n}^2 + \lambda^{-1})}{(I(|\epsilon_{n_2}| > \delta)), (1.2)}}
where
\[ r_j^T \Sigma^{-1}_{B_2} r_j \leq \| \Sigma^{-1/2}_{22} r_j \|^2 = n^{-1} \| w_j \|^2 \leq p_2 \eta_n^2 \]
by (1.1) and
\[ n^{-1} \text{tr} \Sigma^{-1}_{B_2} \leq p_2 \lambda^{-1}. \]
Similarly, we have
\[
\left| \frac{1}{1 + r_j^T \Sigma^{-1}_{B_1} \Sigma_{11} r_j} - \frac{1}{1 + n^{-1} \text{tr} \Sigma^{-1}_{B_1} \Sigma_{11}} \right| \leq \delta + p_1 n^{-1}(\eta_n^2 + \lambda^{-1}) (I(|\epsilon_{n1}| > \delta)),
\]
(1.3)
where \(|\epsilon_{n1}| = |r_j^T \Sigma^{-1}_{B_1} \Sigma_{11} r_j - n^{-1} \text{tr} \Sigma^{-1}_{B_1} \Sigma_{11}|.
We have
\[
E(\epsilon_{n1}) = P(|\epsilon_{n1}| > \delta) \leq o(n^{-t}), \forall t,
\]
and
\[
E(\epsilon_{n2}) = P(|\epsilon_{n2}| > \delta) \leq o(n^{-t}), \forall t.
\]
It follows that
\[
E \left| \frac{1}{1 + r_j^T \Sigma^{-1}_{B_2} r_j} - \frac{1}{1 + n^{-1} \text{tr} \Sigma^{-1}_{B_2}} \right| \leq E[\delta + p_2 n^{-1}(\eta_n^2 + \lambda^{-1})(I(|\epsilon_{n2}| > \delta))] \leq \delta + p_2 n^{-1}(\eta_n^2 + \lambda^{-1}) P(|\epsilon_{n2}| > \delta) \leq \delta + p_2 n^{-1}(\eta_n^2 + \lambda^{-1}) o(n^{-t}), \forall t.
\]
(1.4)
Similarly,
\[
E \left| \frac{1}{1 + r_j^T \Sigma^{-1}_{B_1} \Sigma_{11} r_j} - \frac{1}{1 + n^{-1} \text{tr} \Sigma^{-1}_{B_1} \Sigma_{11}} \right|
\]
\[
\leq \delta + p_1 n^{-1} (\eta^2_n + \lambda^{-1}) o(n^{-t}), \quad \forall t. \tag{1.5}
\]

As \( \delta \to 0 \) and \( n \to \infty \), we have

\[
E \left| n^{-1} \sum_{j=1}^{n} \left[ \frac{r_{j2}^T \hat{\Sigma}^{-1}_{B2j} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma r_{j1}}{(1 + r_{j2}^T \hat{\Sigma}^{-1}_{B2j} r_{j2}) \cdot (1 + r_{j1}^T \hat{\Sigma}^{-1}_{B1j} r_{j1})} - \left(1 - \frac{1}{1 + n^{-1} tr \hat{\Sigma}^{-1}_{B1j}}\right) \left(1 - \frac{1}{1 + n^{-1} tr \hat{\Sigma}^{-1}_{B2j}}\right) \right] \right|
\]

\[
\leq E n^{-1} \sum_{j=1}^{n} \left( \frac{1}{1 + r_{j2}^T \hat{\Sigma}^{-1}_{B2j} r_{j2}} - \frac{1}{1 + n^{-1} tr \hat{\Sigma}^{-1}_{B2j}} \right) \left(1 + r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma r_{j1} \right)
\]

\[
+ E n^{-1} \sum_{j=1}^{n} \left( \frac{1}{1 + r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma r_{j1}} - \frac{1}{1 + n^{-1} tr \hat{\Sigma}^{-1}_{B1j}} \right) \left(1 + r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma r_{j1} \right)
\]

\[
\leq [\delta + pn^{-1} (\eta^2_n + \lambda^{-1}) o(n^{-t})]^2 \to 0,
\]

where the last inequality is from (1.4) and (1.5) and the fact that \( \max(p_1, p_2) < p \). Therefore, we have

\[
n^{-1} \sum_{j=1}^{n} \frac{r_{j2}^T \hat{\Sigma}^{-1}_{B2j} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma r_{j1}}{(1 + r_{j2}^T \hat{\Sigma}^{-1}_{B2j} r_{j2}) \cdot (1 + r_{j1}^T \hat{\Sigma}^{-1}_{B1j} r_{j1})}
\]

\[
= n^{-1} \sum_{j=1}^{n} \left(1 - \frac{1}{1 + n^{-1} tr \hat{\Sigma}^{-1}_{B1j}}\right) \left(1 - \frac{1}{1 + n^{-1} tr \hat{\Sigma}^{-1}_{B2j}}\right) + o_p(1).
\]

Moreover, we have

\[
\left| \frac{1}{1 + n^{-1} tr \hat{\Sigma}^{-1}_{B1j}} - \frac{1}{1 + n^{-1} tr \hat{\Sigma}^{-1}_{B2j}} \right|
\]
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\[
\begin{align*}
&= n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1} - n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j} \\
&\quad \frac{1}{(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j})(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1})} \\
&= n^{-1} \frac{\hat{\Sigma}^{-1}_{B1j} r^T j_1}{(1 + \hat{\Sigma}^{-1}_{B1j} r^T j_1)(1 + \text{tr} \hat{\Sigma}^{-1}_{B1})(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1})} \\
&\leq n^{-1} p \eta^2_n. \\
\end{align*}
\]

Similarly,
\[
\begin{align*}
&= \frac{1}{1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}} - \frac{1}{1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2}} \\
&\leq n^{-1} p \eta^2_n
\end{align*}
\]

**Step 1:** Then by (1.6) and (1.7), we have
\[
\begin{align*}
&n^{-1} \sum_{j=1}^{n} \frac{r^T j_2 \hat{\Sigma}^{-1}_{B2j} r^T j_2 \cdot r^T j_1 \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r^T j_1}{(1 + r^T j_2 \hat{\Sigma}^{-1}_{B2j} r^T j_2) \cdot (1 + r^T j_1 \hat{\Sigma}^{-1}_{B1j} r^T j_1)} \\
&= n^{-1} \sum_{j=1}^{n} \left(1 - \frac{1}{1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}}\right) \left(1 - \frac{1}{1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}}\right) + o_p(1) \\
&= \left(1 - \frac{1}{1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}}\right) \left(1 - \frac{1}{1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}}\right) + n^{-1} p \eta^2_n + o_p(1) \\
&= \left(1 - \frac{1}{1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}}\right) \left(1 - \frac{1}{1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}}\right) + n^{-1} p \eta^2_n + o_p(1).
\end{align*}
\]

Let \(a_{n\ell}(\lambda) = p^{-1}_\ell \text{Etr}(\Sigma_{\ell\ell} \hat{\Sigma}^{-1}_{B\ell})\) and \(c_{n\ell} = p_\ell / n \to c_\ell\), then
\[
\begin{align*}
&n^{-1} \sum_{j=1}^{n} \frac{r^T j_\ell \hat{\Sigma}^{-1}_{B\ell j} r^T j_\ell \cdot r^T j_h \hat{\Sigma}^{-1}_{B\ell h} \Sigma_{hh} r^T j_h}{(1 + r^T j_\ell \hat{\Sigma}^{-1}_{B\ell j} r^T j_\ell) \cdot (1 + r^T j_h \hat{\Sigma}^{-1}_{B\ell j} r^T j_h)} \\
&= c_{n\ell} a_{n\ell}(\lambda) \cdot c_{nh} a_{nh}(\lambda) \\
&\quad \frac{[1 + c_{n\ell} a_{n\ell}(\lambda)] \cdot [1 + c_{nh} a_{nh}(\lambda)]}{[1 + c_{n\ell} a_{n\ell}(\lambda)] \cdot [1 + c_{nh} a_{nh}(\lambda)]} + o_p(1).
\end{align*}
\]
Thus, we have

\[
\sum_{j=1}^{n} \frac{r_{i2}^{T} \hat{\Sigma}^{-1}_{B2j} r_{j2} \cdot r_{j1}^{T} \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{j1}}{(1 + r_{j2}^{T} \Sigma^{-1}_{B2j} r_{j2}) \cdot (1 + r_{j1}^{T} \Sigma^{-1}_{B1j} r_{j1})} + \ldots + \sum_{i=1}^{n} \frac{r_{iK}^{T} \hat{\Sigma}^{-1}_{Bkj} r_{jK} \cdot r_{j1}^{T} \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{j1}}{(1 + r_{jK}^{T} \Sigma^{-1}_{Bkj} r_{jK}) \cdot (1 + r_{j1}^{T} \Sigma^{-1}_{B1j} r_{j1})} + \ldots + \sum_{i=1}^{n} \frac{r_{iK}^{T} \hat{\Sigma}^{-1}_{Bkj} r_{jK} \cdot r_{jK}^{T} \hat{\Sigma}^{-1}_{BBKj} \Sigma_{KK} r_{jK}}{(1 + r_{jK}^{T} \hat{\Sigma}^{-1}_{BBKj} r_{jK})} + \ldots + \sum_{i=1}^{n} \frac{r_{iK}^{T} \hat{\Sigma}^{-1}_{Bkj} r_{jK} \cdot r_{jK}^{T} \hat{\Sigma}^{-1}_{BBKj} \Sigma_{KK} r_{jK}}{(1 + r_{jK}^{T} \hat{\Sigma}^{-1}_{BBKj} r_{jK})}
\]

\[
= \sum_{\ell,h=1,\ldots,K; \ell \neq h} \frac{1}{1 + c_{\ell h} a_{\ell h}(\lambda)} \cdot \left[ 1 + c_{\ell h} a_{\ell h}(\lambda) \right] + o_p(1)
\]

\[
= \sum_{\ell,h=1,\ldots,K; \ell \neq h} \left[ 1 - \frac{1}{1 + c_{\ell h} a_{\ell h}(\lambda)} \right] \cdot \left[ 1 - \frac{1}{1 + c_{\ell h} a_{\ell h}(\lambda)} \right] + o_p(1)
\]

\[
= \sum_{\ell,h=1,\ldots,K; \ell \neq h} c_{\ell h} [1 - \lambda m_{\ell}(-\lambda)] [1 - \lambda m_{h}(-\lambda)] + o_p(1),
\]

(1.8)

where the last equation is from \ref{eq:1.8} and

\[
m_{\ell}(z) = \int \frac{1}{t[1 - c_{\ell} - c_{\ell} z m_{\ell}(z)] - z} dH_{\ell}(t)
\]

with \(H_{\ell}(t)\) being the limiting spectral distribution of \(\Sigma_{\ell \ell}\) and \(m_{\ell}(z)\) being the Stieltjes transform of the limiting spectral distribution of the \(\ell\)th diagonal block \(n^{-1} \sum_{i=1}^{n} x_{i\ell} x_{i\ell}^{T}\) of \(\hat{\Sigma}_{B}\).

**Step 2:** Similarly, we have

\[
\sum_{i \neq j} \frac{r_{i2}^{T} \hat{\Sigma}^{-1}_{B2j} r_{j2} \cdot r_{j1}^{T} \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{j1}}{(1 + r_{i2}^{T} \Sigma^{-1}_{B2j} r_{i2}) \cdot (1 + r_{j1}^{T} \Sigma^{-1}_{B1j} r_{j1})} = \sum_{i \neq j} \frac{r_{i2}^{T} \hat{\Sigma}^{-1}_{B2j} r_{i2} \cdot r_{i1}^{T} \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i1}}{(1 + n^{-1} \text{tr} \Sigma^{-1}_{B2j}) \cdot (1 + n^{-1} \text{tr} \Sigma^{-1}_{B1j})} + o_p(1).
\]
It follows that

\[
\left[ \sum_{i \neq j} \frac{r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i1}}{(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2i}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j})} \right]^2
\]

\[
= \sum_{i_1 \neq i_2 \neq j_1 \neq j_2} \frac{r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i1} \cdot r_{j2}^T \hat{\Sigma}^{-1}_{B2i} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i2}}{(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2i}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j})}
\]

\[
+ \sum_{i_1 = i_2 \neq j_1 \neq j_2} \frac{r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i1}}{(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2i}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j})}
\]

\[
+ \sum_{i_1 \neq i_2 = j_1 \neq j_2} \frac{r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i1} \cdot r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{i2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i2}}{(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2i}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j})}
\]

\[
+ \sum_{i_1 \neq i_2 = j_1 = j_2} \frac{r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i1} \cdot r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{i2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i2}}{(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2i}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j})}
\]

\[
= \sum_{i_1 \neq i_2 \neq j_1 \neq j_2} \frac{r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i1}}{(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2i}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j})}^4
\]

\[
+ \sum_{i_1 = i_2 \neq j_1 \neq j_2} \frac{r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i1}}{(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2i}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j})}^4
\]

\[
+ \sum_{i_1 \neq i_2 \neq j_1 = j_2} \frac{r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i1}}{(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2i}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j})}^4
\]

\[
+ \sum_{i_1 = i_2 \neq j_1 \neq j_2} \frac{r_{i2}^T \hat{\Sigma}^{-1}_{B2i} r_{j2} \cdot r_{j1}^T \hat{\Sigma}^{-1}_{B1j} \Sigma_{11} r_{i1}}{(1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2i}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B2j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}^{-1}_{B1j})}^4
\]
Note that

\[
\begin{align*}
 r_{i_12}^T \hat{\Sigma}_{B2i_1}^{-1} r_{j_12} &= r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12} - \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12} \cdot r_{i_22}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_22}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}} \\
 &= \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}} - \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12} \cdot r_{i_22}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_22}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}} \\
 &= \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}} - \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12} \cdot r_{i_22}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_22}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}} \\
 &= \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}} - \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12} \cdot r_{i_22}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_22}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}} \\
 &= \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}} - \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12} \cdot r_{i_22}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_22}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}} \\
 &= \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}} - \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12} \cdot r_{i_22}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_22}}{1 + r_{j_12}^T \hat{\Sigma}_{B2i_1j_2}^{-1} r_{j_12}}.
\end{align*}
\]

\[+ \sum_{i_1 \neq j_2 \neq i_2 = j_1} \frac{r_{i_12}^T \hat{\Sigma}_{B2i_1}^{-1} r_{j_12} \cdot r_{i_22}^T \hat{\Sigma}_{B2i_2}^{-1} r_{j_22}}{(1 + n^{-1} \text{tr} \hat{\Sigma}_{B2i_1j_2})^4} \]
Then we can obtain that

\[ \sum_{i_1 \neq j_1 \neq i_2 \neq j_2} \mathbb{E} r_{i_2}^{T} \hat{\Sigma}_{B2i_1j_1i_2j_2}^{-1} r_{j_2} \cdot r_{j_1}^{T} \hat{\Sigma}_{B1i_1j_1i_2j_2}^{-1} r_{i_1} = 0. \]

Similar proofs can be made for other terms. It follows that

\[
\mathbb{E} \left[ \sum_{i \neq j} \frac{r_{i_2}^{T} \hat{\Sigma}_{B2i_1j_1i_2j_2}^{-1} r_{j_2} \cdot r_{j_1}^{T} \hat{\Sigma}_{B1i_1j_1i_2j_2}^{-1} \Sigma_{11} r_{i_1}}{(1 + n^{-1} \text{tr} \hat{\Sigma}_{B2i_1j_1i_2j_2}^{-1}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}_{B1i_1j_1i_2j_2}^{-1})} \right]^2 = o(1)
\]

and

\[
\mathbb{E} \sum_{i \neq j} \frac{r_{i_2}^{T} \hat{\Sigma}_{B2i_1j_1i_2j_2}^{-1} r_{j_2} \cdot r_{j_1}^{T} \hat{\Sigma}_{B1i_1j_1i_2j_2}^{-1} \Sigma_{11} r_{i_1}}{(1 + n^{-1} \text{tr} \hat{\Sigma}_{B2i_1j_1i_2j_2}^{-1}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}_{B1i_1j_1i_2j_2}^{-1})} = o(1).
\]

Then we can obtain that

\[
\sum_{i \neq j} \frac{r_{i_2}^{T} \hat{\Sigma}_{B2i_1j_1i_2j_2}^{-1} r_{j_2} \cdot r_{j_1}^{T} \hat{\Sigma}_{B1i_1j_1i_2j_2}^{-1} \Sigma_{11} r_{i_1}}{(1 + n^{-1} \text{tr} \hat{\Sigma}_{B2i_1j_1i_2j_2}^{-1}) \cdot (1 + n^{-1} \text{tr} \hat{\Sigma}_{B1i_1j_1i_2j_2}^{-1})} = o_p(1). \quad (1.9)
\]

By (1.8) and (1.9), we have

\[
\tilde{T}_3(\lambda) = \sum_{\ell, h=1, \ldots, K; \ell \neq h} c_{\ell} c_{h}[1 - \lambda m_{\ell}(-\lambda)][1 - \lambda m_{h}(-\lambda)] + o_p(1),
\]

where the last equation is from Bai and Zhou (2008) and

\[
m_{\ell}(z) = \int \frac{1}{t[1 - c_{\ell} - c_{\ell} m_{\ell}(z)] - z} \, dH_{\ell}(t)
\]

with \( H_{\ell}(t) \) being the limiting spectral distribution of \( \Sigma_{\ell\ell} \) and \( m_{\ell}(z) \) being the Stieltjes transform of the limiting spectral distribution of the \( \ell \) diagonal block \( \sum_{i=1}^{n} x_{i\ell} x_{i\ell}^{T} \) of \( \hat{\Sigma}_{B} \). Then Theorem 1 is proved.
Next, we prove Theorem 2. Under the conditions listed in this paper, we need the limits of

\[ \text{tr}\{\hat{\Sigma}_Z(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}\}, \]

\[ \text{tr}\{\hat{\Sigma}(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}_Z(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}\}, \]

and

\[ \text{tr}\{(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}_Z(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}\}. \]

We have

\[
\text{tr}\{\hat{\Sigma}_Z(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}\} \\
= \text{tr}\{\hat{\Sigma}_Z(\hat{\Sigma}_B + \lambda I_p)^{-1}(\hat{\Sigma}_B + \lambda I_p + \hat{\Sigma} - \hat{\Sigma}_B - \lambda I_p)\} \\
= \text{tr}[\hat{\Sigma}_Z\{I_p + (\hat{\Sigma}_B + \lambda I_p)^{-1}(\hat{\Sigma} - \hat{\Sigma}_B) - \lambda(\hat{\Sigma}_B + \lambda I_p)^{-1}\}] \\
= \text{tr}(\hat{\Sigma}_Z) + \text{tr}\{\hat{\Sigma}_Z(\hat{\Sigma}_B + \lambda I_p)^{-1}(\hat{\Sigma} - \hat{\Sigma}_B)\} - \lambda\text{tr}\{(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}_Z\} \\
= \text{tr}(\hat{\Sigma}_Z) - \lambda\text{tr}\{(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}_Z\} \\
= \left[\text{tr}(\Sigma) - \lambda\text{tr}\{(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma}\right] \cdot (1 + o_p(1)) \\
= \left[p - \lambda \sum_{\ell=1}^{K} \text{tr}\{(\hat{\Sigma}_{B\ell} + \lambda I_{p\ell})^{-1}\Sigma_{\ell}\}\right] \cdot (1 + o_p(1)) \\
= \left[p - \lambda \sum_{\ell=1}^{K} \text{tr}\{(a_{\ell}\Sigma_{\ell} + \lambda I_{p\ell})^{-1}\Sigma_{\ell}\}\right] \cdot (1 + o_p(1)).
\]

The last equation follows from \(^\circ\) and the \(a_{\ell}\) is the unique positive solution of

\[1 - a_{\ell} = c_{\ell} \cdot \left\{1 - \lambda \int_0^\infty (a_{\ell} t + \lambda)^{-1} dH_{\ell}(t)\right\} = c_{\ell} \cdot \left\{1 - E_{H_{\ell}(t)}(\frac{\lambda}{a_{\ell} t + \lambda})\right\}.
\]

Next, we have

\[\text{tr}\{\hat{\Sigma}(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}_Z(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}\}\]
\[
= \text{tr}[\hat{\Sigma}Z(\hat{\Sigma}_B + \lambda I_p)^{-1}(\hat{\Sigma}_B + \lambda I_p + \hat{\Sigma} - \hat{\Sigma}_B - \lambda I_p)]^2]
\]
\[
= \text{tr}[\Sigma\{(\hat{\Sigma}_B + \lambda I_p)^{-1}(\hat{\Sigma}_B - \hat{\Sigma}_B) - \lambda(\hat{\Sigma}_B + \lambda I_p)^{-1}\}] \cdot (1 + o_p(1))
\]
\[
= (\text{tr}[\Sigma + \Sigma\{(\hat{\Sigma}_B + \lambda I_p)^{-1}(\hat{\Sigma}_B - \hat{\Sigma}_B)\}^2 + \lambda^2(\hat{\Sigma}_B + \lambda I_p)^{-2}\Sigma - 2\lambda(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma]\) \cdot (1 + o_p(1))
\]
\[
= \left(p + \lambda^2 \sum_{\ell=1}^{K}\text{tr}\{(a_\ell \Sigma_\ell + \lambda I_{p_\ell})^{-2}(I_{p_\ell} - \hat{a}_\ell \Sigma_\ell)\Sigma_\ell\} - 2\lambda \sum_{\ell=1}^{K}\text{tr}\{(a_\ell \Sigma_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell\}
\right.
\]
\[
+ \sum_{\ell,h=1,\ldots,K; \ell \neq h} \omega^{-1}c_\ell c_h \{1 - \lambda m_\ell(-\lambda)\} \{1 - \lambda m_h(-\lambda)\} \cdot (1 + o_p(1))
\]

The last equation is based on the above Theorem 1 and ? and

\[
\hat{a}_\ell = \frac{c_\ell \cdot E_{H_\ell(t)}\left\{\frac{a_\ell}{(a_\ell + \lambda)^2}\right\}}{1 - c_\ell \lambda \cdot E_{H_\ell(t)}\left\{\frac{\ell}{(a_\ell + \lambda)^2}\right\}}.
\]

Similarly, we have

\[
\text{tr}\{(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}Z(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}\}
\]
\[
= \text{tr}[(\hat{\Sigma}_B + \lambda I_p)^{-1}\hat{\Sigma}Z\{(\hat{\Sigma}_B + \lambda I_p)^{-1}(\hat{\Sigma}_B + \lambda I_p + \hat{\Sigma} - \hat{\Sigma}_B - \lambda I_p)\}]
\]
\[
= \text{tr}[(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma\{(I_p + (\hat{\Sigma}_B + \lambda I_p)^{-1}(\hat{\Sigma}_B - \hat{\Sigma}_B) - \lambda(\hat{\Sigma}_B + \lambda I_p)^{-1}\}) \cdot (1 + o_p(1))
\]
\[
= \text{tr}[(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma - \lambda(\hat{\Sigma}_B + \lambda I_p)^{-1}\Sigma(\hat{\Sigma}_B + \lambda I_p)^{-1}\} \cdot (1 + o_p(1))
\]
\[
= \left[\sum_{\ell=1}^{K}\text{tr}\{(a_\ell \Sigma_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell\} - \lambda \sum_{\ell=1}^{K}\text{tr}\{(a_\ell \Sigma_\ell + \lambda I_{p_\ell})^{-2}(I_{p_\ell} - \hat{a}_\ell \Sigma_\ell)\Sigma_\ell\}\right] \cdot (1 + o_p(1))
\]

Then following ? and ?, Theorem 2 is proved by the Lemma B.26 in ? and continuous mapping theory.

### 1.2 Theorems 3 and 4 (reference panel)

Under the conditions listed in this paper, we first define some additional notations

- \( c_{n\ell} = p_\ell/n \rightarrow c_\ell \in (0, \infty), \ell = 1, \ldots, K; \)
- \( b_{p\ell} = p_\ell/p \rightarrow b_\ell \in (0, \infty), \ell = 1, \ldots, K; \)
• $x_i = \Sigma^{1/2}w_i, i = 1, \ldots, n$; and

• $\Sigma_{\ell\ell}$ is the $l$th diagonal block of $\Sigma$, which has the limiting spectral distribution $H_\ell(t)$, $\ell = 1, \ldots, K$.

The first goal is to obtain the limits of

$$T_4(\lambda) = p^{-1} \text{tr}\{(\hat{\Sigma}_{W_\ell} + \lambda I_{p_\ell})^{-1}\Sigma_\ell(\hat{\Sigma}_{W_\ell} + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2\}$$

and

$$T_5(\lambda) = p^{-1} \text{tr}\{(\hat{\Sigma}_{W_\ell} + \lambda I_{p_\ell})^{-1}\Sigma_\ell(\hat{\Sigma}_{W_\ell} + \lambda I_{p_\ell})^{-1}\Sigma_\ell\},$$

for $\ell = 1, \ldots, K$. Let

$$\hat{\Sigma}_{W_\ell} = \sum_{i=1}^n r_{i\ell} r_{i\ell}^T, \quad \hat{\Sigma}_{W_{\ell\ell}} = \sum_{i \neq k} r_{i\ell} r_{i\ell}^T,$$

$$\hat{\Sigma}_{W_{\ell\ell}} - \lambda I_{p_\ell}, \quad B_{\ell, -k}(\lambda) = \hat{\Sigma}_{W_{\ell\ell}} - \lambda I_{p_\ell}, \quad \text{and}$$

$$K_\ell = \{1 + n^{-1} \text{Etr}(B_{\ell}(\lambda)^{-1}\Sigma_\ell)\}^{-1}\Sigma_\ell.$$

For simplicity, below we write $B_{\ell}(\lambda)$ as $B_\ell$ and $B_{\ell, -k}(\lambda)$ and $B_{\ell, -k}$. Then we have

$$(K_\ell + \lambda I_{p_\ell})^{-1} - (\hat{\Sigma}_{W_\ell} + \lambda I_{p_\ell})^{-1} = \sum_{k=1}^n \frac{(K_\ell + \lambda I_{p_\ell})^{-1} r_{k\ell} r_{k\ell}^T B_{\ell, -k}^{-1}}{1 + r_{k\ell}^T B_{\ell, -k}^{-1} r_{k\ell}} - (K_\ell + \lambda I_{p_\ell})^{-1} K_\ell B_\ell^{-1}.$$  

Note that

$$p^{-1} \text{tr}\left( (\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell(\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2 \right) - p^{-1} \text{tr}\left( (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell(K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2 \right)$$

$$= p^{-1} \text{tr}\left( (\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell(\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2 \right) - p^{-1} \text{tr}\left( (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell(\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2 \right)$$

$$+ p^{-1} \text{tr}\left( (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell(\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2 \right) - p^{-1} \text{tr}\left( (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell(K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2 \right)$$

$$= p^{-1} \text{tr}\left[ (\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1} - (K_\ell + \lambda I_{p_\ell})^{-1} \right] \Sigma_\ell(\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2 \right]$$

$$+ p^{-1} \text{tr}\left[ (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell(\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1} - (K_\ell + \lambda I_{p_\ell})^{-1} \right] \Sigma_\ell^2 \right].$$
Goal: We want to prove

\[
p^{-1}\text{tr} \left[ \left( \hat{\Sigma}_\ell + \lambda I_{p_\ell} \right)^{-1} \Sigma_\ell \left( \hat{\Sigma}_\ell + \lambda I_{p_\ell} \right)^{-1} \Sigma^2_\ell \right] = \frac{p^{-1}\text{tr} (B^{-1}_\ell \Sigma_\ell B^{-1}_\ell \Sigma_\ell) n^{-1}\text{tr} (B^{-1}_\ell \Sigma^2_\ell (K_\ell + \lambda I_{p_\ell})^{-1} \Sigma_\ell)}{\left( 1 + n^{-1}\text{tr} (B^{-1}_\ell \Sigma_\ell) \right)^2} + o_p(1) \quad (1.11)
\]

and

\[
p^{-1}\text{tr} \left[ (K_\ell + \lambda I_{p_\ell})^{-1} \Sigma_\ell \left( \hat{\Sigma}_\ell + \lambda I_{p_\ell} \right)^{-1} \Sigma^2_\ell \right] = o_p(1), \quad (1.12)
\]

which lead to

\[
p^{-1}\text{tr} \left( \left( \hat{\Sigma}_\ell + \lambda I_{p_\ell} \right)^{-1} \Sigma_\ell \left( \hat{\Sigma}_\ell + \lambda I_{p_\ell} \right)^{-1} \Sigma^2_\ell \right) - p^{-1}\text{tr} \left( (K_\ell + \lambda I_{p_\ell})^{-1} \Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1} \Sigma^2_\ell \right)
= \frac{p^{-1}\text{tr} (B^{-1}_\ell \Sigma_\ell B^{-1}_\ell \Sigma_\ell) n^{-1}\text{tr} (B^{-1}_\ell \Sigma^2_\ell (K_\ell + \lambda I_{p_\ell})^{-1} \Sigma_\ell)}{\left( 1 + n^{-1}\text{tr} (B^{-1}_\ell \Sigma_\ell) \right)^2} + o_p(1).
\quad (1.13)
\]

To achieve this goal, we use the following two steps.

**Step 1:** First, we consider the term in (1.12). Based on Equation (1.10), we have

\[
p^{-1}\text{tr} \left[ (K_\ell + \lambda I_{p_\ell})^{-1} \Sigma_\ell \left( \hat{\Sigma}_\ell + \lambda I_{p_\ell} \right)^{-1} - (K_\ell + \lambda I_{p_\ell})^{-1} \right] \Sigma^2_\ell
= -p^{-1}\text{tr} \left[ (K_\ell + \lambda I_{p_\ell})^{-1} \Sigma_\ell \left( \sum_{k=1}^{n} \frac{(K_\ell + \lambda I_{\ell})^{-1} r_{k\ell} r^T_{k\ell} B_{\ell}^{-1} B_{\ell}^{-1} - (K_\ell + \lambda I_{p_\ell})^{-1} K_\ell B_{\ell}^{-1}}{1 + r_{k\ell}^T B_{\ell}^{-1} r_{k\ell}} \right) \right] \Sigma^2_\ell
= -p^{-1}\sum_{k=1}^{n} \frac{d_{2k}}{1 + r_{k\ell}^T B_{\ell}^{-1} r_{k\ell},}
\]

where

\[
d_{2k} = r_{k\ell}^T B_{\ell}^{-1} A_{2k} r_{k\ell} - (1 + r_{k\ell}^T B_{\ell}^{-1} r_{k\ell}) n^{-1}\text{tr} (B_{\ell}^{-1} A_{2k})
\]
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with
\[ A_2 = \Sigma_\ell^2(K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell(K_\ell + \lambda I_{p_\ell})^{-1}. \]

Write \( d_{2k} = d_{2k1} + d_{2k2} + d_{2k3} \) with
\[
d_{2k1} = r_k^T B_{\ell,-k}^{-1} A_2 r_k - n^{-1} tr(B_{\ell,k}^{-1} A_2) ,
\]
\[
d_{2k2} = n^{-1} tr(B_{\ell,-k}^{-1} A_2) - n^{-1} tr(B_{\ell,k}^{-1} A_2) ,
\]
\[
d_{2k3} = \left( 1 - \frac{1 + r_k^T B_{\ell,-k}^{-1} r_k}{1 + n^{-1} tr(B_{\ell,k}^{-1} A_2)} \right) \cdot n^{-1} tr(B_{\ell,k}^{-1} A_2).
\]

Following the discussions in ?, we obtain
\[
p^{-1} tr\left[ (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell \left( \hat{\Sigma}_\ell + \lambda I_{p_\ell} \right)^{-1} - (K_\ell + \lambda I_{p_\ell})^{-1} \right] = o_p(1).
\]

**Step 2:** Next, we consider the term in (1.11). Again, based on Equation (1.10), we have
\[
p^{-1} tr\left[ \left( \hat{\Sigma}_\ell + \lambda I_{p_\ell} \right)^{-1} - (K_\ell + \lambda I_{p_\ell})^{-1} \right] \Sigma_\ell \left( \hat{\Sigma}_\ell + \lambda I_{p_\ell} \right)^{-1}\Sigma_{\ell}^2
\]
\[= p^{-1} tr\left[ \sum_{k=1}^{n} \frac{(K_\ell + \lambda I_{p_\ell})^{-1} r_k r_k^T B_{\ell,k}^{-1} - (K_\ell + \lambda I_{p_\ell})^{-1} K_\ell B_{\ell,k}^{-1}}{1 + r_k^T B_{\ell,k}^{-1} r_k} \right] \Sigma_\ell \left( \hat{\Sigma}_\ell + \lambda I_{p_\ell} \right)^{-1}\Sigma_{\ell}^2
\]
\[= -p^{-1} \sum_{k=1}^{n} \frac{r_k^T B_{\ell,-k}^{-1} \Sigma_\ell B_{\ell,-k}^{-1} (K_\ell + \lambda I_{p_\ell})^{-1} r_k}{1 + r_k^T B_{\ell,-k}^{-1} r_k} + p^{-1} tr\left[ (K_\ell + \lambda I_{p_\ell})^{-1} K_\ell B_{\ell,k}^{-1} \Sigma_\ell B_{\ell,k}^{-1} \right]
\]
\[= -p^{-1} \sum_{k=1}^{n} \frac{d_{1k}}{1 + r_k^T B_{\ell,-k}^{-1} r_k},
\]
where
\[d_{1k} = r_k^T B_{\ell,-k}^{-1} \Sigma_\ell B_{\ell,-k}^{-1} A_1 r_k - (1 + r_k^T B_{\ell,-k}^{-1} r_k) n^{-1} tr\left( B_{\ell,k}^{-1} \Sigma_\ell B_{\ell,k}^{-1} A_1 K_\ell \right)
\]
with
\[A_1 = \Sigma_\ell^2(K_\ell + \lambda I_{p_\ell})^{-1}.
\]
Since
\[
T_{k\ell} B_{\ell, -k}^{-1} A_1 r_{k\ell} = \frac{r_{k\ell}^T B_{\ell, -k}^{-1} \Sigma_{\ell} B_{\ell, -k}^{-1} A_1 r_{k\ell}}{1 + r_{k\ell}^T B_{\ell, -k}^{-1} r_{k\ell}}
\]
\[
= n^{-1} \text{tr}(B_{\ell, -k}^{-1} \Sigma_{\ell} B_{\ell, -k}^{-1} A_1 \Sigma) n^{-1} \text{tr}(B_{\ell, -k}^{-1} A_1 \Sigma) + o_p(1),
\]
and
\[
n^{-1} \text{tr}(B_{\ell, -k}^{-1} \Sigma_{\ell} B_{\ell, -k}^{-1} A_1 \Sigma) - n^{-1} \text{tr}(B_{\ell}^{-1} \Sigma_{\ell} B_{\ell}^{-1} A_1 \Sigma) = o_p(1),
\]
\[
n^{-1} \text{tr}(B_{\ell}^{-1} \Sigma_{\ell} B_{\ell}^{-1} A_1 \Sigma) - (1 + r_{k\ell}^T B_{\ell, -k}^{-1} r_{k\ell}) n^{-1} \text{tr}(B_{\ell}^{-1} \Sigma_{\ell} B_{\ell}^{-1} A_1 K_{\ell}) = o_p(1),
\]
then we have
\[
p^{-1} \text{tr} \left[ (\hat{\Sigma}_{\ell} + \lambda I_{p_{\ell}})^{-1} - (K_{\ell} + \lambda I_{p_{\ell}})^{-1} \right] \Sigma_{\ell} \hat{\Sigma}_{\ell} + \lambda I_{p_{\ell}}^{-1} \Sigma_{\ell}^2
\]
\[
= p^{-1} \sum_{k=1}^n n^{-1} \text{tr}(B_{\ell, -k}^{-1} \Sigma_{\ell} B_{\ell, -k}^{-1} \Sigma_{\ell}) n^{-1} \text{tr}(B_{\ell, -k}^{-1} A_1 \Sigma_{\ell})
\]
\[
= \frac{p^{-1} \text{tr}(B_{\ell}^{-1} \Sigma_{\ell} B_{\ell}^{-1} \Sigma_{\ell}) n^{-1} \text{tr}(B_{\ell}^{-1} A_1 \Sigma_{\ell})}{(1 + n^{-1} \text{tr}(B_{\ell}^{-1} \Sigma_{\ell}))^2} + o_p(1).
\]
Combining Steps 1 and 2, we have proved Equation (1.13). Now we consider the limit of
\[
T_5(\lambda) = p^{-1} \text{tr}(B_{\ell}^{-1} \Sigma_{\ell} B_{\ell}^{-1} \Sigma_{\ell}).
\]
Similar to Equation (1.13), we can show that
\[
p^{-1} \text{tr}(B_{\ell}^{-1} \Sigma_{\ell} B_{\ell}^{-1} \Sigma_{\ell}) - p^{-1} \text{tr} \left( (K_{\ell} + \lambda I_{p_{\ell}})^{-1} \Sigma_{\ell} (K_{\ell} + \lambda I_{p_{\ell}})^{-1} \Sigma_{\ell} \right)
\]
\[
= \frac{p^{-1} \text{tr}(B_{\ell}^{-1} \Sigma_{\ell} B_{\ell}^{-1} \Sigma_{\ell}) n^{-1} \text{tr}(B_{\ell}^{-1} \Sigma_{\ell} (K_{\ell} + \lambda I_{p_{\ell}})^{-1} \Sigma_{\ell})}{(1 + n^{-1} \text{tr}(B_{\ell}^{-1} \Sigma_{\ell}))^2} + o_p(1).
\]
It follows that
\[
\left(1 - \frac{n^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell)}{(1 + n^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell))^2}\right) p^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell B^{-1}_\ell \Sigma) = ... + n^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell) - n^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell) + o_p(1)
\]

Therefore, we have
\[
T_5(\lambda) = p^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell B^{-1}_\ell \Sigma_\ell) \quad (1.14)
\]
\[
= \left(1 - \frac{n^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell)}{(1 + n^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell))^2}\right)^{-1} \cdot p^{-1}\text{tr}\left((K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell\right) + o_p(1)
\]
\[
= \left(1 - \frac{n^{-1}\text{tr}((K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell)}{(1 + n^{-1}\text{tr}((K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell))^2}\right)^{-1} \cdot p^{-1}\text{tr}\left((K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell\right) + o_p(1).
\]

Now we consider the limit of \(T_4(\lambda) = p^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell B^{-1}_\ell \Sigma_\ell^2)\). Based on (1.13) and (1.14), we have
\[
p^{-1}\text{tr}\left((\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell (\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2\right) - p^{-1}\text{tr}\left((K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2\right)
\]
\[
= p^{-1}\text{tr}\left((K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell\right) - n^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell^2 (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell) - n^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell) + o_p(1).
\]

That is,
\[
T_4(\lambda) = p^{-1}\text{tr}\left((\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell (\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell^2\right)
\]
\[
= p^{-1}\text{tr}\left((K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell\right) - n^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell^2 (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell) - n^{-1}\text{tr}(B^{-1}_\ell \Sigma_\ell (K_\ell + \lambda I_{p_\ell})^{-1}\Sigma_\ell) + o_p(1).
\]
From ?, we have
\[ n^{-1} \text{tr}(B^{-1}_\ell \Sigma_\ell^2 (K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell) = n^{-1} \text{tr}((K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell^2 (K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell) + o_p(1), \]
\[ n^{-1} \text{tr}(B^{-1}_\ell \Sigma_\ell (K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell) = n^{-1} \text{tr}((K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell (K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell) + o_p(1), \]
and
\[ n^{-1} \text{tr}(B^{-1}_\ell \Sigma_\ell) = n^{-1} \text{tr}((K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell) + o_p(1). \]

It follows that
\[ T_4(\lambda) = p^{-1} \text{tr} \left( (\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1} \Sigma_\ell (\hat{\Sigma}_\ell + \lambda I_{p_\ell})^{-1} \Sigma_\ell^2 \right) \]
\[ = \frac{(1 + n^{-1} \text{tr}((K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell))^2 p^{-1} \text{tr} ((K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell (K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell^2)}{(1 + n^{-1} \text{tr}((K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell))^2 - n^{-1} \text{tr}((K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell (K_\ell + \lambda I_\ell)^{-1} \Sigma_\ell)} + o_p(1). \]

Then Theorem 3 is proved. Next, we prove Theorem 4. Under the conditions listed in this paper, we need the limits of
\[ \text{tr}\{\hat{\Sigma}_Z (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \hat{\Sigma}\}, \]
\[ \text{tr}\{\hat{\Sigma} (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma_Z (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \hat{\Sigma}\}, \]
\[ \text{tr}\{(\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma_Z (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \hat{\Sigma}\}, \]
\[ \text{tr}\{\hat{\Sigma}_Z (\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \hat{\Sigma}\}, \]
\[ \text{tr}\{\hat{\Sigma} (\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \Sigma_Z (\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \hat{\Sigma}\}, \]
\[ \text{tr}\{(\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \Sigma_Z (\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \hat{\Sigma}\}, \]
\[ \text{tr}\{((\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \Sigma Z (\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \hat{\Sigma}\}, \]
\[ \text{tr}\{(\Sigma_{BW} + \lambda I_p)^{-1} \Sigma^2 \}. (1 + o_p(1)) \]
\[
\sum_{\ell=1}^{K} \text{tr}\{ (\hat{\Sigma}_{BW,\ell} + \lambda I_p)^{-1} \Sigma_{\ell}^2 \} \cdot (1 + o_p(1)) = \sum_{\ell=1}^{K} \text{tr}\{ (a_{w,\ell} \Sigma_{\ell} + \lambda I_p)^{-1} \Sigma_{\ell}^2 \} \cdot (1 + o_p(1)),
\]

where \(a_{w,\ell}\) is the unique positive solution of

\[
1 - a_{w,\ell} = c_{w,\ell} \cdot \left\{ 1 - \lambda \int_0^\infty (a_{w,\ell} t + \lambda)^{-1} dH_\ell(t) \right\} = c_{w,\ell} \cdot \left\{ 1 - E_{H_\ell(t)}\left(\frac{\lambda}{a_{w,\ell} t + \lambda}\right) \right\}
\]

with \(c_{w,\ell} = p_{\ell} / n_w \rightarrow c_{w,\ell} \in (0, \infty)\). We also have

\[
\begin{align*}
\text{tr}\{ \hat{\Sigma}(\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \hat{\Sigma}_{Z}(\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \hat{\Sigma} \} \\
= \text{tr}\{ (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma^2 \} \cdot (1 + o_p(1)) \\
= \left( \text{tr}\{ (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma^2 \} \\
+ \omega \cdot \text{tr}\{ (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma^2 \} \right) \cdot (1 + o_p(1))
\end{align*}
\]

Then we have the limit of \(\text{tr}\{ \Sigma(\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma_{Z}(\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma \} \) by the above Theorem 3. Similarly, the limit of \(\text{tr}\{ (\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma_{Z}(\hat{\Sigma}_{BW} + \lambda I_p)^{-1} \Sigma \} \) can also be obtained from Theorem 3. Next, we have

\[
\begin{align*}
\text{tr}\{ \hat{\Sigma}_{Z}(\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \Sigma \} \\
= \text{tr}\{ (\hat{\Sigma}_{BZ} + \lambda I_p + \hat{\Sigma}_{Z} - \hat{\Sigma}_{BZ} - \lambda I_p)(\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \Sigma \} \\
= \text{tr}\{ [I_p + (\hat{\Sigma}_{Z} - \hat{\Sigma}_{BZ})(\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} - \lambda(\hat{\Sigma}_{BZ} + \lambda I_p)^{-1}] \Sigma ] \\
= \text{tr}\{ (3) \} + \text{tr}\{ (\hat{\Sigma}_{Z} - \hat{\Sigma}_{BZ})(\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \Sigma \} - \lambda \text{tr}\{ (\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \Sigma \} \\
= \text{tr}\{ (3) \} - \lambda \text{tr}\{ (\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \Sigma \} \\
= [\text{tr}\{ (3) \} - \lambda \text{tr}\{ (\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} \Sigma \}] \cdot (1 + o_p(1))
\end{align*}
\]
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$$\begin{align*}
&= \left[ p - \lambda \sum_{\ell=1}^{K} \text{tr}\{(\hat{\Sigma}_{BZ\ell} + \lambda I_{p\ell})^{-1}\Sigma_{\ell}\} \right] \cdot (1 + o_p(1)) \\
&= \left[ p - \lambda \sum_{\ell=1}^{K} \text{tr}\{(a_{z\ell}\Sigma_{\ell} + \lambda I_{p\ell})^{-1}\Sigma_{\ell}\} \right] \cdot (1 + o_p(1)),
\end{align*}$$

where $a_{z\ell}$ is the unique positive solution of

$$1 - a_{z\ell} = c_{z\ell} \cdot \left\{ 1 - \lambda \int_{0}^{\infty} (a_{z\ell} t + \lambda)^{-1} dH_{t}(t) \right\} = c_{z\ell} \cdot \left\{ 1 - E_{H_{t}(t)}(\frac{\lambda}{a_{z\ell} t + \lambda}) \right\}$$

with $c_{z\ell} = p_{\ell}/n_{z} \rightarrow c_{z\ell} \in (0, \infty)$. In addition,

$$\begin{align*}
&\text{tr}\{\hat{\Sigma}(\hat{\Sigma}_{BZ} + \lambda I_{p})^{-1}\hat{\Sigma}_{Z}(\hat{\Sigma}_{BZ} + \lambda I_{p})^{-1}\hat{\Sigma}\}, \\
&= \text{tr}\left\{ \{\hat{\Sigma}_{BZ} + \lambda I_{p}\}^{-1} - \lambda(\hat{\Sigma}_{BZ} + \lambda I_{p})^{-2}\hat{\Sigma}^{2} \right\}, \\
&= \text{tr}\{\hat{\Sigma}_{BZ} + \lambda I_{p}\}^{-1}\hat{\Sigma}^{2} - \lambda\text{tr}\{\hat{\Sigma}_{BZ} + \lambda I_{p}\}^{-2}\hat{\Sigma}^{2} \\
&= \left( \sum_{\ell=1}^{K} \text{tr}\{(a_{z\ell}\Sigma_{\ell} + \lambda I_{p\ell})^{-1}\Sigma_{\ell}^{2}\} + \omega \sum_{\ell=1}^{K} \text{tr}\{(a_{z\ell}\Sigma_{\ell} + \lambda I_{p\ell})^{-1}\Sigma_{\ell}\} \right) \cdot (1 + o_p(1)) \\
&\quad - \lambda \sum_{\ell=1}^{K} \text{tr}\{(a_{z\ell}\Sigma_{\ell} + \lambda I_{p\ell})^{-2}(I_{p\ell} - \hat{a}_{z\ell}\Sigma_{\ell})\Sigma_{\ell}^{2}\} \\
&\quad - \lambda\omega \sum_{\ell=1}^{K} \text{tr}\{(a_{z\ell}\Sigma_{\ell} + \lambda I_{p\ell})^{-2}(I_{p\ell} - \hat{a}_{z\ell}\Sigma_{\ell})\Sigma_{\ell}\}\cdot (1 + o_p(1)),
\end{align*}$$

where

$$\hat{a}_{z\ell} = \frac{c_{z\ell} \cdot E_{H_{t}(t)}\left\{ \frac{a_{z\ell} t}{(a_{z\ell} t + \lambda)^{2}} \right\}}{-1 - c_{z\ell} \lambda \cdot E_{H_{t}(t)}\left\{ \frac{t}{(a_{z\ell} t + \lambda)^{2}} \right\}}.$$

Similarly, we have

$$\text{tr}\{\hat{\Sigma}_{BZ} + \lambda I_{p}\}^{-1}\hat{\Sigma}_{Z}(\hat{\Sigma}_{BZ} + \lambda I_{p})^{-1}\hat{\Sigma}\},$$
\[
\begin{align*}
&= \text{tr}[(\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} - \lambda(\hat{\Sigma}_{BZ} + \lambda I_p)^{-2}\hat{\Sigma}] \\
&= \text{tr}((\hat{\Sigma}_{BZ} + \lambda I_p)^{-1} - \lambda\text{tr}((\hat{\Sigma}_{BZ} + \lambda I_p)^{-2}\hat{\Sigma})
\end{align*}
\]

\[
= \left(\text{tr}((\hat{\Sigma}_{BZ} + \lambda I_p)^{-1}\Sigma) - \lambda\text{tr}((\hat{\Sigma}_{BZ} + \lambda I_p)^{-2}\Sigma)\right) \\
= \left(\sum_{\ell=1}^{K}\text{tr}((a_{z\ell}\Sigma_{\ell} + \lambda I_{p\ell})^{-1}\Sigma_{\ell}) - \lambda\sum_{\ell=1}^{K}\text{tr}((a_{z\ell}\Sigma_{\ell} + \lambda I_{p\ell})^{-2}(I_{p\ell} - a_{z\ell}\Sigma_{\ell})\Sigma_{\ell})\right) \cdot (1 + o_p(1)).
\]

Then Theorem 4 is proved by the Lemma B.26 in ? and continuous mapping theory.

1.3 Independent random effects assumption

In Condition 3 of the main paper, we assume

\[
\beta_{(1)} \sim F\left(0_m, p^{-1} \cdot \Sigma_\beta\right),
\]

where \( \Sigma_\beta = \sigma^2_\beta \cdot I_m \). Based on this condition, to obtain the asymptotic results in our Theorem 2, 4, 5, we additionally need some mild conditions on a few tract functions, detailed in Conditions 4, 5, 6, respectively.

An alternative condition for \( \beta_{(1)} \) that allows variation of genetic effects could be the independent random effect assumption, in which \( \Sigma_\beta = \text{Diag}(\sigma^2_{\beta_1}, \ldots, \sigma^2_{\beta_m}) \), with \( \sigma^2_{\beta_i} \) being some constants, \( i = 1, \ldots, m \). Let \( \Sigma_\beta^* \) be a \( p \times p \) diagonal matrix such that there are \( m \) nonzero diagonal entries corresponding to the \( m \) causal genetic variants with effects in \( \Sigma_\beta \) and other \( p - m \) diagonal entries are zeros. Let \( \text{tr}(\Sigma_\beta^*)/p = \sum_{i=1}^{m} \sigma^2_{\beta_i} = \sigma^2_\beta \) be the averaged per-variant genetic effect. Our results in the Theorem 2, 4, 5 still hold under the independent random effect assumption, if we use the following new versions of Conditions 4, 5, 6, respectively.

**Condition 4*.** Let \( A \) be a generic \( p \times p \) matrix and \( A_m \) be an \( m \times m \) sub-matrix of \( A \) corresponding to the \( m \) causal variants with nonzero effects. As \( \min(n, p) \to \infty \), we assume

\[
\text{tr}\{(\hat{\Sigma}_{B} + \lambda I_p)^{-1}\hat{\Sigma}\Sigma_\beta^*\} = \sigma^2_\beta \cdot \text{tr}\{(\hat{\Sigma}_{B} + \lambda I_p)^{-1}\hat{\Sigma}\} \cdot (1 + o_p(1))
\]

and
\( \lambda I_p)^{-1} \Sigma (\hat{\Sigma}_B + \lambda I_p)^{-1} \hat{\Sigma} \Sigma^*_\beta \) = \( \sigma^2 \beta \cdot \text{tr}\{ \hat{\Sigma} (\hat{\Sigma}_B + \lambda I_p)^{-1} \Sigma (\hat{\Sigma}_B + \lambda I_p)^{-1} \hat{\Sigma} \} \cdot (1 + o_p(1)) \).

**Condition 5*. As \( \min(n, n_w, n_z, p) \to \infty \), we assume
\[
\text{tr}\{ \hat{\Sigma} (\hat{\Sigma}_B + \lambda I_p)^{-1} \hat{\Sigma}_Z (\hat{\Sigma}_B + \lambda I_p)^{-1} \hat{\Sigma} \Sigma^*_\beta \} = \sigma^2 \beta \cdot \text{tr}\{ \hat{\Sigma} (\hat{\Sigma}_B + \lambda I_p)^{-1} \hat{\Sigma}_Z (\hat{\Sigma}_B + \lambda I_p)^{-1} \hat{\Sigma} \} \cdot (1 + o_p(1)),
\]
\[
\text{tr}\{ \hat{\Sigma} (\hat{\Sigma}_B + \lambda I_p)^{-1} \Sigma \Sigma^*_\beta \} = \sigma^2 \beta \cdot \text{tr}\{ \hat{\Sigma} (\hat{\Sigma}_B + \lambda I_p)^{-1} \Sigma \} \cdot (1 + o_p(1)),
\]
and \( \text{tr}\{ \hat{\Sigma} (\hat{\Sigma}_B + \lambda I_p)^{-1} \hat{\Sigma}_B + \lambda I_p)^{-1} \hat{\Sigma} \} \cdot (1 + o_p(1)) \), where \( \hat{\Sigma}_Z = n_z^{-1} Z^T Z \).

**Condition 6*. As \( \min(n, n_z, p) \to \infty \), we assume
\[
\text{tr}\{ \Sigma\hat{V}\Sigma\hat{V}^T \hat{\Sigma}\Sigma^*_\beta \} = \sigma^2 \beta \cdot \text{tr}\{ \Sigma\hat{V}\Sigma\hat{V}^T \hat{\Sigma} \} \cdot (1 + o_p(1)),
\]
\[
\text{tr}\{ \Sigma\hat{V}\Sigma\hat{V}^T \Sigma\hat{V}\Sigma\hat{V}^T \hat{\Sigma}\Sigma^*_\beta \} = \sigma^2 \beta \cdot \text{tr}\{ \Sigma\hat{V}\Sigma\hat{V}^T \Sigma\hat{V}\Sigma\hat{V}^T \hat{\Sigma} \} \cdot (1 + o_p(1)).
\]

2 Supplementary figures and tables
Supplementary Fig. 1: Comparing the prediction accuracy of block-wise ridge estimators $\hat{\beta}_B(\lambda^*)$, $\hat{\beta}_{BW}(\lambda^*)$, $\hat{\beta}_{BZ}(\lambda^*)$, and ridge estimator $\hat{\beta}_R(\lambda^*)$ at different $n/p$ ratios with $h^2_\beta$ ranging from 0.2 to 0.8. We simulate the data with 20 independent blocks, each of which has a block size $p_\ell = 50$ ($p = 1,000$). An auto-correlation structure is given within each block and the auto-correlation coefficient is $\rho_b = 0.5$. We also illustrate the performance of $\hat{\beta}_{BW}(\lambda^*)$ and $\hat{\beta}_{BZ}(\lambda^*)$ when $n_w = n_z = 100$, and the performance of $\hat{\beta}_{BW}(\lambda^*)$ when the $\rho_b$ in $W$ is 0.8 or 0.2. The vertical line represents $n/p = 1$. 
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Supplementary Fig. 2: Comparing the prediction accuracy of block-wise ridge estimators $\hat{\beta}_B(\lambda^*)$, $\hat{\beta}_{BW}(\lambda^*)$, $\hat{\beta}_{BZ}(\lambda^*)$, ridge estimator $\hat{\beta}_R(\lambda^*)$, and reference panel-based ridge estimators $\hat{\beta}_{RW}(\lambda^*)$ and $\hat{\beta}_{RZ}(\lambda^*)$ at different $n/p$ ratios with $h_\beta^2$ ranging from 0.2 to 0.8. We simulate the data with 20 independent blocks, each of which has a block size $p_\ell = 50$ ($p = 1,000$). An auto-correlation structure is given within each block and the auto-correlation coefficient is $\rho_b = 0.5$. The vertical line represents $n/p = 1$. 
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Supplementary Fig. 3: Comparing the prediction accuracy of ridge estimator $\hat{\beta}_R(\lambda^*)$, marginal estimator $\hat{\beta}_S$, and reference panel-based ridge estimators $\hat{\beta}_{RW}(\lambda^*)$ and $\hat{\beta}_{RZ}(\lambda^*)$ at different $n/p$ ratios with $h^2_\beta$ ranging from 0.2 to 0.8. We simulate the data with 1,000 independent features ($p = 1,000$). We also illustrate the performance of $\hat{\beta}_{RW}(\lambda^*)$ and $\hat{\beta}_{RZ}(\lambda^*)$ when $n_w = n_z = 100$. The vertical line represents $n/p = 1$. 
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Supplementary Fig. 4: Comparing the prediction accuracy of ridge estimator $\hat{\beta}_R(\lambda^*)$, marginal estimator $\hat{\beta}_S$, and reference panel-based ridge estimators $\hat{\beta}_{RW}(\lambda^*)$ and $\hat{\beta}_{RZ}(\lambda^*)$ at different $n/p$ ratios with $h^2$ ranging from 0.2 to 0.8. We simulate the data with 20 independent blocks, each of which has a block size $p_\ell = 50$ ($p = 1,000$). An auto-correlation structure is given within each block and the auto-correlation coefficient is $\rho_b = 0.5$. We also illustrate the performance of $\hat{\beta}_{RW}(\lambda^*)$ and $\hat{\beta}_{RZ}(\lambda^*)$ when $n_w = n_z = 100$. The vertical line represents $n/p = 1$. 
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Supplementary Fig. 5: Comparing the prediction accuracy of ridge estimator $\hat{\beta}_R(\lambda^*)$, marginal estimator $\hat{\beta}_S$, and reference panel-based ridge estimators $\hat{\beta}_{RW}(\lambda^*)$ and $\hat{\beta}_{RZ}(\lambda^*)$ at different $n/p$ ratios with $h^2$ ranging from 0.2 to 0.8. We simulate the data with 20 independent blocks, each of which has a block size $p_\ell = 50$ ($p = 1,000$). An auto-correlation structure is given within each block and the auto-correlation coefficient is $\rho_b = 0.5$. We also illustrate the performance of $\hat{\beta}_{RW}(\lambda^*)$ and $\hat{\beta}_{RZ}(\lambda^*)$ when $n_w = n_z = 100$. The vertical line represents $n/p = 1$. 
Supplementary Fig. 6: Prediction accuracy of different estimators. We set \( n = n_z = n_w = 10,000 \), \( p = 5,000 \), and \( h^2_\beta = 0.4 \) (left panel) and 0.8 (right panel). Marginal: \( \hat{\beta}_S \); Ridge: \( \hat{\beta}_R(\lambda^*) \); Ridge-Z: \( \hat{\beta}_{RZ}(\lambda^*) \); Ridge-W: \( \hat{\beta}_{RW}(\lambda^*) \); Ridge-W-small: \( \hat{\beta}_{RW}(\lambda^*) \) with \( n_w = 100 \); Ridge-W-rho08: \( \hat{\beta}_{RW}(\lambda^*) \) with \( \rho_b = 0.8 \); Ridge-W-rho02: \( \hat{\beta}_{RW}(\lambda^*) \) with \( \rho_b = 0.2 \); Block-wise-ridge: \( \hat{\beta}_B(\lambda^*) \); Block-wise-ridge-Z: \( \hat{\beta}_{BZ}(\lambda^*) \); Block-wise-ridge-W: \( \hat{\beta}_{BW}(\lambda^*) \); Block-wise-ridge-W-small: \( \hat{\beta}_{BW}(\lambda^*) \) with \( n_w = 100 \); Block-wise-ridge-W-rho08: \( \hat{\beta}_{BW}(\lambda^*) \) with \( \rho_b = 0.8 \); and Block-wise-ridge-W-rho02: \( \hat{\beta}_{BW}(\lambda^*) \) with \( \rho_b = 0.2 \).
Supplementary Fig. 7: Prediction accuracy of different estimators in the UK Biobank data simulation. We set $n = 100,000$, $n_z = 10,000$, $p = 653,122$, and $h_B^2 = 0.6$. Variant-marginal: marginal estimator with genetic variants; Variant-marginal-prune: marginal estimator with genetic variants after LD-based pruning; Variant-block-wise-ridge-W: block-wise reference panel-based ridge estimator with genetic variants; BLPC-marginal-35%/-50%/-65%/-80%: marginal estimator with top BLPCs explaining 35%, 50%, 65%, and 80% genetic variations, respectively; BLPC-50%-block-ridge-lambda1/-lambda2/-lambda3/-lambda4/-lambda5: block-wise ridge estimator with BLPCs explaining 50% genetic variations and different tuning parameters lambda. BLPC-50%-block-ridge-refZ-lambda1/-lambda2/-lambda3/-lambda4/-lambda5: block-wise reference panel-based ridge estimator with BLPCs explaining 50% genetic variations and different tuning parameters lambda.
Supplementary Fig. 8: Prediction accuracy of different estimators in the UK Biobank data analysis for Asian testing samples. Variant-marginal: marginal screening with genetic variants; Variant-marginal-prune: marginal screening with pruned genetic variants; Variant-block-wise-ridge-W: block-wise ridge estimator with LDs being estimated from the 1000 Genomes reference panel; BLPC-marginal: marginal screening with BLPCs; BLPC-block-wise-ridge: block-wise ridge estimator with BLPCs; and BLPC-chr-wise-ridge: chromosome-wise ridge estimator with BLPCs.
| Trait                          | V_1 | V_2 | V_3 | PC_1 | PC_2 | PC_3 | Diff | Prop |
|-------------------------------|-----|-----|-----|------|------|------|------|------|
| Heel bone mineral density     | 5.86| 6.24| 7.73| 7.07 | 8.74 | 8.47 | 1.01 | 0.13 |
| Hand_grip_strength_left       | 1.33| 1.19| 1.46| 1.36 | 1.74 | 1.80 | 0.34 | 0.24 |
| Hand_grip_strength_right      | 1.37| 1.23| 1.41| 1.34 | 1.79 | 1.78 | 0.38 | 0.27 |
| Waist_circumference           | 4.73| 4.03| 5.24| 5.01 | 6.17 | 6.27 | 1.03 | 0.20 |
| Hip_circumference             | 5.82| 5.87| 7.68| 7.52 | 8.95 | 9.20 | 1.53 | 0.20 |
| Height                        | 7.76| 8.98| 12.03|11.69|12.50|12.97| 0.94 | 0.08 |
| Basal metabolic rate          | 2.98| 3.26| 4.27| 4.06 | 4.69 | 4.86 | 0.59 | 0.14 |
| Weight                        | 5.53| 5.76| 7.66| 7.40 | 8.64 | 8.97 | 1.31 | 0.17 |
| Body fat percentage           | 4.07| 3.61| 4.76| 4.63 | 5.49 | 5.58 | 0.82 | 0.17 |
| Balding pattern               | 8.38| 6.29| 8.12| 7.48 | 9.67 | 9.65 | 1.30 | 0.15 |
| HDL                           | 5.65| 6.63| 8.03| 8.44 | 9.64 | 10.00| 1.96 | 0.24 |
| Platelet count                | 2.40| 3.48| 4.30| 4.49 | 5.17 | 5.36 | 1.07 | 0.25 |
| Platelet distribution_width   | 8.03| 9.54|11.36|11.15|12.68|12.92| 1.55 | 0.14 |
| Red blood cell count          | 5.56| 6.77| 9.10| 9.16 | 9.93 | 10.33| 1.23 | 0.13 |
| Red blood cell_distribution_width | 2.07| 2.55| 3.63| 3.46 | 4.19 | 4.44 | 0.82 | 0.23 |
| White blood cell count        | 2.43| 3.52| 5.11| 4.74 | 5.83 | 6.63 | 1.52 | 0.30 |
| Diastolic blood pressure      | 2.81| 2.92| 3.93| 3.58 | 4.49 | 4.56 | 0.62 | 0.16 |
| Systolic blood pressure       | 3.24| 3.07| 3.78| 3.47 | 4.36 | 4.47 | 0.70 | 0.18 |
| Pulse rate                    | 3.50| 3.33| 3.89| 3.80 | 4.75 | 4.88 | 0.99 | 0.25 |
| FEV                           | 3.73| 4.85| 6.33| 6.13 | 7.59 | 7.84 | 1.51 | 0.24 |
| FVC                           | 4.66| 4.68| 5.75| 5.29 | 6.85 | 6.86 | 1.11 | 0.19 |
| PEF                           | 1.10| 1.16| 1.41| 1.21 | 1.72 | 1.81 | 0.80 | 0.29 |
| Vascular heart problems       | 2.53| 2.59| 2.78| 2.78 | 3.58 | 3.53 | 0.80 | 0.29 |
| Blood clot problems           | 1.87| 1.64| 1.91| 1.83 | 2.31 | 2.37 | 0.46 | 0.24 |
| Diabetes                      | 0.57| 0.51| 0.47| 0.43 | 0.74 | 0.73 | 0.16 | 0.28 |
| Headaches                     | 0.15| 0.21| 0.18| 0.17 | 0.23 | 0.23 | 0.02 | 0.09 |
| Age_at_menopause              | 0.22| 0.16| 0.25| 0.28 | 0.30 | 0.30 | 0.05 | 0.21 |
| Age_menarche                  | 1.21| 0.71| 0.90| 0.60 | 1.28 | 1.19 | 0.07 | 0.06 |
| Birth weight                  | 1.72| 1.58| 1.68| 1.39 | 2.00 | 1.99 | 0.28 | 0.16 |
| Time_to_identify_matches      | 1.12| 0.78| 1.07| 0.95 | 1.37 | 1.39 | 0.26 | 0.23 |
| Depression sum score          | 0.83| 0.79| 0.79| 0.64 | 0.88 | 0.94 | 0.11 | 0.14 |
| Neuroticism sum score         | 1.86| 1.60| 1.85| 1.69 | 2.38 | 2.31 | 0.51 | 0.28 |
| Smoking status                | 2.12| 1.99| 2.24| 2.09 | 2.88 | 2.97 | 0.73 | 0.33 |
| Alcohol drinker status        | 0.24| 0.18| 0.15| 0.15 | 0.27 | 0.27 | 0.03 | 0.10 |

**Supplementary Table 1:** Partial R-squared (×100%) of different estimators in the UK Biobank prediction analysis on 36 complex traits. The first column is the ID of complex traits. V_1, marginal screening with genetic variants (Variant-marginal); V_2, marginal screening with pruned genetic variants; (Variant-marginal-prune); V_3, block-wise ridge estimator with LDs being estimated from the 1000 Genomes reference panel; PC_1, marginal screening with BLPCs (BLPC-marginal); PC_2, block-wise ridge estimator with BLPCs (BLPC-block-wise-ridge); and PC_3, chromosome-wise ridge estimator with BLPCs (BLPC-chr-wise-ridge). The Diff = \max\{PC_1, PC_2, PC_3\} - \max\{V_1, V_2, V_3\}, showing the difference between the best performance among the three BLPC-based methods and the best performance among the three variant-based methods. The Prop = Diff/\max\{V_1, V_2, V_3\}.