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ABSTRACT. In this article, we present several inequalities treating operator means and the Cauchy-Schwarz inequality. In particular, we present some new comparisons between operator Heron and Heinz means, several generalizations of the difference version of the Heinz means and further refinements of the Cauchy-Schwarz inequality. The techniques used to accomplish these results include convexity and Löwner matrices.

1. INTRODUCTION

There are different families of means that interpolate between the arithmetic and geometric means. For example, the Heron and Heinz means, defined respectively by

\[ F_\nu(a, b) = (1 - \nu)\sqrt{ab} + \nu \frac{a + b}{2} \quad \text{and} \quad H_\nu(a, b) = \frac{a^{1-\nu}b^\nu + a^\nu b^{1-\nu}}{2}, \]

for \( a, b \geq 0 \) and \( \nu \in [0, 1] \). It is easy to see that \( F \) is an increasing function and \( H \) is a symmetric and convex function in \( \nu \) on \([0, 1]\). Hence,

\[ \sqrt{ab} \leq F_\nu(a, b) \leq \frac{a + b}{2} \quad \text{and} \quad \sqrt{ab} \leq H_\nu(a, b) \leq \frac{a + b}{2}. \] (1.1)

Recall that the arithmetic–geometric mean inequality \( \sqrt{ab} \leq \frac{a + b}{2} \) can be expressed by using the Heron and Heinz means as follows:

\[ F_0(a, b) = H_{1/2}(a, b) \leq F_1(a, b). \]

In [3], Bhatia compared these families of means by showing that

\[ H_\nu(a, b) \leq F_{(2\nu-1)^2}(a, b), \] (1.2)

for all \( \nu \in [0, 1] \). One goal of this article is to present a new comparison between \( H_\nu \) and \( F_\nu \), by means of the Kantorovich constant. More precisely, we will show that

\[ H_\nu(a, b) \leq \left( \frac{a + b}{2\sqrt{ab}} \right)^{1-\nu} F_\nu(a, b), \quad 0 \leq \nu \leq 1. \]

In the sequel, we set some basic preliminary backgrounds that will be needed throughout the paper.

Let \( \mathbb{B}(\mathcal{H}) \) denote the \( C^* \)-algebra of all bounded linear operators acting on a separable complex Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \). The cone of positive operators is denoted by \( \mathbb{B}(\mathcal{H})_+ \). Let \( \mathbb{K}(\mathcal{H}) \) denote the ideal of compact operators in \( \mathbb{B}(\mathcal{H}) \). For any compact operator \( A \in \mathbb{K}(\mathcal{H}) \), let \( s_1(A), s_2(A), \ldots \) be the eigenvalues of \( |A| = \)
Jensen convex introduced the concept of Jensen functional once more to discuss some refinements of the Cauchy–Schwarz inequality. We refer the reader to [1] for recent developments of the Cauchy–Schwarz inequality.

2. Background

Throughout this note, we denote by $I$ a closed interval of the real line and $f$ is assumed to be a continuous real-valued function defined on $I$. In 1906, J. Jensen introduced the concept of Jensen convex (or midpoint convex) function, characterized
by
\[ f \left( \frac{x + y}{2} \right) \leq \frac{f(x) + f(y)}{2}, \] (2.1)
for all \( x, y \in J \). That is, these are functions that behave in a particular way under the action of the arithmetic mean. Note that the arithmetic–geometric mean inequality is a particular case of (2.1) by considering \( f(x) = e^x \). In the context of continuity, midpoint convexity gives rise to convexity. That is,
\[ f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y), \]
for all \( x, y \in J \) and \( 0 \leq \lambda \leq 1 \).

It is well known that every convex function on a closed interval can be modified at the endpoints to become convex and continuous. An immediate consequence of this remark is the integrability of \( f \). The integral of \( f \) can then be estimated by
\[ f \left( \frac{x + y}{2} \right) \leq \frac{1}{y - x} \int_x^y f(t) \, dt \leq \frac{f(x) + f(y)}{2}. \] (2.2)

This fundamental inequality, which was first published by Hermite in 1883 and independently proved in 1893 by Hadamard, is well known as the Hermite–Hadamard inequality. It is obvious that (2.2) is an interpolating inequality for (2.1).

There is a growing literature considering several interesting generalizations, refinements and interpolations in various frameworks. We would like to refer the reader to [6, 7] and references therein for more information. Some mathematicians have obtained several refinements of the operator inequalities as consequences of the Hermite–Hadamard inequality, for example [11, 15, 16].

If \( f \) is a convex function on \( J \), then the well-known Jensen’s inequality asserts that
\[ 0 \leq \sum_{i=1}^{n} p_i f(x_i) - f \left( \sum_{i=1}^{n} p_i x_i \right) := \mathcal{J}(f, \mathbf{x}, \mathbf{p}), \]
where \( \mathbf{x} = (x_1, \ldots, x_n) \in J^n \) and \( \mathbf{p} = (p_1, \ldots, p_n), p_i \geq 0 \) with \( \sum p_i = 1 \). \( \mathcal{J} \) is called the normalized Jensen functional and in recent years, many authors have studied it and have established upper and lower bounds for this functional; see [7] as an example.

**Theorem 2.1.** [7, Corollary 1] Let \( f \) be a convex function on \( J \). Then
\[ 2\lambda_{\min} \left( \frac{f(x_1) + f(x_2)}{2} - f \left( \frac{x_1 + x_2}{2} \right) \right) \leq \lambda f(x_1) + (1 - \lambda) f(x_2) - f(\lambda x_1 + (1 - \lambda)x_2) \]
\[ \leq 2\lambda_{\max} \left( \frac{f(x_1) + f(x_2)}{2} - f \left( \frac{x_1 + x_2}{2} \right) \right), \] (2.3)
where \( 0 \leq \lambda \leq 1 \), \( \lambda_{\min} = \min\{\lambda, 1 - \lambda\} \), \( \lambda_{\max} = \max\{\lambda, 1 - \lambda\} \) and \( x_1, x_2 \in J \).

First note that by integrating (2.3) over \([0, 1]\) we obtain
\[ \frac{1}{2} \left( \frac{f(x_1) + f(x_2)}{2} - f \left( \frac{x_1 + x_2}{2} \right) \right) \leq \frac{1}{2} f(x_1) + \frac{1}{2} f(x_2) - \frac{1}{x_2 - x_1} \int_{x_1}^{x_2} f(x) \, dx \]
\[ \leq \frac{3}{2} \left( \frac{f(x_1) + f(x_2)}{2} - f \left( \frac{x_1 + x_2}{2} \right) \right), \] (2.4)
That is, we have upper and lower bounds for the difference between the terms that appear in the left of (2.2).

3. Norm inequalities involving operator version of Heron and Heinz means

For the sake of simplicity, we denote

\[ F(\nu) = \frac{1}{2} \|A^\nu XB^{1-\nu} + A^{1-\nu}XB^\nu\|, \quad K(\nu) = \|A^\nu XB^{1-\nu} - A^{1-\nu}XB^\nu\|, \]

and

\[ G(\nu) = \left\| (1 - \nu)A^{\frac{1}{2}}XB^{\frac{1}{2}} + \nu \left( \frac{AX + XB}{2} \right) \right\|, \]

for \( A, B \in \mathcal{B}(\mathcal{H})_+ \), \( X \in \mathcal{I} \) and \( \nu \in [0,1] \). We remind the reader of a result in [10, Remarks 3.2 and 3.12] that the functions \( F(\nu) \) and \( K(\nu) \) are convex on \([0,1]\) and attain their minimum at \( \nu = 1/2 \).

As we have mentioned at the introduction, the authors of [10] have obtained a complete interpolation and comparison of operator inequalities for Heron and Heinz means. More precisely, they proved that \( G(\nu) \leq G(1/2) \) for \( \nu \in [0,1/2] \), \( G(\nu) \) is an increasing function for \( \nu \in [1/2, \infty) \) and

\[ F(\nu) \leq G(\alpha), \tag{3.1} \]

for \( \nu \in [1/4, 3/4] \) and \( \alpha \geq 1/2 \).

**Theorem 3.1.** Let \( 1/4 \leq \nu \leq 3/4 \) and \( \alpha \in [1/2, \infty) \). Then

\[ F(\nu) \leq (4r_0 - 1)F(1/2) + 2(1 - 2r_0)G(\alpha) \leq G(\alpha), \tag{3.2} \]

and

\[ F(1/2) + 2 \left( 2 \int_{1/4}^{3/4} F(\nu)d\nu - F(1/2) \right) \leq G(\alpha). \tag{3.3} \]

where \( r_0(\nu) = \min\{\nu, 1 - \nu\} \).

**Proof.** We first choose \( \frac{1}{4} \leq \nu \leq \frac{1}{2} \). Then using the convexity of \( F(\nu) \) (see [10, Remark 3.2]), we obtain

\[ F(\nu) = F \left( (2 - 4\nu) \frac{1}{4} + (4\nu - 1) \frac{1}{2} \right) \leq (2 - 4\nu)F(1/4) + (4\nu - 1)F(1/2). \tag{3.4} \]

Now using (3.1) with \( \nu = 1/4 \) in (3.4), we get

\[ F(\nu) \leq (4\nu - 1)F(1/2) + (2 - 4\nu)G(\alpha), \tag{3.5} \]

which is equivalent to

\[ F(\nu) \leq (4r_0 - 1)F(1/2) + 2(1 - 2r_0)G(\alpha) \leq G(\alpha), \]
for $\frac{1}{4} \leq \nu \leq \frac{1}{2}$.
If $\frac{1}{2} \leq \nu \leq \frac{3}{4}$, replace $\nu$ by $1 - \nu$ in (3.5) to get
\[
F(\nu) \leq (3 - 4\nu)F(1/2) + 2(2\nu - 1)G(\alpha)
= (4r_0 - 1)F(1/2) + 2(1 - 2r_0)G(\alpha)
\leq G(\alpha),
\]
(3.6)
as $1 - \nu = r_0$ in this case. This completes the proof of the first conclusion. The second conclusion follows by taking the sum of integrals with respect to $\nu$ of (3.5) and (3.6) over $[1/4, 1/2]$ and $[1/2, 3/4]$, respectively. \hfill \Box

A matrix version of Theorem 3.1 has been proved by Ali et al. in [2, Theorem 2.2 and 2.5].

**Theorem 3.2.** Let $1/4 \leq \nu \leq 3/4$ and $\alpha \in [1/2, \infty)$. Then
\[
(4r_0 - 1)F(1/2) + 2(1 - 2r_0)G(\alpha) \leq 2r_2F(1/2) + (1 - 2r_2)G(\alpha),
\]
where $r_2(\nu) = \min\{2\nu - \frac{1}{2}, |1 - 2\nu|, \frac{3}{2} - 2\nu\}$ and $r_0(\nu) = \min\{\nu, 1 - \nu\}$.

**Proof.** Let $l_1 = (4r_0 - 1)F(1/2) + 2(1 - 2r_0)G(\alpha)$ and $l_2 = 2r_2F(1/2) + (1 - 2r_2)G(\alpha)$. By a simple calculation, we have
\[
l_1 - l_2 = \begin{cases} 0 & \text{if } \nu \in [1/4, 3/8] \cup [5/8, 3/4]; \\
(8\nu - 3)F(1/2) + (3 - 8\nu)G(\alpha) & \text{if } \nu \in [3/8, 1/2]; \\
(-8\nu + 5)F(1/2) + (8\nu - 5)G(\alpha) & \text{if } \nu \in [1/2, 5/8].
\end{cases}
\]
So, by the inequality $F(1/2) \leq G(\alpha)$, we conclude that $l_1 - l_2 \leq 0$. \hfill \Box

**Remark 3.3.** On combining the results of Theorems 3.1 and 3.2, we obtain the following double inequality,
\[
\frac{1}{2} \||A^\nu XB^{1-\nu} + A^{1-\nu}XB^\nu||
\leq (4r_0 - 1)||A^{1/2}XB^{1/2}|| + 2(1 - 2r_0)||(1 - \alpha)A^{1/2}XB^{1/2} + \alpha \left(\frac{AX + XB}{2}\right)||
\leq 2r_2||A^{1/2}XB^{1/2}|| + (1 - 2r_2)||(1 - \alpha)A^{1/2}XB^{1/2} + \alpha \left(\frac{AX + XB}{2}\right)||
\]
for $A, B \in \mathbb{B}(\mathcal{H})_+$, $X \in \mathcal{I}$. This not only refines an inequality proved by Kaur et al. in [11] but also lifts that from a matrix version to an operator one.

Our next result is a new comparison between the Heron and Heinz means. First, a scalar version will be given.

**Proposition 3.4.** Let $a, b > 0$ and let $0 \leq \nu \leq 1$. Then
\[
H_\nu(a, b) \leq \left(\frac{H_1(a, b)}{H_{1/2}(a, b)}\right)^{1-\nu} F_\nu(a, b).
\]
(3.7)

**Proof.** Without loss of generality, we may assume $a = 1$. Then the desired inequality reduces to
\[
\frac{b^\nu + b^{1-\nu}}{2} \leq \left(\frac{1 + b}{2\sqrt{b}}\right)^{1-\nu} \left((1 - \nu)\sqrt{b} + \nu \frac{1 + b}{2}\right).
\]
(3.8)
To prove this inequality, let
\[
f(\nu) = \log(b^\nu + b^{1-\nu}) - (1 - \nu) \log \frac{1 + b}{2\sqrt{b}} - \log \left(2(1 - \nu)\sqrt{b} + \nu(1 + b)\right).
\]
Calculus computations show that
\[
f''(\nu) = \frac{(-1 + \sqrt{b})^4}{(-2\sqrt{b}(1 + \nu) + \nu b)^2} + \frac{4b^{1+2\nu}\log^2 b}{(b + b^{2\nu})^2}.
\]
It is clear that \(f''(\nu) \geq 0\) for \(0 \leq \nu \leq 1\). Hence, \(f\) is convex on \([0, 1]\). But then
\[
\log(b^\nu + b^{1-\nu}) \leq (1 - \nu) \log \frac{1 + b}{2\sqrt{b}} + \log \left(2(1 - \nu)\sqrt{b} + \nu(1 + b)\right),
\]
which is equivalent to \((3.8)\).

Notice that \((3.7)\) reads as
\[
\frac{a^{\nu}\nu^{1-\nu} + a^{1-\nu}\nu^\nu}{2} \leq \left(\frac{a + b}{2\sqrt{ab}}\right)^{1-\nu} \left(\nu \sqrt{ab} + \frac{a + b}{2}\right)^{1-\nu}.
\]
The factor \(\frac{a + b}{2\sqrt{ab}}\) has appeared in recent studies of means refinements. The quantity
\[
\left(\frac{a + b}{2\sqrt{ab}}\right)^2
\]
has been referred to as the Kantorovich constant. We refer the reader to [14] and its references as a sample of some work treating this constant.

Our next result is a matrix version of \((3.7)\).

**Corollary 3.5.** Let \(A, B \in \mathcal{M}_n^+\), \(X \in \mathcal{M}_n\) and \(0 \leq \nu \leq 1\). If there are two positive numbers \(m, M\) such that \(m \leq A, B \leq M\), then
\[
\left\|A^\nu XB^{1-\nu} + A^{1-\nu}XB^\nu\right\|_2 \leq \left\|\frac{m + M}{2\sqrt{mM}} \left[(1 - \nu)A^{\frac{1}{2}}XB^{\frac{1}{2}} + \nu AX + XB\right]\right\|_2.
\]

**Proof.** Let \(A = U \text{diag}(\lambda_i)U^*\) and \(B = V \text{diag}(\mu_j)V^*\) be the spectral decompositions of \(A\) and \(B\), respectively. Letting \(U^*XV = Y\), we have
\[
\frac{A^\nu XB^{1-\nu} + A^{1-\nu}XB^\nu}{2} = U \text{diag}(\lambda_i^\nu)Y \text{diag}(\mu_j^{1-\nu}) + \text{diag}(\lambda_i^{1-\nu})Y \text{diag}(\mu_j^\nu) V^*
\]
where \(\circ\) stands for the Schur product. Since \(\|\cdot\|_2\) is unitarily invariant and recalling \((3.7)\), we get
\[
\left\|A^\nu XB^{1-\nu} + A^{1-\nu}XB^\nu\right\|_2^2 = \sum_{i,j} \left(\frac{\lambda_i^{\nu\mu_j^{1-\nu}} + \mu_i^{1-\nu}\mu_j^\nu}{2}\right)^2 |y_{ij}|^2
\]
\[
\leq \sum_{i,j} \left(\frac{\lambda_i + \mu_j}{2\sqrt{\lambda_i\mu_j}}\right)^{2(1-\nu)} \left((1 - \nu)\frac{\lambda_i^{\frac{1}{2}}\mu_j^{\frac{1}{2}} + \nu \lambda_i + \mu_j}{2}\right)^2 |y_{ij}|^2
\]
\[
\leq \left(\frac{m + M}{2\sqrt{mM}}\right)^{2(1-\nu)} \left\|\left[(1 - \nu)A^{\frac{1}{2}}XB^{\frac{1}{2}} + \nu AX + XB\right]\right\|_2^2,
\]
where we have used the fact that \(m \leq \lambda_i, \mu_j \leq M\) to obtain the last line. \(\square\)
4. The Difference Version of Heinz Inequality

In this section, we still adopt the predefined function \( K(\nu) = |||A^\nu XB^{1-\nu} - A^{1-\nu}XB^\nu||| \).

**Theorem 4.1.** Let \( 1/4 \leq \nu \leq 3/4 \). Then

\[
K(\nu) \leq 2(1 - 2r_0)K(1/4),
\]
and

\[
\int_{1/4}^{3/4} K(\nu) d\nu \leq \frac{1}{4}K(1/4) \leq \frac{1}{8}K(1),
\]

where \( r_0(\nu) = \min\{\nu, 1 - \nu\} \).

**Proof.** We first prove the result for \( 1/4 \leq \nu \leq 1/2 \). By a simple calculation, we obtain \( r_0(\nu) \in [1/4, 1/2] \) and \( \nu = \frac{2(1-2r_0)}{4} + \frac{4r_0-1}{2} \). Now, using the convexity of \( K(\nu) \), [10, Remark 3.12], we obtain

\[ K(\nu) \leq 2(1 - 2r_0)K(1/4) + (4r_0 - 1)K(1/2) = 2(1 - 2r_0)K(1/4), \]
as \( K(1/2) = 0 \). The case \( 1/2 \leq \nu \leq 3/4 \) follows from the symmetry of function \( K(\nu) \) about the line \( \nu = 1/2 \). The second result is due to the sum of integrals of (4.1) with respect to \( \nu \) over \([1/4, 1/2]\) and \([1/2, 3/4]\), respectively.

**Remark 4.2.** We remark that inequality (4.1) in Theorem 4.1 can be written as,

\[ |||A^\nu XB^{1-\nu} - A^{1-\nu}XB^\nu||| \leq 2(1 - 2r_0)|||A^{1/4}XB^{3/4} - A^{3/4}XB^{1/4}|||, \]
equivalently,

\[ |||A^\nu XB^{1-\nu} - A^{1-\nu}XB^\nu||| \leq 2|1 - 2\nu| |||A^{1/4}XB^{3/4} - A^{3/4}XB^{1/4}|||. \]

Now recall (1.5) for \( \nu = 1/4 \) or \( 3/4 \), we obtain,

\[ |||A^{1/4}XB^{3/4} - A^{3/4}XB^{1/4}||| \leq \frac{1}{2}|||AX - XB|||. \]

On combining (4.3) and (4.4), we obtain

\[ |||A^\nu XB^{1-\nu} - A^{1-\nu}XB^\nu||| \leq 2|1 - 2\nu| |||A^{1/4}XB^{3/4} - A^{3/4}XB^{1/4}||| \leq |1 - 2\nu|||AX - XB|||. \]

This proves that (4.1) in Theorem 4.1 interpolates (1.5). Similarly (4.2) refines the integral version of (1.5).

Before stating the next generalization of the difference version of Heinz inequality, we remind two lemmas. For the first lemma, we refer the reader to [9, p. 343]. For the used notation, \( Y \circ Z \) refers to the Schur (Hadamard) product of \( Y \) and \( Z \). That is, it is the entrywise multiplication of \( Y \) and \( Z \).

**Lemma 4.3.** If \( Y \in M_n^+ \) and \( Z \in M_n \) then

\[ |||Y \circ Z||| \leq \max_i y_{ii} |||Z|||. \]

A good reference for the following Lemma is [5].
Lemma 4.4. If \((\mu_i)\) are positive numbers, then for \(0 \leq r \leq 1\), the matrix \(Y\) whose entries are
\[
y_{ij} = \begin{cases} \frac{\mu_i^r - \mu_j^r}{\mu_i^r - \mu_j^r}, & \mu_i \neq \mu_j \\ r\mu_i^{-1}, & \mu_i = \mu_j \end{cases}
\]
is positive definite.

Now we have the following generalization of the difference version of Heinz inequality.

Theorem 4.5. Let \(A, B \in \mathcal{M}_n^{++}\) and \(X \in \mathcal{M}_n\). Then for \(\alpha \geq 1, \frac{1-\alpha}{2} \leq \nu \leq \frac{1+\alpha}{2}\), and any unitarily invariant norm \(||| \cdot |||\) on \(\mathcal{M}_n\),
\[
\alpha|||A^{\nu}XB^{1-\nu} - A^{1-\nu}XB^{\nu}||| \\
\leq |2\nu - 1| \max(|||A^{1-\alpha}|||, |||B^{1-\alpha}|||) \ |||A^\alpha X - XB^\alpha|||,
\]
where \(||| \cdot |||\) is the operator norm.

Proof. It suffices to prove the required inequality for the special case when \(A = B\) and \(A\) is diagonal. Then the general case follows by replacing \(A\) with \(\begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix}\) and \(X\) with \(\begin{pmatrix} 0 & X \\ 0 & 0 \end{pmatrix}\).

So, assume \(A = \text{diag}(\lambda_i) > 0\), and let \(W = A^{\nu}XA^{1-\nu} - A^{1-\nu}XA^{\nu}\). Then \(W = Y \circ Z\) where \(Z = A^{\alpha}X - XA^\alpha\) and
\[
Y = \begin{cases} \frac{\lambda_i^{\nu-1} - \lambda_j^{\nu-1}}{\lambda_i^{\nu} - \lambda_j^{\nu}}, & \lambda_i \neq \lambda_j \\ \frac{2\nu - 1}{\alpha \lambda_i^{\nu-1}}, & \lambda_i = \lambda_j \end{cases}
\]

Observe that when \(\frac{1}{2} \leq \nu \leq \frac{1+\alpha}{2}\), we have \(0 \leq \frac{2\nu - 1}{\alpha} \leq 1\) and hence, \(Y \geq 0\) because
\[
y_{ij} = \lambda_i^{1-\nu} \left( \frac{(\lambda_i^{\alpha})^{\nu} - (\lambda_j^{\alpha})^{\nu}}{\lambda_i^{\alpha} - \lambda_j^{\alpha}} \right) \lambda_j^{1-\nu}
\]
when \(\lambda_i \neq \lambda_j\) and \(y_{ii} = \lambda_i^{1-\nu} \left( \frac{2\nu - 1}{\alpha} \right) \lambda_i^{1-\nu}\) by virtue of Lemma 4.4, on letting \(r = \frac{2\nu - 1}{\alpha}\) and \(\mu_i = \lambda_i^{\alpha}\). Consequently, by Lemma 4.3,
\[
|||W||| \leq \max_i y_{ii} |||Z|||
\]
= \[
\frac{1}{\alpha} (2\nu - 1) |||A^{1-\alpha}||| |||Z|||.
\]

Now, if \(\frac{1-\alpha}{2} \leq \nu \leq \frac{1}{2}\), we have \(Y \leq 0\), hence \(W = |Y| \circ (-Z)\), which then implies the result for these values of \(\nu\). \qed

Another generalization of the difference version reads as follows.

Theorem 4.6. Let \(A, B \in \mathcal{M}_n^{++}\), \(X \in \mathcal{M}_n\) and \(0 < r \leq 1\). Then
\[
|||A^rX - XB^r||| \leq r \max(|||A^{-1}|||, |||B^{-1}|||) |||AX - XA|||.
\]
Proof. This follows immediately by noting that
\[ A^* X - X A^* = Y \circ Z \]
where \( A = \text{diag}(\lambda_i) \), \( Z = AX - XA \)
and
\[ y_{ij} = \begin{cases} \frac{\lambda_i - \lambda_j}{r\lambda_i^{r-1}}, & \lambda_i \neq \lambda_j \\ \lambda_i, & \lambda_i = \lambda_j \end{cases} \]
Then arguing like Theorem 4.5 implies the required inequality. \( \square \)

On the other hand, a reverse of the difference version of the Heinz inequality maybe obtained as follows.

**Proposition 4.7.** Let \( A, B \in \mathbb{B}(\mathcal{H})_{++}, X \in \mathcal{I} \) and let \( \nu \not\in [0, 1] \). Then
\[
|||A^{1-\nu}XB^{\nu} - A^\nu XB^{1-\nu}||| \geq |2\nu - 1| \ |||A^1 - XB|||.
\]
**Proof.** For \( C, D \in \mathbb{B}(\mathcal{H})_+, Z \in \mathcal{I} \) and \( 0 \leq \mu \leq 1 \), we have
\[
|||C^{\mu}ZD^{1-\mu} - C^{1-\mu}ZD^{\mu}||| \leq |2\mu - 1| \ |||C^1 - ZD|||.
\] (4.5)
Now if \( \nu \not\in [0, 1] \), let \( \mu = \frac{\nu}{2\nu - 1} \). Then \( \mu \in [0, 1] \). For \( A, B \in \mathbb{B}(\mathcal{H})_{++}, X \in \mathcal{I} \), and let
\[ C = A^{2\nu - 1}, Z = A^{1-\nu}XB^{1-\nu} \text{ and } D = B^{2\nu - 1}. \]
Then substituting these parameters in (4.5) implies the desired inequality. \( \square \)

As mentioned in the introduction, in [10, Remark 3.12] it is proved that the function \( \nu \mapsto |||A^{1-\nu}XB^{\nu} - A^\nu XB^{1-\nu}||| \) is convex on \([0, 1]\). In the next result, we extend this convexity to \( \mathbb{R} \). The proof of this result is based on some delicate manipulations of the given parameters. The computations follow the same reasoning as in the proof of [17, Theorem 4, p. 14], and hence, we do not include them here.

**Proposition 4.8.** Let \( A, B \in \mathbb{B}(\mathcal{H})_{++}, X \in \mathcal{I} \) and let \( K(\nu) = |||A^{1-\nu}XB^{\nu} - A^\nu XB^{1-\nu}||| \). Then \( f \) is convex on \( \mathbb{R} \).

This convexity entails the following difference version of the Heinz inequality. The proof follows immediately from [17, Theorem 1, p.4 and Theorem 2, p.6], taking \( a = 0, b = 1 \).

**Corollary 4.9.** Let \( A, B \in \mathbb{B}(\mathcal{H})_{++}, X \in \mathcal{I}, \nu \geq 0 \) and let \( N \in \mathbb{N} \). Then
\[
K(0) + \sum_{j=1}^{N} 2^j \nu \left[ \frac{K(0) + K(2^{1-j})}{2} - K(2^{-j}) \right] \leq K(-\nu).
\]
On the other hand, if \( \nu \leq -1 \), then
\[
K(0) - \sum_{j=1}^{N} 2^j (1 + \nu) \left[ \frac{K(1) + K(1 - 2^{1-j})}{2} - K(1 - 2^{-j}) \right] \leq K(-\nu).
\]
For example, when \( N = 1 \), the first inequality of the above corollary reduces to
\[
(1 + 2\nu)|||AX - XB||| \leq |||A^{1+\nu}XB^{-\nu} - A^{-\nu}XB^{1+\nu}|||.
\]
5. Consequences of Jensen functionals of convex functions for norm inequalities

Now, we are in a situation to obtain the following results which are the refinements of (3.2) and (3.3).

**Theorem 5.1.** Let $1/4 \leq \nu \leq 3/4$ and $\alpha \in [1/2, \infty)$. Then

$$F(\nu) \leq F(\nu) + 2\lambda_{\min} \left( \frac{F(1/4) + F(1/2)}{2} - F \left( \frac{1/4 + 1/2}{2} \right) \right)$$

$$\leq \frac{(4r_0 - 1)F(1/2) + 2(1 - 2r_0)G(\alpha)}{G(\alpha)}, \quad (5.1)$$

where $r_0 = \min\{\nu, 1 - \nu\}$ and $\lambda_{\min} = \min\{2 - 4\nu, 4\nu - 1\}$.

**Proof.** First, we consider the case $\nu \in [1/4, 1/2]$. Then we choose $\lambda = [0, 1]$ as $\lambda = 2 - 4\nu$, i.e., $\nu = \frac{\lambda}{4} + \frac{1-\lambda}{2}$. Using (2.3) we obtain that

$$F(\nu) + 2\lambda_{\min} \left( \frac{F(1/4) + F(1/2)}{2} - F \left( \frac{3/4}{2} \right) \right)$$

$$\leq 2(1 - 2\nu)F(1/4) + (4\nu - 1)F(1/2),$$

where $\lambda_{\min} = \min\{\lambda, 1 - \lambda\} = \min\{2 - 4\nu, 4\nu - 1\}$. By (3.1), we have

$$F(\nu) + 2\lambda_{\min} \left( \frac{F(1/4) + F(1/2)}{2} - F \left( \frac{3/4}{2} \right) \right)$$

$$\leq (4\nu - 1)F(1/2) + 2(1 - 2\nu)G(\alpha).$$

So,

$$F(\nu) + 2\lambda_{\min} \left( \frac{F(1/4) + F(1/2)}{2} - F \left( \frac{3/4}{2} \right) \right)$$

$$\leq (4r_0 - 1)F(1/2) + 2(1 - 2r_0)G(\alpha).$$

Similarly, for $\nu \in [1/2, 3/4]$ we have

$$F(\nu) + 2\lambda_{\min} \left( \frac{F(3/4) + F(1/2)}{2} - F \left( \frac{5/4}{2} \right) \right)$$

$$\leq 2(2\nu - 1)F(3/4) + (3 - 4\nu)F(1/2),$$

where $\lambda_{\min} = \min\{\lambda, 1 - \lambda\} = \min\{4\nu - 2, 3 - 4\nu\}$. Using again (3.1), we get

$$F(\nu) + 2\lambda_{\min} \left( \frac{F(3/4) + F(1/2)}{2} - F \left( \frac{5/4}{2} \right) \right)$$

$$\leq (4r_0 - 1)F(1/2) + 2(1 - 2r_0)G(\alpha).$$

As $F$ is symmetric about $\nu = 1/2$, we get the desired result. \( \square \)

**Theorem 5.2.** Let $1/4 \leq \nu \leq 3/4$ and $\alpha \in [1/2, \infty)$. Then

$$F(1/2) + \left( \frac{F(1/4) + F(1/2)}{2} - F \left( \frac{1/4 + 1/2}{2} \right) \right) + 2 \left( \int_{1/4}^{3/4} F(\nu)d\nu - F(1/2) \right)$$

$$\leq G(\alpha).$$
Proof. First, we consider the case $\nu \in [1/4, 1/2]$. Integrating inequality (5.1) we obtain that
\[
\int_{1/4}^{1/2} F(\nu) d\nu + 2 \left( \frac{F(1/4) + F(1/2)}{2} - F \left( \frac{1/4 + 1/2}{2} \right) \right) \int_{1/4}^{1/2} \lambda_{\text{min}}(\nu) d\nu \\
\leq F(1/2) \int_{1/4}^{1/2} 4\nu - 1 d\nu + G(\alpha) \int_{1/4}^{1/2} 2(1 - 2\nu) d\nu \\
\leq 1/4G(\alpha),
\]
or equivalently,
\[
\int_{1/4}^{1/2} F(\nu) d\nu + \frac{1}{8} \left( \frac{F(1/4) + F(1/2)}{2} - F \left( \frac{3}{8} \right) \right) \\
\leq \frac{1}{8}F(1/2) + \frac{1}{8}G(\alpha) \leq \frac{1}{4}G(\alpha).
\]
Mimicking the same idea in the interval $[1/2, 3/4]$ and using the symmetry of $F(\nu)$, we get
\[
\int_{1/2}^{3/4} F(\nu) d\nu + \frac{1}{8} \left( \frac{F(1/4) + F(1/2)}{2} - F \left( \frac{3}{8} \right) \right) \\
\leq \frac{1}{8}F(1/2) + \frac{1}{8}G(\alpha) \leq \frac{1}{4}G(\alpha).
\]
Adding inequalities (5.2) and (5.3), we have
\[
\int_{1/4}^{3/4} F(\nu) d\nu + \frac{1}{4} \left( \frac{F(1/4) + F(1/2)}{2} - F \left( \frac{3}{8} \right) \right) \\
\leq \frac{1}{4}F(1/2) + \frac{1}{4}G(\alpha) \leq \frac{1}{2}G(\alpha).
\]
Finally, we conclude that
\[
F(1/2) + 2 \left( 2 \int_{1/4}^{3/4} F(\nu) d\nu - F(1/2) \right) + \left( \frac{F(1/4) + F(1/2)}{2} - F \left( \frac{3}{8} \right) \right) \leq G(\alpha).
\]
\[\Box\]

Next, we prove the results refining (4.1) and (4.2).

**Theorem 5.3.** Let $1/4 \leq \nu \leq 3/4$. Then
\[
K(\nu) \leq K(\nu) + 2\lambda_{\text{min}} \left( \frac{1}{2}K(1/4) - K(3/8) \right) \leq 2(1 - 2r_0)K(1/4),
\]
where $r_0 = \min\{\nu, 1 - \nu\}$ and $\lambda_{\text{min}} = \min \{2 - 4r_0, 4r_0 - 1\}$.

Proof. First, we consider the case $\nu \in [1/4, 1/2]$. Then we choose $\lambda \in [0, 1]$ as $\lambda = 2 - 4\nu$, i.e., $\nu = \frac{1}{4} + \frac{1-\lambda}{2}$. Using (2.3) we obtain that
\[
K(\nu) + 2\lambda_{\text{min}} \left( \frac{K(1/4) + K(1/2)}{2} - K \left( \frac{3/4}{2} \right) \right) \\
\leq 2(1 - 2\nu)K(1/4) + (4\nu - 1)K(1/2),
\]
where $\lambda_{\text{min}} = \min\{\lambda, 1 - \lambda\} = \min\{2 - 4\nu, 4\nu - 1\}$. Since $K(1/2) = 0$, we have

$$K(\nu) + 2\lambda_{\text{min}}\left(\frac{1}{2}K(1/4) - K(3/8)\right) \leq 2(1 - 2\nu)K(1/4).$$

So,

$$K(\nu) + 2\lambda_{\text{min}}\left(\frac{1}{2}K(1/4) - K(3/8)\right) \leq 2(1 - 2r_0)K(1/4).$$

Similarly, for $\nu \in [1/2, 3/4]$, we have

$$K(\nu) + 2\lambda_{\text{min}}\left(\frac{K(3/4) + K(1/2)}{2} - K\left(\frac{5/4}{2}\right)\right) \leq 2(2\nu - 1)K(3/4) + (3 - 4\nu)K(1/2),$$

where $\lambda_{\text{min}} = \min\{\lambda, 1 - \lambda\} = \min\{4\nu - 2, 3 - 4\nu\}$. Since $K(1/2) = 0$, we get

$$K(\nu) + 2\lambda_{\text{min}}\left(\frac{1}{2}K(3/4) - K(5/8)\right) \leq 2(1 - 2r_0)K(3/4).$$

As $K$ is symmetric respect to $\nu = 1/2$, we get the desired result. \(\Box\)

**Theorem 5.4.** The following inequality holds,

$$\int_{1/4}^{3/4} K(\nu) d\nu \leq \frac{1}{8}K(1/4) + \frac{1}{4}K(3/8). \quad (5.5)$$

**Proof.** By simple calculations we obtain

$$\lambda_{\text{min}} = \begin{cases} 
4\nu - 1 & \text{for} \quad 1/4 \leq \nu \leq 3/8 \\
2 - 4\nu & \text{for} \quad 3/8 \leq \nu \leq 1/2 \\
4\nu - 2 & \text{for} \quad 1/2 \leq \nu \leq 5/8 \\
3 - 4\nu & \text{for} \quad 5/8 \leq \nu \leq 3/4.
\end{cases}$$

Now, taking the sum of integrals of (5.4) with $\lambda_{\text{min}}$ as above in the respective intervals and suitable $r_0$, keeping in view symmetry of $K(\nu)$ about the line $\nu = 1/2$, we obtain the required result. \(\Box\)

**Remark 5.5.** We claim that inequality (5.5) interpolates (4.2). Indeed,

$$\int_{1/4}^{3/4} K(\nu) d\nu \leq \frac{1}{8}K(1/4) + \frac{1}{4}K(3/8) \leq \frac{1}{4}K(1/4),$$

noting that $K(3/8) \leq 1/2K(1/4) + 1/2K(1/2)$, which follows from convexity of $K(\nu)$.

**Remark 5.6.** Recently, Bhatia proved in [4] the following inequality in matrix version for the case of the Schatten 2-norm

$$\frac{1}{2}\|A^\nu B^{1-\nu} + B^\nu A^{1-\nu}\|_2 \leq \frac{1}{2}\|A^\nu B^{1-\nu} + A^{1-\nu} B^\nu\|_2 = F_{2,1}(\nu),$$

for $A, B$ positive definite matrices and $\nu \in [1/4, 3/4]$. 
Setting
\[ F_{2,1}(\nu) = \frac{1}{2} \| A^\nu B^{1-\nu} + A^{1-\nu} B^\nu \|_2. \]

and combining the last inequality with Theorem 5.1, we get the following statement: if \( \nu \in [1/4, 3/4] \) and \( \alpha \in [1/2, \infty) \), then
\[
\frac{1}{2} \| A^\nu B^{1-\nu} + B^\nu A^{1-\nu} \|_2 \leq F_{2,1}(\nu) \leq F_{2,1}(\nu) + 2\lambda_{\text{min}} \left( \frac{F_{2,1}(\frac{1}{2}) + F_{2,1}(\frac{1}{2})}{2} - F_{2,1}(\frac{3}{8}) \right) \\
\leq \ (4r_0 - 1)F_{2,1}(\frac{1}{2}) + 2(1 - 2r_0)G_{2,1}(\alpha) \leq G_{2,1}(\alpha),
\]

where \( r_0 = \min\{\nu, 1 - \nu\} \), \( \lambda_{\text{min}} = \min\{2 - 4r_0, 4r_0 - 1\} \) and \( G_{2,1}(\alpha) = \|(1 - \alpha)A^{\frac{1}{16}}B^{\frac{1}{16}} + \alpha (\frac{A + B}{2})\|_2 \). In particular, if \( \alpha \in [1/2, 1] \) we obtain
\[
\frac{1}{2} \| A^\nu B^{1-\nu} + B^\nu A^{1-\nu} \|_2 \leq F_{2,1}(\nu) \leq F_{2,1}(\nu) + 2\lambda_{\text{min}} \left( \frac{F_{2,1}(\frac{1}{2}) + F_{2,1}(\frac{1}{2})}{2} - F_{2,1}(\frac{3}{8}) \right) \\
\leq \ (4r_0 - 1)F_{2,1}(\frac{1}{2}) + 2(1 - 2r_0)G_{2,1}(\alpha) \leq G_{2,1}(\alpha) \\
\leq G_{2,1}(1) = \left\| \frac{A + B}{2} \right\|_2.
\]

On Zou’s questions: In [19], the author presented a matrix inequality related to Heinz and Heron means. More precisely, he obtained a matrix version of inequality (1.2) for the Schatten norm. If \( \nu \in [0, 1], A, B \in \mathcal{M}_n^+ \), then it holds
\[
\frac{1}{2} \| A^\nu X B^{1-\nu} + B^\nu X A^{1-\nu} \|_2 \leq \left\| (1 - \alpha(\nu))A^{\frac{1}{2}} X B^{\frac{1}{2}} + \alpha(\nu) \left( \frac{AX + XB}{2} \right) \right\|_2, \tag{5.6}
\]

where \( \alpha(\nu) = 1 - 4(\nu - \nu^2) \). In that paper, Zou proposed different conjecture or open questions related to inequality (5.6).

An inequality weaker than (5.6) is
\[
\frac{1}{2} \| A^\nu X B^{1-\nu} + B^\nu X A^{1-\nu} \| \leq \left(1 - \alpha(\nu)\right)\| A^{\frac{1}{2}} X B^{\frac{1}{2}} \| + \alpha(\nu) \left\| \frac{AX + XB}{2} \right\|,
\]

with \( A, B \in \mathcal{M}_n^+, X \in \mathcal{M}_n \) and for any unitarily invariant norm \( \|\| \| \cdot \|\| \| \). Zou conjectured that this inequality is true.

Another possible comparison between the Heinz and Heron means is the following:
\[
H_\nu(a, b) \leq F_{r_0}(a, b),
\]

where \( \nu \in [0, 1] \) and \( r_0 = \min\{\nu, 1 - \nu\} \). Zou [19] posed the following question: Is it true that
\[
F(\nu) \leq G(1 - 2r_0)\?
\]

According to Zou, to answer this question we have to decide whether the function
\[
f(x) = \cosh(\beta x) \frac{1}{1 - \beta + \beta \cosh(x)}, \quad 0 \leq \beta \leq 1,
\]
is positive definite. Here, we give a negative answer to this question. For this we choose, \( \nu = 0.42 \) and \( x_1 = 1.7006, \ x_2 = 0, \ x_3 = 0.8047 \) then the matrix

\[
\begin{pmatrix}
\cosh((1 - 2\nu)(x_i - x_j)) \\
2\nu + (1 - 2\nu) \cosh(x_i - x_j)
\end{pmatrix} = \begin{pmatrix}
1 & 0.8023 & 0.9454 \\
0.8023 & 1 & 0.9560 \\
0.9454 & 0.9560 & 1
\end{pmatrix}.
\]

The determinant of the above matrix turns out to be \(-0.0012\).

6. Refinements of the Cauchy–Schwarz inequality for matrices

For \( A, B \in \mathcal{B}(\mathcal{H})_+ \) and any real number \( r > 0 \), the inequality

\[
|||A^rB^r|||^2 \leq |||A^{1/2}XB^{1/2}|||^r \cdot |||A^{1/2}X^{-1/2}XB^{-1/2}|||^r |||A^{1/2}XB^{1/2}|||^r |||A^{-1/2}X^{-1/2}XB^{-1/2}|||^r
\]

is called the operator Cauchy–Schwarz inequality. Let \( A, B \) be positive definite matrices and \( X \in \mathcal{M}_n \). Then, for every positive real number \( r \), we consider the function

\[
\phi(t) = |||A^tXB^{1-t}|||^r \cdot |||A^{1-t}XB^t|||^r
\]

which is convex on \([0, 1]\) and attains its minimum at \( t = \frac{1}{2} \). As a consequence of this last fact, Hiai and Zhan [8] obtained the following inequality

\[
|||A^{1/2}XB^{1/2}|||^2 \leq \phi(t) \leq |||AX|||^r \cdot |||XB|||^r,
\]

which is a refinement of (6.1).

In this section, we utilize the convexity of \( \phi(t) \) and Theorem 2.1 to obtain a refinement of the second inequality in (6.2).

**Theorem 6.1.** Let \( A, B \in \mathcal{M}_n^+ \) and \( X \in \mathcal{M}_n \). Then for \( t \in [0, 1] \),

\[
\phi(t) \leq \phi(t) + \lambda_{\min} \left( \frac{\phi(1/2) + \phi(0)}{2} - \phi \left( \frac{1}{4} \right) \right) \leq (1 - 2t_0)\phi(0) + 2t_0\phi(1/2),
\]

where \( t_0 = \min\{t, 1 - t\} \) and \( \lambda_{\min} = \min\{1 - 2t_0, 2t_0\} \).

**Proof.** The proof is a consequence of Theorem 2.1. \( \square \)
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