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Abstract
Wireless sensor networks (WSNs) have been transforming over recent years with development in the design of smart real-time applications. However, it presents numerous challenges in terms of fault-tolerant communication, low latency, scalability, and transmission efficiency. It is extremely difficult for WSNs to detect runtime faults since they’re unaware of the internal processes at work within the sensor node. As a result, valuable sensed information cannot reach its destination and performance starts degrading. Towards this objective, the proposed mechanism applies a novel pre-fault detection mechanism based on a fuzzy rule-based method for multilevel transmission in distributed sensor networks. The proposed mechanism uses a fuzzy rule set to make routing decisions. A fuzzy decision rule set is proposed to perform routing based on the fuzzy fault count status of a node. The proposed mechanism assists in identifying the fault in advance and determining the optimal routing path to save energy and improve network performance. In accordance with the node fault status, the data transmission rate is finalized to prevent further energy consumption. The results demonstrated that the proposed mechanism performed well on judgment evaluation metrics like the energy dissipation ratio, throughput, packet loss rate and communication delay.
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1 Introduction

The wireless sensor network has a self-organized setup and deploys in a hostile environment where human interference is negligible. In order to get better results from the sensor network, the sensor node needs to remain active for a longer time and should maintain the network connectivity. A sensor network’s lifespan is affected by how well it utilizes the available resources, and in particular the battery capacity of the sensor node [1]. Wireless sensor networks face the challenge of minimizing battery consumption. The design of fault-tolerant routing is also a significant challenge for WSNs. Sensor nodes can fail if they are exposed to several environmental threats. The performance of a WSN can be improved by identifying and recovering the defective nodes immediately so that network connections can be maintained. To maintain quality of service (QoS), faulty nodes must be discovered and recovered within a reasonable timeframe. Without adequate control over sensor faults, the quality of services (QoS) of the network continuously let down [2].

Wireless sensor networks (WSNs) have proven to be a promising technology for designing and deploying real-time applications due to their potential to monitor the real world. Wireless radio transducers, supervisor equipment, and storage units comprise the sensors, which are deployed in distributed and dynamic forms [3]. With the rapid development of micro-electronic devices, it is feasible to design sensors with enhanced features, greater reliability, and support a comprehensive set of real-time applications such as target following, natural disaster management, hazardous atmosphere detection, and seismic distinguishing [4].

In WSNs, instant fault detection due to unstructured and unpredictable behavior is a very crucial issue. The majority of the fault detection methods currently in use, detect only permanent faults during fault diagnosis periods. The sensor node spreads the data to other sensor nodes that are within transmission range, and if acknowledgement isn’t received, it detects a permanent fault. The transfer of data to the failure node, however, consumes energy. A pre-fault detection method can be used to restrict this. In order to transmit data correctly, note the energy level of the next node before transmitting. If the energy level is below the threshold, stop the transmission since the node is not able to process the information [5]. In this mechanism, energy is conserved. Using the proposed study, one can detect a permanent fault in low energy networks, a transit fault, and a stuck fault using sensed information in the network, and save energy by adjusting operations accordingly. The results of wireless sensor networks can be improved by using fuzzy logic based decision-making procedures.

It has been demonstrated that fuzzy logic can be used in WSNs because it permits various parameters to be integrated efficiently and produces realistic results [6, 7]. Fuzzy logic is the best approach for sensor functionality. A fuzzy logic approach can be applied across a wide range of research areas, beyond what one might expect. The fuzzy logic approach has been used to make decisions about routing data in WSNs when there is a fault. This reduces power consumption and makes network performance much more efficient [8].

The following are the major contributions of the proposed mechanism:

- A novel fuzzy logic approach was presented to detect faulty nodes in the target monitoring area categorized into three faults like permanent fault, transit fault, and stuck fault.
- The proposed mechanism allows each node to participate in the routing process according to their computing capabilities.
• Enhances the accuracy of fault detection during the data routing process.

2 Related Work

An overview of the existing research based on fault detection using fuzzy logic systems is given in this section. Based on fuzzy interpretation attributes, Javanmard et al. [9] proposed faulty node detection. The voting technique is used in this case to predict the percentage of faulty nodes. According to the author, the routing protocol aims to detect faults at intermediate nodes as well. The author demonstrates the study by using three parameters, records processing complexity, point-to-point delay, and energy consumption.

A fault detection pattern has been proposed for failure nodes in wireless sensor networks by Bhajantri et al. [10]. The simulation model establishes the performance of the distributed fault detection method for fault detection accuracy. A beacon message is periodically transmitted from each sensor node to a neighboring node to know its status. The sensor node keeps track of the neighbor node’s energy level, bandwidth, and link competence statistics. Using fuzzy logic estimation algorithms, each node detects faulty sensors during transmission by analyzing the collected measurements.

The authors of this paper [11] have developed a deterministic cluster deployment model that includes a fuzzy optimization algorithm for identifying faulted nodes. The fuzzy estimator is used to discover intra-cluster and inter-cluster faults for various fault categories. It calculates Fault index measures for each sensor and forwards them to the appropriate cluster head. Cluster heads compare their index value to the defined threshold value. If the Fault index measures are less than this threshold value, the cluster is identified as a standard cluster, otherwise, it is considered a faulty node and circulates this information to the neighbor’s node. A Fuzzy knowledge-based fault tolerance mechanism is discussed in Sasmita et al. [12]. The study uses an energy conservation sleep state mechanism to conserve energy and a fuzzy rule to detect the fault in the network. Prasenjit et.al [13] proposed a fuzzy rule-based fault detection mechanism for a scalable network. Grouping and supervision of faulty nodes are none depending on their fault status. Due to uncertainties in the WSN environment, a fuzzy logic approach is utilized to get better results. It categorizes different nodes according to the set of functions and creates a non-fuzzy control to acquire proper sensed value from various types of nodes [13].

Raghunath and Thirukumaran [14] have implemented instant synchronization by finding faulty nodes. This approach is also using a fuzzy-based estimator to identify faults in the routing process. It avoids collisions and reduces delays in communication. It implements a rapid installation system using a fuzzy support approach [14]. Pakdel et. al. [15] proposed cluster head fault detection using fuzzy methods. In this approach, cluster head fault is detected if no response is received in a particular period. A fuzzy logic system is used to select a new substitute for cluster head by considering residual energy and minimum distance node from faulty sensor node [15]. Saeed et.al. (2012) have proposed a fuzzy inference system based on probabilistic theory. In the suggested algorithm only one fault can be identified which is having a different sensing value than expectation using the variable rating method. If the result has substantial change from the rate variables of neighboring nodes then the node is clear as a faulty node [16]. Raja Al Kiyumi et al. [17] has suggested the fuzzy logic-based routing algorithm for heterogeneous networks. The main approach for the proposed model is to enhance the lifetime of distributed networks by reducing energy consumption based on a fuzzy logic approach [17]. Krishna and Rout [18]
has suggested a fuzzy-based delay-aware routing protocol. A node with greater residual energy, buffer, and available space with node, quality link and minimum distance acquires a chance to become the next suitable node in a data routing progression [18].

ZiQi et al. [19] has proposed a method to select cluster heads using fuzzy logic and circulate the CH selection decision to the base station. This method describes the centralized fuzzy fusion algorithm to perform three events such as cluster initialization, event detection, and event warning phase based on distance, residual energy [19]. Jadav and Vinoth [20] has explained fault recognition mechanism which identifies hardware faults like a transmitter and receiver circuit fault [20].

2.1 Problem Formulation

The problem identified in many literature reviews is, if a node is not functioning properly then the node is considered as a faulty node or dead node and they cannot use a recovery mechanism to use the faulty nodes as much as they can. However, we can design a methodology to use the faulty node as per their status of faulty, instead of declaring it as a fault node. This will improve the performance as well as increase the lifetime of wireless sensor networks. The purpose of the proposed work is to know the status of every node in advance and assign the work accordingly. The fuzzy logic approach is used to detect the faulty status of a node like a normal node, the node having less residual energy, the node having a different measured value than neighbor data, and the node not able to give a response in terms of acknowledgment. In the proposed algorithm node fault is recognized in advance and according to that routing path has been decided. This helps to save energy because if we identify any fault after transmitting data then it may create a delay in the data delivery process. Delay in data transmission cannot be tolerated in wireless sensor networks; otherwise, the desired application will fail to take real-time decisions. The proposed algorithm aims to minimize energy consumption by recognizing the fault in advance and enhancing the performance of the sensor network. Fuzzy logic is the most favorable solution to achieve the objectives. Many researchers prove that it gives a remarkable solution when combined with wireless sensor networks. Fuzzy logic uses linguistic parameters which prominently evaluate the performance of flexible parameters of the sensor network. The significant finding from previous research that motivates this work is the inadequate handling of faults in a routing path. In this work, fuzzy-based intelligent fault detection for inter-cluster and intra-cluster communication with an energy recognition routing mechanism has been proposed to improve the lifespan of the sensor network.

In this section, network models and energy consumption mechanisms have been described.

2.2 Network Model

A distributed sensor network in the proposed system consists of graph G (S, E) as shown in Fig. 1 where $S = \{S_1, S_{i+1}, S_{i+3} \ldots, S_N\}, 1 \leq i \leq N$, is a set of n sensor nodes, E is a set of network links. The Kautz graph concept is used to form a network.

The Kautz graphs is directed graph, $K_{M}^{N+1}$ Where M is degree and N is dimension.

Nodes are label as $\{s_p, s_{i+k}, s_{i+2}, \ldots, s_N\}$.

The arcs of the Kautz graph are $\{(s_1, s_2, \ldots, s_N+1, s_2, s_3, \ldots, s_N, s_N+1), Si \in S, Si \neq Si+1 [21]\}$. 

Springer
The Kautz graph structure used in the proposed algorithm is given below.

In Fig. 1, node 1 is a source node and node 10 is a destination node. The Paths available for routing data are 1-4-7-10, 1-2-5-9-10, 1-2-5-8-10, and 1-3-6-7-10. Based on residual energy, distance, hope count and fuzzy fault count the path selected for routing is 1-2-5-9-10. But node 9 is found to be faulty after periodic checking fault count. In such a case node 5 chooses the next successor node as per the evaluation parameter. The path selected for source to destination is 1-2-5-8-10 as shown in Fig. 2. Other characteristics, such a different residual energy (Ei). Fuzzy fault count (ffc) is calculated for each sensor node. Data transmission rate (Dr) is calculated based on fuzzy fault count (ffc). A node (Vi) finding the efficient path by considering fuzzy logic pattern analysis (Pi). The relevant abbreviations used in this paper are elaborated in Table 1.

![Kautz graph sensor node architecture](image1)

**Fig. 1** Kautz graph sensor node architecture

![Path in case of node failure](image2)

**Fig. 2** Path in case of node failure

| Symbol | Description |
|--------|-------------|
| $N$    | Total Number of nodes in the network |
| $A$    | Actor node |
| $Ei(res)$ | Residual energy |
| $\epsilon$ | Threshold Energy |
| $Dr$    | Data transmission rate |
| $Dsr$   | Distance between two nodes |
| $Ffc$   | Number of fault count |
| $MF$    | Membership Function of input variable $X$ |
| $Pi$    | Fuzzy output value |
2.3 Energy Consumption Model

The amount of energy consumed by each sensor node during sensing operations, transmitting collected data to sink nodes and for receiving data uses a radio model as explained in Ref. [22]. In the proposed energy consumption model, a free space model of multipath channels models is used. The selection of models is based on linking space between source and destination. The free space propagation model is used if the distance between source and sink node is less than the threshold value (d0), otherwise, the multipath propagation model is used.

The Transmission energy to transmit m-bit message (m) to distance (d) for the free space model is computed by Eq. (1) and for the multipath model is calculated by Eq. (2) as given below.

\[ E_T(m, d) = \begin{cases} E_{Tx-elec} + E_{Tx-amp} \frac{d^2}{k}, & k < k_0 \\ E_{Tx-elec} + E_{Tx-amp} \frac{d^2}{k}, & k \geq k_0 \end{cases} \]  

whereas, the computation power for receiver sensor required by the respective sensor node to receive (m) bit message is calculated by Eq. (3).

\[ E_R(m) = E_{Rx-elec} \times m \]  

The energy consumption for sensing message (m) over a distance (d) is represented by Eq. (4). If (l) is the data generated by per event in time (t)sec and (α) is the total number of events that happen in time (t)sec then energy consumption for the sensing procedure is computed by Eq. (5) and transmitting the sensing data is given by Eq. (6).

\[ E_s(m) = E_{sx-elec} \times m \]  

\[ E_s(m)_t = l \times t \times \alpha \times E_{Rx-elec} \times m \]  

\[ E_{st}(m)_t = l \times t \times \alpha \times (E_{T(m,d)} + E_{S(m)}). \]  

The remaining energy \(Ei\) of sensor node is evaluated by Eq. (7) as given below:

\[ Ei(res) = E_{int} - \{(Ntr \times Etr - (Nre \times E_r - (Ni \times Ei - (Ns \times Es)) \} \]  

where, \((E_{int})\) represents energy initialization of sensor nodes. \((Ntr)\) denotes the number of data transmitted rounds, \((Etr)\) represents transmitted energy. Whereas \((Nre)\) indicates the number of rounds the node receives the data, \((Ere)\) is the total energy required for the receiver operation. Similarly \((Ni)\) and \((Ns)\) represent how many times the node is in ideal
state and sleep transition mode respectively. \((E_i)\) is the energy dissipated in an ideal state and \((E_s)\) represents energy consumption in sleep transition.

### 2.4 Energy Aware Pre-fault Recognition Mechanism Using Fuzzy Logic Approach (EAPFM)

The working model of the proposed fuzzy-based energy-aware pre-fault recognition routing mechanism (EAPFM) has been presented in Algorithm 1. The proposed algorithm calculates the fuzzy output values as a data transmission rate and best node for routing data. For pre-fault detection, fuzzy fault count \((ffc)\) for every node is calculated to decide fault values like low, moderate, or high to select the best routing path from source to destination. The proposed Fuzzy logic approach uses pattern analysis based on the threshold value. The minimum and maximum threshold values for residual energy are considered. The parameters which are considered to update the fuzzy fault count are energy threshold value, sensing data value, and distance. If the energy of a particular sensor is below the threshold value or sensed data is out of range of sensing range value then fault count \((ffc)\) is incremented by one. If the fault count of the sensor node is above the high range then that node is considered as a permanent fault, otherwise, it counts as moderate or low, accordingly, the data transmission rate is calculated to enhance the network lifetime and suitable best path for transmission. Following metric is used to evaluate the performance in the proposed algorithm:

a. **Residual energy** This evaluation metric measures the instantaneous battery capacity of a node. According to battery level, the routing decision has been taken to avoid the permanent failure of a respective sensor node. Routing rules of the proposed mechanism considered this metric to identify a favorable path that has adequate total energy capacity from source to destination [22].

b. **Hop count** From source to destination reference hop count and distance are calculated using Euclidean distance. While selecting any node for identification of the best suitable path distance and hop count is considered.

c. **Sensor sensing range** Based on the sensing value of node routing decision has been taken. If a particular sensor node is giving value as per expectation i.e. within average range of neighbored node then the node is considered otherwise it comes under faulty and not recommended for routing.

d. **Fuzzy fault count** The fault count of every node is computed based on residual energy, hop count, sensing value of each node. Based on fuzzy fault count fault status, consider and take routing decisions and decide the data transmission rate to avoid permanent failure of nodes and save energy required for re-transmission.

### 2.5 Fuzzy Logic System

Fuzzy logic system (FLS) is a non-linear pattern mapping [16] system. The pattern analysis is done with a fuzzy set that extends the conception of crisp sets. The fuzzy set has a membership function. The fuzzy systems are accompanying with the four components namely fuzzifier—it takes crisp inputs \((\mu(E), \mu(S))\) by using the membership functions, the fuzzy rules – which are expressed if–then rule, fuzzy inferences—the fuzzy inference associates the fuzzy rules to obtain an accumulated fuzzy output and finally the defuzzifier maps the
fuzzy output back to a crisp data that can be used to take productive decisions [23]. The block diagram is shown in Fig. 3.

In this proposed work, the input parameters for the fuzzy logic-based fault detection prediction mechanism are residual energy, data sensing value, and hop count in terms of distance. The fuzzy input/output variables and linguistic factors are presented in Table 2. The fuzzy decision-making rule set is described in Table 3. The linguistic factors low, medium, and high for residual energy and sensed data input variables are used. The fuzzy set defines the distance input in terms of close, adequate, and far. The fuzzy system output variable is to select the best node for routing data in an energy-efficient way. The linguistic variables low, weak, medium, strong and very strong are considered.

**Fig. 3** Block diagram of fuzzy system

**Table 2** Fuzzy input/output variable and linguistic variable

| Input/output variables          | Linguistic variables                      |
|--------------------------------|-------------------------------------------|
| Residual Energy                | Low, medium, high                         |
| Hop Distance                   | Close, adequate, far                      |
| Data Sensing Value             | Low (below range), Medium (within range), High (above range) |
| Prediction of becoming next node | Low, week, medium, Strong, very strong    |

**Table 3** A Fuzzy decision-making rule set

| Residual energy | Hop distance | Data range | Fuzzy fault count | Chance of becoming the next node |
|-----------------|--------------|------------|-------------------|---------------------------------|
| Low             | Far          | Low        | High              | Low                             |
| Low             | Far          | Medium     | High              | Low                             |
| Low             | Far          | High       | High              | Low                             |
| Low             | Adequate     | Low        | Medium            | Weak                            |
| Low             | Adequate     | Medium     | Medium            | Weak                            |
| Low             | Adequate     | High       | Medium            | Weak                            |
| Medium          | Close        | Medium     | Low               | Medium                          |
| Medium          | Close        | Medium     | Low               | Medium                          |
| Medium          | Close        | Medium     | Low               | Medium                          |
| Medium          | Close        | Medium     | Low               | Medium                          |
| Medium          | Adequate     | Medium     | Low               | Medium                          |
| High            | Close        | Medium     | Low               | Strong                          |
| High            | Close        | Medium     | Low               | Strong                          |
| High            | Close        | Medium     | Low               | Strong                          |
| High            | Adequate     | Medium     | Low               | Very strong                     |
| High            | Adequate     | Medium     | Low               | Very strong                     |
| High            | Adequate     | Medium     | Low               | Very strong                     |
for the fuzzy system output. In this work, triangular membership functions are used for all linguistic variables of input and output variables. The membership values for residual energy, data sensing range and hop distance are shown in Fig. 4a–c respectively. The membership function for the output variable is shown in Fig. 5.

Fig. 4 Membership function for 
- a residual energy, 
- b sensing data, 
- c distance
Fig. 5  Membership function for
the output variable chance of
becoming the next node
2.6 Algorithm 1: Energy Aware Pre fault Recognition Routing Mechanism Using Fuzzy (EAPFM)

Algorithm: Input G(V,E), residual energy (E), Sense Data Value (S) and distance (D), Max_hop (M) 
Output: Selection of next suitable sensor node and decide data transmission rate.

1. Select Source (s) and Destination (d) 
2. Find d_{sn}, distance between source and destination.
   \[ d_{sn} = \sqrt{(x_s - x_n)^2 + (y_s - y_n)^2} \]
   Set refdist between source and destination (s, d) 
3. Set min_hop=0
   Set node count=0
   Set max_hop from source to destination
4. Set path from source to destination 
   (d_{sn} < refdist) then 
   Increment hop count 
   Initialize fuzzy fault count (ffc)=0
5. Find Ei(res) for every node using Eq. (7) 
   If (Ei(res) < Tr (E)) of every node then 
   Transfer data between source to destination 
   else if 
   calculate fault count (ffc) based on residual energy, average sensing value, minimum distance. 
   end if
6. If Energy (E_{res}) < Threshold energy (Tr) or Sensor data ≠ Average sensor value or distance is more than reference distance 
7. Calculate membership function MF 
   Low MF (LMF) = min (ffc) 
   High MF (HMF) = max (ffc) 
   Med MF (MMF) = (LMF+HMF)/2
8. If ffc < LMF 
   then low chance of faulty node, select for routing with full data transmission rate. 
   Else if ffc > LMF && ffc < MMF 
   then moderate chance to become faulty node, select for routing but with half rate of transmission half rate 
   Else if ffc > MMF && ffc < HMF 
   then high chance to become faulty node, select for transmission with one third rate of transmission. 
   Else if ffc > HMF 
   then highest chance of faulty node and do not consider for routing.
9. Stop

3 Simulation Results

The proposed model comprises a heuristic dispersed heterogeneous network with variable loads. To assess the efficiency of proposed algorithms various simulations have been carried out in NS2. In the network model, heterogeneous sensor nodes are used concerning
battery capacity, transmission and reception data capacity and communication capacity is of duplex type. The evaluation parameters are considered for different combinations of fuzzy input i.e. threshold residual energy, sensing data, and maximum hop count distance. The simulation parameters are shown in Table 4 and experimental results by considering different scenarios have been presented in Tables 5, 6 and 7. The results are compared with

| Parameter                                 | Value    |
|-------------------------------------------|----------|
| Network Area                              | 300*300  |
| Sensor node                               | 30–50    |
| Sensing Range                             | 10 m     |
| Threshold Energy                          | 200 J    |
| Maximum Packet Size                       | 1000     |
| Node Initial Energy                       | 100 J    |
| Transmitter circuit energy consumption    | 2j/bits  |
| Amplifier consumption                     | 1pj/bits |

Table 5  Simulation results for delay (s)

| No of Communication | AOSD  | REFER | DPFDRM | FBFTN | EAPFM |
|---------------------|-------|-------|--------|-------|-------|
| 5                   | 0.000349 | 0.000124 | 0.000246 | 0.000119 | 0.000109 |
| 10                  | 0.000356 | 0.000125 | 0.000307 | 0.000227 | 0.000127 |
| 15                  | 0.000328 | 0.000208 | 0.000278 | 0.000215 | 0.000115 |
| 20                  | 0.000362 | 0.000221 | 0.000154 | 0.000147 | 0.000150 |
| 25                  | 0.000383 | 0.000166 | 0.000296 | 0.000132 | 0.000145 |
| 30                  | 0.000329 | 0.000162 | 0.000066 | 0.000189 | 0.000134 |
| 35                  | 0.000302 | 0.000170 | 0.0000110 | 0.000177 | 0.000065 |
| 40                  | 0.000399 | 0.000263 | 0.000077 | 0.000244 | 0.000051 |
| 45                  | 0.000430 | 0.000299 | 0.000077 | 0.000253 | 0.000107 |
| 50                  | 0.000343 | 0.000242 | 0.000101 | 0.000231 | 0.000053 |

Table 6  Comparative simulation results for energy consumption (J/s)

| No of Communication | AOSD  | REFER | DPFDRM | FBFTN | EAPFM |
|---------------------|-------|-------|--------|-------|-------|
| 5                   | 15.52 | 65.091 | 48.98 | 22.136 | 18.136 |
| 10                  | 29.29 | 50.082 | 35.18 | 28.648 | 20.6 |
| 15                  | 37.63 | 92.748 | 112.88 | 143.43 | 73.43 |
| 20                  | 41.92 | 129.07 | 132.57 | 136.43 | 101.43 |
| 25                  | 56.19 | 225.28 | 153.64 | 241.7 | 141.1 |
| 30                  | 26.145 | 143.55 | 209.005 | 70.7474 | 68.245 |
| 35                  | 55.72 | 230.294 | 231.174 | 162.806 | 148.37 |
| 40                  | 45.399 | 46.978 | 53.565 | 68.584 | 49.545 |
| 45                  | 35.850 | 51.0293 | 53.565 | 55.369 | 40.345 |
| 50                  | 29.186 | 82.464 | 121.74 | 39.533 | 29.028 |
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some of the proactive routing protocols. We performed the simulation of the network based on two aspects. One is the energy consumption of every node in the simulation period and the second packet delivery ratio in case of node failure. The performance evaluation matrices for those two aspects are.

1. **Fuzzy fault count** The ratio of fault count of every node based on residual energy as well as a data value in the network.
2. **Data delivery rate** The ratio of data delivery rate based on the status of fault like low, moderate, or high.
3. **Energy consumption of network** Energy consumed per event by each node in receiving and sending data packets throughout the simulation period.

In the proposed fault recognition procedure, the routing decision has been taken using a fuzzy logic mechanism to minimize the energy consumption, reduce packet drop ratio and, reduce the delay and enhance the network lifetime.

Table 5 describes the comparative performance results with a different number of communications in terms of delay. Figure 6 shows the graphical representation of the average end-to-end delay of the packet. The average delay is shown in Fig. 7. It is observed that using the proposed mechanism the delay in communication is reduced. The primary focus of wireless sensor networks is to deliver data in a stipulated period

![Image of Table 7 showing simulation results for throughput]

| No of Communication | AOSD   | REFER  | DPFDRM | FBFTN  | EAPFM  |
|---------------------|--------|--------|--------|--------|--------|
| 30                  | 208.53 | 202.743| 201.773| 202.807| 201.9688|
| 35                  | 206.555| 204.981| 203.4015| 202.0021| 204.26066|
| 40                  | 208.472| 203.0224| 202.8201| 202.461| 206.0359|
| 45                  | 208.570| 205.3214| 202.820193| 202.1017| 206.616|
| 50                  | 205.082| 203.147| 203.024| 201.862| 201.3450|

![Image of Fig. 6 showing comparison in delay for number of communications]
of time. If any delay occurs due to faulty nodes then unable to take real time decisions. Quality of Service is very important in WSN. During fault recognition minor delay will occur in transmission but when compared with traditional methods like AOSD [24], REFER [25], DPFDRM [22], and FBFTN [10], the delay in the proposed mechanism [EAPFM] is significantly reduced. It can be observed that the proposed fuzzy logic-based fault tolerance mechanism performs better than the traditional algorithm.

Table 6 describes the performance results within a different number of communications in terms of energy consumption. Figure 8 shows the graphical representation of the energy consumption ratio in different numbers of communications. The average energy consumption is shown in Fig. 9. From the simulation results it is observed that, in the proposed approach the energy depletion ratio is less as compared to another algorithm. The throughput and packet drop ratio from sender to receiver is shown in Tables 7 and 8 respectively.

Similar comparison is done for other QoS parameters like throughput and packet delivery ratio. Results of this comparison can be observed from Tables 7 and 8 respectively. Figures 10 and 11 show the graphical comparison of the throughput and packet delivery ratio of the proposed fuzzy-based network mechanism with the traditional methods.

It can be observed that the proposed model outperforms other models for all the QoS parameters. Thereby making the system applicable for real-time use in high performance, low energy, high security, and high transparency wireless applications, which include mobile adhoc networks, vehicular adhoc networks, IoT networks, etc.
Prolonging the network lifetime is the main motivation to design WSN routing protocols. To achieve this objective, the proposed mechanism has a novel approach based on fuzzy logic to reduce delay and an energy-aware pre-fault recognition mechanism to identify the best suitable path for routing. Existing research mainly focuses on the identification of permanent fault detection and consumes more energy in re-transmission. The proposed
mechanism is implemented for a distributed sensor network and recognizes the faulty nodes based on residual energy, hop count distance and if a node sensed value has a significant difference with its neighbor values in a specific period; it would be detected as a faulty node. The proposed mechanism increased the rate of prediction of faulty nodes. The network performance is improved by considering fuzzy decision rules set to restrict the traffic in case of node failure. The extensive simulation result proved that the proposed mechanism reduces delay, packet drop ratio and energy consumption also as compared to AOSD, REFERS, DPFDRM and FBFTN mechanisms. As a future research, we plan to consider mobile sink nodes for fault node data collection to investigate the performance.
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