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Abstract. The threshold dynamics algorithm of Merriman, Bence, and Osher is only first order accurate in the two-phase setting. Its accuracy degrades further to half order in the multi-phase setting, a shortcoming it has in common with other related, more recent algorithms such as the equal surface tension version of the Voronoi implicit interface method. As a first, rigorous step in addressing this shortcoming, we present two different second order accurate versions of two-phase threshold dynamics. Unlike in previous efforts in this direction, we present careful consistency calculations for both of our algorithms. The first algorithm is consistent with its limit (motion by mean curvature) up to second order in any space dimension. The second achieves second order accuracy only in dimension two, but comes with a rigorous stability guarantee (unconditional energy stability) in any dimension – a first for high order schemes of its type.
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1. Introduction. In this paper, we will describe new, second order accurate in time versions of a popular algorithm for simulating the motion of interfaces by mean curvature known as threshold dynamics. The original version of the algorithm, which is only first order accurate in time in the two-phase setting, was proposed by Merriman, Bence, and Osher in [4, 5]. Since then, many extensions of the algorithm have been given, for instance to multiphase mean curvature motion, where it has proven particularly useful and flexible. There have also been high order accurate versions of the algorithm proposed in several previous studies, discussed in detail in Section 2.

For a \((d-1)\)-dimensional smooth interface \(\Gamma \subset \mathbb{R}^d\) given as the boundary of a set \(\Sigma \subset \mathbb{R}^d\), the original threshold dynamics algorithm generates a discrete in time approximation to its motion by mean curvature as follows:

Algorithm 1.1 Original Threshold Dynamics of MBO’92

Fix a time step size \(\delta t > 0\). Alternate the following steps:

1. Convolution:

\[ \phi(x) = G_{\delta t} * 1_{\Sigma^k} .\]

2. Thresholding:

\[ \Sigma^{k+1} = \{ x : \phi(x) \geq \frac{1}{2} \} .\]
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Here, $G_{\delta t}$ is the Gaussian kernel:

$$G_{\delta t}(x) = \frac{1}{(4\pi \delta t)^{d/2}} e^{-\frac{|x|^2}{4\delta t}}$$

Our goal in this paper is to take a step towards providing more accurate versions of threshold dynamics. The accuracy issue is particularly acute in the multi-phase setting, where it decreases to half-order in time due to the presence of junctions. Here, we focus on the easier yet still challenging two-phase setting, to find a version of Algorithm 1.1 that

- Maintains the simplicity and spirit of the original threshold dynamics Algorithm 1.1,
- Achieves second order accuracy in time,
- Maintains the variational interpretation, and the resulting stability properties, given in [1] for the original Algorithm 1.1.

The paper is organized as follows:

- In section 2, we recall previous efforts in designing second order versions of threshold dynamics.
- In section 3, we discuss necessary conditions for second order accuracy.
- In section 4, we present our first new algorithm: a natural two kernel extrapolation method, applied to the original threshold dynamics algorithm, to achieve second order accuracy in any space dimension.
- In section 5, we present our second new algorithm: a multi-step method that is second order accurate in two space dimensions, and unconditionally energy stable in any dimension.
- In section 6, we provide numerical verification of the advertised order of accuracy for both of our new algorithms.

The code for section 6 is publicly available, and can be found at https://github.com/AZaitzeff/secondorderTD.

2. Previous Work. In [8], Ruuth proposed the following method based on Richardson extrapolation to jack up the order of accuracy of Algorithm 1.1 to second order in time:

\begin{algorithm}[h]
\caption{Ruuth’s Second Order Threshold Dynamics}
Fix a time step size $\delta t > 0$. Set $\phi^k(x) = 1_{\Sigma^k}(x)$. Alternate the following steps:

1. First half time step:
   $$\Sigma_1 = \{ x : G_{\delta t/2} * \phi^k \geq \frac{1}{2} \}.$$

2. Second half time step:
   $$\Sigma_2 = \{ x : G_{\delta t/2} * 1_{\Sigma_1} \geq \frac{1}{2} \}.$$

3. Full time step:
   $$\Sigma_3 = \{ x : G_{\delta t} * \phi^k \geq \frac{1}{2} \}.$$

4. Linear combination:
   $$\phi^{k+1} = 21_{\Sigma_2} - 1_{\Sigma_3}.$$
\end{algorithm}
Although numerical experiments indicate this version indeed improves the accuracy in time to second order for smooth interfaces undergoing two-phase motion by mean curvature, the algorithm sacrifices an attractive simplicity of the original MBO scheme: it no longer generates binary functions exclusively that can be naturally identified with sets. Perhaps more importantly, there appears to be no clear extension of the variational interpretation given in [1] for the original Algorithm 1.1 to this case. No comparison principle is expected to hold, as a non-positive weighted sum is involved. Hence, there is no rigorous result indicating the stability of the algorithm (or its convergence).

In [2], Grzhibovskis & Heinz propose another approach to improving the order of accuracy of Algorithm 1.1 to second order. The idea is natural: To cancel out the leading order error in threshold dynamics by taking a linear combination of convolutions with two different radially symmetric kernels:

**Algorithm 2.2 Algorithm of Grzhibovskis & Heinz**

1. Convolution step:
   \[ \phi(x) = (\alpha K_1 - \beta K_2) \ast 1_{\Sigma^k}. \]

2. Thresholding step:
   \[ \Sigma^{k+1} = \{ x : \phi(x) \geq \frac{1}{2} \}. \]

The coefficients \( \alpha \) and \( \beta \) are chosen so that the leading order correction to curvature in the standard consistency calculation for the original threshold dynamics Algorithm 1.1 cancels out. Crucially, this necessitates that the resulting combined convolution kernel changes sign, even when the individual kernels \( K_1 \) and \( K_2 \) are positive. This means that the resulting algorithm can violate the comparison principle. But far more importantly, we show in section 3, that this algorithm does not give second order accuracy in time; it merely achieves a more accurate evaluation of the mean curvature term at every time step. In general, the dynamics generated is still only first order accurate, at least without being much more specific and deliberate about the choice of the kernels \( K_1 \) and \( K_2 \) – which the authors do not specify. (For example, in case both \( K_1 \) and \( K_2 \) are Gaussians – with potentially different mass and/or width – no choice of the coefficients \( \alpha \) and \( \beta \) results in a second or higher order accurate in time scheme for motion by mean curvature.)

In this paper, we will provide truly second order accurate in time versions of Algorithm 1.1 that maintain its elegant and simple nature. Moreover, we will be able to provide rigorous stability results for our new algorithms.

**3. Second Order Motion by Mean Curvature.** First, we need to identify how far a surface travels under motion by mean curvature. In the vicinity of a point of interest on the surface, which we take to be the origin, let the surface be given as the graph of a smooth function \( f(x, y, t) : \mathbb{R}^2 \times [0, \infty) \to \mathbb{R} \) with \( f(0, 0, 0) = 0 \), \( f_x(0, 0, 0) = 0 \) and \( f_y(0, 0, 0) = 0 \). Since the normal direction changes during the evolution, it is easier to insist that the numerically generated solution intersects a fixed line at nearly the same location as the true solution, at any given time. Thus, we will calculate how far the surface travels along the \( z \)-axis under mean curvature motion and under our algorithms. For a surface given as the graph of a function, motion by mean curvature takes the following form:
\[(3.1) \quad f_t = \frac{f_{xx}(1 + f_y^2) - 2f_{x}f_{y}f_{xy} + f_{yy}(1 + f_x^2)}{1 + f_x^2 + f_y^2}.\]

By a straightforward Taylor expansion we have for small \(t\)

\[(3.2) \quad f(0,0,t) = t \left[ f_{xx} + f_{yy} \right] + t^2 \left[ \frac{1}{2} (f_{xxx} + 2f_{xxy} + f_{yy}) - (f_{xx}^3 + 3f_{xx}f_{xy}^2 + 3f_{yy}f_{xy}^2 + f_{xy}^3) \right] + O(t^3)\]

where the functions on the right hand side are evaluated at \((0,0,0)\). Over the course of this paper, we will denote \(f(0,0,0)\) as \(f\), \(f_x(0,0,0)\) as \(f_x\), etc. for convenience.

It has been known and verified by Taylor expansion in previous publications (e.g. Ruuth [8]) that standard threshold dynamics is 1st order accurate. We will include the expansion of standard threshold dynamics (Algorithm 1.1) here as a simple example of the method we use throughout this paper. Let \(\Sigma^0 = \{(x,y,z) : z \leq f(x,y,0)\}\).

We work out the convolution of a Gaussian kernel with a characteristic function in subsection 8.1 of the appendix where we had to keep many more terms than in previous works to achieve our goals in this paper. Applying calculation 8.11 to our problem we have:

\[G_t * 1_{\Sigma^0}(0,0,z) - \frac{1}{2} = -\frac{z}{2\sqrt{\pi t}} + \frac{z^3}{24\sqrt{\pi t}^{3/2}} + \frac{\sqrt{t}}{2\sqrt{\pi}} (f_{xx} + f_{yy}) + t^{3/2} \left[ \frac{1}{4\sqrt{\pi}} (f_{xxx} + 2f_{xxy} + f_{yy}) - \frac{z^2}{8\sqrt{\pi t}} (f_{xx} + f_{yy}) \right. \]

\[+ \frac{z\sqrt{t}}{2\sqrt{\pi}} \left( \frac{3}{4} f_{xx}^2 + \frac{3}{4} f_{yy}^2 + \frac{1}{2} f_{xx}f_{yy} + f_{xy}^2 \right) \]

\[+ \frac{t^{3/2}}{2\pi} \left( \frac{5}{4} f_{xx}^3 + \frac{5}{4} f_{yy}^3 + \frac{3}{4} f_{xx}f_{yy}^2 + \frac{3}{4} f_{xx}^2 f_{yy} + 3f_{xx}f_{yy}^2 + 3f_{xx}f_{xy}^2 + 3f_{yy}f_{xy}^2 \right) + h.o.t.\]

Next set (3.3) to zero and solve for \(z\) by using the ansatz \(z = z_1t + z_2t^2 + \) remainder and matching terms of the same order in \(t\). Up to second order:

\[(3.4) \quad z = t \left[ f_{xx} + f_{yy} \right] + t^2 \left[ \frac{1}{2} (f_{xxx} + 2f_{xxy} + f_{yy}) - \frac{2}{3} (f_{xx}^3 + 3f_{xx}f_{xy}^2 + 3f_{yy}f_{xy}^2 + f_{xy}^3) \right] + O(t^3).\]

Equation (3.4) gives the location of \(\partial \Sigma^1\) along the \(z\)-axis. The equation (3.4) matches the two dimensional version calculated by Ruuth [7]. Additionally, for three dimensions some of the terms in (3.3) are calculated by Grzhibovskis & Heinz [3]. Their paper, focusing on Willmore flow, did not require all the terms calculated in (3.3).

Comparing (3.4) to the location of the interface under mean curvature motion (3.2), we see that threshold dynamics is only first order accurate in time. At this point, we can also already see why Algorithm 2.2 of Grzhibovskis & Heintz cannot be second
order accurate: It would merely move the surface by \( t(f_{xx} + f_{yy}) + O(t^3) \), which would still make it only a first order accurate approximation of the right hand side of (3.2).

In the next two sections, we will present two second order methods. For each method, we will show that they do indeed match motion by mean curvature (3.2) up to second order in the normal direction.

4. A More Natural Two Kernel Extrapolation. Our first method is a two stage algorithm using two different Gaussian kernels with differing amplitudes and widths. We detail the method in Algorithm 4.1.

Algorithm 4.1 Natural Two Kernel Extrapolation
Fix a time step size \( \delta t > 0 \). Alternate the following steps:

1. First stage:

\[
\bar{\Sigma} = \left\{ x : G_{\delta t/2} * 1_{\Sigma_k} \geq \frac{1}{2} \right\}.
\]

2. Second stage:

\[
\Sigma^{k+1} = \left\{ x : \frac{\sqrt{2} G_{\delta t/2} * 1_{\bar{\Sigma}} - G_{\delta t} * 1_{\Sigma_k}}{\sqrt{2} - 1} \geq \frac{1}{2} \right\}.
\]

Whether Algorithm 4.1 is unconditionally stable is currently unknown. We will devote the rest of the section to showing that Algorithm 4.1 is indeed second order.

4.1. Consistency of Algorithm 4.1. Once again let \( \Sigma^0 = \{(x, y, z) : z \leq f(x, y, 0)\} \) for \( f \) defined in section 3. First, we need to find the location and curvature of \( \Sigma \) along the \( x \)-axis. Let \( h(x, y) \) be defined by the requirement that \( G_t \Sigma(x, y, h(x, y)) = \frac{1}{2} \), so that \( \Sigma = \{(x, y, z) : z \leq h(x, y)\} \). From (3.4) we have that

\[
(4.1) \quad h(0, 0) = \frac{t}{2} \left[ f_{xx} + f_{yy} \right] + \frac{t^2}{4} \left[ \frac{1}{2} (f_{xxxx} + 2f_{xxyy} + f_{yyyy}) - \frac{2}{3} (f_{xx}^3 + 3f_{xx} f_{xy}^2 + 3f_{yy} f_{xy}^2 + f_{yy}^3) \right] + O(t^3)
\]

Now we would like to find \( h_{xx}(0, 0) \) and \( h_{yy}(0, 0) \). From (8.17) in the appendix, replacing \( h \) with \( f \) and \( h \) with \( t \) with \( t/2 \), we have that \( h_{xx}(0, 0) \) satisfies

\[
(4.2) \quad 0 = -\frac{\sqrt{2} h_{xx}^2 + \sqrt{2} h_{xx}}{4 \sqrt{\pi t} \sqrt{2}} + \frac{\sqrt{2} f_{xx}^2}{2 \sqrt{\pi t}} + \frac{\sqrt{2} f_{xy}^2}{2 \sqrt{\pi t}} (f_{xxxx} + f_{xxyy})
\]

\[
- \frac{\sqrt{2} h_{xx}^2}{4 \sqrt{2 \pi t}} f_{xx}^2 + \frac{\sqrt{2} h_{xy}^2}{2 \sqrt{2 \pi t}} f_{xx} f_{yy} + \frac{\sqrt{2} h_{yy}^2}{2 \sqrt{2 \pi t}} (f_{xy}^2 + f_{yy}^2)
\]

\[
- \frac{\sqrt{2} h_{xx}^2}{4 \sqrt{2 \pi t}} \left( \frac{15}{4} f_{xx}^3 + \frac{3}{2} f_{xx} f_{xy}^2 + \frac{3}{2} f_{xx} f_{xy}^2 + 6 f_{xx} f_{xy}^2 + 3 f_{yy} f_{xy}^2 \right)
\]

\[
+ \frac{\sqrt{2} h_{xx}^2}{4 \sqrt{2 \pi t}} \left( \frac{3}{4} f_{xx}^3 + \frac{3}{4} f_{yy}^2 + \frac{1}{2} f_{xx} f_{yy} + f_{xy}^2 \right) - \frac{\sqrt{2} h_{xx}^2}{4 \sqrt{2 \pi t}} (f_{xx} + f_{yy}) + h.o.t.
\]

Plugging in \( h \) from (4.1) and solving for \( h_{xx} \) in (4.2), using the ansatz \( h_{xx} = h_0 + th_1 + \text{remainder} \), we have

\[
h_{xx} = f_{xx} + \frac{t}{2} (f_{xxxx} + f_{xxyy} - 2f_{xx}^3 - 4f_{xx} f_{xy}^2 - 2f_{yy} f_{xy}^2) + O(t^2)
\]
We can use similar steps to find $h_{yy}$. Putting $h_{xx}$ and $h_{yy}$ together we arrive at

\begin{equation}
\begin{aligned}
(4.3) \quad & h_{xx} + h_{yy} = f_{xx} + f_{yy} \\
& + \frac{t}{2} \left[ (f_{xxxx} + 2f_{xxyy} + f_{yyyy}) - 2(f_{xxy}^2 + 3f_{xxx}f_{xy} + 3f_{yyyy}^2 + f_{yy}^3) + O(t^2) \right]
\end{aligned}
\end{equation}

Now we can solve for the location of $\Sigma^1$ along the $z$-axis. From the expansion of the Gaussian kernel convoluted with a characteristic function, (8.11), we have

\begin{equation}
\begin{aligned}
& \left[ \sqrt{2} G_{\delta t/2} * 1_{\mathcal{S}} - G_{\delta t} * 1_{\mathcal{S}^1} \right](0,0,z) - \frac{\sqrt{2} - 1}{2} \\
= & - \frac{z}{\sqrt{\pi t}} + \frac{z^3}{6\sqrt{\pi t^{3/2}}} + \frac{h}{\sqrt{\pi t}} + \frac{\sqrt{t}}{2\sqrt{\pi}} (h_{xx} + h_{yy}) \\
& + \frac{t^{3/2}}{8\sqrt{\pi}} (h_{xxxx} + 2h_{xxyy} + h_{yyyy}) - \frac{z^2}{2\sqrt{\pi t^{3/2}}} h - \frac{z^2}{4\sqrt{\pi t}} (h_{xx} + h_{yy}) + \frac{z}{2\sqrt{\pi t^{3/2}}} h^2 \\
& + \frac{z}{2\sqrt{\pi t}} (h_{xx} + h_{yy}) + \frac{z\sqrt{t}}{2\sqrt{\pi}} \left( \frac{3}{4} h_{xx}^2 + \frac{3}{4} h_{yy}^2 + \frac{1}{2} h_{xx} h_{yy} + h_{yy}^2 \right) - \frac{h^4}{6\sqrt{\pi t^{3/2}}} \\
& - \frac{h^4}{4\sqrt{\pi}} (h_{xx} + h_{yy}) - \frac{\sqrt{t}}{2\sqrt{\pi}} \left( \frac{3}{4} h_{xx}^2 + \frac{3}{4} h_{yy}^2 + \frac{1}{2} h_{xx} h_{yy} + h_{yy}^2 \right)
\end{aligned}
\end{equation}

Note that the derivatives of $h$ match the corresponding derivatives of $f$ up to order $t$ (stated precisely in (8.12)). Substituting (4.1) for $h$, (4.3) for $h_{xx} + h_{yy}$ and (8.12) for the other derivatives of $h$ in (4.4), and simplifying, we have:

\begin{equation}
\begin{aligned}
& \left[ \sqrt{2} G_{\delta t/2} * 1_{\mathcal{S}} - G_{\delta t} * 1_{\mathcal{S}^1} \right](0,0,z) - \frac{\sqrt{2} - 1}{2} \\
= & - \frac{z}{2\sqrt{\pi t}} + \frac{z^3}{8\sqrt{\pi t^{3/2}}} + \frac{t^{3/2}}{4\sqrt{\pi}} (f_{xxxx} + 2f_{xxyy} + f_{yyyy}) \\
& - \frac{2t^{3/2}}{3\sqrt{\pi}} (f_{xx}^3 + 3f_{xx}f_{xy}^2 + 3f_{xy}f_{xy}^2 + f_{yy}^3) + \frac{\sqrt{t}}{2\sqrt{\pi}} (f_{xx} + f_{yy}) \\
& - \frac{3z^2}{8\sqrt{\pi t}} (f_{xx} + f_{yy}) + \frac{3z\sqrt{t}}{8\sqrt{\pi}} (f_{xx} + f_{yy})^2 \\
& - \frac{\sqrt{t}}{12\sqrt{\pi}} (f_{xx} + f_{yy})^3 - \frac{\sqrt{t}}{4\sqrt{\pi}} (f_{xx} + f_{yy})^3 \left( \frac{3}{4} f_{xx}^2 + \frac{3}{4} f_{yy}^2 + \frac{1}{2} f_{xx} f_{yy} + f_{xy}^2 \right) \\
& + \frac{t^{3/2}}{4\sqrt{\pi}} \left( \frac{5}{4} f_{xx}^3 + \frac{5}{4} f_{yy}^3 + \frac{3}{4} f_{xx}f_{xy}^2 + \frac{3}{4} f_{xx}f_{yy} + 3f_{xx}f_{xy}^2 + 3f_{xy}f_{xy}^2 \right) + \text{h.o.t}
\end{aligned}
\end{equation}
Finally, we set \((4.5)\) to zero and solve for \(z\) up to order \(t^2\) to obtain:

\[
(4.6) \quad z = t \left[ f_{xx} + f_{yy} \right] + t^2 \left[ \frac{1}{2} \left( f_{xxxx} + 2f_{xxyy} + f_{yyyy} \right) - \left( f_{xxx}^3 + 3f_{xx}f_{xy}^2 + 3f_{yy}f_{xy}^2 + f_{yyy}^3 \right) \right] + O(t^3).
\]

Thus, up to second order, Algorithm 4.1 moves the interface in the normal direction by the same amount as mean curvature motion \((3.2)\).

The drawback to Algorithm 4.1 is that we do not know whether it is unconditionally stable. In the next section, we present an algorithm that is unconditionally stable but is only guaranteed to be second order in two dimensions.

5. Unconditionally Stable Multistage Methods. In this section, we provide a class of unconditionally stable threshold dynamics algorithms that are second order in two dimensions. The original threshold dynamics algorithm (Algorithm 1.1) is unconditionally energy stable, specifically:

\[
(5.1) \quad E_t(\Sigma^{k+1}) \leq E_t(\Sigma^k)
\]

for energy

\[
(5.2) \quad E_t(\Sigma) = \int_{\mathbb{R}^2} (1 - 1_\Sigma) G_t * 1_\Sigma dx dy.
\]

Our class of methods preserves property \((5.1)\) while at the same time achieving second order accuracy. We describe our \(M\)-stage method in Algorithm 5.1.

**Algorithm 5.1 M-Stage Unconditionally Stable Threshold Dynamics**

Fix a time step size \(\delta t > 0\) and a choice of \(\gamma\)'s such that \(\sum_{i=0}^{m-1} \gamma_{m,i} = 1\) for \(m = 1, 2, \ldots, M\). Set \(\tau = \delta t / \beta_{1,M}\) for \(\beta_{1,M}\) defined in \((5.7)\) and set \(\tilde{\Sigma}_0 = \Sigma^k\). For \(m = 1, 2, \ldots, M\):

\[
(5.3) \quad \tilde{\Sigma}_m = \left\{ x : G_{\tau} * \sum_{i=0}^{m-1} \gamma_{m,i} 1_{\Sigma_i} \geq \frac{1}{2} \right\}.
\]

Then set \(\Sigma^{k+1} = \tilde{\Sigma}_M\).

Unlike the previous algorithm, Algorithm 5.1 uses the same kernel at each stage. As will be shown later, this will allow us to prove unconditional stability \((5.1)\). In the rest of the section, we will derive the consistency equations for \(\gamma\), give the conditions on \(\gamma\) for unconditional stability to hold, and then give a particular choice of \(\gamma\) that makes Algorithm 5.1 unconditionally stable and second order. We conclude with a discussion of one way to extend Algorithm 5.1 to higher dimensions.

5.1. Consistency Equations. Similar to in three dimensions, let \(f(x,t) : \mathbb{R} \times [0, \infty) \to \mathbb{R}\) be a graph that is the interface of a set in \(\mathbb{R}^2\) with \(f(0,0) = 0\), \(f_x(0,0) = 0\). The distance the graph moves under mean curvature motion along the \(y\)-axis is:

\[
(5.4) \quad f(0,t) = tf_{xx} + t^2 \left[ \frac{1}{2} f_{xxxx} - f_{xx} \right] + O(t^2).
\]
We now present the consistency equations for Algorithm 5.1:

CLAIM 5.1. Let $\bar{\Sigma}_i$ be given in (5.3) and let

$$\Sigma_0 = \Sigma^k = \{ x : x \leq f(x, 0) \}$$

Define $h_i$ as $\bar{\Sigma}_i = \{ x : x \leq h_i(x) \}$, so $h_0(x) = f(x, 0)$. The Taylor expansion of $h_i$ at each stage has the same form as (5.4), namely:

$$(5.5) \quad h_i(0) = t\beta_{1,i}f_{xx} + t^2(\beta_{2,i}f_{xxxx} - \beta_{3,i}f_{xx}^3) + O(t^3).$$

Additionally, the Taylor expansion of the second derivative of $h_i$ has form

$$(5.6) \quad \frac{d^2}{dx^2}h_i(0) = f_{xx} + t(\beta_{4,i}f_{xxxx} - \beta_{5,i}f_{xx}^3) + O(t^2).$$

The coefficients in (5.5) and (5.6) obey the following recursive relation:

$$\beta_{1,0} = \beta_{2,0} = \beta_{3,0} = \beta_{4,0} = \beta_{5,0} = 0$$

$$\beta_{1,m} = \left[ 1 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right]$$

$$\beta_{2,m} = \left[ \frac{1}{2} + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{2,i} + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{4,i} \right]$$

$$\beta_{3,m} = \left[ \frac{2}{3} + \frac{1}{6} \left( \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right)^3 - \frac{1}{4} \left( \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) \left( \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{5,i} \right) \right]$$

$$+ \frac{1}{12} \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i}^3 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{4,i} + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{5,i}$$

$$\beta_{4,m} = \left[ 1 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{4,i} \right]$$

$$\beta_{5,m} = \left[ 2 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{5,i} \right]$$

Furthermore, the following conditions are necessary and sufficient for second order accuracy of Algorithm 5.1:

$$\frac{\beta_{2,M}}{\beta_{2,1,M}} = \frac{1}{2}$$

$$\frac{\beta_{3,M}}{\beta_{2,1,M}} = 1$$

Proof. We will prove (5.5) and (5.6) by induction. For $h_1$, these equations are the two dimensional version of equations (4.1) and (4.3) worked out in the previous section.

For the induction step, assume (5.5) and (5.6) up to $m - 1$. We want to solve for $y$ such that $\left[ G_t * \sum_{i=0}^{m-1} \gamma_{m,i}u_m \right](0, y) = \frac{1}{2}$ Using (8.11) for two dimensions and the
Similarly, using (8.17) for two dimensions and the linearity of the convolution we arrive at:

\[
G_t * \sum_{i=0}^{m-1} \gamma_{m,i} \bar{u}_i (0, y) = \frac{1}{2} - \frac{y}{2 \sqrt{\pi t}} + \frac{y^3}{24 \sqrt{\pi t^{3/2}}}
\]

\[+ \frac{1}{2 \sqrt{\pi t}} \sum_{i=0}^{m-1} \gamma_{m,i} \left[ t_i + t^2 \frac{d^2}{dx^2} h_i + \frac{t^2}{2} \frac{d^4}{dx^4} h_i - \frac{y^2}{4} \frac{d^2}{dx^2} h_i + \frac{y}{4} \frac{d}{dx} h_i \right]
\]

\[+ \frac{y^2}{4} \frac{d^2}{dx^2} h_i + \frac{3ty}{4} \left( \frac{d^2}{dx^2} h_i \right)^2 - \frac{h_i^3}{12t} - \frac{h_i^2}{4} \frac{d^2}{dx^2} h_i - \frac{3t}{4} \frac{d^2}{dx^2} h_i - \frac{5t^2}{4} \left( \frac{d^2}{dx^2} h_i \right)^3 \]

+ h.o.t.

\[
\frac{1}{2} - \frac{y}{2 \sqrt{\pi t}} + \frac{y^3}{24 \sqrt{\pi t^{3/2}}}
\]

\[+ \frac{1}{2 \sqrt{\pi t}} \sum_{i=0}^{m-1} \gamma_{m,i} \left[ (t \beta_1, f_{xxx} + t^2 \beta_2, f_{xxxx} - t^2 \beta_3, f_{xxx} + t f_{xx} + t^2 \beta_4, f_{xxxx} - t^2 \beta_5, f_{xxx} \right.
\]

\[+ \frac{t^2}{2} f_{xxxx} - \frac{y^2}{4} f_{xx} + \frac{y t}{4} \beta_1, f_{xxx} + \frac{y t}{2} \beta_1, f_{xxx} \n\]

\[+ \frac{3 y t^2}{4} f_{xx} - \frac{3 \beta_1, t^2 f_{xxx}}{4} - \frac{3 \beta_1, t^2 f_{xxx}}{4} - \frac{5 t^2}{4} f_{xxx} \] + h.o.t.

Setting the previous equation equal to a half and solving for \( y \) we have

\[
y = \frac{1}{2} t f_{xx} \left[ 1 + \sum_{i=0}^{m-1} \gamma_{m,i} \beta_{1,i} \right] + t^2 f_{xxxx} \left[ \frac{1}{2} + \sum_{i=0}^{m-1} \gamma_{m,i} \beta_{2,i} + \sum_{i=0}^{m-1} \gamma_{m,i} \beta_{3,i} \right]
\]

\[+ \frac{t^2}{2} f_{xx} \left[ \frac{2}{3} + \frac{1}{6} \left( \sum_{i=0}^{m-1} \gamma_{m,i} \beta_{1,i} \right) \right. \]

\[+ \frac{1}{4} \left( \sum_{i=0}^{m-1} \gamma_{m,i} \beta_{1,i} \right) \left( \sum_{i=0}^{m-1} \gamma_{m,i} \beta_{1,i} \right) \n\]

\[+ \frac{1}{12} \sum_{i=0}^{m-1} \gamma_{m,i} \beta_{2,i} + \sum_{i=0}^{m-1} \gamma_{m,i} \beta_{3,i} \] + h.o.t.

Similarly, using (8.17) for two dimensions and the linearity of the convolution we derive:

\[
\frac{d^2}{dx^2} \left[ G_t * \sum_{i=0}^{m-1} \gamma_{m,i} \bar{u}_i \right] (x, y(x)) | x = 0
\]

\[= - \frac{y y_{xx}}{2 \sqrt{\pi t}} + \frac{y^3 y_{xx}}{8 \sqrt{\pi t^{3/2}}}
\]

\[+ \sum_{i=0}^{m-1} \gamma_{m,i} \left[ \frac{1}{2 \sqrt{\pi t}} \frac{d^2}{dx^2} h_i + \frac{\sqrt{t}}{2 \sqrt{\pi t}} \frac{d^4}{dx^4} h_i - \frac{y^2}{8 \sqrt{\pi t^{3/2}}} \frac{d^2}{dx^2} h_i + \frac{y}{4 \sqrt{\pi t}} \frac{d}{dx} h_i \right]
\]

\[+ \frac{3y}{4 \sqrt{\pi t}} \left( \frac{d^2}{dx^2} h_i \right)^2 - \frac{h_i^3}{8 \sqrt{\pi t^{3/2}}} \frac{d^2}{dx^2} h_i - \frac{3h_i}{4 \sqrt{\pi t}} \left( \frac{d^2}{dx^2} h_i \right)^2 \n\]

\[- \frac{15 \sqrt{t}}{8 \sqrt{\pi t}} \left( \frac{d^2}{dx^2} h_i \right)^3 + y y_{xx} h_i \frac{2}{8 \sqrt{\pi t^{3/2}}} + \frac{y x_{xx}}{4 \sqrt{\pi t}} h_i \left( \frac{d^2}{dx^2} h_i \right) + \frac{3 \sqrt{t}}{8 \sqrt{\pi t}} y_{xx} \left( \frac{d^2}{dx^2} h_i \right)^2 \n\]

\[- \frac{y x y_{xx}}{4 \sqrt{\pi t}} - \frac{y_{xx} y}{4 \sqrt{\pi t}} \frac{d^2}{dx^2} h_i \] + h.o.t.
Now substitute in (5.9), (5.5), (5.6) for $y, h_1$ and \( \frac{d^2}{dx^2}h_i \) respectively in (5.10):

\[
\frac{d^2}{dx^2} \left[ G \ast \left( \sum_{i=0}^{m-1} \gamma_{m,i}u_i \right) \right] (x, y(x))|_{x=0} = -\frac{y_{xx}}{2\sqrt{\pi}} + \frac{1}{8\sqrt{\pi}} \left( 1 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right)^2 y_{xx}f_{xx}^2 + \frac{1}{2\sqrt{\pi}} f_{xx} + \frac{\sqrt{\pi}}{2\sqrt{\pi}} \left( \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{4,i} \right) f_{xx}^3 \\
\quad + \frac{\sqrt{\pi}}{2\sqrt{\pi}} \left( \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{5,i} \right) f_{xxx} + \frac{\sqrt{\pi}}{2\sqrt{\pi}} f_{xxx} - \frac{\sqrt{\pi}}{8\sqrt{\pi}} \left( 1 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right)^2 f_{xx}^3 \\
\quad + \frac{\sqrt{\pi}}{4\sqrt{\pi}} \left( 1 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) \left( \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) f_{xx}^3 + \frac{3\sqrt{\pi}}{4\sqrt{\pi}} \left( 1 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) f_{xx}^3 \\
\quad - \frac{\sqrt{\pi}}{8\sqrt{\pi}} \left( \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) f_{xx}^3 - \frac{3\sqrt{\pi}}{4\sqrt{\pi}} \left( \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) f_{xx}^3 - \frac{15\sqrt{\pi}}{8\sqrt{\pi}} f_{xx}^3 \\
\quad + \frac{\sqrt{\pi}}{4\sqrt{\pi}} \left( 1 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) \left( \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) y_{xx}f_{xx}^2 + \frac{3\sqrt{\pi}}{8\sqrt{\pi}} y_{xx}f_{xx}^2 \\
\quad - \frac{\sqrt{\pi}}{4\sqrt{\pi}} \left( 1 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) \left( \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) y_{xx}f_{xx}^2 - \frac{\sqrt{\pi}}{4\sqrt{\pi}} \left( 1 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) y_{xx}f_{xx}^2 + \text{h.o.t.}
\]

Setting (5.11) to zero and solving for $y_{xx}$ we find

\[
y_{xx} = f_{xx} + t \left[ \left( 1 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{1,i} \right) f_{xxx} - \left( 2 + \sum_{i=0}^{m-1} \gamma_{m,i}\beta_{5,i} \right) f_{xx}^3 \right] + O(t^2).
\]

Equations (5.9) and (5.12) give the recursive relations (5.7).

The consistency equations (5.8) follow by the change of variable $\tau = t\beta_{1,M}$ for $h_M(0)$ and matching the Taylor expansion for motion by mean curvature (5.4).

\begin{center}
\textbf{5.2. Unconditional Stability.}
\end{center}

Next, we give conditions on the $\gamma$’s that preserve unconditional stability in any dimension. Specifically, for energy

\[
E_t(\Sigma) = \int_{\mathbb{R}^2} (1 - 1_\Sigma) G \ast 1_\Sigma dx.
\]

our algorithm has the property $E_t(u_{n+1}) \leq E_t(u_n)$. In [9], the authors prove conditions for unconditional stability of the following class of linear $M$-stage algorithms:

\[
u_{n+1} = U_M = \arg \min_u E(u) + \sum_{i=0}^{M-1} \frac{\gamma_{M,i}}{2k} ||u - U_i||^2
\]

where the intermediate stages $U_m$, for $m \geq 1$, are given by

\[
U_m = \arg \min_u E(u) + \sum_{i=0}^{m-1} \frac{\gamma_{m,i}}{2k} ||u - U_i||^2.
\]

for some energy $E$, fixed time step $k$ and the stipulation $U_0 = u_n$. We state the stability conditions from that paper below, and show that Algorithm 5.1 falls into the desired class:
Theorem 5.2. (From [9]) Define the following auxiliary quantities in terms of the coefficients $\gamma^*_{m,i}$ of scheme (5.14) and (5.15):

\begin{equation}
\tilde{\gamma}_{m,i} = \gamma_{m,i} - \sum_{j=m+1}^{M} \tilde{\gamma}_{j,i} \tilde{S}_{j,m} \tilde{S}_{j,j} \tag{5.16}
\end{equation}

\begin{equation}
\tilde{S}_{j,m} = \sum_{i=0}^{m-1} \tilde{\gamma}_{j,i} \tag{5.17}
\end{equation}

If $\tilde{S}_{m,m} > 0$ for $m = 1, \ldots, M$, then scheme (5.18) ensures that for every $n = 0, 1, 2, \ldots$ we have $E(u_{n+1}) \leq E(u_n)$.

It is shown in [1] that each step of the original threshold dynamics, Algorithm 1.1, can be written as

$$\Sigma_{n+1} = \arg\min_{\Sigma} \int (1 - \Sigma) G_t * 1_\Sigma + \int (\Sigma - 1_\Sigma_n) G_t * (1_\Sigma - 1_\Sigma_n) \, dx.$$ 

Similarly observe that (5.3) can be written as

\begin{equation}
\tilde{\Sigma}_m = \arg\min_{\Sigma} \int (1 - \Sigma) G_t * 1_\Sigma + \sum_{i=0}^{m-1} \gamma_{m,i} \int (\Sigma - 1_{\Sigma_i}) G_t * (1_\Sigma - 1_{\Sigma_i}) \, dx. \tag{5.18}
\end{equation}

Moreover, as noted in [1], since $\tilde{G}_t > 0$,

$$\int uG_t * u \geq 0 \, dx$$

with equality holding if and only if $u = 0$. Thus, Algorithm 5.1 is of type (5.14) and (5.15) with energy (5.13) and inner product $\langle u, v \rangle = \int uG_t * v \, dx$, so that conditions for unconditional stability identified in [9] apply.

In the next section, we give examples of $\gamma$’s that satisfy the consistency equations (Claim 5.1) as well as the hypothesis of Theorem 5.2 concurrently.

5.3. A Second Order Unconditionally Stable Example. In this section we present a set of $\gamma$’s such that the second order consistency equations (5.8) and hypothesis of unconditional stability Theorem 5.2 are satisfied simultaneously. We found the $\gamma$’s numerically and then sought a nearby algebraic solution to the consistency equations that still satisfied the conditions in Theorem 5.2. It can be shown that there is no unconditionally energy stable second order two- or three-stage method of type (5.3) for threshold dynamics. However, a four-step method exists with the following $\gamma$’s:

\begin{equation}
\gamma = \begin{pmatrix}
\gamma_{1,0} & 0 & 0 & 0 \\
\gamma_{2,0} & \gamma_{2,1} & 0 & 0 \\
\gamma_{3,0} & \gamma_{3,1} & \gamma_{3,2} & 0 \\
\gamma_{4,0} & \gamma_{4,1} & \gamma_{4,2} & \gamma_{4,3}
\end{pmatrix}
\approx
\begin{pmatrix}
1 & 0 & 0 & 0 \\
-0.25 & 1.25 & 0 & 0 \\
0.83 & -0.67 & 0.83 & 0 \\
-0.73 & 0.5 & -0.73 & 1.96
\end{pmatrix}.
\tag{5.19}
\end{equation}

The exact values are in the appendix (subsection 8.2); they are all algebraic numbers but with long representations. This choice of $\gamma$’s that endows Algorithm 5.1 with unconditional stability and second order accuracy is not unique. In fact, one could find other choices of $\gamma$ that preserve additional desirable properties. We summarize our results in the following theorem:
**Theorem 5.3.** *Algorithm 5.1* with coefficients (5.19) is unconditionally energy stable and first order accurate in any dimension. Moreover, it is second order accurate in two dimensions.

**5.4. Consistency In Higher Dimensions.** Unfortunately, there does not exist a choice of $\gamma$’s such that *Algorithm 5.1* is second order in three dimensions. Using the Gaussian (or even a linear combination of Gaussian kernels) at every step in our multistage algorithm leads to consistency equations incompatible with second order mean curvature motion (3.2). Of course, one can choose a different kernel, denoted by $K_t$, at each stage. The consistency equations will be different. On the other hand, if the kernel has positive Fourier transform, $\hat{K}_t \geq 0$, *Theorem 5.2* will hold for energy

$$E_t^*(\Sigma) = \int (1 - 1_{\Sigma}) K_t * 1_{\Sigma} d\mathbf{x}.$$ 

As an additional consideration, the energy induced by the kernel should have property (5.20)

$$\lim_{t \to 0^+} E_t^*(\Sigma) \Gamma \to c\text{Per}(\Sigma)$$

for some constant $c$. (The Gaussian kernel has this property [6].) It is left to future work to find a scheme with kernel and $\gamma$’s such that unconditional stability, positive Fourier transform, and property (5.20) hold, and that, furthermore, is second order in three (and higher) dimensions.

**6. Numerical Tests.** In this section, we present highly accurate convergence tests for the two new algorithms: *Algorithm 4.1* and *Algorithm 5.1*. It is well known that naive implementations of threshold dynamics on uniform grids introduces large spatial discretization errors due to sampling characteristic functions. In fact, if the time step size is sufficiently small compared to the spatial discretization, interfaces can even get stuck. A very effective cure to this phenomenon is the adaptive implementation of Ruuth [8], which entails fast convolution on non-uniform grids. In practice, we recommend that the high order in time schemes introduced in this paper be used in conjunction with such a spatial implementation.

Below, our focus is on numerically verifying the improvement in the convergence rate in time of the new threshold dynamics schemes on a few smooth interfaces. To ensure spatial errors are negligible in our experiments, for most of our experiments below, we simply represent the interfaces as graphs of functions. This is, of course, not meant as a practical implementation, but just as a very accurate and efficient way to minimize spatial errors – it allows us to reach very high spatial resolutions and accuracies – so that we can focus on time discretization errors. Section 6.1 explains the details of the implementation, and Section 6.2 presents the results. The latter also contains an experiment with the practical implementation of the new schemes (albeit on uniform grids) to verify that no substantial qualitative difference is observed in the handling of topological changes vs. the original threshold dynamics algorithm.

**6.1. Highly Accurate Threshold Dynamics For Graphs.** This section explains how *Algorithm 4.1* and *Algorithm 5.1* have been implemented in the special case that the interface is given as the graph of a function for the purpose of numerical convergence tests given in Section 6.2. We repeat that we are not advocating this implementation as a practical method – it is just for numerical convergence tests on smooth interfaces – but refer to Ruuth’s adaptive spectral implementation [8] to be used in conjunction with our new algorithms.
Let \( \Sigma = \{ (x, x_n) | x_n \leq f(x) \} \) for some function \( f(x) \). Recall the definition of the Gaussian kernel
\[
G_{\delta t}(x) = \frac{1}{(4 \pi \delta t)^{d/2}} e^{-\frac{|x|^2}{4 \delta t}}.
\]
Then the convolution is
\[
G_{\delta t} \ast \mathbb{1}_\Sigma(x, x_n) = \int_{\mathbb{R}^{d-1}} G_{\delta t}(\bar{x}) \int_{-\infty}^{f(\bar{x})} \frac{1}{\sqrt{4 \pi \delta t}} e^{-\frac{(x_n - \bar{x}_n)^2}{4 \delta t}} d\bar{x} dx
\]
(6.1)
where \( \text{erf}(\cdot) \) is the error function. The latter integral is calculated numerically (e.g. Gaussian quadrature) inside a region \( \Omega \subset \mathbb{R}^{n-1} \) such that \( \int_{\Omega} G_{\delta t}(x - \bar{x}) d\bar{x} < \epsilon \) for some preset tolerance \( \epsilon \).

With this tool in hand, we can implement the original threshold dynamics (Algorithm 1.1) by tracking the interface at fixed points \( x \) throughout the evolution. We describe this in Algorithm 6.1. The two version of threshold dynamics we proposed in this paper, Algorithm 4.1 and Algorithm 5.1, are implemented similarly.

Algorithm 6.1 Highly Accurate Threshold Dynamics For Graphs

1: Fix total evolution time \( T \), time step size \( \delta t \), and points \( \{x_i\}_{i=1}^N \in D \subset \mathbb{R}^{d-1} \).
2: Set \( \Sigma_0 = \{ (x, x_n) | x_n \leq f(x, 0) \} \) and \( K = T/\delta t \).
3: for \( k \leftarrow 1 \) to \( K \) do
4: For each \( x_i \) find \( y^i \) such that
\[
\frac{1}{2} = G_{\delta t} \ast \mathbb{1}_{\Sigma_{k-1}}(x^i, y^i)
\]
using e.g. the secant method, estimating the right hand side using (6.1).
5: Set \( f(x^i, k\delta t) = y^i \) and \( \Sigma^k = \{ (x, x_n) | x_n \leq f(x, k\delta t) \} \).

6.2. Numerical Results. In this section, we will test Algorithm 4.1 and Algorithm 5.1 on a couple of two phase mean curvature motion evolution problems to demonstrate their accuracy.

In \( \mathbb{R}^2 \) we run our algorithms on the ‘Grim Reaper Wave.’ The interface is given by \( f(x, t) = \text{arcsinh}(\exp(-t) \cos(x)) \). We run the evolution with initial data \( f(x, 0) = \text{arcsinh}(\cos(x)) \) to \( T = 1 \) on domain \( x = [0, \pi] \) with homogeneous Neumann boundary conditions. We track 4000 points and report the \( L^2 \) error between final interface and \( f(x, 1) \). We include the errors for the original threshold dynamics in Table 1 for comparison. The error for Algorithm 4.1 is reported in Table 2 and the error for Algorithm 5.1, with \( \gamma \)'s given in (5.19), is tabulated in Table 3.

| Number of time steps | 8     | 16    | 32    | 64    | 128   | 256   |
|----------------------|-------|-------|-------|-------|-------|-------|
| \( L^2 \) error      | 5.4e-03 | 2.6e-03 | 1.3e-03 | 6.7e-04 | 3.3e-04 | 1.7e-04 |
| Order                | -     | 1.0   | 1.0   | 1.0   | 1.0   | 1.0   |

Table 1: Ordinary Threshold Dynamics, Algorithm 1.1, on the ‘Grim Reaper Wave.’
In three dimensions, we run mean curvature evolution tests with initial interface \( f(x, y, 0) = \cos(\pi y) \cos(\pi x) + \frac{1}{2} \cos(\pi y) \) to \( T = 1/10 \) on \( (x, y) \in [-1, 1] \times [-1, 1] \) with periodic boundary conditions. We generate the ‘true’ solution by forward Euler discretization of the PDE for mean curvature motion (3.1) using very small time steps and a very high spatial resolution. We tabulate the \( L^2 \) error between the ‘true’ interface and the output of Algorithm 4.1 in Table 4.

### Table 4: Algorithm 4.1 on an interface in \( \mathbb{R}^3 \)

| Number of time steps | 4    | 8    | 16   | 32   | 64    |
|----------------------|------|------|------|------|-------|
| \( L^2 \) error      | 3.3e-03 | 6.5e-04 | 1.3e-04 | 2.7e-05 | 6.3e-06 |
| Order                | -    | 2.4  | 2.4  | 2.2  | 2.1   |

As an additional test in three dimensions, we use Algorithm 4.1 to evolve a dumbbell by mean curvature motion using the practical implementation of Algorithm 4.1, albeit on a uniform grid. The system goes through a topological change where the connected set breaks off into two components. In Figure 1, we show the original threshold dynamics Algorithm 1.1 and Algorithm 4.1 at time steps near the pinch off. There is a slight difference between the two algorithms at the temporal and spatial resolutions we have chosen. Presumably, this difference will shrink as we further refined our temporal and spatial resolution. Regardless, Algorithm 4.1 behaves reasonably during the pinch off.

### 7. Conclusion

We have presented second order threshold dynamic methods for simulating two phase mean curvature flow. Unlike the previous method, Algorithm 2.1, our methods represent the phases via a binary function at every step. Additionally, we present an unconditionally stable method in two dimensions. We have demonstrated the methods and their advertised accuracy on examples in two and three dimensions.

Finding a method that is second order in three and higher dimensions and unconditionally stable in the case of two phases is a topic of future investigation.

### 8. Appendix
8.1. Taylor Expansion of Characteristic Function with a Gaussian Kernel. In this section of the appendix, we work out the Taylor expansion of the convolution of a Gaussian kernel with a characteristic function. A simpler version of the following calculation is worked out in two dimensions by Ruuth [7] and up to first order in arbitrary dimensions by Grzhibovskis & Heinz [2]. First, let us introduce the following notation for the 1D Gaussian for convenience,

$$g_t(x) = \frac{1}{2\sqrt{\pi t}} \exp \left( -\frac{x^2}{4t} \right)$$

and let $$G_t(x, y, z) = g_t(x)g_t(y)g_t(z)$$.

Now take a function $$h(x, y)$$ with the following properties:

$$h(0, 0) = \mathcal{O}(t)$$

$$h_x(0, 0) = \mathcal{O}(t)$$

$$h_y(0, 0) = \mathcal{O}(t)$$

(8.1)
The papers mentioned above ([2],[7]) use the assumption that

\[ h(0,0) = h_x(0,0) = h_y(0,0) = 0. \] (8.2)

These simpler assumptions are sufficient for their calculation of the Taylor expansion for a single step of threshold dynamics. However, after the first stage, the interface may no longer satisfy (8.2). So we required the more general conditions given by (8.1) for Taylor expansions of the interface after the first stage.

Now let \( \Sigma = \{(x, y, z) : z \leq h(x,y)\} \). The goal is to see how \([G_t \ast \chi_\Sigma](x,y,z)\)
behaves along the \(z\)-axis near the origin. First, we simplify \([G_t \ast \chi_\Sigma](x,y,z)\):

\[
\left[ G_t \ast \chi_\Sigma \right](x,y,z) = \int_{\mathbb{R}^2} g_t(y - \bar{y}) g_t(x - \bar{x}) \int_{-\infty}^{\infty} g_t(z - \bar{z}) \chi_\Sigma(\bar{x}, \bar{y}, \bar{z}) d\bar{z} d\bar{y}
\]

\[
= \int_{\mathbb{R}^2} g_t(y - \bar{y}) g_t(x - \bar{x}) \int_{-\infty}^{h(\bar{x}, \bar{y})} g_t(z - \bar{z}) d\bar{z} d\bar{y}
\]

\[
= \int_{\mathbb{R}^2} g_t(y - \bar{y}) g_t(x - \bar{x}) \int_{-\infty}^{0} g_t(z - \bar{z}) d\bar{z} d\bar{y} + \int_{\mathbb{R}^2} g_t(y - \bar{y}) g_t(x - \bar{x}) \int_{0}^{h(\bar{x}, \bar{y})} g_t(z - \bar{z}) d\bar{z} d\bar{y}
\]

\[
= \frac{1}{2} \left[ \frac{z}{2\sqrt{\pi}t} + \frac{z^3}{24\sqrt{\pi}t^{3/2}} \right] + \int_{\mathbb{R}^2} g_t(x - \bar{x}) g_t(y - \bar{y}) \int_{0}^{h(\bar{x}, \bar{y})} g_t(z - \bar{z}) d\bar{z} d\bar{y} + \text{h.o.t.}
\] (8.3)

Setting \( x = y = 0 \), we will now simplify the last term of (8.3),

\[
\int_{\mathbb{R}^2} g_t(x - \bar{x}) g_t(y - \bar{y}) \int_{0}^{h(\bar{x}, \bar{y})} g_t(z - \bar{z}) d\bar{z} d\bar{y}. \] (8.4)

First note that, near \( z = 0 \),

\[
\int_{0}^{h(\bar{x}, \bar{y})} g_t(z - \bar{z}) d\bar{z} = \frac{1}{2\sqrt{\pi}t} \int_{0}^{h(\bar{x}, \bar{y})} 1 - \frac{(z - \bar{z})^2}{4t} d\bar{z} + \text{h.o.t.} \] (8.5)

Substituting approximation (8.5) into (8.4) and integrating,

\[
\frac{1}{2\sqrt{\pi}t} \int_{\mathbb{R}^2} g_t(x) g_t(y) \int_{0}^{h(\bar{x}, \bar{y})} g_t(z - \bar{z}) d\bar{z} d\bar{y}
\]

\[
= \frac{1}{2\sqrt{\pi}t} \int_{\mathbb{R}^2} g_t(x) g_t(y) \int_{0}^{h(\bar{x}, \bar{y})} 1 - \frac{(z - \bar{z})^2}{4t} d\bar{z} d\bar{y} + \text{h.o.t.}
\]

\[
= \frac{1}{2\sqrt{\pi}t} \int_{\mathbb{R}^2} g_t(x) g_t(y) \left[ h(\bar{x}, \bar{y}) + \frac{-3h(\bar{x}, \bar{y})z^2 + 3(h(\bar{x}, \bar{y}))^2 z - (h(\bar{x}, \bar{y}))^3}{12t} \right] d\bar{z} d\bar{y} + \text{h.o.t.}
\] (8.6)
Now substituting (8.10) for the last term of (8.3) we arrive at the expansion of (8.10):

\[
P[h](\tilde{x}, \tilde{y}) = h + \tilde{x}h_x + \tilde{y}h_y + \frac{\tilde{x}^2}{2}h_{xx} + \tilde{y}^2h_{yy} + \frac{\tilde{x}^2}{6}h_{xxx} + \frac{\tilde{y}^2}{2}h_{xy} + \frac{\tilde{x}^3}{2}h_{xxx} + \frac{\tilde{y}^3}{6}h_{xxx} + \frac{\tilde{x}^2\tilde{y}}{4}h_{xx} + \frac{\tilde{x}\tilde{y}^2}{2}h_{xx} + \frac{\tilde{x}\tilde{y}}{6}h_{xxy} + \frac{\tilde{y}^3}{4}h_{xxy} + \frac{\tilde{y}^4}{2}h_{xyy} + \text{h.o.t.}
\]

Where \( h = h(0,0), \ x_x = h_x(0,0), \) etc. in order to simplify notation. Now substitute the Taylor expansion of \( h(\tilde{x}, \tilde{y}) \) about \( (0,0) \) into (8.6):

\[
\frac{1}{2\sqrt{\pi t}} \int_{\mathbb{R}^2} g_t(\tilde{x})g_t(\tilde{y}) \int_0^{h(\tilde{x}, \tilde{y})} g_t(z - \tilde{z})d\tilde{z}d\tilde{y} =
\frac{1}{2\sqrt{\pi t}} \int_{\mathbb{R}^2} g_t(\tilde{x})g_t(\tilde{y}) \left[ P[h](\tilde{x}, \tilde{y}) - \frac{1}{4t} P[h](\tilde{x}, \tilde{y})z^2 + \frac{1}{4t} \left( P[h](\tilde{x}, \tilde{y}) \right)^2 z \right.
- \left. \frac{1}{12t} \left( P[h](\tilde{x}, \tilde{y}) \right)^3 \right] d\tilde{z}d\tilde{y} + \text{h.o.t.}
\]

Now we can integrate (8.8). For a non-negative integer \( n \) we have:

\[
\int_{-\infty}^{\infty} x^n g_t(x)dx = \begin{cases} \frac{(2\pi t)^{n/2}}{n!} & \text{for } n \text{ even} \\ 0 & \text{for } n \text{ odd} \end{cases}
\]

Using (8.9), we simplify (8.8):

\[
\frac{1}{2\sqrt{\pi t}} \int_{\mathbb{R}^2} g_t(\tilde{x})g_t(\tilde{y}) \int_0^{h(\tilde{x}, \tilde{y})} g_t(z - \tilde{z})d\tilde{z}d\tilde{y} =
\frac{h}{2\sqrt{\pi t}} + \frac{\sqrt{t}}{2\sqrt{\pi}} (h_{xx} + h_{yy})
+ \frac{t^{3/2}}{4\sqrt{\pi}} (h_{xxx} + 2h_{xyy} + h_{yyyy}) - \frac{z^2}{8\sqrt{\pi t^{3/2}}} h - \frac{z^2}{8\sqrt{\pi t^{3/2}}} (h_{xx} + h_{yy}) + \frac{z}{8\sqrt{\pi t^{3/2}}} h^2
+ \frac{z}{4\sqrt{\pi t}} h_{xx} + h_{yy} + \frac{\sqrt{t}}{2\sqrt{\pi}} \left( \frac{h_{xx}}{4} + \frac{h_{yy}}{4} + \frac{h_{xyy}}{2} + h_{xyy} + h_{xyy} \right) - \frac{h^3}{24\sqrt{\pi t^{3/2}}}
- \frac{h^2}{8\sqrt{\pi t}} (h_{xx} + h_{yy}) - \frac{\sqrt{t}}{2\sqrt{\pi}} (h_{xx} + h_{yy} + h_{xx} + h_{yy} + h_{xx} + h_{yy})
- \frac{t^{3/2}}{4\sqrt{\pi t}} \left( \frac{5}{4} h_{xx} + \frac{5}{4} h_{yy} + \frac{3}{4} h_{xx} h_{yy} + \frac{3}{4} h_{xx} h_{yy} + 3 h_{xx} h_{yy} + 3 h_{xx} h_{yy} + 3 h_{yy} h_{xx} + 3 h_{xx} h_{xx} + 3 h_{yy} h_{yy} \right) + \text{h.o.t.}
\]

Now substituting (8.10) for the last term of (8.3) we arrive at the expansion of \( G_t \).
\[ G_t \ast \mathbb{1}_\Sigma \] (0, 0, z) near z = 0:

(8.11)
\[
G_t \ast \mathbb{1}_\Sigma \] (0, 0, z) = \\
\frac{1}{2} - \frac{z}{2\sqrt{\pi t}} + \frac{z^3}{24\sqrt{\pi t}^{3/2}} + \frac{h}{2\sqrt{\pi t}} + \sqrt{\frac{t}{2\sqrt{\pi}}} (h_{xx} + h_{yy}) \\
+ \frac{t^{3/2}}{4\sqrt{\pi}} (h_{xxx} + 2h_{xxy} + h_{xyy}) - \frac{z}{8\sqrt{\pi t}^{3/2}} h - \frac{z}{8\sqrt{\pi t}} (h_{xx} + h_{yy}) + \frac{z}{8\sqrt{\pi t}^{3/2}} h^2 \\
+ \frac{h^2}{8\sqrt{\pi t}} (h_{xx} + h_{yy}) - \sqrt{\frac{t}{2\sqrt{\pi}}} h \left( \frac{3}{4} h_{xx} + \frac{3}{4} h_{yy} + \frac{1}{2} h_{xxy} + h_{xyy} \right) - \frac{h^3}{24\sqrt{\pi t}^{3/2}} \\
- \frac{t^{3/2}}{2\sqrt{\pi}} \left( \frac{5}{4} h_{xx} + \frac{5}{4} h_{yy} + \frac{3}{4} h_{xxy} \right) + \frac{3}{4} h_{xxy} h_{xyy} + \frac{3}{4} h_{xx} h_{yy} + \frac{3}{4} h_{yy} h_{xyy} + \frac{3}{4} h_{xxy} h_{xyy} + \frac{3}{4} h_{xx} h_{yy} + \frac{3}{4} h_{yy} h_{xyy} + \text{h.o.t}
\]

In this paper, we use the previous calculation to find the location of an interface along the z-axis after thresholding, i.e. finding z such that \( G_t \ast \mathbb{1}_\Sigma \) (0, 0, z) = \( \frac{1}{2} \).

We also need to find how the derivatives of our interface, given by \( z_x(0, 0) \), \( z_y(0, 0) \), \( z_{xx}(0, 0) \) etc., relate to the derivatives of the original interface given by \( h(x, y) \). The derivatives of z match the derivatives of \( h \) to order \( t \):

(8.12)
\[
\frac{\partial^{m+n}}{\partial x^m y^n} z(x, y)|_{(x, y) = (0, 0)} = \frac{\partial^{m+n}}{\partial x^m y^n} h(x, y)|_{(x, y) = (0, 0)} + O(t).
\]

Note that \( z_x(0, 0) \) and \( z_y(0, 0) \) are of \( O(t) \) for \( h \) having properties (8.1). For our calculations, we also need to find \( z_{xx}(0, 0) \) and \( z_{yy}(0, 0) \) to \( O(t^2) \). So we also include the calculation of \( \frac{\partial^2}{\partial x^2} \left[ G_t \ast \mathbb{1}_\Sigma \right] (x, y, z(x, y))|_{(x, y) = (0, 0)} \):  

(8.13)
\[
\frac{\partial^2}{\partial x^2} \left[ G_t \ast \mathbb{1}_\Sigma \right] (x, y, z(x, y))|_{(x, y) = (0, 0)} = \\
- \frac{z_{xx}}{2\sqrt{\pi t}} + \frac{3z_{x} z_{xx}}{24 \sqrt{\pi t}^{3/2}} + \int_{\mathbb{R}^2} g_t(\tilde{x}) g_t(\tilde{y}) \int_{0}^{h(\tilde{x}, \tilde{y})} g_t(z - \tilde{z}) \left[ \frac{\tilde{z}^2 - z^2}{4t^2} + \frac{\tilde{z}(\tilde{z} - z)z_x}{2t} \right] d\tilde{z} d\tilde{x} d\tilde{y} + \text{h.o.t}
\]

The terms \( \frac{z_{xx}}{4\sqrt{\pi t}^{3/2}} \) and
\[
\int_{\mathbb{R}^2} g_t(\tilde{x}) g_t(\tilde{y}) \int_{0}^{h(\tilde{x}, \tilde{y})} g_t(z - \tilde{z}) \left[ \frac{\tilde{x}(\tilde{x} - z)z_x}{2t^2} + \frac{(\tilde{x} - z)^2 z_x}{4t^2} - \frac{z_x^2}{2t} \right] d\tilde{z} d\tilde{x} d\tilde{y}
\]
turn out to be \( O(t^{3/2}) \), which is higher than the order needed for the calculations in this paper. We will simplify the two remaining terms in the integrand, starting with the term \( \frac{z_{xx}}{4\sqrt{\pi t}^{3/2}} \). As in the previous calculation substitute in the approximation (8.5)
and integrate:

\[
\int_{\mathbb{R}^2} g_t(\tilde{x}) g_t(\tilde{y}) \int_0^{h(\tilde{x},\tilde{y})} g_t(z - \tilde{z}) \frac{z^2 - 2t}{4t^2} \, d\tilde{z} \, d\tilde{y} = \frac{1}{2\sqrt{\pi t}} \int_{\mathbb{R}^2} g_t(\tilde{y}) g_t(\tilde{x}) \left[ P[h](\tilde{x}, \tilde{y}) - \frac{1}{4t} P[h](\tilde{x}, \tilde{y}) z^2 \right. \\
\left. + \frac{1}{4t} \left( P[h](\tilde{x}, \tilde{y}) \right)^2 z - \frac{1}{12t} \left( P[h](\tilde{x}, \tilde{y}) \right)^3 \right] \frac{z^2 - 2t}{4t^2} \, d\tilde{z} \, d\tilde{y} + \text{h.o.t.}
\]

Then use (8.9) to further simplify (8.14):

\[
\begin{align*}
&= \frac{h_{xx}}{2t} + \frac{\sqrt{t}}{2\sqrt{\pi t}} (h_{xxxx} + h_{xyy}) \\
&\quad - \frac{z^2}{8\sqrt{\pi t}^{3/2}} h_{xx} + \frac{z}{4\sqrt{\pi t}^{3/2}} h_{hxx} + \frac{z}{2\sqrt{\pi t}} \left( \frac{3}{2} h_{xx}^2 + \frac{1}{2} h_{xx} h_{yy} + h_{xy}^2 \right) \\
&\quad - \frac{h^2}{8\sqrt{\pi t}^{3/2}} h_{xx} - \frac{h}{2\sqrt{\pi t}} \left( \frac{3}{2} h_{xx}^2 + \frac{1}{2} h_{xx} h_{yy} + h_{xy}^2 \right) \\
&\quad - \frac{\sqrt{t}}{2\sqrt{\pi}} \left( \frac{3}{4} h_{xx}^3 + \frac{3}{4} h_{xx} h_{yy}^2 + \frac{3}{2} h_{xx} h_{yy} + 6 h_{xx} h_{xy}^2 + 3 h_{yy} h_{xy}^2 \right) + \text{h.o.t}
\end{align*}
\]

We now turn to the \( \frac{(z-\bar{z})^2}{2t} \) term, following the same steps:

\[
\begin{align*}
&\int_{\mathbb{R}^2} g_t(\tilde{x}) g_t(\tilde{y}) \int_0^{h(\tilde{x},\tilde{y})} g_t(z - \tilde{z}) \frac{(z - \bar{z}) z_{xx}}{2t} \, d\tilde{z} \, d\tilde{y} \\
&= \frac{1}{2\sqrt{\pi t}} \int_{\mathbb{R}^2} g_t(\tilde{y}) g_t(\tilde{x}) \left[ P[h](\tilde{x}, \tilde{y}) - \frac{1}{4t} P[h](\tilde{x}, \tilde{y}) z^2 \right. \\
&\left. + \frac{1}{4t} \left( P[h](\tilde{x}, \tilde{y}) \right)^2 z - \frac{1}{12t} \left( P[h](\tilde{x}, \tilde{y}) \right)^3 \right] \frac{(z - \bar{z}) z_{xx}}{2t} \, d\tilde{z} \, d\tilde{y} + \text{h.o.t.}
\end{align*}
\]

Substituting (8.15) and (8.16) into (8.13), we arrive at the simplification

\[
\frac{\partial^2}{\partial t^2} \left[ G_t \circ \mathbb{E}_t \right](x, y, z(x, y))|_{(x,y)=(0,0)}
= - \frac{z_{xx}}{2\sqrt{\pi t}} + \frac{z^2 z_{xx}}{8\sqrt{\pi t}^{3/2}} + \frac{h_{xx}}{2\sqrt{\pi t}} + \frac{\sqrt{t}}{2\sqrt{\pi}} (h_{xxxx} + h_{xyy})
\quad - \frac{z^2}{8\sqrt{\pi t}^{3/2}} h_{xx} + \frac{z}{4\sqrt{\pi t}^{3/2}} h_{hxx} + \frac{z}{2\sqrt{\pi t}} \left( \frac{3}{2} h_{xx}^2 + \frac{1}{2} h_{xx} h_{yy} + h_{xy}^2 \right)
\quad - \frac{h^2}{8\sqrt{\pi t}^{3/2}} h_{xx} - \frac{h}{2\sqrt{\pi t}} \left( \frac{3}{2} h_{xx}^2 + \frac{1}{2} h_{xx} h_{yy} + h_{xy}^2 \right)
\quad - \frac{\sqrt{t}}{2\sqrt{\pi}} \left( \frac{3}{4} h_{xx}^3 + \frac{3}{4} h_{xx} h_{yy}^2 + \frac{3}{2} h_{xx} h_{yy} + 6 h_{xx} h_{xy}^2 + 3 h_{yy} h_{xy}^2 \right)
\quad + \frac{z_{xx}}{2\sqrt{\pi t}} \left[ \frac{h^2}{4t} + \frac{1}{2} h(h_{xx} + h_{yy}) + \frac{3t}{4} (h_{xx}^2 + h_{yy}^2) + \frac{t}{2} h_{xx} h_{yy} + h_{xy}^2 \right]
\quad - \frac{z h}{2t} - \frac{z}{2} (h_{xx} + h_{yy}) + \text{h.o.t.}
\]
Finding $\frac{\partial^2}{\partial y^2} (G_t + 1_\Sigma)(x, y, z(x, y))|_{(x, y) = (0, 0)}$ is similar. We use both (8.11) and (8.17) in several calculations throughout the course of the paper.

8.2. The $\gamma$s that render the four-step threshold dynamic scheme to be second order accurate. We record here the exact values for the coefficients $\gamma$ in the four-stage, second order accurate scheme introduced in subsection 5.3. They are algebraic numbers, but the representations of some of them are quite long and therefore we have approximated them above. With the exact values given below, we can rigorously state that the Algorithm 5.1 is second order while maintaining unconditional energy stability. The matrix of values is:

$$\gamma = \begin{pmatrix}
1 & 0 & 0 & 0 \\
-\frac{1}{4} & \frac{1}{2} & 0 & 0 \\
\frac{5}{6} & \frac{-1}{2} & \frac{5}{6} & 0 \\
74.0 & 74.2 & 74.3 & 0
\end{pmatrix}.$$

$$\gamma_{4, 2} = \left( \sqrt[3]{\frac{1}{735478578405865499600064} + \frac{133495318877644714344377}{735478578405865499600064}} - \frac{1}{1012609382068488484871308970145660158} \\
- \frac{1}{557003} \frac{3}{735478578405865499600064} \frac{133495318877644714344377}{735478578405865499600064} - \frac{1}{557003} \frac{3}{735478578405865499600064} \frac{133495318877644714344377}{735478578405865499600064} \right)^{2/3}$$

$$\gamma_{4, 3} = \left( -\frac{1}{557003} \frac{3}{735478578405865499600064} \frac{133495318877644714344377}{735478578405865499600064} + \frac{1}{1012609382068488484871308970145660158} \right)^{2/3}$$

$$\gamma_{4, 0} = 1 - \frac{1}{2} - \gamma_{4, 2} - \gamma_{4, 3}$$

It can be checked that these $\gamma$s satisfy the inequalities in the hypothesis of Theorem 5.2 for stability, and the consistency equations in Claim 5.1 for second order exactly.
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