Occlusion Handling in Videos Object Tracking: A Survey
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Abstract. Object tracking in video has been an active research since for decades. This interest is motivated by numerous applications, such as surveillance, human-computer interaction, and sports event monitoring. Many challenges related to tracking objects still remain, this can arise due to abrupt object motion, changing appearance patterns of objects and the scene, non-rigid object structures and most significant are occlusion of tracked object be it object-to-object or object-to-scene occlusions. Generally, occlusion in object tracking occur under three situations: self-occlusion, inter-object occlusion by background scene structure. Self-occlusion occurs most frequently while tracking articulated objects when one part of the object occludes another. Inter-object occlusion occurs when two objects being tracked occlude each other whereas occlusion by the background occurs when a structure in the background occludes the tracked objects. Typically, tracking methods handle occlusion by modelling the object motion using linear and non-linear dynamic models. The derived models will be used to continuously predicting the object location when a tracked object is occluded until the object reappears. Example of these method are Kalman filtering and Particle filtering trackers. Researchers have also utilised other features to resolved occlusion, for example, silhouette projections, colour histogram and optical flow. We will present some result from a previously conducted experiment when tracking single object using Kalman filter, Particle filter and Mean Shift trackers under various occlusion situation in this paper. We will also review various other occlusion handling methods that involved using multiple cameras. In a nutshell, the goal of this paper is to discuss in detail the problem of occlusion in object tracking and review the state of the art occlusion handling methods, classify them into different categories, and identify new trends. Moreover, we discuss the important issues related to occlusion handling including the use of appropriate selection of motion models, image features and use of multiple cameras.

1. Introduction

Object tracking in video has been an active research since more than decades ago. This interest is motivated by numerous applications, such as surveillance [1-4] human-computer interaction [5-6] and robots navigation [7,8]. Many of these applications of object tracking have the goal to have ability to automatically understand events happening at a site [9]. To have higher level of understanding of events requires that certain lower level computer vision tasks to be performed. These may include tracking objects, handling occlusion and detection of unusual motion.

Object tracking is a process of monitoring an object’s spatial and temporal changes during a video sequence, including its presence, position, size, shape, etc [10]. Many challenges still remains big on tracking objects, this can arise due to abrupt object motion, changing appearance patterns of objects and the scene, non-rigid object structures and most significantly is handling occlusion of tracked object.
Many studies have been conducted to improve object tracking technique reliability and accuracy. An article written by [11] summarises the techniques in widespread use and classifies them into 35 different algorithmic types as well as providing a comprehensive literature survey of object tracking. Another comprehensive was also produced by [12] has reviewed on the techniques used in object tracking and categorize the techniques on the basis of the object and motion representations used. The review also comprehensively provides detailed descriptions of representative methods in each category, and examines their strength and weaknesses.

However these previous articles discussed very little on the occlusion handling methods and it has been a long time since the last survey was conducted on object tracking. Therefore, the goal of this paper is to discuss the problem of occlusion in object tracking and review the state of the art occlusion handling methods, classify them into different categories, and identify new trends. Moreover, we discuss the important issues related to occlusion handling including the use of appropriate selection of motion models, image features and use of multiple cameras.

2. Occlusion in object tracking
In video object tracking, occlusion happened when a tracked object or its key attributes used to recognize its identity is not available for a camera sensor to keep tracking its spatial state while the object is still present at the scene. Occlusion can be caused by various reasons, occlusion occurs when two or more inter-object occlusion and occlusion by the background scene structure. Sometimes, occlusion occurs when one part of the object occludes another, this is known as self-occlusion. This situation most frequently arises while tracking articulated objects. Inter-object occlusion occurs when two objects being tracked occlude each other. Similarly, occlusion by the background occurs when a structure in the background occludes the tracked objects.

Handling occlusion in a single object environment is a straight forward task. If only a single object will appear within the scene, the tracking task will only involved detecting object appearance. However, for scene with multiple object appearance, handling occlusion becomes complicated. For inter-object occlusion, [13] view the multi-object trackers problem as a challenging problem, especially when the targets are “identical”, in the sense that the same model is used to describe each target. Occlusion handling ability of a tracking techniques also depend on the severity of occlusion and the state of the occlusion. In the subsection below, we will discuss how occlusion severity can be classified and various states of occlusion were identified by [14].

2.1. Severity of occlusion
Existing literature has identified a number of occlusion categories in the context of tracking in ad hoc manner. One way to categories occlusion is based on the severity of the occlusion. Occlusion can be categorized as non-occlusion, partial occlusion, full occlusion and long term full occlusion. In multi-camera setup, the interval between leaving the field of view of a camera and moving to another camera or return to the previous camera can also be considered as occlusion.

During non-occlusion, the tracked object appears as a single blob having all tracking features exposed to the camera sensor for tracking. Most of the existing tracking methods that are based on appearance attribute to track a target such as Template Matching and Mean Shift [15] will be able to tracked non occlusion object accurately.

Partial occlusion happened when some of the key features of the tracked object are hidden from the camera during tracking. Partial occlusion could happen when part of the tracked object is blocked by other object or background structure or during self-occlusion. Partial occlusion of an object by a foreground structure is hard to detect since it is difficult to differentiate between the object changing its shape and the object getting occluded. When partial occlusion occurs, tracker that only adopts simple template matching without consideration of the evolution of the object over time will fail. Therefore, many newly developed tracking methods such as Mean Shift [15] include adaptive step into the tracking method to handle partial occlusion.

Full Occlusion happen when a tracked object is completely not visible while knowing that the object has not left the area of view of the camera. When full occlusion occurs, no one method that rely on image appearance could continue to track the object because there will be no more appearance clue left in the scene for occlusion. To handle full occlusion, many of the state of the art tracking method
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incorporated object spatial motion model into the tracking process. For instance, Kalman filter are used for estimating the location and motion of objects in [16-18].

2.2. State of occlusion
In 2011, [14] formulate a set of occlusion cases by considering the spatial relations among tracked object and the detected foreground blob(s), to show that only 7 occlusion states are possible. Other than non occlusion and full occlusion, [14] define another five occlusion states based on fragmentation and grouping of blob(s) when partial occlusion occurs. For instance, when a tracked object is partially occluded by a foreground structure, the detected foreground blob of the tracked object could be broken into several individual small blobs. On the other hand, when a tracked object is occluded by other foreground objects, the foreground blobs of the tracked object could be grouped into a bigger blob with other foreground objects blob. The authors claimed to be the first to systematically analyze and formulate a complete set of occlusion cases by combining the cardinalities and modalities of object blob overlap.

3. Occlusion handling
Occlusion handling is an inevitable problem in object tracking. The problem of occlusion occurs during the occlusion and after the occlusion. During the time of occlusion, two types of challenges may occur. First, when two foreground objects occlude one another, the foreground blob of the objects will group together and it will become challenging to classify the pixels in the blob to respective object accurately. Secondly, during occlusion, the actual location of a tracked object is difficult to determine since the visibility of the tracked object become limited or totally missing.

After the event of occlusion, especially the full occlusion, the challenge of associating the reappear object is tough. When an object reappear, it is difficult to decide if the object is a new object appear to the scene or it is an object reappear after occlusion. The problem becomes more complicated especially when tracking multiple objects with similar appearance. The solutions to this problem are normally known as occlusion recovery methods. To handle occlusions problem, various methods has been proposed. We have summarized a few state of the art methods and classify them based on the nature of the problem each of the methods tried to solve.

3.1. Depth analysis
Solution to merged foreground blob problem is through determining the depth of the tracked objects such as [19-21]. By determining the depth of the object, when two or more object occlude one another creating a grouped blob, the depth model of the object can be use to separate the object blobs because the object nearer to the camera will have shorter depth compare to the object that is further. This makes segmenting the object blob during occlusion easier.

Various methods were used to estimate the depth of the tracked object and the structure in a scene. Previous researchers such as [19] and [21] used video sequences obtained with stereo cameras to calculate the depth of the objects in the video. Another method of generating the probability density functions for the depth of the scene at each pixel from a training set of detected blobs through projection of the 3D scene as 2D was proposed by [20] so that the occlusion landscape is made explicit such structures can defeat the process of tracking individuals through the scene. In [22] article, they proposed using Microsoft Kinect™ to recognize hand gesture.

3.2. Fusion methods
In a review article written by [12], they stated that previous researchers believe they can exploit the knowledge of the position and the appearance of the occluding object and occluded object to detect and resolve occlusion. A common approach to handle complete occlusion during tracking is to fuse the object motion with appearance model by linear dynamic models or by nonlinear dynamics and, in the case of occlusion, to keep on predicting the object location until the object reappears. For example, a Kalman filter is used for estimating the location and motion of objects in [16,18,23]. A nonlinear dynamic model are used in [24-26] where a particle filter employed for state estimation.
3.3. Optimal camera placement method

The chance of occlusion can be reduced by an appropriate selection of camera placement positions. For instance, if a 360 degree ultra wide angle camera is mounted on the ceiling of a room, which is, when a birds-eye view of the scene is available, occlusions between objects on the ground do not occur. However, ultra wide angle camera will distort images captured and objects captured in the video will have very identical appearance features. Other than that, installing more cameras in the surveillance scene can also help to solve occlusion problem [27-29]. With many cameras installed, when an object is obstructed from viewing by a camera, the object may still be visible from other camera, this reduce the chances from being occluded.

4. Data set and result analysis

Many tracking methods have been proposed in handling occlusion using selected video samples. The selected video samples are usually obtained from actual recording by the authors or from benchmark dataset such as PETS [30] and ETISEO [31]. These video dataset provide a good impression on the performance of the proposed tracking method in real world. However, the complex scenario in the video such as shadow, illumination changes and moving background could obscure the evaluation of the actual performance of the tracking methods.

In order to explore the actual potential of the state of the art tracker, namely the Kalman Filter, Particle Filter and Mean Sift tracker, [32] introduced 64 simulation video sequences to experiment the effectiveness of each tracking methods on various occlusion scenarios. Tracking performances are evaluated based on Sequence Frame Detection Accuracy (SFDA) [33]. The results showed that Mean shift tracker would fail completely when full occlusion occurred. Kalman filter tracker achieved highest SFDA score of 0.85 when tracking object with uniform trajectory and no occlusion. Results also demonstrated that Particle filter tracker fails to detect object with non-uniform trajectory.

5. Conclusion

In this article, we present a survey of object handling methods and also give a brief review of related topics. We categorize the object occlusion methods into three categories, namely, depth analysis techniques, fusion techniques and camera placement techniques. The paper also provides detailed summaries of how occlusion was formed during object tracking and how each of these occlusion types affects object tracking result. Moreover, the paper also listed out some of the commonly use datasets for evaluation of occlusion handling techniques. We believe that, this article, a survey on occlusion handling technique in object tracking with comprehensive references, will be helpful to provide valuable insight into this research topic.
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