Using Machine Learning techniques in phenomenological studies on flavour physics
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ABSTRACT: An updated analysis of New Physics violating Lepton Flavour Universality, by using the Standard Model Effective Field Lagrangian with semileptonic dimension six operators at $\Lambda = 1$ TeV is presented. We perform a global fit, by discussing the relevance of the mixing in the first generation. We use for the first time in this context a Monte Carlo analysis to extract the confidence intervals and correlations between observables. Our results show that machine learning, made jointly with the SHAP values, constitute a suitable strategy to use in this kind of analysis.
1 Introduction

The experimental measurement of Lepton Flavour Universality Violating (LFUV) processes in $B$ meson decays, in tension with the Standard Model (SM) predictions, would represent a clear sign for physics beyond the SM. For the $b \rightarrow s \ell^+\ell^-$ processes, observables such as the ratios of branching fractions $R_{K^{(*)}}$,

$$R_{K^{(*)}} = \frac{\text{BR}(B \rightarrow K^{(*)}\mu^+\mu^-)}{\text{BR}(B \rightarrow K^{(*)}e^+e^-)},$$  \hspace{1cm} \text{(1.1)}$$

provide evidence of LFUV and are of particular interest because much of the theoretical uncertainty cancels in the ratio. It is well known that in the SM, as a consequence of Lepton Flavour Universality (LFU), $R_K = R_{K^*} = 1$ with uncertainties of the order of 1% [1, 2]. However, the latest experimental results from LHCb, in the specified regions of $q^2$ di-lepton invariant mass, are:

$$R_{K^{(*)}}^{[0.045,1.1]} = 0.66^{+0.11}_{-0.07} \pm 0.03$$  \hspace{1cm} [3]$$

$$R_{K^{(*)}}^{[1.1,6]} = 0.69^{+0.11}_{-0.07} \pm 0.05$$  \hspace{1cm} [4] \hspace{1cm} \text{(1.2)}$$

Clearly, the results for the compatibility of the individual measurements with respect to the SM predictions depend on the $q^2$ di-lepton invariant mass region, being of $3.1 \sigma$ for the $R_K$ ratio, $2.3 \sigma$ for the $R_{K^*}$ ratio in the low-$q^2$ region and $2.4 \sigma$ in the central-$q^2$ region.
The Belle collaboration has also reported experimental results for the \( R_{K^{(*)}} \) ratios \([5, 6]\), although with less precision than the LHCb measurements.

Other targets of flavour violating processes are the \( b \to c \ell \nu \) transitions. The ratios of branching fractions \( R_{D^{(*)}}^{\ell} \) and \( R_{D^{(*)}}^\mu \), defined by,

\[
R_{D^{(*)}}^{\ell} = \frac{\text{BR}(B \to D^{(*)}\tau \bar{\nu}_\tau)}{[\text{BR}(B \to D^{(*)}e \bar{\nu}_e) + \text{BR}(B \to D^{(*)}\mu \bar{\nu}_\mu)]/2} ,
\]

and

\[
R_{D^{(*)}}^{\mu} = \frac{\text{BR}(B \to D^{(*)}\tau \bar{\nu}_\tau)}{\text{BR}(B \to D^{(*)}\mu \bar{\nu}_\mu)} ,
\]

also exhibit sizeable deviations from their predicted SM values \([7]\),

\[
R_{D}^{\ell, \text{SM}} = 0.299 \pm 0.003 , \quad R_{D}^{\mu, \text{SM}} = R_{D^{*}}^{\mu, \text{SM}} = 0.258 \pm 0.005 .
\]

Their measurements at BaBar \([8]\), Belle \([9]\) and LHCb \([10]\) experiments are larger than the SM prediction. By assuming universality in the lighter leptons, the world average of the experimental values for the \( R_{D^{(*)}} \) ratios, as obtained by the Heavy Flavour Averaging Group (HFLAV), are \([7]\)

\[
R_{D}^{\text{ave}} = 0.340 \pm 0.027 \pm 0.013 , \quad R_{D^{*}}^{\text{ave}} = 0.295 \pm 0.011 \pm 0.008 .
\]

These values imply a 1.4\( \sigma \) discrepancy with the SM predictions for \( R_{D} \), and 2.5\( \sigma \) for \( R_{D^{*}} \). When combined together, including their correlation, the excess is 3.08\( \sigma \).

There exist other observables displaying some discrepancies with SM predictions even when larger theoretical uncertainties are taken into account \([11–14]\). It is clear than when investigating the implications of the experimental measurements in flavour physics observables, a global fit should be considered. Several global fits can be found in the literature (see, for example \([15–25]\) and references therein). We have recently done a global fit to the updated experimental information in \([24, 25]\), where an extensive list of references to previous analyses is included.

From the theoretical point of view, Effective Field Theory is one of the most widely used tools to study any possible New Physics (NP) contribution. The effective Hamiltonian approach allows us to perform a model-independent analysis of NP effects. In this paper, we consider the Standard Model Effective Field Theory (SMEFT) Lagrangian and we perform a global fit to the Wilson coefficients using the packages \texttt{flavio v2.3} \([26]\) and \texttt{smelli v2.3} \([27]\) (as described in details in section 3). The global fit includes the \( R_{K^{(*)}} \) and \( R_{D^{(*)}} \) observables, the electroweak precision observables; \( W \) and \( Z \) decay widths and branching ratios to leptons, superallowed nuclear \( \beta \) decays, all the available experimental data for the related \( b \to s \ell^+ \ell^- \) observables; i.e. the \( b \to s \mu^+ \mu^- \) observables (including the optimized angular observable \( P'_5 \) and the branching ratio of \( B_s \to \mu^+ \mu^- \), as well as all the available data on angular observables in \( B \to K^{(*)} \mu^+ \mu^- \) decay), the relevant data related to \( B \to K^{(*)} \ell^+ \ell^- \) decays, and also the angular observables measured in different bins for \( B_s \to \phi \mu \mu \) decays. Finally, the \( b \to s \nu \bar{\nu} \) observables are also included in the global fit.
Because the Gaussian approximation to characterize the fit is not successful, we will use for the first time in this context a Montecarlo analysis to extract the confidence intervals and other relevant statistics, and we explicitly show that machine learning, taking jointly with the SHAP (SHAPley Additive exPlanation) values, constitute a suitable strategy to use in this analysis.

The rest of this work is organized as follows: Section 2 presents a brief summary of the Effective Field Theory used to describe possible NP contributions to \( B \) decays observables. We then discuss in section 3 the details of the global fits performed, introducing the phenomenological scenarios that we used in the analysis and presenting our results. We found that the Gaussian approximation is not suitable to characterize the fit and, therefore, in order to extract the confidence intervals and other relevant statistics, we use a Montecarlo analysis that is described in section 4. The agreement of the results obtained by the Machine Learning Montecarlo algorithm that we have proposed and the ones obtained by using the Renormalization Group equations is also included in this section. Section 5 includes a discussion of the phenomenological implications of our analysis in leptoquark models. The conclusions are presented in section 6. Appendix A contains the list of observables that contribute to the global fit, as well as their prediction in the most general scenario considered in this work.

2 Brief summary of the Effective Field Theory

This section presents a short summary of the Effective Field Theory used in our analysis. First, at energy scales relevant for flavour processes it is convenient to work at an energy scale below the electroweak (EW) scale, for example \( \mu_{\text{WET}} = m_b \), with the top quark, Higgs, \( W \) and \( Z \) bosons being integrated out. The relevant terms of the Weak Effective Theory (WET) Lagrangian \([28–31]\) for the semileptonic decays of \( B \) mesons are:

\[
\mathcal{L}_{\text{eff}} = -\frac{4G_F}{\sqrt{2}} V_{cb} \sum_{\ell = e, \mu, \tau} (1 + C_{\ell V_L}^9) O_{\ell V_L}^9 + \frac{4G_F}{\sqrt{2}} V_{cb} V_{ts}^* \frac{e^2}{16\pi^2} \sum_{\ell = e, \mu} (C_{\ell 0}^9 O_{\ell 10}^9 + C_{\ell 10}^9 O_{\ell 10}^9)
\]

\[
+ \frac{4G_F}{\sqrt{2}} V_{sb} V_{ts}^* \frac{e^2}{16\pi^2} \sum_{\ell = e, \mu, \tau} C_{\ell \nu}^9 O_{\ell \nu}^9 ,
\]

(2.1)

where \( G_F \) is the Fermi constant, \( e \) is the electromagnetic coupling and \( V_{qq'} \) are the elements of the Cabibbo-Kobayashi-Maskawa (CKM) matrix. The dimension six operators are defined as,

\[
O_{\ell V_L}^9 = (\bar{e}_L \gamma_\alpha b_L)(\bar{\ell}_L \gamma^n \nu_\ell) , \quad O_9^\ell = (\bar{s}_L \gamma_\alpha b_L)(\bar{\ell}_L \gamma^n \nu_\ell) ,
\]

\[
O_{10}^\ell = (\bar{s}_L \gamma_\alpha b_L)(\bar{\ell}_L \gamma_5 \nu_\ell) , \quad O_{\nu}^\ell = (\bar{s}_L \gamma_\alpha b_L)[\bar{\nu}_\ell \gamma_\alpha (1 - \gamma_5) \nu_\ell] ,
\]

(2.2)

being their corresponding Wilson coefficients \( C_{\ell V_L}^9 \), \( C_9^\ell \), \( C_{10}^\ell \) and \( C_{\nu}^\ell \), respectively. The last three coefficients have contributions from both the SM processes \( (C_i^{\text{SM} \ell}) \), and NP contribution \( (C_i^{\text{NP} \ell}) \),

\[
C_i^\ell = C_i^{\text{SM} \ell} + C_i^{\text{NP} \ell} , \quad i = 9, 10, \nu .
\]

(2.3)
The dependence of the $R_{K^{(*)}}$ ratios on the Wilson coefficients has been previously
given by [32, 33]:

$$
R_{K^{[1, 6]}}^{[1, 6]} \simeq \frac{0.9875 + 0.1759 \text{Re} C_9^{NP} - 0.2954 \text{Re} C_{10}^{NP} + 0.0212 |C_9^{NP}|^2 + 0.0350 |C_{10}^{NP}|^2}{1 + 0.1760 \text{Re} C_9^{NP} - 0.3013 \text{Re} C_{10}^{NP} + 0.0212 |C_9^{NP}|^2 + 0.0357 |C_{10}^{NP}|^2}.
$$

(2.4)

where an analytic computation of this ratio as a function of $C_9^{NP}$, $C_{10}^{NP}$ in the region
$1.1 \leq q^2 \leq 6.0 \text{GeV}^2$ was performed.

For the $R_{D^{(*)}}$ ratios, the dependence of the $R_{D^{(*)}}$ ratios on the Wilson coefficients is
given by [32, 33]:

$$
R_{D^{(*)}}^\ell = R_{D^{(*)}}^{\ell, SM} \frac{|1 + C_{\ell L}^T|^2}{[1 + C_{\ell L}^T]| + |1 + C_{\ell L}^\mu|^2/2},
$$

$$
R_{D^{(*)}}^\mu = R_{D^{(*)}}^{\mu, SM} \frac{|1 + C_{\ell L}^T|^2}{|1 + C_{\ell L}^\mu|^2}.
$$

(2.5)

Second, the NP contributions at an energy scale $\Lambda$ ($\Lambda \sim \mathcal{O}(\text{TeV})$) is defined via the
Standard Model Effective Field Theory (SMEFT) Lagrangian [34],

$$
\mathcal{L}_{\text{SMEFT}} = \frac{1}{\Lambda^2} \left( C^{ijkl}_{\ell q(1)} O^{ijkl}_{\ell q(1)} + C^{ijkl}_{\ell q(3)} O^{ijkl}_{\ell q(3)} \right),
$$

(2.6)

where $\ell$ and $q$ are the lepton and quark $SU(2)_L$ doublets in the basis of electroweak
eigenstates, and $i, j, k, l$ denote generation indices. The dimension six operators are defined as

$$
O^{ijkl}_{\ell q(1)} = (\bar{\ell}_y^\gamma \gamma^\mu \ell_q)(\bar{d}_k^\gamma \gamma^\mu d_l),
$$

$$
O^{ijkl}_{\ell q(3)} = (\bar{\ell}_y^I \gamma^\mu \ell_q)(\bar{d}_k^I \gamma^\mu \tau^I d_l).
$$

(2.7)

with $\tau^I$ being the Pauli matrices.

We note that we will use the SMEFT operators for our numerical analysis, and will refer to the WET operators only for discussion and comparison with other previous results in the literature.

The translation between the SMEFT Lagrangian in the electroweak basis and in the
mass basis was obtained in [29]. The SMEFT Lagrangian in the mass basis is

$$
\mathcal{L}^\text{mass}_{\text{SMEFT}} = \frac{\tilde{C}^{ijkl}_{\ell q(1)}}{\Lambda^2} \left( \bar{U}_{L} \gamma^\mu \nu_j L + \bar{e}_I L \gamma^\mu e_j L \right) \left( V_{m k} V_{n l}^* \bar{u}_m L \gamma^\mu u_n L + \bar{d}_k L \gamma^\mu d_l L \right)
$$

$$
+ \frac{\tilde{C}^{ijkl}_{\ell q(3)}}{\Lambda^2} \left( \bar{e}_I L \gamma^\mu \nu_j L - \bar{e}_I L \gamma^\mu e_j L \right) \left( V_{m k} V_{n l}^* \bar{u}_m L \gamma^\mu u_n L - \bar{d}_k L \gamma^\mu d_l L \right)
$$

$$
+ 2 \frac{\tilde{C}^{ijkl}_{\ell q(3)}}{\Lambda^2} \left[ \bar{U}_{L} \gamma^\mu \nu_j L \right] \left( V_{m k} V_{n l}^* \bar{m}_m \gamma^\mu m_n \mu d_l L \right) + \left( \bar{e}_I L \gamma^\mu \nu_j L \right) \left( V_{m k}^* \bar{d}_k L \gamma^\mu d_n L \right). \quad (2.8)
$$

The relation between the $C_{\ell q}$ coefficients in the electroweak basis and the $\tilde{C}_{\ell q}$ coefficients
in the mass basis is given by [29]

$$
\tilde{C}^{ijkl}_{\ell q(1)} = C^{ijmn}_{\ell q(1)}(U_{d L})_{km}(U_{d L})_{ln}, \quad \tilde{C}^{ijkl}_{\ell q(3)} = C^{ijmn}_{\ell q(3)}(U_{d L})_{km}(U_{d L})_{ln}, \quad (2.9)
$$

where $U_{d L}$ and $U_{u L}$ are the SM rotation matrices for the left-handed quarks. The only
constraint for these matrices is given by the CKM matrix, $V = U_{u L}U_{d L}^\dagger$. The choice $U_{d L} =
which agrees with Eq. (2.8) with the identification
\[ C \rightarrow C_{\text{eq}(1)} = \widetilde{C}_{\text{eq}(1)} \] and
\[ C_{\text{eq}(3)} = \widetilde{C}_{\text{eq}(3)}. \]

Finally, there is a recent proposal that links the $B$ meson anomalies with NP in the top sector [33, 36, 37]. In the interaction basis, denoted by double-prime fermions, only the third generation particles exhibit NP couplings,
\[
\mathcal{L}_{\text{NP}} = \frac{1}{\Lambda^2} \left[ C_1 (\bar{u}_3^{\mu} \gamma_\mu q_3^{\nu}) (\bar{q}_3^{\mu} \gamma^\mu q_3^{\nu}) + C_3 (\bar{u}_3^{\mu} \gamma_\mu \tau^I \bar{e}_3^{\nu}) (\bar{q}_3^{\mu} \gamma^\mu \tau^I q_3^{\nu}) \right],
\] (2.10)
where $C_1 = C_{3333}^{\text{eq}(1)}$ and $C_3 = C_{3333}^{\text{eq}(3)}$. The interaction basis is related to the basis where the mass matrices are diagonal via the unitary transformations,
\[
u_L = \hat{U}_\alpha \nu_L', \quad e_L = \hat{U}_\ell e_L',
\] (2.11)
where $\psi_L = \hat{U}_\alpha \psi$ ($\psi = u, d, \nu, e$), $\hat{U}_\alpha$ are unitary matrices, and the quark unitary matrices are related to the CKM matrix as $\hat{U}_u \hat{U}_d^\dagger = V$. The fermionic bilinears are transformed as follows,
\[
\bar{u}_L^\nu \gamma_\mu u_L^\nu = \lambda_{1I}^\nu \bar{u}_L \gamma_\mu u_L, \quad \bar{d}_L^\nu \gamma_\mu d_L^\nu = \lambda_{1I}^\nu \bar{d}_L \gamma_\mu d_L, \quad \bar{u}_L^\nu \gamma_\mu d_L^\nu = \lambda_{1I}^\nu \bar{u}_L \gamma_\mu d_L, \quad \bar{d}_L^\nu \gamma_\mu u_L^\nu = \lambda_{1I}^\nu \bar{d}_L \gamma_\mu u_L,
\] (2.12)
with the flavour matrices $\lambda$ given by
\[
\lambda_{1I}^\nu = (\hat{U}_u)_3i(\hat{U}_u)_3j, \quad \lambda_{1I}^\nu = (\hat{U}_d)_3i(\hat{U}_d)_3j, \quad \lambda_{1I}^\nu = (\hat{U}_u)_3i(\hat{U}_d)_3j, \quad \lambda_{1I}^\nu = (\hat{U}_d)_3i(\hat{U}_u)_3j.
\] (2.13)

We can write all the quark matrices in terms of $\lambda^\nu$,
\[
\lambda^u = V \lambda^\nu V^\dagger, \quad \lambda^{ud} = V \lambda^\nu,
\] (2.14)
so every $u$-type quark picks an additional CKM matrix, which are exactly the same factors appearing in the Lagrangian for the mass basis in Eq. (2.8). For example, if we expand the first term in Eq. (2.10), we obtain
\[
\frac{C_1}{\Lambda^2} (\bar{u}_3^{\mu} \gamma_\mu \bar{q}_3^{\nu}) (\bar{q}_3^{\mu} \gamma^\mu q_3^{\nu}) = \frac{C_1}{\Lambda^2} \left( \bar{u}_3^{\mu} \gamma_\mu \bar{q}_3^{\nu} + \bar{q}_3^{\mu} \gamma_\mu q_3^{\nu} \right) \left( \bar{u}_3^{\mu} \gamma^\mu \bar{q}_3^{\nu} + \bar{q}_3^{\mu} \gamma^\mu q_3^{\nu} \right)
\] \[
= \frac{C_1}{\Lambda^2} \lambda_{1I}^\nu \lambda_{1I}^\nu \left( \bar{u}_L \gamma_\mu \nu_L + \bar{\nu}_L \gamma_\mu \nu_L \right) \left( V_{mk} V_{mn} \bar{u}_m \gamma_\mu u_n L + \bar{d}_L \gamma_\mu d_L \right) L,
\] (2.15)
which agrees with Eq. (2.8) with the identification $C_{ij}^{ijkl} = \widetilde{C}_{ij}^{ijkl} = C_{ij} \lambda_{1I}^\nu \lambda_{1I}^\nu$. Repeating the same steps with the other term in Eq. (2.10), we arrive to $C_{ij}^{ijkl} = \widetilde{C}_{ij}^{ijkl} = C_{ij} \lambda_{1I}^\nu \lambda_{1I}^\nu$.

In conclusion, the Lagrangian of Eq. (2.10) in the “Warsaw-down” basis becomes
\[
\mathcal{L}_{\text{NP}} = \frac{\lambda_{1I}^\nu \lambda_{1I}^\nu}{\Lambda^2} \left( C_1 (\bar{u}_L \gamma_\mu \nu_L) (\bar{q}_L \gamma^\mu q_L) + C_3 (\bar{q}_L \gamma_\mu \tau^I \bar{e}_L) (\bar{q}_L \gamma^\mu \tau^I q_L) \right),
\] (2.16)
We perform the Renormalization Group (RG) running of the SMEFT Wilson coefficients from $\Lambda = 1 \text{ TeV}$ down to $\mu_{\text{EW}}$ [38], where we match the SMEFT and WET operators [39], and finally we perform the RG running of the WET coefficients down to $\mu = m_b$ [40]. We check that the analytical expressions are in agreement with the numerical results obtained by the package Wilson [41]. This operation is performed for all the effective operators in the WET that receive contributions from the Lagrangian in Eq. (2.16). Here we reproduce the matching conditions for the Wilson coefficients with the largest impact on the semileptonic $B$ meson decays, that is, $C_{9}^{\text{NP}}$ and $C_{10}^{\text{NP}}$ for the $B \to K^{(*)}\ell^+\ell^-$ decays, $C_{VL}^{\text{NP}}$ for the $B \to D^{(*)}\ell\nu$ decays, and $C_{\nu}^{\text{NP}}$ for the $B \to K^{(*)}\nu\bar{\nu}$ decays:

\begin{equation}
C_{9}^{\text{NP}}, \quad C_{10}^{\text{NP}}, \quad C_{VL}^{\text{NP}}, \quad C_{\nu}^{\text{NP}} \approx \frac{2\sqrt{2}\pi^{2}}{e^{2}V_{tb}V_{ts}^{*}}\frac{1}{G_{F}}\frac{1}{A^{2}}(C_{1} + C_{3})\lambda_{23}^{q}\lambda_{ii}^{\ell} + \frac{\sqrt{2}}{3V_{tb}V_{ts}^{*}}\frac{1}{G_{F}}\frac{1}{A^{2}}(C_{1} + C_{3})\lambda_{23}^{q} \log \frac{m_{b}}{\Lambda},
\end{equation}

\begin{equation}
C_{10}^{\text{NP}} \approx \frac{2\sqrt{2}\pi^{2}}{e^{2}V_{tb}V_{ts}^{*}}\frac{1}{G_{F}}\frac{1}{A^{2}}(C_{1} + C_{3})\lambda_{23}^{q}\lambda_{ii}^{\ell},
\end{equation}

\begin{equation}
C_{\nu}^{\text{NP}} \approx \frac{3\sqrt{2}g^{2}}{2e^{2}V_{tb}V_{ts}^{*}}\frac{1}{G_{F}}\frac{1}{A^{2}}C_{3}\lambda_{23}^{q}\lambda_{ii}^{\ell} \log \frac{m_{b}}{\Lambda}.
\end{equation}

We find out that there is a sizeable subleading term that affects $C_{9}^{\text{NP}}$ and not $C_{10}^{\text{NP}}$, thus breaking the leading-order relation $C_{9}^{\text{NP}} = -C_{10}^{\text{NP}}$. However, this subleading term is LFU, since it does not depend on the leptonic rotation matrix $\lambda^{\ell}$, and consequently has a negligible effect on the universality ratios $R_{K^{(*)}}$. The spoiling of the tree-level relation will become relevant in observables that include only one lepton flavour, such as the branching ratios and angular observables for $B \to K^{(*)}\mu^{+}\mu^{-}$; which depend on $C_{9}$ and $C_{10}$, and $B_s \to \mu^{+}\mu^{-}$ only depending on $C_{10}^{\mu}$. The interplay between the tree-level and loop-induced terms is well known and was also previously discussed by [42].

In order to describe the rotation from the two bases, the $\lambda$ matrices introduced in Eq. (2.13) must be hermitian, idempotent $\lambda^2 = \lambda$, and $\text{tr} \lambda = 1$. These properties are consequences of the fact that, in the interaction basis, NP only affects one generation, and follow immediately from the definitions:

\begin{align}
\lambda_{ij} = U_{ij}^{*}U_{3i} = (U_{3j}^{*}U_{3j})^{*} = \lambda_{ij}^{*},
\lambda_{ij} \lambda_{jk} = U_{3i}^{*}U_{3j}U_{3j}^{*}U_{3k} = U_{3i}^{*}U_{3k} = \lambda_{ik},
\text{tr} \lambda = \sum_{i} \lambda_{ii} = \sum_{i} U_{3i}^{*}U_{3i} = (U^{*}U)_{33} = 1.
\end{align}

A $3 \times 3$ hermitian idempotent matrix with trace one has 4 free real parameters, or equivalently, 2 free complex parameters. Without loss of generality, we can use the parameterization [33]

\begin{equation}
\lambda^{\ell,q} = \frac{1}{1 + |\alpha^{\ell,q}|^{2} + |\beta^{\ell,q}|^{2}} \begin{pmatrix}
|\alpha^{\ell,q}|^{2} & \alpha^{\ell,q} \beta^{\ell,q} & \alpha^{\ell,q} \\
\alpha^{\ell,q} \beta^{\ell,q} & |\beta^{\ell,q}|^{2} & \beta^{\ell,q} \\
\alpha^{\ell,q} & \beta^{\ell,q} & 1
\end{pmatrix},
\end{equation}

\[ 
\text{where} \quad \alpha^{\ell,q} = \lambda_{2}^{\ell,q}, \quad \beta^{\ell,q} = \lambda_{3}^{\ell,q}.
\]
where $\alpha^{\ell,q}$ and $\beta^{\ell,q}$ are complex numbers, which are related to the unitary rotation matrices as

\[
(U_{\ell,q})_{31} = \frac{\alpha^{\ell,q}}{\sqrt{1 + |\alpha^{\ell,q}|^2 + |\beta^{\ell,q}|^2}},
\]

\[
(U_{\ell,q})_{32} = \frac{\beta^{\ell,q}}{\sqrt{1 + |\alpha^{\ell,q}|^2 + |\beta^{\ell,q}|^2}},
\]

\[
(U_{\ell,q})_{33} = \frac{1}{\sqrt{1 + |\alpha^{\ell,q}|^2 + |\beta^{\ell,q}|^2}},
\]

\[
\alpha^{\ell,q} = \frac{(U_{\ell,q}^*)_{31}}{(U_{\ell,q})_{33}} \quad \beta^{\ell,q} = \frac{(U_{\ell,q}^*)_{32}}{(U_{\ell,q})_{33}}. \tag{2.20}
\]

We can therefore understand the parameters $\alpha^{\ell}$ and $\beta^{\ell}$ as the relative degree of mixing to the first and second generations of leptons, respectively, produced by the rotation from the interaction basis to the mass basis. Analogously, the parameters $\alpha^q$ and $\beta^q$ represent the relative degree of mixing to the first and second generations of $d$-type quarks (remember that the $u$-type quarks pick additional CKM factors).

The conditions in Eq. (2.19) impose several relations between the LFUV operators, which are proportional to the diagonal entries of $\lambda^{\ell}$, and the LFV operators, proportional to the off-diagonal entries:

\[
C_{\ell q}^{11 ij} = \frac{|C_{\ell q}^{13 ij}|^2}{C_{\ell q}^{33 ij}} \quad C_{\ell q}^{22 ij} = \frac{|C_{\ell q}^{23 ij}|^2}{C_{\ell q}^{33 ij}}. \tag{2.21}
\]

On the other hand, the $O_{\ell q}$ operators also produce unwanted contributions to the $B \to K^{(*)}\nu\bar{\nu}$ decays [33]. In order to obey these constraints, we will fix at the scale $\mu = \Lambda$ the relation

\[
C_{\ell q}^{ijkl(1)} = C_{\ell q}^{ijkl(3)} \equiv C_{\ell q}^{ijkl}. \tag{2.22}
\]

This relation cancels the tree-level contribution to the $B \to K^{(*)}\nu\bar{\nu}$, but there is still a loop-induced contribution, proportional to the $C_{\ell q}(3)$ coefficients. However, we have checked that in our scenarios, this is only a 0.1% correction of the SM predictions.

3 Global fits

Since the effective operators affect a large number of observables, connected between them via the Wilson coefficients, any NP prediction based on Wilson coefficients has to be confronted not only with the $R_{K^{(*)}}$ and $R_{D^{(*)}}$ measurements, but also with additional several measurements involving the $B$-mesons decays. The RG evolution in the SMEFT produces a mix of the low-energy effective operators, which implies that the $W$ and $Z$ couplings to leptons are modified [43, 44]. Then, several EW observables are affected, such as the $W$ boson mass, the hadronic cross-section of the $Z$ boson ($\sigma_{\text{had}}^Z$) or the branching ratios of the $Z$ to different leptons. In order to keep the predictions consistent with this range of experimental test, global fits have proven to be a valuable tool [18–21]. We have previously done
in [24, 25] an analysis of the effects of the global fits to the Wilson coefficients, assuming a model independent effective Hamiltonian approach.

In the current paper the global fits to the $C_{ℓq}$ Wilson coefficients have been performed by using the packages flavio v2.3 [26] and smelli v2.3 [27]. This code assumes unitarity of the CKM matrix. Note that the experimental measurements used to determine the SM input parameters, such as the $μ → eνν$ decay, are not included in the fit in order to ensure the consistency of the procedure.

In our analysis, the goodness of each fit is evaluated with its difference of $χ^2$ with respect to the SM, $Δχ^2_{SM} = χ^2_{SM} − χ^2_{fit}$. The package smelli actually computes the differences of the logarithms of the likelihood function $Δ log L = −1/2 Δχ^2_{SM}$. In order to compare two fits $A$ and $B$, we use the pull between them in units of $σ$, defined as [45, 46]

$$\text{Pull}_{A→B} = \sqrt{2}\text{Erf}^{-1}[F(Δν^2_{A} − Δν^2_{B}; n_B − n_A)], \quad (3.1)$$

where Erf$^{-1}$ is the inverse of the error function, $F$ is the cumulative distribution function of the $χ^2$ distribution and $n$ is the number of degrees of freedom of each fit.

The SM input parameters used for these fits are the same as in our previous work [24]. The Renormalization Group effects of the SMEFT operators that shift the Fermi constant $G_F$ [39] from its SM value $G^0_F$ are considered. The effects on the CKM matrix [47] are not implemented, and its parameters are treated as nuisance parameters instead.

Now we proceed to fit the set of flavour observables to the parameters $C_1 = C_3 ≡ C$, $α^{ℓ,q}$ and $β^{ℓ,q}$ of Eqs. (2.16) and (2.19). In this setting, we consider two Scenarios:

- **Scenario I**: $λ_{ℓ,q}^{11} = λ_{ℓ,q}^{12} = λ_{ℓ,q}^{13} = 0$, that is, $α^{ℓ} = α^{q} = 0$, and $C_1 = C_3$.

- **Scenario II**: The only assumption is $C_1 = C_3$.

In both scenarios $C_1 = C_3$ in order to implement the constraints from the $B → K^{(*)}νν$ observables, as previously mentioned (see Eq. (2.22)). In Scenario I we also set $λ_{ℓ,q}^{11} = λ_{ℓ,q}^{12} = λ_{ℓ,q}^{13} = 0$, i.e. $α^{ℓ} = α^{q} = 0$, assuming that the mixing affecting the first generation are negligible; this is the same assumption used in [33]. Scenario II is more general, including non-negligible mixings to the first generation, allowing us to check the validity of the above assumption and to discuss the results in a more general situation; focusing in the relevance of the mixing in the first generation. In both scenarios, we only consider real values for the parameters of the fit.

The best fits to the rotation parameters $α$ and $β$ for leptons and quarks and to the Wilson coefficient $C ≡ C_1 = C_3$ in these two Scenarios are summarized in Table 1. The best fit is found for Scenario II, with a pull of 6.70 $σ$ with respect to the Standard Model, 3.77 $σ$ with respect to Scenario I. We note that the $β^{ℓ}$ parameter, which mixes the second and third generations of leptons at tree level, is negligible in both fits. Figure 1 shows the two-dimensional sections of the likelihood function $Δχ^2_{SM}$ for the $α^{ℓ}−β^{ℓ}$ and $α^{q}−β^{q}$ parameters in Scenario II, at $1σ$ and $2σ$. The rest of parameters are given as in the best fit point of

---

1We have supplemented the experimental measurements of the smelli v2.3 database with additional $B → K^{∗}e^+e^−$ [48] and $B → K^{∗}μ^+μ^−$ [49] angular observables.
Scenario I & Scenario II

\[ C = -0.12 \pm 0.05 \quad -0.123 \pm 0.010 \]

\[ \alpha^\ell = \pm(0.074 \pm 0.024) \]

\[ \beta^\ell = 0 \pm 0.025 \quad 0 \pm 0.019 \]

\[ \alpha^q = -0.07 \pm 0.08 \quad 0 \pm 0.010 \]

\[ \beta^q = 0.78 \pm 1.70 \quad 0 \pm 0.47 \]

\[ \Delta \chi^2_{SM} = 41.37 \quad 58.84 \]

\[ \text{SM Pull} = 5.83 \sigma \quad 6.70 \sigma \]

\[ p\text{-value} = 5.5 \times 10^{-9} \quad 2.1 \times 10^{-11} \]

**Table 1.** Best fits to the rotation parameters and the coefficient \( C \) in Scenarios I and II.

**Figure 1.** 1\( \sigma \) and 2\( \sigma \) contours for the (a) \( \alpha^\ell \) and \( \beta^\ell \) and (b) \( \alpha^q \) and \( \beta^q \) parameters, with the rest of parameters as in the best fit point of Scenario II.

This Scenario. Results for the \( R_{K^{(*)}} \) and \( R_{D^{(*)}} \) observables and for the LFV observables, as well as for the global fit are included. We can observe that, due to the non-linear relations imposed by Eq. (2.19), the regions of equal probability are highly non-ellipsoidal. Therefore, we cannot use the Gaussian approximation to characterise the fit. Instead, we will use a Montecarlo analysis, described in section 4, in order to extract the confidence intervals and correlations between observables. The values of the parameters of the Lagrangian (2.16) in Scenario II are \( C = C_1 = C_3 = -0.126 \pm 0.010 \), and
The leading-order relation

\[
\lambda^\ell = \begin{pmatrix}
(5 \pm 4) \times 10^{-3} & (0 \pm 9) \times 10^{-4} & (7 \pm 3) \times 10^{-2} \\
(0 \pm 9) \times 10^{-4} & (0 \pm 2) \times 10^{-4} & (0 \pm 2) \times 10^{-2} \\
(7 \pm 3) \times 10^{-2} & (0 \pm 2) \times 10^{-2} & 0.995 \pm 0.004
\end{pmatrix}, 
\] (3.2)

\[
\lambda^q = \begin{pmatrix}
(3^{+0}_{-3}) \times 10^{-3} & (-3^{+2}_{-0}) \times 10^{-2} & (-4^{+2}_{-0}) \times 10^{-2} \\
(-3^{+2}_{-0}) \times 10^{-2} & 0.34 \pm 0.29 & 0.47 \pm 0.09 \\
(-4^{+2}_{-0}) \times 10^{-2} & 0.47 \pm 0.09 & 0.66 \pm 0.29
\end{pmatrix}. 
\] (3.3)

The most notable effect of the mass rotation is the mixing of the second and third generation quarks, and there is also some mixing between the first and third generation leptons.

The more relevant WET Wilson coefficients in Scenario II are

\[
C_9^{\text{NP} \mu} = -0.6 \pm 0.2, \quad C_9^{\text{NP} \mu} = -0.002 \pm 0.01, \quad C_{\text{NP} \tau}^{\text{NP} \tau} = 0.09 \pm 0.03, \quad
C_{10}^{\text{NP} \mu} = -0.25 \pm 0.21, \quad C_{10}^{\text{NP} \mu} = -0.36 \pm 0.23. 
\] (3.4)

As established in Eq. (2.17), subleading RG effects cause a notable deviation from the leading-order relation \(C_9^{\text{NP} \mu} = -C_{10}^{\text{NP} \mu}\). This is in agreement with the fits performed in [15, 16, 46, 50–61], where the Wilson coefficient \(C_9^{\text{NP} \mu}\) receives a greater NP contribution than \(C_{10}^{\text{NP} \mu}\). According to our fit, \(C_{10}^{\text{NP} \mu} \approx 0\): from the matching conditions, this operator is generated at tree level and is proportional to \(\lambda_2^\ell \sim |\beta^\ell|^2\). From the plot in Fig. 1 we learn that the parameter \(\beta^\ell\) is severely constrained by the LFV observables, in green lines. Consequently \(C_9^{\text{NP} \mu} = -C_{10}^{\text{NP} \mu} + C_9^{\text{loop}} \approx C_9^{\text{loop}}\) is dominated by the loop-generated term in Eq. (2.17). Clearly, the logarithmic term that appear in the first equation of (2.17) is relevant in the phenomenological analysis. In the electron sector, the mixing parameter \(\alpha^\ell\) does not suffer large constraints from the LFV sector. In this case, the tree-level and loop-level terms are similar, and therefore \(C_9^{\text{NP} \mu} = -C_{10}^{\text{NP} \mu} + C_9^{\text{loop}} \approx C_{10}^{\text{NP} \mu} + C_9^{\text{NP} \mu}\), which is of the same order of magnitude as \(C_{10}^{\text{NP} \mu}\). In Section 5.1, we assess an specific model of leptoquarks where these relations are met.

The predictions for \(R_{K^{(*)}}\) and \(R_{D^{(*)}}\) observables in the best fit points for both scenarios are displayed in Figure 2, where the central value and 1σ uncertainty of the observables are included. The yellow area corresponds with the SM prediction, and the green area with the experimental measurements for each observable. Table 2 summarizes the results for the \(R_{K^{(*)}}\) and \(R_{D^{(*)}}\) observables in Scenarios I and II for the corresponding best fit points. For comparison, an statistical combination of all the available measurements of each observable, performed by flavio is included in the last column of this table.

From the above results, it is clear that the assumptions of Scenario I do not allow for a simultaneous explanation of the \(R_{K^{(*)}}\) and \(R_{D^{(*)}}\) anomalies, as already pointed out in [33]. In particular, a value of the mixing between the second and third generation leptons \(\beta^\ell\) is large enough to describe \(R_{K^{(*)}}\) through the tree-level \(C_9^{\text{NP} \mu} = -C_{10}^{\text{NP} \mu}\) coefficients, but implies that \(R_{D^{(*)}} < R_{D^{(*)}}^{\text{SM}}\). Instead, our fit shows a preference for a negligible \(\beta^\ell\), and
therefore the $R_{D(\ast)}$ anomalies are explained only through NP in $C_{\tau V}^9$. The predictions for the branching ratios and angular observables of the $B \to K^{(*)}\mu^+\mu^-$ decays are improved thanks to the flavour-universal loop-induced contribution to $C_{9}^{\text{NP}} = C_{9}^{\text{loop}}$, while the $R_{K(\ast)}$ ratios are not sensible to the universal contribution and remain SM-like.

The parameters in the fit of Scenario II, on the other hand, are able to describe the $R_{K(\ast)}$ and $R_{D(\ast)}$ anomalies at the same time, as it is shown in Figure 2 and Table 2. To consider the mixing between the first and third lepton generation does not notably alter the prediction for $R_{D(\ast)}$. At the same time, it originates a tree-level contribution to $C_{9}^{\text{NP}e} = -C_{10}^{\text{NP}e}$, that breaks the universality between the electron and muon Wilson coefficients, allowing for $R_{K(\ast)} \neq 1$. The comparison of the pull of each observable for this scenario with respect to their experimental measurement (blue line), compared to the same pull in the SM (orange line) is presented in Figure 3. The observables whose pull changes in more than $1.5 \sigma$ between the SM and Scenario II are specially marked in the plot, i.e. $R_{D(\ast)}^l$, $R_K$ and $R_{D(\ast)}^l$ (observables 2, 7 and 13 in the table presented in Appendix A). It is clear that for these observables NP improves their prediction. For completeness, the full
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**Figure 2.** Central value and $1\sigma$ uncertainty (blue lines) of the (a) $R_{K(\ast)}$ observables and (b) $R_{D(\ast)}$ observables in Scenarios I and II, compared to the Standard Model prediction (yellow area) and experimental measurements (green area).

| Observable | Scenario I | Scenario II | Measurement |
|------------|------------|-------------|-------------|
| $R_{K}^{[1,1,6]}$ | $1.0009 \pm 0.0002$ | $0.83 \pm 0.03$ | $0.85 \pm 0.06$ |
| $R_{K}^{[0.045, 1.1]}$ | $0.9244 \pm 0.0005$ | $0.884 \pm 0.010$ | $0.65 \pm 0.09$ |
| $R_{K}^{[1,1,6]}$ | $0.996 \pm 0.002$ | $0.84 \pm 0.03$ | $0.68 \pm 0.10$ |
| $R_{D}^{l}$ | $0.351 \pm 0.013$ | $0.351 \pm 0.010$ | $0.35 \pm 0.03$ |
| $R_{D}^{l}$ | $0.289 \pm 0.011$ | $0.290 \pm 0.010$ | $0.296 \pm 0.016$ |
| $R_{D}^{l}$ | $0.289 \pm 0.011$ | $0.290 \pm 0.009$ | $0.31 \pm 0.03$ |

**Table 2.** Values of the $R_{K(\ast)}$ and $R_{D(\ast)}$ observables in Scenarios I and II for the best fit points.
Figure 3. Pulls in the Standard Model (orange) and Scenario II (blue) of the observables included in the global fit. The observables whose pull changes in more than 1.5σ between the SM and Scenario II are specially marked in the plot.

Figure 4. Likelihood of the fit when one coefficient is modified: (a) C, (b) αℓ, (c) βℓ, (d) αq, (e) βq

list of predictions and pulls is also included in Appendix A. We have checked that all the observables in the appendix, with the only exception of |εK| (observable 33), can receive a contribution from the Wilson coefficients in Scenario II when considering the full RG equations. It is also important to note that the muon lifetime is not included in the above list of observables because it is used to determine the SM value of GF; an input parameter.

Finally, we also investigate which class of observables constraint each parameter of the
fit. For this purpose we modify the rotation parameters $\alpha$ and $\beta$ for leptons and quarks and the Wilson coefficient $C \equiv C_1 = C_3$ independently, and we compare the results with respect to the likelihood for $R_{K^(*)}$, $R_{D^(*)}$ and LFV observables, and to the global likelihood. Figure 4 shows the evolution of the likelihood for $R_{K^(*)}$ and $R_{D^(*)}$ observables and LFV observables, as well as the global likelihood, when one parameter is modified from its best fit value. The interplay between all observables is clearly established when the Wilson coefficient $C$ is modified (Figure 4 (a)). In the case of the lepton mixing, it is clear that the $R_{K^(*)}$ observables determine the best values of $\alpha^\ell$ (Figure 4 (b)), while the LFV observables limit the allowed values of $\beta^\ell$ to a narrow region around zero; being the observables that determine the behaviour of the global fit in this case (Figure 4 (c)). In the quark mixing (Figure 4 (d) and (e)), we found that $\alpha^q$ is constrained by the observable $\text{BR}(K^+ \to \pi^+ \nu \bar{\nu})$ (observable 406), while $\beta^q$ is determined by the interplay of $R_{K^(*)}$ and $R_{D^(*)}$, that prefer larger values, and the LFV observables, that disallow $\beta^q > 1$.

Clearly, the above results show the interplay between all parameters and confirm the relevance of considering all observables when performing phenomenological studies in the context of $B$-anomalies and the discussion of possible explanation of these anomalies through NP models.

4 Montecarlo analysis using Machine Learning

In this section we study the parameter points in the neighbourhood of the best fit point. We will generate samples of parameter points following the $\chi^2$ distribution given by the likelihood of the fit. The Montecarlo algorithm is the standard procedure to generate samples that follow a known distribution. In our case, the computation time needed to calculate the likelihood of each candidate point is a huge drawback. Instead, we opted to use a Machine Learning algorithm to construct an approximation to the likelihood function and that can be evaluated in a much shorter time. As far as we know, this is the first time that these procedure is used in the analysis of flavour anomalies. There exist a previous paper that address the problem of NP model in $b \to c\tau\nu_\tau$ decays by using a specific machine learning algorithm [62], but the techniques used in this paper are different to the ones we used here. In the following we give some details of the Machine Learning procedure and then, we present our results.

4.1 Methodology

The first Machine Learning tool that we will use for our analysis is a model able to approximate any arbitrary function $f : \mathbb{R}^n \to \mathbb{R}$, that we will use to create an approximation of the log-likelihood function of our fit. We have chosen an ensemble method based on regression trees, which is implemented by the XGBoost (eXtreme Gradient Boosting) algorithm [63].

Regression trees are a type of decision tree. A decision tree is a diagram that recursively partitions data into subsets, based on the binary (true/false) conditions located at the nodes of the tree. The final subsets in which the data are classified are called “leaves”. A decision tree with $T$ leaves is formally a function $q : \mathbb{R}^n \to \{1, 2, \ldots, T\}$ which associates to each
Figure 5. Example of regression tree with four leaves. In red, application of the function $f(x)$ associated with the tree to an input $x$.

A data point $x \in \mathbb{R}^n$ its leaf $q(x)$. A regression tree assigns to each leaf $i$ a real number $w_i \in \mathbb{R}$. The regression tree therefore defines a function $f : \mathbb{R}^n \rightarrow \mathbb{R}$, given by

$$f(x) = w_{q(x)}.$$  \hspace{1cm} (4.1)

An example of a regression tree with four leaves is depicted in Fig. 5. In practice, a single tree is not general enough to reproduce an arbitrary function. For this reason, we consider instead an ensemble of $K$ regression trees $\mathcal{F} = \{f^{(1)}, f^{(2)}, \ldots, f^{(K)}\}$. The ensemble defines a function $\phi : \mathbb{R}^n \rightarrow \mathbb{R}$,

$$\phi(x) = \sum_{i=1}^K f^{(i)}(x) = \sum_{i=1}^K w_{q(x)}^{(i)}.$$  \hspace{1cm} (4.2)

The function $\phi(x)$ will represent the approximation for the log-likelihood function. It will be calculated using supervised learning, that is, the trees are obtained from a dataset $\mathcal{D} = \{(x_i, y_i)\}$ where $x_1, \ldots, x_N \in \mathbb{R}^n$ are the inputs and $y_1, \ldots, y_N \in \mathbb{R}$ are the pre-computed outputs for each input. In our case, the input data will be of the form $x_i = (C_i, \alpha_x^i, \beta_x^i, \alpha_q^i, \beta_q^i)$, and the outputs will be $y_i = \log L(x_i)$.

In order to train the model from the dataset, we need to define an objective function $\mathcal{L}[\phi]$ that measures how well the model fits the data,

$$\mathcal{L}[\phi] = \sum_i l(\phi(x_i), y_i) + \sum_k \Omega(f^{(k)}),$$  \hspace{1cm} (4.3)

which has two components:

- The loss function $l(\phi(x_i), y_i)$ is a differentiable function that measures the similarity between the true output $y_i$ and its approximation $\phi(x_i)$. We use as loss function the mean absolute error, $l(\phi(x_i), y_i) = |\phi(x_i) - y_i|$.

- The function $\Omega$ is the regularization term, that penalizes the complexity of trees, that is, trees with many leaves or with large $||w||$. The purpose of the regularization is to prevent over-fitting, that is, the model learning “by heart” the training data and being unable to extrapolate from them.

The ensemble is constructed in an iterative way, starting from one single tree $f^{(0)}$ that contains just one leaf. At the step $t$ of the iteration, the tree $f^{(t)}$ is obtained by splitting one
Figure 6. Prediction models that would be necessary to train for three features in order to calculate the SHAP values. The edges represent the marginal contributions for each feature: in red for $x^1$, green for $x^2$ and blue for $x^3$.

of the leaves of the tree $f^{(t-1)}$ into two leaves; the splitting is determined by the optimization of the objective function. In order to prevent over-fitting, the shrinkage technique is used, that scales newly added weights by a factor $\eta < 1$, similar to the learning rate in other Machine Learning algorithms.

Once we have an approximation of the log-likelihood function, we put it to use and generate new samples of datapoints $x_i = (C_i, \alpha^l_i, \beta^l_i, \alpha^q_i, \beta^q_i)$. We use a Montecarlo algorithm to produce the data distributed according to the $\chi^2$ distribution of the fit. At each step of the Montecarlo algorithm, a new tentative $x_i$ is proposed, which is accepted if the ratio of its probability divided by the probability of the best fit point is greater than a random number $u$ distributed uniformly in the interval $[0, 1]$, and rejected otherwise. Expressed in terms of the logarithms of the likelihood function instead,

$$\log L(x_i) > \log L_{bf} + \log u,$$

where $L_{bf}$ is the likelihood of the best fit. This algorithm requires many calls to the likelihood function, which are computationally very tasking, and most of the proposed points are rejected. As a way to ease the burden, we use the approximated log-likelihood $\phi(x_i)$ instead of the true function.

We can asses the importance of each parameter in the Machine Learning approximation at any point of the generated samples by using SHAP (SHAPley Additive exPlanation) values [64, 65]. SHAP values are based in Lloyd Shapley’s work on game theory [66], who won the Nobel Prize in Economics for it in 2012.

The SHAP values are designed with three properties in mind:
Figure 7. Predictor performance: (a) Regression of the predicted values of $\Delta \chi^2$ compared to the real ones in the validation dataset. (b) Histogram of the Montecarlo points generated using the Machine Learning algorithm: blue bins for the predicted distribution and orange bins for the actual distribution.

- **Local accuracy**: The sum of the SHAP values is equal to the model prediction.
- **Missingness**: If any feature is missing, its SHAP value is zero.
- **Consistency**: If the model is changed so any feature has larger impact, its SHAP value will increase.

Given a model $\phi(x)$, the SHAP trains $2^n$ new models $\phi_z(x)$ for $z \in \{0,1\}^n$ binary vectors. The model $\phi_z(x)$ contains the feature $x^{(i)}$ only if $z^{(i)} = 1$, while that feature is ignored when training if $z^{(i)} = 0$. The marginal contribution $\phi_z(x_i) - \phi_{\bar{z}}(x_i)$ for two models differing only in the presence of one feature (i.e. $z^{(\alpha)} = 0$, $z'^{(\alpha)} = 1$ and $z^{(\beta)} = z'^{(\beta)} \forall \beta \neq \alpha$), gives the importance of adding the feature $\alpha$ to the model $z$. The SHAP value for the feature $\alpha$ in the point $x_i$ is just the weighted average of all marginal contributions, with the weight given by a combinatorial factor. An example is depicted in Fig. 6. The prediction without any features $\phi_{0\cdots0}$ is simply the average of the values $y_i$ in the dataset, and acts as a base value common for all $x_i$.

Finally, we will analyze the correlations between the points in the generated samples, in order to understand the physical relations caused by NP.

### 4.2 Procedure and results

In the first place we create a sample of 5000 parameter points and their likelihood using the traditional algorithm. We discard the points with $\Delta \chi^2_{SM} < 20$, retaining 3760 points.

We train a Machine Learning predictor using the pre-computed sample. We used the XGBoost (eXtreme Gradient Boosting) algorithm [63], implemented by the Python package.
We split the sample in two parts, 75% of the points for the training and 25% points for the validation of the model. The algorithm uses a learning rate of 0.05 and 1000 estimators, allowing early stopping at 5 rounds. The performance of the Machine Learning predictor can be seen in Figure 7 (a). The horizontal axis represents the actual value of the $\Delta \chi^2_{SM}$ for each point of the validation dataset, computed using the full flavio and smelli code, with the best fit point found in Section 3 corresponding to the maximum value. The vertical axis represents the predicted value for the same points obtained using the Machine Learning Montecarlo algorithm. The predicted values for the $\Delta \chi^2_{SM}$ reproduce their actual values, with a Pearson regression coefficient $r = 0.970$ and Mean Absolute Error of 0.719 in the validation dataset. The agreement between the predicted and actual values is specially good for parameters near the best fit point ($\Delta \chi^2_{SM} > 55$).

Finally we implement the Montecarlo algorithm: we generate random points $\vec{C}$ near the best fit. The predictor produces an approximation of the $\Delta \chi^2$, and therefore, also an approximation of the logarithm of the likelihood, $\log \tilde{L}(\vec{C})$. The point is accepted if this approximation verifies the Montecarlo condition

$$\log \tilde{L}(\vec{C}) > \log L_{bf} + \log u,$$

where $L_{bf}$ is the likelihood of the best fit and $u$ is a number randomly chosen from an uniform distribution in the interval $[0,1)$. To check if the Machine Learning Montecarlo algorithm can actually reproduce the $\chi^2$ distribution, we generate a sample of 1000 points. The histogram for the predicted values of the $\chi^2$ is plotted in Figure 7 (b). The histogram follows the general shape of the $\chi^2$ distribution, although there is an excess of points near the best fit and a deficit of points in the region of low likelihood.

In order to understand how each parameter affects the prediction of the likelihood, we use the SHAP values as described above. Remember that once we have an approximation of the log-likelihood function, we put it to use generating new samples of datapoints $x_i = (C_i, \alpha_{\ell i}, \beta_{\ell i}, \alpha_{q i}, \beta_{q i})$, and we use a Montecarlo algorithm to produce the data distributed according to the $\chi^2$ distribution of the fit. Table 3 contains an example of the SHAP values for $\log L$ at the best fit point. According to the Machine Learning model, the values of $C$ and $\alpha_{\ell}$ and $\beta_{q}$ have the larger impact in the Machine Learning prediction.

Figure 8 shows the impact of each parameter to the final prediction, measured as the mean of the absolute values of their SHAP values across a sample of 10000 Montecarlo points. The SHAP values allow us to quantify the relative importance of each parameter in the fit. The parameters $\beta_{q}$ and $\alpha_{\ell}$ have the largest contribution and $\beta_{\ell}$ and $C$ contribute the less. This result is in disagreement with the assumption of Scenario I regarding the

| Base value | SHAP value for prediction | Final log L |
|------------|---------------------------|-------------|
|            | $C$ | $\alpha_{\ell}$ | $\beta_{\ell}$ | $\alpha_{q}$ | $\beta_{q}$ |         |
| 40.552     | 3.599 | 3.355 | 3.384 | 2.375 | 3.914 | 57.180 | 58.844 |

**Table 3.** SHAP values and Machine Learning prediction for the best fit point.
Figure 8. Distribution of the SHAP values for each parameter in a sample of 10000 generated points.

Figure 9. SHAP values for the parameters of the fit at the sample of 10000 generated points.
parameter $\alpha^\ell$ describing the mixing to the first generation of leptons. Therefore, the obtained result is in agreement with the previous section, where we already concluded that the mixing with the first generation were necessary in order to describe both anomalies simultaneously. On the other hand we see that, while moderate values of $\beta^\ell$ are relatively unimportant compared to the other mixing parameters, extreme values have a large negative impact in the prediction for the likelihood.

We calculate the SHAP values for the logarithm of the likelihood at each point of the Montecarlo sample. In this way, we can determine how each parameter contributes to the fit, as shown in Figure 9. We can compare these SHAP values with Figure 4, where only one parameter was changed at a time. Then, it is clear the agreement between the results obtained by the Machine Learning Montecarlo algorithm proposed in this work and the ones obtained by following the RG equations. Therefore, we can conclude that the SHAP values reproduce correctly the general features of the fit.

The above results show that the Machine Learning Montecarlo algorithm can be very useful in this kind of analysis, being able to reproduce the results obtained in the previous section in a shorter time. We can conclude that the machine learning, made jointly with the SHAP values, constitute a suitable strategy to use in complex fitting problems with large dimensionalities and complicated constraints, where a direct evaluation is too time-consuming.

4.3 Correlations between observables

In order to check our Machine Learning procedure, we now discuss on the agreement of the results obtained by the Machine Learning Montecarlo algorithm that we have proposed and the ones obtained by using the RG equations defined as given in Section 2.

The Lagrangian in Eq. (2.16) exhibit a flavour structure, given by the $\lambda$ matrices, relating the different entries of the tensor of Wilson coefficients $C^{ijkl}_{\ell q}$. Under the RG evolution and matching, this flavour structure is imprinted in the WET Lagrangian in Eq. (2.1), and therefore in the related observables. Using the Machine-Learning Montecarlo algorithm described in the previous section, we generate a sample of 15000 points in parameter space around the best fit point. In each point we run the RG equations down to the electroweak scale, perform the matching with the WET, and run the RG equations again down to $\mu = m_b$. We compute the correlations between the semileptonic $b \to s$ and $b \to c$ coefficients $C^e_9, C^e_{10}, C^e_{VL}$ and $C^\nu$ for the different lepton generations. Figure 10 shows the matrix of Pearson coefficients describing linear correlations between the WET Wilson Coefficients. In the electron sector, $C^e_{10}, C^e_{VL}$ and $C^\nu$ show strong correlations close to $\pm 1$. In the muon sector, $C^\mu_{10}, C^\mu_{VL}$ and $C^\mu_9$ are also correlated between them, however they are linearly independent of $C^e_9$. Instead, $C^\mu_9$ is correlated with the tau coefficients $C^\tau_{VL}$ and $C^\tau_\nu$, and to a lesser extent to $C^e_9$.

The correlations that we have found are consistent with the results of RG evolution and matching in Eq. (2.17). In the case of the electron sector, the $C^e_{10}, C^e_{VL}$ and $C^\nu$ coefficients are all proportional to the product $C\lambda^e_{23}\lambda^e_{11}$ appearing in the tree-level contribution. Analogously in the muon sector $C^\mu_{10}, C^\mu_{VL}$ and $C^\mu_9$, depend on $C\lambda^\mu_{23}\lambda^\mu_{22}$ and in the tau sector $C^\tau_{VL}$ and $C^\tau_\nu$ depend on $C\lambda^\tau_{23}\lambda^\tau_{33}$. The coefficient $C^\mu_9$ is not correlated to the rest of the muonic
Figure 10. Matrix of Pearson correlation coefficients between semileptonic WET Wilson Coeffi-
cients in the sample of 15000 points in parameter space.

Figure 11. Matrix of Pearson correlation coefficients for selected observables in the 15000 points
sample.
coefficients because it is dominated by the loop-level contribution $C_{9}^{\text{loop}}$, which depends on the product $C_{33}^{9}$. The coefficient $C_{9}^{9}$ receives sizeable contributions both from the tree-level and the one-loop terms, and consequently shows a mild correlation with $C_{9}^{9}$ and a total correlation with the combination $C_{9}^{9} - C_{10}^{9}$. Lastly, there is a perfect correlation of $\pm 1$ between $C_{9}^{9}$ and the tau coefficients, which is caused by the fact that $\lambda_{33}^{l} = 0.994 \pm 0.001$ is almost constant, so $C_{33}^{9} \lambda_{33}^{l} \approx C_{33}^{9}$. We can therefore conclude that the obtained data is in agreement with the arrangement of Wilson coefficients presented in Eq. (2.17).

Besides, for several selected observables of various flavour sectors, with large pull differences between the SM and Scenario II predictions: $R_{K^{*}}^{[1,1,6]}$ (observable 12 in the table presented in Appendix A), BR($B^{+} \to K^{+}\nu\bar{\nu}$) (observable 94) and BR($B_{s} \to \mu^{+}\mu^{-}$) (observable 45) from $b \to s$ decays, $R_{D}^{l}$ (observable 77) from $b \to c$ decays, BR($B^{0} \to \mu^{+}\mu^{-}$) (observable 245) from $b \to d$ decays, BR($K^{+} \to \pi^{+}\nu\bar{\nu}$) (observable 406) from $s \to d$ decays that has a great impact in the fit value of $\alpha^{b}$, and the tau decay BR($\tau^{-} \to \mu^{-}\nu\bar{\nu}$) (observable 37). The correlation matrices are depicted in Figure 11.

From the above results, it is clear that the observables $R_{D}^{l}$ and BR($B^{+} \to K^{+}\nu\bar{\nu}$) show an almost-perfect correlation. Then, predictions for these two observables in the generated sample are shown in Figure 12. The green vertical band in this figure corresponds to the $R_{D}^{l}$, measurement [7], the red horizontal band to the 90% CL excluded region for BR($B \to K^{+}\nu\bar{\nu}$) [67] and the grey band to the 2021 world average obtained by Belle II [68]. The yellow horizontal band summarizes the SM prediction. The obtained values of Montecarlo points and the best fit prediction of our computations are also included. It is important to stress that $R_{D}^{l}$ depends on the Wilson coefficient $C_{\nu L}^{l}$, and BR($B^{+} \to K^{+}\nu\bar{\nu}$) on $C_{\nu}^{33}$, and both of them are proportional to the product $C_{33}^{9} \lambda_{33}^{l}$. This is in contrast with the conclusions of [69], where several leptoquark scenarios coupling to right-handed neutrinos did not find a significant correlation between both observables. Even if the correlation is strong, the prediction for the $B^{+} \to K^{+}\nu\nu$ decay remains compatible with the 90% confidence level (CL), BR($B \to K^{+}\nu\nu$) $< 1.6 \times 10^{-5}$ [67], for the whole range of experimentally-compatible values of $R_{D}^{l}$. The world average for the branching ratio obtained by Belle II [68] (not included in our numerical analysis) shows an enhancement of a factor of 2.4 $\pm$ 0.9 compared to the SM prediction [69]. While our data is in tension with this world average, it is an encouraging sign of a possible interplay between $R_{D}^{l}$ and BR($B^{+} \to K^{+}\nu\bar{\nu}$). Future experimental results from Belle II will further clarify the situation.

It is worth stressing that the observable $R_{K^{*}}$ displays a moderate correlation with $R_{D}^{l}$, and BR($B^{+} \to K^{+}\nu\bar{\nu}$), caused by the relation of the Wilson coefficient $C_{9}^{9}$ with $C_{\nu L}^{l}$ and $C_{\nu}^{33}$. On the other hand, $R_{K^{*}}$ shows almost no correlation to BR($B_{s} \to \mu^{+}\mu^{-}$), even though both observables depend on $C_{10}^{9}$. This is a result that sets us apart from many NP models that impose the relation $C_{9}^{9} = -C_{10}^{9}$.

Finally, none of the selected observables display a large correlation to the goodness of fit measured by $\Delta\chi^{2}$. This is a sign that there is not a single observable dominating the fit, and reaffirms that global fits are in fact a necessity on the analysis of flavour anomalies.
5 Connection to leptoquark models

In this section we discuss the phenomenological implications of our assumptions in the vector leptoquark model. The vector leptoquark $U_1 = (\bar{3}, 1)_{2/3}$ couples to left-handed and right-handed fermions as

$$\mathcal{L} = x^{ij}_L \bar{q}_i \gamma_\mu U^\mu_1 \ell_j + x^{ij}_R \bar{d}_R i \gamma_\mu U^\mu_1 \ell_R + h.c. \quad (5.1)$$

An $U_1$ leptoquark with mass $M_{U_1}$, when matched with the SMEFT at the scale $\Lambda$, contributes to the following Wilson coefficients [70]:

$$C^{ijkl}_{\ell q(1)} = C^{ijkl}_{\ell q(3)} = -\frac{\Lambda^2}{2M_{U_1}^2} x^{ij}_L x^{kj}_L \ ,$$

$$C^{ijkl}_{ed} = -\frac{1}{2} C^{ijkl}_{qde} = -\frac{\Lambda^2}{M_{U_1}^2} x^{ij}_R x^{kj}_R \ . \quad (5.2)$$

Our model does not include couplings to right-handed leptons in the interaction Lagrangian, and therefore all the $x_R$ couplings are set to zero. The left-handed couplings $x_L$ are related to the parameters of the Lagrangian (2.16) according to

$$|x_L^{ij}|^2 = -\frac{2M_{U_1}^2}{\Lambda^2} C\lambda_{ii}^\ell \lambda_{jj}^q ,$$

$$\text{Arg}(x_L^{ij}) = \text{Arg}(\lambda_{ij}^q) - \text{Arg}(\lambda_{ij}^\ell) + \theta , \quad (5.3)$$

where $\theta$ is a free global complex phase. Since the rotation matrices $\lambda$ are hermitian ($\lambda_{ii}^\ell$ and $\lambda_{jj}^q$ are real and positive), we need $C_1 = C_3$ to be a real negative number. This condition is fulfilled in both Scenarios I and II.

Without loss of generality we set $\theta = 0$. The mass of the leptoquark is chosen to be $M_{U_1} = 1.5$ TeV, the lowest mass not excluded by direct searches [71]. The results in Scenario
I correspond to

\[ x_L = \begin{pmatrix}
0 & 0 & 0 \\
0 & 1.6 \times 10^{-9} & 0.452 \\
0 & 2 \times 10^{-9} & 0.580
\end{pmatrix}, \tag{5.4}
\]

and the results of Scenario II are

\[ x_L = \begin{pmatrix}
-3.18 \times 10^{-3} & 3.00 \times 10^{-10} & -0.0431 \\
0.0318 & -3.00 \times 10^{-9} & 0.430 \\
0.0446 & -4.20 \times 10^{-9} & 0.604
\end{pmatrix}. \tag{5.5}
\]

In both scenarios, the most important coupling are \( x_{L}^{23} \) to second generation quarks and third generation leptons, and \( x_{L}^{33} \) to third generation quarks and leptons. A similar leptoquark model has been proposed previously, as scenario RD2A in [72] as a solution for the \( R_D(\ast) \) anomaly. The advantage of our proposal is that the inclusion of small non-zero values of the couplings \( x_{L}^{21} \) and \( x_{L}^{31} \) is able to explain the \( R_K(\ast) \) anomalies at the same time. The values of \( x_{L}^{23} \) and \( x_{L}^{33} \) are compatible with the exclusion limits set in [72].

Other leptoquark models do not retain the \( C_{\ell q}(1) = C_{\ell q}(3) \) condition [32, 70], and therefore produce large contributions to the \( B \to K^{(\ast)} \nu \bar{\nu} \) decays. That is the case of the scalar \( S_3 = (\bar{3}, 3)_{1/3} \), that predicts \( C_{\ell q}(1) = 3C_{\ell q}(3) \), and the vector \( U_3 = (\bar{3}, 3)_{2/3} \), where \( C_{\ell q}(1) = -3C_{\ell q}(3) \). The scalar \( S_1 = (\bar{3}, 1)_{1/3} \) is even less suited, as it predicts \( C_{\ell q}(1) = -C_{\ell q}(3) \), which would result in no NP contributing to \( b \to s \ell^+ \ell^- \) at all. New vector bosons \( W' \) and \( Z' \) would also be in conflict with the \( B \to K^{(\ast)} \nu \bar{\nu} \) decays, as they predict \( C_{\ell q}(1) = 0 \) while \( C_{\ell q}(3) \) has a non-zero value.

### 5.1 A simplified model

In this section, we will propose a simplified \( U_1 \) leptoquark model, depending only on two coupling constants, that reproduces the numerical results that we have obtained in section 3. This scenario implies that the NP contributions to the \( C_9^e \) and \( C_9^\mu \) Wilson coefficients are of the same order, but the ones to \( C_{10}^e \) is two orders of magnitude larger than to \( C_{10}^\mu \).

In the quark sector, we assume that the leptoquark does not interact with the first generation quarks, and that it interacts equally with second and third generation quarks. The rotation matrix corresponding to this assumption has elements \((\hat{U}_q)_{31} = 0\) and \((\hat{U}_q)_{32} = (\hat{U}_q)_{33} = \frac{1}{\sqrt{2}}\). The parameters of the mixing matrix, \( \alpha^q = 0 \) and \( \beta^q = 1 \), are compatible with the results of the fit obtained in Table 1.

For the leptonic sector, we assume that the leptoquark interacts differently with each generation, being the interaction with the second generation leptons negligible. That is, \( \beta^\ell = 0 \) and a non-zero value for \( \alpha^\ell \).
Using these simplifying assumptions in Eq. (5.3), we obtain the following couplings for the $U_1$ leptoquark with the left-handed fermions:

$$x_L = \frac{M_U}{\Lambda} \sqrt{-\frac{C}{1 + |\alpha^\ell|^2}} \begin{pmatrix} 0 & 0 & 0 \\ \alpha^\ell & 0 & 1 \\ \alpha^\ell & 0 & 1 \end{pmatrix} = \begin{pmatrix} x_1 & 0 & x_3 \\ x_1 & 0 & x_3 \end{pmatrix}.$$  \hspace{1cm} (5.6)

In this model, the interactions of the $U_1$ leptoquark with fermions are governed by just two couplings, $x_1$ and $x_3$. Their numerical values, assuming again a leptoquark mass of $M_U = 1.5 \text{ TeV}$ and the best fit values for $C$ and $\alpha^\ell$ in Scenario II given in Table 1, are

$$x_1 = 0.0378, \quad x_3 = 0.540.$$  \hspace{1cm} (5.7)

6 Conclusions

In this paper, we present the results of the global fit to the flavour physics observables that exhibit some discrepancies with respect to the SM values, by considering the NP effects on the Wilson coefficients of the SMEFT Lagrangian. The global fit includes the $b \to s\mu\mu$ observables; i.e. the Lepton Flavour Universality ratios $R_{K^(*)}$, the angular observables $P_5'$, the branching ratio of $B_s \to \mu\mu$ and all the available data on angular observables in $B \to K^{(*)}\mu^+\mu^-$ decay, as well as the $R_{D^(*)}$ observable, the relevant data related to $B \to K^{(*)}e^+e^-$ decays and the angular observables measured in different bins for $B_s \to \phi\mu\mu$ decays, $b \to s\nu\bar{\nu}$ and electroweak precision observables ($W$ and $Z$ decay widths and branching ratios to leptons). We choose two scenarios in which the condition $C_1 = C_3$ is imposed in order to avoid unwanted contributions to the $B \to K^{(*)}\nu\bar{\nu}$ decays. In Scenario I we fix parameters by assuming that the mixing in the first generation is negligible, as already considered in [33]. Scenario II includes non-negligible mixings to the first generation, allowing us to check the validity of the above assumption. We found that the better fit is obtained for Scenario II, with a pull of $6.70 \sigma$ with respect to the Standard Model, $3.77 \sigma$ with respect to Scenario I (Table 1). Simultaneous explanation of the $R_{K^(*)}$ and $R_{D^(*)}$ anomalies have been also found in Scenario II (Figure 2 and Table 2).

We show that the Gaussian approximation to characterize the fit is not successful (see Figure 1) and therefore, we use for the first time in the context of the so-called $B$-anomalies a Machine-Learning Montecarlo analysis to extract the confidence intervals and correlations between observables. We found that our procedure reproduce the results obtained in Section 3 for both the $\Delta\chi^2$ distribution and the analysis of the impact of each parameter on the global fit. We also have checked the agreement between the results obtained by the Machine Learning Montecarlo algorithm proposed in this work and the ones obtained by following the RG equations. Therefore, we conclude that machine learning, jointly with the SHAP (SHAPley Additive exPlanation) values, constitute a suitable strategy to use in this kind of analysis.

This is a promising area of study even if present uncertainties do not allow us to conclusively establish the presence of physics beyond the SM, and further analyses are needed.
An observation of the $B^+ \to K^+\nu \bar{\nu}$ decay in the near future at Belle II could provide further insight in the $R_{K^{(*)}}$ and $R_{D^{(*)}}$ anomalies, especially if the excess in the current world average is confirmed. This, together with the expected improved measurements of the electroweak observables in the future linear colliders that we previously studied in [24, 25], underlines the fundamental role of global analyses and experimental precision in the quest for an explanation of the $B$ anomalies.
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### A Pulls of the observables in Scenario II

In this appendix we collect the list of all observables that contribute to the global fit, as well as their prediction in Scenario II and their pull in both scenario II (NP pull) and SM (SM pull). Observables are ordered according to their SM pull, and color-coded according to the difference between the scenario II and SM pulls: green observables have a better pull in scenario II, red observables have a better pull in the SM and white observables have a similar pull in both cases.

Predictions for dimensionful observables are expressed in the corresponding power of GeV (for example, $\Delta M_s$ in GeV and $a^0_{\text{had}}$ in GeV$^{-2}$). The notation $\langle \cdots \rangle$ means that the observable is binned in the invariant mass-squared of the di-lepton system $q^2$, with the endpoints of the bin in GeV$^2$ given in the superscript. Accordingly, the notation $\langle \text{BR} \rangle$ denotes a binned branching ratio normalised to the total branching ratio.

| Observable | NP prediction | NP pull | SM pull |
|------------|---------------|---------|---------|
| $\langle \text{BR} \rangle$ $(B_s \to \phi \mu^+ \mu^-)_{[2.5, 4.0]}$ | $4.5857 \times 10^{-8}$ | 3.1 $\sigma$ | 3.9 $\sigma$ |
| $a_\mu$ | $0.0011659$ | 4.6 $\sigma$ | 4.6 $\sigma$ |
| $R_{\ell\ell}(B \to D^* \ell^+ \nu)$ | $0.2898$ | 0.41 $\sigma$ | 3.3 $\sigma$ |
| $\langle P_2 \rangle (B^0 \to K^{*0} \mu^+ \mu^-)_{[0.1, 0.98]}$ | $-0.131$ | 3.3 $\sigma$ | 3.3 $\sigma$ |
| $\langle \text{BR} \rangle$ $(B_s \to \phi \mu^+ \mu^-)_{[1.1, 2.5]}$ | $4.9665 \times 10^{-8}$ | 2.4 $\sigma$ | 3 $\sigma$ |
| $\langle \text{BR} \rangle$ $(B_s \to \phi \mu^+ \mu^-)_{[4.0, 6.0]}$ | $4.8464 \times 10^{-8}$ | 2.3 $\sigma$ | 3.2 $\sigma$ |
| $(F_L)(B^+ \to K^{*+} \mu^+ \mu^-)_{[2.5, 4]}$ | $0.77058$ | 3.2 $\sigma$ | 3.3 $\sigma$ |
| Observable                                                                 | NP prediction | NP pull | SM pull |
|---------------------------------------------------------------------------|---------------|---------|---------|
| \langle R_{13} \rangle (B^{\pm} \rightarrow K^{\mp} e^{\pm} e^{-}) [1, 1, 6.0] | 0.83438       | 0.28 \sigma | 3.2 \sigma |
| \langle BR \rangle (\epsilon^{+} \epsilon^{-} \rightarrow W^{+} W^{-}) [198.38, 0.8, 1.0] | 7.236         | 3 \sigma | 3 \sigma |
| \langle P_{0} \rangle (B_{s} \rightarrow K^{\mp} e^{\pm} \bar{e}) [4, 6] | -0.63083      | 1.9 \sigma | 2.9 \sigma |
| \langle A_{\psi K} \rangle (B_{s} \rightarrow \phi^{+} e^{-}) [0.1, 0.98] | 1.0903 \times 10^{-7} | 2.2 \sigma | 2.5 \sigma |
| BR(W^{\pm} \rightarrow \tau^{\pm} \nu)                                          | 0.10837       | 2.6 \sigma | 2.6 \sigma |
| \langle R_{13} \rangle (B^{0} \rightarrow K^{*0} e^{+} e^{-}) [1, 1, 6.0]   | 0.84052       | 1.4 \sigma | 2.5 \sigma |
| R_{\mu} (B \rightarrow D^{+} e^{+} \nu)                                      | 0.29041       | 0.75 \sigma | 2.5 \sigma |
| \langle A_{\psi B} \rangle (B^{0} \rightarrow K^{0} e^{+} \nu)              | 0.10307       | 2.4 \sigma | 2.4 \sigma |
| \epsilon'/\epsilon                                                           | -2.5903 \times 10^{-5} | 2.5 \sigma | 2.5 \sigma |
| \langle R_{13} \rangle (B^{0} \rightarrow K^{*0} e^{+} e^{-}) [0.645, 1.1]    | 0.88373       | 2.1 \sigma | 2.4 \sigma |
| \langle BR \rangle (B^{0} \rightarrow D^{+} e^{+} \nu) [10.4, 10.93] | 0.018511      | 2.3 \sigma | 2.3 \sigma |
| \bar{B}_{s}[0.591]                                                          | 0.98894       | 2.1 \sigma | 2.1 \sigma |
| A_{u}                                                                       | 0.14703       | 2.2 \sigma | 2.2 \sigma |
| \langle BR \rangle (\epsilon^{+} \epsilon^{-} \rightarrow W^{+} W^{-}) [189.09, 0.8, 1.0] | 6.253         | 2.2 \sigma | 2.2 \sigma |
| \langle BR \rangle (B^{0} \rightarrow K^{*0} e^{+} \nu) [4.0, 5.0]           | 3.0034 \times 10^{-8} | 1.4 \sigma | 2.2 \sigma |
| \langle P_{0} \rangle (B^{0} \rightarrow K^{*0} e^{+} \nu) [1.1, 2.5]      | 0.002973      | 2.1 \sigma | 2.1 \sigma |
| \langle P_{0} \rangle (B^{0} \rightarrow K^{*0} e^{+} \nu) [4, 1.6]         | -0.4918       | 2.1 \sigma | 2.2 \sigma |
| \langle BR \rangle (B^{0} \rightarrow K^{*0} e^{+} \nu) [4.0, 6.0]          | 4.7946 \times 10^{-8} | 1.6 \sigma | 2 \sigma |
| \langle P_{0} \rangle (B^{0} \rightarrow K^{*0} e^{+} \nu) [1.1, 2.5]       | -0.012738     | 2.2 \sigma | 2.1 \sigma |
| \langle A_{\psi B} \rangle (B_{s} \rightarrow \phi^{0} e^{+} \nu) [0.1, 0.98] | -0.019079    | 2.1 \sigma | 2.1 \sigma |
| \langle BR \rangle (B \rightarrow D^{+} e^{+} \nu) [5.07, 5.6]             | 0.063084      | 2.1 \sigma | 2.1 \sigma |
| \langle BR \rangle (B^{+} \rightarrow K^{*+} e^{+} \nu) [15.0, 19.0]       | 5.5776 \times 10^{-8} | 1.4 \sigma | 2.1 \sigma |
| \langle P_{1} \rangle (B^{0} \rightarrow K^{*0} e^{+} \nu) [1.1, 2.5]      | 0.023952      | 2.1 \sigma | 2.1 \sigma |
| \langle P_{0} \rangle (B^{+} \rightarrow K^{*+} e^{+} \nu) [15.0, 19.0]     | -0.57111      | 1.9 \sigma | 2.1 \sigma |
| \langle A_{\psi B} \rangle (B_{s} \rightarrow \mu^{+} e^{-}) [15.0, 20]     | 0.15645       | 2.2 \sigma | 2 \sigma |
| \langle |\epsilon_{K}| \rangle                                              | 0.0016895     | 2.6 \sigma | 2.2 \sigma |
| BR(K_{L} \rightarrow e^{+} e^{-})                                           | 1.7139 \times 10^{-13} | 2.1 \sigma | 2.1 \sigma |
| BR(B^{\pm} \rightarrow K^{\pm} \tau^{\pm} \nu)                            | 4.7492 \times 10^{-5} | 2 \sigma | 2 \sigma |
| \langle BR \rangle (B_{s} \rightarrow \phi^{+} \mu^{-}) [1.0, 6.0]          | 4.8217 \times 10^{-8} | 1.7 \sigma | 2 \sigma |
| BR(\tau^{-} \rightarrow \mu^{-} \nu \bar{\nu})                             | 0.17279       | 2.2 \sigma | 2 \sigma |
| \langle P_{2} \rangle (B^{+} \rightarrow K^{*+} \mu^{+} \nu) [4, 6]         | 0.17723       | 1.5 \sigma | 2 \sigma |
| \langle S_{B} \rangle (B_{s} \rightarrow \phi \mu^{+} \nu) [15.0, 18.9]    | -0.30243      | 1.9 \sigma | 1.9 \sigma |
| \langle P_{3} \rangle (B^{+} \rightarrow K^{*+} \mu^{+} \nu) [0.1, 0.98]   | 0.0013782     | 2 \sigma | 2 \sigma |
| \langle BR \rangle (B^{0} \rightarrow K^{0} \mu^{+} \nu) [4.0, 6.0]         | 2.7751 \times 10^{-8} | 1.4 \sigma | 2 \sigma |
| \langle BR \rangle (B^{0} \rightarrow K^{0} \mu^{+} \nu) [5.0, 6.0]         | 2.9802 \times 10^{-8} | 1.2 \sigma | 2 \sigma |
| \langle BR \rangle (B^{0} \rightarrow K^{0} \mu^{+} \nu) [15.0, 22.0]      | 1.2012 \times 10^{-8} | 1.1 \sigma | 2 \sigma |
| \langle BR \rangle (B^{0} \rightarrow K^{+} \mu^{+} \nu) [15.0, 19.0]       | 5.1475 \times 10^{-8} | 0.99 \sigma | 2 \sigma |
| Observable                                                                 | NP prediction | NP pull | SM pull |
|----------------------------------------------------------------------------|---------------|---------|---------|
| $\text{BR}(B_s \to \mu^+ \mu^-)$                                           | $3.6625 \times 10^{-9}$ | 2 $\sigma$ | 2 $\sigma$ |
| $(\frac{\text{BR}}{\text{BR}_{\text{tot}}})(B^\pm \to K^\mp \mu^+ \mu^-)$ | $3.0533 \times 10^{-8}$ | 1.2 $\sigma$ | 2 $\sigma$ |
| $\langle P_5 \rangle(B^0 \to K^{*0} \mu^+ \mu^-)$                          | $-0.31442$    | 0.94 $\sigma$ | 2 $\sigma$ |
| $(\frac{\text{BR}}{\text{BR}_{\text{tot}}})(B_s \to \phi \mu^+ \mu^-)$    | $-0.016304$   | 1.9 $\sigma$ | 1.9 $\sigma$ |
| $\langle P_1 \rangle(B^0 \to K^{*0} \mu^+ \mu^-)$                          | $-0.16842$    | 1.8 $\sigma$ | 1.9 $\sigma$ |
| $(\frac{\text{BR}}{\text{BR}_{\text{tot}}})(B \to D^{\mp} \nu)$          | $0.091527$    | 1.9 $\sigma$ | 1.9 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(e^+e^- \to W^+W^-)$                       | $0.10189$     | 1.9 $\sigma$ | 1.9 $\sigma$ |
| $\langle P_2 \rangle(B^0 \to K^{*0} \mu^+ \mu^-)$                          | $0.17518$     | 0.8 $\sigma$ | 2 $\sigma$ |
| $\mu Z_h(h \to e\bar{e})$                                                  | 1             | 1.8 $\sigma$ | 1.8 $\sigma$ |
| $a_e$                                                                      | $0.0011597$   | 2 $\sigma$ | 2 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(e^+e^- \to W^+W^-)$                       | $4.428$       | 1.8 $\sigma$ | 1.8 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(B^0 \to K^0 \mu^+ \mu^-)$               | $2.8117 \times 10^{-8}$ | 1.2 $\sigma$ | 1.8 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(e^+e^- \to W^+W^-)$                       | $0.702$       | 1.8 $\sigma$ | 1.8 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(B^0 \to K^{*0} \mu^+ \mu^-)$            | $4.4322 \times 10^{-8}$ | 0.97 $\sigma$ | 1.6 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(e^+e^- \to W^+W^-)$                       | $0.542$       | 1.7 $\sigma$ | 1.7 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(B^\pm \to K^\mp \mu^+ \mu^-)$          | $1.304 \times 10^{-8}$ | 0.52 $\sigma$ | 1.6 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(B^0 \to K^{*0} \mu^+ \mu^-)$            | $4.4754 \times 10^{-8}$ | 1 $\sigma$ | 1.6 $\sigma$ |
| $\mu W_h(h \to \tau^+ \tau^-)$                                            | 80.359        | 1.7 $\sigma$ | 1.7 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(e^+e^- \to W^+W^-)$                       | $1.731$       | 1.7 $\sigma$ | 1.7 $\sigma$ |
| $\mu W_h(h \to \tau^+ \tau^-)$                                            | 1             | 1.7 $\sigma$ | 1.7 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(B^0 \to K^{*0} \mu^+ \mu^-)$            | $4.3012 \times 10^{-8}$ | 1.2 $\sigma$ | 1.6 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(e^+e^- \to W^+W^-)$                       | $2.056$       | 1.7 $\sigma$ | 1.7 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(e^+e^- \to W^+W^-)$                       | $0.77$        | 1.7 $\sigma$ | 1.7 $\sigma$ |
| $\langle \frac{dR}{d\phi} \rangle(\Lambda_b \to \Lambda^+ \mu^-)$         | $6.1552 \times 10^{-8}$ | 2.1 $\sigma$ | 1.7 $\sigma$ |
| $\mu W_h(h \to W^+W^-)$                                                   | 1             | 1.7 $\sigma$ | 1.7 $\sigma$ |
| $A_{\Delta \Gamma}(B_s \to \phi \gamma)$                                  | $0.030507$    | 1.6 $\sigma$ | 1.6 $\sigma$ |
| $R(e^+e^- \to W^+W^-)$                                                     | 1             | 1.6 $\sigma$ | 1.6 $\sigma$ |
| $\langle P_5 \rangle(B^0 \to K^{*0} \mu^+ \mu^-)$                          | $0.73171$     | 2.1 $\sigma$ | 1.7 $\sigma$ |
| $\text{BR}(K_{\ell^+} \to \pi^0 e^+ \nu)$                                | $0.00071986$  | 1.6 $\sigma$ | 1.6 $\sigma$ |
| $(\frac{\text{BR}}{\text{BR}_{\text{tot}}})(B \to D^{\mp} \nu)$          | $0.066851$    | 1.6 $\sigma$ | 1.6 $\sigma$ |
| $\tau_{B_s \to \mu \mu}$                                                  | $2.4506 \times 10^{12}$ | 1.5 $\sigma$ | 1.5 $\sigma$ |
| $R_{e\mu}(B \to D^{\mp} \nu)$                                            | $0.35166$     | 0.17 $\sigma$ | 1.6 $\sigma$ |
| $(\frac{\text{BR}}{\text{BR}_{\text{tot}}})(B^\pm \to K^\mp \mu^+ \mu^-)$ | $3.0227 \times 10^{-8}$ | 0.82 $\sigma$ | 1.6 $\sigma$ |
| $\text{BR}(K_{\ell^+} \to \pi^0 e^+ \nu)$                                | $0.4115$      | 1.6 $\sigma$ | 1.6 $\sigma$ |
| $\langle F_L \rangle(B^0 \to K^{*0} \mu^+ \mu^-)$                         | $0.71303$     | 0.86 $\sigma$ | 1.5 $\sigma$ |
| $\langle P_5 \rangle(B^0 \to K^{*0} \mu^+ \mu^-)$                         | $-0.033762$   | 1.6 $\sigma$ | 1.6 $\sigma$ |
| $\langle P_5 \rangle(B^0 \to K^{*0} \mu^+ \mu^-)$                         | $0.28288$     | 0.54 $\sigma$ | 1.5 $\sigma$ |
| Observable                                      | NP prediction | NP pull | SM pull |
|------------------------------------------------|---------------|---------|---------|
| \((D_{P_{0}}^{μ+e})(B^0 → K^{0}μ^+e^-)\) \([14.18, 19.0]\) | 0.0063961     | 1.5 σ   | 1.5 σ   |
| \(A_{FB}^{0+}\)                                      | 0.016234      | 1.5 σ   | 1.5 σ   |
| \((P_{μ})_0(B^+ → K^+μ^+μ^-)\) \([15.0, 19.0]\) | -0.0025476    | 1.6 σ   | 1.6 σ   |
| \((\mathcal{F}_L)(B_s → φμ^+μ^-)\) \([1, 4.0]\) | 0.77839       | 0.93 σ  | 1.5 σ   |
| \((\mathcal{F}_T)(B_s → φμ^+μ^-)\) \([0.1, 0.98]\) | 0.31124       | 0.92 σ  | 1.5 σ   |
| \(R_{μ}^0\)                                          | 20.734        | 1.5 σ   | 1.5 σ   |
| \(BR(B^- → π^-μ^+e^-)\)                             | 3.8305 \times 10^{-9} | 1.5 σ | 1.5 σ |
| \(\langle d\frac{BR}{dM}\rangle(B_s → φμ^+μ^-)\) \([15.0, 19.0]\) | 4.8237 \times 10^{-8} | 0.32 σ | 1.6 σ |
| \(\langle d\frac{BR}{dM}(e^+e^- \rightarrow W^+W^-)\rangle\) \([182.66, 0.2, 0.4]\) | 2.189 | 1.5 σ | 1.5 σ |
| \((\mathcal{S}_B)(B_s → φμ^+μ^-)\) \([0.1, 0.98]\) | 0.07794       | 1.7 σ   | 1.4 σ   |
| \(F_L(B^0 → D^+τ^+ν_τ)\)                            | 0.46989       | 1.5 σ   | 1.5 σ   |
| \(BR(B^+ → K^+ν̄ν)\)                                 | 5.7715 \times 10^{-6} | 1.1 σ | 1.4 σ |
| \(\langle d\frac{BR}{dM}(B^0 → K^+μ^+μ^-)\rangle\) \([2.5, 4.0]\) | 4.0312 \times 10^{-8} | 0.84 σ | 1.4 σ |
| \(BR(K_S → μ^+μ^-)\)                                | 5.1711 \times 10^{-12} | 1.4 σ | 1.4 σ |
| \(BR(K^0 → μ^+ν\rangle\) \([6.0, 6.5]\)             | 0.080351      | 1.4 σ   | 1.4 σ   |
| \(BR(W^± → μ^±ν\rangle\)                            | 0.10842       | 1.4 σ   | 1.4 σ   |
| \(R_{μ\tau}^0\)                                      | 20.734        | 1.4 σ   | 1.4 σ   |
| \(\langle A_0(B^0 → K^+μ^+μ^-)\rangle\) \([15.0, 19.0]\) | 4.3753 \times 10^{-5} | 1.4 σ | 1.4 σ |
| \(R_{μτ}(K^- → τ^+ν)\)                              | 2.4755 \times 10^{-5} | 1.4 σ | 1.4 σ |
| \(\langle BR(B → X_s e^+e^-)\rangle\) \([14.2, 25.0]\) | 3.223 \times 10^{-7} | 1.3 σ | 1.4 σ |
| \(\mathcal{F}_{L}(\tau^0C)\)                        | 4.6665 \times 10^{27} | 1.4 σ | 1.4 σ |
| \(S_{τγ}\)                                          | -0.0002381    | 1.4 σ   | 1.4 σ   |
| \(\langle P_{μ}^0(B^0 → K^+μ^+μ^-)\rangle\) \([4, 6]\) | -0.63902      | 1.1 σ   | 1.4 σ   |
| \(BR(B^0 → e^+e^-)\)                                | 2.5781 \times 10^{-15} | 1.3 σ | 1.3 σ |
| \(\langle d\frac{BR}{dM}(B^± → K^±μ^+μ^-)\rangle\) \([0.2, 0.0]\) | 3.0579 \times 10^{-8} | 0.69 σ | 1.4 σ |
| \(\langle d\frac{BR}{dM}(e^+e^- \rightarrow W^+W^-)\rangle\) \([189.09, -0.2, 0.0]\) | 1.403 | 1.3 σ | 1.3 σ |
| \(BR(K_S → e^+e^-)\)                                | 1.6179 \times 10^{-16} | 1.3 σ | 1.3 σ |
| \(\langle D_{P_{1}^{μ+e}}(B^0 → K^{0}μ^+e^-)\rangle\) \([1.0, 6.0]\) | 0.079643      | 1.2 σ   | 1.3 σ   |
| \(BR(B^+ → e^+ν)\)                                  | 1.0243 \times 10^{-11} | 1.3 σ | 1.3 σ |
| \(\langle P_{μ}^0(B^0 → K^0μ^+μ^-)\rangle\) \([4, 6]\) | -0.010263     | 1.3 σ   | 1.3 σ   |
| \(BR(K_L → π^0ν̄ν)\)                                | 3.9929 \times 10^{-11} | 1.3 σ | 1.3 σ |
| \(\langle P_{μ}^0(B^0 → D^+μ^+μ^-)\rangle\) \([8.27, 8.8]\) | 0.10342      | 1.3 σ   | 1.3 σ   |
| \(BR(B^0 → ρ^0ν̄ν)\)                                | 2.045 \times 10^{-7} | 1.3 σ   | 1.3 σ   |
| \(\langle P_{μ}^0(B^0 → K^0μ^+μ^-)\rangle\) \([2, 4]\) | -0.32689      | 1.3 σ   | 1.3 σ   |
| \(BR(B_s → e^+e^-)\)                                | 1.0113 \times 10^{-13} | 1.3 σ | 1.3 σ |
| \(BR(B^- → π^-e^+μ^-)\)                             | 3.8305 \times 10^{-9} | 1.3 σ | 1.3 σ |
| \(BR(K^+ → π^0e^+ν)\)                               | 0.051558      | 1.3 σ   | 1.3 σ   |
| \(\langle R_{μ}^0(B^0 → K^0μ^+μ^-)\rangle\) \([4, 8, 12]\) | 0.83533      | 0.86 σ  | 1.3 σ   |
| Observable | NP prediction | NP pull | SM pull |
|------------|---------------|---------|---------|
| 121 $\langle \frac{dN}{d\eta} \rangle (e^+ e^- \rightarrow W^+ W^-)[205, 92, 0.0, 0.2]$ | 1.561 | 1.3 $\sigma$ | 1.3 $\sigma$ |
| 122 $\text{BR}(B^0 \rightarrow K^{*0} \mu^+ \nu)$ | $1.2523 \times 10^{-5}$ | 1.5 $\sigma$ | 1.3 $\sigma$ |
| 123 $\mu_{\text{th}}(h \rightarrow VV)$ | 1 | 1.3 $\sigma$ | 1.3 $\sigma$ |
| 124 $\Delta M_s$ | $1.2469 \times 10^{-11}$ | 1.1 $\sigma$ | 1.2 $\sigma$ |
| 125 $\langle F_L \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)[2, 4]$ | 0.76742 | 1 $\sigma$ | 1.3 $\sigma$ |
| 126 $\text{BR}(K_S \rightarrow \pi^+ \pi^- \nu)$ | 0.00047682 | 1.3 $\sigma$ | 1.3 $\sigma$ |
| 127 $\langle d\sigma/dw \rangle(B \rightarrow D \tau^+ \nu)[9.86, 10.4]$ | 0.052842 | 1.2 $\sigma$ | 1.2 $\sigma$ |
| 128 $\mu_{\text{VBF}}(h \rightarrow b\bar{b})$ | 0.99999 | 1.2 $\sigma$ | 1.2 $\sigma$ |
| 129 $\langle P_0 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)[0.1, 0.98]$ | 0.0013201 | 1.2 $\sigma$ | 1.2 $\sigma$ |
| 130 $\langle dN/d\eta \rangle (e^+ e^- \rightarrow W^+ W^-)[182.66, 0.6, 0.8]$ | 3.806 | 1.2 $\sigma$ | 1.2 $\sigma$ |
| 131 $S_N K_e$ | 0.73839 | 0.89 $\sigma$ | 1.4 $\sigma$ |
| 132 $\langle d\sigma/dw \rangle(B \rightarrow D \tau^+ \nu)[4.0, 4.5]$ | 0.026461 | 1.2 $\sigma$ | 1.2 $\sigma$ |
| 133 $\langle F_L \rangle (B^+ \rightarrow K^{*+} \mu^+ \mu^-)[1.1, 2.5]$ | 0.72081 | 0.93 $\sigma$ | 1.2 $\sigma$ |
| 134 $\text{BR}(\tau^+ \rightarrow K^+ \nu)$ | 0.0071397 | 1.4 $\sigma$ | 1.3 $\sigma$ |
| 135 $\mu_{Z_h}(h \rightarrow b\bar{b})$ | 1 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 136 $\text{BR}(B^+ \rightarrow K^{*+} \mu^+ \nu)$ | 1.3482 $\times 10^{-5}$ | 0.87 $\sigma$ | 1.1 $\sigma$ |
| 137 $a_\tau$ | 0.0011772 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 138 $\mu_{Z_h}(h \rightarrow W^+ W^-)$ | 1 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 139 $\langle P_{\mu}^0 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)[1.1, 2.5]$ | -0.63439 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 140 $\langle d\sigma/dw \rangle(B \rightarrow K^{*0} \mu^+ \mu^-)[2, 4.3]$ | 4.0519 $\times 10^{-8}$ | 0.55 $\sigma$ | 1.1 $\sigma$ |
| 141 $\langle d\sigma/dw \rangle(B \rightarrow K^{*0} \mu^+ \mu^-)[2.0, 3.0]$ | 3.0939 $\times 10^{-8}$ | 0.36 $\sigma$ | 1.1 $\sigma$ |
| 142 $\langle P_{\mu}^0 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)[0.002, 1.12]$ | 0.035188 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 143 $\langle P_{\mu}^0 \rangle (B^+ \rightarrow K^{*+} \mu^+ \mu^-)[1.1, 2.5]$ | -0.069371 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 144 $\mu_{W h}(h \rightarrow W^+ W^-)$ | 1 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 145 $R_{\mu h}(W^\pm \rightarrow \ell^\pm \nu)$ | 1 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 146 $\langle P_{\mu}^0 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)[1.1, 2.5]$ | 0.25656 | 0.86 $\sigma$ | 1.1 $\sigma$ |
| 147 $\langle P_{\mu}^0 \rangle (B^0 \rightarrow K^{*+} \mu^+ \mu^-)[0.1, 0.98]$ | -0.030261 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 148 $\langle BR \rangle(B \rightarrow X_s \mu^+ \mu^-)[1.0, 6.0]$ | 1.5114 $\times 10^{-6}$ | 0.88 $\sigma$ | 1.1 $\sigma$ |
| 149 $\langle P_{\mu}^0 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)[1.1, 2.5]$ | -0.069889 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 150 $\langle d\sigma/dw \rangle(e^+ e^- \rightarrow W^+ W^-)[182.66, -0.8, -0.6]$ | 0.841 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 151 $\text{BR}(K^{*+} \rightarrow \mu^0 \mu^- \nu)$ | 0.034039 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 152 $\langle P_{\mu}^0 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)[4, 6]$ | -0.16517 | 1 $\sigma$ | 1.1 $\sigma$ |
| 153 $\mu_{\text{th}}(h \rightarrow \gamma\gamma)$ | 1 | 1 $\sigma$ | 1 $\sigma$ |
| 154 $\mu_{\gamma h}(h \rightarrow Z\gamma)$ | 1 | 1 $\sigma$ | 1 $\sigma$ |
| 155 $\langle P_{\mu}^0 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)[2, 4]$ | -0.075133 | 1.1 $\sigma$ | 1.1 $\sigma$ |
| 156 $\mathcal{F}(40 \text{GeV})$ | 4.6665 $\times 10^{27}$ | 1 $\sigma$ | 1 $\sigma$ |
| 157 $\langle P_{\mu}^0 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)[15, 19]$ | -0.00051093 | 1 $\sigma$ | 1 $\sigma$ |
| 158 $\langle P_{2} \rangle (B^0 \rightarrow K^{*0} \mu^+ e^-)[0.002, 1.12]$ | -0.049076 | 1.1 $\sigma$ | 1 $\sigma$ |
| Observable | NP prediction | NP pull | SM pull |
|------------|--------------|---------|---------|
| $\langle \frac{dR}{d\theta} \rangle (e^+e^- \to W^+W^-)[182.66, -0.6, -0.4]$ | 1.011 | 1 $\sigma$ | 1 $\sigma$ |
| $\mu_{W\ell h}(h \to \gamma\gamma)$ | 1 | 0.99 $\sigma$ | 0.99 $\sigma$ |
| $\langle P_1 \rangle (B^+ \to K^{\ast+}\mu^+\mu^-)[0.1, 0.98]$ | 0.042657 | 1 $\sigma$ | 0.99 $\sigma$ |
| $\langle P_1 \rangle (B^0 \to K^{\ast 0}\mu^+\mu^-)[0.1, 0.98]$ | 0.20737 | 0.59 $\sigma$ | 0.95 $\sigma$ |
| $\langle S \rangle (B_s \to \phi\mu^+\mu^-)[1.1, 4.6]$ | -0.026843 | 0.92 $\sigma$ | 0.96 $\sigma$ |
| $A_{CP}(B \to X_{s+\ell}\gamma)$ | 0 | 0.92 $\sigma$ | 0.92 $\sigma$ |
| $\langle \frac{dR}{d\theta} \rangle (B \to D_s^{\ast+}\ell^\pm\nu)\{10.5, 11.0\}$ | 0.0098782 | 0.96 $\sigma$ | 0.96 $\sigma$ |
| $\langle P_2 \rangle (B^0 \to K^{\ast 0}\mu^+\mu^-)[15, 19]$ | -0.56812 | 1.4 $\sigma$ | 1 $\sigma$ |
| $\langle P_3 \rangle (B^+ \to K^{\ast+}\mu^+\mu^-)[4, 6]$ | -0.16359 | 0.98 $\sigma$ | 0.97 $\sigma$ |
| $\langle \frac{dR}{d\theta} \rangle (e^+e^- \to W^+W^-)[189.09, -0.8, -0.6]$ | 0.781 | 0.95 $\sigma$ | 0.95 $\sigma$ |
| $\mu_{V\ell h}(h \to W^+W^-)$ | 1 | 0.94 $\sigma$ | 0.94 $\sigma$ |
| $\langle A_\tau \rangle (B^0 \to K^{\ast 0}\mu^+\mu^-)[1.1, 6]$ | 0.0026103 | 0.95 $\sigma$ | 0.94 $\sigma$ |
| $\langle \frac{dR}{d\theta} \rangle (e^+e^- \to W^+W^-)[189.09, -0.6, -0.4]$ | 0.928 | 0.94 $\sigma$ | 0.94 $\sigma$ |
| $\langle \frac{dR}{d\theta} \rangle (e^+e^- \to W^+W^-)[204.9]$ | 0.10629 | 0.94 $\sigma$ | 0.94 $\sigma$ |
| $R(e^+e^- \to W^+W^-)[188.6]$ | 1 | 0.92 $\sigma$ | 0.92 $\sigma$ |
| $\langle BR \rangle (B \to X_{s+\ell}\mu^+\mu^-)[14.2, 25.0]$ | 3.0957 $\times 10^{-7}$ | 1 $\sigma$ | 0.9 $\sigma$ |
| $\langle D_\mu^{\tau+} \rangle (B^0 \to K^{\ast 0}\ell^\pm\nu)[1.0, 6.0]$ | 0.026086 | 0.85 $\sigma$ | 0.91 $\sigma$ |
| $\langle \frac{dR}{d\theta} \rangle (B \to D_s^{\ast+}\nu)\{10.0, 11.47\}$ | 0.023168 | 0.9 $\sigma$ | 0.9 $\sigma$ |
| $\langle \frac{dR}{d\theta} \rangle (e^+e^- \to W^+W^-)[205.92, -0.4, -0.2]$ | 0.972 | 0.9 $\sigma$ | 0.9 $\sigma$ |
| $A_\tau$ | 0.14722 | 0.95 $\sigma$ | 0.9 $\sigma$ |
| Observable | NP prediction | NP pull | SM pull |
|------------|---------------|---------|---------|
| \(\text{BR}(\tau^+ \to e^-\nu\bar{\nu})\) | 0.17766 | 1.1 \(\sigma\) | 0.84 \(\sigma\) |
| \(\frac{\text{BR}}{\text{BR}}(B \to D^*\tau^+\nu)[5.5, 6.0]\) | 0.069889 | 0.84 \(\sigma\) | 0.84 \(\sigma\) |
| \(\frac{\text{BR}}{\text{BR}}(B \to D\tau^+\nu)[7.2, 7.73]\) | 0.094208 | 0.84 \(\sigma\) | 0.84 \(\sigma\) |
| \(A_{\tau^+}^{[1.586]}\) | -0.11027 | 0.72 \(\sigma\) | 0.72 \(\sigma\) |
| \(\frac{\text{BR}}{\text{BR}}(B \to D^*\tau^+\nu)[6.13, 6.67]\) | 0.089674 | 0.83 \(\sigma\) | 0.83 \(\sigma\) |
| \(\frac{\text{BR}}{\text{BR}}(B \to D\tau^+\nu)[9.5, 10.0]\) | 0.05713 | 0.83 \(\sigma\) | 0.83 \(\sigma\) |
| \(\frac{\text{BR}}{\text{BR}}(B \to D^*\tau^+\nu)[10.4, 10.93]\) | 0.038397 | 0.83 \(\sigma\) | 0.83 \(\sigma\) |
| \(A_{\tau^+}\) | 0.07361 | 0.83 \(\sigma\) | 0.83 \(\sigma\) |
| \(\langle A_1 \rangle(B^0 \to K^{\ast 0}\mu^+\mu^-)[1.1, 6]\) | 0.00063229 | 0.82 \(\sigma\) | 0.83 \(\sigma\) |
| \(\text{BR}(W^\pm \to e^\pm\nu)\) | 0.10842 | 0.83 \(\sigma\) | 0.82 \(\sigma\) |
| \(\frac{\text{BR}}{\text{BR}}(B \to D\tau^+\nu)[6.13, 6.67]\) | 0.095566 | 0.82 \(\sigma\) | 0.82 \(\sigma\) |
| \(\text{BR}(K_L \to \pi^+\mu^+\nu)\) | 0.27234 | 0.79 \(\sigma\) | 0.79 \(\sigma\) |
| \(\langle 4R \rangle_{\text{exp}}(e^+e^- \to W^+W^-)[189.09, 0.4, 0.6]\) | 2.946 | 0.81 \(\sigma\) | 0.81 \(\sigma\) |
| \(\langle F_2 \rangle_{\text{exp}}(B_s \to \phi\mu^+\mu^-)[15.0, 18.9]\) | -0.21041 | 0.83 \(\sigma\) | 0.83 \(\sigma\) |
| \(A_{\phi}\) | -0.11027 | 0.69 \(\sigma\) | 0.69 \(\sigma\) |
| \(\langle A_1 \rangle(B^0 \to K^{\ast 0}\mu^+\mu^-)[1.1, 6]\) | 8.0666 \times 10^{-5} | 0.8 \(\sigma\) | 0.8 \(\sigma\) |
| \(\mu_{\text{VBF}}(h \to \tau^+\tau^-)\) | 0.99999 | 0.8 \(\sigma\) | 0.8 \(\sigma\) |
| \(\mathcal{F}(Z^{2610})\) | 4.6665 \times 10^{27} | 0.79 \(\sigma\) | 0.79 \(\sigma\) |
| \(\langle A_{FB,\phi} \rangle(A_b \to \Lambda \mu^+\mu^-)[15, 20]\) | -0.33733 | 1.1 \(\sigma\) | 0.8 \(\sigma\) |
| \(\frac{\text{BR}}{\text{BR}}(B \to D^*\tau^+\nu)[8.67, 7.2]\) | 0.096421 | 0.8 \(\sigma\) | 0.8 \(\sigma\) |
| \(\langle F_2 \rangle_{\text{exp}}(B_s \to \phi\mu^+\mu^-)[4.0, 6.6]\) | 0.73564 | 0.6 \(\sigma\) | 0.82 \(\sigma\) |
| \(\langle 4R \rangle_{\text{exp}}(e^+e^- \to W^+W^-)[6.0, 6.5]\) | 0.087333 | 0.78 \(\sigma\) | 0.78 \(\sigma\) |
| \(\langle P_3 \rangle(B^+ \to K^{\ast 0}\mu^+\mu^-)[2.5, 4]\) | 0.0031721 | 0.75 \(\sigma\) | 0.75 \(\sigma\) |
| \(\langle 4R \rangle_{\text{exp}}(e^+e^- \to W^+W^-)[189.09, -1.0, -0.8]\) | 0.661 | 0.77 \(\sigma\) | 0.77 \(\sigma\) |
| \(\tau_{\mu}^{[0.655]}\) | 1.3795 \times 10^{27} | 0.65 \(\sigma\) | 0.65 \(\sigma\) |
| \(\frac{\text{BR}}{\text{BR}}(e^+e^- \to W^+W^-)[205.92, 0.8, 1.0]\) | 7.783 | 0.77 \(\sigma\) | 0.77 \(\sigma\) |
| \(R(e^+e^- \to W^+W^-)[199.5]\) | 1 | 0.76 \(\sigma\) | 0.76 \(\sigma\) |
| \(\langle P_1 \rangle(B^0 \to K^{*0}\mu^+\mu^-)[2.5, 4]\) | -0.095022 | 0.69 \(\sigma\) | 0.74 \(\sigma\) |
| \(\langle F_2 \rangle_{\text{exp}}(B^0 \to K^{*0}\mu^+\mu^-)[0, 2]\) | 0.34884 | 0.52 \(\sigma\) | 0.77 \(\sigma\) |
| \(\frac{\text{BR}}{\text{BR}}(B \to D\tau^+\nu)[7.5, 8.0]\) | 0.086998 | 0.75 \(\sigma\) | 0.75 \(\sigma\) |
| \(\langle 4R \rangle_{\text{exp}}(e^+e^- \to W^+W^-)[198.38, -0.4, -0.2]\) | 1.021 | 0.75 \(\sigma\) | 0.75 \(\sigma\) |
| \(\langle P_2 \rangle_{\text{exp}}(B^0 \to K^{*0}\mu^+\mu^-)[15, 19]\) | -0.0025531 | 0.84 \(\sigma\) | 0.84 \(\sigma\) |
| \(\langle P_3 \rangle(B^0 \to K^{*0}\mu^+\mu^-)[2.4, 3]\) | -0.08532 | 0.8 \(\sigma\) | 0.76 \(\sigma\) |
| \(\langle P_2 \rangle(B^0 \to K^{*0}\mu^+\mu^-)[2.5, 4]\) | -0.1968 | 0.21 \(\sigma\) | 0.81 \(\sigma\) |
| \(\langle A_{FB,B} \rangle(B^0 \to K^{*0}\mu^+\mu^-)[4.3, 6]\) | 0.087753 | 0.52 \(\sigma\) | 0.8 \(\sigma\) |
| \(\langle A_{FB,B} \rangle(B^0 \to K^{*0}\mu^+\mu^-)[1, 2]\) | -0.18509 | 0.53 \(\sigma\) | 0.7 \(\sigma\) |
| \(\langle 4R \rangle_{\text{exp}}(e^+e^- \to W^+W^-)[205.92, 0.4, 0.6]\) | 2.903 | 0.74 \(\sigma\) | 0.74 \(\sigma\) |
| \(\langle P_2 \rangle_{\text{exp}}(B^0 \to K^{\ast 0}\mu^+\mu^-)[4, 6]\) | -0.48992 | 0.81 \(\sigma\) | 0.78 \(\sigma\) |
| Observable                                                                 | NP prediction | NP pull | SM pull |
|---------------------------------------------------------------------------|---------------|---------|---------|
| $R_{b}^{0}$                                                             | 0.21581       | 0.73σ   | 0.73σ   |
| $(P_{1})(B^{0} \rightarrow K^{*0}e^{+}e^{-})$-[0.005784, 0.257]         | 0.032294      | 0.73σ   | 0.72σ   |
| $\mu_{WBF}(h \rightarrow \gamma \gamma)$                                 | 1             | 0.72σ   | 0.72σ   |
| $\mathcal{F}(^{34}\text{Ar})$                                            | $4.6665 \times 10^{27}$ | 0.7σ   | 0.7σ   |
| $(\frac{dR}{d\phi})(e^{+}e^{-} \rightarrow W^{+}W^{-})$-[198.38, 0.2, 0.4] | 2.161         | 0.71σ   | 0.71σ   |
| $(P_{6}^{0})(B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})$-[0.1, 0.98]       | -0.057525     | 0.71σ   | 0.68σ   |
| $(\frac{dR}{d\phi})(e^{+}e^{-} \rightarrow W^{+}W^{-})$-[189.09, 0.0, 0.2] | 1.715         | 0.7σ    | 0.7σ    |
| $(P_{0})(B^{+} \rightarrow K^{*+}\mu^{+}\mu^{-})$-[4, 6]               | 0.092227      | 0.69σ   | 0.69σ   |
| $(P_{2})(B^{+} \rightarrow K^{*+}\mu^{+}\mu^{-})$-[0.1, 0.98]          | -0.13439      | 0.68σ   | 0.69σ   |
| $R_{c}^{0}$                                                             | 0.17225       | 0.69σ   | 0.69σ   |
| $\text{BR}(B^{0} \rightarrow \mu^{+}\mu^{-})$                          | $1.0218 \times 10^{-10}$ | 0.66σ   | 0.66σ   |
| $(P_{2})^{0}(B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})$-[4.3, 6]         | -0.64735      | 1.1σ    | 0.66σ   |
| $A_{FB}^{eB}$                                                           | 0.016214      | 0.69σ   | 0.69σ   |
| $\mu_{gg}(h \rightarrow bb)$                                            | 1             | 0.68σ   | 0.68σ   |
| $(\frac{BR}{BR}(B \rightarrow D^{+}\ell^{+}\nu))$-[8.5, 9.0]           | 0.075222      | 0.68σ   | 0.68σ   |
| $\text{BR}(B^{+} \rightarrow \pi^{+}\ell^{+}\nu)$                      | $1.2776 \times 10^{-7}$ | 0.68σ   | 0.68σ   |
| $(\frac{BR}{BR}(B \rightarrow D^{*+}\ell^{+}\nu))$-[9.5, 8.0]          | 0.097746      | 0.68σ   | 0.68σ   |
| $(\frac{BR}{BR}(B \rightarrow D^{*+}\ell^{+}\nu))$-[10.5, 9.0]        | 0.034069      | 0.68σ   | 0.68σ   |
| $(\frac{dR}{d\phi})(e^{+}e^{-} \rightarrow W^{+}W^{-})$-[189.69, 0.6, 0.8] | 4.122         | 0.68σ   | 0.68σ   |
| $\mathcal{F}(^{38}\text{Ca})$                                            | $4.6665 \times 10^{27}$ | 0.63σ   | 0.63σ   |
| $(F_{L})_{B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-}}$-[4, 6]              | 0.69713       | 0.47σ   | 0.7σ    |
| $\mu_{12h}(h \rightarrow ZZ)$                                            | 1             | 0.67σ   | 0.67σ   |
| $(\frac{BR}{BR}(B \rightarrow D^{+}\ell^{+}\nu))$-[4.0, 4.5]           | 0.039797      | 0.67σ   | 0.67σ   |
| $(\frac{BR}{BR}(B \rightarrow D^{*+}\ell^{+}\nu))$-[10.0, 10.5]        | 0.05616       | 0.66σ   | 0.66σ   |
| $\text{BR}(B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})$                     | 1.0404        | 0.7σ    | 0.7σ    |
| $(\frac{dR}{d\phi})(e^{+}e^{-} \rightarrow W^{+}W^{-})$-[182.66, -0.2, 0.0] | 1.402         | 0.65σ   | 0.65σ   |
| $(F_{L})_{B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-}}$-[2.5, 4]            | 0.76816       | 0.2σ    | 0.63σ   |
| $R_{\tau \tau}(W^{\pm} \rightarrow \ell^{\pm}\nu)$                      | 0.99956       | 0.64σ   | 0.65σ   |
| $(F_{L})_{B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-}}$-[0.1, 0.98]         | 0.26291       | 0.12σ   | 0.65σ   |
| $(\frac{dR}{d\phi})(e^{+}e^{-} \rightarrow W^{+}W^{-})$-[205.92, -1.0, -0.8] | 0.532         | 0.64σ   | 0.64σ   |
| $(A_{FB})_{B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-}}$-[2, 4.3]          | -0.07142      | 0.3σ    | 0.65σ   |
| $\text{BR}(B^{0} \rightarrow \pi^{0}\nu\ell)$                          | $5.9466 \times 10^{-8}$ | 0.63σ   | 0.63σ   |
| $(\frac{BR}{BR}(B \rightarrow D^{+}\ell^{+}\nu))$-[4.0, 4.5]           | 0.03694       | 0.63σ   | 0.63σ   |
| $\mu_{W\ell}(h \rightarrow bb)$                                         | 1             | 0.62σ   | 0.62σ   |
| $(P_{2})_{B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-}}$-[4, 6]              | 0.0022678     | 0.62σ   | 0.62σ   |
| $D_{s}$                                                                  | $5.6759 \times 10^{-25}$ | 0.61σ   | 0.61σ   |
| $R_{\tau \tau}(W^{\pm} \rightarrow \ell^{\pm}\nu)$                      | 0.99956       | 0.58σ   | 0.61σ   |
| Observable | NP prediction | NP pull | SM pull |
|------------|---------------|---------|---------|
| $\langle A_{T}^{1m} \rangle (B^{0} \rightarrow K^{0} \pi^{+} \nu_{e})^{[0.602, 1.12]}$ | 0.00030904 | 0.63 $\sigma$ | 0.63 $\sigma$ |
| $R(e^{+}e^{-} \rightarrow W^{+}W^{-})^{[195.5]}$ | 1 | 0.61 $\sigma$ | 0.61 $\sigma$ |
| $BR(B^{0}\rightarrow \pi^{+}\tau^{+}\nu_{\tau})$ | 0.00010418 | 0.62 $\sigma$ | 0.62 $\sigma$ |
| $\langle BR(B \rightarrow D^{*+}\nu_{\nu})^{[4.53, 5.07]} \rangle$ | 0.047598 | 0.61 $\sigma$ | 0.61 $\sigma$ |
| $\langle 4 \pi \rangle (\pi^{+}e^{-} \rightarrow W^{+}W^{-})^{[205.92, -0.8, -0.6]}$ | 0.642 | 0.61 $\sigma$ | 0.61 $\sigma$ |
| $\mu_{Z}(h \rightarrow \tau^{+}\tau^{-})$ | 1 | 0.6 $\sigma$ | 0.6 $\sigma$ |
| $\langle A_{FB} \rangle (B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})^{[0, 2]}$ | -0.1143 | 0.65 $\sigma$ | 0.62 $\sigma$ |
| $\Gamma_{Z}$ | 2.494 | 0.65 $\sigma$ | 0.6 $\sigma$ |
| $\mathcal{F}(\tau^{3}C_{0})$ | 4.6665 $\times$ 10$^{27}$ | 0.57 $\sigma$ | 0.57 $\sigma$ |
| $\langle R_{\mu e} \rangle (B^{+} \rightarrow K^{+}\tau^{+}\tau^{-})^{[15.0, 19.0]}$ | 0.82969 | 0.84 $\sigma$ | 0.59 $\sigma$ |
| $\delta_{K^{*\tau}}$ | -0.023713 | 0.64 $\sigma$ | 0.64 $\sigma$ |
| $\langle R_{\mu e} \rangle (B^{\pm} \rightarrow K^{\pm}\tau^{+}\tau^{-})^{[4.0, 8.12]}$ | 0.83532 | 1 $\sigma$ | 0.59 $\sigma$ |
| $A_{b}$ | 0.93471 | 0.59 $\sigma$ | 0.59 $\sigma$ |
| $\mu_{gg}(h \rightarrow W^{+}W^{-})$ | 1 | 0.58 $\sigma$ | 0.58 $\sigma$ |
| $\langle F_{L} \rangle (B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})^{[1.3, 6]}$ | 0.69013 | 0.46 $\sigma$ | 0.56 $\sigma$ |
| $BR(\tau^{-} \rightarrow e^{-}\mu^{+}\bar{e}^{-})$ | 3.1651 $\times$ 10$^{-87}$ | 0.58 $\sigma$ | 0.58 $\sigma$ |
| $\langle P_{S}^{\mu} \rangle (B^{0} \rightarrow K^{*+}\mu^{+}\mu^{-})^{[15, 19]}$ | 0.00074585 | 0.57 $\sigma$ | 0.57 $\sigma$ |
| $\langle P_{S}^{\nu} \rangle (B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})^{[2.5, 4]}$ | -0.055089 | 0.56 $\sigma$ | 0.57 $\sigma$ |
| $BR(B^{0} \rightarrow K^{-}\tau^{+}\tau^{-})$ | 4.8069 $\times$ 10$^{-21}$ | 0.57 $\sigma$ | 0.57 $\sigma$ |
| $\lambda_{AB}^{[0.501]}$ | -1.251 | 0.49 $\sigma$ | 0.49 $\sigma$ |
| $\langle P_{S}^{\mu} \rangle (B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})^{[1.1, 2]}$ | 0.41094 | 0.89 $\sigma$ | 0.89 $\sigma$ |
| $\langle R_{\mu e} \rangle (B \rightarrow D^{*}\ell^{+}\nu)$ | 0.99581 | 0.53 $\sigma$ | 0.56 $\sigma$ |
| $\langle BR(B \rightarrow D^{*}\ell^{+}\nu) \rangle^{[8.27, 8.8]}$ | 0.083047 | 0.56 $\sigma$ | 0.56 $\sigma$ |
| $\langle P_{S}^{\mu} \rangle (B^{0} \rightarrow K^{*+}\mu^{+}\mu^{-})^{[0.1, 0.98]}$ | 0.7282 | 0.7 $\sigma$ | 0.56 $\sigma$ |
| $\langle N_{S} \rangle (B_{s} \rightarrow \phi\mu^{+}\mu^{-})^{[1.1, 4.0]}$ | 0.0018078 | 0.57 $\sigma$ | 0.54 $\sigma$ |
| $\langle BR(B \rightarrow D^{*}\ell^{+}\nu) \rangle^{[4.53, 5.07]}$ | 0.0622 | 0.53 $\sigma$ | 0.53 $\sigma$ |
| $\langle R_{\mu e} \rangle (B^{0} \rightarrow K^{0}\ell^{+}\ell^{-})^{[14.18, 19.0]}$ | 0.8385 | 0.7 $\sigma$ | 0.53 $\sigma$ |
| $\lambda_{FB}^{[0.5]}$ | 0.016214 | 0.53 $\sigma$ | 0.53 $\sigma$ |
| $\langle P_{S}^{\mu} \rangle (B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})^{[0.04, 2]}$ | 0.59624 | 0.23 $\sigma$ | 0.49 $\sigma$ |
| $\langle P_{S}^{\nu} \rangle (B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})^{[15, 19]}$ | -0.00050856 | 0.54 $\sigma$ | 0.54 $\sigma$ |
| $\langle A_{b} \rangle (B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})^{[15, 19]}$ | 5.7209 $\times$ 10$^{-5}$ | 0.52 $\sigma$ | 0.52 $\sigma$ |
| $\langle BR(B \rightarrow D^{*}\ell^{+}\nu) \rangle^{[11.5, 12.0]}$ | 0.0018997 | 0.52 $\sigma$ | 0.52 $\sigma$ |
| $\langle P_{S}^{\nu} \rangle (B^{0} \rightarrow K^{*0}\mu^{+}\mu^{-})^{[1.1, 2.5]}$ | 0.021985 | 0.55 $\sigma$ | 0.55 $\sigma$ |
| $BR(\tau^{-} \rightarrow \mu^{-}e^{+}\mu^{-})$ | 2.9187 $\times$ 10$^{-59}$ | 0.51 $\sigma$ | 0.51 $\sigma$ |
| $BR(\pi^{+} \rightarrow e^{+}\nu)$ | 0.0001234 | 0.51 $\sigma$ | 0.51 $\sigma$ |
| $\langle P_{S}^{\mu} \rangle (B^{+} \rightarrow K^{*+}\mu^{+}\mu^{-})^{[1.1, 2.5]}$ | -0.45833 | 0.51 $\sigma$ | 0.49 $\sigma$ |
| $\langle F_{L} \rangle (B^{+} \rightarrow K^{*+}\mu^{+}\mu^{-})^{[15, 19]}$ | 0.33766 | 0.5 $\sigma$ | 0.5 $\sigma$ |
| $R(e^{+}e^{-} \rightarrow W^{+}W^{-})^{[206.6]}$ | 1 | 0.5 $\sigma$ | 0.5 $\sigma$ |
| Observable | NP prediction | NP pull | SM pull |
|------------|---------------|---------|---------|
| $(R_{e
u})(B^0 \to K^0 \ell^+\ell^-)^{[0.1, 4.0]}$ | 0.83377 | 0.67σ | 0.5σ |
| $(\frac{BR}{BR}) (B \to D^*\ell^+\nu)^{[4.5, 5.0]}$ | 0.042537 | 0.5σ | 0.5σ |
| $\mu(h \to \tau^+\tau^-)$ | 1 | 0.49σ | 0.49σ |
| $(\frac{dR}{dt})(e^+e^- \to W^+W^-)^{[182.66, -0.4, -0.2]}$ | 1.181 | 0.49σ | 0.49σ |
| BR($\tau^- \to \mu^-e^+e^-$) | 2.1388 × 10^{-26} | 0.49σ | 0.49σ |
| $(\frac{dBR}{dt})(B^0 \to K^{0}\mu^+\mu^-)^{[0.2]}$ | 0.0067671 | 0.4σ | 0.4σ |
| BR($B^0 \to K^0\nu\bar{\nu}$) | 5.344 × 10^{-6} | 0.35σ | 0.48σ |
| $(\frac{dBR}{dt})(B^+ \to K^{*+}\mu^+\mu^-)^{[2.0, 4.0]}$ | 4.3806 × 10^{-8} | 0.77σ | 0.49σ |
| $(\frac{dBR}{dt})(B^0 \to K^0\mu^+\mu^-)^{[0.2]}$ | 2.837 × 10^{-8} | 0.22σ | 0.48σ |
| BR($B_c \to \tau^+\nu$) | 0.027986 | 0.55σ | 0.46σ |
| $(\frac{BR}{BR}) (B \to D^*\tau^+\nu)^{[7.0, 7.5]}$ | 0.094377 | 0.45σ | 0.45σ |
| $A_s$ | 0.93552 | 0.45σ | 0.45σ |
| BR($B^- \to K^{*-}e^+e^-$) | 9.6097 × 10^{-23} | 0.45σ | 0.45σ |
| $(\frac{dBR}{dt})(e^+e^- \to W^+W^-)^{[198.38, -0.8, -0.6]}$ | 0.664 | 0.45σ | 0.45σ |
| $(\frac{dBR}{dt})(B \to D^*\ell^+\nu)^{[9.86, 10.4]}$ | 0.067671 | 0.44σ | 0.44σ |
| $(\frac{BR}{BR}) (B \to X_h e^+e^-)^{[1.0, 6.0]}$ | 1.8587 × 10^{-6} | 0.25σ | 0.43σ |
| $(F_{L})(B^0 \to K^{*0}\mu^+\mu^-)^{[0.04, 2]}$ | 0.34884 | 0.74σ | 0.42σ |
| $(P_R)(B^+ \to K^{*+}\mu^+\mu^-)^{[2.5, 4]}$ | -0.36809 | 0.45σ | 0.42σ |
| $(P_L)(B^0 \to K^{*0}\mu^+\mu^-)^{[15, 19]}$ | -0.62273 | 0.45σ | 0.45σ |
| $\mu_{W_{L}}(h \to ZZ)$ | 1 | 0.43σ | 0.43σ |
| $(\frac{dBR}{dt})(B \to D\tau^+\nu)^{[11.0, 11.5]}$ | 0.019884 | 0.45σ | 0.43σ |
| BR($K_{L} \to \mu^+\mu^-$) | 7.3525 × 10^{-9} | 0.49σ | 0.48σ |
| $(\frac{dBR}{dt})(B^\pm \to K^{*\pm}\mu^+\mu^-)^{[2.4, 3]}$ | 3.0283 × 10^{-8} | 0.17σ | 0.43σ |
| $(P_2)(B^0 \to K^{*0}e^+e^-)^{[0.00784, 0.257]}$ | -0.013216 | 0.42σ | 0.45σ |
| $\mu_{g_{g}}(h \to \gamma\gamma)$ | 1 | 0.42σ | 0.42σ |
| $(\frac{dBR}{dt})(B_{s} \to \phi\phi)$ | 4.0183 × 10^{-5} | 0.4σ | 0.41σ |
| $(P_3)(B^0 \to K^{*0}\mu^+\mu^-)^{[15, 19]}$ | 0.3547 | 0.14σ | 0.47σ |
| $(F_{L})(B^0 \to K^{*0}\mu^+\mu^-)^{[2.4, 3]}$ | 0.45 | 0.066σ | 0.39σ |
| $(\frac{dR}{dt})(e^+e^- \to W^+W^-)^{[189.69, -0.4, -0.2]}$ | 1.37 | 0.41σ | 0.41σ |
| $a_{s_{t}}$ | -0.09921 | 0.36σ | 0.36σ |
| $F_{L}(^{3}Cl)$ | 4.6665 × 10^{27} | 0.4σ | 0.4σ |
| $F_{R}(^{74}Rb)$ | 4.6665 × 10^{27} | 0.4σ | 0.4σ |
| $(\frac{dBR}{dt})(B_{s} \to \phi\mu^+\mu^-)^{[0.1, 0.98]}$ | 0.025883 | 0.42σ | 0.4σ |
| $(P_{n})(B_{s} \to \phi\mu^+\mu^-)^{[15.0, 18.9]}$ | 0.34109 | 0.4σ | 0.39σ |
| $(\frac{dBR}{dt})(B^0 \to K^{*0}\mu^+\mu^-)^{[2.4, 3]}$ | 2.8092 × 10^{-8} | 0.13σ | 0.38σ |
| $(\frac{dBR}{dt})(e^+e^- \to W^+W^-)^{[198.38, 0.0, 0.2]}$ | 1.666 | 0.38σ | 0.38σ |
| $R^0$ | 20.777 | 0.28σ | 0.37σ |
| $(P_{n}^0)(B^0 \to K^{0}\mu^+\mu^-)^{[0.04, 2]}$ | 0.12513 | 0.48σ | 0.43σ |
| Observable | NP prediction | NP pull | SM pull |
|------------|---------------|---------|---------|
| $\langle P_2 \rangle (B^0 \rightarrow K^{\ast0} \mu^+ \mu^-)$ | 0.091213 | 0.35 σ | 0.35 σ |
| $\langle R_{\mu} \rangle (B^0 \rightarrow K^{*0} + \ell^- \ell^-)$ | 0.085706 | 0.038 σ | 0.37 σ |
| $\langle P_2 \rangle (B^+ \rightarrow K^{*+} \mu^+ \mu^-)$ | 0.35626 | 0.16 σ | 0.36 σ |
| $\langle R_{\mu \ell} \rangle (B^0 \rightarrow K^{*0} + \ell^- \ell^-)$ | 0.8297 | 0.70 σ | 0.36 σ |
| $\mu_{VBF} (h \rightarrow ZZ)$ | 0.35 σ | 0.35 σ |
| $R_h$ | 1.4017 × 10^{-20} | 0.3 σ | 0.3 σ |
| $A_\mu$ | 0.14703 | 0.34 σ | 0.34 σ |
| $\langle \Sigma \rangle (B_s \rightarrow \phi \mu^+ \mu^-)$ | -0.310236 | 0.3 σ | 0.3 σ |
| $BR (B_s \rightarrow \tau^+ \tau^-)$ | -0.083009 | 0.32 σ | 0.33 σ |
| $\langle P_2 \rangle (B^+ \rightarrow K^{*+} \mu^+ \mu^-)$ | 0.00021854 | 0.41 σ | 0.33 σ |
| $\langle P_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | -0.010236 | 0.3 σ | 0.3 σ |
| $\langle P_1 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 0.040635 | 0.31 σ | 0.31 σ |
| $\langle P_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 0.0001065 | 0.32 σ | 0.32 σ |
| $\langle \Sigma \rangle (B_s \rightarrow \phi \mu^+ \mu^-)$ | 4.6665 × 10^{-27} | 0.3 σ | 0.29 σ |
| $\langle \Sigma \rangle (B_s \rightarrow \phi \mu^+ \mu^-)$ | -0.31831 | 0.36 σ | 0.36 σ |
| $\langle \Sigma \rangle (B_s \rightarrow \phi \mu^+ \mu^-)$ | 0.055942 | 0.3 σ | 0.3 σ |
| $\sigma^0_{\mu e}$ | 0.00301065 | 0.46 σ | 0.3 σ |
| $\langle F_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 0.27126 | 0.52 σ | 0.28 σ |
| $\langle F_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 8.9257 × 10^{-23} | 0.3 σ | 0.3 σ |
| $\langle F_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 0.69788 | 0.22 σ | 0.32 σ |
| $\langle R_{\mu \ell} \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 0.83849 | 0.88 σ | 0.29 σ |
| $\langle R_{\mu \ell} \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 0.83376 | 0.36 σ | 0.28 σ |
| $\langle P_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | -0.18054 | 0.77 σ | 0.32 σ |
| $\langle P_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | -0.33477 | 0.4 σ | 0.26 σ |
| $\langle R_{\mu \ell} \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | -5.1587 × 10^{-18} | 0.24 σ | 0.24 σ |
| $\langle P_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | -0.26537 | 0.79 σ | 0.29 σ |
| $\langle R_{\mu \ell} \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 0.038846 | 0.19 σ | 0.26 σ |
| $R (W^+ \rightarrow eX)$ | 0.50001 | 0.25 σ | 0.25 σ |
| $BR (B^- \rightarrow K^{*0} \mu^+ \mu^-)$ | 9.6097 × 10^{-23} | 0.25 σ | 0.25 σ |
| $\langle P_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 0.18456 | 0.31 σ | 0.24 σ |
| $\langle P_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 0.39999 | 0.24 σ | 0.24 σ |
| $\langle P_2 \rangle (B^+ \rightarrow K^{*+} \mu^+ \mu^-)$ | -0.05434 | 0.23 σ | 0.23 σ |
| $\langle P_2 \rangle (B^+ \rightarrow K^{*+} \mu^+ \mu^-)$ | 1 | 0.23 σ | 0.23 σ |
| $\Gamma (\pi^+ \rightarrow \mu^+ \nu)$ | 2.5202 × 10^{-17} | 0.26 σ | 0.26 σ |
| $\langle d \mu_{VBF} / d y \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 8.3465 × 10^{-8} | 0.18 σ | 0.25 σ |
| $\langle P_2 \rangle (B^0 \rightarrow K^{*0} \mu^+ \mu^-)$ | 0.36997 | 0.35 σ | 0.23 σ |
| Observable |
|------------|
| $\langle A_T^{n_1} \rangle (B^0 \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{387}$ | 0.00026802 |
| $^{388}$ | 0.2 σ |
| $^{389}$ | 0.2 σ |
| $\langle BR(1) (B \rightarrow D^{*+}\nu) [5.6, 6.13]$ |
| $^{390}$ | 0.076832 |
| $^{391}$ | 0.22 σ |
| $^{392}$ | 0.22 σ |
| $\langle BR(1) (B \rightarrow D^{*+}\nu) [11.47, 12.6]$ |
| $^{393}$ | 0.002539 |
| $^{394}$ | 0.22 σ |
| $^{395}$ | 0.22 σ |
| $\langle BR(1) (B \rightarrow K^{*0}\mu^+\mu^-) [2.4]$ |
| $^{396}$ | -0.22201 |
| $^{397}$ | 0.31 σ |
| $^{398}$ | 0.23 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{399}$ | 0.052728 |
| $^{401}$ | 0.26 σ |
| $^{400}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{402}$ | 0.052728 |
| $^{403}$ | 0.26 σ |
| $^{404}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{405}$ | 0.052728 |
| $^{406}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{407}$ | 0.052728 |
| $^{408}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{409}$ | 0.052728 |
| $^{410}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{411}$ | 0.052728 |
| $^{412}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{413}$ | 0.052728 |
| $^{414}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{415}$ | 0.052728 |
| $^{416}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{417}$ | 0.052728 |
| $^{418}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{419}$ | 0.052728 |
| $^{420}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{421}$ | 0.052728 |
| $^{422}$ | 0.26 σ |
| $\langle BR(1) (B \rightarrow K^{*0}e^+e^-) [0.000784, 0.257]$ |
| $^{423}$ | 0.052728 |
| $^{424}$ | 0.26 σ |
| Observable                                                                 | NP prediction | NP pull  | SM pull |
|----------------------------------------------------------------------------|---------------|----------|---------|
| $\langle \frac{dR_{B}}{dt} \rangle (e^{+}e^{-} \rightarrow W^{+}W^{-})$     | 1.265         | 0.1 σ    | 0.1 σ   |
| $(R_{\mu\mu}) (B^{+} \rightarrow K^{+}\bar{\nu}e^{-})$                    | 0.85648       | 0.33 σ   | 0.1 σ   |
| $(\frac{BR}{BR}(B \rightarrow D^-e^{-}\nu))$                                | 0.07714       | 0.1 σ    | 0.1 σ   |
| $(\langle \frac{dR_{B}}{dt} \rangle (e^{+}e^{-} \rightarrow W^{+}W^{-})$   | 2.2333 × 10^{-37} | 0.084 σ  | 0.084 σ |
| $A_{L}$                                                                     | 0.66752       | 0.092 σ  | 0.092 σ |
| $\langle P_{3}\rangle (B^{+} \rightarrow K^{+}\bar{\nu}e^{-})$            | 0.0030204     | 0.11 σ   | 0.12 σ  |
| $(\frac{BR}{BR}(B \rightarrow D^{0}\mu\bar{\nu}))(8.0, 8.5)$              | 0.098042      | 0.084 σ  | 0.084 σ |
| $\ln(C)(K^{+} \rightarrow \pi^{0}\mu\nu)$                                   | 0.19988       | 0.075 σ  | 0.075 σ |
| $(\langle \frac{dR_{B}}{dt} \rangle (e^{+}e^{-} \rightarrow W^{+}W^{-})$   | 1.241         | 0.097 σ  | 0.097 σ |
| $A_{c}$                                                                     | 0.092 σ       |          |         |
| $(D_{\mu\nu})_{\mu\nu}(B^{0} \rightarrow K^{0}\bar{\nu}e^{-})$         | -8.5847 × 10^{-5} | 0.072 σ  | 0.072 σ |
| $(\frac{BR}{BR}(B \rightarrow D^{+}\mu\bar{\nu}))(5.0, 5.5)$              | 0.070732      | 0.066 σ  | 0.066 σ |
| $(P_{2}\mu)(B^{0} \rightarrow K^{0}\bar{\nu}e^{-})$                       | -0.45664      | 0.13 σ   | 0.078 σ |
| $(P_{3\mu})(B^{0} \rightarrow K^{+}\bar{\nu}e^{-})$                       | -0.05012      | 0.092 σ  | 0.085 σ |
| $BR(B^{+} \rightarrow K^{+}\bar{\nu})$                                      | 4.2486 × 10^{-5} | 0.036 σ  | 0.047 σ |
| $(\frac{BR}{BR}(B \rightarrow D^{*}\mu\bar{\nu}))(9.5, 10.0)$            | 0.077734      | 0.053 σ  | 0.053 σ |
| $\mathcal{F}(^{14}O)$                                                       | 4.6665 × 10^{27} | 0.047 σ  | 0.049 σ |
| $R_{b}^{0}$                                                                | 0.17223       | 0.042 σ  | 0.041 σ |
| $\mathcal{F}(^{38}K)$                                                      | 4.6665 × 10^{27} | 0.022 σ  | 0.021 σ |
| $(P_{2})_{\nu}(B^{0} \rightarrow K^{0}\bar{\nu}e^{-})$                   | -0.63501      | 0.066 σ  | 0.063 σ |
| $(P_{3})_{\nu}(B^{0} \rightarrow K^{0}\bar{\nu}e^{-})$                    | 0.015614      | 0.029 σ  | 0.029 σ |
| $(P_{4})_{\nu}(B^{0} \rightarrow K^{0}\bar{\nu}e^{-})$                    | 0.028569      | 0.026 σ  | 0.026 σ |
| $\mu_{gg}(h \rightarrow \tau^{+}\tau^{-})$                                 | 1             | 0.025 σ  | 0.025 σ |
| $(P_{4})_{\nu}(B^{0} \rightarrow K^{0}\bar{\nu}e^{-})$                    | -0.002203     | 0.041 σ  | 0.012 σ |
| $(\frac{BR}{BR}(B \rightarrow D^{+}\mu\bar{\nu}))(9.83, 8.86)$           | 0.063887      | 0.016 σ  | 0.016 σ |
| $BR(B^{+} \rightarrow \mu^{+}\bar{\nu})$                                  | 4.3728 × 10^{-7} | 0.11 σ   | 0.029 σ |
| $(\frac{BR}{BR}(B^{0} \rightarrow K^{+}\bar{\nu}e^{-})$                    | 4.4015 × 10^{-8} | 0.17 σ   | 0.031 σ |
| $BR(B^{0} \rightarrow \tau^{+}\tau^{-})$                                  | 1.5613 × 10^{-6} | 0.038 σ  | 0.0045 σ |
| $\mathcal{F}(^{62}Ga)$                                                      | 4.6665 × 10^{27} | 0.028 σ  | 0.028 σ |
| $BR(B^{0} \rightarrow K^{0}\bar{\nu}e^{-})$                                | 8.9257 × 10^{-23} | 0 σ     | 0 σ     |
| $BR(B^{-} \rightarrow K^{-}\bar{\nu}e^{-})$                                | 4.1197 × 10^{-23} | 0 σ     | 0 σ     |
| $BR(B^{-} \rightarrow K^{-}\bar{\nu}e^{-})$                                | 4.1197 × 10^{-23} | 0 σ     | 0 σ     |
| $BR(B^{-} \rightarrow K^{-}\bar{\nu}e^{-})$                                | 4.8069 × 10^{-21} | 0 σ     | 0 σ     |
| $BR(B^{-} \rightarrow e^{+}\bar{\nu})$                                    | 3.4 × 10^{-23} | 0 σ     | 0 σ     |
| Observable | NP prediction | NP pull | SM pull |
|------------|---------------|---------|---------|
| 463 $\text{BR}(B^0 \to e^\pm \mu \mp)$ | $1.569 \times 10^{-27}$ | 0 $\sigma$ | 0 $\sigma$ |
| 464 $\text{BR}(B^0 \to e^\pm \tau \pm)$ | $7.2051 \times 10^{-9}$ | 0 $\sigma$ | 0 $\sigma$ |
| 465 $\text{BR}(B_s \to \mu^\pm \tau \mp)$ | $6.4246 \times 10^{-23}$ | 0 $\sigma$ | 0 $\sigma$ |
| 466 $\text{BR}(B_s \to e^\pm \mu \mp)$ | $2.2551 \times 10^{-25}$ | 0 $\sigma$ | 0 $\sigma$ |
| 467 $\text{BR}(B_s \to \mu^\pm \tau \mp)$ | $9.3099 \times 10^{-21}$ | 0 $\sigma$ | 0 $\sigma$ |
| 468 $\text{BR}(B_s \to \tau \to e^\pm \mu \mp)$ | $2.3091 \times 10^{-25}$ | 0 $\sigma$ | 0 $\sigma$ |
| 469 $\text{BR}(B_s \to \tau \to \mu^\pm \mu \mp)$ | $4.961 \times 10^{-25}$ | 0 $\sigma$ | 0 $\sigma$ |
| 470 $\text{BR}(K_L \to e^\pm \mu \mp)$ | $1.6281 \times 10^{-24}$ | 0 $\sigma$ | 0 $\sigma$ |
| 471 $\text{BR}(\mu^\pm \to e^\pm \tau \mp)$ | $1.0333 \times 10^{-27}$ | 0 $\sigma$ | 0 $\sigma$ |
| 472 $\text{BR}(\mu \to e\gamma)$ | $7.9068 \times 10^{-37}$ | 0 $\sigma$ | 0 $\sigma$ |
| 473 $\text{BR}(\tau \to \mu\gamma)$ | $2.2135 \times 10^{-35}$ | 0 $\sigma$ | 0 $\sigma$ |
| 474 $\text{BR}(\tau \to \mu^\pm \mu \mp)$ | $3.1758 \times 10^{-26}$ | 0 $\sigma$ | 0 $\sigma$ |
| 475 $\text{BR}(\tau \to e^\pm \mu \mp)$ | $2.409 \times 10^{-12}$ | 0 $\sigma$ | 0 $\sigma$ |
| 476 $\text{BR}(\tau \to e\gamma)$ | $2.5109 \times 10^{-21}$ | 0 $\sigma$ | 0 $\sigma$ |
| 477 $\text{BR}(\tau^+ \to \rho^0 e^\pm)$ | $1.4568 \times 10^{-12}$ | 0.00013 $\sigma$ | 0 $\sigma$ |
| 478 $\text{BR}(\tau^+ \to \rho^0 \mu^\pm)$ | $1.2778 \times 10^{-26}$ | 0 $\sigma$ | 0 $\sigma$ |
| 479 $\text{BR}(\tau^+ \to \phi e^\pm)$ | $8.4242 \times 10^{-9}$ | 0.45 $\sigma$ | 0 $\sigma$ |
| 480 $\text{BR}(\tau^+ \to \phi \mu^\pm)$ | $7.3617 \times 10^{-23}$ | 0 $\sigma$ | 0 $\sigma$ |
| 481 $CR(\mu-e)$ in $^{48}\text{Ti}$ | $1.7449 \times 10^{-26}$ | 0 $\sigma$ | 0 $\sigma$ |
| 482 $CR(\mu-e)$ in $^{197}\text{Au}$ | $2.0817 \times 10^{-26}$ | 0 $\sigma$ | 0 $\sigma$ |
| 483 $\text{BR}(Z^0 \to e^\pm \mu \mp)$ | $3.6051 \times 10^{-28}$ | 0 $\sigma$ | 0 $\sigma$ |
| 484 $\text{BR}(Z^0 \to e^\pm \tau \mp)$ | $7.4896 \times 10^{-12}$ | 0.0026 $\sigma$ | 0 $\sigma$ |
| 485 $\text{BR}(Z^0 \to \mu^\pm \tau \mp)$ | $6.6495 \times 10^{-26}$ | 0 $\sigma$ | 0 $\sigma$ |
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