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Abstract. For a smooth algebraic variety $X$, we study the category of finitely generated modules over the ring of function of $X$ that has a compatible action of the Lie algebra $V$ of polynomials vector fields on $X$. We show that the associated representation of $V$ is given by a differential operator of order depending on the rank of the module. The order of the differential operator provides a natural measure of the complexity of the representation, with the simplest case being that of $D$-modules.

Introduction

The representation theory of infinite dimensional Lie algebras is a fairly difficult problem to approach in any generality. Some very particular infinite dimensional Lie algebras have Cartan subalgebras and root decomposition which allows us to consider classes of modules similar to the ones considered for finite-dimensional simple Lie algebras. But, for instance, only in the last decade a breakthrough in the theory of weight modules over Witt algebras and Cartan type Lie algebras of type $W$ was accomplished [2, 7] even though these algebras were already known by the pioneers the Lie theory [10, 3]. On the other hand, a typical Lie algebra does not have those structures and common techniques of Lie theory may not apply. This is the case of Lie algebras of polynomial vector fields on an affine smooth curve of positive genus which is a simple Lie algebra that does not have neither nilpotent elements nor semisimple elements [3].

To obtain a manageable theory one must substantially restrict the class of representation under consideration. In this paper, we will consider representations of the Lie algebra of vector fields on a smooth algebraic variety that have a compatible action of the algebra of functions. Let $X$ be a smooth algebraic variety, $A = k[X]$ its coordinate ring and $V = \text{Der}(A)$ the Lie algebra of polynomial vector fields on $X$. In the paper [4], the authors introduce $AV$-modules, namely an $A$-module $M$ with a compatible action of $V$ in the sense that the Leibniz formula holds, $\eta(fm) = \eta(f)m + f(\eta m)$ for all $f \in A$, $\eta \in V$, $m \in M$.

This restriction to this class of representation is natural from the point of view of algebraic geometry and reflects the original incarnation of the Lie algebras in question as derivations of the ring of functions on the variety. For example, $D$-modules furnish such representations. Importantly, these are of a special type and a general $AV$-module need not come from a $D$-module. For example, the natural action of vector fields on differential forms gives an $AV$-module which is not a $D$-module. The associated representation $V \to \text{End}_k(M)$ does not need to be $A$-linear.

The main goal of this paper is to prove that $AV$-modules that are finitely generated as $A$-modules in a sense satisfy a weaker form of $A$-linearity, see Theorem 5.5 or Theorem 5.3 for a geometric formulation. Namely, the representation $V \to \text{End}_k(M)$ (which we consider as a left $A$-module) is a differential operator of some order that depends on the rank of $M$.
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Note that this implies that the action of $\mathcal{V}$ on $M$ sheafifies, which we stress is not a formal consequence of the definitions. In fact, we prove directly that the action sheafifies and then use this in the course of proving that it is a differential operator.

The content of this paper is as follow. In Section 1 we collect some definitions and prove that every finite $A\mathcal{V}$-module is a projective $A$-module. In Section 2 we prove necessary identities of some elements of a certain Lie algebra related to $A$ and $\mathcal{V}$. Using these identities, we get certain annihilators of $A\mathcal{V}$-modules in Section 3. In Section 4 we show that the representation of $\mathcal{V}$ in a finite $A\mathcal{V}$-module sheafifies. Finally, in Section 5 we define an algebraic geometric notion of $A\mathcal{V}$-modules and we show the associated representation $\mathcal{V} \rightarrow \text{End}_k(M)$ is a differential operator.

1. Preliminaries

Let $k$ be an algebraically closed field of characteristic 0. Throughout the paper the ground field is $k$. All vector spaces, linear maps, algebras and tensor products are assumed to be over $k$ unless otherwise stated.

Let $X \subset \mathbb{A}^n$ an irreducible smooth algebraic variety of dimension $d$. Denote $A = k[X]$ the coordinate ring of $X$ and $\mathcal{V} = \text{Der}(A)$ the Lie algebra of polynomial vector fields on $X$. We remark that $A$ is a Noetherian integral domain, and $\mathcal{V}$ is a simple Lie algebra [9, 11].

An $A\mathcal{V}$-module $M$ is a module over both $A$ and $\mathcal{V}$ such that

$$\eta \cdot (f \cdot m) = \eta (f) \cdot m + f \cdot (\eta \cdot m) \quad \text{for each } \eta \in \mathcal{V}, \, f \in A, \, m \in M.$$

Equivalently, $M$ is a module over the smash product $A \# U(\mathcal{V})$, where $U(\mathcal{V})$ denotes the universal enveloping algebra of $\mathcal{V}$. We say that an $A\mathcal{V}$-module $M$ is finite if $M$ is finitely generated as an $A$-module.

The smash product $A \# U(\mathcal{V})$ is an associative algebra, thus the commutator defines a Lie algebra structure on it. For all $f, g \in A$, $\eta, \mu \in \mathcal{V}$, we have that

$$(f \# \eta)(g \# \mu) = f\eta(g) \# \mu + fg\# \eta \mu.$$

thus

$$[f \# \eta, g \# \mu] = fg\#[\eta, \mu] + f\eta(g) \# \mu - g\mu(f) \# \eta.$$

It follows that $A \# \mathcal{V}$ is a Lie subalgebra of $A \# U(\mathcal{V})$. If $M$ is an $A\mathcal{V}$-module, the set of all operators of $\mathfrak{gl}_k(M)$ given by the action of $A \# \mathcal{V}$ corresponds to the $A$-module generated by the image of the representation $\mathcal{V} \rightarrow \mathfrak{gl}_k(M)$.

For an $A$-module $M$ and a proper prime ideal $\mathfrak{p} \in \text{Spec}(A)$, we define

$$\text{rank}_\mathfrak{p}(M) = \dim_{k(\mathfrak{p})}(k(\mathfrak{p}) \otimes M),$$

where $k(\mathfrak{p})$ is the residual field of the local algebra $A_\mathfrak{p}$. The number $\text{rank}_\mathfrak{p}(M)$ is the minimal number of generators of $M_\mathfrak{p}$ as an $A_\mathfrak{p}$-module. We define $\text{rank}(M) = \text{rank}_{(0)}(M) = \dim_{\text{Frac}(A)} \text{Frac}(A) \otimes_A M$. By Nakayama’s Lemma, $\text{rank}(M) \leq \text{rank}_\mathfrak{p}(M)$ for each $\mathfrak{p} \in \text{Spec}(A)$. Furthermore, $M$ is a projective $A$-module if and only if $\text{rank}(M) = \text{rank}_\mathfrak{p}(M)$ for each $\mathfrak{p} \in \text{Spec}(A)$ [6, Exercise 20.13].

Lemma 1.1. Let $M$ be an $A\mathcal{V}$-module. Then

$$\text{Ann}_A(M) = \{ f \in A \mid \forall m \in M \, \, fm = 0 \} = 0.$$

Proof. The ideal $\text{Ann}_A(M)$ is a proper $A\mathcal{V}$-submodule of $A$, therefore $\text{Ann}_A(M)$ is trivial. \qed
For an $A$-module $M$, we denote by $\Lambda^r_A(M)$ the $r$-exterior power of $M$ over $A$. If $M$ is an $AV$-module, then $\Lambda^r_A(M)$ is also an $AV$-module where the action of $V$ is given by the coproduct of $U(V)$. This will be useful to prove the following proposition.

**Proposition 1.2.** Let $M$ be a finite $AV$-module, then $M$ is a projective $A$-module. In particular,

$$\text{Tor}_A(M) = \{m \in M \mid \exists f \in A, f \neq 0, \text{ such that } fm = 0\} = 0$$

**Proof.** Set $r = \text{rank}(M)$, so $\Lambda^r_A(M)$ is nontrivial. We will prove that $\Lambda^p_A(M) = 0$ for all $p > r$. Suppose $\Lambda^p_A(M) \neq 0$ for some $p > r$. Since localization commutes with exterior powers and $\Lambda^p_{\text{Frac}(A)}(\text{Frac}(A) \otimes_A M) = 0$, we have that there exists a nonzero proper prime ideal $\mathfrak{p}$ of $A$ such that $(\Lambda^p_A(M))_\mathfrak{p} = \Lambda^p_A(\mathfrak{m}_\mathfrak{p}) = 0$. Therefore,

$$\mathfrak{p} \in \text{Supp}(\Lambda^p_A(M) = V(\text{Ann}_A(\Lambda^p_A(M))) \neq 0,$$

thus $\text{Ann}_A(\Lambda^p_A(M)) \neq 0$. However, $\Lambda^p_A(M)$ is an $AV$-module and the annihilator of any $AV$-module is zero by Lemma [11]. Hence, $\Lambda^p_A(M)$ must be trivial. Therefore, $\Lambda^p_A(M) = 0$ for all $p > r$, which implies that $\text{rank}_{\mathfrak{p}}(M) = r$ for every $\mathfrak{p} \in \text{Spec}(A)$. We conclude that $M$ is projective.

\[\square\]

2. **The Lie algebra $A\#V$**

All identities proved in this section do not rely on $X$. We only need a commutative algebra $A$ and $V = \text{Der}(A)$.

**Definition 2.1.** For each $f \in A$, $\eta \in V$ and $p \geq 1$ consider the following element of $A\#V$

$$\Omega_p(f, \eta) = \sum_{k=0}^{p} (-1)^k \binom{p}{k} f^{p-k} \# f^k \eta \in A \# U(V).$$

**Example 2.2.** $\Omega_1(f, \eta)$ vanishes identically if and only if our module $M$ is a $D$-module. In general the elements $\Omega_p$ measure a certain higher non-linearity in the $V$ action on $M$. As a further example, the reader can check that in the case of the natural adjoint action of $V$ on itself, the elements $\Omega_2$ all vanish.

We will prove identities of those elements inside the Lie algebra $A\#V$. The first interesting property of these elements is that they commute with $A \cong A\#k \subset A\#U(V)$. Therefore, their actions on an $AV$-module can be seen as elements of $\text{End}_A(M) \subset \text{End}_k(M)$.

**Lemma 2.3.** For all $f, g \in A$, $\eta \in V$, and $p \geq 1$,

$$\Omega_p(f, \eta)(g\#1) = (g\#1)\Omega_p(f, \eta).$$

**Proof.** Using that $\sum_{k=0}^{p} (-1)^k \binom{p}{k} f^r = 0$, we see that

$$\Omega_p(f, \eta)(g\#1) - (g\#1)\Omega_p(f, \eta)$$

$$= \sum_{k=0}^{p} (-1)^k \binom{p}{k} (f^{p-k} \# f^k \eta)(g\#1) - (g\#1)(f^{p-k} \# f^k \eta))$$

$$= \sum_{k=0}^{p} (-1)^k \binom{p}{k} (f^p \eta(g)\#1 + f^{n-k} g\# \eta - g f^{p-k} \# f^k \eta) = 0$$
Lemma 2.4. For every \( f \in A, \eta, \mu \in \mathcal{V} \), and \( p, q \geq 1 \),

\[
[\Omega_p(f, \eta), \Omega_q(f, \mu)] = \Omega_{p+q}(f, [\eta, \mu]) + p\Omega_{p+q-1}(f, \mu(f)\eta) - q\Omega_{p+q-1}(f, \eta(f)\mu)
\]

Proof. Using that \(
\sum_{k=0}^{r} (-1)^k \binom{r}{k} h^r = 0 \) for all \( r \) and \( h \in A \),

\[
[\Omega_p(f, \eta), \Omega_q(f, \mu)] = \sum_{k=0}^{p} \sum_{l=0}^{q} (-1)^{k+l} \binom{p}{k} \binom{q}{l} (f^{p}\eta(f^{q-l})\#f^{q-l}\mu - f^q\mu(f^{p-q})\#f^q\eta + f^{p-k}f^{q-l}\#[f^k, f^l\mu])
\]

\[
= \sum_{k=0}^{p} \sum_{l=0}^{q} (-1)^{k+l} \binom{p}{k} \binom{q}{l} f^{p+q-k-l}\#[f^k, f^l\mu]
\]

\[
= \sum_{k=0}^{p} \sum_{l=0}^{q} (-1)^{k+l} \binom{p}{k} \binom{q}{l} f^{p+q-k-l}\#(lf^{k+l-1}\eta(f)\mu - kf^{k+l-1}\mu(f)\eta + f^{k+l}[\eta, \mu])
\]

Let’s separate it in three sums. Set \( u = k + l \). Thus, the coefficient at \( f^{p+q-u}\#f^u[\eta, \mu] \) is the same as in \( y^u \) in

\[
\sum_{k=0}^{p} \sum_{l=0}^{q} (-1)^{k+l} \binom{p}{k} \binom{q}{l} y^k
\]

\[
= \sum_{k=0}^{p} (-1)^k \binom{p}{k} y^k \left( \sum_{l=0}^{q} (-1)^{k+l} \binom{q}{l} y^l \right)
\]

\[
= (1 - y)^p(1 - y)^q = (1 - y)^{p+q}
\]

\[
= \sum_{u=0}^{p+q} (-1)^u \binom{p+q}{u} y^u
\]

Hence,

\[
\sum_{k=0}^{p} \sum_{l=0}^{q} (-1)^{k+l} \binom{p}{k} \binom{q}{l} f^{p+q-k-l}\#f^{k+l}[\eta, \mu] = \Omega_{p+q}(f, [\eta, \mu]).
\]

The coefficient at \( f^{p+q-u}\#f^{u-1}\eta(f)\mu \) is the same as in \( y^u \) in

\[
\sum_{k=0}^{p} \sum_{l=0}^{q} (-1)^{k+l} \binom{p}{k} \binom{q}{l} l y^{k+l}
\]

\[
= \sum_{l=0}^{q} (-1)^l \binom{q}{l} l y^l \left( \sum_{k=0}^{p} (-1)^k \binom{p}{k} y^k \right)
\]
Lemma 2.5. Hence,

\[
\begin{align*}
\text{Proof.} & \quad \text{We conclude that } \\
& \quad \text{Now we proceed to item (2). We have that } \\
& \quad \text{Similarly,} \\
& \quad \text{We conclude that} \\
& \quad \text{The following identities bear a resemblance to those of [3] Section 2].} \\
& \quad \text{Lemma 2.5. For every } g, h \in A, \eta, \mu \in \mathcal{V}, p, q \geq 1, \\
& \quad (1) \quad [\Omega_p(f, \eta), \Omega_q(f, g\mu)] - [\Omega_p(f, g\eta), \Omega_q(f, \mu)] = \Omega_{p+q}(f, \eta(g)\mu + \mu(g)\eta). \\
& \quad (2) \quad [\Omega_p(f, g\eta), \Omega_q(f, h\eta)] - [\Omega_p(f, \eta), \Omega_q(f, g\eta)] = 2\Omega_{p+q}(f, h\eta(g)\eta) \\
& \quad (3) \quad [\Omega_p(f, \eta), \Omega_q(f, g\eta)] - [\Omega_p(f, g\eta), \Omega_q(f, \eta)] = 2\Omega_{p+q}(f, \eta(g)\eta); \\
& \quad (4) \quad [\Omega_p(f, g\eta), \Omega_q(f, \eta(h)\eta)] - [\Omega_p(f, \eta), \Omega_q(f, g\eta(h)\eta)] = 2\Omega_{p+q}(f, \eta(g)\eta(h)\eta); \\
& \quad (5) \quad [\Omega_{p+q}(f, \eta(g\mu(h)\eta)) - \Omega_{p+q}(f, \eta(g)\eta(h)\eta)] \\
& \quad \text{Proof. For item (1), we have that } [\eta, g\mu] - [g\eta, \mu] = \eta(g)\mu + \mu(g)\eta. \text{ Therefore,} \\
& \quad [\Omega_p(f, \eta), \Omega_q(f, g\mu)] - [\Omega_p(f, \eta), \Omega_q(f, g\mu)] \\
& \quad = \Omega_{p+q}(f, [\eta, g\mu]) + p\Omega_{p+q-1}(f, g\mu(f)\eta) - q\Omega_{p+q-1}(f, \eta(f)g\mu) \\
& \quad - \Omega_{p+q}(f, [g\eta, \mu]) - p\Omega_{p+q-1}(f, \mu(f)g\eta) + q\Omega_{p+q-1}(f, g\eta(f)\mu) \\
& \quad = \Omega_{p+q}(f, [\eta, g\mu] - [g\eta, \mu]) = \Omega_{p+q}(f, \eta(g)\mu + \mu(g)\eta) \\
& \quad \text{Now we proceed to item (2). We have that } [\eta, g\eta h\eta] - [g\eta, h\eta] = 2h\eta(g)\eta. \text{ Hence} \\
& \quad [\Omega_p(f, \eta), \Omega_q(f, g\eta h\eta)] - [\Omega_p(f, g\eta), \Omega_q(f, h\eta)] \\
\end{align*}
\]
Lemma 2.6. This follows from arguments very similar to those given in Lemma 2.4.

Definition 3.1. For an

In the case of
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Above in order to do so.

η ∈ V

Since

Proof. This follows from arguments very similar to those given in Lemma 2.4.

3. ANNihilators of finite A-V-modules

Definition 3.1. For an A-V-module M, we define the annihilator Ann(M) by

Ann(M) = \{ x ∈ A\#U(\mathcal{V}) \mid x m = 0 \quad \text{for each} \quad m ∈ M \}.

Note that Ann(M) is a left ideal of A\#U(\mathcal{V}), while Ann_A(M) is an ideal of A.

Example 3.2. In the case of M = Ω^1_A, we have that for all f, η, Ω_2(f, η) ∈ Ann(M).

We wish to eventually generalize the above phenomenon. More specifically we will prove that for all f ∈ A, there exists N > 0 such that Ω_p(f, η) ∈ Ann(M) for each p > N and η ∈ \mathcal{V}, given that M is of finite type. We will use the identities proven for the elements Ω_p above in order to do so.

Lemma 3.3. Let M be a finite A-V-module with r = \text{rank}_A(M), f ∈ A and η ∈ \mathcal{V}. For any p > r^2, there exists a_1, \ldots, a_{r^2} ∈ A and b ∈ A \setminus \{0\} such that bΩ_p(f, η) + \sum_{i=1}^{r^2} a_iΩ_i(f, η) ∈ Ann(M).

Proof. Since M is finitely generated with rank r, we have that \text{End}_A(M) is a finitely generated A-module with rank at most r^2. By Lemma 2.3, the action of Ω_i(f, η) commutes with the action of A in M for each i ∈ \{1, 2, \ldots, r^2, p\}, we see that \{Ω_k(f, η) \mid k = 1, \ldots, r^2\} ∪ \{Ω_p(f, η)\} defines a family of endomorphisms in \text{End}_A(M). Therefore, it must be A-linearly dependent. Thus, there exists a_1, \ldots, a_N ∈ A and b ∈ A, b ≠ 0, such that bΩ_p(f, η) + \sum_{i=1}^{r^2} a_iΩ_i(f, η) ∈ Ann(M).

Lemma 3.4. Let M be a finite A-V-module with rank r, f ∈ A and η ∈ \mathcal{V} such that η(f) ≠ 0. Then exists N ≥ r^2 that depends on r such that Ω_p(f, η(f)r^2η) ∈ Ann(M) for all p ≥ N.

Proof. Let m > r^2, then by Lemma 3.3 there exists a_1, \ldots, a_{r^2} ∈ A non all zero and a_{r^2+1} ∈ A \setminus \{0\} such that \sum_{i=1}^{r^2+1} a_iΩ_m(i, f, η) ∈ Ann(M) where m_i = i if i ≤ r^2 and m_i = p if i = r^2 + 1. Thus, for every m ∈ M,

0 = Ω_{m_i}(f, η) \left( \sum_{i=1}^{r^2+1} a_iΩ_{m_i}(f, η) \right) m

= \left( \sum_{i=1}^{r^2+1} a_iΩ_{m_i}(f, η) \right) Ω_{m_i}(f, η)m + \left( \sum_{i=1}^{r^2+1} a_i[Ω_{m_i}(f, η), Ω_{m_i}(f, η)] \right) m

= \left( \sum_{i=2}^{r^2+1} a_i(m_1 - m_i)Ω_{m_1+m_i-1}(f, η(f)η) \right) m.
Therefore, $\sum_{i=2}^{r^2+1} a_i(m_1 - m_i) \Omega_{m_1 + m_i - 1}(f, \eta(f)\eta) \in \text{Ann}(M)$. Now, for all $m \in M$

$$0 = \Omega_{m_1 + m_2 - 1}(f, \eta(f)\eta) \left( \sum_{i=2}^{r^2+1} a_i(m_1 - m_i) \Omega_{m_1 + m_i - 1}(f, \eta(f)\eta) \right) m$$

$$= \left( \sum_{i=2}^{r^2+1} a_i(m_1 - m_i) | \Omega_{m_1 + m_2 - 1}(f, \eta(f)\eta), \Omega_{m_1 + m_i - 1}(f, \eta(f)\eta) \right) m$$

$$= \left( \sum_{i=3}^{r^2+1} a_i(m_1 - m_i)(m_2 - m_i) \Omega_{2m_1 + m_2 + m_i - 2}(f, \eta(f^2)\eta) \right) m.$$

We may do this process $r^2$ times to conclude that $b\Omega_{p+N}(f, \eta(f)^{r^2}\eta) \in \text{Ann}(M)$ for some $0 \neq b \in A$ and $N \geq 0$ that depends on $r$. Since Tor$_A(M) = 0$, $\Omega_{m+N}(f, \eta(f)^{r^2}\eta) \in \text{Ann}(M)$. This holds for every $p > r^2$, $\Omega_{k+r^2+N}(f, \eta(f)^{r^2}\eta) \in \text{Ann}(M)$ for every $k \geq 1$. □

**Corollary 3.5.** Let $M$ be an $A\ast V$-module. For all $f \in A$ that exists $\mu \in V$ with $\mu(f) \neq 0$, there exists $\eta \in V$ with $\eta(f) \neq 0$ such that $\Omega_p(f, \eta) \in \text{Ann}(M)$ for every $p > N$.

**Lemma 3.6.** Let $M$ be an $A\ast V$-module, $f \in A$, and $\eta \in V$. Suppose that for each $p > N$ $\Omega_p(f, \eta) \in \text{Ann}(M)$ for some $N > 0$. Then for all $g, h \in A$

1. $\Omega_{2N+1+k}(f, \eta(g)\eta) \in \text{Ann}(M)$ for all $k \geq 1$;
2. $\Omega_{3N+2+k}(f, \eta(g)\eta(h)\eta) \in \text{Ann}(M)$ for all $k \geq 1$;
3. $\Omega_{3N+2+k}(f, g\eta(h)\eta) \in \text{Ann}(M)$ for all $k \geq 1$.

**Proof.** It follows from items (3), (4) and (5) of Lemma 3.5. □

**Proposition 3.7.** Let $M$ be an $A\ast V$-module, and $f \in A$. Let $\eta \in V$ with $\eta(f) \neq 0$ and $N > 0$ such that $\Omega_p(f, \eta) \in \text{Ann}(M)$ for every $p > N$. Let $g, h \in A$ and $I_{g,h,f,\eta}$ be the principal ideal of $A$ generated by $\eta(g)\eta(h)\eta(h)$. Then for every $q \in I_{g,h,f,\eta}$, $\tau \in V$ and $p > 3N + 4$, we have that $\Omega_p(f, q\tau) \in \text{Ann}(M)$.

**Proof.** The ideal $I_{g,h,f,\eta}$ is generated by elements with the form $q = p\eta(g)\eta(h)\eta(h)$ with $p \in A$. By Lemma 3.5 and Lemma 3.6,

$$[\Omega_{3N+2+k}(f, p\eta(h)\eta(h))\eta, \Omega_{l}(f, g\tau)] - [\Omega_{3N+2+k}(f, g\eta(h)\eta(h))\eta, \Omega_{l}(f, \tau)]$$

$$- \Omega_{3N+2+k+l}(f, \eta(g)\eta(h)\eta)$$

$$= \Omega_{3N+2+k+l}(f, \eta(g)\eta(h)\eta + p\eta(g)\eta(h)\eta(h)\tau) - \Omega_{3N+2+k+l}(f, \eta(g)\eta(h)\eta)$$

$$= \Omega_{3N+2+k+l}(f, q\tau) \in \text{Ann}(M)$$

for each $k, l \geq 1$, and $\tau \in V$. Therefore, $\Omega_{3N+4+k}(f, q\tau) \in \text{Ann}(M)$ for every $k \geq 1$, $q \in I_{g,h,f,\eta}$, $\tau \in V$. □

**Definition 3.8.** For an ideal $I$ of $A$, define $I^{(0)} = I$ and $I^{(k)}$ as the ideal of $A$ generated \{ $g, \mu(g)$ | $g \in I^{(k-1)}$, $\mu \in \mathcal{V}$ \}.

**Lemma 3.9.** Let $M$ be an $A\ast V$-module, and $f \in A$. Suppose that $I$ is an ideal of $A$ such that $\Omega_p(f, q\tau) \in \text{Ann}(M)$ for every $p > N$ for some $N > 0$. Then for each $p > N + k$, $\Omega_p(f, q\tau) \in \text{Ann}(M)$ for all $g \in I^{(k)}$ and $\tau \in V$. 
Proof. By Lemma 2.6
\[ 0 = [\Omega_{p+1}(f, g\tau), 1#\mu]v \]
\[ = \Omega_{p+1}(f, [g\tau, \mu])v + (p + 1)\Omega_p(f, \mu(f)g\tau)v - (p + 1)\mu(f)\Omega_p(f, g\tau)v \]
\[ = -\Omega_{p+1}(f, \mu(g)\tau)v + \Omega_{p+1}(f, g[\tau, \mu])v \]
\[ = -\Omega_{p+1}(f, \mu(g)\tau)v \]
for every $g \in I$, $\mu, \tau \in V$, $p > N$ and $v \in M$. Thus, $\Omega_{p+1}(f, \mu(g)\tau) \in \text{Ann}(M)$ for every $g \in I$ and $\mu \in V$.

Furthermore, for every $g \in I$ and $h \in A$, we have that $gh \in I$ and
\[ \Omega_p(f, h\mu(g)\tau) = \Omega_p(f, \mu(gh)\tau) - \Omega_p(f, g\mu(h)\tau) \in \text{Ann}(M). \]
Hence, for every $g \in I^{(1)}$, we have that $\Omega_p(f, g\tau) \in \text{Ann}(M)$ for every $p > N + 1$. Since $I^{(k)} = (I^{(k-1)})^{(1)}$ inductively, $\Omega_p(f, g\tau) \in \text{Ann}(M)$ for every $p > N + k$, $\tau \in V$ and $g \in I^{(k)}$.

Lemma 3.10. For every $f \in A$ with $f \notin k$ and $p \in X$, there exists $\mu_1, \ldots, \mu_l \in V$ for some $l \geq 1$ such that $(\mu_1 \circ \mu_2 \circ \cdots \circ \mu_l)(f)(p) \neq 0$. 

Proof. The proof is similar to [3, Proposition 3.3] and we will use its notation. Let $p \in X$, $t_1, \ldots, t_s$ be local parameters centered at $p$, $\tau_1, \ldots, \tau_s \in V$ with $\tau_i(t_j) = h \delta_{ij}$ for some $h \in A$ with $h(p) \neq 0$. Write
\[
\sum_{\alpha} f_\alpha t^\alpha \in \mathbb{k}[[t_1, \ldots, t_s]]
\]
the Taylor series at $p$ of $f$. Choose $\beta = (\beta_1, \ldots, \beta_s)$ such that $f_\beta \neq 0$ and $|\beta|$ is minimal in $\{ |\alpha| \mid f_\alpha \neq 0 \}$. If $|\beta| = 0$, then $f(p) = f_\beta \neq 0$. If $|\beta| > 0$, then
\[
(\frac{\partial}{\partial t_i})^{\beta_1} \cdots (\frac{\partial}{\partial t_i})^{\beta_s} f_\beta
\]
is a nonzero multiple of 1. Therefore, the Taylor series at $p$ of
\[
\tau_1^{\beta_1} \circ \cdots \circ \tau_s^{\beta_s}(f),
\]
has a nonzero constant term. Therefore, $\tau_1^{\beta_1} \circ \cdots \circ \tau_s^{\beta_s}(f)(p) \neq 0$. □

Corollary 3.11. For all $f \in A$, $f \notin k$, there exists $\eta \in V$ with $\eta(f) \neq 0$.

Proof. By Lemma 3.10 there exists $\mu_1, \ldots, \mu_l \in V$ for some $l \geq 1$ such that $(\mu_1 \circ \mu_2 \circ \cdots \circ \mu_l)(f)(p) \neq 0$. In particular, $\mu_l(f) \neq 0$. □

Theorem 3.12. Let $M$ be a finite $AV$-module, and $f \in A$. Then there exists $N_f$, that depends on $f$, such that $\Omega_p(f, \eta) \in \text{Ann}(M)$ for each $p > N_f$, and $\eta \in V$.

Proof. If $f \in k$, then $\Omega_p(f, \eta) = 0$ for all $p \geq 1$. Suppose $f \notin k$. By Corollary 3.11, there exists $\mu \in V$ such that $\mu(f) \neq 0$. By Corollary 3.5, there exists $\eta \in V$ with $\eta(f) \neq 0$ and $N > 0$ such that $\Omega_p(f, \eta) \in \text{Ann}(M)$ for every $p > N$. Since $\eta(f) \neq 0$, there exists $g \in \{ f, f^2 \}$ such that $\eta(f)\eta(\eta(g)) \neq 0$. By Proposition 3.7, there exists a nonzero ideal $I$ of $A$ such that $\Omega_p(f, g\tau) \in \text{Ann}(M)$ for every $q \in I$, $\tau \in V$ and $p > 3N + 4$. Since $A$ is Noetherian and
\[
I \subset I^{(1)} \subset I^{(2)} \subset \cdots
\]
is an ascending chain of ideals of $A$, we have that $I^{(k)} = I^{(l)}$ for every $l \geq k$ for some $k \geq 1$. Let $p \in X$. If there exists $g \in I$ such that $g(p) \neq 0$, then we are done. Otherwise, by Lemma 3.10 there exists $g \in I^{(l)}$ for some $l$ such that $g(p) \neq 0$. Since $I^{(l)} \subseteq I^{(k)}$ or $I^{(l)} = I^{(k)}$, we have that $g \in I^{(k)}$. Therefore, for every $p \in X$, there exists $g \in I^{(k)}$ such that $g(p) \neq 0$. By Hilbert’s Nullstellensatz, $I^{(k)} = A$. By Lemma 3.9 for every $g \in I^{(k)} = A$ and $p > 3N + 4 + k$, $\Omega_p(f, g\eta) \in \text{Ann}(M)$ for every $\eta \in V$. In particular, $\Omega_p(f, \eta) \in \text{Ann}(M)$ for each $p > N_f$ where $N_f = 3N + 4 + k$.

4. Localizing $AV$-modules

Let $M$ be an $AV$-module, and $f \in A$, $f \neq 0$. Then

$$M_f = A_f \otimes_A M$$

is an $A_f$-module, where $A_f = \left\{ \frac{a}{f^k} \mid a \in A, \, l \geq 0 \right\}$ is the localization of $A$ by the multiplicative set $\{ f^k \mid k \geq 0 \}$. For example, $V_f = \text{Der}(A)_f \cong \text{Der}(A_f)$. The open set $D(f) = \{ p \in X \mid f(p) \neq 0 \} \subseteq X$ is an irreducible smooth affine variety, and $A_f = k[D(f)]$. Therefore, we may consider the question whether $M_f$ is an $A_fV_f$-module.

We wish to define an action of $V_f$ in such a way that $M_f$ is a module over $A_fU(V_f)$. If $\eta \in V \subseteq V_f$, then its action on $M_f$ must be defined as

$$(1\# \eta) \left( \frac{m}{f} \right) = -\frac{\eta(f)m}{f^2} + \frac{1}{f} (\eta m)$$

for each $m \in M_f$.

Denote $\Omega_0(f, \eta) = 1\# \eta$. By Proposition 3.12, there exists there exists $N_f$ such that $\Omega_p(f, \eta) \in \text{Ann}(M)$ for every $p > N_f$. Hence, the sum

$$\sum_{p=0}^{\infty} \frac{1}{f_{p+1}} \Omega_p(f, \eta)m$$

while infinite, is locally finite in the sense that it converges to an operator for all $\eta \in V$, and $f \in A$. Define

$$(1\# \frac{\eta}{f}) m = \sum_{p=0}^{\infty} \frac{1}{f_{p+1}} \Omega_p(f, \eta)m = \sum_{p=0}^{N_f} \frac{1}{f_{p+1}} \Omega_p(f, \eta)m$$

for all $\eta \in V$, $m \in M_f$. We need to show the action defined does not depend of the choice of representation of $\eta \in V_f$. It is sufficient to prove the action of $\frac{f}{f}$ and $\eta$ coincide for every $\eta \in V_f$. In order to do it, we will need the following lemma.

**Lemma 4.1.** For each $f \in A$, $p \geq 0$, and $\eta \in V_f$,

$$\Omega_p(f, f\eta) = f\Omega_p(f, \eta) - \Omega_{p+1}(f, \eta).$$

**Proof.** This follows from the recurrence $(p+1) - p = (p - 1)$ and definition of $\Omega_p$. □

By the previous lemma,

$$(1\# \frac{f\eta}{f}) m = \sum_{p=0}^{N_f} \frac{1}{f_{p+1}} \Omega_p(f, f\eta)m$$
\[
\sum_{p=0}^{N_f} \frac{1}{f_{p+1}} (f \Omega_{p}(f, \eta) - \Omega_{p+1}(f, \eta)) \ m
\]

\[
= \left(1\#\eta + \sum_{p=1}^{N_f} \frac{1}{f_{p}} \Omega_{p}(f, \eta) - \sum_{p=0}^{N_f-1} \frac{1}{f_{p+1}} \Omega_{p+1}(f, \eta)\right) \ m
\]

\[
= (1\#\eta) \ m
\]

for each \( m \in M_f \). Therefore, the action (1) is well-defined, so it remains to prove it satisfies the Leibniz rule and it defines a representation of \( \mathcal{V}_f \).

**Lemma 4.2.** For all \( \eta \in \mathcal{V}_f, g \in A_f, m \in M \),

\[
\sum_{p=0}^{N_f} \left( \frac{1}{f_{p+1} \#1} \right) \Omega_{p}(f, \eta)(g\#1) = \frac{\eta(g)}{f} \#1 + (g\#1) \sum_{p=0}^{N_f} \left( \frac{1}{f_{p+1} \#1} \right) \Omega_{p}(f, \eta)
\]

**Proof.** It follows from Proposition 2.3. \( \square \)

Hence,

\[
(1\#\mu)((g\#1)m) = ((1\#\mu)(g\#1)) m = (\mu(g)\#1) m + (g\#1)((1\#\mu)m)
\]

for every \( m \in M_f, \mu \in \mathcal{V}_f, g \in A \).

It remains to prove that (1) defines a representation of \( \mathcal{V}_f \). In order to prove it, we will need the following lemma.

**Lemma 4.3.** For every \( \eta \in \mathcal{V}_f, \) and \( m \in M_f \),

\[
(1) \left( \frac{1\#\eta}{f^2} \right) m = \sum_{k=0}^{N_f} \frac{k + 1}{f_{k+2}} \Omega_{k}(f, \eta)m,
\]

\[
(2) \left( \frac{1\#\eta}{f^3} \right) m = \sum_{k=0}^{N_f} \frac{(k + 1)(k + 2)/2}{f_{k+3}} \Omega_{k}(f, \eta)m.
\]

**Proof.** It follows from the definition of \( \Omega_p \) and similar arguments to those given in Lemma 3.4. \( \square \)

**Lemma 4.4.** \( M_f \) is a \( \mathcal{V}_f \)-module with the action given by (1).

**Proof.** Fix \( m \in M_f \). Since (1) is well-defined for all elements of \( V_f \), we only need to prove that

\[
\left[ \frac{\eta}{f}, \frac{\mu}{f} \right] m = -\frac{\eta(f)}{f^3} \mu m + \frac{\mu(f)}{f^3} \eta m + \left[ \frac{\eta}{f}, \frac{\mu}{f} \right] m = \left[ \sum_{p=0}^{N_f} \frac{1}{f_{p+1}} \Omega_{p}(f, \eta), \sum_{p=0}^{N_f} \frac{1}{f_{p+1}} \Omega_{p}(f, \mu) \right] m.
\]

By Lemma 2.3\( \square \) and Lemma 4.3,

\[
\left[ \sum_{p=0}^{N_f} \frac{1}{f_{p+1}} \Omega_{p}(f, \eta), \sum_{p=0}^{N_f} \frac{1}{f_{p+1}} \Omega_{p}(f, \mu) \right] m
\]

\[
= \sum_{k=0}^{N_f} \sum_{l=0}^{N_f} \frac{1}{f_{k+l+2}} \left[ \Omega_{k}(f, \eta), \Omega_{l}(f, \mu) \right] m
\]

for each \( m \in M_f \). Therefore, the action (1) is well-defined, so it remains to prove it satisfies the Leibniz rule and it defines a representation of \( \mathcal{V}_f \).
Proof. Let $\mu \in V$ and $\eta \in V$. Proposition 4.7. Consider $F$ for each $\Omega$. It follows from direct calculation using the action defined on the previous theorem. If $\Omega = A_f \otimes_A M$ is a finite $A_f V_f$-module, where the action of $A_f$ is given by left side multiplication and

$$\left(\frac{\eta}{f^k}\right) m = \sum_{p=0}^{\infty} \frac{1}{f^k(p+1)} \Omega_p(f^k, \eta)m$$

for each $\eta \in V$.

Proof. This follows from a combination of the above calculations. 

Since the the number of generators of $M_f$ as an $A_f$-module is less or equal than the number of generators of $M$ as an $A$-module, we have that $M_f$ is a finitely generated as an $A_f$-module.

Theorem 4.5. If $M$ is a finite $A\mathcal{V}$-module and $f \in A$, $f \neq 0$, then $M_f = A_f \otimes_A M$ is a finite $A_f V_f$-module, where the action of $A_f$ is given by left side multiplication and

$$\left(\frac{\eta}{f^k}\right) m = \sum_{p=0}^{\infty} \frac{1}{f^k(p+1)} \Omega_p(f^k, \eta)m$$

for each $\eta \in V$.

Proof. This follows from a combination of the above calculations.

Corollary 4.6. Let $M$ be a finite $A\mathcal{V}$-module and $f, g \in A$ be non zero elements. If $\eta \in V_f$ and $\mu \in V_g$ are such that $\eta = \mu \in V_{fg}$, then $\eta m = \mu m$ for all $m \in M$.

Proof. It follows from direct calculation using the action defined on the previous theorem.

Proposition 4.7. Let $M$ be a finite $A\mathcal{V}$-module, then there exists $N$ that depends on the rank of $M$ such that $\Omega_p(f, \tau) \in \text{Ann}(M)$ for every $f \in A$, $\tau \in \mathcal{V}$, and $p > \text{rank}(M)^2$.

Proof. Let $f \in A$. If $f \in k$, then $\Omega_1(f, \eta) = 0$ for every $\eta \in \mathcal{V}$. Assume $f \notin k$, then there exists $\mu \in \mathcal{V}$ such that $\mu(f) \neq 0$. Set $\eta = \frac{\mu}{\mu(f)} \in \mathcal{V}_{\mu(f)}$, then $\eta(f) = 1$. By Lemma 2.4

$$[\Omega_1(f, \eta), \Omega_p(f, \eta)] = (1 - p)\Omega_p(f, \eta).$$

Consider $F = \text{Frac}(A)$ the field of fractions of $A$, and $\overline{M} = F \otimes_A M$, then we may see each $\Omega_p(f, \eta)$ as an element of the vector space $\text{End}_F(\overline{M})$ of $F$-linear endomorphisms of $\overline{M}$. We have that $\Omega_1(f, \eta)$ acts on $\text{End}_F(\overline{M})$ by commutation $\Omega_1(f, \eta) \cdot A = [\Omega_1(f, \eta), A]$ for each $A \in \text{End}_F(\overline{M})$. The elements of the set $\{\Omega_p(f, \eta) \mid p = 1, \ldots, \text{rank}(M)^2 + 1\} \subset \text{End}_F(\overline{M})$ are eigenvectors of $\Omega_1(f, \eta)$ with distinct eigenvalues. Therefore, there exists $p \in 1, \ldots, \text{rank}(M)^2 + 1$ such that $\Omega_p(f, \eta)$ is trivial. However, by Lemma 2.4

$$[\Omega_a(f, \eta), \Omega_b(f, \eta)] = (a - b)\Omega_{a+b-1}(f, \eta)$$

thus $\Omega_p(f, \eta) = 0$ implies $\Omega_q(f, \eta) = 0$ for every $q > p$. In particular, for all $q > \text{rank}(M)^2$ we have $\Omega_q(f, \eta) \in \text{Ann}(\overline{M})$. By Proposition 3.7, $\eta(f)\eta(\eta(f)) = 1$ implies that $\Omega_q(f, \tau) \in \text{Ann}(\overline{M})$ for every $\tau \in \text{Der}_k(F)$, $q > \text{rank}(M)^2$. Since $\mathcal{V}$ injects itself in $\text{Der}_k(F)$ and $M$ is a torsion-free $A$-module, we have that $\Omega_p(f, \tau) \in \text{Ann}(M)$ for every $p > \text{rank}(M)^2$, and $\tau \in \mathcal{V}$.
The Lie algebra $A\#V$ is a $A \otimes A$-module with action given by $(a \otimes b)(f \# \eta) = af \# b\eta$. For each $f_1, \cdots, f_p \in A$ and $\eta \in A$, define

$$\Omega((f_1, \cdots, f_p), \eta) = \prod_{i=1}^{p}(f_i \otimes 1 - 1 \otimes f_i)(1\# \eta).$$

In particular, if $f_i = f_j$ for each $i = 1, \ldots, p$, then $\Omega((f_1, \ldots, f_p), \eta) = \Omega_p(f_1, \eta)$.

**Corollary 4.8.** For each $p >\operatorname{rank}(M)^2$, $\Omega((f_1, \ldots, f_p), \eta) \in \operatorname{Ann}(M)$.

**Proof.** Using that each $\Omega_p(f_i, \eta) \in \operatorname{Ann}(M)$ and

$$\Omega_p \left( \sum_{i=1}^{p} a_i f_i, \eta \right) = \sum_{l_1 + \cdots + l_p = p} \binom{p}{l_1, \ldots, l_p} a_1^{l_1} \cdots a_p^{l_p} \prod_{i=1}^{p}(f_i \otimes 1 - 1 \otimes f_i)^{l_i}(1\# \eta) \in \operatorname{Ann}(M)$$

for each $a_1, \ldots, a_p \in \mathbb{k}$, a linear algebra argument shows that $\Omega((f_{i_1}, \cdots, f_{i_p}), \eta) \in \operatorname{Ann}(M)$ for every $1 \leq i_1, \ldots, i_p \leq p$. \hfill $\Box$

5. **Global theory of $AV$-module**

Let $Y$ be a scheme with structure sheaf $\mathcal{O}$. Consider the sheaf $\Theta$ over $Y$ given by $\Gamma(U, \Theta) = \operatorname{Der}(B)$ for each open affine set $U = \operatorname{Spec}(B) \subset Y$. A sheaf $\mathcal{M}$ over $Y$ is called *infinitesimally equivariant*, or *infeq* for short, if for each affine open set $U = \operatorname{Spec}(B) \subset Y$ we have that $\Gamma(U, \mathcal{M})$ is a $\Gamma(U, \Theta)$-module such that

$$\eta \cdot (f \cdot m) = \eta(f) \cdot m + f \cdot (\eta \cdot m) \quad \text{for each } \eta \in \Gamma(U, \Theta), \; f \in B, \; m \in \Gamma(U, \mathcal{M}).$$

If $\mathcal{M}$ is a vector bundle, we call $\mathcal{M}$ an *infeq bundle*.

**Example 5.1.** The tangent sheaf $\Theta$ over $Y$ is an infeq sheaf, as well as every $D$-module over $Y$. However, as we have stressed above, most infeq modules do not come from $D$-modules, indeed this is already the case for the adjoint action of $\Theta$ on itself. The sheaf of $J^n\mathcal{O}$ of $n$-order jets of sections is another example of an infeq sheaf. Indeed, one expects every sheaf of local differential geometric origin (we are being purposefully imprecise here) to admit the structure of an infeq sheaf.

**Example 5.2.** In the case of the projective line $\mathbb{P}^1$, every line bundle is an infeq sheaf in a unique manner. Indeed, $\Omega \cong \mathcal{O}(-1)$ is infeq in the usual manner. It has a unique square root, $\mathcal{O}(-1)$, which therefore must also be infeq. The tensor powers and duals of $\mathcal{O}(-1)$ are all automatically infeq modules, and so we are done. With some work one can show that on an elliptic curve, the only infeq line bundles are $D$-modules, and further that on a curve of genus $g \geq 2$, every line bundle can be given the structure of an infeq bundle, now in multiple ways. The proof of these statements is standard algebro-geometric obstruction theory and we will not go into details in this note.

We may reformulate the definition of infeq sheaves using a different approach. First let us recall the *Atiyah algebra* associated to a sheaf, $\mathcal{M}$, on $Y$. For a detailed discussion of these, and related constructions, the reader is referred to [1]. We have that $\operatorname{Diff}^{\leq 1}(\mathcal{M}, \mathcal{M})$, the sheaf of differential operators from $\mathcal{M}$ to itself of order at most one. This is equipped with a *symbol*, $\sigma$, to $\Theta \otimes \operatorname{End}_\mathcal{O}(\mathcal{M})$. The preimage under $\sigma$ of the sheaf $\Theta$ is called *Atiyah algebra* of $\mathcal{M}$, and denoted $\operatorname{At}(\mathcal{M})$. This is naturally a Lie algebroid with anchor given by the symbol, and is in fact the Lie algebroid of infinitesimal symmetries of the pair $(Y, \mathcal{M})$, cf. [1]. If $\mathcal{M}$
is an infeq sheaf on $Y$, then the image of the associated representation $\Theta : \text{End}(\mathcal{M}) \to \text{End}(\mathcal{M})$ lies in $\text{At}(\mathcal{M})$ and this map is a splitting of the symbol $\sigma$. On the other hand, a sheaf $\mathcal{M}$ on $Y$ is an infeq sheaf if it is equipped with a choice of $\mathbb{k}$-linear Lie algebra splitting of the symbol $\sigma : \text{At}(\mathcal{M}) \to \Theta$. We refer to the splitting as the Lie map, and denote it $L$. This gives us a different definition of infeq sheaves, and it allows us to define infeq sheaves in different geometric contexts, notably smooth or complex analytic such. A geometric reformulation of the main theorem (Theorem 5.5) of this note can be given as follows,

**Theorem 5.3.** Let $\mathcal{F}$ be a finite type infeq sheaf on a smooth variety $X$. Then the associated Lie map, $L$, is a differential operator of order bounded above by $\text{rank}(\mathcal{F})^2$.

*Proof.* It is a reformulation of the Theorem 5.5 which will be proved below. □

5.1. **Global $A\mathcal{V}$-module associated to $A\mathcal{V}$-module.** If $Y = \text{Spec}(B)$ is an affine scheme, it is not clear that the associated sheaf $\tilde{M}$ of a module $M$ over $B\#U(\text{Der}(B))$ is an infeq sheaf. However, the answer is positive when we take a smooth irreducible algebraic variety and a finitely generated module as we showed on previous sections. Now, if we start with a coherent infeq sheaf $\mathcal{M}$ over the smooth irreducible algebraic variety $X$, then global sections of $\mathcal{M}$ defines an $A\mathcal{V}$-module by definition, and it is finitely generated since it $\mathcal{M}$ is coherent. To summarize, we have an equivalence of categories.

**Proposition 5.4.** The category of finite $A\mathcal{V}$-modules over a smooth $\mathbb{k}$-algebra $B$ is equivalent to category of infeq bundles over the smooth algebraic variety $X = \text{Spec}(B)$.

*Proof.* If $X = \text{Spec}(A)$ is a smooth algebraic variety and $\mathcal{M}$ is an infeq bundle, then by definition $\Gamma(X, \mathcal{M})$ is a finitely generated $A\#U(\mathcal{V})$-module for $\mathcal{V} = \text{Der}(A)$.

Let $M$ be an $A\mathcal{V}$-module. Consider the quasi-coherent sheaf $\tilde{M}$ on $X$ given by $\Gamma(D(f), \tilde{M}) = M(D(f)) = M_f = A_f \otimes_A M$ for each element $f \in A$, where $D(f) = \{p \in \text{Spec}(A) | f \notin p\}$. Then $\tilde{M}$ is coherent, because $M$ is finitely generated, and it is a vector bundle, since $\tilde{M}$ is a projective $A$-module by Proposition 1.2. By Theorem 4.5 and Corollary 4.6, $\Gamma(D(f), \tilde{M})$ is a $\Gamma(D(f), \mathcal{V})$-module, its action satisfy the Leibniz Rule, it is compatible with restrictions, and it agrees on intersections. Therefore, $\tilde{M}$ is an infeq bundle on $X$. □

As we commented before, the associated representation $\rho : \mathcal{V} \to \text{End}(M)$ is a choice of $\mathbb{k}$-linear splitting of the symbol $\text{At}(M) \to \mathcal{V}$. A-prior it need not be linear over the algebra of functions, but we can ask instead for a weakened form of linearity. More precisely, we can ask if $\rho$ is a differential operator. As stated above in 5.3, this is indeed the case, so long as $M$ is finite type.

**Theorem 5.5.** Let $M$ be a finite $A\mathcal{V}$-module. Then the associated representation $\rho : \mathcal{V} \to \text{At}(M)$ is a differential operator of order less or equal than $\text{rank}(M)^2$.

*Proof.* Set $p = \text{rank}(M)^2 + 1$. By Corollary 4.8

$$\Omega((f_1, \ldots, f_p), \eta)\eta m = \sum_{H \subseteq \{1, \ldots, p\}} (-1)^{|H|} \left( \prod_{i \in H} f_i \right) \rho \left( \prod_{i \in H} f_i \eta \right) = 0$$

for each $m \in M$, $\eta \in \mathcal{V}$, $f_1, \ldots, f_p \in A$. By [8, Proposition 16.8.8], $\rho$ is a differential operator. □
This fact does not extend to $A\mathcal{V}$-modules that are not finitely generated as $A$-module. For instance, $A\# U(\mathcal{V})$ is naturally an $A\mathcal{V}$-module, but the associated Lie representation of $\mathcal{V}$ is not a differential operator. The previous proposition corroborate Proposition [5.4] in the sense that $\rho : \mathcal{V} \to \text{At}(\mathcal{M})$ being a differential operator implies that it sheafifies in the Zariski (and indeed étale topology), and the associated sheaf $\tilde{\rho} : \tilde{\mathcal{V}} \to \text{At}(\tilde{\mathcal{M}})$ is also a differential operator.
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