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Abstract—In adversarial machine learning, there are a huge number of attacks of various types which makes the evaluation of robustness for new models and defenses a daunting task. To make matters worse, there is an inherent bias in attacks and defenses. Here, we organize the problems faced (model dependence, insufficient evaluation, unreliable adversarial samples and perturbation dependent results) and propose a dual quality assessment method together with the concept of robustness levels to tackle them. We validate the dual quality assessment on state-of-the-art models (WideResNet, ResNet, AllConv, DenseNet, NIN, LeNet and CapsNet) as well as the current hardest defenses proposed at ICLR 2018 as well as the widely known adversarial training, showing that current models and defenses are vulnerable in all levels of robustness. Moreover, we show that robustness to \( L_0 \) and \( L_{\infty} \) attacks differ greatly and therefore duality should be taken into account for a correct assessment. Interestingly, a by-product of the assessment proposed is a novel \( L_{\infty} \) black-box method which requires even less perturbation than the One-Pixel Attack (only 12% of One-Pixel Attack’s amount of perturbation) to achieve similar results. Thus, this paper elucidates the problems of robustness evaluation, proposes a dual quality assessment to tackle them as well as analyze the robustness of current models and defenses. Hopefully, the current analysis and proposed methods would aid the development of more robust deep neural networks and hybrids alike.

Code available at: [http://bit.ly/DualQualityAssessment](http://bit.ly/DualQualityAssessment)
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I. INTRODUCTION

Deep Neural Networks (DNN) has allowed us to achieve high accuracy in speech recognition, face recognition, among other applications. In fact, most of these applications are only possible through the use of DNNs. Despite these achievements, DNNs were shown to misclassify when small perturbations are added to original samples, called adversarial samples.

In fact, security as well as safety risks are prohibiting the use of machine learning, specially DNNs, in many important applications such as autonomous vehicles. Therefore, it is of utmost importance to create not only accurate but robust machine learning. However, to do so a quality assessment is needed which would allow robustness to be checked easily without a deep knowledge of adversarial machine learning.

Moreover, adversarial samples point out to reasoning shortcomings in machine learning. In other words, it reveals that current methods are not able to understand concepts or high-level abstractions as we once thought. Improvements in robustness should also result in learning systems that can better reason over data as well as achieve a new level of abstraction. Therefore, a quality assessment procedure would also be helpful in this regard, checking for failures in both reasoning and high-level abstractions.

Regarding the development of a quality assessment for robustness, adversarial machine learning has provided some tools which could be useful for the development. However, the sheer amount of scenarios, attacking methods and metrics (\( L_0, L_1, L_2 \) and \( L_{\infty} \)) make the current state-of-the-art difficult to grasp. Giving the huge amount of possibilities and many definitions with their exceptions and trade-offs, it turns what should be a simple robustness quality assessment into a daunting task. To make matters worse, most of the current attacks are white box ones which cannot be used to evaluate hybrids, non-standard DNNs and other classifiers in general. Therefore, to create a quality assessment procedure there are a number of problems that must be tackled:

- **P1 - Model Dependence** - To allow DNNs to be compared with other approaches which may be completely different from current DNNs (logic hybrids, evolutionary hybrids and other learning systems) a model agnostic quality assessment is necessary.
- **P2 - Insufficient Evaluation** - There are many types of adversarial samples as well as possible attack variations and scenarios each with their own bias. The attacks also differ substantially depending on metrics optimized, namely \( L_0, L_1, L_2 \) and \( L_{\infty} \). However, not all of them are essential for the evaluation of robustness. A quality assessment should have few but sufficient tests to allow for a deep analysis without compromising its use.
- **P3 - Unreliable Adversarial Samples** - Some attacks are known to produce unrecognizable adversarial samples under certain scenarios which can only be discovered through inspection. Both the need for inspection together with the possibility of unrecognizable adversarial samples should not be present.
- **P4 - Perturbation Dependent Results** - Different amount of perturbation leads to different attack accuracy. Moreover, models are more or less susceptible to different amount of perturbation and might surpass some models.
for some levels of perturbation while being surpassed otherwise. Consequently, this might result in double standards or hide important information.

In this paper, we propose a quality assessment which tackles all of the problems above. It has the following features:

1) **Non-gradient based Black-box Attack (Address P1)**
   - To allow for model agnostic evaluation which do not depend on specific features of the learning process such as gradients, black-box attacks are desirable. Therefore, here the proposed quality assessment is based on black-box attacks, one of which is a novel $L_\infty$ black-box attack. In fact, to the knowledge of the authors, this is the first $L_\infty$ black box attack that does not make any assumptions over the target machine learning system. Both of the attacks used are based on evolutionary algorithms which are known to achieve state-of-the-art results in black-box optimization. Figures 1 and 2 show some adversarial samples crafted.

2) **Dual Evaluation (Address P2 and P3)**
   - Here we focus on black-box attacks as well as use a dual evaluation approach with a method based on $L_0$ and another one based on $L_\infty$. In this manner, the evaluation still contain the two attack extremes preserving different attack vectors without adding much overhead to the evaluation, i.e., the evaluation use attacks that either perturb a few pixels strongly ($L_0$) or all pixels slightly ($L_\infty$). This choice also eliminates a lot of problems from other metrics discussed in Section III such as the chance producing unrecognizable adversarial samples (Problem P3).

3) **Robustness Levels (Address P4)**
   - In this paper, we define robustness levels in terms of the constraint’s threshold $th$ (Equations 1 and 2) and compare multiple levels of results with their respective values in the same level. This avoids the comparison of results with different degrees of perturbation (Problem P4) and allow for robustness to be evaluated not as a global value but in relative degrees. In fact, robustness levels add a concept which may aid in the classification of algorithms, e.g., an algorithm which is robust to one pixel attack belongs to the 1-pixel-safe category.

II. RELATED WORK

Adversarial machine learning can be seen as a constrained optimization problem. Before defining it, let us formalize adversarial samples first. Let $f(x) \in \mathbb{R}^k$ be the output of a machine learning algorithm denoted by function $f$ in which $x \in \mathbb{R}^{m \times n \times 3}$ is the input of the algorithm for input and output of respective sizes $m \times n \times 3$ (images with three channels are considered) and $k$. Adversarial samples $x'$ are explicitly defined as follows:

$$x' = x + \epsilon_k$$  
$$\{x' \in \mathbb{R}^{m \times n \times 3} \mid \text{argmax}_j (f(x')) \neq \text{argmax}_i (f(x))\},$$  

where $\epsilon_k \in \mathbb{R}^{m \times n \times 3}$ is a small perturbation added to the input. Making use of the definition of adversarial samples, adversarial machine learning can be defined as the following optimization problem for untargeted black-box attacks:

$$\begin{align*}
\min_{\epsilon_k} & \quad f(x + \epsilon_k) \\
\text{subject to} & \quad \|\epsilon_k\| \leq th
\end{align*}$$  

in which $f(\cdot)$ denotes the soft label for the correct class $c$ while $th$ is a threshold value.

The constraint in the optimization problem has the objective of disallowing perturbations which could make $x$ unrecognizable or change its correct class. Therefore, the constraint is itself a mathematical definition of what constitutes an imperceptible perturbation. Many different norms are used in the literature (e.g., $L_0$, $L_1$, $L_2$ and $L_\infty$). Intuitively, the norms allow for different types of attacks. $L_0$ allows attacks to perturb a few pixels strongly, $L_\infty$ allow all pixels to change slightly and both $L_1$ and $L_2$ allow for a a mix of both strategies.

A. Recent Advances in Attacks and Defenses

Recently, the DNNs were shown to share many vulnerabilities. The first paper on the subject dates back to 2013 when DNNs were shown to behave strangely for nearly the same images [1]. Afterwards, a series of vulnerabilities were found. In [2], the authors demonstrated that DNNs show high confidency to textures and random noise. Single adversarial perturbations which can be added to most of the samples to fool a DNN was shown to be possible [3]. Patches can also make them misclassify and the addition of them in an image turn it into a different class [4]. Moreover, an extreme attack was shown to be effective. It was shown that it is possible to make DNNs misclassify with a single pixel change [5].

In fact, many of these attacks can be easily made into real world threats as shown in [6], i.e., printed out adversarial samples still work because many adversarial samples are robust against different light conditions Moreover, carefully crafted glasses can also be made into attacks [7] or even general 3d adversarial objects were shown possible [8].

Many defensive systems and detection systems were proposed to mitigate some of the problems. However, there are still no current solutions or promising ones. Regarding defensive systems, defensive distillation in which a smaller model is trained to mimic the larger one is proposed as a defense [9] however it was shown to not be robust enough in [10]. Adversarial training was also proposed in which adversarial samples are used to augment the training dataset in such a way that the DNN will be able to correctly classify them, increasing its robustness [11], [12], [13]. Although adversarial training can increase slightly the robustness it is still vulnerable to attacks [14]. There are many recent variations of defenses [15], [16] which are carefully analyzed and many of their shortcomings are explained in [17], [18].

Regarding detection systems, a study from [19] demonstrated that indeed some adversarial samples have different statistical properties which could be exploited for detection. In [20], the authors propose to compare the prediction of a classifier with a prediction of the same input but "squeezed"
(either color or spatial smoothing). This allow classifiers to detect adversarial samples with small perturbations. Having said that, many detection systems might fail when adversarial samples differ from test conditions \cite{21}, \cite{22}. Thus, the clear benefits of detection systems remains inconclusive.

Few works focus on a less direct objective. The one of not attacking or defending but understanding the reason behind such lack of robustness. In \cite{11} it is argued that DNNs’ linearity are one of the main reasons. Another recent investigation proposes a technique for evaluating the influences of small perturbations called propagation maps as well as propose the conflicting salient hypothesis as a reason for adversarial samples’ existence \cite{23}. The hypothesis is based on a conflict between saliency from the original natural image and the saliency inserted by adding an adversarial perturbation.

III. DUAL QUALITY ASSESSMENT

In this paper, we propose a dual quality assessment procedure to evaluate the robustness of general machine learning algorithms. By using both $L_0$ and $L_\infty$ black-box attacks the proposed quality assessment is able to measure the robustness accurately for any algorithm. They are described in detail below.

The reasoning behind the choice of using $L_0$ and $L_\infty$ are as follows. Without altering much the original sample, attacks can perturb a few pixels strongly ($L_0$), all pixels slightly ($L_\infty$) or a mix of both ($L_1$ and $L_2$). The hurdle is that $L_1$ and $L_2$ which mix both strategies vary strongly with the size of images, if not used with caution may cause unrecognizable adversarial samples (Problem P3) and is also difficult to compare between methods because the amount of perturbations will often differ (Problem P4). Moreover, $L_1$ and $L_2$ are only mixing the other metrics and does not imply in a new attack vector. Therefore we focus on using both $L_0$ and $L_\infty$ as the dual attack vectors.

A. Threshold Attack ($L_\infty$ black-box attack)

The threshold attack optimizes the constrained optimization problem defined in Equation 2 with the constraint $\|\epsilon_x\|_\infty \leq th$, i.e., it uses the $L_\infty$ norm. $th$ is a threshold which is set here to be one of the following values \{1, 3, 5, 10\}.

The search space is exactly the same as the input space because the variables can be any variation of the input as long as the threshold is respected. Therefore, the algorithm search in $\mathbb{R}^{m \times n \times 3}$ space.

The threshold attack proposed here uses the state-of-the-art black-box optimization algorithm called covariance matrix adaptation evolution strategy (CMA-ES) \cite{24}. Here we use the canonical version of the algorithm to have a clear standard. To satisfy the constraint a simple repair method is employed in which pixels that surpass the minimum/maximum are brought back to the minimum/maximum value. Notice that the optimization uses real values and that pixel values are kept within range with a clipping function.

B. Few-Pixel Attack ($L_0$ black-box attack)

The few-pixel attack optimizes the constrained optimization problem defined in Equation 2 However, the constraint used is $\|\epsilon_x\|_0 \leq th$, i.e., it uses the $L_0$ norm. $th$ is a threshold which may also admit one of the following values \{1, 3, 5, 10\}.

Fig. 1. Adversarial samples found with few-pixel black-box attack ($L_0$) for state-of-the-art DNNs on CIFAR.
The search variable is a combination of pixel values (3 values) and position (2 values) for all of the pixels ($th$ pixels). Therefore, the search space is smaller than the threshold attack with dimensions of $\mathbb{R}^{5 \times th}$. To conduct the optimization we use the CMA-ES which is a widely known black-box optimization algorithm. The constraint is always satisfied because the number of parameters is itself modeled after the constraint. In other words, when searching for one pixel perturbation, the number of variables are fixed to pixel values (three values) plus position values (two values). Therefore it will always modify only one pixel, respecting the constraint. Since the optimization is done in real values, to force the values to be within range a simple clipping function is used for pixel values. For position values a modulo operation is executed.

IV. ROBUSTNESS LEVELS

Machine learning algorithms might behave differently to varied amount of perturbations. To cope with the relativeness of robustness, here we propose robustness levels. Robustness levels evaluate classifiers in a couple of $th$ thresholds. Specifically, we define four levels of robustness $1, 3, 5, 10$ for both $L_0$ and $L_\infty$ and name them respectively pixel and threshold robustness levels. Algorithms that pass a level of robustness ($0\%$ attack accuracy) are called level-threshold-safe or level-pixel-safe, substituting the word level by the level it passes. For example, an algorithm that passes the level one in threshold ($L_\infty$) attacks is called 1-threshold-safe.

V. EXPERIMENTS

In this section, we aim to validate the dual quality assessment empirically as well as analyze the current state-of-the-art in robustness. Therefore, the following tests are conducted:

- **Preliminary Tests** - Tests on two state-of-the-art DNNs are presented (ResNet [25] and CapsNet [26]). These tests are done to choose the black-box optimization algorithm to be used for the next sections. The performance of both Differential Evolution (DE) [27] and CMA-ES are evaluated.

- **Evaluating Learning Systems** - Tests are extended to seven different DNNs of the state-of-the-art - WideResNet [28], DenseNet [29], ResNet [25], Network in Network (NIN) [30], All Convolutional Network (AllConv) [31], CapsNet [26] and LeNet [32]. In this section, the total attack accuracy as well as the attack accuracy per class are evaluated to investigate possible reasons for robustness.

- **Evaluating Defense Systems** - Attack accuracy on two state-of-the-art defenses published on ICLR 2018 as well as the widely known adversarial training defense are conducted and analyzed. We have chosen defenses based on completely different principles to be tested. In this way, the results achieved here can be extended to other similar types of defenses in the literature.

- **Extremely Fast Quality Assessment** - In this section we verify the possibility of an extremely fast version of the proposed quality assessment. Instead of a full-fledged optimization, already crafted adversarial samples are used to fool other models and defenses. This would
enable attacks to have a $O(1)$ time complexity, being significantly faster and is similar to the transferability of adversarial samples.

- **Quality Assessment’s Attack Distribution** - To further evaluate the dual attack distribution as well as demonstrate the necessity of such duality, the distribution of successful attacks are shown and previous attacks are analyzed in this perspective.

- **Accuracy per Threshold Curve** - This section aims to analyze the complete behavior of the attack accuracy per threshold without restricting the $th$’s value. In this manner, we can also verify if results of the previous sections using fixed $th$ are a good approximation to the curve.

A. Settings

Pixel values that exceed 255 are clipped to remain in valid range. Search variables related to position values are also clipped to remain inside the minimum/maximum allowed. The parameters of both CMA-ES and DE are described respectively in Tables I and II. DE’s use a repair method in which values that goes beyond range are set to random points within the valid range.

| Parameter       | $L_0$ Attack | $L_\infty$ Attack |
|-----------------|--------------|-------------------|
| Parameter Size  | $th \times 5$ | 3072              |
| Function Evaluations | 40000     | 39200             |
| Sigma           | 31.75        | $th/4$            |

**TABLE I**

| Parameter       | $L_0$ Attack | $L_\infty$ Attack |
|-----------------|--------------|-------------------|
| Parameter Size  | $th \times 5$ | 3072              |
| Population Size | 400          | 3072              |
| Number of Generations | 100       | 100               |
| Crossover Probability | 1          | 1                 |

**TABLE II**

B. Preliminary Tests - Choosing the Optimization Algorithm

Table III shows the accuracy results. Both black-box attacks are able to craft adversarial samples in all levels of robustness. This demonstrates that without knowing anything about the model or learning system and in a very limited setting (few pixels or small threshold change), black-box attacks are still able to reach more than 80% attack accuracy in state-of-the-art DNNs.

Regarding the comparison of CMA-ES and DE, the results justify the choice of CMA-ES for the quality assessment. Both CMA-ES and DE perform similarly in the few-pixel attack scenario. With both DE and CMA-ES having the same number of wins. In the threshold scenario, however, the performance varies greatly. CMA-ES this time always wins (eight wins) against DE (no win). This domination of CMA-ES is expected since the threshold attack has a high dimensional search space which is more suitable for CMA-ES. This happens in part because DE’s operators may allow some variables to converge prematurely. CMA-ES, on the other hand, is always generating slightly different solutions while evolving a distribution.

In these preliminary tests, CapsNet was shown overall superior to ResNet. Few-pixel attacks ($L_0$ attacks) reach 85% attack accuracy for ResNet when ten pixels are modified. CapsNet, on the other hand, is more robust to few-pixel attacks, allowing them to reach only 52% and 41% attack accuracy when ten pixels are modified for DE and CMA-ES respectively. Having said that, CapsNet is less robust than ResNet to the threshold attack with $th = 10$ in which almost all images were vulnerable (97%) while being at the same time reasonably robust to 1-threshold-safe (only 13% attack accuracy). ResNet is almost equally not robust throughout, with low robustness even when $th = 3$, losing to CapsNet in robustness in all other values of $th$ of the threshold attack. This preliminary tests also shows that different networks have different robustness not only in regard to the type of attacks ($L_0$ and $L_\infty$) but also in relation to the degree of attack (e.g., 1-threshold and 10-threshold attacks have very different results on CapsNet).

C. Evaluating Learning Systems

Table IV extends the CMA-ES attacks on other DNNs - WideResNet [28], DenseNet [29], ResNet [25], Network in Network (NIN) [30], All Convolutional Network (AllConv) [31], CapsNet [26] and LeNet [32]. Figures 1 and 2 show examples of crafted adversarial samples. Here, taking into account an existing variance of results, we consider results within five of the lowest to be equally good. These results are written in bold. If we consider the number of bold results for each of the DNNs, a qualitative measure of robustness. CapsNet and AllConv can be considered the most robust with five bold results. The third place in robustness achieves only three bold results and therefore is far away from the top performers.

Notice that none of the DNNs were able to reduce low $th$ attacks to zero. This demonstrates that although robustness may differ between current DNNs, none of them are able...
to completely overcome even the lowest level of perturbation possible.

The behavior of $L_0$ and $L_\infty$ differs specially in the most robust DNNs. Showing that the robustness is achieved with some trade-offs. Moreover, this further justify the importance of using both metrics to evaluate DNNs.

To evaluate the dependence of attacks on specific classes, on Table 5 we further separated the attack accuracy (Table IV) into classes. This table shows an already known feature, that some classes are easier to attack than others. For example, the columns for bird and cat classes are visually darker than frog and truck classes for all diagrams. This happens because classes with similar features and therefore closer decision boundaries are easier to attack.

Interestingly, a close look at Table 3 reveals that robust DNNs tend to be harder to attack in only a few classes. This may suggest that these DNNs encode some classes far away from others (e.g., project the features of these classes into a very different vector). Consequently, the reason of their relative robustness may lie on a simple construction of the decision boundary with a few distinct and strongly separated classes.

### D. Evaluating Defense Systems

In this section, three defenses proposed in 2018 are evaluated: adversarial training (AT) [13], total variance minimization (TVM) [16], and feature squeezing (FS) [20]. While adversarial training trains the network on adversarial samples, TVM modify the input image by removing a few pixels and reconstructing the image with small total variation. In the adversarial model trained, the model from [13] was downloaded and used. The model has an original accuracy of 87.11% in the CIFAR test dataset. For TVM, we trained a ResNet on TVM modified images and, albeit many trials with different hyper-parameters, we were able to craft a classifier with at best 47.55% accuracy. This is a steep drop from the 92.37% accuracy of the original ResNet and happens because TVM was originally conceived for Imagenet and does not scale well to CIFAR. For FS, we trained a ResNet on FS modified images and were able to craft a classifier with 92.37% accuracy.

Table V show the few-pixel and threshold attacks’ accuracy on adversarial training (AT) [13], total variance minimization (TVM) [16] and feature squeezing (FS) [20] defenses. The original (leftmost column) and under attack accuracy of the defenses are between brackets. For the modified accuracy the value is calculated by multiplying the original accuracy by one minus attack accuracy. The attack is performed over 100 correctly classified samples.

E. Extremely Fast Quality Assessment (Transferability)

If adversarial samples from one model can be used to attack different models and defenses, it would be possible to create an ultra fast quality assessment. Figure 4 shows that indeed it is possible to qualitatively assess a model/defense based on the transferability of adversarial samples.

Beyond being a faster method, the transfer of samples have the benefit of ignoring any masking of gradients which makes hard to search but not to transfer because the vulnerability is still there but hidden. Interestingly, the transferability is mostly independent on the type of attack ($L_0$ or $L_\infty$), with most of the previous discussed differences disappearing. Having said that,
Fig. 3. Attack accuracy from Table IV across classes. The two diagrams at left and right are respectively $L_0$ and $L_\infty$ attacks. The top diagrams used $\theta h = 10$ while the bottom ones used $\theta h = 1$.

there are some differences like $L_0$ attacks are less accurate than most of the $L_\infty$ ones. This suggests that positions of pixel and their variance are relatively more model specific than small changes in the whole image.

Generally speaking, transferability is a fast assessment method which, when used with many different types of adversarial samples, gives an approximation of the model’s robustness. This approximation is not better or worse but different. It differs from usual attacks because (a) it is not affected by how difficult it is to search adversarial samples, taking into account only their existence, and (b) it measures the accuracy to commonly found adversarial samples rather than all searchable ones.

Therefore, in the case of low $\theta h$ values, transferability can be used as a qualitative measure of robustness. However, its values are not equivalent or close to real attack accuracy. Thus it serves only as a lower bound.

F. Quality Assessment’s Attack Distribution

This section aims to verify the importance of the duality for the proposed quality assessment by analyzing the distribution of attacks. In some cases, the distribution of samples for $L_0$ and $L_\infty$ can be easily verified by the difference in attack accuracy. For example, CapsNet is more susceptible to $L_\infty$ than $L_0$ types of attacks (Table III) while for adversarial training [13] the opposite is true (Table V). Naturally, adversarial training depends strongly on the adversarial samples used in the training and therefore depending on the adversarial samples used a different robustness could be acquired.

Moreover, we show here that even when accuracy seem close the distribution of $L_0$ and $L_\infty$ attacks may differ. For example, the attack accuracy on ResNet for both $L_0$ and $L_\infty$ with $\theta h = 10$ differ by mere $2\%$. However, the distribution of adversarial samples shows that around $17\%$ of the samples can only be attacked by either one of the attack types (Figure 5).

Thus, the evaluation of both $L_0$ and $L_\infty$ are important to verify the robustness of a given model or defense and this is true even when a similar accuracy is observed.

G. Accuracy per Threshold Curve

To evaluate how methods behave in relation to the increase in threshold, here we plot the attack accuracy with the increase of $\theta h$ (Figures 6 and 7). These plots reveal an even clearer difference of behavior for the same method when attacked with either $L_0$ or $L_\infty$ types of attacks. It shows that the curve inclination itself is different. Therefore, $L_0$ and $L_\infty$ attacks scale differently.

From the figures, two classes of curves can be seen. CapsNet behave on a class of its own while the other networks behave similarly. CapsNet, which has a completely different architecture with dynamic routing, shows that a very different robustness behavior is achieved.

To assess the quality of the algorithms in relation to their curves, the Area Under the Curve (AUC) is calculated by the
Fig. 4. Accuracy of adversarial samples when transferring from the a given source model (row) to a target model (column) for both $L_{\infty}$ black-box attacks (left) and $L_0$ black-box attacks (right). The source of the adversarial samples are on the y-axis with the target model on the x-axis. The adversarial samples were acquired from 100 original images attacked with $\theta_h$ varying mostly from one to ten. Although most of the images were attacked with $\theta_h < 10$, the value of $\theta_h$ was chosen to be the minimum value capable of attacking a given image. The maximum value of $\theta_h$ is set to 127.

Fig. 5. Distribution of adversarial samples found on DenseNet (left) and ResNet (right) using $\theta_h = 10$ with both few-pixel ($L_0$) and threshold ($L_{\infty}$) attacks.

trapezoidal rule defined as:

$$AUC = \Delta n_a \left( \frac{\theta_{h_1}}{2} + \theta_{h_2} + \theta_{h_3} + \ldots + \theta_{h_{n-1}} + \frac{\theta_{h_n}}{2} \right),$$

where $n_a$ is the number of images attacked and $\theta_{h_1}, \ldots, \theta_{h_n}$ are different values of $\theta_h$ threshold for a maximum of $n = 127$.

Table VI shows a quantitative evaluation of Figures 6 and 7 by calculating the AUC. There is no network which is robust in both attacks. CapsNet is the most robust DNN for $L_0$ attacks while AllConv wins while being followed closely by other DNNs for $L_{\infty}$. Although requiring a lot more resources to be drawn, the curves here result in the same conclusion achieved by Table IV. Therefore, the previous results are a good approximation of the behavior in a timely manner.

VI. AMOUNT OF PERTURBATION

The objective of this paper is not to propose better or more effective attacking methods but rather to propose an assessment methodology and its related duality conjecture (the necessity of evaluating both $L_0$ and $L_{\infty}$ attacks because some methods are biased towards one of them).

Having said that, the proposed Threshold Attack in the assessment methodology is more accurate while requiring less amount of perturbation (Table VII). In fact, the proposed method needs less perturbation than the One-Pixel attack (only circa 12% of the amount of perturbation of the One-Pixel...
Attack is required for \( th = 1 \) which was already considered one of the most extreme attacks needing less perturbation to fool DNNs. This sets up an even lower threshold to the perturbation necessary to fool DNNs.

Moreover, since a \( th = 5 \) is enough to achieve around 70\% accuracy in many settings, this suggests that achieving 100\% attack accuracy may depend more on a few samples which are harder to attack, such as samples far away from the decision boundary. Consequently, the focus on 100\% attack accuracy rather than the amount of threshold, might give preference to methods which set a couple of input projections far away from others (i.e., making some input projections far away enough to make them harder to attack), without improving the accuracy overall.

VII. CONCLUSIONS

This work proposed a model agnostic dual quality assessment for adversarial machine learning. By analyzing the state-of-the-art models as well as arguably the current hardest defenses, it was possible to (a) show that robustness to \( L_0 \) and \( L_{\infty} \) differ greatly and therefore duality should be taken into consideration, (b) verify that current methods and defenses in general are vulnerable even for \( L_0 \) and \( L_{\infty} \) black-box attacks of low \( th \) and (c) validate the dual quality assessment with robustness level as a good and efficient approximation to the full accuracy per threshold curve. Moreover, we have shown that a transferability of low \( th \) adversarial samples fail to give good approximation of attacks but enables an extremely fast qualitative evaluation. Interestingly, a by-product of the evaluation here is the proposal of a novel \( L_{\infty} \) black-box attack based on CMA-ES. The proposed method were shown to require surprisingly less amount of perturbation, requiring only circa 12\% of the amount of perturbation used by the One-Pixel Attack while achieving similar accuracy.

Thus, this paper analyze the robustness of current DNNs and defenses as well as walks towards a better evaluation of robustness by elucidating the problems as well as proposing solutions to them. Hopefully, the proposed dual quality assessment and analysis on current DNNs’ robustness will aid the development of more robust DNNs and hybrids alike.
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