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ABSTRACT

We propose a novel method to optimize the structure of factor graphs for graph-based inference. As an example inference task, we consider symbol detection on linear inter-symbol interference channels. The factor graph framework has the potential to yield low-complexity symbol detectors. However, the sum-product algorithm on cyclic factor graphs is suboptimal and its performance is highly sensitive to the underlying graph. Therefore, we optimize the structure of the underlying factor graphs in an end-to-end manner using machine learning. For that purpose, we transform the structural optimization into a clustering problem of low-degree factor nodes that incorporates the known channel model into the optimization. Furthermore, we study the combination of this approach with neural belief propagation, yielding near-maximum a posteriori symbol detection performance for specific channels.

Index Terms— Factor Graphs, Machine Learning, Symbol Detection

1. INTRODUCTION

Factor graphs are powerful frameworks to efficiently compute inference tasks. This makes them an important tool in communication engineering, where the essence of many tasks is based on statistical inference, e.g., decoding of channel codes or the Viterbi algorithm [1]. A factor graph represents the factorization of a global function of multiple variables in a graphical way. This enables the calculation of the marginals of the function for inference by a message passing algorithm called sum-product algorithm (SPA) [2].

The performance of the inference over a factor graph depends highly on the underlying graph itself. Therefore, an interesting problem is the learning of factor graphs to improve the inference performance for a given task. Shlezinger et al. [3] learn factor graph models to estimate distorted symbols by learning the factor nodes (FNs) with neural networks (NNs). Another application where optimized factors graphs are useful is localization in robotics [4]. In [5], the local functions of a factor graph are calculated by NNs using data of a ground penetrating radar to estimate the location of the radar. Yi et al. [6] propose a general framework to optimize factor graphs for state estimation in the context of robotics. In contrast to the two previous works, the factor graph is optimized in an end-to-end fashion with respect to the inference performance by backpropagation [7, Sec. 6.5]. All of these approaches only focus on the optimization of the FNs and use a fixed factor graph structure.

For factor graphs with cycles, however, the SPA performance heavily relies on the factor graph structure [8]. In many applications, factor graphs with cycles are inevitable to keep the inference complexity low. Since the factor graph structure of a given global function is not unique, it can be optimized to improve the SPA performance. So far, to the best of our knowledge, research on learning the factor graph structure is rare. In [9], Abbeel et al. learn the structure and parameters of a factor graph simultaneously from observed data. On the other hand, machine learning of other probabilistic graphical models [10] like Bayesian networks and Markov random fields has been already intensively studied. An overview can be found in [10, Sec. 3] and [11]. Since Bayesian networks and Markov random fields can be transformed into factor graphs [2], factor graph learning can also be performed by learning one of these models followed by a transformation. However, these approaches focus on the learning of an unknown probability distribution but do not perform an optimization with respect to the SPA performance.

In contrast, we focus on the learning of the factor graph structure with respect to the SPA performance in this paper. Therefore, we assume that the global function of the factor graph is already known and only its structure (i.e., the exact factorization) is subject to optimization. This assumption is often fulfilled in communications because good mathematical models exist [12]. For optimization, we follow the approach of [6] and learn the factor graph in an end-to-end manner. Previous investigations have shown that there is a trade-off between the SPA performance and complexity [13], therefore, we constrain the optimization to factor graphs with an upper bounded SPA complexity. Our proposed approach is based on the clustering of FNs, a basic factor graph transformation to eliminate cycles in a factor graph [2]. To test our approach, we consider symbol detection on linear inter-symbol interference channels [14] using techniques of our previous work on this task [15].

2. BACKGROUND

2.1. Factor Graphs and Marginalization

Let \( f(\mathcal{X}) \) be a global function that depends on the variables \( \mathcal{X} := \{x_1, \ldots, x_n\} \), which can be factorized into

\[
  f(\mathcal{X}) = \prod_{i=1}^{\kappa} f_i(\mathcal{X}_i),
\]

where \( \mathcal{X}_i \subseteq \mathcal{X} \). A factor graph is a bipartite graph that represents this factorization. It consists of variable nodes (VNs) \( x_i \) representing the arguments \( x_i \in \mathcal{X} \) of \( f \) and of FNs \( f_i(\mathcal{X}_i) \) representing the factors \( f_i(\mathcal{X}_i) \) of the factorization. We will refer to these factors as local functions of \( f \). An FN \( f_i \) is connected with a VN \( x_i \) by an undirected edge if and only if \( f_i(\mathcal{X}_i) \) depends on \( x_j, x_j \in \mathcal{X}_i \) [2].

Factor graphs enable an efficient approximation of the marginals \( f(x_i) = \sum_{\mathcal{X} \setminus \{x_i\}} f(\mathcal{X}) \) of a function \( f \) via the SPA [2]. The notation "\( \sum_{\mathcal{X} \setminus \{x_i\}} \)" denotes the combined summations \( \sum_{x_j \in \mathcal{D}_j} \) over all
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variables except $x_i$, where $D_j$ is the finite set of values that $x_j$ can take on. This work uses the SPA implementation of [15], in which the specific update equations can be found: First, the outgoing messages of each VN $x_i$ are initialized by vectors with the entries $1/|D_j|$. Then a flooding update schedule is applied, i.e., one iteration consists of a simultaneous update of all FNs followed by a simultaneous update of all VNs. After $N$ update iterations, the estimated marginals $\hat{f}(x_i)$ are calculated with the final messages.

For a factor graph with cycles, the estimated marginals only approximate the real marginals. Kschischang et al. [2] present several transformations of factor graphs to modify its structure into a more convenient one. We will focus on clustering of FNs in this paper. To cluster two FNs $f_1(X_1)$ and $f_2(X_2)$, both FNs are replaced by a new FN $f_c(X_1 \cup X_2)$ that is connected with all variables $X_i := X_1 \cup X_2$ with which FN $f_1$ or $f_2$ have been connected. The local function of $f_c$ is the product of both local functions: $f_c(X_i) = f_1(X_i)f_2(X_i)$.

### 2.2. Symbol Detection

As an example inference task, we consider symbol detection [14], i.e., the estimation of symbols $x_i$ from an observed noisy sequence $y$. We assume that $K$ independent and uniformly distributed binary phase-shift keying (BPSK) symbols $x \in \{\pm 1\}^K$ are transmitted over a baseband channel. The channel distorts the sequence by linear inter-symbol interference described by the finite channel impulse response $h \in \mathbb{R}^{K+1}$ and additive white Gaussian noise (AWGN). Instead of a standard convolution for the interference, we use a cyclic convolution, resulting in the following channel model [14]:

$$
y_k = \sum_{\ell=0}^{L} h_{\ell} x_{|k-\ell|} + w_k, \quad k = 1, \ldots, K. \tag{1}
$$

Here, $w_k \sim \mathcal{N}(0, \sigma^2)$ is an AWGN sample with noise variance $\sigma^2 = (2E_y/N_0)^{-1}$ and $a \mod K$ denotes the modulo operation, which calculates the remainder of the division of $a \in \mathbb{Z}$ by $K \in \mathbb{N}$. For performance evaluation, we consider the channel $h = (0.407, 0.100, 0.815, 0.100, 0.407)$ as an example.

In the following, we briefly review symbol detection based on the factor graph framework. For a more detailed introduction, we refer the reader to [15, 16]. Symbol-wise maximum a posteriori (MAP) detection is given by

$$
\hat{x}_k = \arg \max_{x_k \in \{\pm 1\}} P(x_k \mid y), \quad P(x_k \mid y) = \sum_{(x_k)} P(x \mid y), \tag{2}
$$

for $k = 1, \ldots, K$. Using Bayes’ theorem and (1), we obtain [14]

$$
P(x \mid y) \propto \prod_{k=1}^{K} \exp \left( -\frac{1}{2\sigma^2} \left[ y_k - \sum_{\ell=0}^{L} h_{\ell} x_{|k-\ell|} \right]^2 \right). \tag{3}
$$

The marginalization in (2) can be efficiently calculated with the factor graph framework resulting in the estimated marginals $\hat{P}(x_k \mid y)$ and the MAP estimates $\hat{x}_k$. The factor graphs of (2) are in general not cycle-free, causing the marginals to not be exact. Previously, we analyzed two factor graph models [15], which were first introduced in [14, 16]: In the first model, each factor $g(\cdot)$ in (3) is associated with one FN [14]. We refer to this graph as Forney-based factor graph (FFG). The second model [16] is given by

$$
P(x \mid y) \propto \prod_{k=1}^{K} \left( F_k(x_k) \prod_{\ell=1}^{I_k} I_{\ell}(x_k, x_{|k+\ell|}) \right). \tag{4}
$$

This graph consists of the FNs $F_k$ and $I_\ell$, which are given by

$$
F_k(x_k) = \exp \left[ \frac{1}{\sigma^2} \left( \sum_{\ell=0}^{L} h_{\ell} y_{|k+\ell|} \right) x_k - \frac{q_e x_k^2}{2} \right],
$$

$$
I_{\ell}(x_k, x_{|k+\ell|}) = \exp \left[ -\frac{1}{\sigma^2} q_e x_k x_{|k+\ell|} \right], q_e = \sum_{\ell=0}^{L} h_{\ell} h_{|\ell+\ell|},
$$

for $k = 1, \ldots, K$. For $I_\ell$, we have $\ell = 0, \ldots, L$ and for $q_e$, $\ell = 1, \ldots, L$. We will refer to this graph as Ungerboeck-based factor graph (UFG).

The complexity of the SPA on a factor graph can be estimated by the number of message updates at the FNs [14]. An FN of degree $d$ contributes a term proportional to $2^d N$ to the overall complexity. For low-complexity applications, factor graphs with a low maximum FN degree are thus required. In terms of complexity, the UFG is preferred over the FFG because its maximum FN degree is 2 instead of $L + 1$ for the FFG [13]. However, the UFG performs very poorly on the reference channel (see Fig. 2 below) and many other channels whereas the FFG achieves near-MAP performance. In the following, we propose methods to find factor graphs with a good performance while keeping the complexity low. For this, we limit the maximum FN degree $d_{\text{max}}$ of the learned factor graph to 3 or 4 in contrast to 5 for the FFG.

### 3. FACTOR GRAPH OPTIMIZATION

Learning factor graphs from scratch involves different sub tasks that have to be jointly solved. This involves learning the VNs, FNs and edges connecting them. In this work, we do not focus on learning of the VNs and associate each symbol $x_k$ with one VN. Instead, we focus on the graph structure and FNs because the complexity of the SPA primarily depends on them. However, more complex VNs are possible, which, for instance, combine multiple symbols [2, Sec. VI]. Including the VNs in the optimization is subject of future work.

For the FNs $f_i$, we must learn their local functions $f_i(X_i, y)$, which also depend on the received symbols $y$ in addition to $X_i$. One approach is learning these functions by NNs. Let $N_{\text{FN}}$ be the number of FNs in the graph. Assuming the SPA is accurate, the local functions must fulfill

$$
\prod_{i=1}^{N_{\text{FN}}} f_i(X_i, y) \propto P(x \mid y), \tag{5}
$$

so that the estimated marginals $\hat{P}(x_i \mid y)$ match the correct marginals $P(x_i \mid y)$. Hence, the NNs indirectly need to relearn the known channel model (3) every time the factor graph structure changes during the optimization. This results in long training times and the need for large datasets. We avoid this issue by limiting the search space to factor graphs that already fulfill (5).

We select a factor graph of the channel model (3) called basis factor graph (BFG) as the starting point of the optimization from which new graphs are created by clustering FNs. These factor clustered graphs fulfill (5) by construction. The BFG should consists of
many FNs of small degree resulting in a large search space of clustered factor graphs with small maximum FN degree. In the following, we choose the UFG (4) with maximum FN degree as BFG. The motivation for this choice is that the FFG (3) is a clustered version of the UFG. Hence, we expect that a clustering of the UFG significantly improve the performance. Hence, in the following, containers are of degree $d_{max} = 3$ or 4 with span smaller or equal to $L + 1$.

### 3.3. Continuous Clustering (CC)

The clustering approach has the disadvantage that each FN is assigned to only one container, which limits the search space. We can increase the search space by using every FN $f_{N_{BN},i}$ simultaneously in all of its clustering options $f_{C_k} \in \mathcal{L}(f_{N_{BN},i})$. To achieve this, its local function $f_{N_{BN},i}(X_{N_{BN}})$ is factorized using the weights $\alpha_{ij} \in \mathbb{R}$:

$$f_{N_{BN},i}(X_{N_{BN}}) = \prod_{j=1}^{\left|\mathcal{C}_{i}\right|} f^{\alpha_{ij}_{N_{BN},i}}_{N_{BN},i}(X_{N_{BN}}),$$

for $i = 1, \ldots, N_{BN}$. Thereby, each FN $f_{N_{BN},i}$ can be clustered into each container $f_{C_k} \in \mathcal{L}(f_{N_{BN},i})$ using the factor $f^{\alpha_{ij}_{N_{BN},i}}_{N_{BN},i}(X_{N_{BN}})$. The local function of the $m$-th container is given by

$$f_{C_m}(X_{C_m}) = \prod_{(i,j) \in M_m} f^{\alpha_{ij}_{N_{BN},i}}_{N_{BN},i}(X_{N_{BN}}),$$

with $M_m := \{(i,j) : 1 \leq i \leq N_{BN}, 1 \leq j \leq |\mathcal{L}(f_{N_{BN},i})|, m = \mathcal{L}(f_{N_{BN},i}), j\}$, where $\mathcal{L}(f_{N_{BN},i})$ is the $j$-th entry of the list.

A valid factorization fulfilling the constraints $\sum_{j=1}^{\left|\mathcal{C}_{i}\right|} \alpha_{ij} = 1$ in (6) can theoretically be achieved with a combination of positive and negative exponents. However, our investigations have shown that negative exponents lead to poor results. Hence, we limit the weights to values between 0 and 1, which are given by [7, Sec. 6.2.2.3]:

$$\alpha_{ij} := \text{softmax}(\beta_{ij}) := \exp(\beta_{ij})/\sum_{k=1}^{\left|\mathcal{C}_{i}\right|} \exp(\beta_{ik}),$$

for $i = 1, \ldots, N_{BN}$ and $j = 1, \ldots, |\mathcal{L}(f_{N_{BN},i})|$. The factor graph is parameterized by $\beta_i \in \mathbb{R}^{|\mathcal{C}_{i}\rangle}$ with $i \in \{1, \ldots, N_{BN}\}$, which need to be optimized. Because of the softmax-function, the constraint in (6) is automatically fulfilled. The exponent $\alpha_{ij} \in [0, 1]$ can be interpreted as the fraction with which the FN $f_{N_{BN},i}$ is clustered into container $f_{C_j}$. Note that the special case $\alpha_{ij} \in [0, 1]$ for all exponents corresponds to the discrete clustering in Sec. 3.2.

The weights $\beta_i$ are jointly optimized towards an objective function in an end-to-end manner using the Adam algorithm [17] and backpropagation [7, Sec. 6.5] with learning rate $10^{-4}$. The source code for the factor graph optimization is available online [18]. The weights $\beta_i$ are initialized with random i.i.d. samples from a normal distribution $\mathcal{N}(0, 1)$. In each training step, a minibatch of $D$
sequences $\mathbf{x}^{(i)} \in \{ \pm 1 \}^K$ with $i = 1, \ldots, D$ is generated, where each symbol is sampled randomly and independently from a uniform distribution. Then, the channel model (1) with $E_s/N_0 = 10$ dB is applied to all sequences resulting in $y^{(i)}$ for $i = 1, \ldots, D$ [15].

The estimated marginals $m_{i,k} := \tilde{P}(x_k^{(i)} = +1|y^{(i)})$ from the SPA for $i = 1, \ldots, D$ and $k = 1, \ldots, K$ are evaluated with the soft BER $\alpha$ components with each FN container depends on all its variables. However, since FN whose exponent $\alpha_{ij}$ assume that the impact of components with sufficiently small $\alpha_{ij}$ is negligible. Because of that, we prune all FN components whose exponent $\alpha_{ij}$ is below a certain threshold $\alpha_{thr}$ by setting $\beta_{ij} = -\infty$ resulting in $\alpha_{ij} = 0$. After that, the exponents $\alpha_{ij}$ are recalculated using (8) and the simplification rules in Sec. 3.2 are applied. The process of pruning extracts the factor node structure which was learned via the exponents $\alpha_{ij}$.

Since the structure is optimized by continuous parameters, CC can be easily combined with neural belief propagation (NBP) [20]. NBP adds individual weights for each message and each iteration in the SPA. These weights are used to mitigate the negative effect of short cycles. This method was analyzed in [15] for the UFG and yields significant performance gains (see Fig. 2). In this work, we train these weights simultaneously with the structure of the factor graph, i.e., $\beta_i$, where the NBP weights are initialized with 1.

### 4. RESULTS

First, we analyze the performance of CC without NBP and pruning for factor graphs with container degrees 3 and 4. We refer to the results as CC3 and CC4, respectively. The performance of the learned factor graphs is shown in Fig. 2. The BER of the optimized models lies between the UFG and FFG. Therefore, the CC models can be interpreted as an interpolation between both models as expected before. The results for CC with NBP are also shown in Fig. 2 (“CC3/4”, NBP”). In combination with NBP, both the CC3 and CC4 model achieve near-MAP performance.

To analyze the pruning performance, we calculated the relevance $R(f_{c,m}) := \max_{(i,j) \in \mathcal{M}_m} \alpha_{ij}$ of each FN container $f_{c,m}$ for both optimized models CC3 and CC4. A low relevance indicates that the container has only a negligible impact on the SPA and can be pruned. The relative frequencies of the relevances are shown in Fig. 3. The histogram shows that a relatively large proportion of containers (around 30 % or 60 %) is irrelevant. This is possibly due to the fact that fewer FNs lead to fewer cycles that negatively affect the performance. This effect allows the pruning of these negligible containers without performance loss: A parameter analysis showed that a pruning threshold $\alpha_{thr} = 0.01$ leads to noticeable performance loss at 10 dB but reduces the complexity of the factor graph significantly as shown in Tab. 1. Figure 3 visualizes the learned factor graph for CC4 after pruning. Iterative pruning and retraining of the factor graph structure as in [21] is subject of future work.

### 5. CONCLUSION

We presented a machine learning framework to learn the structure of a factor graph in an end-to-end manner. The method is applied to symbol detection on inter-symbol interference channels as example inference task. The structure of the factor graph is learned by clustering FNs using optimized continuous weights. Our numerical evaluations show that the learned structures interpolate the performance and complexity between the UFG and the FFG. In combination with NBP, we achieve near-MAP performance for an exemplary channel model. Subject of future work is the analysis of this method for other factor graph applications.
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