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**Abstract**

Sex and gender-based healthcare disparities contribute to differences in health outcomes. We focus on time to diagnosis (TTD) by conducting two large-scale, complementary analyses among men and women across 29 phenotypes and 195K patients. We first find that women are consistently more likely to experience a longer TTD than men, even when presenting with the same conditions. We further explore how TTD disparities affect diagnostic performance between genders, both across and persistent to time, by evaluating gender-agnostic disease classifiers across increasing diagnostic information. In both fairness analyses, the diagnostic process favors men over women, contradicting the previous observation that women may demonstrate relevant symptoms earlier than men. These analyses suggest that TTD is an important yet complex aspect when studying gender disparities, and warrants further investigation.
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1. Introduction

Sex and gender play significant roles in the initial diagnosis and treatment of disease. An increasing body of literature has documented numerous examples of biological sex differences in disease presentation as well as gender disparities in care (Regitz-Zagrosek and Seeland, 2013; Regitz-Zagrosek, 2012; Westergaard et al., 2019). For example, recent research shows that women with acute myocardial infarction present with different symptoms than men (i.e., sex difference). Healthcare providers, which tend to use diagnostic criteria based on typical male presentation, fail to recognize in time heart attacks in women (i.e., gender bias). These two factors contribute to decreased survival outcomes for women (Shaw et al., 2006; Mehta et al., 2016; Greenwood et al., 2018).

In the machine learning for healthcare community, there is growing interest in creating methodology to identify health disparities as well as to mitigate them (Chen et al., 2020). Here, we focus on time to diagnosis (TTD), traditionally defined as the interval from first alert symptoms to diagnosis of a disease in a patient (Launay et al., 2016), and explore potential TTD-related gender disparities. Using the electronic health records of 195,000 patients (113K women and 81K men), and phenotype definitions for 29 conditions (wherein each patient is assigned an official diagnosis time), we carry out two complementary analyses for each of the 29 conditions: (1) we compare mean TTD between men and women; and (2) given

---

1. We recognize gender is a social construct while sex is a biological variable (World Health Organization, 2002). We use the terms “gender,” “men,” and “women” based on available labels.
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a gender-agnostic disease classifier, we assess its gender fairness as presenting symptoms are accumulated over time and holistically assess bias in a time-persistent manner (through mean squared discrimination). This study is approved by our IRB.

2. Dataset

Using data from Columbia University Irving Medical Center, we identified patients at least 13 years of age with at least 3 years of continuous observation between January 2010 and January 2019. Using 29 established phenotype definitions publicly available on the OHDSI platform, we constructed 29 corresponding cohorts (OHDSI). As such, patients in each cohort can be aligned in time according to their official diagnosis time.

For each patient in a given cohort, we extracted their gender and all coded condition occurrences observed within 3 years prior to phenotype diagnosis. Along with each coded condition, we keep track of date of its first occurrence in a patient longitudinal record. The final dataset comprises 113,885 women (mean age, 55.7 years) and 81,742 men (mean age, 55.9 years) with 13,852 unique condition codes.

3. Time to Diagnosis among Women and Men

For each phenotype, we train a gender agnostic binary classifier that diagnoses patients based on clinical observations documented up to 3 years prior to the official disease diagnosis. As such, the trained classifier is “fully knowledgeable” as it contains all observations up to time of diagnosis, particularly the relevant symptoms (e.g., abdominal pain indicating Crohn’s disease).

(See Appendix A for details).

Figure 1: TTD computation for each phenotype (e.g., Crohn’s disease).

the 29 phenotypes. Additionally, 1,907 conditions (13.76%) had 100+ day TTD difference across gender.

4. Time-Variant Model Fairness in Diagnosis Classification

Analysis. For each phenotype, we train a gender agnostic binary classifier that diagnoses patients based on clinical observations documented up to 3 years prior to the official disease diagnosis. As such, the trained classifier is “fully knowledgeable” as it contains all observations up to time of diagnosis, particularly the relevant symptoms (e.g., abdominal pain indicating Crohn’s disease).

(See Appendix A for details).

Given that women have on average longer TTD than men, we assess whether women should be diagnosed earlier than men according to the trained classifier. To test this hypothesis, we measure the classifiers’ performance on a cohort of patients with decreasing levels of right censoring (see Fig. 2) up to 3 years prior to their diagnosis. In essence, this testing procedure aims to mimic a provider diagnosing patients at increasing time steps with knowledge limited to patient history accumulated thus far.

Formally, our evaluation procedure is as follows. Let \( N_d \) be the number of patients for a particular disease \( d \), and \( C_d \) the number of symptoms (clinical concepts) related
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Figure 2: Test sets are generated with varying levels of right censoring, mimicking varying amounts of patient history available to providers. To evaluate growing windows with right censoring, let \( w \) be window size in days, therefore \( b = \lceil 1095/w \rceil \) is the number of possible windows (buckets) of test data. For each window \( i \in \{1, \ldots, b\} \), we increase available symptoms per patient from day 0 (1095 days before diagnosis) to day \( i \times w \). Each right-censored test data window \( T_i \) is a \( N_d \times C_d \) binary sparse matrix where \( T(p,s) = 1 \) if patient \( p \) has symptom \( s \) at or before the maximum window date \( i \times w \).

Iterating through each test window \( T_1, \ldots, T_b \), we quantify fairness gaps at each window to understand trends in bias as the diagnostic procedure progresses. In line with established fairness literature, we measure the equality of opportunity of the positive and negative class (recall and specificity gap, respectively) (Zhang et al., 2020), and the precision and accuracy gap at each test window (Table 2). For example, recall gap is the recall of diagnosing male patients minus the recall of female patients. In diagnosis, recall gap is important as minimizing false negatives ensures patients with a disease are not left untreated. Our approach to analyzing fairness gap over time is extensible to any definition of fairness relevant to the data domain.

We also sought to quantify gender bias per model persistent across time. Chen et al. (2018) proposes that fairness gaps (discrimination level) of a trained model are attributable to the bias, variance, and noise of a dataset conditioned on subgroup attributes. They experimentally suggest that increasing training data size for a dataset can reduce fairness gaps if the discrimination is primarily due to variance within discriminated subgroups. Our analysis of gender bias differs by evaluating on the test data in a longitudinal manner, decreasing the amount of right-censoring at each time step and measuring the fairness gap over time. To measure the average fairness gap as information accumulates over time, we leverage mean squared error (MSE) and the overall directionality of bias over \( b \) time windows, combining these concepts into mean squared discrimination (MSD). See B for mathematical explication.

Results. Analyzing fairness gaps across time steps for individual phenotypes, such as Crohn’s disease, we find that trends in TTD disparity match observed disparity in our previous analysis (section 3). As the amount of patient history increases, the Crohn’s disease model’s recall for both genders increases, but performance for men is consistently higher than women (Fig. 4). Consistently positive recall gap (indicating better model recall for men) contradicts our previous finding that women present symptoms earlier than men. Fitting the recall gap using linear regression, we observe that male-favoring recall gap decreases \(-2.65e^{-4}\) at each window step (Fig. 6), demonstrating convergence in recall between genders over time.

While fine-grained per-phenotype analysis allows us to compare observed fairness trends with hypothesized TTD disparities, we observe marked differences between MSD for men and women across the 29 phenotypes. Using recall MSD as a proxy for model bias we compare models by ranking...
Figure 3: Recall MSD across phenotypes. Blue circles indicate better recall for men; pink, for women. Circle size is proportional to the size of the dataset (Table 1). Error bars correspond to 95% confidence intervals. *Excludes non-melanoma skin cancer

Figure 4: Gender-specific recall at varying levels of right censoring for Crohn’s Disease. Phenotypes by MSD magnitude per gender (Fig. 3). The recall MSD can be interpreted per phenotype, such as in Crohn’s, where a small male-biased MSD contradicts our TTD finding that women present symptoms earlier. In Crohn’s, on average women present more symptoms than men (23.86 vs 22.74 for women/men). This might indicate that while women present the right conditions earlier to help detect a phenotype, they also present many other conditions that confuse the classifier, thus rendering a male-biased recall. Across all phenotypes, recall MSD was slightly skewed towards men (17 phenotypes), and those with less data (smaller circles) showed higher MSD magnitude (far left or far right) (Fig. 3).

5. Conclusion and Future Work

We propose simple metrics and experiments to explore TTD to investigate gender disparities. We find that across 29 phenotypes, women were far more likely to experience a longer TTD than men. Despite this fact, when training gender-agnostic classifiers to recognize disease, we find that a majority perform better for men than women. Furthermore, this persists across most time windows prior to diagnosis.

Our analysis is limited to a single clinical site. We note however that we operate in the OHDSI framework, and the methodology is extensible to other OHDSI sites and validated phenotype definitions.
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Appendix A. Disease Classification

Given the phenotype definition, a corresponding cohort is determined, i.e., a set of patients that obtain a diagnosis for the disease of interest along with a time of official diagnosis. The cohort is split into an 80% train and 20% test sets, with the split maintaining the gender proportions prior to the split. Negative examples for the classifier are drawn by finding patients from other phenotypes that were within a 5 year age with the same gender (Table 1).

For each phenotype, we train a binary classifier using L2-penalized logistic regression. Features consist of all extracted coded conditions up to the diagnosis time, represented as one-hot encodings.

Fig. 5 shows the performance for Crohn’s disease in particular over the different test sets.

![Figure 5: Performance of the Crohn’s diagnosis classifier when tested with varying levels of right censoring.](image)

Appendix B. Fairness Gap Metrics and Results

The mean squared discrimination (MSD) can be expressed mathematically as MSD(Md) = sign(1/b \sum_{i=1}^{b} g_i) \times (1/b \sum_{i=1}^{b} g_i^2), where g_i is the fairness gap (Table 2) at window i. The model’s MSD is proportional to the mean squared error of recall, precision, or specificity gap, to penalize biases towards any gender and to heavily penalize models with larger biases; it is also sign dependent on the gap mean’s sign to signify which gender the model exhibits better performance towards. The MSD is constrained between [-1, 1]; since fairness gaps are between [0, 1], the MSE will be between [0, 1], and the gender sign flips the value from -1 to 1. For gender, positive MSD indicates model bias favoring men, while negative MSD favors women.

Table 2 shows the definition for the different gap metrics we use. Figure 6 shows for Chron’s disease in particular, a scatter plot of the recall gaps at varying levels of right censoring (men – women).

In addition to the mean recall bias across the 29 phenotypes, Figures 8 and 7 show the mean specificity bias and the mean precision gap.

![Figure 6: Gender-specific recall gaps at varying levels of right censoring for Crohn’s Disease.](image)
Figure 7: Specificity MSD across phenotypes. Blue circles indicate better recall for men; pink, for women. Circle size is proportional to the size of the dataset (Table 1). Error bars correspond to 95% confidence intervals. *Excludes non-melanoma skin cancer

Figure 8: Precision MSD across phenotypes. Blue circles indicate better recall for men; pink, for women. Circle size is proportional to the size of the dataset (Table 1). Error bars correspond to 95% confidence intervals. *Excludes non-melanoma skin cancer
### Table 1: Number of patients in the training and test sets for the 29 phenotypes. *Excludes non-melanoma skin cancers.

| Phenotype                                      | Train | Test |
|------------------------------------------------|-------|------|
| Angioedema                                     | 458   | 114  |
| Gastrointestinal bleeding                      | 4280  | 1070 |
| Gout                                           | 2588  | 648  |
| Heart failure                                  | 6388  | 1596 |
| Hepatic failure                                | 1444  | 362  |
| Prevalent Type 2 Diabetes                      | 28138 | 7036 |
| Prevalent hypertension                         | 61258 | 15314|
| Prevalent chronic kidney disease               | 8436  | 2110 |
| Prevalent ESRD                                 | 2170  | 542  |
| Prevalent heart disease                        | 52938 | 13234|
| Prevalent malignant neoplasm*                  | 24638 | 6160 |
| Prevalent HIV infection                        | 1502  | 376  |
| Prevalent Dementia                             | 6956  | 1740 |
| Prevalent COPD without asthma                  | 14130 | 3532 |
| Prevalent Asthma without COPD                  | 22336 | 5584 |
| Acute myocardial infarction events             | 3856  | 964  |
| Suicide and suicidal ideation                  | 4052  | 1014 |
| Psoriasis                                      | 2364  | 592  |
| Psoriatic arthritis                            | 340   | 86   |
| Multiple sclerosis                             | 408   | 102  |
| Systemic lupus erythematosus                   | 432   | 108  |
| Sjogrens syndrome                              | 206   | 52   |
| Hashimoto thyroiditis                          | 418   | 104  |
| Myasthenia gravis                              | 246   | 62   |
| Celiac disease                                 | 762   | 190  |
| Scleroderma                                    | 214   | 54   |
| Sarcoidosis                                    | 8352  | 2088 |
| Ulcerative colitis                             | 1128  | 284  |
| Crohn's disease                                | 5074  | 1270 |

### Table 2: Fairness gap metrics used in time-variant model fairness analysis.

| Gap               | Definition                                           |
|-------------------|------------------------------------------------------|
| Recall Gap        | \[
| \frac{\text{TP}_1}{\text{TP}_1 + \text{FN}_1} - \frac{\text{TP}_2}{\text{TP}_2 + \text{FN}_2}
|--------------------|------------------------------------------------------|
| Specificity Gap   | \[
| \frac{\text{TN}_1}{\text{TN}_1 + \text{FP}_1} - \frac{\text{TN}_2}{\text{TN}_2 + \text{FP}_2}
|--------------------|------------------------------------------------------|
| Precision Gap     | \[
| \frac{\text{TP}_1}{\text{TP}_1 + \text{FP}_1} - \frac{\text{TP}_2}{\text{TP}_2 + \text{FP}_2}
|--------------------|------------------------------------------------------|