Convergence of a particle method for a regularized spatially homogeneous Landau equation
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Abstract

We study a regularized version of the Landau equation, which was recently introduced in [13] to numerically approximate the Landau equation with good accuracy at reasonable computational cost. We develop the existence and uniqueness theory for weak solutions, and we reinforce the numerical findings in [13] by rigorously proving the validity of particle approximations to the regularized Landau equation.

1 Introduction

The Landau equation [32], originally derived to approximate the Boltzmann operator when collisions between charged particles in a plasma are grazing, is one of the fundamental kinetic equations in plasma physics. Efficient computational methods for the full Vlasov-Maxwell-Landau system are of tremendous importance for modelling future fusion reactors and they represent a central conundrum in computational plasma physics. An important foundation to achieve such an ambitious goal is to provide accurate numerical methods with low computational cost to solve the collisional step in these computations, that is, to solve the spatially homogeneous Landau equation given by

\[
\partial_t f = Q(f, f) := \nabla_v \cdot \left\{ \int_{\mathbb{R}^d} A(v - v_*) (f(v_*) \nabla_v f(v) - f(v) \nabla_v f(v_*) \right\} dv_* ,
\]

with the collision kernel given by \( A(z) = |z|^{\gamma} (|z|^2 I_d - z \otimes z) \), \(-d - 1 \leq \gamma \leq 1\), and \( d \geq 2 \). The most important case corresponds to \( d = 3 \) with \( \gamma = -3 \) associated with the physical interaction in plasmas. This case is usually called the Coulomb case because it can be derived from the Boltzmann equation in the grazing collision limit when particles interact via Coulomb forces [16, 39, 11]. The main formal properties of \( Q \) rely on the following reformulation

\[
Q(f, f) = \nabla_v \cdot \left\{ \int_{\mathbb{R}^d} A(v - v_*) f f_* (\nabla_v \log f - \nabla_v \log f_*) \right\} dv_* ,
\]
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where \( f = f(v), f_* = f(v_*) \) are used; and its weak form acting on appropriate test functions \( \phi = \phi(v) \)

\[
\int_{\mathbb{R}^d} Q(f, f) \phi \, dv = -\frac{1}{2} \int_{\mathbb{R}^{2d}} (\nabla_{v} \phi - \nabla_{v_*} \phi_* \cdot A(v - v_*) (\nabla_{v} \log f - \nabla_{v_*} \log f_*) f f_* \, dv \, dv_* .
\]  

(2)

Then choosing \( \phi(v) = 1, v, |v|^2 \), one achieves conservation of mass, momentum and energy. Inserting \( \phi(v) = \log f(v) \), one obtains the formal entropy decay with dissipation given by

\[
\frac{d}{dt} \int_{\mathbb{R}^d} f \log f \, dv = -D(f(t, \cdot)) := -\frac{1}{2} \int_{\mathbb{R}^{2d}} B_{v,v_*} \cdot A(v - v_*) B_{v,v_*} f f_* \, dv \, dv_* \leq 0,
\]

since \( A \) is symmetric and semipositive definite, with \( B_{v,v_*} := \nabla_{v} \log f - \nabla_{v_*} \log f_* \). The equilibrium distributions are given by the Maxwellian

\[
\mathcal{M}_{\rho,u,T} = \frac{\rho}{(2\pi T)^{d/2}} \exp \left( -\frac{|v-u|^2}{2T} \right),
\]

for some constants \( \rho, T \) determining the density and the temperature of the particle ensemble, and mean velocity vector \( u \), see \cite{32} \cite{20}.

Deterministic numerical methods based on particle approximations to \cite{1} have been recently proposed in \cite{13} keeping all the structural properties of the Landau equation described above: nonnegativity, conservation of mass, momentum and energy, and entropy dissipation at a semidiscrete level. This paper gives a theoretical underpinning to the numerical sheme introduced in \cite{13}. The main strategy is to delocalize the gradient operators in the weak form \cite{2} while keeping intact the variational structure behind the equation rigorously developed in \cite{10}. This is reminiscent of similar approaches to approximate nonlinear diffusion models by nonlocal equations \cite{9} while keeping their variational structure. More precisely, we analyse the Landau gradient flow of the regularized entropy \cite{13} \cite{10} given by

\[
\partial_t f = \nabla_v \cdot \left\{ f(v) \int_{\mathbb{R}^d} f(w) A(v - w)(\nabla G^\varepsilon \ast \log[f \ast G^\varepsilon](v) - \nabla G^\varepsilon \ast \log[f \ast G^\varepsilon](w)) \, dw \right\},
\]  

(3)

where \( G^\varepsilon \in C^\infty(\mathbb{R}^d) \) is a mollifier for fixed \( \varepsilon > 0 \). More specifically,

\[
G^\varepsilon(v) = \frac{1}{\varepsilon^d} G \left( \frac{v}{\varepsilon} \right), \quad \int_{\mathbb{R}^d} G(v) \, dv = 1,
\]

with \( 0 \leq G \in C^\infty(\mathbb{R}^d) \), so that \( G^\varepsilon \) approximates the Dirac at the origin, \( \delta_0 \), as \( \varepsilon \downarrow 0 \). Therefore, as \( \varepsilon \downarrow 0 \) \cite{3} formally converges to the Landau equation. For technical reasons (c.f. Lemma 2.8), we choose \( G(v) = Ce^{-(1+|v|^2)^{1/2}} \) as in \cite{10}. However, we note that from the numerical point of view \cite{13}, Gaussian mollifiers are simpler to deal with.

Our approach is to provide an existence theory for \cite{3} as well as a particle approximation to the solution by interpreting \cite{3} as a continuity equation with solution-dependent velocity fields. In particular, to introduce notation, we define a generalised interaction kernel for probability measures \( g \in P(\mathbb{R}^d) \) and \( v, w \in \mathbb{R}^d \)

\[
K_g(v, w) := -|v - w|^{2+\gamma} \Pi(v - w)(\nabla G^\varepsilon \ast \log[g \ast G^\varepsilon](v) - \nabla G^\varepsilon \ast \log[g \ast G^\varepsilon](w)).
\]

Additionally, for \( f \in P(\mathbb{R}^d) \), we define the measure-dependent velocity

\[
U^\varepsilon[g, f](v) := \int_{\mathbb{R}^d} K_g(v, w) \, df(w), \quad U^\varepsilon[f] := U^\varepsilon[f, f].
\]
In this way, (3) can be written as
\[ \partial_t f + \nabla \cdot (U^\varepsilon[f]f) = 0. \] (4)

Formally speaking, by approximating an initial data by a finite number of atomic measures, we expect the solution of (4) to be approximated by a finite number of Dirac masses following the local velocity of particles. More precisely, suppose we are given initial data \( f_0 \in \mathcal{P}(\mathbb{R}^d) \) for (3) and we can approximate \( f_0 \) by a sequence of empirical measures
\[ \mu_0^N = \frac{1}{N} \sum_{j=1}^N \delta_{v_j^0}, \]
with equal weights for simplicity, where \( v_j^0 \in \mathbb{R}^d \) for \( i = 1, \ldots, N \). We expect the solution to (4) to be given by the empirical measure with equal weights
\[ \mu^N(t) = \frac{1}{N} \sum_{i=1}^N \delta_{v^i(t)}, \]
where \( v^i(t) \) is the solution of the ODE system
\[ \dot{v}^i(t) = U[\mu^N(t)](v^i(t)). \]

In fact, \( \mu^N(t) \) is a distributional solution to (4) with \( \mu_0^N \) as initial data. The results in [10] do not provide a well-posedness of measure solutions to (3) with measure initial data, ensuring only the existence by compactness. Due to the lack of continuous dependence with respect to initial data to (4) in the general probability measure setting, showing the convergence of the mean field limit is important from the numerical viewpoint [13]. More specifically, we show that \( \mu^N \) converges towards the unique weak solution \( f \) of (4) in the limit \( N \to \infty \).

In the simplified setting of equally weighted particles, the main result of this paper can be summarized as follows. Suppose that the initial data are well approximated in the sense of
\[ W_\infty(\mu_0^N, f_0) \to 0 \quad \text{as} \quad N \to \infty \]
fast enough, where \( W_\infty \) denotes the \( \infty \)-Wasserstein metric [35], see Hypothesis [31] and [32]. As mentioned above, the evolution of \( \mu_0^N \) through (4) is characterised entirely by the evolution of the ‘particles’ starting at \( v_j^0 \) according to the ODE system for \( i = 1, \ldots, N \)
\[ \dot{v}^i = \frac{1}{N} \sum_{j=1}^N |v^i - v^j|^2 + \gamma \Pi|v^i - v^j| (\nabla G^\varepsilon * \log(\mu^N * G^\varepsilon))(v^i) - \nabla G^\varepsilon * \log(\mu^N * G^\varepsilon)(v^j)). \] (5)

We will prove, at least for short times depending on the value of \( \gamma \in (-3, 0) \), that \( f = f(t) = f_t \) and \( \mu^N = \mu^N(t) = \mu^N_t \) exist (c.f. Theorem [1] and Lemma [2] respectively) and solve (3) according to the initial conditions \( f^0 \) and \( \mu_0^N \), respectively. Given the existence of such curves \( f, \mu^N \) and the fact that \( \mu_0^N \to f^0 \) as \( N \to \infty \), we seek to prove the mean field limit (c.f. Theorem [3])
\[ W_\infty(\mu^N(t), f(t)) \to 0, \quad \text{for} \quad t \in (0, T_m) \quad \text{as} \quad N \to \infty, \]
where \( T_m > 0 \) is the maximal existence time of \( f \) (c.f. Theorem [1]).

The mean-field limit has attracted lots of attention in the last years in different settings for aggregation-diffusion and Vlasov type kinetic equations. Different approaches have been taken leading to a very lively interaction between different communities of researchers in analysis and probability. We refer to [3, 17, 33, 38, 19] for the classical approaches in the field. Recent
advances in non-Lipschitz settings and with applications to models with alignment have been
done in [3, 14, 8, 15], for the aggregation-diffusion and Vlasov-type equations in [25, 12, 7, 27,
24, 26, 18, 20, 28, 31, 29, 34, 30, 6, 37, 5], and for incompressible fluid problems [23, 22].

We prove the mean field limit to the regularized Landau equation (3) following the strategy
and ideas from [23, 7]. The main difference with these references is the fact that equation (3) is
more nonlocal, and it can be interpreted as a transport equation with a highly nonlocal nonlinear
mobility depending quadratically on the density \( f \). Let us finally mention that our result does
not give quantitative bounds on the mean-field limit depending on \( N \) and \( \varepsilon \) compared to recent
works [28, 29, 30, 6]. This is certainly an important open question of great importance from the
numerical viewpoint.

1.1 Main results

The proof of the mean field limit convergence of (3) for fixed \( \varepsilon > 0 \) is achieved with the fol-

lowing strategy borrowed from [7]: we first show the existence and uniqueness of the continuity
equation (4) for some maximal time horizon \( T_m > 0 \) in Sections 2 and 3, then we show that
the particle system does also exist in Section C. We finally conclude by estimating the distance
between the two systems in the \( W_\infty \) metric when \( N \to \infty \) as well as establishing a lower bound
on the existence of the particle system Section 4. Let us point out that since the kernel \( A \) is sin-
gular or grows at infinity, these properties of the continuity equation and the associated particle
system are not obvious.

Continuity equations of the form (4) have been extensively studied [19, 2]. To obtain well-
posedness, we show regularity and growth estimates on \( U_\varepsilon[f] \), that stem from the following
regularity assumptions on the initial data.

A1 The initial condition \( f^0 \) belongs to \( \mathcal{P}_c(\mathbb{R}^d) \), the space of compactly supported probability
measures on \( \mathbb{R}^d \).

A2 For \( \gamma \in (-3, -2) \), there exists \( p > 1 \) such that \( \frac{p}{p-1}(2 + \gamma) > -d \) and \( f^0 \) belongs to \( L^p(\mathbb{R}^d) \).

**Theorem 1.1** (Existence of mean field limit). Fix \( \varepsilon > 0 \), \( \gamma \in (-3, 0] \), and initial data \( f^0 \in \mathcal{P}(\mathbb{R}^d) \) satisfying \( A1 \) and \( A2 \). Then, there is a time horizon \( T = T(\gamma, \varepsilon, f^0) > 0 \) such that there is
a unique weak solution \( f \) to (3) given in

\[
\begin{cases}
C([0, T]; \mathcal{P}_c(\mathbb{R}^d)), & \gamma \in [-2, 0] \\
C([0, T]; \mathcal{P}_c(\mathbb{R}^d)) \cap L^\infty(0, T; L^p(\mathbb{R}^d)), & \gamma \in (-3, -2)
\end{cases}
\]

where \( f|_{t=0} = f^0 \), and the exponent \( p > 1 \) is the same as in \( A2 \).

In the case \( \gamma \in [-2, 0] \), the maximal time of existence \( T_M = +\infty \) is infinite. While for the
case \( \gamma \in (-3, -2) \), either the maximal time of existence is infinite \( T_M = +\infty \), or the \( L^p \) norm
of the solution blows up

\[
\text{esssup}_{s \in [0,t]} \|f(s)\|_{L^p} \uparrow +\infty \quad \text{as} \quad t \uparrow T_M.
\]

The notion of weak solution \( f \) to (4) (equivalently (3)) means that, for any \( \phi \in C_0^\infty(\mathbb{R}^d) \), the following equality holds

\[
\frac{d}{dt} \int_{\mathbb{R}^d} \phi(v) \, df_t(v) = \int_{\mathbb{R}^d} \nabla \phi(v) \cdot U_\varepsilon[f(t)](v) \, df_t(v).
\]
The particle solution (5) is in fact a solution to the previous equation when the initial condition is a convex combination of delta measures (4). More precisely, for every $N \in \mathbb{N}$, take initial points $\\{v_{0,i,N}\}_{i=1}^{N} \subset \mathbb{R}^{d}$ and positive weights $\\{m_{i,N}\}_{i=1}^{N}$ satisfying

$$\sum_{i=1}^{N} m_{i,N} = 1, \quad m_{i,N} \geq 0, \quad \forall i = 1, \ldots, N.$$  

The $N$-particle ODE system we consider is

$$\frac{d}{dt}v^{i}(t) = U^{\varepsilon}[\mu^{N}(t)](v^{i}) = \sum_{j=1}^{N} m_{j}K_{\varepsilon}^{N}(t)(v^{i}, v^{j}),$$

$$\mu^{N}(t) = \sum_{i=1}^{N} m_{i}\delta_{v^{i}(t)},$$

$$v^{i}|_{t=0} = v_{0,i}^{0}.$$  

**Lemma 1.2 (Existence of particle solutions).** For any $\varepsilon > 0$, and $\gamma \in (-3, 0]$, there exists a time horizon $T = T(\varepsilon, \gamma, \{v_{0,i,N}\}_{i=1}^{N}) > 0$ and a curve $v^{i,N} \in C^{1}([0, T]; \mathbb{R}^{d})$ which satisfies (6). For $\gamma \in [-2, 0]$, the solution to (6) is unique, and the time horizon $T$ can be arbitrarily large.

The well-posedness of the inter-particle system (6) is proven in Section 3. The case $\gamma \in [-2, 0]$ is an application of Theorem 1.1 while for $\gamma \in (-3, -2)$ a standard Peano existence argument is used.

For $N \in \mathbb{N}$ and trajectories $\\{v^{i,N}(t)\}_{i=1}^{N}$ such as those constructed in Lemma 1.2 we define the minimum inter-particle distance for times $t$ in the domain of existence

$$\eta_{m}^{N}(t) := \min_{i \neq j} |v^{i,N}(t) - v^{j,N}(t)|.$$  

Taking the continuum and particle solutions $f$ and $\mu^{N}$ from Theorem 1.1 and Lemma 1.2 respectively, we define

$$\eta^{N}(t) := W_{\infty}(\mu^{N}(t), f(t)).$$

The following assumptions are well-preparedness conditions on the initial data of the particle solution, see 7.

**B1** The initial particles $\\{v_{0,i,N}\}_{i=1}^{N} \subset \mathbb{R}^{d}$ and weights $\\{m_{i,N}\}_{i=1}^{N} \subset (0, 1)$ satisfy $W_{\infty}(\mu_{0}^{N}, f^{0}) \to 0$ as $N \to \infty$.

**B2** For $\gamma \in (-3, -2)$, the initial particles moreover satisfy

$$\lim_{N \to \infty} \eta^{N}(0)^{\gamma} = 0.$$

where the conjugate exponent $p'$ satisfies $\frac{1}{p} + \frac{1}{p'} = 1$ with $p$ from A2

The main result concerning the mean field limit can now be stated as:

**Theorem 1.3.** Fix $\varepsilon > 0$, $\gamma \in (-3, 0]$, and initial data $f^{0}$ satisfying [A1] and [A2]. We consider $f$ the solution to (3) on the maximal time interval $[0, T_{m}]$ provided by Theorem 1.1. Given initial particle configurations $\\{\mu_{0}^{N}\}_{n \in \mathbb{N}}$ satisfying [B1] and [B2] we consider $\\{\mu^{N}\}_{N \in \mathbb{N}}$ particle solutions of (3) with maximal time of existence $T^{N} > 0$ provided by Lemma 1.2. Then $\lim \inf_{N \to \infty} T^{N} \geq T_{m}$, and the mean field limit holds

$$\lim_{N \to \infty} \sup_{t \in [0, T]} W_{\infty}(\mu^{N}(t), f(t)) \to 0, \quad \forall T \in [0, T_{m}).$$

(8)
2 Estimates on the velocity

This section collects the necessary estimates on the measure-dependent kernel and velocity, \( K \) and \( U_\varepsilon \). To fix notation, we define the Lebesgue bracket

\[
\langle v \rangle^2 = 1 + |v|^2, \quad v \in \mathbb{R}^d,
\]

and the mollifying sequence by

\[
G(v) = C e^{-\langle v \rangle}, \quad \int_{\mathbb{R}^d} G(v) dv = 1, \quad G_\varepsilon(v) = \frac{1}{\varepsilon^d} G\left(\frac{v}{\varepsilon}\right).
\]

Moreover, we define the \( p \)th order moment of a measure \( f \) by

\[
M_p(f) = \int_{\mathbb{R}^d} \langle v \rangle^p d f(v).
\]

We will use the notation \( a \leq \alpha, \beta, \ldots b \) to represent the statement that there is a constant \( C = C(\alpha, \beta, \ldots) \) such that \( a \leq C b \).

**Proposition 2.1.** Fix \( \varepsilon > 0 \) and \( \gamma = -2 \). Then, for every \( f, g \in \mathcal{P}(\mathbb{R}^d) \), the functions \( K_\varepsilon g(v, w) \) and \( U_\varepsilon[g, f](v) \) are \( C^1 \), skew-symmetric and satisfy the estimates

\[
|K_\varepsilon g(v, w)| \leq 2 \varepsilon, \quad |\nabla_v K_\varepsilon g(v, w)| \leq \frac{28}{\varepsilon^2},
\]

\[
|U_\varepsilon[g, f](v)| \leq 2 \varepsilon, \quad |\nabla U_\varepsilon[g, f](v)| \leq \frac{28}{\varepsilon^2}.
\]

Proposition 2.1 highlights the \( C^1 \)-boundedness of the velocity field \( U_\varepsilon \) in the special case \( \gamma = -2 \). For this value of \( \gamma \), the well-posedness of (4) follows by standard techniques [19]. Proposition 2.1 follows from the more general results Proposition 2.4, Lemma 2.5, and Proposition 2.6 where \( \gamma \in [-3, 0] \). There, we shall see the precise dependence on \( \gamma \). First, we recall a standard inequality for the Lebesgue bracket.

**Lemma 2.2 (Peetre).** For any \( p \in \mathbb{R} \) and \( x, y \in \mathbb{R}^d \), we have

\[
\frac{(x)_p}{(y)_p} \leq 2 |p|/2 |x - y|^{|p|}.
\]

**Proof.** A proof of this can be found in [10, Lemma 43] or [1].

**Lemma 2.3 (log-derivative estimates).** For fixed \( \varepsilon > 0 \) we have the formula

\[
\nabla G_\varepsilon(v) = -\frac{1}{\varepsilon} \left(\frac{v}{\varepsilon}\right)^{-1} G_\varepsilon(v) \frac{v}{\varepsilon}.
\]

(9)

For \( \mu \in \mathcal{P}(\mathbb{R}^d) \), denoting \( \partial^i = \frac{\partial}{\partial v^i} \) and \( \partial^{ij} = \frac{\partial^2}{\partial v^i \partial v^j} \), we obtain

\[
|\nabla \log(\mu * G_\varepsilon)(v)| \leq \frac{1}{\varepsilon}, \quad |\partial^{ij} \log(\mu * G_\varepsilon)(v)| \leq \frac{4}{\varepsilon^2}.
\]

(10)

**Proof.** This is proven in [10, Lemma 30].
Proposition 2.4. Fix $\varepsilon > 0$, $g \in \mathcal{P}(\mathbb{R}^d)$, and $\gamma \in [-3, 0]$. We have the following estimate

$$|K_g(v, w)| \leq \min \left( \frac{4}{\varepsilon^2} |v - w|^{3 + \gamma}, \frac{2}{\varepsilon} |v - w|^{2 + \gamma} \right).$$

Moreover, for fixed $f \in \mathcal{P}(\mathbb{R}^d)$, we have

$$|U^\varepsilon[g, f](v)| \lesssim \begin{cases} M_{2 + \gamma}(f) \langle v \rangle^{2 + \gamma}, & \gamma \in (-2, 0] \\ 1, & \gamma \in [-3, -2] \end{cases}.$$

Proof. We recall the expression

$$K_g(v, w) = -|v - w|^{2 + \gamma} \Pi[v - w](\nabla G^\varepsilon \ast \log[g \ast G^\varepsilon](v) - \nabla G^\varepsilon \ast \log[g \ast G^\varepsilon](w)).$$

For $|v - w| < 1$: Using the second order estimate in (10), the difference of logarithms can be estimated by

$$|\nabla G^\varepsilon \ast \log[g \ast G^\varepsilon](v) - \nabla G^\varepsilon \ast \log[g \ast G^\varepsilon](w)| \leq \frac{4}{\varepsilon^2} |v - w|,$$

giving the first estimate in the minimum.

For $|v - w| \geq 1$: Bluntly apply the first order estimate in (10) onto each of the logarithms

$$||\nabla G^\varepsilon \ast \log[g \ast G^\varepsilon]||_{L^\infty} \leq \frac{1}{\varepsilon}.$$

The estimate for $U^\varepsilon$ follows by recalling $U^\varepsilon[g, f](v) = \int_{\mathbb{R}^d} K_g(v, w) \, df(w)$ and Peetre’s inequality from Lemma 2.2 for the case $\gamma \in (-2, 0]$. \hfill \Box

The following estimate is adapted from [23, Equation (28)].

Lemma 2.5 (Pointwise difference in $K$). Fix $\varepsilon > 0$, $g \in \mathcal{P}(\mathbb{R}^d)$, and $\gamma \in [-3, 0]$. We have

$$|K_g(v_1, w) - K_g(v_2, w)| \lesssim_{\varepsilon, \gamma} |v_1 - v_2| \max(|v_1 - w|^{2 + \gamma}, |v_2 - w|^{2 + \gamma}).$$

For completeness, we refer to Section A for the proof of Lemma 2.5.

Proposition 2.6 (Hölder continuity of $U$). Fix $\gamma \in [-3, -2]$ and $g \in \mathcal{P}(\mathbb{R}^d)$. Then we have

$$|U^\varepsilon[g](v_1) - U^\varepsilon[g](v_2)| \lesssim_{\varepsilon} |v_1 - v_2|^{3 + \gamma}.$$

Proof. We split the integration region into two cases

$$U^\varepsilon[g](v_1) - U^\varepsilon[g](v_2) = \int_{\mathbb{R}^d} (K_g(v_1, w) - K_g(v_2, w)) \, dg(w)$$

$$= \left( \int_{|v_1 - v_2| \leq \min(|v_1 - w|, |v_2 - w|)} + \int_{|v_1 - v_2| > \min(|v_1 - w|, |v_2 - w|)} \right) (K_g(v_1, w) - K_g(v_2, w)) \, dg(w)$$

$$=: I_1 + I_2.$$

We claim both $|I_1|, |I_2| \lesssim_{\varepsilon} |v_1 - v_2|^{3 + \gamma}$. Starting with $I_1$ where $|v_1 - v_2| \leq \min(|v_1 - w|, |v_2 - w|)$, we use Lemma 2.5 and the fact that $2 + \gamma \leq 0$ to deduce

$$|I_1| \lesssim_{\varepsilon} |v_1 - v_2| \int_{|v_1 - v_2| \leq \min(|v_1 - w|, |v_2 - w|)} \max(|v_1 - w|^{2 + \gamma}, |v_2 - w|^{2 + \gamma}) \, dg(w)$$

$$\leq |v_1 - v_2|^{3 + \gamma}.$$
Turning to $I_2$ the other integration region, assume without loss of generality that $|v_1 - v_2| > |v_1 - w|$. By the triangle inequality we also have

$$|v_2 - w| \leq 2|v_1 - v_2|.$$ 

Putting these two estimates together and using the bound $|K_g(v, w)| \lesssim \varepsilon \min(|v - w|^{3+\gamma}, |v - w|^{2+\gamma})$ from Proposition 2.4, we have

\[
|I_2| \lesssim \varepsilon \int_{|v_1 - v_2| > \min(|v_1 - w|, |v_2 - w|)} \min(|v_1 - w|^{3+\gamma}, |v_1 - w|^{2+\gamma}) \, dg(w) + \ldots
\]

\[
+ \int_{|v_1 - v_2| > \min(|v_1 - w|, |v_2 - w|)} \min(|v_2 - w|^{3+\gamma}, |v_2 - w|^{2+\gamma}) \, dg(w)
\]

\[
\lesssim |v_1 - v_2|^{3+\gamma}.
\]

\[\square\]

We can improve Proposition 2.6 to Lipschitz continuity by taking advantage of extra regularity properties of $g$.

**Proposition 2.7** (Lipschitz continuity of $U$). Fix $g \in \mathcal{P}(\mathbb{R}^d)$, $\varepsilon > 0$, and $\gamma \in (-3, 0]$. In the case $\gamma \in (-3, -2)$, assume further that $g$ satisfies $A_2$. Then we have

$$|U^\varepsilon[g](v^1) - U^\varepsilon[g](v^2)| \leq \Lambda_\gamma(v^1, v^2)|v^1 - v^2|,$$

where

$$\Lambda_\gamma = \begin{cases} 
C_\varepsilon M_{2+\gamma}(g) \left( \langle v^1 \rangle^{2+\gamma} + \langle v^2 \rangle^{2+\gamma} \right), & \gamma \in [-2, 0] \\
C_{\varepsilon, \gamma, p', d}(1 + \|g\|_{L^p}), & \gamma \in (-3, -2) 
\end{cases}$$

and the constants $C > 0$ only depend on the quantities in the subscript.

**Proof.** The starting point is the application of Lemma 2.3 to first write

\[
|U^\varepsilon[g](v^1) - U^\varepsilon[g](v^2)| = \left| \int_{\mathbb{R}^d} (K_g(v^1, w) - K_g(v^2, w)) \, dg(w) \right|
\]

\[
\lesssim \varepsilon \int_{\mathbb{R}^d} \max(|v^1 - w|^{2+\gamma}, |v^2 - w|^{2+\gamma}) \, dg(w)
\]

\[
\leq |v^1 - v^2| \int_{\mathbb{R}^d} \max(|v^1 - w|^{2+\gamma}, |v^2 - w|^{2+\gamma}) \, dg(w).
\]

We estimate $I$ depending on the value of $\gamma$.

**The case $\gamma \in (-3, -2)$:** By splitting the integration region and using the fact that $g \in L^p$, we obtain

\[
I \lesssim 1 + \sup_{v \in \mathbb{R}^d} \int_{|v - w| \leq 1} |v - w|^{2+\gamma} \, dg(w)
\]

\[
\leq 1 + \sup_{v \in \mathbb{R}^d} \left( \int_{|v - w| \leq 1} |v - w|^{(2+\gamma)p'} \, dw \right)^{\frac{1}{p'}} \|g\|_{L^p}
\]

\[
\lesssim \gamma, p, d \left( 1 + \|g\|_{L^p} \right).
\]
The case $\gamma \in [-2, 0]$: The integrand is no longer singular so we use Peetre’s inequality from Lemma 2.2

$$|v - w|^{2+\gamma} \leq \langle v - w \rangle^{2+\gamma} \lesssim_{\gamma} \langle v \rangle^{2+\gamma} \langle w \rangle^{2+\gamma}$$

for $v = v^1, v^2$ into $I$ to get

$$I \lesssim \int_{\mathbb{R}^d} \left( \langle v^1 \rangle^{2+\gamma} + \langle v^2 \rangle^{2+\gamma} \right) \langle w \rangle^{2+\gamma} \, dg(w).$$

\[ \square \]

2.1 The velocity field as a function of measures

The previous results established estimates for the pointwise variation of $K_g$ and $U^\varepsilon[g]$ given a fixed measure $g$. We now investigate the measure-wise variation of $K$ and $U^\varepsilon$ given a fixed point.

**Lemma 2.8.** Fix $\varepsilon > 0$ and let $\tau$ be an optimal transport map in $W_\infty$ between $f, g \in P_c(\mathbb{R}^d)$ so that $g = \tau \# f$. Then, we have

$$|\log[g \ast G^\varepsilon](v) - \log[f \ast G^\varepsilon](v)| \leq \frac{1}{\varepsilon} W_\infty(g, f), \quad \forall v \in \mathbb{R}^d.$$

**Proof.** We first note that

$$g \ast G^\varepsilon(v) = \int_{\mathbb{R}^d} G^\varepsilon(v - w) \, dg(w) = \int_{\mathbb{R}^d} G^\varepsilon(v - \tau(w)) \, df(w).$$

Using the fundamental theorem of calculus, we express the difference of the logarithms as

$$\log[g \ast G^\varepsilon](v) - \log[f \ast G^\varepsilon](v) = \int_0^1 \frac{d}{dt} \log \left[ \int_{\mathbb{R}^d} G^\varepsilon(v - (t\tau(w) + (1-t)w)) \, df(w) \right] \, dt$$

$$= - \int_0^1 \int_{\mathbb{R}^d} (\tau(w) - w) \cdot \nabla G^\varepsilon(v - (t\tau(w) + (1-t)w)) \, df(w) \int_{\mathbb{R}^d} G^\varepsilon(v - (t\tau(w) + (1-t)w)) \, df(w) \, dt.$$

By definition, we have $|\tau(w) - w| \leq W_\infty(g, f)$ and moreover recalling (9), we see that

$$|\nabla G^\varepsilon| \leq \frac{1}{\varepsilon} G^\varepsilon.$$

Applying these two estimates into the previous computations, we have

$$|\log[g \ast G^\varepsilon](v) - \log[f \ast G^\varepsilon](v)| \leq \frac{W_\infty(g, f)}{\varepsilon}.$$

\[ \square \]

The following technical estimates hinge on Lemma 2.8

**Lemma 2.9 (Measure-wise difference in $K$).** Fix $g^i \in P_c(\mathbb{R}^d)$ for $i = 1, 2$ and $\gamma \in [-3, 0]$. Then for every $v, w \in \mathbb{R}^d$, we have the estimate

$$|K_{g^1}(v, w) - K_{g^2}(v, w)| \lesssim \min \left( \frac{1}{\varepsilon^3} |v - w|^{3+\gamma}, \frac{2}{\varepsilon^2} |v - w|^{2+\gamma} \right) W_\infty(g^1, g^2).$$
Proof. Here, we need to estimate
\[ K_{g'}(v, w) - K_{g''}(v, w) \]
\[ = -|v - w|^{2+\gamma} \Pi[v - w] \left( \nabla G^\varepsilon \ast \{ \log[g^1 \ast G^\varepsilon] - \log[g^2 \ast G^\varepsilon] \} (v) - \nabla G^\varepsilon \ast \{ \log[g^1 \ast G^\varepsilon] - \log[g^2 \ast G^\varepsilon] \} (w) \right). \]
By the fundamental theorem of calculus, we have an estimate for this difference
\[ |v - w|^{2+\gamma} \left| \int_0^1 \frac{d}{dt} \nabla G^\varepsilon \ast \{ \log[g^1 \ast G^\varepsilon] - \log[g^2 \ast G^\varepsilon] \} (tv + (1-t)w) dt \right| \]
\[ \leq |v - w|^{3+\gamma} \left\| \nabla^2 G^\varepsilon \ast \{ \log[g^1 \ast G^\varepsilon] - \log[g^2 \ast G^\varepsilon] \} \right\|_{L^\infty}. \]
Using Lemma 2.8 and the comparison \(|\nabla^2 G^\varepsilon| \lesssim \frac{1}{\varepsilon} G^\varepsilon\) (an extension of (1)), we apply Young’s convolution inequality to deduce
\[ |K_{g'}(v, w) - K_{g''}(v, w)| \lesssim \frac{1}{\varepsilon^3} |v - w|^{3+\gamma} W_\infty(g^1, g^2). \]
On the other hand, without estimating second order derivatives, we can bluntly prove
\[ |K_{g'}(v, w) - K_{g''}(v, w)| \leq |v - w|^{2+\gamma} \left( \left| \nabla G^\varepsilon \ast \{ \log[g^1 \ast G^\varepsilon] - \log[g^2 \ast G^\varepsilon] \} (v) \right| \right. \]
\[ + \left. \left| \nabla G^\varepsilon \ast \{ \log[g^1 \ast G^\varepsilon] - \log[g^2 \ast G^\varepsilon] \} (w) \right| \right) \]
\[ \leq 2 |v - w|^{2+\gamma} \| \nabla G^\varepsilon \ast \{ \log[g^1 \ast G^\varepsilon] - \log[g^2 \ast G^\varepsilon] \} \|_{L^\infty}. \]
Recalling (2) and Lemma 2.8 which say
\[ |\nabla G^\varepsilon| \leq \frac{1}{\varepsilon} G^\varepsilon, \quad |\log[g^1 \ast G^\varepsilon] - \log[g^2 \ast G^\varepsilon]| \leq \frac{1}{\varepsilon} W_\infty(g^1, g^2), \]
we use Young’s convolution inequality again to get
\[ |K_{g'}(v, w) - K_{g''}(v, w)| \leq 2 \frac{1}{\varepsilon^2} |v - w|^{2+\gamma} W_\infty(g^1, g^2). \]
\[ \square \]
Under minimal assumptions on the probability measures, we can obtain a Hölder estimate with respect to the \( W_\infty \) metric.

Lemma 2.10. Fix \( g^i, f^i \in \mathcal{P}(\mathbb{R}^d) \) for \( i = 1, 2 \) and \( \gamma \in (-3, -2] \). Then, we have the estimate
\[ |U^*\{g^1, f^1\}(v) - U^*\{g^2, f^2\}(v)| \lesssim W_\infty(g^1, g^2) + W_\infty(f^1, f^2)^{3+\gamma}. \]

Proof. Starting from the definition, we have
\[ U^*\{g^1, f^1\}(v) - U^*\{g^2, f^2\}(v) \]
\[ = \int_{\mathbb{R}^d} K_{g^1}(v, w) df^1(w) - \int_{\mathbb{R}^d} K_{g^2}(v, w) df^2(w) \]
\[ = \int_{\mathbb{R}^d} (K_{g^1}(v, w) - K_{g^2}(v, w)) df^1(w) + \int_{\mathbb{R}^d} K_{g^2}(v, w) d(f^1 - f^2)(w) \]
\[ =: I_1 + I_2. \]
We claim the following estimates
\[ |I_1| \lesssim \varepsilon W_\infty(g^1, g^2), \quad |I_2| \lesssim \varepsilon W_\infty(f^1, f^2)^{3+\gamma}. \]
The term $I_1$ is almost completely treated by Lemma 2.9. We can further estimate the minimum by

$$|I_1| \lesssim \varepsilon W_\infty(g^1, g^2) \int_{\mathbb{R}^d} \min(|v - w|^{3+\gamma}, |v - w|^{2+\gamma}) \, df^1(w)$$
$$\lesssim W_\infty(g^1, g^2) \int_{\mathbb{R}^d} |v - w|^{2+\gamma} \, df^1(w).$$

When $\gamma \in (-3, -2]$, simply estimate $|v - w|^{2+\gamma} \leq 1$. This takes care of $I_1$ so we focus on $I_2$ for the rest of this proof.

Firstly, take $\tau$ an optimal transport map in $W_\infty$ between $f^1$ and $f^2$, i.e.

$$W_\infty(f^1, f^2) = \text{esssup}_{w \in \mathbb{R}^d} |\tau(w) - w|.$$

Moreover, the following identity holds in $\mathcal{P}(\mathbb{R}^d)$: $f^2 = \tau \# f^1$. This allows us to rewrite the difference $I_2$ as

$$I_2 = \int_{\mathbb{R}^d} [K_{g^2}(v, w) - K_{g^2}(v, \tau(w))] \, df^1(w). \quad (11)$$

We split the integration region in (11) into $A = \{w \in \mathbb{R}^d | |v - w| < 2W_\infty(f^1, f^2)\}$ and its complement $\mathbb{R}^d \setminus A$. In the set $A$, we begin with the blunt $L^\infty$ bound on $K$ from Proposition 2.4 which implies

$$|K_{g^2}(v, w) - K_{g^2}(v, \tau(w))|$$
$$\lesssim \varepsilon \min(|v - w|^{3+\gamma}, |v - w|^{2+\gamma}) + \min(|v - \tau(w)|^{3+\gamma}, |v - \tau(w)|^{2+\gamma})$$
$$\lesssim W_\infty(f^1, f^2)^{3+\gamma} + |v - \tau(w)|^{3+\gamma}.$$

For the second term, we simply use the triangle inequality

$$|v - \tau(w)| \leq |v - w| + |\tau(w) - w| \leq 3W_\infty(f^1, f^2).$$

This gives

$$|K_{g^2}(v, w) - K_{g^2}(v, \tau(w))| \lesssim \varepsilon W_\infty(f^1, f^2)^{3+\gamma} \quad \text{(12)}$$

which is independent of $w$ so we have

$$\int_A |K_{g^2}(v, w) - K_{g^2}(v, \tau(w))| \, df^1(w) \lesssim \varepsilon W_\infty(f^1, f^2)^{3+\gamma}.$$

Turning to the complement region $\mathbb{R}^d \setminus A$ given as $\{w \in \mathbb{R}^d | |v - w| \geq 2W_\infty(f^1, f^2)\}$, we use Lemma 2.5 to obtain

$$|K_{g^2}(v, w) - K_{g^2}(v, \tau(w))| \lesssim |\tau(w) - w| \max(|v - w|^{2+\gamma}, |v - \tau(w)|^{2+\gamma}).$$

Recalling that $2 + \gamma \leq 0$, the reverse triangle inequality yields

$$|v - \tau(w)| \geq |v - w| - |\tau(w) - w| \geq W_\infty(f^1, f^2),$$

because $|v - w| \geq 2W_\infty(f^1, f^2)$.

Therefore, from the previous estimate, we obtain

$$|K_{g^2}(v, w) - K_{g^2}(v, \tau(w))| \lesssim |\tau(w) - w| W_\infty(f^1, f^2)^{2+\gamma} \lesssim W_\infty(f^1, f^2)^{3+\gamma}.$$
This is exactly the same as (12) for A. Integrating both inequalities against $f^1$ yields

$$|I_2| \leq \left( \int_A + \int_{R^d \setminus A} \right) |K_{g^2}(v, w) - K_{g^2}(v, \tau(w))| \, df^1(w) \lesssim \varepsilon W_\infty(f^1, f^2)^{3+\gamma}.$$

If we impose more assumptions on the probability measures, in particular (A2) we can derive linear stability with respect to the $W_\infty$ metric.

**Proposition 2.11 (Linear stability).** Fix $g^i, f^i \in P_c(R^d)$ for $i = 1, 2$ and $\gamma \in (-3, 0]$. For $\gamma \in (-3, -2)$, assume further that $f^i$ satisfies (A2) Then we have the estimate

$$|U^\varepsilon[g^1, f^1](v) - U^\varepsilon[g^2, f^2](v)| \lesssim \varepsilon \left\{ \begin{array}{ll}
\langle v \rangle^{2+\gamma} |M_{2+\gamma}(f^1) - M_{2+\gamma}(f^2)| W_\infty(f^1, f^2), & \gamma \in [-2, 0] \\
W_\infty(g^1, g^2) + (1 + \|f^1\|_{L_p} + \|f^2\|_{L_p}) W_\infty(f^1, f^2), & \gamma \in (-3, -2) \end{array} \right..$$

**Proof.** Our starting point repeats the proof of Lemma 2.10 above. Using the same notation from there, we split

$$U^\varepsilon[g^1, f^1](v) - U^\varepsilon[g^2, f^2](v) = \int_{R^d} (K_{g^1}(v, w) - K_{g^2}(v, w)) \, df^1(w) + \int_{R^d} K_{g^2}(v, w) \, df^1(w) - f^2(w) =: I_1 + I_2.$$

We inherit the estimate for $I_1$ from the proof of Lemma 2.10 which reads, using Peetre’s inequality in Lemma 2.2 for $\gamma \in [-2, 0]$,

$$|I_1| \lesssim \varepsilon W_\infty(g^1, g^2) \times \left\{ \begin{array}{ll}
1, & \gamma \in (-3, -2) \\
M_{2+\gamma}(f^1) \langle v \rangle^{2+\gamma}, & \gamma \in [-2, 0] \end{array} \right..$$

We focus entirely on $I_2$; in the case $\gamma \in (-3, -2)$, we claim that

$$|I_2| \lesssim \varepsilon (1 + \|f^1\|_{L_p} + \|f^2\|_{L_p}) W_\infty(f^1, f^2).$$

In the case $\gamma \in [-2, 0]$, we claim that

$$|I_2| \lesssim \varepsilon \langle v \rangle^{2+\gamma} (M_{2+\gamma}(f^1) + M_{2+\gamma}(f^2)) W_\infty(f^1, f^2).$$

In both cases, we rewrite $I_2$ in the following way; take $\tau$ an optimal transport map between $f^1$ and $f^2$ in $W_\infty$ so that we have

$$I_2 = \int_{R^d} (K_{g^2}(v, w) - K_{g^2}(v, \tau(w))) \, df^1(w), \quad f^2 = \tau \# f^1.$$

Applying Lemma 2.5 and recalling the (anti-)symmetry of $K_{g^2}(v, w) = -K_{g^2}(w, v)$, we have

$$|I_2| \lesssim \varepsilon \int_{R^d} |w - \tau(w)| \max (|v - w|^{2+\gamma}, |v - \tau(w)|^{2+\gamma}) \, df^1(w) \leq W_\infty(f^1, f^2) \left( \int_{R^d} (|v - w|^{2+\gamma} + |v - \tau(w)|^{2+\gamma}) \, df^1(w) \right).$$
We split the sum and reformulate the second term in terms of $f^2$ using $\tau$ to obtain
\[
|I_2| \lesssim \varepsilon W_\infty (f^1, f^2) \left( \int_{\mathbb{R}^d} |v-w|^{2+\gamma} \, df^1(w) + \int_{\mathbb{R}^d} |v-w|^{2+\gamma} \, df^2(w) \right).
\]  
(13)

The case $\gamma \in (-3, -2)$: By partitioning $\mathbb{R}^d$ into $\{w \in \mathbb{R}^d \mid |v-w| \leq 1\}$ and its complement, a standard application of Hölder’s inequality gives
\[
\int_{\mathbb{R}^d} |v-w|^{2+\gamma} \, df^1(w) \leq 1 + \left( \int_{|v-w| \leq 1} |v-w|^{(2+\gamma)p'} \right)^{1/p} \left\| f^1 \right\|_{L^p}
\]
and similarly for $f^2$. Using the assumption $(2+\gamma)p' > -d$, inequality (13) is further refined to
\[
|I_2| \lesssim \varepsilon, d, \gamma, p \left( 1 + \left\| f^1 \right\|_{L^p} + \left\| f^2 \right\|_{L^p} \right) W_\infty (f^1, f^2).
\]

The case $\gamma \in [-2, 0]$: Since $2 + \gamma \geq 0$, we use Peetre’s inequality Lemma 2.2 to estimate
\[
|v-w|^{2+\gamma} \leq (v-w)^{2+\gamma} \lesssim (v-w)^{2+\gamma} \langle w \rangle^{2+\gamma}.
\]
Inserting this into (13), we get
\[
|I_2| \lesssim \varepsilon \langle w \rangle^{2+\gamma} W_\infty (f^1, f^2) \left( \int_{\mathbb{R}^d} (w)^{2+\gamma} \, df^1 + df^2(w) \right).
\]

\[\square\]

3 The continuum model

This section is devoted to the proof of Theorem 1.1, the well-posedness of (3). To fix notation, we seek solutions in the following spaces

\[X_{\gamma} = X_{\gamma}(T) := \begin{cases} 
C([0, T]; \mathcal{P}_c(\mathbb{R}^d)), & \gamma \in [-2, 0] \\
C([0, T]; \mathcal{P}_c(\mathbb{R}^d)) \cap L^\infty (0, T; L^p(\mathbb{R}^d)), & \gamma \in (-3, -2)
\end{cases} \]

For $\gamma \in (-3, -2)$, the exponent $p$ corresponds to that of $A_2$. In particular, we endow $X_{\gamma}$ with the metric
\[
d_\infty (f^1, f^2) := \sup_{t \in [0, T]} W_\infty (f^1(t), f^2(t)), \quad \forall f^1, f^2 \in X_{\gamma}.
\]

Given $g \in X_{\gamma}$, we first want to find $f \in X_{\gamma}$ solving
\[
\partial_t f + \nabla \cdot (f U^e(g)) = 0, \quad f(t=0) = f^0.
\]

(P)

Well-posedness of (3) then comes from ensuring the map $g \mapsto f$ just described has a unique fixed point in a closed subspace of $X_{\gamma}$.

Given a curve $g \in X_{\gamma}$, we denote by $\Phi_g$ the characteristic flow corresponding to (P) satisfying
\[
\frac{d}{dt} \Phi_g(t, v) = U^e(g)(\Phi_g(t, v)), \quad \Phi_g(0, v) = v \in \mathbb{R}^d.
\]

Proposition 3.1. Fix $\varepsilon > 0, \gamma \in (-3, 0), g \in X_{\gamma}$, and initial condition $f^0$ satisfying $A_1$ and $A_2$.
Then, $f(t) = \Phi_g(t, \cdot) \# f^0$ is the unique weak solution in $C([0, T]; \mathcal{P}(\mathbb{R}^d))$ to (P).
Finally, since $f(t) = \Phi_g(t, \cdot) \# f^0$ is the unique weak solution in $C([0, T^*]; \mathcal{P}(\mathbb{R}^d))$. For $\gamma \in (-3, -2)$, Proposition 2.7 implies global Lipschitz regularity of $U^\varepsilon$ hence $\Phi_g$ is globally defined and we can directly take $T^* = T$. For $\gamma \in [-2, 0]$, Lemma 3.2 excludes blow up of $\Phi_g$ so we can take $T^* = T$ here too.

\[\text{Lemma 3.2.} \quad \text{For } \varepsilon > 0 \text{ and } g \in X_\gamma, \text{ let } \Phi_g \text{ be the flow map of (14) with maximal time of existence } T^* > 0. \text{ Then, we have the estimates}
\]

\[\langle \Phi_g \rangle \leq \left\{ (v) \exp \left\{ C_\varepsilon \left[ \sup_{s \in [0, T]} M_2(g(s)) \right] t \right\}, \quad \gamma \in (-2, 0)
\]

\[\langle v \rangle + C_\varepsilon t, \quad \gamma \in (-3, -2) \right\}, \quad \forall t \in [0, T^*].
\]

Here, $C_\varepsilon > 0$ is a constant depending only on $\varepsilon > 0$. In particular, $\Phi_g$ extends to a global solution of (14) on $[0, T]$.

\[\text{Proof.} \quad \text{We begin, for } \gamma \in (-2, 0), \text{ by differentiating } \frac{1}{2}|\Phi_g(t, v)|^2 \text{ with respect to } t \in (0, T^*). \text{ Expanding the definition of } U^\varepsilon, \text{ we obtain}
\]

\[\frac{d}{dt} \frac{1}{2} |\Phi_g(t, v)|^2 = \Phi_g(t, v) \cdot U^\varepsilon(g)(\Phi_g(t, v))
\]

\[= \Phi_g(t, v) \cdot \int_{\mathbb{R}^d} |\Phi_g(t, v) - w|^{2+\gamma} II[\Phi_g(t, v) - w] B^\varepsilon(\Phi_g(t, v), w) \, dg(w),
\]

where we have abbreviated

\[B^\varepsilon(v, w) := \nabla G^\varepsilon \ast \log[g \ast G^\varepsilon](v) - \nabla G^\varepsilon \ast \log[g \ast G^\varepsilon](w).
\]

Notice that $|B^\varepsilon| \lesssim 1$ by (10). Our goal is to show $\int I \, dg(w) \lesssim |\Phi_g|$ and then apply Grönwall’s inequality. First, we split the integral into regions where $|\Phi_g - w| \leq 1$ and $|\Phi_g - w| > 1$. As $2 + \gamma > 0$, the former piece can be easily estimated as follows

\[\frac{1}{t} \int_{\mathbb{R}^d} I \, dg(w) = \Phi_g \cdot \left( \int_{|\Phi_g - w| \leq 1} I \, dg(w) + \int_{|\Phi_g - w| > 1} I \, dg(w) \right)
\]

\[\lesssim \varepsilon |\Phi_g| + \int_{|\Phi_g - w| > 1} |\Phi_g - w|^{2+\gamma} II[\Phi_g - w] \Phi_g \, dg(w).
\]

Turning to $II$, we use the fact that $II[v - w]v = II[v - w]w$ and $|\Phi_g - w|^2 \leq 2|\Phi_g|^2 + 2|w|^2$ to estimate

\[II \lesssim |\Phi_g|^2 \int_{|\Phi_g - w| > 1} |\Phi_g - w|^\gamma II[\Phi_g - w]w \, dg(w)
\]

\[+ \int_{|\Phi_g - w| > 1} |w|^2 |\Phi_g - w|^\gamma II[\Phi_g - w] \Phi_g \, dg(w).
\]

Finally, since $|\Phi_g - w| > 1$ and $\gamma \leq 0$, we can bluntly estimate the remaining contributions by

\[II \leq M_1(g)|\Phi_g|^2 + M_2(g)|\Phi_g|.
\]
Putting this together with (16) and (15), we have
\[ \frac{d}{dt} \frac{1}{2} (\Phi_g(t, v))^2 \leq C(t, s) M_2(g) (\Phi_g(t, v))^2. \]
Grönwall’s inequality gives the inequality for \( \gamma \in (-2, 0) \).

Turning to the case \( \gamma \in (-3, -2] \), we write the integral form of (14)
\[ |\Phi_g(t, v) - v| = \left| \int_0^t U^\varepsilon[g](\Phi_g(s, v)) \, ds \right| \lesssim t. \]
The final estimate comes from applying Proposition 2.4.

**Proposition 3.3.** The space \((X_\gamma, d_\infty)\) for \( \gamma \in (-3, 0) \) is a complete metric space.

**Proof.** This can be proven from the fact that \((P_{\mathcal{E}}(\mathbb{R}^d), W_\infty)\) is complete and metrizes weak convergence [35]. Moreover, the \(L^p\) norm is lower semi-continuous with respect to this topology.

3.1 **Moment and \(L^p\) propagation**

In this section, we derive the moment and \(L^p\) propagation estimates we will need for the fixed point argument to prove Theorem 1.4.

**Proposition 3.4.** Fix \( \varepsilon > 0 \), \( \gamma \in (-3, 0] \), and initial condition \( f^0 \) satisfying [A1] and [A2] and \( g \in X_\gamma \). The unique weak solution \( f(t) = \Phi_g(t, \cdot) \# f^0 \) to (P) belongs to \( C((0, T]; P_{\mathcal{E}}(\mathbb{R}^d)) \) with second moment growth estimate
\[ M_2(f(t)) \leq M_2(f^0) \exp \left\{ C_\varepsilon \left( \sup_{s \in [0, T]} M_2(g(s)) \right) t \right\}, \quad \forall t \in [0, T]. \]
If, moreover, \( f = g \) (i.e. \( f \) solves (3)), then \( M_2(f(t)) = M_2(f^0) \) for all \( t \in [0, T] \).

**Remark 1.** The same propagation result applies for higher order moments. The constant \( C_\varepsilon \) grows linearly with the order of the moment.

The following \(L^p\) estimate can be derived directly from standard facts about solutions to the continuity equation which can be found, for example, in [10, 2]. For completeness, we prove Lemma 3.5 in Section 3.

**Lemma 3.5.** For fixed \( \varepsilon > 0 \), \( \gamma \in (-3, -2) \) and \( g \in X_\gamma \), we have the following \(L^p\) estimate for \( f(t) = \Phi_g(t, \cdot) \# f^0 \) where \( f^0 \in L^p \) and \( \Phi_g \) are as in (P) and (14), respectively.
\[ \|f(t)\|_{L^p} \leq \|f^0\|_{L^p} \exp \left\{ C_{\varepsilon, \gamma, \delta} \left( 1 + \text{esssup}_{s \in [0, T]} \|g(s)\|_{L^p} \right) t \right\}, \quad \forall t \in [0, T]. \]
In particular, \( f \in X_\gamma \).

**Proof of Proposition 3.4** We begin by writing the weak formulation of (P) against test functions \( \phi \in C_c^\infty(\mathbb{R}^d) \),
\[
\frac{d}{dt} \int_{\mathbb{R}^d} \phi(v) \, df_t(v) = \int_{\mathbb{R}^d} \nabla \phi(v) \cdot U^\varepsilon[g(t)](v) \, df_t(v) = \int_{\mathbb{R}^{2d}} |v - w|^{2+\gamma} \nabla \phi(v) \cdot \Pi[v - w] B^\varepsilon \, df(v) \, dg(w).
\]
We will derive the desired estimate by making use of \((v)^{2} \phi_{R}\) as a test function in (17), where
\[
\phi_{R}(v) = \phi \left( \frac{v}{R} \right), \quad \phi(v) = \Phi(|v|) = \begin{cases} 1 & |v| \leq 1 \\ 0 & |v| > 2 \end{cases}, \quad \Phi \geq 0, \quad \Phi \in C_{c}^{\infty}(\mathbb{R}).
\]

Firstly, notice that \(\nabla((v)^{2} \phi_{R}(v))\) is supported in \(|v| \leq 2R\) and takes the form
\[
\nabla((v)^{2} \phi_{R}(v)) = \left( 2\phi_{R}(v) + \frac{1}{R} (v)^{2} \frac{\Phi'(|v|/R)}{|v|} \right) v.
\]  

(18)

In particular, since \(\frac{1}{R} \lesssim \frac{1}{|v|} \lesssim \frac{1}{(v)}\) for large \(R \gg 1\), the bound for \(\Phi'\) gives
\[
\nabla((v)^{2} \phi_{R}(v)) = P(v)v, \quad \text{with}|P(v)| \lesssim 1.
\]  

(19)

We start with the easier case of \(\gamma \in (-3, -2)\). By interpolating the estimates in (10), the function \(\nabla \log[g * G^{\varepsilon}]\) is Hölder continuous so we can deduce
\[
|v - w|^{2+\gamma}|B^{\varepsilon}| \lesssim_{\varepsilon} 1, \quad B^{\varepsilon} = \nabla G^{\varepsilon} * \log[g * G^{\varepsilon}](v) - \nabla G^{\varepsilon} * \log[g * G^{\varepsilon}](w).
\]

This greatly simplifies the double integral to the following
\[
\left| \int_{\mathbb{R}^{2d}} |v - w|^{2+\gamma} \nabla((v)^{2} \phi_{R}(v)) \cdot \Pi[v - w]B^{\varepsilon} \, df(v) \, dg(w) \right|
\leq C_{\varepsilon} \int_{\mathbb{R}^{2d}} |v - w|^{2+\gamma} P(v)v \cdot \Pi[v - w]B^{\varepsilon} \, df(v) \, dg(w)
\leq C_{\varepsilon} M_{0}(g) M_{1}(f) + \int_{\mathbb{R}^{d}} \int_{\{v : |v - w| \geq 1\}} |v - w|^{2+\gamma} P(v)v \cdot \Pi[v - w]B^{\varepsilon} \, df(v) \, dg(w).
\]  

(20)

For the term \(I\), we use the identity \(\Pi[v - w]v = \Pi[v - w]w, \ |B^{\varepsilon}| \lesssim_{\varepsilon} 1, \ (19)\), and Young’s inequality (c.f. the proof of Lemma 5.2) which give
\[
|I| \lesssim_{\varepsilon} \int_{\mathbb{R}^{d}} \int_{\{v : |v - w| \geq 1\}} (|v|^{2} + |w|^{2}) |v - w|^{\gamma} |\Pi[v - w]v| \, df(v) \, dg(w)
\leq \int_{\mathbb{R}^{d}} \int_{\{v : |v - w| \geq 1\}} |v|^{2} |\Pi[v - w]w| \, df(v) \, dg(w)
+ \int_{\mathbb{R}^{d}} \int_{\{v : |v - w| \geq 1\}} |\Pi[v - w]v| |w|^{2} \, df(v) \, dg(w)
\leq M_{1}(g) M_{2}(f) + M_{2}(g) M_{1}(f).
\]

Collecting this estimate with (20), we have
\[
\left| \int_{\mathbb{R}^{2d}} |v - w|^{2+\gamma} \nabla((v)^{2} \phi_{R}(v)) \cdot \Pi[v - w]B^{\varepsilon} \, df(v) \, dg(w) \right|
\lesssim_{\varepsilon} (M_{0}(g)M_{1}(f) + M_{1}(g)M_{2}(f) + M_{2}(g)M_{1}(f)) \leq M_{2}(g)M_{2}(f).
\]
Inserting this estimate into (17) and integrating in time, we get
\[ \int_{\mathbb{R}^d} \langle v \rangle^2 \phi_R(v) \, df_t(v) \leq \int_{\mathbb{R}^d} \langle v \rangle^2 \phi_R(v) \, df^0(v) + C \int_0^t M_2(g(s)) M_2(f(s)) \, ds. \]

By Monotone Convergence, passing to the limit \( R \to \infty \) with Grönwall’s inequality gives the stated a priori estimate on the growth of the second moment of \( f \).

Concerning the statement that \( f \in C([0,T]; \mathcal{P}_X(\mathbb{R}^d)) \), notice that \( \Phi_g \) is bounded in \([0,T]\) when \( g \in X_\gamma \), according to Lemma 3.2. Moreover, since \( f^0 \) has compact support, \( f \) has compact support as a push-forward of \( f^0 \) through a bounded flow map.

Finally, in the case \( f = g \), take \( \phi(v) = \langle v \rangle^2 = 1 + |v|^2 \) as a test function (justified by the previous estimates) so that the right-hand side of (17) reads
\[ \frac{d}{dt} M_2(f(t)) = \frac{d}{dt} \int_{\mathbb{R}^d} (1 + |v|^2) \, df_t(v) = 2 \int_{\mathbb{R}^d} \langle v-w \rangle^{2+\gamma} \, df_t(v) \, df_t(w) \]
\[ = \int_{\mathbb{R}^d} \langle v-w \rangle^{2+\gamma} \, df_t(v) \, df_t(w) = 0. \]

In plain words, \( M_2(f(t)) \) is constant. \( \square \)

3.2 Well-posedness of (4)

In this section, we prove Theorem 1.1 by applying the contraction mapping theorem to the solution map of (14) denoted by \( S_\gamma : g \in X_\gamma \mapsto f(t) = \Phi_g(t, \cdot) f^0 \in X_\gamma \) (c.f. Proposition 3.4 and Lemma 3.5). We will leverage the propagation estimates from Section 3.1 to the following closed subspace of \( X_\gamma \). For \( T > 0 \), define
\[ M_\gamma = M_\gamma(T) := \left\{ \begin{array}{l} \{ f \in X_\gamma \mid \sup_{t \in [0,T]} M_2(f(t)) \leq 2M_2(f^0) \}, \quad \gamma \in [-2,0] \\ \{ f \in X_\gamma \mid \operatorname{esssup}_{t \in [0,T]} \| f(t) \|_{L^p} \leq 3\| f^0 \|_{L^p} \}, \quad \gamma \in (-3,-2) \end{array} \right\} . \]

**Remark 2.** Fix \( b > 0 \) and \( k > a > 0 \). For \( T > 0 \), define the function
\[ F_T : [0,k] \to [0, +\infty), \quad F_T(x) = ae^{bT x}. \]

Then, for every \( T \leq T_C := \frac{1}{ab} \log \frac{k}{a} \), it holds \( F_T \leq k \). In other words, \( F_T : [0,k] \to [0,k] \).

Motivated by Remark 2, we define the time horizon
\[ T_C := \begin{cases} \log \frac{2}{\cosh^2 \gamma M_2(f^0)}, & \gamma \in [-2,0] \\ \min \left( \log \frac{2}{\cosh^2 \gamma}, \log \frac{2}{\cosh^2 \gamma \| f^0 \|_{L^p}} \right), & \gamma \in (-3,-2) \end{cases} , \]
where \( C_{a,\gamma,\cdot}, C_{\gamma,\cdot,\cdot,\cdot,\cdot,\cdot} > 0 \) are the constants appearing in the exponential in Proposition 3.4 and Lemma 3.5 respectively. The plan of the following proof is to show that \( S_\gamma \) is a contraction from \( M_\gamma \) to itself.

**Proof of Theorem 1.1**. For fixed \( g \in M_\gamma \), we denote \( f = S_\gamma g \) (i.e. \( f(t) = \Phi_g(t, \cdot) f^0 \)). Let us first consider \( \gamma \in [-2,0] \) and show \( f \in M_\gamma \). The estimate of Proposition 3.4 reads
\[ \sup_{s \in [0,T]} M_2(f(s)) \leq F_T \left( \sup_{s \in [0,T]} M_2(g(s)) \right) \]
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where $F_T$ is the function from Remark 2 and the constants are $a = M_2(f^0)$, $b = C_\varepsilon$. Moreover, we take the constant $k = 2M_2(f^0) > a = M_2(f^0)$. This fulfills the criteria of Remark 2 so that for $T \leq T_C = \frac{\log 2}{2|C_\varepsilon M_2(f^0)|}$, we have

$$
\sup_{s \in [0,T]} M_2(f(s)) \leq 2M_2(f^0).
$$

This proves $f \in M_\gamma$ in the case $\gamma \in [-2,0]$. The case $\gamma \in (-3,-2)$ follows similarly from Lemma 3.5 (which replaces Proposition 3.4) and Remark 2.

Existence and uniqueness: We now prove that $S_\gamma$ is a contraction on $M_\gamma$ with respect to the metric $d_\infty$. We need to show that there is some universal constant $\kappa \in (0,1)$ such that for every $g^1, g^2 \in M_\gamma$, we have

$$
d_\infty(S_\gamma g^1, S_\gamma g^2) = \sup_{t \in [0,T]} W_\infty(S_\gamma g^1(t), S_\gamma g^2(t)) \leq \kappa d_\infty(g^1, g^2).
$$

Let us denote $f^i = S_\gamma g^i$ for $i = 1, 2$ so that $f^i \in M_\gamma$ solves (20) induced by $g^i$. Let us fix $t \in [0,T]$ and suppress the time dependence. We can use $\langle \Phi_{g^i} \# f^0 \rangle$ as an admissible transport plan between $f^1$ and $f^2$ and the following estimate (30)

$$
W_\infty(f^1, f^2) = \lim_{p \to \infty} W_p(\Phi_{g^i} \# f^0, \Phi_{g^2} \# f^0) \leq \lim_{p \to \infty} \left( \int_{\mathbb{R}^d} |\Phi_{g^1}(v) - \Phi_{g^2}(v)|^p \, d f^0(v) \right)^{\frac{1}{p}}.
$$

The crucial quantity to estimate is the difference between the flow maps. Notice that we are only concerned with the difference for $v \in \text{supp} f^0 \subset B_R$ from (41). In particular, for $g^1, g^2 \in M_\gamma$ and $\gamma \in (-2,0]$, we will use the following growth estimate from Lemma 3.2

$$
\langle \Phi_{g^i} \rangle \leq \langle R \rangle \exp \left( C_\varepsilon M_2(f^0) T \right), \quad i = 1, 2.
$$

Using the fact that the flow maps satisfy (14), we write again for fixed $t \in [0,T]$

$$
\Phi_{g^i}(v) - \Phi_{g^2}(v) = \int_0^t U^\varepsilon [g^1](\Phi_{g^1}(s, v)) - U^\varepsilon [g^2](\Phi_{g^2}(s, v)) \, ds
$$

$$
= \int_0^t U^\varepsilon [g^1](\Phi_{g^1}(s, v)) - U^\varepsilon [g^1](\Phi_{g^2}(s, v)) \, ds
$$

$$
+ \int_0^t U^\varepsilon [g^2](\Phi_{g^2}(s, v)) - U^\varepsilon [g^2](\Phi_{g^2}(s, v)) \, ds.
$$

Starting with the difference $I_1$, we use the Lipschitz regularity of $U^\varepsilon$ from Proposition 2.7 to get

$$
|I_1| \leq A_\gamma (g^1, \Phi_{g^1}(s, v), \Phi_{g^2}(s, v)) \, |\Phi_{g^1}(s, v) - \Phi_{g^2}(s, v)|.
$$

In particular, absorbing more constants into $C_\varepsilon$, (22) gives the bound

$$
|A_\gamma| \leq \begin{cases} C_\varepsilon M_2(f^0) \langle R \rangle^{2+} \exp \left( C_\varepsilon (2 + \gamma) M_2(f^0) T \right), & \gamma \in [-2,0] \\ C_{\varepsilon, \gamma, p', d}(1 + \|f^0\|_{L^p}), & \gamma \in (-3, -2) \end{cases}.
$$

Turning to $I_2$, we need to estimate the measure-wise difference of the velocity fields $U^\varepsilon$. An application of Proposition 2.11 and (22) gives

$$
|I_2| \lesssim_\varepsilon W_\infty(g^1(s), g^2(s)) \left\{ \begin{array}{ll} \langle R \rangle^{2+} M_2(f^0) \exp \left( C_\varepsilon (2 + \gamma) M_2(f^0) T \right), & \gamma \in [-2,0] \\ (1 + \|f^0\|_{L^p}), & \gamma \in (-3, -2) \end{array} \right..$$
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Inserting these estimates for $I_1$ and $I_2$ back into (23), we have

$$|\Phi_{g^1}(v) - \Phi_{g^2}(v)| \leq c \int_t^0 |\Phi_{g^1}(s, v) - \Phi_{g^2}(s, v)| + W_{\infty}(g^1(s), g^2(s))ds.$$  

Denoting the constant on the right-hand side by $c = c(\varepsilon, f^0)$ (the dependence on $\gamma$ and $T$ is bounded), an application of Grönwall’s inequality gives

$$|\Phi_{g^1}(v) - \Phi_{g^2}(v)| \leq c \int_0^t e^{(t-s)}W_{\infty}(g^1(s), g^2(s))ds.$$  

Notice that the previous estimate is independent of $v$ and $p > 1$, hence when it is substituted into (21), we obtain

$$W_{\infty}(f^1(t), f^2(t)) \leq c \int_0^t e^{c(t-s)}W_{\infty}(g^1(s), g^2(s))ds \leq (e^{cT} - 1)d_{\infty}(g^1, g^2).$$  

By reducing $T > 0$ even further (depending only on $\varepsilon$ and $f^0$), we can ensure that the Lipschitz constant $e^{cT} - 1 = \kappa < 1$.

**Maximal time of existence:** Having finished with the short time existence and uniqueness of solutions to (3), we turn to the statement concerning the maximal time of existence, $T_M$. The dichotomy for $\gamma \in (-3, -2)$ comes from the standard Cauchy-Lipschitz theory. For the case $\gamma \in [-2, 0]$, we were able to construct solutions provided we could ensure

$$\sup_{t \in [0, T_M]} M_2(f(t)) \leq 2M_2(f^0).$$

On the other hand, the last statement of Proposition 3.3 shows that second moments are conserved by solutions of (3): $M_2(f(t)) = M_2(f^0)$, for every $t \in [0, T_M]$. Thus, we can indefinitely repeat the contraction mapping argument and extend the solution globally to any finite time horizon. □

4 The Mean Field limit

This section is dedicated to the proof of Theorem 1.3. The initial computations for both cases $\gamma \in [-2, 0]$ and $\gamma \in (-3, -2)$ are the same which we present now until they diverge. To fix notation, let $f$ and $\mu^N = \sum_{i=1}^{N} m_i \delta_{v^i(t)}$ denote the continuum and (any) empirical solution constructed from Sections 3 and C, respectively. $f^0$ denotes the initial data to $f$ satisfying [A1] and [A2] while $\mu^N_0 = \sum_{i=1}^{N} m_i \delta_{v^i_0}$ denotes the initial data of $\mu^N$ satisfying [B1] and [B2] We define the following ‘discrete’ flow

\begin{align*}
\begin{cases}
\frac{d}{dt} F^N(t, s; v) = U^\varepsilon[\mu^N](F^N(t, s; v)) & , \quad t, s \in [0, T^N], \\
F^N(s, s; v) = v & \quad v \in \mathbb{R}^d
\end{cases}
\end{align*}

(24)

such that $\eta_m(t) = \min_{i \neq j} |v^i(t) - v^j(t)| > 0$ for $t \in [0, T^N]$ together with the ‘continuous’ flow

\begin{align*}
\begin{cases}
\frac{d}{dt} F(t, s; v) = U^\varepsilon[f](F(t, s; v)) & , \quad t, s \in [0, T_m], \\
F(s, s; v) = v & \quad v \in \mathbb{R}^d
\end{cases}
\end{align*}

(25)

Notice that $T^N > 0$ may be taken as any arbitrary time horizon for $\gamma \in [-2, 0]$ since $\mu^N$ is defined for all times and Proposition C.1 asserts that $\eta_m^N(t) > 0$ for all times. The dependence
on $N \in \mathbb{N}$ for the time horizon $T^N$ in (24) is only relevant for $\gamma \in (-3, -2)$ and this is investigated in the sequel. Here $T_m > 0$ is the maximal time of existence of the continuum limit solving (8) as indicated in Theorem 1.1. We may choose $T_m = +\infty$ for $\gamma \in [-2, 0]$ while a priori it may be finite for $\gamma \in (-3, -2)$. From the discussion in the Sections 3 and 6 the flows in (24) and (25) are well-defined. Fix $0 < t_0 < \min(T_m, T_N)$. Take $\tau^0$ an optimal transport map in $W_\infty$ between $f(t_0)$ and $\mu^N(t_0)$ i.e. $\mu^N(t_0) = \tau^0 \# f(t_0)$. From the construction of $f$ in Section 3 we have that $f(t) = F(t, t_0; \cdot) \# f(t_0)$. Moreover, we also have $\mu^N(t) = F^N(t, t_0; \cdot) \# \mu^N(t_0)$. Using a composition of all these maps, we can define a candidate transport map to estimate the $W_\infty$ distance between $f(t)$ and $\mu^N(t)$ by
\[
\tau^t \# f(t) = \mu^N(t), \text{ where } \tau^t = F^N(t, t_0; \cdot) \circ \tau^0 \circ F(t_0, t; \cdot).
\]
For any $1 \leq p < \infty$, the $W_p$ Wasserstein distance can be estimated by
\[
W_p^p(\mu^N(t), f(t)) \leq \int_{\mathbb{R}^d} |F(t, t_0; v) - F^N(t, t_0; \tau^0(v))|^p \, d\mu^N(t_0)(v).
\]
The limit $p = \infty$ is then given by
\[
\eta^N(t) = W_\infty(\mu^N(t), f(t)) \leq \|F(t, t_0; \cdot) - F^N(t, t_0; \tau^0(\cdot))\|_{L^\infty(f(t_0))}.
\]
By definition of the flows defined in (24) and (25), we have
\[
\frac{d}{dt} \bigg|_{t=t_0^+} F^N(t, t_0; \tau^0(v)) - F(t, t_0; v) = U^\varepsilon[\mu^N(t_0)](\tau^0(v)) - U^\varepsilon[f(t_0)](v).
\]
Therefore, we can estimate
\[
\frac{d}{dt} \bigg|_{t=t_0^+} \eta^N(t) \leq \|U^\varepsilon[\mu^N(t_0)](\tau^0(v)) - U^\varepsilon[f(t_0)](v)\|_{L^\infty(f(t_0))}. \tag{26}
\]
We expand the velocity difference in (26) using the fact that $\tau^0$ transports $f(t_0)$ to $\mu^N_{t_0}$
\[
U^\varepsilon[\mu^N(t_0)](\tau^0(v)) - U^\varepsilon[f(t_0)](v) = \int_{\mathbb{R}^d} K_{\mu^N_{t_0}}(\tau^0(v), w) \, d\mu^N_{t_0}(w) - \int_{\mathbb{R}^d} K_f(t_0)(v, w) \, d\mu^N_{t_0}(w)
\]
\[
= \int_{\mathbb{R}^d} (K_{\mu^N_{t_0}}(\tau^0(v), \tau^0(w)) - K_f(t_0)(v, w)) \, d\mu^N_{t_0}(w)
\]
\[
= \int_{\mathbb{R}^d} \left\{ K_{\mu^N_{t_0}}(\tau^0(v), \tau^0(w)) - K_{\mu^N_{t_0}}(\tau^0(v), w) + K_{\mu^N_{t_0}}(\tau^0(v), w) - K_{\mu^N_{t_0}}(v, w) \right\} \, d\mu^N_{t_0}(w)
\]
\[
+ \int_{\mathbb{R}^d} \left\{ K_{\mu^N_{t_0}}(v, w) - K_{f(t_0)}(v, w) \right\} \, d\mu^N_{t_0}(w). \tag{27}
\]
Starting with the $D_2$ term, we need only concern ourselves with bounded $v$ and $w$ in the integrations owing to Lemma 5.2. In particular, the regions of integration can be restricted to
\[
|v|, |w| \leq \begin{cases} R \exp(C \gamma t_0) & \gamma \in (-2, 0) \\ R + C \gamma t_0 & \gamma \in (-3, -2) \end{cases}.
\]
By Lemmas 2.2 and 2.9 we can estimate the $D_2$ term by

$$
\int_{R^d} |D_2| \, df_{t_0}(w) \lesssim \varepsilon \, W_\infty(\mu_{t_0}^N, f_{t_0}) \int \min \{|v - w|^{3+\gamma}, |v - w|^{2+\gamma}\} \, df_{t_0}(w)
$$

$$
\leq W_\infty(\mu_{t_0}^N, f_{t_0}) \times \left\{ \begin{array}{ll}
R^{2+\gamma} \exp(C_\varepsilon(2 + \gamma)t_0) M_{2+\gamma}(f_{t_0}), & \gamma \in (-2, 0] \\
1, & \gamma \in (-3, -2)
\end{array} \right.
$$

(29)

As for the $D_1$ term, we can complete the proof of Theorem 1.3 for $\gamma \in (-2, 0]$.

**Proof of Theorem 1.3 for moderately soft potentials.** Building on the previous discussion, we only need to estimate the $D_1$ term. Using Lemma 2.2 twice, we get

$$
\int_{R^d} |D_1| \, df_{t_0}(w)
$$

$$
\lesssim \varepsilon \int_{B_R \exp(C_\varepsilon t_0)} |\tau^0(w) - w| \min \{|\tau^0(v) - \tau^0(w)|^{2+\gamma}, |\tau^0(v) - w|^{2+\gamma}\} \, df_{t_0}(w)
$$

$$
+ |\tau^0(v) - v| \int_{B_R \exp(C_\varepsilon t_0)} \min \{|\tau^0(v) - w|^{2+\gamma}, |v - w|^{2+\gamma}\} \, df_{t_0}(w).
$$

The assumptions 1.B1 and A.1 say $W_\infty(\mu_{t_0}^N, f_{t_0}) \to 0$ and $\text{supp} f_0 \subset B_R$, thus for sufficiently large $N \gg 1$, we must have $\text{supp} \mu_{t_0}^N \subset B_{R^2}$. Moreover, $\tau_0$ pushes forward $f_{t_0}$ to $\mu_{t_0}^N$, so we obtain $\text{Im} \tau_0 \subset B_{(R+1)^2} \exp(C_\varepsilon t_0)$ from (28). Hence, we can bluntly estimate the minimum terms using Lemma 2.2 to obtain

$$
\int_{R^d} |D_1| \, df_{t_0}(w)
$$

$$
\leq R^{2+\gamma} \exp(C_\varepsilon(2 + \gamma)t_0) \left( \int |\tau^0(w) - w| \, df_{t_0}(w) + |\tau^0(v) - v| \right)
$$

$$
\leq 2R^{2+\gamma} \exp(C_\varepsilon(2 + \gamma)t_0) W_\infty(\mu_{t_0}^N, f_{t_0}).
$$

Collecting this and (29), plugging them into (27) and then (26), we arrive at

$$
\frac{d}{dt} \bigg|_{t=t_0} \eta^N(t) \lesssim \varepsilon R^{2+\gamma} e^{C_\varepsilon(2+\gamma)t_0} \eta^N(t_0).
$$

As $t_0 \in (0, T)$ was chosen arbitrarily, a direct application of Grönwall’s inequality gives

$$
W_\infty(\mu^N(t), f(t)) \leq W_\infty(\mu_{t_0}^N, f_0) \exp \left\{ C_\varepsilon R^{2+\gamma} e^{C_\varepsilon(2+\gamma)T_T} \right\}, \quad \forall t \in [0, T].
$$

This implies the mean field limit for $\gamma \in (-2, 0]$. 

**Proof of Theorem 1.3 for very soft potentials.** For $\gamma \in (-3, -2)$, the same method to estimate the $D_1$ term in (27) does not work. Moreover, the construction of the particle solutions $\mu^N$ is only local in time up to some time horizon $T^N \to 0$ (c.f. Section 4) which may be strictly less than $T_m$ and may also degenerate to 0 as $N \to +\infty$. We overcome these issues to show the mean field limit by repeating the inter-particle distance analysis from [7]. The general steps from [7] to show $\eta^N(t) \to 0$ are to couple the evolutions of $\eta^N$ and $\eta^N_m$ together in the following way where we recall $\eta^N_m$ denotes the inter-minimum particle distance for the particles in $\mu^N$

$$
\eta^N_m(t) := \min_{i \neq j} |v^i(t) - v^j(t)|.
$$
1. We show first in Section 4.1 the growth estimate of $\eta$ coupled with $\eta_m$

$$\frac{d}{dt} \eta_N \lesssim \varepsilon, \gamma \eta_N (1 + \|f\|_{L^p}) \left(1 + \left(\eta_N^2\right)^{\frac{1}{p'}} \left(\eta_m^N\right)^{1+\gamma}\right). \tag{30}$$

2. Then in Section 4.2 we obtain the decay estimate of $\eta_m$ coupled with $\eta$

$$\frac{d}{dt} \eta_m \gtrsim \varepsilon, \gamma - \eta_m^N (1 + \|f\|_{L^p}) \left(1 + \left(\eta_N^2\right)^{\frac{1}{p'}} \left(\eta_m^N\right)^{1+\gamma}\right). \tag{31}$$

3. The coupled system (30) and (31) together with $B_2$ allow us to deduce both $\lim \inf_{N \to \infty} T_N \geq T_m$ and $\eta_N(t) \to 0$ for all times $t \in [0, T_m)$. This is performed in Section D based on the argument in [7].

Since the velocity vector field $U^\varepsilon$ depends on the solution, we cannot directly repeat the arguments from [7] to establish (30) and (31). Nevertheless, once these estimates are proven, step 3 follows exactly as in [7] which we leave to Section D for completeness.

4.1 Step 1
We focus on the $D_1$ term from (27) recalling that (29) implies

$$\int_{\mathbb{R}^d} |D_2| \, df_{t_0}(w) \lesssim \varepsilon \eta_N(t_0).$$

**Proposition 4.1.** For fixed $\varepsilon > 0$ and $\gamma \in (-3, -2)$, we have the estimate

$$\int_{\mathbb{R}^d} |D_1| \, df_{t_0}(w) \lesssim \varepsilon, \gamma, \eta' \eta_N^2 (1 + \|f_{t_0}\|_{L^p}) (1 + \left(\eta_N^2\right)^{\frac{1}{p'}} \left(\eta_m^N\right)^{1+\gamma}).$$

Substituting these estimates for $D_1$ and $D_2$ into (27) and then (26) gives (30) completing the first step.

**Proof.** Using (2.5), we obtain

$$|D_1| \lesssim \varepsilon, \gamma |\tau^0(w) - w| \max \left(|\tau^0(v) - w|^{2+\gamma}, |\tau^0(v) - \tau^0(w)|^{2+\gamma}\right) + |\tau^0(v) - v| \max \left(|\tau^0(v) - w|^{2+\gamma}, |v - w|^{2+\gamma}\right).$$

Integration region $|v - w| \geq 4\eta^N$: We first deduce

$$|\tau^0(v) - \tau^0(w)| \geq |v - w| - |\tau^0(v) - v| - |\tau^0(w) - w| \geq |v - w| - 2\eta^N \geq \frac{|v - w|}{2}.$$ 

The second inequality is obtained by remembering $\tau^0$ is an optimal transport map in $W_\infty$ between $f(t_0)$ and $\mu^N(t_0)$. Similarly, we have the estimate

$$|\tau^0(v) - w| \geq |v - w| - |\tau^0(v) - v| \geq |v - w| - \eta^N \geq \frac{3|v - w|}{4}.$$ 

Overall, these estimates lead to

$$|D_1| \lesssim \varepsilon, \gamma \eta^N |v - w|^{2+\gamma}.$$
and integrating over \( \{ w \in \mathbb{R}^d \mid |v - w| \geq 4\eta^N \} \) yields
\[
\int_{|v - w| \geq 4\eta^N} |D_1| |df_{t_0}(w)| \lesssim_{\varepsilon, \gamma} \eta^N \left( \int_{4\eta^N \leq |v - w| \leq 1} |v - w|^{2+\gamma} df_{t_0}(w) + \int_{|v - w| > 1} |v - w|^{2+\gamma} df_{t_0}(w) \right) \\
\lesssim_{p', \gamma} \eta^N (\|f_{t_0}\|_{L^p} + 1).
\]

### Integration region \(|v - w| < 4\eta^N|

Here, we do not use the cancellations in

\[
D_1 = K_{\mu^N}(\tau^0(v), \tau^0(w)) - K_{\mu^N}(v, w),
\]

instead, we estimate each term using Proposition 2.4. Since \( \text{Im} \tau^0 \subset \{ v^i \}_{i=1}^N \), if \( \tau^0(v) = \tau^0(w) \), then the Hölder regularity of \( \log[\mu^N * G^\gamma] \) (after interpolating the estimates in (10)) gives \( K_{\mu^N}(\tau^0(v), \tau^0(w)) = 0 \). Otherwise, we use \( |\tau^0(v) - \tau^0(w)| \geq \eta_m \) and Proposition 2.4 to deduce
\[
|D_1| \lesssim_{\varepsilon} (\eta^N_m)^{2+\gamma} + |v - w|^{2+\gamma}.
\]

By Hölder’s inequality, the integral can be estimated by
\[
\int_{|v - w| < 4\eta^N} |D_1| |df_{t_0}(w)| \lesssim \int_{|v - w| < 4\eta^N} |v - w|^{2+\gamma} df_{t_0}(w) + (\eta^N_m)^{2+\gamma} \int_{|v - w| < 4\eta^N} df_{t_0}(w) \\
\leq \|f_{t_0}\|_{L^p} \left( \int_{|v - w| < 4\eta^N} |v - w|^{(2+\gamma)p'} \, dw \right)^{\frac{1}{p'}} + \left( \int_{|v - w| < 4\eta^N} 1 \, dw \right)^{\frac{1}{p'}} (\eta^N_m)^{2+\gamma} \\
\lesssim_{\gamma, p'} \|f_{t_0}\|_{L^p} \left( \eta^N_{\mu} \right)^{2+\gamma} + (\eta^N_m)^{2+\gamma} (\eta^N_{\mu})^{\frac{1}{p'}}.
\]

Finally, choose two indices \( i, j \) such that \( \eta^N_m = |v^i - v^j| \). We seek to estimate \( \eta_m \) against \( \eta \) by looking at where \( \tau^0 \) sends the midpoint \( \frac{v^i + v^j}{2} \). In the case that \( \frac{v^i + v^j}{2} \notin \text{supp}f \), then we can define \( \tau^0 \) to be whatever we want as it does not affect the \( W_\infty \) distance. In particular, we can assign \( \tau^0(v) \in \{ v^i \}_{i=1}^N \) for every \( v \notin \text{supp}f^0 \) without changing the transport cost. Suppose
\[
\tau^0 \left( \frac{v^i + v^j}{2} \right) = v^k \in \{ v^i \}_{i=1}^N.
\]

Without loss of generality \( v_k \neq v_i \), and we have the following lower bound
\[
\eta^N \geq \left| \tau^0 \left( \frac{v^i + v^j}{2} \right) - \frac{v^i + v^j}{2} \right| = \left| v^k - \frac{v^i + v^j}{2} \right| = \left| \frac{v^k - v^i + v^j - v^i}{2} \right| \\
\geq |v^k - v^i| - \frac{1}{2}|v^i - v^j| \geq \frac{1}{2} \eta^N_m.
\]

This implies \( \eta^N_m \leq 2\eta^N \) which simplifies
\[
\int_{|v - w| < 4\eta^N} |D_1| |df_{t_0}(w)| \lesssim_{\varepsilon, p', \gamma} \eta^N_{\mu} \left( \eta^N_{\mu} \right)^{\frac{1}{p'}} \left( \eta^N_m \right)^{1+\gamma} \|f_{t_0}\|_{L^p}.
\]

### 4.2 Step 2

Having derived an upper bound for the growth of \( \eta^N \) coupled with \( \eta^N_m \), we need to find a corresponding lower bound for the decrease of \( \eta^N_m \) coupled with \( \eta^N \) to close the system.
Proposition 4.2. The minimum inter-particle distance satisfies the lower bound for its decay

\[
\frac{d}{dt} \eta_m^N \gtrsim c, \eta - \eta_m(1 + \|f\|_{L^p})(1 + (\eta^N)^d (\eta_m^N)^{1+\gamma}).
\]

Proof. Choose two indices \(i, j = 1, \ldots, N\) such that \(|v^i - v^j| = \eta_m^N\) where we will suppress time dependence for simplicity. We have

\[
\frac{d}{dt} |v^i - v^j| \geq -|U^\varepsilon[\mu^N](v^i) - U^\varepsilon[\mu^N](v^j)|
\]

\[
\geq - \int_{\mathbb{R}^3} |K_{\mu^N}(v^i, w) - K_{\mu^N}(v^j, w)| d\mu^N(w)
\]

\[
= - \int_{\mathbb{R}^3} |K_{\mu^N}(v^i, \tau(w)) - K_{\mu^N}(v^j, \tau(w))| d\mu(w).
\]

Here, we have set \(\tau\) as an optimal transfer map in \(W_\infty\) such that \(\mu^N(t) = \tau#f(t)\) for \(t \in [0, \min(T, T^h)]\). We split the integration into the following domains

\[
\mathcal{A} = \{w : \min(|v^i - w|, |v^j - w|) \geq 2\eta^N\}, \quad \mathcal{B} = \mathbb{R}^d \setminus \mathcal{A}.
\]

Starting with \(\mathcal{A}\), we use the inequality

\[
|v^i - \tau(w)| \geq |v^i - w| - |w - \tau(w)| \geq |v^i - w| - \eta^N \geq \frac{|v^i - w|}{2}
\]

and Lemma 2.5 to deduce

\[
\int_{\mathcal{A}} |K_{\mu^N}(v^i, \tau(w)) - K_{\mu^N}(v^j, \tau(w))| d\mu(w)
\]

\[
\lesssim_{c, \gamma} |v^i - v^j| \int_{\mathcal{A}} \max\left(|v^i - \tau(w)|^{2+\gamma}, |v^j - \tau(w)|^{2+\gamma}\right) d\mu(w)
\]

\[
\leq 2^{-(2+\gamma)} |v^i - v^j| \int_{\mathcal{A}} (|v^i - w|^{2+\gamma} + |v^j - w|^{2+\gamma}) d\mu(w)
\]

\[
\lesssim_{\gamma} \eta_m^N (1 + \|f\|_{L^p}).
\]

In the last line, we have bluntly estimated

\[
\int_{\mathcal{A}} |v^i - w|^{2+\gamma} d\mu(w) \leq \int_{\mathbb{R}^d} |v^i - w|^{2+\gamma} d\mu(w)
\]

\[
\leq \int_{|v^i - w| \geq 1} d\mu(w) + \int_{|v^i - w| < 1} |v^i - w|^{2+\gamma} d\mu(w).
\]

with the usual Hölder’s inequality for the second term and similarly for \(v^j\).

Turning to the region \(\mathcal{B}\), since \(\text{Im} \tau \subset \{v^j\}_{i=1}^N\), as soon as \(v^i \neq \tau(w)\), we must have

\[
|v^i - \tau(w)| \geq \eta_m^N,
\]

with a similar estimate for \(v^j\). By further blunting the \(L^\infty\) estimate in Proposition 2.4 we obtain

\[
|K_{\mu^N}(v^i, \tau(w))| \lesssim_{\varepsilon} |v^i - \tau(w)|^{2+\gamma} \leq (\eta_m^N)^{2+\gamma}.
\]

If \(v^i = \tau(w)\), then the Hölder regularity of \(\nabla \log[\mu^N * G^c]\) from (110) gives \(K_{\mu^N}(v^i, \tau(w)) = 0\). The familiar method using Hölder’s inequality gives

\[
\int G d\mu(w) \leq \left(\int G d\mu(w)\right)^{\frac{d}{p}} \|f\|_{L^p} \lesssim (\eta^N)^{\frac{d}{p}} \|f\|_{L^p}.
\]
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Putting these two estimates together, we treat the full integral over \( B \) by
\[
\int_B |K_{\mu,N}(v^i, \tau(w)) - K_{\mu,N}(v^j, \tau(w))| \, df(w) \lesssim (\eta_m^N)^{2+\gamma} \int_B |df(w)| \lesssim (\eta_m^N)^{2+\gamma} \| f \|_{L^p}.
\]
Finally, we add up the integrals over \( A \) and \( B \) to get
\[
\int_{A \cup B} |K_{\mu,N}(v^i, \tau(w)) - K_{\mu,N}(v^j, \tau(w))| \, df(w) \lesssim_{\varepsilon, \gamma} \eta_m^N (1 + \| f \|_{L^p}) (1 + (\eta_m^N)^{2+\gamma} (\eta_m^N)^{1+\gamma}).
\]
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A Proof of Lemma 2.5

The structure of our kernel is more general than those considered in [7], but the idea is the same and we provide the details for completeness.

The case \( \gamma \in [-2, 0] \): The fundamental theorem of calculus with Proposition 2.4 give
\[
|K_g(v_1, w) - K_g(v_2, w)| = \left| \int_0^1 \frac{d}{dt} K_g(tv_1 + (1-t)v_2, w) dt \right|
\lesssim |v_1 - v_2| \int_0^1 |tv_1 + (1-t)v_2 - w|^{2+\gamma} dt.
\]

Up to a constant depending on \( \gamma \), the integrand can be estimated by
\[
|tv_1 + (1-t)v_2 - w|^{2+\gamma} \lesssim |v_1 - w|^{2+\gamma} + |v_2 - w|^{2+\gamma}
\lesssim \max (|v_1 - w|^{2+\gamma}, |v_2 - w|^{2+\gamma}).
\]

The case \( \gamma \in [-3, -2] \): Set \( \Gamma(t) = (1 - t)v_1 + tv_2 - w \) and we separate into further cases.

Case 1 - For every \( t \in [0, 1] \), we have \( |\Gamma(t)| \geq \frac{1}{4} \min(|v_1 - w|, |v_2 - w|) \): We can repeat the previous computations almost exactly and recover the desired estimate.

Case 2 - There is a \( t \in [0, 1] \) such that \( |\Gamma(t)| < \frac{1}{4} \min(|v_1 - w|, |v_2 - w|) \): We need to perturb the original contour \( \Gamma \) to avoid the possible singularity. Notice that we can find \( t \in (0, 1) \) such that \( |\Gamma(t)| < \frac{1}{4} \min(|v_1 - w|, |v_2 - w|) \). We first take (the unique) \( t_m \in (0, 1) \) such that
\[
|\Gamma(t_m)| = \min_{t \in [0, 1]} |\Gamma(t)|.
\]
Next, define the other two time points where \( |\Gamma(t)| = \frac{1}{4} \min(|v_1 - w|, |v_2 - w|) \),

\[
    t_i := \inf \left\{ t \in [0, 1] : |\Gamma(t)| = \frac{1}{4} \min(|v_1 - w|, |v_2 - w|) \right\},
\]

\[
    t_s := \sup \left\{ t \in [0, 1] : |\Gamma(t)| = \frac{1}{4} \min(|v_1 - w|, |v_2 - w|) \right\}.
\]

By continuity of \( |\Gamma(t)| \), we have that all \( t_m, t_i, t_s \in (0, 1) \). The triangle formed by connecting the vectors \( \Gamma(t_i), \Gamma(t_s) - \Gamma(t_i) \), and \( \Gamma(t_s) \) is isosceles so the following quantity is well-defined (see Figure 1)

\[ r := |\Gamma(t_i) - \Gamma(t_m)| = |\Gamma(t_m) - \Gamma(t_s)|. \]

![Figure 1: Simplistic visual perturbation of \( \Gamma(t) \) to avoid the singularity.](image)

We wish to apply the fundamental theorem by taking the contour connecting \( v_1 - w \) to \( v_2 - w \) that traces a semicircular arc from \( \Gamma(t_i) \) to \( \Gamma(t_s) \) in the direction furthest from the origin (the green arc in Figure 1). More precisely, the direction furthest away from the origin is defined as

\[ e := \frac{\Gamma(t_m)}{|\Gamma(t_m)|}, \]

or if \( \Gamma(t_m) = 0 \), take any \( e \in S^{d-1} \). For a given angle \( \theta \in [0, \pi] \), the green arc can be parameterised by

\[ A(\theta) := \Gamma(t_m) + r \left( \cos \theta \frac{\Gamma(t_i) - \Gamma(t_m)}{r} + \sin \theta e \right). \]
Observe that by the (reverse) triangle inequality and the fact that $e \perp \Gamma(t_i) - \Gamma(t_m)$, we have the lower bound for all $\theta \in [0, \pi]$

$$|A(\theta)| \geq |\Gamma(t_m)| - r = |\Gamma(t_m)| - |\Gamma(t_i) - \Gamma(t_m)| \geq |\Gamma(t_i)| = \frac{1}{4} \min(|v_1 - w|, |v_2 - w|). \tag{32}$$

Putting these pieces together, we define the perturbed contour $\tilde{\Gamma} : [0, t_i + \pi + 1 - t_s] \to \mathbb{R}^d$ by

$$\tilde{\Gamma}(t) := \begin{cases} 
\Gamma(t), & t \in [0, t_i] \\
A(t - t_i), & t \in [t_i, t_i + \pi] \\
\Gamma(t - t_i - \pi + t_s), & t \in [t_i + \pi, t_i + \pi + 1 - t_s]
\end{cases}.$$

We will apply the fundamental theorem of calculus on each of the three pieces of $\tilde{\Gamma}$ to estimate the difference

$$|K_g(v_1, w) - K_g(v_2, w)| \leq |K_g(\tilde{\Gamma}(0) + w, w) - K_g(\tilde{\Gamma}(t_i) + w, w)|$$

$$+ |K_g(\tilde{\Gamma}(t_i) + w, w) - K_g(\tilde{\Gamma}(t_i + \pi) + w, w)|$$

$$+ |K_g(\tilde{\Gamma}(t_i + \pi) + w, w) - K_g(\tilde{\Gamma}(t_i + \pi + 1 - t_s) + w, w)|$$

$$\leq \int_0^{t_i} \left| \frac{d}{dt} K_g(\tilde{\Gamma}(t) + w, w) \right| \, dt$$

$$+ \int_{t_i}^{t_i + \pi} \left| \frac{d}{dt} K_g(\tilde{\Gamma}(t) + w, w) \right| \, dt$$

$$+ \int_{t_i + \pi}^{t_i + \pi + 1 - t_s} \left| \frac{d}{dt} K_g(\tilde{\Gamma}(t) + w, w) \right| \, dt$$

$$=: T_1 + T_2 + T_3.$$

Starting with $T_1$, the chain rule gives

$$T_1 \leq |v_1 - v_2| \int_0^{t_i} |\nabla_v K_g(\tilde{\Gamma}(t) + w, w)| \, dt.$$

Using the derivative estimate in Proposition 2.4 and the fact that $|\Gamma(t)| \geq \frac{1}{4} \min(|v_1 - w|, |v_2 - w|)$ for $t \in [0, t_i]$, we obtain

$$T_1 \lesssim_\varepsilon |v_1 - v_2| \int_0^{t_i} |\tilde{\Gamma}(t)|^{2+\gamma} \, dt \leq |v_1 - v_2| \int_0^{t_i} \max(|v_1 - w|^{2+\gamma}, |v_2 - w|^{2+\gamma}) \, dt$$

$$\leq t_i |v_1 - v_2| \max(|v_1 - w|^{2+\gamma}, |v_2 - w|^{2+\gamma}). \tag{34}$$

Similarly for $T_3$, we have

$$T_3 \lesssim_\varepsilon (1 - t_s)|v_1 - v_2| \max(|v_1 - w|^{2+\gamma}, |v_2 - w|^{2+\gamma}). \tag{35}$$

We now turn to $T_2$, we substitute $A(t - t_i)$ into this piece and use the derivative estimate from Proposition 2.4 with the chain rule to get

$$T_2 \lesssim_\varepsilon \int_{t_i}^{t_i + \pi} \left| \frac{d}{dt} A(t - t_i) \right| |A(t - t_i)|^{2+\gamma} \, dt.$$

Recalling the definitions of $r$ (this is the length of a particular segment of $[v_1 - w, v_2 - w]$) and $A$ together with the lower bound (32), we use

$$\left| \frac{d}{dt} A \right| = r \leq |v_1 - v_2| \quad \text{and} \quad |A| \geq \frac{1}{4} \min(|v_1 - w|, |v_2 - w|)$$
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so that we have
\[ T_2 \lesssim e \pi |v_1 - v_2| \max(|v_1 - w|^{2+\gamma}, |v_2 - w|^{2+\gamma}). \]

Putting this inequality with (35) and (34) into (33), we achieve the desired result.

**B Proof of Lemma 3.5**

By our abuse of notation from interchanging probability measures with their densities, we write down the explicit formula for \( f(t, v) \) as a density
\[
 f(t, v) = \frac{f^0(\Phi_g^{-1}(t, v))}{|\det(\nabla \Phi_g(t, \Phi_g^{-1}(t, v)))|}.
\]

Here, the inverse \( \Phi_g^{-1} \) should be thought of as the ‘reverse’ flow map to \( \Phi_g \) where the direction of time has been reversed. Changing variables with (36), we have
\[
 \int |f(t, v)|^p dv = \int \frac{|f^0(v)|^p}{|\det(\nabla \Phi_g(t, v))|^{p-1}} dv.
\]

We turn to estimating the denominator in the integrand of (37). Again, standard facts about the flow map \( \Phi_g \) from [19] give the following formula
\[
 |\nabla \Phi_g(t, v)| = \exp \left\{ \int_0^t \nabla v \cdot U^\varepsilon[g](\Phi_g(s, v)) \, ds \right\}.
\]

From an application of the Dominated Convergence Theorem and Proposition 2.4 we have
\[
 |\nabla v \cdot U^\varepsilon[g](v)| \leq \int |\nabla v \cdot K_g(v, w)| g(w) \leq 1 + C_{\gamma, d} \|g\|_{L^p}.
\]

The last computation is obtained by the usual method of splitting the integration region between \( |v - w| < 1 \) and \( |v - w| \geq 1 \) recalling \( 2 + \gamma < 0 \). Inserting this inequality into (37), we obtain the desired estimate
\[
 \int |f(t, v)|^p dv \leq \left( \int |f^0(v)|^p dv \right) \exp \left\{ C_{\varepsilon, \gamma, d} (p-1) \left( 1 + \esssup_{s \in [0,T]} \|g(s)\|_{L^p} \right) t \right\}.
\]

Finally, Proposition 3.4 already proved \( f \in C([0,T]; \mathcal{P}_c(\mathbb{R}^d)) \) and the \( L^\infty_t L^p_v \) property is clear from the estimate we have just proved.

**C The interacting particle system**

This section is concerned with proving Lemma 1.2, the well-posedness of the particle system described in (6). Throughout this section, the number \( N \in \mathbb{N} \) of particles is fixed as well as the positive weights \( \{m_i\}_{i=1}^N \) and initial points \( \{v_i^0\}_{i=1}^N \). We denote the initial empirical data by \( \mu_0^N = \sum_{i=1}^N m_i \delta_{v_i^0} \). We can apply the same arguments from Section 4 for \( \gamma \in (-2,0] \).
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Proof of Lemma 1.2. For $-2 < \gamma \leq 0$. The initial empirical data $\mu_0^N$ satisfies $A1$ with radius of support $R_N := \max_{i=1, \ldots, N} |v_0^i|$. Applying Theorem 1.1 for any $T > 0$, we have the unique solution $\mu^N(t) \in X_{\gamma}(T)$. Moreover, Proposition 3.1 says that $\mu^N(t)$ can be represented as

$$\mu^N(t) = \Phi_{\mu^N}(t, \cdot) \# \mu_0^N,$$

where $\Phi_{\mu^N}$ is the (unique!) flow map in (14) induced by the curve $\mu^N$. Since $\mu^N$ is the push-forward of $\mu_0^N$, it is also an empirical measure with the form

$$\mu^N(t) = \sum_{i=1}^N m_{i,N} \delta_{\Phi_{\mu^N}(t,v_i^N)}.$$

Moreover, for every $i = 1, \ldots, N$, $\Phi_{\mu^N}(t,v_i^N)$ solves precisely $0$.

The following proposition gives a lower bound on the minimum inter-particle distance

$$\eta_m^N(t) = \min_{i,j=1, \ldots, N} |v^i(t) - v^j(t)|.$$

**Proposition C.1** (No collisions in finite time). Fix $\varepsilon, T > 0$, $\gamma \in (-2, 0]$, and $\eta^N_m(0) = \min_{i \neq j} |v_0^i - v_0^j| > 0$. Then, there is a constant $C = C(\varepsilon, T, M_2(\mu_0^N)) > 0$ such that the minimum inter-particle distance decays with exponential rate

$$\eta_m^N(t) \geq \eta_m^N(0) \exp\{-Ct\}, \quad \forall t \in [0, T].$$

**Proof.** Choose two indices $i, j = 1, \ldots, N$ such that $\eta_m^N = |v^i - v^j|$ where we will suppress the time dependence for simplicity. We have

$$\frac{d}{dt} |v^i - v^j| \geq -|U^\varepsilon[\mu^N](v^i) - U^\varepsilon[\mu^N](v^j)|$$

$$\geq - \int_{\mathbb{R}^3} [K_{\mu^N}(v^i, w) - K_{\mu^N}(v^j, w)] d\mu^N(w).$$

The goal is to estimate the integral. Firstly, we simplify the integration by recalling that $\text{supp} \mu^N$ is bounded. Indeed, setting $R = \max_{i=1, \ldots, N} |v_0^i|$, Lemma 3.2 implies

$$\langle v^i \rangle = \langle \Phi_{\mu^N}(v_0^i) \rangle \leq R \exp(C_2 M_2(\mu_0^N)t), \quad \forall t \in [0, T].$$

Applying Lemma 2.5 to the difference of the kernels, we have

$$\int_{\text{supp} \mu^N} [K_{\mu^N}(v^i, w) - K_{\mu^N}(v^j, w)] d\mu^N(w)$$

$$\leq \varepsilon, \gamma |v^i - v^j| \int_{\text{supp} \mu^N} \max \{|v^i - w|^{2+\gamma}, |v^j - w|^{2+\gamma}\} d\mu^N(w)$$

$$\leq \gamma R \exp(C_2 M_2(\mu_0^N)T)|v^i - v^j|.$$

In the case $\gamma \in (-3, -2)$, we can no longer apply Theorem 1.1 directly, since it requires an $L^p$ assumption on the initial data $\mu_0^N$ which is not valid for empirical measures. In particular, the vector field is no longer Lipschitz regular (c.f. Proposition 2.7) so we must make do with Hölder regularity (c.f. Proposition 2.6).
Proof of Lemma 1.2 for $-3 < \gamma < -2$. We revisit the proof of Peano’s theorem using Schauder’s fixed point theorem to construct solutions to (4). We set $X = C([0, T]; \mathbb{R}^d)$ and define the solution map $S : X \to X$ by

$$(S v^i)(t) := v_0^i + \int_0^t U^\varepsilon[\mu^N(s)](v^i(s)) \, ds, \quad i = 1, \ldots, N.$$ 

This is well-defined and certainly $S v^i \in X$ for each $v^i \in X$ owing to the uniform bound for $U^\varepsilon$ in Proposition 2.4 when $\gamma \in (-3, -2)$. We seek to prove 1) $S$ is continuous and 2) $S(X)$ is pre-compact.

$S$ is continuous: For every $i = 1, \ldots, N$ fix $v^i, n, v^i \in X$ such that $v^{i, n} \to v^i$ in $X$. We label their corresponding empirical measures

$$\mu^N(t) = \sum_{i=1}^N m_i \delta_{v^i(t)}, \quad \mu^{N,n}(t) = \sum_{i=1}^N m_i \delta_{v^{i,n}(t)}.$$ 

We have the estimate

$$|(S v^{i,n})(t) - (S v^i)(t)| \leq \int_0^t \left| U^\varepsilon[\mu^{N,n}(s)](v^{i,n}(s)) - U^\varepsilon[\mu^N(s)](v^i(s)) \right| \, ds$$

$$\leq \int_0^t \left[ U^\varepsilon[\mu^{N,n}(s)](v^{i,n}(s)) - U^\varepsilon[\mu^N(s)](v^i(s)) \right] + \left| U^\varepsilon[\mu^{N,n}(s)](v^i(s)) - U^\varepsilon[\mu^N(s)](v^i(s)) \right| \, ds.$$ 

Applying Proposition 2.6 to the first difference and Lemma 2.10 to the second difference without being precise about the constants, we obtain

$$|(S v^{i,n})(t) - (S v^i)(t)| \lesssim_{\varepsilon, \gamma} \int_0^t |v^{i,n}(s) - v^i(s)|^{3+\gamma} \, ds$$

$$+ \int_0^t W_\infty(\mu^{N,n}(s), \mu^N(s)) + W_\infty(\mu^{N,n}(s), \mu^N(s))^{3+\gamma} \, ds.$$ 

The first integral converges to 0 as $n \to \infty$. As well, the infinite Wasserstein distance is also continuous with respect to the particles: $v^{i,n} \to v^i$ in $X$ for every $i = 1, \ldots, N$ as $n \to \infty$ implies $W_\infty(\mu^{N,n}(s), \mu^N(s)) \to 0$ as $n \to \infty$.

$S(X)$ is pre-compact: We fix $v^i \in X$ for every $i = 1, \ldots, N$ in this step. Firstly, it is clear that $S(X)$ is bounded using Proposition 2.4

$$|(S v^i)(t)| \leq |v(0)| + C_\varepsilon t, \quad \forall v \in X.$$ 

Turning to equicontinuity, fix $t_1 \leq t_2$ both in $[0, T]$. Applying Proposition 2.4 again, we have

$$|(S v^i)(t_1) - (S v^i)(t_2)| \leq \int_{t_1}^{t_2} |U^\varepsilon[\mu^N(s)](v^i(s))| \, ds \lesssim \varepsilon |t_1 - t_2|.$$ 

\[ \square \]
D  Step 3

In this appendix, we prove step 3 from Section 4 which establishes Theorem 1.3. The results of Sections 4.1 and 4.2 yield

$$\frac{d}{dt} \eta_N \lesssim \eta_N (1 + \|f\|_{L^p}) (1 + (\eta_N)^{1+\gamma}),$$

$$\frac{d}{dt} \eta_m \gtrsim -\eta_m (1 + \|f\|_{L^p}) (1 + (\eta_N)^{1+\gamma}),$$

(38)

when $t \in [0, \min(T_m, T_N))$. If $(\eta_N)^{\frac{d}{dp}} (\eta_m)^{1+\gamma} \leq 1$, then we immediately obtain

$$\eta_N(t) \leq \eta_N(0)e^{C(1+\|f\|_{L^p})t}, \quad \eta_m(t) \geq \eta_m(0)e^{-C(1+\|f\|_{L^p})t}, \quad \forall t \in [0, \min(T_m, T_N)).$$

(39)

We wish to show that (39) holds for all $t \in [0, T_m)$ as $N \to \infty$ which amounts to showing $T_N > T_m$ when $N$ is sufficiently large. Define first

$$a(t) := \frac{\eta_N(t)}{\eta_N(0)}, \quad \eta_m(t) := \frac{\eta_m(t)}{\eta_m(0)}, \quad \xi_N := \eta_N(0)^{\frac{d}{dp}} \eta_m(0)^{1+\gamma}.$$

Thus, we rewrite (38) in terms of $a$, $b$, and $\xi_N$

$$\frac{d}{dt} a \lesssim a(1 + \|f\|_{L^p})(1 + \xi_N a b^{1+\gamma}),$$

$$\frac{d}{dt} b \gtrsim -b(1 + \|f\|_{L^p})(1 + \xi_N a b^{1+\gamma}).$$

Since $a(0) = b(0) = 1$ and we assume by (7) $\xi_N \to 0$ as $N \to \infty$, when $N$ is sufficiently large, we can find $T_N^*(\leq T_N^*)$ such that

$$\xi_N a b^{1+\gamma} \leq 1, \quad \forall t \in [0, T_N^*].$$

(40)

Now by (39), we have similar estimates

$$a(t) \leq e^{C(1+\|f\|_{L^p})t}, \quad b(t) \geq e^{-C(1+\|f\|_{L^p})t}, \quad \forall t \in [0, T_N^*].$$

Returning to (40), we obtain an estimate for $T_N^*$ given by

$$\xi_N e^{C(1+\|f\|_{L^p})(\frac{d}{dp} - (1+\gamma))} \leq 1 \iff t \leq -\frac{\log \xi_N}{C(1+\|f\|_{L^p})(\frac{d}{dp} - (1+\gamma))}.$$

This means that $T_N^*$ has the lower bound

$$-\frac{\log \xi_N}{C(1+\|f\|_{L^p})(\frac{d}{dp} - (1+\gamma))} \leq T_N^*.$$

However, since (7) means $\xi_N \to 0$ as $N \to \infty$, this implies

$$\liminf_{N \to \infty} T_N^* = \infty.$$

Since $T_N^* < T_N^*$, we have that $T_N \geq T_m$ for $N \gg 1$ sufficiently large.
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