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Abstract
The solution for the radial distribution of pressure, density, temperature and flow velocity fields in a blast wave propagating through a medium at rest, following an intense explosion, starting from hydrodynamic equations, is one of the classic problems in gas dynamics. However, there is very little direct verification of the theory and its assumptions from simulations of microscopic models. In this paper, we compare the results and assumptions of the hydrodynamic theory with results from large scale event driven molecular dynamics simulations of a hard sphere gas in three dimensions. We find that the predictions for the radial distribution of the thermodynamic quantities do not match well with the numerical data. We improve the theory by replacing the ideal gas law with a more realistic virial equation of state for the hard sphere gas. While this improves the theoretical predictions, we show that they still fail to describe the data well. To understand the reasons for this discrepancy, the different assumptions of the hydrodynamic theory are tested within the simulations. A key assumption of the theory is the existence of a local equation of state. We validate this assumption by showing that the local pressure, temperature and density obey the equation of state for a hard sphere gas. However, the probability distribution of the velocity fluctuations has non-gaussian tails, especially away from the shock front, showing that the assumption of local equilibrium is violated. This, along with neglect of heat conduction, could be the possible reasons for the mismatch between theory and simulations.

Communicated by Deepak Dhar.
1 Introduction

The hydrodynamic description of a blast wave following the sudden release of a large amount of energy in a localized region, like in a nuclear explosion, is one of the classic problems in gas dynamics. Due to the input temperature being much higher than the ambient temperature, the gas expands outwards. This results in radially dependent pressure, density and temperature fields that are discontinuous at a moving shock front that separates the ambient gas from the perturbed gas. In the case of strong shocks, the perturbed matter moves faster than the rate at which energy is transferred through heat or sound modes, and the expansion of the gas is self-similar in time. From the global conservation law for energy, it is straightforward to obtain, using dimensional analysis, that the radius of the shock front \( R(t) \) scales with time \( t \) as \( R(t) \sim t^{2/d+2} \) where \( d \) is the spatial dimension \([40,41,43–45]\). In addition to the scaling law for \( R(t) \), from the local conservation laws for density, momentum, and energy, it is possible to obtain self-similar scaling solution for the radial distribution of pressure, density, velocity, and temperature. The exact solution was found by Taylor, von Neumann and Sedov \([40,41,43–45]\), and will be referred to in the remainder of the paper as TvNS solution or TvNS theory.

The scaling law for \( R(t) \) was first verified, to a high degree of accuracy, in the Trinity nuclear explosion of 1945 \([43,44]\), later on in the intermediate time evolution of supernova remnants \([12,20,41,50]\), and in laser-driven blast waves in gas jets \([15]\), plasma \([14]\), or in cluster media \([32]\). Experimental studies and applications for evolution of astrophysical systems like supernova explosion are summarized in Ref. \([33,51]\).

The TvNS theory also applicable to related problems. In some physical systems, there is a continuous input of energy in a localized region. The TvNS theory has been extended to describe such cases both analytically \([13]\) as well as numerically \([16]\), and is relevant for early stage of supernova explosions, powerful wind from stars and hidden neutrino sources \([7]\), and for interstellar bubbles \([10,48]\). Other generalizations include the effect of including heat conduction \([1,17,42]\), viscous effect \([9,28,36,46]\) and implosions \([2,19,21,29,37,49]\). The TvNS theory is also of interest in understanding the response of an inelastic system, for example granular systems, to localized perturbations, either as an impact or continuous in time. Examples of such systems include crater formation in a granular bed following an impact of an object or a continuous jet \([18,31,47]\), shock propagation in a granular medium following a sudden impact \([8,24,34]\), viscous fingering by the continuous injection of energy \([11,22,25,35,39]\), shock propagation in continuously driven granular media \([26]\), etc. The conservation laws for such systems are fewer in number, as energy is not conserved, and the TvNS theory has recently been generalized to include dissipative interactions \([4,5]\).

While the hydrodynamic equations and their modifications have been studied in detail, there has been little or no verification of the theory or its assumptions using microscopic models. It is only been more recently that the TvNS theory has been tested in simulations of microscopic models in which kinetic energy is given to a few particles at the center of a collection of stationary elastic particles. The radius of the disturbance has been shown to match with the TvNS prediction in both two \([3,24]\) and three dimensions \([24]\). The predictions for the radial distribution of density, flow velocity and temperature fields in two dimensions have recently been compared with results from molecular dynamics simulations \([5]\). Here, in the TvNS solution, the ideal gas law was replaced with a more realistic constitutive relation
expressing pressure in terms of density and temperature. It was found that the simulations reproduce well the TvNS solution for low to medium densities, except for a small difference in the discontinuities at the shock front, and a slight discrepancy near the shock center. When the number density of the ambient gas is high, the TvNS solution was seen to not describe well the data near the shock front [5]. However, the key assumptions of local equilibrium and the existence of an equation of state that are assumed in the TvNS solution were not tested in the simulations. Also, the simulation data was presented only for a single time, and thus it is not very clear whether the scaling limit has been reached. While these simulations were in two dimensions, there are no similar studies in three dimensions. Thus, it is not very clear where the TvNS solution is reproducible in microscopic models and which assumptions of the TvNS theory are actually valid.

In this paper, we perform extensive event driven molecular dynamics simulations of hard spheres in three dimensions to test the predictions as well as the validity of the assumptions of the TvNS theory. We show unambiguously that the TvNS theory fails to describe the numerical data for most distances, ranging from the shock center to the shock front. We modify the TvNS theory to replace the constitutive relation from the ideal gas law to the virial equation of state (EOS) (up to 10 terms) for a hard sphere gas. While inclusion of the more realistic constitutive relation into the TvNS theory modifies the predictions for the scaling functions, especially near the shock front, they still fail to describe the data well in terms of the exponents characterizing the power law behavior near the shock center. To understand this discrepancy, we test numerically the various assumptions of the TvNS theory. A key assumption of the TvNS theory is the existence of an equation of state linking pressure, temperature and density. By measuring these quantities independently, we show that numerically, the virial EOS is satisfied, justifying this key assumption. We also find that energy is equipartitioned equally among the different degrees of freedom, as would be expected in a system in local equilibrium. However, we find that the distribution of the velocity fluctuations, in regions between the shock center and shock front, has non-gaussian tails. In particular, it is asymmetric with non-zero skewness and an exponential tail, showing that local thermal equilibrium is not reached. The lack of local equilibrium could be a possible reason for the TvNS theory to fail in three dimensions. Also, we check that within the densities that we have studied, the motion is subsonic within the wave and supersonic with respect to the ambient gas, as implicitly assumed in the TvNS solution. Effects of including heat conduction are included as a discussion.

The remainder of the paper is organized as follows. In Sect. 2, we briefly review the TvNS solution of the shock problem. In Sect. 3, we give details of the simulations and we present a detailed comparison between the numerically obtained data and the TvNS solution for two different number densities of the ambient gas. In Sect. 4, we describe how the TvNS theory is modified when a more realistic virial EOS is used for the hard sphere gas. The effect of including higher order terms is discussed and compared with results from simulation. In Sect. 5, we show that, within the simulations, the virial EOS is obeyed locally. Also, equipartitioning of energy is shown to hold. It is also shown that the distribution of the velocity fluctuations is non-gaussian. In Sect. 6, we show that the flow velocity is subsonic within the blast and supersonic when compared to the ambient gas into which the shock is expanding. We conclude with a summary and discussion of our results in Sect. 7.
2 Review of TvNS Solution

In this section, we briefly review the TvNS solution for the propagation of shock following an intense, isotropic, localized explosion. The equations of motion for a compressible fluid is obtained from the conservation laws for density, momentum, and energy. Due to isotropy, these quantities depend only on the radial distance \( r \). Assumptions of local equilibrium, and absence of heat conduction simplify the equations in the hydrodynamic limit. In particular, the assumption of local equilibrium implies that the flow is isentropic, and that the local temperature, pressure and density are related through the EOS of the gas. In the TvNS solution, the EOS is assumed to be that of the ideal gas. The resulting equations for the conservation laws are \([6, 27, 49]\)

\[
\begin{align*}
\partial_t \rho + \partial_r (\rho v) + 2r^{-1} \rho v &= 0, \\
\partial_t v + v \partial_r v + \rho^{-1} \partial_r p &= 0, \\
\partial_t (p \rho^{-\gamma}) + v \partial_r (p \rho^{-\gamma}) &= 0,
\end{align*}
\]

where \( \rho(r, t) \) is the density, \( v(r, t) \) is the radial velocity, \( p(r, t) \) is the pressure, \( \gamma \) is the adiabatic index, and \( r \) is the radial distance from the location of the initial disturbance. Equations (1)–(3) describe the conservation of mass, momentum, and entropy [for an ideal gas, entropy is proportional to \( \rho \rho^{-\gamma} \)] respectively.

Non-dimensionalising the different thermodynamic quantities converts the Eqs. (1)–(3) into ordinary differential equations. From dimensional analysis,

\[
\begin{align*}
p &= \frac{\rho_0 r^2}{t^2} P(\xi), \\
\rho &= \rho_0 R(\xi), \\
v &= \frac{r}{t} V(\xi), \\
\varepsilon &= \frac{k_B T}{m_0} = \frac{r^2}{t^2} E(\xi),
\end{align*}
\]

where \( \xi = r \left( \frac{E_0 t^2}{\rho_0} \right)^{-1/5} \)

is non-dimensionalised length, \( E_0 \) is the initial energy that is deposited into the system, \( \rho_0 \) is the ambient mass density, \( T \) is the local temperature, \( k_B \) is Boltzmann constant, \( m_0 \) is the mass of a particle, and \( P, R, V, \) and \( E \) are scaling functions. \( \varepsilon \) is the thermal energy per unit mass. The four scaling functions are not independent, but related through the ideal gas law as

\[ P = RE. \] (6)

In terms of the scaling functions, Eqs. (1)–(3) simplify to

\[
\begin{align*}
\left[ V - \frac{2}{5} \right] \frac{R dV}{d \ln \xi} + \frac{dP}{d \ln \xi} - RV + RV^2 + 2P &= 0, \\
dl \ln \xi \left[ V - \frac{2}{5} \right] \frac{d \ln R}{d \ln \xi} + 3V &= 0, \\
dl \ln \xi \left( \ln \frac{P}{R^\gamma} \right) - \frac{2(1 - V)}{V - 2/5} &= 0.
\end{align*}
\]

[Springer]
The thermodynamic quantities are discontinuous across the shock front, the discontinuities being given by the Rankine-Hugoniot conditions [27,49]. In terms of the scaling functions, these discontinuities are given by:

\[ P(\xi_f) = \frac{8}{25(\gamma + 1)}, \quad V(\xi_f) = \frac{4}{5(\gamma + 1)}, \quad R(\xi_f) = \frac{\gamma + 1}{\gamma - 1}, \]  

where \( \xi_f \) is the position of the shock front. \( \xi_f \) is determined by the condition that total energy is conserved:

\[ 4\pi \int_0^{\xi_f} R(\xi) \left[ \frac{V^2(\xi)}{2} + \frac{P(\xi)}{(\gamma - 1)R(\xi)} \right] \xi^4 d\xi = 1. \]

The exact solution of Eq. (7) in three dimensions with the boundary condition as in Eq. (8) is [6,40,41,43,45]:

\[ \left[ \frac{\xi_f}{\xi} \right]_5 = C_1 V^2 \left[ 1 - \frac{3\gamma - 1}{2} V \right]^{v_1} \left[ \frac{5}{2} \gamma V - 1 \right]^{v_2}, \]

\[ R = C_2 \left[ \frac{5}{2} \gamma V - 1 \right]^{v_3} \left[ 1 - \frac{3\gamma - 1}{2} V \right]^{v_4} \left[ 1 - \frac{5}{2} V \right]^{v_5}, \]

\[ P = C_3 V^2 \left[ 1 - \frac{5V}{2} \right]^{v_6} \left[ \frac{5\gamma V}{2} - 1 \right]^{v_7} \left[ 1 - \frac{(3\gamma - 1) V}{2} \right]^{v_8}, \]

where

\[ C_1 = \left[ \frac{5}{4}(\gamma + 1) \right]^2 \left[ \frac{5(\gamma + 1)}{7 - \gamma} \right]^{v_1} \left( \frac{\gamma + 1}{\gamma - 1} \right) v_2, \]

\[ C_2 = \left( \frac{\gamma + 1}{\gamma - 1} \right)^{v_3 + v_5 + 1} \left[ \frac{5(\gamma + 1)}{7 - \gamma} \right]^{v_4}, \]

\[ C_3 = \frac{1}{2} \left( \frac{\gamma - 1}{\gamma + 1} \right)^{-v_3 - v_5} (1 + \gamma) \left[ \frac{5(1 + \gamma)}{7 - \gamma} \right]^{v_4}, \]

and

\[ v_1 = \frac{12 - 7\gamma + 13\gamma^2}{-1 + \gamma + 6\gamma^2}, \quad v_2 = -\frac{5(\gamma - 1)}{2\gamma + 1}, \]

\[ v_3 = \frac{3}{1 + 2\gamma}, \quad v_4 = \frac{-12 + 7\gamma - 13\gamma^2}{(-2 + \gamma)(-1 + \gamma + 6\gamma^2)}, \]

\[ v_5 = \frac{2}{-2 + \gamma}, \quad v_6 = \frac{\gamma}{-2 + \gamma}, \]

\[ v_7 = \frac{2 - 2\gamma}{1 + 2\gamma}, \quad v_8 = v_4. \]

Near the shock front, the four scaling functions \( V, R, P, \) and \( E \) are discontinuous, as given by Eq. (8). Near the shock center \( (\xi \to 0) \), the scaling functions have power law singularities. These may be determined from Eqs. (10) to (12). For monoatomic gas, as in our simulations, \( \gamma = 5/3 \). From Eq. (10), when \( \xi \to 0 \), it is easy to see that \( V \to 2/(5\gamma) \). \( V \) approaches the limit as \( V - 2/(5\gamma) \sim \xi^{-5/v_2} \) [\( \xi^{13/2} \) for \( \gamma = 5/3 \)]. From Eqs. (11) and (12), we obtain 

\[ R(\xi) \sim \xi^{-5v_5/v_2} \xi^{v_9/2} \] for \( \gamma = 5/3 \), and 

\[ P(\xi) \sim \xi^{-5v_7/v_2} \xi^{-2} \] for \( \gamma = 5/3 \). Finally, from the ideal gas law \( P = RE \), we obtain that the scaled thermal energy \( E \sim \xi^{-5(v_7 - v_3)/v_2} \).
\[ \xi^{-\frac{13}{2}} \text{ for } \gamma = \frac{5}{3} \]. Summarizing, for \( \gamma = \frac{5}{3} \), when \( \xi \to 0 \),
\[
V - \frac{6}{25} \sim \xi^{\frac{13}{2}}, \quad R(\xi) \sim \xi^{\frac{9}{2}}, \quad P(\xi) \sim \xi^{-2}, \quad E \sim \xi^{-\frac{13}{2}}.
\] (16)

### 3 Comparison with Event-Driven Simulations

In this section, we compare the predictions of the TvNS solution for density, velocity, pressure, and temperature profiles with results from large scale event-driven simulations [38] of a collection of elastic hard spheres. Consider a system of identical hard spheres in 3 dimensions whose mass and diameter are set to one. Initially, all particles are at rest and uniformly distributed in space. The system is perturbed by an initial localized input of energy at the origin. We model an isotropic impulse by giving a speed \( v_0 = 1 \) to 6 particles near the center along \( \pm x, \pm y \), and \( \pm z \) directions. The particles move ballistically until they undergo elastic momentum conserving collisions with other particles. If \( u_1 \) and \( u_2 \) are the velocities of two particles 1 and 2 before collision, then the velocities after collision, \( v_1 \) and \( v_2 \), are given by
\[
v_1 = u_1 - [\hat{n} \cdot (u_1 - u_2)]\hat{n},
\]
\[
v_2 = u_2 - [\hat{n} \cdot (u_2 - u_1)]\hat{n},
\] (17)
where \( \hat{n} \) is the unit vector along the line joining the centers of particles 1 and 2.

We simulate systems with number densities \( \rho_0 = 0.1 \) and 0.4, much smaller than the random closed packing density. The system is large enough so that the moving particles do not reach the boundary up to the times we have simulated, so that there are no boundary effects. The data are averaged over 150 different histories. We also check that the data for an intermediate density [\( \rho_0 = 0.25 \)] show a trend that is intermediate between that for \( \rho_0 = 0.1 \) and 0.4.

The initial perturbation creates a disturbance that propagates outwards in a radially symmetric fashion. A shock front separates the moving particles from the stationary ones. The radius of this shock front has been earlier shown to increase as \( t^{2/5} \) in event driven simulations, consistent with the TvNS solution [24].

Our aim is to numerically determine the scaling functions \( R(\xi) \), \( V(\xi) \), \( E(\xi) \), and \( P(\xi) \), corresponding to density, velocity, temperature, and pressure respectively. The thermal energy is measured from the velocity fluctuations obtained by subtracting out the mean radial velocity \( v_r(r, t)\hat{r} \) from the instantaneous velocity. The pressure is measured from the local collision rate. For the hard sphere gas in three dimensions, pressure is given by the expression [23]
\[
p = \rho T - \frac{\rho}{3N\delta t} \sum_{\text{collisions}} b_{ij},
\] (18)
where \( b_{ij} = r_{ij} \cdot v_{ij} \), where \( r_{ij} \) and \( v_{ij} \) respectively are the relative positions and velocities of the particles \( i \) and \( j \) undergoing collisions, \( \delta t \) is the time duration of measurement, and \( N \) is the mean number of particles in the radial bin whose pressure is being computed.

The numerically obtained scaling functions \( R(\xi) \), \( V(\xi) \), \( E(\xi) \), and \( P(\xi) \) are shown in Fig. 1 for initial number densities 0.1 and 0.4. For each of the densities, four different times are shown. The data for the different times collapse onto one curve when plotted against \( \xi \). The TvNS solution is shown in solid black line. Since the simulations correspond to a monoatomic gas, we set \( \gamma = \frac{5}{3} \) in the TvNS solution.

The scaling function \( R(\xi) \) depends on the initial number density \( \rho_0 \), especially close to the shock front (see Fig. 1a). As \( \rho_0 \) decreases, the discontinuity in density at the shock front
Fig. 1  (Color online) The variation of the scaling functions \(a R(\xi), b V(\xi), c E(\xi)\) and \(d P(\xi)\) corresponding to non-dimensionalised density, velocity, temperature and pressure [see Eq. (4)] with scaled distance \(\xi\). The data are shown for 2 different initial densities \(\rho_0 = 0.1\) and 0.4. For \(\rho_0 = 0.1\), the different times are \(t = 30,000, 40,000, 50,000, 60,000\), and for \(\rho = 0.4\), \(t = 5000, 10,000, 20,000, 30,000\), as indicated in \(a\). The black solid lines correspond to the TvNS solution [see Eqs. (10)–(12) and Eq. (6)]. The data for \(R, P\), and \(E\) are also shown on a logarithmic scale in Fig. 2.

Increases, and it is possible that it may approach the theoretical result in the limit of infinite dilution. However, when compared with the entire range of \(\xi\), the numerically obtained curves are very different from the TvNS solution. In particular, as shown in Fig. 2a, the TvNS scaling function increases as a power law \(\xi^{9/2}\) for small \(\xi\) [as in Eq. (16)], while the numerically obtained scaling function tends to a non-zero constant.

The scaling function \(V\), shown in Fig. 1b, increases linearly from zero, reaches a maximum and then decreases to its value at the shock front. The data for \(V\) from the simulations are again not consistent with the TvNS solution in which \(V\) is non-zero at \(\xi = 0\), and then monotonically increases to its value at the shock front. Decreasing the ambient number density \(\rho_0\) shifts the numerical data further away from the TvNS solution for small \(\xi\).

The scaling function \(E(\xi)\), which measures the local velocity fluctuations, is shown in Fig. 1c. There is only a weak dependence on the number density \(\rho_0\). From Fig. 2b, it can be seen that \(E\) diverges as a power law as \(\xi \to 0\), with an exponent that we numerically estimate to be close to \(-2\). The TvNS solution predicts that \(E\) diverges with decreasing \(\xi\).
Fig. 2 (Color online) The data in Fig. 1a, c and d are shown in logarithmic scale to emphasize the power-law divergence for small $\xi$. The three plots show the variation of the scaling functions $a R(\xi)$, $b E(\xi)$ and $c P(\xi)$ with scaled distance $\xi$. The data are for 2 different initial densities $\rho_0 = 0.1$ and 0.4. Each density has data for four different times and the symbols are same as described in Fig. 1a. The black solid lines correspond to the TvNS solution.
as $E \sim \xi^{-13/2}$ [see Eq. (16)]. Again, the data from simulations are quantitatively different from the TvNS solution.

The dependence of the scaled pressure on $\xi$ is shown in Fig. 1d. Unlike the other scaling functions, the data from simulations are much closer to the TvNS solution. In particular, both data diverge as $\xi^{-2}$ for small $\xi$ [see Fig. 2c]. Also, as the number density $\rho_0$ is decreased, the data tends towards the analytical solution, though it is not possible to extrapolate the data to $\rho_0 = 0$ with the current data.

In summary, the TvNS solution fails to describe the numerical data. Also, the data from simulations show that the results depend on $\rho_0$. On the other hand the TvNS solution is independent of $\rho_0$. There could be multiple plausible reasons for the observed differences. One is that the simulations are performed for hard spheres, while the TvNS solution is for the ideal gas. In the hard sphere simulations, there is an upper bound for the local number density, while there is no such bound in the ideal gas. This particularly becomes significant near the shock front where the density becomes high irrespective of the initial density. Secondly, the medium through which shock is propagating is inherently a system out of equilibrium, and the assumption of local equilibrium in the TvNS solution may be incorrect.

In the following, we test these assumptions. First, we incorporate effects of explosion in the hard sphere model into the TvNS solution by replacing the EOS for an ideal gas with a virial expansion for the hard sphere gas. Second, we test the assumption of local equilibrium.

### 4 Shock Propagation in a Hard Sphere Gas

The EOS and the free energy of the hard sphere gas may be expressed as a virial expansion:

\begin{equation}
\frac{p}{k_B T \rho} = 1 + \sum_{n=2}^{\infty} B_n \rho^{n-1},
\end{equation}

\begin{equation}
\frac{F(N, V, T)}{Nk_B T} = \ln(\Lambda^d) - 1 + \sum_{n=2}^{\infty} B_n \rho^{n-1} - \frac{n}{n-1},
\end{equation}

where $p$ is pressure, $T$ is temperature, $k_B$ is Boltzmann constant, $\rho$ is number density, $B_n$ is the $n$th virial coefficient, $F$ is the free energy, and $\Lambda = h/\sqrt{2\pi mk_B T}$ is the thermal wavelength. For a hard sphere gas, the virial coefficients are independent of the temperature. Now, the set of hydrodynamic equations describing the propagation of the shock in the ideal gas [see Eqs. (1)–(3)], have to be modified. It is more convenient to work in terms of the local temperature rather that the local pressure. Equations (1) and (2) for density and momentum remain unchanged except for replacing pressure $p$ with the virial expansion in Eq. (19). Equation (3) for entropy is modified to

\begin{equation}
(\partial_t + v \partial_r) \frac{3 \ln T}{2} - \left[ 1 + \sum_{n=2}^{\infty} B_n \rho^{n-1} \right] (\partial_t + v \partial_r) \ln \rho = 0.
\end{equation}

Transforming to dimensionless variables using Eqs. (4), the hydrodynamic equations reduce to

\begin{equation}
0 = \left( V - \frac{2}{5} \right) \xi R \frac{dV}{d\xi} + \xi \frac{d}{d\xi} \left[ E R \left( 1 + \sum_{n=2}^{\infty} B_n \rho_0^{n-1} R^{n-1} \right) \right] - RV + RV^2.
\end{equation}
Table 1  The values of the virial coefficients $B_n$ for the hard sphere gas in three dimensions. The data are taken from Ref. [30]

| $n$ | $B_n$ |
|-----|------|
| 2   | $\frac{7\pi}{3}$ |
| 3   | $\frac{5 \pi}{8} B_2^2$ |
| 4   | $\left(\frac{2707}{4480} + \frac{219\sqrt{2}}{2240\pi} - \frac{4131}{4480} \arccos\frac{1}{3}\right) B_2^3$ |
| 5   | 0.110252 $B_2^4$ |
| 6   | 0.03888198 $B_2^5$ |
| 7   | 0.01302354 $B_2^6$ |
| 8   | 0.0041832 $B_2^7$ |
| 9   | 0.0013094 $B_2^8$ |
| 10  | 0.0004035 $B_2^9$ |

The Rankine–Hugoniot boundary conditions at the shock front $\xi_f$ are now

$$0 = \left( V - \frac{2}{5} \right) \frac{\xi}{R} \frac{dR}{d\xi} + \xi \frac{dV}{d\xi} + 3RV, \quad (23)$$

$$0 = -\left( 1 + \sum_{n=2}^{\infty} B_n \rho_0^{n-1} R^{n-1} \right) \left( V - \frac{2}{5} \right) \frac{\xi}{R} \frac{dR}{d\xi} + \frac{3}{2} \left( V - \frac{2}{5} \right) \frac{\xi}{E} \frac{dE}{d\xi} + 3(V - 1). \quad (24)$$

The Rankine–Hugoniot boundary conditions at the shock front $\xi_f$ are now

$$\frac{1}{R(\xi_f)} \left[ 1 + \frac{3}{1 + \sum_{n=2}^{\infty} B_n \rho_0^{n-1} R(\xi_f)^{n-1}} \right] = 1, \quad (25)$$

For a given $\xi_f$, Eqs. (22)–(24) with the boundary conditions in Eq. (25) may be solved numerically. $\xi_f$, as before, is determined by the condition that total energy is conserved, which in terms of the scaling functions is

$$4\pi \int_0^{\xi_f} R(\xi) \left[ \frac{V^2(\xi)}{2} + \frac{3}{2} E(\xi) \right] \xi^4 d\xi = 1, \quad (26)$$

which is same as Eq. (9) with $\gamma = 5/3$ and $P = RE$.

For the hard sphere gas in three dimensions, the virial coefficients $B_n$ are known analytically for up to $n = 4$ and through Monte Carlo simulations up to $n = 10$ [30]. These are tabulated in Table 1.

From the hydrodynamic equations as well as the boundary conditions, it is clear that the initial density $\rho_0$ now affects the results, since it explicitly appears in the equations. The limit $\rho_0 \to 0$ in these equations should reproduce the TvNS solution. We thus expect that there could be significant deviations for larger densities. We now compare the results for the
solution for the hydrodynamic equation with virial EOS for hard sphere gas with that for the ideal gas as well as those obtained from simulations.

In Figs. 3 and 4, the TvNS solution with virial EOS is denoted by lines while the simulation data are shown by points for $\rho_0 = 0.1$ and $\rho_0 = 0.4$ respectively. We first focus on the effect of truncating the virial EOS by including only the first $n$ virial terms. We find that the scaling functions for density, velocity, temperature and pressure for $n = 6, 8, 10$ are indistinguishable from each other for both densities (see Figs. 3 and 4), showing that errors introduced by truncating the EOS at $n = 10$ are negligible. Second, we observe that as $n$ or $\rho_0$ increases, the discontinuities at the shock front decreases, and the position of the shock front $\xi_f$ increases. Third, and more importantly, the inclusion of virial EOS does not alter the exponents of the power law divergence of the scaling functions at small $\xi$.

Also, the exponents are independent of $\rho_0$. For high densities, there are qualitative changes induced by including virial EOS. For example, the scaling function for velocity changes from monotonically increasing for ideal gas to monotonically decreasing for the virial EOS [see Fig. 4b].

Near the shock front, in comparison to the ideal gas EOS, we find that the virial EOS does a better job of describing the scaling functions obtained from simulations. For the density scaling function, the discontinuity at the shock front is better captured by the virial EOS for both densities (see Figs. 3a, 4a). For the velocity scaling function, the virial EOS matches with the simulation data close to the shock front for $\rho_0 = 0.1$ (see Fig. 3b), and captures the correct trend for $\rho_0 = 0.4$ (see Fig. 4b). For both temperature (see Figs. 3c, 4c) and pressure (see Figs. 3d, 4d), the scaling functions obtained from virial EOS are closer to the simulation data than the ideal gas EOS.

Away from the shock front, the power law behavior of the scaling function remain unchanged with the inclusion of the virial EOS. This is because near the shock center, the gas is dilute, and the virial EOS tends towards the ideal gas law. Thus, as for the TvNS theory discussed in Sect. 3, the modified theory fails to describe the simulation data (see insets of Figs. 3, 4).

Thus, we conclude that while replacing the ideal gas assumption in the TvNS solution with the virial EOS for the hard sphere gas introduces some dependence on the initial density $\rho_0$, it fails to capture the strong deviations from the TvNS solution that is observed in the event driven simulations.

5 Local Equilibrium

We now numerically check the assumption of local equilibrium in the TvNS solution. First, we check whether the EOS of a hard sphere gas is obeyed. Second, we check whether the thermal energy is locally equipartitioned equally in all three directions. Finally, we calculate the skewness and kurtosis of the distribution of velocity fluctuations to check the deviation from a gaussian.

5.1 Equation of State

A central assumption of the TvNS solution is that the local pressure, density and temperature are not independent, but related to each other through an EOS, which is assumed to be that of the ideal gas. To test the assumption of EOS, we measure the local thermodynamic quantities
Fig. 3 (Color online) The scaling functions a $R(\xi)$, b $V(\xi)$, c $E(\xi)$, and d $P(\xi)$ corresponding to density, velocity, temperature and pressure respectively versus $\xi$ for ambient density $\rho_0 = 0.1$ is compared with the theoretical solution for the hydrodynamic equations with virial EOS for the hard sphere gas. The simulation data (represented by points) correspond to four different times with keys as shown in Fig. 1a. The lines represent the virial EOS solution with the virial expansion truncated at $n = 2, 4, 6, 8, 10$. Black solid curve represents the case of ideal gas. The inset shows the plots on a log-log scale, accentuating the small $\xi$ behavior.
Fig. 4 (Color online) The scaling functions a $R(\xi)$, b $V(\xi)$, c $E(\xi)$, and d $P(\xi)$ corresponding to density, velocity, temperature and pressure respectively versus $\xi$ for ambient density $\rho_0 = 0.4$ is compared with the theoretical solution for the hydrodynamic equations with virial EOS for the hard sphere gas. The simulation data (represented by points) correspond to four different times with keys as shown in Fig. 1a. The lines represent the virial EOS solution with the virial expansion truncated at $n = 2, 4, 6, 8, 10$. Black solid curve represents the case of ideal gas. The inset shows the plots on a log-log scale, accentuating the small $\xi$ behavior.
Fig. 5 (Color online) The variation of \( \chi(n) \) [see Eq. (27)] with \( \xi \) for \( n = 2, 4, 6, 8, 10 \). The data are for times 40,000 and 60,000 and for ambient number density \( \rho_0 = 0.1 \). For large \( n \), \( \chi(n) \) fluctuates about 1.

and check whether they obey the hard sphere virial EOS. To do so, we measure the ratio

\[
\chi(n) = \frac{P(\xi)}{E(\xi) R(\xi) \left[ 1 + \sum_{k=2}^{n} B_k \rho_0^{k-1} R(\xi)^{k-1} \right]},
\]  

(27)

where \( n \) is the number of terms retained in the virial expansion \([n = 1 \text{ corresponds to ideal gas}].\) For large \( n \), if \( \chi \approx 1 \), then we conclude that the virial EOS is obeyed, and the assumption of EOS is justified.

The dependence of \( \chi(n) \) on \( \xi \) for \( n = 2, 4, 6, 8, 10 \) is shown in Fig. 5 for two different times. While for small \( n \), there is deviation from one near the shock front, quite remarkably, as \( n \) increases, \( \chi(n) \) fluctuates about 1 for all \( \xi \). This clearly shows that the assumption of an EOS is quite justified.

There is an ambiguity about whether we define temperature using the full velocity fluctuations or by only considering the radial or transverse components. To show that the evidence of EOS is not dependent on this choice, consider Fig. 6 where \( \chi(10) \) is shown for both \( T_r \) [based on radial component] and \( T_\perp \) [based on transverse component]. Clearly, the results are independent of the choice, except very close to the shock front.

5.2 Equipartition

We check whether the thermal energy is equipartitioned equally in all three directions by measuring the ratio

\[
\zeta = \frac{\langle \delta v_r^2 \rangle}{\langle \delta v_\perp^2 \rangle / 2},
\]  

(28)

where \( \delta v_r \) and \( \delta v_\perp \) are the velocity fluctuations in the radial and transverse \( \theta-\phi \) directions respectively. The factor of 2 accounts for the two degrees of freedom in the \( \theta-\phi \) directions. If the thermal energy is equipartitioned, then \( \zeta = 1 \). Figure 7 shows the variation of \( \zeta \) with \( \xi \) for different times. The data for different times collapse on to a single curve. Away from the shock front, \( \zeta \approx 1 \) showing equipartition. However, near the shock front, \( \zeta > 1 \), corresponding to excess thermal energy in the radial direction.
The variation of $\chi(10)$ with $\xi$, where the temperature in Eq. (27) is replaced by $T_r$ or $T_\perp$ defined through the radial and perpendicular components of the velocity fluctuations. The data are for times 40,000 and 60,000 and ambient density $\rho_0 = 0.1$.

The variation of $\zeta$, the ratio of energies in the radial and $\theta-\phi$ directions [see Eq. (28)] with the scaled distance $\xi$. The data is for four different times with keys as in Fig. 1a, for two ambient densities $\rho_0 = 0.1$ and 0.4. Away from the shock front, $\zeta \approx 1$.

### 5.3 Skewness and Kurtosis

To quantify the deviation from gaussianity, we measure the kurtosis $\kappa$, and skewness $S$ of the probability distribution for the velocity fluctuations:

$$\kappa_r = \frac{\langle (\delta v_r^2)^4 \rangle}{3\langle (\delta v_r^2)^2 \rangle^2},$$

$$\kappa_\perp = \frac{\langle (\delta v_\perp^2)^4 \rangle}{2\langle (\delta v_\perp^2)^2 \rangle^2},$$

$$S = \frac{\langle (\delta v_r^3) \rangle}{\langle (\delta v_r^2)^{3/2} \rangle}.$$
The variation with scaled distance $\xi$ of (a) the kurtosis $\kappa_r$ for the radial velocity fluctuations [see Eq. (29)], (b) the kurtosis $\kappa_\perp$ for the velocity fluctuations in the $\theta$-$\phi$ direction [see Eq. (30)] and (c) skewness $S$ for the radial velocity fluctuations [see Eq. (31)]. The black solid line in (a) and (b) are reference lines of 1, corresponding to gaussianity. The data are for $\rho_0 = 0.1$ and $\rho_0 = 0.4$ and for four different times with keys as in Fig. 1a. (d) The distribution of the radial velocity fluctuations $P(\delta v)$ measured at $r = 61.5$, $t = 30,000$ and $\rho_0 = 0.4$, corresponding to $\xi = 0.58$. The black solid curve represents the gaussian distribution fitted to the data near zero. The blue solid line is an exponential and a guide to the eye.

Deviation of kurtosis from 1 shows non-gaussian behavior. Likewise, a non-zero skewness shows that the distribution is not symmetric. The variation of $\kappa_r$ and $\kappa_\perp$ with $\xi$ is shown in Fig. 8a, b respectively. While the data for different times collapse onto one curve, $\kappa_r$ and $\kappa_\perp$ deviate significantly from 1 for almost all $\xi$, showing a lack of local equilibrium. For the higher density $\rho_0 = 0.4$, $\kappa_r$ and $\kappa_\perp$ are close to one near the shock front. Skewness $S$ also provides a strong evidence for deviation from gaussianity and a lack of local equilibrium. From the variation of $S$ with $\xi$, as shown in Fig. 8c, it is clear that it is positive for all values of $\xi$. Thus, the distribution is clearly asymmetric. Note that in the $\theta$-$\phi$ directions, due to symmetry, the skewness is zero.

The skewness of the distribution may be directly seen by examining the full probability distribution $P(\delta v_r, r, t)$ for the fluctuations in the radial velocity. The distribution for a fixed time $t$ and fixed radial distance $r$, corresponding to $\xi = 0.58$ is shown in Fig. 8d. This corresponds to a region away from the shock front where the skewness in Fig. 8c is non-zero.
It can be seen from the figure that the distribution deviates from the gaussian distribution and is skewed towards the larger positive fluctuations. We find that the data are consistent with an exponential decay for large positive fluctuations.

### 6 Sonic Line

In this section, we check an implicit assumption of the TvNS theory. In the classic solution of a shock, the flow velocity is subsonic within the blast and supersonic when compared to the ambient gas into which the shock is expanding. The subsonic flow results in perturbations relaxing quickly. On the other hand, if there are regions where the flow is supersonic, then the asymptotic self similar solution may not be reached. To check whether this assumption is valid both within the event driven simulations as well as the TvNS theory modified by the virial EOS, we follow closely the analysis of Ref. [5].

Consider the local sound velocity,

\[ c(r,t) = \sqrt{\frac{\gamma p(r,t)}{\rho(r,t)}}. \]  

(32)

Since a perturbation results in an acoustic wave (heat waves have been ignored), the energy carrying perturbation will have a maximal speed \( v(r,t) + c(r,t) \), where \( v(r,t) \) is the local flow velocity. On the other hand, the phase velocity is the geometric speed at \( r \) and is given by \( \frac{r_f dr_f}{dt} \), where \( r_f \) is the position of the shock front. Since \( r_f \propto t^{2/5} \), we obtain \( \frac{dr_f}{dt} = \frac{2r_f}{5t} \), such that the phase velocity is \( \frac{2r}{5t} \). For the TvNS assumption to hold, the phase velocity should be less than the maximal speed \( v(r,t) + c(r,t) \). This may be checked by plotting the scaled sound velocity \( C(\xi) = tc/r \) as a function of scaled flow velocity \( V(\xi) = tv/r \), and compare the data with the sonic line

\[ \frac{5}{2} V + \frac{5}{2} C = 1. \]  

(33)

If the \( C - V \) plot stays above this line, then perturbations are faster than phase velocity, and is necessary for the validity of the TvNS solution.

The parametric plot of the scaled sound velocity with the scaled flow velocity, as obtained from simulations, is shown in Fig. 9a. While most of the data lies above the sonic line (shown as solid line), there is a region near the shock front where the data from simulation lies below the sonic line for both the two different ambient densities. However, the region that we find below the sonic line may be an artifact of the simulation. The data is obtained by averaging over different histories, each one having a slightly different shock front, resulting in a diffused shock front. To remove this ambiguity, we identify the value of \( \xi \) at which density (or pressure) reaches a maximum as the shock front. We remove the data beyond the shock wave, and plot this reduced data in Fig. 9b. Here, we find that the entire plot lies above the sonic line. Therefore, we conclude that our simulations are in the parameter range corresponding to strong shocks.

The argument that the shock fronts get diffused because of averaging over histories may be partly checked by analysing the data for single realisations. Single realisations still suffer from the drawback that the shock front is not a perfect sphere and fluctuations in the front lead to errors near \( \xi_f \). The front becomes more spherical with time, and we expect that data for larger times should lie about the sonic line. In Fig. 10, we plot the data (as presented in Fig. 9) for two typical realisations for \( \rho = 0.1 \). As time increases, the scaled data tends to...
Fig. 9 (Color online) The parametric plot of sound velocity (C)-flow velocity (V). The data are from simulations. The solid reference line represents the sonic line [see Eq. (33)]. The arrows indicate the direction of increasing $\xi$. a The full data. b Reduced data, where the data beyond the shock front have been removed. The data are for four different times with keys as in Fig. 1a

lie above the sonic line. This provides further evidence that our simulations correspond to strong shocks.

The same features may be observed for the theoretical TvNS solution with virial EOS. The C–V plot for the same is shown in Fig. 11, where the virial EOS is truncated at the tenth virial coefficient. It may be seen that for the densities that we have considered, the C–V parametric plot lies above the sonic line. Any higher ambient density would have resulted in the curve crossing the sonic line.

7 Conclusion and Discussion

To summarize, in this paper we revisited the classic solution describing the propagation of a blast wave through a medium at rest, following an intense explosion. We compared the TvNS solution for the radial distribution of pressure, temperature, density and flow velocity fields with results from large scale event driven molecular dynamics simulations of hard spheres in three dimensions. We find that the TvNS solution fails to describe the numerical data well. In particular, the power law behavior away from the shock front for temperature and density have different exponents in the theory and simulations. In addition, the predictions for the flow velocity do not match the simulation results for all $\xi$.

The TvNS theory was modified by using a virial equation of state for the hard sphere gas instead of the ideal gas constitutive relation. We find that the hydrodynamic solution does not noticeably change beyond the inclusion of six virial coefficients. We restricted our analysis to the known ten virial coefficients. While inclusion of the more realistic virial equation of state modifies the theoretical predictions, especially near the shock front, it does not modify any of the exponents, and thus fails to describe the simulation data.
Fig. 10 (Color online) The parametric plot of sound velocity ($C$)-flow velocity ($V$), as in Fig. 9. The data are from simulations. The solid reference line represents the sonic line [see Eq. (33)]. $a$ and $b$ represents the full data for two different single realisations.

Fig. 11 (Color online) The parametric plot of sound velocity ($C$)-flow velocity ($V$). The data are from TvNS solution with virial EOS truncated at the tenth virial coefficient. The solid reference line represents the sonic line [see Eq. (33)]. The arrows indicate the direction of increasing $\xi$. 

### Additional Notes
- **Figure 10** shows the parametric plot of sound velocity ($C$) vs. flow velocity ($V$) for simulations. The solid line represents the sonic line, and $a$ and $b$ represent the full data for two different realisations.
- **Figure 11** displays similar data for TvNS solution with virial EOS truncated at the tenth virial coefficient. The arrows indicate the direction of increasing $\xi$.
We also checked the different assumptions of the TvNS theory. The assumption of local equilibrium is a key assumption of the TvNS solution. In particular, the main consequence of this assumption that goes into the theory is the existence of an equation of state for the gas. Though the numerics and theory do not agree for the scaling functions, surprisingly, the local pressure, temperature and density satisfy the virial equation of state for the hard sphere gas very well, except for a small deviation near the shock front [see Fig. 5]. On the other hand, the radial velocity fluctuations are not gaussian, and is skewed towards positive fluctuations. This shows that local equilibrium is not attained. The hydrodynamic equations correspond to the collision less limit of the Boltzmann equation, and does not ensure equilibration. One way to understand the role of these skewed distributions would be to study a system where the local velocities are reassigned at a constant rate from a Maxwell-Boltzmann distribution with the local temperature, and ask whether any qualitative changes are observed. This is a promising area for future study.

The divergence of temperature for small $\xi$ in the TvNS solution may be regularized by introducing heat conduction [1,17,42]. When the flow is made non-adiabatic, the conservation laws for mass and momentum do not change [see Eqs. (1) and (2)]. However, the conservation of energy [see Eq. (3)] is now modified to [1,17,42,49],

$$\rho \left[ \partial_t e + v \partial_r e \right] - T \left[ \partial_t \rho + v \partial_r \rho \right] + \frac{1}{r^2} \partial_r \left( r^2 q_r \right) = 0,$$

(34)

where $e$ is the internal energy and $q_r$ is the heat flux in the radial direction, given by

$$q_r = -\lambda \nabla T = -\lambda \partial_r T,$$

(35)

where $\lambda$ is the heat conductivity. Within kinetic theory, $\lambda$ depends on temperature as

$$\lambda = \sqrt{\frac{2k_B^3 T}{\pi^3 m \sigma^4}},$$

(36)

where $\sigma$ is the diameter of the particles and $m$ is the mass of the particles. In the limit $r, t \to \infty$, keeping $\xi$ fixed, it is easy to see that the ratio of the heat conduction term [last term in Eq. (34)] to any of the other terms decreases to zero as $t^{-2/5}$. Thus, this term is irrelevant in the scaling limit. However, one may take the limiting case of switching on a heat conduction term with a small coefficient, and determine the limit of the scaling functions as this coefficient tends to zero. The boundary condition of no heat flux at the heat center [1,17,42] automatically ensures that the gradients in temperatures are set to zero, or equivalently the scaling function $E \sim \xi^{-2}$, as seen in the simulations. Thus, the results for the scaling functions obtained by first taking the scaling limit at the level of the hydrodynamics equations, or by taking the scaling limit after solving the hydrodynamic equations with heat conduction may not be the same. Whether the latter limit reproduces quantitatively the results of the simulations, requires a detailed numerical solution of the hydrodynamic equations, which is beyond the scope of this paper.

Earlier molecular dynamics simulations in two dimensions [5] found that the simulations reproduce well the TvNS solution for low to medium densities, except for a small difference in the discontinuities at the shock front. Also, a slight discrepancy was observed near the shock center. When the number density of the ambient gas is high, the TvNS solution did not describe well the data near the shock front [5]. This is contrary to our results in three dimensions where the TvNS solution does not match with simulation. The number densities considered in both the studies are similar, and thus we expect the results in this paper to hold in two dimensions also. Ongoing work is focusing on understanding the reason for the qualitatively different results that have been reported for two and three dimensions.
Acknowledgements  The simulations were carried out on the supercomputer Nandadevi at The Institute of Mathematical Sciences.
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