Compressibility and Rarefaction Effects on Particle Dynamics and Heat Transfer in Aerosol Deposition Process
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Abstract: The aerosol deposition (AD) method is an emerging coating technique to create a dense ceramic or metal layer on a substrate through the kinetic impaction and cumulative deposition of ultrafine solid particles under near-vacuum conditions. Prediction of the particles’ impact velocity and temperature during the AD process is crucial in enhancing the coating quality. In the present work, a two-way coupled Eulerian-Lagrangian model is developed for an AD system equipped with a converging-barrel nozzle to simulate the supersonic gas flow, particle in-flight behavior, as well as particle conditions upon impact on a flat substrate. The focus of the current study is to understand the effects of compressibility and rarefaction on particle velocity and temperature during the AD process. The effects of compressibility and rarefaction can be assessed using the Mach and Knudsen numbers. Therefore, different models for the drag coefficient and the heat transfer coefficient that take into account the Knudsen, Mach, and Reynolds number effects are implemented into the computational fluid dynamics (CFD) models. The results show that compressibility and rarefaction have significant influence on the particle temperature and velocity. As the particle size reduces, the effects of compressibility and rarefaction become more important.
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1. Introduction

The aerosol deposition (AD) method, also known as the vacuum cold spray (VCS) process, is being used in various industries, including energy, electronics, aerospace, and biomedicine, as an effective method to deposit ceramic or metal coatings at or near room temperature. This technique has been utilized for different energy-harvesting devices such as solid oxide fuel cells (SOFC), solid-state lithium batteries, sensors, electronic devices (e.g., semiconductor fabrication equipment), and dye-sensitized solar cells (DSSC) [1–3]. In this technique, the solid-state submicron ceramic/metal particles are accelerated in a high-speed gas flow to impact with the substrate (i.e., the part to be coated) and form a dense thick/thin coating under vacuum. Compared to other technologies in this area, such as plasma spraying, which are typically based on the melting and solidification of particles, there is no need to heat and melt the particles in the AD method. As a result, the adverse effect of high temperature on temperature-sensitive materials is removed and considerable progress in the performance of coatings has been observed [4]. Furthermore, due to relatively low-temperature operation, the energy consumption and cost as well as the emissions of toxic air pollutants are significantly reduced in the AD process [5–9].

In general, the AD system includes an aerosol generator, a deposition chamber equipped with a substrate holder and a converging-diverging or converging-barrel nozzle, and an evacuation system (see Figure 1). The evacuation system (usually a rotary vacuum pump coupled to a mechanical booster pump) is used to reduce the pressure of the deposition chamber to around 0.01–1.5 kPa. A mixture of solid particles and gas, called
aerosol, is injected into the nozzle at higher pressure. Due to the nozzle geometry and the pressure difference, a highly under-expanded supersonic jet is formed outside the nozzle. In addition, depending on the substrate location, a Mach disk and/or a strong bow shock can be formed near the substrate. The particle size is typically not more than 5 μm. Owing to high-speed gas flow, particles are accelerated to several hundreds of meters per second upon impact [6–9]. The carrier gas can be preheated (while the temperature is kept below the particle melting point) to increase the sonic velocity of the carrier gas in the throat and to reduce the consumption of process gas [5]. In addition, by preheating the carrier gas to a temperature of several hundred degrees Celsius, the particle velocity and temperature increase and particle interface bonding can be improved [10].

![Schematic diagram of the aerosol deposition system.](image)

**Figure 1.** Schematic diagram of the aerosol deposition system.

Due to the significant effect of in-flight particle velocity on the coating quality, considerable efforts have been devoted to study the influence of operating parameters such as gas temperature [10], gas flowrate, chamber (back) pressure, standoff distance (i.e., the distance between the nozzle exit and the substrate), particle size, and shape [2,11–16] on particle conditions upon impact. Akedo et al. [6] found a connection between the particle impact velocity and the gas (i.e., nitrogen, helium, and air) consumption to control the velocity of particles using a time-of-flight method. It is worth mentioning that, in order to control the particle velocity in a broad range, helium gas is usually used, while air or nitrogen gas can be used to reduce the cost [17]. Glosse et al. [18] investigated the effect of gas flow rates and chamber pressures on the jet formation using a shadow optical imaging system and were able to estimate the gas flow structure and the particle trajectories. Particle size also significantly affects the particle trajectory and velocity. Ma et al. [19] numerically showed that there is an optimum particle diameter for achieving higher impact velocity in particle deposition systems. To obtain a higher impact velocity for copper particles, they suggested that the substrate should be located behind the high-pressure region of gas shock wave. Although most of the previous works were conducted solely at room temperature, Wang et al. [10] experimentally showed that by increasing the gas temperature above 200 °C, a dense and thick coating layer of doped lanthanum gallate (i.e., electrolyte material for the intermediate temperature-solid oxide fuel cell) with higher conductivity will be formed. This improved interface bonding was achieved through the collision of particles at elevated velocity and temperature. Preheated gas not only results in higher particle velocity, but also increased particle temperature. At elevated gas temperatures, a
decrease in crystallite size and grain diameter was observed which resulted in an enhanced bonding and consolidation.

Suzuki et al. and Kim et al. [15,16] showed that particle shape has significant influence on the coating’s microstructure in the AD method, which can be due to the effects of particle shape on the in-flight particle velocity and mechanisms of impact. There have been several studies about the influence of particle shape on the particle velocity and mechanisms of impact in cold spray system which is a similar process to the AD method but with much higher inlet/outlet pressures and relatively larger particles. Jodoin et al. [20] experimentally showed that a non-spherical particle undergoes early boundary layer separation compared with the spherical particle due to a negative pressure gradient present on the particle surface. As a result, non-spherical shape particle presents higher in-flight and impact velocities than the spherical particle under the same operating conditions [21]. Özdemir et al. [22] numerically showed that the impact of particle sphericity on the acceleration of particles larger than 3 µm is significant. The effects of particle shape on the mechanisms of impact in the cold spray system were studied by Jami and Jabbarzadeh [23]. They found that the local temperature and stress during impact strongly depends on the particle shape. It is worth mentioning that to fully understand the effects of particle shape in the AD method, more numerical and experimental studies should be conducted.

Besides adjusting the operating parameters, another approach to improve the coating quality is to optimize the nozzle shape and configuration. Park et al. [14] studied the effect of nozzle throat width on deposition of α-alumina films of granule spray in vacuum using a modified aerosol deposition system equipped with a supplemental gas flow line in addition to the carrier gas flow line. The results of their measurement showed that a thicker film was formed using a wide throat nozzle in spite of the smaller pressure difference. Lee et al. [24] investigated the effect of the nozzle exit diameter and diverging spray angle on the coating layer quality. They developed an optimized nozzle geometry so that the pressure at the nozzle exit was equal to the deposition chamber pressure (to reduce shock strength outside the nozzle). The results obtained from CFD computation showed that the optimized nozzle yielded substantially better coating quality over non-optimized nozzles.

One of the challenges of utilizing the AD process is its low deposition efficiency (often less than 1%) [1]. In the work of Naoe et al. [25], the relationship between the particle impact velocity and deposition efficiency in the AD method was investigated. In this work, the deposition of α-Al2O3 powder on copper substrates was studied. It was found that by increasing the particle impact velocity, the deposition efficiency increases, reaches a maximum value, and then dramatically decreases where the erosion of the film can be observed. However, it should be noted that the deposition efficiency was 0.104% at most which is much lower than that of cold spray [1,23,26]. Shahien et al. [27] improved the deposition efficiency of ceramic particles on AISI 304 stainless steel substrate using the plasma-assisted aerosol deposition to activate the surface of the particles. The activated surface acts as a glue while strengthening the binding between deposited particles. In the work of Wang et al. [10] (described above), the deposition efficiency was also improved by increasing the gas temperature. However, a deeper understanding of the process (including particle in-flight behavior and coating buildup mechanisms) and materials recycling or recirculation in the process is necessary to overcome this issue.

Today, CFD is a powerful tool to tackle complex engineering problems and to control and optimize various processes. However, the accuracy and reliability of the results strongly depend on the employed sub-models and assumptions, the mesh size and quality, the numerical schemes, etc. For instance, to model the AD process, in most of the past studies [2,13,19,28,29], incompressible drag coefficients were used which solely depend on Reynolds number (Re). In addition, the Ranz–Marshall correlation which only accounts for Reynolds and Prandtl (Pr) numbers was utilized to estimate the heat transfer coefficient [28–30]. In other words, the effects of compressibility and rarefaction on the particle velocity and temperature were not taken into account. Since the back pressure is
low and the particle size is small, the effects of compressibility and rarefaction might be important to better predict the in-flight particle velocity and temperature.

The compressibility and rarefaction effects can be evaluated by the Mach ($M$) and Knudsen ($Kn$) numbers. For suspension high velocity oxy fuel (HVOF) thermal spray processes, the effects of $M$ and $Kn$ numbers on the particle velocity and temperature were modeled by Jadidi et al. [31] and Chadha et al. [32]. In the work of Jadidi et al. [31], the drag coefficient was assumed to be a function of $Re$, $M$ and $Kn$, while the effects of $M$ and $Kn$ on the heat transfer coefficient were ignored. Consequently, the particle temperature was underestimated (compared to the Accuraspray measurements) by around 500 K (20%). Chadha et al. [32] developed the model and considered the effects of compressibility and rarefaction on both the drag coefficient and the heat transfer coefficient. It was shown that prediction of particle temperature was significantly improved in their study. It is worth mentioning that in the suspension HVOF, the particle size is less than 10 $\mu$m, which is similar to the particle size in the AD method.

The effect of $M$ and $Kn$ numbers on the particle velocity in the AD method was studied by Zabihi et al. [30]. They used the incompressible drag coefficient as well as a drag coefficient introduced by Loth [33] which considers the effects of compressibility and rarefaction. However, the dependency of the heat transfer coefficient on the $M$ and $Kn$ numbers were ignored. By comparing the results, Zabihi et al. showed that the predictions of particle velocity can be significantly improved by using Loth’s drag coefficient.

In the present work, the motivation is to consider the influence of compressibility and rarefaction on both particle dynamics and heat transfer in the AD process. Developing such a model is necessary to understand the physical phenomena involved in the AD process and to better estimate the particle temperature and velocity upon impact. Moreover, in order to understand the impact process and bonding mechanisms in the AD system, the present model is able to provide more accurate initial conditions for the proposed impact models (see for instance [34–38]).

2. Methodology and Numerical Analysis

2.1. Geometry and Computational Domain

In the current study, helium gas with high pressure ratio is directed into the deposition chamber through a converging-barrel nozzle [28,39]. The pressure ratio is the ratio of aerosol chamber pressure ($P_0$) to deposition chamber pressure ($P_b$) and it is the driving force for gas and particle acceleration. Figure 2 illustrates the geometry of the nozzle and Table 1 lists the dimensions of the nozzle. Since the goal of this computational study is to develop more accurate sub-models for the particulate phase, without loss of generality, it is assumed that the gas flow is axisymmetric. Therefore, a two-dimensional axisymmetric nozzle with 4 mm$^2$ exit surface area is used. It should be noted that the surface area of the nozzles in different experimental and numerical studies are in the range of 2 to 5 mm$^2$ [13,18,28,40]. The slit nozzles with rectangular cross-sections, in which axis-switching phenomena for the gas phase can happen, were modeled using 3D geometries and meshes in the previous paper [30].

| Configuration            | Dimension, mm |
|-------------------------|---------------|
| Inlet diameter ($D_i$)  | 10            |
| Throat diameter ($D_j$) | 2.25          |
| Convergent length ($L_c$)| 5             |
| Throat length ($L_t$)   | 6             |
| Total length ($L$)      | 15            |

Table 1. Main dimensions of the converging-barrel nozzle.

A structured 2D mesh of 394,000 cells is employed to model the fluid domain. A flat substrate is located at a standoff distance (SD) of 15 mm. The substrate, nozzle and the deposition chamber walls are modeled with a no-slip boundary condition and the
temperature are fixed at 300 K. The gas outlet of the computational domain is considered as pressure outlet as shown in Figure 3. A refined mesh structure as shown in Figure 4 is considered for critical locations such as regions near the nozzle walls and in the vicinity of substrate where large variations of parameters are expected.

![Figure 2. Geometry of the converging-barrel nozzle.](image)

![Figure 3. Boundary conditions.](image)

![Figure 4. Computational domain and mesh for the numerical simulation.](image)
2.2. Flow Field Simulation

To model the gas phase, the compressible form of the mass, momentum, and energy equations is solved together with an ideal gas equation of state (as in other studies in this field [2, 13, 19, 30]) using ANSYS Fluent solver release 2020 R2. The turbulence of the gas phase is described with the use of realizable k-ε turbulence model in combination with the enhanced wall treatment (EWT) function. The pressure-velocity coupling is handled by the coupled algorithm. The Green–Gauss node-based and the second order discretization scheme are enabled for gradient terms and pressure, respectively. The gas solver is steady state pressure-based, and the gravitational effects are ignored. The viscous heating is considered for the inclusion of viscous dissipation terms in the compressible flow. It should be noted that the Reynolds-averaged Navier–Stokes equations as well as the k-ε turbulence model are explained in detail in the previous papers [30, 31, 41] as well as several books such as those in references [42–46]. Therefore, to make this paper concise and coherent, only the key points and assumptions are mentioned here. Interested readers are referred to the stated references for more information about the methods and numerical schemes.

For simulating the behavior of carrier gas and trajectory of in-flight particles, the particle-laden flow is injected into the nozzle. For the gas phase, the inlet and outlet boundary conditions are set at 360 kPa (P₀) and 1.22 (P_b) kPa, respectively. In order to investigate the effect of gas temperature on the particle behavior, two temperature conditions of 300 K and 573 K are used [10] and the results are compared. The boundary conditions are defined as shown in Table 2.

Table 2. Deposition parameters of the AD simulation model.

| Parameter                        | Value (Unit) |
|----------------------------------|--------------|
| Deposition chamber pressure      | 1.22 (kPa)   |
| Aerosol chamber pressure         | 360 (kPa)    |
| Helium Gas temperature           | 300 and 573 (K) |
| Maintained substrate temperature | 300 (K)      |

2.3. Particle Transport Model and Governing Equations

After obtaining a converged solution for the gas phase, copper particles are injected into the computational domain to study the behavior of the in-flight particles upon impact with the substrate. The two-way coupled Eulerian–Lagrangian approach (the Lagrangian discrete phase model (DPM) in ANSYS Fluent [42]) is applied to compute the particle in-flight behavior in the AD system. Spherical micron-sized copper particles (≤ 5 µm) were released uniformly along the inlet boundary of the nozzle with an initial velocity of 10 m/s and mass flowrate of 0.002 g/s.

Newton’s second law of dynamics describes the acceleration of each in-flight particle as below:

\[
\frac{d\vec{v}_p}{dt} = \frac{\vec{v}_g - \vec{v}_p}{\tau_r} + \vec{F}_a
\]

(1)

where relaxation time for a particle and Reynolds number are defined as \( \tau_r = \frac{24\rho_p d_p^2}{9 \mu_g C_D Re} \) and \( Re = \frac{\rho_g d_p |\vec{v}_p - \vec{v}_g|}{\mu_g} \), respectively. Here, \( C_D \) is drag coefficient, \( d_p \) is particle diameter, \( \mu_g \) is gas viscosity, \( \rho_g \) is gas density, \( \rho_p \) is particle density, \( \vec{F}_a \) is acceleration caused by additional forces affecting the particle, and \( \vec{v}_g \) and \( \vec{v}_p \) are gas and particle velocities, respectively. Three different empirical drag coefficients are used: spherical (incompressible) drag coefficient, as well as drag coefficients developed by Loth [33] and by Crowe [47]. The thermophoretic force is activated to consider the effect of temperature gradient on the in-flight particles. It should be noted that due to the significant decrease in the temperature during the travel of the gas through the nozzle, the in-flight particles experience a thermophoretic force in the opposite direction of the gas temperature gradient [30]. Stochastic
collision model which is based on the algorithm of O’Rourke [48] are also included in the simulations. Furthermore, the discrete random walk model is applied to include the effects of instantaneous gas velocity fluctuations on the particle trajectories [42]. Detailed information about these models can be found in [42]. In this study, the unsteady particle tracking treatment is conducted, using the time step size of $10^{-5}$ s, to inject the inert spherical copper particles and to track the particles.

As it is shown in Equation (1), the equation of motion for particle in continuous phase consists of the drag force. The drag coefficient is calculated based on the following empirical correlations:

1. Spherical or incompressible drag coefficient developed by Morsi and Alexander [49]:

$$C_D = a_1 + \frac{a_2}{Re} + \frac{a_3}{Re^2}$$  \hspace{1cm} (2)

where $a_1$, $a_2$, and $a_3$ are constants.

2. Crowe et al.’s drag coefficient which is a function of $M$, $Kn$, and $Re$ [47,50,51]:

$$C_D = (C_{D,\text{inc}} - 2) \exp \left[ -3.07 \sqrt{\gamma} \frac{M_p}{Re_p} g(R_p) \right] + \frac{h(M_p)}{\sqrt{\gamma}} \frac{M_p^{1.16}}{Re_p^{0.687}} + 2.0$$  \hspace{1cm} (3)

where $C_{D,\text{inc}}$ is the drag coefficient in an incompressible flow taken from a correlation by Clift et al. [52], $\gamma$ is ratio of specific heats, $M_p$ is Mach number, $Re_p$ is particle Reynolds number, $T_p$ is particle temperature, and $T_s$ is gas temperature. It should be noted that the above correlation is not valid beyond the critical Reynolds number ($\sim 3 \times 10^5$) where the boundary layer becomes turbulent [53].

3. Loth’s drag coefficient, which is more recent, considers the effects of compressibility and rarefaction on the particle behavior [33]. For $Re_p \leq 45$ where rarefaction effects are dominant due to small $M$ values and for $Re_p > 45$ where compressibility effects are leading the particle behavior because of small $Kn$ values, the two separate models are introduced.

$$C_D = \frac{C_{D,\text{kn},Re}}{1 + M_p^4} + \frac{M_p^4 C_{D,\text{fm},Re}}{1 + M_p^4}$$  \hspace{1cm} (6)

$$C_D = \frac{24}{Re_p} \left[ 1 + 0.15 R e_p^{0.687} \right] H_M + \frac{0.42 C_M}{1 + \frac{42500 C_M}{Re_p^{1.8}}}$$  \hspace{1cm} (7)

$$C_M = 5 + \frac{2}{3} \tanh \left[ 3 \ln(M_p + 0.1) \right]$$  \hspace{1cm} (8)

$$C_M = 2.044 + 0.2 \exp \left\{ -1.8 \left[ \ln \left( \frac{M_p}{1.5} \right) \right]^2 \right\}$$  \hspace{1cm} (9)

$$G_M = 1 - 1.525 M_p^4$$  \hspace{1cm} (10)

$$G_M = 0.0002 + 0.0008 \tanh \left[ 12.77(M_p - 2.02) \right]$$  \hspace{1cm} (11)

$$H_M = 1 - \frac{0.258 C_M}{1 + 514 C_M}$$  \hspace{1cm} (12)

where $C_{D,\text{kn},Re}$ and $C_{D,\text{fm},Re}$ are Schiller–Naumann and free-molecular limit corrections, respectively [33].
To simulate the particle heat transfer, the lumped-heat-capacity method is used and two different Nusselt numbers are utilized:

1. The semi-empirical Ranz–Marshall correlation \([54,55]\) \((\text{Nu}_{\text{inc}})\) are determined using:
   \[
   \text{Nu}_{\text{inc}} = \frac{h d_p}{k_g} = 2.0 + 0.6 \text{Re}_p^{1/2} \text{Pr}^{1/3}
   \]  
   (13)
   where \(d_p, k_g, \text{Pr}, \) and \(h\) are particle diameter, thermal conductivity of the gas, Prandtl number, and the heat transfer coefficient, respectively.

2. The correlation introduced by Kavanau \([56]\) which considers the effects of rarefaction and compressibility on the Nusselt \((\text{Nu})\) number and is valid for a wide range of \(Kn\) number \([53]\):
   \[
   \text{Nu} = \frac{\text{Nu}_{\text{inc}}}{1.0 + 3.42 \frac{M_p}{\text{Re}_p \text{Pr}} \text{Nu}_{\text{inc}}}
   \]  
   (14)

The effects of \(\text{Nu}\) and \(C_D\) are discussed in Section 3.

2.4. Numerical Validation Setup

To validate the continuous phase solver described in Section 2, a series of test cases for free jets are run, and the obtained Mach disk diameters and locations are compared with experimental data. A 2D axisymmetric nozzle with the dimensions explained in Table 1 is utilized. In fact, the nozzle geometry is similar to one of the nozzles used in the experimental work of Crist et al. \([57]\) to study the highly under-expanded sonic jet. The deposition chamber dimensions are expanded to be 35 mm in length and 50 mm in height (Figure 5). The Dirichlet no-slip boundary condition is used at the walls and temperature is set to 300 K. The gas outlet of the computational domain is considered as pressure outlet and fixed at 1220 Pa for all cases. Nitrogen gas with different pressures at 573 K is injected into the nozzle. The comparison between numerical and experimental studies are discussed in the next section.

3. Results

3.1. Numerical Validation Results

For the case of free jet, when the back pressure is much lower than the stagnation pressure, the compression and expansion waves as well as a strong Mach disk (a highly under-expanded supersonic jet) form outside the nozzle. The greater the difference between the back pressure and the stagnation pressure, the further is the Mach disc located and shock forms. The expansion waves at the nozzle exit lip are reflected at jet boundary as.
compression waves and form a barrel shock. The reflected shock also compresses the flow downstream of the Mach disk where they become separated from the flow by the slip lines. Upstream the Mach disk, the gas pressure decreased along the centerline of the nozzle. Upon passing through the Mach disk, the pressure increases [57,58]. Notable features, including Mach disk, barrel shock, and reflected shock, diameter and location of the Mach disk are labeled in Figure 6.

Figure 5. Computational domain and boundary conditions for the validation case.

Figure 6. Contour of a highly under-expanded jet and barrel shock.

The experimental work of Crist et al. [57] on the highly under-expanded jet is used as a basis for validating the modelling approach in which jets with various range of pressure ratios while the back pressure kept constant at 1220 Pa are modelled. As mentioned, realizable k-ε turbulence model is used to obtain the location and diameter of the Mach disk. The nozzle pressure ratio is plotted against the non-dimensionalized Mach disk diameter, \( \frac{D_m}{D_j} \), and length, \( \frac{L_m}{D_j} \), for the converging-barrel nozzle as illustrated in Figures 7 and 8. Here, \( L_m \) and \( D_m \) are defined as the Mach disk location and diameter, respectively, and \( D_j \) is the minimum diameter of the nozzle (i.e., the nozzle throat, see Table 1). The empirical formula developed by Addy [59], Equation (15), and Young [60], Equation (16), are also plotted for comparison.

\[
\frac{D_m}{D_j} = 0.36 \left( \frac{P_0}{P_b} - 3.9 \right)^{0.5} 
\]

\[
\frac{L_m}{D_j} = 0.72 \left( \frac{P_0}{P_b} \right)^{0.5} 
\]

where \( P_0 \) is the stagnation pressure at the nozzle entrance and \( P_b \) is the back pressure. As it can be seen from Figures 7 and 8, a good agreement is achieved, validating our assumptions and numerical model.
The results of mesh independence study for simulation of a free jet. Table 3.

3.2. Mesh Independence Study

For mesh independence study, the simulation with coarse, medium, and fine meshes has been performed for a free jet case. The results are shown in Table 3. Grid sensitivity studies confirmed that the numerical solution is not dependent on the grid resolution when the total number of nodes exceeds about 396,000. Therefore, for the case with a substrate, where the deposition chamber and the computational domain are much smaller compared to the free jet case, a mesh of 394,000 cells is considered.

Table 3. The results of mesh independence study for simulation of a free jet.

| Run       | No. of Nodes | \( V_{\text{max}} \), m/s | \( \text{Mach}_{\text{max}} \) | \( D_m \), mm | \( L_m \), mm |
|-----------|--------------|--------------------------|--------------------------|--------------|--------------|
| a. Coarse Mesh | 396,650       | 1053.0                   | 8.63                     | 13.96        | 25.6         |
| b. Fine Mesh   | 505,426       | 1052.9                   | 8.56                     | 13.69        | 25.7         |
| c. Ultrafine Mesh | 719,362   | 1052.8                   | 8.49                     | 13.63        | 25.4         |
3.3. Continuous Phase

To study the gas velocity and temperature variations, helium gas enters the system and accelerate through a converging-barrel nozzle to reach a substrate located at 15 mm distance from the nozzle exit (see Table 2 for boundary conditions). As shown in Figure 9a, the gas flow injected at 573 K is gradually accelerated through the nozzle throat, then the gas is abruptly accelerated in the downstream direction. After passing through the normal shock wave, the gas flow is suddenly decelerated close to the substrate inside the stagnation region. Figure 9b illustrates how the gas flow is accelerated to supersonic flow through the throat in the deposition chamber, and due to the existence of a highly under-expanded supersonic jet the Mach number changes noticeably and is much more than 1 upstream the normal shock wave. Furthermore, Figure 9c shows that the gas temperature is slightly dropped from 400 K to around 340 K in the vicinity of nozzle exit due to gas expansion and it increases to around 530 K in the stagnation region. Therefore, material susceptible to heat can be utilized as feedstock powders and substrates without undergoing thermal damage.

![Figure 9](image_url)

**Figure 9.** Contour of helium gas velocity (a), Mach number (b), and temperature (c) for a circular converging-barrel nozzle.
3.4. Effect of Drag Coefficient on Particle Velocity and Temperature

In order to study the effect of compressibility and rarefaction on variation of particle velocity along the jet centerline (x-axis), helium gas and copper particles enter the system at 573 K and accelerate through a converging-barrel nozzle. Figures 10 and 11 display the velocity of the gas and particles with particle size of 1 and 5 μm, respectively, along a 30 mm path length using three drag coefficients: Loth [33], Crowe [47], and incompressible model [49].

![Effect of drag coefficients on centerline particle velocity, $d_p = 1 \mu m$.](image1)

![Effect of drag coefficients on centerline particle velocity, $d_p = 5 \mu m$.](image2)

In general, the acceleration of the particles can be divided into three stages: first, the particles are accelerated by the carrier gas inside the nozzle where the gas velocity is higher than the particle velocity. In the second stage, in-flight particles are accelerated by the supersonic jet in the vacuum chamber and reach their velocity plateau before the shock wave occurs. In this stage the velocity of the gas is still more than the velocity of the particles. Finally, the particles travel through the normal shock wave. A bow shock forms near the substrate when the gas jet hits the substrate. The bow shock comprises a
high-pressure and low-velocity region. The gas velocity drops below the particle velocity in the vicinity of the substrate and abruptly reaches zero inside the stagnation region. Due to the presence of bow shock near the substrate, the particles experience a small deceleration or deflection. The results show that compared to the incompressible drag coefficient, the Crowe and Loth’s drag coefficients predict much lower in-flight and impact velocities for smaller particles (1 μm). The results of Loth model are similar to the fit given by Crowe since the Reynolds number in the computational domain is more than 45 and less than the critical Reynolds number. Increasing the size and mass of particles decreases the effects of Knudsen, Mach and Nusselt numbers on the gas-particle interaction. For larger size particles, the change in particle velocity between different drag expressions becomes smaller. In particular, for 5 μm particle, the impact velocity difference between Crowe and incompressible drag expressions is approximately 16%. The figures also show that the particles with diameter ranging from 1 to 5 μm would not slow down significantly before impact. In addition, the acceleration of small particles in the nozzle section is more than the large particles. As it can be seen from Figure 11, although the effect of compressibility is not significant for larger particles, ignoring the compressibility effect results in overestimating impact velocity. Figure 11 also shows that the velocity of 5 μm particles is about 330 m/s upon impact. To form a deposition layer, the impact velocity must exceed the critical velocity of several hundreds of meters per second. The critical velocity is a function of particle material and for the metal materials due to the microstructure of the metal, impact velocity needs to be much higher than ceramic impact velocity of 150 m/s [19].

Figures 12 and 13 show the particle and gas temperature variations using different drag expressions for 1 μm and 5 μm particle sizes, respectively. In the converging section and upstream of the shock wave, gas temperature is less than the particle temperature. The gas temperature decreases due to gas expansion and heat is transferred from particles to the gas flow. The temperature downstream of the shock wave increases while the particles travel through the normal shock wave in the vacuum chamber. The heat transfer direction is from gas flow to the particles.

Figure 12. Effect of drag coefficients on centerline particle temperature, \( d_p = 1 \) μm.
Figure 13. Effect of drag coefficients on centerline particle temperature, \(d_p = 5 \mu m\).

For particle size of 1 \(\mu m\), Figure 12 shows the gas temperature drops below the particle temperature very close to the substrate. Using the Loth and Crowe expressions yields the same temperature change for particles along the centerline. The incompressible drag coefficient does not account the impact of compressibility of the flow, therefore it results in a higher particle temperature upstream of the shock wave for smaller particles while this temperature difference is trivial for larger particles. In addition, for particles with 1 \(\mu m\) diameter once the particles pass through the shock wave the estimated particle temperature using incompressible drag expression results in lower particle temperature and higher particle velocity as shown in Figures 10 and 12.

In Figure 14, a side view of particle distribution as well as particle velocity magnitude inside and outside the nozzle, and near the substrate for three drag models are presented. As can be seen, ignoring the effects of compressibility and rarefaction on drag coefficient overestimates the particle velocity. However, the particle distribution is not significantly affected. For the range of particle size used in this study, Crowe and Loth expressions provide comparable results. Hereafter in this study, the results of the simulation using Crowe drag coefficient will be presented.

3.5. Effect of Nusselt Number on Particle Temperature

Figure 15 illustrates the temperature change of 1 \(\mu m\) size particle using Ranz–Marshall and Kavanau correlations for Nusselt number. The particle temperature obtained from the Ranz–Marshall correlation is very similar to the gas temperature. It predicts that the particle temperature significantly reduces inside and outside the nozzle, and before the shock wave it reaches around 50 K. After the shock wave, the particle temperature increases considerably. In contrast to Ranz–Marshall correlation, the particle temperature drops gradually while leaving the nozzle exit using Kavanau. As it can be seen, the particle temperature does not fluctuate significantly due to the shock wave. Moreover, the temperature of the particles upon impact is less when the compressibility and rarefaction factors are considered in the model.
Figure 14. Effect of drag coefficients on particle velocity, $d_p = 1 \mu m$.

Figure 15. Effect of Nusselt number correlation on centerline particle temperature, $d_p = 1 \mu m$.

As mentioned, increasing the size of the particles to 5 $\mu m$ reduces the temperature gradient in the particles while passing through the shock wave and in the vicinity of the substrate. Figure 16 presents the trend of temperature change of particles when Ranz–Marshall and Kavanau correlations are used. The trend is similar to what we observed in Figure 15. However, by using the Ranz–Marshall correlation, the particle temperature is reduced to 200 K before the shock wave. It is obvious that the gas temperature rises after the shock, but the gas temperature increase has a low impact on the particle properties when the compressibility and rarefaction factors are included in the heat transfer equation.
As mentioned, increasing the size of the particles to 5 μm reduces the temperature of the particles upon impact with the substrate. In general, smaller particles are more sensitive to the temperature gradient upstream the shock wave.

Figures 17 and 18 show the particle temperature and velocity variations, respectively, when the particle and gas enter the AD system at a temperature close to the ambient temperature (i.e., $T_{\text{inj}} = 300$ K) and the correlation of Kavanau is used. As can be seen, the trends in Figures 15–17 are similar. However, the particle temperature upon impact in Figure 17 is less than 240 K. In general, Figures 15–17 show that the particle temperature upon impact is around 20%–30% (depending on the particle size) less than the inlet temperature. Figure 17 also shows the effect of particle size on particle temperature. As demonstrated, increasing the particle size from 2 to 5 μm results in a higher particle temperature upon impact with the substrate. In general, smaller particles are more sensitive to the temperature gradient upstream the shock wave.

Figure 18 shows the particle velocity change in various particle sizes under a standoff distance of 15 mm. The impact velocity decreases slightly as particle size increases. Small particles accelerate more in the nozzle section than the large particles. For larger size particle, the velocity is more stable, and the rate of deceleration is less than the small particle. Figure 19 demonstrates the effect of inlet temperature on particle velocity for 5 μm particles. By preheating the carrier gas from 300 to 573 K, the impact velocity increases from 324 m/s to 355 m/s. Therefore, increasing the inlet temperature causes the particle velocity upon impact to increase.
Since it is not easy to accurately measure the velocity and temperature of particles under vacuum conditions, the experimental data are very limited, especially for particle temperature through the deposition chamber. However, in the work of Ma et al. [19], the temperature and velocity of copper particles in the AD process were numerically predicted. In their study, the incompressible drag coefficient (see Equation (2) in the present work) and the Ranz–Marshall correlation for Nusselt number (see Equation (13) in the present study) were used. In other words, the effects of compressibility and rarefaction were ignored. They found that the particle temperature reaches as low as 25–50 K before the shock wave. For a 2 µm particle, the temperature upon impact was about 160 K. In addition, for a 1 µm particle, both the maximum and the impact velocity were around 830 m/s. These findings are very similar to the results we reported here when the incompressible drag coefficient and the Ranz–Marshall correlation for Nusselt number were employed (for instance, see Figure 15). However, Lee et al. [38] and Saunders et al. [61] discussed that when the inlet temperature is 300 K, the impact velocity of copper particles in the AD process should be around 300–420 m/s, depending on the particle size. As shown above, when the effects of compressibility and rarefaction are considered, the particle velocity falls in the mentioned range (see Figure 18). Moreover, it should be noted that changing the particle temperature from 300 K to 50 K and then to 160 K in a short distance (~20 mm) with such a high velocity
does not seem reasonable and physical. We showed in this paper that by considering the effects of compressibility and rarefaction on the particle dynamics and heat transfer, the particle temperature gradually decreases. As demonstrated, the particle temperature upon impact is only 20% less than the injection temperature and there are no fluctuations in the particle temperature. Furthermore, in the work of Ma et al. [19], the stated values of particle impact velocity and temperature were simply used as inputs to simulate the impact behavior of a copper particle using finite element analysis. This point clarifies that to improve the results of finite element simulations and to understand the coating buildup mechanisms in the AD process, the first step is to estimate the impact velocity and temperature of the particles correctly. In the present work, we showed that to achieve this goal, considering the influence of compressibility and rarefaction on both particle dynamics and heat transfer in the AD process is necessary.

4. Conclusions

In this study, a two-way coupled Eulerian–Lagrangian approach was used to simulate the gas flow as well as the particle in-flight behavior in the aerosol deposition (AD) process. The aim was to understand the effects of compressibility and rarefaction on the particle temperature and velocity in this process. The realizable k-ε turbulence model was used to model the gas flow field. The Mach disk location and width at different pressure ratios were numerically obtained and compared with the experimental data in the literature for validating the model and the assumptions. Different drag coefficients and Nusselt number correlations were implemented into a CFD code to analyze the effects of Reynolds (Re), Mach (M) and Knudsen (Kn) numbers (which determine the compressibility and rarefaction effects) on the particle behavior. The spherical/incompressible drag coefficient correlation which is only a function of Re number as well as drag coefficient correlations developed by Loth [33] and Crowe [47] which consider the effects of Re, M and Kn numbers were examined. For the particle heat transfer coefficient, two Nusselt number correlations, the Ranz–Marshall correlation which is a function of the Re and Prandtl (Pr) numbers as well as the Nusselt number correlation of Kavanau [56] which takes into account the effects of Re, M, Pr and Kn numbers, are considered. It is found that the compressibility and rarefaction significantly affect the predictions of particle temperature and velocity. Ignoring these terms causes the particle velocity to be overestimated. In addition, the particle temperature is a strong function of M and Kn numbers. Including the effects of these numbers results in a gradual decrease in particle temperature in the domain. Without these terms, the particle temperature reduces and increases significantly before and after the bow shock, respectively. Generally speaking, it was found that the particle temperature upon impact is 20%–30% less than the injection temperature and the particle impact velocity is between 300–500 m/s depending on the particle size. For validating the numerical results, the particle temperature and velocity trends were compared with the numerical and experimental data in the literature as well. In addition, it was shown that as the particle size reduces the effects of compressibility and rarefaction become more important. Moreover, it was found that increasing the particle size and/or the inlet temperature cause the particle temperature upon impact to increase. Furthermore, increasing the inlet temperature and/or decreasing the particle size result in an increase in the particle impact velocity.
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