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ABSTRACT

Contemporary lossy image and video coding standards rely on transform coding, the process through which pixels are mapped to an alternative representation to facilitate efficient data compression. Despite impressive performance of end-to-end optimized compression with deep neural networks, the high computational and space demands of these models have prevented them from superseding the relatively simple transform coding found in conventional video codecs. In this study, we propose learned transforms and entropy coding that may either serve as (non)linear drop-in replacements, or enhancements for linear transforms in existing codecs. These transforms can be multi-rate, allowing a single model to operate along the entire rate-distortion curve. To demonstrate the utility of our framework, we augmented the DCT with learned quantization matrices and adaptive entropy coding to compress intra-frame AV1 block prediction residuals. We report substantial BD-rate and perceptual quality improvements over more complex nonlinear transforms at a fraction of the computational cost.

Index Terms— video compression, transform coding, entropy coding

1. INTRODUCTION

Transform coding is an integral component of image and video coding [1]. In state-of-the-art video standards such as HEVC [2], VVC [3], and AV1 [4], transform coding is used to map block prediction residuals to a domain in which the statistics of the transform coefficients facilitate more effective compression. These codecs use linear transforms such as the discrete cosine transform (DCT) [5] and the asymmetric discrete sine transform (ADST) [6], due to their compression efficiency as well as low computational complexity.

In recent years, impressive results using end-to-end optimized codecs anticipate a possible shift away from conventional codecs, whose designs are largely based on heuristics and hand-engineered components ([7, 8] for reviews). Indeed, image compression competitions based on rate-distortion (R-D) performance are now dominated by nonlinear machine learning (ML) models [7]. However, end-to-end ML codecs have yet to become standardized, primarily due to their extreme increase in time and space complexity relative to conventional solutions. For example, one undesirable factor is that many ML compression approaches train an individual model for each point along the R-D curve, requiring an entirely separate set of neural network parameters for each R-D trade-off. This not only dramatically increases the space needed to store such parameters, but also limits the ability to fine-tune the R-D trade-off.
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In this study, we take steps towards addressing these issues, with our contributions summarized as follows:

1. We trained transforms and conditional entropy models with an R-D objective to compress intra-frame prediction residuals collected from the AVM codec [9], the reference software for the next codec from Alliance for Open Media. These models can be used as drop-in replacements, or augmentations for existing transform coding modules in video codecs.

2. We used a family of architectures and a training procedure that enable multi-rate compression via adaptive gain control with context-adaptive entropy coding [7], allowing a single trained model to operate at any arbitrary point along the R-D curve. This vastly improves space complexity compared to training a model for each R-D trade-off.

3. We augmented the DCT with ML components to provide significant improvements on BD-rate [10] and structural similarity (SSIM) for intra-frame block prediction residuals compared to learned nonlinear transforms with higher complexity.

Fig. 1. Multi-rate model architecture. The analysis/synthesis transforms (left column) can be linear or nonlinear, and use a fixed set of λ-independent parameters (blue), but uses a subset of λ-dependent to fine-tune the R-D trade-off (pink). A learned hyperprior network (right column) enables forward-adaptive entropy coding by conditioning the probability over transform coefficients, \( p(\hat{y} | \Phi) \). AC and AD denote arithmetic coding and decoding, respectively and orange boxes indicate quantization operations. See section 3 for details.
2. RELATION TO PRIOR WORK

2.1. Transform coding in video codecs

Conventional video codecs employ inter- and intra-frame prediction to reduce temporal and spatial redundancies. Subtracting these predictions from the source pixels produces prediction residuals; it is these prediction residuals which are then transformed, quantized, and transmitted [4]. The purpose of transform coding in lossy compression is to map a signal to a domain in which the components are decorrelated with increased energy compaction. This representation has redistributed energy that facilitates improved compression. Our work aligns with other studies in the relatively new field of learned transform coding [11, 12]. However, rather than learning an end-to-end compression codec using raw pixels as inputs, our models operate on prediction residuals. Thus, transform coding modules described here can be directly integrated into existing codecs while preserving other specialized codec machinery (e.g., block partitioning, prediction modes, loop filtering, etc.).

2.2. Linear transform coding

In conventional image/video coding, transforms are unitary operations. For example, in AV1, transform coefficients are obtained via a forward transform, where the transform type is selected from 16 possible 2D-separable linear sinusoidal transforms (e.g., 2D DCT) through R-D optimization [4]. A specified quantization index then determines the scales of these transform coefficients in the quantization stage. These quantized transform coefficients are then entropy coded with context-adaptive probability models. In our work, as an extension to linear transforms, we propose to learn the quantization scalings, and the transform coefficient probability models directly by using a forward-adaptive scale hyperprior.

2.3. Nonlinear transform coding

Work on nonlinear transform coding using machine learning – typically via neural networks – is becoming an increasingly popular field of study ([8] for a review). Arguably the first demonstrably successful neural compression approach was by [13], where the authors trained a convolutional image autoencoder to optimize an R-D objective. This approach was done end-to-end (i.e., on raw pixels), and included learning the probability model over transform coefficients for the entropy coding step. In this study, we train our models in a similar fashion to [13, 14]; however, rather than training a codec end-to-end, we focus here on the prediction residual transform coding and entropy coding modules. The multi-rate models with learned context-adaptive entropy coding in our study are similar to those introduced in [7]. In our work, we propose using this approach as a computationally cost-effective means to augment existing linear transforms in AV1.

2.4. Conditional entropy models

There exist two main approaches to adaptive context modeling for entropy models: forward, and backward (i.e., auto-regressive) adaptation [7]. In AV1, the transform coefficient probability model is updated using backward adaptation [4]. These methods require serial processing of individual transform coefficients to update the probability model. By contrast, in our work, we use a forward adaptation scheme which uses learned hyper-analysis and hyper-synthesis transforms to transmit side-channel information in order to condition the probability model of the transform coefficients [14]. One benefit of forward adaptation is that it is amenable to parallel block processing, which shall only become more prevalent as GPUs become more commoditized.

3. EXPERIMENTAL METHODS

3.1. Multi-rate compression model architecture

We present a generalized multi-rate transform and entropy coding framework, with primary focus on multi-rate linear transform coding modules using scale hyperpriors in this study. The forward-pass of a model is (Figure 1)

\[
\begin{align}
 y & \leftarrow g_a(x; \lambda) \\
 z & \leftarrow h_a(y) \\
 (R(\hat{z}), \hat{z}) & \leftarrow \text{HyperEntropyCoder}(z; \Psi) \\
 \Phi & \leftarrow h_s(\hat{z}) \\
 (R(y), \hat{y}) & \leftarrow \text{EntropyCoder}(y; \Phi) \\
 \hat{x} & \leftarrow g_s(\hat{y}, \lambda)
\end{align}
\]

where: \( \lambda \) is the rate-distortion trade-off parameter; \( x \) is a block residual; \( y \) is the analysis output; \( z \) is the hyper-analysis output; \( \hat{y} \) and \( \hat{z} \) are the quantized transform and hyper-transform coefficients, respectively; \( \Psi \) is a learnable set of probability density parameters for \( p(\hat{z}; \Psi) \); \( \Phi \), the output of the hyper-synthesis transform, is the set of scale parameters for the conditional density \( p(\hat{y}|\Phi) \); and \( \hat{x} \), the output of the synthesis transform, is the block residual reconstruction.

The (hyper-)analysis and (hyper-)synthesis transforms (Equations 1, 2, 4, 6) are each functions with trainable parameters (e.g., deep neural networks). The HyperEntropyCoder() uses a probability model over hyper-transform coefficients \( p(\hat{z}; \Psi) \), a non-parametric factorized density with learnable parameters \( \Psi \) [14]. Importantly, the hyper-synthesis transform, \( h_s(\hat{z}) \) outputs the scale parameters, \( \Phi \), of the transform coefficient probability model to condition the probability density \( p(\hat{y}|\Phi) \), which is used in the EntropyCoder(). We chose the conditional density to be a multivariate Gaussian with zero mean. Entropy coders (Equations 3, 5) output the estimated rates, \( R(\cdot) \) (see subsection 3.5) and either dither-quantized (during train time) or quantized coefficients (test time). See [7] for more details on dithered quantization training.

We performed multi-rate compression using models with a mix of \( \lambda \)-independent and \( \lambda \)-dependent parameters (Figure 1; [7, 15]). The \( \lambda \)-independent parameters form a universal base model that is shared at each point along the R-D curve. By contrast, the \( \lambda \)-dependent parameters dictate where along the R-D curve we wish the model to lie, and serves to fine-tune the responses at each layer of the \( \lambda \)-independent base model. The \( \lambda \)-dependent parameters are: weights within \( g_a \) and \( g_s \) (e.g., learned neural network weights, or fixed DCT/inverse DCT); the hyper-transforms, \( h_s \) and \( h_a \); and the hyperprior parameters, \( \Psi \). The \( \lambda \)-dependent parameters are element-wise multiplicative scalings on the activations of each layer of \( g_a \) and \( g_s \) (e.g., learned quantization/dequantization matrices).

Importantly, the hyperprior network does not depend on \( \lambda \), and is flexible enough to handle the wide range of outputs of \( y = g_a(x, \lambda) \).

3.2. Learned linear transforms

We were interested in extending the most popular choice of fast linear transforms, the DCT. The trained linear transforms in this study (Equations 1, 6) comprised fixed linear 2D DCT and inverse DCT, with learned element-wise scalings. These learned components can
be interpreted as (de)quantization matrices, or as simple multiplicative gain modulations on individual transform coefficients. We studied linear transforms with either the context-adaptive hyperprior entropy model, or a standard factorized entropy model [13]. We also studied linear multi-rate vs. non-multi-rate (i.e. individual models trained at each \(\lambda\) versions of the hyperprior model.

3.3. Learned nonlinear transforms

We compared linear models (described above) against learned non-linear models with factorized entropy models (i.e. no hyperprior) to explore how the coding improvements from augmenting linear models with conditional entropy coding compare to improvements from more complex transforms. The nonlinear models used in this study were convolutional autoencoders with generalized divisive normalization nonlinear activations after each layer [13]. Networks were 4 layers deep, with \([256, 128, 64, 64]\) square filters with height/width of \([5, 5, 3, 3]\). Strides were \([2, 2, 1, 1]\), at each layer, respectively.

3.4. Learned hyperprior transforms and entropy coding

There were two forms of learned entropy coding used in this study: with and without context adaptation. Models with adaptation used hyper-analysis (\(h_a\)) and hyper-synthesis transforms (\(h_s\)), which were 3-layer multilayer perceptrons (i.e. stacked, fully-connected networks), with \([256, 128, 64]\) hidden units in each layer, and rectified linear activations. Similar to [14], the HyperEntropyCoder used a non-parametric factorized density with learned parameters and the EntropyCoder used a conditional Gaussian density. By contrast, models without adaptation lacked hyper-transforms or hyper-entropy coding, and used a learned factorized entropy coder.

3.5. Stochastic rate-distortion objective

We jointly optimized the parameters of transforms and entropy models by minimizing a Lagrangian rate-distortion loss function with stochastic gradient descent. For a single sample, \(x\), the R-D loss to be minimized is written as

\[
L(\lambda, x, g_a, g_s, h_a, h_s, \Psi) = R(\hat{y}) + R(\hat{z}) + \lambda D(x, \hat{x}).
\]

The first two terms on the RHS are the sum-total rate of \(p(\hat{y})\) and \(p(\hat{z})\), i.e. the main and side channel transform coefficient densities. The final term is the distortion between the input block and its synthesized reconstruction, as measured using mean-squared error.

3.6. Training data and optimization details

We used AV2 Common Test Conditions (CTC) [16] a3 (720p) and a4 (360p) datasets for training and a2 (1080p) dataset for testing. Specifically, we obtained luma-channel intra-frame block prediction residuals from AVM [9]. In this study, we show results using models trained on prediction residual block sizes of \(32 \times 32\). This procedure yielded approximately \(\sim 100\)K blocks, with 90% of the data randomly assigned for use during training, and the remaining 10% reserved for validation.

We minimized Equation 7 using stochastic gradient descent with default settings of Adam [17]. Learning rate was 3E-4 for multi-rate, and between [3E-4, 5E-3] for non-multi-rate models. Batch size was set to 512, and models were trained for 10000 epochs with checkpoints after each epoch. Results in this study use models corresponding to the epoch with the minimum validation loss.

Possible values of \(\lambda\) were \(\log_2(\lambda) \in \{4, 5, \ldots, 17\}\). Non-multi-rate models were independently trained at each \(\lambda\). For multi-rate training, we randomly sampled \(\lambda\) with probability \(p(\lambda) = \exp(0.4i \ast (N - n)/N)\) where \(i\) indexes the possible values of \(\lambda\), \(n\) is the current and \(N\) is the total number of epochs. Models were implemented using TensorFlow 2 with the TensorFlow Compression library [18], and trained on single NVIDIA P100 or V100 GPUs.

![DCT with conditional entropy model (DCT-hyper) vs. DCT and nonlinear autoencoder (AE) with factorized entropy model.](image)

Fig. 2. DCT with conditional entropy model (DCT-hyper) vs. DCT and nonlinear autoencoder (AE) with factorized entropy model.

4. RESULTS

In this section, we present results demonstrating our method’s utility in augmenting fast linear transforms found in AVM.

4.1. Augmenting linear transforms with forward-adaptive entropy models

In Figure 2, we show the coding improvement conferred by including a hyperprior to the linear DCT. This allows context adaptation of the transform coefficient probability model at the expense of additional “side-channel” information via hyper-analysis and hyper-synthesis transforms (Figure 1). A separate model was trained for each R-D trade-off, \(\lambda\) (points on Figure 2). We also trained nonlinear convolutional autoencoders without a hyperprior (AE-factorized; i.e. without context adaptation) at each point to evaluate the R-D performance improvements due to the flexibility of the transform compared to the conditional entropy model. Augmenting the DCT with a learned hyperprior for conditional entropy coding provided a significant improvement in R-D performance (BD-rates: -22.8% relative to AE-factorized, and -39.3% relative to DCT-factorized).

4.2. Multi-rate models can interpolate the R-D curve

Multi-rate training provides a single model that can operate at each point of the R-D curve. As described in section 3, we accomplished this via learned \(\lambda\)-dependent (de-)quantization matrices, with a jointly learned \(\lambda\)-independent hyperprior model. Figure 3 shows the R-D performance of a multi-rate model evaluated using values of \(\lambda\).

Firstly, Figure 3 shows that the multi-rate DCT with hyperprior (DCT-hyper-MR) performed nearly as well as individual, non-multi-rate models trained at each \(\lambda\) (DCT-hyper); however, because the multi-rate model used a single \(\lambda\)-independent hyperprior, it used...
...quantization matrices and entropy models were learned (than the simple DCT-factorized model where only the DCT (de-factorized entropy model improved SSIM over the DCT-factorized model. However, AE-factorized uses significantly more parameters.

4.3. Perceptual quality improvements

There has been growing interest in examining perceptual quality in learned compression [8]. We asked how SSIM [19] of block reconstructions compared for the same models shown in Figure 2. Using a multi-rate nonlinear model should outperform the linear multi-rate model in terms of R-D (Figure 3) and SSIM (Figure 4). However, this will come at the cost of extreme increase in computational complexity compared with extending existing linear transforms.

Indeed, since our results revolve around extending and improving linear transforms already found in AVM, differences in computational complexity are primarily derived from the hyperprior \( p(\hat{z}) \) and conditional probability \( p(\hat{y}|\hat{z}) \) computations. The hyper-transforms, \( h_a \) and \( h_s \), were shallow fully-connected neural networks (see Methods), and require \( \sim 600 \) FLOPs/pixel. By contrast, typical nonlinear autoencoder architectures used in learned compression require \( \mathcal{O}(1E4) \) FLOPs/pixel [20]. We leave a more formal analysis of computational complexity and comparisons to existing conditional entropy models used in AVM (see below) for follow-up work.

5.2. Alternative approaches to learned entropy coding

Conditional entropy models in AV1 and AVM are implemented using backward adaptation, whereby previously decoded transform coefficients are used to inform the context of future encoded coefficients. This has the drawback of requiring serial processing of individual coefficients. Conditional entropy coding presented here uses forward adaptation, which is more amenable to parallel processing (e.g. with GPUs). An important line of future work would be to directly compare the learned transforms and entropy coding presented in this study to existing ones in AVM in order to quantify the advantages of using a data-driven approach. Recent studies in learned entropy coding have shown improvements through the use of more complex, hybrid forward-backward adaptation schemes ([21]; and [8] for a review). An approach such as this may also yield improvements on the methods used in this study.

6. CONCLUSION

We have proposed a machine learning framework for intra-frame block prediction residual transforms and entropy coding. These transforms can be multi-rate, and have the ability to interpolate to every point along the R-D curve. Our method can be used to learn transforms – either linear or nonlinear – or augment existing fast linear transforms in AVM with learned (de)quantization matrices and hyperpriors. In preliminary experiments (not shown in this paper), we found that multi-rate nonlinear convolutional architectures (as in [7]) were powerful, but less stable to train than the linear ones presented in this study. We conjecture that with appropriate tuning of architecture hyperparameters, a multi-rate nonlinear model should outperform the linear multi-rate model in terms of R-D (Figure 3) and SSIM (Figure 4). However, this comes at the cost of extreme increase in computational complexity compared with extending existing linear transforms.

With relatively simple learned components can provide substantial coding improvements.

5. DISCUSSION

5.1. Multi-rate nonlinear transform coding

In this study, we focused on how our method can be used to augment existing fast linear transforms in AVM with learned (de)quantization matrices and hyperpriors. Our method can also be used to learn more flexible nonlinear transforms with hyperpriors. In preliminary experiments (not shown in this paper), we found that multi-rate nonlinear convolutional architectures (as in [7]) were powerful, but less stable to train than the linear ones presented in this study. We conjecture that with appropriate tuning of architecture hyperparameters, a multi-rate nonlinear model should outperform the linear multi-rate model in terms of R-D (Figure 3) and SSIM (Figure 4). However, this comes at the cost of extreme increase in computational complexity compared with extending existing linear transforms.

Indeed, since our results revolve around extending and improving linear transforms already found in AVM, differences in computational complexity are primarily derived from the hyperprior \( p(\hat{z}) \) and conditional probability \( p(\hat{y}|\hat{z}) \) computations. The hyper-transforms, \( h_a \) and \( h_s \), were shallow fully-connected neural networks (see Methods), and require \( \sim 600 \) FLOPs/pixel. By contrast, typical nonlinear autoencoder architectures used in learned compression require \( \mathcal{O}(1E4) \) FLOPs/pixel [20]. We leave a more formal analysis of computational complexity and comparisons to existing conditional entropy models used in AVM (see below) for follow-up work.
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