Socioeconomic disparities in climate vulnerability: neonatal mortality in northern Sweden, 1880–1950
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Abstract

The aim of this study was to analyse the association between season of birth, temperature and neonatal mortality according to socioeconomic status in northern Sweden from 1880 to 1950. The source material for this study comprised digitised parish records combined with local weather data. The association between temperature, seasonality, socioeconomic status and neonatal mortality was modelled using survival analysis. We can summarise our findings according to three time periods. During the first period (1880–1899), temperature and seasonality had the greatest association with high neonatal mortality, and the socioeconomic differences in vulnerability were small. The second period (1900–1929) was associated with a decline in seasonal and temperature-related vulnerabilities among all socioeconomic groups. For the last period (1930–1950), a new regime evolved with rapidly declining neonatal mortality rates involving class-specific temperature vulnerabilities, and there was a particular effect of high temperature among workers. We conclude that the effect of season of birth on neonatal mortality was declining for all socioeconomic groups (1880–1950), whereas weather vulnerability was pronounced either when the socioeconomic disparities in neonatal mortality were large (1880–1899) or during transformations from high to low neonatal rates in the course of industrialisation and urbanisation.
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Introduction

The association between ambient temperature and early infant mortality has been seen in both contemporary and historical populations with risk increasing both due to heat and to cold (Basu & Ostro, 2008; Karlsson et al., 2020; Scalone & Samoggia,
Neonates are especially vulnerable to heat and cold-related death due to their thermal instability (Basu & Ostro, 2008; Kumar et al., 2009). Another factor highly related to the association between temperature and early infant health is the seasonality of neonatal mortality, where seasonal patterns might vary in different population and at different times (Fellman & Eriksson, 2001). During the nineteenth century, the infant and neonatal mortality rates diverged geographically and socially in northern Sweden, especially between rural areas (Brändström, 1990; Sköld & Axelsson, 2008; Sundin & Willner, 2007). We also know that the seasonality and influence of extreme temperature on neonatal mortality varied over time and differed between indigenous and non-indigenous groups living in the same sub-Artic area (Karlsson, 2017; Karlsson et al., 2019a, b; Schumann et al., 2019). However, we lack knowledge if these differences in temperature and seasonal vulnerabilities found between the ethnic groups also were present between the social classes. This sub-Arctic area constitutes a climatically unique region (long and cold winters, and short and mild summers), which add scientific relevance to previous studies of the association between temperature and neonatal mortality in temperate climates.

High infant and neonatal mortality rates were difficult obstacles to overcome in preindustrial Sweden, and it was not until the twentieth century that the major shift occurred (Kohler, 1991; Sköld et al., 2011). The first half of the twentieth century corresponded to political, social and demographic transformations, where Sweden went from a rural and agrarian to an urban and industrialised society (Stråth, 2012). Compared to many other countries, industrialisation and urbanisation processes began later and at a slower pace in Sweden, especially in the north (Nilsson & Edvinsson, 2000). During the transformation from an agrarian to an industrialised and urbanised society (1880–1950), a new middle class and working class emerged. We do not know, however, if seasonality and weather vulnerability among newborns differed across classes or how vulnerabilities changed during these societal changes. To fill the gap, we assessed how seasonality and weather were associated with neonatal mortality among different social groups during the socio-economic transformation.

Objective

First, we aimed to study the association between season of birth and neonatal mortality according to socioeconomic status (SES) in northern Sweden between 1880 and 1950. Second, we aimed to study the association between temperature and neonatal mortality and whether the association varied according to socioeconomic status. Our research questions were:

1. Were there socioeconomic differences in seasonal patterns of neonatal mortality?
   If so, were there socioeconomic differences in turning points in seasonal neonatal mortality?
2. What was the association between temperature exposure and neonatal mortality according to SES? How did climate vulnerability change over time for different SES groups?

**Previous research**

**Socioeconomic status and infant mortality**

Socioeconomic differentials in infant mortality have been shown in studies of both historical (Bengtsson, 2004; Burstrom & Bernhardt, 2001; Scalone & Samoggia, 2018) and contemporary populations (for a systematic review, see Blumenshine et al., 2010). During the early twentieth century, an increase in socioeconomic differences in infant mortality occurred in England, Germany and the USA (Preston & Haines, 1991). In some Western countries of today such as England and Wales, the absolute inequality in neonatal mortality according to SES decreased between 1930 and 2000, whereas the relative inequality is still lagging behind (Floud, 2011). This pattern holds true even after taking into account changes in the occupational structure of the population and selection effect (Floud, 2011).

In the five Nordic countries before the twentieth century, there was no evident association between socioeconomic status and infant mortality, but the transition towards lower infant mortality seems to have benefited the higher social strata (Bengtsson, 1999; Edvinsson et al., 2008). As the overall infant mortality declined in Sweden between 1890 and 1910, the socioeconomic differences in mortality increased, mainly due to a sharper mortality decrease among the middle and upper strata (Burstrom & Bernhardt, 2001). The advantage of higher social strata was associated with their improved living conditions and earlier access to knowledge and prevention measures, which were later spread to more resource-poor groups (Sundin & Willner, 2007).

The socioeconomic differences in neonatal and infant mortality rate during the late nineteenth and early twentieth centuries have also been associated with the health and nutritional status of the mother, both before and after birth (Derosas, 2009), and with diverging feeding and weaning practices (Brändström, 1993; Derosas, 2009; Reid, 2001). During the nineteenth century, higher infant mortality was seen among farmers in Sweden, and this was explained by their practice of feeding infants with cow milk (Edvinsson et al., 2008). In some northern areas, a higher infant mortality and a higher prevalence of feeding infants with cow milk were seen among the more affluent groups (Brändström, 1990). Compared to the more affluent groups, alternatives to breastfeeding were limited among the more disadvantaged strata (Brändström, 1993). Thus, the association between socioeconomic status, feeding practices, and infant mortality has not been fully explored, and the results diverge between time periods and locations. In the northern part of Sweden associated with high infant mortality rates, trained midwifes played a major role in improving infant and child health through breastfeeding campaigns, instructions of infant care, and assisted births (Högberg, 2004; Thorvaldsen, 2008).
In Sweden, fertility levels differed between the socioeconomic strata until the 1930s, whereby less affluent groups in general had a greater number of children and shorter interpregnancy period compared to more affluent groups (Ohlander, 1994). Among resource-poor mothers with many children, older siblings often took care of their younger siblings (Ohlander, 1994), which might have risked the supervision of infants. Other factors associated with socioeconomic differentials in neonatal and infant mortality were differences in living conditions, sanitation and dwelling standards between the social strata (Sundin & Willner, 2007). Especially during the late nineteenth and early twentieth centuries when a majority of childbirths occurred at home, poor housing conditions with inferior heating might have had a negative impact on neonatal health and survival. Important factors associated with the declining infant mortality rate in Sweden were health policies and interventions targeted at maternal and child health and the development of obstetrics and neonatal care (Andersson et al., 2000; Burstrom & Bernhardt, 2001; Lazuka et al., 2016). The large-scale preventive efforts that started at the end of the 1930s benefitted the whole population, but particularly the less affluent groups (Kohler, 1991; Sundin & Willner, 2007).

Overall, during the nineteenth and early twentieth centuries, SES in Sweden might have had the greatest impact on health and survival of infants partly due to difficult living conditions for the less affluent groups and partly due to better access to knowledge and prevention measures among the more affluent groups (Sundin & Willner, 2007).

**Seasonality, temperature and neonatal mortality**

From previous research regarding infant and neonatal mortality in historical populations, we know that season of birth affects the risk of mortality (Breschi & Livi-Bacci, 1997; Hare et al., 1981; Karlsson et al., 2019b; McEniry, 2011). In general, winter-born infants have higher neonatal mortality risk compared to summer-born infants (Dalla-Zuanna & Rosina, 2011; Healy, 2003; Karlsson et al., 2020), but an opposite pattern has also been found (Breschi & Livi-Bacci, 1997). For example, in Poland and Russia during the nineteenth century, the highest neonatal mortality was seen among summer-born infants, a pattern that might be associated with a higher workload among mothers during harvest seasons (Breschi & Livi-Bacci, 1997). A trend toward de-seasonality for neonatal mortality rates was found by Hare, Moran and Macfarlane using data for England and Wales from 1928 to 1978 (Hare et al., 1981).

The seasonal pattern of infectious diseases is well documented (respiratory diseases increase in winter and digestive diseases increase in summer), and this affects the seasonality of neonatal mortality. Further, neonatal mortality and the seasonality of infectious diseases also appear to be associated with exposure to ambient temperature, especially low winter temperatures (Hare et al., 1981) or high summer temperatures (Victora et al., 1985). Also, factors linking weather conditions to seasonal variations in birth outcomes have been observed, such as an increased risk of preterm birth, low birth weight and stillbirths, following temperature extremes (Oris et al., 2004; Strand et al., 2011). For example, in Italy from 1820 to 1900, cold
temperatures during the neonatal period increased the risk of cold-related infectious diseases primarily among preterm infants (Scalone & Samoggia, 2018). In the Netherlands from 1850 to 1954, Ekmper et al. (2009, 2010) showed that the effect of temperature was the most significant among infants (<1 year of age) compared to other age groups, where both extremely high and low temperatures increased the infant mortality risk. Ekmper et al. also showed that infants became less sensitive to temperature fluctuations over time (Ekmper et al., 2010). Studies have shown that seasonal patterns of mortality are amplified by poor living conditions, crises, wars, epidemics and famines (Fellman & Eriksson, 2001).

Taken together, both season and ambient temperature affect neonatal health and mortality among historical populations. In contemporary resource-poor countries, adverse temperature (extreme cold or warm) has a direct effect on neonatal mortality through hypothermia and hyperthermia (Amadi et al., 2015; Kumar et al., 2009; Lunze et al., 2013; Mullany, 2010; Mullany et al., 2010). While hypothermia is a major challenge even in tropical environments, its indirect or direct effects are not fully explored. Hypothermia might be an indirect cause of death associated with mortalities of severe infections (sepsis and pneumonia) (Lunze et al., 2013). Furthermore, hypothermia can also have a direct effect on the cause of death, especially among preterm and extremely low-birth weight neonates (Amadi et al., 2015; Lunze et al., 2013; Mullany et al., 2010).

Socioeconomic differentials in climate vulnerability of neonates

In order to separate causes of death during the neonatal and/or the post-neonatal period, factors are distinguished as endogenous or exogenous. Death in the first week of life is more related to endogenous (biological) factors like preterm birth, congenital malformations and genetic disorders, whereas exogenous (societal, economic, cultural and environmental) factors become more prevalent in neonates at 1–4 weeks of age (Lalou et al., 1997; Reid, 2001). However, studies of historical populations have revealed that endogenous mortality is also influenced by socioeconomic (exogenous) factors (Lalou et al., 1997). The risk of neonatal mortality is especially higher among preterm infants and/or infants of low birth weight (Lawn et al., 2014). In contemporary and historical settings, mothers holding lower SES have higher risk of preterm birth and/or of having infants with low birth weight (Blumenshine et al., 2010; Costa, 1998; Hossin et al., 2020). In their study of neonatal mortality in northern Italy from 1820 to 1900, Scalone and Samoggia (2018) showed that the effect of low temperature at birth varied according to SES, where the infants of landless rural labourers constituted the most vulnerable group (Scalone & Samoggia, 2018).

Derosas (2009) tested the so-called hypothermia hypothesis that women of lower social strata were chronically undernourished, which caused underweight newborns, which in turn led to higher risk of neonatal death due to hypothermia. Derosas found a higher neonatal mortality risk among infants born during cold periods and among those with lower SES, but no interaction effect between SES and cold temperature. However, evidence for an effect of short-term undernourishment during low temperatures on neonatal mortality was found among infants of lower SES mothers (Derosas, 2009).
Because neonatal mortality is highly related to factors associated with giving birth, midwife-assisted deliveries and the introduction of maternity hospitals were important for the decrease in neonatal mortality during the period 1880–1950. During the last decades of the nineteenth and early twentieth centuries, assisted deliveries increased significantly in rural areas in Sweden, and almost 80% of the home deliveries were assisted by a trained midwife (Högberg, 2004). The use of antisep tic methods and an emphasis on breastfeeding and the importance of warmth might have contributed to decreased neonatal mortality, especially during the winter season (Högberg, 2004).

Following previous research, we expected for northern Sweden during the demographic transition:

1. A peak in winter neonatal mortality and an increased neonatal mortality risk during cold extremes
2. Higher winter mortality and higher climate vulnerability among the more disadvantaged groups (farmers/workers) compared to the middle class
3. A general diminishing trend of seasonality and climate vulnerability in neonatal mortality from 1880 to 1950

Data and methods

Population data

The source material for this study consisted of digitised parish records provided by the Demographic Data Base, Umeå University (DDB, 2019a). The population data contained linked individual data from parish registers and registers of birth, deaths, migration etc., and included every individual who was born or migrated into the parishes (Westberg et al., 2016). In this study, we used date of birth, parish of birth, father’s occupation, birth parity and sex (for a project description, see DDB, 2019b). Our sample size consisted of 122,756 live births, of which 3985 infants died during the neonatal period (Table 2). All of the data on individuals (dead or still alive during the study period) included in the dataset were anonymised.

The study area included the coastal parishes of Umeå and Skellefteå and the inland parishes (Fig. 1), representing varying levels of industrialisation and urbanisation. In the coastal areas of Skellefteå and Umeå, the industrialisation was high during the first decades of the twentieth century, followed by a shift in populations from rural to urban areas during the 1950s and 1960s (especially in the Umeå area). For Umeå, the population data included individuals who were born from 1895 to 1950, whereas the data for Skellefteå and the Inland region included individuals who were born during the entire study period from 1880 to 1950.

Neonatal mortality was defined as death during the first 28 days after birth (stillbirths excluded). In studies of neonatal mortality among historical populations, the accuracy of registration of stillbirths is important, because an under-registration of stillbirths would inflate the neonatal mortality rate and vice versa. In a comparative perspective, Sweden has a high quality of stillbirth registration from 1750 onwards,
where the establishment of the governmental agency Statistics Sweden in 1860 further strengthened the accuracy of registrations of stillbirths or early neonatal deaths (Woods, 2009). Since the data for this study included neonatal deaths during the period 1880 to 1950, our results of temperature effect on neonatal mortality are not likely affected by possible bias in stillbirth registrations.

We categorised months of births into extended seasons based upon the day of the year, with a summer season extending from day 91 to 273 (approximately April 1–October 31) and a winter season from day 274 to day 90 (approximately November 1–March 31). This was done to be able to measure the effect of the day of the year within extended seasons as a continuous variable without any gaps.

Regarding parity, previous studies have shown that the mortality risk decreases after the first child and then increases again for four or more children (Knodel, 1988). That first-born infants have higher vulnerability is especially notable for neonatal mortality (Reid, 2001). We therefore controlled for parity, which was categorised as 1, 2–3 and 4.

**Socioeconomic status**

Neonatal mortality differences were analysed according to the occupational position of the father at the time of birth based on the historical international standard classification of occupations (HISCO) (Van de Putte & Miles, 2005; Van Leeuwen, 2002). Paternal occupation was categorised into three main groups—farmer, middle-class and worker—using a modification of the Social Power (SOCPO) scheme (Van de...
SOCPO categorises HISCO codes into six hierarchical groups from ‘elite’ to ‘unskilled worker’. Because of low numbers in some classes, the schema was condensed by combining elite and middle class into one group called ‘Middle class,’ and all workers into one group. Additionally, self-employed farmers were defined as a separate group. The dataset had missing data on socioeconomic status for 13,293 individuals (9.8%). Infants with missing occupational data for the father were excluded from the analyses.

Figure 2 shows the distribution of social classes from 1880 to 1950 according to the fathers’ occupations. At the end of the nineteenth century, farmers constituted the major category followed by workers. During the first decades of the twentieth century, the proportion of middle class increased from previous low levels of 6.2% in 1900 to 23.2% in 1950. The workers increased from 36.9% in 1900 to 54.6% in 1950, whereas the proportion of farmers decreased over time (from 59.9 to 22.2%). At the end of the study period, the occupational structure in northern Sweden was almost the opposite of that at the beginning of the study period. As seen in Fig. 10, Appendix, the social class composition between the regions diverged, where middle class and workers increased in Umeå and Skellefteå, especially from 1930 onwards, whereas the predominantly rural Inland region still had a high proportion of farmers and an increasing proportion of workers.

Temperature data

Temperature data were obtained from the Swedish Meteorological and Hydrological Institute (SMHI) (Swedish Meteorological and Hydrological Institute, 2019) for three weather stations closest to the study area—Umeå, Bjuröklubb and Stensele (Table 1). These data (three daily measurements—morning, noon, evening) were controlled and validated by the SMHI, with the exception of the following years, for which only uncontrolled data were available: Umeå 1940–1944 and 1946–1950 and Bjuröklubb 1919–1948. SMHI gives access to controlled data on an open data
We obtained non-controlled data from SMHI to fill the gaps in the controlled data. The non-controlled data follow the expected seasonal patterns of daily variations.

We computed mean daily temperature as the mean of the three daily values. If some sub-daily measurement was missing, the daily mean was imputed based on the mean of available measures on the current day, the day before and the day after.

Umeå weather data were used as estimates for infants in Umeå’s rural and urban parishes, Bjuröklubb weather data were used for infants in Skellefteå (Sankt Olof, Bureå, Byske and Lövånger), and the average of Stensele and Bjuröklubb weather data were used for infants born in Norsjö, Jörn and Malå (inland region).

As seen in Table 1, temperature extremes diverged between the two coastal weather stations of Bjuröklubb and Umeå and the inland station of Stensele. Stensele had a much lower minimum temperature (−40.9 °C) compared to the coastal stations (−35.2 °C and −30.8 °C, respectively). For the warmer seasons (April through September), the maximum and minimum temperatures between the stations were more similar. Maximum temperature ranged from 26.7 °C in Stensele to 28.8 °C in Umeå, and minimum temperatures ranged from −12.6 °C in Umeå to −15.4 °C in Stensele.

### Statistical analysis

Given that season of birth and daily temperature exposures were measured at different time-scales, different statistical models were used to estimate their association with neonatal mortality. Season of birth is fixed for each infant; thus, exposure time can be considered as continuous. Therefore, Cox proportional hazard models were used, which is suitable for the analysis of continuous-time data. Daily temperature exposures vary across the life course of infants, and exposure time can be considered as discrete, occurring at a daily basis. Thus, discrete-time survival analysis was applied, implemented using logistic regression.

### Estimation of neonatal mortality and seasonal patterns

In order to produce the yearly neonatal mortality rate by socioeconomic status, we used a LOESS regression using a smoothing parameter of 0.4 (Cleveland et al., 1997). We modelled the association between seasonality of birth, socioeconomic status, and neonatal mortality using Cox proportional hazard analysis, with age in days as the time scale, adjusting for calendar time, sex and parity at birth. The model was specified as:

$$\lambda(t) = \lambda_0(t) e^{X_t\beta}$$

where the hazard of death $\lambda(t)$ is a function of the baseline hazard $\lambda_0(t)$ represented by age in days and the exponentiated linear predictors $X_t\beta$. The model matrix X is composed of father’s SES, seasonality, calendar time specified as a cubic spline with three degrees of freedom (De Boor, 1978; Hastie, 1997) parity grouped into parity 1, 2–3 and 4+, sex and region, and $\beta$ is the corresponding matrix of coefficients. Visual
Table 1 Summary statistics of temperatures (Celsius) at each station: minimum and maximum values and degree percentiles, 1880–1950. Umeå 1895–1950

| Station | Month | Mean | Min | 25th | 50th | 75th | Max |
|---------|-------|------|-----|------|------|------|-----|
| Umeå    | Jan   | −7.6 | −35.0 | −12.0 | −6.6 | −2.3 | 5.5 |
|         | Feb   | −7.6 | −29.2 | −12.4 | −6.8 | −2.2 | 6.1 |
|         | Mar   | −4.3 | −22.2 | −7.7 | −3.6 | −0.3 | 9.1 |
|         | Apr   | 1.4  | −12.6 | −0.5 | 1.5  | 3.5  | 15.9|
|         | May   | 7.6  | −2.5  | 4.6  | 7.3  | 10.3 | 20.7|
|         | Jun   | 13.3 | 2.3   | 10.7 | 13.2 | 15.7 | 26.7|
|         | Jul   | 16.7 | 7.4   | 14.4 | 16.5 | 18.9 | 28.8|
|         | Aug   | 14.6 | 5.8   | 12.7 | 14.4 | 16.3 | 24.5|
|         | Sep   | 9.5  | 0.1   | 7.4  | 9.7  | 11.6 | 19.3|
|         | Oct   | 3.2  | −13.9 | 0.6  | 3.6  | 6.4  | 13.7|
|         | Nov   | −2.0 | −22.1 | −5.0 | −0.7 | 1.9  | 9.1 |
|         | Dec   | −5.7 | −31.4 | −9.7 | −4.6 | −0.5 | 5.5 |
| Bjuröklubb | Jan | −6.6 | −28.1 | −10.4 | −5.7 | −2.0 | 6.2 |
|          | Feb   | −7.4 | −30.8 | −12.0 | −6.5 | −2.1 | 6.6 |
|          | Mar   | −4.8 | −24.8 | −8.3 | −4.2 | −0.5 | 8.6 |
|          | Apr   | 0.3  | −14.4 | −1.7 | 0.8  | 2.5  | 15.0|
|          | May   | 5.6  | −5.0  | 3.0  | 5.3  | 8.1  | 20.7|
|          | Jun   | 11.2 | 1.4   | 8.7  | 11.1 | 13.5 | 23.5|
|          | Jul   | 15.5 | 6.4   | 13.5 | 15.3 | 17.5 | 26.8|
|          | Aug   | 14.3 | 6.9   | 12.6 | 14.1 | 15.8 | 23.4|
|          | Sep   | 9.8  | 1.4   | 8.0  | 9.9  | 11.6 | 19.6|
|          | Oct   | 3.9  | −8.7  | 1.6  | 4.2  | 6.5  | 14.1|
|          | Nov   | −0.8 | −18.1 | −3.2 | −0.1 | 2.2  | 8.6 |
|          | Dec   | −4.4 | −24.5 | −7.5 | −3.4 | −0.3 | 6.0 |
| Stensele | Jan  | −11.8 | −40.5 | −17.5 | −10.7 | −5.1 | 5.7 |
|          | Feb   | −10.9 | −38.1 | −16.2 | −9.8 | −4.4 | 5.6 |
|          | Mar   | −6.5 | −27.5 | −10.5 | −5.8 | −1.8 | 7.0 |
|          | Apr   | 0.1  | −15.4 | −2.4 | 0.5  | 2.9  | 11.9|
|          | May   | 6.5  | −4.1  | 3.2  | 6.2  | 9.1  | 20.8|
|          | Jun   | 12.1 | 0.4   | 8.9  | 11.7 | 15.1 | 25.7|
|          | Jul   | 15.1 | 3.3   | 12.3 | 14.7 | 17.9 | 26.7|
|          | Aug   | 12.4 | 3.7   | 10.2 | 12.2 | 14.2 | 24.6|
|          | Sep   | 7.2  | −1.7  | 5.2  | 7.3  | 9.3  | 16.8|
|          | Oct   | 0.9  | −16.0 | −1.7 | 1.2  | 4.0  | 11.3|
|          | Nov   | −5.0 | −32.1 | −8.4 | −3.7 | −0.2 | 8.0 |
|          | Dec   | −9.8 | −40.9 | −14.7 | −8.7 | −3.4 | 4.8 |
analyses of the proportional hazards and tests of the Schoenfeld residuals supported
the proportionality assumption of the Cox models.

In the first step of the analysis, we specified seasonality as a continuous non-linear
function based on the day of the year at birth. The day of the year was specified
as a cubic spline with six degrees of freedom. To assess how the non-linear effect of
seasonality varied across the year, we calculated hazard ratios (HRs) for each day of
the year compared to the first of August, which was the month with the lowest mort-
nality rate. To assess how seasonality varied between SES groups, we ran separate
models for each group.

Second, we used extended seasons (winter = October through March, and sum-
mer = April through September) to assess how SES differences in seasonal mortality
varied across the study period, with separate models for each time period (1880–1899,
1900–1929 and 1930–1950). Additionally, we performed sensitivity analyses adjusting
for regional differences.

Estimation of temperature effects on neonatal mortality

For the analyses of the association between temperature and neonatal death, we used
temperature as a continuous variable from the observed lifetime temperature expo-

sures at each station (Table 1). The mean lifetime temperature exposure was con-
tinuously measured, on a daily basis, over the life course of each infant during the
neonatal period (up to 28 days unless the infant died). Lifetime temperature expo-
sure has been used in previous studies on the association between heat exposure and
infant mortality (Son et al., 2017).

To analyse the effect of daily temperature exposure, the data were transformed into
a person-period format with one row for each day in an infant’s life up to 28 days. The
association between temperature, SES, and neonatal mortality was modelled using dis-
crete-time survival analysis (Allison, 1982) while adjusting for the baseline hazard age,
seasonality, calendar time, sex and parity. Formally, we modelled the log-odds of death
$P$ at time $t$ given survival to time $t$ using logistic regression as:

$$
\text{logit}(P|t) = \gamma(t) + X_t\beta
$$

where $\gamma(t)$ is the baseline odds hazard function represented by age in days as a cubic
spline with knots at age 1.5 and 4 days old. $X$ is a model matrix of time-varying charac-
teristics, and $\beta$ is the corresponding matrix of coefficients. Within $X$, seasonality was rep-
resented by day of year modelled as a cubic spline with two degrees of freedom, calendar
time was modelled as a cubic spline with three degrees of freedom, and a dummy vari-
able, representing the time of day in which temperature measurements were gathered. The
timing of noon-temperature measurements varied over the study period, shifting back
and forth between 12:00 and 13:00. In addition, $X$ included time-fixed covariates, sex,
parity and the region of birth. Because the association between neonatal mortality risk
and temperature is nonlinear, the effect of temperature was modelled as a linear thresh-
old function with a cut point at the minimum mortality temperature, around $+14.5 \, ^\circ\text{C}$.
To interpret the nonlinear coefficients, we calculated the odds ratios (ORs) over the tem-
perature span where we observed any neonatal deaths, from $-32 \, ^\circ\text{C}$ to $+24 \, ^\circ\text{C}$. To
assess variations between SES groups, we specified separate models for each group, and to assess changes over time, we specified separate models for each SES-period combination. Given the possible measurement errors introduced by using the average of Stensele and Bjuröklubb temperatures for the inland temperature estimates, additional sensitivity analyses were performed. In these analyses, we introduced an interaction between season (day of year) and region, in order to assess the impact of seasonal variations in temperature in the inland region on the estimated ORs. We used the statistical software R package dlnm (Gasparrini, 2014, 2019; Gasparrini et al., 2010) for all analyses.

Results

As shown in Table 2, there were large differences in neonatal mortality rates between the locations, where the urban area of Umeå had lower rates (for Umeå 1895–1950) compared to the more rural areas. Children of farmers and workers had the highest neonatal mortality rates (34.6 and 31.4 deaths/1000 live births, respectively), followed by the middle class (26.6). The neonatal mortality rate decreased during the study

| Variable                  | Births | Neonatal deaths | Neonatal mortality rate (per 1000) |
|---------------------------|--------|-----------------|-----------------------------------|
| Region                    |        |                 |                                   |
| Skellefteå                | 68,347 | 2296            | 33.6                              |
| Inland region             | 25,728 | 868             | 33.7                              |
| Umeå                      | 28,681 | 821             | 28.6                              |
| Socioeconomic status      |        |                 |                                   |
| Farmers                   | 59,279 | 2054            | 34.6                              |
| Middle class              | 13,106 | 349             | 26.6                              |
| Workers                   | 50,371 | 1582            | 31.4                              |
| Period                    |        |                 |                                   |
| 1880–1899                 | 26,232 | 1057            | 40.3                              |
| 1900–1929                 | 58,321 | 2022            | 34.7                              |
| 1930–1950                 | 38,203 | 906             | 23.7                              |
| Extended season           |        |                 |                                   |
| Summer                    | 61,907 | 1882            | 30.4                              |
| Winter                    | 60,846 | 2103            | 34.6                              |
| Sex                       |        |                 |                                   |
| Female                    | 59,582 | 1715            | 28.8                              |
| Male                      | 63,174 | 2270            | 35.9                              |
| Parity                    |        |                 |                                   |
| 1                         | 26,869 | 892             | 33.2                              |
| 2–3                       | 41,627 | 1149            | 27.6                              |
| 4+                        | 54,260 | 1944            | 35.8                              |
| Total                     | 122,756| 3985            | 32.5                              |
period, where the major decrease occurred between the two last periods, from 34.7 in 1900–1929 to 23.7 in 1930–1950 (Table 2). Boys had a higher neonatal mortality rate than girls (35.9 and 28.8, respectively), and the rates were higher among children of parity 4+(35.8) and first-born infants (33.2) compared to parity 2–3 (27.6).

**Trends in neonatal mortality by socioeconomic status**

The pattern of neonatal mortality differed between the social strata, especially during the last decades of the nineteenth century (Fig. 3). Among the middle class, the neonatal mortality rate declined significantly until the early 1900s, whereas the period 1900–1930 was characterised by rather stable neonatal mortality rates among all social classes. The social classes had different turning points in neonatal mortality rates, and among the middle class, mortality started to decline rapidly during the late nineteenth century, whereas neonatal mortality among the farmers started to decline from the turn of the twentieth century. For the workers, the decrease in neonatal mortality rate was a slower process, with the major downward turn from 1930 onwards. At the end of the study period, the absolute inequalities in neonatal mortality had decreased, whereas the relative inequalities still existed (with workers now having the highest rates).

**Social class and seasonal patterns of neonatal mortality, 1880–1950**

Figure 4 shows HRs of neonatal mortality by day of birth within the year compared to the first of August. The lowest neonatal mortality risks were found around August and September, while the highest HR was found during the winter months, December to February. However, a peak in mortality could also be seen around June.

Figure 5 shows the association between the day of birth and neonatal mortality risks by social class. The winter months of January and February were found to be the most
hazardous for all classes, whereas summer HR showed larger variations. Farmers had a higher HR around June, while the middle class had the lowest HR in the same period.

The neonatal mortality rate by extended season 1880–1950 (Fig. 6) showed an excess of winter neonatal mortality, except during a couple of years at the beginning of the twentieth century and at the end of the study period. Following the winter neonatal mortality rate, Fig. 6 shows two time points when the mortality rate declined, starting from the end of the nineteenth century to 1910, followed by a plateau 1910–1930, thereafter a sharper decline during the last 20 years to 1950. The summer neonatal mortality showed a similar downward trajectory as the winter neonatal mortality, with decreasing trends around 1910 and 1935.

**Seasonal differences in neonatal mortality over time**

We calculated HRs of neonatal mortality (Fig. 7 and Table 3) from the regression model including an interaction between season of birth and SES stratified by birth period (Table 4 in Appendix). For the first time-period, 1880–1899, the excess in

---

**Fig. 4** HRs of seasonal variation in neonatal mortality by day of birth, with 95% confidence intervals (grey area), 1880–1950. Reference: 1 August. Estimations from models seen in Table 5
winter neonatal mortality was especially notable for the farmers (HR 1.30, CI 1.12–1.51), followed by the workers (HR 1.20, CI 1.01–1.43). The middle class was too small at that time to detect any effect of seasonality on mortality (Fig. 7). During the second time period, 1900–1929, the differences between winter and summer neonatal mortality decreased for the farmers and workers, whereas the neonatal mortality risk in winter had a substantial effect on the middle class (HR 1.56, CI 1.26–1.93). Overall, there was a de-seasonality of neonatal mortality among the social classes over time from 1880 to 1950.

**Social class and neonatal mortality, lifetime exposure 1880–1950**

Logistic regression models adjusting for sex, parity, age at death, seasonality, region and time trends showed an increased neonatal mortality risk at both low and high temperatures among all social classes (Fig. 8 and Tables 7 and 8 in Appendix). At −25 °C, the OR was about 2.38 (CI 1.15–4.94) for the middle class, and 1.64 (CI 1.22–2.19) for farmers, whereas workers had an OR of 1.66 (CI 1.18–2.34) compared to infants born at temperatures of 14.5 °C. Workers had the largest
The effect of high temperatures, where a temperature increase from 14.5 °C to 20 °C was associated with an increased mortality risk (OR 1.70, CI 1.32–2.19).

**Temperature effects on neonatal mortality over time**

Comparing the temperature vulnerability among the social classes over time, Fig. 9 and Tables 9 and 10 in the Appendix show the effects of low and high temperatures on workers from 1880 to 1899 (at −25 °C, OR 2.3 CI 1.18–4.47, and at + 20 °C, OR 1.90 CI 1.01–3.70). The period 1900–1929 corresponded to a declining effect of both low and high temperatures among all social classes. For the period 1930–1950, the effect of temperature increased, with a large effect of low temperatures for the middle class (−25 °C, OR 4.14, CI 1.24—13.79) and an effect of high temperatures for the workers (+20 °C, OR 1.90 CI 1.28—2.76).
For the middle class, temperature vulnerability was noticeable during the last period (1930–1950), whereas the farmers and workers were most vulnerable during the first period (1880–1899). For workers, vulnerability to high temperatures emerged again in the last period.

As we used the average of Stensele and Bjuröklubb temperatures to estimates of inland temperature exposures, there is a possibility for a regional bias in the estimates dependent on differences in seasonal variations in temperature between the observed temperatures and the actual exposures in the inland. We performed sensitivity analysis to assess how this potential bias could affect the estimates, by introducing an interaction between region and season allowing the seasonal effect to vary by region (Fig. 11). These analyses show similar results to the models without the interaction, suggesting that the original models were not biased by an underestimation of seasonal temperature variations in the inland region.

Discussion

During the first decades of the twentieth century, this northern Swedish region underwent industrialisation, resulting in an increased population and a transformation from an agricultural to a socially and economically more diversified society. From the last decades of the nineteenth century to the first decades of the twentieth century, the overall neonatal mortality rate declined in Sweden (Gyllenswärd, 1946). As the overall infant mortality declined, the socioeconomic differences in mortality increased, mainly due to a sharper decrease of mortality among the middle and upper strata (Burstrom & Bernhardt, 2001).

![Fig. 9 Odds ratios of neonatal mortality by temperature with 95% confidence intervals, stratified by SES and time period. Reference: 14.5 °C (minimum mortality temperature). Estimated from model seen in Table 9](image-url)
In our population in northern Sweden, a similar pattern was found, where the neonatal mortality started to decrease sharply among the middle class, followed only later by farmers and workers.

In this northern area of Sweden in 1880–1950, the differences in neonatal mortality between the social strata were significant up to 1930, and thereafter, the rates converged between the social groups, but the relative inequalities persisted. Among the middle class, the major decrease in neonatal mortality started from the end of the nineteenth century, whereas the decreasing trend among the workers started about 40 years later (in the mid-1930s) implying the advantages of higher classes in the health transformation (Sundin & Willner, 2007; Zetterström & Eriksson, 1987). The results presented here suggest that at the beginning of a health transformation, small-scale interventions (such as information targeted towards parents regarding breastfeeding and infant care) have a significant impact on neonatal health, mainly among the wealthier groups, whereas large-scale interventions (maternal and infant health care, maternity hospitals and neonatal care) and overall living improvement are most important for diminishing health disparities between infants from different socioeconomic groups.

Regarding seasonal differences in neonatal mortality, our findings show a clear pattern of de-seasonality over time (Hare et al., 1981) among all social classes. We can summarise our findings according to the three time-periods. During the first period (1880–1899) associated with high neonatal mortality and major socioeconomic disparities in mortality, we find a pre-transitional regime where temperature and seasonality had the greatest effects, and the socioeconomic differences in vulnerability were small. During the second period (1900–1929), we see a transitional regime, with a decline in seasonal and temperature-related vulnerabilities among all socioeconomic groups. For the last period (1930–1950), a new regime evolves with rapidly declining neonatal mortality rates involving class-specific temperature vulnerabilities of low temperatures (middle class) respective to high temperatures (workers).

According to previous findings regarding the effect of temperature on neonatal health in sub-Arctic areas (Karlsson et al., 2020; Schumann et al., 2019), we expected a strong impact of low temperatures, especially among more resource-poor groups (farmers and workers) that would diminish over time. A declining effect was not clearly discernible in any social group due to the low vulnerability observed in the first decades of the twentieth century. Comparing the first and last periods revealed a diminishing trend of both high and low temperatures among the farmers. The increased effect of high temperature among the working-class in the last period (1930–1950) was an unexpected finding. In Sweden, this period was associated with extensive social, political and demographic changes (Ohlander, 1994; Sundin & Willner, 2007). The fertility rates declined and female labour participation increased, health services improved and the proportion of deliveries at maternity hospitals increased (Gyllenswärd, 1946; Sundin & Willner, 2007). In this northern part of Sweden during the late 1930s, almost 80% of the rural mothers received a need-based maternal subsidy (Ohlander, 1994), implying that the mothers suffered from economic hardship, especially among rural workers.

Different mechanisms are involved in socioeconomic differentials in health and mortality, including living and working conditions, material circumstances and socio-environmental and behavioural factors (Solar & Irwin, 2010). From our findings, we conclude that the living and working conditions and material circumstances have been
most important for the differences seen in seasonal and temperature vulnerability among neonates. From 1880 to the first decades of the twentieth century, the middle class and workers differed substantially regarding material resources, their physical environments (housing, central heating, crowding) and working conditions (Sundin & Willner, 2007). The workers, being resource poor and facing higher fertility and shorter interpregnancy periods compared to more affluent families, would have been expected to be more vulnerable to temperature extremes. If breast feeding was uncommon among workers, the neonatal mortality should have peaked during the summer season (Lithell, 1981). Our findings, however, show very small seasonal differences in neonatal mortality rates among the workers. The increased neonatal mortality risk among workers during warm extremes is likely associated with overall disparities in material resources, where unsanitary conditions in particular might have negatively affected the working-class mothers (during pregnancy, delivery and after delivery) and their infants. During the 1930s and 1940s, a significant proportion of births took place in one’s own home, assisted by a midwife, especially in rural areas with long distances to hospitals (Gyllenswärd, 1946). It is possible that the workers to a high extent had home-assisted births and that the neonatal mortality risk therefore increased during warm extremes due to higher indoor temperatures in small houses compared to hospitals. The differences in birth conditions between the socioeconomic groups during the early to mid-twentieth century is an area that needs further research in order to detangle socioeconomic differentials in neonatal health and mortality. In particular, we see the transformation of farm workers to non-farm workers as an important aspect of changing living conditions that would influence the wealth and resilience of the working-class mothers.

Neonatal mortality is related to a combination of physiological, behavioural and environmental factors (Kumar et al., 2009). Therefore, further research is needed regarding vulnerable groups during social, demographic and epidemiological transitions. In this study, we have examined the influence of temperature exposures on neonatal mortality among different socioeconomic strata, and in our previous studies differences between indigenous and non-indigenous populations (Karlsson et al., 2019a; Schumann et al., 2019). The population data used in this study (1880–1950), however, lack ethnic markers, impeding further comparisons between the two populations. Forthcoming research will investigate the association between temperature and deaths prior to birth (stillbirths) and whether the association diverged between socioeconomic groups. From previous research, we know that the stillbirth rate was higher in northern Sweden compared to southern areas and was higher in rural areas compared to larger cities (Gyllenswärd, 1946). It is possible that fragile women to a higher extent suffered the effects of temperature during their last trimester, and that this vulnerability was higher among the less affluent groups.

**Strengths and limitations**

A major strength of this study is the availability of a large dataset that spans over 70 years, including the entire population during their neonatal period combined with daily local temperatures. Further, by using time-dependent survival analysis comparing neonatal mortality risks of neonates of the same age, and a nonlinear
association between temperature and neonatal mortality, we have decreased the risk of confounding by age and captured the risk of both high and low temperatures.

Compared to more contemporary studies of climate vulnerability and neonatal mortality, our study lacked important confounders and effect modifiers. For example, we lacked information about birth weight and gestational age, two important factors that affect the risk of neonatal mortality and that might have varied due to the effect of high or low temperature exposure. Having had information about birth conditions (institution, home deliveries, etc.) would have further strengthened the analysis about the climate vulnerability of different social classes, especially regarding the workers who had a higher risk of neonatal mortality during warm extremes. However, our study brings insights into climate vulnerability of social classes during transitions from high to low neonatal mortality rates and shows that the results from historical studies might be used to improve neonatal health care in contemporary poor socioeconomic settings.

Appendix

![SES distribution over time and region](image_url)

**Fig. 10** SES distribution over time and region
Table 3  HR values presented in Fig. 7. Estimated from model seen in Table 4

| Father’s SES     | Period   | HR    | CI low | CI high |
|------------------|----------|-------|--------|---------|
| Workers          | 1880–1899| 1.20  | 1.01   | 1.43    |
| Farmers          | 1880–1899| 1.30  | 1.12   | 1.51    |
| Middle class     | 1880–1899| 1.37  | 0.92   | 2.04    |
| Workers          | 1900–1929| 1.12  | 0.99   | 1.27    |
| Farmers          | 1900–1929| 1.02  | 0.90   | 1.15    |
| Middle class     | 1900–1929| 1.56  | 1.26   | 1.93    |
| Workers          | 1930–1950| 1.05  | 0.90   | 1.22    |
| Farmers          | 1930–1950| 1.05  | 0.89   | 1.24    |
| Middle class     | 1930–1950| 1.19  | 0.94   | 1.50    |

Table 4  Hazard ratios (HRs), standard errors (SEs) and confidence intervals (CIs) for neonatal mortality risk, from Cox proportional models, stratified by period

|                | 1880–1899 |     |       | 1900–1929 |     |       | 1930–1950 |     |       |
|----------------|-----------|-----|-------|-----------|-----|-------|-----------|-----|-------|
|                | HR        | SE  | CI    | HR        | SE  | CI    | HR        | SE  | CI    |
| Season (ref. summer) |         |     |       |           |     |       |           |     |       |
| Winter         | 1.30      | 0.08 | 1.1–1.53 | 1.02      | 0.06 | 0.9–1.14 | 1.05      | 0.11 | 0.86–1.29 |
| Father’s SES (ref. farmers) |     |     |       |           |     |       |           |     |       |
| Middle class   | 0.93      | 0.23 | 0.59–1.46 | 0.72      | 0.13 | 0.55–0.93 | 0.74      | 0.14 | 0.56–0.99  |
| Workers        | 1.04      | 0.10 | 0.85–1.28 | 1.00      | 0.07 | 0.87–1.14 | 0.82      | 0.10 | 0.67–1.00  |
| Sex (ref. female) |         |     |       |           |     |       |           |     |       |
| Male           | 1.26      | 0.07 | 1.11–1.43 | 1.24      | 0.04 | 1.14–1.36 | 1.29      | 0.07 | 1.14–1.47  |
| Parity (ref. 1) |         |     |       |           |     |       |           |     |       |
| 2–3            | 0.73      | 0.10 | 0.6–0.89 | 0.80      | 0.07 | 0.7–0.91 | 0.82      | 0.08 | 0.7–0.95  |
| 4+             | 0.83      | 0.09 | 0.7–0.99 | 1.01      | 0.06 | 0.9–1.14 | 0.88      | 0.09 | 0.75–1.05  |
| Location (ref. Skellefteå) |     |     |       |           |     |       |           |     |       |
| Inland         | 1.16      | 0.07 | 1–1.34 | 0.91      | 0.06 | 0.81–1.02 | 1.00      | 0.08 | 0.85–1.19 |
| Umeå           | 0.72      | 0.16 | 0.53–0.97 | 0.92      | 0.05 | 0.83–1.02 | 0.90      | 0.08 | 0.77–1.05 |
| Middle class* cold | 1.07      | 0.31 | 0.59–1.97 | 1.53      | 0.17 | 1.09–2.15 | 1.13      | 0.20 | 0.77–1.67 |
| Workers* cold  | 0.93      | 0.14 | 0.71–1.22 | 1.10      | 0.09 | 0.92–1.32 | 1.00      | 0.14 | 0.76–1.32 |
| Sample size    | 26, 232   |     |       | 58, 321   |     |       | 38, 203   |     |       |
Table 5  Hazard ratio (HR), standard error (SE) and confidence intervals (CIs) for neonatal mortality risk, from Cox proportional model

|                      | HR  | SE  | CI       |
|----------------------|-----|-----|----------|
| **Day of year***     |     |     |          |
| Part 1               | 1.26| 0.10| 1.03–1.53|
| Part 2               | 1.46| 0.13| 1.14–1.87|
| Part 3               | 1.08| 0.11| 0.86–1.35|
| Part 4               | 1.24| 0.10| 1.02–1.51|
| Part 5               | 1.15| 0.21| 0.76–1.75|
| Part 6               | 1.03| 0.09| 0.86–1.24|
| **Year***            |     |     |          |
| Part 1               | 0.94| 0.07| 0.83–1.07|
| Part 2               | 0.44| 0.15| 0.33–0.59|
| Part 3               | 0.40| 0.07| 0.35–0.46|
| **Sex**              |     |     |          |
| Female (ref.)        | 1.00|     |          |
| Male                 | 1.25| 0.03| 1.18–1.34|
| **Parity**           |     |     |          |
| 1 (ref.)             | 1.00|     |          |
| 2–3                  | 0.79| 0.04| 0.72–0.86|
| 4+                   | 0.92| 0.04| 0.85–1.00|
| **Region**           |     |     |          |
| Skellefteå (ref.)    | 1.00|     |          |
| Inland               | 1.00| 0.04| 0.93–1.08|
| Umeå                 | 0.91| 0.04| 0.84–0.99|

*Non-linear associations were specified as a splines matrix in the model. Each part of the matrix references one of the polynomials composing the spline. The regression output of the spline is reported here with the raw HR, SE and CI of each part. However, to interpret these parameters, the HR and CI were recalculated into the scale of the dependent variable, the HR and CI for day of year is shown in Fig. 4.*

Sample size 122, 756
Table 6  Hazard ratios (HRs), standard errors (SEs) and confidence intervals (CIs) for neonatal mortality risk, from Cox proportional models, stratified by SES

|               | Farmers |               | Middle Class |               | Workers |               |
|---------------|---------|---------------|--------------|---------------|---------|---------------|
|               | HR      | SE            | CI           | HR            | SE      | CI            |
| Day of year*  |         |               |              |               |         |               |
| Part 1        | 1.04    | 0.16          | 0.76–1.42    | 1.43           | 0.14    | 1.09–1.9      |
| Part 2        | 1.43    | 0.20          | 0.97–2.11    | 1.55           | 0.18    | 1.09–2.2      |
| Part 3        | 1.02    | 0.18          | 0.72–1.45    | 1.11           | 0.16    | 0.81–1.52     |
| Part 4        | 1.09    | 0.16          | 0.8–1.48     | 1.52           | 0.14    | 1.16–1.99     |
| Part 5        | 1.00    | 0.33          | 0.53–1.9     | 1.42           | 0.31    | 0.78–2.58     |
| Part 6        | 1.07    | 0.14          | 0.8–1.41     | 1.05           | 0.13    | 0.81–1.35     |
| Year*         |         |               |              |               |         |               |
| Part 1        | 1.00    | 0.11          | 0.81–1.24    | 0.83           | 0.09    | 0.69–0.99     |
| Part 2        | 0.44    | 0.25          | 0.27–0.72    | 0.59           | 0.20    | 0.4–0.87      |
| Part 3        | 0.35    | 0.11          | 0.28–0.43    | 0.50           | 0.11    | 0.4–0.62      |
| Sex           |         |               |              |               |         |               |
| Female (ref.) | 1.31    | 0.05          | 1.18–1.45    | 1.22           | 0.04    | 1.11–1.33     |
| Male          |         |               |              |               |         |               |
| Parity        |         |               |              |               |         |               |
| 1 (ref.)      |         |               |              |               |         |               |
| 2–3           | 0.84    | 0.07          | 0.74–0.96    | 0.76           | 0.07    | 0.66–0.86     |
| 4+            | 0.96    | 0.06          | 0.85–1.09    | 0.89           | 0.06    | 0.79–1.0      |
| Region        |         |               |              |               |         |               |
| Skellefteå (ref.) |     |               |              |               |         |               |
| Inland        | 1.03    | 0.07          | 0.9–1.17     | 1.02           | 0.05    | 0.92–1.13     |
| Umeå          | 0.86    | 0.06          | 0.76–0.98    | 0.96           | 0.06    | 0.85–1.09     |
| Sample size   | 59, 279 |               | 13, 106      | 50, 371        |         |               |

*Non-linear associations were specified as a splines matrix in the model. Each part of the matrix references one of the polynomials composing the spline. The regression output of the spline is reported here with the raw HR, SE and CI of each part. However, to interpret these parameters, the HR and CI were recalculated into the scale of the dependent variable, and the HR and CI for day of year is shown in Fig. 5
Table 7 HR, SE and CI for SES specific neonatal mortality, estimated using logistic regression

|                      | Farmers         |                      | Middle Class     |                      | Workers            |                      |
|----------------------|-----------------|----------------------|-------------------|----------------------|--------------------|----------------------|
|                      | HR   | SE   | CI    | HR   | SE   | CI    | HR   | SE   | CI    | HR   | SE   | CI    |
| Intercept            | 0.01 | 0.15 | 0.01–0.02 | 0.01 | 0.39 | 0.0–0.02 | 0.01 | 0.17 | 0.01–0.01 |
| Temperature          |      |      |       |      |      |       |      |      |       |      |      |       |
| Below 14.5           | 1.01 | 0.00 | 1.01–1.02 | 1.02 | 0.01 | 1–1.04 | 1.01 | 0.00 | 1–1.0 |      |      |       |
| Above 14.5           | 1.00 | 0.03 | 0.94–1.05 | 1.05 | 0.05 | 0.94–1.15 | 1.10 | 0.02 | 1.05–1.15 |
| Age*                 |      |      |       |      |      |       |      |      |       |      |      |       |
| Part 1               | 0.15 | 0.12 | 0.12–0.2 | 0.07 | 0.30 | 0.04–0.13 | 0.11 | 0.14 | 0.08–0.14 |
| Part 2               | 0.01 | 0.10 | 0.01–0.01 | 0.01 | 0.24 | 0.01–0.02 | 0.01 | 0.12 | 0.01–0.02 |
| Part 3               | 0.10 | 0.10 | 0.08–0.12 | 0.08 | 0.24 | 0.05–0.13 | 0.11 | 0.11 | 0.09–0.14 |
| Day of year*         |      |      |       |      |      |       |      |      |       |      |      |       |
| Part 1               | 0.71 | 0.14 | 0.54–0.94 | 1.23 | 0.35 | 0.62–2.5 | 0.79 | 0.17 | 0.57–1.1 |
| Part 2               | 0.81 | 0.12 | 0.64–1.02 | 0.90 | 0.27 | 0.52–1.52 | 0.99 | 0.13 | 0.76–1.27 |
| Year*                |      |      |       |      |      |       |      |      |       |      |      |       |
| Part 1               | 0.81 | 0.11 | 0.65–1 | 1.06 | 0.28 | 0.61–1.85 | 1.08 | 0.14 | 0.83–1.41 |
| Part 2               | 0.63 | 0.22 | 0.41–0.98 | 0.26 | 0.68 | 0.07–1.01 | 0.48 | 0.28 | 0.28–0.83 |
| Part 3               | 0.53 | 0.14 | 0.4–0.7 | 0.37 | 0.30 | 0.2–0.67 | 0.39 | 0.15 | 0.29–0.51 |
| Sex                  |      |      |       |      |      |       |      |      |       |      |      |       |
| Male                 | 1.23 | 0.05 | 1.13–1.35 | 1.26 | 0.11 | 1.01–1.57 | 1.31 | 0.05 | 1.18–1.46 |
| Parity               |      |      |       |      |      |       |      |      |       |      |      |       |
| 1 (ref.)             | 0.73 | 0.07 | 0.64–0.85 | 0.72 | 0.14 | 0.55–0.95 | 0.88 | 0.07 | 0.77–1 |
| 2–3                  | 0.88 | 0.06 | 0.77–0.99 | 0.91 | 0.14 | 0.69–1.21 | 0.99 | 0.07 | 0.86–1.13 |
| Time of day          |      |      |       |      |      |       |      |      |       |      |      |       |
| 12 (ref.)            | 1.03 | 0.09 | 0.87–1.23 | 1.05 | 0.20 | 0.71–1.55 | 1.11 | 0.10 | 0.91–1.35 |
| 13                   |      |      |       |      |      |       |      |      |       |      |      |       |
| Region               |      |      |       |      |      |       |      |      |       |      |      |       |
| Skellefteå (ref.)    |      |      |       |      |      |       |      |      |       |      |      |       |
| Stensele             | 0.97 | 0.06 | 0.86–1.1 | 0.57 | 0.23 | 0.35–0.88 | 0.94 | 0.08 | 0.8–1.1 |
| Umeå                 | 0.94 | 0.07 | 0.81–1.08 | 0.90 | 0.15 | 0.68–1.21 | 0.84 | 0.08 | 0.72–0.97 |
| Sample size          | 59, 279 |      |      | 13, 106 |      |      | 50, 371 |      |      |       |

*Non-linear associations were specified as a splines matrix in the model. Each part of the matrix references one of the polynomials composing the spline. The regression output of the spline is reported here with the raw HR, SE and CI of each part. However, to interpret these parameters, the HR and CI must be recalculated into the scale of the dependent variable.
Table 8  OR with CI, at selected temperature points. See Table 7 for full regression model

| Class       | Temperature | OR   | CI low | CI high |
|-------------|-------------|------|--------|---------|
| Farmers     | −30         | 1.74 | 1.26   | 2.42    |
|             | −25         | 1.64 | 1.22   | 2.19    |
|             | −20         | 1.54 | 1.19   | 1.98    |
|             | −10         | 1.36 | 1.13   | 1.63    |
|             | 0           | 1.20 | 1.08   | 1.33    |
|             | 10          | 1.06 | 1.02   | 1.09    |
|             | 14.5        | 1.00 | 1.00   | 1.00    |
|             | 20          | 0.98 | 0.74   | 1.31    |
| Middle class| −30         | 2.66 | 1.17   | 6.04    |
|             | −25         | 2.38 | 1.15   | 4.94    |
|             | −20         | 2.14 | 1.13   | 4.03    |
|             | −10         | 1.71 | 1.09   | 2.69    |
|             | 0           | 1.38 | 1.05   | 1.80    |
|             | 10          | 1.10 | 1.02   | 1.20    |
|             | 14.5        | 1.00 | 1.00   | 1.00    |
|             | 20          | 1.29 | 0.74   | 2.25    |
| Workers     | −30         | 1.77 | 1.20   | 2.60    |
|             | −25         | 1.66 | 1.18   | 2.34    |
|             | −20         | 1.55 | 1.15   | 2.10    |
|             | −10         | 1.37 | 1.11   | 1.69    |
|             | 0           | 1.20 | 1.06   | 1.37    |
|             | 10          | 1.06 | 1.02   | 1.10    |
|             | 14.5        | 1.00 | 1.00   | 1.00    |
|             | 20          | 1.70 | 1.32   | 2.19    |

Table 9  HR, SE and CI for SES and period specific neonatal mortality, estimated using logistic regression

| Class       | HR 1880–1899 | SE 1880–1899 | CI 1880–1899 | HR 1890–2010 | SE 1890–2010 | CI 1890–2010 | HR 2010–2019 | SE 2010–2019 | CI 2010–2019 |
|-------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|---------------|
| Intercept   | 0.01          | 0.24          | 0.01–0.01     | 0.01          | 0.84          | 0.01–0.04     | 0.01          | 0.30          | 0.01–0.03     |
| Temperature |               |               |               |               |               |               |               |               |               |
| Below 14.5  | 1.02          | 0.01          | 1.01–1.04     | 1.03          | 0.03          | 0.98–1.08     | 1.02          | 0.01          | 1–1.04        |
| Above 14.5  | 1.08          | 0.05          | 0.98–1.19     | 0.81          | 0.29          | 0.37–1.24     | 1.13          | 0.06          | 0.99–1.26     |
| Age*        |               |               |               |               |               |               |               |               |               |
| Part 1      | 0.30          | 0.22          | 0.2–0.46      | 0.17          | 0.90          | 0.03–1.01     | 0.15          | 0.29          | 0.08–0.26     |
| Part 2      | 0.01          | 0.19          | 0.01–0.01     | 0.00          | 0.66          | 0.01–0.01     | 0.01          | 0.24          | 0.01–0.02     |
| Part 3      | 0.12          | 0.17          | 0.09–0.17     | 0.10          | 0.67          | 0.02–0.33     | 0.15          | 0.21          | 0.1–0.22      |
| Day of year*|               |               |               |               |               |               |               |               |               |
| Part 1      | 0.78          | 0.26          | 0.47–1.32     | 2.94          | 0.98          | 0.49–23.33    | 0.53          | 0.33          | 0.28–1.04     |
| Part 2      | 0.75          | 0.21          | 0.49–1.12     | 0.31          | 0.90          | 0.05–1.62     | 0.88          | 0.27          | 0.51–1.49     |
| Year*       |               |               |               |               |               |               |               |               |               |
| Part 1      | 1.05          | 0.18          | 0.74–1.5      | 0.29          | 0.70          | 0.07–1.11     | 1.10          | 0.23          | 0.7–1.72      |
| Part 2      | 1.53          | 0.42          | 0.68–3.56     | 1.68          | 1.46          | 0.11–35.23    | 0.58          | 0.51          | 0.22–1.63     |
### Table 9 (continued)

|                  | Farmers |                  | Middle class |                  | Workers |                  |
|------------------|---------|------------------|--------------|------------------|---------|------------------|
|                  | HR      | SE               | CI           | HR               | SE      | CI               |
| Sex              |         |                  |              |                  |         |                  |
| Female (ref.)    |         |                  |              |                  |         |                  |
| Male             | 1.30    | 0.08             | 1.1–1.53     | 0.94             | 0.30    | 0.52–1.73        |
| Parity           |         |                  |              |                  |         |                  |
| 1 (ref.)         |         |                  |              |                  |         |                  |
| 2–3              | 0.72    | 0.13             | 0.55–0.93    | 1.15             | 0.46    | 0.48–3.05        |
| 4+               | 0.81    | 0.12             | 0.64–1.02    | 0.92             | 0.44    | 0.41–2.35        |
| Region           |         |                  |              |                  |         |                  |
| Skellefteå (ref.)|         |                  |              |                  |         |                  |
| Inland           | 1.16    | 0.09             | 0.96–1.39    | 0.50             | 0.54    | 0.15–1.27        |
| Umeå             | 1.11    | 0.18             | 0.78–1.56    | 1.39             | 0.60    | 0.42–4.54        |
| Sample size      | 15,347  |                  |              | 1356             |         |                  |
| 1900–1929        |         |                  |              |                  |         |                  |
| Intercept        | 0.01    | 0.20             | 0.01–0.02    | 0.01             | 0.53    | 0–0.02           |
| Temperature      |         |                  |              |                  |         |                  |
| Below 14.5       | 1.01    | 0.01             | 0.99–1.02    | 1.01             | 0.01    | 0.98–1.04        |
| Above 14.5       | 0.96    | 0.04             | 0.88–1.03    | 1.07             | 0.08    | 0.89–1.23        |
| Age*             |         |                  |              |                  |         |                  |
| Part 1           | 0.15    | 0.17             | 0.11–0.21    | 0.11             | 0.43    | 0.05–0.27        |
| Part 2           | 0.01    | 0.14             | 0.01–0.01    | 0.01             | 0.35    | 0.01–0.02        |
| Part 3           | 0.11    | 0.13             | 0.08–0.14    | 0.12             | 0.32    | 0.06–0.22        |
| Day of year*     |         |                  |              |                  |         |                  |
| Part 1           | 0.73    | 0.20             | 0.5–1.08     | 1.00             | 0.54    | 0.36–2.99        |
| Part 2           | 0.82    | 0.16             | 0.59–1.12    | 1.59             | 0.37    | 0.75–3.23        |
| Year*            |         |                  |              |                  |         |                  |
| Part 1           | 1.04    | 0.14             | 0.78–1.37    | 1.08             | 0.36    | 0.53–2.16        |
| Part 2           | 0.60    | 0.27             | 0.36–1.03    | 1.26             | 0.77    | 0.29–6.06        |
| Part 3           | 0.91    | 0.16             | 0.66–1.23    | 1.07             | 0.35    | 0.53–2.07        |
| Sex              |         |                  |              |                  |         |                  |
| Female (ref.)    |         |                  |              |                  |         |                  |
| Male             | 1.20    | 0.06             | 1.06–1.36    | 1.20             | 0.16    | 0.87–1.66        |
| Parity           |         |                  |              |                  |         |                  |
| 1 (ref.)         |         |                  |              |                  |         |                  |
| 2–3              | 0.74    | 0.10             | 0.6–0.9      | 1.02             | 0.23    | 0.65–1.62        |
| 4+               | 0.97    | 0.09             | 0.81–1.16    | 1.32             | 0.22    | 0.87–2.07        |
| Time of day      |         |                  |              |                  |         |                  |
| 12 (ref.)        |         |                  |              |                  |         |                  |
| 13               | 1.36    | 0.13             | 1.07–1.74    | 1.26             | 0.31    | 0.69–2.31        |
| Region           |         |                  |              |                  |         |                  |
| Skellefteå (ref.)|         |                  |              |                  |         |                  |
| Inland           | 0.83    | 0.09             | 0.69–0.98    | 0.48             | 0.32    | 0.25–0.87        |

Sample size 15,347 1356 9538
Table 9 (continued)

|            | Farmers          | Middle class     | Workers          |
|------------|------------------|------------------|------------------|
|            | HR   | SE   | CI     | HR   | SE   | CI     | HR   | SE   | CI     |
| Umeå       | 0.83  | 0.09  | 0.69–0.99 | 0.76  | 0.21  | 0.5–1.15 | 0.86  | 0.10  | 0.71–1.05 |
| Sample size| 31,539 | 52,02  |         | 21,578 |       |         |
| 1930–1950  |       |       |         |       |       |         |
| Intercept  | 0.01  | 0.28  | 0.01–0.02 | 0.01  | 0.45  | 0–0.01  | 0.01  | 0.26  | 0–0.01  |
| Temperature|       |       |         |       |       |         |
| Below 14.5 | 1.01  | 0.01  | 0.99–1.03 | 1.04  | 0.02  | 1.01–1.07 | 1.01  | 0.01  | 0.99–1.03 |
| Above 14.5 | 0.98  | 0.06  | 0.87–1.08 | 1.06  | 0.07  | 0.91–1.21 | 1.12  | 0.04  | 1.04–1.2 |
| Age*       |       |       |         |       |       |         |
| Part 1     | 0.05  | 0.32  | 0.03–0.1 | 0.04  | 0.50  | 0.01–0.1 | 0.06  | 0.28  | 0.03–0.1 |
| Part 2     | 0.01  | 0.26  | 0.01–0.02 | 0.02  | 0.41  | 0.01–0.04 | 0.01  | 0.23  | 0.01–0.02 |
| Part 3     | 0.05  | 0.29  | 0.03–0.08 | 0.05  | 0.46  | 0.02–0.11 | 0.06  | 0.25  | 0.04–0.09 |
| Day of year*|       |       |         |       |       |         |
| Part 1     | 0.52  | 0.34  | 0.27–1.02 | 1.14  | 0.53  | 0.41–3.38 | 1.26  | 0.33  | 0.67–2.45 |
| Part 2     | 0.97  | 0.29  | 0.55–1.67 | 0.55  | 0.46  | 0.21–1.32 | 1.03  | 0.26  | 0.61–1.71 |
| Year*      |       |       |         |       |       |         |
| Part 1     | 0.55  | 0.45  | 0.23–1.4 | 0.51  | 0.79  | 0.11–2.52 | 0.41  | 0.43  | 0.18–0.96 |
| Part 3     | 0.48  | 0.28  | 0.27–0.81 | 0.47  | 0.36  | 0.22–0.93 | 0.59  | 0.23  | 0.37–0.91 |
| Sex        |       |       |         |       |       |         |
| Male       | 1.24  | 0.12  | 0.99–1.56 | 1.47  | 0.18  | 1.04–2.1 | 1.42  | 0.10  | 1.16–1.74 |
| Parity 1 (ref.)|       |       |         |       |       |         |
| 2–3        | 0.77  | 0.15  | 0.58–1.04 | 0.52  | 0.20  | 0.35–0.77 | 0.97  | 0.11  | 0.78–1.21 |
| 4+         | 0.77  | 0.15  | 0.58–1.02 | 0.67  | 0.24  | 0.41–1.07 | 1.01  | 0.14  | 0.76–1.31 |
| Time of day|       |       |         |       |       |         |
| 12 (ref.)  | 0.95  | 0.27  | 0.56–1.64 | 0.77  | 0.30  | 0.43–1.39 | 1.25  | 0.21  | 0.84–1.89 |
| Location   |       |       |         |       |       |         |
| Skellefteå (ref.)|       |       |         |       |       |         |
| Inland     | 0.89  | 0.30  | 0.49–1.58 | 0.86  | 0.44  | 0.35–1.99 | 0.88  | 0.24  | 0.55–1.41 |
| Umeå       | 0.88  | 0.24  | 0.54–1.37 | 1.15  | 0.24  | 0.71–1.84 | 0.89  | 0.17  | 0.63–1.24 |
| Sample size| 12,393 | 6,548  | 19,255 |       |       |         |

*Non-linear associations were specified as a splines matrix in the model. Each part of the matrix references one of the polynomials composing the spline. The regression output of the spline is reported here with the raw HR, SE and CI of each part. However, to interpret these parameters, the HR and CI must be recalculated into the scale of the dependent variable.
Table 10  OR with CI at selected temperature points. See Table 5 for full regression results. OR with CI at selected temperature points.

| Period      | Temp | Farmers OR (CI) | Middle class OR (CI) | Workers OR (CI) |
|-------------|------|-----------------|----------------------|-----------------|
| 1880–1899   | −30  | 2.90 (1.66–5.08) | 3.54 (0.38–32.6)    | 2.55 (1.20–5.40) |
|             | −25  | 2.58 (1.57–4.23) | 3.07 (0.43–22.04)   | 2.29 (1.18–4.47) |
|             | −20  | 2.28 (1.48–3.53) | 2.66 (0.48–14.9)    | 2.06 (1.15–3.70) |
|             | −10  | 1.80 (1.32–2.45) | 2.01 (0.59–6.81)    | 1.67 (1.11–2.53) |
|             | 0    | 1.42 (1.18–1.70) | 1.51 (0.73–3.11)    | 1.36 (1.06–1.73) |
|             | 10   | 1.11 (1.05–1.18) | 1.14 (0.91–1.42)    | 1.10 (1.02–1.19) |
|             | 14.5 | 1.00 (1.00–1.00) | 1.00 (1.00–1.00)    | 1.00 (1.00–1.00) |
|             | 20   | 1.56 (0.92–2.64) | 0.32 (0.01–7.26)    | 1.93 (1.01–3.70) |
| 1900–1929   | −30  | 1.25 (0.79–1.98) | 1.67 (0.51–5.49)    | 1.65 (0.95–2.86) |
|             | −25  | 1.22 (0.81–1.83) | 1.57 (0.55–4.53)    | 1.56 (0.96–2.54) |
|             | −20  | 1.19 (0.83–1.70) | 1.49 (0.59–3.74)    | 1.47 (0.96–2.26) |
|             | −10  | 1.13 (0.88–1.46) | 1.33 (0.69–2.55)    | 1.32 (0.97–1.78) |
|             | 0    | 1.08 (0.93–1.25) | 1.18 (0.80–1.74)    | 1.18 (0.98–1.41) |
|             | 10   | 1.02 (0.98–1.07) | 1.05 (0.93–1.19)    | 1.05 (1.00–1.11) |
|             | 14.5 | 1.00 (1.00–1.00) | 1.00 (1.00–1.00)    | 1.00 (1.00–1.00) |
|             | 20   | 0.79 (0.51–1.20) | 1.44 (0.61–3.44)    | 1.40 (0.92–2.12) |
| 1930–1950   | −30  | 1.64 (0.67–4.03) | 4.95 (1.28–19.22)   | 1.53 (0.67–3.47) |
|             | −25  | 1.55 (0.70–3.45) | 4.14 (1.24–13.79)   | 1.45 (0.70–3.01) |
|             | −20  | 1.47 (0.73–2.95) | 3.46 (1.21–9.89)    | 1.39 (0.73–2.62) |
|             | −10  | 1.31 (0.80–2.16) | 2.41 (1.14–5.09)    | 1.26 (0.80–1.98) |
|             | 0    | 1.17 (0.88–1.58) | 1.68 (1.08–2.62)    | 1.15 (0.88–1.50) |
|             | 10   | 1.05 (0.96–1.15) | 1.18 (1.02–1.35)    | 1.04 (0.96–1.13) |
|             | 14.5 | 1.00 (1.00–1.00) | 1.00 (1.00–1.00)    | 1.00 (1.00–1.00) |
|             | 20   | 0.89 (0.48–1.62) | 1.39 (0.65–3.00)    | 1.88 (1.28–2.76) |

Fig. 11  Sensitivity analysis, HR and CI of association between temperature and neonatal mortality, adjusting for a seasonal effect varying by region.
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