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Abstract. In this paper, we find a solution of finite rank form of fractional Abstract Cauchy Problem. The fractional derivative used is the Conformable derivative. The main idea of the proofs are based on theory of tensor product of Banach spaces.
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1. Introduction

Let $X$ be a Banach space and $I = [0,1]$. Let $C(I)$ be the Banach space of all real valued continuous functions defined on $I$ under the sup-norm. Let $C(I,X)$ be the Banach space of all continuous function defined on $I$ with values in $X$.

A classical and important differential equation is the so called abstract Cauchy problem. One form such equation is

\[ Bu' = Au(t) + f(t)z \]
\[ u(0) = x_0 \]

Here $u \in C^1(I,X)$ and $A,B$ are densely defined linear operators on the codomain of $u$. If $f = 0$ or $z = 0$, then the equation is homogeneous otherwise it is called non-homogeneous. Now in the non-homogeneous problem we have two cases. The first type if $u$ is unknown and $f$ is given and this is called the direct problem, the second type $u$ and $f$ are unknown and it is called the inverse problem.

If $B$ is not invertible, then the equation is called degenerate otherwise it is called non-degenerate.

In this paper we will look for certain solutions called degenerate for the fractional
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abstract Cauchy problem, using the tensor product technique.

First let us present some basic facts on conformable fractional derivative.

For \( f : [0; \infty) \to \mathbb{R} \) and \( 0 < \alpha \leq 1 \), the conformable fractional derivative of \( f \) of order \( \alpha \) is defined by

\[
T_{\alpha}(f)(t) = \lim_{\varepsilon \to 0} \frac{f(t + \varepsilon t^{1-\alpha}) - f(t)}{\varepsilon}
\]

for all \( t > 0 \), if \( f \) is \( \alpha \)-differentiable on \((0, b)\) where \( b > 0 \) and \( \lim_{t \to 0^+} f^{(\alpha)}(t) \) exists, then define \( f^{(\alpha)}(0) = \lim_{t \to 0^+} f^{(\alpha)}(t) \).

We denote \( f^{(\alpha)}(t) \) for \( T_{\alpha}(f)(t) \) and we say \( f \) is \( \alpha \)-differentiable if the conformable fractional derivative of \( f \) of order \( \alpha \) exists.

For \( 0 < \alpha \leq 1 \) and \( f, g \) be \( \alpha \)-differentiable at a point \( t > 0 \), we have the following properties:

1. \( T_{\alpha}(af + bg) = aT_{\alpha}(f) + bT_{\alpha}(g) \), for all \( a, b \in \mathbb{R} \).
2. \( T_{\alpha}(pt^p) = pt^{p-\alpha} \), for all \( p \in \mathbb{R} \).
3. \( T_{\alpha}(f g) = fT_{\alpha}(g) + gT_{\alpha}(f) \).
4. \( T_{\alpha}(\epsilon^p) = \frac{\epsilon}{p} T_{\alpha}(\epsilon) \).
5. \( T_{\alpha}(\lambda) = 0 \), for all \( \lambda \) is constant function.
6. if \( f \) is differentiable, then \( T_{\alpha}(f)(t) = t^{1-\alpha} \frac{df}{dt}(t) \).

The \( \alpha \) fractional integral of a function \( f \) starting from \( a \geq 0 \) is:

\[
I_{\alpha}^a(f(t)) = I_{\alpha}^a(t^{\alpha-1}f(t)) = \int_a^t \frac{f(s)}{s^{1-\alpha}} ds
\]

For more on conformable fractional derivative we refer to [1], [6]-[18], [20] and [21].

2. Basic Facts of the Tensor Product of Banach Space

Let \( X \) and \( Y \) be Banach spaces, \( X^* \) denotes the dual of \( X \). For \( x \in X \) and \( y \in Y \)
define the map \( x \otimes y : X^* \to Y \) as: \( x \otimes y(x^*) = \langle x, x^* \rangle y \), for all \( x^* \in X^* \).

Clearly, \( x \otimes y \) is a bounded linear operator and \( \| x \otimes y \| = \| x \| \| y \| [2] \). Such an operator \( x \otimes y \) is called an atom.

The set \( X \otimes Y = \text{span}\{x \otimes y : x \in X \text{ and } y \in Y\} \) is a subspace of \( L(X^*, Y) \).

The following lemma, [5], is needed in our paper.

**Lemma 1.** Let \( x_1 \otimes y_1 \) and \( x_2 \otimes y_2 \) be two nonzero atoms in \( X \otimes Y \) such that

\[
x_1 \otimes y_1 + x_2 \otimes y_2 = x_3 \otimes y_3.
\]

Then either \( x_1, x_2 \) or \( y_1, y_2 \) are linearly dependent.

We can define many norms on \( X \otimes Y \). The most important one is: the injective norm

For \( T = \sum_{i=1}^n x_i \otimes y_i \in X \otimes Y \) define

\[
\| T \|_\infty = \sup\{ \sum_{i=1}^n \langle x_i, x^* \rangle \langle y_i, y^* \rangle : x^* \in B_1(X^*) \text{ and } y^* \in B_1(Y^*) \}.
\]
In particular, for any two compact metric spaces $I$ and $J$, one has $C(I \times J) = C(I) \check{\otimes} C(J)$.

3. Main results

3.1. Direct Problem

Let $u$ be an $\alpha$-differentiable on $I = [0, 1]$ with values in the Hilbert space $X = \ell^2$, where $\ell^2 = \{ (x_n) : \sum_{n=1}^{\infty} |x_n|^2 < \infty \}$. The natural basis of $\ell^2$ is denoted by $\{ \delta_1, \delta_2, ... \}$. In $\ell^2$ we write $[x_1, x_2, ..., x_n]$ to denote the span of $\{ x_1, x_2, ..., x_n \}$.

Let $A : \text{Dom}(A) \subseteq \ell^2 \to \ell^2$, $B : \text{Dom}(B) \subseteq \ell^2 \to \ell^2$ be two densely defined linear operators on $\ell^2$, where domains of $A$ and $B$ contain the elements of the natural basis of $\ell^2$.

The homogeneous degenerate fractional abstract Cauchy problem is

\[
\begin{cases}
Bu^{(\alpha)}(t) = Au(t) \\
u(0) = x_0
\end{cases}
\] (1)

The nonhomogeneous degenerate fractional abstract Cauchy problem is

\[
\begin{cases}
Bu^{(\alpha)}(t) = Au(t) + f(t)z \\
u(0) = x_0
\end{cases}
\] (2)

Where $u(t) \in \text{Dom}(A) \cap \text{Dom}(B)$, $u^{(\alpha)}(t) \in \text{Dom}(B)$, $f \in C(I)$ and $z \in \ell^2$.

In this section we look for a solution to problems (1) and (2) among finite rank function of the form $u(t) = \sum_{i=1}^{n} u_i(t) \delta_i$, where $u_i^{(\alpha)} \in C(I), i = 1, 2, ..., n$.

Theorem 2. In problem (P1), let $u(t) = \sum_{i=1}^{n} u_i(t) \delta_i$, where $u_i^{(\alpha)} \in C(I), i = 1, 2, ..., n$ and assume $B = I$, then the problem (1) has a unique solution.

Proof. We have, $u(t) = \sum_{i=1}^{n} u_i(t) \delta_i$, then $u^{(\alpha)}(t) = \sum_{i=1}^{n} u_i^{(\alpha)}(t) \delta_i$, thus

\[
\sum_{i=1}^{n} u_i^{(\alpha)}(t) \delta_i = \sum_{i=1}^{n} u_i(t) A \delta_i.
\] (3)

So, $Au(t) \in [\delta_1, \delta_2, ..., \delta_n]$, since $u^{(\alpha)}(t)$ is linear combination of $\delta_1, \delta_2, ..., \delta_n$. Hence $[\delta_1, \delta_2, ..., \delta_n]$ is invariant subspace of $A$. 

Let \( \hat{A} = A |_{[\delta_1, \delta_2, \ldots, \delta_n]} \) be the restriction of \( A \) on \([\delta_1, \delta_2, \ldots, \delta_n] \) and so \( \hat{A} \) has a matrix representation which is \( \hat{A} = [a_{ij}] \), such that \( a_{ij} = \langle A \delta_j, \delta_i \rangle \).

Taking the inner product of \( \delta_j \) with both sides of equation (3), we get

\[
\sum_{i=1}^{n} u^{(\alpha)}_i(t) \langle \delta_i, \delta_j \rangle = \sum_{i=1}^{n} u_i(t) \langle A \delta_i, \delta_j \rangle.
\]

Since \( \{\delta_i\}_{i=1}^{n} \) is orthonormal, we obtain

\[
u^{(\alpha)}_j(t) = \sum_{i=1}^{n} u_i(t) \langle A \delta_i, \delta_j \rangle.
\]

(4)

Which is a homogeneous linear system of differential equations

\[
U^{(\alpha)}(t) = \hat{A}U(t), \text{ where } U(t) = (u_1(t), u_2(t), \ldots, u_n(t))^T.
\]

This is system has a unique solution of the form

\[
U(t) = \phi(t)c.
\]

Here \( \phi(t) \) is the fundamental matrix, which is invertible. By the initial condition, we have

\[
c_i = \langle \phi^{-1}(0)x_0, \delta_i \rangle, \quad i = 1, \ldots, n.
\]

Consequently, the problem (1) has a unique solution.

**Theorem 3.** In problem (2), let \( u(t) = \sum_{i=1}^{n} u_i(t) \delta_i \), where \( u^{(\alpha)}_i \in C(I), i = 1, 2, \ldots, n \) and assume \( B = I \) and \( z \in [\delta_1, \ldots, \delta_n] \), then the problem (2) has a unique solution.

**Proof.** We have, \( u(t) = \sum_{i=1}^{n} u_i(t) \delta_i \), then \( u^{(\alpha)}(t) = \sum_{i=1}^{n} u^{(\alpha)}_i(t) \delta_i \), thus

\[
\sum_{i=1}^{n} u^{(\alpha)}_i(t) \delta_i = \sum_{i=1}^{n} u_i(t) A \delta_i + f(t)z.
\]

(5)

Let \( \hat{A} = A |_{[\delta_1, \delta_2, \ldots, \delta_n]} \) the restriction of \( A \) on \([\delta_1, \delta_2, \ldots, \delta_n] \) and so \( \hat{A} \) has a matrix representation which is \( \hat{A} = [a_{ij}] \), such that \( a_{ij} = \langle A \delta_j, \delta_i \rangle \).

Taking the inner product of \( \delta_j \) with both sides of equation (5), we get

\[
\sum_{i=1}^{n} u^{(\alpha)}_i(t) \langle \delta_i, \delta_j \rangle = \sum_{i=1}^{n} u_i(t) \langle A \delta_i, \delta_j \rangle + f(t)\langle z, \delta_j \rangle.
\]

Since \( \{\delta_i\}_{i=1}^{n} \) is orthonormal, we obtain

\[
u^{(\alpha)}_j(t) = \sum_{i=1}^{n} u_i(t) \langle A \delta_i, \delta_j \rangle + f(t)\langle z, \delta_j \rangle.
\]

(6)
We set, $U(t) = (u_1(t), ..., u_n(t))^T$ and $F(t) = f(t)((z, \delta_1), ..., (z, \delta_n))^T$, so equation (6) can be written in the form

$$U^{(\alpha)}(t) = \dot{A}U(t) + F(t).$$

This system has a unique solution of the form

$$U(t) = \phi(t)c + \phi(t) \int_0^t \phi^{-1}(s)F(s)ds.$$

Where $\phi(t)$ is the fundamental matrix. This is an invertible matrix. Now we use the initial condition to find the constant $c$. Consequently, the problem (2) has a unique solution.

Now, let $B \neq I$ and $u(t)$ is finite rank function. In addition assume that $[\delta_1, \delta_2, ..., \delta_n]$ is invariant under both $A$ and $B$ and let $A_n, B_n$ be the restriction of $A$ and $B$ to $[\delta_1, \delta_2, ..., \delta_n]$. 

**Theorem 4.** In problem (1), let $B_n$ be orthogonally diagonalizable linear operator such that $A_n |_{\text{Ker}(B_n)}$ is invertible. Then problem (1) has a unique solution.

**Proof.** Let $\{\theta_1, \theta_2, ..., \theta_n\}$ be an orthonormal basis such that the matrix representation of $B_n$ with respect this basis is $\tilde{D} = \text{diag}(\lambda_1, ..., \lambda_n)$, when $\lambda_1, ..., \lambda_n$ the corresponding eigenvalues of $B_n$. Now, if $\lambda_i \neq 0$ for all $i = 1, 2, ..., n$, then problem (1) becomes $u^{(\alpha)}(t) = B^{-1}_nA_nu(t)$ and hence has a unique solution by theorem 3.1. Suppose $\lambda_i \neq 0$ for $i = 1, 2, ..., r$, and $\lambda_i = 0$ for $i = r+1, r+2, ..., n$. Let $u(t) = \sum_{i=1}^n v_i(t)\theta_i$:

$$\sum_{i=1}^n v_i^{(\alpha)}(t)B_n\theta_i = \sum_{i=1}^n v_i(t)A_n\theta_i.$$  

(7)

Taking the inner product of $\theta_j$ with both sides of (7), we obtain

$$\sum_{i=1}^n v_i^{(\alpha)}(t)\langle B_n\theta_i, \theta_j \rangle = \sum_{i=1}^n v_i(t)\langle A_n\theta_i, \theta_j \rangle.$$ 

So, we get the following system

$$\begin{bmatrix} \tilde{D} & 0 \\ 0 & \tilde{D} \end{bmatrix} \begin{bmatrix} v_1^{(\alpha)}(t) \\ \vdots \\ v_n^{(\alpha)}(t) \end{bmatrix} = \begin{bmatrix} A_1 & A_2 \\ A_3 & \tilde{A} \end{bmatrix} \begin{bmatrix} v_1(t) \\ \vdots \\ v_n(t) \end{bmatrix}.$$ 

(8)

where $\tilde{D} = \text{diag}(\lambda_1, ..., \lambda_r)$ and $\tilde{A} = A_n |_{\text{Ker}(B_n)} = [(A_n\theta_j, \theta_i)]_{i,j=r+1,...,n}$.

Multiplying (8) by $\begin{bmatrix} I & 0 \\ 0 & \tilde{A}^{-1} \end{bmatrix}$, we obtain

$$\begin{bmatrix} \tilde{D} & 0 \\ 0 & \tilde{D} \end{bmatrix} \begin{bmatrix} v_1^{(\alpha)}(t) \\ \vdots \\ v_n^{(\alpha)}(t) \end{bmatrix} = \begin{bmatrix} A_1 & A_2 \\ \tilde{A}^{-1}A_3 & I_{n-r} \end{bmatrix} \begin{bmatrix} v_1(t) \\ \vdots \\ v_n(t) \end{bmatrix}.$$
Thus, we get
\[
D \begin{bmatrix} v_1^{(\alpha)}(t) \\ \vdots \\ v_r^{(\alpha)}(t) \end{bmatrix} = A_1 \begin{bmatrix} v_1(t) \\ \vdots \\ v_r(t) \end{bmatrix} + A_2 \begin{bmatrix} v_{r+1}(t) \\ \vdots \\ v_n(t) \end{bmatrix},
\]
(9)
and
\[
\tilde{A}^{-1}A_3 \begin{bmatrix} v_1(t) \\ \vdots \\ v_r(t) \end{bmatrix} + I_{n-r} \begin{bmatrix} v_{r+1}(t) \\ \vdots \\ v_n(t) \end{bmatrix} = 0.
\]
(10)
From equation (10), we have
\[
\begin{bmatrix} v_{r+1}(t) \\ \vdots \\ v_n(t) \end{bmatrix} = -\tilde{A}^{-1}A_3 \begin{bmatrix} v_1(t) \\ \vdots \\ v_r(t) \end{bmatrix}.
\]
(11)
Substitute (11) in equation (9), to get
\[
\begin{bmatrix} v_1^{(\alpha)}(t) \\ \vdots \\ v_r^{(\alpha)}(t) \end{bmatrix} = D^{-1}(A_1 - A_2\tilde{A}^{-1}A_3) \begin{bmatrix} v_1(t) \\ \vdots \\ v_r(t) \end{bmatrix}.
\]
We put, \( U_1(t) = \begin{bmatrix} v_1(t) \\ \vdots \\ v_r(t) \end{bmatrix}, \) \( U_2(t) = \begin{bmatrix} v_{r+1}(t) \\ \vdots \\ v_n(t) \end{bmatrix} \) and \( M = D^{-1}(A_1 - A_2\tilde{A}^{-1}A_3). \)
We get the system, \( U_1^{(\alpha)}(t) = MU_1(t), \) which has a unique solution \( U_1(t) = \phi(t)c, \) where \( \phi(t) \) is the fundamental matrix. So we have \( U_2(t) = -\tilde{A}^{-1}A_3U_1(t). \) Therefore \( u(t) =
\[
\begin{bmatrix} U_1(t) \\ U_2(t) \end{bmatrix}^T \begin{bmatrix} \theta_1 \\ \vdots \\ \theta_n \end{bmatrix}.
\]
We conclude the problem (1) has a unique solution.
**Theorem 5.** In problem (2), let $B_n$ be orthogonally diagonalizable linear operator such that $A_n |_{\text{Ker}(B_n)}$ is invertible. Then problem (2) has a unique solution.

**Proof.** Let $\{\theta_1, \theta_2, ... , \theta_n\}$ be an orthonormal basis such that the matrix representation of $B_n$ with respect this basis is $\tilde{D} = \text{diag}(\lambda_1, ..., \lambda_n)$, when $\lambda_1, ..., \lambda_n$ the corresponding eigenvalues of $B_n$. Now, if $\lambda_i \neq 0$, for all $i = 1, 2, ... n$, then the problem (2) becomes

$$u^{(\alpha)}(t) = B_n^{-1} A_n u(t) + f(t) B_n^{-1} z.$$ 

Hence has a unique solution by theorem 3.2.

Suppose $\lambda_i \neq 0$, for $i = 1, 2, ... r$, and $\lambda_i = 0$, for $i = r+1, r+2, ... n$. Let $u(t) = \sum_{i=1}^{n} v_i(t) \theta_i$.

Then

$$\sum_{i=1}^{n} v_i^{(\alpha)}(t) B_n \theta_i = \sum_{i=1}^{n} v_i(t) A_n \theta_i + f(t) z. \quad (12)$$

Taking the inner product of $\theta_j$ with both sides of equation (12), we obtain

$$\sum_{i=1}^{n} v_i^{(\alpha)}(t) (B_n \theta_i, \theta_j) = \sum_{i=1}^{n} v_i(t) (A_n \theta_i, \theta_j) + f(t) (z, \theta_j).$$

So, we get the following system

$$\begin{bmatrix}
D & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
v_1^{(\alpha)}(t) \\
v_n^{(\alpha)}(t)
\end{bmatrix}
= \begin{bmatrix}
A_1 & A_2 \\
A_3 & \tilde{A}
\end{bmatrix}
\begin{bmatrix}
v_1(t) \\
v_n(t)
\end{bmatrix}
+ f(t)
\begin{bmatrix}
\langle z, \theta_1 \rangle \\
\langle z, \theta_n \rangle
\end{bmatrix}. \quad (13)$$

where $D = \text{diag}(\lambda_1, ..., \lambda_r)$ and $\tilde{A} = A_n |_{\text{Ker}(B_n)} = [(A_n \theta_i, \theta_j)]_{i,j=r+1, ..., n}$.

Multiplying (13) by $\begin{bmatrix} I & 0 \\ 0 & A^{-1} \end{bmatrix}$, we obtain

$$\begin{bmatrix}
D & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
v_1^{(\alpha)}(t) \\
v_n^{(\alpha)}(t)
\end{bmatrix}
= \begin{bmatrix}
A_1 & A_2 \\
A^{-1} A_3 & I_{n-r}
\end{bmatrix}
\begin{bmatrix}
v_1(t) \\
v_n(t)
\end{bmatrix}
+ f(t)
\begin{bmatrix}
I & 0 \\ 0 & A^{-1}
\end{bmatrix}
\begin{bmatrix}
\langle z, \theta_1 \rangle \\
\langle z, \theta_n \rangle
\end{bmatrix}.$$ 

Thus, we get

$$D
\begin{bmatrix}
v_1^{(\alpha)}(t) \\
v_r^{(\alpha)}(t)
\end{bmatrix}
= A_1
\begin{bmatrix}
v_1(t) \\
v_r(t)
\end{bmatrix}
+ A_2
\begin{bmatrix}
v_{r+1}(t) \\
v_n(t)
\end{bmatrix}
+ f(t)
\begin{bmatrix}
\langle z, \theta_1 \rangle \\
\langle z, \theta_r \rangle
\end{bmatrix}, \quad (14)$$
and

\[
\hat{A}^{-1}A_3 \begin{bmatrix} v_1(t) \\ \vdots \\ v_r(t) \end{bmatrix} + I_{n-r} \begin{bmatrix} v_{r+1}(t) \\ \vdots \\ v_n(t) \end{bmatrix} + f(t)\hat{A}^{-1} \begin{bmatrix} \langle z, \theta_{r+1} \rangle \\ \vdots \\ \langle z, \theta_n \rangle \end{bmatrix} = 0. 
\] (15)

From equation (15), we have

\[
\begin{bmatrix} v_{r+1}(t) \\ \vdots \\ v_n(t) \end{bmatrix} = -\hat{A}^{-1}A_3 \begin{bmatrix} v_1(t) \\ \vdots \\ v_r(t) \end{bmatrix} - f(t)\hat{A}^{-1} \begin{bmatrix} \langle z, \theta_{r+1} \rangle \\ \vdots \\ \langle z, \theta_n \rangle \end{bmatrix}. 
\] (16)

Substitute (16) in equation (14), we get

\[
\begin{bmatrix} v_1^{(\alpha)}(t) \\ \vdots \\ v_r^{(\alpha)}(t) \end{bmatrix} = D^{-1}(A_1 - A_2\hat{A}^{-1}A_3) \begin{bmatrix} v_1(t) \\ \vdots \\ v_r(t) \end{bmatrix} + f(t)D^{-1}(\begin{bmatrix} \langle z, \theta_1 \rangle \\ \vdots \\ \langle z, \theta_r \rangle \end{bmatrix} - A_2\hat{A}^{-1} \begin{bmatrix} \langle z, \theta_{r+1} \rangle \\ \vdots \\ \langle z, \theta_n \rangle \end{bmatrix}).
\]

We put, \( U_1(t) = \begin{bmatrix} v_1(t) \\ \vdots \\ v_r(t) \end{bmatrix}, \quad U_2(t) = \begin{bmatrix} v_{r+1}(t) \\ \vdots \\ v_n(t) \end{bmatrix}, \quad M = D^{-1}(A_1 - A_2\hat{A}^{-1}A_3) \) and \( F(t) = f(t)D^{-1}(\begin{bmatrix} \langle z, \theta_1 \rangle \\ \vdots \\ \langle z, \theta_r \rangle \end{bmatrix} - A_2\hat{A}^{-1} \begin{bmatrix} \langle z, \theta_{r+1} \rangle \\ \vdots \\ \langle z, \theta_n \rangle \end{bmatrix}). \)

Then we obtain the system

\[
U_1^{(\alpha)}(t) = MU_1(t) + F(t).
\]

Which is has a unique solution

\[
U_1(t) = \phi(t)c + \phi(t)\int_0^t \frac{\phi^{-1}(s)F(s)}{s^{1-\alpha}} ds,
\]

where \( \phi(t) \) is the fundamental matrix and we have

\[
U_2(t) = -\hat{A}^{-1}A_3U_1(t) - f(t)\hat{A}^{-1} \begin{bmatrix} \langle z, \theta_{r+1} \rangle \\ \vdots \\ \langle z, \theta_n \rangle \end{bmatrix}.
\]
3.2. Inverse Problem Case

Let \( X = \ell^2 \) be the Hilbert space. Let \( A : \text{Dom}(A) \subseteq \ell^2 \to \ell^2, B : \text{Dom}(B) \subseteq \ell^2 \to \ell^2 \) be two densely defined linear operators on \( \ell^2 \), where domains of \( A \) and \( B \) contain the elements of the natural basis of \( \ell^2 \).

Consider the two inverse problems (P3) and (P4) respectively

\[
\begin{align*}
\begin{cases}
  u^{(a)}(t) = Au(t) + f(t) \\
  u(0) = x_0
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\begin{cases}
  Bu^{(a)}(t) = Au(t) + f(t) \\
  u(0) = x_0
\end{cases}
\end{align*}
\]

Where \( u^{(a)} \in C^1(I, X) \), \( f \in C(I, X) \).

In this section we look for a solution to problems (P3) and (P4) among finite rank functions of the form \( u(t) = \sum_{i=1}^n u_i(t)\delta_i \), and \( f(t) = \sum_{i=1}^n f_i(t)\delta_i \), where, \( u_i^{(a)} \in C(I) \) and \( f_i \in C(I) \), for \( i = 1, 2, \ldots, n \). Here we use a condition similar to that used in [22].

**Theorem 6.** In problem (P3), let \( u(t) = \sum_{i=1}^n u_i(t)\delta_i \), and \( f(t) = \sum_{i=1}^n f_i(t)\delta_i \) where, \( u_i^{(a)} \in C(I) \) and \( f_i \in C(I) \), for \( i = 1, 2, \ldots, n \).

Assume the following two condition are satisfied:
1) There exist, \( x \in \ell^2 \) such that \( \langle u_i(t)\delta_i, x \rangle = g_i(t) \) where \( g_i^{(a)} \in C(I) \) and \( \langle \delta_i, x \rangle \neq 0 \).
2) \( A \) is diagonal with respect to the basis \( \{\delta_i\}_{i=1}^n \). That is, \( A\delta_i = \lambda_i\delta_i \) for all \( i = 1, \ldots, n \).

Then the problem (P3) has a unique solution.

**Proof.** Substitute \( u(t) = \sum_{i=1}^n u_i(t)\delta_i \), and \( f(t) = \sum_{i=1}^n f_i(t)\delta_i \), in (P3), we get

\[
\sum_{i=1}^n u_i^{(a)}(t)\delta_i = \sum_{i=1}^n u_i(t)A\delta_i + \sum_{i=1}^n f_i(t)\delta_i.
\]

Since \( A \) is diagonal with respect to \( \{\delta_i\}_{i=1}^n \), we have

\[
\sum_{i=1}^n u_i^{(a)}(t)\delta_i = \sum_{i=1}^n \lambda_i u_i(t)\delta_i + \sum_{i=1}^n f_i(t)\delta_i. \tag{17}
\]

Taking the inner product of \( \delta_j \) with both sides of equation (17), we obtain

\[
u_j^{(a)}(t) = \lambda_j u_j(t) + f_j(t). \tag{18}
\]
Multiplying equation (18) by $\delta_j$ and use condition (1), we obtain

$$g_j^{(\alpha)}(t) = \lambda_j g_j(t) + \langle f_j(t) \delta_j, x \rangle.$$ 

Thus, we have

$$f_j(t) = \frac{g_j^{(\alpha)}(t) - \lambda_j g_j(t)}{\langle \delta_j, x \rangle}.$$ 

Hence, $f_j(t)$ is determined uniquely for $j = 1, \ldots, n$ and thus $f(t)$ is determined uniquely.

Now to find $u(t)$. Since $f(t)$ is determined, then we have

$$u_j(t) = u_j(0) e^{\lambda_j \int_0^t \frac{e^{-\lambda_j s}}{s^{1-\alpha}} f_i(s) ds}.$$ 

Consequently, the problem (P3) has a unique solution.

Now, to solve problem (P4) we need to assume the following satisfy:

**Assumption 1.** $B_n = B |_{\{\delta_1, \ldots, \delta_n\}}$ is orthogonally diagonalizable linear operator with respect to the orthonormal basis $\{\theta_1, \ldots, \theta_n\}$ and corresponding eigenvalues $\lambda_1, \ldots, \lambda_n$ such that $A_n |_{Ker(B_n)}$ is invertible, where $A_n = A |_{\{\delta_1, \ldots, \delta_n\}}$.

**Assumption 2.** $A_n$ is diagonal with respect to $\{\theta_1, \ldots, \theta_n\}$, i.e. $A_n \theta_j = \mu_j \theta_j$ for $j = 1, \ldots, n$.

Now, let $u(t) = \sum_{i=1}^n u_i(t) \theta_i$.

**Assumption 3.** There exist, $x \in \ell^2$ such that $\langle u_i(t) \theta_i, x \rangle = g_i(t)$ where $g_i^{(\alpha)}(t) \in C(I)$.

**Assumption 4.** $M = [\langle \delta_i, \theta_j \rangle \langle \theta_j, x \rangle]_{i,j=1,\ldots,n}$ is invertible.

**Theorem 7.** Under assumptions 1, 2, 3 and 4, problem (P4) has a unique solution.

**Proof.** Since $u(t) = \sum_{i=1}^n u_i(t) \theta_i$, then we substitute in problem (P4), we have

$$\sum_{i=1}^n u_i^{(\alpha)}(t) B_n \theta_i = \sum_{i=1}^n u_i(t) A_n \theta_i + \sum_{i=1}^n f_i(t) \delta_i.$$ 

This implies

$$\sum_{i=1}^n u_i^{(\alpha)}(t) \lambda_i \theta_i = \sum_{i=1}^n u_i(t) \mu_i \theta_i + \sum_{i=1}^n f_i(t) \delta_i. \tag{19}$$

Taking the inner product of $\theta_j$ with both sides of equation (19), we obtain

$$\lambda_j u_j^{(\alpha)}(t) = \mu_j u_j(t) + \sum_{i=1}^n f_i(t) \langle \delta_i, \theta_j \rangle. \tag{20}$$

Multiplying equation (20) by $\theta_j$ and using assumption 3, we obtain

$$\lambda_j g_j^{(\alpha)}(t) = \mu_j g_j(t) + \sum_{i=1}^n f_i(t) \langle \delta_i, \theta_j \rangle \langle \theta_j, x \rangle.$$
Hence, we get the following system:

\[
\begin{bmatrix}
\lambda_1 g_1^{(α)}(t) - μ_1 g_1(t) \\
\vdots \\
\lambda_n g_n^{(α)}(t) - μ_n g_n(t)
\end{bmatrix}
= M^T
\begin{bmatrix}
f_1(t) \\
\vdots \\
f_n(t)
\end{bmatrix}
\]

Where, \( M = [[⟨δ_i, θ_j⟩⟨θ_j, x⟩]]_{i,j=1,...,n} \). By assumption 4 \( M \) is invertible, then \( M^T \) is also invertible and \( (M^T)^{-1} = (M^{-1})^T \), thus

\[
\begin{bmatrix}
f_1(t) \\
\vdots \\
f_n(t)
\end{bmatrix}
= (M^{-1})^T
\begin{bmatrix}
λ_1 g_1^{(α)}(t) - μ_1 g_1(t) \\
\vdots \\
λ_n g_n^{(α)}(t) - μ_n g_n(t)
\end{bmatrix}
\]

Therefore \( f \) is determined uniquely.

Now to find \( u(t) \), we have

- If \( λ_j = 0 \), then \( u_j(t) = \sum_{i=1}^{n} \frac{f_i(t)⟨δ_i, θ_j⟩}{−μ_j} \).
- If \( λ_j \neq 0 \), then

\[
\begin{align*}
u_j(t) &= u_j(0) e^{\frac{−μ_j^α}{λ_j α}} + \sum_{i=1}^{n} e^{\frac{−μ_j^α}{λ_j α}} ⟨δ_i, θ_j⟩ \int_0^t \frac{f_i(s)e^{−μ_j^α}}{s^{1−α}} ds.
\end{align*}
\]

Consequently, the problem (P4) has a unique solution.
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