Prediction of pathological staging and grading of renal clear cell carcinoma based on deep learning algorithms
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Abstract

Objective: Deep learning algorithms were used to develop a model for predicting the staging and grading of renal clear cell carcinoma to inform clinicians' treatment plans.

Methods: Clinical and pathological information was collected from 878 patients diagnosed with renal clear cell carcinoma in the Department of Urology, Peking University First Hospital. The patients were randomly assigned to the test set (n = 702) or the verification set (n = 176). Pathological staging and grading of renal clear cell carcinoma were predicted by preoperative clinical variables using deep learning algorithms. Receiver operating characteristic curves were used to evaluate the predictive accuracy as measured by the area under the receiver operating characteristic curve (AUC).

Results: For tumor pathological staging, AUC values of 0.933, 0.947, and 0.948 were obtained using the BiLSTM, CNN-BiLSTM, and CNN-BiGRU models, respectively. For tumor pathological grading, the AUC values were 0.754, 0.720, and 0.770, respectively.

Conclusions: The proposed model for predicting renal clear cell carcinoma allows for accurate projection of the staging and grading of renal clear cell carcinoma and helps clinicians optimize individual treatment plans.
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Introduction
Renal cell carcinoma, which accounts for 2% to 3% of malignant tumors in adults, is the most lethal malignant tumor in the urinary system. Its incidence is second only to prostate cancer and bladder cancer. Renal clear cell carcinoma is the main type of kidney cancer. It accounts for 82% to 90% of tumors in the kidney.1,2 The clinical staging of kidney cancer mainly relies on the combination of imaging and clinical data, which often has some deviation from the pathological staging of kidney cancer. The pathological staging of kidney cancer is the gold standard for diagnosis; however, the surgical strategy is mainly based on clinical staging before treatment. Therefore, better prediction of the pathological staging before surgery can better guide doctors in formulating treatment plans. Patients’ prognostic status after surgery is positively correlated with the renal function classification.3 Accurate preoperative pathological grading of renal clear cell carcinoma can also help clinicians choose better treatment plans.

Applications based on deep learning algorithms have developed rapidly in recent years, and their use in the medical field has continued to increase each year.4,5 Multiple studies have shown that deep learning algorithms outperform traditional statistical prediction models.6,7 While traditional multivariate prediction models have limited accuracy, deep learning models can make better use of extracted features, providing improved performance over the traditional models.8 In this study, multiple deep learning algorithms were used to construct a predictive model for the pathological staging and grading of renal clear cell carcinoma to assist clinicians in developing personalized treatment plans.

Methods

Patient selection
Clinical and pathological information was collected from 878 patients diagnosed with renal clear cell carcinoma in the Department of Urology, Peking University First Hospital from 23 January 2000 to 29 December 29. For patients with <10% missing clinical data, Lagrange interpolation was used to fill in any missing values.9 We preprocessed the input features before feeding them into the model. The non-numeric parts of the input variables were processed using one-hot encoding, and the numeric parts of the input variables were normalized. The inclusion criteria were confirmation of the diagnosis of renal clear cell carcinoma by postoperative pathology as well as complete clinical information, including sex, age, symptoms, chronic medical history, and selected preoperative tests. The exclusion criteria were the absence of clear postoperative pathological staging information and >10% missing clinical data. Patients who met the inclusion criteria were randomly divided into a test set (n=702) and a verification set (n=176) at a ratio of 8:2. A deep learning algorithm was used to construct a prediction model for the pathological staging of renal clear cell carcinoma through the test set, and the accuracy of the model was verified through the verification set. The detailed study design is shown in Figure 1. The prediction model constructed for this study was equivalent to a multivariate prediction model. The output of the prediction model was the specific T stage or G grade of the tumor. This study was approved by our ethics committee (Biomedical Research Ethics Committee of Peking University First Hospital, Beijing, China; Approval No. 2015[977]), and the requirement for
informed consent was waived because the study did not involve any interventions.

**Study variables**

The following data of the selected patients were modeled by 22 variables: preoperative clinical characteristics, including sex, age, body mass index, symptoms (e.g., low back pain, abdominal pain, and/or hematuria), and chronic medical history (e.g., history of hypertension, diabetes, and/or coronary heart disease); preoperative laboratory data, including the creatinine, albumin, sodium, calcium, phosphorus, magnesium, triglyceride, cholesterol, and uric acid concentrations and the white blood cell, lymphocyte, neutrophil, eosinophil, and basophil counts; and tumor information, including the maximum tumor diameter and tumor location (right and/or left kidney).

**Deep learning analysis**

Deep learning models are mainly based on convolutional neural networks (CNNs) and recurrent neural networks (RNNs). RNNs include both long short-term memory (LSTM) and gated recurrent unit (GRU) models. BiRNN, which can encode both front-to-back and back-to-back information, is a combination of an anterior RNN and a posterior RNN. The RNNs in BiRNN can be replaced with LSTM and GRU, forming BiLSTM and BiGRU, respectively.

The GRU consists of an update gate and a reset gate. The update gate controls the entry of information from the previous moment to the current state, and the reset gate controls the entry of information from the previous state. LSTM is a common neural network architecture for sequence modeling and consists of a forget gate, an input gate, and an output gate. The forget gate determines the information to be retained, the input gate determines the information to be added, and the output gate determines the next hidden state. Gates are used to process past and updated information and pass it on, allowing the continuous extraction of the features over time, and models are constructed by processing the features (i.e., patient information variables).
A CNN is highly advantageous for extracting local features, and an RNN is advantageous for extracting features in the time dimension. The CNN and RNN algorithms can be combined to construct CNN-BiLSTM and CNN-BiGRU models, which can be used to address the limitations of the individual models and build a more reasonable prediction model.15

The hyperparameters of the deep learning models using the Adam optimization algorithm were as follows: learning rate = 0.001, Adam = True, momentum = 0.9, weight decay = 1e-8, and batch size = 16.

**Performance verification**

The area under the receiver operating characteristic curve (AUC) was used to evaluate the performance of each predictive model.16,17 Accuracy, precision, and the F1-score were also used to evaluate the performance of the model.18

**Statistical analysis**

Continuous variables are expressed as mean ± standard deviation. Student’s t test was conducted to analyze differences between groups. Python 3.8.1 for Windows was used for deep learning analysis. Other analyses were performed with R statistical software version 3.4.1, where P < 0.05 was considered statistically significant.

**Results**

**Patient baseline characteristics**

This study involved 878 eligible patients with renal clear cell carcinoma. The patients were randomly assigned to the test set (n = 702) or the verification set (n = 176). The patients’ mean age was 56.28 ± 12.84 years, and the proportions of men and women were 69.2% and 30.8%, respectively. The proportions of pathological T-stage Ta-T1a, T1b, T2, T3, and T4 tumors were 44.6%, 30.4%, 9.3%, 14.4%, and 1.3%, respectively, and the proportions of G-grade G1, G2, G3, and G4 tumors were 23.9%, 63.2%, 12.9%, and 0.0%, respectively. G1, G2, G3, and G4 accounted for 23.9%, 63.2%, 12.9%, and 0.0%, respectively. The clinical and pathological characteristics of all patients with renal clear cell carcinoma in this study are shown in Table 1.

**Performance of different models**

A deep learning algorithm was used to construct a prediction model for pathological staging and grading of renal cancer. The variables included in the model were sex; age; body mass index; symptoms (e.g., low back pain, abdominal pain, and/or hematuria); chronic disease (e.g., hypertension, diabetes, and/or coronary heart disease); preoperative creatinine, albumin, serum sodium, blood calcium, blood phosphorus, blood magnesium, triglyceride, cholesterol, hemoglobin, and uric acid concentrations; preoperative white blood cell, lymphocyte, neutrophil, eosinophil, and basophil counts; and tumor information, including the maximum tumor diameter and tumor location (left and/or right kidney). There were no significant differences in the patients’ characteristics between the test set and verification set.

The mean AUCs of the T-stage prediction models constructed by the BiLSTM, CNN-BiLSTM, and CNN-BiGRU algorithms were 0.933, 0.947, and 0.948, respectively (Figure 2). The mean AUCs of the G-grade prediction models constructed by the BiGRU, CGRU, and CNN-BiGRU algorithms were 0.754, 0.722, and 0.771, respectively (Figure 3). The T-stage prediction model constructed by CNN-BiGRU in the internal verification set had better prediction results than the G-grade prediction model constructed by the CNN-BiGRU algorithm.
The performance of the models was also judged by the accuracy, precision, and F1-score. The T-stage prediction models constructed by the BiLSTM, CNN-BiLSTM, and CNN-BiGRU algorithms all had good stability; the G-grade prediction models constructed by the BiGRU, CGRU, and CNN-BiGRU algorithms also all had good stability (Tables 2 and 3).

## Discussion

Given that kidney cancer is a common tumor of the urological system, a quality

### Table 1. Clinical and pathological characteristics of patients with renal clear cell carcinoma in the present study.

| Variables                  | Characteristic | Training group | Test group | P value |
|----------------------------|----------------|----------------|------------|---------|
| Sex                        | Male           | 125 (73.1)     | 483 (68.3) | 0.92    |
|                            | Female         | 46 (26.9)      | 224 (31.7) |         |
| Symptoms                   | Present        | 36 (21.1)      | 174 (24.6) | 0.57    |
|                            | Absent         | 135 (78.9)     | 533 (75.4) |         |
| History of chronic disease | Present        | 76 (44.4)      | 314 (44.4) | 0.48    |
|                            | Absent         | 95 (55.6)      | 393 (55.6) |         |
| Tumor location             | Left           | 79 (46.2)      | 356 (50.4) | 0.81    |
|                            | Right          | 91 (53.2)      | 344 (48.7) |         |
|                            | Bilateral      | 1 (0.6)        | 6 (0.8)    |         |
| Pathological T stage       | Ta-T1a         | 88 (51.5)      | 304 (43.0) | 0.51    |
|                            | T1b            | 42 (24.6)      | 225 (31.8) |         |
|                            | T2             | 14 (8.2)       | 68 (9.6)   |         |
|                            | T3             | 23 (13.5)      | 103 (14.6) |         |
|                            | T4             | 4 (2.3)        | 7 (1.0)    |         |
| Pathological G grade       | G1             | 41 (24.0)      | 169 (23.9) | 0.31    |
|                            | G2             | 108 (63.2)     | 447 (63.2) |         |
|                            | G3             | 22 (12.9)      | 91 (12.9)  |         |
|                            | G4             | 0 (0.0)        | 0 (0.0)    |         |

| Variables                  |                         | Training group | Test group | P value |
|----------------------------|-------------------------|----------------|------------|---------|
| Age, years                 |                         | 56.28 ± 12.84  | 55.4 ± 14.67 | 0.18   |
| BMI, kg/m²                 |                         | 25.52 ± 6.84   | 25.03 ± 3.47 | 0.13   |
| Creatinine level, μmol/L  |                         | 84.89 ± 33.59  | 84.49 ± 13.72 | 0.47   |
| Albumin level, g/L        |                         | 41.75 ± 6.85   | 43.56 ± 22.91 | 0.98   |
| Blood sodium level, mmol/L|                         | 139.71 ± 12.02 | 140.28 ± 3.48 | 0.89   |
| Blood calcium level, mmol/L|                        | 2.27 ± 0.21    | 2.23 ± 0.29  | 0.57   |
| Blood phosphorus level, mmol/L|                     | 1.13 ± 0.21    | 1.35 ± 0.17  | 0.46   |
| Blood magnesium level, mmol/L|                   | 0.92 ± 0.10    | 1.73 ± 10.82 | 0.41   |
| Triglycerides, mmol/L     |                         | 1.54 ± 1.06    | 1.50 ± 0.89  | 0.21   |
| Cholesterol level, mmol/L |                         | 4.41 ± 0.97    | 4.40 ± 0.81  | 0.57   |
| Uric acid level, μmol/L   |                         | 328.84 ± 92.80 | 325.01 ± 73.12 | 0.98   |
| Hemoglobin, g/L           |                         | 130.95 ± 39.73 | 128.81 ± 42.44 | 0.44   |
| Platelets, ×10⁹/L         |                         | 203.89 ± 92.16 | 200.25 ± 86.87 | 0.11   |
| Leukocytes, ×10⁹/L        |                         | 6.08 ± 2.59    | 5.84 ± 2.62  | 0.19   |
| Lymphocytes, ×10⁹/L       |                         | 1.67 ± 0.75    | 1.61 ± 0.96  | 0.83   |
| Neutrophils, ×10⁹/L       |                         | 3.72 ± 2.08    | 3.58 ± 1.98  | 0.55   |
| Eosinophils, ×10⁹/L       |                         | 0.15 ± 0.13    | 0.14 ± 0.12  | 0.24   |
| Basophils, ×10⁹/L         |                         | 0.03 ± 0.02    | 0.03 ± 0.12  | 0.19   |
| Maximum tumor diameter, cm|                         | 4.97 ± 2.30    | 4.75 ± 2.11  | 0.27   |

Data are presented as n (%) or mean ± standard deviation.
A treatment plan is vital for patients with kidney cancer, and the tumor stage is of great significance as an important reference for the treatment plan. In the present study, a pathological staging system for renal clear cell carcinoma was constructed by deep learning. The distinction between T1a and T1b in the model construction is important for patients to decide whether to undergo radical nephrectomy or partial nephrectomy, and the distinction among T2, T3, and T4 staging is important for patients to make clinical decisions regarding whether to undergo lymphatic dissection, subtractive nephrectomy, or systemic drug treatment. Fuhrman’s classification can also be used to predict the prognosis of patients. Based on the results of the
proposed models, clinicians can optimize individual treatment plans to achieve better survival benefits and prolong a patient’s survival time.

The previous prediction models for kidney cancer staging and prognosis were mainly constructed by a nomogram. Li et al. constructed a prediction model for staging of kidney clear cell carcinoma using a gene set as the variable, and the model showed accuracy of 81.15% and an AUC of 0.86. Zheng et al. constructed a nomogram to predict preoperative renal clear cell carcinoma grading from 20 computed tomography parameter variables, and the model showed an accuracy AUC of 0.876 and 95% confidence interval of 0.812–0.939. In the present study, we established the first deep learning algorithm for construction of a prediction model for the preoperative staging of renal clear cell carcinoma, and the AUCs of the CNN-BiGRU model for tumor T staging and G grading were 0.948 and 0.77, respectively, with high accuracy.

Deep learning algorithms are a new type of algorithm that have been developed in recent years and offer greater advantages in processing data and extracting features than traditional single and multifactor regression analysis for constructing line graphs. Schulz et al. constructed a multimodal deep learning model for prediction of the kidney cancer prognosis using a deep learning algorithm. The multimodal deep learning model showed great performance in predicting the prognosis of patients with clear cell renal cell carcinoma, with a mean C-index of 0.7791 and a mean accuracy of 83.43%. The stability of the model was greatly improved over that of the traditional approach using a nomogram. The prediction model of renal clear cell carcinoma staging and grading constructed by the deep learning algorithm in this study has greater advantages than the traditional nomogram and is of greater reference value for practical clinical application.

### Table 2. Efficacy of deep learning algorithm based on T-stage detection of renal clear cell carcinoma.

| Algorithms   | Accuracy       | Precision      | AUC             | F1-score |
|--------------|----------------|----------------|-----------------|----------|
| BiLSTM       | 78.1% (95% CI, 76.47%–79.72%) | 79.2% (95% CI, 77.4%–81.0%) | 0.933 (95% CI, 0.922–0.936) | 77.8     |
| CNN-BiLSTM   | 76.9% (95% CI, 76.4%–77.4%) | 77.0% (95% CI, 75.3%–78.7%) | 0.947 (95% CI, 0.924–0.969) | 81.3     |
| CNN-BiGRU    | 79.0% (95% CI, 77.7%–80.2%) | 82.0% (95% CI, 80.7%–83.2%) | 0.948 (95% CI, 0.923–0.972) | 83.6     |

CI, confidence interval; AUC, area under the receiver operating characteristic curve.

### Table 3. Efficacy of deep learning algorithm based on G-grade detection of renal clear cell carcinoma.

| Algorithms   | Accuracy       | Precision      | AUC             | F1-score |
|--------------|----------------|----------------|-----------------|----------|
| BiGRU        | 62.6% (95% CI, 60.1%–65.0%) | 62.2% (95% CI, 61.2%–63.1%) | 0.754 (95% CI, 0.740–0.759) | 61.2     |
| CGRU         | 63.2% (95% CI, 61.7%–64.6%) | 63.5% (95% CI, 62.7%–64.2%) | 0.72 (95% CI, 0.69–0.744) | 63.2     |
| CNN-BiGRU    | 63.7% (95% CI, 63.0%–64.3%) | 67.9% (95% CI, 65.4%–70.3%) | 0.77 (95% CI, 0.745–0.794) | 64.3     |

CI, confidence interval; AUC, area under the receiver operating characteristic curve.
Deep learning algorithms are now used in several fields, and they have been increasing-ly used in medicine in recent years. The predictive model of renal clear cell carcinoma staging constructed by deep learning algorithms can assist in the interpretation of puncture results to a certain extent, especially for patients with contraindications to puncture, as well as to avoid invasive tests and reduce the financial burden.

It should be noted that because the data used to construct this model were limited to a single center, the application of the model is somewhat limited. In the future, multicenter collaboration is needed to expand the sample size and perform further external and clinical validation, thereby improving the stability of the model. For deep learning algorithms, adding imaging data to the variables can make better use of the patient’s clinical information. As a result, accurate models can be better constructed. However, a retrospective study is presented in this paper, and a large amount of patient imaging data are missing; imaging parameters were not included in this study. Our team is prospectively building a multicenter cohort for the kidney cancer staging prediction model, expanding the variables that have an impact on predicting outcomes (including imaging data such as computed tomography and magnetic resonance imaging) to further improve the accuracy of the model. In addition, the construction of the deep learning model resembles a black-box model, and the computer principles designed in a given interval are difficult to represent. We plan to further develop a visualization program to facilitate the application by clinicians and patients.

Conclusions

In this study, we developed a model for the prediction of renal clear cell carcinoma staging and grading related to deep learning algorithms based on our central database. The model constructed in our study will be useful in the treatment of patients with renal clear cell carcinoma.
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