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Abstract: The frequent occurrence of adulterated or counterfeit plant products sold in worldwide commercial markets has created the necessity to validate the authenticity of natural plant-derived palatable products, based on product-label composition, to certify pricing values and for regulatory quality control (QC). The necessity to confirm product authenticity before marketing has required the need for rapid-sensing, electronic devices capable of quickly evaluating plant product quality by easily measurable volatile (aroma) emissions. An experimental MAU-9 electronic nose (e-nose) system, containing a sensor array with 9 metal oxide semiconductor (MOS) gas sensors, was developed with capabilities to quickly identify and classify volatile essential oils derived from fruit and herbal edible-plant sources. The e-nose instrument was tested for efficacy to discriminate between different volatile essential oils present in gaseous emissions from purified sources of these natural food products. Several chemometric data-analysis methods, including pattern recognition algorithms, principal component analysis (PCA), and support vector machine (SVM) were utilized and compared. The classification accuracy of essential oils using PCA, LDA, and QDA, and SVM methods was at or near 100%. The MAU-9 e-nose effectively distinguished between different purified essential oil aromas from herbal and fruit plant sources, based on unique e-nose sensor array responses to distinct, essential-oil specific mixtures of volatile organic compounds (VOCs).
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1. Introduction

Uses of purified essential oils as additives in foods, cosmetics and fragrance industries have increased significantly in recent decades [1,2]. Essential oils are normally sold as highly concentrated, pure hydrophobic mixtures of natural chemicals extracted from medicinal herbal plants and fruits. Approximately 90% of the total worldwide production of essential oils is consumed by the food flavoring and perfume industries [3]. Recognizing and classifying essential oils according to their quality and purity can be of great importance for processing and producing high quality products [2]. Natural sources of essential oils from plants consist of complex mixtures of volatiles that typically exist in low concentrations. Different methods such as hydro-distillation and centrifugation, steam distillation and cold press processes may be used to extract them [4]. By contrast, fragrance oils are manufactured (synthetic), petroleum-based products sold to mimic the aroma (scent) of real fruits such as banana, blueberry, cantaloupe, cranberry, kiwi, pineapple,
pomegranate, raspberry, strawberry, and watermelon which do not contain extractable essential oils [5].

The commercial value and importance of essential oils makes products manufactured using these oils subject to regulatory standards that require detection of counterfeit or adulterated products in commercial markets in order to prevent the illegal sale of plant products at prices greater than their commercial value. Rapid detection of counterfeit raw materials is very important for quality assurance and quality control (QA/QC) procedures, as well as for health concerns (avoiding consumption of artificial or unknown harmful products) in industrial production processes, but existing analytical methods used for QA/QC often are expensive and time consuming. Currently, conventional methods for classifying aromatic substances involve sensory analysis performed by human experimental panels consisting of several experts provided with a list of key features and samples for scoring. This method may appear to be a quick task (at first glance), but plant-product sampling is usually limited or compromised due to high expense, lack of precision or measurement standardization, score variability between human testers, and low reproducibility [6,7]. An alternative QA procedure is to utilize instrumental methods such as gas chromatography (GC), which is objective and accurate, but also expensive, time consuming, involves destructive sampling, and must be performed by trained professionals [8,9]. Therefore, the development of inexpensive, accurate and rapid methods for quickly evaluating and classifying essential oils is key to effective commercial QA/QC testing. The availability of electronic aroma detection (EAD) technologies, instruments and associated methods provide a good alternative testing method due to low costs, precision (repeatability), and avoidance of operator fatigue by human testers [2]. Advances in electronic olfactory technologies have led to the rapid proliferation and use of artificial-intelligence (AI) devices, such as electronic-nose (e-nose) devices, as rapid and non-invasive detection tools [10]. E-nose devices are particularly well suited for detection and analysis of volatile organic compounds (VOCs) [11], and these instruments have a long history of effective use in numerous industrial applications, including food quality and food safety [12], medicine [13] and agriculture [14–18].

The capabilities of analytical methods and technologies to provide fast, reliable, sensitive and straightforward detection characteristics are increasingly important for the rapid detection of counterfeit and adulterated foods. The main purpose of these techniques is to quickly detect counterfeit food products early before economic losses or harm to consumers becomes uncontrollable [19]. Development of gas-sensor array technologies, such as e-nose devices, are promising analytical tools with capabilities of rapidly detecting distinct mixtures of volatiles emanating from food products. E-nose devices contain an array of non-specific, cross-reactive chemical sensors that detect food volatiles, consisting of unique combinations of VOCs, and provide specific chemical fingerprints (smellprint signatures) of the VOCs being analyzed [15,20,21].

Previous studies have reported on applications of electronic-nose devices to classify and discriminate between isolated or purified essential oils concentrated from natural plant food sources. Russo et al. [22] tested the effectiveness of a model ISE Nose 2000 electronic-nose system with a 12 MOS sensor array for detecting the genuineness and quality of bergamot (Citrus bergamia) essential oil. Recently, Graboski et al. [23] utilized an e-nose with a carbon nanocomposite e-nose sensor array to investigate the purity of clove (Syzygium aromaticum) essential oil. An e-nose system coupled with DFA statistical analysis was developed by Lias et al. [24] to evaluate the relationship between sample volumes and sensor intensity of agarwood or lign-aloes (Aquilaria species) essential oil blending ratios. Wu et al. [25] recently evaluated antioxidant ingredients of spikenard (Nardostachys jatamansi) essential oil by dual-technology ultra-fast gas chromatography/e-nose analysis. Most other previous e-nose studies have focused primarily on discrimination of plant aroma VOC emissions from raw natural, unpurified and uncentrated volatiles derived from leaves, fruits, and woody stems of herbaceous and woody plants, rather than analysis of purified, concentrated essential oils [26–28].
The purposes of this study were to: 1) evaluate an experimental MOS e-nose system (the MAU-9) for capabilities of identifying and classifying VOC emissions derived from the purified essential oils from six edible plant species, including those from three fruits (EOF) and three herbs (EOH), and 2) test four chemometric statistical data-analysis methods for discriminating between essential oils based on MAU-9 e-nose data.

2. Materials and Methods

2.1. Essential Oil Samples

Six essential oils (EOs) derived from individual species of edible plants, prepared by steam extraction, including three from the leaves of medicinal herb plants (thyme, tarragon and mint) and three from skin peels of common palatable fruits (oranges, lemons and mangos), were selected and purchased for this study from a commercial source (Barij Essence Pharmaceutical Company, Tehran, Iran) with an essential-oil production plant. All samples consisted of purified and concentrated oils in liquid form that did not contain any organic solvents within the sample. The specific names of essential oils derived from each commercial plant product source are as follows: thyme oil from thyme (Thymus vulgaris) leaves, tarragon oil from tarragon (Artemisia dracunculus) leaves, mint oil from mint (Mentha arvensis) leaves, orange oil from orange (Citrus sinensis) fruit, lemon oil from lemon (Citrus limon) fruit, and mango oil from mango (Mangifera indica) fruit.

2.2. Electronic Nose Instrument

An experimental MAU-9 electronic-nose system, designed based on a 9-sensor tin metal oxide semiconductor (MOS) sensor array, was developed by the Biosystems Engineering Department of Mohaghegh Ardabili University, Ardabil, Iran, and utilized to analyze aroma signature patterns derived from sensor output responses to VOCs from purified essential oils analyzed in this study [8]. The components of this system consisted of five integrated components (a–e), connected in series by 4.0-mm PTFE (Teflon) tubing as illustrated in Figure 1. Data from the sensor array were recorded by a wireless data recorder that transmitted the data to a personal computer (PC) for collation and statistical analysis.

![Figure 1. Schematic of an artificial olfactory (e-nose) system, arranged in tandem, for introduction of essential oil VOCs, used for gas-sample analysis. The components of this system consist of the following parts (listed in order and direction of air flow as follows). Ambient air first enters (a) Air filter (activated charcoal to remove ambient-air VOC hydrocarbons), then yellow line to (b) Sample headspace chamber, and (c) Solenoid air valves, then (d) Diaphragm pump, (green line) to (e) E-nose sensor array chamber, (f) Data acquisition recorder and wireless transmission card, (g) Personal computer (PC) and (h) Air outlet (red line) from sensor array chamber (for exhaust gases). Filtered air from Air filter (blue line) alternatively passes to the E-nose sensor array chamber (via Solenoid air valve) during air-cleanse purges between samples.](#)
The MAU-9 e-nose device has a sensor array composed of 9 tin oxide gas sensors. The names and specifications of the MOS sensors within the sensor array, including detection ranges and sensitivities to a limited number of known VOCs, are presented in Table 1.

**Table 1.** The sensor types, gas detection ranges, and known chemical sensitivity of tin oxide MOS sensors within the MAU-9 electronic nose sensor array.

| Sensor | Sensor Name | Detection Ranges (ppm) | Main Applications (Gases Detected) |
|--------|-------------|------------------------|-------------------------------------|
| 1      | MQ9         | 10–10,000              | CO, combustible gases               |
| 2      | MQ4         | 300–100                | Urban gases, methane (CH$_4$)       |
| 3      | MQ135       | 10–10,000              | Ammonia, benzene, sulfides          |
| 4      | MQ8         | 100–1000               | Hydrogen (H$_2$)                    |
| 5      | TGS2620     | 50–5000                | Alcohols, organic solvents          |
| 6      | MQ136       | 1–200                  | Sulfur dioxide (SO$_2$)             |
| 7      | TGS813      | 500–10,000             | CH$_4$, C$_3$H$_8$, C$_4$H$_10$ (hydrocarbons) |
| 8      | TGS822      | 50–5000                | Organic solvents                    |
| 9      | MQ3         | 10–300                 | Alcohols                            |

Most sensors in the array have cross-reactivity and respond to a wide range of VOCs from different chemical classes. Thus, the list of known sensitivities (presented here) is only a partial list, limited to those specifically determined from empirical studies which have tested sensor responses to individual compounds. The actual range of sensitivities of individual sensors in the array is considerably wider that indicated from this limited test list.

2.3. Instrument Settings and Run Parameters

The process of data acquisition, derived from the MAU-9 e-nose system, was divided into three phases including baseline establishment, sample air aroma injection and purification with a total run time of 350 s. The responses of the nine MOS sensors were recorded and graphed based on voltage variation ($\Delta V$) vs. time. The details of run parameters and procedures for the data-acquisition phases of this e-nose system are given in the following subsections.

2.3.1. Baseline Phase

To obtain a stable sensor response, clean air generated by the filter (a) enters the sensor chamber (e) with the help of a diaphragm pump (d) by passing thorough one-way valves (c) at a flow rate of 0.8 L per minute for 100 s.

2.3.2. Sample Aroma-Injection Phase

The main part of the sample headspace (b) is injected into the sensor chamber (e) within 150 s by passing through the solenoid valve and pump at a flow rate of 0.8 L per minute. This step continues until stable sensor-array voltage responses are reached.

2.3.3. Purge and Air-Cleanse Phase

Clean air is reinjected into the sensor chamber by opening the solenoid valve through the filter for 100 s, allowing the sensors to return and stabilize to their low original baseline values (prior to run initiation) with <1% fluctuation in sensor-output responses for 40 s, defined as a stable or steady state between sample runs.

2.3.4. Data Collection Cycle

All data was recorded at 1-s intervals by the data card (f) and transmitted to the computer (g) via a wireless network, displayed in real-time on a computer screen, and saved as text files on a disk for further data processing. During a full e-nose run cycle, each sensor recorded 380 data points per sample analysis. An example of the sensor output...
response for sensor TGS-813, showing all stages of the e-nose run cycle, are illustrated in Figure 2.

![Figure 2. Sensor TGS-813 response to sample VOCs during the e-nose run cycle.](image)

2.4. Sample E-Nose Analyses

The analysis of sample headspace volatiles (VOCs) from purified essential oils was performed daily during data acquisition to minimize instrument baseline drift. A minimum of 15 replicates per sample were measured for each sample type (essential oil) and all data recorded during measurements by a data card were transmitted to the computer via a wireless network.

2.5. Post-Analysis Data Processing and Statistical Comparisons

All data recorded from separate sensors of the MAU-9 e-nose sensor array were extracted for data preprocessing and analysis. The goal of signal preprocessing was to extract relevant information from the sensor output responses and to prepare the data for multivariate pattern analysis. Sensor responses were normalized relative to their baseline for purposes of thrust compensation, contrast enhancement, and scaling using the fraction method, as described previously by Karami et al. [7], and expressed by Equation (1):

\[ Y_s(t) = \frac{X_s(t) - X_s(0)}{X_s(0)} \]  

in which \( Y_s(t) \), \( X_s(0) \), and \( X_s(t) \) indicate the normalized sensor response, the baseline, and the raw unprocessed sensor response, respectively.

Several chemometric-analysis procedures were utilized as multivariate statistical methods for analyzing e-nose data. For example, principal component analysis (PCA) was used to reduce the size of the data while retaining most information. PCA converted a set of correlated variables into a set of non-correlated linear variables called principal components (PCs). The first principal component (PC1) accounts for the largest portion (highest percentage) of total sample variance. The second principal component (PC2) accounts for the next largest percentage of sample variance. Samples were plotted and classified using multiple principal components (PC1 and PC2) etc., to visually assess the similarities and differences between them [21].

Linear discriminant analysis (LDA) and Quadratic discriminant analysis (QDA), boundary-detection statistical methods, were utilized to help find boundaries that separate e-nose sample aroma classes or groups. LDA was utilized to find linear boundaries, using a straight line or hyperplane to divide the variable space into regions. QDA was used to find quadratic boundaries where a quadratic curve divides the variable space into regions. Both statistical models are based on Mahalanobis distance (MD), but LDA
considers a single variance-covariance matrix for all classes, whereas QDA considers a
different variance-covariance matrix for each class [29].

Support vector machine (SVM) was used as a supervised machine learning method
to classify and analyze data regressions. Kernel functions included linear, polynomial,
sigmoid, or radial-basis functions [21].

Two statistical parameters, including the coefficient of determination (R\(^2\)) and the Root
Mean Square Error (RMSE) were used to evaluate the performance of regression models
relative to how well they fit the data. The confusion (perturbation) matrix was used to select
the best regression model. Sensitivity, specificity, accuracy, and precision parameters were
used to analyze overall e-nose system performance, based on Equations (2)–(6) defined
previously [10,30]:

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (2)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (3)
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (4)
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FN + FP} \quad (5)
\]

\[
\text{AUC} = \frac{\text{Sensitivity} + \text{Precision}}{2} \quad (6)
\]

in which TP (True Positive), TN (True Negative), FP (False Positive), and FN (False Negative)
values (all dimensionless) are indicated.

The importance and weight of each performance criterion was considered (assumed
to be) equal to one. In addition, Matlab (vers. 2014a) [Mohaghegh Ardabili University,
Ardabil, Iran] and Unscrambler X (vers. 10.4) [Mohaghegh Ardabili University, Ardabil,
Iran] utility softwares were used in data analyses.

3. Results

3.1. Principal Component Analyses

The score diagram demonstrates the predicted positions of principal components
(PCS), found among VOC emissions of each sample type and statistically determined via
PCA from e-nose output values from analysis of essential oil volatiles. Depending on the
position of each group in the score diagram (position with positive or negative values on
the 4-quadrant chart), it is possible to assign specific PC values for all sample types. The
PCA results of six essential oil sample types are presented in Figure 3, based on sensor
responses. The first and second PCs accounted for 92% and 6% of the total sample variance,
respectively. The sum of the first two PCs represents 98% of the total sample variance,
presenting sufficient information for explaining differences in the aromas of essential oils.
There is a clear difference between samples of essential oils of medicinal plants and essential
oils of fruits. Based on the location and spatial distribution of data clusters (represented by
each sample type), samples of fruit essential oils (left) were well differentiated (spatially
separated) from samples of medicinal plants (right), indicating significant differences in
chemical composition of VOCs from these two groups based on their corresponding volatile
EO analytes. The relatively tight data clusters, derived from multiple sample replications
of each sample type, indicate that instrument precision was good for all six types of EO
sample analytes. The effective repeatability of sensor-array output values for each sample
type provided an indication that the MAU-9 sensor array was consistently responsive to
headspace VOC emissions from both herbal and fruit essential oils.
Figure 3. Two-dimensional PCA plot performed on six purified essential oils based on data collected using the MAU-9 electronic nose.

Loading diagrams also demonstrated the relationship between the independent variables (e.g., sensors) and the fundamental components. These diagrams are produced by sensor coefficients using special vector equations. For each sensor, a calculated high-loading value (for PCs) indicated that a larger share of the total sensor array output is derived (accounted for) from that sensor. Figure 4 shows the loading values of these sensors in PCs. Therefore, MQ3, MQ4, MQ9 sensors have the lowest loading coefficients and TGS813 and MQ135 sensors have the highest loading coefficients, so they play a more important role in the classification of edible essential oils.

Figure 4. Loading plot for 2-dimensional PCA analysis showing essential oils e-nose data-clustering distribution with associated principal components.

3.2. Linear Discriminate Analyses

The response of the sensors also was considered as the input of the LDA method. This method is one of the most widely used methods in aroma classifications and a probabilistic parametric classification method that maximizes inter-class variance and minimizes intra-
class variance by transferring data from a space with higher dimension to that with lower dimension. The number of input features of the LDA and QDA models has a significant effect on its performance. Consequently, two different analyses had to be performed. The first analysis was as classification into 2 groups, meaning that the fruit EOs were distinguished from EOs of medicinal plants, and the second analysis was classification into 6 groups, i.e., all essential oils were classified separately. The detection power of LDA and QDA models for classification in two groups was 100% (Figure 5). The essential oil (EO) of fruits, located near the vertical axis and the EO of herbal plants, clustered near horizontal axis, are completely separated from each other. The apparent large separation between the two types of essential oils, indicated by wide spatial separation between data clusters, provides evidence of significant differences in both VOC emissions and types of VOCs, with MAU-9 electronic nose output data correctly revealing these differences when analyzed by 2-dimensional LDA analyses.

**Figure 5.** Classification of essential oils from edible plants. Comparison of methods: (a) LDA and (b) QDA methods.
The confusion (perturbation) matrix was used to obtain statistical-model prediction accuracy. The perturbation matrix is a diagram for comparing predicted labels with identified labels. The rows of the perturbation matrix correspond to the real class and the columns correspond to the predicted class. Diagonal and non-diagonal cells correspond to correctly and incorrectly classified observations, respectively. The resulting confusion matrix also confirms the discrimination accuracy without any erroneous classification between the learning data sets and the randomly selected experimental data sets. Table 2 presents the confusion matrix obtained from the two groups of edible essential oils. In this table, the number and percentage of correct classification, indicated inside the diagonal cells, is represented by the observed data set. For example, in the first cell corresponding to the fruit essential oil, in accordance with 50% of all 90 observed datasets, the classification was performed correctly. Since there were no cases of incorrect classification, the correct classification accuracy using both LDA and QDA methods was 100%.

Table 2. Confusion matrix for two-group classification of herbal plant and fruit essential oil (EO) using LDA and QDA statistical methods.

| Model | Type of Fruit Juice | EO of Herbal Plants | EO of Fruits | Accuracy |
|-------|---------------------|---------------------|--------------|----------|
| LDA   | EO of fruits        | 45                  | 0            | 100%     |
|       |                     | 50.0%               | 0.0%         | 0.0%     |
|       | EO of herbal plants | 0                   | 45           | 100%     |
|       |                     | 0.0%                | 50.0%        | 0.0%     |
|       |                     | 100%                | 100%         | 100%     |
| QDA   | EO of fruits        | 45                  | 0            | 100%     |
|       |                     | 50.0%               | 0.0%         | 0.0%     |
|       | EO of herbal plants | 0                   | 45           | 100%     |
|       |                     | 0.0%                | 50.0%        | 0.0%     |
|       |                     | 100%                | 100%         | 100%     |

1 Statistical model abbreviations: LDA = linear discriminate analysis; QDA = quadratic discriminate analysis.
2 EO = essential oils (VOCs derived from herbal plants and fruits).

According to Equations (2)–(6), the performance parameters of LDA and QDA methods for classifying essential oil of herbs and fruits are summarized in Table A1, Appendix A. The perturbation matrix is used to calculate the performance parameters of the detection models. According to the results of Table A1, the accuracy of data classification using LDA and QDA methods was 100%.

It is important that in addition to classification, based on the type of essential oil (2 groups), each individual essential oil is identified and classified. Similarly, for classification in the six essential-oil groups, all statistically evaluated essential oils were classified separately, and in this method, the detection power of LDA and QDA models was 98.89 and 100%, respectively (Figure 6). According to Figure 5, all essential oils were correctly identified using the QDA method.
Figure 6. Classification of edible essential oils using two statistical methods: (a) LDA and (b) QDA methods.

The confusion matrix and performance parameters of LDA and QDA methods for classifying all essential oils are presented in Tables 3 and 4. According to the results of Table 4, the accuracy of data classification using LDA methods was 98% and the accuracy of QDA method was 100%.
### Table 3. Confusion matrix for six group classification using LDA and QDA methods.

| Model | Type of EO. | Mango | Lemon | Orange | Mint | Tarragon | Thyme | Accuracy |
|-------|-------------|-------|-------|--------|------|----------|-------|----------|
|       |             | 15    | 0     | 0      | 0    | 0        | 0     | 16.7%    |
|       | Mango       | 0     | 15    | 0      | 0    | 0        | 0     | 16.7%    |
|       | Lemon       | 0     | 0     | 15     | 0    | 0        | 0     | 100%     |
|       | Orange      | 0     | 0     | 0      | 13   | 0        | 0     | 100%     |
|       | Mint        | 0     | 0     | 0      | 0    | 15       | 0     | 100%     |
|       | Tarragon    | 0     | 0     | 0      | 0    | 0        | 15    | 100%     |
|       | Thyme       | 0     | 0     | 0      | 2    | 0        | 15    | 86.7%    |

### Table 4. Performance parameters of LDA and QDA models for six-group classification.

| Model | Type of EO. | Accuracy | Precision | Sensitivity | Specificity | AUC  |
|-------|-------------|----------|-----------|-------------|-------------|------|
|       | Mango       | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
|       | Lemon       | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
|       | Orange      | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
|       | Mint        | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
|       | Tarragon    | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
|       | Thyme       | 0.990    | 0.882     | 1.000       | 0.990       | 0.995|
|       | Average per class | 0.998  | 0.980     | 1.000       | 0.998       | 0.999|

#### 3.3. Kernel Analysis of Model Performance

The appropriate selection and kernel analysis of SVM is crucial to increase the efficiency of SVM in classifying edible essential oils. In this study, four common types of kernel including sigmoid, linear, radial basis function (RBF) and polynomial were used. The response of all sensors to the smell of essential oils was obtained by SVM analysis. The data intended for test learning were considered 70% and 30%, respectively. To analyze the data set, each learning set was repeated ten times and the average value was calculated. SVM results with a different kernel, using C-SVM and Nu-SVM features as input data for the classification of essential oils, are presented in Table 5. The results of
SVM classification, based on all samples (3 essential oils of medicinal plants and 3 essential oils of fruits) for 6-group classification, are shown along with 2-group classification for comparisons. SVM model based on two-group classification, i.e. separation of essential oils of medicinal plants from essential oils of fruits, showed 100% classification accuracy in all models. Also, according to the 6-group classification based only on the type of essential oil in the C-SVM method, the Polynomial and RBF functions exhibited a high classification accuracy for learning and validation data, both at 98.9%. In the Nu-SVM method, Linear and RBF functions, the classification accuracy was 100% for learning data and 98.9% for validation data.

Table 5. Results and comparison of Nu-SVM and C-SVM models subjected to the kernel functions.

| Kernel Function            | C-SVM * | Nu-SVM * |
|----------------------------|---------|----------|
|                            | c       | γ        | Train | Validation | Nu   | γ       | Train | Validation |
|-categories 6               |         |          |       |            |       |         |       |            |
| linear                     | 0.01    | 1        | 96.7  | 96.7       | 0.01  | 1       | 100   | 98.9       |
| Polynomial                 | 10      | 1        | 98.9  | 98.9       | 0.50  | 1       | 96.7  | 98.9       |
| Radial basis function      | 100     | 1        | 98.9  | 98.9       | 0.26  | 0.1     | 100   | 98.9       |
| sigmoid                    | 0.01    | 0.01     | 96.7  | 96.7       | 0.26  | 0.1     | 98.9  | 98.9       |
|-categories 2               |         |          |       |            |       |         |       |            |
| linear                     | 1       | 1        | 100   | 100        | 0.01  | 1       | 100   | 100        |
| Polynomial                 | 1       | 1        | 100   | 100        | 0.01  | 0.01    | 100   | 100        |
| Radial basis function      | 1       | 1        | 100   | 100        | 0.01  | 0.01    | 100   | 100        |
| sigmoid                    | 10      | 0.1      | 100   | 100        | 0.01  | 0.26    | 100   | 100        |

* The selection of these Nu, C and γ parameter values were used to minimize the error function.

4. Discussion

Principal component analysis of MAU-9 e-nose results showed that the variance for all data had an accuracy of 98% which provided enough information to explain significant differences in e-nose aroma signatures of different essential oils. The accuracy of 2-group classification in both LDA and QDA methods was equal to 100% and in 6-group classification the accuracy of LDA and QDA was 98.9 and 100%, respectively. In the SVM model, based on two-group classification, the classification accuracy was 100% for all models. Also, based on 6-group classification in C-SVM method with polynomial and RBF functions, the highest classification accuracy for learning and validation data was 99.0% and in Nu-SVM method, Linear and RBF functions had the highest accuracy with 100% accuracy for learning data and 98.9% accuracy for validation data. Okur et al. [31] also reported 100% accuracy in identifying mint scents using the LDA method. Similar results have been reported by other researchers for edible oils [32], juices [33], apples [34], and tomato juice [35].

Baietto and Wilson [27] provided a thorough review of VOC emissions and e-nose evaluations of numerous fruit volatiles (including some components from essential oils), and these have been used as a basis for evaluating fruit quality characteristics and grading, such as during the time when fruits are placed in storage prior to sale in commercial markets. Many fruits in storage are susceptible to rot or decay due to various microbes that can degrade fruit quality while in storage. Purified and concentrated essential oils, derived from fruits and herbs, (like honey) are not subject to significant degradation by microorganisms due to high osmolarity, very low water content, and low susceptibility to microbial enzymatic digestion, particularly in the absence of other required nutrients and growth factors. Thus, concentrated essential oils rarely have problems associated with reduction of quality while in storage prior to commercial sale.

Electronic-nose devices have been used to determine the purity and quality characteristics of other natural products besides essential oils, such as honey indirectly derived from plants, and dairy products. Tohidi et al. [36] reported detection of raw milk, contaminated with detergent powder, using a low-cost e-nose system. They detected detergent-tainted
milk with 92.4% and 90.9% accuracy using RBF kernel function for two methods of C-SVM and Nu-SVM. Huang et al. [37] assessed the application of an electronic nose using multivariate analysis to identify plant origin and determine the quality of honey. They concluded that the quality of honey can be predicted with high accuracy using the SVM method. In another study, Faal et al. [38] classified the physicochemical properties of honey with high accuracy. Comparable results have been reported in other studies [21,36,37,39].

Essential oils have been analyzed by various e-nose systems, containing different types of sensor arrays (sensor types), based on a diverse range of e-nose technologies and VOC-detection principles. Russo et al. [22] used an electronic nose, based on MOS sensors, to determine the quality and genuineness of bergamot essential oils (BEOs). They evaluated several BEOs extracted using different methods and from different plant cultivars. Their results showed that the electronic nose was effective in differentiation between different essential oils of bergamot. Graboski et al. [23] developed and evaluated the capabilities of a carbon nanocomposites (CNC) electronic nose to detect VOCs in clove essential oil (CEO), eugenol (EUG), and eugenyl acetate (EA). They showed this e-nose was efficient in the determination of CEO, EUG, and EA VOC levels, showing a distinction between the concentrations of each VOC evaluated and doing so at reduced costs and analysis time compared to GC-MS. In another study, electronic noses were used in combination with DFA statistical analysis to evaluate the relationship between sample volume and sensor intensity relative to pine essential oil composition [24]. These researchers reported that combining 11 specific e-nose sensors increased the correlation of determination ($R^2$) from 0.674 to 0.915 and RMSE value from 14.65 to 6.80%, compared to single-regression prediction models. Wu et al. [25] studied the antioxidant active ingredients of spikenard essential oil by using an ultra-fast gas chromatography (UFGC)-type electronic nose and a radical-scavenging mechanism. They identified VOC chemical components in spikenard (Nardostachys chinensis) essential oil, detected by e-nose and verified by GC–MS with 94% accuracy. These examples provide strong evidence that a diversity of e-nose sensor arrays (using different VOC-detection principles) are capable of distinguishing between essential oils from different plant origins as well as providing qualitative data on essential oil purity and authenticity.

Rasekh and Karami [40] were able to detect fraud in pure and industrial fruit juices using an electronic nose. They showed that a MOS-based electronic nose with ANN could be an effective and highly efficient tool in the rapid and non-destructive classification of pure and industrial juices. Based on results obtained in this and previous studies, there is sufficient evidence to confirm that electronic-nose technologies are effective tools for the rapid detection, identification, and verification (authentication) of pure essential oils in commercial plant products.

Previous studies have demonstrated that e-nose sensor data are subjected to considerable influence from environmental factors such as humidity, temperature, and even interference of air pollutants [41]. All experiments in this study were performed under constant temperature and humidity conditions. Consequently, the effects of these ambient parameters on sensor array responses of the MAU-9 e-nose were negligible.

5. Conclusions

The spatial separation of data clusters, derived from herbal and fruit e-nose PCA plots of e-nose sensor-array outputs, provided good evidence to indicate that the MAU-9 e-nose was capable of differentiating (discriminating) between sample types among the two groups of essential oil VOC emissions analyzed, those extracted from herbal leaves and fruits, due to significant differences in their volatile (VOC) content and chemical composition. Furthermore, the high precision of instrument performance, indicated by tight data clusters in PCA plots, suggested that the selected sensors in the sensor array were effective in detecting differences in VOC emissions from essential oils. Two MOS sensors, TGS813 and MQ135, had the highest loading coefficients, and accordingly contributed most to sample discriminations, providing the most important role in the classification of essential oils.
from the six plants species studied. Understanding the importance of each sensor in the classification of essential oils can help determine which sensors may be removed from the sensor array due to low contribution in sample discriminations. Consequently, e-nose instrument performance can be improved by replacing sensors having the lowest loading coefficients with sensors having higher loading coefficients.

The results from this study indicate that the MAU-9 electronic nose is a relatively simple, user-friendly tool and a reliable alternative to GC-MS for detecting and identifying aroma scent VOC emissions released from different types of essential oils derived from edible plants. The identification of specific sensors in the sensor array that yields the largest capabilities for discriminating specific types of essential oil volatiles, provides a means for designing a more efficient e-nose system with fewer select sensors that are VOC target-specific and thus most sensitive to specific categories of plant-derived essential oil volatiles in order to achieve more accurate and effective e-nose discriminations.
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Appendix A

The performance parameters obtained from LDA and QDA statistical models used for two-group classifications of VOCs emissions, derived from herbal and fruit essential oils (EO) based on MAU-9 e-nose analyses, are provided in Table A1. All of the statistical values obtained from determinations of accuracy, precision, sensitivity, specificity, and the area under a curve (AUC), i.e., ROC curve, for both LDA and QDA statistical analyses provided identical results in all cases, confirming model effectiveness in each case. Receiver operating characteristic (ROC) curves are effective ways to visualize the tradeoffs between sensitivity and specificity in a binary classifier.

Table A1. Performance parameters of LDA and QDA statistical models for two-group classification of herbal and fruit essential oils.

| Model | Type of Fruit Juice          | Accuracy | Precision | Sensitivity | Specificity | AUC |
|-------|-------------------------------|----------|-----------|-------------|-------------|-----|
| LDA   | EO of fruits                  | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
|       | EO of herbal plants           | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
|       | Average per class             | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
| QDA   | EO of fruits                  | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
|       | EO of herbal plants           | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
|       | Average per class             | 1.000    | 1.000     | 1.000       | 1.000       | 1.000|
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