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Abstract—In this paper, a safety-critical control strategy for a nonholonomic robot is developed to generate control signals that result in optimal, obstacle-free paths through dynamic environments. We formulate the control synthesis problem as an Optimal Control Problem (OCP) that enforces Control Lyapunov Function (CLF) constraints for system stability as well as safety-critical constraints using Control Barrier Function (CBF) with a relaxing decay rate of the barrier function. A Nonlinear Model Predictive Control (NMPC) integrates with CLF and CBF to ensure system safety and facilitate optimal performance within a short prediction horizon, reducing the computational burden in real-time implementation. Additionally, we incorporate an obstacle avoidance constraint based on the Euclidean norm into the NMPC framework, showcasing the CBF approach’s superiority in addressing mobile robotic systems’ point stabilisation and trajectory tracking challenges. Through extensive simulations, the proposed controller demonstrates proficiency in static and dynamic obstacle avoidance under various scenarios. Experimental validations conducted using the Husky A200 robot align with simulation results, reinforcing the applicability of our proposed approach in real-world scenarios, notably improving the computational efficiency and safety in practical mobile robot applications.

I. INTRODUCTION

Over the past few decades, there has been exponential growth in robotics and autonomous technologies, leading to a wide range of applications for wheeled mobile robots (WMRs) in industries such as logistics, discovery, search, and rescue [1]. Considering the nonholonomic nature of WMRs, various control approaches have been devised to address point stabilisation. Studies tackling this problem include the use of differential kinematic controller [2], backstepping technique [3], and feedback linearisation [4]. In the context of trajectory tracking, the literature presents numerous techniques, such as dynamic feedback linearisation method [5], backstepping techniques [6], and sliding mode technique [7]. However, it is crucial to note that these controllers typically require the reference trajectories to remain persistently excited. Furthermore, the aforementioned methods are not optimization-based control strategies, which means they might not generate efficient control inputs that are subject to the system’s physical constraints.

To address these issues, we adopt NMPC, known for its ability to explicitly handle both soft and hard constraints and for its capacity for simultaneous tracking and regulation. NMPC formulates an online optimisation problem that predicts system outputs based on current states and system models over a predefined prediction horizon, all while maintaining compliance with a set of control actions and state constraints. Various MPC variants, including linear MPC and nonlinear MPC, have been employed to address point stabilisation and tracking issues in mobile robots [8], [9]. Since mobile robots operate autonomously in dynamic environments, including varying references and obstacles, safety and stability are crucial factors. Robotic navigation approaches can be categorised into three main types: reactive-based, learning-based, and optimization-based. Reactive methods, such as those by [10] and [11], focus on real-time collision avoidance. Learning-based strategies, those by [12] and [13], use deep reinforcement learning to navigate complex environments. Optimization-based techniques, discussed by [14] and [15], employ advanced algorithms such as NMPC for optimal path planning and collision avoidance in dynamic settings.

As outlined in [16], the CBF approach provides a structured framework extensively used to implement safety constraints like collision avoidance in robotic systems. The decay rate of the barrier function, $\gamma$, is a tunable parameter that plays a vital role in determining the system’s adherence to safety constraints. [17] has proposed a new CBF with a relaxed $\gamma$ technique that can enhance both system safety and performance. On the other hand, [18] demonstrated the improved performance and computational time of NMPC with constraint-based CLF on a robot platform.

Motivated by the considerations outlined above, this work proposes a Nonlinear Model Predictive Control (NMPC) scheme, integrating a CLF and a CBF with a relaxed decay rate across the prediction horizon for mobile robots. Multiple challenging scenarios involving static and dynamic obstacles are devised in MATLAB to evaluate the safety performance of the NMPC-CLF-Relax-CBF approach. A subsequent comparative analysis among the Relax-CBF, traditional CBF, and the Bug-Type (BT) algorithm emphasises the use of a short prediction time and a high decay rate of barrier function. Moreover, the practical applicability of the proposed scheme is validated for the first time on a physical robot platform using the Husky A200.

The remainder of the paper is organised as follows: Section II provides the theoretical background on the mobile robot’s kinematic model. Section III details the NMPC design and implementation, including the discrete-time CLF and CBF...
with a relaxed decay rate. Section IV presents simulation and experimental results in safety-critical autonomous driving scenarios. Lastly, Section V concludes our work.

II. MATHEMATICAL MODELING

The state of the nonholonomic mobile robot is defined by a state vector \( \xi = [x, y, \theta]^T \in \mathbb{R}^3 \), which includes the spatial position \( \xi_{xy} = [x, y]^T \) (m,m) and the orientation angle \( \theta \) (rad) of the robot. The robot’s control inputs are represented by a vector \( u = [v, \omega]^T \in \mathbb{R}^2 \), where \( v \) (m/s) and \( \omega \) (rad/s) correspond to linear velocity and angular velocity, respectively. This study considers the kinematic model of a nonholonomic mobile robot as follows:

\[
\dot{\xi}(t) = f(\xi(t), u(t)) = \begin{bmatrix}
\cos(\theta(t)) & 0 \\
\sin(\theta(t)) & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
v(t) \\
\omega(t)
\end{bmatrix}
\] (1)

To derive the control problems, a reference robot is assumed to have the same constraints as (1), and its kinematic model is written as:

\[
\dot{\xi}_r(t) = f(\xi_r(t), u_r(t)) = \begin{bmatrix}
\cos(\theta_r(t)) & 0 \\
\sin(\theta_r(t)) & 0 \\
0 & 1
\end{bmatrix} \begin{bmatrix}
v_r(t) \\
\omega_r(t)
\end{bmatrix}
\] (2)

The control challenge aims to minimise the difference between a robot’s observed state and control inputs and those of a reference robot. To align the observed robot with the reference model, we use a discretised kinematic model with a time-step \( \tau > 0 \). Denoting \( \xi(k) = \xi(t_k) \), the integration over the fixed interval is numerically approximated with a piecewise constant control during each sampling interval and the Runge-Kutta4 method.

\[
\xi(k + 1) = F(\xi(k), u(k)) = \xi(k) + \int_{t_k}^{t_{k+\tau}} f(\xi(\varphi), u(\varphi))d\varphi
\] (3)

where \( k \in \mathbb{N}_0 \) is the current sampling instant and \( F(\cdot, \cdot) : \mathbb{R}^3 \times \mathbb{R}^2 \rightarrow \mathbb{R}^3 \) is the discrete nonlinear dynamical mapping. At the point stabilisation control problem, the feedback control is designed such that the solution of (3) starting from the feedback condition \( \xi_b \in X \) stays close to a desired set point \( \xi_r \in X \), and converges, i.e.

\[
\lim_{k \rightarrow \infty} \|\xi_e(k)\| = \lim_{k \rightarrow \infty} \|\xi_b(k) - \xi_r\| = 0
\] (4)

For the trajectory control problem, the feedback control task is to steer the solution of (3) to track the time-varying reference such that

\[
\lim_{k \rightarrow \infty} \|\xi_e(k)\| = \lim_{k \rightarrow \infty} \|\xi_b(k) - \xi_r(k)\| = 0
\] (5)

III. NONLINEAR MODEL PREDICTIVE CONTROL DESIGN

NMPC operates by resolving an open-loop optimisation problem at each measurement interval. In every iteration, the process aims to minimise a predefined cost function. In this section, we design an NMPC framework for the discrete-time system (3), as depicted in Fig. 1, integrating CLF and CBF with a relaxed decay rate across the prediction horizon. Some necessary definitions are introduced below.

A. Control Lyapunov Function

**Definition 1.** A function \( \alpha : \mathbb{R}_\geq 0 \rightarrow \mathbb{R}_\geq 0 \) is of class \( \mathcal{K}_\infty \)-function if it is a \( \mathcal{K} \)-function and \( \alpha(s) \rightarrow +\infty \) as \( s \rightarrow +\infty \).

**Definition 2.** An admissible control invariant set \( X \) for system (3) is defined as a set where, for all \( \xi(t) \in X \), there exists a state-feedback controller \( u(t) \in U \) such that \( F(\xi(t), u(t)) \in X \). Furthermore, a function \( V \) is considered a CLF in \( X \) if, for all \( \xi(t) \in X \), there exist three \( \mathcal{K}_\infty \)-functions \( \alpha_1, \alpha_2, \) and \( \alpha_3 \) that satisfy \( \alpha_1(\|\xi_e(t)\|) \leq V(\xi_e(t)) \leq \alpha_2(\|\xi_e(t)\|) \)

\[
\Delta V(\xi_e(t), u(t)) + \alpha_3(\|\xi_e(t)\|) \leq 0
\] (6)

Converting this equation to discrete-time and using \( \alpha_1, \alpha_2, \alpha_3 \) as scalars, the CLF constraints are essential for ensuring Lyapunov stability guarantees for any horizon length of NMPC. These CLF constraints establish the existence of a point-wise set of control inputs that achieve stabilisation:

\[
\kappa_{clf} = \{ u \in U : \Delta V(\xi_e(k), u(k)) \leq -\alpha V(\xi_e(k)), \quad 0 \leq \alpha \leq 1 \}
\] (7)

where \( \Delta V(\xi_e(k), u(k)) = V(\xi_e(k+1)) - V(\xi_e(k)) \)

**Remark 1.** Refer to [19] for a comprehensive stability analysis of the CLF constraint integrated with NMPC. Furthermore, the research in [20] demonstrates that this method has several desirable properties, such as the absence of a terminal cost and the requirement for fewer tuning parameters. Additionally, [21] successfully applied NMPC with the CLF constraint on a robot platform, resulting in improved computational efficiency.

B. Control Barrier Function

Inspired by the works done in [16] and [22], this section derives a safety constraint for the optimal control input that guarantees the robot’s spatial position, \( \xi_{xy} \), always lies within a defined safe set, \( \mathcal{Z} \in \mathbb{R} \). That is \( \mathcal{Z} \) is forward invariant, i.e. if \( \xi_{xy}(0) = \xi_{xy0} \in \mathcal{Z} \) then \( \xi_{xy} = \xi_{xy}(t) \in \mathcal{Z}, \forall t \). The
Let \( Z \) denote the superlevel set of a continuously differentiable function \( B : \mathbb{R}^2 \rightarrow \mathbb{R} \). The function \( B \) qualifies as a CBF if there exists an \( \mathcal{K}_\infty \)-function \( \gamma \) for the control system (3) to satisfy:
\[
\exists \ u(t) \text{ s.t. } \dot{B}(\xi_{xy}(t), u(t)) \geq -\gamma B(\xi_{xy}(t)), \gamma \in \mathcal{K}_\infty \quad (9)
\]
Extending this inequality constraint to the discrete-time domain and using \( \gamma \) as a scalar, we can consider the set consisting of all control values at a point \( \xi_{xy}(k) \in X \) as:
\[
\kappa_{cbf} = \{ u \in U : \Delta B(\xi_{xy}(k), u(k)) - \gamma B(\xi_{xy}(k)) \geq 0, 0 \leq \gamma \leq 1 \} \quad (10)
\]
where \( \Delta B(\xi_{xy}(k), u(k)) = B(\xi_{xy}(k+1)) - B(\xi_{xy}(k)) \).

**Remark 2.** By Theorem 2 in [22], if \( B \) is a CBF in \( X \) and \( \frac{\partial B}{\partial \xi_{xy}}(\xi_{xy}) \neq 0 \) for all \( \xi_{xy} \in \partial Z \), then any control signal \( u \in \kappa_{cbf}(\xi_{xy}(k)) \) for the system (3) renders the set \( Z \) safe. Additionally, the set \( Z \) is asymptotically stable in \( X \).

The rigid body obstacles are conceptualised as the union of circles with centroids \((x_{ob,i}, y_{ob,i})\) and fixed radius \( r_{ob,i} \). Similarly, a circle defines a safe space for the robot with the robot’s centre and a radius \( r_{rb} \). The CBF is defined for \( i \) obstacle as follows:
\[
B_i(\xi_{xy}(k)) = (x_{xy}(k) - x_{ob,i}(k))^2 + (y_{xy}(k) - y_{ob,i}(k))^2 - (r_{rb} + r_{ob,i})^2 \quad (11)
\]
In [23], various obstacle avoidance techniques were examined, among which the BT algorithm is also incorporated into NMPC as the safety constraint. This method mandates the robot to navigate tangentially along the obstacle’s perimeter, subsequently reverting to its initial route post-obstacle circumnavigation. The BT algorithm is formulated as follows:
\[
L_i(\xi_{xy}(k)) = \sqrt{(x_{xy}(k) - x_{ob,i}(k))^2 + (y_{xy}(k) - y_{ob,i}(k))^2 - (r_{rb} + r_{ob,i})^2} \quad (12)
\]
Assuming that the robot can detect the position and size of obstacles, represented as \( \varphi_{ob} = [x_{ob}, y_{ob}, r_{ob}]^T \), through its sensors at each sampling time, this information is then stored in the parameter vector \( p(k) \). This study will demonstrate the improved control performance and safety of CBF utilising the relaxed decay rate technique at a low prediction horizon by comparing Relax-CBF with traditional CBF and BT constraints, as detailed below:
\[
\begin{align*}
B_i(\xi_{xy}(k+1)) - (1 - \gamma)B_i(\xi_{xy}(k), p(k)) &\geq 0, \quad k = 0, \ldots, N - 1. \\
L_i(\xi_{xy}(k)) &\geq 0, \quad k = 0, \ldots, N.
\end{align*} \quad (13a, b)
\]

### C. NMPC-CLF with Relax-CBF scheme

The conventional NMPC scheme is formulated by constructing and minimising a cost function and constraints on the prediction horizon grids \( N \). The Optimal Control Problem (OCP) is presented in parametric form as follows:
\[
\text{OCP} : J_N(\xi(k), u(k), p(k)) = \min_{S} \sum_{m=0}^{N-1} \left( A(s_v(m)) + \Gamma(s_h(m)) + \ell(\xi(k + m), u(k+m), p(k)) \right) \quad (14a)
\]
Subject to
\[
\begin{align*}
\xi(k) - \xi_{ob} &= 0, \\
\xi(k + m + 1) - \mathbf{F}(\xi(k + m), u(k+m)) &= 0, \\
\xi(k + m) &\in X, u(k + m) \in U, \\
(1 - \alpha)V(\xi(k + m), p(k)) + s_v(m) &= 0, \\
-V(\xi(k + m + 1), p(k)) &\geq 0, \\
B_i(\xi_{xy}(k + m + 1), p(k)) - s_h(m)(1 - \gamma)B_i(\xi_{xy}(k + m), p(k)) &\geq 0.
\end{align*} \quad (14b-f)
\]
where \( S \) contains decision variables as \( S = [\xi(\cdot)^T, \xi(\cdot + N)^T, u(\cdot)^T, u(\cdot + N - 1)^T, s_v(\cdot), \ldots, s_v(k + N - 1), s_h(\cdot), \ldots, s_h(k + N - 1), p \) is a problem parameter vector that contains reference state vector \( \xi_r \), feedback state vector \( \xi_{ob} \), and obstacles information, \( s_v \) are relaxation terms that avoid conflict between CLF and CBF constraints, and \( s_h \) are decay-rate slack variables added to enhance the feasibility of the OCP. Hence, the \( A(s_v) \) and \( \Gamma(s_h) \) are included in the cost function to minimise those slack variables.
\[
A(s_v(m)) = W_1 s_v(m)^2, \\
\Gamma(s_h(m)) = W_2 (s_h(m) - 1)^2 \quad (15)
\]
where \( W_1 \) and \( W_2 \) are penalty gains for the slack variables. The stage cost includes two quadratic terms: one will penalise the tracking error, and another will minimise the control outputs, \( \ell : \mathbb{R}^3 \times \mathbb{R}^2 \rightarrow \mathbb{R}_{\geq 0} \). The CLF is a quadratic function of the state variable error, \( V : \mathbb{R}^3 \rightarrow \mathbb{R}_{\geq 0} \).
\[
\ell(\xi(k), u(k), p(k)) = (\xi(k) - \xi_r(k))^T \mathbf{W}_\xi (\xi(k) - \xi_r(k)) + (u(k) - u_r(k))^T \mathbf{W}_u (u(k) - u_r(k)), \\
V(\xi(k), p(k)) = (\xi(k) - \xi_r(k))^T \mathbf{W}_v (\xi(k) - \xi_r(k)).
\]
where \( \mathbf{W}_\xi \), \( \mathbf{W}_u \), and \( \mathbf{W}_v \) are positive definite symmetric matrices.

The multiple shooting approach [24] is used to transform the OCP into a Nonlinear Program (NLP). The NLP is introduced as below:
\[
\min_S A(S, p) \text{ s.t. } \begin{cases} H(S, p) = 0, \\
G(S, p) \leq 0. \end{cases} \quad (17)
\]
The NLP constraints are divided into two categories: the equality constraint vector, denoted as \( H(S, p) \), ensures that the system dynamics in (14b) and (14c) are met, and the inequality constraint vector, represented by \( G(S, p) \), imposes restrictions of (14d), stability constraints (14e) and safety constraints (14f) on the decision variables to maintain the...
system within safe boundaries. The proposed NMPC strategy is solved using an Interior Point OPTimizer (IPOPT). Based on the current feedback state and environmental data, the IPOPT solver derives an optimal trajectory and control sequence, $\xi^*$ and $u^*_N$. The first element of $u^*_N$, labelled $u^*(k)$, is then applied to the system. The residual part of the optimised sequence serves as an initial guess for the decision variable vector in the subsequent iteration. Thereafter, the solver is re-engaged to deduce new control input values.

**Remark 3.** As analysed in [18], the proposed control schemes with relaxed CLF and CBF constraints consistently maintain optimisation feasibility. Furthermore, with the implementation of the decay-rate relaxation technique for CBF, as introduced by [17], the safety performance of the robot is enhanced by reducing $\gamma$ while not harming the feasibility of the OCP.

**IV. RESULTS AND DISCUSSION**

This section provides numerical and experimental validation of the proposed scheme on a mobile robot that operated in a dynamic environment containing random static and moving obstacles.

**A. Point Stabilization with Obstacle Avoidance**

Consider the problem of regulating the system (3) to a target state while ensuring safety within the context of set invariance. The robot was controlled from an initial pose $\xi_0 = [0, 0, 0]^T$ (m,m,rad) to reach a target pose $\xi_t = [10, 0, 0]^T$ (m,m,rad), encountering a static obstacle at locations $(0.1m, 4.7m)$ with radius $0.6m$. The robot’s radius was $0.25m$. The sampling time was $\tau = 0.1s$, and the prediction horizon was $N = 5$. The control input constraints were set as $[−\pi/4]^T \leq [v \ w]^T \leq [\pi/4]^T$. The control parameters were as follows: $W_\xi = \text{diag}(10, 15, 0.7)$, $W_v = \text{diag}(1, 0.1)$, $W_t = \text{diag}(1, 1, 1)$, $W_1 = 70$, $W_2 = 10$, and $\alpha = 0.3$.

Point stabilisation results were depicted in Fig. 2. We illustrated the robot’s trajectory using various colours to represent different choices of $\gamma$, and a black circle represented an obstacle. With a prolonged prediction horizon ($N \geq 12$), both the CBF and BT methods had successfully navigated the robot to the target point without compromising safety. Notably, CBF had surpassed BT in scenarios with shorter prediction horizons because CBF restricted the robot’s movements, enabling early action at a substantial distance from obstacles. In contrast, the BT algorithm proved effective only at close range, often necessitating frequent stops and direction reversals to prevent collisions. This behaviour was evidenced by the negative values in the linear velocity of the BT controller, as shown in Fig. 3. Therefore, the advantage of integrating CBF with NMPC lies in ensuring a smooth trajectory with a shorter horizon, thereby reducing the computational burden. However, setting $\gamma$ too low for traditional CBF significantly reduced the reachable set of the controller, leading to a trade-off between feasibility and safety. As demonstrated with $\gamma = 0.05$, Relax-CBF showcased its superiority by achieving optimal control performance without affecting feasibility.

**B. Trajectory tracking in dynamic environment**

In the second simulation, trajectory tracking tasks were conducted, with a reference trajectory following a circular path defined as $[x(t) = 0.7 \cos(0.03t), y(t) = 0.7 \sin(0.03t)]^T$. The test included three static obstacles at $(2m, 1m)$, $(0m, 4.7m)$, and $(2.3m, 1.5m)$ with $r = 0.4m$, $r = 0.6m$, and $r = 0.4m$, and four moving obstacles with initial pose, linear velocity, and radius ($−8, 10, −0.78, 0.63, 0.25$), $(0.5, 1.5, −1, 0.4, 0.3)$, ($−0.7, −5, 1.5, 0.31, 0.4$), and $(5.5, 3, −3.14, 0.34, 0.3)$. Control parameters and the update rate were the same as in the previous simulation. Fig. 4 (a) and (b) depict the safe trajectories in the $xy$-plane regulated by BT and Relax-CBF at $N = 12$, with moving obstacles marked by pink dashed lines. Both controllers exhibited efficient tracking performance and obstacle avoidance.
Fig. 4: Crossvalidated control performance for trajectory tracking in a dynamic environment: (a) BT ($N = 12$); (b) Relax-CBF ($N = 12, \gamma = 0.2$); (c) BT ($N = 5$) and Relax-CBF ($N = 5, \gamma = 0.12$); (d) CBF ($N = 5, \gamma = 0.03$) and Relax-CBF ($N = 5, \gamma = 0.03$).

Fig. 5: Trajectory tracking control signal. (a), (b) for simulations in Fig. 4 (c) and (c), (d) for simulations in Fig. 4 (d).

However, for the short prediction horizon of $N = 5$, Fig. 4 (c) shows that Relax-CBF initiated earlier deviations around obstacles, leading to smoother navigation. In contrast, the BT algorithm often approached the boundaries of obstacles closely, leaving the robot stuck there for periods of time. Regarding safety, due to the use of low $\gamma$, the traditional CBF was unable to track the reference as the feasible state region was dramatically reduced. Meanwhile, the feasibility of Relax-CBF was independent of $\gamma$. As a result, Relax-CBF still guaranteed efficient tracking performance in Fig. 4 (d). Control signals remained within their limitations in Fig. 5.

Fig. 6: Crossvalidated point stabilisation on Husky A200

Fig. 7: Crossvalidated trajectory tracking on Husky A200 (See Video 1 at https://youtu.be/fUrT08NPNrA).

C. Experimental Validation of Controller Performance

In this section, we conducted experimental validations of the proposed NMPC-CLF-Relax-CBF and other safety-critical controllers using the Husky A200 robot, as depicted in Fig. 6 and Fig. 7. A detailed video of the experiment
is available online (Video 1). The Husky was programmed to move from \( \xi_0 = [0, 0, 0]^T \) (m,m,rad) to \( \xi_r = [7, 0, 0]^T \) (m,m,rad), navigating around an obstacle located at (3.5m, 0m) with a radius of 0.45 m. Additionally, a circular path was defined as \( [x_r(t) = 2.5 \cos(0.16t), y_r(t) = 2.5 \sin(0.16t)]^T \) with an obstacle \( r_{ob} = 0.45 \) m positioned at (0m, -2.35m). The control parameters were set as follows: \( W_k = diag(15, 15, 0.1), W_d = diag(0.01, 0.01), W_c = diag(1, 1, 1), W_1 = 100, W_2 = 10, \) and \( \alpha = 0.2 \). The chosen sampling time was \( \tau = 0.2 \) s, with \( N = 5 \) for the point stabilisation problem and \( N = 7 \) for circle tracking. The experimental results were consistent with the outcomes obtained from the MATLAB simulations, demonstrating that all controllers achieved effective target positioning and reference tracking. The BT controller allowed the robot to approach the obstacle more closely, necessitating stops and direction reversals to navigate around it. The CBF controller generated a better strategy for obstacle avoidance; however, it could only achieve smooth and optimal trajectories with appropriate values of \( \gamma \). The Relax-CBF demonstrated that the proposed NMPC-CLF-Relax-CBF effectively ensures the robot’s safe and accurate navigation with short prediction times and a significantly wide range of \( \gamma \) values, simultaneously enhancing feasibility, safety, and computational efficiency. By employing Relax-CBF, the NMPC was able to reduce the prediction time \((N\tau)\) from 1.2 seconds to 0.5 seconds, achieving a 58.33% reduction in simulations, and from 3 seconds to 1.4 seconds, achieving a 53.33% reduction in experiments.

V. CONCLUSIONS

This paper presented a formulation for a safety-critical nonlinear model predictive control scheme that incorporates a CLF for system stability and Relax-CBF to impose safety constraints. We simulated three controller schemes to achieve two common control objectives for mobile robots: point stabilisation and trajectory tracking with static and dynamic obstacles. Various challenging scenarios were designed to highlight the effectiveness of each control scheme. The results demonstrated that all schemes can achieve reliable and accurate performance. However, the CBF schemes successfully operated with a smaller prediction horizon, making them more computationally efficient for practical implementation. In terms of safety, the CBF with a relaxed decay rate demonstrated a promising solution to resolve the trade-off between feasibility and safety in optimal control problems. Experimental validations have confirmed the effectiveness of the proposed controllers in real-world settings. Future work will adapt this controller to experimental scenarios with moving obstacles and multi-agent systems.

REFERENCES

[1] Spyros G. Tzafestas, Introduction to Mobile Robot Control, London: Elsevier, 2014.
[2] A. Amangeldi, A. Dospovanova and S. Kusdavlevov, “Multi-Goal Point Stabilization Control for Differential Drive Mobile Robot with Odometry,” 2023 15th International Conference on Computer and Automation Engineering, pp. 389-393, 2023.

[3] M. J. Rabbani and A. Y. Momem, “Output Feedback Stabilization of Nonholonomic Wheeled Mobile Robot Using Backstepping Control,” IEEE 12th International Conference on Control System, Computing and Engineering, pp. 119-124, 2022.
[4] G. Oriolo, A. De Luca, and M. Vendittelli, “WMR control via dynamic feedback linearisation: Design, implementation, and experimental validation,” IEEE Transactions on Control Systems Technology, vol.10, no. 6, pp. 835-852, 2002.
[5] D. A. Marrugo-Tobón et al., “Kinematic Constraint-Based Linear Feedback Control Design for Differential-Drive Mobile Robot Trajectory Tracking,” IEEE 6th Colombian Conference on Automatic Control, pp. 1-6, 2023.
[6] U. Kumar and N. Sukavanam, “Backstepping based trajectory tracking control of a four-wheeled mobile robot,” International Journal of Advanced Robotic Systems, vol. 5, no. 4, pp. 403 - 410, 2008.
[7] X. Zhang et al., “Position/Attitude Cascade Regulation of Nonholonomic Four-Wheeled Mobile Robot via Double-Loop Sliding-Mode Control Mechanism,” Entropy, vol. 25, no. 1, pp. 27-27, 2022.
[8] F. Xie and R. Pierro, “First-state contractive model predictive control of nonholonomic mobile robots,” Proceedings of the American Control Conference, pp. 3494-3499, 2008.
[9] Mohamed W. Mehtrez, George K. I. Mann, and Raymond G. Gosine, “Comparison of stabilising NMPC designs for wheeled mobile robots: An experimental study,” In 2015 Mortonaw Research Engineering Research Conference (MERCon), pages 130–135, 2015.
[10] J. Van Den Berg, S. J. Guy, M. Lin, and D. Manocha, “Reciprocal n-body collision avoidance,” in Robotics Research: The 14th International Symposium ISRR, Berlin, Heidelberg: Springer Berlin Heidelberg, pp. 3-19, 2011.
[11] Y. Chen, F. Zhao, and Y. Lou, “Interactive model predictive control for robot navigation in dense crowds,” IEEE Transactions on Systems, Man, and Cybernetics: Systems, vol. 52, no. 4, pp. 2289-2301, 2021.
[12] H. Yang, C. Yao, C. Liu, and Q. Chen, “RMRL: Robot Navigation in Crowd Environments with Risk Map-based Deep Reinforcement Learning,” IEEE Robotics and Automation Letters, 2023.
[13] R. Han, S. Chen, S. Wang, Z. Zhang, R. Gao, Q. Hao, and J. Pan, “Reinforcement learned distributed multi-robot navigation with reciprocal velocity obstacle shaped rewards,” IEEE Robotics and Automation Letters, vol. 7, no. 3, pp. 5896-5903, 2022.
[14] R. Han, S. Wang, Z. Zhang, Q. Zhang, Y. C. Eldar, and J. Pan, “RDA: An accelerated collision-free motion planner for autonomous navigation in cluttered environments,” IEEE Robotics and Automation Letters, vol. 8, no. 3, pp. 1715-1722, 2023.
[15] B. Lindqvist, S. S. Mansouri, A. A. Agha-mohammadi, and G. Nikolakopoulos, “Nonlinear MPC for collision avoidance and control of UAVs with dynamic obstacles,” IEEE Robotics and Automation Letters, vol. 5, no. 4, pp. 6001-6008, 2020.
[16] A. D. Ames et al., “Control Barrier Functions: Theory and Applications,” 18th European Control Conference (ECC), Naples, Italy, pp. 3420-3431, 2019.
[17] J. Zeng, Z. Li, and K. Sreenath, “Enhancing Feasibility and Safety of Nonlinear Model Predictive Control with Discrete-Time Control Barrier Functions,” IEEE Conference on Decision and Control, Dec. 2021.
[18] A. Agrawal and K. Sreenath, “Discrete Control Barrier Functions for Safety-Critical Control of Discrete Systems with Application to Bipedal Robot Navigation,” Robotics: Science and Systems, Jul. 2017.
[19] J. A. Primbs, V. Nevistic, and J. C. Doyle, “A receding horizon generalization of pointwise min-norm controllers,” IEEE Transactions on Automatic Control, vol. 45, no. 5, pp. 998-1000, 2000.
[20] J. Yu, A. Jadbabaie, J. Primbs, and Y. Huang, “Comparison of nonlinear control design techniques on a model of the Caltech ducted fan,” Automatica, vol. 37, no. 12, pp. 1971–1978, Dec. 2001.
[21] R. Grandia, A. Taylor, A. Singletary, M. Hutter, and A. Ames, “Nonlinear model predictive control of robotic systems with control Lyapunov functions,” Robotics: Science and Systems XVI, Jul. 2020.
[22] A. D. Ames, S. Coogan, M. Egerstedt, G. Notomista, K. Sreenath and P. Tabuada, “Control Barrier Functions: Theory and Applications,” 18th European Control Conference (ECC), pp. 3420-3431, 2019.
[23] Vayeda Anshav Bhavesh, “Comparison of various obstacle avoidance algorithms,” International Journal of Engineering Research and Technology (IJERT), 2015.
[24] Bock, H.G. and Plitt, K.J, “A multiple shooting algorithm for direct solution of optimal control problems,” Proceedings 9th IFAC World Congress Budapest, Pergamon Press, pp. 243-247, 1984.