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Abstract
We propose a novel, structured pruning algorithm for neural networks—the iterative, Sparse Structured Pruning algorithm, dubbed as i-SpaSP. Inspired by ideas from sparse signal recovery, i-SpaSP operates by iteratively identifying a larger set of important parameter groups (e.g., filters or neurons) within a network that contribute most to the residual between pruned and dense network output, then thresholding these groups based on a smaller, pre-defined pruning ratio. For both two-layer and multi-layer network architectures with ReLU activations, we show the error induced by pruning with i-SpaSP decays polynomially, where the degree of this polynomial becomes arbitrarily large based on the sparsity of the dense network’s hidden representations. In our experiments, i-SpaSP is evaluated across a variety of datasets (i.e., MNIST, ImageNet, and XNLI) and architectures (i.e., feed forward networks, ResNet34, MobileNetV2, and BERT), where it is shown to discover high-performing sub-networks and improve upon the pruning efficiency of provable baseline methodologies by several orders of magnitude. Put simply, i-SpaSP is easy to implement with automatic differentiation, achieves strong empirical results, comes with theoretical convergence guarantees, and is efficient, thus distinguishing itself as one of the few computationally efficient, practical, and provable pruning algorithms.
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1. Introduction

Background. Neural network pruning has garnered significant recent interest (Frankle and Carbin, 2018; Liu et al., 2018; Li et al., 2016), as obtaining high-performing sub-networks from larger, dense networks enables a reduction in the computational and memory overhead of neural network applications (Han et al., 2015a,b). Many popular pruning techniques are based upon empirical heuristics that work well in practice (Frankle et al., 2019; Luo et al., 2017; He et al., 2017). Generally, these methodologies introduce some notion of “importance” for network parameters (or groups of parameters) and eliminate parameters with negligible importance.

The empirical success of pruning methodologies inspired the development of pruning algorithms with theoretical guarantees (Baykal et al., 2019; Liebenwein et al., 2019; Mussay et al., 2019; Baykal et al., 2018; Ramanujan et al., 2019). Among such work, greedy forward selection (GFS) (Ye et al., 2020; Ye et al., 2020)—inspired by the Frank-Wolfe algorithm (Frank et al., 1956)—differentiated itself as a methodology that performs well in practice and provides theoretical guarantees. However, GFS is inefficient in comparison to popular pruning heuristics.
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This Work. We leverage greedy selection (Needell and Tropp, 2009; Khanna and Kyrillidis, 2018) to develop a structured pruning algorithm that is provable, practical, and efficient. This algorithm, called iterative, Sparse Structured Pruning (i-SpaSP), iteratively estimates the most important parameter groups within each network layer, then thresholds this set of parameter groups based on a pre-defined pruning ratio—a similar procedure to the CoSAMP algorithm for sparse signal recovery (Needell and Tropp, 2009). Theoretically, we show for two and multi-layer networks that i) the output residual between pruned and dense networks decays polynomially with respect to the size of the pruned network and ii) the order of this polynomial increases as the dense network’s hidden representations become more sparse. In experiments, we show that i-SpaSP is capable of discovering high-performing sub-networks across numerous different models (i.e., two-layer networks, ResNet34, MobileNetV2, and BERT) and datasets (i.e., MNIST, ImageNet, and XNLI). i-SpaSP is simple to implement and significantly improves upon the runtime of GFS variants.

2. Preliminaries

Notation. Vectors and scalars are denoted with lower-case letters. Matrices and certain constants are denoted with upper-case letters. Sets are denoted with upper-case, calligraphic letters (e.g., \( G \)). We denote \([n] = \{0, 1, \ldots, n\}\). For \( x \in \mathbb{R}^N \), \(|x|^p\) is the \( \ell_p \) vector norm. \( x_s \) is the \( s \) largest-valued components of \( x \), where \(|x| \geq s \). \( \text{supp}(x) \) returns the support of \( x \). For index set \( G \), \( x|_G \) is the vector with non-zeros at the indices in \( G \). For \( X \in \mathbb{R}^{m \times n} \), \( \|X\|_F \) and \( X^\top \) represent the Frobenius norm and transpose of \( X \). The \( i \)-th row and \( j \)-th column of \( X \) are given by \( X_{i,:} \) and \( X_{:,j} \), respectively. \( \text{rsupp}(X) \) returns the row support of \( X \) (i.e., indices of non-zero rows). For index set \( G \), \( X_G \) and \( X_{:,G} \) represent row and column sub-matrices, respectively, that contain rows or columns with indices in \( G \). \( \mu(X) : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^m \) sums over columns of a matrix (i.e., \( \mu(X) = \sum_i X_{:,i} \)), while \( \nu\mathcal{C}(X) : \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^m \) stacks columns of a matrix. \( X \in \mathbb{R}^{m \times n} \) is \( p \)-row-compressible with magnitude \( R \in \mathbb{R}^{\geq 0} \) if \( |\mu(X)|_{(i)} \leq \frac{R}{i^p} \), \( \forall i \in [m] \), where \( |\cdot|_{(i)} \) denotes the \( i \)-th sorted vector component (in magnitude). Lower \( p \) values indicate a nearly row-sparse matrix and vice versa.

Network Architecture. Our analysis primarily considers two-layer, feed forward networks:

\[
f(X, W) = W^{(1)} \cdot \sigma(W^{(0)} \cdot X)
\]

The network’s input, hidden, and output dimensions are given by \( d_{\text{in}}, d_{\text{hid}}, \) and \( d_{\text{out}} \). \( X \in \mathbb{R}^{d_{\text{in}} \times B} \) stores the full input dataset with \( B \) examples. \( W^{(0)} \in \mathbb{R}^{d_{\text{hid}} \times d_{\text{in}}} \) and \( W^{(1)} \in \mathbb{R}^{d_{\text{out}} \times d_{\text{hid}}} \) denote the network’s weight matrices. \( \sigma(\cdot) \) denotes the ReLU activation function and \( H = \sigma(W^{(0)} \cdot X) \) stores the network hidden representations across the dataset. We also extend our analysis to multi-layer networks with similar structure; see Appendix ?? for more details.

3. Related Work

Pruning. Neural network pruning strategies can be roughly separated into structured (Han et al., 2016; Li et al., 2016; Liu et al., 2017; Ye et al., 2020; Ye et al., 2020) and unstructured (Evci et al., 2016; Li et al., 2016; Liu et al., 2017; Ye et al., 2020) implementation and significantly improves upon the runtime of GFS variants.

1. “Parameter groups” refers to the minimum structure used for pruning (e.g., neurons or filters).
2. To the best of the authors’ knowledge, we are the first to provide theoretical analysis showing that the quality of pruning depends upon the sparsity of representations within the dense network.
3. Though (1) has no bias, a bias term could be implicitly added as an extra element within the input and weight matrices.
Structured pruning, as considered in this work, prunes parameter groups instead of individual weights, allowing speedups to be achieved without sparse computation (Li et al., 2016). Empirical heuristics for structured pruning include removing parameter groups with low $\ell_1$ norm (Li et al., 2016; Liu et al., 2017), measuring the gradient-based sensitivity of parameter groups (Baykal et al., 2019; Wang et al., 2020; Zhuang et al., 2018), preserving network output (He et al., 2017; Luo et al., 2017; Yu et al., 2017), and more (Suau et al., 2020; Chin et al., 2019; Huang and Wang, 2018; Molchanov et al., 2016). Pruning typically follows a three-step process of pre-training, pruning, and fine-tuning (Li et al., 2016; Liu et al., 2018), where pre-training is typically the most expensive component (Chen et al., 2020; You et al., 2019).

**Provable Pruning.** Empirical pruning research inspired the development of theoretical foundations for network pruning, including sensitivity-based analysis (Baykal et al., 2019; Liebenwein et al., 2019), coreset methodologies (Mussay et al., 2019; Baykal et al., 2018), random network pruning analysis (Malach et al., 2020; Orseau et al., 2020; Pensia et al., 2020; Ramanujan et al., 2019), and generalization analysis (Zhang et al., 2021). GFS—analyzed for two-layer (Ye et al., 2020; Wolfe et al., 2021) and multi-layer (Ye et al., 2020) networks—was one of the first pruning methodologies to provide both strong empirical performance and theoretical guarantees.

**Greedy Selection.** Greedy selection efficiently discovers approximate solutions to combinatorial optimization problems (Frank et al., 1956). Many algorithms and frameworks for greedy selection exist; e.g., Frank-Wolfe (Frank et al., 1956), sub-modular optimization (Nemhauser et al., 1978), CoSAMP (Needell and Tropp, 2009), and iterative hard thresholding (Khanna and Kyrillidis, 2018). Frank-Wolfe has been used within GFS and to train deep neural networks (Bach, 2014; Pokutta et al., 2020), thus forming a connection between greedy selection and deep learning. Furthering this connection, we leverage CoSAMP (Needell and Tropp, 2009) to formulate our proposed methodology.

4. Methodology

i-SpaSP is formulated for two-layer networks in Algorithm 1, where the pruned model size $s$ and total iterations $T$ are fixed. $\mathcal{S}$ stores active neurons in the pruned model, which is refined over iterations.

**Why does this work?** Each iteration of i-SpaSP follows a three-step procedure in Algorithm 1:

**Step I:** Compute neuron “importance” $Y$ given the current residual matrix $V$.

**Step II:** Identify $s$ neurons within the combined set of important and active neurons (i.e., $\Omega \cup \mathcal{S}$) with the largest-valued hidden representations.

**Step III:** Update $V$ with respect to the new pruned model estimate.

We now provide intuition regarding the purpose of each individual step within i-SpaSP.

**Estimating Importance.** $Y_{ij}$ is the importance of hidden neuron $i$ with respect to dataset example $j$. We can characterize the discrepancy between pruned and dense network output $U'$ and $U$ as:

$$\mathcal{L}(U, U') = \frac{1}{2} \| W^{(1)} \cdot H - U' \|^2_F. \quad (2)$$

Considering $U'$ fixed, $\nabla_H \mathcal{L}(U, U') = (W^{(1)})^\top \cdot V$. As such, if $Y_{ij}$ is a large, positive (negative) value, decreasing (increasing) $H_{ij}$ will decrease the value of $\mathcal{L}$ locally. Then, because $H$ is non-negative and cannot be modified via pruning, one can realize that the best methodology of minimizing (2) is including neurons with large, positive importance values within $\mathcal{S}$, as in Algorithm 1.
Algorithm 1 i-SpaSP for Two-Layer Networks

Parameters: \( T, s; S := \emptyset; t := 0 \)

\# compute hidden representation
\( H = \sigma(W(0) \cdot X) \)
\( h = \mu(H) \)

\# compute dense network output
\( U = W(1) \cdot H \)
\( V = U \)

while \( t < T \) do
  \( t = t + 1 \)
  # Step I: Estimating Importance
  \( Y = (W(1))^{\top} \cdot V \)
  \( y = \mu(Y) \)
  \( \Omega = \text{supp}(y_{2s}) \)

  # Step II: Merging and Pruning
  \( \Omega^* = \Omega \cup S \)
  \( b = h|_{\Omega^*} \)
  \( S = \text{supp}(b_s) \)

  # Step III: Computing New Residual
  \( V = U - W_{(1)}^{(1)} \cdot H_{S^c} \)
end

# return pruned model with neurons in \( S \)
return \{\( W_{(0)}^{(0)}, W_{(1)}^{(1)} \}\)

Algorithm 2 for a PyTorch-style example. Automatic differentiation simplifies importance estimation and allows it to be run on a GPU, making the implementation efficient and parallelizable. Because the remainder of the pruning process only leverages basic sorting and set operations, the overall implementation of i-SpaSP is both simple and efficient.

Other Architectures. Algorithm 2 can be easily generalized to more complex network modules (i.e., beyond feed-forward layers) using automatic differentiation. Notably, convolutional filters or attention heads can be pruned using the importance estimation from Algorithm 2 if \( \sum(\cdot) \) is performed over both batch and spatial dimensions. Furthermore, i-SpaSP can be used to prune multi-layer networks by greedily pruning each layer of the network from beginning to end.

Large-Scale Datasets. Algorithm 1 assumes the entire dataset is stored within \( X \). For large-scale experiments, such an approach is not tractable. As such, we redefine \( X \) within experiments to contain a subset or mini-batch of data from the full dataset, allowing the pruning process to be performing in an approximate—but computationally tractable—manner. To improve the quality of this approximation, a new mini-batch is sampled during each i-SpaSP iteration, but the size of such mini-batches becomes a hyperparameter of the pruning process.\(^4\)

\(^4\) Both GFS (Ye et al., 2020) and multi-layer GFS (Ye et al., 2020) adopt a similar mini-batch approach during pruning.
Algorithm 2: i-SpaSP importance computation via automatic differentiation.

```python
H.requires_grad = True
with torch.no_grad():
    prune_out := prune_layer(Hs,)
    dense_out := dense_layer(H)
    obj := \sum \left( \frac{1}{2} (\text{dense} \_\text{out} - \text{prune} \_\text{out})^2 \right)
    obj.backward()
    importance := \sum (H \_\text{grad}, \text{dim} = 0)
return importance
```

Figure 1: Runtime of pruning ResNet34 blocks with i-SpaSP and GFS variants to 20% (i.e., plain) or 40% (i.e., dotted) of filters.

4.2. Computational Complexity and Runtime Comparisons

Denote the complexity of matrix-matrix multiplication as $\xi$. The complexity of pruning a network layer with $T$ iterations of i-SpaSP is $O(T\xi + Td_{hid}\log(d_{hid}))$. GFS has a complexity of $O(s\xi d_{hid})$, as it adds a single neuron to the (initially empty) network layer at each iteration by exhaustively searching for the neuron that minimizes training loss. Though later GFS variants achieve complexity of $O(s\xi)$ (Ye et al., 2020), i-SpaSP is more efficient in practice because the forward pass (i.e. $O(\xi)$) dominates the pruning procedure and $T \ll s$ (e.g., $T = 20$ in Section 6).

As a practical runtime comparison, we adopt a ResNet34 model (He et al., 2015) and measure wall-clock pruning time$^5$ with i-SpaSP and GFS. We use the public implementation of GFS (Ye, 2021) and test both stochastic and vanilla variants$^6$. i-SpaSP uses settings from Section 6, and selected ResNet blocks are pruned to ratios of 20% or 40% of original filters; see Figure 1. i-SpaSP significantly improves upon the runtime of GFS variants; e.g., i-SpaSP prunes Block 15 in roughly 10 seconds, while GFS takes over 1000 seconds in the best case. Furthermore, unlike GFS, the runtime of i-SpaSP is not sensitive to the size of the pruned network (i.e., wall-clock time is similar for ratios of 20% and 40%), though i-SpaSP does prune later network layers faster than earlier layers.

5. Theoretical Results

Proofs are deferred to Appendix ???. The dense network is pruned from $d_{hid}$ to $s$ neurons via i-SpaSP. We assume that $W^{(1)}$ satisfies the restricted isometry property (RIP) (Candes and Tao, 2006):

Assumption 1 (Restricted Isometry Property (RIP) (Candes and Tao, 2006)) Denote the $r$-th restricted isometry constant as $\delta_r$, and assume $\delta_r \leq 0.1$ for $r = 4s$. Then, $W^{(1)}$ satisfies the RIP with constant $\delta_r$ if $(1 - \delta_r)\|x\|_2^2 \leq \|W^{(1)} \cdot x\|_2^2 \leq (1 + \delta_r)\|x\|_2^2$ for all $\|x\|_0 \leq r$.

5. We prune the 2nd (64 channels) and 15th (512 channels) convolutional blocks. We choose blocks in different network regions to view the impact of channel and spatial dimension on pruning efficiency.

6. Vanilla GFS exhaustively searches neurons within each iteration, while the stochastic variant randomly selects 50 neurons to search per iteration.

7. This is a numerical assumption adopted from (Needell and Tropp, 2009), which holds for Gaussian matrices of size $\mathbb{R}^{m \times n}$ when $m \geq O \left( r \log \left( \frac{n}{r} \right) \right)$.
No assumption is made upon $W^{(0)}$. We hypothesize that Assumption 1 is mild due to properties like semi or quarter-circle laws that bound the eigenvalues symmetric, random matrices within some range (Edelman and Wang, 2013), but we leave the formal verification of this assumption as future work. We define $H = \sigma(W^{(0)} \cdot X) \in \mathbb{R}^{d_{hid} \times B}$, which can be theoretically reformulated as $H = Z + E$ for $s$-row-sparse $Z$ and arbitrary $E$. From here, we can show the following about the residual between pruned and dense network hidden representations after $t$ iterations of Algorithm 1.

**Lemma 1** If Assumption 1 holds, the pruned approximation to $H$ after $t$ iterations of Algorithm 1, $H_{S_t; \cdot}$, is $s$-row-sparse and satisfies the following inequality:

$$\|\mu(H - H_{S_t; \cdot})\|_2 \leq (0.444)^t \|\mu(H)\|_2 + \left(14 + \frac{7}{\sqrt{s}}\right) \|\mu(E)\|_1$$

Going further, Lemma 1 can be used to bound the residual between pruned and dense network output.

**Theorem 2** Let $U = W^{(1)} \cdot H$ and $U' = W^{(1)}_{;S_t} \cdot H_{S_t; \cdot}$ denote pruned and dense network output, respectively. $V_t = U - U'$ stores the residual between pruned and dense network output over the entire dataset. If Assumption 1 holds, we have the following at iteration $t$ of Algorithm 1:

$$\|V_t\|_F \leq \|W^{(1)}\|_F \cdot \left((0.444)^t \|\mu(H)\|_2 + \left(14 + \frac{7}{\sqrt{s}}\right) \|\mu(E)\|_1\right)$$

Because $\|\mu(H)\|_2$ decays linearly in Theorem 2, $\|\mu(E)\|_1$ dominates the above expression for large $t$. By assuming $H$ is row-compressible, we can derive a bound on $\|\mu(E)\|_1$.

**Lemma 3** Assume $H$ is $p$-row-compressible with magnitude $R$, where $H = Z + E$ for $s$-row-sparse $Z$ and arbitrary $E$. Then, $\|\mu(E)\|_1 \leq R \cdot \frac{s^{1-\frac{1}{p}}}{1-p}$.

Lemma 3 can then be combined with Theorem 2 to bound the error due to pruning via i-SpaSP.

**Theorem 4** Assume Algorithm 1 is run for a sufficiently large number of iterations $t$. If Assumption 1 holds and $H$ is $p$-row-compressible with factor $R$, the output residual between the dense network and the pruned network discovered via i-SpaSP can be bounded as follows:

$$\|V_t\|_F \leq O\left(\frac{s^{\frac{p}{2}} \cdot \frac{1}{p} \cdot 2 \sqrt{s} + 1}{1 - p}\right).$$

**Proof** This follows directly from substituting Lemma 3 into Theorem 2, assuming $t$ is large enough such that $(0.444)^t \|W^{(1)}\|_F \|\mu(H)\|_2 \approx 0$, and factoring out constants in the resulting expression. 

Theorem 4 indicates that the quality of the pruned network is dependent upon $s$ and $p$. Intuitively, one would expect that lower values of $p$ (implying sparser $H$) would make pruning easier, as neurons corresponding to zero rows in $H$ could be eliminated without consequence. This trend is observed exactly within Theorem 4; e.g., for $p = \{\frac{1}{2}, \frac{1}{3}, \frac{1}{4}\}$ we have $\|V_t\|_F \leq \{O(s^{-\frac{1}{2}}), O(s^{-1}), O(s^{-3})\}$, respectively. To the best of the authors’ knowledge, our work is the first to theoretically characterize pruning error with respect to sparsity properties of network hidden representations. This bound can also be extended to similarly-structured (see Appendix ??), multi-layer networks:
Theorem 5 Consider an $L$-hidden-layer network with weight matrices $\{W^{(0)}, \ldots, W^{(L)}\}$ and hidden representations $\{H^{(1)}, \ldots, H^{(L)}\}$. The hidden representations of each layer are assumed to have dimension $d$ for simplicity. We define $H^{(\ell)} = \sigma(W^{(\ell)} \cdot H^{(\ell-1)})$, where $H^{(1)} = \sigma(W^{(0)} \cdot X)$ and $H^{(L)} = W^{(L)} \cdot H^{(L-1)}$. We assume all weight matrices other than $W^{(0)}$ obey Assumption 1 and all hidden representations other than $H^{(L)}$ are $p$-row-compressible. i-SpaSP is applied greedily to prune each network layer, in layer order, from $d$ to $s$ hidden neurons. Given sufficient iterations $t$, the residual between pruned and dense multi-layer network output behaves as:

\[
\|V_t^{(L)}\|_F \leq O\left(\sum_{i=1}^{L} \left(14 + \frac{7}{\sqrt{8}}\right)^{L-i+1} \left(\|W^{(L)}\|_F \prod_{j=1}^{L-i} \left\|\vec{c}(W^{(j)})\right\|_1\right)\left(\frac{d^{L-i} s^{1 - \frac{1}{p}}}{\frac{1}{p} - 1}\right)\right)
\] (3)

Pruning error in (3) is summed over each network layer. Considering layer $i$, the green factor is inherited from Theorem 2 with an added exponent due to a recursion over network layers after $i$. Similarly, the blue factor accounts for propagation of error through weight matrices after layer $i$, revealing that green and blue factors account for propagation of error through network layers. The red portion of (3), which captures the convergence properties of multi-layer pruning, comes from Lemma 3, where an extra factor $d^{L-i}$ arises as an artifact of the proof.\(^8\) Because $d$ is fixed multiple of $s$ determined by the pruning ratio, this factor disappears when $p$ is small, leading the expression to converge. For example, if $p = \frac{1}{4}$, the red expression in (3) behaves asymptotically as $\{O(s^{-2.5}), O(s^{-2}), O(s^{-1.5}), \ldots\}$ for layers at the end of the network moving backwards.

6. Experiments

Within this section, we provide empirical analysis of i-SpaSP. We first present synthetic results using two-layer neural networks to numerically verify Theorem 4. Then, we perform experiments with two-layer networks on MNIST (Deng, 2012), convolutional neural networks (CNNs) on ImageNet (ILSVRC2012), and multi-lingual BERT (mBERT) (Devlin et al., 2018) on the cross-lingual NLI corpus (XNLI) (Conneau et al., 2018). For all experiments, we adopt best practices from previous work (Li et al., 2016) to determine pruning ratios within the dense network, often performing less pruning on sensitive layers; see Appendix ?? for details. As baselines, we adopt both greedy selection methodologies (Ye et al., 2020; Ye et al., 2020) and several common, heuristic methods. We find that, in addition to improving upon the pruning efficiency

\(^8\) This artifact arises because $\ell_1$ norms must be replaced with $\ell_2$ norms in certain areas to form a recursion over network layers. This artifact can likely be removed by leveraging sparse matrix analysis for expander graphs (Bah and Tanner, 2018), but we leave this as future work to simplify the analysis.
of GFS (i.e., see Section 4.2 for runtime comparisons on ResNet pruning experiments), i-SpaSP performs comparably to baselines in all cases, demonstrating that it is both performant and efficient.

6.1. Synthetic Experiments

To numerically verify Theorem 4, we construct synthetic $H$ matrices with different row-compressibility ratios $p$, denoted as $\mathcal{H} = \{H^{(i)}\}_{i=1}^{K}$. For each $p \in \{0.3, 0.5, 0.7, 0.9\}$, we randomly generate three unique entries within $\mathcal{H}$ (i.e., $K = 12$) and present average performance across them all. We prune a randomly-initialized $W^{(1)}$ from size $d_{\text{hid}} \times d_{\text{out}}$ to sizes $s \times d_{\text{out}}$ for $s \in [d_{\text{hid}}]$. (i.e., each setting of $s$ is a separate experiment) using $T = 20$. We test $d_{\text{hid}} \in \{100, 200\}$, and the same $W^{(1)}$ matrix is used for experiments with equal hidden dimension; see Appendix ?? for more details.

Results are displayed in Figure 2, where $\|V\|_{F}^{2}$ is shown to decay polynomially with respect to the number of neurons within the pruned network $s$. Furthermore, as predicted by Theorem 4, the decay rate of $\|V\|_{F}^{2}$ increases as $p$ decreases, revealing that higher levels of sparsity within the dense network’s hidden representations improve pruning performance and speed with respect to $s$. This trend holds for all hidden dimensions that were considered.

6.2. Two-Layer Networks

We perform pruning experiments with two-layer networks on MNIST (Deng, 2012). All MNIST images are flattened and no data augmentation is used. The dense network has $10 \times 10^{3}$ hidden neurons and is pre-trained before pruning. We prune the dense network using i-SpaSP, GFS, and Top-K, which we use as a naive greedy selection baseline. After pruning, the network is fine-tuned using stochastic gradient descent (SGD) with momentum. Performance is reported as an average across three separate trails; see Appendix ?? for more details.

As shown in Figure 3-right, i-SpaSP outperforms other pruning methodologies after fine-tuning in all experimental settings. Networks obtained with GFS perform well without fine-tuning (i.e., Figure 3-left) because neurons are selected to minimize loss during the pruning process. Because i-SpaSP selects neurons based upon the importance criteria described in Section 4, the pruning process does not directly minimize training loss, thus leading to poorer performance prior to fine-tuning (i.e., Top-K exhibits similar behavior). Nonetheless, i-SpaSP, in addition to improving upon the pruning efficiency of GFS, discovers a set

---

9. We find that the active set of neurons selected by i-SpaSP becomes stable (i.e., few neurons are modified) after 20 iterations or less in all synthetic experiments.

10. Top-k selects $k$ neurons with the largest-magnitude hidden representations in a mini-batch of data. It is a naive baseline for greedy selection that is not used in previous work to the best of our knowledge.
of neurons that more closely recovers dense network output, as revealed by its superior performance after fine-tuning.

6.3. Deep Convolutional Networks

We perform structured filter pruning of ResNet34 (He et al., 2015) and MobileNetV2 (Sandler et al., 2018) with i-SpaSP on ImageNet (ILSVRC 2012). Beginning with public, pre-trained models (Paszke et al., 2017), we use i-SpaSP to prune chosen convolutional blocks within each network, then fine-tune the pruned model using SGD with momentum. After pruning each block, we perform a small amount of fine-tuning; see Appendix ?? for more details. Numerous heuristic and greedy selection-based algorithms are adopted as baselines; see Table 1.

Table 1: Test accuracy of ResNet34 and MobileNetV2 models pruned to different FLOP levels with various pruning algorithms on ImageNet.
pruning methodologies that are both theoretically and practically relevant are few. In comparison to GFS variants, i-SpaSP significantly improves pruning efficiency; see Section 4.2. Thus, i-SpaSP can be seen as a viable alternative to GFS—both theoretically and practically—that may be preferable when runtime is a major concern.

6.4. Transformer Networks

We perform structured pruning of attention heads using the mBERT model (Devlin et al., 2018) on the XNLI dataset (Conneau et al., 2018), which contains textual entailment annotations across 15 different languages. We begin with a pre-trained mBERT model and fine-tune it on XNLI prior to pruning. Then, structured pruning is performed on the attention heads of each layer using i-SpaSP, uniform pruning (i.e., randomly removing a fixed ratio of attention heads), and a sensitivity-based masking approach (Michel et al., 2019) (i.e., a state-of-the-art heuristic approach for structured attention head pruning for transformers). After pruning models to a fixed ratio of 25% or 40% of original attention heads, we fine-tune the pruned networks and record their performance on the XNLI test set; see Appendix ?? for further details.

As shown in Table 2, models pruned with i-SpaSP outperform those pruned to the same ratio with either uniform or heuristic pruning methods in all cases. The ability of i-SpaSP to effectively prune transformers demonstrates that the methodology can be applied to the structured pruning of numerous different architectures without significant implementation changes (i.e., using the automatic differentiation approach described in Section 4.1). Furthermore, i-SpaSP even outperforms a state-of-the-art heuristic approach for the structured pruning of transformer attention heads, thus again highlighting the strong empirical performance of i-SpaSP in comparison to heuristic pruning methods that lack theoretical guarantees.

| Method           | Pruning Ratio | Top-1 Acc. |
|------------------|---------------|------------|
| Full Model       | -             | 71.02      |
| Uniform          | 25%           | 62.73      |
|                  | 40%           | 66.43      |
| Michel et al. (2019) | 25%     | 62.97      |
|                  | 40%           | 67.31      |
| i-SpaSP          | 25%           | 63.70      |
|                  | 40%           | 68.11      |

Table 2: Test accuracy of mBERT models pruned and fine-tuned on the XNLI dataset.

7. Conclusion

We propose i-SpaSP, a pruning methodology for neural networks inspired by sparse signal recovery. Our methodology comes with theoretical guarantees that indicate, for both two and multi-layer networks, the quality of a pruned network decays polynomially with respect to its size. We connect this theoretical analysis to properties of the dense network, showing that pruning performance improves as the dense network’s hidden representations become more sparse. Practically, i-SpaSP performs comparably to numerous baseline pruning methodologies in large-scale experiments and drastically improves upon the computationally efficiency of the most common provable pruning methodologies. As such, i-SpaSP is a practical, provable, and efficient algorithm that we hope will enable a better understanding of neural network pruning both in theory and practice. In future work, we wish to extend i-SpaSP to cover cases in which network pruning and training are combined into a single process, such as utilizing regularization-based approaches to induce sparsity during pre-training or updating network weights to improve sub-network performance as pruning occurs.
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