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Abstract

This paper provides a nonparametric test for the identity of two multivariate continuous distribution functions (d.f.’s) when they differ in locations. The test uses Wilcoxon rank-sum statistics on distances between observations for each of the components and is unaffected by outliers. It is numerically compared with two existing procedures in terms of power. The simulation study shows that its power is strictly increasing in the sample sizes and/or in the number of components. The applicability of this test is demonstrated by use of two astronomical data sets on early-type galaxies.
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1 Introduction

Astronomical data, coming from different sources and collected by different telescopes, are often needed to be combined in a complete data set for study. In this situation, it is always very important to test compatibility of two data sets, collected in different surveys or measured with different resolutions, before pooling them together and they can only be combined when they are compatible (see, for example, De et al., 2014; Modak et al., 2017). That means, they should have approximately the same amount of observational error on an average. One possible way to deal with this situation is to carry out the following hypothesis testing problem under multivariate set up.

Let \((X_1, ..., X_{n_1})\) and \((Y_1, ..., Y_{n_2})\) be two independent samples from \(p\)-variate \((p \geq 2)\) populations with continuous distribution functions (d.f.’s) \(F\) and \(G\) respectively, where \(G(x) = F(x - \Delta)\) for all \(x \in \mathbb{R}^p\). We consider the problem of testing the null hypothesis \(H_0 : \Delta = 0\) against the alternative \(H_1 : \Delta \neq 0\). Our test can be employed to solve the above stated problem and indicates compatibility only when the null hypothesis is accepted.

1
In this context, the Hotelling $T^2$ test ($HT$) is optimal and unbiased when $F$ is a $p$—variate normal d.f. However, for non-normal population, its finite sample unbiasedness is not certain (Seber, 2004). It performs poorly for high-dimensional data (Bai and Saranadasa, 1996) and the observations which are affected by outliers. Moreover, it is incomputable when $p > n_1 + n_2 - 2$. In astronomy, data collection on celestial bodies is often obscured by bad weather conditions, obstruction by another celestial objects, instrumental restrictions, etc., and it cannot be repeated. So, we often get data which are contaminated with noise, affected by outliers or sparsely distributed (see, for example, Feigelson and Babu, 2013). In such situations, the asymptotic distribution of $HT$ based on approximating the population dispersion matrix by the sample dispersion matrix fails to attain the desired size of the test. Because the sample variance-covariance matrix is affected by the outliers and is not anymore a consistent estimator of its population version. This problem is resolved by considering rank tests based on mutual distances of observations in each component (see, for example, Jurečková and Kalina, 2012; Marozzi, 2015, 2016). In the present work, we apply this concept on Wilcoxon rank-sum statistic obtained from mutual distances between a first sample observation and the other observations in each component, and find the maximum of all the componentwise Wilcoxon rank-sum statistics. Thus we obtain $n_1$ such statistics for each of the first sample observations and combine them in an appropriate manner (see, for example, Jurečková and Kalina, 2012) to define the ultimate test statistic. Our simulation study shows significant improvement in terms of the efficacy of the test, which is measured by empirical power.

Missions like Galaxy Evolution Explorer, Kepler Space Telescope, Hubble Space Telescope collect terabytes of astronomical data, which are preserved in virtual archives like Sloan Digital Sky Survey, Multi-mission Archive at STSCI, NASA Extragalactic Data base, Chandra (see, for example, Chattopadhyay and Chattopadhyay, 2014). They provide multivariate data sets of considerably large sizes. So our aim is to develop a test which is distribution-free asymptotically under certain conditions and we concentrate on the situations where $p \ll n_1 + n_2$ (see, for example, De et al., 2014; Modak et al., 2017). Simulation study shows that the power of the proposed test is strictly increasing in the sample sizes and/or in the number of components, and emphasizes the usability of the test in checking compatibility of two multivariate large sample astronomical data sets. Moreover, our test, as it is based on ranks, performs robustly in the presence of outliers. We con-
Consider two competitors, viz., the Wilcoxon rank-sum based test in 
Jurečková and Kalina (2012), abbreviated as the \( JK \) test and its analogous test, using \( L_1 \)-norm instead of \( L_2 \)-norm, abbreviated as the \( JK_a \) test.

The paper is organized as follows. The proposed test and its proper ties are discussed in Section 2. Section 3 contains simulation study. Application to astronomical data sets is given in Section 4. Section 5 concludes.

2 Test

Here \( X_i = (X_{i1}, X_{i2}, \ldots, X_{ip})' \), \( i = 1, 2, \ldots, n_1 \) and \( Y_i = (Y_{i1}, Y_{i2}, \ldots, Y_{ip})' \), \( i = 1, 2, \ldots, n_2 \) are two samples, and \( Z = (X_1, X_2, \ldots, X_{n_1}, Y_1, Y_2, \ldots, Y_{n_2})' \) is the pooled sample of size \( N = n_1 + n_2 \), in which \( Z_j = (Z_{1j}, Z_{2j}, \ldots, Z_{Nj})' \) represents the \( j \)-th column of \( Z \), \( j = 1, 2, \ldots, p \). Let \( R_{ij} \) be the rank of \( Z_{ij} \) in \( Z_{1j}, Z_{2j}, \ldots, Z_{Nj} \), \( j = 1, 2, \ldots, p \). Then, the componentwise Wilcoxon rank-sum statistics are

\[
W_j = \sum_{i=n_1+1}^{N} R_{ij}, \; j = 1, 2, \ldots, p.
\]

The corresponding rank matrix is \( R = (R_{ij}) \), in which each of the \( p \) columns represents a permutation of \( \{1, 2, \ldots, N\} \). The matrix \( R \) can be transformed to a matrix \( R^* \) by permuting the rows of \( R \) so that the first column of \( R^* \) becomes in the natural order from 1 to \( N \). Let the conditional probability distribution of \( R \) under \( H_0 \), given \( R^* \), be \( P \). Then \( R \) has uniform distribution over \( N! \) permutations of \( \{1, 2, \ldots, N\} \) under \( P \). Next, we consider

\[
W_o^j = \frac{W_j - E(W_j|P)}{\sqrt{V(W_j|P)}},
\]

where \( E(W_j|P) = \frac{n_2}{2}(N + 1) \) and \( V(W_j|P) = \frac{n_1 n_2}{12}(N + 1), j = 1, 2, \ldots, p \). Then, \( W_o = (W_1^o, W_2^o, \ldots, W_p^o)' \) has zero mean vector and covariance matrix \( H \) with elements \( h_{jj'} = 1 \) for \( j = j' \) and

\[
h_{jj'} = \frac{12}{N(N^2 - 1)} \sum_{i=1}^{N} \left( R_{ij} - \frac{N + 1}{2} \right) \left( R_{ij'} - \frac{N + 1}{2} \right) \quad \text{for } j \neq j'.
\]

Let us now assume that for each \( N \), there are \( n_1 = n_1(N) \) and \( n_2 = n_2(N) \) such that \( n_1 + n_2 = N \) and as \( N \to \infty \),

\[
n_2 \to \infty \; \text{but} \; \frac{n_2}{N} \to \lambda, 0 < \lambda < 1.
\]
Then, given \( P \), the distribution of \( W^o \) under \( H_0 \) converges to \( N_p(\mathbf{0}, \Gamma) \), where the elements of \( \Gamma \) are \( \gamma_{jj'} = 1 \) for \( j = j' \) and \( \gamma_{jj'} = \) the grade correlation coefficient between component \( j \) and component \( j' \) for \( j \neq j' \) (see, for example, Chatterjee and Sen, 1964; Puri and Sen, 1971). Thus, defining the statistic

\[
T = \max\{W^o_j, 1 \leq j \leq p\},
\]

the conditional distribution of \( T \) given \( P \) can be computed empirically under \( H_0 \) when \( \Gamma \) is known. In practice, \( \Gamma \) is unknown and is replaced by its consistent estimator \( H_\Gamma \). Note that this criterion based on \( T \) is equivalent to the Tippet criterion (see, Tippett, 1931), where the minimum of the \( p \)–values over several tests is considered, which is also used as \( TIP_{JK} \) in Marrozi (2016).

Here, given \( X_{ij} \ (i = 1, 2, \ldots, n_1; j = 1, 2, \ldots, p) \), we consider the distances

\[
d_j(i, i') = |X_{ij} - Z_{ij'}|, i' (\neq i) = 1, 2, \ldots, N
\]

from which we get \( R_j(i, i') \) as the rank of \( d_j(i, i') \) in the pooled sample. Then we find the componentwise Wilcoxon rank-sum statistics

\[
W_j(i) = \sum_{l=n_1+1}^N R_j(i, l), j = 1, 2, \ldots, p.
\]

Note that \( \{d_j(i, l), l (\neq i) = 1, 2, \ldots, n_1\} \) represents sample corresponding to a distribution function \( F_{ij}(x|X_{ij}) \), whereas \( \{d_j(i, l), l = n_1+1, n_1+2, \ldots, N\} \) represents another sample corresponding to a distribution function \( G_{ij}(x|X_{ij}) \). So, we can frame \( n_1 \) testing problems in which the null and the corresponding alternative hypotheses are, respectively, \( H_{0j} : F_{ij}(x|X_{ij}) \) and \( G_{ij}(x|X_{ij}) \) are identical and \( H_{1j} : G_{ij}(x|X_{ij}) \) is stochastically larger than \( F_{ij}(x|X_{ij}) \), \( i = 1, 2, \ldots, n_1 \). Then, for each \( i \), \( H_0 \) is true if \( H_{0j} \) holds for all \( j \) and \( H_0 \) is false if \( H_{0j} \) does not hold for at least one \( j \ (i = 1, 2, \ldots, n_1) \). To test these, assuming continuity of the distribution functions, we proceed in the following way.

Let for each \( i \) and given reduced rank collection matrix, \( P(i) \) be the conditional probability distribution of the rank collection matrix under \( H_0, i = 1, 2, \ldots, n_1 \). Then \( P(i) \)’s are equiprobable on \((N-1)!\) permutations of \( \{1, 2, \ldots, N-1\} \), and hence we compute

\[
W^o_j(i) = \left( W_j(i) - \frac{E(W_j(i)|P(i))}{\sqrt{V(W_j(i)|P(i))}} \right), j = 1, 2, \ldots, p.
\]
Let \( r(i) \) denote the Spearman’s rank correlation matrix for given \( i \). Then, under (1) and given \((r(i), P(i))\), the conditional distribution of \( T(i) = \max\{W_j^o(i), 1 \leq j \leq p\} \) is asymptotically distribution-free. Let \( \tilde{T} \) be such that for any \( i (= 1, 2, ..., n_1) \),

\[
P\left(\tilde{T} = T(i)\right) = \frac{1}{n_1},
\]

under both \( H_0 \) and \( H_1 \). Here we also have random matrix \( \tilde{r} \) and conditional probability distribution \( \tilde{P} \) over the same probability measure space as that of \( P(i) \) such that

\[
P\left(\tilde{r} = r(i)\right) = \frac{1}{n_1} \quad \text{and} \quad P\left(\tilde{P} = P(i)\right) = \frac{1}{n_1}
\]

(2) for \( i = 1, 2, ..., n_1 \). Hence, (2) implies

\[
P\left(\tilde{T} = T(i)|\tilde{P} = P(i), \tilde{r} = r(i)\right) = \frac{1}{n_1}, i = 1, 2, ..., n_1.
\]

Then \( \tilde{T} \) can be taken as our test statistic, and our level \( \alpha \) \((0 < \alpha < 1)\) critical region would be \( C = \{\tilde{T} > \tilde{t}_\alpha\} \), where

\[
P\left(\tilde{T} > \tilde{t}_\alpha|\tilde{P}, \tilde{r}\right) = \frac{1}{n_1} \sum_{i=1}^{n_1} P\left(T(i) > \tilde{t}_\alpha|P(i), r(i)\right) = \alpha.
\]

### 3 Simulation study

We draw two independent random samples of sizes \( n_1 \) and \( n_2 \) from \( p \)-variate \((p \geq 2)\) d.f.’s in which marginal distributions are (i) \( N(0, 1) \) (Normal), (ii) \( C(0, 1) \) (Cauchy), and (iii) \( LN(0, 2.5) \) (Log-Normal). Dependence among the components can be described by the following models:

(a) Independence among the components of the parent d.f.

(b) \( t \) copula (Nelsen, 2006) is an elliptical copula corresponding to a multivariate \( t \) distribution wherein the Sklar’s theorem establishes dependence structure among the components. Let \( \Psi \) be the d.f. of the \( p \)-variate \( t \) distribution and \( \Psi_i \) be the d.f. of the \( i \)-th component with inverse function \( \Psi_i^{-1}, i = 1, 2, ..., p \). Then \( t \) copula determined by \( \Psi \) is

\[
C(u_1, ..., u_p) = \Psi\{\Psi_1^{-1}(u_1), ..., \Psi_p^{-1}(u_p)\}, 0 < u_1, u_2, ..., u_p < 1.
\]
We consider \( t \) copula corresponding to the \( p \)-variate \( t \) distribution with 2 degrees of freedom and correlation matrix with all the off diagonal elements 0.15.

(c) Frank copula (Nelsen, 2006) is an Archimedean copula established using the generator
\[
\phi = -\ln \frac{e^{-\beta t} - 1}{e^{-\beta} - 1}
\]
with \( \beta \geq 0 \) in which larger \( \beta \) indicates stronger dependence. The corresponding inverse function \( \phi^{-1} \) is as follows
\[
C(u_1, \ldots, u_p) = \phi^{-1}\left\{ \phi(u_1) + \cdots + \phi(u_p) \right\},
\]
\( 0 < u_1, u_2, \ldots, u_p < 1 \).

In particular, we choose Frank copula parameterized by \( \beta = 0.90 \).

Location shift, denoted by \( \mu \), is added to the second sample and we consider the same shift (\( \mu \)) to each component as all the marginal distributions are the same. Hence we compute size and power of the tests by taking \( \mu = 0 \) and \( \mu \neq 0 \), respectively. We take the nominal level \( \alpha = 0.05 \) and set \( n_1 = n_2 = 50 \) and 100, as we consider the large sample situation, and \( p = 2, 4, 10 \), as we are concerned with the situation \( p \ll N \). For normal parent the exact Snedecor’s \( F \) distribution of \( HT \) is used, while the asymptotic \( \chi^2 \) distribution is applied to non-normal parents. Asymptotic normality for \( JK \) and \( JK_a \) is adopted and asymptotic distribution for \( \tilde{T} \) is computed empirically. The outcomes are computed using 10000 replications.

In simulation study, we estimate the error as follows (see, Marrozi, 2016). Let \( RH_i \) be the random variable denoting the rejection of \( H_0 \) in the \( i \)-th replication of the simulation and the probability of rejecting \( H_0 \) is \( PRH \), then \( RH_i \overset{iid}{=} Ber(1, PRH), i = 1, 2, \ldots, REP \), where \( REP \) is the number of replications. The power function is estimated from
\[
\sum_{i=1}^{REP} RH_i \sim bin(REP, PRH).
\]
So, the error in simulation can be estimated as the standard deviation of the estimated power function given by
\[
ER = \sqrt{\frac{PRH(1-PRH)}{REP}}.
\]
Now, for fixed \( REP \), \( ER \) is increasing in \( PRH \) for \( 0 < PRH < 0.5 \) and decreasing in \( PRH \) for \( 0.5 < PRH \leq 1 \). The maximum of \( ER \) is attained at
PRH = 0.5, in which ER is \( \frac{0.5}{\sqrt{\text{REP}}} \). However, under \( H_0 \), i.e. when \( PRH = \alpha \) is assumed, \( ER = \sqrt{\frac{\alpha(1-\alpha)}{\text{REP}}} \). In our case, \( \text{REP} = 10000 \) and \( \alpha = 0.05 \) so that \( ER \leq 0.005 \), and under \( H_0 \), \( ER = 0.00218 \).

We provide the empirical power study for the tests (see, Tables 1–3). All the tests satisfy the desired size condition except \( HT \), which fails to attain the nominal level for non-normal distributions because of the effect of outliers in the distributions, and hence its power should not be taken under consideration. In all the situations, power of \( \tilde{T} \) always increases in the sample sizes and/or in the number of components. The same happens for all the tests in distribution (i) (see, Table 1). As expected, being the optimal test, \( HT \) outperforms the others for normal d.f. \( \tilde{T} \) is the second best test, except being slightly outperformed by \( JK \) for \( \mu = 0.2 \) with \( n_1 = n_2 = 50 \) and \( p = 2, 4 \) under model (b), and by \( JK \), \( JK_a \) for \( \mu = 0.2 \) with \( n_1 = n_2 = 50 \) and \( p = 10 \) under model (c). These exceptions can be ignored as computational error, however, when \( n_1 = n_2 = 100 \), \( \tilde{T} \) prominently shows its superiority over \( JK \) and \( JK_a \).

For normal distribution, \( \tilde{T} \) has considerable high power for large sample sizes with increasing \( p \). Showing similar performances in terms of power, \( JK \) generally performs little better than \( JK_a \) (except \( \mu = 1, n_1 = n_2 = 100, p = 10 \), model (c)). Powers of both \( JK \) and \( JK_a \) are increasing in \( p \).

For distribution (ii), Table 2 shows that \( \tilde{T} \) significantly dominates \( JK \) and \( JK_a \). Power of \( JK \) decreases in \( p \) under model (a) and model (c). For model (b), the power of \( JK \) decreases when \( \mu = 0.5, 1 \), but increases when \( \mu = 2 \). This indicates dependence of the power function on relative change in both \( \mu \) and \( p \). Power of \( JK_a \) decreases in \( p \) under model (a) except when \( \mu = 2 \) with \( n_1 = n_2 = 100 \), which implies dependence of the power function on the values of \( \mu, n_1, n_2 \) and \( p \). For model (b) with \( n_1 = n_2 = 50 \), power of \( JK_a \) decreases in \( p \) when \( \mu = 0.5, 1 \) and increases when \( \mu = 2 \). Under the same model with \( n_1 = n_2 = 100 \), power of \( JK \) increases in \( p \) when \( \mu = 1, 2 \) except when \( \mu = 0.5 \). Under model (c), power of \( JK_a \) decreases in \( p \) everywhere except when \( \mu = 2, n_1 = n_2 = 100 \).

Also, for distribution (iii), \( \tilde{T} \) has the best performance in terms of power for all the situations considered (Table 3). Power of \( JK_a \) decreases in \( p \) under models (a), (b) and also under model (c) (except for \( \mu = 4 \) with \( n_1 = n_2 = 100 \)). For \( JK \), the increase in \( p \) takes its toll on the decrease of power so much that slight change in the location shift cannot show up the change in power function correctly. For that reason, despite \( JK \) being an unbiased
test, the estimated power gets less than the estimated size for \( p > 2 \). As a side effect the estimated power is a little less for \( n_1 = n_2 = 100 \) than that for \( n_1 = n_2 = 50 \) in model (a) with \( p = 10, \mu = 0.5 \) and models (b) and (c) with \( p = 4, 10, \mu = 0.5 \). This problem can affect the application of the test to multivariate data with \( p > 2 \), while our test being maximized over components does not suffer from such problems.

Now, in real life situations, the data sets may have different sizes, so we study the performance of our proposed test with significantly different sample sizes \( n_1 = 50, n_2 = 100 \) and \( p = 2, 4, 10 \) (as considered before). Since we have seen (see, Tables 1–3) that the tests’ relative performance remains the same under all the three models, we consider the effect of unequal sample sizes under model (a) (see, Table 4). In Table 4 we also study the empirical power for unequal location shifts in different components. Under all the situations, Table 4 shows that the relative performances of the tests in terms of power remains the same. Since the power of \( \tilde{T} \) is strictly increasing in the sample sizes, we observe that the power for \( n_1 = 50, n_2 = 100 \) lies between those for \( n_1 = 50, n_2 = 50 \) and for \( n_1 = 100, n_2 = 100 \). Also, it is strictly increasing in \( p \), provided the total of the shifts differs. Otherwise the power increases with the average of the shifts.

## 4 Application

We have \( n_1 \) dependent \( p \)-values,

\[
p_i = P\left( T(i) > t_i | P(i), r(i) \right),
\]

of \( T(i)'s \), where \( t_i \) is the observed value for \( T(i), i = 1, 2, ..., n_1 \). To take decision by the test we need to combine these \( p \)-values. There are various methods in the literature to combine independent \( p \)-values (see, for example, Tippett, 1931; Fisher, 1948; Liptak, 1958) and dependent \( p \)-values (see, for example, Brown, 1975; Kost and McDermott, 2002; Poole et al., 2016). We propose empirically to compute the lower \( \alpha \) point, say \( p_\alpha \) for \( \sum_{i=1}^{n_1} p_i \) and reject \( H_0 \) when \( \sum_{i=1}^{n_1} p_i < p_\alpha \). Here, \( p_\alpha \) is computed using \( B \) bootstrap values on \( \sum_{i=1}^{n_1} p_i \), say \( \sum_{i=1}^{n_1} p_{i,b}, b = 1, 2, ..., B \) where \( p_{i,b} \) is computed, for each \( i \), from \( p \)-variate
two-sample bootstrap samples on interpoint distances, \( b = 1, 2, \ldots, B \). Similarly, we compute the lower \( \alpha \) points for the total of the \( p \)-values corresponding to \( JK \) and \( JK_a \) by performing univariate two-sample bootstrapping on interpoint distances for each \( i \).

An important area of study in astronomy is the formation and evolution of a certain kind of galaxies called early-type galaxies (ETGs) (De et al., 2014; Modak et al., 2017). Here, data are collected from different sources and therefore needed to be checked for compatibility before pooling them together for further study. So, we perform compatibility test between the first data set containing 465 ETGs in the redshift range \( 0.2 < z < 2.7 \), collected from Damjanov et al. 2011, and the second data set consisting 397 ETGs in the redshift range \( 0 < z < 2.5 \), collected from Szomoru et al. 2013, on mass-size parameter space. We draw a bivariate boxplot (Fig. 1) using robust biweight M estimators of correlation, scale and location (Goldberg and Iglewicz, 1992; for practical implementation see, Everitt, 2005) on mass-size observations. Fig. 1 shows that both the data sets are affected by outliers, which encourages us to apply our test to these data sets of quite large sizes. The \( p \)-value based on \( HT \) is 0; and the totals of the \( p \)-values for the other tests, with the lower \( \alpha \) (= 0.05) points for \( B = 500 \), are computed as: \((\text{test}, \sum_{i=1}^{n_1} p_i, p_{\alpha}) = (JK, 233.11, 229.34), (JK_a, 234.71, 231.92)\) and \((\tilde{T}, 158.71, 149.37)\). As it is always computationally convincing to take the data set of smaller size as the first data set, we perform the following tests interchanging the data sets and get \((\text{test}, \sum_{i=1}^{n_1} p_i, p_{\alpha}) = (JK, 74.10, 71.87), (JK_a, 70.40, 67.16)\) and \((\tilde{T}, 6.25, 4.39)\). As \( HT \) is supposed to be misleading in such situation, we can ignore it; and the \( p \)-values of the other tests support compatibility of the two data sets.

5 Conclusion

We propose a nonparametric test using Wilcoxon rank-sum test statistics on distances between observations for each of the components. The test is asymptotically distribution-free under certain conditions. The simulation study shows that the test is unbiased and its power is strictly increasing in the sample sizes and/or in the number of components, provided \( p \ll N \), which encourages its applicability to multivariate large sample astronomical
data sets. In the presence of outliers or sparsely distributed data where \(HT\) fails, the performance of our proposed test, measured in terms of power, is the best among the possible competitors. For distribution (i), \(HT\) is optimal but under all the models power of \(\tilde{T}\) becomes very close to 1 for \(n_1 = n_2 = 100\) with \(p = 10\). It guarantees its good performance for the parent distributions like multivariate normal when the sample sizes are large. It is to be noted that in greater effect of outliers as in distribution (iii) than in distribution (ii), \(\tilde{T}\) performs better than \(JK, JK_a\) with higher efficacy. It indicates the proposed test’s robustness under the presence of unusual observations in the parent distributions. \(JK\) and \(JK_a\) not only get outperformed in the above stated situations but also their powers may become significantly worse for increasing values of \(p\). While our test being maximized over the components gets only better with increasing \(p\), provided \(p << N\). Unlike \(HT\), our test is computable for \(p > N\), but not suitable for use, since the test depends on the central limit theorem, which does not hold for large \(p\). As our objective is to provide a test for large sample data with \(p << N\), we do not concern this problem here, while our future project is to provide tests for large-dimensional data.
Table 1: Simulation study for distribution (i)

| $\mu$  | $HT$ | $JK$ | $JK_a$ | $\tilde{T}$ | $HT$ | $JK$ | $JK_a$ | $\tilde{T}$ |
|--------|------|------|--------|------------|------|------|--------|------------|
|       |      | n1 = n2 = 50 | model (a) | n1 = n2 = 100 | model (b) | n1 = n2 = 50 | model (c) | n1 = n2 = 100 |
| 0.4990 | 0.04861 | 0.04867 | 0.05026 | 0.05020 | 0.04918 | 0.04925 | 0.04927 |
| 0.2880 | 0.10459 | 0.10255 | 0.10579 | 0.04810 | 0.15008 | 0.14610 | 0.16179 |
| 0.58610 | 0.33980 | 0.32535 | 0.40829 | 0.99660 | 0.43237 | 0.41226 | 0.57800 |
| 1.0000 | 0.62325 | 0.60290 | 0.77786 | 1.00000 | 0.66822 | 0.65175 | 0.82652 |
| 0.4720 | 0.04941 | 0.04907 | 0.05068 | 0.05130 | 0.05122 | 0.05120 | 0.05201 |
| 0.29860 | 0.11518 | 0.11049 | 0.12142 | 0.58670 | 0.16841 | 0.15968 | 0.20597 |
| 0.59850 | 0.38583 | 0.36446 | 0.54071 | 1.00000 | 0.47835 | 0.45632 | 0.77191 |
| 1.0000 | 0.71481 | 0.69811 | 0.93690 | 1.00000 | 0.68464 | 0.67082 | 0.94623 |
| 0.4800 | 0.13195 | 0.12450 | 0.14676 | 0.86820 | 0.19775 | 0.18180 | 0.26499 |
| 0.5800 | 0.15000 | 0.13769 | 0.17046 | 0.95270 | 0.22900 | 0.21533 | 0.31916 |
| 1.0000 | 0.86505 | 0.85299 | 0.97978 | 1.00000 | 0.89468 | 0.88598 | 0.99962 |

model (a)

| $p$ = 2 | 0.04825 | 0.04806 | 0.04805 | 0.04806 | 0.04805 | 0.04806 |
|---------|---------|---------|---------|---------|---------|---------|
| $p$ = 4 | 0.05032 | 0.05020 | 0.04975 |
| $p$ = 10 | 0.04945 | 0.04945 | 0.04985 |

model (b)

| $p$ = 2 | 0.05012 | 0.04970 | 0.04858 |
|---------|---------|---------|---------|
| $p$ = 4 | 0.15136 | 0.14926 | 0.16556 |
| $p$ = 10 | 0.54796 | 0.56997 | 0.80190 |

model (c)

| $p$ = 2 | 0.05012 | 0.04970 | 0.04858 |
|---------|---------|---------|---------|
| $p$ = 4 | 0.15136 | 0.14926 | 0.16556 |
| $p$ = 10 | 0.54796 | 0.56997 | 0.80190 |
Table 2: Simulation study for distribution (ii)

| µ   | HT | JK | JK_a | \( \hat{T} \) | HT | JK | JK_a | \( \hat{T} \) |
|-----|----|----|------|---------|----|----|------|---------|
|     | \( p = 2 \) & n_1 = n_2 = 50 & model (a) & n_1 = n_2 = 100 |
| 0   | 0.02020 & 0.04986 & 0.05003 & 0.05162 & 0.02220 & 0.05062 & 0.05111 & 0.04930 |
| 0.5 | 0.04030 & 0.12425 & 0.11972 & 0.20081 & 0.04100 & 0.18545 & 0.27557 & 0.32703 |
| 1   | 0.10080 & 0.03662 & 0.29661 & 0.53505 & 0.10440 & 0.42408 & 0.40246 & 0.75080 |
| 2   | 0.31850 & 0.06073 & 0.59517 & 0.86324 & 0.31430 & 0.66951 & 0.65146 & 0.89987 |
|     | \( p = 4 \) & n_1 = n_2 = 50 & model (b) & n_1 = n_2 = 100 |
| 0   | 0.02150 & 0.04942 & 0.04953 & 0.04926 & 0.01850 & 0.05162 & 0.05145 & 0.04924 |
| 0.5 | 0.04590 & 0.09344 & 0.09182 & 0.24182 & 0.04310 & 0.18545 & 0.17507 & 0.42802 |
| 1   | 0.13900 & 0.21634 & 0.22583 & 0.69362 & 0.13210 & 0.32036 & 0.33015 & 0.8324 |
| 2   | 0.47260 & 0.51314 & 0.57641 & 0.97484 & 0.46810 & 0.67846 & 0.67846 & 0.8837 |
|     | \( p = 10 \) & n_1 = n_2 = 50 & model (c) & n_1 = n_2 = 100 |
| 0   | 0.04620 & 0.04980 & 0.05070 & 0.04888 & 0.02350 & 0.05075 & 0.05095 & 0.04985 |
| 0.5 | 0.09530 & 0.07073 & 0.07591 & 0.31715 & 0.08099 & 0.09270 & 0.5807 & 0.5807 |
| 1   | 0.28720 & 0.13119 & 0.16971 & 0.87569 & 0.23480 & 0.18997 & 0.25268 & 0.32703 |
| 2   | 0.78360 & 0.33411 & 0.55579 & 0.76080 & 0.4218 & 0.71071 & 0.99998 |

Note: The table continues with similar entries for different values of p.
Table 3: Simulation study for distribution \( (iii) \)

| \( \mu \) | \( HT \) | \( JK \) | \( JK_a \) | \( \hat{T} \) | \( HT \) | \( JK \) | \( JK_a \) | \( \hat{T} \) |
|---|---|---|---|---|---|---|---|---|
| \( n_1 = n_2 = 50 \) | \( n_1 = n_2 = 100 \) |
| \( p = 2 \) | \( p = 4 \) | \( p = 10 \) |

model (a)

\[
\begin{array}{cccccccccc}
0 & 0.01670 & 0.04860 & 0.04913 & 0.05007 & 0.01820 & 0.05213 & 0.05197 & 0.05098 \\
0.5 & 0.01930 & 0.05010 & 0.07260 & 0.29478 & 0.01960 & 0.08794 & 0.09312 & 0.44568 \\
1 & 0.02030 & 0.11200 & 0.55875 & 0.19900 & 0.17847 & 0.55296 & 0.18348 \\
2 & 0.03410 & 0.28643 & 0.33552 & 0.76093 & 0.03250 & 0.36887 & 0.40546 & 0.78773 \\
\end{array}
\]

model (b)

\[
\begin{array}{cccccccccc}
0 & 0.02100 & 0.04892 & 0.04848 & 0.04883 & 0.01920 & 0.05046 & 0.05023 & 0.05023 \\
0.5 & 0.02120 & 0.03113 & 0.05331 & 0.40191 & 0.02020 & 0.06254 & 0.63403 & 0.78773 \\
1 & 0.02470 & 0.03848 & 0.08644 & 0.75341 & 0.02450 & 0.17847 & 0.22896 & 0.66438 \\
2 & 0.03740 & 0.08498 & 0.09304 & 0.03670 & 0.12969 & 0.31388 & 0.95345 & 0.99163 \\
\end{array}
\]

model (c)

\[
\begin{array}{cccccccccc}
0 & 0.02030 & 0.05273 & 0.05296 & 0.04756 & 0.02010 & 0.05022 & 0.05022 & 0.04999 \\
0.5 & 0.02040 & 0.03554 & 0.05331 & 0.40191 & 0.02020 & 0.06254 & 0.63403 & 0.78773 \\
1 & 0.02340 & 0.05582 & 0.07193 & 0.20793 & 0.02450 & 0.17847 & 0.22896 & 0.66438 \\
2 & 0.04060 & 0.14748 & 0.30428 & 0.89858 & 0.03430 & 0.21902 & 0.41903 & 0.83032 \\
\end{array}
\]
Table 4: Simulation study with $n_1 = 50$, $n_2 = 100$ under model (a)

| $\mu$ | $HT$ | $JK$ | $JK_n$ | $\tilde{T}$ |
|-------|------|------|--------|------------|
| $(0, 0)'$ | 0.04820 | 0.05083 | 0.05093 | 0.05093 |
| $(0.2, 0)'$ | 0.15440 | 0.08480 | 0.08349 | 0.08843 |
| $(0.2, 0.2)'$ | 0.28250 | 0.13935 | 0.11682 | 0.12711 |
| $(0.5, 0.5)'$ | 0.95740 | 0.37824 | 0.36185 | 0.48012 |
| $(0.2, 1)'$ | 1.00000 | 0.52272 | 0.52739 | 0.58506 |
| $(1, 1)'$ | 1.00000 | 0.64485 | 0.62597 | 0.80268 |
| $p = 4$ | | | | |
| $0\epsilon_4'$ | 0.04450 | 0.04865 | 0.04940 | 0.04942 |
| $(0.2,0\epsilon_3)'$ | 0.12610 | 0.07106 | 0.06958 | 0.07732 |
| $0.2\epsilon_4'$ | 0.40820 | 0.13507 | 0.12796 | 0.14970 |
| $0.5\epsilon_4'$ | 0.99810 | 0.42643 | 0.40400 | 0.64296 |
| $(0.2\epsilon_4, 2\epsilon_2)'$ | 1.00000 | 0.59068 | 0.57347 | 0.79896 |
| $\epsilon_4'$ | 1.00000 | 0.73537 | 0.72084 | 0.95277 |
| $p = 10$ | | | | |
| $0\epsilon_{10}'$ | 0.04810 | 0.04989 | 0.04974 | 0.04779 |
| $(0.2,0\epsilon_{9})'$ | 0.08950 | 0.05847 | 0.05734 | 0.06150 |
| $0.2\epsilon_{10}'$ | 0.66560 | 0.15341 | 0.14377 | 0.18195 |
| $0.5\epsilon_{10}'$ | 1.00000 | 0.52358 | 0.50011 | 0.84373 |
| $(0.2\epsilon_{4}, 2\epsilon_{5})'$ | 1.00000 | 0.72707 | 0.70878 | 0.97304 |
| $\epsilon_{10}'$ | 1.00000 | 0.87911 | 0.86862 | 0.99912 |

Note: $\epsilon_i$ is an $i \times 1$ vector with all entries equal to 1, $i \geq 2$. 

distribution (i)
Figure 1: Bivariate boxplot on the mass ($\log M_*$) versus size ($\log R_*$) parameter space for (a) the first data set and (b) the second data set, where the observations lying outside the outer ellipse indicate the potential outliers.
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