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ABSTRACT. In this paper, a connection between bi-free probability and the theory of non-commutative stochastic processes is examined. Specifically it is demonstrated that the transition operators for non-commutative stochastic processes can be modelled using technology from bi-free probability. Several important examples are recovered with this approach and new formula are obtained for processes with free increments. The benefits of this approach are also discussed.

1. INTRODUCTION

Non-commutative stochastic processes are continua of operators sitting inside non-commutative probability spaces. Such processes can be used to model several phenomena in free probability and quantum information theory (see [4, 5]). More recently, Voiculescu in [20] introduced the notion of bi-free independence to simultaneously model the left and right actions of operators on reduced free product space. Much of the terminology used in [20] was based on the idea that the left action would model the past, the right action would model the future, and the theory of bi-free probability would act as a transition between the past and the future. The goal of this paper is to realize this idea by using bi-free probability to model the transition between different times in non-commutative stochastic processes.

After reviewing the basics and transformations of bi-free probability in Section 2 and some terminology on non-commutative stochastic processes in Section 3, Sections 4 and 5 will examine the relation between bi-free probability and transition operators for self-adjoint and unitary non-commutative stochastic processes respectively. Transition operators play a fundamental role in determining the progression from one point in a non-commutative stochastic process to another and dictate the expectations of the future onto the past. It will be demonstrated that the transition operators of free Gaussian Markov processes are modelled by the bi-free Gaussian distributions (Example 4.1) and free Poisson processes are modelled by bi-free Poisson distributions (Example 4.2). New formula to determine the transition operators for non-commutative stochastic process with freely independent increments will be examined (Theorems 4.3 and 5.1) and applied recovering some common examples. Furthermore, the role of bi-free probability in studying non-commutative stochastic processes where the increments are not freely independent will be examined.
and a “central limit” type theorem will be developed for adding non-commutative stochastic processes (Theorem 4.7).

2. Bi-Free Probability Background

In this section, we briefly recall some of the basic concepts in bi-free probability theory from [2][9][11][15][17][20][21].

Definition 2.1 ([20]). Let \((A, \varphi)\) be a non-commutative probability space (i.e. \(A\) a unital C*-algebra and \(\varphi : A \to \mathbb{C}\) unital positive linear functional). Pairs of unital \(*\)-subalgebras \((A_{\ell,1}, A_{r,1})\) and \((A_{\ell,2}, A_{r,2})\) of \(A\) are said to be bi-freely independent with respect to \(\varphi\) if for \(k \in \{1, 2\}\) there exist Hilbert spaces \(\mathcal{H}_k\), unit vectors \(\xi_k \in \mathcal{H}_k\), and unital \(*\)-homomorphisms \(\alpha_k : A_{\ell,k} \to \mathcal{B}(\mathcal{H}_k)\) and \(\beta_k : A_{r,k} \to \mathcal{B}(\mathcal{H}_k)\) such that the following diagram commutes

\[
\begin{align*}
A_{\ell,1} \ast A_{r,1} \ast A_{\ell,2} \ast A_{r,2} & \xrightarrow{i} A \xrightarrow{\varphi} \mathbb{C} \\
& \downarrow \alpha_1 \ast \beta_1 \ast \alpha_2 \ast \beta_2 \\
\mathcal{B}(\mathcal{H}_1) \ast \mathcal{B}(\mathcal{H}_1) \ast \mathcal{B}(\mathcal{H}_2) \ast \mathcal{B}(\mathcal{H}_2) & \xrightarrow{\lambda_1 \ast \rho_1 \ast \lambda_2 \ast \rho_2} \mathcal{B}(\mathcal{H}_1 \ast \mathcal{H}_2)
\end{align*}
\]

where \(i\) is the inclusion map, \(\mathcal{H}_1 \ast \mathcal{H}_2\) is the reduced free product of Hilbert spaces with respect to the vectors \(\xi_1\) and \(\xi_2\), \(\varphi_\ast\) is the vector state on \(\mathcal{H}_1 \ast \mathcal{H}_2\) induced by the vacuum vector, \(\lambda_k\) is the left action of \(\mathcal{H}_k\) on \(\mathcal{H}_1 \ast \mathcal{H}_2\), \(\rho_k\) is the right action of \(\mathcal{H}_k\) on \(\mathcal{H}_1 \ast \mathcal{H}_2\), and the free product of \(*\)-algebras are as normal.

A pair \((X, Y)\) is used to denote two operators \(X, Y \in A\) where \(X\) is viewed as a left operator and \(Y\) is viewed as a right operator in terms of the above definition. Thus two pairs \((X_1, Y_1)\) and \((X_2, Y_2)\) are said to be bi-freely independent if \((\ast\text{-alg}(X_1), \ast\text{-alg}(Y_1))\) and \((\ast\text{-alg}(X_2), \ast\text{-alg}(Y_2))\) are bi-freely independent.

It is elementary to see that if \((X_1, Y_1)\) and \((X_2, Y_2)\) are bi-freely independent with respect to \(\varphi\), then \(X_1\) and \(X_2\) are freely independent with respect to \(\varphi\), \(Y_1\) and \(Y_2\) are freely independent with respect to \(\varphi\), \(X_1\) and \(Y_2\) are classically independent with respect to \(\varphi\) (i.e. \(X_1\) and \(Y_2\) commute in distribution and \(\varphi(X_1^n Y_2^m) = \varphi(X_1^n)\varphi(Y_2^m)\) for all \(n, m \in \mathbb{N}\)), and \(X_2\) and \(Y_1\) are classically independent with respect to \(\varphi\). The converse does not hold (see [16]). However, in the commutative case, it is possible to deduce bi-free independence from free independence in certain situations.

Theorem 2.2 ([6] Theorem 10.2.1]). Let \(\mathcal{H}\) be a Hilbert space, let \(\xi \in \mathcal{H}\) be a unit vector, and let \(\varphi\) be the the vector space corresponding to \(\xi\). Suppose \((A_{\ell,1}, A_{r,1})\) and \((A_{\ell,2}, A_{r,2})\) are pairs of unital \(*\)-algebras in \(\mathcal{B}(\mathcal{H})\) such that

1. \(A_{\ell,n} \ast A_{r,m}\) commute for all \(n, m \in \{1, 2\}\), and
2. for each \(T \in A_{r,k}\) there exists an \(S \in A_{\ell,k}\) such that \(T\xi = S\xi\) for all \(k \in \{1, 2\}\).

Then \((A_{\ell,1}, A_{r,1})\) and \((A_{\ell,2}, A_{r,2})\) are bi-freely independent with respect to \(\varphi\) if and only if \(A_1\) and \(A_2\) are freely independent with respect to \(\varphi\).

Similar to the theory of free cumulants via non-crossing partitions from [18], [24] introduced the bi-free cumulants and [7] extended the notion of bi-free cumulants.
using bi-non-crossing partitions. As this paper will only make use of some elementary facts pertaining to the bi-free cumulants, we highlight that which is required here.

Given a pair \((Z_\ell, Z_r)\) in a non-commutative probability space \((\mathcal{A}, \varphi)\), for all \(n \in \mathbb{N}\) and maps \(\chi : \{1, \ldots, n\} \to \{\ell, r\}\), there is a bi-free cumulant corresponding to \(\chi\) denoted

\[
\kappa_\chi(Z_{\chi(1)}, \ldots, Z_{\chi(n)}).
\]

In the case that \(Z_\ell\) and \(Z_r\) commute, all joint moments of \((Z_\ell, Z_r)\) can be reduced to a moment of the form \(\varphi(Z_\ell^n Z_r^m)\) for \(n, m \in \mathbb{N}\) and thus [7] implies only cumulants for \(\chi : \{1, \ldots, n + m\} \to \{\ell, r\}\) where there exists a \(k\) such that \(\chi(k) = \ell\) if \(k \leq n\) and \(\chi(k) = r\) if \(k > n\) matter in the moment-cumulant formula. Consequently, for such \(\chi\), we simplify notation to

\[
\kappa_\chi(Z_{\chi(1)}, \ldots, Z_{\chi(n)}) = \kappa_{n,m}(Z_{\ell, \ldots, \ell}, Z_{r, \ldots, r}) = \kappa_{n,m}(Z_\ell, Z_r).
\]

From this and the structure of bi-non-crossing partitions, it is elementary to show that

\[
\kappa_{n,m}(Z_\ell, Z_r) = \kappa_{n+m}(Z_{\ell, \ldots, \ell}, Z_{r, \ldots, r})
\]

where \(\kappa_{n+m}\) denotes the \((n + m)\)th free cumulant function. It was also shown in [7] that if \((Z_\ell, Z_r)\) and \((Z'_\ell, Z'_r)\) are bi-freely independent, then mixed bi-free cumulants from the pairs vanish and thus

\[
\kappa_{n,m}(Z_\ell + Z'_\ell, Z_r + Z'_r) = \kappa_{n,m}(Z_\ell, Z_r) + \kappa_{n,m}(Z'_\ell, Z'_r).
\]

**Additive Transformations.** Of great use in this paper are the bi-free transformations that are used to study commuting pairs of self-adjoint operators and commuting pairs of unitary operators. Since bi-free independence subsumes free independence, the transformations used in free probability are also of use. We begin with the setting of self-adjoint operators and additive convolution (where free or bi-free independent objects are examined).

Let \(X\) be a self-adjoint operator in a non-commutative probability space \((\mathcal{A}, \varphi)\) and suppose the distribution measure of \(X\) with respect to \(\varphi\) is \(\mu_X\). The Cauchy transform of \(X\) with respect to \(\varphi\) is defined by

\[
G_X(z) = \varphi((z - X)^{-1}) = \frac{1}{z} + \sum_{n \geq 1} \frac{\varphi(X^n)}{z^{n+1}} = \int_\mathbb{R} \frac{1}{z - x} \, d\mu_X(x)
\]

for all \(z \in \mathbb{C} \setminus \mathbb{R}\). It is well known that if \(\mathbb{C}^+\) and \(\mathbb{C}^-\) denote the upper and lower half planes respectively, then \(G_X(\mathbb{C}^+) \subseteq \mathbb{C}^-\) and \(G_X(\mathbb{C}^-) \subseteq \mathbb{C}^+\). Moreover, if \(X\) has density \(f_X\) so that \(d\mu_X(x) = f_X(x) \, dx\), then \(f_X\) can be recovered from \(G_X\) via the formula

\[
f_X(x) = \lim_{\epsilon \to 0^+} \frac{1}{\pi} \text{Im}(G_X(x + i\epsilon)).
\]

Recall the \(R\)-transform of \(X\) is the power series that can be defined by

\[
R_X(z) = \sum_{n \geq 0} \kappa_{n+1}(X) z^n
\]

where \(\kappa_n(X)\) is the \(n\)th free cumulant of \(X\). Equivalently, if one defines

\[
K_X(z) = \frac{1}{z} + R_X(z),
\]
then $K_X$ is the unique function such that
\[ G_X(K_X(z)) = z = K_X(G_X(z)) \] (3)
for all $z \in \mathbb{C} \setminus \mathbb{R}$. Thus $K_X(\mathbb{C}^+ \subseteq \mathbb{C}^-$ and $K_X(\mathbb{C}^- \subseteq \mathbb{C}^+$. 

One important use of the R-transform is that it completely determines the distribution of the free additive convolution of two self-adjoint operators via their individual distributions. Indeed if $X$ and $X'$ are freely independent self-adjoint operators with respect to $\varphi$, then
\[ R_{X+X'}(z) = R_X(z) + R_{X'}(z). \] (4)
Since $R_X$ and $R_{X'}$ are determined by $G_X$ and $G_{X'}$ respectively, and since $G_{X+X'}$ is determined by $R_{X+X'}$, we see that $G_{X+X'}$ is determined by $G_X$ and $G_{X'}$ (and thus $\mu_X$ and $\mu_{X'}$) so that $\mu_{X+X'}$ can be computed via (2).

Related to computing $\mu_{X+X'}$ are the so-called subordination functions. Indeed if
\[ \omega_X(z) = K_X(G_{X+X'}(z)) \quad \text{and} \quad \omega_{X'}(z) = K_{X'}(G_{X+X'}(z)) \]
then
\[ \omega_X(z) + \omega_{X'}(z) - z = \frac{1}{G_{X+X'}(z)} = \frac{1}{G_X(\omega_X(z))} = \frac{1}{G_{X'}(\omega_{X'}(z))} \] (5)
for all $z \in \mathbb{C} \setminus \mathbb{R}$ (see [13]).

As per [21], given a pair of self-adjoint operators $(X, Y)$ in $(\mathcal{A}, \varphi)$, the two-variable Green’s function is defined by
\[ G_{X,Y}(z, w) = \varphi((z - X)^{-1}(w - Y)^{-1}) = \frac{1}{zw} + \sum_{n,m \geq 0, n+m \geq 1} \frac{\varphi(X^n Y^m)}{z^{n+1}w^{m+1}} \]
for all $(z, w) \in (\mathbb{C} \setminus \mathbb{R})^2$. If $X$ and $Y$ commute and thus have joint distribution $\mu_{X,Y}$ on $\mathbb{R}^2$, then
\[ G_{X,Y}(z, w) = \int_{\mathbb{R}^2} \frac{1}{z - x} \frac{1}{w - y} \, d\mu_{X,Y}(x, y). \]

Moreover [10] implies that if the pair $(X, Y)$ has density $f_{X,Y}$ so that $d\mu_{X,Y}(x) = f_{X,Y}(x) \, dx \, dy$, then $f_{X,Y}$ can be recovered from $G_{X,Y}$ via the formula
\[ f_{X,Y}(x, y) = \lim_{\epsilon \searrow 0} \frac{1}{\pi^2} \Im \left( \frac{G_{X,Y}(x + i\epsilon, y + i\epsilon) - G_{X,Y}(x, y - i\epsilon)}{2i} \right). \] (6)

As in [21], the bi-free partial R-transform of $(X, Y)$ is the power series that can be defined by
\[ R_{X,Y}(z, w) = \sum_{n,m \geq 0, n+m \geq 1} \kappa_{n,m}(X, Y) z^n w^m. \]
As proved analytically in [21] and combinatorially in [16], the relationship between the bi-free partial R-transform and the two-variable Green’s function is given by
\[ R_{X,Y}(z, w) = 1 + zR_X(z) + wR_Y(w) - \frac{zw}{G_{X,Y}(K_X(z), K_Y(w))}. \]
As such the reduced bi-free partial R-transform of $(X, Y)$ is the power series defined by
\[ \tilde{R}_{X,Y}(z, w) = \sum_{n,m \geq 1} \kappa_{n,m}(X, Y) z^n w^m. \]
Clearly
\[ R_{X,Y}(z, w) = z R_X(z) + w R_Y(w) + R_{X,Y}(z, w) \]
so that
\[ \tilde{R}_{X,Y}(z, w) = 1 - \frac{zw}{G_{X,Y}(K_X(z), K_Y(w))}. \quad (7) \]

The reduced bi-free partial R-transform enables one to determine the distribution of the bi-free additive convolution of two pairs of commuting self-adjoint operators via their individual distributions. Indeed if \((X, Y)\) and \((X', Y')\) are pairs of commuting self-adjoint operators that are bi-freely independent with respect to \(\varphi\), then \((X + X', Y + Y')\) is a pair of commuting (note \(X\) and \(Y'\) need not commute but will commute in distribution which is enough) self-adjoint operators and thus
\[ R_{X+X', Y+Y'}(z, w) = R_{X,Y}(z, w) + R_{X',Y'}(z, w) \]
\[ \tilde{R}_{X+X', Y+Y'}(z, w) = \tilde{R}_{X,Y}(z, w) + \tilde{R}_{X',Y'}(z, w). \quad (8) \]

As per [2], this implies that
\[ \frac{zw}{G_{X,X',Y,Y'}(K_X(z), K_Y(w))} + 1 = \frac{zw}{G_{X,Y}(K_X(z), K_Y(w))} + \frac{zw}{G_{X',Y'}(K_{X'}(z), K_{Y'}(w))} \]
so that
\[ \frac{1}{G_{X,X',Y,Y'}(z, w)} + \frac{1}{G_{X,X'}(z)G_{Y,Y'}(w)} = \frac{1}{G_{X,Y}(\omega_X(z), \omega_Y(w))} + \frac{1}{G_{X',Y'}(\omega_{X'}(z), \omega_{Y'}(w))}. \quad (9) \]

In particular, via (9), it is possible to describe \(\mu_{X+X', Y+Y'}\) with knowledge of the individual distributions of \((X, Y)\) and \((X', Y')\).

**Bi-Free Multiplicative Transformation.** To examine commuting pairs of unitaries \((U, V)\) in a non-commutative probability space \((\mathcal{A}, \varphi)\), it is first helpful to recall the free transforms for (bi-)free multiplicative convolution. There are many approaches to the free transformations (see [13, 19] for example), we will follow the structure of [11] for simple relation to the bi-free transformations. Although the (bi-)free transforms generalize to non-unitary operators (see [13, 17, 21] for the bi-free results), we will focus on such transforms for unitary operators only.

Let \(U\) be a unitary operator in a non-commutative probability space \((\mathcal{A}, \varphi)\) such that \(\varphi(U) \neq 0\) and suppose \(\mu_U\) is the distribution of \(U\) with respect to \(\varphi\). The \(\psi\)-transform of \(U\) is defined by
\[ \psi_U(z) = \varphi(z U (1 - z U)^{-1}) = \int_T \frac{zs}{1 - zs} d\mu(s) \quad (10) \]
for all \(z \in \mathbb{C} \setminus T\).

Note if \(U\) has density \(f_U\) so that \(d\mu_U(s) = f_U(s) ds\) for \(s \in T\), then \(f_U\) can be recovered from \(\psi_U\). Indeed
\[ \Re(2 \psi_U(z) + 1) = \int_T \Re \left( \frac{1 + zs}{1 - zs} \right) d\mu(s) \quad (11) \]
is the Poisson integral of the measure \(d\mu(\frac{1}{s})\) thereby yielding \(\mu\) (see [14]).
The \( \eta \)-transform of \( U \) is defined by
\[
\eta_U(z) = \frac{\psi_U(z)}{1 + \psi_U(z)}
\]
for all \( z \in \mathbb{C} \setminus \mathbb{T} \). Note \( \eta_U \) is holomorphic on its domain and \( \eta_U'(0) = \varphi(U) \neq 0 \). Thus \( \eta_U \) is invertible near the origin. Moreover \( \psi_U \) (and thus \( \mu_U \)) can be recovered from \( \eta_U \) via the formula
\[
\psi_U^{-1}(z) = \eta_U^{-1} \left( \frac{z}{1+z} \right).
\] (12)

The \( S \)-transform of \( U \) is defined by
\[
S_U(z) = \frac{1}{z} \eta_U^{-1}(z).
\] (13)

The importance of the \( S \)-transform is that it completely determines the distribution of the free multiplicative convolution of two unitary operators with respect to their individual distributions. Indeed if \( U \) and \( U' \) are freely independent unitary operators with respect to \( \varphi \), then
\[
S_{U,U'}(z) = S_U(z)S_{U'}(z) = S_{U,U'}(z).
\] (14)

Since \( \mu_U \) and \( \mu_{U'} \) determine \( S_U \) and \( S_{U'} \) respectively, and since \( S_{U,U'}(z) \) determines \( \eta_{U,U}' \), and thus \( \psi_{U,U}' \), the distribution of \( UU' \) can be recovered via the above transformations and equation (14).

As per [11], given a pair of commuting unitary operators \( (U, V) \) in \( \mathcal{A}, \varphi \) with \( \varphi(U) \neq 0, \varphi(V) \neq 0 \), and joint distribution \( \mu_{U,V} \), the two-variable \( \psi \)-transformation of \( (U, V) \) is given by
\[
\psi_{U,V}(z, w) = \varphi \left( (zU)(wV)(1 - zU)^{-1}(1 - wV)^{-1} \right)
\]
\[
= \int_{T^2} \frac{z s}{1 - z s} \frac{w t}{1 - w t} d\mu_{U,V}(s, t)
\]
for all \( (z, w) \in (\mathbb{C} \setminus \mathbb{T})^2 \). By [11], if
\[
g_{U,V}(z, w) = 4\psi_{U,V}(z, w) + 2(\psi_U(z) + \psi_V(w)) + 1
\]
\[
= \int_{T^2} \frac{1 + z s}{1 - z s} \frac{1 + w t}{1 - w t} d\mu_{U,V}(s, t)
\] (15)
for all \( (z, w) \in (\mathbb{C} \setminus \mathbb{T})^2 \), then
\[
\Re \left( \frac{g(z, w) - g(\overline{z}, \overline{w})}{2} \right) = \int_{T^2} \Re \left( \frac{1 + z s}{1 - z s} \right) \Re \left( \frac{1 + w t}{1 - w t} \right) d\mu(s, t)
\] (16)
will recover the Poisson integral of the measure \( d\mu(1/s, 1/t) \) and thus \( \mu \) (see [14]).

By defining
\[
H_{U,V}(z, w) = \psi_{U,V}(z, w) + \psi_U(z) + \psi_V(w) + 1
\]
\[
= \int_{T^2} \frac{1}{(1 - z s)(1 - w t)} d\mu(s, t)
\] (17)
which is well-defined in a neighbourhood of \( (0, 0) \), the opposite bi-free partial \( S \)-transform of \( (U, V) \) was defined in [11] to be
\[
S_{U,V}^{op}(z, w) = \frac{w(z + 1)}{z(w + 1)} \left( \frac{H_{U,V}(\psi_U^{-1}(z), \psi_V^{-1}(w)) - (w + 1)}{H_{U,V}(\psi_U^{-1}(z), \psi_U^{-1}(w))} \right).
\] (18)
The opposite bi-free partial S-transform is analytic in a neighbourhood of \((0,0)\).

An alternative formulation of the opposite bi-free partial S-transform was provided in [17, Proposition 2.5] (also see [17, Remark 2.6]). Indeed by defining

\[ K_{U,V}(z, w) = \sum_{n, m \geq 1} \kappa_{n,m}(U, V) z^n w^m, \]

we have

\[ S^{op}_{U,V}(z, w) = \frac{1 + \frac{1}{z} K_{U,V}(zS_U(z), wS_V(w))}{1 + \frac{1}{w} K_{U,V}(zS_U(z), wS_V(w))} \] (19)

in a neighbourhood of \((0,0)\).

If \((U', V')\) is another pair of commuting unitary operators in \((A, \varphi)\) with \(\varphi(U') \neq 0\) and \(\varphi(V') \neq 0\) that is bi-free from \((U, V)\), then [11] proved analytically and [17] proved combinatorially that

\[ S^{op}_{U',V'}(z, w) = S^{op}_{U,V}(z, w) S^{op}_{U',V'}(z, w). \] (20)

This formula in conjunction with equation (16) enables one to compute \(\mu_{U',V'}\) in terms of \(\mu_{U,V}\) and \(\mu_{U',V'}\). Indeed since \(U\) and \(U'\) are freely independent and \(V\) and \(V'\) are freely independent, it is possible to compute \(\mu_{U,V}\) and \(\mu_{V,V'}\) as above. As equation (20) enables one to compute \(S^{op}_{U',V'}(z, w)\) and thus \(H_{U',V'}(z, w)\), it is possible to compute \(\psi_{U,V}\) and thus \(\mu_{U,V}\) via equation (16). Thus the algorithm for determining this bi-free multiplicative convolution is more complicated then the bi-free additive convolution.

It should be pointed out that the above is considered the ‘opposite’ bi-free partial S-transform due to historical development. Indeed [22] proved analytically and [15] proved combinatorially the existence of the bi-free partial S-transform \(S_{U,V}(z, w)\) such that

\[ S_{U',V'}(z, w) = S_{U,V}(z, w) S_{U',V'}(z, w). \]

It was shown in [11] that there is a relation between these two partial S-transforms provided unitary operators are being considered with the opposite bi-free partial S-transform being more useful there and in this paper.

3. Non-Commutative Stochastic Processes Background

In this section, we will introduce the concepts and terminology on non-commutative stochastic processes required in the subsequent sections.

**Definition 3.1.** Let \((A, \varphi)\) be a non-commutative probability space. A non-commutative stochastic process is a collection \((Z_t)_{t \in T}\) of elements in \(M\). The index set \(T\) is considered a time parameter. A non-commutative stochastic process \((Z_t)_{t \in T}\) is said to be

- self-adjoint if \(Z_t\) is self-adjoint for all \(t \in T\).
- unitary if \(Z_t\) is unitary for all \(t \in T\).

Of particular interest in free probability are the following types of non-commutative processes.

**Definition 3.2 ([4]).** A self-adjoint non-commutative stochastic process \((X_t)_{t \in T}\) in a non-commutative probability space \((A, \varphi)\) is said to have freely additive increments if for all \(t_1 < t_2 < \cdots < t_n\) in \(T\), the operators \(X_{t_1}, X_{t_2} - X_{t_1}, \ldots, X_{t_n} - X_{t_{n-1}}\) are freely independent.
Definition 3.3. A unitary non-commutative stochastic process \((U_t)_{t \in T}\) in a non-commutative probability space \((A, \varphi)\) is said to have \(\text{left multiplicatively free increments}\) if for all \(t_1 < t_2 < \cdots < t_n\) in \(T\), the operators \(U_{t_1}, U_{t_2}U_{t_1}^{-1}, \ldots, U_{t_n}U_{t_{n-1}}^{-1}\) are freely independent.

This paper will mainly focus on the transitioning between different operators in a non-commutative stochastic process. In particular, given a non-commutative stochastic process \((Z_t)_{t \in T}\), we will consider \(Z_\ell\) and \(Z_r\) where \(\ell, r \in T\) are such that \(\ell \leq r\). In the bi-free terminology, ‘left operators’ will be used to model the past whereas ‘right operators’ will be used to model the future. To study such transitions, the following terminology is useful.

Definition 3.4. Let \((Z_t)_{t \in T}\) be a non-commutative stochastic process in tracial von Neumann algebra \((\mathfrak{M}, \tau)\). Denote
\[
\begin{align*}
\mathfrak{M}_{[\ell]} &= W^*(\{Z_\ell \mid \ell \leq t\}) \subseteq \mathfrak{M} \\
\mathfrak{M}_{[r]} &= W^*(\{Z_r \mid r \leq t\}) \subseteq \mathfrak{M} \\
\mathfrak{M}_t &= W^*(\{Z_r \mid r \geq t\}) \subseteq \mathfrak{M}.
\end{align*}
\]
It is said that \((Z_t)_{t \in T}\) is a Markov process if for all \(\ell, r \in T\) with \(\ell \leq r\) we have
\[
E_{\mathfrak{M}_{[\ell]}}(A) \in \mathfrak{M}_{[\ell]} \quad \text{for all } A \in \mathfrak{M}_{[r]}.
\]

Definition 3.5. Let \((Z_t)_{t \in T}\) be a self-adjoint or unitary non-commutative stochastic process in a tracial von Neumann algebra \((\mathfrak{M}, \tau)\). For \(t \in T\), let \(\mu_t\) be the distribution of \(X_t\). Note \(W^*(Z_t)\) is isomorphic to \(L_\infty(\mu_t)\).

For \(\ell, r \in T\) with \(\ell \leq r\), an operator \(K_{\ell,r} : L_\infty(\mu_r) \to L_\infty(\mu_\ell)\) determined by
\[
E_{\mathfrak{M}_{[\ell]}}(h(Z_r)) = (K_{\ell,r}(h))(Z_\ell)
\]
for all \(h \in L_\infty(\mu_r)\) is called a transition operator of the process \((Z_t)_{t \in T}\).

If \((Z_t)_{t \in T}\) is a Markov process then all of the transition operators exist (see [3] for example) and
\[
E_{\mathfrak{M}_{[\ell]}}(h(Z_r)) = E_{\mathfrak{M}_{[\ell]}}(h(Z_r)) = (K_{\ell,r}(h))(Z_\ell)
\]
for all \(\ell \leq r\) and \(h \in L_\infty(\mu_r)\). Furthermore, [3] showed the existence of transition operators for all self-adjoint non-commutative stochastic processes with additively free increments and for all unitary non-commutative stochastic processes with multiplicatively free increments.

4. Self-Adjoint Non-Commutative Stochastic Processes

In this section we will examine the relation between bi-free probability theory and the transition operators of self-adjoint non-commutative stochastic processes and, more generally, the expectation of a von Neumann algebra generated by a single self-adjoint operator onto another von Neumann algebra generated by a single self-adjoint operator. Our initial discussions will also consider unitary operators which will be examined further in the next section.

Let \((\mathfrak{M}, \tau)\) be a tracial von Neumann algebra and let \(X_\ell, X_r \in \mathfrak{M}\) be self-adjoint (respectively unitary) operators. If \(\mu_\ell\) and \(\mu_r\) are the distribution measures of \(X_\ell\) and \(X_r\) with respect to \(\tau\) respectively, then \(W^*(X_\ell) \cong L_\infty(\mu_\ell)\) and \(W^*(X_r) \cong L_\infty(\mu_r)\). If \(E : \mathfrak{M} \to W^*(X_\ell)\) is the trace-preserving conditional expectation of \(\mathfrak{M}\).
onto $W^*(X_\ell)$, then, by standard von Neumann algebra theory, for all $S \in \mathfrak{M}$ the value of $E(S)$ is determined by the values of
\[ \tau(E(S)X^n_\ell) = \tau(SX^n_\ell) = \tau(X^n_\ell S) \]
for all $n \in \mathbb{N} \cup \{0\}$ (respectively $n \in \mathbb{Z}$). Thus, the restriction of $E$ to $W^*(X_\tau) \cong L_\infty(\mu_\tau)$ yields a transition operator $K_{\ell,\tau} : L_\infty(\mu_\tau) \to L_\infty(\mu_\tau)$ determined by
\[ E(h(X_\tau)) = (K_{\ell,\tau}(h))(X_\ell) \]
for all $h \in L_\infty(\mu_\tau)$.

Consider the GNS Hilbert space $L_2(\mathfrak{M}, \tau)$ generated by $(\mathfrak{M}, \tau)$, let $\xi = 1_\mathfrak{M} \in L_2(\mathfrak{M}, \tau)$, and for $S \in \mathfrak{M}$ let $L(S)$ and $R(S)$ denote the left and right actions of $S$ on $L_2(\mathfrak{M}, \tau)$ respectively. Note for all $n, m \in \mathbb{N} \cup \{0\}$ (respectively $n, m \in \mathbb{Z}$) that
\[ \tau(X^n_\ell X^m_\tau) = \langle L(X_\ell)^n R(X_\tau)^m \xi, \xi \rangle. \]
As this vector state is positive and $L(X_\ell)$ and $R(X_\tau)$ commute, there exists a probability measure $\mu_{\ell,\tau}$ such that if $\Omega = \mathbb{R}$ (respectively $\Omega = \mathbb{T}$) then
\[ \int_{\Omega^2} x^n y^m d\mu_{\ell,\tau}(x, y) = \tau(X^n_\ell X^m_\tau) \]
for all $n, m \in \mathbb{N} \cup \{0\}$ (respectively $n \in \mathbb{Z}$).

Clearly $\mu_{\ell,\tau}$ completely determines the transition operator $K_{\ell,\tau}$. In particular, if $\mu_{\ell,\tau}$ is absolutely continuous with respect to the two-dimensional Lebesgue measure and thus can be written as $f_{\ell,\tau}(x, y) \, dx \, dy$, then
\[ f_\ell(x) = \int_\Omega f_{\ell,\tau}(x, y) \, dy \]
is the density function of $X_\ell$ and the transition operator $K_{\ell,\tau} : L_\infty(\mu_\tau) \to L_\infty(\mu_\tau)$ is obtained via
\[ (K_{\ell,\tau}(h))(x) = \int_\Omega h(y) k_{\ell,\tau}(x, dy) \]
where
\[ k_{\ell,\tau}(x, dy) = \frac{f_{\ell,\tau}(x, y)}{f_\ell(x)} \, dy. \quad (21) \]

Using bi-free probability theory and the above, the transition operators of some common non-commutative stochastic processes become easy to describe and, interestingly, are related to the bi-free generalizations of such objects.

**Example 4.1.** Let $\mathcal{H}$ be a real Hilbert space, let $\mathcal{H}_C$ be the complexification of $\mathcal{H}$, let $\mathcal{F}(\mathcal{H}_C)$ denoted the Fock space associated to $\mathcal{H}_C$, and let $\tau : \mathcal{B}(\mathcal{F}(\mathcal{H}_C)) \to \mathbb{C}$ denote the vacuum vector state. For an index set $T$, let $(f_t)_{t \in T}$ be a set of vectors in $\mathcal{H}$. As per [3], a **free (centred) Gaussian Markov process** is the self-adjoint non-commutative stochastic process $(X_t)_{t \in T}$ where

\[ X_t = l(f_t) + l^*(f_t) \]

for all $t \in T$ where $l$ and $l^*$ are the left creation and annihilation operators on $\mathcal{F}(\mathcal{H}_C)$ respectively. Moreover [3] Remark 3.4 implies that free Gaussian Markov processes depend only on the covariance function $c : T \times T \to \mathbb{R}$ defined by
\[ c(\ell, r) = \langle f_\ell, f_r \rangle \]
and does not depend on the choice of $\mathcal{H}$ nor the choice of $(f_t)_{t \in T}$. Some examples of free Gaussian Markov processes include the free Brownian motion whose covariance
function is given by $c(\ell, r) = \min(\ell, r)$ with $T = [0, \infty)$, the free Brownian bridge whose covariance function is given by $c(\ell, r) = \ell(1 - r)$ for $\ell \leq r$ with $T = [0, 1]$, and the free Ornstein–Uhlenbeck process whose covariance function is given by $c(\ell, r) = e^{-|\ell - r|}$ with $T = \mathbb{R}$.

In [3] Theorem 4.6 (also see [4, 5.3]) the transition operators for the free (central) Gaussian Markov process were described. Using standard bi-free probability theory, we obtain a connection between the transition operators of these free Gaussian Markov processes and the bi-free Gaussian distributions. Indeed for $\ell, r \in T$ with $\ell < r$, note the the joint distribution of $L(X_\ell)$ and $R(X_r)$ is precisely the distribution of the pair

$$(l(f_\ell) + l^*(f_\ell), r(f_r) + r^*(f_r))$$

where $r$ and $r^*$ are the right creation and annihilation operators on $\mathcal{F}(\mathcal{H}_\mathbb{C})$ respectively. This pair is a centred self-adjoint bi-free central limit pair by [20, Theorem 7.6] with bi-free partial and reduced bi-free partial $R$-transforms given by

$$R_{X_\ell, X_r}(z, w) = c(\ell, \ell)z^2 + c(\ell, r)zw + c(r, r)w^2$$

$$\tilde{R}_{X_\ell, X_r}(z, w) = c(\ell, r)zw.$$

The distribution $\mu_{t, r}$ was computed in [10, Example 3.4] (also see the correction comment in [11, Comment 1]) in the case that $c(\ell, \ell) = 1 = c(r, r)$ and $c(\ell, r) = c$. For completeness and to demonstrate the technology from Section 2, we will provide a proof of the formula for the density of $\mu_{t, r}$ in the general case.

By equation (7) we know that

$$G_{X_\ell, X_r}(K_{X_\ell}(z), K_{X_r}(w)) = \frac{z w}{1 - c(\ell, r)zw}.$$

Recall $X_\ell$ and $X_r$ are semicircular operators with spectrum $[-2\sqrt{c(\ell, \ell)}, 2\sqrt{c(\ell, \ell)}]$ and $[-2\sqrt{c(r, r)}, 2\sqrt{c(r, r)}]$ respectively. Hence the distribution $\mu_{t, r}$ is supported on the Cartesian product of these two intervals. Since

$$G_{X_\ell}(z) = z - \sqrt{z^2 - 4c(\ell, \ell)}$$

and

$$G_{X_r}(w) = w - \sqrt{w^2 - 4c(r, r)}$$

for $\Re(z), \Re(w) > 0$, since $G_{X_\ell}(\overline{w}) = G_{X_r}(w)$, and since equation (3) enables us to compute $G_{X_\ell, X_r}(z, w)$ by replacing $z$ and $w$ with $G_{X_\ell}(z)$ and $G_{X_r}(w)$ respectively, we see by equation (10) with $a = c(\ell, \ell), b = c(r, r)$, and $c = c(\ell, r)$ that for all $(x, y)$ in the support of $\mu_{t, r}$,

$$f_{t, r}(x, y)$$

$$= \frac{1}{\pi^2} \left( \frac{1}{2i} \begin{bmatrix} z & y \end{bmatrix} \begin{bmatrix} x - \frac{\sqrt{a} \sqrt{b} y^2}{2a} & y - \frac{\sqrt{a} \sqrt{b} y}{2b} \\ -\frac{\sqrt{a} \sqrt{b} y^2}{2a} & y - \frac{\sqrt{a} \sqrt{b} y}{2b} \end{bmatrix} \begin{bmatrix} x - \frac{\sqrt{a} \sqrt{b} y^2}{2a} \\ -\frac{\sqrt{a} \sqrt{b} y}{2b} \end{bmatrix} \right)$$

$$= \frac{1}{2\pi^2} \left( \frac{1}{2i} \begin{bmatrix} x - \frac{\sqrt{a} \sqrt{b} y^2}{2a} & y - \frac{\sqrt{a} \sqrt{b} y}{2b} \\ -\frac{\sqrt{a} \sqrt{b} y^2}{2a} & y - \frac{\sqrt{a} \sqrt{b} y}{2b} \end{bmatrix} \begin{bmatrix} x - \frac{\sqrt{a} \sqrt{b} y^2}{2a} \\ -\frac{\sqrt{a} \sqrt{b} y}{2b} \end{bmatrix} \right)$$

$$= \frac{1}{4\pi^2 ab} \left( \frac{1 - \frac{x^2}{ab}}{\frac{1}{4a} - \frac{1}{2ab} (1 + \frac{c}{ab}) xy + \frac{c}{ab} (bx^2 + ay^2)} \right).$$
To simplify this expression, note if we let \( \lambda_t = \sqrt{c(t, t)} \) for \( t \in \{ \ell, r \} \) and

\[
\lambda_{\ell, r} = \frac{c(\ell, r)}{\lambda_{\ell} \lambda_r},
\]

then

\[
f_{\ell, r}(x, y) = \frac{1}{4\pi^2\lambda_{\ell}^2\lambda_r^2} \left( \frac{1 - \lambda_{\ell, r}^2}{1 - \lambda_{\ell, r}^2 + \lambda_{\ell, r}(1 + \lambda_{\ell, r}^2) \left( \frac{x}{\lambda_{\ell}} \right)^2 + \left( \frac{y}{\lambda_r} \right)^2} \right).
\]

Therefore, since \( X_\ell \) is a centred semicircular operator with variance \( c(\ell, \ell) = \lambda_\ell^2 \) so that

\[
f_\ell(x) = \frac{1}{2\lambda_\ell^2} \sqrt{4\lambda_\ell^2 - x^2}
\]

for all \( x \in [-2\lambda_\ell, 2\lambda_\ell] \), we obtain by equation (21) that

\[
k_{\ell, r}(x, dy) = \frac{1}{2\pi\lambda_\ell^2} \left( \frac{1 - \lambda_{\ell, r}^2 + \lambda_{\ell, r}(1 + \lambda_{\ell, r}^2) \left( \frac{x}{\lambda_{\ell}} \right)^2 + \left( \frac{dy}{\lambda_r} \right)^2} \right)
\]

in agreement with [5] Theorem 4.6.

Note that although the above focused on the free Gaussian Markov processes, the same bi-free computations work for any non-commutative stochastic process consisting of semicircular operators.

**Example 4.2.** Recall the following example from [23]. Let \((\mathfrak{M}, \tau)\) be a tracial von Neumann algebra and let \( I \mapsto P_I \) be a projection valued process; that is, this map is normal, projection valued, if \( I, J \subseteq [0, 1] \) are disjoint then \( P_I P_J = 0 \) and \( P_I + P_J = P_{I \cup J} \), and \( \tau(P_I) = |I| \) for all \( I \subseteq [0, 1] \) where \( |I| \) denotes the Lebesgue measure of \( I \). If \( S \) is a centred semicircular operator in \( \mathfrak{M} \) of variance 1 and free from \( \{ P_I \mid I \subseteq [0, 1] \} \), then \( I \mapsto SP_I S \) is called a **free Poisson process**.

For all \( t \in [0, 1] \) let \( X_t = SP_{\{0,t\}} S \) which yields the self-adjoint non-commutative process \((X_t)_{t \in [0,1]} \). Then

\[
k_{m}(X_t) = t
\]

for all \( t \in [0, 1] \). Furthermore, for \( \ell, r \in [0, 1] \) with \( \ell \leq r \), we obtain that

\[
k_{n+m}(X_{\ell}, \ldots, X_{\ell}, X_r, \ldots, X_r) = \begin{cases} 
\ell & \text{if } n > 0 \\
r & \text{if } n = 0 \text{ and } m > 0
\end{cases}
\]

since \( X_r = X_\ell + SP_{(\ell,r)} S \) and since \( SP_{(\ell,r)} S \) is freely independent from \( X_\ell \) by [12] Theorem 1.6. Thus, equation (11) implies that the ordered bi-free cumulants for the bi-free compound Poisson distribution with rate \( \lambda = r \) and jump size \( \nu = \frac{\ell}{\lambda} \delta_{(1,0)} + \frac{r}{\lambda} \delta_{(1,1)} \) where \( \delta_{(x,y)} \) is the Kronecker delta measure at \((x,y)\) (see [3]). Thus the distribution of \((L(X_\ell), R(X_r))\) is the bi-free compound Poisson distribution and thus the transition operator from \( X_r \) to \( X_\ell \) can be computed. Note by [3] Corollary 7.6 that such distributions are not full.

Note the free Poisson process is an example of a self-adjoint non-commutative stochastic process with freely additive increments. Using technology from bi-free probability, an approach to study such processes that differs from that in [4] Theorem 3.1] is obtained:
Theorem 4.3. Let $X$ and $Y$ be freely independent self-adjoint operators in a tracial von Neumann algebra $(M, \tau)$. Then

$$G_{L(X), R(X+Y)}(z, w) = -\frac{G_X(z) - G_{X+Y}(w)}{z - K_X(G_{X+Y}(w))}.$$ 

Therefore, since equation (3) allows one to compute $G_{X+Y}(w)$ based on the distributions of $X$ and $Y$, equation (6) enables one to compute the distribution of the pair $(L(X), R(X+Y))$ and thus the transition operator of $X+Y$ onto $X$.

In particular if $(X_t)_{t \in T}$ is a self-adjoint non-commutative stochastic process with freely additive increments, the above holds for $X = X_\ell$ and $Y = X_r - X_\ell$ for all $\ell < r$ and thus $G_{L(X_\ell), R(X_r)}$ is computable via the individual transformations of $X_\ell$ and $X_r$.

Proof. Since $X$ and $Y$ are freely independent, Theorem 2.2 implies that the pairs $(L(X), R(X))$ and $(L(0), R(Y))$ are bi-freely independent with respect to $\tau$. Hence equation (3) along with bi-free cumulants of constants vanishing (see [6, Proposition 6.4.1]) imply that

$$\tilde{R}_{L(X), R(X+Y)}(z, w) = \tilde{R}_{L(X), R(X)}(z, w) + \tilde{R}_{L(0), R(Y)}(z, w)$$

$$= \sum_{n,m \geq 1} \kappa_{n,m}(L(X), R(X)) z^n w^m$$

$$= \sum_{n,m \geq 1} \kappa_{n+m}(X) z^n w^m$$

$$= \sum_{k \geq 2} \kappa_k(X) z^{k-1} w^{k-1} - z - w$$

$$= \sum_{k \geq 1} \kappa_{k+1}(X) z^k w^k - z - w$$

$$= R_X(z) - R_X(w) - R_X(z) - R_X(w).$$

Alternatively, since $X$ and $Y$ are freely independent, for $n \geq 1$ and $m \geq 1$,

$$\kappa_{n+m}(X, \ldots, X, X + Y, \ldots, X + Y) = \kappa_{n+m}(X, \ldots, X) + \Sigma$$

where $\Sigma$ is a sum of free cumulants containing $n$ copies of $X$ and $m$ operators that are either $X$ or $Y$ with not all being $X$, and thus vanishes as $X$ and $Y$ are freely independent. Therefore, by equation (1),

$$\kappa_{n,m}(X, X + Y) = \begin{cases} \kappa_{n+m}(X) & \text{if } n > 0 \\ \kappa_{n+m}(Y) & \text{if } n = 0 \end{cases}$$

and the above reduced bi-free partial R-transform can be computed from this.
Using equation (7) we obtain that
\[
- \frac{zw}{G_{L(X),R(X+Y)}(K_X(z),K_X+Y(w))} = zw \frac{R_X(z) - R_X(w)}{z - w} - 1
\]
\[
= zw \left( \frac{R_X(z) + \frac{1}{z}}{z - w} - \frac{R_X(w) + \frac{1}{w}}{z - w} \right)
\]
so
\[
G_{L(X),R(X+Y)}(K_X(z),K_X+Y(w)) = - \frac{z - w}{K_X(z) - K_X(w)}.
\]
Therefore equation (3) yields the desired equation. □

Similar to [4, Theorem 3.1], Theorem 4.3 can be used to compute the transition operators of many self-adjoint non-commutative stochastic processes:

**Example 4.4.** The free Cauchy process is the self-adjoint non-commutative stochastic process with freely additive increments where
\[
\mu_t(dx) = \frac{1}{\pi} \frac{t}{x^2 + t^2} dx
\]
for all \( t \in [0, \infty) \). To compute the transition operators, note for all \( t \in [0, \infty) \) that
\[
G_{X_t}(z) = \begin{cases} \frac{1}{z + it} & \text{if } \Im(z) > 0 \\ \frac{1}{z - it} & \text{if } \Im(z) < 0 \end{cases}
\]
so that
\[
K_{X_t}(z) = \begin{cases} \frac{1}{z + it} & \text{if } \Im(z) > 0 \\ \frac{1}{z - it} & \text{if } \Im(z) < 0 \end{cases}.
\]
Thus if \( l, r \in [0, \infty) \) are such that \( l < r \), then for all \( z, w \in \mathbb{C} \) with \( \Im(z) > 0 \) and \( \Im(w) > 0 \) we have by Theorem 4.3 that
\[
G_{L(X_t),R(X_t)}(z, w) = - \frac{\frac{1}{z + it} - \frac{1}{w + ir}}{z - \left( \frac{1}{w + ir} + i \ell \right)} = \frac{1}{z + i \ell} \frac{1}{w + ir},
\]
and for all \( z, w \in \mathbb{C} \) with \( \Im(z) > 0 \) and \( \Im(w) < 0 \) we have by Theorem 4.3 that
\[
G_{L(X_t),R(X_t)}(z, w) = - \frac{\frac{1}{z + it} - \frac{1}{w - ir}}{z - \left( \frac{1}{w - ir} - i \ell \right)}
\]
\[
= \frac{(z - w) + i(\ell + r)}{(z + i \ell)(w - ir)((z - w) + i(r - \ell))}.
\]
Hence equation (6) implies that
\[
f_{\ell,r}(x,y) = \frac{1}{\pi^2} \Im \left( \frac{1}{2i} \frac{1}{x + i \ell} \left[ \frac{1}{y + ir} - \frac{(x - y) + i(\ell + r)}{(y - ir)((x - y) + i(r - \ell))} \right] \right)
\]
\[
= \frac{1}{\pi^2} \frac{\ell}{x^2 + \ell^2} \frac{r - \ell}{(x - y)^2 + (r - \ell)^2}.
\]
Therefore, since
\[
f_{\ell}(x) = \frac{1}{\pi \frac{\ell}{x^2 + \ell^2}}.
\]
Thus equation (6) can be used to compute the transition operator of after equation (4). With

\[ G \text{mann algebra} \]

(\text{Theorem 4.5.}) Let \[ X \]

and \[ Y \]

be self-adjoint operators in a tracial von Neumann algebra \((\mathfrak{M}, \tau)\) such that \(\text{alg}(\{X_1, Y_1\})\) and \(\text{alg}(\{X_2, Y_2\})\) are freely independent. Thus \(G_{X_1 + X_2}(z)\) and \(G_{Y_1 + Y_2}(w)\) can be computed via the process described after equation (4). With

\[ \omega_{X_1}(z) = K_{X_1}(G_{X_1 + X_2}(z)) \quad \text{and} \quad \omega_{Y_1}(w) = K_{Y_1}(G_{Y_1 + Y_2}(w)) \]

for \(k = 1, 2\), we have

\[
\frac{1}{G_{X_1 + X_2, Y_1 + Y_2}(z, w)} + \frac{1}{G_{X_1 + X_2}(z)G_{Y_1 + Y_2}(w)} = \frac{1}{G_{X_1, Y_1}(\omega_{X_1}(z), \omega_{Y_1}(w))} + \frac{1}{G_{X_2, Y_2}(\omega_{X_2}(z), \omega_{Y_2}(w))}.
\]

Thus equation (4) can be used to compute the transition operator of \(Y_1 + Y_2\) onto \(X_1 + X_2\).

\textbf{Proof.} Since \(\text{alg}(\{X_1, Y_1\})\) and \(\text{alg}(\{X_2, Y_2\})\) are freely independent, Theorem 2.2 implies that

\[
\text{alg}(\{L(X_1), L(Y_1)\}), \text{alg}(\{R(X_1), R(Y_1)\}) \quad \text{and} \quad \text{alg}(\{L(X_2), L(Y_2)\}), \text{alg}(\{R(X_2), R(Y_2)\})
\]

are bi-freely independent with respect to \(\tau\). Hence

\[
(L(X_1), R(Y_1)) \quad \text{and} \quad (L(X_2), R(Y_2))
\]

are bi-freely independent with respect to \(\tau\). Thus \((L(X_1 + X_2), R(Y_1, Y_2))\) is the additive bi-free convolution of \((L(X_1), R(Y_1))\) and \((L(X_2), R(Y_2))\) so equation (4) applies thereby yielding the result. \(\square\)

Theorem 4.5 is particularly useful to compute the transition operators of a free additive convolution of two self-adjoint non-commutative stochastic processes where the transition operators are known, even if those non-commutative stochastic processes do not have freely additive increments. Indeed suppose \((X_t)_{t \in T}\) is a self-adjoint non-commutative stochastic process in \((\mathfrak{M}, \tau_{\mathfrak{M}})\) and \((Y_t)_{t \in T}\) is a self-adjoint non-commutative stochastic process in \((\mathfrak{N}, \tau_{\mathfrak{N}})\). By consider the reduced free product \((\mathfrak{M} * \mathfrak{N}, \tau_{\mathfrak{M}} * \tau_{\mathfrak{N}})\), we can consider \((X_t)_{t \in T}\) and \((Y_t)_{t \in T}\) in the same tracial von Neumann algebra in such a way that \(X_t\) and \(Y_s\) are freely independent for all \(t, s \in T\). The self-adjoint non-commutative stochastic process \((X_t + Y_t)_{t \in T}\) then falls under the purview of Theorem 4.5 to compute the transition operators.

As examples of the above are at least as complicated as computing the distributions of free additive convolutions, which often need computer assistance, we only provide the following example.
Example 4.6. In the above exposition, suppose $X_t$ and $Y_t$ are centred semicircular operators for all $t \in T$. For $\ell, r \in T$ with $\ell < r$, Example 4.1 yields the transition operator of $X_r$ onto $X_\ell$ (respectively $Y_r$ onto $Y_\ell$) where $c(t, r) = \tau_{\mathcal{M}}(X_r^2)$ (respectively $c(t, t) = \tau_{\mathcal{M}}(Y_r^2)$) for $t \in \{\ell, r\}$ and $c(\ell, r) = \tau_{\mathcal{M}}(X_\ell X_r)$ (respectively $c(\ell, r) = \tau_{\mathcal{M}}(Y_\ell Y_r)$). As the (bi-)free additive convolution of such operators is of the same form, the transition operator of $X_\ell + Y_\ell$ onto $X_r + Y_r$ is given by the transition operators in Example 4.1 with $c(t, t) = \tau_{\mathcal{M}}(X_t^2) + \tau_{\mathcal{M}}(Y_t^2)$ for $t \in \{\ell, r\}$ and $c(\ell, r) = \tau_{\mathcal{M}}(X_\ell X_r) + \tau_{\mathcal{M}}(Y_\ell Y_r)$.

Furthermore, the algebraic bi-free central limit theorem ([20, Theorem 7.9]) immediately yield the following for limits of free additive convolutions of non-commutative stochastic processes. In particular, the transition operators of such non-commutative stochastic processes ‘tend’ to those from Example 4.1.

Theorem 4.7. Let $\{X_n, s\}_{s \in T}$ be a sequence of self-adjoint non-commutative stochastic processes in a tracial von Neumann algebra $(\mathcal{M}, \tau)$ such that for all $\ell, r \in T$ with $\ell < r$, $\text{alg}(\{X_n, \ell\}_{n \in \mathbb{N}})$ and $\text{alg}(\{X_n, r\}_{n \in \mathbb{N}})$ are freely independent. Suppose further that

1. $\tau(X_n, t) = 0$ for all $n \in \mathbb{N}$ and $t \in T$,
2. $\sup_{n \in \mathbb{N}} |\tau(X_{n,t_1} \cdots X_{n,t_k})| < \infty$ for all $\ell, r \in T$, for all $k \in \mathbb{N}$, and for all $t_1, \ldots, t_k \in \{\ell, r\}$, and
3. $\lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^N \tau(X_{n,t} X_{n,r}) = c(\ell, r)$ for all $\ell, r \in T$.

By letting $S_{N,t} = \frac{1}{N} \sum_{n=1}^N X_{n,t}$ for all $t \in T$ and $N \in \mathbb{N}$ and letting $E_{N,t} : \mathcal{M} \to W^*(S_{N,t})$ denote the conditional expectation onto $W^*(S_{N,t})$, we have for all $\ell, r \in T$ with $\ell < r$ and $m \in \mathbb{N}$ that

$$
\lim_{N \to \infty} \tau(E_{N,t}(S_{N,r}^m)) = \int_{\mathbb{R}^2} y^m f_{t,r}(x, y) \, dx \, dy
$$

where $f_{t,r}$ is as in Example 4.1.

Of course, a stronger analytic version of the bi-free central limit theorem could immediately yield stronger information about the transition operators of such processes.

5. Unitary Stochastic Processes and Bi-Free Probability

The same ideas used in the previous section can be transferred to describe the transition operators for unitary operators in von Neumann algebra using bi-free probability theory and the $S$-transforms. We begin with the following.

Theorem 5.1. Let $U$ and $V$ be freely independent unitary operators in a tracial von Neumann algebra $(\mathcal{M}, \tau)$ such that $\tau(U) \neq 0$ and $\tau(V) \neq 0$. Then

$$
H_{L(U), R(VU)}(z, w) = 1 + \frac{z\psi_U(z) - \psi_U^{-1}(\psi_{VVU}(w))\psi_{VVU}(w)}{z - \psi_U^{-1}(\psi_{VVU}(w))}.
$$

Therefore, since equations (12), (13), and (14) allows one to compute $\psi_{VVU}$ based on the distributions of $U$ and $V$, it is possible to compute $\psi_{L(U), R(VU)}, \psi_U$, and $\psi_{VVU}$. Thus $g_{L(U), R(VU)}$ is computable by equation (15) so the distribution of $(L(U), R(VU))$ and the transition operator of $UU$ onto $U$ are computable via equation (17).

In particular if $(U_t)_{t \in T}$ is a unitary non-commutative stochastic process with (left) multiplicatively free increments, the above holds for $U = U_\ell$ and $V = U_r U_\ell^{-1}$.
for all $\ell < r$ and thus $H_{L(U_\ell), R(U_r)}$ is computable via the individual transformations of $U_\ell$ and $U_r$.

**Proof.** Since $U$ and $V$ are freely independent, Theorem 2.2 implies that the pairs $(L(U), R(U))$ and $(L(V), R(V))$

are bi-freely independent with respect to $\tau$. Hence equation (20) implies that

$$S_{L(U), R(V)}^{\op}(z, w) = S_{L(U), R(V)}^{\op}(z, w) = S_{L(U), R(V)}^{\op}(z, w)$$

However, by equation (19) together with the fact that bi-free cumulants of constants vanishing (see [6, Proposition 6.1]), we obtain that

$$S_{L(1), R(V)}^{\op}(z, w) = 1$$

so that

$$S_{L(U), R(V)}^{\op}(z, w) = S_{L(U), R(U)}^{\op}(z, w).$$

Hence equation (18) implies that

$$H_{L(U), R(V)}(\psi_U^{-1}(z), \psi_V^{-1}(w)) = H_{L(U), R(U)}(\psi_U^{-1}(z), \psi_V^{-1}(w))$$

and thus

$$H_{L(U), R(V)}(z, w) = H_{L(U), R(U)}(z, \psi_V^{-1}(\psi_V(U)(w))).$$

Note if $\mu_U$ is the distribution of $U$, then distribution of $(L(U), R(U))$ is supported on

$$D = \{(s, s) \mid s \in \mathbb{T}\}$$

with $d\mu_{L(U), R(U)}(s, s) = d\mu_U(s)$. Hence equations (10) and (17) imply that

$$H_{(U, U)}(z, w) = \int_\mathbb{T} \frac{1}{(1 - zs)(1 - ws)} d\mu_U(s)$$

$$= \int_\mathbb{T} \frac{z^2 s}{(z - w)(1 - zs)} - \frac{w^2 s}{(z - w)(1 - ws)} d\mu_U(s)$$

$$= 1 + \frac{z\psi_U(z) - w\psi_U(w)}{z - w}$$

so the result follows. \hfill \Box

**Example 5.2.** In [4, 5.2], a unitary multiplicative analogue of the free Levy process $(U_t)_{t \geq 0}$ was examined where

$$\mu_t(ds) = \frac{1 - e^{-2t}}{|s - e^{-t}|^2} ds$$

and thus

$$\psi_{U_t}(z) = \frac{z}{e^t - z}$$

for all $z \in \mathbb{C}$ with $|z| < 1$. Thus if $l, r \in [0, \infty)$ are such that $l < r$, then for all $z, w \in \mathbb{C} \setminus \mathbb{T}$ we have by Theorem 5.1 that

$$H_{L(U_l), R(U_r)}(z, w) = 1 + \frac{z\psi_{U_l}(z) - e^{l-r} w\psi_{U_r}(w)}{z - e^{l-r} w}.$$
Therefore, since
\[ g_{L(U_s), R(U_t)}(z, w) = 4H_{L(U_s), R(U_t)}(z, w) - 2\psi_{U_s}(z) - 2\psi_{U_t}(w) - 3, \]
equation (10) implies for all \( s, t \in \mathbb{T} \) that the density of \( d\mu\left(\frac{1}{s}, \frac{1}{t}\right) \) is given by
\[
2\Re \left( \frac{sv_{U_s}(s) - e^{\ell r}t v_{U_t}(t)}{s - e^{\ell r}t} \right) = 2\Re \left( \frac{2s}{s - e^{\ell r}t} - 1 \right) \left( \psi_{U_s}(s) + \psi_{U_t}(s) + 1 \right)
\]
Thus, by density of \( d\mu(s, t) \) is given by
\[
1 - e^{2(\ell - r)} e^{2t} - 1 = 1 - e^{2(\ell - r)} s^{1-t} e^{-\ell - r} \frac{1}{|s - e^{\ell r}t|^2}.
\]
Thus, by dividing by the density of \( \mu_{s,t} \), we obtain that
\[
k_{s,t}(s, dt) = 1 - e^{2(\ell - r)} s^{-1-t} e^{-\ell - r} dt,
\]
which agrees with [4, 5.2].

Again one benefit of the bi-free approach to non-commutative stochastic processes over [1] is the ability to understand a free multiplicative convolution of non-commutative stochastic processes without freely multiplicative increments. This is accomplished via the following.

**Theorem 5.3.** Let \( U_1, U_2, V_1, V_2 \) be unitary operators with non-vanishing first moments in a tracial von Neumann algebra \( \mathfrak{M}, \tau \) such that \(*\)-alg\(\{U_1, V_1\}\) and \(*\)-alg\(\{U_2, V_2\}\) are freely independent so \( \psi_{U_1 V_1}(z) \) and \( \psi_{U_2 V_2}(w) \) can be computed via the process described after equation (14). The pair

\[
(L(U_1 U_2), R(V_1 V_2)) = (L(U_1) L(U_2), R(V_2) R(V_1))
\]
is the opposite bi-free multiplicative convolution of \( (L(U_1), R(V_1)) \) and \( (L(U_2), R(V_2)) \). Therefore \( \psi_{U_1 U_2, V_1 V_2}(z, w) \) can be computed via the process described after equation (24). Hence equations (16) and (27) can be used to compute the transition operator of \( V_1 V_2 \) onto \( U_1 U_2 \).

**Proof.** Since \( \{U_1, V_1\} \) and \( \{U_2, V_2\} \) are freely independent, Theorem 2.2 implies that
\[
(*\)-alg\(\{L(U_1), L(V_1)\}\), \(*\)-alg\(\{R(U_1), R(V_1)\}\)) \quad \text{and} \quad (*\)-alg\(\{L(U_2), L(V_2)\}\), \(*\)-alg\(\{R(U_2), R(V_2)\}\))
\]
are bi-freely independent with respect to \( \tau \). Hence

\[
(L(U_1), R(V_1)) \quad \text{and} \quad (L(U_2), R(V_2))
\]
are bi-freely independent with respect to \( \tau \). Thus
\[
(L(U_1 U_2), R(V_1 V_2)) = (L(U_1) L(U_2), R(V_2) R(V_1))
\]
is the opposite bi-free multiplicative convolution of \((L(U_1), R(V_1))\) and \((L(U_2), R(V_2))\) thereby yielding the result.

\[ \square \]
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