Blind separation of PCMA signals based on neural network
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Abstract. For paired carrier multiple access (PCMA) signals, a new single-channel blind separation on neural network was proposed. Firstly, the sample waveforms (three symbols) which contains different bit information are constructed, secondly, the time-frequency spectrum of each sample under the different influences of the trailing symbols is intercepted, finally, the characteristic data of the spectrum as the input data, and the two-bit sequence in each sample as the output data to be trained, network trains these data repeatedly to complete the construction of separation model. The receiver carries on window truncation to the time-frequency spectrum of PCMA signal, neural network recognize the characteristic data of these spectrums to realizes the separation of bit sequences. Experimental results show that this algorithm has lower complexity than PSP algorithm, and the accuracy of it is close to PSP algorithm (L=5).

1 Introduction

In recent years, the linear mixed signal blind separation technology is used more and more widely in the field of signal processing, especially under single-channel reception, the problem of blind separation of co-frequency mixed signals has become a hot topic. The single-channel blind separation technology can be applied to the problem of third-party reception of the PCMA (paired carrier multiple access) signal. The third party usually use single-channel to receive PCMA signal, therefore, research on blind separation of single-channel mixed-signal is of great significance in the era.

Particle filter [2] and per-survivor processing (PSP) algorithm [3] are the main traditional algorithms to realize the separation of single channel simultaneous digital mixed signal, for the case of long constraint codes, Liao Canhui [4] and others use the idea of SOVA (soft output Viterbi algorithm) to make the PSP separation algorithm output the soft information of symbols, this method has achieved better separation performance. Aiming at the problem of high algorithm complexity, Yang Yong [5] and others use Gibbs sampling principle to reduce the complexity of the algorithm within the allowable range of guaranteed bit error rate. However, the traditional separation algorithm still has high complexity, slow convergence speed, and unstable separation performance, this paper presents a single-channel blind separation technique of co-frequency mixed signal based on BP neural network, neural networks have multiple transport layers and each transport layer contains multiple neurons, so the trained neural network not only has stable performance but also has strong computing power [6]. It can not only make up for the lack of performance of traditional algorithms, but also the separation of information sequences is quite fast.

2 Signal model

For two mixed MPSK or MQAM signal (the signal’s modulation type is BPSK in this paper’s experiment, the same signal frequency (almost the same), the same symbol rate, the same symbol period. T denotes the period of symbol [7]. The response of the shaping filter and the matched filter is equivalent to the result of the channel filter g(·). The continuous response time of the channel is [−LT, LT], after sampling at a sampling rate of 𝑃/𝑇, the mixed signal can be expressed as follows:

\[ y_i(t) = \sum_{l=1}^{L} h_{l} e^{j(2\pi f_{l} + \phi_{l})t - \sigma_{l} t} + v_{i}(t) \]  (1)

The length channel filter memory is L (L = 2L + 1). v is a sample of white noise, the mean of it is 0, the power spectral density of it is Norton, k denotes the sampling time, s is the symbol entered at time k, h denotes amplitude, Δf denotes frequency offset, t denotes time delay, Since the channel parameters...
of two signals change slowly with time in practical engineering applications [8], it can be assumed that the channel parameters are constant over a certain period of time, furthermore, the mixed signal in this article is further simplified as follows:

\[
y^i_{k}(l) = \sum_{j} h_j(\omega_j(l/2T - \tau_j)) s_{kj}(l) + \nu^i_{k}(l)
\]

\[
y_{G,k} = [y_0(k), y_1(k), \ldots, y_{k+L+G-2}(p-1)]^T
\]

\[
\boldsymbol{s}_{i,k}(l) = e^{j2\pi f_i k l + p T} \left[ s_{i,k+1}, s_{i,k+L+G-1} \right]^T
\]

\[
y_{i,k}(l) = \Psi^T(l) \Psi_{i,k}(l) + \nu_{i,k}(l)
\]

Therefore, we can combine the channel parameters and bit sequence to construct the Single-channel mixed signal, assuming the sample information bit sequence is \([u^i_k]\), Figure 1 shows the process of construction.
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Figure 1. The construction of time-domain waveform samples

Artificial neural network is a kind of mathematical model based on the simulation of nature biological neural network for information processing [9]. BP neural network is a kind of training network widely used in artificial neural networks. The basic BP algorithm mainly includes forward transmission and error feedback. The entire mathematical model includes the input layer, the output layer and the hidden layer, each layer contains a number of neurons [10-11]. Figure 2 shows the topology of a typical BP neural network, Figure 3 shows the model of a neuron.
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Figure 2. The construction of BP neural network
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Figure 3. The model of BP neuron

\[X_n\] denotes the input sample, the output data of the output layer is \(y_{pk}\), \(k\) denotes the serial number of neurons, \(E_p = \frac{1}{2} \sum (d_{pk} - y_{pk})^2\) denotes the mean square error. the total number of samples is \(N\), the adjustment formula of output layer’s weight is given as follows:

\[
\Delta_{pk}w_{pk} = -\eta \frac{\partial E_p}{\partial w_{pk}}
\]

\[
\Delta_{pk}w_{pk} = -\eta \frac{\partial E_p}{\partial w_{pk}} - \frac{\partial E_p}{\partial \text{net}_k} \frac{\partial \text{net}_k}{\partial w_{pk}}
\]

\[
\frac{\partial \text{net}_k}{\partial w_{pk}} = \frac{\partial}{\partial w_{pk}} \sum_j w_{jk}y_{pj} = y_{pj}
\]

If \(-\partial E_p/\partial \text{net}_k = \delta_{pk}\), the adjustment formula of hidden layer’s weight is given as follows:

\[
\delta_{pk} = (d_{pk} - y_{pk})y_{pk}(1 - y_{pk})
\]

3 The process of extracting feature data

Sample waveforms are constructed in the first chapter, the length of it are 3 symbols, the time-frequency spectrums of it are intercepted, then the time-frequency matrix which reflects the frequency characteristics and energy distribution of the sample signal changes with time are extracted, the time-frequency matrix are transformed into the feature matrix as the training input. When a certain sample sequence exists in any random information sequence, although the Sample waveform contains the same bit sequence, the characteristic matrix of it still will be different due to the influence of different trailing symbols, We will discuss the impact of various trailing symbol on the feature matrix comprehensively, and extract the feature matrix in different situations:
The length of the sample sequence

Figure 4. The first type of location

Figure 5. The second type of location

Figure 6. The third type of location

According to the above pictures, we cut off the time-frequency matrix of the sample sequence respectively. Its characteristic matrix are taken as the input data in neural network, and the training output data is two-bit sequence in the sample waveform, network trains these data repeatedly to complete the construction of separation model. The receiver makes time-frequency spectrum of the received signal, and extracts the feature matrix by window length of three symbol periods, neural network realizes the separation of information sequences through the segmentation process.

4 Simulations

4.1 Test 1

We take two BPSK modulated signals as an example to simplify the experiment, the frequency offset is 0, the oversampling factor is 2, the delay time between two signals are 0.2 and 0.4, the initial phases of the two channels are 1 and 2, the roll-off coefficients is 0.33, the amplitude ratio of the two signals is 1:1. The transfer functions of the hidden layer and the output layer of the network are both logarithmic S-shaped, the target error coefficient is 0.001, the learning rate is 0.1, the number of input nodes is 48, the number of hidden layer nodes is 49. Figure 7 shows the separated bit information, the data whose real part is close to 1 and imaginary part is close to 0 is bit 1, the data whose real part is close to 0 and imaginary part is close to 1 is bit 0, the number of experimental training is 2000, the bit sequence length of the mixed signal is 900.

Figure 7. The training performance curve of BP neural network.

4.2 Test 2

The delay of the two signals are 0.2 and 0.4, the initial phase and the frequency offset are both 0, the roll-off coefficients are both 0.33, the signal amplitude ratio is 1:1. As shown in Figure 8, with the increase of signal-to-noise ratio, the separation effect based on the neural network is close to the PSP algorithm with the symbol crosstalk length of 5, which is better than the PSP algorithm with the symbol crosstalk length of 4 or 3. Once the neural network is trained, the network model is fixed, the separation performance is relatively stable, so its overall separation performance is superior to the traditional separation algorithm. From Tab.1, we can see that network is more efficient than PSP algorithm.

| Algorithm                  | Condition | Addition | Multiplication | Time |
|----------------------------|-----------|----------|----------------|------|
|                           | m         | n        |               |      |

Figure 8. The separation performance under different signal-to-noise ratio

Tab.1 The complexity of algorithm
### 4.3 Test 3
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**Figure 9.** The separation performance at different sampling rates
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**Figure 10.** The training performance at different sampling rates

Figure 9 shows that the greater sampling multiples, the more number of training, the increased sampling multiples increases the amount of data, the data is so difficult to be trained in network, therefore, the network will take more times to train it. Although the oversampling multiplier increases the number of training, it can get better separation performance. As shown in Figure 10, multiple sampling has better separation performance than 1-fold sampling. However, 2-fold sampling and 4-fold sampling have the same separation performance, This reason can be solved by Nyquist sampling theorem.

### 5 Conclusions

In this paper, the neural network is used to solve the problem of blind separation of PCMA signals which use BPSK modulation, the experimental results show that the accuracy of the new algorithm is close to PSP algorithm (L=5). This method is effective for the case where the channel parameters change slowly over a period of time, network can separate the PCMA signals whose channel parameters is same as the trained sample waveforms' parameters quickly.
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