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Abstract

In this paper, we provide a general framework for counting geometric structures in pseudo-random graphs. As applications, our theorems recover and improve several results on the finite field analog of questions originally raised in the continuous setting. The results present interactions between discrete geometry, geometric measure theory, and graph theory.
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1 Introduction

Let $\mathbb{F}_q$ be a finite field of order $q$ where $q$ is a prime power. The investigation of finite field analogs of problems originally raised in geometric measure theory has a long tradition, for instance, the Erdős-Falconer distance problem [6,7,17], sum-product estimates [4,10], the Kakeya problem [8,32], frame theory [15,16], and restriction problems [14,22,23,27,28]. Studying these problems over finite fields is not only interesting by itself, but it also offers new ideas to attack the original questions. Some of these problems can be proved by using results from the in graph theory, for instance, in [17], Iosevich and Rudnev proved the following theorem on the distribution of distances in a given set.

**Theorem 1.1** (Iosevich-Rudnev, [17]). Let $E$ be a set in $\mathbb{F}_q^d$. Assume that $|E| \gg q^{\frac{d+1}{2}}$, then

$$\Delta(E) := \{||x - y|| = (x_1 - y_1)^2 + \cdots + (x_d - y_d)^2 : x, y \in E\} = \mathbb{F}_q.$$  

It is well-known that this theorem can be reproved by using the famous expander mixing lemma. More precisely, the expander mixing lemma states that for an $(n,d,\lambda)$-graph $G$, i.e. a regular graph with $n$ vertices, of degree $d$, and all other eigenvalues bounded in absolute value by $\lambda$, the number of edges in a given vertex set $U$, denoted by $e(U)$, is bounded from both above and below by the inequality

$$\left| e(U) - \frac{d|U|^2}{2n} \right| \leq \lambda|U|.$$  

To derive Theorem 1.1 from this estimate, for $\alpha \in \mathbb{F}_q^*$, one just needs to define the distance graph $\mathcal{DG}_\alpha$ with the vertex set $\mathbb{F}_q^d$ and there is an edge between two vertices $x$ and $y$ if and only if $||x - y|| = \alpha$. It is not hard to check that $\mathcal{DG}_\alpha$ is a regular Cayley graph with $q^d$ vertices, of degree $\sim q^{d-1}$, and the second eigenvalue is bounded by $q^{\frac{d-1}{2}}$ by using Kloosterman sums [18,31]. So, for any $\alpha \neq 0$, the expander mixing lemma implies directly that any vertex set $U$ of size at least $2q^{\frac{d+1}{2}}$ spans at least one edge.

We observe that the argument above only made use of the pseudo-randomness properties of the graph, and once the eigenvalues were calculated ignored anything about $\mathbb{F}_q$ or the distance function. Because of this observation, this machinery provides a unified proof for a series of similar questions, for example, one can replace the distance function by bilinear
From this observation, it is very natural to ask what kind of finite field models can be extended to the graph setting? That is, what “geometric structures” can we guarantee in a general graph with some pseudo-randomness condition? The main purpose of this paper is to provide three such configurations, and the three topics we present here can be viewed as generalizations of the Erdős-Falconer distance conjectures, which have been studied intensively in the literature. Our theorems imply several results found previously as special cases. Moreover, as they rely on the pseudo-randomness of an underlying graph, they can be applied in a straightforward manner to other settings, such as modules over finite rings.

Throughout the paper we say that $G$ is an $(n,d,\lambda)$-colored graph with color set $D$ if it is a graph edge-colored with $|D|$ colors such that the subgraph of any fixed color is an $(n,d,\lambda)$-graph.

1.1 Cartesian product structures

We first start with the following question about finding rectangles in $\mathbb{F}_q^d$.

**Question 1.2.** Let $E$ be a set in $\mathbb{F}_q^d$ and $\lambda, \beta \in \mathbb{F}_q^\ast$. How large does $E$ need to be to guarantee that there are four points $w, x, y, z \in E$ such that they form a rectangle of side lengths $\alpha$ and $\beta$, i.e.

$$(w - x) \cdot (x - y) = 0, \quad (x - y) \cdot (y - z) = 0, \quad (y - z) \cdot (z - w) = 0, \quad (z - w)(w - x) = 0,$$

and

$$||w - x|| = ||y - z|| = \alpha, \quad ||x - y|| = ||z - w|| = \beta.$$

Lyall and Magyar [25] proved that for any $\delta \in (0,1)$, there exists an integer $q_0 = q_0(\delta)$ with the following property: if $q \geq q_0$ and $E \subset \mathbb{F}_q^d$ with $|E| \geq \delta q^d$, then $E$ contains four points $a, b, c, \text{ and } d$ satisfying (1) and (2). This is the finite field model of a result in the same paper which states that for any given rectangle $R$ in $\mathbb{R}^2_d$, if $S \subset \mathbb{R}^2_d$ has positive Banach density, then there exists a threshold $\lambda_0 = \lambda_0(S, R)$ such that $S$ contains an isometric copy of $\lambda R$ for any $\lambda \geq \lambda_0$. Notice that the result in [25] was actually proved in a more general form, for $d$-dimensional rectangles, though we state it here for 2-dimensional rectangles.

In the first theorem of this paper, we extend this result to a general graph setting.

For two graphs $G$ and $H$, the cartesian product of $G$ and $H$, denoted by $G \square H$, is the graph where $V(G \square H) = V(G) \times V(H)$ and $(u_1, v_1) \sim (u_2, v_2)$ if and only if either $u_1 = u_2$ and $\{v_1, v_2\} \in E(H)$ or $v_1 = v_2$ and $\{u_1, u_2\} \in V(G)$. We use $S(x)$ to denote the indicator function of the set $S$. 
Theorem 1.3. Let \( G_i \) be \((n_i, d_i, \lambda_i)\)-graphs with \( 1 \leq i \leq 2 \). Set \( G = G_1 \square G_2 \). For any \( 0 < \delta' < \delta < 1 \), there exists \( \epsilon > 0 \) such that for any \( S \subset V(G_1 \square G_2) \) with \( |S| \geq \delta |V(G_1 \square G_2)| \), if \( \max \left\{ \frac{\lambda_1}{\alpha_1}, \frac{\lambda_2}{\alpha_2} \right\} < \epsilon \), then

\[
N = \sum_{(u_1, u_2) \in E(G_1), (v_1, v_2) \in E(G_2)} S(u_1, v_1)S(u_1, v_2)S(u_2, v_1)S(u_2, v_2) > \delta^4 n_1 n_2 d_1 d_2.
\]

Theorem 1.3 recovers the theorem on rectangles in \( \mathbb{F}_q^d \) by Lyall and Magyar (Proposition 2.1 in [23]) as follows. Let \( G_1 \) and \( G_2 \) be the graphs each with vertex set \( \mathbb{F}_q^d \) where \( a \sim b \) in \( G_1 \) if \( ||a - b|| = \alpha \) and \( x \sim y \) in \( G_2 \) if \( ||a - b|| = \beta \). Then \( G_1 \) and \( G_2 \) are graphs with \( q^d \) vertices, degree asymptotically \( q^{d-1} \) and \( \lambda \leq 2q^{(d-1)/2} \) (see [1, 21], summarized as Theorem 10.1 in [30]). Note that if \( ||u_1 - u_2|| = \alpha \) and \( ||v_1 - v_2|| = \beta \), then letting \( w = (u_1, v_1) \), \( x = (u_1, v_2) \), \( y = (u_2, v_1) \) and \( z = (u_2, v_2) \), we have that \( w, x, y, \) and \( z \) form a rectangle in \( \mathbb{F}_q^{2d} \) with side lengths \( \alpha \) and \( \beta \). Applying Theorem 1.3 to these specific graphs shows that for \( q \) large enough, any subset of \( \mathbb{F}_q^{2d} \) of size at least \( \delta q^{2d} \) contains \( \Omega(q^{4d-2}) \) rectangles, giving a quantitative strengthening of Lyall and Magyar’s result. Another application of Theorem 1.3 is on the number of rectangles in \( \mathbb{F}_q^d \) with side lengths in a given multiplicative subgroup of \( \mathbb{F}_q \), precisely, given a multiplicative subgroup \( A \) of \( \mathbb{F}_q \), we define \( G_1 = G_2 \) being the graph with the vertex set \( \mathbb{F}_q \) and there is an edge between \( x \) and \( y \) if \( x - y \in A \). This is clear that this is a Cayley graph with \( q \) vertices, of degree \( |A| \), and it is also well-known that \( \lambda \leq q^{1/2} \) (see [19] (1)) for computations. Applying Theorem 1.3, we recover Theorem 1.1 from [19].

### 1.2 Distribution of cycles

Our motivation of this section comes from the following question.

**Question 1.4.** Let \( E \) be a set in \( \mathbb{F}_q^d \) and \( m \geq 4 \) be an integer. How large does \( E \) need to be to guarantee that the number of cycles of the form \((x_1, \ldots, x_m)\) with \( ||x_i - x_{i+1}|| = 1 \) for all \( 1 \leq i \leq m - 1 \), and \( ||x_m - x_1|| = 1 \), is close to the expected number \( |E|^m q^{-m} \)?

Iosevich, Jardine, and McDonald [13] proved that the number of cycles of length \( m \), denoted by \( C_m(E) \), satisfies

\[
C_m(E) = (1 + o(1)) \frac{|E|^m}{q^m},
\]

whenever

\[
|E| \geq \begin{cases} 
q^{\frac{d}{2}(d+2-\frac{d+2}{d+1}+\delta)} & : m = 2k, \text{ even} \\
q^{\frac{d}{2}(d+2-\frac{2d+1}{2d+1}+\delta)} & : m = 2k + 1, \text{ odd}
\end{cases}
\]
\[ 0 < \delta < \frac{1}{2 \left\lfloor \frac{m}{2} \right\rfloor^2}. \]

In the continuous setting, this is a difficult problem, and there are only a few partial results. For instance, as a consequence of a theorem due to Eswarathasan, Iosevich, and Taylor [9], we know that if the Hausdorff dimension of \( E \), denoted by \( s \), is at least \( \frac{d+1}{2} \), then we know that the upper Minkowski dimension of the set of cycles in \( E \) is at most \( 2s - m \). If we consider the case of paths, then Bennett, Iosevich, and Taylor [3] showed that there exists an open interval \( I \) such that for any sequence \( \{t_i\}_{i=1}^m \) of elements in \( I \), we always can find paths of length \( m + 1 \) with gaps \( \{t_i\}_{i=1}^m \) between subsequent elements in \( E \) as long as the Hausdorff dimension of \( E \) is greater than \( \frac{d+1}{2} \). We refer the reader to [24] for the recent study on this problem. It is worth noting that in the discrete setting, results on distribution of paths also play crucial role in proving (3).

In the graph setting, we have the following extension. We note here that we are counting any sequence of \( m \) vertices \((v_1, \ldots, v_m)\) with \( v_i \sim v_{i+1} \) and \( v_1 \sim v_m \) as a cycle of length \( m \). That is, we are counting labeled cycles and we include degenerate cycles in the count. One could combine Theorem 1.5 for various values of \( m \) and lemmas used to prove it to obtain results about non-degenerate cycles as well, but we do not do this explicitly here.

**Theorem 1.5.** Let \( G \) be an \((n, d, \lambda)\)-graph and \( U \) be a vertex set with \( \lambda \cdot \frac{n}{d} = o(\|U\|) \). Let \( C_m(U) \) denote the number of (labeled, possibly degenerate) cycles of length \( m \) with vertices in \( U \). Then we have

\[
\left| C_m(U) - \frac{|U|^m d^m}{n^m} \right| = O \left( \frac{\lambda |U|^{m-1} d^{m-1}}{n^{m-1}} + \frac{\lambda^{m-2} |U|^2 d}{n} \right),
\]

The error term cannot be improved for \( m = 4 \). For instance, we define a graph with the vertex set \( \mathbb{F}_q^d \) where two vertices \((a, b)\) and \((c, d)\) are adjacent if and only if \( ac + bd = 1 \). Using the geometric facts in \( \mathbb{F}_q^2 \) that any two lines intersect in at most one point and there is only one line passing through two given points, we can see that this graph contains no \( C_4 \), even though it is a \((q^2, q, \sqrt{q})\) graph (if one includes loops). We also remark that as a corollary of a result due to Alon [20, Theorem 4.10] we know that the number of cycles in \( U \) is close to the expected number as long as \( |U| \gg \lambda (n/d)^2 \). This result is of course weaker than Theorem 1.5.

We now discuss how Theorem 1.5 implies and improves previous results. In [13], counting results for cycles are proved in both the distance graph and the dot-product graph over \( \mathbb{F}_q^d \). Formally, let \( G_t^{\text{dist}} \) and \( G_t^{\text{prod}} \) be the graphs on vertex set \( \mathbb{F}_q^d \) where \( u \sim v \) in \( G_t^{\text{dist}} \) if \( ||u - v|| = t \) and \( u \sim v \) in \( G_t^{\text{prod}} \) if \( u \cdot v = t \). As each of these graphs are approximately \( q^{d-1} \) regular and with second eigenvalue bounded above by \( 2q^{(d-1)/2} \), Theorem 1.5 can be
applied. In [13], the same quantitative results are proved for both graphs but with different methods, and the authors write the following:

“We note that in this paper, we obtain the same results for the distance graph and the dot-product graph. While the techniques are, at least superficially, somewhat different due to the lack of translation invariance in the dot-product setting, it is reasonable to ask whether a general formalism is possible.”

Theorem 1.5 answers this question in a strong way, as it may be applied in a much more general setting than just distance or dot-product graphs. Furthermore, Theorem 1.5 implies the estimate (3) with an improved threshold on the size of the subset, namely we may remove the $\delta$ in the exponent that appears in the result from [13]. The proof of Theorem 1.5 requires estimates on the number of paths in our graph, for example Proposition 3.5. This is again done in a general way for $(n,d,\lambda)$-graphs. We also note that colorful versions of Theorem 1.5 and the lemmas required to prove it can be proved with only minor modifications to the proof. That is, given an $(n,d,\lambda)$-colored graph and a fixed coloring of a path or cycle, one can obtain the same estimates on the number of such colorful subgraphs that appear. For ease of exposition we only prove an uncolored version of Theorem 1.5 and the lemmas required to prove it can be proved with only minor modifications to the proof. That is, given an $(n,d,\lambda)$-colored graph and a fixed coloring of a path or cycle, one can obtain the same estimates on the number of such colorful subgraphs that appear. For ease of exposition we only prove an uncolored version of Theorem 1.5 and the lemmas required to prove it can be proved with only minor modifications to the proof. That is, given an $(n,d,\lambda)$-colored graph and a fixed coloring of a path or cycle, one can obtain the same estimates on the number of such colorful subgraphs that appear. For ease of exposition we only prove an uncolored version of Theorem 1.5 and the lemmas required to prove it can be proved with only minor modifications to the proof.

Finally, we prove Theorem 1.5 in two different ways. The second approach is quite specific to counting cycles, but more straightforward (it is also slightly weaker: we obtain the same quantitative results for $m \geq 5$ but for $m = 4$ only prove the result up to a multiplicative constant factor). The first approach passes the problem to counting structures in the tensor product of two $(n,d,\lambda)$-graphs. We note that the tensor product of two $(n,d,\lambda)$-graphs is itself a $(n^2,d^2,d\lambda)$ graph, and so one may try to use pseudo-randomness of this graph to count subgraphs. However, this is not good enough for our purpose, and we must prove a version of the expander mixing lemma that applies specifically to tensor products of graphs. This result (Proposition 3.2) is significantly stronger than directly applying the classical expander mixing lemma to the tensor product graph, and we believe it is of independent interest, as the second approach along with Proposition 3.2 could be used to count other structures in tensor products of pseudo-random graphs.

1.3 Distribution of disjoint trees

The last question we consider in this paper is the following.

Question 1.6. Let $E$ be a set in $\mathbb{F}_q^d$, and $T$ be a tree of $m$ vertices. How large does $E$ need to be to guarantee that the number of vertex disjoint copies of $T$ in $E$ is close to $|E|/m$?

That is, we are asking for a threshold such that any set of large enough size has an almost spanning $T$-factor. We now introduce the notion of the stringiness of a graph, $T$, denoted
\(\sigma(T)\), which is defined as \((d_1 + 1)\prod_{i=2}^{n} d_i\) where \(d_1 \geq d_2 \cdots \geq d_n\) is the degree sequence of \(T\) in nonincreasing order. Using this, Soukup \[29\] proved that for any tree \(T\) of \(m\) vertices with stringiness \(\sigma(T)\), and for any \(E \subset \mathbb{F}_q^d\), if \(|E| \gg \sigma(T)q^{d+1}\), then the number of disjoint copies of \(T\) in \(E\) is at least 
\[
\frac{|U|}{\sigma(T)} - q^{\frac{d+1}{2}}.
\]

In this section, we provide improvements of this result.

**Theorem 1.7.** Let \(G\) be an \((n, d, \lambda)\)-colored graph with the color set \(D\). Let \(T\) be a tree with edges colored by \(D\). For any \(U \subset V(G)\) with \(|U| = r \cdot \frac{\lambda n}{d}\), the number of disjoint copies of \(H\) in \(U\) is at least 
\[
\frac{|U|}{\sigma(T)} - \frac{\lambda n}{d},
\]
where \(\sigma(T)\) is the stringiness of \(T\).

Theorem 1.7 directly generalizes Soukup’s result in [29] to pseudo-random graphs. However, the stringiness of a tree may be exponential in the number of vertices. Using a different method, we prove a theorem which for most trees does much better.

**Theorem 1.8.** Let \(G\) be an \((n, d, \lambda)\)-colored graph with the color set \(D\). Let \(T\) be a tree of \(m\) vertices with edges colored by \(D\). For any \(U \subset V(G)\) with \(|U| \geq m(m-1) \cdot \frac{\lambda n}{d}\), the number of disjoint copies of \(T\) in \(U\) is at least 
\[
\frac{|U|}{m} - \frac{\lambda n}{d}.
\]

### 2 Proof of Theorem 1.3

Set \(V_i = V(G_i)\) and \(E_i = E(G_i)\) for \(1 \leq i \leq 2\). If \(i\) satisfies \(\frac{\lambda_i}{d_i} = \max\left\{\frac{\lambda_1}{d_1}, \frac{\lambda_2}{d_2}\right\}\) then throughout the proof we will use \(\frac{\lambda}{d}\) to denote \(\frac{\lambda_i}{d_i}\).

#### 2.1 Square-norm

For functions \(f_1, f_2, f_3, f_4 : V_1 \times V_2 \to [-1, 1]\), we define
\[
N(f_1, f_2, f_3, f_4) := \mathbb{E}_{(a,b) \in E_1, (c,d) \in E_2} f_1(a, c)f_2(a, d)f_3(b, c)f_4(b, d)
\]
\[
= \frac{1}{|V_1||d_1||V_2||d_2|} \sum_{a,b,c,d : (a,b) \in E_1, (c,d) \in E_2} f_1(a, c)f_2(a, d)f_3(b, c)f_4(b, d),
\]
and
\[
M(f_1, f_2, f_3, f_4) := \mathbb{E}_{a,b,c,d} f_1(a, c) f_2(a, d) f_3(b, c) f_4(b, d) \\
= \frac{1}{|V_1|^2 |V_2|^2} \sum_{a,b,c,d} f_1(a, c) f_2(a, d) f_3(b, c) f_4(b, d).
\]

Let $S$ be any subset of $V_1 \times V_2$. Recall that when context is clear, we use $S(\cdot)$ to denote the characteristic function $\chi_S$ on the set $S$. We now prove two simple but useful facts about $M$ using Cauchy-Schwarz.

**Proposition 2.1.**

\[
M(S, S, S, S) \geq \left( \frac{|S|}{|V_1||V_2|} \right)^4.
\]

**Proof.** We write the definition of $|S|$ as a sum and apply Cauchy-Schwarz twice to get
\[
|S| = \sum_{a \in V_1} \sum_{b \in V_2} S(a, b) \leq \left( \sum_{a \in V_1} 1^2 \right)^{\frac{1}{2}} \left( \sum_{a \in V_1} \left( \sum_{b \in V_2} S(a, b) \right)^2 \right)^{\frac{1}{2}}
\]
\[
= |V_1|^{\frac{1}{2}} \left( \sum_{b \in V_2} \sum_{c \in V_2} \sum_{a \in V_1} S(a, b) S(a, c) \right)^{\frac{1}{2}}
\]
\[
\leq |V_1|^{\frac{1}{2}} \left( \left( \sum_{b \in V_2} \sum_{c \in V_2} 1^2 \right)^{\frac{1}{2}} \left( \sum_{b \in V_2} \sum_{c \in V_2} \left( \sum_{a \in V_1} S(a, b) S(a, c) \right)^2 \right)^{\frac{1}{2}} \right)^{\frac{1}{2}}
\]
\[
= |V_1|^{\frac{1}{2}} |V_2|^{\frac{1}{2}} \left( \sum_{b \in V_2} \sum_{c \in V_2} \sum_{a \in V_1} \sum_{d \in V_1} S(a, b) S(a, c) S(d, b) S(d, c) \right)^{\frac{1}{2}}
\]

which, upon rearranging and renaming variables becomes
\[
|V_1|^{\frac{1}{2}} |V_2|^{\frac{1}{2}} (|V_1|^2 |V_2|^2 M(S, S, S))^\frac{1}{4}.
\]

Comparing this to $|S|$ yields the desired result. \qed

For any function $f : V_1 \times V_2 \to [-1, 1]$, we define
\[
||f||_{\square(V_1 \times V_2)} := M(f, f, f, f)^{1/4}.
\]

**Lemma 2.2.** For functions $f_1, f_2, f_3, f_4 : V_1 \times V_2 \to [-1, 1]$, we have
\[
M(f_1, f_2, f_3, f_4) \leq \min_i ||f_i||_{\square(V_1 \times V_2)}.
\]
Proof. We apply Cauchy-Schwarz to the definition of $M$ to get

\[
M(f_1, f_2, f_3, f_4) = \frac{1}{|V_1|^2|V_2|^2} \sum_{a,b \in V_1, c,d \in V_2} f_1(a, c) f_2(a, d) f_3(b, c) f_4(b, d)
\]
\[
= \frac{1}{|V_1|^2|V_2|^2} \sum_{a,b \in V_1} \left( \sum_{c \in V_2} f_1(a, c) f_3(b, c) \right) \left( \sum_{d \in V_2} f_2(a, d) f_4(b, d) \right)
\]
\[
\leq \frac{1}{|V_1|^2|V_2|^2} \left( \sum_{a,b \in V_1} \left( \sum_{c \in V_2} f_1(a, c) f_3(b, c) \right) \right)^{1/2} \cdot \left( \sum_{a,b \in V_1} \left( \sum_{d \in V_2} f_2(a, d) f_4(b, d) \right) \right)^{1/2}
\]
\[
= (M(f_1, f_3, f_3))^1/2 \cdot (M(f_2, f_4, f_4))^1/2.
\]

A similar calculation using Cauchy-Schwarz and reversing the roles of $V_1$ and $V_2$ gives that

\[
M(f_1, f_2, f_3, f_4) \leq (M(f_1, f_2, f_1, f_2))^{1/2} \cdot (M(f_3, f_4, f_3, f_4))^{1/2}.
\]

We finish by combining these inequalities and using the fact that $M(f_i, f_i, f_i, f_i) \leq 1$ for $i = 1, 2, 3, 4$.

\[\square\]

2.2 A weak hypergraph regularity lemma

Let $B$ be a $\sigma$-algebra on $V_1$ and $C$ be a $\sigma$-algebra on $V_2$. We recall here that a $\sigma$-algebra on $V_i$ is a collection of sets in $V_i$ that contains $V_i, \emptyset$, and is closed under finite intersections, unions, and complements.

The complexity of a $\sigma$-algebra $B$ is the smallest number of sets (atoms) needed to generate $B$, and we denote by $\text{complexity}(B)$. Notice that $|B| \leq 2^{\text{complexity}(B)}$. We denote the smallest $\sigma$-algebra on $V_1 \times V_2$ that contains both $B \times V_2$ and $V_1 \times C$ by $B \vee C$.

For a function $f : V_1 \times V_2 \to \mathbb{R}$, we define the conditional expectation $\mathbb{E}(f|B \vee C) : V \to \mathbb{R}$ by the formula

\[
\mathbb{E}(f|B \vee C)(x) := \frac{1}{|(B \vee C)(x)|} \sum_{y \in (B \vee C)(x)} f(y),
\]

where $(B \vee C)(x)$ denotes the smallest element of $B \vee C$ that contains $x$. We note that an atom of $B \vee C$ has the form $U \times V$ where $U$ and $V$ are atoms of $B$ and $C$, respectively.

The following lemma is a special case of Lemma 2.2 in [25]. We refer the reader to [25] for a detailed proof.

**Lemma 2.3.** For any $\epsilon > 0$, there exist $\sigma$-algebras $B$ on $V_1$ and $C$ on $V_2$ such that each
algebra is spanned by at most $O(\epsilon^{-8})$ sets, and

$$||S - \mathbb{E}(S|\mathcal{B} \vee \mathcal{C})||_{\square(V_1 \times V_2)} \leq \epsilon.$$  

We recall that

$$\mathbb{E}(S|\mathcal{B} \vee \mathcal{C})(x) = \frac{|S \cap (B \times C)|}{|B||C|},$$

where $B \times C$ is the atom of $\mathcal{B} \vee \mathcal{C}$ containing $x$.

### 2.3 A generalized von-Neumann type estimate

**Lemma 2.4.** For functions $f_1, f_2, f_3, f_4: V_1 \times V_2 \to [-1, 1]$, we have

$$|N(f_1, f_2, f_3, f_4)| \leq \min_j ||f_j||_{\Box(V_1 \times V_2)} + O\left(\frac{\lambda^{1/4}}{d^{1/4}}\right).$$

To prove this lemma, we recall the following expander mixing lemma.

**Lemma 2.5.** Let $G = (V, E)$ be an $(n, d, \lambda)$-graph, and $A$ be its adjacency matrix. For real $f, g \in L^2(V)$, we have

$$|\langle f, Ag \rangle - d|V|\mathbb{E}(f)\mathbb{E}(g)| \leq \lambda ||f||_2 ||g||_2,$$

where

$$\mathbb{E}(f) := \frac{1}{|V|} \sum_{v \in V} f(v), \quad ||f||_2^2 = \sum_{v \in V} |f(v)|^2.$$  

**Proof of Lemma 2.4.** Set $\sigma_i(x, y) = |V_i|/d_i$ if $(x, y) \in E_i$ and 0 otherwise and let $\mathbb{E}_{x,y \in V_i} := \frac{1}{|V_i|^2} \sum_{x,y \in V_i}$. Then for $f, g: V_1 \to [-1, 1]$, by using the expander mixing lemma, one has

$$\sum_{x \sim y} f(x)g(y) = \langle f, Ag \rangle \leq \frac{d_i}{|V_i|} \sum_{x,y} f(x)g(y) + \lambda_i ||f||_2 ||g||_2.$$  

Dividing both sides by $d_i|V_i|$ and using $||f||_2 ||g||_2 \leq |V_i|$ gives

$$\mathbb{E}_{x,y \in V_i} \mathbb{E}(x)g(y) \sigma_i(x, y) = \left(\frac{1}{|V_i|^2} \sum_{x,y} f(x)g(y)\right) + \frac{\lambda_i}{d_i} = \mathbb{E}_{x,y} f(x)g(y) + \frac{\lambda_i}{d_i}.$$  

Thus,

$$|\mathbb{E}_{x,y} f(x)g(y) \sigma_i(x, y)|^2 \leq (\mathbb{E}_{x,y,z,t} f(x)g(z)f(y)g(t)) + 2\frac{\lambda_i}{d_i} \mathbb{E}_{x,y} f(x)g(y) + \frac{\lambda_i^2}{d_i} \mathbb{E}_{x,y} f(x)g(y) + \lambda_i^2$$

$$\leq \mathbb{E}_{x,y} f(x)g(y) + 3\frac{\lambda_i}{d_i},$$
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where we have used the fact that $\mathbb{E}_{x,t} g(z) g(t), \mathbb{E}_{x,y} f(x) g(y) \leq 1$. In other words, for functions $f, g : V_i \to [-1, 1]$, we have

$$|\mathbb{E}_{x,y} f(x) g(y)\sigma_i(x, y)|^2 \leq \mathbb{E}_{x,y} f(x) f(y) + 3 \frac{\lambda_i}{d_i}. \tag{4}$$

The same holds when we switch between $f$ and $g$:

$$|\mathbb{E}_{x,y} f(x) g(y)\sigma_i(x, y)|^2 \leq \mathbb{E}_{x,y} g(x) g(y) + 3 \frac{\lambda_i}{d_i}. \tag{5}$$

In the next step, we want to show that

$$N(f_1, f_2, f_3, f_4) \leq ||f_i||_{\square(V_1 \times V_2)} + O\left(\frac{\lambda}{d}\right).$$

Using the definitions, we have

$$N(f_1, f_2, f_3, f_4) = \mathbb{E}_{a,b,c,d} f_1(a, c)f_2(a, d)f_3(b, c)f_2(b, d)\sigma_1(a, b)\sigma_2(c, d).$$

For a fixed pair $(c, d)$, set $f_{c,d}(a) = f_1(a, c)f_2(a, d)$ and $g_{c,d}(b) = f_3(b, c)f_4(b, d)$. Then we have

$$|N(f_1, f_2, f_3, f_4)|^2 = \left(\frac{1}{|V_1|^2|V_2|^2} \sum_{a,b,c,d} f_{c,d}(a)g_{c,d}(b)\sigma_1(a, b)\sigma_2(c, d)\right)^2$$

$$\leq \left(\frac{1}{|V_1|^2|V_2|^2} \sum_{c,d} \sqrt{\sigma_2(c, d)} \sqrt{\sigma_2(c, d)} \sum_{a,b} f_{c,d}(a)g_{c,d}(b)\sigma_1(a, b)\right)^2$$

$$\leq \frac{1}{|V_1|^4|V_2|^4} \left(\sum_{c,d} \sigma_2(c, d)\right) \left(\sum_{c,d} \sigma_2(c, d) \sum_{a,b} f_{c,d}(a)g_{c,d}(b)\sigma_1(a, b)\right)^2$$

$$= (\mathbb{E}_{c,d}\sigma_2(c, d)) (\mathbb{E}_{c,d}\sigma_2(c, d)|\mathbb{E}_{a,b}f_{c,d}(a)g_{c,d}(b)\sigma_1(a, b)|^2)$$

$$= \mathbb{E}_{c,d}\sigma(c, d)|\mathbb{E}_{a,b}f_{c,d}(a)g_{c,d}(b)\sigma(a, b)|^2,$$

where the first inequality uses the triangle inequality and rearranging, the second inequality is Cauchy-Schwarz, the next line is rearranging, and the last equality uses the fact that $\mathbb{E}_{c,d}\sigma_2(c, d) = \frac{1}{|V_2|^2} |V_2| \cdot d_2 = 1$. Therefore, the inequality $\boxed{4}$ implies

$$|N(f_1, f_2, f_3, f_4)|^2 \leq \mathbb{E}_{c,d}\sigma_2(c, d) \left(\mathbb{E}_{a,b}f_{c,d}(a)f_{c,d}(b) + 3 \frac{\lambda_i}{d_i}\right) \tag{6}$$

$$= \mathbb{E}_{a,b,c,d}\sigma_2(c, d)f_{c,d}(a)f_{c,d}(b) + 3 (\mathbb{E}_{c,d}\sigma_2(c, d)) \frac{\lambda_i}{d_i}$$

$$= (\mathbb{E}_{a,b,c,d}f_1(a, c)f_1(b, c)f_2(a, d)f_2(b, d)\sigma_2(c, d)) + 3 \frac{\lambda_i}{d_i}.$$
By another similar argument with \( \hat{f}_{a,b}(c) = f_1(a,c)f_1(b,c) \) and \( \hat{g}_{a,b}(d) = f_2(a,d)f_2(b,d) \) for each fixed pair \((a,b)\), we have

\[
\begin{align*}
|N(f_1, f_2, f_3, f_4)|^4 &\leq \left( \mathbb{E}_{a,b,c,d}\hat{f}_{a,b}(c)\hat{g}_{a,b}(d)\sigma_2(c,d) + 3\frac{\lambda_1}{d_1} \right)^2 \\
&\leq \left( \mathbb{E}_{a,b,c,d}\hat{f}_{a,b}(c)\hat{g}_{a,b}(d)\sigma_2(c,d) \right)^2 + 15\frac{\lambda_1}{d_1},
\end{align*}
\]

using that \( \mathbb{E}_{a,b,c,d}\hat{f}_{a,b}(c)\hat{g}_{a,b}(d)\sigma_2(c,d) \leq 1 \) and \( \lambda_1/d_1 \leq 1 \). Now

\[
\begin{align*}
\left( \mathbb{E}_{a,b,c,d}\hat{f}_{a,b}(c)\hat{g}_{a,b}(d)\sigma_2(c,d) \right)^2 &= \frac{1}{|V_1|^4|V_2|^4} \left( \sum_{a,b} \sum_{c,d} \hat{f}_{a,b}(c)\hat{g}_{a,b}(d)\sigma_2(c,d) \right)^2 \\
&\leq \frac{1}{|V_1|^2} \sum_{a,b} \left( \frac{1}{|V_2|^2} \sum_{c,d} \hat{f}_{a,b}(c)\hat{g}_{a,b}(d)\sigma_2(c,d) \right)^2 \\
&\leq \frac{1}{|V_1|^2} \sum_{a,b} \left( \mathbb{E}_{c,d}\hat{f}_{a,b}(c)\hat{f}_{a,b}(d) + 3\frac{\lambda_2}{d_2} \right) \\
&= \mathbb{E}_{a,b}\left( \mathbb{E}_{c,d}\hat{f}_1(a,c)\hat{f}_1(b,c)\hat{f}_1(a,d)\hat{f}_1(b,d) + 3\frac{\lambda_2}{d_2} \right),
\end{align*}
\]

by Cauchy-Schwarz and \( (4) \) respectively. As a consequence, we obtain

\[
|N(f_1, f_2, f_3, f_4)|^4 \leq \mathbb{E}_{a,b,c,d}f_1(a,c)f_1(b,c)f_1(a,d)f_1(b,d) + 15\frac{\lambda_1}{d_1} + 3\frac{\lambda_2}{d_2}
\]

\[
= M(f_1, f_1, f_1, f_1) + O\left( \frac{\lambda_1}{d_1} + \frac{\lambda_2}{d_2} \right).
\]

Notice that the same holds when \( f_1 \) on the right hand side is replaced by \( f_i \) for \( 2 \leq i \leq 4 \). In short,

\[
|N(f_1, f_2, f_3, f_4)| \leq \min_j ||f_j||_{\Box(V_1 \times V_2)} + O\left( \frac{\lambda_1^{1/4}}{d_1^{1/4}} \right).
\]

This completes the proof. \( \square \)

With Lemmas 2.3 and 2.4 in hand, we are ready to prove Theorem 1.3.

**Proof of Theorem 1.3**: For any \( \epsilon > 0 \), by Lemma 2.3 we can see that there exist \( \sigma \)-algebras \( \mathcal{B} \) and \( \mathcal{C} \) on \( V_1 \) and \( V_2 \), respectively, with complexity bounded above by \( O(\epsilon^{-8}) \), so that

\[
||S - \mathbb{E}(S|\mathcal{B} \lor \mathcal{C})||_{\Box(V_1 \times V_2)} \leq \epsilon.
\]

(7)

Let \( g \) denote \( \mathbb{E}(S|\mathcal{B} \lor \mathcal{C}) \), and define

\[
h(x) := S(x) - g(x).
\]
Therefore, (7) gives us that
\[ \|h\|_{\square(V_1 \times V_2)} \leq \epsilon. \quad (8) \]

Both \(g\) and \(h\) are functions from \(V_1 \times V_2\) to the interval \([-1, 1]\). Recalling the definition of \(N\) above, we see that
\[ N(S, S, S, S) = N(g, g, g, g) + N(h, h, h, h) + R, \]
where \(R\) is a sum over all expressions of the form
\[ N(f_1, f_2, f_3, f_4), \]
where the \(f_j\) in each term are either \(g\) or \(h\), but not all the same. Specifically, set \(\Omega := \{g, h\}^4 \setminus \{(g, g, g, g), (h, h, h, h)\}\), denote a quadruple of functions by \(F = (f_1, f_2, f_3, f_4) \in \Omega\), and write
\[ R = \sum_{F \in \Omega} \mathbb{E}_{a, b, c, d} f_1(a, c) f_2(a, d) f_3(b, c) f_4(b, d) E_1(a, b) E_2(c, d), \]
where \(E_i(x, y)\) is the indicator that \(xy \in E(G_i)\). Combining Lemma 2.4 and (8) gives
\[ |N(h, h, h, h)| \leq \|h\|_{\square(V_1 \times V_2)} + O\left(\frac{\lambda^{1/4}}{d^{1/4}}\right) \leq \epsilon + O\left(\frac{\lambda^{1/4}}{d^{1/4}}\right). \]

Similarly, for any other choice of \(F \in \Omega\), we must have \(h\) in at least one entry, so we get
\[ |N(F)| \leq \min_j \|f_j\|_{\square(V_1 \times V_2)} + O\left(\frac{\lambda^{1/4}}{d^{1/4}}\right) \leq \|h\|_{\square(V_1 \times V_2)} + O\left(\frac{\lambda^{1/4}}{d^{1/4}}\right) \leq \epsilon + O\left(\frac{\lambda^{1/4}}{d^{1/4}}\right). \]

Putting these together we get that
\[ |N(S, S, S, S) - N(g, g, g, g)| = O\left(\epsilon + \frac{\lambda^{1/4}}{d^{1/4}}\right) \quad (9) \]

Similarly, by Lemma 2.2, we know that
\[ \|f_i\|_{\square(V_1 \times V_2)} \leq \min_i \|f_i\|_{\square(V_1 \times V_2)}, \]
so we get that
\[ |M(S, S, S, S) - M(g, g, g, g)| = O(\epsilon). \quad (10) \]

By definition, \(g\) is a linear combination of indicator functions of atoms of the \(\sigma\)-algebra \(B \vee \mathcal{C}\). By Lemma 2.3, we know that there is some positive constant \(c > 0\) so that the number of terms in this linear combination is no more than \(2^{ec^{-8}}\). So we can write \(N(g, g, g, g)\) as a
linear combination of terms of the form

\[ N(B_1 \times C_1, B_2 \times C_2, B_3 \times C_3, B_4 \times C_4) = \mathbb{E}_{a,b,c,d}(B_1 \times C_1)(a,c) \cdot (B_2 \times C_2)(a,d) \cdot (B_3 \times C_3)(b,c) \cdot (B_4 \times C_4)(b,d)\sigma_1(a,b)\sigma_2(c,d), \]

for some atoms $B_j \times C_j$ (and their indicator functions) in $\mathcal{B} \times \mathcal{C}$. Here as before we use $\sigma_i(x,y)$ equals $|V_i|/d_i$ if $\{x,y\} \in E_i$ and 0 otherwise. However, if we split this up by variables, we get that

\[ N(B_1 \times C_1, B_2 \times C_2, B_3 \times C_3, B_4 \times C_4) = \mathbb{E}_{a,b,c,d}(B_1 \cap B_2)(a) \cdot (B_3 \cap B_4)(b) \cdot (C_1 \cap C_3)(c) \cdot (C_2 \cap C_4)(d)\sigma_1(a,b)\sigma_2(c,d) \]

By applying the expander mixing lemma as in the proof of Lemma 2.4, we see

\[ N(B_1 \times C_1, B_2 \times C_2, B_3 \times C_3, B_4 \times C_4) = \left( \mathbb{E}_{a,b}(B_1 \cap B_2)(a) \cdot (B_3 \cap B_4)(b) + O\left(\frac{\lambda_1}{d_1}\right) \right) \left( \mathbb{E}_{c,d}(C_1 \cap C_3)(c) \cdot (C_2 \cap C_4)(d) + O\left(\frac{\lambda_2}{d_2}\right) \right) \]

where the last line uses the definition of $M$ and that each expectation is at most 1. Since $g$ is a linear combination of at most $2^\epsilon \cdot s$ terms, we see that

\[ |N(g,g,g,g) - M(g,g,g,g)| = O\left(2^\epsilon \cdot s \frac{\lambda}{d}\right), \]

for some positive constant $\epsilon'$. Using (9) followed by the previous estimate and (10), we get that for some constant $k > 0$, we have

\[ N(S,S,S,S) \geq N(g,g,g,g) - k\epsilon - k\frac{\lambda_{1/4}}{d^{1/4}} \]

\[ \geq M(g,g,g,g) - k2^\epsilon \cdot s \frac{\lambda}{d} - k\epsilon - k\frac{\lambda_{1/4}}{d^{1/4}} \]

\[ \geq M(S,S,S,S) - k\epsilon - k2^\epsilon \cdot s \frac{\lambda}{d} - k\epsilon - k\frac{\lambda_{1/4}}{d^{1/4}}. \]

Now applying Proposition 2.1 to this estimate gives us

\[ N(S,S,S,S) \geq \left( \frac{|S|}{|V_1||V_2|} \right)^4 - 2k\epsilon - k2^\epsilon \cdot s \frac{\lambda}{d} - k\frac{\lambda_{1/4}}{d^{1/4}}. \]

Recall that by assumption, $|S| \geq \delta |V_1||V_2|$, so to guarantee that $N = N(S,S,S,S)$ is positive, we just need to pick $\epsilon$ so that the right-hand-side of (11) is bigger than $\delta^4$, or
equivalently,

\[ \delta^4 - \delta'^4 \geq 2k\epsilon + k2^{\epsilon - s}\frac{\lambda}{d} + k\frac{\lambda^{1/4}}{d^{1/4}}. \]

3 Proof of Theorem 1.5

To prove Theorem 1.5, we present two approaches based on two counting lemmas. While the second counting lemma is a direct consequence of the expander mixing lemma for a single graph, the first counting lemma is a stronger and more practical variant for tensor of two pseudo-random graphs, which is quite interesting on its own.

3.1 The first counting lemma for cycles

Let us briefly describe the ideas of counting cycles here. Assume we want to count the number of cycles of length \( 2k \) for some integer \( k \geq 2 \). Given four vertices \( x, y, z, w \), if \( x \) and \( y \) are connected by a path of length \( k - 1 \), and the same happens for \( z \) and \( w \), then we will have a cycle of length \( 2k \) of the form \( x - yw - zx \) (Figure 1) when there are edges between \( x \) and \( z \), and between \( y \) and \( w \). Thus, the problem is reduced to counting the number of pairs of edges between the endpoints of pairs of paths of length \( k - 1 \).

![Figure 1: Counting pairs of edges xz and yw.](image)

To this end, we make use of the notation of tensor of two pseudo-random graphs. For two graphs \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \), the tensor product \( G_1 \otimes G_2 \) is a graph with vertex set \( V(G_1 \otimes G_2) = V_1 \times V_2 \), and there is an edge between \((u, v)\) and \((u', v')\) if and only if \((u, u') \in E_1 \) and \((v, v') \in E_2 \). Suppose that the adjacency matrices of \( G_1 \) and \( G_2 \) are \( A \) and \( B \), respectively, then the adjacency matrix of \( G_1 \otimes G_2 \) is the tensor product of \( A \) and \( B \). It is well-known that if \( \gamma_1, \ldots, \gamma_n \) are eigenvalues of \( A \) and \( \gamma'_1, \ldots, \gamma'_m \) are eigenvalues of \( B \), then the eigenvalues of \( A \otimes B \) are \( \gamma_i \gamma'_j \) with \( 1 \leq i \leq n \), \( 1 \leq j \leq m \) (see [26] for more details).

It is not hard to use the expander mixing lemma to get the following.
Proposition 3.1. Let $\mathcal{G}$ be an $(n,d,\lambda)$-graph. For two non-negative functions $f, g: V \times V \to \mathbb{R}$, we have
\[
\left| \sum_{(x,z) \in E, (y,w) \in E} f(x,y)g(z,w) - \frac{d^2}{n^2} \|f\|_1\|g\|_1 \right| \leq d\lambda \|f\|_2\|g\|_2.
\]

Our first counting lemma offers better bounds as follows.

Proposition 3.2. (First counting lemma) Let $\mathcal{G}$ be an $(n,d,\lambda)$-graph. For two non-negative functions $f, g: V \times V \to \mathbb{R}$, we define $F(x) = \sum_y f(x,y)$, $G(z) = \sum_w g(z,w)$, $F'(y) = \sum_x f(x,y)$, and $G'(w) = \sum_z g(z,w)$. Then we have
\[
\left| \sum_{(x,z) \in E, (y,w) \in E} f(x,y)g(z,w) - \frac{d^2}{n^2} \|f\|_1\|g\|_1 \right| \leq \lambda^2 \|f\|_2\|g\|_2 + \frac{d\lambda}{n^2} \left( \|F\|_2\|G\|_2 + \|F'\|_2\|G'\|_2 \right).
\]

Proof. Suppose $\mathcal{G}$ is a $d$-regular graph on vertex set $V$ with $|V| = n$, and let $A$ denote its adjacency matrix. For two real-valued functions $f, g: V \times V \to \mathbb{R}$, we define $\langle f, g \rangle = \sum_{v_1, v_2} f(v_1, v_2)g(v_1, v_2)$, and $\|f\|_2^2 = \langle f, f \rangle$.

We observe that
\[
f = \sum_{i,j} \langle f, e_i \otimes e_j \rangle e_i \otimes e_j.
\]
So
\[
Bg = \sum_{i,j} \langle Bg, e_i \otimes e_j \rangle e_i \otimes e_j = \sum_{i,j} \lambda_{ij} \langle g, e_i \otimes e_j \rangle e_i \otimes e_j
\]
We note that $A$ has a constant eigenfunction that will be denoted by $e_1$, i.e.

$$e_1(v) = 1/\sqrt{n}, \ \forall v \in V.$$ 

This means that $B$ also has constant eigenfunction defined by

$$e_1 \otimes e_1(u, v) = 1/n \ \forall (u, v) \in V \times V.$$ 

We have

$$\sum_{(x,z) \in E, (y,w) \in E} f(x,y)g(z,w) = \langle f, Bg \rangle = \sum_{i,j} \lambda_{ij} \langle g, e_i \otimes e_j \rangle \langle f, e_i \otimes e_j \rangle.$$ 

Define

$$S_1 := \lambda_{11} \langle g, e_1 \otimes e_1 \rangle \langle f, e_1 \otimes e_1 \rangle$$

$$S_2 := \sum_{j=2}^{n} \lambda_{1j} \langle g, e_1 \otimes e_j \rangle \langle f, e_1 \otimes e_j \rangle$$

$$S_3 := \sum_{i=2}^{n} \lambda_{i1} \langle g, e_i \otimes e_1 \rangle \langle f, e_i \otimes e_1 \rangle$$

$$S_4 := \sum_{i,j=2}^{n} \lambda_{ij} \langle g, e_i \otimes e_j \rangle \langle f, e_i \otimes e_j \rangle.$$ 

And so

$$\sum_{(x,z) \in E, (y,w) \in E} f(x,y)g(z,w) - S_1 = S_2 + S_3 + S_4.$$ 

We now estimate each $S_i$. Since $\lambda_1 = d$ and $e_1$ is constant, it is easy to see that

$$S_1 = \lambda_{11} \left( \frac{f}{n} , \frac{1}{n} \right) \left( g, \frac{1}{n} \right) = \frac{d^2}{n^2} ||f||_1 ||g||_1.$$ 

For $S_4$, if $i, j > 1$ we have that $\lambda_{ij} \leq \lambda^2$ and hence

$$S_4 \leq \lambda^2 \sum_{i,j=2}^{n} \langle g, e_i \otimes e_j \rangle \langle f, e_i \otimes e_j \rangle \leq \lambda^2 \left( \sum_{i,j=2}^{n} \langle g, e_i \otimes e_j \rangle^2 \right)^{1/2} \left( \sum_{i,j=2}^{n} \langle f, e_i \otimes e_j \rangle^2 \right)^{1/2}$$

$$\leq \lambda^2 \left( \sum_{i,j=1}^{n} \langle g, e_i \otimes e_j \rangle^2 \right)^{1/2} \left( \sum_{i,j=1}^{n} \langle f, e_i \otimes e_j \rangle^2 \right)^{1/2}$$

$$= \lambda^2 ||f||_2 ||g||_2,$$

where the second inequality follows by Cauchy-Schwarz.
To estimate $S_2$, note that $\lambda_{1j} \leq \lambda d$, and

$$e_1 \otimes e_j(v_1, v_2) = \frac{1}{\sqrt{n}} e_j(v_2).$$

Using Cauchy-Schwarz, we have that

$$S_2 \leq \lambda d \sum_{j=2}^{n} \langle g, e_1 \otimes e_j \rangle \langle f, e_1 \otimes e_j \rangle \leq \lambda d \left( \sum_{j=2}^{n} \langle g, e_1 \otimes e_j \rangle^2 \right)^{1/2} \left( \sum_{j=2}^{n} \langle f, e_1 \otimes e_j \rangle^2 \right)^{1/2}
\leq \lambda d \left( \sum_{j=1}^{n} \langle g, e_1 \otimes e_j \rangle^2 \right)^{1/2} \left( \sum_{j=1}^{n} \langle f, e_1 \otimes e_j \rangle^2 \right)^{1/2}.$$

To estimate this quantity, note that

$$\langle g, e_1 \otimes e_j \rangle = \sum_{u,v} g(u,v)e_1 \otimes e_j(u,v) = \frac{1}{\sqrt{n}} \sum_{u,v} g(u,v)e_j(v) = \frac{1}{\sqrt{n}} \sum_{v} G'(v)e_j(v),$$

and similarly $\langle f, e_1 \otimes e_j \rangle = \frac{1}{\sqrt{n}} \sum_{v} F'(v)e_j(v)$. Therefore, we have that

$$\sum_{j=1}^{n} \langle g, e_1 \otimes e_j \rangle^2 = \sum_{j=1}^{n} \frac{1}{n} \sum_{u,v} G'(u)G'(v)e_j(u)e_j(v) = \frac{1}{n} \sum_{u,v} \left( G'(u)G'(v) \sum_{j=1}^{n} e_j(u)e_j(v) \right).$$

Now notice that because the $e_i$ form an orthonormal basis, we have that

$$\sum_{j=1}^{n} e_j(u)e_j(v) = \begin{cases} 1 & u = v \\ 0 & u \neq v. \end{cases}$$

Hence we have

$$\sum_{j=1}^{n} \langle g, e_1 \otimes e_j \rangle^2 = \frac{1}{n} \sum_{u=1}^{n} \left( G'(u) \right)^2 \sum_{j=1}^{n} e_j(u)^2 = \frac{1}{n} \sum_{u=1}^{n} \left( G'(u) \right)^2 = \frac{1}{n} \|G'\|_2^2.$$

Similarly $\sum_{j=1}^{n} \langle f, e_1 \otimes e_j \rangle^2 = \frac{1}{n} \|F'\|_2^2$. Combining everything we have that

$$S_2 \leq \frac{\lambda d}{n} \|G'\|_2 \|F'\|_2.$$

A symmetric proof shows that

$$S_3 \leq \frac{\lambda d}{n} \|G\|_2 \|F\|_2.$$
3.2 The second counting lemma for cycles

Assume we want to count the number of cycles of length $2k$ for some integer $k \geq 1$. Our second strategy for cycles can be explained as follows. Given three vertices $x, y,$ and $z$, if $x$ and $y$ are connected by a path of length $k$, and $x$ and $z$ are connected by a path of length $k - 1$, then we have a cycle of length $2k$ of the form $x - yz - x$ if and only if $y$ and $z$ are adjacent (Figure 2). So the problem is reduced to counting the number of edges between the endpoints of pairs of paths pinned at a vertex.

Figure 2: Counting edges $yz$.

**Proposition 3.3.** (Second counting lemma) Let $G$ be an $(n, d, \lambda)$-graph. Let $U$ be a set of vertices in $G$. For any two vertices $x$ and $y$, let $p_k(x, y)$ be the number of paths of length $k$ between $x$ and $y$ with vertices in between belonging to $U$. Then we have

$$
\left| C_{2k+1}(U) - \frac{d}{n} \sum_{x \in U} \left( \sum_{y \in U} p_k(x, y) \right)^2 \right| \leq \lambda \sum_{x, y \in U} p_k(x, y)^2,
$$

and

$$
\left| C_{2k}(U) - \frac{d}{n} \sum_{x \in U} \left( \sum_{y \in U} p_k(x, y) \right) \cdot \left( \sum_{z \in U} p_{k-1}(x, z) \right) \right| \leq \lambda \sum_{x \in U} \left( \sum_{y \in U} p_k(x, y)^2 \right)^{1/2} \cdot \left( \sum_{z \in U} p_{k-1}(x, z)^2 \right)^{1/2}.
$$

**Proof.** We first observe that the number of odd cycles of length $2k + 1$ in $U$ is equal to the sum

$$
\sum_{x, y, z \in U^3, (y, z) \in E(G)} p_k(x, y)p_k(x, z).
$$

Given $x \in U$, set $f(y) = U(y)p_k(x, y)$, then the above sum can be rewritten as

$$
\sum_{x \in U} \sum_{(y, z) \in E(G)} f(y)f(z).
$$
Applying Lemma 2.5, the first statement is proved.

For the second statement, as above, the number of even cycles of length $2k$ in $U$ is equal to the sum

$$\sum_{x,y,z \in U^3, (y,z) \in E(G)} p_k(x, y)p_{k-1}(x, z).$$

Given $x \in U$, set $f(y) = U(y)p_k(x, y)$ and $g(z) = U(z)p_{k-1}(x, z)$, then the above sum can be rewritten as

$$\sum_{x \in U} \sum_{(y,z) \in E(G)} f(y)g(z).$$

Applying Lemma 2.5, the proposition is proved. □

Using the facts that

$$\sum_{x \in U} \left( \sum_{y \in U} p_k(x, y) \right)^2 = P_{2k}(U),$$

$$\sum_{x,y \in U} p_k(x, y)^2 = C_{2k}(U),$$

$$\sum_{x \in U} \left( \sum_{y \in U} p_k(x, y) \right) \cdot \left( \sum_{z \in U} p_{k-1}(x, z) \right) = P_{2k-1}(U),$$

and the following application of Cauchy-Schwarz,

$$\left( \sum_{x \in U} \left( \sum_{y \in U} p_k(x, y) \right)^2 \right)^{1/2} \cdot \left( \sum_{z \in U} p_{k-1}(x, z)^2 \right)^{1/2} \leq (C_{2k}(U)C_{2k-2}(U))^{1/2},$$

one derives the following corollary.

**Corollary 3.4.** Let $G$ be an $(n, d, \lambda)$-graph. Let $U$ be a set of vertices in $G$. Then

$$\left| C_{2k+1}(U) - \frac{d}{n} P_{2k}(U) \right| \leq \lambda C_{2k}(U),$$

and

$$\left| C_{2k}(U) - \frac{d}{n} P_{2k-1}(U) \right| \leq \lambda (C_{2k}(U)C_{2k-2}(U))^{1/2}.$$

### 3.3 Distribution of paths

We have seen that to apply the two counting lemmas, we need to have estimates on the paths of a given length in a vertex set. We now provide relevant results on paths.

**Proposition 3.5.** Let $G$ be an $(n, d, \lambda)$-graph, $k \geq 1$ an integer, and $U$ be a vertex set with
\( \lambda \cdot \frac{2}{d} = o(|U|) \). Let \( P_k(U) \) denote the number of paths of length \( k \) in \( U \). Then we have

\[
P_k(U) = \left[ 1 + \Theta \left( \frac{\lambda n}{d|U|} \right) \right] \frac{|U|^{k+1} d^k}{n^k}.
\]

**Proof.** We first prove the following two estimates:

\[
\left| P_{2k+1}(U) - \frac{dP_k(U)^2}{n} \right| \leq \lambda P_{2k}(U), \tag{12}
\]

and

\[
\left| P_{2k}(U) - \frac{dP_k(U)P_{k-1}(U)}{n} \right| \leq \lambda \sqrt{P_{2k}(U)P_{2k-2}(U)}. \tag{13}
\]

For \( u \in U \), let \( f(u) \) be the number of paths of length \( k \) of the form \((u_1, \ldots, u_k, u)\) where \( u_i \in U \). Similarly, for \( v \in U \), let \( g(v) \) be the number of paths of length \( k \) of the form \((v_1, \ldots, v_k, v)\) where \( v_i \in U \). To use Lemma 2.5 we need to estimate the norms and the inner product. We have that the adjacency matrix \( A \) acts on \( g \) by the formula

\[
Ag(u) = \sum_{(u,v) \in E(G)} g(v)
\]

which is the number of paths of length \( k + 1 \) of the form \((v_1, \ldots, v_k, v, u)\). For the inner product, we have

\[
\langle f, Ag \rangle = \sum_{u \in V(G)} f(u)Ag(u) = \sum_{u \in V(G)} f(u)Ag(u) = P_{2k+1}(U).
\]

It is clear that

\[
\mathbb{E}(f) = \mathbb{E}(g) = \frac{1}{|V|} \cdot P_k(U).
\]

and

\[
||f||_2^2 = ||g||_2^2 = P_{2k}(U).
\]

Applying Lemma 2.5 we have that

\[
\left| P_{2k+1}(U) - d|V| \left( \frac{1}{|V|} \cdot P_k(U) \right)^2 \right| \leq \lambda P_{2k}(U)
\]

which is equivalent to \(12\). The estimate \(13\) also follows from a similar argument with the same \( f \) and \( g(v) \) defined to be the number of paths of length \( k-1 \) of the form \((v_1, \ldots, v_{k-1}, v)\).

We now proceed by induction on \( k \). The case \( k = 0 \) is trivial and the case \( k = 1 \) follows from Lemma 2.5 and the estimate \(13\).

Suppose that the statement holds for all \( 2k \geq 1 \). We now show that it also holds for \( 2k + 1 \).
and $2k+2$. Indeed, it follows from the estimate (12) and induction hypothesis that we have

$$P_{2k+1}(U) \leq \frac{d}{n} P_k(U)^2 + \lambda P_{2k}(U)$$

$$\leq \frac{d}{n} \frac{|U|^{2k+2} d^{2k}}{n^{2k}} \left( 1 + O \left( \frac{\lambda n}{d|U|} \right) \right)^2 + \lambda \frac{|U|^{2k+1} d^{2k}}{n^{2k}} \left( 1 + O \left( \frac{\lambda n}{d|U|} \right) \right)$$

$$= \frac{|U|^{2k+2} d^{2k+1}}{n^{2k+1}} \left( 1 + O \left( \frac{\lambda n}{d|U|} \right) \right)$$

whenever $|U| \gg \lambda \frac{n}{d}$. The lower bound follows in the same way.

For the case $2k+2$, it also follows from the estimate (13) that

$$P_{2k+2}(U) \leq \frac{d P_k(U) P_{k+1}(U)}{n} + \lambda \sqrt{P_{2k}(U) P_{2k+2}(U)}.$$

Solving this inequality in $x = \sqrt{P_{2k+2}(U)}$, we obtain

$$P_{2k+2}(U) \leq \left( -\lambda \sqrt{P_{2k}(U)} + \sqrt{\lambda^2 P_{2k}(U) + \frac{4d P_k(U) P_{k+1}(U)}{n}} \right)^2.$$

Using the induction hypothesis and that $\frac{\lambda n}{d} = o(|U|)$, we have that

$$\lambda^2 P_{2k}(U) = o \left( \frac{d P_k(U) P_{k+1}(U)}{n} \cdot \frac{\lambda n}{d|U|} \right)$$

and that

$$\lambda \sqrt{P_{2k}(U)} \sqrt{\frac{d P_k(U) P_{k+1}(U)}{n}} = O \left( \frac{|U|^{2k+3} d^{2k+2}}{n^{2k+2}} \cdot \frac{\lambda n}{d|U|} \right).$$

Hence the entire expression is bounded above by

$$\frac{|U|^{2k+3} d^{2k+2}}{n^{2k+2}} \left[ 1 + O \left( \frac{\lambda n}{d|U|} \right) \right].$$

Using lower bounds of the estimates (12) and (13), and an identical argument also gives us

$$P_k(U) \geq \left[ 1 - O \left( \frac{\lambda n}{d|U|} \right) \right] |U|^{k+1} \left( \frac{d}{n} \right)^k,$$

under the condition $\lambda \frac{n}{d} = o(|U|)$. This completes the proof of the proposition.

### 3.4 Proof of Theorem 1.5 using the first counting lemma

**Proof of Theorem 1.5** We proceed by induction on $m$.

We first start with the base case $m = 4$.  

\[ \text{22} \]
Let \( f, g : U \times U \to \mathbb{R} \) defined by
\[
 f(x, y) = \begin{cases} 
 1, & \text{if } (x, y) \in E(G) \\
 0, & \text{otherwise}
\end{cases}
\]
and
\[
 g(z, w) = \begin{cases} 
 1, & \text{if } (z, w) \in E(G) \\
 0, & \text{otherwise}.
\end{cases}
\]

It is clear that \( C_4(U) = \sum_{(x,z),(y,w) \in E(G)} f(x, y)g(z, w) \). To apply Proposition 3.2, we need to check the norms of functions \( f, g, F, G, F', \) and \( G' \).

Using Proposition 3.5, we have
\[
 ||f||_1 = \sum_{x,y \in U} f(x, y) = P_1(U) = \left(1 + \Theta \left( \frac{\lambda_n}{d|U|} \right) \right) |U|^2 \frac{d}{n},
\]
\[
 ||f||_2 = \left( \sum_{x,y \in U} f(x, y)^2 \right)^{1/2} = \left( \sum_{x,y \in U} f(x, y) \right)^{1/2} = (P_1(U))^{1/2} = \left(1 + \Theta \left( \frac{\lambda_n}{d|U|} \right) \right) |U| \sqrt{\frac{d}{n}},
\]
using the Taylor series for \( \sqrt{1+x} \) and the assumption that \( \frac{\lambda_n}{d} = o(|U|) \). Similarly,
\[
 ||g||_1 = \left(1 + \Theta \left( \frac{\lambda_n}{d|U|} \right) \right) |U|^2 \frac{d}{n}, \quad \text{and} \quad ||g||_2 = \left(1 + \Theta \left( \frac{\lambda_n}{d|U|} \right) \right) |U| \sqrt{\frac{d}{n}}.
\]

For functions \( F, G, F', G' \) defined as in Proposition 3.2 we have that
\[
 ||F||_2 = \left( \sum_{x \in U} F(x)^2 \right)^{1/2} = (P_2(U))^{1/2} = \left( \frac{|U|^2 d^2}{n^2} \left(1 + \Theta \left( \frac{\lambda_n}{d|U|} \right) \right) \right)^{1/2}.
\]
Similarly,
\[
 ||G||_2 = ||F'||_2 = ||G'||_2 = \left( \frac{|U|^3 d^2}{n^2} \left(1 + \Theta \left( \frac{\lambda_n}{d|U|} \right) \right) \right)^{1/2}.
\]

Substituting these estimates into Proposition 3.2, we have that
\[
 \left| C_4(U) - \left(1 + \Theta \left( \frac{\lambda_n}{d|U|} \right) \right) |U|^4 \frac{d^4}{n^4} \right| \leq \frac{\lambda^2|U|^2 d^6}{n^4} \left(1 + O \left( \frac{\lambda_n}{d|U|} \right) \right) + 2\lambda |U|^3 d^3 \left(1 + O \left( \frac{\lambda_n}{d|U|} \right) \right).
\]

Using the assumption that \( \frac{\lambda_n}{d} = o(|U|) \) completes this case.

Assume that the statement holds for any cycle of length smaller than \( m - 1 \), we now show that it holds for cycles of length \( m \).

We fall into two cases:

**Case 1:** \( m = 2k + 1 \).
As above, for \( x, y \in U \), we define

\[
f(x, y) = \text{the number of paths of length } k \text{ between } x \text{ and } y,
\]

and

\[
g(x, y) = \text{the number of paths of length } k - 1 \text{ between } x \text{ and } y.
\]

Then

\[
||f||_1 = P_k(U) = \left(1 + \Theta \left(\frac{\lambda n}{d|U|}\right)\right) \frac{d^k}{n^k} |U|^{k+1},
\]

\[
||f||_2^2 = C_{2k}(U) = (1 + o(1)) |U|^{2k} d^{2k} \frac{n^{2k}}{n} + O \left(\frac{\lambda^{2k-2} |U|^2 d}{n}\right),
\]

\[
||F||_2^2 = ||F'||_2^2 = P_{2k}(U) = (1 + o(1)) \frac{d^{2k}}{n^{2k}} |U|^{2k+1},
\]

and

\[
||g||_1 = P_{k-1}(U) = \left(1 + \Theta \left(\frac{\lambda n}{d|U|}\right)\right) \frac{d^{k-1}}{n^{k-1}} |U|^k,
\]

\[
||g||_2^2 = C_2(U) = (1 + o(1)) |U|^{2d} \frac{n}{n} \text{ if } m = 5,
\]

\[
||g||_2^2 = C_{2k-2}(U) = (1 + o(1)) |U|^{2k-2} d^{2k-2} \frac{n^{2k-2}}{n^{2k-2}} + O \left(\frac{\lambda^{2k-4} |U|^2 d}{n}\right) \text{ if } m \geq 7,
\]

\[
||G||_2^2 = ||G'||_2^2 = P_{2k-2}(U) = (1 + o(1)) \frac{d^{2k-2}}{n^{2k-2}} |U|^{2k-1}.
\]

Applying Proposition 3.2

\[
\left| C_{2k+1}(U) - \frac{d^2}{n^2} P_k(U) P_{k-1}(U) \right| \leq \lambda^2 \sqrt{C_{2k}(U) C_{2k-2}(U)} + 2 \frac{d \lambda}{n^2} \left(\sqrt{P_{2k}(U) P_{2k-2}(U)}\right)
\]

When \( m = 5 \), we have

\[
\left| C_5(U) - \left(1 + \Theta \left(\frac{\lambda n}{d|U|}\right)\right) \frac{|U|^5 d^5}{n^5}\right| = O \left(\lambda^2 \sqrt{\frac{|U|^6 d^5}{n^5} + \frac{\lambda^2 |U|^4 d^2}{n^2} + \frac{\lambda d^4 |U|^4}{n^5}}\right).
\]

Note that \( \frac{\lambda d^4 |U|^4}{n^5} = o \left(\frac{\lambda n^3}{d^{5/2} |U|^{3/2}}\right) \). If \( |U| \leq \frac{\lambda n^{3/2}}{d^{5/2}} \), then the second term in the square root is bigger than the first, and hence

\[
\lambda^2 \sqrt{\frac{|U|^6 d^5}{n^5} + \frac{\lambda^2 |U|^4 d^2}{n^2}} = O \left(\frac{\lambda^3 |U|^2 d}{n}\right).
\]
If \(|U| \geq \frac{\lambda n^{3/2}}{d^{1/2}}\) then the first term is bigger than the second and we have

\[
\lambda^2 \sqrt{\left| U \right|^6 d^6 \frac{n^5}{n^2}} + \lambda^2 n^4 d^2 = O \left( \frac{\lambda^2 \left| U \right|^3 d^{3/2}}{n^{5/2}} \right).
\]

Using the assumption that \(|U| \geq \frac{\lambda n^{3/2}}{d^{1/2}}\) gives that \(\frac{\lambda^2 \left| U \right|^3 d^{3/2}}{n^{5/2}} \leq \frac{\lambda |U|^4 d^4}{n^3} = \frac{\lambda n}{d |U|} \frac{|U|^5 d^5}{n^4}\). In either case the inequality is satisfied.

For \(m \geq 7\) we have

\[
\left| C_{2k+1} (U) - \left( 1 + \Theta \left( \frac{\lambda n}{d |U|} \right) \right) \frac{|U|^{2k+1} d^{2k+1}}{n^{2k+1}} \right| = O \left( \lambda^2 \sqrt{\left[ \frac{|U|^{2k} d^{2k}}{n^{2k}} \right] \left[ \frac{|U|^{2k-2} d^{2k-2}}{n^{2k-2}} + \frac{\lambda^{2k-4} |U|^2 d^2}{n} \right] + \frac{\lambda |U|^{2k} d^{2k}}{n^{2k+1}}} \right).
\]

First note that \(\frac{\lambda |U|^{2k} d^{2k}}{n^{2k+1}} = o \left( \frac{\lambda n}{d |U|} \frac{|U|^5 d^5}{n^4} \right)\) so we may ignore this term. Hence if each of the four terms

\[
\frac{|U|^{4k-2} d^{4k-2}}{n^{4k-2}}, \quad \frac{\lambda^{2k-2} |U|^{2k} d^{2k-1}}{n^{2k-1}}, \quad \frac{\lambda^{2k-4} |U|^{2k+2} d^{2k+1}}{n^{2k+1}}, \quad \frac{\lambda^{4k-6} |U|^4 d^2}{n^2},
\]

is either

\[
O \left( \frac{|U|^{4k} d^{4k}}{\lambda^2 n^{4k}} \right) \text{ or } O \left( \frac{\lambda^{4k-6} |U|^4 d^2}{n^2} \right),
\]

then we are done. The fourth term trivially satisfies the inequality. The first term is \(o \left( \frac{|U|^{4k} d^{4k}}{\lambda^2 n^{4k}} \right)\) and

\[
\frac{\lambda^{2k-2} |U|^{2k} d^{2k-1}}{n^{2k-1}} = o \left( \frac{\lambda^{2k-4} |U|^{2k+2} d^{2k+1}}{n^{2k+1}} \right)
\]

by the assumption that \(\frac{\lambda n}{d} = o \left( \frac{n^{3/2}}{d^{1/2}} \right)\). Finally, if \(|U| \geq \lambda \left( \frac{n}{d} \right)^{(2k-1)/(2k-2)}\) then

\[
\frac{\lambda^{2k-4} |U|^{2k+2} d^{2k+1}}{n^{2k+1}} \leq \frac{|U|^{4k} d^{4k}}{\lambda^2 n^{4k}}.
\]

Otherwise

\[
\frac{\lambda^{2k-4} |U|^{2k+2} d^{2k+1}}{n^{2k+1}} \leq \frac{\lambda^{4k-6} |U|^4 d^2}{n^2}.
\]

**Case 2: \(m = 2k\).**

For this case, we want to apply Proposition \[3.2\] again, so we need to define suitable functions \(f\) and \(g\), namely, for \(x, y \in U\),

\[
f(x, y) = g(x, y) = \text{the number of paths of length } k - 1 \text{ between } x \text{ and } y.
\]
Then, by inductive hypothesis and Proposition 3.5, one has

\[
\|f\|_1 = \|g\|_1 = P_{k-1}(U) = \left(1 + \Theta\left(\frac{\lambda n}{d|U|}\right)\right) \frac{d^{k-1}}{n^{k-1}} |U|^k,
\]

\[
\|f\|_2^2 = \|g\|_2^2 = C_{2k-2}(U) = (1 + o(1)) \frac{|U|^{2k-2}d^{2k-2}}{n^{2k-2}} + \Theta\left(\frac{\lambda^{2k-4}d}{n}|U|^2\right),
\]

\[
\|F\|_2^2 = \|G\|_2^2 = \|F'\|_2^2 = \|G'\|_2^2 = P_{2k-2}(U) = (1 + o(1)) \frac{d^{2k-2}}{n^{2k-2}} |U|^{2k-1}.
\]

By applying Proposition 3.2 and the estimates above, we get that

\[
\left|C_{2k}(U) - \frac{d^2}{n^2} P_{k-1}(U)\right| \leq \lambda^2 C_{2k-2}(U) + 2\frac{\lambda d}{n^2} P_{2k-2}(U),
\]

and hence

\[
\left|C_{2k}(U) - \left(1 + \Theta\left(\frac{\lambda n}{d|U|}\right)\right) \frac{|U|^{2k}d^{2k}}{n^{2k}}\right| = O\left(\frac{|U|^{2k-2}d^{2k-2} \lambda^2}{n^{2k-2}} + \frac{\lambda^{2k-2}|U|^2d}{n^2} + \frac{\lambda|U|^{2k-1}d^{2k-1}}{n^{2k}}\right).
\]

Since \(\frac{\lambda|U|^{2k-1}d^{2k-1}}{n^{2k}}\) and \(\frac{|U|^{2k-2}d^{2k-2} \lambda^2}{n^{2k-2}}\) are both \(o\left(\frac{\lambda n}{d}|U|\right)\) (the latter because of the assumption that \(\frac{\lambda n}{d} = o(|U|)\)), we are done.

\[\square\]

### 3.5 Proof of Theorem 1.5 using the second counting lemma

**Proof of Theorem 1.5** Using the second counting lemma, we are able to prove Theorem 1.5 for all \(m \geq 5\), i.e.

\[
C_m(U) = \frac{|U|^m d^m}{n^m} + \Theta\left(\frac{\lambda|U|^{m-1}d^{m-1}}{n^{m-1}} + \lambda^{m-2}d^2 \frac{n^2}{n^2}|U|^2\right),
\]

but for \(m = 4\), the result becomes slightly weaker, namely,

\[
C_4(U) = O\left(\frac{|U|^4 d^4}{n^4} + \lambda^2 |U|^2 d^2 \frac{n^2}{n^2}\right).
\]

We proceed by induction. **Case 1: \(m = 2k\).**

For \(m = 4\), by Corollary 3.4 and Proposition 3.5, we have that

\[
\left|C_4(U) - \frac{|U|^4 d^4}{n^4} \left(1 + \Theta\left(\frac{\lambda n}{d|U|}\right)\right)\right| \leq \sqrt{(1 + o(1)) \frac{|U|^2 \lambda^2 d}{n} C_4(U)}, \tag{14}
\]

using that \(C_2(U) = P_2(U)\) and \(P_2(U) = \frac{d|U|^2}{n}(1 + o(1))\) by the assumption that \(\frac{\lambda n}{d} = o(|U|)\).
Hence we may set up a quadratic in $\sqrt{C_4(U)}$ to obtain

$$C_4(U) \leq \left( \frac{\sqrt{(1 + o(1)) \frac{|U|^2 \lambda^2 d}{n}} + \sqrt{(1 + o(1)) \frac{|U|^2 \lambda^2 d}{n}} + 4 \frac{|U|^4 d^4}{n^4} \left( 1 + \Theta \left( \frac{\lambda n d |U|}{d|U|} \right) \right)}{2} \right)^2$$

$$= O \left( \frac{|U|^4 d^4}{n^4} + \frac{\lambda^2 |U|^2 d}{n} \right).$$

This gives the desired estimate for $C_4$. If one wishes to have the main term $\frac{|U|^4 d^4}{n^4}$ instead of $c \frac{|U|^4 d^4}{n^4}$, for some positive constant $c$, with this approach, then it can be pushed further as follows.

Using the above upper bound for $C_4$ and the estimate (14) gives us

$$\left| C_4(U) - \frac{|U|^4 d^4}{n^4} \left( 1 + \Theta \left( \frac{\lambda n d |U|}{d|U|} \right) \right) \right| = O \left( \frac{\sqrt{|U|^4 \lambda^4 d^2}}{n^2} + \frac{|U|^6 \lambda^2 d^5}{n^5} \right).$$

This gives

$$C_4(U) = \frac{|U|^4 d^4}{n^4} + \Theta \left( \frac{\lambda^2 d |U|^2}{n} + \frac{\lambda |U|^3 d^3}{n^3} + \frac{|U|^3 \lambda d^{5/2}}{n^{5/2}} \right).$$

Note that this gives the estimate (3) under the more restrictive condition that $\lambda \frac{n^{3/2}}{d^{3/2}} = o(|U|)$. Assume the upper bound holds for all cycles of length at most $m - 1$. We now show that it also holds for cycles of length $m$. Indeed, if $m = 2k$, then we can apply Corollary 3.4 to have

$$C_{2k}(U) \leq \frac{d}{n} P_{2k-1}(U) + \lambda (C_{2k}(U) C_{2k-2}(U))^{1/2}.$$

Solving a quadratic in $\sqrt{C_{2k}(U)}$ gives

$$C_{2k}(U) \leq \left( \frac{\lambda \sqrt{C_{2k-2}(U)} + \sqrt{\lambda^2 C_{2k-2}(U)} + 4 \frac{d}{n} P_{2k-1}(U)}{2} \right)^2.$$

Using Proposition 3.5 gives that

$$C_{2k}(U) - \frac{|U|^{2k} d^{2k}}{n^{2k}} \left( 1 + \Theta \left( \frac{\lambda n d |U|}{d|U|} \right) \right) = O \left( \lambda^2 C_{2k-2}(U) + \lambda \sqrt{\lambda^2 (C_{2k-2}(U))^2} + \frac{d}{n} C_{2k-2}(U) P_{2k-1}(U) \right).$$

By the inductive hypothesis and the assumption that $\lambda \frac{n}{d} = o(|U|)$, we have that

$$\lambda^2 C_{2k-2}(U) = O \left( \frac{\lambda |U|^{2k-1} d^{2k-1}}{n^{2k-1}} + \frac{\lambda^{2k-2} |U|^2 d}{n} \right).$$
and hence we are done as long as
\[
\lambda \sqrt{\frac{d}{n}} C_{2k-2}(U) P_{2k-1}(U) = O \left( \frac{\lambda |U|^{2k-1} d^{2k-1}}{n^{2k-1}} + \frac{\lambda^{2k-2} |U|^2 d}{n} \right).
\]

By the inductive hypothesis and Proposition 3.5, we have
\[
\lambda \sqrt{\frac{d}{n}} C_{2k-2}(U) P_{2k-1}(U) = O \left( \sqrt{\frac{\lambda^3 |U|^{4k-3} d^{4k-3}}{n^{4k-3}}} + \frac{\lambda^{2k-2} |U|^{2k+2} d^{2k+1}}{n^{2k+1}} \right).
\]

Since \( \frac{\lambda n}{d} = o(|U|) \) we have that \( \frac{\lambda^3 |U|^{4k-3} d^{4k-3}}{n^{4k-3}} = o \left( \frac{\lambda^2 |U|^{4k-2} d^{4k-2}}{n^{4k-2}} \right) \). Therefore, because
\[
\sqrt{\frac{\lambda^2 |U|^{4k-2} d^{4k-2}}{n^{4k-2}}} = \lambda |U|^{2k-1} d^{2k-1} \frac{1}{n^{2k-1}},
\]
we are done as long as \( \frac{\lambda^{k-1} |U|^{k+1} d^{(2k+1)/2}}{n^{(2k+1)/2}} \) is small enough. If \( |U| \geq \frac{\lambda n^{2k-3}}{d^{(2k+3)/(2k+4)}} \), then
\[
\frac{\lambda^{k-1} |U|^{k+1} d^{(2k+1)/2}}{n^{(2k+1)/2}} \leq \frac{\lambda |U|^{2k-1} d^{2k-1}}{n^{2k-1}}.
\]

Otherwise, we have
\[
\frac{\lambda^{k-1} |U|^{k+1} d^{(2k+1)/2}}{n^{(2k+1)/2}} \leq \frac{\lambda^{2k-2} |U|^2 d}{n},
\]
and the upper bound is complete. An analogous calculation gives the corresponding lower bound and we omit the details.

**Case 2:** \( m = 2k + 1 \).

This case follows directly from Corollary 3.4 and the case \( m = 2k \) above.

\[ \square \]

## 4 Proofs of Theorem 1.7 and Theorem 1.8

### 4.1 Technical lemmas

To prove Theorems 1.7 and 1.8 we use the following results, which are direct consequences of the expander mixing lemma. The first result guarantees that vertex sets bigger than \( \lambda n/d \) will have an edge of each color.

**Lemma 4.1.** Let \( G \) be an \((n, d, \lambda)\)-colored graph with color set \( D \), and \( A, B \subset V(G) \) with \( |A| = |B| > \frac{\lambda n}{d} \). Then for each color \( c \in D \), there exists an edge \( uv \) of color \( c \) with \( u \in A \) and \( v \in B \). In other words, every vertex set of size greater than \( \frac{\lambda n}{d} \) determines every color.

**Proof.** For each color \( c \) in \( D \), let \( G_c \) be the induced graph on \( c \), then \( G_c \) is an \((n, d, \lambda)\)-graph.
Applying Lemma 2.5 with
\[ f(u) = \begin{cases} 1, & \text{if } u \in A \\ 0, & \text{otherwise} \end{cases} \]
and
\[ g(v) = \begin{cases} 1, & \text{if } v \in B \\ 0, & \text{otherwise} \end{cases} \]
we have
\[ \langle f, Ag \rangle = e(A, B) := |\{(a, b) \in A \times B : ab \in E(G)\}|. \]

It is clear that
\[ \mathbb{E}(f) = \frac{|A|}{n}, \quad \mathbb{E}(g) = \frac{|B|}{n} \]
and
\[ \|f\|_2 = \sqrt{|A|}, \quad \|g\|_2 = \sqrt{|B|}. \]

Then we have
\[ \left| e(A, B) - \frac{d}{n} |A||B| \right| \leq \lambda \sqrt{|A||B|}. \]

So
\[ e(A, B) \geq \frac{d}{n} |A||B| - \lambda \sqrt{|A||B|}. \]

Since \(|A| = |B| > \frac{\lambda n}{d}\),
\[ e(A, B) \geq \frac{d}{n} |A|^2 - \lambda |A| \geq |A| \left( \frac{d}{n} \cdot |A| - \lambda \right) > |A| \left( \frac{d}{n} \cdot \frac{\lambda n}{d} - \lambda \right) > 0. \]

Which means that there exists at least one edge of color \(c\) between \(A\) and \(B\). \qed

The next technical lemma uses the previous result to give an upper bound on the number of vertices with small degree of a given edge color.

**Lemma 4.2.** Let \(G\) be an \((n, d, \lambda)\)-colored graph with color set \(D\), and let \(U \subset V(G)\) with \(|U| = r \cdot \frac{\lambda n}{d}\). Then for any fixed color \(d \in D\), \(s \in \mathbb{N}\), there are at most \(s \cdot \frac{\lambda n}{d}\) vertices of \(U\) for which each of them is incident with less than \(s\) edges colored by \(d\).

**Proof.** Let \(H\) be an induced graph on color \(d\). Consider the subgraph \(H^*\) of \(H\) generated by only those vertices of degree less than \(s\), so \(H^*\) can be \(s\)-colorable. That is, we have a vertex partition into \(s\) independent sets. Using Lemma 4.1, an independent set in \(H\) (and thus in \(H^*\)) has size at most \(\frac{\lambda n}{d}\). Otherwise, by Lemma 4.1, every vertex set of size greater than \(\frac{\lambda n}{d}\) determines every color, which means there exists two vertices connected by a \(d\)-color edge, contradicting the independence. As a result \(|V(H^*)| \leq s \cdot \frac{\lambda n}{d}\), proving the lemma. \qed


The next lemma develops this further by giving lower bounds on the number of disjoint copies of star graphs.

**Lemma 4.3.** Let $G$ be an $(n, d, \lambda)$-colored graph with color set $D$, and let $U \subset V(G)$ with $|U| = r \cdot \frac{\lambda n}{d}$. Then the number of vertex disjoint copies of the nonempty star graph $K_{1,m}$ with any fixed edge-coloring from $D$ is at least $r - m \cdot \frac{\lambda n}{d+1}$.\[\]

**Proof.** Let $T$ be the maximal set of copies of $K_{1,m}$ in $U$, and $H$ be the union of all copies in $T$. Then $U - H$ will have no copies of $K_{1,m}$.

Suppose the set of color of $K_{1,m}$ is $\{c_1, c_2, \ldots, c_t\}$ with multiplicities $\{m_1, m_2, \ldots, m_t\}$. Using Lemma 4.2 for each $i$ there are at most $m_i \cdot \lambda n$ vertices that are incident with fewer than $m_i$ edges colored by $c_i$. Summing over $i$ we get that there are at most

$$\sum_{i=1}^{t} m_i \cdot \frac{\lambda n}{d} = m \cdot \frac{\lambda n}{d}$$

vertices of $U - H$ which are not colored $c_i$ from at least $m_i$ other vertices of $U - H$ for every $i$. If vertex $v \in U - H$ is incident with at least $m_i$ edges color $c_i$ for every $i$, then $v$ is the singleton bipartition set of an instance of $K_{1,m}$. Thus $|U - H| \leq m \cdot \frac{\lambda n}{d}$. By disjointness

$$|T| = \frac{|H|}{m+1} \geq \frac{r \cdot \frac{\lambda n}{d} - m \cdot \frac{\lambda n}{d}}{m+1} = \frac{r - m}{m+1} \cdot \frac{\lambda n}{d}$$

as required. \[\]

Our final technical lemma is a simple application of Lemma 4.2 that gives a lower bound on the number of disjoint edges of a given color in a vertex set.

**Lemma 4.4.** Let $G$ be an $(n, d, \lambda)$-colored graph with color set $D$, and let $U \subset V(G)$ with $|U| \geq \frac{2 \lambda n}{d}$. Then for each color $c \in D$, the number of disjoint $c$ colored edges in $U$ is at least $\frac{|U|}{2} - \frac{\lambda n}{d}$.\[\]

**Proof.** We partition the vertex set of $U$ into two sets, $A$ and $B$, such that $|A| = |B| = \frac{|U|}{2}$. Choose as large a matching of color $c$ as possible between, say, $A' \subseteq A$ and $B' \subseteq B$. We have that the two sets $A \setminus A'$ and $B \setminus B'$ both have size at most $\frac{\lambda n}{d}$. Otherwise, by Lemma 4.1 we could increase the size of our matching. As a result, the number of disjoint $c$ colored edges in $U$ is at least

$$|A'| = |B'| \geq \frac{|U|}{2} - \frac{\lambda n}{d}$$

as required. \[\]
4.2 Proof of Theorem 1.7

The proof proceeds by strong induction on the number of edges in $T$. If $T$ contains no edges the theorem is clearly true; if $T$ is a star graph $K_{1,m}$, then $\sigma(G) = m + 1$ and the theorem is Lemma 4.3.

Now assume $T$ is not a star graph. Let $T'$ be the graph produced by deleting all leaves of $T$. Since $T$ is not a star graph, $T'$ is a tree which has at least two leaves, we can choose $v$ be a leaf of $T'$ such that there exists another leaf of $T$, say $w$, such that $\deg_T v \leq \deg_T w$. Suppose the set of leaves of $T$ connected to $v$ is $\{v_1, v_2, \ldots, v_y\}$. Define the graph $T^*$ to be $T \setminus \{v_1, v_2, \ldots, v_y\}$. By construction, $T^*$ is a tree with fewer edges than $T$ and $\sigma(T) = \sigma(T^*) \cdot (y + 1)$. By the inductive hypothesis we have the number of disjoint copies of $T^*$ in $U$ denoted by $C_{T^*}$ is at least $\left(\frac{r}{\sigma(T^*) - 1}\right) \cdot \frac{\lambda n}{d}$.

We are building our tree $T$ out of stars instead of edges. Let $W$ be the set of copies of $v$ in $U$. By disjointness $|W| = |C_{T^*}|$. Let $K_{1,y}$ be the star graph generated by $\{v, v_1, v_2, \ldots, v_y\}$ where the root is $v$. Using Lemma 4.3, there exists at least $\frac{|W|}{y+1} \cdot \frac{\lambda n}{d}$ disjoint copies of $K_{1,y}$ in $W$. For each copy of $K_{1,y}$ we can build our tree $T$ by adding the copies of $T^*$ that correspond to $v$. These are disjoint copies of $T$ because of the disjointness of $T^*$ and the disjointness of $K_{1,y}$. So there are at least

$$\frac{|W|}{y+1} \cdot \frac{\lambda n}{d} \geq \left(\frac{r}{\sigma(T^*) - 1}\right) \cdot \frac{\lambda n}{d}$$

disjoint copies of $T$ as required.

4.3 Proof of Theorem 1.8

The proof proceeds by induction on the number of edges on $T$. If $T$ contains no edges, the theorem is clearly true. If $T$ is an edge, then $|V(T)| = 2$, the theorem is Lemma 4.4.

So assume $T$ is a tree with $m$ vertices. Consider the subgraph $T^*$ of $T$ produced by deleting one leaf on vertex $x$. Let’s say the edge we are just removing has color $c$. By construction $T^*$ is a tree with fewer edges than $T$, say $m - 1$. By inductive hypothesis we have the collection of disjoint copies of $T^*$ in $U$ is at least $\frac{|U|}{m-1} - \frac{\lambda n}{d}$.

Choose $\frac{|U|}{m}$ copies of them arbitrarily and let this set of vertices be called $S$. This is possible since $|U| \geq m(m - 1) \frac{\lambda n}{d}$.
So $S$ has size $(m - 1) \cdot \frac{|U|}{m}$. Now in these copies of $T^*$, denote by $A$ the set copies of $x$ to which we will be trying to add an edge of color $c$, so $|A| = \frac{|U|}{m}$. Let $B = U \setminus S$ so $|B| = |U| - (m - 1) \cdot \frac{|U|}{m} = \frac{|U|}{m}$.

Choose as large of a matching color $c$ as possible between, say, $A' \subseteq A$ and $B' \subseteq B$, each matching creates a copy of $T$. Let $C$ and $D$ be the sets of vertices in $A \setminus A'$ and $B \setminus B'$ respectively. Then we have that $|C| = |D| \leq \frac{\lambda n}{d}$. Otherwise using Lemma 4.1 we can find at least one $c$ colored edge between $C$ and $D$, which would increase the size of our matching. So the number of disjoint copies of $T$ is

$$|A'| = |A| - |C| \geq \frac{|U|}{m} - \frac{\lambda n}{d},$$

as required.
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