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Abstract

Federated learning poses new statistical and systems challenges in training machine learning models over distributed networks of devices. In this work, we show that multi-task learning is naturally suited to handle the statistical challenges of this setting, and propose a novel systems-aware optimization method, MOCHA, that is robust to practical systems issues. Our method and theory for the first time consider issues of high communication cost, stragglers, and fault tolerance for distributed multi-task learning. The resulting method achieves significant speedups compared to alternatives in the federated setting, as we demonstrate through simulations on real-world federated datasets.

1 Introduction

Mobile phones, wearable devices, and smart homes are just a few of the modern distributed networks generating massive amounts of data each day. Due to the growing storage and computational power of devices in these networks, it is increasingly attractive to store data locally and push more network computation to the edge. The nascent field of federated learning explores training statistical models directly on devices [35]. Examples of potential applications include: learning sentiment, semantic location, or activities of mobile phone users; predicting health events like low blood sugar or heart attack risk from wearable devices; or detecting burglaries within smart homes [3, 37, 40]. Following [24, 34, 25], we summarize the unique challenges of federated learning below.

1. Statistical Challenges: The aim in federated learning is to fit a model to data, \( \{ X_1, \ldots, X_m \} \), generated by \( m \) distributed nodes. Each node, \( t \in [m] \), collects data in a non-IID manner across the network, with data on each node being generated by a distinct distribution \( X_t \sim P_t \). The number of data points on each node, \( n_t \), may also vary significantly, and there may be an underlying structure present that captures the relationship amongst nodes and their associated distributions.

2. Systems Challenges: There are typically a large number of nodes, \( m \), in the network, and communication is often a significant bottleneck. Additionally, the storage, computational, and communication capacities of each node may differ due to variability in hardware (CPU, memory), network connection (3G, 4G, WiFi), and power (battery level). These systems challenges, compounded with unbalanced data and statistical heterogeneity, make issues such as stragglers and fault tolerance significantly more prevalent than in typical data center environments.

In this work, we propose a modeling approach that differs significantly from prior work on federated learning, where the aim thus far has been to train a single global model across the network [24, 34, 25]. Instead, we address statistical challenges in the federated setting by learning separate models for each node, \( \{ w_1, \ldots, w_m \} \). This can be naturally captured through a multi-task learning (MTL) framework, where the goal is to consider fitting separate but related models simultaneously [13, 2, 53, 27]. Unfortunately, current multi-task learning methods are not suited to handle the systems challenges that arise in federated learning, including high communication cost, stragglers, and fault tolerance. Addressing these challenges is therefore a key component of our work.
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1.1 Contributions

We make the following contributions. First, we show that MTL is as a natural choice to handle statistical challenges in the federated setting. Second, we develop a novel method, MOCHA, to solve a general MTL framework. Our method generalizes the distributed optimization method CoCoA [21, 30] in order to address systems challenges associated with network size and node heterogeneity. Third, we provide convergence guarantees for MOCHA that carefully consider these unique systems challenges and provide insight into practical performance. Finally, we demonstrate the superior empirical performance of MOCHA with a new benchmarking suite of federated datasets.

2 Related Work

Learning Beyond the Data Center. Computing SQL-like queries across distributed, low-powered nodes is a decades-long area of research that has been explored under the purview of query processing in sensor networks, computing at the edge, and fog computing [31, 11, 32, 7, 17, 14]. Recent work has also considered training machine learning models centrally but serving and storing them locally, e.g., this is a common approach in mobile user modeling and personalization [26, 41, 42]. However, as the computational power of nodes within distributed networks grows, it is possible to do even more work locally, which has led to recent interest in federated learning. In contrast to our proposed approach, existing federated learning approaches [24, 34, 25, 35] aim to learn a single global model across the data. This limits their ability to deal with non-IID data and structure amongst the nodes. These works also come without convergence guarantees, and have not addressed practical issues of stragglers or fault tolerance, which are important characteristics of the federated setting. The work proposed here is, to the best of our knowledge, the first federated learning framework to consider these challenges, theoretically and in practice.

Multi-Task Learning. In multi-task learning, the goal is to learn models for multiple related tasks simultaneously. While the MTL literature is extensive, most MTL modeling approaches can be broadly categorized into two groups based on how they capture relationships amongst tasks. The first (e.g., [13, 4, 10, 23]) assumes that a clustered, sparse, or low-rank structure between the tasks is known a priori. A second group instead assumes that the task relationships are not known beforehand and can be learned directly from the data (e.g., [20, 54, 15]). In this work, we focus our attention on this latter group, as task relationships may not be known beforehand in real-world settings. In comparison to learning a single global model, these MTL approaches can directly capture relationships amongst non-IID and unbalanced data, which makes them particularly well-suited for the statistical challenges of federated learning. We demonstrate this empirically on real-world federated datasets in Section 5. However, although MTL is a natural modeling choice to address the statistical challenges of federated learning, currently proposed methods for distributed MTL (discussed below) do not adequately address the systems challenges associated with federated learning.

Distributed Multi-Task Learning. Distributed multi-task learning is a relatively new field, in which the aim is to solve an MTL problem when data for each task is distributed over a network. While several recent works [11, 33, 51, 52] have considered the issue of distributed MTL training, the proposed methods do not allow for flexibility of communication versus computation. As a result, they are unable to efficiently handle concerns of fault tolerance and stragglers, the latter of which stems from both data and system heterogeneity. The works of [22] and [6] allow for asynchronous updates to help mitigate stragglers, but do not address fault tolerance. Moreover, [22] provides no convergence guarantees, and the convergence of [6] relies on a bounded delay assumption that is impractical for the federated setting, where delays may be significant and devices may drop out completely. Finally, [29] proposes a method and setup leveraging the distributed framework CoCoA [21, 30], which we show in Section 5 to be a special case of the more general approach in this work. However, the authors in [29] do not explore the federated setting, and their assumption that the same amount of work is done locally on each node is prohibitive in federated settings, where unbalance is common due to data and system variability.

2The term on-device learning has been used to describe both the task of model training and of model serving. Due to the ambiguity of this phrase, we exclusively use the term federated learning.

3While not the focus of our work, we note privacy is an important concern in the federated setting, and that the privacy benefits associated with global federated learning (as discussed in [34]) also apply to our approach.
3 Federated Multi-Task Learning

In federated learning, the aim is to learn a model over data that resides on, and has been generated by, $m$ distributed nodes. As a running example, consider learning the activities of mobile phone users in a cell network based on their individual sensor, text, or image data. Each node (phone), $t \in [m]$, may generate data via a distinct distribution, and so it is natural to fit separate models, $\{w_1, \ldots, w_m\}$, to the distributed data—one for each local dataset. However, structure between models frequently exists (e.g., people may behave similarly when using their phones), and modeling these relationships via multi-task learning is a natural strategy to improve performance and boost the effective sample size for each node [9][2][5]. In this section, we suggest a general MTL framework for the federated setting, and propose a novel method, MOCHA, to handle the systems challenges of federated MTL.

3.1 General Multi-Task Learning Setup

Given data $X_t \in \mathbb{R}^{d \times n_t}$ from $m$ nodes, multi-task learning fits separate weight vectors $w_t \in \mathbb{R}^d$ to the data for each task (node) through arbitrary convex loss functions $\ell_t$ (e.g., the hinge loss for SVM models). Many MTL problems can be captured in the following general formulation:

$$
\min_{W, \Omega} \left\{ \sum_{t=1}^m \sum_{i=1}^{n_t} \ell_t(w_t^T x_i, y_i) + R(W, \Omega) \right\},
$$

where $W := [w_1, \ldots, w_m] \in \mathbb{R}^{d \times m}$ is a matrix whose $t$-th column is the weight vector for the $t$-th task. The matrix $\Omega \in \mathbb{R}^{m \times m}$ models relationships amongst tasks, and is either known a priori or estimated while simultaneously learning task models. MTL problems differ based on their assumptions on $R$, which takes $\Omega$ as input and promotes some suitable structure among the tasks.

As an example, several popular MTL approaches assume that tasks form clusters based on whether or not they are related [13][20][54][55]. This can be expressed via the following bi-convex formulation:

$$
R(W, \Omega) = \lambda_1 \text{tr}(W\Omega W^T) + \lambda_2 \|W\|_F^2,
$$

with constants $\lambda_1, \lambda_2 > 0$, and where the second term performs $L_2$ regularization on each local model. We use a jointly convex relaxation of this [12] in our experiments in Section 3 and provide details on other common classes of MTL models that can be formulated via (1) in Appendix B.

3.2 MOCHA: A Framework for Federated Multi-Task Learning

In the federated setting, the aim is to train statistical models directly on the edge, and thus we solve (1) while assuming that the data $\{X_1, \ldots, X_m\}$ is distributed across $m$ nodes or devices. Before proposing our federated method for solving (1), we make the following observations:

- **Observation 1**: In general, (1) is not jointly convex in $W$ and $\Omega$, and even in the cases where (1) is convex, solving for $W$ and $\Omega$ simultaneously can be difficult [5].
- **Observation 2**: When fixing $\Omega$, updating $W$ depends on both the data $X$, which is distributed across the nodes, and the structure $\Omega$, which is known centrally.
- **Observation 3**: When fixing $W$, optimizing for $\Omega$ only depends on $W$ and not on the data $X$.

Based on these observations, it is natural to propose an alternating optimization approach to solve problem (1), in which at each iteration we fix either $W$ or $\Omega$ and optimize over the other, alternating until convergence is reached. Note that solving for $\Omega$ is not dependent on the data and therefore can be computed centrally; as such, we defer to prior work for this step [55][20][54][15]. In Appendix B we discuss updates to $\Omega$ for several common MTL models.

In this work, we focus on developing an efficient distributed optimization method for the $W$ step. In traditional data center environments, the task of distributed training is a well-studied problem, and various communication-efficient frameworks have been recently proposed, including the state-of-the-art primal-dual CoCoA framework [21][30]. Although CoCoA can be extended directly to update $W$ in a distributed fashion across the nodes, it cannot handle the unique systems challenges of the federated environment, such as stragglers and fault tolerance, as discussed in Section 3.4. To this end, we extend CoCoA and propose a new method, MOCHA, for federated multi-task learning. Our method is given in Algorithm 1 and described in detail in Sections 3.3 and 3.4.
Algorithm 1 MOCHA: Federated Multi-Task Learning Framework

1: **Input:** Data $X_t$ from $t = 1, \ldots, m$ tasks, stored on one of $m$ nodes, and initial matrix $\Omega_0$
2: Starting point $\alpha^{(0)} := 0 \in \mathbb{R}^n$, $v^{(0)} := 0 \in \mathbb{R}^b$
3: for iterations $i = 0, 1, \ldots$ do
4: \hspace{1em} Set subproblem parameter $\sigma'$ and number of federated iterations, $H_i$
5: \hspace{1em} for iterations $h = 0, 1, \ldots, H_i$ do
6: \hspace{2em} for tasks $t \in \{1, 2, \ldots, m\}$ in parallel over $m$ nodes do
7: \hspace{3em} call local solver, returning $\theta_t^h$-approximate solution $\Delta\alpha_t$ of the local subproblem (4)
8: \hspace{3em} update local variables $\alpha_t \leftarrow \alpha_t + \Delta\alpha_t$
9: \hspace{3em} return updates $\Delta v_t := X_t \Delta\alpha_t$
10: \hspace{2em} reduce: $v_t \leftarrow v_t + \Delta v_t$
11: \hspace{1em} Update $\Omega$ centrally based on $w(\alpha)$ for latest $\alpha$
12: Central node computes $w = w(\alpha)$ based on the latest $\alpha$
13: return: $W := [w_1, \ldots, w_m]$

3.3 Federated Update of W

To update $W$ in the federated setting, we begin by extending works on distributed primal-dual optimization \cite{21, 30, 29} to apply to the generalized multi-task framework (1). This involves deriving the appropriate dual formulation, subproblems, and problem parameters, as we detail below.

**Dual problem.** Considering the dual formulation of (1) will allow us to better separate the global problem into distributed subproblems for federated computation across the nodes. Let $n := \sum_{t=1}^{m} n_t$ and $X := \text{Diag}(X_1, \ldots, X_m) \in \mathbb{R}^{m \times n}$. With $\Omega$ fixed, the dual of problem (1), defined with respect to dual variables $\alpha \in \mathbb{R}^n$, is given by:

$$\min_{\alpha} \left\{ D(\alpha) := \sum_{i=1}^{m} \sum_{t=1}^{n_t} \ell_i^*(\alpha_i^t) + \mathcal{R}^*(X\alpha) \right\},$$

where $\ell_i^*$ and $\mathcal{R}^*$ are the conjugate dual functions of $\ell_i$ and $\mathcal{R}$, respectively, and $\alpha_i^t$ is the dual variable for the data point $(x_i^t, y_i^t)$. Note that $\mathcal{R}^*$ depends on $\Omega$, but for the sake of simplicity, we have removed this in our notation. To derive distributed subproblems from this global dual, we make an assumption described below on the regularizer $\mathcal{R}$.

**Assumption 1.** Given $\Omega$, we assume that there exists a symmetric positive definite matrix $M \in \mathbb{R}^{md \times md}$, depending on $\Omega$, for which the function $\mathcal{R}$ is strongly convex with respect to $M^{-1}$. Note that this corresponds to $\mathcal{R}$ being smooth with respect to matrix $M$.

**Remark 1.** We can reformulate the MTL regularizer in the form of $\mathcal{R}(w, \Omega) = \mathcal{R}(W, \Omega)$, where $W \in \mathbb{R}^{md}$ is a vector containing the columns of $W$ and $\Omega := \text{Diag}(\Omega, \ldots, \Omega) \in \mathbb{R}^{md \times md}$. For example, we can rewrite the regularizer in (2) as $\mathcal{R}(w, \Omega) = tr(w^T(\lambda_1 \Omega + \lambda_2 I)w)$. Writing the regularizer in this form, it is clear that it is strongly convex with respect to matrix $M^{-1} = \lambda_1 \Omega + \lambda_2 I$.

**Data-local quadratic subproblems.** To solve (1) across distributed nodes, we define the following data-local subproblems, which are formed via a careful quadratic approximation of the dual problem (5) to separate computation across the nodes. These subproblems find updates $\Delta\alpha_t \in \mathbb{R}^{n_t}$ to the dual variables in $\alpha$ corresponding to a single node $t$, and only require accessing data which is available locally, i.e., $X_t$ for node $t$. The $t$-th subproblem is given by:

$$\min_{\Delta\alpha_t} G_t^{\sigma'}(\Delta\alpha_t; v_t, \alpha_t) := \sum_{i=1}^{n_t} \ell_i^*(\alpha_i^t - \Delta\alpha_i) + \langle w_t(\alpha), X_t \Delta\alpha_t \rangle + \sigma' \frac{1}{2} \|X_t \Delta\alpha_t\|_{M_t}^2 + c(\alpha),$$

where $c(\alpha) := \frac{1}{2} \mathcal{R}^*(X\alpha)$, and $M_t \in \mathbb{R}^{d \times d}$ is the $t$-th diagonal block of the symmetric positive definite matrix $M$. Given dual variables $\alpha$, corresponding primal variables can be found via $w(\alpha) = \nabla \mathcal{R}^*(X\alpha)$, where $w_t(\alpha)$ is the $t$-th block in the vector $w(\alpha)$. Note that computing $w(\alpha)$ requires the vector $v = X\alpha$. The $t$-th block of $v$, $v_t \in \mathbb{R}^d$, is the only information that must be communicated between nodes at each iteration. Finally, $\sigma' > 0$ measures the difficulty of the data partitioning, and helps to relate progress made to the subproblems to the global dual problem. It can be easily selected based on $M$ for many applications of interest; we provide details in Lemma \[\text{Lemma 5}\] of the Appendix.
3.4 Practical Considerations

During MOCHA’s federated update of $W$, the central node requires a response from all workers before performing a synchronous update. In the federated setting, a naive execution of this communication protocol could introduce dramatic straggler effects due to node heterogeneity. To avoid stragglers, MOCHA provides the $t$-th node with the flexibility to *approximately solve* its subproblem $G^\sigma_t(\cdot)$, where the quality of the approximation is control by a per-node parameter $\theta^h_t$. The following factors determine the quality of the $t$-th node’s subproblem solution:

1. **Statistical challenges**, such as the size of $X_t$ and the intrinsic difficulty of subproblem $G^\sigma_t(\cdot)$.
2. **Systems challenges**, such as the node’s storage, computational, and communication capacities due to hardware (CPU, memory), network connection (3G, 4G, WiFi), and power (battery level).
3. **A global clock cycle** imposed by the central node specifying a deadline for receiving updates.

We define $\theta^h_t$ as a function of these factors, and assume that each node has a controller that may derive $\theta^h_t$ from the current clock cycle and statistical/systems setting. $\theta^h_t$ ranges from zero to one, where $\theta^h_t = 0$ indicates an exact solution to $G^\sigma_t(\cdot)$ and $\theta^h_t = 1$ indicates that node $t$ made no progress during iteration $h$ (which we refer to as a *dropped node*). For instance, a node may ‘drop’ if it runs out of battery, or if its network bandwidth deteriorates during iteration $h$ and it is thus unable to return its update within the current clock cycle. A formal definition of $\theta^h_t$ is provided in (5) of Section 4.

MOCHA mitigates stragglers by enabling the $t$-th node to define its own $\theta^h_t$. On every iteration $h$, the local updates that a node performs and sends in a clock cycle will yield a specific value for $\theta^h_t$. As discussed in Section 4, MOCHA is additionally robust to a small fraction of nodes periodically dropping and performing no local updates (i.e., $\theta^h_t := 1$) under suitable conditions, as defined in Assumption 2. In contrast, prior work of CoCoA may suffer from severe straggler effects in federated settings, as it requires a fixed $\theta^h_t = \theta$ across all nodes and all iterations while still maintaining synchronous updates, and it does not allow for the case of dropped nodes ($\theta := 1$).

Finally, we note that asynchronous updating schemes are an alternative approach to mitigate stragglers. We do not consider these approaches in this work, in part due to the fact that the bounded-delay assumptions associated with most asynchronous schemes limit fault tolerance. However, it would be interesting to further explore the differences and connections between asynchronous methods and approximation-based, synchronous methods like MOCHA in future work.

4 Convergence Analysis

MOCHA is based on a bi-convex alternating approach, which is guaranteed to converge [16, 43] to a stationary solution of problem 1. In the case where this problem is jointly convex with respect to $W$ and $\Omega$, such a solution is also optimal. In the rest of this section, we therefore focus on the convergence of solving the $W$ update of MOCHA in a federated setting. Following the discussion in Section 3.4, we first introduce the following per-node, per-round approximation parameter.

**Definition 1** (Per-Node-Per-Iteration-Approximation Parameter). At each iteration $h$, we define the accuracy level of the solution calculated by node $t$ to its subproblem (4) as:

$$
\theta^h_t := \frac{G^\sigma_t(\Delta \alpha^*_t, v^h, \alpha^*_t) - G^\sigma_t(\Delta \alpha^*_t, v^h, \alpha^*_t)}{\frac{1}{2} G^\sigma_t(0; v^h, \alpha^*_t) - G^\sigma_t(\Delta \alpha^*_t, v^h, \alpha^*_t)},
$$

where $\Delta \alpha^*_t$ is the minimizer of subproblem $G^\sigma_t(\cdot; v^h, \alpha^*_t)$. We allow this value to vary between $[0, 1]$, with $\theta^h_t := 1$ meaning that no updates to subproblem $G^\sigma_t$ are made by node $t$ at iteration $h$.

While the flexible per-node, per-iteration approximation parameter $\theta^h_t$ in (5) allows the consideration of stragglers and fault tolerance, these additional degrees of freedom also pose new challenges in providing convergence guarantees for MOCHA. We introduce the following assumption on $\theta^h_t$ to provide our convergence guarantees.

**Assumption 2.** Let $H_h := (\alpha^{(\cdot)}_h, \alpha^{(h-1)}, \cdots, \alpha^{(1)})$ be the dual vector history until the beginning of iteration $h$, and define $\Theta^h_t := \mathbb{E}[\theta^h_t | H_h]$. For all tasks $t$ and all iterations $h$, we assume $\rho^h_t := \mathbb{P}[\theta^h_t = 1] \leq \rho_{\text{max}} < 1$ and $\Theta^h_t := \mathbb{E}[\theta^h_t | H_h, \theta^h_t < 1] \leq \Theta_{\text{max}} < 1$. 


This assumption states that at each iteration, the probability of a node sending a result is non-zero, and that the quality of the returned result is, on average, better than the previous iterate. Compared to [47], which assumes $\theta_k^2 = \theta < 1$, our assumption is significantly less restrictive and better models the federated setting, where nodes are unreliable and may periodically drop out.

Using Assumption[2], we derive the following theorem, which characterizes the convergence of the federated update of MOCHA in finite horizon when the losses $\ell_t$ in (1) are smooth.

**Theorem 1.** Assume that the losses $\ell_t$ are $(1/\mu)$-smooth. Then, under Assumptions[1] and[2] there exists a constant $s \in (0, 1]$ such that for any given convergence target $\epsilon_D$, choosing $H$ such that

$$H \geq \frac{1}{(1 - \Theta)s} \log \frac{n}{\epsilon_D},$$

will satisfy $E[D(\alpha^{(H)}) - D(\alpha^*)] \leq \epsilon_D$.

Here, $\Theta := p_{\text{max}} + (1 - p_{\text{max}})\Theta_{\text{max}} < 1$. While Theorem[1] is concerned with finite horizon convergence, it is possible to get asymptotic convergence results, i.e., $H \to \infty$, with milder assumptions on the stragglers; see Corollary[8] in the Appendix for details.

When the loss functions are non-smooth, e.g., the hinge loss for SVM models, we provide the following sub-linear convergence for $L$-Lipschitz losses.

**Theorem 2.** If the loss functions $\ell_t$ are $L$-Lipschitz, then there exists a constant $\sigma$, defined in (24), such that for any given $\epsilon_D > 0$, if we choose

$$H \geq H_0 + \left[\frac{2}{(1 - \Theta)} \max \left(1, \frac{2L^2\sigma'}{n^2\epsilon_D}\right)\right],$$

with

$$H_0 \geq \left[h_0 + \frac{16L^2\sigma'}{(1 - \Theta)n^2\epsilon_D}\right], h_0 = \left[1 + \frac{1}{(1 - \Theta)} \log \left(\frac{2n^2(D(\alpha^*) - D(\alpha^0))}{4L^2\sigma'}\right)\right],$$

then $\bar{\alpha} := \frac{1}{H - H_0} \sum_{h=H_0+1}^{H} \alpha^{(h)}$ will satisfy $E[D(\bar{\alpha}) - D(\alpha^*)] \leq \epsilon_D$.

These theorems guarantee that MOCHA will converge in the federated setting, under mild assumptions on stragglers and capabilities of the nodes. While these results consider convergence in terms of the dual, we show that they hold analogously for the duality gap. We provide all proofs in Appendix[C].

**Remark 2.** Following from the discussion in Section[3.4], our method and theory generalize the results in [21][30]. In the limiting case that all $\theta_k$ are identical, our results extend the results of CoCoA to the multi-task framework described in [1].

**Remark 3.** Note that the methods in [21][30] have an aggregation parameter $\gamma \in (0, 1]$. Though we prove our results for a general $\gamma$, we simplify the method and results here by setting $\gamma := 1$, which has been shown to have the best performance, both theoretically and empirically [30].

## 5 Simulations

In this section, we validate the empirical performance of MOCHA. First, we introduce a benchmarking suite of real-world federated datasets and show that multi-task learning is well-suited to handle the statistical challenges of the federated setting. Next, we demonstrate the ability of MOCHA to handle stragglers, both from statistical and systems heterogeneity. Finally, we explore the performance of MOCHA when devices periodically drop out. Our code will be made publicly available online.

### 5.1 Federated Datasets

In our simulations, we use several real-world datasets that have been generated in federated settings. We provide additional details in the Appendix, including information about data size skew, $n_t$.

- **Google Glass (GLEAM)**[1] This dataset consists of two hours of high resolution sensor data collected from 38 participants wearing Google Glass for the purpose of activity recognition. Following [39], we featurize the raw accelerometer, gyroscope, and magnetometer data into 180 statistical, spectral, and temporal features. We model each participant as a separate task, and predict between eating and other activities (e.g., walking, talking, drinking).

http://www.skleinberg.org/data/GLEAM.tar.gz
• **Human Activity Recognition** Mobile phone accelerometer and gyroscope data collected from 30 individuals, performing one of six activities. We use the provided 561-length feature vectors of time and frequency domain variables generated for each instance [3]. We model each individual as a separate task and predict between sitting and other activities (e.g., walking, lying down).

• **Land Mine** Radar image data collected from 29 land mine fields. Each instance consists of nine features extracted from the images [53]. We model each field as a task, and predict whether or not landmines are present in each field. Notably, the data is collected from two different terrains—highly foliated and desert regions—and the tasks therefore naturally form two clusters.

• **Vehicle Sensor** Acoustic, seismic, and infrared sensor data collected from a distributed network of 23 sensors, deployed with the aim of classifying vehicles driving by a segment of road [12]. Each instance is described by 50 acoustic and 50 seismic features. We model each sensor as a separate task and predict between AAV-type and DW-type vehicles.

### 5.2 Multi-Task Learning for the Federated Setting

We demonstrate the benefits of multi-task learning for the federated setting by comparing the error rates of a multi-task model to that of a fully local model (i.e., learning a model for each task separately) and a fully global model (i.e., combining the data from all tasks and learning one single model). Notably, existing work on federated learning focuses on learning fully global models [24, 34, 25].

We use a cluster-regularized multi-task model [55, 20], as described in Section 3.1. For each dataset from Section 5.1, we randomly split the data into 75% training and 25% testing, and learn multi-task, local, and global support vector machine models, selecting the best regularization parameter, $\lambda \in \{1e^{-5}, 1e^{-4}, 1e^{-3}, 1e^{-2}, 0.1, 1, 10\}$, for each model using 5-fold cross-validation. We repeat this process 10 times and report the average prediction error across tasks, averaged across these 10 trials.

Table 1: Average prediction error: Means and standard errors over 10 random shuffles.

| Model   | Human Activity | Google Glass | Land Mine | Vehicle Sensor |
|---------|----------------|--------------|-----------|----------------|
| Global  | 2.23 (0.30)    | 5.34 (0.26)  | 27.72 (1.08) | 13.4 (0.26)    |
| Local   | 1.34 (0.21)    | 4.92 (0.26)  | 23.43 (0.77) | 7.81 (0.13)    |
| MTL     | 0.46 (0.11)    | 2.02 (0.15)  | 20.09 (1.04) | 6.59 (0.21)    |

In Table 1, we see that for each dataset, multi-task learning significantly outperforms the other models in terms of achieving the lowest average error across tasks. The global model, as proposed in [24, 34, 25] performs the worst, particularly for the Human Activity and Vehicle Sensor datasets. Although the datasets are already somewhat unbalanced, a global modeling approach may additionally benefit tasks that have a very small number of instances, as information can be shared across tasks. For this reason, we additionally explore the performance of global, local, and multi-task modeling for highly skewed data in Table 4 of the Appendix. Although the performance of the global model improves slightly relative to local modeling in this setting, the global model still performs the worst for the majority of the datasets, and MTL still significantly outperforms both global and local approaches.

### 5.3 Straggler Avoidance

Two challenges that are prevalent in federated learning are stragglers and high communication. Stragglers can occur when a subset of the devices take much longer than others to perform local updates, which can be caused either from statistical or systems heterogeneity. Communication can also exacerbate poor performance, as it can be slower than computation by many orders of magnitude in typical cellular or wireless networks [49, 19, 46, 8, 50]. In our experiments below, we simulate the time needed to run each method by tracking the operations and communication complexities, and scaling the communication cost relative to computation by one, two, or three orders of magnitude, respectively. These numbers correspond roughly to the clock rate vs. network bandwidth/latency (see, e.g., [49]) for modern cellular and wireless networks. Details are provided in Appendix E.
Statistical Heterogeneity. We explore the effect of statistical heterogeneity on stragglers, for various methods and communication regimes (3G, LTE, WiFi). For a fixed communication network, we compare MOCHA to CoCoA, which has a single $\theta$ parameter, and to mini-batch stochastic gradient descent (Mb-SGD) and mini-batch stochastic dual coordinate ascent (Mb-SDCA), which have limited communication flexibility depending on the batch size. We tune all compared methods for best performance, as we detail in Appendix E. In Figure 1 we see that while the performance degrades for mini-batch methods in high communication regimes, MOCHA and CoCoA are robust to high communication. However, CoCoA is significantly effected by stragglers—because $\theta$ is fixed across nodes and rounds, difficult subproblems adversely impact convergence. In contrast, MOCHA performs well regardless of communication cost, and is robust to statistical heterogeneity.

Systems Heterogeneity. MOCHA is also equipped to handle heterogeneity from changing systems environments, such as battery power, memory, or network connection, as we show in Figure 2. In particular, we simulate systems heterogeneity by randomly choosing the number of local iterations for MOCHA or the mini-batch size for mini-batch methods, between 10% and 100% of the local data points for high variability environments, to between 90% and 100% for low variability (see Appendix E for full details). We do not vary the performance of CoCoA, as the impact from statistical heterogeneity alone significantly reduces performance. However, adding systems heterogeneity would reduce performance even further, as the maximum $\theta$ value across all nodes would only increase if additional systems challenges were introduced.

5.4 Tolerance to Dropped Nodes

Finally, we explore the effect of nodes dropping on the performance of MOCHA. We do not draw comparisons to other methods, as to the best of our knowledge, no other methods for distributed multi-task learning directly address fault tolerance. In MOCHA, we incorporate this setting by allowing $\theta^h$ := 1, as explored theoretically in Section 4. In Figure 3, we look at the performance of MOCHA, either for one fixed $W$ update, or running the entire MOCHA method, as the probability that nodes drop at each iteration $\theta^h$ in Assumption 2 increases. We see that the performance of MOCHA is robust to relatively high values of $\theta^h$, both during a single update of $W$ and in how this effects the performance of the overall method. However, as intuition would suggest, if one of the nodes never sends updates (i.e., $\theta^h$ := 1 for all $h$), the method does not converge to the correct solution. This provides validation for our Assumption 2.

Figure 1: The performance of MOCHA compared to other distributed methods for the $W$ update of $f$. While increasing communication tends to decrease the performance of the mini-batch methods, MOCHA performs well in high communication settings. In all settings, MOCHA with varied approximation values, $\theta^h$, performs better than without (i.e., naively generalizing CoCoA), as it avoids stragglers from statistical heterogeneity.

Figure 2: MOCHA can handle variability from systems heterogeneity.

Figure 3: The performance of MOCHA is robust to nodes periodically dropping out (fault tolerance).
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A Preliminaries

Notation. We use \( I_{d \times d} \) to represent an identity matrix of size \( d \times d \). When the context allows, we use the notation \( I \) to denote an identity matrix of an appropriate size. We also use \( \otimes \) to denote the Kronecker product between two matrices.

Definition 2 (Matrix norm). Given a symmetric positive definite matrix \( M \), the norm of \( u \) with respect to \( M \) is given by \( \| u \|_M := \sqrt{u^T M u} \).

Definition 3 (\( L \)-smooth). A convex function \( f \) is \( L \)-smooth with respect to \( M \) if
\[
    f(u) \leq f(v) + \langle \nabla f(v), u - v \rangle + \frac{L}{2} \| u - v \|_M^2 \quad \forall u, v.
\]
If \( M = I \) then, we simply say \( f \) is \( L \)-smooth.

Definition 4 (\( \tau \)-strongly convex). A function \( f \) is \( \tau \)-strongly convex with respect to \( M \) if
\[
    f(u) \geq f(v) + \langle z, u - v \rangle + \frac{\tau}{2} \| u - v \|_M^2 \quad \forall u, v, z \in \partial f(v),
\]
where \( \partial f(v) \) is the set of sub-differentials of function \( f \) at \( v \). If \( M = I \) then, we simply say \( f \) is \( \tau \)-strongly convex.

Definition 5. The function \( f \) is called \( L \)-Lipchitz if for any \( x \) and \( y \) in its domain
\[
    |f(x) - f(y)| \leq L \| x - y \|_2.
\]
If a function \( f \) is \( L \)-Lipchitz then its dual will be \( L \)-bounded, i.e., for any \( \alpha \) such that \( \| \alpha \|_2 > L \), then \( f^*(\alpha) = + \infty \).

B Multi-Task Learning

In this section, we summarize several popular multi-task learning formulations that can be written in the form of \( \Omega \) and can therefore be addressed by our framework, MOCHA. While the \( W \) update is discussed in Section 3, we provide details here on how to solve the \( \Omega \) update for these formulations.

B.1 Multi-Task Learning Formulations

MTL with cluster structure among the tasks. In these MTL models, it is assumed that the weight vectors for each task, \( w_t \), form clusters, i.e., tasks that belong to the same cluster should be ‘close’ according to some metric. This idea goes back to mean-regularized MTL [13], which assumes that all the tasks form one cluster, and that the weight vectors are close to their mean. Such a regularizer could be formulated in the form of (1) by choosing \( \Omega = (I_{m \times m} - \frac{1}{m} \mathbf{1}_m \mathbf{1}_m^T)^2 \), where \( I_{m \times m} \) is the identity matrix of size \( m \times m \) and \( \mathbf{1}_m \) represents a vector of all ones with size \( m \). In this case, we set \( \mathcal{R} \) to be
\[
    \mathcal{R}(W, \Omega) = \lambda_1 \text{tr}(W \Omega W^T) + \lambda_2 \| W \|_F^2,
\]
where \( \lambda_1, \lambda_2 > 0 \) are parameters. Note that in this formulation, the structural dependence matrix \( \Omega \) is known a-priori. However, it is natural to assume multiple clusters exist, and to learn this clustering structure directly from the data [55]. For such a model, the problem formulation is non-convex if a perfect clustering structure is imposed [55] [20]. However, by performing a convex relaxation, the following regularizer is obtained [55] [20]
\[
    \mathcal{R}(W, \Omega) = \lambda \text{tr}(W (\eta I + \Omega)^{-1} W^T), \quad \Omega \in \mathcal{Q} = \left\{ Q \mid Q \succeq 0, \text{tr}(Q) = k, \ Q \preceq I \right\},
\]
where \( \lambda \) and \( \eta \) are regularization parameters, \( k \) is the number of clusters, and \( \Omega \) defines the clustering structure.

MTL with probabilistic priors. Another set of MTL models that can be realized by our framework enforce structure by putting probabilistic priors on the dependence among the columns of \( W \). For example, in [54] it is assumed that the weight matrix \( W \) has a prior distribution of the form:
\[
    W \sim \left( \prod_{i=1}^m \mathcal{N}(0, \sigma^2 I) \right) \mathcal{M}(0, I_{d \times d} \otimes \Omega),
\]
where \( \mathcal{N}(0, \sigma^2 I) \) denotes the normal distribution with mean \( 0 \) and covariance \( \sigma^2 I \), and \( \mathcal{MN}(0, I_{d \times d} \otimes \Omega) \) denotes the matrix normal distribution with mean \( 0 \), row covariance \( I_{d \times d} \), and column covariance \( \Omega \). This prior generates a regularizer of the following form [54]:

\[
\mathcal{R}(W, \Omega) = \lambda \left( \frac{1}{\sigma^2} \|W\|^2 + \text{tr}(W\Omega W^T) + d \log |\Omega| \right), \quad \lambda > 0.
\]

Unfortunately, such a regularizer is non-convex with respect to \( \Omega \) due to the concavity of \( \log |\Omega| \). To obtain a jointly convex formulation in \( \Omega \) and \( W \), the authors in [54] propose omitting \( \log |\Omega| \) and controlling the complexity of \( \Omega \) by adding a constraint on \( \text{tr}(\Omega) \):

\[
\mathcal{R}(W, \Omega) = \lambda \left( \frac{1}{\sigma^2} \|W\|^2 + \text{tr}(W\Omega W^T) \right), \quad \Omega \in \mathcal{Q} = \left\{ Q \mid Q \succeq 0, \text{tr}(Q) = 1 \right\}.
\]

It is worth noting that unlike the clustered MTL formulations, such as [2], the probabilistic formulation in (14) can model both positive and negative relationships among the tasks through the covariance matrix.

**MTL with graphical models.** Another way of modeling task relationships is through the precision matrix. This is popular in graphical models literature [28] because it encodes conditional independence among variables. In other words, if we denote the precision matrix among tasks in matrix \( \Omega \), then \( \Omega_{i,j} = 0 \) if and only if tasks weights \( w_i \) and \( w_j \) are independent given the rest of the task weights [15]. Therefore, assuming sparsity in the structure among the tasks translates to sparsity in matrix \( \Omega \). As a result, we can formulate a sparsity-promoting regularizer by:

\[
\mathcal{R}(W, \Omega) = \lambda \left( \frac{1}{\sigma^2} \|W\|^2 + \text{tr}(W\Omega W^T) - d \log |\Omega| \right) + \lambda_1 \|W\|_1 + \lambda_2 \|\Omega\|_1,
\]

where \( \lambda_1, \lambda_2 \geq 0 \) control the sparsity of \( W \) and \( \Omega \) respectively [15]. It is worth noting that although this problem is jointly non-convex in \( W \) and \( \Omega \), it is bi-convex.

**B.2 Strong Convexity of MTL Regularizers**

Recall that in Assumption [1] we presumed that the vectorized formulation of the MTL regularizer is strongly convex with respect to a matrix \( M^{-1} \). In this subsection we discuss the choice of matrix \( M \) for the widely-used MTL formulations introduced in Section B.1.

Using the notation from Remark [1] for the clustered MTL formulation (11), it is easy to see that \( \mathcal{R}(w, \Omega) = \lambda_1 w^T \Omega w + \lambda_2 \|w\|_2^2 \), where \( \Omega := \Omega \otimes I_{d \times d} \). As a result, it is clear that \( \mathcal{R}(w, \Omega) \) is \( 1 \)-strongly convex with respect to \( M^{-1} = \lambda_1 \Omega + \lambda_2 I_{md \times md} \).

Using a similar reasoning, it is easy to see that the matrix \( M \) can be chosen as \( \lambda^{-1}(\eta I + \Omega) \), \( \lambda^{-1}(\frac{\eta}{\sigma^2} I + \Omega^{-1})^{-1} \) and \( \lambda^{-1}(\frac{1}{\sigma^2} I + \Omega) \) for (12), (14) and (15) respectively.

**B.3 Optimizing \( \Omega \) in MTL Formulations**

In this section, we briefly cover approaches to update \( \Omega \) in the MTL formulations introduced in Section B.1. First, it is clear that (2) does not require any updates to \( \Omega \), as it is assumed to be fixed. In (12), it can be shown [55, 20] that the optimal solution for \( \Omega \) has the same column space as the rows of \( W \). Therefore, the problem boils down to solving a simple convex optimization problem over the eigenvalues of \( \Omega \); see [55, 20] for details. Although outside the scope of this paper, we note that the bottleneck of this approach to finding \( \Omega \) is computing the SVD of \( W \), which can be a challenging problem when \( m \) is large. In the probabilistic model of (14), the \( \Omega \) update is given in [54] by \( (W^T W)^{\frac{1}{2}} \), which requires computing the eigenvalue decomposition of \( W^T W \). For the graphical model formulation, the problem of solving for \( \Omega \) is called sparse precision matrix estimation or graphical lasso [15]. This is a well-studied problem, and many scalable algorithms have been proposed to solve it [50, 15, 18].

**B.3.1 Reducing the Size of \( \Omega \) by Sharing Tasks**

One interesting aspect of MOCHA is that the method can be easily modified to accommodate the sharing of tasks among the nodes without any change to the local solvers. This property helps the central node to reduce the size of \( \Omega \) and the complexity of its update with minimal changes to the whole system. The following remark highlights this capability.
Remark 4. MOCHA can be modified to solve problems when there are tasks that are shared among nodes. In this case, each node still solves a data local sub-problem based on its own data for the task, but the central node needs to do an additional aggregation step to add the results for all the nodes that share the data of each task. This reduces the size of matrix $\Omega$ and simplifies its update.

C Convergence Analysis

Notation. In the rest of this section we use the superscript $(h)$ or $h$ to denote the corresponding variable at iteration $(h)$ of the federated update in MOCHA. When context allows, we drop the superscript to simplify notation.

In order to provide a general convergence analysis, similar to the ones provided in [21, 30, 47], we assume an aggregation parameter $\gamma \in (0, 1]$ in this section. With such an aggregation parameter, the updates in each federated iteration would be $\alpha_t \leftarrow \alpha_t + \gamma \Delta \alpha_t$ and $v_t \leftarrow v_t + \gamma \Delta v_t$. For a more detailed discussion on the role of aggregation parameter, see Appendix D.1. Note that in Algorithm 1 MOCHA is presented assuming $\gamma = 1$ for simplicity.

Before proving our convergence guarantees, we provide several useful definitions and key lemmas.

Definition 6. For each task $t$, define
\[
\sigma_t := \max_{\alpha \in \mathbb{R}^{n_t}} \frac{\|X_t \alpha\|^2}{\|\alpha\|^2} \quad \text{and} \quad \sigma_{\max} := \max_{t \in [m]} \sigma_t.
\]

Definition 7. For any $\alpha$, define the duality gap as
\[
G(\alpha) := D(\alpha) - (\mathcal{P}(W(\alpha))),
\]
where $\mathcal{P}(W) := \sum_{t=1}^m \sum_{i=1}^{n_t} \ell_i(w^T x_i, y_i) + \mathcal{R}(W, \Omega)$ as in (I).

The following lemma uses Assumption 2 to bound the average performance of $\theta^h$, which is crucial in providing global convergence guarantees for MOCHA.

Lemma 3. Under Assumption 2 $\Theta^h_t \leq \hat{\Theta} = p_{\max} + (1 - p_{\max}) \Theta_{\max} < 1$.

Proof. Recalling the definitions $p^h_t := \mathbb{P}[\theta^h_t = 1]$ and $\hat{\Theta}^h_t := \mathbb{E}[\theta^h_t | \theta^h_t < 1, \mathcal{H}_h]$, we have
\[
\Theta^h_t = \mathbb{E}[\theta^h_t | \mathcal{H}_h]
= \mathbb{P}[\theta^h_t = 1] \cdot \mathbb{E}[\theta^h_t | \theta^h_t = 1, \mathcal{H}_h] + (1 - \mathbb{P}[\theta^h_t < 1]) \cdot \mathbb{E}[\theta^h_t | \theta^h_t < 1, \mathcal{H}_h]
= p^h_t \cdot 1 + (1 - p^h_t) \cdot \hat{\Theta}^h_t \leq \hat{\Theta} < 1,
\]
where the last inequality is due to Assumption 2 and the fact that $\hat{\Theta}^h_t < 1$ by definition.

The next key lemma bounds the dual objective of an iterate based on the dual objective of the previous iterate and the objectives of local subproblems.

Lemma 4. For any $\alpha$, $\Delta \alpha \in \mathbb{R}^{n}$ and $\gamma \in (0, 1]$ if $\sigma^\prime$ satisfies (28), then
\[
D(\alpha + \gamma \Delta \alpha) \leq (1 - \gamma) D(\alpha) + \gamma \sum_{t=1}^m G^\prime_{\sigma^\prime}(\Delta \alpha_t; \nu, \alpha_t).
\]

Proof. The proof of this lemma is similar to [47] Lemma 1 and follows from the definition of local sub-problems, smoothness of $\mathcal{R}^*$ and the choice of $\sigma^\prime$ in (28).

Recall that if the functions $\ell_i$ are $(1/\mu)$-smooth, their conjugates $\ell_i^*$ will be $\mu$-strongly convex. The lemma below provides a bound on the amount of improvement in dual objective in each iteration.

Lemma 5. If the functions $\ell_i^*$ are $\mu$-strongly convex for some $\mu \geq 0$. Then, for any $s \in [0, 1]$,
\[
\mathbb{E}[D(\alpha^{(h)}) - D(\alpha^{(h+1)}) | \mathcal{H}_h] \geq \gamma \sum_{t=1}^m (1 - \Theta) \left( s G_t(\alpha^{(h)}) - \frac{\sigma^\prime s^2}{2} J_t \right),
\]
where
\[
G_t(\alpha) := \sum_{i=1}^{n_t} \left[ J_t^i(-\alpha_t^i) + \ell_t(w_t(\alpha)^\top x_t^i, y_t^i) + \alpha_t^i w_t(\alpha)^\top x_t^i \right],
\]
\[
J_t := -\frac{\alpha_t^i(1-s)}{\sigma_t^i} \big\| (u_t - \alpha_t^i)^h \big\|_2^2 + \big\| X_t(u_t - \alpha_t^i)^h \big\|_{M_t}^2,
\]
for \( u_t \in \mathbb{R}^{n_t} \) with \( u_t^i \in \partial \ell_t(w_t(\alpha)^\top x_t^i, y_t^i) \).

**Proof.** Applying Lemma 4 and recalling \( \mathcal{D}(\alpha) = \sum_{t=1}^{m} G_t^i(0; v, \alpha_t) \), we can first bound the improvement for each task separately. Following a similar approach as in the proof of [47, Lemma 7] we can obtain the bound [19] which bounds the improvement from \( \alpha^{(h)} \) to \( \alpha^{(h+1)} \).

The following lemma relates the improvement of the dual objective in one iteration to the duality gap for the smooth loss functions \( \ell_t \).

**Lemma 6.** If the loss functions \( \ell_t \) are \((1/\mu)\)-smooth, then there exists a proper constants \( s \in (0, 1] \), such that for any \( \gamma \in (0, 1] \) at any iteration \( h \)
\[
E \left[ \mathcal{D}(\alpha^{(h)}) - \mathcal{D}(\alpha^{(h+1)}) | \mathcal{H}_h \right] \geq s\gamma(1 - \bar{\Theta})G(\alpha^{(h)}),
\]
where \( G(\alpha^{(h)}) \) is the duality gap of \( \alpha^{(h)} \) which is defined in (17).

**Proof.** Recall the definition of \( \sigma_{\text{max}} \) in (16). Now, if we carefully choose \( s = \mu / (\mu + \sigma_{\text{max}}) \), it is easy to show that \( J_t \leq 0 \) in [19], see [47, Theorem 11] for details. The final result follows as a consequence of Lemma 5.

Note that Lemma 5 holds even if the functions are non-smooth, i.e. \( \mu = 0 \). However, we cannot infer sufficient decrease of Lemma 6 from Lemma 5 when \( \mu = 0 \). Therefore, we need additional tools when the losses are \( L\)-Lipschitz. The first is the following lemma, which bounds the \( J \) term in (19).

**Lemma 7.** Assume that the loss functions \( \ell_t \) are \( L\)-Lipschitz. Denote \( J := \sum_{t=1}^{m} J_t \), where \( J_t \) is defined in (21), then
\[
J \leq 4L^2 \sum_{t=1}^{m} \sigma_t n_t := 4L^2 \sigma,
\]
where \( \sigma_t \) is defined in (16).

**Proof.** The proof is similar to [30, Lemma 6] and using the definitions of \( \sigma \) and \( \sigma_t \) and the fact that the losses are \( L\)-Lipschitz.

### C.1 Convergence Analysis for Smooth Losses

#### C.1.1 Proof of Theorem 1

Let us rewrite (23) from Lemma 6 as
\[
E[\mathcal{D}(\alpha^{(h)}) - \mathcal{D}(\alpha^{(h+1)}) | \mathcal{H}_h] = \mathcal{D}(\alpha^{(h)}) - \mathcal{D}(\alpha^*) + E[\mathcal{D}(\alpha^*) - \mathcal{D}(\alpha^{(h+1)}) | \mathcal{H}_h] \\
\geq s\gamma(1 - \bar{\Theta})G(\alpha^{(h)}) \\
\geq s\gamma(1 - \bar{\Theta}) \left( \mathcal{D}(\alpha^{(h)}) - \mathcal{D}(\alpha^*) \right),
\]
where the last inequality is due to weak duality, i.e. \( G(\alpha^{(h)}) \geq \mathcal{D}(\alpha^{(h)}) - \mathcal{D}(\alpha^*) \). Re-arranging the terms in the above inequality, we can easily get
\[
E[\mathcal{D}(\alpha^{(h+1)}) - \mathcal{D}(\alpha^*) | \mathcal{H}_h] \leq (1 - s\gamma(1 - \bar{\Theta})) \left( \mathcal{D}(\alpha^{(h)}) - \mathcal{D}(\alpha^*) \right) 
\]
(25)
Recursively applying this inequality and taking expectations from both sides, we arrive at
\[
\mathbb{E}[D(\alpha^{(h+1)}) - D(\alpha*)] \leq (1 - s\gamma(1 - \hat{\Theta}))^{h+1} \left(D(\alpha^{(0)}) - D(\alpha*)\right). \tag{26}
\]

Now we can use a simple bound on the initial duality gap \[27\] Lemma 10, which states that
\[
D(\alpha^{(0)}) - D(\alpha*) \leq n,
\]
to get the final result. It is worth noting that we can translate the bound on the dual distance to optimality to the bound on the duality gap using the following inequalities
\[
s\gamma(1 - \hat{\Theta}) \mathbb{E}[G(\alpha(H))] \leq \mathbb{E}[D(\alpha(H)) - D(\alpha^{(H+1)})] \leq \mathbb{E}[D(\alpha(H)) - D(\alpha*)] \leq \epsilon_D,
\]
where the first inequality is due to \[23\], the second inequality is due to the optimality of \(\alpha^*\), and the last inequality is the bound we just proved for the dual distance to optimality.

### C.1.2 Asymptotic Convergence

In the case of smooth loss functions, it is possible to get asymptotic convergence results under milder assumptions. The following corollary is an extension of Theorem 1.

**Corollary 8.** If the loss functions \(\ell_t\) are \(\mu\)-smooth, then under Assumption 2 \(\mathbb{E}[D(\alpha^{(H)}) - D(\alpha*)] \to 0\) as \(H \to \infty\) if either of the following conditions hold

- \[\limsup_{h \to \infty} p^h_t < 1\] and \[\limsup_{h \to \infty} \hat{\Theta}^h_t < 1\].
- For any task \(t\), \((1 - p^h_t) \times \left(1 - \hat{\Theta}^h_t\right) = \omega(\frac{1}{h})\). Note that in this case \[\lim_{h \to \infty} p^h_t\] can be equal to 1.

**Proof.** The proof is similar to the proof of Theorem 1. We can use the same steps to get a sufficient decrease inequality like the one in \[25\], with \(\hat{\Theta}\) replaced with \(\Theta^h_t := \max_{t'} \Theta^h_{t'}\).

\[
\mathbb{E}[D(\alpha^{(h+1)}) - D(\alpha*)|\mathcal{H}_h] \leq (1 - s\gamma(1 - \hat{\Theta}^h)) \left(D(\alpha^{(h)}) - D(\alpha*)\right)
\]

The rest of the argument follows by applying this inequality recursively and using the assumptions in the corollary.

### C.2 Convergence Analysis for Lipschitz Losses: Proof for Theorem 2

**Proof.** For \(L\)-Lipschitz loss functions, the proof follows the same line of reasoning as the proof of Theorem 8 in \[30\] and therefore we do not cover it in detail. Unlike the case with smooth losses, it is not possible to bound the decrease in dual objective by \[23\]. However, we can use Lemma 5 with \(\mu = 0\). The next step is to bound \(J = \sum_{t=1}^{m} J_t\) in \[19\], which can be done via Lemma 7. Finally, we apply the inequalities recursively, choose \(s\) carefully, and bound the terms in the final inequality. We refer the reader to the proof of Theorem 8 in \[30\] for more details. It is worth noting that similar to Theorem 1 we can similarly get bounds on the expected duality gap, instead of the dual objective.

### D Choosing \(\sigma'\)

In order to guarantee the convergence of the federated update of MOCHA, the parameter \(\sigma'\) must satisfy:

\[
\sigma' \sum_{t=1}^{m} \|X_t \alpha_t\|_{\mathcal{M}}^2 \geq \gamma \|X \alpha\|_{\mathcal{M}}^2 \quad \forall \alpha \in \mathbb{R}^n,
\]

where \(\gamma \in (0, 1]\) is the aggregation parameter for MOCHA Algorithm. Note that in Algorithm 1 we have assumed that \(\gamma = 1\). Based on Remark 1 it can be seen that the matrix \(\mathcal{M}\) in Assumption 1 can be chosen of the form \(\mathcal{M} = \bar{\mathcal{M}} \otimes I_{d \times d}\), where \(\bar{\mathcal{M}}\) is a positive definite matrix of size \(m \times m\). For such a matrix, the following lemma shows how to choose \(\sigma'\).

**Lemma 9.** For any positive definite matrix \(\mathcal{M} = \bar{\mathcal{M}} \otimes I_{d \times d}\)

\[
\sigma' := \gamma \max_t \sum_{t'=1}^{m} \frac{\|M_{tt'}\|}{\|M_{tt'}\|}
\]

satisfies the inequality \[28\].
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Proof. First of all it is worth noting that for any \( t \), \( \bar{M}_t = \bar{M}_t \otimes I_{d \times d} \). For any \( \alpha \in \mathbb{R}^n \)
\[
\gamma \|X\alpha\|_M^2 = \gamma \sum_{t, t'} \bar{M}_{tt'} \langle X_t \alpha_t, X_{t'} \alpha_{t'} \rangle \\
\leq \gamma \sum_{t, t'} \frac{1}{2} |\bar{M}_{tt'}| \left( \frac{1}{\bar{M}_{tt'}} \|X_t \alpha_t\|_{\bar{M}_t}^2 + \frac{1}{\bar{M}_{t't'}} \|X_{t'} \alpha_{t'}\|_{\bar{M}_{t'}}^2 \right) \\
= \gamma \sum_t \left( \sum_{t'} |\bar{M}_{tt'}| \right) \|X_t \alpha_t\|_{\bar{M}_t}^2 \\
\leq \sigma' \sum_t \|X_t \alpha_t\|_{\bar{M}_t}^2,
\]
where the first inequality is due to Cauchy-Schwartz and the second inequality is due to definition of \( \sigma' \).

Remark 5. Based on the proof of Lemma 9, it is easy to see that we can choose \( \sigma' \) differently across the tasks in our algorithm to allow tasks that are more loosely correlated with other tasks to update more aggressively. To be more specific, if we choose \( \sigma'_t = \gamma \sum_{t'} |\bar{M}_{tt'}| \), then it is possible to show that \( \gamma \|X\alpha\|_M^2 \leq \sum_{t=1}^m \sigma'_t \|X_t \alpha_t\|_{\bar{M}_t}^2 \) for any \( \alpha \), and the rest of the convergence proofs will follow.

D.1 The Role of Aggregation Parameter \( \gamma \)

The following remark highlights the role of aggregation parameter \( \gamma \).

Remark 6. Note that when \( \gamma < 1 \) the chosen \( \sigma' \) in (28) would be smaller compared to the case where \( \gamma = 1 \). This means that the local subproblems would be solved with less restrictive regularizer. Therefore, the resulting \( \Delta \alpha \) would be more aggressive. As a result, we need to do a more conservative update \( \alpha + \gamma \Delta \alpha \) in order to guarantee the convergence.

Although aggregation parameter \( \gamma \) is proposed to capture this trade off between aggressive subproblems and conservative updates, in most practical scenarios \( \gamma = 1 \) has the best empirical performance.

E Simulation Details

In this section, we provide additional details and results of our empirical study.

E.1 Datasets

In Table 2, we provide additional details on the number of tasks \( m \), feature size \( d \), and per-task data size \( n_t \) for each federated dataset described in Section 5. The standard deviation \( n_\sigma \) is a measure data skew, and calculates the deviation in the sizes of training data points for each task, \( n_t \). All datasets are publicly available.

| Dataset            | Tasks \( m \) | Features \( d \) | Min \( n_t \) | Max \( n_t \) | Std. Deviation \( n_\sigma \) |
|--------------------|--------------|----------------|--------------|--------------|-----------------------------|
| Human Activity     | 30           | 561            | 210          | 306          | 26.75                       |
| Google Glass       | 38           | 180            | 524          | 581          | 11.07                       |
| Land Mine          | 29           | 9              | 333          | 517          | 65.39                       |
| Vehicle Sensor     | 23           | 100            | 872          | 1,933        | 267.47                      |

E.2 Multi-Task Learning with Highly Skewed Data

To generate highly skewed data, we sample from the original training datasets so that the task dataset sizes differ by at least two orders of magnitude. The sizes of these highly skewed datasets are shown
Table 3: Skewed Datasets for Empirical Study.

| Dataset   | Tasks ($m$) | Features ($d$) | Min $n_t$ | Max $n_t$ | Std. Deviation $\sigma$ |
|-----------|-------------|----------------|-----------|-----------|--------------------------|
| HA-Skew   | 30          | 561            | 3         | 306       | 84.41                    |
| GG-Skew   | 38          | 180            | 6         | 581       | 111.79                   |
| LM-Skew   | 29          | 9              | 5         | 517       | 181.92                   |
| VS-Skew   | 23          | 100            | 19        | 1,933     | 486.08                   |

When looking at the performance of local, global, and multi-task models for these datasets (Table 4), the global model performs slightly better in this setting (particularly for the Human Activity and Land Mine datasets). However, multi-task learning still significantly outperforms all models.

Table 4: Average prediction error for skewed data: means and standard errors over 10 random shuffles.

| Model  | HA-Skew | GG-Skew | LM-Skew | VS-Skew |
|--------|---------|---------|---------|---------|
| Global | 2.41 (0.30) | 5.38 (0.26) | 29.28 (2.47) | 13.58 (0.23) |
| Local  | 3.87 (0.37) | 4.96 (0.20) | 27.63 (1.15) | 8.15 (0.19) |
| MTL    | 1.93 (0.44) | 3.28 (0.15) | 24.12 (1.08) | 6.91 (0.21) |

E.3 Implementation Details

In this section, we provide thorough details on the experimental setup and methods used in our comparison.

Methods.

- **Mb-SGD.** Mini-batch stochastic gradient descent is a standard, widely used method for parallel and distributed optimization. See, e.g., a discussion of this method for the SVM models of interest [44]. We tune both the mini-batch size and step size for best performance using grid search.

- **Mb-SDCA.** Mini-batch SDCA aims to improve mini-batch SGD by employing coordinate ascent in the dual, which has encouraging theoretical and practical backings [45, 48]. For all experiments, we scale the updates for mini-batch stochastic dual coordinate ascent at each round by $\beta_b$ for mini-batch size $b$ and $\beta \in [1, b]$, and tune both parameters with grid search.

- **CoCoA.** We generalize CoCoA [21, 50] to solve (1), and tune $\theta$, the fixed approximation parameter, between (0, 1) via grid search. For both CoCoA, and MOCHA, we use coordinate ascent as a local solver for the dual subproblems (4).

- **MOCHA.** The only parameter necessary to tune for MOCHA is the level of approximation quality $\theta^h$, which can be directly tuned via $H_i$, the number of local iterations of the iterative method run locally. In Section 4 our theory relates this parameter to global convergence, and we discuss the practical effects of this parameter in Section 3.4.

Estimated Time. To estimate the time to run methods in the federated setting, we carefully count the floating-point operations (FLOPs) performed in each local iteration for each method, as well as the size and frequency of communication. We convert these counts to estimated time (in milliseconds), using known clock rate and bandwidth/latency numbers for mobile phones in 3G, LTE, and wireless networks [49, 19, 46, 8, 36]. In particular, we use the following standard model for the cost of one round, $h$, of local computation / communication on a node $t$:

$$Time(h, t) := \frac{\text{FLOPs}(h, t)}{\text{Clock Rate}(t)} + \text{Comm}(h, t)$$  \hspace{1cm} (30)

Note that the communication cost $\text{Comm}(h, t)$ includes both bandwidth and latency measures. Detailed models of this type have been used to closely match the performance of real-world systems [38].
**Statistical Heterogeneity.** To account for statistical heterogeneity, MOCHA and the mini-batch methods (Mb-SGD and Mb-SDCA) can adjust the number of local iterations or batch size, respectively, to account for difficult local problems or high data skew. However, because CoCoA uses a fixed accuracy parameter \( \theta \) across both the tasks and rounds, changes in the subproblem difficulty and data skew can make the computation on some nodes much slower than on others. For CoCoA, we compute \( \theta \) via the duality gap, and carefully tune this parameter between \((0, 1)\) for best performance. Despite this, the number of local iterations needed for \( \theta \) varies significantly across nodes, and as the method runs, the iterations tend to increase as the subproblems become more difficult.

**Systems Heterogeneity.** Beyond statistical heterogeneity, there can be variability in the systems themselves that cause changes in performance. For example, low battery levels, poor network connections, or low memory may reduce the ability a solver has on a local node to compute updates. As discussed in Section 3.4, MOCHA assumes that the central node sets some global clock cycle, and the \( t \)-th worker determines the amount of feasible local computation given this clock cycle along with its systems constraints. This specified amount of local computation corresponds to some implicit value of \( \theta^t \) based on the underlying systems and statistical challenges for the \( t \)-th node.

To model this setup in our simulations, it suffices to fix a global clock cycle and then randomly assign various amounts of local computation to each local node at each iteration. Specifically, in our simulations we charge all nodes for the cost of one local pass through the data, but some nodes are forced to perform less updates given their current systems constraints. In particular, at each round, we assign the number of updates for node \( t \) between \([0.1 n_t, n_t]\) for high variability environments, and between \([0.9 n_t, n_t]\) for low variability environments. For the mini-batch methods, we vary the mini-batch size in a similar fashion. However, we do not follow this same process for CoCoA, as this would require making the \( \theta \) parameter worse than what was optimally tuned given statistical heterogeneity. Hence, in these simulations we do not introduce any additional variability for CoCoA (and thus present overly optimistic results for CoCoA). In spite of this, we see that in both low and high variability settings, MOCHA outperforms all other methods and is robust to systems-related heterogeneity.

**Fault Tolerance.** Finally, we demonstrate that MOCHA can handle nodes periodically dropping out, which is also supported in our convergence results in Section 4. We perform this simulation using the notation defined in Assumption 2, i.e., that each node \( t \) temporarily drops on iteration \( h \) with probability \( p^h_t \). In our simulations, we modify this probability directly and show that MOCHA is robust to fault tolerance in Figure 3. However, note that this robustness is not because of statistical redundancy: If we are to drop out a node entirely (as shown in the green dotted line), MOCHA will not converge to the correct solution. This provides insight into our Assumption 2 which says that the probability that a node drops at each round cannot be exactly equal to one.