1. Introduction

Near room-temperature magnetic refrigeration based on the magneto-caloric effect (MCE) is a potentially efficient and environmentally friendly technology with the potential to replace conventional gas-compression cooling systems which are estimated to be responsible for ≈8% of global CO₂ emissions. It takes advantage of the excess entropy present in a magnetically ordered material and the possibility of heat extraction through thermodynamic cycles, equivalent to the conventional vapor-compression cycle where alternating adiabatic and isothermal magnetizations and demagnetizations are performed. This effect has achieved extremely low temperatures using paramagnetic salts,[3] however the deployment of domestic cooling devices has so far been challenging. In a ferromagnetic compound, the MCE is largest around the Curie temperature ($T_C$) where magnetic fluctuations are maximal, thus limiting the number of candidate materials to compounds presenting a $T_C \approx 250–290$ K. A simple consideration of the upper theoretical limit of the molar magnetic entropy given by $S_{mag} = R \ln(2J + 1)$, where $R$ is the universal gas constant and $J$ is the total angular momentum, makes elemental Gd ($J = 7/2$) the prototypical magnetocaloric material for domestic applications due to its large saturation magnetization, $T_C$ of 292 K, and sizeable isothermal entropy change $\Delta S_{M(2T)} \approx 5.75 \text{ J kg}^{-1} \text{K}^{-1}$.[4] Another mechanism driving a giant MCE ($\Delta S_{M(2T)} \approx 20 \text{ J kg}^{-1} \text{K}^{-1}$) in magnetic materials,
first observed in Gd-alloys,\textsuperscript{[3]} is the strong coupling between one or more magnetic transitions with a first order phase transition (FOPT) such as structural,\textsuperscript{[6,7]} or magneto-elastic transitions.\textsuperscript{[8]} While these materials present good primary application related properties, the origin of the giant MCE poses engineering challenges due to the large thermal and magnetic hysteresis associated with the FOPT. These issues lead to lower efficiencies and mechanical degradation when cycling through the structural transition. Recently, a detailed assessment of a wide range of magnetocaloric families highlighted the importance of assessing secondary performance metrics such as heat capacity, density, thermal conductivity, and criticality aspects when evaluating the applicability of the compounds.\textsuperscript{[9]} The search for magnetocaloric materials has largely been focused upon FOPT compounds whereas second order phase transition (SOP) materials, presenting better mechanical stability and smaller hysteresis, are limited to Gd and its alloys,\textsuperscript{[9]} manganite perovskites,\textsuperscript{[10,11]} and austenite Heusler alloys.\textsuperscript{[12]} The complexity in designing new magnetocaloric materials lies in the various competing interactions which need to be considered to fulfill the primary application related properties. Phenomenological models to describe the observed MCE, such as the Bean–Rodbell model\textsuperscript{[13]} have been developed ad-hoc, but have limited predictive ability. Advances in density functional theory combined with data mining and machine learning algorithms have led to the successful development of computational proxies that can be used to identify non-trivial functional properties such as thermoelectric,\textsuperscript{[15]} photovoltaic,\textsuperscript{[16]} and magnetocaloric materials.\textsuperscript{[17]} It is worth noting that the most successful examples do not necessarily rely on large datasets or comprehensive computational studies but rather on limiting the models to low-cost property calculations and targeted material families exhibiting common features in their chemistry. In a view to accelerate the identification of new magnetocaloric materials, the magnetic deformation $\Sigma_m$ computational proxy was developed and tested by Bocarsly et al.,\textsuperscript{[17]} to isolate compounds presenting strong magneto-structural coupling without the necessity to present a FOPT.\textsuperscript{[18]} MnZnSb possesses a Curie temperature just above room temperature and its adiabatic temperature change $\Delta T_a = 0.4$ K/T measured by direct method has recently been reported.\textsuperscript{[19]} The magnetic deformation of this compound and other ferromagnetic compounds belonging to this family were not calculated in the original work performed by Bocarsly et al.\textsuperscript{[20]} Thus, we calculated $\Sigma_m$ for three ferromagnetic compounds belonging to the anti-PbFCl family and found values of 1.88, 2.26 and 2.24% for MnZnSb ($T_C = 304$ K), MnGaGe ($T_C = 450$ K)\textsuperscript{[20]} and MnAlGe ($T_C = 503$ K)\textsuperscript{[21]} respectively. These values all exceed the 1.5% threshold outlined by Bocarsly et al. to identify potential magnetocaloric materials.\textsuperscript{[17]} As MnGaGe and MnAlGe have transition temperatures far from room temperature, they were not considered further. These preliminary results and previous reports motivated a detailed magneto-caloric investigation of MnZnSb to further our understanding of the magnetic phase transition with a view to tailor the MCE effect in these materials.

2. Results and Discussion

MnZnSb is closely related to Mn$_2$Sb which crystallizes in the tetragonal space group $P4/nmm$ with an anti-PbFCl structure described by Mn(I) sites arranged in series of 2D square nets with Mn(II) and Sb sites between, or as a NaCl-like structure, where the atom types alternate in all directions\textsuperscript{[22]} as shown in Figure 1a. Ge-doped Mn$_3$Sb has shown a large magnetocaloric effect at the field induced first-order ferri-antiferromagnetic transition\textsuperscript{[23]} and the substitution of the Mn(II) sites by Zn cations have been reported to result in no apparent structural changes\textsuperscript{[22]} and the stabilization of a pseudo 2D itinerant ferromagnetic ground state with a reduced transition temperature ($T_C = 305$ K).\textsuperscript{[24]} The spin-polarized density of states (DOS) and electronic band structure, with atomic and orbital projection, calculated for MnZnSb using PBE-GGA (Perdew–Burke–Ernzerhor-generalized gradient approximation) in a collinear ferromagnetic configuration, are shown in Figure 1b,c respectively. The delocalized, itinerant character of the Mn 3d-electron is evident from the partial DOS and is similar to that of the 3d states of the Mn(I) sites in Mn$_3$Sb which forms a broad energy-band.\textsuperscript{[25]} The electronic band structure presents some s-p character at the Fermi level from Sb hybridization as seen in Figure 1c. MnZnSb powder was synthesized and appeared to be single phase from powder X-ray diffraction measurements with diffraction peaks assigned to the tetragonal PbFCl structure of MnZnSb phase with micron sized crystallites presenting the correct stoichiometry (Figure S1, Supporting Information). The calculated magnetic moment using experimental lattice parameters was 2.76 $\mu_B$/f.u. and is significantly higher than the experimentally measured value of 1.6(2) $\mu_B$/f.u. obtained from the saturation magnetization measured at 2 K (Figure S2, Supporting Information). This experimental moment is lower than what would be expected for a localized Mn atom based on typical oxidation states and further highlights the itinerant character of this system, this also supports the assignment of the unusual Mn$^{+}$ state upon the Mn(I) site by Johnson and Jeitschko.\textsuperscript{[22]} This discrepancy between experiment and theory highlights that the hybridization, and delocalization, of the Mn d states is underestimated in first principles calculations at the PBE-GGA level. As can be seen in Table S1, Supporting Information, the accuracy of the theoretical magnetic moment for MnAlGe and MnGaGe improves when the PBEsol functional is used compared to standard PBE-GGA, however this improvement was not as significant for MnZnSb. This deviation between the DFT and experimental moment may suggest some local disorder or deviation from stoichiometry on the Mn(I) site in the MnZnSb.\textsuperscript{[22,26]} As can be seen in Table S1, Supporting Information, DFT calculations based on relaxed structures with local disorder or deviation from stoichiometry, with an anti-ferromagnetic contribution, led to a decrease in moment that approaches the experimental value. It is important to note that the proxy of Bocarsly et al. was designed as a high throughput method with the focus on calculations with low computational cost yielding a relative change of the cell volume with and without spin polarization, rather than obtaining an accurate magnetic moment. The local structure observed using high-angle annular dark field imaging presented in Figure 1d agrees well with what is expected for the reported structure of MnZnSb\textsuperscript{[22]} but the electron diffraction (ED) data suggests a small distortion of the cell from a tetragonal to a closely related triclinic cell. HAADF imaging also suggests the presence of strain in the material (Figure S3, Supporting Information). These observations motivated the collection of high-resolution
Initial Le Bail profile fits of the SXRD data using the reported tetragonal cell yielded a $R_{wp}$ (a measure of the error in a Le Bail fit) of 11.54% with clear residual under certain Bragg peaks such as the (112) reflection (Figure S4, Supporting Information) confirming the need to lower the symmetry of the cell as suggested by the ED data. Le Bail profile fits using a triclinic cell resolved some of the peak shape issues observed previously by splitting them by small amounts in $Q$ and resulted in a lower $R_{wp} = 10.72\%$ (Figure S5, Supporting Information) but highlighted some peak shape discrepancies which required the use of an anisotropic peak broadening model. The final Le Bail fit is presented in Figure 1e with a $R_{wp} = 9.09\%$ and cell dimensions $a = 4.176 \ 89(5) \ \text{Å}$, $b = 4.175 \ 73(2) \ \text{Å}$, $c = 6.223 \ 73(4) \ \text{Å}$, $\alpha = 89.9864(9)\text{°}$, $\beta = 90.020(1)\text{°}$ and $\gamma = 90.0157(7)\text{°}$. It is worth noting that the peak broadening observed is solely attributed to microstrain in the sample.

The MCE for the synthesized MnZnSb polycrystals is quantified through the extraction of the magnetic entropy change. The magnetic entropy change was calculated by the integration of isothermal magnetizations between 260–330 K and 0–7 T (Figure S6, Supporting Information) using standard methodology outlined in the Supporting Information and is shown in Figure 2a, exhibiting a maximum $\Delta S_{M(2T)} = 1.8 \text{ J kg}^{-1} \text{ K}^{-1}$ at 311 K. This is an atypically significant $\Delta S_{M(2T)}$ considering the small magnetic moment observed in this compound ($1.6(2) \mu_B/\text{f.u.}$) and is comparable to other compounds with $\Sigma M \approx 2\%$ which present much larger magnetic moments ($Y_2Fe_{17}$, $\Delta S_{M(2T)} = 2.5 \text{ J kg}^{-1} \text{ K}^{-1}$, $2.2 \mu_B/\text{Fe}$, $T_C = 300 \text{ K}$ [29]). This magnitude of magnetic entropy change is further evidence of the validity of magnetic deformation as a computational proxy for magneto-caloric identification, through application upon a previously untested family of compounds. The isobaric heat capacity $C_p$ shows the typical $\lambda$ anomaly with an excess heat capacity around $T_C$ with a value of 425 J K$^{-1}$ kg$^{-1}$ (Figure S7, Supporting Information) resulting in an adiabatic temperature change $\Delta T_{ad(2T)} = -\frac{\Delta S_{M(2T)}}{C_p} = 1.15(5) \text{ K}$ which is consistent with direct measurements performed on MnZnSb[23] and comparable to the most relevant conventional SOPT and inverse FOPT materials[9]. To understand the origin of the large MCE observed in MnZnSb it is important to have a clear picture of...
the dimensionality, critical behavior, and possible magneto-structural anomalies as critical fluctuations around transitions are the underlying mechanism in controlling magnetic entropy. Through the construction of a standard Arrott plot\cite{30} with mean-field critical exponents (Figure S8, Supporting Information) it is clear that MnZnSb is not described by mean-field theory as the isotherms are not parallel at high field. The Arrott plot presents positive slopes which is indicative of a SOPT as per the Banerjee criterion.\cite{31} In order to obtain the precise critical exponents, an iterative method has been used (Supporting Information) resulting in the Arrott–Noakes plot\cite{32} shown in Figure 2b with the extracted exponents in good agreements with the theoretical values for the 2D long-range mechanism\cite{33} (Table S2, Supporting Information) and a $T_C = 304(1)$ K. The isothermal magnetizations all fall into two independent branches when using the scaling equation of state (Figure S9, Supporting Information) and the exponents extracted from the power laws of field dependent magnetization and magneto-caloric properties (Figure S10, Supporting Information) confirm the reliability of the obtained exponents and indicates that the system belongs to a unique universality class in contradiction to a previous report where a 2D character in the zero-field susceptibility was observed while exhibiting a 3D character in the isothermal magnetization.\cite{34} Considering that the dimensionality of the magnetism is confirmed to be 2D, the large magneto-caloric properties observed in MnZnSb could originate from anisotropic magneto-elastic coupling driven by the competition between the Mn moment ordering and structural distortion as recently observed in MnB.\cite{18} The temperature dependent powder neutron diffraction (PND) collected around the $T_C$ were refined using the triclinic model described earlier to extract the lattice parameters and the rela-
tive change of lattice parameters \( l/l_{295\,K} \) between 295 and 320 K are shown in Figure 2c with a large positive and negative coefficient of thermal expansion anomaly around the \( T_C \) in the \( a \) and \( b \) directions respectively whereas the \( c \) lattice parameter is relatively invariant with respect to temperature. This variation of lattice parameter in the square net plane translates to a cell volume change of 0.18\% (Figure S11, Supporting Information) which is similar to what is observed in the itinerant metamagnetic Laves phase DyCo₂ with a calculated structural entropy change of \( 4\, J\, K^{-1}\, kg^{-1} \) [35] suggesting that the large MCE observed is driven by the strong magnetoelastic coupling between the crystallographic strain release and the formation of magnetic moment on the Mn square net. It is further supported by the observation of significant peak shape change through the \( T_C \) in the observed change in the anisotropic strain obtained from SXRD for MnZnSb (\( T_C = 304(1)\,K \)) and MnAl₃Fe₃ZnSb (\( T_C = 279(1)\,K \)) measured below and above their respective \( T_C \) (Figure 2d). The remarkable decrease of \( T_C \) by substituting Mn with Fe is similar to what has been reported in the MnAlGe system where a weak correlation between \( T_C \) and the average number of \( d \) electrons per transition-metal atoms was proposed. [28] The possibility to finely tune \( T_C \) using chemical composition is an asset in designing magnetocaloric materials and developing a predictive model of a descriptor controlling this effect would help guide the synthesis of new compounds. Comprehensive structural and electronic sorting maps in the PbFCl and related families have been built identifying the quantity \( c/a \) as a useful descriptor. However, predicting the \( c/a \) ratio of structures from a wide variety of bonding characters (e.g., ionic, covalent, metallic) can be difficult, and standard models are often limited to a specific structure-type and often fail without prior knowledge of the adequate descriptor to use. [43] Owing to the importance of the \( c/a \) parameter, [43] random forests were used to predict \( c/a \) using the experimental data available in the ICSD [46] as well as a hand curated dataset of 65 PbFCl type structures obtained from Pearson’s database. [45] Random forests are a supervised machine learning method popular due to their ease of use and effectiveness with little to no hyperparameter tuning. They return the modal or mean prediction (for classification or regression tasks respectively) found by their constituent decision trees, which are trained on random subsets (bags) of data, splitting bags recursively to minimize entropy at each branch of the tree based on a random subset of data features. Predicting \( c/a \) of a material from the compound’s formulae was found to be effective using this machine learning algorithm (the best \( r^2 \) was 0.78 on PbFCl data, Figure S13, Supporting Information; or 0.69 on ICSD data). This demonstrates the ability of random forests to work effectively on small datasets, where no larger datasets are available. However, most functional properties are tuned through substitution studies, where the researcher wishes to alter a known (parent) compound to find a better performing child compound. A more effective application of random forests was developed to predict \( c/a \) of an arbitrary child composition relative to the \( c/a \) of a known parent structure. Although the contributing factors that determine \( c/a \) cannot be easily enumerated, they are present to such an extent in the training data that machine learning methods can be used to approximate them in both models. The most effective model to predict the change in \( c/a \) ratio between parent and child compound was trained using 80 000 randomly picked parent-child pairs of compounds in the ICSD, with the random forest being given as input the compositions of both parent and child structures as well as lattice parameters for the parent compound. When evaluating such a model, one could examine relations between predicted child \( c/a \) (\( c/a \)true) and the true child \( c/a \) (\( c/a \)comp; this leads to \( r^2 = 0.95 \). Alternatively, one could look at the success of the model in making predictions for the child \( c/a \) (\( c/a \)true) in comparison to the parent compound (\( c/a \)true), which we call \( r^2 \)comp; this leads to \( r^2 \)comp = 0.97 (Figure 3a). This model correctly predicted the direction of change in \( c/a \) 97% of the time, and is referred to as the accuracy, or ordinal accuracy. We also report the mean error of our model’s \( c/a \) relative to the size of the \( c/a \) being predicted (MRE); here, MRE = 0.03. Using just the PbFCl structure type and related families to train such a model (a training set size of only 878), resulted in \( r^2 = 0.87 \) and an accuracy of 0.95. While substantial datasets such as the ICSD improve performance if they are available, good application of machine learning methods can obtain comparable results on smaller, more specialized, datasets where chemistries and/or structures are more similar. The accuracy of the prediction of the direction of change in a substituted compound was found to improve with the size of the change in \( c/a \) (Figure S14, Supporting Information). For very small changes, the model ordinal accuracy is better than a guess (and also better than trying to use a naive model using the weighted average of Shannon ionic radii, Figure S15, Supporting Information), and this improves with larger changes in \( c/a \). However, \( r^2 \) of the model shows no correlation for small changes, but improves dramatically after the difference in \( c/a \) values is greater than 7% (Figure S14, Supporting Information). While this ordinal accuracy is always better than a guess, for small changes in \( c/a \), the accuracy is not sufficient to be assured of correct predictions, particularly where small numbers of chemical reactions are involved such as in this case. This could be partially attributed to dataset noise, with members of the ICSD being synthesized and measured using different protocols and instruments, where changes of less than 1% of \( c/a \) could be attributed to instrument error, making these data of insufficient precision for the required predictions. Nevertheless, we show random forests produced here are viable tools to guide synthetic experiments and demonstrate reasonable performance, producing a \( c/a \) ratio when given an arbitrary composition without the need for researchers to enumerate contributing factors. In practice, an investigator will have a parent compound in mind and is looking for chemical substitution to produce a child compound. Accordingly, we developed a tool with input data well matched to these circumstances (taking parent and child compositions and parental lattice parameters), this model also performs the best of all models tested.

The tunability of the \( T_C \) in the MnZnSb compound and its strong correlation with \( c/a \) is clearly demonstrated with the substitution of Mn with Fe and Cr (Figure 3b) with each \( T_C \) extracted from Arrott–Noakes plots (Figure S16, Supporting Information). This correlation is not localized around the MnZnSb compound but is observed across the other known ferromagnetic compounds MnAlGe and MnGaGe (Figure 3b), highlighting the partially ionic character of the magnetic...
interaction in these compounds with the exchange susceptible to small change in the interatomic distances. The associated reduction in the saturation magnetization in the substituted compounds (Figure S17, Supporting Information) follows the trend observed and rationalized for MnGaGe \cite{46} and leads to a reduction in the maximum MCE (Figure 3c). The observation that the saturation magnetization of Mn$_{0.8}$Fe$_{0.2}$ZnSb is 21% that of MnZnSb whilst the magnetic entropy change remains 65% confirms that the coupling between magnetic moment formation on the square net and the change of cell volume around the Curie temperature is the major contributor to the total entropy change through the ferromagnetic transition. The values for $\Delta S_{M(T)}$ for the tuned alloys can be found in Table S3, Supporting Information. In the context of near room temperature SOPT magnetocaloric materials, the performance of these alloys is summarized in Figure 3d, and is found to outperforms the non-critical compounds in the secondary application parameters (Table S3, Supporting Information) with a higher density (7 g cm$^{-3}$), a thermal conductivity $\kappa = 4$ W K$^{-1}$ m$^{-1}$ at 300 K (Figure S18, Supporting Information) close to the

Figure 3. a) Comparison between the machine learning model predicted $c/a$ for a child composition and the $c/a$ of the parent composition. $r^2$ is relationship between the predicted $c/a$ of the child composition and the true $c/a$. $r_{\text{comp}}^2$ examines the ability of the model to predict the comparison between the child and parent composition as depicted. b) Variation of the $c/a$ for the chemically substituted MnZnSb as a function of $T_C$ extracted from Arrott–Noakes plots together with the literature reported values for MnAlGe\cite{60} and MnGaGe\cite{61}. The black line is a linear fit to the data highlighting the correlation over the whole range of compounds. c) Magnetic entropy changes between 0 and 5 T as function of temperature for Mn$_{0.8}$Cr$_{0.2}$ZnSb (red dots), MnZnSb (orange dots), Mn$_{0.8}$Fe$_{0.2}$ZnSb (blue dots), and Mn$_{0.8}$Fe$_{0.2}$ZnSb (purple dots). The grey line outlines the combined isothermal for the four different compositions. d) Isothermal entropy changes for selected magneto-caloric materials in a magnetic field of 2 T as a function of their Curie temperature. Empty and full symbols correspond to FOPT and SOFPT materials respectively. The criticality and the thermal conductivity of the considered compounds are represented by the color and the size of the data points respectively. Every data point stands for a single sample. The data and references used to construct this diagram can be found in Table S3, Supporting Information.
threshold value of 5 W K\(^{-1}\) m\(^{-1}\) for optimum cooling power in a regenerator,\(^{[47]}\) and a relatively low heat capacity.

3. Conclusions

This study gives a new insight on the magnetic transition in the ferromagnetic compound MnZnSb and the origin of the MCE in this system through the combination of theoretical and experimental approaches. An array of structural characterization techniques were used to evaluate the relationship between crystallographic strain and magnetic ordering within this system and its influence upon the entropy change through the ferromagnetic transition. Furthermore, the detailed critical exponent analysis of this compound has enabled the system to be ascribed to one universality class across all order parameters and identified as “2D long-range.” Despite the small magnetic moments measured in these systems, the moderate MCE observed is attributed to the release of crystallographic strain through the magnetic transition. A strong correlation between magnetic ordering temperature and the crystallographic parameter \(c/a\) was found and used to tune the temperature range of MnZnSb over a 90 K span around room temperature. We expanded upon the realization of the intimate relationship between the crystallographic parameter \(c/a\) and transition temperature within this family to construct a machine learning algorithm to develop a predictive \(c/a\) model that can be used for future exploratory synthesis.

4. Experimental Section

Computational Methods: First principles calculations were carried out with the Vienna ab initio simulation package (VASP).\(^{[48,49]}\) These calculations in VASP were performed using the projector augmented wave pseudopotentials within the PBE-GGA framework.\(^{[50,51]}\) The structures were relaxed with and without spin-polarization, corresponding to a collinear ferromagnetic ground state and a non-magnetic ground state, respectively. Relaxation was performed on \(8 \times 8 \times 8\) Monkhorst–Pack (MP) \(k\)-mesh. The total energy was found to be converged to within \(1 \times 10^{-6}\) eV atom\(^{-1}\) using a plane wave cutoff of 500 eV. Geometry optimizations were considered to be converged when the forces on each atom were reduced to less than 0.001 eV Å\(^{-1}\). DOS calculations were performed with a \(24 \times 24 \times 24\) MP \(k\)-mesh. Further calculations were performed using experimental lattice parameters, PBEsol functional plus Hubbard corrections,\(^{[52]}\) and disordered systems. All results are available in Table S1, Supporting Information. Magnetic deformations were calculated following the method described by Bocarsly et al.\(^{[53]}\) and band structure plots were generated using the SUMO package.\(^{[53]}\) Details of the methods can be found in the Supporting Information.

Machine Learning Algorithms: Sci-kit learn’s implementation of Random Forest Regressors were used with default hyperparameters (as of version 0.22) for all experiments. All metrics quoted in the main section of this paper are based on an 80–20 training test split, with “leave one cluster out cross validation”\(^{[54]}\) scores for these metrics also available in the Supporting Information. ICSD data used was complete as of 2017 and the materials project’s tetragonal structures were complete as of 2019. A detailed discussion of the methods can be found in the Supporting Information. All codes needed to recreate these experiments are available on github (https://github.com/lnrfmd/RandomForestsForPredictingUnitCellProperties).

Synthesis of the Materials: Stoichiometric proportions of the required elements (manganese Alfa Aesar 99.95%, zinc Sigma Aldrich 99.995%, antimony Alfa Aesar 99.999%, iron Alfa Aesar 99.998%, and chromium Sigma Aldrich >99%) were dry-mixed using a pestle and mortar, sealed in evacuated quartz tubes in less than 10\(^{-4}\) Torr, and placed in a muffle furnace at 1273 K for 6 h with hourly agitation. The samples were quenched in ice water from 1273 K, reground and resealed under the same evacuation conditions, and annealed at 773 K for 10 days followed by quench cooling. Four samples were produced MnZnSb, Mn\(_0.9\)Cr\(_0.1\)ZnSb, Mn\(_0.8\)Fe\(_0.2\)ZnSb, and Mn\(_0.8\)Fe\(_0.2\)ZnSb.

Structural Characterization: Phase identification was performed on all the samples using X-ray diffraction on a Rigaku Smartlab diffractometer with monochromatic Cu \(K\alpha\) radiation. Temperature dependent powder neutron diffraction was carried out on MnZnSb powder using the D20 diffractometer at the Institut Laue-Langevin.\(^{[55]}\) To collect data across the magnetic transition, D20 was operated in the intermediate-resolution mode using the wavelength of 1.54 Å as provided by the Ge monochromator take-off angle of 90°. This setting ensured a relatively high neutron flux on the sample (\(1.5 \times 10^7\) n cm\(^{-2}\) s\(^{-1}\)) and resolution approaching \(\Delta d/d = 2.9 \times 10^{-3}\), which is good enough for most structural studies. \(\approx 4\) g of MnZnSb powder were contained in a thin-walled vanadium cylindrical can of 7 mm diameter, which was placed in a standard orange cryofurnace. Isothermal datasets were acquired for 60 min every 5 K in the temperature range 290–320 K. SXRD was performed on MnZnSb, Mn\(_0.9\)Cr\(_0.1\)ZnSb, and Mn\(_0.8\)Fe\(_0.2\)ZnSb using the 11-BM diffractometer at the Advanced Photon Source (Argonne National Laboratory) with a wavelength of 0.4128 37 Å. Le Bail fittings were carried out using FullProf\(^{[56]}\) and JANA2006\(^{[57]}\) freeware. The profile parameters used during Le Bail fitting are from provided standards data of SRM 660a (LaB\(_6\)) and NACALF for the 11-BM and D20 data respectively.

The powder MnZnSb sample was analyzed by various transmission and scanning electron microscopy techniques such as diffraction and atomic imaging techniques. This work was carried out with a JEOL 2010 microscope equipped with a precession module (DIGISTAR system) and a JEOL ARM200 double corrected (imaging and probe) microscope. Both microscopes are equipped with EDX analyzers, INCA-oxford and CENTURION–JEOL spectrometers, respectively. A part of the sample was crushed into a mortar with alcohol and a few droplets were deposited onto a copper grid. To avoid carbon contamination during the observations and collections of chemical mapping, the grid was first treated with an ion cleaner for 5 min before loading in the microscope. The ED data have been collected with a precession angle of 1.2° in the tilting range of 50° to 50° by 1° tilt step. All these precession electron diffraction tomography data have been compiled and rescaled owing to PETS software\(^{[59]}\) in a single data set. The cell and structural determinations have been obtained with the JANA2006 software\(^{[57]}\) while the simulated ADF images have been calculated with the JEMS software\(^{[59]}\) considering the convolution of the STEM probe with the intensity of the object (square of the projected potential multiplied by the electron-matter interaction constant of the structure).

Physical Characterization: Magnetic measurements were performed on a Quantum Design MPMS vibrating sample magnetometer. Isothermal magnetization as a function of magnetic field between 0 and 7 T was measured with 1 K intervals in the region about the \(T\_C\) as estimated from the first derivative of temperature dependent magnetization measurements. These isotherms were used both in critical exponent analysis and the magnetoelastic study. Heat capacity and thermal conductivity were measured using a Quantum Design Dynacool and PPMS respectively. The thermal conductivity was measured using the Thermal Transport Option in a bar geometry cut from an ingot of MnZnSb.

Supporting Information

Supporting Information is available from the Wiley Online Library or from the author.
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