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ABSTRACT

Temperature field inversion of heat-source systems (TFI-HSS) with limited observations is essential to monitor the system health. Although some methods such as interpolation have been proposed to solve TFI-HSS, those existing methods ignore correlations between data constraints and physics constraints, causing the low precision. In this work, we develop a physics-informed neural network-based temperature field inversion (PINN-TFI) method to solve the TFI-HSS task and a coefficient matrix condition number based position selection of observations (CMCN-PSO) method to select optima positions of noise observations. For the TFI-HSS task, the PINN-TFI method encodes constrain terms into the loss function, thus the task is transformed into an optimization problem of minimizing the loss function. In addition, we have found that noise observations significantly affect reconstruction performances of the PINN-TFI method. To alleviate the effect of noise observations, the CMCN-PSO method is proposed to find optima positions, where the condition number of observations is used to evaluate positions. The results demonstrate that the PINN-TFI method can significantly improve prediction precision and the CMCN-PSO method can find good positions to acquire a more robust temperature field.

Keywords  Temperature field inversion of heat-source systems · Physics-informed neural network · Position selection · Condition number · Upper bound of error

*Corresponding author
1 Introduction

Heat management [Grujicic et al., 2005, Laloya et al., 2015] is essential for heat-source systems (HSS), where heat is generated internally, especially over systems that involve components with smaller size and higher power density. Statistically, when the allowable temperature is exceeded [Emam et al., 2019], the failure rate of such electronic devices doubles for the temperature rise of $10 \sim 20^\circ$C, and its failure rate decreases by about 4% for the temperature reduction of $1^\circ$C. Temperature monitoring is of importance to ensure the normal work of components in heat management systems. Temperature field inversion (TFI) through limited temperature transducers (observations) is an important method to monitor component temperatures [Evans et al., 2002, Kong et al., 2020]. Generally, TFI requires a large number of temperature transducers (observations), which causing expensive costs and affecting the availability of systems. Moreover, too many transducers are not accessible in most real-life applications, which increases the difficulty to reconstruct the whole temperature field. Therefore, temperature field inversion of heat-source systems (TFI-HSS) in a small data setting is an urgent and challenging problem to be solved in practical engineering systems.

The mechanism of the TFI calculation and the temperature adjustment is complicated, thus it is difficult to reconstruct the temperature field through reasonable formula transformations. Interpolation is an easy-implement but low-precision procedure [Steffensen, 2006]. A range of interpolation methods essentially use discrete points to fit the function, such as Gaussian process regression (kriging) [Stein, 2012], random forest regression [Segal, 2004], nearest neighbor [Jiang and Wang, 2015]. In addition to this, reconstructing intensities of heat sources is also a feasible method to reconstruct the temperature field. A boundary element method has been proposed [Le Niliot and Lefèvre, 2001, Le Niliot et al., 2000] to identify intensities of point-heat sources, which is a time regularization based procedure. Two sources that have different shapes and close distances may cause inaccurate estimations. To this end, a numerical algorithm coupled with the concept of future time is proposed [Yang, 1999]. Subsequently, Shuai et al. [2011] propose an adaptive iterative algorithm. They regard intensities as variables and then use a multivariate iterative approach to minimize the discrepancy between prediction and measurements. This iterative method has a large search space and is low efficient, which is appropriate to solve reconstruction problems with a small number of iterations. In the small data setting, these existing TFI methods ignore correlations between data constraints and physics constraints (governing equations), resulting in low precisions and even unavailability.

Recently, physics-informed neural networks (PINNs) have been successfully used to solve partial differential equations (PDEs) or PDE-based problems [Raissi et al., 2019, Shen et al., 2021, Zobeiry and Humfeld, 2021] by adding data constraints and physics constraints in the loss function to constrain the space of admissible solutions. Then, the problem of solving PDEs is transformed into an optimization problem of minimizing the loss function. Furthermore, benefited from physics constraints, the PINN can reduce the requirement of label data and be easily applied to the small data regime. In addition, compared to traditional numerical approaches such as finite difference method [Narasimhan and Witherspoon, 1976], mesh-free PINNs can easily solve irregular-domain problems [Gao et al., 2020] and avoid the curse of dimensionality [Grohs et al., 2018]. Moreover, PINNs have offered a powerful new paradigm for dealing with diverse inverse problems, including systems biology [Yazdani et al., 2020], hidden fluid mechanics [Raissi et al., 2020, Tartakovsky et al., 2020], biomedicine [Sahli Costabal et al., 2020, Kissas et al., 2020] and the parameter identification of wave, stochastic and fractional PDEs [Song and Alkhalifah, 2020, Tartakovsky et al., 2020, Pang et al., 2019]. By introducing a data-constrained term with the mean-squared error, Pang et al. [Pang et al., 2019] use PINNs to identify the diffusion coefficients in fractional advection-diffusion equations from synthetic data. Subsequently, parameterizing the data-constrained term as polynomial functions by prior knowledge, Chen et al. [Chen et al., 2021a] extend PINNs to solve the inverse problem that the initial probability density function of Fokker-Plank equations is agnostic. Similarly, considering the unknowable initial and boundary condition, PINNs are employed to reconstruct the flow field based on scattered observation about the velocity [Raissi et al., 2020, Tartakovsky et al., 2020]. For higher-dimensional problems, PINNs are employed by Kissas et al. [Kissas et al., 2020] to recover the entire three-dimensional velocity flow field given four-dimensional flow magnetic resonance imaging data, which shows that PINNs have a great feature for high-dimensional and real-life problems. TFI-HSS is essentially an inverse problem, where intensities of heat sources are unknown. Thus, PINNs are promising for solving TFI-HSS.

However, there still exist two major difficulties in applying PINNs to solve TFI-HSS.

- Using PINNs to reconstruct efficiently the temperature field is an urgent problem, given a limited number of observations and the governing equation.
- Observations are inevitably perturbed in real-life engineering systems. Given noise observations, positions of observations significantly affect the reconstructed performance. At present, there is no appropriate strategy to choose reasonable positions to alleviate the effect of noises.

To solve the first issue, we employ the physics characteristic and develop a novel physics-informed neural network-based temperature field inversion (PINN-TFI) method to solve TFI-HSS. The PINN-TFI method encodes physics and data
constraint terms into the loss function, thus the problem of TFI-HSS is transformed into an optimization problem of minimizing the physics-informed loss function. In addition, large computational costs are one of main limitations of the PINN for TFI-HSS. In prior works, transfer learning has been widely used to improve the convergence of training for diverse deep learning problems [Yang et al., 2013]. Inspired by this idea, we first utilize transfer learning to obtain a retrained PINN and then use the retrained PINN with observations for TFI. To solve the latter one, we develop a coefficient matrix condition number based position selection of observations (CMCN-PSO) method, where the condition number of noise observations is used to evaluate positions. In summary, the following contributions are made in this paper.

- We refine the Temperature Field Inversion of Heat-Source Systems (TFI-HSS) task from engineering applications by giving the formula expression.
- We propose a physics-informed neural network-based temperature field inversion (PINN-TFI) method to reconstruct the temperature field, where transfer learning strategy is used to accelerate the training process.
- We develop a coefficient matrix condition number based position selection of observations (CMCN-PSO) method to alleviate the effect of noise observations for the PINN-TFI method.

The experiments considering three types of boundary conditions have been conducted. Experiment results show that the PINN-TFI method has superior performance for the TFI-HSS task. Moreover, the CMCN-PSO method can find good positions of observations. Given noise observations, the PINN-TFI method uses these observations to reconstruct a more robust temperature field.

## 2 Temperature Field Inversion of Heat-Source Systems (TFI-HSS)

Heat-source systems (HSS) will be discussed in this chapter, where observations and the principle of heat transfer equations are taken into account. In this work, HSS is modeled as a two-dimensional plane. There are several electronic components on this plane and these components generate heat when working. Each component is simplified as a heat source. The purpose of the TFI-HSS task is to reconstruct the temperature field given some observations, which is very important to ensure working temperatures of components and monitor the HSS health.

Generally, given a HSS with m observations, the TFI-HSS task can be written as

\[
\arg \min_{\theta} \left( \sum_{i=1}^{m} \left| T_\theta \left( x_{obs}^i, y_{obs}^i \mid \phi \right) - T_{obs}^i \left( x_{obs}^i, y_{obs}^i \right) \right| \right),
\]

where \( T_\theta(\cdot) \) is the model with the parameter \( \theta \) to reconstruct the temperature field, unknown \( \phi \) is the intensity distribution, and \( T_{obs}^i \) represents the temperature of observations. In addition, the steady-state temperature field \( T \) has to satisfy

\[
\frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \phi(x, y) = 0,
\]

**Boundary:** \( T = T_0 \) or \( k \frac{\partial T}{\partial n} = 0 \)

or \( k \frac{\partial T}{\partial n} = h (T - T_0) \),

where \( k \) is the thermal conductivity and is set to be 1 in this work, \( \phi \) is the intensity distribution function, and \( T_0 \) is the temperature value of the isothermal boundary or the convective boundary conditions. Eq.(2) represents three boundary conditions including Dirichlet (isothermal), Neumann (adiabatic), and Robin (convective) boundary conditions, where \( h \) denotes the convective heat transfer coefficient.

The area of a single piece of heat source is set as a rectangle in this work, modeled as

\[
\phi(x, y) = \begin{cases} 
\phi_i, & (x, y) \in \Gamma_i, \ i = 1, 2, \cdots, n \\
0, & (x, y) \notin \Gamma_i
\end{cases},
\]

where \( \phi_i \) represents the (constant) intensity of \( i \)th heat source, \( \Gamma_i \) represents the area of \( i \)th heat source, and \( n \) is the number of heat sources. In summary, the TFI-HSS task can be expressed as a constrained optimization problem, which is formulated as

\[
\min_{\theta} \left( \sum_{i=1}^{m} \left| T_\theta \left( x_{obs}^i, y_{obs}^i \mid \phi \right) - T_{obs}^i \left( x_{obs}^i, y_{obs}^i \right) \right| \right),
\]

\[
s.t. \quad \frac{\partial}{\partial x} \left( k \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \phi(x, y) = 0,
\]

\( T = T_0 \) or \( k \frac{\partial T}{\partial n} = 0 \) or \( k \frac{\partial T}{\partial n} = h (T - T_0) \).
For further research on the TFI-HSS task, the volume-to-point (VP) and the volume-to-boundary (VB) problems are commonly used in heat conduction problems [Aslan et al., 2018, Chen et al., 2016, 2021b]. From the perspective of mathematical models, the difference between VB and VP problems is the boundary condition. For the VP heat conduction problem, it considers a finite heat-generating volume cooled by a small patch of the common heat sink with the temperature of \(T_0\) located on the middle of the bottom boundary, shown in Fig. 1(a). For the VB problem, the condition of each boundary can be isothermal, adiabatic, or convective, shown in Fig. 1(b).

3 Methodology

3.1 Overview

For the TFI-HSS task, given the unknown intensity distribution, temperature field \(T(x, y)\) can not be solved numerically by discretizing Eq.(2) using the finite difference method [Narasimhan and Witherspoon, 1976] or the finite volume method [Eymard et al., 2000]. Interpolations can reconstruct the temperature field. However, reconstruction errors are high and costs of much observation acquisition are prohibitive. Moreover, the vast majority of state-of-the-art machine learning techniques (e.g., deep/convolutional/recurrent neural networks) may become intractable when it comes to the small data regime. To this end, a novel Physic-Informed Neural Network-based Temperature Field Inversion (PINN-TFI) method is proposed to reconstruct the temperature field in the small data setting. The PINN-TFI method is expected to provide a rapid and accurate prediction of the temperature field. In addition, we have found that noise observations significantly affect reconstructed performance of the PINN-TFI method but reasonably position selection of observations can alleviate the effect of noise observations. In this work, a coefficient matrix condition number based position selection of observations (CMCN-PSO) method is proposed to find optimal positions of noise observations. Then, the optimal observations are used by the PINN-TFI method to reconstruct a more robust temperature field. A schematic diagram of the PINN-TFI method and the CMCN-PSO method is shown in Fig. 2. Details of the PINN-TFI method and the CMCN-PSO method will be presented in the following subsections.

3.2 Physics-informed neural network-based temperature field inversion (PINN-TFI) method

TFI-HSS can be considered as an inverse problem, where the temperature field can be learned from observations. To solve the inverse problem, we propose a Physics-Informed Neural Network based temperature field inversion
(PINN-TFI) method, where the transfer learning strategy is used to accelerate the training process. Concretely, the weights and biases for predicting a new temperature field are initialized with those for the temperature field under rated intensity values. Then, the weights and biases are trained to learn from observations. The PINN-TFI method is mainly divided into two parts, namely the model initialization and the model for temperature field inversion, and its detailed description is in algorithm 1. The key of the PINN-TFI method is that the constrained optimization problem of TFI-HSS is transformed into an unconstrained optimization problem of minimizing the loss function by adding data and physics constrain terms to the loss function.

Figure 3: Conceptual flow of the PINN-TFI method with observations.

Let $T_\theta(\cdot)$ be a NN of depth $D$, where $\theta$ is the vector of weights and bias. The NN has an input layer, $D - 2$ hidden layers and an output layer, which is a mapping from $\mathbb{R}^d$ into $\mathbb{R}^N$. In this work, a Multi-Layer Perception (MLP) is employed with the activation function $\sigma(\cdot)$, i.e.,

$$T_\theta := L_D \circ \sigma \circ L_{D-1} \circ \sigma \circ \cdots \circ \sigma \circ L_1,$$

where

$$L_1(x) := W_1 x + b_1, \quad W_1 \in \mathbb{R}^{d_1 \times d}, b_1 \in \mathbb{R}^{d_1},$$

$$L_k(x) := W_k x + b_k, \quad W_k \in \mathbb{R}^{d_k \times d_{k-1}}, b_k \in \mathbb{R}^{d_k},$$

$$L_D(x) := W_D x + b_D, \quad W_D \in \mathbb{R}^{N \times d_{D-1}}, b_D \in \mathbb{R}^{N}.$$

The model initialization: The rated intensity distribution $\phi_{\text{rated}}$ of heat sources is available. PINNs are employed to solve Eq.(2) without observations and obtain initialization parameter $\theta_i^*$. The left-hand-side of Eq.(2) is first defined as

$$f = \frac{\partial}{\partial x} (k \frac{\partial T}{\partial x}) + \frac{\partial}{\partial y} (k \frac{\partial T}{\partial y}) + \phi(x, y).$$

Then, the training sets $\mathcal{P}_i^{pde}$ and $\mathcal{P}_i^{bc}$ for PDE and boundary conditions (e.g., randomly sampling points in the domain and boundary) are specified. To measure the difference between the NN and physics constraints, the loss function including partial differentiable equation loss (PDE loss), boundary condition loss (BC loss) is defined by

$$\mathcal{L}_{PINN}^i(\theta) = w_{i}^{pde}\mathcal{L}_{i}^{pde} + w_{i}^{bc}\mathcal{L}_{bc},$$

where

$$\mathcal{L}_{i}^{pde} = \frac{1}{|\mathcal{P}_i^{pde}|} \sum_{(x,y) \in \mathcal{P}_i^{pde}} \|f(T_\theta, x, y, \phi_{\text{rated}})\|_2^2,$$

$$\mathcal{L}_{bc} = \frac{1}{|\mathcal{P}_i^{bc}|} \sum_{(x,y) \in \mathcal{P}_i^{bc}} \|T_\theta - T_0\|_2^2$$

and $w_{i}^{pde}$ as well as $w_{i}^{bc}$ are weight hyper-parameters, which need to be predefined. $\mathcal{P}_i^{pde}$ and $\mathcal{P}_i^{bc}$ denote the sets of residual points from PDE and boundary conditions, respectively.

Finally, the NN is trained by minimizing the loss function $\mathcal{L}_{PINN}^i(\theta)$ until finding the best parameters $\theta_i^*$.

The model for temperature field inversion: First, transfer learning strategy is used to initialize the NN model with parameter $\theta_i^*$ for accelerating the training process. When components are working normally, then real intensity
Algorithm 1: The Physics-Informed Neural Network-based Temperature Field Inversion method (PINN-TFI method)

Input:
- \( \phi_{\text{rated}} \), the intensity distribution function under the rated powers,
- \( \mathcal{P}_{\text{data}} = \{ (x_{i}^{d}, y_{i}^{d}), i = 1, \cdots, n \} \), the observation set.

Output:
- \( \hat{T}(x, y, \theta^{*}) \) as the surrogate of the temperature field

1. Construct a NN with the parameter \( \theta \), \( T_{0}(\cdot) \).
2. // The model initialization
3. Specify two training sets \( \mathcal{P}_{\text{pde}}^{i} \) and \( \mathcal{P}_{bc}^{i} \) for PDE and boundary conditions.
4. Calculate PDE loss \( L_{\text{pde}}^{i} \) and BC loss \( L_{bc}^{i} \) by Eq.(9).
5. Obtain total loss \( L_{PINN}(\theta) \) by Eq.(8).
6. Train the NN by minimizing the loss function \( L_{PINN}(\theta) \) until finding the best parameters \( \theta^{*} \).
7. // The model for temperature field inversion
8. The NN is initialized with the parameter \( \theta^{*} \).
9. Specify two training sets \( \mathcal{P}_{\text{data}} \) for PDE and boundary conditions and confirm \( \mathcal{P}_{\text{data}} \).
10. Set \( \phi \) to be a variable initialized with the value \( \phi_{\text{rated}} \) and put it in the optimizer.
11. Calculate the \( L_{\text{pde}}, L_{bc} \) and \( L_{\text{data}} \) by Eq.(11).
12. Obtain the \( L_{PINN}(\theta^{*}) \) by Eq.(10).
13. Train the NN by minimizing the loss \( L_{PINN}(\theta^{*}) \) until finding the best parameters \( \theta^{**} \).

distribution \( \phi \) is unknown, which is set to be a variable initialized the value \( \phi_{\text{rated}} \) and is put in the optimizer as trainable parameters. In addition to training sets \( \mathcal{P}_{f} \) and \( \mathcal{P}_{bc} \) for PDE and boundary conditions, the observation set \( \mathcal{P}_{\text{data}} \) is confirmed. By adding a data constrained term, the loss function is formulated as

\[
L_{PINN}(\theta^{*}) = w_{\text{pde}} L_{\text{pde}} + w_{bc} L_{bc} + w_{\text{data}} L_{\text{data}},
\]

where

\[
L_{\text{pde}} = \frac{1}{|\mathcal{P}_{\text{pde}}|} \sum_{(x, y) \in \mathcal{P}_{\text{pde}}} \left\| f(T_{\theta^{*}}(x, y), \phi) \right\|_{2}^{2},
\]

\[
L_{\text{data}} = \frac{1}{|\mathcal{P}_{\text{data}}|} \sum_{(x, y) \in \mathcal{P}_{\text{data}}} \left\| T_{\theta^{*}} - T_{\text{obs}} \right\|_{2}^{2},
\]

\[
L_{bc} = \frac{1}{|\mathcal{P}_{bc}|} \sum_{(x, y) \in \mathcal{P}_{bc}} \left\| T_{\theta^{*}} - T_{0} \right\|_{2}^{2} \quad \text{or}
\]

\[
L_{bc} = \frac{1}{|\mathcal{P}_{bc}|} \sum_{(x, y) \in \mathcal{P}_{bc}} \left\| \nabla \theta^{*} \cdot \mathbf{n} \right\|_{2}^{2},
\]

and \( w_{\text{pde}}, w_{bc} \) as well as \( w_{\text{data}} \) are predefined weight hyper-parameters. Thus, the constrained optimization problem in Eq.(2) is transformed into an unconstrained optimization problem of minimizing the loss \( L_{PINN}(\theta^{*}) \) in Eq.(10). In the last step, the training procedure is to search for the best parameter \( \theta^{**} \) by minimizing the loss \( L_{PINN}(\theta^{*}) \), where automatic differentiation is used to minimize the highly nonlinear and non-convex loss.

In summary, the PINN-TFI-method can reconstruct the temperature field with limited observations. However, in real-life engineering systems, observations are inevitably perturbed by noises, which significantly affects reconstruction performances of the PINN-TFI-method. We have found that reasonable position selection of observations can alleviate the effect of noise observations.

3.3 The coefficient matrix condition number based position selection of observations method

In this chapter, we propose a coefficient matrix condition number based position selection of observations (CMCN-PSO) method to alleviate the effect of noise observations. First, the finite difference method is utilized to discretize the governing equation, where the unknown intensity is set to be a variable. Then, combining with matrix forms about observations, the constrained optimization problem of TFI-HSS in Eq.(4) is transformed into an unconstrained optimization problem by the penalty method. Furthermore, through analyses of noise observations, the upper bound of the reconstruction error is proved to be related to the coefficient matrix condition number, which is determined by positions of observations. After that, the condition number becomes the principle to evaluate positions of observations from many groups of positions. Many groups of positions are sampled by Latin hypercube, low discrepancy and grid-based sampling methods in this work. Finally, the optimal positions corresponding to the minimum condition number are selected. The CMCN-PSO method is described in Algorithm 2 and the detail steps are as follows.
Algorithm 2: A coefficient matrix condition number based position selection of observations (CMCN-PSO) method

Input:
\{ (x_1, y_1), \ldots, (x_m, y_m) \}, \ldots, \{ (x_{Lm+1}, y_{Lm+1}), \ldots, (x_{(L+1)m}, y_{(L+1)m}) \}, several sets of positions.
The positions and sizes of n components
The mesh size $K \times K$

Output:
The optimal position of observations $\hat{O}_{\text{optimal}}$

1 // Determine the coefficient matrix $A$
2 Mesh the domain as a $K \times K$ grid system and mesh the components in the grid system
3 Number the $K \times K$ grid points from left to right, bottom to top
4 Calculate the coefficient matrix $A_1$ by finite difference according to the boundary conditions
5 for $i=1, 2, \ldots, K$ do
6    if grid points is location in the components’ area then
7       Set the $i$th row of the matrix $A_2$ to $-h^2$
8    else
9       Set the $i$th row of the matrix $A_2$ to 0
10   end
11 end
12 Construct the matrix $A$ by $A = (A_1, A_2)^T$
13 // Determine the matrix $\hat{O}$ according to positions of observations
14 for $j=1, 2, \ldots, L$ do
15    for $i=1, 2, \ldots, n$ do
16       Set the $i$th column of the matrix $\hat{O}_j$ to 1 and other columns to 0
17    end
18 end
19 // Calculate the condition number
20 Calculate the condition number of $\hat{A}$ by the function (e.g., np.linalg.cond($\hat{A}$))
21 for $j=1, 2, \ldots, L$ do
22    $\kappa_j(\hat{A}) = \text{cond}(\lambda A, \hat{O}_j)^T (\lambda$ is set to be 1 in this work)
23 end
24 // Select the optimal positions
25 Select the minimal condition number $\kappa_{\text{optimal}} = \min(\kappa_1, \ldots, \kappa_L)$
26 Find the optimal positions $\hat{O}_{\text{optimal}}$ (corresponding to $\kappa_{\text{optimal}}$)

The two-dimensional domain is first discretized by using a Cartesian shown in Fig. 5. The grid points are divided into boundary points (red) and internal points (black). The temperatures of boundary points are controlled by boundary conditions. The governing equation in Eq. (4) is discretized by the finite difference method, which is written as

$$-4t_{i,j} + t_{i-1,j} + t_{i+1,j} + t_{i,j-1} + t_{i,j+1} = h^2 \phi, \quad (12)$$

where $1 \leq i, j \leq K$ and $t_{i,k}$ denotes the temperature value of node $(i,j)$ and $h$ is the step length of two adjacent nodes. Assume that the two-dimensional domain is meshed as a $K \times K$ system and the temperature of the grid points is sorted as $T_{m \times 1} = (t_1, t_2, \ldots, t_m)^T$, $m = K \times K$. The governing equation and boundary conditions in Eq.(4) are expressed
Figure 5: The grid discretization of the two-dimensional domain.

as

$$A_1 \cdot T = h^2 \phi + C_1,$$

where

$$A_1 = \begin{bmatrix} V + 2I & -I & 0 \\ -I & V + 2I & -I \\ 0 & -I & V + 2I \end{bmatrix}_{m \times m}$$

is the coefficient matrix and $V = \text{tridiag}_L(-1, 2, -1) \in \mathbb{R}^{L \times L}$. $C_1$ is a vector that contains boundary values. Given the HSS with $n$ heat sources, $\phi$ forms a matrix $Y_{n \times 1} = (\phi_1, \phi_2, \ldots, \phi_n)^T$. According to Eq.(3), $\phi$ can also be expressed as

$$\phi = \begin{bmatrix} b_{1,1} & \cdots & b_{1,n} \\ \vdots & \ddots & \vdots \\ b_{m,1} & \cdots & b_{m,n} \end{bmatrix}_{m \times n} \begin{bmatrix} \phi_1 \\ \phi_2 \\ \vdots \\ \phi_n \end{bmatrix}_{n \times 1}$$

$$= B_{m \times n} Y_{n \times 1},$$

where $b_{i,j}$ is equal to 0 or 1. When the grid point of $t_i$ ($1 \leq i \leq m$) is located in the area $\Gamma_j$ ($1 \leq j \leq n$), $b_{i,j}$ is equal to 1 and otherwise $b_{i,j}$ is set to be 0. Then, Eq.(13) is simplified as

$$A \hat{T} = (A_1, -h^2 B) \begin{bmatrix} T \\ Y \end{bmatrix} = C_1.$$  

The constraint of the optimization problem in Eq.(4) can be described by Eq.(16) and the optimization objective can be written as

$$\min \| \hat{O} \hat{T} - C_2 \|^2_2 = \min \left\| \begin{bmatrix} O & 0 \end{bmatrix} \begin{bmatrix} T \\ Y \end{bmatrix} - C_2 \right\|^2_2,$$

where $O$ is a matrix describing positions of observations, and $C_2$ is a matrix containing $T_{ij}^{\text{obs}}$ ($1 \leq i \leq m$). The matrix $O$ has only 1 in each row and the rest are 0. For example, there are three observations in grid node 1, 2 and 5. $\hat{O} \hat{T} - C_2$ can be expressed as

$$\begin{bmatrix} 1 & 0 & 0 & 0 & 0 & \cdots & 0 \\ 0 & 1 & 0 & 0 & 0 & \cdots & 0 \\ 0 & 0 & 1 & 0 & 0 & \cdots & 0 \end{bmatrix}_{3 \times m} \hat{T}_{m \times 1} - \begin{bmatrix} T_1^{\text{obs}} \\ T_2^{\text{obs}} \\ \vdots \\ T_5^{\text{obs}} \end{bmatrix}_{m \times 1}.$$  

Therefore, the optimization problem of the TFI-HSS task is formulated by

$$\min \left\| \hat{O} \hat{T} - C_2 \right\|^2_2,$$

s.t. $A \hat{T} = C_1$.  
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which can be transformed into an unconstrained problem by the penalty method. It is written by a penalty weight parameter \( \lambda^2 \) as

\[
\min \| \hat{\mathbf{O}} \hat{\mathbf{T}} - \mathbf{C}_2 \|_2^2 + \lambda^2 \| \hat{\mathbf{A}} \hat{\mathbf{T}} - \mathbf{C}_1 \|_2^2,
\]

which is equivalent to

\[
\min \| \hat{\mathbf{A}} \hat{\mathbf{T}} - \hat{\mathbf{C}} \|_2^2 = \min \left\| \lambda \begin{pmatrix} \mathbf{A} \hat{\mathbf{T}} - \mathbf{C}_1 \\ \hat{\mathbf{O}} \hat{\mathbf{T}} - \mathbf{C}_2 \end{pmatrix} \right\|_2^2
\]

where \( \hat{\mathbf{A}} = (|\lambda| \mathbf{A}, \hat{\mathbf{O}})^T, \hat{\mathbf{T}} = (\mathbf{T}, \mathbf{Y})^T \) and \( \hat{\mathbf{C}} = (\lambda \mathbf{C}_1, \mathbf{C}_2)^T \).

As shown in Eq.(21), the constrained optimization problem of the TFI-HSS task is transformed into an unconstrained optimization problem. In real-life applications, observations are inevitably perturbed by noises. For the unconstrained optimization problem in Eq.(21), according to \textbf{Theorem 3.1}, we have proven that when observation \( \mathbf{C} \) has a perturbation \( \delta \mathbf{C} \), the relative error of the TFI-HSS task has a upper bound, which is related to the condition number of \( \hat{\mathbf{A}} \). For

\[
\hat{\mathbf{A}} = \begin{pmatrix} \lambda \mathbf{A} \\ \hat{\mathbf{O}} \end{pmatrix},
\]

if boundary conditions and positions of components are confirmed, the matrix \( \mathbf{A} \) can be uniquely determined. The matrix \( \hat{\mathbf{O}} \) is determined by positions of observations. Choosing positions reasonably can find a matrix \( \hat{\mathbf{A}} \) with a smaller condition number, which results in a smaller relative error upper bound of the TFI-HSS task. It is more possible to obtain a robust temperature field by the PINN-TFI method with these positions under the same number of noise observations. Therefore, the condition number of \( \hat{\mathbf{A}} \) becomes the principle to evaluate positions of observations.

In a summary, the CMCN-PSO method can be briefly described as follows. Assume that there are \( L \) sets of positions \( \{(x_1, y_1), \ldots, (x_m, y_m)\}, \ldots, \{(x_{Lm+1}, y_{Lm+1}), \ldots, (x_{(L+1)m}, y_{(L+1)m})\} \). They can be converted to matrix form \( \hat{\mathbf{O}}_1, \ldots, \hat{\mathbf{O}}_L \). Then, according to Eq.(16), coefficient matrix \( \mathbf{A} \) can be calculated. After that, combing \( \mathbf{O}_1, \ldots, \mathbf{O}_L \) and \( \mathbf{A} \), the condition number \( \kappa_i \) \((i = 1, \ldots, L)\) corresponding to different positions of observations \( \hat{\mathbf{O}}_i \) can be obtained. The minimal condition number is selected as the optimal condition number \( \kappa_{\text{optimal}} \). Finally, the optimal positions \( \hat{\mathbf{O}}_{\text{optimal}} \) corresponding to \( \kappa_{\text{optimal}} \) can be obtained. The optimal positions of observations is used for the PINN-TFI method can reconstruct a more robust temperature field.

**Theorem 3.1** (**Relative error upper bound**). Suppose that \( \mathbf{A} \) is \( m \times n \) with \( m > n \) and has full remark. Suppose that \( \mathbf{x} \) minimizes \( \| \mathbf{A} \mathbf{x} - \mathbf{C} \|_2 \) and \( \hat{\mathbf{x}} \) is the solution. There is a perturbation \( \delta \mathbf{C} \) in \( \mathbf{C} \). Let \( \mathbf{x} + \delta \hat{\mathbf{x}} \) minimizes \( \| \mathbf{A} (\mathbf{x} + \delta \mathbf{x}) - (\mathbf{C} + \delta \mathbf{C}) \|_2 \) and \( \hat{\mathbf{x}} + \delta \hat{\mathbf{x}} \) is the solution. Then,

\[
\| \delta \hat{\mathbf{x}} \|_2 \leq \kappa(\mathbf{A}) \frac{\| \delta \mathbf{C} \|_2}{\| \mathbf{C} \|_2},
\]

where \( \kappa(\mathbf{A}) = \| \mathbf{A} \|_2 \left( \| \mathbf{A}^H \mathbf{A} \|_2 \right)^{-1} \| \mathbf{A}^H \|_2 \) and \( M \) is a constant.

**Sketch of Proof of Theorem 3.1.**

The area \( \mathbf{C}(\mathbf{A}) \) is shown in Fig. 6, which represents the column space of \( \mathbf{A} \). The vector \( \mathbf{C} \) typically will not be in \( \mathbf{C}(\mathbf{A}) \). \( \hat{\mathbf{C}} \) is the projection of \( \mathbf{C} \) onto \( \mathbf{C}(\mathbf{A}) \) and \( \hat{\mathbf{x}} \) takes the correct linear combinations of the matrix \( \mathbf{A} \) to obtain \( \hat{\mathbf{C}} \), which can be written as

\[
\hat{\mathbf{C}} = \mathbf{A} \hat{\mathbf{x}}.
\]
If there is a change $\delta C$ to $C$, there is a small change $\delta \hat{C}$ in the projection of $C + \delta C$. Because projection is multiplication by the projection matrix, we can obtain
\[ A(\hat{x} + \delta \hat{x}) = \hat{C} + \delta \hat{C}. \] (25)

For
\[ \cos \theta = \frac{||\hat{C}||_2}{||C||_2}, \] (26)

it can be written as
\[ \cos \theta ||C||_2 = ||\hat{C}||_2 = ||A\hat{x}||_2 \leq ||A||_2 ||\hat{x}||_2. \] (27)

Because $\delta \hat{x}$ is equivalent to $A^d \delta \hat{C}$, $||\delta \hat{x}||_2$ can be computed by
\[ ||\delta \hat{x}||_2 = ||A^d \delta \hat{C}||_2 \leq ||A^d||_2 ||\delta \hat{C}||_2, \] (28)

where $A^d$ represents $(A^H A)^{-1} A^H$. Combing Eq.(27) and Eq.(28), the relative error can be formulated by
\[ \frac{||\delta \hat{x}||_2}{||\hat{x}||_2} \leq \frac{||A||_2 ||A^d||_2 ||\delta \hat{C}||_2}{\cos \theta ||\delta \hat{C}||_2} \leq \kappa(A) \frac{||\delta \hat{C}||_2}{||\hat{C}||_2} \] (29)

where $\kappa(A)$ is equivalent to $||A||_2 \left((A^H A)^{-1} A^H\right)_{2}$ and constant $M > 0$ is equivalent to $\sup(\cos \theta)$.

4 Experiment

In this section, we mainly investigate the effectiveness performance of the PINN-TFI method and the CMCN-PSO method. Based on three typical cases, experiments are mainly to solve two tasks, namely TFI-HSS with noiseless observations and TFI-HSS with noise observations. (i) TFI-HSS with noiseless observations is designed to validate the effectiveness of the PINN-TFI method, where three sampling methods are used to select observations. (ii) For TFI-HSS with noise observations, the CMCN-PSO method is used to select positions of observations. Then, the PINN-TFI method is utilized to evaluate whether a more robust temperature field can be reconstructed with the optimal positions.

4.1 Experiment setups

Configurations of cases: In this section, three typical cases are introduced to test performances of the PINN-TFI method and the CMCN-PSO method for the TFI-HSS task. The two-dimensional plane is modeled a square domain with the size $10cm \times 10cm$. All cases with different boundaries are shown as follows.

For all the data (observations and exact temperature filed), FEniCS [Alnæs et al., 2015] is used to generate thermal simulation results.

- **Case 1**: VB problem with identical boundary conditions for four boundaries. All boundaries are isothermal with constant temperature valued 298K (see Fig. 7(a) for better understanding).
- **Case 2**: VB problem with different boundary conditions. The bottom boundary is isothermal with constant temperature valued 298K and other boundaries are adiabatic. Fig. 7(b) describes this type of VB problem.
- **Case 3**: VP problem with heat sink of width $1cm$. A finite heat-generating volume cooled by a small patch of the common heat sink with the temperature of 298K located on the middle of the bottom boundary. The rest boundaries are adiabatic. Fig. 7(c) shows this type of VP problem.

Three sampling methods: This work considers Latin hypercube sampling, low discrepancy sampling, and grid-based sampling to select observations. The main motivation is to generate sets of points, which can uniformly coverage of the space.

- Latin hypercube sampling (LHS) is to generate a quasi-random sampling distribution. Suppose $n$ samples are sampled from the two-dimensional space. Each dimension is divided into $n$ intervals that do not overlap each other, and each interval has the same probability (it usually considers a uniform distribution so that the interval length is the same). One point then is sampled from each interval in each dimension. Finally, we randomly extract the points sampled in the previous step from each dimension and compose them into a vector.
Figure 7: The illustration of VP and VB problem in a square domain.

- Low discrepancy sampling (LDS) is to generate the low discrepancy sequence. Assume that the point set $X$ is sampled from the two-dimensional domain. Given a set $P = \{x_1, \ldots, x_n\}$, the discrepancy of $P$ is defined as follows:

$$D(P) = \sup_{B \in J} \left| \frac{C(B, P)}{N} - \lambda(B) \right|,$$

(30)

where $\lambda$ is the Lebesgue measurement of $B$, $A(B, P)$ is the number of points in $P$ that falls into $B$, and $J$ is the set of two-dimensional intervals. The purpose of the low-discrepancy sequence is to make the discrepancy of the resulting points as small as possible. The detailed method can refer to [Cervellera et al., 2014].

- Grid-based sampling (GS) is to select observations based on mesh points. The most used way is to place as many observations as possible at important positions (such as positions of components). Therefore, except for some pre-defined observations (positions of components and other positions placed by engineers), the whole domain is meshed as a $K \times K$ grid system, and observations are added through the grid to achieve the overall uniformity of observations. Concretely, one observation is placed at components (center positions of components in our work) and some observations are placed by engineers’ experiences. Then, the two-dimensional domain is meshed as a $N \times N$ grid system to determine whether there are observations inside grid areas. If not, observations are placed inside the area (grid center position). In particular, when the pred-defined observations are located on the gridlines, the points are considered to belong to the upper-right grid.

**Evaluation Metrics:** This work uses four metrics to evaluate performances of the reconstructed temperature field as follows:

- **Mean Absolute Error (MAE).** MAE is the mean absolute error of the whole reconstructed temperature field, which can be written as

$$E_{MAE} = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left| T_{\theta}(x_i, y_j) - T_s(x_i, y_j) \right|,$$

(31)

where $T_{\theta}(x_i, y_j)$ and $T_s(x_i, y_j)$ represent the predicted temperature and the ground-truth temperature by numerical simulations, respectively.

- **Component-constrained MAE (CMAE).** CMAE is defined to calculate the mean absolute error of the area that heat sources cover, which can be formulated as

$$E_{CMAE} = \frac{1}{|\Omega_{com}|} \sum_{(x_i, y_j) \in \Omega_{com}} \left| T_{\theta}(x_i, y_j) - T_s(x_i, y_j) \right|,$$

(32)

where $\Omega_{com}$ represents the area of heat sources cover.

- **Boundary-constrained MAE (BMAE).** BMAE is defined to calculate the mean absolute error of the boundary area, which can be calculated as

$$E_{BMAE} = \frac{1}{|\Omega_b|} \sum_{(x_i, y_j) \in \Omega_b} \left| T_{\theta}(x_i, y_j) - T_s(x_i, y_j) \right|,$$

(33)

where $\Omega_b$ represents the boundary area.
• **Maximum of Component-constrained Absolute Error (M-CAE).** M-CAE is defined to calculate the maximum error of the temperature field, which be computed as

$$E_{M-CAE} = \max_{(x_i, y_j) \in \Omega} |T_\theta(x_i, y_j) - T_s(x_i, y_j)|,$$

where $\Omega_{com}$ represents the whole domain.

**Optimization and hyperparameters:** By default, Adam solver [Kingma and Ba, 2014] is used with an initial learning rate of $1 \times 10^{-3}$. Four hidden layers with 50 neurons in each layer are used. The weights $w_{PDE}$, $w_{BC}$ and $w_{data}$ are set to 1, 1, and $1 \times 10^{-4}$, respectively. The training iteration is set to be 5,000.

**Compute Infrastructure:** A very common machine with a 2.8-GHz Intel(R) Xeon(R) Gold 6242 CPU, 128-GB memory, and NVIDIA GeForce RTX 3090 GPU was used to test the performance of proposed methods.

All implementations for the TFI-HSS task are based on an open source deep learning framework Pytorch.

### 4.2 TFI-HSS with noiseless observations

To investigate the effectiveness of the PINN-TFI method, we first consider solving the TFI-HSS task with noiseless observations. Three sampling methods are used to generate positions of observations. Following we mainly present the performance of the PINN-TFI method with the different number of observations, the performance of the PINN-TFI method with and without transfer strategy, the performance of the PINN-TFI method with different width and depth of the NN, the performance of the PINN-TFI method with different weights, and the comparisons with other methods.

#### 4.2.1 Performance with the different number of observations

In this part, we conduct experiments under different numbers of observations from Latin hypercube sampling (LHS), low discrepancy sampling (LDS) and grid-based sampling (GS). The number of observations is chosen from $\{42, 68, 104, 148\}$. Fig. 8 shows positions and intensities of components as well as true temperature fields for three cases.

![Figure 8: The component layout and true temperature files for three cases.](image)

Table 1 lists the performance of the PINN-TFI method with 42, 68, 104, and 148 observations, where LHS, LDS, and GS are used to generate positions of observations. MAEs over three cases are decreasing with the increase of number of observations.
observations and are less than 0.5K under just 42 observations. CMAEs and the BMAEs are also less than 0.6K under just 42 observations. The prediction accuracy is acceptable even when the number of observations is extremely small. This also indicates the PINN-TFI method can work well in a small data setting. Except for case 3 with 68 observations, LDS and GS can find better positions for the PINN-TFI method to achieve smaller errors than LHS under the same number of observations. For case 1, the performance of the PINN-TFI method with 42 and 148 observations from LDS is better than that from GS. Fig. 9 shows the examples of the PINN-TFI method with 125 observations from LHS, LDS, and GS, respectively.

It is more intuitive to get the above conclusion from Fig. 10. As the figure shows, LDS and GS are better than LHS. The trends of MAEs of the PINN-TFI method with observations from LDS and GS are close. The MAEs of LDS and GS are decreasing with the increase of observations except for case 2 under 125 observations. Obviously, when the number of observations differs greatly, the performance of the PINN-TFI method with more observations is better than fewer ones whatever observations are from LHS, LDS, or GS. But when the number of observations is close, the performance of the PINN-TFI method with more observations from LHS might not better than fewer ones. It also can be seen that when the number of observations increases to some level, the performance improves slightly.

4.2.2 Performance with and without transfer learning strategy

To use transfer learning strategy for the acceleration, the PINN-TFI method designs the model initialization part, where observations are not required. Transfer learning strategy is used to initialize the NN model. In addition, Xavier initialization is a widespread initialization method used by many works [Raissi et al., 2019, 2020]. To show the acceleration effect, this work compares the performance of the PINN-TFI method with transfer learning strategy and Xavier initialization.

Fig. 11 shows the performance of the PINN-TFI method over three cases with transfer learning and Xavier initialization under 5000 iterations. MAEs, CMAEs, BMAEs, and M-CAEs of the PINN-TFI method with transfer learning are significantly less than that of the PINN-TFI method with Xavier initialization whatever observations are from LHS, LDS, or GS. For three cases, MAEs, CMAEs, BMAEs, and M-CAEs of the PINN-TFI method with Xavier initialization are close whatever observations are from LHS, LDS, or GS. Fig. 12 shows the historical MAEs of the PINN-TFI method over three cases with transfer learning and Xavier initialization. More obviously, the curves of MAEs with Xavier initialization are almost close for observations from LHS, LDS, and GS. It means that, in the early stage of the training process, positions of observations have little influence on the NN with Xavier initialization. For observations from LHS, LDS, and GS, curves of MAEs with transfer learning are close within about 100 iterations. The curves of MAEs with transfer learning are going down very fast and MAEs with transfer learning converge to different values.
Transfer learning strategy has embedded physical informations learned in the model initialization part into the model for temperature field inversion. It means that transfer learning strategy endows the model for temperature field inversion with a good start, which makes the model efficiently learning from observations.

### 4.2.3 Performance with different width and depth of the NN

We conduct experiments with different NN architectures. The NN 1 has four hidden layers with 50 neurons in each layer, which is the default NN architecture setting in this work. The NN 2 has four layers with 100 neurons in each layer. The NN 3 has five layers with 50 neurons in each layer and the NN 4 has three layers with 50 neurons in each layer.

Table 2: Performance of the PINN-TFI method with observations from LHS, LDS, and GS under different widths and depths of NNs. The best results under different NN architectures are highlight.

| NN | Position | Case 1 | Case 2 | Case 3 |
|----|----------|--------|--------|--------|
|    |          | MAE    | CMAE   | BMAE   |
| NN 1 | LHS      | 0.1430 | 0.1204 | 0.1180 |
|      | GS       | 0.1181 | 0.0948 | 0.1970 |
|      | LDS      | 0.1059 | 0.1370 | 0.1272 |
|                  | MAE    | 0.1756 | 0.1569 | 0.1740 |
|                  | CMAE   | 0.5387 | 0.3528 | 0.5347 |
|                  | BMAE   | 0.1740 | 0.3537 | 0.5343 |
|                  | M-CAE  | 0.8939 | 0.5347 | 0.5343 |
|                  | MAE    | 0.3216 | 0.2714 | 1.0518 |
|                  | CMAE   | 0.3216 | 0.2714 | 1.0518 |
|                  | BMAE   | 0.3216 | 0.2714 | 1.0518 |
|                  | M-CAE  | 0.3216 | 0.2714 | 1.0518 |

Table 2 shows the performance of the PINN-TFI method with different NN architectures, where the best results of MAEs, CMAEs, BMAEs, and M-CAEs can be obtained by NN 1 (default NN architecture) except for the BMAE of...
Figure 11: Performance of the PINN-TFI method with Xaiver initialization and transfer learning.

Figure 12: The historical MAE of PINN-TFI method over three cases with transfer learning and Xaiver initialization.
case 1 and the CMAE of case 2. Compared to NN 1, NN 2 has the same depth but has more neurons in each layer. As Fig. 13 shows, MAEs of the PINN-TFI method with NN 2 are larger than ones with NN 1. For NN1 and NN3, the more neurons in the hidden, the larger MAEs. Additionally, the MAE of the PINN-TFI method with NN 3 over case 3 tends to be 1.2614K, which is significantly larger than 0.3216K with NN 1. It means that an unusually large number of neurons in the hidden layers will cause overfitting. Compared to NN 1, NN 4 has the same number of neurons in each layer but has the less depth. MAEs of the PINN-TFI method with NN 4 is worse than ones with NN 1. It means that a shallow NN architecture can not learn enough physics information to depict the whole temperature field. In a summary, a NN architecture of appropriate width and depth enable the PINN-TFI method to achieve better performance.

4.2.4 Performance with different weights

To encode physics and observation informations into the loss function, the PINN-TFI method constructs three different losses, namely the PDE loss, BC loss, and Data loss. Three losses are combined with weights, which play different roles in the training process. This work designs different weights to discuss the effect of different losses. The default weight setting \((w_{\text{pde}} = 1, w_{\text{bc}} = 1 \text{ and } w_{\text{data}} = 1e4)\) is used the baseline of the comparison.

Fig. 14 also shows the performance of the PINN-TFI method under different weights. As figure shows, compared with weight 1, weight 4 decreases \(w_{\text{bc}}\). Thus, BMAEs under weight 4 are significantly less than that under weight 1. But a larger \(w_{\text{bc}}\) causes a slight increment in MAEs. BC loss plays an important role for BMAEs. MAEs under weight 5 are larger than that under weight 1. This indicates that large \(w_{\text{pde}}\) is not suitable for the PINN-TFI method. In addition, for different observations from LHS, LDS, and GS, the influence of those different weight terms are close.

Table 3 lists results of the PINN-TFI method with observations from LHS, LDS, and GS under different weights. From the table, except for BMAEs, the best results of MAEs, CMAEs, and M-CAE can be obtained under weight 1. For weight 2, MAEs over three cases with GS tend to be 0.1181K, 0.1431K, and 0.2261K, which are less than 0.1287K, 0.1916K and 0.3524K with GS, respectively. This means that larger \(w_{\text{data}}\) increases the proportion of data loss in the total loss, which results in smaller MAEs. But it can be seen from results under weight 1 and weight 3 that an unusually large \(w_{\text{data}}\) may result in worse MAEs. Additional, larger \(w_{\text{data}}\) will also reduce the proportion of BC loss in the total loss, causing worse BMAEs for the PINN-TFI method. In conclusion, Data loss has a great influence on MAEs of the PINN-TFI method.

4.2.5 Comparisons with other methods

This work uses Gaussian process regression (GPR) [Schulz et al., 2018] and random forest regression (RFR) [Segal, 2004] as baselines, which are implemented with Sklearn toolbox [Pedregosa et al., 2011] (a very powerful machine learning Python library). It should be noted that all the results are obtained by calculating the average value of five independent repeated runs of the training. Fig. 15 shows the comparison result of these former methods with 42 observations after five independent repeated runs. For three cases, whatever observations are sampled from LHS, LDS, or GS, the PINN-TFI method outperforms GPR and RFR. The PINN-TFI method with 42 observations from LHS can obtain MAEs of 0.2833K, 0.6735K and 0.7735K over three cases. For observations from LDS, the PINN-TFI method obtains MAEs of 0.5358K, 0.5787K, and 0.7132K over three cases. For observations from GS, the PINN-TFI method obtains MAEs of 0.5358K, 0.5787K, and 0.7132K over three cases. Under the same observations, MAEs of GPR and RFR over three cases exceed 1.5K, 2K, and 4.5K, respectively. For different cases, performances of GPR and RFR change dramatically. Especially for the most complicated case 3, B-MAEs and M-CAEs of GPR and RFR exceed 10, which are far more than that of the PINN-TFI method. In addition, similar performances of the PINN-TFI method under
Figure 14: Performance of the PINN-TFI method with observations from LHS, LDS and GS under different weights.

Table 3: Performance of the PINN-TFI method with observations from LHS, LDS, and GS under different weights. The best results under different weights are highlight.

| Weight Position | MAE   | CMAE  | BMAE  | M-CAE  | MAE   | CMAE  | BMAE  | M-CAE  | MAE   | CMAE  | BMAE  | M-CAE  |
|-----------------|-------|-------|-------|--------|-------|-------|-------|--------|-------|-------|-------|--------|
| $w_{PDE}=1$     |       |       |       |        |       |       |       |        |       |       |       |        |
| $w_{BC}=1$      | $0.1430$ | $0.1404$ | $0.1180$ | $0.3387$ | $0.1706$ | $0.1569$ | $0.1740$ | $0.8939$ |
| $w_{BC}=1e4$    | $0.1181$ | $0.0948$ | $0.1970$ | $0.3472$ | $0.1434$ | $0.1589$ | $0.3312$ | $0.7032$ |
| $w_{BC}=1e4$    | $0.1361$ | $0.2754$ | $0.0499$ | $0.9108$ | $0.2099$ | $0.2964$ | $0.0993$ | $1.1959$ |
| $w_{BC}=1e2$    | $0.1287$ | $0.2876$ | $0.0349$ | $0.9756$ | $0.1916$ | $0.3158$ | $0.1340$ | $1.1443$ |
| $w_{BC}=1e2$    | $0.1300$ | $0.1777$ | $0.1259$ | $0.7719$ | $0.2304$ | $0.2327$ | $0.1864$ | $1.3967$ |
| $w_{BC}=1e6$    | $0.1282$ | $0.1664$ | $0.2298$ | $0.7088$ | $0.1954$ | $0.2753$ | $0.4284$ | $1.3503$ |
| $w_{BC}=1e4$    | $0.1452$ | $0.1617$ | $0.0285$ | $0.6935$ | $0.1762$ | $0.2004$ | $0.1503$ | $1.1180$ |
| $w_{BC}=1e2$    | $0.1249$ | $0.1560$ | $0.0387$ | $0.8034$ | $0.1982$ | $0.1762$ | $0.1039$ | $0.6677$ |
| $w_{BC}=1e4$    | $0.1338$ | $0.1025$ | $0.0449$ | $0.3589$ | $0.1584$ | $0.1788$ | $0.1041$ | $0.7521$ |
| $w_{BC}=1e2$    | $0.1446$ | $0.2855$ | $0.0892$ | $0.8776$ | $0.5319$ | $0.4410$ | $0.4222$ | $0.9733$ |
| $w_{BC}=1e4$    | $0.1440$ | $0.2930$ | $0.0923$ | $1.0036$ | $0.2674$ | $0.3022$ | $0.2378$ | $0.9963$ |
Figure 15: Performance of the PINN-TFI method, Guassian process regression (GPR), and random forest regression (RFR) with 42 observations obtained from LHS, LDS and GS.

repeated runs indicate that the PINN-TFI method is more stable than GPR and RFR. In a word, the PINN-TFI method has a better reconstructed performance and is more suitable for the TFI-HSS task.

4.3 TFI-HSS with noise observations

To investigate the effectiveness of the CMCN-PSO method, this work first finds the optimal positions of noise observations and then uses them by the PINN-TFI method to solve the TFI-HSS task with noise observations. Concretely, we assume that there are 150 sets of positions under the same number of observations, where 50 sets are sampled from LHS, 50 sets are sampled from LDS, and 50 set is sampled from GS. The CMCN-PSO method is used to find the optimal positions and the PINN-TFI method with those noise observations is used to reconstruct the temperature field. Following we mainly present optimal positions of CMCN-PSO method with the different number of noise observations, the performance of the CMCN-PSO method with the different number of noise observations and the performance of the CMCN-PSO method with different noise levels.

4.3.1 Optimal positions of CMCN-PSO method with the different number of noise observations

This work ranks 50 sets of positions from LHS and LDS, respectively. The CMCN-PSO method is used to find the optimal set of positions and the PINN-TFI method uses optimal positions to reconstruct the temperature field. In the CMCN-PSO method, the two-dimensional domain is meshed as a $50 \times 50$ grid. To study the effect of additive noise in
observations, this work creates noise observations from the true data as follows:

\[ T_{\text{noise}}^{\text{obs}} = T_{\text{true}}^{\text{obs}} + \epsilon T_{\text{true}}^{\text{obs}} G(0, 1), \]  

(35)

where \( T_{\text{noise}}^{\text{obs}} \) and \( T_{\text{true}}^{\text{obs}} \) represent observations with and without noises, respectively. The \( \epsilon \) determines the noise level and \( G(0, 1) \) is a random value sampled from the Gaussian distribution with mean and standard deviation of 0 and 1. Sets of positions randomly sampled from LHS and LDS are used as baselines.

Table 4 shows the optimal set of positions with the CMCN-PSO method under the different number. The condition number of optimal positions is much smaller than that of positions from LHS and LDS. For three cases, optimal positions are different under 42 and 68 observations but are the same under 104 and 125 observations. It can be seen that the more the number of observations, the less boundary conditions affect positions of observations. It also means that when the number of observations is large enough, optima positions under different boundaries are the same. In addition, as boundary conditions of case 2 and case 3 are similar, the condition numbers obtained are also relatively close. Fig. 16 shows the optimal positions under different number of observations. For 42 observations, the number of observations is relatively small and the distribution of observations is mainly concentrated on components and boundaries. For 125 observations, the number of observations is relatively large, and observations are distributed around the components, on the components, and on the boundary.

4.3.2 Performance of the CMCN-PSO method with the different number of noise observations

To validate the effectiveness of optimal positions under the different number of observations, this work uses optimal positions to reconstruct the temperature field by the PINN-TFI method. The noise level \( \epsilon \) is set to be 1%. Two sets of positions randomly sampled from LHS and LDS are used as baselines.
When observations are perturbed by noises, as expected, the more the number of observations, the better reconstruction.

Table 6 shows the performance of optimal positions by the CMCN-PSO method and positions from LHS and LDS. This experiment is designed to validate the effectiveness of the CMCN-PSO method under various noise levels. The table shows that the predicted accuracy decreases as noise levels go up. Especially for case 3 under the very terrible maximum error. But, the CMCN-PSO method can reduce the M-CAE to 7.8713K, which indicates that very terrible maximum error.

Table 5: Performance of the optimal positions of the CMCN-PSO method and positions from LHS and LDS under different number of observations when \( \epsilon = 1\% \). For three cases, MAE and BMAE of the CMCN-PSO method are the smallest under the same number. For CMAE and M-CAE, the CMCN-PSO method can obtain minimum values in most instances. In addition, for 104 and 125 observations, four evaluation metrics of the CMCN-PSO method are best. When observations are perturbed by noises, as expected, the more the number of observations, the better reconstruction performance of the temperature field. Under 42 observations, the MAE of CMCN-PSO for case 1 is around 0.1K smaller than that of LHS, and MAEs of the CMCN-PSO method for case 2 and case 3 are around 0.5K and 0.4K smaller than that of LHS, respectively. This also indicates that the CMCN-PSO method might alleviate the effect of noises more significantly for more complex boundaries.

Table 5: Performance of the optimal positions of the CMCN-PSO method and positions from LHS and LDS under different number of observations when \( \epsilon = 0.01 \). The best results under different numbers are highlight.

4.3.3 Performance with different noise levels

This experiment is designed to validate the effectiveness of the CMCN-PSO method under various noise levels. The number of observations is set to be 68. The noise level \( \epsilon \) is chosen from \{0.25%, 0.5%, 1%, 2%\}. Two sets of positions randomly sampled from LHS and LDS are used as baselines.

Table 6 shows the performance of optimal positions by the CMCN-PSO method and positions from LHS and LDS under different noise levels. Except for case 1 under the 1% noise level, MAEs of the CMCN-PSO method are best. The best MAE for case 1 under the 1% noise level tends to be 0.3908K, which is very close to 0.7057K by the CMCN-PSO method. It means that the CMCN-PSO method at different noise levels can achieve superior performance. As expected, the table shows that the predicted accuracy decreases as noise levels go up. Especially for case 3 under the 2% noise level, M-CAEs of LHS and LDS tend to be 16.1207K and 13.206K, which means a large noise level can cause a very terrible maximum error. But, the CMCN-PSO method can reduce the M-CAE to 7.8713K, which indicates that reasonable position selection can reduce the maximum error to a certain extent.

5 Conclusions

In this paper, the TFI-HSS task is defined by giving the formula expression. Then, we further develop a physics-informed neural network-based temperature field inversion (PINN-TFI) method and a coefficient matrix condition number based position selection of observations (CMCN-PSO) method. To solve the TFI-HSS task with limited observations, the PINN-TFI method firstly encodes physics and data constrains terms into the loss function. Then, the problem of...
Table 6: Performance of optimal positions by the CMCN-PSO method and positions from LHS and LDS under different noise level when the number of observations is equal to 68. The best results under different numbers are highlight.

| ϵ  | Method    | Case 1         | Case 2         | Case 3         |
|----|-----------|----------------|----------------|---------------|
|    |           | MAE | CMAE | BMAE | M-CAE | MAE | CMAE | BMAE | M-CAE | MAE | CMAE | BMAE | M-CAE |
| 0.25% | CMCN-PSO  | 0.2814 | 0.2437 | 0.2669 | 1.2041 | 0.3792 | 0.3258 | 0.6133 | 1.4276 | 0.4632 | 0.3642 | 0.10145 | 1.4645 |
|      | LHS       | 0.3307 | 0.4341 | 0.3298 | 1.3273 | 0.6474 | 0.5319 | 0.7124 | 1.9306 | 0.8011 | 0.7824 | 1.5316 | 2.3995 |
| 0.5%  | CMCN-PSO  | 0.4027 | 0.3991 | 0.3626 | 1.5099 | 0.5471 | 0.5348 | 0.6267 | 1.8197 | 0.7231 | 0.5639 | 1.4998 | 1.7777 |
|      | LHS       | 0.4911 | 0.6706 | 0.4566 | 2.1253 | 1.1086 | 1.0223 | 1.6337 | 3.4122 | 1.4456 | 1.5260 | 2.1647 | 4.8312 |
| 1%    | CMCN-PSO  | 0.7057 | 0.8385 | 0.6282 | 3.2573 | 1.0757 | 1.4777 | 1.2119 | 3.0310 | 2.0185 | 1.5687 | 3.0101 | 4.7407 |
|      | LHS       | 0.9227 | 1.0771 | 0.7691 | 3.2407 | 1.3559 | 1.0771 | 2.4329 | 3.1023 | 2.5648 | 1.8665 | 5.3349 | 5.6113 |
| 2%    | CMCN-PSO  | 1.1589 | 1.2517 | 1.0998 | 4.8594 | 2.0832 | 1.9856 | 2.9051 | 7.9703 | 3.2935 | 2.0461 | 5.3258 | 7.8713 |
|      | LHS       | 1.7186 | 1.9954 | 1.3693 | 5.5975 | 3.2203 | 3.4256 | 3.9096 | 10.6826 | 4.4206 | 4.7631 | 5.8981 | 16.1207 |

TFI-HSS is transformed into an optimization problem of minimizing the loss function. Finally, the PINN model is trained to acquire the surrogate model of the reconstructed temperature field, where transfer learning strategy is used to accelerate the training process. However, noise observations significantly affect the reconstruction performance of the PINN-TFI method. To this end, the CMCN-PSO method is proposed to alleviate the effect of noise observations. We have proved the upper bound of the reconstruction error is related to the coefficient matrix condition number, which is determined by positions of noise observations. Subsequently, the condition number is used as the principle to find optima positions. After that, the PINN-TFI method with optima positions can achieve better reconstructed performance. Experiments have shown that the PINN-TFI method can reconstruct the temperature field well in the small data setting, where transfer learning strategy can accelerate training process significantly. Besides, the CMCN-PSO method can find optimal positions to alleviate the effect of noises under different noise levels and numbers of observations, making the PINN-TFI method to reconstruct a more robust temperature field. In future work, reducing the number of observations while maintaining reconstructed performances is an interesting research point.
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