Linear Classification of Neural Manifolds with Correlated Variability
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Understanding how the statistical and geometric properties of neural activity relate to performance is a key problem in theoretical neuroscience and deep learning. Here, we calculate how correlations between object representations affect the capacity, a measure of linear separability. We show that for spherical object manifolds, introducing correlations between centroids effectively pushes the spheres closer together, while introducing correlations between the axes effectively shrinks their radii, revealing a duality between correlations and geometry with respect to the problem of classification. We then apply our results to accurately estimate the capacity of deep network data.

Introduction: Neural networks can learn rich representations of the world. This capacity for representation learning is thought to underlie deep learning’s unprecedented success across a wide variety of tasks. However, it is unclear how the geometric and statistical properties of neural network representations shape network performance on common tasks. Recent work addresses this gap by studying the interaction between artificial neural network representations and performance on classification and memorization tasks [1–10], with complementary work in neuroscience studying the interaction between the structure of biological neural network representations and animal behavior [11–14]. Specifically, in [15–17], the authors introduce the manifold shattering capacity, a measure capturing how easy it is to separate random binary partitions of a set of manifolds with a hyperplane, and express it in terms of the underlying manifold geometry. In this way, network performance on a classification task, as measured by the capacity, can be understood through the geometric structure of the network representations.

Previous works on the manifold capacity have either ignored or coarsely approximated the effects of neural correlations. The best approximation to these effects was reported in [16], where the authors “project out” low-rank correlation structures in manifold centroids. However, the authors find that this approach breaks down when applied to certain artificial network data. Moreover, this approach does not offer analytical insight into the role of different types of correlations in object classification.

Object representations in artificial and biological neural networks exhibit intricate correlation structures, which reflect important properties of the underlying representations [22–25]. Moreover, as the deep learning community shifts to a self-supervised learning paradigm, many popular loss functions directly enforce particular correlation structures between the latent representations of (possibly augmented) batches of data points [26–29]. These considerations call for a theoretical characterization of the relationship between network performance, representational geometry, and the correlation structure of network representations.

In this Letter, we calculate the effects of correlation structures on the capacity. Our formula for the capacity of correlated manifolds generalizes the results in [15] by stretching the Euclidean norm appearing in previous results in the directions of the eigenvectors of the covariance tensor. We analyze this formula in a simple setting,
showing how geometry and correlations interact to determine the capacity, and we go on to apply this formula to accurately estimate the capacity of deep network data.

**Problem statement:** Consider a set of $P$ manifolds, $M^\mu$, residing in $\mathbb{R}^N$. These manifolds correspond to distinct sets of neuronal activation vectors when presented with different types of stimuli—for example, the set of neural activations for a set of $P$ classes across all possible class instances in a given layer of an image recognition network [Fig. 1(a)]. In what follows, we assume that each manifold resides in an affine subspace of maximal dimension $K < N$. That is, for any $x \in M^\mu$, we have that $x = u_0^\mu + \sum_{i=1}^{K} s_i^\mu u_i^\mu$, where $u_0^\mu$ is a manifold center, $u_i^\mu$ for $1 \leq i \leq K$ is a set of manifold axes, and $s \in S^\mu$ are the coordinates of $x$ with respect to the manifold axes. We use $S^\mu \subset \mathbb{R}^K$ to denote the set of all possible coordinates in this basis.

We take the manifold center $u_0^\mu$ to be the average activation of the network layer when presented with a data point from class $\mu$. The spread of the manifold along the axes therefore corresponds to the network variability as we sample different stimuli from class $\mu$. Intuitively, manifolds with large centroid norms far away from one another with small spreads along their axes will be easier to classify than large manifolds tightly packed together.

We now turn to the problem of determining the maximal number of manifolds per dimension, $\alpha \equiv P/N$, which are, given some random binary labelings $y^\mu \in \{-1, 1\}$ and some underlying distribution on the $u_i^\mu$, linearly separable with high probability at a fixed margin $\kappa$. In what follows, we will be specifically interested in the thermodynamic limit, $N, P \to \infty$ with $P/N = O(1)$. In other words, we find the greatest $\alpha$ such that there exists a hyperplane with normal $w \in \mathbb{R}^N$, $|w|^2 = N$ satisfying $\min_{x \in M^\mu} y^\mu(w, x) \geq \kappa$ for each manifold $M^\mu$ with probability 1 in this limit. We define the manifold capacity to be this maximal value of $\alpha$, so that larger capacities imply a more favorable representational geometry for the purpose of classification.

Following [2, 15, 30–34], we study this problem by calculating the average log-volume of the space of solutions in the thermodynamic limit:

$$\log \text{Vol} = \log \int_{S(\sqrt{N})} d^N w \prod_\mu \Theta\left( \min_{x \in M^\mu} y^\mu(w, x) - \kappa \right),$$

where $S(\sqrt{N})$ is the sphere of radius $\sqrt{N}$, $\Theta(\cdot)$ is the Heaviside step function, and the average is taken with respect to the quenched disorder in the labels $y^\mu$ and the axes and centroids $u_i^\mu$. Viewing the volume as a partition function, we can see that $-N^{-1} \log \text{Vol}$ corresponds to a free energy density, which we assume is self-averaging [35]. Given a fixed set of manifold shapes $S^\mu$, and choosing the axes and centroids to be independent from one another with $u_i^\mu \sim \mathcal{N}(0, N^{-1}I(N))$, the capacity for such randomly oriented manifolds, $\alpha_M$, is given by [15]

$$\frac{1}{\alpha_M(\kappa)} = \frac{1}{P} \int D_I T \min_{V \in A} \left( V^{\mu} - T^{\mu} \right)^2,$$

where $D_I T = \prod_s dT_s \exp[-\frac{1}{2}(T_s^2)]/\sqrt{2\pi}$ is an isotropic Gaussian measure and $A$ is a convex set of matrices which depends on the geometry of the manifolds, as reflected by their shapes, $S^\mu$:

$$A \equiv \left\{ V \in \mathbb{R}^{P \times (K+1)} : V_0^{\mu} + \min_{\mu^\prime \in S^\mu} \sum_{i=1}^{K} V_{i}^{\mu^\prime} s_i^{\mu^\prime} \geq \kappa \right\}.$$

Note the similarity to the constraint in the $\Theta$ function in Eq. (1). Indeed, the variable $V_0^{\mu}$ corresponds to the inner product of the solution vector $w$ with the $i$th axis (or centroid) of the $\nu$th manifold, multiplied by the label: $V_0^{\mu} \equiv y^\mu(w, u_i^\mu)$. These are the so-called signed fields of the solution vector on the $u_i^\mu$ [15]. In this way, the capacity can be understood as a function of the geometry of the manifolds as reflected in the set $S^\mu$. In the special case that the manifolds are simply randomly oriented points, the capacity is given by [30]

$$\frac{1}{\alpha_{\text{point}}(\kappa)} = \int_{-\infty}^{\kappa} \frac{d\xi}{\sqrt{2\pi}} e^{-\frac{1}{2}\xi^2} (\xi - \kappa)^2.$$

From this formula, we can see that the shape sets $S^\mu$ cause a lower capacity when compared to that of points.

**Replica theory for correlated manifolds:** Here, we consider the situation where manifold axes and centroids are correlated with one another. Intuitively, this corresponds to the fact that different classes in a dataset may be more or less similar to one another in the neural representation space. We enforce correlated axes and centroids by assuming that $(u_i^\mu, u_j^\nu) = C_{i,j}^{\mu,\nu}$ for some positive definite covariance tensor $C_{i,j}^{\mu,\nu}$. This is done by placing a Gaussian distribution on the centroids and axes: $p(u) \propto \exp \left[-\frac{1}{2} \sum_{\mu,\nu, i, j} (C^{-1})_{i,j}^{\mu,\nu} u_i^{\mu} u_j^{\nu} \right]$.

We calculate the capacity for correlated manifolds using the replica method [35, 36]; the details can be found in the Supplementary Material (SM) [37]. We find that the capacity at a margin $\kappa$, denoted by $\alpha_{\text{cor}}(\kappa)$, is

$$\frac{1}{\alpha_{\text{cor}}(\kappa)} = \frac{1}{P} \int D_y c_T \min_{V \in A} \|V - T\|^2_{g,C},$$

where $D_y c_T$ is the zero-mean Gaussian measure with covariance tensor $y^\mu y^\nu C_{i,j}^{\mu,\nu}$, and the overline denotes the remaining average with respect to the labels $y^\mu$. Note too that we have defined the Mahalanobis norm: $\|X\|^2_{g,C} \equiv \sum_{\mu,\nu, i, j} y_i^\mu y_j^\nu (C^{-1})_{i,j}^{\mu,\nu} X_i^\mu X_j^\nu$, which effectively stretches...
Correlated Capacity Estimator, Gaussian Point Cloud Manifolds (Fig. 3). Therefore, the estimations (see [39]).

Whenever working with manifolds with strong correlations, the special case of spheres: We now look for an answer to the problem we were originally interested in: What are the effects of manifold correlations on the capacity? We answer this question by analytically solving Eq. (5) in a simple setting: $K$-dimensional spheres with homogeneous axis and centroid correlations. More precisely, we assume that the manifold shape sets $S^\mu$ are spheres of radius 1, and the covariance tensor $C$ is defined by

$$C_{\mu,i,j}^{\nu,\lambda} = \begin{cases} \delta_{i,j}[(1 - \lambda)\delta_{\mu,\nu} + \lambda] & \text{for } i, j > 0 \\ (1 - \psi)\delta_{\mu,\nu} + \psi & \text{for } i, j = 0 \\ 0 & \text{for } i > 0, j = 0 , \end{cases}$$

where $0 \leq \psi, \lambda < 1$. The average centroid norms and sphere radii are then respectively controlled by the scalars $r_0$ and $r$, so that for all $\mu$ and $x \in M^\mu$, we have that $x = r_0u^\mu_0 + r \sum_{i=1}^K s_i u^\mu_i$, with $\sum (s_i)^2 \leq 1$. The variables $\lambda, \psi$ respectively determine the degree of correlation between the axes and centroids: As $\lambda, \psi \to 1$, the axes and centroids will be fully correlated with one another, while $\lambda, \psi \to 0$ implies randomly oriented axes and centroids [Fig. 4(a)].

Even under these simplifying assumptions, the minimization in Eq. (5) is not directly solvable. As such, we reframe the problem in terms of a statistical mechanical system with quenched disorder and study the limit $P \to \infty$. To do this, note that the constraint on the fields can be rewritten as $r_0 V_0^\mu - r \sqrt{\sum_{i>0}(V_i^\mu)^2} \geq \kappa$, as can be seen by applying the Karush-Kuhn-Tucker (KKT) conditions [41] to the Lagrangian $\mathcal{L}(S, \eta) = r \sum_{i>0} V_i^\mu S_i + \eta(||S||^2 - 1)$ (see SM [37]). The capacity can then be derived by studying the following Gibbs measure:

$$\frac{1}{Z} \exp \left[ -\frac{\beta}{2} \sum_{i,j,\mu,\nu} y^\mu y^\nu (C^{-1})_{\nu,j}^{\mu,i} (V_i^\mu - T_i^\mu)(V_j^\nu - T_j^\nu) \right] \times \prod_{\mu} \Theta \left( r_0 V_0^\mu - r \sqrt{\sum_{i>0}(V_i^\mu)^2 - \kappa} \right) dV^\mu, \quad (7)$$

where $Z$ is the partition function [42]. We can see that $1/\alpha_{\text{cor}}(\kappa)$ is then given by the average energy in the zero-temperature limit: $\langle \alpha_{\text{cor}}(\kappa) \rangle^{-1} = -\frac{1}{\beta} \lim_{\beta \to \infty} \frac{\partial}{\partial \beta} \log Z$.

FIG. 2. The effect of correlations on the optimization landscape for $V_0$. First column: Two manifolds with (a) uncorrelated and (c) correlated centroids arising from the activations of two neurons, $n_1$ and $n_2$. Second column: Level curves for $||V - T||^2_{C,\nu}$, given fixed $y$ and $V_{>0}$ for the (b) uncorrelated and (d) correlated manifolds. Shaded regions correspond to areas where the constraint is satisfied—i.e., sections of the set $\mathcal{A}$ in Eq. (3). Clearly, correlations warp the optimization landscape along the eigenvectors $P_1, P_2$ of the centroid covariance matrix with off-diagonal sign flips $y^\mu y^\nu C_{\nu,j}^{\mu,i}$ (Fig. 2).

Comparison with other capacity estimators: It is worth pausing and comparing Eq. (5) to the solution for uncorrelated manifolds in Eq. (2) reported in [15, 16]. From Eqs. (2) and (5), we can see that axes and centroid correlations distort the norm in the minimization from the Euclidean norm to a random Mahalanobis norm which depends on the covariance tensor $C$ and the random labels $y^\mu$ (Fig. 2). As such, we expect that the quality of the $\alpha_M$ estimator from Eq. (2) degrades as the manifold axes and centroids become more correlated with one another. We find that this is the case for both $\alpha_M$ and the low-rank approximation method reported in [16] when applied to Gaussian point cloud manifolds (Fig. 3). Therefore, the correlated capacity estimator, $\alpha_{\text{cor}}$, whose numerical implementation we describe in the SM [37], should be used whenever working with manifolds with strong correlations (see [39]).

The special case of spheres: As can be seen by applying the Karush-Kuhn-Tucker (KKT) conditions [41] to the Lagrangian $\mathcal{L}(S, \eta) = r \sum_{i>0} V_i^\mu S_i + \eta(||S||^2 - 1)$ (see SM [37]). The capacity can then be derived by studying the following Gibbs measure:

$$\frac{1}{Z} \exp \left[ -\frac{\beta}{2} \sum_{i,j,\mu,\nu} y^\mu y^\nu (C^{-1})_{\nu,j}^{\mu,i} (V_i^\mu - T_i^\mu)(V_j^\nu - T_j^\nu) \right] \times \prod_{\mu} \Theta \left( r_0 V_0^\mu - r \sqrt{\sum_{i>0}(V_i^\mu)^2 - \kappa} \right) dV^\mu, \quad (7)$$

where $Z$ is the partition function [42]. We can see that $1/\alpha_{\text{cor}}(\kappa)$ is then given by the average energy in the zero-temperature limit: $\langle \alpha_{\text{cor}}(\kappa) \rangle^{-1} = -\frac{1}{\beta} \lim_{\beta \to \infty} \frac{\partial}{\partial \beta} \log Z$.

FIG. 3. Comparison of three different capacity estimators, including the low-rank approximation of [16], to the numerically estimated ground truth simulation capacity (blue triangles) described in [40]. The correlation intensity denotes the magnitude of the off-diagonal correlations—see SM for more details [37].
The capacity for correlated spheres. (a) Visual demonstration of spherical manifolds with low-rank axis and centroid correlations. (b) The zero-margin capacity as a function of only the input ratio $r \sqrt{1 - \lambda}/(r_0 \sqrt{1 - \psi})$. Points represent averages over five random sphere samplings, and the solid line represents the theoretical prediction. For each experiment, we fix three of the four parameters and vary the remaining one to obtain a fixed value of the ratio.

With the overline denoting the average with respect to the $T$ and the labels $y^\mu$. We calculate the resulting free energy density using the replica method—see SM for details.

Under these assumptions, the capacity is given by

$$\frac{1}{\alpha_{\text{cor}}(\kappa)} = K(\sqrt{q} - 1)^2 + \int_{-\infty}^{\hat{\kappa}(q)} \frac{d\xi}{\sqrt{2\pi}} e^{-\frac{1}{2} \xi^2}(\xi - \hat{\kappa}(q))^2,$$

where $q$ is the scaled squared norm of the signed fields of an arbitrary sphere, $q = \sum_{i>0}(V_i^\mu)^2/(K(1 - \lambda))$, and $\hat{\kappa}(q)$ is an effective margin. The values of the $q$ and $\hat{\kappa}(q)$ are then fixed by the self-consistent equations

$$\sqrt{q} = 1 + \frac{r \sqrt{1 - \lambda}}{r_0 \sqrt{K(1 - \psi)}} \int_{-\infty}^{\hat{\kappa}(q)} \frac{d\xi}{\sqrt{2\pi}} e^{-\frac{1}{2} \xi^2}(\xi - \hat{\kappa}(q)),
\hat{\kappa}(q) = \frac{r \sqrt{K(1 - \lambda)q + \kappa}}{r_0 \sqrt{1 - \psi}}.$$

With our definition of $q$ and $\hat{\kappa}(q)$ in hand, we can see that the capacity for correlated spheres is the same as the capacity of random points given in Eq. (4) with an effective margin of $\hat{\kappa}(q)$, plus an extra bias term which corresponds to additional contributions to the capacity from the correlations and spread of the spheres.

The above solution gives a direct view into the effects of correlations on manifold separability. From Eqs. (8) and (9), we can see that when $\kappa = 0$, both $q$ and the effective margin are fully determined by the ratio $r \sqrt{(1 - \lambda)/(r_0 \sqrt{1 - \psi})}$ (Fig. 4). Even when $\kappa \neq 0$, the sphere radii and centroid scalings, $r$, $r_0$, and the respective correlations, $\lambda$, $\psi$, only affect the capacity through the products: $r \sqrt{1 - \lambda}$, $r_0 \sqrt{1 - \psi}$. This implies that increasing the axis or centroid correlations affects the capacity in the same way as shrinking the spheres or centroid norms does. That is, axis correlations effectively shrink the sphere radii, while centroid correlations effectively push the manifolds closer to the origin.

These effects are most dramatic when we consider the limits of fully correlated manifolds. In the fully correlated centroids limit, $\psi \rightarrow 1$, we can see that the capacity falls to 0. Conversely, in the fully correlated axes limit, $\lambda \rightarrow 1$, we can see that $\sqrt{q} \rightarrow 1$, so that the capacity grows to the capacity for random points with margin $\kappa/(r_0 \sqrt{1 - \psi})$ [30]. This shows that high-dimensional, fully correlated spheres are as easy to separate as randomly oriented points—see [4, 34] for related results.

Application to deep network manifolds: Having studied our theoretical predictions in two simple settings, we now consider the performance of our capacity estimator, $\alpha_{\text{cor}}$, when applied to neural manifolds from a pretrained SimCLR ResNet50 network on the ImageNet dataset [26, 43, 44]. We can see from Fig. 5 that the low rank approximation [16] significantly overestimates the capacity in later layers of the network. Note that while we can numerically estimate the ground truth simulation capacity here because we use few data points (see SM; [37]), this is computationally infeasible for larger data manifolds [16, 40]. Thus, our $\alpha_{\text{cor}}$ estimator can be used to estimate the capacity where other methods fail.

Discussion: In this Letter, we considered the problem of linearly separating a set of high-dimensional manifolds whose centroids and axes are correlated with one another. We first derived an expression for the capacity of general manifolds with arbitrary covariance tensors. After showing that the resulting expression outperforms previ-
ous capacity estimators when presented with correlated manifolds, we turned to the problem of interpreting the resulting expression for the capacity. To this end, we considered the problem of linearly separating spheres with homogeneous correlations along the centroids and axes. The resulting expression for the capacity closely tracks the capacity for points with an effective margin determined by the geometry and correlations of the spheres. Remarkably, we found that centroid and axis correlations play the same roles as the distance of the spheres from the origin and the sphere radii, respectively. These findings reveal a duality between representational geometry and correlations with respect to the problem of classification.

Our work suggests two main subsequent lines of research. First, given the rising popularity and sophistication of geometric analysis methods in neuroscience [11–13, 15, 16], together with the extensive literature examining the phenomenology and role of different types of neural correlations [22, 23], we hope to apply the results from this study to further connect these two lines of inquiry. One particularly interesting approach in this direction would be to apply our results to study the relationship between hierarchical correlation structures, geometry, and the organization of abstract knowledge, especially in the context of multilabel classification [12, 45, 46]. Another interesting approach would be to use Eq. (5) to derive a set of metrics quantifying the effects of different types of neural correlations on the capacity for arbitrary data manifolds, complementing pre-existing measures describing the impact of geometry on the capacity [15, 16].

Second, our results regarding spheres with correlated axes suggest that self-supervised objectives which produce positive correlations between manifold axes could yield latent representations with favorable classification properties. If we further define manifold axes using the translation between an original image and its augmentation, such an objective could also produce representations which are disentangled with respect to, for example, color distortion and rotation [47, 48]. We hope to pursue this line of research in subsequent work.
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Supplementary Material: Linear Classification of Neural Manifolds with Correlated Variability

Albert J. Wakhloo, Tamara J. Sussman, SueYeon Chung

1 Capacity for General Manifolds with Arbitrary Correlations

Claim 1. Consider a set of manifolds $M^\mu \subset \mathbb{R}^N$ with $\mu = 1, \ldots, P$ and with corresponding shape sets $S^\mu \subset \mathbb{R}^K$. Suppose the axes and centroids $u^\mu_i \in \mathbb{R}^N$ are distributed according to: $p(u) \propto \exp \left[ -\frac{1}{2} \sum_{\mu,i,j} (C^{-1})^{\mu,i,j} u^\mu_i u^\mu_j \right]$, and assign random binary labels $y^\mu \in \{-1,1\}$ with equal probability to each manifold. We define the capacity as the maximum number of manifolds per input dimension, $\alpha \equiv P/N$, which admits a solution $w \in \mathbb{S}(\sqrt{N})$ to the separation problem, $\min_{\mu \in [N]} \min_{s \in M^\mu} y^\mu(w,x) \geq \kappa$ with probability 1 for $\kappa \geq 0$ in the thermodynamic limit, $N,P \to \infty$, $P/N = O(1)$. Under our assumptions on the manifolds $M^\mu$, the capacity converges to:

$$\frac{1}{\alpha_{\text{cor}}(\kappa)} = \frac{1}{P} \mathbb{E}_y \int D_{y,C} T \min_{V \in A} ||V - T||^2_{y,C},$$

where the average is with respect to the i.i.d. labels taking values $\pm 1$ with equal probability, the constraint set is:

$$A \equiv \left\{ V \in \mathbb{R}^{P \times (K+1)} : \forall \mu \in [N], V^\mu_{0} + \min_{s \in S^\mu} \sum_{i>0} V^\mu_i s_i \geq \kappa \right\},$$

and the Mahalanobis norm $||X||_{y,C}$ is defined by: $||X||^2_{y,C} \equiv \sum_{\mu,i,j} X_\mu^i X_\mu^j y^\mu(C^{-1})^{\mu,i,j}$. As in the main text, we also define the Gaussian measure $D_{y,C} T$ as:

$$D_{y,C} T = (2\pi)^{-P(K+1)/2} |G|^{-1/2} \exp \left\{ -\frac{1}{2} \sum_{\mu,i,j} T^\mu_i T^\mu_j y^\mu y^\nu (C^{-1})^{\mu,i,j} \right\} \left[ \prod_{\mu=1} P \prod_{i=0}^{K} dT^\mu_i \right],$$

where $|G|$ is the determinant of the tensor $y^\mu y^\nu C^{\mu,i,j}$, unrolled into a matrix of dimensions $P(K+1) \times P(K+1)$.

Derivation: We calculate the log volume of the space of solutions [1]:

$$\mathbb{E}_{y,u} \log Z \equiv \mathbb{E}_{y,u} \log \int d^N w \delta(w^2 - N) \prod_{\mu} \Theta \left( \min_{x \in M^\mu} y^\mu(w,x) - \kappa \right)$$

This is done using the replica method, which relies on the identity: $\mathbb{E} \log Z = \lim_{n \to 0} n^{-1} (\mathbb{E} Z^n - 1) = \lim_{n \to 0} n^{-1} \log \mathbb{E} Z^n$. We first assume that $n \in \mathbb{N}$ and only later take the limit $n \to 0$ after obtaining an expression which is analytic in $n$. Replicating the volume integral $n$ times and rewriting the constraint in terms of the fields $H^\mu_{i,a}$ gives:

$$\mathbb{E}_{w,u} Z^n = \mathbb{E}_{w,u} \left( \prod_{n=1}^n d^N w_n \delta(w_n^2 - N) \prod_{\mu} \right) \int \mathcal{D} H^{\mu,a} \prod_{i=0}^K \sqrt{2\pi} \delta (H^\mu_{i,a} - y^\mu w^T u_i^\mu),$$

where, as in [2], we have absorbed the constraint into the measure $\mathcal{D} H$:

$$\mathcal{D} H^\mu = \left( \prod_{i=0}^K \sqrt{2\pi} \right) \Theta \left( g_{S_{\mu}}(H^\mu) - \kappa \right)$$

$$g_{S_{\mu}}(H^\mu) = H^\mu_0 + \min_{s \in S^\mu} \sum_{i>0} H^\mu_i s_i$$
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Introducing Fourier representations of the delta functions for $H$ gives:

$$\int \prod_a d^N w_a \delta(w_a^2 - N) \left( \prod_\mu \int \mathcal{D}H^{\mu,a} \prod_{i=0}^K \frac{d\hat{H}^{\mu,a}_{i}}{\sqrt{2\pi}} \right) \mathbb{E}_{y,u} \exp \left\{ \sum_{\mu,a,i} i\hat{H}^{\mu,a}_{i} (H^{\mu,a}_{i} - y^a u^T_{i} w_a^i) \right\}$$  \hspace{1cm} (8)

The average over the exponential term is:

$$\mathbb{E}_{y,u} \exp \left\{ - \sum_{\mu,a,i,l} i\hat{H}^{\mu,a}_{i} y^a u^l_{i} w_a^i \right\} \hspace{1cm} (9)$$

$$= \mathbb{E}_y \int \frac{[\prod_{iu} du_i]}{(2\pi)^{NP(K+1)/2}} \exp \left\{ - \frac{N}{2} \sum_{\mu,i,l} u_{i,l}^2 \hat{H}^{\mu,a}_{i} y^a u^l_{i} w_a^i \right\}$$ \hspace{1cm} (10)

Note that the average over the labels $y$ cannot be performed analytically. As such, the average $\mathbb{E}_y$ will not be written again until the end to avoid clutter. Defining the Cholesky decomposition of $C$, which satisfies $\sum_{\tau,k} L^{\mu,i}_{\tau,k} L^{\mu,i}_{\tau,k} = C^{\mu,i}$, we make the change of variables $u_{i,l} \mapsto \sum_{\tau,k} L^{\mu,i}_{\tau,k} u^l_{\tau,k}$. This gives:

$$\int \frac{[\prod_{iu} du_i]}{(2\pi)^{NP(K+1)/2}} \exp \left\{ - \frac{N}{2} \sum_{\mu,i,l} \left( u_{i,l}^2 - i \sum_{\mu,a,i,l} \hat{H}^{\mu,a}_{i} y^a u^l_{i} w_a^i \right) \right\}$$ \hspace{1cm} (11)

Integrating the $u$ and introducing the overlap matrix $Q_{a,b} = N^{-1} \sum_{i=1}^{N} w_d^i w_d^i$ then yields:

$$\int dQ \prod_a d w_a \delta(Q_{a,a} - 1) \prod_{b=1}^n \delta(N^{-1} w_a^T w_b - Q_{a,b}) \times \left( \prod_\mu \int \mathcal{D}H^{\mu,a} \prod_{i=0}^K \frac{d\hat{H}^{\mu,a}_{i}}{\sqrt{2\pi}} \right) \exp \left\{ - \frac{1}{2} \sum_{a,b,\nu,i,j} Q_{a,b} C^{\mu,i}_{\nu,j} \hat{H}^{\nu,b}_{j} \hat{H}^{\mu,a}_{i} y^a y^b + i \sum_{a,\mu,i} \hat{H}^{\mu,a}_{i} H^{\mu,a}_{i} \right\}$$ \hspace{1cm} (12)

Changing variables: $\hat{H}^{\mu,a}_{i} \mapsto y^a \sum_{\tau,k} [L^{-1}]^{\mu,i}_{\tau,k} \hat{H}^{\mu,a}_{k}$ and $H^{\mu,a}_{i} \mapsto y^a \sum_{\tau,k} L^{\mu,i}_{\tau,k} H^{\tau,a}_{k}$ gives:

$$\int dQ \prod_a d w_a \delta(Q_{a,a} - 1) \prod_{b=1}^n \delta(N^{-1} w_a^T w_b - Q_{a,b}) \times \left( \prod_a \int_{\mathcal{C}(y,L)} \left[ \prod_\mu dH^{\mu,a}_{i} \right] \frac{d\hat{H}^{\mu,a}_{i}}{\sqrt{2\pi}} \right) \exp \left\{ - \frac{1}{2} \sum_{a,b,\mu,i} Q_{a,b} \hat{H}^{\mu,a}_{i} \hat{H}^{\mu,b}_{i} + i \sum_{a,\mu,i} \hat{H}^{\mu,a}_{i} H^{\mu,a}_{i} \right\},$$ \hspace{1cm} (13)

where the integral over each matrix $H^{\mu,a}_{i}$ must now be taken over the set:

$$\mathcal{C}(y,L) \equiv \left\{ H \in \mathbb{R}^{P \times (K+1)} : \forall \mu \in \mathbb{N}_P, \min_{s \in S^\mu} y^a \sum_{k=1}^{R} H^{\mu,a}_{k} L^{\mu,i}_{k,k} s_i^k \geq \kappa \right\}$$ \hspace{1cm} (14)

Note that we have defined for convenience the additional element: $s^0_i = 1$, and that the sum is taken over: $0 \leq k, i \leq K$, and $1 \leq \mu, \tau \leq P$. Integrating the $H$ variables:

$$\int dQ \prod_a d w_a \delta(Q_{a,a} - 1) \prod_{b} \delta(N^{-1} w_a^T w_b - Q_{a,b}) \times \left( \prod_a \int_{\mathcal{C}(y,L)} \left[ \prod_\mu dH^{\mu,a}_{i} \right] \frac{d\hat{H}^{\mu,a}_{i}}{\sqrt{2\pi}} \right) \exp \left\{ - \frac{1}{2} \sum_{a,b,\mu,i} Q_{a,b} \hat{H}^{\mu,a}_{i} \hat{H}^{\mu,b}_{i} - \frac{P(K+1)}{2} \log \det Q \right\}$$ \hspace{1cm} (15)

This is almost identical to the formula for the log volume for manifolds with heterogeneous shapes $\square \ 3$. The only difference is that the integration over the $H$ is now constrained to the set $\mathcal{C}(y,L)$. As such, we can proceed just as in the case of uncorrelated manifolds with different shapes $\square \ 3$, which we briefly describe here. We integrate over the $w_a$ variables by introducing Fourier representations of the delta functions and carrying out the Gaussian integral over the $w$. The auxiliary variables introduced through this process can then be
integrated by saddle point, leading to a contribution $\exp\left[\frac{N}{N} \log \det Q + \text{const.}\right]$. From here, we assume replica symmetry: $Q_{a,b} = (1-q)\delta_{a,b} + q$ and apply a Hubbard-Stratonovich transformation to the off-diagonal term in the summation over $H^{\mu,a}_i H^{\mu,b}_i Q_{a,b}$ to arrive at:

$$
\int \left[ \prod_{\alpha \neq \beta} dQ_{a,b} \right] \exp \left\{ \frac{N - P(K+1)}{2} \log \det Q \right\}
\times \int D_T \left[ \int_{C(y,L)} \left( \prod_{\mu,i} dH^\mu_i \right) \exp \left\{ -\frac{1}{2(1-q)} ||H - \sqrt{T}||_2^2 + \frac{q}{2(1-q)} ||T||_2^2 \right\} \right]^n,
$$

where just as in the main text, $D_T$ denotes the isotropic Gaussian measure: $\prod_{\mu,i} dT^\mu_i \exp[-\frac{1}{2} (T^\mu_i)^2]/\sqrt{2\pi}$, and we have dropped the constant that emerged from the integral over the $w$. We now apply the identities: $f(x)^n = \exp[n \log f(x)]$ and $\log \det Q = n \log q + nq/(1-q)$, both of which hold as $n \to 0$. This gives the expression:

$$
\int dq \exp \left\{ \frac{Nq}{2} \left( \frac{q}{1-q} + (1 - \alpha(K+1)) \log(1-q) \right) \right\}
\times \int D_T \log \left[ \int_{C(y,L)} \left( \prod_{\mu,i} dH^\mu_i \right) e^{-||H - \sqrt{T}||_2^2/(2(1-q))} \right],
$$

where $q$ will concentrate around its saddle point value in the large $N, P$ limit. This value of $q$ is fixed by the stationarity condition:

$$
\frac{1}{(1-q)^2} = \frac{1 - \alpha(K+1)}{1-q} - \frac{1}{N(1-q)^2} \int D_T \left[ \int_{C(y,L)} \left( \prod_{\mu,i} dH^\mu_i \right) ||H - T||_2^2 e^{-||H - \sqrt{T}||_2^2/(2(1-q))} \right] = 0
$$

Placing ourselves in the regime where we are at capacity requires that the volume of solutions shrinks to a single point. In this regime, the overlap between different solutions, $q$, concentrates about 1 [1]. Therefore, we can use the above self-consistency condition to determine the value of $\alpha$ such that exactly one solution to the separation problem will exist with probability 1 in the thermodynamic limit. To do this, we note that as $q \to 1$, the dominant terms are those of order $(1-q)^{-2}$, and the integrals over the $H$ variables can be replaced by their values at the saddle point. Thus, to leading order in $N, P$, we can see that:

$$
\frac{1}{\alpha_{corr}(\kappa)} = \mathbb{E}_y \int D_T \min_{V \in A} \frac{1}{P} \sum_{\mu} ||V^\mu - T^\mu||_2^2,
$$

where we have reintroduced the expectation over the labels and have switched from using $H$ to $V$ to match the main text. As described below, we use this form of the inverse capacity for all numerical calculations. Changing variables once more: $V^\mu_i \mapsto \sum_{\eta,i} [L^{-1}]_{\eta,i} V^\mu_i$, and $T^\mu_i \mapsto \sum_{\eta,i} [L^{-1}]_{\eta,i} y^\mu T^\mu_i$ then gives the stated result:

$$
\mathbb{E}_y \int D_y C_T \min_{V \in A} \frac{1}{P} \sum_{\mu,\nu,\iota,j} (V^\mu_i - T^\mu_i)(V^\nu_j - T^\nu_j)(C^{-1})_{\nu,\iota,j} y^\mu y^\nu,
$$

$$
A = \left\{ V \in \mathbb{R}^{P \times (K+1)} : \forall \mu \in \mathbb{N}_1^P, V_i^\mu + \min_{s_1 \in S_1} \sum_{i=0}^P V_i^\mu s_1 \geq \kappa \right\}
$$

$$
D_y C_T \equiv (2\pi)^{-P(K+1)/2} |C|^{-1/2} \exp \left\{ -\frac{1}{2} \sum_{\mu,\nu,\iota,j} T_i^\mu T_j^\nu y^\mu y^\nu (C^{-1})_{\nu,\iota,j} \right\} \left[ \prod_{\mu=1}^P \prod_{i=0}^K dT_i^\mu \right],
$$

where we have used the fact that the determinant of $y^\mu y^\nu C_{\nu,\iota,j}$ is unaffected by the off-diagonal sign flips $y^\mu y^\nu$ to write the normalizing constant over the $T$ integral as $(2\pi)^{-P(K+1)/2} |C|^{-1/2}$. (This can be derived by considering the matrix integral $\int [\prod_{\mu,i} dT^\mu_i] \exp[-\frac{1}{2}(y^\mu y^\nu T^\mu_i T^\nu_j (C^{-1})_{\nu,\iota,j})]$ and changing variables $T^\mu_i \mapsto y^\mu T^\mu_i$.)
2 The Capacity for Spheres with Low-Rank Correlations

Claim 2. Consider a set of $P$ spheres of radius $r$, intrinsic dimension $K$, and at a distance $r_0$ from the origin, residing in $\mathbb{R}^N$. Given homogenous axis-axis and centroid-centroid correlations as defined in the main text Eq. 6, the capacity for these spheres is given by:

$$\frac{1}{\alpha_{\text{corr}}(\kappa)} = K (\sqrt{q} - 1)^2 + \int_{-\infty}^{\kappa(q)} \frac{d\xi}{\sqrt{2\pi}} e^{-\frac{1}{2}\xi^2} \left( \xi - \kappa(q) \right)^2,$$

where the scaled squared norm of the signed fields $q \equiv \sum_{i>0} |V_i|^2 / ((1 - \lambda)K)$ and the effective margin $\kappa(q)$ are fixed by the equations:

$$\sqrt{q} = 1 + \frac{r\sqrt{1 - \lambda}}{r_0 \sqrt{K(1 - \psi)}} \int_{-\infty}^{\kappa(q)} \frac{d\xi}{\sqrt{2\pi}} e^{-\frac{1}{2}\xi^2} \left( \xi - \kappa(q) \right)$$

$$\kappa(q) = \frac{r\sqrt{K(1 - \lambda)q + \kappa}}{r_0 \sqrt{1 - \psi}}$$

Derivation: To start with, we rewrite the formula for the inverse capacity given in Supplementary Eq. 1 in terms of a Gibbs measure [4]:

$$\frac{1}{\alpha_{\text{corr}}(\kappa)} = \lim_{\beta \to \infty} \lim_{P \to \infty} \frac{2}{P} \frac{\partial}{\partial \beta} \mathbb{E}_{T, y} \log \int \prod_{i=1}^{P} dV_i^\mu \exp \left[ -\frac{\beta}{2} \sum_{i=1}^{P} \sum_{a,b} \sum_{s \in S_0} \sum_{i>0} \sum_{x \in \mathbb{R}^N} \Lambda_{\mu}^{\nu,j} V_i^\mu \left( T_i^\mu - T_j^\mu \right) \left( T_j^\nu - T_i^\nu \right) \right] \Theta \left( r_0 V_0^\mu - \kappa + \min_{s \in S_0} \sum_{i>0} V_i^\mu s_i r \right),$$

where $\Lambda_{\mu}^{\nu,j}$ is the inverse covariance tensor, $(C^{-1})_{\mu,j}$. In this form, we can see that the capacity can be derived from the disorder averaged free energy density, $-(\beta P)^{-1} \mathbb{E}_{T, y} \log Z$. We calculate this using the replica method [5,6]. Here and in the remainder of the calculation, we implicitly sum over all indices in the exponent unless noted otherwise. That is: $\exp[f(x_{a,b})] \equiv \exp[\sum_{a,b} f(x_{a,b})]$. By the Sherman-Morrison formula [7], $\Lambda_{\nu,j}$ has entries:

$$\Lambda_{\nu,j}^{\mu,i} = \begin{cases} 
\delta_{ij} \left[ \frac{\delta_{\mu,\nu}}{1 - \lambda} - \frac{\lambda}{(1 - \lambda)(1 + (P - 1)\lambda)} \right] & \text{for } i > 0 \\
\frac{\delta_{\mu,\nu}}{1 - \psi} - \frac{\psi}{(1 - \psi)(1 + (P - 1)\psi)} & \text{for } i = j = 0 \\
0 & \text{for } i = 0, j \neq 0
\end{cases}$$

$$\hat{=} \begin{cases} 
\delta_{ij} \left[ \frac{\delta_{\mu,\nu}}{1 - \lambda} - \frac{1}{P(1 - \lambda)} \right] & \text{for } i > 0 \\
\frac{\delta_{\mu,\nu}}{1 - \psi} - \frac{1}{P(1 - \psi)} & \text{for } i = j = 0 \\
0 & \text{for } i = 0, j \neq 0
\end{cases}$$

where $\hat{=} = \text{equality to leading order in } P$. Using the assumption of spherical manifolds allows us to carry out the constrained minimization in the $\Theta$ functions above:

$$r_0 V_0^\mu + \min_{s \in S_0} \sum_{i>0} r V_i^\mu s_i = r_0 V_0^\mu - r \sqrt{\sum_{i>0} |V_i|^2}$$

To see this, we apply the KKT conditions to the Lagrangian: $L(s, \eta) = \langle V, s \rangle + \eta(||s||^2 - 1)$ [8]. The KKT conditions read:

$$2\eta s = -V$$

$$\eta \geq 0$$

$$||s||^2 \leq 1$$

$$\eta(||s||^2 - 1) = 0$$
For all non-zero $V$, we must therefore have $\eta > 0$, from which it follows that $s = -V/||V||$ at the minimum, establishing the identity in Eq. (34). Using this simplification and replicating the partition function above $n$ times then gives:

$$E_{T,y}Z^n = E_{T,y} \int \left[ \prod_{\mu,i,a} dV_{a,i}^{\mu} \right] \exp \left[ -\frac{\beta}{2} g^{\mu}g^{\nu} \Lambda^{\mu\nu}_{\nu,j}(V_{a,i}^{\mu} - T_{i,j}^{\mu})(V_{a,j}^{\nu} - T_{j,i}^{\nu}) \right] \prod_{\mu,i} \Theta \left( V_{a,0}^{\mu} - \frac{1}{r_0} ||V_{a,i}^{\mu}|| - \frac{K}{r_0} \right),$$

(34)

where we have used $||V_{i>0}||$ to denote the norm of the last $K$ components of $V_{a}^{\mu}$. That is, $||V_{a,i}^{\mu}|| = \sqrt{\sum_{i>0} (V_{a,i}^{\mu})^2}$. The expectation over $T$ is:

$$\int d^{P \times (K+1)} T \exp \left[ -\frac{1 + \beta n}{2} T_{i,j}^{\mu} T_{j,i}^{\nu} g^{\mu}g^{\nu} \Lambda^{\mu\nu}_{\nu,j} + \beta T_{i}^{\mu} g^{\mu}g^{\nu} \Lambda^{\mu}\nu V_{a,j}^{\nu} - \frac{1}{2} \log \det gg^T \circ \Lambda - \frac{P(K+1)}{2} \log 2\pi \right]$$

$$= \exp \left[ \frac{\beta^2}{2(1+\beta n)} V_{a,i}^{\mu} V_{a,j}^{\nu} g^{\mu}g^{\nu} \Lambda^{\mu\nu}_{\nu,j} - \frac{P(K+1)n}{2} \right]$$

(35)

(36)

Here we have slightly abused notation to write: $(gg^T \circ \Lambda)_{\nu,j}^{\mu,i} = g^{\mu}g^{\nu} \Lambda^{\mu\nu}_{\nu,j}$. Note that the replicas $V_{a}$ are now coupled after integrating out the quenched disorder $T$. Reinserting this back into the integral and expanding the terms $\log(1+n\beta)$, $\Lambda$, and $1/2(1+\beta n)$ to first order in the $n \to 0$ and $P \to \infty$ limits:

$$E_{T,y}Z^n \approx E_{y} \int \left[ \prod_{\mu,i,a} dV_{a,i}^{\mu} \right] \exp \left[ -\sum_{i>0} \frac{\beta}{2(1-\lambda)} \left( \langle V_{a,i}^{\mu} \rangle^2 - \frac{1}{P} \left( \sum_{a,\mu} g^{\mu}V_{a,i}^{\mu} \right)^2 \right) \right]$$

$$+ \frac{\beta^2}{2(1-\lambda)} \left( \sum_{a,\mu} g^{\mu}V_{a,i}^{\mu} \right)^2 - \frac{\beta P(K+1)n}{2}$$

$$\times \left[ \prod_{\mu,i,a} dV_{a,i}^{\mu} \right] \exp \left[ -\sum_{i>0} \frac{\beta}{2(1-\psi)} \left( \langle V_{a,i}^{\mu} \rangle^2 - \frac{1}{P} \left( \sum_{\mu,a} g^{\mu}V_{a,i}^{\mu} \right)^2 \right) \right]$$

$$+ \frac{\beta^2}{2(1-\psi)} \left( \sum_{\mu,a} g^{\mu}V_{a,i}^{\mu} \right)^2 \right] \prod_{a,\mu} \Theta \left( V_{a,0}^{\mu} - \frac{r}{r_0} ||V_{a,i}^{\mu}|| - \frac{K}{r_0} \right)$$

(37)

Note that we freely ignore constants which do not affect the final result. The important points here are: (1) the only interaction between manifolds happens through the mean, $\sum_{a} g^{\mu}V_{a,i}^{\mu}$, and (2) the only interactions between the replicas happens through the quadratic interaction terms, $V_{a,i}^{\mu} V_{b,i}^{\nu}$. These considerations motivate the following substitutions, which we enforce using delta functions:

$$Q_{a,b}^{\mu} = \frac{1}{K} \sum_{i>0} V_{a,i}^{\mu} V_{b,i}^{\mu}$$

$$F_{a,i}^{\mu} = \frac{1}{P} \sum_{\mu,a} g^{\mu}V_{a,i}^{\mu}$$

(38)

(39)

In this way, equation (37) becomes:

$$E_{y} \int \prod_{a \leq b} dQ_{a,b}^{\mu} \exp \left[ -\frac{K \beta}{2(1-\lambda)} (Q_{a,b}^{\mu} - \beta Q_{a,b}^{\mu}) - \frac{P(K+1)\beta n}{2} + \log S(Q) + \log U(Q) \right],$$

(40)

where we have defined for convenience $Q_{a,b} \equiv Q_{b,a}$, and $U$ and $S$ are the remaining integrals over the $V_{a,i}^{\mu}$ and the $F$:

$$S(Q) \equiv \int \prod_{a,i>0} dF_{a,i}^{\mu} \exp \left[ \frac{\beta}{2(1-\lambda)} \left( P F_{a,i}^{2} - \beta P \left( \sum_{a} F_{a,i} \right)^2 \right) \right]$$

$$\times \left[ \prod_{a \leq b} \delta \left( Q_{a,b}^{\mu} - K^{-1} \sum_{i>0} V_{a,i}^{\mu} V_{b,i}^{\mu} \right) \right] \prod_{i,a} \delta \left( F_{a,i}^{\mu} - P^{-1} \sum_{\mu} g^{\mu}V_{a,i}^{\mu} \right)$$

(41)

(42)
\[ \mathcal{U}(Q) \equiv \int \prod_{a} F_{a,0} \exp \left[ \frac{\beta}{2(1-\psi)} \left( P F_{a,0}^2 - \beta P \left( \sum_{a} F_{a,0} \right)^2 \right) \right] \times \int \prod_{\alpha,\mu} dV_{\alpha,0}^{\mu} \left[ \prod_{i} \delta \left( F_{a,0} - P^{-1} \sum_{\mu} \gamma^{\mu} V_{\alpha,0}^{\mu} \right) \right] \Pi_{\alpha,\mu} \left( V_{\alpha,0}^{\mu} - R \sqrt{Q_{a,a}} - \kappa r_0^{-1} \right) \times \exp \left[ -\frac{\beta}{2(1-\psi)} (V_{\alpha,0}^{\mu})^2 + \frac{\beta^2}{2(1-\psi)} V_{\alpha,0}^{\mu} V_{\alpha,0}^{\nu} \right] \]

Note that we have defined \( R \equiv \sqrt{K} r/r_0 \).
In order to evaluate \( \mathcal{U}(Q) \) and \( S(Q) \) in closed form, we now make the replica symmetric ansatz:

\[ Q_{a,b}^{\mu} = \delta_{a,b}(q_0 - q_1) + q_1 \]  

(45)

Note that unlike typical assumptions of replica symmetric ansatz \( [5, 6] \), we have to assume symmetry across all manifolds: \( Q^{\mu} = Q \). This assumption is motivated by the fact that the interactions between all manifolds are symmetric. Under this assumption, the function \( S(Q) \) can be estimated by saddle point as described in lemma \( 3 \). In this way we obtain in the \( n \to 0 \) limit:

\[ \int dq_0 dq_1 \exp \left[ -\frac{n PK \beta}{2(1-\lambda)} (q_0 - \beta(q_0 - q_1)) - \frac{P(K+1)/2}{2} + \frac{1}{2} PK \log \det Q + \log \mathcal{E}_{q} \mathcal{U}(Q) \right], \]

(46)

where in the \( n \to 0 \) limit we have that:

\[ \log \det Q = n \log(q_0 - q_1) + n \frac{q_1}{q_0 - q_1} \]  

(47)

In lemma \( 4 \) we evaluate the \( \mathcal{E}_{q} \mathcal{U}(Q) \) by saddle point. Plugging this result into the integral gives:

\[
\int dq_0 dq_1 \exp \left[ \frac{PK n}{2} \left\{ -\frac{\beta}{1-\lambda} (q_0 - \beta(q_0 - q_1)) - \beta + \log(q_0 - q_1) + \frac{q_1}{q_0 - q_1} \right\} + \frac{1}{2} PK \log \det Q + \log \mathcal{E}_{q} \mathcal{U}(Q) \right],
\]

(48)

where, as below, we have used \( \mathcal{H} \) to denote the unnormalized Gaussian tail function: \( \mathcal{H}(x) \equiv \int_{-\infty}^{x} \exp(-t^2/2) \) and \( \mathcal{D}_{q} \xi \) to denote the zero-mean Gaussian measure with variance \( 1 - \psi \). Pulling out the \( P, n \) factors, we can see that the replicated partition can be written as:

\[ \mathbb{E}_{T,\psi} Z^n \equiv \int dq_0 dq_1 e^{nP\mathcal{V}(q_0,q_1)} \]  

(49)

If we estimate the remaining integral by saddle point in the large \( P \) limit, we can use the identity \( \log Z = \lim_{n \to 0} n^{-1} \log Z^n \) to arrive at:

\[ \frac{1}{P} \mathbb{E}_{T,\psi} \log Z \simeq \operatorname{extr} \mathcal{V}(q_0, q_1) \]  

(50)

We therefore have to solve \( \nabla \mathcal{V}(q_0, q_1) = 0 \). Just as in lemma \( 4 \) we can use the expansion of \( \mathcal{H}(\sqrt{\beta} x) \) as \( \beta \to \infty \) given in equation \( 71 \) to see that:

\[
\partial_{q_0} \int \mathcal{D}_{q} \xi \log \mathcal{H} \left( \sqrt{\frac{\beta}{1-\psi}} (R \sqrt{q_0} + \kappa r_0^{-1} - \xi) \right) = -\frac{R \sqrt{\beta}}{2 \sqrt{q_0(1-\psi)}} \int \mathcal{D}_{q} \xi \frac{\exp \left[ \frac{-\beta(R \sqrt{q_0} + \kappa r_0^{-1} - \xi)}{2(1-\psi)} \right]}{\mathcal{H} \left( \sqrt{\frac{\beta}{1-\psi}} (R \sqrt{q_0} + \kappa r_0^{-1} - \xi) \right)} \]

\[ \simeq -\frac{R \beta}{2(1-\psi) \sqrt{q_0}} \int_{-\infty}^{R \sqrt{q_0} + \kappa r_0^{-1} - \xi} \mathcal{D}_{q} \xi (R \sqrt{q_0} - \kappa r_0^{-1} - \xi) \]  

(51)
Using this expansion, the function \( V \) admits two different pairs of saddle points. The meaningful solution is given by:

\[
q_1 = q_0 - \frac{1}{\beta} \sqrt{q_0(1 - \lambda)} + O(\beta^{-2})
\]

\[
\sqrt{q_0} = \sqrt{1 - \lambda} + \frac{r(1 - \lambda)}{r_0 \sqrt{K(1 - q_0)}} \int_{-\infty}^0 d\xi - \frac{1}{2} (\xi + \frac{\sqrt{K(1 - q_0)}}{r_0 \sqrt{1 - \lambda}})^2 \xi
\]

Denoting the solutions to the above equations as \( q_0^*, q_1^* \), the inverse capacity is then given by

\[
-2\frac{\partial}{\partial \beta} V(q_0^*, q_1^*) = K \left( \sqrt{\frac{q_0^*}{1 - \lambda} - 1} \right)^2 + \int_{-\infty}^0 \frac{d\xi}{2\pi \sqrt{2\pi}} e^{-\frac{1}{2} (\xi + \frac{\sqrt{K(1 - q_0^*)}}{r_0 \sqrt{1 - \lambda}})^2} \xi^2,
\]

where again we have used the same expansion of \( \mathcal{H} \) to evaluate the partial derivative with respect to \( \beta \). From here, changing \( q_0 \mapsto q_0(1 - \lambda) \) then gives the stated result.

\[\square\]

**Lemma 3.** Under the replica symmetric ansatz and as \( \beta, P \to \infty \) and \( n \to 0 \), the function \( S(Q) \) is asymptotic to:

\[
\exp \left[ -\frac{1}{2} PK \log \det Q + \text{const.} \right],
\]

where const. denotes terms which do not depend on \( \beta \) or \( Q \).

**Derivation:** Introducing Fourier representations of the delta functions in equation \([12]\) gives:

\[
\int \left[ \prod_{\mu, a \leq b} d\tilde{Q}_{a,b}^\mu \right] \int \left[ \prod_{i > 0, a} i dF_{a,i} \right] \exp \left[ \frac{i}{2} K \sum_{a \leq b} Q_{a,b}^\mu \tilde{Q}_{a,b}^\mu + \sum_{a, i} \frac{\beta}{2(1 - \lambda)} \left\{ PF_{a,i}^2 - \beta P \left( \sum_a F_{a,i} \right)^2 \right\} \right]
\times \exp \left[ iPF_{a,i} \tilde{F}_{a,i} \right] \int \left[ \prod_{a, \mu, i > 0} dV_{a,i}^\mu \right] \exp \left[ -\frac{i}{2} \sum_{a \leq b} \tilde{Q}_{a,b}^\mu V_{a,i}^{\mu} V_{b,i}^{\mu} - iy^\mu \tilde{F}_{a,i} V_{a,i}^{\mu} \right],
\]

It is convenient to now rewrite the ordered sum over \( a \leq b \) indices as an unordered sum over all pairings \( (a, b) \). As above, we define \( \tilde{Q}_{b,a} \equiv Q_{a,b} \) and \( \tilde{Q}_{a,b} \equiv Q_{a,b} \) for \( a > b \). If we further change \( Q_{a,b} \mapsto 2Q_{a,b} \) for all \( a \neq b \), we can eliminate the unordered sums as desired, leaving:

\[
\int \left[ \prod_{\mu, a \leq b} d\tilde{Q}_{a,b}^\mu \right] \int \left[ \prod_{i > 0, a} i dF_{a,i} \right] \exp \left[ \frac{i}{2} K \sum_{a \leq b} Q_{a,b}^\mu \tilde{Q}_{a,b}^\mu + \sum_{a, i} \frac{\beta}{2(1 - \lambda)} \left\{ PF_{a,i}^2 - \beta P \left( \sum_a F_{a,i} \right)^2 \right\} \right]
\times \exp \left[ iPF_{a,i} \tilde{F}_{a,i} \right] \int \left[ \prod_{a, \mu, i > 0} dV_{a,i}^\mu \right] \exp \left[ -\frac{i}{2} \sum_{a \leq b} \tilde{Q}_{a,b}^\mu V_{a,i}^{\mu} V_{b,i}^{\mu} - iy^\mu \tilde{F}_{a,i} V_{a,i}^{\mu} \right],
\]

where as usual we neglect constants which do not depend on either the variables of integration or \( \beta \), as they will not affect the final result. The integrals over the \( V \) followed by the \( \tilde{F} \) variables are now both standard Gaussian integrals. They yield:

\[
\int \left[ \prod_{\mu, a \leq b} d\tilde{Q}_{a,b}^\mu \right] \left[ \prod_{a, i > 0} dF_{a,i} \right] \exp \left[ \frac{i}{2} K \sum_{a \leq b} \tilde{Q}_{a,b}^\mu - \frac{K}{2} \sum_{\mu} \log \det \tilde{Q}^\mu - \frac{1}{2} \log \det \left( \sum_{\mu} (\tilde{Q}^\mu)^{-1} \right) \right]
\]

\[
-\frac{P^2}{2} F_{a,i} F_{b,i} \left( \sum_{\mu} (\tilde{Q}^\mu)^{-1} \right)_{a,b}^{-1} + \frac{\beta}{2(1 - \lambda)} \left\{ PF_{a,i}^2 - \beta P \left( \sum_a F_{a,i} \right)^2 \right\} \right]
\]

The remaining Gaussian integral over the \( F \) produces a term which is subleading in \( P \). Therefore, the leading order in the remaining integral over the \( \tilde{Q} \) is simply the first two terms in the exponent. If we now invoke the replica symmetric ansatz on the conjugate variables: \( \tilde{Q}^\mu = Q \), we are left with:

\[
\int \left[ \prod_{a \leq b} Q_{a,b} \right] \exp \left[ \frac{i}{2} PK Q_{a,b} Q_{a,b} - \frac{PK}{2} \log \det \tilde{Q} \right]
\]

Estimating this integral by saddle point then gives the desired result.

\[\square\]
Lemma 4. Under the replica symmetric ansatz, as \( \beta, P \to \infty \) and \( n \to 0 \), the function \( \mathcal{U}(Q) \) is asymptotic to:

\[
\mathcal{U}(Q) \approx \exp \left[ nP \int \mathcal{D}_\psi \xi \log \mathcal{H} \left( \sqrt{\frac{\beta}{1-\psi}} \left( R \sqrt{q_0} + \frac{\kappa}{r_0} - \xi \right) + \frac{1}{2} \beta P n + \text{const.} \right) \right],
\]

(60)

where, as above, \( \text{const.} \) denotes terms which do not depend on \( \beta \) or \( Q \), and \( \mathcal{H} \) is the unnormalized Gaussian tail function:

\[
\mathcal{H}(x) \equiv \int_x^{\infty} ds e^{-s^2/2}
\]

(61)

We also use \( \mathcal{D}_\psi \xi \) to denote the Gaussian measure:

\[
\mathcal{D}_\psi \xi \equiv \frac{d\xi e^{-\xi^2/(2(1-\psi))}}{\sqrt{2\pi(1-\psi)}}
\]

(62)

Derivation: Introducing Fourier representations of the delta functions in equation [44]:

\[
\mathbb{E}_y \left[ \prod_a dF_{a,0} d\hat{F}_a \prod_\mu dV_{a,0}^\mu \exp \left[ -\frac{\beta}{2(1-\psi)} (V_{a,0}^\mu)^2 + \frac{\beta^2}{2(1-\psi)} \left( \sum_a V_{a,0}^\mu \right)^2 \right] \prod_\mu \Theta \left( V_{a,0}^\mu - R \sqrt{q_0} - \frac{\kappa}{r_0} \right) \right]
\]

(63)

\[
\times \exp \left[ \int dV_0^\mu \exp \left[ -\frac{\beta}{2(1-\psi)} (V_0^\mu)^2 + \frac{\beta}{1-\psi} V_0^\mu (\xi + i \hat{F} y^\mu) \right] \Theta \left( V_0^\mu - R \sqrt{q_0} - \frac{\kappa}{r_0} \right) \right]^{n}
\]

(64)

Note that the terms \( O(\log \beta) \) will have no effect on our final answer, so we ignore them. If we now make the additional replica symmetric assumption: \( \hat{F}_a = \hat{F}, F_a = F \) and introduce a Hubbard-Stratonovich transform on each of the terms \( (\sum_a V_{a,0}^\mu)^2 \), we have:

\[
\int d\hat{F} \exp \left[ \frac{P\beta n}{2(1-\psi)} F^2 - \frac{i P n \beta}{1-\psi} \hat{F} F + O(n^3) \right] \prod_\mu \mathbb{E}_y \int \mathcal{D}_\psi \xi \mu \]

(65)

\[
\times \left[ \int dV_0^\mu \exp \left[ -\frac{\beta}{2(1-\psi)} (V_0^\mu)^2 + \frac{\beta}{1-\psi} V_0^\mu (\xi + i \hat{F} y^\mu) \right] \Theta \left( V_0^\mu - R \sqrt{q_0} - \frac{\kappa}{r_0} \right) \right]^{n}
\]

(66)

We can factorize the integral across the \( \mu \)-index and absorb the \( \Theta \) function into the limits of integration of the \( V_0 \) variables to obtain:

\[
\int d\hat{F} \left[ \prod_\mu \mathbb{E}_y \left( \int_{R \sqrt{q_0} + \kappa}^{\infty} dV_0 \exp \left[ -\frac{\beta}{2(1-\psi)} (V_0 - \xi - i \hat{F} y)^2 + \frac{\beta}{2(1-\psi)} (\xi + i \hat{F} y)^2 \right] \right) \right]^{n} P
\]

(67)

\[
\times \exp \left[ -\frac{i P n \beta \hat{F} F}{1-\psi} + \frac{P\beta n}{2(1-\psi)} F^2 \right]
\]

(68)

Using the identity \( \mathbb{E}_x f(x)^n \approx e^{n \mathbb{E}_x \log f(x)} \), which is valid in the \( n \to 0 \) limit, we obtain, after changing variables \( V \to V + \xi + i \hat{F} y \):

\[
\int d\hat{F} \exp \left[ nP \mathbb{E}_y \int \mathcal{D}_\psi \xi \log \left( \int_{R \sqrt{q_0} - \xi - i \hat{F} y}^{\infty} e^{-\beta V_0^\mu (1-\psi)^2} \right) + nP \mathbb{E}_y \int \mathcal{D}_\psi \xi \log \left( \frac{\beta}{2(1-\psi)} \left( \xi + i \hat{F} y \right)^2 \right) \right]
\]

(69)

Carrying out the expectations over the terms \( (\xi + i \hat{F} y)^2 \) and changing \( V \to \sqrt{(1-\psi)/\beta} V \) then gives:

\[
\int d\hat{F} \exp \left[ nP \mathbb{E}_y \int \mathcal{D}_\psi \xi \log \left( \sqrt{\frac{\beta}{1-\psi}} \left( R \sqrt{q_0} + \kappa r_0^{-1} - \xi - i \hat{F} y \right) \right) \right]
\]

(60)

\[
+ \frac{1}{2} \beta P n - \frac{nP \beta}{2(1-\psi)} F^2 - \frac{i P n \beta \hat{F} F}{1-\psi} + \frac{P\beta n}{2(1-\psi)} F^2 + O(nP \log \beta)
\]
We are now ready to estimate this integral by saddle point. To do so, we start by noting that the partial derivative with respect to $\hat{F}$ of the average over the log $H$ term is:

$$\int D\psi \xi \frac{yi \exp \left[-\frac{\beta}{2(1-\psi^2)} \left(R\sqrt{q_0} + \kappa r_0^{-1} - \xi - i\hat{F}y\right)^2\right]}{\sqrt{\frac{\beta}{1-\psi} \left(R\sqrt{q_0} + \kappa r_0^{-1} - \xi - i\hat{F}y\right)}}$$

(70)

In the $\beta \to \infty$ limit, we can use the expansion:

$$H(\sqrt{\beta x}) \approx \begin{cases} e^{-\frac{\beta x^2}{2}} & x > 0 \\ \sqrt{\frac{\beta}{2\pi}} & x < 0 \end{cases}$$

(71)

Invoking this expansion, the expression simplifies to:

$$\frac{i\beta}{1-\psi} \int_{-\infty}^0 d\xi e^{-\left(\xi + R\sqrt{q_0} + \kappa r_0^{-1} - i\hat{F}y\right)^2/2(1-\psi)}/\sqrt{2\pi(1-\psi)}$$

(72)

The saddle points over the $F, \hat{F}$ variables then satisfy the self-consistent equations:

$$F = i\hat{F}$$

(73)

$$-iF - \hat{F} + \frac{\beta}{1-\psi} \int_{-\infty}^0 d\xi e^{-\left(\xi + R\sqrt{q_0} + \kappa r_0^{-1} - i\hat{F}y\right)^2/2(1-\psi)}/\sqrt{2\pi(1-\psi)}$$

(74)

which have the solution $\hat{F} = F = 0$. Replacing equation (69) with its value at the saddle point, we can see that the function $\mathbb{E}_y U(Q)$ can be stated as:

$$\exp \left[ nP \int D\psi \xi \log H \left( \sqrt{\frac{\beta}{1-\psi} \left(R\sqrt{q_0} + \kappa r_0^{-1} - \xi\right)} + \frac{1}{2} \beta Pn \right) \right],$$

(75)

which is what we wanted to show.
Algorithm 1 Capacity Estimation for Correlated Data ($\alpha_{cor}$)

**Input:** $n_t$: Number of Monte Carlo draws. $G$: Data array of shape $P \times N \times M$ containing $M$ samples of $P$ distinct manifolds, in an ambient dimension of $N$.

**Output:** $\alpha$: Capacity estimate.

1: $L, S \leftarrow \text{GetShapesAndCholesky}(G)$
2: $\alpha^{-1} \leftarrow \text{ZerosArray}(n_t)$
3: for $i$ from 1 to $n_t$ do
4:   $y \leftarrow \text{Bernoulli} \otimes P(0.5)$
5:   $T \leftarrow \text{Normal} \otimes P \times M + 1(0, 1)$
6:   $\alpha^{-1}[i] \leftarrow \min_{V \in \mathcal{C}(y, L)} \frac{1}{P} \sum_{\mu} ||V^\mu - T^\mu||^2$
7: end for
8: return $1 / \text{mean}(\alpha^{-1})$

Algorithm 2 GetShapesAndCholesky

**Input:** $G$: Data array of shape $P \times N \times M$ containing $M$ samples of $P$ distinct manifolds, in an ambient dimension of $N$.

**Output:** $L$: Cholesky decomposition of the correlation tensor, reshaped into a $P(M + 1) \times P(M + 1)$ matrix. $S$: An array of shape $P \times M \times M$ containing data points in their axis coordinates.

1: $Ax, S \leftarrow \text{ZerosArray}(P, N, M + 1), \text{ZerosArray}(P, M, M)$
2: for $\mu$ from 1 to $P$ do
3:   $c \leftarrow M^{-1} \sum_{i=1}^{M} G[\mu, :, i]$ \quad \triangleright Get this manifold’s centroid
4:   for $i$ from 1 to $M$ do
5:     $G[\mu, :, i] \leftarrow G[\mu, :, i] - c$ \quad \triangleright Center each sample
6:   end for
7:   $Ax[\mu, :, 0] \leftarrow c$ \quad \triangleright Assign centroid to leading dimension
8:   $Ax[\mu, :, 1 :], S[\mu] \leftarrow \text{QR}(G[\mu])$ \quad \triangleright Assign axes to the next $m$ dimensions, and get the manifold points in the manifold axis coordinates, $S^\mu$
9: end for
10: $Ax \leftarrow \text{reshape}(Ax, (P \times (M + 1), N))$
11: if Rank($Ax) < P \times (M + 1)$ then
12:   $C \leftarrow AxAx^T + \epsilon I$ \quad \triangleright Perturb the diagonal by a small $\epsilon$ to make $C$ positive definite (we set $\epsilon = 0.001$).
13:   $L \leftarrow \text{Cholesky}(C)$
14: else
15:   $Q, L^T \leftarrow \text{QR}(Ax)$ \quad \triangleright When full rank, use the QR decomposition to get $L$
16: end if
17: return $L, S$
3 Numerical Implementation of the Capacity Estimator:

In this section, we describe how we estimate the capacity for arbitrary data manifolds. While there are several ways to parameterize the data manifolds in terms of axes and shape sets, we use the QR decomposition of the matrices containing the (centered) manifold data points to obtain a set of orthogonal axes vectors ($Q$), together with the coordinates of each manifold point in this orthogonal basis ($R$), as described in steps 1-8 of Algorithm 2. The shape sets $S^\mu$ are then simply taken to be the manifold points in this basis. With respect to the quadratic minimization in Eqs (1) and (76) with linear constraint sets enforcing separability in Eqs. (2) and (77), this choice is equivalent to taking the shape sets to be the convex hull of all manifold points [8]. With these definitions in hand, the correlation tensor $C$ can then simply be taken to be the empirical covariance tensor, $C_{\mu,i}^{\nu,j} = \langle u_{\mu,i}, u_{\nu,j} \rangle$.

The direct estimation of Supplementary Eq. (1) using the data manifolds parameterized as described above is a difficult problem. The main difficulty comes from the inversion of large correlation tensors, which is a highly numerically unstable operation. We sidestep this difficulty by changing variables: $(V - T)^\mu_{\tau,k} \mapsto \sum_{\tau,k} y^\mu L_{\tau,k}^{\mu,i} (V - T)_{\tau,k}$. Here $L$ is the Cholesky factorization of the correlation tensor, $C$, which satisfies $\sum_{\tau,k} L_{\tau,k}^{\mu,i} L_{\tau,k}^{\nu,j} = C_{\mu,i}^{\nu,j}$. This change of variables gives the representation:

$$\frac{1}{\alpha_{\text{cor}}(\kappa)} = \int D_1 T \min_{\mathcal{C}(y,L)} \frac{1}{P} \sum_{\mu} \| V^\mu - T^\mu \|^2$$

$$C(y,L) = \left\{ V \in \mathbb{R}^{P \times (K+1)} : \min_{\mathcal{S}^\mu} y^\mu \sum_{k,\tau,i} \tau_k L_{\tau,k}^{\mu,i} s_{\tau,i}^\mu \geq \kappa \right\},$$

where we have defined $s_0^\mu \equiv 1$ for convenience. We can see that estimating Eq. (76) with Monte Carlo draws of $y, T$ now only requires calculating the Cholesky factorization of the covariance. Even when $N$ is very large, this step can safely be done using the QR decomposition of the matrix containing manifold axes and centroids (Algorithm 2, line 15). Note, however, that this step requires that the correlation tensor be full rank, which may not always be the case (e.g., when $N < MP$). Therefore, when the covariance tensor is not full rank, we add a small perturbation to the diagonal of the correlation tensor and calculate the Cholesky factor directly (Algorithm 2, lines 11-14; see also [9]).

Once we have the Cholesky factorization of the covariance, we minimize the integrand of (76) using standard convex optimization routines. In this way, we can accurately estimate the capacity for arbitrary data manifolds by following the pseudocode in Algorithms (1) and (2).

4 Gaussian Point Cloud Simulation

For these simulations, we used $P = 80$ point cloud manifolds, each made up of the convex hulls of 40 random vectors in $\mathbb{R}^{3800}$, and we averaged results over 5 runs. These vectors were the sum of two Gaussian vectors: a manifold centroid $u_0^\mu$, and a sample-specific vector, $x_j^\mu$. Each manifold was then defined as $M^\mu = \text{conv}\{ u_0^\mu + x_j^\mu : j \in \mathbb{N}_{40}^1 \}$. The sample vectors and centroids were each drawn from zero-mean multivariate Gaussian distributions with block covariance matrices with the strength of the off-diagonal terms of both matrices being uniformly scaled from trial to trial (see Supplementary Fig. 1 above for an example). That is, given an intensity $\gamma$, we enforced $\langle u_0^\mu, u_0^\nu \rangle = \gamma C_{\text{cent}}^{\mu,\nu}$ for $\mu \neq \nu$, while each of the sample vectors satisfied $\langle x_j^\mu, x_j^\nu \rangle = \gamma C_{\text{samp}}^{\mu,\nu}$ for $\mu \neq \nu$. The average norms, $||u_0^\mu||^2$ and $||x_j^\mu||^2$ (i.e., the diagonal elements of $C$) were respectively fixed to 25 and 1.
Figure 1: Example of the block covariance matrices for the sample-specific vectors (top row) and centroids (bottom row) at low intensity (left column) and high intensity (right column).
5 ResNet50 Analyses

We generated object manifolds from the ResNet 50 architecture trained with SimCLR \cite{10, 11} using a similar procedure as in \cite{3}. On each of the five experimental runs, we first randomly selected $P = 70$ ImageNet classes and chose 45 samples per class. We then extracted the activations from a sub-sample of 13 out of the 49 ReLU layers in the network, as well as the final average pooling operation. As described in \cite{11}, these ReLU layers are the result of applying the rectified linear non-linearity $\text{ReLU}(x) = \max\{0, x\}$ elementwise to the outputs of convolutional layers. The layer width of the final average pooling layer was 2,048, while the layer widths of the ReLU layers ranged from 25,088 to 802,816. Given the size of these layers we projected the activations of the raw input and the ReLU layers onto $N = 8,000$ vectors sampled randomly from the unit sphere in order to conserve memory as in \cite{3}. We then applied the low rank approximation from \cite{3}, the simulation capacity algorithm from \cite{12}, and our $\alpha_{cor}$ estimator to the projected manifolds. Note that we perform the random projection before performing any of the steps described in Supplementary Section 3. Code reproducing all analyses may be found in \cite{9}.
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