An Efficient Lossless Compression Method for Periodic Signals Based on Adaptive Dictionary Predictive Coding
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Abstract: This paper reports on an efficient lossless compression method for periodic signals based on adaptive dictionary predictive coding. Some previous methods for data compression, such as difference pulse coding (DPCM), discrete cosine transform (DCT), lifting wavelet transform (LWT) and KL transform (KLT), lack a suitable transformation method to make these data less redundant and better compressed. A new predictive coding approach, basing on the adaptive dictionary, is proposed to improve the compression ratio of the periodic signal. The main criterion of lossless compression is the compression ratio (CR). In order to verify the effectiveness of the adaptive dictionary predictive coding for periodic signal compression, different transform coding technologies, including DPCM, 2-D DCT, and 2-D LWT, are compared. The results obtained prove that the adaptive dictionary predictive coding can effectively improve data compression efficiency compared with traditional transform coding technology.

Keywords: lossless compression; periodic signals; adaptive dictionary; predictive coding; transform coding

1. Introduction

With the popularization of digitalization, computers and data processing equipment have penetrated into all walks of life, and analog communication has almost been replaced by digital communication. People are faced with the rapid growth of mass information, and the increasing amount of data transmitted, processed and stored has caused great pressure on the transmission bandwidth, storage capacity and processing speed. For example, the Fuji Electric’s PowerSataliteII measurement terminal recorded a power quality fault of 2 s in length, and the generated recording file was 948 kB. It can be seen from this that the huge amount of data takes up a lot of limited storage space and network resources. Therefore, researching efficient data compression methods that reduce the redundancy existing in massive data has become an urgent need in many modern industries. This includes power quality signal compression in the power industry and ECG signal compression in the medical industry, which are periodic signals or quasi-periodic signals.

Data compression is the smallest digital representation of the signal sent by the source, reducing the signal space that contains a given message set or data sampling set. The general steps of data compression and decompression are shown in Figure 1. The compression process mainly includes three steps: transform coding [1–3], quantization, and entropy coding [4–7] or dictionary compression [8,9]. The decompression process mainly includes three steps: entropy decoding or dictionary decompression, inverse quantization, and inverse transform.
An, Q proposed a data compression method for power quality monitoring based on two-dimensional discrete cosine transform (DCT), which converts one-dimensional data into two-dimensional data for data compression [10]. Zhang, R proposed a new three-phase power quality data compression method based on wavelet transform, which, combined with Lempel-Ziv-Welch (LZW) coding, achieves a good compression effect on power quality signal compression [11]. Tsai, T proposed a multi-channel lossless ECG compression algorithm that uses exponentially weighted multi-channel linear prediction and adaptive Golomb-Rice coding [12]. Alam, S proposed a DPCM-based threshold data compression technology for real-time remote monitoring applications, which uses simple calculation and a high compression ratio [13]. Liu, B demonstrated a unified GAN based signal compression framework for image and speech signals [14]. Wang, I proposed a framework of combining machine learning based classification and pre-existing coding algorithms, along with a novel revamp of using DPCM for DWT coefficients [15].

In order to improve the accuracy of prediction, Huang, F proposed a novel ECG signal prediction method based on the autoregressive integrated moving average (ARIMA) model and discrete wavelet transform (DWT) [16]. Suhartono proposed a hybrid spatio-temporal model by combining the generalized space–time autoregressive with exogenous variable and recurrent neural network (GSTARX-RNN) for space–time data forecasting with calendar variation effect [17].

The pattern matching predictor has been studied for a long time with many results. Jacquet, P proposed a universal predictor based on pattern matching, called the sampled pattern matching (SPM), which is a modification of the Ehrenfeucht–Mycielski pseudorandom generator algorithm [18]. Although SPM has a good prediction ability for periodic signals, it involves pattern matching. The complexity of the algorithm is increased by the matching of the maximal suffix, which makes the real-time performance of the algorithm worse. Feder, M proposed the FS predictor, which can calculate the minimum fraction of prediction errors [19]. The FS predictor mainly predicts binary sequences. For multi-bit wide digital sequences, its complexity is high.

Data signals generally have strong time redundancy, but there are more characters in the signal and the distribution probability of characters is relatively uniform. If entropy coding or dictionary compression is directly used to compress data signals, not only is the compression ratio low, but the compression time is also long, which cannot meet the compression requirements. If we can group similar contexts together, the symbols that follow them are likely to be the same, and a very simple and efficient compression strategy can be exploited. Among context-based algorithms, the most famous is the partial matching prediction (PPM) algorithm, which was first proposed by Cleary and Witten [20] in 1984. For time-series signals, the ARIMA model and RNN model can accurately predict, but their algorithm complexity is high, so they are mostly used for time series with low real-time requirements such as air temperature and wind speed. Unfortunately, in the process of data compression, massive data prediction is required, and the ARIMA model and the RNN model take a lot of time. Therefore, they do not meet the real-time requirements of data compression [18,19].
To solve the problem of periodic signal compression, we propose an efficient lossless compression method for periodic signals based on the adaptive dictionary. According to the data value of the past, the dictionary model is used to predict the current data value. The prediction coding usually does not directly code the signal, but codes the prediction error. Because the adaptive dictionary predictive coding concentrates most of the data in a small amount of data, it effectively reduces the amount of data to obtain a high compression ratio.

2. Algorithm Introduction

2.1. Coding Algorithm Introduction

As shown in Figure 2, it is assumed that a sequence \( \{s(k)\} \) \((k = 1, 2, \ldots, n)\) is given. Each symbol \( s(k) \) belong to a finite digital sequence \( e(k) \) is the output of the coding process. In the periodic signal, there is a great correlation between the different periods of the signal; therefore, the multivariate digital group of the periodic signal, such as the ternary group \((s(k-2), s(k-1), s(k))\), will have great repeatability. When a periodic signal is predicted, the history information of the signal is important. We built a dictionary to store the history information of the signal. Because the history information of the signal is rich. According to the characteristics of the periodic signal, the adaptive dictionary is only used to store the information of the above ternary groups. In this way, not only can the periodic signal can be accurately predicted, but the size of the dictionary is not very large and it is easy to implement it in the project. In order to reduce the complexity of querying the dictionary, for a ternary digit group \((s(k-2), s(k-1), s(k))\), the first two digits \( s(k-2) \) and \( s(k-1) \) are used to store the two-dimensional address of \( s(k) \). Although this is not unique mapping and will cause memory conflicts, the complexity of the dictionary lookup algorithm is low, just \( O(1) \). When a memory conflict is encountered, the current ternary group directly overwrites the previous ternary group. In this way, the dictionary created by us will be dynamic, which is adaptive. Furthermore, the larger the dimension of the adaptive dictionary, the lower the probability of the memory conflicts. However, as the dictionary dimension increases, the storage size of the dictionary will increase dramatically. The storage size of the high-dimensional dictionary will be unacceptable to us. Therefore, the two-dimensional dictionary will be our best choice. Before introducing the algorithm, we introduce a definition:

![Figure 2. Principle block diagram of the coding algorithm.](image-url)
(1) We define \( s(k-2), s(k-1) \) as the first two adjacent digitals of \( s(k) \).

First, the two-dimensional dictionary \( D \) is created, whose size is \( n \times n \). The coded digitals are then stored in the adaptive dictionary. The position of the digital in the dictionary is the two-dimensional coordinate formed by the first two adjacent digitals \( s(k-2) \) and \( s(k-1) \). Then the current digital \( s(k) \), whose first two adjacent digitals make up the address \((s(k-2), s(k-1))\), is coded, and the predicted value \( s'(k) \) of the current digital to be coded is read in the dictionary \( D \). Then the current coded digital \( s(k) \) is subtracted from the predicted value \( s'(k) \) to obtain an error signal \( e(k) = s(k) - s'(k) \). The error signal is a signal used when the dictionary is incomplete.

For the coding process, there are two special cases, as follows:

1. **The first two digits** \( s(1), s(2) \) in the input array \( \{s(k)\} \) to be coded do not have the first two adjacent digitals. Therefore, the first two digitals cannot be coded, and they need to be directly output as they are.

2. **In the early stage of the coding process**, because the dictionary \( D \) is not complete, there may not be predicted values in the dictionary. According to the first two adjacent digitals, Equation (1) can be used as the predicted value of the current digital to be coded.

\[
    s'(k) = a \cdot s(k-2) + b \cdot s(k-1), \tag{1}
\]

where \( k \) is the position of the character to be coded in the input array \( \{s(k)\} \), \( s'(k) \) is the predicted value of the current digital to be coded, \( s(k-1) \) and \( s(k-2) \) are the first two adjacent digitals of the current digital \( s(k) \) to be coded, and \( a \) and \( b \) are prediction constants.

In the process of predictive coding, Equation (1) is used when the dictionary is incomplete. Therefore, the parameters \( a \) and \( b \) are fixed and can be used as general linear predictions. In the experiments in this paper, \( a = 1, b = -2 \).

Algorithm 1 is the step of coding algorithm, which works as follows:

**Algorithm 1** steps of coding algorithm

Input: coded input \( \{s(k)\} \) Output: coded output \( \{e(k)\} \)

Initialize dictionary \( D \)
Initialize address index \( k \leftarrow 0 \)

while \( k < \text{n} \) (%n is the length of input array \( \{s(k)\} \))

\( k \leftarrow k + 1 \)

if \( k < 3 \)

then \( e(k) \leftarrow s(k) \)

else if \( D(s(k-2), s(k-1)) = \text{NULL} \)

then \( s'(k) \leftarrow a \cdot s(k-2) + b \cdot s(k-1) \)

else \( s'(k) \leftarrow D(s(k-2), s(k-1)) \)

\( e(k) \leftarrow s(k) - s'(k) \)

\( D(s(k-2), s(k-1)) \leftarrow s(k) \)

end

This example is Algorithm 1, which is shown in Figure 3. Assume that the input period data stream for the encoder is ‘2 3 1 2 3 1 2 3’. First, the first two digitals are read by the encoder. However, their first two adjacent digitals do not exist. Thus, they are directly output as they are (Figure 3a). When the dictionary is not complete, the dictionary \( D(3,1) \) is empty. The coded data is predicted as \(-1\) by Equation (1). In Equation (1), \( a = -1, b = 2 \). Thus, the output value of the encoder is 3 (Figure 3b). When the dictionary is complete, the dictionary \( D(2,3) \) is not empty. The coded data is predicted as
1 by the dictionary. Thus, the output value of the encoder is 0 (Figure 3c). When the dictionary is complete, the dictionary is still updated after each prediction (Figure 3d). Finally, the data stream output by the encoder is ‘2 3 3 0 0 0 0 0 0’.

2.2. Decoding Algorithm Introduction

As shown in Figure 4, the decoding process is very similar to the coding process, it is assumed that a sequence \( \{e(k)\} (k = 1, 2, \ldots, n) \) is given. Each symbol \( e(k) \) belongs to a finite digital. The sequence \( u(k) \) is the output of the decoding process.

First, the two-dimensional dictionary \( H \) is created, whose size is the same as the dictionary \( D \) of the coding process. The decoding output \( u(k) \) of \( e(k) \) is stored in the dictionary. The position of the digital \( u(k) \) in the dictionary is the two-dimensional coordinate formed by the first two adjacent digitals \( u(k-2) \) and \( u(k-1) \). When the current decoded digital \( e(k) \) is decoded, the predicted value \( u'(k) \) of the decoded digital is read in the dictionary with the address coordinate \( (u(k-2), u(k-1)) \) of the first two adjacent digitals \( u(k) \). Then the digital \( e(k) \) to be decoded and the predicted value \( u'(k) \) are added to get a signal \( u(k) = e(k) + u'(k) \), which is the decoded output signal. When the decoding process ends, the adaptive dictionary is still discarded.

For the decoding process, this method has two special cases, as follows:

1. The first two digitals \( e(1), e(2) \) in the input array \( \{e(k)\} \) to be decoded do not have the first two adjacent digitals. Therefore, the first two digitals cannot be decoded, and they need to be directly output as they are.

2. In the early stage of the decoding process, because the dictionary \( H \) is not complete, there may not be predicted values in the dictionary. According to the first two adjacent digitals of the decoded output \( u(k) \), Equation (2) can be used as the predicted value of the current digital to be encoded.
Figure 4. Principle block diagram of the decoding algorithm.

For the decoding process, this method has two special cases, as follows:

1. The first two digits of the input array \( e_k \) to be decoded do not have the first two adjacent digits. Therefore, the first two digits cannot be decoded, and they need to be directly output as they are.

2. In the early stage of the decoding process, because the dictionary \( H \) is not complete, there may not be predicted values in the dictionary. According to the first two adjacent digits of the decoded output \( u_k \), Equation (2) can be used as the predicted value of the current digital to be encoded.

\[
    u'(k) = a \cdot u(k-2) + b \cdot u(k-1), \tag{2}
\]

where \( u'(k) \) is the predicted value of the current digital to be decoded, \( u(k-1) \) and \( u(k-2) \) are the first two adjacent digits of the output of the current decoded digital. \( a \) and \( b \) are constant prediction coefficients, which are the same as the prediction Equation (1) coefficient in the coding process.

Algorithm 2 is the step of decoding algorithm, which works as follows:

**Algorithm 2 steps of decoding algorithm**

Input: decoded input \( \{e(k)\} \)  
Output: decoded output \( \{u(k)\} \)

1. Initialize- dictionary \( H \)  
2. Initialize- address index \( k \leftarrow 0 \)  
3. while \( k <= n \) (\( n \) is the length of input array \( \{s(k)\} \))  
   do \( k \leftarrow k+1 \)  
      if \( k < 3 \)  
      then \( u(k) \leftarrow e(k) \)  
      elseif \( H(u(k-2), u(k-1)) = \text{NULL} \)  
      then \( u'(k) \leftarrow a \cdot u(k-2) + b \cdot u(k-1) \)  
      else \( u'(k) \leftarrow H(u(k-2), u(k-1)) \)  
      \( u(k) \leftarrow e(k) + u'(k) \)  
      \( H(u(k-2), u(k-1)) \leftarrow u(k) \)

The example is Algorithm 2, which is shown in Figure 5. Assume that the input data stream for the decoder is ‘2 3 –3 3 0 0 0 0 0’ . First, the first two digits are read by the decoder. However, their first two adjacent digits do not exist. Thus, they are directly output as they are (Figure 5a). When the dictionary is not complete, the dictionary \( H(3,1) \) is empty. The decoded data is predicted as \( -1 \) by Equation (2). In the Equation (2), \( a = -1, b = 2 \). Thus, the output value of the decoder is 2 (Figure 5b). When the dictionary is complete, the dictionary \( H(2,3) \) is not empty. The decoded data
is predicted as 1 by the dictionary. Thus, the output value of the decoder is 1 (Figure 5c). When the
dictionary is complete, the dictionary is still updated after each prediction (Figure 5d). Finally, the data
stream output by the decoder is ‘2 3 1 2 3 1 2 3 1 2’.

---

**Figure 5.** Example of predictive decoding algorithm based on adaptive dictionary.

3. **Experiment and Result Analysis**

3.1. **Experiment**

In the experiment, we use MATLAB2014b as an algorithm verification tool. Our process of
compressing the signal is shown in Figure 6.

![The block diagram of a compression system.](image)

The block diagram of a compression system.

The lossless compression system does not include ‘data quantization’, which is a step of a lossy
compression system. First, the test signal is processed by DC level shifting. Then, the transform
coding or the predictive coding is used to process the signal. Finally, LZW is used to further compress
the signal.

The calculation formula of DC level shifting is

\[ y = x - x_{\text{min}} \]  

(3)

where \( x \) is compressed data and \( x_{\text{min}} \) is the minimum value of the compressed data.

The experiment contains a total of three sets of data:
(1) The first set of data is a periodic signal that changes period and amplitude with time to verify the feasibility of a lossless compression system.

(2) The second set of data is a periodic signal with a period $T = 200$ and a signal length of $L = 10 \text{ K}$. It is used to verify the effect of block size on compression efficiency. The formula of the signal is

$$y = 80z + 50\sin\left(\frac{2\pi}{50}x\right) + 10\sin\left(\frac{2\pi}{20}x\right), \quad (4)$$

$$z = \begin{cases} 
\frac{8}{9}(x - 200 \cdot n) & 200n \leq x < 200n + 180 \\
-8(x - 200 \cdot (n + 1)) & 200n + 180 \leq x < 200n + 200 
\end{cases} \quad (5)$$

where $n = 0, 1, \ldots, 50$.

(3) The last set of data we selected is 10 different periodic signals, whose periods and amplitudes are different. Because the wavelet basis function has rich frequency domain information, we perform periodic extension of the wavelet basis function to obtain the above-mentioned 10 different sets of periodic signals. The detailed information of these 10 sets of periodic signals is shown in Table 1.

| Wavelet | Period | Length (Bit) | Width (Bit) |
|---------|--------|--------------|-------------|
| bior2.4 | 320    | 102.4 K      | 12          |
| coi3    | 272    | 74 K         | 12          |
| db4     | 224    | 50 K         | 12          |
| dmey    | 200    | 40 K         | 12          |
| haar    | 256    | 65.5 K       | 12          |
| mexihat | 256    | 65.5 K       | 12          |
| meyer   | 256    | 65.5 K       | 12          |
| morlet  | 256    | 65.5 K       | 12          |
| rbio2.4 | 288    | 82.9 K       | 12          |
| sym4    | 224    | 50 K         | 12          |

In [10,11], the authors studied the data compression algorithm based on the two-dimensional lifting format wavelet transform (2-D LWT) and two-dimensional discrete cosine transform (2-D DCT) in order to improve the data compression ratio and the efficiency of the compression algorithm. The basic idea is to first convert the periodic signal to be compressed from one-dimensional space to two-dimensional space, and then perform two-dimensional wavelet decomposition and two-dimensional discrete cosine transform, which can improve compression efficiency. The process of two-dimensional expression of one-dimensional data is as follows:

(1) Segment the one-dimensional periodic signal along the period of the signal.

(2) Arrange the cut signal into a two-dimensional signal.

In Figure 7, the process of two-dimension expression of one-dimension data is shown.

In the experiment, we chose several methods that currently have a good compression effect on periodic signals. They are two-dimensional discrete cosine transform (2-D DCT) [10], two-dimensional lifting wavelet transform (2-D LWT) [11] and differential pulse code modulation (DPCM) [13]. In addition, we used LZW to further compress the encoded output.
In the experiment, we chose several methods that currently have a good compression effect on periodic signals. They are two-dimensional discrete cosine transform (2-D DCT) [10], two-dimensional lifting wavelet transform (2-D LWT) [11] and differential pulse code modulation (DPCM) [13]. In addition, we used LZW to further compress the encoded output.

The workflow of these three methods is as follows:

In reference [10], 2-D DCT works as follows:

1. Segment 1-D signal along with multiples of the signal’s period.
2. Arrange the signal into a 2-D signal.
3. Divide the 2-D signal into 8×8 matrix blocks.
4. Perform 2D discrete cosine transform on 8×8 matrix blocks.
5. Quantize the transformed output.

In reference [11], 2-D LWT works as follows:

1. Segment 1-D signal along with multiples of the signal’s period.
2. Arrange the signal into a 2-D signal.
3. Perform 3-layer lifting wavelet transform on 2-D signal.
4. Quantize the transformed output.

DPCM works as follows:

1. The formula for predicting the actual value \( x(k) \) is

\[
x'(k) = \sum_{i=1}^{N} a(i)x(k-i),
\]

(6)

2. The calculation formula of the output result signal is

\[
e(k) = x(k) - x'(k),
\]

(7)

where \( x'(k) \) is the predicted value of the encoded number \( x(k) \), and \( a(i) \) is the prediction coefficient.

3.2. Experimental Evaluation Index

In the experiment, the compression ratio (CR) and information entropy were selected as the evaluation index. In addition, the peak signal to noise ratio (PSNR) is an objective standard for evaluating data compression.

The entropy feature is a measure of the uncertainty of a random variable [21]. The calculation formula of the average information entropy is

\[
H(X) = -\sum_{i=1}^{n} p(x(i)) \log_2 p(x(i)),
\]

(8)
where $X$ is the source, $x(i)$ is the character in the source, $p(x(i))$ is the probability that the character $x(i)$ appears in the source $X$, and the unit of $H(X)$ is bit/sign.

Equation (8) is the required sequence $\{x(i)\}$ as a discrete memoryless source. The method proposed in this paper is a prediction method, whose output is the prediction errors. The prediction error sequences are independent of each other, so it is memoryless. The amount of information in the predicted output sequence can be measured by the average information entropy, which can reflect the compressibility of the sequence.

The calculation formula of PSNR is:

$$PSNR = 10 \cdot \log_{10} \left( \frac{MAX^2}{\frac{1}{L} \sum_{i=1}^{L} [x(i) - x'(i)]^2} \right), \quad (9)$$

where $x$ is the original signal, $x'$ is the signal after adding noise, $L$ is the length of the signal, $MAX$ is the maximum value of the signal, and PSNR is measured in dB.

The calculation formula for the compression ratio is:

$$M = \frac{S_{in}}{S_{out}}, \quad (10)$$

where $S_{in}$ is the byte size before data compression, and $S_{out}$ is the byte size after data compression.

### 3.3. Result Analysis

In order to verify the efficiency and adaptability of the method proposed in this paper, we used the method to predict and code the periodic signal, which has a varying period and amplitude.

Figure 8 verifies the efficiency and adaptability of the method proposed in this paper. We observed that the amplitude and period of the periodic signal change, which has little effect on the prediction accuracy of this method. This effect only occurs in the first period of amplitude and period changes. In addition, the output of the coding has a strong “energy concentration” characteristic, which has many 0 values. Furthermore, the method proposed in this paper is a lossless compression algorithm.

![Figure 8](image-url)

**Figure 8.** (a) Original signal (b) Coding output (c) Decoding output (d) Error between the decoding output and the original signal.
Next, the original signal in Figure 8 was the added noise, whose signal to noise ratio is 34.2 dB. In Figure 9, the prediction effect of this algorithm on the noise-added periodic signal, whose prediction effect is worse than the prediction effect in the Figure 8, is shown. This is because the method proposed in this paper is a lossless compression algorithm. We added the noise to the periodic signal, and the amplitude of the signal is random within a certain range. It is difficult for the prediction model to use context information to accurately predict the amplitude of the signal, so the output prediction residuals fluctuate within a small range. Therefore, the signal in Figure 9 is also the next in-depth research direction of this algorithm.

Figure 9. (a) The signals containing additive noise (b) Coding output (c) Decoding output (d) Error between the decoding output result and the original signal.

Then, the period signal with period $T = 200$ is selected. The signal was cut to different sizes $(L = 1, 2, \ldots, 10K)$, which were coded by the method proposed in this paper. The entropy of the coding output were calculated by Equation (8).

By comparing the results in Figure 10, we can know that the larger the compressed data size, the better the predictive coding effect of this method. In addition, when the size of the compressed data is large enough, the information entropy no longer decreases, and the information entropy at this time reaches the limit.

Finally, we selected 10 sets of sample signals that have different periods and amplitudes. The different methods, including the methods of this paper, 2-D DCT, 2-D LWT, and DPCM were selected to code 10 sets of periodic signals. In addition, LZW was used to further compress the signal.

By comparing the results in Figure 11 and Table 2, we can see that the coding effect of this paper’s method on periodic signals is much better than the other three methods. When the coding output of the method proposed in this paper is compressed by LZW, the compression ratio is much higher than the other three methods. Furthermore, the method proposed in this paper belongs to lossless compression. When the signal is compressed by the method, the signal information will not be lost.
The time complexity of our proposed method, DPCM, 2-D DCT, and 2-D LWT are presented in Table 2. The time complexity of our proposed method is the same as that of DPCM and 2-D LWT, and is simpler than that of 2-D DCT.

Table 2. Comparison of the compression ratio of the methods proposed in this paper with 2-D DCT, 2-D LWT, and DPCM.

| Coding Methods | CRmean | CRmin | CRmax | PSNR (dB) |
|----------------|--------|-------|-------|-----------|
| Proposed method | 64.90  | 32.11 | 129.77| -         |
| 2-D DCT         | 46.78  | 32.72 | 98.92 | 63.77     |
| 2-D LWT         | 20.78  | 14.87 | 25.22 | 56.07     |
| DPCM            | 21.00  | 11.31 | 50.63 | -         |

CRmean is the average of the compression ratio of 10 sets of data value, CRmin is the minimum value of 10 sets of data compression ratio, CRmax is the maximum value of 10 sets of data compression ratio. In addition, the encoded output results of 2-D DCT and 2-D LWT are quantized, so they belong to lossy compression. We calculated the compression ratio by Equation (10). PSNR is the peak signal to noise ratio of the output signal. When the value of PSNR is “-”, it represents lossless compression. We calculated PSNR by Equation (9).

Figure 10. The effect of block size on compression efficiency.

Figure 11. Comparison of the compression ratio of the signal compression by LZW.

Table 3. The time complexity of our proposed method is the same as that of DPCM and 2-D LWT, and is simpler than that of 2-D DCT.
Table 3. Time complexity of different methods.

| Coding Methods | Time Complexity |
|----------------|-----------------|
| Proposed method | $O(n)$          |
| DPCM           | $O(n)$          |
| 2-D DCT        | $O(n^2)$        |
| 2-D LWT        | $O(n)$          |

4. Conclusions

In this paper, aiming at the problem of periodic signal compression, a new adaptive coding method was proposed. Its coding output is compressed by LZW. Experimentally, we can verify that the advantages of our proposed method are:

1. The results obtained proved that the output of the coding has a strong “energy concentration” characteristic, which has many 0 values.
2. Our proposed method has a strong adaptive ability, the amplitude and period of the periodic signal change, which has little effect on the prediction accuracy of this method.
3. By comparing with 2-D DCT, 2-D LWT, and DPCM, our proposed method is more effective in compressing periodic signals. It is combined with LZW to compress the periodic signal and has a high compression ratio.
4. The complexity of the method proposed in this paper, which is $O(n)$, is low.
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