Quantum Dynamical Phase Transition in a Spin-Orbit Coupled Bose Condensate
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Spin-orbit coupled bosons can exhibit rich equilibrium phases at low temperature and in the presence of particle-particle interactions. In the case with a 1D synthetic spin-orbit interaction, it has been observed that the ground state of a Bose gas can be a normal phase, stripe phase, or magnetized phase in different experimentally controllable parameter regimes. The magnetized states are doubly degenerate and consist of a many-particle two-state system. In this work, we investigate the nonequilibrium quantum dynamics by switching on an external perturbation to induce resonant couplings between the magnetized phases, and predict the novel quantum spin dynamics which cannot be obtained in the single-particle systems. In particular, due to particle-particle interactions, the transition of the Bose condensate from one magnetized phase to the other is forbidden when the strength of external perturbation is less than a critical value, and a full transition can occur only when the perturbation exceeds such critical strength. This phenomenon manifests itself a quantum dynamical phase transition, with the critical point behavior being exactly solvable. From the numerical simulations and exact analytic studies we show that the predicted many-body effects can be well observed with the current experiments.

PACS numbers:

Introduction

In quantum mechanics, a resonant quantum oscillation can occur between two single-particle states when the system is subject to external perturbation which drives resonant couplings between the states \([1]\). The full transition from one quantum state to another can occur after one-half period evolution, no matter how weak the resonant coupling is. Such two-state mechanism has been at the heart of understanding fundamental quantum dynamics and developing applications in atomic, molecular, optical, and condensed matter systems. A Bose-Einstein condensate (BEC) of many atoms can be described with a global wave function, which resembles a single-particle quantum state \([2]\). In the absence of particle-particle interactions, the quantum dynamics of a BEC are similar as those in a single-particle system.

Recently, a breakthrough progress for cold atoms is the experimental realization of synthetic spin-orbit (SO) coupling for (pseudo)spin-1/2 bosons \([3]\) and fermions \([4, 5]\), which has generated exciting pursuit of exotic physics including the novel SO effects \([6,13]\) and topological phases \([19,27]\), and open new possibilities to probe novel quantum spin dynamics. So far the realized SO interaction is of the one-dimensional (1D) form, and is generated through two-photon Raman process which couples the two spin states and transfers momentum between them simultaneously \([7,10]\). The SO coupling brings a rich structure in the single particle spectra of which the lowest energy subband can be in the single-well or double-well form by tuning the Raman coupling strength \([10]\). For bosons, the double-well dispersion relation is particularly interesting, for it has two degenerate minima with opposite finite momenta in the single-particle spectrum. As a consequence of the competition between the kinetic and interaction energies, at low temperature the bosons may condense in a fixed finite momentum state (magnetized phase), which is of two-fold degeneracy, or in the superposition of two degenerate states with opposite finite momenta (stripe phase) \([28,31]\). These novel phases have been recently observed in the experiment with \(^{87}\)Rb atoms \([22]\). Rather than being single-particle states, the two magnetized phases with opposite finite momenta consist of a degenerate many-particle two-state system. This brings about an interesting question that what nontrivial dynamics can be expected by applying an external perturbation to couple resonantly such two many-particle ground states?

Results.- In this work, we investigate the transitions between different many-particle states of a SO coupled BEC induced by external perturbation, and uncover novel quantum spin dynamics which cannot be obtained from single-particle systems. The main results are outlined below. Starting from the magnetized phase with the momentum \(k_x = k_m\), an external perturbation is switched on to drive transition from the initial phase to the one at \(k = -k_m\). (i) A critical value \(V_{p,\text{crit}}\), which depends on the particle-particle interactions, is predicted for the perturbation. When the strength of perturbation is below the critical value, the maximum transition ratio, given by \(|\beta_{\text{max}}^2|\), is always less than \(1/2\). (ii) By
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increasing the perturbation strength to be above $V_{pcrit}$, we find that the maximum transition ratio sudden jumps from $|\beta_{max}^2| < 1/2$ to $|\beta_{max}^2| = 1$, rendering a novel quantum dynamical phase transition \[33, 35\]. (iii) The time of transition between the two ground phases diverges logarithmically as the perturbation approaches the critical point, while in the case with the perturbation far above the critical magnitude, the transition becomes similar to the quantum dynamics of a single-particle two-state system. These predictions can be observed in the experiment by measuring the time evolution of spin polarization of the condensate.

**Magnetized Phases and Induced Couplings**

The system we consider is a spin-1/2 BEC of $^{87}\text{Rb}$ atoms with 1D synthetic SO interaction generated by two-photon Raman coupling \[3, 36\]. In the presence of the particle-particle interactions, the Hamiltonian of the system is given by (let $h = m = 1$ for simplicity)

$$H_{BE} = H_0 + H_{int},$$

where the single-particle term $H_0$ includes 1D SO coupling along $x$ direction and $H_{int}$ is the interacting term

$$H_0 = \sum_{ss',\pm} \int d^3r \psi_{s}^\dagger \left( -\frac{\nabla^2}{2} + i\hbar k_0 \sigma_z + \frac{\Omega}{2} \sigma_x \right)_{ss'} \psi_{s'},$$

$$H_{int} = \int d^3r \frac{g_s}{2} \left( \psi_{\uparrow\uparrow}^\dagger \psi_{\downarrow\downarrow} \psi_{\downarrow\uparrow}^\dagger \psi_{\uparrow\downarrow} + \psi_{\downarrow\downarrow}^\dagger \psi_{\downarrow\uparrow} \psi_{\uparrow\downarrow}^\dagger \psi_{\uparrow\uparrow} \right)$$

$$+ \int d^3r \frac{g_a}{2} \psi_{\uparrow\uparrow}^\dagger \psi_{\downarrow\uparrow}^\dagger \psi_{\downarrow\downarrow}^\dagger \psi_{\uparrow\downarrow}.$$

Here the field operator $\psi_s(r)$ ($\psi_s^\dagger(r)$) annihilates (creates) a particle at position $r$ and in the spin state $s = \uparrow, \downarrow$, the two-photon Raman coupling strength $\Omega$ serves as an effective Zeeman field along $x$ axis, and the SO coefficient $k_0$ is determined by the wave vector of Raman lasers. The interacting coefficients $g_s = (g_{\uparrow\uparrow} + g_{\downarrow\downarrow})/2$ and $g_a = g_{\uparrow\downarrow}$, where $g_{ss'}$ represents the interacting coefficient between atomic species $s$ and $s'$. We have neglected the difference between $g_{\uparrow\uparrow}$ and $g_{\downarrow\downarrow}$, since it can be absorbed as an effective two-photon detuning in the Raman coupling and be compensated by properly tuning the frequencies of Raman lasers in the experiment \[37\]. Diagonalizing the single-particle Hamiltonian $H_0$ yields two subbands with energies $E_{\pm \text{kin}}^\pm = k_x^2 \pm \sqrt{k_0^2 k_x^2 + \Omega^2 / 4}$. The upper subband energy $E_{\text{kin}}^+$ has two degenerate minima at $\pm k_{\text{min}} = \pm k_0 (1 - \Omega^2 / 4k_0^2)^{1/2}$ when $|\Omega| < 2k_0^2$, while it has a single minimum at $k_{\text{min}} = 0$ if $|\Omega| > 2k_0^2$ \[10\]. The former band structure leads to nontrivial phases for bosons even at zero temperature.

The Hamiltonian $H_{BE}$ has three distinct ground phases due to the competition between the kinetic and interaction energies which can be controlled in the experiment by manipulating $\Omega$ and the condensate density $n = n_\uparrow + n_\downarrow$, where $n_s$ represents the atomic density of the spin component $s$. In general, the condensate wave function of these ground phases take the following form

$$\Phi_{BE}(r) = \sqrt{n} \left[ \alpha u_R(\theta) e^{ik_m x} + \beta u_L(\theta) e^{-ik_m x} \right],$$

where $u_R = (\cos \theta, -\sin \theta)^T$ and $u_L = (\sin \theta, -\cos \theta)^T$ with $\tan 2\theta = \Omega / (2k_0 k_m)$. The three different phases are separated by two critical Raman strengths $\Omega_{c1, c2}$, which depend on condensate density and satisfy $\Omega_{c1} > \Omega_{c2}$ \[37\]. In the large Raman coupling regime, namely, when $\Omega > \Omega_{c1}$, the total energy minimizes at $k_m = 0$, giving the trivial condensate phase. In the small Raman coupling regime with $\Omega < \Omega_{c2}$, the ground phase is a superposition of the states with finite momenta $k_x = \pm k_m$ (generically different from $\pm k_{\text{min}}$) [see Fig. 1(a,b)], $\alpha$, $\beta$ and $k_m$ are variational parameters and should be determined by minimizing the total energy of the system. The three different phases are separated by two critical Raman strengths $\Omega_{c1, c2}$, which depend on condensate density and satisfy $\Omega_{c1} > \Omega_{c2}$ \[37\]. In the large Raman coupling regime, namely, when $\Omega > \Omega_{c1}$, the total energy minimizes at $k_m = 0$, giving the trivial condensate phase. In the small Raman coupling regime with $\Omega < \Omega_{c2}$, the ground phase is a superposition of the states with finite momenta $k_x = \pm k_m$ (generically different from $\pm k_{\text{min}}$) [see Fig. 1(a,b)]. Note that the magnetized phases distinct from each other by a finite momentum $\delta k$ are magnetized states. These novel phases have been recently observed in the experiment with $^{87}\text{Rb}$ at temperature of a few tens of mK \[32\].

The magnetized phases break both the $U(1)$ and $Z_2$ mirror symmetries of the Hamiltonian $H_{BE}$, with the mirror symmetry defined by $M_x = i\sigma_x$ and connecting the two magnetized phases at $k_x = \pm k_m$. The main purpose of this work is to study the quantum spin dynamics for this two state system by introducing an external perturbation to couple resonantly the two magnetized phases [see Fig. 1(c)]. Note that the magnetized phases distinct from each other by a finite momentum $\delta k$ are magnetized states. To induce quantum transitions between such two phases, we switch on a perturbation at the time $t = 0$ in the following form

$$V_{ex}(r, t) = \begin{cases} 0, & t < 0 \\ V_0 \int d^3r \cos^2 k_m x \left( \psi_{\uparrow}^\dagger \psi_{\uparrow} + \psi_{\downarrow}^\dagger \psi_{\downarrow} \right), & t > 0 \end{cases}$$

where $V_0$ represents the perturbation strength. The above perturbation is simply an additional lattice potential which can be readily generated by a standing wave light with wave vector $k_R = k_m$. We note that in general $V_{ex}$ can induce couplings between any two states with momentum difference $\pm 2k_m$. Thus it may drive transitions from the magnetized phases to other states with e.g. the momenta $k_x = \pm 3k_m$. These states, however, have large energy mismatch compared with the energy of the ground phases. Taking into account such transitions does not affect the main results of this work, as we shall discuss later. Below for convenience we first neglect these additional couplings. On the other hand, from Fig. 1(a,b) we read that for magnetized phases $k_m \simeq k_{\text{min}} \simeq k_0$, which
the ratio \( k \) by setting an external potential switched on at \( c \). The ratio between the condensate momentum \( k \) and \( k_0 \) in the unit of \( k_0^2 \). The ratio between the condensate momentum \( k \) and \( k_{min} \). As the Raman coupling \( \Omega \) increases, the ratios \( k_{min}/k_0 \) and \( k_{min}/k_0 \) increase for the stripe phase regime, and decrease for the magnetized phase regime, and is zero for the normal regime, respectively. c. Starting with a magnetized phase, an additional external potential switched on at \( t = 0 \) can drive resonant couplings between the two degenerate magnetized phases.

Quantum Oscillation of Magnetized Phases

Equation of Motion. We first derive explicitly the equation of motion for the condensate by keeping only the transitions between the two magnetized states. This can be performed by calculating the commutators in Eq. 4 and projecting the results onto the ground states generated by \( \psi_R \) and \( \psi_L \). The resulted equation in the mean-field approximation governs the quantum spin dynamics for the magnetized phases. The relevant commutators can be verified by (details can be found in the Supplementary Material [38])

\[
[\psi_R/L, H_0] = E_{kin}^R \psi_R/L, \\
[\psi_R/L, V_{ex}] = (V_0/2) \psi_R/L + V_p \psi_L/R, \\
[\psi_R/L, H_{int}] = [G_1 \pm E_m (|\alpha|^2 - |\beta|^2)] \psi_R/L - 2E_s [\Re (\alpha \beta^*) \pm i \Im (\alpha \beta^*)] \psi_L/R, 
\]

where \( V_p = \frac{V_0}{2} \cos \theta \sin \theta \) represents the coupling strength induced by external perturbation, \( G_1 = \frac{\pi}{4} (g_s + g_a) \), \( G_2 = \frac{\pi}{4} (g_s - g_a) \), \( E_m = G_2 \cos^2 \theta \), and \( E_s = 2G_1 \cos^2 \theta \sin^2 \theta \). From the last commutator we can see that when \( \alpha \beta \neq 0 \), the interacting Hamiltonian also contributes to the coupling between \( \psi_L \) and \( \psi_R \). This is because in this case the condensate wave function is a superposition of the ground states at \( k_x = \pm k_m \), which breaks translational symmetry and leads to a periodic density profile with spatial periodicity \( \delta x = \pi/k_m \) in the condensate. Accordingly, the interacting Hamiltonian \( H_{int} \) also breaks translational symmetry and can drive transitions between the two ground phases by transferring momentum \( 2k_m \) between them.

With the above results we can now write down the equation of motion in the space of \( \psi_R \) and \( \psi_L \):

\[
\frac{d}{dt} \left( \begin{array}{c} \alpha(t) \\ \beta(t) \end{array} \right) = \mathcal{H}_{eff} \left( \begin{array}{c} \alpha(t) \\ \beta(t) \end{array} \right), 
\]

where the effective two-state nonlinear Hamiltonian is given by

\[
\mathcal{H}_{eff} = E_{kin}^R + \frac{V_0}{2} + G_1 + E_m (|\alpha|^2 - |\beta|^2) \delta_z \\
+ 2E_s [\Re (\alpha \beta^*) \delta_x - \Im (\alpha \beta^*) \delta_y] + V_p \delta_x. 
\]
seen that $E_m$ and $E_s$ in the above formula characterize the interaction energies for the magnetized phase and stripe phase, respectively. Actually, it is easy to verify that without external perturbation, the magnetized phase, say with $\alpha = 1$ and $\beta = 0$, is an eigenstate of $H_{\text{eff}}$ with energy $E = E_0 + E_m$, where $E_0 = E_{\text{kin}} + \frac{V_0}{2} + G_1$, and the energy of a stripe state with $|\alpha| = |\beta| = 1/\sqrt{2}$ is $E = E_0 + E_s$. The BEC is initialized in one of the magnetized phases if $E_m < E_s$, while in the opposite case the BEC will be initialized in a stripe phase.

**Pseudospin Evolution.** We numerically solve the nonlinear equation of motion with the initial condition $\alpha(0) = 1$ and $\beta(0) = 0$. The real spin evolution can be easily obtained from its relation to the pseudospin dynamics $\langle s_x(t) \rangle = \langle \tilde{s}_x(t) \rangle \cos \theta$, with $\langle \tilde{s}_x(t) \rangle = |\alpha|^2 - |\beta|^2$, $\langle s_y(t) \rangle = \sin \theta/2$, and $\langle \tilde{s}_y(t) \rangle = 0$. Fig. 2 shows the pseudospin evolution, from which one can determine that time-dependent probability, given by $|\beta(t)|^2 = (1 - \langle \tilde{s}_y(t) \rangle^2)/2$, of the magnetized state at $k_x = -k_m$ with different perturbation amplitudes and under experimentally achievable parameter regimes. From the numerical results, we find the following novel features.

First of all, a minimum value of the perturbation $V_{p,\text{crit}}$, which relates to the critical amplitude of $V_{\text{ex}}$ by $V_{p,\text{crit}} = 4V_{p,\text{crit}}/\sin 2\theta$, and depends on the condensate interaction energy $g_{\text{nn}}$, is required to have a full transition from one magnetized phase to another. When the perturbation strength is below this critical value, the pseudospin evolves only within the upper half spherical surface and the maximum probability of the magnetized phase at $k_x = -k_m$ is less than $1/2$, i.e. $|\beta_{\text{max}}|^2 < 1/2$ [Fig. 2(a,b)]. On the other hand, once the the perturbation exceeds the critical value, the pseudospin can pass through the equatorial $(x-y)$ plane, where the condensate is in a stripe state, and the maximum transition ratio jumps from $|\beta_{\text{max}}|^2 < 1/2$ to $|\beta_{\text{max}}|^2 = 1$, thus a full transition can occur [Fig. 2(c,d)]. From Fig. 2(b,c) we can see a sudden change in the pseudospin evolution $(\tilde{s}(t))$ from $V_p < V_{p,\text{crit}}$ to $V_p > V_{p,\text{crit}}$, showing the interesting critical behavior of dynamics for the transitions between the two many-particle ground states.

It can be seen that the period of pseudospin evolution $T_R$ exhibits an increasing function of the perturbation when $V_p < V_{p,\text{crit}}$ (or $V_0 < V_{0,\text{crit}}$), and a decreasing function of the perturbation when $V_p > V_{p,\text{crit}}$. Moreover, from Fig. 2(b,c) one can read that the pseudospin evolves faster around $\langle \tilde{s}_x \rangle \sim \pm 1$ than it does around $\langle \tilde{s}_z \rangle \sim 0$.

The existence of the critical perturbation reveals a novel quantum dynamical phase transition for the many-particle states driven by the applied perturbation $V_{p,\text{crit}}$, $V_{0,\text{crit}}$, which cannot be obtained from a single-particle two-state system. This phenomenon reflects the nontrivial interactions effects on the transitions between many-particle states, and can be qualitatively understood in the following way. When a quantum system evolves from one state to another, it must undergo the intermediate process which is a superposition of the two quantum states. For single-particle system with resonant couplings, the superposition of the two states has exactly the same energy as any of the two quantum states. Thus a resonant oscillation is guaranteed in the whole process, and a full transition can always happen as long as the perturbation is nonzero. However, for the present many-particle interacting system, the transition from one magnetized phase to the other must undergo the intermediate stripe phase which has the energy different from (greater than) that of the magnetized phases. As a result, the transition between the two ground phases is “detuned” from the intermediate superposition state, and then a full transition is forbidden if the coupling is not strong enough.

**Effective Theory for Pseudospin Dynamics**

Now we turn to the analytical studies on the quantum spin dynamics. We shall develop an effective theory based on the equation of motion \[ 85 \], with which we can reach a full understanding of the results obtained in the previous section. It is convenient to recast the equation of motion into a set of new formulas for the real variables introduced by: $\xi_1 = |\alpha|^2$, $\xi_2 = \Re(\alpha^*\beta)$, $\xi_3 = \Re(\alpha^*\beta)$. It follows that $d\xi_1/dt = 2V_p\xi_2$, $d\xi_2/dt = (1-2\xi_1)(V_p+\Delta\xi_3)$, and $d\xi_3/dt = -2\Delta(1-2\xi_1)\xi_2$, with $\Delta = E_s - E_m$. Note that the initial condition is $\xi_1(0) = 1$ and $\xi_2(0) = \xi_3(0) = 0$, from which we further show that these equations can be organized and simplified into the following dynamical equations (see Supplementary Material for details \[ 38 \]):

\[
\frac{d^2\tilde{s}_x(t)}{dt^2} + \frac{dV_{\text{eff}}(\tilde{s}_x)}{d\tilde{s}_x} = 0,
\]

\[
\langle \tilde{s}_y(t) \rangle = \frac{\partial_t \langle \tilde{s}_x(t) \rangle}{2V_p},
\]

\[
\langle \tilde{s}_z(t) \rangle = \frac{1}{\Delta} \left[ \frac{\partial_t \langle \tilde{s}_y(t) \rangle}{2V_p} - V_p \right],
\]

where $V_{\text{eff}} = (2V_p^2 - \Delta^2)/\langle \tilde{s}_x \rangle^2 + (\Delta^2/2)/\langle \tilde{s}_x \rangle^4$ is a $\phi^4$-type function of $\langle \tilde{s}_x \rangle$ and can be in the double-well (for $\Delta > \sqrt{2V_p}$) or single-well (for $\Delta < \sqrt{2V_p}$) form. The above equations provide a clear interpretation for the quantum spin dynamics of the present SO coupled interacting bosons. Namely, the spin evolution $(\tilde{s}(t))$ can be effectively treated as a classical particle which moves in the effective potential $V_{\text{eff}}(\tilde{s}_x)$, with the initial position $\langle \tilde{s}_x(0) \rangle = 1$ and initial velocity $d\tilde{s}_x/dt|_{t=0} = 0$ [see Fig. 3(a,b)]. From the formula (8), we can exactly study the quantum transitions between the magnetized phases, and obtain the following important results.

First, the critical external perturbation can be read from the condition $V_{\text{eff}}(1) = V_{\text{eff}}(0)$, which follows that

\[
V_{p,\text{crit}} = \frac{\Delta}{2} = \frac{1}{2} (E_s - E_m).
\]
The external perturbation is below the critical value, with $V_0 = 0.6V_{0,\text{crit}}$, where $V_{0,\text{crit}} = 4V_{p,\text{crit}}/\sin 2\theta$. The evolution path is nearly a circle for the small perturbation regime. b. For the external perturbation below but close to the critical value, with $V_0 = 0.999V_{0,\text{crit}}$, the evolution path exhibits a “heart” shape. At the southmost point the pseudospin vector points closely to $-\hat{x}$ direction, and corresponds to the maximum probability value $|\beta_{\text{max}}|^2 \lesssim 1/2$ of the magnetized phase at $k = -k_m$. c. The pseudospin evolution with $V_0 = 1.001V_{0,\text{crit}}$. A full transition from the initial magnetized phase to the one at $k = -k_m$ occurs in this case. The evolution path exhibits an “8” shape, and pass through the equatorial ($x-y$) plane twice the point close to $-x$ axis. d. The perturbation $V_0 = 1.4V_{0,\text{crit}}$. Further increasing the perturbation broadens the evolution path. Other parameters are taken as $g_{ss} = 1.0k_0^2$ and $\Omega = 0.3k_0^2$ in the numerical simulation.

Furthermore, the period of the pseudospin oscillation $\langle \tilde{s}_z(t) \rangle$ can be solved exactly from the Eqs. (8). For the two different regimes $V_p < V_{p,\text{crit}}$ and $V_p > V_{p,\text{crit}}$, the oscillation period takes different forms, given by $T_R = 2\sqrt{4V_p^2 - (\Delta \pm 1)^2}K(i/r_\pm)$ and $T_R = 2\sqrt{4V_p^2 - (\Delta \pm 1)^2}/\Delta$. A more intuitive understanding of the pseudospin dynamics can be acquired by expanding the oscillation period with the perturbation below and over critical value in series of $V_p$ and $1/V_p$, respectively, which gives

$$T_R = \begin{cases} \frac{\pi}{\Delta} + \frac{\pi V_p^2}{\Delta^3} + \frac{9\pi V_p^4}{4\Delta^5} + \ldots, & \text{for } V_p < V_{p,\text{crit}}, \\ \frac{\pi}{V_p} + \frac{\pi \Delta^2}{10V_p^3} + \frac{9\pi \Delta^4}{100V_p^5} + \ldots, & \text{for } V_p > V_{p,\text{crit}}. \end{cases}$$

From the above results we can see that the oscillation period increases with $V_p$ when the perturbation is below critical value, while it decreases with $V_p$ if the perturbation is over critical value [c.f. numerical results in Fig. 3 (d)]. This feature is clearly different from the Rabi oscillation in a single-particle two-state system, where the oscillation period decreases monotonically as perturbation strength increases. In particular, in the vicinity of $V \approx V_{p,\text{crit}}$, the period can be approximated by:

$$T_R \approx 5.54 - \frac{4}{q} \log(r) + \frac{r^2 \left[ \log \left( \frac{q}{r} \right) + 1 \right]}{q} + O(r^2),$$

where $r = r_\pm$ (or $r_\mp$) and $q = \Delta$ (or $4V_p$) for $V_p > V_{p,\text{crit}}$ (or $V_p < V_{p,\text{crit}}$). The Eq. (12) shows that the oscillation period diverges logarithmically as the perturbation
approaches to the critical value [Fig. 3(d)]. On the contrary, the oscillation become faster when \( V_p \) tunes far away from \( V_{p,\text{crit}} \). In particular, when \( V_p \ll \Delta \), the period approaches to a “universal” value \( T_R \rightarrow \pi/\Delta \) which solely depends on interaction energies of the system. On the other hand, in the limit of large perturbation \( V_p \gg \Delta \), the period decreases monotonically to be \( T_R \approx \pi/V_p \), implying that the spin dynamics in this regime are dominated by the external perturbation, and are more similar as those in the single-particle systems, consistent with the numerical results in the previous section.

**Beyond Two-State Resonant Coupling Regime**

**Multiple States Correction.** In the previous sections we have considered only the direct transition between two magnetized phases induced by the external perturbation \( V_{ex} \). On the other hand, it is easy to know that \( V_{ex} \) can also drive the coupling between the two ground magnetized phases and other states. The leading-order corrections include the couplings to the two lower subband states \( u_{\pm 3k_m}^{-1}(\theta) \) with momenta \( k_x = \pm 3k_m \), and the two upper subband states \( u_{\pm k_m}^{+1}(\theta) \) with momenta \( k_x = \pm k_m \) (corresponding to the Hamiltonian \( H_0 \)). Taking into account these additional couplings yields a more complicated nonlinear dynamical equation which describes the mixing of six components and can be solved numerically (see the Supplementary Materials for details) [38]. Note that the four additional states are detuned from the ground phases with the energy difference per particle \( \Delta E \approx 2k_0^2 \), which is two orders greater than the critical perturbation \( V_{p,\text{crit}} \) in the typical parameter regime in the experiment. We expect that the density of atoms pumped to these states is very small compared with the population in the two ground states. As a result, in deriving the complete dynamical equation, one can neglect the interactions within the states \( u_{\pm 3k_m}^{-1}(\theta) \) and \( u_{\pm k_m}^{+1}(\theta) \), while the interactions between them and the ground states are still considered [38].

The numerical results of the corrections to the maximum transition ratio and oscillation period, and the corrected critical perturbation are shown with blue curves in Fig. 3 (a-c). We find that, in all the experimentally relevant parameter regimes, the inclusion of couplings between magnetized phases and other states has negligible corrections to the spin dynamics predicted in previous sections. In particular, when \( V_0 \) is tuned away from \( V_{0,\text{crit}} \), which is the corrected critical perturbation and is slightly smaller than \( V_{0,\text{crit}} \) [Fig. 3(c)], the maximum transition ratio \( |\tilde{\beta}_{\text{max}}|^2 \) is slightly enhanced for \( V_0 < V_{0,\text{crit}} \) compared with the result \( |\beta_{\text{max}}|^2 \) obtained with two-state approximation [Fig. 3(a)]. Accordingly, the corrected oscillation period of the spin dynamics slightly increases for \( V_0 < V_{0,\text{crit}} \) and decreases for \( V_0 > V_{0,\text{crit}} \) [Fig. 3(b)]. These features suggests that the leading-order correction strengthens the effective coupling between the two magnetized phases. This phenomenon can be understood that mixing the ground phases with the additional states of high energies contributes more intermediate channels to the coupling between the two magnetized phases, and in consequence the net effective coupling \( V_0^{\text{eff}} = V_0 + \delta V_0 \), with the correction \( |\delta V_0| \ll V_0 \) is enhanced. In the experimental parameter regime with \( \Omega \sim 0.3k_0^2 \) and \( g_s n \sim 1.0k_0^2 \) [32], the inclusion of the excited states alters the oscillation period and amplitude (for \( V_0 < V_{0,\text{crit}} \)) by less than 1%. Therefore, we conclude that the two-state approximation employed in the previous sections well captures the quantum spin dynamics driven by the external perturbation.

**Momentum Mismatch.** Another approximation employed in the previous studies is that we take the
Discussions and Conclusion

The perturbation $V_{\text{ex}}(r,t)$ is a conventional spin-independent lattice potential applied at $t > 0$. Differently from the spin-flip Raman coupling used to create SO coupling, the periodic perturbation $V_{\text{ex}}$ can be generated by a standing-wave light with relatively large detuning, and applying this perturbation should not induce additional heating effect. For the alkali atoms, a spin-independent optical dipole potential can be readily generated with a $\pi$-polarized light.

In experiment, the transition between the magnetized phases (pseudospin dynamics) can be detected by measuring the evolution of spin polarization of the codensate according to the relation $\langle \sigma_z(t) \rangle = \langle \hat{s}_z(t) \rangle \cos \theta$. In the typical parameter regimes with $g_s n \sim 1.0k_0^2$ and $0.2k_0^2 < \Omega < 0.6k_0^2$, we can verify that $k_m \approx k_{\text{min}} \approx k_0$, and $\cos \theta \lesssim 1.0$. Thus the pseudospin polarization along $z$ axis nearly equals the spin polarization of the BEC.

The present study is not restricted by the finite temperature effect, atom loss, or the existence of a weak trapping potential. Actually, the finite temperature effect and atom loss may cause the change in the condensate density $n$, which effectively modifies the interaction energies characterized by $g_s n$ and $g_n n$. As a result, these effects can quantitatively, but not qualitatively affect the critical magnitude of the perturbation. Similarly, the trapping potential in the real experimental studies may also quantitatively affect the predicted threshold of external perturbation. In the presence of a weak trapping potential along $x$ direction, the magnetized phase is not a state with fixed momentum, but has a small momentum distribution around $k_z = \pm k_m$. In this way, the effective coupling between such two phases can be generically

The corrections due to momentum mismatch are shown numerically with red and green curves in Fig. 4 (a,b) with different perturbation strengths. We find that the momentum mismatch slightly affects the oscillation periods and the critical value of the perturbation. Especially, the correction is tiny when the perturbation is far away from the critical value, while it is relatively more obvious if $V_0 \approx V_{0,\text{crit}}$. This is because in the latter regime, it takes relatively long time for the system to evolve through the intermediate superposition phase (stripe state). Note that in such intermediate process of passing through the stripe state, interactions play the main role in governing the quantum spin dynamics. As a result, the aforementioned modifications to the interaction energies due to the deformed spin polarization and density profile may have a more pronounced effect on the pseudospin evolution. Nevertheless, we have confirmed that in all the typical parameter regimes which are relevant for the experiment, the correction due to momentum mismatch is tiny in a large range of $V_0$. 

![FIG. 4: Corrections due to the couplings to multiple excited states (blue curves) and momentum mismatch (red and green curves). a. Correction to the maximum transition ratio $|\tilde{\beta}_{\text{max}}^2| - |\hat{\beta}_{\text{max}}|$. b. Correction to the oscillation period $T_R - T_R$. c. The corrected critical perturbation $V_{0,\text{crit}}$, as a function of the Raman coupling strength. The correction for $V_{0,\text{crit}}$ with $k_R = k_{\text{min}}$ is nearly zero and not observable. The black curve represents the critical value $V_{0,\text{crit}}$ with the two-state approximation. Other parameters are taken as $g_s n = 1.0k_0^2$ and $\Omega = 0.3k_0^2$ in the numerical calculation.](image-url)
modified compared with the case without trapping potential. Nevertheless, the main results predicted in the present work will not be changed.

In conclusion, we uncovered nontrivial quantum spin dynamics in a SO coupled Bose-Einstein condensate which has two degenerate many-particle ground states with opposite finite momenta and being resonantly coupled to each other by an external perturbation. Due to the particle-particle interactions, a novel quantum dynamical phase transition is predicted that the transition of the condensate from one ground phase to the other is forbidden when the strength of external perturbation is below a critical value, and occurs only when the perturbation exceeds such critical strength. This phenomenon is in sharp contrast to the quantum dynamics in a single-particle two-level system. We developed an effective theory and showed the exact solutions to the quantum spin particle-particle interactions, a novel quantum dynamical phase transition is predicted that the transition of the condensate from one ground phase to the other is forbidden when the strength of external perturbation is below a critical value, and occurs only when the perturbation exceeds such critical strength. This phenomenon is in sharp contrast to the quantum dynamics in a single-particle two-level system. We developed an effective theory and showed the exact solutions to the quantum spin dynamics, which enable a full understanding of the underlying mechanism of the predicted dynamical phase transition. It is noteworthy that the present study can be generalized to the large spin system with 1D synthetic SO coupling\cite{10,12}, in which case the SU(N) or SO(N) symmetric interactions of atoms may generically have nontrivial effects on the quantum spin dynamics. This work opens an important avenue in the study of novel quantum spin dynamics in the SO coupled systems with interaction, which on one hand can broaden the basic understanding of new many-body physics and, on the other hand, may have interesting applications to the quantum control and quantum information science. The high feasibility of the present study will attract experimental efforts in the near future.
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Supplementary Information

Appendix A: Derivation of simplified equation of motion

Pseudo-spin

The pseudo-spin $\langle \tilde{s}(t) \rangle$ of the system is defined by (Pauli matrices acting on the pseudospin spanned by the two magnetized states):

$$\langle (\tilde{s}_x, \tilde{s}_y, \tilde{s}_z) \rangle = (\alpha^* \beta^*) \left( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \right) \left( \begin{pmatrix} \alpha \\ \beta \end{pmatrix} \right)$$

$$= (2\Re(\alpha \beta^*), 2\Im(\alpha \beta^*), |\alpha|^2 - |\beta|^2) .$$

The evolution $\langle \tilde{s}(t) \rangle$ describes the dynamics of the system.

Commutation relations

With the two-state approximation, the evolution of the system can be described by $\psi(t) = \alpha(t)\psi_R + \beta(t)\psi_L$, and the dynamics of the condensate can be derived according to the equation $i \frac{d\psi(t)}{dt} = [\psi(t), H_0 + H_{\text{int}} + V_{\text{ext}}]$. The commutation relations with respect to the single-particle Hamiltonian and external perturbation are calculated by:

$$[\psi(t), H_0] = \int d^3r \ [\psi(t), \psi^\dagger h_0 \psi] = E_{\text{kin}}^- \psi(t),$$

with $E_{\text{kin}}^- = \left( \frac{k_z^2}{2} - \sqrt{\frac{k_m^2 k_0^2 + \Omega^2}{4}} \right)$, and

$$[\psi(t), V_{\text{ext}}] = \int d^3r V_0 \cos^2 k_0 x \ [\psi(t), \psi^\dagger (r) \psi(r)]$$

$$= \frac{V_0}{2} \left( \psi(t) + \frac{1}{2} \left( \alpha(t)(\cos \theta \psi_{-k_0 \uparrow} + \sin \theta \psi_{-k_0 \downarrow}) \right) \right)$$

$$\approx \frac{V_0}{2} [\psi(t) + \sin \theta \cos \theta (\alpha \psi_L + \beta \psi_R)].$$
In Eq. [S1] we have denoted the single-particle Hamiltonian as $h_0 = k^2/2 - k_0 k_x \sigma_z + (\Omega/2) \sigma_x$. The commutation relations with respect to the interacting Hamiltonian are given by

$$[\psi_R, H_{\text{int}}] = \frac{g_s}{4} \int d^3 \mathbf{r} \left[ \psi_R \psi_1^\dagger (\mathbf{r}) \psi_1 (\mathbf{r}) \psi_1 (\mathbf{r}) \psi_1 (\mathbf{r}) \right] + \frac{g_a}{2} \int d^3 \mathbf{r} \left[ \psi_R \psi_1^\dagger (\mathbf{r}) \psi_1 (\mathbf{r}) \psi_1 (\mathbf{r}) \psi_1 (\mathbf{r}) \right],$$

$$= \frac{g_s}{4} \int d^3 \mathbf{r} e^{i k_m \cdot \mathbf{z}} \left[ \cos \theta n_R (\mathbf{r}) \psi_1 (\mathbf{r}) - \sin \theta n_R (\mathbf{r}) \psi_1 (\mathbf{r}) \right] + \frac{g_a}{2} \int d^3 \mathbf{r} e^{i k_m \cdot \mathbf{z}} \left[ \cos \theta n_R (\mathbf{r}) \psi_1 (\mathbf{r}) - \sin \theta n_R (\mathbf{r}) \psi_1 (\mathbf{r}) \right]$$

$$\approx [G_1 + E_m (|\alpha|^2 - |\beta|^2)] \psi_R - 2 E_s [\Re (\alpha \beta^*) + i \Im (\alpha \beta^*)] \psi_L,$$

(S3)

and

$$[\psi_L, H_{\text{int}}] = \frac{g_s}{4} \int d^3 \mathbf{r} \left[ \psi_R \psi_1^\dagger (\mathbf{r}) \psi_1 (\mathbf{r}) \psi_1 (\mathbf{r}) \psi_1 (\mathbf{r}) \right] + \frac{g_a}{2} \int d^3 \mathbf{r} \left[ \psi_R \psi_1^\dagger (\mathbf{r}) \psi_1 (\mathbf{r}) \psi_1 (\mathbf{r}) \psi_1 (\mathbf{r}) \right],$$

$$= \frac{g_s}{4} \int d^3 \mathbf{r} e^{-i k_m \cdot \mathbf{z}} \left[ \sin \theta n_R (\mathbf{r}) \psi_1 (\mathbf{r}) - \cos \theta n_R (\mathbf{r}) \psi_1 (\mathbf{r}) \right] + \frac{g_a}{2} \int d^3 \mathbf{r} e^{-i k_m \cdot \mathbf{z}} \left[ \sin \theta n_R (\mathbf{r}) \psi_1 (\mathbf{r}) - \cos \theta n_R (\mathbf{r}) \psi_1 (\mathbf{r}) \right]$$

$$\approx [G_1 - E_m (|\alpha|^2 - |\beta|^2)] \psi_L - 2 E_s [\Re (\alpha \beta^*) - i \Im (\alpha \beta^*)] \psi_R,$$

(S4)

where $G_1 = \frac{u}{4} (g_s + g_a)$, $G_2 = \frac{u}{4} (g_s - g_a)$, $E_m = G_2 \cos^2 \theta \sigma_x$, and $E_s = 2G_1 \cos^2 \theta \sin^2 \theta$. In the last lines of the above equations we have applied the mean-field approximation. Then we can now write down the equation of motion in the space of $\psi_R$ and $\psi_L$:

$$i \frac{d}{dt} \begin{pmatrix} \alpha(t) \\ \beta(t) \end{pmatrix} = \mathcal{H}_{\text{eff}} \begin{pmatrix} \alpha(t) \\ \beta(t) \end{pmatrix},$$

(S5)

where the effective two-state nonlinear Hamiltonian is given by

$$\mathcal{H}_{\text{eff}} = E_{\text{kin}} + \frac{V_0}{2} + G_1 + E_m (|\alpha|^2 - |\beta|^2) \hat{s}_z + 2 E_s [\Re (\alpha \beta^*) \hat{s}_x - \Im (\alpha \beta^*) \hat{s}_y] + V_p \hat{s}_z.$$

(S6)

**Equation of motion for spin dynamics**

Making use of the substitution $\alpha$ and $\beta$ to $\langle \tilde{s} \rangle$, the equation of motion becomes

$$\frac{d\langle \tilde{s}_z \rangle}{dt} = 2 \left( \frac{d\alpha^*}{dt} \alpha + c.c. \right) = - V_p \langle \tilde{s}_y \rangle$$

and

$$i \frac{d\langle \tilde{s}_y \rangle}{dt} + \frac{d\langle \tilde{s}_x \rangle}{dt} = 2 \left( \frac{d\alpha}{dt} \beta^* + \frac{d\beta^*}{dt} \alpha \right)$$

$$= 2 \langle \tilde{s}_z \rangle \left( - \Delta \langle \tilde{s}_y \rangle + i \langle \Delta \langle \tilde{s}_x \rangle + V_p \rangle \right),$$

where $\Delta = E_s - E_m$. Therefore, the original dynamical equations can be recast into a set of real differential equations, namely,

$$\langle \tilde{s}_z \rangle' = -2 V_p \langle \tilde{s}_y \rangle,$$

$$\langle \tilde{s}_y \rangle' = 2 \langle \tilde{s}_z \rangle (V_p + \Delta \langle \tilde{s}_x \rangle),$$

$$\langle \tilde{s}_x \rangle' = -2 \Delta \langle \tilde{s}_z \rangle \langle \tilde{s}_y \rangle,$$

(S7)

where $\langle \tilde{s}_i \rangle' = d\langle \tilde{s}_i \rangle/ dt \ (i = x, y \ or \ z)$. The equation for $\langle \tilde{s}_z \rangle$ can be simplified by substituting the other two equations of $\langle \tilde{s}_{x,y} \rangle$ into it

$$\langle \tilde{s}_z \rangle (\langle \tilde{s}_z \rangle)' + 4 \Delta^2 \langle \tilde{s}_z \rangle^3 (\langle \tilde{s}_z \rangle)' - \langle \tilde{s}_z \rangle'' (\langle \tilde{s}_z \rangle)' = 0$$

$$\left( \frac{\langle \tilde{s}_z \rangle''}{\langle \tilde{s}_z \rangle} + 2 \Delta^2 \langle \tilde{s}_z \rangle^2 \right)' = 0$$

(S8)
If the system starts at $\tilde{s}_z(0) = \pm 1$, which corresponds to a magnetized phase, the equation of motion can then be written as

$$\langle \ddot{s}_z \rangle'' = ( -4 V_p^2 + 2 \Delta^2 ) \langle \dot{s}_z \rangle - 2 \Delta^2 \langle s_z \rangle^3 = -\frac{d}{d(\langle s_z \rangle)} \left( (2 V_p^2 - \Delta^2) \langle \dot{s}_z \rangle^2 + \frac{\Delta^2}{2} \langle s_z \rangle^4 \right).$$  

(S9)

Furthermore, the other two components of the pseudo-spin are governed by the following equations:

$$\langle \ddot{s}_y \rangle = -\frac{\langle s_z \rangle'}{2 V_p},$$
$$\langle \ddot{s}_z \rangle = \frac{1}{\Delta} \left( \frac{\langle s_y \rangle'}{2 \langle s_z \rangle} - V_p \right).$$  

(S10)

### Appendix B: Analytic solutions to the equation of motion

The full solution for pseudo-spin dynamics

The dynamical equations of the pseudospin can be solved exactly. If starting with the magnetized phase at $k_x = k_m$, these solutions are

$$\langle \ddot{s}_x(t) \rangle = \frac{2 V_p \sqrt{4 V_p^2 - \Delta^2}}{4 V_p^2 - \Delta^2} \frac{\text{sn}^2 \left( t \sqrt{4 V_p^2 - \Delta^2} \sqrt{\frac{\Delta^2}{4 V_p^2 - \Delta^2}} \right)}{\text{dn}^2 \left( t \sqrt{4 V_p^2 - \Delta^2} \sqrt{\frac{\Delta^2}{4 V_p^2 - \Delta^2}} \right)},$$
$$\langle \ddot{s}_y(t) \rangle = \frac{2 V_p \sqrt{4 V_p^2 - \Delta^2}}{4 V_p^2 - \Delta^2} \frac{\text{sn} \left( t \sqrt{4 V_p^2 - \Delta^2} \sqrt{\frac{\Delta^2}{4 V_p^2 - \Delta^2}} \right)}{\text{dn} \left( t \sqrt{4 V_p^2 - \Delta^2} \sqrt{\frac{\Delta^2}{4 V_p^2 - \Delta^2}} \right)},$$
$$\langle \ddot{s}_z(t) \rangle = \text{cd} \left( t \sqrt{4 V_p^2 - \Delta^2} \sqrt{\frac{\Delta^2}{4 V_p^2 - \Delta^2}} \right),$$  

(S11)

where $\text{cn}$, $\text{dn}$, $\text{sd}$ are Jacobi Elliptic Functions \[39\]. In order to solve the period of the pseudospin oscillation, we consider two different situations. For $V_p < V_p, \text{crit}$, the oscillation period is determined through $\langle \ddot{s}_z(t) \rangle' = 0$. This means that nd$(t \sqrt{4 V_p^2 - \Delta^2} \sqrt{\frac{\Delta^2}{4 V_p^2 - \Delta^2}}) = 0$, which gives $T_R = 2 \frac{1}{\sqrt{4 V_p^2 - \Delta^2}} K (i/r_>)$. Here $K(z)$ is the complete elliptic integral of the first kind \[39\], with $r_> = (\Delta^2 - 4 V_p^2)^{1/2}/(2 V_p)$. Accordingly, for $V_p > V_p, \text{crit}$, the oscillation period is determined through $\langle \ddot{s}_z, \text{sol} \rangle = 0$, i.e. $\text{cd}(t \sqrt{4 V_p^2 - \Delta^2} / \sqrt{\Delta^2 - 4 V_p^2}) = 0$. This gives that $T_R = 4 \frac{1}{\sqrt{4 V_p^2 - \Delta^2}} K (i/r_>)$, with $r_> = (4 V_p^2 - \Delta^2)^{1/2}/\Delta$. Therefore, the period of the system $T_R$ is

$$T_R = \begin{cases} 
\frac{2}{\sqrt{4 V_p^2 - \Delta^2}} K \left( \frac{2 V_p}{\sqrt{4 V_p^2 - \Delta^2}} \right) & \text{for } V_p < V_p, \text{crit}, \\
\frac{1}{\sqrt{4 V_p^2 - \Delta^2}} K \left( \frac{i \Delta}{\sqrt{4 V_p^2 - \Delta^2}} \right) & \text{for } V_p > V_p, \text{crit}.
\end{cases}$$  

(S12)

The power series expansion for $K(z)$ takes the form:

$$K(z) = \sum_{n=0}^{\infty} \left( \frac{2n!}{2^{2n} n!} \right)^2 z^{2n} \text{ for } -1 < z^2 < 1$$
$$K(z) = \sum_{n=0}^{\infty} \left( \frac{2n!}{2^{2n} n!} \right)^2 K_n(z) \text{ for } z^2 < -1,$$  

(S13)

where $K_n(z) = (\log(4|z|) - 2 \gamma_2n + \gamma_n) / |z|^{2n+1}$ and $\gamma_n = \sum_{i=1}^{n} i^{-1}$. Direct substitutions of the above series yield the expansions in the main text.
**Order parameter of the dynamical Phase Transition**

We define the time average of \( \langle \hat{s}_z(t) \rangle \) over an oscillation period as the order parameter of the dynamic phase transition:

\[
\bar{M}(V_0) = \frac{1}{Tr} \int_0^{Tr} \langle \hat{s}_z(t) \rangle dt
\]

\[
= \begin{cases} 
\frac{\pi}{2} \sqrt{\frac{\Delta^2 - 4V_0^2}{\Delta^2}}, & \text{for } V_0 < V_{0,\text{crit}}, \\
0, & \text{for } V_0 > V_{0,\text{crit}}.
\end{cases}
\]  

(S14)

The critical behavior of the system can be investigated through the expansion of the order parameter \( \bar{M} \) around the transition point \( V_0 = V_{0,\text{crit}} \). Then we find that

\[
\bar{M} = \frac{\pi}{3 \log 2 - \log (1 - 2V_0/\Delta)} \quad \text{for } V_0 \lesssim V_{0,\text{crit}},
\]

which shows that the system undergoes a continuous transition when one tunes the perturbation strength \( V_0 \) through the critical point \( V_{0,\text{crit}} \).

**Appendix C: Beyond two-state approximation**

**Multiple states correction**

Let \( \psi_1 \) and \( \psi_2 \) be the single-particle eigenstates with momentum \( k_x = k_m \) and \( k_x = -k_m \) in the upper band, respectively; \( \psi_3 \) (\( \psi_4 \)) be the states with momentum \( 3k_m \) (\( -3k_m \)) in the lower band. We denote \( \theta' \) as the angle describing the spin components of the states \( \psi_3 \) and \( \psi_4 \). The commutation relations are given by

\[
[\psi_{1,2}, H_0] = \left( \frac{k_m^2}{2} + \sqrt{k_m^2 k_0^2 + \frac{\Omega^2}{4}} \right) \psi_{1,2};
\]

\[
[\psi_{3,4}, H_0] = \left( \frac{9k_m^2}{2} - \sqrt{9k_m^2 k_0^2 + \frac{\Omega^2}{4}} \right) \psi_{3,4}.
\]  

(S15)
The commutation relations are

\[ V_{\text{ex}} = V_0 \int d^3k' \frac{1}{2} 
\left( \psi_{k'}^\dagger \sigma \psi_{k'} - 2 \right)
\left( \psi_{k}^\dagger \sigma \psi_{k'} - \frac{1}{4} \right)
\left( \psi_{k-2k_m}^\dagger \sigma \psi_{k'} + \psi_{k+2k_m}^\dagger \sigma \psi_{k'} \right). \tag{S16} \]

By taking into account the additional states, the commutators concerning \( V_{\text{ex}} \) are now given by

\[
\begin{align*}
[\psi_R, V_{\text{ex}}] &= \frac{V_0}{2} \psi_R + \frac{V_0}{4} \left[ \sin 2\theta \psi_R + \cos 2\theta \psi_2 + \cos \left( \theta - \theta' \right) \right] \psi_3; \\
[\psi_L, V_{\text{ex}}] &= \frac{V_0}{2} \psi_L + \frac{V_0}{4} \left[ \sin 2\theta \psi_R - \cos 2\theta \psi_1 + \cos \left( \theta - \theta' \right) \right] \psi_4; \\
[\psi_1, V_{\text{ex}}] &= \frac{V_0}{2} \psi_1 + \frac{V_0}{4} \left[ \sin 2\theta \psi_2 - \cos 2\theta \psi_L + \sin \left( \theta - \theta' \right) \right] \psi_3; \\
[\psi_2, V_{\text{ex}}] &= \frac{V_0}{2} \psi_2 + \frac{V_0}{4} \left[ \sin 2\theta \psi_1 + \cos 2\theta \psi_R - \sin \left( \theta - \theta' \right) \right] \psi_4; \\
[\psi_3, V_{\text{ex}}] &= \frac{V_0}{2} \psi_3 + \frac{V_0}{4} \left[ \cos \left( \theta - \theta' \right) \right] \psi_R + \sin \left( \theta - \theta' \right) \psi_1; \\
[\psi_4, V_{\text{ex}}] &= \frac{V_0}{2} \psi_4 + \frac{V_0}{4} \left[ \cos \left( \theta - \theta' \right) \right] \psi_L - \sin \left( \theta - \theta' \right) \psi_2. 
\end{align*}
\]

In the calculation, we have ignored all other states which are of higher energies than \( \psi_1 \) to \( \psi_4 \). This approximation can be justified since we shall show that the multiple states correction is indeed negligible.

The interacting term

\[ H_{\text{int}} = \frac{1}{2} \int d^3r g_a \left( \psi_1^\dagger \psi_1 \psi_1 \right) + \frac{g_\alpha}{2} \left( \psi_4^\dagger \psi_4 \psi_4 \right). \tag{S17} \]

The commutation relations are

\[
\begin{align*}
[\psi_R, H_{\text{int}}] &= G_1 \left( \psi_R + \alpha \beta^* \sin^2 \theta \psi_L + \alpha^* \beta \sin 2\theta \psi_2 + \alpha^* \beta \sin 2\theta \psi_3 \right) \\
&+ G_2 \left( \cos^2 \theta \left( |\alpha|^2 - |\beta|^2 \right) \right) \psi_R + \cos \theta \sin \theta \left( |\alpha|^2 - |\beta|^2 \right) \psi_1; \\
[\psi_L, H_{\text{int}}] &= G_1 \left( \psi_L + \alpha^* \beta \sin 2\theta \psi_R - \alpha \beta \sin 2\theta \psi_1 + \alpha^* \beta \sin 2\theta \psi_3 \right) \\
&+ G_2 \left( \cos^2 \theta \left( |\beta|^2 - |\alpha|^2 \right) \right) \psi_L + \cos \theta \sin \theta \left( |\beta|^2 - |\alpha|^2 \right) \psi_2; \\
[\psi_1, H_{\text{int}}] &= G_1 \left( \psi_1 + \alpha \beta \sin 2\theta \psi_2 - \alpha^* \beta \sin 2\theta \psi_3 \right) \psi_L + \alpha \beta \sin 2\theta \psi_1 \right) \psi_3 \\
&+ G_2 \left( \cos^2 \theta \left( |\alpha|^2 - |\beta|^2 \right) \right) \psi_1 + \cos \theta \sin \theta \left( |\alpha|^2 - |\beta|^2 \right) \psi_2; \\
[\psi_2, H_{\text{int}}] &= G_1 \left( \psi_2 + \alpha^* \beta \sin 2\theta \psi_1 + \alpha \beta \sin 2\theta \psi_R - \alpha \beta \sin 2\theta \psi_4 \right) \\
&+ G_2 \left( \cos^2 \theta \left( |\beta|^2 - |\alpha|^2 \right) \right) \psi_2 + \cos \theta \sin \theta \left( |\beta|^2 - |\alpha|^2 \right) \psi_4; \\
[\psi_3, H_{\text{int}}] &= G_1 \left( \psi_3 + \alpha \beta \sin 2\theta \psi_R - \alpha \beta \sin 2\theta \psi_1 \right) \\
&+ G_2 \left( \cos 2\theta \left( |\alpha|^2 - |\beta|^2 \right) \right) \psi_3; \\
[\psi_4, H_{\text{int}}] &= G_1 \left( \psi_4 + \alpha^* \beta \sin 2\theta \psi_L - \alpha \beta \sin 2\theta \psi_2 \right) \psi_1 \\
&+ G_2 \left( \cos 2\theta \left( |\beta|^2 - |\alpha|^2 \right) \right) \psi_4. 
\end{align*}
\]

In the above calculation we have applied the following mean-field approximation

\[
\psi_1^\dagger \psi_1 \approx \frac{N}{V} \left[ \left| \alpha \right|^2 \cos^2 \theta + \left| \beta \right|^2 \sin^2 \theta + \cos \theta \sin \theta \left( \alpha^* \beta e^{2ikx} + c.c. \right) \right] \tag{S18}.
\]

\[
\psi_4^\dagger \psi_4 \approx \frac{N}{V} \left[ \left| \alpha \right|^2 \sin^2 \theta + \left| \beta \right|^2 \cos^2 \theta + \cos \theta \sin \theta \left( \alpha^* \beta e^{2ikx} + c.c. \right) \right].
\]

With the above results, we can write down the effective Hamiltonian in the space spanned by the six states including two magnetized phases

\[ H_{\text{eff}}^{(1)} = \begin{pmatrix}
E_0 + E_m \langle \hat{s}_z \rangle & V_p + E_s \xi & E_{m2} \langle \hat{s}_z \rangle & V_{p2} + E_s \xi & V_{p4} + E_s \xi^* & 0 \\
V_p + E_s \xi^* & E_0 - E_m \langle \hat{s}_z \rangle & -V_{p2} - E_s \xi^* & E_{m2} \langle \hat{s}_z \rangle & 0 & V_{p4} + E_s \xi \\
E_{m2} \langle \hat{s}_z \rangle & -V_{p2} - E_s \xi^* & E_1 - E_m \langle \hat{s}_z \rangle & V_p + E_s \xi & V_{p3} + E_s \xi^* & 0 \\
V_{p2} + E_s \xi^* & E_{m2} \langle \hat{s}_z \rangle & V_p + E_s \xi & E_1 + E_m \langle \hat{s}_z \rangle & 0 & -V_{p3} - E_s \xi \\
V_{p4} + E_s \xi & 0 & V_{p3} + E_s \xi & 0 & E_2 + E_{m3} \langle \hat{s}_z \rangle & 0 \\
0 & V_{p4} + E_s \xi^* & 0 & -V_{p3} - E_s \xi^* & 0 & E_2 - E_{m3} \langle \hat{s}_z \rangle
\end{pmatrix},
\]
where the matrix elements read

\[ \xi = \alpha \beta^*, \ E_0 = \frac{k_r^2}{2} - \sqrt{\frac{k_r^2 k_0^2 + \Omega^2}{4}} + \frac{V_0}{2} + G_1, \]

\[ E_1 = \frac{k_r^2}{2} + \sqrt{\frac{k_r^2 k_0^2 + \Omega^2}{4}} + \frac{V_0}{2} + G_1, \]

\[ E_2 = \frac{9k_r^2}{2} - \sqrt{\frac{9k_r^2 k_0^2 + \Omega^2}{4}} + \frac{V_0}{2} + G_1, \]

\[ V_p = \frac{V_0}{4} \sin 2\theta, \quad V_{p2} = \frac{V_0}{4} \cos 2\theta, \]

\[ V_{p3} = \frac{V_0}{4} \sin (\theta - \theta'), \quad V_{p4} = \frac{V_0}{4} \cos (\theta - \theta'), \]

\[ E_m = G_2 \cos^2 2\theta, \quad E_{m2} = G_2 \cos 2\theta \sin 2\theta, \]

\[ E_{m3} = G_2 \cos 2\theta \cos 2\theta', \quad E_s = \frac{G_1}{2} \sin^2 2\theta, \]

\[ E_{s2} = \frac{G_1}{2} \sin 2\theta \cos 2\theta, \quad E_{s3} = \frac{G_1}{2} \sin 2\theta \sin (\theta - \theta'), \]

\[ E_{s4} = \frac{G_1}{2} \sin 2\theta \cos (\theta - \theta'). \]

**Momentum mismatch**

When the wave vector \( k_R \) of the laser generating the perturbation lattice potential has discrepancy from \( k_m \), the initial magnetized phase with momentum \( k_x = k_m \) will be coupled to the state with momentum \( k_x = -k_m - \delta k \) and \( \delta k = 2(k_R - k_m) \). Let \( \psi_a \) and \( \psi_b \) be the state with momentum \( k_m \) and \( -k_m - \delta k \) in the lower band, and \( \theta'' \) be the angle describing the spin component of the state carrying momentum \( -k_m - \delta k \). The relevant commutation relations are

\[ [\psi_a, H_0] = \left( \frac{k_r^2}{2} - \sqrt{\frac{k_r^2 k_0^2 + \Omega^2}{4}} \right) \psi_a, \]

\[ [\psi_b, H_0] = \left( \frac{(k_r + \delta k)^2}{2} - \sqrt{\frac{(k_r + \delta k)^2 k_0^2 + \Omega^2}{4}} \right) \psi_b, \]

\[ [\psi_a, V_{ex}] = \frac{V_0}{2} \left( \psi_a + \frac{1}{2} \sin (\theta + \theta'') \right) \psi_b, \]

\[ [\psi_b, V_{ex}] = \frac{V_0}{2} \left( \psi_b + \frac{1}{2} \sin (\theta + \theta'') \right) \psi_a, \]

\[ [\psi_a, H_{int}] = G_1 \left( \psi_a + \sin^2 (\theta + \theta'') \alpha^* \psi_b \right) + G_2 \left( (\cos^2 \theta \alpha^2 - \cos 2\theta \cos 2\theta' \beta) \right) \psi_a + \sin^2 (\theta - \theta') \alpha \beta^* \psi_a, \]

\[ [\psi_b, H_{int}] = G_1 \left( \psi_b + \sin^2 (\theta + \theta'') \alpha \beta \psi_a \right) + G_2 \left( (\cos^2 \theta \beta^2 - \cos 2\theta \cos 2\theta' \alpha) \right) \psi_b + \sin^2 (\theta - \theta'') \alpha^* \beta \psi_a. \]

The effective Hamiltonian governing the spin dynamics of the present system reads (in the basis of \([\psi_a, \psi_b]^T\))

\[ H^{(2)}_{eff} = \begin{pmatrix} E_0 + E_{ma} |\alpha|^2 - E_{mb} |\beta|^2 & V_{pa} + E_s \alpha^* \beta \\ V_{pa} + E_s \alpha \beta^* & E_{0\delta} + E_{ma} |\beta|^2 - E_{mb} |\alpha|^2 \end{pmatrix}, \]

where the Hamiltonian matrix elements are

\[ E_0 = \frac{k_r^2}{2} - \sqrt{\frac{k_r^2 k_0^2 + \Omega^2}{4}} + \frac{V_0}{2} + G_1; \]

\[ E_{0\delta} = \frac{(k_r + \delta k)^2}{2} - \sqrt{\frac{(k_r + \delta k)^2 k_0^2 + \Omega^2}{4}} + \frac{V_0}{2} + G_1; \]

\[ V_p = \frac{V_0}{4} \sin (\theta + \theta''), \quad E_{ma} = G_2 \cos^2 2\theta; \]

\[ E_{mb} = G_2 \cos 2\theta \cos 2\theta'', \quad E_s = \frac{G_1}{2} \sin (\theta + \theta'') + \frac{G_2}{2} \sin \theta (\theta - \theta''). \]
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