A CRITICAL APPROACH TO THE PARTICLE SWARM OPTIMIZATION METHOD FOR FINDING MAXIMUM POINTS
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ABSTRACT

Particle Swarm is an optimization method that is used for solving industrial problems and is highly preferred due to its ease of use and its ability to find accurate results rapidly in recent years. In this study, it was used to optimize the resistance value of train sets.

There are many types of resistance in train sets and the train can’t start moving until the traction motors overcome the resistances. Run resistance, ramp resistance, and curve resistance are the resistances that the train must overcome at a constant speed. However, it is known that the acceleration of high-speed trains is very high and the resistance that the train sets must overcome for the change in speeds is acceleration resistance.

This study aimed to calculate the acceleration, time, curve, ramp and distance, under certain constraints, for the total resistance value of YHT 65000 train by using the Particle Swarm Method as to obtain the minimum and maximum. Although, the results showed that the Particle Swarm Method returned very successful results for the minimum resistance, the same cannot be said for the maximum resistance.
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1. INTRODUCTION

Efficient use of energy is an important research topic in recent years. Efficient use of depleted resources, in spite of the increasing world population, is a precaution against a lack of energy in the future. Considering the sectoral productivity in Turkey, it was determined that there exists the potential for significant energy savings. The distribution is as follows: 30% in the building sector, 20% in the industrial sector, 15% in the transportation sector [1]. This study is an optimization problem for the energy efficiency of rail systems, which is an important part of the transportation sector.

Optimization of the rail system has many subheadings. These are the design of the train, the use of auxiliary equipment, (such as ventilation, the door opening and closing system), efficient driving, regenerative braking energy, route planning, energy storage, signaling, the construction phase etc. In fact, the aim of optimization in rail transport is to reduce energy consumption without compromising quality and reliability as in all optimization problems. In this section, some of the main studies in this field are given.

According to the efficient driving theory, it is seen that electricity savings will be between 15-35% [2], [3], [4], [5], [6], [7], [8], [9]. Another case study was carried out and a slight improvement in travel time was envisaged but energy savings rose by up to 6% in any subway [10]. It is important to know the energy consumption along curves, slopes, and at different speed, etc. for efficient driving. Optimization looks to achieve the best combination of all these parameters.

When it comes to the resistance of the train sets, and to examine the subject in more detail, the optimization process can be traced back to the oldest periods of development in the railways. Many researchers have made investigations in this field and have reached the empirical equations shared in the findings section. Studies in literature are mainly based on cruise resistance and their prediction models. Travel resistance was reported by Davis [11] in 1926 as follows:

\[ R_s = AV^2 + BV + C \]

A is a constant which changes proportionally to the square of the speed and represents aerodynamic resistance caused by air pressure and friction.

B, is a constant which is responsible for mechanical resistances and HVAC (Heating, Ventilating and Air Conditioning).

C, is a constant which is not fixed to the vehicle speed, but is a function of weight.

In the past, detailed tests have been conducted to determine these constants. The cruise resistance coefficients of different trains were found for the Shinkansen. [12] In addition, different tests and cruise resistance tests were applied to the passenger cars and locomotives of Eurofim [13]. However, since the tests are very costly, different empirical equations have been developed in the past for estimating the resistance of certain trains. An overview of the methods adopted by the main national railways (up to 2000) and a calculation tool, to calculate cruise resistance, in which the effects of various characteristics of the train's architecture can be taken into account, are presented; these results are compared with the results of other equations for calculating train resistance [14].

More recently, Lukaszewicz has proposed a method that allows the determination of train resistance coefficients by measuring only train speed and position from full-scale cruise tests [15]. In this study, resistance was determined by the change in kinetic and potential energy of a train traveling between successful measurement points. Using this method [16], the same authors shared experimental results to determine the travel resistance of different trains and the
effect of variables such as speed, number of axles, number of wagons, axle load, road type and train length. Since 2005, a CEN (European Committee for Standardization) standard [17] has described methodologies for evaluating the coefficients of Davis's formula starting from a predictive formula, numerical simulations and reduced-scale tests from full-scale test measurements, but no strictly accepted methods have been obtained.

Cruise tests are performed to determine the speed dependent terms (A and B) according to CEN Standards. There is a need for a special test for term C, which means that the train is traveling at a very low speed. In order to find the coefficients A and B in the CEN standard, the regression method and the velocity history identification method were used. The first cruise test is based on the combination of all available experimental data and the second is based on the combination of the equation of motion. Both methods require a very good knowledge of the test section properties (slopes and curve radiiuses).

In another study in the literature, the standard methods for determining Davis’ coefficients were compared to new methods. In particular, it has been shown that the three coefficients of the Davis’ formula can be estimated by two tests only, the first is a very low speed test on a high altitude slope section (without having to perform a traction test), and the second is a travel test starting at the train’s maximum speed. It also proposed a regression method, which is a new method to define the A and B coefficients in the Davis equation. The main advantage of this method is that it does not need to know the characteristics and coefficient C of the railway line. Starting from experimental full-scale tests (characterized by a mass of 450 tonnes) scaled for a general ideal train; the entire procedure for determining travel resistance coefficients is described. The comparison of the results obtained by different methods for estimating the coefficients A and B of the Davis equation is presented and analyzed [18].

In this study, different from the above-mentioned studies, a single mathematical model was used to determine total resistance by using empirical equations which were accepted for all resistances. Then, it was determined how much acceleration, time, curve, ramp and distance are required for the minimum and maximum conditions of this model. For this purpose, the Particle Swarm Optimization (PSO) method is used.

2. METHOD

The method to find the optimum working point is the PSO method because, in both linear and non-linear problems, finding the roots of equations and solving industrial problems, (as in this study), are just some of the areas in which it is used. From a performance standpoint, both for speed and simplicity, it has advantages over other optimization techniques. PSO is one of the types of algorithms that respond well to intuitive and stochastic processes. It was named because it was inspired by the adaptation of living beings to their living conditions and by acting on intuition.

Details of this method are given below.

2.1 PSO Method

There are many algorithms which have been produced that reflect the behavior of living beings in nature. These include the Ant System [19], the Max-Min Ant System [20], Particle Swarm Optimization [21], Artificial Bee Colony [22], the Fruit Fly Optimization Algorithm [23], Cuckoo optimization based on Levy Flight [24], the Krill Herd Optimization Algorithm [25], Bakri Foraging Behavior [26], the Bat Algorithm [27], the Firefly Algorithm [28], the Lion Algorithm [29], the Gray Wolf Algorithm [30], the Dolphin Algorithm [31], the Bush Colony Algorithm [32], the Artificial Algae Algorithm [33], the Virus Colony Search Algorithm [34], the Shark Olfaction Optimization Algorithm [35] and the Social Spider Algorithm [36].
Among all these algorithms, particle swarm optimization is the most cited intuitive intelligence algorithm with the cited number is 5721 [37]. This method was developed by a social psychologist and an electrical engineer about thirty years ago [21]. In fact, it is an algorithm developed entirely by studying the random behavior of fish and birds in order to survive. PSO is based on social information sharing among individuals in the swarm. The search is performed by the generation number as in the genetic algorithm. Here, in fact, individuals are called particles, and the community of these particles is called the swarm. This optimization, based on the experience of the previous position of the particle, each individual tries to approach the individual which is in the best position in the swarm. The speed of this approach is random and the assumption is that the next step is better than the previous one. This approach continues until it reaches the goal (i.e. the best position). Although it is similar to the genetic algorithm (GA) method, it is easier to use than GA and responds better in some studies.

In a PSO, a sequence of particles with random positions and velocities is initiated at size D. Dimension D is also equal to the unknown number in the conformity function. The goal here is to find the best value by updating its generations. At each iteration, each particle is updated according to the two “best” values. In fact there are two aspects to the best value. The first is the best suitability value a particle has ever found. This value is stored in memory for use later and is referred to as “pbest”, the best value of the particle. The second best value is the best fitness value that any particle in the swarm has ever achieved. This value is the global best value for the swarm and is called “gbest”. The speeds and positions are changed according to these new assigned values. The swarm particle matrix is nxD in size, where n is the number of particles.

$$X = \begin{bmatrix} X_{11} & \cdots & X_{1D} \\ \vdots & \ddots & \vdots \\ X_{n1} & \cdots & X_{nD} \end{bmatrix}$$ (1)

Particle updates velocity (amount of change of position in each size) and position according to the following statements:

$$V_{i}^{k+1} = V_{i}^{k} + c1 \times rand_{1}^{k}(pbest_{i}^{k} - x_{i}^{k}) + c2 \times rand_{2}^{k}(gbest^{k} - x_{i}^{k})$$ (2)

$$X_{i}^{k+1} = X_{i}^{k} + V_{i}^{k+1}$$ (3)

**Figure 1.** Working Principle of Particle Swarm Optimization (Eberhart, 1995)

**Particle number:** There are 20 to 40. For many problems it is enough to use 10 particles, while for some difficult or special problems it may be necessary to use 100 or 200 particles.
Particle dimension: It depends on the problem to be optimized.

Particle spacing: Particles of different sizes and ranges can be identified, depending on the problem to be optimized.

Vmax: In an iteration, it determines the maximum change (velocity) in a particle. It is usually determined by particle spacing.

Learning Factors: c1 and c2 are generally selected as 2. But different values can also be selected.

Stop Condition: The algorithm can be stopped when the maximum number of iterations is reached or the value function reaches the desired level. For multiple model problems, the PSO algorithm often fails to achieve satisfactory results due to early convergence [38], [39]. The solutions obtained using the standard PSO algorithm are also unsatisfactory for some single model problems. Since PSO is not guaranteed to approach the local optimum [40], solutions are often developed using finely tuned local search methods [41], [42], [43]. Therefore, neither the search nor the search mechanism in the standard PSO algorithm is sufficient for different types of problems. In order to improve research efficiency and address the shortcomings in the standard algorithm, researchers have proposed some changes to the PSO method [44].

3. YHT 65000 FAST TRAIN

This train is a high-speed train model that is currently used in Turkey. It is a high speed train set produced by the Spanish railway manufacturer Construcciones y Auxiliar de Ferrocarriles (CAF).

YHT 65000 trains are based on the trains that RENFE (Red Nacional De Ferrocarriles Espanoles) Class with 120 trains use in Spain. A set consists of 6 cars as standard. In this study, it was thought that there were 6 cars. However, it has a modular structure and 2 more cars can be added if desired. In addition, 2 sets can be combined to form a total of 12 cars. Before this study, the technical information of the high-speed train used in the study is given in Table 1.

Table 1. Technical Information of High Speed YHT 65000 Train *

| Main Characteristics       | YHT 65000 |
|----------------------------|-----------|
| Power                      | 38400 kW  |
| Lokomotive Load            | 297.25 Ton|
| Axle Load                  | 17 Ton    |
| Axle Type                  | -         |
| Maximum Velocity           | 275 km/h  |
| Line Gap                   | 1435 mm   |
| Catenary Type              | AC 25 kV, 50 Hz |
| Traction Motor Power       | AC 4800 kW|

*Obtained from TCDD (Turkish State Railways).
4. RESULTS

In this study, four resistances which prevent the movement of high-speed trains were calculated. These were cruise resistance (car resistance and locomotive resistance, not as a separate resistance in high-speed train sets (one resistance)), curve resistance, ramp resistance and acceleration resistance. Since wind resistance is a chaotic resistance, it was not taken into account. It should be noted that these resistors directly affect power consumption. In this case, it is possible to express the total resistance (RT) equation as follows (G is the total load carried in tonnes):

Cruise Resistance:

\[ R_s = (1,3953 - 0,0071 \times V + 0,0006 \times V^2)G \]  \hspace{1cm} (1)

Since cruise resistance exists for a high-speed train set, it consists of a single resistance provided by the manufacturer, which is inseparable as car and locomotive resistance.

Curve Resistance:

\[ R_k = \left(\frac{650}{k-55}\right)G \]  \hspace{1cm} (2)

This curve resistance formula is known as the Röcki formula and is used for 1435 mm line length. The k value in the equation is the curvature radius of the line in m.

Ramp Resistance:

\[ R_r = rG \]  \hspace{1cm} (3)

r is the ramp value in %. This value is taken as positive when climbing the ramp and negative when descending.

In order for the train set to move, it must overcome these resistances. A train can only move with "Steady" velocity after overcoming these resistances. At steady velocity, there is no
acceleration (a) (it is equal to zero) according to Newton’s 1st Law. There is one more resistance must be overcome when the train wants to change its velocity. This resistance is called as acceleration resistance.

**Acceleration Resistance:**

\[ Ra = \left( \frac{4V^2}{S} \right) G \] (4)

The acceleration resistance given above is the acceleration resistance of the train set. \( S \) refers to the line.

While there is no acceleration in the first three resistance types, but in the forth one, there is a rise in acceleration resistance when the speed changes. The power consumption is determined by applying the PSO method to the total resistance formula given below.

\[ R = R_s + R_k + R_r + R_a \] (5)

The equation in full is written as:

\[ R = (V^2 \left( 0.0006 + \frac{4}{S} \right) - 0.0071V + 1.3953 + \frac{650}{K-55} + r)G \] (6)

\[ V = at \] (7)

In this study, resistance was minimized and maximized in 20 iterations with the Particle Swarm Optimization Method. Constraints and results (Table 2.) are given below.

**Constraints:**

-28 m/s² < a < 28 m/s² (acceleration)

1 s. < t < 3600 s. (time)

-‰26 < r < ‰26 (ramp)

130 m. < k < 530 m. (curve)

0 m. < S < 300 km. (distance)

**Table 2. Values Found Using the Swarm Particle Method**

|                     | a       | t       | r       | k       | S       |
|---------------------|---------|---------|---------|---------|---------|
| Situations for the  | 10 m/s² | 0 s.    | ‰26     | 530 m.  | 300 km. |
| Least Resistance    |         |         |         |         |         |
| Situations for the  | -18.2 m/s² | 3163 s. | ‰19.2  | 206 m.  | 10 m.   |
| Highest Resistance  |         |         |         |         |         |

Table 2 shows that the total resistance is the smallest gave quite reasonable results. Resistance values are the smallest values except for acceleration resistance. However, in cases where resistance is the highest different results have been obtained instead of expected upper limits.
5. CONCLUSION

By means of the PSO method used, the points where the least power was consumed, so the minimum resistance, were found in the extreme constraints given, with the exception of acceleration. However, the acceleration, time, curve, ramp and distance values make the highest resistance not be obtained correctly with the PSO method. This is due to the fact that the number of iterations, 20, was not sufficient to find the parameters that make the lowest resistance value, but not enough to find the highest resistance.

Two solutions can be proposed here. The first one is that the number of iterations can be increased and more accurate results can be obtained. When the number of iterations is 1000, the results are more accurate, but this greatly extends the test runtime and it becomes impractical. While 20 iterations were 1.88 s, it was 795 s for 1000 iterations. So the time increased almost 422.87 times.

A second way is to keep the number of iterations of the particle swarm optimization method at 20 again while finding the maximum resistance, but by hybridizing the optimization method with a different method to eliminate the disadvantages of the rapid convergence of PSO. Thus, the right result can be achieved and save time. The authors plan to create such a method as a second step.
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