RESIDUAL INTERSECTIONS AND CORE OF MODULES

A. COSTANTINI, L. FOULI, AND J. HONG

Abstract. We introduce the notion of residual intersections of modules and prove their existence. We show that projective dimension one modules have Cohen-Macaulay residual intersections, namely they satisfy the relevant Artin-Nagata property. We then establish a formula for the core of orientable modules satisfying certain homological conditions, extending previous results of Corso, Polini, and Ulrich on the core of projective one modules. Finally, we provide examples of classes of modules that satisfy our assumptions.

1. Introduction

The main goal of this article is to describe the core of a module, namely the (possibly infinite) intersection of all minimal reductions of the module. This notion generalizes the core of an ideal, which is defined as the intersection of all minimal reductions of the ideal. Minimal reductions of an ideal $I$ and its core have been studied by several authors using various techniques [7, 8, 13, 18, 20, 23]. In particular, Corso, Polini, and Ulrich [7, 8] established a fundamental relationship between the structure of the core of $I$ and the properties of the residual intersections of $I$. Generalizing the notion of linkage, the residual intersections of $I$ are the ideals of the form $(J :_{R} I)$ for some ideal $J \subseteq I$ that equals $I$ locally up to a certain codimension. Hence, one can think of the residual intersections of $I$ as local approximations of $I$.

The structure of the core is well-understood for ideals whose residual intersections satisfy Serre’s condition $(S_2)$. In fact, Corso, Polini, and Ulrich proved that the core of $I$ is a finite intersection of general minimal reductions of $I$ if $I$ is $G_{\ell(I)}$ and universally weakly $(\ell(I) - 1)$-residually $(S_2)$, where $\ell(I)$ is the analytic spread of $I$, [7, Theorem 4.5]. They also gave an explicit formula to calculate the core for ideals with bounded reduction number in a slightly more restrictive setting [8].

Theorem 1.1. [8, Theorem 2.6] Let $R$ be a Gorenstein local ring of dimension $d$ with infinite residue field. Let $I$ be an ideal with height $g \geq 2$ and analytic spread $\ell$, satisfying $G_{\ell}$. Assume that $\text{depth}(I^j) \geq d - g - j + 2$ for $1 \leq j \leq \ell - g + 1$. The following are equivalent:

(i) $\text{core}(I) = (J :_{R} I)I = (J :_{R} I)J$ for every minimal reduction $J$ of $I$;
(ii) $(J :_{R} I)$ does not depend on the minimal reduction $J$ of $I$;
(iii) The reduction number of $I$ is at most $\ell - g + 1$.
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The condition that \((J :_R I)\) does not depend on the choice of minimal reduction \(J\) of \(I\) is also known as the balanced condition, [26]. The assumption on the depth of the powers of \(I\) in Theorem 1.1 is satisfied if \(I\) is a strongly Cohen-Macaulay ideal [25, Remark 2.10], or an ideal in the linkage class of a complete intersection such as a perfect ideal of height two [16]. This assumption implies that \(I\) satisfies the Artin-Nagata property \(\text{AN}_\ell(I)\), a Cohen-Macaulayness condition on the residual intersections of \(I\) [25, Theorem 2.9]. Furthermore, if \(I\) is a perfect ideal of height two, the equivalent conditions in Theorem 1.1 are also equivalent to the Cohen-Macaulay property of the Rees algebra \(\mathcal{R}(I)\) [26, Corollary 5.3], [8, Corollary 3.4]. Exploiting this Cohen-Macaulay property, Corso, Polini and Ulrich extended the latter result to modules of projective dimension one in [9].

**Theorem 1.2.** [9, Theorem 2.4] Let \(R\) be a Gorenstein local ring of dimension \(d\) with infinite residue field. Let \(E\) be a finitely generated \(R\)-module with \(\text{projdim}\ E = 1\). Let \(e = \text{rank}(E)\), \(\ell = \ell(E)\), and assume that \(E\) satisfies \(G_{\ell - e + 1}\) and is torsionfree locally in codimension one. The following are equivalent:

(a) \((U :_R E)E \subseteq \text{core}(E)\) for some minimal reduction \(U\) of \(E\);
(b) \((U :_R E)U = (U :_R E)E = \text{core}(E)\) for every minimal reduction \(U\) of \(E\);
(c) \(\text{core}(E) = \text{Fitt}_\ell(E) \cdot E\);
(d) \((U :_R E)\) does not depend on the minimal reduction \(U\) of \(E\);
(e) \((U :_R E) = \text{Fitt}_\ell(E)\) for every minimal reduction \(U\) of \(E\);
(f) the reduction number of \(E\) is at most \(\ell - e\).

If we assume that the module \(E\) in the above result has rank one, then \(E\) is isomorphic to a perfect ideal of height two, recovering a special case of Theorem 1.1. Nonetheless, Theorem 1.1 holds for larger classes of ideals and it is then natural to ask whether Theorem 1.2 can be extended to other classes of modules.

Let us recall some basic definitions and notations used throughout this article. Let \(R\) be a Noetherian ring and \(E\) a finitely generated \(R\)-module. We say that \(E\) has a rank, \(\text{rank}(E) = e\), if \(E \otimes_R \text{Quot}(R)\) is a finite free module of rank \(e\) over the total ring of quotients \(\text{Quot}(R)\). This condition is not very restrictive. For instance, all finitely generated modules over an integral domain and all modules of finite projective dimension over any Noetherian ring have a rank. Moreover, ideals of positive grade are identified with torsionfree modules of rank one. For an integer \(s \geq 1\), a finitely generated \(R\)-module \(E\) having a rank \(e\) is said to satisfy \(G_s\) if \(\mu(E_p) \leq \dim(R_p) + e - 1\) whenever \(1 \leq \dim(R_p) \leq s - 1\), where \(\mu(-)\) denotes the minimal number of generators. One says that \(E\) satisfies \(G_\infty\) if it satisfies \(G_s\) for all \(s\).

If \(E\) is a finitely generated module with a rank, then the Rees algebra \(\mathcal{R}(E)\) of \(E\) is defined as the symmetric algebra \(S(E)\) modulo its \(R\)-torsion submodule (see [12] for more general definition of Rees algebras of modules that holds for modules without a rank as well). If \(S(E) = \mathcal{R}(E)\), then \(E\) is said to be of linear type since the symmetric algebra can be equivalently described as a quotient of a polynomial ring modulo an ideal generated by homogeneous linear polynomials.

A submodule \(U\) of \(E\) is called a reduction of \(E\) if \(\mathcal{R}(E)\) is integral over the \(R\)-subalgebra generated by the image of \(U\). A reduction of \(E\) is said to be minimal if it is minimal with respect to inclusion. The core of a module \(E\) is the intersection of all (minimal) reductions of \(E\) and denoted by \(\text{core}(E)\).
Let $U$ be a reduction of $E$. The reduction number $r_U(E)$ of $E$ relative to $U$ is the least integer $r \geq 0$ such that $R(E)_{n+1} = U \cdot R(E)_n$ for all $n \geq r$. The reduction number $r(E)$ is the minimum of $r_U(E)$, where $U$ ranges over all minimal reductions of $E$.

Let $(R, \mathfrak{m})$ be a Noetherian local ring with residue field $k$. The Krull dimension of the special fiber ring $F(E) = k \otimes_R R(E)$ is called the analytic spread of $E$ and is denoted by $\ell(E)$. If $k$ is infinite, $\ell(E) = \mu(U)$ for any minimal reduction $U$ of $E$. Moreover, $\ell(E) \leq \mu(E)$, and equality holds if and only if $E$ has no proper reductions.

We now describe how this article is organized. In Section 2, we introduce the notion of residual intersections of modules and prove their existence under the Gr s assumption, generalizing the case of ideals satisfying Gr s [25]. In Section 3, we show that a module $E$ of projective dimension 1 satisfies the Artin-Nagata property $\mathrm{AN}_s$ for every $s$. This would explain the formula for $\mathrm{core}(E)$ given by Theorem 1.2 in terms of residual intersections of $E$, similarly as for perfect ideals of height two. In Section 4, we extend Theorem 1.1 and Theorem 1.2 to orientable modules satisfying certain homological conditions. More specifically, our main result is the following.

**Theorem 4.3.** Let $R$ be a Gorenstein local ring of dimension $d$ with infinite residue field. Let $E$ be a finite, torsionfree, and orientable $R$-module with $\mathrm{rank}(E) = e > 0$ and analytic spread $\ell(E) = \ell \geq e + 2$. Assume that $E$ is $G_{\ell-e+1}$ and that $\mathrm{Ext}^j_R(E', R) = 0$ for every $1 \leq j \leq \ell - e - 1$. Suppose that the Rees algebra $R(E)$ satisfies (S2). The following are equivalent:

(i) $(U :_R E)E \subseteq \mathrm{core}(E)$ for every minimal reduction $U$ of $E$;
(ii) $(U :_R E)U = (U :_R E)E = \mathrm{core}(E)$ for every minimal reduction $U$ of $E$;
(iii) $(U :_R E)$ is independent of $U$ for every minimal reduction $U$ of $E$.

As applications of our main result, we list several classes of modules to which Theorem 4.3 can be applied; see Theorem 4.5 and Corollaries 4.6, 4.7, 4.8.

2. Residual Intersections of Modules

In this section, we introduce residual intersections of modules and discuss their existence. This work generalizes previous work of Ulrich, [25] on the existence of residual intersections for ideals.

**Definition 2.1.** Let $R$ be a Noetherian ring, $E$ a finitely generated $R$-module having a rank $e > 0$, and $s$ an integer with $s \geq e$. A proper $R$-ideal $K$ is called an $s$-residual intersection of $E$ if there exists an $s$-generated submodule $U \subseteq E$ such that $K = (U :_R E)$ and $\mathrm{ht}(K) \geq s - e + 1$, where $\mathrm{ht}(-)$ denotes the height of an ideal. If $E$ is an $R$-ideal $I$ of positive grade, then we assume that $s \geq \mathrm{ht}(I)$.

Similarly as in the case of ideals [25, Corollary 1.6], the Gr s condition plays a crucial role in proving that residual intersections of modules exist.

**Theorem 2.2.** Let $(R, \mathfrak{m})$ be a Noetherian local ring with infinite residue class field. Let $P$ be a finite (possibly empty) subset of $\mathrm{Spec}(R)$. Let $E$ be a finitely generated $R$-module having a rank $e > 0$. Let $s$ be an integer. Let $W$ be a submodule of $E$ such that $\mathrm{ht}(W :_R E) \geq s$. Suppose that $E$ satisfies Gr s. Then there exist elements $a_1, \ldots, a_s$ in $W$ such that for every $0 \leq i \leq s$, and every subset $\{v_1, \ldots, v_i\}$ of $\{1, \ldots, s\}$,
(1) $\mu \left( \left( W/ \sum_{j=1}^{k} Ra_j \right)_{p} \right) = \max \{ 0, \mu(W_p) - s \}$ whenever $p \in \mathcal{P}$;

(2) $\text{ht} \left( \sum_{j=1}^{i} Ra_{v_j} :_R E \right) \geq i - e + 1.$

Proof. We proceed by induction on $k$, where $0 \leq k \leq s$, to construct elements $a_1, \ldots, a_k \in W$ such that, for all $0 \leq i \leq k$ and every subset $\{v_1, \ldots, v_i\} \subseteq \{1, \ldots, k\}$, we have

(a) $\mu \left( \left( W/ \sum_{j=1}^{k} Ra_j \right)_{p} \right) = \max \{ 0, \mu(W_p) - k \}$ whenever $p \in \mathcal{P}$;

(b) $\mu \left( \left( W/ \sum_{j=1}^{i} Ra_{v_j} \right)_{p} \right) \leq \dim(R_p) + e - 1 - i$ for all $p \in \text{Supp}(E)$ with $i - e + 1 \leq \dim(R_p) \leq s - 1$;

(c) $\left( W/ \sum_{j=1}^{i} Ra_{v_j} \right)_{p} = 0$ for all prime ideals $p$ with $\text{ht}(p) \leq i - e$.

Suppose $k = 0$. It is enough to prove (b). For all $p$ with $\dim(R_p) \leq s - 1$ we have $E_p = W_p$. Since $E$ satisfies $G_s$, we have

$$\mu(W_p) = \mu(E_p) \leq \dim(R_p) + e - 1.$$

Suppose that there exist $a_1, \ldots, a_{k-1} \in W$ such that, for all $0 \leq i \leq k - 1$ and every subset $\{v_1, \ldots, v_i\} \subseteq \{1, \ldots, k - 1\}$, the statements (a),(b),(c) hold.

Let $\mathcal{P}_{k-1}$ be the power set of $\{1, \ldots, k - 1\}$ and write $\tilde{v}(i) \in \mathcal{P}_{k-1}$, where $i$ denotes the cardinality of the subset. For each $\tilde{v}(i) = \{v_1, \ldots, v_i\}$, we write

$$N_{\tilde{v}(i)} = \sum_{j=1}^{i} Ra_{v_j}, \quad \text{and} \quad F_t^{\tilde{v}(i)} = \text{Fitt}_t(W/N_{\tilde{v}(i)}), \quad \text{where} \ 0 \leq t \leq s + e - 2.$$

Let

$$\mathcal{Q} = \mathcal{P} \cup \bigcup_{\tilde{v}(i) \in \mathcal{P}_{k-1}} \bigcup_{t=0}^{s+e-2} \text{Min} \left( F_t^{\tilde{v}(i)} \right).$$

Then, by [25, Lemma 1.3], there exists $a_k \in W$ such that for all $\tilde{v}(i) \in \mathcal{P}_{k-1}$,

$$\mu \left( \left( W/(N_{\tilde{v}(i)} + Ra_k) \right)_{p} \right) = \max \left\{ 0, \mu \left( \left( W/N_{\tilde{v}(i)} \right)_{p} \right) - 1 \right\} \quad \text{for all} \quad p \in \mathcal{Q}.$$

In particular, for all $p \in \mathcal{P} \subseteq \mathcal{Q}$, we have

$$\mu \left( \left( W/ \sum_{j=1}^{k} Ra_j \right)_{p} \right) = \max \left\{ 0, \mu \left( \left( W/ \sum_{j=1}^{k-1} Ra_j \right)_{p} \right) - 1 \right\} = \max \{ 0, \mu(W_p) - k \},$$

where the last equality holds by the induction hypothesis. This proves statement (a).
Let $P_k$ be the power set of $\{1, \ldots, k\}$ and write $\nu(i) \in P_k$, where $i$ denotes the cardinality of the subset. We want to show that the statements (b), (c) hold for all $0 \leq i \leq k$ and for all $\nu(i) = \{v_1, \ldots, v_i\} \in P_k$. If $k \notin \nu(i)$, then $\nu(i) = \widetilde{\nu}(i) \in P_{k-1}$. Thus, the claims follow from the induction hypothesis. Now, assume that $k \in \nu(i)$ and note that $\nu(i) = \widetilde{\nu}(i-1) \cup \{k\}$. Write

\[ N_{\nu(i)} = \sum_{j=1}^{i-1} Ra_{v_j} + Ra_k = N_{\widetilde{\nu}(i-1)} + Ra_k. \]

To prove (b), let $p \in \text{Supp}(E)$ with $i - e + 1 \leq \dim(R_p) \leq s - 1$. Let $h = \dim(R_p) + e - 1 - i$. Suppose $p \notin V \left( F_{h(i-1)}^{\nu(i)} \right)$. Then $\mu \left( (W/N_{\nu(i)})_p \right) \leq h$ and thus $\mu \left( (W/N_{\nu(i)})_p \right) \leq h$ as well.

Hence we may assume $p \in V \left( F_{h(i-1)}^{\nu(i)} \right)$. For all prime ideals $q$ with $\text{ht}(q) \leq i - e - 1$, by the induction hypothesis $(W/N_{\nu(i-1)})_q = 0$ and thus $q \notin V \left( F_{h(i-1)}^{\nu(i)} \right)$. For all prime ideals $q$ with $i - e \leq \text{ht}(q) \leq h - e + i$, by the induction hypothesis

\[ \mu \left( (W/N_{\nu(i-1)})_q \right) \leq \text{ht}(q) + e - i \leq h, \]

which implies that $q \notin V \left( F_{h(i-1)}^{\nu(i)} \right)$. That is, for all prime ideals $q$ with $\text{ht}(q) \leq h - e + i$, we have $q \notin V \left( F_{h(i-1)}^{\nu(i)} \right)$. Therefore,

\[ h - e + i + 1 \leq \text{ht} \left( F_{h(i-1)}^{\nu(i)} \right) \leq \text{ht}(p) = h - e + i + 1. \]

Thus, $p \in \text{Min} \left( F_{h(i-1)}^{\nu(i)} \right) \subseteq Q$ and we obtain the following.

\[ \mu \left( (W/N_{\nu(i)})_p \right) = \max \left\{ 0, \mu \left( (W/(N_{\nu(i-1)}))_p \right) - 1 \right\} \leq \max \left\{ 0, \text{ht}(p) + e - i - 1 \right\} = h. \]

To prove (c), let $p$ be a prime ideal with $\text{ht}(p) \leq i - e$. If $p \notin V \left( F_{h(i-1)}^{0(i-1)} \right)$, then $(W/N_{\nu(i-1)})_p = 0$. Thus, $(W/N_{\nu(i)})_p = 0$ as well. Suppose then that $p \in V \left( F_{h(i-1)}^{0(i-1)} \right)$. For all primes $q$ with $\text{ht}(q) \leq i - 1 - e$, by the induction hypothesis, we have

\[ (W/N_{\nu(i-1)})_q = 0, \]

which implies $q \notin V \left( F_{h(i-1)}^{0(i-1)} \right)$. Therefore,

\[ i - e \leq \text{ht}(F_{h(i-1)}^{0(i-1)}) \leq \text{ht}(p) \leq i - e, \]

and thus, $p \in \text{Min} \left( F_{h(i-1)}^{0(i-1)} \right) \subseteq Q$. Moreover, we may assume $p \in \text{Supp}(E)$. Since $\text{ht}(p) = i - e$, the induction hypothesis implies

\[ \mu \left( (W/N_{\nu(i-1)})_p \right) - 1 \leq \dim(R_p) + e - 1 - (i - 1) - 1 = (i - e) + e - i - 1 = -1. \]
Therefore,
\[ \mu \left( \left( W/N_{\nu(i)} \right)_p \right) = \max \left\{ 0, \, \mu \left( \left( W/(N_{\nu(i-1)}) \right)_p \right) - 1 \right\} = 0. \]

The following proposition allows us to obtain Theorem 2.2 in the non local case.

**Proposition 2.3.** Let \( R \) be a Noetherian ring. Let \( \mathcal{P} \) be a finite (possibly empty) subset of \( \text{Spec}(R) \). Let \( E \) be a finitely generated \( R \)-module having a rank \( e > 0 \). Let \( s \) be an integer. Let \( W \) be a submodule of \( E \) such that \( \text{ht}(W :_RE) \geq s \). Suppose that \( E \) satisfies \( G_s \). Then there exist elements \( a_1, \ldots, a_s \) in \( W \) such that

1. \( \mu \left( \left( W/\left( \sum_{j=1}^{s} Ra_j \right) \right)_p \right) = \max \left\{ 0, \, \mu \left( W_p \right) - s \right\} \), whenever \( p \in \mathcal{P} \);

2. \( \text{ht} \left( \sum_{j=1}^{i} Ra_j :_RE \right) \geq i - e + 1 \), whenever \( 0 \leq i \leq s \).

In particular, if \( s \geq e \), then there exists an \( i \)–residual intersection of \( E \) for every \( e \leq i \leq s \).

**Proof.** The proof is almost identical to that of Theorem 2.2. We use induction on \( k \), where \( 0 \leq k \leq s \), to construct elements \( a_1, \ldots, a_k \) in \( W \) such that for all \( 0 \leq i \leq k \) we have

(a) \( \mu \left( \left( W/\left( \sum_{j=1}^{k} Ra_j \right) \right)_p \right) = \max \left\{ 0, \, \mu \left( W_p \right) - k \right\} \) whenever \( p \in \mathcal{P} \);

(b) \( \mu \left( \left( W/\left( \sum_{j=1}^{i} Ra_j \right) \right)_p \right) \leq \dim(R_p) + e - 1 - i \) for all \( p \in \text{Supp}(E) \) with \( i - e + 1 \leq \dim(R_p) \leq s - 1 \);

(c) \( \left( W/\left( \sum_{j=1}^{i} Ra_j \right) \right)_p = 0 \) for all prime ideals \( p \) with \( \text{ht}(p) \leq i - e \).

The case \( k = 0 \) is clear. Suppose that there exist \( a_1, \ldots, a_{k-1} \) in \( W \) such that for all \( 0 \leq i \leq k - 1 \), the statements (a),(b),(c) hold. We write

\[ N = \sum_{j=1}^{k-1} Ra_j, \quad \text{and} \quad F_t = \text{Fitt}_t(W/N), \quad \text{where} \ 0 \leq t \leq s + e - 2. \]

Let \( Q = \mathcal{P} \cup \bigcup_{t=0}^{s+e-2} \text{Min}(F_t) \). Then, by [25, Lemma 1.3], there exists \( a_k \) in \( W \) such that

\[ \mu \left( \left( W/(N + Ra_k) \right)_p \right) = \max \left\{ 0, \, \mu \left( (W/N)_p \right) - 1 \right\} \quad \text{for all} \quad p \in Q. \]

The assertions follow as in the proof of Theorem 2.2. □

One can even improve the previous result and choose the elements \( a_1, \ldots, a_k \) as in Proposition 2.3 to be part of a generating sequence for the module \( W \).
Corollary 2.4. Let \((R, \mathfrak{m}, k)\) be a Noetherian local ring. Let \(E\) be a finitely generated \(R\)-module having a rank \(e > 0\). Let \(s\) be an integer with \(s \geq e\). Suppose that \(E\) satisfies \(G_s\). Let \(W\) be a submodule of \(E\) such that \(\text{ht}(W :_R E) \geq s \geq \mu(W)\).

1. There exists a generating sequence \(a_1, \ldots, a_s\) of \(W\) such that
   \[
   \text{ht}\left( \sum_{j=1}^{i} Ra_j :_R E \right) \geq i - e + 1
   \]
   for each \(0 \leq i \leq s\).

2. If \(k\) is infinite, then there exists a generating sequence \(a_1, \ldots, a_s\) of \(W\) such that
   \[
   \text{ht}\left( \sum_{j=1}^{i} Ra_v :_R E \right) \geq i - e + 1
   \]
   for each \(0 \leq i \leq s\) and for every subset \(\{v_1, \ldots, v_i\} \subseteq \{1, \ldots, s\}\).

Proof. It follows from applying Theorem 2.2 and Proposition 2.3 with \(P = \{\mathfrak{m}\}\).

Remark 2.5. Let \((R, \mathfrak{m})\) be a Noetherian local ring with infinite residue field. Let \(E\) be a finitely generated \(R\)-module with a rank \(e\) and analytic spread \(\ell\). Suppose \(E\) admits a proper reduction and let \(U\) be a minimal reduction of \(E\). If \(E_p\) is of linear type for all primes \(p\) with \(\text{ht}(p) \leq \ell - e\), then \((U :_R E)\) is an \(\ell\)-residual intersection of \(E\).

The previous remark gives a concrete strategy to build \(\ell\)-residual intersections of a module of analytic spread \(\ell\) from its proper minimal reductions. In the case of ideals, residual intersections obtained as colon ideals as in Remark 2.5 have proved to be extremely useful in the study of the Cohen-Macaulay property of blowup algebras [19, 26, 22, 21] and of the core [7, 8]. It is then natural to ask what classes of modules are of linear type locally in codimension at most \(\ell - e\).

Proposition 2.6. Let \(R\) be a Cohen-Macaulay local ring of dimension \(d\) with infinite residue field. Let \(E\) be a finite, torsionfree \(R\)-module with rank \(e > 0\), and analytic spread \(\ell\).

1. If \(E\) has the projective dimension \(1\), then \(E\) is of linear type locally in codimension at most \(\ell - e\).

2. If \(\ell = e\), then \(E\) is of linear type locally in codimension 0.

3. If \(E\) satisfies \(G_2\), then \(E\) is of linear type locally in codimension at most 1.

4. If \(d = 3\) and \(E\) satisfies \(G_{\ell - e + 1}\), then \(E\) is of linear type locally in codimension at most \(\ell - e\).

Proof. Statement (1) follows from [2, Proposition 4]. Statements (2) and (3) follow from the definition of rank and the \(G_2\) assumption, respectively.

(4): Note that \(e \leq \ell \leq 3 + e - 1 = e + 2\), by [24, Proposition 2.3]. If \(\ell = e\), then the assertion follows from (2). If \(\ell = e + 1\), then the claim follows from (3). Now suppose \(\ell = e + 2\). Then \(E\) satisfies \(G_3\). In particular, \(E\) satisfies \(G_2\) and \(E_p\) is free for every prime \(p\) with \(\text{ht}(p) \leq 1\). Let \(p\) be a prime with \(\text{ht}(p) = 2\). Then \(E_p\) satisfies \(G_\infty\), so it is of linear type by [24, Proposition 4.4(b)].

As seen in Proposition 2.6, modules of projective dimension 1 are of linear type locally in codimension at most \(\ell - e\), a fact that was essential in the proof of [9, Theorem 2.4]. The next proposition gives two classes of modules that are in fact free locally in codimension at most \(\ell - e\).
Proposition 2.7. Let $R$ be a Cohen-Macaulay local ring of dimension $d \geq 3$ with infinite residue field. Let $I$ be an ideal of height $g \geq 2$ and suppose that $g + 1 = \ell(I) < \mu(I)$. Then, for $e \geq 2$, the modules

$$E = I \oplus R^{e-1} \quad \text{and} \quad M = I \oplus \ldots \oplus I$$

have analytic spread $\ell = \ell(I) + e - 1$, are free locally in codimension at most $\ell - e$ and admit a proper minimal reduction.

Proof. Notice that, for a prime ideal $p$, $E_p$ is free if and only if $p \notin V(I)$. Hence, the codimension of the non-free locus of $E$ is $g$. Similarly, the codimension of the non-free locus of $M$ is $g$. Moreover, by [4, Remark 3.9] it follows that $\ell(E) = \ell(I) + e - 1$, while [4, Corollary 3.13] implies that $\ell(M) = \ell(I) + e - 1$. Let $\ell = \ell(E) = \ell(M)$. Then, $g = \ell(I) - 1 = \ell - e$, and the first two assertions are proved.

To show that $E$ and $M$ admit a proper minimal reduction, it suffices to prove that $\mu(E) > \ell$ and $\mu(I) > \ell$. This follows from the assumption that $\mu(I) > \ell(I)$, since $\mu(E) = \mu(I) + e - 1 > \ell(I) + e - 1 = \ell$ and $\mu(M) = e \mu(I) = \mu(I) + (e - 1)\mu(I) > \ell(I) + e - 1 = \ell$. □

Example 2.8. Let $R = k[x_1, x_2, x_3, x_4]$ be a polynomial ring over an infinite field $k$ with dim $R = 4$. Let $I = (x_1x_2, x_2x_3, x_3x_4, x_1x_4)$ be the edge ideal of a square. Then, $ht(I) = 2$ and $\ell(I) = 3 = \mu(I) - 1$ by [27, Proposition 3.1]. Hence, $I$ satisfies the assumptions of Proposition 2.7.

In Section 4, we consider another class of modules which are of linear type locally in codimension at most $\ell - e$.

3. Artin–Nagata Properties

In this section we investigate when the residual intersections of a module are Cohen–Macaulay. This has been a central theme in the literature on residual intersections of ideals [1, 15, 17, 25, 6]. If the residual intersections of $I$ are Cohen–Macaulay, they can often be used to understand the powers of $I$ and its minimal reductions [25, 19, 26]. Similarly as in the case of ideals [25, Definition 1.2], we define the Artin–Nagata conditions for modules as follows.

Definition 3.1. Let $R$ be a Noetherian ring, $E$ a finitely generated torsionfree $R$–module having a rank $e > 0$, and $s$ an integer with $s \geq e$. We say that $E$ satisfies AN$_s$ if $R/K$ is Cohen–Macaulay for every $i$–residual intersection $K$ of $E$ and for every $s \leq i \leq s$.

It is well-known that every strongly Cohen–Macaulay ideal in a Gorenstein local ring satisfies AN$_s$ for every integer $s$ [25, Remark 2.10]. In particular, this class includes all perfect ideals of height two, which can be regarded as torsionfree modules of rank one and projective dimension one. Our next result shows that the same is true for all torsionfree modules of projective dimension one, independently of their rank.

Theorem 3.2. Let $R$ be a Cohen–Macaulay ring. Let $E$ be a finitely generated, torsionfree $R$–module with rank $e > 0$, and projective dimension 1. Then $E$ satisfies AN$_s$ for any $s \geq e$. 

Proof. Let \( e \leq i \leq s \) and let \( K \) be an \( i \)-residual intersection of \( E \). Then there exists \( i \)-generated submodule \( U \subseteq E \) such that \( K = (U :_RE) \), and \( \text{ht}(K) \geq i - e + 1 \). Consider the commuting diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & R^{n-e} \\
\psi \downarrow & & \downarrow \phi \\
E & \longrightarrow & 0
\end{array}
\]

whose rows are exact. Then there is an exact sequence

\[
R^{n-e+i} \xrightarrow{\Psi} R^n \longrightarrow E/U \longrightarrow 0,
\]

where \( \Psi = [\phi \mid \psi] \). Since \( K = \text{ann}(E/U) \) and \( \text{Fitt}_0(E/U) \) have the same radical, \( \text{ht}(K) = \text{ht}(\text{Fitt}_0(E/U)) \). Therefore we obtain

\[
i - e + 1 \leq \text{ht}(K) = \text{ht}(\text{Fitt}_0(E/U)) = \text{ht}(I_n(\Psi)) \leq (n - n + 1)(n + i - e - n + 1) = i - e + 1,
\]

where the last inequality holds according to the Eagon-Northcott bound. By [5], \( R/K \) is perfect. Notice that \( \text{pd}(R/K) = \text{grade}(R/K) = \text{grade}(K) = \text{ht}(K) = i - e + 1 < \infty \). Therefore \( R/K \) is Cohen–Macaulay [3, Theorem 2.1.5]. \( \square \)

If \( I \) is a perfect ideal of height two satisfying \( G_{\ell(I)} \), its Artin-Nagata property crucially allows to characterize when \( r(I) \leq \ell(I) - 1 \) [26, Corollary 5.3]. By [8, Theorem 2.6 and Corollary 3.4], this is equivalent to the balanced condition that \( \text{core}(I) = (J :_R I)I = (J :_R I)I \) for every minimal reduction \( J \) of \( I \) as described in Theorem 1.1. In fact, in the setting of Theorem 1.1, \( (J :_R I) \) is an \( \ell(I) \)-residual intersection of \( I \) for any minimal reduction \( J \) of \( I \).

Similarly, if \( E \) has projective dimension 1 and satisfies \( G_{\ell(E) - e + 1} \), then by [9, Theorem 2.4] the condition that \( \text{r}(E) \leq \ell(E) - e \) is equivalent to \( \text{core}(E) = (U :_R E)E = (U :_R E)U \) for every minimal reduction \( U \) of \( E \) as recalled in Theorem 1.2. The result is proved by induction on the rank, the rank 1 case being the known case of perfect ideals of height two [8, Theorem 2.6 and Corollary 3.4]. It is then natural to ask whether Theorem 1.2 can be reinterpreted in terms of the residual intersections of \( E \).

A careful analysis of the proof of [9, Theorem 2.4] reveals that, in order for the induction to be possible, it suffices that \( \text{ht}(U :_R E) \geq \ell(E) - e + 1 \) for any minimal reduction \( U \) of \( E \) [9, Lemma 2.2(b)]. According to Definition 2.1, this condition means that \( (U :_R E) \) is an \( \ell(E) \)-residual intersection of \( E \). By Remark 2.5, this is guaranteed whenever \( E \) is of linear type locally in codimension at most \( \ell(E) - e \), which follows from [2, Propositions 3 and 4] if \( E \) has projective dimension one. On the other hand, it is reasonable to ask whether the proof of [9, Theorem 2.4] could be generalized to other classes of modules that are of linear type locally in codimension at most \( \ell(E) - e \).

With Theorem 1.1 in mind, we should aim at a class of modules that generalizes universally weakly \( (\ell(I) - 1) \)-residually \( (S_2) \) ideals [6, 8]. We omit this definition, as it is technical and will
not be needed in the rest of the paper. However, we recall that in a Gorenstein ring, in order for an ideal $I$ satisfying $G_{\ell(I)}$ to be universally weakly $(\ell(I) - 1)$-residually $(S_2)$, it suffices that $\text{Ext}_R^{j+1}(R/I^j, R) = 0$ for $1 \leq j \leq \ell(I) - g$ [6, Theorem 4.1], [8, page 2582]. When $g = 2$, the latter condition can be rewritten as $\text{Ext}_R^{j+1}(I^j, R) \simeq \text{Ext}_R^{j+2}(R/I^j, R) = 0$ for $1 \leq j \leq \ell(I) - 2$. In the next section, we prove a module version of Theorem 1.1 for modules satisfying $\text{Ext}_R^{j+1}(E^j, R) = 0$ for $1 \leq j \leq \ell(E) - e - 1$.

4. Core of Modules

In this section, we extend Theorem 1.1 (or [9, Theorem 2.4]) to orientable modules. Recall that a finitely generated $R$-module $E$ is called orientable if it has a rank $e > 0$ and $(\wedge^e E)^{**} \simeq R$, where $(\cdot)^*$ denotes the functor Hom$_R(\cdot, R)$. Examples of orientable modules include modules of finite projective dimension over any Noetherian ring, and finitely generated modules over a UFD.

When studying the Rees algebra of a finitely generated, torsionfree module $E$ with a positive rank, one can construct a Bourbaki ideal $I$ associated to $E$, which shares many of the properties of the module. For instance, the Rees algebra of $E$ is Cohen-Macaulay if and only if the Rees algebra of $I$ is Cohen-Macaulay [24, Theorem 3.5]. Moreover, grade$I \geq 2$ if and only if $E$ is orientable [24, Proposition 3.2].

The key idea underlying the results of [24] is to identify ideals as torsionfree modules of rank one and perform an induction on the rank, to reduce a statement about modules to a statement about ideals. However, this process requires that one constructs a Bourbaki ideal by first enlarging the ring $R$ to a generic extension $R'$. While a generic extension of the ring is not expected to preserve the core, in [9] Corso, Polini and Ulrich could similarly reduce the problem of studying the core of a module of projective dimension one to the case of perfect ideals of height two, by going modulo general elements rather than generic elements. In a similar fashion, an induction on the rank will allow us to extend Theorem 1.1 to orientable modules.

We begin by identifying a sufficient condition for an orientable module $E$ to be of linear type locally in codimension at most $\ell - e$.

**Lemma 4.1.** Let $R$ be a Gorenstein local ring of dimension $d \geq 4$. Let $E$ be a finite, torsionfree, and orientable $R$-module with rank$(E) = e > 0$, and analytic spread $\ell(E) = \ell \geq e + 2$. Assume that $E$ is $G_{\ell-e+1}$ and that $\text{Ext}_R^{j+1}(E^j, R) = 0$ for $1 \leq j \leq \min\{\ell - e - 1, d - 3\}$. Then

1. $E_p$ is of linear type for every prime $p$ with ht$(p) \leq \ell - e$.
2. For any minimal reduction $U$ of $E$, we have ht$(U : R E) \geq \ell - e + 1$.

**Proof.** Statement (2) follows from (1) directly. To prove (1), let $p$ be a prime with ht$(p) \leq \ell - e$. Then $E_p$ is finite, torsionfree, orientable, with rank$(E_p) = e$. Note that $E$ is $G_{\ell-e+1}$, where $\ell - e + 1 \geq 3$, and $E_p$ satisfies $G_{\infty}$. If ht$(p) = 0$, then $E_p$ is free because $E$ has a rank. If ht$(p) = 1$, then $E_p$ is free because $E$ satisfies $G_2$. If ht$(p) = 2$ or ht$(p) = 3$, then $E_p$ is of linear type because $E_p$ is orientable and satisfies $G_{\infty}$ [24, Proposition 4.4 (b), Proposition 4.6 (a)].

Suppose that dim$(R_p) \geq 4$ and that $E_p$ is not free. Suppose that $\ell(E_p) = e + 1$. By [24, Proposition 4.1(b)], it must then be that $\mu(E_p) \leq e + 1$, whence $\ell(E_p) = e + 1 = \mu(E_p)$. Thus, a generic
Moreover, by \([14, \text{Theorem 6.1}]\), it follows that \(I\) is of linear type. By \([24, \text{Theorem 3.5}]\), \(E_p\) is of linear type. We may now assume that \(\ell(E_p) \geq e + 2\). Let \(m = \min\{\ell(E_p) - e - 1, \dim(R_p) - 3\}\). Then \(m \geq 1\). Since

\[
\ell(E_p) - e - 1 \leq \ell(E) - e - 1, \quad \text{and} \quad \dim(R_p) - 3 \leq \ell - e - 3 < \ell - e - 1,
\]

then \(m \leq \ell(E) - e - 1\). Also, \(m \leq \dim(R_p) - 3 \leq d - 3\) and hence

\(m \leq \min\{\ell - e - 1, d - 3\}\).

Thus, for every \(1 \leq j \leq m\), we have

\[
\Ext^{j+1}_R(E_p^j, R_p) = \left(\Ext^{j+1}_R(E^j, R)\right)_p = 0.
\]

By \([11, \text{Theorem 3.3}]\), \(E_p\) is of linear type.

\(\square\)

**Proposition 4.2.** Let \(R\) be a Gorenstein local ring of dimension \(d\) with infinite residue field. Let \(E\) be a finite, torsionfree, and orientable \(R\)-module with \(\text{rank}(E) = e > 0\), and analytic spread \(\ell(E) = \ell \geq e + 2\). Assume that \(E\) is \(G_{\ell-e+1}\) and that \(\Ext^{j+1}_R(E^j, R) = 0\) for every \(1 \leq j \leq \ell - e - 1\). Suppose that the Rees algebra \(R(E)\) satisfies \((S_2)\). Then for any minimal reduction \(U\) of \(E\), we have

\[
U/(U :_RE)U \cong \ (R/(U :_RE))^\ell.
\]

**Proof.** We proceed by induction on \(e\). Suppose \(e = 1\). Then \(E\) is isomorphic to an ideal \(I\) with analytic spread \(\ell \geq 3\) and height \(g \geq 2\), since \(E\) is orientable \([24, \text{Proposition 3.2}]\). Suppose \(g \geq 3\). Then \(1 \leq g - 2 \leq \ell - 2\) and by assumption we have

\[
0 = \Ext^{g-1}_R(I^{g-2}, R) \cong \Ext^g_R(R/I^{g-2}, R) \neq 0,
\]

because \(\text{grade}(I^{g-2}) = \text{grade}(I) = g\), which is a contradiction. Thus, \(g = 2\).

Moreover, \(I\) satisfies \(G_{\ell-1}\) with \(\ell - 1 \geq 2\) and

\[
\Ext^{j+2}_R(R/I^j, R) \cong \Ext^{j+1}_R(I^j, R) = 0 \quad \text{for} \quad 1 \leq j \leq \ell - 2.
\]

Hence, by \([6, \text{Theorem 4.1}]\), \(I\) is \((\ell - 1)\)-residually \((S_2)\). Moreover, \(I\) satisfies \(G_\ell\) (by assumption) and is \((\ell - 2)\)-weakly residually \((S_2)\). The claim now follows from \([8, \text{Lemma 2.5}]\).

Suppose \(e \geq 2\) and the statement is true for modules satisfying the assumptions and having rank \(e - 1\). Let \(U\) be a minimal reduction of \(E\), \(x\) a general element of \(U\), and let \(\tilde{E}\) and \(\tilde{U}\) denote \(E/Rx\) and \(U/Rx\), respectively. Then by \([9, \text{Lemma 2.2 (a),(d),(e)}]\), \(\tilde{U}\) is a minimal reduction of \(\tilde{E}\), \(\text{rank}(\tilde{E}) = e - 1\), and \(\ell(\tilde{E}) = \ell - 1\). By Lemma 4.1, we have \(\text{ht}(U :_RE) \geq \ell - e + 1\). Thus, by \([9, \text{Lemma 2.2 (b)}]\), \(\tilde{E}\) is torsionfree and satisfies \(G_{\ell-e+1}\). Moreover, since \(Rx\) is free of rank \(1 < e\), we have \(\langle x^e Rx \rangle^{**} = 0\). Because \(E\) is orientable, the exact sequence \(0 \to Rx \to E \to \tilde{E} \to 0\) implies that \(\tilde{E}\) is orientable as well.

Since \(x\) is regular on \(\mathcal{R}(E)\), by \([9, \text{Lemma 2.1}]\) we have the following exact sequence.

\[
0 \to E^{j-1} \xrightarrow{x} E^j \to E^j/xE^{j-1} \to 0.
\]
This induces the long exact sequence:

$$\cdots \to \operatorname{Ext}^{i+1}_R(E^{j-1}, R) \to \operatorname{Ext}^{i+1}_R(F^j/xE^{j-1}, R) \to \operatorname{Ext}^{i+1}_R(F^j, R) \to \operatorname{Ext}^{i+1}_R(E^{j-1}, R) \to \cdots$$

By assumption, we have \(\operatorname{Ext}^{i}_R(E^{j-1}, R) = 0 = \operatorname{Ext}^{i+1}_R(E^j, R)\). Thus, \(\operatorname{Ext}^{i+1}_R(F^j/xE^{j-1}, R) = 0\) for \(1 \leq j \leq \ell(\tilde{E}) - \text{rank}(\tilde{E}) - 1 = \ell - e - 1\). Then by the induction hypothesis, we have

\[
\tilde{U}/(\tilde{U} :_R \tilde{E}) \tilde{U} \simeq (R/(\tilde{U} :_R \tilde{E}))^{\ell-1}.
\]

Let \(S = R/(\tilde{U} :_R \tilde{E}) = R/(U :_R E)\). The induction hypothesis implies that \(\tilde{U} \otimes S\) is a free \(S\)-module of rank \(\ell - 1\). We want to show that \(U \otimes S\) is a free \(S\)-module of rank \(\ell\). Equivalently, we want to show that

\[
F_{\ell-1}(U \otimes S) = 0, \quad \text{and} \quad F_{\ell}(U \otimes S) = S.
\]

Note that the ideals of minors commute with ring extensions. i.e., \(F_{\ell-1}(U \otimes S) = F_{\ell-1}(U) \otimes S\). We can choose a presentation \(R^e \xrightarrow{\varphi} R^e \xrightarrow{\pi} U \to 0\), where \(F_{\ell}(U \otimes S) = S\) is satisfied automatically. Thus, the assertion follows once we prove that \(I_1(\varphi) \subseteq (U :_R E)\). Now this is equivalent to

\[
(R_{x_1} + \cdots + \tilde{R}_{x_i} + \cdots + R_{x_\ell}) :_R x_i \subseteq (U :_R E) \quad \text{for every} \quad 1 \leq i \leq \ell,
\]

where \(\{x_1, \ldots, x_\ell\}\) is a generating set of \(U\).

Take \(x \in \{x_1, \ldots, \tilde{x}_1, \ldots, x_\ell\}\) and let \(L_i = (R_{x_1} + \cdots + \tilde{R}_{x_i} + \cdots + R_{x_\ell})\). Then we have

\[
(L_i :_R x_i) = (\tilde{L}_i :_R \tilde{x}_i) \subseteq (\tilde{U} :_R \tilde{E}) = (U :_R E),
\]

where the middle inclusion holds by the induction hypothesis. \(\square\)

Now we are ready to prove our main result. In particular, our result can be viewed as generalization of [9, Theorem 2.4] to a class of modules that satisfy certain Ext vanishing conditions.

**Theorem 4.3.** Let \(R\) be a Gorenstein local ring of dimension \(d\) with infinite residue field. Let \(E\) be a finite, torsionfree, and orientable \(R\)-module with \(\text{rank}(E) = e > 0\), and analytic spread \(\ell(E) = \ell \geq e + 2\). Assume that \(E\) is \(G_{\ell - e + 1}\) and that \(\operatorname{Ext}^{j+1}_R(E^j, R) = 0\) for every \(1 \leq j \leq \ell - e - 1\). Suppose that the Rees algebra \(\mathcal{R}(E)\) satisfies (S2). The following are equivalent:

(i) \((U :_R E)E \subseteq \text{core}(E)\) for every minimal reduction \(U\) of \(E\);
(ii) \((U :_R E)U = (U :_R E)E = \text{core}(E)\) for every minimal reduction \(U\) of \(E\);
(iii) \((U :_R E)\) is independent of \(U\) for every minimal reduction \(U\) of \(E\).

**Proof.** (i)\(\Rightarrow\)(ii). It suffices to show that \(\text{core}(E) \subseteq (U :_R E)U\). We prove this by induction on \(e\). Suppose \(e = 1\). As proved in Proposition 4.2, \(E\) is isomorphic to an ideal \(I\) of height 2. Let \(S = R(X_1, \ldots, X_n)\), where \(X_1, \ldots, X_n\) are variables over \(R\) and \(n\) is any positive integer. Then \(IS\) has height 2 and satisfies \(G_{\ell - 1}\) with \(\ell - 1 \geq 2\). Moreover,

\[
\operatorname{Ext}^{j+2}_S(S/(IS)^j, S) \simeq \operatorname{Ext}^{j+1}_S((IS)^j, S) = \operatorname{Ext}^{j+1}_R(I^j, R) \otimes S = 0 \quad \text{for} \quad 1 \leq j \leq \ell - 2.
\]
Hence, by [6, Theorem 4.1], IS is \((\ell-1)\)-residually \((S_2)\). Therefore, \(I\) is universally \((\ell-1)\)-residually \((S_2)\). The assertion now follows from [8, Theorem 2.6].

Suppose \(e \geq 2\) and the result holds for all modules satisfying the assumptions with rank \(e-1\). Let \(x\) be a general element of \(U\). Let \(\tilde{E}\) and \(\tilde{U}\) denote \(E/Rx\) and \(U/Rx\), respectively. Then, as proved in Proposition 4.2, \(\tilde{E}\) is a finite, torsionfree, and orientable \(R\)-module with rank(\(\tilde{E}\)) = \(e-1 > 0\), and analytic spread \(\ell(\tilde{E}) = \ell - 1\). Also \(\tilde{E}\) satisfies \(G_{\ell-e+1}\) and that \(\text{Ext}^j_{R}(\tilde{E}, R) = 0\) for every \(1 \leq j \leq \ell - e - 1\), as seen in the proof of Proposition 4.2.

By the induction hypothesis, we have

\[
\text{core}(\tilde{E}) \subseteq (\tilde{U} :_{R} \tilde{E})\tilde{U} = (U :_{R} E)\tilde{U}.
\]

Note that \(\text{core}(E) \subseteq \bigcap_{x \in V} V\), where \(V\) is a reduction of \(E\). Moreover, by [9, Lemma 2.2 (c)], \(\text{core}(\tilde{E}) = \bigcap_{x \in V} \tilde{V}\), where \(V\) is a reduction of \(E\). Therefore, we have

\[
(\text{core}(E) + Rx)/Rx \subseteq \text{core}(\tilde{E}) \subseteq (U :_{R} E)\tilde{U}.
\]

Hence \(\text{core}(E) \subseteq (U :_{R} E)U + Rx\). Let \(x_1, \ldots, x_\ell\) be a minimal generating set of \(U\). Replacing \(x\) by \(x_i\), we obtain

\[
\text{core}(E) \subseteq \bigcap_{i=1}^{\ell} (Rx_i + (U :_{R} E)U).
\]

It is enough to show that

\[
\bigcap_{i=1}^{\ell} (Rx_i + (U :_{R} E)U) \subseteq (U :_{R} E)U.
\]

If \((U :_{R} E) = R\), then the result is obvious. Suppose \((U :_{R} E) \neq R\). Let \(\alpha \in \bigcap_{i=1}^{\ell} (Rx_i + (U :_{R} E)U)\). Then, for each \(i = 1, \ldots, \ell\),

\[
\alpha = r_ix_i + \beta_i,
\]

where \(r_i \in R\) and \(\beta_i \in (U :_{R} E)U\). It suffices to show that \(r_i \in (U :_{R} E)\) for all \(i\). By Proposition 4.2, \(U/(U :_{R} E)U \simeq (R/(U :_{R} E))^\ell\). Let \(\overline{r_i}\) and \(\overline{x_i}\) denote the images of \(r_i\) and \(x_i\) in \((R/(U :_{R} E))^\ell\), via the isomorphism \(U/(U :_{R} E)U \simeq (R/(U :_{R} E))^\ell\). Since for all \(1 \leq j \leq \ell\) we have \(\overline{r_j} \cdot \overline{x_j} = \overline{0}\), it follows that for all \(1 \leq j \neq k \leq \ell\)

\[
\overline{r_j} \cdot \overline{x_j} = \overline{r_k} \cdot \overline{x_k}.
\]

In particular, \(\overline{r_j} \cdot \overline{x_j} = \overline{r_k} \cdot \overline{x_k} = \overline{0}\). By Proposition 4.2, the images \(\overline{x_1}, \ldots, \overline{x_\ell}\) form a basis of the free module \(U/(U :_{R} E)U\) over \(R/(U :_{R} E)\). By the linearity independence, we have \(\overline{r_j} = \overline{r_k} = \overline{0}\). That is, for all \(i = 1, \ldots, \ell\), \(r_i \in (U :_{R} E)\). This shows that

\[
\alpha = r_ix_i + \beta_i \in (U :_{R} E)U.
\]

(ii)\(\Rightarrow\)(iii). Let \(U_1\) and \(U_2\) be minimal reductions of \(U\). Since \((U_1 :_{R} E)E = \text{core}(E) = (U_2 :_{R} E)E\), we have \((U_1 :_{R} E)E = (U_2 :_{R} E)E \subseteq U_2\). Then \((U_1 :_{R} E) \subseteq (U_2 :_{R} E)\). Similarly, \((U_2 :_{R} E) \subseteq (U_1 :_{R} E)\).
(iii)⇒(i). Clearly \((V :_RE)V \subseteq V\) for any minimal reduction \(V\) of \(E\). But by the independence (i), \((U :_RE)V = (V :_RE)V\) for any minimal reduction \(U\) of \(E\). Thus \((U :_RE)V \subseteq V\) for all minimal reduction \(V\) of \(E\) and hence \((U :_RE)V \subseteq \text{core}(E)\).

Our next goal is to construct examples of classes of modules satisfying the assumptions of Theorem 4.3. Before doing so, we include a technical lemma, whose statement is well known. We include the proof here for completeness.

**Lemma 4.4.** Let \(R\) be an integral domain and \(M\) a finitely generated \(R\)-module. Let \(\tau_R(M)\) be the torsion submodule of \(M\), \(X\) an indeterminate and let \(R[X]\) be a polynomial ring over \(R\). Then the \(R\)-torsion submodule of \(M \otimes_R R[X]\) is \(\tau_R(M) \otimes_R R[X]\).

**Proof.** Notice that \(M \otimes_R R[X] \simeq M[X]\). If \(f(X) = \sum_{i=0}^{n} a_i X^i \in \tau_R(M[X])\), then there exists a non-zero element \(c \in R\) so that \(cf(X) = 0\). This implies that \(ca_i = 0\) for all \(i \geq 0\), i.e., \(a_i \in \tau_R(M)\) for all \(i\). Conversely, let \(f(X) = \sum_{i=0}^{n} a_i X^i \in M[X]\) and suppose that \(a_i \in \tau_R(M)\) for \(0 \leq i \leq n\). Then, there exist non-zero elements \(c_i \in R\) so that \(c_i a_i = 0\), for all \(0 \leq i \leq n\). Since \(R\) is a domain, \(c = c_0 \cdots c_n\) is a non-zero element of \(R\) and \(cf(X) = 0\). Therefore, \(f(X) \in \tau_R(M[X])\).

The first class of modules we consider is certain types of ideal modules arising from height two ideals.

**Theorem 4.5.** Let \(R\) be a Gorenstein local domain of dimension \(d\) with infinite residue field. Let \(I\) be an \(R\)-ideal of height two, analytic spread \(\ell(I) \geq 3\), and reduction number \(r(I) \leq \ell(I) - 1\). Assume that \(I\) satisfies \(G_{\ell(I)}\) and that \(\text{depth}(P) \geq d - j\) for \(1 \leq j \leq \ell(I) - 1\). Then, for \(e > 0\), the \(R\)-module \(E = I \oplus R^{e-1}\) has reduction number \(r(E) = r(I)\) and \(\mathcal{R}(E)\) is Cohen-Macaulay. Moreover, the following are equivalent:

(i) \((U :_RE)V \subseteq \text{core}(E)\) for every minimal reduction \(U\) of \(E\);

(ii) \((U :_RE)V = (U :_RE)V = \text{core}(E)\) for every minimal reduction \(U\) of \(E\);

(iii) \((U :_RE)\) is independent of \(U\) for every minimal reduction \(U\) of \(E\).

**Proof.** It is clear that \(E = I \oplus R^{e-1}\) is a torsionfree, orientable module of rank \(e > 0\) and analytic spread \(\ell = \ell(I) + e - 1 \geq e + 2\). Moreover, \(E\) satisfies \(G_{\ell - e + 1}\) since \(I\) does. To prove the remaining statements, notice that \(\mathcal{S}(E) \simeq \mathcal{S}(I) \otimes_R \mathcal{S}(F)\), where \(F = R^{e-1}\). Since \(\mathcal{S}(F)\) is a polynomial ring in \(e - 1\) variables with coefficients in \(R\) and \(R\) is a domain, by Lemma 4.4 it follows that \(\mathcal{R}(E) \simeq \mathcal{R}(I) \otimes_R \mathcal{S}(F)\). Hence, for all \(j\) one has

\[
E^j = [\mathcal{R}(E)]_j \simeq [\mathcal{R}(I) \otimes_R \mathcal{S}(F)]_j = \bigoplus_{0 \leq i \leq j} I^i \otimes_R F^{j-i}.
\]

Since \(R\) is Gorenstein, the assumption that \(\text{depth}(I^j) \geq d - j\) for \(1 \leq j \leq \ell(I) - 1\) implies that \(\text{Ext}^{j+1}_R(I^j, R) = 0\) for every \(j\) in the same range. Hence, from the isomorphisms above we deduce that \(\text{Ext}^{j+1}_R(E^j, R) = 0\) for every \(1 \leq j \leq \ell(I) - 1 = \ell - e\). Moreover, since \(r(I) \leq \ell(I) - 1\), \(\mathcal{R}(I)\) is Cohen-Macaulay by [19, Theorem 3.1 and Corollary 3.4], see also [26, Theorem 1.1]. Therefore,
[24, Theorem 3.5] guarantees that $\mathcal{R}(E)$ is Cohen-Macaulay and $r(E) = r(I)$. The equivalence of the three conditions in the statement now follows from Theorem 4.3.

A similar statement as in Theorem 4.5 holds if we assume that $I$ is a strongly Cohen-Macaulay ideal of height two.

**Corollary 4.6.** Let $R$ be a Gorenstein local domain of dimension $d$ with infinite residue field. Let $I$ be a strongly Cohen-Macaulay ideal of height two, analytic spread $\ell(I) \geq 3$, and reduction number $r(I) \leq \ell(I) - 1$. Assume that $I$ satisfies $G_{\ell(I)}$. Then, for $e > 0$, the $R$-module $E = I \oplus R^{e-1}$ has reduction number $r(E) = r(I)$ and $\mathcal{R}(E)$ is Cohen-Macaulay. Moreover, the following are equivalent:

(i) $(U :_R E)E \subseteq \text{core}(E)$ for every minimal reduction $U$ of $E$;
(ii) $(U :_R E)U = (U :_R E)E = \text{core}(E)$ for every minimal reduction $U$ of $E$;
(iii) $(U :_R E)$ is independent of $U$ for every minimal reduction $U$ of $E$.

**Proof.** Since $I$ is strongly Cohen-Macaulay of height two and satisfies $G_{\ell(I)}$, then $\text{depth}(I^j) \geq d - j$ for $1 \leq j \leq \ell(I) - 1$ by [25, Remark 2.10]. The conclusion now follows from Theorem 4.5.

In the following corollary, we impose an additional condition on the ideal $I$ that results in the special fiber ring of $E$ being Cohen-Macaulay.

**Corollary 4.7.** Let $R$ be a Gorenstein local domain of dimension $d$ with infinite residue field. Let $I$ be an $R$-ideal of height two, analytic spread $\ell(I) \geq 3$, and reduction number $r(I) \leq \ell(I) - 1$. Assume that $I$ satisfies $G_{\ell(I)}$, that $\text{depth}(I^j) \geq d - j$ for $1 \leq j \leq \ell(I) - 1$, and that $Im = Jm$ for some minimal reduction $J$ of $I$. Then, for $e > 0$, the $R$-module $E = I \oplus R^{e-1}$ has reduction number $r(E) = r(I)$. Moreover, $\mathcal{R}(E)$ and $\mathcal{F}(E)$ are both Cohen-Macaulay, and the following are equivalent:

(i) $(U :_R E)E \subseteq \text{core}(E)$ for every minimal reduction $U$ of $E$;
(ii) $(U :_R E)U = (U :_R E)E = \text{core}(E)$ for every minimal reduction $U$ of $E$;
(iii) $(U :_R E)$ is independent of $U$ for every minimal reduction $U$ of $E$.

**Proof.** From [21, Theorem 4.8] it follows that $\mathcal{R}(I)$ and $\mathcal{F}(I)$ are both Cohen-Macaulay. Then, [24, Theorem 3.5] implies that $\mathcal{R}(E)$ is Cohen-Macaulay, with $r(I) = r(E) \leq \ell(I) - 1 = \ell(E) - e$. This implies that the assumptions of Theorem 4.5 are satisfied, which means the equivalence of the three conditions in the statement holds. Moreover, since $\mathcal{R}(E)$ and $\mathcal{F}(I)$ are both Cohen-Macaulay, then [10, Theorem 4.8] implies that $\mathcal{F}(E)$ is Cohen-Macaulay.

When $R$ is a Gorenstein local ring that is not a domain, we can still relate the equivalence of conditions (i)–(iii) in Theorem 4.3 with a requirement that the reduction number of $E$ is bounded, similarly as in Theorem 1.1 for ideals.

**Corollary 4.8.** Let $R$ be a Gorenstein local ring of dimension $d$ with infinite residue field. Let $E$ be a finite, torsionfree and orientable $R$-module with rank($E$) = $e > 0$, and analytic spread $\ell(E) = \ell \geq e + 2$. Assume that $E$ is $G_{\ell-e+1}$, that $r(E) \leq \ell - 1$ and that $\text{depth}(E^j) \geq d - j$ for every $1 \leq j \leq \ell - e$. Then, the following are equivalent:

(i) $(U :_R E)E \subseteq \text{core}(E)$ for every minimal reduction $U$ of $E$;
(ii) \( (U :_R E)U = (U :_R E)E = \text{core}(E) \) for every minimal reduction \( U \) of \( E \);
(iii) \( (U :_R E) \) is independent of \( U \) for every minimal reduction \( U \) of \( E \).

**Proof.** Since \( R \) is Gorenstein, the assumption that \( \text{depth}(E^j) \geq d - j \) for every \( 1 \leq j \leq \ell - e \) implies that \( \text{Ext}^{j+1}_R(E^j, R) = 0 \) for all \( j \) in the same range. Moreover, from [11, Theorem 4.3] it follows that \( \mathcal{R}(E) \) is Cohen-Macaulay. Then, all assumptions of Theorem 4.3 are satisfied, whence the remaining statements follow.

In Theorem 1.1, the requirement that the reduction number is bounded is equivalent to the above characterization of the core. The proof ultimately relies on a thorough study of the canonical module of the associated graded ring of \( I \) (see [26, Corollary 2.4 and Corollary 2.6] and the proof of [8, Theorem 2.6]). Since no module analogue exists for the notion of associated graded ring, a proof of a similar implication in the module case would require a completely different approach.
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