A barrier method for frictional contact on embedded interfaces

Yidong Zhao\textsuperscript{a,1}, Jinhyun Choo\textsuperscript{a,1,*}, Yupeng Jiang\textsuperscript{b}, Minchen Li\textsuperscript{c}, Chenfanfu Jiang\textsuperscript{c}, Kenichi Soga\textsuperscript{d}

\textsuperscript{a}Department of Civil and Environmental Engineering, KAIST, South Korea
\textsuperscript{b}Department of Civil Engineering, The University of Hong Kong, Hong Kong
\textsuperscript{c}Department of Mathematics, University of California, Los Angeles, United States
\textsuperscript{d}Department of Civil and Environmental Engineering, University of California, Berkeley, United States

Abstract

We present a barrier method for treating frictional contact on interfaces embedded in finite elements. The barrier treatment has several attractive features, including: (i) it does not introduce any additional degrees of freedom or iterative steps, (ii) it is free of inter-penetration, (iii) it avoids an ill-conditioned matrix system, and (iv) it allows one to control the solution accuracy directly. We derive the contact pressure from a smooth barrier energy function that is designed to satisfy the non-penetration constraint. Likewise, we make use of a smoothed friction law in which the stick–slip transition is described by a continuous function of the slip displacement. We discretize the formulation using the extended finite element method to embed interfaces inside elements, and devise an averaged surface integration scheme that effectively provides stable solutions without traction oscillations. Subsequently, we develop a way to tailor the parameters of the barrier method to embedded interfaces, such that the method can be used without parameter tuning. We verify and investigate the proposed method through numerical examples with varied levels of complexity. The numerical results demonstrate that the proposed method is remarkably robust for challenging frictional contact problems, while requiring low cost comparable to that of the penalty method.
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1. Introduction

Frictional interfaces inside solids appear in a wide range of problems in science and engineering. Examples in civil and mechanical engineering applications include cracks, slip surfaces, and soil–structure interfaces. Mathematically, frictional contact is a constrained optimization problem, in which the constraints emanate from non-penetration of two contacting surfaces and frictional...
resistance in the surfaces. Therefore, a numerical strategy for the contact problem should deal with two related aspects: (i) the algorithm to impose the constraints, and (ii) the discretization of the constraint variables.

In modern finite element analysis, interfaces are often embedded in elements (i.e. allowed to pass through the interior of elements) to simplify the meshing procedure dramatically. When the interfaces are modeled as sharp (lower-dimensional) discontinuities, they are embedded by enriching basis functions either locally or globally. Representative examples of locally or globally enriched finite element methods are the assumed enhanced strain (AES) method [1] and the extended finite element method (XFEM) [2], respectively. At the expense of the simplified mesh, however, these methods pose a new challenge of treating frictional contact on embedded interfaces.

Over the last couple of decades, a variety of methods have been studied for modeling frictional interfaces embedded in finite elements. Dolbow et al. [3] were the first to propose a method for enforcing frictional contact on interfaces embedded with XFEM. Their method employs an iterative scheme called LATIN to solve a variational equation formulated in terms of the total displacements of the interface surfaces. Yet the convergence behavior and accuracy of the LATIN iterative scheme appeared to have much room for improvement. As such, a number of subsequent studies have developed and investigated various types of methods for a more efficient and robust treatment of embedded frictional interfaces (e.g. [4–6]). A notable example is the work of Liu and Borja [5], where the variational equation is reformulated based on the relative displacements of the discontinuity surfaces and the contact constraints are treated by the classical penalty method. Other classical methods for handling frictional contact, such as the Lagrange multiplier method and the augmented Lagrangian method, have also been applied and tailored to embedded interfaces (e.g. [7–9]). At the same time, some researchers have pursued alternative discretization strategies for the contact variables, instead of discretizing them in a way similar to the classical node-to-surface method in computational contact mechanics [10, 11]. A remarkable example is the mortared finite element formulation proposed by Kim et al. [12], where the contact variables are discretized on an intermediate mortar surface independent from the bulk mesh. In that formulation, the displacement fields in the bulk material and the mortar surface are weakly coupled via a Lagrange multiplier, and the contact constraints are handled by the penalty method.

Nevertheless, it remains an unresolved challenge as to how to handle frictional contact on embedded interfaces in a both computationally robust and efficient manner. The Lagrange multiplier method provides exact enforcement of the contact constraints. However, it introduces an additional field variable which not only increases the number of degrees of freedom but also gives rise to a stability issue in mixed discretization [8, 9, 13]. As a practical means, the penalty method is often used because it retains the number of degrees of freedom and can be used easily. However, this method unavoidably permits inter-penetration (over-closure) to some extent and the degree of inter-penetration can only be reduced indirectly by enlarging the penalty stiffness pa-
parameter. Unfortunately, too large a penalty parameter makes the resultant matrix system highly ill-conditioned. So the determination of an appropriate penalty parameter is often a non-trivial issue. The augmented Lagrangian method combines ideas from the Lagrange multiplier and the penalty methods to alleviate the drawbacks of each method. However, it is still subjected to the stability problem (when the multiplier is discretized independently as in Alart and Curnier [14]) or requires additional iterative steps to calculate the multiplier (when the multiplier is not discretized separately as in Simo and Laursen [15]). Recent studies have thus developed alternative and more advanced methods such as the weighted Nitsche method [16-18] or explored diffuse approaches for algorithm-free modeling of frictional interfaces [19-22]. Yet none of the existing methods is considered optimally robust and efficient for modeling embedded interfaces with frictional contact.

The barrier method – a simple yet robust algorithm for constrained optimization – has also been used for imposing the contact constraints on external domain boundaries in multi-body dynamics [23-28]. In essence, the method replaces the constraint of a constrained optimization problem by augmenting a barrier function to the objective functional, so that one can solve the problem using an algorithm for unconstrained optimization such as Newton’s method. In the context of contact mechanics, the non-penetration constraint can be approximated as a barrier energy function augmented to the potential energy functional. The particular barrier energy function used in Li et al. [25] is a product of the following two: (i) a $C^2$-continuous barrier function of the unsigned distance between domain boundaries, and (ii) a scalar scaling parameter that converts the value of the barrier function to an energy. Importantly, the barrier function has a free parameter that controls the size of the barrier region, whereas the scaling parameter can be tuned to avoid ill-conditioning of the resultant matrix system. So this barrier method has several advantages over the classical methods, including: (i) it does not introduce any additional degrees of freedom or iterative steps, (ii) it is free of inter-penetration, (iii) it avoids an ill-conditioned matrix system, and (iv) it allows one to control the solution accuracy directly. It is noted that although the barrier method results in a very small gap between two contacting surfaces, such a gap indeed exists in real world due to asperities at microscopic scales. In this regard, a gap in the barrier method is more physically realistic than an inter-penetration in the penalty method. Further, whenever the crack opening displacement is used to calculate physical properties such as the hydraulic conductivity (e.g. [29-31]), a gap must be preferred to an inter-penetration to ensure non-negative values of the properties.

While the features of the barrier method are also attractive for embedded interfaces, the existing barrier method is incompatible with interfaces embedded in finite elements. A few critical reasons are as follows. First, the majority of embedded interfaces are closed initially, but the barrier method does not allow one to initialize perfectly closed surfaces because the barrier energy becomes infinity as the distance between the two surfaces approaches zero. An intuitive way to address this issue is to introduce a new parameter representing the initial “gap” of a closed interface;
however, it is unclear how to determine the value of this new parameter. Second, it is uncertain as to how to determine the scalar scaling parameter for an embedded interface under quasi-static conditions, because the existing way to determine the parameter assumes dynamic contact between multiple bodies. Third, in embedded finite element methods, numerical solutions may show severe oscillations in traction fields when the enriched degrees of freedom pose strong constraints.

In this work, we develop the first barrier method for embedded interfaces with frictional contact, addressing the aforementioned challenges in a physically meaningful and numerically efficient manner. The work proceeds as follows. After formulating a variational equation for a solid with internal discontinuities, we employ a barrier energy function to derive the contact pressure such that the non-penetration constraint is always satisfied. Likewise, we utilize a smoothed friction law in which the stick–slip transition is a continuous function of the slip displacement. We then discretize the formulation using XFEM to embed interfaces inside finite elements. In doing so, we devise a surface integration scheme for XFEM that can simply suppress oscillations in traction fields. Subsequently, we develop a way to tailor the parameters of the barrier method to embedded interface, such that the resulting method can be used without parameter tuning. Through numerical examples with varied levels of complexity, we verify and investigate the proposed method for handling embedded frictional interfaces, and discuss its performance compared with that of the penalty method which has similar computational cost. To limit the scope of the present work, we shall focus on single and stationary interfaces in two dimensions throughout. It is noted that the present scope is comparable to that of previous work on frictional contact on embedded interfaces (e.g. [17]).

2. Formulation

In this section, we first formulate a variational equation for a solid with internal discontinuities, which are subjected to constraints on the contact condition and frictional sliding. We then handle the constraints employing a smooth barrier energy function and a smoothed friction law. Without loss of generality, we assume the quasi-static condition, absence of body force, and infinitesimal deformation.

2.1. Problem statement

Consider a domain $\Omega \in \mathbb{R}^{\dim}$ delimited by boundary $\partial \Omega$ with outward normal vector $\nu$. The boundary is suitably decomposed into the displacement (Dirichlet) boundary $\partial_u \Omega$ where the displacement vector is prescribed as $\tilde{u}$, and the traction (Neumann) boundary $\partial_t \Omega$ where the traction vector is prescribed as $\tilde{t}$, such that $\partial \Omega = \partial_u \Omega \cup \partial_t \Omega$ and $\emptyset = \partial_u \Omega \cap \partial_t \Omega$. The domain contains a set of embedded, lower-dimensional interfaces $\Gamma$, across which the displacement field $\mathbf{u}(x)$ can be discontinuous ($x$ denotes the position vector). Each interface segment has two surfaces, and the positive and negative surfaces are denoted by $\Gamma_+$ and $\Gamma_-$, respectively. In that follows, we shall use
the subscripts \((\cdot)_{+}\) and \((\cdot)_{-}\) to denote quantities pertaining to the positive and negative sides. For example, the two sides of the domain are denoted by \(\Omega_{+}\) and \(\Omega_{-}\). We denote by \(n \equiv n_{+} = -n_{-}\) the unit normal vector to the interface pointing toward \(\Gamma_{+}\) and by \(m\) the unit tangent vector pointing toward the slip direction.

Let \(\bar{u} : = u_{+} - u_{-}\) denote the relative displacement (displacement jump) across the interface surfaces. The gap distance between the two surfaces is given by
\[
  u_{N} = \bar{u} \cdot n. \tag{1}
\]

The non-penetration constraint then can be written as
\[
  u_{N} \geq 0. \tag{2}
\]

Let \(t \equiv t_{+} = -t_{-}\) denote the traction vector acting on the contact surfaces. The traction vector is decomposed into its normal and tangential components as
\[
  t = -p_{N}n + t_{T}, \tag{3}
\]
where \(p_{N}\) is the contact pressure, and \(t_{T}\) is the tangential traction vector. It is noted that the contact pressure should be non-negative, i.e.
\[
  p_{N} \geq 0. \tag{4}
\]

The frictional sliding behavior is constrained by a friction law. In this work, we consider the standard Coulomb friction law, which can be written as
\[
  \tau \leq \mu p_{N}, \tag{5}
\]
where \(\tau := \|t_{T}\|\) is the tangential stress (resolved shear stress), and \(\mu\) is the friction coefficient. Conventionally, the constraint imposed by the friction law has been cast into a yield function. However, we shall not follow the conventional method and introduce a new approach later in this section.

For simplicity and without loss of generality, we assume that the bulk material is linear elastic. The constitutive behavior of the bulk material can then be written as
\[
  \sigma = C^{e} : \varepsilon, \tag{6}
\]
where \(\sigma\) is the Cauchy stress tensor, \(\varepsilon := \nabla^{s} u\) is the infinitesimal strain tensor defined as the symmetric gradient of the displacement field, and \(C^{e}\) is the fourth-order elasticity stiffness tensor.

The strong form of the boundary-value problem can be stated as follows: find the displacement
field $u$ such that

$$\nabla \cdot \sigma = 0 \text{ in } \Omega \setminus \Gamma,$$

$$u = \bar{u} \text{ on } \partial_\delta \Omega,$$

$$\nu \cdot \sigma = \bar{t} \text{ on } \partial_t \Omega,$$

$$n \cdot \sigma = t_- \text{ on } \Gamma_-,$$  \hspace{1cm} (10)

$$-n \cdot \sigma = t_+ \text{ on } \Gamma_+.$$  \hspace{1cm} (11)

To develop the weak form of the problem, we define the spaces of trial functions and variations, respectively, as

$$\mathcal{U} := \{ u \mid u \in H^1(\Omega), \ u = \bar{u} \text{ on } \partial_\delta \Omega \},$$  \hspace{1cm} (12)

$$\mathcal{V} := \{ \eta \mid \eta \in H^1(\Omega), \ \eta = 0 \text{ on } \partial_\delta \Omega \},$$  \hspace{1cm} (13)

where $H^1$ is the Sobolev space of order one. Through the standard procedure, we arrive at the following variational equation

$$\int_{\Omega \setminus \Gamma} \nabla \eta : \sigma \, dV + \int_\Gamma \bar{\eta} \cdot t \, dA - \int_{\partial_t \Omega} \eta \cdot \bar{t} \, dA = 0,$$  \hspace{1cm} (14)

where $\bar{\eta} := \eta_+ - \eta_-.$

The focus of this work is on how to efficiently handle the second term in Eq. (14) – the virtual work done by the contact traction vector – subjected to the contact constraints. For this purpose, we decompose the contact surface integral into its normal and tangential components by substituting Eq. (3), i.e.

$$\int_\Gamma \bar{\eta} \cdot t \, dA = \int_\Gamma \bar{\eta} \cdot (-p_N n) \, dA + \int_\Gamma \bar{\eta} \cdot t_T \, dA.$$  \hspace{1cm} (15)

In what follows, we first derive $p_N$ from a barrier energy function to address the contact normal behavior, and then use a smoothed friction law to evaluate $t_T$ in the sliding behavior.

2.2. Barrier method

In this work, we make use of a barrier method to treat the contact normal behavior subjected to the non-penetration constraint. While one can apply the barrier method in a purely mathematical manner as in Li et al. [25], here we do it from a physical point of view to provide another perspective of the method. The physical perspective would be useful to better understand the barrier method, like how the spring interpretation of the penalty method does.

To begin, let us introduce an elastic barrier between the two faces of a discontinuity. The elastic energy stored in the barrier can be represented by a barrier energy density function taking the gap
distance as an argument. In this work, we adapt the smooth barrier energy function proposed by Li et al. \cite{25} to embedded interfaces, which gives

\[
B(u_N) := \begin{cases} 
-\kappa (u_N - \hat{d})^2 \ln \left( \frac{u_N}{\hat{d}} \right) & \text{if } 0 < u_N < \hat{d}, \\
0 & \text{if } u_N \geq \hat{d}.
\end{cases}
\]  

(16)

Here, $\hat{d}$ is the value of $u_N$ above which the value of the barrier function is zero. In other words, the value of $\hat{d}$ defines the maximum value of gap distance at which the two surfaces are considered “in contact.” In this sense, $\hat{d}$ can be interpreted as the thickness of the barrier. Also, $\kappa > 0$ is a scalar parameter having the unit of pressure per length, which is introduced to let the unit of $B(u_N)$ be energy per area. Later in this section, we will show that $\kappa$ controls the stiffness of the barrier for a given $\hat{d}$. Figure 1 illustrates how the values of the barrier energy density function vary with $\hat{d}$.

\[\text{Figure 1: Variation of the barrier energy density function, } B(u_N), \text{ with } \hat{d}. \ (\kappa = 1 \text{ MPa/m})\]

The contact pressure can then be derived based on energy conjugacy, i.e.

\[
p_N := -\frac{\partial B(u_N)}{\partial u_N} = \begin{cases} 
\kappa (u_N - \hat{d}) \left[ 2 \ln \left( \frac{u_N}{\hat{d}} \right) - \frac{\hat{d}}{u_N} + 1 \right] & \text{if } 0 < u_N < \hat{d}, \\
0 & \text{if } u_N \geq \hat{d}.
\end{cases}
\]  

(17)

Figure 2 shows the relations between the contact pressure and the gap distance derived from the barrier functions in Fig. 1. One can see that the contact pressure becomes positive when the gap distance becomes smaller than $\hat{d}$ and it increases toward infinity as the gap approaches zero. The contact pressure thus prevents the gap to become zero, not to mention negative, ensuring satisfaction of the non-penetration constraint, Eq. (2). It is also noted that the contact pressure is always non-negative, satisfying Eq. (4).
Further, we can gain insight into the physical meaning of $\kappa$ by calculating the tangent of the (negative) contact pressure with respect to the gap distance, which can be regarded as the normal stiffness of the interface. The tangent is given by

$$k_N := \frac{\partial(-p_N)}{\partial u_N} = \begin{cases} -2\kappa \ln \left( \frac{u_N}{\hat{d}} \right) - \frac{\kappa(u_N - \hat{d})(3u_N + \hat{d})}{u_N^2} & \text{if } 0 < u_N < \hat{d}, \\ 0 & \text{if } u_N \geq \hat{d}. \end{cases}$$  \hspace{1cm} (18)

The above equation shows that the value of $\kappa$ directly controls the normal stiffness of the barrier-treated interface. For this reason, hereafter we shall refer to $\kappa$ as the barrier stiffness parameter. It is noted that this parameter affects not only the physical behavior of the barrier but also the matrix condition of the discretized problem. Later in Section 4, we will explain how to determine this parameter for an embedded interface such that it results in a physically meaningful and numerically efficient formulation.

Remark 1. The barrier method can be easily implemented and utilized with a trivial modification of any existing penalty-based code. Concretely, one only needs to replace the contact pressure–penetration relationship in the penalty method with the contact pressure–gap distance relationship in the barrier method, Eq. (17). So the computational cost of the barrier method is practically the same as that of the penalty method.

Remark 2. The form of the barrier function (16), proposed in Li et al. [25], has two features that distinguish itself from the standard logarithmic barrier function in optimization [32]: (i) it is truncated at $\hat{d}$, and (ii) a quadratic term is multiplied to a logarithmic term. The first feature allows
us not only to avoid the barrier energy to be negative but also to localize the barrier energy such that the method can be efficiently utilized for multiple pairs of contacting surfaces. The second feature makes the barrier energy function $C^2$-continuous despite the truncation. The $C^2$-continuity is critical to solving the problem using a gradient-based algorithm such as Newton’s method.

Remark 3. The use of the barrier method has made the non-penetration constraint more strict (i.e. $u_N > 0$) since $p_N(u_N) \to \infty$ as $u_N \to 0$. While this change may be viewed as a source of numerical inaccuracy, it can also be physically justified in that no real surfaces can be perfectly closed together due to asperities at smaller scales. In other words, surfaces can only be closed at the scales of their asperities. A similar argument can be found from Wriggers et al. [33], among others.

Remark 4. One important difference between embedded interface problems and multi-body contact problems is that embedded interfaces are often closed in the initial condition. For the reason explained in Remark 3, however, a perfectly closed discontinuity cannot be initialized in the barrier method. To approximate an initially closed discontinuity, we need a new parameter that represents the initial “gap” distance of a closed interface. We will thoroughly discuss this new parameter later in Section 4, because its appropriate value can be determined after discretization.

Remark 5. While the value of $\hat{d}$ is considered constant in the barrier method, it can be updated through algorithmic iterations – like interior point methods [32] – to attain a more accurate solution. At the expense of improved accuracy, however, such an update makes the method more complicated. As will be demonstrated later, the barrier method gives sufficiently good solutions for engineering purposes, provided that the value of $\hat{d}$ is small enough. Further, because $\hat{d}$ is the upper bound of the tolerable separation gap between contacting surfaces, it would often be more desirable to specify this upper bound explicitly rather than letting it depend implicitly on numerical parameters as in interior point methods. Therefore, here we treat the barrier parameter (and hence the barrier function) constant such that the resultant method can be utilized as efficiently and conveniently as the classic penalty method.

2.3. Smoothed friction law

We now shift our attention to the frictional sliding along the interface. While the sliding process can be described independently from the foregoing barrier treatment, here we utilize a smoothed friction law that models the stick–slip transition behavior as a continuous function of the slip displacement [25]. The use of the smoothed friction law is motivated for two reasons. First, this smoothing approach is consistent with the barrier treatment where the contact pressure varies smoothly with the gap distance. Second, it provides significant robustness for problems in
which stick and slip conditions are mixed, because the tangential traction increases mildly in the beginning of slip, in contrast to a jump-like increase in the classic yield-function approach.

To begin, we introduce a friction smoothing function \( m(u_T) \in [0, 1] \) which continuously varies with the slip displacement magnitude \( u_T := \ddot{u} \cdot \mathbf{m} \). Similar to how we have obtained the barrier energy function (16), we modify the smoothing function in Li et al. [25] – originally proposed for multi-body contact dynamics – for an embedded interface under quasi-static condition. The modified version reads

\[
m(u_T) := \begin{cases} 
-\frac{u_T^2}{\hat{s}^2} + \frac{2|u_T|}{\hat{s}} & \text{if } |u_T| < \hat{s}, \\
1 & \text{if } |u_T| \geq \hat{s}.
\end{cases}
\] (19)

Here, \( \hat{s} \) is a parameter defining the amount of slip displacement at which the kinetic (dynamic) friction is mobilized. In other words, the function is designed to allow for a small amount of slip in the static friction regime, which is often called microslip. In this regard, \( \hat{s} \) may be called the maximum microslip displacement. Figure 3 shows how the friction smoothing function varies with \( \hat{s} \).

![Figure 3: Variation of the friction smoothing function, \( m(u_T) \), with \( \hat{s} \).](image)

We then multiply the smoothing function to the tangential stress constrained by the friction law. When the Coulomb friction law (5) is used, the smoothed friction law is

\[
\tau = m(u_T)\mu p_N. \tag{20}
\]

Accordingly, the tangential traction vector is given by

\[
t_T = \tau \mathbf{m} = m(u_T)\mu p_N \mathbf{m}. \tag{21}
\]
Notably, Eq. (21) is used to calculate the tangential traction without any yield function.

The main advantage of this smoothed friction law is that the derivative of $t_T$ with respect to $u_T$ is a continuous function of $u_T$, because $m(u_T)$ is $C^1$-continuous. This is in contrast with the classic yield function approach whereby the derivative changes discontinuously between zero and a non-zero value during a stick–slip transition. Such a continuous change in the derivative of the smoothed friction law provides significant robustness when a stick–slip transition takes place during a gradient-based solution stage such as a Newton iteration. This aspect will be demonstrated later through a numerical example.

**Remark 6.** Although we have distinguished the parameter $\hat{s}$ from $\hat{d}$ for its mathematical definition, in practice one can simply assign the same value for these two parameters. According to our experience, any value of $\hat{s}$ works well as long as it is less than the maximum slip displacement. Because a reasonable value of $\hat{d}$ must be much smaller than the maximum slip displacement, it is feasible and practical to let $\hat{s} = \hat{d}$. By doing so, only the value of $\hat{d}$ needs to be prescribed at one’s discretion.

**Remark 7.** Like the gap displacement ($u_N < \hat{d}$) arising in the barrier treatment, the slip displacement in the static friction regime ($u_T < \hat{s}$) can also be justified from a physical viewpoint. Due to asperities, real contacting surfaces often exhibit a measurable amount of microslip displacement in the static friction regime (e.g. [34]). Indeed, some researchers have intentionally incorporated microslip displacement using a penalty-like formulation, see, e.g. Wriggers et al. [33]. In this regard, the smoothed friction law may even be viewed more realistic than the conventional method. We also note that the smoothed friction law has two key advantages over the penalty-like model accounting for microslip: (i) it allows us to directly control the maximum microslip displacement via $\hat{s}$, and (ii) it is numerically more robust thanks to its smooth variation with the slip displacement.

### 3. Discretization and algorithms

In this section, we discretize the formulation using finite elements with embedded discontinuities. Broadly speaking, there are two classes of finite element methods with embedded discontinuities: (i) the AES method whereby the degrees of freedom of cracked elements are enriched locally [1], (ii) the XFEM approach whereby the degrees of freedom are enriched globally [2]. Both classes of methods rely commonly on enrichment of finite elements, while the specific kinematic modes of enriched basis functions differ by the particular type of method. Given that the XFEM enrichment introduces complete kinematic modes for cracked elements (see, e.g. Cusini et al. [35] for a relevant discussion), here we choose XFEM as our particular means to study the performance of the barrier method. We note that the barrier formulation can also be well discretized by any other types of embedded finite element methods, and we believe that the conclusions drawn
from the present work may be applied equally well to interfaces embedded by other types of methods.

3.1. Enrichment of finite elements

Enrichment of finite elements builds on the idea of decomposing the solution field into its continuous part – which can be approximated by the standard continuous finite elements – and its discontinuous part – which can be approximated by enriching the degrees of freedom of cracked elements. For the displacement field $u(x)$ passing through the interfaces $\Gamma$, let $\bar{u}(x)$ and $\tilde{u}(x)$ denote its continuous and discontinuous parts, respectively. Then the decomposition of the displacement field can be written as [36]

$$ u(x) = \bar{u}(x) + M_\Gamma(x)\tilde{u}(x). \quad (22) $$

Here, $M_\Gamma(x)$ is a scalar function for enrichment, given by

$$ M_\Gamma(x) = H_\Gamma(x) - f^h(x), \quad (23) $$

where $H_\Gamma(x)$ is the Heaviside function, which is discontinuous on the surface $\Gamma$ as

$$ H_\Gamma(x) = \begin{cases} 1 & \text{if } x \in \Omega_+ \\ 0 & \text{if } x \in \Omega_- \end{cases}, \quad (24) $$

and $f^h(x)$ is a smooth blending function that satisfies

$$ f^h(x)\tilde{u}(x) = \sum_{I \in \text{n_nodes}} N_I(x)H_\Gamma(x_I)\tilde{u}(x_I) \quad (25) $$

with $n_{\text{nodes}}$ denoting the number of nodes in an element.

Enriched finite elements are then constructed by interpolating $\bar{u}(x)$ using the standard (continuous Galerkin) finite element method and interpolating $\tilde{u}(x)$ through enrichment. The standard finite element interpolation of $\bar{u}(x)$ may be written as two equivalent ways [35]: (i) one using scalar shape functions $N_I(x)$ and vector-valued coefficients $d_I$ for the $I$-th node, and (ii) the other using vector-valued shape functions $\bar{N}_I(x)$ and scalar coefficients $d_i$ for the $i$-th degree of freedom in standard finite elements. So we can write the standard finite element approximation of $\bar{u}(x)$ as

$$ \bar{u}(x) \approx \sum_{I \in \text{n_nodes}} N_I(x)d_I = \sum_{i \in \text{n_std}} \bar{N}_i(x)d_i, \quad (26) $$

where $n_{\text{std}}$ is the number of degrees of freedom in standard finite elements. Next, enrichment of $\bar{u}(x)$ can be written as

$$ \tilde{u}(x) = \sum_{j \in \text{n_enr}} \xi_j(x)a_j, \quad (27) $$
where $\xi_j(x)$ and $a_j$ are the vector-valued shape functions and scalar coefficients for the $j$-th enriched degree of freedom, respectively, and $n_{enr}$ is the number of enriched degrees of freedom.

Inserting Eqs. (26) and (27) into Eq. (22) gives the enriched finite element approximation of $u(x)$ as

$$u(x) \approx \sum_{i \in n_{std}} N_i(x) d_i + M_{\Gamma}(x) \sum_{j \in n_{enr}} \xi_j(x) a_j = \sum_{i \in n_{std}} N_i(x) d_i + \sum_{j \in n_{enr}} \phi_j(x) a_j,$$

(28)

where a new function $\phi_j(x)$ is defined as

$$\phi_j(x) := H_{\Gamma}(x) \xi_j(x) - \sum_{I \in n_{nodes}} N_I(x) H_{\Gamma}(x_I) \xi_j(x_I).$$

(29)

The foregoing formulation is general for a wide class of enriched finite element methods, and the particular type of enriched method is determined by the specific form of $\phi_j$. In what follows, we specialize the formulation to XFEM.

### 3.2. Extended finite element method

The XFEM approach enriches global degrees of freedom to interpolate the discontinuous part of the displacement field, $\tilde{u}(x)$, in the same way as the continuous part, $\bar{u}(x)$. This enrichment allows XFEM to describe the complete kinematic modes of the discontinuities, unlike locally enriched AES methods where some kinematic modes are neglected by design. At the expense of this feature, however, XFEM entails a larger number of enriched degrees of freedom than the AES methods.

Since XFEM interpolates $\tilde{u}(x)$ in the same manner as the standard finite element method, $n_{enr} = n_{std}$, $\xi_j(x) = N_j(x)$, and $\phi_j(x)$ takes the following form

$$\phi_j(x) = [H_{\Gamma}(x) - H_{\Gamma}(x_j)] N_j(x).$$

(30)

Because XFEM employs the standard Galerkin method, it approximates the variation $\eta$ in the same way as the $u$, i.e.

$$\eta = \tilde{\eta} + M_{\Gamma} \dot{\eta}.$$  

(31)

Note that $\tilde{\eta}$ and $\dot{\eta}$ are two independent variations. The variation can be further expanded like Eq. (28), and it is omitted for brevity.

Substituting the enriched finite element approximations of $u$ and $\eta$ into Eq. (14), we arrive at the following two discrete variational equations (in residual form):

$$\mathcal{R}^d_i := \int_{\Omega \setminus \Gamma} \nabla^\circ N_i : \sigma \, dV - \int_{\partial \Omega} N_i \cdot \hat{t} \, dA = 0, \quad i = 1, 2, \ldots, n_{std},$$

(32)
\[
R^j := \int_{\Omega \setminus \Gamma} \nabla \phi_j : \sigma \, dV + \int_{\Gamma} N_j \cdot t \, dA = 0, \quad j = 1, 2, \ldots, n_{\text{entr}}.
\]

We use Newton’s method to solve Eqs. (32) and (33). The \(k\)th Newton iteration proceeds in the following two steps:

\[
\begin{align*}
\text{solving} \quad & J^k \Delta X = -R^k, \quad (34) \\
\text{updating} \quad & X^{k+1} = X^k + \Delta X. \quad (35)
\end{align*}
\]

Here, \(R\) and \(X\) are the residual vector and the unknown vector, respectively, which are given by

\[
R \left( X \right) := \begin{cases} \end{cases} R^d, \quad X := \begin{cases} \end{cases} d, \quad (36)
\]

with \(d\) and \(a\) denoting the nodal solution vectors for the standard and enriched degrees of freedom, respectively. The Jacobian matrix, \(J\), is given by

\[
J := \left[ \begin{array}{cc}
\partial_d R^d & \partial_a R^d \\
\partial_d R^a & \partial_a R^a
\end{array} \right]. \quad (37)
\]

In this work, we use a direct linear solver in each Newton iteration.

In the following, we describe two points that are new in the present work: (i) an integration-point-level algorithm to update the traction vector \(t\) treated by the barrier method, and (ii) a new surface integration scheme to alleviate traction oscillations that may occur in some problems.

### 3.3. Traction update algorithm

Algorithm 1 describes how to update the barrier-treated traction vector at an integration point during a Newton iteration. For notational brevity, all the quantities at the current time steps are written without any subscripts, while the displacement jump at the previous time step is denoted by \(\tilde{u}_n\). The calculation of the contact pressure \((p_N)\) and the tangential traction \((t_T)\) was explained in the previous section. It is noted that the tangential traction is computed without evaluating a yield function, due to the use of the smoothed friction law (21). The last step of the algorithm is to compute the tangent operator of the traction with respect to the displacement jump, which is critical to the optimal convergence of Newton’s method. Specifically, the tangent operator can be calculated as:

\[
C_{\text{interface}} := \frac{\partial t}{\partial \tilde{u}} = \frac{\partial (-p_N n)}{\partial \tilde{u}} + \frac{\partial t_T}{\partial \tilde{u}} = k_N (n \otimes n) - \mu k_N m(u_T)(m \otimes n) + \mu p_N \frac{\partial m(u_T)}{\partial u_T} (m \otimes m) \quad (38)
\]
where $k_N := -\partial p_N / \partial u_N$ defined in Eq. (18). Notably, when $\|u_T\|$ is found to be zero (i.e. no slip), one may set $m = 0$ in the succeeding steps.

**Algorithm 1** Traction update procedure in the barrier-treated enriched finite element method.

**Input:** $\Delta \tilde{u}$ and $n$ at the current step, and $\tilde{u}_n$ at the previous step.

1: Update the displacement jump in the current step, $\tilde{u} = \tilde{u}_n + \Delta \tilde{u}$.
2: Calculate the normal displacement jump $u_N = \tilde{u} \cdot n$.
3: Compute the contact pressure, $p_N = -\partial B / \partial u_N$, as in Eq. (17).
4: Calculate the slip displacement vector, $u_T = \tilde{u} - u_N n$, the slip magnitude, $u_T = \|u_T\|$, and the slip direction vector, $m = u_T / \|u_T\|$.
5: Compute the tangential traction vector, $t_T = m(u_T) \mu p_N m$.
6: Calculate the traction vector, $t = -p_N n + t_T$.
7: Compute the tangent operator, $C_{\text{interface}}$, as in Eq. (38).

**Output:** $t$ and $C_{\text{interface}}$ at the current step.

One can see that the traction update procedure of the barrier method is as simple as that of the classic penalty method – perhaps even simpler because it does not require one to evaluate a yield function. We again note that one can easily change a penalty-based code to a barrier-based code, by substituting Algorithm 1 into an existing traction update algorithm.

### 3.4. Averaged surface integration scheme

As a final task of discretization, we devise a simple method that mitigates spurious oscillations in traction field solutions. Embedded finite element solutions often exhibit non-physical oscillations in traction fields when the enriched degrees of freedom exert strong constraints on the kinematics. The origin of such oscillations can be attributed to the inf–sup stability problem common in various types of constrained problems (e.g. [37–40]). Several strategies have been proposed to stabilize traction oscillations in embedded finite elements employing the Lagrange multiplier or the penalty method [8, 9, 13]. While these methods have been found effective, their implementation often requires non-trivial effort.

Here, we present a simple approach to stabilization of traction oscillations in embedded finite elements that employ penalty-like methods including the barrier method. The approach recasts the weak penalty formulation proposed by Svenning [41] – originally developed for a mixed discretization of non-embedded finite elements – to an XFEM discretization. In essence, the weak penalty method evaluates the surface integral in the variational equation after projecting $\tilde{u}$ to piece-wise constant space. The projection operator is defined as

$$
\mathcal{P}(\tilde{u}) := \frac{1}{|\Gamma^e|} \int_{\Gamma^e} \tilde{u} \, dA, \quad \text{where} \quad |\Gamma^e| := \int_{\Gamma^e} dA
$$

(39)
with $\Gamma^c$ denoting the interface element in non-embedded finite elements. Importantly, when the displacement field is approximated by linear shape functions, the projection should be performed over two elements across the interface element [41].

We now modify the projection operator (39) for XFEM. As standard, we consider linear approximation of the displacement field, focus on an element cut by a single interface, and introduce two integration points at the interface to evaluate the surface integral in Eq. (33). In this case, the cracked element may be viewed as a collection of two displacement elements (where volume integrals are evaluated) and an interface element (where surface integrals are evaluated). Applying the projection operator (39) to the cracked element then gives a constant value of $\tilde{u}$ over the element. To express this idea mathematically, let $x_{Q_1}$ and $x_{Q_2}$ denote the position vectors of the two surface integration points, $A_{Q_1}$ and $A_{Q_2}$ denote the surface areas calculated at the respective integration points, and $\tilde{u}_{Q_1}$ and $\tilde{u}_{Q_2}$ denote the displacement jump fields at the points. Then the projection operator for XFEM can be written as

$$P_{\text{XFEM}}(\tilde{u}) = \frac{1}{A_{Q_1} + A_{Q_2}} \left[ A_{Q_1} \tilde{u}_{Q_1} + A_{Q_2} \tilde{u}_{Q_2} \right]$$

$$= \frac{1}{A_{Q_1} + A_{Q_2}} \left[ A_{Q_1} \sum_{I \in \text{nodes}} N_I(x_{Q_1}) \tilde{u}_I + A_{Q_2} \sum_{I \in \text{nodes}} N_I(x_{Q_2}) \tilde{u}_I \right]$$

$$= \frac{1}{2} \sum_{I \in \text{nodes}} \left[ N_I(x_{Q_1}) + N_I(x_{Q_2}) \right] \tilde{u}_I.$$  \quad (40)

In words, the operator averages the two displacement-jump fields calculated from the two integration points. So we shall refer to this method as an averaged (surface) integration scheme.

To summarize, we stabilize traction oscillations using the averaged integration scheme

$$\tilde{u}_{Q_1} = \tilde{u}_{Q_2} = P_{\text{XFEM}}(\tilde{u}),$$  \quad (41)

which is an XFEM version of the weak penalty formulation proposed by Svenning [41]. The scheme uses a single value of the displacement jump to evaluate the surface integral in Eq. (33) within a cracked element. As will be demonstrated later, the averaged integration scheme can effectively suppress traction oscillations in XFEM. The key advantage of this method over existing methods is that it can be implemented with trivial effort.

It would be worthwhile to note two points regarding the averaged integration scheme. First, the scheme is applicable to general penalty-like methods that share the same mathematical structure. Indeed, it works well for the barrier method because the barrier method has the same mathematical structure as the penalty method, as discussed earlier. Second, when the standard two-point integration scheme does not show traction oscillations, the averaged scheme would be sub-optimal in terms of accuracy. So we propose the averaged scheme as a new option for problems that the stan-
standard scheme gives severe traction oscillations, rather than an absolute alternative to the standard scheme for general contact problems. Later in numerical examples, we use the standard integration scheme by default, and switch to the averaged scheme if severe oscillations are observed.

4. Parameterization

In this section, we tailor the parameters of the barrier method to embedded interfaces, such that the method can be used without parameter tuning. The motivation is twofold: (i) application of the barrier method to embedded interfaces requires a new parameter that represents the initial “gap” of a closed interface, and (ii) the existing way to determine the barrier stiffness parameter ($\kappa$) cannot be applied to embedded interfaces under quasi-static conditions. In what follows, we develop a way to constrain these two parameters for a given interface embedded in finite elements. Then the barrier method has only one free parameter, $\hat{d}$, which controls the solution accuracy ($\hat{s} = \hat{d}$ is assumed). The value of $\hat{d}$ is then recommended as a function of the problem domain size, which gives sufficiently accurate numerical solutions in most cases.

To begin, let us denote by $d_0$ the initial gap of a closed interface. By definition, $d_0$ should range in between 0 and $\hat{d}$, but it is unclear how to set this value within this range. To answer this question, we recall that the gap distance determines the contact pressure and the normal stiffness of a barrier-treated interface. So we can obtain the initial values of the contact pressure $p_N$ and the normal stiffness $k_N$ by inserting $d_0$ into Eq. (17) and (18), respectively. This operation gives the initial contact pressure, $p_{N,0}$ and the initial normal stiffness, $k_{N,0}$, as follows:

$$p_{N,0} = \kappa (d_0 - \hat{d}) \left[ 2 \ln \left( \frac{d_0}{\hat{d}} \right) - \frac{\hat{d}}{d_0} + 1 \right],$$  \hspace{1cm} (42) 

$$k_{N,0} = -2 \kappa \ln \left( \frac{d_0}{\hat{d}} \right) - \kappa \frac{(d_0 - \hat{d})(3d_0 + \hat{d})}{d_0^2}.$$  \hspace{1cm} (43) 

It can be seen that for a given value of $\hat{d}$, $d_0$ and $\kappa$ together determine $p_{N,0}$ and $k_{N,0}$. Thus we seek to constrain the values of $d_0$ and $\kappa$ by prescribing the values of $p_{N,0}$ and $k_{N,0}$.

We first prescribe the value of $p_{N,0}$ based on a physics-based argument that the optimal value of $p_{N,0}$ is the contact pressure acting on the interface if it was perfectly closed in the initial condition. This optimal value, which we denote by $(p_{N,0})_{\text{optimal}}$, can be calculated or approximated based on our knowledge of the geometry and boundary conditions of the problem at hand. So we postulate that $(p_{N,0})_{\text{optimal}}$ is given and assign $p_{N,0} = (p_{N,0})_{\text{optimal}}$, in order to let the barrier-approximated interface behave like a perfectly closed interface as much as possible.

Next, we prescribe the value of $k_{N,0}$ such that it makes the condition of the Jacobian matrix (37) as good as possible. When the bulk material has a constant stiffness, the optimal value of $k_{N,0}$ is approximated to be $E/h$, where $E$ is Young’s modulus and $h$ is the element size. See Appendix A.
for the details of the approximation. We thus seek to find the value of \( d_0 \) that makes \( k_{N,0} = E/h \) when \((p_{N,0})_{\text{optimal}}\) is given. To this end, we rearrange Eq. (42) in terms of \( \kappa \), insert the expression for \( \kappa \) into Eq. (43), equate \( p_{N,0} \) to \((p_{N,0})_{\text{optimal}}\), and let \( k_{N,0} = E/h \). This gives

\[
g(d_0/\hat{d}) = \frac{E}{(p_{N,0})_{\text{optimal}}} \frac{\hat{d}}{h},
\]

where

\[
g(d_0/\hat{d}) := \frac{-2\ln(d_0/\hat{d}) - [1 - (d_0/\hat{d})^{-1}][3 + (d_0/\hat{d})^{-1}]}{(d_0/\hat{d} - 1)[2\ln(d_0/\hat{d}) - (d_0/\hat{d})^{-1} + 1]}.
\]

One can try to solve Eq. (44) to find the optimal value of \( d_0/\hat{d} \). Unfortunately, however, Eq. (44) is usually not solvable, because the minimum value of the left hand side, \( g(d_0/\hat{d}) \), is usually greater than the value of the right hand side, \( E/(p_{N,0})_{\text{optimal}}(\hat{d}/h) \). To illustrate this point, in Fig. 4 we plot the values of \( g(d_0/\hat{d}) \) in the range of \( 0 \leq d_0/\hat{d} \leq 1 \). As can be seen, \( g(d_0/\hat{d}) \) is a bowl-shaped function and attains its minimum value of \( \sim 5.03 \) when \( d_0/\hat{d} = 0.376 \). However, \( E/(p_{N,0})_{\text{optimal}}(\hat{d}/h) \) is typically lower than \( \sim 5.03 \) because \( \hat{d} \ll h \) in practical analysis settings. So Eq. (44) does not have a solution in almost all cases. Still, however, we can see that \( d_0/\hat{d} = 0.376 \) makes the value of \( g(d_0/\hat{d}) \) closest to the optimal value, which means that it will make the matrix condition as good as possible under the given physical and numerical parameters.

![Figure 4: Variation of \( g(d_0/\hat{d}) \) with \( d_0/\hat{d} \in [0, 1] \).](image)

Based on the foregoing statement, we set \( d_0 \) as

\[
d_0 = 0.376 \hat{d}.
\]

Also, rearranging Eq. (42) and substituting \((p_{N,0})_{\text{optimal}}\) into \( p_N \), we can write \( \kappa \) as a function of \( d_0 \).
and then insert \( d_0 = 0.376 \hat{d} \) as follows:

\[
\kappa = \frac{(P_{N,0})_{\text{optimal}}}{(d_0 - \hat{d}) \left[ 2 \ln \left( \frac{d_0}{\hat{d}} \right) - \frac{\hat{d}}{d_0} + 1 \right]}
\]

(47)

\[
= \frac{(P_{N,0})_{\text{optimal}}}{2.256 \hat{d}}.
\]

(48)

The upshot of the above parameterization is that now \( d_0 \) are \( \kappa \) constrained to \( \hat{d} \). Then if we take \( \hat{d} = \hat{s} \), \( \hat{d} \) is the only free parameter of the method.

While the value of \( \hat{d} \) can technically be assigned with any positive value according to the desired accuracy of the numerical solution, we also recommend \( \hat{d} = 10^{-4} L \) where \( L \) is the size of the problem domain. This recommendation is based on our own experience with a variety of numerical examples, as well as on the values of \( \hat{d} \) used for multi-body contact problems [25]. In Li et al. [25], \( \hat{d} = 10^{-3} L \) is used for most of their multi-body contact problems. Yet we have experienced that \( \hat{d} = 10^{-3} L \) gives slight errors under a large compression, presumably because \( d_0 \) is not sufficiently small. According to our experience, however, \( \hat{d} = 10^{-4} L \) always give sufficiently accurate solutions. So we recommend \( \hat{d} = 10^{-4} L \) as a rule of thumb for embedded interface problems. Note also that a lower value of \( \hat{d} \) can be well used if desired (e.g. when the domain size is very large like a geologic scale.)

Table 1 summarizes the parameters of the barrier method and their recommended values for an embedded interface problem. Unless otherwise specified, we use these parameters in the numerical examples in the next section.

| Parameter                  | Symbol | Recommended Value             |
|---------------------------|--------|-------------------------------|
| Barrier thickness         | \( \hat{d} \) | \( 10^{-4}L \)               |
| Maximum microslip         | \( \hat{s} \) | \( \hat{d} \)                     |
| Initial gap distance      | \( d_0 \) | 0.376 \( \hat{d} \)            |
| Barrier stiffness         | \( \kappa \) | \( (P_{N,0})_{\text{optimal}}/(2.256 \hat{d}) \) |

Table 1: Parameters of the barrier method and their recommended values for an embedded interface problem. The user can first set the value of \( \hat{d} \) according to the domain size \( L \), and then use the value of \( \hat{d} \) to determine the other parameters. It is noted that \( (P_{N,0})_{\text{optimal}} \) is calculated based on the geometry and boundary conditions of the problem at hand, and that \( (P_{N,0})_{\text{optimal}} \) does not need to be calculated accurately (see Remark 8).

Remark 8. In practice, it suffices to use an approximate value of \( (P_{N,0})_{\text{optimal}} \) to calculate \( \kappa \) because \( \kappa \) controls the condition of the Jacobian matrix (37) but not the solution accuracy. According to our experience, even when the value of \( (P_{N,0})_{\text{optimal}} \) is one or two orders of magnitude higher than that
of the “true” value, the matrix is sufficiently well-conditioned. We have observed, however, if the assigned value for \((p_{N,0})_{\text{optimal}}\) (and hence \(\kappa\)) is too low, sometimes the Newton iteration does not converge at early steps. It is therefore recommended that one assigns the highest possible value for \((p_{N,0})_{\text{optimal}}\) to calculate the value of \(\kappa\).

**Remark 9.** In a rare case where Eq. \((44)\) is solvable, one may determine \(d_0\) by solving the equation and take the smaller solution. (The equation usually has two solutions, see Fig. 4.) Then the solution can be used to calculate \(\kappa\) through Eq. \((47)\).

**Remark 10.** The foregoing parameterization procedure has been developed assuming that the user wants to follow the classical model formulation in which asperity effects are neglected. However, if the proposed method is used for incorporating asperity effects (see Remarks 3 and 7), one can also assign the values of \(\hat{d}\) and \(\hat{s}\) freely as desired. Still, \(d_0\) and \(\kappa\) may be determined as recommended in Table 1 to avoid ill-conditioning.

5. **Numerical examples**

This section has two purposes: (i) to verify the barrier method for embedded interfaces, and (ii) to investigate the performance of the barrier method under diverse conditions. For these purposes, we apply the barrier method to numerical examples with varied levels of complexity, from a simple horizontal crack to a circular interface between two materials. In doing so, we compare the accuracy and robustness of the barrier method with those of the penalty method which has more or less the same computational cost. The penalty method is incorporated into XFEM following the formulation of Liu and Borja [5] in which a normal penalty parameter, \(\alpha_N\), and a tangential penalty parameter, \(\alpha_T\), are used as normal and tangential spring constants, respectively. We note that such a penalty method has been commonly used in XFEM and compared with other contact algorithms, see, e.g. [4, 17, 42]. It is however noted that whenever the contact pressure is positive, the penalty method unavoidably permits inter-penetration \((u_N < 0)\) because it calculates the contact pressure as \(p_N = \alpha_N(-u_N)\).

The numerical examples in this section are prepared using an in-house finite element code Geocentric, which is built on the deal.II finite element library [43]. Verification of the code for a variety of non-interface problems can be found from the literature (e.g. [44, 45]). In the following, we assume plane-strain conditions and use quadrilateral elements with linear shape functions.

5.1. **Horizontal crack under compression and shear**

Our first example applies the barrier method to the problem of a horizontal crack under compression and shear, which was simulated by Liu and Borja [5] and Annavarapu et al. [17] using
XFEM. Figure 5 depicts the geometry and boundary conditions of the problem. The friction coefficient of the crack is $\mu = 0.3$, and the Young’s modulus and Poisson’s ratio of the bulk material are $E = 10$ GPa and $\nu = 0.3$, respectively. We calculate the barrier method parameters as suggested in Table 1, with $\left(p_N,0\right)_{\text{optimal}} = 0.55$ GPa which is calculated assuming that the top boundary’s displacement is uniform and equal to the average of the actual displacement. To conduct a mesh refinement study with the embedded crack, we discretize the domain using three different meshes: Mesh 1 ($h = 1/11$ m), Mesh 2 ($h = 1/25$ m), and Mesh 3 ($h = 1/51$ m). Each mesh is comprised of square elements of uniform size.

Figure 5: Horizontal crack under compression and shear: problem geometry and boundary conditions.

Figure 6 presents the numerical solutions obtained by the three different meshes, in terms of the normal displacement jump ($u_N$), slip displacement ($u_T$), contact pressure ($p_N$), and the tangential stress ($\tau$). It can be seen that all these quantities converge very well upon mesh refinement. One may also find that the converged solutions agree well with those obtained by Annavarapu et al. [17] using the weighted Nitsche method and the penalty method.

In Fig. 7, we demonstrate how the normal displacement jump – a direct measure of numerical error – of the barrier method changes by its parameter, in comparison with the penalty method. When the barrier thickness parameter $\hat{d}$ decreases from $10^{-4}$ m to $10^{-3}$ m, the gap distance in the barrier solution increases. Likewise, when the normal penalty parameter $\alpha_N$ decreases by an order or magnitude, the amount of interpenetration in the penalty solution increases. An important difference, however, exists between the barrier and penalty solutions: the maximum error in the barrier solution is guaranteed to be less than $\hat{d}$, whereas that in the penalty solution cannot be controlled directly.

In Fig. 8 we further examine how the slip displacement solutions of the barrier and penalty
methods are sensitive to their parameters. As can be seen, the slip displacement solutions are virtually insensitive to the parameters. The reason would be that the magnitudes of slip displacements are much larger than those of numerical errors. While not presented for brevity, we have found that the slip displacement solution of the barrier method exhibits noticeable errors only when $\hat{s}$ is larger than the maximum amount of slip displacement.

5.2. Inclined crack under compression

In our second example, we examine the (in)sensitivity of the barrier method to the value of $(p_{N,0})_{\text{optimal}}$, which is used to calculate the parameter $\kappa$ as suggested in Table 1. The motivation is that unlike the previous problem, it is sometimes not straightforward to calculate $(p_{N,0})_{\text{optimal}}$. As an example, we adopt the problem of compression of a square domain with an inclined crack, which

Figure 6: Horizontal crack under compression and shear: mesh refinement study.
Figure 7: Horizontal crack under compression and shear: comparison between the barrier and penalty solutions to the normal displacement jump.

Figure 8: Horizontal crack under compression and shear: comparison between the barrier and penalty solutions to the slip displacement.

was first presented in Dolbow et al. [3] and later used by other studies on embedded frictional interfaces (e.g. [17, 19]). Figure 9 illustrates the geometry and boundary conditions of the problem. The interface is inclined with an angle $\theta = \tan^{-1}(0.2)$. The friction coefficient of the interface is set as $\mu = 0.19$ so that it undergoes slip under compression. Following the original problem, we assign the Young’s modulus and Poisson’s ratio of the material as $E = 1$ GPa and $\nu = 0.3$, respectively. We discretize the domain by 160 by 160 square elements and apply the compression through 10 steps.
Because the value of \((p_{N,0})_{\text{optimal}}\) in this problem is not constant along the interface and not straightforward to calculate, we consider two options. The first option is to use the upper bound on the initial contact pressure that would have exerted on the interface if it was horizontal. Specifically, the upper bound value is calculated to be \((p_{N,0})_{\text{horizontal}} = 10\) MPa under the compressive displacement at the first load step. As the second option, we use \(0.5(p_{N,0})_{\text{horizontal}}\) to approximate \((p_{N,0})_{\text{optimal}}\). These two options will lead to two different values of \(\kappa\). Note, however, that all other parameters are unaffected and set according to Table 1.

In Figs. 10 and 11, we compare the numerical solutions obtained with the two different approximations to \((p_{N,0})_{\text{optimal}}\), in terms of the displacement field and the interface traction (contact pressure and tangential stress), respectively. One can see that the two solutions are practically identical. While not presented for brevity, we have confirmed that these solutions are virtually the same as the penalty solutions to the same problem. Notably, we have also observed that the solutions are unaffected when \((p_{N,0})_{\text{optimal}}\) was approximated with values even much higher than \((p_{N,0})_{\text{horizontal}}\). This is not surprising because \((p_{N,0})_{\text{optimal}}\) and thus \(\kappa\) controls the matrix condition only – not the solution accuracy – as demonstrated in Figs. 10 and 11. Yet we have also observed that when \((p_{N,0})_{\text{optimal}}\) is approximated to be lower than \(0.5(p_{N,0})_{\text{horizontal}}\), the Newton iteration did not converge, presumably because the barrier is too “soft” in some places. Therefore, as described in Remark 8, we recommend using an upper bound value to approximate \((p_{N,0})_{\text{optimal}}\) in calculating the value of \(\kappa\).

Before moving to the next example, we note that the traction solutions in Fig. 11 show slight oscillations like those obtained by penalty and other methods (see Annavarapu et al. [17] for example). As the oscillations are not so significant, we have not used the averaged surface integration scheme for this example. In the last example of this section, we will deal with a more challenging problem that shows much severe oscillations and apply the averaged integration scheme to
Figure 10: Inclined crack under compression: the x-displacement fields obtained with two different approximations to \((p_{N,0})_{\text{optimal}}\) in calculating \(\kappa\). The domains are deformed by the displacement fields. Color bar in meters.

Figure 11: Inclined crack under compression: (a) contact pressures and (b) tangential stresses obtained with two different approximations to \((p_{N,0})_{\text{optimal}}\) in calculating \(\kappa\).

demonstrate its performance.

5.3. Sliding between two blocks with stiffness contrast

Our third example investigates the performance of the smoothed friction law for handling challenging sliding problems. To this end, we simulate sliding between two blocks with stiffness contrast, extending the problem of an elastic block on a rigid foundation that was designed originally by Oden and Pires [46] and later used in several other studies (e.g. [15, 17, 19]). As the original problem is not an embedded interface problem, we modify the problem as in Fig. 12, similar to the modification in Annavarapu et al. [17]. Fixing the Young’s modulus of the soft block to be 1000 kPa (the same as the original problem [46]), we consider two cases of stiffness contrast between the two blocks: \(E_{\text{hard}}/E_{\text{soft}} = 10^1\) and \(E_{\text{hard}}/E_{\text{soft}} = 10^7\), where \(E_{\text{hard}}\) and \(E_{\text{soft}}\) denote the Young’s
moduli of the hard and soft blocks, respectively. The latter case – higher stiffness contrast – is intended to emulate the original problem where the foundation is rigid. The Poisson’s ratios of the two blocks are both \( \nu = 0.3 \). The friction coefficient of the interface is \( \mu = 0.5 \). It is noted that under this problem setup, stick and slip conditions are mixed along the interface. The barrier stiffness parameter \( \kappa \) is calculated setting \( (p_{N,0})_{optimal} \) equal to the magnitude of the compressive traction, 200 kPa. We discretize the domain by 40 by 41 elements, embedding the interface inside elements.

![Diagram](image)

**Figure 12**: Sliding between two blocks with stiffness contrast: problem geometry and boundary conditions.

The main reason for selecting this problem is that the penalty method is known to not work well for this problem. Annavarapu *et al.* [17] have pointed out that the penalty method does not converge for this problem unless the penalty parameter is chosen very carefully through trial and error, and that even if it converges, the resulting solution exhibits severe oscillations in normal and tangential tractions. To examine whether the use of the smoothed friction law can remedy this problem, we repeat the same problem using the smoothed friction law and the penalty method. To isolate the effect of normal contact behavior, we use the two different methods only for the tangential traction, while treating the normal traction commonly by the barrier approach. We assign the tangential penalty parameter as \( \alpha_T = 1000E_{\text{hard}} \), without an attempt to find a parameter that gives a converging (but perhaps erroneous) solution.

Figure 13 shows the Newton convergence profiles of the smoothed friction law and the penalty method. Being consistent with what reported by Annavarapu *et al.* [17], the penalty method does not converge in both cases, despite the use of a direct linear solver. While not presented for brevity, similar non-convergence occurs when the normal contact is treated by the penalty method.
instead of the barrier approach. Conversely, when the smoothed friction law is used, the simulation does converge in both cases, showing optimal (asymptotically quadratic) rates of convergence. From the numerical viewpoint, the main difference between the two methods is that the tangent operator of the tangential traction vector, $\partial t_T / \partial u_T$, changes discontinuously during a stick–slip transition in the penalty method, whereas it varies continuously with the slip displacement in the smoothed friction law. It can be seen that this difference provides significant numerical robustness to problems where stick and slip modes are mixed.

(a) $E_{\text{hard}}/E_{\text{soft}} = 10^1$

(b) $E_{\text{hard}}/E_{\text{soft}} = 10^7$

![Figure 13: Sliding between two blocks with stiffness contrast: Newton convergence profiles of the smoothed friction law and the penalty method.](image)

We then verify the numerical solutions obtained by the smoothed friction law in Figs. 14 and 15. As shown in Fig. 14, the deformed geometry of our numerical solution to the high stiffness contrast case is virtually identical to that obtained by Simo and Laursen [15] using an augmented Lagrangian method along with the standard (non-embedded) finite element method. Figure 15 also demonstrates that the contact pressures and tangential stresses along the interface do not show any oscillations, unlike the penalty solutions (and the weighted Nitsche solutions) in Annavarapu et al. [17]. Note, however, that the proposed method is still subjected to severe pressure oscillations. In the next example, we demonstrate a case where the barrier method shows severe oscillations and how to suppress the oscillations using the averaged surface integration scheme.

5.4. Separation of a circular inclusion

The purpose of our final example is twofold: (i) to investigate the performance of the averaged surface integration scheme to alleviate traction oscillations, and (ii) to demonstrate the robustness of the barrier treatment when the contact condition changes with load. To this end, we consider the separation of a circular inclusion in an elastic domain due to to compressive and tensile tractions,
Figure 14: Sliding between two blocks with stiffness contrast: comparison of deformed geometries obtained by Simo and Laursen [15] and the current method. The barrier result also shows the x-displacement field in meter.

(a) Contant pressure

(b) Tangential stress

Figure 15: Sliding between two blocks with stiffness contrast: contact pressures and tangential stresses. The reference results from Oden and Pires [46] and Simo and Laursen [15] are obtained when the lower block is rigid.

which is depicted in Fig. 16. Keer et al. [47] derived an analytical solution to this problem in the case of that the surrounding domain is infinitely large, the inclusion and the surrounding material have the same stiffness, and the interface between the inclusion and the surrounding material is frictionless. So we first consider this particular case to verify our solution against the analytical solution. According to the analytical solution, some part of the interface (roughly, $\theta < 55^\circ$) would be separated, while the rest is in contact and shows positive contact pressures.

To simulate the case that permits an analytical solution, we assign the Young’s modulus and Poisson’s ratio of the inclusion and the surrounding material as $E = 1000$ kPa and $\nu = 0$, and the boundary tractions $\bar{t}_h = \bar{t}_v = 10$ kPa. To investigate the convergence of the averaged integration scheme, we use three different meshes comprised of mono-sized square elements: Mesh 1 ($h = 0.2$ m), Mesh 2 ($h = 0.1$ m), and Mesh 3 ($h = 0.05$ m). In each mesh, the center and its adjacent nodes
inside the inclusion are supported by horizontal rollers to prevent the rotation of the inclusion. We compute the barrier stiffness parameter \( \kappa \) approximating the value of \( (p_{N,\theta})_{\text{optimal}} \) to be the external traction.

Figure 17 shows contact pressure solutions along the interface obtained by the standard integration scheme and the averaged integration scheme, comparing them with the analytical solution (the pressures are normalized by \( \bar{t} \equiv \bar{t}_v = \bar{t}_h \)). It can be seen that the solutions obtained by the standard scheme show severe oscillations which are not well suppressed by mesh refinement. Conversely, those obtained by the averaged scheme do not show any oscillations and converge well to the analytical solution as the element size decreases. Notably, the results are slightly less oscillatory than the numerical solutions obtained by the augmented Lagrangian method in Belytschko et al. [48]. In Fig. 18, we also plot the relative error norms of the pressure field solutions with the element size. It can be seen that the numerical solutions show a good asymptotic convergence rate, which is comparable to that of Lagrange multiplier solutions in Kim et al. [12]. These results demonstrate that the averaged integration scheme is an effective and consistent method to suppress traction oscillations. It is also noted that while not presented for brevity, we observe the same from the penalty solutions to this problem.

Having verified the averaged integration scheme against the analytical solution, we extend the problem to more challenging cases, by introducing (i) stiffness contrast between the inclusion and the surrounding material, and then (ii) friction along the interface. For the former extension, we increase the Young’s modulus of the inclusion by 100 times. For the latter, we set the friction
Figure 17: Separation of a circular inclusion: contact pressure solutions obtained by (a) the standard surface integration scheme and (b) the averaged surface integration scheme.

Figure 18: Separation of a circular inclusion: convergence of the contact pressure solutions with mesh refinement.

coefficient of the interface as \( \mu = 0.3 \). The resulting problem may be akin to a typical soil–pipe interaction problem. We use Mesh 3 (the finest mesh) for both cases.

Figure 19 presents the contact pressure solutions in the two extended cases. We confirm that the averaged integration scheme continues to perform well for these more challenging cases. So it can be concluded that the combination of the barrier method and the averaged surface integration scheme is robust for highly challenging frictional contact problems, while it can be utilized at appreciably low computational cost.

Lastly, to investigate the robustness of the barrier treatment under evolving contact conditions, we further extend the problem by increasing the magnitude of the tensile traction in the horizontal direction, \( \hat{t}_h \), from \( \hat{t}_h = \hat{t}_v \) to \( \hat{t}_h = 5\hat{t}_v \). Figure 20 presents the deformed meshes during this course
of loading, superimposing the distribution of $p_N/\bar{t}_v$ along the interface calculated by the averaged integration scheme. It can be seen that as the domain is pulled more in the horizontal direction, the contacting area becomes narrower and hence the contact pressure increases. The results affirm that the barrier method continues to provide robust numerical solutions under evolving contact conditions.

6. Closure

We have developed the first barrier method for frictional contact on interfaces embedded in finite elements. The method derives the contact pressure from a smooth barrier energy function that
satisfies the contact constraints. Also applied in the proposed method is a smoothed friction law where the stick–slip transition is approximated by a continuous function of the slip displacement. The resulting formulation has the same mathematical structure as the penalty method, and hence it can be well cast into an existing penalty-based XFEM. Drawing on this similarity, we have also devised the averaged surface integration scheme which can alleviate traction oscillations in the barrier method and other penalty-type methods. Last but not least, we have derived values for the parameters of the barrier method specialized to embedded interfaces, so that the method can be practically used without any parameter tuning.

Through various numerical examples, we have demonstrated that the proposed barrier method features a highly competitive combination of robustness, accuracy, and efficiency. The barrier method has practically the same computational cost as the penalty method, which has been popular in practice due to its unparalleled efficiency. Unlike the penalty method, however, the barrier method guarantees satisfaction of the non-penetration constraint with controllable accuracy. This feature is particularly desirable when inter-penetration should be strictly avoided, like coupled multiphysical problems in which the fracture opening should be non-negative. The proposed method is also highly robust to common numerical issues such as non-convergence and erroneous traction oscillations. Particularly, the barrier method aided by the averaged integration scheme has provided convergent and non-oscillatory solutions to all problems we have tested (besides those presented in this paper). For these reasons, we believe that the proposed method is one of the most attractive options for handling frictional sliding in embedded finite element methods.

It is believed that the proposed barrier method will continue to perform well for frictional contact under more complex conditions such as three-dimensional geometry, evolving discontinuity, and sophisticated friction laws. The main reason is that the proposed method essentially provides an alternative expression to the pressure–displacement relationship of the classic penalty method, which has been well applied to embedded interfaces in more challenging settings (e.g. [49–51]). The method may also be extended to handle frictional contact on interfaces embedded in other types of numerical methods (e.g. [52]). Note, however, that extending the current formulation to accommodate these additional complexities entail lots of effort on other aspects (e.g. algorithms for handling three-dimensional and/or evolving interface geometry in embedded elements). We thus leave such an extension as a topic of future research.
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Appendix A. Optimal value of initial normal stiffness

This appendix describes how to find the (approximately) optimal value of initial normal stiffness, $k_{N,0}$, that gives the best possible condition of the Jacobian matrix (37). To begin, we recall that $k_{N,0}$ enters the (2,2) block of the Jacobian matrix. The element-wise contribution of this block can be written as given by

$$\frac{\partial R^e}{\partial \alpha} = \int_{\Omega} B^T D B J \, dV^e + \int_{\Gamma} N_I [k_{N,0} (n \otimes n)] N_J \, dA.$$  \hspace{1cm} (A.1)

where $B := \nabla^s N$ is the strain–displacement matrix, and $D$ is the stiffness matrix of the bulk material.

For simplicity, we assume that the matrix (A.1) is best conditioned when the max norms of $\tilde{K}^e_{IJ}$ and $E^e_{IJ}$ are equal. To calculate the max norm of $\tilde{K}^e_{IJ}$, we recall that the max norm of the $B$ matrix is $1/h$, where $h$ is the element size. The max norm of $D$ may be approximated to be $E$. Lastly, the integration volume is $h^{\text{dim}}$, where $\text{dim}$ denotes the spatial dimension. Therefore, the max norm of $\tilde{K}^e_{IJ}$ can be approximated as

$$\|\tilde{K}^e_{IJ}\|_{\max} \approx \sum_Q \left( \frac{1}{h} E \frac{1}{h} \right) h^{\text{dim}} = \sum_Q E h^{\text{dim}-2}. \hspace{1cm} (A.2)$$

Similarly, the max norm of $E^e_{IJ}$ can be approximated as (note that $k_{N,0} > 0$ by definition)

$$\|E^e_{IJ}\|_{\max} \approx \sum_Q k_{N,0} h^{\text{dim}-1}. \hspace{1cm} (A.3)$$

The optimal value of the initial barrier stiffness can be obtained by equating Eqs. (A.2) and (A.3), which gives

$$(k_{N,0})_{\text{optimal}} = E/h. \hspace{1cm} (A.4)$$
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