Abstract. In ophthalmology, the study of the retinal microcirculation is a key issue in the analysis of many ocular and systemic diseases, like hypertension or diabetes. This motivates the research on improving the retinal vasculature segmentation. Nowadays, Fully Convolutional Neural Networks (FCNs) usually represent the most successful approach to image segmentation. However, the success of these models is conditioned by an adequate selection and adaptation of the architectures and techniques used, as well as the availability of a large amount of annotated data. These two issues become specially relevant when applying FCNs to medical image segmentation as, first, the existing models are usually adjusted from broad domain applications over photographic images, and second, the amount of annotated data is usually scarcer.

In this work, we present multimodal transfer learning-based approaches for retinal vascular segmentation, performing a comparative study of recent FCN architectures. In particular, to overcome the annotated data scarcity, we propose the novel application of self-supervised network pretraining that takes advantage of existing unlabelled multimodal data. The results demonstrate that the self-supervised pretrained networks obtain significantly better vascular masks with less training in the target task, independently of the network architecture, and that some FCN architecture advances motivated for broad domain applications do not translate into significant improvements over the vasculature segmentation task.

1 INTRODUCTION

The retinal vascular analysis plays a fundamental role in the diagnosis of many relevant diseases. Some of these diseases are either ophthalmic or systemic, and almost all of them are of great relevance due to its incidence (e.g. age-related macular degeneration—AMD—and diabetic retinopathy [1]). In this type of analysis, a common preliminary step is vascular segmentation. This step allows the measurement of different blood vessel features (such as length, width or tortuosity) that offer a proven relevance in evaluating and monitoring some frequent diseases, like AMD and diabetic retinopathy [1]. In this type of analysis, a common preliminary step is vascular segmentation. This step allows the measurement of different blood vessel features (such as length, width or tortuosity) that offer a proven relevance in evaluating and monitoring some frequent diseases, like AMD and diabetic retinopathy [1].

Several approaches have been proposed for the automation of the vascular segmentation. Initially, existing approaches were mainly based on ad-hoc image processing techniques such as vessel tracking [13], adaptive local thresholding [18] or deformable models [27]. Classical supervised learning methods, such as k-nearest neighbors [36] or Artificial Neural Networks (ANNs) [35][26] have been also applied. Over the recent years, many approaches use deep learning and, more specifically, Convolutional Neural Networks (CNNs) [34]. This type of ANNs allows to learn features during the training, as opposed to classical approaches, where the feature extraction stages were manually designed. This allows training the networks end-to-end, in a simpler and more effective way. In the case of segmentation tasks, Fully Convolutional Neural Networks (FCNs), first presented in [25], meant an important advance [13]. These CNNs are built with components that only operate in local regions of the input and only depend on relative spatial coordinates. Thus, they can deal with arbitrary image sizes in a direct way, without needing to iterate over images using fixed-size patches. Nowadays, the state-of-the-art approaches in retinal vasculature analysis frequently use FCNs. Some examples are vasculature segmentation [6][8][19] or vascular feature detection [14].

The application of supervised deep learning approaches, including FCNs, presents two main drawbacks. First, the selection and adaptation of the network architectures and learning techniques is necessary to solve a specific problem. This is mitigated by the fact that the techniques that are used to solve similar problems are usually appropriate. However, most of the recent deep learning advances in image analysis are motivated by broad domain applications, that raise different challenges than those faced by medical image analysis applications. Second, the most successful solutions are usually based on supervised learning of huge networks, which require a large amount of annotated data. In medical imaging, this is specially relevant, since the image dataset annotation task is usually difficult, time-consuming and requires the participation of expert clinicians.

Several approaches have been proposed to mitigate the effect of scarce labelled data, including data augmentation [13], transfer learning [1] and self-supervised learning [21]. Data augmentation is a commonly used technique that consists in increasing the amount and diversity of training images through random transformations and variations of the original images in the training set [23]. Another widely used technique is transfer learning, which is based on the idea of learning reuse. An usual way to implement transfer learning is to pretrain an ANN for one task and reuse the learned parameters (or a part of them) to initialize the ANN in the training process for the target task. It has been demonstrated that transfer learning can significantly improve the network performance in image-related applications [28]. An usual source task for transfer learning is broad domain image classification using the ImageNet large scale dataset [7]. This pretraining gives rise to general-enough image features to...
2 METHODOLOGY

This work is focused on the segmentation of retinal vessel trees from retinographies using FCNs. The proposed training strategy, Multimodal Pretraining (MP), depicted in Figure 1, is based on the pre-training of the networks on multimodal image predictions. Following this strategy, from a given unlabelled multimodal dataset that is composed of retinography-angiography image pairs for each patient (see Figure 2), the FCNs are first pretrained to predict the angiography of a patient from the corresponding retinography of the same patient. To do that, the image pairs are first registered so that the pixel-wise association between the source and target modalities is available during the training. Finally, the FCNs are refined using supervised learning on a labelled dataset for the target vascular segmentation task.

In order to evaluate the proposed approach, several FCN architectures are evaluated, in comparison with the same networks trained from scratch (FS), i.e. using a random initialization method. The following sections provide a detailed explanation of the different stages of the proposed approaches, the FCN architectures that were adapted, and the corresponding experimentation details.

### 2.1 Multimodal registration

The retinography-angiography multimodal registration method proposed in [13] is used to perform the registration of the paired dataset. This method combines feature-based and intensity-based alignment approaches. In particular, the former uses domain-specific landmarks, such as vessel crossovers and bifurcations to perform an initial broad alignment. The latter employs a domain-adapted similarity metric constructed by combining a vessel enhancement preprocessing with the normalized cross-correlation similarity metric to guide a rigid and non-rigid transform optimization process [13]. Generally, this second stage allows the refinement of the initial alignment.

### 2.2 Multimodal reconstruction pretraining

The multimodal reconstruction task (MR) consists in obtaining an image with the appearance of an angiography (pseudoangiography) from its corresponding retinography. As represented in Figure 2, trained models obtained from this task are used as pretraining models for retinal vascular segmentation in the proposed multimodal pretraining approach. To that end, a FCN is trained with registered retinography-angiography pairs.

Inspired by [22], the similarity between pseudoangiographies and angiographies is measured using Structural Similarity Index (SSIM) [59]. SSIM is usually obtained by integrating local correlation similarity metrics along the image. Formally, a SSIM map is obtained as

\[
\text{SSIM}(x, y) = \frac{(2\mu_x \mu_y + C_1) + (2\sigma_{xy} + C_2)}{\left(\mu_x^2 + \mu_y^2 + C_1\right) + \left(\sigma_x^2 + \sigma_y^2 + C_2\right)},
\]

where \(x\) and \(y\) denote two single channel images, \(\mu_x\) and \(\mu_y\) the local averages of \(x\) and \(y\), respectively, \(\sigma_x\) and \(\sigma_y\) the local standard deviations of \(x\) and \(y\), and \(C_1\) and \(C_2\) positive constants for preventing division by zero.
deviations of $x$ and $y$, respectively, $\sigma_{xy}$ the local covariance between $x$ and $y$ and $C_1$ and $C_2$ are constants used to avoid the instability when denominator terms are close to 0. The local statistics are computed using Gaussian windows of $\sigma = 1.5$, centered at each image positions. As its output values are between 0 and 1 (being 1 a perfect similarity), the loss function is defined as

$$L_{SSIM}(f(r), a) = -\sum_{\Omega} SSIM(f(r), a) ,$$

where $f(r)$ denotes the network output for a given retinography $r$, $a$ the target angiography and $\Omega$ the multimodal Region Of Interest (ROI). This multimodal ROI $\Omega$ is obtained by performing an AND operation between the angiography and retinography ROIs of each given pair.

### 2.3 Retinal vascular segmentation

The retinal vascular segmentation task consists in obtaining a vascular segmentation mask with the retinal vessel tree separated from the background from a given retinography image. In order to train a FCN to perform this task, a manually labelled dataset with ground truth segmentations for each image is used.

As segmentation loss, we use the Binary Cross-Entropy (BCE) between the manually annotated vascular segmentation masks and the network output. This loss function is defined as

$$L_{BCE}(f(r), s) = -\sum [s \log (f(r)) + (1 - s) \log (1 - f(r))] ,$$

where $f(r)$ is the network output and $s$ is the manually annotated vascular segmentation mask.

### 2.4 Network architectures

In order to explore the potential and capabilities of the multimodal transfer learning-based methodology herein presented, we adapted different representative modern fully convolutional architectures: U-Net [33], Fully-Convolutional DenseNet [20] and Efficient Neural Network [29].

#### 2.4.1 U-Net

U-Net is a FCN architecture that was originally proposed for biomedical image segmentation [33]. It is usually considered a reference segmentation network architecture in computer vision, showing a great performance in multiple relevant tasks. It was successfully tested for multimodal reconstruction [12], so it is adopted in this work as baseline model of reference.

Figure 3 shows a scheme of the used U-Net, as proposed in [12]. The U-Net is characterized by a symmetric encoder-decoder architecture with skip connections between the encoder and the decoder blocks. The skip connections use transposed convolutions and concatenations to combine the channels.

The contracting path (encoder) consists of multiple subsampling blocks using convolutional layers and max-pooling. In each subsampling step, the number of channels is duplicated, and the image resolution is halved, so that the model is forced to learn high level representations through a spatial bottleneck. The expanding path (decoder) is composed of multiple upsampling blocks, in a nearly symmetrical way with respect to the contracting path. The upsampling blocks use transposed convolutions to recover the image resolution.

#### 2.4.2 Fully Convolutional DenseNet

Fully Convolutional DenseNet (FC-DenseNet) [20] is another FCN that uses a similar approach to U-Net, but also incorporating some ideas from DenseNet [16]. It was originally proposed for semantic segmentation of street images, obtaining state-of-the-art results in CamVid [2] and Gatech [32] datasets. In Figure 4, an overview of the FC-DenseNet architecture is illustrated. Like U-Net, it follows an encoder-decoder architecture with skip connections between them and a nearly symmetrical design. However, in contrast with the U-Net model, dense blocks are used instead of the regular convolutions. These blocks were originally proposed for DenseNet, and they consist of a number of convolutional layers that are directly connected to all the subsequent layers inside the block. Each of the layers has a constant number of additional features (growth rate) that is concatenated to the outputs of all the previous layers inside the blocks. Thus, they allow the creation of complex features with less additional neurons per layer. In addition to the dense blocks, an $1 \times 1$ convolution is added before the max-pooling operation to perform feature selection and reduce the number of parameters of the subsequent blocks.

In the original proposal of the FC-DenseNet, three specific models were presented using 56, 67 and 103 convolutional layers, respectively. The only differences between them are the growth rate and the number of layers per dense block. We include all these three networks in the comparison.

The design of the FC-DenseNet allows to create much deeper network.
models than U-Net with three times less parameters. This characteristic could be an advantage over U-Net, since it has been noticed that adding more layers usually allows the networks to create more complex representations of the data, producing a better generalization with less parameters [37, 17].

2.4.3 Efficient Neural Network

The third adopted model is the Efficient Neural Network (ENet) architecture [29, 3]. This architecture was originally proposed for semantic segmentation on street images, like FC-DenseNet. The main objective of the architecture design is to provide an efficient model (less computationally demanding) with an adequate performance in semantic segmentation tasks.

The network architecture, depicted in Figure 5, is organized in seven stages. As with the other two FCNs in this work, the network is composed of a contracting path (first three stages) and an expanding path (last three stages). To preserve the spatial information, the network uses skip connections to pass the pooling indices from each max pooling operation in the contracting path to the corresponding unpooling in the expanding path. Additionally, the image resolution is lowered to an smaller extent, and the network includes dilated convolutions to increase the effective receptive fields at the bottleneck.

The initial stage reduces the image resolution on each dimension through both convolutional layer and max-pooling operation, while the last 2 stages recover the original resolution to provide the output. The other stages are composed of residual blocks, following an architecture similar to ResNet [11], that add the output of the convolutional layers to the block input to allow a more effective training of the network. The other stages are composed of residual blocks, following an architecture similar to ResNet [11], that add the output of the convolutional layers to the block input to allow a more effective training of the network. Additionally, the image resolution is lowered to an smaller extent, and the network includes dilated convolutions to increase the effective receptive fields at the bottleneck.

The network design is heterogenous, characterized by the presence of dilated, asymmetric and transposed convolutions depending on the specific block. This network is selected because it incorporates an alternative resolution preserving strategy compared with U-Net and FC-DenseNet (i.e. unpooling and dilated convolutions), and because it has much less parameters than these architectures with a very deep design. In this way, by evaluating this network, we can see if lightweight deep FCNs like this are capable of performing tasks as challenging as is the retinal vascular segmentation.

2.5 Datasets

To perform the multimodal pretraining, we used the publicly available Isfahan MISP dataset [21]. This dataset consists of 59 retinography-angiography unregistered image pairs from both healthy (29) and pathological (30) cases. The pathological retinographies are from patients with diabetic retinopathy. All the images present a resolution of $720 \times 576$ pixels, with a trimmed circular Region Of Interest (ROI). The pretraining of the networks is performed with all the retinography-angiography pairs randomly divided into a training and validation sets of 44 and 15 pairs, respectively.

The publicly available DRIVE dataset [36] consists of 40 retinographies divided into training and test subsets (DRIVE-train and DRIVE-test), each one with 20 images. 7 of these images are from patients with diabetic retinopathy. The image sizes are $768 \times 584$, with a complete circular ROI. For all the images, a manual segmentation of the retinal vessels is provided. For training the networks, we use the 20 images from the training subset, leaving the rest for testing. To measure the robustness of the methodology with few training examples, trainings with different number of images were performed. To build the different sets, 15 images from DRIVE-train were randomly selected. From these images, we built training sets of 1, 5, 10, and 15 images, including all the images from a set in all the larger sets. In each case, the rest of the 20 images that were not included in the training set are used as validation set. Notice that training with limited annotated data is viable due to the segmentation loss providing training feedback for every pixel. This results in a relatively much more feedback than using image-wise labels.

The publicly available STARE dataset [15] contains 397 retinographies from both healthy and pathological patients. Image sizes are $700 \times 605$, with a trimmed circular ROI. Retinal vascular segmentation ground truth is provided for 20 of these images. This latter images were used along the images from DRIVE-test to evaluate the retinal vascular segmentation task.

2.6 Training details

The optimization algorithm used to train the models is Adam [22]. The parameters of the algorithm were empirically set as follows: the initial learning rate is set to $\alpha = 1 \times 10^{-4}$, and $\beta_1$ and $\beta_2$ are set to 0.9 and 0.999, respectively. The learning rate is reduced by a factor of 10 when the validation loss does not improve for 25 epochs. In the multimodal pretraining, early stopping is applied when the validation loss does not decrease for 100 epochs. In the retinal vascular segmentation training, early stopping is applied when the validation loss does not improve for a period in which 3900 images are presented to the network. This latter early stopping, depending on the number of images instead of epochs, is used to allow the comparison between the networks using different training set sizes.

In the cases where transfer learning was not applied, the parameters of the networks were initialized following the He et al. method with uniform distribution [10]. To artificially increase the size of the datasets, we used online data augmentation through random transformations during each epoch. These transformations consist of slight affine transformations, color and intensity variations, and vertical/horizontal flipping.

3 RESULTS AND DISCUSSION

In order to evaluate the performance of the presented segmentation approaches, Precision-Recall (PR) and Receiver Operating Characteristic (ROC) analysis were measured. Also, to summarize the ROC and PR curves, we calculated the Area Under the Curve (AUC) of each case. Given the clear unbalance between the vascular regions and the background eye fundus, we selected AUC-PR as the primary measurement to test and compare the performance of the networks.

Figure 6 shows the AUC-PR values obtained by each trained model in DRIVE-test and STARE datasets. In the plots, these values are depicted against the number of images that were presented to the network during the training stage. Moreover, the sizes of the bulleted indicate the sizes of the training sets. Complementarily, to allow the comparison between the different network architectures, Figure 7 presents the results depicted in Figure 6 merged into two plots, one for DRIVE-test and other for STARE. For readability, only the 103 layer-version of FC-DenseNet was included.

Also, Figure 8 presents representative examples of segmentation masks obtained by the analysed networks trained from scratch (columns 1 and 3) and with the proposed MP approach (columns 2 and 4) in the couple of illustrative retinographies from the DRIVE-test and STARE datasets shown in Figure 9. In all the cases, the size
Figure 5. ENet architecture. The circled numbers indicate the different stages of the network.

Figure 6. AUC-PR values obtained by each trained model of the different architectures in DRIVE-test and STARE datasets. In the plots, these values are depicted against the number of images presented to the network during the training. The sizes of the bullets indicate the sizes of the training set used. Bright colors correspond to networks trained from scratch and dark colors correspond to networks trained following the proposed MP strategy.

Figure 7. AUC-PR values obtained by the U-Net, FC-DenseNet103 and ENet models merged for DRIVE-test and STARE datasets. In the plots, these values are depicted against the number of images presented to the network during the training. The sizes of the bullets indicate the sizes of the training set used. Bright colors correspond to networks trained from scratch and dark colors correspond to networks trained following the proposed MP strategy.
of the training set was 15 images. From FC-DenseNet models, we have chosen FC-DenseNet103, as it provided the best results.

Generally, as observed in the Figures, all the architectures greatly benefit from using pretrainings from the multimodal reconstruction task, independently of the dataset that was used during the evaluation. In all the cases, resulting AUC-PR is higher and the required training time of the networks is remarkably shorter (see Figure 6). Moreover, the provided examples (Figure 5) clearly show that the quality of the vascular extractions is higher when the pretrained models are used. In this sense, one of the main improvements of the MP approach with respect to the FS baseline is the consistency in the vessel continuity, as it preserves significantly better continuous vascular trees. Additionally, the networks that were trained following the MP approach are more sensitive to the small and thin vasculature, considered the main complexity of this issue. Another important complexity is the presence of other structures, as those produced by pathological scenarios (e.g. drusen, microaneurysms or haemorrhages). These challenging scenarios are better handled by the networks trained with the proposed multimodal transfer learning approaches. This improvement of the performance is specially intense in the case of the ENet, a network with lower capacity, where the multimodal pretraining is crucial to reach any acceptable result.

Although Figure 6 only shows an example for models trained with 15 images, the stated differences between the segmentation masks obtained by MP and FS models are the same for all the studied cases. These differences, besides, are more remarkable when the networks are trained with a training set of size 1, as can be deduced from the results depicted in Figure 7.

Another relevant point that can be observed in the plots is the robustness of the networks to different sizes of the training set. The plots of Figures 6 and 7 show that the proposed MP models are, again, significantly better than the baseline FS. When pretraining is used, the results of the same network trained with different dataset sizes oscillate much less that the same network trained from scratch.

In addition to the previous discussion, it is also interesting to notice how FC-DenseNet benefits from its greater capacity. In Figure 6, it can be observed that, in most of the cases, the FC-DenseNet103 results are better than those of FC-DenseNet56 and FC-DenseNet67.

Complementarily, as said, the plots depicted in Figure 7 show the results of the different architectures all together. These plots show clearly that the results of the ENet are significantly far from those of the U-Net and the FC-DenseNet, given its limited capacity. Despite this, we would like to remark that the provided results are still satisfactory, considering that it represents an architecture with a more reduced computational requirements. Moreover, we can see that the results of the U-Net and the FC-DenseNet models are very similar for DRIVE and a little more different for STARE in favor of U-Net. In this case, the higher difficulty of STARE seems to affect the FC-DenseNet more than the U-Net. Thus, it can be interpreted that the U-Net presents a greater capacity of generalization, being more robust to the presence of severe signs of pathologies and injuries in the original retinographies (in DRIVE, there are also retinographies with signs of diabetic retinopathy, but they are not so remarkable). Additionally, U-Net needs fewer epochs to converge to valid solutions.

Based on all those facts, we consider the U-Net architecture the most suitable for being pretrained in this multimodal context and refined in the task of the retinal vascularity segmentation, presenting an adequate balance of dimensionality, capacity of generalization and performance in the issue. However, we have to consider the larger parameter set that needs to be handled. The FC-DenseNet, with less parameters, also provided a competitive performance but without taking any representative advantage of its characteristic potential and dimensionality. Finally, as expected, the ENet models offered the worse results. However, the obtained performance is still satisfactory in the vascular extraction task when the pretraining is used. Thus, this network architecture could be an interesting option, specially when the computational requirements would be a limitation.

4 CONCLUSIONS

In this work, we presented and studied multimodal transfer learning-based approaches for retinal vascular segmentation. These approaches benefit from a pretrained in a multimodal reconstruction task that uses, as reference, two classical and widely used eye fundus image modalities: retinographies and angiographies. This latter retinal modality is specially useful for the retinal vessel analysis, as it specially highlights the vascular structure. To measure the potential and capabilities of the proposed approaches, we also trained from scratch the corresponding models used in the proposed approaches.

The results that were obtained by the different approaches showed that the use of pretrained models in the multimodal reconstruction task has proven to be adequate independently of the network architecture, specially in comparison to those trained from scratch, providing better results with less required training times on the target task. In addition, the experimentation with various dataset sizes allowed us to notice the great robustness against small training datasets of the networks with transferred learning. Thus, the use of pretrained models in the multimodal reconstruction task emerges as a valuable option with scarcity of annotated data in the target task. As a self-supervised approach, multimodal reconstruction does not depend on experts to annotate the image datasets. In this way, we can use a significant number of pairs retinography-angiography without any annotation (relatively easy to obtain) in the multimodal reconstruction task, and the few available annotated data in the target task. Thus, the network performance is highly improved without needing extra participation of experts. This is one of the most important results.

Complementarily, based on the results of the different tested models, U-Net was the one that provided the best performance, despite the larger parameter set, providing a adequate balance of dimensionality and capacity of generalization, also in less training epochs. The tested FC-DenseNet configurations, with less parameters, also provided a competitive performance but without taking advantage of its significant capacity. In the case of the ENet, the performance of this architecture was worse, as expected, but thanks to multimodal pretraining, it was still satisfactory considering its lower capacity. Thus, this architecture could be an interesting option when the computational requirements would be a limitation.
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Figure 8. Example of predicted segmentation masks for the test retinographies from STARE and DRIVE of Figure 9 using the compared architectures with and without pretraining (MP and baseline FS). In all cases, the networks were trained with a dataset of 15 images. (1st row) U-Net. (2nd row) FC-DenseNet103. (3rd row) ENet. (1st column) Results for the DRIVE retinography using the FS models. (2nd column) Results for the DRIVE retinography using the MP models. (3rd column) Results for the STARE retinography using the FS models. (4th column) Results for the STARE retinography using the MP models.

Figure 9. Example test set retinographies from STARE and DRIVE with their respective ground truth vascular segmentation masks. (a) Example retinography from DRIVE. (b) Ground truth for the DRIVE retinography. (c) Example retinography from STARE. (d) Ground truth for the STARE retinography.
