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Abstract—Billions of sensors are expected to be connected to the Internet through the emerging Internet of Things (IoT) technologies. Many of these sensors will primarily be connected using wireless technologies powered using batteries as their sole energy source which makes it paramount to optimize their energy consumption. In this paper, we provide an analytic framework of the energy-consumption profile and its lower bound for an IoT end device formulated based on Shannon capacity. We extend the study to model the average energy-consumption performance based on the random geometric distribution of IoT gateways by utilizing tools from stochastic geometry and real measurements of interference in the ISM-band. Experimental data, interference measurements and Monte-Carlo simulations are presented to validate the plausibility of the proposed analytic framework, where results demonstrate that the current network infrastructures performance is bounded between two extreme geometric models. This study considers interference seen by a gateway regardless of its source.
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I. INTRODUCTION

The overwhelming need for a better-connected world is urging technologists, regulators, and researchers to continuously devise better solutions for coping with the accelerating ICT demand. A projected estimation anticipates a colossal increase in the use of IoT devices, predicting that by 2022, 18 billion IoT devices will join the global network [1]. This vast growth is driven by many emerging business cases such as utility metering, precision agriculture, vending machines among many others. As promising as it might seem, the current capability of the cellular network is insufficient in handling the massive number of ultra low power IoT devices. The current wireless networks are designed for high speed communication with high Quality of Service (QoS) while using complex access and spectrum utilization methods to cater for efficient multimedia delivery, whereas IoT will rely on low QoS data delivery with simple access to simplify end-devices such as limited-capability sensors. A big limitation arises in the form of energy constraints for IoT devices, where many of the envisioned applications are solely reliant on battery power such as (i) gas and water metering, (ii) monitoring sensors for agriculture and environment, and (iii) tracking of assets.

In order to tackle IoT specific needs and cater for the current limitations in the cellular network, multiple IoT solutions and standards have been proposed. These standards vary in their solution approach, posing a trade-off challenge on the engineering and business formulation. Such trade-offs include the data (packet size), data throughput, interference mitigation capability, reliability, delay, and energy efficiency [2]. In terms of network architecture; some technologies allow mesh-type topologies for lowering infrastructure costs, while others like the current cellular network are based solely on star topologies.

In this paper, we explore the theoretical bounds of energy-consumption of IoT end-devices. In particular, we utilize tools from stochastic geometry to study the effect of network regularity [3] on the energy-consumption of end IoT devices in a congested cellular network. Utilizing the well-established Shannon model, we derive practical lower energy consumption bounds in a concise analytical form to provide a useful benchmark to design engineers and researchers alike. The contributions of this paper can be summarized as the following:

- Derivation of an analytical lower bound for energy consumption in IoT networks, to the authors knowledge such a lower bound does not exist in the literature.
- Derivation of the optimal (minimum) energy consumption of IoT systems based on the theoretical analysis.
- The analytical framework of using stochastic geometry for the energy consumption analysis, in particular for IoT systems.
- Validation of the theoretical lower bounds by means of Monte-Carlo simulations.
- Application of the lower bound and optimization of energy consumption to a practical scenario, and hence the validation of our proposed work on practical systems.

We make the assumption that the IoT network is highly congested with millions of IoT devices sharing the frequency band based on out measurements in Melbourne [4]. An example of a congested network is projected to exist in the UK to cater for smart water metering [5]. In this work we do not include theoretical interference calculations of the network but consider real measured interference in that band. This approach is suitable for frequency bands such as the ISM-band where a lack of coordination between users and networks that coexist leads to minimum control over the interference levels unlike conventional cellular networks where telecom operators are in control of the power, traffic, and access in the frequency.
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band. Note that in this study, we consider interference power statistics on the frequency band of interest based on [4], while the distributions of the gateways affect the network regularity only and does not contribute to interference statistics.

The rest of this paper is organized as follows. Section II lists the relative work to this paper that has been presented in the literature while Section III presents an energy model based on the famous Shannon channel capacity model. The model is further analyzed in Section IV in terms of the restrictions and theoretical bounds in terms of the SINR. Section V sheds light on the behavior of the energy-consumption in an IoT cellular network. Section VI presents a comparison on the energy-consumption boundaries between theoretical network models and a currently deployed network. Finally, Section VII provides conclusion remarks and future work.

II. BACKGROUND AND RELATED WORK

Unlike current cellular devices, IoT devices have energy sources that have limited capabilities such as a conventional battery to keep the device simple and mobile. Various Low Power Wide Area Networks (LPWANs) have been proposed to address the energy-consumption problem. This includes the latest release of NB-IoT adopted by many telecommunication operators and supported by the third generation partnership project (3GPP) [6]. Wi-SUN backed by Wi-SUN alliance inline with IEEE 802.15.4g standard [7], Sigfox [8], and also the widely deployed LoRaWAN supported by LoRa Alliance [9]. As a result, comparisons between those technologies have been made in the literature to explore their strengths and limitations and we invite the reader to go through them [2], [10], [11].

The regularity of a network is a measure of how well located the gateways are for a deterministic number of points [12]. To quantify the network regularity, stochastic geometry is one of the primary tools used to model cellular networks’ behavior mathematically. Most of the literature that tackles cellular networks focus on the interference distribution and outage probability in a network or collection of networks in the downlink performance [13]–[15] which are mostly applicable to technologies operated by telcos (CIoT) such as: NB-IoT, EC-GSM-IoT, and LTE-M which utilize licensed frequency bands. Nevertheless, some recent papers emerged studying the uplink performance in cellular networks [16]–[18] but also can be applied to CIoT technologies for the same reason. Other papers proposed interference models for a single access point [19]–[21] using LoRaWAN technology in class-licensed frequency bands and cannot be generalized to multi access point scenarios.

On the other hand, this paper proposes a methodology that is technologyagnostic and utilizes measured interference in class-licensed frequency bands. It is worthy to note that the class-licensed spectrum is not exclusive to IoT devices [22]. In addition, the paper models the lower bound of the energy consumption and quantifies the effect of network regularity on the electric energy consumption, thus to the authors’ knowledge these contributions have not been previously addressed in the literature.

III. IOT DEVICE ENERGY-CONSUMPTION MODEL

A typical IoT end-device mainly consists of three entities; (i) a sensing entity that acquires the external conditions such as temperature, humidity, water-flow meter, etc., (ii) a processor that handles the housekeeping activities and interfaces to both the sensor and the communication module, and (iii) a communication module that transmits the acquired data to the network. Our interest in this paper is focused on the communication module, particularly on the energy-consumption levels during the uplink transmission. The downlink window is typically used for acknowledgments or updates and is not as frequently used. Moreover, it is envisioned that most of the ultra-low end-devices will mainly be utilized for acknowledgment transmissions. Assuming that typical uplink messages in the network consist of a concise length \(N_m\) in bits including the protocol overhead, the shortest time that the message would take to be transmitted depends on the channel capacity which can be formulated based on Shannon model as,

\[
T_m = \frac{N_m}{B \log_2(1 + \gamma)},
\]

where \(B\) is the bandwidth of the channel and \(\gamma\) is the SINR seen by the gateway and is given by,

\[
\gamma = \frac{P_r}{P_f + P_N}.
\]
where \( P_t \) is a random variable representing the interference power, \( P_N \) is the noise power measured, and \( P_r \) is the received power which can be calculated by,

\[
P_r = LP_t,
\]

where \( P_t \) is the transmit power of the end-device, and \( L \) is the total loss factor between the end-device and its communicating gateway. The loss can be modeled for example by using the log-distance path-loss model with a fading component, i.e. \( L = L_o h r^{-\alpha} \) [26], where \( L_o \) is a constant determined by the antenna gain, frequency, and propagation environment. \( h \) is a random variable that represents the fading in the channel. \( \alpha \) is the path-loss exponent and \( r \) is the contact distance defined as the distance between the end-device and its gateway which is also a random variable and its statistics rely on the network regularity. The electric power consumption can be correlated with the RF power using a simple linear relation which follows the linear region in the power amplifier of the transmitter where this assumption is valid as per our measurements present in the Appendix section. Thus the total energy consumed by transmitting a fixed length message is given by,

\[
\epsilon = (\eta P_t + P_o)T_m,
\]

where \( \eta \) is the conversion factor of the power amplifier from electric power to RF power and \( P_o \) is the electronic power consumption overhead incurred in the communication module to encode a message [26]. By substituting the above relationships, a compact system model for the energy-consumption of the end-device is represented by,

\[
\epsilon = \left[\frac{\eta}{L} (P_t + P_N) \gamma + P_o \right] \frac{N_m}{B \log_2(1 + \gamma)},
\]

From the above relation, we note that the target SINR \( \gamma \) is a free variable that the system can control by varying the transmit power whereas all the other parameters are related to hardware and channel limitations. This implicitly assumes that the IoT end-device is capable of adjusting its transmit power to achieve a certain average target SINR. It is worthwhile to note that the provided equation in (5) can still accommodate access technologies that embed the control and payload messages in the same radio frame. In some cases where more complex access systems are utilized, heavy exchange of signaling might be required between the gateway and end-devices. In such cases, this proposed model has limited ability to capture the possible frame losses in the control plane and thus the energy required to re-transmit the signaling frames. However, the aim of this work is to characterize the lowest possible energy bound irrespective of the specific implementation of the access system. Nevertheless, many IoT applications are based on stationary devices having a steady radio channel loss and heavy signaling is not expected to occur frequently during the life span of the device in efficient access LPWAN systems.

IV. LINK-LEVEL ENERGY-CONSUMPTION BOUND

The energy-consumption model of the end-device is further analyzed to cover two scenarios; (i) the theoretical minimal energy-consumption boundary achieved at an optimal transmit power referred to as the unrestricted QoS scenario and (ii) a threshold energy-consumption model that is based on a target system SINR and is predefined by the designed application to achieve lower Message-Error-Rates (MERs) and referred to as the restricted QoS scenario. Fig. 1 demonstrates the contour line of the energy-consumption at the end-device by varying the transmit power and contact distance. To achieve a certain energy-consumption level, two different transmit power levels exist for a given contact distance due to varying the time-on-air. In most cases, the time-on-air is either restricted by the communication authorities or is limited by the Modulation and Coding Scheme (MCS) used.

A. Unrestricted QoS Scenario

In order to calculate the minimum bound, we search for the optimal transmit power that minimizes the overall energy-consumption of the communication module. This bound serves as a benchmark to the energy-consumption minimum of an end-device in a network. The equation (5) is concave in nature and is differentiated in terms of the transmit power and equated to zero to search for the optimal RF transmit power as shown,

\[
\begin{align*}
P_t^* &= \arg \min_{P_t} \left[ \epsilon \right] \\
&= \text{Solution of } \left[ \frac{d}{dP_t} \frac{A_1 \gamma + A_2}{\log_2 (1 + \gamma)} = 0 \right], \quad (6)
\end{align*}
\]

where,

\[
A_1 = \frac{\eta N_m}{BL} (P_t + P_N), \quad \text{and} \quad A_2 = \frac{N_m P_o}{B}.
\]

The solution can be written in a closed form as follows,

\[
P_t^* = \frac{P_t + P_N}{L} \left[ \exp \left( 1 + W \left( \frac{A_2/A_1 - 1}{\epsilon} \right) \right) - 1 \right], \quad (8)
\]
where $W[z] = W[z] = z$ is the Lambert-W function. As a result, the SINR at the minimum bound is calculated as follows,

$$\gamma^* = \exp \left( 1 + W \left[ \frac{A_2/A_1 - 1}{e} \right] \right) - 1, \quad (9)$$

Accordingly, the minimum required electric energy-consumption for delivering $N_m$ bits is further given by,

$$\epsilon^* = A_1 \ln(2) \exp \left( 1 + W \left[ \frac{A_2/A_1 - 1}{e} \right] \right). \quad (10)$$

In Fig. 1 the dashed line represents the analytic transmit power minimum in $\mathbb{E}$ whereas the circles represent the simulated minimum transmit power. It is important to note that under this assumption, the presented optimal solution does not consider the effect of lengthening the transmission time on the quality of the service. Although in some applications, the optimal transmit power might be impractical due to low SINRs and ultimately high MERs, yet, this minimum bound is theoretically valid and can be used as a benchmark for energy optimality.

B. Restricted QoS Scenario

To maintain a certain level of quality, we restrict the transmit power from going below a certain threshold based on its corresponding system target SINR value. Considering some services that require tighter control on the delivery time of data, we assume that a fixed communication technology is used with a fixed MCS, thus a fixed data rate. In other words, for a given message size, the time-on-air is also constant. Under this assumption, the automatic power control mechanism for the IoT device will endeavor to maintain the target SINR. Naturally, the energy-consumption of the end-device is larger in magnitude than the minimum boundary and is given by,

$$\epsilon_o = \left[ \frac{\eta}{L} (P_1 + P_N) \gamma_o + P_o \right] T_m \geq \epsilon^*, \quad (11)$$

where $\gamma_o$ is the target SINR required for the MCS to be reliably used [27]. The optimum solution in (10) will result in the lowest possible energy-consumption level since $\gamma_o \geq \gamma^*$. Moreover, in any practical system the throughput is lower than the channel capacity especially for finite-length messages and the time-on-air is also bounded as follows,

$$T_m \geq \frac{N_m}{B \log_2 (1 + \gamma_o)}. \quad (12)$$

V. IOT CELLULAR NETWORKS ENERGY-CONSUMPTION

In a cellular network, IoT end-devices are connected to one or more gateways, aggregating the radio traffic and passing it through a back-haul link to the core. In some of those configurations, several gateways can serve one IoT device leading to redundancy; however, it is not considered in this study. In order to obtain the energy-consumption bounds, an IoT device will opt to communicate with its serving gateway solely in order to minimize its power draw.

In order to establish a tractable model for device association, we assume that the devices are connected to their nearest gateways in terms of coverage distance. Thus the dominance area of a gateway is visualized by the Voronoi cell for every serving gateway. This assumption is valid when following a log-distance path-loss model or the well-known ITU cellular models [28]. Ideally, a cellular network would be deployed in a triangular lattice (forming a hexagonal shaped Voronoi tessellation), yet due to multiple practical reasons such as geography, high costs of deployment, and high capacity demands, a regular shape cannot be always maintained. Thus, a realistic deployment of a cellular network would be far from the perfect regularity of a lattice.

In this section, we demonstrate the differences in energy-consumption as a function of the network regularity. To quantify these differences, we study the two extremes in terms of regularity: a perfectly regular shaped network materialized in a trilangular lattice (TRI), and a fully irregular network based on Poisson point process (PPP). In addition, we study a third point process, Matérn Hard-Core point process (MHC) [29] which lies between these two extremes in terms of regularity. Fig. 2 depicts the three cases analyzed in this paper. IoT end-devices are depicted as an independent PPP since we have no control over their location. The end-devices’ intensity is naturally larger due to the high number of devices expected to connect to the network. In this analysis, all point processes are depicted to be homogeneous.

A. Contact Distance and Network Regularity

We model that end-devices as a PPP independent of the gateway point process. The distance between the IoT device and its nearest gateway is defined as the contact distance. The contact distance has a well-defined cumulative distribution function (cdf) conditional on the gateway point process $\Psi$ representing the statistics of all the Voronoi cells in a network. The contact distance cdf is well known to be [30].

$$F_{\Psi} = \mathbb{P}(|o - \Psi| \leq r) = \mathbb{P}(N(b(o,r)) > 0). \quad (13)$$

where $N(b(o,r))$ is the total number of points in set $\Psi$ located inside a ball with radius $r$. Since we have control over the gateway distribution, we analyze the three stochastic distributions:

1) Gateways as a PPP: The gateways are assumed to take a PPP distribution and the contact distance distribution derived from (13) is shown as [30],

$$F_{PPP} = 1 - \exp(-\lambda \pi r^2), \quad (14)$$

and the probability density function (pdf) as [30],

$$f_{PPP} = 2 \lambda \pi r \exp(-\lambda \pi r^2). \quad (15)$$

where both distributions are dependent on the intensity $\lambda$ of the point process.

2) Gateways as a MHC: The gateways are modeled to take a distribution of a Matérn hard-core process type-II [30] which has a lower entropy than PPP due to a predefined thinning process. An initial parent PPP with $\lambda_0$ undergoes a thinning transformation satisfying the hard-core condition resulting in limiting the gateways from coexisting within a conditioning hard-core distance $\delta$ thus limiting the randomness of the distribution and increasing regularity. The intensity of
the initial PPP $\lambda_0$ is assumed to be infinity since it has little effect on the thinning process result to simplify the outcome. The resulting intensity of the MHC is shown as,

$$\lambda = \lim_{\lambda_0 \to \infty} \frac{1 - \exp(-\lambda_0 \pi \delta^2)}{\pi \delta^2} = \frac{1}{\pi \delta^2}. \quad (16)$$

The hard-core thinning process is based on a conditional thinning probability $\xi$ results in the MHC contact distance CDF is derived as $F_{MHC} = 1 - \exp \left(-2\pi \int_0^L r \xi dr \right)$, where the conditional thinning probability $\xi$ is [29],

$$\xi = \frac{\lambda}{1 - \lambda l}, \quad (17)$$

where $l$ is the asymmetrical lens due to the intersection of the points of the parent PPP and the new MHC points is [29].

$$l = \begin{cases} \pi r^2, & r < \frac{1}{2\sqrt{3}\lambda} \\ r^2 \cos^{-1} \left( \frac{2\pi r^2 - 1}{2\pi r^2} \right) + \frac{1}{2\pi} \cos^{-1} \left( \frac{1}{2\pi r^2} \right) & r \geq \frac{1}{2\sqrt{3}\lambda} \end{cases} \quad (18)$$

and its pdf is $f_{MHC} = 2\pi r \xi \exp \left(-2\pi \int_0^L r \xi dr \right)$. Since the pdf cannot be simplified analytically due to mathematical limitations, it is calculated numerically.

3) Gateways as a triangular lattice: A triangular lattice is represented by regular hexagons and is deterministic in its shape. Although gateways are practically dispersed in a more irregular manner, analyzing a triangular lattice network can provide insight into the optimal dispersion and is set as a benchmark for coverage. The triangular lattice has an intensity $\lambda$ which can be derived from the lattice side length, $s = (2/\sqrt{3})^{1/2}$. The contact distance cdf is shown in a closed form as follows [31],

$$F_{TRI} = \begin{cases} \pi \lambda r^2, & r \leq \frac{1}{2\sqrt{3}\lambda} \\ \pi \lambda r^2 + 6\sqrt{3} \lambda r^2 - 3 & \frac{1}{2\sqrt{3}\lambda} < r \leq \frac{2}{3\sqrt{3}\lambda} \\ -6\lambda r^2 \cos^{-1} \left( \frac{1}{2\sqrt{3}\lambda r^2} \right), & \frac{2}{3\sqrt{3}\lambda} < r \leq \sqrt{\frac{1}{2\lambda}} \\ 0, & r > \sqrt{\frac{1}{2\lambda}} \end{cases} \quad (19)$$

and the pdf as follows [31],

$$f_{TRI} = \begin{cases} 2\pi \lambda r, & r \leq \frac{1}{2\sqrt{3}\lambda} \\ 2\pi \lambda r & \frac{1}{2\sqrt{3}\lambda} < r \leq \frac{2}{3\sqrt{3}\lambda} \\ -12\lambda r \cos^{-1} \left( \frac{1}{2\sqrt{3}\lambda r^2} \right), & \frac{2}{3\sqrt{3}\lambda} < r \leq \sqrt{\frac{1}{2\lambda}} \\ 0, & r > \sqrt{\frac{1}{2\lambda}} \end{cases} \quad (20)$$

In order to compare between the three distinctive distributions, the different point processes are simulated with an identical intensity as shown in Fig. 3. The tail of the pdf of the contact distance extends as the irregularity decreases based on the location of the IoT sensors in the Voronoi cells. A device can be very far from its nearest gateway in the PPP case, however as the network becomes more regular, the distances from the serving gateway start to decrease as shown in the MHC case. In the triangular lattice, the devices are bound to have a maximum contact distance equivalent to the radius of the Voronoi cell and thus the pdf instantly diminishes at that radius.

B. Interference and Channel Fading Effects

A random variable that also affects the energy-consumption is the instantaneous interference power in the spectrum denoted as $P_I$ in (5). In this paper, we focus on the ISM-band
which is part of the open access spectrum and supports IoT purposes among other technologies. The ISM-band is class-
licensed, meaning that no subscription with telcom operators
is required to access the spectrum. However, the downside
is that many technologies will have to coexist in this band
leading to high interference. Since our study focuses on a
class-licensed frequency band under the assumption of highly
congested traffic [4], we solely consider the interference in
the band regardless of its source. This approach is justified
under the assumption that many networks will coexist in the
spectrum reducing the control over the interference even if
the optimal transmit power is utilized in one network, thus
we focus the analysis on the end-device of interest instead.

In some cases, spectrum authorities impose duty cycle restrictions
to control the interference in the ISM-band, however due to
the random access of the channel and class-licensed nature of
the band, we need to consider the interference in the band
regardless of its source. To derive the expected interference
power, we capture the power spectral density (PSD) in the
915-928 MHz ISM-band [4] in Melbourne, Australia [24]. The
statistics taken from that set of data of the RF power using
125 kHz measurement bandwidth are demonstrated in terms
of the cdf as shown in Fig. 4. The channel fading factor of
the channel denoted as $h$ is a random variable has a Rayleigh
distribution and $h \sim \exp(1)$.

### C. Cellular Energy-Consumption Analysis

The energy-consumption model derived in (5) is composed
of three random processes; (i) the contact distance of the point
process, (ii) the interference power of the spectrum and (iii)
the fading factor of the channel. Thus, the energy-consumption
model should take into consideration the statistics of those
three random variables to calculate the expected energy-
consumption $E[c]$ for both the unrestricted and the restricted
QoS scenarios derived previously.

1) Unrestricted QoS Scenario: The mean of the minimum
energy-consumption based on the optimal RF transmit power
in (10) is given as follows,

$$E[\epsilon^*] = \int f^* f_h f_I r dr dP I $$

where $f_r$ is the point process pdf, $f_P I$ is the interference
power pdf, and $f_h$ is the channel fading coefficient pdf.

2) Restricted QoS Scenario: The target SINR is usually
expected to be above a certain threshold to ensure a certain
QoS keeping the MERS at a predefined value. Moreover,
the maximum time-on-air is sometimes restricted by spec-
trum authorities. Both those factors lead to the minimum
expected energy-consumption boundary being inapplicable
in most cases. Therefore, we derive a more practical analytic
equation in terms of the expected energy. The random variables
are approximated to be independent assuming the network
coexists with other networks and the number of users is very
large (the average interference is not likely to change). The
expected energy-consumption model for the QoS scenario as
shown,

$$E[c] = \left[ \frac{\eta E[r^m]}{\Gamma}\left(1/h\right)(E[P I ] + P_N) \gamma_o + P_o \right] T_m$$

To calculate the expected contact distance, we use $E[r^m] = \int_0^{R_o} r^m f(r) dr$ based on the path-loss model, where $f(r)$ is
the pdf of the contact distance which is based on the gateway
point process. For gateways as a PPP case, the expected contact
distance can be further simplified to the form shown in (22),
where $\Gamma(\cdot)$ is the complete gamma function. Similarly, in
the MHC case, the expected contact distance is shown in (23).
Finally, in the triangular lattice case, the expected contact
distance is shown in (24), where $F_{12}[,\ldots,\ldots]_1$ is the generalized
hyper-geometric function. Fig. 6 sheds light on the restricted
QoS expected energy-consumption level where any chosen
target SINR $\gamma_o$ yields an expected energy-consumption level
of $\epsilon_o$ given a point process intensity $\lambda$.
\[ E[r^\alpha] = \frac{\Gamma\left(\frac{\alpha+2}{2}\right)}{(\pi \lambda)^{\alpha/2}}, \text{ for PPP} \] (22)

\[ E[r^\alpha] = 2\pi \int_0^R r^{\alpha+1} \xi \exp\left(-2\pi \int_0^R r \xi dr\right) dr, \text{ for MHC} \] (23)

\[ E[r^\alpha] = \frac{1}{(\sqrt{3}\lambda)^{\alpha/2}} \frac{2^{\alpha/2}}{2 + \alpha} \left( \frac{\sqrt{3}\pi}{2^\alpha} \Gamma\left(-\frac{\alpha+1}{2}\right) \right) + \left( \frac{1}{\sqrt{3}} \right)^{\alpha/2} \frac{4}{1 + \alpha} F_{12}\left[ \frac{1}{2}, -\frac{(\alpha + 1)}{2}, -\frac{1 - \alpha}{2}, \frac{3}{4} \right], \text{ for TRI} \] (24)

Fig. 6. Expected energy model as a function of SINR threshold for each point process with intensity \( \lambda = 0.5 \) [gateways/km\(^2\)].

Fig. 7. Realistic cellular network deployment of base stations in Melbourne, Australia for Telstra. Data is publicly available from ACMA [32].

VI. ENERGY-CONSUMPTION BOUND FOR A PRACTICAL NETWORK DEPLOYMENT

We apply the proposed energy-consumption framework on realistic network deployments consisting of three cellular operators in Australia; Telstra, Optus, and Vodafone. The locations of cellular base stations are obtained from ACMA public database [32]. As an example, Telstra network is shown in Fig. 7 where the base stations are depicted along with their respective Voronoi cells. We assume that the base stations (BS) are acting as IoT gateways. We note that the intensity of the base stations is inhomogeneous since it depends on the underlying population density. Since the intensity of BS is inhomogeneous across the map, we calculate the intensity of each Voronoi cell independently. Since each cell contains only one base station, the density is calculated as follows,

\[ \lambda_i = \frac{1}{A[C_i]}, \] (26)

where \( A[C_i] \) is the area of the i-th Voronoi cell \( C_i \). Fig. 8 represents the intensity variation across the map. In order to calculate the energy-consumption, we simulate an independent PPP to resemble the IoT end-devices. The contact distance and the minimum energy-consumption for each device are obtained based on (10). The results are concatenated together. We take the average of the energy-consumption according to its corresponding intensity. We compare the resulting energy-consumption with the three theoretical point processes as depicted in Fig. 9. We note that the realistic performance of the energy-consumption converges to the PPP bound as the
intensity of BS increases. The change in the BS regularity is due to network operators’ interest in providing better coverage in rural areas whereas providing higher capacity in highly populated inner suburbs.

VII. CONCLUSION

In this paper, we proposed an analytic framework to capture the lower bound of energy-consumption in cellular topologies for IoT applications as a benchmark for optimization purposes. The paper formulates the effects of network regularity on the energy-consumption bound using three geometrical models; PPP, MHC, and triangular lattice based on two scenarios: (i) unrestricted QoS scenario corresponding to the lowest possible bound and (ii) restricted QoS scenario where a target design system SINR exists. We compare the energy-consumption bounds with realistic network setups that exist in Australia. The average performance of realistic deployments is found to be bounded between the two geometrical extremes. Furthermore, the performance appears to follow the lower bound when the density is low to accommodate for coverage, while it converges towards the PPP model as the density of BS increases to accommodate for capacity. Our future work will involve optimizing the energy-consumption for practical IoT networks.

APPENDIX

We choose to present the measurements obtained from a LoRaWAN transceiver due to its simple protocol and clear power consumption profile. The test is done on the commercially-available mDot™ communication module [33] as depicted in the block diagram in Fig. 10. The module is powered by a regulated power supply, where the supply line is tapped through a current clamp having a fixed number of windings. The current clamp sensor converts Ampere measurements into a voltage signal without affecting the load on the power supply. The measurements are read using an oscilloscope which in turn stores them into MATLAB. Another MATLAB script is talking to a low level micro-controller unit (MCU) to control the module to send a fixed length message. Moreover, an RF power meter is connected to the module antenna output in order to measure the RF power. The resulting instantaneous power-consumption measurement is shown in Fig. 11 for one RF transmit power. This resembles a typical LoRaWAN Class A [2] device behavior, where a transmit window occurs followed by two receive windows. The message length is set to 18 bytes generated as a standard “join-request” command [23]. We use the electric current measurement in the transmit window to calculate the corresponding electric power consumption knowing that the supply voltage is set to 3.6 V.

To obtain the conversion factor from electrical to RF power η and the overhead power $P_o$ present in our derivation in (4), we measure the power consumption over different settings of the RF power during the transmission windows. By calculating the electric power of the transmit window for every RF power setting, we can estimate the conversion factor as depicted in Fig. 12. The electric power consumption can be very-well approximated to a linear relation with the actual RF power corresponding to the linear region in a typical power amplifier [1]. The figure shows that the integrated communication

Fig. 9. The expected minimum energy of realistic network deployment compared with the three theoretical geometric models (PPP, MHC, and triangular lattice).

Fig. 10. Schematic diagram for the measurement of electric power versus RF transmit power of the LoRa module.

Fig. 11. The electric current consumption of a typical transmission in LoRaWAN technology. Showing the transmit window and two receive windows. Measurements were performed on a LoRaWAN mDot module ™ [33].
module (the blue line) has a higher overhead than a typical stand-alone transmitter chipset [34]. The mDot power readings are taken by experimental measurements whereas the chipset values are taken from the datasheet of SEMTECH transceiver chipset [34] without the controller overhead.

Fig. 12. The measured current draw of the module during transmission, for different power settings. In comparison with the values from the datasheet of SEMTECH transceiver chipset [34].
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