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ABSTRACT

We investigate star formation rate (SFR) calibrations in light of recent developments in the modeling of stellar rotation. Using new published non-rotating and rotating stellar tracks, we study the integrated properties of synthetic stellar populations and find that the UV to SFR calibration for the rotating stellar population is 30\% smaller than for the non-rotating stellar population, and 40\% smaller for the H\(\alpha\) to SFR calibration. These reductions translate to smaller SFR estimates made from observed UV and H\(\alpha\) luminosities. Using the UV and H\(\alpha\) fluxes of a sample of \(\sim 300\) local galaxies, we derive a total (i.e., sky-coverage corrected) SFR within 11 Mpc of \(120-170\) \(M_\odot\) yr\(^{-1}\) and \(80-130\) \(M_\odot\) yr\(^{-1}\) for the non-rotating and rotating estimators, respectively. Independently, the number of core-collapse supernovae discovered in the same volume requires a total SFR of \(270^{+110}_{-60}\) \(M_\odot\) yr\(^{-1}\), suggesting a tension with the SFR estimates made with rotating calibrations. More generally, when compared with the directly estimated SFR, the local supernova discoveries strongly constrain any physical effects that might increase the energy output of massive stars, including, but not limited to, stellar rotation. The cosmic SFR and cosmic supernova rate data, on the other hand, show the opposite trend, with the cosmic SFR higher than that inferred from cosmic supernovae, constraining a significant decrease in the energy output of massive stars. Together, these lines of evidence suggest that the true SFR calibration factors cannot be too far from their canonical values.
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1. INTRODUCTION

The star formation rate (SFR) is one of the principal parameters characterizing galaxies and their evolution. Much effort has been put into deriving SFR indicators from luminosities spanning wavelengths from the radio to the UV (e.g., Kennicutt 1998; Bell 2003; Moustakas et al. 2006; Calzetti et al. 2007, 2010; Salim et al. 2007; Kennicutt et al. 2009; Rieke et al. 2009). The efficacy of SFR indicators depends on being able to model the properties of stellar populations at those specific wavelengths. The modeling is typically condensed into “calibration factors” that are the ratios of the SFR and the luminosity in a given band, for a given assumed underlying stellar population. For example, the SFR estimated using the H\(\alpha\) indicator is the observed H\(\alpha\) luminosity, appropriately dust-corrected, multiplied by the H\(\alpha\) calibration factor.

Calculating the calibration factors for the various SFR indicators requires a great deal of complex physics, including challenging problems such as the evolution of massive stars and its dependence on stellar parameters, such as mass, metallicity, and rotation; stellar atmospheres; the binary fraction and the resulting interactions; the shape of the stellar initial mass function (IMF); whether star formation is continuous or variable; and so on. The status was summarized by Kennicutt (1998), who indicated a spread of \(\sim 0.1\) dex in H\(\alpha\) calibration factors (\(\sim 0.3\) dex in the UV) in the literature when compared for common assumptions of metallicity and IMF.\(^7\) These uncertainties have typically been subdominant compared to the far larger spread between SFR measurements made by different surveys and indicators. However, the global SFR density and its redshift evolution have been increasingly well mapped in recent years (e.g., Lilly et al. 1996; Madau et al. 1996, 1998; Steidel et al. 1999; Hopkins 2004). The spread between different SFR density measurements at low redshifts \(0 < z < 1\) is now only several tens of percent (Hopkins & Beacom 2006, hereafter HB06),\(^8\) motivating a renewed look at the calibration uncertainties.

One of the potentially very important physical inputs not considered in many early calibration studies is stellar rotation. Although the standard non-rotating theories of stellar evolution have been highly successful, new data lead to a number of serious discrepancies, and the quantitative effects of rotation have been significantly advanced in the past decade (see, e.g., reviews by Maeder & Meynet 2000; Langer 2012). Rotation introduces a centrifugal acceleration that reduces the effective gravity, working to reduce the surface temperature of rotating stars. However, often more importantly, rotation also induces internal mixing processes that can have the opposite effect, leading to hotter and more luminous stars (e.g., Meynet & Maeder 2000; Heger & Langer 2000; Brott et al. 2011). Together, these effects on rotation-induced mass loss, will affect the massive O and B stars that drive the determination of the SFR calibration factors.

Recently, Ekström et al. (2012) presented evolutionary tracks of single stars at solar metallicity, including a complete grid of

\(^7\) Reasonable variations of the IMF introduce an overall uncertainty of a factor of \(\sim 2\). However, we will test the SFR using supernovae in a way that is weakly affected by changes to the IMF; see Section 4.

\(^8\) HB06 also assume a common metallicity and IMF, and note that IMF variations dominantly affect the accuracy (normalization) instead of the precision (scatter), as long as the IMF variations are universal.
tracks that have a detailed treatment of axial rotation (the “ROT” tracks, to distinguish from the non-rotating “NOROT” tracks). In the ROT tracks, they assume initial rotations of $v_{\text{ini}} = 0.4 v_{\text{crit}}$, where $v_{\text{crit}}$ is the velocity where the centrifugal and gravitational accelerations are equal, and the ratio of 0.4 is motivated by the peak of the velocity distribution observed in young B stars (Huang et al. 2010).

If rotation at the level assumed in the ROT tracks of Ekström et al. (2012) is ubiquitous among stars, it implies a number of changes and improvements over the NOROT tracks. For example, they provide a better description of the observed properties of Wolf–Rayet stars, including the Wolf–Rayet type ratios, as well as the resulting core-collapse supernova (CCSN) type ratios (Georgy et al. 2012). This echoes studies by Prantzos & Boissier (2003) and Boissier & Prantzos (2009) that show the type ratios of core-collapse supernovae (CCSNe) are better matched by rotating stellar models of Meynet & Maeder (2003) and Maeder & Meynet (2004). The new ROT tracks also show considerably improved agreement with the positions of evolved yellow and red supergiants on the H-R diagram, as observed in M 33 (Drout et al. 2012) and the Large Magellanic Cloud (Neugent et al. 2012). Similarly, it has been shown that the increased mass-loss rates result in better agreement with the observed yellow supergiant CCSN progenitors (Georgy 2012). Finally, using the Starburst99 (Leitherer et al. 1999) evolutionary synthesis code, Levesque et al. (2012) have shown that the ionizing radiation field produced by a population of ROT stars is considerably harder than those produced by a population of NOROT stars. The difference reaches an order of magnitude in the ionizing $\lambda < 228$ Å flux. They also note that the bolometric luminosity of the ROT population is higher by a factor $\sim 2$ for the first $\sim 10$ Myr.

Such changes to the photon output of stellar populations will impact SFR measurements that are derived from observed galaxy luminosities. We quantitatively assess whether these proposed changes are consistent with observations of star formation and CCSN rates.

We quantify for the first time the effects of stellar rotation as modeled by Ekström et al. (2012) on SFR calibration factors. Previously, Leitherer (2008) used the rotational stellar tracks of Meynet & Maeder (2000) and reported ~25% reductions in SFR calibration factors. We base our calculations on the newer ROT tracks of Ekström et al. (2012) and find larger effects.

We then quantitatively investigate whether the new SFR calibrations are consistent with recent SFR and CCSN data. Since CCSNe mark the ends of the most massive stars formed in a star formation burst, their occurrence is an excellent proxy for recent star formation. CCSNe are particularly suited for our purposes of testing the effects of the ROT tracks on SFR calibrations, because CCSNe provide a benchmark SFR that is minimally affected by stellar rotation: in other words, while stellar rotation is a major parameter affecting what type of CCSN a collapsing star becomes, the total number of CCSNe, when all Types II and Ibc are included, likely remains only weakly affected. In addition, the SFR–CCSN comparison is only weakly dependent on the IMF, which allows us to avoid the large uncertainty on the SFR introduced by IMF variations.

We focus on both the cosmic and more local distance regimes. For the latter, we make new calculations of the SFR in the nearby universe within 1 Mpc (we henceforth refer this volume simply as the “local volume”), update the discovery list of local CCSNe, and perform a comparison of the two. The local volume provides a unique test that is complementary to comparisons at cosmic distances, since it is dependent on different inputs with different systematic effects. The completeness of CCSN searches has also improved in recent years, enabling a meaningful analysis with decent statistics. For example, CCSNe in the local volume have been recently utilized in the study of dim CCSNe (Horiuchi et al. 2011), the mass range of CCSNe (Botticella et al. 2012), and strongly dust-obscured CCSNe (Mattila et al. 2012). Here, we use it to study the SFR calibration factors.

The paper is organized as follows. In Section 2, population synthesis results are presented and the SFR calibration factors are calculated. In Section 3, the effects on SFR measurements are discussed, for both the cosmic and local distances. We then study the comparison with observed CCSN rates in Section 4. We conclude with discussion and a summary in Section 5. Throughout, we adopt the standard ΛCDM cosmology with $\Omega_M = 0.3$, $\Omega_{\Lambda} = 0.7$, and $H_0 = 75$ km s$^{-1}$ Mpc$^{-1}$.

2. EFFECTS OF NEW STELLAR TRACKS ON SFR ESTIMATORS

2.1. Integrated Properties of Stellar Populations

We use the PEGASE.2 evolutionary synthesis code (Fioc & Rocca-Volmerange 1999) to investigate integrated properties of synthetic stellar populations. The default stellar evolutionary tracks come mainly from the Padova group (Alongi et al. 1993; Bressan et al. 1993; Fagotto et al. 1994a, 1994b, 1994c; Girardi et al. 1996, henceforth “Padova96”). These are non-rotational stellar tracks covering a wide range of mass and metallicities. To obtain a complete set of stellar evolutionary tracks, PEGASE.2 combines asymptotic giant branch (AGB), white dwarf, and unevolving stellar evolutions by various authors (Groenewegen & de Jong 1993; Althaus & Benvenuto 1997; Chabrier & Baraffe 1997). In addition, the model stellar atmospheres and spectral libraries of Lejeune et al. (1997, 1998) are adopted. Throughout, we adopt a fixed metallicity of $Z = 0.014$ in order to match the metallicity of the tracks by Ekström et al. (2012). Furthermore, we adopt the supernova model B of Woosley & Weaver (1995), a close binary fraction of 0.05, no galactic winds, no treatment of dust extinction, and a minimum CCSN mass of 8 $M_\odot$.

In PEGASE.2, the supernova model and the minimum mass are only used for calculations of metal enrichment. We checked that changing these parameters do not change the integrated population emission properties noticeably. Unless otherwise stated, we adopt a Salpeter IMF with slope $\text{d}N/\text{d}M \propto M^\alpha$ with $\alpha = -2.35$ over the mass range 0.1–100 $M_\odot$ (Salpeter 1955).

The NOROT and ROT tracks of Ekström et al. (2012) are for fixed metallicity ($Z = 0.014$) and extend to the core He-flash, early-AGB, and the end of the core C burning for low, intermediate, and massive stars, respectively. Since we are interested in the first ~100 Myr of evolution and in bands where massive stars dominate, these tracks are generally sufficient. For example, the central evolution of massive stars beyond C burning is usually short enough that the surface properties are no longer modified, and we also do not need to include white dwarf tracks. As was assumed in Levesque et al. (2012), we do not make adjustments to the stellar spectral libraries for rotation, i.e., we use the same libraries for both NOROT and ROT tracks. This is likely not a bad approximation because the libraries are empirically calibrated against observed stellar data. However, we caution that in the absence of a recalibration, the mapping of rotational track parameters to standard stellar libraries may have hidden systematics. Finally, we adopt the
same supernova, dust, binary, and IMF assumptions as described above for the Padova96 population. For comparison purposes, we also consider the non-rotating tracks by Schaller et al. (1992) and Lejeune & Schaerer (2001), henceforth “Geneva01.”

We first simulate an instantaneous burst of star formation with a fixed total mass in stars of $10^6 M_\odot$ and follow the evolution of this stellar population up to 100 Myr. Such a coeval stellar population can be used for studying different stellar samples as the population ages. We use a fixed initial interstellar metallicity and constant stellar metallicity, both of $Z = 0.014$, so that the grids of Ekström et al. (2012) tracks are not left. Figure 1 shows the resulting bolometric luminosity. We confirm previous works (e.g., Leitherer & Ekstrom 2011; Levesque et al. 2012) and find that the ROT population is 0.4–0.5 mag more luminous than the NOROT population. This difference is a consequence of rotation-induced mixing. This allows mixing of hydrogen into the convective core, allowing stars to burn more hydrogen. The larger core delivers more energy output, and the main-sequence lifetimes are increased by about 25%. These echo the results of Brott et al. (2011). We continue to observe this difference out to 100 Myr, which is consistent with the fact that the rotational effects are observed for all stars above ~2 $M_\odot$ (Ekström et al. 2012). Here and elsewhere, stellar mass refers to the initial stellar mass at formation, not the present day mass that is smaller due to mass loss. In the bottom panel, we show how the energy output appears in bins of logarithmic time.

The NOROT population evolves similarly to those based on the older non-rotating tracks of Padova96 and Geneva01, but after several megayears becomes slightly underluminous. This is due to the updated overshooting and mass-loss prescriptions of the NOROT tracks. They decrease the main-sequence lifetime of $M < 30 M_\odot$ mass stars and increases the main-sequence lifetime of $M > 30 M_\odot$ stars, respectively (see Figure 6 of Ekström et al. 2012). Therefore, after a few megayears when the most massive stars have disappeared, the difference between populations are dominated by $M < 30 M_\odot$ stars, and the NOROT population is expected to become dimmer compared to the Padova96 and Geneva01 populations. However, the differences are small, and we will henceforth quote effects of rotation relative to the updated non-rotational NOROT tracks unless specifically stated otherwise.

In Figure 2, we show the UV (0.2 $\mu$m) luminosity, the Hα luminosity, and the CCSN rate following the same star formation burst. The UV luminosity evolution is similar to that of the bolometric luminosity, because the dominant contribution comes from a wide mass range of stars; for our adopted tracks, ~3–20 $M_\odot$ stars. On the other hand, the Hα luminosity shows a qualitatively different behavior. This is because the Hα emission is largely sensitive to photons shortward of the Lyman limit that dominantly arise from massive young stars with $M \gtrsim 20 M_\odot$. The Hα thus falls when these massive stars disappear in core collapse. The progenitors of CCSN are assumed to be massive $M > 8 M_\odot$ stars. These stars fall in between the mass range of stars that dominantly power the UV and Hα fluxes. Thus, the CCSN rate rises when the most massive 100 $M_\odot$ stars core collapse and falls when the 8 $M_\odot$ stars core collapse. For the CCSN rate, the difference between tracks is only due to the different main-sequence lifetimes of the CCSN progenitors. This is because we assume that all stars with $M > 8 M_\odot$ core collapse become CCSNe, for both non-rotating and rotating stars. As a result, the ROT tracks with their longer main-sequence lifetimes show a later rise in the CCSN rate. On the other hand, the UV and Hα properties also strongly reflect the differences in luminosity and surface temperature.
2.2. Star Formation Rate Calibration Factors

A variety of indicators are used as tracers of recent star formation activity, all directly or indirectly probing the current population of massive stars (e.g., Kennicutt 1998; Bell 2003; Moustakas et al. 2006; Calzetti et al. 2007, 2010; Salim et al. 2007; Kennicutt et al. 2009; Rieke et al. 2009). The UV stellar continuum and the Hα nebular emission have traditionally been extensively used due to their accessibility. We compute the UV and Hα calibration factors using PEGASE.2 assuming standard assumptions of constant SFR for at least 100 Myr. This is the continuous star formation approximation, which provides enough time to allow the birth and death of massive stars that dominate the luminosity in the UV and Hα to equilibrate. It is applicable at least at low-z where the fraction of the total SFR contributed from young starbursts is thought to be <10% (e.g., Salim et al. 2005).

In Figure 3, we show the UV (0.2 μm) luminosity, the Hα luminosity, and the CCSN rate, all for a continuous SFR of 50 $M_\odot$ yr$^{-1}$. As can be seen, the Hα luminosity and CCSN rate comfortably reach equilibrium before 100 Myr. By contrast, the UV is still marginally increasing because the UV has contributions from stars with main-sequence lifetimes longer than 100 Myr. However, this is not a large fraction. The UV luminosity only increases by another ~15% over the next few hundred megayears before reaching equilibrium. It should be mentioned that the CCSN rate for different stellar tracks all tend to the same value. This is because we have defined the CCSN rate by the mass range of stars undergoing core collapse (see Section 4 for more details).

We define the calibration factor $f_\alpha$ by

$$\text{SFR} = f_\alpha L_x,$$

where SFR is in units of $M_\odot$ yr$^{-1}$, and $L_x$ is the dust-corrected luminosity in units of erg s$^{-1}$ Hz$^{-1}$ for the Hα and erg s$^{-1}$ Hz$^{-1}$ for the UV. Results for the Padova96, Geneva01, NOROT, and ROT tracks are shown in Figure 4 where their time evolutions are shown, and their values for 100 Myr after the onset of star formation are summarized in Table 1. First, we see that the new NOROT calibrations are similar to the Padova96, Geneva01, and Kennicutt (1998) calibrations, although they are slightly larger. For example, compared to the commonly used values of Kennicutt (1998), the UV calibration is larger by ~10%. Second, the ROT tracks yield smaller calibrations. For example, the ROT UV and Hα calibrations are smaller by 30% and 40% when compared to the NOROT calibrations. These follow from the increased main-sequence lifetimes and luminosities of rotating stars. The widely adopted calibrations of Kennicutt (1998) are shown for comparison with error bars that reflect the full range of values reported by Kennicutt (1998). Most of our calibrations from Table 1 are within this range, but the ROT Hα calibration is significantly lower.

![Figure 3](https://example.com/figure3.png)

Figure 3. Same as Figure 2 but for a continuous star formation rate of 50 $M_\odot$ yr$^{-1}$. The Hα reaches equilibrium earliest since they are sourced by the most massive stars only. The progenitors of CCSNe are $M > 8 M_\odot$ stars that reach equilibrium later, while the UV has some contribution from stars with lifetimes longer than 100 Myr.

(A color version of this figure is available in the online journal.)

![Figure 4](https://example.com/figure4.png)

Figure 4. UV (top panel) and Hα (middle panel) calibration factors calculated under the continuous star formation approximation starting at time $t = 0$. Calibration factors are defined such that SFR = $f_\alpha L_x$, i.e., in units of ($M_\odot$ yr$^{-1}$)/(erg s$^{-1}$ Hz$^{-1}$) and ($M_\odot$ yr$^{-1}$)/(erg s$^{-1}$) for the UV and Hα, respectively. For comparison, we mark the values quoted in Kennicutt (1998) as a data point. In the bottom panel we show the CCSN calibration factor (see Section 4 for details).

(A color version of this figure is available in the online journal.)

### Table 1

| $Z = 0.014$ Calibration Factors for Salpeter IMF at 100 Myr (Continuous SFR) |
|---------------------------------|-----------------|-----------------|
| $f_{\alpha}$ | $f_{\alpha}$ |
| Kennicutt (1998) | 1.4 × 10$^{-28}$ | 7.9 × 10$^{-42}$ |
| Padova (1996) | 1.3 × 10$^{-28}$ | 7.7 × 10$^{-42}$ |
| Geneva (2001) | 1.4 × 10$^{-28}$ | 7.2 × 10$^{-42}$ |
| NOROT (2012) | 1.6 × 10$^{-28}$ | 8.1 × 10$^{-42}$ |
| ROT (2012) | 1.2 × 10$^{-28}$ | 5.2 × 10$^{-42}$ |

**Notes.** Calibration factors defined as $f_\alpha = \text{SFR}/L_x$. The Hα calibration has units of ($M_\odot$ yr$^{-1}$)/(erg s$^{-1}$ Hz$^{-1}$) and the UV calibration has units of ($M_\odot$ yr$^{-1}$)/(erg s$^{-1}$ Hz$^{-1}$).
We change the PEGASE.2 input parameters to test the robustness of these results. One of the most important inputs for calculating the calibration factor is the IMF. Generally, a shallower (steeper) IMF results in relatively more (less) massive stars and smaller (larger) calibration factors. We consider three IMFs for comparison: the “SalA” IMF, as proposed by Baldry & Glazebrook (2003), with the Salpeter shape above 0.5 $M_\odot$ (high-mass gradient of $-2.35$) and a suppression below 0.5 $M_\odot$ (low-mass gradient of $-1.5$); the “BG” IMF, also by Baldry & Glazebrook (2003), with a high-mass gradient of $-2.15$ and a low-mass gradient of $-1.5$; and finally, the IMF of Kroupa (2001). The SalA, BG, and Kroupa IMFs, respectively, yield UV calibration factors that are $\sim0.77$, $\sim0.50$, and $\sim0.83$ times those of the Salpeter IMF, all for the NOROT tracks. The H$_\alpha$ changes slightly more by $\sim0.77$, $\sim0.42$, and $\sim0.79$, respectively.

Repeating the exercise with the ROT tracks, very similar changes are observed. For example, the SalA, BG, and Kroupa IMFs yield UV calibration factors that are $\sim0.78$, $\sim0.49$, and $\sim0.83$ times those of the Salpeter IMF, and H$_\alpha$ calibration factors that are $\sim0.77$, $\sim0.41$, and $\sim0.79$ times those of the Salpeter IMF. Therefore, while the absolute values of the calibration factors change as a result of the IMF shape, the relative importance of stellar rotation is always a reduction of 30%–40%. We also stress here that the IMF does not strongly impact the comparison with the CCSN rate (see Section 4). Changing the mass range of the IMF also makes a difference to the SFR calibration factors. For example, increasing the high-mass cutoff from our canonical 100 $M_\odot$ to 120 $M_\odot$ leads to more massive stars (for a fixed total stellar mass) and a 3% and 15% decrease in the UV and H$_\alpha$ NOROT calibrations, respectively. Some authors adopt an upper limit of 60 $M_\odot$ (e.g., Kobayashi et al. 2013) which would have the opposite effect: 12% and 60% increases, respectively. We note here that the use of 60 $M_\odot$ necessarily underestimates the H$_\alpha$ calibration because the important massive stars are not included. Once again, the effect of rotation is a 30%–40% reduction in the calibration factors regardless of the mass range. This is partly due to the assumption of a rotation velocity $v_{\text{ini}} = 0.4v_{\text{crit}}$ for all stellar masses of the ROT tracks.

Metallicity is also important since the evolution of massive stars are strongly affected by metal-driven mass loss (e.g., Kudritzki et al. 1989). Generally, low-metallicity stars lose less mass, are more compact, and more luminous, leading to smaller SFR calibration factors. For the Padova96 tracks and a Salpeter IMF, changing the metallicity to $Z = 0.001$ ($Z = 0.1$) causes the UV calibration to change by $-2\%$ (+10%) when compared to our canonical $Z = 0.014$ estimates, and the H$_\alpha$ calibration to change by $-30\%$ (+50%). We do not quantitatively study rotation effects for different metallicities since the Ekström et al. (2012) tracks are only for a single metallicity. However, rotational mixing is less efficient in high-metallicity stars, and high-metallicity stars also lose more mass through metal-driven mass loss which slows the star down (Brott et al. 2011). At the other extreme, low-metallicity massive stars are so efficiently mixed that they may evolve chemically homogeneously (Brott et al. 2011). Other parameters such as the minimum mass for CCSNe, the supernova chemical abundance model, and the presence of Galactic winds, only slowly affect the luminous outputs of stars through feedback of chemically enriched gas.

Other star formation indicators that are routinely used include the [OII] $\lambda 3727$ forbidden line, infrared, and radio emissions. We do not calculate calibrations for these directly. However, because they are often associated with either the UV or H$_\alpha$, we can discuss how they are affected by stellar rotation. For example, the [OII] luminosity is not directly coupled to the ionizing luminosity, but as an SFR tracer it is empirically calibrated based on H$_\alpha$, often using samples of nearby galaxies (Kennicutt 1992; Moustakas et al. 2006). This is non-trivial since the [OII] to H$_\alpha$ ratio depends on the luminosity, metallicity, and also obscuration. But it implies that changes to the H$_\alpha$ calibration factor will be carried through to a change in the [OII] calibration factor.

The infrared luminosity is an indirect tracer of star formation arising from UV continuum that is absorbed and re-radiated by dust. It is complementary to the UV and H$_\alpha$ that are absorbed by dust, and calibrations have been investigated by many authors (Sauvage & Thuan 1992; Bell 2003; Calzetti et al. 2007, 2010; Rieke et al. 2009). It requires sufficient optical depth of the dust in the star formation region, such that the $L_{\text{IR}}$ provides a calorimetric measure of the star formation rate, where the $L_{\text{IR}}$ to H$_\alpha$ ratio is 70% (e.g., Lonsdale & Helou 1987), and modern calibrations therefore utilize shorter wavelengths where contamination is less of an issue (Calzetti et al. 2010). So, rotation effects on the low-mass stellar population must also be considered to some degree, depending on the galaxy sample and exact wavelength used. According to Ekström et al. (2012), rotation affects low-mass stars (0.8–2 $M_\odot$) less than the massive stars, which means that the infrared calibrations will be less affected by stellar rotation than the UV or H$_\alpha$.

Radio continuum emission is another indirect tracer of star formation. It is insensitive to dust attenuation, but it relies on the complex and poorly understood physics of cosmic ray production and confinement in supernova remnants. The 1.4 GHz SFR calibration of Bell (2003) partly avoids this difficulty by empirically using the observed tight radio–FIR correlation, and calibrating to be consistent with the FIR calibration of Kennicutt (1998). This calibration is a factor $\sim2$ smaller than the calibration of Condon (1992) that is calculated from first principles. Rotation will reduce the radio calibrations of Bell (2003) through the infrared calibration, but will not affect those of Condon (1992).

To conclude, recent modeling of stellar rotation imply reductions in SFR calibration factors by 30% for the UV and 40% for the H$_\alpha$, where we have compared the ROT population to the NOROT population. Comparing the ROT calibrations to the widely used non-rotating calibrations of Kennicutt (1998), the reductions are 10% and 40% for the UV and H$_\alpha$, respectively.

3. IMPLICATIONS FOR SFR ESTIMATES

The reductions to the SFR calibration factors due to stellar rotation are somewhat smaller than the reductions caused by variations in the IMF ($\sim0.77$ for SalA and $\sim0.50$ for BG). Nevertheless, they have testable consequences. As we discuss in Section 4, observations of CCSNe provide a benchmark SFR whose comparison with the directly measured SFR is minimally dependent on the IMF. Also, because stellar rotation affects the H$_\alpha$ indicator more than the UV, we can use the UV/H$_\alpha$ ratio as a test.

3.1. SFR at Cosmic Distances

At cosmic distances, the SFR has been measured by many groups using a variety of indicators. Comparisons of data are
complicated by different galaxy selection biases, different assumptions of dust attenuation, different luminosity cuts, cosmic variance, and other issues (e.g., Hopkins et al. 2001; Hopkins 2004). To address these, Hopkins & Beacom (2006) selected recent SFR data, converted them to a common cosmology, dust correction scheme, IMF, and calibration assumptions. Using their compilation, they found a best-fit cosmic SFR density with a $z = 0$ normalization of $2.1^{+0.4}_{-0.6} \times 10^{-2} \, M_\odot \, \text{Mpc}^{-3} \, \text{yr}^{-1}$ (1$\sigma$ errors) for a Salpeter IMF and SFR calibrations of Kennicutt (1998).

The best-fit uncertainty of Hopkins & Beacom (2006) is $\pm 20\%$--$30\%$ in the most constrained redshift range of $0 < z < 1$. In this redshift range, the HB06 fit is based mostly on UV-derived SFR measurements, except for one H$\alpha$ measurement at $z \approx 0.01$ by Hanish et al. (2006). Changing the UV calibration from their adopted Kennicutt (1998) values to our ROT values only results in a mild $\sim 10\%$ reduction in the SFR, which is smaller than the fit uncertainty. At larger redshifts, a wider range of indicators are used in the HB06 fit. Since stellar rotation affects different indicators by different degrees, stellar rotation will contribute additional spread as well as reduce the SFR normalization. However, the HB06 best-fit uncertainty is factors of $\sim 2$ or more at these larger redshifts, so rotation would not be a dominant contributor to the uncertainty.

3.2. SFR at Local Distances

In contrast to the cosmic SFR, studies of the local volume within $\sim 10 \, \text{Mpc}$ have the advantage that all use almost identical galaxy samples. The 11 Mpc H$\alpha$ and Ultraviolet Galaxy Survey (11HUGS) is designed to provide a census of the SFR in the volume within 11 Mpc using the H$\alpha$ indicator (Kennicutt et al. 2008). The distance limit was set to have both statistically significant galaxy numbers (436 galaxies) and galaxy completeness ($M_B \equiv -15$ mag at the distance limit 11 Mpc; however, the number of galaxies as a function of distance does not rise as fast as expected from a constant density of galaxies, as shown in Figure 5). These local galaxies have also been observed by the GALEX and Spitzer satellites, providing multi-band UV and IR photometry: these are the GALEX Nearby Galaxy Survey (390 galaxies, including 363 from the 11HUGS; Gil de Paz et al. 2007; Lee et al. 2011) and the composite Local Volume Legacy (LVL) survey (with a total of 258 galaxies, including 231 from the 11HUGS; Dale et al. 2009).

Using a sample of $\sim 300$ local galaxies, Lee et al. (2009) carefully investigated the H$\alpha$- and UV-SFR. After correcting for dust, they find the H$\alpha$-SFR tend to be smaller than the UV-SFR, log(SFR$_{\text{UV}}$/SFR$_{\text{H\alpha}}$) $\approx 0.13$, i.e., a factor of 1.35, for the most star-forming galaxies with H$\alpha$-SFR $> 10^{-1.5} \, M_\odot \, \text{yr}^{-1}$. In another study, Botticella et al. (2012) studied 312 local galaxies and derived dust-corrected H$\alpha$ and UV luminosities of $L_{\text{H\alpha}} = (99 \pm 5) \times 10^{41} \, \text{erg} \, \text{s}^{-1}$ and $L_{\text{UV}} = (88 \pm 6) \times 10^{42} \, \text{erg} \, \text{s}^{-1} \, \text{Hz}^{-1}$, respectively. Using the calibrations of Kennicutt (1998), they find H$\alpha$- and UV-SFR values of $78 \pm 4 \, M_\odot \, \text{yr}^{-1}$ and $123 \pm 8 \, M_\odot \, \text{yr}^{-1}$, respectively.

If we apply the ROT calibration factors to the local luminosities of Botticella et al. (2012), the difference between the H$\alpha$- and UV-SFR will widen from their nominal ratio of UV-SFR/H$\alpha$-SFR $\approx 1.6$ to UV-SFR/H$\alpha$-SFR $> 2$. This difference is considerably larger than the reported measurement errors, and disfavors ubiquitous stellar rotation in the local galaxies. However, it is premature to conclude that stellar rotation is not allowed by local SFR estimates. On an individual galaxy basis, different indicators give discrepant SFR estimates, sometimes up to factors of $\sim 10$ (Hopkins et al. 2003). Although the difference is much reduced for larger samples of galaxies, systematic uncertainties in flux measurements, dust attenuation corrections, stochasticity in the formation of high-mass stars, variations in the IMF, and departures from standard recombination calculations can still result in systematic offsets between the two indicators (e.g., Buat et al. 1987; Buat 1992; Hopkins et al. 2001; Buat et al. 2002; Bell & Kennicutt 2001; Iglesias-Páramo et al. 2004; Salim et al. 2007; Bothwell et al. 2009). Of these, the most plausible source of problems is dust corrections. Indeed, Botticella et al. (2012) argue the UV-H$\alpha$ discrepancy arises due to uncertain dust corrections of atypical galaxies that dominate the SFR budget; for example, high inclination galaxies (e.g., M 82) or galaxies with large foreground Galactic extinction (e.g., NGC 6946).

3.3. Total SFR within 11 Mpc

We derive the total SFR within the 11 Mpc volume and compare to the cosmic SFR density. For this we must assume a local overdensity factor (Bothwell et al. 2011). For example, at distances of 1–5 Mpc, Drozdovsky et al. (2008) demonstrate more than a factor of two over-density over the cosmic SFR. Karachentsev et al. (2004) studied the B-band luminosity density of the local 8 Mpc and found it to be 1.7–2.0 times the global luminosity density as measured by the Sloan Digital Sky Survey and the Millennium Galaxy Catalogue. Using an overdensity factor of 1.7, and adjusting to the NOROT calibration, the $z = 0$ extrapolation of the HB06 best-fit cosmic SFR density predicts a total SFR within 11 Mpc of $230^{+50}_{-40} \, M_\odot \, \text{yr}^{-1}$.

Similarly, the ROT calibration yields $180^{+40}_{-30} \, M_\odot \, \text{yr}^{-1}$. In both estimates we use the UV calibration, since the HB06 compilation in the redshift range $0 < z < 1$ is dominantly based on the UV indicator.

We directly estimate the total SFR within 11 Mpc by starting with the 11HUGS + GALEX galaxy catalog and applying the same two-tier Galactic latitude cut as is used in the LVL survey, namely, $|b| \geq 20^\circ$ for distances $< 3.5 \, \text{Mpc}$ and $|b| \geq 30^\circ$ for distances 3.5–11 Mpc. This leaves a sample of 282 galaxies with positive H$\alpha$ and FUV flux measurements. The fraction of the 11 Mpc sphere included after these cuts is $\sim 51\%$, and we estimate the total SFR by summing the SFR of the galaxies and dividing by the volume fraction.

The H$\alpha$ luminosities are corrected for the [N II] line contamination, underlying stellar absorption, and Galactic foreground extinction following Kennicutt et al. (2008). We correct for internal attenuation using the empirical scaling correction with the host galaxy B-band magnitude (Lee et al. 2009) of

$$A_{\text{H\alpha}} = \begin{cases} 0.10 & M_B > -14.5 \, \text{mag} \\ 1.971 + 0.323M_B + 0.0134M_B^2 & M_B \leq -14.5 \, \text{mag} \end{cases}$$

(2)

For the FUV measurements, we correct for internal attenuation based on the tight correlation with the TIR/FUV ratio (Burgarella et al. 2005),

$$A(\text{FUV}) = -0.028x^3 + 0.392x^2 + 1.094x + 0.546,$$

(3)

applicable for galaxies with recent star formation such as the spirals and irregulars. Here, $x = \log(L(\text{TIR})/L(\text{FUV})_{\text{H\alpha}})$. When the TIR data give a negative correction, or when TIR data are not available, we use the empirical relation $A(\text{FUV}) = 1.8A(\text{H\alpha})$ of Lee et al. (2009). These corrections are similar to those applied in previous studies (Lee et al. 2009; Botticella et al. 2012).
Table 2
Summary of Total SFR Estimates within 11 Mpc

| SFR (M☉ yr⁻¹) |
|----------------|
| Cosmic extrapolation (NOROT) | 230 ± 50 |
| Direct Hα (NOROT) | 120 ± 20 |
| Direct UV (NOROT) | 170 ± 20 |
| Cosmic extrapolation (ROT) | 180 ± 40 |
| Direct Hα (ROT) | 80 ± 10 |
| Direct UV (ROT) | 130 ± 20 |
| CCSN with 08S-like objects | 360 ± 120 |
| CCSN without 08S-like objects | 270 ± 110 |

Notes. Comparison of the total SFR within 11 Mpc, i.e., sky-coverage corrected where appropriate, derived from cosmic SFR, local UV, local Hα, and local CCSN measurements. For estimates from the cosmic SFR (cosmic extrapolation), a local overdensity of a factor 1.7 is assumed. For estimates from the local UV measurements (Direct UV), Equations (4) and (5) are adopted for the non-rotating (NOROT) and rotating (ROT) estimates, respectively. For estimates from the local Hα measurements (Direct Hα), calibration factors of Table 1 are adopted. For estimates from local CCSN, Equation (6) with a mass range of 8–40 M☉ is adopted; the upper mass limit is not important (see Section 4). 08S-like objects refer to optical transients that may or may not be true core collapses (see Section 4.2 for discussions).

et al. 2012). Finally, we modify the UV calibrations of Table 1 to reflect the central wavelength of the GALEX FUV filter, 0.1532 μm. For the NOROT, we find that

\[ \log \text{SFR} [M☉ yr^{-1}] = \log (L_{FUV,corr}[L☉]) - 9.51, \]

(4)

which is very similar to the GALEX calibration reported in Iglesias-Páramo et al. (2006) who use the Starburst99 synthesis code (Leitherer et al. 1999) with the solar metallicity Geneva non-rotating tracks and a Salpeter IMF from 0.1–100 M☉. For reference, the equivalent for the ROT is

\[ \log \text{SFR} [M☉ yr^{-1}] = \log (L_{FUV,corr}[L☉]) - 9.63. \]

(5)

We summarize our results in Table 2. The direct SFR estimates are generally smaller than the cosmic extrapolations, but the UV-SFR is consistent within the uncertainties. The Hα estimates, on the other hand, fall short of the cosmic extrapolation. One possibility is that we have slightly overestimated the local overdensity, since we adopt an overdensity derived from ~8 Mpc scales for the entire 11 Mpc volume.

As mentioned in the previous section, the stochastic nature of star formation can be an issue. Since PEGASE.2 is a deterministic synthesis code, it does not cover the stochastic behavior at low SFR rates. This occurs when the number of massive stars falls below ~10. However, we are summing over a sufficient number of galaxies with a sufficiently large total SFR that the stochasticity is not a problem. More quantitatively, the Hα indicator is related to stars with M ≥ 20 M☉. Adopting the Salpeter IMF, 5 × 10^5 M☉ of stellar material must be made for there to be 10 such stars, and this must continue at least over the lifetime of the massive stars, some 3 Myr. Thus, the required SFR is at least ~2 × 10^–3 M☉ yr⁻¹ per galaxy. If we adopt more modern IMFs where the number of low-mass stars are suppressed relative the Salpeter IMF, there will be more massive stars for a given total stellar mass and the required SFR will only decrease.

4. COMPARISON TO CORE-Collapse SUPERNOVA RATES

The most massive stars in a star formation burst evolve the fastest and then explode as CCSNe. Therefore, observations of CCSNe are excellent proxies of recent star formation that is far less sensitive to modest dust. Different types of CCSNe probe the SFR on different timescales; treated together, CCSNe probe the SFR on timescales similar to the UV indicator. A well-measured CCSN rate yields an estimate of the SFR normalization, and even the observation of a few CCSNe yields lower limits. We use both the cosmic CCSNe and CCSNe in the local volume and discuss how compatible they are with the rotation calibrations.

The CCSN rate, \( N_{\text{CCSN}} \), is related to the SFR, \( \dot{M}_{\text{sfr}} \), by

\[ \dot{N}_{\text{CCSN}} = \frac{\dot{M}_{\text{sfr}}}{\dot{M}_{\text{CCSN}}}, \]

where 0.1 M☉ and 100 M☉ in the numerator is the range of the IMF, and \( M_{\text{min}, \text{CCSN}} \) to \( M_{\text{min}} \) in the denominator is the mass range of stars that explode as CCSNe. Due to the steep IMF slope, the majority of CCSNe occur near the minimum mass threshold, making \( M_{\text{min}} \) the most important parameter. Its value has been statistically determined by combining 20 Type IIP supernova progenitor observations to be \( M_{\text{IIP}} = 8.5^{+1.5}_{-1.5} M_{\odot} \) (Smartt et al. 2009). This is consistent with the highest masses estimated for white dwarf progenitors, ~7 M☉ (Williams et al. 2009). Thus, two different approaches seem to be converging to \( M_{\text{min}} \approx 8 \pm 1 M_{\odot} \). As we show below, this uncertainty affects \( f_{\text{CCSN}} \) by ~20%.

The value of \( M_{\text{max}} \) is more uncertain than \( M_{\text{min}} \), but is less important. The maximum mass from Type IIP supernova progenitors is found to be \( M_{\text{IIP}} = 16.5 \pm 1.5 M_{\odot} \) (Smartt et al. 2009), but consideration of other types of SNe—including Types IIn and Ib—yields larger values. For example, it is widely expected that Type Ib SNe originate from evolved massive stars that have shed their envelopes, whose initial masses are \( \gtrsim 25 M_{\odot} \). The spatial distribution of CCSNe supports that Type Ib progenitors must be more massive than those of Type IIP SNe (Anderson & James 2008, 2009). Theoretically, stars with masses above \( M_{\text{max}} \sim 40 M_{\odot} \) may promptly form black holes whose optical transient phenomena remains uncertain (e.g., Fryer 1999; Kochanek et al. 2008). We adopt \( M_{\text{max}} = 40 M_{\odot} \) as our canonical value, which, together with \( M_{\text{min}} = 8 \pm 1 M_{\odot} \), yields \( f_{\text{CCSN}} = 147^{+22}_{-20} M_{\odot}^{-1}, \) a ~20% uncertainty. On the other hand, varying \( M_{\text{max}} \) between 25 M☉ and 100 M☉ only affects \( f_{\text{CCSN}} \) by ~5%. We refer the reader to Horiuchi et al. (2011) for detailed discussions of the uncertainties in the SFR-to-CCSN rate connection.

One of the advantages of CCSNe is that the SFR normalization can be probed without significant dependence on the IMF. This is because the mass range of stars exploding as CCSNe is similar to the mass range of stars powering the radiation used to measure the SFR. For example, we can write explicitly the SFR estimated from the UV and CCSNe as \( f_{\text{UV}} L_{\text{UV}} \) and \( f_{\text{CCSN}} N_{\text{CCSN}} \). Although changes to the IMF affects \( f_{\text{UV}} \) and \( f_{\text{CCSN}} \) individually by factors of ~2, their ratio remains fairly constant. For the SalA and BG IMFs, \( f_{\text{UV}}/f_{\text{CCSN}} \) is ~1.09 × 10⁻³ yr⁻¹ erg⁻¹ Hz and 1.01 × 10⁻³ yr⁻¹ erg⁻¹ Hz, respectively, which are within 10% of the Salpeter IMF value 1.09 × 10⁻³ yr⁻¹ erg⁻¹ Hz.
4.1. Comparison at Cosmic Distances

Measurements of the CCSN rate at cosmic distances have rapidly increased in the past decade. Taking the measurements of Cappellaro et al. (1999, 2005), Dahlen et al. (2004), Botticella et al. (2008), Bazin et al. (2009), and Li et al. (2011), the observed CCSN rate is well fit by a strong redshift evolution of \((1 + z)^{3.3}\) between \(0 < z < 1\) with a \(z = 0\) normalization of \(0.78^{+0.2}_{-0.5} \times 10^{-4}\) Mpc\(^{-3}\) yr\(^{-1}\). By comparison, the CCSN rate predicted from the SFR using the NOROT calibration and Equation (6) has a \(z = 0\) normalization that is twice as large, \(1.6^{+0.2}_{-0.5} \times 10^{-4}\) Mpc\(^{-3}\) yr\(^{-1}\). Uncertainties associated with calculating the CCSN rate from the SFR do not seem to be able to satisfactorily explain the difference (e.g., Hopkins & Beacom 2006; Horiuchi et al. 2011).

Rotation helps bridge the normalization difference by decreasing the SFR and hence the predicted CCSN rate. However, the reduction is expected to be at most \(\sim 30\%\), which is not enough to bridge the difference completely. Furthermore, it has been argued that a combination of intrinsically dim and heavily dust-obscured CCSNe being missed in cosmic CCSN surveys could be responsible for the observed discrepancy (Horiuchi et al. 2011). The argument is based on the high fraction of dim CCSNe in the local \(<10\) Mpc volume. Mattila et al. (2012) further investigated the dim fraction in more detail, notably by including host galaxy extinction. Their results have been included in the most recent CCSN rate measurements by Dahlen et al. (2012) and Melinder et al. (2012), who find the CCSN rate in the range \(z \sim 0.4–1.1\) to match the cosmic SFR at those redshifts. In the redshift range \(0 < z < 0.4\) the simple application of the local dim CCSN fraction has a similarly positive effect (Horiuchi et al. 2011; Mattila et al. 2012), although it remains to be confirmed by new CCSN rate measurements.

4.2. Comparison at Local Distances

Discoveries of CCSNe in the nearby volume have also improved recently. In Table 3, we show a list of CCSNe discovered within \(<11\) Mpc in the past 12 yr from 2000 to 2011 inclusive. Similar compilations can be found in Horiuchi et al. (2011), Botticella et al. (2012), and Mattila et al. (2012). We exclude previous years due to known supernova incompleteness issues (Horiuchi & Beacom 2010). Distances are taken from the 11HUGS catalog (Kennicutt et al. 2008). These are estimated from a combination of direct stellar distances (where available) and flow-corrected radial velocities. The Local Group flow model of Karachentsev & Makarov (1996) is used, which the authors find to be more accurate for the 11 Mpc volume than a Virgo-centric flow model. The last three columns show whether the host galaxy is included in the respective galaxy catalogs as labeled.

Included in Table 3 are SN-2008S-like events (SN 2008S, SN 2002bu, NGC300-OT, SN 2010da, and PSN J12304185+4137498) whose true nature continues to be debated. They are characterized by explosions that are 2–3 mag dimmer than regular CCSNe, with narrow emission lines, and evidence of internal extinction; their progenitors are also dust enshrouded (Prieto et al. 2008). While they are relatively common among nearby CCSNe, their progenitors are extremely rare (Khan et al. 2010), leading Thompson et al. (2009) to propose that many massive stars go through this dust-obscured phase shortly (\(\sim 10^3\) yr) before the explosion. SN-2008S-like events may be true CCSNe, perhaps of the electron-capture type arising from AGB stars (Thompson et al. 2009; Botticella et al. 2009; Pumo et al. 2009), or they may be extreme versions of non-explosive outbursts (Thompson et al. 2009; Smith et al. 2009; Bond et al. 2009; Berger et al. 2009; Kashi et al. 2010; Smith et al. 2011). For a comprehensive discussion of these and related models, see, e.g., Thompson et al. (2009), Smith et al. (2011), Kochanek (2011), and Kochanek et al. (2012).

The compilation is a lower limit of the true CCSNe occurrence. This is because the CCSN discoveries are mainly made by surveys and amateurs with varying search strategies and methods, instead of a complete systematic survey. Although modern telescopes using CCDs are capable of discovering a typical CCSN within 11 Mpc, CCSNe can be missed due to a combination of incomplete galaxy coverage, low survey cadence, heavily dust-obscured or dim CCSNe, or obstruction by the Galactic plane and the Sun. Indeed, the majority of CCSNe have occurred in large, well-known galaxies: all 22 CCSNe occurred in the full 11HUGS galaxy catalog. Also, 15 of these occurred in our galaxy sample with LVL cuts. Since the LVL sky coverage is only 51%, we are likely missing some CCSNe occurring in the remaining volume. Furthermore, the northern hemisphere is more closely observed, resulting in somewhat more CCSNe discovered with positive declinations than with negative declinations (14 versus 8). As a specific example illustrating these points, SN 2008bj remained undiscovered by all galaxy-targeted supernova searches despite its close distance of 9.6 Mpc. The host galaxy was a dwarf galaxy in the southern hemisphere, and the CCSN was only discovered in archival images of all-sky surveys (Prieto et al. 2012).

There are 17 definite CCSNe and 5 SN-2008S-like events in Table 3. With our LVL sky-coverage cuts, this is reduced to 11 definite CCSNe and 4 SN-2008S-like events. From Poisson statistics, the 1σ lower and upper limits of the 11 definite CCSNe are 7.7 and 15.4, which gives a CCSN rate of \(1.8^{+0.7}_{-0.5}\) yr\(^{-1}\) within the 11 Mpc volume, where we have applied a sky-coverage correction analogous to the local SFR calculations. The SFR required is simply the CCSN rate multiplied by \(f_{\text{CCSN}}\). For our canonical \(f_{\text{CCSN}}\), this gives \(270^{+100}_{-80}\) M\(_\odot\) yr\(^{-1}\). Repeating the exercise including SN-2008S-like events gives a CCSN rate of \(2.5^{+0.8}_{-0.6}\) yr\(^{-1}\) and a required SFR of \(360^{+120}_{-90}\) M\(_\odot\) yr\(^{-1}\).

The SFR values are summarized in Table 2. The SFR required by CCSNe is consistent given uncertainties with the cosmic SFR extrapolation and the non-rotating UV-SFR, but does not overlap within the uncertainties with all other SFR estimates. If SN-2008S-like events are included, there is a strong tension with all direct local SFR estimates. The Hα-SFR show a more significant tension with the SFR inferred from CCSNe, but as we have discussed, the CCSN rate probes SFR on timescales that are longer than the Hα indicator and more comparable to the UV.

The SFR values required by CCSNe can be reduced by adopting a larger mass range for CCSNe. However, even with extreme values of \(M_{\text{min}} = 7\) M\(_\odot\) and \(M_{\text{max}} = 100\) M\(_\odot\), the required SFR is about \(200\) M\(_\odot\) yr\(^{-1}\) \((280\) M\(_\odot\) yr\(^{-1}\) excluding (including) SN-2008S-like events. One possible solution is to further decrease the minimum mass for CCSN. This was studied by Botticella et al. (2012), who suggested the CCSNe and non-rotating Hα-SFR are consistent if \(M_{\text{min}} = 6\) M\(_\odot\). Although a similarly small \(M_{\text{min}}\) would be compatible with our rotating predictions, we do not favor this scenario because \(M_{\text{min}}\) has been accurately determined using progenitor observations of CCSNe in the nearby \(<20\) Mpc volume, i.e., a similar volume (Smartt et al. 2009). Therefore, we treat these SFR estimates as the minimum SFR estimated from the observed CCSN counts.
To quantify whether the direct SFR estimates and CCSN counts are consistent, we assume an SFR estimate is true and calculate the probability of getting a test statistic at least as extreme as the number of CCSN observed. This is analogous to the determination of a p-value for an observation given a null hypothesis. We use our galaxy list with LVL cuts, i.e., 11 confirmed CCSN discoveries in 12 yr. The non-rotating and rotating UV-SFR predict 6 CCSNe discovered, 1 CCSN in our galaxy list with LVL cuts, as a function of distance. The total within 11 Mpc is shown as data points and predictions based on the various SFR estimates, which introduces a weighting such that smaller galaxies have higher SNe (the LOSS SNu have not been corrected for host extinction either. We then sum the CCSN rate from individual galaxies. From Figure 5, it is clear that observed CCSN counts are significantly larger than those predicted from the SFR. Also, it is interesting how the UV-SFR and B-band predictions are quantitatively very similar. Both predict 7 ± 1 CCSNe in our galaxy sample over 12 yr, or a CCSN rate of 1.1 ± 0.2 yr⁻¹ within 11 Mpc. If this is interpreted as the robustness of CCSN rate predictions, it leads to the conclusion that there has been a chance occurrence of excess CCSNe around ∼4 Mpc where the discovered rate first overshoots the predictions. The statistics are low in this range: only 4 out of 11 CCSNe are within 4 Mpc. However, the B band predicts only 0.85 CCSNe, and the probability to get at least as extreme as the number of CCSN observed is 0.01 (for the entire 1HUGS sample, the respective numbers are 6 CCSNe discovered, 1.3 predicted, and 0.002). So, it implies a rare occurrence. It is interesting that Mattila et al. (2012) also find an excess of CCSNe at a similar distance over ∼6 Mpc, based on matching the local CCSN discoveries to cosmic CCSN rate measurements. Note, however, that this also requires a rather unlikely upward fluctuation, since the predicted number of CCSNe in the entire 1HUGS sample is 2.6, while the observed is 8. Finally, it should be noted that the cosmic CCSN rate predicted by Li et al. (2011) is a factor ∼2 smaller than the cosmic SFR rate. Although the local and cosmic rates cannot be directly compared, it leaves the possibility that the prediction in the local volume based on the B band is also slightly low.

5. DISCUSSIONS AND SUMMARY

Based on the new NOROT and ROT stellar tracks of Ekström et al. (2012), we used the stellar evolutionary synthesis code...
PEGASE.2 to derive SFR calibration factors for non-rotating and rotating stellar populations. The ROT population shows significantly increased photon output compared to the NOROT population, which leads to a decrease in SFR calibration factors of 30% and 40% for the UV and Hα indicators, respectively (Table 1). Compared to the widely used non-rotating SFR calibrations of Kennicutt (1998), the ROT calibrations are 10% and 40% smaller, respectively. These changes to the calibration factors are comparable to (or larger than) the uncertainty on the best-fit cosmic SFR of HB06 that is 20%–30% ($\sigma$) at redshifts between 0 < $z$ < 1. Thus, it is evident that systematic effects such as the SFR calibration factors will need to be understood better for future precision SFR estimates.

We compare the SFR estimates to the measured CCSN rates to investigate whether the rotational calibrations fit with data. At cosmic distances, the best-fit cosmic SFR is too high compared to the measured CCSN rate data by a factor $\sim$2. Stellar rotation will decrease the cosmic SFR but not enough to bridge the difference completely. Furthermore, a part of the SFR–CCSN normalization discrepancy is likely caused by CCSNe that are missed due to a combination of intrinsically dim and heavily dust-obscured CCSNe (Mannucci et al. 2007; Horiuchi et al. 2011; Mattila et al. 2012). Recent cosmic CCSN rate measurements in the range $z > 0.4$ that include this correction report no discrepancy with the cosmic SFR data (Melinder et al. 2012; Dahlen et al. 2012).

At distances of $\sim$10 Mpc, several studies have found hints of an excess of CCSNe (e.g., Ando et al. 2005; Kistler et al. 2011, 2012; Horiuchi et al. 2011), while Botticella et al. (2012) performed an in-depth investigation and found that the UV-SFR is consistent with the observed CCSNe. We make new estimates of the SFR and CCSN rate in the local 11 Mpc volume, update the discovered CCSNe, and by comparing the two, find support of an excess of discovered CCSNe (Figure 5). Consistent with Botticella et al. (2012), we find that the total UV-SFR is marginally consistent with the observed CCSNe within uncertainties. However, upon closer inspection, we find that this requires a chance excess of CCSNe in the 4 Mpc volume which is rather unlikely (0.002–0.01 chance probability). The Hα-SFR underpredicts the observed CCSN rate considerably. Stellar rotation, which decreases both the UV- and Hα-SFR estimates, exacerbates the situation and is therefore disfavored by current data in the local volume. We emphasize that this result is strengthened by the fact that the locally discovered CCSN counts can only increase as surveys probe more complete galaxy lists at greater cadence and sensitivities. The result is also robust to local overdensities, since both the SFR and CCSN rates will be similarly affected.

Thus, there is a dichotomy between the cosmic CCSN rate predicted from the SFR, which tends to overestimate the cosmic CCSN measurements, and the local CCSN rate predicted from the observed SFR, which underpredicts the local CCSN observations. Unless the SFR calibrations systematically change with distance, the emerging picture is that the SFR calibration factors are constrained to be close to or only slightly larger than the currently used values. If it were smaller, it would underpredict the local CCSN rate. If it were larger, it would severely overpredict the cosmic CCSN rate. However, it may be slightly larger, because not all massive stars need to explode as optically bright CCSNe, although the fraction of dark collapses is expected to not exceed $\sim$50% (e.g., Kochanek et al. 2008).

More generally, the local CCSNe discoveries set a lower bound on the SFR, and using this fact we disfavor any significant change to the total energy output among massive stars, including, but not limited to, rotation. An example is the impact of binaries. PEGASE.2 treats binarity only for the purposes of determining chemical enrichment by Type Ia supernovae, but in reality binary interactions affect various aspects of stellar evolution, including mixing, mass loss, and surface rotation. The binary fraction of massive stars is known to be at least in the several tens of percent range (e.g., Mason et al. 1998) and more recently up to 50% (Sana et al. 2013). Additionally, a significant fraction of binaries are estimated to be in triple or higher order systems (García & Mermilliod 2001), which can lead to interesting interactions (e.g., Thompson 2011). In fact, binary interactions can spin stars up to the extent that may leave little room for single rapidly rotating stars (de Mink et al. 2013). Recently, Zhang et al. (2012) found that binaries lead to a reduction of the SFR calibrations by $\sim$0.2 dex; such changes are also constrained by the observed CCSNe, unless binaries change the mass thresholds for CCSNe.

Explanations of the CCSN-SFR dichotomy is itself of interest. Generally, effects that affect one distance regime and not the other are required. Given the simple counting and lower limit nature of the locally discovered CCSNe, the most obvious option in the local volume is to increase the SFR. However, increasing the SFR calibrations will necessarily increase the cosmic SFR as well. This leaves galaxy dust correction as the most realistic explanation. Another possibility is that the local

Figure 5. Buildup (i.e., cumulative) of CCSN counts, showing the discovered CCSNe with (dotted) and without (dot-dot-dashed) SN 2008S-like events. Predictions from the SFR for Hα (thin solid) and UV (thick solid) for non-rotating (black) and rotating (red) calibrations, and prediction based on the $B$ band (dashed), are also shown as labeled. All discoveries and predictions have been subject to the LVL angular cuts, i.e., a sky coverage of 51%. The total are shown by the data points on the right. Error bars are added to the model predictions, and show how there are more CCSNe discovered than predicted, in particular if the rotating calibration is assumed. On the right axis we convert counts to the total CCSN rate expected within distance $D$, i.e., the rates are calculated by correcting the CCSN counts and predictions upward for the missing sky coverage (see the text). Note that the uncertainties on the CCSN rate estimates based on discovered CCSNe are not explicitly shown. Numerically, they are $1.8^{+0.7}_{-0.5}$ yr$^{-1}$ and $2.5^{+0.8}_{-0.6}$ yr$^{-1}$ without and with SN 2008S-like events, respectively. The former is marginally consistent with the NOROT-UV and $B$-band predictions, while the latter is significantly larger than all predictions (see also Table 2).

(A color version of this figure is available in the online journal.)
galaxy distances are systematically underestimated. Since the SFR scales with the luminosity, and the CCSNe are simple counting, a ~30% systematic increase in the galaxy distances will increase the SFR to match the discovered CCSN counts. For example, reducing the Hubble constant will increase the distances, but if we adopted $H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1}$ this would only increase the distances by ~7%, which is not enough. For the cosmic situation, the cosmic CCSN rate may be too low. One possibility is that the cosmic CCSN measurements are missing dim CCSNe as explained above. Horiuchi et al. (2011) show that the fraction of dim CCSNe observed in the local volume is higher than at cosmic distances, and argue that incorporating dim CCSNe increases the cosmic CCSN measurements to match the cosmic SFR. Mattila et al. (2012) include host galaxy extinction and find less dim CCSNe but nonetheless an important increase in the cosmic CCSN rates. Alternatively, the cosmic luminosity density used to derive many cosmic CCSN rates may be too low, although such a systematic change over a wide redshift range is not independently motivated.

Changes to the SFR will cause other effects not discussed in this paper. For example, they will affect predictions of the stellar mass density (e.g., Madau et al. 1998; Madau & Pozzetti 2000; Chary & Elbaz 2001; Cole et al. 2001). Current predictions based on the HB06 cosmic SFR are higher by a factor of ~2 than the direct measurements (HB06), a fact that has been investigated in the context of IMF shape variations and IMF evolution (Wilkins et al. 2008a, 2008b). Rotation decreases the SFR and hence the stellar mass density prediction, but the comparison to data is more complex. This is because the stellar mass measurements are derived using galaxy spectral energy distribution fittings, and thus are also affected by stellar rotation. Since rotation increases the luminosity output of stars, it is likely to reduce the stellar mass density measurements also. Therefore, variations of the IMF may still be needed. However, quantitative predictions are beyond the scope of this paper since it requires calculating longer times including effects of low- and intermediate-mass stars. The SFR has also been compared to the extragalactic background light (Horiuchi et al. 2009; Raue & Meyer 2012; Inoue et al. 2012). However, this is not a strong probe of the SFR calibration variations, because a smaller calibration is effectively canceled by a larger energy output per stellar population.

One of the important uncertainties is the unknown distribution of initial stellar rotation velocities. The rotational tracks of Ekström et al. (2012) assume a single initial rotational velocity proportional to the critical breakup velocity, $v_{\text{ini}} = 0.4v_{\text{crit}}$, for all stellar masses. In reality, true stellar populations are expected to have a distribution of rotational velocities. Bott et al. (2011) calculate stellar tracks for almost a dozen initial rotational velocities, and find that the effects of rotation are only appreciable after a threshold rotational velocity is reached. This includes the most-sequence lifetime increase that affects the SFR calibration factors. Thus, realistic distributions of rotation velocities will likely reduce the effects estimated in this paper. However, it should be mentioned that at the same time, the many benefits of the Ekström et al. (2012) rotational tracks (Section 1) will also be negated, since they require rotation at the level assumed in Ekström et al. (2012) to be ubiquitous among stars.

Another uncertainty is the small number of CCSNe (between 11 and 22) and the small number of star-forming galaxies (the largest 10 galaxies contribute ~45% of the total SFR within 11 Mpc) that make dust correction uncertain. Performing comparisons at larger distances with more CCSNe and galaxies will dramatically improve the situation since even an increase by a factor of two in distance would give a factor of ~8 increase in the rate. Presently, running observation programs such as the All-Sky Automated Survey for the Brightest Supernovae (ASAS-SN e.g., Khan et al. 2011) will find CCSNe in a volume-limited sample of nearby galaxies, and the Palomar Transient Factory will collect larger numbers of CCSNe in survey mode (Law et al. 2009; Lien & Fields 2009). Issues such as completeness should therefore improve dramatically in the near future. Uncertainties inherent to the SFR–CCSN comparison, e.g., the progenitor mass range for CCSN, is rapidly reducing (Smartt 2009). CCSNe will therefore provide an excellent and compelling measure of the SFR in the future that would enable a new way of studying various SFR systematic effects.
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