Uniting Nesterov and Heavy Ball Methods for Uniform Global Asymptotic Stability of the Set of Minimizers

Dawn M. Hustig-Schultz, Ricardo G. Sanfelice

Abstract

We propose a hybrid control algorithm that guarantees fast convergence and uniform global asymptotic stability of the unique minimizer of a $C^1$, convex objective function. The algorithm, developed using hybrid system tools, employs a uniting control strategy, in which Nesterov’s accelerated gradient descent is used “globally” and the heavy ball method is used “locally,” relative to the minimizer. Without knowledge of its location, the proposed hybrid control strategy switches between these accelerated methods to ensure convergence to the minimizer without oscillations, with a (hybrid) convergence rate that preserves the convergence rates of the individual optimization algorithms. We analyze key properties of the resulting closed-loop system including existence of solutions, uniform global asymptotic stability, and convergence rate. Additionally, stability properties of Nesterov’s method are analyzed, and extensions on convergence rate results in the existing literature are presented. Numerical results validate the findings.
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1 Introduction

1.1 Background and Motivation

We propose an algorithm that solves optimization problems of the form $\min_{\xi \in \mathbb{R}^n} L(\xi)$ with accelerated gradient methods. The heavy ball method is an accelerated gradient method that guarantees convergence to the minimizer $\xi^*$ of a convex function $L$, and that achieves a faster convergence rate than classical gradient descent by adding a “velocity” term to $\nabla L$. The dynamical system characterization for this method is

$$\ddot{\xi} + \lambda \dot{\xi} + \gamma \nabla L(\xi) = 0 \quad (1)$$

where $\lambda$ and $\gamma$ are positive tunable parameters that represent friction and gravity, respectively; see [2], [3]. In [4] and [5] it is shown that the discrete-time version of the heavy ball method converges exponentially when $L$ is strongly convex with a Lipschitz continuous gradient, and [4] shows convergence with rate $\frac{1}{k}$ when $L$ is convex. It is shown in [6] that for strongly convex $L$ with Lipschitz continuous $\nabla L$ global convergence of the discrete-time heavy ball method can only be guaranteed for condition numbers of about 18 or less, and it is found in [7] that the exact condition number of $9 + 5\sqrt{14} \approx 17.94$ denotes such a boundary between global convergence and non-convergence, for such objective functions. When $L$ is strongly convex, and inspired by the heavy ball algorithm, two algorithms with a resettable velocity term are proposed in [8] and shown to guarantee exponential convergence. In [9], however, it was shown that the heavy ball algorithm converges exponentially for convex $L$ when $L$ also has the property of quadratic growth away from $\xi^*$. Global asymptotic stability of $\xi^*$, which is the property that all solutions that start close to $\xi^*$ stay close, and solutions from all initial conditions converge to $\xi^*$, is demonstrated in [10], for convex and smooth $L$.

Another powerful accelerated method is Nesterov’s accelerated gradient descent. One characterization of the dynamical system for Nesterov’s method, for convex $L$, proposed in [11], is
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\[ \ddot{\xi} + 2\dot{d}(t)\dot{\xi} + \frac{1}{M\xi^2}\nabla L(\xi + \beta(t)\dot{\xi}) = 0, \]  
(2)

where \( M > 0 \) is the Lipschitz constant of \( \nabla L \) and where the constant \( \zeta > 0 \) rescales time in solutions to (2). The dynamical system in (2) resembles the model of a mass-spring-damper, with a curvature-dependent damping term where the total damping is a linear combination of \( \dot{d}(t) \) and \( \beta(t) \). In [11], the convergence rate of Nesterov’s method is characterized as \( \frac{1}{(t+2)^2} \) for (2) (for \( t \geq 1 \)), when \( \zeta = 1, \xi^* = 0, \) and \( L(\xi^*) = 0 \). The stability properties of (2) are not revealed in [11], however.

While the results in [5], [6], and [11] characterize the convergence properties of Nesterov’s method (or a variation of) the stability properties of the method are not revealed. A particularly useful property for optimization algorithms, called uniform global asymptotic stability (UGAS), requires that solutions reach a neighborhood of \( \xi^* \) in time that is uniform on the set of initial conditions [12], [13], [14]. After finite time, the error of such solutions becomes smaller than a given threshold [15]. Due to such a guarantee, UGAS is typically useful for certifying robustness to small perturbations in time-varying dynamical and hybrid systems [16], [15].

Remarkably, the algorithm with resets in the velocity term proposed in [8] can be shown to induce UGAS of \( \xi^* \) (with zero velocity term) and reduced oscillations, for the particular case when \( L \) is strongly convex. The algorithm with resets in [14] can be shown to induce UGAS of \( \xi^* \) when \( L \) is invert, has an exponential convergence rate when \( L \) satisfies the Polya-Lojasiewicz inequality, and uniform global exponential stability (UGES) when \( L \) is strongly convex. Unfortunately, as shown in [12], via a counterexample, Nesterov-like algorithms do not necessarily assure UGAS of \( \xi^* \) when \( L \) is convex. In response to this, [12] proposes the HAND-1 and HAND-2 reset algorithms, and prove UGAS of \( \xi^* \) for both algorithms. The exponential convergence rate of HAND-2, however, only applies to strongly convex \( L \), and the convergence rate of \( \frac{1}{L} \) for HAND-1, for convex \( L \), only holds up until the first reset.

The work in this paper is motivated by the lack of an accelerated gradient algorithm assuring UGAS, with a convergence rate that holds for all time and that resembles that of Nesterov’s method (at least far from \( \xi^* \)), when \( L \) is convex. However, obtaining such a rate is expected to lead to oscillations, which are typically seen in accelerated gradient methods. The performance of the heavy ball method depends highly on the choice of \( \lambda \). For rather simple choices of \( L \), large values of \( \lambda \) give rise to slowly converging solutions [2]. The top plot \(^1\) in Fig. 1 demonstrates such behavior. In contrast, smaller values of \( \lambda \) give rise to fast solutions with oscillations getting wilder as \( \lambda \) decreases [2]. Nesterov’s method converges quickly but also suffers from oscillations [11], as the coefficient of the velocity term starts small and tends toward zero (but being always positive) as \( t \) tends to infinity. Such behavior of Nesterov’s method, with \( \zeta = 2 \), is shown in the second plot from the top in Fig. 1.

Due to its implications on robustness, we are particularly interested in an algorithm that assures UGAS of \( \xi^* \) with a rate of convergence that holds for all time, and without oscillations. As pointed out in Section 1.1, these properties are not guaranteed by Nesterov’s method. The behavior shown in the first and second plots in Fig. 1 motivates the logic-based algorithm proposed in this paper. The proposed algorithm exploits the main features of heavy ball and Nesterov’s method to achieve fast convergence and UGAS of \( \xi^* \). More precisely, without knowledge of the location of \( \xi^* \), it selects Nesterov’s method to converge quickly to nearby \( \xi^* \) and, once solutions reach a neighborhood of \( \xi^* \), switches to the heavy ball method with large \( \lambda \) to avoid oscillations. Such logic-based algorithms, or unifying algorithms, were first proposed in [17] and [18]. General unifying algorithms, with examples, are discussed in [16] and [15]. We use the hybrid systems framework for our proposed algorithm, as hybrid systems utilize hysteresis to avoid chattering at the switching boundary; see [8], [15], [16], [14]. An example solution to our proposed algorithm, shown in the third plot from the top in Fig. 1, demonstrates the improvement obtained, under relatively mild assumptions on \( L \). The proposed algorithm guarantees UGAS and a (hybrid) convergence rate that holds for all \( t \geq 0 \).

1.2 Contributions

The main contributions of this paper are as follows.

\(^1\) Code at github.com/HybridSystemsLab/UnifyingMotivation
1) A uniting algorithm for fast convergence and UGAS of $\xi^*$.

2) Well-posedness, existence of solutions, and robustness to small perturbations in measurements of $\nabla L$. Nesterov’s method can suffer from error accumulation, due to its velocity term [19]. To overcome this issue, in Section 2 we prove well-posedness and existence of solutions for the proposed hybrid closed-loop algorithm. Due to such well-posedness, the established UGAS property is robust to small perturbations in measurements of $\nabla L$ [16, Theorem 7.21].

3) A (hybrid) convergence rate preserving the rates of Nesterov’s method and heavy ball. Numerical simulations in Fig. 2 and Section 3 show improved performance of our uniting algorithm over HAND-1.

4) Extension of the results on Nesterov’s method in [11]. We achieve such an extension by moving $\zeta$ into the numerator of the coefficient of $\nabla L$, effectively decoupling $\zeta$ and $M$, namely,

$$\ddot{\xi} + 2\tilde{d}(t)\dot{\xi} + \frac{C^2}{M} \nabla L(\xi + \tilde{\beta}(t)\dot{\xi}) = 0. \quad (3)$$

While preliminary work in [20] proposed an algorithm uniting Nesterov’s method globally and heavy ball locally for $C^2$, strongly convex $L$, with different results and examples, the uniting algorithm proposed in this paper relaxes the conditions in [20] to $C^1$, convex $L$ with a unique minimizer. A technical report version of this paper, with more details [21], is available online.

1.3 Notation

The sets of real, positive real, and natural numbers are denoted by $\mathbb{R}$, $\mathbb{R}_{>0}$, and $\mathbb{N}$, respectively. The closed unit ball, of appropriate dimension, in the Euclidean norm is denoted as $\mathbb{B}$. The set $\mathbb{R}^n$ represents the family of $n$-th continuously differentiable functions. For a vector $v \in \mathbb{R}^n$, $|v| = \sqrt{v^\top v}$ denotes the Euclidean vector norm of $v$. For any $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^m$, $(x, y) := [x^\top, y^\top]^\top$.

The sets of real, positive real, and natural numbers are denoted by $\mathbb{R}$, $\mathbb{R}_{>0}$, and $\mathbb{N}$, respectively. The closed unit ball, of appropriate dimension, in the Euclidean norm is denoted as $\mathbb{B}$. The set $\mathbb{R}^n$ represents the family of $n$-th continuously differentiable functions. For a vector $v \in \mathbb{R}^n$, $|v| = \sqrt{v^\top v}$ denotes the Euclidean vector norm of $v$. For any $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^m$, $(x, y) := [x^\top, y^\top]^\top$.

Fig. 2. A comparison of the evolution of $L$ over time for Nesterov’s method in (3), heavy ball, HAND-1 from [12], and our proposed uniting algorithm, for a function $L(\xi) := \xi^2$, with a single minimizer at $\xi^* = 0$. As opposed to Fig. 1, which uses $\zeta = 2$ for $\mathcal{H}_1$, this example uses $\zeta = 1$, which results in slower convergence of solutions to $\mathcal{H}$ and $\mathcal{H}_1$.

2 Uniting Optimization Algorithm

2.1 Problem Statement

As illustrated in Fig. 1, the performance of Nesterov’s accelerated gradient descent commonly suffers from oscillations near the minimizer. This is also the case for the heavy ball method when $\lambda > 0$ is small. However, when $\lambda$ is large, the heavy ball method converges slowly, albeit without oscillations. In Section 1 we discussed how Nesterov’s algorithm guarantees a rate of $\frac{1}{L}$ for convex $L$. We also discussed how the heavy ball algorithm guarantees a rate of $\frac{1}{\lambda}$ for convex $L$, although it was demonstrated in [9] that the heavy ball algorithm converges exponentially for convex $L$ when such an objective function also has the property of quadratic growth away from its minimizer. We desire to attain the rate $\frac{1}{L + \lambda}$ globally and an exponential rate locally, while avoiding oscillations via the heavy ball algorithm with large $\lambda$. We state the problem to solve as follows:

**Problem 1** Given a scalar, real-valued, continuously differentiable, and convex objective function $L$ with a unique minimizer, design an optimization algorithm that, without knowing the function $L$ or the location of its minimizer, has the minimizer UGAS, with a convergence rate of $\frac{1}{L + \lambda}$ globally and an exponential convergence rate locally, and with robustness to arbitrarily small noise in measurements of $\nabla L$.

2.2 Modeling

In this section, we present an algorithm that solves Problem 1. We interpret the ODEs in (1) and (3) as control systems consisting of a plant and a control algorithm [22] [15]. Defining $z_1$ as $\xi$ and $z_2$ as $\xi$, the plant associated to these ODEs is given by the double integrator

$$\begin{bmatrix} \dot{z}_1 \\ \dot{z}_2 \\ u \end{bmatrix} = : F_P(z, u) \quad (z, u) \in \mathbb{R}^2 \times \mathbb{R}^n =: C_P \quad (4)$$

where

$$z(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix}$$

and $u(t)$ is the control input. The control algorithm is described by the ODEs (1) and (3).
With this model, the optimization algorithms that we consider assign $u$ to a function of the state that involves the cost function, and such a function of the state may be time dependent. The control algorithm leading to (1) assigns $u$ to $-\lambda z_2 - \gamma \nabla L(z_1)$ where $\gamma > 0$ and $\lambda > 0$, and the control algorithm leading to (3) assigns $u$ to $-2\bar{d}(t)z_2 - \frac{\zeta^2}{M} \nabla L(z_1 + \bar{\beta}(t)z_2)$ where $\zeta > 0$, $M > 0$ is the Lipschitz constant for $\nabla L$, and where $\bar{d}(t)$ and $\bar{\beta}(t)$ are defined, for all $t \geq 0$, as
\[
\bar{d}(t) := \frac{3}{2(t+2)}, \quad \bar{\beta}(t) := \frac{t-1}{t+2}. \tag{5}
\]
The functions $\bar{d}$ and $\bar{\beta}$ are defined expressly as in (5) for ease of analysis in the forthcoming Propositions 13-15. Such a time-varying definition satisfies the linear combination of the damping terms mentioned below (2). While constant terms can be used for (2), when $L$ is strongly convex, constant damping terms are not adequate for convex $L$; see [11]. The proposed logic-based algorithm "unites" the two optimization algorithms modeled by $\kappa_q$, where the logic variable $q \in Q := \{0, 1\}$ indicates which algorithm is currently being used. The local and global algorithms, respectively, are defined as
\[
\kappa_0(h_0(z)) = -\lambda z_2 - \gamma \nabla L(z_1) \tag{6a}
\]
\[
\kappa_1(h_1(z, t), t) = -2\bar{d}(t)z_2 - \frac{\zeta^2}{M} \nabla L(z_1 + \bar{\beta}(t)z_2) \tag{6b}
\]
where the algorithm defined by $\kappa_1$ plays the role of the global algorithm in unifying control (see, e.g., [15, Chapter 4]), while the algorithm defined by $\kappa_0$ plays the role of the local algorithm. The outputs $h_0$ corresponding to the output for the heavy ball algorithm and $h_1$ corresponding to the output for Nesterov’s algorithm are defined as
\[
h_0(z) := \begin{bmatrix} z_2 \\ \nabla L(z_1) \end{bmatrix}, \quad h_1(z, t) := \begin{bmatrix} z_2 \\ \nabla L(z_1 + \bar{\beta}(t)z_2) \end{bmatrix}. \tag{7}
\]
Namely, the algorithm exploits measurements of $\nabla L$, which in practice are typically approximated using measurements of $L$. The parameters $\lambda > 0$ and $\gamma > 0$ should be designed to achieve convergence without oscillations nearby the minimizer.

We use the hybrid systems framework to design our algorithm. A hybrid system $\mathcal{H}$ has data $(C, F, D, G)$ and is defined as [16, Definition 2.2]
\[
\mathcal{H} = \{ \begin{array}{ll}
\dot{x} & \in F(x) \quad x \in C \\
\dot{x}^+ & \in G(x) \quad x \in D
\end{array} \tag{8}\]
where $x \in \mathbb{R}^n$ is the system state, $F : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is the flow map, $C \subset \mathbb{R}^n$ is the flow set, $G : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is the jump map, and $D \subset \mathbb{R}^n$ is the jump set. Since the ODE in (3) is time varying, and since solutions to hybrid systems are parameterized by $3$ $(t, j) \in \mathbb{R}_{\geq 0} \times \mathbb{N}$, we employ the state $\tau$ to capture ordinary time as a state variable, in this way, leading to a time-invariant hybrid system. To encapsulate the plant, static state-feedback laws, and the time-varying nature of the ODE in (3), we define a hybrid closed-loop system $\mathcal{H}$ with state $x := (z, q, \tau) \in \mathbb{R}^{2n} \times Q \times \mathbb{R}_{\geq 0}$ as
\[
\begin{pmatrix}
\dot{z} \\
\dot{q} \\
\dot{\tau}
\end{pmatrix} = \begin{pmatrix}
\kappa_q(h_q(z, \tau)) \\
0 \\
q
\end{pmatrix} := F(x) \quad x \in C := C_0 \cup C_1 \\
\dot{q} = 0 \\
\dot{\tau} = q
\tag{9a}
\]
\[
\begin{pmatrix}
z^+ \\
qu^+ \\
\tau^+
\end{pmatrix} = \begin{pmatrix}
z_1 \\
z_2 \\
1 - q \\
0
\end{pmatrix} := G(x) \quad x \in D := D_0 \cup D_1 \tag{9b}
\]
The sets $C_0$, $C_1$, $D_0$, and $D_1$ are defined as
\[
C_0 := U_0 \times \{0\} \times \{0\}, \quad C_1 := \mathbb{R}^{2n} \setminus T_{1,0} \times \{1\} \times \mathbb{R}_{\geq 0}
\tag{10a}
\]
\[
D_0 := T_{0,1} \times \{0\} \times \{0\}, \quad D_1 := T_{1,0} \times \{1\} \times \mathbb{R}_{\geq 0}. \tag{10b}
\]
The sets $U_0, T_{1,0}$, and $T_{0,1}$ are precisely defined in Section 2.3, using Lyapunov functions defined therein, but the idea behind their construction is as follows. The switch between $\kappa_0$ and $\kappa_1$ is governed by a supervisory algorithm implementing switching logic. The supervisor selects between these two optimization algorithms, based on the output of the plant in (7) and the optimization algorithm currently applied. When $z \in U_0$, $q = 0$, and $\tau = 0$ (i.e., $x \in C_0$), due to the design of $U_0$ in Section 2.3.1, then the state $z$ is near the minimizer, which is denoted $z_0^*$, and the supervisor allows flows of (9) using $\kappa_0$ and $\dot{\tau} = q = 0$ to avoid oscillations. Conversely, when $z \in \mathbb{R}^{2n} \setminus T_{1,0}$ and $q = 1$ (i.e., $x \in C_1$), due to the design of $T_{1,0}$ in Section 2.3.2, then the state $z$ is far from the minimizer, and the supervisor assigns $u$ to $\kappa_0$, resets $q$ to 0, and resets $\tau$ to 0. Conversely, when $z \in T_{0,1}$, $q = 0$, and $\tau = 0$ (i.e., $x \in D_0$), due to the design of $T_{0,1}$ in Section 2.3.3, then this indicates that the state $z$ is far from the minimizer and the supervisor assigns $u$ to $\kappa_1$ and resets $q$ to 1. The reason that the state $\tau$ in (9) changes at the rate $q$ during flows and is reset to 0 at jumps is that when the

\[^3\text{The variable } t \text{ is the amount of time that has passed and } j \text{ is the number of jumps that have occurred.}\]
state $x$ is in $C_1$, then $\dot{r} = q = 1$, which implies that $\tau$ behaves as ordinary time, so it is used to represent time in the time-varying algorithm $\kappa_1$. On the other hand, when the state $x$ is in $C_0$, then $\dot{r} = q = 0$ causes the state $\tau$ to stay at zero, which is an appropriate value for $\tau$ as it is not required by the time-invariant algorithm $\kappa_0$. Such an evolution ensures that the set to asymptotically stabilize is compact.

We denote the closed-loop system resulting from $\kappa_0$ as $\mathcal{H}_0$, which is given by

$$\dot{z} = \begin{bmatrix} z_2 \\ \kappa_0(h_0(z)) \end{bmatrix}, \quad z \in \mathbb{R}^{2n}$$    \hfill (11)

and we denote the closed-loop system resulting from $\kappa_1$ as $\mathcal{H}_1$, which is given by

$$\dot{z} = \begin{bmatrix} z_2 \\ \kappa_1(h_1(z, \tau)) \end{bmatrix}, \quad (z, \tau) \in \mathbb{R}^{2n} \times \mathbb{R}_{\geq 0}.$$    \hfill (12)

2.3 Design of the Hybrid Algorithm

In order for the supervisor to determine when the state component $z_1$ is close to the minimizer of $L$, denoted $z_1^\ast$, without knowledge of $z_1^\ast$ or $L^\ast := L(z_1)$, we impose the following assumptions on $L$.

Assumption 2 The function $L$ is $C^1$, convex\(^4\), and has a single minimizer $z_1^\ast$.

Assumption 3 (Quadratic growth of $L$) The function $L$ has quadratic growth away from its minimizer $z_1^\ast$; i.e., there exists $\alpha > 0$ such that $L(z_1) - L^\ast \geq \alpha |z_1 - z_1^\ast|^2$ for all $z_1 \in \mathbb{R}^n$.

To make the switch back to $\kappa_1$, we impose the following assumption on $L$.

Assumption 4 (Lipschitz Continuity of $\nabla L$) The function $\nabla L$ is Lipschitz continuous with constant $M > 0$, namely, $|\nabla L(w_1) - \nabla L(u_1)| \leq M |w_1 - u_1|$ for all $w_1, u_1 \in \mathbb{R}^n$.

Under Assumptions 2 and 3, the following lemma, used in some of the results to follow, relates the size of the gradient at a point to the distance from the point to $z_1^\ast$. Its proof is in [21].

Lemma 5 (Suboptimality) Let $L$ satisfy Assumptions 2 and 3, and let $\alpha > 0$ come from Assumption 3. For some $\varepsilon > 0$, if $z_1 \in \mathbb{R}^n$ is such that $|\nabla L(z_1)| \leq \varepsilon \alpha$, then $|z_1 - z_1^\ast| \leq \varepsilon$.

\(^4\) A function $L : \mathbb{R}^n \to \mathbb{R}$ is convex if, for all $u_1, w_1 \in \mathbb{R}^n$, $L(u_1) \geq L(w_1) + \langle \nabla L(w_1), u_1 - w_1 \rangle$ [23].

The suboptimality condition from Lemma 5 is typically used as a stopping condition for optimization, as it indicates that the argument of $L$ is close enough to the minimizer $z_1^\ast$ [23]. We exploit Lemma 5 to determine when the state component $z_1$ of the hybrid closed-loop system $\mathcal{H}$ is close enough to the minimizer $z_1^\ast$ so as to switch to the local optimization algorithm, $\kappa_0$, in this way activating $\mathcal{H}_0$.

2.3.1 Design of the Set $U_0$

The objective is to design $U_0$ such that when $z \in U_0$, $q = 0$, and $\tau = 0$, the state component $z_1$ is near $z_1^\ast$ and the unifying algorithm allows flows of (9) with $\kappa_0$ and $q = 0$. For such a design, we use Assumptions 2 and 3 and the Lyapunov function

$$V_0(z) := \gamma (L(z_1) - L^\ast) + \frac{1}{2} |z_2|^2$$    \hfill (13)

defined for each $z \in \mathbb{R}^{2n}$, where $\gamma > 0$. The choice of $V_0$ in (13) is used in the proof of the forthcoming Proposition 10 to establish UGAS of the minimizer for $\mathcal{H}_0$ in (11). Given $\varepsilon_0 > 0$, $c_0 > 0$, and $\gamma > 0$ from $\kappa_0$ in (6a), let $\alpha > 0$ come from Assumption 3 such that

$$\tilde{c}_0 := \varepsilon_0 \alpha > 0, \quad d_0 := c_0 - \gamma \left( \frac{c_0^2}{\alpha} \right) > 0.$$    \hfill (14)

Then, $V_0$ in (13) can be upper bounded as follows: due to $L$ being $C^1$, convex, and having a single minimizer $z_1^\ast$ by Assumption 2, and due to $L$ having quadratic growth away from $z_1^\ast$ by Assumption 3, when $|\nabla L(z_1)| \leq \tilde{c}_0$, the suboptimality condition in Lemma 5 implies $|z_1 - z_1^\ast| \leq \frac{c_0}{\alpha}$, from where we get

$$V_0(z) \leq \gamma \left( \frac{c_0^2}{\alpha} \right) + \frac{1}{2} |z_2|^2$$    \hfill (15)

Then, by defining the set $U_0$ as

$$U_0 := \left\{ z \in \mathbb{R}^{2n} : |\nabla L(z_1)| \leq \tilde{c}_0, \frac{1}{2} |z_2|^2 \leq d_0 \right\},$$    \hfill (16)

every $z \in U_0$ belongs to the $c_0$-sublevel set of $V_0$. In fact, using the conditions in (14) and (15), we have that for each $z \in U_0$, $V_0(z) \leq \gamma \left( \frac{c_0^2}{\alpha} \right) + \frac{1}{2} |z_2|^2 \leq c_0$. Since $\kappa_0$ in (6a) is such that the set $\{z_1^\ast\} \times \{0\}$ is globally asymptotically stable for the closed-loop system resulting from controlling (4) by $\kappa_0$, as we show in the forthcoming Proposition 10, the set $U_0$ is contained in the basin of attraction induced by $\kappa_0$.

2.3.2 Design of the Set $T_{1,0}$

The objective is to design $T_{1,0}$ such that when $z \in T_{1,0}$ and $q = 1$, the state component $z_1$ is near $z_1^\ast$ and the
supervisor resets $q$ to 0, resets $\tau$ to 0, and assigns $u$ to $\kappa_0(h_0(z))$. For such a design, we use Assumptions 2 and 3 and the Lyapunov function

$$V_1(z, \tau) := \frac{1}{2}[\bar{a}(\tau) (z_1 - z_1^*)]^2 + z_2^2 + \frac{\zeta^2}{M}(L(z_1) - L^*) \tag{17}$$

defined for each $z \in \mathbb{R}^{2n}$ and each $\tau \geq 0$, where $\zeta > 0$, $M > 0$ is the Lipschitz constant of $\nabla L$, and the function $\bar{a}$ is defined as

$$\bar{a}(\tau) := \frac{2}{\tau + 2}. \tag{18}$$

The choice of $V_1$ in (17) comes from [11], and is used to establish UGAS of the minimizer for $\mathcal{H}_1$ in (12) and the convergence rate $\frac{(t + 2)^2}{(t + 2)^2}$. In this same proof, the specific choice of $\bar{a}$ in (18), which comes from [11], is also used to show decrease of $V_1$. More details on how (17) and (18) are used in our analysis can be found in Proposition 13. Given $c_{1,0} \in (0, \bar{c}_0)$ and $\varepsilon_{1,0} \in (0, \varepsilon_0)$, where $c_{0} > 0$ and $\varepsilon_0 > 0$ come from Section 2.3.1, let $c_0$ and $d_0$ be given in (14), and let $\alpha > 0$ come from Assumption 3 such that

$$\begin{align*}
\tilde{c}_{1,0} &:= \varepsilon_{1,0}\alpha \in (0, \tilde{c}_0) \tag{19a} \\
d_{1,0} &:= c_{1,0} - \left(\tilde{c}_{1,0} \alpha \frac{\bar{a}(\tau)}{M}\right)^2 \in (0, d_0) \tag{19b}
\end{align*}$$

where $\zeta > 0$ comes from (3). Note that $\bar{a}$, defined via (18), which is in $V_1$, equals 1 when $\tau = 0$ and monotontically decreases toward zero (but being always positive) as $\tau$ tends to $\infty$. Namely, $\tilde{a}$ is upper bounded by 1. Then, with $V_1$ given in (17), due to $L$ being $C^1$, convex, and having a single minimizer $z_1^*$ by Assumption 2, and due to $L$ having quadratic growth away from $z_1^*$ by Assumption 3, when $|\nabla L(z_1)| \leq c_{1,0}$, the suboptimality condition in Lemma 5 implies $|z_1 - z_1^*| \leq \tilde{c}_{1,0}/\alpha$, from where we get

$$V_1(z, \tau) \leq \left(\tilde{c}_{1,0} \frac{\alpha}{\alpha}\right)^2 + |z_2|^2 + \frac{\zeta^2}{M} \left(\frac{\tilde{c}_{1,0}^2}{\alpha}\right) \tag{20}.$$ 

Then, by defining $\mathcal{T}_{1,0}$ as

$$\mathcal{T}_{1,0} := \left\{ z \in \mathbb{R}^{2n} : |\nabla L(z_1)| \leq c_{1,0}, |z_2|^2 \leq d_{1,0} \right\} \tag{21}$$

which, by construction, is contained in the interior of $\mathcal{U}_0$ defined in (16), every $z \in \mathcal{T}_{1,0}$ belongs to the $c_{1,0}$-sublevel set of $V_1$. In fact, using the conditions in (19) and (20), we have for each $z \in \mathcal{T}_{1,0}$, $V_1(z, \tau) \leq \left(\tilde{c}_{1,0} \frac{\alpha}{\alpha}\right)^2 + |z_2|^2 + \frac{\zeta^2}{M} \left(\frac{\tilde{c}_{1,0}^2}{\alpha}\right) \leq c_{1,0}$. The constants $\bar{c}_0$, $\tilde{c}_{1,0}$, $d_0$, and $d_{1,0}$ in (14) and (19) comprise the hysteresis necessary to avoid chattering at the switching boundary. The idea behind these hysteresis boundaries is as follows. When $z \in \mathcal{U}_0$ and $q = 1$, we have that $z \in \mathbb{R}^{2n} \setminus \mathcal{T}_{1,0}$, and it is not yet time to switch to $\kappa_0$ but to continue to flow using $\kappa_1$. But once $z \in \mathcal{T}_{1,0}$ then $z$ is close enough to $\{z_1^*\} \times \{0\}$, and the supervisor switches to $\kappa_0$. Note that $\mathcal{T}_{0,1} \cap \mathcal{T}_{1,0} = \emptyset$. Fig. 3 illustrates the hysteresis mechanism in the design of $\mathcal{U}_0$ and $\mathcal{T}_{1,0}$.

![Illustration of hysteresis](image)

**Fig. 3.** An illustration of hysteresis in the design of the sets $\mathcal{U}_0$, $\mathcal{T}_{1,0}$, and $\mathcal{T}_{0,1}$ on $\mathbb{R}^{2n}$, via the constants $\tilde{c}_{1,0} \in (0, \tilde{c}_0)$, $d_{1,0} \in (0, d_0)$, and $c_0 > 0$. Left: due to the design of $\mathcal{U}_0$ in (16), every $z \in \mathcal{U}_0$ belongs to the $c_0$-sublevel set of the Lyapunov function $V_0$, where $V_0$ is defined via (13). Hence, the same value of $c_0 > 0$ is also used to define $\mathcal{T}_{0,1}$ as the closed complement of a sublevel set of $V_0$ with level equal to $c_0$. Right: the constants $c_{1,0} \in (0, \bar{c}_0)$ and $d_{1,0} \in (0, d_0)$, defined via (19), are chosen such that the set $\mathcal{T}_{1,0}$ in (21) is contained in the interior of $\mathcal{U}_0$.

### 2.3.3 Design of the Set $\mathcal{T}_{0,1}$

The objective is to design $\mathcal{T}_{0,1}$ such that when $z \in \mathcal{T}_{0,1}$, $q = 0$, and $\tau = 0$, the state component $z_1$ is far from $z_1^*$ and the supervisor resets $q$ to 1 and assigns $u$ to $\kappa_1(h_1(z, \tau), \tau)$ so that $\kappa_1$ steers $z_1$ back to nearby $z_1^*$. Given $c_0 > 0$, let $\alpha > 0$ come from Assumption 3, and let $M > 0$ come from Assumption 4. Then, using Assumption 4 with $u_1 = z_1^*$ and $w_1 = z_1$ yields $|\nabla L(z_1)| \leq M|z_1 - z_1^*|$ for all $z_1 \in \mathbb{R}^n$. Since $L$ has quadratic growth away from $z_1^*$ by Assumption 3, then dividing both sides of $|\nabla L(z_1)| \leq M|z_1 - z_1^*|$ by $M$ and substituting into Assumption 3 leads to $L(z_1) - L^* \geq \frac{\zeta^2}{M} |\nabla L(z_1)|^2$, where $\alpha > 0$ comes from Assumption 3. Then, $V_0$ in (13) is lower bounded as follows: for each $z \in \mathbb{R}^{2n}$, $V_0(z) = \gamma(L(z_1) - L^*) + \frac{1}{2} |z_2|^2 \geq \gamma \left(\frac{\alpha}{M^2}\right) |\nabla L(z_1)|^2 + \frac{1}{2} |z_2|^2$. Using such a lower bound and the same $c_0 > 0$ as in Section 2.3.1, we define the set

$$\mathcal{T}_{0,1} := \left\{ z \in \mathbb{R}^{2n} : \gamma \left(\frac{\alpha}{M^2}\right) |\nabla L(z_1)|^2 + \frac{1}{2} |z_2|^2 \geq c_0 \right\}. \tag{22}$$

The set in (22) defines the (closed) complement of a sublevel set of the Lyapunov function $V_0$ in (13) with level equal to $c_0$. The constant $c_0$ is also a part of the hysteresis mechanism, as shown in Fig. 3. When $z \in \mathcal{U}_0$, $q = 0$, and $\tau = 0$, then the supervisor does not need to switch to $\kappa_1$, as the state component $z$ is close enough to the minimizer to keep using $\kappa_0$. But if $z \in \mathcal{T}_{0,1}$ while $q = 0$ and $\tau = 0$, then $z$ is far enough from the minimizer, and the supervisor then switches to $\kappa_1$.

While the constants $\bar{c}_0$, $\tilde{c}_{1,0}$, $d_0$, $d_{1,0}$, and the set $\mathcal{T}_{0,1}$ in (22) depend on the constants $M > 0$ and $\alpha > 0$ which
characterize the objective function $L$, as long as $M$ and $\alpha$ are positive, the uniform asymptotic stability property established in the forthcoming Theorem 8 still holds. As long as $M > 0$ and $\alpha > 0$ belong to a known set, the parameters $c_0$, $c_{1,0}$, $d_0$, and $d_{1,0}$ can still be tuned, treating such tuning as a worst-case tuning problem.

### 2.4 Design of the Parameter $\lambda$

The heavy ball parameter $\lambda > 0$ should be made large enough to avoid oscillations near the minimizer, as stated in Sections 1.1, 1.2, and 2.1. To gain some intuition on how to tune $\lambda$, consider the quadratic objective function $L(z_1) = \frac{1}{2}a_1z_1^2$, $a_1 > 0$, which was analyzed in detail in [2]. For such a case, solutions to the heavy ball algorithm are overdamped (i.e., converge slowly with no oscillations) when $\lambda > 2\sqrt{a_1}$, critically damped (i.e., the fastest convergence possible with no oscillations) when $\lambda = 2\sqrt{a_1}$, and underdamped (fastest convergence with oscillations) when $\lambda < 2\sqrt{a_1}$. Therefore, setting $\lambda \geq 2\sqrt{a_1}$ gives the desired behavior of solutions to $H_0$, for such an objective function. More generally, setting $\lambda$ sufficiently large to avoid oscillations suffices, in practice. Numerically, $\lambda$ can be tuned as follows. Choose an arbitrarily large value of $\lambda$. If there is still oscillations or overshoot locally, despite the switch from $k_1$ to $k_0$ being made near the minimizer, then gradually increase $\lambda$ until the oscillations and overshoot disappear. See Example 9 where $\lambda$ was tuned in such a way.

### 2.5 Well-posedness of the hybrid closed-loop system $H$

When $L$ satisfies Assumptions 2, 3, and 4, the hybrid closed-loop system $H$ in (9) satisfies the hybrid basic conditions in [16, Assumption 6.5]. The satisfaction of such conditions is demonstrated in the following lemma. Its proof is in [21].

#### Lemma 6 (Well-posedness of $H$)

Let the function $L$ satisfy Assumptions 2, 3, and 4. Let the sets $U_0$, $T_{1,0}$, and $T_{0,1}$ be defined via (21), and (22), respectively. Let the functions $d$ and $\tilde{\beta}$ be defined as in (5). Let $k_0$ and $k_1$ be defined via (6). Then, the hybrid closed-loop system $H$ in (9) satisfies the hybrid basic conditions.

In Theorem 8 we show that $H$ has a compact pre-asymptotically stable set. In light of this property, Lemma 6 is key as it leads to pre-asymptotic stability that is robust to small perturbations [16, Theorem 7.21]. In the case of gradient-based algorithms, for instance, such perturbations can take the form of small noise in measurements of the gradient.

Under Assumptions 2, 3, and 4, every maximal solution to $H$ is complete; see [21, Section 2.6] for such a result.

### 2.6 Main Result

The result in this section depends on the notion of UGAS, which is defined in [15] and [16] as follows.

#### Definition 7 (UGAS)

Given a hybrid closed-loop system $H$ as in (8), a nonempty set $A \subset \mathbb{R}^n$ is said to be uniformly globally stable for $H$ if there exists a class-$K_\infty$ function $\alpha$ such that any solution $x$ to $H$ satisfies $|x(t, j)|_A \leq \alpha(|x(0, 0)|_A)$ for all $(t, j) \in \text{dom } x$; uniformly globally pre-attractive (UGpA) for $H$ if for each $\epsilon > 0$ and $\delta > 0$ there exists $T > 0$ such that, for any solution $x$ to $H$ with $|x(0, 0)|_A \leq \delta$, $(t, j) \in \text{dom } x$ and $t + j \leq T$ imply $|x(t, j)|_A \leq \epsilon$; and uniformly globally asymptotically stable (UGAS) for $H$ if it is both uniformly globally stable and uniformly globally pre-attractive.

When every maximal solution is complete, then the prefix “pre” is dropped to obtain UGA and UGAS. In this section, we present a result that establishes UGAS of the set

$$A := \{z \in \mathbb{R}^{2n}_0 : \nabla L(z_1) = z_2 = 0 \} \times \{0\} \times \{0\}$$

(23)

and a hybrid convergence rate that, globally, is equal to $\frac{1}{(t+2)}$ while locally, is exponential, for the hybrid closed-loop algorithm $H$ in (9) and (10). Recall that the state $x := (z, q, \tau) \in \mathbb{R}^{2n}_0 \times Q \times \mathbb{R}_{\geq 0}$. In light of this, the first component of $A$, namely, $\{z_1^*\}$, is the minimizer of $L$. The second component of $A$, namely, $\{0\}$, reflects the fact that we need the velocity state $z_2$ to equal zero in $A$ so that solutions are not pushed out of such a set. The third component in $A$, namely, $\{0\}$, is due to the logic state ending with the value $q = 0$, namely using $k_0$ as the state $z$ reaches the set of minimizers of $L$. The last component in $A$ is due to $\tau$ being set to, and then staying at, zero when the supervisor switches to $k_0$.

#### Theorem 8 (UGAS of $A$ for $H$)

Let the function $L$ satisfy Assumptions 2, 3, and 4. Let $c_1 > 0$, $\alpha > 0$, $\delta > 0$, $c_{1,0} \in (0, \epsilon_0)$, and $d_{1,0} \in (0, d_0)$. Then $A$ be defined via (5), and (6), respectively. Let the functions $d$ and $\tilde{\beta}$ be defined as in (5), and let $k_0$ and $k_1$ be defined via (6). Then, the set $A$, defined via (23), is UGAS for $H$ given in (9)-(10). Furthermore, each maximal solution $x(t, j) \mapsto x(t, j) = (z(t, j), q(t, j), \tau(t, j))$ of the hybrid closed-loop algorithm $H$ starting from $C_1$ with $\tau(0, 0) = 0$ satisfies the following:

1. The domain $\text{dom } x$ of the solution $x$ is of the form

$$\bigcup_{j=0}^n (P \times \{j\})$$

with $P$ of the form $[t_0, t_1]$ and with $I^0$

---

5 We define the interval $I^j := \{t : (t, j) \in \text{dom } x\}$. 

7 We define the interval $I^j := \{t : (t, j) \in \text{dom } x\}$. 

---
of the form \([t_1, \infty)\) for some \(t_1 \geq 0\) defining the time of the first jump. In other words, the system experiences at most one jump;

2) For each \(t \in I^0\) such that \(t \geq 0\)

\[
L(z_1(t, 0)) - L^* 
\leq \frac{4CM}{\zeta^2(t + 2)^2} \left( |z_1(0, 0) - z_1|^2 + |z_2(0, 0)|^2 \right) \tag{24}
\]

where \(L^* = L(z^*)\) and \(c := (1 + \zeta^2) \exp \left( \frac{14}{4} + \frac{\zeta^2}{M^2} \right)\).

Namely, \(L(z_1(t, 0)) - L^*\) is \(O\left(\frac{4CM}{\zeta^2(t + 2)^2}\right);

3) For each \(t \in I^0\), \(L(z_1(t, 1)) - L^*\) is

\(O\left(\exp\left(-(1 - m)\psi|t|\right)\right)\), where \(m \in (0, 1)\) is such that \(\psi := \frac{\max_{x \in X} C(x)}{\lambda} > 0\) and \(\nu := \psi(\psi - \lambda) < 0\).

As will be shown in the forthcoming proof of Theorem 8 in Section 4, solutions starting from \(C_1\) jump no more than once. The UGAS of the hybrid closed-loop algorithm \(I^0\) in Theorem 8 is proved as follows. First, in the forthcoming Proposition 10, we establish UGAS of the set \(\{z_1^*\} \times \{0\}\) for the closed-loop algorithm \(I^0\) in (11) via Lyapunov theory and the application of an invariance principle. Then, in the forthcoming Proposition 15, we prove UGAS of the set \(\{z_1^*\} \times \{0\}\) for the closed-loop algorithm \(I^0\) in (12) via Lyapunov theory and a comparison principle. Then, UGAS of \(A\) for \(I^0\) and item 1) in Theorem 8 follow from a proof-by-contradiction employing the UGAS of \(A\), the UGAS of \(I^0\), and the construction of the sets \(U_0, T_{1,0}\), and \(T_{0,1}\). The hybrid convergence rate of the closed-loop algorithm \(I^0\) in items 2) and 3) of Theorem 8 is proved in the forthcoming Propositions 12, 13, and 14.

3 Numerical Example

Example 9 In this example, we compare the hybrid closed-loop algorithm \(I^0\), defined via (9) and (10), with the individual closed-loop optimization algorithms \(I_0\) and \(I_1\) and with the \(I^0\) algorithm from [12] which, in [12], is designed and analyzed for convex functions \(L\) satisfying Assumptions 2 and 4. The bound for \(I^0\) is \(L(z_1(t, 0)) - L^* \leq B\) for all \((t, j) \in \text{dom}(z, \tau)\) such that \(j = 0\), \(z_1(0, 0) = z_2(0, 0)\), \(\tau(0, 0) = T_{\text{min}}, z_1(0, 0) \in K_0 := \{z_1^*\} + rB\), where \(B := \frac{\lambda^2}{2\alpha^2} + \frac{\lambda^2}{2\alpha^2} (L(z_1(0, 0)) - L^* ) > 0\), \(r \in \mathbb{R}_{>0}\), \(c_1 > 0\). Such a rate is only guaranteed until the first jump.

Next, we compare \(I^0, I_1, I_2\), and \(I^0\) in simulation.

To compare these algorithms, the choice of objective function, parameter values, and initial conditions are as follows. We use the objective function \(L(z_1) := z_1^2\), the gradient of which is Lipschitz continuous with \(M = 2\), and which has a single minimizer at \(z_1^* = 0\). This choice of objective function is made so that we can easily tune \(\lambda\), as described in Section 2.4. We arbitrarily chose the heavy ball parameter value \(\gamma = \frac{1}{2}\) and we tuned \(\lambda\) to 200 by choosing a value arbitrarily larger than \(2/\sqrt{\alpha_1}\), where \(\alpha_1\) comes from Section 2.4, and gradually increasing it until there is no overshoot in the hybrid algorithm. In Figure 6, we stated that choosing \(\gamma = 2\) leads to faster convergence, for Nesterov’s method in (3) and \(I^0\), than choosing \(\gamma = 1\). In general, convergence for such algorithms is faster as \(\gamma\) increases, and slower as \(\gamma\) tends to zero. Given \(\gamma = 2\) for Nesterov’s algorithm and \(I^0\), the \(I^0\) parameters \(c_1 = 0.5\) and \(T_{\text{min}} = \frac{1 + \sqrt{\gamma}}{2}\) are chosen such that the resulting gain coefficients for \(z_1\) and \(z_2\) are the same for both \(I^0\) and \(I^0\), so that these algorithms are compared fairly for a particular set of parameters. The remaining \(I^0\) parameters, \(r\) and \(\delta_{\text{med}}\), have different values depending on the initial conditions \(z_1(0, 0) = z_2(0, 0)\), listed in [21, Table 2], which leads to different values of \(T_{\text{med}}\) and \(T_{\text{max}}\), for each solution. Such values are chosen such that \(T_{\text{med}} \geq \frac{\sqrt{\delta_{\text{med}}} + \delta_{\text{med}}}{4}\). Additionally, we choose \(T_{\text{max}} = T_{\text{med}} + 1\). The parameter values for the uniting algorithm are \(\varepsilon = 10, \varepsilon_1 = 5, \lambda = 1\). The remaining parameter values \(\alpha_0\) and \(\lambda_{1,0}\) are different depending on the initial condition \(z_1(0, 0)\) and are listed in [21, Table 2], which leads to different values of \(\alpha_0\) calculated via (14), and \(\alpha_{1,0}\) calculated via (19). These values are chosen for proper tuning of the algorithm, in order to get nice performance, and for exploiting the properties of Nesterov’s method as long as we want. Initial conditions for all solutions to \(I^0\) are \(z_2(0, 0) = 0, q(0, 0) = 1, \) and \(\tau(0, 0) = 0\), with values of \(z_1(0, 0)\) listed in [21, Table 2]. Initial conditions for all solutions to \(I^0\) are \(\tau(0, 0) = T_{\text{med}}, \) with values of \(z_1(0, 0) = z_2(0, 0)\) listed in [21, Table 2].

The time that it takes for each algorithm to settle within 1\% of \(z_1^*\), averaged over solutions starting from ten different values of \(z_1(0, 0)\), are as follows: 0.811 seconds for \(I^0\), 690.759 seconds for \(I_0\), 4.409 seconds for \(I_1\), and 8.649 seconds for \(I^0\). Using the formula

\[
\left( \frac{\text{Time of } I^0, I_1, \text{ or } I^0 - \text{Time of } I^0}{\text{Time of } I_0, I_1, \text{ or } I^0} \right) \times 100\%.
\]

the average percent improvement of \(I^0\) over each of the other algorithms is 99.9\% over \(I_0\), 81.6\% over \(I_1\), and 90.6\% over \(I^0\).

7 Although the choice of \(\gamma\) is arbitrary, we have found in general that choosing \(\gamma = (0, 1)\) works well, in practice.

8 Although there exist parameter values for which \(I^0\) has faster, oscillation-free performance, due to the way \(I^0\) and \(I^0\) relate to each other, they are compared fairly for a particular set of parameters.

9 Code at

github.com/HybridSystemsLab/UnitingDifferentICs
Proposition 10 (UGAS of $\{z^*_1\} \times \{0\}$ for $\mathcal{H}_0$) Let $L$ satisfy Assumptions 2, 3, and 4. For each $\lambda > 0$ and $\gamma > 0$, the set $\{z^*_1\} \times \{0\}$ is UGAS for the closed-loop algorithm $\mathcal{H}_0$ in (11).

Next, we establish the convergence rate of the closed-loop algorithm $\mathcal{H}_0$. To do so, we use the following Lyapunov function, proposed in [9, Lemma 4.2]:

\[
V(z) = \gamma(L(z) - L^*) + \frac{1}{2}\psi|z_1 - z^*_1|^2 + \frac{\nu}{2}|z_2|^2
\]

where, given $\lambda > 0$, $\psi > 0$ is chosen such that $\psi(\psi - \lambda) < 0$. When $L$ satisfies Assumption 2, the following lemma, which is a version of [9, Lemma 4.2] tailored for the unperturbed heavy ball algorithm in (11), gives an upper bound on the change of $V$ in (26). Its proof is in [21].

Lemma 11 Let $L$ satisfy Assumption 2, and let $\lambda > 0$ and $\gamma > 0$, which come from $\mathcal{H}_0$ in (11), be given. For each $\psi > 0$ such that $\nu := \psi(\psi - \lambda) < 0$, the following bound is satisfied for each $z \in \mathbb{R}^2_+$:

\[
\dot{V}(z) \leq -\psi(a(z_1) + 2bc(z_1)) + 2(\psi - \lambda)b(z),
\]

where $V$ is defined in (26), $a(z_1) := \gamma(L(z_1) - L^*)$, $b(z) := \psi(z_1 - z^*_1) + z_2^2$, and $c(z_1) := \frac{1}{2}|z_1 - z^*_1|^2$.

We employ Lemma 5.2 to show that when $L$ satisfies Assumptions 2 and 3, the convergence rate of the closed-loop algorithm $\mathcal{H}_0$ in (11) is exponential. This is supported by the following proposition, which is a version of [9, Theorem 3.2] tailored for the unperturbed heavy ball algorithm $\mathcal{H}_0$ in (11). Its proof is in [21].

Proposition 12 (Convergence rate for $\mathcal{H}_0$) Let $L$ satisfy Assumptions 2 and 3, let $\alpha > 0$ come from Assumption 3, and let $\lambda > 0$ and $\gamma > 0$ come from $\mathcal{H}_0$ in (11). For each $m \in (0, 1)$ such that $\psi := \frac{m}{\lambda} > 0$ and $\nu := \psi(\psi - \lambda) < 0$, each maximal solution $t \mapsto z(t)$ to the closed-loop algorithm $\mathcal{H}_0$ satisfies

\[
L(z_1(t)) - L^* = O(\exp(-(1 - m)\psi t))
\]

for all $t \in \text{dom } z := \mathbb{R}_{\geq 0}$.

4.2 Properties of $\mathcal{H}_1$

When $L$ satisfies Assumptions 2 and 4, then we can derive an upper bound, for all $t \geq 0$, on $V_1$ in (17) along solutions to $\mathcal{H}_1$. To derive such a bound, we extend [11, Proposition 3.2] to functions $L$ with generic $L^*$, $z^*_1$, and $\zeta > 0$, in the following proposition. Its proof is in [21].

Proposition 13 Let $L$ satisfy Assumptions 2 and 4. Then, each maximal solution $t \mapsto (z(t), \tau(t))$ to the closed-loop algorithm $\mathcal{H}_1$ in (12) with $\tau(0) = 0$ satisfies $V_1(z(t), t) \leq \frac{4}{(\tau^2/c)^2}V_1(z(0), 0)$ for all $t \geq 0$, where $V_1$ is defined via (17).
The following proposition establishes that the closed-loop algorithm $\mathcal{H}_1$ has a convergence rate $\frac{1}{(t+2)^2}$ for all $t \geq 0$. To prove it, we use Proposition 13. Its proof is in [21].

**Proposition 14 (Convergence rate for $\mathcal{H}_1$)** Let $L$ satisfy Assumptions 2 and 4. Let $\zeta > 0$ and $M > 0$ come from Assumption 4. Then, for each maximal solution $t \mapsto (z(t), \tau(t))$ to the closed-loop algorithm $\mathcal{H}_1$ in (12) with $\tau(0) = 0$, the following holds:

$$\frac{\zeta^2}{M}(L(z_1(t)) - L^*) \leq V_1(z(t), t) \leq \frac{4c}{(t+2)^2} \left( |z_1(0) - z_1^*|^2 + |z_2(0)|^2 \right)$$

for all $t \geq 0$, where $c := (1 + \zeta^2) \exp \left( \frac{13}{4} + \frac{c}{3M} \right)$.

The following proposition establishes that the closed-loop system $\mathcal{H}_1$ in (12) has the set

$$A_1 := \{ z_1^1 \} \times \{ 0 \} \times \mathbb{R}_{\geq 0}$$

UGAS. To prove it, we use Proposition 14 and [16, Theorem 3.18]. Its proof is in [21].

**Proposition 15 (UGAS of $A_1$ in (29) for $\mathcal{H}_1$)** Let $L$ satisfy Assumptions 2 and 4. Let $\zeta > 0$ and let $M > 0$ come from Assumption 4. Then, the set $A_1$ in (29) is UGAS for $\mathcal{H}_1$.

### 4.3 Uniform Global Asymptotic Stability of $\mathcal{A}$ for $\mathcal{H}$

The hybrid closed-loop algorithm $\mathcal{H}$ satisfies the hybrid basic conditions by Lemma 6, satisfying the first assumption of [21, Theorem A.3]. Furthermore, $\Pi(C_0) \cup \Pi(D_0) = \mathbb{R}^{2n}$, $\Pi(C_1) \cup \Pi(D_1) = \mathbb{R}^{2n}$, and each maximal solution $(t, j) \mapsto x(t, j) = (z(t, j), q(t, j), \tau(t, j))$ to $\mathcal{H}$ in (9)-(10) is complete and bounded by [21, Proposition 2.9]. Since by Assumption 2, $L$ has a unique minimizer $z_1^*$, then $\mathcal{A}$, defined via (23), is compact by construction, and $\mathcal{U} = \mathbb{R}^{2n} \times Q \times \mathbb{R}_{\geq 0}$ contains a nonzero open neighborhood of $\mathcal{A}$, satisfying the second assumption of [21, Theorem A.3].

To prove attractivity $^{10}$ of $\mathcal{A}$, we proceed by contradiction. Suppose there exists a complete solution $x$ to $\mathcal{H}$ such that $\lim_{t+j \to \infty} [x(t, j)]_{\mathcal{A}} \neq 0$. Since [21, Proposition 2.9] guarantees completeness of maximal solutions, we have the following cases:

a) There exists $(t', j') \in \text{dom } x$ such that $x(t, j) \in C_1 \setminus D_1$ for all $(t, j) \in \text{dom } x, t + j \geq t' + j'$;

b) There exists $(t', j') \in \text{dom } x$ such that $x(t, j) \in C_0 \setminus (\mathcal{A} \cup D_0)$ for all $(t, j) \in \text{dom } x, t + j \geq t' + j'$;

c) There exists $(t', j') \in \text{dom } x$ such that $x(t, j) \in D$ for all $(t, j) \in \text{dom } x, t + j \geq t' + j'$.

Case a) contradicts the fact that, by Proposition 15, the set $A_1$, defined via (29), is UGAS for $\mathcal{H}_1$. Such UGAS of $A_1$ implies there exist $c_1 \in (0, \zeta)$ and $d_1 \in (0, d_1) \cup \{ 0 \}$ such that the state $z$ reaches $(\{ z_1^1 \} \cup \{ z_1^0 \}) \times \{ 0 \} + d_1 \mathbb{B}$ at some finite time $t \geq 0$ or as $t \to \infty$. In turn, due to the construction of $C_1$ and $D_1$ in (10), with $T_{1,0}$ defined via (21), the solution $x$ must reach $D_1$ at some $(t, j) \in \text{dom } x, t + j \geq t' + j'$. Therefore, case a) does not happen.

Case b) contradicts the fact that, by Proposition 10, the hybrid closed-loop algorithm $\mathcal{H}_1$ has a convergence rate $\frac{1}{(t+2)^2}$ for all $(t, j) \in \text{dom } x, t + j \geq t' + j'$. Finally, we prove the hybrid convergence rate of $\mathcal{H}$. Letting $\zeta > 0$ and letting $M > 0$ come from Assumption...
4, then by Proposition 14, since \( L \) satisfies Assumptions 2 and 4, each maximal solution \( t \rightarrow (z(t), \tau(t)) \) to the closed-loop algorithm \( \mathcal{H} \) with \( \tau(0,0) = 0 \) satisfies (28), for all \( t \geq 0 \), where \( c \) is defined below (28). By Proposition 12, since \( L \) satisfies Assumptions 2 and 4, each maximal solution \( t \rightarrow (z(t), \tau(t)) \) to the closed-loop algorithm \( \mathcal{H} \) satisfies (27) for all \( t \in \text{dom} z \). Since maximal solutions \( (t,j) \rightarrow x(t,j) = (z(t,j), q(t,j), \tau(t,j)) \) to \( \mathcal{H} \) starting from \( C_1 \) are guaranteed to jump no more than once, as implied by the contradiction in cases i)-ii) above, then the domain of each maximal solution \( x \) to \( \mathcal{H} \) starting from \( C_1 \) is \( \bigcup_{j=0}^t \bigcup_{j} \), with \( I^0 \) of the form \( [t_0, t_1] \) and with \( I \) of the form \( [t_1, \infty) \). Therefore, given \( \zeta > 0 \), \( \lambda > 0 \), \( \gamma > 0 \), \( c_{1,0} \in (0, c_0) \), \( c_{1,j} \in (0, c_3) \), \( \alpha > 0 \) from Assumption 3, and \( M > 0 \) from Assumption 4, due to the construction of \( \mathcal{H}, T_{0,1}, T_{1,0} \), and \( T_{0,1} \) in (16), (21), and (22), with \( c_{1,0} \in (0, c_0) \) and \( \epsilon_{1,0} \in (0, \epsilon_0) \) defined via (14) and (19), and due to the individual convergence rates of \( \mathcal{H} \) and \( \mathcal{H}_0 \), each maximal solution \( (t,j) \rightarrow x(t,j) = (z(t,j), q(t,j), \tau(t,j)) \) to the hybrid closed-loop algorithm \( \mathcal{H} \) that starts in \( C_1 \), such that it \( \tau(0,0) = 0 \), satisfies (24) for each \( t \in I^0 \) at which \( q(t,0) \) is equal to 1 and \( t \geq 0 \), and satisfies item 3) of Theorem 8 for each \( t \in I^1 \) at which \( q(t,1) \) is equal to 0.

**Remark 16** Although it is outside the scope of this paper, a potential approach to discretizing the hybrid closed-loop algorithm \( \mathcal{H} \) in (9)-(10) can be found in [24]. Such a discretization approach, which is designed for hybrid systems and which has assumptions that are satisfied by forward Euler and \( p \)-stage Runge-Kutta consistent methods, for example, would yield results similar to Theorem 8, Proposition 10, Lemma 11, and Propositions 12, 13, 14, and 15.

### 5 Conclusion

We presented an algorithm, designed using hybrid system tools, that unites Nesterov’s accelerated algorithm and the heavy ball algorithm to ensure fast convergence and UGAS of the unique minimizer for \( C^1 \), convex objective functions \( L \). The hybrid convergence rate is \((t+2)^2 \) globally and exponential locally. In simulation, we showed performance improvement not only over the individual heavy ball and Nesterov algorithms, but also over the HAND-1 algorithm in [12]. In the process, we proved the existence of solutions for the individual heavy ball and Nesterov algorithms, and we extended the convergence rate results for Nesterov’s algorithm in [11] to functions \( L \) with generic \( z_1^*, L^*, \) and \( \zeta > 0 \). Additionally, we established UGAS of the minimizer for Nesterov’s algorithm, when \( L = C^1 \), convex, and has a unique minimizer. Future work will extend the unifying algorithm to a general framework, allowing the local and global algorithms to be any accelerated gradient algorithm. We will also extend the unifying algorithm to learning applications.
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