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ABSTRACT The present work investigates a fault detection problem using a gain-scheduled filter for discrete-time Linear Parameter Varying systems. We assume that we cannot directly measure the scheduling parameter but, instead, it is estimated. On the one hand, this assumption imposes the challenge that the fault detection filter should perform properly even when using an inexact parameter. On the other, it avoids the burden associated with designing a complex estimation process for this parameter. We propose three design approaches: the $H_2$, $H_\infty$, and mixed $H_2 / H_\infty$ gain-scheduled Fault Detection Filters designed via Linear Matrix Inequalities. We also provide numerical simulations to illustrate the applicability and performance of the proposed novel methods.

INDEX TERMS Fault detection and isolation, LPV systems, $H_2$ gain-scheduled filter, $H_\infty$ gain-scheduled filter.

I. INTRODUCTION Faults are inherent in any complex engineering system, such as, for instance, in a multitude of sensor and actuator systems used to drive and operate high degree-of-freedom electromechanical mechanisms. The presence of these faults may, among others, lead to significant performance degradation and can yield to unsafe operations [1]. Therefore it is of utmost importance for the optimal and safe operation of such complex engineering systems that the faults are promptly detected and isolated so that they can be subsequently compensated.

In the literature, there are two main approaches for dealing with fault occurrence: the data-driven [2] and the model-based [3] methods. For a particular application of wind turbines, a direct comparison of both approaches is presented in [4]. In [5], the authors present a comparison between the model-based and data-driven approaches considering an Unmanned Aerial Vehicle. In general, while it is not trivial to develop or to identify an accurate dynamical model of a given complex system, the model-based approach is often preferable in practice as it provides a rigorous design framework and is applicable in many practical cases. For instance, in cases where the system is only partially observable or where it requires further implementation of sensors, controllers, or security measurements, it is difficult or impossible to gather enough data to implement a data-driven approach. However, it is still possible to obtain a model to describe the system.

Fault Detection (FD) is a well-established model-based approach where we can integrate the models on the design of fault detection filters (FDF) [3], [6]–[9]. The main idea of an FDF is based on the use of residue generator filters, where the model-based filters provide a residue signal that corresponds...
to the occurrence of faults. This signal is close to zero when the system is in its nominal state, and it changes markedly when a fault occurs [6], [9].

When the systems are nonlinear, the application of FD using a set of linear approximations of the nonlinear models may lead to practical problems. For instance, if a nonlinear system is simply represented by a linear time-invariant model, then it can generate false alarms or return false negative signals due to the lack of dynamical information in the model [10]. In this case, the use of a Linear Parameter Varying (LPV) modelling framework to model nonlinear systems in the FD context has been favoured in the literature, as advocated in [11]–[14].

The effectiveness of the LPV framework for FD problems has been demonstrated in many real applications, such as the FD for a fixed-wing using a set-valued observer for LPV systems [15], the FD for a wind turbine using a polypoly LPV approach [10], the FD for a glucose-insulin system [16] and the FD for a Grid-Connected Hybrid Power Plant using LPV systems associated with a search algorithm [17]. There has been significant progress in the design methods and analysis of LPV systems in the past decades. Some of the recent results are, among many others, the design of FD for LPV systems with bounded uncertainties as proposed in [18], the unknown input observer (UIO) with LPV framework in [19], the FD method for Lur’e systems in [20], the FD approach for polytopic sliding mode observers in [21], and the robust fault detection approach and the design of a set-theoretic unknown input observer for LPV systems in [22]. In [23], the authors present an FDF design under a discrete-time Takagi-Sugeno Fuzzy Markovian jumping system (MJS) framework with the presence of time-varying delay, missing measurement, and partly unknown transition probability. The authors in [24] study the dissipative-based finite-time FDF for a discrete-time complex system in the presence of random delays and channel fading. In [25], the authors propose an event-triggered observer-based FDF design using switched non-linear network control systems. Shen et al. [26] present the design of a fuzzy fault-tolerant control for MJS, where the faults are reconstructed using proportional integral observers. In [27], the authors study the design of a simultaneous FDF and state-feedback control for MJS under the premise that the transition matrix is partially unknown. The paper [28] provides the design of a Fault Accommodation Control for hidden-MJS, assuming that the transition matrix in the Markov chain is partially unknown. In [29] the filtering problem for the class of fuzzy singular MJS is analyzed, considering that the system is subjected to time-varying delays. An important aspect that must be considered in the design of an FD scheme is that FD filters need to be resilient against noise to minimize the occurrence of false alarms [6], [9]. Another desirable aspect is that a fault must be detected as soon as possible. To fulfill both tasks, using $H_2$ and $H_\infty$ norms can be useful as performance indexes. In this case, the papers [30]–[32] present parameter-dependent Linear Matrix Inequalities (LMI) constraints to obtain $H_2$ and $H_\infty$ guaranteed cost values for the LPV systems. In [33], the $H_2$ guaranteed cost values are obtained through a gain scheduled filter using LMI with Pólya’s relaxations, based on a polynomial structure within the context of uncertain scheduled parameters.

The LPV framework allows us to design control and filter solutions that depend on time-varying parameters, where these parameters may be associated with any part of the system. Regarding the structure of the FDF in the LPV framework, we can distinguish them by the dependency of the time-varying parameter: the parameter-independent approach, which is also known as the robust structure [34], [35]; and the parameter-dependent one, which is typically referred to as the gain-scheduled structure [36], [37]. Comparing the conservative levels between the two different strategies, the gain-scheduled one has a noticeable advantage since it can be reconfigured on-line using the measurements of the time-varying parameter. We consider in this paper that the time-varying parameter is not directly accessible but, instead, it is measured subject to the uncertainties associated with this measurement. Hence, this imprecision is an additional challenge that needs to be taken into account within the FD context, as it cannot be mistakenly considered as a fault, which could lead to the occurrence of false alarms. We can refer to [37] for works dealing with inexact measurements of the time-varying parameter. These design methods are based on the formulation of optimization problems as semi-definite programming using LMI constraints. This formulation allows us to draw FD solutions in the robust or gain-scheduled structures. The distinction between such structures is made during the design process, where the polynomial degree associated with each decision variable changes according to the desired formulation. For a detailed explanation and motivation on this matter, we refer the interested readers to [30], [38]–[41].

A central distinguishing assumption in this paper is that we consider discrete-time LPV systems in which the time-varying parameters are estimated, and that these estimated parameters are contaminated by additive noise. Typically, in the existing methods in the literature, this imprecision is ignored for design simplification. However, depending on the system dynamics and the applied estimation process, this discrepancy may lead the LPV system to lose performance or to become unstable since it may be working outside its designed operational range. An option within this scenario is to implement a more sophisticated estimation process, which will increase the computational burden in an on-line fashion. Adding the assumption that the time-varying parameters are imprecise in the design process of the FDF is particularly useful since it allows to deal with the inexact estimated parameter, presuming that the imprecision is inherent to the estimation process. From the practical standpoint, the proposed Gain-Scheduled Fault Detection Filter design, which is inspired by the results in [33], [42]–[44], tackles this problem without overburdening the estimation process.

While the motivation and applicability of using performance indexes in the context of FD are conceivable, to the
best of the authors’ knowledge, they have not yet been discussed thoroughly in the literature under the assumption that the scheduling parameter is imprecisely known. Bearing this in mind, the main contributions of the present paper, under the imprecisely known scenario for the scheduling parameter, are the design and analysis of:

- $\mathcal{H}_2$ FDF for discrete-time LPV systems,
- $\mathcal{H}_\infty$ FDF for discrete-time LPV systems,
- mixed $\mathcal{H}_2 / \mathcal{H}_\infty$ FDF for discrete-time LPV systems.

Furthermore, illustrative simulations to exemplify the proposed approaches and to explore the implementation aspects for all aforementioned FD filters are provided. The assumption that the scheduling parameter is imprecise is considered during the design process using the more recent LMI parses ROLMIP [38], associated with YALMIP [45]. The conditions for solving such problems are obtained via LMI and are based on the results in [30], [31].

This paper is organized as follows: Sections II and III present the necessary theoretical background and the problem formulation, Section IV presents the main theoretical results, Section V illustrates the results with an illustrative example, and Section VI concludes the paper with some final comments.

II. PRELIMINARIES

A. NOTATIONS

$\mathbb{N}$ and $\mathbb{N}^+$ denote respectively, the set of real numbers and the set of positive real numbers. The $n$-th dimensional Euclidian space with norm $\| \cdot \|$ is denoted by $\mathbb{R}^n$. The symbol $'$ denotes the transpose matrix, and $\bullet$ represents blocks induced by symmetry in a square matrix. The operator $\operatorname{Her}(\cdot)$ denotes the symmetric sum, e.g. $\operatorname{Her}(X) = X' + X$. The expected value operator is represented by $\mathbb{E}(\cdot)$. The set $\mathbb{L}_2$ is the class of square-summable sequences, and for $w = \{w(0), w(1), \ldots \} \in \mathbb{L}_2$ we write $\|w\|^2 = \sum_{k=0}^{\infty} \|w(k)\|^2$.

Definition 1 (Unit-Simplex): The unit-simplex $\Lambda_N$ of dimension $N \in \mathbb{N}$, with $N \geq 2$ is defined as

$$\Lambda_N = \left\{ \zeta \in \mathbb{R}^N : \sum_{i=1}^{N} \zeta_i = 1, \zeta_i \geq 0, i = 1, \ldots, N \right\}. \quad (1)$$

Definition 2 (Multi-Simplex): The multi-simplex $\Lambda_{m,N}$ is defined as the Cartesian product of $m$ simplexes (as in (1)) with dimension of $N$, that is, $\Lambda_{m,N} = \Lambda_N \times \cdots \times \Lambda_N$ with the Cartesian product containing $m$ terms. Thus any $\theta \in \Lambda_{m,N}$ can be decomposed as $\theta = (\theta_1, \theta_2, \ldots, \theta_m)$, with $\theta_i = (\theta_{i1}, \theta_{i2}, \ldots, \theta_{iN}) \in \Lambda_N, i \in \{1, \ldots, m\}$.

Definition 3 (Homogeneous Polynomial): For a unit-simplex $\Lambda_N$ of dimension $N \in \mathbb{N}$, a polynomial $g(\theta)$, $\theta \in \Lambda_N$ is named a homogeneous polynomial of degree $l \in \mathbb{N}$ if all its monomials have the same total degree $l$. As an example, assuming $\theta = [\theta_1, \theta_2] \in \Lambda_2$, and $g(\theta) = \theta_1^3 + \theta_1^2 \theta_2 + \theta_1 \theta_2^2 + \theta_2^3$, $g(\theta)$ is said to be a homogeneous polynomial with a degree $l = 3$. Set $\mathbb{Z}_m^N$ as the set of $N$-tuples obtained from all possible combinations of $N$ nonnegative integers $k_j, j = 1, \ldots, N$, with sum $k_1 + k_2 + \cdots + k_N = l$. A homogeneous polynomial with $l$ degree is defined as

$$A(\theta) = \sum_{k \in \mathbb{Z}_m^N} \theta^k A_k, \quad (2)$$

where $\theta^k = \theta_1^{k_1} \theta_2^{k_2} \cdots \theta_N^{k_N} = \Pi_{j=1}^{N} \theta_j^{k_j}$.

B. LPV SYSTEMS

Consider the following discrete-time LPV system

$$\mathcal{G} := \left\{ x(k+1) = A_{\theta(k)} x(k) + B_{\theta(k)} w(k), \right.$$

where $x(k) \in \mathbb{R}^n$ represents the state vector, $w(k) \in \mathbb{R}^m$ represents the exogenous input, and the $z(k) \in \mathbb{R}^m$ denotes the output signal. We assume that the matrices $A_{\theta(k)}, B_{\theta(k)}, C_{\theta(k)}, D_{\theta(k)}$ in (3) depend on the parameter $\theta(k)$ in the affine form as

$$A_{\theta(k)} = A_0 + \sum_{i=1}^{m} \theta_i(k) A_i, \quad (4)$$

where $A_0, \ldots, A_m$ are given matrices and $\theta(k) = (\theta_1(k), \theta_2(k), \ldots, \theta_m(k))$ are bounded time-varying parameters satisfying $|\theta_i(k)| \leq t_i, t_i \in \mathbb{R}^+, i = 1, \ldots, m, \forall k \geq 0$. Similarly for $B_{\theta(k)}, C_{\theta(k)}, D_{\theta(k)}$. Observe that the affine form is a particular case of the parameterized form in (2) with degree equal to 1. Note that if we describe the matrices in (3) as polynomials with a degree equal to 0, system (3) becomes parameter-independent.

The procedure to choose each matrix $A_0$ and $A_i, i = 1, 2, \ldots, m$ that compose $A_{\theta(k)}$ in (4) is as follows. The matrix $A_0$ is related to the portion of the system’s dynamic that is fixed while the matrices $A_i$ are related to each time-varying parameter, for example, $A_1$ denotes how the time-varying parameter $\theta_1(k)$ influences the system’s dynamic, etc. As an illustrative example, we may have

$$A_{\theta(1)} = \begin{bmatrix} 1 & 0.1 + \theta_1(k) \ 0 & -0.75 + \theta_2(k) \end{bmatrix} = \begin{bmatrix} 1 & 0.1 \ 0 & -0.75 \end{bmatrix} + \begin{bmatrix} 0 & 0 \ 1 & 0 \end{bmatrix} \theta_1(k) + \begin{bmatrix} 0 & 0 \ 1 & 0 \end{bmatrix} \theta_2(k). \quad (5)$$

C. $\mathcal{H}_2$ GUARANTEED COST ANALYSIS

The $\mathcal{H}_2$ norm is a performance criterion that is associated with the energy of the impulse response of the system or, in other words,

$$\|\mathcal{G}\|_2 = \limsup_{T \to \infty} \mathbb{E} \left\{ \frac{1}{T} \sum_{k=0}^{T} z(k)z'(k) \right\}, \quad (6)$$

where $T$ is a positive integer that represents the time horizon and $w(k)$ is a standard white noise (Gaussian zero-mean in which the covariance matrix is equal to the identity matrix) as defined in [46].

Considering an asymptotically stable system in the form (3), an upper bound for its $\mathcal{H}_2$ norm can be obtained by a set of parameter-dependent LMI constraints, as introduced
in [30] and shown in the following lemma. For the sake of simplicity in (7)-(9) below we set \( \theta = \theta(k) \) and \( \beta = \beta(k+1) \).

**Lemma 1:** If there exist symmetric positive definite matrices \( P_\theta \) and \( W_0 \), such that
\[
\begin{bmatrix}
  P_{\beta} - A_\theta P_\theta A_\theta' \\
  P_\theta \\
  I
\end{bmatrix} > 0,
\]
\[
\begin{bmatrix}
  W_0 - D_\theta D_\theta' \\
  P_\theta C \theta' \\
  P_\theta
\end{bmatrix} > 0,
\]
and
\[
\text{Tr}(W_0) < \mu^2,
\]
hold for all \( \theta(k), k \geq 0 \), then \( \mu \) is an upper bound for the \( H_2 \) norm of system (3), that is, \( \| G \|_2 < \mu \).

Lemma 1 and its proof are presented in [30, Theorem 2].

**D. \( H_\infty \) GUARANTEED COST ANALYSIS**

In this subsection we introduce a few concepts that will be important later on regarding the \( H_\infty \) norm. The \( H_\infty \) norm is a classical performance criterion which can be computed using the Bounded Real Lemma (BRL), as proposed in [31] for LPV systems. For the system as in (3), its \( H_\infty \) norm is defined by
\[
\| G \|_\infty = \sup_{\| w \|_2 \neq 0} \frac{\| z \|_2}{\| w \|_2}, \quad w \in L_2.
\]

In the following lemma, based on the conditions from [30], we present the BRL for LPV systems where an upper bound for the \( H_\infty \) norm is computed via parameter-dependent LMI.

**Lemma 2:** If there exists a symmetric positive definite matrix \( P_\theta \), such that
\[
\begin{bmatrix}
  P_\beta - A_\theta P_\theta A_\theta' \\
  P_\theta \\
  I
\end{bmatrix} > 0,
\]
\[
\begin{bmatrix}
  W_0 - D_\theta D_\theta' \\
  P_\theta C \theta' \\
  P_\theta
\end{bmatrix} > 0,
\]
holds for all \( \theta(k), k \geq 0 \), then \( \gamma \) is an upper bound for the \( H_\infty \) norm of system (3), that is, \( \| G \|_\infty < \gamma \).

The proof for Lemma 2 can be found in [47, Lemma 3].

**III. GAIN SCHEDULED RESIDUE GENERATION PROBLEM FORMULATION**

**A. PROBLEM FORMULATION**

Consider the following LPV discrete-time system
\[
G_f := \begin{bmatrix}
  x(k+1) = A_{\theta(k)} x(k) + B_{\theta(k)} u(k) + J_{\theta(k)} w(k) \\
  y(k) = C_{\theta(k)} x(k) + D_{\theta(k)} w(k) + F_{\theta(k)} f(k)
\end{bmatrix},
\]
where \( x(k) \in \mathbb{R}^{n_x} \) represents the state vector, \( u(k) \in \mathbb{R}^{n_u} \) denotes the control input, \( w(k) \in \mathbb{R}^{n_w} \) is the exogenous input, \( y(k) \in \mathbb{R}^{n_y} \) is the measurement signal and \( f(k) \in \mathbb{R}^{n_f} \) is the fault signal. We also consider that the signals \( w, f \in L_2 \) and recall that the time-varying parameter \( \theta(k) \) is bounded as \( |\theta_i(k)| \leq L_i, \quad i = 1, \ldots, m, \forall k \geq 0 \).

**B. PARAMETER UNDER ADDITIVE UNCERTAINTY**

One of the major premises of the present paper is that the time-varying parameters \( \theta(k) \) are not directly accessible. Instead, we implement estimation procedures to gather an estimation \( \hat{\theta}(k) \) of the time-varying parameter \( \theta(k) \), which are not completely precise, meaning that we must assume that \( \hat{\theta}(k) \) is an inexact measurement of \( \theta(k) \). The design under the assumption of inexact measurements is dealt with a general model described in [33], [49], in which we assume that the estimated parameters \( \hat{\theta}(k) \) is a sum of the actual parameter \( \theta(k) \) with an orthogonal additive uncertainty \( \sigma(k) \), that is
\[
\hat{\theta}(k) = \theta(k) + \sigma(k), \quad i = 1, \ldots, m
\]
where \( |\sigma_i(k)| \leq d_i, \quad d_i \in \mathbb{R}^+, \quad i = 1, \ldots, m \).

**C. THE AUGMENTED SYSTEM**

From the aforementioned discussion we may define the augmented system which depends on both time-varying
parameters \( \theta(k), \hat{\theta}(k) \), by taking \( e(k) = r(k) - f(k) \), as

\[
\mathcal{G}_{\text{aug}} := \left\{ \bar{x}(k + 1) = \tilde{A}_{\theta(k)\hat{\theta}(k)} \bar{x}(k) + \tilde{J}_{\theta(k)\hat{\theta}(k)} \tilde{w}(k) \right\},
\]

where we consider the augmented vectors \( \bar{x} = [x(k) \, \eta'(k)]' \), \( \tilde{w} = [u'(k) \, d'(k) \, f'(k)]' \). In order to simplify the visualization of the resulting LMI, we consider hereafter \( \theta = \hat{\theta}(k) \), and \( \hat{\theta} = \hat{\theta}(k) \). The following augmented matrices can be obtained:

\[
\tilde{A}_{\hat{\theta}} = \begin{bmatrix} A_{\hat{\theta}} & B_{\hat{\theta}} \end{bmatrix}, \quad \tilde{J}_{\hat{\theta}} = \begin{bmatrix} J_{\hat{\theta}} \end{bmatrix}, \quad \tilde{C}_{\hat{\theta}} = \begin{bmatrix} C_{\hat{\theta}} \end{bmatrix}.
\]

Based on the augmented system as above, we can define the \( \mathcal{H}_2 \) Fault Detection problem as follows.

**\( \mathcal{H}_2 \) Fault Detection problem**: Given a desired \( \mathcal{H}_2 \)-gain \( \mu > 0 \), design the FDF as in (13) such that the \( \mathcal{H}_2 \) norm of the augmented system (16) satisfies

\[
\| \mathcal{G}_{\text{aug}} \|_2 = \lim_{T \to \infty} \sup_{\| e(k) \|_2 \leq 1} \left\{ \frac{1}{T} \sum_{k=0}^{T} e(k)'e(k) \right\} < \mu.
\]

Similarly, we can define the \( \mathcal{H}_\infty \) Fault Detection problem as follows.

**\( \mathcal{H}_\infty \) Fault Detection problem**: Given a desired \( \mathcal{H}_\infty \)-gain \( \gamma > 0 \), design the FDF as in (13) such that the \( \mathcal{H}_\infty \) norm of the augmented system (16) satisfies

\[
\| \mathcal{G}_{\text{aug}} \|_\infty = \sup_{\| e(k) \|_\infty \neq 0, \tilde{w} \in \mathbb{R}^2} \| e(k) \|_2 \| w(k) \|_2 < \gamma.
\]

To guarantee that the FDF distinguishes properly the fault signal from the disturbance one, we define the FD problem by considering the norms as in (17) and (18). On the one hand, the \( \mathcal{H}_2 \) norm is used as a performance index to make the residual signal \( r(k) \) sensitive to the abnormal energy surge in the system, which characterizes a fault. On the other hand, the \( \mathcal{H}_\infty \) norm is defined to guarantee that the residual signal \( r(k) \) can be made resilient against the disturbance. These two definitions provide a distinction on the sensitivity of the residue signal to the fault \( f(k) \) or to the disturbance \( w(k) \). Furthermore, by using both definitions simultaneously, a mixed \( \mathcal{H}_2/\mathcal{H}_\infty \) can be designed to combine the characteristic of each approach to the FDF, aiming at obtaining a balanced design of FDF.

### D. CHANGE OF VARIABLES

From the discussion presented in the previous subsections, a major assumption in this paper is that the parameter used by the filter is an estimation of the real one affecting the system. To deal with this assumption, it is necessary to employ some procedures to design the fault detection filter (13). Using, for instance, the procedures given in [49], [50], we can perform a variable transformation to deal with this type of parameters subjected to additive uncertainty. These variable transformations, applied to our context can be seen as

\[
\alpha_{i1}(k) = \frac{\beta_{i1}(k) + t_i}{2t_i}, \quad \hat{\alpha}_{i1}(k) = \frac{\sigma_{i1}(k) + d_i}{2d_i}.
\]

Recalling that \( |\theta(k)| \leq t_i, |\sigma(k)| \leq d_i \), it follows that \( 0 \leq \alpha_{i1}(k) \leq 1, 0 \leq \hat{\alpha}_{i1}(k) \leq 1 \). The original parameters are retrieved, for \( i = 1, \ldots, m \), as

\[
\theta(k) = 2t_i \alpha_{i1}(k) - t_i, \quad \sigma(k) = 2d_i \hat{\alpha}_{i1}(k) - d_i.
\]

Thus, we have that \( \alpha_{i1}(k) = (\alpha_{i11}(k), \alpha_{i12}(k)) \) and \( \hat{\alpha}_{i1}(k) = (\hat{\alpha}_{i11}(k), \hat{\alpha}_{i12}(k)) \), where \( \alpha_{i1}(k) = 1 - \alpha_{i1}(k), \hat{\alpha}_{i1}(k) = 1 - \hat{\alpha}_{i1}(k) \), belong to the unit-simplex as in (1) with \( N = 2 \), so that \( \alpha(k) = (\alpha_1(k), \ldots, \alpha_m(k)) \) and \( \hat{\alpha}(k) = (\hat{\alpha}_1(k), \ldots, \hat{\alpha}_m(k)) \) belong to the multi-simplex \( \Lambda_{m,2} = \Lambda_2 \times \cdots \times \Lambda_2 \) with \( m \) terms, according to the Definition II in Section II. We set \( \bar{\alpha}(k) = (\alpha(k), \hat{\alpha}(k)) \in \Lambda_{m,2} \times \Lambda_{m,2} \), where \( \alpha(k) \) is related to \( \theta(k) \), and \( \hat{\alpha}(k) \) to \( \sigma(k) \) (the additive noise time-varying parameter). Notice that the matrices in system (3) and in the FDF in (13) can be rewritten using the new multi-simplex \( \bar{\alpha}(k) \), following the procedure explained in [49], which uses the polynomial homogenisation process presented in [51]. The use of the parse ROLMIP [38], combined with YALMIP [45], yields to a procedure as simple as setting the degrees of the multi-simplex polynomials and the parameter boundaries. Thus for the numerical procedure this change of variable will be applied to derive the FDF in (13).

Another assumption made for the numerical procedure is that the parameters are arbitrarily fast in time, so that, by consequence, \( \theta(k + 1) \) is independent from \( \theta(k) \). However, the proposed conditions could be extended to deal with the case with bounded rates of variation, as presented in [30], [31].

### IV. MAIN RESULTS

In this section, we describe the main contributions of this paper on the design of fault detection filters for solving the previously defined \( \mathcal{H}_2 \) and \( \mathcal{H}_\infty \) fault detection problems. The main advantage of the FDF designed by using the \( \mathcal{H}_2 \) approach is that it yields a fast system’s response whenever there is an unexpected additive input. On the other hand, the main purpose of designing an FDF using the \( \mathcal{H}_\infty \) setup is the ability to mitigate the influence of the disturbance on the residue signal, preventing the occurrence of false alarms. Combining the characteristics of both approaches through a mixed \( \mathcal{H}_2/\mathcal{H}_\infty \) problem, makes it possible to increase the performance of the resulting FDF. It is important to stress that the results will be presented in terms of the original parameters \( \theta(k) \) and \( \hat{\theta}(k) \) to highlight that the derived filter only depends on the measurable parameter \( \bar{\theta}(k) \). For the numerical procedure, the change of variables presented in sub-section III-D should be applied so that we end up with multi-simplex polynomials with the new multi-simplex parameter \( \bar{\alpha} \in \Lambda_{m,2} \times \Lambda_{m,2} \). In what follows, by feasible \( \theta, \beta, \hat{\theta} \), we mean that the constraints imposed in Section III are satisfied.

#### A. \( \mathcal{H}_2 \) FILTER DESIGN

The following theorem presents the LPV FDF design with an upper bound for the guaranteed cost for the \( \mathcal{H}_2 \) norm of system (16).
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\textbf{Theorem 1:} If there exist a scalar \( \mu > 0 \) and symmetric positive definite matrices \( Y_{11\theta}, Y_{22\theta}, M_\theta \), and matrices \( Y_{12\theta}, X_{1\theta}, X_{2\theta}, \Omega_\theta, \nabla_\theta, \Gamma_\theta, \mathcal{C}_\psi, \mathcal{D}_\psi \) with compatible dimensions, and a given scalar parameter \( \xi \) such that the inequalities (19), (20), (21), as shown at the bottom of the page, hold for all feasible \( \theta, \beta, \tilde{\theta} \), then the LPV FDF (13) with \( \mathcal{A}_\psi \tilde{\theta} = \tilde{X}_\theta^{-1} \nabla_\theta, \mathcal{B}_\psi \tilde{\theta} = \tilde{X}_\theta^{-1} \Omega_\theta, \mathcal{M}_\psi \tilde{\theta} = \tilde{X}_\theta^{-1} \Gamma_\theta \), \( \mathcal{C}_\psi \tilde{\theta} = \mathcal{C}_\psi, \mathcal{D}_\psi \tilde{\theta} = \mathcal{D}_\psi \) solves the \( \mathcal{H}_2 \) fault detection problem (17).

\textbf{Proof:} First, apply the variable substitution \( \nabla_\theta = \tilde{X}_\theta \mathcal{A}_\psi \tilde{\theta}, \Omega_\theta = \tilde{X}_\theta \mathcal{B}_\psi \tilde{\theta}, \Gamma_\theta = \tilde{X}_\theta \mathcal{M}_\psi \tilde{\theta}, \mathcal{C}_\psi \tilde{\theta} = \mathcal{C}_\psi, \mathcal{D}_\psi \tilde{\theta} = \mathcal{D}_\psi \tilde{\theta} \) in (20). Consider the following structures for \( X_\theta, Y_\theta, Y_\beta \):

\[
X_\theta = \begin{bmatrix} X_{1\theta} & \tilde{X}_\theta \\ X_{2\theta} & \tilde{X}_\theta \end{bmatrix}, \quad Y_\theta = \begin{bmatrix} Y_{11\theta} & \cdots & \cdot \\ Y_{12\theta} & \cdots & \cdot \\ Y_{21\theta} & \cdots & \cdot \\ Y_{22\theta} & \cdots & \cdot \end{bmatrix}, \quad Y_\beta = \begin{bmatrix} Y_{11\beta} & \cdots & \cdot \\ Y_{12\beta} & \cdots & \cdot \end{bmatrix}.
\] (22)

From the augmented matrices given in (16) and (22) it follows that

\[
X_\theta \hat{A}_\theta \tilde{\theta} = \begin{bmatrix} \hat{X}_\theta \hat{X}_\theta & 0 \\ \hat{X}_\theta \hat{X}_\theta & \mathcal{A}_\theta \end{bmatrix}, \quad Y_\theta = \begin{bmatrix} Y_{11\theta} & \cdots & \cdot \\ Y_{12\theta} & \cdots & \cdot \\ Y_{21\theta} & \cdots & \cdot \\ Y_{22\theta} & \cdots & \cdot \end{bmatrix}, \quad Y_\beta = \begin{bmatrix} Y_{11\beta} & \cdots & \cdot \\ Y_{12\beta} & \cdots & \cdot \end{bmatrix}.
\] (23)

Reorganizing (23) we get that

\[
\begin{bmatrix} -Y_\theta & \cdot & \cdot \\ Y_\theta & \cdot & \cdot \end{bmatrix} \begin{bmatrix} \hat{X}_\theta \hat{X}_\theta & 0 \\ \hat{X}_\theta \hat{X}_\theta & \mathcal{A}_\theta \end{bmatrix} = \begin{bmatrix} Y_{11\theta} & \cdots & \cdot \\ Y_{12\theta} & \cdots & \cdot \\ Y_{21\theta} & \cdots & \cdot \\ Y_{22\theta} & \cdots & \cdot \end{bmatrix} \begin{bmatrix} Y_{11\beta} & \cdots & \cdot \\ Y_{12\beta} & \cdots & \cdot \end{bmatrix} \begin{bmatrix} \hat{X}_\theta \hat{X}_\theta & 0 \\ \hat{X}_\theta \hat{X}_\theta & \mathcal{A}_\theta \end{bmatrix} < 0.
\] (24)

so that (24) can be rewritten as

\[
Q_{\theta\beta} + U' \mathcal{X}_{\theta\theta} V + V' \mathcal{X}_{\theta\theta} U < 0
\] (25)

where

\[
Q_{\theta\beta} = \begin{bmatrix} -Y_\theta & \cdot & \cdot \\ \cdot & \cdot & \cdot \\ \cdot & \cdot & \cdot \end{bmatrix}, \quad U_{\theta\theta} = \begin{bmatrix} \hat{X}_\theta \hat{X}_\theta & \cdot \\ \cdot & \cdot \\ \cdot & \cdot \end{bmatrix}, \quad V = \begin{bmatrix} -I & \cdot \\ \cdot & \cdot \\ \cdot & \cdot \end{bmatrix}.
\]

Let the null spaces for \( U_{\theta\theta} \) and \( V \) be given by

\[
\mathcal{N}_U = \begin{bmatrix} \hat{X}_\theta \hat{X}_\theta & \cdot \end{bmatrix}, \quad \mathcal{N}_V = \begin{bmatrix} \cdot & \cdot \\ \cdot & \cdot \end{bmatrix}.
\] (26)

Now, if we pre- and post-multiply (23) by \( \mathcal{N}_U^T \) and \( \mathcal{N}_V \), respectively, and apply twice the Schur complement to the result of this procedure we recover the conditions presented in (7) with \( P_\theta = Y_\theta^{-1} \) and \( P_\beta = Y_\beta^{-1} \). Pre- and post-multiplying (23) by \( \mathcal{N}_V \) we get the bounds for the scalar parameter \( \xi \in (-1, 1) \). Regarding the constraints (21) we consider the same variable substitutions as at the start of the proof. After that, applying twice the Schur complement, we obtain the constraint (8) with \( W_\theta = \mathcal{M}_\theta \).

**B. \( \mathcal{H}_\infty \) FILTER DESIGN**

In the following theorem, we present the design of LPV FDF via LMI in order to obtain a guaranteed \( \mathcal{H}_\infty \) upper bound of the augmented system in (16).

\textbf{Theorem 2:} If there exist a scalar \( \gamma > 0 \) and symmetric positive definite matrices \( W_{11\theta}, W_{22\theta} \), and matrices \( W_{12\theta}, K_{1\theta}, K_{2\theta}, \Omega_\theta, \nabla_\theta, \Gamma_\theta, \mathcal{C}_\psi, \mathcal{D}_\psi \) with compatible dimensions and a given scalar parameter \( \xi \) such that (27)
holds for all feasible $\theta, \beta, \hat{\theta}$ then the LPV FDF (13) with

$$\begin{bmatrix}
\hat{\theta} \\
\hat{\theta}
\end{bmatrix} = \bar{\theta}
$$

solves the $H_\infty$ fault detection problem (18).

**Proof:** We apply the variable substitutions $\mathcal{V}_\theta = \bar{\theta} \mathcal{V}_\theta$, $\mathcal{Q}_\theta = \bar{\theta} \mathcal{Q}_\theta$, $\Gamma_\theta = \bar{\theta} \Gamma_\theta$, $\bar{\mathcal{Q}}_\theta = \bar{\theta} \mathcal{Q}_\theta$, and $\mathcal{D}_\theta = \bar{\theta} \mathcal{D}_\theta$ in (27), as shown at the bottom of the page. Assuming the structure of $\mathcal{W}_\theta$, $\mathcal{K}_\theta$, as

$$\mathcal{W}_\theta = \begin{bmatrix} W_{110} & W_{120} \\ W_{210} & W_{220} \end{bmatrix}, \quad \mathcal{K}_\theta = \begin{bmatrix} k_{11} & k_{12} \\ k_{21} & k_{22} \end{bmatrix},$$

we get the following matrices

$$\begin{align*}
\mathcal{K}_\theta \mathcal{A}_\theta &= \begin{bmatrix}
k_{11} & k_{12} \\
k_{21} & k_{22}
\end{bmatrix}
\begin{bmatrix}
A_0 & 0 \\
B_0 & 0
\end{bmatrix}, \\
\mathcal{J}_\theta \mathcal{K}_\theta &= \begin{bmatrix}
\mathcal{J}_\theta k_{11} & \mathcal{J}_\theta k_{12} \\
\mathcal{J}_\theta k_{21} & \mathcal{J}_\theta k_{22}
\end{bmatrix}
\begin{bmatrix}
A_0 & 0 \\
B_0 & 0
\end{bmatrix}
\end{align*}$$

and its transpose, respectively, and after that, applying the Schur complement and using arguments similar to those explained at the end of the proof for Theorem 1, we obtain constraints that are equivalent to those of the BRL (11), concluding the proof. 

C. MIXED $H_2 / H_\infty$ FAULT DETECTION FILTER DESIGN FOR LPV SYSTEMS

This section provides a mixed procedure aiming to improve the FD performance by combining the results for $H_2$ and $H_\infty$ norms introduced earlier in this section. A simple approach to obtain a mixed solution when dealing with LMI constraints is to solve both optimization problems simultaneously, for instance, we can consider the following two optimization statements

(i) For a fixed weighting scalar $0 < \nu < 1$, we solve the constrains assuming an objective function of the form

$$g(\mu, \nu) = \inf \{\nu \mu + (1-\nu)\mu\},$$

where $\|G_{aug}\|_2^2 < \mu$ and $\|G_{aug}\|_\infty < \gamma$.

(ii) Given one of the upper bounds of the $H_2$ or $H_\infty$ norms, $\mu > 0$ or $\gamma > 0$, respectively, we solve the constraints to minimize the other upper bound.

Before we introduce the main result of this section, consider the following set of variables

$$\psi = \begin{bmatrix} W_{110} > 0, & W_{120}, & W_{220} > 0, & x_{11}, & x_{22}, & y_{11} \\
\times & K_{11}, & Y_{12}, & Y_{22}, & K_{22}, & M_\theta > 0, \end{bmatrix}, \quad \bar{\theta} = \bar{K}_\theta > 0,$$
where \( \xi_1 \) denotes the set containing \( \mu \) and \( \gamma \).

The following theorem provides a sufficient condition for the FDF design for the mixed \( H_2/H_\infty \) problem.

**Theorem 3:** If, for given upper bounds \( \mu > 0 \) and \( \gamma > 0 \), there exists \( \psi \) as in (35) such that the inequalities (27), and (19)-(21) hold for all feasible \( \theta, \beta, \tilde{\theta} \), then a suitable LPV FDF as in (13) which solves simultaneously the \( H_\infty \) and \( H_2 \) fault detection problems (17) and (18) is given by \( \bar{A}_{\eta \theta} = \bar{X}_\theta^{-1}\bar{V}_\theta, \bar{B}_{\eta \theta} = \bar{X}_\theta^{-1}\bar{G}_\theta, \bar{C}_{\eta \theta} = \bar{C}_{\eta \theta}, \) and \( \bar{D}_{\eta \theta} = \bar{D}_{\eta \theta} \). Alternatively, one can consider both or one of the upper bounds \( \mu \) and \( \gamma \) as variables and solve the optimization problems in \( \psi \) according to (i) or (ii) above.

**Proof:** The proof follows directly from the proofs of Theorems 1 and 2.

**Remark 2:** Note that Theorems 1, 2 and 3 are LMI conditions that provide the system performance regarding the \( H_\infty, H_2 \), and \( H_2/H_\infty \) norms respectively. Observe that the LMI conditions in (19), (20), (21), and (27), are defined as an infinite dimensional optimization problem that must be solved, meaning that the LMI constraints depends on \( \theta \) and \( \tilde{\theta} \). By using the change of variables presented in sub-section III-D and explained at the beginning of this section, we can rewrite the LMI optimization problems in terms of the new multi-simplex parameter \( \tilde{\alpha} \in \Lambda_{m,2} \times \Lambda_{m,2} \), meaning that the LMI constraints now depends solely on \( \tilde{\alpha} \). This type of polynomial relaxations allows the problem to be rewritten as an analysis of the positivity of homogeneous polynomial matrices (see Definition II-A), which is the procedure made by ROLMIP [38] and YALMIP [45]. In order to solve the problem that is given in terms of positivity of homogeneous polynomial matrices, which is a finite-dimensional problem, we can use a semi-definite programming solver, such as SeDuMi [52] or Mosek [53].

**Remark 3:** Note that in Theorems 1, 2 and 3, the variables that define whether the FDF is in the robust form or in the affine form, are \( V_\theta, \Omega_\theta, \Gamma_\theta, \xi_{\eta \theta}, \xi_{\eta \theta}, \) and \( \bar{X}_\theta \). If the degree of those homogeneous polynomial matrices are set to be 0, the FDF designed will be robust, meaning that the FDF obtained will be parameter-independent. For a homogeneous polynomial matrices with degree equal to 1, the FDF obtained will be in the affine form. Observe that a higher degree of the homogeneous polynomial can be set, leading to the design of FDF with higher degree. It is important to discuss that it is also allowed to change the degree of the other variables in Theorems 1, 2 and 3, such as \( Y_{11\theta}, Y_{12\theta}, Y_{22\theta}, M_0, W_{11\theta}, W_{12\theta}, \) and \( W_{22\theta} \), with this choice mainly affecting the level of conservatism and the computational effort.

**Remark 4:** Another point that should be highlighted is that, as the number of LMI lines increases, the computational effort required to solve the optimization problem also increases. For that reason, the optimization problem it is that it requires more computational resources since it simultaneously deals with the LMI constraints from Theorem 1 and 2, which more than doubles the number of LMI lines.

This effect can be seen in the upper bound analysis of the numerical example presented in the next section.

### V. NUMERICAL EXAMPLE

In this section, we present a numerical example to illustrate the applicability of the FD techniques presented in Section IV. We first describe the simulation setup, and later, we present the results obtained applying Theorems 1, 2 and 3.

The physical system we use in this example is the coupled tank system as shown in Fig. 2.

We can describe the dynamical equations of this system using the following model:

\[
\begin{align*}
\dot{x}_1 &= -\omega g \theta_1 (h_1 - h_2)^{\frac{3}{2}} + u_1 \\
\dot{x}_2 &= -\omega g \theta_2 (h_1 - h_2)^{\frac{3}{2}}
\end{align*}
\]

This system can be rewritten in the affine form as:

\[
\begin{align*}
\dot{x}_1 &= -\omega g \theta_1 (h_1 - h_2)^{\frac{3}{2}} + u_1 \\
\dot{x}_2 &= -\omega g \theta_2 (h_1 - h_2)^{\frac{3}{2}}
\end{align*}
\]

The parameter values as given in [54] are presented in Table 1.

|Variable| Unit| Description| Value|
|---|---|---|---|
|\( g \)| m/s\(^2\)| Gravitational acceleration| 9.8|
|\( A_{cs} \)| m\(^2\)| Tank cross section area| 0.40|
|\( h_1 \)| m\(^2\)| Interconnection pipe cross section area| 0.01|
|\( h_2 \)| m\(^2\)| height initial condition for the first tank| 0.25|
|\( h_3 \)| m\(^2\)| height initial condition for the second tank| 0.22|

The parameter values as given in [54] are presented in Table 1.

We also assume that the linearization point is \( h_1 = 25 \) cm and \( h_2 = 10 \) cm, where these values are arbitrarily chosen. We consider that the time-varying parameter \( \theta(k) \) in the tank model (36) represents the uncertainty in the first tank, modeling a variation on the valve discharge coefficient between tank 1 and tank 2. Therefore, the state-space matrices in the affine form are given by:

\[
A_1 = \begin{bmatrix}
-0.0239 & -0.0127 \\
0.0127 & -0.0285
\end{bmatrix},
A_2 = \begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix},
B_{1,2} = \begin{bmatrix}
0.71 \\
0
\end{bmatrix}.
\]
\[ J_{1,2} = \begin{bmatrix} 0.0071 \\ 0 \end{bmatrix}, \quad F_{1,2} = \begin{bmatrix} 0.71 \\ 0 \end{bmatrix}, \quad C_{1,2} = I_{2 \times 2}, \]
\[ D_{d_{1}} = \begin{bmatrix} 0.001 & 0.001 \\ 0.001 & 0 \end{bmatrix}, \quad D_{f_{1,2}} = \begin{bmatrix} 0 \end{bmatrix}, \quad K = \begin{bmatrix} -1.03 & -0.33 \end{bmatrix}, \]
\[ |\theta(k)| \leq t_i = 0.03. \quad (37) \]

Note that, \( F_{1,2} \) has the same structure of the control input matrix \( B \), representing an abnormal input in the first tank. Additionally, note that the matrix \( D_{f_{1,2}} \) is null since we do not consider sensor fault in the simulation. The matrices presented in (37) represent the model of the coupled tanks in the continuous-time domain. Since we need the system and its polytope described in the discrete-time domain, we use Taylor series expansion, as described in [55]. The procedure allows us to set the number of terms in the Taylor series, which increases the reliability of the discrete representation with the potential of increasing the computational cost. The sampling time was taken as \( T = 5 \) ms, and the number of terms in the Taylor series was 2.

For the parameter estimation, we need apriori information on the range of \( \sigma(k) \). Some methods have been presented in the literature to obtain it as, for example, through Monte Carlo simulations, as presented in [33]. The bound value of \( \sigma(k) \) can be set using some previous knowledge about the system associated with the estimation process. It is possible to find the value of \( d_i \) analytically or via simulation. Since obtaining the range of \( \sigma(k) \) is not the main focus of the present paper, for the numerical simulation we set the range of \( \sigma(k) \) as \( |\sigma(k)| \leq d_i = 0.01 \). To obtain the estimated parameter \( \hat{\theta}(k) \), we implemented the Recursive Least Square (RLS) algorithm [56], [57]. We note that any other adaptive filter algorithm can also be implemented to obtain \( \theta \), such as the \( H_\infty \) adaptive filter algorithm or the Least Mean Square-based algorithm.

Remark 5: Note that the level of reliability in the estimation process is directly connected to the value of \( \sigma(k) \). This happens since the value of the obtained \( \sigma(k) \) changes depending on the reliability of the estimation process: the less reliable the estimation process is, the higher the value of \( \sigma(k) \) will be. Another important discussion is that the increase of bound for \( \sigma(k) \) will lead to the increase of conservatism in the optimization problem since the LMI constraints must guarantee the stability and performance within the grey area in Fig. 3(a). On the other hand, assuming that \( d_i = 0 \), the constraints will guarantee stability and performance solely on the black line in Fig. 3(a). It is important to recall that the only information necessary during the design process are the boundary values of the parameter \( \theta \) and additive noise \( \sigma \).

The imprecise parameter \( \hat{\theta}(k) = \hat{\theta}(k) + \sigma(k) \) behavior is presented in Fig. 3(a), which we assume to be the representation of an imprecision in the valve that couples the first tank with the second one. Fig.3(b) shows all three fault signals that the system is subjected to, separately. The dashed blue line in Fig.3(b) represents an abrupt abnormal increase of 1% on the input \( u_1 \) that starts at \( k = 100 \) (Fault 1). The green line in Fig.3(b) corresponds to an oscillatory fault due to an oscillation on the input \( u_1 \) (Fault 2). The magenta line in Fig.3(b) is associated to an incipient fault so that the input \( u_1 \) smoothly increases by 1% (Fault 3). The main purpose of the setup here is to cover a wide range of fault types in order to verify whether the proposed approach is able to detect these faults before any severe problem may occur. Lastly, we assume that the system is subjected to a white noise signal.

In the following, we present the simulation results in two distinct parts: the upper bound behavior analysis and temporal analysis. We analyze the obtained values for the upper bounds \( \mu \) and \( \gamma \) when performing a search in the scalar \( \xi \in ]-1 1[ \) with 100 steps with the same length.

A. UPPER BOUND ANALYSIS

Fig. 4 presents the upper bound analysis considering two different structures for the FDF, the robust and the affine forms. From Fig. 4 the first plot represents the upper bound...
Theorem 3 combines the LMI constraints for the origin in Fig. 5 are mainly due to the fact that the optimization problem in Theorem 3 has a higher number of LMI lines, consequently increasing the optimization problem’s conservatism. As previously discussed, the scalar search has a higher impact on the optimization problem performance as the size of the LMI rises.

Fig. 4 and Fig. 5 present the results for the upper bounds behavior ($\mu$ or $\gamma$) after performing the scalar search for $\xi$ related to Theorems 1, 2, and 3. In what follows, in order to derive the FDF, the value of $\xi$ was fixed to $\xi = 0.2$.

Regarding the results obtained for the $H_2$ norm using Theorem 1 the FDF is given by

$$\mathcal{A}_{\eta, \text{aff}1} = \begin{bmatrix} -1.02 & -3.75 \\ 0.01 & 0.05 \end{bmatrix}, \quad \mathcal{A}_{\eta, \text{aff}2} = \begin{bmatrix} -0.00 & -0.03 \\ 0.00 & -0.01 \end{bmatrix},$$

$$\mathcal{B}_{\eta, \text{aff}1} = \begin{bmatrix} -0.99 & -3.99 \\ 0.00 & 0.08 \end{bmatrix}, \quad \mathcal{B}_{\eta, \text{aff}2} = \begin{bmatrix} 0.00 & 3.97 \\ -0.00 & -0.10 \end{bmatrix},$$

$$\mathcal{M}_{\eta, \text{aff}1} = \begin{bmatrix} -0.71 & -0.00 \\ -0.00 & -0.00 \end{bmatrix}, \quad \mathcal{M}_{\eta, \text{aff}2} = \begin{bmatrix} -0.70 & -0.00 \\ -0.00 & -0.00 \end{bmatrix},$$

$$\mathcal{C}_{\eta, \text{aff}1} = \begin{bmatrix} 0.49 & 1.82 \\ 0.00 & 0.04 \end{bmatrix}, \quad \mathcal{C}_{\eta, \text{aff}2} = \begin{bmatrix} 0.00 & 0.04 \end{bmatrix},$$

$$\mathcal{D}_{\eta, \text{aff}1} = \begin{bmatrix} 0.50 & 1.95 \end{bmatrix}, \quad \mathcal{D}_{\eta, \text{aff}2} = \begin{bmatrix} -0.49 & -1.90 \end{bmatrix}.$$

From Theorem 2, related to the $H_\infty$ norm, the FDF is given by

$$\mathcal{A}_{\eta, \text{aff}1} = \begin{bmatrix} -0.89 & -70.49 \\ 0.01 & 0.87 \end{bmatrix}, \quad \mathcal{A}_{\eta, \text{aff}2} = \begin{bmatrix} 0.12 & 4.89 \\ -0.00 & -0.06 \end{bmatrix},$$

$$\mathcal{B}_{\eta, \text{aff}1} = \begin{bmatrix} -0.93 & -70.16 \\ 0.00 & 0.89 \end{bmatrix}, \quad \mathcal{B}_{\eta, \text{aff}2} = \begin{bmatrix} 0.09 & 71.08 \\ -0.00 & -0.91 \end{bmatrix},$$

$$\mathcal{M}_{\eta, \text{aff}1} = \begin{bmatrix} -0.75 & -0.00 \\ 0.00 & 0.00 \end{bmatrix}, \quad \mathcal{M}_{\eta, \text{aff}2} = \begin{bmatrix} -0.71 & -0.00 \\ 0.00 & 0.00 \end{bmatrix},$$

$$\mathcal{C}_{\eta, \text{aff}1} = \begin{bmatrix} 0.49 & 38.96 \end{bmatrix}, \quad \mathcal{C}_{\eta, \text{aff}2} = \begin{bmatrix} 0.00 & 0.04 \end{bmatrix},$$

$$\mathcal{D}_{\eta, \text{aff}1} = \begin{bmatrix} 0.49 & 38.96 \end{bmatrix}, \quad \mathcal{D}_{\eta, \text{aff}2} = \begin{bmatrix} -0.49 & -38.91 \end{bmatrix}.$$

Regarding the mixed $H_2 / H_\infty$ results, the affine filter obtained using Theorem 3 is given by

$$\mathcal{A}_{\eta, \text{aff}1} = \begin{bmatrix} -1.02 & -4.23 \\ 0.01 & -0.00 \end{bmatrix}, \quad \mathcal{A}_{\eta, \text{aff}2} = \begin{bmatrix} -0.00 & 1.13 \\ 0.00 & -0.01 \end{bmatrix},$$

$$\mathcal{B}_{\eta, \text{aff}1} = \begin{bmatrix} -1.00 & -3.81 \\ 0.00 & 0.01 \end{bmatrix}, \quad \mathcal{B}_{\eta, \text{aff}2} = \begin{bmatrix} -0.00 & 5.04 \\ 0.00 & -0.02 \end{bmatrix},$$

$$\mathcal{M}_{\eta, \text{aff}1} = \begin{bmatrix} -0.71 & -0.00 \\ 0.00 & -0.00 \end{bmatrix}, \quad \mathcal{M}_{\eta, \text{aff}2} = \begin{bmatrix} -0.70 & -0.00 \\ -0.00 & -0.00 \end{bmatrix},$$

$$\mathcal{C}_{\eta, \text{aff}1} = \begin{bmatrix} 0.49 & 32.34 \end{bmatrix}, \quad \mathcal{C}_{\eta, \text{aff}2} = \begin{bmatrix} 0.00 & -16.76 \end{bmatrix},$$

$$\mathcal{D}_{\eta, \text{aff}1} = \begin{bmatrix} 0.49 & 32.25 \end{bmatrix}, \quad \mathcal{D}_{\eta, \text{aff}2} = \begin{bmatrix} -0.50 & -49.21 \end{bmatrix}.$$

### 1) EVALUATION FUNCTION

In a fault detection process, the next step after generating the residue signal is to evaluate the residue signal to properly detect the fault. The evaluation process uses an evaluation function $\text{EVAL}(k)$, and a threshold $\text{TH}$. We consider that a fault occurs if the $\text{EVAL}(k)$ value surpasses the threshold $\text{TH}$. As in [3], [58], we define $\text{EVAL}(k)$ as

$$\text{EVAL}(k) \triangleq \sum_{i=k-L}^{k} r(i)'r(i),$$

where $L$ denotes the evaluation window. Note that the proper choice of $L$ affects the FD performance, due to the fact that a small $L$ may not detect the fault since the evaluation signal might not have enough time to surpass the threshold. On the opposite side, if $L$ is too large, it may lead to the occurrence of false alarms. For the numerical simulations, the value of $\mu$ obtained via Theorem 1, using the $\xi$ scalar term. Notice that there is a visible difference in the values for the robust form, but the difference is not as evident as that for the affine form. The effectiveness of the scalar search is greater for the robust case, which is expected since it has a higher level of conservatism. The same statements can be made for the second plot, which presents the results obtained using Theorem 2. Another information that can be extracted from Fig. 4 is that the affine form is indeed a more relaxed solution due to the lower value of the upper bounds throughout the scalar search.

From Fig. 5, it can be observed that the upper bound behavior has a similar behavior to the results shown in Fig. 5 with pronounced curves. The presence of tortuous curves around the origin in Fig. 5 are mainly due to the fact that the optimization problem in Theorem 3 combines the LMI constraints from Theorems 1 and 2. Hence, Theorem 3 has a higher number of LMI lines, consequently increasing the optimization problem’s conservatism. As previously discussed, the scalar search has a higher impact on the optimization problem performance as the size of the LMI rises.

The behavior of the upper bound $\mu$ for Theorem 3 in function of the scalar $\xi$, using the fixed value of $\gamma = 0.01$.

**FIGURE 5.** The behavior of the upper bound $\mu$ for Theorem 3 in function of the scalar $\xi$, using the fixed value of $\gamma = 0.01$.

(a) Behavior for the state $h_1$ for all type of faults.

(b) Behavior for the state $h_2$ for all type of faults.

**FIGURE 6.** System states behavior when subjected to the faults separately.
FIGURE 7. The residue signal obtained for all FDF designs and all fault types.
we set $\text{TH} = 1$, and $L = 250$. There are several ways to define the evaluation function and the threshold. However, since this is not the focus of this work, we refer interested readers to the papers [3], [58] and references therein for a thorough discussion on the topic.

B. TEMPORAL SIMULATION

In this section we provide the residue signal and the evaluation function obtained when the system is subjected to Fault 1, Fault 2, Fault 3, and Faultless. We also compare our results with those by using [59, Theorem 1]. Before that, we present in Fig. 6 the states of the system for all situations.

In Fig. 6 the dashed blue line represents the state when subjected to Fault 1, the green line denotes the state behavior when Fault 2 is implied to the system, and the magenta line represents the state when Fault 3 is inflicted in the system. The dotted black line represents the system in its nominal condition, meaning there is no fault occurrence. Note that all three fault signals cause an error on the state near 10% of the nominal value.

Now the results obtained using the FDF designed with Theorem 1, 2 and 3 are presented, as well as a comparison with the results obtained using [59, Theorem 1]. Firstly, we discuss the results derived from the residue signal and, after that, those from the evaluation function.

From the sub-plots in Fig. 7, it can be seen that the FDF designed using Theorems 1, 2 and 3 respond only when the fault signal was present. Note that the FDF designed using Theorem 3 gives a higher value during the simulation for all three faults. Figs. 7 shows that the results obtained using Theorem 3 consistently yield a residue signal with a lower standard deviation and higher peak value. Inspecting Figs. 7 we can state that the residue signal when there are...
(a) Evaluation Function for FDF designed via Theorem 1 subjected to Fault 1.

(b) Evaluation Function for FDF designed via Theorem 2 subjected to Fault 1.

(c) Evaluation Function for FDF designed via Theorem 3 subjected to Fault 1.

(d) Evaluation Function for FDF designed via [61] subjected to Fault 1.

(e) Evaluation Function for FDF designed via Theorem 1 subjected to Fault 2.

(f) Evaluation Function for FDF designed via Theorem 2 subjected to Fault 2.

(g) Evaluation Function for FDF designed via Theorem 3 subjected to Fault 2.

(h) Evaluation Function for FDF designed via [61] subjected to Fault 2.

(i) Evaluation Function for FDF designed via Theorem 1 subjected to Fault 3.

(j) Evaluation Function for FDF designed via Theorem 2 subjected to Fault 3.

FIGURE 8. The evaluation function obtained for all affine FDF designs and all fault types.
The evaluation function obtained for all affine FDF designs and all fault types.

We present the evaluation function obtained from the residue signals presented in Fig. 7. The results for each graphic in Fig. 8 are presented in Table 2. Observe that the FDF designed using Theorem 3 detected all three faults.

The main advantage of our approach is the polynomial relaxation made during the design processes, which allows us to obtain a better solution in the optimization process. In Fig. 9 it is possible to observe the performance for all FDF side-by-side, and it is noticeable that the FDF designed using Theorem 3 presented a higher performance, as intended. It can also be noticed that the proposed approach seems to be a viable solution for the Fault Detection problem. It is important to point out that the approaches presented herein apply to any system that is possible to be described as an LPV system.

| Design Method | Fault 1 (k) | Fault 2 (k) | Fault 3 (k) |
|---------------|-------------|-------------|-------------|
| Theorem 1     | 123 133     | 120 129     | 279 287     |
| Theorem 2     | 110 116     | 108 115     | 245 253     |
| Theorem 3     | 109 116     | 105 114     | 242 252     |
| [61, Theorem 1]| 132 147     | 128 141     | 291 300     |

| Design Method | Fault 1 (k) | Fault 2 (k) | Fault 3 (k) |
|---------------|-------------|-------------|-------------|
| Theorem 1     |             |             |             |
| Theorem 2     |             |             |             |
| Theorem 3     |             |             |             |
| [61, Theorem 1]|             |             |             |

No faults is close to zero in all simulations, as expected. This characteristic provides a higher value of the evaluation function leading to a lower occurrence of false alarms. Next, we present the evaluation function obtained from the residue signals presented in Fig. 7.

The results for each graphic in Fig. 8 are presented in Table 2. Observe that the FDF designed using Theorem 1, 2 and 3 detected all three faults. Note that [59, Theorem 1] in some cases did not detect Fault 3, which is an incipient fault.
approach. For all three approaches, we take into account which can be combined to provide a mixed performance indexes, the $H_2$-norm and the $H_{\infty}$-norm, that can directly be used in the design of the FDF. A distinguishing feature of our approach is that we assume an unreliable estimation process. The main advantage of implementing such proposed solutions is that it lessens the burden on the on-line estimation process, allowing us to use less sophisticated procedures without losing reliability on the FD process. Simulation results show the efficacy of the proposed approaches for solving the fault detection problem in an illustrative example.

Alongside this line of research, there are some possible ways to improve the results presented here, for instance, by using the sensitivity index $H_\infty$ in the design of an FDF or considering a non-homogeneous Markov chain for the modeling of the noise affecting the measurement of the time-varying parameter.

VI. CONCLUSION

We have presented three design methods of gain-scheduling fault detection filters under the linear parameter varying framework for solving the fault detection and isolation problem. These approaches are developed based on two different performance indexes, the $H_2$-norm and the $H_{\infty}$-norm, which can be combined to provide a mixed $H_2/H_{\infty}$-norm approach. For all three approaches, we take into account the availability of real-time estimation of the time-varying parameters that can directly be used in the design of the FDF.
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