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Abstract

The purpose of the research is to develop a universal algorithm for partial texture segmentation of any visual images. The main peculiarity of the proposed segmentation procedure is the extraction of only homogeneous fine-grained texture segments present in the images. At first, an initial seed point is found for the largest and most homogeneous segment of the image. This initial seed point of the segment is expanded using a region growing method. Other texture segments of the image are extracted analogously in turn. At the second stage, the procedure of merging the extracted segments belonging to the same texture class is performed. Then, the detected texture segments are input to a neural network with competitive layers which accomplishes more accurate delineation of the shapes of the extracted texture segments. The proposed segmentation procedure is fully unsupervised, i.e., it does not use any a priori knowledge on either the type of textures or the number of texture segments in the image. The research results in development of the segmentation algorithm realized as a computer program tested in a series of experiments that demonstrate its efficiency on grayscale natural scenes.
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1. Introduction

The principal problem in the field of image processing is that of object-ground separation, i.e. the task of detecting the area of an object in the image. Then, this object should be recognized. Any object is recognized, to a large degree, by its
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shape. Therefore, in order to recognize an object in a real-world visual scene, it is necessary, at first, to detect its borders in the image. In natural images, borders of texture segments are, often, borders of objects or their parts. Thus, the first step of the object recognition should be division of the image into separate texture segments. When texture segments are delineated, it becomes possible to start solving such tasks as object-ground separation, object recognition and image understanding.

In the majority of works devoted to the texture segmentation problem, statistical analysis of input images is performed for description, recognition and segmentation of textures. In the statistical approach, the image is usually processed by a sliding window within which various statistical characteristics are measured (e.g. [1] [2] [3] [4] [5]).

In the approach which falls into category of unsupervised texture segmentation the segmentation algorithm uses some universal texture features to extract any texture regions (e.g. [6] [7] [8] [9] [10]). For the majority of the unsupervised segmentation algorithms it is necessary to specify the number of the texture segments to be extracted.

The complexity of the texture segmentation problem may be facilitated by providing a segmentation device with a number of distinctive patches of those textures that should be recognized and segmented in the image. Using these patches, it is possible to measure characteristics of the indicated textures and to adjust parameters of the segmentation device according to them. Adjustment of segmentation parameters may be done by means of supervised learning. In this approach, the segmentation device is preliminarily learnt on a training set of the texture class samples (e.g. [11] [12]). Many supervised feed-forward neural network-based models for texture segmentation and recognition are of this approach (e.g. [13] [14] [15] [16] [17]). Some of them use supervised neural network classifiers, such as [15] [16] [18] [19] [20], and associative (assembly) neural networks [13] [14] [21] [22].

The textures may be subdivided into fine-grained and coarse (coarse) ones. Image regions representing objects with discontinuities in depth, in material, or in illumination, etc., correspond to coarse texture segments. And a fine-grained texture is characterized by a smooth variation of image brightness and fine granularity. Texture segmentation of images may be performed as by means of coarse texture region extraction, as by extraction of homogeneous fine-grained texture segments. The presented approach belongs to the latter one. It is worth to note that the discrimination of textures to “coarse” or “fine-grained” is, to a large extent, rather relative. Indeed, by increasing the degree of image resolution, fine-grained segments may turn into coarse ones. In the presented work, the size and image resolution are fixed.

It is well known that the concept of “texture” is intuitive and it does not have any formal or commonly accepted definition (e.g. [17]). Therefore, there is no possibility to evaluate formally texture segmentation results. Various researchers understand somewhat different things by the term “texture”. In many publica-
tions, the term “texture” is used in relation to any areas occupied by the entire objects such, for example, as faces, flowers, animals, trees, buildings, bicycles and so on. So, in this works, the term “texture” is equivalent to that of the object. This understanding of the texture notion is dominating in the world. And therefore, all databases for texture and object segmentation and recognition have been constructed for testing different segmentation and recognition algorithms within this understanding of texture.

We have a different opinion about the concept of texture. We define the “homogeneous texture segment” as an image area all small parts of which have similar texture characteristics (texture features). And, in this approach, we use only homogeneous texture areas as texture segments.

Let us notice, that the idea to start the analysis of visual images by extraction of homogeneous texture areas is almost conventional. For example, the following sentence is a quote from [23]: “The task of partitioning a natural image into regions with homogeneous texture, commonly referred to as image segmentation, is widely accepted as a crucial function for high-level image understanding, significantly reducing the complexity of content analysis of images”.

It is worth to note that the problem of image segmentation has been tried to solve not only by means of texture extraction. For example, the language model LDA (Latent Dirichlet Allocation), based on the design of spatial documents, have been used to segment images of greenhouse plants [24]. Color analysis methods have been proposed for image segmentation (e.g. [25] [26]). The method for automatic segmentation of color images presented in [25], despite the differences in details, is very similar in its basic ideas to our approach.

The competitive layer models (CLM) have been also applied for image (texture) segmentation (e.g. [27] [28]). In [27] [28], the segmentation procedure is based on features that are local Gabor filter responses at different spatial frequencies and orientations. Generally, a competitive layer model is proposed for grouping and clustering data of different types. The CLM architecture was first introduced as a model for spatial feature linking in [29]. Here we mention CLM not only as effective technique for solving the problem of image segmentation, but, also, because we use the same architecture of competitive layers to improve the results of texture segmentation obtained in our previous works [30] [31] [32]. However, our system of competitive layers is not a full CLM, since it uses somewhat other algorithms and solves somewhat other tasks. The prototype of this neural network is described in [33] [34].

The present paper is a continuation of our previous researches [30] [31] [32]. The aim of all works of this series is to develop a universal algorithm that should segment any input image into a number of homogeneous fine-grained texture segments. In other words, the proposed algorithm should perform partial texture segmentation of the image by delineating the homogeneous texture areas present in the image while its inhomogeneous areas remain unsegmented.

The algorithms of sequential extraction of all homogeneous texture segments of an input image are described in [31]. This set of algorithms belongs to a re-
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gion growing approach (e.g. [35]-[41]), more precisely, to the pixel-based region growing method (e.g. [41]) which is rather computationally expensive.

According to [31], initially, a set of texture features characterizing the largest and most homogeneous texture segment of the input image is found. To do that, an exemplary patch of pixels is firstly detected in the image. Somewhat different versions of this procedure are described in [30] [32]. The texture features extracted from the exemplary patch are considered to be those that best characterize the selected texture segment to be extracted. Then, the exemplary patch is used as starting points from which the expansion of this segment starts taking into account its characterizing feature set. After extracting the segment, its region is excluded from further consideration. Then, the next homogeneous texture segment is extracted by the same algorithms. This process of sequential segmentation is completed when no more sizable homogeneous segments remains in the image. The process is fully unsupervised, i.e., it does not use a priori knowledge on either the type of textures or the number of texture segments present in the image.

The segmentation procedure described in [31] does partly solve the task of preliminary segmentation of an input image into a set of homogeneous segments. However, since the segmentation procedure is purely local, it extracts separately all texture segments of the same texture class that are not adjacent. As a result of that, some number of homogeneous texture segments of the same texture class may be marked by different colors in the image. In the present work, we consider the processes described in [31] as the first stage of entire segmentation procedure. At the second stage, the procedure of merging the extracted segments belonging to the same texture class is performed.

Also, the segmentation procedure of [31] segments the homogeneous regions rather roughly. In this paper we include a neural network with competitive layers which accomplishes more accurate delineation of the shapes of the extracted texture segments.

Many algorithms of a post-processing type are proposed, e.g. [10] [25] [36] [40] [42] [43] [44]. For example, the methods described in [42] [43] use the segmentation results obtained by such segmentation algorithms as the mean shift [45] and graph-based image segmentation [46] as the initial segments. There are different types of post-processing algorithms, e.g. the merge importance based method [44], the Markov random field based method [40], the overall coding length minimization method [10].

After accomplishment of the merging operation, the final third stage of our entire segmentation procedure starts; it is processing of the merged segments by means of a neural network with competitive layers. Due to the neural network functioning, the shapes of homogeneous texture regions present in the image become delineated more precisely. In addition, a larger area of the image becomes segmented than that reached at the first stage of the entire texture segmentation procedure.

The paper is organized as follows. Section 2 gives an overview of the entire
segmentation procedure and briefly characterizes algorithms of all its stages. Section 3 contains a short description of the texture features used to evaluate texture characteristics of different image points and describes formation of an etalon feature pattern. In Section 4 we explain algorithms of computation of a degree of integral similarity between exemplary patch of the segment to be extracted and all texture windows of this segment. Section 5 depicts the procedure of merging the segments of the same texture class. Section 6 introduces a neural network with competitive layers and algorithms of its functioning. Section 7 demonstrates experimental results of different stages of the entire texture segmentation procedure. Section 8 is devoted to discussion and conclusions.

2. An Overview of the Texture Segmentation Process

A set of predetermined texture features is used to describe peculiarities of textures. These features allow the segmentation algorithm to distinguish different textures between one another. The same texture features are applied in all stages of the texture segmentation process. The procedure of feature extraction is performed by means of a set of sliding texture windows that cover the whole image (with overlaps between one another). A texture window is a comparatively small square frame which serves to evaluate generalized texture characteristics of the image within the window. Now, the window-based method for evaluation of texture characteristics is the most prevalent technique.

At first, the largest and most homogeneous texture segment is extracted in the image. The first operation of the segmentation process is finding a set of texture features characterizing this segment (see [30] [32]). The essence of this operation is as follows.

In order to evaluate homogeneity of different points of the image, it is covered with a number of test windows. The test window is also a square frame but it is larger than the texture window. Therefore, each test window contains quite a large number of overlapping texture windows within it. In each test window, the degree of texture homogeneity is measured by means of sequential comparisons between all texture windows contained in the test window under consideration. Then, among all test windows of the image, a window with the maximum degree of homogeneity is selected. Inside this test window, an initial seed spot (starting seed) is detected.

The initial seed spot is, actually, a patch of pixels. The detected initial spot is considered as a compact area of the exemplary seed pixels that certainly belongs to the texture segment to be extracted. The procedure of finding the exemplary pixels is described in details in [32]. Earlier (and outdated) version of this procedure is presented in [30].

Sets of texture features are measured in the detected exemplary pixels using the texture windows associated with them. Then, these features are averaged in order to form an exemplary feature set (representing feature set) which best characterizes the homogeneous texture segment to be extracted. Using this exemplary feature set, the segmentation algorithm starts to delineate the segment.
For each segment under processing, the detected initial seed pixels are gradually expanded by means of including the pixels of its neighborhood into the segment. In other words, the label of belonging of the image pixels to the segment gradually spreads from the initial seed pixels to the borders of the segment. In this region growing procedure, the algorithm examines each appending pixel by comparison of its texture features with the exemplary feature set. If these feature sets are similar enough, the neighboring pixel is appended to the growing segment, if not, the pixel is excluded from it. The procedure for growing the seed region continues until the segment reaches its borders. Note, that this procedure is sequential, pixel-based, and, therefore, is rather computationally expensive.

As a result of this expansion procedure, a more or less homogeneous and (usually) simply connected fine-grained texture area is delineated. After delineation of the current segment, its area is excluded from the further consideration. Thereby, each subsequent segment does not intersect with the segments that were extracted earlier. Extracting the next texture segment begins again with a search for a new set of representing seed pixels belonging to the largest and most homogeneous texture segment present in the rest of the image. The segmentation process is completed when the image contains no more sizable homogeneous areas. After that, the coarse texture and non-texture areas remain unclassified in the image.

Almost the same segmentation procedure is used in the present work with small changes indicated in Sections 3 and 4. Since, this procedure is presented in detail in [31], we describe it here briefly. Since the segmentation procedure is designed to extract only fine-grained homogeneous texture segments, it cannot extract a coarse texture segment as an entire area. Moreover, the algorithm should divide every coarse texture area into a number of smaller homogeneous texture patches. This inherent peculiarity distinguishes the proposed segmentation procedure from related techniques that can classify a mixture of areas with a fine-grained texture and coarse ones as belonging to the same texture segment.

As mentioned above, now we subdivide the whole segmentation process into three stages, the first of which is the extraction of all significant texture segments present in the analyzed image. After completion of that, the next task arises. Since some number of the extracted segments may be of the same texture, naturally, they should be merged into the same texture class.

The merging procedure is performed as follows. The averaged texture characteristics of all extracted texture segments are computed and compared in pairs. The comparison between two segments within a pair is accomplished using four texture characteristics. If all four characteristics of two compared segments are similar enough, all pixels of both segments are combined as belonging to the same texture class. In the figures presented in Section 7, this is expressed by marking the segments with the same color. In our approach, the merging procedure is considered as the second stage of the whole segmentation procedure.

After the merging procedure, the obtained texture segments are input to a
neural network with competitive layers. Processing the segments by the neural network with competitive layers is the final third stage of the whole segmentation procedure. The goal is to achieve more accurate shapes of homogeneous texture segments present in the image. Prototypes of the neural network with competitive layers are described in [33] [34].

The layered network contains such number of neural layers that is equal to the number of texture segments obtained after the merging procedure. Each layer of the network is used to represent only one texture segment. As a result of inputting all merged texture segments into the neural network, each segment becomes represented in its own layer by means of activation of the corresponding neurons in the layer. Then, the network neurons begin to interact with each other by excitatory and inhibitory manner. Excitatory connections link the neurons of the same layer. The interaction between neurons of different layers is competitive (inhibitory). The network functioning is performed in a series of iterations; its number is variable and is not limited. As a result of the network functioning, configurations of active neurons change in the layers. When the configurations of active neurons in all layers become stable, the process ends. In addition to more precise delineation of shapes of homogeneous texture segments present in the image, processing leads to such a result that a larger area of the image becomes segmented than after the first stage of the whole segmentation procedure.

3. Texture Features, Their Representation, and Formation of the Etalon Feature Pattern

Now, a brief description of the features is proposed. Let us notice that the algorithms described below can work with any other feature set, provided that this set is represented in the same format of normalized vectors (see below).

Only grayscale images are processed; each of them is of $N = I \times J$ pixels, with the range within 0 - 255 brightness values. In order to evaluate texture characteristics of different image points, the whole image is covered by overlapping square texture windows of the same size. For simplification, we postulate that the number of texture windows is equal to the number of image pixels $N$ and each image pixel corresponds to the center of the associated texture window.

A set of $M$ texture features (feature types) is computed in every texture window. At the beginning of processing a given image, all texture features are computed in all $N$ texture windows covering the image and saved for further usage.

The following simple set of texture features is used. The first part of the feature set is the averaged histogram of the brightness of all pixels of the texture window; it consists of 11 bins. The second part is a histogram of the orientation of all pixels of the texture window. This histogram is computed based on filtering the image by the Scharr filter [47]. Orientation histogram consists of 9 bins. The next feature is the average brightness of the texture window. The last texture feature is the average non-uniformity brightness in the window. This feature is calculated by averaging the outputs of all Scharr filters of the window. The feature is useful to distinguish texture patches of the same average brightness but
with different internal texture structure.

So, a total of \( M = 22 \) texture features are computed in each texture window. All these \( M \) values constitute the feature set representing the texture peculiarities of the corresponding window.

Thus, we use the same set of texture features as in [30] [31] [32]. However, in the present work, unlike [31], the feature description of the whole image (of all \( N \) texture windows) is presented in somewhat simpler format. Videlicet, each feature value is represented as an integer value in an integer three-dimensional array \( G[i][j][m] \) of \( I \times J \times M \) elements (instead of a binary four-dimensional array in [31]). The array \( G \) is calculated only once at the beginning of the texture segmentation procedure and saved for further usage.

As mentioned in Section 2, extraction of every homogeneous texture segment starts with finding the exemplary patch (seed pixels) of the sought-for texture segment ([32]). Let us introduce a binary matrix \( P_{\text{EXMPL}}(k)[i][j] \) of \( N = I \times J \) elements to represent the exemplary seed patch of the \( k \)-th segment. In this matrix, its one-valued elements indicate the image pixels belonging to the patch. The matrix is used to create some etalon of texture features (etalon feature pattern) which describes the texture peculiarities of the segment to be extracted. An integer vector \( W(k)[m] \) of \( M \) elements is introduced to represent the etalon feature pattern of the \( k \)-th segment. Actually, the vector contains averaged combination of all feature sets extracted from the exemplary seed patch \( P_{\text{EXMPL}}(k) \). Unlike the array \( G[i][j][m] \), which is computed only once, the vector \( W(k) \) is formed anew for each \( k \)-th segment. The procedure of formation of the vector \( W(k) \) is described in a (C++ like) pseudo-code in Algorithm 1.

**Algorithm 1.** Combining all feature sets extracted from the exemplary seed patch \( P_{\text{EXMPL}} \).

**Input:** binary matrix \( P_{\text{EXMPL}}(k)[i][j] \); // Exemplary seed patch for the \( k \)-th segment.

integer array \( G[i][j][m] \); // Feature description of the whole image.

**Output:** integer vector \( W(k)[m] \); // Etalon feature pattern: combination of features representing the \( k \)-th segment.

\[
W(k) = 0; \quad // \text{Zeroing vector } W(k).
\]

\[
U = 0; \quad // \text{Zeroing number of pixels } U \text{ in } P_{\text{EXMPL}}(k).
\]

\[
\text{for } (i = 0; i < I; i++) \quad // \text{Cycle through } X \text{ coordinates of image.}
\]

\[
\quad \text{for } (j = 0; j < J; j++) \quad // \text{Cycle through } Y \text{ coordinates of image.}
\]

\[
\quad \quad \text{if } (P_{\text{EXMPL}}(k)[i][j] = 1) \quad // \text{Testing: if pixel belongs to } P_{\text{EXMPL}}(k).
\]

\[
\quad \quad \quad U++; \quad // \text{Incrementing the number of pixels } U.
\]

\[
\quad \quad \text{for } (m = 0; m < M; m++) \quad // \text{Cycle through all features.}
\]

\[
\quad \quad \quad W(k)[m] += G[i][j][m]; \quad // \text{Summation in the } m \text{-th element of the vector } W(k).
\]

\[
\text{for } (m = 0; m < M; m++) \quad // \text{Cycle through all features.}
\]

\[
\quad W(k)[m] = W(k)[m] / U; \quad // \text{Averaging } m \text{-th feature value of vector } W(k).
\]
4. Computation of the Degree of Similarity between the Representing Patch and Texture Windows

In the first stage of the whole segmentation procedure, the process of extraction of all homogeneous fine-grained texture segments is sequential and iterative, one segment per iteration. The algorithm of extraction of every \( k \)-th texture segment is based on comparison between the etalon feature pattern \( W(k) \) and feature sets fixed in the integer three-dimensional array \( G[i][j][m] \). Let us introduce an integer matrix \( E(k)[i][j] \) of \( N = I \times J \) elements to represent results of this comparison. In the notations \( W(k) \) and \( E(k) \), the letter \( k \) serves only to indicate that it is the process of extracting the \( k \)-th segment in which the matrix \( E \) and the vector \( W \) are currently used. In fact, each element of the matrix \( E(k) \) reflects the degree of similarity between the etalon feature pattern \( W(k) \) of the \( k \)-th texture segment and the feature set of each \((i, j)\)-th texture window covered the image. Therefore, we name the matrix \( E(k) \) a matrix of similarity (similarity matrix). The similarity matrix \( E \) takes a great part in all stages of the texture segmentation procedure. In particular, it is used in the process of extraction of every texture segment in the same manner as in [31].

The procedure of the matrix \( E(k) \) formation is described in a (C++ like) pseudo-code in Algorithm 2.

**Algorithm 2.** Formation of the matrix \( E(k) \).

| Input: | integer array \( G[i][j][M] \); // Feature description of the whole image. |
| Output: | integer matrix \( E(k)[i][j] \); // Degree of similarity between feature patterns |

\[
E(k) = 0; \quad \text{// Zeroing the matrix } E(k).
\]

\[
\text{for } (i = 0; i < I; i++) \quad \text{// Cycle through X coordinates of image.}
\]

\[
\text{for } (j = 0; j < J; j++) \quad \text{// Cycle through Y coordinates of image.}
\]

\[
\text{for } (m = 0; m < M; m++) \quad \text{// Cycle through all M features.}
\]

\[
\text{if } (G[i][j][m] \geq W(k)[m])
\]

\[
\text{// Finding max and min between } G[i][j][m] \text{ and } W(k)[m].
\]

\[
\text{max} = G[i][j][m]; \quad \text{// Calculation of the maximum value.}
\]

\[
\text{min} = W(k)[m]; \quad \text{// Calculation of the minimum value.}
\]

\[
\text{else}
\]

\[
\text{min} = G[i][j][m]; \quad \text{// Calculation of the minimum value.}
\]

\[
\text{max} = W(k)[m]; \quad \text{// Calculation of the maximum value.}
\]

\[
E(k)[i][j] += \text{min} / \text{max} \quad \text{// Calculating similarity of m-th feature.}
\]
As follows from Algorithm 2, the procedure of the matrix $E(k)$ formation includes a series of sequential comparisons in pairs of feature sets. One part of every pair is constant; it is the etalon feature pattern $W(k)$. The other part of the pair changes in each comparison; it is the feature set of the $(i, j)$-th texture window. The similarity value between these feature sets is estimated by the sum of the ratios between the minimum and maximum values for all $M$ features. So, the similarity value is a single integral characteristic by means of which we evaluate the similarity between both compared feature sets. The similarity value is fixed in the $(i, j)$ element of the matrix $E(k)[i][j]$. Those elements of the matrix $E(k)$, that have much higher values than its other elements, correspond to the $k$-th texture segment.

Figure 1 illustrates this description by a demonstration experiment with a real image. The figure shows the process of extraction of the first texture segment in the image. The figure consists of two parts that are in mutual coordinate correspondence. The left part is the input image. The first texture segment extracted by the segmentation algorithm (in the first iteration) is the ground area. The location of the exemplary seed patch $P_{EXMPL}(1)$, found by using the algorithm described in [32], is indicated by a black square in the left part of the figure. The right part of the figure presents the similarity matrix $E(1)$ computed according to Algorithm 2. Thus, in this first iteration, the matrix $E(1)$ is computed specially to extract the ground texture segment in the image. In the right part of the figure, the values of the matrix $E(1)$ elements are expressed by the intensity of white. As seen in Figure 1, the elements of the matrix $E(1)$ corresponding to the ground texture segment have much higher values than all other its elements.

So, we consider the value of each $(i, j)$-th element of the similarity matrix $E(k)$ as a measure of its belonging to the sought-for $k$-th texture segment. This value is used in the process of extracting each $k$-th texture segment in order to make a decision about including (or excluding) the considered image pixel (associated with the $(i, j)$-th texture window) into the segment. That is, starting from the

![Figure 1](a) [A photograph of a bench and a black square in the figure that indicates location of the exemplary seed patch detected by the algorithm of finding a set of texture features characterizing the most homogeneous texture segment present in the input image.](b) The similarity matrix $E(1)$ computed at the first iteration of the segmentation process.)
example patch, the initial seed region of the sought for $k$-th texture segment is gradually grown by including pixels of its neighborhood into the segment. More precisely, in the seeded region growing process, the $(i, j)$-th element of the matrix $E(k)$ is compared with some decreasing threshold. If the value of the $(i, j)$-th element of the matrix $E(k)$ exceeds the threshold, the currently considered neighboring $(i, j)$-th test pixel is assigned the label of the sought-for $k$-th segment, if not, the pixel is skipped.

The subsequent procedures of delineation of each homogeneous segment are performed exactly in the same way as in [31].

Let us introduce a binary matrix $R(k)[i][j]$ of $N = I \times J$ size to represent the $k$-th texture segment that has been extracted during the $k$-th iteration of the first stage of the whole segmentation procedure: the pixels belonging to the $k$-th segment are represented by one-valued elements of the matrix $R(k)$, other its pixels are zero-valued. Thus, according to above description, the last operation of extracting the $k$-th texture segment is a sequential comparison of all elements of the matrix $E(k)[i][j]$ with a threshold $D$:

$$R(k)[i][j] = 1(E(k)[i][j] - D),$$

where $D$ is the threshold which is gradually decreases in the process of extraction of each texture segment; $1(x)$ is the unit step function:

$$1(x) = \begin{cases} 1, & \text{for } x \geq 0, \\ 0, & \text{for } x < 0. \end{cases}$$

5. Algorithm for Combining the Segments of the Same Texture

As mentioned above, the second stage of the whole segmentation process is merging the segments of the same texture class. The merging procedure is rather simple. First, a list of all extracted segments is formed, which is sorted in descending order of their size. Then, the pair of the largest segments is compared in their texture characteristics, whether they are similar enough to be referred to the same texture class. The comparison procedure is as follows.

To assess the similarity of textures while testing two segments, four values are used. Each of these values is some measure of similarity between the segments which is computed by comparing the texture feature sets of both segments. The first value evaluates the similarity of the segments by brightness histograms; it is computed by comparison between all corresponding bins of the histograms. The second value evaluates the proximity of the prevailing orientations within the segments; it is calculated by comparing all corresponding bins of the orientation histograms. The third value reflects the proximity between the average brightness of the segments. The fourth value describes the closeness between the average non-uniformity brightness of the segments (on the base of Scharr filtration). Each value of these four ones is computed according to the pseudo-code of Algorithm 2. Tested segments are recognized as belonging to the same texture on-
ly in the case if each of the values exceeds a predefined threshold. The thresholds are determined experimentally.

If the segments of a pair of the currently tested segments are enough similar, they are merged as follows. Videlicet, if the textures of the \( s \)-th and the \( u \)-th segments are found to be sufficiently similar, and the \( s \)-th segment is larger than the \( u \)-th one, all pixels of both segments are combined in the binary matrix \( R(s) \) representing the largest \( s \)-th segment according to the formula

\[
R(s)[i][j] = R(s)[i][j] \lor R(u)[i][j],
\]

where \( \lor \) is disjunction.

After that, the matrix \( R(u) \) is zeroed: \( R(u) = 0 \); and the \( u \)-th segment is excluded from the list of the segments sorted in descending order of their size, and the list is updated. Then, a new tested pair of the largest segments is chosen and the same comparison procedure is performed to find out whether they are of the same texture, or not.

In Section 7, we present experiments with real images that demonstrate results of the merging procedure.

6. A Neural Network with Competitive Layers

In our segmentation procedure, a neural network with competitive layers is used in order to improve the segmentation results, that is, to attain a more precise delineation of the shapes of all homogeneous texture segments extracted in the image. As mentioned above, our system of competitive layers is not a full competitive layer model (CLM) \([27]\) [28] [48]. Although our system and CLM are very similar, they have some differences, at that, our system is rather simpler. The main difference is as follows. In CLM, each neuron in every layer is laterally interacting with all other neurons of the same layer by means of a complex function which is excitatory for short distances and weakly inhibitory for larger distances. Unlike that, in our neural network, the lateral interaction between the neurons of the same layer is only excitatory and local with a simple transfer function. Namely, this interaction between the neurons is transmitted by local excitatory connections with the weights that are equal throughout the network. There is no learning in this neural network.

The neural network with competitive layers consists of several neural layers which number is equal to the number of the extracted segments remaining after the previous merging procedure; let us designate this number by \( K \). Every neural layer is intended to represent all pixels of a certain texture segment and, therefore, contains such number of neurons that is equal to the number of image pixels: \( N = I \times J \). So that, each neuron of every neural layer corresponds to one pixel of the image. In other words, all neural layers have one-to-one correspondence with one another and with the input raster. And the configuration of neural activity in the layers represents the shapes of the corresponding texture segments.

Let us introduce such a functional unit of the neural network as a competitive neural column. Each competitive neural column includes all neurons of all net-
work layers that correspond to the same pixel of the input raster.

Figure 2 illustrates this description depicting the competitive neural network of 8 layers and one competitive neural column.

There is competitive (inhibitory) interaction between all neurons of every competitive neural column which crosses the network layers. This competitive interaction is realized by means of a “winner-take-all” (WTA) procedure which is used to select the column’s neuron with the maximum excitation. Then, the selected neuron is set active. The WTA procedure is performed in each neural column of the network independently from all others. So, only one neuron within each competitive neural column can be active. If some neuron of the layer is active, this means that the corresponding image pixel belongs to a certain texture segment.

The network uses an iterative procedure which includes interactions of neurons inside each layer through excitatory connections and competitive WTA interrelations between all neurons of every neural column. The network has unchangeable connection structure. All connection weights are fixed and equal between one another.

An output of each neuron of the network is binary. Activity of all neurons is calculated synchronously in a series of time steps. The number of time steps varies for each processed image. Let us designate the time steps by \( t; t = 1, 2, 3, \ldots, T \), where \( T \) is the final time step for the currently processed image.

Each neuron of the network has the same structure of lateral connections with other neurons of its layer. More exactly, each \((i, j)\)-th neuron the \( k \)-the layer has mutual excitatory connections with all neurons of the same \( k \)-the layer that lie within the square of \( Z \) size with the \((i, j)\)-th center. All these mutual excitatory connections have equal gradual weights throughout the network. Spreading the neural activity within the network layers by means of these lateral excitatory connections exacts a strong influence on the excitation levels of all network neurons.

All \( K \) segments represented in the matrix \( R \) are used for input excitation of the competitive neural network. More exactly, all these segments are used in the process of formation of a set of \( K \) similarity matrices \( E(k) (k = 1, 2, 3, \ldots, K) \) according to description of Section 4, where each matrix \( E(k) \) is computed by sequential application of Algorithm 1 and Algorithm 2. Now, to form the matrix \( E(k) \), the same Algorithm 1 and Algorithm 2 are also applied in sequence, but with the following small modification. As distinct from the case of Section 4, the entire \( k \)-th extracted segment represented in the matrix \( R(k) \) is used instead of the exemplary seed patch \( P_{\text{EXMPL}} \) (see Algorithm 1). Consequently, some new etalon feature pattern \( W(k) \) is created on the basis of all texture windows belonging to the \( k \)-th segment. As above, the etalon \( W(k) \) reflects the peculiarities of the \( k \)-th texture segment. Thus, each \((i, j)\)-th element of the matrix \( E(k) \) represents the degree of similarity between the \( k \)-th texture segment and the \((i, j)\)-th texture window of the image under consideration.
So, $K$ matrices $E(k)$ are used for input excitation of the neural network with competitive layers. That is, at every $t$-th time step, the value of each $(i, j)$-th element of the similarity matrix $E(k)$ is fed to the input of the $(i, j)$-th neuron of the $k$-th neural layer.

As mentioned above, the segmentation procedure is intended to delineate only homogeneous fine-grained texture segments present in the analyzed image. Since, in all real images, there are boundary regions and regions of coarse (grained) textures, these regions should be excluded from consideration. Let us introduce a binary matrix $Q[i][j]$ of $N = I \times J$ elements to partition the homogeneous fine-grained texture segments and those image areas that certainly are not homogeneous. These areas are partitioned in the matrix $Q$ in such a way that its one-valued elements represent the homogeneous texture segments and its zero-valued elements represent the areas that should not be processed.

To form the matrix $Q[i][j]$, the following operations are performed. For each $(i, j)$-th competitive neural column, the maximal value $E_{\text{max}}[i][j]$ is calculated (among all $K$ elements of the $(i, j)$-th column)

$$E_{\text{max}}[i][j] = \underset{k}{\text{MAX}} E(k)[i][j].$$

And, the matrix $Q$ is formed according to the following formula

$$Q[i][j] = 1(E_{\text{max}}[i][j] - L),$$

where $L$ is some constant threshold, which is determined experimentally.

So, Equations (3) (4) mean that for each $(i, j)$-th competitive neural column, all $K$ values of the $(i, j)$-th elements of the matrices $E(k)$ are compared with the threshold $L$. If all these values are less than $L$, the corresponding $(i, j)$-th pixel of the analyzed image is attributed as belonging to the boundary regions or regions of coarse (grained) textures and, therefore, are excluded from further processing. This is expressed in zeroing the $(i, j)$-th element of the matrix $Q$ by...
Equation (4).

To describe the image processing by the neural network with competitive layers, we introduce the following matrices. Let us designate by $H^{t}(k)[i][j]$ the level of input excitation of the $(i, j)$-th neuron of the $k$-th layer at the $t$-th time step ($t = 1, 2, 3, \ldots, T$). We also denote by $P^{t}(k)[i][j]$ the binary matrix for representation of the binary output neural activity of the $k$-th layer at the $t$-th time step. Actually, the neural activity configuration of the $k$-th layer $P^{t}(k)$ depicts the shape of the $k$-th texture segment at the $t$-th time step. This configuration changes during the network recalculation.

The zero time step of the network recalculation is somewhat different from the subsequent steps. That is, at the zero time step there are no active neurons in the network at all. Therefore, there are no excitatory interactions between the neurons of the same layers through lateral connections. The only excitation effects at the input of network neurons are those that are obtained from the corresponding elements of the similarity matrix $E$. So, for the zero time step, $P^{0}(k) = 0$ for all $k$. Accordingly, the level of input excitation of the $(i, j)$-th neuron of the $k$-th layer at the first time step is calculated by the formula

$$H^{1}(k)[i][j] = Q[i][j]E(k)[i][j].$$

(5)

The matrix-multiplier $Q$ is introduced in Equation (5) to underline the fact that those competitive neural columns which correspond to the zero-valued elements of the matrix $Q$ are not processed.

The “winner-take-all” procedure is carried out in every processed neural column at each $t$-th time step. That is, the maximum excitation level $H^{t}(\text{max})[i][j]$ is calculated among $K$ neurons of every $(i, j)$-th competitive neural column at each $t$-th time step, according to the formula

$$H^{t}(\text{max})[i][j] = \text{MAX}_{k=1}^{K} H^{t}(k)[i][j].$$

(6)

Then, the most excited neuron is chosen among all $K$ neurons of each neural column. The chosen neuron is set active (with one-valued output), while all other neurons of the column are set inactive (with zero-valued output). So, as a result of the WTA procedure, activity of each $(i, j)$-th neuron of the $k$-th layer at the $t$-th time step is computed by the formula

$$P^{t}(k)[i][j] = 1(\text{if } H^{t}(k)[i][j] = H^{t}(\text{max})[i][j]).$$

(7)

Note that Equations (6)-(7) describe the WTA procedure at an arbitrary $t$-th time step, including the first one. Consequently, at the first step of the network recalculation, the configuration of active neurons $P^{1}(k)$ in all $K$ layers represents the shapes of the segments computed on the basis only the similarity matrices $E(k)$.

In the process of subsequent recalculation of the network, at each time step $t$, every $(i, j)$-th neuron of the $k$-th layer receives an exciting effect from the following two sources. The first source is constant for all time steps, it is the excitation that comes from the $(i, j)$-th element of the similarity matrix $E(k)$. The
second excitation component for every \((i, j)\)-th neuron comes from all those active neurons of the same \(k\)-th layer that surround this neuron and have lateral excitatory connections with it. These active neurons are located inside the square of size \(Z\) with center \((i, j)\). They exert their excitatory effect through connections with gradual weights that are equal throughout the network; let us designate these weights as \(U, U < 1\). So, the input excitation level of the \((i, j)\)-th neuron of the \(k\)-th layer at the \((t + 1)\)-th time step is calculated by the formula

\[
H^{t+1}(k)[i][j] = Q[i][j]\left(E(k)[i][j] + U \sum_{i-2Z/2}^{i+2Z/2} \sum_{j-2Z/2}^{j+2Z/2} P^*(k)[i][f] E(k)[i][f]\right).
\]

In Equation (8), the operation, denoted by double-sum symbols, describes the summation of the excitations obtained from all active neurons that are located inside the square of size \(Z\), which surrounds the considered \((i, j)\)-th neuron. As above, the matrix-multiplier \(Q\) is used to underline the fact that those competitive neural columns that correspond to the zero-valued elements of the matrix \(Q\) are not processed.

Then, the “winner-take-all” procedure is carried out in every processed neural column of the network according to Equations (6)-(7). The configuration of neural activity in the \(k\)-th layer \(P (k)\) reflects the shape of the corresponding \(k\)-th texture segment at the \(t\)-th time step.

In the next iteration, the active neurons spread their excitatory influence in the corresponding layers. Other neurons of the \((i, j)\)-th neural column, being inactive, do not influence the neural activity re-distribution within their layers. With increasing the number of time steps, the configuration of active neurons at all network layers changes less and less. The process stops after a variable number of iterations, when the configuration of active neurons becomes stable. This means that the segmentation procedure is completed. Thus, the final configuration of active neurons in all \(K\) layers are the resultant shapes of homogeneous texture segments extracted in the image as a result of the whole segmentation procedure.

Note that during the process of the network recalculation, it may turn out that a few initial segments may disappear in the corresponding neural layers. Of course, this can usually happen with relatively small segments. This statement is illustrated by the experiments shown in the next section.

7. Experiments

The computer program simulating the whole texture segmentation procedure has been designed. The program has the following basic parameters. Experiments deal with grayscale images of 427 \(\times\) 320 pixels each as in [31] [32]. Texture window of 15 \(\times\) 15 pixels is used. A total of \(M = 22\) texture features are extracted from every texture window as it is described in Section 3.

The program has been tested on natural images of different types. The test
images have been taken from Internet and several databases, such, for example, as The Prague Texture Segmentation Datagenerator and Benchmark, MSRC_ObjCategImageDatabase, the Berkeley segmentation database, and the Stanford dataset.

Examples of texture segmentation results are shown in Figures 3–6. With these figures, we would like to give readers an impression of the main stages of the whole texture segmentation procedure in several natural images. For this, every figure is composed of six parts; all of them are in mutual coordinate correspondence.

Figures 3–6 are organized as follows. Each figure is arranged in two lines. A grayscale photograph (input image) is placed in the left corner of the top line. The middle part of the top line shows the texture segments extracted as a result of the first stage of the whole segmentation procedure.

The top right corner part presents the results of combining the segments of the same texture into the same texture class according to the merging procedure described in Section 5.

Figure 3. Grayscale photograph of the dog (the left corner part of the top line) and the main stages of its texture segmentation.

Figure 4. Grayscale photograph of the plant (the left corner part of the top line) and the main stages of its texture segmentation.
In the lower left corner part, the binary matrix $Q$ is shown (see Section 6), which separates homogeneous fine-grained texture regions and such areas of the image, that certainly are boundary regions or regions of coarse (-grained) textures. The latter regions are not processed by the neural network with competitive layers and are painted white, while the homogeneous texture areas are indicated by dots.

The middle part of the bottom line displays (in different colors) the initial neural activity $P^1(k)$ obtained in the first time step of the recalculation of the neural network with competitive layers.

The lower right corner part demonstrates the final segmentation results attained after image processing by the neural network with competitive layers.

All texture segments obtained in different stages of the segmentation procedure are displayed in different colors (over the input image as a background) in the following order: green, red, dark-blue, violaceous, yellow, light-blue, brown, pink, light-grey, dark-grey, bronze, violet, cyan, amethyst, fawn, pine green, plum, pear.
Let us underline that all texture segmentation results shown in *Figures 3-6* are attained with the same values of parameters without tuning them for each image individually.

Comparing all six parts of *Figures 3-6* separately, we may conclude the following. The experimental results of *Figures 3-6* demonstrate that the proposed segmentation procedure effectively accomplishes the extraction of homogeneous texture segments in images of different types. Doing so, the segmentation procedure usually performs rather reasonable segmentation of the input images from a human point of view.

The difference between the middle and the right corner parts of the bottom line on every of *Figures 3-6* clearly illustrates the effect of using the neural network with competitive layers.

Comparing the middle part of the top line and the lower right corner part one can see the advantages of the whole segmentation procedure in comparison with the segmentation results achieved after its first stage. These advantages, obviously, consist in a more accurate delineation of the shapes of the homogeneous texture segments present in the image.

As seen in *Figures 3-6*, the larger the texture segment, the more correctly it is extracted. And, the smaller the texture segment, the worse it is delineated. The reason for this fact is evident: it is a rather large size of the texture window (15 × 15 pixels) versus to the relatively small size of the image (427 × 320 pixels).

We also include *Figures 7-10* in a set of demonstration experiments to give the reader an opportunity to visually compare the segmentation results achieved by the proposed texture segmentation procedure and the segmentation results obtained by the graph-based image segmentation algorithm [46], which is widely used (and recognized as an effective and popular segmentation method). The original images and segmentation results produced by the graph-based image segmentation algorithm of *Figure 7* and *Figure 8* are taken from [25]; those of *Figure 9* are taken from Internet (Example Results, in the page Image Segmentation—Brown CS [48]); those of *Figure 10* are taken from [46].

*Figures 7-10* are organized as follows. As above, each figure consists of six parts that are in mutual coordinate correspondence and are arranged in two lines. The original color input image is placed in the left corner part of the top line. Let us underline that since our segmentation algorithm is designed to process only grayscale images, we had to convert the original color images into the grayscale ones. The grayscale image converted from the original color one is presented in the middle part of the top line of each figure. The same grayscale image serves as a background for the left corner part and middle parts of the bottom line.

The top right corner part of each figure displays the segmentation results obtained by the graph-based image segmentation algorithm.

The texture segments extracted by our whole segmentation procedure at its first stage are shown in the left corner part of the bottom line by different colors (over the grayscale image as a background).
The middle part of the bottom line of each figure depicts the initial neural activity $P^1$ obtained in the first time step of the image processing by the neural network with competitive layers.

The lower right corner part demonstrates the final segmentation results attained after the image processing by the neural network with competitive layers. So, this part presents the final shapes of all homogeneous texture segments that our whole texture segmentation procedure was able to extract in the analyzed image. White spots in this part of the figures correspond to the boundary regions or regions of coarse-(grained) textures that were not processed by the neural network with competitive layers.

In the figures, all texture segments are displayed in different colors in the following order: green, red, dark-blue, violaceous, yellow, light-blue, brown, pink, light-grey, dark-grey, bronze, violet, cyan, amethyst, fawn, pine green, plum, pear.

**Figure 7.** An original color photograph of hoses (the left part of the top line), results of its segmentation by the graph-based image segmentation algorithm and basic phases of processing of the corresponding grayscale image (converted from the original one) by the proposed texture segmentation procedure.

**Figure 8.** A color photo of a house, results of its segmentation by the graph-based segmentation algorithm and processing of the corresponding converted grayscale image by the proposed texture segmentation procedure.
Figure 9. A color photo of a scene with seeds, results of its segmentation by the graph-based segmentation algorithm and processing of the corresponding grayscale image by the proposed texture segmentation procedure.

Figure 10. A color photograph of a street scene (the left part of the top line), results of its segmentation by the graph-based image segmentation algorithm and basic phases of processing of the corresponding grayscale image (converted from the original one) by the proposed texture segmentation procedure.

Note that in a series of experiments shown in Figures 7-10, the graph-based image segmentation algorithm takes advantage of all information available on the original color input images, while our texture segmentation procedure uses only reduced information of grayscale images converted from the color images.

8. Discussion and Conclusions

The purpose of this research is to develop a universal procedure for partial texture segmentation of any visual images. The developed procedure segments any input image into a number of non-intersecting areas of homogeneous fine-grained texture.

The main advantages of the proposed procedure are as follows. It is fully unsupervised, that is, it processes the input image without any a priori knowledge, neither of the type of textures, nor of the number of texture segments present in
the image. The procedure segments arbitrary images of all types, that is, to switch from one type of image to another, no changes to the procedure parameters are required. In particular, the segmentation results shown in Figures 3-10 are not obtained by means of tuning any parameters for each photo individually, but all these images have been processed with the same parameters.

Another important advantage of the procedure is that in most cases it extracts homogeneous fine-grained texture segments in a similar way as people do. This result is confirmed by a series of experiments demonstrating this ability of the procedure on a wide range of images; some of these experiments are presented above. Of course, not all images are segmented ideally from a human point of view, but in most cases the main (largest) segments of a homogeneous texture are delineated correctly. However, humans always use some high-level features for image segmentation, such as the context of the scene being analyzed and the knowledge of the belonging of the considered segment to a specific object that the humans previously recognized in the image. This can explain the presence in Figures 3-10 the segments that a human would not consider as separate segments in these images.

The number and shapes of the homogeneous fine-grained texture segments extracted by the segmentation procedure in the input image depend on many circumstances. One of them is the procedure's parameters. In particular, some parameters of the first stage of the segmentation procedure determine the degree of homogeneity of the texture segments that will be extracted in the images. For example, such parameters can be chosen that provide the extraction of a larger number of smaller but more homogeneous segments.

An important parameter, which strongly influences the segmentation process, is the texture window size (in relation to the image size). The larger the window size, the less homogeneous and coarser texture segments are extracted. However, a very small texture window does not adequately describe the texture.

Another circumstance, which largely determines the number and shapes of the extracted texture segments, is an internal texture structure of the image. This means that if the input image consists of separate homogeneous fine-grained texture segments with rather different texture characteristics, the segmentation algorithm reliably extracts the same segments, even if the algorithm's parameters vary in a wide range. However, if the segment is bordered with other segment with very similar texture characteristics, the procedure may extract both them as one segment.

As mentioned above, we divide the whole texture segmentation procedure into three stages. The first stage is most important, since it determines, to a large extent, the subsequent stages of the segmentation process. The first stage of the whole texture segmentation procedure is performed by means of the seeded region growing approach which is a purely local method. That is, the delineation of each texture segment is performed in turn, separately from all others, i.e., without global view of the problem. And this also applies to the segments of the
same texture class present in the analyzed image. Due to this peculiarity, the remote texture segments of the same texture class cannot be assigned to the same class at the first stage of the whole texture segmentation procedure in principle. Thus, this peculiarity leads to the necessity to use some post-processing method in order to merge the texture segments of the same class (see Section 5).

The proposed segmentation procedure is not free of restrictions and disadvantages. Indeed, comparing the middle and the right corner parts of the top line in Figures 3-6, one can make the following conclusion. Although in many cases the merging procedure successfully combines segments belonging to the same texture class, the experimental results show that this operation is still far from perfect. Let us consider Figure 3 as an example. As seen in the figure, the segmentation procedure could not delineate the dog’s body as one texture segment, whereas, from a human point of view, all parts of the dog’s body are of the same texture class. Instead of this, at the first stage of the segmentation procedure, the dog’s body is divided into three different segments painted in light blue, green and brown in the top middle part of the figure. Then, in the second stage of the segmentation procedure, the proposed merging operation could not recognize that all these three segments are of the same texture; only two of them—light blue and brown were combined by this merging operation and become painted yellow, as seen in the top right corner part of the figure.

We see the problem, but we cannot solve it in the given set of texture features. Indeed, for the example of Figure 3, the sets of texture features of the light blue, green and brown parts of the dog’s body are really too different for merging these segments into the same texture class. Of course, it is possible to reduce the requirements for similarity of segments to be merged. But in this case, the segments of textures that are different from a human point of view could be also merged by this operation. Presumably, the problem can be solved by means of using a larger number of texture features in the process of comparison between those texture segments that are candidates for merging. But, in the present work, we use the same parameters for all stages of the segmentation procedure, and, in the merge operation, we apply such parameters that definitely prevent over-merging. Note, that there is no over-merging in all figures.

At the third stage of the whole texture segmentation procedure, the neural network with competitive layers realizes more global image processing. Although, only local operations are accomplished in the network within the layers at every time step of the network recalculation, but configurations of active neurons change in the layers with each new time step. These changes in the configuration of active neurons in the layers transfer the influence of each initially active neuron, iteration by iteration, to other neurons that can be located at a longer distance than the distance of the lateral excitatory connections Z. More or less global image processing depends on the weight $U$ of lateral intra-layer excitatory connections and the parameter $Z$. Thus, in general, the network with competitive layers processes the input image taking into account not only the
neighborhood information but also more global information about the entire image.

The experimental results presented in the paper are applicable only to qualitative assessment of the effectiveness of the segmentation algorithm in such terms as correct (or incorrect) extraction of segments from a human point of view. This is so because of the following reasons. The proposed texture segmentation procedure is intended to extract only homogeneous fine-grained texture segments and it cannot extract a coarse texture segment as a whole region. Moreover, it should divide every coarse texture region into a number of small homogeneous fine-grained texture segments. However, in all databases used for testing the algorithms for texture and object segmentation and recognition, the image region occupied by any object is considered as a region of the same texture and is supplied with its ground-truth. For example, in Figure 3 the ground-truth for a dog is the whole region of its body; the ground-truth for a bicycle of Figure 5 is the whole bike, and so on. Therefore, according to the rules of all databases, the correct segmentation results in Figure 3 and Figure 5 would be the extraction of the whole body of the dog and the whole bike, respectively. Since the proposed segmentation procedure divides any processed area into a number of homogeneous segments of fine-grained texture, it should be evident that no quantitative assessment of the proposed segmentation procedure can be done using these databases.

The image processing by the proposed segmentation procedure leads to a significant reduction in the uncertainty of the internal structure of the analyzed image because of the following reasons. In a typical case, the input image contains a number of homogeneous fine-grained texture segments. And all of them will be extracted by the procedure. In most cases, only a small part of the analyzed image remains unsegmented, which consists of coarse textures and boundary regions. Thus, as a minimum, the procedure provides helpful additional information about the image that might significantly facilitate the solution of such tasks as segmentation, analysis, object-ground separation and, finally, recognition of the objects present in the image.

Although the proposed image processing algorithm provides rather reasonable texture segmentation of any input images, the obtained segmentation results are still not ideal. Directions for further research include faster comparison of brightness and orientation histograms that is the key operation in our region growing procedure (see [31] and Section 2). Since the histograms are represented as binary vectors, this will allow us to use the methods for fast similarity estimation of binary vectors (e.g. [49] [50]), as well as index structures for fast similarity search (e.g. [51]). However, the next obvious step of our work will be the extension of the proposed segmentation algorithm to all three components of color images (RGB) (separately). The goal is to take advantage of very valuable information about the color of all image pixels in addition to its texture peculiarities and, due to this, achieve a more complete and accurate segmentation of the input images.
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