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ABSTRACT

We propose a general framework to construct self-normalized multiple-change-point tests with time series data. The only building block is a user-specified single-change-detecting statistic, which covers a large class of popular methods, including the cumulative sum process, outlier-robust rank statistics, and order statistics. The proposed test statistic does not require robust and consistent estimation of nuisance parameters, selection of bandwidth parameters, nor pre-specification of the number of change points. The finite-sample performance shows that the proposed test is size-accurate, robust against misspecification of the alternative hypothesis, and more powerful than existing methods. Case studies of the Shanghai-Hong Kong Stock Connect turnover are provided.

1. Introduction

Testing structural stability is critical in statistical inference. There is a considerable amount of literature and practical interest in testing for the existence of change points. Csörgö and Horváth (1988, 1997) provided comprehensive solutions to the at-most-one-change (AMOC) problem using both classical parametric and nonparametric approaches. One method assumes a fixed number of change points \(n\) for the multiple-change-point problem. The test statistics are constructed by dividing the data into segments and maximizing a sum of AMOC statistics computed within each segment; see Antoch and Jarušková (2013) and Shao and Zhang (2010). However, such approaches are vulnerable to misspecification of the true number of change points \(M\) and the computational cost often increases exponentially with \(m\). Another method uses sequential estimation (Vostrikova 1981; Bai and Perron 1998). This class of methods sequentially performs AMOC tests and produces estimates if the no-change-point hypothesis is rejected. Because the structural difference of data before and after a particular change point may be less apparent in the presence of other change points, the AMOC-type tests may lose their power under the multiple-change-point setting.

Localization can be used to improve power. Bauer and Hackl (1980) introduced the moving sum approach. Chu, Hornik, and Kaun (1995) and Eichinger and Kirch (2018) later applied the approach to change-point detection. This method selects a fixed window size and performs inference on each subsample. Fryzlewicz (2014) proposed wild binary segmentation, which draws subsamples without fixing the window size, to avoid window size selection. Both algorithms attempt to find a subsample containing only one change point to boost power without specifying \(m\). If the standard CUSUM process is used, the methods require consistent and change-point-robust estimation of the long-run variance, which can be nontrivial and may require tuning a bandwidth parameter (Andrews 1991). Worse still, different bandwidths can noticeably influence the tests (Kiefer and Vogelsang 2005). To avoid the challenging estimation, Lobato (2001) first proposed using a self-normalizer that converges to a pivotal distribution proportional to the nuisance parameter. Shao and Zhang (2010) later applied self-normalization to the AMOC problem. In the multiple-change-point problem, Zhang and Lavitas (2018) proposed a self-normalized test that intuitively scans for the first and last change points. However, it may compromise power when larger changes occur in the middle.

In this article, our contributions are as follows: (a) We propose a novel localized self-normalization framework to transform AMOC statistics into powerful and size-accurate multiple-change-point tests, which apply to a broad class of time series models and a large class of AMOC statistics, including the CUSUM process and outlier-robust change-detecting statistics, instead of any specific process as constructed in existing methods. (b) The methods support multiple-change-point detection in general model parameters. The resulting tests achieve promising power. (c) Our test is also shown to be locally powerful asymptotically. (d) The novel self-normalizers can be recursively computed. (e) The test allows an intuitive extension to estimation with good theoretical properties.

The rest of the article is structured as follows. Section 2 reviews the self-normalization method proposed by Shao and Zhang (2010) under the AMOC problem. Section 3.1 presents the proposed framework, and of Sections 3.2–3.4 explore applications of some popular change-detecting processes and extensions to estimation. In Section 4, the differences between various self-normalized approaches are comprehensively discussed. Some implementation issues are also discussed.
Simulation results are presented in Section 5, which show good size accuracy and a substantial improvement in power. The article ends with a real-data analysis of the Shanghai–Hong Kong Stock Connect turnover in Section 6. Proofs of the main results are presented in the Appendix. A supplement containing additional simulation results, recursive formulas, algorithms, and an extension to long-range dependent time series is also included. An R-package “SDnwt” is available online.

2. Introduction of Self-Normalization

Consider the signal-plus-noise model: $X_i = \mu_i + Z_i$, where $\mu_i = \mathbb{E}(X_i)$ for $i = 1, \ldots, n$ and $\{Z_i : i \in \mathbb{Z}\}$ is a stationary noise sequence. The AMOC testing problem is formulated as follows:

$H_0 : \mu_1 = \cdots = \mu_n,$ \hspace{1cm} (2.1)

$H_1 : \exists 1 < k_1 < n, \mu_1 = \cdots = \mu_{k_1} \neq \mu_{k_1+1} = \cdots = \mu_n.$ \hspace{1cm} (2.2)

Let $\xi_{k_1,k_2} = \sum_{i=k_1}^{k_2} X_i$ if $1 \leq k_1 \leq k_2 \leq n$; $\xi_{k_1,k_2} = 0$ otherwise. A popular statistic for detecting a single change point is the CUSUM process, defined as

$$C_n(|nt|) = n^{-1/2} \sum_{i=1}^{|nt|} (X_i - n^{-1}\xi_{1,n}),$$ \hspace{1cm} (2.3)

where $t \in [0,1]$ and $|nt|$ is the largest integer part of $nt$. The limiting distribution of the functional in (2.3) is established by the following assumption.

**Assumption 2.1.** As $n \to \infty$, $n^{-1/2} \sum_{i=1}^{|nt|} Z_i : t \in [0,1] \Rightarrow \{\sigma \varpi(t) : t \in [0,1]\}$, where $\sigma^2 = \lim_{n \to \infty} \text{var}(\xi_{1,n})/n \in (0, \infty)$ is the long-run variance, $\varpi(\cdot)$ is the standard Brownian motion and “$\Rightarrow$” denotes convergence in distribution in the Skorokhod space (Billingsley 1999).

Assumption 2.1 is known as the functional central limit theorem or Donsker’s invariance principle. Under regularity conditions, Assumption 2.1 is satisfied. For example, Herrndorf (1984) proved the functional central limit theorem for the dependent data under some mixing conditions; Wu (2007) later proved the strong convergence for stationary processes using physical and predictive dependence measures. Under the null hypothesis $H_0$, by the continuous mapping theorem, we have $\{C_n(|nt|) : t \in [0,1]\} \Rightarrow \{\sigma \varpi(t) - \sigma \varpi(1) : t \in [0,1]\}$.

Classically, the celebrated Kolmogorov–Smirnov test statistic, defined as $K_n(\cdot) = \sup_{k=1,\ldots,n} |C_n(k)/\sigma|$, can be used for the AMOC problem. Because $\sigma$ is typically unknown, we estimate it by an estimator $\hat{\sigma}$ that is consistent under $H_0$ and $H_1$; see Chan (2022a, 2022b) for some possible estimators. Hence, $K_n(\hat{\sigma})$ converges to $\sup_{e \in (0,1)} |\varpi(t) - \varpi(1)|$, which is known as the Kolmogorov distribution. Shao and Zhang (2010) proposed to bypass the estimation of $\sigma$ by normalizing $C_n(k)$ by a nondegenerate standardizing random process called a self-normalizer:

$$V_n(k) = n^{-2} \left\{ \sum_{i=1}^{k} \left( \xi_{1,i} - \frac{i}{k} \xi_{1,k} \right)^2 + \sum_{i=k+1}^{n} \left( \xi_{i,n} - \frac{n - i + 1}{n - k} \xi_{k+1,n} \right)^2 \right\},$$

where $k = 1, \ldots, n - 1$. The resulting self-normalized test statistic for the AMOC problem is $S_n^{(1)}$, where

$$S_n^{(1)} = \sup_{k=1,\ldots,n-1} S_n^{(1)}(k) \text{ and } (2.4)$$

$$S_n^{(1)}(k) = C_n^2(k)/V_n(k).$$

Under Assumption 2.1 and $H_0$, the limiting distribution of $S_n^{(1)}$ is nondegenerate and pivotal. The nuisance parameter $\sigma^2$ is asymptotically cancelled out in the numerator $C_n^2(k)$ and the denominator $V_n(k)$ on the right-hand side of (2.4). Moreover, because there is no change point in the intervals $[1, k_1]$ and $[k_1 + 1, n]$ under $H_1$, the self-normalizer at the true change point, $V_n(k_1)$, is invariant to the change, and therefore their proposed test does not suffer from the well-known non-monotonic power problem; see, for example, Vogelsang (1999).

However, this appealing feature no longer exists in the multiple-change-point setting. Moreover, their proposed self-normalizer is specifically designed for normalizing the CUSUM process, which may not be the best choice if the data have a heavy-tailed distribution. In this section, we propose a framework for extending user-specified AMOC statistics to a multiple-change-point self-normalized test using the localization idea.

3. General Framework

3.1. Locally Self-Normalized Test Statistic

We consider the multiple-change-point testing problem, that is, to test the $H_0$ in (2.1) against

$$H_{\geq 1} : \mu_1 = \cdots = \mu_{k_1} \neq \mu_{k_1+1} = \cdots = \mu_{k_2} \neq \cdots \neq \mu_{k_M+1} = \cdots = \mu_n,$$

for unknown times $1 < k_1 < \cdots < k_M < n$, and an unknown number of change points $M \geq 1$. In this section, combining the advantages of localization and self-normalization, we lay out the underlying principles to define a general class of statistics for testing the existence of multiple change points.

Generally, for the AMOC problem, one may consider any specific global change-detecting process, $\{D_n(|nt|)\}_{0 \leq t \leq 1}$. For some positive definite matrix $\sigma_D$ and some empirical process $\mathbb{D}(\cdot)$ with a pivot distribution, $\{D_n(|nt|)\}_{0 \leq t \leq 1}$ converges weakly to $\sigma_D \mathbb{D}(\cdot)$ in the Skorokhod space. Typically, $D_n(k)$ is designed to detect whether $k$ is a change point for $k = 1, \ldots, n$. We generalize the input global change-detecting process into a localized change-detecting statistic, defined as

$$L_n^{(D)}(k \mid s, e) = \left( \frac{n}{e - s + 1} \right)^{1/2} \left[ D_n(k) - D_n(s - 1) - \frac{k - s + 1}{e - s + 1} \{D_n(e) - D_n(s - 1)\} \right],$$

where $1 \leq s \leq k \leq e \leq n$. By the continuous mapping theorem, $L_n^{(D)}(\cdot \mid s, e)$ converges in distribution to a random variable proportional to a nuisance parameter $\sigma_D$. A self-normalizer is
constructed by a function of the global change-detecting process to cancel $\sigma_D$, defined as

$$V_n^{(D)}(k \mid s, e) = \frac{k - s + 1}{(e - s + 1)^2} \sum_{j=s}^{k} T_n^{(D)}(j \mid s, k) A \otimes 2$$

$$+ \frac{e - k}{(e - s + 1)^2} \sum_{j=k+1}^{e} T_n^{(D)}(j \mid k + 1, e) A \otimes 2,$$

where $A \otimes 2 = AA^\top$ for any matrix $A$. For $1 \leq s \leq k \leq e \leq n$, define

$$T_n^{(D)}(k \mid s, e) = L_n^{(D)}(k \mid s, e) T_n^{(D)}(k \mid s, e) - 1 L_n^{(D)}(k \mid s, e),$$

and set $T_n^{(D)}(k \mid s, e) = 0$ otherwise. By the continuous mapping theorem, it is not difficult to see that $T_n^{(D)}(\cdot \mid \cdot)$ is asymptotically pivotal. Consequently, $T_n^{(D)}(k \mid s, e)$ is a generalized locally self-normalized (LSN) statistic for detecting whether $k$ is a change point over the local window $[s, e]$. To infer whether $k$ is a change point, we aggregate $T_n^{(D)}(k \mid \cdot)$ over all of the symmetric local windows and propose the score function, defined as

$$T_n^{(D)}(k) = \sup_{0 < e < 1/2} T_n^{(D)}(k \mid k - d, k + 1 + d),$$

where $0 < e < 1/2$ is a fixed local tuning parameter, which is similarly used in, for example, Huang, Volgushev, and Shao (2015) and Zhang and Lavitas (2018); see Remark 3.1 for the rationale for considering only the symmetric local windows. In particular, they suggested choosing $e = 0.1$, which is used throughout this article. Essentially, (3.5) compares the local subsamples of length $d + 1$ before and after time $k$, that is, $S_{\text{before}} = \{X_{k-d}, \ldots, X_k\}$ and $S_{\text{after}} = \{X_{k+1}, \ldots, X_{k+1+d}\}$, for each possible width $d$ that is not too small. The statistic $T_n^{(D)}(k)$ records the change corresponding to the most discernible $d$; see Section 3.2 for more discussion on the change-detecting ability of the LSN statistic. Finally, to capture the effects of all potential change points, we aggregate the scores $T_n^{(D)}(k)$ across $k$ and obtain the proposed test statistic,

$$T_n^{(D)} = \frac{1}{n - 2[\epsilon n] - 1} \sum_{k=\lfloor \epsilon n \rfloor + 1}^{n - [\epsilon n] - 1} T_n^{(D)}(k).$$

Our framework constructs multiple-change-point tests through a two-layer aggregation process. The first aggregation across $d$ is to let the data choose the window sizes. We remark that the performance of the moving sum (MOSUM) statistic, which is a special case of the localized CUSUM with a fixed window size, depends critically on the window size (Eichinger and Kirch 2018). To handle window size selection, Cho and Kirch (2022) proposed localized pruning by first taking the union of fixed bandwidth change-point estimators produced by the MOSUM method or other multiscale method over a specific grid of bandwidths, and then pruning down the size of the first-step estimator. Although the procedure may work for point estimation, it is unclear whether it can be extended to construct powerful tests. The proposed framework employs an automatic window selection, based on the strength of discrepancy of $S_{\text{before}}$ and $S_{\text{after}}$ according to the LSN statistic, prior to the estimation stage to avoid additional pruning. Nevertheless, both authors suggested considering multiple bandwidths for robustness.

The purpose of the second layer is to gather all information on all possible change points. Generally, users may choose their preferred aggregation operators, for example, median, trimmed mean, etc, for aggregation. Formally, for any finite set of indices $S \subset Z$ having a size $|S|$, we say that $P$ is an aggregation operator if $P_{i} \in S$ $a_{i}$ maps $\{a_{i} \in \mathbb{R} : i \in S\}$ to a real number. For example, if $P = \max$, $P_{i} \in S$ gives the maximum; and if $P = \text{mean}$, $P_{i} \in S = \sum_{i \in S} a_{i} / |S|$ gives the sample mean. Hence, the most general form of our proposed test statistic is

$$T_n^{(D)} = T_n^{(D)}[P^{(1)}, P^{(2)}]$$

$$= P^{(2)}_{[\epsilon n], ck \in [\epsilon n]} \left[ P^{(1)}_{[\epsilon n] \leq d \leq n} T_n^{(D)}(k \mid k - d, k + 1 + d) \right],$$

where $P^{(1)}$ and $P^{(2)}$ are some aggregation operators. The optimal choices of aggregation operators depend on the number of change points and their respective sizes. By construction, the scores (3.5) remain large over the neighborhoods of the true change points. Intuitively, the average score captures evidence from all change points and their neighborhoods, whereas the maximum score can only capture evidence from a single change point corresponding to the highest score. According to our experience and the simulation results provided in Section C.12 of the supplement, the gain in power is noticeable when $P^{(2)} = \text{mean}$ and all the changes are of the same size. However, the gain diminishes as the portions of smaller changes increase relative to those of larger changes. Nevertheless, $T_n^{(D)}[\text{max, mean}]$ still has greater power in the cases considered. Therefore, we recommend selecting $P^{(2)} = \text{mean}$, as used in the rest of this article.

Our approach is more flexible as it supports a general change-detecting process $D_n(\cdot)$ and general aggregation operators $P^{(1)}$ and $P^{(2)}$. Moreover, the locally self-normalized statistic is a function of the supplied global change-detecting process. Therefore, recursive computation of the locally self-normalized statistics, regardless of the input change-detecting process, is possible for our approach. Briefly, our framework is an automatic procedure for generalizing any single-change-detecting statistic $D_n(\cdot)$ to a multiple-change-detecting statistic $T_n^{(D)}$. We demonstrate this feature through various examples. Section 3.2 presents the theoretical details of the proposed framework under the popular CUSUM process. An application of outlier robust statistic is demonstrated in Section 3.3. Extension to testing change in general parameters is discussed in Section 3.4.

Remark 3.1 (Symmetric windows). Let the score function based on nonsymmetric windows be $T_n^{(D)}(k) = \sup_{[\epsilon n] \leq d \leq n} T_n^{(D)}(k \mid k - d, k + 1 + d)$. The corresponding test statistic is $T_n^{(D)} = \sum_{k=\lfloor \epsilon n \rfloor + 1}^{n - [\epsilon n] - 1} T_n^{(D)}(k) / (n - 2[\epsilon n] - 1)$. According to our experience, the gain in power from nonsymmetric windows is marginal, but the computational cost increases exponentially; see the simulation results provided in Section C.10 of the supplement. Therefore, symmetric windows are recommended to balance cost and power.
3.2. CUSUM Statistic

To improve the power of the CUSUM process under the multiple-change-point setting, we generalize it to a CUSUM LSN statistic according to our proposed framework. In particular, the localized CUSUM statistic can be rewritten as

$$L_n^{(C)}(k | s, e) = \left( \frac{n}{e - s + 1} \right)^{1/2} \left[ C_n(k) - C_n(s - 1) - \frac{k - s + 1}{e - s + 1} \right],$$

where $1 \leq s \leq k \leq e \leq n$. Therefore, the localized CUSUM statistic compares the sample means of data from time $s$ to $k$ and $k + 1$ to $e$. Because (3.7) is not normalized, according to (3.3)–(3.4), the localized self-normalizer and localized CUSUM statistic are respectively

$$V_n^{(C)}(k | s, e) = \frac{k - s + 1}{(e - s + 1)^2} \sum_{j=s}^{k} L_n^{(D)}(j | s, k)^2 + \frac{e - k}{(e - s + 1)^2} \sum_{j=k+1}^{e} L_n^{(D)}(j | k + 1, e)^2,$$

$$T_n^{(C)}(k | s, e) = \frac{L_n^{(C)}(k | s, e)^2}{V_n^{(C)}(k | s, e)},$$

To infer how likely $k$ is a potential change-point location, we consider all symmetric local windows that centered at $k$ and define the score function according to (3.5) as

$$T_n^{(C)}(k) = \sup_{|\epsilon| \leq d \leq n} T_n^{(C)}(k | k - d, k + 1 + d),$$

where $\epsilon = 0.1$. In Figure 1, the proposed score function (3.8) is compared with Shao and Zhang (2010) method. Clearly, $T_n^{(C)}(\cdot)$ achieves the local maxima near all true change-point locations, while $S_n^{(1)}(\cdot)$ does not. Because the $S_n^{(1)}$ self-normalizers are not localized, they include data containing change points and are, therefore, inflated by other changes. Other possible reasons include reduced change-point detection capacity of the global CUSUM because of other changes and nonmonotonic change-point configuration. As a remark, the under-performance of $S_n^{(1)}$ comes with the benefit of smaller computational complexity; for more discussion, see Section 4.1. Finally, we obtain the proposed test statistic by aggregating the scores $T_n^{(C)}(k)$ across $k$ as follows:

$$T_n^{(C)} = \frac{1}{n - 2|\epsilon n| - 1} \sum_{k=|\epsilon n| + 1}^{n} T_n^{(C)}(k),$$

which captures the effects of all potential change points. For $j = 1, \ldots, M$, define $\pi_j = k_j/n$ and $\Delta_j = \mu_{k_j+1} - \mu_{k_j}$ be the $j$th relative change-point time and the corresponding change, respectively. Theorem 3.1 states the limiting distribution and the consistency of $T_n^{(C)}$.

**Theorem 3.1 (Limiting distribution and consistency).** Suppose Assumption 2.1 is satisfied. (i) Under $H_0$, $T_n^{(C)} \overset{\mathcal{D}}{\rightarrow} T$ for any $0 < \epsilon < 1/2$, where

$$T = (1 - 2\epsilon)^{-1} \int_{\epsilon}^{1-\epsilon} \sup_{\delta > \epsilon} \mathbb{L}(t | t - \delta, t + \delta)^2 dt,$$

$$\mathbb{L}(t | \tau_1, \tau_2) = \frac{1}{(\tau_2 - \tau_1)^{1/2}} \left[ \mathbb{B}(t) - \mathbb{B}(\tau_1) - \frac{t - \tau_1}{\tau_2 - \tau_1} \mathbb{B}(\tau_2) - \mathbb{B}(\tau_1) \right],$$

$$\mathbb{V}(t | t - \delta, t + \delta) = \frac{1}{4\delta} \left( \int_{t - \delta}^{t + \delta} \mathbb{L}(\tau | t - \delta, t + \delta)^2 d\tau + \int_{t - \delta}^{t + \delta} \mathbb{L}(\tau | t, t + \delta)^2 d\tau \right).$$

(ii) Under $H_{1,j}$, if there exist $j \in \{1, \ldots, M\}$ and $C > 0$ such that the $j$th change-point time satisfies $\epsilon < \min(\pi_j - \pi_{j-1}, \pi_{j+1} - \pi_j)$ and the corresponding $j$th change magnitude satisfies $|\Delta_j| = |\mu_{k_j+1} - \mu_{k_j}| > C$ as $n \rightarrow \infty$, then $\lim_{n \rightarrow \infty} T_n^{(C)} = \infty$ in probability.

The test statistic $T_n^{(C)}$ has a pivotal limiting distribution under $H_0$, the quantiles of which can be found by simulation; see Table 1. See also Section 4 for more discussion on the critical

| Table 1. Simulated quantiles of $T$, that is, the limiting distribution of $T_n^{(C)}$. |
|------------------|-----|-----|-----|
| $P(T \leq t)$    | 90% | 95% | 99% |
| $t$              | 17.6| 19.6| 23.7|

![Figure 1](image-url) (a) A realization of data (black solid line) with 5 change-points (blue dashed lines) and its mean function (red solid line). (b) Shao and Zhang's (2010) score function $S_n^{(3)}(k)$. (c) The proposed score function $T_n^{(C)}(k)$. 

value adjustment procedure for handling strong serial correlation when the sample size is small. Under $H_{z,1}$, the test is of power 1 asymptotically if the change magnitude is at least a nonzero constant. **Theorem 3.2** concerns a local alternative hypothesis that contains change points with diminishing change magnitudes.

**Theorem 3.2 (Localization power).** Under $H_{z,1}$, parameterize the $j$th change magnitude $|\Delta_j(n)| = |\mu_{k+1} - \mu_k|$ as a function of $n$. If there exist $j \in \{1, \ldots, M\}$ and $0.5 < k \leq 1$ such that the $j$th change point satisfies $\varepsilon < \min(\pi_j - \pi_{j-1}, \pi_{j+1} - \pi_j)$ and $|\Delta_j(n)| \asymp n^{\kappa - 1}$ as $n \to \infty$, then $\lim_{n \to \infty} T_n^{(C)} = \infty$ in probability.

Motivated by Figure 1(c), a natural change-point set estimator $\widehat{\Pi}$ can be intuitively obtained from the points corresponding to the local maxima of the general score functions $T_n^{(D)}(\cdot)$ in (3.5). Specifically, the estimator is defined as

$$
\widehat{\Pi}^{(D)} = \left\{ \frac{k}{n} \in \left\{ \frac{n}{n}, \ldots, \frac{n - |\pi|}{n} \right\} : T_n^{(D)}(\cdot) \right\} = \max_{k - |\pi| < n} \left( \frac{T_n^{(D)}(\cdot)}{\Pi^{(D)}(\cdot)} \right),
$$

where $\Pi$ is a decision threshold and $D$ is the global change-detecting process. In particular, if the CUSUM process is used, that is, $D = C$, **Lemma 3.3** and **Theorem 3.4** show the consistency of the proposed point estimator, $\widehat{\Pi}^{(C)}$.

**Lemma 3.3.** Let $\pi_j$ be the $j$th relative change point, $k_j$ be the $j$th change-point time such that $k_j/n \to \pi_j$ as $n \to \infty$ for $j = 1, \ldots, M$, $k_0 = 0$, and $k_{M+1} = n$. Let $h$ be any non-change-point time such that $|h/n - \pi_j| \to c > 0$ as $n \to \infty$ for all $j$. Define $E(X_i) = \mu + \sum_{j=1}^{M} \Delta_j \mathbb{I}(i/n \geq \pi_j)$. If $\pi_j - \pi_{j-1} > \varepsilon$ and $\Delta_j \asymp n^{\kappa - 1}$ as $n \to \infty$, where $0.5 < \kappa \leq 1$ for all $j$, then for $\varepsilon_{nj} = o(n^{2\kappa - 1})$,

$$
P \left( T_n^{(C)}(\cdot) > \varepsilon_{nj} \right) \to 1 \quad \text{and} \quad P \left( T_n^{(C)}(h) > \varepsilon_{nj} \right) \to 0.
$$

**Theorem 3.4.** Assume that for all $j = 1, \ldots, M$, where $M$ is a finite constant, $\pi_j - \pi_{j-1} > \varepsilon$ and $\Delta_j \asymp n^{\kappa - 1}$ as $n \to \infty$, where $0.5 < \kappa \leq 1$. Let $\widehat{\pi}_1^{(C)} < \widehat{\pi}_2^{(C)} < \cdots < \widehat{\pi}_M^{(C)}$ be the elements of $\widehat{\Pi}^{(C)}$. If $\xi = o(n^{2\kappa - 1})$ where $\kappa = \min_{j=1, \ldots, M} \kappa_j$, then for any small enough $\eta > 0$ such that $\eta < \varepsilon$,

$$
P \left( \min_{f=1, \ldots, \ell} |\pi_j - \widehat{\pi}_j^{(C)}| > \eta \right) \to 0.
$$

By **Lemma 3.3**, the optimal threshold, $\varepsilon$, depends on the unknown change magnitudes. If the sizes of the changes are further assumed to be $O(1)$, then we can set $\varepsilon = cn^{\eta'}$ with $0 < \eta < 1$. Theoretically, it is challenging to derive an optimal choice of $c$ and $\eta$ without a specific cost function that trades off the accuracy and size of $\widehat{\Pi}^{(C)}$. It is possible to select $(c, \eta)$ across a class of change-point models through a large-scale simulation. As point estimation is beyond the scope of this article, we leave it as an open question for further study. From our experience, choosing $\varepsilon = \sqrt{n}$ yields a reasonable result. Because the score functions are computed during the computation of the proposed test statistics $T_n^{(C)}$, the point estimator can be directly computed.

**Remark 3.2 (Improving point estimation).** The change-point estimation may be improved by further integrating other screening algorithms, for example, the screening and ranking algorithm (Niu and Zhang 2012) and the scanning procedure proposed by Yau and Zhao (2016), to perform model selection in order to avoid overestimating the number of change points. Alternatively, our proposed test can be applied to stepwise estimation, for example, binary segmentation (Vostrikova 1981), wild binary segmentation (Fryzlewicz 2014), and SNCP (Zhao, Jiang, and Shao 2021); see Section G of the supplement for information on how to integrate our method with existing screening methods.

### 3.3. Outlier-Robust Statistics

An outlier-robust nonparametric change-point test can be constructed using the Wilcoxon two-sample statistic. The corresponding $D_n(\cdot)$ is

$$
W_n([nt]) = \frac{1}{n^{3/2}} \sum_{i=0}^{[nt] - 1} \sum_{j=0}^{[nt] - 1} \left( \mathbb{I}(X_i \leq X_j) - \frac{1}{2} \right)
$$

$$
= n^{-3/2} \left( \sum_{i=0}^{[nt]} R_i - \frac{[nt]}{n} \sum_{i=1}^{[nt]} R_i \right),
$$

for $t \in [0, 1]$, where $R_i = \sum_{j=0}^{[nt]} \mathbb{I}(X_i \leq X_j)$ is the rank of $X_i$ when there is no tie in $X_1, \ldots, X_n$. It is assumed that the data are weakly dependent and can be represented as a functional of an absolutely regular process. Under some mixing conditions, we have $[W_n([nt])] \Rightarrow \sigma_n \mathbb{E}(\mathbb{I}(t - \mathbb{E}(1)))$, where $\sigma_n^2 = \sum_{k \in \mathbb{Z}} \text{cov}(F(X_0), F(X_1))$ and $F(t)$ is the distribution function of $X_1$ with a bounded density; see Theorem 3.1 in Dehling et al. (2015). From the principles in Section 3.1, we may use (3.14) to construct a self-normalized multiple-change-point Wilcoxon test and eliminate the nuisance parameter $\sigma_n$ by using the test statistic $T_n^{(W)} = T_n^{(W)}[\text{max, mean}]$; see the corollary below.

**Corollary 3.5 (Limiting distribution of $T_n^{(W)}$).** Under the regularity conditions in Theorem 3.1 of Dehling et al. (2015) and $H_0$, we have $T_n^{(W)} \Rightarrow T$.

The Hodges–Lehmann statistic is another popular alternative to the CUSUM statistic in (2.3). Its global change-detecting process is

$$
H_n([nt]) = n^{-3/2} \left( [nt] (n - [nt]) \right) \quad \text{median} \left\{ (X_i - X_j) : 1 \leq i \leq [nt] < j \leq n \right\},
$$

for $t \in [0, 1]$, where median$(S)$ denotes the sample median of a set $S$. It outperforms the CUSUM test under skewed and heavy-tailed distributions. Under the regularity conditions in Dehling, Fried, and Wendler (2020), we have $H_n([nt]) \Rightarrow \sigma_n \mathbb{E}(\mathbb{I}(t - \mathbb{E}(1)))$, where $\mu(x) = \int_0^x f(y)(s + y) \, dy$, $\sigma_n^2 = \sum_{k \in \mathbb{Z}} \text{cov}(F(X_0), F(X_1))$, $d$ is the density of $X_1$, and $F$ is the distribution function of $X_1$. Similarly, we can apply the Hodges–Lehmann statistic to test for the existence of multiple change points. The corresponding test statistic is $T_n^{(H)} = T_n^{(H)}[\text{max, mean}]$. Its limiting distribution is presented in Corollary 3.6. To our knowledge, there is no existing self-normalized
tests use the Hodges–Lehmann statistic. It is included to demonstrate the generality of the proposed self-normalization framework and to detect change points in heavy-tailed data.

Corollary 3.6 (Limiting distribution of $T_n^{(H)}$). Under the regularity conditions in Theorem 1 of Dehling, Fried, and Wendler (2020) and $H_0$, we have $T_n^{(H)} \overset{d}{\rightarrow} T$.

3.4. Extension for Testing Change in General Parameters

Instead of testing changes in mean, one may be interested in other quantities, for example, variances, quantiles and model parameters. Let $\theta_i = P(F_i^{(h)}) \in \mathbb{R}^q$, where $h \in \mathbb{N}$, $P(\cdot)$ is a functional, $F_i^{(h)}$ is the joint distribution function of $Y_i = (X_{i1}, \ldots, X_{ih})'$ for $i = 1, \ldots, n - h + 1$ and $q \in \mathbb{N}$.

For example, for $h = 1$, $\mu_i = \int_{-\infty}^{\infty} x \, df_1^{(1)}(x)$ and $\sigma_i^2 = \int_{-\infty}^{\infty} x^2 \, df_1^{(1)}(x) - (\int_{-\infty}^{\infty} x \, df_1^{(1)}(x))^2$ are the marginal mean and variance at time $i$, respectively. For $h = 2$, the lag-1 autocovariance at time $i$ is $\gamma_i(1) = \int_{-\infty}^{\infty} (x - \mu_i)(x_i - \mu_{i-1}) \, df_2^{(1)}(x_i - x_{i-1})$. The hypotheses in (2.1) and (3.1) are redefined by replacing $\mu_i$'s by $\theta_i$'s. A possible global change-detecting process is

$$G_n(\{nt\}) = \frac{\{nt\}(n - [nt])}{n^{3/2}} \hat{\theta}_{[nt]} - \hat{\theta}_{[nt] + 1,n},$$

for $t \in \{0, 1\}$; see, for example, Shao (2010), Shao and Zhang (2010), and Shao (2015). If $\hat{\theta}_{i,j} = (j - i + 1)^{-1} \sum_{s=i}^{j} y_{st}$, then $G_n(\cdot) = C_n(\cdot)$. Therefore, (3.16) generalizes (2.3) from testing changes in $\mu_i$'s to testing changes in $\theta_i$'s. The final test statistic is $T_n^{(G)} = T_n^{(C)}[\text{max, mean}]$.

The limiting distribution of (3.16) requires standard regularity conditions in handling statistical functions. Based on the sample $Y_1, \ldots, Y_n$, define the empirical distribution of $Y_i$'s by $F_{i,e}(\cdot) = (e - s + 1)^{-1} \sum_{s=i}^{e} y_{st}$, where $\delta_y$ is a point mass at $y \in \mathbb{R}^q$. Assume that $\hat{\theta}_{i,e} = P(F_{i,e})$ is asymptotically linear in the following sense, as $e \rightarrow \infty$:

$$P(F_{i,e}) = P(F_{i,e}^{(h)}) + (e - s + 1)^{-1} \sum_{s=i}^{e} \text{IF}(Y_i \mid P, P_{i,e}) + R_{s,e},$$

where $R_{s,e}$ is a remainder term, $F_{i,e}^{(h)} \equiv F_{i,e}^{(h)} \equiv \cdots \equiv F_{e}^{(h)}$, and $\text{IF}(y \mid P, P_{i,e}) = \lim_{e \rightarrow 0} (P(1 - \epsilon)P_{i,e} + \epsilon \delta_y - P(P_{i,e})/\epsilon)$ is the influence function; see Wasserman (2006).

Corollary 3.7 (Limiting distribution of $T_n^{(G)}$). For $t \in \{0, 1\}$ and $h \in \mathbb{N}$, define $I_n(\{nt\}) = n^{-1/2} \sum_{s=i}^{e} \text{IF}(Y_i \mid P, P_{i,e})$, where $F_{i,e}^{(h)} = F_{i,e}^{(h)} = \cdots = F_{e}^{(h)}$. Then $T_n^{(G)} \overset{d}{\rightarrow} T^{(q)}$, where

$$T^{(q)} = (1 - 2e)^{-1} \int_{-\infty}^{1-e} \sup_{\delta \in \mathbb{R}^q} \text{IF}(y \mid P, P_{i,e})^2 \, dy$$

where $L(\cdot)$ is defined as $L$ in (3.11) but with $B(\cdot)$ being replaced by $\mathbb{B}(\cdot)$; and $V(\cdot)$ is defined as $V$ in (3.11) but with $L(\cdot, \cdot)^2$ being replaced by $L^{(q)}(\cdot, \cdot)^{\otimes 2}$. In particular, $T^{(1)} = T$.

4. Discussion and Implementation

4.1. Comparison with Existing Methods

Shao and Zhang (2010) extended the self-normalized one-change-point test (2.4) to a supervised multiple-change-point test tailored for testing $m$ change-points, where $m$ is pre-specified. The test statistic is

$$S_{n}^{(m)}(k_1 | 1, k_2) = \sup_{(k_1, k_2) \in \Omega_{n}^{(m)}(\epsilon)} \sum_{j=1}^{m} T_n^{(C)}(k_1 | k_{j-1}, k_{j+1}),$$

where $\Omega_{n}^{(m)}(\epsilon) = \{k_1, \ldots, k_m : j \in [1, \ldots, m], |k_{j+1} - k_j| \leq \min(k_j - k_{j+1}, k_{j+1} - k_j)\}$, $k_0 = 1$, and $k_{m+1} = n$. The trimmed region $\Omega_{n}^{(m)}(\epsilon)$ prevents estimates from being computed with too few observations. Later, Zhang and Lavitas (2018) proposed an unsupervised self-normalized multiple-change-point test that bypasses specifying $m$ and is defined as,

$$Z_n = \sup_{(k_1, k_2) \in \Omega_{n}^{(2)}(\epsilon)} T_n^{(C)}(k_2 | k_1, n).$$

Although $S_{n}^{(m)}$, $Z_n$ and $T_n^{(C)}$ use LSN CUSUM statistics, that is, $T_n^{(C)}(k \mid s, e)$, as building blocks, they have different restrictions on the local windows and aggregate the LSN statistics in different ways. The Shao and Zhang (2010) multiple-change-point test has strict control over the $m$ local windows because the boundaries of a window relate to preceding and subsequent windows. If the number of change points is misspecified, some windows may not contain only one change point. If $m > M$, the self-normalizers are not robust to changes. If $m > M$, some degrees of freedom are lost trying to detect change points that do not exist. Both cases may lead to a significant loss of power. Moreover, their computational cost increases exponentially with $m$. The Zhang and Lavitas’s (2018) approach sets the left end of the window to 1 in the forward scan, and the right end to $n$ in the backward scan. Therefore, their approach tends to scan for the first change point $k_1 \in [1, e]$ and the last change point $k_M \in [s, n]$ for some $e$ and $s$, which may lead to a loss of power; see Section 5.2. In contrast, our approach scans for all possible change points because windows can start and end at any time with the same computation complexity; see Section 2 of the supplement. The score function at each time takes $O(n)$ steps to compute and $O(1)$ spaces to store using recursive computation. Because the test statistic is computed as a function of $O(n)$ scores, it has a computational cost of $O(n^2)$ and a memory requirement of $O(n)$. Table 2 summarizes the comparison. As a remark, the self-normalized segmentation algorithms proposed by Jiang, Zhao, and Shao (2021) and Zhao, Jiang, and Shao (2021) are also based on localized CUSUM contrast-type change-detecting statistics. In the testing stage, a nested window
set is introduced to control the computational cost by considering a finite set of windows. In contrast, we develop recursive LSN statistics that consider all symmetric windows with sizes greater than $\epsilon$. Therefore, our method considers all possible windows with size greater than $|\epsilon n|$ and possibly increases power.

### 4.2. Finite-n Adjusted Critical Values

In the time series context, the accuracy of the invariance principle, that is, Assumption 2.1, may deteriorate when the sample size is small (Kiefer and Vogelsang 2005). Therefore, the asymptotic theory in, for example, Theorem 3.1, may not apply when serial dependency is strong and the sample size is small. It may lead to severe size distortion, observed in both existing self-normalized and non-self-normalized methods, including the proposed tests; see Section 5 and Section C.13 of the supplement for simulation evidences. For the multiple-change-point problem (3.1) in mean, a finite-sample adjusted critical value procedure based on the strength of serial dependency is proposed to mitigate this problem.

We propose to compute a critical value $c_\alpha(n, \rho)$ by matching the autocorrelation function (ACF) at lag one $\rho$ and $n$ for various specified levels of significance $\alpha \in (0, 1)$. The values of $c_\alpha(n, \rho)$ are tabulated in Section D of the supplement for $\alpha \in \{0.01, 0.05, 0.1\}$, $n \in \{100, 200, \ldots, 1000, 2000, \ldots, 10000\}$, and $\rho \in \{0, \pm 0.1, \pm 0.2, \pm 0.3, \pm 0.4, \pm 0.9\}$. The testing procedure is outlined as follows.

1. Compute the sample lag-1 ACF $\tilde{\rho}$ of $\{X_{i+b_n} - X_i\}_{i=1}^{n-b_n}$, where $b_n = \lfloor n^{1/3} \rfloor$ is the differencing parameter.
2. Obtain the critical value $c_\alpha(n, \tilde{\rho})$ by matching $n$ and $\rho$. Use linear interpolation if $n$ and/or $\tilde{\rho}$ do not lie in the grids.
3. Reject the null if $T_n^{(N)} > c_\alpha(n, \tilde{\rho})$, where $N \in \{C, W, H, G\}$.

The adjustment procedure borrows from the idea of bootstrap-based critical value simulation procedures; see for example, Zhou (2013) and Pešta and Wendler (2020). The limiting distribution is pivotal by Theorem 3.1 and Corollaries 3.5–3.7. Therefore, the critical value simulation procedure can be performed prior to the computation of the test statistic. Because $\rho$ depends on the differenced data with a suitable lag, the change points (if any) have negligible effect on $\tilde{\rho}$.

The consistency of $\tilde{\rho}$ is developed on the following framework: Let $X_i = \mu_i + Z_i$, where $\mu_i$'s are deterministic and $Z_i$'s are zero-mean stationary noises. Define $Z_i = g(\ldots, \epsilon_{i-1}, \epsilon_i)$, where $\epsilon_i$'s are independent and identically distributed (i.i.d) random variables and $g$ is some measurable function. Let $\epsilon_i^*$ be an i.i.d copy of $\epsilon_i$ and $Z_i^* = g(\ldots, \epsilon_{i-1}^*, \epsilon_i^*, \ldots, \epsilon_i)$. For $p > 1$ and $\|Z_i\|_p < \infty$, the physical dependence measure (Wu 2011) is defined as $\lambda_p(i) = \|Z_i - Z_i^*\|_p$, where $\|\cdot\|_p = (\mathbb{E} | \cdot |^p)^{1/p}$.

**Theorem 4.1.** Assume that $\mathbb{E}(Z_i^4) < \infty$ and $\sum_{i=1}^{\infty} \lambda_4(i) < \infty$. Define $\Delta_n = \sup_{1 \leq j \leq M} \mathbb{E}|J_{i,j}|$. Let $b_n$ be an $\mathbb{N}$-valued sequence. If $b_n/n + 1/b_n + (b_n/M)\Delta_n^2 \to 0$ as $n \to \infty$, then $\tilde{\rho} \to \rho$.

Although it is possible to match the ACF at a higher lag, the AR(1) model is considered to balance the accuracy and the computational cost; see Section C.13 of the supplement. The sensitivity analysis of the differencing parameter $b_n$ in Section C.14 of the supplement also verifies that the choice has a minimal effect on the performance of the tests. The simulation result shows that the tests have a remarkably accurate size even when the true model is not the AR(1) model; see Section 5 and Section C of the supplement. It indicates that the selected AR(1) model has certain explanatory power. If another approximation model is more appropriate for a specific application, then the AR(1) model should be replaced. Users may choose between the standard testing procedure using Table 1 or the proposed adjustment, if it is appropriate.

## 5. Simulation Experiments

### 5.1. Setting and Overview

Throughout Section 5, the experiments are designed as follows. The time series is generated from a signal-plus-noise model: $X_i = \mu_i + Z_i$. The values of $\mu_i$'s will be specified in Sections 5.2 and 5.3. The zero-mean noises $Z_i$'s are simulated from a stationary bilinear autoregressive (BAR) model:

$$Z_i = (\sigma + \vartheta \epsilon_i)Z_{i-1} + \epsilon_i, \quad i = 1, \ldots, n$$  \hspace{2cm} (5.1)

where $\epsilon_i$'s are independent standard normal random variables, and $\sigma, \vartheta \in \mathbb{R}$ such that $\sigma^2 + \vartheta^2 < 1$. The BAR model is a
Table 3. Null rejection rates \( \hat{\alpha} \) at nominal size \( \alpha = 5\% \) under BAR model and mean function (5.2).

| \( \theta \) | \( \sigma \) | \( n = 200 \) | \( n = 400 \) |
|---------|---------|--------|--------|
|         | \( R_0 \) | \( R_0 \) | \( R_0 \) |
| 0.8     | 0.5     | 14.4   | 11.3   |
| 0.3     | 13.5    | 5.6    | 5.3    |
| 0.0     | 15.4    | 4.7    | 3.9    |
| -0.3    | 23.9    | 4.6    | 3.9    |
| -0.5    | 31.2    | 3.9    | 3.1    |
| 0.5     | 0.8     | 31.8   | 31.8   |
| 0.3     | 13.7    | 6.5    | 6.3    |
| 0.0     | 15.4    | 4.7    | 3.9    |
| -0.3    | 23.9    | 4.6    | 3.9    |
| -0.5    | 31.2    | 3.9    | 3.1    |

NOTE: The sample RMSE\(_n\) of \( \hat{\alpha} \) over all cases of \( \theta \) and \( \sigma \) is computed for each test and each \( n \). The values of \( \hat{\alpha} \) and RMSE are expressed in percentage. The effectiveness of the test in controlling the Type-I error increases with a decreasing RMSE\(_n\).

class of nonlinear time series models that have been extensively studied in the literature; see, for example, Granger and Anderson (1978), Rao (1981), and Rao and Gabr (1984). The bilinear time series model is widely used in the fields of control theory (Bruni, DiPillo, and Koch 1974), econometrics (Weiss 1986), and seismology (Dargahi-Noubary, Laycock, and Rao 1978), which the phenomenon of occasional sharp spikes occurs in sample paths. Similar findings are obtained under other noise models, including the autoregressive-moving-average model, threshold AR model, and absolute value nonlinear AR model. Because of space constraints, these results are presented in the supplement. The critical value is chosen according to the adjustment procedure described in Section 4.2.

5.2. Size and Power

In this section, we examine the size and power of different tests when there exist various numbers of change points. Following the suggestion of Huang, Volgoshev, and Shao (2015) and Zhang and Lavitas (2018), we choose \( \epsilon = 0.1 \) in \( s_{n}^{(1)}, s_{n}^{(2)}, s_{n}^{(3)}, Z_{n} \) and in our proposed tests for a fair comparison. Suppose that the change points are evenly spaced and the mean change directions are alternating (increasing or decreasing):

\[
\mu_{i} = \Delta \sum_{j=1}^{M} (-1)^{j+1} 1_{\{|i-n_{j}/(M+1)|\}},
\]

where \( M \in \{1, \ldots, 6\} \) denotes the number of change points, and \( \Delta \in \mathbb{R} \) controls the magnitude of the mean changes. Then, \( \mu_{i} \equiv 0 \) under \( H_{0} \).

All tests are computed at the nominal size \( \alpha = 5\% \). The null rejection rates \( \hat{\alpha} \), for sample sizes \( n \in \{200, 400\} \), are presented in Table 3. To summarize the result, we further report the sample root mean squared error (RMSE) of \( \hat{\alpha} \) over all cases of \( \theta \) and \( \sigma \) and \( \sigma \) = \( -0.8, -0.5, 0.5, 0.8 \) and \( \sigma \) in (5.2). The self-normalized tests generally have a more accurate size than the non-self-normalized test KS\(_n\). This finding is consistent with that of Shao (2015). The self-normalized approach is a special case of the fixed bandwidth approach with the largest possible bandwidth and thus achieves the smallest size distortion, as observed by Kiefer and Vogelsang (2002). In comparison, \( T_{n}^{(4)} \) and \( T_{n}^{(H)} \) control the size most accurately among the self-normalized tests. In particular, our proposed tests have the least severe under-size problem, observed in existing self-normalized tests (i.e., \( s_{n}^{(1)}, s_{n}^{(2)}, s_{n}^{(3)}, Z_{n} \)) when \( \sigma < 0 \). Moreover, the test proposed by Shao and Zhang (2010), \( S_{n}^{(m)} \), suffers from an increasing size distortion as \( m \) increases. This finding is consistent with that of Zhang and Lavitas (2018). The fact that \( T_{n}^{(W)} \) and \( T_{n}^{(H)} \) outperform \( T_{n}^{(C)} \) can be attributed to the outlier robustness of rank and order statistics. This advantage is particularly noticeable in bilinear time series, as this model is well known for producing sudden high amplitude oscillations that mimic structures in, for example, explosion and earthquake data in seismology; see Section 5.2 of Rao and Gabr (1984).
However, in the more standard ARMA models, $T_n^{(C)}$ performs as well as $T_n^{(W)}$ and $T_n^{(H)}$; see the supplement for the detailed results.

The power curve against $\Delta$ is computed at 5% nominal size using $210^6$ replications with $n = 200$. Figure 2 displays the size-adjusted power when $\sigma = \vartheta = 0.5$. The (unadjusted) power is presented in the supplement. The results with various values of $\sigma$ and $\vartheta$ are similar, thus, they are presented in the supplement. Generally, $T_n^{(W)}$ and $T_n^{(H)}$ have the highest power. They outperform $T_n^{(C)}$ because of their robustness against outliers. When only the CUSUM-type tests are considered, the non-self-normalized test $K_{S_n}$ performs better than self-normalized tests when $M = 1$. However, when $M > 1$, $K_{S_n}$ significantly underperforms because it is tailor-made for the AMOC alternative (2.2). Although $S_n^{(1)}$ has the highest power among the self-normalized CUSUM tests when $M = 1$, it suffers from the notorious non-monotonic power problem when $M > 1$ because its self-normalizer is not robust to multiple change points. Thus, $S_n^{(1)}$ is not a consistent test when $M > 1$.

Surprisingly, our proposed test $T_n^{(C)}$ outperforms the tests of Shao and Zhang (2010), $S_n^{(m)}$, even when $M$ is well-specified. This finding demonstrates that it is not advantageous to know $M$ because structural change can be identified by observing the data around it without looking at the entire segmented series. Moreover, as discussed in Section 4.1, $S_n^{(m)}$ defines the local windows restrictively. It accumulates errors if the boundaries of the local windows differ from the actual change points. It is also interesting to see that, compared with $S_n^{(1)}$, $S_n^{(2)}$, and $S_n^{(3)}$ are less sensitive to misspecification of $M$; however, they are still less powerful than our proposed tests.

### 5.3. Ability to Capture Effects of All Changes

The proposed tests are robust against multiple change points compared with existing methods. Consider the three-change-point setting in which the magnitude of changes at the first and the last change points is only half that of the second change point. Specifically, define the mean function for case 1 as (5.2) with $M = 3$ and for case 2 as

$$
\mu_i = \Delta \left\{ \frac{1}{2} \cdot \mathbb{I}_{i > \lfloor n/4 \rfloor} + \frac{1}{2} \cdot \mathbb{I}_{i > \lceil 3n/4 \rceil} \right\}.
$$

From Figure 3, $Z_n$ and $S_n^{(2)}$ lose approximately half of their power in Case 2 compared with that in Case 1. In contrast, the power of our tests only decreases by $1/3$ when $\Delta \leq 1$, while it remains roughly the same when $\Delta \geq 2$. Therefore, our tests are more powerful and can capture a larger class of structural changes than existing methods. In contrast, $S_n^{(2)}$ and $Z_n$ tend to consider the first and/or the last change points.

### 5.4. Change in General Parameters

In many applications, trends may exist in the data. Therefore, we consider the multiple-change-point problem in the mean and median trend models. Specifically, we consider the regression model: $\Phi(X_i) = \alpha_i + \beta_i(i/n)$ with $\Phi(\cdot) = \mathbb{E}(\cdot)$ and $\Phi(\cdot) = \text{median}(\cdot)$ under the following multiple-change-point model:

$$
\alpha_i = \Delta_{\alpha,0} + \sum_{j=1}^{M} \Delta_{\alpha,j} \mathbb{I}(i/n > \pi_j) \quad \text{and}
$$

$$
\beta_i = \Delta_{\beta,0} + \sum_{j=1}^{M} \Delta_{\beta,j} \mathbb{I}(i/n > \pi_j)
$$

for $i = 1, \ldots, n$, where $M \in \mathbb{N}$, $0 < \pi_1 < \cdots < \pi_M < 1$, and $\Delta_{\alpha,0}, \ldots, \Delta_{\alpha,M}, \Delta_{\beta,0}, \ldots, \Delta_{\beta,M} \in \mathbb{R}$. Note that $\Phi(\cdot) = \mathbb{E}(\cdot)$ and $\Phi(\cdot) = \text{median}(\cdot)$ refer to the mean trend and median trend models, respectively. Our goal is to test $H_0$ against $H_{\leq 1}$ with $\mu_i$’s replaced by $\beta_i$’s.
Table 4. Empirical rejection rates (%) of the mean and median trend tests, \(T_{\mu}^G(\text{mean})\) and \(T_{\mu}^G(\text{med})\), respectively, at 5% nominal size under the BAR model.

| \(n\) | \(\Delta\) | \(M\) | \(\theta = 0.5\) | \(\sigma = 0.5\) | \(\theta = -0.5\) | \(\sigma = -0.5\) |
|-------|-----------|-------|----------------|----------------|----------------|----------------|
| 1     | 0         | 0.0   | 3.0           | 3.0            | 0.0           | 0.0            |
|       | 33       | 0.33  | 6.7           | 5.5            | 0.4           | 0.3            |
|       | 67       | 0.67  | 7.1           | 5.1            | 0.4           | 0.3            |
|       | 1        | 1.0   | 10.6          | 12.3           | 0.4           | 0.3            |
|       | 2        | 2.0   | 28.3          | 51.9           | 5.4           | 4.7            |
|       | 3        | 3.0   | 51.8          | 82.1           | 14.4          | 32.6           |

To handle changes in general parameters, the global change-detecting process \(G_n(\cdot)\) in (3.16) is used. Let \(\hat{\theta}_{SC}\) be an estimator of the common value of \(\beta_0, \ldots, \beta_c\) based on observations \(X_0, \ldots, X_c\) under \(H_0\). The estimators \(\hat{\theta}_{SC}\) are obtained using ordinary least-squares regression under the mean trend model; while they are obtained using quantile regression under the median trend model and computed by the R package “quantreg”. Let \(T_{\mu}^G(\text{mean})\) and \(T_{\mu}^G(\text{med})\) be the mean trend version and median trend version of the test statistics \(T_n^G(\cdot)\) in Section 3.4, respectively. In our simulation, we generate the data as

\[
X_i = \Delta \sum_{j=0}^M \left\{ \left( \frac{1}{\eta(M+1)} \right) j \right\} 1_{\{i/nj/(M+1)\} + Z_i,}
\]

where \(Z_i\)’s are simulated from the BAR model (5.1), \(M\) \(\in\{1, \ldots, 6\}\) denotes the number of change points, and \(\Delta \in \mathbb{R}\) controls the magnitude of the changes. Briefly, the model implies an uptrend in mean and median before every odd index of change points until level \(\Delta\). After reaching \(\Delta\) at odd change points, the trend shifts downward and decreases to 0 at the next change point. The empirical rejection rates are reported in Table 4. From the results, \(T_{\mu}^G(\text{mean})\) suffers less severe under-size distortion than \(T_{\mu}^G(\text{med})\). Both tests have decent powers in the multiple-change-point setting and significantly improve from \(n = 200\) to \(n = 400\). For reference, the size-adjusted power is also reported in Section C.11 of the supplement.

6. Shanghai-Hong Kong Stock Connect turnover

We use our proposed method to perform change-point analysis of the Shanghai-Hong Kong Stock Connect Southbound Turnover index (Bloomberg code: AHHXHT index) from March 23, 2017 to March 22, 2022 (\(n = 1232\)). The data are retrieved from Bloomberg. The Stock Connect is a channel that allows mainland China and Hong Kong investors to access other stock markets jointly. The southbound line enables investors in mainland China to invest in the Hong Kong stock market. Studies have shown that the Stock Connect improves mutual market liquidity and capital market liberalization (Bai and Chow 2017; Huo and Ahmed 2017; Xu et al. 2020). Therefore, it is of practical interest, to determine whether change points exist in the Stock Connect Southbound daily turnover.

We investigate whether changes in trend exist in the log daily turnovers. Under the mean and median trend models, we consider the tests statistics \(T_{\mu}^G(\text{mean})\) and \(T_{\mu}^G(\text{med})\), specified in Section 5.4. The resulting test statistics are 47.46 and 40.64. Both \(p\)-values are less than 1%. The trend change-point location estimates are indicated by red vertical lines in Figure 4. The mean and median trend analyses agree on four estimated change points, estimated on March 7, 2018, January 24, 2019, October 2, 2019, and January 12, 2021. The median trend analysis detects an additional change point on May 25, 2020. The first change point is likely to be the China–United States trade war. After the trade war began in January 2018, the Stock Connect turnover
displayed a downtrend. An uptrend is detected after 2019 until the COVID-19 events, while it stops after the beginning of 2021.

7. Conclusion

Our method improves existing change-point tests and has several advantages: (i) it has high power and size accuracy, (ii) it does not require specification of the number of change points nor consistent estimation of nuisance parameters, (iii) a consistent estimate of change points can be naturally produced, (iv) general change-detecting statistics, for example, rank and order statistics, can be used to enhance robustness, (v) it can test a change in general parameter of interest, and (vi) it applies to a wide range of time series models. Table 2 summarizes the properties of the proposed tests. Moreover, our proposed framework is driven by intuitive principles. If a single-change-detecting statistic is provided, our framework can generalize it to a multiple-change-detecting statistic. We anticipate that future works will apply our framework to non-time-series data, for example, spatial and spatial–temporal data.

8. Proofs of Theorems

Proof of Theorems 3.1 and 3.2. (i) Under $H_0$ and by the continuous mapping theorem, Assumption 2.1 implies that $\{\mathcal{C}_n([nt]) : t \in [0,1]\} \Rightarrow \{\sigma(\mathcal{B}(t) - t\mathcal{B}(1)) : t \in [0,1]\}$. Note that $T_n^{(C)}$ is a composite function of $\mathcal{C}_n(\cdot)$ through (3.2), (3.3), (3.4), (3.5), and (3.6), each of which is a continuous and measurable map. By the continuous mapping theorem, we obtain $T_n^{(C)} \xrightarrow{d} T$ in (3.10).

The limiting distribution $T$ is well-defined because $V_n^{(C)}(k | k-d, k+1 + d)$ converges to a nonnegative and nondegenerate distribution for any $|\lfloor en \rfloor| \leq d \leq n$ and $|\lfloor en \rfloor| + 1 \leq k \leq n - |\lfloor en \rfloor| - 1$, if $\epsilon > 0$.

(ii) For consistency, we consider the $j$th relative change-point time $\tau_j$ such that the corresponding change magnitude satisfies $|\Delta_j| \asymp n^{\kappa - 1}$, where $0.5 < \kappa \leq 1$. Let $\Delta_s = \Delta_j$ and $k_s = \lfloor n\tau_j \rfloor$. Under this assumption, there exist $c \in \mathbb{R}^+$ and $3/2 - \kappa \leq \gamma < 1$ such that $c + \lfloor cn^{\gamma} \rfloor / n < \min(\tau_j - \tau_{j-1}, \tau_{j+1} - \tau_j)$ is satisfied for a large enough $n$. Therefore, there is only one change point in the interval $k_s \pm \lfloor cn^{\gamma} \rfloor$. It suffices to consider $d = \lfloor cn \rfloor$. For all $k$ such that $|k - k_s| \leq \lfloor bn^{\gamma} \rfloor$ where $0 < b < c$, we can decompose

$$L_n^{(C)}(k | k - d, k + d + 1) = \frac{d + 1}{8} (\bar{X}_{(k-d):k} - \bar{X}_{k+1} / (k+d+1))^2 = \frac{d + 1}{8} \left( \left( \frac{\bar{Z}_{(k-d):k} - \bar{Z}_{k+1} / (k+d+1)}{\sqrt{d+1}} \right) - \left\{ \frac{|k_s - k|}{d+1} \right\} \Delta_s \right)^2 \geq \left\{ O_p(1) + \Xi_{1,n} \right\}^2,$$

where $|\Xi_{1,n}| \asymp n^{\kappa - 1/2}$. Equation (8.1) holds uniformly in $k$ for $|k - k_s| \leq \lfloor bn^{\gamma} \rfloor$. Next, for the self-normalizer $V_n^{(C)}(k | k-d, k+1 + d)$, we consider two cases: $k \geq k_s$ and $k < k_s$. If $k \geq k_s$, there is only one change point in the interval $[k-d, k]$. Following similar calculations as in (8.1), we have $V_n^{(C)}(j | k-d, k)^2 \leq L_n^{(C)}(k_s | k-d, k) / n$ for all $j = k-d, \ldots, k$, if $n$ is large enough. Also, because there is no change point in the interval $[k+1, k + 1 + d]$, $V_n^{(C)}(j | k+1, k+1 + d)^2 = O_p(1)$ for all $j = k+1, \ldots, k+1 + d$. So,

$$V_n^{(C)}(k | k-d, k+1 + d) = \frac{1}{4(d+1)} \left\{ \sum_{j=k-d}^{k+1} L_n^{(C)}(j | k-d, d) + \sum_{j=k+1}^{k+1+d} L_n^{(C)}(j | k+1, k+1 + d) \right\} \geq \frac{1}{4} V_n^{(C)}(k_s | k-d, k)^2 + O_p(1) = \frac{(d+1 - \lfloor bn^{\gamma} \rfloor)^2 / (2d+1)^2}{2(2d+1)^3} \left( \bar{Z}_{(k-d):k_s} - \bar{Z}_{k_s} \right)^2 + O_p(1) \leq \left\{ O_p(1) + \Xi_{2,n} \right\}^2,$$

where $|\Xi_{2,n}| \asymp n^{\gamma + \kappa - 3/2}$. For the case in which $k < k_s$, the analysis is similar and $V_n^{(C)}$ are of the same order. Therefore, there exists a constant $c' \neq 0$ such that

$$T_n^{(C)}(k) \geq \left\{ O_p(1) + \Xi_{1,n} \right\}^2 \approx \left\{ O_p(1) + \Xi_{2,n} \right\}^2 = \left\{ O_p(1) + c' n^{\gamma - 1} \right\}^2.$$

Figure 4. Estimated (a) mean trend and (b) median trend change points are indicated by red vertical lines. The orange lines indicate the fitted regression lines within each region separated by the estimated change points. Data are retrieved from Bloomberg.
for all \( k = k_a - \lfloor bn^\gamma \rfloor, \ldots, k_a + \lfloor bn^\gamma \rfloor \). Because \( T^{(C)}_n(k) \geq 0 \) for all \( k \), we have

\[
T^{(C)}_n \geq n^{-1} \sum_{k=k_a - \lfloor bn^\gamma \rfloor}^{k_a + \lfloor bn^\gamma \rfloor} T^{(C)}_n(k) \\
\geq \frac{2\lfloor bn^\gamma \rfloor + 1}{n} \left( \epsilon_0 + c' \sqrt{n-1} \right)^2, \\
= c' \sqrt{n-1} \left( \epsilon_0 + 1 \right)^2,
\]

for a large enough \( n \), where \( c' > 0 \) is a constant. Consequently, \( T^{(C)}_n \rightarrow \infty \) in probability as \( n \rightarrow \infty \) because \( Y < 1 \). \( \square \)

**Proof of Lemma 3.3.** By the assumption stated in the lemma, there exists an \( \epsilon \) such that \( \tau_i \) is the unique relative change-point time in the interval \([\tau_i - \epsilon, \tau_i + \epsilon]\). Let \( d = \lfloor \alpha \rfloor \) and \( k_j = \lfloor \alpha \tau_i \rfloor \). Let \( Z_{j,\alpha} = (e - s + 1)^{-1} \sum_{i=j}^{\alpha} Z_i \), where \( Z_i = X_i - E(X_i) \). Then,

\[
Z^{(C)}_n(k_j | k_j - d, k_j + 1 + d) = \frac{1}{8} \left\{ \sqrt{d + 1}(Z_{(k_j - d); k_j - d}) - Z_{(k_j + 1); k_j + 1 + d}) - \sqrt{d + 1} \Delta_j \right\}^2
= \epsilon_0 + \epsilon_0 n^{-1/2}(n^{-1})^2 + O(n^{-2\gamma - 1}).
\]

Because there is no change point in the intervals \([k_j - d, k_j]\) and \((k_j + 1, k_j + 1 + d],\) the self-normalizer \( V^{(C)}_n(k_j | k_j - d, k_j + 1 + d) \) is free of \( \Delta_j \) and therefore is of \( O(p) \). Then, let \( \zeta_{n,j} = \gamma n^{2\gamma - 1} \), as \( n \rightarrow \infty \),

\[
\zeta^{-1} n_{n,j} T^{(C)}_n(k_j) \geq \zeta^{-1} n_{n,j} V^{(C)}_n(k_j | k_j - d, k_j + 1 + d) \rightarrow \infty.
\]

Therefore, \( P[T_{n,j}^{(C)}(k_j) > \zeta_{n,j}] \rightarrow 1 \). For any time \( i \), there are \( M_i^- \geq 0 \) change point(s) in the interval \([0, j] \), \( M_i^+ \geq 0 \) change point(s) in the interval \([i + 1, n] \). Let \( k_{i,0} = i \) and

\[
k_{i,a} = \min(k \in \{k_i, \ldots, k_M, n\} : k > k_{i,a-1}),
\]

\[
\text{if } a = 1, 2, \ldots, \\
\max(k \in \{0, k_1, \ldots, k_M, n\} : k < k_{i,a+1}),
\]

\[
\text{if } a = -1, -2, \ldots.
\]

Therefore, \( k_{i,a} \) denotes the time of \( |a| \)th change point after time \( i \) if \( a > 0 \); before time \( i \) if \( a < 0 \). Likewise, let \( \Delta_i \) be the size of change corresponding to \( k_{i,a} \) for \( |a| > 0 \), and \( \Delta_i \) is \( 0 \). Let \( \Delta^{(C)}_i = \sup_{\bf w_\tau = \ldots, \tau_\epsilon} \{ |E(X_{i+1}) - E(X_i)| \} \) and a set of time indices in \( (s, \epsilon) \) that are asymptotically away from all change points be,

\[
\Omega_{s,\epsilon} = \{ i \in [s, \epsilon] \cap \mathbb{Z} : \lim_{n \rightarrow \infty} |i/n - \pi_j| > 0 \text{ for all } j = 1, \ldots, M \},
\]

Consider non-change-point time \( h \in \Omega_{s,\epsilon} \). For all \( j = 1, \ldots, M \), \( d \geq \lfloor \alpha \rfloor \), and time \( i \in \Omega_{(h-d); (h+1+d),} \), we have \( M_i^- + M_i^+ \geq 1 \) and

\[
L_n^{(C)}(i | h - d, h + 1 + d) = \frac{1}{8} \left\{ \sqrt{d + 1}(Z_{(h-d); h-d}) - Z_{(h+1); h+1+d}) - \sqrt{d + 1} \Delta_i \right\}^2
\]

\[
= \frac{1}{4(d + 1)} \left\{ \sum_{j \in \Omega_{(h-d); (h+1+d)}} L_n^{(C)}(j | h - d, h) + \sum_{j \in \Omega_{(h-d); (h+1+d)}} L_n^{(C)}(j | h + 1, h + 1 + d) \right\}^2
\]

\[
= O_p[(\Delta^{(C)}_{h-d}; (h+1+d))]^2.
\]

Using the result, the self-normalizer is at least of the same order because for some \( \epsilon > 0 \),

\[
V_n^{(C)}(h | h - d, h + 1 + d) \geq \frac{1}{4(d + 1)} \left\{ \sum_{j \in \Omega_{(h-d); (h+1+d)}} L_n^{(C)}(j | h - d, h) + \sum_{j \in \Omega_{(h-d); (h+1+d)}} L_n^{(C)}(j | h + 1, h + 1 + d) \right\}^2
\]

\[
\text{Therefore, } T^{(C)}_n(h) = O_p (\epsilon), \text{ implying } P(\sup_{s \in [\pi_j - \epsilon, \pi_j + \epsilon]} |\hat{\pi}_j - \pi_j| > \eta) \rightarrow 0. \square
\]

**Proof of Theorem 3.4.** For any small enough \( \eta > 0 \) such that \( \eta < \epsilon \), let \( A_f := \{ \min_{1 \leq j \leq M} |\hat{\pi}_j - \pi_j| > \eta \} \) be the event that the absolute difference between the \( f \) th true change point and the closest estimator in \( \hat{\Pi}^{(C)} \) is greater than \( \eta \). Let \( \Psi_f(\epsilon, \eta) = [\pi_j - \epsilon, \pi_j + \epsilon] \setminus [\pi_j - \eta, \pi_j + \eta] \). By the definition of \( \hat{\Pi}^{(C)} \) in (3.13) with \( \Delta = \epsilon \), we can represent \( A_f \) as

\[
A_f = \left\{ \sup_{i \in [\pi_j - \eta, \pi_j + \eta]} T^{(C)}_n(|nt|) \leq \sup_{s \in \Psi_f(\epsilon, \eta)} T^{(C)}_n(|ns|) \right\} \cup \left\{ \sup_{i \in [\pi_j - \eta, \pi_j + \eta]} T^{(C)}_n(|nt|) \leq \varepsilon \right\}
\]

\[
\subseteq \left\{ T^{(C)}_n(|\pi_f n|) \leq \sup_{s \in \Psi_f(\epsilon, \eta)} T^{(C)}_n(|ns|) \right\} \cup \left\{ T^{(C)}_n(|\pi_f n|) \leq \varepsilon \right\} .
\]

Using Lemma 3.3, we have, for all \( j = 1, \ldots, M \) as \( n \rightarrow \infty \),

\[
P(A_f) \leq P \left\{ T^{(C)}_n(|\pi_f n|) < \sup_{s \in \Psi_f(\epsilon, \eta)} T^{(C)}_n(|ns|) \right\} + \left\{ T^{(C)}_n(|\pi_f n|) \leq \varepsilon \right\} \rightarrow 0.
\]

Then, \( P(\max_{j=1,\ldots, M} \min_{i=1,\ldots, M} |\pi_j - \pi_j| > \eta) = P(\cup_{j=1}^{M} A_f) \leq \sum_{j=1}^{M} P(A_f) \rightarrow 0. \square
\]

**Supplementary Materials**

The supplementary note contains additional simulation results, finite-\( n \) adjusted critical values, recursive formulas, algorithms, and proofs of corollaries. Extension to long-range dependent time series is discussed. Implementation code is provided in the R library **SNmct**.
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