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Abstract. Wide applications of differentiable two-player sequential games (e.g., image generation by GANs) have raised much interest and attention of researchers to study efficient and fast algorithms. Most of existing algorithms are developed based on nice properties of simultaneous games, i.e., convex-concave payoff functions, but are not applicable in solving sequential games with different settings. Some conventional gradient descent ascent algorithms theoretically and numerically fail to find the local Nash equilibrium of the simultaneous game or the local minimax (i.e., local Stackelberg equilibrium) of the sequential game. In this paper, we propose the HessianFR, an efficient Hessian-based Follow-the-Ridge algorithm with theoretical guarantees. Furthermore, the convergence of the stochastic algorithm and the approximation of Hessian inverse are exploited to improve algorithm efficiency. A series of experiments of training generative adversarial networks (GANs) have been conducted on both synthetic and real-world large-scale image datasets (e.g. MNIST, CIFAR-10 and CelebA). The experimental results demonstrate that the proposed HessianFR outperforms baselines in terms of convergence and image generation quality.
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1. Introduction. Two-player games as extensions of minimization problems achieve wide applications especially in economics [12] and machine learning (e.g., generative adversarial networks (GANs) [18, 3, 35], adversarial learning [39, 31] and reinforcement learning [9] etc.). We merely focus on differentiable two-player zero-sum games which are mathematically formulated as the following min-max optimization problem:

$$\min_x \max_y f(x, y),$$

where $x \in \mathbb{R}^{d_1}$ and $y \in \mathbb{R}^{d_2}$ are two players and $f(x, y)$ is the payoff function.

There are mainly two types of two-player games, i.e., simultaneous games and sequential games. Taking words literally, the difference between two types of games lies in the order of actions two players take. In two-player simultaneous games, $x$ and $y$ have the same position that they are blind to each other’s actions before they finish at each step. It further implies that the payoff function is convex-concave (i.e., $\min_x \max_y f(x, y) = \max_y \min_x f(x, y)$) in simultaneous learning. Sequential games strictly require the order of two players’ actions.
variable \( x \) plays the role of a leader who aims to reduce the loss (pay) while the follower \( y \) tries to maximize his gains after observing the leader’s action.

Most of previous works stabilized GANs training through regularization and specific modeling. Generators and discriminators in generative adversarial networks (GANs) act as the leader \( x \) and the follower \( y \) respectively. Training GANs is usually equivalent to solving a sequential min-max optimization problem \([18, 2, 3, 20, 35]\). Optimization difficulties of GANs, especially the instabilities and nonconvergence, have been emphasized and discussed for a long time, since GANs was first proposed \([37, 17, 3]\). From the model’s point of view, some proper regularization terms added into the loss function numerically stabilize training \([17, 20, 7, 33, 8]\). Brock et al. \([7]\) encouraged weights to be orthonormal to mitigate the instabilities of GANs by introducing an additional regularization term. With 1-Lipschitz constraints on discriminators, Wasserstein GAN achieves much better performances than vanilla GAN in terms of generation quality and training stability \([3, 20, 44, 1]\). However, they are still suffering from the same difficulties using gradient descent ascent algorithms. To escape the optimization difficulties, some recent works of generative models aim to estimate the score of the target distribution by minimizing the fisher divergence \([40, 41]\). No free lunch in the world that it is hard to sample high quality and high dimensional data from the score, although score-based models are more easier to be optimized, because score loses some information compared with the density function. Therefore, it is urgent to develop efficient algorithms for GANs training (sequential games).

Gradient descent ascent (GDA) is the extension of gradient descent from minimization problems to min-max problems. Unfortunately, GDA has been shown to suffer from undesirable convergence and strong rotation around fixed points \([11]\). To overcome the mentioned drawbacks, several variants are proposed. Two Time-Scale GDA \([21]\) and GDA-k \([18]\) are two variants of GDA and are widely used in training GANs. Extra gradient (EG) \([26, 16]\), optimistic GDA (OGDA) \([10]\) and consensus optimization (CO) \([32]\), extended from algorithms solving minimization problems, improve the convergence of GDA. Unfortunately, they are designed for solving convex-concave problems (simultaneous problems).

Recently, Jin et al. \([23]\) defined the equilibrium (i.e. local minimax) for differentiable sequential games which is more appropriate than Nash equilibrium, based on the works from Evtushenko \([14, 13]\). Local minimax takes into account the sequential structure and makes use of the Schur complement of the Hessian matrix rather than merely the block diagonal. Based on the definition of local minimax, FR \([43]\) and TGDA \([15]\) are proposed recently and locally converge to local minimax. Furthermore, to accelerate the convergence, Newton-type methods are proposed in \([47]\). However, some of them may be not applicable in machine learning (deep learning) tasks. For more details, we will discuss later in \textsection 3.

In this paper, we propose a novel algorithm, namely HessianFR, which has better convergence than FR \([43]\) by adding Hessian information to \( y \) in each update but without additional computation. Mathematically, the Hessian information reduces the condition number of Jacobian matrix and thus accelerates the convergence. Overall, equipped with the perspective, here are our contributions:

- A new algorithm is proposed and is theoretically guaranteed to locally converge and only converge to local minimax with proper learning rates.
- We theoretically and numerically study several fast computation methods including
diagonal methods as well as conjugate gradient for Hessian inverse and stochastic learning for lower computation costs in each update. Both diagonal methods and conjugate gradient perform well in practice.

- Finally, we apply our algorithm in training generative adversarial networks on synthetic dataset to show the superiority of HessianFR than other algorithms in terms of iterations and seconds for convergence. Furthermore, we test our algorithm in stochastic setting on large scale image datasets (e.g., MNIST, CIFAR-10 and CelebA). According to numerical results, the proposed HessianFR outperforms other algorithms in terms of the image generation quality.

2. Preliminaries. Notation. In this paper, we use \( \| \cdot \|_2 \) to represent the euclidean norm of both vector and the corresponding matrix spectral norm. Concisely, we rewrite \( z = (x, y) \) and the Hessian matrix

\[
\nabla_{zz} f(z) = \begin{bmatrix}
\nabla_{xx} f(x, y) & \nabla_{xy} f(x, y) \\
\nabla_{yx} f(x, y) & \nabla_{yy} f(x, y)
\end{bmatrix} =: \begin{bmatrix}
H_{xx} & H_{xy} \\
H_{yx} & H_{yy}
\end{bmatrix}.
\]

Sometimes, we may use \( H_{xx}(x_t, y_t) \) to highlight the spatial and temporal location of \( H_{xx} \) to avoid ambiguity of notations. Analogous notations holds for \( H_{xy}, H_{yy} \) and so on. Usually, the spatial and temporal location \( z_t = (x_t, y_t) \) is omitted if it is clear and straightforward. To highlight the Hessian matrix evaluated at a given point \( z^* = (x^*, y^*) \) which is within our interest, we denote it as \( H_{xx}^* \), etc. We denote the maximal eigenvalue, the minimal eigenvalue and the spectral radius of a matrix by \( \lambda_{\text{max}}(\cdot) \), \( \lambda_{\text{min}}(\cdot) \) and \( \lambda(\cdot) \) respectively.

Differentiable two-player zero-sum sequential games are mathematically formulated as solving the following min-max optimization problems:

(2.1) \[ \min_{x} \max_{y} f(x, y), \]

where \( x \in \mathbb{R}^{d_1} \) and \( y \in \mathbb{R}^{d_2} \) are two players and \( f(x, y) \) is the payoff function. Note that the payoff function \( f(x, y) \) is nonconvex-nonconcave in sequential setting. In this paper, we mainly focus on solving min-max problem for training generative adversarial networks.

2.1. Why Minimax Optimization. Most of previous works define local Nash equilibrium for min-max problems in training generative adversarial networks. We first review the definition and some properties for (local) Nash equilibrium here. Then, we demonstrate that it is overly strict to define Nash equilibrium in training generative adversarial networks.

Definition 2.1 (Local Nash equilibrium). A point \( (x^*, y^*) \) is a local Nash equilibrium for min-max problem (2.1) if there exists \( \delta > 0 \) such that

\[
f(x^*, y) \leq f(x^*, y^*) \leq f(x, y^*),
\]

for all \( (x, y) \) satisfying \( \|x - x^*\|_2 \leq \delta \) and \( \|y - y^*\|_2 \leq \delta \).

Proposition 2.2 (Necessary conditions for local Nash equilibrium). The local Nash equilibrium \( (x^*, y^*) \) for a twice differentiable payoff function \( f(x, y) \) must satisfy the following conditions: (1) It is a critical point (i.e., \( \nabla_x f(x^*, y^*) = 0 \) and \( \nabla_y f(x^*, y^*) = 0 \)); (2) \( \nabla_{yy} f(x^*, y^*) \preceq 0 \), and \( \nabla_{xx} f(x^*, y^*) \succeq 0 \).
Proposition 2.3 (Sufficient conditions for local Nash equilibrium). For a twice differentiable min-max problem (2.1), if the critical point \((x^*, y^*)\) satisfies \(\nabla_{yy} f(x^*, y^*) < 0\) and \(\nabla_{xx} f(x^*, y^*) \succcurlyeq 0\), then it is a (strict) local Nash equilibrium.

Local Nash equilibrium implies that the payoff function \(f(x, y)\) is locally convex-concave although it is not for simultaneous games. In other words, the local Nash equilibrium \((x^*, y^*)\) for min-max problem \(\min_x \max_y f(x, y)\) is also a local Nash equilibrium for max-min problem \(\max_y \min_x f(x, y)\). The Nash equilibrium is overly strict for equilibrium of sequential games. Moreover, it is hard to say whether Nash equilibrium exists for nonconvex-nonconcave min-max problems. For example, we consider a two-dimensional payoff function \(f(x, y) = \sin(x + y)\). We can easily verify that no equilibrium exists by Proposition 2.2. The necessary condition of Nash equilibrium requires the Hessian matrix \(\nabla_{xx} f(x^*, y^*)\) and \(\nabla_{yy} f(x^*, y^*)\) to be semi positive definite and semi negative definite respectively, regardless of the correlation term \(\nabla_{xy} f(x^*, y^*)\), which further implies the uncorrelation of variables \(x\) and \(y\) w.r.t. \(f(x, y)\) at the local Nash equilibrium \((x^*, y^*)\).

Generative adversarial networks, first proposed by Goodfellow et al. [18], achieve much attention and are widely applied in various fields and applications [6, 34]. In training generative adversarial networks, \(x\) and \(y\) represent the trainable parameters of neural networks for generators and discriminators respectively. In JS-GAN (vanilla GAN) [18], the discriminator parameterized by \(y\) measures the JS divergence between the generated distribution and the target distribution. Wasserstein GAN [3] adopts a weaker but softer metric which is numerically represented by 1-Lipschitz neural networks parameterized by \(y\). The discriminator in Sphere GAN [35] first projects data to a unit sphere and then measures the data distance on the manifold. Suppose that \(y^* = \arg \max_y f(x^*, y)\) which measures the distance between the generated distribution and the target distribution, it is not necessary to be a local maximizer for all \(x\) satisfying \(\|x - x^*\|_2 \leq \delta\).

Based on above analysis, it is inappropriate to depict the solution of sequential games by Nash equilibrium. Jin et al. [23] defined local minimax for the equilibrium of differentiable sequential games (2.1) which is intuitively and theoretically more feasible.

Definition 2.4 (Local minimax). A point \((x^*, y^*)\) is a local minimax for min-max problem (2.1) if there exists \(\delta_0 > 0\) and a continuous function \(h(\delta)\) with \(h(\delta) \to 0\) as \(\delta \to 0\), such that

\[
f(x^*, y) \leq f(x^*, y^*) \leq \max_{y' : \|y' - y^*\|_2 \leq h(\delta)} f(x, y'),
\]

for all \(0 < \delta \leq \delta_0\), \(\|x - x^*\|_2 \leq \delta\) and \(\|y - y^*\|_2 \leq \delta\).

By implicit function theorem, the definition can be further clarified [43]. (1) \(y^*\) is a local maximum of \(f(x^*, \cdot)\); (2) \(x^*\) is a local minimum of \(f(x, r(x))\) where \(r(x)\) is an implicit function defined by \(\nabla_y f(x, r(x)) = 0\) in a neighborhood of \((x^*, y^*)\) with \(r(x^*) = y^*\).

Here, local minimax does not require \(y^*\) to be the local maximum of \(f(x, \cdot)\) for all \(x\) in a neighborhood of \(x^*\). Note that the local maximum of \(f(x, \cdot)\) is allowed to change slightly (by properties of \(h(\delta)\)) with \(x\). For more details, please refer to [23]. Similar to local Nash equilibrium, necessary and sufficient conditions for local minimax are established in [23].

Proposition 2.5 (Necessary conditions for local minimax). The local minimax \((x^*, y^*)\) for a
twice differentiable payoff function \( f(x, y) \) must satisfies the following conditions: (1) It is a critical point (i.e., \( \nabla_x f(x^*, y^*) = 0 \) and \( \nabla_y f(x^*, y^*) = 0 \)); (2) \( \nabla_{yy} f(x^*, y^*) \preceq 0 \), and \( \nabla_{xx} f - \nabla_{xy} f(\nabla_{yy} f)^{-1}\nabla_{yx} f |_{(x^*, y^*)} \succeq 0 \).

Proposition 2.6 (Sufficient conditions for local minimax). For a twice differentiable min-max problem (2.1), if the critical point \((x^*, y^*)\) satisfies \( \nabla_{yy} f(x^*, y^*) \prec 0 \), and \( \nabla_{xx} f - \nabla_{xy} f(\nabla_{yy} f)^{-1}\nabla_{yx} f |_{(x^*, y^*)} > 0 \), then it is a (strict) local minimax.

Comparing Proposition 2.2 and Proposition 2.3 with Proposition 2.5 and Proposition 2.6, the main difference lies in that local minimax utilizes the Schur complement of the Hessian matrix while local Nash equilibrium merely focus on the block diagonal matrix. Intuitively, the Schur complement has more information than the block diagonal matrix because the latter ignores the correlation of two variables while the former adopts the whole Hessian information.

2.2. Why not GDA and its Variants. Two Time-Scale GDA (i.e., TTUR in [21]) and GDA-k (adopted in most of GANs training [18, 3, 20]) are two most popular variants of GDA. The global convergence of Two Time-Scale GDA and GDA-k is less than satisfactory. Two Time-Scale GDA perhaps converges to an undesired point which is neither Nash equilibrium nor local minimax. And GDA-k is convergent if it satisfies Max-Oracle which is extremely strict in practice [23]. Fortunately, GDA has local convergence properties [47] for local minimax, which may explain the success of GANs trained by GDA in varius tasks. We further find that Extra Gradient (EG) [26] which is derived for solving convex-concave problems (simultaneous games), is not suitable for solving sequential min-max problem. For more details of (local) convergence of GDA (and its variants) to local minimax, please see Appendix A.

2.3. Follow-the-Ridge (FR) Algorithm. Follow-the-Ridge (FR) algorithm [43] is the first work studying min-max problem (2.1) based on local minimax. We briefly introduce the main idea of FR algorithm here. Suppose that \((x_t, y_t)\) is on the ridge, i.e., \( \nabla_y f(x_t, r(x_t)) = 0 \) and \( r(x_t) = y_t \) where \( r(x) \) is the implicit function defined in Definition 2.4. In each step \( t \), \( x_t \) is updated by gradient descent, i.e., \( x_{t+1} = x_t - \eta_x \nabla_x f(x_t, y_t) \). The leader \( x \) always cannot foresee the follower’s action, that’s why simple gradient descent is adopted for updating \( x \). However, the follower \( y_t \) witnesses the update of \( x \) and he hopes to take advantage of the additional information and stay on the ridge (i.e., satisfying \( \nabla_y f(x, r(x)) = 0 \)). With the current state that \( \nabla_y f(x_t, r(x_t)) = 0 \) and the known update \( x_{t+1} = x_t - \eta_x \nabla_x f(x_t, y_t) \), the follower \( y_{t+1} \) hopes to satisfy \( \nabla_y f(x_{t+1}, y_{t+1}) = 0 \). Taylor expansion for \( \nabla_y f(x_{t+1}, y_{t+1}) \) implies that

\[
0 = \nabla_y f(x_{t+1}, y_{t+1}) \\
= \nabla_y f(x_t, y_t) + H_{yx}(x_{t+1} - x_t) + H_{yy}(y_{t+1} - y_t) \\
= H_{yx}(-\eta_x \nabla_x f(x_t, y_t)) + H_{yy}(y_{t+1} - y_t).
\]

Therefore, the correction term \( \eta_x H_{yx}^{-1} H_{yx} \nabla_x f(x_t, y_t) \) brings \( y_t \) to \( y_{t+1} \) with \((x_{t+1}, y_{t+1})\) staying on the ridge. If \((x_t, y_t)\) is not on the ridge, then gradient ascent update \( \eta_y \nabla_y f(x_t, y_t) \) for \( y_t \) is necessary for moving \((x_{t+1}, y_{t+1})\) closer to the ridge. In conclusion, FR algorithm has an additional correction term compared with GDA to keep parallel to or on the ridge.
The algorithm is listed as follows:

\[ x_{t+1} \leftarrow x_t - \eta_x \nabla_x f(x_t, y_t), \]
\[ y_{t+1} \leftarrow y_t + \eta_y \nabla_y f(x_t, y_t) + \eta_x H_{yy}^{-1} H_{yx} \nabla_x f(x_t, y_t), \]

where \( \eta_x \) and \( \eta_y \) are learning rates for \( x \) and \( y \) respectively.

### 3. HessianFR

In this section, we first develop the HessianFR algorithm based on the FR algorithm and the Newton method. Theoretically, we show that the proposed HessianFR algorithm has greater convergence rates to strict local minimax than the FR algorithm. To reduce the computational costs in large scale problems, we extend the deterministic HessianFR to the stochastic HessianFR with theoretical convergence guarantees. Furthermore, we discuss several computation methods for Hessian inverse for the proposed HessianFR.

#### 3.1. Deterministic Algorithm

In this part, we introduce the motivation for the proposed algorithm and then local convergence is developed. Theoretical analysis conveys that the proposed HessianFR is better than FR [43] when \( H_{yy}^* \) is ill-conditioned and is not worse than GDN [47]. However, HessianFR is more computationally friendly than GDN in implementation.

##### 3.1.1. Motivation

According to the convergence analysis of FR algorithm in [43], the theoretical convergence rate is related to the condition number of \( H_{xx}^* - H_{xy}^* H_{yy}^{-1} H_{yx}^* \) and \( H_{yy}^* \), i.e., the Jacobian matrix of FR at local minimax \( z^* = (x^*, y^*) \) is similar to

\[
I - \eta_x \begin{bmatrix}
H_{xx}^* - H_{xy}^* H_{yy}^{-1} H_{yx}^* & H_{xy}^* \\
-c H_{yy}^*
\end{bmatrix},
\]

which implies that the maximal eigenvalue is

\[
1 - \eta_x \min \{ \lambda_{\min}(H_{xx}^* - H_{xy}^* H_{yy}^{-1} H_{yx}^*), \lambda_{\min}(-c H_{yy}^*) \},
\]

where

\[
\eta_x < \frac{2}{\max \{ \lambda_{\max}(H_{xx}^* - H_{xy}^* H_{yy}^{-1} H_{yx}^*), \lambda_{\max}(-c H_{yy}^*) \}}
\]

and \( c = \eta_y / \eta_x \). How to improve the convergence of FR without extra computation (or accepted computation costs)? A direct way is to decrease the condition number of two block diagonal of the Jacobian matrix, i.e., \( H_{xx}^* - H_{xy}^* H_{yy}^{-1} H_{yx}^* \) and \( H_{yy}^* \). Furthermore, we hope the follower \( y \) to be close to the optimal one, i.e., \( y_{t+1} \approx \arg \max f(x_{t+1}, y) \). Actions of \( y \) is essential for min-max problem and fast convergence is expected. In training GANs, weak discriminators will lead to disasters and failures. Therefore, instead of improving the updates for \( x \), acceleration of \( y \) seems to be more reasonable. Observe that the correction term for \( y \) involves the inverse of Hessian \( H_{yy}^{-1} \). It reminds us of the Newton method that it outperforms gradient-based (first-order) methods theoretically and numerically under some regularization conditions. Taking the advantage of the Newton method, an extra correction term (Newton step) can accelerate the convergence of \( y \), i.e.,

\[
y_{t+1} \leftarrow y_t + \eta_y \nabla_y f(x_t, y_t) - \eta_y H_{yy}^{-1} \nabla_y f(x_t, y_t) + \eta_x H_{yy}^{-1} H_{yx} \nabla_x f(x_t, y_t),
\]
Algorithm 3.1 HessianFR to solve (2.1)

Given learning rates $\eta_x$, $\eta_y1$ and $\eta_y2$; time steps $T$.

for $t = 0$ to $T$ do

\begin{align*}
x_{t+1} &\leftarrow x_t - \eta_x \nabla_x f(x_t, y_t) \\
y_{t+1} &\leftarrow y_t + \eta_y1 \nabla_y f(x_t, y_t) - \eta_y2 \bar{H}_{yy}^{-1} \nabla_y f(x_t, y_t) + \eta_x \bar{H}_{yx}^{-1} \nabla_x f(x_t, y_t)
\end{align*}

end for

where $\eta_y1$ and $\eta_y2$ are learning rates for gradient ascent term and Newton correction term respectively. Moreover, compared with FR, HessianFR merely requires additional computation of $\nabla_y f(x_t, y_t) - \bar{H}_{yx} \nabla_x f(x_t, y_t)$. The extra computation costs are acceptable and can be ignored in practice. The algorithm is named “HessianFR” because it has Hessian (Newton) step in the context of FR algorithm. The pseudocode for HessianFR is shown in Algorithm 3.1. Here, we use finite difference to compute $\bar{H}_{yx} \nabla_x f(x_t, y_t)$, i.e.,

\begin{equation}
\bar{H}_{yx} \nabla_x f(x_t, y_t) \approx \frac{\nabla_y f(x_t + \alpha \nabla_x f(x_t, y_t), y_t) - \nabla_y f(x_t, y_t)}{\alpha},
\end{equation}

when $\alpha \approx 0$. As for the computation of $H^{-1}_{yy}$, we will discuss it in subsection 3.3.

3.1.2. Relation to other algorithms. HessianFR is actually an generalized algorithm of FR [43] and GDN [47]. It is equivalent to FR if we set $\eta_y2 = 0$. The update rule for GDN is as follows:

\begin{align*}
x_{t+1} &\leftarrow x_t - \eta_x \nabla_x f(x_t, y_t) \\
y_{t+1} &\leftarrow y_t - (\nabla_y f)^{-1} \nabla_y f(x_{t+1}, y_t)
\end{align*}

Note that by Taylor expansion, we have

\begin{equation}
y_{t+1} = y_t - (\nabla_y f)^{-1} \nabla_y f(x_{t+1}, y_t) \approx y_t - (\nabla_y f)^{-1} \nabla_y f(x_t, y_t) + \eta_x (\nabla_y f)^{-1} \nabla_y f \nabla_x f(x_t, y_t),
\end{equation}

which is a special case of (equivalent to) HessianFR if $\eta_y1 = 0$ and $\eta_y2 = 1$. Theoretical and numerical comparisons of those three related algorithms will be discussed later.

3.1.3. Convergence Analysis. We first prove the local convergence properties of HessianFR that it converges and only converges to a local minimax. Then, the theoretical convergence rates are compared for HessianFR, FR and GDN. With a proper choice of learning rates, our HessianFR is better than FR and is comparable with GDN in theory.

Here, we first introduce the definition of strict stable points of an algorithm, which is useful for convergence analysis in optimization.

Definition 3.1 (Strict stable point of an algorithm). For an algorithm defined as $z_{t+1} = g(z_t)$, we call a point $z^*$ is a strict stable point of the algorithm if

$$\lambda(J^*) < 1,$$
where $\mathbf{J}^* = \nabla_{zz} g(\mathbf{z}^*)$ is the Jacobian matrix at $\mathbf{z}^*$ and $\lambda(\cdot)$ denotes the spectral radius.

**Theorem 3.2 (Local convergence of HessianFR).** With a proper choice of learning rates, all strict local minimax points are strict stable fixed points of HessianFR. Moreover, any strict stable fixed point is a strict local minimax.

**Proof.** Let $c_1 = \eta_y \eta_1 / \eta_x > 0$ and $c_2 = \eta_y \eta_2 / \eta_x \geq 0$. The Jacobian matrix of HessianFR at local minimax $\mathbf{z}^* = (x^*, y^*)$ is

$$
\mathbf{J}_{HFR}^* = \mathbf{I} - \eta_x \begin{bmatrix}
\mathbf{I} & \mathbf{H}_{xy}^* & \mathbf{H}_{yx}^* \\
-\mathbf{H}_{yy}^* \mathbf{H}_{yx}^* & -c_1 \mathbf{I} + c_2 \mathbf{H}_{yy}^{-1} & \mathbf{H}_{yx}^* \\
\mathbf{H}_{xy}^* & \mathbf{H}_{yx}^* & \mathbf{H}_{yy}^* 
\end{bmatrix}.
$$

Observe that the matrix

$$
\begin{bmatrix}
\mathbf{I} & \mathbf{H}_{xy}^* & \mathbf{H}_{yx}^* \\
-\mathbf{H}_{yy}^* \mathbf{H}_{yx}^* & -c_1 \mathbf{I} + c_2 \mathbf{H}_{yy}^{-1} & \mathbf{H}_{yx}^* \\
\mathbf{H}_{xy}^* & \mathbf{H}_{yx}^* & \mathbf{H}_{yy}^* 
\end{bmatrix}
$$

is invertible, then $\mathbf{J}_{HFR}^*$ is similar to

$$
\mathbf{M}_{HFR}^* = \begin{bmatrix}
\mathbf{I} & \mathbf{H}_{xy}^* & \mathbf{H}_{yx}^* \\
\mathbf{H}_{yy}^{-1} \mathbf{H}_{yx}^* & -\mathbf{H}_{yy}^{-1} \mathbf{H}_{yx}^* & \mathbf{I} \\
\mathbf{H}_{xy}^* & \mathbf{H}_{yx}^* & \mathbf{H}_{yy}^* 
\end{bmatrix} J_1^* 
\begin{bmatrix}
\mathbf{I} & \mathbf{H}_{xy}^* & \mathbf{H}_{yx}^* \\
-\mathbf{H}_{yy}^{-1} \mathbf{H}_{yx}^* & -c_1 \mathbf{I} + c_2 \mathbf{H}_{yy}^{-1} & \mathbf{H}_{yx}^* \\
\mathbf{H}_{xy}^* & \mathbf{H}_{yx}^* & \mathbf{H}_{yy}^* 
\end{bmatrix}^T.
$$

Therefore, $\mathbf{J}_{HFR}^*$ and $\mathbf{M}_{HFR}^*$ share the same eigenvalues. By conditions (Proposition 2.6) for strict local minimax, we have $\mathbf{H}_{xx}^* - \mathbf{H}_{xy}^* \mathbf{H}_{yy}^{-1} \mathbf{H}_{yx}^* > 0$ and $-c_1 \mathbf{H}_{yy}^* + c_2 \mathbf{I} > 0$. To guarantee the convergence of HessianFR, we require

$$
-\mathbf{I} < \eta_x \begin{bmatrix}
\mathbf{H}_{xx}^* - \mathbf{H}_{xy}^* \mathbf{H}_{yy}^{-1} \mathbf{H}_{yx}^* & \mathbf{H}_{xy}^* \\
-\mathbf{H}_{yy}^{-1} \mathbf{H}_{yx}^* & -c_1 \mathbf{H}_{yy}^* + c_2 \mathbf{I} 
\end{bmatrix} < \mathbf{I}
$$

and

$$
0 < \eta_x \begin{bmatrix}
\mathbf{H}_{xx}^* - \mathbf{H}_{xy}^* \mathbf{H}_{yy}^{-1} \mathbf{H}_{yx}^* & \mathbf{H}_{xy}^* \\
-\mathbf{H}_{yy}^{-1} \mathbf{H}_{yx}^* & -c_1 \mathbf{H}_{yy}^* + c_2 \mathbf{I} 
\end{bmatrix} < 2 \mathbf{I},
$$

which implies that

$$
\eta_x < \frac{2}{\max\{\lambda_{\max}(\mathbf{H}_{xx}^* - \mathbf{H}_{xy}^* \mathbf{H}_{yy}^{-1} \mathbf{H}_{yx}^*), \lambda_{\max}(-c_1 \mathbf{H}_{yy}^* + c_2 \mathbf{I})\}}
$$

and

$$
\lambda(\mathbf{J}_{HFR}^*) < 1.
$$

Note that the spectral radius is the infimum of all norms and according to [22], there exist a matrix norm $\| \cdot \|$ and a constant $\tilde{\lambda} \in (0, 1)$ such that the Jacobian matrix

$$
\| \mathbf{J}_{HFR}^* \| = 1 - \tilde{\lambda} < 1.
$$
Consider the Taylor expansion of HessianFR defined as \( z_{t+1} = g(z_t) \), we have

\[
g(z_t) = g(z^*) + J^*_\text{HFR}(z_t - z^*) + o(\|z_t - z^*\|).
\]

There exist a small enough neighborhood of \( z^* \) with radius \( \delta > 0 \) such that if \( \|z - z^*\| < \delta \), we have \( o(\|z - z^*\|) < \frac{1}{2}\|z - z^*\| \). Therefore,

\[
\|z_{t+1} - z^*\| = \|g(z_t) - g(z^*)\|
\leq \|J^*_\text{HFR}\| \cdot \|z_t - z^*\| + o(\|z - z^*\|)
\leq (1 - \frac{1}{2}) \cdot \|z_t - z^*\|,
\]

which complete the proof of local convergence of HessianFR.

Conversely, if a point \( z^* = (x^*, y^*) \) is a strictly stable fixed point of HessianFR, i.e., \( z^* \) is a critical point and the Jacobian at \( z^* \) satisfies that \( \lambda(J^*) < 1 \). It further implies that \( H^*_{xx} - H^*_{x}H^*_{yy}^{-1}H^*_{yx} > 0 \) and \( -c_1H^*_{yy} + c_2I > 0 \) for any \( c_1 > 0 \) and \( c_2 \geq 0 \). Therefore, \( H^*_{xx} - H^*_{xy}H^*_{yy}^{-1}H^*_{yx} > 0 \) and \( -H^*_{yy} > 0 \), which conclude that \( z^* \) is a strict local minimax.

Note that, the convergence rate of HessianFR can be roughly estimated by eigenvalues of \( J^*_\text{HFR} \) that

\[
(3.7) \quad \lambda(J^*_\text{HFR}) \leq 1 - 2\kappa_{\text{HFR}},
\]

where

\[
\kappa_{\text{HFR}} = \frac{\min\{\lambda_{\min}(H^*_{xx} - H^*_{x}H^*_{yy}^{-1}H^*_{yx}), \lambda_{\min}(-c_1H^*_{yy} + c_2I)\}}{\max\{\lambda_{\max}(H^*_{xx} - H^*_{xy}H^*_{yy}^{-1}H^*_{yx}), \lambda_{\max}(-c_1H^*_{yy} + c_2I)\}}.
\]

Let \( c_2 = 0 \), the Jacobian matrix \( J^*_\text{FR} \) of FR at the local minimax \( z^* \) is similar to

\[
(3.8) \quad M^*_\text{FR} = I - \eta_x \begin{bmatrix} H^*_{xx} - H^*_{xy}H^*_{yy}^{-1}H^*_{yx} & H^*_{xy} \\ H^*_{yx} & -c_1H^*_{yy} \end{bmatrix}.
\]

and the corresponding spectral radius is

\[
(3.9) \quad \lambda(J^*_\text{FR}) \leq 1 - 2\kappa_{\text{FR}},
\]

with

\[
\kappa_{\text{FR}} = \frac{\min\{\lambda_{\min}(H^*_{xx} - H^*_{xy}H^*_{yy}^{-1}H^*_{yx}), \lambda_{\min}(-c_1H^*_{yy})\}}{\max\{\lambda_{\max}(H^*_{xx} - H^*_{xy}H^*_{yy}^{-1}H^*_{yx}), \lambda_{\max}(-c_1H^*_{yy})\}}.
\]

If \( H^*_{yy} \) is ill-conditioned that \( \lambda_{\max}(-H^*_{yy}) \) is large but \( \lambda_{\min}(-H^*_{yy}) \) is small, then \( \kappa_{\text{FR}} \) is small. With proper choice of \( c_2 \) such that

\[
(3.10) \quad \frac{\lambda_{\min}(-c_1H^*_{yy} + c_2I)}{\lambda_{\max}(-c_1H^*_{yy} + c_2I)} > \frac{\lambda_{\min}(-c_1H^*_{yy})}{\lambda_{\max}(-c_1H^*_{yy})},
\]
then $\kappa_{\text{HFR}} > \kappa_{\text{FR}}$ and thus $\lambda(J^*_{\text{HFR}}) < \lambda(J^*_{\text{FR}})$ which implies the improved theoretical convergence of HessianFR over FR.

Let $c_1 = 0$ and $c_2 = 1/\eta_x$, then the Jacobian matrix $J^*_{\text{GDN}}$ of GDN at the local minimax $z^*$ is similar to

$$
M^*_{\text{GDN}} = I - \eta_x \begin{bmatrix} H^*_{xx} - H^*_{xy} H^{-1}_{yy} H^*_{yx} & H^*_{xy} \\ 1/\eta_x I \end{bmatrix},
$$

which implies that

$$
\lambda(J^*_{\text{GDN}}) \leq 1 - 2\kappa_{\text{GDN}},
$$

where

$$
\kappa_{\text{GDN}} = \frac{\lambda_{\min}(H^*_{xx} - H^*_{xy} H^{-1}_{yy} H^*_{yx})}{\lambda_{\max}(H^*_{xx} - H^*_{xy} H^{-1}_{yy} H^*_{yx})}.
$$

With proper choice of $c_1$ and $c_2$ (always exist) such that

$$
\lambda_{\min}(-c_1 H^*_{yy} + c_2 I) \geq \lambda_{\min}(H^*_{xx} - H^*_{xy} H^{-1}_{yy} H^*_{yx})
$$

and

$$
\lambda_{\max}(-c_1 H^*_{yy} + c_2 I) \leq \lambda_{\max}(H^*_{xx} - H^*_{xy} H^{-1}_{yy} H^*_{yx}),
$$

then the theoretical convergence rate of HessianFR is equal to that of GDN.

In conclusion, HessianFR is better than FR when $H^*_{yy}$ is ill-conditioned and not worse than GDN theoretically. Note that setting learning rate to be 1 (in GDN) may be infeasible in deep learning applications. Although GDN outperforms FR in the sense of theoretical local convergence, it requires strict pretraining which is hard to achieve in practice. We will discussed it in the numerical part.

### 3.1.4. Preconditioning.

Preconditioning is a popular method to accelerate the convergence in machine learning and numerical linear algebra. Suppose that in each step of HessianFR, $(x, y)$ is preconditioned by a pair of diagonal matrix $(P_1, P_2)$ that are positive definite and bounded, then the convergence properties of HessianFR in Theorem 3.2 still hold. In the numerical part of this paper, we adopt the same preconditioning strategy as Adam [24].

**Proposition 3.3 (Convergence of HessianFR with preconditioning).** Suppose that the gradient in HessianFR is preconditioned by symmetric bounded positive definite matrix pairs $(P_1, P_2)$, i.e., $\nabla_x f(x_t, y_t)$ and $\nabla_y f(x_t, y_t)$ are replaced by $P_1 \nabla_x f(x_t, y_t)$ and $P_2 \nabla_y f(x_t, y_t)$ respectively. Then, Theorem 3.2 still holds for HessianFR with preconditioning.

**Proof.** The update rule for HessianFR with preconditioning (HFR-P) is as follows:

$$
x_{t+1} = x_t - \eta_x P_1 \nabla_x f(x_t, y_t),
y_{t+1} = y_t + \eta_y P_2 \nabla_y f(x_t, y_t) - \eta_y H^{-1}_{yy} P_2 \nabla_y f(x_t, y_t) + \eta_x H^{-1}_{yy} H_{yx} P_1 \nabla_x f(x_t, y_t).
$$
The Jacobian for HessianFR with preconditioning is
\[
\mathbf{J}_{\text{HFR-P}}^* = \mathbf{I} - \eta \mathbf{x} \left[ \begin{array}{cc}
\mathbf{I} & -\mathbf{H}_{y}^{-1}\mathbf{H}_{x}^* \\
-\mathbf{H}_{y}^{-1}\mathbf{H}_{x} & -\mathbf{c}_1\mathbf{I} + \mathbf{c}_2\mathbf{H}_{y}^{-1}
\end{array} \right] \left[ \begin{array}{cc}
\mathbf{P}_1 & \\
\mathbf{P}_2
\end{array} \right] \left[ \begin{array}{cc}
\mathbf{H}_{x}^* & \\
\mathbf{H}_{y} & \mathbf{H}_{yy}^*
\end{array} \right],
\]
which is similar to
\[
\mathbf{M}_{\text{HFR-P}}^* = \left[ \begin{array}{cc}
\mathbf{I} & -\mathbf{H}_{y}^{-1}\mathbf{H}_{x}^* \\
\mathbf{H}_{yy}^{-1}\mathbf{H}_{yx} & \mathbf{I}
\end{array} \right] \mathbf{J}_{\text{HFR-P}}^* \left[ \begin{array}{cc}
\mathbf{I} & -\mathbf{H}_{y}^{-1}\mathbf{H}_{x}^* \\
\mathbf{H}_{yy}^{-1}\mathbf{H}_{yx} & \mathbf{I}
\end{array} \right] = \mathbf{I} - \eta \mathbf{x} \left[ \begin{array}{cc}
\mathbf{I} & -\mathbf{c}_1\mathbf{I} + \mathbf{c}_2\mathbf{H}_{yy}^{-1}
\end{array} \right] \left[ \begin{array}{cc}
\mathbf{P}_1 & \\
\mathbf{P}_2
\end{array} \right] \left[ \begin{array}{cc}
\mathbf{H}_{xx}^* - \mathbf{H}_{xy}^* \mathbf{H}_{yy}^{-1}\mathbf{H}_{yx}^* & \mathbf{H}_{xy}^* \\
\mathbf{H}_{yx}^* & \mathbf{H}_{yy}^*
\end{array} \right] \left[ \begin{array}{cc}
\mathbf{P}_1 & \\
\mathbf{P}_2
\end{array} \right] \left[ \begin{array}{cc}
\mathbf{H}_{xx}^* - \mathbf{H}_{xy}^* \mathbf{H}_{yy}^{-1}\mathbf{H}_{yx}^* & \\
\mathbf{H}_{yx}^* & \mathbf{H}_{yy}^*
\end{array} \right].
\]

Note that the matrix
\[
\mathbf{P}_1 (\mathbf{H}_{xx}^* - \mathbf{H}_{xy}^* \mathbf{H}_{yy}^{-1}\mathbf{H}_{yx}^*)
\]

is similar to
\[
\mathbf{P}_1^{1/2} (\mathbf{H}_{xx}^* - \mathbf{H}_{xy}^* \mathbf{H}_{yy}^{-1}\mathbf{H}_{yx}^*) \mathbf{P}_1^{1/2},
\]
which is positive definite if \(\mathbf{P}_1\) is symmetric positive definite. Moreover, the matrix
\[
(-\mathbf{c}_1\mathbf{I} + \mathbf{c}_2\mathbf{H}_{yy}^{-1}) \mathbf{P}_2 \mathbf{H}_{yy}^*
\]
is similar to
\[
\mathbf{H}_{yy}^* (-\mathbf{c}_1\mathbf{I} + \mathbf{c}_2\mathbf{H}_{yy}^{-1}) \mathbf{P}_2 = (-\mathbf{c}_1\mathbf{H}_{yy}^* + \mathbf{c}_2\mathbf{I}) \mathbf{P}_2,
\]
where both \(-\mathbf{c}_1\mathbf{H}_{yy}^* + \mathbf{c}_2\mathbf{I}\) and \(\mathbf{P}_2\) are symmetric positive definite. We deduce that all eigenvalues of
\[
(-\mathbf{c}_1\mathbf{H}_{yy}^* + \mathbf{c}_2\mathbf{I}) \mathbf{P}_2,
\]
which is similar to
\[
\mathbf{P}_2^{1/2} (-\mathbf{c}_1\mathbf{H}_{yy}^* + \mathbf{c}_2\mathbf{I}) \mathbf{P}_2^{1/2},
\]
are positive and real. Therefore, eigenvalues of two matrices
\[
\mathbf{P}_1 (\mathbf{H}_{xx}^* - \mathbf{H}_{xy}^* \mathbf{H}_{yy}^{-1}\mathbf{H}_{yx}^*)
\]
and
\[
(-\mathbf{c}_1\mathbf{I} + \mathbf{c}_2\mathbf{H}_{yy}^{-1}) \mathbf{P}_2 \mathbf{H}_{yy}^*
\]
are all real and positive. Furthermore, Theorem 3.2 holds for HessianFR with preconditioning if
\begin{equation}
\eta_x < \frac{2}{\max \left\{ \lambda_{\text{max}} \left( P_1 (H_{xx}^* - H_{xy}^* H_{yx}^{-1} H_{yy}^*) \right), \lambda_{\text{max}} \left( (-c_1 I + c_2 H_{yy}^{-1}) P_2 H_{yy}^* \right) \right\}}.
\end{equation}

### 3.2. Stochastic Learning

Large scale data sets and parameters appear in deep learning. In generative adversarial networks, we usually need to estimate millions of parameters and the size of dataset can also be thousands (e.g., MNIST and CIFAR-10) and millions (e.g., CelebA). Instead of solving a deterministic optimization problem, stochastic (mini-batch) learning is adopted to lower computational costs and the storage, but can still approximate the exact solution. In this section, we mainly analyze the convergence properties of HessianFR in stochastic setting and the analysis can also be extended for FR.

#### 3.2.1. Motivation

We first derive the stochastic algorithm for training generative adversarial networks. For simplicity, GANs model is formulated as
\begin{equation}
\min_{G \in \mathcal{G}} \max_{F \in \mathcal{F}} \frac{1}{m} \sum_{j=1}^{m} F(G(Z_j)) - \frac{1}{n} \sum_{k=1}^{n} F(X_k),
\end{equation}
where $G \in \mathcal{G}$ and $F \in \mathcal{F}$ are generators and discriminators respectively; \{Z_j\}_{j=1}^{m}$ is the set of noises (usually be Gaussian or uniform) while \{X_k\}_{k=1}^{n} is the observed data from the target distribution. Let $i = (j - 1) \cdot m + k$ and $f_i(G, F) = F(G(Z_j)) - F(X_k)$, then the object function of GANs model is rewritten into
\begin{equation}
\min_{G \in \mathcal{G}} \max_{F \in \mathcal{F}} \frac{1}{mn} \sum_{i=1}^{mn} f_i(G, F).
\end{equation}

Similarly, we can easily check that JS-GAN [18], WGAN (WGAN-clip [3], WGAN-GP [20], WGAN-spectral [33], etc.) and other GAN variants satisfy the above property. Therefore, with finite training data, the optimization problem (2.1) is rewritten as
\begin{equation}
\min_{x} \max_{y} f(x, y) = \frac{1}{n} \sum_{i=1}^{n} f_i(x, y),
\end{equation}
where $f_i$ is the payoff function for the $i$-th training data. The stochastic payoff function in each step $t$ is
\begin{equation}
\hat{f}(x, y) = \frac{1}{|S_t|} \sum_{i \in S_t} f_i(x, y),
\end{equation}
where $S_t$ is the set of sampling index at time $t$. The pseudocode stochastic HessianFR to solve (3.14) is shown in Algorithm 3.2.
Algorithm 3.2 Stochastic HessianFR to solve (3.14)

Given learning rates $\eta_x$, $\eta_y$, and $\eta_y$; time steps $T$.

for $t = 0, \cdots, T$ do

Sample a minibatch $S_t \subseteq \{1, \cdots, n\}$ and the object function becomes

$$\hat{f}(x, y) = \frac{1}{|S_t|} \sum_{i \in S_t} f_i(x, y),$$

$$x_{t+1} = x_t - \eta_x \nabla_x \hat{f}(x_t, y_t)$$

$$y_{t+1} = y_t + \eta_y \nabla_y \hat{f}(x_t, y_t) - \eta_y \hat{H}_{yy}^{-1} \nabla_y \hat{f}(x_t, y_t) + \eta_x \hat{H}_{yx}^{-1} \nabla_x \hat{f}(x_t, y_t)$$

end for

3.2.2. Convergence Analysis. We have proved the convergence of HessianFR in solving deterministic min-max problem (2.1). In this part, we derive a similar convergence property for stochastic HessianFR in solving (3.14) under some mild conditions (Assumption 3.4).

Suppose that $z^* = (x^*, y^*)$ is a strict local minimax of the min-max problem (3.14) and $\Omega(z^*)$ is a neighborhood of $z^*$.

Assumption 3.4 (Standard assumptions for smoothness). The gradient and Hessian of each objective function $f_i(x, y)$ are bounded in $\Omega(z^*) := B_2(z^*, r) = \{z : \|z - z^*\|_2 \leq r\}$, i.e., we assume that the following inequalities hold,

$$\|\nabla_x f_i(x, y)\|_2 \leq \rho_x,$$

$$\|\nabla_y f_i(x, y)\|_2 \leq \rho_y,$$

$$\|\nabla_{xy} f_i(x, y)\|_2 = \|\nabla_{yx} f_i(x, y)\|_2 \leq \rho_{xy},$$

$$\|\nabla_{yy} f_i(x, y)\|_2 \leq \rho_{yy},$$

(3.16)

for all $i \in [n]$ and $z = (x, y) \in \Omega(z^*)$. Furthermore, by the definition that $f(x, y) = \frac{1}{n} \sum_{i=1}^n f_i(x, y)$, $f(x, y)$ also satisfies above inequalities, i.e.,

$$\|\nabla_x f(x, y)\|_2 \leq \rho_x,$$

$$\|\nabla_y f(x, y)\|_2 \leq \rho_y,$$

$$\|\nabla_{xy} f(x, y)\|_2 = \|\nabla_{yx} f(x, y)\|_2 \leq \rho_{xy},$$

$$\|\nabla_{yy} f(x, y)\|_2 \leq \rho_{yy}.$$

(3.17)

The above assumption is standard and mild for smooth functions defined on a compact set when we concentrate on the local convergence. Before developing the convergence analysis for the proposed stochastic HessianFR, we first introduce some useful lemmas in the stochastic learning literature. The payoff function in training generative adversarial networks are

$$f(x, y) = \frac{1}{n} \sum_{i=1}^n f_i(x, y),$$
and the object function of each mini-batch at time $t$ is

$$
\hat{f}(x, y) = \frac{1}{|S_t|} \sum_{i \in S_t} f_i(x, y).
$$

Lemma 3.5 (Matrix Hoeffding’s inequality with uniform sampling for Hermitian Hessian matrix). Let $0 < \epsilon, \delta < 1$ and

$$
|S| \geq \frac{16 \rho_{yy}^2}{\epsilon^2} \log \frac{2d_2}{\delta}.
$$

where $S$ is the set of index. Suppose we pick elements of $S$ uniformly at random with or without replacement, then we have

$$
\Pr(\|\nabla_{yy} \hat{f}(x, y) - \nabla_{yy} f(x, y)\|_2 \leq \epsilon) \geq 1 - \delta.
$$

Proof. Denote $H_j(x, y) = \nabla_{yy} f_j(x, y)$, then with uniform sampling,

$$
\Pr(H_j(x, y) = \nabla_{yy} f_i(x, y)) = \frac{1}{n}.
$$

Define $X_j = H_j(x, y) - \nabla_{yy} f(x, y)$ with $j \in S$, then $X_j$ are independent Hermitian matrices with dimension $d_2 \times d_2$ and $E(X_j) = 0$. Therefore,

$$
\|X_j\| = \left\|\nabla_{yy} f_j(x, y) - \frac{1}{n} \sum_{i=1}^{n} \nabla_{yy} f_i(x, y)\right\|_2
$$

(3.18)

$$
\leq \frac{n-1}{n} \cdot \rho_{yy} + \frac{n-1}{n} \cdot \rho_{yy} \leq 2\rho_{yy}
$$

and

$$
\|X_j^2\|_2 \leq 4\rho_{yy}^2.
$$

Define

$$
\hat{H} = \frac{1}{|S|} \sum_{j \in S} \nabla_{yy} f_j(x, y) = \frac{1}{|S|} \sum_{j \in S} H_j(x, y),
$$

$$
\hat{X} = \sum_{j \in S} X_j = |S| \cdot (\hat{H} - H),
$$

where $H = \nabla_{yy} f(x, y)$. By Matrix Bernstein Inequality [19, 42, 25], we have

$$
\Pr(\|\hat{X}\|_2 \geq \epsilon) \leq 2d_2 \cdot \exp \left(\frac{-\epsilon^2}{16|S|\rho_{yy}^2}\right),
$$
and thus
\[
\Pr \left( \| \hat{H} - H \|_2 \geq \epsilon \right) \leq 2d_2 \cdot \exp \left( \frac{-\epsilon^2 \cdot |S|}{16 \rho_{xy}^2} \right),
\]
which completes the proof.

Lemma 3.6 (Matrix Hoeffding’s inequality with uniform sampling for Rectangular Hessian matrix). Let \( 0 < \epsilon \leq \rho_{xy} \), \( 0 < \delta < 1 \) and
\[
|S| \geq \frac{16 \rho_{xy}^2}{\epsilon^2} \cdot \log \frac{d_1 + d_2}{\delta},
\]
where \( S \) is the set of index. Suppose we pick elements of \( S \) uniformly at random with or without replacement, then we have
\[
\Pr \left( \| \nabla_{xy} \hat{f}(x, y) - \nabla_{xy} f(x, y) \|_2 \leq \epsilon \right) \geq 1 - \delta
\]
and
\[
\Pr \left( \| \nabla_{yx} \hat{f}(x, y) - \nabla_{yx} f(x, y) \|_2 \leq \epsilon \right) \geq 1 - \delta.
\]

Proof. Similar proof can be achieved as Lemma 3.5 by using Bernstein inequality for Rectangular matrices [42].

Lemma 3.7 (Vector Hoeffding’s inequality with uniform sampling). Let \( 0 < \epsilon, \delta < 1 \) and
\[
|S| \geq \frac{32 \rho_x^2}{\epsilon^2} \cdot \left( \frac{1}{4} - \log \delta \right).
\]
Suppose we pick elements of \( S \) uniformly at random with or without replacement, then we have
\[
\Pr \left( \| \nabla_x \hat{f}(x, y) - \nabla_x f(x, y) \|_2 \leq \epsilon \right) \geq 1 - \delta.
\]
Similarly, if
\[
|S| \geq \frac{32 \rho_y^2}{\epsilon^2} \cdot \left( \frac{1}{4} - \log \delta \right),
\]
then
\[
\Pr \left( \| \nabla_y \hat{f}(x, y) - \nabla_y f(x, y) \|_2 \leq \epsilon \right) \geq 1 - \delta.
\]

Proof. Similar proof can be achieved as Lemma 3.5 by using Bernstein inequality for vectors [19, 25].
Theorem 3.8 (Local convergence of stochastic HessianFR). Let \(0 < \epsilon \leq \rho_{xy}, 0 < \delta < 1\) and \(T > 0\) to be a positive integer denoting the number of time steps in Algorithm 3.2. We further let

\[
|\mathcal{S}_t| \geq \max\left\{ \frac{16\rho_{xx}^2}{\epsilon^2} \log \frac{2d_2T}{\delta}, \frac{16\rho_{yy}^2}{\epsilon^2} \log \frac{4(d_1+d_2)T}{\delta}, \frac{32\rho_{yx}^2}{\epsilon^2} \left( \frac{1}{4} + \log 4T - \log \delta \right) \right\}
\]

(3.19)

and suppose that we pick elements of \(\mathcal{S}_t\) uniformly at random with or without replacement in each step for \(t = 0, \cdots, T\). There exists a small enough \(\tilde{r} \leq r\) and a constant \(C\) (depends only on constants defined in Assumption 3.4 but independent of \(T\)) such that if \(\|z_0 - z^*\|_2 \leq \tilde{r}\), then with probability at least \(1 - \delta\), we have

\[
\|z_T - z^*\|_2 \leq \sigma^T \cdot \frac{w_2}{w_1} \cdot \|z_0 - z^*\|_2 + C \cdot \frac{1 - \sigma^T}{1 - \sigma} \cdot \epsilon,
\]

(3.20)

for some \(\sigma < 1\) and \(w_1, w_2 > 0\) (independent of \(\epsilon, \delta\) and \(T\)), if \(\epsilon\) is small enough.

Proof. By the smoothness of the object function (twice continuously differentiable), there exists a region (a neighborhood of the strict local minimax point \(z^*\)) \(B_2(z^*, \tilde{r}) = \{z : \|z - z^*\|_2 \leq \tilde{r}\}\), such that the Taylor expansion of the algorithm in the region satisfies

\[
g(z) = g(z^*) + \mathbf{J}_{HFR}(z - z^*)
\]

(3.21)

and

\[
\|\mathbf{J}_{HFR}\| \leq \sigma < 1,
\]

where the norm \(\|\cdot\|\) is defined in (3.6), and the negative Hessian matrix of the object function w.r.t. \(y\) in the neighborhood of the strict local minimax \(z^*\) is positive definite, i.e.,

\[
\mu_1 \mathbf{I} \preceq -\mathbf{H}_{yy} \preceq \mu_2 \mathbf{I}.
\]

By the equivalence of norms in finite dimensions, there exist positive constants \(w_1\) and \(w_2\) such that

\[
w_1 \|z\|_2 \leq \|z\| \leq w_2 \|z\|_2, \quad \forall z.
\]

The updates in Algorithm 3.2 can be rewritten as

\[
\begin{bmatrix} x_{t+1} \\ y_{t+1} \end{bmatrix} = \begin{bmatrix} x_t \\ y_t \end{bmatrix} - \eta_x \begin{bmatrix} \mathbf{I} \\ -\mathbf{H}_{yy}^{-1} \mathbf{H}_{yx} \end{bmatrix} \cdot \begin{bmatrix} \nabla_x f(x_t, y_t) \\ \nabla_y f(x_t, y_t) \end{bmatrix} + \mathcal{E}_t,
\]

(3.22)

where

\[
\mathcal{E}_t = \eta_x \cdot \begin{bmatrix} \mathcal{E}_{tx} \\ \mathcal{E}_{ty1} + \mathcal{E}_{ty2} + \mathcal{E}_{ty3} \end{bmatrix}
\]
with

\[ \mathcal{E}_{tx} = \nabla_x f(x_t, y_t) - \nabla_x \hat{f}(x_t, y_t), \]

\[ \mathcal{E}_{ty1} = \hat{H}_{yy}^{-1} \hat{H}_{yx} \nabla_x \hat{f}(x_t, y_t) - \hat{H}_{yy}^{-1} H_{yx} \nabla_x f(x_t, y_t), \]

\[ \mathcal{E}_{ty2} = c_1 H_{yy}^{-1} \nabla_y f(x_t, y_t) - c_1 \hat{H}_{yy}^{-1} \nabla_y \hat{f}(x_t, y_t), \]

and

\[ \mathcal{E}_{ty3} = c_2 \nabla_y \hat{f}(x_t, y_t) - c_2 \nabla_y f(x_t, y_t). \]

If \( S_t \) satisfies (3.19), then by Lemma 3.5, Lemma 3.6 and Lemma 3.7 that with probability at least 1 - \( \delta \), the following inequalities hold simultaneously:

\[ \| \nabla_{yy} \hat{f}(x_t, y_t) - \nabla_{yy} f(x_t, y_t) \|_2 \leq \epsilon, \]

\[ \| \nabla_{xy} \hat{f}(x_t, y_t) - \nabla_{xy} f(x_t, y_t) \|_2 \leq \epsilon, \]

\[ \| \nabla_{x} \hat{f}(x_t, y_t) - \nabla_{x} f(x_t, y_t) \|_2 \leq \epsilon, \]

\[ \| \nabla_{y} \hat{f}(x_t, y_t) - \nabla_{y} f(x_t, y_t) \|_2 \leq \epsilon. \]

for all \( t = 0, \ldots, T \). Suppose \( \epsilon \leq \mu_1 / 2 < \mu_1 \) is small enough such that

\[ (\mu_1 - \epsilon) I \leq -\hat{H}_{yy}, \]

and thus

\[ \| \hat{H}_{yy}^{-1} \|_2 \leq (\mu_1 - \epsilon)^{-1}. \]

Furthermore,

\[ \| H_{yy}^{-1} - \hat{H}_{yy}^{-1} \|_2 = \| \hat{H}_{yy}^{-1} (\hat{H}_{yy} - H_{yy}) \|_2 \]

\[ \leq \| \hat{H}_{yy}^{-1} \|_2 \cdot \| \hat{H}_{yy} - H_{yy} \|_2 \cdot \| H_{yy}^{-1} \|_2 \]

\[ \leq (\mu_1 - \epsilon)^{-1} \cdot \mu_1^{-1} \cdot \epsilon. \]

In the next step, we can bound the error term \( \mathcal{E}_t \) w.r.t. \( \epsilon \). For \( \mathcal{E}_{tx} \),

\[ \| \mathcal{E}_{tx} \|_2 = \| \nabla_x f(x_t, y_t) - \nabla_x \hat{f}(x_t, y_t) \|_2 \leq \epsilon. \]
For $\mathcal{E}_{ty1}$,
\[
\mathcal{E}_{ty1} = \hat{H}_{yy}^{-1} \hat{H}_{yx} \nabla_x \hat{f}(x_t, y_t) - \hat{H}_{yy}^{-1} \hat{H}_{yx} \nabla_x f(x_t, y_t)
= \left( \hat{H}_{yy}^{-1} \hat{H}_{yx} - \hat{H}_{yy}^{-1} \hat{H}_{yx} + \hat{H}_{yy}^{-1} \hat{H}_{yx} - \hat{H}_{yy}^{-1} \hat{H}_{yx} \right) \cdot \nabla_x \hat{f}(x_t, y_t)
+ \hat{H}_{yy}^{-1} \hat{H}_{yx} \left( \nabla_x \hat{f}(x_t, y_t) - \nabla_x f(x_t, y_t) \right),
\]
and therefore,
\[
\|\mathcal{E}_{ty1}\|_2 \leq \left( \|H_{yy}^{-1} - \hat{H}_{yy}^{-1}\|_2 \cdot \|H_{yx}\|_2 + \|H_{yy}^{-1}\|_2 \cdot \|\hat{H}_{yx} - H_{yx}\|_2 \right) \cdot \|\nabla_x \hat{f}(x_t, y_t)\|
\leq (\mu_1 - \epsilon)^{-1} \cdot \mu_1^{-1} \cdot \rho_{xy} \cdot \rho_x + \mu_1^{-1} \cdot \rho_x + \mu_1^{-1} \cdot \rho_{xy} \cdot \epsilon.
\]

For $\mathcal{E}_{ty2}$,
\[
\mathcal{E}_{ty2} = c_1 \hat{H}_{yy}^{-1} \nabla_y f(x_t, y_t) - c_1 \hat{H}_{yy}^{-1} \nabla_y \hat{f}(x_t, y_t)
= c_1 \cdot \left( \hat{H}_{yy}^{-1} \nabla_y f(x_t, y_t) - \hat{H}_{yy}^{-1} \nabla_y \hat{f}(x_t, y_t) + \hat{H}_{yy}^{-1} \nabla_y \hat{f}(x_t, y_t) - \hat{H}_{yy}^{-1} \nabla_y \hat{f}(x_t, y_t) \right)
\]
and
\[
\|\mathcal{E}_{ty2}\|_2 \leq c_1 \cdot \left( \|H_{yy}^{-1}\|_2 \cdot \|\nabla_y f(x_t, y_t) - \nabla_y \hat{f}(x_t, y_t)\|_2 + \|H_{yy}^{-1} - \hat{H}_{yy}^{-1}\|_2 \cdot \|\nabla_y \hat{f}(x_t, y_t)\|_2 \right)
\leq c_1 \cdot (\mu_1^{-1} + (\mu_1 - \epsilon)^{-1} \cdot \mu_1^{-1} \cdot \rho_y) \cdot \epsilon.
\]

For $\mathcal{E}_{ty3}$,
\[
\|\mathcal{E}_{ty3}\|_2 = c_2 \cdot \|\nabla_y f(x_t, y_t) - \nabla_y \hat{f}(x_t, y_t)\|_2 \leq c_2 \cdot \epsilon.
\]
Combining (3.24), (3.25), (3.26) and (3.27), we have
\[
\|\mathcal{E}\|_2 \leq \eta_x \cdot \left( \|\mathcal{E}_{tx}\|_2 + \|\mathcal{E}_{ty1}\|_2 + \|\mathcal{E}_{ty2}\|_2 + \|\mathcal{E}_{ty3}\|_2 \right)
\leq \eta_x \cdot C_1 \cdot \epsilon,
\]
for a constant $C_1$ independent of $\epsilon$ (depends on constants defined in Assumption 3.4). If $\epsilon$ is small enough such that
\[
\epsilon \leq \frac{1 - \sigma}{\eta_x \cdot C_1 \cdot w_2} \cdot r,
\]
then
\[
\|\mathcal{E}\|_2 \leq w_2 \cdot \|\mathcal{E}\|_2 \leq w_2 \cdot \eta_x \cdot C_1 \cdot \epsilon \leq (1 - \sigma) \cdot r.
\]

Return back to (3.22), with (3.21) it can be rewritten as
\[
\mathbf{z}_{t+1} - \mathbf{z}^* = \mathbf{J}_{HFR} \cdot (\mathbf{z}_t - \mathbf{z}^*) + \mathcal{E}_t,
\]
where $J_{\text{HFR}}$ is the Jacobian matrix defined in (3.21) and
\[
\|z_{t+1} - z^*\| \leq \sigma \cdot \|z_t - z^*\| + \|\mathcal{E}_t\|,
\]
if $z_t \in \Omega(z^*)$. Therefore, we can easily prove by induction that $\|z_t - z^*\|_2 \leq r$ for $t = 0, \cdots, T$, if (3.28) holds and $\|z_0 - z^*\| \leq w_1 r$. It implies that $z_t \in \Omega(z^*)$ and
\[
\|z_{t+1} - z^*\| \leq \sigma \cdot \|z_t - z^*\| + \|\mathcal{E}_t\|,
\]
for $t = 0, \cdots, T$. We just let $\tilde{r} \leq w_1/w_2 \cdot r$, therefore, $\|z_0 - z^*\| \leq w_2 \cdot \|z_0 - z^*\|_2 \leq w_2 \cdot \tilde{r} \leq w_1 r$. Based on above analysis, we have
\[
\|z_T - z^*\| \leq \sigma \cdot \|z_{T-1} - z^*\| + \|\mathcal{E}_{T-1}\| 
\]
\[
\leq \cdots
\]
\[
\leq \sigma^T \cdot \|z_0 - z^*\| + \sigma^{T-1} \cdot \|\mathcal{E}_0\| + \sigma^{T-2} \cdot \|\mathcal{E}_1\| + \cdots + \sigma \cdot \|\mathcal{E}_{T-2}\| + \|\mathcal{E}_{T-1}\|
\]
and
\[
\|z_T - z^*\|_2 \leq \sigma^T \cdot \frac{w_2}{w_1} \cdot \|z_0 - z^*\|_2 + \frac{1 - \sigma^T}{1 - \sigma} \cdot \frac{w_2}{w_1} \cdot \eta_\times \cdot C_1 \cdot \epsilon
\]
\[
= \sigma^T \cdot \frac{w_2}{w_1} \cdot \|z_0 - z^*\|_2 + C \cdot \frac{1 - \sigma^T}{1 - \sigma} \cdot \epsilon,
\]
where $C = \eta_\times \cdot C_1 \cdot w_2/w_1$ is a constant independent of $\epsilon$ and $\sigma$.

3.3. Computation of the Hessian Inverse. The proposed HessianFR algorithm requires the computation of Hessian inverse, as is shown in Algorithm 3.1 and Algorithm 3.2. However, exact computation of Hessian inverse is computationally expensive and is infeasible in many applications. In numerical linear algebra, several methods are popular in approximating Hessian inverse, e.g., iterative methods and low rank approximation methods. We will discuss them as follows.

3.3.1. Conjugate Gradient (CG) Method. Both Wang et al. [43] and Zhang et al. [47] adopted conjugate gradient (CG) method in FR and GDN to approximate the Hessian inverse due to the mathematical guarantees. The convergence of CG for positive definite matrices are well studied [36]. To guarantee the positive definiteness of the Hessian matrix, besides adding an $L_2$ regularization term in the loss function, we approximately solve the following linear system:
\[
(3.30) \quad H_{yy}^2 b = H_{yy}(c_2 \nabla_y f(x_t, y_t) - H_{yx} \nabla_x f(x_t, y_t)),
\]
where we regard $b$ as an approximation to
\[
(3.31) \quad c_2 H_{yy}^{-1} \nabla_y f(x_t, y_t) - H_{yy}^{-1} H_{yx} \nabla_x f(x_t, y_t).
\]
Moreover, instead of obtaining the full Hessian matrix, CG requires to calculate the Hessian vector product which is approximately of two times computation than back-propagation (calculation of gradients) in deep learning.
In numerical parts, we also compare HessianFR with different numbers of CG updates for approximating Hessian inverse. We find that larger numbers of CG updates in each steps contribute to better approximation of Hessian inverse, but require much more computation.

3.3.2. Diagonal Method (DG). CG is computationally expensive compared with first order methods (e.g., GDA). We hope to develop a fast HessianFR algorithm that can solve large scale problems (in terms of both size of dataset and parameters) with comparable computational costs as GDA. Recall that the initialization for LBFGS [29] in minimization problem \( \min_y f(y) \) is as follows:

\[
H_0^{-1} = \frac{< \nabla_y f(y_t) - \nabla_y f(y_{t-1}), y_t - y_{t-1}>}{\|\nabla_y f(y_t) - \nabla_y f(y_{t-1})\|^2_2} \cdot I,
\]

which is computationally cheap. We directly adopt the same way to approximate the Hessian inverse in practice, i.e., the Hessian matrix w.r.t. \( y \) at \( z_t = (x_t, y_t) \) is approximated by

\[
H_{yy}^{-1} \approx \frac{< \nabla_y f(x_t, y_t) - \nabla_y f(x_t, y_{t-1}), y_t - y_{t-1}>}{\|\nabla_y f(x_t, y_t) - \nabla_y f(x_t, y_{t-1})\|^2_2} \cdot I.
\]

Note that it is a very rough estimate for Hessian inverse \( H_{yy}^{-1} \). Numerically, we find that it performs worse than CG (even with one time update), however, they are comparable in stochastic problems. It is reasonable that exact computations of Hessian inverse may not make sense because we introduce stochasticity and similar results are also found in [46, 45] and [38]. Recently, Yao et al. [46] proposed a Hessian based gradient descent method which approximates Hessian by a diagonal matrix using Hutchinson’s method [5]. However, it is still computationally expensive because each steps of Hutchinson’s method requires several times of Hessian vector products and diagonal matrix may not approximate Hessian matrix well if the Hessian matrix is not diagonally dominated. Both Hutchinson’s method and CG requires the computation of Hessian vector product but Hutchinson’s method merely approximate the diagonal of the Hessian while CG approximates the whole matrix. Therefore, it does not make sense to use Hutchinson’s method to approximate diagonal of Hessian in the proposed algorithm. For fast computation, we adopt the rough estimate (3.33) for Hessian inverse.

4. Experiments. In this part, we conduct experiments on toy examples (deterministic optimization) and large scale datasets (stochastic optimization) to demonstrate the performance of the proposed HessianFR algorithm. Please refer to the supplementary material for experimental details. Visualized results are displayed in Figure 8, Figure 9 and Figure 10.

4.1. Toy Examples: Low Dimensional Examples. To show the superiority of local min-max based algorithms, we first compare FR, GDN as well as the proposed HessianFR algorithm with gradient descent ascent (GDA), optimistic GDA (OGDA) [10], extra gradient (EG) [26], symplectic gradient adjustment (SGA) [4] and consensus optimization (CO) [32] in solving low dimensional toy examples.

Consider the min-max problem of the following three two-dimensional functions:

\[
g_1(x, y) = -3x^2 - y^2 + 4xy,
\]
(4.2) \[ g_2(x, y) = 3x^2 + y^2 + 4xy, \]
and
(4.3) \[ g_3(x, y) = \left( 4x^2 - (y - 3x + 0.05x^3)^2 - 0.1y^4 \right) \cdot e^{-0.01(x^2+y^2)}. \]

Trajectory of those algorithms are available in Figure 1. For \( g_1 \), GDA, OGDA and EG diverge from (0, 0) which is a local minimax point. (0, 0) is not a local minimax point of \( g_2 \), however, only HessianFR, FR and GDN avoid convergence to the undesired critical point. In \( g_3 \), only local minimax based algorithms (HessianFR, FR and GDN) converge to the local minimax point (0, 0) while all other algorithms suffer from cycling. Numerical results here suggest that local minimax based algorithms outperform GDA and its variants. Even in those simple cases, GDA and its variants (e.g., OGDA, EG, GDA and CO) either fail to converge or converge to undesirable points while local minimax based algorithms (e.g., HessianFR, FR and GDN) exhibit outstanding performances.

4.2. Toy Examples: GANs for Synthetic Dataset. We extend simple low dimensional examples to a more challenging task that trains generative adversarial networks on a synthetic dataset (mixtures of gaussian). The training data is sampled independently from \( \frac{1}{3} N(-4,0.3^2) + \frac{1}{3} N(0,0.3^2) + \frac{1}{3} N(4,0.3^2) \), which is the target distribution of the task. The source distribution, which is used for generation, is 3-dimensional standard normal distribution (i.e., \( N(0, I_3) \)). Vanilla GAN (JS-GAN proposed by Goodfellow et al. [18]) with fully connect networks is adopted here and we add \( L_2 \) regularization term to discriminators for training stability. We evaluate the convergence of HessianFR, FR, GDN, GDA, GDA-2 and EG in terms of gradient norms for both generators and discriminators. We first use GDA-2 (with learning rates \( \eta_x = 1E-04 \) for generators and \( \eta_y = 1E-04 \) for discriminators) to pretrain the model for 10K iterations and then run above algorithms (with fine tuned learning rates) for 100K iterations. For more details about experimental settings and contents, please see the supplementary material.

Convergence rates (in terms of gradient norms) w.r.t. iteration steps and time for both generators and discriminators are shown in Figure 2 and Figure 3 respectively. Here, we adopt 5 CG updates in each step for HessianFR-CG and FR-CG. We have the following observations. (1) Local minimax based algorithms, e.g., HessianFR, FR and GDN (both CG and DG based), achieve much better convergence than GDA (and its variants). It further demonstrates the advantages of local minimax than local Nash equilibrium in training GANs (differentiable sequential games). (2) GDN-CG is a little bit slower than HessianFR-CG and FR-CG mainly because it requires strict pretraining. (3) HessianFR-CG outperforms all other algorithms in terms of iteration steps for convergence while HessianFR-DG converges with least seconds. The success of HessianFR (and FR) is mainly due to the correction term and the convergence is further sped up with the Hessian information than FR.

We further numerically investigate the convergence of HessianFR with different methods to approximate the Hessian inverse. We compare the Diagonal method (DG) and the Conjugate Gradient method (CG1, CG5 and CG10). Here, CG5 represents 5 CG updates in each step and similar settings hold for CG1 and CG10. Intuitively, more CG steps imply more accurate approximations to Hessian inverse but are more computationally expensive while DG
Figure 1: Trajectory of HessianFR and other algorithms in the three low-dimensional toy examples. **Left:** for $g_1$, $(0, 0)$ is a local minimax. **Middle:** for $g_2$, $(0, 0)$ is **NOT** a local minimax but algorithms except HessianFR, FR as well as GDN converge to the non-local minimax point. **Right:** for $g_3$, $(0, 0)$ is a local minimax while algorithms denoted in dashed lines are not convergent and cycling around.
is the most rough estimation but is much cheaper. Results displayed in Figure 4 and Figure 5 validate our expectation. Diagonal method serves the worst approximation to Hessian inverse that HessianFR-DG requires much more iterations for convergence. After all, DG has only one freedom in approximation but CG makes use of the Hessian information (Hessian-vector products). More steps for CG result in better approximation to Hessian inverse and thus lead to fewer iterations for convergence. However, CG steps are computationally expensive. Figure 5 shows that even though DG requires more iterations for convergence, it is the most time saving. Therefore, we need to consider the trade off between the accuracy and computational costs in practice.

Similar experiments as mixtures of gaussian are conducted for swiss roll data. Please refer
4.3. Large-scale Datasets. To further show the performance of the proposed algorithm in real applications, we apply it to train generative adversarial networks on large scale datasets (e.g., MNIST [28], CIFAR-10 [27] and CelebA [30]). Here, for higher quality generation, we adopt WGAN-GP [20] with standard CNNs and ResNet architectures. Fréchet inception distance (FID) [21] is utilized to measure the quality of generated images and lower scores imply better generation. Learning rates for all algorithms are fine tuned. We recommend learning to the supplementary materials for details. HessianFR outperforms other algorithms in terms of iterations (HessianFR-CG) and seconds (HessianFR-DG) for convergence.
Table 1: FID scores of models optimized by different optimizers (within 100K iterations) on MNIST, CIFAR-10 and CelebA datasets. Here, “Time” indicates the running time (seconds) of 100 iterations.

| Optimizer     | MNIST (CNN) | CIFAR-10 (CNN) | CIFAR-10 (ResNet) | CelebA (ResNet) |
|---------------|-------------|----------------|-------------------|-----------------|
|               | FID | Time | FID | Time | FID | Time | FID | Time |
| GDA-5         | 5.04 | 5.50 | 28.43 | 17.40 | 23.48 | 44.81 | 19.34 | 98.74 |
| EG            | 4.83 | 3.82 | 33.01 | 12.85 | 25.38 | 29.32 | 24.45 | 68.79 |
| FR-DG         | 4.74 | 4.68 | 27.01 | 14.96 | 22.42 | 38.37 | 13.32 | 80.44 |
| FR-CG1        | 4.85 | 13.14 | 26.38 | 34.80 | 19.68 | 88.70 | 11.41 | 174.22 |
| HessianFR-DG  | 4.79 | 4.68 | 26.59 | 14.96 | 20.83 | 38.37 | 12.34 | 80.44 |
| HessianFR-CG1 | 4.65 | 13.14 | 26.44 | 34.80 | 18.12 | 88.70 | 10.99 | 174.22 |
| HessianFR-CG5 | 4.68 | 27.86 | - | - | - | - | - | - |

rates to be $\eta_x = 2\times 10^{-5}$ for generators and $(\eta_{y1}, \eta_{y2}) = (5\times 10^{-5}, 2\times 10^{-5})$ for discriminators. We put all experimental details in the supplementary material.

As reported in Table 1, the proposed HessianFR algorithm (with DG and CG1) outperforms GDA-5 (which is the most popular algorithm in GANs training), EG (an extension of GDA) and FR in terms of image generation quality (FID), in several tasks of large scale stochastic (mini-batch) learning. HessianFR-CG5 is much more computationally expensive than others and the accurate computation of Hessian inverse is weaken by the stochasticity. Note that the computational cost of HessianFR-DG is comparable to that of GDA-5 while HessianFR-CG1 is less than twice that of GDA-5. Figure 6 and Figure 7 display the trajectory of FID scores during training. HessianFR-DG and HessianFR-CG1 are comparable but both outperform other baselines. Some generated images are shown in Figure 8, Figure 9 and Figure 10.

5. Conclusion. In this paper, we study a local minimax based algorithm (HessianFR) in solving sequential min-max problems. We first discuss the reasonableness and advantages of local minimax over local Nash equilibrium in sequential min-max problems. Then, to improve and generalize FR algorithm [43], we propose the HessianFR which further utilizes Hessian information over FR. Local convergence properties of HessianFR for both deterministic and stochastic optimizations are studied. Numerical experiments on toy examples and large scale datasets validate the effectiveness of the proposed HessianFR algorithm in training GANs for image generation.

Appendix A. Local Convergence of GDA and its Variants. In this part, we briefly introduce the local convergence of GDA and its variant in terms of local minimax. The work has been done in [47]. For completeness, we put the results here.

Algorithmic update for Two Time-Scale GDA:

$x_{t+1} = x_t - \eta_x \nabla_x f(x_t, y_t),$
$y_{t+1} = y_t + \eta_y \nabla_y f(x_t, y_t).$

Theorem A.1 (Local convergence of Two Time-Scale GDA). Let $z^* = (x^*, y^*)$ to be a strict local minimax. For any $\delta > 0$, $\exists \epsilon_0 > 0$, such that if $c = \eta_y / \eta_x > \epsilon_0$, Two Time-
Scale GDA has asymptotic linear convergence rate $\sigma = \max\{\sigma_1, \sigma_2\}$, where $\sigma_1 = \max\{|1 - \eta_x \lambda_{\min}(H_{xx}^* - H_{xy}^* H_{yy}^{-1} H_{yx}^*)|, |1 - \eta_x \lambda_{\max}(H_{xx}^* - H_{xy}^* H_{yy}^{-1} H_{yx}^*)|\}$ $+ \eta_x \delta$ and $\sigma_2 = \max\{|1 - \eta_y \lambda_{\min}(H_{yy}^*)|, |1 - \eta_y \lambda_{\max}(H_{yy}^*)|\} + \eta_y \delta$. To guarantee the convergence that $\sigma < 1$, we let $\delta$ to be small enough and properly select the learning rates $\eta_x$ and $\eta_y$.

Sketch of proof: We consider the Jacobian of Two Time-Scale GDA (TTSGDA) at strict
Figure 8: Random samples from the generated distribution trained on CIFAR-10 dataset.

Local minimax $z^* = (x^*, y^*)$:

\begin{equation}
J^*_{\text{TTSGDA}} = \mathbf{I} - \eta_x \begin{bmatrix}
    H^{*}_{xx} & H^{*}_{xy} \\
    -cH^{*}_{yx} & -cH^{*}_{yy}
\end{bmatrix} =: \mathbf{I} - \eta_x U^*_{\text{TTSGDA}}.
\end{equation}

We let $c$ to be large enough such that the eigenvalues of $U^*_{\text{TTSGDA}}$ is close to eigenvalues of $H^{*}_{xx} - H^{*}_{xy}H^{-1}_{yy}H^{*}_{yx}$ and $H^{*}_{yy}$. For more details, please refer to [23].
Update rule for GDA-k:

\[
\begin{align*}
x_{t+1} &= x_t - \eta_x \nabla_x f(x_t, y_t), \\
y^{(i+1)}_t &= y^{(i)}_t + \eta_y \nabla_y f(x_t, y^{(i)}_t), \quad i = 1 \cdots k - 1, \\
y_{t+1} &= y^{(k)}_t + \eta_y \nabla_y f(x_t, y^{(k)}_t).
\end{align*}
\]
Theorem A.2 (Local convergence of GDA-k). GDA-k achieves an asymptotic linear convergence rate at the strict local minimax $z^*$: $\sigma = \max \{|1 - \eta_k \lambda_{\min}(H_{xx} - H_{xy}H_{yy}^{-1}H_{yx})|, |1 - \eta_k \lambda_{\max}(H_{xx} - H_{xy}H_{yy}^{-1}H_{yx})|\}$ when $k \to \infty$ and $\eta_y < 2/\lambda_{\min}(H_{yy})$. To guarantee the convergence that $\sigma < 1$, we properly select the learning rates $\eta_x$ and $\eta_y$.

Entra-gradient (EG), as an extension of Two Time-Scale GDA, is derived from proximal point approach in simultaneous games. Mathematically, it is formulated as

$$
\begin{align*}
    x_{t+1/2} &= x_t - \eta_x \nabla_x f(x_t, y_t), \\
    y_{t+1/2} &= y_t + \eta_y \nabla_y f(x_t, y_t), \\
    x_{t+1} &= x_t - \eta_x \nabla_x f(x_{t+1/2}, y_{t+1/2}), \\
    y_{t+1} &= y_t + \eta_y \nabla_y f(x_{t+1/2}, y_{t+1/2}).
\end{align*}
$$

Unfortunately, we find that EG may have worse convergence than Two Time-Scale GDA theoretically. Numerical experiments on toy examples in section 4 also show the worse performance of EG in solving sequential min-max problem (2.1). The next theorem illustrates the worse convergence.

Theorem A.3 (Local convergence of EG). EG either suffers from rotational behavior (instability) or behaves worse than Two Time-Scale GDA almost surely.

Sketch of proof: We consider the Jacobian of Extra Gradient (EG) at a strict local minimax $z^* = (x^*, y^*)$. We relate EG to Two Time-Scale GDA:

$$
J_{EG}^* = I - \eta_x U_{TTSGDA}^* + \eta_x^2 U_{TTSGDA}^{*2},
$$

where $U_{TTSGDA}^*$ is defined in (A.1). Suppose that the eigenvalues of $\eta_x U_{TTSGDA}^*$ is $\lambda_1, \lambda_2, \cdots, \lambda_{d_1+d_2}$ and let $\lambda_j = a_j + b_j i$ where $i$ is the imaginary unit. For the convergence of Two Time-Scale GDA, we require $|1 - \lambda_j| \in [0, 1)$. Similarly, to guarantee the convergence of EG, we have $|1 - \lambda_j + \lambda_j^2| = |(1+a_j^2+b_j^2) - a_j| \geq |(1+a_j^2+b_j^2) - a_j| \geq 0$. The rotational behavior arises if the Jacobian matrix has eigenvalues with large imaginary parts. Therefore, if $a_j \neq 1/2$ (almost surely), then $(2a_j - 1)b_j \approx 0$ if $b_j \approx 0$. The rotational behavior arises if the Jacobian matrix has eigenvalues with large imaginary parts. Therefore, if $a_j \neq 1/2$ (almost surely), then $(2a_j - 1)b_j \approx 0$ if $b_j \approx 0$. The boundeness of $a_j$. When $b_j \approx 0$, we have $|(1+a_j^2+b_j^2) - a_j| \approx |1+|a_j^2-a_j| \geq |1-a_j|$, which implies that EG converges slower than Two Time-Scale GDA.
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