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Abstract. In this paper, we construct the q-analogue of Poirier-Reutenauer algebras, related deeply with other q-combinatorial Hopf algebras. As an application, we use them to realize the odd Schur functions defined in [5], and naturally obtain the odd Littlewood-Richardson rule concerned in [7]. Moreover, we construct the refinement of the odd Schur functions, called odd quasisymmetric Schur functions, parallel to the consideration in [13]. All the q-Hopf algebras we discuss here provide the corresponding q-dual graded graphs in the sense of [3].
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1. Introduction

The graded Hopf algebra of symmetric functions, Sym, has many fascinating properties related with several aspects of mathematics, involving the representation theory of symmetric groups, the theory of combinatorial Hopf algebras, the geometry of the Grassmannian, etc. Meanwhile, Sym has two of the most important generalizations: the algebra of quasisymmetric functions, QSym, as the nonsymmetric analogue and the algebra of noncommutative symmetric functions, NSym as the noncommutative analogue. QSym was first introduced by I. Gessel [10] as a source of generating functions for P-partitions, while NSym was first studied extensively in [11] and proved to be isomorphic to Solomon’s descent algebra of symmetric groups. The duality between QSym and NSym has been concerned in [23], where the authors also constructed a remarkable self-dual Hopf algebra structure on the free abelian group generated by permutations Ξ, now named after them as the Malvenuto-Reutenauer algebra. The MR-algebra deeply relates to many algebras central to algebraic combinatorics. For instance, NSym serves as a subalgebra of the MR-algebra and thus QSym as a Hopf quotient.

On the other hand, the MR-algebra nicely possesses a Hopf quotient or dually a Hopf subalgebra, called the Poirier-Reutenauer algebra, with a canonical basis indexed by standard Young tableaux [24]. It’s significant to see that when restricting the projection from the MR-algebra to QSym on the PR-algebra, it exactly has the image Sym, with the canonical basis mapped to the Schur functions.

Bearing the interplay above in mind, we want to generalize the whole picture to the q-Hopf algebra version. Note that the q-Hopf algebras are just a special kind of braided Hopf algebras endowed with the twisted braiding. In [29], Thibon and Ung first introduced the algebra of quantum quasisymmetric functions QSym_q, which also realized as the graded
characteristics of finitely generated 0-Hecke algebra $H_N(0)$-modules \[16\]. Recently, a new basis for $QSym$, called quasisymmetric Schur functions, has been introduced by Haglund, Luoto, Mason van Willigenburg in \[13\]. It serves as a refinement of the Schur functions and behaves particularly well when multiplying with the Schur functions \[12\]. As very little papers investigate $QSym_q$, we do one step further here by mainly focusing on the odd case, where $QSym_{-1}$ is a Hopf super algebra. Specializing the construction of the $q$-PR-algebra to $q = -1$, we realize the odd Schur functions defined in \[5, 6\]. Meanwhile, we find the odd version of quasisymmetric Schur functions as the refinement of the odd Schur functions, parallel to the original construction in \[2, 13\].

On the other hand, Bergeron, Lam and Li considered the following composition of two constructions in \[3\]: filtered tower of algebras $\rightarrow q$-combinatorial Hopf algebras $\rightarrow q$-dual graded graphs. As a result, we can adopt their methods to realize plenty of constructions in \[3\]: filtered tower of algebras $\rightarrow q$-combinatorial Hopf algebras $\rightarrow q$-dual graded graphs. As a result, we can adopt their methods to realize plenty of $q$-analogues of well-known dual graded graphs, while the representation aspect of them still need to be investigated.

The paper is organized as follows. In Section 2 we first introduce $q$-symmetric functions, $QSym_q$ and the dual $NSym$, then relate them from a canonical bilinear form explicitly. In Section 3 we define the $q$-analogues of the MR-algebras. In Section 4 we construct the $q$-analogues of the PR-algebras, thus bring in the combinatorics of Young tableaux. Consequently, we can build the relation diagram of all the $q$-Hopf algebras above generalizing the classical case. In Section 5 we realize the odd Schur functions from the $q$-PR algebras with the odd Littlewood-Richardson rule derived naturally. In Section 6 we construct the odd quasisymmetric Schur functions and thus the odd version of the Pieri rules, the Littlewood-Richardson rules, etc. In Section 7 we use the construction mentioned in \[3\] to obtain the $q$-dual graded graphs associated with all the $q$-Hopf algebras we concern.

2. Introduction to $q$-(quasi)symmetric functions

2.1. Compositions and tableaux. Denote $\mathbb{Z}^+$ the set of positive integers, $[n] = \{1, \ldots, n\}$, $n \in \mathbb{N}$ and $[0] = \emptyset$ for convenience. Let $C(n)$ be the composition set of $n \in \mathbb{Z}^+$, consisting of all the ordered tuples of positive integers summed to be $n$. Take $C = \bigcup_{n \in \mathbb{N}} C(n)$. Write $\alpha \vDash n$ when $\alpha \in C(n)$. For $\alpha = (\alpha_1, \ldots, \alpha_r) \in C$, all the entries in $\alpha$ are parts of it. Take the length $l(\alpha)$ of $\alpha$ to be $r$ and the weight $|\alpha|$ of $\alpha$ to be $\sum_{i=1}^r \alpha_i$. Meanwhile, the descent set $des(\alpha)$ of $\alpha$ is defined by

$$des(\alpha) = \{\alpha_1, \alpha_1 + \alpha_2, \ldots, \alpha_1 + \cdots + \alpha_{r-1}\}.$$

Conversely, for any $S \subseteq [n-1]$, $n \in \mathbb{Z}^+$, we can associate a composition $c(S) \vDash n$ with $S$, defined by $c(S) = (s_1, s_2 - s_1, \cdots, s_{r-1} - s_{r-2}, n - s_{r-1})$, where $S = \{s_1, \ldots, s_{r-1}\}$, $0 < s_1 < \cdots < s_{r-1} < n$. We describe such subset $S$ by $\{s_1 < \cdots < s_{r-1}\}$ for simplicity.

Besides, let $C_w(n)$ be the weak composition set of $n \in \mathbb{Z}^+$, consisting of all the ordered tuples of nonnegative integers with the sum equal to $n$. Take $C_w = \bigcup_{n \in \mathbb{N}} C_w(n)$. For any $\gamma \in C_w(n)$, its collapse $\alpha(\gamma) \vDash n$ is obtained by removing all the zero parts of $\gamma$.

Now we can endow the composition set $C$ with several partial orders. For $\alpha, \beta \vDash n$, if we can obtain $\alpha$ by adding together adjacent parts of $\beta$, then we say that $\beta$ is a refinement of $\alpha$. For any composition $\alpha \vDash n$, the set $\{\beta: \beta \leq \alpha\}$ forms a distributive lattice under composition, and the composition $\alpha$ is called the join of all the compositions $\beta$ which are less than or equal to $\alpha$. Conversely, for any composition $\beta \vDash n$, the set $\{\alpha: \alpha \geq \beta\}$ forms a distributive lattice under composition, and the composition $\beta$ is called the meet of all the compositions $\alpha$ which are greater than or equal to $\beta$.

2.2. PR-algebras. The PR-algebras are $\mathbb{Z}$-graded Hopf algebras, which are symmetric function algebras with the following properties: for any $\alpha \vDash n$, the composition $\alpha$ defines a symmetric function $f(\alpha)$, and $f(\alpha) \cdot f(\beta) = f(\alpha \beta)$, where $\cdot$ denotes the product of symmetric functions. Moreover, the PR-algebras are connected to the combinatorics of Young tableaux. For any $\alpha \vDash n$, the Schur function $s(\alpha)$ is defined by

$$s(\alpha) = \sum_{\lambda \vdash n} \prod_{\gamma \in \lambda} \frac{1}{m_{\gamma}}$$

where $m_{\gamma}$ is the number of times $\gamma$ occurs in $\lambda$. The Schur function $s(\alpha)$ is then a symmetric function in $n$ variables and is an element of the PR-algebra. The PR-algebra is a Hopf algebra, and the Schur function $s(\alpha)$ is a primitive element of the PR-algebra. Moreover, the PR-algebra is a free associative algebra generated by the Schur functions.

2.3. MR-algebras. The MR-algebras are $\mathbb{Z}$-graded Hopf algebras, which are symmetric function algebras with the following properties: for any $\alpha \vDash n$, the composition $\alpha$ defines a symmetric function $f(\alpha)$, and $f(\alpha) \cdot f(\beta) = f(\alpha \beta)$, where $\cdot$ denotes the product of symmetric functions. Moreover, the MR-algebras are connected to the combinatorics of Young tableaux. For any $\alpha \vDash n$, the Schur function $s(\alpha)$ is defined by

$$s(\alpha) = \sum_{\lambda \vdash n} \prod_{\gamma \in \lambda} \frac{1}{m_{\gamma}}$$

where $m_{\gamma}$ is the number of times $\gamma$ occurs in $\lambda$. The Schur function $s(\alpha)$ is then a symmetric function in $n$ variables and is an element of the MR-algebra. The MR-algebra is a Hopf algebra, and the Schur function $s(\alpha)$ is a primitive element of the MR-algebra. Moreover, the MR-algebra is a free associative algebra generated by the Schur functions.
α, denoted α ≤ β (or β ≥ α). Note that one can also endow Cn with such refinement order. Note that for any S, S′ ⊆ [n − 1], c(S) ≤ c(S′) if and only if S ⊆ S′.

Given α = (α1, . . . , αr), β = (β1, . . . , βs) ∈ C, we define two operations on them: the concatenation αβ = (α1, . . . , αr, β1, . . . , βs) and the near concatenation α ∨ β = (α1, . . . , αr + β1, . . . , βs). Meanwhile, we define the complement composition αc of α as
\[ αc = (1^{α1}) ∪ (1^{α2}) ∪ \cdots ∪ (1^{αr}), \]
the reverse composition of α as αr = (αr, . . . , α1) and the associated partition ă of α obtained by rearranging the parts of α in weakly decreasing order. Note that des(αc) = [n − 1]\{des(α), des(ă) = \{i ∈ [n − 1] : n − i ∈ des(α)\} for any α ∈ C.

For w ∈ Zn, we can also define the descent set des(w) of w by
\[ des(w) = \{i ∈ [n − 1] : w(i) > w(i + 1)\}, \]
and thus the associated composition c(w) = c(des(w)) ≅ n.

We assume that the readers are familiar with the terminology of Young tableaux, for which we follow the standard textbook [9]. We denote P the set of partitions and write λ ≺ n when λ ∈ P ∩ C(n). Let SSYT = ∪n≥0 SSYTn be the set of semistandard tableaux (or simply tableaux), where SSYT0 = ∅ and SSYTn = ∪λ SSYT(λ), n ∈ Z+ with SSYT(λ) consisting of all semistandard tableaux of shape λ. Similarly, let SYT = ∪n≥0 SYTn be the set of standard tableaux. We also need the notation SYT(λ/µ) (resp. SSYT(λ/µ)) for the set of (semi)standard tableaux of skew shape λ/µ and sh(T) for the shape of T ∈ SSYT. Sometimes we use SSYT[m] to emphasize the tableaux with entries in [m] as well.

2.2. The definition of q-(quasi)symmetric functions. First we introduce the main study object, the q-(quasi)symmetric functions, defined by Thibon and Ung in [29]. Though there are plenty of papers on noncommutative and quasisymmetric functions, very little treat the quantum case. Here are other papers involving some material for such direction, [4, 5, 16].

We work over a commutative ring k with unity and fix q ∈ k invertible if without further emphasis, thus Z[q, q−1] is a nice candidate. Consider the quantum affine n-space
\[ A_q^0 = k(x_1, . . . , x_n)/(x_1 x_j − q x_j x_1, i > j). \]
When n = ∞, we take
\[ A_q^∞ = k((x_1, x_2, . . .))/(x_1 x_j − q x_j x_1, i > j), \]
abbreviated as A. Define the q-monomial quasisymmetric function
\[ M_α := M_α(x) = \sum_{\gamma ∈ C_α} x_α^\gamma = \sum_{i_1 < \cdots < i_r} x_{i_1}^α \cdots x_{i_r}^α, \]
where α = (α1, . . . , αr) varies over the composition set C and x_α^\gamma := \prod_{i} x_i^\gamma. Note that {M_α}_{α ∈ C} spans a subalgebra of A as a k-basis, called the algebra of q-quasisymmetric functions and denoted QSym_q. Define the q-quasishuffle product ≼_q on the Z[q]-module freely
generated by $C$ recursively as follows,
\[ \alpha \overset{q}{\rightarrow} \beta = (\alpha_1)(\alpha' \overset{q}{\rightarrow} \beta) + q^{\beta_1}(\beta_1)(\alpha \overset{q}{\rightarrow} \beta') + q^{\alpha_1\beta_1}(\alpha_1 \beta_1)(\alpha' \overset{q}{\rightarrow} \beta'), \]
where $\alpha = (\alpha_1)\alpha'$, $\beta = (\beta_1)\beta' \in C$. Then the multiplication rule of $M_\alpha$ can be described by $\overset{q}{\rightarrow}$ as follows,
\[ (2.1) \quad M_\alpha M_\beta = \sum_{\gamma} f_\gamma(q) M_\gamma, \]
where $\alpha \overset{q}{\rightarrow} \beta = \sum_{\gamma} f_\gamma(q) \gamma$. For the further detail of this interesting product, one can refer to \cite{14,15}. Meanwhile, we need another important basis of $\mathbb{QSym}_q$, the $q$-fundamental quasisymmetric functions, as follows,
\[ F_\alpha := F_\alpha(x) = \sum_{\substack{i_1 \leq \cdots \leq i_n \text{ if } \text{des}(\alpha)}} x_{i_1} \cdots x_{i_n}, \]
where $\alpha = (\alpha_1, \cdots, \alpha_r)$ varies over the composition set $C(n)$ for any $n \geq 0$. Note that $F_\alpha = \sum_{\beta \leq \alpha} M_\beta$, and thus $M_\alpha = \sum_{\beta \leq \alpha} (-1)^{(\beta) - (\alpha)} F_\beta$ by the M"obius inversion.

In order to define all kinds of $q$-analogue of symmetric functions as the classical case, one can use the following generating function in $A_q[[t]]$.
\[ \sum_{n \geq 0} h_n(x)t^n = \prod_{i \geq 1} \frac{1}{1 - x_i t}. \]
It gives
\[ h_n := h_n(x) = \sum_{i_1 \leq \cdots \leq i_n} x_{i_1} \cdots x_{i_n}, \quad n \in \mathbb{Z}^+, \]
which are the $q$-analogues of complete symmetric functions.

The generating function (2.2) has the inverse
\[ \prod_{i \geq 1} (1 - x_i t) = \sum_{n \geq 0} \left( \sum_{i_1 \geq \cdots \geq i_n} (-1)^n x_{i_1} \cdots x_{i_n} \right) t^n \]
\[ = \sum_{n \geq 0} (-1)^n q^{\binom{n-1}{2}} \left( \sum_{i_1 < \cdots < i_n} x_{i_1} \cdots x_{i_n} \right) t^n. \]
It gives
\[ e_n := e_n(x) = \sum_{i_1 < \cdots < i_n} x_{i_1} \cdots x_{i_n}, \quad n \in \mathbb{Z}^+, \]
which are the $q$-analogues of elementary symmetric functions, and the relation
\[ (2.4) \quad h_0 = e_0 = 1, \quad \sum_{k=0}^{n} (-1)^{k} q^{\frac{k(k-1)}{2}} e_{k} h_{n-k} = 0, \quad n \in \mathbb{Z}^+. \]

Now define the algebra of $q$-symmetric functions as the subalgebra of $\mathbb{QSym}_q$ generated by $\{h_n\}_{n \in \mathbb{Z}^+}$, and denote it as $\text{Sym}_q$. 
On the other hand, given the alphabet $A = \{a_1, a_2, \ldots\}$, one has the free associative algebra $\mathcal{F} = k\langle\langle a_1, a_2, \ldots\rangle\rangle$. Similarly define the following generating functions in $\mathcal{F}[t]$,

$$H(A,t) = \sum_{n \geq 0} H_n(A)t^n = \prod_{i \geq 1} \frac{1}{1 - a_it}.$$  

and

$$E(A,t) = \sum_{n \geq 0} (-1)^n E_n(A)t^n = \prod_{i \geq 1} (1 - a_it).$$

Then $\{H_n(A)\}_{n \in \mathbb{Z}^+}$ (or $\{E_n(A)\}_{n \in \mathbb{Z}^+}$) generates a subalgebra of $\mathcal{F}$, called the algebra of noncommutative symmetric functions and denoted as $\text{NSym}$. Similarly, we have

$$H_0 = E_0 = 1, \quad \sum_{k=0}^{n} (-1)^k E_k H_{n-k} = 0, \quad n \in \mathbb{Z}^+.$$  

Let $H_\alpha = H_{a_1} \ldots H_{a_\alpha}, E_\alpha = E_{a_1} \ldots E_{a_\alpha}, \quad \alpha = (a_1, \ldots, a_\ell) \ni n$. Note that $\{H_\alpha\}_{\alpha \in C}$ (or $\{E_\alpha\}_{\alpha \in C}$) forms a basis of $\text{NSym}$, hence there exists a canonical bilinear form \n
$$\langle \cdot, \cdot \rangle : \text{QSym}_q \times \text{NSym} \to k, \quad \langle M_\alpha, H_\beta \rangle = \delta_{\alpha, \beta}, \quad \alpha, \beta \in C.$$  

It can be canonically extended as a bilinear form on $\text{QSym}_q^{\otimes n} \times \text{NSym}^{\otimes n}$ for all $n \in \mathbb{Z}^+$. Meanwhile, we have another basis of $\text{NSym}$, the noncommutative ribbon Schur functions, \n
$$R_\alpha := \sum_{\beta \succeq \alpha} (-1)^{\ell(\alpha) - \ell(\beta)} H_\beta,$$  

such that $\langle F_\alpha, R_\beta \rangle = \delta_{\alpha, \beta}, \quad \alpha, \beta \in C$.

### 2.3. $q$-Hopf algebra duality between $\text{QSym}_q$ and $\text{NSym}$

The graded $q$-Hopf algebras are a kind of $\mathbb{Z}$-graded colored Hopf algebras defined in [22 §10.5]. Now endow $\text{QSym}_q$ with the graded $q$-Hopf algebra structure as follows, \n
$$\text{QSym}_q = \bigoplus_{n \in \mathbb{N}} (\text{QSym}_q)_n,$$  

where $(\text{QSym}_q)_n = \text{span}_k \{M_\alpha | \alpha \ni n\}$ is the $n$th graded component, with the coproduct $\Delta'$ defined by \n
$$\Delta'(M_\alpha) = \sum_{\beta \gamma = \alpha} M_\beta \otimes M_\gamma.$$  

Consequently, one can see that \n
$$\Delta'(F_\alpha) = \sum_{\beta \gamma = \alpha} F_\beta \otimes F_\gamma + \sum_{\beta \gamma = \alpha} F_\beta \otimes F_\gamma.$$  

Note that for $F, G \in \text{QSym}_q$, we have \n
$$\Delta'(FG) = \sum q^{[F_\beta][G_\gamma]} F_\beta(1) G_\gamma(1) \otimes F_\beta(2) G_\gamma(2),$$  

where $\Delta'(F) = \sum F_\alpha(1) \otimes F_\alpha(2)$, $\Delta'(G) = \sum G_\alpha(1) \otimes G_\alpha(2)$, and $| \cdot |$ is the evaluation of grading on homogeneous elements.
Using the canonical bilinear form (2.7), one can endow NSym with the graded $q$-Hopf algebra structure which is graded dual to QSym$_q$. Namely, $\text{NSym} = \bigoplus_{n \in \mathbb{N}} \text{NSym}_n$, where $\text{NSym}_n = \text{span}_k \{ H_n | \alpha \vdash n \}$ is the $n$th graded component. As $\text{NSym}$ is freely generated by $(H_n(A))_{n \in \mathbb{N}^+}$, define the coproduct $\Delta_q$ on $\text{NSym}$ by

$$\Delta_q(H_n) = \sum_{k=0}^{n} H_k \otimes H_{n-k}, \tag{2.10}$$

and the rule

$$\Delta_q(HH') = \sum_{k=0}^{n} q^{h(2)H(1)} H(1) \otimes H(2), \tag{2.11}$$

where $H, H' \in \text{NSym}$, $\Delta_q(H) = \sum H(1) \otimes H(2)$, $\Delta_q(H') = \sum H'(1) \otimes H'(2)$, and $| \cdot |$ is again the evaluation of grading on homogeneous elements. In order to simplify some coefficients, we introduce the following bicharacter $\theta$ on $\mathbb{Z}^n$

$$\theta : \mathbb{Z}^n \times \mathbb{Z}^n \to k^\times, \theta(\alpha, \beta) = q^{|\alpha \Delta \beta|},$$

where the sum is over all ordered pair $(\gamma', \gamma'') \in \mathbb{N}^{(\gamma)} \times \mathbb{N}^{(\gamma)}$, such that $\gamma + \gamma'' = \gamma$, and $H_{\gamma'}, H_{\gamma''}$ are interpreted naturally as before. Now one can see that

**Proposition 2.1.** (QSym$_q$, $\cdot, \Delta'$) and (NSym, $\cdot, \Delta$) are graded dual to each other as $q$-Hopf algebras with respect to the canonical bilinear form (2.7).

From the formula (2.8) of $\Delta'$ on $M_\alpha$'s and the obvious identity $h_n = \sum_{\alpha \vdash n} M_\alpha$, we have

$$\Delta'(h_n) = \sum_{k=0}^{n} h_k \otimes h_{n-k}. \tag{2.12}$$

It means the coproduct formulas (2.10) and (2.12) are compatible. On the other hand, $(H_n)_{n \in \mathbb{N}^+}$ freely generates NSym, which admits the following homomorphism of graded $q$-Hopf algebras

$$\phi : \text{NSym} \to \text{QSym}_q, \phi(H_n) = h_n, \ n \in \mathbb{N}^+,$$

referred as the forgetful map. Note that $\phi(E_n) = q^{n(n-1)/2} e_n$. For generic $q$, Thibon and Ung in [29] pointed out that $\phi$ is an isomorphism. Indeed, if denote $e^\alpha = e_{\alpha_1} \cdots e_{\alpha_r}$, for $\alpha = (\alpha_1, \ldots, \alpha_r) \in C$, then the map $F_\alpha \mapsto e^\alpha$ is invertible. We also denote $r_\alpha = \phi(R_\alpha)$ as the $q$-ribbon Schur function.

Now define a bilinear form $(\cdot, \cdot)$ on $\text{NSym}$ by

$$(H_\alpha, H_\beta) = \langle \phi(H_\alpha), H_\beta \rangle = \langle h_\alpha, H_\beta \rangle, \ \alpha, \beta \in C. \tag{2.13}$$

Note that the bilinear form $(\cdot, \cdot)$ first appears in [29, 3], and serves as the basic tool directly in [5]. The whole setting is quite similar to Lusztig’s construction of the algebra if [20, Chapter 1]. Let’s explain the nice properties of such bilinear form in details as follows.
Using the duality between $\mathbb{Q} \operatorname{Sym}_q$ and $\mathbb{N} \operatorname{Sym}$, we can compute that

\[
(H_\alpha, H_\beta) = \langle h_\alpha, H_\beta \rangle = \langle h_{\alpha_1} \otimes \cdots \otimes h_{\alpha_k}, \Delta^{(k-1)}(H_\beta) \rangle
\]

\[
(2.14)
\]

\[
= \sum_{\beta \vdash \ell \beta, \beta \vdash \ell \beta} \prod_{1 \leq i < j \leq k} \binom{c(\beta_{i,j})}{\beta_{i,j}} = \begin{cases} \sum_{w \in \mathcal{E}_\alpha} q^{\ell(w)}, & \text{if } |\alpha| = |\beta|, \\ 0, & \text{otherwise}. \end{cases}
\]

for any $\alpha, \beta \in C$ and $k = \ell(\alpha), \ell = \ell(\beta)$, where $\mathcal{E}_{\alpha, \beta}$ is the set of minimal representatives of the double coset of the Young subgroups $\mathcal{E}_{\alpha}, \mathcal{E}_{\beta}$ for $\mathcal{E}_n, n = |\alpha| = |\beta|$.

Note that $\mathcal{E}_{\alpha, \beta} = \{ w \in \mathcal{E}_n : c(w^{-1}) \leq \alpha, c(w) \leq \beta \}$, thus by the formula (2.14) one can easily deduce that

\[
(2.15)
\]

\[
(R_\alpha, R_\beta) = \sum_{c(w^{-1})=\alpha} q^{\ell(w)}. 
\]

For any $w \in \mathcal{E}_{\alpha, \beta}$, we can present it by the following diagram

\[\begin{array}{c}
a_1 \\
\beta_1^{(1)} \\
\beta_2^{(1)} \\
\beta_3^{(1)} \\
\vdots \\
\beta_k^{(1)} \\
\end{array} \quad \begin{array}{c}
a_2 \\
\beta_1^{(2)} \\
\beta_2^{(2)} \\
\beta_3^{(2)} \\
\vdots \\
\beta_k^{(2)} \\
\end{array} \quad \ldots \quad \begin{array}{c}
a_k \\
\beta_1^{(k)} \\
\beta_2^{(k)} \\
\beta_3^{(k)} \\
\vdots \\
\beta_k^{(k)} \\
\end{array}
\]

and the length $\ell(w)$ of $w$ equals the number of crossings in its corresponding diagram. Since we can put the diagram upside down to get $w^{-1} \in \mathcal{E}_{\beta, \alpha}$, whose length remains the same, we know that the form $(\cdot, \cdot)$ is symmetric by the formula (2.14). Now we list some useful properties of the bilinear form $(\cdot, \cdot)$.

**Proposition 2.2.** (1) $(\cdot, \cdot)$ is symmetric and the radical is $\operatorname{Ker} \phi = \bigoplus_{n \in \mathbb{Z}} \operatorname{Ker} \phi_n$.

(2) The graded components of $\mathbb{N} \operatorname{Sym}$ are orthogonal with respect to $(\cdot, \cdot)$.

(3) $\operatorname{Im} \phi = \mathbb{Q} \operatorname{Sym}_q$ is the orthogonal complement of $\operatorname{Ker} \phi$ with respect to the canonical pairing $(\cdot, \cdot)$, thus $(\cdot, \cdot)$ induces a nondegenerate bilinear form on $\mathbb{Q} \operatorname{Sym}_q$.

(4) Since $\mathbb{Z}[q, q^{-1}]$ is a PID, $\mathbb{Q} \operatorname{Sym}_q$ is still a free $\mathbb{Z}[q, q^{-1}]$-module, expressed as the quotient of the free $\mathbb{Z}[q, q^{-1}]$-module $\mathbb{N} \operatorname{Sym}$ by the radical of $(\cdot, \cdot)$.

From (3), we know that for any $F \in \mathbb{Q} \operatorname{Sym}_q$, $F$ lies in $\operatorname{Sym}_q$ if and only if $F \in \operatorname{Ker} \phi^\perp$. However, the radical of $(\cdot, \cdot)$ on $\mathbb{N} \operatorname{Sym}$ is quite ruleless when $q$ is an algebraic integer. The results known so far are only when $q = \pm 1$. If $q = 1$, then $\operatorname{Ker} \phi$ is the ideal generated by $H_nH_m - H_mH_n$, $n, m \in \mathbb{N}$, which back to the usual symmetric functions. While in the odd case, we know that

**Proposition 2.3** (Prop. 2.9.]). $\operatorname{Ker} \phi$ is the ideal generated by

\[
(2.16)
\]

\[
H_nH_m - H_mH_n, \text{ if } n + m \text{ even,} \\
H_nH_m + (-1)^nH_mH_n - (-1)^nH_{n+1}H_{m-1} - H_{m-1}H_{n+1}, \text{ if } n + m \text{ odd.}
\]
Now we introduce three commuting linear automorphisms of NSym, the composition of which gives the antipode of NSym.

\[ \psi_1 : q \text{-Hopf algebra automorphism of NSym defined by } \psi_1(H_n) = q^{-n(n-1)/2}E_n, \quad n \in \mathbb{N}, \]

\[ \psi_2 : \text{linear automorphism of NSym defined by } \psi_2(H_n) = (-1)^{|n|}q^{\binom{|n|}{2}}H_n, \quad \alpha \in C, \]

\[ \psi_3 : \text{bialgebra anti-automorphism of NSym defined by } \psi_3(H_n) = H_n, \quad n \in \mathbb{N}. \]

**Proposition 2.4.** All \( \psi_i, \ i = 1, 2, 3, \) can induce their corresponding (anti-)automorphisms of \( \text{Sym}_q. \) Namely, there exist three (anti-)automorphisms of \( \text{Sym}_q, \) also denoted \( \psi_1, \psi_2 \) and \( \psi_3 \) respectively, such that \( \psi_i \circ \phi = \phi \circ \psi_i, \) \( i = 1, 2, 3. \)

**Proof.** In order to get such \( \psi_i's \) on \( \text{Sym}_q, \) we only need to check

\[ (\psi_i(H), H') = (H, \psi_i(H')) \quad \forall H, H' \in \text{NSym}. \]

Since then we have \( \psi_i(\text{Ker} \phi) \subseteq \text{Ker} \phi, \) which means that \( \phi \circ \psi_i \) can be factored through by \( \phi. \) Now we check them using the basis \( \{H_\alpha\}_{\alpha \in C}. \) For any \( \alpha, \beta \in C, \) we have

\[ (\psi_1(H_{\alpha}), H_{\beta}) = (e_{\alpha}, h_{\beta}) = (h_{\alpha}, e_{\beta}) = (H_{\alpha}, \psi_1(H_{\beta})), \]

\[ (\psi_2(H_{\alpha}), H_{\beta}) = (-1)^{|\alpha|}q^{\binom{|\alpha|}{2}}(H_{\alpha}, H_{\beta}) = (-1)^{|\alpha|}q^{\binom{|\alpha|}{2}}(H_{\alpha}, H_{\beta}) = (H_{\alpha}, \psi_2(H_{\beta})), \]

\[ (\psi_3(H_{\alpha}), H_{\beta}) = (H_{\alpha}, H_{\beta}) = (H_{\alpha}, \psi_3(H_{\beta})), \]

where the equality for \( \psi_3 \) can be seen by rotating all diagrams via the vertical axis which keeps all the values unchanged. \( \square \)

### 3. Malvenuto-Reutenauer algebra and its \( q \)-analogue

In the paper [23], Malvenuto and Reutenauer defined a self-dual graded Hopf algebra structure on the free abelian group \( \mathbb{Z}^\mathbb{N} = \bigoplus_{n \geq 0} \mathbb{Z} \mathbb{N}_n \) of permutations, denoted the MR-algebra. The relation between the MR-algebra and the algebra of (quasi)symmetric functions inspires us to construct the \( q \)-analogue of the MR-algebra for the investigation of the \( q \)-(quasi)symmetric functions.

We first introduce the MR-algebra, which is a dual pair of graded Hopf algebras \( (\mathbb{Z}^\mathbb{N}, \ast, \Delta) \) and \( (\mathbb{Z}^\mathbb{N}, \cdot, \Delta'), \) denoted MR and MR' respectively. One can check the details in [1] [23]. For any word \( w \) of length \( n \) on a totally ordered alphabet \( A, \) denote \( \text{alph}(w) \subset A \) the set of letters in \( w \) and \( \text{st}(w) \in \mathbb{N}_n, \) called the *standardization* of \( w, \) the unique permutation such that

\[ \text{st}(w)(i) < \text{st}(w)(j) \text{ iff } w_i < w_j \text{ or } w_i = w_j, \ i < j, \]

where \( w = w_1 \cdots w_n. \) Note that \( \ell(\text{st}(w)) = \text{inversion number of } w. \) For any \( w \in \mathbb{N}_n, \) one can view it as a word on \([n].\) For \( I \subseteq [n], \) let \( w_I \) denote the subword of \( w \) keeping only the digits in \( I. \) We also need the shuffle product \( w \) and the concatenation coproduct \( \delta'. \) For any \( w' \in \mathbb{N}_n, \) \( w' \in \mathbb{N}_n, \)

\[ w * w' = \sum_{\substack{\alpha \in \text{alph}(w), \beta \in \text{alph}(w')} \ } uv, \quad \Delta(w) = \sum_{i=0}^n w_{[1,\ldots,i]} \otimes \text{st}(w)[i+1,\ldots,n]. \]

On the other hand,

\[ w \cdot w' = w w', \quad \Delta'(w) = (\text{st} \otimes \text{st})\delta(w), \]
where $\overline{w'}$ means shifting the digits in $w'$ by $p$.

Under the canonical pairing on $\mathbb{Z}\mathbb{E}$ defined by $\langle w, w' \rangle = \delta_{w,w'}$, $\text{MR}$ and $\text{MR}'$ are dual to each other as graded Hopf algebras. Meanwhile, there exists an involution $\theta$ of graded Hopf algebras between them defined by $\theta(w) = w^{-1}$ and the embedding $\iota : \text{NSym} \rightarrow \text{MR}$ defined by $\iota(H_\alpha) = D_{\leq 0}$ (resp. $\iota(R_\alpha) = D_\alpha$), where $D_{\leq 0} = \sum_{c(w) \leq 0} w$ (resp. $D_\alpha = \sum_{c(w) = \alpha} w$). Such embedding identifies $\text{NSym}$ with the Solomon’s descent subalgebra of $\mathbb{Z}\mathbb{E}$ with a basis $\{D_{\leq 0} : \alpha \in C\}$. Dually there exists a surjection $\pi' : \text{MR}' \rightarrow \text{QSym}$ defined by $\pi'(w) = F_{c(w)}$.

Next we construct the $q$-analogues $\text{MR}_q$ and $\text{MR}'_q$ over $k$. For $\text{MR}'_q$ we modify the product $\ast'$ of $\text{MR}'$ to $\ast'_q$ defined by
\begin{equation}
(3.1) \quad w \ast'_q w' = w \omega_q \overline{w'},
\end{equation}
where $\omega_q$ is the $q$-shuffle on words defined in [14]. That is, $\text{MR}'_q = (k\mathbb{E}, \ast'_q, \Delta')$. Dually for $\text{MR}_q$ we modify the coproduct $\Delta$ of $\text{MR}$ to $\Delta_q$ defined by
\begin{equation}
(3.2) \quad \Delta_q(w) = \sum_{i=0}^n q^{\text{inv}(i,w)} w[i_1,...,i] \otimes \text{st}(w[i+1,...,n]),
\end{equation}
where $\text{inv}(i, w)$ is the number of pairs $(i, j)$ with $k > l$ such that $w_k \in \{1, \ldots, i\}, w_l \in \{i+1, \ldots, n\}$ as $w = w_1 \cdots w_n$. That is, $\text{MR}_q = (k\mathbb{E}, \ast, \Delta_q)$. We remind that the multiplication of tensor products now involves the $q$-flip $\sigma$ defined by $\sigma(w \otimes w') = q^{\text{inv}(w,w')} w' \otimes w$, $w \in \mathbb{E}, w' \in \mathbb{E}$. Now we are in the position to check the following result

**Theorem 3.1.** (1) $\text{MR}_q$ and $\text{MR}'_q$ are graded dual to each other as $q$-Hopf algebras with respect to the canonical pairing $\langle , \rangle : \text{MR}'_q \times \text{MR}_q \rightarrow k$.

(2) There exists an isomorphism $\theta_q : \text{MR}_q \rightarrow \text{MR}'_q$, defined by $\theta_q(w) = q^{c(w)}w^{-1}$, of graded $q$-Hopf algebras.

(3) There exists a surjection $\pi'_q : \text{MR}'_q \rightarrow \text{QSym}_q, \pi'_q(w) = F_{c(w)}, w \in \mathbb{E}$ and an embedding $\iota_q : \text{NSym} \rightarrow \text{MR}_q$, $\iota_q(H_\alpha) = D_{\leq 0}$, $\alpha \in C$ of graded $q$-Hopf algebras such that $\langle \pi'_q(w), H_\alpha \rangle = \langle w, \iota_q(H_\alpha) \rangle$, $w \in \mathbb{E}, H \in \text{NSym}$.

(4) The composition $\pi'_q \circ \theta_q : \text{NSym} \rightarrow \text{QSym}_q$ is just the forgetful map $\phi$.

**Proof.** (1) The duality are straightforward to check. We only need to show that $\text{MR}'_q$ is a $q$-Hopf algebra. For $w \in \mathbb{E}_n, w' \in \mathbb{E}_m$, we have
\[
\Delta'(w \ast'_q w') = (\text{st} \otimes \text{st}) \delta'(w \ast'_q w') = (\text{st} \otimes \text{st}) (\delta'(w \omega_q \overline{w'}) = (\text{st} \otimes \text{st}) (\delta'(w \omega_q \delta'(\overline{w'}))
\]
\[
= (\text{st} \otimes \text{st}) \sum_{\begin{array}{c}w_1,...,w_n \in \mathbb{E} \\\(w_1,...,w_n \neq \emptyset \end{array}} (\omega_q \otimes \omega_q) (\text{id} \otimes \sigma \otimes \text{id})(u \otimes v \otimes x \otimes y)
\]
\[
= (\text{st} \otimes \text{st}) \sum_{\begin{array}{c}w_1,...,w_n \in \mathbb{E} \\
, w_1,...,w_n \neq \emptyset \end{array}} q^{\text{inv}(i,v)} (u \omega_q x) \otimes (v \omega_q y)
\]
\[
= \sum_{\begin{array}{c}w_1,...,w_n \in \mathbb{E} \\
, w_1,...,w_n \neq \emptyset \end{array}} q^{\text{inv}(i,v)} (\text{st}(u) \ast'_q \text{st}(x) \otimes (\text{st}(v) \ast'_q \text{st}(y))) = \Delta'(w \ast'_q w'),
\]
where we use the graded $q$-Hopf algebra structure $(k(A), \psi_q, \delta')$ and the evaluation $| \cdot |$ of grading is just the length function of words.

(2) As we have known that $\theta(w * w') = \theta(w) * \theta(w')$, thus
\[
\theta_q(w * w') = \sum_{u \in w * w'} q^{\ell(u)} u^{-1} = \sum_{u \in w \cdot w'} q^{\ell(u)} u = \theta_q(w) * \theta_q(w'),
\]
where we use the identity $(q^{\ell(w)}w) * (q^{\ell(w')}w') = \sum_{u \in w \cdot w'} q^{\ell(u)} u$. Meanwhile,
\[
(\theta_q \otimes \theta_q)\Delta_q(w) = \sum_{i=0}^{n} q^{\ell(w)} \sum_{c} \left((\psi_q(st(w_1 \cdots w_i)) \otimes \psi_q(st(w_{i+1} \cdots w_n)))^\ell(w) \right) = \Delta'(\psi_q(w)),
\]
where we use the identity $\psi_q st(i, w) + \ell(w_{[i+1, n]}) = \ell(w)$. Hence, $\theta_q$ is a homomorphism of graded $q$-Hopf algebras.

(3) Note that $\iota$ and $\iota_q$ (resp. $\pi'$ and $\pi_q'$) are exactly the same as maps of $k$-vector spaces. What we need to show is that they are homomorphisms of graded $q$-Hopf algebras. Let’s check $\pi_q'$ as follows,
\[
\pi_q'(w * q' w') = \sum_{w' \in \mathcal{Q}Sym} \langle w * q' w', u \rangle \pi_q'(u) = \sum_{w' \in \mathcal{Q}Sym} \langle w * q' w', u \rangle F_{\pi(u)} = \pi_q'(w) \pi_q'(w'),
\]
where we use the notation $w * q' w' = \sum_{w' \in \mathcal{Q}Sym} \langle w * q' w', u \rangle u$ and the multiplication formula
\[
(3.3) \quad F_{\pi_q(w)}F_{\pi_q(w')} = \sum_{w' \in \mathcal{Q}Sym} \langle w * q' w', u \rangle F_{\pi(u)}
\]
in $\mathcal{Q}Sym$, proved in [29, 4] using the language of $P$-partitions. On the other hand, using the formula [2.9] we have
\[
(\pi_q' \otimes \pi_q')\Delta'(w) = \sum_{i=0}^{n} \pi_q'(st(w_1 \cdots w_i)) \otimes \pi_q'(st(w_{i+1} \cdots w_n))
\]
\[
= \sum_{i=0}^{n} F_{\psi_q(st(w_1 \cdots w_i))} \otimes F_{\psi_q(st(w_{i+1} \cdots w_n))} = \Delta'(F_{\psi_q(w)}) = \Delta'(\pi_q'(w)),
\]
where $w = w_1 \cdots w_n \in \mathcal{Q}Sym$ and we use the fact that $c(st(w_1 \cdots w_i)), c(st(w_{i+1} \cdots w_n))$, $i = 0, 1, \ldots, n$ are those $\alpha, \beta \in C$ such that $\alpha \beta = c(w)$ or $\alpha \lor \beta = c(w)$. By the adjunction between $\pi_q'$ and $\iota_q$, it implies $\iota_q$ is also a homomorphism of graded $q$-Hopf algebras.

(4) Using the basis $\{R_{\alpha}\}_{\alpha \in C}$ of NSym, we obtain
\[
\pi_q' \circ \theta_q \circ \iota_q(R_{\alpha}) = \pi_q' \circ \theta_q(D_{\alpha}) = \pi_q'(\sum_{c(w) = \alpha} q^{\ell(w)}w^{-1}) = \sum_{c(w) = \alpha} q^{\ell(w)} F_{c(w)}
\]
\[
= \sum_{\beta \in C} \sum_{c(w) = \alpha} q^{\ell(w)} F_{\beta} = \sum_{\beta \in C} (R_{\alpha}, R_{\beta}) F_{\beta} = \sum_{\beta \in C} \langle \phi(R_{\alpha}), R_{\beta} \rangle F_{\beta} = \phi(R_{\alpha}),
\]
where we apply the formula (2.15) and the duality between \( R_\alpha \) and \( F_\beta \). □

4. Poirier-Reutenauer algebra and its \( q \)-analogue

In the paper [24], Poirier and Reutenauer defined a graded Hopf quotient \( PR \) of \( MR \) and a graded Hopf subalgebra \( PR' \) of \( MR' \) dual to each other with respect to the canonical pairing, denoted the \( PR \)-algebra. Later in the paper [4], Duchamp, Hivert and Thibon realize the \( MR \)-algebra as the algebra of free quasisymmetric functions, denoted \( FQSym \), and identify \( PR' \) as the algebra \( FSym \) of free symmetric functions, restricting the isomorphism between \( MR' \) and \( FQSym \). In order to introduce the \( PR \)-algebra, we first recall the Knuth equivalence as follows.

There exists a remarkable correspondence between two-rowed arrays in lexicographic order and pairs of semistandard tableaux with the same shape, called the Robinson-Schensted-Knuth correspondence. For any such two-rowed array \( w \), we denote \((P(w), Q(w))\) the image under the RSK-correspondence. \( P(w) \) comes from the Schensted row-insertion of \( w \), and \( Q(w) \) is the recording tableau. For further details, one can refer to [9, Chapter 4].

For words on \( \mathbb{Z}^+ \), Knuth defined an equivalence relation on them, referred to as the Knuth equivalence \( \sim_K \). It’s generated by the following elementary ones,

\[
(K') \quad yxz \sim yzx, \text{ if } x < y \leq z,
\]
\[
(K'') \quad xzy \sim zxy, \text{ if } x \leq y < z.
\]

For any two words \( w, w' \), note that \( P(w) = P(w') \) if and only if they are Knuth equivalent. Hence, one can identify the Knuth equivalence classes with semistandard tableaux. When \( w \) is a word on \( \mathbb{Z}^+ \), we write \( w = w_1 \cdots w_n \) instead of \( \begin{pmatrix} 1 & \cdots & n \\ w_1 & \cdots & w_n \end{pmatrix} \) throughout the paper. For any \( T \in SYT_n \), one can define the descent set of \( T \) as

\[ \text{des}(T) = \{ k \in [n-1] : k + 1 \text{ appears weakly left of } k \text{ in } T \}, \]

together with the composition \( c(T) \) associated with \( \text{des}(T) \). From the RSK-algorithm, it’s easy to see that \( \text{des}(w) = \text{des}(Q(w)) \) for any \( w \in \mathbb{Z}^n \) [9, Exercise 17].

4.1. \( q \)-analogue construction of the \( PR \)-algebras. First we recall the definition of the \( PR \)-algebras. Define \( cl(T) := \sum_{P(w)=T} w \in \mathbb{Z} \Xi_n \) for any \( T \in SYT_n \). Poirier and Reutenauer in [24] proved that \( PR' = \bigoplus_{T \in SYT} k \cdot cl(T) \) is a Hopf subalgebra of \( MR' \). Meanwhile, the ideal \( J \) of \( MR \) generated by the Knuth equivalence relations forms a Hopf ideal of \( MR \) and thus gives the Hopf quotient \( PR = MR/J \) such that \( PR \) and \( PR' \) are dual to each other with respect to the canonical pairing.

Now let’s define the \( q \)-analogue of the \( PR \)-algebra. The original definition inspires us to naturally construct a \( q \)-Hopf subalgebra \( PR_q' \) of \( MR_q' \) and a \( q \)-Hopf quotient \( PR_q \) of \( MR_q \) again dual to each other with respect to the canonical pairing. Define the following \( q \)-analogue of elementary Knuth relations,

\[
(K'_q) \quad qyxz \sim yzx, \text{ if } x < y \leq z,
\]
\[
(K''_q) \quad qxzy \sim zxy, \text{ if } x \leq y < z.
\]
Let $J_q$ be the $k$-submodule of $k\Xi$ spanned by those $w' - q^{f(w') - f(w)} w$ such that $w \sim_K w'$. For example, $3124 - q1324, 3124 - q1342 \in J_q$.

**Definition 4.1.** Define $PR_q := MR_q / J_q$ and $PR'_q$ to be the orthogonal complement of $J_q$ in $MR'_q$. That is,

$$PR'_q = \bigoplus_{T \in \text{SSYT}} k \cdot c_q(T), \quad c_q(T) = \sum_{P(w) = T} q^{f(w)} w.$$

**Theorem 4.2.** $PR_q$ and $PR'_q$ are graded dual to each other as $q$-Hopf algebras with respect to the canonical pairing $\langle \cdot, \cdot \rangle : PR'_q \times PR_q \rightarrow k$.

**Proof.** By proposition 3.1, once we prove that $J_q$ is a Hopf ideal of $MR_q$, then $PR_q$ is a $q$-Hopf quotient with $PR'_q$ dual to it. On one hand, for any word $w$ without repeating letters, the inversion number of $w$ and $\text{st}(w)$ are the same. Hence, by the definition of $\ast$, if $w' - q^{f(w') - f(w)} w \in J_q$, then

$$w' - q^{f(w') - f(w)} w \ast w'' = \sum_{\text{st}(w') = \text{st}(w)'} (u' - q^{f(u') - f(u)}) v \in J_q,$$

where the sum is only over those $u, u', v$ such that $\text{alph}(u) \cup \text{alph}(v) = \text{alph}(u') \cup \text{alph}(v) = [n]$ for some $n$. Similarly, $w'' \ast (w' - q^{f(w') - f(w)} w)$ lies in $J_q$. It means $J_q$ is an ideal.

On the other hand, suppose $w, w'$ are up to an equivalence $(K'_q)$ and fix the index $i$ from the formula (3.2) of $\Delta_q$. If $x, y, z$ all lie in $\{1, \ldots, i\}$ (or $\{i + 1, \ldots, n\}$), then the corresponding terms in (3.2) are still up to an equivalence $(K'_q)$. Otherwise, there are two other possibilities: (1) $x \in \{1, \ldots, i\}$ and $y, z \in \{i + 1, \ldots, n\}$; (2) $x, y \in \{1, \ldots, i\}$ and $z \in \{i + 1, \ldots, n\}$. For both cases we have $\Delta_q(w, i) = \Delta_q(w', i) - 1$, thus the corresponding terms of $\Delta_q(w' - q^{f(w') - f(w)} w)$ vanish and finally we have $\Delta_q(w' - q^{f(w') - f(w)} w) \in J_q \otimes k\Xi + k\Xi \otimes J_q$. It’s similar for the case up to an equivalence $(K'_q)$. Hence, $J_q$ is also a coideal. \qed

Next we recall some notion concerning about tableaux. Given any $T \in \text{SSYT}(\lambda/\mu)$, we use the coordinate $(i, j) \in \lambda/\mu$ to locate the box lying in the $i$th row and the $j$th column of $T$ counting from left to right and top to bottom, also denote $T(i, j)$ the number occupying that box. For $i \in \mathbb{Z}^+$, we denote $i \in T$ if $i$ is an entry of $T$. Define the row word $w(T)$ of $T$ as the word obtained by reading the entries of $T$ “from left to right and top to bottom”, which gives $P(w(T)) = T$ by the row-insertion. Meanwhile, there’s a dot product $\cdot$ on tableaux such that $w(T \cdot T') \sim_K w(T) w(T')$.

Define the inversion number of $T$ as

$$\text{inv}(T) = |\{(i, j), (i', j') \in \lambda \times \lambda : T(i, j) \geq T(i', j'), \ i < i'\}|,$$

and the standardization $\text{st}(T)$ of $T$ as the unique standard tableau such that $\text{inv}(\text{st}(T)) = \text{inv}(T)$. For instance,

$$T = \begin{array}{ccc}
1 & 2 & 3 \\
2 & 4 & \\
3 & & 
\end{array}, \quad \text{st}(T) = \begin{array}{ccc}
1 & 3 & 5 \\
2 & 6 & \\
4 & & 
\end{array},$$
with \( w(T) = 324123 \), \( w(st(T)) = 426135 \). Note that for any \( T \in \text{SSYT} \), one can obtain \( st(T) \) by defining the standard order \( \prec_T \) of boxes determined by \( T \) as follows,
\[
(i, j) \prec_T (i', j') \text{ if } T(i, j) < T(i', j') \text{ or } T(i, j) = T(i', j') \text{ with } j < j'.
\]

Now renumbering the boxes of \( T \) in their standard order gives \( st(T) \). Meanwhile, one also have \( w(st(T)) = w(T) \).

Given \( \lambda \in \mathcal{P} \), let \( T_\lambda \) to be the unique standard tableau of shape \( \lambda \) such that \( \text{inv}(T_\lambda) = 0 \).

For any \( T \in \text{SSYT}(\lambda) \), we define the \text{sign} of \( T \) as
\[
\text{sign}(T) = (-1)^{\ell(w(st(T)))}.
\]

One can easily see that \( \ell(w(st(T))) = \sum_{i<j} \lambda_i \lambda_j - \text{inv}(T) \), thus \( \text{sign}(T) = \text{sign}(T_\lambda)(-1)^{\text{inv}(T)} \).

We also need the notion of \text{rectification} of skew tableaux. Given \( S \in \text{SSYT}(\lambda/\mu) \), the \text{rectification} \( \text{rect}(S) \) is the tableau obtained from \( S \) by carrying out the Schützenberger’s \text{slide} repeatedly. Note that \( w(\text{rect}(S)) \approx w(S) \) for any skew tableau \( S \). On the other hand, given \( T \in \text{SYT}(\mu) \), \( S \in \text{SYT}(\lambda/\mu) \), one shifts all entries of \( S \) by \( n \), where \( n = |\mu| \), and concatenates the resulting skew tableau with \( T \) naturally. It gives a standard tableau of shape \( \lambda \), denoted \((T)_S \). For instance,
\[
T = \begin{array}{ccc}
1 & 3 \\
2 & 4 \\
\end{array}, \quad S = \begin{array}{ccc}
2 & 4 \\
1 & 3 \\
\end{array}, \quad (T)_S = \begin{array}{ccc}
1 & 3 & 6 \\
2 & 5 & 8 \\
4 & 7 \\
\end{array}.
\]

Now we are in the position to describe the \( q \)-Hopf algebra structure of \( \text{PR}_q \) and \( \text{PR}'_q \) by modifying the classical case. First note that the duality between \( \text{PR}_q \) and \( \text{PR}'_q \) means
\[
\langle c_q(T), q^{-\tau(\alpha)}(\alpha + J_q) \rangle = \delta_{\text{P}(\alpha),T}, \quad \alpha \in \mathfrak{S}, T \in \text{SYT}.
\]

Hence, we can denote \( q^{-\tau(\alpha)}(\alpha + J_q) \) by \( c_q^*(T) \) dual to \( c_q(T) \).

**Proposition 4.3.** For \( (\text{PR}_q, *, \Delta_q) \), we have
\[
c_q^*(T_1) * c_q^*(T_2) = \sum_{T_1, T_2 \in \text{SSYT}} q^{\text{inv}(T_1, T_2)} c_q^*(T_1)^* \cdot c_q^*(T_2)^*,
\]
\[
\Delta_q(c_q^*(T)) = \sum_{T = (T')^\tau} c_q^*(T') \otimes c_q^*(\text{rect}(S)),
\]
where for any \( T, T' \in \text{SSYT} \) without repeated entries, \( \text{inv}(T, T') \) is the number of pairs \( (i, j) \in T \times T' \) such that \( i > j \).

Dually for \( (\text{PR}'_q, \ast_q', \Delta') \), we have
\[
c_q(T_1) \ast_q' c_q(T_2) = \sum_{T = (T_1)^\tau} c_q(T),
\]
\[
\Delta'(c_q(T)) = \sum_{T_1, T_2 \in \text{SSYT}} q^{\text{inv}(T_1, T_2)} c_q(st(T_1)) \otimes c_q(st(T_2)).
\]
Proof. One can deduce the formula for \( \ast \) from \( \ast \) of MR when paying attention to the inversion numbers of words, as \( st(u) \sim_K w(T_1) \), \( st(v) \sim_K w(T_2) \Rightarrow st(P(u)) = P(st(u)) = T_1 \), \( st(P(v)) = P(st(v)) = T_2 \) and \( P(uv) = P(u) \cdot P(v) \). The formula for \( \Delta_q \) comes from (3.2) together with the identity \( \text{inv}(i, w) + \ell(w_{[1, \ldots, i]}) + \ell(st(w_{[i+1, \ldots, n]})) = \ell(w) \). □

4.2. \( q \)-analogue of the commuting diagram. The most remarkable property of the PR-algebra \( PR' \) is that it can factor through the embedding \( \theta \circ \iota : NSym \rightarrow MR' \) and has the image lying in \( \text{Sym} \) when projecting to \( QSym \). That’s the following commuting diagram of Hopf algebras (See also [4, Section 1]),

\[
\begin{array}{cccc}
NSym & \phi \quad & PR' \quad & \text{Sym} \\
\downarrow & & \downarrow & \\
MR & & \theta \circ \iota & \quad QSym \\
\end{array}
\]

On the other hand, it’s nice to see that the image of \( cl(T) \) in \( \text{Sym} \) is the Schur function \( s_\lambda \) with the following combinatorial definition,

\[
s_\lambda = \sum_{T \in \text{SSYT}(\lambda)} x^{\text{cont}(T)}, \quad \lambda \in \mathcal{P},
\]

where the content of \( T \), denoted \( \text{cont}(T) \), is the weak composition \( \gamma \) where \( \gamma_i \) denotes the number of entries of \( T \) with value \( i \). Indeed, there exists a natural bijection as follows [2, Prop. 2.15], [26, Prop. 5.3.6],

\[
f : \text{SYT}(\lambda) \rightarrow \{(T, \gamma) \in \text{SYT}(\lambda) \times C_w : \gamma \geq c(T)\}, \ T \mapsto (st(T), \text{cont}(T)).
\]

Now given \( T \in \text{SYT}(\lambda) \),

\[
\pi'|_{PR}(cl(T)) = \sum_{P(w) = T} F_{cl(w)} = \sum_{P(w) = T} F_{cl(Q(w))} = \sum_{Q \in \text{SYT}(\lambda)} F_{cl(Q)} = \sum_{Q \in \text{SYT}(\lambda)} \sum_{a \in c(Q)} M_a
\]

where we use the RSK-correspondence and the bijection \( f \). The Schur functions form an orthonormal basis of \( \text{Sym} \) with respect to the bilinear form \( \langle \cdot, \cdot \rangle \). Therefore, \( PR' \) is also referred as the algebra of free symmetric functions \( F\text{Sym} \) and \( cl(T) \) is called the free Schur function.

Now from proposition [3.1] we have
Proposition 4.4. The following commuting diagram of $q$-Hopf algebras generalizes (4.4).

\[(4.5)\]

\[
\begin{array}{c}
\text{NSym} \\ j_q \\
\downarrow \\
\text{MR}_q \\
\end{array}
\xymatrix{
\phi \ar[rr] \ar[dd] & & \ar[dd] \text{Sym}_q \\
\text{PR}'_q \ar[rr] \ar[dd] & & \ar[dd] \text{QSym}_q \\
\text{MR}'_q \ar[rr] & & \text{QSym}_q \\
\end{array}
\]

where the question mark means we can’t judge whether the image of $\pi'_q$ restricting on $\text{PR}'_q$ lies in $\text{Sym}_q$, for the difficulty to figure out the kernel of $\phi$ in general.

Proof. In fact,
\[
\theta_q \circ \iota_q(R_\alpha) = \theta_q(D_\alpha) = \sum_{c(w)=\alpha} q^{\ell(w)-1} = \sum_{c(Q(w))=\alpha} q^{\ell(w)-1} = \sum_{c(P(w))=\alpha} \sum_{P(w)=T} q^{\ell(w)} = \sum_{P(T)=T} c_q(T) \in \text{PR}'_q,
\]
where we use the symmetric theorem [9, §4.1], $(P(w^{-1}), Q(w^{-1})) = (Q(w), P(w))$ and the identity $c(w) = c(Q(w))$ for any $w \in \Xi$. \qed

Though we can’t eliminate the question mark for $q$ in general, the answer is affirmative for the odd case, due to the relation (2.16). In the forthcoming section, we will use the $q$-Hopf algebra $\text{PR}'_q$ to realize the odd Schur functions, as a basis of the odd symmetric functions.

5. Application to the odd symmetric functions

Motivated by the “oddification” of Khovanov homology, Ellis, Khovanov and Lauda introduced the ring of odd symmetric functions and defined three versions of odd Schur functions in a sequence of papers [5], [6], [7]. In the last one, Ellis proved that all three definitions coincide to obtain the odd Littlewood-Richardson rule.

5.1. Odd Schur functions. Our approach here bases on the $q$-Hopf algebra structure $\text{PR}'_q$, and derives the odd Schur functions naturally. In this section, we write $\pi'_q(c_q(T))$, $\text{Sym}_q$ as $\zeta_T$ and $\text{OSym}$ respectively for $q = -1$. First we need the following “shuffle” lemma concerning about two tableaux of row shape.

Lemma 5.1. For fixed $n \in \mathbb{Z}^+$, one can divide $[n]$ into two subsets $\{i_1 < \cdots < i_p\}, \{j_1 < \cdots < j_q\}$ with $p + q = n$. Now denote $S^n_{p,q}$ the set of all splits of $[n]$ into two parts of size $p$ and $q$ respectively, then

1. for any fixed pair $(p,q)$, $p + q = n$, the map

\[
S^n_{p,q} \rightarrow \text{SYT}_n, \ (\{i_1 < \cdots < i_p\}, \{j_1 < \cdots < j_q\}) \mapsto \boxed{i_1 \cdots i_p} \boxed{j_1 \cdots j_q}
\]

is injective.
(2) Given $T \in \text{SYT}(m, n - m)$, $n \in [m, 2m]$, for any $p \in [n - m, m]$ and $q = n - p$, there exists a unique split $([i_1 < \cdots < i_p], [j_1 < \cdots < j_q]) \in S_{p,q}$ such that $T = \begin{array}{cccc} \star & \cdots & \star \\ \vdots \end{array}$.

(3) If $T = \begin{array}{cccc} j_1 & \cdots & j_q \\ i_1 & \cdots & i_p \\ \vdots \end{array} \in \text{SYT}(m, n - m)$, where $n \in [m, 2m]$ and $p + q = n$, then

\[
(5.1) \quad (-1)^{\text{inv}}(\begin{array}{cccc} j_1 & \cdots & j_q \\ i_1 & \cdots & i_p \\ \vdots \end{array}) = (-1)^{(p-n)(n-m)} \text{sign}(T).
\]

Proof. What we need is an important proposition in [9] §1.1. Roughly speaking, when row inserting $x_1, \ldots, x_k$ in a tableau $T$ successively, if $x_1 < \cdots < x_k$ (resp. $x_1 > \cdots > x_k$), then no two of the new boxes are in the same column (resp. row). Conversely, given a tableau $U$ of shape $\lambda$ and a skew shape $\lambda/\mu$, $k = |\lambda/\mu|$, if no two of boxes in $\lambda/\mu$ are in the same column (resp. row), then there exists a unique tableau $T$ of shape $\mu$, and unique $x_1 < \cdots < x_k$ (resp. $x_1 > \cdots > x_k$) such that $U = (T \leftarrow x_1) \leftarrow \cdots \leftarrow x_k$.

Now return to our situation. First note that $T = \begin{array}{cccc} 1 & \cdots & 4 & 5 & 7 \\ 3 & 6 & \star \end{array}$ has shape $\lambda$ and a skew shape $\lambda/\mu$, $k = |\lambda/\mu|$ since no two of boxes in $\mu$ are in the same column. Hence the previous proposition gives us the unique product decomposition $T = \begin{array}{cccc} 1 & \cdots & 4 & 5 & 7 \\ 3 & 6 & \star \end{array}$.

For (3) we apply $2m - n$ times the reverse slides to $T$ while always choosing the outside corner in the second row of the intermediate tableau, then the resulting tableau is a skew one of shape $(n, n)/(2m - n)$. One can check [9] §1.2 for details of reverse slides. Let’s illustrate it by the following example,

\[
T = \begin{array}{cccc} 1 & 2 & 4 & 5 & 7 \\ 3 & 6 & \star \end{array} \rightsquigarrow \begin{array}{cccc} 2 & 4 & 5 & 7 \\ 1 & 3 & 6 & \star \end{array} \rightsquigarrow \begin{array}{cccc} 2 & 5 & 7 \\ 1 & 3 & 4 & 6 & \star \end{array} \rightsquigarrow \begin{array}{cccc} 2 & 5 & 7 \\ 1 & 3 & 4 & 6 & \star \end{array},
\]

where $n = 7$, $m = 5$. The bullets mark the outside corners and the numbers in bold show the routes of reverse slides. Note that in the whole process, given any $p \in [n - m, m]$, there exists exactly one step at which the intermediate tableau $U_p$ has $p$ boxes in the second row. Suppose $w(U_p) = i'_1 \cdots i'_p j'_1 \cdots j'_q$, then $\ell(w(U_p)) = \text{inv}(\begin{array}{cccc} j'_1 & \cdots & j'_q \\ i'_1 & \cdots & i'_p \\ \vdots \end{array})$. Now as slides preserve the Knuth equivalence classes of words, we have $T = P(w(U_p)) = \begin{array}{cccc} 1 & \cdots & 4 & 6 \\ 3 & \cdots & 7 \end{array}$. By the uniqueness in (1), we have $\{i'_1 < \cdots < i'_p\} = \{i_1 < \cdots < i_p\}$, $\{j'_1 < \cdots < j'_q\} = \{j_1 < \cdots < j_q\}$. Meanwhile, the key observation is the following identity

\[
(-1)^{\ell(w(U_{p+1}))} = (-1)^{\ell(w(U_p)) + n-m}
\]

for any $p \in [n - m, m - 1]$, due to chasing the number whose position changes from the first row to the second one when boxes slide. Finally by the definition (4.2) and the previous identity, we get (5.1) as desired. \[\square\]
q-SYMMETRIC FUNCTIONS and q-QUASISYMMETRIC FUNCTIONS

Now we are in the position to prove that

**Theorem 5.2.** \( \varsigma_T \) lies in \( \text{OSym} \) for any \( T \in \text{SYT} \), thus there exists a surjection from \( \text{PR}'_q \) to \( \text{Sym}_q \) in (4.5) for the odd case.

**Proof.** In order to prove that \( \varsigma_T \in \text{OSym} \), we only need to check that \( \varsigma_T \in (\text{Ker}\phi)^\perp \) with respect to the canonical pairing \( \langle \cdot, \cdot \rangle \) (Prop. 2.2(3)). Due to the relation (2.16), it is equivalent to

\[
\langle \varsigma_T, H_p H_q - H_p H_q \rangle = 0, \text{ if } p + q \text{ even,}
\]

\[
\langle \varsigma_T, H_p H_q + (-1)^p H_q H_p - (-1)^p H_{p+1} H_{q-1} - H_{q-1} H_{p+1} \rangle = 0, \text{ if } p + q \text{ odd.}
\]

Now \( \varsigma_T = \sum_{P(w) = T} (-1)^{f(w)} F_{c(w)} \), and

\[
\Delta' \circ \pi'_0(c_q(T)) = (\pi'_0 \otimes \pi'_0) \circ \Delta'(c_q(T)) = \sum_{\tau_1, \tau_2 \in \text{SSYT}} q^{\text{inv}(T_1, T_2)} q^{f(w_1)} F_{c(w_1)} \otimes \left( \sum_{\tau_1, \tau_2 \in \text{SSYT}} q^{f(w_2)} F_{c(w_2)} \right)
\]

Since \( F_\alpha = \sum_{\beta \geq \alpha} M_\beta \), we have \( \langle F_\alpha, H_n \rangle = \delta_{\alpha, n} \). But \( c(\alpha) = (n) \Leftrightarrow \alpha = 1_n \in \mathbb{S}_n \Leftrightarrow P(\alpha) = \{1 \cdots |n| \} \). Hence,

\[
\langle \pi'_0(c_q(T)), H_p H_q \rangle = \langle \Delta' \circ \pi'_0(c_q(T)), H_p \otimes H_q \rangle = \sum_{\tau_1, \tau_2 \in \text{SSYT}} q^{\text{inv}(T_1, T_2)} \sum_{P(w_1) = \text{st}(T_1)} q^{f(w_1)} F_{c(w_1)} \sum_{P(w_2) = \text{st}(T_2)} q^{f(w_2)} F_{c(w_2)} H_p H_q
\]

\[
= \sum_{\{i_1 < \cdots < i_p \}} q^{\text{inv}(\{i_1 \cdots i_p \}, \{j_1 \cdots j_q \})} \delta_{T_1, T_2} \delta_{\pi_1 p \pi_2 q} \delta_{\pi_1 p \pi_2 q}.
\]

Now when \( p + q \) is even and \( T = \{i_1 \cdots i_p \} \cdot \{j_1 \cdots j_q \} \), there also exists a unique split \( \langle i_1' < \cdots < i_p' \rangle, \langle j_1' < \cdots < j_q' \rangle \rangle \in S^{p+q}_{\pi_1 p \pi_2 q} \) such that \( T = \{i_1' \cdots i_p' \} \cdot \{j_1' \cdots j_q' \} \) and

\[
(-1)^{\text{inv}(\{i_1 \cdots i_p \}, \{j_1 \cdots j_q \})} = (-1)^{\text{inv}(\{i_1' \cdots i_p' \}, \{j_1' \cdots j_q' \})} \text{ sign}(T)
\]

by lemma 5.1(2), (3). Hence, we prove the even case as the LHS of (5.2) vanishes in pairs for fixed \( T \).

When \( p + q \) is odd and \( T = \{i_1 \cdots i_p \} \cdot \{j_1 \cdots j_q \} \in \text{SYT}(m, n - m) \), by lemma 5.1(2), (3) again, the LHS of (5.2) is equal to

\[
\left( (-1)^{(p-q)(n-m)} + (-1)^{p-q}(-1)^{(q-p)(n-m)} - (-1)^{p-q}(-1)^{q-p}(n-m) \right) \text{ sign}(T)
\]

\[
= (-1)^{(p-n+m)(n-m)} \left( 1 + (-1)^{p-n+m}(-1)^{p-n+m} - (-1)^{n-m} \right) \text{ sign}(T),
\]

which also vanishes as \( n = p + q \) odd. \( \square \)
Next we give the explicit formula for $\varsigma_T$, $T \in \text{SYT}$. In general $\ell(w)$ can’t be read directly from the pair $(P(w), Q(w))$, but the sign of $w$ can. According to [25, Theorem 4.3], we have the formula

\begin{equation}
(-1)^{\ell(w)} = (-1)^{(\frac{\lambda^T}{2}) + \text{inv}(P(w)) + \text{inv}(Q(w))} = (-1)^{(\frac{\lambda^T}{2})} \text{sign}(P(w)) \text{sign}(Q(w)),
\end{equation}

where $\lambda = \text{sh}(P(w))$ and $\lambda^T$ is its transpose. That gives us the chance to expand $\varsigma_T$ like the classical case via the bijection $T$ where

\begin{equation}
\varsigma_T = \sum_{P(w) = T} (-1)^{\ell(w)} F_{c(w)} = \sum_{P(w) = T} (-1)^{(\frac{\lambda^T}{2}) + \text{inv}(P(w)) + \text{inv}(Q(w))} F_{c(w)}
\end{equation}

\begin{equation}
= (-1)^{(\frac{\lambda^T}{2}) + \text{inv}(T)} \sum_{Q \in \text{SYT}(\lambda)} (-1)^{\text{inv}(Q)} F_{c(Q)} = (-1)^{(\frac{\lambda^T}{2}) + \text{inv}(T)} \sum_{U \in \text{SSYT}(\lambda)} (-1)^{\text{inv}(U)} \text{c} \text{cont}(U),
\end{equation}

where $T \in \text{SYT}(\lambda)$.

For any $U_1, U_2 \in \text{SSYT}(\lambda)$, if $\text{st}(U_1) = \text{st}(U_2)$, then $\text{inv}(U_1) = \text{inv}(U_2)$ by definition. Hence, the above formula can be rewritten as an expansion of monomial quasisymmetric functions.

**Lemma 5.3.**

\begin{equation}
\varsigma_T = (-1)^{(\frac{\lambda^T}{2}) + \text{inv}(T)} \sum_{U \in \text{SSYT}(\lambda)} (-1)^{\text{inv}(U)} M_{\text{cont}(U)}, \quad T \in \text{SYT}(\lambda).
\end{equation}

Now we point out that when taking $T = T_{\lambda}$, $s_\lambda := \varsigma_{T_{\lambda}}$ is just the odd Schur function defined in [5, §3.3]. In fact, one can define the **odd monomial symmetric function** $m_\lambda$ as the dual of $h_\lambda$ with respect to the bilinear form $(\cdot, \cdot)$. By Theorem 5.2, $\varsigma_T$ lies in $\text{OSym}$, we can expand it as a linear combination of $m_\mu$’s. Using formula (5.4), we have

\begin{equation}
\varsigma_T = \sum_{\mu \in \mathcal{P}} (s_{\mu}, h_\mu) m_\mu = \sum_{\mu \in \mathcal{P}} (-1)^{(\frac{\lambda^T}{2}) + \text{inv}(T)} \sum_{U \in \text{SSYT}(\lambda)} (-1)^{\text{inv}(U)} M_{\text{cont}(U)}, H_\mu) m_\mu
\end{equation}

\begin{equation}
= (-1)^{(\frac{\lambda^T}{2}) + \text{inv}(T)} \sum_{\mu \in \mathcal{P}} \left( \sum_{U \in \text{SSYT}(\lambda)} (-1)^{\text{inv}(U)} \right) m_\mu,
\end{equation}

where $T \in \text{SYT}(\lambda)$. In particular, as $\text{inv}(T_{\lambda}) = 0$, we regain the formula in [5, Cor. 3.8]

\begin{equation}
s_\lambda = (-1)^{(\frac{\lambda^T}{2})} \sum_{\mu \in \mathcal{P}} \text{OK}_{\lambda \mu} m_\mu,
\end{equation}

where $\text{OK}_{\lambda \mu} := \sum_{U \in \text{SSYT}(\lambda)} (-1)^{\text{inv}(U)} = \text{sign}(T_{\lambda}) \sum_{U \in \text{SSYT}(\lambda)} \text{sign}(U)$, called the **odd Kostka number**. In comparison, the expansion formula (5.4) is more available than (5.5) when computing the odd Schur functions. For instance, let $\lambda = 211$, then $(\frac{\lambda^T}{2}) = 3$ and we have the
following tableaux in \( \text{SSYT}(\lambda) \) whose contents are compositions.

\[
\begin{array}{ccccccc}
U & 1 & 1 & 1 & 2 & 1 & 3 \\
\text{inv}(U) & 0 & 1 & 2 & 0 & 1 & 2 \\
\text{cont}(U) & 211 & 121 & 112 & 1111 & 1111 & 1111 \\
\end{array}
\]

Hence, \( s_{211} = -(M_{211} - M_{121} + M_{112} + M_{1111}) \).

5.2. **Odd Littlewood-Richardson rule.** It’s well known that the algebra structure of \( \mathbb{PR}' \) implies the Littlewood-Richardson rule for Schur functions. Now we only need to apply \( \pi_q \) to the multiplication rule \( (4.3) \) of \( \mathbb{PR}'_q \) for \( q = -1 \), which gives the odd Littlewood-Richardson rule as follows,

\[
s_{\lambda}s_{\mu} = \sum \alpha \text{oc}_{\lambda\mu,\alpha} s_{\nu},
\]

where \( \text{oc}_{\lambda\mu,\alpha} := \sum_{\nu} (-1)^{\text{inv}(T(s) \setminus S_{\lambda\mu,\alpha})} \) if \( \lambda \subset \nu \) and 0 otherwise, called the odd Littlewood-Richardson number. Note that we haven’t used the Littlewood-Richardson skew tableaux to characterize \( \text{oc}_{\lambda\mu,\alpha} \) as in \( [7] \).

In particular, the formula \( (5.4) \) implies that \( s_{(n)} = \sum_{\alpha \in \mathcal{P}} M_{\alpha} = h_n \), \( s_{(1^n)} = (-1)^{(n-1)/2} M_{(1^n)} = (-1)^{(n-1)/2} e_n \), as \( (e_n, h_n) = \delta_{1,1^n} \). Now we can write down the odd Pieri rule as follows.

**Theorem 5.4.** For any \( \lambda \in \mathcal{P} \) and \( n \in \mathbb{Z}^+ \), we have

\[
(1) \quad s_{\lambda}s_{(n)} = \sum_{\mu} \text{oc}_{\lambda\mu,\alpha(1^n)} s_{\mu},
\]

where the sum is over those \( \mu \) such that \( \mu/\lambda \) is a horizontal strip of size \( n \) (no two boxes in the same column). Besides, \( \text{oc}_{\lambda(1^n)} = (-1)^{\text{inv}(T(s) \setminus S)} \), where \( S \) is a horizontal strip of shape \( \mu/\lambda \) with boxes labeled \( 1, \ldots, n \) successively from left to right.

\[
(2) \quad s_{\lambda}s_{(1^n)} = \sum_{\mu} \text{oc}_{\lambda(1^n),\alpha} s_{\mu},
\]

where the sum is over those \( \mu \) such that \( \mu/\lambda \) is a vertical strip of size \( n \) (no two boxes in the same row). Besides, \( \text{oc}_{\lambda(1^n)} = (-1)^{\text{inv}(T(s) \setminus S)} \), where \( S \) is a vertical strip of shape \( \mu/\lambda \) with boxes labeled \( 1, \ldots, n \) successively from top to bottom.

**Remark 5.5.** We translate our formulas into those in \( [6] \ §2.2.3 \). For a partition \( \lambda \), let \( \lambda \leftarrow \lambda \) be the Young diagram obtained by removing rows 1 through \( \lambda \) from the one corresponding to \( \lambda \). Then for the vertical strip case, \( \text{inv}(T(s) \setminus S) = |i_1| + \cdots + |i_{n-1}| \) where \( i_1, \ldots, i_n \) are the rows of \( \lambda \) to which a box is added. While for the horizontal strip case, \( \text{inv}(T(s) \setminus S) = NE(\mu) - NE(\lambda) - |i_1| - \cdots - |i_{n-1}| \), where \( NE(\lambda) \) is the total number of strictly southwest-northeast (SW-NE) pairs of boxes in \( \lambda \) and \( i_1, \ldots, i_n \) are the columns of \( \lambda \) to which a box is added. Both cases accumulate the number of boxes strictly southwest to the new box added to the intermediate diagram step by step with increasing labels.
In particular, we get the formula expanding \( h_\lambda \) (resp. \( e_\lambda \)) as odd Schur functions by Theorem \[5.4(1)\] (resp. \( (2)\)) as follows,

**Proposition 5.6.**

\[
\begin{align*}
\sum_{\mu} \left( \sum_{\substack{(i_1) \vdash \tau_1 \vdash \cdots \vdash \tau_n \vdash \mu \atop \tau_i/\tau_{i-1} \text{ horizontal strip with } \lambda \text{ box}}} \prod_{i=2}^{r} c_{\tau_{i-1}(l)}^{\tau_i} \right) s_\mu &= \sum_{\mu} OK_{\lambda \lambda} s_\mu, \\
(-1)^{\frac{1}{2}} e_\lambda &= \sum_{\mu} \left( \sum_{\substack{(i_1) \vdash \tau_1 \vdash \cdots \vdash \tau_n \vdash \mu \atop \tau_i/\tau_{i-1} \text{ vertical strip with } \lambda \text{ box}}} \prod_{i=2}^{r} c_{\tau_{i-1}(1)}^{\tau_i} \right) s_\mu = \sum_{\mu} (-1)^{\frac{1}{2}} Ok_{\lambda \lambda} s_\mu,
\end{align*}
\]

where \( \lambda = (\lambda_1, \ldots, \lambda_r) \in \mathcal{P} \).

**Remark 5.7.** Note that the formula of \( h_\lambda \) in Prop. \[5.6\] is used as the defining relation of \( s_\lambda \) in \[5\], while the formula of \( e_\lambda \) is also given in \[5\] Cor.3.12.

Now we have the orthogonality of \( s_\lambda \)'s,

\[
(s_\lambda, s_\mu) = (-1)^{\frac{1}{2}} \delta_{\lambda \mu},
\]

for \( \sum_{\lambda \vdash n} (-1)^{\frac{1}{2}} s_\lambda \otimes s_\lambda = \sum_{\lambda \vdash n} (-1)^{\frac{1}{2}} \left( \sum_{\mu} OK_{\lambda \mu} m_\mu \right) \otimes s_\lambda = \sum_{\mu \vdash n} m_\mu \otimes (-1)^{\frac{1}{2}} \sum_{\lambda} OK_{\lambda \mu} s_\lambda = \sum_{\mu \vdash n} m_\mu \otimes h_\mu. \) From \[5\] Lemma 3.11, we have the formula

\[
\psi_3(s_\lambda) = \text{sign}(T_\lambda)(-1)^{\frac{1}{2}} s_\lambda.
\]

Applying \( \psi_3 \) to Theorem \[5.4\] we get the left-sided version

\[
(5.6) \quad s(\alpha) s_\lambda = \sum_{\mu} (-1)^{\frac{1}{2}} \Delta_{\lambda \mu} \alpha \psi_3(s_\lambda) = \sum_{\mu} (-1)^{\frac{1}{2}} \alpha \psi_3(s_\lambda) = \sum_{\mu} (-1)^{\frac{1}{2}} \Delta_{\lambda \mu} \alpha s_\mu,
\]

\[
(5.7) \quad s(\lambda) s_\lambda = \sum_{\mu} (-1)^{\frac{1}{2}} \alpha \psi_3(s_\lambda) = \sum_{\mu} (-1)^{\frac{1}{2}} \alpha \psi_3(s_\lambda) = \sum_{\mu} (-1)^{\frac{1}{2}} \Delta_{\lambda \mu} \alpha s_\mu,
\]

6. **ODD QUASISYMMETRIC SCHUR FUNCTION**

Recently, a new basis of \( \text{QSym} \), called the quasisymmetric Schur functions, has been discovered as a refinement of the Schur functions in \( \text{QSym} \) \[13, 2\]. It arises from a specialization of nonsymmetric Macdonald polynomials into standard bases. The quasisymmetric Schur functions indexed by \( C \) have many similar properties as the Schur functions and denoted by \( \{S_\lambda\}_{\lambda \in \mathcal{C}} \).

In this section, we show that such basis also admits an odd version as a refinement of the odd Schur functions. As we’re dealing with Young tableaux, we choose a different version, called Young quasisymmetric Schur functions \[19\], Chapter 5, to work with and denote this basis by \( \{S_\lambda\}_{\lambda \in \mathcal{C}} \). Under the transpose \( \psi := \psi_3 \) of \( \psi \) in \( \text{QSym} \) with \( \psi(F_\alpha) = F_{\alpha^t} \), one have \( S_\lambda = \psi(S_\lambda^t) \).
6.1. Combinatorics of Young composition tableaux. First we introduce the notion of Young composition tableaux defined as follows [19, Chapter 4]. Given \( \alpha = (\alpha_1, \ldots, \alpha_r) \in C \), one have the Young composition diagram of \( \alpha \) drawing like Young diagrams with partitions replacing by compositions. For example,

\[
\begin{array}{cc}
\text{\phantom{\alpha}} \\
\text{\phantom{\alpha}} \\
\end{array}
\]

Here we still follow English convention different from that in [19].

**Definition 6.1.** The Young composition poset \( L \) is the poset structure on \( C \) in which \( \alpha = (\alpha_1, \ldots, \alpha_r) \) is covered by

1. \( (\alpha_1, \ldots, \alpha_r, 1) \), that is, the composition obtained by suffixing a part of size 1 to \( \alpha \).
2. \( (\alpha_1, \ldots, \alpha_k + 1, \ldots, \alpha_r) \), provided that \( \alpha_i \neq \alpha_k \) for all \( i > k \), that is, the composition obtained by adding 1 to a part of \( \alpha \) as long as that part is the rightmost part of that size.

We denote the corresponding partial order by \( \alpha \preceq \beta \), and note that the Young’s lattice is just a subposet of \( L \). Now let \( \alpha, \beta \) be two Young composition diagrams such that \( \alpha \preceq \beta \). Then we define the skew Young composition shape \( \alpha//\beta \) to be the array of boxes

\[
\alpha//\beta = \{(i, j) : (i, j) \in \alpha \text{ and } (i, j) \notin \beta\}.
\]

For example,

\[
\begin{array}{ccc}
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\end{array}
\]

\[
\alpha//\beta = (2, 3, 1)/(2, 1)
\]

**Definition 6.2.** Given a skew Young composition shape \( \alpha//\beta \), we define a semistandard Young composition tableau (abbreviated to SSYCT) \( \tau \) of shape \( \text{sh(\tau)} = \alpha//\beta \) to be a filling \( \tau : \alpha//\beta \to \mathbb{Z}^+ \) of the boxes of \( \alpha//\beta \) such that

1. the entries in each row are weakly increasing when read from left to right
2. the entries in the first column are strictly increasing when read from the row with the smallest index to the largest index
3. (triple rule) if \( i > j \) and \( (j, k + 1) \in \alpha//\beta \) and either \( (i, k) \in \beta \) or \( \tau(i, k) \leq \tau(j, k + 1) \), then either \( (i, k + 1) \in \beta \) or both \( (i, k + 1) \in \alpha//\beta \) and \( \tau(i, k + 1) < \tau(j, k + 1) \).

Moreover, \( \tau \) is a standard Young composition tableau (abbreviated to SYCT) if it is a bijection \( \alpha//\beta \to [\alpha//\beta] \). We abuse the notation to denote the set of semistandard (resp. standard) Young composition tableaux also as SSYCT (resp. SYCT).

The naturality of the above conditions 1 to 3 can be seen by the following result

**Proposition 6.3.** There exists a one-to-one correspondence between saturated chains in \( L \) and SYCT:

\[
\alpha^0 \preceq \alpha^1 \preceq \cdots \preceq \alpha^n \leftrightarrow \tau,
\]
where \( \tau \) is the SYCT of shape \( \alpha^l//\alpha^0 \) such that the number \( i \) appears in the unique box of \( \alpha^l//\alpha^{l-1} \).

The column sequence \( \text{col}(\alpha^0 < \alpha^1 < \cdots < \alpha^n) \) of a saturated chain \( \alpha^0 < \alpha^1 < \cdots < \alpha^n \) is given by \( c_1, \ldots, c_n \), where the box of \( \alpha^i//\alpha^{i-1} \), \( i = 1, \ldots, n \), is in the \( c_i \)th column of \( \alpha^n \). For example, the saturated chain in \( L \)(2,1) \( \prec \) (2,1,1) \( \prec \) (3,1,1) \( \prec \) (3,2,2) \( \prec \) (3,2,3) corresponds to the following SYCT

\[
\begin{array}{ccc}
1 & 2 & \\
1 & 3 & 5 \\
\end{array}
\]

and the column sequence is 1,3,2,2,3.

Similar to the case of Young tableaux, one can define the content \( \text{cont}(\tau) \) \( \in C_w \) of \( \tau \) \( \in \text{SSYCT} \), the standardization \( \text{st}(\tau) \) of \( \tau \) with respect to the order defined as (4.1), the descent set of \( \tau \) \( \in \text{SYCT}^n \) as

\[
\text{des}(\tau) = \{ k \in [n-1] : k+1 \text{ appears weakly left of } k \text{ in } \tau \},
\]

and the associated composition \( c(\tau) \). Given \( \alpha = (\alpha_1, \ldots, \alpha_r) \) \( \in C \), there exists a unique SYCT \( U_\alpha \) satisfying \( \text{sh}(U_\alpha) = \alpha \) and \( c(U_\alpha) = \alpha \). In \( U_\alpha \) the \( i \)th row is filled with \( \alpha_1 + \cdots + \alpha_{i-1} + 1, \ldots, \alpha_1 + \cdots + \alpha_i \) from left to right successively for \( 1 \leq i \leq r \). For example,

\[
U_{323} = \\
\begin{array}{ccc}
1 & 2 & 3 \\
4 & 5 & \\
6 & 7 & 8 \\
\end{array}, \quad \tau = \begin{array}{ccc}
\bullet & \bullet & 1 \\
\bullet & 3 & \\
\end{array} \quad \leadsto \quad \text{st}(\tau) = \begin{array}{ccc}
\bullet & \bullet & 2 \\
\bullet & 4 & \\
\end{array}, \quad \text{des(st(\tau)) = \{2, 3\}}
\]

Next we introduce a key bijection found by Mason [21]. Let \( \text{SSYCT}(-//\alpha) \) denote the set of all SYCT with base shape \( \alpha \), and \( \text{SSYT}(-//\tilde{\alpha}) \) denote the set of all SYT with base shape \( \tilde{\alpha} \).

**Proposition 6.4** ([19, §4.3]). There exists a bijection

\[
\rho_\alpha : \text{SSYCT}(-//\alpha) \rightarrow \text{SSYT}(-//\tilde{\alpha}),
\]

mapping \( \tau \) \( \in \text{SSYCT}(-//\alpha) \) to be \( \rho_\alpha(\tau) \) \( \in \text{SSYT}(-//\tilde{\alpha}) \) obtained by writing the entries in each column of \( \tau \) in increasing order and top justifying these new columns on the base shape \( \tilde{\alpha} \) if it exists.

When \( \alpha = \emptyset \), we abbreviate \( \rho_\emptyset \) as \( \rho \). Note that by definition, if given \( \tau \in \text{SSYT}(\alpha//\beta) \), then \( \rho_\beta(\tau) \in \text{SSYT}(\tilde{\alpha}/\tilde{\beta}) \). Conversely, the inverse map \( \rho_\alpha^{-1} : \text{SSYT}(-//\tilde{\alpha}) \rightarrow \text{SSYCT}(-//\alpha) \) is defined as follows. Given \( T \in \text{SSYT} \),

1. If the first column of the base shape has \( i \) boxes, then take the set of entries in the first column of \( T \) and write them in increasing order in rows \( i+1, i+2, \ldots \) to form the first column of \( \tau \).
2. Take the set of entries in column 2 in increasing order and place them in the row with the largest index so that either
   - the box to the immediate left of the number being placed is filled and the row entries weakly increase when read from left to right
the box to the immediate left of the number being placed belongs to the base shape.

3. Repeat the previous step with the set of entries in column \( k \) for \( k = 3, \ldots, \tilde{a}_1 \).

For example,

\[
\begin{array}{c|c|c|c|c|c}
\hline
& & & & & \\
\hline
2 & 3 & 4 & 5 & 1 & \\
\hline
\end{array}
\quad
\rightarrow
\quad
\begin{array}{c|c|c|c|c|c}
\hline
& & & & & \\
\hline
1 & 2 & 3 & 4 & 5 & \\
\hline
\end{array}
\]

Now given \( \tau \in \text{SSYCT} \), its \textit{column reading word}, denoted by \( w_{\text{col}}(\tau) \), is obtained by listing the entries from the leftmost column in decreasing order, followed by the entries from the second leftmost column, again in decreasing order, and so on. Define the \textit{rectification} \( \text{rect}(\tau) = \rho^{-1}(P(w_{\text{col}}(\tau))) \). Note that rectification preserves descents of tableaux, i.e. \( \text{des}(\text{rect}(\tau)) = \text{des}(\tau) \). As in [2], we define the \textit{C-equivalence} of permutations as

\[
\tau \sim_C \tau' \quad \text{if and only if} \quad Q(\tau) = Q(\tau') \quad \text{and} \quad \text{sh}(\rho^{-1}(P(\tau))) = \text{sh}(\rho^{-1}(P(\tau'))),
\]

then the \textit{C-equivalence} of SYCT with skew shapes as

\[
\tau \sim_C \tau' \quad \text{if and only if} \quad w_{\text{col}}(\tau) \sim_C w_{\text{col}}(\tau') \quad \text{and} \quad \text{sh}(\tau) = \text{sh}(\tau').
\]

Denote the \textit{C-equivalence class} of \( w \in \mathcal{E} \) (resp. \( \tau \in \text{SYCT} \)) by \( [w]_C \) (resp. \( [\tau]_C \)) and it gives the following key result

**Proposition 6.5** ([2] Prop. 4.4). For any \( \tau \in \text{SYCT} \), \( \{w_{\text{col}}(\tau') : \tau' \in [\tau]_C\} = [w_{\text{col}}(\tau)]_C \).

By the RSK-correspondence, Mason’s bijection \( \rho \) gives

\[
\text{SYCT}(\alpha) \overset{1:1}{\longleftrightarrow} \{ P(w) \in \text{SYT}(\tilde{a}) : w \in [w']_C \} \overset{1:1}{\longleftrightarrow} [w']_C
\]

for any \( w' \in \mathcal{E} \) satisfying \( \text{sh}(\rho^{-1}(P(w'))) = \alpha \). Combining it with Prop. 6.5, we have

\[
(6.1) \quad \text{SYCT}(\alpha) = \{ \text{rect}(\tau) : \tau \in [\tau']_C \} \overset{1:1}{\longleftrightarrow} [\tau']_C
\]

for any \( \tau' \in \text{SYCT} \) satisfying \( \text{sh}(\text{rect}(\tau')) = \alpha \). In particular, given a class \( [\tau']_C \) with \( \text{sh}(\text{rect}(\tau')) = \alpha \), there exists a unique \( \tau \in [\tau']_C \) such that \( \text{rect}(\tau') = U_\alpha \), thus we have the following decomposition

\[
(6.2) \quad \text{SYCT}(\gamma//\beta) = \bigcup_{\alpha \in \text{SYCT}(\gamma//\beta)} \bigcup_{\text{rect}(\tau') \in U_\alpha} [\tau]_C.
\]

In order to deal with the odd case, we also define the \textit{inversion number} of \( \tau \in \text{SSYCT}(\alpha//\beta) \) with respect to columns as follows,

\[
\text{inv}^c(\tau) = |\{(i, j), (i', j') \in (\alpha//\beta)^2 : \tau(i, j) > \tau(i', j'), \ j < j'\}|
\]

Similarly, we define \( \text{inv}^c(T) \) for \( T \in \text{SSYT}(\lambda//\mu) \). Since Mason’s bijection \( \rho_\beta \) just rearranges entries in each column, we have \( \text{inv}^c(\rho_\beta(\tau)) = \text{inv}^c(\tau), \text{st}(\rho_\beta(\tau)) = \rho_\beta(\text{st}(\tau)) \). Further if \( \tau \in \text{SYCT}(\alpha//\beta) \), then \( \text{des}(\tau) = \text{des}(\rho_\beta(\tau)) \).

Note that for \( \text{SSYT} \), inversions only appear in those strictly southwest-northeast pairs of boxes in \( \lambda \), whose total number is denoted by \( \text{NE}(\lambda) \). More explicitly, for any \( ((i, j), (i', j')) \in \)
\[ \lambda \times \lambda, \ i > i', \ j < j', \] it contributes 1 to \( \text{inv}(T) \) if \( T(i, j) \leq T(i', j') \) and to \( \text{inv}'(T) \) otherwise. As a result, we have

\[
(6.3) \quad \text{inv}(T) + \text{inv}'(T) = \text{NE}(\lambda) = \sum_{\alpha \sim \beta; \ \alpha' \sim \beta'} (\lambda_i - j)(\lambda'_j - i).
\]

From such identity and \( \text{inv}(\text{st}(T)) = \text{inv}(T) \), we get \( \text{inv}(\text{st}(T)) = \text{inv}'(T) \).

**Example 6.6.** Let \( \lambda = 431 \uplus 8 \) and \( T = \begin{array}{ccc} 1 & 3 & 5 \\ 2 & 4 & \end{array} \). Now \( \text{NE}(\lambda) = 11, \text{inv}(T) = 6 \) and \( \text{inv}'(T) = 5 \).

Meanwhile, we still need the following lemma to track the signs.

**Lemma 6.7.** For any \( \tau, \tau' \in \text{SYCT} \), if \( \tau \sim_C \tau' \), then

\[ \text{sign}(P(w))(-1)^{\text{inv}'(\tau) + \text{inv}'(\text{rect}(\tau'))} = (-1)^{\text{inv}'(\tau') + \text{inv}'(\text{rect}(\tau))}. \]

**Proof.** Let \( w = w_{\text{col}}(\tau), \ w' = w_{\text{col}}(\tau') \). The \( C \)-equivalence gives \( Q(w) = Q(w') \), thus \( \text{sign}(P(w))(-1)^{\ell(w)} = \text{sign}(P(w'))(-1)^{\ell(w')} \) by the identity (5.3). On the other hand, if \( \tau \in \text{SYCT}(\gamma/\beta) \), then \( \ell(w) - \text{inv}'(\tau) = \sum \frac{\tau_i - \beta_i}{2} \) by definition. As \( \text{sh}(\tau) = \text{sh}(\tau') \), it means that \( \text{sign}(P(w))(-1)^{\text{inv}'(\tau)} = \text{sign}(P(w'))(-1)^{\text{inv}'(\tau')} \), which is equivalent to \( (-1)^{\text{inv}'(\tau) + \text{inv}'(\text{rect}(\tau'))} = (-1)^{\text{inv}'(\tau') + \text{inv}'(\text{rect}(\tau'))} \), for \( P(w) \) and \( P(w') \) also have the same shape. \( \square \)

### 6.2. Odd quasisymmetric Schur functions

Now we're in the position to define the odd quasisymmetric Schur functions as follows. Rewrite \( \text{QSym}_{-1} \) as \( \text{OQSym} \) and the odd Schur function as

\[
\begin{align*}
s_{\lambda} &= (-1)^{\binom{\lambda}{2}} \sum_{T \in \text{SYCT}(\lambda)} (-1)^{\text{inv}(T)} F_c(T) = (-1)^{\binom{\lambda}{2}} \sum_{\alpha \in \lambda} \left( \sum_{\tau \in \text{SYCT}(\alpha)} (-1)^{\text{inv}(\rho(\tau))} F_c(\tau) \right) \quad \text{or} \\
s_{\lambda} &= (-1)^{\binom{\lambda}{2} + \text{NE}(\lambda)} \sum_{T \in \text{SYCT}(\lambda)} (-1)^{\text{inv}'(T)} F_c(T) = (-1)^{\binom{\lambda}{2} + \text{NE}(\lambda)} \sum_{\alpha \in \lambda} \left( \sum_{\tau \in \text{SYCT}(\alpha)} (-1)^{\text{inv}'(\tau)} F_c(\tau) \right).
\end{align*}
\]

where the third equality comes from (6.3), the second and the fourth ones are due to Mason’s bijection \( \rho \). It inspires us to give

**Definition 6.8.** Given \( \alpha \in C \), the odd quasisymmetric Schur function \( S_{\alpha} \in \text{OQSym} \) is defined by

\[
(6.4) \quad S_{\alpha} = (-1)^{\text{NE}(\tilde{\alpha})} \sum_{\tau \in \text{SYCT}(\alpha)} (-1)^{\text{inv}'(\tau)} F_c(\tau),
\]

which means \( s_{\lambda} = (-1)^{\binom{\lambda}{2}} \sum_{\alpha \in \lambda} S_{\alpha} \).

Similar to [13, Prop. 5.5], we see that the coefficient matrix \( (M_{\alpha, \beta})_{\alpha, \beta \in C} \) of \( F_{\beta} \) in \( S_{\alpha} \) is triangular and its diagonal consists of \( (-1)^{\text{inv}(\rho(\beta))} \), \( \alpha \in C \), thus \( \{S_{\alpha} : \alpha \vdash n\} \) forms a \( \mathbb{Z} \)-basis of \( \text{OQSym}_n \).
In order to convince the readers of Definition 6.4, we will figure out the odd version of the Pieri rules for \( \{S^*_\alpha\}_{\alpha \in C} \) and the Littlewood-Richardson rules for its dual \( \{S^*_{\alpha} \}_{\alpha \in C} \). We refer the dual \( S^*_\alpha \in \text{NSym} \) as the Young noncommutative symmetric function. First note that the image of \( S^*_\alpha \) under the forgetful map \( \phi \) is \( s_\alpha \). Indeed, by the orthogonality (5.6),

\[
\phi(S^*_\alpha) = \sum_{\mu} (s_\mu, \phi(S^*_\alpha))(-1)^{\ell_\mu}s_\mu = \sum_{\mu} (s_\mu, S^*_\alpha)(-1)^{\ell_\mu}s_\mu = \sum_{\mu} (\sum_{\beta \leq \mu} S_{\beta}, S^*_\alpha)s_\mu = s_\alpha.
\]

Meanwhile, there exists a natural bijection (similar to [2,Prop. 2.15])

\[
f' : \text{SYCT}(\alpha//\beta) \rightarrow \{(\tau, \gamma) \in \text{SYCT}(\alpha//\beta) \times C_w : \gamma \geq c(\tau)\}, \tau \mapsto (\text{st}(\tau), \text{cont}(\tau)),
\]

which gives us the following expansion

**Lemma 6.9.**

(6.5) \( S_\alpha = (-1)^{\text{NE}(\tilde{\alpha})} \sum_{\tau \in \text{SYCT}(\alpha)} (-1)^{\text{inv'}(\tau)}x_{\text{cont}(\tau)} = (-1)^{\text{NE}(\tilde{\alpha})} \sum_{\tau \in \text{SYCT}(\alpha)} (-1)^{\text{inv'}(\tau)}M_{\text{cont}(\tau)}.\)

In order to state the Pieri rule for odd quasisymmetric Schur functions, we need to introduce three operators \( \text{rem}, \text{row}, \text{col} \) on \( C \). Let \( \alpha = (\alpha_1, \ldots, \alpha_r) \in C \) with largest part \( m \) and \( s \in [m] \). If there exists \( 1 \leq i \leq k \) such that \( s = \alpha_i \) and \( s \neq \alpha_j \) for all \( j < i \), then define

\[
\text{rem}_i(\alpha) = (\alpha_1, \ldots, \alpha_{i-1}, s-1, \alpha_{i+1}, \ldots, \alpha_r),
\]

otherwise define \( \text{rem}_i(\alpha) = \emptyset \). Let \( S = \{s_1 < \cdots < s_j\} \) and define

\[
\text{row}_S(\alpha) = \text{rem}_1(\cdots(\text{rem}_{s_j}(\text{rem}_{s_{j-1}}(\text{rem}_{s_{j-2}}(\cdots)))\cdots)).
\]

Similarly, let \( M = \{m_1 \leq \cdots \leq m_j\} \) and define

\[
\text{col}_M(\alpha) = \text{rem}_{m_1}(\cdots(\text{rem}_{m_2}(\text{rem}_{m_3}(\text{rem}_{m_4}(\cdots))))\cdots).
\]

We remove any zeros from \( \text{row}_S(\alpha) \) or \( \text{col}_M(\alpha) \) to obtain a composition if necessary.

For any horizontal strip \( \delta \) we denote by \( S(\delta) \) the set of columns its skew diagram occupies, and for any vertical strip \( \epsilon \) we denote by \( M(\epsilon) \) the multiset of columns its skew diagram occupies, where multiplicities for a column are given by the number of boxes in that column and column indices are listed in weakly increasing order. We are now ready to state the odd analogous of the Pieri rules given in [19, Theorem 5.4.2].

**Theorem 6.10 (Pieri rules for odd quasisymmetric Schur functions).** Let \( \alpha \) be a composition. Then

(6.6) \( S_\alpha S(\mu) = \sum_{\beta} (-1)^{\ell_\alpha\beta} \alpha^{\tilde{\beta}} \alpha^{\tilde{\beta}}_{\mu} S_{\beta}, \)

where the sum is taken over all compositions \( \beta \) such that

1. \( \delta = \tilde{\beta} \) is a horizontal strip of size \( n \),
2. \( \text{row}_{S(\delta)}(\beta) = \alpha. \)

Also,

(6.7) \( S_\alpha S(1^\nu) = \sum_{\beta} (-1)^{\ell_\alpha\beta} \alpha^{\tilde{\beta}} \alpha^{\tilde{\beta}}_{1^\nu} S_{\beta}, \)
where the sum is taken over all compositions \( \beta \) such that
1. \( \epsilon = \beta / \alpha \) is a vertical strip of size \( n \),
2. \( \text{col}_{M(\delta)}(\beta) = \alpha \).

**Proof.** We only prove the horizontal strip case below, the other case is similar. First note that the proof in [13, Theorem 6.3] for the original case is based on an analogy to Schensted insertion for SSYCT which commutes with Mason’s bijection \( \rho \), i.e. \( \rho(k \rightarrow \tau) = \rho(\tau) \leftarrow k \).

And the rules were proved on the plactic monoid level indeed, i.e.

\[
\left( \sum_{T \in \text{SSYT}(\delta)} T \right) \left( \sum_{T \in \text{SSYT}(\bar{n})} T \right) = \sum_{T \in \text{SSYT}(\delta)} \sum_{\beta} T,
\]

where the sum is over all \( \beta \in C \) satisfying the two conditions in the theorem. What we need to do is replacing it with the odd plactic monoid and taking care of the signs.

In fact, for any \( T \in \text{SSYT}(\lambda) \) and \( k_1 \leq \cdots \leq k_n \), we have the identity

\[
(-1)^{\text{inv}(T)} \chi^{\text{cont}(T)} X_{k_1} \cdots X_{k_n} = (-1)^{\text{inv}(T)} \text{oc}_{\bar{n}(n)} \chi^{\text{cont}(T)},
\]

where \( T' = (T \leftarrow k_1) \leftarrow \cdots \leftarrow k_n \in \text{SSYT}(\mu) \) and \( \text{oc}_{\bar{n}(n)} \) accumulates the number of boxes strictly southwest to the new box added to the intermediate diagram step by step with increasing labels as in Remark 5.5. Now by Lemma 6.9

\[
S_\alpha = \sum_{T \in \text{SSYT}(\delta)} (-1)^{\text{inv}(T)} \chi^{\text{cont}(T)},
\]

Hence,

\[
S_\alpha S(n) = \sum_{\beta} (-1)^{\text{inv}(T')} \text{oc}_{\bar{n}(n)} \sum_{T \in \text{SSYT}(\delta)} (-1)^{\text{inv}(T)} \chi^{\text{cont}(T)}
= \sum_{\beta} (-1)^{\text{inv}(T')} \text{oc}_{\bar{n}(n)} S_\beta.
\]

\( \square \)

**Remark 6.11.** Since \( \text{OQSym} \) is no longer commutative, we only have a right version of the Pieri rules for \( S_\alpha \), thus a left version for \( S_\alpha \).

**Example 6.12.** Take \( \alpha = 12 \) and \( n = 2 \), then \( \bar{\alpha} = 21 \), \( (-1)^{\text{inv}(T')} = -1 \). \( \text{SYCT}(12) = \{ 2, 13 \} \), thus \( S_{12} = -F_{12} \). We have

\[
S_{12} S_2 = -F_{12} F_2 = -F_{c(213)} F_{c(12)} = -\sum_w \langle 213 w_{-1} 45, w \rangle F_c(w)
= -F_{14} + F_{122} - F_{23} + F_{113} - F_{212} + \sum F_{221} - F_{32} + F_{122} - F_{1121} - F_{212}.
\]
Now one can see that equation (6.6) holds.

**Theorem 6.13** (Littlewood-Richardson rule for Young noncommutative Schur functions). Let $\alpha, \beta$ be compositions. Then

\[ S^\ast_\alpha S^\ast_\beta = \sum_\gamma OC_{\alpha \beta}^\gamma S^\ast_\gamma, \]

where

\[ OC_{\alpha \beta}^\gamma := \sum_{\tau \in SYT_{\gamma/\alpha}, \sh(\rho - 1)_{\alpha}(\tau) = \gamma} (-1)^{\inv(T(\beta)^\gamma) - \inv(T(\gamma)^\alpha)} \cdot \tilde{U}_{\beta}. \]

Equivalently, we also have

\[ \Delta'(S_\gamma) = \sum_{\alpha, \beta} OC_{\alpha \beta}^\gamma S_\alpha \otimes S_\beta. \]

**Proof.** We choose to prove the second equation and adopt the method in [2, Prop. 3.1]. Given $\tau \in SYCT_\lambda$ and an integer $k$, $0 \leq k \leq n$, we denote by $u_k(\tau)$ the SYCT obtained by removing from $\tau$ the boxes numbered $\{ k + 1, \ldots, n \}$, and by $l_k(\tau)$ the standardization of the SYCT comprising the boxes of $\tau$ with entries $\{ k + 1, \ldots, n \}$ with the lower-numbered boxes
being added to the base shape. For example,

\[ \tau = \begin{array}{cccc}
| & | & | & 5 \\
| | | | 3 \\
| | | | 1 \\
| 2 | 4 | 6 \\
\end{array}, \quad l_3(\tau) = \begin{array}{cccc}
| & | & | & 2 \\
| | | | 8 \\
| | | | 1 \\
| 1 | 3 | 2 \\
\end{array}, \quad u_3(\tau) = \begin{array}{cccc}
| & | & | & 6 \\
| | | | 1 \\
| | | | 1 \\
| | | | 2 \\
\end{array} \]

We denote by \( \tau + k \) the tableau obtained by adding \( k \) to every entry of \( \tau \). Let \( \tau_1 \) be a filling of the diagram \( \beta//\alpha \), \( \tau_2 \) a filling of the diagram \( \gamma//\beta \), then we denote by \( \tau_1 \cup \tau_2 \) the natural filling of the diagram \( \gamma//\alpha \). Define

\[ \text{inv}^c(\beta//\alpha, \gamma//\beta) := \{(i, j), (i', j') \in \beta//\alpha \times \gamma//\beta : j > j'\}. \]

Note that for any \( \tau \in \text{SYCT}(\gamma//\alpha) \), \( n = |\gamma//\alpha| \) and \( \eta_1, \eta_2 \in C \) such that \( \eta_1 \eta_2 = c(\tau) \) or \( \eta_1 \vee \eta_2 = c(\tau) \), there exists a unique integer \( k : 0 \leq k \leq n \) such that \( \tau = u_k(\tau) \cup (l_{n-k}(\tau) + k) \), \( c(u_k(\tau)) = \eta_1 \) and \( c(l_{n-k}(\tau)) = \eta_2 \). Meanwhile, if \( \text{sh}(u_k(\tau)) = \beta//\alpha \), \( \text{sh}(l_{n-k}(\tau)) = \gamma//\beta \), then one can see that

\[ \text{inv}^c(\tau) = \text{inv}^c(u_k(\tau)) + \text{inv}^c(l_{n-k}(\tau)) + \text{inv}^c(\beta//\alpha, \gamma//\beta). \]

Now combining with the coproduct rule (2.9), we have

\[
\Delta'(S_\gamma) = (-1)^{N_E(\gamma)} \sum_{\tau \in \text{SYCT}(\gamma)} (-1)^{\text{inv}^c(\tau)} \Delta(F_{\epsilon(\tau)}) = (-1)^{N_E(\gamma)} \sum_{\tau \in \text{SYCT}(\gamma)} (-1)^{\text{inv}^c(\tau)} \sum_{k=0}^{n} F_{\epsilon(u_k(\tau))} \otimes F_{\epsilon(l_k(\tau))}
\]
\[
= (-1)^{N_E(\gamma)} \sum_{\alpha \in \gamma} (-1)^{\text{inv}^c(\alpha, \gamma)} \sum_{\tau_1 \in \text{SYCT}(\alpha)} \sum_{\tau_2 \in \text{SYCT}(\gamma\setminus\alpha)} (-1)^{\text{inv}^c(\tau_1)} F_{\epsilon(\tau_1)} \otimes (-1)^{\text{inv}^c(\tau_2)} F_{\epsilon(\tau_2)}
\]
\[
= (-1)^{N_E(\gamma)} \sum_{\alpha \in \gamma} S_\alpha \otimes \left( \sum_{\tau_2 \in \text{SYCT}(\gamma\setminus\alpha)} (-1)^{\text{inv}^c(\alpha, \gamma\setminus\alpha) + NE(\alpha) + \text{inv}^c(\tau_2)} F_{\epsilon(\tau_2)} \right)
\]

On the other hand, from (6.1) and the fact that rectification preserves descents, we have

\[ S_\alpha = (-1)^{N_E(\alpha)} \sum_{\tau \in \text{inv}(\tau)} (-1)^{\text{inv}^c(\tau)} F_{\epsilon(\tau)} \]
for any $\tau' \in \text{SYCT}$ satisfying $\text{sh}(\text{rect}(\tau')) = \alpha$. Combining it with the decomposition \eqref{decomp}, we get

$$
\sum_{\tau \in \text{SYCT}(\gamma//a)} (-1)^{\text{inv'}(a,\gamma//a) - \text{NE}(\tilde{a})} \cdot \text{inv'}(\tau) F_{\tau}(c)
$$

$$
= \sum_{\beta} \left( \sum_{\tau' \in \text{SYCT}(\gamma//a) \setminus \text{rect}(\tau') \supseteq \beta} (-1)^{\text{inv'}(a,\gamma//a) - \text{NE}(\tilde{a})} \cdot \text{inv'}(\tau') \cdot \text{inv'}(U_{\beta}) + \text{NE}(\tilde{a}) + \text{NE}(\tilde{\beta}) \right) F_{\tau}(c)
$$

where the second equality is due to Lemma \ref{lem:second}.

Let $OC_{\alpha\beta}^\gamma := \sum_{\tau \in \text{SYCT}(\gamma//a) \setminus \text{rect}(\tau') \supseteq \beta} (-1)^{\text{inv'}(a,\gamma//a) + \text{inv'}(\tau') + \text{inv'}(U_{\beta}) + \text{NE}(\tilde{a}) + \text{NE}(\tilde{\beta}) + \text{NE}(\gamma)}$, and we have

$$
\Delta'(S_{\gamma}) = \sum_{\alpha,\beta} OC_{\alpha\beta}^\gamma S_{\alpha} \otimes S_{\beta}.
$$

Now we simplify the coefficient $OC_{\alpha\beta}^\gamma$ by rewriting it in terms of SYT via Mason’s bijection. First note that if $\tau \in \text{SYCT}(\gamma//a)$, then $\text{rect}(\rho_{\alpha}(\tau)) = P(\text{w_{\text{col}}}(\tau)) = \rho(\text{rect}(\tau))$. Hence,

$$
OC_{\alpha\beta}^\gamma = \sum_{\tau \in \text{SYCT}(\gamma//a) \setminus \text{rect}(\tau') \supseteq \beta} (-1)^{\text{inv'}(a,\gamma//a) + \text{inv'}(\tau') + \text{inv'}(U_{\beta}) + \text{NE}(\tilde{a}) + \text{NE}(\tilde{\beta}) + \text{NE}(\gamma)}
$$

$$
= \sum_{\text{sh}_{\gamma}(15) \supseteq \beta} (-1)^{\text{inv'}(T_{\alpha})_S + \text{inv'}(\tilde{U}_{\beta}) + \text{inv'}(T_{\tilde{a}}) + \text{NE}(\tilde{a}) + \text{NE}(\tilde{\beta}) + \text{NE}(\gamma)}
$$

$$
= \sum_{\text{sh}_{\gamma}(15) \supseteq \beta} (-1)^{\text{inv'}(T_{\alpha})_S + \text{inv'}(\tilde{U}_{\beta})}
$$

where we use the identity $\text{inv'}(T_{\alpha})_S = \text{inv'}(\tilde{a}, \tilde{\gamma}/\tilde{a}) + \text{inv'}(T_{\tilde{a}})$ for the third equality and $\text{inv'}(T_{\alpha}) = 0$ for the fourth. \hfill $\Box$

**Corollary 6.14.** Given $\alpha, \beta \in C$, we have $oc_{\lambda\mu}^\nu = \sum_{\gamma=v} OC_{\alpha\beta}^\gamma$ for $\lambda = \tilde{\alpha}, \mu = \tilde{\beta}$. 
Proof. That’s due to the two odd Littlewood-Richardson rules in OSym and OQSym, together with the identity $\phi(S^*_\alpha) = s_\alpha$. Meanwhile, one can also deduce it from the multiplication rule (4.3).

\[ S^*_\alpha S^*_\beta = \sum_\gamma \alpha^\gamma \beta^\gamma S^*_\gamma, \]

where $\gamma$ runs over all compositions satisfying $\alpha = \alpha_1 < \cdots < \alpha_n = \beta$ whose column sequence is strictly increasing. Also,

\[ S^*_\alpha S^*_\beta = \sum_\gamma \alpha^\gamma \beta^\gamma S^*_\gamma, \]

where $\gamma$ runs over all compositions satisfying $\alpha = \alpha_1 < \cdots < \alpha_n = \beta$ whose column sequence is weakly decreasing.

Proof. Note that $U(\alpha) = \check{U}(\alpha) = [1 \cdots 2]$, and $||S \in SYT(\lambda/\check{\alpha}) : rect(S) = \check{U}(\alpha)||$ is 1 if $\lambda/\check{\alpha}$ is a horizontal strip of size $n$ and 0 otherwise by the classical Pieri rule. We just apply Mason’s bijection $\rho$, to get all those $\check{U}(\alpha)$ by $\check{O}c^{\check{\beta}}_{\check{\alpha}(\alpha)} = \check{O}c^{\check{\beta}}_{\check{\alpha}(\alpha)}$. The case for $S^*_\alpha S^*_\beta$ is similar.

\[ \Box \]

7. q-Dual graded graphs from q-Hopf algebras

The notion of dual graded graphs was first introduced by S. Fomin [8] as a generalization of differential posets due to R. Stanley [28]. Hivert and Nzeutchap, and independently Lam and Shimozono constructed dual graded graphs from primitive elements in Hopf algebras. Here we apply the q-version defined by Lam [17] to the q-Hopf algebras we discuss.

Definition 7.1. A q-graded graph $\Gamma = (V, E, h, m)$ consists of a set of vertices $V$, a set of (directed) edges $E \subset V \times V$, a height function $h : V \to \mathbb{N}$ and an edge weight function $m : V \times V \to \mathbb{N}[q]$ such that $h(v) = h(u) + 1$ if $(u, v) \in E$. Meanwhile, $(u, v) \in E$ if and only if $m(u, v) \neq 0$ and it always assumes that there’s a single vertex $\emptyset$ of height 0.

Let $A = \mathbb{Z}[q]$ and $AV$ be the free $A$-module generated by the vertex set $V$. Given a q-graded graph $\Gamma = (V, E, h, m)$, one can define the up and down operators $U, D : AV \to AV$ by

\[ U_\Gamma(v) = \sum_{u \in V} m(v, u)u, \quad D_\Gamma(v) = \sum_{u \in V} m(u, v)u \]

and extending by linearity over $A$. Assuming that $\Gamma$ is locally-finite, these operators are well-defined, otherwise one should define them on the completion $\overline{AV}$. A pair of q-graded graphs $(\Gamma, \Gamma')$ with the same vertex set $V$ and height function $h$ is called dual with differential coefficient $r \in A$ if

\[ D_{\Gamma'}U_\Gamma - qU_{\Gamma'}D_\Gamma = \text{rid}. \]

When $q = 1$, self-dual graded graphs $(\Gamma = \Gamma')$ with differential coefficient 1 are the usual differential posets [27]. Define the canonical pairing on $AV$ such that $\langle u, v \rangle = \delta_{u,v}$, $u, v \in V$. 

\[ (7.1) \]
For a graded graph \( \Gamma \), let \( f^v_c \) denote the weight generating function of paths in \( \Gamma \) from \( \emptyset \) to the vertex \( v \) defined by 
\[
 f^v_c = \langle U^n \emptyset, v \rangle, \quad n = h(v).
\]
From [17, Theorem 4], we know that there’s an identity 
\[
 \sum_{v \in \Gamma(v)=n} f^v_1 f^v_1 = r^n(n)_q!,
\]
where \( (n)_q = 1 + q + \cdots + q^{n-1} \) and \( (n)_q! = (1)_q \cdots (n)_q \) for \( n \in \mathbb{N} \). Also for any path \( c : v_1 \rightarrow v_2 \rightarrow \cdots \rightarrow v_n \), define its weight as the accumulation of edge weights at each step: 
\[
 w_T(c) = \prod_{i=1}^{n-1} m(v_i, v_{i+1}).
\]

Now we introduce the construction of \( q \)-dual graded graphs corresponding to a pair of graded dual \( q \)-Hopf algebras. Let \( H_* = \bigoplus_{n \geq 0} H_n \) and \( H^* = \bigoplus_{n \geq 0} H^n \) be a pair of graded dual \( q \)-Hopf algebras over \( A \) with respect to the pairing \( \langle \cdot, \cdot \rangle : H_* \times H^* \rightarrow A \) and \( \text{dim}(H_0) = \text{dim}(H^0) = 1 \) such that elements in \( H_1 \) and \( H^1 \) are all primitive. Meanwhile there exist dual sets of homogeneous free \( A \)-module generators \( \{p_1 \in H_* \}_{\alpha \in A} \) and \( \{s_1 \in H^* \}_{\alpha \in A} \) such that all the structure constants lie in \( \mathbb{N}[q] \).

Fixed nonzero \( \alpha \in H_1 \) and \( \beta \in H^1 \), one can define a \( q \)-graded graph \( \Gamma(\beta) = (V, E, h, m) \) where \( V = \{s_\lambda \in H^*\}_{\lambda \in \mathbb{P}} \) and the height function \( h \) is defined by \( h(s_\lambda) = \deg(s_\lambda) \). The edge weight function \( m \) is defined by 
\[
 m(s_\lambda, s_\mu) = \langle p_\mu, s_\beta \rangle = \langle \Delta(p_\mu), s_\lambda \otimes \beta \rangle,
\]
which determines \( E \). Similarly, one can define a \( q \)-graded graph \( \Gamma'(\alpha) = (V', E', h', m') \) where \( V' = V \), \( h' = h \) and 
\[
 m'(s_\lambda, s_\mu) = \langle p_\alpha \alpha, s_\mu \rangle = \langle p_\alpha \otimes \alpha, \Delta(s_\mu) \rangle.
\]

Note that one can also define the edge weight functions \( m, m' \) by left multiplication of \( \alpha, \beta \) respectively. Now one can easily check the following result:

**Theorem 7.2 (3).** The graded graphs \( \Gamma(\beta) \) and \( \Gamma'(\alpha) \) form a pair of \( q \)-dual graded graphs with differential coefficient \( (\alpha, \beta) \).

**Example 7.3.** Let’s first consider the case of \( \text{OSym} \). That’s the graded \( q \)-Hopf algebra \( \text{Sym}_q \) specializing \( q \) to be \(-1\). Now \( \text{OSym} \) is self-dual with respect to the bilinear form \( \langle \cdot, \cdot \rangle \), with the dual bases \( \{s_\lambda\}_{\lambda \in \mathbb{P}} \) and \( \{(\cdot)_{\frac{1}{2}}\}_{\lambda \in \mathbb{P}} \). Choosing the left multiplication of the primitive elements \( \alpha = \beta = s_1 \), we have
\[
 m(s_\lambda, s_\mu) = \langle (-1)_{\frac{1}{2}}(\cdot)_{\frac{1}{2}}, s_\lambda, s_\mu \rangle = (-1)_{\frac{1}{2}}(\cdot)_{\frac{1}{2}}\text{sign}(T_\lambda)\text{sign}(T_\mu)\alpha^\mu_{\lambda}(1)
\]
\[
 = \begin{cases} 
 (-1)_{\frac{1}{2}}_{\lambda+|\lambda|+i-1}, & \text{if } \mu \text{ has exactly one more box than } \lambda \text{ in the } i\text{th row}, \\
 0, & \text{otherwise},
\end{cases}
\]
\[
 m'(s_\lambda, s_\mu) = \langle (-1)_{\frac{1}{2}}(\cdot)_{\frac{1}{2}}, s_\lambda, s_\mu \rangle = \text{sign}(T_\lambda)\text{sign}(T_\mu)\alpha^\mu_{\lambda}(1)
\]
\[
 = \begin{cases} 
 (-1)_{\frac{1}{2}}_{\lambda+|\lambda|+i-1}, & \text{if } \mu \text{ has exactly one more box than } \lambda \text{ in the } i\text{th row}, \\
 0, & \text{otherwise},
\end{cases}
\]
where we use the left-sided version of odd Pieri rule (5.7), (5.8) and the identities \((\frac{d}{2}) = i - 1\), \(\text{sign}(T_\lambda)\text{sign}(T_\mu) = (-1)^{|\lambda|+|\mu|}\) and \(ae_{\lambda(1)} = (-1)^{\frac{d}{2}}\), when \(\mu\) has exactly one more box than \(\lambda\) in the \(i\)th row. One should note that \((-1)^{|\lambda|+|\mu|} = (-1)^{|\lambda_1|+\cdots+\lambda_{i-1}|}.

Now we have the following signed dual graded graphs with differential coefficient 1:

![Graphs](image)

where we use Young diagrams to represent the vertex set \(\{s_\lambda\}_{\lambda \in P}\) and signs for the edge weights.

**Remark 7.4.** (1) In [18], Lam studied two kinds of signed differential posets (\(\alpha\) type and \(\beta\) type), which have nice enumeration properties. Meanwhile, he constructed signed Young’s lattices as the fundamental examples. Now taking \(v : v(s_\lambda) = (-1)^{\frac{d}{2}}\), \(\lambda \in P\) as the labeling of the vertex set as in [18], the graph \(\Gamma'\) (resp. \(\Gamma\)) conjugates to the \(\alpha\) (resp. \(\beta\))-signed Young’s lattice due to Lam.

(2) Note that any saturated chain (i.e. path) in the Young’s lattice from \(\emptyset\) to \(\lambda\) can be naturally identified with some \(T \in \text{SYT}(\lambda)\). Now for the graphs \(\Gamma(\alpha), \Gamma'(\beta)\), we can also figure out the weights of their paths. In fact, if the path \(c\) corresponds to \(T \in \text{SYT}(\lambda)\), then we have \(w_T(c) = \text{sign}(T)(-1)^{\frac{d}{2}}\), \(w_T(c) = \text{sign}(T)\) by noting that at each step \(m'(s_\lambda, s_\mu)\) is just the sign counting the number of boxes strictly above the new one, while one more multiple \((-1)^{d-1}\) for \(m(s_\lambda, s_\mu)\). Hence, we have

\[
\sum_{\lambda \in \text{SYT}(\mu)} f_{\lambda}^d T_{\lambda}^d = \sum_{\lambda \in \text{SYT}(\mu)} (-1)^{\frac{d}{2}} \left( \sum_{T \in \text{SYT}(\lambda)} \text{sign}(T) \right)^2 = \delta_{\mu,0}.
\]

**Example 7.5.** From [3, §7.5], we know that the \(q\)-dual graded graphs corresponding to the dual pair \(Q\Sym\) and \(N\Sym\), when choosing the dual bases \(\{F_{\alpha}\}_{\alpha \in C}\) and \(\{R_{\alpha}\}_{\alpha \in C}\), are the \(q\)-BinWord graphs and the lifted binary trees. Now for \(Q\Sym\) and \(N\Sym\), we consider the dual bases \(\{S_{\alpha}\}_{\alpha \in C}\) and \(\{S^*_{\alpha}\}_{\alpha \in C}\). Applying the Pieri rules [6,10] [6,15] to the primitive elements \(\alpha = S_{(1)}\), \(\beta = S^*_{(1)}\), we have

\[
m_{\alpha}(S_\gamma, S_\eta) = \langle S_\eta, S^*_{\gamma(1)} \rangle = ace_{\gamma(1)} = (-1)^{\frac{d}{2}},
\]

if \(\gamma < \eta\) and the box in \(\hat{\gamma}/\hat{\eta}\) is in the \(i\)th row of \(\hat{\eta}\), and 0 otherwise.

\[
m_{\beta}(S_\gamma, S_\eta) = \langle S_\gamma S_{(1)}, S^*_{\eta} \rangle = (-1)^{\frac{d}{2} + \frac{d}{2}} ace_{\gamma(1)} = (-1)^{\frac{d}{2} + d - 1},
\]
if \( \exists x \in \mathbb{Z}^+ \) s.t. \( \text{rem}_x(\eta) = \gamma \) and the box in \( \bar{\eta}/\bar{\gamma} \) is in the \( i \)th row of \( \bar{\eta} \), and 0 otherwise.

Now representing vertices by compositions, we have the following signed dual graded graphs with differential coefficient 1:

where we draw Young’s lattice in bold as a subposet of \( \mathcal{P} \) with Young diagrams in French notation though. Meanwhile, one should observe that

- As pointed out in Prop. 6.3, any path \( c \) : \( \alpha = \alpha_0 < \cdots < \alpha_n = \gamma \) in \( \mathcal{L} \) corresponds to a SYCT of skew shape \( \gamma/\alpha \), namely \( \tau \), then \( w_\mathcal{L}(c) = (-1)^{\text{inv}(\rho_\nu(\tau))}. \) Hence, \( f_\mathcal{L}^\alpha = \sum_{\tau \in \text{SYCT}(\alpha)} (-1)^{\text{inv}(\rho_\nu(\tau))}. \)

- The number of paths in \( \mathcal{P} \) from \( \emptyset \) to \( \alpha \) is just \( |\text{SYT}(\bar{\alpha})| \). Moreover, we have \( f_\mathcal{P}^\alpha = f_\mathcal{P}^\bar{\alpha} = \sum_{T \in \text{SYT}(\bar{\alpha})} (-1)^{\left(\frac{\alpha}{2}\right) + \text{inv}(T)}, \) as Young’s lattice embeds in \( \mathcal{P} \).

Therefore,

\[
\sum_{\alpha = n} f_\mathcal{L}^\alpha f_\mathcal{P}^\alpha = \sum_{\alpha = n} f_\mathcal{P}^\alpha \left( \sum_{\alpha = \lambda} f_\mathcal{L}^\alpha \right) = \sum_{\alpha = n} (-1)^{\left(\frac{\alpha}{2}\right)} \left( \sum_{T \in \text{SYT}(\lambda)} (-1)^{\text{inv}(T)} \right)^2 = \sum_{\alpha = n} (-1)^{\left(\frac{\alpha}{2}\right)} \left( \sum_{T \in \text{SYT}(\lambda)} \text{sign}(T) \right)^2 = \delta_{n,0},
\]

back to the identity (7.2).

**Example 7.6.** Next we consider the \( q \)-dual graded graphs corresponding to the dual pair \( \text{MR}_q \) and \( \text{MR}_q' \). Choosing the canonical self-dual basis \( \{w\}_{w \in \mathbb{Z}} \) and the right multiplication of the primitive elements \( \alpha = \beta = 1 \in \mathfrak{S}_1 \), we have

\[
m(u, w) = \langle w, u * 1 \rangle = \delta_{u, s_t(\bar{w}_1 \cdots \bar{w}_{n-1})}, \]
\[
m'(u, w) = \langle u *_q' 1, w \rangle = q^{-w^{-1}(n)} \delta_{u, s_t(\bar{w}_1 \cdots \bar{w}_{n-1})},
\]

where \( n = |w| \) and \( n - w^{-1}(n) \) is the number of letters behind \( n \) in \( w \). Hence, we realize the following \( q \)-dual graded graphs \( (r = 1) \) as the \( q \)-analogue of the permutation trees, denoted
(Perm, Perm'),

where the edge weights of Perm are all 1. Note that for any \( w \in \Xi \), there exists exactly one path from \( \emptyset \) to \( w \) in both graphs, and \( f^w_{\text{Perm}} = 1 \), \( f^w_{\text{Perm'}} = q^{f(w)} \), thus

\[
\sum_{w \in \Xi} f^w_{\text{Perm}} f^w_{\text{Perm'}} = \sum_{w \in \Xi} q^{f(w)} = (n)q!.
\]

**Example 7.7.** Finally we consider the \( q \)-dual graded graphs corresponding to the dual pair \( \text{PR}_q \) and \( \text{PR}'_q \). First choose the canonical dual base \( \{ c_q(T) \}_{T \in \text{SYT}} \), \( \{ c'_q(T) \}_{T \in \text{SYT}} \) and the right multiplication of the primitive elements \( \alpha = c_q(1), \beta = c'_q(1) \), where \( 1 := \begin{array}{c} \square \end{array} \in \text{SYT}_1 \). Meanwhile, simply using SYT to represent the vertex set, we have

\[
m(S, T) = \langle c_q(T), c'_q(S) \ast c'_q(1) \rangle = \sum_{k=1}^{n} q^{r-k} \delta_{T, S_k \leftarrow k},
\]

\[
m'(S, T) = \langle c_q(S) \ast_q c_q(1), c'_q(T) \rangle = \delta_{S, T \setminus n},
\]

where \( T \in \text{SYT}_n \), \( T \setminus n \) is the tableau obtained from \( T \) by removing the box occupied by \( n \) and \( S_k \) is the tableau obtained from \( S \) by shifting all its entries greater than or equal to \( k \) by 1, followed by the Schensted insertion \( S_k \leftarrow k \). Hence, we realize the following \( q \)-dual graded graphs \( (r = 1) \) as the \( q \)-analogue of the SYT trees and Schensted graphs [8], denoted \( (\text{Tab}, \text{Tab'}) \),

where the edge weights of \( \text{Tab}' \) are all 1.

Note that for any \( T \in \text{SYT}_n \), every path \( c \) from \( \emptyset \) to \( T \) in Tab corresponds to a \( w \in \Xi_n \) such that \( m_{\text{Tab}}(c) = q^{f(w)} \), as there exists a Schensted insertion at each step. Hence, \( f^T_{\text{Tab}} = \sum_{P(w)=T} q^{f(w)} \), \( f^T_{\text{Tab'}} = 1 \), and

\[
\sum_{T \in \text{SYT}_n} f^T_{\text{Tab}} f^T_{\text{Tab'}} = \sum_{w \in \Xi_n} q^{f(w)} = (n)q!.
\]
q-SYMMETRIC FUNCTIONS AND q-QUASISYMMETRIC FUNCTIONS
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