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Abstract. Let $\mathcal{A}$ be a unital complex semisimple Banach algebra, and $M_\mathcal{A}$ denote its maximal ideal space. For a matrix $M \in \mathbb{C}^{n \times n}$, $\hat{M}$ denotes the matrix obtained by taking entry-wise Gelfand transforms. For a matrix $M \in \mathbb{C}^{n \times n}$, $\sigma(M) \subset \mathbb{C}$ denotes the set of eigenvalues of $M$. It is shown that if $A \in \mathbb{A}^{n \times n}$ and $B \in \mathbb{A}^{m \times m}$ are such that for all $\varphi \in M_\mathcal{A}$, $\sigma(\hat{A}(\varphi)) \cap \sigma(\hat{B}(\varphi)) = \emptyset$, then for all $C \in \mathbb{A}^{n \times m}$, the Sylvester equation $AX - XB = C$ has a unique solution $X \in \mathbb{A}^{n \times m}$. As an application, Roth's removal rule is proved in the context of matrices over a Banach algebra.

1. Introduction

The following result due to Sylvester is classical (see \[13\], \[1\]). Here for an $M \in \mathbb{C}^{n \times n}$, $\sigma(M) := \{ \lambda \in \mathbb{C} : \lambda$ is an eigenvalue of $M \}$. 

Proposition 1.1. Let $A \in \mathbb{C}^{n \times n}$ and $B \in \mathbb{C}^{m \times m}$. For any $C \in \mathbb{C}^{n \times m}$ the Sylvester equation $AX - XB = C$ has a unique solution $X \in \mathbb{C}^{n \times m}$ if and only if $\sigma(A) \cap \sigma(B) = \emptyset$.

The aim in this article is to prove an appropriate generalisation of this result when $\mathbb{C}$ is replaced by a commutative unital complex semisimple Banach algebra $\mathcal{A}$. For background on the Gelfand transform and spectral theory of Banach algebras, we refer the interested reader to e.g. \[9\], \[5\], Chap. I or \[12\], Part III, Chap. 11. Let $M_\mathcal{A}$ denote the maximal ideal space of $\mathcal{A}$, consisting of all complex homomorphisms $\varphi : \mathcal{A} \to \mathbb{C}$. The dual space $\mathcal{L}(\mathcal{A}, \mathbb{C})$ of $\mathcal{A}$ is equipped with the weak-* topology, and $M_\mathcal{A} \subset \mathcal{L}(\mathcal{A}, \mathbb{C})$ is given the subspace topology induced from $\mathcal{L}(\mathcal{A}, \mathbb{C})$. Then $M_\mathcal{A}$ is a compact Hausdorff topological space. The space of all complex-valued continuous functions on $M_\mathcal{A}$ will be denoted by $C(M_\mathcal{A})$. For $x \in \mathcal{A}$, the Gelfand transform of $x$, namely the map $M_\mathcal{A} \ni \varphi \mapsto \varphi(x)$, will be denoted by $\hat{x} \in C(M_\mathcal{A})$. Let $\mathcal{A}^{n \times m}$ denote the set of all $n \times m$ matrices with entries from $\mathcal{A}$. For a matrix $X = [x_{ij}] \in \mathcal{A}^{n \times m}$, we denote by $\hat{X} = [\hat{x}_{ij}] \in C(M_\mathcal{A})^{n \times m}$ the matrix of Gelfand transforms $\hat{x}_{ij}$ of the entries $x_{ij}$ of $X$. Our main result is the following.
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Theorem 1.2. Let $A$ be a commutative unital complex semisimple Banach algebra. Let $A \in \mathcal{A}^{n \times n}$ and $B \in \mathcal{A}^{m \times m}$ be such that

$$\forall \varphi \in M_A, \; \sigma(\tilde{A}(\varphi)) \cap \sigma(\tilde{B}(\varphi)) = \emptyset.$$ 

Then for every $C \in \mathcal{A}^{n \times m}$, there exists a unique $X \in \mathcal{A}^{n \times m}$ such that $AX - XB = C$.

1.1. Relation to previous and recent work. The Sylvester equation $ax - xb = c$ has been studied in arbitrary Banach algebras in [10]. However, our result is not a consequence of this result, because $A$ and $B$ are not of the same dimensions. Moreover, the result in [10] gives a solvability condition in terms of the Dunford-Taylor operational calculus, while we give a pointwise criterion using Gelfand transforms. We also mention some more recent papers on the topic of Sylvester operator equations. It was pointed out by the reviewer that our proof of (the classical, known) Proposition 2.1 contains the same expressions as those derived in [4]. Papers [2] and [3] study the case when the Sylvester operator $S : X \mapsto AX - XB$ is not invertible, but the initial equation is still solvable (with infinitely many solutions). In particular, [3] covers the case when $A$, $B$ and $C$ are scalar matrices while [2] covers the case when $A$, $B$ and $C$ are bounded linear operators in Banach spaces. The results in [2] are also obtained via the Gelfand transform and spectral theory for commutative unital Banach algebras.

The outline of the article is as follows.

- We collect some preliminaries in Section 2. In particular, we repeat the proof of the classical result because its proof will reveal that the solution $X$ depends continuously on the data $A$, $B$, $C$, a fact which we will need to prove our Theorem 1.2. We will also recall the Implicit Function Theorem in Banach algebras, which will be our main tool.
- Subsequently, in Section 3 we will give the proof of Theorem 1.2.
- Finally, in Section 4 we give an application of our main result to prove an analogue of the Roth removal rule (a criterion for the similarity of a block diagonal matrix and a block upper triangular matrix) in the context of matrices over a commutative Banach algebra.

Acknowledgement: I am grateful to the anonymous referee for the careful review, and for useful comments. In particular, for drawing my attention to some of the references to recent results on the operator Sylvester equation that are now cited in Subsection 1.1.

2. Preliminaries

We use the notation $I_n$ for the $n \times n$ identity matrix.
2.1. Proof when $A = C$.

Proposition 2.1. Let $A \in \mathbb{C}^{n \times n}$ and $B \in \mathbb{C}^{m \times m}$ be such that

$$\sigma(A) \cap \sigma(B) = \emptyset.$$ 

Then for every $C \in \mathbb{C}^{n \times m}$ there exists a unique $X \in \mathbb{C}^{n \times m}$ such that $AX - XB = C$.

Proof. Let $L : \mathbb{C}^{n \times m} \to \mathbb{C}^{n \times m}$ be the linear transformation given by $L(X) = AX - XB$ for all $X \in \mathbb{C}^{n \times m}$. We want to show that $L$ is invertible. It is enough to show it is injective. Let $X \in \ker L$, that is, $AX - XB = 0$. Then $AX = XB$. It follows by induction that for all $k \geq 0$, $A^{k}X = XB^{k}$ (since if true for some $k$, then we have $A^{k+1}X = A(A^{k}X) = A(XB^{k}) = (AX)B^{k} = (XB)B^{k} = XB^{k+1}$).

Suppose $p_{A}, p_{B} \in \mathbb{C}[z]$ are the characteristic polynomials of $A, B$. As $\sigma(A) \cap \sigma(B) = \emptyset$, it follows that $p_{A}, p_{B}$ are coprime. So there exist polynomials $q, \tilde{q} \in \mathbb{C}[z]$ such that $q \sigma^{A} + \tilde{q} \sigma^{B} = 1$. By the Cayley-Hamilton theorem, $p_{A}(A) = 0$ and $p_{B}(B) = 0$. We have

$$0 = 0X = q(A)0X = q(A)p_{A}(A)X = (I_{n} - \tilde{q}(A)p_{B}(A))X$$

$$= X - \tilde{q}(A)p_{B}(A)X = X - \tilde{q}(A)Xp_{B}(B)$$

$$= X - \tilde{q}(A).X0 = X - 0 = X.$$ 

So $L$ is injective, and hence invertible.

We endow $\mathbb{C}^{n \times n}$ with the operator norm topology induced by equipping $\mathbb{C}^{n}$ with the topology given by the Euclidean 2-norm $\| \cdot \|_{2}$:

$$\|v\|_{2} := \sqrt{v_{1}^{2} + \cdots + v_{n}^{2}} \quad \text{for} \quad v = \begin{bmatrix} v_{1} \\ \vdots \\ v_{n} \end{bmatrix} \in \mathbb{C}^{n}.$$ 

Thus if $M \in \mathbb{C}^{n \times n}$, then $\|M\| = \sup_{0 \neq v \in \mathbb{C}^{n}} \frac{\|Mv\|_{2}}{\|v\|_{2}}$.

Corollary 2.2. Let $A_{0} \in \mathbb{C}^{n \times n}$ and $B_{0} \in \mathbb{C}^{m \times m}$ be such that

$$\sigma(A_{0}) \cap \sigma(B_{0}) = \emptyset.$$ 

Then there exist neighbourhoods $\mathcal{N}_{A_{0}}, \mathcal{N}_{B_{0}}$ of $A_{0}$, respectively $B_{0}$, such that for all $(A, B) \in \mathcal{N}_{A_{0}} \times \mathcal{N}_{B_{0}}$, we have

$$\sigma(A) \cap \sigma(B) = \emptyset.$$ 

For $(A, B) \in \mathcal{N}_{A_{0}} \times \mathcal{N}_{B_{0}}$ and $C \in \mathbb{C}^{n \times m}$, let $X(A, B, C)$ denote the unique solution $X \in \mathbb{C}^{n \times m}$ to $AX - XB = C$. Then the map $\mathcal{N}_{A_{0}} \times \mathcal{N}_{B_{0}} \times \mathbb{C}^{n \times m} \ni (A, B, C) \mapsto X(A, B, C) \in \mathbb{C}^{n \times n}$ is continuous.
Proof. It is clear that the coefficients of the characteristic polynomial of a matrix depend continuously on the matrix. Also, the roots of a polynomial depend continuously on its coefficients (see e.g. [8] for a precise statement and a proof). Thus the eigenvalues of a matrix, being the roots of the characteristic polynomial, depend continuously on the matrix.

As the spectrum $\sigma(M)$ of a matrix $M \in \mathbb{C}^{n \times n}$ is a finite set comprising at most $n$ distinct complex numbers, given $A_0 \in \mathbb{C}^{n \times n}$ and $B_0 \in \mathbb{C}^{m \times m}$ such that $\sigma(A_0) \cap \sigma(B_0) = \emptyset$, there exist neighbourhoods $D_{A_0}$ and $D_{B_0}$ of $\sigma(A_0)$, respectively of $\sigma(B_0)$, in $\mathbb{C}$ such that $D_{A_0} \cap D_{B_0} = \emptyset$ (because the Euclidean topology of the complex plane is Hausdorff). By the continuity of eigenvalues mentioned in the first paragraph above, it follows that there is a neighbourhood $N_{A_0}$ of $A_0$ and a neighbourhood $N_{B_0}$ of $B_0$ such that for all $A, B \in N_{A_0} \times N_{B_0}$, we have $\sigma(A) \subset D_{A_0}$ and $\sigma(B) \subset D_{B_0}$, so that in particular, $\sigma(A) \cap \sigma(B) = \emptyset$.

The map $L_{A,B} \in \mathcal{L}(\mathbb{C}^{n \times m}, \mathbb{C}^{n \times m})$, given by

$$L_{A,B}(X) = AX - XB$$

for all $X \in \mathbb{C}^{n \times m}$, depends continuously on $A, B$. Indeed, using the property of the operator norm that $\|PQ\| \leq \|P\|\|Q\|$ (for complex matrices $P, Q$), we get

$$\|L_{A,B} - L_{A_0,B_0}\| \leq \|A - A_0\| + \|B - B_0\|.$$

We also know that $L$ is invertible whenever $\sigma(A) \cap \sigma(B) = \emptyset$ (from Theorem [2.1]). Let $GL_{nm}(\mathbb{C})$ denote the invertible maps in the set $\mathcal{L}(\mathbb{C}^{n \times m}, \mathbb{C}^{n \times m})$. Since the operation of taking inverse, namely the map $\cdot^{-1} : GL_{nm}(\mathbb{C}) \to GL_{nm}(\mathbb{C})$, is continuous, we have that

$$\mathcal{N}_{A_0} \times \mathcal{N}_{B_0} \times \mathbb{C}^{n \times n} \ni (A, B, C) \mapsto X(A, B, C) = (L_{A,B})^{-1}C \in \mathbb{C}^{n \times m}$$

is a continuous map. \hfill \Box

2.2. The Implicit Function Theorem in Banach algebras. The main tool we will use is the following Implicit Function Theorem in Banach Algebras (see [7] p.155). This will afford us passage from continuous functions on $M_A$ to elements of $\mathcal{A}$.

Proposition 2.3. Let $\mathcal{A}$ be a commutative unital complex semisimple Banach algebra. Let $h_1, \cdots, h_s$ be continuous functions on $M_A$. Suppose that $f_1, \cdots, f_t$ in $\mathcal{A}$ and $G_1(z_1, \cdots, z_{s+\ell}), \ldots, G_t(z_1, \cdots, z_{s+\ell})$ are holomorphic functions with $t \geq s$ defined on a neighbourhood of the joint spectrum

$$\sigma(h_1, \cdots, h_s, f_1, \cdots, f_t) := \{(h_1(\varphi), \cdots, h_s(\varphi), \widehat{f}_1(\varphi), \cdots, \widehat{f}_t(\varphi)) : \varphi \in M_A\},$$

where $\widehat{f}_i(\varphi)$ are the continuous functionals of these elements.
such that
\[ G_k(h_1, \ldots, h_s, \hat{f}_1, \ldots, \hat{f}_\ell) = 0 \text{ on } M_A \text{ for } 1 \leq k \leq t. \]  
(1)

If the rank of the Jacobi matrix
\[ \frac{\partial(G_1, \ldots, G_t)}{\partial(z_1, \ldots, z_s)} \]
is \(s\) on \(\sigma(h_1, \ldots, h_s, f_1, \ldots, f_\ell)\), then there exist elements \(g_1, \ldots, g_s\) in \(\mathcal{A}\) such that
\[ \hat{g}_1 = h_1, \ldots, \hat{g}_s = h_s. \]

3. Proof of the main result

Proof. (Of Theorem 1.2). The condition \(\sigma(\hat{A}(\varphi)) \cap \sigma(\hat{B}(\varphi)) = \emptyset\) for all \(\varphi \in M_A\), implies (by Proposition 2.1) the existence of a pointwise solution \(F, M_A \ni \varphi \rightarrow F(\varphi) \in \mathbb{C}^{n \times m}\), satisfying
\[ \hat{A}(\varphi)F(\varphi) - F(\varphi)\hat{B}(\varphi) = \hat{C}(\varphi) \text{ for all } \varphi \in M_A. \]  
(•)

We want to produce an \(X \in \mathcal{A}^{n \times m}\) such that \(\hat{X} = F\). We note that in this case, as \(\hat{X} \in C(M_A)^{n \times m}\), we should have \(F\) depend continuously on \(\varphi\). Corollary 2.2 implies for any \(\varphi_0 \in M_A\), there exists a neighbourhood \(U \subset M_A\) of \(\varphi_0\) such that (the unique pointwise solution) \(F|_U \in C(U)^{n \times m}\). It follows that \(F \in C(M_A)^{n \times m}\).

Now we will prove that \(\hat{X} = F\) by using the Banach algebra Implicit Function Theorem, namely Proposition 2.3. In our case, \(s = nm\), \(t = nm\), the \(h_i\) (\(1 \leq i \leq nm\)) are the \(nm\) component functions of \(F\), and the \(f_i\) (\(1 \leq i \leq \ell = n^2 + m^2 + nm\)) comprise the components of \(A, B, C\) (which are totally \(\ell = n^2 + m^2 + nm\) in number). The maps \(G_1, \ldots, G_{t=nm}\) are the \(nm\) components of the map
\[ \mathbb{C}^{n \times n} \times \mathbb{C}^{m \times m} \times \mathbb{C}^{n \times m} \times \mathbb{C}^{n \times m} \ni (\alpha, \beta, \gamma, \xi) \mapsto \alpha\xi - \xi\beta - \gamma \in \mathbb{C}^{n \times m}. \]
(In the above, we have the replacements of \(A, B, C\) by the complex variables which are the components of \(\alpha, \beta, \gamma\), respectively. The replacement of the \(X\) in the Sylvester equation is by the complex variables which are the components of \(\xi\).) Clearly, the above map is holomorphic not just on a neighbourhood of the joint spectrum, but in fact in the whole of \(\mathbb{C}^{s+\ell} = \mathbb{C}^{nm+n^2+m^2+nm}\). Also, the condition (1) in Proposition 2.3 is satisfied, because \(F \in C(M_A)^{n \times m}\) satisfies (•) above.

So we now investigate the Jacobian with respect to the variables in \(\xi\). The Jacobian with respect to the \(\xi\) variables at the point
\[ (F(\varphi), \hat{A}(\varphi), \hat{B}(\varphi), \hat{C}(\varphi)) \in \sigma(h_1, \ldots, h_{nm}, f_1, \ldots, f_{n^2+m^2+nm}) \]
is the linear transformation $\xi \xrightarrow{\Lambda} \hat{A}(\varphi)\xi - \xi \hat{B}(\varphi) : \mathbb{C}^{n \times m} \rightarrow \mathbb{C}^{n \times m}$. This map $\Lambda$ is invertible, thanks to the condition $\sigma(\hat{A}(\varphi)) \cap \sigma(\hat{B}(\varphi)) = \emptyset$. So the rank of the Jacobian with respect to the variables in $\xi$ is $nm = s$ on the joint spectrum. Hence $F = \hat{X}$ for some $X \in A^{n \times m}$.

**Uniqueness**: Suppose $X, Y$ are two solutions such that $X \neq Y$. As the Banach algebra $A$ is semisimple, there exists a $\varphi_0 \in M_A$ such that $\hat{X}(\varphi_0) \neq \hat{Y}(\varphi_0)$. But then we get two solutions $\hat{X}(\varphi_0) \neq \hat{Y}(\varphi_0) \in \mathbb{C}^{n \times n}$ to the Sylvester equation

$$\hat{A}(\varphi_0)\xi - \xi \hat{B}(\varphi_0) = \hat{C}(\varphi_0)$$

despite $\hat{A}(\varphi_0) \cap \hat{B}(\varphi_0) = \emptyset$, contradicting Proposition 2.1. □

4. **Application: Roth’s removal rule**

The following result was proved in [11].

**Proposition 4.1.** Let $A \in \mathbb{C}^{n \times n}$, $B \in \mathbb{C}^{m \times m}$ and $C \in \mathbb{C}^{n \times m}$. Then

$$\begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix} \text{ and } \begin{bmatrix} A & C \\ 0 & B \end{bmatrix}$$

in $\mathbb{C}^{(n+m) \times (n+m)}$ are similar if and only if there exists an $X \in \mathbb{C}^{n \times m}$ such that $AX - XB = C$.

For an arbitrary unital commutative ring $R$, we note that if $A \in R^{n \times n}$, $B \in R^{m \times m}$, $C \in R^{n \times m}$, and there exists an $X \in R^{n \times m}$ such that $AX - XB = C$, then setting

$$S := \begin{bmatrix} I_n & X \\ 0 & I_m \end{bmatrix} \in R^{(n+m) \times (n+m)}$$

we have

$$S^{-1} := \begin{bmatrix} I_n & -X \\ 0 & I_m \end{bmatrix} \in R^{(n+m) \times (n+m)}$$
and so
\[
S \begin{bmatrix} A & C \\ 0 & B \end{bmatrix} S^{-1} = \begin{bmatrix} I_n & X \\ 0 & I_m \end{bmatrix} \begin{bmatrix} A & C \\ 0 & B \end{bmatrix} \begin{bmatrix} I_n & -X \\ 0 & I_m \end{bmatrix}
= \begin{bmatrix} A & C + XB \\ 0 & B \end{bmatrix} \begin{bmatrix} I_n & -X \\ 0 & I_m \end{bmatrix}
= \begin{bmatrix} A & C + XB - AX \\ 0 & B \end{bmatrix}
= \begin{bmatrix} A & C - C \\ 0 & B \end{bmatrix}
= \begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix}.
\]

In fact the converse is also true, and Proposition 4.1 can be generalised to the case of arbitrary rings [6].

**Proposition 4.2.** Let \( R \) be a commutative unital ring. Let \( A \in R^{n \times n} \), \( B \in R^{m \times m} \) and \( C \in R^{n \times m} \). The matrices
\[
\begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix}
\quad \text{and} \quad \begin{bmatrix} A & C \\ 0 & B \end{bmatrix}
\]
in \( R^{(n+m) \times (n+m)} \) are similar if and only if there exists an \( X \in R^{n \times m} \) such that \( AX - XB = C \).

We have the following consequence of our main result.

**Corollary 4.3.** Let \( \mathcal{A} \) be a commutative unital complex semisimple Banach algebra. Let \( A \in \mathcal{A}^{n \times n} \), \( B \in \mathcal{A}^{m \times m} \), \( C \in \mathcal{A}^{n \times m} \). Then the following are equivalent:
(1) For every \( C \in \mathcal{A}^{n \times m} \), the matrices
\[
\begin{bmatrix} A & 0 \\ 0 & B \end{bmatrix}
\quad \text{and} \quad \begin{bmatrix} A & C \\ 0 & B \end{bmatrix}
\]
in \( \mathcal{A}^{(n+m) \times (n+m)} \) are similar.
(2) For every \( C \in \mathcal{A}^{n \times m} \), there exists a unique \( X \in \mathcal{A}^{n \times m} \) such that \( AX - XB = C \).
(3) For all \( \varphi \in M_A \), \( \sigma(\hat{A}(\varphi)) \cap \sigma(\hat{B}(\varphi)) = \emptyset \).

**Proof.**
(3) \( \Rightarrow \) (2) follows from Theorem 1.2
(2) \( \Rightarrow \) (1) follows from Proposition 4.2.
(1) \( \Rightarrow \) (3): From Proposition 4.2, it follows that for every \( C \in \mathcal{A}^{n \times m} \), there exists an \( X \in \mathcal{A}^{n \times m} \) such that \( AX - XB = C \). Take any matrix \( C_0 \in \mathbb{C}^{n \times m} \), and set \( C = C_0e \), where \( e \in \mathcal{A} \) is the unit element of the
Banach algebra $\mathcal{A}$. Then $\widehat{C} = C_0 \mathbf{1}_{\mathcal{M}_\mathcal{A}}$, where $\mathbf{1}_{\mathcal{M}_\mathcal{A}} \in C(\mathcal{M}_\mathcal{A})$ is the function identically equal to 1 on $\mathcal{M}_\mathcal{A}$. Let $\varphi \in \mathcal{M}_\mathcal{A}$. Then the matrix $X_0 := \widehat{X}(\varphi)$ satisfies

$$\widehat{A}(\varphi)X_0 - X_0\widehat{B}(\varphi) = C_0.$$ 

As $C_0 \in \mathbb{C}^{n \times m}$ was arbitrary, the map

$$L_{\widehat{A}(\varphi),\widehat{B}(\varphi)} : \mathbb{C}^{n \times m} \to \mathbb{C}^{n \times m}, \quad \mathbb{C}^{n \times m} \ni Y \mapsto \widehat{A}(\varphi)Y - Y\widehat{B}(\varphi) \in \mathbb{C}^{n \times m}$$

is surjective, and hence invertible. Hence $\sigma(\widehat{A}(\varphi)) \cap \sigma(\widehat{B}(\varphi)) = \emptyset$. Also, since $\varphi \in \mathcal{M}_\mathcal{A}$ was arbitrary, we conclude that (3) holds. $\square$

A repeated application of the previous result gives the following.

**Corollary 4.4.** Let $\mathcal{A}$ be a commutative unital complex semisimple Banach algebra. Suppose $A_{ii} \in \mathcal{A}^{d_i \times d_i}$, $d_i \in \mathbb{N}$, $i \in \{1, \ldots, n\}$, satisfy

$$\forall \varphi \in \mathcal{M}_\mathcal{A}, \quad \sigma(\widehat{A}(\varphi)) \cap \sigma(\widehat{A}_{jj}(\varphi)) = \emptyset, \quad \text{for } 1 \leq i < j \leq n.$$ 

For $1 \leq i < j \leq n$, let $A_{ij} \in \mathcal{A}^{d_i \times d_j}$. Then the matrices

$$\begin{bmatrix} A_{11} & A_{12} & \cdots & A_{1n} \\ A_{22} & \ddots & \cdots & A_{2n} \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & A_{nn} \end{bmatrix}$$

are similar in $\mathcal{A}^{D \times D}$, where $D = d_1 + \cdots + d_n$.
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