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Estimations of global glacier mass changes over the course of the 20th century require automated initialization methods, allowing the reconstruction of past glacier states from limited information. In a previous study, we developed a method to initialize the Open Global Glacier Model (OGGM) from past climate information and present-day geometry alone. Tested in an idealized framework, this method aimed to quantify how much information present-day glacier geometry carries about past glacier states. The method was not applied to real-world cases, and therefore, the results were not comparable with observations. This study closes the gap to real-world cases by introducing a glacier-specific calibration of the mass balance model. This procedure ensures that the modeled present-day geometry matches the observed area and that the past glacier evolution is consistent with bias-corrected past climate time series. We apply the method to 517 glaciers, spread globally, for which either mass balance observations or length records are available, and compare the observations to the modeled reconstructed glacier changes. For the validation of the initialization method, we use multiple measures of reconstruction skill (e.g., MBE, RMSE, and correlation). We find that the modeled mass balances and glacier lengths are in good agreement with the observations, especially for glaciers with many observation years. These results open the door to a future global application.
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**INTRODUCTION**

Compared to the Greenland and Antarctic ice sheets, the ice mass stored in glaciers seems negligibly small (<1%) (e.g., Church et al., 2013), but glaciers contributed between 25 and 30% of the observed global mean sea-level rise during 1993–2015 (Zemp et al., 2019). Along with ice sheet mass loss and thermal expansion of sea water, glaciers will continue to be a major sea-level rise contributor in the 21st century (Slagen et al., 2017; Oppenheimer et al., 2019; Marzeion et al., 2020). Independent from the Representative Concentration Pathway (RCP), glacier mass loss may exceed the contributions from Greenland or Antarctica ice sheets until 2100 (Oppenheimer et al., 2019). However, glacier changes also have an impact on local and regional scales: mountain glaciers affect the water availability in many regions of the world (e.g., Kaser et al., 2010; Biemans et al., 2019; Immerzeel et al.,...
agreement with observations (Marzeion et al., 2015), or mass balance modeling driven by climate observations (e.g., Huss and Hock, 2015; Maussion et al., 2019), this process is impeded by uncertainties of the method alone from all other sources of uncertainty, Eis et al. (2019) relied on synthetic experiments. These synthetic experiments were generated by running the same glacier model forward such that a perfectly known glacier evolution until the present day was produced (including boundary conditions). The synthetic experiment state at the present day was then used to reconstruct the synthetic experiment state in 1850.

While this procedure allows an exact evaluation of the uncertainties of the method alone, it does not allow an external validation, e.g., against in situ measurements of glacier mass balance or length changes. The results from Eis et al. (2019) thus do not provide information about actual past glacier changes, because the synthetic experiment states in 2000 can be different to real states. Consequently, the reconstructed evolution from 1850 onward does not necessarily correspond to reality either, and uncertainties in a real-world application will necessarily be larger than in the synthetic experiments.

In order to allow the application to real-world cases, it is necessary to modify the method of Eis et al., 2019 by introducing a glacier-specific calibration, which is presented in this study. This modification allows a validation of Eis et al. (2019) based on real glacier observations. We first introduce all relevant features of the Open Global Glacier Model (OGGM) in The Open Global Glacier Model. Next, we present the glacier-specific calibration of the mass balance model of the OGGM by introducing the setup of calibration runs (see Glacier-Specific Calibration of the Mass Balance Model). The performance of these calibration runs is assessed in Optimized Mass Balance Offsets. We then apply the initialization method from Eis et al. (2019) by using the results of the calibration runs to 517 glaciers with mass balance observations or length records. The results of the initialization are shown in Reconstructions in the Year 1917. Afterwards, we present the validation of the initialization method from Eis et al. (2019) by using glacier observations (see Validation With Glacier Observations). To this end, a statistical analysis based on mass balance observations provided by the World Glacier Monitoring Service (WGMS, 2018) can be found in Mass Balance Validation. Additionally, our method is validated based on glacier length change observations from Leclercq et al. (2014) (see Glacier Length Validation). Finally, we summarize the results and discuss the limitations of the method, including future applications in Discussion and Conclusion.

METHODS

The Open Global Glacier Model
The open-source numerical framework Open Global Glacier Model (OGGM; Maussion et al., 2019) is able to model the evolution of all glaciers worldwide. OGGM utilizes the outline of any glacier, which can, e.g., be obtained from the Randolph Glacier Inventory (RGIv6.0; Pfeffer et al., 2014). A digital elevation model (DEM), covering the glacier outlines, is automatically downloaded and subsequently interpolated to a local grid. The resolution \( dx \) of the local grid depends on the size

...
of the glacier by following the equation $dx = av\sqrt{S}$, using a parameter value $a = 14 \text{ mkm}^{-1}$ and $S$ the surface area of the glacier in $\text{km}^2$. It is bound by a highest resolution of $dx = 10 \text{ m}$ and a lowest resolution of $dx = 200 \text{ m}$. The extent of the grid is set using a border parameter which defines the number of grid points to be included outside of the outline of the glacier. This parameter thus determines how large a glacier can grow in the model beyond its current outline. In Eis et al. (2019), we chose a border parameter of 200 grid points in order to allow glaciers to grow considerably beyond their present-day extent. The DEM serves as input for a geometrical routing algorithm (adapted from Kienholz et al., 2014) to calculate the centerlines of the glacier. They are considered as flow lines and composed of equidistantly distributed grid points with a distance twice that of the local grid resolution $dx$. From the topography, surface elevations along the flow-line coordinates are calculated. The width of the glacier at a flow-line grid point is taken as the length of the normal to the flow line. It is then corrected to ensure the glacier’s hypsometry is correctly represented in the model. Additionally, the ice thickness is estimated by assuming a certain bed shape (parabolic, rectangular, or mixed) and using a mass-conservation approach (Farinotti et al., 2009; Farinotti et al., 2019; Recinos et al., 2019), which makes use of the well-known shallow-ice approximation Hutter (1981) and Hutter (1983). The bed topography is calculated from ice thickness and surface elevation, and length, area, and volume of the glacier are derived. These values are obtained using the assumption that the glacier outline and the DEM originate from the same date.

In order to allow a glacier to also grow downstream of the current glacier geometry, the OGGM calculates a downstream line. A routing algorithm, minimizing the distance between the glacier terminus and the border of the map, including the total elevation gain, ensures that the glacier will follow the valley floor. Cross-sections at each of the downstream line grid points are obtained by fitting a parabola to the valley topography. As this part of the glacier is not covered by ice at the inventory date of the glacier outline, the bed topography along the downstream line can directly be derived from the topography file. Consequently, all information along the downstream line is constrained more narrowly than along the flow line, as we do not rely on the ice thickness inversion at this part of the glacier.

Utilizing monthly temperature and precipitation data, mass balances at the flow-line grid points are calculated. A number of different sources of climate data can be used to force the mass balance model, e.g., past climate observations (gridded), reanalyses, projections, or randomized time series. The evolution of the glacier geometry under the specific climate forcing is calculated by a dynamical flow-line model, which solves the shallow-ice approximation. More information about the OGGM can be found under http://docs.oggm.org and in Maussion et al. (2019).

**Input Data and Default Model Parameters**

The glacier outlines used in this study are taken from the Randolph Glacier Inventory (RGI v6.0, region 11; Pfeffer et al., 2014). For each of the glacier outlines, a transverse Mercator projection, centered on the glacier, is defined in order to preserve map projection properties (e.g., area, distances, and angles). Next, the topographical data are automatically downloaded by the OGGM. The acquisition dates of the DEMs vary from 2000 (for SRTM) to 2009 and roughly match that of the RGI. The climate dataset we use for this approach is the Climatic Research Unit (CRU) TS v4.01 dataset (Harris et al., 2014, released on September 20, 2017). It is a gridded dataset at 0.5° resolution that covers the period from 1901 to 2016. Further downscaling to a resolution of 10 arc minutes is achieved by applying the 1961–1990 anomalies to the CRU CL v2.0 gridded climatology (New et al., 2002), see also Maussion et al. (2019) for more details. Monthly temperature and precipitation time series are extracted for each glacier from the nearest CRU CL v2.0 grid point and then converted to the local temperature according to a temperature gradient (default: $-6.5 \text{ K km}^{-1}$). As the initialization procedure requires climate data of the 15 preceding years of the initialization year $t_0$, an earlier initialization than $t_0 = 1917$ is not possible.

Identical to the study of Maussion et al. (2019) and Eis et al. (2019), only the mass balance model is calibrated while the creep parameter $A$ and the sliding parameter $f_s$ are the same for each glacier and set to their default values ($A = 2.4 \times 10^{-23} \text{ s}^{-1} \text{ Pa}^{-3}$, $f_s = 0$, no lateral drag). For parameter values related to the mass balance model, in this study we use the precipitation correction factor $p_f = 2.5$, the melt temperature $T_{\text{Melt}} = -1.0$°C, the liquid precipitation temperature $T_{\text{Liquid}} = 2.0$°C, and the temperature lapse rate $\Gamma = -6.5 \text{ K km}^{-1}$.

**Glacier-Specific Calibration of the Mass Balance Model**

Eis et al. (2019) showed that the use of synthetic experiments provides many advantages (e.g., the understanding of the limitations and errors of the developed method itself through the isolation of the analysis from real-world uncertainties), but it also causes one main disadvantage. The geometry of synthetic experiment states at the inventory date usually does not coincide with the geometry of the observed states. Thus, the reconstructed time series does not correspond to real past glacier states, which implies that a validation of the method with glacier observations is not possible.

In this study, we aim to reduce the geometry mismatch between the model results and the real present-day states by introducing the so-called calibration runs. This improvement allows the application of the initialization method from Eis et al. (2019) to real-world cases followed by the validation of the reconstructed time series with glacier observations. To this end, we introduce a mass balance offset $\beta_{\text{mb}}$ to the mass balance equation which will be applied to every forward run. With the help of the calibration runs, we identify an optimal value of $\beta_{\text{mb}}$ such that the area of the observed state is matched. The observed state is obtained from the RGI glacier outline and the
underlying topography file and hereinafter referred to as the RGI state $s_{RGI}$. In contrast to Eis et al. (2019), the calibration run with the optimal $\beta_{mb}$, therefore, coincides with the RGI state $s_{RGI}$ at the inventory date $t_{RGI}$.

**Rationale**

Before motivating the choice to introduce and optimize the mass balance offset $\beta_{mb}$, we describe first the general procedure of its determination in the original setup. The mass balance offset is...
typically determined as a diagnostic of model performance during the calibration of the mass balance model, for which the OGGM adapted the method from Marzeion et al. (2012). For all 254 reference glaciers (with more than 5 years of mass balance observations), the mass balance offset is determined during the calibration of the temperature sensitivity parameter $\mu^*, \mu^*$ is identified such that the smallest possible offset $\beta_{mb}$ is produced. The offset $\beta_{mb}$ is defined as the difference between the mean of the modeled mass balances during the years of observations and the mean of the observed mass balances. The mass balance offset $\beta_{mb}$ is then subtracted from the modeled mass balances. Thus, $\beta_{mb}$ compensates for errors in the climate time series, including errors from the mass balance model. For the glaciers without mass balance observations, this offsets cannot be neglected and thus a bias correction of the mass balance model becomes necessary. To this end, Marzeion et al. (2012) suggest an interpolation of the mass balance offset using the offset of the 10 closest reference glaciers (weighted by distance) for all glaciers without mass balance observations. However, this assumes that neighboring glaciers display similar mass balance offsets, which is not necessarily the case, as other characteristics—e.g., glacier size—could have an influence as well. To avoid these assumptions here, we do not rely on this approach and suggest the use of a different method for determining the mass balance offset for all glaciers. To this end, we introduce the calibration runs and use the mass balance offset to match the area of the observed glacier state. The calibration of the other parameters from the mass balance model (e.g., temperature sensitivity and precipitation correction factor) is not modified and performed in advance.

**Design**

With the help of the calibration runs, we iteratively obtain an optimal mass balance offset $\beta_{mb}^*$, for which the area of the glacier state at the inventory date $t_{RGI}$ is closest to the area of the RGI state. For this purpose, a bisection method, starting with the boundary values $a = -2,000$ mm w.e. and $b = 2,000$ mm w.e. is used. First, the midpoint $c = 0$ mm w.e. is evaluated.

To this end, we generate a glacier state for the year of the initialization $t_0 = 1917$ (hereinafter referred to as $s_{OGGM}^{1917}$), using the mass balance offset $\beta_{mb} = c = 0$ mm w.e. The generation of $s_{OGGM}^{1917}$ is oriented on the generation of the synthetic experiments in Eis et al. (2019); we use a 600-year long random climate scenario, which results from shuffling the climate years from 1901 to 1932 (the years around $t_0$) infinitely (see Figure 1A). Thereby, a realistic climate forcing, representative of the time period of the initialization, is created. The RGI state, which is the only known state, is used as the initial condition for this run. The state at the end of the random climate run ($t = 600$) is $s_{OGGM}^{OGGM}$ (marked as red point in Figure 1B). We then use the past climate from 1917-1960 and run $s_{OGGM}^{1917}$ forward until the inventory date $t_{RGI}$ (see Figure 1B). The same mass balance offset $\beta_{mb} = c$ as in the random climate run is used. The glacier state at the inventory date $t_{RGI}$ is then compared to the RGI state (marked as orange square in Figure 1B). If the RGI state is not matched, another mass balance offset $\beta_{mb}$ will be tested.

As the mass balance offset will be subtracted from the modeled mass balance, the mass balance offset is increased if the area of $s_{OGGM}^{OGGM}$ is larger than the area of the RGI state. For this purpose, the lower bound $a$ will be set equal to the midpoint $c$. Inversely, a smaller mass balance offset $\beta_{mb}$ is tested when the area of $s_{OGGM}^{OGGM}$ is smaller. Here, the upper bound $b$ is set equal to $c$. The new midpoint $c = \frac{a+b}{2}$ is calculated, and a new OGGM state is generated with the mass balance offset $\beta_{mb} = c$.

This procedure is repeated until the maximum number of iterations $n_{max} = 12$ is reached or the area difference falls below the threshold of $1 \times 10^{-4}$ km$^2$. Thanks to the quick convergence of the bisection method, $n_{max} = 12$ is sufficient to determine the mass balance offset with an accuracy of $\varepsilon_{\beta_{mb}} = 1$ mm w.e. A continuation of the bisection method would only increase $\beta_{mb}$ in the decimals, whereas the area difference would only improve a very little bit further.

The optimal mass balance offset $\beta_{mb}^*$, which produced the OGGM state with the smallest area difference to the RGI state, and the corresponding OGGM state $s_{OGGM}^{OGGM}$ (marked as red square in Figure 1B) are then used for an initialization with the method from Eis et al. (2019).

**RESULTS**

We apply our method to all glacier outlines from the RGI (version 6) that can either be linked to mass balance observations provided by the World Glacier Monitoring Service (WGMS, 2017) or to the glacier length records from Leclercq et al. (2014). We exclude all Antarctic and Subantarctic glaciers (RGI region 19), because no
CRU data are available for this region. Additionally, we exclude glaciers that are strongly connected to the Greenland ice sheet (connectivity Level 2 in Rastner et al., 2012). Because of the complex dynamical response of water-terminating glaciers, they are excluded as well. We detect them by using the corresponding RGI attribute. This leads to a total sample size of 519 glaciers. For 253 glaciers, there are mass balance time series, and for 317 glaciers, there are length records (51 glaciers have both). The identification of glaciers in the Leclercq dataset in the RGI is done as in Parkes and Goosse (2020). In our study, we use the two suggested types of matches: the positive matches (the (lon, lat) pair from the Leclercq data lies within the RGI outline or within rounding distance to the outline, and the areas in both datasets are similar to each other) and the best effort matches (the glacier cannot be identified uniquely, as e.g., the (lon, lat) pair is on the border between two glaciers and none or both glaciers satisfy the area criteria). During the calibration runs, two glaciers failed due to processing errors, and thus, we were able to initialize the glacier states in $t_0 = 1917$ for 517 glaciers. The end of the past climate run $t_e$ is set to the acquisition date of the RGI outline $t_{RGI}$, and thus, it can vary between individual glaciers.

**Optimized Mass Balance Offsets**

We perform the calibration runs for all tested glaciers as described in Glacier-Specific Calibration of the Mass Balance Model and obtain for each of the glaciers an optimal mass balance offset $\beta_{mb}^*$. In Figure 2A, the distribution of the derived mass balance offsets $\beta_{mb}^*$ of all glaciers is shown. It is a leptokurtic distribution (positive kurtosis), which is slightly skewed to the right. The values are centered at a mean value of $\mu = 5.8$ mm w.e., and the standard deviation is $\sigma = 267.9$ mm w.e. The mass balance offsets $\beta_{mb}^*$ obtained by the calibration runs are of similar magnitude and distribution such as the mass balance offsets obtained by the method from Marzeion et al. (2012).

Figure 2B demonstrates that $s_{OGGM}$ matches the area of $s_{RGI}$ very well in all cases. The mean relative area difference across all glaciers is $-0.012\%$, and also the 5th and 95th percentiles of the relative area error are with values of $Q_{0.05} = -0.064\%$ and $Q_{0.95} = 0.089$ very small. The outliers stem from very small glaciers; for example, the largest relative error ($-5.2\%$) occurs for the Northern Schneeferner (Central Europe, Alps), which has a small RGI area of $0.351$ km$^2$. The absolute area difference to the RGI state is for this glacier $-0.02$ km$^2$. The largest absolute area difference with $2.9$ km$^2$ occurs for the Breiðamerkurjökull (Iceland, RGI region 06), which had an area of $1.067.7$ km$^2$ in the year $t_{RGI} = 2,000$.

**Reconstructions in the Year 1917**

We use the calibration runs to identify optimal mass balance offsets for each of the glaciers and apply the initialization method from Eis et al. (2019) to reconstruct their states in year 1917. The derived mass balance offsets $\beta_{mb}$ are applied to all model runs during the initialization (the random climate runs and the past climate runs). This ensures that the reconstructed state at the inventory date is in close proximity to the RGI state $s_{RGI}$ and thus allows a comparison with glacier observations. For the reconstruction, we use a fitness function based on geometry differences to the observed glacier state (see Eis et al., 2019, for more details). We here use the OGGM state $s_{OGGM}$ obtained from the calibration runs as the observed glacier state and evaluate the glacier candidate states with the following fitness function:

$$J(s_i) = \frac{1}{em} \left( \sum_{i=0}^{m} \left( \left( z_{OGGM,i} - z_{RGI,i} \right)^2 \right) + \left( w_{OGGM,i} - w_{RGI,i} \right)^2 \right),$$

with the uncertainty $e = 125$ and $m$ the total number of grid points of all flow lines of a glacier. The fitness function $J(s_i)$ calculates the averaged difference in surface elevation $z_i$ and width $w_i$ between the OGGM state ($s_{OGGM}^*$, obtained from the calibration runs) and the forward modeled glacier states. Eis et al. (2019) showed that a fitness function based on glacier geometry (as used here) leads to the smallest uncertainty of the reconstruction method itself. Taking only limited information into account (e.g., glacier area or length) will increase the uncertainty of the method. Each glacier candidate is evaluated based on the difference to the OGGM state at the inventory date $t_{RGI}$. All states that have a fitness value smaller than 1 are called acceptable states and Eis et al. (2019) suggested the median state (in the following referred to as $s_{med}$) of the 5th percentile of all acceptable states as the best representative of this set. Figure 3 demonstrates the advantages compared to an evaluation based on the RGI state $s_{RGI}$. Indeed, the range of acceptable candidates (with fitness values smaller than one) is similar for both evaluations, but a clear distinction between the best candidates is missing when using $s_{RGI}$. This occurs because the geometry of $s_{RGI}$ is not matched perfectly for any of the tested glacier candidates. As $s_{RGI}$ results from observational data (RGI outline and DEM with different inventory dates) directly, the shape cannot be reproduced exactly by a transient state of the model. The poor distinction between the best candidates would impede the selection of the median state and thus an evaluation based on $s_{RGI}$ could lead to false results. In Optimized Mass Balance Offsets, we could show that the area difference between $s_{RGI}$ and $s_{OGGM}$ is very small for all tested glaciers. In Table 1, we additionally provide the mean values of the relative differences in glacier length and volume. Note that these values are influenced by some single outliers. Nevertheless, $s_{RGI}$ is well represented by $s_{OGGM}$. Figures 3A.C, including Table 2, additionally show the small differences between $s_{RGI}$ and $s_{OGGM}$, using the Hintereisferner as an example.

**Validation with Glacier Observations**

The uncertainty analysis in Eis et al. (2019) showed that the uncertainty of our method reduces quickly over time. As a result, a meaningful validation of the method, which also covers the time period with the largest uncertainties, should ideally be performed with observations starting before or at the beginning of the initialization year (at the beginning of the 20th century). Remote-sensing techniques are available for a relatively short
time period and are consequently not of sufficient length for validation purposes. More suitable are direct observations of glacier mass change, which start to increase in number from the year 1950 onward. Here, we use glacier-wide mass balance observations provided by the World Glacier Monitoring Service (WGMS, 2018). The Fluctuations of Glaciers (FoG) database contains annual mass balance values for several hundreds of glaciers worldwide, but only 40 reference glaciers have record lengths longer than 30 years. Thus, we additionally include glacier length change observations to our validation, as they date back furthest in time. They are usually obtained through annual measurements of the terminus position, but they can also be reconstructed from geomorphologic landforms (e.g., moraines) and biological evidence (e.g., overridden trees and lichens) (e.g., Bushueva FIGURE 3 | Results for the Hintereisferner (Ötztal, Austria). Evaluation of the glacier candidates by fitness function based on geometry differences to (A,B) the OGGM state $s^{OGGM}$ and (C,D) the RGI state $s^{RGI}$. Left: cross-sections along the main flow line in 2003. Black lines indicate the bed rock, red line the OGGM state $s^{OGGM}$, and orange line the RGI state $s^{RGI}$, and the remaining lines indicate the modeled ice surfaces of all candidates, colored by their fitness value. Right: reconstructed glacier length changes (smoothed with 5-year window) from 1917 to 2003. The glacier candidates are colored by their fitness values. The black line with dots shows the glacier length observations from Leclercq et al. (2014). The red square in (B) marks the length of the OGGM state in 2003 and the orange square in (C) the length of the RGI state in 2003.

TABLE 1 | Glacier length, area, and volume of the median state in 1917 and 2003 of Hintereisferner (Ötztal, Austria).

| Length (km) | Area (km²) | Volume (km³) |
|------------|------------|--------------|
| In 1917    | In 2003    | In 1917      | In 2003 |
| $s^{med}$  | 9.4        | 10.13        | 1.37     |
| $s^{OGGM}$ | —          | 7.3          | 8.04     |
| $s^{RGI}$  | —          | 6.9          | 8.06     |

The last column contains the root mean square error (RMSE) of the glacier length fluctuations when compared to the dataset from Leclercq et al. (2014). The table also contains information about the glacier size of the OGGM state and the RGI state in year 2003.

TABLE 2 | Relative differences (in %) in glacier length, area, and volume between the RGI state $s^{RGI}$ and the OGGM state $s^{OGGM}$ (obtained from the calibration runs).

| n   | Length difference (%) | Area difference (%) | Volume difference (%) |
|-----|-----------------------|---------------------|-----------------------|
|     |                       |                     |                       |
| WGMS glaciers | 253 | −10.45 ± 41.29 | −0.013 ± 0.338 | −5.50 ± 31.53 |
| Leclercq glaciers | 315 | −6.24 ± 26.29 | −0.009 ± 0.238 | −3.68 ± 17.44 |
| All  | 517 | −8.62 ± 35.37 | −0.012 ± 0.300 | −4.91 ± 25.41 |

All numbers given are mean values and their standard deviation.
et al., 2016) or from historical paintings, photos, and early maps (e.g., Nussbaumer and Zumbühl, 2012). The dataset of Leclercq et al. (2014) includes long-term glacier length records that start no later than 1950 and span at least 40 years. The temporal frequency and spatial accuracy of the dataset increase rapidly from 1900 onward (Leclercq et al., 2014).

As the initialization method results in nonunique solutions, we use the median state \( s^{med} \) of the 5th percentile (the 5% best glacier candidates, using the fitness function from Eq. 1) as basis for the validation. How certain this representative is depends strongly on the nonuniqueness of the solution. Eis et al. (2019) presented a measure which shows how well a glacier can be reconstructed based on the range of nonunique solutions and called this the “reconstructability” of a glacier. The reconstructability is low (close to zero) if the majority of all glacier candidates have a small fitness value. The reconstructability is high (close to one) if an almost unique solution can be found. Figure 4 shows the distribution of the reconstructability values for all glaciers included in this study. Almost all tested glaciers have a high reconstructability, which means that the range of possible solutions is really narrow. Subsequently, the median state is a particularly good representative for these cases.

The median state is then used as initial condition for a forward run, using the past climate from 1917 until the RGI date \( \text{t}_{RGI} \). From this temporal evolution, we select the years with measurements and gain a total set of 5,325 pairs of annual modeled and observed glacier-wide mass balances and a set of 10,420 pairs of annual modeled and observed glacier length changes.

The validation is performed based on five different error criteria: the model error, the mean bias error (MBE), the mean absolute error (MAE), the root mean square error (RMSE), and the correlation \( r \). A summary of the performance can be found in Table 3. When referring in the following to one of the mass balance errors, a subscripted \( mb \) will be added (e.g., \( \text{RMSE}_{mb} \)). Accordingly, we will add a subscripted \( L \) when referring to one of the glacier length errors (e.g., \( \text{RMSE}_{L} \)).

### Mass Balance Validation

Before presenting the mass balance validation in detail, we show the results of three different example glaciers and the corresponding observations from WGMS (2018) in Figure 5. Figure 5A shows an example with an almost perfect match to the observation, whereas the other two figures show two examples with a bad performance. In the example in Figure 5B, mass balances are well matched until 1975, but afterwards the modeled mass balances are high compared to the observation. The glacier shown in Figure 5C fits the observation on average, but the modeled amplitude is far too small. Here, the smaller variability in the modeled mass balances originates from the calibrated precipitation correction factor \( p_f \), which is set to a global value of 2.5. The influence of the precipitation correction factor on the variability of the modeled mass balance is shown in, e.g., Marzion et al. (2012). The underestimation of the variability in the OGGM is quantified with approx. 10% (see Maussion et al., 2019; Appendix A). The results of each individual glacier are provided in the supplement.

### Mass Balance Model Error

The mass balance model error is calculated for each of the 5,325 pairs of annual modeled and measured mass balances. For each pair, the measured mass balance is subtracted from the modeled mass balance at the same year.

Table 3 shows that the mean over all mass balance model errors is with a value of \(-0.13\) m w.e. close to zero, and also, the standard deviation (0.79 m w.e.) indicates a good fit between modeled and observed mass balances. Figure 6 shows a binned scatter plot of the mass balance model errors over time and thus provides information about their temporal distribution. In addition, the temporal distribution of the mass balance measurements (Figure 6A) and the distribution of the mass balance model errors (Figure 6C) are shown. With an increasing number of measurements since 1960, the counts raise, especially in the middle range between \(-1\) and \(1\) m w. e. Most values are in close proximity to zero, but single errors reach values up to \(4\) m w.e. The mass balance model errors are

| Table 3 | Summary of the comparisons of modeled and measured mass balances and glacier length records. |
|---------|--------------------------------------------------|
| **Mass balances** | **Glacier lengths** |
| Model error | 0.13 ± 0.79 (m w.e.) | \(-0.007 ± 0.62\) (km) |
| MBE | 0.18 ± 0.52 (m w.e.) | \(-0.14 ± 0.41\) (km) |
| MAE | 0.60 ± 0.34 (m w.e.) | 0.35 ± 0.31 (km) |
| RMSE | 0.71 ± 0.37 (m w.e.) | 0.45 ± 0.40 (km) |
| Correlation | 0.60 ± 0.31 | 0.36 ± 0.65 |

All numbers given are mean values and their standard deviation. The model error is calculated over each single measurement (\(M_{mb} = 5,325, M_{l} = 10,420\)), whereas the root mean square error (RMSE), the mean bias error (MBE), the mean absolute error (MAE), and the correlation \(r_{mb}\) are calculated for each individual glacier (\(N_{mb} = 253, N_{l} = 315\)). Glaciers with no modeled or observed change have to be excluded from the correlation calculation leading to different sample sizes (\(N_{mb} = 250, N_{l} = 302\)).
normally distributed (see Figure 6). The correlation between the model error and the time is with $r = 0.008$ close to zero which indicates that there is no trend.

**Mean Bias Error (MBE$_{mb}$)**

The mean bias error (also referred as bias, e.g., in Marzeion et al. (2012)) is calculated for each of the 253 glaciers with mass balance measurements:

$$
MBE_{mb} = \frac{1}{n} \sum_{i=1}^{n} (B(i)_{modeled} - B(i)_{measured}),
$$

where $n$ is the total number of years with mass balance measurements for the specific glacier. Thus, the MBE$_{mb}$ provides information about the performance of individual glaciers. Figure 7A shows that the MBE$_{mb}$ is small for the majority of the glaciers. This is also reflected by the small mean (0.18 m w.e.) and median (0.14 m w.e.) values. Nevertheless, a few outliers range up to 2 m w.e. The distribution is slightly positive skewed, indicating that the mass balance is marginally overestimated by the model on average.

**Mean Absolute Error (MAE$_{mb}$) and RMSE$_{mb}$**

The root mean square error (RMSE$_{mb}$; Eq. 3) and the mean absolute error (MAE$_{mb}$; see Eq. 4), calculated for each glacier as well, do not consider the direction of the error. Thus, they provide more information about the magnitude of the errors than the MBE$_{mb}$:

$$
RMSE_{mb} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (B(i)_{modeled} - B(i)_{measured})^2},
$$

$$
MAE_{mb} = \frac{1}{n} \sum_{i=1}^{n} |B(i)_{modeled} - B(i)_{measured}|.
$$

The RMSE$_{mb}$ gives a relatively strong weight to large errors since the errors are squared before they are averaged and thus the values are larger than the ones of the MAE$_{mb}$ (see Figures 7B,C; Table 3). Their distributions are quite similar to each other, and also, their mean values are in close proximity to each other (0.60 m w.e. for MAE$_{mb}$ and 0.71 m w.e. for RMSE$_{mb}$). Also, their standard deviation does not differ significantly. Both measures show that the magnitude of the error is small for most glaciers. Even the few outliers fit the observation with an RMSE of about 2 m w.e. well.
Correlation $r_{mb}$

Beside the different types of errors, we calculate the correlation between the modeled and measured mass balances over all glaciers. The negatively skewed distribution of the correlation coefficients in Figure 8A shows that for most glaciers, the correlation is high. Nevertheless, for some single glaciers, the modeled mass balances do not correlate with the measurements. Some glaciers even have a negative correlation, which distinctly influences the mean value across all glaciers. Figure 8B shows that there is a relation between the correlation coefficients $r_{mb}$ and the number of mass balance measurements per glacier. All low and negative correlation coefficients result only from glaciers with less than 30 years of mass balance measurements. In addition, low and negative correlation values only occur when the correlation is not significant (at the 5% level). However, Figures 8A, B also shows that the correlation is high for the majority of glaciers, even if only the ones with less than 30 years of mass balance measurements are considered. Nevertheless, it becomes clear that the mean value (0.60) over all glaciers is largely influenced by these outliers. In order to reduce this effect, we calculated an average value weighted by the number of mass balance measurements per glacier and we obtain a weighted mean correlation of 0.67 across all glaciers. This shows that the modeled mass balances are in good agreement with the observations.

Glacier Length Validation

In addition to the validation with the mass balance time series from the WGMS dataset, in this section, we compare modeled and observed glacier length changes. As before, we will use the modeled glacier length from the median state of the reconstruction. A clear advantage of glacier length fluctuations is the better temporal coverage compared to the mass balance.
observations. Some of the length observations even start prior to 1850. Eis et al. (2019) showed that largest uncertainties of the reconstruction method occur at the beginning of the initialization (in this study 1917) and consequently a validation with many early observations is particularly helpful. We transform the glacier length changes from Leclercq et al. (2014) into respective glacier length values. To this end, we first determine all glacier length changes relative to the RGI inventory date \( t_{\text{RGI}} \). When no observation is available in \( t_{\text{RGI}} \), we interpolate the length change for this year. In case the year of the last length change observation is before \( t_{\text{RGI}} \), we use the last observation year instead. Finally, we reconstruct the observed glacier length time series with the help of the median state and add their glacier length at \( t_{\text{RGI}} \) or at the last observation year, such that observed glacier length and the reconstructed glacier length are identical at this date.

In some cases, \( t_{\text{RGI}} \) is long before the year of the last length change observation. In order to make use of these observations, we additionally run the median state from \( t_{\text{RGI}} \) to the last observation year using the same past climate run as during the initialization procedure. In total, we gain a set of 10,420 pairs of modeled and observed glacier lengths since 1917. In Figure 9, we show the results of three different example glaciers and the corresponding observed glacier length from Leclercq et al. (2014). The lines are colored by their fitness values. The red line with dots indicates the observed glacier length from Leclercq et al. (2014). The dots mark years with observations. The vertical dashed line marks \( t_{\text{RGI}} \), from which onward only the median state is modeled forward in case observations after \( t_{\text{RGI}} \) are available.

Table 3 shows a summary of the performance of all tested glaciers described by the length error, the mean bias error (MBE\(_L\)), the mean absolute error (MAE\(_L\)), the root mean square error (RMSE\(_L\)), and the correlation \( r_L \).

**Length Error**

Similar to the mass balance model error in Mass Balance Validation, we calculate the length error for each of the 10,420 pairs of modeled and observed glacier length. In opposition to the other errors (MBE\(_M\), MAE\(_M\), RMSE\(_M\), and \( r_M \)), the length error is not calculated per glacier, but every data point contributes in equal proportions.
Figure 10B shows the distribution of the length errors over time. Most of the values range between ±1 km (see also Figure 10C), and also the small mean value over all length errors of −0.007 km indicates a good agreement with the observations. Nevertheless, a lot of outliers range up to ±3 km and very few values have a length error about ~6 km (see Figure 10B). This also influences the standard deviation which has a value of 0.62 km. A correlation of the length errors with time is not identifiable \((r = -0.118)\), and the data coverage is good over the whole time period (see Figure 10A).

Mean Bias Error (MBEL)

The mean bias error (MBEL) is calculated for each of the 315 glaciers with length observations. The MBEL provides information about how well the glacier length of individual glaciers is reproduced. The mean value over all MBEL is with −0.14 km small, and also the standard deviation with a value of 0.41 km indicates a good fit. This can also be seen in the histogram in Figure 11A which shows clearly that the majority of the values range between ±0.5 km, but larger errors are possible as well. The 5th and 95th percentiles range from −0.89 to 0.4 km, whereas the largest error (~1.7 km) occurs for a glacier located in southeast Greenland (RGI60-05.11966). The distribution of all MBEL values is slightly skewed left, indicating that the reconstruction method tends to underestimate the glacier lengths. As a large misfit between modeled and observed glaciers can also stem from a large glacier, we calculated additionally to the absolute error value per glacier the mean bias errors relative to the observed glacier length at the RGI date (see Figure 11B for more details). The histogram of the MBEL (in %) clearly shows that a majority of values range between −12.5 and 12.5%, which is also reflected by the values of the 5th and 95th percentiles which ranges from −18 to 13%. These small values support the assumptions of a very good agreement between the observed and modeled glacier lengths.

Mean Absolute Error (MAEL) and RMSEL

The MAEL and RMSEL provide more insights about the magnitude of the errors than the MBEL as negative and positive values cannot be compensated. Thus, the mean overall MAEL and RMSEL values are with values of 0~35 km (for MAEL) and 0.45 km (for RMSEL), but this can be explained due to the reduced range of possible values (only positive). The histograms in Figure 11 show that the majority of the errors is small. Considering, e.g., the MAEL, then half of the errors are smaller than 0.26 km, which indicates a very good fit between the modeled and observed glacier lengths. Outliers range again up to ~2 km for MAEL and up to ~2.4 km for RMSEL, but they occur very rarely. In general, the RMSEL errors are a little bit higher than those of the MAEL which is due to the relatively strong weight to large errors during the RMSE calculation. When considering the errors relative to the glacier lengths, the majority of the MAEL (in %) and RMSEL (in %) values are smaller than 25%. The 95th percentiles are located in both cases under 50% (24% for the MAEL and 34% for the RMSEL), which confirm the good fit.

Correlation \(r_L\)

The results from the correlation analysis of the modeled and observed glacier lengths, calculated for each glacier individually, do not indicate a good agreement for all tested glaciers. The distribution of the individual correlation coefficients for each glacier is slightly bimodal (see Figure 12A). Most correlation
values range from 0.7 to 1, but 87 out of 302 glaciers have a negative correlation (some of them close to −1). In contrast to the correlation analysis from the mass balances (see Figure 8B), not all negative correlation values can be explained by a low number of observations or because the correlation is not significant at the 5% level. Figure 12B shows that 12 glaciers with more than 30 length observations have a negative correlation, and four of them are even in close proximity to −1.

An example of one of these outliers can be found in Figure 9C. The reconstructed state in 1917 is far too small, requiring that the glacier needs to advance continuously to reach the present-day state. In contrast to that, the observed glacier retreated over the entire period, which leads to a strong negative correlation. In the figure, one can see that glacier candidates exist which would have reflected the observation very well. However, these candidates have high fitness values, which could, e.g., stem from a bad representation of the OGGM state or from a poorly chosen parameter setup of the mass balance model or dynamical model for individual glaciers.

Nevertheless, the histogram and the scatter plot in Figures 2B, 12A show that a majority of the glaciers with negative correlation values can be attributed to a low number of length observations. The negative correlation values largely influence the mean value (0.36), for what reason the mean weighted over the number of observations per glacier is with a value of 0.65 more representative. This is also underlined by the even higher median value (0.73).

**DISCUSSION AND CONCLUSION**

This study extends Eis et al. (2019) with the addition of mass balance calibration runs, to adapt the method to real-world use cases. After the standard calibration of the mass balance model, we additionally perform a glacier-specific calibration of the mass balance offset $\beta_{mb}$, which is iteratively calibrated, such that the glacier state at the inventory date is in close proximity to the observation. The obtained mass balance offset $\beta_{mb}$ is then applied to all (past and random climate) forward runs during the initialization procedure. We apply the initialization method to 517 glaciers, for which either mass balance measurements or glacier length records are available.

Water-terminating glaciers are excluded from this study, because a dynamical forward model for tide-water glaciers would be required, which is still under development and validation. For their identification, the attribute from the RGI database is used, but this characteristic only refers to the inventory date $t_{RGI}$. Besides this, there is no other possibility in the OGGM to identify water-terminating glaciers. This would be necessary to detect glaciers which were water-terminating at some point in the past, but they are not anymore at the inventory date $t_{RGI}$. Such glaciers are treated as non-water-terminating glaciers, which is a potential source of large length errors, as, e.g., frontal ablation is not considered.

We validate our initialization method by comparing modeled glacier changes to mass balance observations (WGMS, 2018) and to length records (Leclercq et al., 2014). For this purpose, different types of errors (model error, mean bias error, mean absolute error, root mean square error, and correlation) are taken into account. As the initialization can result in nonunique solutions, we use the median state of the 5th percentile for the validation. This is the best representative for the possibly large set of acceptable glacier states (see Eis et al., 2019, for more details), which is additionally justified by the high reconstructability values for glaciers in this study. Unfortunately, this also means that glaciers with a low reconstructability are underrepresented in our study. Eis et al. (2019) showed a negative correlation between the reconstructability of a glacier and its slope. We speculate that this could be one reason for the high reconstructability values in our study, as observations are biased towards the accessibility of a
glacier. Another reason could be the positive correlation between the response time of a glacier and its reconstructability. The considered time interval in this study from 1917 to the present day does not seem to exceed the response time by a large amount for the majority of the investigated glaciers.

Altogether, the validation shows a good agreement between the modeled glacier states and the observations. Considering the mass balance observations, a mean model error (calculated over each pair of modeled and measured mass balances) of $0.13 \pm 0.79$ m w.e. is achieved. We find that the correlation between the modeled and the measured time series is influenced by the number of mass balance measurements. Negative and low correlation coefficients are exclusively produced when the number of mass balance observations for this glacier is low (less than 30 years). Eis et al. (2019) showed that the uncertainties that stem from the initialization method itself are largest during the first years after the initialization. Unfortunately, most of the mass balance observations were made after 1960. Prior mass balance measurements exist for very few individual glaciers only. For this purpose, we add the comparison with glacier length records from Leclercq et al. (2014) to our validation, which have a better temporal coverage at the beginning of our initialization in 1917. In addition, the validation based on the length changes represents an out-of-sample, as this dataset is not used for the calibration of the OGGM (in contrast to the mass balance data). Although 51 glaciers have both kinds of observations, a t-test showed that the difference in the statistics is not significant when excluding these 51 glaciers. Considering the glacier length, the mean model error has a value of $0.14 \pm 0.41$ km, which emphasizes the good agreement with the observations. The mean correlation value, with $0.36 \pm 0.65$, is significantly smaller than the value concerning the mass balances, but again, this is mainly influenced by the many glaciers with few observations. For a better interpretation of these values, we also need to consider the uncertainties of the observations. Zemp et al. (2013) provided an error estimation for the random error from the glaciological mass balance measurements (0.34 m w.e.). To allow a comparison between the calculated model error of the initialization method and the error of the mass balance measurements, we need to calculate the mean of the absolute values of the mass balance model errors. With a value of $0.59$ m w.e., it is about twice that of the random error from the glaciological mass balance measurements. Leclercq et al. (2014) provided the information about the data accuracy for each individual data point (depending on the method used for the data acquisition). 97% of the data points used in our study can be assigned to Category 1 (direct measurements) and these measurements typically have a spatial uncertainty of less than 50 m and a time accuracy within 1 year (Leclercq et al., 2014). Compared to the obtained length errors of the initialization method, the error of the lengths observations seems to be negligibly small. Most data points of the remaining 3% are assigned to Category 2 (historical sources), with a typical uncertainty range of 100–200 m, or to the fifth category, for which the method of measurement is unknown and consequently the accuracy is unknown as well. In addition to the accuracy of the observations, other factors that could influence our validation need to be considered as well. Unfortunately, this is difficult, as they cannot be quantified. Larger uncertainties could, e.g., be produced by a wrong linking between glacier IDs from different datasets. This especially concerns the links between the Leclercq et al. (2014) dataset and the Randolph Glacier Inventory. For linking, we use the method described in Parkes and Goosse (2020), resulting in two classes of matches: positive matches and “best-effort”-matches. Especially for the second class, a false linking cannot be excluded. Another uncertainty could come from false outlines provided by the RGI. These occur due to uncertainties in the topography, unavailable data or because of human decisions (Maussion et al., 2019). False outlines can lead to false centerlines and consequently to errors in the present-day geometry. This results not only in errors in the length calculations, but also in a false RGI state on which the reconstruction is based. Besides the correct representation of the present-day state, the reconstruction method also relies on the assumption of well-known climate conditions. Thus, errors in the used climate data lead to errors in the reconstructed glacier states. Furthermore, modeled and observed length changes can differ in special cases, due to separation of glacier entities in the observation period. As a result, a jump in the observed glacier lengths occurs. At the current time, the model is not yet able to reproduce these jumps. This would require a merging of neighboring glaciers and is already under development. However, the merging method is not yet fully automatized.

Regardless of all these different sources of uncertainty, we can summarize that both datasets, the mass balance observations from WGMS (2018) and the glacier length records from Leclercq et al. (2014), are well matched by the modeled glacier states and thus the initialization method from Eis et al. (2019) is verified for the considered time period.

Applications to longer time scales, e.g., over the last centuries/millennia, would in theory be possible under the condition that the climate is well known. However, the reconstructability value decreases in time and will thus be a limitation factor for this type of application. Taking into account more large-scale observational data (e.g., multitemporal outlines) could improve the reconstructability further and thus would allow a reconstruction further back in time.

Future work will include a global application, which would be the first global glacier reconstruction using a flow-line model. However, a global run would have a very high computational cost, meaning it will likely take multiple months on our small cluster. Computational costs could potentially be reduced by decreasing the model resolution or the number of the glacier candidates. Additional challenges of global reconstructions originate from the poor representation of glacier complexes and ice caps in flow-line models, which stem from their nontrivial geometries (Maussion et al., 2019). Furthermore, the mentioned problems regarding water-terminating glaciers need to be solved beforehand. Such a global reconstruction would also neglect disappeared glaciers, which are uncharted today (Parkes and Marzeion, 2018). The missing but mandatory present-day outlines make it impossible to reconstruct them, and only multitemporal outlines on a large scale could provide a remedy.

Furthermore, a similar approach to the calibration runs could be used in order to optimize other fundamental dynamical parameters in the OGGM, to improve the behavior of the dynamical model in general. For this purpose, it would be sufficient to consider a much shorter time period than in this study (as it was done, e.g., in Zekollari et al., 2019). The sliding parameter and creep parameter, which in the OGGM by default...
are not glacier-specific, are, e.g., potential parameters for such an approach. Obviously, also other criteria than a match in present-day area could be taken into account (e.g., glacier length, mean ice thickness, and surface elevation at the head of the glacier). Such an approach could not only further improve the reconstruction of glaciers, but also future projections.

**HARDWARE REQUIREMENTS AND PERFORMANCE**

For this study, we used a small cluster comprising two nodes with two 14-core CPUs each, resulting in 112 parallel threads (two threads per core). As the mass balance offset calibration converges within 12 iterations, running the calibration runs is cheap. The application of the initialization method from (Eis et al., 2019) is more expensive, as hundreds of dynamical model runs need to be performed and the dynamical runs are the most expensive computations in the OGGM. The size of the glacier and the required time stepping to ensure a numerical stability (adaptive time step following the CFL criterion) strongly influence the required computation time. The computation time needed to apply the initialization procedure to one glacier varies from glacier to glacier. In total, initializing the 517 glaciers in 1917 takes approximately 24 h on our small cluster. This implies that substantial computing resources will be needed in order to apply our method to, e.g., initialize a global model run.

**CODE AVAILABILITY**

The OGGM software together with the initialization method is coded in the Python language and licensed under BSD-3-Clause License. The latest version of the OGGM code is available on GitHub (https://github.com/OGGM/oggm), the documentation is hosted on ReadTheDocs (http://oggm.readthedocs.io), and the project webpage for communication and dissemination can be found at http://oggm.org. OGGM version used in this study is v1.2. The code for the initialization module is available on GitHub (https://github.com/OGGM/initialization).
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