Non-local Markovian Symmetric Forms on Infinite Dimensional Spaces I. The closability and quasi-regularity
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Abstract: General theorems on the closability and quasi-regularity of non-local Markovian symmetric forms on probability spaces \((S, B(S), \mu)\), with \(S\) Fréchet spaces such that \(S \subset \mathbb{R}^N\), \(B(S)\) is the Borel \(\sigma\)-field of \(S\), and \(\mu\) is a Borel probability measure on \(S\), are introduced. Firstly, a family of non-local Markovian symmetric forms \(E_\alpha\), \(0 < \alpha < 2\), acting in each given \(L^2(S; \mu)\) is defined, the index \(\alpha\) characterizing the order of the non-locality. Then, it is shown that all the forms \(E_\alpha\) defined on \(\bigcup_{n \in \mathbb{N}} C_0^\infty(\mathbb{R}^n)\) are closable in \(L^2(S; \mu)\). Moreover, sufficient conditions under which the closure of the closable forms, that are Dirichlet forms, become strictly quasi-regular, are given. Finally, an existence theorem for Hunt processes properly associated to the Dirichlet forms is given. The application of the above theorems to the problem of stochastic quantizations of Euclidean \(\Phi^4_d\) fields, for \(d = 2, 3\), by means of these Hunt processes is indicated.

1. Introduction

We consider a space \(S\) that is either a real Banach space \(l^p\), \(1 \leq p \leq \infty\), with suitable weights, or the direct product space \(\mathbb{R}^N\) (with \(\mathbb{R}\) and \(\mathbb{N}\) the spaces of real numbers and natural numbers, respectively). Both will be looked upon as Fréchet spaces. Let \(\mu\) be a Borel probability measure on \(S\). On the real \(L^2(S; \mu)\) space, for each \(0 < \alpha < 2\), we give an explicit formulation of \(\alpha\)-stable type non-local quasi-regular (cf. section IV-3 of [69]) Dirichlet forms \((E_\alpha, D(E_\alpha))\) (with a domain \(D(E_\alpha)\)), and show the existence of \(S\)-valued Hunt processes properly associated to \((E_\alpha, D(E_\alpha))\). \(\alpha\)-stable is understood in analogy with the \(\alpha\)-stable Dirichlet forms defined on \(L^2(\mathbb{R}^d)\), for \(d \in \mathbb{N}\), e.g., in [49], Sect. 5.

As an application of the above general results, in Example 1 and 2 in Sect. 5, we consider the problem of stochastic quantization of the Euclidean free field over \(\mathbb{R}^d\), the \(\Phi^4_2\) and \(\Phi^4_3\) fields over \(\mathbb{R}^2\) and \(\mathbb{R}^3\), i.e., fields with no (self) interaction respectively, (self) interaction of the 4-th power. By using the property that, for example, the support of the Euclidean \(\Phi^4_3\) field measure \(\mu\) is in some real Hilbert space \(\mathcal{H}_{-3}\) (cf. (5.9) for
the explicit definition), which is a subspace of the Schwartz space of real tempered distributions $S'(\mathbb{R}^3 \to \mathbb{R})$, we define an isometric isomorphism $\tau_{-3}$ from $\mathcal{H}_{-3}$ to “some weighted $l^2$ space” (cf. (5.22) for the explicit definition). By making use of $\tau_{-3}$, we then apply the above general theorems formulated on the abstract $L^2(\mathcal{S}; \mu)$ space to the case of the space $L^2(\mathcal{H}_{-3}; \mu)$ for the Euclidean $\Phi^4_3$ field, and for each $0 < \alpha \leq 1$ we show the existence of an $\mathcal{H}_{-3}$-valued Hunt process $(Y_t)_{t \geq 0}$ the invariant measure of which is $\mu$.

$(Y_t)_{t \geq 0}$ can be understood as a stochastic quantization of the Euclidean $\Phi^4_3$ field realized by a Hunt process through the non-local Dirichlet form $(\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))$ for $0 < \alpha \leq 1$, in the sense that $\Phi^4_3$-measure $\mu$ is the invariant measure for $(Y_t)_{t \geq 0}$.

(1) As far as we know, there has been no explicit proposal of a general formulation of non-local quasi-regular Dirichlet forms on infinite dimensional (Fréchet) topological vector spaces, which admit interpretations as Dirichlet forms on concrete random fields on Fréchet spaces. This is different from the situation associated with the local case, i.e., the case where the associated Markov processes are (continuous) diffusions, where much has been developed and known (cf. a short review given below).

(2) Although there have been derived several results on the existence of (continuous) diffusions (i.e., roughly speaking, that are associated to quadratic forms and generators of local type) corresponding with stochastic quantizations of, e.g., $\Phi^4_2$ and $\Phi^4_3$ Euclidean fields (see below for references), as far as we know, there do not exist no explicit corresponding considerations for non-local type Markov processes, associated with non-local Dirichlet forms related to such fields. The only examples so far provided have been obtained by subordination, for the Euclidean free field (on $S'(\mathbb{R}^d)$, $d \geq 1$) and for the $\Phi^4_2$-Euclidean field with space cut-off (interaction in a bounded euclidean space region) a non-local type stochastic quantization procedure has been discussed in [32](see (5.29), (5.62) and Remark 12).

The present paper is a first development that gives answers to the above mentioned open problems 1), i.e., to give an abstract formulation in this concern, and 2), i.e., to perform a corresponding consideration in the case of $\Phi^4_3$-model.

Before giving an explanation of the contents of the present paper, we give a brief review of the theory of Dirichlet forms and its applications to stochastic quantization having correspondences with the present considerations.

In the case where the state space $E$ is finite dimensional, much has been done on the considerations of both local and non-local Dirichlet forms and semi-Dirichlet forms (non-symmetric Dirichlet forms). The natural setting is the one where the Hilbert space, where the Dirichlet forms are defined (as quadratic forms), is $L^2(E; \mu)$, with $E$ a general locally compact separable metric space (when $E$ is a topological vector space, the dimension of the space is thus finite) and $\mu$ a positive Radon measure on it (cf., e.g., [46,48,49,60,70,84,88], [4], [34,35] and references therein). Also, many results have been developed on the theory of general (non-symmetric) local Dirichlet forms defined on $L^2(E; \mu)$, with general topological spaces including the case of some infinite dimensional topological vector spaces, and $\mu$ some Radon measures on them (cf., e.g., [3,14–17,25–27,29–32,68,69,85,87] and references therein). In the general abstract framework, in particular [3,69], the Dirichlet forms need not be local ones, however all examples except those considered through the framework of subordination given in [A, Rüdiger] (cf. Remark 12 in Sect. 5) treated in above references, treating the case where $E$ is infinite dimensional, concern Dirichlet forms theories that are local ones (i.e., associated with differential operators).
One of the most important applications of the theory of Dirichlet forms on $L^2(E; m)$, $E$ an infinite dimensional space, is to construct an $E$-valued Markov process, the invariant measure of which is $m$ (assuming $m$ to be a probability measure). In particular, if $L^2(E; m)$ is a space associated to the Euclidean quantum field (for the construction of $m$ cf., e.g., [52,89]), the constructed Markov process is referred to as stochastic quantization of the field. In the literature quoted above concerning local Dirichlet forms we find several applications to stochastic quantizations, where the Markov processes constructed are (continuous) diffusion processes associated to local Dirichlet forms. For the stochastic quantizations of Euclidean $P(\phi)_2$ fields on $S'(\mathbb{R}^2 \to \mathbb{R})$, i.e., fields with polynomial interactions, fields with trigonometric interactions and exponential interactions on $S'(\mathbb{R}^2 \to \mathbb{R})$, these considerations by means of the local Dirichlet form arguments were completed by [12–17,25–27,29–31,37,59]. In this direction of the application of local Dirichlet forms, there also are corresponding considerations for measures $m$ describing infinite particle systems (cf., e.g., [21,35,75,92] and references therein). For works on stochastic quantization of $\Phi^4_3$ using other methods see [40,41,65] and references in [Albeverio, Ma, Röckner], [A, Kusuoka-sei 2017]. For other models in two or less Euclidean space dimensions where stochastic quantization methods have been applied see the recent work [5,6] and references therein.

The problem of stochastic quantization of the $\Phi^4_3$ Euclidean field on the 3-dimensional torus $\mathbb{T}^3$ was solved firstly by [56], by not passing through the arguments by means of the Dirichlet form theory, but through the stochastic partial differential equation (SPDE in short) arguments with the theory of regularity structures developed there. A little more precisely, in [56] and subsequent works (see below) the existence of a solution, that is a (continuous) diffusion, of an SPDE, which were expected to be satisfied by a solution of the stochastic quantization of an Euclidean $\Phi^4_3$ model, restricted to $\mathbb{T}^3$, is shown (cf., e.g., Theorem 1.1 of [24]). Since the appearance of [56], there have been developed several results on (continuous) diffusion type stochastic quantization of the $\Phi^4_3$ Euclidean field (cf., e.g., [39,57,73] [22,23,54,55] and references therein). [Zu,Zu1 2018], [Zu,Zu2 2018] considered the existence of a local Dirichlet form corresponding to the Euclidean $\Phi^4_3$ field on $\mathbb{T}^3$ by making use of the result on existence of the solution of the SPDE by [56].

Now, let us give a brief summary of the contents of the single sections of this work. Theorems 1–4 are statements corresponding to the non-local Dirichlet forms constructed explicitly on $L^2(S; \mu)$, where $S$ denotes the weighted $l^p$, $1 \leq p \leq \infty$, spaces and subspace of the direct product $\mathbb{R}^N$, respectively, and $\mu$ is a Borel probability measure on $S$. Theorem 5 is a restatement of the Bochner-Minlos theorem in this framework. Theorem 6 contains an application to a non-local type stochastic quantization of the Euclidean $\Phi^4_d$, $d = 2, 3$, theory, derived by applying the above general theorems to the $\Phi^4_d$ field by making use of an isometric isomorphism between a Hilbert space, taken as support of the $\Phi^4_d$ field measure, and a weighted $l^2$ space on which Theorems 1, 2 and 4 are considered.

In Sect. 2, for each $0 < \alpha < 2$ we define the symmetric Markovian form $\mathcal{E}(\alpha)$ on $L^2(S; \mu)$ (cf. (2.8), (2.9) and (2.10)), which is given by using the conditional probability of $\mu$, where the index $\alpha$ characterizes the order of the non-locality. The definition is a natural analogue of the one for $\alpha$-stable type non local Dirichlet forms on $\mathbb{R}^d$, $d < \infty$ (cf. (2.13) in Remark 2 of the present paper and (5.3), (1.4) of [49]). It has a natural correspondence to the one for local classical Dirichlet forms on infinite dimensional topological vector spaces (cf. [29–31] and [68]), which is carried out by making use of directional derivatives. Theorem 1 shows that the non-local symmetric forms $\mathcal{E}(\alpha)$ with
the domain $\mathcal{F}C^0_0$, the space of regular cylindrical functions (cf. (2.7)), are closable in $L^2(S; \mu)$, hence their closures are non-local Dirichlet forms denoted by $(\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))$.

We give a proof of Theorem 1 in Sect. 3, by considering separately the cases $0 < \alpha \leq 1$ and $1 < \alpha < 2$.

Section 4 discusses strictly quasi-regularity (cf., e.g., section IV-3 and section V-2 of [M,R 92]) of the non-local Dirichlet form $(\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))$ on $L^2(S; \mu)$, by which the existence of Hunt processes properly associated with $(\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))$ is guaranteed. Theorems 2 and 3 give sufficient conditions under which $(\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))$ for $0 < \alpha \leq 1$ and for $1 < \alpha < 2$ become strictly quasi-regular, respectively. In the case where $S$ is a weighted $l^p$, $1 \leq p \leq \infty$, space, the proofs are carried out by making an efficient use of the structures of weighted spaces. In short, the concept of the quasi-regularity on $\mathcal{D}(\mathcal{E}(\alpha))$ is a requirement that $\mathcal{D}(\mathcal{E}(\alpha))$ contains a sequence of subsets which is dense in $\mathcal{D}(\mathcal{E}(\alpha))$, the elements of which are functions on $S$ with compact supports. By making use of the weight of the $l^p$ spaces, compact sets in $S$ can be given explicitly (cf. (4.15)), and then a corresponding sequence of subsets in $\mathcal{D}(\mathcal{E}(\alpha))$ can be constructed.

Theorem 4 in Sect. 5 gives the statement of the existence of $S$-valued Hunt processes that are properly associated to the non-local strictly quasi-regular Dirichlet forms $(\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))$ on $L^2(S; \mu)$ given by Theorems 2 and 3. In the same section, we recall the Bochner-Minlos theorem (cf. Theorem 5), and then by making use of this theorem and Theorem 4 we solve the problems of stochastic quantization of the Euclidean free field on $S'(\mathbb{R}^d \to \mathbb{R})$, $d \in \mathbb{N}$, and the Euclidean $\Phi^4_d$ field on $S'(\mathbb{R}^d \to \mathbb{R})$, $d = 2, 3$ in Example 1, and in Example 2, respectively. As a consequence, the stochastic quantizations are realized by Hunt processes properly associated to the non-local Dirichlet forms $(\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))$ for $0 < \alpha \leq 1$. In these examples, in order to apply Theorem 4 to the Euclidean free field measure and to the $\Phi^4_d$ and $\Phi^3_d$ field measures, respectively, on the Schwartz space of tempered distributions, we firstly certify that these measures have support in the Hilbert spaces $\mathcal{H}_{-2}$ and $\mathcal{H}_{-3}$ (cf. (5.11)), respectively, and define the isometric isomorphism

$$\tau_{-2} : \mathcal{H}_{-2} \to \text{a weighted } l^2 \text{ space, } l^2_{(\lambda^s)} (\text{cf. (5.27))}$$

and,

$$\tau_{-3} : \mathcal{H}_{-3} \to \text{a weighted } l^2 \text{ space, } l^2_{(\lambda^s)} (\text{cf. (5.56))},$$

and we then identify $\mathcal{H}_{-2}$ with $l^2_{(\lambda^s)}$ and $\mathcal{H}_{-3}$ with $l^2_{(\lambda^s)}$, respectively. For the weighted $l^2$ spaces $l^2_{(\lambda^s)}$ and $l^2_{(\lambda^s)}$, we can apply Theorems 1, 2, 4 and have $l^2_{(\lambda^s)}$ and $l^2_{(\lambda^s)}$ valued Hunt processes $(X_t)_{t \geq 0}$ properly associated to corresponding Dirichlet forms $(\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))$, respectively (in case of $\alpha = 1$, for the Euclidean free field on $S'(\mathbb{R}^d \to \mathbb{R})$, $d \in \mathbb{N}$ an $l^2_{(\lambda^s)}$-valued Hunt process is defined, and generally, for $0 < \alpha \leq 1$, $l^2_{(\lambda^s)}$-valued Hunt processes are defined for both the Euclidean free field on $S'(\mathbb{R}^d \to \mathbb{R})$, $d \in \mathbb{N}$ and the Euclidean $\Phi^4_d$ field on $S'(\mathbb{R}^d \to \mathbb{R})$, $d = 2, 3$). Finally, we define the corresponding $\mathcal{H}_{-2}$ and $\mathcal{H}_{-3}$ valued Hunt processes $(Y_t)_{t \geq 0}$ which are inverse images of $(X_t)_{t \geq 0}$ through $\tau_{-2}$ and $\tau_{-3}$, respectively (see Theorem 6).

In Sect. 6, we give a short outlook to future developments, in the line of the present formulations and results.
2. Markovian Symmetric Forms Individually Adapted to Each Measure Space

The state space $S$, on which we define the Markovian symmetric forms, is one of the following Fréchet spaces (i.e., complete infinite dimensional topological vector spaces with a system of countable semi-norms): A weighted $l^p$ space, denoted by $l^p_{(\beta_i)}$, such that, for some $p \in [1, \infty)$ and a weight $(\beta_i)_{i \in \mathbb{N}}$ with $\beta_i \geq 0$, $i \in \mathbb{N}$,

$$S = l^p_{(\beta_i)} \equiv \{ x = (x_1, x_2, \ldots) \in \mathbb{R}^\mathbb{N} : \| x \|_{l^p_{(\beta_i)}} \equiv \left( \sum_{i=1}^{\infty} \beta_i |x_i|^p \right)^{\frac{1}{p}} < \infty \}, \quad (2.1)$$

or a weighted $l^\infty$ space, denoted by $l^\infty_{(\beta_i)}$, such that for a weight $(\beta_i)_{i \in \mathbb{N}}$ with $\beta_i \geq 0$, $i \in \mathbb{N}$,

$$S = l^\infty_{(\beta_i)} \equiv \{ x = (x_1, x_2, \ldots) \in \mathbb{R}^\mathbb{N} : \| x \|_{l^\infty_{(\beta_i)}} \equiv \sup_{i \in \mathbb{N}} \beta_i |x_i| < \infty \}, \quad (2.2)$$

or

$$S = \mathbb{R}^\mathbb{N}, \text{ the direct product space with the metric } d(\cdot, \cdot) \quad (2.3)$$

such that for $x, x' \in \mathbb{R}^\mathbb{N}$,

$$d(x, x') = \sum_{k=1}^{\infty} \left( \frac{1}{2} \right)^k \frac{\| x - x' \|_k}{\| x - x' \|_k + 1},$$

with $\| x \|_k = (\sum_{i=1}^k (x_i)^2)^{\frac{1}{2}}$, $x = (x_1, x_2, \ldots) \in \mathbb{R}^\mathbb{N}$.

By making use of the concrete expressions of $S$ as above, i.e., their expressions by means of a subspaces of $\mathbb{R}^\mathbb{N}$, abstract discussions on Dirichlet forms (i.e., closed Markovian symmetric forms, on $L^2(S; \mu)$) can be made more concrete. Moreover, our choice of $S$ permits an effective application of the theory of Dirichlet forms to certain problems related to the stochastic quantization of Euclidean quantum fields (cf. Remark in the last section).

We denote by $\mathcal{B}(S)$ the Borel $\sigma$-field of $S$. Suppose that we are given a Borel probability measure $\mu$ on $(S, \mathcal{B}(S))$. For each $i \in \mathbb{N}$, let $\sigma_{i^c}$ be the sub $\sigma$-field of $\mathcal{B}(S)$ that is generated by the Borel sets

$$B \equiv \{ x \in S \mid x_{j_k} \in B_1, \ldots, x_{j_n} \in B_n \},$$

$$j_k \neq i, \ B_k \in \mathcal{B}^1, \ k = 1, \ldots, n, \ n \in \mathbb{N}, \quad (2.4)$$

where $\mathcal{B}^1$ denotes the Borel $\sigma$-field of $\mathbb{R}^1$, i.e., $\sigma_{i^c}$ is the smallest $\sigma$-field that includes every $B$ given by (2.4). Namely, $\sigma_{i^c}$ is the sub $\sigma$-field of $\mathcal{B}(S)$ generated by the variables $x \setminus x_i$, i.e., the variables except of the $i$-th variable $x_i$. For each $i \in \mathbb{N}$, let $\mu(\cdot \mid \sigma_{i^c})$ be the conditional probability, a one-dimensional probability distribution-valued $\sigma_{i^c}$ measurable function (i.e., the probability distribution for the $i$-th component $x_i$), that is characterized by (cf. (2.4) of [31])

$$\mu(\{ x : x_i \in A \cap B \}) = \int_B \mu(A \mid \sigma_{i^c}) \mu(dx), \quad \forall A \in \mathcal{B}^1, \ \forall B \in \sigma_{i^c}. \quad (2.5)$$
Define
\[ L^2(S; \mu) \equiv \left\{ f \mid f : S \to \mathbb{R}, \text{measurable and } \| f \|_{L^2} = \left( \int_S |f(x)|^2 \mu(dx) \right)^{\frac{1}{2}} < \infty \right\}, \]
(2.6)
and
\[ \mathcal{FC}_0^\infty \equiv \text{the } \mu \text{ equivalence class of } \left\{ f \mid \exists n \in \mathbb{N}, f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}) \right\} \subset L^2(S; \mu), \]
(2.7)
where \( C_0^\infty(\mathbb{R}^n \to \mathbb{R}) \) denotes the space of real valued infinitely differentiable functions on \( \mathbb{R}^n \) with compact supports (cf. (4.29) below).

**Remark 1.** (i) For the subsequent discussions, in particular those concerning the closability of quadratic forms on \( L^2(S; \mu) \), we first have to certify that \( \mathcal{FC}_0^\infty \) defined by (2.7) is dense in \( L^2(S; \mu) \). This can be seen through the same argument performed in section II-3-a) of [69] for a **Souslin space**, where the corresponding discussion is carried out for \( \mathcal{FC}_0^\infty \) that is defined by substituting \( C_0^\infty(\mathbb{R}^n \to \mathbb{R}) \) in (2.7) by \( C_0^\infty(\mathbb{R}^n \to \mathbb{R}) \) (see (3.1) in section II-3 of [69]). But in the present formulation where the state space \( S \) is given by (2.1), (2.2) or (2.3), the fact that \( \mathcal{FC}_0^\infty \) is dense in \( L^2(S; \mu) \) can be seen directly as follows: The Borel \( \sigma \)-field \( \mathcal{B}(S) \) of \( S \) is generated by the collection of finite direct products of the sets such that \( \{x_i : a_i \leq x_i \leq b_i\} \), \((i \in \mathbb{N})\), and for each indicator function \( I_{[a_i, b_i]}(x_i) \) there exists a sequence of functions \( \{f_n(x_i)\}_{n \in \mathbb{N}}, f_n() \in C_0^\infty(\mathbb{R}), n \in \mathbb{N} \), that has a uniform bound, such that it converges to \( I_{[a_i, b_i]}(x_i) \) in \( L^2(S; \mu) \) by the Lebesgue’s bounded convergence theorem.

(ii) Let \( C(S \to \mathbb{R}) \) be the space of real valued continuous functions on \( S \). For each \( S \) that is given by (2.1), (2.2) or (2.3), the fact that \( \mathcal{FC}_0^\infty \subset C(S \to \mathbb{R}) \) can be also seen directly. But, since \( S = \mathbb{R}^N \) defined by (2.3) is equipped the weakest topology, and clearly \( \mathcal{FC}_0^\infty \subset C(\mathbb{R}^N \to \mathbb{R}) \), the same is also true for \( S \) as given by (2.1) and (2.2).

(iii) The completeness of the metric space \( S \) is not necessary for the discussions in this section, but it shall be used for the considerations of the **quasi regularity** of symmetric forms performed in Sect. 4.

On \( L^2(S; \mu) \), for any \( 0 < \alpha < 2 \), let us define the Markovian symmetric form \( \mathcal{E}_{(\alpha)} \) called **individually adapted Markovian symmetric form of index \( \alpha \)** to the measure \( \mu \), the definition of which is a natural analogue of the one for \( \alpha \)-stable type (non local) Dirichlet form on \( \mathbb{R}^d, d < \infty \) (cf. Remark 2 given below and (5.3), (1.4) of [49]). The concept extends to the non local case the one of local classical Dirichlet forms on infinite dimensional topological vector spaces (cf. [29–31] and [68]), which is carried out by making use of directional derivatives. Our definition is as follows: Firstly, for each \( 0 < \alpha < 2 \) and \( i \in \mathbb{N} \), and for the variables \( y_i, y'_i \in \mathbb{R}^1, x = (x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots) \in S \) and \( x \setminus x_i = (x_1, \ldots, x_{i-1}, x_{i+1}, \ldots) \), let
\[ \Phi_\alpha(u, v; x_i, x'_i, x \setminus x_i) \]
\[ \equiv \frac{1}{|y_i - y'_i|^{\alpha+1}} \times \left\{ u(x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots) - u(x_1, \ldots, x_{i-1}, y'_i, x_{i+1}, \ldots) \right\} 
\times \left\{ v(x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots) - v(x_1, \ldots, x_{i-1}, y'_i, x_{i+1}, \ldots) \right\}, \]
(2.8)
For each $0 < \alpha < 1$ and $i \in \mathbb{N}$, define

$$E_{(\alpha)}^{(i)}(u, v) \equiv \int_S \left\{ \int_{\mathbb{R}} I_{\{y \neq x_i\}}(y_i) \Phi_\alpha(u, v; y_i, x_i, x \setminus x_i) \mu(dy_i \mid \sigma_i) \right\} \mu(dx), \quad (2.9)$$

for any $u, v$ such that the right hand side of (2.9) is finite, where for a set $A$ and a variable $y$, $I_A(y)$ denotes the indicator function, and in the sequel, to simplify the notations, we denote $I_{\{y \neq x_i\}}(y_i)$ by, e.g., $I_{\{y \neq x_i\}}(y_i)$ or $I_{\{y \neq x_i\}}$.

By $D_i$, we denote the subset of the space of real valued $B(S)$-measurable functions such that the right hand side of (2.9) is finite for any $u, v \in D_i$. Let us call $(E_{(\alpha)}^{(i)}, D_i)$ this form, $D_i$ being its domain, and then define

$$E_{(\alpha)}(u, v) \equiv \sum_{i \in \mathbb{N}} E_{(\alpha)}^{(i)}(u, v), \quad \forall u, v \in \bigcap_{i \in \mathbb{N}} D_i, \quad (2.10)$$

For $y_i \neq y_i'$, (2.8) is well defined for any real valued $B(S)$-measurable functions $u$ and $v$. Moreover, for the Lipschitz continuous functions $\tilde{u} \in C^\infty(\mathbb{R}^m \to \mathbb{R}) \subset FC^\infty$ and $\tilde{v} \in C^\infty(\mathbb{R}^m \to \mathbb{R}) \subset FC^\infty$, $n, m \in \mathbb{N}$ with compact supports, which are representatives of $u \in FC^\infty$ and $v \in FC^\infty$, respectively (see (2.7)), (2.9) and (2.10) are well defined (the right hand side of (2.10) has only a finite number of sums). In Theorem 1 given below we will see that (2.9) and (2.10) are well defined for $FC^\infty$, the space of $\mu$-equivalent class, and in particular $FC^\infty \subset (\cap_{i \in \mathbb{N}} D_i)$.

For $1 < \alpha < 2$, we suppose that for each $i \in \mathbb{N}$, the conditional distribution $\mu(\cdot \mid \sigma_i)$ can be expressed by a locally bounded probability density function $\rho(\cdot \mid \sigma_i)$, $\mu$-a.e., i.e., $\mu(\cdot \mid \sigma_i) = \rho(\cdot \mid \sigma_i) dx$. Precisely (cf. (2.5) of [31]), there exists a $\sigma_i$-measurable function $0 \leq \rho(\cdot \mid \sigma_i) \in \mathbb{R}^+$ and

$$\mu(dy \mid \sigma_i) = \rho(y \mid \sigma_i) dy, \quad \mu - a.e., \quad (2.11)$$

holds, with $\rho(\cdot \mid \sigma_i)$ a function such that for each $i \in \mathbb{N}$ and for any compact $K \subset \mathbb{R}$ there exists a bound $L_{K,i} < \infty$, which may depend on $i$ such that

$$\text{ess sup}_{y \in K} \rho(y \mid \sigma_i) \leq L_{K,i}, \quad \mu - a.e., \quad (2.12)$$

where $\text{ess sup}_{y \in K}$ is taken with respect to the Lebesgue measure on $\mathbb{R}$. Then define the non-local form $E_{(\alpha)}(u, v)$, for $1 < \alpha < 2$, by the same formulas as (2.9) and (2.10), for all $u, v \in \bigcap_{i \in \mathbb{N}} D_i$, where $D_i$ denotes the subset of the space of real valued $B(S)$-measurable functions such that the right hand side of (2.9), with a given $\alpha$ such that $1 < \alpha < 2$, is finite for any $u, v \in D_i$.

Remark 2. (i) For the $B(S)$ measurable function $\int_{\mathbb{R}} I_{\{y \neq x_i\}} \Phi_\alpha(u, v; y_i, x_i) \mu(dy_i \mid \sigma_i)$ by taking the expectation conditioned by the sub $\sigma$-field $\sigma_i$, through the definition of the conditional probability measures, we can give the equivalent expressions for $E_{(\alpha)}^0(u, v)$ defined by (2.9), $u, v \in \bigcap_{i \in \mathbb{N}} D_i$, as follows:

$$E_{(\alpha)}^0(u, v) \equiv \int_S \left\{ \int_{\mathbb{R} \setminus \{x_i\}} \Phi_\alpha(u, v; y_i, x_i, x \setminus x_i) \mu(dy_i \mid \sigma_i) \right\} \mu(dx)$$

$$= \int_S \left\{ \int_{\mathbb{R} \setminus \{x_i\}} \Phi_\alpha(u, v; y_i, x_i, x \setminus x_i) \mu(dy_i \mid \sigma_i) \right\} \mu(dx) \mu(dx_i \mid \sigma_i) \mu(dx_i)$$

$$= \int_S \left\{ \int_{\{y \neq x_i\}} \Phi_\alpha(u, v; y_i, x_i, x \setminus x_i) \mu(dy_i \mid \sigma_i) \right\} \mu(dx) \mu(dx_i \mid \sigma_i) \mu(dx_i)$$
\[
\int_{S \setminus x_i} \phi_{u}(u, v; y_i, y'_i, x \setminus x_i) \, \mu(dy) \mid \sigma_v) \mu(dy' \mid \sigma_v') \mu(dx \setminus x_i)
\]

(2.13)

where \( S \setminus x_i \equiv \{(x_1, \ldots, x_i - 1, x_i + 1, \ldots) : (x_1, \ldots) \in S \} \) and \( \mu(dx \setminus x_i) \) is the marginal probability distribution of the variable \( x \setminus x_i \) (cf. the notation used in (2.8)), i.e., for any \( A \in \sigma_v \),

\[
\int_{A} \mu(dx) = \int_{S} I_{\mathbb{R}}(x) \, \mu(dx). \]

Under the adequate assumptions on the density functions \( \rho \) (cf. (2.11)), by multiplying adequate weighted functions to \( \Phi_{u} \), and then by taking the limit \( \alpha \uparrow 2 \) for the non-local symmetric form \( E_{(\alpha)} \) given by (2.9), it is possible to define various local Dirichlet forms (cf., e.g., section II-2 of [69]). The corresponding considerations will be announced in forthcoming works.

The following is the main theorem of the closability part of this paper.

**Theorem 1.** For the symmetric non-local forms \( E_{(\alpha)} \), \( 0 < \alpha < 2 \) given by (2.10) (for \( 1 < \alpha < 2 \) with the additional assumption (2.11) with (2.12) ) the following hold (cf. Remark 1-i,ii)):

(i) \( E_{(\alpha)} \) is well-defined on \( \mathcal{F}C_{0}^{\infty} \);

(ii) \( (E_{(\alpha)}, \mathcal{F}C_{0}^{\infty}) \) is closable in \( L^{2}((S; \mu)) \);

(iii) \( (E_{(\alpha)}, \mathcal{F}C_{0}^{\infty}) \) is Markovian.

Thus, for each \( 0 < \alpha < 2 \), the closed extension of \( (E_{(\alpha)}, \mathcal{F}C_{0}^{\infty}) \) denoted by \( (E_{(\alpha)}, \mathcal{D}(E_{(\alpha)})) \) with the domain \( \mathcal{D}(E_{(\alpha)}) \), is a non-local Dirichlet form on \( L^{2}((S; \mu)) \).

The proof of Theorem 1 is presented in the next section.

### 3. Proof of Theorem 1

**We Start the Proof of Theorem 1 for \( 0 < \alpha \leq 1 \)**

For the statement i), we have to show that

i-1) for any real valued \( B(S) \)-measurable function \( u \) on \( S \), such that \( u = 0, \mu \)-a.e., it holds that \( E_{(\alpha)}(u, u) = 0 \) (cf. (3.8) given below), and

i-2) for any \( u, v \in \mathcal{F}C_{0}^{\infty} \), there corresponds only one value \( E_{(\alpha)}(u, v) \in \mathbb{R} \). For the statement ii), we have to show the following: For a sequence \{\( u_{n} \}_{n \in \mathbb{N}} \), \( u_{n} \in \mathcal{F}C_{0}^{\infty} \), \( n \in \mathbb{N} \), if

\[
\lim_{n \to \infty} \|u_{n}\|_{L^{2}(S; \mu)} = 0,
\]

and

\[
\lim_{n, m \to \infty} E_{(\alpha)}(u_{n} - u_{m}, u_{n} - u_{m}) = 0,
\]

then

\[
\lim_{n \to \infty} E_{(\alpha)}(u_{n}, u_{n}) = 0.
\]


For the statement iii), we have to show that (cf. [46] and Proposition I-4.10 of [69]) for any \( \epsilon > 0 \) there exists a real function \( \varphi_{\epsilon}(t) \), \(-\infty < t < \infty\), such that \( \varphi_{\epsilon}(t) = t \), \( \forall t \in [0, 1] \), \(-\epsilon \leq \varphi_{\epsilon}(t) \leq 1 + \epsilon, \forall t \in (-\infty, \infty), \) and \( 0 \leq \varphi_{\epsilon}(t') - \varphi_{\epsilon}(t) \leq t' - t \) for \( t < t' \), such that for any \( u \in F_{0}^{\infty} \) it holds that \( \varphi_{\epsilon}(u) \in F_{0}^{\infty} \) and
\[
E_{(\alpha)}(\varphi_{\epsilon}(u), \varphi_{\epsilon}(u)) \leq E_{(\alpha)}(u, u).
\tag{3.4}
\]
i-1) can be seen as follows: For each \( i \in \mathbb{N} \) and any real valued \( B(S) \)-measurable function \( u \), note that for each \( \epsilon > 0 \),
\[
I_{\{\epsilon < |y_i - y_{i-1}|\}}(y_i) \Phi_{\alpha}(u, u; y_i, x \setminus x_i)
\]
defines a \( B(S \times \mathbb{R}) \)-measurable function. The function \( \Phi_{\alpha}(u, u; y_i, x \setminus x_i) \), is defined by setting \( u = u, x = x_i \), in (2.8). \( B(S \times \mathbb{R}) \) is the Borel \( \sigma \)-field of \( S \times \mathbb{R} \). \( x = (x_i, i \in \mathbb{N}) \in S \) and \( y_i \in \mathbb{R} \). Then, \( 0 \leq I_{\{\epsilon < |y_i - y_{i-1}|\}}(y_i) \Phi_{\alpha}(u, u; y_i, x \setminus x_i) \) converges monotonically to \( I_{\{y_i \neq y_{i-1}\}}(y_i) \Phi_{\alpha}(u, u; y_i, x \setminus x_i) \) as \( \epsilon \downarrow 0 \), for every \( y_i \in \mathbb{R}, x \in S \), and by Fatou’s Lemma, we have
\[
\int_{S} \left\{ \int_{\mathbb{R}} I_{\{y_i \neq y_{i-1}\}}(y_i) \Phi_{\alpha}(u, u; y_i, x \setminus x_i) \mu(dy_i | \sigma_{\epsilon}) \right\} \mu(dx)
\]
\[
= \int_{S} \liminf_{\epsilon \downarrow 0} \left\{ \int_{\mathbb{R}} I_{\{\epsilon < |y_i - y_{i-1}|\}}(y_i) \Phi_{\alpha}(u, u; y_i, x \setminus x_i) \mu(dy_i | \sigma_{\epsilon}) \right\} \mu(dx)
\]
\[
\leq \liminf_{\epsilon \downarrow 0} \int_{S} \left\{ \int_{\mathbb{R}} I_{\{\epsilon < |y_i - y_{i-1}|\}}(y_i) \Phi_{\alpha}(u, u; y_i, x \setminus x_i) \mu(dy_i | \sigma_{\epsilon}) \right\} \mu(dx). \tag{3.5}
\]
Through the definition of the conditional probability distributions and conditional expectations, we see that, for any \( \epsilon > 0 \),
\[
\int_{S} \left\{ \int_{\mathbb{R}} I_{\{\epsilon < |y_i - y_{i-1}|\}}(y_i) \frac{1}{|y_i - x_i|^{\alpha+1}} (u(x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots))^2 \mu(dy_i | \sigma_{\epsilon}) \right\} \mu(dx)
\]
\[
\leq \frac{1}{\epsilon^{\alpha+1}} \int_{S} \left\{ \int_{\mathbb{R}} I_{\{\epsilon < |y_i - y_{i-1}|\}}(y_i) (u(x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots))^2 \mu(dy_i | \sigma_{\epsilon}) \right\} \mu(dx)
\]
\[
\leq \frac{1}{\epsilon^{\alpha+1}} \int_{S} \left\{ \int_{\mathbb{R}} (u(x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots))^2 \mu(dy_i | \sigma_{\epsilon}) \right\} \mu(dx)
\]
\[
= \frac{1}{\epsilon^{\alpha+1}} \int_{S} (u(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots))^2 \mu(dx), \tag{3.6}
\]
and
\[
\int_{S} (u(x_1, \ldots))^2 \left\{ \int_{\mathbb{R}} I_{\{\epsilon < |y_i - y_{i-1}|\}}(y_i) \frac{1}{|y_i - x_i|^{\alpha+1}} \mu(dy_i | \sigma_{\epsilon}) \right\} \mu(dx)
\]
\[
\leq \frac{1}{\epsilon^{\alpha+1}} \int_{S} (u(x_1, \ldots))^2 \mu(dx). \tag{3.7}
\]
From (3.6), by making use of the Cauchy Schwarz inequality
\[
\left| \int_{S} u(x_1, \ldots) \left\{ \int_{\mathbb{R}} I_{\{\epsilon < |y_i - y_{i-1}|\}}(y_i) \frac{1}{|y_i - x_i|^{\alpha+1}} \right. \times u(x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots) \mu(dy_i | \sigma_{\epsilon}) \left. \right\} \mu(dx) \right|
\]
\[
\leq \frac{1}{\epsilon^{\alpha+1}} \int_{S} (u(x_1, \ldots))^2 \mu(dx).
\]
By making use of this, (3.6) and (3.7), from (3.5) it follows the property i-1): for all \( i \in \mathbb{N}, \mathcal{E}^{(i)}_{(\alpha)}(u, u) = 0 \), for any real valued \( \mathcal{B}(S) \)-measurable function \( u \) such that \( u = 0, \mu\text{-a.e.} \). This then implies

\[
\mathcal{E}^{(i)}_{(\alpha)}(u, u) = 0 \quad \text{for all such } u. \tag{3.8}
\]

In order to prove i-2), for \( 0 < \alpha \leq 1 \), take any representative \( \tilde{u} \in C^0_0(\mathbb{R}^n) \) of \( u \in FC^\infty_0, n \in \mathbb{N} \) (precisely, \( \tilde{u} \) is defined as (3.15)). Since \( \tilde{u} \) is a Lipschitz function, it is easy to see from the definition (2.8) that (cf. the formula on \( |\eta_M,i(x) - \eta_M,i(y)|^2 \) given above (4.33), in the next section) there exists an \( M < \infty \) depending on \( \tilde{u} \) such that

\[
0 \leq \Phi_\alpha(\tilde{u}, \tilde{u}; y_i, y_i', x \setminus x_i) \leq M, \quad \forall x \in S, \text{ and } \forall y_i, y_i' \in \mathbb{R}.
\]

By this, we have that

\[
\mathcal{E}^{(i)}_{(\alpha)}(\tilde{u}, \tilde{u}) \in \mathbb{R} \tag{3.9}
\]

(in fact, for only a finite number of \( i \in \mathbb{N} \), we have \( \mathcal{E}^{(i)}_{(\alpha)}(\tilde{u}, \tilde{u}) \neq 0 \), cf. also (2.10)). Since, \( u = \tilde{u} + \bar{0} \) for some real valued \( \mathcal{B}(S) \)-measurable function \( \bar{0} \) such that \( \bar{0} = 0, \mu\text{-a.e.} \), by (3.9) together with i-1) (cf. (3.8)) and the Cauchy-Schwarz inequality, for \( u \in FC^\infty_0, \mathcal{E}^{(\alpha)}(u, u) = \mathcal{E}^{(\alpha)}(\tilde{u}, \tilde{u}) \in \mathbb{R}, 0 < \alpha \leq 1 \). Thus \( \mathcal{E}^{(\alpha)}(u, u) \) is uniquely defined. Then by the Cauchy-Schwarz inequality i-2) follows.

ii) can be proved as follows (cf. section 1 of [46]): Suppose that a sequence \( \{u_n\}_{n \in \mathbb{N}} \) satisfies (3.1) and (3.2). Then, by (3.1) there exists a measurable set \( \mathcal{N} \in \mathcal{B}(S) \) and a sub sequence \( \{u_{n_k}\} \) of \( \{u_n\} \) such that

\[
\mu(\mathcal{N}) = 0, \quad \lim_{n_k \to \infty} u_{n_k}(x) = 0, \quad \forall x \in S \setminus \mathcal{N}.
\]

Define

\[
\tilde{u}_{n_k}(x) = u_{n_k}(x) \quad \text{for } x \in S \setminus \mathcal{N}, \quad \text{and} \quad \tilde{u}_{n_k}(x) = 0 \quad \text{for } x \in \mathcal{N}.
\]

Then,

\[
\tilde{u}_{n_k}(x) = u_{n_k}(x), \quad \mu - \text{a.e.}, \quad \lim_{n_k \to \infty} \tilde{u}_{n_k}(x) = 0, \quad \forall x \in S. \tag{3.10}
\]

By the fact i-1), precisely by (3.8) shown above and (3.10), for each \( i \), we see that

\[
\int_S \left\{ \int_{\mathbb{R}} I_{\{y \neq x_i\}}(y_i) \Phi_\alpha(u_n, u_n; y_i, x_i, x \setminus x_i) \mu(dy_i \mid \sigma_{\{\cdot\}}) \right\} \mu(dx)
\]

\[
= \int_S \left\{ \int_{\mathbb{R}} I_{\{y \neq x_i\}}(y_i) \lim_{n_k \to \infty} \Phi_\alpha(u_n - \tilde{u}_{n_k}, u_n - \tilde{u}_{n_k}; y_i, x_i, x \setminus x_i) \mu(dy_i \mid \sigma_{\{\cdot\}}) \right\} \mu(dx)
\]

\[
\leq \liminf_{n_k \to \infty} \int_S \left\{ \int_{\mathbb{R}} I_{\{y \neq x_i\}} \Phi_\alpha(u_n - u_{n_k}, u_n - u_{n_k}; y_i, x_i, x \setminus x_i) \mu(dy_i \mid \sigma_{\{\cdot\}}) \right\} \mu(dx)
\]

\[
= \liminf_{n_k \to \infty} \int_S \left\{ \int_{\mathbb{R}} I_{\{y \neq x_i\}} \Phi_\alpha(u_n - u_{n_k}, u_n - u_{n_k}; y_i, x_i, x \setminus x_i) \mu(dy_i \mid \sigma_{\{\cdot\}}) \right\} \mu(dx)
\]

\[
\equiv \liminf_{n_k \to \infty} \mathcal{E}^{(i)}_{(\alpha)}(u_n - u_{n_k}, u_n - u_{n_k}). \tag{3.11}
\]

Now, by applying the assumption (3.2) to the right hand side of (3.11), we get

\[
\lim_{n \to \infty} \mathcal{E}^{(i)}_{(\alpha)}(u_n, u_n) = 0, \quad \forall i \in \mathbb{N}. \tag{3.12}
\]
(3.12) together with i) shows that for each \( i \in \mathbb{N} \), \( c^{(i)} \) with the domain \( F C_{0}^{\infty} \) is closable in \( L^{2}(S; \mu) \). Since, \( \mathcal{E}(\alpha) \equiv \sum_{i \in \mathbb{N}} c^{(i)} \), by using Fatou’s Lemma, from (3.12) and the assumption (3.2) we see that

\[
\mathcal{E}(\alpha)(u_{n}, u_{n}) = \sum_{i \in \mathbb{N}} \lim_{m \to \infty} \mathcal{E}^{(i)}_{\alpha}(u_{n} - u_{m}, u_{n} - u_{m}) \\
\leq \lim \inf_{m \to \infty} \mathcal{E}(\alpha)(u_{n} - u_{m}, u_{n} - u_{m}) \to 0,
\]

as \( n \to \infty \). This proves (3.3) (cf. Proposition I-3.7 of [69] for a general argument). The proof of ii) is thus complete.

iii) can be shown as follows: For each \( \epsilon > 0 \), take a smooth function \( \varphi_{\epsilon}(t) \) such that \( \varphi_{\epsilon}(t) = t \) for \( t \in [-\frac{\epsilon}{2}, 1 + \frac{\epsilon}{2}] \), \( \varphi_{\epsilon}(t) = -\epsilon \) for \( t \leq -2\epsilon \), \( \varphi_{\epsilon}(t) = 1 + \epsilon \) for \( t \geq 1 + 2\epsilon \), and it satisfies \( 0 \leq \varphi_{\epsilon}(t') - \varphi_{\epsilon}(t) \leq t' - t \) for \( t < t' \). Then, for \( u \in FC_{0}^{\infty} \subset D(\mathcal{E}(\alpha)) \), it holds that \( \varphi_{\epsilon}(u(x)) \in FC_{0}^{\infty} \subset D(\mathcal{E}(\alpha)) \), and (3.4) is satisfied (cf. section 1 of [46]).

For \( 0 < \alpha \leq 1 \) the proof of Theorem 1 is therefore complete.

**The proof of Theorem 1, for \( 1 < \alpha < 2 \)**

The proof of i-1), ii) and iii) can be carried out by exactly the same manner as the previous proof we have provided for the case \( 0 < \alpha \leq 1 \). We only show that i-2), i.e., \( \mathcal{E}(\alpha)(u, u) < \infty, \forall u \in FC_{0}^{\infty} \) also holds when we make use of the additional assumption (2.11) with (2.12), i.e., of existence of a locally bounded probability density (cf. (2.12)), \( \rho(y \mid \sigma_{i'}) \) for \( \mu(dy \mid \sigma_{i'}) \), i.e., \( \mu(dy) \mid \sigma_{i'} = \rho(y \mid \sigma_{i'}) \) \( dy \), \( \mu - a.e. \). Under this assumption by applying Young’s inequality, we derive i-2) (cf. the formula given above (3.9), also cf. (3.6), (3.7) and (3.8)) as follows: For \( 1 < \alpha < 2 \), by the definition (2.8), we note that

\[
\Phi_{\alpha}(u, u; y_{i}, x_{i}, x \setminus x_{i}) = \Phi_{1}(u, u; y_{i}, x_{i}, x \setminus x_{i}) \cdot \frac{1}{|x_{i} - y_{i}|^{\alpha-1}}.
\]

Take a representative \( \tilde{u} \in C_{0}^{\infty}(\mathbb{R}^{n}) \) of \( u \in FC_{0}^{\infty} \), given by (3.15) below, and let \( I_{K_{i}} \) be the indicator function for a compact set \( K_{i} \) such that

\[
K_{i} \equiv \{ x \in \mathbb{R} : x = x' - x'', \ x', x'' \in U_{i} \},
\]

with

\[
U_{i} = \text{the closure of } \{ x_{i} \in \mathbb{R} : f(x_{1}, \ldots, x_{i-1}, x_{i}, x_{i+1}, \ldots, x_{n}) \neq 0 \}, \ i = 1, \ldots, n,
\]

where

\[
f \in C_{0}^{\infty}(\mathbb{R}^{n} \to \mathbb{R}), \quad \text{such that } \tilde{u}(x) = f \cdot \prod_{j \in \mathbb{N}} I_{\mathbb{R}}(x_{j}) \in FC_{0}^{\infty}.
\]

Also by the assumption (2.12), the probability density satisfies the following: for each \( i \in \mathbb{N} \) and the compact \( U_{i} \), there exists an \( 0 < L_{U_{i}, i} < \infty \), and for \( a.e. \ y \in \mathbb{R} \), with respect to the Lebesgue measure,

\[
I_{U_{i}, i}(y) \rho(y \mid \sigma_{i'}) \leq L_{U_{i}, i}, \quad \mu - a.e..
\]

Hence by Young’s inequality (for the convolutions) we have the following bound: for \( i = 1, \ldots, n \),
\[
\sup_{x \in \mathbb{R}} \left| \int_{\mathbb{R}} \frac{I_{K_i}(x-y)}{|x-y|^{\alpha-1}} I_{U_i}(y) \rho(y|\sigma_i^{\epsilon}) dy \right| = L_{U_i,i} \left\| \frac{I_{K_i}}{|x|^{\alpha-1}} \right\|_{L^1(\mathbb{R})}, \quad \mu - a.e..
\]

(3.16)

For notational simplicity, let \( f(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n) \) be denoted by \( f(\cdot, x_i, \cdot) \).
Since, \( f(\cdot, x_i, \cdot) = f(\cdot, y_i, \cdot) = 0 \) for \( x_i \in U_i^c \) and \( y_i \in U_i^c \), we note that the following is true:

\[
(f(\cdot, x_i, \cdot) - f(\cdot, y_i, \cdot)) I_{U_i^c}(x_i) I_{U_i^c}(y_i) = 0.
\]

We then have the following evaluation for \( x_i \neq y_i \):

\[
I_{K_i}(x_i - y_i) \frac{(f(\cdot, x_i, \cdot) - f(\cdot, y_i, \cdot))^2}{|x_i - y_i|^{\alpha+1}} = I_{K_i}(x_i - y_i) \frac{(f(\cdot, x_i, \cdot) - f(\cdot, y_i, \cdot))^2}{|x_i - y_i|^{\alpha+1}} \times \{I_{U_i}(x_i) I_{U_i}(y_i) + I_{U_i^c}(x_i) I_{U_i^c}(y_i) + I_{U_i}(x_i) I_{U_i^c}(y_i) + I_{U_i^c}(x_i) I_{U_i}(y_i)\}
\]

\[
= I_{K_i}(x_i - y_i) \frac{(f(\cdot, x_i, \cdot) - f(\cdot, y_i, \cdot))^2}{|x_i - y_i|^2} \frac{1}{|x_i - y_i|^{\alpha-1}} \times \{I_{U_i}(x_i) I_{U_i}(y_i) + I_{U_i^c}(x_i) I_{U_i^c}(y_i) + I_{U_i}(x_i) I_{U_i^c}(y_i) + I_{U_i^c}(x_i) I_{U_i}(y_i)\}
\]

\[
\leq \left( \sup_{0 < \theta < 1} |f_{x_i}(\cdot, x_i + \theta(y_i - x_i), \cdot)|^2 \right) I_{K_i}(x_i - y_i) \frac{1}{|x_i - y_i|^{\alpha-1}} \times \{I_{U_i}(x_i) I_{U_i}(y_i) + I_{U_i^c}(x_i) I_{U_i^c}(y_i) + I_{U_i}(x_i) I_{U_i^c}(y_i) + I_{U_i^c}(x_i) I_{U_i}(y_i)\},
\]

(3.17)

in the above and below we denoted \( \frac{\partial f}{\partial x_i} = f_{x_i} \). From (3.17), by making use of (3.16) we have that

\[
\int_S \{ \int_{x_i \neq y_i} I_{K_i}(x_i - y_i) \frac{(f(\cdot, x_i, \cdot) - f(\cdot, y_i, \cdot))^2}{|x_i - y_i|^{\alpha+1}} \rho(x_i|\sigma_i^{\epsilon}) \rho(y_i|\sigma_i^{\epsilon}) dx_i dy_i \} \mu(dx)
\]

\[
\leq 3 \left( \sup_{0 < \theta < 1} |f_{x_i}(\cdot, x_i + \theta(y_i - x_i), \cdot)|^2 \right) \int_S \int_{\mathbb{R}} L_{U_i,i} \left\| \frac{I_{K_i}}{|x|^{\alpha-1}} \right\|_{L^1(\mathbb{R})} \rho(x_i|\sigma_i^{\epsilon}) dx_i dy_i \mu(dx)
\]

\[
= 3 \left( \sup_{0 < \theta < 1} |f_{x_i}(\cdot, x_i + \theta(y_i - x_i), \cdot)|^2 \right) L_{U_i,i} \left\| \frac{I_{K_i}}{|x|^{\alpha-1}} \right\|_{L^1(\mathbb{R})}.
\]

(3.18)

Moreover, for \( \tilde{u} \in \mathcal{F}C_0^\infty \) given by (3.15) with \( f \) satisfying \( f \neq 0 \), since \( f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}) \) for some \( n \in \mathbb{N} \), for each \( i = 1, \ldots, n \), there exists \( m_i > 0 \) and it holds that \( K_i^c \subset \{ x : |x| \geq m_i \} \subset \mathbb{R} \). Hence for each \( 1 < \alpha < 2 \) and \( i = 1, \ldots, n \), there exists an \( M_i' < \infty \) such that

\[
\frac{1}{|x_i - y_i|^{\alpha-1}} I_{K_i^c}(x_i - y_i) \leq M_i', \quad \forall x_i, y_i \in \mathbb{R}.
\]

(3.19)

In addition, by the definition (2.8), for each \( \tilde{u} \in \mathcal{F}C_0^\infty \) given by (3.15), there exists an \( M < \infty \) (cf. the formula given above (3.9)) and

\[
0 \leq \Phi_1(\tilde{u}, \tilde{u}; y_i, y_i', x \setminus x_i) \leq M, \quad \forall x \in S, \text{ and } \forall y_i, y_i' \in \mathbb{R}, i = 1, \ldots, n.
\]
By making use of this and (3.19), with (3.13), we also have that (cf. (3.18))

\[
\int_{S} \left\{ \int_{x_i \neq y_i} I_{K_i}(x_i - y_i) \frac{(f(\cdot, x_i, \cdot) - f(\cdot, y_i, \cdot))^2}{|x_i - y_i|^{\alpha+1}} \rho(x_i|\sigma_i^c) \rho(y_i|\sigma_i^c) \, dx_i \, dy_i \right\} \mu(dx)
\leq M \cdot M'.
\]  
(3.20)

From (3.20) and (3.18), by the symmetric expression (2.13) we see that

\[
E_i(\alpha)(\tilde{u}, \tilde{u}) < \infty, \quad \forall i \in \mathbb{N},
\]

(cf. (4.64) in Sect. 4, for similar detailed evaluation) and

\[
E_i(\alpha)(\tilde{u}, \tilde{u}) < \infty
\]

(in fact, for only a finite number of \( i \in \mathbb{N} \), \( E_i(\alpha)(\tilde{u}, \tilde{u}) \neq 0 \), cf. also (2.10)) for any \( \tilde{u} \in \mathcal{F}_C^\infty \) given by (3.15). Since i-1) holds for \( 1 < \alpha < 2 \), passing through the same argument as for the case where \( 0 < \alpha \leq 1 \), we have i-2) for \( 1 < \alpha < 2 \).

\[\square\]

**Remark 3.**

(i) The condition (2.12) can be substituted by a general abstract condition that is an analogue of (2.1) of [49] given for the finite dimensional cases.

(ii) For each \( 0 \leq \alpha < 2 \), by using the formulas (2.9), if we define a quadratic form \( \overline{E}_\alpha \) on \( L^2(S; \mu) \) (cf. (2.10)) such that

\[
\overline{E}_\alpha(u, v) = \sum_{i \in \mathbb{N}} E_i(\alpha)(u, v), \quad u, v \in \mathcal{D}(\overline{E}_\alpha),
\]  
(3.21)

where \( \mathcal{D}(\overline{E}_\alpha) \) is the domain of \( \overline{E}_\alpha \) defined by

\[
\mathcal{D}(\overline{E}_\alpha) \equiv \{ u \in L^2(S; \mu) : \overline{E}_\alpha(u, u) < \infty \},
\]  
(3.22)

then, by the same arguments as for the proof of Theorem 1, it is possible to see that \( \overline{E}_\alpha \) with the domain \( \mathcal{D}(\overline{E}_\alpha) \) on \( L^2(S; \mu) \) is a closed form. But it is not guaranteed that \( \mathcal{D}(\overline{E}_\alpha) \) includes \( \mathcal{F}_C^\infty \) as its dense subset, and hence for \( \overline{E}_\alpha \), the Markovian property (cf. Theorem 1-ii) and (3.1)) and the quasi regularity (cf. next section) can not be discussed through a standard argument (cf. e.g., section 1.2 of [46]). Moreover it may happen that \( \mathcal{D}(\overline{E}_\alpha) = \{0\} \), where 0 is the \( \mu \) equivalent class of measurable functions \( f = 0, \mu - a.e. \).

4. **Strict Quasi-regularity**

In this section, we give sufficient conditions (cf. Theorem 2 and Theorem 3 below) under which the Dirichlet forms (i.e. the closed Markovian symmetric forms) in the previous section are strictly quasi-regular (cf., [29–31] and section IV-3 of [69]).

Denote by \( (E_\alpha, D(E_\alpha)) \) the Dirichlet form on \( L^2(S; \mu) \), with the domain \( D(E_\alpha) \) defined through Theorem 1 in the previous section, obtained as the closed extension of the closable Markovian symmetric form \( E_\alpha \) of its restriction to \( \mathcal{F}_C^\infty \). We shall use the same notation \( E_\alpha \) for the closable form and the closed form.

Recall that the state space \( S \) is taken to be a Fréchet space, either a weighted \( l^p \) space, \( l^p(\beta_i) \) defined by (2.1), or a weighted \( l^\infty \) space, \( l^\infty(\beta_i) \) defined by (2.2), or the direct product space \( \mathbb{R}^N \) defined by (2.3).

For each \( i \in \mathbb{N} \), we denote by \( X_i \) the random variable (i.e., measurable function) on \( (S, B(S), \mu) \), that represents the coordinate \( x_i \) of \( x = (x_1, x_2, \ldots) \), precisely,

\[
X_i : S \ni x \mapsto x_i \in \mathbb{R}.
\]  
(4.1)
By making use of the random variable $X_i$, we have the following probabilistic expression:
\[
\int_S I_B(x_i) \mu(dx) = \mu(X_i \in B), \quad \text{for } B \in \mathcal{B}(S).
\] (4.2)

**Theorem 2.** Let $0 < \alpha \leq 1$, and $(\mathcal{E}_\alpha, \mathcal{D}(\mathcal{E}_\alpha))$ be the closed Markovian symmetric form defined through Theorem 1.

(i) In the case where $S = l_p^{(\beta_i)}$, for some $1 \leq p < \infty$, as defined by (2.1), if there exists a positive sequence $\{\gamma_i\}_{i \in \mathbb{N}}$ such that $\sum_{i=1}^{\infty} \gamma_i^{-1} < \infty$ (i.e., $\{\gamma_i^{-1/\beta_i}\}_{i \in \mathbb{N}}$ is a positive $l_p$ sequence), and an $M_0 \in (0, \infty)$, and both
\[
\sum_{i=1}^{\infty} \left(\beta_i \gamma_i\right)^{\alpha+1/p} \cdot \mu\left(\beta_i^{1/p} |X_i| > M_0 \cdot \gamma_i^{-1/\beta_i}\right) < \infty,
\] (4.3)
\[
\mu\left(\bigcup_{M \in \mathbb{N}} \{ |X_i| \leq M \cdot \beta_i^{-1/\beta_i} \gamma_i^{-1/\beta_i}, \forall i \in \mathbb{N}\}\right) = 1,
\] (4.4)
hold, then $(\mathcal{E}_\alpha, \mathcal{D}(\mathcal{E}_\alpha))$ is a quasi-regular Dirichlet form.

(ii) In the case where $S = l_\infty^{(\beta_i)}$ as defined by (2.2), if there exists a sequence $\{\gamma_i\}_{i \in \mathbb{N}}$ such that $0 < \gamma_1 \leq \gamma_2 \leq \cdots \rightarrow \infty$, and an $M_0 \in (0, \infty)$, and both
\[
\sum_{i=1}^{\infty} (\beta_i \gamma_i)^{\alpha+1} \cdot \mu\left(\beta_i |X_i| > M_0 \cdot \gamma_i^{-1}\right) < \infty,
\] (4.5)
\[
\mu\left(\bigcup_{M \in \mathbb{N}} \{ |X_i| \leq M \cdot \beta_i^{-1} \gamma_i^{-1}, \forall i \in \mathbb{N}\}\right) = 1,
\] (4.6)
hold, then $(\mathcal{E}_\alpha, \mathcal{D}(\mathcal{E}_\alpha))$ is a quasi-regular Dirichlet form.

(iii) In the case where $S = \mathbb{R}^N$ as defined by (2.3), $(\mathcal{E}_\alpha, \mathcal{D}(\mathcal{E}_\alpha))$ is a quasi-regular Dirichlet form.

(iv) The forms $(\mathcal{E}_\alpha, \mathcal{D}(\mathcal{E}_\alpha))$ in the statements i), ii), iii) are strictly quasi-regular Dirichlet forms.

**Remark 4.** (i) Generally, for a real valued random variable $X$ on a probability space $(\Omega, \mathcal{F}, P)$ (denoting the expectations with respect to $P$ by $E[\cdot]$), for $1 \leq r < \infty$, the following Cebyshev type inequality holds:
\[
P\left( |X| > K \right) < \frac{E[|X|^r]}{K^r}
\] (4.7)
Thus, by denoting the expectations (i.e. the integrations) with respect to the measure $\mu$ by $E_\mu[\cdot]$, we see that the following inequality is a sufficient condition for (4.3):
\[
\sum_{i=1}^{\infty} E_\mu[|X_i|^2] \cdot (\beta_i \gamma_i)^{2(\alpha+1)/p} < \infty.
\] (4.8)
Similarly, by (4.7), we see that the following inequality is a sufficient condition for (4.5):
\[
\sum_{i=1}^{\infty} E_\mu[|X_i|^2] (\beta_i \gamma_i)^{2(\alpha+1)} < \infty.
\] (4.9)
(ii) In the case where \( S = \mathbb{R}^2 \), if the probability measure \( \mu \) is constructed through the Bochner-Minlos theorem, then the support property (4.4) of \( \mu \) can be discussed as part of the statements of the same theorem (cf. Theorem 5 and Examples in Sect. 5).

(iii) To prove Theorem 2, for each \( f \in C_0^\infty (\mathbb{R}^n \rightarrow \mathbb{R}) \) (for some \( n \in \mathbb{N} \)), the functions \( u(x) = f(x_1, \ldots, x_n) \prod_{i=1}^n I_{\mathbb{R}}(x_i) \), \( f_M \in \mathcal{D}(\mathcal{E}(\alpha)) \) (see (4.43) below), which is a function having a compact support in \( S \), is defined by (4.27) below, and \( f_{M,k} \) defined by (4.36) below, which is a continuous function on \( S \), play the crucial roles. For the infinite dimensional topological vector spaces \( S \), any compact set in \( S \) can not have an interior (cf., e.g., Theorem 9.2 in [91]), and hence \( f_M \) is not a continuous function on \( S \), but under the condition (4.4) or (4.6) it will be proven that \( f_M \in \mathcal{D}(\mathcal{E}(\alpha)) \) and \( f_M \) approximates \( u \) arbitrarily with respect to the norm \( \| \cdot \|_{L^2(S;\mu)} + \sqrt{\mathcal{E}(\alpha)} \) as \( M \rightarrow \infty \) (see (4.43) and (4.46)).

We prepare the following Lemma 1, that is the Lemma 2.12 in section I-2 of [69], by which the proof of Theorem 2 will follow. Here we quote it in a simplified way that is adapted to the present paper:

**Lemma 1.** For the closed form \( (\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha))) \) with the domain \( \mathcal{D}(\mathcal{E}(\alpha)) \) that is the closure of \( \mathcal{F} C_0^\infty \), a dense subset of \( L^2(S; \mu) \) (cf. Remark 1), defined by Theorem 1, the following holds: If a sequence \( \{u_n\}_{n \in \mathbb{N}} \), \( u_n \in \mathcal{D}(\mathcal{E}(\alpha)), n \in \mathbb{N} \) satisfies

\[
\sup_{n \in \mathbb{N}} \mathcal{E}(\alpha)(u_n, u_n) < \infty, \quad \text{and} \quad \lim_{n \rightarrow \infty} u_n = u, \quad \text{in} \ L^2(S; \mu),
\]

then

\[
u \in \mathcal{D}(\mathcal{E}(\alpha)) \quad \text{and} \quad \mathcal{E}(\alpha)(u, u) \leq \liminf_{n \rightarrow \infty} \mathcal{E}(\alpha)(u_n, u_n). \quad (4.10)
\]

Moreover, there exists a subsequence \( \{u_{n_k}\}_{k \in \mathbb{N}} \) of \( \{u_n\}_{n \in \mathbb{N}} \) such that its Cesàro mean

\[
w_n = \frac{1}{n} \sum_{k=1}^{n} u_{n_k} \rightarrow u \quad \text{in} \ \mathcal{D}(\mathcal{E}(\alpha))
\]

with respect to the norm \( \| \cdot \|_{L^2(S;\mu)} + \sqrt{\mathcal{E}(\alpha)} \) as \( n \rightarrow \infty \). \quad (4.11)

**Proof of Theorem 2.** We have to verify that the Dirichlet forms \( (\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha))) \) satisfy the definition of quasi-regularity given by Definition 3.1 in section IV-3 of [69]. Namely, by using the same notions as in [69], we have to certify that the following i), ii) and iii) are satisfied by \( (\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha))) \):

(i) There exists an \( \mathcal{E}(\alpha) \)-nest \( (\mathcal{D}(M))_{M \in \mathbb{N}} \) consisting of compact sets.

(ii) There exists a subset of \( \mathcal{D}(\mathcal{E}(\alpha)) \), that is dense with respect to the norm \( \| \cdot \|_{L^2(S;\mu)} + \sqrt{\mathcal{E}(\alpha)} \), and the elements of the subset have \( \mathcal{E}(\alpha) \)-quasi continuous versions.

(iii) There exists \( u_n \in \mathcal{D}(\mathcal{E}(\alpha)), n \in \mathbb{N}, \) having \( \mathcal{E}(\alpha) \)-quasi continuous \( \mu \)-versions \( \tilde{u}_n \), \( n \in \mathbb{N}, \) and an \( \mathcal{E}(\alpha) \)-exceptional set \( N \subset S \) such that \( \{\tilde{u}_n : n \in \mathbb{N}\} \) separates the points of \( S \setminus N \).

Also, the fact that the quasi-regular Dirichlet form \( (\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha))) \) is looked upon as a strictly quasi-regular Dirichlet form can be guaranteed by showing the following (see Proposition V-2.15 of [69]):

(iv) \( 1 \in \mathcal{D}(\mathcal{E}(\alpha)) \).
By Remark 1 and Theorem 1 in Sect. 2, the above ii) and iii) hold for $(E(\alpha), D(E(\alpha)))$: since $\mathcal{F}C_0^\infty \subset C(S \to \mathbb{R})$ by Remark 1-ii) and $D(E(\alpha))$ is the closure of $\mathcal{F}C_0^\infty$ by Theorem 1, we can take $\mathcal{F}C_0^\infty$ as the subset of $D(E(\alpha))$ mentioned in the above ii), also since $\mathcal{F}C_0^\infty$ separates the points $S$, we see that the above iii) holds.

Hence, we have only to show that the above i) and iv) hold for $(E(\alpha), D(E(\alpha)))$.

We start the proof of i). Equivalently (cf. Definition 2.1. in section III-2 of [69]), we have to show that there exists an increasing sequence $(D_M)_{M \in \mathbb{N}}$ of compact subsets of $S$ such that $\bigcup_{m \geq 1} D_m = S$ and a subset $D_m$ of $S$ such that $D_m$ contains the elements of which are functions with supports contained in $D_m$. For this, by Theorem 1, since $D(E(\alpha))$ is the closure of $\mathcal{F}C_0^\infty$, it suffices to show the following: there exists a sequence of compact sets

$$D_M \subset S, \quad M \in \mathbb{N} \quad (4.12)$$

and a subset $\tilde{D}(E(\alpha)) \subset L^2(S; \mu)$ that satisfies

$$\tilde{D}(E(\alpha)) \subset \bigcup_{M \geq 1} D(E(\alpha)) D_M; \quad (4.13)$$

and, moreover, for any $u \in \mathcal{F}C_0^\infty$ there exists a sequence $\{u_n\}_{n \in \mathbb{N}}, u_n \in \tilde{D}(E(\alpha)), n \in \mathbb{N}$, such that

$$\lim_{n \to \infty} u_n = u \quad \text{in} \quad D(E(\alpha)), \quad (4.14)$$

with respect to the norm $\| \cdot \|_{L^2(S; \mu)} + \sqrt{E(\alpha)}$.

**Proof of** (4.13) and (4.14) for $S = l^p_{(\beta_i)}$, $1 \leq p < \infty$. We start from the proof of (4.13) and (4.14) by considering a suitable system $D_M, M \in \mathbb{N}$, of compact sets. Let $1 \leq p < \infty$ be fixed. For each $M \in \mathbb{N}$, define

$$D_M = \left\{ x \in l^p_{(\beta_i)} : \beta_i^{\frac{1}{p}} |x_i| \leq M \cdot \gamma_i^{-\frac{1}{p}}, i \in \mathbb{N} \right\}, \quad (4.15)$$

then $D_M$ is a compact set in $S = l^p_{(\beta_i)}$. This is proven through a standard argument as follows: Since $\{\gamma_i^{-1}\}_{i \in \mathbb{N}}$ is assumed to be a positive $l^1$ sequence, for any $\epsilon > 0$, there exists an $N_{M, \epsilon} \in \mathbb{N}$ and

$$\sum_{i = N_M, \epsilon + 1}^{\infty} \beta_i |x_i|^p \leq \sum_{i = N_M, \epsilon + 1}^{\infty} M^p \cdot \gamma_i^{-1} \leq \left(\frac{\epsilon}{3}\right)^p, \quad \forall x \in D_M. \quad (4.16)$$

Also, for any $x \in D_M$, it holds that (without loss of generality assuming that $0 < \gamma_i^{-1} \leq 1$)

$$\beta_i^{\frac{1}{p}} |x_i| \leq M, \quad \forall i = 1, \ldots, N_{M, \epsilon}, \quad (4.17)$$

In view of the above, we can construct an $\epsilon$-net of $D_M$ as follows: Take $\epsilon' = \frac{\epsilon}{3} \cdot (N_{M, \epsilon})^{-\frac{1}{p}}$, and for each $i \leq N_{M, \epsilon}$, set $x_{i, j}$ in order that

$$\beta_i^{\frac{1}{p}} x_{i, j} = -M + \epsilon' \cdot j, \quad j = 0, 1, \ldots, [2M \cdot \epsilon'^{-1}] + 1, \quad (4.18)$$
where \([y]\) denotes the greatest integer that is not greater than \(y \in \mathbb{R}\). Define finite elements \(x_{j_1,\ldots,j_{N_{M,e}}} \in l^p_{(\beta_i)}\) as follows:

\[
x_{j_1,\ldots,j_{N_{M,e}}} \equiv (x_{1,j_1}, x_{2,j_2}, \ldots, x_{N_{M,e},j_{N_{M,e}}}, 0, 0, \ldots) \in l^p_{(\beta_i)},
\]

\[
j_l = 0, 1, \ldots, \lfloor 2M \cdot \epsilon^{-1} \rfloor + 1, \quad l = 1, \ldots, N_{M,e}.
\]

(4.19)

On the other hand, by (4.17) and (4.18), for any \(\epsilon > 0\):

\[x = (x_1, x_2, \ldots, x_{N_{M,e}}, x_{N_{M,e}+1}, \ldots) \in D_M\]

(4.20)

there exists a vector \((x_1, j_1, x_2, j_2, \ldots, x_{N_{M,e}}, j_{N_{M,e}}) \in \mathbb{R}^{N_{M,e}}\) such that

\[|\beta_i^{1/p} x_i - \beta_i^{1/p} x_i, j| < \epsilon', \quad \forall i = 1, \ldots, N_{M,e}, \quad x_i \text{ as in (4.17), } x_i, j \text{ as in (4.18)}, \quad (4.21)\]

By combining (4.16) with (4.21), for any \(x \in D_M\) with the expression (4.20), there exists an \(x_{j_1,\ldots,j_{N_{M,e}}} \in l^p_{(\beta_i)}\) defined by (4.19), such that the following holds for any \(\epsilon > 0\):

\[
\|x - x_{j_1,\ldots,j_{N_{M,e}}} \|^p_{l^p_{(\beta_i)}} < \sum_{i=1}^{N_{M,e}} \beta_i |x_i - x_{i,j}|^p + \sum_{i=N_{M,e}+1}^{\infty} \beta_i |x_i|^p \leq \sum_{i=1}^{N_{M,e}} (\epsilon')^p + \left(\frac{\epsilon}{3}\right)^p \leq \left(\frac{\epsilon}{3}\right)^p + \left(\frac{\epsilon}{3}\right)^p < \epsilon^p.
\]

(4.22) shows that for any \(\epsilon > 0\) there exists a finite (cf. (4.19)) open covering of \(D_M\) such that

\[D_M \subset \bigcup_{j_1,\ldots,j_{N_{M,e}}} \left\{ x' \in l^p_{(\beta_i)} : \|x' - x_{j_1,\ldots,j_{N_{M,e}}} \|^p_{l^p_{(\beta_i)}} < \epsilon \right\}.
\]

(4.23)

Hence, for the subset \(D_M = l^p_{(\beta_i)}\), there exists an \(\epsilon\) net and it is totally bounded. Since, obviously, \(D_M\) is a closed set and since \(l^p_{(\beta_i)}\) is a complete metric space (cf. Remark 1-iii)), by Fréchet’s compactness criterion for complete metric spaces, we see that for each \(M \in \mathbb{N}\), \(D_M\) is a compact subset of \(l^p_{(\beta_i)}\).

Next, we proceed to define \(\tilde{D}(E_{(\gamma)})\) for which (4.13) and (4.14) hold. Let \(\eta(\cdot) \in C_0^\infty(\mathbb{R})\) be a function such that \(0 \leq \eta(x) \leq 1, \quad |\frac{d}{dx} \eta(x)| \leq 1, \quad \forall x \in \mathbb{R}\) and

\[
\eta(x) = \begin{cases} 
1, & |x| \leq 1; \\
0, & |x| \geq 3.
\end{cases}
\]

(4.24)

For each \(M \in \mathbb{N}\) and \(i \in \mathbb{N}\), let

\[
\eta_{M,i}(x) \equiv \eta \left( M^{-1} \cdot x \cdot \beta_i^{1/p} \cdot \frac{1}{\gamma_i} \right), \quad x \in \mathbb{R},
\]

(4.25)

then, by (4.15), (4.24) and (4.25), we see that

\[\text{supp} \left[ \prod_{i \geq 1} \eta_{M,i} \right] \subset D_{3M}, \quad M \in \mathbb{N}.
\]

(4.26)
For each \( f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}) \), \( n \in \mathbb{N} \), define
\[
f_M(x_1, \ldots, x_n, x_{n+1}, \ldots) \equiv f(x_1, \ldots, x_n) \cdot \prod_{i \geq 1} \eta_{M,i}(x_i), \quad \mathbf{x} = (x_1, x_2, \ldots) \in \mathbb{R}^N,
\]
and then define a subspace \( \hat{D}(\mathcal{E}(\alpha)) \subset L^2(S; \mu) \), that is the linear span of the family of \( f_M 's \), \( M \in \mathbb{N} \), \( f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}) \), \( n \in \mathbb{N} \), defined by (4.27), i.e., the space of finite linear combinations of \( f_M 's \) defined by (4.27):
\[
\hat{D}(\mathcal{E}(\alpha)) \equiv \text{the linear span of } \left\{ f_M, \ M \in \mathbb{N} : f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}), \ n \in \mathbb{N} \right\}.
\]
Note that \( \mathcal{F}C_0^\infty \) defined by (2.5) is expressed in a similar way as (4.27):
\[
\mathcal{F}C_0^\infty = \left\{ f(x_1, \ldots, x_n) \cdot \prod_{i \geq 1} I_{\mathbb{R}}(x_i) : f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}), \ n \in \mathbb{N} \right\},
\]
where \( I_{A}(x), A \in B(\mathbb{R}), \) denotes the indicator function. Then, for any \( f_M \), defined by (4.27), \( \text{supp} f_M \subset D_{M'} \) (cf. (4.26)) holds for all \( M' \geq 3M \). Thus, if we see that
\[
\hat{D}(\mathcal{E}(\alpha)) \subset \mathcal{D}(\mathcal{E}(\alpha)),
\]
and for any \( u \equiv f \cdot \prod_{i \geq 1} I_{\mathbb{R}}(x_i) \in \mathcal{F}C_0^\infty \subset \mathcal{D}(\mathcal{E}(\alpha)) \) (cf. (4.29)), there exists a sequence \( \{w_m\}_{m \in \mathbb{N}}, \ w_m \in \hat{D}(\mathcal{E}(\alpha)), m \in \mathbb{N} \), such that
\[
\lim_{m \to \infty} w_m = u \equiv f \cdot \prod_{i \geq 1} I_{\mathbb{R}}(x_i), \quad \text{in } \mathcal{D}(\mathcal{E}(\alpha)),
\]
then (4.13) and (4.14) are verified.

Let us show that (4.30) and (4.31) hold. For each \( M \in \mathbb{N} \). Denote (cf. (4.15) and (4.26))
\[
a_{M,i} \equiv M \gamma_i \quad \frac{1}{p} \quad \beta_i \quad \frac{1}{p}, \quad b_{M,i} \equiv 3M \gamma_i \quad \frac{1}{p} \quad \beta_i \quad \frac{1}{p}, \quad i \in \mathbb{N}.
\]
Below, we use simplified notations for the indicator functions such that, e.g., \( I_{\left[ -a_{M,i}, a_{M,i} \right] \left( y \right) } = I_{\left| y \right| \leq a_{M,i} } \) and \( I_{\left( a_{M,i}, b_{M,i} \right) \left( y \right) } = I_{a_{M,i} \leq y \leq b_{M,i} } \) and so on. From the definition of \( \eta \) (cf. (4.24) and (4.25)), since \( 0 \leq \eta_{M,i}(x) \leq 1 \) (\( \forall x \in \mathbb{R} \)), and by the mean value theorem, since for any \( x < y \), there exists a \( \theta \) in \( (0, 1) \) such that \( \eta_{M,i}(x) - \eta_{M,i}(y) = \eta_{M,i}'(x + \theta \cdot (y - x)) \cdot (y - x) \), we have the following bound for \( 0 < \alpha \leq 1 \):
\[
|\eta_{M,i}(x) - \eta_{M,i}(y)|^2 = |\eta_{M,i}(x) - \eta_{M,i}(y)|^{\alpha + 1} |\eta_{M,i}(x) - \eta_{M,i}(y)|^{1 - \alpha}
\leq 2^{1 - \alpha} |\eta_{M,i}(x) - \eta_{M,i}(y)|^{\alpha + 1}
\leq 2^{1 - \alpha} |\eta_{M,i}'(x + \theta \cdot (y - x))|^{\alpha + 1} \cdot |x - y|^{\alpha + 1}.
\]
By making use of this bound and noting that \( \eta_{M,i}(x) = \eta_{M,i}(y) = 1 \) for \( |x|, \ |y| \leq a_{M,i} \), from the definition (4.25) for \( \eta_{M,i}(x) \), we then have the following evaluation:
\[
\frac{\left( \eta_{M,i}(y) - \eta_{M,i}(x) \right)^2}{|y - x|^{\alpha + 1}} I_{\left| y \right| \leq a_{M,i}} I_{x \neq y}
\]
\[
\begin{align*}
&= \frac{(\eta_{M,i}(y) - \eta_{M,i}(x))^2}{|y - x|^{a+1}} \cdot (I_{|y| \leq a_{M,i}} I_{|x| \leq a_{M,i}} + I_{|y| \leq a_{M,i}} I_{-b_{M,i} \leq x < -a_{M,i}} \\
&\quad + I_{|y| \leq a_{M,i}} I_{a_{M,i} < x \leq b_{M,i}} + I_{|y| \leq a_{M,i}} I_{|x| > b_{M,i}}) I_{x \neq y} \\
&\leq 2^{1-\alpha} \left( \sup_{t \in \mathbb{R}} \left| \frac{d}{dt} \eta_{M,i}(t) \right|^{\alpha+1} \right) \cdot (I_{|y| > a_{M,i}} I_{x \neq y} \\
&\quad + I_{|y| \leq a_{M,i}} I_{a_{M,i} < x \leq b_{M,i}} + I_{|y| \leq a_{M,i}} I_{|x| > b_{M,i}}) I_{x \neq y} \\
&\leq 2^{1-\alpha} \left( \sup_{t \in \mathbb{R}} \left| \frac{d}{dt} \eta_{M,i}(t) \right|^{\alpha+1} \right) \cdot (I_{x < -a_{M,i}} + I_{a_{M,i} < x} + I_{|x| > b_{M,i}}) I_{x \neq y} \\
&\leq 2^{1-\alpha} 3(M^{-1} \gamma_1^{\frac{1}{p}} \beta_1^{\frac{1}{p}})^{\alpha+1} I_{|x| > a_{M,i}} I_{x \neq y}.
\end{align*}
\]

Similarly,
\[
\begin{align*}
&= \frac{(\eta_{M,i}(y) - \eta_{M,i}(x))^2}{|y - x|^{a+1}} \cdot (I_{-b_{M,i} \leq y < -a_{M,i}} + I_{a_{M,i} < y \leq b_{M,i}}) I_{x \neq y} \\
&\leq 2 \cdot 2^{1-\alpha} \left( \sup_{t \in \mathbb{R}} \left| \frac{d}{dt} \eta_{M,i}(t) \right|^{\alpha+1} \right) \cdot I_{|y| \geq a_{M,i}} I_{x \neq y} \\
&\leq 2^{2-\alpha} (M^{-1} \gamma_1^{\frac{1}{p}} \beta_1^{\frac{1}{p}})^{\alpha+1} I_{|y| > a_{M,i}} I_{x \neq y},
\end{align*}
\]

and
\[
\begin{align*}
&= \frac{(\eta_{M,i}(y) - \eta_{M,i}(x))^2}{|y - x|^{a+1}} \cdot I_{|y| > b_{M,i}} I_{x \neq y} \\
&\leq 2^{1-\alpha} \left( \sup_{t \in \mathbb{R}} \left| \frac{d}{dt} \eta_{M,i}(t) \right|^{\alpha+1} \right) \cdot I_{|y| > b_{M,i}} I_{x \neq y} \\
&\leq 2^{1-\alpha} (M^{-1} \gamma_1^{\frac{1}{p}} \beta_1^{\frac{1}{p}})^{\alpha+1} I_{|y| > a_{M,i}} I_{x \neq y}.
\end{align*}
\]

Next, for each \( f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}), \) \( n \in \mathbb{N}, \) define \( f_{M,k} \in \mathcal{F}C_0^\infty, \) \( k \geq n, \) (cf. (4.27) and (4.29)) as follows:
\[
f_{M,k}(x_1, \ldots, x_{n+1}, \ldots) \equiv f(x_1, \ldots, x_n) \cdot \prod_{i=1}^{k-n} \eta_{M,i}(x_i) \prod_{j \geq k+1} I_{\mathbb{R}}(x_j), \quad k \geq n.
\]

In the sequel for \( f_{M,k} \) defined through \( f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}), \) we assume, without mentioning it explicitly, that \( M \) is taken sufficiently large in order that the following holds:
\[
\text{supp}[f] \subset [-M \gamma_1^{\frac{1}{p}} \beta_1^{\frac{1}{p}}, +M \gamma_1^{\frac{1}{p}} \beta_1^{\frac{1}{p}}] \times \cdots \times [-M \gamma_n^{\frac{1}{p}} \beta_n^{\frac{1}{p}}, +M \gamma_n^{\frac{1}{p}} \beta_n^{\frac{1}{p}}].
\]

i.e., by (4.25), we assume that \( M \) is taken sufficiently large in order that \( \prod_{i=1}^{n} \eta_{M,i}(x_i) = 1 \) holds for \( (x_1, \ldots, x_n) \in \text{supp}[f]. \) Thus, to define \( f_{M,k} \) by (4.36), assume that \( M < \infty \) is taken sufficiently large and the following holds:
\[
f(x_1, \ldots, x_n) \cdot \prod_{i=1}^{n} \eta_{M,i}(x_i) = f(x_1, \ldots, x_n), \quad \forall (x_1, \ldots, x_n) \in \mathbb{R}^n.
\]
Let (cf. (4.29), and (4.36))

$$ u \equiv f \cdot \prod_{i \geq n+1} I_{\mathbb{R}}(x_i) \in \mathcal{F}C_0^\infty, $$

then, by this and (4.36) with the above equality, which holds for sufficiently large $M < \infty$, for $n \leq k$ we have

$$ \left( f_{M,k}(x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots, x_n, \ldots) - f_{M,k}(x_1, \ldots, x_{i-1}, y'_i, x_{i+1}, \ldots, x_n, \ldots) \right)^2 \leq (u(x_1, \ldots, x_{i-1}, y_i, x_{i+1}, \ldots, x_n, \ldots) - u(x_1, \ldots, x_{i-1}, y'_i, x_{i+1}, \ldots, x_n, \ldots))^2, $$

$$ \forall x \in \mathbb{R}^n, \forall y_i, y'_i \in \mathbb{R}, 1 \leq i \leq n. \quad (4.37) $$

By making use of (4.33), (4.34) and (4.35), we have the following evaluation for the quadratic form $\mathcal{E}(\alpha) \equiv \sum_{i \in \mathbb{N}} \mathcal{E}^{(i)}(\alpha)$, (cf. (2.10)), defined through $\mathcal{E}^{(i)}(\alpha)$ given by (2.13) in Remark 2, that is equivalent to the formula (2.9). For $k \geq n$, let $f_{M,k}$, be the function defined by (4.36) satisfying (4.37). Then for $1 \leq i \leq n$, since $\Phi_{\alpha}(f_{M,k}, f_{M,k}; y_i, y'_i, x \setminus x_i) \leq \Phi_{\alpha}(u, u; y_i, y'_i, x \setminus x_i)$, for all $y, y', x$, it holds that, for $1 \leq i \leq n$,

$$ \mathcal{E}^{(i)}(f_{M,k}, f_{M,k}) \leq \mathcal{E}^{(i)}(u, u), \quad (4.38) $$

also for $n+1 \leq i \leq k$, by (4.33), (4.34) and (4.35), with $C_{\alpha} \equiv 6 \cdot 2^{1-\alpha}$,

$$ \mathcal{E}^{(i)}(f_{M,k}, f_{M,k}) = \int_S (f(x_1, \ldots, x_n))^2 \cdot \prod_{j \geq n+1, j \neq i} (\eta_{M,j}(x_j))^2 \prod_{l \geq k+1} (I_{\mathbb{R}}(x_l))^2 \times \left\{ \int_{\mathbb{R}^2} I_{y_i \neq y'_i} \frac{1}{|y_i - y'_i|^{\alpha+1}} (\eta_{M,i}(y_i) - \eta_{M,i}(y'_i))^2 \mu(dy_i | \sigma_{i^c}) \mu(dy'_i | \sigma_{i^c}) \right\} \mu(dx) \leq C_{\alpha}(M^{-1} \frac{1}{y_i^{\alpha+1}} \beta_i \frac{1}{\beta_i})^{\alpha+1} \int_S (f(x_1, \ldots, x_n))^2 \prod_{j \neq i} I_{\mathbb{R}}(x_j) \left\{ \int_{\mathbb{R}} I_{|y_i| > a_{M,i}} \mu(dy_i | \sigma_{i^c}) \right\} \mu(dx) \leq C_{\alpha}(M^{-1} \frac{1}{y_i^{\alpha+1}} \beta_i \frac{1}{\beta_i})^{\alpha+1} \|f\|^2_{L^\infty} \int_S \left\{ \int_{\mathbb{R}} I_{|y_i| > a_{M,i}} \mu(dy_i | \sigma_{i^c}) \right\} \mu(dx) \leq C_{\alpha}(M^{-1} \frac{1}{y_i^{\alpha+1}} \beta_i \frac{1}{\beta_i})^{\alpha+1} \|f\|^2_{L^\infty} \mu(|x_i| > a_{M,i}), \quad (4.39) $$

and for $k+1 \leq i$, since $\Phi_{\alpha}(f_{M,k}, f_{M,k}; y_i, y'_i, x \setminus x_i) = 0$, for all $y, y', x$, by (4.36), for $k+1 \leq i$,

$$ \mathcal{E}^{(i)}(f_{M,k}, f_{M,k}) = 0. \quad (4.40) $$

By combining (4.38), (4.39) and (4.40), from (4.32), the definition of $a_{M,i}$, for $f_{M,k}$ defined through $f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R})$, $n \in \mathbb{N}$ we have

$$ \mathcal{E}^{(i)}(f_{M,k}, f_{M,k}) \leq \mathcal{E}^{(i)}(u, u) + C_{\alpha}(M^{-1} \frac{1}{y_i^{\alpha+1}} \beta_i \frac{1}{\beta_i})^{\alpha+1} \|f\|^2_{L^\infty} \cdot \mu\left(|x_i| > M\frac{1}{y_i^{\alpha+1}} \beta_i \frac{1}{\beta_i}\right), $$

for any $k \geq n$. \quad (4.41)

By (4.41), for $f_{M,k}$ defined through $f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R})$, $n \in \mathbb{N}$, in order to make the discussions simpler by taking $M$ satisfying both (4.37) and $M \geq M_0$ (cf. (4.3)),
since $\mu(|X_i| > MY_i^{-\frac{1}{p}} \beta_i^{-\frac{1}{q}})$ is a decreasing function of $M > 0$, we see that if the condition (4.3) of Theorem 2-i) is satisfied, then the following holds: There exists a constant $C_\alpha < \infty$ that does not depend on $M \geq M_0$ and
\[
\sup_{k \geq 1} \mathcal{E}(f_{M,k}, f_{M,k}) = \sup_{k \geq 1} \sum_{i \in \mathbb{N}} \mathcal{E}^{(i)}(f_{M,k}, f_{M,k}) \leq \mathcal{E}(u, u) + C_\alpha M^{-(\alpha+1)} \|f\|_{L^\infty}^2,
\]
(4.42)
for any sufficiently large $M$ by which satisfies (4.37) holds with $M \geq M_0$.

Since, by the definitions (4.27) and (4.36), $\lim_{k \to \infty} f_{M,k} = f_M$, $\mu$ - a.e., and by Lebesgue’s bounded convergence theorem $\lim_{k \to \infty} \|f_{M,k} - f_M\|_{L^2(S; \mu)} = 0$, (4.42) shows that the sequence $\{f_{M,k}\}_{k \in \mathbb{N}}$, $f_{M,k} \in \mathcal{F}C^\infty_0 \subset \mathcal{D}(\mathcal{E}(\alpha))$ satisfies the condition for (4.10) of Lemma 1. Hence, we conclude that for $f_M$ defined by (4.27) through $f \in \mathcal{C}^\infty_0(\mathbb{R}^n \to \mathbb{R})$, $n \in \mathbb{N}$, and the subspace $\tilde{\mathcal{D}}(\mathcal{E}(\alpha)) \subset L^2(S; \mu)$ defined by (4.28) the following is true (cf. (4.10)):
\[
f_M \in \mathcal{D}(\mathcal{E}(\alpha)), \quad \text{and} \quad \tilde{\mathcal{D}}(\mathcal{E}(\alpha)) \subset \mathcal{D}(\mathcal{E}(\alpha)),
\]
(4.43)
also by (4.42) (cf. (4.10)),
\[
\mathcal{E}(\alpha)(f_M, f_M) \leq \liminf_{k \to \infty} \mathcal{E}(\alpha)(f_{M,k}, f_{M,k}) \leq \mathcal{E}(\alpha)(u, u) + C_\alpha M^{-(\alpha+1)} \|f\|_{L^\infty}^2,
\]
(4.44)
for any sufficiently large $M$ by which satisfies (4.37) holds with $M \geq M_0$. (4.43) shows (4.30).

Finally, we apply the same arguments to the case of the sequence $\{f_M\}_{M \in \mathbb{N}}$, $f_M \in \mathcal{D}(\mathcal{E}(\alpha))$. From (4.44) we have
\[
\sup_{M \in \mathbb{N}} \mathcal{E}(\alpha)(f_M, f_M) < \infty.
\]
(4.45)
Moreover, by (4.15), (4.25) with (4.24) (cf. (4.26)), since
\[
A_M \equiv \{x : \prod_{i \geq 1} I_{\mathbb{R}}(x_i) - \prod_{i \geq 1} \eta_{M,i}(x_i) \neq 0\} = \{x : \exists i \in \mathbb{N}, \eta_{M,i}(x_i) \neq 1\}
\]
\[
\subset \{x : \exists i \in \mathbb{N}, |x_i| > MY_i^{-\frac{1}{p}} \beta_i^{-\frac{1}{q}}\} = \bigcup_{i \geq 1} \{x : |x_i| > MY_i^{-\frac{1}{p}} \beta_i^{-\frac{1}{q}}\},
\]
for $u \equiv f \cdot \prod_{i \geq 1} I_{\mathbb{R}}(x_i) \in \mathcal{F}C^\infty_0$ and $f_M$ defined by (4.27), we see that
\[
\|u - f_M\|_{L^2(S; \mu)} \leq \|f\|_{L^\infty} \int_S I_{A_M}(x) \mu(dx)
\]
\[
= \|f\|_{L^\infty} \mu\left( \bigcup_{i \geq 1} \{x : |x_i| > MY_i^{-\frac{1}{p}} \beta_i^{-\frac{1}{q}}\} \right) = \|f\|_{L^\infty} (1 - \mu(D_M)),
\]
But, under the condition (4.4), it holds that
\[
\limsup_{M \to \infty} (1 - \mu(D_M)) = 1 - \liminf_{M \to \infty} \mu(D_M) \leq 1 - \mu(\liminf_{M \to \infty} D_M)
\]
\[
= 1 - \mu(\bigcup_{M \in \mathbb{N}} D_M) = 0.
\]
Thus, \( \lim_{M \to \infty} \| f_M - u \|_{L^2(S, \mu)} = 0 \), and hence (4.45) shows that the sequence \( \{ f_M \}_{M \in \mathbb{N}} \), \( f_M \in \mathcal{D}(\mathcal{E}(\alpha)) \) satisfies the condition for (4.10) of Lemma 1. Then, by (4.11), the second assertion of Lemma 1, shows that there exists a subsequence \( \{ f_M \}_{l \in \mathbb{N}} \) of \( \{ f_M \}_{M \in \mathbb{N}} \) such that the Cesàro mean

\[
w_m \equiv \frac{1}{m} \sum_{i=1}^{m} (f_M) \to u \equiv f \cdot \prod_{i \geq 1} I_{\mathbb{R}}(x_i) \quad \text{in} \quad \mathcal{D}(\mathcal{E}(\alpha)) \quad \text{as} \quad n \to \infty. \quad (4.46)
\]

This shows (4.31). Since, as we have mentioned before, from the definition (4.28) and by (4.43), \( w_m \in \mathring{\mathcal{D}}(\mathcal{E}(\alpha)) \subset \mathcal{D}(\mathcal{E}(\alpha)) \) holds, (4.43) and (4.46) verify (4.13) and (4.14), respectively. This complete the proof of Theorem 2-i), for the case \( S = l^p(\beta_i), 1 \leq p < \infty \).

**Proof of (4.13) and (4.14) for \( S = l^\infty(\beta_i) \).** The same arguments, through which (4.13) and (4.14) are verified for the case where \( S = l^p(\beta_i), 1 \leq p < \infty \), can be applied to the case where \( S = l^\infty(\beta_i) \) as defined by (2.2). Namely, for \( S = l^\infty(\beta_i) \), a definition of the compact set \( D_M \) corresponding to (4.15) is

\[
D_M \equiv \left\{ x \in l^\infty(\beta_i) : \beta_i |x_i| \leq M \cdot \gamma^{-1}_i, \ i \in \mathbb{N} \right\}, \quad M \in \mathbb{N}, \quad (4.47)
\]

where \( \{ \gamma_i \}_{i \in \mathbb{N}} \) is any sequence such that \( 0 < \gamma_1 \leq \gamma_2 \leq \cdots \to \infty \), and the evaluation corresponding to (4.41) is

\[
\mathcal{E}_{(\alpha)}^{(i)}(f_M, f_M) \leq \mathcal{E}_{(\alpha)}^{(i)}(u, u) + C_\alpha \left( M^{-1} \gamma_i \beta_i \right)^{\alpha+1} \| f \|_{L^\infty} \cdot \mu \left( |X_i| > M \gamma_i^{-1} \beta_i^{-1} \right),
\]

for any \( k \geq n \). \quad (4.48)

Passing through the same arguments by which (4.46) is derived (cf. (4.45)), under the conditions (4.5) with (4.6), we can prove (4.13) and (4.14) for \( S = l^\infty(\beta_i) \), and Theorem 2-ii) follows.

**Proof of (4.13) and (4.14) for \( S = \mathbb{R}^N \).** Similar to the above, the same arguments, through which (4.13) and (4.14) are verified for the case where \( S = l^p(\beta_i), 1 \leq p < \infty \), can be applied to the case where \( S = \mathbb{R}^N \) defined by (2.3). Namely, for \( S = \mathbb{R}^N \), a definition of the compact set \( D_M \) corresponding to (4.15) is

\[
D_M \equiv \left\{ x \in \mathbb{R}^N : |x_i| \leq M \cdot \gamma_i, \ i \in \mathbb{N} \right\}, \quad M \in \mathbb{N}, \quad (4.49)
\]

where \( \{ \gamma_i \}_{i \in \mathbb{N}} \) is any sequence such that \( \gamma_i > 0, \forall i \in \mathbb{N} \), and the evaluation corresponding to (4.41) is

\[
\mathcal{E}_{(\alpha)}^{(i)}(f_M, f_M) \leq \mathcal{E}_{(\alpha)}^{(i)}(u, u) + C_\alpha \left( M^{-1} \gamma_i^{-1} \right)^{\alpha+1} \| f \|_{L^\infty}^2 \cdot \mu \left( |X_i| > M \gamma_i \right), \ k \geq n.
\]

(4.50)

For the probability distribution of the real valued random variable \( X_i \), since

\[
\mu \left( |X_i| > M \gamma_i \right) \leq 1, \quad \forall i \in \mathbb{N}, \quad \forall M \geq 0, \quad \forall \gamma_i \geq 0, \quad (4.51)
\]

by taking \( \gamma_i \equiv i, \ i \in \mathbb{N} \), in (4.50), then from (4.50) and (4.51) we see that, for any \( f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}), n \in \mathbb{N} \),

\[
\mathcal{E}_{(\alpha)}(f_M, f_M) \leq \mathcal{E}_{(\alpha)}(u, u) + C_\alpha M^{-\alpha+1} \sum_{i=1}^{\infty} i^{-(\alpha+1)} < \infty, \quad \forall M \in \mathbb{N}.
\]
Thus, by passing through the same arguments by which (4.46) is derived (cf. (4.45)), we prove (4.13) and (4.14) for $S = \mathbb{R}^\mathbb{N}$, and Theorem 2-iii) follows.

Next, let us prove iv). The point iv) is assured when we show that $1 \in D(E_\alpha)$. The proof is common to all the state spaces we are considering, namely $l^p_{(\beta_i)} \cap l^\infty_{(\beta_i)} \subset \mathbb{R}^\mathbb{N}$.

Take $\eta \in C_0^\infty(\mathbb{R} \rightarrow \mathbb{R})$ as (4.24), namely let $\eta$ be such that $\eta(x) \geq 0$, $|\frac{d}{dx}\eta(x)| \leq 1$ for $x \in \mathbb{R}$, and $\eta(x) = 1$ for $|x| < 1$; $\eta(x) = 0$ for $|x| > 3$, and define $u_M(x_1, x_2, \ldots) \equiv \eta(x_1 \cdot M^{-1}) \prod_{i \geq 2} I_{\mathbb{R}}(x_i) \in FC_0^\infty \subset D(E_\alpha)$ for each $M \in \mathbb{N}$. Then, for $0 < \alpha \leq 1$, by (2.8) (cf. (4.33)-(4.35)), for any sufficiently large $M$, $0 \leq \Phi_\alpha(u_M \cdot u_M; y_1, y_1', x \setminus x_1) \leq 1$, for all $y_1, y_1' \in \mathbb{R}$ and all $x \in S$, and for $i \neq 1$, $\Phi_\alpha(u_M \cdot u_M; y_i, y_i', x \setminus x_i) = 0$ for all $y_i, y_i' \in \mathbb{R}$ and all $x \in S$, we see that (using (2.9) and (2.10) and estimates similar to those in (4.33)-(4.35)) $\sup_{M \in \mathbb{N}} E_\alpha(u_M, u_M) < \infty$. Since, $\lim_{M \rightarrow \infty} u_M(x) = 1 = \prod_{i \geq 1} I_{\mathbb{R}}(x_i)$ pointwise, and also in $L^2(S; \mu)$, it follows from the first part of Lemma 1 that we have $1 \in D(E_\alpha)$.

This completes the proof of Theorem 2. \hfill \square

In the case where $1 < \alpha < 2$, for the quasi-regularity of the Dirichlet form $(E_\alpha, D(E_\alpha))$ considered in Theorem 1, the following Theorem 3 holds:

**Theorem 3.** Let $1 < \alpha < 2$. Suppose that the assumption (2.11) with (2.12) hold. Let $(E_\alpha, D(E_\alpha))$ be the closed Markovian symmetric form defined at the beginning of this section through Theorem 1. Then the following statements hold:

(i) In the case where $S = l^p_{(\beta_i)}$, for some $1 \leq p < \infty$, as defined by (2.1), suppose that (4.4) holds and that there exists a positive $l^1$ sequence $\{\gamma_i\}_{i \in \mathbb{N}}$ and an $M_0 \in (0, \infty)$, such that

$$\sum_{i=1}^{\infty} \left(\beta_i \gamma_i \right)^{1/p} \mu\left(\beta_i^{1/p} |X_i| > M_0 \cdot \gamma_i^{-1/p}\right) < \infty,$$

(4.52)

holds. Also suppose that

$$\sup_{M \geq M_0} M^{-\alpha} \sum_{i=1}^{\infty} L_{M,i} \cdot \left(\beta_i \gamma_i \right)^{1/p} \mu\left(\beta_i^{1/p} |X_i| > M \cdot \gamma_i^{-1/p}\right) < \infty,$$

(4.53)

holds, where for each $M < \infty$ and $i \in \mathbb{N}$, $L_{M,i}$ is the bound, assumed in assumption (2.12), for the conditional probability density $\rho$ corresponding to the compact set

$$K(M, i) \equiv \left[-3M \cdot \beta_i \gamma_i^{-1/p}, 3M \cdot \beta_i^{-1/p} \gamma_i^{-1/p}\right] \subset \mathbb{R}.$$

Then $(E_\alpha, D(E_\alpha))$ is a strictly quasi-regular Dirichlet form.

(ii) In the case where $S = l^\infty_{(\beta_i)}$, as defined by (2.2), suppose that (4.6) holds, and that there exists a sequence $\{\gamma_i\}_{i \in \mathbb{N}}$ such that $0 < \gamma_1 \leq \gamma_2 \leq \cdots \rightarrow \infty$ and an $0 < M_0 < \infty$, and

$$\sum_{i=1}^{\infty} \left(\beta_i \gamma_i \right)^{1/p} \mu\left(\beta_i |X_i| > M_0 \cdot \gamma_i^{-1}\right) < \infty,$$

(4.54)

holds. Also suppose that

$$\sup_{M \geq M_0} M^{-\alpha} \sum_{i=1}^{\infty} L_{M,i} \cdot \left(\beta_i \gamma_i \right)^{1/p} \mu\left(\beta_i |X_i| > M \cdot \gamma_i^{-1}\right) < \infty,$$

(4.55)

holds.
holds, where for each $M < \infty$ and $i \in \mathbb{N}$, $L_{M,i}$ is the bound, assumed in assumption (2.12), for the conditional probability density $\rho$ corresponding to the compact set

$$K(M, i) \equiv \left[ -3M \cdot \beta_i^{-1} \gamma_i^{-1}, 3M \cdot \beta_i^{-1} \gamma_i^{-1} \right] \subset \mathbb{R}. $$

Then $(\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))$ is a strictly quasi-regular Dirichlet form.

(iii) In the case where $S = \mathbb{R}^N$ as defined by (2.3), suppose that there exists a sequence $\{\gamma_i\}_{i \in \mathbb{N}}$ such that $0 < \gamma_i, \forall i \in \mathbb{N}$, and

$$\sup_{M \geq M_0} \sum_{i=1}^{\infty} L_{M,i} \cdot \gamma_i^{-\alpha} \cdot \mu \left( |X_i| > M \cdot \gamma_i \right) < \infty, \quad (4.56)$$

holds, where for each $i \in \mathbb{N}$, $L_{M,i}$ is the bound, assumed in assumption (2.12), for the conditional probability density $\rho$ corresponding to the compact set

$$K(M, i) \equiv \left[ -6M \cdot \gamma_i, 6M \cdot \gamma_i \right] \subset \mathbb{R}. $$

Then $(\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))$ is a strictly quasi-regular Dirichlet form.

**Proof of Theorem 3.** We use the same notations and methods as in the proof of Theorem 2. To prove the quasi-regularity we have to verify (4.12), (4.13) and (4.14) for the case where $1 < \alpha < 2$. To prove the strictly part of the quasi-regular Dirichlet form we have then to verify in addition that $1 \in \mathcal{D}(\mathcal{E}(\alpha))$.

**Proof of (4.12), (4.13) and (4.14) for $S = l^p(\beta_i), 1 \leq p < \infty$.**

Since the compactness of $D_M$ is independent of $\alpha$, passing through the same argument between (4.15) and (4.31), we can verify (4.12), (4.13) and (4.14) by showing that (4.30) and (4.31) hold for $1 < \alpha < 2$.

For each $M \in \mathbb{N}$ and $i \in \mathbb{N}$, let $a_{M,i}$ and $b_{M,i}$ be the numbers defined by (4.32):

$$a_{M,i} \equiv \gamma_i^{-\frac{1}{p}}, \quad b_{M,i} \equiv 3\gamma_i^{-\frac{1}{p}}. $$

we note that, by (4.24) and (4.25), the following holds:

$$\eta_{M,i}(x) - \eta_{M,i}(y) = 0, \quad \forall (x, y) \in \mathcal{N}_{M,i}, \quad (4.57)$$

where

$$\mathcal{N}_{M,i} \equiv \{(x, y) : |x| \leq a_{M,i}, |y| \leq a_{M,i} \} \cup \{(x, y) : |x| > b_{M,i}, |y| > b_{M,i} \}. $$

Since

$$\mathbb{R}^2 \setminus \mathcal{N}_{M,i} \subset \left( \{(x, y) : |y| > a_{M,i}, |x| \leq b_{M,i} \} \cup \{(x, y) : |x| > a_{M,i}, |y| \leq b_{M,i} \} \right), $$

for each $M \in \mathbb{N}$ and $i \in \mathbb{N}$, (cf. (4.25)), by setting

$$K_{M,i} \equiv \left[ -6M \gamma_i^{-\frac{1}{p}} \beta_i^{-\frac{1}{p}}, 6M \gamma_i^{-\frac{1}{p}} \beta_i^{-\frac{1}{p}} \right] \subset \mathbb{R}, \quad (4.58)$$

from (4.57) we have the following bound which is an analogue of (4.33), (4.34) and (4.35):
where and in the sequel, to simplify the notations, we denote, e.g., \(I_{(-\infty, -a_{M,i}) \cup (a_{M,i}, \infty)}(x)\) by \(I_{|x|>a_{M,i}}\), and \(I_{[-b_{M,i}, b_{M,i})}(y)\) by \(I_{|y| \leq b_{M,i}}\), respectively. Next, recall the assumption (2.11) with (2.12) for a bound of the conditional probability density \(\rho\) corresponding to a given compact set. In the present situation, there exists an \(L_{M,i} < \infty\) and for a.e. \(y \in \mathbb{R}\) with respect to the Lebesgue measure, such that

\[
\rho(y|\sigma_{i}^{c}) \cdot I_{[-b_{M,i}, b_{M,i})}(y) \leq L_{M,i}, \quad \mu - a.e.
\]

Then, by applying Young’s inequality we have that (cf. also (3.16))

\[
\sup_{x \in \mathbb{R}} \left| \int_{\mathbb{R}} \frac{I_{K_{M,i}}(x-y)}{|x-y|^{\alpha-1}} \rho(y|\sigma_{i}^{c}) \cdot I_{[-b_{M,i}, b_{M,i})}(y) dy \right|
\]

\[
\leq L_{M,i} \frac{\|I_{K_{M,i}}\|_{\alpha^{-1}} \|L^{1}(\mathbb{R})\|}{2-\alpha} (6M_{y_{i}}^{-\frac{1}{\beta}} \beta_{i}^{-\frac{1}{\beta}})^{2-\alpha}, \quad \mu - a.e.
\]

Also by the definition of \(K_{M,i}\), we have that

\[
\frac{1}{|y_{i} - y'_{i}|^{\alpha-1}} I_{K_{M,i}}(y_{i} - y'_{i}) \leq \left(6^{-1}M^{-\frac{1}{\beta}} \beta_{i}^{-\frac{1}{\beta}}\right)^{2-\alpha}, \quad \forall y_{i}, y'_{i} \in \mathbb{R}
\]

where we used (4.58) explicitly. For the given \(f \in C^{\infty}_{0}(\mathbb{R}^{n} \rightarrow \mathbb{R})\), let us take \(M < \infty\) sufficiently large in order that (4.37) holds. Then, by (2.13) in Remark 2, (4.61) and (4.62), from (4.58), (4.59) and (4.60), the estimates corresponding to (4.38), (4.39) and (4.40), for the present value of \(\alpha\), are given as follows: or 1 \(\leq i \leq n\),

\[
\mathcal{E}^{(i)}_{(\alpha)}(f_{M,k}) \leq \mathcal{E}^{(i)}_{(\alpha)}(u, u)
\]

and for \(n + 1 \leq i \leq k\) (below, for the first inequality we use (4.59), for the second and third inequality we apply (4.61) and (4.62), also, to simplify the notations, we denote, e.g., \(I_{[-b_{M,i}, b_{M,i})}(y_{i})\) by \(I_{|y| \leq b_{M,i}}\),

\[
\mathcal{E}^{(i)}_{(\alpha)}(f_{M,k})
\]

\[
= \int_{S} (f(x_{1}, \ldots, x_{n}))^{2} \prod_{j=1}^{k} (\eta_{M,j}(x_{j}))^{2} \prod_{l \geq k+1} (I_{R}(x_{l}))^{2} \times \left\{ \int_{\mathbb{R}^{n-1}} (\frac{1}{|y_{i} - y'_{i}|^{\alpha-1}} I_{K_{M,i}}(y_{i} - y'_{i}) I_{[a_{M,i}, \infty)}(x_{i}) I_{b_{M,i}, \infty)}(x_{i}) \mu(dx_{i}) \right\}
\]

\[
\left(\mu(y_{i} | \sigma_{i}^{c}) \mu(y'_{i} | \sigma_{i}^{c}) \right) \leq 2\left(M^{-\frac{1}{\beta}} \beta_{i}^{-\frac{1}{\beta}}\right)^{2} \int_{S} (f(x_{1}, \ldots, x_{n}))^{2} \prod_{j \neq i} I_{R}(x_{j}) \times \left\{ \int_{\mathbb{R}^{n-1}} (\frac{1}{|y_{i} - y'_{i}|^{\alpha-1}} I_{K_{M,i}}(y_{i} - y'_{i}) I_{b_{M,i}, \infty)}(y_{i}) I_{|y| \leq b_{M,i}}(y_{i}) \mu(dy_{i} | \sigma_{i}) \mu(dy'_{i} | \sigma_{i}) \right\} \mu(dx_{i})
\]

\[
\leq 2\left(M^{-\frac{1}{\beta}} \beta_{i}^{-\frac{1}{\beta}}\right)^{2} \|f\|_{L^{\infty}}^{2} \left(\frac{\|I_{K_{M,i}}\|_{\alpha^{-1}}}{\|I_{R}\|_{\alpha^{-1}}} \ast \left(\rho(\cdot | \sigma_{i}^{c}) \cdot I_{|y| \leq b_{M,i}}\right)_{L^{\infty}(\mathbb{R})} + (6^{-1}M^{-\frac{1}{\beta}} \beta_{i}^{-\frac{1}{\beta}})^{a-1}\right)
\]
\[
\times \int_S \left\{ \int_{\mathbb{R}} I_{|\gamma|>a_M,i} \mu(d\gamma_i^1 | \sigma_i) \right\} \mu(dx) \\
\leq 2(M^{-1} \gamma_i^1 \beta_i^1 \sqrt{2})^2 \left\{ 2L_{M,i} \left( 6M \gamma_i^1 \beta_i^1 \sqrt{2} \right)^{2-a} + (6^{-1} M^{-1} \gamma_i^1 \beta_i^1 \sqrt{2})^{a+1} \right\} \|f\|_{L^\infty}^2 \mu(|x_i| > a_M,i).
\]
\[
= 2 \left\{ 2 \cdot 6^{2-a} L_{M,i} \left( M^{-1} \gamma_i^1 \beta_i^1 \right)^{1-\alpha} + 6^{1-\alpha} \left( M^{-1} \gamma_i^1 \beta_i^1 \right)^{\alpha+1} \right\} \|f\|_{L^\infty}^2 \mu(|x_i| > a_M,i).
\] (4.64)

also for \( k + 1 \leq i \),

\[
\mathcal{E}^{(i)}_{(\alpha)}(f_{M,k}, f_{M,k}) = 0,
\] (4.65)

respectively. By combining (4.63), (4.64) and (4.65), from (4.32), the definition of \( a_{M,i} \), for \( f_{M,k} \) defined through \( f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}) \), \( n \in \mathbb{N} \), we have

\[
\mathcal{E}^{(i)}_{(\alpha)}(f_{M,k}, f_{M,k}) \leq \mathcal{E}_{(\alpha)}^{(i)}(u, u) + 2 \left\{ 2 \cdot 6^{2-a} L_{M,i} \left( M^{-1} \gamma_i^1 \beta_i^1 \right)^{1-\alpha} + 6^{1-\alpha} \left( M^{-1} \gamma_i^1 \beta_i^1 \right)^{\alpha+1} \right\} \times \|f\|_{L^\infty}^2 \cdot \mu \left( |X_i| > M \gamma_i \beta_i \right), \quad \forall k \geq n.
\] (4.66)

By (4.66), for \( f_{M,k} \) defined through \( f \in C_0^\infty(\mathbb{R}^n \to \mathbb{R}) \), \( n \in \mathbb{N} \), in order to make the discussions simple by taking \( M \) satisfying both (4.37) and \( M \geq M_0 \) (cf. (4.52)), since \( \mu(|X_i| > M \gamma_i \beta_i \beta_i^1 \beta_i^{1-\alpha}) \) is a decreasing function of \( M > 0 \), we see that if the conditions (4.52) and (4.53) of Theorem 3-i) are satisfied, then the following analogue of (4.42) for the present value of \( \alpha \) holds:

\[
\sup_{k \geq 1} \mathcal{E}_{(\alpha)}(f_{M,k}, f_{M,k}) = \sum_{k \geq 1} \sum_{i \in \mathbb{N}} \mathcal{E}^{(i)}_{(\alpha)}(f_{M,k}, f_{M,k}) < \infty.
\] (4.67)

By repeating then the same discussions between (4.42) and (4.46) that have been performed for \( 0 < \alpha \leq 1 \), the proof of Theorem 3-i) is completed except for the “strictly” property, that we shall discuss below.

**Proof of (4.12), (4.13) and (4.14) for \( S = l^\infty(\beta_i) \), and for \( S = \mathbb{R}^N \).**

The proof for these cases can be done in exactly the same way for the case \( S = l^p_{(\beta_i)}, \mathbb{R}^N \), i.e., by the discussions between (4.57) and (4.67). Namely, by changing \( K_{M,i} \) of (4.58) to (cf. (4.47), (4.50))

\[
K_{M,i} \equiv \left[ -6M \cdot \beta_i^{-1} \gamma_i^{-1}, -6M \cdot \beta_i^{-1} \gamma_i^{-1} \right],
\] (4.68)

and (cf. (4.49), (4.50))

\[
K_{M,i} \equiv \left[ -6M \cdot \gamma_i, -6M \cdot \gamma_i \right],
\] (4.69)

respectively, similarly as in the proof of the corresponding points in Theorem 1, then through the same discussions as above, we deduce Theorem 3-ii), 3-iii), again except for the “strictly” property.

Next, let us prove that the quasi-regular Dirichlet forms \((\mathcal{E}_{(\alpha)}, \mathcal{D}(\mathcal{E}_{(\alpha)}))\) are actually strictly quasi-regular Dirichlet forms. As remarked in the proof of Theorem 2, for this it suffices to show that \( 1 \in \mathcal{D}(\mathcal{E}_{(\alpha)}) \) (see Proposition V-2.15 of [69]). The proof is common for every state space \( l^p_{(\beta_i)}, l^\infty_{(\beta_i)}, \mathbb{R}^N \), and for all \( 1 < \alpha < 2 \). Take \( \eta \in C_0^\infty(\mathbb{R} \to \mathbb{R}) \) as (4.24), namely let \( \eta \) be such that \( \eta(x) \geq 0, |d \eta(x)| \leq 1 \) for \( x \in \mathbb{R} \), and \( \eta(x) = 1 \) for
\[ |x| < 1; \eta(x) = 0 \text{ for } |x| > 3, \text{ and define } u_M(x_1, x_2, \ldots) = \eta(x_1 \cdot M^{-1}) \prod_{i \geq 2} I_\mathbb{R}(x_i) \in \mathcal{F}_\mathbb{C}^\infty \subset \mathcal{D}(\mathcal{E}(\alpha)) \text{ for each } M \in \mathbb{N}. \]

Then, we can set \( n = 0 \) and \( k = 1 \) in (4.64) and (4.65) (although the original argument of (4.64) and (4.65) was performed for \( n \in \mathbb{N} \), this extension to \( n = 0 \) is admissible), and we have

\[
\mathcal{E}^{(1)}_{(\alpha)}(u_M, u_M) \leq \left\{ \frac{6^{3-\alpha}}{2-\alpha} L_1(M^{-1} \gamma_1^p \beta_1^p)^{1/p} + 6^{2-\alpha}(M^{-1} \gamma_1^p \beta_1^p)^{\alpha+1} \right\} \times \mu(|x| > M \gamma_1^{-1/p} \beta_1^{-1/p})
\]

\[
\mathcal{E}^{(i)}_{(\alpha)}(u_M, u_M) = 0, \quad \forall i \geq 2.
\]

By this evaluation, under the assumptions (4.53), (4.55) or (4.56), it holds that

\[
\sup_{M \in \mathbb{N}} \mathcal{E}^{(\alpha)}(u_M, u_M) < \infty.
\]

Since, \( \lim_{M \to \infty} u_M(x) = 1 = \prod_{i \geq 1} I_\mathbb{R}(x_i) \) pointwise, and also in \( L^2(S; \mu) \), from the first part of Lemma 1 we get \( 1 \in \mathcal{D}(\mathcal{E}(\alpha)) \).

This completes the proof of Theorem 3. \( \square \)

5. Associated Markov Processes and a Standard Procedure of Application of Stochastic Quantizations on \( S' \)

Let \((\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))\), \(0 < \alpha < 2\), be the family of strictly quasi-regular Dirichlet forms on \( L^2(S; \mu) \) with a state space \( S \) (cf. (2.1), (2.2), (2.3)) defined by Theorems 2 and 3. We shall first apply the general results on strictly quasi-regular Dirichlet forms and associated Markov processes (see Theorem V-2.13 and Proposition V-2.15 of [69]) to our case. By the strictly quasi-regular Dirichlet form \((\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))\) there exists a properly associated \( S \)-valued Hunt process

\[
\mathcal{M} \equiv \left( \Omega, \mathcal{F}, (X_t)_{t \geq 0}, (P_x)_{x \in S_\Delta} \right).
\]

\( \Delta \) is a point adjoined to \( S \) as an isolated point of \( S_\Delta \equiv S \cup \{ \Delta \} \). Let \((T_t)_{t \geq 0}\) be the strongly continuous contraction semigroup associated with \((\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha)))\), and \((p_t)_{t \geq 0}\) be the corresponding transition semigroup of kernels of the Hunt process \((X_t)_{t \geq 0}\), then for any \( u \in \mathcal{F}_C^\infty \subset \mathcal{D}(\mathcal{E}(\alpha)) \) the following holds:

\[
\frac{d}{dt} \int_S (p_t u)(x) \, \mu(dx) = \frac{d}{dt} (T_t u, 1)_{L^2(S, \mu)} = \mathcal{E}(\alpha)(T_t u, 1) = 0.
\]

By this, we see that

\[
\int_S (p_t u)(x) \, \mu(dx) = \int_S u(x) \, \mu(dx), \quad \forall t \geq 0, \quad \forall u \in \mathcal{F}_C^\infty,
\]

and hence, by the density of \( \mathcal{F}_C^\infty \) in \( L^2(S; \mu) \),

\[
\int_S P_x(X_t \in B) \, \mu(dx) = \mu(B), \quad \forall B \in \mathcal{B}(S), \quad \forall t \geq 0.
\]

Thus, we have proven the following Theorem 4.
Theorem 4. Let $0 < \alpha < 2$, and let $(\mathcal{E}_\alpha, \mathcal{D}(\mathcal{E}_\alpha))$ be a strictly quasi-regular Dirichlet form on $L^2(S; \mu)$ that is defined through Theorems 2 or 3. Then to $(\mathcal{E}_\alpha, \mathcal{D}(\mathcal{E}_\alpha))$, there exists a properly associated $S$-valued Hunt process (cf. Definitions IV-1.5, 1.8 and 1.13 of [69] for its precise definition) $\mathbb{M}$ defined by (5.1), the invariant measure of which is $\mu$ (cf. (5.4)).

We introduce below a standard procedure of application of Theorems 1, 2, 3 and 4 to the problem of stochastic quantizations of Euclidean quantum fields, by means of the Hunt processes in Theorem 4. Mostly by the term stochastic quantization one understands methods to construct diffusion type Markov processes (with continuous trajectories) which possess as their invariant measures given probability measures $m$ associated to a given physical system (e.g., describing a statistical mechanical system or a quantum system, cf. [76] and [25–27]), with references therein. Often it is interesting to consider their analogues where $\mathbb{R}^d$ is replaced by the $d$-dimensional torus $\mathbb{T}^d$ (since they can be used to approximate the (Euclidean quantum) fields on $\mathbb{R}^d$). Moreover the original formulation of stochastic quantization can be naturally extended in the sense of asking for Markov processes having $m$ as invariant measure. Here, we realize such Markov processes by the Hunt processes associated with $(\mathcal{E}_\alpha, \mathcal{D}(\mathcal{E}_\alpha))$ given by theorem 4, which are infinite dimensional analogues of $\alpha$-stable processes on finite dimensional space (cf. (2.8), (2.9) and (2.10), for the definition of the corresponding forms $\mathcal{E}_\alpha$). At the end of the present section, examples based on Euclidean free fields, or the fields associated with the $\Phi_3^4$ and $\Phi_4^3$ models are indicated for $0 < \alpha \leq 1$.

Remark 5. Here we only briefly indicate the way these applications are obtained, detailed considerations on the individual examples of the Euclidean quantum field models, e.g., the fields constructed from convoluted generalized white noise (cf. [11]), and the free Euclidean field in all $\mathbb{R}^d$, the $P(\phi)_2$ field, the 2-dimensional fields with trigonometric and exponential potentials, and of other random fields, will be carried out in a subsequent paper ([A,Kaga,Kawa,Yah.Y 2021] part 2: the applications).

Euclidean (scalar) quantum fields are expressed as random fields on $S' \equiv S'(\mathbb{R}^d \to \mathbb{R})$, or $S'(\mathbb{T}^d \to \mathbb{R})$, the Schwartz space of real tempered distributions on the Euclidean space $\mathbb{R}^d$, or the $d$-dimensional torus $\mathbb{T}^d$, with $d \geq 1$ a given space-time dimension, respectively. Hence, each Euclidean quantum field is taken as a probability space $(S', \mathcal{B}(S'), \nu)$, where $\mathcal{B}(S')$ is the Borel $\sigma$-field of $S'$ and $\nu$ is a Borel probability measure on $S'$ (on $\mathbb{R}^d$, or on $\mathbb{T}^d$, invariant under the rigid natural transformations of $\mathbb{R}^d$, or $\mathbb{T}^d$, respectively, that correspond to the Euclidean group). In the construction the standard theorem through which probability measures $\nu$ are determined is the Bochner-Minlos theorem (cf. e.g., Section 3.2 of [58]).

Let us first recall the Bochner-Minlos theorem stated in a general framework. Let $E$ be a nuclear space (cf., e.g., Chapters 47-51 of [91]). Suppose in particular that $E$ is a countably Hilbert space, $E$ is characterized by a sequence of Hilbert norms $\| \|_n$, $n \in \mathbb{N} \cup \{0\}$ such that $\| 0 \| < \| 1 \| < \cdots < \| n \| < \cdots$. Let $E_n$ be the completion of $E$ with respect to the norm $\| \|_n$, then by definition $E = \bigcap_{n \geq 0} E_n$ and $E_0 \supset E_1 \supset \cdots \supset E_n \supset \cdots$. Define

$$E_n^* \equiv \text{the dual space of } E_n,$$

and assume the identification $E_0^* = E_0$.

then we have

$$E \subset \cdots \subset E_{n+1} \subset E_n \subset \cdots \subset E_0 = E_0^* \subset \cdots \subset E_n^* \subset E_{n+1}^* \subset \cdots \subset E^*.$$
Since $E$ is a nuclear space, for any $m \in \mathbb{N} \cup \{0\}$ there exists an $n \in \mathbb{N} \cup \{0\}$, $n > m$, such that the (canonical) injection $T^n_m : E_n \rightarrow E_m$ is a trace class (nuclear class) positive operator. The Bochner-Minlos theorem is given as follows:

**Theorem 5** (Bochner-Minlos Theorem). Let $C(\varphi)$, $\varphi \in E$, be a complex valued function on $E$ such that

(i) $C(\varphi)$ is continuous with respect to the norm $\| \cdot \|_m$ for some $m \in \mathbb{N} \cup \{0\}$;

(ii) (positive definiteness) for any $k \in \mathbb{N}$,

\[ \sum_{i,j=1}^{k} \bar{\alpha}_i \alpha_j C(\varphi_i - \varphi_j) \geq 0, \quad \forall \alpha_i \in \mathbb{C}, \forall \varphi_i \in E, \ i = 1, \ldots, k; \]

(where $\bar{\alpha}$ means complex conjugate of $\alpha$).

(iii) (normalization) $C(0) = 1$. Then, there exists a unique Borel probability measure $\nu$ on $E^*$ such that

\[ C(\varphi) = \int_{E^*} e^{i <\varphi, \varphi>} \nu(d\varphi), \quad \varphi \in E. \]

Moreover, for all $n > m$, if the (canonical) injection $T^n_m : E_n \rightarrow E_m$ is a Hilbert-Schmidt operator, then the support of $\nu$ is in $E^*_n$, where $< \cdot, \cdot > = E^* < \cdot, \cdot>_E$ is the dualization between $\phi \in E^*$ and $\varphi \in E$. \(\square\)

**Remark 6.** The assumption on the continuity of $C(\varphi)$ on $E$ given in i) of the above Theorem 5 can be replaced by the continuity of $C(\varphi)$ at the origin in $E$, which is equivalent to i) under the assumption that $C(\varphi)$ satisfies ii) and iii) in Theorem 5 (cf. e.g., [61]). Namely, under the assumption of ii) and iii), the following is equivalent to i): For any $\epsilon > 0$ there exists a $\delta > 0$ such that

\[ |C(\varphi) - 1| < \epsilon, \quad \forall \varphi \in E \text{ with } \|\varphi\|_m < \delta. \]

This can be seen as follows: Assume that ii) and iii) hold. For ii), let $k = 3$, $\alpha_1 = \alpha$, $\alpha_2 = -\alpha$, $\alpha_3 = \beta$, $\varphi_1 = 0$, $\varphi_2 = \varphi$ and $\varphi_3 = \psi + \varphi$, (for any $\alpha, \beta \in \mathbb{C}$, and any $\varphi, \psi \in E$) then by the assumption ii), the positive definiteness of $C$, we have

\[ \alpha \bar{\alpha} \cdot (2C(0) - C(\varphi) - C(-\varphi)) + \alpha \bar{\beta} \cdot (C(-\psi - \varphi) - C(-\psi)) + \bar{\alpha} \beta \cdot (C(\psi + \varphi) - C(\psi)) + \beta \bar{\beta} \cdot C(0) \geq 0. \]

By making use of the fact that $C(-\varphi) = \overline{C(\varphi)}$, which follows from ii), and the assumption iii), from the above inequality we have

\[ 0 \leq \det \left( \frac{2 - C(\varphi) - C(\varphi)}{C(\psi + \varphi) - C(\varphi)} \frac{C(\psi + \varphi) - C(\psi)}{1} \right). \]

From this it follows that

\[ |C(\psi + \varphi) - C(\psi)|^2 \leq 2 |C(\varphi) - 1|. \]

\(\square\)
By making use of the support property of $\nu$ by means of the Hilbert-Schmidt operators given by Theorem 5, we can present a framework by which Theorems 1, 2, 3 and 4 can be applied to the stochastic quantization of Euclidean quantum fields.

We first define an adequate countably Hilbert nuclear space $\mathcal{H}_0 \supset S(\mathbb{R}^d \to \mathbb{R}) \equiv S(\mathbb{R}^d)$, for a given $d \in \mathbb{N}$ (cf., e.g., Appendix A.3 of [58], Appendix 5 of [59] for the framework on nuclear countable Hilbert space). Let

$$\mathcal{H}_0 \equiv \left\{ f : \| f \|_{\mathcal{H}_0} = ((f, f)_{\mathcal{H}_0})^{1/2} < \infty, \; f : \mathbb{R}^d \to \mathbb{R}, \; \text{measurable} \right\} \supset S(\mathbb{R}^d),$$

(5.5)

where

$$(f, g)_{\mathcal{H}_0} \equiv (f, g)_{L^2(\mathbb{R}^d)} = \int_{\mathbb{R}^d} f(x)g(x) \, dx.$$ 

(5.6)

Let

$$H \equiv (|x|^2 + 1)^{\frac{d+1}{2}} (-\Delta + 1)^{\frac{d+1}{2}} (|x|^2 + 1)^{\frac{d+1}{2}},$$

$$H^{-1} \equiv (|x|^2 + 1)^{-\frac{d+1}{2}} (-\Delta + 1)^{-\frac{d+1}{2}} (|x|^2 + 1)^{-\frac{d+1}{2}},$$

(5.7) (5.8)

be the pseudo differential operators on $S'(\mathbb{R}^d \to \mathbb{R}) \equiv S'(\mathbb{R}^d)$ with $\Delta$ the $d$-dimensional Laplace operator. Note that $H^{-1}$ is strictly positive bounded and symmetric, hence self-adjoint in $L^2(\mathbb{R}^d)$. For each $n \in \mathbb{N}$, define

$$\mathcal{H}_n \equiv \text{the completion of } S(\mathbb{R}^d) \text{ with respect to the norm } \| f \|_n, \; f \in S(\mathbb{R}^d),$$

(5.9)

where $\| f \|^2_n \equiv (f, f)_n$ (in the case where $n = 1$, to denote the $\mathcal{H}_1$ norm we use the exact notation $\| \|_{\mathcal{H}_1}$, in order to avoid a confusion with the notation of some $L^1$ or $l^1$ norms) with the corresponding scalar product

$$(f, g)_n = (H^n f, H^n g)_{\mathcal{H}_0}, \quad f, g \in S(\mathbb{R}^d).$$

(5.10)

Moreover we define, for $n \in \mathbb{N}$

$$\mathcal{H}_{-n} \equiv \text{the completion of } S(\mathbb{R}^d) \text{ with respect to the norm } \| f \|_{-n}, \; f \in S(\mathbb{R}^d),$$

(5.11)

where $\| f \|^2_{-n} \equiv (f, f)_{-n}$, with

$$(f, g)_{-n} = ((H^{-1})^n f, (H^{-1})^n g)_{\mathcal{H}_0}, \quad f, g \in S(\mathbb{R}^d).$$

(5.12)

Then obviously, for $f \in S(\mathbb{R}^d)$,

$$\| f \|_n \leq \| f \|_{n+1}, \quad \| f \|_{-n-1} \leq \| f \|_{-n},$$

(5.13)

and by taking the inductive limit and setting $\mathcal{H} = \bigcap_{n \in \mathbb{N}} \mathcal{H}_n$, we have the following inclusions:

$$\mathcal{H} \subset \cdots \subset \mathcal{H}_{n+1} \subset \mathcal{H}_n \subset \cdots \subset \mathcal{H}_0 \subset \cdots \subset \mathcal{H}_{-n} \subset \mathcal{H}_{-n-1} \subset \cdots \subset \mathcal{H}^*.$$ 

(5.14)
The (topological) dual space of \( \mathcal{H}_n \) is \( \mathcal{H}_{-n} \), \( n \in \mathbb{N} \).
By the operator \( H^{-1} \) given by (5.8) on \( \mathcal{S}(\mathbb{R}^d) \) we can define, on each \( \mathcal{H}_n \), \( n \in \mathbb{N} \), the bounded symmetric (hence self-adjoint) operators

\[
(H^{-1})^k, \quad k \in \mathbb{N} \cup \{0\}
\]

(5.15)

(we use the same notations for the operators on \( \mathcal{S}(\mathbb{R}^d) \) and on \( \mathcal{H}_n \)). Hence, for the canonical injection

\[
T_{n+k}^n : \mathcal{H}_{n+k} \longrightarrow \mathcal{H}_n, \quad k, n \in \mathbb{N} \cup \{0\},
\]

(5.16)

it holds that

\[
\|T_{n+k}^n f\|_n = \|(H^{-1})^k f\|_{\mathcal{H}_0}, \quad \forall f \in \mathcal{H}_{n+k},
\]

where by a simple calculation by means of the Fourier transform, and by Young’s inequality, we see that for each \( n \in \mathbb{N} \cup \{0\} \), \( H^{-1} \) on \( \mathcal{H}_n \) is a Hilbert-Schmidt operator and hence \( (H^{-1})^2 \) on \( \mathcal{H}_n \) is a trace class operator.

Now, by applying to the strictly positive self-adjoint Hilbert-Schmidt (hence compact) operator \( H^{-1} \), on \( \mathcal{H}_0 = L^2(\mathbb{R}^d \rightarrow \mathbb{R}) \) the Hilbert-Schmidt theorem (cf., e.g., Theorem VI 16, Theorem VI 22 of [79]) we have that there exists an orthonormal base (O.N.B.) \( \{\varphi_i\}_{i \in \mathbb{N}} \) of \( \mathcal{H}_0 \) such that

\[
H^{-1} \varphi_i = \lambda_i \varphi_i, \quad i \in \mathbb{N},
\]

(5.17)

where \( \{\lambda_i\}_{i \in \mathbb{N}} \) are the corresponding eigenvalues such that

\[
0 < \cdots < \lambda_2 < \lambda_1 \leq 1, \quad \text{which satisfy} \quad \sum_{i \in \mathbb{N}} (\lambda_i)^2 < \infty, \quad \text{i.e.,} \quad \{\lambda_i\}_{i \in \mathbb{N}} \in l^2,
\]

(5.18)

and \( \{\varphi_i\}_{i \in \mathbb{N}} \) is indexed adequately corresponding to the finite multiplicity of each \( \lambda_i \), \( i \in \mathbb{N} \). By the definition (5.9), (5.10), (5.11) and (5.12) (cf. also (5.15)), for each \( n \in \mathbb{N} \cup \{0\} \),

\[
\{(\lambda_i)^n \varphi_i\}_{i \in \mathbb{N}} \quad \text{is an O.N.B. of} \ \mathcal{H}_n
\]

(5.19)

and

\[
\{(\lambda_i)^{-n} \varphi_i\}_{i \in \mathbb{N}} \quad \text{is an O.N.B. of} \ \mathcal{H}_{-n}
\]

(5.20)

Thus, by denoting \( \mathbb{Z} \) the set of integers, by the Fourier series expansion of functions in \( \mathcal{H}_m \), \( m \in \mathbb{Z} \) (cf. (5.9)–(5.12)), such that for \( f \in \mathcal{H}_m \), we have

\[
f = \sum_{i \in \mathbb{N}} a_i (\lambda_i^m \varphi_i), \quad \text{with} \quad a_i \equiv (f, (\lambda_i^m \varphi_i))_{\mathcal{H}_0}, \quad i \in \mathbb{N}
\]

(5.21)

(in particular for \( f \in \mathcal{S}(\mathbb{R}^d) \subset \mathcal{H}_m \), it holds that \( a_i = \lambda_i^{-m} (f, \varphi_i)_{\mathcal{H}_0} \)). Moreover we have

\[
\sum_{i \in \mathbb{N}} a_i^2 = \|f\|^2_{\mathcal{H}_m},
\]
that yields an isometric isomorphism \( \tau_m \) for each \( m \in \mathbb{Z} \) such that
\[
\tau_m : \mathcal{H}_m \ni f \mapsto (\lambda_i^m a_1, \lambda_i^m a_2, \ldots) \in l^2_{(\lambda_i^{−2m})},
\]
(5.22)
where \( l^2_{(\lambda_i^{−2m})} \) is the weighted \( l^2 \) space defined by (2.1) with \( p = 2 \), and \( \beta_i = \lambda_i^{−2m} \). Precisely, for \( f = \sum_{i \in \mathbb{N}} a_i (\lambda_i^m \varphi_i) \in \mathcal{H}_m \) and \( g = \sum_{i \in \mathbb{N}} b_i (\lambda_i^m \varphi_i) \in \mathcal{H}_m \), with \( a_i \equiv (f, (\lambda_i^m \varphi_i))_m, b_i \equiv (g, (\lambda_i^m \varphi_i))_m, i \in \mathbb{N} \), by \( \tau_m \) the following holds (cf. (5.19) and (5.20)):
\[
(f, g)_m = \sum_{i \in \mathbb{N}} a_i \cdot b_i = \sum_{i \in \mathbb{N}} \lambda_i^{−m}(\lambda_i^m a_i) \cdot \lambda_i^{−m}(\lambda_i^m b_i) = (\tau_m f, \tau_m g)_{l^2_{(\lambda_i^{−2m})}}.
\]
By the map \( \tau_m \) we can identify, in particular, the two systems of Hilbert spaces given by (5.23) and (5.24) through the following diagram:
\[
\cdots \mathcal{H}_2 \subset \mathcal{H}_1 \subset \mathcal{H}_0 = L^2(\mathbb{R}^d) \subset \mathcal{H}_1 \subset \mathcal{H}_2 \cdots ,
\]
(5.23)

\[
\cdots l^2_{(\lambda_i^{−4})} \subset l^2_{(\lambda_i^{−2})} \subset l^2 \subset l^2_{(\lambda_1^2)} \subset l^2_{(\lambda_2^4)} \cdots .
\]
(5.24)

Example 1. (The Euclidean free fields) Let \( \nu_0 \) be the Euclidean free field probability measure on \( S' \equiv S'(\mathbb{R}^d) \). Then, the (generalized) characteristic function \( C(\varphi) \) of \( \nu_0 \) in Theorem 5 is given by
\[
C(\varphi) = \exp(-\frac{1}{2}(\varphi, (−\Delta + m_0^2)^{−1}\varphi)_{L^2(\mathbb{R}^d)}), \quad \text{for } \varphi \in S(\mathbb{R}^d \to \mathbb{R}).
\]
(5.25)

Equivalently, \( \nu_0 \) is a centered Gaussian probability measure on \( S' \), the covariance of which is given by
\[
\int_{S'} \langle \varphi_1, \varphi_1 \rangle \cdot \langle \varphi, \varphi_1 \rangle \nu_0(d\varphi) = (\varphi_1, (−\Delta + m_0^2)^{−1}\varphi_2)_{L^2(\mathbb{R}^d)},
\]
for any \( \varphi_1, \varphi_2 \in S(\mathbb{R}^d \to \mathbb{R}), \)
(5.26)
where \( \Delta \) is the \( d \)-dimensional Laplace operator and \( m_0 > 0 \) (for \( d \geq 3 \), we can allow also \( m_0 = 0 \)) is a given mass for this scalar field (the coordinate process to \( \nu_0 \)). By (5.25), the functional \( C(\varphi) \) is continuous with respect to the norm of the space \( \mathcal{H}_0 = L^2(\mathbb{R}^d) \), and the kernel of \((−\Delta + m_0^2)^{−1}\), which is the Fourier inverse transform of \((|\xi|^2 + m_0^2)^{−1}\), \( \xi \in \mathbb{R}^d \), is explicitly given by Bessel functions (cf., e.g., section 2-5 of [72]). Then, by Theorem 5 and (5.16) the support of \( \nu_0 \) can be taken to be in the Hilbert spaces \( \mathcal{H}_{−n}, n \geq 1 \) (cf. (5.23) and (5.24)).

Let us apply Theorems 1, 2 and 4 with \( p = \frac{1}{2} \) to this random field. For a clarity of the discussion, we start the consideration from the case where \( \alpha = 1 \). Then, we shall state the corresponding results for the cases where \( 0 < \alpha < 1 \).

Now, we take \( \nu_0 \) as a Borel probability measure on \( \mathcal{H}_{−2} \). By (5.22), (5.23) and (5.24), by taking \( m = −2, \tau_{−2} \) defines an isometric isomorphism such that
\[
\tau_{−2} : \mathcal{H}_{−2} \ni f \mapsto (\lambda_1^{−2} a_1, \lambda_1^{−2} a_2, \ldots) \in l^2_{(\lambda_1^4)},
\]
with \( a_i \equiv (f, \lambda_i^{-2} \varphi_i)_{-2}, \ i \in \mathbb{N}. \) \hfill (5.27)

Define a probability measure \( \mu \) on \( l^2_{(\lambda_i^2)} \) such that

\[
\mu(B) \equiv v_0 \circ \tau_{-2}^{-1}(B) \quad \text{for} \quad B \in \mathcal{B}(l^2_{(\lambda_i^2)}).
\]

We set \( S = l^2_{(\lambda_i^2)} \) in Theorems 1, 2 and 4, then it follows that the weight \( \beta_i \) satisfies \( \beta_i = \lambda_i^4 \). We can take \( \gamma_i^{-\frac{1}{2}} = \lambda_i \) in Theorem 2-i) with \( p = 2 \), then, from (5.18) we have

\[
\sum_{i=1}^{\infty} \beta_i \gamma_i \cdot \mu(\beta_i^{\frac{1}{2}} |X_i| > M \cdot \gamma_i^{-\frac{1}{2}}) \leq \sum_{i=1}^{\infty} \beta_i \gamma_i = \sum_{i=1}^{\infty} (\lambda_i)^2 < \infty \quad \text{(5.28)}
\]

(5.28) shows that the condition (4.3) holds for \( p = 2 \) and \( \alpha = 1 \). Also, as has been mentioned above, since \( v_0(\mathcal{H}_{-n}) = 1 \), for any \( n \geq 1 \), we have

\[
1 = v_0(\mathcal{H}_{-1}) = \mu(l^2_{(\lambda_i^2)}) = \mu\left( \bigcup_{M \in \mathbb{N}} \{ |X_i| \leq M \beta_i^{-\frac{1}{2}} \gamma_i^{-\frac{1}{2}}, \forall i \in \mathbb{N} \} \right), \quad \text{for} \quad \beta_i = \lambda_i^4, \ \gamma_i^{-\frac{1}{2}} = \lambda_i.
\]

This shows that the condition (4.4) is satisfied for \( p = 2 \).

Thus, by Theorem 2-i) and Theorem 4, for \( \alpha = 1 \), there exists an \( l^2_{(\lambda_i^2)} \)-valued Hunt process \( \mathbb{H} \equiv \left( \Omega, \mathcal{F}, (X_t)_{t \geq 0}, (P_x)_{x \in S_0} \right) \), associated to the non-local Dirichlet form \( (\mathcal{E}_{(\alpha)}, \mathcal{D}(\mathcal{E}_{(\alpha)})) \). We can now define an \( \mathcal{H}_{-2} \)-valued process \( (Y_t)_{t \geq 0} \) such that

\[
(Y_t)_{t \geq 0} \equiv (\tau_{-2}^{-1}(X_t))_{t \geq 0}.
\]

Equivalently, by (5.27) for \( X_t = (X_1(t), X_2(t), \ldots) \in l^2_{(\lambda_i^2)}, P_X - a.e., \) by setting \( A_i(t) \) such that \( A_i(t) \equiv \lambda_i^2 X_i(t) \) (cf. (5.21) and (5.22)), we see that \( Y_t \) is also given by

\[
Y_t = \sum_{i \in \mathbb{N}} A_i(t)(\lambda_i^{-2} \varphi_i) = \sum_{i \in \mathbb{N}} X_i(t) \varphi_i \in \mathcal{H}_{-2}, \quad \forall t \geq 0, \ P_X - a.e., \quad \text{(5.29)}
\]

By (5.4) and (5.27), \( Y_t \) is an \( \mathcal{H}_{-2} \)-valued Hunt process that is a \emph{stochastic quantization} (according to the definition we gave to this term) with respect to the non-local Dirichlet form \( (\mathcal{E}_{(\alpha)}, \mathcal{D}(\mathcal{E}_{(\alpha)})) \) on \( L^2(\mathcal{H}_{-2}, v_0) \), that is defined through \( (\mathcal{E}_{(\alpha)}, \mathcal{D}(\mathcal{E}_{(\alpha)})) \), by making use of \( \tau_{-2} \). This holds for \( \alpha = 1 \).

For the cases where \( 0 < \alpha < 1 \) and \( p = 2 \), we can also apply Theorems 1, 2 and 4, and then have the corresponding result to (5.29). For this purpose we have only to notice that for \( \alpha \in (0, 1) \) if we take \( v_0 \) as a Borel probability measure on \( \mathcal{H}_{-3} \), and set \( S \equiv l^2_{(\lambda_i^2)} \), \( \beta_i \equiv \lambda_i^6, \gamma_i \equiv \lambda_i, \) and define

\[
\tau_{-3} : \mathcal{H}_{-3} \ni f \longmapsto (\lambda_1^{-3} a_1, \lambda_1^{-3} a_2, \ldots) \in l^2_{(\lambda_i^2)}, \quad \text{with} \quad a_i \equiv (f, \lambda_i^{-3} \varphi_i)_{-3}, \ i \in \mathbb{N},
\]
(cf. (5.22), (5.23), (5.24) and (5.27)), then
\[
\sum_{i=1}^{\infty} (\beta_i \gamma_i)^{\alpha+1} = \sum_{i=1}^{\infty} (\lambda_i)^{2(\alpha+1)} < \infty.
\]

As a consequence, for \( \alpha \in (0, 1) \), we adopt here the same formulation as will be given in the next example, Example 2 (cf. (5.58)–(5.62)), we then see that by this setting (4.3) and (4.4) also hold (cf. (5.28) and the formula given below (5.28)), and have an analogue of (5.29).

The case \( 1 < \alpha < 2 \) requires a separate consideration, see [19]. The diffusion case \( \alpha = 2 \) was already discussed in [29,31] (and references therein).

**Remark 7 (A structural property of Gaussian random fields)**. The Euclidean free field considered in Example 1 is a Gaussian field, which possesses a simple mathematical structure as follows: Let \( D(x - y) \) denotes the integral kernel corresponding to the pseudo differential operator \((-\Delta + m_0)^{-1}\) on \( S(\mathbb{R}^d \to \mathbb{R}) \) considered in Example 1 (cf. (5.26) and the explanation following to (5.26)). Then \((\varphi_1, (-\Delta + m_0)^{-1}\varphi_2)_{L^2(\mathbb{R}^d)} = \int_{\mathbb{R}^d \times \mathbb{R}^d} \varphi_1(x) D(x - y) \varphi_2(y) \, dx \, dy\). \( D(x - y) \) is often referred to as the free propagator.

For a notational simplicity, let us denote \( \int_{\mathbb{R}^d \times \mathbb{R}^d} \varphi_i(x) D(x - y) \varphi_j(y) \, dx \, dy, \varphi_i \in S(\mathbb{R}^d \to \mathbb{R}), i = 1, \ldots, n, n \in \mathbb{N} \), by \( a_{i,j} \). Then it holds that (cf. (5.26)), for \( n \in \mathbb{N} \),
\[
\int_{S'} \prod_{i=1}^{2n} < \varphi, \varphi_i > v_0(d\varphi) = \sum_{\text{pairing}} \prod a_{i,j}, \quad \int_{S'} \prod_{i=1}^{2n-1} < \varphi, \varphi_i > v_0(d\varphi) = 0,
\]
where \( \sum_{\text{pairing}} \) denotes the sum of all the combinations of the distinguished pairings in \( \{1, \ldots, 2n\} \), and \( \prod a_{i,j} \) is the product of \( a_{i,j} \) characterized by each pairing. Precisely, each pairing is determined as follows: Firstly, as the first pair we choose two indices from \( \{1, \ldots, 2n\} \), secondly, as the second pair we choose two indices from \( \{1, \ldots, 2n\} \), thirdly, as the third pair we choose two indices from \( \{1, \ldots, 2n\} \), and so on. Among all the pairings gotten through the above procedure, as a consequence, we have \( (2n - 1)!! \) number of distinguished pairings, where
\[
(2n - 1)!! \equiv (2n - 1) \cdot (2n - 3) \cdots 3 \cdot 1.
\]

Thus, as a special case, it holds that
\[
\int_{S'} < \varphi, \varphi > 2^n v_0(d\varphi) = (2n - 1)!! \cdot (\varphi, (-\Delta + m_0)^{-1}\varphi)_{L^2(\mathbb{R}^d)}^n, \quad \varphi \in S(\mathbb{R}^d \to \mathbb{R}).
\]

These properties expressing even moments of mean zero Gaussian random field with sum of products of second moments are characteristic of the fields being Gaussian.

**Example 2. (The Euclidean \( \Phi_1^4, \Phi_2^4 \) and \( \Phi_3^4 \) fields)** As a rough explanation, the Euclidean \( \Phi_d^4, d = 1, 2, 3 \) fields are probability measures on \( S'(\mathbb{R}^d \to \mathbb{R}) \), that describe Euclidean invariant random fields having self interactions with fourth power, and are defined by adding corresponding interaction terms to the Euclidean free fields on \( S'(\mathbb{R}^d \to \mathbb{R}) \), \( d = 1, 2, 3 \) (cf., e.g., [63] for the case \( d = 1 \); [52,89] for fields in the case \( d = 2 \) with general polynomial interactions called \( P(\Phi)^2 \) (Euclidean) field, for trigonometric and exponential see also, [14–16,18,36,93] and references therein; for the \( \Phi_3^4 \)-field see the
references in [52] and [22, 56], [A. Kusuoka-sei 2021], [54]). There are several strategies (to cope with the singularities of the fields) through which the $\Phi^4_d$, $d = 2, 3$, Euclidean fields are constructed. A standard construction strategy is to start from (continuum) random fields on $S'(\mathbb{R}^d \rightarrow \mathbb{R})$, associated with a bounded region in $\mathbb{R}^d$ (or a torus $T^d$) and then expanding to $\mathbb{R}^d$, or alternative, to start from random fields on a lattice $(\epsilon \mathbb{Z})^d$ (with the lattice spacing $\epsilon > 0$, which subsequently tends to 0, i.e., taking a continuum limit). In both cases, for $d = 2, 3$, renormalization counter terms are required for a non trivial limit.

The stochastic quantization of $\Phi^4_d$, $d = 2, 3$, is also not a trivial problem. In fact for $d = 2$ it was obtained first by the local Dirichlet form method in the 90’s (cf. [29–31]) and in the sense of strong solutions in [Da Prato, Debussche] see also [82]. For $d = 3$ it has been an open problem until the publication [56] for the diffusion case on $\Phi^4_3$ Euclidean field on the 3-dimensional torus $T^3$. After this, several publications obtained the stochastic quantization on $\mathbb{R}^3$ (see [54] and also references in [22] and [23]). The methods of the present paper show that a stochastic quantization of $\Phi^4_d$ Euclidean field on $\mathbb{R}^3$ can also be realized by non-local Hunt processes. In order to understand the difficulty of the stochastic quantization program, which is caused by singularities of the $\Phi^4_d$ Euclidean field measures, we briefly recall above construction procedures.

The first one is as follows: Let $v_0$ be the Euclidean free field measure on $S' \equiv S'(\mathbb{R}^d \rightarrow \mathbb{R})$, $d = 2, 3$, (obtained in Example 1). For $d = 2$, let : $Z^4 :$ be the $S'$-valued random variable on $(S', B(S'), v_0)$ uniquely defined by (see, e.g., [89], and for a definition by means of the multiple stochastic integrals, cf., e.g. [8, 36]). Also cf. Remark 7)

$$\int_{S'} S' \prec : Z^4 : h > S : S' \prec < \phi, \varphi_1 > S \cdots S' \prec < \phi, \varphi_4 > S ; v_0(d\phi)$$

$$= \int_{\mathbb{R}^2} \prod_{j=1}^4 \left( \int_{\mathbb{R}^2} (-\Delta + m_0^2)^{-1} (x - y_j) \varphi_j(y_j) dy_j \right) h(x) dx, \quad h, \varphi_j \in S, \ j = 1, \ldots, 4.$$

(5.30)

where $h, \varphi_j \in S, \ j = 1, \ldots, 4$, the Wick power $S' \prec < \phi, \varphi_1 > S \cdots S' \prec < \phi, \varphi_4 > S ;$ is defined through the Hermite polynomials, e.g., a simple case $S' \prec < \phi, \varphi > S^4 := \sum_{n=0}^{2} \frac{4^n}{n!(4 - 2n)} (S' \prec < \phi, \varphi > S)^{4-2n} (z^n)^n$ with $a = \int_{S'} (S' \prec < \phi, \varphi > S)^2 v_0(d\phi)$.

For $d = 3$, by putting a momentum cut-off $\kappa$ and an additional counter term (i.e., an additional mass renormalization, diverging when $\kappa$ is removed), similar to (5.30), an $S'(\mathbb{R}^3 \rightarrow \mathbb{R})$-valued random variable : $Z^4 :$ can be defined (cf. [42, 43]).

In the case where $d = 2$, for bounded regions $\Lambda \subset \mathbb{R}^2$, with $I_\Lambda$ the corresponding characteristic function, and a coupling constant $\lambda \geq 0$,

$$v_\Lambda(d\phi) \equiv \frac{\exp(-\lambda : Z^4 :, I_\Lambda >)}{\int_{S'} \exp(-\lambda : Z^4 :, I_\Lambda >) v_0(d\phi)} v_0(d\phi),$$

(5.31)

can be shown to be well defined (see [52, 74, 89]). Moreover, the existence of a weak limit $v^*$ (unique for small values of $\lambda$) such that

$$v^* \equiv \lim_{\Lambda \uparrow \mathbb{R}^2} v_\Lambda$$

(5.32)

has been proven (cf. e.g., [52, 89], see also e.g., [29–31]). The probability measure $v^*$ on $S'(\mathbb{R}^2 \rightarrow \mathbb{R})$ defined by (5.32) is known as the $\Phi^4_2$ Euclidean field measure.
Similarly, in case where \( d = 3 \), by [43], the existence of a weak limit point \( \nu^* \) (for adequately small \( \lambda \geq 0 \)) such that
\[
\nu^* \equiv \lim_{\Lambda \uparrow \mathbb{R}^3} \lim_{\kappa \rightarrow 1} \nu_{\Lambda, \kappa},
\]
where
\[
\nu_{\Lambda, \kappa} \equiv \frac{\exp(-\lambda <: \tilde{Z}_\kappa^4, I_\Lambda >)}{\int_{S'} \exp(-\lambda <: \tilde{Z}_\kappa^4, I_\Lambda >) v_0(d\phi)} v_0(d\phi),
\]
with
\[
<: \tilde{Z}_\kappa^4 : = Z_k^4 + \lambda a(\kappa) - \lambda^3 b(\kappa),
\]
for suitable constants \( a, b \) depending on \( \kappa \) (cf. [42, 43] and [22, 23, 54, 54], also (5.37) given below for a lattice formulation) has been proven. The probability measure \( \nu^* \) on \( S' (\mathbb{R}^3 \rightarrow \mathbb{R}) \) defined by (5.33) is known as “the \( \Phi_4^3 \) Euclidean measure” (the uniqueness of limit points for sufficiently small value of \( \lambda \geq 0 \) is conjectured).

For \( d = 3 \) the power 4 is a critical point for the existence of corresponding probability measures, and the analytic data of the \( \Phi_4^3 \) Euclidean field measure are quite singular. The Euclidean invariance is assured by the considerations in [43] (cf. also [Magnen, Sénéor 76], [52, 86] and references therein). For \( d = 4 \) there is no affirmative result on existence of \( \Phi_4^4 \) model, see however, e.g., [45, 51], [Fröhlich], [Aiz1], [Aiz2], [GaR], [4, 54, 62].

The alternative procedure, through which the \( \Phi_d^d \) Euclidean field measures are defined, is the following: Let \( d = 2, 3 \). For each bounded region \( \Lambda \subset \mathbb{R}^d \) and a lattice spacing \( \epsilon > 0 \), let
\[
L_{\epsilon, \Lambda} \equiv (\epsilon \mathbb{Z})^d \cap \Lambda,
\]
and define a family of real valued random variables \( \phi \equiv \{ \phi(x) : x \in L_{\epsilon, \Lambda} \} \), the probability distribution of which is given by
\[
\nu_{\epsilon, \Lambda} \equiv \frac{1}{Z_{\epsilon, \Lambda}} \prod_{x \in L_{\epsilon, \Lambda}} e^{-S_{L_{\epsilon, \Lambda}}(\phi)} d\phi(x),
\]
where \( Z_{\epsilon, \Lambda} \) is the normalizing constant,
\[
S_{L_{\epsilon, \Lambda}}(\phi) \equiv \frac{1}{2} \sum_{<x,y>} \epsilon^{d-2} (\phi(x) - \phi(y))^2 + \frac{1}{2} a_{\epsilon} \sum_{x \in L_{\epsilon, \Lambda}} \epsilon^d \phi^2(x) + \frac{\lambda}{2} \sum_{x \in L_{\epsilon, \Lambda}} \epsilon^d \phi^4(x),
\]
with \( a_{\epsilon} \) a counter term depending on \( \epsilon \geq 0 \) and \( d = 2, 3 \), \( \lambda \geq 0 \) a coupling constant; \( <x,y> \) denotes the nearest neighbor points in \( L_{\epsilon, \Lambda} \). In [38] it is shown, roughly speaking that, for adequately small \( \lambda \geq 0 \), there exists a subsequence \( \{v_{\epsilon_i, \Lambda_j}\}_{i,j} \subset \mathbb{R}^d \) with \( \lim_{i \rightarrow \infty} \epsilon_i = 0 \) and \( \lim_{j \rightarrow \infty} \Lambda_j = \mathbb{R}^d \), and a weak limit
\[
\nu^* \equiv \lim_{i \rightarrow \infty} \lim_{j \rightarrow \infty} v_{\epsilon_i, \Lambda_j}
\]
exists in the space of Borel probability measures on \( S'(\mathbb{R}^d \rightarrow \mathbb{R}) \) by interpreting \( v_{\epsilon, \Lambda} \) as an element in this space, for each \( \epsilon > 0 \) and \( \Lambda \subset \mathbb{R}^d \) (cf., the subsequent precise
discussions from (5.39) to (5.56), for the weak convergence). For each $d = 2, 3$, $\nu^*$ given by (5.38) is a $\Phi_d^4$, $d = 1, 2, 3$, Euclidean field measure, defined through a lattice approximation, see [51,77,78,90].

The present example is formulated by using the $\Phi_d^4$ Euclidean field measure on $S'(R^d \to R)$ constructed through the lattice approximation described above. For this purpose, we need to certify the support properties of the measures with more details. Precisely, to apply Theorems 1, 2, 3 and 4 (cf. Example 1 and Theorem 5) to the example, we have to know that the supports of these measures are in some Hilbert spaces (see (5.48) below).

For each $\epsilon > 0$, and bounded region $\Lambda \subset R^d$, $d = 1, 2, 3$, and for $F(\phi)$ a polynomial in $\{\phi(x) : x \in L_{\epsilon, \Lambda}\}$, by (5.35) and (5.36) let

$$< F >_{\epsilon, \Lambda} \equiv \int_{R^N(\epsilon, \Lambda)} F(\phi) \nu_{\epsilon, \Lambda}(d\phi),$$

(5.39)

where $N(\epsilon, \Lambda)$ is the cardinality of $L_{\epsilon, \Lambda}$. By [90] (cf. also section 2 of [38]), the following limit exists:

$$< F >_{(\epsilon)} \equiv \lim_{\Lambda \uparrow R^d} < F >_{\epsilon, \Lambda}.$$  

(5.40)

Also, for each $\epsilon > 0$, and $d = 1, 2, 3$, there exists a weak limit

$$\nu_{\epsilon} \equiv \lim_{\Lambda \uparrow R^d} \nu_{\epsilon, \Lambda},$$

(5.41)

that is a Borel probability measure on $S'(R^d \to R)$. Let $D^{(\epsilon)}$ be the two point function of the lattice field with the lattice spacing $\epsilon > 0$ and a given mass $m_0 > 0$, such that for $x, y \in (\epsilon Z)^d$

$$D^{(\epsilon)}(x - y) = (2\pi)^{-d} \int_{[-\frac{\pi}{\epsilon}, \frac{\pi}{\epsilon}]^d} (2\epsilon^{-2} \sum_{i=1}^d (1 - \cos \epsilon k_i) + m_0^2)^{-1} e^{i k \cdot (x - y)} dk_1 \cdots dk_d,$$

which is the lattice version of the corresponding covariance operator $(-\Delta + m_0^2)^{-1}$ for the continuous Euclidean free field model (cf. (5.25), (5.26) and (5.30)), i.e., the so called free propagator (cf. Remark 7) which is denoted by $C^\epsilon(x - y)$ in [38]. By (5.40), define

$$S^{(\epsilon)}(x - y) \equiv < \phi(x) \cdot \phi(y) >^{(\epsilon)}, \quad x, y \in (\epsilon Z)^d,$$

(5.42)

and

$$S^{(\epsilon)}_n(x_1, \ldots, x_n) \equiv < \prod_{i=1}^n \phi(x_i) >^{(\epsilon)}, \quad x_i \in L_{\epsilon}, \quad i = 1, \ldots, n, \quad n \in N.$$ 

(5.43)

From Theorem 6.1, Lemma A.1 with the formulas (A.13), (A.16), (A.17) and (8.2) in [38], where $m_0^2$ is taken to be equal 1 and by setting $\alpha = 0$, we see that there exist universal constants $\lambda_0, K_1, K_2$ such that if $0 \leq \lambda \leq \lambda_0$, then we have the inequalities

$$|| S^{(\epsilon)} - D^{(\epsilon)} ||^{(\epsilon)} \leq K_1 \lambda^2, \quad \forall \epsilon > 0,$$

(5.44)

and

$$| D^{(\epsilon)} |^{(\epsilon)} \leq K_2 m_0^{-2}, \quad \forall \epsilon > 0.$$  

(5.45)
Moreover the Gaussian inequality

\[ 0 \leq S_{2n}^{(e)}(x_1, \ldots, x_{2n}) \leq \prod_{\text{pairing}} S^{(e)}(x_i, x_j), \]

\[ S_{2n-1}^{(e)}(x_1, \ldots, x_{2n-1}) = 0, \quad n \in \mathbb{N}, \quad (5.46) \]

holds, where the indices \(i\) and \(j\) move in \(\{1, \ldots, 2n\}\) and the notation such that \(\prod_{\text{pairing}}\) is defined in Remark 7, and

\[ \|f\|^{(e)}_1 \equiv \|f\|^{(e)}_1 + \|f\|^{(e)}_\infty \equiv \epsilon^d \sum_{x \in (\epsilon \mathbb{Z})^d} |f(x)| + \sup_{x \in (\epsilon \mathbb{Z})^d} |f(x)|. \quad (5.47) \]

By Remark 7, we note that the inequality in (5.46) holds as the equality for the Euclidean free field model. By making use of (5.44), (5.45) and (5.46), for \(d = 1, 2, 3\), by applying Theorem 5 we shall prove below that the supports of the Borel probability measure \(\nu_\epsilon\) on \(S'(\mathbb{R}^d \to \mathbb{R})\), for each \(\epsilon > 0\), and of a weak limit of a subsequence of \(\{\nu_\epsilon\}_{\epsilon > 0}\), denoted by \(\nu\), are all in the Hilbert space \(\mathcal{H}_{-2} \subset S'(\mathbb{R}^d \to \mathbb{R})\) defined by (5.11) so that from now on

\[ \nu_\epsilon \text{ and } \nu \text{ can be understood as probability measures on } \mathcal{H}_{-2}. \quad (5.48) \]

In fact, by the Sobolev’s embedding theorem and by (5.9) with (5.7) and (5.10), we see that there exist some constants \(K_3, K_4, K_5\) and the following inequality with respect to the norms, and the corresponding continuous embeddings hold:

\[ \sup_{x \in \mathbb{R}^d} \left| (|x|^2 + 1)^{\frac{d+1}{2}} f(x) \right| \leq K_3 \left( |x|^2 + 1 \right)^{\frac{d+1}{2}} f \|_{W^{d+1,2}} \]

\[ \leq K_4 \left( (-\Delta + 1)^{\frac{d+1}{2}} (|x|^2 + 1)^{\frac{d+1}{2}} f \right\|_{L^2(\mathbb{R}^2)} \leq K_5 \| f \|_{\mathcal{H}_1}, \quad \forall f \in S(\mathbb{R}^d \to \mathbb{R}), \]

\[ \mathcal{H}_1 \leftrightarrow (|x|^2 + 1)^{-\frac{d+1}{2}} W^{d+1,2}(\mathbb{R}^d) \leftrightarrow (|x|^2 + 1)^{-\frac{d+1}{2}} C_b(\mathbb{R}^d \to \mathbb{R}), \quad (5.49) \]

where \(W^{d+1,2} = W^{d+1,2}(\mathbb{R}^d)\) is the Sobolev space, the elements of which are real measurable functions having square integrable (with respect to the Lebesgue measure on \(\mathbb{R}^d\)) partial derivatives (in the sense of distribution) of all orders up to \(d + 1\), and \(C_b(\mathbb{R}^d \to \mathbb{R})\) is the space of real valued continuous bounded functions on \(\mathbb{R}^d\).

Remark 8. By refining the above discussion, passing through similar arguments, it is possible to get sharper results than (5.49) (cf. [10] for considerations on the path properties of corresponding Euclidean fields, cf., also references therein), but (5.49) is sufficient for the subsequent discussions, in particular, for (5.50) below.

Then, by Young’s inequality, which is valid for both integrals and sums on lattices (cf., e.g., (A.3) in Appendix of [38]), from (5.44), (5.45), (5.46), (5.47) and (5.49), we see that (cf., (5.41) and (5.42), cf. also (5.26)) there exist constants \(K', K\) such that

\[ \left| \int_{S'} (\varphi < \phi, \varphi > S')^2 \nu_\epsilon(d\phi) \right| \]

\[ = \left| \epsilon^d \sum_{x \in (\epsilon \mathbb{Z})^d} \varphi(x) \left( \epsilon^d \sum_{y \in (\epsilon \mathbb{Z})^d} S^{(e)}(x - y)\varphi(y) \right) \right| \]
\[
\leq |e^d \sum_{x \in (\epsilon \mathbb{Z})^d} |\varphi(x)| \left( e^d \sum_{y \in (\epsilon \mathbb{Z})^d} S^{(e)}(x - y)|\varphi(y)| \right)| \\
\leq K' \left( e^d \sum_{x \in (\epsilon \mathbb{Z})^d} |\varphi(x)| \right) \cdot (K_1 \lambda^2 + K_2 m_0^{-2}) \cdot \|\varphi\|_{\infty}^{(e)} \\
\leq K' \cdot K_5^2 \left( e^d \sum_{x \in (\epsilon \mathbb{Z})^d} \|\varphi\|_{\mathcal{H}_1}^2 (|x|^2 + 1)^{-\frac{d+1}{2}} \right) (K_1 \lambda^2 + K_2 m_0^{-2}) \\
\leq K \|\varphi\|_{\mathcal{H}_1}^2, \quad \forall \epsilon > 0, \; \forall \varphi \in \mathcal{H}_1, \tag{5.50}
\]

where \( \|\cdot\|_{\mathcal{H}_1} \) is the \( \mathcal{H}_1 \) norm defined by (5.11), and we have used the simplified notations \( S = S(\mathbb{R}^d \to \mathbb{R}) \), \( S' = S'(\mathbb{R}^d \to \mathbb{R}) \). In (5.50) for the third inequality, we used Young’s inequality to get

\[
\exists K' \text{ such that } \|S^{(e)} \ast \varphi\|_{\infty}^{(e)} \leq K' \|S^{(e)}\|_{\mathcal{H}_1} \cdot \|\varphi\|_{\infty}^{(e)}
\]

and for the last but one inequality, we used the following consequence from (5.49)

\[
|\varphi(x)| \leq \left( \sup_{x' \in \mathbb{R}^d} (|x'|^2 + 1)^{\frac{d+1}{2}} |\varphi(x')| \right) \cdot (|x|^2 + 1)^{-\frac{d+1}{2}} \leq K_5 \|\varphi\|_{\mathcal{H}_1} (|x|^2 + 1)^{-\frac{d+1}{2}}, \\
\forall x \in \mathbb{R}^d, \; \forall \varphi \in \mathcal{H}_1.
\]

By (5.50), from the Gaussian inequality (5.46) we have

\[
\left| \int_{S'} \left( S' < \phi, \varphi > S' \right)^{2n} \nu_e(d\phi) \right| \\
= \left| \left( e^d \right)^{2n} \sum_{x_1, \ldots, x_{2n} \in (\epsilon \mathbb{Z})^d} \varphi(x_1) \cdots \varphi(x_{2n}) S^{(e)}(x_1, \ldots, x_{2n}) \right| \\
\leq (2n - 1)!! K^n \|\varphi\|_{\mathcal{H}_1}^{2n}, \quad \forall \epsilon > 0, \; \forall \varphi \in \mathcal{H}_1, \; n \in \mathbb{N}. \tag{5.51}
\]

To derive the second inequality of (5.51), we used the Gaussian inequality and recalled the last formula given in Remark 7. Now, by (5.51) (cf. (5.41), (5.42), (5.43)), we have (5.52) below, where the first equality holds, since \( \lim_{N \to \infty} \sum_{n=1}^{N} \frac{(-1)^n}{(2n)!} (S' < \phi, \varphi > S')^{2n} = e^{i\epsilon S' < \phi, \varphi > S'} - 1, \; \nu_e \text{ a.e. } \phi, \) by (5.51) since \( \sum_{n=1}^{\infty} \frac{1}{(2n)!} \int_{S'} \left( S' < \phi, \varphi > S' \right)^{2n} \nu_e(d\phi) < \infty \), holds, by Fubini’s Lemma, also the second equality holds; the last inequality in (5.52) follows again by applying (5.51):

\[
\left| \int_{S'} e^{i\epsilon S' < \phi, \varphi > S'} \nu_e(d\phi) - 1 \right| \\
= \left| \int_{S'} \sum_{n=1}^{\infty} \frac{(-1)^n}{(2n)!} (S' < \phi, \varphi > S')^{2n} \nu_e(d\phi) \right| \\
= \left| \sum_{n=1}^{\infty} \frac{(-1)^n}{(2n)!} \int_{S'} (S' < \phi, \varphi > S')^{2n} \nu_e(d\phi) \right| \\
\leq \sum_{n=1}^{\infty} \frac{(2n - 1)!!}{(2n)!} K^n \|\varphi\|_{\mathcal{H}_1}^{2n} = e^{\frac{1}{2} K \|\varphi\|_{\mathcal{H}_1}^2} - 1, \quad \forall \epsilon > 0, \; \forall \varphi \in \mathcal{H}_1. \tag{5.52}
\]
Denote, for any $\epsilon > 0$, $\varphi \in \mathcal{S}$
\[ C^{(\epsilon)}(\varphi) \equiv \int_{S'} e^{i\langle \varphi, \varphi \rangle} S' v_\epsilon(d\varphi). \] (5.53)

Since $v_\epsilon$ is a Borel probability measure on $S'$, $C^{(\epsilon)}$ satisfies conditions ii) and iii) for $C$ in Theorem 5, the Bochner-Minlos theorem. Then, by (5.52) and Remark 6, given after Theorem 5, the continuity of $C^{(\epsilon)}(\cdot)$ on $\mathcal{H}_1$ follows immediately. Namely, by Remark 6 (precisely, the last formula in the proof of Remark 6), and (5.52) the following holds:
\[ |C^{(\epsilon)}(\varphi) - C^{(\epsilon)}(\psi)|^2 \leq 2 \cdot |C^{(\epsilon)}(\varphi - \psi)| - 1| \leq 2(e^{\frac{1}{2}K\|\varphi - \psi\|^2_{\mathcal{H}_1}} - 1), \quad \forall \varphi, \psi \in \mathcal{H}_1. \]

We thus see that $C^{(\epsilon)}(\cdot)$ is continuous with respect to the $\mathcal{H}_1$ norm $\| \|$ (by the absolute estimate given by (5.51) and (5.52), it is also possible to show the continuity of $C^{(\epsilon)}$ (see Remark 10, given after this Example)). Hence, from i) of Theorem 5 with its last statement (cf. the arguments between (5.14) and (5.18)), we conclude that the support of $v_\epsilon$ is in $\mathcal{H}_{-2}$ for any $\epsilon > 0$. This guarantees (5.48) for $\nu_\epsilon$.

To certify (5.48) for a weak limit of $\{v_\epsilon\}_{\epsilon > 0}$, as $\epsilon \downarrow 0$, obtained from (5.50), (5.51) and (5.46), we recall that the distribution $S_k^{(\epsilon)}$, $k \in \mathbb{N}$, $\epsilon > 0$, satisfies
\[ S_{2n-1}^{(\epsilon)} = 0 \quad \text{and} \quad \|S_{2n}^{(\epsilon)}\|_{(\mathcal{H}_{-1})\otimes 2n} \leq (2n - 1)! K^n, \quad \forall \epsilon > 0, \quad \forall n \in \mathbb{N}, \] (5.54)

Namely, for each $n \in \mathbb{N}$, the family of distributions $\{S_{2n}^{(\epsilon)}\}_{\epsilon > 0}$ forms a bounded set in the Hilbert space $(\mathcal{H}_{-1})\otimes 2n$, the space of $2n$-th tensor powers of $\mathcal{H}_{-1}$ defined by (5.11). Thus, for each $n \in \mathbb{N}$, we can take a sequence $\{\epsilon_{n,i}\}_{i \in \mathbb{N}}$, with $\epsilon_{n,i} > 0$ and $\lim_{i \to \infty} \epsilon_{n,i} = 0$ such that $\{S_{2n}^{(\epsilon_{n,i})}\}_{i \in \mathbb{N}}$ converges weakly (as $i \to \infty$) to some $S_{2n} \in (\mathcal{H}_{-1})\otimes 2n$, that satisfies the same bound as (5.51). By taking subsequences and using a diagonal argument, we then see that there exists a sequence $\{\epsilon_i\}_{i \in \mathbb{N}}$ with $\epsilon_i > 0$ and $\lim_{i \to \infty} \epsilon_i = 0$ such that $\{S_{2n}^{(\epsilon_i)}\}_{i \in \mathbb{N}}$ converges weakly (as $i \to \infty$) to $S_{2n} \in (\mathcal{H}_{-1})\otimes 2n$ for any $n \in \mathbb{N}$. By these, we can define the functional
\[ C(\varphi) \equiv \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n)!} \langle S_{2n}, \varphi^{\otimes 2n} \rangle, \] (5.55)

that is an absolutely convergent series and satisfies the same bound as (5.52):
\[ |C(\varphi) - 1| \leq e^{\frac{1}{2}K\|\varphi\|^2_{\mathcal{H}_1}} - 1, \quad \forall \varphi \in \mathcal{H}_1, \] (5.56)

where $\langle S_{2n}, \varphi^{\otimes 2n} \rangle = (\mathcal{H}_{-1})\otimes 2n \langle S_{2n}, \varphi^{\otimes 2n} \rangle_{(\mathcal{H}_{-1})\otimes 2n}$ is the dualization between $(\mathcal{H}_{-1})\otimes 2n$ and $(\mathcal{H}_1)\otimes 2n$. For each $\epsilon > 0$, since $C^{(\epsilon)}$ defined by (5.53) satisfies the conditions i), ii), iii) of Theorem 5, by the construction $C(\varphi)$ defined by (5.55) it also satisfies the same conditions. In particular, by (5.56), $C(\varphi)$ is continuous with respect to the $\mathcal{H}_1$ norm (precisely, see the explanation given after (5.53), also cf. Remark 10 given after this example). Hence, from Theorem 5, we deduce the existence of a Borel probability measure $\nu$ on $\mathcal{H}_{-2}$ corresponding to $C(\varphi)$ defined by (5.55). This guarantees (5.48) for $\nu$. From now on we fix $\nu$ to be the probability measure as follows:

\[ \nu \text{ is the probability measure on } \mathcal{H}_{-2} \text{ corresponding to } C(\varphi) \text{ defined by (5.55)}. \] (5.57)
We thus arrive at a situation analogous to the one in Example 1. On the space \( L^2(\mathcal{H}_{-2}, \nu) \) with the probability measure \( \nu \) defined by (5.57), we can construct an \( \mathcal{H}_{-3} \)-valued Hunt process that is a stochastic quantization of the Euclidean \( \Phi^d_d, d = 2, 3 \), field with respect to a non-local Dirichlet form.

Precisely, we repeat the analogous discussions between (5.27) and (5.29) (cf. also the subsequent discussions for the case where \( \alpha \in (0, 1) \) given after (5.29)). As was done in Example 1, we interpret \( \nu \) defined by (5.57) as the Borel probability measure on \( \mathcal{H}_{-3} \) (that is wider space than the original domain \( \mathcal{H}_{-2} \)). By (5.22), (5.23) and (5.24), by taking \( m = -3 \), \( \tau_{-3} \) defines an isometric isomorphism such that

\[
\tau_{-3} : \mathcal{H}_{-3} \ni f \mapsto (\lambda_{-3}^3 a_1, \lambda_{-3}^3 a_2, \ldots) \in l^2_{(\lambda_i^3)},
\]

with \( a_i \equiv (f, \lambda_{-3}^3 \varphi_i)_{-3}, \quad i \in \mathbb{N}. \) (5.58)

Define a probability measure \( \mu \) on \( l^2_{(\lambda_i^3)} \) such that

\[
\mu(B) \equiv \nu \circ \tau_{-3}^{-1}(B) \quad \text{for} \quad B \in \mathcal{B}(l^2_{(\lambda_i^3)}).
\]

We set \( S = l^2_{(\lambda_i^3)} \) in Theorems 1, 2 and 4, then it follows that for the weight \( \beta_i \) we have \( \beta_i = \lambda_i^6 \). We can take \( \gamma_i^{-\frac{1}{2}} = \lambda_i \) in Theorem 2-i) with \( p = 2 \), then, from (5.18) we get

\[
\sum_{i=1}^{\infty} (\beta_i \gamma_i)^{\frac{\alpha+1}{2}} \cdot \mu \left( \beta_i^{\frac{1}{2}} |X_i| > M \cdot \gamma_i^{-\frac{1}{2}} \right) 
\leq \sum_{i=1}^{\infty} (\beta_i \gamma_i)^{\frac{\alpha+1}{2}} = \sum_{i=1}^{\infty} (\lambda_i)^{2(\alpha+1)} < \infty, \quad \forall \alpha \in (0, 1].
\]

(5.60) shows that the condition (4.3) holds.

Also, as has been mentioned above, since \( \nu(\mathcal{H}_{-n}) = 1 \), for any \( n \geq 2 \), we have

\[
1 = \nu(\mathcal{H}_{-2}) = \mu(l^2_{(\lambda_i^3)}) = \mu \left( \bigcup_{M \in \mathbb{N}} \{|X_i| \leq M \beta_i^{-\frac{1}{2}} \gamma_i^{-\frac{1}{2}}, \forall i \in \mathbb{N} \} \right),
\]

for \( \beta_i = \lambda_i^6, \gamma_i^{-\frac{1}{2}} = \lambda_i \).

This shows that the condition (4.4) is satisfied.

Thus, by Theorem 2-i) and Theorem 4, for each \( 0 < \alpha \leq 1 \), there exists an \( l^2_{(\lambda_i^3)} \)-valued Hunt process

\[
\mathbb{M} \equiv (\Omega, \mathcal{F}, (X_t)_{t \geq 0}, (P_x)_{x \in S_\Delta}),
\]

associated to the non-local Dirichlet form \( (\mathcal{E}(\alpha), \mathcal{D}(\mathcal{E}(\alpha))) \). We can then define an \( \mathcal{H}_{-3} \)-valued process \( (Y_t)_{t \geq 0} \) such that \( (Y_t)_{t \geq 0} = (\tau_{-2}^{-1}(X_t))_{t \geq 0} \). Equivalently, by (5.58) for \( X_t = (X_1(t), X_2(t), \ldots) \in l^2_{(\lambda_i^3)}, P_x - a.e. x \in S_\Delta \), by setting \( A_i(t) \) such that \( X_i(t) = \lambda_i^{-3} A_i(t) \) (cf. (5.21) and (5.22)), then \( Y_t \) is given by

\[
Y_t = \sum_{i \in \mathbb{N}} A_i(t)(\lambda_i^{-3} \varphi_i) = \sum_{i \in \mathbb{N}} X_i(t) \varphi_i \in \mathcal{H}_{-3}, \quad \forall t \geq 0, \ P_x - a.e., x \in S_\Delta.
\]
By (5.4) and (5.58), $Y_t$ is an $\mathcal{H}_3$-valued Hunt process that is a stochastic quantization with respect to the non-local Dirichlet form $(\tilde{E}_{(\alpha)}, D(\tilde{E}_{(\alpha)}))$ on $L^2(\mathcal{H}_3, \nu)$, that is defined through $(\mathcal{E}_{(\alpha)}, D(\mathcal{E}_{(\alpha)}))$, by making use of $\tau_{-3}$ via (5.59). We state the above results as a theorem:

**Theorem 6.** Let $\nu$ be the Euclidean $\Phi^4_{d}$, $d = 2, 3$, field measure defined by (5.57). Interpret $\nu$ as a Borel probability measure on $\mathcal{H}_3$, and let $\mu$ be the Borel probability measure on $L^2(\mathcal{H}_3, \nu)$ that is an image of $\nu$ defined by (5.59). Then, for any $0 < \alpha \leq 1$, on $L^2(L^2(\mathcal{H}_3); \mu)$, a family of non-local quasi-regular Dirichlet form $(\mathcal{E}_{(\alpha)}, D(\mathcal{E}_{(\alpha)}))$ can be defined through Theorem 1 and Theorem 2-i), and by Theorem 4, there exists an $S \equiv L^2(\mathcal{H}_3)$-valued Hunt process $\mathbb{M} \equiv (\Omega, \mathcal{F}, (X_t)_{t \geq 0}, (P_x)_{x \in S_h})$ properly associated to the Dirichlet form $(\mathcal{E}_{(\alpha)}, D(\mathcal{E}_{(\alpha)}))$ (cf. (5.61)). Moreover, the stochastic process $(Y_t)_{t \geq 0}$ defined by (5.62) through $\mathbb{M}$ is an $\mathcal{H}_3$-valued Hunt process that is a stochastic quantization with respect to the non-local Dirichlet form $(\tilde{E}_{(\alpha)}, D(\tilde{E}_{(\alpha)}))$ on $L^2(\mathcal{H}_3, \nu)$, that is defined through $(\mathcal{E}_{(\alpha)}, D(\mathcal{E}_{(\alpha)}))$ by making use of $\tau_{-3}$ defined by (5.58).

**Remark 9.** (5.52) is an analogue to (12.5.1) in [52] holding for (general) Euclidean $P(\phi)_2$ measures.

**Remark 10.** By (5.51), since $\sum_{n=0}^{\infty} \frac{(-1)^n}{(2n)!} \int_{S} (\bar{s}_n < \varphi, \varphi > \bar{s}^2) v_{\epsilon}(d\varphi)$, and $C(\varphi) \equiv \sum_{n=0}^{\infty} \frac{(-1)^n}{(2n)!} \{S_{2n}, \varphi^2 \bar{2} n\}$, converge absolutely, for $\varphi, \psi \in S$ we are admitted to perform the following evaluation (cf. (5.53)), and see, for e.g., the continuity of $C(\epsilon)(\varphi)$ with respect to $\varphi \in \mathcal{H}_1$:

$$|C(\epsilon)(\varphi) - C(\epsilon)(\psi)| = \left| \int_{S} e^{i S \phi_1 > \bar{2} \psi > \bar{2}}(d\phi) - \int_{S} e^{i S \phi > \bar{2} \psi > \bar{2}}(d\phi) \right|$$

$$\leq \left| \int_{S} e^{i S \phi_1 > \bar{2} \psi > \bar{2}} \left(1 - e^{i S \phi_1 > \bar{2} \psi > \bar{2}}\right) v_{\epsilon}(d\phi) \right|$$

$$\leq \sum_{n=1}^{\infty} \frac{(2n - 1)!!}{(2n)!} K_{\epsilon}^{2n} \|\psi - \psi\|^2_{\mathcal{H}_1} e^{\frac{1}{2} K_{\epsilon}^{2n} \|\psi - \psi\|^2_{\mathcal{H}_1}} - 1, \quad \forall \epsilon > 0.$$
form and strictly quasi-regular Dirichlet form on \( L^2(S; \mu) \) takes values, respectively, can be embedded in some locally compact separable metric space (cf. Definition IV-3.1 and Theorem VI-1.2 of [M,R 93], and also cf. the proof of Theorem 2 of the present paper). In what follows, the interpretation of Theorem 5.2.2 of [48] is straightforward, and then Theorem VI-2.5 of [M,R 93] holds.

We use the notions and notations adopted in chapter VI of [M,R 93] (cf. also the notations in chapter 5 of [48] and [25–27,32] and references therein).

Let \( M \equiv (\Omega, \mathcal{F}, (X_t)_{t \geq 0}, (P_x)_{x \in S}) \) be the Hunt process defined through Theorem 4. By a direct application of Theorem VI-2.5 of [M,R 93] we see that for \( u \in D(E^\alpha) \), there exists a unique martingale additive functional of finite energy (MAF) \( M[u] \) and a continuous additive functional of zero energy (CAF’s zero energy) \( N[u] \) such that

\[
A[u] = M[u] + N[u],
\]

where

\[
A[u] \equiv (A_t[u])_{t \geq 0}, \quad A_t[u] = \tilde{u}(X_t) - \tilde{u}(X_0),
\]

with \( \tilde{u} \) an \( E^\alpha \)-quasi continuous \( \mu \)-version of \( u \in D(E^\alpha) \). The decomposition formula (5.63) holds for Examples 1 and 2.

In order to consider the martingale problems (cf., e.g., [49]) corresponding to the decomposition given by (5.63), some additional assumptions for the probability measure \( \mu \), e.g., a uniform regularity of its density function (cf. (2.11)), are necessary. Considerations in this direction can be found in [19].

**Remark 12 (Subordination correspondences).** A theory of transforming Dirichlet forms and associated symmetric Markov processes by means of the subordinations has been developed both from a functional analytic and a probabilistic point of view (for the case where the state spaces are locally compact spaces, cf. [64,83] and references therein, and for the case where the state space are general Hausdorff spaces, cf. [32]).

On \( L^2(S; \mu) \) with \( \mu \) a Borel probability measure on a general Hausdorff topological space \( S \), consider in general a quasi-regular Dirichlet form \((E, D(E))\). Let \(-L\) be the self-adjoint operator corresponding to \((E, \mathcal{D}(E))\) (thus, \( \text{Dom}(\sqrt{-L}) = \mathcal{D}(E) \)), and \( P_\lambda \) be the projection valued measure associated to the operator \(-L\). Let \( f \) be a Bernstein function on \( \mathbb{R}_+ \) (cf., e.g., [83] for its definition and properties), and define a self-adjoint operator \( L^f \) by

\[
L^f \equiv -f(-L) = -\int_0^\infty f(\lambda) \, dP_\lambda.
\]

In [32] the following mathematical structure of the correspondences between subordinate symmetric processes and the subordinate sub-Markov semi-groups, and hence the associated Dirichlet forms, is introduced (see Theorems 2.7, 2.9, equations (8)(8), (9), Theorem 2.16 and Theorem 3.1 of [A,Rüdiger]): For a quasi-regular Dirichlet form \((E, \mathcal{D}(E))\) as above

\[
E^f(\phi, \psi) \equiv \left( \sqrt{f(-L)}\phi, \sqrt{f(-L)}\psi \right)_{L^2(S; \mu)}, \quad \phi, \psi \in \mathcal{D}(E^f) \equiv \text{Dom}(\sqrt{f(-L)}),
\]

defines a non-local quasi-regular Dirichlet form. Let \((X_t^f)_{t \geq 0}\) be the \( \mu \)-tight special standard process properly associated to the quasi-regular Dirichlet form \((E^f, \mathcal{D}(E^f))\),
the corresponding semigroup of which is denoted by \((T^f_t)_{t \geq 0}\), then \((X^f_t)_{t \geq 0}\) has the same finite dimensional distributions as \((X^y_{\gamma(t)})_{t \geq 0}\), where \((X_t)_{t \geq 0}\) is the \(\mu\)-tight special standard process properly associated to the quasi-regular Dirichlet form \((\mathcal{E}, \mathcal{D}(\mathcal{E}))\) and \((y(t))_{t \geq 0}\) is the increasing Lévy process defined through the Bernstein function \(f\).

By Theorem VI-2.5 of [M,R 93] (cf. Remark 11), the \(\mu\)-tight special standard process \((X^f_t)_{t \geq 0}\) admits the Fukushima decomposition (5.63). [32] discusses the Fukushima decomposition and the corresponding martingale problem for the process \((X^f_t)_{t \geq 0}\) (see Examples, 1, 2, 3, 4 and Theorem 4.29).

The investigations of the correspondences between the framework of the subordination and the general framework presented in the present work are particularly interesting and deserve further consideration.

6. Future Developments

Let us add some short comments on future developments corresponding to the present work, possibly encouraging future works by researchers working in related areas.

The present paper is intended to provide an explicit formulation of non-local Dirichlet forms defined on infinite dimensional topological vector spaces. Our definitions (2.8), (2.9) and (2.10) of the Markov symmetric form \(\mathcal{E}(\alpha), 0 < \alpha < 2\), can be extended in several directions. In analogy with the finite dimensional cases (cf., e.g., [34,46,48,49,60,70,84,88] and references therein), the kernel \(\frac{1}{|y_i - y'_i|^\alpha + 1}\) can be replaced by more general symmetric ones (and also some non-symmetric ones).

Also the connections between the Hunt processes constructed by the non-local Dirichlet forms on infinite dimensional topological vector spaces and solutions of SPDEs seem to provide an area of possible extensions of our work (cf. e.g., [7] and references therein).

The study of contractivity properties of semi-groups with generators associates to Dirichlet forms is a particularly important subject. E.g., it is well known that the classical (local) Dirichlet forms, associated to certain Gaussian random fields, satisfy the logarithmic Sobolev inequality, which guarantees a spectral gap of the associated self-adjoint operator and the semi-group corresponding to the operator satisfies the hypercontractivity (for corresponding precise results, cf. for [53,89], section X.9 of [1,80] and references therein). Analogous considerations for the non-local Dirichlet forms associated with random fields or processes on infinite dimensional topological vector spaces is another possible direction for future investigations.
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