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ABSTRACT

We demonstrate that the intrinsic alignment of galaxies with large-scale tidal fields sources an extra contribution to the recently-detected cross-correlation of galaxy shear and weak lensing of the microwave background. The extra term is the analogy of the ‘GI’ term in standard cosmic shear studies, and results in a reduction in the amplitude of the cross-correlation. We compute the intrinsic alignment contribution in linear and non-linear theory, and show that it can be at roughly the 15% level for the CFHT Stripe 82 redshift distribution, if the canonical amplitude of intrinsic alignments is assumed. The new term can therefore potentially reconcile the apparently low value of the measured cross-correlation with standard ΛCDM. We discuss various small-scale effects in the signal and the dependence on the source redshift distribution. We discuss the exciting possibility of self-calibrating intrinsic alignments with a joint analysis of cosmic shear and weak lensing of the microwave background.
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1 INTRODUCTION

In recent years, gravitational lensing of radiation by large-scale structure in the Universe has proved a fruitful probe of cosmology. By measuring the characteristic distortion of sources across the sky and as a function of redshift, estimators can be constructed that constrain cosmological parameters (Planck Collaboration et al. 2013b; Kilbinger et al. 2013; Heymans et al. 2013). The advantage of this technique is that it is sensitive to the total matter distribution, and is thus insensitive to the uncertain clustering bias of visible tracers.

The two most promising avenues for using this technique are weak lensing of the cosmic microwave background (CMB; see, e.g. Lewis & Challinor 2006 for a review), and weak lensing of galaxies, (e.g. Bartelmann & Schneider 2001). The first approach makes use of the statistical anisotropy imparted on the CMB temperature and polarization fluctuations for a given realisation of the lensing field. Quadratic estimators for CMB weak lensing can then be constructed from the observed CMB maps (Okamoto & Hu 2003). In contrast, weak lensing of individual galaxies is probed by measuring the statistics of the shear field, which imparts coherent distortions into the shapes of galaxies. Given knowledge of the unlensed ‘intrinsic’ shape distribution, the statistics of galaxy ellipticities may be used to constrain cosmology. Two-point statistics for both these effects have been measured, the state of the art being the Planck satellite for CMB weak lensing (Planck Collaboration et al. 2013b) and the Canada-France-Hawaii Legacy Survey for cosmic shear (CFHTLenS; Kilbinger et al. 2013; Heymans et al. 2013).

To maximise the information extracted from CMB lensing and cosmic shear, we must also consider their cross-correlation. This is expected to be non-zero since any material lensing a background source galaxy population will also lens CMB photons sourced at much higher redshift (Hu 2002). The cross-power spectrum was recently detected for the first time by combining CMB maps from the Atacama Cosmology Telescope and galaxy lensing data from the CFHT Stripe 82 Survey (CS82; Hand et al. 2013), with a detection significance of 3.2σ. The best-fit amplitude for the cross-correlation, relative to the fiducial cosmological model favoured by Planck was found to be 0.61 ± 0.19 with 1σ errors, i.e. 2σ lower than might be expected. The amplitude was also anomalously low compared to the WMAP9 fiducial model. The statistical significance of these discrepancies is however marginal, and could be due to uncertainties in the source galaxy distribution (see Hand et al. 2013 for further discussion).

In this letter, we identify an effect not accounted for by the analysis of Hand et al. (2013) which could explain at least some of the discrepancy with the Planck and WMAP9 models, that of intrinsic alignments (IAs). The observed ellipticity of a galaxy has contributions from both the lensing shear and the intrinsic ellipticity. Physically close pairs
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of galaxies are expected to be aligned to some extent, since they both presumably formed in the same tidal field sourced by the surrounding dark matter. This leads to a contribution from IAs in the auto-correlation of observed ellipticities. IAs are a significant source of systematic confusion for lensing studies, and much effort has been expended on their mitigation (Joachimi & Schneider 2008; Joachimi & Bridle 2010; Kirk et al. 2012).

If the intrinsic ellipticity of a galaxy is sourced by the gravitational field of its surroundings, a further contribution to ellipticity power spectra arises from the correlation of this field with the shear of a background galaxy at higher redshift, as first pointed out in Hirata & Seljak (2004). This paper also noted that the same effect would be present in the cross-correlation of CMB lensing and galaxy shear. Furthermore, the relative importance of this term in standard galaxy shear studies can be large if the background source redshift is large compared to the redshift of the intrinsically aligned galaxy (Joachimi & Bridle 2010), as is the case in the correlation with CMB lensing.

In Section 2 we introduce the simple IA model used in this work, and in Section 3 we compute the power spectrum of the IA contribution to the cross-correlation measured in Hand et al. (2013). We present our results in Section 4 and conclude in Section 5. We take $c = 1$ throughout.

2 INTRINSIC ALIGNMENTS

We will model intrinsic alignments with the popular linear alignment model of Hirata & Seljak (2004), first introduced in Catelan et al. (2001) and updated to include non-linear corrections in the density field in Bridle & King (2007). In this model, the intrinsic shear of a galaxy is assumed to be directly proportional to the large-scale tidal field at the time of galaxy formation. The canonical formulation of this relationship as introduced in Hirata & Seljak (2004) holds that the intrinsic complex shear in a line-of-sight direction $\mathbf{n}$ and comoving distance $r$ is

$$\gamma^I(\mathbf{n}, r) = -A \frac{C_1}{4\pi G} \frac{\omega^2(\mathbf{n}, r) \phi_p(\mathbf{n}, r)}{r^2},$$

where $\omega$ is a spin-raising operator, $\phi_p$ is the Newtonian gauge gravitational potential at the time of galaxy formation (taken to be well before dark energy domination), $C_1 = 5 \times 10^{-14} h^{-2} M_{\odot}^{-1} \text{Mpc}^{-3}$, and $A$ is a dimensionless constant. Note that throughout this work we assume that the two Newtonian gauge potentials are equal. A value of $A = 1$ was found in Bridle & King (2007) by matching to the SuperCOSMOS survey (Brown et al. 2002). As shown in Heymans et al. (2013), the amplitude parameter $A$ depends strongly on galaxy type, with large values ($4 \lesssim A \lesssim 6$) measured for early-type galaxies and small values, consistent with zero, found for late-type galaxies. Throughout this work, we will assume the canonical value $A = 1$, but the appropriate scaling of our results with this parameter should be borne in mind.

In the original model of Hirata & Seljak (2004), $\phi_p$ was taken as the linear potential, and filtered to null the contribution to IAs from scales $k > 1 h^{-1} \text{Mpc}$, where the model of equation (1) was not expected to hold. In Bridle & King (2007) this filter was not included, and $\phi_p$ was replaced by its non-linear value. In this work, we will consider both linear and non-linear IAs, with and without a cut-off on small scales.

Expanding $\phi_p$ in spherical harmonics, we have

$$\gamma^I(\mathbf{n}, r) = -A \frac{C_1}{4\pi G} \sum_{lm} \frac{\phi_p(\mathbf{n}, r)}{r^2} \sqrt{\frac{(l+2)!}{(l-2)!}} 2Y_{lm}^*(\mathbf{n}),$$

where $2Y_{lm}$ is a spin-2 spherical harmonic (see, e.g. Seljak & Zaldarriaga 1997). Since the $\phi_p$ coefficients have electric-type parity, this is a pure E-mode expansion, as expected for scalar modes. The E-mode coefficients can now be read-off from equation (2).

3 ANGULAR POWER SPECTRA

For a single source at comoving distance $r_s$, the cosmic shear field is given by $\gamma(\mathbf{n}; r_s) = \frac{1}{2} \delta \phi(\mathbf{n}; r_s)$ where the lensing potential $\psi$ is

$$\psi(\mathbf{n}; r_s) = 2 \int_0^{r_s} dr \frac{r_s - r}{r_s r} \phi(\mathbf{n}, r),$$

where we have made the Born approximation and assumed a spatially flat Universe.

We can now compute the E-mode coefficients of $\gamma$ in the same way as for the IA field, and integrate over the distribution of source distances $n_s(r)$. For CMB weak lensing, we assume that the source plane is of zero thickness and at a distance $r_s$, i.e. we assume instantaneous recombination.

It is straightforward to compute the angular power spectra of these fields, and for computational convenience we make the Limber approximation for all our spectra. This should be an excellent approximation on the angular scales we consider for both the lensing and IA kernels, since the distance distribution $n_s(r)$ for the CMB survey used in Hand et al. (2013) is broad compared to the typical spatial scales that contribute to our results. With this assumption, the E-mode angular power spectra of intrinsic alignments ($I$), CMB lensing ($\gamma_{CMB}$), and cosmic shear ($\gamma_{gal}$) are

$$C_l^{\gamma I} = l^2 \int_0^{r_{max}} d r \frac{g(r)}{r^2} \left(1 - \frac{r_s}{r} \right) P_{\phi\phi}(l/r),$$

$$C_l^{\gamma\gamma_{gal}} = l^2 \int_0^{r_{max}} d r \frac{g(r) n_s(r)}{r^2} P_{\phi\phi}(l/r),$$

where $r_{max}$ is the background conformal distance corresponding to the maximum redshift in the galaxy survey, $P_{\phi\phi}$ is the three-dimensional power spectrum of the potential, and $P_{\phi\phi}$ is given by

$$P_{\phi\phi}(k, r) = -\frac{AC_1}{4\pi GD(a)} k^2 P_{\phi\phi}(k, r),$$

where $a$ is the scale factor corresponding to distance $r$ in the background, and $D$ is a growth factor for the potential, normalised to unity at high redshift.

The lensing kernel is given by

$$g(r) = \int_r^{r_{max}} d r' n_s(r') \frac{r'}{r}. $$

Note that these equations include the correct factors of $a$ omitted in Hirata & Seljak (2004) and many subsequent works (see also Appendix B of Joachimi et al. 2011).
In the non-linear modification advocated in Bridle & King (2007), the comoving density power spectrum is scaled using HALOFIT (Smith et al. 2003), and then related to $P_{\phi\phi}$ using the Poisson equation. In this work, our non-linear corrections are scaled using the update to HALOFIT detailed in Takahashi et al. (2012), which is accurate at the 5% level for $k \leq 1h\text{Mpc}^{-1}$ and at 10% for 1 $< k \leq 10h\text{Mpc}^{-1}$.

We use the CS82 redshift distribution used in Hand et al. (2013), given by
\[
n(z) = N\frac{z^a + z^{ab}}{z^b + c},
\]
with $a = 0.531$, $b = 7.810$, $c = 0.517$, and $N$ chosen to normalise the distribution. We take $z_{\text{max}} = 6$, which is sufficiently large such that the computation of $N$ converges. Note that this distribution is itself uncertain, with realistic variations propagating into $\mathcal{O}(10\%)$ variations in the cross-power spectrum, as discussed in Hand et al. (2013).

4 RESULTS

To compute the angular power spectra presented in Section 3, we assume a flat $\Lambda$CDM model with parameters given by the best fitting Planck + lensing + WP + highL model from Planck Collaboration et al. (2013a). The primordial power spectrum has a pivot scale of $k_0 = 0.05\text{Mpc}^{-1}$ and we assume three massless neutrinos. We use the Boltzmann code CAMB (Lewis et al. 2000) to compute a reference linear power spectrum today which is then evolved in time using linear theory.

In Fig. 1 we plot the absolute value of the angular cross-power spectrum of the IA shear $E$-mode and the CMB lensing shear $E$-mode, distinguishing between the various small-scale behaviour discussed in Section 2. The characteristic boosting of the non-linear model over the linear model on small angular scales is clearly seen. The scale dependence of these curves reflects the interplay between the shape of the power spectrum $P_{\phi\phi}$ and the distance kernel in equation (5). In particular, the turn-over in the linear-theory curve at $l \approx 700$ is due to the turn-over in the matter power spectrum. We have truncated this plot at $l = 10000$, since at higher $l$ the integral picks up significant contributions from wavenumbers $k \gtrsim 10h\text{Mpc}^{-1}$, where our HALOFIT correction is not expected to be accurate.

Note that the cross-power spectrum is negative, i.e. an anti-correlation. The physical reason for this is as follows. Consider as a toy model a density field perturbed at linear order and constructed in such a way that the associated perturbed gravitational potential is strongly localised to a plane normal to the line of sight at fixed comoving distance from the observer. Now distribute the mass in the plane such that the projected gravitational potential in the plane is purely quadrupolar. For $A > 0$, a galaxy in the plane will be stretched such that its major axis is colinear with the line joining the two overdense regions of the quadrupole (the ‘overdensity axis’). Now consider a circular congruence of CMB photons focusing at the observer, and consider following the trajectory of the congruence backwards towards the surface of last scattering. Lensing by the mass configuration will shear the congruence into an ellipse with major axis aligned with the overdensity-axis. Hence a source on the last scattering surface (e.g. a temperature hot-spot) is stretched along the ‘underdensity axis’, i.e. in the opposite sense to how the tidal field shears a galaxy.

In Fig. 2 we plot the absolute value of the angular cross-spectrum of the CMB lensing $E$-mode and galaxy lensing $E$-mode in non-linear (black, upper solid) and linear (black, upper dashed) theory. Also plotted is the absolute value of the angular cross spectrum of the IA $E$-mode and CMB lensing $E$-mode in non-linear theory without a cut-off (blue, middle solid) and with a cut-off (red, lower solid), in linear theory without a cut-off (blue, middle dashed) and with a cut-off (red, lower dashed).

To compare with the results of Hand et al. (2013), in Fig. 3 we plot the non-linear angular cross-power spectrum of CMB lensing and observed galaxy ellipticity, with and without a non-linear IA term without a cut-off. Also plot-
Figure 3. The total cross-spectrum of CMB lensing E-modes and observed galaxy ellipticities with (blue, upper solid) and without (dashed) an IA term with canonical amplitude, and with an IA model having the best-fitting amplitude of $A = 3$ (red, lower solid). The data are measurements from Hand et al. (2013), with 1σ error bars. Errors on neighbouring points are correlated at the percent level.

Figure 4. The absolute value of the ratio of the cross-power spectrum of CMB lensing and IA E-modes to the cross-power spectrum of CMB lensing and galaxy lensing E-modes. Plotted are the ratios of linear IAs without a cut-off to linear standard (blue, top dashed), linear IAs with a cut-off to linear standard (red, lower dashed), non-linear IAs without a cut-off to non-linear standard (blue, upper solid), and non-linear IAs with a cut-off to non-linear standard (red, lower solid). Also plotted is the ratio of a non-linear IA spectrum without a cut-off to a non-linear standard spectrum, for a source redshift distribution shifted to higher redshift by $\Delta z = 1$ (black, dot-dashed)

ted are measurements of the cross-power from Hand et al. (2013). Note that neighbouring points on this plot are correlated at the percent level. Including IAs clearly lowers the amplitude of the curve, bringing it closer in line with the data points, and easing the tension with Planck.

To quantify the improved fit to the data, we can model the cross-spectrum as $C_l^X = A_p C_l^{CMB+gal} + C_l^{CMB+IA}$, where $A_p$ parametrizes the amplitude of the ‘standard’ contribution. The Planck best-fit model predicts $A_p = 1$, and we will neglect any uncertainties in the source redshift distribution. In the absence of IAs, Hand et al. (2013) found that $A_p = 0.61 \pm 0.19$ (with 1σ Gaussian errors). Repeating their analysis using the non-linear IA model without a cut-off, we find $A_p = 0.72 \pm 0.19$. Thus, a 2σ discrepancy becomes approximately a 1.5σ discrepancy if IAs with the canonical amplitude are included. Conversely, by fixing $A_p = 1$, we find that the data prefer an amplitude for IAs of $A = 3.0 \pm 1.4$, assuming the non-linear model and no cut-off. We plot the best-fitting cross-power spectrum in Fig. 3. Thus, the improvement has only mild statistical significance, but does ease the tension with Planck. For example, a model with $A_p = A = 1$ has $\chi^2/\nu = 0.78$ for $\nu = 4$ degrees of freedom, which should be compared to a model with $A_p = 1, A = 0$, having $\chi^2/\nu = 1.43$.

In Fig. 4 we plot the ratio of the IA term and the standard term. The solid lines in this figure are non-linear IA models, and the dashed lines are linear models. Firstly, note that the size of the IA term is roughly 15% for the $l$-range measured in Hand et al. (2013). Although we have seen that non-linear IA models with the canonical amplitude eases the tension between data and model at the 0.5σ level, note that this curve should be scaled linearly for $A \neq 1$. Thus for surveys with a high proportion of galaxies having $A \geq 2$, the new term will be significant.

Including non-linear effects in the IA and lensing models reduces the significance of the IA term. This is because the galaxy lensing shear picks up contributions from matter at lower redshifts than the IA shear, which is confined to the higher galaxy redshifts. For a fixed $l$, lower redshifts correspond to larger wavenumbers, which receive more enhancement from non-linearities. Thus the denominator in the ratio plotted in Fig. 4 is boosted by more than the numerator, and so the ratio is suppressed.

Finally, to investigate the dependence on the source redshift distribution, in Fig. 4 we also plot the ratio of the IA term to the standard term in non-linear theory without a cut-off for the $n_s$ distribution of equation (8) shifted to higher redshift by a constant translation of $\Delta z = 1$. Note that the small-scale variation in the distance distribution induced by this operation decreases the angular scale where the Limber approximation is expected to be accurate. The relative importance of the IA term now decreases. This can be understood by noting that the galaxy lensing E-mode increases in amplitude due to the enhanced lensing kernel for higher-redshift sources. In contrast, the equivalent distance kernel for the IA term is the source distribution $n_r$, which does not receive a significant enhancement.

5 CONCLUSIONS

In this work, we have shown how intrinsic galaxy alignments can contribute significantly to the cross-correlation of CMB weak lensing and galaxy weak lensing. For a simple tidal field model with a canonical amplitude, the IA term can reduce the cross-power by roughly 15% for the CMB2 redshift distribution. Reanalysing measurements of the cross-power from Hand et al. (2013) shows that including IAs with the canonical amplitude recovers roughly 0.5σ of the 2σ discrepancy between the data and the best-fit Planck cosmology. Indeed, all the discrepancy may be removed by fixing the IA amplitude to $A = 3$. As a caveat to this however, the CFHTLenS analysis of Heymans et al. (2013) found a value...
for $A$ consistent with zero. This can be partly understood by the fact that the CFHTLenS source galaxy population is dominated by late-type galaxies, which have low values of $A$ in the linear alignment model. However, a more satisfactory explanation of IAs for such galaxies is provided by tidal-torque theory, which predicts no ‘GI’ term at linear order (Hirata & Seljak 2004), and hence no contribution to the cross-correlation with CMB lensing at linear order. If the galaxy sample used in Hand et al. (2013) is similarly dominated by late-type galaxies, we would not expect the new term to be significant. Nonetheless, our analysis has shown that IAs can be very important for early-type galaxies, for which the simple linear model is expected to apply.

Even if the amplitude of IAs is not sufficient to fully reconcile the measurement, we have demonstrated that it should at least be included in models of the cross-correlation, and could even be constrained by such measurements. This is an attractive possibility, as the precisely known redshift of the last scattering surface, as well as the cleanliness of CMB weak lensing as a probe, could allow a fully joint analysis to ‘self-calibrate’ the amplitude of intrinsic alignments in cosmic shear surveys. This would almost certainly aid attempts to mitigate the many systematics in cosmic shear with the use of CMB lensing, as recently suggested in Vallinotto (2012, 2013); Das et al. (2013). We intend to investigate this intriguing possibility in a forthcoming work (Hall & Taylor 2014).

Further potential uses of this signal include improved delensing for CMB B-mode detection (Marian & Bernstein 2007) and the use of IAs to probe cosmic tidal fields for improved parameter constraints (Chisari & Dvorkin 2013). In any case, our analysis has demonstrated that intrinsic alignments should be included in any future study of this particular cross-correlation.
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