Electric dipole moments and the search for new physics
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Static electric dipole moments of nondegenerate systems probe mass scales for physics beyond the Standard Model well beyond those reached directly at high energy colliders. Discrimination between different physics models, however, requires complementary searches in atomic-molecular-and-optical, nuclear and particle physics. In this report, we discuss the current status and prospects in the near future for a compelling suite of such experiments, along with developments needed in the encompassing theoretical framework.
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I. EXECUTIVE SUMMARY

Observation of an electric dipole moment (EDM) in any experimental system (electron, neutron, proton, atom, molecule) at current or near-future sensitivity would yield exciting new physics. Assuming maximal breaking of CP symmetry, EDMs probe beyond the Standard Model (BSM) mass scales well beyond those directly probed at high energy colliders. However, a single discovery alone can not by itself discriminate between the many viable BSM theories, rule out baryogenesis scenarios for the observed matter-antimatter asymmetry of the Universe, or tell whether CP symmetry is spontaneously or explicitly broken in Nature. To accomplish such goals a well coordinated program of complementary EDM searches in atomic/molecular, nuclear, and particle physics experiments is needed. In this report a compelling suite of such experiments and an encompassing theoretical framework are proposed to discover and establish the next fundamental theory of physics.

Searches for fundamental EDMs have a long history, beginning with the neutron EDM (nEDM, Section IV) beam experiments of Purcell and Ramsey in 1949. The nEDM is sensitive to $\theta_{QCD}$, quark electric dipole and chromo-electric moments, the gluon chromo-electric moment, and CP-violating four-fermi interactions at the leading order in an effective field theory. Modern experiments use ultracold neutrons (UCN) that can be polarized and stored in room-temperature bottles for hundreds of seconds, leading to very precise measurements. These techniques have been developed around the world over decades, with a best limit of $d_n < 1.8 \times 10^{-26} \text{ e}\cdot\text{cm (90\% C.L.)}$ reported by the Paul Scherrer Institut in 2020. Several UCN experiments are being developed around the world with the goal of $10^{-27}$ within the next 5–10 years and $10^{-28}$ in 10–15 years.

Like neutrons, atoms and molecules (Section V) have been sensitive probes of EDMs for decades and currently set the best limits on the electron EDM, semileptonic CP-violating four-fermi interactions, and quark chromo-EDMs; they also are competitive with the nEDM for sensitivity to quark EDMs and $\theta_{QCD}$, providing an excellent check on both types of experiments. Atom and molecule-based searches for fundamental symmetry violations have advanced rapidly in recent years, and have excellent prospects for further advances. Improvements in sensitivity of one, two-three, and four-six orders of magnitude appear to be realistic on the few, 5–10, and 15–20 year time scales, respectively, by leveraging major advancements made using quantum science techniques and the increasing availability of exotic species with extreme sensitivity. These gains open an exciting pathway to probe PeV-scale physics using “tabletop” scale experiments.

Finally, a whole new class of EDM experiments is possible in storage rings (Section VI). A ring at BNL or Fermilab, using technology off the shelf and a design based on the successful muon $g-2$ experiments can be operational and produce first results for the proton in less than 10 years. The proton storage ring is expected to reach $10^{-29} \text{ e}\cdot\text{cm}$ sensitivity in 10 years for the proton, and the same level in an additional five years for the deuteron. The exceptional sensitivity is due to several features designed to suppress systematics. Furthermore, the storage ring experiment is sensitive to dark matter, dark energy models, and axions. New electron and muon EDM storage ring measurements are proposed at Jlab, PSI and Fermilab. The PSI and Fermilab experiments will use the so-called “frozen spin” technique. The latter is an improvement of the current muon $g-2$ experiment at Fermilab while the former is a whole new experiment at PSI and will improve the sensitivity to the muon EDM by four orders of magnitude.

Fermion EDMs originate at a high mass scale through new complex CP-violating phases (e.g., through new Yukawa couplings) and feed down to lower energy scales via dimension four and higher operators in a Standard Model effective theory. These elementary particle EDMs then manifest in
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bound states like the proton and neutron, and even atoms and molecules. At the quark-nucleon level, lattice QCD plays a crucial role in this matching between energy scales. At lower energies still, nucleon chiral perturbation theory, and finally, nuclear and atomic theories are needed. The reverse holds as well: if a nucleon, atomic, or molecular EDM is measured, the underlying BSM physics is tested and can be diagnosed. This remarkable effective theory framework, encompassing tens-of-orders of magnitude in energy, is in place today (Section III). Crucially, the low-energy theory is continually improved as new high energy models are invented.

In this white paper, we discuss the motivation to search for EDMs, the theoretical framework necessary to understand and interpret them, and current and planned experiments to find them.
II. INTRODUCTION

The observation of a nonzero value of the permanent electric dipole moment (EDM) of non-degenerate systems such as elementary particles, atoms, or molecules would signal the existence of new interactions violating both time-reversal (T) and parity (P) invariance, or equivalently CP [1], the combination of charge conjugation and parity.

CP violation exists in the Standard Model (SM) of particle interactions due to the strong CP phase $\theta$, a phase in the Cabibbo-Kobayashi-Maskawa (CKM) quark mixing matrix [2], and possibly a similar phase in the Pontecorvo-Maki–Nakagawa–Sakata (PMNS) lepton mixing matrix [3–5]. Physical manifestations of the CKM and PMNS phases require the interplay of three fermion families and therefore their impact on flavor-diagonal CP probes such as EDMs is very small, many orders of magnitude below the current and future experimental sensitivity (see [6–8] and references therein). Given this background, EDMs play a prominent role in searches for new physics, for at least three reasons:

(1) Due to the smallness of the CKM and PMNS contributions, EDMs are a very clean probe of new sources of CP violation arising from physics beyond the Standard Model (BSM) [6, 9], providing at the same time very strong constraints on the SM $\theta$-term ($\theta \sim 10^{-10}$). Should a positive signal emerge in the future, a combination of EDM measurements and appropriate theory input will be able to disentangle $\theta$ from BSM sources of CPV, either way providing deep insight on the nature of CP in a fundamental theory.

(2) At the current and future sensitivity level, assuming maximal breaking of CP, EDMs probe BSM mass scales that can be considerably higher than the ones directly probed at high energy colliders.

(3) EDMs can shed light on one of the great puzzles of modern physics, i.e. the origin of the cosmic matter-antimatter asymmetry, quantified by the number of baryons minus antibaryons per black body photon, $6.104 \pm 0.058 \times 10^{-10}$ [10–13]. Such an asymmetry is difficult to include as an initial condition in an inflationary cosmological scenario [14] and therefore requires dynamical generation, baryogenesis. According to Sakharov’s conditions [15] CP violation is one of three key necessary conditions for baryogenesis. The strength of the CPV in the CKM matrix is, however, too small to explain baryogenesis [16–19]. Similarly, CP-violation due to the $\theta$ term is unlikely to lead to appreciable baryon asymmetry [20, 21]. Thus, BSM CP violation is expected to have played a major role in baryogenesis and EDMs provide a strong tool to probe it. In particular, EDMs are major tools to test low-scale baryogenesis mechanisms, such as electroweak baryogenesis (see [22] and references therein).

The discovery of an EDM in a single system will be paradigm-shifting but will not be sufficient to qualitatively nor quantitatively discriminate among BSM models and rule out baryogenesis scenarios. To achieve these goals, it is necessary to observe or bound EDMs in complementary systems, so that the main features of CP violation at low energy can be identified and systematically connected to the underlying BSM scenarios. This, thus, opens up a clear target for a joint experiment-theory program to elucidate novel sources of CP violation and their implications for fundamental interactions and cosmology.
III. THEORY

A. General considerations

The Standard Model admits two CP-violating phases in dimension 4 operators, the strong CP phase $\bar{\theta}$ and the CKM phase $\delta_{\text{CKM}}$. The former is known to be extraordinarily tiny, whereas the latter is order one. There is also one CP-violating phase in the PMNS matrix, or three phases in the case of Majorana neutrinos. These are not yet measured. Given such limited information, the fundamental status of CP symmetry in our universe is unknown. The nonzero CKM phase leaves open the possibility that CP is a fundamental symmetry of nature, but is spontaneously broken. In this case, the nature of the spontaneous breaking could lead to substantial variation in the sizes of CP phases arising in different couplings; for example, the breaking of CP could be correlated with the breaking of flavor symmetries [23]. On the other hand, if CP is simply not a symmetry of nature at any level, then we expect all CP phases to be order-one numbers (with possible exceptions like $\bar{\theta}$ that could be dynamically relaxed to zero).

Models beyond the Standard Model typically admit a plethora of new CP violating phases. For instance, any scenario with new vector-like fermions that also have Yukawa couplings to the Higgs boson allows for CP violation, and will generate EDMs of SM particles through two-loop diagrams [24]. Simple dimensional analysis tells us that new physics at a mass scale $M_{\text{NP}}$, with a CP-violating phase $\delta_{\text{CPV}}$, contributing to an EDM at the $\ell$-loop order will generate an EDM of order

$$d_f \sim e q_f \sin(\delta_{\text{CPV}}) \left( \frac{g^2}{16\pi^2} \right)^\ell \xi_{\text{FV}} \frac{m_f}{M_{\text{NP}}^2}. \hspace{1cm} (1)$$

Here $d_f$ is the EDM of the SM fermion $f$ (e.g., the electron); $m_f$ and $q_f$ are the mass and charge of that fermion; $g$ is the typical size of a coupling appearing in the calculation (generally $O(1)$); and $\xi_{\text{FV}}$ is a possible enhancement factor due to flavor violation. Setting this factor to 1 is conservative in terms of estimating the mass reach $M_{\text{NP}}$, although models in which it is 1 ("Minimal Flavor Violation" or MFV) tend to be rather special. This approximate estimate is confirmed by many concrete calculations in specific models (e.g., the selected early references [24–30]). To give a sense of the numbers, if we consider the electron EDM and assume that $\delta_{\text{CPV}}$ is maximal, $\xi_{\text{FV}} = 1$, and $g \approx 0.6$ is of order the weak coupling constant, we find that an experimental constraint $|d_e| \leq d_{e}^{\text{max}}$ translates into

$$M_{\text{NP}} \gtrsim \sqrt{\frac{10^{-29} \text{ e cm}}{d_{e}^{\text{max}}}} \times \begin{cases} 50 \text{ TeV}, & \ell = 1 \\ 2 \text{ TeV}, & \ell = 2 \end{cases}. \hspace{1cm} (2)$$

While this estimate is heuristic, it gives us the immediate qualitative lesson that current precision searches for CP violation are already sensitive to mass scales above those accessible to the LHC, even for effects arising at the two-loop order. Note that every two orders of magnitude improvement in the EDM bound translates into one order of magnitude improvement in the mass reach. On the other hand, if we focus on a particular mass range—say, new physics at the TeV or 10 TeV scale, accessible to a current or future collider experiment—then every order of magnitude improvement in the EDM constraint translates to an order of magnitude stronger constraint on the CP phase $\delta_{\text{CPV}}$. If new physics exists but has tiny CP-violating phases, this could be a strong clue that CP may be a spontaneously broken fundamental symmetry of nature.

Finally, in certain BSM scenarios EDMs of composite systems (like atoms, molecules, or nuclei) can be induced via four fermion operators arising at tree level, avoiding the loop suppression in
Eq. (2). An example is a scalar lepto-quark model [31–33] where tree-level lepto-quark exchange leads to CP-odd electron-quark operators that, in turn, induce EDMs of paramagnetic systems. However, such couplings intrinsically involve new sources of flavor violation beyond the Standard Model Yukawa couplings, so one must be cautious in comparing estimated mass reach with the MFV assumption in Eq. (2). Another example is the minimal left-right symmetric model [34, 35] where $W_L - W_R$ mixing leads to CP-odd four-quark operators that induce a neutron and diamagnetic EDM without loop suppression. However, in these models additional suppression can arise from small dimensionless quantities such as ratios of fermion masses. An explicit example of such suppression is that $W_L - W_R$ mixing is at least suppressed by $m_b/m_t$ [36] to be consistent with measured quark masses.

If CP violation is discovered, our first task is to assess whether it arises from the strong CP phase $\bar{\theta}$ or from a higher-dimension operator in the Standard Model EFT. We expect that $\bar{\theta}$ dominantly contributes to hadronic CP violation, but it also feeds into the electron EDM. Further theoretical work is needed to fully characterize the imprint of $\bar{\theta}$ in the full range of experimental observables. Only by measuring CP violation in multiple, complementary systems could we make the case that we are observing the effect of $\bar{\theta}$ rather than, say, a quark chromo-electric dipole moment or a CP-violating four fermion interaction. A discovery of nonzero $\bar{\theta}$ would be significant. For example, in axion solutions to the strong CP problem, $\bar{\theta}$ is dynamically relaxed [37–40], but generally not to exactly zero, due to effects violating the Peccei-Quinn symmetry [41–44]. Measurement of nonzero $\bar{\theta}$ would be an important clue about the symmetry structure of the high-energy theory. More practically, a nonzero $\bar{\theta}$ would allow an axion to mediate long-range forces rather than simply spin-dependent ones, an effect that can be searched for experimentally [45].

If a new CP violating effect is observed that, after correlating the results from multiple systems, cannot be attributed to $\bar{\theta}$, the implications are even more profound. This would point to new physics in higher dimension operators in the Standard Model, suppressed by a heavy mass scale. As in the example estimate (2) for the EDM, knowledge of such an operator would immediately point to a maximum mass scale at which the effect might be generated. This would immediately and dramatically strengthen the case for building further energy-frontier experiments, such as collider experiments that could directly produce the particles responsible for generating the operator. Precision experiments themselves can begin to unravel the nature of the new physics by carrying out complementary, redundant tests of many systems. These could clarify which operators are producing the effect and, ideally, measure the coefficients of multiple operators in the SM EFT. These measurements could serve as a “fingerprint” of a given model. For instance, some models would produce a signal in polar molecule EDM experiments that arises dominantly from the electron EDM, while others would produce a signal dominantly through a CP-violating electron-nucleon interaction. Only by measuring CP violation in multiple molecules could one assess which is being observed, and begin to home in on the underlying new physics models.

B. Theoretical framework: status and challenges

Considering that EDMs are very low-energy measurements, the above discussion can be neatly streamlined in an effective field theory (EFT) framework. Assuming that new CP-violating sources are associated to energy scales well above the electroweak scale (the case of light and weakly coupled new physics is considered for example in Refs [46, 47]), their low-energy effects can be captured by local higher-dimensional operators in the Standard Model Effective Field Theory (see Engel et al. [48] for a systematic review). The first relevant CP-odd operators appear at dimension six—suppressed by two powers of the new physics mass scale—and consist of lepton and quark electric dipole moments, quark and gluon chromo-electric dipole moments, four-fermion operators,
and interactions among Higgs and gauge bosons. The CP-odd operators can be evolved to lower energy scales (and in the process ‘mix’ with each other) and matched to an EFT that only contain the light SM degrees of freedom: light quarks and leptons, photons, and gluons.

So at the hadronic scale of order 1 GeV, CP-violating interactions from the SM and beyond can be captured by a handful of CPV operators, ordered according to their dimension. First, at dimension four one has a CPV quark mass term or equivalently the QCD topological charge, $\bar{\theta}$ (the two are related by the singlet axial anomaly). The leading BSM CPV dimension-six operators from the high-scale manifest themselves as dimension-five and dimension-six operators that can be grouped in three classes:

- EDMs of the elementary fermions (light quarks and electron), coupling the spin of the fermion to the electric field.

- Chromo-Electric Dipole Moments (cEDMs) of quarks and gluon, coupling the spin of the quarks and gluons to the chromo-electric field. The gluon cEDM operator is also known in the literature as the CPV Weinberg three-gluon operator [49].

- Various CPV four-fermion operators. They are divided in two groups. On one hand, semi-leptonic operators involving a quark and a lepton bilinear, that contribute to atomic and molecular EDMs. On the other hand, four-quark operators that contribute primarily to CP violation in hadronic systems (such as nucleon EDM and nuclear moments via CPV pion-nucleon couplings).

The leading four-electron operators in the Standard Model that are not hermitian, and thus admit CP-violating phases, arise at dimension eight (of the form $\left(h^\dagger L \bar{e}\right)^2$), so their effects are expected to be smaller by at least a factor of $v^2/M_{NP}^2$ than those of dimension-six operators.

In a next step, the resulting effective operators can be matched to CP-violating interactions among the relevant low-energy degrees of freedom: leptons, pions, nucleons, and photons. Chiral EFT has proven to be a powerful tool to organize the various CP-odd hadronic interactions based on the chiral symmetry properties of the underlying sources of CP violation [50, 51]. The associated power counting predicts that for any CP-odd dimension-six operator, EDMs can be expressed in terms of a handful of CP-violating hadronic and (semi-)leptonic interactions. Chiral EFT also allows for a systematic derivation of CP-violating nuclear forces [52] that can then be used in combination with few- and many-body techniques to compute EDMs of light nuclei and diamagnetic atoms and molecules. Both the matching from quark-gluon operators to chiral EFT and the calculation of EDMs of nuclei and diamagnetic atoms require non-perturbative techniques that suffer at the moment from large theoretical uncertainties. As discussed below, these uncertainties dilute the physics reach of very sensitive experimental searches. Therefore, a systematic approach to reduce theoretical uncertainties is an integral part of the EDM physics program for the next decade.

The matching from quark-gluon operators to chiral EFT involves non-perturbative QCD because the hadronic coupling constants (typically low-energy constants or LECs) associated to CP-violating interactions are, in most cases, not determined by symmetry considerations (a rare exception is the QCD $\bar{\theta}$ term, where certain hadronic couplings are connected to known CP-even matrix elements). Calculations of the LECs have been performed in the past mostly within QCD sum rules or other hadronic models, leading to results whose uncertainties are hard to quantify. In recent years it has become clear that lattice QCD (LQCD) is the most promising tool to obtain QCD-based results with quantified uncertainties, albeit with many challenges. While most effort in LQCD so far has focused on matrix elements associated to the QCD $\bar{\theta}$ term, the higher-dimensional operators such as the quark and gluon chromo-EDMs are becoming the target of investigation (see
Shindler [53] for a recent review). The current situation is well exemplified by looking at the status of the neutron EDM expressed in terms of SM ($\bar{\theta}$) and BSM sources of CP violation ($d_q$ and $\tilde{d}_q$ denote the quark EDMs and cEDMs, respectively, and $\tilde{d}_G$, the gluon cEDM). Working at a renormalization scale of $\mu = 2$ GeV in the MS scheme, and putting together input from lattice QCD and QCD sum rules, we have

\begin{equation}
\begin{split}
d_n &= - (1.5 \pm 0.7) \cdot 10^{-3} \bar{\theta} e \text{fm} \\
  &- (0.20 \pm 0.01)d_u + (0.78 \pm 0.03)d_d + (0.0027 \pm 0.016)d_s \\
  &- (0.55 \pm 0.28)e\tilde{d}_u - (1.1 \pm 0.55)e\tilde{d}_d + (50 \pm 40) \text{MeV} \tilde{d}_G
\end{split}
\end{equation}

The coefficient of the $\bar{\theta}$ term has been computed in LQCD in Dragos et al. [54], while other lattice calculations point out that larger systematic effects might be possible [55]. The matrix elements relating $d_n$ to $d_q$ have been precisely calculated in LQCD [56, 57]. The quoted matrix elements of the quark cEDM operators are obtained via QCD sum rules [58–60]. For the Weinberg operator we quote a range covering the QCD sum rules [61, 62] (lower value) and Naive Dimensional Analysis (NDA) [49] (higher value). Finally, the neutron EDM dependence on BSM operators whose matrix elements are even less known (such as four-quark operators) is not included in Eq. (3).

A quick look at Eq. (3) illustrates several lessons: (i) First, a single EDM is not sufficient to disentangle the many possible sources of CP violation from BSM physics. Even though the low-energy couplings ($d_q$, $\tilde{d}_q$, ...) are correlated in a given underlying model, if we want to probe the origin of CP violation, the search for EDMs in multiple systems is essential. (ii) Even in the unrealistic case in which only one source of CPV is active at low-energy, with the exception of $d_q$ the hadronic uncertainties greatly dilute the nominal constraining and diagnosing power of EDM searches (i.e. the one obtained by using central values for all matrix elements, ignoring their uncertainty). This of course applies to all hadronic and nuclear EDMs. In a realistic situation in which multiple CPV operators are relevant at the hadronic scale, the situation is even worse. For example, Chien et al. [63] studied the case in which the underlying CP violation originates in the couplings of quarks and gluons to the Higgs boson. The dilution effect comes about because a given high-energy coupling generates via renormalization evolution and threshold corrections a number of operators at low-energy, whose contribution can cancel each other due to the poorly known matrix elements. The study in Chien et al. [63] concluded that once matrix elements are known at the 10-25% level, room for cancellations is much reduced and one essentially exploits the full power of experimental constraints. Therefore 25% represents a minimal target uncertainty for hadronic matrix elements relating the strange quark EDM and quark / gluon cEDMs to nucleon EDM and CP-violating pion-nucleon couplings. This uncertainty might be within reach in the next decade, as discussed below.

C. Lattice QCD input at the hadronic scale

As described above, effective field theory allows us to express the low-energy effects of the physics beyond the standard model in terms of the matrix elements of a series of operators composed of quark and gluon fields and factors that can be determined reliably in perturbation theory. The estimation of these matrix elements, themselves, cannot be carried out using perturbation theory in the strong coupling since the latter is $O(1)$ or larger at the relevant scales. Naive dimensional analysis can provide an order of magnitude estimate for them. For many of these matrix elements, general analyticity arguments can provide ‘sum rules’ involving them, and one can try to use phenomenological analyses and assumptions about resonance contributions to estimate them with somewhat greater precision. In many cases, moreover, chiral effective field theory can
estimate some of the leading contributions to the matrix elements in terms of low-energy constants. The fundamental issue with all these estimates is that the approximations involved are usually uncontrolled and the series involved are not well behaved; resulting in unreliable error estimates and an inability to compare the different methods.

In recent years, LQCD has been able to estimate these matrix elements with far greater control and reliable estimates of the uncertainty. At heart, LQCD carries out a discretized version of the Feynman path integral numerically using importance sampling through Markov chain Monte Carlo over fields in a small finite universe with possibly unphysical values of the four relevant QCD parameters: the strong coupling, and the up, down, and strange quark masses. The results then need to be extrapolated to the continuum and physical values of the QCD parameters.

To calculate the nucleon matrix elements, one proceeds by putting in interpolating fields creating and destroying nucleons out of the vacuum, propagating them in Euclidean time to remove contaminations from other, possibly multihadron, states coupling to the same interpolating fields, and inserting a discretized version of the operator in the Green’s function. The lattice being a hard cutoff, this operator, regularized through discretization, in general has mixing with operators of the same and lower dimensions that diverge as the continuum limit is taken. A non-perturbative renormalization procedure is generically necessary to subtract these divergences. Alternatively a smearing called ‘gradient-flow’ can be applied to the discretized matrix elements, which introduces its own hard cutoff scale, but that lets us obtain matrix elements in the continuum. Finally, these continuum quantities have to be converted to the $\overline{\text{MS}}$-scheme used in phenomenology perturbatively [64–70]. This last step forces us to work at a fine enough discretization that one has a window between the scale at which perturbation theory becomes reliable and the scale where discretization (or smearing) artifacts dominate.

One additional systematic arises from the fact that the signal-to-noise for a nucleon state degrades exponentially with the Euclidean time evolution, especially when the quark masses are light. As a result, the excited state contamination can often not be satisfactorily removed merely by the Euclidean time evolution alone. Instead, one needs to carry out multi-state fits to remove the remaining contamination and extract the matrix elements. It has, however, been discovered recently that the contamination from the light $N\pi$ and $N\pi\pi$ states are often not discernible from these fits alone, leading to additional systematics that are not yet under control.

Fortunately, the quark EDMs contribution to nucleon EDM is quantified by the tensor charges of the nucleon at leading order, and these seem insensitive to assumptions about the contributing excited state spectrum. Moreover, the renormalization of the tensor charges is multiplicative, thus simplified with respect to higher dimensional operators. As a result, lattice calculations of the light quark tensor charge of the nucleons give results with about 5% precision, and there are bounds on the strange quark contribution [71]:

$$g_T^{u-d} = 0.989(34) \quad g_T^u = 0.784(28)(10) \quad g_T^d = -0.204(11)(10) \quad g_T^s = -0.0027(16)$$ (4)

There is a long history of lattice calculations of the nucleon EDM due to the QCD topological charge [72–78], but they often did not reach statistical precision necessary to obtain a nonzero signal. Recent calculations that extrapolate from heavier quark masses could control the statistical errors giving [54] $d_N = -0.00152(71)$ and $d_P = 0.0011(10)$ in units of $\hat{\theta}e$ fm. Other recent calculations [55, 79] with quark masses closer to the physical point have statistical uncertainties larger by an order of magnitude, but have pointed out that the $N\pi$ contamination may not be under control at these quark masses. Similar situation holds for the calculation of the nEDM due
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1 The charm quark is sometimes included, the heavier quarks can be integrated out at the level of accuracy of the nucleon matrix elements we are interested here.

2 We will quote matrix elements of the neutron renormalized in the $\overline{\text{MS}}$-scheme at 2 GeV at the isospin symmetric limit, unless stated otherwise. The quoted errors represent nominal 1σ uncertainties.
to the isovector quark chromo-EDM operator \([80–82]\). The isoscalar quark chromo-EDM operator, which has the additional complication of power divergent mixing with the CPV mass-term, has, so far, not been studied to the same extent, though the coefficient of the power divergence for the qCEDM operator has become available recently \([66]\).

The techniques for carrying out the matrix element of the CPV Weinberg three-gluon operator have been reported \([82, 83]\). The main issue here is that this operator has mixing with lower-dimensional operators that need to be subtracted. The power divergent coefficient for the Weinberg operator has been calculated in perturbation theory \([70]\), but the nonperturbative renormalization of this operator is also complex. The mixing with lower dimensional operators needs to be subtracted nonperturbatively \([84]\). The gradient flow can be used to implement the subtraction and obtain a gauge invariant continuum limit, which can then be connected to the \(\overline{MS}\) scheme perturbatively. The full renormalization of the qCEDM and Weinberg operators is still ongoing by several LQCD groups. It is also important to remark, that beside the renormalization pattern, the calculation of the relevant nucleon matrix elements is possibly contaminated by light excited states, a systematic uncertainty that needs to be fully understood for a robust nucleon EDM calculation. The LQCD calculation of the nucleon EDM due to the CPV four-quark operators has not yet been attempted.

To obtain the electric dipole moments of nuclei and atoms, in addition to the calculation of the nucleon EDMs, one needs the matrix elements of the various quark bilinears within the nucleons and the pion-nucleon CPV matrix elements. The former can be used to calculate the various semi-leptonic CPV four-fermion operators, and many lattice groups have calculated these quantities. The FLAG collaboration has calculated the current world averages based on these, and we summarize their findings \([71]\) here. The tensor matrix element, as discussed above, is known to about 5% for the light quarks. For the axial charge, the lattice results are at or below the 5% precision for the light quarks:

\[
\begin{align*}
g_{u-d}^A &= 1.246(28) \\
g_{u}^A &= 0.777(25)(30) \\
g_{d}^A &= -0.438(18)(30) \\
g_{s}^A &= -0.053(8) .
\end{align*}
\]  

(5)

For the isovector charge, the phenomenological determination \(g_{A}^{u-d} = 1.274(23)\) is an order of magnitude more precise, but the lattice results are consistent with it. The scalar matrix elements are currently known to only about 10% precision: \(g_{S}^{u-d} = 1.02(10)\). The individual quark contributions are known only to about 20% and are usually given by quoting \(3\sigma_{\pi N} \equiv m_{u}g_{S}^{u} + m_{d}g_{S}^{d} = 64.9(1.5)(13.2)\) MeV and \(\sigma_{s} \equiv m_{s}g_{S}^{s} = 41.0(8.8)\).

The CPV pion-nucleon coupling can also be calculated on the lattice for all these sources of CPV, but no calculations with full control of systematics are available yet. Whereas the latter are given by matrix elements of the electromagnetic current (in presence of the CPV interaction) at zero four-momentum transfer, the CPV pion-nucleon coupling can be extracted from the pion-pole contribution to the matrix element of the axial or pseudoscalar currents. The axial and pseudoscalar calculations are related by the PCAC relation, and recent lattice developments have resolved the apparent violation of PCAC in the CP-conserving sector \([85]\) as being due to unresolved excited state contaminations.

In summary, LQCD provides a controlled determination for these matrix elements. The matrix elements of the light quark EDM operator and the semi-leptonic four-Fermi operators involving light quark are already sufficient to start discriminating between the various models. For the operators involving strange quarks, for the QCD topological charge operator and for the other BSM operators, however, the precision on the matrix elements extrapolated to the physical point need to be increased by about an order of magnitude, or about 100x in statistics in a brute-force

\[^{3}\text{Only preliminary calculations are available for the } u \text{ and } d \text{ contributions separately.}\]
approach, to make full use of the experimental constraints. In addition, the contamination from light excited states needs to be controlled: some improvement in this is expected if the statistical precision is improved, but currently the known ways of attacking this problem directly involve including multihadron interpolation operators as sources and sinks, increasing the computational cost by another order of magnitude. Alternatively, since the signal-to-noise problems in nucleon two-point functions comes from large phase fluctuations, methods like contour deformations that reduce these fluctuations [86, 87] may ultimately prove to be useful in giving us reliable signal up to Euclidean time separations where the excited state effects can be measured and removed.

D. Nuclear, atomic, and molecular systems

The EDMs of light nuclei are interesting for both theoretical and experimental reasons. Proposals have existed for some time now, to measure the EDMs of light atomic nuclei in storage rings [88, 89]. This is an exciting prospect as the nuclear EDMs, unlike atomic systems, do not suffer from Schiff screening. On the theoretical side, EDMs of light nuclei are attractive as they can be tackled with firm theoretical tools. Nowadays EDMs of light nuclei are fully calculated with CP-even and CP-violating chiral EFT nucleon-nucleon potentials [90–93]. In particular, the contributions from the constituent nucleon EDMs and from CP-odd pion-exchange nuclear forces are known to good accuracy. These computations already show the discriminating power of EDMs of different systems. For instance, the ratio of the deuteron-to-neutron EDM could already exclude the QCD $\bar{\theta}$ term as the dominant source of CP violation [94, 95]. Open questions remain regarding the role of short-distance CP-odd nucleon-nucleon operators whose role is not well understood. While not the target of experimental investigations, EDMs of intermediate mass nuclei could provide interesting theoretical laboratories and form a bridge between ab initio chiral EFT computations and many-body methods suitable for heavier nuclei. The proton and neutron EDM are discussed in detail in Sections IV and VI, respectively.

In the arena of atomic and molecular EDMs, current experimental efforts focus on systems with large atomic number, which complicates the nuclear physics input. In fact, a big outstanding question concerns the computation of EDMs of nuclei, atoms, and molecules in terms of the effective CP-odd hadronic and (semi-)leptonic interactions. This step is of key importance in the program of connecting observables to the underlying CP-violating parameters of BSM scenarios. For paramagnetic systems, the largest contributions arise from the electron EDM and CP-violating electron-nucleon interactions (which can also be induced by high-scale purely hadronic CP-violating interactions [96–98]). The associated atomic and molecular matrix elements can be computed with many-body QED methods and are relatively well under control.

The computation of the nuclear Schiff moments that can give rise to EDMs in atoms and molecules that contain heavy nuclei is another story. Here the strong nuclear many-body problem must be solved, at least approximately. Two basic approaches have been taken so far: the nuclear shell model [99] and nuclear density functional theory (DFT) [100]. The first method, which requires that the nucleus be not too strongly deformed, has been applied several times to the Schiff moment of $^{199}$Hg, most recently in Yanase and Shimizu [101], and the second has been applied both to that isotope and light actinides such as $^{225}$Ra [102, 103]. The results exhibit fairly large discrepancies, pointing to a problem with these phenomenological approaches: there is no way to reliably estimate uncertainty. The dependence of results on model parameters can be examined, as can correlations of the Schiff moment with other observables but “systematic” uncertainty associated with the model itself is hard to assess.

For this reason, attention in recent years as turned to ab initio methods, in which, nominally at least, one can estimate error at every step. Two developments led to the quick growth of ab initio
theory: the arrival of chiral (EFT) and the creation of several nonperturbative many body methods for addressing nuclear structure that allow controlled approximations despite the absence of small parameters. Chiral EFT provides a complete set of operators at each order in $p/\Lambda$ or $m_\pi/\Lambda$, where $p$ is a nucleon momentum and $\Lambda$ is the breakdown scale of the theory. All nuclear operator can then be expressed as a sum of operators in the complete set, with a finite number of coefficients (at each order) multiplying them. The power counting is guaranteed to work only in perturbation theory, but it does quite well in practice in non-perturbative many-body computations.

Two ab initio methods that make use of operators from chiral EFT have been developed to the point that they will be useful for the computation of Schiff moments: coupled-clusters theory and the in-medium similarity renormalization group Coupled clusters theory is based on a form for the ground state wave function of a nucleus in which one- and two-body operators repeatedly move nucleons from occupied to empty orbitals. The method can be extended to three- and more-body operators, leading to a limit in which it is exact. Estimates of the effects of the higher-body operators allow make uncertainty analysis possible. The method has been used mainly to compute nuclear spectra and transition rates but also is being applied to other phenomena, e.g., for photo-excitation reactions [104, 105]. Recently, it was used in a calculation of the the neutrinoless double-beta decay matrix element for $^{48}$Ca [106], an observable that has features in common with Schiff moments.

The IMSRG works by including correlations into effective Hamiltonians and other operators rather than into nuclear states. To do so, the IMSRG solves flow equations that gradually transform the operators so that to work with pre-specified and simple “reference state” (a Slater determinant, for example) in place of the actual ground state. The flow equations drive the Hamiltonian into a form that decouples the reference state from others, so that the reference state is the ground state of a transformed Hamiltonian. The method is more flexible than coupled clusters because one can choose the reference state independently; it doesn’t have to be a Slater determinant and can even be an ensemble of states. Like coupled clusters theory, the IMSRG has been used to compute to many observables, including binding and excitation energies, transition rates, and nuclear radii, in medium mass nuclei [107–109], and it has also been applied to double-beta decay [110, 111].

One version of the IMSRG, the In-Medium Generator Coordinate Method (IM-GCM), builds the reference state from a deformed mean-field state, projected onto good angular momentum. The sophisticated reference state makes the method particularly able to describe collective properties such as E2 transitions [110] and will be useful in computing the enhanced Schiff moments of octupole-deformed nuclei such as $^{225}$Ra. Another variant, the valence-space IMSRG, uses valence single-particle spaces to construct reference ensembles, leading to shell-model-like calculations with rigorously derived effective operators. This approach will be useful in nuclei such as $^{199}$Hg that are complicated but not too deformed.

The main problem in applying any of these methods right away to calculate Schiff moments in heavy nuclei is the need for large amounts of computing time and memory. The practitioners of coupled-clusters theory have already taken steps to rewrite their codes to exploit accelerators such as GPUs, but the researchers using the IMSRG have yet to take those steps. The availability of convenient computing resources will thus be crucial in advancing the computation of Schiff moments in the next few years.

Atomic and molecular EDMs are discussed in detail in Section V.

E. Discovery and diagnosing power: the importance of multiple probes

Ultimately, the goal of the EDM search program is to discover new physics and learn about the underlying sources of CP violation, and whether or not they are related to the baryon asymmetry
of the universe. To achieve this goal, the search for EDMs in multiple systems and the associated theoretical developments are crucial.

**Discovery potential** – Since for different underlying sources of CP violation the hierarchy and pattern of EDMs can be quite different, to maximize the discovery potential it is mandatory to push the experimental sensitivity in multiple systems.

The discovery potential in EDM searches can be roughly quantified by the reach in mass scale, assuming maximal CP violation. This was already discussed in Section III A using the electron EDM as an example. Table I gives a crude estimate of the mass reach of different operators (concrete models will have additional $O(1)$ factors modifying these estimates, if not larger factors due to, e.g., flavor violation or suppressed CP phases). The EDMs follow Eq. (1), with $g = 0.6$ (of order a weak coupling) for the electron but $g = 1.2$ (approximately $g_s(m_Z)$) for quarks. In each case we assumed maximal CP violation and no additional flavor factors. The running up and down quark masses at the weak scale are estimated as $1.5 \text{ MeV}$ and $3 \text{ MeV}$ respectively, so they have equal $q_f m_f$ and appear in one entry for the EDM. The quark CEDM is estimated with a color factor of $4/3$ and otherwise similar scaling to (1). The gluon CEDM (Weinberg operator) does not arise from 1-loop renormalizable gluon couplings, so we assume it arises at two loops, scaling as $g_5^2 (16\pi^2)^2 m_f M_{\text{NP}} / M_{\text{NP}}^3$. We show two possibilities, one where $m_f$ is the top quark mass (this arises in SUSY from a top/stop/gluino diagram) and one where $m_f = M_{\text{NP}}$. Note that the former is the only entry in the table for which the reach scales with the cube root of the operator coefficient. For $d_e$, $d_q$, and $\tilde{d}_q$ we have taken a target sensitivity of $10^{-29}$ cm. For the Weinberg operator we further divide by 100 MeV (by crude dimensional analysis, this is roughly how the neutron EDM scales relative to the gluon CEDM). These choices assume that the physical EDM sensitivities will reach $10^{-29} e \text{ cm}$ and that the hadronic matrix elements connecting the hadronic EDMs to $d_q$, $\tilde{d}_q$, $\tilde{d}_G$ are of $O(1)$.

In all cases we see that the mass reach is very high – EDMs are exploring uncharted territory. Alternatively, if we insist that the scale of new physics is close to the electroweak scale, EDMs probe very small CP-violating couplings, still providing invaluable information for model building and understanding the nature of CP symmetry and its breaking.

| Operator                  | Loop order | Mass reach                                                                            |
|---------------------------|------------|----------------------------------------------------------------------------------------|
| Electron EDM              | 1          | $48 \text{ TeV} \sqrt{10^{-29} e \text{ cm}}/d_e^{\text{max}}$                        |
|                           | 2          | $2 \text{ TeV} \sqrt{10^{-29} e \text{ cm}}/d_e^{\text{max}}$                        |
| Up/down quark EDM         | 1          | $130 \text{ TeV} \sqrt{10^{-29} e \text{ cm}}/d_q^{\text{max}}$                      |
|                           | 2          | $13 \text{ TeV} \sqrt{10^{-29} e \text{ cm}}/d_q^{\text{max}}$                       |
| Up-quark CEDM             | 1          | $210 \text{ TeV} \sqrt{10^{-29} \text{ cm}}/d_u^{\text{max}}$                        |
|                           | 2          | $20 \text{ TeV} \sqrt{10^{-29} \text{ cm}}/d_u^{\text{max}}$                         |
| Down-quark CEDM           | 1          | $290 \text{ TeV} \sqrt{10^{-29} \text{ cm}}/d_d^{\text{max}}$                        |
|                           | 2          | $28 \text{ TeV} \sqrt{10^{-29} \text{ cm}}/d_d^{\text{max}}$                        |
| Gluon CEDM                | 2 ($\propto m_t$) | $22 \text{ TeV} \sqrt{10^{-29} \text{ cm}}/(100 \text{ MeV})/d_G^{\text{max}}$    |
|                           | 2          | $260 \text{ TeV} \sqrt{10^{-29} \text{ cm}}/(100 \text{ MeV})/d_G^{\text{max}}$    |

**TABLE I.** Crude estimate of the mass reach of different operators. See text for explanation of the notation and assumptions used in deriving the estimates.
Diagnosing power – While the discovery of a non-zero EDM in a single system will be paradigm-shifting, it will not be sufficient to learn about the underlying theory of CP violation. To achieve this one needs to study the correlation among measurements in different systems. We illustrate this with two examples:

- EDMs of paramagnetic systems are sensitive not only to the electron EDM $d_e$ but also to a CP-violating four-fermion operator coupling the electron spin to the quark scalar density, with coefficient $C_S$. Disentangling between the two requires at least two measurements. Figure 1, taken from Chupp et al. [9], illustrates the experimental constraints in the $d_e$-$C_S$ plane. Observation of a non-zero result in at least two molecular systems will be needed to determine the electron EDM $d_e$ and $C_S$ separately.

- Hadronic and nuclear EDMs: Figure 2 [112] shows the correlation among hadronic EDMs in a pure $\theta$ scenario and a specific BSM scenario, the minimal left-right symmetric model (LRSM). The left panel shows the prediction of the deuteron-versus-neutron EDM, while the middle and right panel shows the neutron vs Ra and Hg, respectively, where the uncertainties are larger and the diagnosing power largely diluted. Measurements of EDM ratios outside the gray bands would indicate a non-$\theta$ source of CP violation, showing the power of multiple measurements.

**FIG. 1.** Experimental constraints on the electron EDM $d_e$ and the semi-leptonic CP-violating coupling $C_S$ from the experimental results in ThO and HfF$^+$ molecules, with 1σ experimental error bars. Also shown are the 68% and 95% $\chi^2$ contours for all paramagnetic systems, including Cs, Tl, YbF. The top and right axes show the dimensionless Wilson coefficients $\delta_e$ and Im $C_{eq}^{(-)}$ normalized to the squared scale ratio $(v/\Lambda)^2$, as defined in Chupp et al. [9]. The figure is taken from Chupp et al. [9].
IV. NEUTRON EDM

Neutron is a convenient probe for EDM. Because of its neutral charge, neutrons can be subject to large electric fields (in a beam or in a bottle), without impacting their motions, to measure the EDM. The full strength of the applied electric field is experienced by the neutrons without shielding from the polarizable electron cloud, an effect that limits the EDM sensitivity in light atoms. Neutrons have a spin of 1/2 and can be readily spin polarized using polarizing mirrors (for neutron beam) or superconducting magnets via the $\mu \cdot B$ potential (for ultracold neutrons). Using polarized neutrons, many important studies on the parity-violating phenomena in formulating the electroweak theory have been carried out, including the search for the neutron EDM (nEDM) [113]. Although the initial attempt on nEDM failed to reveal the anticipated parity non-conservation, the non-observation of the nEDM severely suppresses the QCD $\bar{\theta}$ term, giving rise to the strong CP problem. Various BSM models are being constrained by comparing to the ever-increasing precision of nEDM measurements. Today, motivated by the need to find new sources of CP violation for baryogenesis, the community of fundamental neutron physics has been stepping up the effort worldwide to search for nEDM.

A. Brief history

1. Beam experiments

Searches for the neutron EDM (nEDM) began in 1949 by Purcell and Ramsey [114] at the Oak Ridge reactor. A beam of neutrons, polarized using a magnetized iron mirror, passed through a region of magnetic and electric fields; upon exit, the spin state of the neutrons was analyzed by reflecting off another magnetized iron mirror. The nEDM was measured through the nuclear magnetic resonance (NMR): EDM interactions induced a shift in the Larmour precession frequency when the neutron was subject to a strong external electric field in parallel with a weak magnetic field. In the attempt to improve the NMR signal, Ramsey developed the well-known method of separated oscillatory fields [115]: by separating the oscillating field that rotated the neutron spin into two regions, a much narrower resonance was achieved. The resulting interferogram contained narrow fringes, the width of which scaled inversely with the duration of free spin precession. The precision in the precession frequency measurements could be enhanced by increasing the length of the region of the interaction fields and by using slower neutrons.

Continued beam experiments in 1969 in the Brookhaven high flux beam reactor revealed a systematic effect associated with the motional field [116, 117]. As polarized neutrons moved through...
the interaction region of static electric and magnetic fields, they experienced an additional magnetic field, $\frac{e}{c} \times E$, arising from the relativistic effect, first pointed out in the context of an atomic EDM search [118]. Coupled with a small, but inevitable misalignment (of a few mrad) between the $E$ and $B$ fields, the strength of the total magnetic field experienced by the neutrons varied upon the field reversals. This effect gave rise to a systematic shift to the precession frequency that limited the EDM sensitivity to $10^{-21} \text{e} \cdot \text{cm}$. Subsequent improvements involved routinely rotating the whole apparatus to reverse the direction of the neutron beam through the apparatus; the best nEDM sensitivity using neutron beams was carried out at the ILL high flux reactor in 1977 and achieved $3 \times 10^{-24} \text{e} \cdot \text{cm}$ [119].

2. UCN experiments

Ultracold neutrons (UCN) have velocities up to 5 m/s, wavelengths of 500 Å, and an effective temperature of order 3 mK. These neutrons can be easily polarized and stored inside room-temperature material bottles for several hundreds of seconds. Ramsey’s method of separated oscillatory fields, applied to a bottle of stored UCN in a precisely controlled magnetic field, resulted in superb interferograms with extremely narrow fringes, giving orders of magnitude enhancement in the precision of resonant frequency measurements. To measure the nEDM, an additional large electric field ($E$) is applied parallel to the magnetic field ($B$); the neutron precession speeds up (or slows down) in proportion to the strength of both the applied electric field and the size of the nEDM. The precession frequency is $\nu = -2(\mu \cdot B + d \cdot E)/\hbar$. The change in the Larmor precession frequency between the two configurations with the $B$ and $E$ fields parallel and anti-parallel measures the nEDM. The nEDM sensitivity per cycle is

$$\sigma_{dn} \approx \frac{\hbar}{2\alpha ET_{fp}\sqrt{N}},$$

where $\hbar$ is Planck’s constant, $\alpha$ is the visibility of the Ramsey fringes, $E$ is the strength of the electric field, $T_{fp}$ is the time allowed for neutron free precession, and $N$ is the number of neutrons per cycle counted by the UCN detector in the spin analyzer. Because the velocity of the UCN in a bottle averages to 0, i.e., $\langle v \rangle = 0$, the dominant systematic effect of motional field associated with nonparallel $E$ and $B$ fields is greatly suppressed.

The technique of UCN storage has been developed for nEDM measurements for decades at the Institut Laue-Langevin (ILL) [120, 121] and the Petersburg Nuclear Physics Institute (PNPI) [122]. The best experimental limit was reached recently by the group at the Paul Scherrer Institut (PSI). Using the inherited Sussex-Rutherford-ILL apparatus with substantial hardware improvements, including modernizing the magnetometry needed to control the next dominant systematic effect of the geometric phase [123], they reported in 2020 a new nEDM result of $(0.0 \pm 1.1_{\text{stat}} \pm 0.2_{\text{sys}}) \times 10^{-26} \text{e} \cdot \text{cm}$ [124], corresponding to a limit of $|d_{n}| < 1.8 \times 10^{-26} \text{e} \cdot \text{cm}$ (90% C.L.).

Achieving this sensitivity required exquisite knowledge of the magnetic fields. It was only realized with the introduction of a comagnetometer, first implemented in the ILL experiment [125]. Polarized $^{199}$Hg (in a small fraction of its vapor pressure) was introduced to co-habit the neutron precession chambers and monitor the temporal variations of the ambient magnetic fields. The $^{199}$Hg atoms are insensitive to the electric field, as indicated by its null EDM [126]. They track the same variations of the magnetic field experienced by the neutrons. Fluctuations of the neutron precession frequency resulted from varying magnetic fields can thus be removed by what is inferred using the precession signal of Hg atoms.

A magnetic field gradient of $\sim 1 \text{ pT/cm}$ (or 0.1 nT/m) could cause a false-EDM in the UCN of magnitude $|d_{\text{false}}| \sim 10^{-28} \text{e} \cdot \text{cm}$ [127]. Currently, the room-temperature nEDM experiments use
laser-polarized $^{199}$Hg as comagnetometer. However, the Hg atoms also suffers a false-EDM, that is larger than that on neutrons because of their higher average thermal speed. The gradient has to be controlled and measured precisely to allow for corrections of the Hg false-EDM. In addition, the center of mass of the UCN in the cell is somewhat lower than that of the $^{199}$Hg comagnetometer, a temporal change in the vertical static gradient between measurement cycles with field reversals could not be fully tracked by the comagnetometer and corrected in the analysis. The PSI group measured the UCN height spectrum and residual gradients in a storage cell by using spin-echo spectrometry [128]. Reversing the $B_0$ field and the associated gradients assesses the size of the vertical displacement and the Hg geometric phase to first order [129]. Higher order effects might emerge as the sensitivity improves.

Despite the many advantages of UCN to improve nEDM measurements, the main bottleneck limiting the progress of nEDM experiments worldwide is the density of UCN. In the US, its first UCN facility was developed in 2000 and became operational in 2005 at the Los Alamos Neutron Science Center (LANSCE). Other UCN-producing facilities hosting active physics measurement programs are the ILL (in France) and PSI (in Switzerland). Another UCN facility coming online is at TRIUMF (in Canada).

B. Experimental considerations

1. Statistical

As discussed earlier, most of modern nEDM experiments are performed using UCN (see, however, Piegsa [130]). As seen in Eq. 6, the number of neutrons counted per cycle is an important factor contributing to the statistical sensitivity of an nEDM experiment. For decades the UCN source at the Institut Laue Langevin (ILL) [131] has provided UCN to various UCN based experiments, including nEDM experiments (e.g. Refs. [120, 121, 129, 132]). This source produces UCN by slowing down vertically-extracted cold neutrons using receding blades. However, in this case, the achievable UCN density is limited by Liouville’s theorem. By employing the so-called superthermal method [133], it is possible to surmount this limit. In this method, a UCN converter, which has a temperature much higher than that of UCN ($\sim$mK) but lower than that of typical cold neutrons (several 10's of kelvin), converts cold neutrons to ultracold neutrons. Incident neutrons are downscattered with their kinetic energies dissipated into the bulk medium to create phonons. The reverse process of neutron upscattering (i.e., gaining energy from coupling to the thermal bath of phonons) is heavily reduced as the population number of phonons is suppressed by the Boltzman factor exp($-\Delta/k_BT$), where $\Delta$ is the energy difference between cold and ultracold neutrons and $T$ is the temperature of the converter.

There are many new UCN sources around the world currently operational, being developed, or proposed [134–143] based on the principles of the superthermal process. Superfluid liquid helium (LHe) and solid deuterium (SD$_2$) have been successfully applied as UCN converters. In both cases, the interaction between cold neutrons and phonons in the converter converts cold neutrons to UCN. The cross section for converting cold neutrons to UCN integrated over the cold neutron energies for SD$_2$ is approximately 10 times larger than that for superfluid liquid helium (see e.g Refs. [144, 145]). However, the lifetime of UCN in SD$_2$ is limited to $\approx$ 40 ms resulted from the nuclear capture, which is absent in isotopically pure LHe. In natural LHe, the UCN lifetime can be as long as several hundred seconds. The choice between SD$_2$ and LHe as UCN converter is made based on the desired characteristics for the applications. Table II lists selected UCN sources that are either operational or under development that are hosting an nEDM experiment.

For experiments performed in room temperature vacuum, the other two factors affecting the
TABLE II. “General-purpose” UCN sources that are either operational or under development hosting nEDM experiments

| UCN source  | Location | Converter | Neutron source | Status        | Ref.   |
|-------------|----------|----------|----------------|---------------|--------|
| ILL (Turbine) | ILL      | Receding blades | Reactor        | Operational   | [131]  |
| SuperSUN    | ILL      | LHe      | Reactor        | Commissioning | [134]  |
| PSI         | PSI      | SD2      | Spallation     | Operational   | [135, 146, 147] |
| LANL        | LANL     | SD2      | Spallation     | Operational   | [136]  |
| TRIUMF      | TRIUMF   | LHe      | Spallation     | Under development | [137] |
| TUM         | TUM      | SD2      | Reactor        | Under development | [140] |

statistical sensitivity in Eq. 6, namely $E$ and $T_{fp}$, cannot be improved dramatically. The strength of the electric field is typically limited to $12 - 15$ kV/cm. One of the limiting factors is the field emission at the so-called triple junction, where the electrodes, the vacuum, and the insulator (needed to confine UCN between the electrodes) meet. The free precession time $T_{fp}$ is limited to $130 - 200$ s due to various mechanisms that causes loss of UCN when they come in contact with the wall confining UCN.

One way to improve both $E$ and $T_{fp}$ is to perform the experiment in superfluid helium. This is the approach taken by the CryoEDM [148] and the nEDM@SNS experiment [149]. Superfluid LHe was expected to be a better electric insulator than vacuum, thereby making it possible to apply much larger $E$. The design goal for nEDM@SNS is to achieve 75 kV/cm. Promising results have been obtained from their currently ongoing R&D on generating large electric fields in superfluid liquid helium [150, 151]. Performing an nEDM experiment in a cryogenic environment (such as in a bath of superfluid liquid helium) also allows $T_{fp}$ to be increased as some of the mechanisms responsible for UCN loss due to material interactions are suppressed at low temperatures. In the case of the nEDM@SNS experiment, a significant improvement in the neutron statistics $N$ is expected from the in-situ production of UCN directly inside the measurement cells using the superthermal process with superfluid liquid helium.

The idea of beam experiments has also been revisited: the spurious effect of the motional field could be utilized to extract the EDM signal in conjunction with the pulsed structure of the cold neutron beam at a spallation source [130, 152]. Modular units of vacuum chambers containing precision field plates could be assembled together to lengthen the free precession region to tens and hundreds of meters. In this case there is also no need for UCN confining walls, which should allows for a substantial increase in $E$. The European Spallation Neutron Source (ESS) could provide the high-intensity beam of cold neutrons needed to realize these ideas for future nEDM experiments.

2. Systematics

Improved statistical sensitivity calls for a better control of possible systematic effects. The history of the nEDM search has been a history of uncovering and controlling new systematic effects as well as that of continuously improving statistical sensitivity.

Given the much stronger response to a magnetic field than that to an electric field (e.g., the precession frequency is 30 Hz for a 1 $\mu$T field while an EDM of $d_n = 10^{-27}$ e $\cdot$ cm in a 15 kV/cm electric field causes a precession of 7 nHz), it is of paramount importance to monitor the stability and uniformity of the magnetic field. For example, change in the strength of the magnetic field correlated with the direction of the electric field (such as the case for leakage current) causes an effect that mimics an nEDM signal. For this reason, many of the modern nEDM experiments employ a comagnetometer, a magnetometer that consists of a spin polarized species that occupy the
same volume as the stored UCN, thus providing the spatial and temporal average of the magnetic field experienced by the stored UCN. $^{199}\text{Hg}$ has been the choice for many experiments. $^{129}\text{Xe}$ has been considered for the Tucan experiment at TRIUMF. The nEDM@SNS experiment will use $^3\text{He}$.

Currently the largest known systematic effect is the so-called geometric phase effect. This effect, which gives a shift in precession frequency linear in $E$, arises as a result of interplay between nonuniformity of the magnetic field and the motional magnetic field. It was first pointed out in the context of EDM experiments using atomic beams [153, 154]. The first observation for confined particles, which was made in an nEDM experiment [121], was reported in Pendlebury et al. [123]. The geometric phase effect affects both neutrons and the comagnetometer. Its size depends on the particle’s trajectory, which is characterized by the position-velocity correlation functions. Typically, the effect is much bigger for the comagnetometer as the effect is proportional to the velocity of the particle. Since this is currently a dominant source of systematic effect, intensive studies have been performed by several collaborations [127, 155–161].

C. Experiments being developed

| Experiment   | Location | UCN source    | Features                                                                 | Ref. |
|--------------|----------|---------------|--------------------------------------------------------------------------|------|
| n2EDM        | PSI      | Spallation, SD$_2$ | Ramsey method, double cell, $^{199}\text{Hg}$ comagnetometer             | [162]|
| PanEDM       | ILL      | Reactor, LHe  | Ramsey method, double cell, $^{199}\text{Hg}$ comagnetometer             | [163]|
| LANL nEDM    | LANL     | Spallation, SD$_2$ | Ramsey method, double cell, $^{199}\text{Hg}$ comagnetometer             | [136]|
| Tucan        | TRIUMF   | Spallation, LHe | Ramsey method, double cell, $^{129}\text{Xe}$ comagnetometer             | [164]|
| nEDM@SNS     | ORNL     | In-situ production in LHe | Cryogenic, double cell, $^3\text{He}$ comagnetometer, $^3\text{He}$ as the spin analyzer | [149]|

TABLE III. A list of the nEDM experiments that are being developed

Several nEDM experiments are being developed around the world. Tab. III lists the ongoing efforts. The PSI collaboration inherited the ILL apparatus in 2006 and subsequently made technical improvements to nearly all elements of the system, in particular adding the capabilities of field trimming, atomic magnetometry, and modern NMR techniques including spin echo [128, 165]. In 2020, the PSI group published a new nEDM measurement of $(0.0\pm1.1_{\text{stat}}\pm0.2_{\text{sys}})\times10^{-26}e\cdot\text{cm}$ [124]. This result includes a moderate statistical improvement and a factor of 5 reduction in systematic errors. Built on the experience in the past decade, the collaboration is putting together the n2EDM apparatus, which incorporates the design of a double chamber for spin precession—an idea first implemented in the PNPI experiment [132]. In the double-chamber geometry, high voltage is applied to the central electrode to create electric fields in opposite directions in the two cells, and a common magnetic field is applied parallel/anti-parallel to the electric fields. The spin precession frequencies for UCN in the two chambers thus differ only by the interaction of EDM coupled to the applied $E$ fields. This significantly reduces the impact of temporal drift of the ambient magnetic fields. The double-cell configuration also increases the overall neutron counting statistics. The majority of the current nEDM experiments use a “room temperature” apparatus, applying the Ramsey’s separated oscillatory fields method, with external neutron polarimetry. In addition to n2EDM at PSI, other ongoing efforts include the double-chamber nEDM experiment.
FIG. 3. Evolution of the nEDM results along with projected future results

led by the PNPI group using the ILL turbine source [132], the panEDM experiment using the new SuperSUN source at ILL [163], the TUCAN experiment using the superfluid helium UCN source being developed at TRIUMF [164], and the LANL nEDM experiment [136]. Many of the contemporary nEDM experiments also make use of large-scale magnetically shielded rooms (MSR): multi-layers of nested shells with alloys of high magnetic susceptibilities are used to suppress the ambient fields by a factor of 100,000 to a million [166]. The MSRs bring the stabilities of the magnetic field to the level needed to reveal and mitigate subtle systematic effects associated with residual field gradients.

At LANSCE, the newly-completed upgrade of the UCN facility [136] provides the necessary UCN density to meet the demand of a nEDM experiment with tenfold sensitivity improvement. A factor of 5–6 increase in the UCN output has already been achieved (as measured both in the UCNτ experiment [167] and in a nEDM test apparatus [136]). The LANL nEDM experiment takes the same Ramsey approach by using a room-temperature apparatus coupled to the newly-upgraded, solid deuterium-based UCN source. The apparatus operates in vacuum and uses the Ramsey’s method of separated oscillatory fields, which is a mature technology developed in prior nEDM experiments [121, 168]. The low-risk technology together with the high-yield UCN source at LANL opens up a timely opportunity to substantially increase the nEDM sensitivity before the nEDM@SNS experiment becomes fully operational.

The nEDM@SNS experiment has been under development for the past two decades as it involves many technological innovations to enable nEDM breakthroughs. In 1994, Golub and Lamoreaux proposed a new method [169] to improve EDM measurements. It calls for the innovative use of superfluid helium as the UCN production target as well as a noble-liquid detector to measure the neutron precession. Performing an experiment immersed in a bath of superfluid helium, a significant improvement in all of $E$, $N$, and $T_{fp}$ is expected, with a goal sensitivity of $\delta d_n = 3 \times 10^{-28} \text{e}\cdot\text{cm}$. The
The nEDM@SNS apparatus also has double chambers, with the $E$ fields pointing in opposite directions. In this (sub-Kelvin) cryogenic environment, $^3$He atoms replace $^{199}$Hg as the comagnetometer. One major advantage of using $^3$He dissolved in superfluid LHe as a comagnetometer is its ability to study the systematic effects due to the geometric phase effect (the known leading systematic effect) by varying the temperature: changing the temperature changes the phonon density in LHe, thereby changing the mean free path of $^3$He atoms, which in turn changes the aforementioned correlation function. The spin-dependent cross-sections for neutron absorption on $^3$He is used to analyze the neutron spin precession. Scintillation in liquid He produced when the reaction products of the neutron capture on $^3$He travel in the medium signals the time at which the spins of the neutrons and $^3$He are anti-parallel.

The use of $^3$He dissolved in $^4$He as a comagnetometer will allow the study of the “geometric phase” systematic error in great detail. The nEDM@SNS apparatus will be capable of two different readout techniques: the dressed-spin method originally proposed by Golub and Lamoreaux [169], and a free-precession method without spin dressing in which the $^3$He magnetization is directly detected by SQUID magnetometers. In the dressed-spin method, a strong (∼0.1 mT), 1 kHz magnetic field (“dressing field”) is applied transverse to the static electric and magnetic fields, with the dressing field parameters set such that the neutron and $^3$He have the same effective gyromagnetic ratio (“critical dressing”). At critical dressing, the difference between neutron and $^3$He effective precession rates are insensitive to changes in the (near-static) magnetic field. Dressing field parameters are varied around this critical dressing condition and a feedback-null technique is designed to be sensitive to a neutron EDM. The two possible modes of operation, i.e. traditional free precession and spin dressing, will allow an independent check of the results.

The nEDM@SNS experiment uses challenging technologies involving large-scale cryogenic systems (for the current experimental design, see Ahmed et al. [149]). Considerable results have been obtained from the R&D efforts in all areas, including: polarized $^3$He [170–176], dressed spins [177–179], magnetic field monitoring [180], non-magnetic feedthrough[181], SQUID based magnetometers [182], noble gas scintillation and its detection [183–188], electrical breakdown in LHe [150, 151], HV generation in superfluid helium [189], cryogenic magnetic field studies [190], possible systematic effects [127, 155, 157, 159, 160, 191–194], and apparatus for studying spin dressing and systematic effects [138]. The SNS project is the only project making use of a superconducting shield, meaning it will not be affected by intrinsic fluctuations in the room temperature ferromagnetic shields, a technology which has not been tested at sensitivities below $10^{-26}$ $e \cdot cm$, and is relied on by all the other nEDM projects discussed above. In contrast to all the other projects discussed above the SNS project produces UCN in its heart so that its sensitivity can be increased by moving to a more intense cold neutron beam, e.g. the NIST center for neutron research; an external UCN source is not required.

D. Conclusions

The nEDM limit has been improved steadily, as shown in Fig. 3, with substantial efforts in developing techniques in spin manipulation, magnetometry, and precision field controls to mitigate various systematic effects. Ongoing efforts will improve the current nEDM limit by one to two orders of magnitude over the coming ∼ 10 years. Improving the nEDM sensitivity beyond $10^{-28}$ $e \cdot cm$ would require a large-scale apparatus with built-in magnetometry and a high-intensity neutron source. A high-current spallation target, coupled to super-cooled helium, is technically feasible to significantly enhance the UCN yields beyond the capabilities of current UCN sources and increase the density of UCN by several orders of magnitude to reach several thousands per cubic centimeters [142]. To keep pushing the nEDM sensitivity, a new neutron facility (both UCN
and cold neutrons) in the US is needed.

A successful measurement of the nEDM will provide the most cleanly-interpretable information on P and T violation in the light quark sector. One of the leading dark matter candidates (axions) was originally proposed to help explain the mysterious absence of T violation in QCD, and the present upper bound on the EDM strongly constrains theories beyond the Standard Model. If no nEDM is discovered, the nEDM experiments, in combination with ongoing EDM searches in atomic and molecular systems, will push the limits on the mass scale for new T violation physics above 100 TeV with direct sensitivity to the Higgs sector, conclusively test the minimal supersymmetric model for electroweak baryogenesis, and tightly constrain model-independent analyses of P and T violation. Discovery of a nonzero EDM at this level, on the other hand, would reveal a completely new source of T (and thus CP) violation, that is needed to advance the development towards a unified theory of fundamental forces of nature. Given the high scientific impact of the nEDM physics, continued support of nEDM research and the investment on a high-intensity neutron facility should be the highest priorities in this field.

V. ATOMIC AND MOLECULAR EDMS

Atoms and molecules have been sensitive platforms for precision measurements of symmetry violations for many decades, including CP-violation (CPV) through EDMs [9, 195]. These experiments currently set the best limits on the electron EDM, semileptonic CPV interactions, and quark chromo-EDMs; they also are competitive with nEDM for sensitivity to quark EDMs and $\theta_{QCD}$ [196, 197]. These searches are generally referred to as “AMO” searches since they use atomic, molecular, and optical techniques to achieve their goals, and leverage the very advanced AMO techniques for quantum control.

In all atoms and molecules, CPV effects are revealed by measuring energy shifts when an electric field, $\vec{E}$, is applied to the system. Its effect can be described by a term in the atomic/molecular Hamiltonian of the form

$$H_{CPV} \propto J \cdot n.$$  \hspace{1cm} (7)

Here, the axial vector $J$ is an intra-atomic/molecular angular momentum (e.g. the electron spin $S$, when searching for for the electron EDM). The polar vector $n$ is parallel to $\vec{E}$, which acts to electrically polarize the atom or molecule along $n$. Generically, we can write $n = P(\vec{E})\hat{E}$, where $\hat{E}$ is a unit vector along the applied field, and $P(\vec{E})$, which takes values $-1 \leq P \leq 1$, is the dimensionless electrical polarization of the atom or molecule.

A. Observable effects of CP-violation in atoms and molecules

Because of the compositeness of atoms and molecules, and of the nuclei within them, AMO searches for CPV physics do not directly measure any single underlying CPV parameter. Moreover, even the concept of searching for EDMs using neutral atoms or molecules can be confusing: since the electric field acting on non-relativistic, point-like constituents in a bound, neutral system interacting only electrostatically must vanish [198], it might appear that EDMs of electrons and nuclei are unobservable in atoms and molecules. This effect, known as “Schiff screening”, arises because, as an external $\vec{E}$-field polarizes the atom or molecule, the internal field on each charged constituent will exactly cancel the external field—i.e., the external $\vec{E}$-field is fully screened.

Here we discuss the numerous loopholes in this argument, and how they are exploited to study CPV effects in atoms and molecules. Most simply, semi-leptonic electron-nucleon four-fermion
couplings are not subject to any screening effect. In addition, electrons moving near heavy (high-
Z) nuclei are highly relativistic; the electron EDM then may be understood to interact with an
effective internal electric field, $\mathcal{E}_{\text{eff}}$. Remarkably and counter-intuitively, this effective field can be
orders of magnitude stronger than the applied external $\mathcal{E}$-field [199, 200].

The EDMs of nuclei in neutral atoms and molecules, which are deeply non-relativistic, indeed
experience severe screening of an applied $\mathcal{E}$-field, and are practically unobservable. Instead, here
the lowest-order CPV effects that can be measured arise from higher-order electromagnetic mo-
ments of a finite-size nucleus. In most experiments to date, observable CPV arising from hadronic
sources arises from the nuclear Schiff moment (NSM). The NSM, $\mathcal{S}$, is equivalent to a static charge
distribution on the surface of the nucleus that produces a uniform, CPV-induced $\mathcal{E}$-field inside
the nucleus parallel to the nuclear spin $I$ [201, 202]. This intra-nuclear electric field interacts
with the charge of a penetrating electron to produce energy shifts in the atom/molecule. This
Schiff screening is also sidestepped by magnetic effects [203], imperfect screening of oscillating
fields [204–206]. In addition, nuclei with spin $I \geq 1$ obtain a CPV-induced magnetic quadrupole
moment (MQM) that will interact with an unpaired electron spin. The NSM and MQM can be
induced by all purely hadronic underlying CPV interactions: quark EDMs and chromo-EDMs, the
Weinberg 3-gluon operator, and the QCD $\bar{\theta}$ term (see Section III).

Experiments searching for CP violation with atoms and molecules can be usefully divided into
two classes, according to whether the atom/molecule is paramagnetic (with unpaired electron spins)
or diamagnetic (with closed electron shells, but nonzero nuclear spin). In diamagnetic systems,
the observables most sensitive to underlying CPV physics are the nuclear Schiff moment and a
tensor-pseudotensor (T-PT) semileptonic interaction. Paramagnetic systems are most sensitive to
the electron EDM and a scalar-pseudoscalar (S-PS) nucleon-electron coupling. When the nuclear
spin is $I \geq 1$ in a paramagnetic system, the MQM also can contribute substantially.

In the atomic/molecular Hamiltonian of Eq. 7, the angular momentum $\mathbf{J}$ corresponds to the
electron spin $\mathbf{S}$ for the electron EDM and S-PS coupling, the nuclear spin $\mathbf{I}$ for the NSM or T-PT
coupling, or their hyperfine-coupled vector sum, $\mathbf{F} = \mathbf{S} + \mathbf{I}$, for the MQM. Because of the similarities
of these experiments, all are referred to as “EDM experiments” even if they are searching for semi-
leptonic couplings, MQMs, or NSMs.

A simple picture of how the energy shifts associated with $H_{\text{CPV}}$ can be measured is shown in
Fig. 4, for the easy to understand case of the electron EDM. Here, an unpaired valence electron in
a polar molecule will experience a large effective internal electric field $\mathcal{E}_{\text{eff}}$, leading to an energy
splitting $\pm \mathbf{d}_e \cdot \mathbf{E}_{\text{eff}}$. The polarization axis $\hat{n}$, and hence $\mathcal{E}_{\text{eff}}$, is parallel to the externally applied
field $\mathcal{E}_{\text{lab}}$; for the fully polarized molecule shown here, the polarization is $\mathcal{P} = 1$. Since $\mathbf{d}_e \propto \hat{S}$,
where $\hat{S}$ is the electron spin, the CP-violating Hamiltonian is $H_{\text{CPV}} \propto \hat{S} \cdot \mathcal{E}_{\text{lab}}$.

This interaction is fully analogous to the Hamiltonian relevant to e.g. neutron EDM searches.
Also similar is the experimental measurement method: maximum sensitivity is achieved by creating
a superposition of states with opposite signs of $S_z$, the projection of electron spin relative to $\mathcal{E}_{\text{lab}}$
(and therefore also $\mathcal{E}_{\text{eff}}$), and measuring the subsequent spin precession. The spin precession
frequency is equal to the energy shift between spin up and spin down states, divided by $\hbar$. Note
that this basic idea is the same for all the various sources of CP-violation in atoms and molecules,
whether the coupling is to the electron spin, nuclear spin, or both.

B. Relation between atom/molecule CPV energy shifts and underlying CPV parameters

The relation between underlying CPV interactions and atomic/molecular energy shifts includes
several conversion factors associated with phenomena at different scales. Quite generally, the CPV
energy shift $\Delta E_{\text{CPV}}$ between spin up and spin down states, due to an underlying CPV parameter

FIG. 4. Intuitive picture of molecular EDM searches. The Hamiltonian $H_{CPV}$ leads to energy shifts between states with spin angular momentum $\vec{J}$ oriented along and against the axis of internal polarization, $\vec{n}$. The figure shows the specific example of an unpaired valence electron with an EDM along its spin axis, which will experience CP-violating energy shifts correlated with the relative orientation of the molecular effective internal field and electron spin. The molecule depicted here is fully polarized ($P = 1$), as required for maximal energy shifts. The approach for other CP-violating moments, such as nuclear Schiff moments or magnetic quadrupole moments, is entirely analogous. The idea for atomic EDM searches is also similar, though here the degree of atomic polarization (caused by displacement of the valence electron wavefunction relative to the nucleus and core electrons) is usually much smaller, i.e. $P \ll 1$.

$C_{CPV}$ (such as an electron EDM $d_e$, a quark chromo-EDM $\tilde{d}_q$, a four-fermion S-PS coupling constant $C_S$, etc.) in an electric field $\mathcal{E}$ can be written in the form

$$\Delta E_{CPV} = Q(C_{CPV}) \times P(\mathcal{E}).$$

(8)

Here, again $P(\mathcal{E})$ is the dimensionless electrical polarization of the system; the factor $Q(C_{CPV})$ encodes the intrinsic sensitivity of the particular atomic or molecular state to $C_{CPV}$. We discuss these two terms separately.

The electric polarization $P(\mathcal{E})$ is qualitatively different in atoms than in polar molecules. The polarization arises due to Stark-induced mixing of opposite parity energy levels, $|\pm\rangle$. Full polarization $|P| = 1$ corresponds to complete mixing of these states. From quantum mechanical static perturbation theory, the size of this mixing corresponds to the ratio of the dipole matrix element, $e\mathcal{E}(-|r|+)$, to the energy splitting, $E_+ - E_-$. For atoms with valence electron(s) in an $s$-orbital, this arises from $s$-$p$ mixing. Since $s$ and $p$ orbitals are typically split by $\sim eV \sim 0.1e^2/a_0$ (where $a_0$ is the Bohr radius) and dipole matrix elements are typically $\sim e\mathcal{E}a_0$, to reach full polarization would require $\mathcal{E} \sim 0.1e/a_0^2 \sim 1$ GV/cm. The largest fields that can be applied continuously in the lab are $\mathcal{E}_{\text{max}} \sim 300$ kV/cm. Hence, in atoms, full polarization is never achieved; instead, in this regime typically $P(\mathcal{E}) \sim 10^{-4}[\mathcal{E}/(100$ kV/cm$)]$.

In polar molecules, the internal field from the negative ion on the positive ion naturally has magnitude $\sim e/a_0^2$, so an $s$-orbital of the positive ion can be fully polarized [207, 208]. However, in the absence of any externally applied field, the molecular eigenstates are also eigenstates of angular momentum, where there is no preferred orientation of one ion relative to the other. Here, applying an external field mixes rotational states of opposite parity (e.g. $|+\rangle = |J = 0\rangle$ and $|\rangle = |J = 1\rangle$). By contrast with atoms, here a sufficiently strong applied $\mathcal{E}$-field can polarize the rotational motion of the molecule—and hence orient the molecular axis (and the internal $\mathcal{E}$-field of the molecule) along it. The energy splitting between molecular rotational states is typically $10^{-4}eV$ or even smaller, so that in molecules external applied fields of $\mathcal{E} \sim 100$ kV/cm (or much
smaller) is sufficient to reach $|\mathcal{P}| \approx 1$. This is the reason that molecular systems typically have CPV-induced energy shifts $10^3 - 10^4$ times larger than those in atoms. Note that in molecules with complex hyperfine or rovibrational structure, $\mathcal{P}$ may be not a monotonic function of the laboratory field and corresponding molecular calculations are required [209–213]. In experiments with rotating magnetic and electric fields used to trap ions, $\mathcal{P}$ is function of both rotating electric and magnetic fields, which must be sufficiently large to maximize sensitivity [210, 213–215].

Next we consider the intrinsic sensitivity of the system, $Q(C_{\text{CPV}})$. This can be written as a product of four factors:

$$Q(C_{\text{CPV}}) = Q_{\text{at}}(C_{\text{CPV}}) \times Q_{\text{nuc}}(C_{\text{CPV}}) = S_{\text{at}}^{C_{\text{CPV}}}(Z)q_{\text{at}} \times S_{\text{nuc}}^{C_{\text{CPV}}}(Z)q_{\text{nuc}}. \quad (9)$$

Here, the subscript ‘at’ corresponds to effects associated with atomic/molecular/ion structure, and ‘nuc’ to effects of nuclear structure. The factors $S^{C_{\text{CPV}}}(Z)$ correspond to generic, dimensionless scaling factors for atoms/ions/molecules with atomic number $Z$, while the dimensionful factors $q$ depend on the detailed structure of the electronic or nuclear state in the system. Hence, the overall intrinsic sensitivity has the form $Q = S(Z)q$ for atoms/ions and for the nuclei within them. Because the atomic scaling factors $S_{\text{at}}^{C_{\text{CPV}}}(Z)$ are associated with relativistic effects or very short range electron-nucleon interactions, they depend on the electron wavefunctions near the nucleus of charge $Z$, which grow rapidly with $Z$. The nuclear scaling factors $S_{\text{nuc}}(Z)$ are typically proportional to the nuclear surface area or volume, and hence grow roughly linearly with $Z$. Hence, sensitive atomic/molecular EDM searches all use systems with a heavy (high-$Z$) atom/ion/molecule. The factors $q$ depend on the detailed structure of the electronic or nuclear state in the system, and have no systematic variation with $Z$.

Paramagnetic systems are, again, sensitive primarily to underlying CPV parameters that couple to electron spin and are independent of nuclear spin (such as $d_e$ or $C_S$). Hence, in these systems we set $Q_{\text{nuc}}(C_{\text{CPV}}) = 1$. Here, the scaling of sensitivity is roughly $S_{\text{at}}^{C_{\text{CPV}}}(Z) \sim Z^3$. Diamagnetic systems are, again, sensitive mainly to effects that couple only to nuclear spin [202], such as the NSM ($S$) (which, again, can be induced by any underlying purely hadronic CPV interaction). For the NSM, the atom/ion scaling factors roughly satisfy $S_{\text{at}}^{C_{\text{CPV}}}(Z) \propto Z^2$, while the NSM itself scales roughly as $S \propto Z^{2/3}$. For the case of the MQM in paramagnetic systems, again $S_{\text{at}}^{C_{\text{CPV}}}(Z) \propto Z^2$. For spherical nuclei, the MQM is roughly independent of $Z$, while for quadrupole-deformed nuclei there is a collective enhancement [216–218] which scales roughly as $\mathcal{M} \propto Z^{2/3}$.

The structure-dependent factors $q$ require detailed calculations of electron or nuclear wavefunctions in order to evaluate [195, 219–235]. For electrons in atoms/ions, $q_{\text{at}}$ is largest for systems where $s$ and $p$ orbitals are the main components of the states mixed by the external (for atoms) or internal (for ions in a molecule) $E$-field. The values of $q_{\text{at}}$ have been calculated using sophisticated relativistic ab-initio computational methods for all experimental systems now of interest. These calculations can be benchmarked by comparing to many types of atomic/molecular experimental data, including energy levels, dipole matrix elements, and especially, for paramagnetic systems, hyperfine structure [236, 237] (which is sensitive to wavefunctions near the nucleus, much as are the CPV structure factors). From these benchmarks, calculations have demonstrated accuracy for $q_{\text{at}}$ below 10% for most molecular systems, and typically a few percent or less for atomic systems. Input from these AMO-theoretical calculations is also critical to help select new species for future experimental studies. These computational methods have proposed improvements via quantum algorithms for molecular EDM searches in near-term quantum devices [238, 239].

The nuclear structure factors $q_{\text{nuc}}$ have much larger uncertainties [240]. For ordinary spherical nuclei, calculations of $q_{\text{nuc}}$ associated with the NSM and MQM typically have uncertainties estimated to be of order 100% or more. Hence, though measurements with these systems can detect nonzero CPV, for now they will not be useful in determining accurate values of underlying CPV
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FIG. 5. Electron EDM limits versus time, along with new physics reach for one-loop and two-loop effects (see Eq. 2). All electron EDM experiments to date use AMO techniques. The solid line indicates the most sensitive experimental limit, including the species used. The shaded area indicates potential future improvements discussed in the text. Improvements in the next few years are driven largely by improvements to existing experiments and are quite likely, though as we go more into the future the projection becomes increasingly speculative and uncertain.

parameters. In certain highly-deformed nuclei, these structure factors are enhanced relative to the case of spherical nuclei. For example, MQMs are enhanced (by a factor of typically 10-20) in quadrupole-deformed nuclei [216]. In addition, NSMs are dramatically enhanced (by a factor of typically \( \sim 300 \), or possibly much more [102, 241]) in octupole-deformed nuclei. In both cases, the same deformation that creates the enhancement is expected to enable calculations of nuclear structure factors \( q_{\text{nuc}} \) with smaller uncertainties, by benchmarking calculations against nuclear energy levels, magnetic moments, shape deformations, and transition matrix elements. Even if large uncertainties in the nuclear structure factors persist, the sensitivity of atomic and molecular measurements on these systems provides a powerful means for discovery of nonzero flavor-conserving hadronic CPV effects.

As discussed in Section III, these searches are already probing energy scales beyond the reach of direct collider searches. Even more excitingly, AMO searches for fundamental symmetry violations offer realistic pathways to orders of magnitude of improvement in the not-too-distant future. First, modern molecular experiments are still relatively new, and recent advances such as laser cooling and trapping at ultracold temperatures [242–245], matrix isolation [246–249], and advanced control in molecular ion traps [250, 251] offer orders of magnitude increases in sensitivity through improvements in coherence time and count rates of existing approaches. Second, heavy nuclei with octupole deformations can lead to enhanced sensitivity to hadronic CP-violation, up to a thousandfold larger than in spherical nuclei [102, 103, 241, 252, 253]. Combined with enhancement from large molecular fields, molecular species with deformed nuclei can be up to \( \sim 10^7 \) times more intrinsically sensitive [207, 253] than the current state of the art [197].

C. Atomic Searches

Though EDM searches using atoms are intrinsically several orders of magnitude less sensitive than analogous searches using polar molecules, atom-based experiments have many advantages. It is typically much easier to measure far larger numbers of atoms than molecules and hence...
increase statistical sensitivity; moreover, atomic spin coherence times can be much longer than has been demonstrated with molecules, leading to better resolution of small energy shifts. Indeed, until 2011 the best limits on the electron EDM and S-PS semi-leptonic CPV interactions came from experiments using paramagnetic atoms, most recently using Tl (Z = 81) atoms [154]. Still today, the best limits on quark chromo-EDMs and T-PT semi-leptonic interactions come from experiments using diamagnetic $^{199}$Hg (Z = 80) atoms [197, 254, 255]. In these extraordinary experiments, performed at the University of Washington, vapor cells containing $\sim 10^{15}$ $^{199}$Hg atoms were subjected to electric fields of $\mathcal{E} \sim 10$ kV/cm (corresponding to polarization $\mathcal{P} \sim 10^{-4}$), with over 100 s coherence time of spins oriented and then probed with nearly 100% efficiency using lasers. A new generation of this experiment is underway, with projected improvement in sensitivity by a factor of a few. Related experiments using vapor cells of $^{129}$Xe (Z = 54) atoms have also reported recent new results [256–258]. Here, the product of the scaling factors and intrinsic sensitivities are a factor of 6 smaller than in $^{199}$Hg, and to date these experiments use $\sim 3$ times smaller $\mathcal{E}$-fields and measure spin precession with uncertainty $\sim 60$ times less precise (although with much shorter total integration time). Nevertheless, because of the large number of underlying hadronic and semileptonic CPV effects that can lead to a measurable signal in these systems [240], these $^{129}$Xe experiments, along with all other searches for hadronic CPV, are complementary and important for setting robust limits with a global analysis [259, 260].

1. Pathways to improved sensitivity with atoms

In the meantime, several new atomic EDM searches are in preparation, and some have already achieved preliminary results. Each of these new experiments seeks to take advantage of the extremely powerful techniques of laser cooling and trapping for atoms. These ultracold and (sometimes) trapped atoms can yield long spin coherence times, and access to new species with enhanced sensitivity factors. Typically spin preparation and readout can be done very efficiently in these systems using lasers.

For example, experiments are underway with ultracold paramagnetic atoms such as Cs (Z = 55) and Fr (Z = 87). The Cs EDM experiment [261, 262] being developed at Pennsylvania State University will use large numbers of both Cs and Rb (Z = 37) atoms trapped in an optical lattice. Because the Rb atoms have much lower scaling factor than Cs, and hence less sensitivity to CPV effects such as the electron EDM, they can be used to monitor magnetic field variations as well as many effects leading to possible systematic errors. Experiments planning to use Fr atoms [263–268] are in preparation: an optical lattice at Tohoku University/The University of Tokyo/RIKEN, and a fountain configuration at LBNL/TriUMF. In both systems, projected sensitivities are comparable with the best current limits from molecular experiments.

New experiments with atoms, primarily sensitive to underlying hadronic CPV, are also underway. A particularly promising approach is to take advantage of the large structural enhancement of the NSM in the octupole-deformed nuclei $^{225}$Ra or $^{223}$Ra (Z = 88) [102, 241, 252, 269, 270]. Here, the Ra atoms are laser-cooled and optically trapped, then subjected to potentially very large electric fields. Long spin coherence times are expected. A proof-of-principle measurement with $\sim 500$ $^{225}$Ra atoms achieved 20 s spin coherence time with an electric field of $\mathcal{E} = 67$ kV/cm. Numerous upgrades to increase the electric field [271], the number of trapped atoms [272], the spin coherence time, and the spin detection efficiency [273] are in progress, with projections of several orders of magnitude improved sensitivity. This would be sufficient to match or surpass typical limits from the $^{199}$Hg experiment.
D. Molecular Searches

As mentioned earlier, CP-violating EDM-like signals in molecules can be \( \sim 10^3 - 10^4 \) times larger than in atoms due to the ability to reach the strong field, order-unity polarization limit, where the intra-molecular fields can be efficiently aligned with the lab frame. This applies to nearly all underlying CPV phenomena: electron EDM, and both semileptonic and hadronic CPV interactions \([195, 244, 260, 274, 275]\). Though the complexity of molecules makes them challenging to control, their large intrinsic sensitivity combined with modern experimental advances have resulted in major advances. Molecules are now the most sensitive probe of the eEDM \([196, 214, 276, 277]\), having overtaken the most sensitive experiment with atomic Ti \([154]\) for the first time in 2011 \([276]\) and improved their sensitivity by two orders of magnitude since that time. Although molecular amplification of CP-violating moments has been known for decades, only recently were experimental techniques developed which could offer quantum state control of molecules with sufficient sophistication for significant statistical sensitivity and robust suppression of systematic errors.

The strongest constraints on hadronic CPV still come from EDM measurements on \(^{199}\text{Hg}\) \([197]\) and free neutrons \([124]\). However, molecules have similar advantages in this area and many experiments are now underway to exploit their intrinsically high sensitivity. Furthermore, as discussed in Section III A, the complex parameter space of new sources of CP-violation, especially in the hadronic sector, provides strong motivation to study multiple different systems sensitive to such effects: a single positive result will not be sufficient to completely isolate the underlying source(s) of new physics \([259, 260, 278, 279]\). Furthermore, interpreting experimental results as limits on CP-violating parameters requires critical input from a wide range of theoretical methods to understand molecular and nuclear structure, which is especially challenging for the heavy species used in these experiments as discussed earlier \([195, 240]\).

Three molecular experiments, so far, have been able to set an eEDM limit that surpasses the sensitivity of any previous atomic experiment. The ACME experiment \([196]\) uses a cryogenic molecular beam of ThO in a metastable electronic state, and currently sets the most sensitive eEDM limit of \( |d_e| < 1.1 \times 10^{-29} \text{ e cm} \). ACME is currently developing a third-generation experiment that will improve coherence time with a longer beam line, increase count rates through enhancements to molecular flux and detection efficiency, and suppress systematic errors through better control of experimental imperfections \([280–282]\). The JILA HIF\(^+\) experiment uses trapped molecular ions, which enables considerably longer coherence time than can be achieved by beam experiments. The first generation result \([214]\) set a limit of \( |d_e| < 1.3 \times 10^{-28} \text{ e cm} \), and is being upgraded via extended coherence times \([250]\), a new apparatus to afford higher count rates, and use of a molecular species with an even larger intrinsic sensitivity, ThF\(^+\) \([283, 284]\). The Imperial College YbF experiment \([276]\), which was the first molecular experiment to surpass the limits set by atoms, has implemented several improvements to both molecular flux and preparation/readout efficiency, including leveraging laser cooling and optical forces \([285, 286]\).

Experiments are also under underway to search for hadronic CP-violation by taking advantage of the intrinsically enhanced sensitivity of molecules, relative to atoms. Nuclear Schiff moments and nuclear magnetic quadrupole moments give access to sources of hadronic parameters such as those discussed in Section III A \([195, 202, 240]\). These experiments include the CENTReX nuclear Schiff moment search utilizing TiF \([287, 288]\), nuclear magnetic quadrupole moment searches with \(^{177}\text{YbOH}\) \([289–292]\) and TaO\(^+\) \([293, 294]\), and experiments with short-lived radioactive species such as RaF \([295, 296]\) and RaOCH\(_3\)\(^+\) \([251, 297]\), which are discussed in a later section. The accidental near-degeneracy of opposite parity states in \(^{207}\text{PbF}\) provides a further experimental approach, especially in excited vibrational states \([211]\).

In addition to static CP-violation, there is motivation to search for oscillating CP-violating
observables as well, in particular with hadronic sources. The axion (and axion-like fields) can induce, for example, an oscillating value of $\theta_{\text{QCD}}$, which in turn results in oscillating CP-violating observables [298–303]. These experiments generally benefit from the same enhancements as static EDMs in terms of heavy species, but offer a variety of distinct experimental approaches. Note that static EDM searches can also be used to probe the effect induced by the exchange of axion-like particles between electrons and nucleons [304–306].

E. Pathways to improved sensitivity with molecules

These searches rely on coherent precession of electron or nuclear spin in an internal molecular field, with figure of merit given roughly by $(\text{coherence time}) \times (\text{system sensitivity}) \times (\text{count rate})^{1/2}$. We discuss how each of these areas has significant untapped experimental potential in molecular systems.

1. Advanced molecular cooling methods

Laser cooling and the quantum control afforded by ultracold temperatures is a main driver of quantum science advances with atoms, for example the atomic clocks which now reach unprecedented $< 10^{-20}$ uncertainty [307]. Implementing these techniques in molecules suitable for use in searches for CPV effects would result in orders of magnitude of improvement in sensitivity. Laser cooling relies on the application of forces via repeated cycles of photon excitation followed by spontaneous decay. Laser cooling of molecules is a challenge since the spontaneous decay step can result in excitation of internal vibrational modes, thereby populating states which are not addressed by the laser [244, 245, 308, 309]. Since the first laser cooling of a molecule in 2010 [310], the field has advanced rapidly and has resulted in several groups having directly cooled and trapped molecules at ultracold temperatures [311–314], including loading into optical tweezers [313] and lattices [315]. While no molecular symmetry violation search has yet utilized these techniques, there are many promising approaches with laser-coolable species, many of which are underway, including the diatomic species YbF [286, 316–318], BaF [319], RaF [219–221, 225, 279, 320, 321], HgF [322, 323], and TIF [287, 288, 324], along with polyatomic $^{174}$YbOH, [212, 221, 232, 289, 325–327], RaOH [221, 231, 289, 328], BaOH [221, 325], and SrOH [221, 329]. These experiments can benefit from increased coherence times due to trapping or use of a fountain [316, 330]. Coherence time can also be increased via molecular beam brightening and/or slowing using a combination of optical [285, 286], electric [331], and magnetic [332] methods.

Molecules can also be coherently assembled from ultracold atoms without heating, thereby creating them in a trap at ultracold temperatures directly [333]. This technique is considerably more advanced than the methods for direct cooling of molecules, but can be applied to only the small subset of molecular species built from laser-coolable atoms. Until recently, no candidate species of this type, with high sensitivity to CPV effects, had been identified [334]. In the past few years, several molecules that likely can be assembled from ultracold atoms, with intrinsic sensitivities comparable to that of the best other species, have been identified [335–338]. This includes species sensitive both to electron EDM such as RaAg [335, 337] and to hadronic CPV such as $^{223}$FrAg [335, 336].
2. Matrix isolation

The experiments discussed thus far have all relied on atoms or molecules being in the gas phase to obtain maximum coherence. However, the ability to engineer appreciable coherence in the solid state would result in major gains in statistical sensitivity, since the number density could be many orders of magnitude higher than in any gas phase experiment \[339–341\]. Previous experimental approaches used solids such as nickel-zinc ferrite \[342\], GdIG \[343\], ferroelectrics \[344\], and GGG \[345\] by searching for bulk linear magnetoelectric effects \[346, 347\].

A new approach currently being pursued is to isolate atoms or molecules with high CPV sensitivity within a solid matrix, such as a frozen gas at cryogenic temperatures \[246–249\], and to manipulate them using lasers akin to molecular beam experiments. If these systems can be engineered to have high enough dopant density while maintaining sufficient coherence, they could improve statistical sensitivity to a wide range of CP-violating physics by many orders of magnitude. Work toward these goals is ongoing, and coherence in matrix-isolated atoms has been achieved for 0.1 s \[249\], providing an exciting motivation for continued research and development.

3. Radioactive species

Heavy nuclei with octupole (\(\beta_3\)) deformations, such as some isotopes of Fr, Ra, Th, Pa, and others, can have sensitivities to CP-violation enhanced by up to a thousand-fold compared to spherical nuclei \[102, 103, 241, 252, 253, 348, 349\]. Combined with molecular enhancements, heavy molecular species with deformed nuclei can be up to \(10^7\) times more intrinsically sensitive \[207, 253\] than the current most sensitive experiment with atomic Hg \[197\]. An example species, which is perhaps the subject of the most study to date, is radium: it has a nuclear deformation which has been carefully characterized \[350, 351\], and the atom, atomic ion, and many radium-containing molecules can be laser cooled \[219, 252, 320, 328, 352\]. As mentioned previously, the diamagnetic atom \(^{225}\)Ra is the subject of an EDM experiment at Argonne National Lab \[102, 241, 252, 269, 270\]. The RaF molecule was recently studied spectroscopically \[295, 296\], and several Ra-containing polyatomic molecular ions \[297\] were recently synthesized, trapped and cooled in an ion trap \[251\]. Due to the combination of nuclear and molecular enhancements, these Ra-containing molecules are so sensitive that even the ability to trap one at a time with second-scale coherence would enable probes of new physics at the frontiers of hadronic CP violation \[251, 297, 320\].

Molecules containing other deformed nuclei are also of experimental and theoretical interest. For example, isotopes of many heavy nuclei such as Eu, Ac, Th, and others have longer radioactive half-lives than the \(^{225}\)Ra isotope (\(\tau \approx 2\) weeks) needed for a hadronic CPV search, yet have comparable sensitivity \[253, 348, 349, 353\]. The case of \(^{229}\)Pa is curious, as it is purported to possess an extremely small splitting between opposite parity nuclear states \[354, 355\] which would result in a factor of 30 to 3000 further enhancement compared to \(^{225}\)Ra \[103, 248, 348, 356\]. The degree of enhancement depends on the assumptions made about the nuclear structure of \(^{229}\)Pa, which still has considerable uncertainty. Molecules containing superheavy elements have also been explored due to their very high sensitivity to CP-violating effects \[225, 279, 357\]. Experimental facilities such as FRIB, TRIUMF, and ISOLDE offer exciting opportunities to realize a wide range of physics with short-lived and exotic species.

4. Advanced quantum control

The measurements discussed here rely on creation of quantum superpositions which are closely analogous to those used in quantum information science (QIS). While the techniques used are
typically “primitive” compared to those used in modern QIS experiments, advances in the QIS field are a resource for future dramatic improvements in sensitivity to EDM-like signals [358]. In particular, techniques for entanglement-based spin squeezing have already been demonstrated to significantly surpass the standard quantum limit of sensitivity in atomic clock systems [359], which are very similar to the systems used to search for CPV in atoms and molecules. Applying these techniques to experiments aimed at detecting EDM-like signals could provide significant gains in sensitivity for both atoms [266] and molecules, up to a factor of $\sim \sqrt{N}$ (where $N$ is the number of particles in a single measurement).

This rapidly developing QIS technology provides a far-future pathway for continued gains in sensitivity to CPV signals. New techniques using ultracold, trapped atoms and molecules, as discussed above, are especially attractive for realizing such gains from entanglement. Here, the trapped ensembles of atoms or molecules have sufficiently high density to engineer the particle-particle interactions needed to generate entanglement. Realizing these ideas will require significant advances in experimental capabilities and theoretical development of suitable protocols, but the advances being made currently in these areas show great promise for the future.

### F. Summary and Outlook

AMO-based searches for fundamental symmetry violations have advanced rapidly in recent years, and have excellent prospects for further advances in the near, medium, and long terms. Improvements in sensitivity of one, two-three, and four-six orders of magnitude appear to be realistic on few, 5-10, and 15-20 year time scales, respectively, by leveraging major advancements made using quantum science techniques and the increasing availability of exotic species with extreme sensitivity. This is an exciting pathway to probe PeV-scale physics using “tabletop” scale experiments.

Given the complementary approaches, both in terms of experimental methods and sensitivity to new physics parameter space, supporting and pursuing many efforts, both experimental and theoretical, is critical. Measurements from multiple experiments are required to determine the actual source of the new physics, and significantly differing methods will give considerable robustness against systematic errors. Furthermore, there are many opportunities for a wide range of synergies; methods to create, cool, control, and understand the increasingly complex systems used for these searches will have an extremely wide range of applications outside of fundamental symmetry violations, from quantum sensing to quantum many-body physics and beyond. Similarly, a wide range of advances in other fields such as sensitive photon detection, integrated photonics, atomic and molecular spectroscopy, advanced photon sources, *ab initio* methods, advanced computational infrastructure, and facilities to create and handle exotic species will directly benefit the field.

Given the low relative cost of these experiments in terms of both funding ($\lesssim 10$ M, and often $\lesssim 1$ M) and personnel (typically $\lesssim 10$ people), pursuing many simultaneously is feasible. However, advancing to the next generation will require increases in scale and complexity. Many of the new approaches discussed here require sustained R&D budgets, theory support, and access to facilities when working with exotic nuclei, continued over several experimental generations to fully realize their projected gains. The field is moving very rapidly and requires risk tolerance, but it has proven that it can deliver results from a variety of novel approaches.

### VI. STORAGE RING EDMS

The EDM of charged particles has been directly probed only for particles in a storage ring. There are two different approaches pursued globally for the proton EDM. One is U.S.-based by
the storage ring EDM collaboration (srEDM), relying on presently available technology and on
symmetries to effectively eliminate the systematic error sources. The other is a European effort
(JEDI) focused on smaller rings, requiring further technological and conceptual developments.

The JEDI (Jülich Electric Dipole moment Investigations) collaboration is pursuing the project
of a precision storage ring to measure the EDMs of polarized proton and deuteron beams with
unprecedented sensitivity. Besides R&D covering, e.g., prototype development and spin dynamics
simulations, a precursor experiment with polarized deuterons has been conducted at the Cooler
Synchrotron COSY of Forschungszentrum Jülich (Germany), and is currently being analyzed. The
next step of the research will require a new class of hitherto not existing precision storage rings.
This encompasses the complete chain from design and building to operation of the storage ring
and includes instrumentation for control/feedback of the beam(s) and its polarization. Such a
ring requires a large electric field (≈ 10MV/m) and a proton momentum of 707 MeV/c, resulting
in a storage ring of ≈ 500 m circumference. Recently, it was realized that, before starting the
construction of such a ring, an intermediate step, a so-called prototype with approximately 100 m
circumference, is needed, which demonstrates the functionality of all components and allows for a
first direct measurement of the proton EDM as well as searches for axions/axion-like-particles [360–
362]. The current state-of-the-art of the development is summarized in a recent CERN Yellow
Report [89].

The U.S. has the option of putting the ring inside the 805 m AGS ring-tunnel at Brookhaven
National Laboratory (BNL), saving the cost of the tunnel. This will result in a comfortable electric
field of 4.4 MV/m, which does not require the time and expense of a prototype ring with a 10 MV/m
electric field, beyond the present state of the art.

Finally, we note that recently a direct measurement of the electron EDM in a low-energy storage
ring has been proposed [363]. This new method uses a small spin-transparent Figure-8 ring [364]
with two-energy levels at different sections. In addition, there is a small-effort proposal to modify
the current muon ($g - 2$) ring at Fermilab to demonstrate the dedicated “frozen” spin method with
muons [365–370], while taking muon EDM data with better sensitivity than the current parasitic
EDM goals. We note that an ambitious muon EDM program is being planned at PSI that will
take advantage of a proposed high intensity muon beam (HIMB) [370–372].

The following subsections detail the US-based srEDM proposal and end with a brief description
of the PSI muon EDM proposal.

A. Summary of the Storage Ring Proton EDM Experiment

- Proton EDM sensitivity $10^{-29} \text{ e \cdot cm.}$
- Improves the sensitivity to QCD CP-violation ($\theta_{QCD}$) by three orders of magnitude, currently
  set by the neutron EDM experimental limits.
- New Physics reach at $10^3 \text{ TeV mass scale.}$
- Probes CP-violation in the Higgs sector with best sensitivity [373].
- Highly symmetric, magic momentum storage ring lattice in order to control systematics.
  - Proton magic momentum =0.7007 GeV/c.
  - Proton polarimetry peak sensitivity at the magic momentum.
  - Optimal electric bending and magnetic focusing.
  - $2 \times 10^{10}$ polarized protons per fill. One fill every twenty minutes.
– Stores simultaneously clockwise (CW) and counterclockwise (CCW) bunches.
– Stores simultaneously longitudinally and radially polarized bunches with positive and negative helicities.
– 24-fold symmetric storage ring lattice.
– Changes sign of the focusing/defocusing quadrupoles within 0.1% of ideal current setting per flip.
– Keeps the vertical spin precession rate low when the beam planarity is within 0.1 mm over the whole circumference and the maximum split between the counter-rotating (CR) beams is < 0.01 mm.
– Closed orbit automatically compensates spin precession from radial magnetic fields.
– Circumference = 800 m with \( E = 4.4 \text{ MV/m} \), a conservative electric field strength.

- 3 – 5 years of construction and 2 – 3 years to collect required statistics to first physics publication.

- Sensitive to vector dark matter/dark energy (DM/DE) models [374]. DM/DE signal proportional to \( \beta = v/c \). Magic momentum pEDM ring with \( \beta = 0.6 \).

- pEDM is highly complementary with atomic and molecular (AMO) EDM experiments [375]. AMO: many different effects, “sole source analysis”, unknown cancellations [9].

- After proton EDM, add magnetic bending for deuteron/\(^3\)He EDM measurements. Deuteron and \(^3\)He EDM measurements complementary physics to proton EDM.

B. History

The proposed method has its origins in the measurements of the anomalous magnetic moment of the muon in the 1950-70s at CERN. The CERN I experiment [376] was limited by statistics. The sensitivity breakthrough was to go to a magnetic storage ring. The CERN II result was then limited by the systematics of knowing the magnetic field seen by the muons in the quadrupole magnet. The CERN III experiment [376, 377] used an ingenious method to overcome this. It was realized that an electric field at the so-called “magic” momentum does not influence the particle \((g - 2)\) precession. Rather, the electric field precesses the momentum and the spin at exactly the same rate, so the difference is zero. The fact that all electric fields have this feature, opened up the possibility of using electric quadrupoles in the ring to focus the beam, while the magnetic field is kept uniform.

The precession rate of the longitudinal component of the spin in a storage ring with electric and magnetic fields is given by:

\[
\frac{d\mathbf{J} \cdot \mathbf{s}}{dt} = -\frac{e}{m} \mathbf{s} \perp \times \left[ \left( g - \frac{2}{2} \right) \hat{\mathbf{J}} \times \mathbf{B} + \left( \frac{g\beta^2}{2} - \frac{1}{\beta} \right) \frac{E}{c} \right].
\] (10)

The CERN III experiment used a bending magnetic field with electric quadrupoles for focusing at the “magic” momentum, given by \( \beta^2 = 2/g \); see the electric field term in Equation (10). The CERN III experiment, and the BNL E821 [378] were limited by statistics not systematics. The recent announcement of the \((g - 2)\) experimental results [379] from Fermilab at 460 ppb has confirmed the BNL results, with similar statistical and smaller systematic errors. We believe that
the FNAL E989 final results, at about 140 ppb, will have equal statistical and systematic errors. The storage ring/magic momentum breakthrough gained a factor of $2 \times 10^3$ in systematic error.

BNL E821 set a “parasitic” limit on the EDM of the muon: $d_\mu < 1.9 \times 10^{-19} \, e \cdot cm$ [380]. For FNAL E989, we expect this result to improve by up to two orders of magnitude. The statistical and systematic errors will then be roughly equal. The dominant systematic error effect is due to radial magnetic fields. For the pEDM experiment, we plan to use a storage ring at the proton magic momentum with electric bending and magnetic focusing. This will have a negligible radial magnetic field systematic effect (see below), while the main systematic errors will drop out with simultaneous clockwise and counterclockwise storage.

For both BNL E821 and FNAL E989, new systematic effects were discovered that were not in the original proposals. These small effects have been mitigated, so they are not limiting factors. For the pEDM experiment, e.g., we can get $10^{11}$ polarized protons per fill from the BNL LINAC/Booster system, and we use symmetries to handle the systematics down to the level of sensitivity. We expect that at that level we perhaps will also discover new small systematics effects, similarly to the $(g - 2)$ experiments.

C. The storage ring EDM method

The concept of the storage ring EDM experiment is illustrated in Fig. 6. There are three starting requirements. (1) The proton beam must be highly polarized in the ring plane. (2) The momentum of the beam must match the magic value of $p = 0.7007 \, \text{GeV/c}$ where the ring plane precession is “frozen.” (3) The polarization is initially along the axis of the beam velocity.

The electric field acts along the radial direction toward the center of the ring (E). It is perpendicular to the spin axis (p) and therefore perpendicular to the axis of the EDM. In this situation the spin will precess in the vertical plane as shown. The appearance of a vertical polarization component with time is the signal for a non-vanishing EDM. This signal is measured at the polarimeter where a sample of the beam is continuously brought to a carbon target. Elastic proton scattering is measured by two downstream detectors (blue). Any asymmetry in the rates into these two detectors is a manifestation of the vertical polarization component and hence of the EDM.

A limited number of sensitive storage ring EDM experimental methods have been developed with various degrees of sensitivity and levels of systematic error, see Table IV [381, 382]. Here we only address the method based on the hybrid-symmetric ring lattice, which has been studied extensively and shown to perform well, applying presently available technologies. The other methods, although promising, are outside the scope of this document, requiring additional studies and further technical developments.

The hybrid-symmetric ring method is built on the all-electric ring method, improving it in a number of critical ways that make it practical with present technology. It replaces the electric focusing with alternating gradient magnetic focusing, still allowing simultaneous CW and CCW storage and eliminating the main systematic error source by design. A major improvement in this design is the enhanced ring-lattice symmetry, eliminating the next most-important systematic error source, that of the average vertical beam velocity within the bending sections [382].

Symmetries in the hybrid-symmetric ring with $10^{-29} \, e \cdot cm$ sensitivity:

1. CW and CCW beam storage simultaneously.

2. Positive and negative helicity of longitudinal and radial beam polarizations.

3. Current flip of the magnetic quadrupoles.
FIG. 6. Diagram of storage ring EDM concept, with the horizontal spin precession locked to the momentum precession rate (“frozen” spin). The radial electric field acts on the particle EDM for the duration of the storage time. Positive and negative helicity bunches are stored, as well as bunches with their polarization pointing in the radial direction for systematic error cancellations. In addition, simultaneous clockwise and counterclockwise storage is used to cancel the main systematic errors. The ring circumference is about 800 m. The top inset shows the cross section geometry that is enhanced in parity-conserving Coulomb and nuclear scattering as the EDM signal increases over time.

4. Beam planarity to better than 0.1 mm and beam splitting of the counter-rotating (CR) beams to < 0.01 mm.

D. Highly symmetric lattice

A highly symmetric lattice is necessary to limit the dark matter/dark energy systematics, see [374, 382]. The 24-fold symmetric ring parameters are given in Table V and some of the beam parameters in Table VI. The Table V ring circumference is 800 m, with bending electric field 4.4 MV/m. This circumference is close to that of the BNL AGS tunnel, which saves tunnel construction costs. $E = 4.4$ MV/m is conservative. A “green field” pEDM experiment could have up to $E = 5$ MV/m without R&D progress, see [383–385].
TABLE IV. Storage ring Electric Dipole Moment experiment options

| Fields | Example | EDM signal term | Comments |
|--------|---------|-----------------|----------|
| Dipole magnetic field $B$ (Parasitic). | Muon $(g - 2)$ experiment. | Tilt of the spin precession plane. (Limited statistical sensitivity due to spin precession.) | Eventually limited by geometrical alignment. Requires consecutive CW and CCW injection to eliminate systematic errors. |
| Combination of electric and magnetic fields $(E, B)$ (Combined lattice). | Deuteron, $^3$He, proton. | $\frac{dd}{dt} \approx d \times (v \times B)$ | High statistical sensitivity. Requires consecutive CW and CCW injection, with main fields flipping sign to eliminate systematic errors. |
| Radial electric field $(E)$ and electric focusing $(E)$ (All-electric lattice). | Proton. | $\frac{dd}{dt} = d \times E$ | Allows simultaneous CW and CCW storage. Requires demonstration of adequate sensitivity to radial $B$-field systematic error source. |
| Radial electric field $(E)$ and magnetic focusing $(B)$ (Hybrid, symmetric lattice). | Proton. | $\frac{dd}{dt} = d \times E$ | Allows simultaneous CW and CCW storage. Only lattice to achieve direct cancellation of the main systematic error sources (its own “co-magnetometer”). |

TABLE V. Ring and beam parameters for the hybrid-symmetric ring design. The beam planarity refers to the average vertical orbit of the counter-rotating (CR) beams with respect to gravity around the ring.

| Quantity | Value |
|----------|-------|
| Bending Radius $R_0$ | 95.49 m |
| Number of periods | 24 |
| Electrode spacing | 4 cm |
| Electrode height | 20 cm |
| Deflector shape | cylindrical |
| Radial bending $E$-field | 4.4 MV/m |
| Straight section length | 4.16 m |
| Quadrupole length | 0.4 m |
| Quadrupole strength | $\pm 0.21$ T/m |
| Bending section length | 12.5 m |
| Bending section circumference | 600 m |
| Total circumference | 800 m |
| Cyclotron frequency | 224 kHz |
| Tunes, $Q_x$, $Q_y$ | 2.699, 2.245 |
| Particles per bunch | $1.17 \times 10^8$ |
| RF voltage | 1.89 kV |
| Harmonic number, $h$ | 80 |
| Synchrotron tune, $Q_s$ | $3.81 \times 10^{-3}$ |
| Beam planarity better than | 0.1 mm |
| CR-beam splitting less than | 0.01 mm |
TABLE VI. “Magic” parameters for protons, values obtained from Mooser et al. [386].

| $G$ | $\beta$ | $\gamma$ | $p$  | $KE$ |
|-----|--------|--------|-----|-----|
| 1.793 | 0.598 | 1.248 | 700.7 MeV/c | 233 MeV |

E. Polarimetry

Tests with beams and polarimeters at several laboratories (BNL, KVI, COSY) have consistently demonstrated over more than a decade that the requirements of storage ring EDM search are within reach [387–394]. Of particular importance, it has been shown that polarimeters based on forward elastic scattering offer a way to calibrate and correct geometrical and counting rate systematic errors in real time. Sextupole field adjustments along with electron cooling yield long lifetimes for a ring-plane polarization whose direction may be controlled using polarimeter-based feedback. Given the extensive model-based studies demonstrating that ring designs using the symmetries described above can control EDM systematics at the $10^{-29} \, e \cdot cm$ level [382], the optimum path forward is to continue these developments on a full-scale hybrid, symmetric-lattice machine.

The features of the forward-angle elastic scattering polarimeter are listed here.

- Carbon target, observing elastic scattering between $5^\circ$ and $15^\circ$. Target thickness: 2 cm to 4 cm. Angular distributions are shown in Figure 7 from Meyer et al. [395].
- CW and CCW polarimeters share target in middle. Calibrate using vertical polarization and by allowing the horizontal spin to fully precess.
- Detector: position sensitive $\Delta E$, segmented calorimeter.
- Efficiency: $\sim 1\%$ using particles removed from beam, which become part of the useful data stream.
- Analyzing power = 0.6, under Monte-Carlo (MC) estimation.
- Signal accumulation rate at $10^{-29} \, e \cdot cm \cdot 10^{-9} \, rad/s$.
- Full azimuthal coverage and forward/backward polarization allow first-order systematic error monitoring. Corrections to signal made to second order. Tested successfully at $10^{-5}$ [387].

F. Statistics

The statistical sensitivity of a single measurement, similar to the neutron EDM case, is inversely proportional to the beam polarization, the analyzing power, the spin coherence time (SCT) and the square root of the number of detected events. One advantage of the storage ring method over using neutrons is that high-intensity, highly polarized beams with small values in the relevant phase-space parameters are readily available. As a consequence, it is possible to achieve long SCT with horizontally polarized beams, as was calculated analytically and demonstrated at COSY [391, 392].

Under optimized running conditions, where the beam storage duration is for half the SCT, the EDM statistical sensitivity of the method is given by [362],

$$
\sigma_d = \frac{2.33h}{P_0 AE \sqrt{kN_{cy}T_{exp}}}.
$$

(11)
where $P_0$ ($\sim 0.8$) is the horizontal beam polarization, $A$ ($\sim 0.6$) is the asymmetry, $E$ ($3.3 \text{ MV/m} = 4.4 \text{ MV/m} \times 600 \text{ m}/800 \text{ m}$) is the average radial electric field integrated around the ring, $k$ (1%) is the polarimeter detector efficiency, $N_{\text{cyc}}$ ($\sim 2 \times 10^{10}$) is the stored particles per cycle, $T_{\text{exp}}$ ($1 \times 10^8 \text{ s}$) is the total duration of the experiment and $\tau_p$ ($2 \times 10^3 \text{ s}$) is the in-plane (horizontal) beam polarization lifetime (equivalent to SCT). The SCT of $2 \times 10^3 \text{ s}$, i.e., an optimum storage time of $10^3 \text{ s}$, is assumed here in order to achieve a statistical sensitivity at $10^{-29} \text{ e} \cdot \text{cm}$ level, while assuming the total experiment duration is 80 million seconds (in practice, corresponding to roughly five calendar years). Such a beam storage might require stochastic cooling due to IBS and beam-gas interactions. The SCT of the beam itself (without stochastic cooling) is estimated to be greater than $2 \times 10^3 \text{ s}$, as indicated by preliminary results with high-precision beam/spin-dynamics simulations and is limited by the simulation speed.

G. The muon EDM storage ring experiment at PSI

The muEDM initiative at the Paul Scherrer Institute, Switzerland, prepares a search for a muon EDM using the frozen-spin method[396] in two steps. During the initial phase, crucial instrumentation for the frozen-spin technique will be demonstrated[369, 370], using an existing
compact solenoid with a magnetic field strength of 3T. By using surface muons with a momentum of about 28MeV/c and a polarization of at least 95%, we expect a sensitivity of better than $3 \times 10^{-21} \text{e} \cdot \text{cm}$. The muons will be injected along the main field direction similar as in the concept for the (g-2) experiment at JPARC. A short magnetic-field pulse in the central plane of the solenoid, triggered by an entrance scintillator, will twist the muons into a stable orbit within the weakly focusing field area. The electric field, $E \approx aBc\beta\gamma^2 \approx 3\text{kV/cm}$, for the frozen-spin condition will be applied by a concentric electrode system made of thin graphite foils to reduce multiple scattering of decay positrons and eddy currents from the magnetic kick used for injection. A positron detection system outside the storage zone records longitudinal positron asymmetry, along the magnet field direction. The signal for an EDM is the increase in positron asymmetry with time after injection. The final experiment will use a dedicated 3T magnet with a small magnetic-field gradient between injection area and the storage zone increasing significantly the injection efficiency. By using muons with a momentum larger than 125 MeV/c and an accordingly higher electric field of about 20kV/cm a sensitivity of better than $6 \times 10^{-23} \text{e} \cdot \text{cm}$ is anticipated within a year of data-taking.

H. Conclusions

A storage ring proton EDM experiment offering an unprecedented statistical sensitivity to $10^{-29} \text{e} \cdot \text{cm}$ level, can be built based on present technology. At this level, it would be the best EDM experiment on one of the simplest hadrons. The method, based on the hybrid-symmetric ring lattice, is the only one today that can eliminate the main sources of EDM systematic error. The experiment would also make it possible to study the deuteron/$^3\text{He}$ EDM with a sensitivity about an order of magnitude less than the one stated above. We expect construction to take 3 – 5 years and another 2 – 3 years to collect the required statistics to first physics publication. Figure 8 shows the neutron EDM limits as well as the proton indirect limits (from $^{199}\text{Hg}$) as a function of publication year. We also show the projected EDM sensitivity of the storage ring EDM method for the proton and deuteron nuclei. The storage ring $^3\text{He}$ nucleus EDM (equivalent to a neutron EDM) sensitivity is also estimated to be similar to that of the deuteron. A proposed experiment at PSI, using the frozen spin technique, will improve the sensitivity of the muon EDM by roughly 3-4 orders of magnitude over the current limit.

VII. SUMMARY AND OUTLOOK

An EDM observed in a single system (electron, proton, neutron, deuteron, atom, molecule) will very likely signal the discovery of new physics beyond the Standard Model of Particle Physics, with far-reaching impact, but it will not be sufficient to discriminate among the many viable BSM models or rule out baryogenesis scenarios. To achieve these goals it is necessary to observe or bound EDMs in complementary systems, so that the main features of CP violation at low energy can be identified and systematically connected to the underlying BSM models. A promising experiment-theory program between particle, nuclear, and AMO disciplines has been described in this white paper. In the next 10 years gains in sensitivity by several orders of magnitude over current bounds are possible and even likely for electrons, nucleons, atoms and molecules, with the very real chance of discovery. Some of these experiments also offer opportunities for dark matter, dark energy, and axion searches. Likewise, improvements in theory, including lattice QCD, low energy effective field theories, and theories of nuclear and atomic systems will dramatically improve the interpretation of experimental results.
FIG. 8. The neutron and proton (indirect) EDM limits relative to publication year are shown here. The storage ring EDM projected sensitivities for the proton and deuteron nuclei are also shown as a function of year. The $^3$He nucleus storage ring EDM is projected to be similar to that of the deuteron.
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