Real-time dynamics of string breaking in quantum spin chains
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String breaking is a central dynamical process in theories featuring confinement, where a string connecting two charges decays at the expense of the creation of new particle-antiparticle pairs. Here, we show that this process can also be observed in quantum Ising chains where domain walls get confined either by a symmetry-breaking field or by long-range interactions. We find that string breaking occurs, in general, as a two-stage process: First, the initial charges remain essentially static and stable. The connecting string, however, can become a dynamical object. We develop an effective description of this motion, which we find is strongly constrained. In the second stage, which can be severely delayed due to these dynamical constraints, the string finally breaks. We observe that the associated time scale can depend crucially on the initial separation between domain walls and can grow by orders of magnitude by changing the distance by just a few lattice sites. We discuss how our results generalize to one-dimensional confining gauge theories and how they can be made accessible in quantum simulator experiments such as Rydberg atoms or trapped ions.

I. INTRODUCTION

Confining theories such as quantum chromodynamics have the defining property that two static charges, e.g., a heavy quark-antiquark pair, are connected by a flux tube or string, whose energy increases linearly with the separation [1]. Beyond some critical distance, however, the string can break as the creation of new, light particle-antiparticle pairs becomes more favourable [2–5]. This mechanism is known as string breaking and has been investigated extensively from a static point of view [4–11]. Recently, however, its dynamics has gained increased attention [12–25]. Importantly, many aspects of confinement cannot only be realized in gauge theories, but also in conventional quantum spin chains [26–45]. This not only provides a broader scope of the phenomenology of confinement towards the realm of quantum many-body theory but also brings it within reach of experiments in quantum simulators. However, it has remained elusive whether such systems can also feature the fundamental dynamical process of string breaking.

In this work we address this question and show that string breaking can occur in paradigmatic quantum Ising chains. Here, the elementary excitations are domain walls which can exhibit confining potentials induced either by symmetry-breaking fields [26, 28, 38] or long-range interactions [40, 42]. We find that string breaking takes place as a two-stage process (see Fig. 1): In the first stage the two initial charges remain essentially static and stable on a time scale which can depend crucially on the initial domain wall separation. In this regime, we observe that the connecting string can become a dynamical object. We develop an effective description for this string motion and show that it exhibits strong kinetic constraints. As a particular consequence, we find that the maximum number of particle-antiparticle pairs that can be created during the first stage becomes bounded. We further observe that the system also develops a heterogeneous spatiotemporal profile of quantum correlations during the first stage. While the regions outside of the string essentially remain uncorrelated, the string itself can develop strong quantum correlations. In the second stage, the string eventually breaks at a time scale, which can grow by orders of magnitude upon increasing the separation of the initial domain walls. While we present our

FIG. 1. Real-time dynamics of string breaking in the short-range Ising chain with $L = 24, h_x/J = 0.2, h_z/J = 1$ and an initial distance $\ell = 4$ between two domain walls. (a) Dynam- 
cics of the domain wall density $\nu_i(t)$ displaying two stages of string breaking. First, the initial domain walls remain static for a long time with dynamics occurring in the connecting string. Second, the string breaks on longer time scales by forming bound pairs of domain walls. The initial string state is schematically depicted in (b).
findings for two particular quantum Ising chains, we argue that our observations also generalize to other systems such as one-dimensional confining gauge theories. We further discuss how our results on string breaking can be realized in systems of Rydberg atoms and trapped ions.

The structure of this paper is as follows. In Sec. II, we start by introducing the model Hamiltonians that we consider, and by defining the quench protocols and measured observables. We present a summary of our main results in Sec. III. We then further elaborate on these results in Sec. IV and V. In particular, in Sec. IV, we analyze the first stage of string breaking, presenting some effective descriptions for the string motion during this stage (Sec. IV A, IV C), and a bound on the maximum charge density that can be created (Sec. IV B). The second stage is discussed in Sec. V. Some concluding remarks, including possible experimental implementations of the phenomenology studied in this work, are given in the last section.

II. MODELS AND QUENCH DYNAMICS

A. Quantum Ising chains

We study the real-time dynamics of string breaking in two quantum spin models with distinct features. In the first place, we consider a quantum Ising chain with nearest-neighbor interactions in both transverse and longitudinal magnetic fields, with strength \( h_x \) and \( h_z \), respectively,

\[
H_{\text{short}} = -J \sum_{i=1}^{L} \sigma_i^z \sigma_{i+1}^z - h_x \sum_{i=1}^{L} \sigma_i^x - h_z \sum_{i=1}^{L} \sigma_i^z.
\]  

(1)

The second model is a quantum spin chain with long-range interactions,

\[
H_{\text{long}} = -J \sum_{i < j}^{L} \frac{1}{r_{ij}^{\alpha}} \sigma_i^z \sigma_j^z - h_x \sum_{i=1}^{L} \sigma_i^x - h_z \sum_{i=1}^{L} \sigma_i^z,
\]  

(2)

where \( \sigma_i^\mu (\mu = x, y, z) \) denotes the Pauli matrices acting on site \( i \), \( r_{ij} \) is the distance between sites \( i \) and \( j \), \( \alpha > 1 \) determines the power-law decay of the long-range interactions (the case \( \alpha \in [0, 1] \) is avoided so as to ensure a well-defined thermodynamic limit \([40, 46]\)), \( L \) is the size of the system, and the ferromagnetic coupling \( J > 0 \) sets the overall energy scale. We consider periodic boundary conditions for the long-range model in Eq. (2), where \( r_{ij} = \min(|i-j|, L-|i-j|) \). For the short-range model in Eq. (1), we have used open boundary conditions, but we have checked that our results do not rely on this particular choice. Also, throughout this work, we use units such that the reduced Planck’s constant \( \hbar \) and the lattice spacing \( a \) are both set to 1.

In their respective ground states, both models feature a ferromagnetic phase for sufficiently weak transverse fields \( h_x \), with domain walls as the elementary excitations. In the short-range model, this is the case in the limit of vanishing longitudinal field \( h_z \), whereas for the system in Eq. (2) when the power-law decay \( \alpha > 2 \) of the interactions is sufficiently rapid. Upon adding \( h_z \) \([26, 28, 38]\) or upon decreasing \( \alpha \) into the range \( \alpha < 2 \) \([40]\), the domain walls develop a confining potential with the interaction energy between two domain walls increasing as a function of their distance similar in phenomenology to confinement in gauge theories.

In spite of their similarities, we also note important conceptual differences between the two models. The short-range model has a two-fold degenerate ground state at \( h_z = 0 \), which is split by the addition of the longitudinal field. Then, the domain wall excitations are points along the chain where the spin tunnels between the two ground states. Since one of the ground states is now higher in energy, two domain walls separated by a string of length \( \ell \gg 1 \) have an energy cost \( E \propto \ell^{2-\alpha} \) for \( \alpha = 2 \) \([40]\). Therefore, the long-range model can interpolate between log- and linear-confinement, which are both realized in lattice gauge theories \([47]\); yet we will see that string breaking proceeds in most of the aspects similarly in both models, suggesting that the developed picture is general for theories featuring confinement.

Moreover, let us point out that although quantum Ising chains do not constitute lattice gauge theories, they are certainly not completely unrelated. Indeed, the short-range model can be connected in the continuum limit to quantum electrodynamics in \((1+1)\) dimensions. One can show, in effect, that in the continuum limit the model at hand can be identified as the massive sine-Gordon model \([48–50]\), which in turn can be mapped onto the massive Schwinger model \([51, 52]\). Thereupon, quantum Ising chains do constitute reasonable lattice theories to study the dynamics of confinement and string breaking.

B. Quantum quench and measured observables

We study the dynamics of string breaking by initializing the spin chains in a product state with a specific magnetization profile, as shown in Fig. 1(b). All spins are pointing \( \uparrow \) except within a central region of variable length \( \ell \) where the spins are taken to be \( \downarrow \). This generates a state with exactly two domain walls connected by a string. This setup not only represents a direct realization of the desired particle-antiparticle pair but is also motivated by the classes of initial conditions that can be prepared experimentally in quantum simulators such as Rydberg atoms or trapped ions; see, for instance \([53–55]\).
Next, the system is evolved with one of the Hamiltonians in Eqs. (1) or (2). In either case, the transverse field is chosen sufficiently weak so that the elementary domain wall excitations are still almost point-like particles. This setup represents a quantum quench from an excited eigenstate beyond the ground state manifold in the limit of $h_x = 0$ to the respective quantum Ising models. In general, we solve this dynamical problem by means of exact diagonalization (ED) techniques supported by effective analytical descriptions that will be presented in more detail below. We provide a brief discussion on the dynamics of kinks with a finite width in Appendix D.

We characterize the resulting dynamics through different observables. On the one hand, we study the dynamics and creation of the elementary excitations by computing the local density of kinks

$$\nu_i(t) = \frac{1}{2} (1 - \sigma^z_i(t)\sigma^z_{i+1}(t)),\quad (3)$$

measuring the presence or absence of a domain wall at the given bond $(i,i+1)$.

Further, we aim to explore the spatiotemporal structure of quantum correlations during string breaking dynamics. For that purpose we study the nearest-neighbor connected correlation function:

$$C_i(t) = \langle \sigma^z_i(t)\sigma^z_{i+1}(t) \rangle - \langle \sigma^z_i(t) \rangle \langle \sigma^z_{i+1}(t) \rangle,\quad (4)$$

Lastly, we also quantify quantum correlations by looking at the half-chain entanglement entropy. To compute this quantity, we partition the system across its center, such that the two resulting subsystems $A$ and $B$, are the left and right halves of the chain, respectively. Then, the half-chain entanglement entropy is given by the von Neumann entropy of one of the two parts [56], say $A$, that is,

$$S(t) \equiv S(\rho_A(t)) = -\text{Tr}_A(\rho_A(t)\ln\rho_A(t)),\quad (5)$$

where $\rho_A(t) = \text{Tr}_B(|\Psi(t)\rangle\langle\Psi(t)|)$ is the reduced density matrix of the left half of the chain, and $|\Psi(t)\rangle$ describes the (pure) quantum state of the entire system at time $t$. This entanglement entropy measures the amount of quantum correlations established between the two halves of the chain.

### III. SUMMARY OF MAIN RESULTS

We start by outlining our main results, which will be analyzed in more detail in the following Sections. We show the characteristic patterns of string breaking for the short-range and long-range quantum Ising chains in Figs. 1, 2 and Fig. 3, respectively. As a central observation, the phenomenon of string breaking takes place as a two-stage process. In the first stage, the two kinks remain essentially static, while the connecting string can become a dynamical object, see, in particular, Figs. 2(a) and 3(a). We find that in the short-range Ising chain the...
stability of the initial kinks crucially depends on their initial distance ℓ. Upon changing separation from ℓ = 4, Fig. 1, to ℓ = 6, Figs. 2(a) and 2(b), the time range of their stability jumps from a time Jt ≈ 40 to a value which is not anymore visible on the accessed time scales. It is one of the main goals of this work to provide a physical picture for this stability and to describe the string motion in this regime.

While the two initial kinks can remain stable for a long time, we observe that the connecting string can undergo complex dynamics, see Figs. 2(a) and 2(b), in particular, which we explain in more detail via an effective description in Sec. IV A. Especially for the case of long-lived initial kinks, particle-antiparticle pairs are created and annihilated in a complex oscillatory pattern without being able to induce a breaking of the string. Conversely, outside of the initial string, the system remains almost inert with only some slight dynamics induced by the quench such as the ballistic motion of a bound pair of two domain walls, an analog of a meson, in Fig. 2(a). Finally, we find that there are also parameter regimes where the string does not display dynamics during the initial stage, see Fig. 2(c) and the short-time behavior in Fig. 3(b). This latter feature will also be captured in our effective model, which shows that the dynamics of the string is too constrained in this case to induce oscillatory behavior.

A further important finding of this work is representatively shown in Fig. 2(b). During the first stage, the dynamics in the string not only generates particles but also significant quantum correlations, while these are absent outside of the central region, yielding a characteristic spatiotemporal correlation pattern. Consequently, the recently observed entanglement growth during string breaking in gauge theories [15, 17, 22, 23, 25] can be understood to be initially caused by the generation of these strong correlations inside of the string, while the outside remains effectively decoupled.

IV. FIRST STAGE: STRING MOTION

Let us now focus on the first stage of string breaking. As a central observation, the two initial kinks can remain static for long times, which allows us to develop simplified effective descriptions in this regime.

Importantly, for the short-range Ising chain the system effectively decomposes into three disconnected spatial regions, in particular, because no quantum correlations are generated between them, see Fig. 2(b). Since the outside essentially remains static, we will now focus on the dynamics of the string itself, which in this decomposition, is now an object with a fixed spatial extent determined by the initial spin configuration and therefore the initial spatial separation ℓ of the kinks. Specifically, we will describe the string dynamics in the following by the Hamiltonians in Eqs. (1,2) on a chain of ℓ sites and initial condition |Ψ0⟩ = ⊗m=1 |↓⟩m. Let us point out that we have to impose a magnetic boundary condition at the ends, since the first and last spin of the string have to remain inert due to the requirement that the two initial domain walls are static. This can be achieved by skipping the transverse-field term or by adding a strong longitudinal field to those lattice sites.

For the long-range model, an analogous decomposition is not possible. However, we still observe that the spatial region outside of the initial string remains almost inert. Therefore, one can develop an effective description which keeps the spins outside of the string frozen and the spins inside the string as dynamical objects.

A. Effective description of the string dynamics

As argued in Sec. II A, the considered quantum Ising chains exhibit confinement dynamics whenever hx ≪ J and therefore whenever quantum fluctuations are weak. We take this as a starting point to organize the Hilbert space for the string dynamics. Specifically, we will decompose the state space into sectors with different numbers of domain walls. For that purpose, we introduce operators Pk projecting onto the subspace of k kinks. This allows us to represent the effective Hamiltonian Heff for the string as:

\[ H_{\text{eff}} = \sum_{k \in I} H_k + \sum_{k \neq k'} V_{k,k'}, \]  

where \( H_k = P_k H P_k \) denotes the projection of the full Hamiltonians in Eqs. (1,2) onto the subspace with k kinks. Accordingly, \( V_{k,k'} = P_k H P_{k'} + P_{k'} H P_k \), stands for the coupling between such subspaces and \( I = \{2, 4, \ldots, k_{\text{max}}\} \) is the index set labeling the allowed kink sectors up to the number of kinks \( k_{\text{max}} \), that maximally fit into the string upon respecting the boundary condition, which is \( k_{\text{max}} = \ell - 2 \) when \( \ell \) is even and \( k_{\text{max}} = \ell - 1 \) when \( \ell \) is odd.

By decomposing the Hamiltonian into these kink sectors one obtains a representation as depicted in Fig. 4(a) for the short-range model in Eq. (1). The overall picture, however, does not change for the long-range case. The general structure of \( H_k \) can be divided into a diagonal part \( \mathcal{E}_k \) in the spin configurations and an off-diagonal one, which is proportional to \( h_x \) and acts as a hopping term for the kinks. The transitions between different kink sectors contained in \( V_{k,k'} \) are driven by single-spin flips induced by the transverse field, which can only connect spin configurations that differ by exactly two domain walls. In Appendix A, we show explicitly how to construct all the different terms in Eq. (6).

Let us now more specifically analyze the structure of the diagonal part of \( H_k \). For the short-range model, it reads:

\[ \mathcal{E}_k(S) = -J(\ell - 1) + 2Jk - h_x(\ell - 2|S|), \]  

where \( k \) and \( |S| \) denote the number of kinks and the number of \( \downarrow \)-spins in the given spin configuration \( S \), respect-
tively. The sector of \( k = 0 \) kinks only contains one configuration \( \mathcal{S} = |\downarrow \ldots \downarrow \rangle \), i.e., the initial condition. Since kinks can only be generated in pairs, the next higher sector is the \( k = 2 \) one. The respective two domain walls can reside on various different bonds with an energy that depends linearly on their distance, which is the defining feature of confinement and which leads to a tower of states as depicted in Fig. 4(a), similarly also for the higher kink sectors.

For the long-range system, the energy of a particular spin configuration is not a simple explicit function of the parameters \( \ell, k \), and \( l_S \) [40]. Instead, we numerically obtain the energy for a given kink sector using the formula

\[
\mathcal{E}_k(\mathcal{S}) = -J \sum_{i<j}^L \frac{s_i(\mathcal{S}) s_j(\mathcal{S})}{r_{ij}^\alpha},
\]

where \( s_i(\mathcal{S}) = \pm 1 \) is the value of the spin on site \( i \) corresponding to the configuration \( \mathcal{S} \). Unlike the short-range case, this will depend on \( \ell, k \), and \( l_S \) nonlinearly, and notably the influence of boundary effects can be significant, as a general feature of long-range systems.

Transitions induced by the transverse field across configurations that live in a given sector (and therefore leave the number of domain walls invariant) have the only consequence that they move domain walls between neighboring lattice sites. As the domain walls are confined, such a motion always costs energy so that the respective process is off-resonant and therefore only yields perturbative corrections. For the short-range model, this can be alternatively seen by recognizing that the diagonal part \( \mathcal{E}_k \) resembles a Wannier-Stark ladder of charged particles in an electric field [57] as a function of both \( k \) and \( l_S \). Here, the role of the field is taken over either by the coupling \( J \) or the longitudinal field \( h_z \). The off-diagonal part of \( \mathcal{H}_k \) induces motion on this Wannier-Stark ladder for a fixed \( k \) via \( h_z \) by flipping individual spins. As known from the Wannier-Stark problem, however, this motion is always off-resonant and therefore only slightly perturbs the eigenstates of \( \mathcal{E}_k \). This holds, in particular, in the limit of weak kinetic energy, which is guaranteed in our problem as \( h_z \ll J \), see the discussion in Sec. II. It will therefore be sufficient for the moment to ignore this motion within sectors of a given number of kinks \( k \).

Similar representations of Hamiltonians in kink sectors have been introduced and used for the effective description of systems with confinement [30, 40, 41, 58]. Here, however, we not only restrict to low-kink sectors as in previous works but rather consider the full decomposition. As we will show, this turns out to be important for the description of the string dynamics because many resonant spin configurations \( \mathcal{S} \) can appear across different kink sectors, which become crucial to describe the string motion.

At this point it becomes important to distinguish two different classes of parameter sets. Depending on the choice of Hamiltonian parameters, spin configurations in the higher-kink sectors can either be off-resonant or degenerate with the initial string. For the short-range model, resonances can occur whenever

\[
\frac{h_z}{J} = \frac{k}{\ell - l_S}.
\]

where \( 1+k/2 \leq l_S \leq \ell - k/2 \). In the case of the long-range interacting model, the resonance condition corresponds to matching the energy for two different configurations \( \mathcal{E}_k(\mathcal{S}_1) = \mathcal{E}_k(\mathcal{S}_2) \). The location of the resonance can be easily determined by numerically comparing the energy difference between kink sectors; see Fig. 3(c) for a particular example of tuning \( \alpha \) to obtain a degeneracy. Notice that by taking into account the off-diagonal transverse-field contributions within fixed kink sectors, the energy levels in Eq. (7) get broadened so that the resonance condition does not require fine-tuning.

When the parameters are such that there are no resonances, the string becomes inert and only acquires perturbative corrections from higher-kink sectors. An example of such a scenario is shown in Fig. 3(b) for the
long-range model, where not only the initial charges remain static but also the string is almost inactive. Note, however, that in this example the string eventually breaks. The situation changes drastically in the short-range model where only a slight departure away from the resonance condition yields a suppression of both string motion and string breaking, at least, up to the accessible time scales, see Fig. 2(c) in comparison to Fig. 1(a). While the suppression of transport and particle production in the non-resonant short-range model were recently reported \[41, 59\], here we also find that the spreading of quantum information is drastically reduced in the off-resonant case as compared to the resonant one, see Fig. 2(d) where the dynamics of the half-chain entanglement entropy is shown.

Regarding the resonant case, which is illustrated in Figs. 1, 2(a), 2(b), and 3(a), the situation is again completely different, since the string can develop complex motion. Importantly, this dynamics is dominantly driven by all those spin configurations across all kink sectors which are resonant with the initial string configuration, as we will show in Sec. IV C.

It might appear as a fine-tuning problem to achieve resonant configurations. However, let us now argue that the resonant case is at least as generic as the off-resonant one. First of all, the absence of a resonance we attribute to a lattice effect. Due to a nonzero lattice spacing, the energy in the string develops a granular structure allowing only discrete values. This changes when going towards a continuum limit where this granularity is gradually washed out. Therefore, for small lattice spacings resonances become much more likely. Furthermore, notice that taking out of resonance, which marks the maximum number of domain walls which can be potentially generated. Of course, these considerations neglect the influence of off-diagonal spin flips in \(H_k\) so that the bound only holds in the limit of weak transverse fields and might yield corrections for larger \(h_z\). The derived bound represents a constraint on the generation of new kinks, which restricts the formation of composite mesonic objects of bound domain wall pairs and hence might significantly slow down string breaking.

One particular implication of this bound is a controlled criterion for truncating the sums in Eq. (6) incorporating all non-perturbative effects, i.e., what is the maximum kink sector that has to be taken into account for the description of the string dynamics. In order to assess and illustrate the approach presented here, in Fig. 4(b) we show the dynamics of the mean on-site magnetization \(\langle \sigma^z(t) \rangle\) of a string of length \(\ell = 10\) in a longitudinal field \(h_z/J = 2/3\), a value for which the resonance condition is met. As implied by the bound (10) and shown in Fig. 4(a), here \(k^* = 4\), so that the corresponding reduced model simply reads \(H_{\text{eff}} = H_0 + H_2 + H_4 + V_{0,2} + V_{2,4}\). As can be observed, the reduced model captures the main features of the exact dynamics.

For the long-range model, it is, in principle, possible to get more than two states with resonant energies after we impose \(E_k(S_1) = E_k(S_2)\) and choose \(a\) accordingly. However, due to the nonlinear nature of the energy function of the long-range model, given by Eq. (8), it becomes more challenging to get a strict bound on the number of resonantly accessible domain walls.

### B. Bound on particle production

As emphasized before, the string dynamics is dominated by the resonant subspaces across the different kink sectors. This immediately has an important consequence: there always exists a maximum kink sector \(k^*\) that is resonantly coupled to the initial string. This imposes a constraint on the number of domain walls \(K\) that can be generated during real-time evolution.

For the short-range model, we find that \(K\) is bounded by

\[
K \leq k^* = \left[ \frac{2(\ell - 1)}{1 + 2J/h_z} \right]_{\text{even}},
\]

where \(2J/h_z\) is one of the rational numbers allowed by Eq. (9) and is also such that \(k^*\) is at least equal to 2. Here, the notation \([x]\)_{even} stands for the largest even integer smaller than \(x\). Importantly, \(k^* \leq k_{\text{max}}\) can be much smaller than the maximum number of kinks \(k_{\text{max}}\) that fit in a string of given length \(\ell\) ignoring the resonance condition, especially upon decreasing the value of the longitudinal field \(h_z\) where \(k^* \propto h_z/J\) implying a small kink density. As anticipated before, \(k_{\text{max}} = \ell - 2\) if \(\ell\) is even and \(k_{\text{max}} = \ell - 1\) when \(\ell\) is odd.

We derive the bound of Eq. (10) in Appendix B. The origin of this bound can, however, be directly understood from Fig. 4 where we depict the structure of the energy levels for the short-range model. The creation of two new kinks costs at least an energy \(4J\). As a consequence, the minimum energy at a given kink sector has to increase for higher \(k\) up to the point where the tower is shifted out of resonance, which marks the maximum number of domain walls which can be potentially generated. Of course, these considerations neglect the influence of off-diagonal spin flips in \(H_k\) so that the bound only holds in the limit of weak transverse fields and might yield corrections for larger \(h_z\). The derived bound represents a constraint on the generation of new kinks, which restricts the formation of composite mesonic objects of bound domain wall pairs and hence might significantly slow down string breaking.

### C. Dynamics in resonant subspace

The full solution of the Hamiltonian in Eq. (6) may still require exponential resources in the string length \(\ell\). Here, we aim to show that a further reduction is possible beyond the restriction onto the maximum kink sector \(k^*\) that has been taken into account already in the previous Section. Specifically, it is possible to obtain an effective description of the resonant subspace alone, which as we show provides further insights during the first stage of
the string dynamics.

The central property that we will use in the following is that all spin configurations outside of the resonant subspace can be treated perturbatively in \( h_x/J \), by recalling that the transitions between spin configurations are driven by the transverse field, which has to be chosen to satisfy \( h_x \ll J \). However, in general, the challenge is that, in principle, exponentially many paths exist in the energy level diagram such as in Fig. 4(a) that can connect different resonant configurations by virtual transitions. It is clear, nonetheless, that those paths that require overcoming large energy differences are less relevant than the others. It turns out that the identification of the “shortest paths” that are contributing dominantly depends on the details of the chosen parameters.

For the short-range model, we indicate in Fig. 4(a) with arrows the shortest paths in the energy diagram for one particular case of a string of length \( \ell = 10 \) with \( h_x/J = 2/3 \) connecting dominantly the different resonant sectors in terms of single-spin flips. We can then ignore all states not contained in this shortest paths selection, since they will only contribute subdominantly yielding only further perturbative corrections. The remaining off-resonant spin configurations can then be eliminated perturbatively by means of a Schrieffer-Wolff transformation \([60, 61]\), as explained in Appendix C. This yields an effective theory for the resonant subspace alone. We applied this approach to the string of the example shown in Fig. 1. One can show (see Appendix C) that the effective model for the resonant states, in this case, maps onto a two-level system. Hence, one can predict analytically the time scale at which the new kinks are generated in the string. This happens when the spin configuration with two kinks in the interior of the string is maximally populated for the first time. According to our model, this occurs at \( J t^* = \pi / (2 (h_x/J)^2) \approx 39.3 \), which is in excellent agreement with the results shown in Fig. 1. Let us already note at this point that the present analysis also has central implications for the second stage of string breaking, that will be discussed in the following Section.

In the long-range model, the resonant dynamics are especially simple because the resonant subspace only contains two states. For the particular case chosen in Fig. 3(a), the transition between the two states requires flipping only one spin in the center of the string. In such a case, the oscillation period between these two states can be directly calculated. As shown in Appendix C, the time at which the higher-kink state inside the string are maximally populated is \( J t^* = \pi / (h_x/J) \approx 12.57 \) for the parameters used in Fig. 3(a), which is in perfect agreement with ED results of the many-body Hamiltonian.

V. SECOND STAGE: STRING BREAKING

While the final string breaking can be prolonged to long times, see Fig. 2, it is known especially for the short-range model that the system is ergodic and thermalizing \([62]\), although long-lived nonequilibrium states have been recently discussed in this system \([63–65]\) and delayed thermalization observed in the long-range model \([66]\). However, in general, we expect that the considered models will eventually restore a homogeneous state where the string has to be broken. For the case displayed in Fig. 1, we indeed observe that at long times the system becomes homogeneous with some remaining spatiotemporal fluctuations expected for systems of finite size \([67]\).

Eventually, the string breaks by the formation of mesons, i.e., bound pairs of domain walls involving, in particular, the two initial kinks. Strings can, in principle, break both for the case of resonant motion, see Fig. 1(a) and Fig. 3(a), as well as when the parameters are chosen such that the resonance condition for the string motion is not satisfied, see Fig. 3(b). The latter case seems to be especially applicable to the long-range model, since when the resonance condition is not met in the short-range model, string breaking may only occur after an exponentially long time, see Fig. 2(c) and Refs. \([41, 59]\).
Furthermore, we also observe another significant difference between the long- and short-range models. While the time scale of string breaking does not seem to depend crucially on varying the parameters for the long-range interacting case, see Fig. 3, for the short-range Ising chain string breaking can be delayed by orders of magnitude in Fig. 2(a) by only changing the initial string length from $\ell = 4$ to $\ell = 6$.

As we aim to argue in the following, the delayed string breaking and meson formation for large string lengths $\ell$ in the short-range model is not only caused by the energy costs for particle creation due to the large kink mass as in the Schwinger mechanism [68, 69]. We rather observe that there are, in particular, strong kinetic constraints imposed by the dynamics in the resonant subspace. First of all, the considerations from Sec. IV C imply that only a limited subset of spin and therefore domain wall configurations is kinetically accessible. In this context, we find that there are mainly two different scenarios.

On the one hand, the resonant subspace might be such that a configuration with newly generated domain walls close to the initial kinks can be reached. This makes the meson formation very efficient. Such a case is displayed in Fig. 1, where we find that the time scale for string breaking coincides with the time scale of reaching the respective resonant domain wall configuration. In Sec. IV C, we have discussed that from the effective description the latter time scale is $\tau^* = \pi/(2(h_z/J)^2) \approx 39.3$ matching the data in Fig. 1 obtained using exact diagonalization.

On the other hand, the resonant subspace can induce kinetic constraints so that only domain walls at larger distances from the initial kinks can be generated. In this context, the general bound on domain wall production derived in Eq. (10) provides some general implications. In particular, for weak symmetry-breaking fields $h_z$ the maximally accessible kink density in the string becomes proportional to $h_z/J$ implying that the typical distance between the generated domain walls is large. This makes it difficult for the system to efficiently form mesons of two kinks at a short separation.

For the long-range case, only a single higher-kink configuration can be resonant with the initial string, unless we fine-tune multiple parameters. As a consequence, we have not identified a case where the time scales associated with kink dynamics and string breaking have been related to each other. For the resonant case displayed in Fig. 3(a), this explains why there are a large number of oscillations before string breaking, which is analogous to what is seen for the short-range case displayed in Fig. 2(a). In addition, for generic parameters, the long-range model has no resonances and string breaking occurs with no transient string oscillations, as shown in Fig. 3(b). For the short-range model, the minimal energy gap between two spin configurations is always a constant value, see Fig. 4(a). However, for the long-range Hamiltonian, due to the nonlinear nature of the energy expression Eq. (8), the spacing between higher energy states can be extremely small. Due to this nature, the string can still break relatively fast, even without satisfying a resonant condition, see Fig. 3(b).

VI. CONCLUDING DISCUSSION

In this work, we have shown that string breaking can occur dynamically in quantum Ising chains where domain walls develop a confining potential induced either by a symmetry-breaking longitudinal field [26, 28, 38] or by long-range interactions [40, 42]. Our main observation is that this phenomenon can be described as a two-stage process. During the first stage, a pair of initial kinks effectively acts as static external charges. The connecting string, however, can become a dynamical object and develops complex dynamics. To approximate this dynamics, we have derived an effective kinetically constrained model in the resonant subspace. In particular, we have obtained a bound on the maximal number of kinks that can be dynamically generated, and, for some cases, obtained a quantitative estimate for the time scale of final string breaking. We have argued that the large time scales for eventual string breaking are not only caused by the energy costs for pair creation due to the large mass of particles as in the Schwinger mechanism [68, 69]. We rather find that the effective model in the resonant subspace also imposes strong kinetic constraints. In this context, a natural question is to what extent the observed slow string breaking dynamics can be related to the slow relaxation observed previously in kinetically constrained models [22, 70–83]. In this respect, the non-resonant local dynamics in the short-range model seems to be even more constrained, with both particle production and spreading of quantum information being strongly suppressed.

While all of our analysis has been carried out for quantum Ising models, it can be equally well applied also to lattice gauge theories. For instance, it might be particularly interesting to explore the constrained dynamics in the resonant subspaces for such systems, as well as the string stability after a quench, as a function of the separation. A further interesting route might be the extension of our analysis to string breaking dynamics in higher-dimensional systems, which is certainly much more challenging. Importantly, long strings or flux tubes connecting far distant static background charges can still behave as effectively one-dimensional [84], which might make our analysis also applicable in this case.

Our finding, that the phenomenology of string breaking dynamics cannot only be realized in gauge theories but also in systems with less complexity such as spin chains, implies that this phenomenon might be more directly accessible experimentally. The dynamics in spin chains has already been successfully studied in various quantum simulator experiments [53–55, 81, 85–90], while lattice gauge theories are much more challenging to realize, as gauge invariance is difficult to enforce, with, however, some notable recent efforts [86, 91–93]. More specifically, we now outline how our results might be
observable in Rydberg atom and trapped ion quantum simulators within the current scope of technology. Both platforms support, in principle, the initial preparation of any targeted product state [53–55] such as those with two domain walls, as depicted in Fig. 1(b). While systems of Rydberg atoms directly realize short-range Ising chains [53, 81, 87–90] as in Eq. (1), long-range interacting Ising models find a natural implementation in systems of trapped ions with a tunable power-law exponent [54, 55, 85]. However, the time scales necessary for the observation of string breaking in the numerical data we show in this work are rather large compared to what has been achieved experimentally. Importantly, these timescales can be significantly tuned by increasing the transverse-field strength \( h_x \), as long as \( h_x \) does not exceed a critical value beyond which domain walls cease to be elementary excitations of the Ising model. What, however, might be certainly experimentally observable is the constrained dynamics during the first stage where however, might be experimentally observable is the constrained dynamics during the first stage where interesting and complex dynamical patterns are realized, see Fig. 2. Moreover, both considered experimental platforms allow for local readouts which makes all the quantities discussed in this work measurable.

Note added. During the preparation of our manuscript, we became aware of a related complementary work on confinement-induced quasilocalized dynamics [94].
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Appendix A: Construction of the effective Hamiltonian \( H_{\text{eff}} \)

In this Appendix, we explicitly show how to construct the different terms that appear in Eq. (6) of the main text. Here we regard the short-range model, although a derivation for the long-range one can, in principle, be done analogously. Let us recall that here we consider a chain of length \( \ell \), with a magnetic boundary condition imposed at the ends, and that the reference state is the initial string, that is, \( |\Psi_0\rangle = \bigotimes_{m=1}^{\ell} |\downarrow\rangle_m \).

The projected model in the 0-kink sector reads

\[
H_0 = \mathcal{P}_0 H \mathcal{P}_0 = \mathcal{E}_0 |\Psi_0\rangle \langle \Psi_0|,
\]

where \( \mathcal{P}_0 = |\Psi_0\rangle \langle \Psi_0| \) is the projector onto the 0-kink sector, and \( \mathcal{E}_0 = -J(\ell - 1) + \ell h_z \) is the energy of the initial string.

Let us now look at the 2- and 4-kink sectors. Elements of the 2-kink subspace are labeled by two quantum numbers \( j_1 \) and \( j_2 \), such that \( |j_1, j_2\rangle = |\downarrow \cdots \downarrow j_1 \uparrow \cdots \uparrow j_2 \cdots \downarrow \rangle \), with \( j_1 = 1, \ldots, \ell - 2 \) and \( j_2 = j_1 + 2, \ldots, \ell \). The 2-kink projected Hamiltonian acts on \( |j_1, j_2\rangle \) as

\[
H_{2|j_1, j_2\rangle} = \mathcal{E}_2(j_1, j_2)|j_1, j_2\rangle - h_x|j_1 + 1, j_2\rangle + |j_1 - 1, j_2 + 1\rangle + |j_1, j_2 - 1\rangle,
\]

where the diagonal term is \( \mathcal{E}_2 = -J(\ell - 5) - h_z(\ell - 2(l_1 + l_2)) \), and \( l_1 = j_1 \), \( l_2 = \ell - j_2 + 1 \) are the lengths of the two resulting strings.

The 4-kink model requires four quantum numbers: \( |j_1, j_2, l_2, j_3\rangle = |\downarrow \cdots \downarrow j_1 \uparrow \cdots \uparrow j_2 \downarrow \cdots \downarrow j_3 \cdots \downarrow \rangle \), with indices taking the possible values \( j_1 = 1, \ldots, \ell - 4 \), \( j_2 = j_1 + 2, \ldots, \ell - 2 \), \( j_3 = j_2 + 2, \ldots, \ell \), \( l_2 = 1, \ldots, j_3 - j_2 - 1 \). The action of the 4-kink projected Hamiltonian on \( |j_1, j_2, l_2, j_3\rangle \) is given by

\[
H_4|j_1, j_2, l_2, j_3\rangle = \mathcal{E}_4(j_1, j_2, l_2, j_3)|j_1, j_2, l_2, j_3\rangle - h_x|j_1 + 1, j_2, l_2, j_3\rangle + |j_1 - 1, j_2, l_2, j_3\rangle + |j_1, j_2 - 1, l_2 + 1, j_3\rangle + |j_1, j_2, l_2 - 1, j_3\rangle - h_x|j_1, j_2, l_2, j_3 + 1\rangle + |j_1, j_2, l_2, j_3 - 1\rangle,
\]

where \( \mathcal{E}_4(j_1, j_2, l_2, j_3) = -J(\ell - 9) - h_z(\ell - 2(l_1 + l_2 + l_3)) \), and \( l_1 = j_1, l_3 = \ell - j_3 + 1 \).

The off-diagonal elements of these projected Hamiltonians act as effective hopping terms for the kinks. Yet, in order to fully account for string breaking, we need to take into account the couplings between sectors. Such transitions are induced by the transverse field and are given by

\[
V_{0\rightarrow 2} = \mathcal{P}_2 H \mathcal{P}_0 = -h_x \sum_{j_1 = 1}^{\ell-2} |j_1, j_1 + 2\rangle \langle \Psi_0|,
\]

and likewise for \( V_{2\rightarrow 0} \), so that \( V_{0,2} = V_{0\rightarrow 2} + V_{2\rightarrow 0} \). Analogously, the coupling between the 2- and 4-kink subspaces is given by

\[
V_{2\rightarrow 4} = \mathcal{P}_4 H \mathcal{P}_2
\]

\[
= -h_x \left[ \sum_{j_1 = 1}^{\ell-4} \sum_{j_2 = j_1 + 2}^{\ell} \sum_{j_3 = j_2 + 2}^{\ell} |j_1, j_2, 1, j_3\rangle \langle j_1, j_3| + \sum_{j_1 = 1}^{\ell-4} \sum_{j_3 = j_1 + 4}^{\ell} |j_1, j_2 + 2, l_2, j_3\rangle \langle j_1 + l_2 + 1, j_3| + \sum_{j_1 = 1}^{\ell-4} \sum_{j_2 = j_1 + 2}^{\ell} \sum_{j_3 = j_2 + 2}^{\ell} |j_1, j_2, j_3 - j_2 - 1, j_3\rangle \langle j_1, j_2| \right]
\]

(A5)
and likewise for $V_{4\rightarrow 2}$. Terms involving a higher number of kinks can be derived in a similar manner.

**Appendix B: Derivation of Eq. (10)**

Here we derive a bound on the maximum number of kinks that can be resonantly produced in a string of length $\ell$, when considering the short-range model. In this case the leading-order energy of a spin configuration is given by Eq. (7), whereas the energy of the initial string is $E_0 = -J(\ell - 1) + J h_z$. Imposing the resonance condition $E_0 \equiv E(S)$ and solving for $k$, yields

$$k = \frac{h_z}{J}(\ell - l_S). \quad (B1)$$

On the other hand, $k$ and $l_S$ are not independent. Indeed, one can readily show that

$$l_S \geq l_s^{\min}(k) = 1 + \frac{k}{2}. \quad (B2)$$

Combining (B1) and (B2) gives a bound, in terms of $\ell$ and $h_z$, on the number of kinks $K$ that is possible to produce inside the string, provided that the resonance condition is met, namely

$$K \leq k^* = \left\lfloor \frac{2(\ell - 1)}{1 + 2J/h_z} \right\rfloor, \quad (B3)$$

where $[x]_{\text{even}}$ gives the largest even integer smaller than $x$. Note that the value of $h_z/J$ must also be consistent with the resonance condition.

**Appendix C: Effective model for the resonant subspace via a Schrieffer-Wolff transformation**

Here we show how to construct an effective description for the resonant states of the reduced model via a Schrieffer-Wolff (SW) transformation [60, 61]. As explained in the main text, one start by identifying the shortest paths connecting the resonant states in adjacent kink sectors, as illustrated in Fig. 4(a). Then we neglect those states that do not form part of such paths. Next we apply the SW transformation to eliminate the remaining off-resonant states and generate effective couplings between resonant configurations in neighboring sectors.

This approach works as follows. Let us consider a Hamiltonian of the form

$$H = H_0 + \lambda V, \quad (C1)$$

where the eigenvalues $\{\epsilon_{\mu}\}$ and eigenstates $\{|\mu\rangle\}$ of $H_0$ are known, that is,

$$H_0 = \sum_{\mu} \epsilon_{\mu} |\mu\rangle \langle \mu|. \quad (C2)$$

Our task is to carry out a unitary transformation, with generator $S$, such that the rotated Hamiltonian

$$\hat{H} = e^{S}(H_0 + \lambda V)e^{-S}$$

$$= H_0 + \lambda V + [S, H_0] + \lambda[S, V] + \frac{1}{2} [S, [S, H_0]] + \cdots \quad (C3)$$

has no off-diagonal terms to first order. This is accomplished by choosing $S$ such that

$$[S, H_0] = -\lambda V, \quad (C4)$$

that is,

$$S_{\mu\nu} = \frac{\lambda V_{\mu\nu}}{\epsilon_{\mu} - \epsilon_{\nu}} \quad (C5)$$

in the $H_0$ eigenbasis, and provided that the right-hand side is finite. Thus, Eq. (C3) becomes

$$\hat{H} = H_0 + \frac{1}{2} \lambda [S, V] + O(\lambda^3). \quad (C6)$$

Now let us apply this technique to the problem at hand. The starting point is the effective Hamiltonian $H_{\text{eff}}$ as given in Eq. (6), including contributions from the $k$ sector with $k$ as big as needed. The projected Hamiltonians $H_k$ contain a diagonal part, given essentially by Eq. (7), and an off-diagonal part. Here we collect the diagonal terms in $H_0$ and put all of the off-diagonal contributions (all having to do with the transverse field $h_z$) in the perturbation $\lambda V$, with $h_z/J$ playing the role of the small parameter $\lambda$. Note that, after performing the SW transformation, the second-order term, $\frac{1}{2} \lambda [S, V]$, will contain effective couplings between resonant states in adjacent kink subspaces, which are then used to build the effective theory.

Applying this method to the string of the example in Fig. 1, we get that the effective Hamiltonian for the two resonant states $|\Psi_0\rangle = |↓↓↓↓\rangle$ and $|\Psi_1\rangle = |↓↑↑↓\rangle$, is akin to the one of a two-level system, that is,

$$h_{\text{eff}} = \begin{pmatrix} a & b \\ b & c \end{pmatrix} \quad (C7)$$

with $a/J = -2 \frac{h_z/J}{4 - 2h_z/J}$, $b/J = -\frac{h_z/J}{2h_z/J} - \frac{h_z/J}{4 - 2h_z/J}$, and $c/J = -\frac{h_z/J}{2h_z/J}$. Then it becomes a simple matter to determine the period of the oscillations between the two resonant states, namely, $JT = \pi/(h_z/J)^2$ (see Fig. 5).

A effective theory for the resonant sector can also be constructed for long-range interacting systems, as illustrated in Fig. 6, where we show the example of a string of length $\ell = 3$ embedded in a overall chain of size $L = 17$, corresponding to the case discussed in Fig. 3(a). Here, our effective description predicts a period of $JT = \pi/(h_z/J) \approx 12.57$, which is in perfect agreement with the exact results.
We can determine $N$ further want the state to approach the exact magnetization of the Ising chain far away from the position $\phi$, where $\sigma_i$ is the value on each site to be the position-space profile of the kinks. This equation only determines $\sin \theta$ (kink which should be at the half-way point between two lattice sites). This equation only determines $\sin \theta$, whereas the difference between the orange dashed lines gives the period as predicted by the effective model for the resonant states.

**Appendix D: Extended kinks in the short-range Ising chain**

In the majority of this paper, we have worked close to the limit $h_x \approx 0$ for the short-range model, Eq. (1). Directly at $h_x = 0$, the kinks are given by product states, $\sigma_i^x = \pm 1$, but at $h_x > 0$ single local kinks are generally complicated states which are not easily constructed, even with the exact analytic solutions to this Hamiltonian in the deconfined ($h_x = 0$) limit.

In this Appendix, we construct approximate kinks which are still product states, but better approximate the actual kinks of the model. A simple ansatz is to take

$$|K\rangle = \otimes_j \left[ \cos \theta_j |+\rangle + \sin \theta_j |-\rangle \right], \quad (D1)$$

where $\sigma^x(\pm) = \pm |\pm\rangle$, and we choose the expectation value on each site to be the position-space profile of the kinks:

$$\langle K | \sigma_j^x | K \rangle = \cos 2\theta_j = F(x_j). \quad (D2)$$

Here, we take $F(x)$ to vanish at the position of the kink (which should be at the half-way point between two lattice sites). This equation only determines $\sin \theta$ up to a sign; if we are working with $h_x, J > 0$, we should choose the sign which makes $\langle \sigma_j^x \rangle = \sin 2\theta$ positive. We furthermore want the state to approach the exact magnetization of the Ising chain far away from the position of any kinks:

$$\lim_{x \to \pm \infty} F(x) = \pm N_0. \quad (D3)$$

We can determine $N_0$ directly from the exact solution [95], namely

$$N_0 = \left[1 - (h_x/J)^2\right]^{1/8}. \quad (D4)$$

In addition, we would like the profile $F(x)$ to have a finite width around the position of the kink. This width should be on the order of

$$W \sim \frac{v}{E_K}, \quad (D5)$$

where $v$ is a characteristic velocity in the system and $E_K$ is the energy of the kink. Here, we can take some intuition from the exact dispersion of the model,

$$\epsilon_K = 2J^2 + h_x^2 - 2h_x J \cos \kappa, \quad (D6)$$

where $\kappa \in [-\pi, \pi]$.

So one sees that the energy gap of the system is $\Delta = 2(J - h_x)$, and that the low-momentum dispersion takes the form $\sqrt{\Delta + v^2 \kappa^2} \approx \Delta + v^2 \kappa^2/2\Delta$, identifying $v = 2\sqrt{h_x J}$. So in principle we could build any function $F(x)$ which approaches $\pm N_0$ away from positions of kinks and vanishes along a width of order $W \sim \sqrt{h_x J}/(1 - h_x/J)$ in units of the lattice spacing.

We propose the following single-kink ansatz:

$$F(x) = \pm N_0 \tanh \left[\frac{3E_K}{4N_0^2v} (x - x_0)\right]. \quad (D7)$$

This functional form was inspired by the semiclassical static solution for kinks in scalar $\phi^4$ quantum field theory (QFT). This QFT describes the short-range Ising chain at couplings $h_x/J$ such that the correlation length is large compared with the lattice spacing, and furthermore we can treat this theory perturbatively in its interactions if we are not too close to the phase transition ($h_x = J$).
In these limits, the kinks are given by the field configurations of Eq. (D7) [96]. This expression also reduces to a step function in the limit $h_x \to 0$, as expected. The expression $E_K$ is the exact energy of the kink, but at our level of approximation we simply take $E_K = \Delta$. Numerical results using these approximate kinks are shown in Fig. 7, where we take $h_x/J = 0.45$ and $h_z/J = 0.6$. We find similar behavior to that seen in the small $h_x$ limit, where the string undergoes dynamical oscillations, but the location of the initial kinks remains approximately static. In principle, one may perform similar experiments for higher transverse fields in the long-range model after numerically obtaining reasonable values for $N_0$, $v$, and $E_K$ and a similar ansatz to the above, although we have not done so here. This provides some evidence that the dynamics described in the main text of this paper survives into the many-body regime, where $h_x$ is not small.
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