Classification of time-reversal symmetric topological superconducting phases for conventional pairing symmetries
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Based on a recently developed framework, we conduct classifications of time-reversal symmetric topological superconductors with conventional pairing symmetries. Our real-space approach clarifies the nature of boundary modes in nontrivial phases. The key difference from the calculations for topological crystalline insulators originates from the appearance of vortex zero modes on the interface of several two-dimensional topological superconductors. We find that our classification is complete in the $K$-theory sense for all rod groups, all layer groups, and 159 out of 230 space groups. Our results shed new light on superconductors with conventional pairing as candidates for topological superconductors.

I. INTRODUCTION

In the past decades, topological superconductors (TSCs) have attracted much attention because of their exotic surface states that realize Majorana fermions. Majorana fermions could be leveraged for fault-tolerant quantum computation [1]. Topological superconducting phases protected by internal symmetries, particle-hole symmetry (PHS) and time-reversal symmetries (TRS), are discovered in the early stages of studies of TSCs [2–4]. Symmetry properties of Cooper pairs, often called pairing symmetries, are closely related to the topological nature of superconductivity.

Crystalline symmetry plays a pivotal role in superconductors. Pairing symmetries are classified into irreducible representations of point groups [5]. Recent intensive studies reveal that unconventional superconductors, whose pairing symmetries are distinct from conventional Bardeen-Cooper-Schrieffer (BCS) superconductivity, have a great chance of being TSCs [6–17]. For instance, odd-parity superconductors are promising candidates for TSCs [18, 19]. Furthermore, thanks to the bloom in understanding of TSCs protected by crystalline symmetries [20–49], it is known that topological superconducting phases can also exist for even-parity but unconventional pairing symmetries [35, 37, 39, 50, 51]. Unfortunately, however, unconventional superconductivity is quite rare, and most superconductors exhibit conventional pairing symmetries.

Then, it is crucial to understand the topological nature of superconductors with conventional pairing symmetries. Several studies actually show the existence of topological phases for conventional pairing symmetries. For example, for noncentrosymmetric superconductors in which even-parity and odd-parity components are allowed to be mixed, TSCs protected by TRS and PHS can be realized when the odd-parity component is comparable to or larger than the even-parity one [52]. More recently, Ref. [53] has reported a topological superconducting phase for conventional pairing symmetry in centrosymmetric space group $P4/nmm$ (No. 129). It should be noted that sign-changing pair potentials, dubbed extended $s$- or $s_{±}$-wave pairings, are required to realize this phase [53–55]. However, despite intense research efforts, the list of topological phases for conventional pairing symmetries is still elusive in most space groups.

In principle, TSCs could be classified by $K$-theory [26, 56–58], but the actual calculation is often challenging. Recently, an alternative approach has been introduced based on a real-space perspective [59–68], which is called Atiyah-Hirzebruch spectral sequence (AHSS) [63] in real space or topological crystals [64, 69]. The idea of this method is that any topological crystalline phase can be constructed by symmetrically placing lower-dimensional topological phases. It has actually succeeded in comprehensively classifying topological insulators [64, 69] and bosonic systems [60, 62, 67, 68].

In this work, we generalize the method to superconductors. There are two complications in the real-space classification for superconductors, compared with the case for insulators. For one, we find one-dimensional building block TSCs that bring out some technical differences in the classification procedures. In addition, we discover a new obstruction to constructing gapped phases. The existence of superconducting vortices with odd-integer windings can be enforced by crystalline symmetries. Consequentially, Majorana zero modes emerge at the vortex cores.

We overcome these difficulties and provide real-space classifications of time-reversal symmetric TSCs with conventional pairing symmetries in all rod groups, layer groups, and space groups. Our results for all rod, all layer, and 159 space groups are complete. Importantly, we find that there exist topological superconducting phases in 199 out of 230 space groups (61 centrosymmetric and 138 noncentrosymmetric space groups). Since pairing symmetries of most realistic materials are conventional as mentioned above, our study will stimulate further studies of topological superconductivity in realistic materials that have already been verified or will be discovered in the future.

II. OVERVIEW OF REAL-SPACE CLASSIFICATION

Our classification of topological superconductors in this work is based on the framework developed in previous stud-
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ies [59, 60, 62, 63, 65]. Consider a symmetry group $G = G_{\text{int}} \times G$, where $G_{\text{int}}$ and $G$ are an internal symmetry group and a space group. The classification of topological crystalline phase with symmetry $G$ is based on a conjecture: any topological crystalline phase can be adiabatically deformed into a $G$-symmetric patchwork of lower-dimensional invertible topological phases protected by internal symmetries of the subspace [59, 60]. Under this assumption, the classification of gapped topological crystalline phases is equivalent to the classification of patchworks that do not contain any gapless mode in the bulk. For superconductors with conventional pairing symmetries, this can be performed in the following steps (A)–(E).

(A): Decomposing unit cell. Three-dimensional (3D) space is decomposed into $p$-dimensional regions for $p = 0, 1, 2, 3$, which are called $p$-cells. Each $p$-cell should be chosen small enough so that any two points in a $p$-cell are not symmetry-related to each other. To define 3-cells, we choose a closed and simply connected region that covers the entire space by symmetry operations exactly once. Such a region is known as asymmetric unit (AU) [70] and can be chosen as a polyhedron. The AU is divided into $M$ subregions ($M \geq 1$). The interiors of these subregions and their symmetric copies are 3-cells. In general, $M$ can be set 1 but sometimes other choices are convenient. The 2-cells are polygons on faces of 3-cells. Similarly, 1-cells are line segments along the edges of 2-cells. Endpoints of 1-cells are 0-cells. This decomposition is referred to as cell decomposition. Although the cell decomposition for a given symmetry setting is not unique, the classification outcome does not depend on the choice.

(B): Identifying building blocks. For each $p$-cell, we determine its symmetry group, which is composed of $G_{\text{int}}$ and the subgroup of $G$ that behaves as an internal symmetry group on the $p$-cell. For time-reversal symmetric superconductors with significant spin-orbit coupling (SOC), $G_{\text{int}}$ is generated by the time-reversal symmetry with $T^2 = -1$ and the particle-hole symmetry $C^2 = +1$. On each $p$-cell, we list all $p$-dimensional TSCs protected by the symmetry group of the $p$-cell. According to Refs. [3, 4], for conventional pairing symmetries, there are four building blocks: 3D $Z$-TSC on 3-cells, 2D $Z_2$-TSC on 2-cells whose symmetry is $G_{\text{int}}$ only (i.e., without an additional mirror), 1D $Z_2$-TSC or 1D $Z$-TSC on 1-cells depending on the symmetry of the cell.

(C): Constructing boundary-gapped patchwork. We construct patchworks by symmetrically arranging these building blocks. A TSC on a $p$-cell exhibits $(p - 1)$-dimensional gapless boundary modes. We demand that boundary modes in a patchwork be gapped among them. We refer to patchworks obtained this way as boundary-gapped patchworks. We identify boundary-gapped patchworks that can be deformed into each other. When the point group of $G$ contains an element whose determinant is $-1$, nontrivial TSCs on 3-cells result in irremovable gapless surface states on 2-cells and hence do not produce boundary-gapped patchworks.

(D): Checking the absence of vortex zero modes. We check if a boundary-gapped patchwork is fully gapped. Patchworks constructed by 2D TSCs may still contain vortex zero modes and we require the absence of such zero modes. This step is unique to superconductors and was not necessary in previous studies for insulators and bosonic systems [62, 64, 69]. A fully gapped patchwork constructed from nontrivial TSCs on $p$-cell gives an element of an abelian group $E_{\infty}^{p,-p} = (Z_2)^{n_p} \times Z^{m_p}$ with nonnegative integers $n_p$ and $m_p$ [see Appendix E-G]. When the determinant is $+1$ for all the elements of the point group of $G$, we find $E_{3,-3}^{\infty} = Z$. Otherwise, $E_{3,-3}^{\infty} = 0$.

(E): Determining $K$-theoretic classifications. As the last step we want to determine the abelian group of these topological phases, which is given by $K$ group. The abelian group $E_{p,-p}^{\infty}$ was computed separately for each $p = 1, 2, 3$ and, in general, $\oplus_{p=1}^{3} E_{p,-p}^{\infty}$ does not reproduce the $K$ group result, because $E_{p,-p}^{\infty}$ ($p = 1, 2, 3$) are not mutually independent. For example, a patchwork obtained by stacking several copies of nontrivial patchworks in $E_{2,-2}^{\infty}$ is sometimes equivalent to a nontrivial patchwork in $E_{1,-1}^{\infty}$. To identify the group structure among $E_{p,-p}^{\infty}$, we have to solve the group extension problem [63, 71], as we will discuss later.

Space group $P1$— Let us illustrate the above steps [other than step (E)] through discussing space group $P1$, generated by translations and inversion, as an example. The AU is chosen as the gray region in Fig. 1(a) with $0 \leq x \leq 1/2$, $0 \leq y < 1$, and $0 \leq z < 1$. A cell decomposition is shown in Fig. 1(b). The interior of AU gives a 3-cell. Its face on $x = 1/2$ (i.e., $0 \leq y < 1$ and $0 \leq z < 1$) contains inversion centers [red points in Fig. 1(b)] and every point on the face is mapped to another point on the same face by inversion. Hence the face should be divided into two 2-cells, one of which is shown by a green triangle in Fig. 1(b). Similarly, edges of 2-cells that contain inversion centers must be decomposed into two 1-cells, one of which is shown by a thick line in Fig. 1(b). This is the end of step (A). Step (B) is common among almost all space groups. Since the symmetry of all 1- and 2-cells is $G_{\text{int}}$ only, these cells host 1D $Z_2$-TSCs and 2D $Z_2$-TSCs.

Now we move on to step (C). We first consider 1D $Z_2$-TSCs on 1-cells. There are seven symmetry-inequivalent 1-cells, generating in $2^7$ patterns of patchworks. Note that endpoints of 1-cells are inversion centers. Hence, every TSC on a 1-cell meets with its inversion copy at endpoints. However, the two Majorana-Kramers zero modes sitting at the inversion center cannot be gapped, because they have different inversion eigenvalues. This point can be understood by noting that the inversion is represented by $\tau_x$ (Pauli matrix) whose eigenvalues are $\pm 1$ [see Fig. 1(c)]. Therefore, in the current cell decomposition, there are no boundary-gapped patchworks composed of 1D TSCs. One might choose a different cell decomposition and put 1D $Z_2$-TSCs in such a way that four Majorana-Kramers zero modes meet at each inversion center to make a boundary-gapped patchwork as illustrated in Fig. 1(d). However, such a configuration can be deformed into the vacuum. We conclude that $E_{1,-1}^{\infty} = 0$ regardless of the choice of the cell decomposition.

We next consider patchworks composed of 2D $Z_2$-TSCs. There are four symmetry-inequivalent 2-cells. We consider configurations obtained by placing a 2D TSC on one of them [see in Fig. 1(e)]. Since two helical edge modes always meet on each of boundary 1-cells, they can be gapped in pairs. Thus
Continuum model of vortices.— In the presence of a vortex (with the unit winding) in the superconducting order parameter, 2D $p_x + i p_y$ superconductors have a Majorana zero mode at the core of the vortex [72–76]. The zero mode can be described by a continuum model

$$H_{\pm}(r; \Delta) = \left( \begin{array}{cc} -\frac{\nabla^2}{2m} - \mu(r) & \Delta(r) \left( \frac{1}{i} \partial_x + \frac{1}{i} \partial_y \right) \\ \Delta^*(r) \left( \frac{1}{i} \partial_x + \frac{1}{i} \partial_y \right) & \frac{\nabla^2}{2m} + \mu(r) \end{array} \right),$$

(1)

where PHS is represented by $\tau_x$. The superconducting gap function $\Delta(r)$ and the chemical potential $\mu(r)$ vary slowly in space. To implement TRS with $T^2 = -1$, we introduce a spin degree of freedom and use $H_{+}(r; \Delta)$ for the spin-up component and $H_{-}(r; \Delta^*)$ for the spin-down component. The resulting Hamiltonian reads

$$H_{\text{DIII}}(r; \Delta) = H_{+}(r; \Delta) \otimes \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix} + H_{-}(r; \Delta^*) \otimes \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$  

(2)

PHS and TRS are represented by $\tau_x, s_0$ and $i\tau_x, s_0$, respectively. In these expressions, the second matrix refers to the spin space and $s_0$ and $s_0'$ are another set of Pauli matrices.

Here we argue that a 2D inversion symmetric TSC always has a vortex with an odd integer winding at the inversion center and consequently has a pair of Majorana zero modes at the core of a vortex. Inversion symmetry is represented by $\tau_0$ in $H_{\pm}(r; \Delta)$ and by $\tau_0 s_0$ in $H_{\text{DIII}}(r; \Delta)$. We assume the form $\Delta(r) = \Delta_0(r)e^{i(\alpha + i\theta)}$ and $\mu(r) = \mu(r)$, where $r$ and $\theta$ are polar coordinates and $\alpha \in \mathbb{R}$. From the symmetry condition $\tau_0 H_{\pm}(r; \Delta) = H_{\pm}(-r; \Delta)\tau_0$, we find $\Delta(-r) = -\Delta(r)$, which implies that $n$ is an odd integer $2m - 1$ ($m \in \mathbb{Z}$). Following in Refs. [72–76], we obtain the wavefunction of the vortex zero mode [see Appendix A for the derivation]

$$\phi_{\pm, m}^n(r, \theta) \propto e^{-\int_{|r_0|}^{r} \frac{\mu(r')}{|\Delta_0(r')|} dr'} (u, u^*)^T, \quad (3)$$

$$u = e^{ \frac{i}{2} (\pm \alpha + \pi/2) } e^{ \pm i m \theta } . \quad (4)$$

It satisfies $H_{\pm}(r; \Delta)\phi_{\pm, m}^n(r, \theta) = 0$ and $\tau_0 \phi_{\pm, m}^n(r, \theta + \pi) = (-1)^m \phi_{\pm, m}^n(r, \theta)$, which implies that the inversion eigenvalue of the vortex zero mode is $(-1)^m$. In the time-reversal symmetric case, a pair of Majorana zero modes emerges at the vortex core, whose wavefunctions are

$$\Phi_{m, +}^\alpha(r, \theta) = \phi_{+}^{\alpha, m}(r, \theta) \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad (5)$$

$$\Phi_{m, -}^\alpha(r, \theta) = \phi_{-}^{\alpha, m}(r, \theta) \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix}. \quad (6)$$

This completes the proof.

Space groups $P2/c$ and $P4/m$.— The patchwork in Fig. 1(f) was fully gapped but trivial. Here we discuss additional crystalline symmetries sometimes make it nontrivial.

III. SUPERCONDUCTING VORTICES

FIG. 1. Illustration of 3D patchworks in space group $P1$. (a) A choice of asymmetric unit. (b) A cell decomposition. Symmetry-inequivalent 0-cells, 1-cells, and 2-cells are represented by red solid circles, black bold lines segments, and the colored faces, respectively. (c) An example of gapless patchworks. Here, gray lines and blue balls are 1D $Z_2$-TSCs and a Kramers pair of Majorana zero modes, respectively. (d) The equivalence between a gapped patchwork constructed by 1D $Z_2$-TSCs and the vacuum. (e) Boundary-gapped patchworks for the cell decomposition in (a). All yellow planes are 2D $Z_2$-TSCs. (f) The equivalence between a gapped patchwork by 2D $Z_2$-TSCs and the vacuum. The cell decomposition assumed in panels (d) and (f) is different from the one described in (b).

all of these configurations are boundary-gapped patchworks.

Step (D) is the novel part of the classification. As we elaborate below, these boundary-gapped patchworks constructed from 2D $Z_2$-TSCs are not fully gapped because vortex zero modes survive at inversion centers. To get rid of vortex zero modes, an even number of 2D $Z_2$-TSCs must be crossing at each inversion center. However, such a combination of four planes in Fig. 1(e) does not exist in this cell decomposition. When a different cell decomposition is assumed, such a configuration may be realized, but then it can be smoothly deformed into the vacuum as shown in Fig. 1(f). Thus we conclude $E_{2-2} = 0$ regardless of the choice of the cell decomposition.
or gapless due to vortex zero modes. As examples, we consider space groups $P2_1/c$ (No. 13) and $P4/m$ (No. 83). The configuration remains a boundary-gapped patchwork even for these space groups. Space group $P2_1/c$ has an additional glide symmetry, which prohibits the deformation process illustrated in Fig. 1(f) and makes this patchwork nontrivial.

In contrast, space group $P4/m$ contains fourfold rotation $C_4^z$ along the $z$-axis in addition to translations and inversion in $P1$. A patchwork in Fig. 1(f) cannot be obtained from the vacuum in the presence of this symmetry. However, as shown in the following discussions, this state is gapless due to the vortex zero modes at each inversion center protected by rotation eigenvalues.

Let us focus on a neighborhood of an inversion center, for example, the one at the origin $(0,0,0)$ [see Fig. 3(a)]. Then, the Hamiltonian is described by

$$H(r) = \begin{pmatrix} H_{\text{DIII}}^{(1)}(z, x; \Delta) \delta(y) & 0 \\ 0 & H_{\text{DIII}}^{(2)}(y, z; \Delta) \delta(x) \end{pmatrix}.$$  

where $H_{\text{DIII}}^{(1)}(x, y; \Delta) = H_{\text{DIII}}(r = (z, x); \Delta)$ in Eq. (2) and $U(C_4^z)$ is a unitary representation of the fourfold rotation.

Note that $C_4^z$ transforms $H_{\text{DIII}}^{(1)}(z, x; \Delta)$ into $H_{\text{DIII}}^{(2)}(z, y; \Delta)$ and $H_{\text{DIII}}^{(2)}(z, y; \Delta)$ is $H_{\text{DIII}}^{(1)}(z, x; \Delta^*)$. The wavefunctions of vortex zero modes are $\Psi_{m,n,1} = \Phi_{m,n}^\alpha(r, \theta) \otimes (1, 0)^T$ and $\Psi_{m,n,2} = \Phi_{m,n}^\alpha(r, \theta) \otimes (0, 1)^T$, where the latter vectors describe the degree of freedom of two planes. They are transformed as

$$U(C_4^z) = (\Psi_{m,\uparrow,1}^\alpha, \Psi_{m,\downarrow,1}^\alpha, \Psi_{m,\uparrow,2}^\alpha, \Psi_{m,\downarrow,2}^\alpha) = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 \\ -1 & 0 & 0 & 0 \end{pmatrix}.$$  

This implies that the vortex zero modes have all different eigenvalues $e^{i\theta\hat{z}}$ ($\theta = 1, 3, 5, 7$). Hence, these four Majorana-Kramers pairs cannot be gapped among them.

The same number of Majorana-Kramers pairs can be obtained by attaching two 1D TSCs along the rotation axis ($z$-axis) such that these two interchange under inversion symmetry as illustrated in Fig 1(c). However, Majorana-Kramers pairs constructed this way have both $\pm 1$ inversion eigenvalues. In contrast, all the four vortex zero modes have the inversion eigenvalue $(-1)^{m}$. Therefore, they cannot be gapped by attaching these 1D chains.

**Space group $Pcc2$.** — It is tempting to think that such obstructions due to vortex zero modes happen only when inversion symmetry is present. However, this is untrue. Vortex zero modes can also be enforced by combinations of symmetries, not including inversion. As an example, we consider space group $Pcc2$ generated by translation along $x$-direction, twofold rotation along $z$-axis $C_2^z$, and glide $G_x : (x, y, z) \rightarrow (-x, y, z + 1/2)$.

We focus on a 2D layer at $x = 0$, which has layer group $pb2b$ (No. 30). Our cell decomposition is shown in Fig. 3(a). We introduce a 2D TSCs described by Eq. (2) into each 2-cell. To respect the symmetry $U(C_{2y}) = i\tau_x s_x$ and $U(G_x) = i\tau_z s_z$, the gap function $\Delta(r)$ must satisfy $\Delta(C_{2y} r) = \Delta^*(r)$ and $\Delta(G_x r) = -\Delta(r)$, which implies the presence of vortices with odd-integer winding. We additionally require that all zero modes can exist only at 0-cells. An example of configurations satisfying all of these requirements is shown in Fig. 3(b). Therefore, all the four boundary-gapped patchworks for space group $Pcc2$ in Fig 3(c) have vortex zero modes. A fully gapped patchwork can be constructed by...
V. Conclusions

In this work, by analyzing the wavefunctions of vortex zero modes and studying their symmetry representations, we succeeded in deriving obstructions to constructing gapped phases of superconductors. This enabled us to systematically perform the real-space classification for superconductors with conventional pairing symmetries in all rod, layer, and space groups. We found that topologically nontrivial superconducting phases exist in 199 out of 230 space groups (61 centrosymmetric and 138 noncentrosymmetric space groups). In addition, our results for all rod groups and layer groups are complete $K$-theoretic classifications. 159 space groups are also complete. We leave the group extension problem in the remaining 71 space groups as future work.

In search for materials that realize TSCs, superconductors with unconventional pairing symmetries have been actively investigated. Our work opens up a new direction of the search focusing on the conventional pairing symmetries that are majority in real materials.
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Note added.—Recently, Ref. [77] appeared, which is based on a similar idea and discusses only 2D topological crystalline phases constructed only by 1D TSCs in wallpaper groups.
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Appendix A: Vortex zero modes in two-dimensional TSCs

In this appendix, we provide more detailed discussions on vortex zero modes in two-dimensional topological superconductors (TSCs). First, we discuss the vortex zero modes in \( p_x \pm i p_y \) superconductor and derive wavefunctions of them. Next, we generalize the discussions for \( p_x \pm i p_y \) superconductor to those for time-reversal symmetric TSCs in two-dimension. Also, we analyze symmetry representations of the wavefunctions.

1. \( p_x \pm i p_y \) superconductor with inversion symmetry

a. Model and wavefunctions of vortex zero modes

Following Refs. [24, 72, 76], we here show that the \( p_x \pm i p_y \) superconductor has a vortex zero mode when the vortex has an odd-integer winding. Let us consider the following continuum model in the \( xy \)-plane:

\[
H_{\pm}(r; \Delta) = \begin{pmatrix}
-\frac{\Delta^2}{2m} - \mu(r) & \Delta(r) \left( \frac{1}{i} \partial_x \pm i \frac{1}{i} \partial_y \right) \\
\Delta^*(r) \left( \frac{1}{i} \partial_x \mp i \frac{1}{i} \partial_y \right) & \frac{\Delta^2}{2m} + \mu(r)
\end{pmatrix},
\]

\[
u(C) = \tau_x,
\]

which describes the \( p_x \pm i p_y \) superconductor. Here, \( C \) denotes PHS, and the superconducting gap function \( \Delta(r) \) and the chemical potential \( \mu(r) \) vary slowly in space. It is convenient to use the polar coordinate \((r, \theta)\) such that \((x, y) = (r \cos \theta, r \sin \theta)\). In the polar coordinate, the Hamiltonian is described by

\[
H_{\pm}(r; \Delta) = \begin{pmatrix}
-\frac{\Delta^2}{2m} - \mu(r) & -i\Delta(r) e^{\pm i \theta} \left( \partial_r \pm \frac{1}{r} \partial_\theta \right) \\
-i\Delta^*(r) e^{\mp i \theta} \left( \partial_r \mp \frac{1}{r} \partial_\theta \right) & \frac{\Delta^2}{2m} + \mu(r)
\end{pmatrix}.
\]

Next, we consider the Bogoliubov–de Gennes (BdG) equation to obtain the wavefunction of vortex zero mode

\[
\begin{pmatrix}
-\mu(r) & -i\Delta(r) \left( \partial_r \pm \frac{1}{r} \partial_\theta \right) \\
i\Delta^*(r) \left( \partial_r \mp \frac{1}{r} \partial_\theta \right) & \mu(r)
\end{pmatrix}
\begin{pmatrix}
u \\
u^*
\end{pmatrix} = \begin{pmatrix} 0 \\
0 \end{pmatrix}.
\]

We here assume that \( \mu(r) = \mu(r) \) such that \( \mu(r) \rightarrow \mu_0 > 0 \) as \( r \rightarrow \infty \) and \( \mu(r) \rightarrow -\mu_0 \) as \( r \rightarrow 0 \). According to [72], we consider a vortex as a small circular edge with vacuum (vanishing density) at the center and study Majorana zero modes near the phase transition \((\mu(r) = 0)\) so that the kinetic term \(-\nabla^2/2m\) is omitted. Since \( v = u^* \) due to PHS, the equation is rewritten as

\[
-\mu(r) u - i\Delta(r) e^{\pm i \theta} \left( \partial_r \pm \frac{1}{r} \partial_\theta \right) u^* = 0.
\]

Let us start with the case \( \Delta(r) = |\Delta_0(r)| e^{\pm i \alpha} e^{\pm i \theta} \), where \( \alpha \) is a constant. This form indicates that the vortex is present in \( p_x \pm i p_y \) superconductor and that its vorticity is \(-1\). For this case, the equation becomes a simpler form

\[
-\frac{\mu(r)}{|\Delta_0(r)|} u(r) = e^{i(\pm \alpha + \pi/2)} \partial_r u^*(r).
\]

A solution of this equation is proportional to \( e^{i(\pm \alpha + \pi/2)} e^{-\int r \mu(r)|\Delta_0(r)| dr'} [24] \). Thus, we obtain the wavefunction of this vortex zero mode

\[
\phi(r, \theta) \propto \begin{pmatrix} e^{i(\pm \alpha + \pi/2)} \\
e^{-i(\pm \alpha + \pi/2)}
\end{pmatrix} e^{-\int r \mu(r)|\Delta_0(r)| dr'}.
\]

Next, we argue that the vortex with an even-integer winding \( 2m \) can be eliminated by the gauge transformation

\[
\tilde{u} = e^{-im\theta} u, \quad \tilde{v} = e^{im\theta} v.
\]

Then, the equation is rewritten as

\[
e^{im\theta} \left[ -\mu(r) \tilde{u} - i\Delta_0(r) e^{\pm i \theta} \left( \partial_r \pm \frac{1}{r} \partial_\theta \right) \tilde{v} \right] \pm e^{i(2m)\theta} \Delta_0(r) e^{\pm i \theta} \frac{1}{r} \partial_\theta [e^{-im\theta}] \tilde{v} = E e^{im\theta} \tilde{u}.
\]
As discussed in Ref. [76], we can consider a smooth deformation in such a way that the second term in the left-hand side vanishes. After the deformation, we find that the equation becomes the equation for vortex-free systems in which \( \Delta(r) = |\Delta_0(r)| \). Therefore, we conclude that the vortex with an even-integer winding does not exhibit zero modes.

Using this property, we find the wavefunction of this vortex zero mode with its vorticity \( 2m - 1 \) \( (m \in \mathbb{Z}) \),

\[
\phi_{\pm,m}(r, \theta) \propto \left( e^{\frac{i}{2}(\pm \alpha + \pi / 2) e^{\pm i m \theta}} \right) e^{-f' \frac{\mu(r')}{|\Delta_0(r')|} dr'} .
\]  

(A10)

b. Symmetries

Here, we discuss symmetries of \( H_+ \) and \( H_- \) in Eq. (A1) and relationship between them. \( H_\pm \) has even-parity inversion symmetry \( u(I) = \tau_0 \) and \( n \)-fold rotation symmetry \( u(C_n^z) = e^{i \frac{2 \pi n}{2}} (n = 2, 3, 4, 6) \), which satisfy

\[
u(I)H_\pm(r; \Delta) = H_\pm(-r; \Delta) u(I) ;
\]  

(A11)

\[
u(C_n^z)H_+(r; \Delta) = H_+(C_n^z r; \Delta) u(C_n^z) ;
\]  

(A12)

\[
u(C_n^z)H_-(r; \Delta) = H_-(C_n^z r; \Delta) u(C_n^z)^* .
\]  

(A13)

From Eq. (A11), we find \( \Delta(-r) = -\Delta(r) \), which indicates the vorticity is odd. That is, inversion symmetry in even-parity pairing superconductors enforce the emergence of a vortex zero mode at the vortex cores. On the other hand, \( \Delta(C_n^z r) = \Delta(r) \) for \( C_n^z \), which implies that the winding of a vortex is even.

Furthermore, \( H_+ \) and \( H_- \) are related to each other as follows:

\[
\tau_z [H_+(r; \Delta)]^* \tau_z = H_-(r; \Delta^*) ;
\]  

(A14)

\[
H_+(r; \Delta) = H_-(C_2^z r; \Delta) ,
\]  

(A15)

which lead to time-reversal and two-fold rotation along the \( x \)-axis, as discussed in the next section.

2. Two-dimensional topological superconductor with time-reversal symmetries

a. Model and wavefunctions of vortex zero modes

Here, we discuss two-dimensional topological superconductors with time-reversal symmetry. While the \( p_x + ip_y \) and \( p_x - ip_y \) superconductors are not invariant under time-reversal symmetry, they are interchanged by the time-reversal operation. As discussed in the main text, by stacking these two, we can construct a time-reversal symmetric superconductor. The Hamiltonian is described by

\[
H_{\text{DIII}}(r; \Delta) = \begin{pmatrix}
H_+(r; \Delta) & 0 \\
0 & H_-(r; \Delta^*)
\end{pmatrix} ,
\]  

(A16)

\[
U(C) = \begin{pmatrix}
\tau_z & 0 \\
0 & \tau_z
\end{pmatrix} = \tau_z \sigma_0 ,
\]  

(A17)

where we introduce a spin degree of freedom and use \( H_+(r; \Delta) \) for the spin-up component and \( H_-(r; \Delta^*) \) for the spin-down component. In the following, \( U(g) \) denotes a unitary representation of \( g \). From Eq. (A14), we find time-reversal symmetry

\[
U(T) = i \tau_z \sigma_y
\]  

(A18)

such that

\[
U(T)[H_{\text{DIII}}(r; \Delta)]^* = H_{\text{DIII}}(r; \Delta) U(T) .
\]  

(A19)

Correspondingly, the wavefunctions of vortex zero modes are

\[
\phi^{\alpha}_{\pm, m, \uparrow}(r, \theta) = \phi^{\alpha}_{+, m, \uparrow}(r, \theta) \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix}_s \propto \begin{pmatrix} e^{\frac{i}{2}(\alpha + \pi / 2) e^{im\theta}} \\ e^{-\frac{i}{2}(\alpha + \pi / 2) e^{-im\theta}} \end{pmatrix}_r \otimes \begin{pmatrix} 1 \\ 0 \end{pmatrix}_s \propto e^{-f' \frac{\mu(r')}{|\Delta_0(r')|} dr'} ,
\]  

(A20)

\[
\phi^{\alpha}_{m, \downarrow}(r, \theta) = \phi^{\alpha}_{-, -m, \downarrow}(r, \theta) \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix}_s \propto \begin{pmatrix} e^{\frac{i}{2}(-\alpha + \pi / 2) e^{-im\theta}} \\ e^{-\frac{i}{2}(-\alpha + \pi / 2) e^{im\theta}} \end{pmatrix}_r \otimes \begin{pmatrix} 0 \\ 1 \end{pmatrix}_s \propto e^{-f' \frac{\mu(r')}{|\Delta_0(r')|} dr'} .
\]  

(A21)
3. Symmetry representations of Hamiltonian

Here, we find symmetry representations of $H_{\text{DH}}$. In the following discussions, we consider the case where the pairing symmetry is trivial, i.e., the representation of the superconducting order parameter under point group symmetries is trivial.

From Eqs. (A11) and (A12), we find that even-parity inversion and $n$-fold rotation symmetry are represented by

\[ U(I) = \begin{pmatrix} \tau_0 & 0 \\ 0 & \tau_0 \end{pmatrix} = \tau_0 s_0, \]

\[ U(C^n) = \begin{pmatrix} e^{i\frac{\pi}{n} r_z} & 0 \\ 0 & e^{-i\frac{\pi}{n} r_z} \end{pmatrix} = e^{i\frac{\pi}{n} r_z s_z}, \]

such that

\[ U(I) H_{\text{DH}}(r; \Delta) = H_{\text{DH}}(-r; -\Delta) U(I), \]

\[ U(C^n) H_{\text{DH}}(r; \Delta) = H_{\text{DH}}(C_n^2 r; \Delta) U(C_n^2). \]

Equations (A24) and (A25) suggest that $\Delta(-r) = -\Delta(r)$ and $\Delta(C_n^2 r) = \Delta(r)$.

Equation (A15) implies that two-fold rotation along the $x$-axis interchange $H_\pm$. Then, it is easy to find the two-fold rotation symmetry

\[ U(C_2^z) = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} = i s_y \]

such that

\[ U(C_2^z) H_{\text{DH}}(r; \Delta) = H_{\text{DH}}(C_2^z r; \Delta^*) U(C_2^z). \]

Equation (A27) implies that $\Delta(C_2^z r) = [\Delta(r)]^*$.  

Other symmetries are constructed by $I, C_n^k$, and $C_2^z$. For example, two-fold rotation symmetry along $[110]$ (denoted by $C^{[110]}_2$) is defined by $U(C^{[110]}_2) \equiv U(C_2^z U(C_2^x)^{\ast})$. Then, $\Delta(C^{[110]}_2 r) = [\Delta(r)]^*$. We summarize the representations and transformations of $\Delta(r)$ for all symmetries in Table I.

Although we always use Eq. (A26) in our comprehensive calculations, it is also possible to consider a different representation of $C_2^z$

\[ U(C_2^z) = i s_x \tau_z, \]

which suggests that $\Delta(C_2^z r) = -[\Delta(r)]^*$. See Table II for other operations in this choice.

### TABLE I. Summary of representations and transformations of $\Delta(r) \propto e^{i\varphi(r)}$ in the choice of Eq. (A26).

| $g$ | $U(g)$ | transformation of $\Delta(r)$ | $\alpha$ at $gr = r$ |
|-----|--------|-------------------------------|-------------------|
| $I$ | $\begin{pmatrix} \tau_0 & 0 \\ 0 & \tau_0 \end{pmatrix}$ | $\Delta(-r) = -\Delta(r)$ | $-$ |
| $C_n^z$ | $e^{i\frac{\pi}{n} r_z s_z}$ | $\Delta(C_n^z r) = \Delta(r)$ | $-$ |
| $C_2^z$ | $i s_y$ | $\Delta(C_2^z r) = [\Delta(r)]^*$ | $\varphi(r) \in \{0, \pi\}$ |
| $S_n^z = IC_n^z$ | $e^{i\frac{\pi}{n} r_z s_z}$ | $\Delta(S_n^z r) = -\Delta(r)$ | $-$ |
| $C_2^d = C_n^z C_2^z$ | $e^{i\frac{\pi}{n} r_z s_z i s_y}$ | $\Delta(C_2^d r) = [\Delta(r)]^*$ | $\varphi(r) \in \{0, \pi\}$ |
| $M^d = IC_2^d$ | $e^{i\frac{\pi}{n} r_z s_z i s_y}$ | $\Delta(M^d r) = -[\Delta(r)]^*$ | $\varphi(r) \in \left\{-\frac{\pi}{2}, -\frac{3\pi}{2}\right\}$ |

### TABLE II. Summary of representations and transformations of $\Delta(r) \propto e^{i\varphi(r)}$ in the choice of Eq. (A28).

| $g$ | $U(g)$ | transformation of $\Delta(r)$ | $\varphi(r)$ at $gr = r$ |
|-----|--------|-------------------------------|-------------------|
| $I$ | $\begin{pmatrix} \tau_0 & 0 \\ 0 & \tau_0 \end{pmatrix}$ | $\Delta(-r) = -\Delta(r)$ | $-$ |
| $C_n^z$ | $e^{i\frac{\pi}{n} r_z s_z}$ | $\Delta(C_n^z r) = \Delta(r)$ | $-$ |
| $C_2^z$ | $i s_y$ | $\Delta(C_2^z r) = -[\Delta(r)]^*$ | $\varphi(r) \in \{0, \pi\}$ |
| $S_n^z = IC_n^z$ | $e^{i\frac{\pi}{n} r_z s_z}$ | $\Delta(S_n^z r) = -\Delta(r)$ | $-$ |
| $C_2^d = C_n^z C_2^z$ | $e^{i\frac{\pi}{n} r_z s_z i s_y}$ | $\Delta(C_2^d r) = -[\Delta(r)]^*$ | $\varphi(r) \in \{0, \pi\}$ |
| $M^d = IC_2^d$ | $e^{i\frac{\pi}{n} r_z s_z i s_y}$ | $\Delta(M^d r) = [\Delta(r)]^*$ | $\varphi(r) \in \left\{-\frac{\pi}{2}, \frac{\pi}{2}\right\}$ |
4. Symmetry representations of vortex zero modes

Here, we discuss representations of vortex zero modes in Eq. (A20). For each element, the representations are obtained by

\[ U(g)\Phi_m(r, \theta) = \Phi_m(r, g(\theta))U_{\text{vortex}}(g), \]

(A29)

where \(g(\theta)\) is the angle after the transformation by \(g\). For example, \(I(\theta) = \theta + \pi\). In Table III, we tabulate \(g(\theta)\) and \(U_{\text{vortex}}(g)\) for an arbitrary \(g\).

| \(g\) | \(g(\theta)\) | \(U_{\text{vortex}}(g)\) |
|------|----------------|-----------------------------|
| \(I\) | \(\theta + \pi\) | \((-1)^n \sigma_0\) |
| \(C^x_n\) | \(\theta + \frac{2\pi}{n}\) | \(\cos \frac{(2m-1)\pi}{n} \sigma_0\) |
| \(C^y_n\) | \(-\theta\) | \(\cos \alpha i\sigma_y\) |
| \(S^y_n\) | \(\theta + \frac{2\pi}{n} + \pi\) | \((-1)^n \cos \frac{(2m-1)\pi}{n} \sigma_0\) |
| \(S^x_n\) | \(-\theta + \frac{2\pi}{n}\) | \(\cos \frac{(2m-1)\pi}{n} + \alpha n i\sigma_y\) |
| \(M^d\) | \(-\theta + \frac{2\pi}{n} + \pi\) | \((-1)^n \cos \frac{(2m-1)\pi}{n} + \alpha n i\sigma_y\) |
| \(T\) | \(\theta\) | \(\sigma_y\) |
| \(C\) | \(\theta\) | \(\sigma_0\) |
Appendix B: Atiyah-Hirzebruch spectral sequence in real space

In this section, we briefly review Atiyah-Hirzebruch spectral sequence for superconductors, which enables us to systematically perform the real-space classification. More detailed discussions are found in Ref. [63].

1. Symmetry and representations

Suppose that the system of interest in the normal phase is invariant under symmetries in a magnetic space group (MSG) \( \mathcal{M} = \mathcal{G} + \mathcal{A} \), where \( \mathcal{G} \) and \( \mathcal{A} \) denote space-group and antiunitary parts of \( \mathcal{M} \), respectively. Translation group \( T \), which is composed of lattice translations, is always a subgroup of \( \mathcal{M} \). While we consider only the case of type II MSGs for which \( \mathcal{A} = \mathcal{G}T \) (\( T \): TRS) in this work, the following discussions except for Sec. B 5 b are applicable to any MSG. A point \( x \) is transformed into \( g x = p_g x + t_g \) by an element \( g \in \mathcal{M} \), where \( p_g \) is an element of O(3) and \( t_g \) is a lattice translation or a fractional translation.

We now move on to the action of spatial symmetries on electrons. A symmetry \( g \in \mathcal{G} \) transforms the fermionic creation operator \( \delta_{\sigma,R} \) (\( \sigma = 1, 2, \cdots, N_{\text{orb}} \)) into

\[
\hat{g} \delta_{\sigma,R} \hat{g}^{-1} = \sum_{\sigma'} \delta_{\sigma'\sigma,R} (g) U(g)_{\sigma'\sigma},
\]

where \( U(g) \) is a \( N_{\text{orb}} \)-dimensional unitary matrix encoding transformation properties of the degree of freedom in unit cell. It should be noted that \( g \) satisfies \( g R \neq p_g R + t_g \) in general. By performing Fourier transformation, we also obtain

\[
\hat{g} \delta_{\sigma,k} \hat{g}^{-1} = \sum_{\sigma'} \delta_{\sigma'\sigma} U_k(g)\sigma'\sigma,
\]

where \( U_k(g) \) is a unitary representation in momentum space. It should be emphasized that \( U(g) \) and \( U_k(g) \) are projective representations such that

\[ U(g)U(g') = z_{g,g'}U(gg'), \]

\[ U_k(g)U_k(g') = z_{g,g'}U_k(gg'), \]

where \( z_{g,g'} \in U(1) \) is a projective factor of \( G \). For spinless systems, we can always choose \( z_{g,g'} = +1 \) for \( g, g' \in \mathcal{G} \).

In this work, we always consider translation-invariant superconductors which can be described by the mean-field theory

\[
\hat{H} = \hat{h} + \hat{\Delta}
\]

\[
\hat{h} = \sum_{R,\delta R,\sigma,\sigma'} \sum_{\delta R,\sigma,\sigma'} \left[ \hat{\delta}_{\sigma,\delta R+\delta R} \left[ \mathcal{H}(R)_{\sigma\sigma'\delta R} \hat{\delta}_{\sigma',\delta R} \right] \right]
\]

\[
= \sum_{\sigma,\sigma'} \sum_{\delta R,\sigma,\sigma'} \left[ \hat{\delta}_{\sigma,\delta R} \left[ \mathcal{H}(R)_{\sigma\sigma'\delta R} \hat{\delta}_{\sigma',\delta R} \right] \right],
\]

\[
\hat{\Delta} = \sum_{R,\delta R,\sigma,\sigma'} \sum_{\delta R,\sigma,\sigma'} \left[ \hat{\delta}_{\sigma,\delta R} \left[ \mathcal{H}(R)_{\sigma\sigma'\delta R} \hat{\delta}_{\sigma',\delta R} \right] \right]
\]

\[
= \sum_{\sigma,\sigma'} \sum_{\delta R,\sigma,\sigma'} \left[ \hat{\delta}_{\sigma,\delta R} \left[ \mathcal{H}(R)_{\sigma\sigma'\delta R} \hat{\delta}_{\sigma',\delta R} \right] \right],
\]

where \( \hat{h} \) and \( \hat{\Delta} \) are the Hamiltonian in the normal phase and the superconducting order parameter. To hold \( \hat{h} \hat{H} \hat{g}^{-1} = \hat{H}, U_k(g) \) must satisfy

\[
U_k(g) h_k U_k^\dagger(g) = h_{p_g k}, \quad (B8)
\]

\[
U_k(g) \Delta_k U_k^\dagger(g) = \chi_g \Delta_{p_g k} \quad (\chi_g \in U(1)). \quad (B9)
\]

The set \( \{ \chi_g \}_{g \in \mathcal{G}} \) represents the pairing symmetry. In particular, when \( \chi_g = +1 \) for all \( g \in \mathcal{G} \), we say the pairing symmetry is conventional.

It is convenient to introduce BdG Hamiltonian in momentum space

\[
\hat{H} \simeq \left( \begin{array}{cc} \hat{c}_k^\dagger & \hat{c}_{-k} \\ \hat{c}_{-k}^\dagger & \hat{c}_k \end{array} \right) \mathcal{H}_{BdG} \left( \begin{array}{c} \hat{c}_k \\ \hat{c}_{-k} \end{array} \right)
\]

\[
\mathcal{H}_{BdG}^R_k = \left( \begin{array}{cc} h_k & \Delta_k \\ \Delta_k^* & -h_{-k} \end{array} \right), \quad (B10)
\]

\[
U_k = \left( \begin{array}{cc} U_k(g) & 0 \\ 0 & \chi_g U_k^\dagger(-k) \end{array} \right), \quad (B12)
\]

where \( U_k(g) \) is a unitary representation of PHS \( C \) that satisfies \( U(C) \mathcal{H}_{BdG}^R_k = -\mathcal{H}_{BdG}^R_{-k} U(C) \). In the presence of PHS \( C \), the full symmetry group \( G \) is decomposed into the following four parts

\[
G = \mathcal{M} + \mathcal{M} C
\]

\[
= \mathcal{G} + \mathcal{A} + \mathcal{P} + \mathcal{J}, \quad (B14)
\]

where \( \mathcal{P} = \mathcal{G}C \) and \( \mathcal{J} = \mathcal{A}C \) are sets of particle-hole like and chiral like symmetries. In particular, for type II MSGs, \( G = \mathcal{G} + \mathcal{G}T + \mathcal{G}C + \mathcal{G}T \) (\( \mathcal{T} \): chiral symmetry).

2. Cell decomposition

In the remaining subsections, we focus only on real space. Here, we provide a formal discussion on cell decomposition. We introduce a series of subspace of \( \mathbb{R}^3 \) such that

\[
X_0 \subset X_1 \subset \cdots \subset X_3 = \mathbb{R}^3, \quad (B15)
\]

where \( X_p \) is a \( p \)-dimensional subspace of \( \mathbb{R}^3 \) and referred to as \( p \)-skelton. Each \( X_p \) is invariant under \( G \), i.e., \( g x \in X_p \) for \( \forall g \in G \) if and only if \( x \in X_p \). Such a series is called G-symmetric filtration. We remark that the choice of filtration is not unique.

To obtain a G-symmetric filtration, we introduce a cell decomposition. As discussed in the main text, we first find an asymmetric unit (AU) and decompose the asymmetric unit into the set of \( p \)-cells \( \{ D_p^i \} \). In the following, \( D_p^i \) denote
the $i$-th $p$-cell ($p = 0, 1, 2, \text{and} 3$). Next, by taking copies of these $p$-cells throughout the entire 3D space, we define the entire set of $p$-cells by

$$ C_p := \bigcup_i \bigcup_{g \in G} D_{g^{(i)}}^p, \quad (B16) $$

where $D_{g^{(i)}}^p = gD_i^p$.

In this construction, each $p$-cell satisfies the following conditions [42, 58, 63]:

(i) Any two $p$-cells in $C_p$ do not overlap.
(ii) Any point in a $p$-cell $D_i^p$ is invariant under symmetries or transformed into points in different $p$-cells by symmetries.
(iii) For $p \geq 1$, the boundary of a $p$-cell $D_i^p$, denoted by $\partial D_i^p$, is composed of $(p - 1)$-cells.

Also, we define orientations of $p$-cell ($p \geq 1$) in a symmetric manner. Finally, the $p$-skelton $X_p$ is obtained by

$$ X_0 = C_0, \quad X_p = C_p \cup X_{p-1} \quad (p \geq 1). \quad (B17) $$

3. $E^1$-pages: Building blocks of topological superconductors

As discussed in Ref. [63], $E^1$-pages are defined by $K$-homology as

$$ E^1_{p,-n} := K^G_{p-n}(X_p, X_{p-1}), \quad (B18) $$

$$ = \prod_j K^G_{D^p_J}(D^p_J, \partial D^p_J). \quad (B19) $$

The physical meaning of $E^1_{p,-n}$ is as follows.

(1) $E^1_{p,-p}$ is an abelian group whose entries correspond to $p$-dimensional topological superconductors defined on $p$-cells.

(2) $E^1_{p-1,-p}$ is an abelian group whose entries correspond to $(p - 1)$-dimensional boundary modes of $p$-dimensional topological superconductors.

(3) $E^1_{p+1,-p}$ is an abelian group whose entries correspond to generating processes of $p$-dimensional topological superconductors on $(p + 1)$-cells.

To obtain $E^1$-pages, we have to (i) identify a subgroup of $G$ for each $p$-cell and (ii) determine effective Altland–Zirnbauer symmetry (EAZ) classes on $p$-cells.

Let us begin by discussing (i). For a point $x$, one can define a subgroup $G_x$ of $G$ by

$$ G_x = \{ g \in G \mid gx = x \}. \quad (B20) $$

Similarly, one can also find a subset of $A$, $P$, and $J$ as

$$ A_x = \{ a \in A \mid ax = x \}, \quad (B21) $$

$$ P_x = \{ c \in P \mid cx = x \}, \quad (B22) $$

$$ J_x = \{ \gamma \in J \mid \gamma x = x \}. \quad (B23) $$

which result in a subgroup $G_x = G_x + A_x + P_x + J_x$ of $G$. This subgroup $G_x$ is called site-symmetry group. In our construction of the cell decomposition, the site-symmetry group $G_x$ at any point $x$ in a $p$-cell $D^p$ are in common, and then the common site-symmetry group is denoted by $G_{D^p} = G_{D^p} + A_{D^p} + P_{D^p} + J_{D^p}$.

Next, we move on to the discussions on (2). For a given the site-symmetry group $G_{D^p}$ on a $p$-cell $D^p$, we identify EAZ classes by the Wigner criteria [58, 78]

$$ W^0_{D^p}(P) = \frac{1}{|P_x/T|} \sum_{c \in P_x/T} z_{c,c} \chi^\alpha_x(c^2) \in \{0, \pm 1\}, \quad (B24) $$

$$ W^0_{D^p}(A) = \frac{1}{|A_x/T|} \sum_{a \in A_x/T} z_{a,a} \chi^\alpha_x(a^2) \in \{0, \pm 1\}, \quad (B25) $$

$$ W^0_{D^p}(J) = \frac{1}{|G_x/T|} \sum_{g \in G_x/T} \frac{z_{g,1}}{z_{\gamma,1}} \chi^\alpha_x((\gamma^{-1}g)\gamma) \chi^\alpha_x(g) \quad (B26) $$

$$ \in \{0, 1\}. $$

Here,

$$ \chi^\alpha_x(g) = \text{tr}[u^a_x(g)] \quad (g \in G_x) \quad (B27) $$

is a character of an irreducible representation at $x \in D^p$, and $\gamma$ is a chiral like symmetry. Note that, in fact, it is enough for our purpose to consider a point $x$ in $D^p$. $K^G_{D^p}(D^p, \partial D^p)$ is found from the EAZ classes [63].

For conventional pairing symmetries in type II MSGs, we find that $(W^0_{D^p}(A), W^0_{D^p}(P), W^0_{D^p}(J))$ is always either $(\pm 1, \mp 1, 1)$ or $(0, 0, 1)$. That is, EAZ classes belong to one of DIII, CI, or AIII. Consequently, $E^1_{0,0} = 0$.

4. First differential $d^1$

Once we have $E^1$-pages, the next step is to find inequivalent boundary-gapped patchworks, denoted by $E^2_{p,-p}$. To achieve this, we consider the following two processes. For $p \geq 1$, when we place $p$-dimensional TSCs on $p$-cells, $(p - 1)$-dimensional boundary modes emerge on their boundary $(p - 1)$-cells. This process is implemented as a map from $E^1_{p,-p}$ to $E^1_{p-1,-p}$

$$ d^1_{p,-p} : E^1_{p,-p} \rightarrow E^1_{p-1,-p}. \quad (B28) $$

Then, since the boundary gapped patchworks do not have any $(p - 1)$-dimensional boundary mode as discussed in the main text, the solution space Ker $d^1_{p,-p}$ is a set of boundary gapped patchworks.

For $p \leq 2$, we obtain $p$-dimensional TSCs on $p$-cells generated from $(p + 1)$-cells of the vacuum. This is also described by a map from $E^1_{p+1,-p}$ to $E^1_{p,-p}$

$$ d^1_{p+1,-p} : E^1_{p+1,-p} \rightarrow E^1_{p,-p}. \quad (B29) $$

As discussed in the main text, we identify boundary-gapped patchworks that can be deformed into each other, where the
difference between them is an entry of \( \text{Im} \ d_{p+1,-p}' \). Then, we obtain all inequivalent boundary-gapped patchworks \( E^2_{p,-p} \) by

\[
E^2_{p,-p} := \text{Ker} \ d^1_{p,-p}/\text{Im} \ d^1_{p+1,-p}.
\]  

(B30)

The other hand, \( \text{Im} \ d^1_{p,-p} \) represents \((p-1)\)-dimensional boundary modes obtained by placing \(p\)-dimensional TSCs on \(p\)-cells. Then, for \(p = 0\) and \(n = 1\),

\[
E^2_{0,-1} := \text{Ker} \ d^1_{0,-1}/\text{Im} \ d^1_{1,-1}
\]  

is an abelian group whose entries are Majorana zero modes at 0-cells that cannot be obtained by 1D TSCs.

Also, \( \text{Ker} \ d^1_{p+1,-p} \) represents the generating processes of \(p\)-dimensional TSCs that do not result in \(p\)-dimensional TSCs on \(p\)-cells. Then, for \(p = 3\) and \(n = 2\), we define an abelian group by

\[
E^2_{3,-2} := \text{Ker} \ d^1_{3,-2},
\]  

(B32)

whose entries are the generating processes of 2D TSCs but all of 2D TSCs are annihilated on 2-cells.

5. Higher differential \(d'\)

As is the case of \(E^1\)-pages, we define a map among \(E^2\)-pages by

\[
d^r_{p,-p} : E^r_{p,-p} \rightarrow E^1_{p-r,-p+r+1}.
\]  

(B33)

In the following, we discuss only \(d^3_{-2,-2}, d^3_{-3,-2}, d^3_{-3,-3}\), and \(d^3_{-3,-3}\), which appeared in our classifications for conventional pairing symmetries.

a. \(d^3_{-2,-2}\)

As discussed in the main text and Appendix A, when we place 2D \(Z_2\)-TSCs on a plane, crystalline symmetries sometimes enforce the emergence of vorticies with odd-integer winding. As a result, vortex zero modes appear at the vortex cores. This process is implemented by a map from \(E^2_{2,-2}\) to \(E^2_{0,-1}\)

\[
d^3_{2,-2} : E^2_{2,-2} \rightarrow E^2_{0,-1}.
\]  

(B34)

Therefore, \(E^2_{2,-2} := \text{Ker} \ E^2_{2,-2}\) is an abelian group whose entries are all inequivalent fully gapped patchworks constructed by 2D TSCs.

b. \(d^3_{-3,-2}\)

In general, elements in \(E^2_{-3,-1}\) are subject to further trivialization originating from \(E^2_{3,-2}\). Although generating processes of 2D TSCs from the vacuum, corresponding to entries of \(E^2_{3,-2}\), do not bring nontrivial 2D TSCs on 2-cells, they can carry nontrivial 1D TSCs on 1-cells. This process is represented by a map

\[
d^3_{2,-2} : E^2_{3,-2} \rightarrow E^1_{2,-1}.
\]  

(B35)

To obtain all inequivalent fully gapped patchworks, we subtract \(\text{Im} \ d^3_{3,-2}\) from \(E^2_{3,-1}\). Then,

\[
E^\infty_{1,-1} := E^2_{1,-1}/\text{Im} \ d^3_{3,-2}
\]  

(B36)

is an abelian group of all inequivalent fully gapped patchworks composed of 1D TSCs.

However, for the conventional pairing symmetries in which we are interested, we find that \(d^3_{3,-2}\) is always trivial. This can be understood as follows. As defined in Eq. (B18), we have

\[
E^1_{3,-2} := K^G_1(X_3, X_2).
\]

(B37)

From the \(K\)-theory point of view, this definition implies that the generating processes can be regarded as topological phases with a chiral symmetry in addition to \(G\). For the conventional pairing symmetries, the symmetry class with a chiral symmetry in addition to \(G\) is equivalent to class AII in which all crystalline symmetries commute with TRS. It is well known that topological insulators are compatible with all space groups, and thus any entry of \(E^1_{3,-2}\) does not carry any nontrivial TSC on 1-cells and 2-cells. As a result, we find that \(E^\infty_{1,-1} = E^1_{2,-1}\) due to \(\text{Im} \ d^3_{3,-2} = 0\). As a sanity check, we explicitly confirmed that \(E^2_{3,-2} = E^1_{3,-2}\) and \(d^3_{3,-2}\) was trivial in all space groups.

c. \(d^3_{3,-2}\) and \(d^3_{3,-3}\)

Here, we discuss 3D TSCs protected by chiral symmetry. The topological invariant for the 3D TSC is 3D winding number \(\nu_w\). It is known that \(\nu_w\) is transformed as \(\nu_w = \text{det} \ p_g \chi_g \nu_w\), which indicates that the topological invariant is trivial when \(\text{det} \ p_g = \chi_g\). We actually find that \(E^3_{3,-2} = 0\) for space groups that contain at least an element such that \(\text{det} \ p_g \neq \chi_g\).

Then, in the following, we focus only on the case where \(\text{det} \ p_g = \chi_g\) for all \(g \in G\). We argue that \(d^3_{3,-2}\) and \(d^3_{3,-3}\) are always trivial for the case. This can be justified as follows. Let us start with the Hamiltonian of \(^3\)He

\[
H_k = \left( \frac{k^2}{2m} - \mu \right) \tau_z + (k \cdot \sigma (i\tau_y)) \tau_x,
\]

(B38)

where \(\sigma_i\) and \(\tau_i\) are Pauli matrices. This Hamiltonian is continuous translational invariant and invariant under any element in \(O(3)\), i.e., invariant under the three-dimensional Euclidean group \(E(3)\). Any space group can be obtained by a subgroup of \(E(3)\), the existence of 3D TSCs is compatible with any space group. In summary,

\[
E^\infty_{3,-3} = \begin{cases} 0 & (\exists g \in G \text{ s.t. } \text{det} \ p_g \neq \chi_g) \\ \mathbb{Z} & (\text{det} \ p_g = \chi_g \text{ for all } g \in G) \end{cases}.
\]

(B39)
6. Group extension

In general, $\oplus_{p=0}^3 E_{p,-p}^\infty$ does not reproduce the $K$-group result, because $E_{p,-p}^\infty (p = 0, 1, 2, 3)$ are not mutually independent. To obtain the final classification, we have to solve the group extension problem that is expressed by the following short exact sequences

\begin{align*}
0 & \to E_{0,-0}^\infty \to F_1 K_0 \to E_{1,-1}^\infty \to 0; \quad (B40) \\
0 & \to F_1 K_0 \to F_2 K_0 \to E_{2,-2}^\infty \to 0; \quad (B41) \\
0 & \to F_2 K_0 \to K_0^G (\mathbb{R}^3) \to E_{3,-3}^\infty \to 0, \quad (B42)
\end{align*}

or equivalently,

\begin{align*}
F_1 K_0 / E_{0,-0}^\infty & \simeq E_{1,-1}^\infty; \quad (B43) \\
F_2 K_0 / F_1 K_0 & \simeq E_{2,-2}^\infty; \quad (B44) \\
K_0^G (\mathbb{R}^3) / F_2 K_0 & \simeq E_{3,-3}^\infty. \quad (B45)
\end{align*}

Since $E_{0,-0}^\infty = 0$ and $E_{3,-3}^\infty = 0$ or $\mathbb{Z}$ for conventional pairing symmetries, $F_1 K_0 \simeq E_{1,-1}^\infty$ and $K_0^G (\mathbb{R}^3) \simeq F_2 K_0 \oplus E_{3,-3}^\infty$. Thus, the remaining task is to solve Eq. (B41). Although there are usually multiple possibilities, the correct one can be identified by physical considerations. We will see how to find physical $F_2 K_0$ in Eq. (B41) through some examples.
Appendix C: Detailed calculations of AHSS for some examples

In this section, we show computation processes of AHSS in several examples. In the following, we always consider conventional pairing symmetries.

1. layer group \( p\bar{I} \)

We discuss layer group \( p\bar{I} \), whose generator are translations and inversion symmetry \( I : (x, y, z) \to (-x, -y, -z) \).

\( E \)

\( a. \) Cell decomposition and building blocks

Our cell decomposition is shown in Fig. 5 (a). The shaded region in Fig. 5 (a) is an AU. Note that all boundary line segments of the AU should be divided into two 1-cells since a point in a line segment is symmetry-related to another point in the same line segment. As a result, there are inequivalent a 2-cell, three 1-cells, and four 0-cells.

Next, we identify EAZ classes for each \( p\)-cell. For each of 0-cells denoted by \( x = (a/2, b/2) \) with \( a, b = 0 \) or 1, the site-symmetry group \( G_x \) is \( G_x = G_e + A_x + P_x + J_x \) is

\[
G_x = \{ e, IT_x T_y^b \}; \quad (C1)
\]

\[
A_x = \{ T, IT_x^a T_y^b T \}; \quad (C2)
\]

\[
P_x = \{ C, IT_x^a T_y^b C \}; \quad (C3)
\]

\[
J_x = \{ \Gamma, IT_x^a T_y^b \Gamma \}, \quad (C4)
\]

where \( T_x \) and \( T_y \) are translations along \( x \)- and \( y \)-directions. Since \( zT_x T_y = -zT_y T_x = zIT_x^a T_y^b C, IT_x^a T_y^b \Gamma = \frac{1}{2} IT_x^a T_y^b \}, \) we find that for \( \chi_x^\pm(e) = +1 \) and \( \chi_x^\pm(1T_x^a T_y^b) = \pm 1 \) in Eq. (B27),

\[
W_x^\pm(P) = \frac{1}{2} (1 + 1) = 1, \quad (C5)
\]

\[
W_x^\pm(A) = \frac{1}{2} (-1 - 1) = -1, \quad (C6)
\]

\[
W_x^\pm(J) = \frac{1}{2} (1 + 1) = 1. \quad (C7)
\]

This indicates that EAZ classes for each parity sector are class DIII. Therefore, \( E_{\bar{I}}^{1} = 0 \). We also have \( E_{\bar{I}}^{0} = (\mathbb{Z}_2)^8 \) that is the set of Kramers pair of Majorana zero modes characterized by inversion parity at each 0-cell.

For each of 1- and 2-cells, the site-symmetry group is

\[
G_x = \{ e \}; \quad (C8)
\]

\[
A_x = \{ T \}; \quad (C9)
\]

\[
P_x = \{ C \}; \quad (C10)
\]

\[
J_x = \{ \Gamma \}. \quad (C11)
\]

Then, EAZ classes for them are class DIII. Thus, the building block TSCs on 1-cells are 1D \( \mathbb{Z}_2 \)-TSCs, and those on 2-cells are 2D \( \mathbb{Z}_2 \)-TSCs, which results in \( E^1 \)-pages in Table IV.

\[
\begin{array}{ccc}
\hline n = 0 & 0 \times (\mathbb{Z}_2)^8 & \times \\
n = 1 & (\mathbb{Z}_2)^3 & \mathbb{Z}_2 \\
n = 2 & * \times (\mathbb{Z}_2)^3 & \mathbb{Z}_2 \\
E_p^{1\pm} & p = 0 \times p = 1 & p = 2 \\
\hline
\end{array}
\]

\( E_p^{1\pm} \)-pages for layer group \( p\bar{I} \). Here, \( * \) denotes that \( E^1 \)-pages are not involved in the classification.

b. first differential

Let us start with \( a_1^{1\pm} \) : \( E_{\bar{I}}^{1\pm} \to E_{\bar{I}}^{0\pm} \). Recall that \( E_{\bar{I}}^{0\pm} = (\mathbb{Z}_2)^8 \) is the set of a single Majorana zero mode characterized by inversion parity at each 0-cell. When we place a 1D \( \mathbb{Z}_2 \)-TSC on a 1-cell and its inversion copy [see Fig. 5(b-d)], we find Majorana zero modes with positive and negative parities at 0-cells of the boundaries of the 1D \( \mathbb{Z}_2 \)-TSCs. Thus,

**Fig. 5.** Illustration of topological patchworks in \( p\bar{I} \). (a) Cell decomposition. (b)-(e) Generators of \( E_{\bar{I}}^{1\pm} \) and \( E_{\bar{I}}^{2\pm} \).
we get

\[ d^1_{1,-1} = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \]  
(C12)

and

\[
\begin{align*}
\text{Im } d^1_{1,-1} &= \text{span} \left\{ \begin{array}{l}
\mathbf{a}^{(1)}_1 = (1 1 1 0 0 0 0 0)^T \\
\mathbf{a}^{(1)}_2 = (1 1 0 1 0 0 0 0)^T \\
\mathbf{a}^{(1)}_3 = (1 1 0 0 0 0 1 1)^T
\end{array} \right\}, \\
E^2_{0,-1} &= E^1_{0,-1}/\text{Im } d^1_{1,-1} \simeq (\mathbb{Z}_2)^5 \\
&= \text{span} \left\{ \begin{array}{l}
\mathbf{b}^{(2)}_1 = (1 0 0 0 0 0 0 0)^T \\
\mathbf{b}^{(2)}_2 = (0 1 0 0 0 0 0 0)^T \\
\mathbf{b}^{(2)}_3 = (0 0 1 0 0 0 0 0)^T \\
\mathbf{b}^{(2)}_4 = (0 0 0 1 0 0 0 0)^T \\
\mathbf{b}^{(2)}_5 = (0 0 0 0 1 0 0 0)^T
\end{array} \right\}.
\end{align*}
\]  
(C13)

As discussed in the previous section, \( E^2_{0,-1} \) is an abelian group whose entries are Kramers pairs of Majorana zero modes that cannot be obtained by placing 1D \( \mathbb{Z}_2 \)-TSCs.

Next, we consider \( d^2_{2,-2} : E^2_{2,-2} \to E^2_{0,-1} \). This process can be interpreted as the generating process of 1D \( \mathbb{Z}_2 \)-TSCs from a vacuum on 2-cells [see Fig. 1(c) in the main text]. When we generate 1D TSCs from a vacuum on 2-cells, two 1D \( \mathbb{Z}_2 \)-TSCs always meet on each 1-cell. Thus, any element in \( E^1_{1,-1} \) cannot be generated from a vacuum, i.e., \( d^1_{2,-1} = (0,0)^T \). Also, we get \( E^2_{2,-1} = \text{Ker } d^1_{2,-1}/\text{Im } d^1_{2,-1} = 0 \), which means there are no fully-gapped patchworks constructed by 1D TSCs.

The similar thing happens in the computation \( d^2_{2,-2} : E^2_{1,-2} \to E^1_{1,-2} \). Two helical edge modes always meet on 1-cells when we put 2D \( \mathbb{Z}_2 \)-TSCs on \( \alpha \), and therefore \( d^2_{2,-2} = (0,0)^T \) and \( E^2_{1,-2} = \text{Ker } d^1_{2,-2} = E^1_{2,-2} = \mathbb{Z}_2 \). \( E^2 \)-pages are summarized in Table V.

We discuss \( d^2_{2,-2} : E^2_{2,-2} \to E^2_{0,-1} \), i.e., we check if the entry \( 1 \in E^2_{2,-2} = \mathbb{Z}_2 \) has to contain vortex zero modes. To do so, we consider the Hamiltonian \( H_{\text{DM}}(r; \Delta) \) (A16) with the inversion symmetry \( U(I) = \tau_0 \gamma_0 \). As discussed in Sec. A, the presence of even-parity inversion symmetry enforces emergence of vortex zero modes. A possible configuration of vortices is shown in Fig. 6. As discussed in Sec. A, the inversion parities of a vortex is \((-1)^m\) (\( m \) characterizes its vorticity by \( 2m - 1 \)). For the vortex configuration, \( m = 1 \) for vortices at \((0,0)\) and \((1/2,1/2)\); \( m = 0 \) for vortices at \((1/2,0)\) and \((0,1/2)\). Then, \( b^{(2)} \in E^2_{2,-2} \) is mapped

\[
d^2_{2,-2} b^{(2)} = b^{(1)}_1 + b^{(1)}_3 + b^{(1)}_4 + b^{(1)}_5 + a^{(1)}_3.
\]  
(C16)

This implies that

\[
d^2_{2,-2} = \begin{pmatrix} 1 \\ 0 \\ 1 \end{pmatrix},
\]  
(C17)

\[
E^2_{2,-2} = \text{Ker } d^2_{2,-2} = 0.
\]  
(C18)

It should be noted that the matrix form of \( d^2_{2,-2} \) is the same for any vortex configuration. This is because the difference of vortex configurations can eliminate by attaching 1D \( \mathbb{Z}_2 \)-TSCs, i.e., the linear combinations of \( \text{Im } d^1_{1,-1} \), as shown in the above. \( E^\infty \)-pages are summarized in Table VI. Finally, we see that there are no topological phases in \( p_1 \).

### TABLE VI. \( E^\infty \)-pages for layer group \( p\bar{1} \)

Here, \(*\) denotes that \( E^\infty \)-pages are not involved in the classification.

| \( n \) | \( \mathbb{Z}_2 \) | \(\mathbb{Z}_2 \) | \(\mathbb{Z}_2 \) |
|------|-------|------|------|
| 0    | 0     | 0    | 0    |
| 1    | \( (\mathbb{Z}_2)^5 \) | 0    | \(\mathbb{Z}_2 \) |
| 2    | \(*\) | \(*\) | \(*\) |

| \( p \) | \( p = 0 \) | \( p = 1 \) | \( p = 2 \) |
|------|-------|------|------|
| 0    | \(\mathbb{Z}_2 \) | \(\mathbb{Z}_2 \) | \(\mathbb{Z}_2 \) |
| 1    | \(\mathbb{Z}_2 \) | \(\mathbb{Z}_2 \) | \(\mathbb{Z}_2 \) |
| 2    | \(\mathbb{Z}_2 \) | \(\mathbb{Z}_2 \) | \(\mathbb{Z}_2 \) |

#### 2. layer group \( pb \)

Next, we discuss layer group \( pb \), which is generated by glide symmetry \( G_x : (x,y,z) \to (-x,y+1/2,z) \).

##### a. Cell decomposition and building blocks

Our cell decomposition is shown in Fig. 7 (a). An AU is the shaded region in Fig. 7 (a). The interior of AU is a 2-cell (denoted by \( \alpha \)). Boundary line segments of 2-cells are 1-cells, and endpoints of 1-cells are 0-cells, where two of 1-cells (denoted by \( a \) and \( b \)) and one of 0-cells are inequivalent.
FIG. 6. A configuration of vortex zero modes in layer group $p\bar{1}$. The vortex zero modes appear at inversion centers $(0,0), (1/2,0), (0,1/2),$ and $(1/2,1/2)$. Here, arrows denote the phase factor of $\Delta(r) = |\Delta_0(r)|e^{\pm i\alpha z}$, where $\alpha = \arg\Delta(0)$. While $n = +1$ ($m = 1$) at $(0,0)$ and $(1/2,1/2)$, $n = -1$ ($m = 0$) at $(1/2,0)$ and $(0,1/2)$.

cells. For all cells, the site symmetry groups are common

$$G_a = \{e\}; \quad (C19)$$

$$A_a = \{T\}; \quad (C20)$$

$$P_a = \{C\}; \quad (C21)$$

$$J_a = \{\Gamma\}. \quad (C22)$$

EAZ classes for them are class DIII. Then, there are three building block TSCs: (i) 2D $Z_2$-TSC on $a$; (ii) 1D $Z_2$-TSC on $a$; (iii) 1D $Z_2$-TSC on $b$, which results in $E^1_{p,-p}$ in Table VII. As is the case of $\bar{p}1$, we find that $E^{1*}_{0,-1} = Z_2$, $E^{1-1}_{0,-1} = Z_2$, and $E^{1-2}_{0,-2} = (Z_2)^3$. $E^1$-pages are summarized in Table VII.

TABLE VII. $E^1$-pages for layer group $pb$. Here, $\ast$ denotes that $E^1$-pages are not involved in the classification.

| $n$ | $E^1_{p,-p}$ |
|-----|---------------|
| 0   | $0$           |
| 1   | $Z_2$         |
| 2   | $\ast$        |
| $p$ | $p = 0$       |
| $p$ | $p = 1$       |
| $p$ | $p = 2$       |

b. first differential

Let us begin by discussing $d_{1,-1}^1 : E_{1,-1}^1 \rightarrow E_{0,-1}^1$. As discussed in Sec. B 3, $E_{0,-1}^1 = (Z_2)^2$ is the set of a single Majorana zero mode at the 0-cell. Then, we ask how many Majorana zero modes appear when we place 1D $Z_2$-TSCs on $a$ and $b$. As shown in Fig. 7, two Majorana zero modes emerge at $O$, which can be gapped out. Thus, $d_{1,-1}^1 = (0,0)$.

The discussions on $d_{1,-2}^1$ and $d_{1,-2}^1$ for $pb$ are completely same as those for $p\bar{1}$, i.e., we have $d_{2,-1}^1 = (0,0)^T$ and $d_{2,-2}^1 = (0,0)^T$. Then, we get $E_{2,-1}^1 = \text{Ker} d_{1,-1}^1 / \text{Im} d_{2,-1}^1 = E_{1,-1}^1$ and $E_{2,-2}^1 = \text{Ker} d_{1,-2}^1 = E_{0,-1}^1$. $E^2$-pages are summarized in Table VIII.

TABLE VIII. $E^2$-pages for layer group $pb$. Again, $\ast$ represents that $E^2$-pages are not involved in the classification.

| $n$ | $E^2_{p,-p}$ |
|-----|---------------|
| 0   | $0$           |
| 1   | $Z_2$         |
| 2   | $\ast$        |
| $p$ | $p = 0$       |
| $p$ | $p = 1$       |
| $p$ | $p = 2$       |

c. second differential

We discuss $d_{2,-2}^2 : E_{2,-2}^2 \rightarrow E_{0,-1}^2$, i.e., we check if the entry $1 \in E_{2,-2}^2 = Z_2$ has to have vortex zero modes. To do so, we again consider the Hamiltonian $H_{\text{DIII}}(r,k,\Delta)$ (A16) with the glide symmetry

$$U(G_z) = i\sigma_z \tau_z \quad (C23)$$

such that $U(G_z)H_{\text{DIII}}(r,k,\Delta) = H_{\text{DIII}}(G_z,(-k_x,k_y,k_z),\Delta)U(G_z)$. This implies that the phase of $\Delta(r)$ can be uniformly chosen as real. As a result, there does not exist any vortex, and $E^\infty_{2,-2} = \text{Ker} d_{2,-2}^2 = E_{2,-2}^2$. Finally, we have $E^\infty$-pages in Table IX.

d. Group extension

Once we find $E_{1,-1}^\infty = (Z_2)^2$ and $E_{2,-2}^\infty = Z_2$, we check if the final classification is $E_{1,-1}^\infty \oplus E_{2,-2}^\infty = (Z_2)^3$. To understand the group structure of $E_{1,-1}^\infty$ and $E_{2,-2}^\infty$, let us consider doubled 2D $Z_2$-TSCs (DTSCs), which is constructed by stacking two 2D $Z_2$-TSCs. 

$$H = \Delta(-i\partial_2 \tau_x - i\partial_2 \tau_z s_z) + m_\tau z_s \quad (C24)$$

$$U(C) = \mu \tau_z \quad (C25)$$

$$U(T) = i\mu s_y \tau_z \quad (C26)$$

$$U(G_z) = i\mu s_x \tau_z \quad (C27)$$

where $U(C)$ and $U(T)$ are unitary representations of PBS and TRS. The only possible $C$- and $T$-symmetric mass term is

$$M(r) = m(r)\mu s_x s_y \tau_y. \quad (C28)$$
This mass term must satisfy $U_r(G_x)M_r = M_{G_x}U_r(G_x)$.
Therefore, the coefficient $m(r)$ is transformed as $m(-x, y + 1/2, z) = -m(x, y, z)$. Here, we choose $m(r) > 0$ for $0 < y < 1/2$ and $m(r) < 0$ for $1/2 < y < 1$. The transformation of $m(r)$ implies that the domain wall exists on $y = 1/2 (l = 0, 1, 2, ...)$ lines, which results in 1D TSCs corresponding to $(0, 1) \in E_{1, l}^\infty$ [see Fig. 7 (e)].

Also, we can understand this group structure from edge point of view. We periodically place the DTSCs along $y$-direction and impose periodic boundary condition on $y$-axis and open boundary condition on $x$-axis [see Fig. 7(e)]. We introduce a vector $n_{\parallel}(r) = \begin{cases} (0, 1)^T & \text{for } r = (1/2, y) \\ (0, -1)^T & \text{for } r = (-1/2, y) \end{cases}, \tag{C29}$ which defines the directions of boundaries.

We here project Eqs. (C24)-(C28) onto the edges. The edge Hamiltonian and symmetries are described by

\begin{align}
     h_{r, k} &= k \cdot n_{\parallel}(r) \gamma_0 \sigma_z, \\
     u_r(C) &= (-1)^{1/2-y} \gamma_0 \sigma_0, \\
     u_r(T) &= \gamma_0 \sigma_y, \\
     u_r(G_x) &= \gamma_0 \sigma_y, \\
     \tilde{M}(r) &= m(r) \gamma_y \sigma_x, \tag{C34}
\end{align}

where $u_r(g)$ is a unitary representation for $g \in G$ and $\gamma$ denotes the flavor space of two copies of TSCs. Note that $G_x$ transforms a point $r$ into $r + (0, 1/2, 0)^T$, i.e., $u_r(G_x)$ satisfies $u_r(G_x)h_{r, k} = h_{G_x(r), k}u_r(G_x)$. Again, one can see that $m(\pm 1/2, y, \pm 1/2, z) = -m(\pm 1/2, y, z)$. This transformation implies that the mass term cannot fully gap out the edge modes, i.e., gapless modes are still at $y = l/2 (l = 0, 1, 2, ...)$.

Thus, we conclude that the DTSC has the same boundary signature of $(0, 1) \in E_{1, l}^\infty$. Therefore, the final classification is $Z_2 \times Z_4$.

3. Layer group $p4$

We move on to discussions for layer group $p4$, whose generator is fourfold rotation symmetry $C_4^z : (x, y, z) \to (y, -x, z)$.

\[ \begin{array}{c}
\text{Tab. X. Projective factors } z_{g, g'} \text{ for } g, g' \in G \\
\hline
z_{g, g'} & T_x & C_{x}^{1/2} T_x & C_{x}^{1/2} T_y & (C_{x}^{1/2} T_y)^4 \\
\hline
1 & 1 & 1 & 1 & 1 \\
(C_{x}^{1/2})^2 T_x & 1 & 1 & -1 & 1 \\
(C_{x}^{1/2})^2 T_y & 1 & -1 & -1 & 1 \\
(C_{x}^{1/2})^4 T_x T_y & 1 & 1 & 1 & -1 \\
\end{array} \]

where $T_x$ and $T_y$ are translations along $x$- and $y$-directions. The projective factors we used are shown in Tables X-XIV.

For $\chi_{E_1}^{\infty}(c) = +1$ and $\chi_{E_1}^{\infty}(C_{x}^{1/2} T_x T_y) = e^{i\frac{\pi}{2}}$ in Eq. (B27),

\begin{align}
W_x^n(P) &= \frac{1}{4} \left( 1 + e^{i\frac{\pi}{2}} - 1 - e^{i\frac{\pi}{2}} \right) = 0, \tag{C39} \\
W_x^n(A) &= \frac{1}{4} \left( -1 - e^{i\frac{\pi}{2}} + 1 + e^{i\frac{\pi}{2}} \right) = 0, \tag{C40} \\
W_x^n(J) &= \frac{1}{4} \left( 1 + 1 + 1 + 1 \right) = 1. \tag{C41}
\end{align}

This indicates that EAZ classes for each rotation eigenvalue sector are class AIII. Similarly, we find that EAZ classes at
Thus, we can place (i) 2D twisted TSC on \( \alpha \); (ii) 1D \( \Sigma_z \)-TSC on \( \alpha \); (iii) 1D \( \Sigma_z \)-TSC on \( b \), which results in \( E_{1,1}^1 = (\Sigma_z)^2 \) and \( E_{2,2}^2 = \Sigma_z \) [see Table XV]. We also show building block TSCs in Fig. 8 (b)-(d).

TABLE XV. \( E^1 \)-pages for layer group \( pb \). Here, \( * \) denotes that \( E^1 \)-pages are not involved in the classification.

| \( n \) | \( Z^5 \) | \( \Sigma_z \) | \( \Sigma_z \) |
|---|---|---|---|
| 0 | 0 | * | * |
| 1 | \( \Sigma_z^2 \) | \( \Sigma_z \) | \( \Sigma_z \) |
| 2 | * | \( \Sigma_z^2 \) | \( \Sigma_z \) |

TABLE XVI. \( E^2 \)-pages for layer group \( pb \). Here, \( * \) denotes that \( E^2 \)-pages are not involved in the classification.

| \( n \) | \( Z^5 \) | \( \Sigma_z \) | \( \Sigma_z \) |
|---|---|---|---|
| 0 | 0 | * | * |
| 1 | \( \Sigma_z^2 \) | \( \Sigma_z \) | \( \Sigma_z \) |
| 2 | * | \( \Sigma_z^2 \) | \( \Sigma_z \) |

b. first differential

Again, discussions about \( d_{2,1}^1 \) and \( d_{2,2}^2 \) in \( p4 \) are the completely same as those for \( p1 \) and \( p4 \), i.e., \( d_{2,1}^1 = (0,0)^T \) and \( d_{2,2}^2 = (0,0)^T \).

Let us discuss \( d_{1,1}^1 : E_{1,1}^1 = (\Sigma_z)^2 \rightarrow E_{0,1}^1 = Z^5 \). It should be noted that the map from the abelian group that contains only torsion parts to a free abelian group must be trivial. As a result, we obtain \( E_{p,m,n}^1 = \text{Ker} d_{1,1}^1 / \text{Im} d_{2,1}^1 = E_{1,1}^1 \) and \( E_{2,2}^2 = \text{Ker} d_{2,2}^2 = E_{2,2}^2 \) [see Table XVI].

c. second differential

As is the case with \( pb \), \( d_{2,2}^2 : E_{2,2}^2 \rightarrow E_{0,1}^2 \) is trivial. To understand this fact, we discuss the Hamiltonian \( H_{DM}(r; \Delta) \) (A16) with the fourfold rotation symmetry

\[
U(C_4^1) = e^{i\frac{\pi}{4} \tau_z s_z},
\]

where \( U(C_4^1) \) satisfies the relation \( U(C_4^1)H_{DM}(r; \Delta) = H_{DM}(C_4^1 r; \Delta)U(C_4^1) \). Then, the phase of \( \Delta(r) \) can be uniformly chosen as real, which results in the absence of vortices. As a result, \( E_{2,2}^2 = \text{Ker} d_{2,2}^2 = E_{2,2}^2 \) [see Table XVII].

d. Group extension

In a similar way to \( pb \), we again discuss the DTSC with fourfold rotation symmetry \( U(C_4^1) = \mu_0 \otimes e^{i(\pi/4) \tau_z s_z} \). From \( U(C_4^1)M(r) = M(C_4^1 r)U(C_4^1) \), we find that \( m(C_4^1 r) = m(r) \). This transformation implies that we can add a uniform mass term, i.e., any domain wall does not exists, and thus the DTSC is trivial.

Again, let us consider the edge theory. We introduce two vector

\[
\mathbf{n}_1(r) = (\cos \theta, \sin \theta)^T, \quad \mathbf{n}_1(r) = (-\sin \theta, \cos \theta)^T,
\]

where we adopt the polar coordinate.
FIG. 8. Illustration of topological patchworks in p4. (a) Cell decomposition. (b)-(d) All boundary-gapped patchworks, which are generators of $E_{1,-1}^\infty = E_{1,-1}^1$ and $E_{2,-2}^\infty = E_{2,-2}^1$. (e) Relation between the stacked 2D $\mathbb{Z}_2$-TSCs and a boundary-gapped patchwork composed of 1D $\mathbb{Z}_2$-TSCs.

The edge Hamiltonian on the disk geometry is described by

$$H_{r,k} = k \cdot n_\parallel(r) \sigma_z \gamma_0,$$

$$U_{r}(C) = -ie^{i\theta} \sigma_z \gamma_0,$$

$$U_{r}(T) = i\sigma_y \gamma_0,$$

$$U_{r}(C_4^z) = e^{i(\pi/4)\sigma_z \gamma_0},$$

where $\gamma$ represents the flavor space of two copies of $\mathbb{Z}_2$-TSCs. The projected mass term is

$$M_r = m_r \gamma_y (n_\perp(r) \cdot (\sigma_x, -\sigma_y)).$$

From $U_{r}(C_4^z) \mu_y(n_\perp(r) \cdot (\sigma_x, -\sigma_y)) = \mu_y(n_\perp(C_4^z r) \cdot (\sigma_x, -\sigma_y)) U_{r}(C_4^z)$, $m_r$ has to satisfy $m_{C_4^z r} = m_r$. This transformation implies that the mass term can fully gap out the edge modes. Thus, we conclude that DTSC is the trivial phase and that the group extension is trivial and that the final classification is $\langle \mathbb{Z}_2 \rangle^3$.

The above discussions are easily generalized to twofold and sixfold rotation symmetries.
Appendix D: Atiyah-Hirzebruch spectral sequence in
momentum space

In this appendix, we briefly review on the momentum-space
classification of topological superconducting phases, which is
classified by twisted equivalent $K$-group $\phi K_G^{(z,c)−n}(T^3)$ [26, 57]. The twisted equivalent $K$-group contains four data,
$\phi, c, z, n$. Here, $\phi, c : G \to \{-1, 1\}$ are maps. The
$\phi_g = \pm 1$ is defined by $gk = \phi_g p_g k$, and the $c_g = \pm 1$ is
defined by

\[ U_{k_G}^\text{BdG}(g) H_{k_G}^\text{BdG} = c_g H_{g k}^\text{BdG} U_{k}^\text{BdG}(g) \text{ for } \phi_g = +1, \]
\[ U_{k_G}^\text{BdG}(g) H_{k_G}^\text{BdG} = c_g H_{g k}^\text{BdG} U_{k}^\text{BdG}(g) \text{ for } \phi_g = -1, \]

where $U_k(g)$ is a unitary representation of $g \in G$ and $H_k$ is the Hamiltonian. Also, $z$ denotes the set of projective factors
$\{z_{g,g'} \in U(1)\}_g, g' \in G$ such that

\[ U_{g' k}^\text{BdG}(g) U_{k^*}^\text{BdG}(g') = z_{g,g'} U_{k^*}^\text{BdG}(g g') \text{ for } \phi_g = +1, \]
\[ U_{g' k}^\text{BdG}(g) U_{k^*}^\text{BdG}(g') = z_{g,g'} U_{k^*}^\text{BdG}(g g') \text{ for } \phi_g = -1, \]

The $n$ denotes the number of additional chiral symmetries,
which is called grading in $K$-theory. It is difficult to directly
compute the twisted equivalent $K$-group for a given symmetry
setting. Then, solving Atiyah-Hirzebruch spectral sequences
(AHSS) in momentum space provides us with “approximated
$\phi K_G^{(z,c)−n}(T^3)$.” As mentioned in the main text, for various
symmetry settings in which we are interested, AHSS can
completely determine $\phi K_G^{(z,c)−n}(T^3)$. In the following, we explain this finding.

1. Basics of Atiyah-Hirzebruch spectral sequence in
momentum space

Before moving on to details of our findings, let us briefly explain AHSS in momentum space [see Ref. 58 for more
detailed information]. In a similar way to real-space classification,
we first decompose the Brillouin zone into points (0-cells), line segments (1-cells), polygons (2-cells), and polyhedrons (3-cells). After obtaining a cell decomposition, we define abelian group $E_1^{p-n}$ for a set of $p$-cell. A map from $E_1^{p-n}$ to $E_1^{p+1-n}$

\[ d_1^{p-n} : E_1^{p-n} \to E_1^{p+1-n} \]

is defined, which is called first differential [58]. Then, we define $E_2$-pages by

\[ E_2^{p-n} = \text{Ker } d_1^{p-n}, \]
\[ E_2^{p-n} = \text{Ker } d_1^{p-n}/\text{Im } d_1^{p-2-n} \text{ (for } p = 1, \ldots, d - 1), \]
\[ E_2^{d-n} = E_1^{d-n}/\text{Im } d_1^{d-1-n}. \]

Similarly, we can define higher differential and $E_r$-pages for $r \geq 2$ by

\[ d_r^{p-n} : E_r^{p-n} \to E_r^{p+r-n+r+1} \]

\[ E_r^{p-n} = \text{Ker } d_r^{p-n}, \]
\[ E_r^{p-n} = \text{Ker } d_r^{p-n}/\text{Im } d_r^{p-r-n+r-1} \text{ (for } p \leq d - r), \]
\[ E_r^{p-n} = E_r^{p-n} \text{ (for } p = d - r + 1, \ldots, d). \]

For three-dimensional systems, $E_1^{p-n}$ is the limiting page $E_\infty^{p-n}$. One might think that $\bigoplus_p E_p^{n-p}$ is the same as
$\phi K_G^{(z,c)−n}(T^3)$. However, this is untrue. Although $\bigoplus_p E_p^{n-p}$ is equivalent to $\phi K_G^{(z,c)−n}(T^3)$ as sets, these are generally not equivalent as abelian groups. To obtain $\phi K_G^{(z,c)−n}(T^3)$ from $\{E_p^{n-p}\}_p = 0$, we must solve the group extension problems.

2. Findings on $E_2$-pages

It is easy to obtain $E_2$-pages. After computing $E_2^{p-n}$ for all space groups and grading $n$, we observe the following facts for the conventional pairing symmetries in 159 space groups:

(I) $E_2^{0,0} = E_2^{2,2} = E_2^{3,3} = 0$;

(II) $E_2^{3,3} = 0$.

These findings ensure that

(i) $E_\infty^{0,0} = E_\infty^{2,2} = E_\infty^{3,3} = 0$;

(ii) $E_\infty^{1,1} \simeq E_2^{1,1}$ since the fact (II) implies $d_1^{1,1} = 0$.

As discussed above, to determine the twisted equivalent $K$-group $\phi K_G^{(z,c)−n}(T^3)$ from $E_\infty$-pages, we must solve the group extension problem. However, the findings (i) and (ii) immediately imply that $\phi K_G^{(z,c)−n}(T^3) \simeq E_\infty^{1,1} = E_2^{1,1}$. Indeed, the same thing happens for conventional pairing symmetries in layer groups. More precisely, $E_2^{2,2}$ is nontrivial only for layer groups $p2$ (No. 2), $p4$ (No. 49), $p4$ (No. 50), $p6$ (No. 73).

In Tables XVIII – XX, we list $\phi K_G^{(z,c)−n}(T^3)$ for all rod, all layer, and the 159 space groups.
### Table XVIII: Classification table of topological phases in space groups.

| Space group | pairing symmetry | $E_{3\text{d}-3}$ | $E_{2\text{d}-2}$ | $E_{1\text{d}-1}$ | $\Phi^{t+1}_{G(t^+T)}(T)$ |
|-------------|-----------------|-----------------|-----------------|-----------------|---------------------|
| 1           | $A$             | $Z$             | $Z_2^*$         | $Z_4^*$         | $Z_2 \times Z$     |
| 2           | $A_g$           | 0               | 0               | 0               | 0                   |
| 3           | $A$             | $Z$             | $Z_2^* \times Z^4$ | $Z_2 \times Z^4$ | ??               |
| 4           | $A$             | $Z$             | $Z_2^* \times Z^2$ | $Z_2 \times Z^2$ | ??               |
| 5           | $A$             | $Z$             | $Z_2^* \times Z^4$ | $Z_2 \times Z^4$ | ??               |
| 6           | $A'$            | 0               | 0               | 0               | 0                   |
| 7           | $A'$            | 0               | 0               | 0               | 0                   |
| 8           | $A'$            | 0               | 0               | 0               | 0                   |
| 9           | $A'$            | 0               | 0               | 0               | 0                   |
| 10          | $A_g$           | 0               | 0               | 0               | 0                   |
| 11          | $A_g$           | 0               | 0               | 0               | 0                   |
| 12          | $A_g$           | 0               | 0               | 0               | 0                   |
| 13          | $A_g$           | 0               | 0               | 0               | 0                   |
| 14          | $A_g$           | 0               | 0               | 0               | 0                   |
| 15          | $A_g$           | 0               | 0               | 0               | 0                   |
| 16          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 17          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 18          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 19          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 20          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 21          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 22          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 23          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 24          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 25          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 26          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 27          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 28          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 29          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 30          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 31          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 32          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 33          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 34          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 35          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 36          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 37          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 38          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 39          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 40          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 41          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 42          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 43          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 44          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 45          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 46          | $A_1$           | $Z$             | $Z_2^* \times Z_2$ | $Z_2 \times Z_2$ | $Z_2 \times Z_2$ |
| 47          | $A_g$           | 0               | 0               | 0               | 0                   |
| 48          | $A_g$           | 0               | 0               | 0               | 0                   |
| 49          | $A_g$           | 0               | 0               | 0               | 0                   |
| 50          | $A_g$           | 0               | 0               | 0               | 0                   |
| 51          | $A_g$           | 0               | 0               | 0               | 0                   |
| 52          | $A_g$           | 0               | 0               | 0               | 0                   |
| 53          | $A_g$           | 0               | 0               | 0               | 0                   |
| 54          | $A_g$           | 0               | 0               | 0               | 0                   |
| 55          | $A_g$           | 0               | 0               | 0               | 0                   |
| 56          | $A_g$           | 0               | 0               | 0               | 0                   |
| 57 | $A_g$ | 0 | $Z_2$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 58 | $A_g$ | 0 | $Z_2$ | 0 | $Z_2$ |
| 59 | $A_g$ | 0 | 0 | $Z^2$ | $Z^2$ |
| 60 | $A_g$ | 0 | $Z_2^2$ | $Z_2 \times Z$ | $Z_4 \times Z$ |
| 61 | $A_g$ | 0 | $Z_2^2$ | $Z_2^2$ | $Z_2^2$ |
| 62 | $A_g$ | 0 | $Z_2$ | $Z$ | $Z$ |
| 63 | $A_g$ | 0 | 0 | $Z$ | $Z$ |
| 64 | $A_g$ | 0 | 0 | $Z_2$ | $Z_2$ |
| 65 | $A_g$ | 0 | 0 | 0 | 0 |
| 66 | $A_g$ | 0 | $Z_2$ | $Z^2$ | $Z^2$ |
| 67 | $A_g$ | 0 | 0 | $Z$ | $Z$ |
| 68 | $A_g$ | 0 | $Z_2$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 69 | $A_g$ | 0 | 0 | 0 | 0 |
| 70 | $A_g$ | 0 | $Z_2^2$ | $Z^3$ | $Z^3$ |
| 71 | $A_g$ | 0 | 0 | 0 | 0 |
| 72 | $A_g$ | 0 | 0 | $Z^2$ | $Z^2$ |
| 73 | $A_g$ | 0 | 0 | $Z_2^2$ | $Z_2^2$ |
| 74 | $A_g$ | 0 | 0 | 0 | 0 |
| 75 | $A$ | $Z$ | $Z_2^2$ | $Z_2^2 \times Z^4$ | $??$ |
| 76 | $A$ | $Z$ | $Z_2^2$ | $Z_2^2 \times Z^4$ | $??$ |
| 77 | $A$ | $Z$ | $Z_2^2$ | $Z_2^2 \times Z^4$ | $??$ |
| 78 | $A$ | $Z$ | $Z_2^2$ | $Z_2^2 \times Z^4$ | $??$ |
| 79 | $A$ | $Z$ | $Z_2^2$ | $Z_2 \times Z$ | $??$ |
| 80 | $A$ | $Z$ | $Z_2^2$ | $Z_2 \times Z$ | $??$ |
| 81 | $A$ | 0 | $Z_2^2$ | $Z_2^2 \times Z$ | $??$ |
| 82 | $A$ | 0 | $Z_2^2$ | $Z_2$ | $??$ |
| 83 | $A_g$ | 0 | 0 | 0 | 0 |
| 84 | $A_g$ | 0 | $Z_2$ | 0 | $Z_2$ |
| 85 | $A_g$ | 0 | $Z_2$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 86 | $A_g$ | 0 | $Z_2$ | $Z_2 \times Z$ | $Z_2^2 \times Z$ |
| 87 | $A_g$ | 0 | 0 | 0 | 0 |
| 88 | $A_g$ | 0 | $Z_2$ | 0 | $Z_2$ |
| 89 | $A_1$ | $Z$ | $Z_2^2$ | $Z_2^2 \times Z^{11}$ | $??$ |
| 90 | $A_1$ | $Z$ | $Z_2^2$ | $Z_2 \times Z^3$ | $??$ |
| 91 | $A_1$ | $Z$ | $Z_2^2$ | $Z_2 \times Z^3$ | $??$ |
| 92 | $A_1$ | $Z$ | $Z_2^2$ | $Z_2 \times Z$ | $??$ |
| 93 | $A_1$ | $Z$ | $Z_2^2$ | $Z^9$ | $??$ |
| 94 | $A_1$ | $Z$ | $Z_2^2$ | $Z_2 \times Z^4$ | $??$ |
| 95 | $A_1$ | $Z$ | $Z_2^2$ | $Z_2 \times Z^3$ | $??$ |
| 96 | $A_1$ | $Z$ | $Z_2^2$ | $Z_2 \times Z$ | $??$ |
| 97 | $A_1$ | $Z$ | $Z_2^2$ | $Z^7$ | $??$ |
| 98 | $A_1$ | $Z$ | $Z_2^2$ | $Z_2 \times Z^4$ | $??$ |
| 99 | $A_1$ | 0 | $Z_2$ | $Z^3$ | $Z^3$ |
| 100 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 101 | $A_1$ | 0 | $Z_2$ | $Z_2 \times Z$ | $Z_2 \times Z$ |
| 102 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z^2$ | $Z_2^2 \times Z^2$ |
| 103 | $A_1$ | 0 | $Z_2$ | $Z^2$ | $Z^2$ |
| 104 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z^2$ | $Z_2^2 \times Z^2$ |
| 105 | $A_1$ | 0 | $Z_2$ | $Z^2$ | $Z^2$ |
| 106 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z$ | $Z_2^2 \times Z$ |
| 107 | $A_1$ | 0 | $Z_2$ | $Z^2$ | $Z^2$ |
| 108 | $A_1$ | 0 | $Z_2$ | $Z_2 \times Z$ | $Z_2 \times Z$ |
| 109 | $A_1$ | 0 | $Z_2$ | $Z$ | $Z_2 \times Z$ |
| 110 | $A_1$ | 0 | $Z_2^2$ | $Z_2$ | $Z_2^2$ |
| 111 | $A_1$ | 0 | $Z_2^2$ | $Z^6$ | $Z^6$ |
| 112 | $A_1$ | 0 | $Z_2^2$ | $Z^5$ | $Z_2 \times Z^5$ |
| 113 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z$ | $Z_2^2 \times Z$ |
| 114 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z$ | $Z_2^2 \times Z$ |
| 115 | $A_1$ | 0 | $Z_2^2$ | $Z^4$ | $Z^4$ |
| 116 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z^2$ | $Z_2^2 \times Z^2$ |
| 117 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z^3$ | $Z_2^2 \times Z^3$ |
| 118 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z^3$ | $Z_2^2 \times Z^3$ |
|   | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
|---|---|---|---|---|---|
| 119 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 120 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 121 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 122 | $A_1$ | 0 | $Z_2^2$ | $Z_2 \times Z$ | $Z_2 \times Z$ |
| 123 | $A_{19}$ | 0 | 0 | 0 | 0 |
| 124 | $A_{19}$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 125 | $A_{19}$ | 0 | $Z_2^4$ | $Z_2^4$ | $Z_2^4$ |
| 126 | $A_{19}$ | 0 | $Z_2^5$ | $Z_2^5$ | $Z_2^5$ |
| 127 | $A_{19}$ | 0 | 0 | 0 | 0 |
| 128 | $A_{19}$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 129 | $A_{19}$ | 0 | 0 | 0 | 0 |
| 130 | $A_{19}$ | 0 | $Z_2$ | $Z_2 \times Z$ | $Z_2 \times Z$ |
| 131 | $A_{19}$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 132 | $A_{19}$ | 0 | $Z_2^2$ | $Z_2^2$ | $Z_2^2$ |
| 133 | $A_{19}$ | 0 | $Z_2^4$ | $Z_2^4$ | $Z_2^4$ |
| 134 | $A_{19}$ | 0 | $Z_2^3$ | $Z_2^3$ | $Z_2^3$ |
| 135 | $A_{19}$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 136 | $A_{19}$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 137 | $A_{19}$ | 0 | $Z_2^2$ | $Z_2^2$ | $Z_2^2$ |
| 138 | $A_{19}$ | 0 | 0 | 0 | 0 |
| 139 | $A_{19}$ | 0 | 0 | 0 | 0 |
| 140 | $A_{19}$ | 0 | 0 | 0 | 0 |
| 141 | $A_{19}$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 142 | $A_{19}$ | 0 | $Z_2$ | $Z_2 \times Z$ | $Z_2 \times Z$ |
| 143 | $A$ | $Z$ | $Z_2$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 144 | $A$ | $Z$ | $Z_2$ | $Z_2$ | $Z_2$ |
| 145 | $A$ | $Z$ | $Z_2$ | $Z_2$ | $Z_2$ |
| 146 | $A$ | $Z$ | $Z_2$ | $Z_2 \times Z$ | $Z_2 \times Z$ |
| 147 | $A_9$ | 0 | 0 | $Z$ | $Z$ |
| 148 | $A_9$ | 0 | 0 | 0 | 0 |
| 149 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^5$ | $Z_2 \times Z^5$ |
| 150 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^4$ | $Z_2 \times Z^4$ |
| 151 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 152 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 153 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 154 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 155 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 156 | $A_1$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 157 | $A_1$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 158 | $A_1$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 159 | $A_1$ | 0 | $Z_2$ | $Z_2 \times Z$ | $Z_2 \times Z$ |
| 160 | $A_1$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 161 | $A_1$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 162 | $A_{19}$ | 0 | 0 | $Z$ | $Z$ |
| 163 | $A_{19}$ | 0 | $Z_2$ | $Z_2$ | $Z_2$ |
| 164 | $A_{19}$ | 0 | 0 | 0 | 0 |
| 165 | $A_{19}$ | 0 | $Z_2$ | $Z$ | $Z$ |
| 166 | $A_{19}$ | 0 | 0 | 0 | 0 |
| 167 | $A_{19}$ | 0 | $Z_2$ | $Z$ | $Z$ |
| 168 | $A$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^5$ | $Z_2 \times Z^5$ |
| 169 | $A$ | $Z$ | $Z_2^3$ | $Z_2$ | $Z_2$ |
| 170 | $A$ | $Z$ | $Z_2^3$ | $Z_2$ | $Z_2$ |
| 171 | $A$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 172 | $A$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^2$ | $Z_2 \times Z^2$ |
| 173 | $A$ | $Z$ | $Z_2$ | $Z_2$ | $Z_2$ |
| 174 | $A'$ | 0 | 0 | $Z_2$ | $Z_2$ |
| 175 | $A_9$ | 0 | 0 | 0 | 0 |
| 176 | $A_9$ | 0 | 0 | 0 | 0 |
| 177 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^9$ | $Z_2 \times Z^9$ |
| 178 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^9$ | $Z_2 \times Z^9$ |
| 179 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2 \times Z^9$ | $Z_2 \times Z^9$ |
| 180 | $A_1$ | $Z$ | $Z_2^3$ | $Z_2^3$ | $Z_2^3$ |
|   |   |   |   |   |
|---|---|---|---|---|
| 181 | $A_1$ | $Z$ | $Z^2$ | $Z^6$ |
| 182 | $A_1$ | $Z$ | $Z^2$ | $Z_2 \times Z^4$ |
| 183 | $A_1$ | $Z$ | $Z^2$ | $Z^2$ |
| 184 | $A_1$ | $Z$ | $Z_2$ | $Z_2$ |
| 185 | $A_1$ | $Z$ | $Z_2 \times Z$ | $Z_2 \times Z$ |
| 186 | $A_1$ | $Z$ | $Z$ | $Z$ |
| 187 | $A_1'$ | $Z$ | $Z$ | $Z$ |
| 188 | $A_1'$ | $Z_2 \times Z$ | $Z_2 \times Z$ |
| 189 | $A_1'$ | $Z$ | $Z$ | $Z$ |
| 190 | $A_1''$ | $Z_2 \times Z$ | $Z_2 \times Z$ |
| 191 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 192 | $A_1''$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 193 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 194 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 195 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 196 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 197 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 198 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 199 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 200 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 201 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 202 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 203 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 204 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 205 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 206 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 207 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 208 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 209 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 210 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 211 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 212 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 213 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 214 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 215 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 216 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 217 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 218 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 219 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 220 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 221 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 222 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 223 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 224 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 225 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 226 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 227 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 228 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 229 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
| 230 | $A_1''$ | $Z$ | $Z_2 \times Z^3$ | $Z_2 \times Z^3$ |
TABLE XIX: Classification table of topological phases in layer groups.

| Layer group | Corresponding space group | pairing symmetry | $E_{2}^{-\infty} \times Z_{2}$ | $E_{1}^{-\infty} \times Z_{2}$ | $\phi(G)_{z,c}$ |
|-------------|---------------------------|-----------------|-------------------------------|-------------------------------|-----------------|
| 1           | A                         | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 2           | A                         | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 3           | A                         | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 4           | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 5           | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 6           | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 7           | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 8           | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 9           | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 10          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 11          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 12          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 13          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 14          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 15          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 16          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 17          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 18          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 19          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 20          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 21          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 22          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 23          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 24          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 25          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 26          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 27          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 28          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 29          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 30          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 31          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 32          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 33          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 34          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 35          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 36          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 37          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 38          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 39          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 40          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 41          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 42          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 43          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 44          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 45          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 46          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 47          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 48          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 49          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 50          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 51          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 52          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 53          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 54          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 55          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 56          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
| 57          | $Z_{2}$                   | $Z_{2}$         | $Z_{2}$                       | $Z_{2}$                       |                 |
Appendix G: Classification tables for rod groups with trivial pairing symmetries

TABLE XX: Classification table of topological phases in rod groups.

| Rod group | Corresponding space group | Pairing symmetry $\delta K^{(s,c)\sim n}(T^1)$ |
|-----------|---------------------------|------------------------------------------|
| 58        | $A_1$                     | $Z_2$                                    |
| 59        | $A_1$                     | $Z_2 \times Z$                           |
| 60        | $A_1$                     | $Z_2$                                    |
| 61        | $A_{1g}$                  | 0                                        |
| 62        | $A_{1g}$                  | 0                                        |
| 63        | $A_{1g}$                  | 0                                        |
| 64        | $A_{1g}$                  | 0                                        |
| 65        | $A$                       | $Z_2$                                    |
| 66        | $A_g$                     | 0                                        |
| 67        | $A_1$                     | $Z_2$                                    |
| 68        | $A_1$                     | $Z_2$                                    |
| 69        | $A_1$                     | $Z_2$                                    |
| 70        | $A_1$                     | $Z_2$                                    |
| 71        | $A_{1g}$                  | 0                                        |
| 72        | $A_{1g}$                  | 0                                        |
| 73        | $A$                       | $Z_2$                                    |
| 74        | $A'$                      | 0                                        |
| 75        | $A_g$                     | 0                                        |
| 76        | $A_1$                     | $Z_2$                                    |
| 77        | $A_1$                     | $Z_2$                                    |
| 78        | $A_1$                     | $Z_2$                                    |
| 79        | $A_1$                     | $Z_2$                                    |
| 80        | $A_{1g}$                  | 0                                        |

*Table continues for all rod groups.*
| 34 | 99 | $A_1$ | 0 |
| 35 | 101 | $A_1$ | 0 |
| 36 | 103 | $A_1$ | 0 |
| 37 | 111 | $A_1$ | 0 |
| 38 | 112 | $A_1$ | 0 |
| 39 | 123 | $A_{1g}$ | 0 |
| 40 | 124 | $A_{1g}$ | 0 |
| 41 | 131 | $A_{1g}$ | 0 |
| 42 | 143 | $A$ | $Z_2 \times Z$ |
| 43 | 144 | $A$ | $Z_2$ |
| 44 | 145 | $A$ | $Z_2$ |
| 45 | 147 | $A_{g}$ | 0 |
| 46 | 149 | $A_{1}$ | $Z_2 \times Z$ |
| 47 | 151 | $A_{1}$ | $Z_2$ |
| 48 | 153 | $A_{1}$ | $Z_2$ |
| 49 | 156 | $A_{1}$ | $Z$ |
| 50 | 158 | $A_{1}$ | $Z_2$ |
| 51 | 162 | $A_{1g}$ | 0 |
| 52 | 163 | $A_{1g}$ | 0 |
| 53 | 168 | $A$ | $Z^3$ |
| 54 | 169 | $A$ | $Z_2$ |
| 55 | 171 | $A$ | $Z$ |
| 56 | 173 | $A$ | $Z_2 \times Z$ |
| 57 | 172 | $A$ | $Z$ |
| 58 | 170 | $A$ | $Z_2$ |
| 59 | 174 | $A'$ | $Z_2$ |
| 60 | 175 | $A_{g}$ | 0 |
| 61 | 176 | $A_{g}$ | 0 |
| 62 | 177 | $A_{1}$ | $Z^3$ |
| 63 | 178 | $A_{1}$ | $Z_2$ |
| 64 | 180 | $A_{1}$ | $Z$ |
| 65 | 182 | $A_{1}$ | $Z_2 \times Z$ |
| 66 | 181 | $A_{1}$ | $Z$ |
| 67 | 179 | $A_{1}$ | $Z_2$ |
| 68 | 183 | $A_{1}$ | 0 |
| 69 | 184 | $A_{1}$ | 0 |
| 70 | 186 | $A_{1}$ | 0 |
| 71 | 187 | $A'_{1}$ | $Z$ |
| 72 | 188 | $A'_{1}$ | $Z_2$ |
| 73 | 191 | $A_{1g}$ | 0 |
| 74 | 192 | $A_{1g}$ | 0 |
| 75 | 194 | $A_{1g}$ | 0 |