EXISTENCE AND UNIQUENESS OF QUASI-STATIONARY AND QUASI-ERGODIC MEASURES FOR ABSORBING MARKOV CHAINS:
A BANACH LATTICE APPROACH

MATHEUS M. CASTRO¹, JEROEN S.W. LAMB¹,²,³, GUILLERMO OLICÓN-MENDEZ⁴,
AND MARTIN RASMUSSEN¹

ABSTRACT. We establish the existence and uniqueness of quasi-stationary and quasi-ergodic measures for almost surely absorbed discrete-time Markov chains under weak conditions. We obtain our results by exploiting Banach lattice properties of transition functions under natural regularity assumptions.

1. INTRODUCTION AND MOTIVATION

The existence and uniqueness of quasi-stationary and quasi-ergodic measures is a central question in the theory of absorbing Markov processes, but sufficient conditions have been tailored to specific contexts such as stochastic differential equations [2, 7, 8, 9, 35, 46]. In this paper, we prove the existence and uniqueness of quasi-stationary and quasi-ergodic measures for absorbing Markov chains under weak continuity and irreducibility assumptions. Our results substantially extend the settings in which quasi-stationary and quasi-ergodic measures are known to exist, including, in particular, random systems with bounded noise.

We use Banach lattices [12, 18, 32] to address the problem of the existence and uniqueness of quasi-stationary and quasi-ergodic measures from a functional-analytic point of view by considering transition probabilities as a bounded linear operator. Banach lattices allow us to study its spectrum and subsequently construct the desired measures. Previously, Banach lattice theory has been employed to construct stationary measures and obtain statistical results for conservative Markov processes without absorption (see [14, 15, 17, 23]). In this paper, we extend the use of this theory to absorbing Markov chains.

We consider a Markov chain \((X_n)_{n \in \mathbb{N}}\) on a metric space \(E\), and study the behaviour of this chain conditioned on survival in some compact set \(M \subset E\). Recall that a Borel measure \(\mu\) on \(M\) is called \textit{quasi-stationary measure} for \(X_n\) if for every \(n \in \mathbb{N}\) and measurable set \(A \subset M\), we have

\[ P_\mu[X_n \in A \mid \tau > n] := \frac{\int_M P_x[X_n \in A]\mu(dx)}{\int_M P_x[X_n \in M]\mu(dx)} = \mu(A), \]
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where $\tau$ is the stopping time for $X_n$ conditioned upon survival in $M$.

Quasi-stationary measures generalise stationary measures [46, Section 5] in the sense that they allow for escape from the state space. They have received increased attention in recent years [7, 8, 9]. We refer to [38] for a bibliography on the topic. Quasi-stationary measures may be used for a variety of purposes, including determining average escape times (see [46, Lemma 5.6]). In addition, in several contexts, it can be shown that the so-called Yaglom limit,

$$\lim_{n \to \infty} P_x[X_n \in A | \tau > n] := \lim_{n \to \infty} \frac{P_x[X_n \in A]}{P_x[X_n \in M]},$$

converges to the unique quasi-stationary measure [20, 25, 36]. A commonly employed technique for establishing the existence and uniqueness of quasi-stationary measures for $X_n$, as well as the existence of the Yaglom limit, relies on showing that the transition kernel of the process can be interpreted as a compact operator on a suitable space, together with the presence of a spectral gap (see [2, 6, 30, 45]). In this paper, we provide easy-to-check sufficient conditions that guarantee these properties.

In contrast to the ergodic stationary case, the quasi-stationary measure is not the correct object to employ when studying Birkhoff averages for absorbed processes. Although quasi-stationary measures are relevant for statistics in terms of the limit (1), one needs to introduce the notion of quasi-ergodic measures in order to compute conditioned Birkhoff averages. Quasi-ergodic measures are probability measures $\eta$ on $M$ that satisfy

$$\lim_{n \to \infty} E_x \left[ \frac{1}{n} \sum_{i=0}^{n-1} g \circ X_i \bigg| \tau > n \right] = \int_M g(y) \eta(dy) \text{ for } \eta\text{-a.e. } x \in M$$

for every bounded measurable function $g : M \to \mathbb{R}$.

While quasi-stationary measures have been well-studied, less is known about quasi-ergodic measures. Quasi-ergodic limits of the form (2) were first considered by Darroch and Seneta [11], who established their existence for finite irreducible Markov chains. Their study was followed by Breyer and Roberts [3] and later by Champagnat and Villemonais [7, 8] to obtain conditions that guarantee the existence of a quasi-ergodic measure for Markov processes defined in a general state space, also providing a description of the quasi-ergodic measure in relation to the quasi-stationary measure. Explicit formulas for quasi-ergodic measures for reducible finite absorbing Markov chains have been obtained in [10]. Quasi-ergodic measures are promising tools for analysing random dynamical systems; for instance, they are crucial for the existence of so-called conditioned Lyapunov exponents [16].

Recently, numerous contributions have been made to understand the Yaglom limit [26, 31, 37, 41, 42]. In particular, in [7], necessary and sufficient conditions for quasi-stationary measures have been established, addressing the issue of uniform exponential convergence. Although these conditions are sharp in the context of uniform exponential convergence, verifying them in applications outside the stochastic differential equations framework is complicated due to their abstract formulation. Moreover, they rely on the standing assumption that the probability of remaining in the allowed state space $M$ is positive for all positive times and all initial conditions $x \in M$. Notice that typically, this assumption is not fulfilled on repelling sets of random maps with bounded noise (see Example 2.6).

Additionally to the uniform convergence scenario, [8, 21, 43, 22], have provided valuable insights. These studies have examined cases where the (1) converges to a unique quasi-stationary measure in the total variation norm, although this convergence is not uniform in $x$. This is relevant since uniform convergence of (1) in the total variation norm is often absent in random dynamical systems with bounded noise; see Subsection 2.1 below. The existence of quasi-stationary and quasi-ergodic measures in such settings is established in this paper.
As in [7, 8], alternative conditions for the existence of quasi-stationary measures found in the literature are also aimed at such stochastic differential equations [13, 19, 28, 44]. These conditions are based either on lower-bound estimations of \( \mathbb{P}_x[X_n \in \cdot | \tau > n] \) (such as the Doeblin condition) or on the existence of a Lyapunov function for the transition kernel. Even in elementary examples, these conditions are usually difficult to verify, and their dynamical interpretation is often unclear. In light of this, we establish the existence of both quasi-stationary and quasi-ergodic measures under natural, weak and easily verifiable dynamical conditions.

This paper is divided into six sections and one appendix. In Section 2, we briefly recall the basic concepts of the theory of absorbing Markov chains. We introduce the main underlying hypothesis of this paper (Hypothesis (H)), we state the main results of this paper (Theorems A, B and C), and apply them to some fundamental examples. In Section 3, we derive some direct consequences of Hypothesis (H). Section 4 is dedicated to a brief presentation of Banach lattice theory, and the proof of Theorem 4.4. This is central to the proof of our main results. In Section 5, we show the existence and uniqueness of quasi-stationary measures for Markov chains that fulfill Hypothesis (H), and we also prove Theorems B and C. A contains the proof of Lemma 6.4, a technical yet essential result for the existence and uniqueness of quasi-ergodic measures.

2. Main results

Let \((E, d)\) be a metric space and consider a compact subset \(M \subset E\) endowed with the induced topology. We assume that \((M, \mathcal{B}(M), \rho)\) is a Borel finite measure space, where \(\mathcal{B}(M)\) denotes the Borel \(\sigma\)-algebra of \(M\). Throughout this paper, we aim to study Markov chains that are killed when the process escapes the region \(M\). Since the behaviour of \(X_n\) in the set \(E \setminus M\) is not relevant for the desired analysis, we identify \(E \setminus M\) as a single point \(\partial\) and consider \(E_M = M \cup \{\partial\}\) as the topological space generated by the topological basis

\[
\beta = \{B_r(x); x \in M\ \text{and} \ r \in \mathbb{R}\} \cup \{\partial\},
\]

where \(B_r(x) := \{y \in M; d(x, y) < r\}\), and \(\cup\) denotes disjoint union.

In this paper, we assume that

\[
X := (\Omega, \{\mathcal{F}_n\}_{n \in \mathbb{N}_0}, \{X_n\}_{n \in \mathbb{N}_0}, \{\mathcal{P}^n\}_{n \in \mathbb{N}_0}, \{\mathbb{P}_x\}_{x \in E_M})
\]

is a Markov chain with state space \(E_M\), in the sense of [39, Definition III.1.1]. This means that the pair \((\Omega, \{\mathcal{F}_n\}_{n \in \mathbb{N}})\) is a filtered space; \(X_n\) is an \(\mathcal{F}_n\)-adapted process with state space \(E_M\); \(\mathcal{P}^n\) a time-homegeneous transition probability function of the process \(X_n\) satisfying the usual measurability assumptions and Chapman-Kolmogorov equation; \(\mathbb{P}_x\) is a family of probability function satisfying \(\mathbb{P}_x[X_0 = x] = 1\) for every \(x \in E_M\); and for all \(m, n \in \mathbb{N}_0\), \(x \in E_M\), and every bounded measurable function \(f\) on \(E_M\),

\[
\mathbb{E}_x [f \circ X_{m+n} | \mathcal{F}_n] = (\mathcal{P}^m f)(X_n) \ \mathbb{P}_x\text{-almost surely}.
\]

As mentioned before, we assume that \(X_n\) is a Markov chain that is absorbed at \(\partial\), i.e. \(\mathcal{P}(\partial, \{\partial\}) = 1\). Given the nature of the process \(X_n\) it is natural to define the stopping time \(\tau(\omega) := \inf\{n \in \mathbb{N}; X_n(\omega) \notin M\}\).

We introduce some notation that is used throughout the paper.

**Notation 2.1.** Given a measure \(\mu\) on \(M\), we set \(\mathbb{P}_\mu(x) := \int_M \mathbb{P}_x(\cdot)d\mu(dx)\).

We consider the set \(\mathcal{F}_b(M)\) as the set of bounded Borel measurable functions on \(M\). Given \(f \in \mathcal{F}_b(M)\) write

\[
\mathcal{P}^n(f)(x) := \mathcal{P}^n(1_M f)(x) = \int_M f(y)\mathcal{P}^n(x, dy),
\]

As in [7, 8], alternative conditions for the existence of quasi-stationary measures found in the literature are also aimed at such stochastic differential equations [13, 19, 28, 44]. These conditions are based either on lower-bound estimations of \(\mathbb{P}_x[X_n \in \cdot | \tau > n]\) (such as the Doeblin condition) or on the existence of a Lyapunov function for the transition kernel. Even in elementary examples, these conditions are usually difficult to verify, and their dynamical interpretation is often unclear. In light of this, we establish the existence of both quasi-stationary and quasi-ergodic measures under natural, weak and easily verifiable dynamical conditions.
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Theorem A. Hypothesis (H), then
\( \mu(y) \in X(H). \) Briefly, we say that a Markov chain

Section 2.1).

Remark 2.3. Note that since \( \{0\} \) is absorbing
\[
\mathbb{P}_\mu[X_n \in \cdot | \tau > n] = \frac{\int_M \mathbb{P}^n(x, \cdot) \mu(dx)}{\int_M \mathbb{P}^n(x, M) \mu(dx)},
\]
for every \( \mu \in M^+(M). \)

Our initial goal is to establish the existence of quasi-stationary and quasi-ergodic measures for a Markov chain \( X_n \). We mention that our results also cover the case where \( X_n \) has almost surely escaping points, i.e. points \( x \in M \), such that \( \mathbb{P}^k(x, M) = 0 \) for some \( k \in \mathbb{N} \). This occurs naturally in random iterated functions with bounded noise (see Section 2.1).

The sufficient conditions to reach our results are introduced in the form of Hypothesis (H). Briefly, we say that a Markov chain \( X_n \) satisfies Hypothesis (H) if its transition kernels \( \mathbb{P}(x, dy) \) are well behaved with respect to a fixed Borel measure \( \rho \) on \( M \), and if \( X_n \) eventually reach any open set of \( M \) with positive probability provided \( X_0 = x \) is a non-escaping point.

Hypothesis (H). We say that the Markov chain \( X_n \) on \( E_M \) absorbed at \( \partial \) fulfills Hypothesis (H) if the following two properties hold:

(H1) For all \( x \in M \), \( \mathbb{P}(x, dy) \ll \rho(dy) \); and for every \( \varepsilon > 0 \), there exists \( \delta > 0 \), such that
\[
d(x, z) < \delta \Rightarrow \| g(x, \cdot) - g(z, \cdot) \|_1 := \int_M |g(x, y) - g(z, y)| \rho(dy) < \varepsilon,
\]
where \( g \) is the Radon-Nikodym derivative
\[
g(x, \cdot) := \frac{\mathbb{P}(x, dy)}{\rho(dy)} \in L^1(M, \rho).
\]

(H2) Let \( Z := \{ x \in M; \mathbb{P}^k(x, M) = 0 \text{ for some } k \in \mathbb{N} \} \). Then \( 0 < \rho(M \setminus Z) \) and for any \( x \in M \setminus Z \) and open set \( A \subset M \setminus Z \) in the induced topology of \( M \setminus Z \), there exists a natural number \( n = n(x, A) \) such that
\[
\mathbb{P}_x[X_n \in A] = \mathbb{P}^n(x, A) > 0.
\]

We now state the first main result of this paper, asserting that Hypothesis (H) implies the existence and uniqueness of a quasi-stationary measure for \( X_n \) on \( M \).

Theorem A. Let \( X_n \) be a Markov chain on \( E_M = M \cup \{\partial\} \) absorbed at \( \partial \) satisfying Hypothesis (H), then

(a) if \( \mathbb{P}(x, M) = 1 \) for every \( x \in M \), then \( X_n \) admits a unique stationary probability measure \( \mu \) and \( \text{supp}(\mu) = M \);

(b) if there exists \( x \in M \setminus Z \), such that \( \mathbb{P}(x, M) < 1 \), then \( \lim_{n \to \infty} \mathbb{P}^n(y, M) = 0 \), for all \( y \in M \), and the process \( X_n \) admits a unique quasi-stationary measure \( \mu \) with
\[
\text{supp}(\mu) \supset \bigcup_{k \in \mathbb{N}} \bigcup_{x \in M \setminus Z} \text{supp}(\mathbb{P}^k(x, dy)) \supset M \setminus Z
\]
and survival rate $\lambda > 0$.

Theorem A is proved in Section 5.

Results, analogous to Theorem A, were previously obtained for families of diffeomorphisms [1, 5]. Theorem A extend these, as we also cover families of endomorphisms.

The main techniques presented in this paper rely on the analysis of the spectral properties of the transition function $P$, seen as a linear operator (see Section 3). We summarize the main properties of $P$ in Theorem B.

**Theorem B.** Let $X_n$ be a Markov chain on $E_M$ absorbed at $\partial$ satisfying Hypothesis (H) and $\lambda$ be the survival rate given by Theorem A. Then,

a) the stochastic Koopman operator

$$P : (C^0(M), \|\cdot\|_\infty) \to (C^0(M), \|\cdot\|_\infty)$$

$$f \mapsto \int_M f(y)P(x, dy)$$

is a compact linear operator with spectral radius $r(P) = \lambda$;

b) the set of eigenvalues of $P$ with modulus $\lambda$ is given by $\{\lambda e^{2\pi i j}; j = \{0, \ldots, m-1\}\}$ for some $m \leq \#\{\text{connected components of } M \setminus Z\}$;

c) for every $j \in \{0, \ldots, m - 1\}$, $\dim(\ker(P - \lambda e^{2\pi i j})) = 1$; and

d) there exists a non-negative continuous function $f$ such that $Pf = \lambda f$ and $\{x \in M; f(x) > 0\} = M \setminus Z$.

Theorem B is proved in Section 6.2.

**Remark 2.4.** The inequality $m \leq \#\{\text{connected components of } M \setminus Z\}$, in the above theorem, shows that the spectrum of $P$ presents topological obstructions. Moreover, it is shown in Example 2.9 that it is possible for $m$ to be strictly smaller than the number of connected components of $M \setminus Z$.

We conclude this section by stating the final main result of this paper, which concerns the existence and characterisation of quasi-ergodic measures for a Markov chain $X_n$ satisfying Hypothesis (H). Recall the formal definition of a quasi-ergodic measure.

**Definition 2.5.** A measure $\eta$ is called a quasi-ergodic measure on $M$ if, for every $h \in F_b(M)$,

$$\lim_{n \to \infty} E_x \left[ \frac{1}{n} \sum_{i=0}^{n-1} h \circ X_i \mid \tau > n \right] = \int_M h(y)\eta(dy)$$

holds for $\eta$-almost every $x \in M$.

**Theorem C.** Let $X_n$ be a Markov chain on $E_M$ absorbed at $\partial$ satisfying Hypothesis (H). Let $\mu$ denote the unique quasi-stationary measure for $X_n$ and $\lambda$ its survival rate, as in Theorem A. Let $f \in C^0_k(M)$ be a non-negative continuous function such that $Pf = \lambda f$ and $m$ be the number of eigenvalues of $P$ in the circle of radius $\lambda$, as defined in Theorem B. Assume additionally that either $m = 1$ or $\rho(Z) = 0$. Then $X_n$ admits a unique quasi-ergodic measure on $M$ given by

$$\eta(dx) = \frac{f(x)\mu(dx)}{\int_M f(y)\mu(dy)}$$

and equation (4) holds for every $x \in M \setminus Z$. Moreover,

M1) if $m = 1$, given for every $\nu \in \mathcal{M}_+(M)$, such that $\int f d\nu > 0$, there exist constants $K(\nu), \alpha > 0$, such that

$$\|P^t \nu \|_{TV} \leq K(\nu)e^{-\alpha n}, \text{ for all } n \in \mathbb{N};$$

(5)
(M2) if \( \rho(Z) = 0 \), there exist open sets (on the induced topology of \( M \)) \( C_0, C_1, \ldots, C_{m-1} \), such that \( M \setminus Z = C_0 \cup C_1 \cup \cdots \cup C_{m-1} \), satisfying \( \{ P(\cdot, C_i) \neq 0 \} = C_{i-1} \), for all \( i \in \{0, 1, \ldots, m-1\} \), with \( C_{-1} = C_{m-1} \).

Theorem C is proved in Section 6.2.

Observe that items (M1) and (M2) of Theorem C provide important information on the expected behaviour of \( X_n \) before being absorbed into \( \partial \).

In particular, if \( m = 1 \), then for an \( x \in M \setminus Z \), we have that

\[
\frac{\mathbb{P}[X_n \in A | X_0 = x]}{\mathbb{P}[X_n \in M | X_0 = x]} = \frac{\mathcal{P}^n(x, A)}{\mathcal{P}^n(x, M)} \to \mu(A),
\]

exponentially fast, as \( n \to \infty \). This limit means that the expected long-time behaviour of the noise realisations that stay in \( M \) is described by the measure \( \mu \). On the other hand, in case (M2), the process \( X_n \) displays a cyclic behaviour.

2.1. Applications. In this subsection, we discuss some concrete applications of Theorems A, B and C. The main purpose of this subsection is to illustrate that the above theorems can be applied to a wide class of Markov chains.

Example 2.6. Consider \( T : \mathbb{R} \to \mathbb{R} \) and \( \varepsilon > 0 \), such that:

- \( T \) is an increasing homeomorphism;
- There exist unique \( x_- \) and \( x_+ \) satisfying \( T(x_-) + \varepsilon = x_- \) and \( T(x_+) - \varepsilon = x_+ \);
- \( T(x) + \varepsilon \leq x \) for every \( x < x_- \) and \( x \leq T(x) - \varepsilon \) for every \( x > x_+ \).

Set \( M = [x_-, x_+] \) and consider the Markov chain \( X_{n+1} = T(X_n) + \omega_n \) where \( \{ \omega_i \}_{i \in \mathbb{N}_0} \) is an i.i.d. sequence of random variable uniformly distributed in \([ -\varepsilon, \varepsilon ]\). From this construction, it follows that \( X_n \) is absorbed at \( \partial = \mathbb{R} \setminus M \).

Given \( A \in \mathcal{B}(M) \),

\[
\mathcal{P}(x, A) = \frac{1}{2\varepsilon} \int_{-\varepsilon}^{\varepsilon} 1_A(T(x) + \omega) d\omega = \frac{1}{2|x_+ - x_-|\varepsilon} \int_A 1_M(y - T(x)) dy.
\]

It is readily verified that \( X_n \) fulfils Hypothesis (H) with \( Z = \{x_-, x_+\} \), the only two points that immediately escape \( M \) almost surely. Since \( M \setminus Z \) is connected, Theorem B guarantees that \( m = 1 \) and Theorems A and C provide the existence of a unique quasi-stationary and quasi-ergodic measure on \( M \). Moreover, Theorem C also asserts that for every Borel measure \( \nu \) on \( M \), such that \( \text{supp}(\nu) \not\subset Z \),

\[
\| \mathbb{P}_\nu[ X_n \in \cdot | \tau > n ] - \mu \|_{TV} \to 0 \text{ when } n \to \infty,
\]

exponentially fast.

Natural choices of \( T \) in the above example are \( T(x) = ax^{2n+1} \) for \( n \in \mathbb{N}_0 \), \( a \in \mathbb{R} \) and \( \varepsilon > 0 \) large enough. We note that in the case that \( |T(x) - x| < 1 \) for every \( x \in M \), the existence of quasi-stationary and quasi-ergodic measures also follow from [8, Proposition 7.4] and [44, Corollary 6.5]. However, our results are applicable to a broader class of functions. In contrast, we would like to point out that the existence of quasi-stationary measures in the case where \( M \) is not compact and \( T(x) = ax \) was already investigated in [22].

In the next two examples, we explore natural extensions of Example 2.6. Unlike the previous scenario, which dealt with Markov chains generated by bounded additive perturbations of homeomorphisms in \( \mathbb{R} \), Example 2.7 focuses on bounded geodesic-induced perturbations of the antipodal map in \( \mathbb{S}^2 \), and Example 2.8 studies absorbing Markov chains generated by perturbations of quadratic polynomials conditioned upon staying in a neighbourhood of its Julia set.
Example 2.7. Let \( E = S^2 \) be the unit sphere in \( \mathbb{R}^3 \) and let \( M = \{(x, y, z) \in S^2; x \geq 0\} \) be a hemisphere of \( E \). Fix \( \varepsilon > 0 \) and consider the Markov chain
\[
X_{n+1} = \begin{cases} 
-Q(\varphi_n, \theta_n)X_n, & \text{if } X_n \in M \\
X_n, & \text{if } X_n \in E \setminus M
\end{cases}
\]
where
\[
Q(\varphi_n, \theta_n) := \begin{bmatrix}
\cos(\varphi_n) & -\sin(\varphi_n) & 0 \\
\sin(\varphi_n) & \cos(\varphi_n) & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos(\theta_n) & -\sin(\theta_n) \\
0 & \sin(\theta_n) & \cos(\theta_n)
\end{bmatrix},
\]
and \( \{(\varphi_n, \theta_n)\}_{i \in \mathbb{N}_0} \) is an i.i.d. sequence of random variable uniformly distributed in \([-\pi/2, \pi/2] \times [-\varepsilon, \varepsilon]\). By construction, this process effectively stops as soon as \( X_n \in \partial = E \setminus M \).

It is clear from the above construction that \( Z = \{(1, 0, 0)\} \). For every \( A \in \mathcal{B}(M) \), we have
\[
\mathcal{P}(x, B) = \frac{1}{2\pi \varepsilon} \int_{-\pi/2}^{\pi/2} \int_{-\varepsilon}^{\varepsilon} \mathbb{1}_A(-Q(\varphi, \theta)x) d\varphi d\theta.
\]

By employing the coordinate transformation \( v = -Q(\varphi, \theta)x \) and making use of the rank theorem [29, Theorem 4.1], it follows that \( X_n \) satisfies Hypothesis (H) when considering \( \rho \) as the volume form in \( S^2 \). Furthermore, from the definition of \( X_n \) and the aforementioned observations, it can be shown that \( X_n \) satisfies Hypothesis (H).

Once again, since \( M \setminus Z \) is connected, Theorem B ensures that \( m = 1 \). Moreover, Theorems A and C imply that on \( M \), \( X_n \) admits a unique quasi-stationary measure which is fully supported, and also a unique quasi-ergodic measure. Furthermore, (5) holds.

Example 2.8. Given \( c \in \mathbb{C} \), define \( p_c : \mathbb{C} \to \mathbb{C} \) as \( p_c(z) = z^2 + c \). Denote by \( K_c := \{z : |f^n(z)| \not\to \infty \text{ as } n \to \infty\} \) and let \( J_c := \partial K_c \) be the so-called Julia set. \( J_c \) is non-empty compact and totally invariant, i.e. \( J_c = p_c(J_c) = p_c^{-1}(J_c) \) ([34, Lemma 3.1.1]).

Let \( c \in \mathbb{C} \) be such that \( J_c \) is connected, i.e. \( c \) lies in the Mandelbrot set. Let \( \delta > 0 \) and define \( J_\delta := \{z \in J_c : \|z - c\| \leq \delta\} \). Given \( \varepsilon > 0 \), define the Markov chain \( X_{n+1} = p_c(X_n) + 1_M(X_n)\omega_n \) on \( E := \mathbb{C} \), where \( \{\omega_i\}_{i \in \mathbb{N}_0} \) is an i.i.d. sequence of random variables uniformly distributed in \( B_{\varepsilon}(0) := \{z \in \mathbb{C} : \|z\| \leq \varepsilon\} \), and \( M \) is the closure of the maximal subset of \( \mathbb{C} \) such that:

- \( J_c \subset M \subset J_\delta \); and
- \( X_n \) is transitive in the interior of \( M \).

Observe that \( M \) is well-defined since \( p_c : J_c \to J_c \) has a dense orbit [34, Corollary 3.11.], moreover \( J_{\delta^1} \subset M \) for \( \delta^1 > 0 \) small enough.

Given \( A \in \mathcal{B}(M) \) we obtain that
\[
\mathcal{P}(x, A) = \frac{1}{\pi \varepsilon^2} \int_{B_{\varepsilon}(0)} 1_A(p_c(x) + \omega) d\omega = \frac{1}{\pi \varepsilon^2} \int_A 1_B_{\varepsilon}(z - p_c(x)) dz.
\]

The above equation and the definition of \( M \) imply that \( X_n \) satisfies (H). Since \( p_c : J_c \to J_c \) is topologically exact [34, Lemma 3.7.], we obtain that \( X_n \) does not display cyclic behaviour in \( M \), so that Theorem C implies \( m = 1 \). Finally, it follows from Theorems A and C that, \( X_n \) admit unique quasi-stationary measure and quasi-ergodic measures on \( M \). As before, (5) holds.

In the last example, we show that the constant \( m \) given by Theorem B can be strictly less than the number of connected components of \( M \setminus Z \).

Example 2.9. Let \( E = \mathbb{R} \) and \( M \) be a compact regular subset of \( E \), i.e. \( M = \overline{\text{Int}(M)} \). Consider \( X_n \) be the Markov chain \( X_{n+1} = X_n + 1_M(X_n)\omega_n \), where \( \{\omega_i\}_{i \in \mathbb{N}_0} \) is an i.i.d. sequence of random variables normally distributed with mean 0 and variance 1. Let \( \mathbb{P} \) denote the standard Gaussian distribution.
Then, for every $A \in \mathcal{B}(M)$,
\[ \mathcal{P}(x, A) = \int_{\mathbb{R}} 1_A(x + \omega) \mathbb{P}(d\omega) = \frac{1}{\sqrt{2\pi}} \int_A e^{-\frac{(y-x)^2}{2}} dy \]
and Hypothesis (H) is fulfilled with $Z = \emptyset$. Since $X_n$ does not display cyclic behaviour in $M$, Theorem C implies that $m = 1$. Therefore, by Theorems A and C we conclude that $X_n$ admits a unique quasi-stationary stationary measure which is fully supported on $M$, and a unique quasi-ergodic measure.

Note that, in this case, $m = 1$ while although $M$ may have an infinite number of connected components.

3. Some direct consequences of Hypothesis (H)

The purpose of this section is to present three fundamental results that are extensively used throughout this paper. The first two are direct consequences of Hypothesis (H), while the third one is functional-analytic.

We begin by stating some properties of the map $\mathcal{P}$, which follow from standard arguments that can be found in the literature [33, 46].

**Proposition 3.1.** If $X_n$ fulfils Hypothesis (H), then the map $\mathcal{P} : L^\infty(M) \to L^\infty(M)$, $\mathcal{P}f = \mathbb{E}_x[f \circ X_1] = \int_M f(y) \mathcal{P}(x, dy)$ has the following properties:

(a) For all $n \in \mathbb{N}$ and $f \in L^\infty(M)$, $(\mathcal{P})^n(f) = \mathbb{E}_x[f \circ X_n]$;
(b) If $f \in L^\infty(M)$, then $\mathcal{P}f \in C^0(M)$;
(c) $\mathcal{P} : C^0(M), \| \cdot \| \to (C^0(M), \| \cdot \|_\infty)$ is a positive compact operator; and
(d) If $z \in Z$ then $\mathcal{P}(z, M \setminus Z) = 0$.

**Proof.** Item (a) follows from the Markov property of the process $X_n$. To prove (b), let $x \in M$ and $\varepsilon > 0$. By Hypothesis (H2) there exists $\delta > 0$ such that $d(x, z) < \delta$ then $\|g(x, \cdot) - g(z, \cdot)\|_1 < \varepsilon$. Therefore, given $z \in M$, such that $d(x, z) < \delta$, we obtain
\[ |\mathcal{P}f(z) - \mathcal{P}f(x)| \leq \|f\|_\infty \|g(x, \cdot) - g(z, \cdot)\|_1 < \varepsilon \|f\|_\infty \]
implies that $\mathcal{P}f \in C^0(M)$.

Item (c) follows from inequality (6) and the Arzelá-Ascoli Theorem [46, Proposition 5.3].

Finally, we prove (d). Suppose by contradiction that there exists $z \in Z$, such that $\mathcal{P}(z, M \setminus Z) > 0$. Therefore, we can find a compact set $K \subset M \setminus Z$, satisfying $\mathcal{P}(z, K) > 0$. In this way, given $k \in \mathbb{N}$, we obtain that
\[ \mathcal{P}^k(z, M) = \int_M \mathcal{P}^{k-1}(x, M) \mathcal{P}(z, dy) \geq \mathcal{P}(z, K) \min_{x \in K} \mathcal{P}^{k-1}(x, M) > 0, \]
since, for every $k \in \mathbb{N}$, $\mathcal{P}^{k-1}(\cdot, M)$ is a continuous function and $\mathcal{P}^k(x, M) > 0$ for every $x \in K \subset M \setminus Z$. This contradicts $z \in Z$. \hfill \Box

**Proposition 3.2.** Let the absorbing Markov chain $X_n$ satisfy Hypothesis (H). Then the following assertions hold:

(a) If there exists $x_0 \in M \setminus Z$, such that $\mathcal{P}(x_0, M) < 1$, then there exist $n_0 \in \mathbb{N}$ and $\alpha \in (0, 1)$ such that
\[ \mathcal{P}^n(x, M) < \alpha^{\left\lfloor \frac{n}{n_0} \right\rfloor}, \text{ for all } x \in M. \]
In particular, $\lim_{n \to \infty} \mathbb{P}_x[\tau > n] = \lim_{n \to \infty} \mathcal{P}^n(x, M) = 0$, for all $x \in M$, and $r(\mathcal{P}) < 1$.

(b) Let $\{A_t\}_{t \in \mathbb{N}} \subset \mathcal{B}(M)$ such that $\lim_{n \to \infty} \mathbb{P}(x, A_n) = 0$, $\rho$-almost surely. Then, $\lim_{t \to \infty} \|P(x, A_t)\| = 0$. 
Proof. Since $\mathcal{P}(\cdot, M)$ is continuous, there exists an open neighbourhood $B$ of $x_0$, such that $\sup_{y \in B} \mathcal{P}(y, M) < 1$.

To prove (a), note that given $x \in M \setminus Z$, by Hypothesis (H2), there exists $n_x = n(x, B)$, such that $\mathcal{P}^{n_x}(x, B) > 0$. Therefore

$$
\mathcal{P}^{n_x+1}(x, M) = \int_B \mathcal{P}(y, M)\mathcal{P}^{n_x}(x, dy) + \int_{M \setminus B} \mathcal{P}(y, M)\mathcal{P}^{n_x}(x, dy)
\leq \mathcal{P}^{n_x}(x, B)\sup_{y \in B} \mathcal{P}(y, M) + \mathcal{P}^{n_x}(x, M \setminus B) < 1,
$$

which implies that $\mathcal{P}^{n_x+1}(x, M) < 1$. Hence, given any $x \in M$, there exists $m_x = n_x + 1$, such that $\mathcal{P}^{m_x}(x, M) < 1$. Since $\mathcal{P}^{m_x}(\cdot, M)$ is continuous, there exists an open neighborhood $U_x$ of $x$ such that $\mathcal{P}^{m_x}(y, M) < 1$, for all $y \in U_x$.

Thus $M = \bigcup_{x \in M} U_x$, and since $M$ is compact, there exist $x_1, x_2, \ldots, x_n \in M$ such that $M = U_{x_1} \cup U_{x_2} \cup \cdots \cup U_{x_n}$. It is readily verified that taking $n_0 = m_{x_1} \cdot m_{x_2} \cdot \cdots \cdot m_{x_n}$ we have that $\mathcal{P}^{n_0}(y, M) < 1$. Hence, defining $\alpha = \sup_{x \in M} \mathcal{P}^{n_0}(x, M) < 1$, it follows that

$$
\mathcal{P}^{n_0}(x, M) = \int_M \mathcal{P}^{n_0}(y, M)\mathcal{P}^{n_0(1)}(x, dy) \leq \alpha\mathcal{P}^{n_0(n)}(x, M) \leq \cdots \leq \alpha^n.
$$

It remains to prove (b). From the Arzelà-Ascoli, $\{\mathcal{P}(\cdot, A_i)\}_{i \in \mathbb{N}}$ is pre-compact in $(C^0(M), \| \cdot \|_{\infty})$. (H1) implies that for a fixed $x \in M$, $\lim_{n \to \infty} \mathcal{P}(x, A_i) = 0$. Therefore, if $f$ is an accumulation point of $\{\mathcal{P}(\cdot, A_i)\}_{i \in \mathbb{N}}$ in $(C^0(M), \| \cdot \|_{\infty})$, $f(x) = 0$ for every $x \in M$. We can therefore conclude that $\mathcal{P}(\cdot, A_i)$ converges to 0 in $C^0(M)$. \hfill \Box

The following proposition states a functional-analytic result that is extensively used throughout this paper.

**Proposition 3.3.** Let $E$ be a Banach space, $\lambda$ a positive real number, and $T : E \to E$ a bounded linear operator such that $r(T) < \lambda$. Then there exist constants $K > 0$ and $\delta \in (0, \lambda)$ such that $\|T^n\| \leq K(\lambda - \delta)^n$, for all $n \in \mathbb{N}$.

We do not include a proof of this result as it follows from standard arguments in the literature and the formula of the spectral radius $r(T) = \lim_{n \to \infty} \|T^n\|^{\frac{1}{n}}$ for bounded linear operators $T : E \to E$.

4. **Banach Lattices**

In this section, we introduce Banach lattices, which are essential for the proof of the main theorems of this paper. We show that the operator $\mathcal{P}$ is well-behaved from a Banach lattice point of view, allowing us to deduce important properties of the spectrum of the operator $\mathcal{P}$. We start this section with some basic definitions from Banach lattice theory and state some key results from this field, which we then apply to the operator $\mathcal{P}$.

Given $(L, \leq)$ a partial ordered set and a set $B \subset L$, we define, if they exist

$$
\sup B = \min\{\ell \in L; b \leq \ell, \text{ for all } b \in B\} \quad \text{and} \quad \inf B = \max\{\ell \in L; \ell \leq b, \text{ for all } b \in B\}.
$$

We say that $L$ is a *lattice*, if for every $f_1, f_2 \in L$,

$$
f_1 \vee f_2 := \sup\{f_1, f_2\}, \quad f_1 \wedge f_2 := \inf\{f_1, f_2\}
$$

exist. Additionally, in the case that $L$ is a vector space and the lattice $(L, \leq)$ satisfies

$$
f_1 \leq f_2 \Rightarrow f_1 + f_3 \leq f_2 + f_3, \quad \text{for all } f_3 \in L, \quad \text{and}
$$

$$
f_1 \leq f_2 \Rightarrow \alpha f_1 \leq \alpha f_2, \quad \text{for all } \alpha > 0,
$$

then $(L, \leq)$ is called *vector lattice*. Finally, if $(L, \| \cdot \|)$ is a Banach space and the vector lattice $(L, \leq)$ satisfies

$$
|f_1| \leq |f_2| \Rightarrow \|f_1\| \leq \|f_2\|,
$$

then $(L, \leq)$ is called a *Banach lattice*. The *spectral radius* of $T : E \to E$ is $r(T)$, defined as

$$
r(T) = \lim_{n \to \infty} \|T^n\|^{\frac{1}{n}}.
$$

**Theorem 3.4.** Let $L$ be a Banach lattice and $T : L \to L$ a bounded linear operator. Then $r(T)$ is the spectral radius of $T$.
A positive linear operator $T$ is called an ideal of a Banach lattice, and an irreducible operator acting on a Banach lattice. A vector subspace $I \subset L$, is called an ideal if, for every $f_1, f_2 \in L$ such that $f_2 \in I$ and $|f_1| \leq |f_2|$, we have $f_1 \in I$. A positive linear operator $T : L \to L$ is called irreducible if, $\{0\}$ and $L$ are the only $T$-invariant closed ideals of $T$.

The following two results give us tools to analyse the spectrum of a compact positive irreducible operator. In section 4.1, we show that these results apply to the operator $\mathcal{P}$ when restricted to a specific subspace of $C^0(M)$. This procedure allows us to analyse the spectrum of the operator $\mathcal{P}$.

**Proposition 4.1** ([32, Proposition 2.1.9 (iii)]). Let $M$ be a compact Hausdorff space. Consider the Banach lattice $C^0(M)$. Then, $I$ is an ideal of $C^0(M)$, if and only if $I = \{f \in C^0(M); f|_A = 0\}$, for some closed set $A$.

**Definition 4.2.** Let $L$ be a Banach lattice. We denote by $L_+ := \{f \in L; 0 \leq f\}$, and write

$$L^*_+ := \{\varphi \in L^*; \varphi \text{ is a continuous positive linear operator}\},$$

where $L^*$ is the topological dual space of $L$.

A point $f \in L$ is called quasi-interior if $f \in L_+$ and, for every $\varphi \in L^*_+ \setminus \{0\}$ we have $\varphi(f) > 0$.

The main results from the theory of Banach lattices used in the upcoming sections are summarised in the following theorem.

**Theorem 4.3** ([18, Proposition 5.2 and Theorem 5.3]). Let $L$ be a Banach lattice and let $T$ be an irreducible operator. If $T^k$ is compact for some $k \in \mathbb{N}$, then $r(T) > 0$, and if $\lambda_1, \lambda_2, \ldots, \lambda_m$ are the different eigenvalues of $T$ satisfying $|\lambda_j| = r = r(T)$, for $j = 1, \ldots, m$, every $\lambda_j$ is a root of the equation $\lambda^m - r^m = 0$. All these eigenvalues have algebraic multiplicity one and the spectrum of $T$ is invariant under a rotation of the complex plane under the angle $2\pi/m$, multiplicities included. Moreover, the eigenspace $\ker(T - r(T))$ is spanned by a quasi-interior point $u \in L_+$.

### 4.1. Banach lattice properties of $\mathcal{P}$

In this section we exploit the Banach lattice of $(C^0(M), \leq, \|\cdot\|, \|\cdot\|_\infty)$ as the stochastic Koopman operator $\mathcal{P}$ acts from $C^0(M)$ to itself, i.e. $\mathcal{P} : C^0(M) \to C^0(M)$. It is shown in Sections 5 and 6 that the existence and uniqueness of quasi-stationary and quasi-ergodic measures are closely related to the spectrum of $\mathcal{P}$, $\text{Spec}(\mathcal{P})$. To our advantage, the tools described above allow us to give a detailed characterisation of $\text{Spec}(\mathcal{P})$, which we present in the following theorem.

**Theorem 4.4.** Let $X_n$ be a Markov chain on $E_M$ absorbed at $\partial$ satisfying Hypothesis (H) and consider the operator $\mathcal{P} : C^0(M) \to C^0(M)$. Then, defining $\lambda := r(\mathcal{P}) > 0$, there exists $m \in \mathbb{N}$ such that $\left\{\lambda e^{2\pi ij/m}\right\}_{j=0}^{m-1}$ are the unique eigenvalues of modulus equal to $\lambda$, and each one has algebraic multiplicity one.

Moreover, $\dim \left(\ker \left(\mathcal{P} - \lambda e^{2\pi ij/m}\right)\right) = 1$, for all $j \in \{0, 1, \ldots, m-1\}$, and there exists $f \in C^0_+(M)$, such that $f(x) = 0$ if and only if $x \in Z$.

*Proof.* From Proposition 3.1 (d) and Hypothesis (H), we obtain that $Z = \{x \in M, \mathcal{P}(x, M \setminus Z) = 0\}$. Since $x \mapsto \mathcal{P}(x, M \setminus Z)$ is continuous, then the set $Z$ is compact. Moreover, defining the set $C_Z := \{f \in C^0(M); f(z) = 0, \text{ for all } z \in Z\}$, it is clear that $C_Z$ is a closed invariant subspace of $C^0(M)$ and therefore $C_Z$ admits a Banach lattice structure induced by $C^0(M)$. From Hypothesis (H) and Propositions 3.1 and 4.1 it is readily verified that $\mathcal{P}|_{C_Z} : C_Z \to C_Z$ is an irreducible compact positive operator. Therefore, applying Theorem 4.3 to the operator $\mathcal{P}|_{C_Z}$, we have that $\mathcal{P}|_{C_Z}$ fulfils all the conditions
stated in Theorem 4.4. The proof is finished noticing that \( \operatorname{Spec}(\mathcal{P}) = \operatorname{Spec} \left( \mathcal{P}|_{\mathcal{C}_Z} \right) \), since \( f \) if is an eigenvector of \( \mathcal{P} \) then \( f(z) = 0 \) for every \( z \in Z \).

5. Existence and Uniqueness of a Quasi-stationary Measures

In this section, we show that Hypothesis (H) is sufficient to obtain existence and uniqueness of a quasi-stationary measure for \( X_n \) on \( M \).

Recall that \( \mathcal{M}(M) := \{ \mu; \mu \text{ is a Borel signed measure on } M \} \) has a Banach space structure when endowed with the total variation norm. It is well known, from the Riesz–Markov–Kakutani representation theorem [40, Theorem 6.19], that \((\mathcal{C}^0(M), \| \cdot \|_\infty)^* = (\mathcal{M}(M), \| \cdot \|_{TV})\). Thus we may identify any \( \mu \in \mathcal{M}(M) \), with an element of \((\mathcal{C}^0(M), \| \cdot \|_\infty)^*\), by \( \mu(f) := \int f(x)\mu(dx) \), for every \( f \in \mathcal{C}^0(M) \).

In order to prove the existence and uniqueness of a quasi-stationary measure for \( X_n \) we study the spectrum of the operator \( \mathcal{L} : \mathcal{M}(M) \to \mathcal{M}(M), \mathcal{L}\mu := \int_M \mathcal{P}(x, \cdot)\mu(dx) \).

However, it is first necessary to linearly extend the action of \( \mathcal{P} \) and \( \mathcal{L} \) to their complex domains
\[
\mathcal{C}^0(M, \mathbb{C}) := \mathcal{C}^0(M) \oplus i\mathcal{C}^0(M) \text{ and } \mathcal{M}(M, \mathbb{C}) := \mathcal{M}(M) \oplus i\mathcal{M}(M).
\]

**Definition 5.1** ([4]). Let \( E \) be a Banach space. Then, the scalar product for the duality \( E^* \), \( E \) is the bilinear form \( \langle \cdot, \cdot \rangle : E^* \times E \to \mathbb{C} \), defined by \( \langle \varphi, v \rangle := \varphi(v) \).

Given a bounded linear operator \( T : E \to E \), we denote \( T^* : E^* \to E^* \) as the linear operator \( T^*\varphi(v) = \varphi(Tv) \), for all \( v \in E \).

Using this definition, it follows that \( \mathcal{P}^* = \mathcal{L} \). The following lemma shows a connection between the spectrum of the operators \( \mathcal{P} \) and \( \mathcal{L} \). The proof follows from standard functional analytical techniques.

**Lemma 5.2.** The operators \( \mathcal{P} \) and \( \mathcal{L} \) have the same eigenvalues and
\[
\dim(\ker(\mathcal{L} - \beta)) = \dim(\ker(\mathcal{P} - \beta)), \text{ for all } \beta \in \operatorname{Spec}(\mathcal{P}) = \operatorname{Spec}(\mathcal{L}).
\]

Moreover, if \( f_0 \in \mathcal{C}^0_0(M) \) is an eigenfunction of \( \mathcal{P} \) with eigenvalue \( \lambda = r(\mathcal{P}) = r(\mathcal{L}) \), then there exists an eigenmeasure \( \mu_{f_0} \in \mathcal{M}_+(M) \) of \( \mathcal{L} \) with respect to the eigenvalue \( \lambda \) such that \( \mu_{f_0}(f_0) = 1 \).

We can finally state and prove the main result of this section.

**Theorem 5.3.** If a Markov chain \( X_n \) satisfies Hypothesis (H), then \( X_n \) admits a unique quasi-stationary measure \( \mu \) on \( M \), and \( \text{supp}(\mu) \) satisfies (3).

**Proof.** We divide the proof into three steps.

**Step 1.** We show that if \( \mu \in \mathcal{M}_+(M) \) is an eigenmeasure of \( \mathcal{L} \), then
\[
\text{supp}(\mu) \supset \bigcup_{k \in \mathbb{N}} \text{supp}(\mathcal{P}^k(x, dy)) \supset M \setminus Z.
\]

First, observe that there exists \( x_0 \in \text{supp}(\mu) \cap M \setminus Z \). In fact, if \( \mu(Z) = 1 \), define \( Z_k := \{ x \in Z; \mathcal{P}^k(x, M) = 0 \} \). It is clear that \( Z = \bigcup_{k \in \mathbb{N}} Z_k \). Therefore for every \( k \in \mathbb{N} \)
\[
1 = \mu(Z) = \frac{1}{\lambda^k} \int_Z \mathcal{P}^k(z, Z)\mu(dz) = \int_{Z \setminus Z_k} \frac{1}{\lambda^k} \mathcal{P}^k(z, Z)\mu(dz)
\]
\[
\leq \sup_{z \in Z} \left| \mathcal{P}^k(z, Z) \right| \mu(Z \setminus Z_k) \to 0 \text{ as } k \to \infty.
\]

The last inequality holds since \( r(\mathcal{P}) = \lambda \) and \( \mu(Z_k) \to \mu(Z) \) as \( k \to \infty \).

Suppose by contradiction that there exists an open set \( A \subset M \setminus Z \), such that \( \mu(A) = 0 \).

Therefore, for every open neighbourhood \( U \) of \( x \), \( \mu(U) > 0 \).
Using Hypothesis (H2), there exists \( n > 0 \) such that \( P^n(x_0, A) > 0 \). Since \( P^n(\cdot, A) \) is continuous there exists an open neighbourhood \( B \) of \( x \) such that \( P^n(y, A) > P^n(x_0, A)/2 > 0 \), for all \( y \in B \).

On the other hand,

\[
0 = \mu(A) = \frac{1}{\lambda^n} \int_M P^n(y, A)\mu(dy) \geq \frac{1}{\lambda^n} \frac{P^n(x_0, A)}{2} \mu(B) > 0,
\]

which is a contradiction since \( x_0 \in \text{supp}(\mu) \) and \( x_0 \in B \). Thus \( \text{supp}(\mu) = M \setminus Z \). The proof is finished by observing that

\[
\mu(dy) \geq \frac{1}{\lambda^k} \int_{M \setminus Z} P^k(x, dy)\mu(dx) \text{ for every } k \in \mathbb{N}.
\]

**Step 2.** We show that the operator \( L \) admits a unique eigenmeasure that lies in \( M_+(M) \).

Define \( \lambda := r(P) = r(L) \). Combining Theorem 4.4 and Lemma 5.2, we have that

\[
\dim(\ker(L - \lambda)) = \dim(\ker(P - \lambda)) = 1
\]

and there exists a probability measure \( \mu \in M_+(M) \), such that \( L\mu = \lambda \mu \).

Suppose by contradiction that there exists a Borel probability measure \( \nu \) on \( M \) linearly independent from \( \mu \) such that \( L\nu = \lambda \nu \). From Theorem 4.3, the linear operator \( P \) admits an eigenfunction \( f \in C^0_\nu(M) \), such that \( f(x) > 0 \) for every \( x \in M \setminus Z \) with eigenvalue \( \lambda = r(P) = r(L) \). Therefore, \( 0 < \nu(f) \leq \|f\|_\infty \nu(M) < \infty \). On the other hand,

\[
\int_M f(x)\nu(dx) = \frac{1}{\lambda_0}(L\nu, f) = \frac{1}{\lambda_0}(\nu, Pf) = \frac{\lambda}{\lambda_0} \int_M f(x)\nu(dx).
\]

Therefore \( \lambda_0 = \lambda \), contradiction (7). This concludes Step 2.

**Step 3.** We show that the Markov chain \( X_n \) admits a unique quasi-stationary measure \( \mu \), and \( \text{supp}(\mu) \) satisfies (3).

Let \( \mu \) be the unique probability eigenmeasure of \( L \), given by Step 2. We claim that \( \mu \) is a quasi-stationary measure. Note that, for every \( A \in \mathcal{B}(M) \) and \( n \in \mathbb{N} \),

\[
\mathbb{P}_\mu[X_n \in A \mid \tau > n] = \frac{\int_M P^n(x, A)\mu(dx)}{\int_M P^n(x, M)\mu(dx)} = \frac{\mathcal{L}^n\mu(A)}{\mathcal{L}^n\mu(M)} = \frac{\lambda^n\mu(A)}{\lambda^n\mu(M)} = \mu(A),
\]

showing that \( \mu \) is a quasi-stationary measure for \( X_n \).

Reciprocally, if \( \nu \) is a quasi-stationary measure for \( X \), then \( \nu \in M_+(M) \). Therefore, defining \( \lambda_0 = \int_M P(x, M)\nu(dx) \), we obtain \( \int_M P(x, \cdot)\nu(dx) = \lambda_0 \nu(\cdot) \).

Hence, there is a 1-1 correspondence between probability eigenmeasures of \( L \) lying in \( M_+(M) \) and quasi-stationary measures of \( X_n \).

This concludes the proof of the theorem. \( \square \)

We close this section with the proof of Theorem A.

**Proof of Theorem A.** Note that from Theorem 5.3, \( X_n \) admits a unique quasi-stationary measure \( \mu \) and (3) holds. We first prove part (a). Since \( P(x, M) = 1 \) for all \( x \in M \), the constant function \( x \mapsto 1 \) is an eigenfunction of \( P \). Therefore, \( r(P) = r(L) = 1 \) and \( \mu \) corresponds to a stationary measure. In case (b), since there exists \( x_0 \in M \setminus Z \) such that \( P(x_0, M) < 1 \), Proposition 3.2 (a) guarantees that \( \lim_{n \to \infty} P^n(y, M) = 0 \), for all \( y \in M \), implying that \( \mu \) is the unique quasi-stationary measure for \( X_n \) with survival rate \( \lambda < 1 \). \( \square \)
6. Existence of a Quasi-Ergodic Measure

The proof of the existence of a quasi-ergodic measure is much more intricate than that of a quasi-stationary measure. Our technique is inspired by the seminal reference [3], which focuses on time-continuous absorbing Harris’ chains, and [35], where time-discrete Markov chains were considered in the context of moving boundaries. In this section, we extend the results presented in [3] to include discrete-time Markov processes, which may not necessarily be aperiodic.

As in [35], our method depends on the number of eigenvalues of $\mathcal{P}$ in the circle $r(\mathcal{P})S^1 \subset \mathbb{C}$. For this reason, we define the following quantity.

**Notation 6.1.** Given a Markov chain $X_n$ satisfying Hypothesis (H), from Theorem 4.4 it follows that the number of eigenvalues in the peripheral spectrum of $\mathcal{P}$, i.e. Spec($\mathcal{P}$) $\cap$ $r(\mathcal{P})S^1$, is finite. For the remaining of this section we denote $\lambda := r(\mathcal{P}) = r(\mathcal{L})$ and $m := \#\{\alpha \in \text{Spec(}\mathcal{P}\text{)}\}; \|\alpha\| = \lambda$.

**Proposition 6.2.** Let $X_n$ be a Markov chain on $E_M$ absorbed at $\partial$ satisfying Hypothesis (H), and $\lambda = r(\mathcal{P}) = r(\mathcal{L})$. Consider $f_0, f_1, \ldots, f_{m-1} \in C^0(M, \mathbb{C})$ and $\mu_0, \mu_1, \ldots, \mu_{m-1} \in \mathcal{M}(M, \mathbb{C})$ such that $P f_j = \lambda e^{2\pi i/m} f_j$ and $L \mu_j = \lambda e^{2\pi i/m} \mu_j$, for all $j \in \{0, 1, \ldots, m-1\}$. Then $\langle \mu_j, f_r \rangle = 0$, if $j \neq r$. In particular, normalise $f_i$ with respect to $\mu_i$ such that $\langle \mu_j, f_k \rangle = \delta_{jk}$, where $\delta$ is the Kronecker delta.

**Proof.** Observe that

$$\langle \mu_j, f_r \rangle = \frac{1}{\lambda^{2\pi i/m}} \langle L \mu_j, f_r \rangle = \frac{1}{\lambda^{2\pi i/m}} \langle \mu_j, Pf_r \rangle = \frac{\lambda e^{2\pi i/m}}{\lambda e^{2\pi i/m}} \langle \mu_j, f_r \rangle = e^{2\pi i(r-j)/m} \langle \mu_j, f_r \rangle.$$ 

Given $j, r \in \{0, 1, \ldots, m-1\}$, if $r \neq j$ we have that $e^{2\pi i(r-j)/m} \neq 1$, and therefore $\langle \mu_j, f_r \rangle = 0$. In the following we argue that $\langle f_i, \mu_i \rangle > 0$ for every $i \in \{0, 1, \ldots, m-1\}$.

From [24, Theorem 8.4-5], we can decompose $C^0(M, \mathbb{C}) = W_0 \oplus W$, where $W_0 := \text{span}_C(f_0, f_1, \ldots, f_{m-1})$ and $W$ is a $\mathcal{P}$-invariant subspace of $C^0(M, \mathbb{C})$ satisfying $r(\mathcal{P}|_W) < \lambda$. Observe that the above decomposition implies that $\langle \mu_j, f_j \rangle \neq 0$, some $j \in \{0, 1, \ldots, m-1\}$, otherwise we would have that $\mu_j = 0$. Redefining $f_j$ as $f_j/\langle \mu_j, f_j \rangle$, the proof is concluded.

Until the end of this section, we set $\{f_j\}_{j=0}^{m-1} \subset C^0(M, \mathbb{C})$ and $\{\mu_j\}_{j=0}^{m-1} \subset \mathcal{M}(M, \mathbb{C})$ as in Proposition 6.2 assuming that $\langle \mu_j, f_i \rangle = \delta_{ij}$ for every $i, j \in \{0, 1, \ldots, m-1\}$.

Furthermore, from Theorem 4.4 and [24, Theorem 8.4-5], we have

$$C^0(M, \mathbb{C}) = \text{span}_C(f_0, f_1, \ldots, f_{m-1}) \oplus W,$$ 

where $W$ is $\mathcal{P}$-invariant subspace of $C$ and $r(\mathcal{P}|_W) < \lambda$, and

$$\mathcal{M}(M, \mathbb{C}) = \text{span}_C(\mu_0, \mu_1, \ldots, \mu_{m-1}) \oplus V,$$ 

where $V$ is $\mathcal{L}$-invariant subspace of $\mathcal{M}(M, \mathbb{C})$ and $r(\mathcal{L}|_V) < \lambda$.

Note that the decompositions (8) and (9) imply that $\|P^n\| = O(\lambda^n)$ and $\|L^n\| = O(\lambda^n)$. Indeed, writing $\mathbb{I}_m = \alpha_0 f_0 + \ldots + \alpha_{m-1} f_{m-1} + w$, where $\alpha_0, \ldots, \alpha_{m-1} \in \mathbb{C}$ and $w \in W$. Since $\mathcal{P}$ is a positive operator,

$$\|P^n\| = \left\| \sum_{i=0}^{m-1} \alpha_i P^n f_i + P^n w \right\|_\infty \leq \lambda^n \|\sum_{i=0}^{m-1} |\alpha_i| \|f_i\|_\infty + O(\lambda^n) = O(\lambda^n).$$

Finally, since $\|L^n\| = \|P^n\|$, for all $n \in \mathbb{N}$ we find that $\|L^n\| = O(\lambda^n)$. In the following lemma, we discuss the behaviour of the Dirac measures $\delta_x$ under the decomposition (9).

**Proposition 6.3** (Decomposition of Dirac measures). Let $x \in M$, then there exists $\nu_x \in V$ such that

$$\delta_x = f_0(x)\mu_0 + f_1(x)\mu_1 + \ldots + f_{m-1}(x)\mu_{m-1} + \nu_x.$$
Moreover, the family of functions \( \{ \nu_x \}_{x \in M} \) satisfies
\[
\sup_{x \in M} \| \nu_x \|_{TV} \leq 1 + \sum_{i=0}^{m-1} \| f_i \|_{\infty} \| \mu_i \|_{TV} < \infty, \quad \text{and} \quad \sup_{x \in M} \| \mathcal{L}^n \nu_x \|_{TV} = o(\lambda^n). \tag{12}
\]

**Proof.** By decomposition (9), there exist \( \alpha_0, \ldots, \alpha_{m-1} \in \mathbb{C} \), and \( \nu_x \in V \) such that
\[
\delta_x = \sum_{i=0}^{m-1} \alpha_i \mu_i + \nu_x. \quad \text{Since} \quad \frac{1}{\lambda^n} \mathcal{L}^n \delta_x = \sum_{i=0}^{m-1} \alpha_i \mu_i e^{\frac{2\pi i j}{m}} + \frac{1}{\chi^n} \mathcal{L}^n \nu_x, \quad \text{and} \quad (f_i, \mu_j) = \delta_{ij}
\]
for every \( j \in \{0, \ldots, m - 1\} \), we obtain that
\[
\left( \frac{1}{\lambda^n} \mathcal{L}^n \delta_x, f_j \right) = \alpha_j e^{\frac{2\pi i j}{m}} + \left( \frac{1}{\lambda^n} \mathcal{L}^n \nu_x, f_j \right). \tag{13}
\]
On the other hand,
\[
\left( \frac{1}{\lambda^n} \mathcal{L}^n \delta_x, f_j \right) = \frac{1}{\lambda^n} \left( \delta_x, \mathcal{P}^n (f_j) \right) = \lambda^n \frac{e^{2\pi i j}}{\lambda} \langle \delta_x, f_j \rangle = e^{\frac{2\pi i j}{m}} f_j (x). \tag{14}
\]

From (13) and (14) it follows that
\[
f_j (x) = \left( \frac{1}{\lambda^n} \mathcal{L}^{nm} \delta_x, f_j \right) = \alpha_j + \left( \frac{1}{\lambda nm} \mathcal{L}^{nm} \nu_x, f_j \right), \quad \text{for all} \ n \in \mathbb{N}.
\]

From Proposition 3.3, we obtain that \( f_j (x) = \alpha_j + \lim_{n \to \infty} \frac{1}{\lambda^n} \mathcal{L}^{nm} \nu_x, f_j \) = \( \alpha_j \).

The last part of the proposition follows from the fact that
\[
\sup_{x \in M} \| \nu_x \|_{TV} = \sup_{x \in M} \| \delta_x - (f_0 (x) \mu_0 + \ldots + f_{m-1} (x) \mu_{m-1}) \|_{TV}
\]
\[
\leq \sup_{x \in M} \| \delta_x \|_{TV} + \sum_{j=0}^{m-1} \| f_j \|_{\infty} \| \mu_j \|_{TV} = 1 + \sum_{j=0}^{m-1} \| f_j \|_{\infty} \| \mu_j \|_{TV} < \infty,
\]
and
\[
\frac{1}{\lambda^n} \sup_{x \in M} \| \mathcal{L}^n \nu_x \|_{TV} \leq \frac{1}{\lambda^n} \| \mathcal{L}^n \|_V \|TV \sup_{y \in M} \| \nu_y \| \to 0, \quad \text{when} \ n \to \infty, \quad \text{due to Proposition 3.3}. \hspace{1cm} \square
\]

The following lemma lies at the basis of our proof for the existence of a quasi-ergodic measure. Since the proof of this result is long and technical, we include it in Appendix A.

**Lemma 6.4.** Let \( x \in M \setminus Z \), and \( h : M \to \mathbb{R} \) a bounded measurable function. Then, for every \( n \in \mathbb{N} \),
\[
E_x \left[ \sum_{k=0}^{n-1} h(X_k) I_M (X_n) \right] = n\lambda^n \sum_{\ell=0}^{m-1} e^{\frac{2\pi i \ell}{m}} f_\ell (x) (\mu_\ell, h \cdot f_\ell) \mu_\ell (M) + o(n\lambda^n).
\]

In the following two subsections, we analyse the cases when the number of eigenvalues of the operator \( \mathcal{P} \) in \( \Lambda^M \), \( m \), is either one or greater than one. The first case is much simpler compared to the second one. Indeed, if \( m = 1 \), the operator \( \mathcal{P} \) has the spectral gap property, simplifying the situation. Meanwhile, in the case \( m > 1 \), the process \( X_n \) admits a cyclic property, which requires a more sophisticated analysis.

### 6.1. Analysis of the case \( m = 1 \)

In this section, we use Lemma 6.4 in order to prove item (M1) of Theorem C.

**Theorem 6.5.** Let \( X_n \) be a Markov chain satisfying Hypothesis (H), and assume that \( m = 1 \). Let \( \mu \) be the unique quasi-stationary measure on \( M \), given by Theorem A, and \( f \) be the unique function \( C^0 (M) \) satisfying \( \mathcal{P} f = \lambda f \) and \( \int_M f (x) \mu (dx) = 1 \). Then, the measure \( \eta (dx) = f (x) \mu (dx) \) is a quasi-ergodic measure for \( X_n \) on the set \( M \) and (4) holds for every \( x \in M \setminus Z \).

Moreover, given \( \nu \in \mathcal{M}_n (M) \), such that \( \int_M f (y) \nu (dy) > 0 \), there exist \( K (\nu) > 0 \) and \( \alpha > 0 \), such that \( \| \mathbb{P}^\nu [ X_n \in \cdot | \tau > n ] - \mu \|_{TV} < K (\nu) e^{-\alpha n} \), for all \( n \in \mathbb{N} \).
Proof. Let \( x \in M \) and \( h \in \mathcal{F}_b(M) \). Recall from Definition 2.5 that we need to show that

\[
\lim_{n \to \infty} \mathbb{E}_x \left[ \frac{1}{n} \sum_{i=0}^{n-1} h \circ X_i \mid \tau > n \right] = \int_M h(y) \eta(dy),
\]

for \( \eta \)-almost every \( x \in M \). Since \( \eta(Z) = 0 \), let us consider \( x \in M \setminus Z \).

From Lemma 6.4 we obtain that

\[
\mathbb{E}_x \left[ \sum_{k=0}^{n-1} h(X_k) \mathbbm{1}_M(X_n) \right] = n\lambda^n f(x) \int_M h(y)f(y)\mu(dy) + o(n\lambda^n). \tag{15}
\]

On the other hand, from Proposition 6.3, there exists \( \nu_x \in \mathcal{V} \) such that \( \delta_x = f(x)\mu + \nu_x \) and \( r(\mathcal{L}|_{\mathcal{V}}) < \lambda \). Since \( \mathcal{L}^n(\nu_x)(M) = o(\lambda^n) \), by Proposition 3.3, we obtain

\[
\mathcal{P}^n(x, M) = (\mathcal{L}^n\delta_x, \mathbb{1}_M) = \lambda^n f(x)\mu(M) + \mathcal{L}^n\nu_x(M) = \lambda^n f(x) + o(\lambda^n). \tag{16}
\]

Hence, from (15) and (16)

\[
\mathbb{E}_x \left[ \frac{1}{n} \sum_{i=0}^{n-1} h \circ X_i \mid \tau > n \right] = \frac{1}{n} \sum_{i=0}^{n-1} \mathbb{E}_x [h(X_i) \mathbbm{1}_m] = \frac{1}{n} \frac{1}{\mathcal{P}^n(x, M)} = \frac{1}{n} \frac{n\lambda^n f(x)\mu(hf) + o(n\lambda^n)}{\lambda^n f(x) + o(\lambda^n)}
\]

\[
\xrightarrow{n \to \infty} \mu(hf)\mu(dy) = \int_M h(y)\eta(dy).
\]

Now, we prove the second part of the theorem. Let \( \nu \in \mathcal{M}_+(M) \) be such that \( \nu(f) = \int_M f(y)\nu(dy) > 0 \). Given any measurable set \( A \), by Proposition 6.3

\[
\mathcal{L}^n(\nu)(A) = \int_M \mathcal{L}^n\delta_x(A)\nu(dx) = \lambda^n \mu(A)\nu(f) + \int_M \mathcal{L}^n\nu_x(A)\nu(dx). \tag{17}
\]

From Proposition 3.3, there exist \( \tilde{K} > 0 \) and \( \delta \in (0, \lambda) \), such that \( \|\mathcal{L}^n|_{\mathcal{V}}\| < \tilde{K} (\lambda - \delta)^n \), for every \( n \in \mathbb{N}_0 \) and therefore we can define

\[
\alpha := \left| \log \left( \frac{\lambda - \delta}{\lambda} \right) \right|, \quad \text{and } K(\nu) := \tilde{K} \frac{\nu(M)}{\nu(f)} \left( \sup_{x \in M} \|\nu_x\|_{TV} \right) (1 + \|\mu\|_{TV}) < \infty.
\]

Thus, from (17), we obtain that for every \( n \in \mathbb{N} \),

\[
\|\mathbb{P}_\nu[X_n \in \cdot \mid \tau > n] - \mu\|_{TV} = \left\| \frac{\int_M \mathcal{P}^n(x, \cdot)\nu(dx)}{\int_M \mathcal{P}^n(x, M)\nu(dx)} - \mu \right\|_{TV} \leq \left\| \frac{\lambda^n\nu(f) + \int_M \mathcal{L}^n\nu_x(\cdot)\nu(dx)}{\lambda^n\nu(f)} - \mu \right\|_{TV} \leq \frac{1}{\lambda^n\nu(f)} \left\| \int_M \mathcal{L}^n\nu_x(\cdot)\nu(dx) - \mu \int_M \mathcal{L}^n\nu_x(M)\nu(dx) \right\|_{TV} \leq \frac{\nu(M)}{\nu(f)} \left( \sup_{x \in M} \|\nu_x\|_{TV} \right) (1 + \|\mu\|_{TV}) < \infty.
\]

\[
K(\nu)e^{-\alpha n}.
\]

At this stage, a significant portion of Theorems B and C has already been proven. Theorem B still requires us to show that \( m \) is less or equal to the number of connected components of \( M \setminus Z \), and Theorem C requires the proof of condition (M2). We will address these remaining aspects in the upcoming subsection.\[\Box\]
6.2. **Analysis of the case** $m > 1$. In this section we show that $m > 1$ implies that the Markov chain $X_n$ admits a cyclic behaviour and a quasi-ergodic measure on $M$. Also, in order to prove the second part of Theorem C, we always assume that $\rho(Z) = 0$.

To conduct the desired analysis we study linear transformations $P^m$ and $L^m$. From Proposition 6.6, it is clear that $r(P^m) = r(L^m) = \lambda^m$ and $\text{Spec}(P^m) \cap \lambda^mS^1 = \text{Spec}(L^m) \cap \lambda^mS^1 = \{\lambda^m\}$. Moreover, it also follows that $\dim(\ker(P^m - \lambda^m)) = \dim(\ker(L^m - \lambda^m)) = m$.

Throughout this section, we denote the support of a function $f : M \rightarrow \mathbb{R}$, as $\text{supp}(f) = \{x \in M : f(x) \neq 0\}$.

In the following proposition, we study the eigenfunctions of $P^m$ associated to the eigenvalue $\lambda^m$. A consequence of the proposition below is that $m \leq \#\{\text{number of connected components of } M \setminus Z\}$.

**Proposition 6.6.** There exist eigenfunctions $g_0, \ldots, g_{m-1} \in C^1(M)$ of the operator $P^m$ such that $\int_M g_j d\mu = 1$ for every $j \in \{0, 1, \ldots, m - 1\}$ and $\text{span}_C(\{g_i\}_{i=0}^{m-1}) = \ker(P^m - \lambda^m)$.

Moreover, the eigenfunctions $g_0, g_1, \ldots, g_{m-1}$ can be chosen to have disjoint support, i.e., with $C_i := \text{supp}(g_i)$ for all $i \in \{0, 1, \ldots, m - 1\}$, satisfying $C_i \cap C_j = \emptyset$ for all $i \neq j$.

Furthermore, the family of sets $\{C_i\}_{i=0}^{m-1}$ satisfies $M \setminus Z = C_0 \cup C_1 \cup \ldots \cup C_{m-1}$. In particular, $m \leq \#\{\text{connected components of } M \setminus Z\}$.

**Proof.** Observe that since $\lambda^m \in \mathbb{R}$ and $P(C^0(M)) \subset C^0(M)$, it follows that if $f \in C^0(M, \mathbb{C})$ satisfies $P^m f = \lambda^m f$, then $P^m \text{Re}(f) = \lambda^m \text{Re}(f)$ and $P^m \text{Im}(f) = \lambda^m \text{Im}(f)$.

Let $\mu$ be the unique quasi-stationary measure of $X_n$ given by Theorem A. Note that the operator $P^m$ satisfies $\int_M \frac{1}{\mu}P^m f(x) \mu(dx) = \int_M f(x) \mu(dx)$ for every $f \in C^0(M)$. By the same techniques of [27, Theorems 3.11 and 3.13] it follows that if $f \in C^0(M)$ is an eigenfunction of $P^m$ with eigenvalue $\lambda^m$, then $f^+(x) = \max\{0, f(x)\}$ and $f^-(x) = \max\{0, -f(x)\}$ are also eigenfunctions of $P^m$ with $\lambda^m$.

We will divide the proof into two steps.

**Step 1.** We prove that if $h_1, h_2 \in C^1(M)$ are eigenfunctions of $P^m$ with eigenvalue $\lambda^m$ such that $\mathcal{G} := \{h_1 > 0\} \setminus \{h_2 > 0\} \neq \emptyset$, then $1_{\mathcal{G}}h_1$ is an eigenfunction of $P^m$ with eigenvalue $\lambda^m$.

By the observations at the beginning of the proof, for all $t \in \mathbb{R}_0^+$, $h_t = (h_1 - th_2)^+$ is an eigenfunction for $P^m$, with eigenvalue $\lambda^m$.

Note that, $(h_1 - sh_2)^+ \leq (h_1 - th_2)^+$, for all $s > t$. We claim, that $\{(h_1 - th_2)^+\}_{t \in \mathbb{R}^+}$ stabilises on $t$, i.e. there exists $t_0 \geq 0$, such that $(h_1 - t_0h_2)^+ = (h_1 - th_2)^+$, for every $t > t_0$.

Suppose by contradiction that the above statement is false. Then, we can find $t_1 < t_2 < \ldots < t_{m+1}$, such that

$$\text{supp}((h_1 - t_{m+1}h_2)^+) \subseteq \text{supp}((h_1 - tmh_2)^+) \subseteq \ldots \subseteq \text{supp}((h_1 - t_1h_2)^+).$$

The above equation implies that $\{(h_1 - t_1h_2)^+, \ldots, (h_1 - t_{m+1}h_2)^+\}$ is a linearly independent set in $C^0(M)$. This generates a contradiction since $P^m$ admits only $m$ eigenfunctions with eigenvalue $\lambda^m$.

Therefore, $\{(h_1 - th_2)^+\}_{t \in \mathbb{R}_0^+}$ stabilises at some $t_0$. Finally, $\lim_{t \to \infty}(h_1 - th_2)^+ = 1_{\mathcal{G}}h_1 = (h_1 - t_0h_2)^+$, and $(h_1 - t_0h_2)^+$ is an eigenfunction of $P^m$.

**Step 2.** We complete the proof of the theorem.

By Step 1 and the observations in the first two paragraphs, from linear combinations of the positive and negative parts of $\{f_i\}_{i=0}^{m-1}$ one can construct normalised non-negative eigenfunctions $g_0, \ldots, g_{m-1} \in C^1(M)$ of $P^m$, such that $\text{span}_C(\{g_i\}_{i=0}^{m-1}) = \ker(P^m - \lambda^m)$, and the family of sets $\{C_i := \text{supp}(g_i)\}_{i=0}^{m-1}$ fulfils $C_i \cap C_j = \emptyset$ for all $i \neq j$. 


To prove the last part of the proposition, let \( f \in C^0_+ (M) \) be an eigenfunction of \( \mathcal{P} \) with eigenvalue \( \lambda \). From Corollary 4.4, \( \text{supp}(f) = M \setminus Z \). Since \( f \in \ker (\mathcal{P}^m - \lambda^m) = \text{span}_\mathbb{R} \{ (g_0, g_1, \ldots, g_{m-1}) \} \), there exist \( \alpha_0, \ldots, \alpha_{m-1} \geq 0 \), such that \( f = \alpha_0 g_0 + \ldots + \alpha_{m-1} g_{m-1} \), implying that \( M \setminus Z = C_0 \cup \ldots \cup C_{m-1} \). Since each \( C_i \) is open and closed in the topology induced by \( M \setminus Z \), we have that \( m \leq \# \{ \text{connected components on } M \setminus Z \} \).

**Proof of Theorem B.** The proof follows directly from Theorem 4.4 and Proposition 6.6.

From now on, we consider \( \{ g_i \}_{i=0}^{m-1} \subset C^0_+ (M) \) as in Proposition 6.6 and \( \{ C_i := \text{supp}(g_i) \}_{i=0}^{m-1} \). We may decompose

\[
C^0 (M) = \text{span}_\mathbb{R} (g_0, g_1, \ldots, g_{m-1}) \oplus V_0,
\]

where \( r (\mathcal{P}^m |_{V_0}) < \lambda^m \). For convenience we denote \( C_i = C_i \mod m \), for every \( i \in \mathbb{N}_0 \).

We proceed to address the cyclic property of the eigenvectors of \( \mathcal{P}^m \) and \( \mathcal{L}^m \), respectively, so that these permute cyclically, by application of \( \mathcal{P} \) and \( \mathcal{L} \).

**Proposition 6.7.** Let \( j \in \{ 0, 1, \ldots, m-1 \} \), then \( \text{supp}(\mathcal{P}^m (\cdot, A)) \subset C_j \), for all \( A \in \mathcal{B}(C_j) \). Assume that \( \rho(Z) = 0 \) and let \( \mu \) be the unique probability measure on \( M (M) \) such that \( \mathcal{L} \mu = \lambda \mu \). Then, for every \( i \in \{ 1, \ldots, m-1 \} \), \( \nu_i (dx) := \mu(C_i \cap dx) \) is an eigenmeasure of \( \mathcal{L}^m \) with eigenvalue \( \lambda^m \).

**Proof.** Let \( A \in \mathcal{B}(C_j) \). For every \( n \in \mathbb{N} \), let us define \( A_n := A \setminus \{ g_j > 1/n \} \). Since \( \mathcal{P}^m \) is a positive operator, it follow that for every \( n \in \mathbb{N} \), \( \mathcal{P}^m (x, A_n) \leq n \lambda^m g_j (x) \).

This implies that \( \text{supp}(\mathcal{P}^m (\cdot, A_m)) \subset C_j \) for every \( n \in \mathbb{N} \). Since \( C_i \) is an open set and \( \text{supp}(\mathcal{P}^m (\cdot, A)) \subset M \setminus Z \), Proposition 3.2 (b) completes the proof.

For the last part of the proposition, observe that the above paragraph implies that for every \( B \in \mathcal{B}(M) \) and \( i \in \{ 1, \ldots, m-1 \} \),

\[
\lambda^m \nu_i(B) = \lambda^m \mu(B \cap C_i) = \int_M \mathcal{P}^m (x, B \cap C_i) \mu(dx) = \int_M \mathcal{P}^m (x, B) \nu_i(dx).
\]

In the last equality, we used that \( \{ \mathcal{P}^m (x, B \cap C_i) > 0 \} \cap C_j = \emptyset \) if \( i \neq j \), and that \( \mathcal{P}^m (x, B \cap Z) = 0 \) since \( \rho(Z) = 0 \).

From now on, we consider \( \{ \nu_i \}_{i=0}^{m-1} \) as in Theorem 6.7. The following two lemmas establish a combinatorial structure in the set of measures \( \{ \nu_i \}_{i=0}^{m-1} \) (and the set of functions \( \{ g_i \}_{i=0}^{m-1} \)). We omit the proof of the first lemma since it follows directly from standard linear algebra techniques.

**Lemma 6.8.** Let \( A = [a_{ij}]_{i,j=1}^m \) be \( m \times m \) matrix, such that the following properties hold:

(i) \( A^m = \text{Id} \);

(ii) \( \sum_{j=1}^m a_{ij} \leq 1 \), for all \( i \in \{ 1, \ldots, m \} \); and

(iii) \( a_{ij} \geq 0 \), for all \( i, j \in \{ 1, \ldots, m \} \).

Then, the matrix \( A \) permutes the canonical basis. In other words, for every \( k \in \{ 1, \ldots, m \} \) there exists \( s \in \{ 1, \ldots, m \} \), such that \( A e_k = e_s \).

**Lemma 6.9.** Let \( \{ g_i \}_{i=0}^{m-1} \subset C^0_+ (M) \) as in (18) and \( \{ \nu_i \}_{i=0}^{m-1} \subset M_+ (M) \) as in Theorem 6.7. Then, there exists a cyclic permutation \( \sigma : \{ 0, 1, \ldots, m-1 \} \to \{ 0, 1, \ldots, m-1 \} \) of order \( m \) such that for every \( i \in \{ 0, 1, \ldots, m-1 \} \), \( \frac{1}{m} \mathcal{L} \nu_i = \nu_{\sigma(i)} \) and \( \frac{1}{m} \mathcal{P} g_i = g_{\sigma^{-1}(i)} \).

**Proof.** We divide the proof into four steps.
Step 1. There exists a permutation \( \sigma \) on \( \{0,1,\ldots,m-1\} \) such for every \( i \in \{0,1,\ldots,m-1\} \), \( \frac{1}{\lambda} \mathcal{P}g_i = g_{\sigma(i)} \) and \( \text{supp} \ (\cdot, C_i) = C_{\sigma^{-1}(i)} \).

Given \( i \in \{0,1,\ldots,m-1\} \), note that \( \mathcal{P}^m (\mathcal{P}g_i) = \mathcal{P}(\mathcal{P}^m g_i) = \lambda^m g_i \), implying that \( \mathcal{P}g_i \) is an eigenmeasure of \( \mathcal{P}^m \) with eigenvalue \( \lambda^m \). Since \( \mathcal{P} \) is a positive operator, \( \mathcal{P}g_i \in C^+_0(M) \). This implies that, for every \( i \in \{0,1,\ldots,m-1\} \) there exist \( \alpha_{i0}, \ldots, \alpha_{i_{m-1}} \in \mathbb{R}_+ \), such that \( \frac{1}{\lambda} \mathcal{P}g_i = \sum_{j=0}^{m-1} \alpha_{ij} g_j \).

Observe that
\[
1 = \int g_i(x) \mu(dx) = \int \frac{1}{\lambda} \mathcal{P}g_i(x) \mu(dx) = \sum_{j=0}^{m-1} \alpha_{ij} \int_M g_j(x) \mu(dx) = \sum_{j=0}^{m-1} \alpha_{ij},
\]
for all \( i \in \{0,1,\ldots,m-1\} \). Defining the \( m \times m \) matrix \( A := [\alpha_{ij}]_{i,j=0}^{m-1} \), we obtain that \( A^m = \text{Id} \).

By Lemma 6.8, the matrix \( A \) permutes the canonical basis, and therefore, for every \( i \in \{0,1,\ldots,m-1\} \), there exists \( j_i \in \{0,1,\ldots,m-1\} \), such that \( \frac{1}{\lambda} \mathcal{P}g_i = g_{j_i} \).

Defining \( \sigma : \{0,1,\ldots,m-1\} \rightarrow \{0,1,\ldots,m-1\} \), such that \( \sigma^{-1}(i) = j_i \), we conclude the first step and \( \text{supp}(\mathcal{P}g_j) \subset C_{\sigma^{-1}(j)} \).

Step 2. \( \sigma \) is a cyclic permutation of order \( m \).

Suppose that the permutation \( \sigma \) admits a \( k \)-subcycle \( \tilde{\sigma} \). Without loss of generality assume that \( \tilde{\sigma} = (0, \tilde{\sigma}(0), \ldots, \tilde{\sigma}^{k-1}(0)) \). Defining \( \tilde{f} = \frac{1}{\lambda} \sum_{i=0}^{k-1} g_{\tilde{\sigma}^{-1}(i)} \), we have that \( \mathcal{P} \tilde{f} = \lambda \tilde{f} \), implying that \( \tilde{f} \in \ker(\mathcal{P} - \lambda \text{Id}) \). Since \( \dim \ker(\mathcal{P} - \lambda \text{Id}) = 1 \) we obtain that \( f \) and \( \tilde{f} \) are linearly dependent, therefore \( k = m \).

Step 3. We conclude the proof of the lemma.

Let \( \sigma \) be the \( m \)-cycle constructed in Steps 1 and 2, such that
\[
\frac{1}{\lambda} \mathcal{P}g_i = g_{\sigma^{-1}(i)}, \quad \text{for every} \quad i \in \{0,1,\ldots,m-1\}.
\]

It remains to show that \( \frac{1}{\lambda} \mathcal{L} \nu_i = \nu_{\sigma(i)} \), for every \( i \in \{0,1,\ldots,m-1\} \). As in Step 1, for every \( j \in \{0,1,\ldots,m-1\} \), \( \mathcal{L} \nu_j \) is an eigenfunction of \( \mathcal{L}^m \). Therefore, there exists \( \beta_{j0}, \ldots, \beta_{j_{m-1}} > 0 \), such that \( \frac{1}{\lambda} \mathcal{L} \nu_j = \sum_{i=0}^{m-1} \beta_{ji} \nu_i \). From equation (19) and duality, we obtain
\[
\frac{1}{\lambda} \langle \mathcal{L} \nu_i, g_j \rangle = \frac{1}{\lambda} \langle \nu_i, \mathcal{P} g_j \rangle = \langle \nu_i, g_{\sigma^{-1}(j)} \rangle = \delta_{\sigma(i)j} \langle \nu_i, g_{\sigma^{-1}(j)} \rangle,
\]
for every \( i, j \in \{0,1,\ldots,m-1\} \). Since \( \frac{1}{\lambda} \mathcal{L} \nu_j = \sum_{i=0}^{m-1} \beta_{ji} \nu_i \) and \( \langle \nu_i, g_j \rangle = \delta_{ij} \), we obtain that \( \mathcal{L} \nu_i = \lambda \nu_{\sigma(i)} \).

The previous lemma establishes that \( \text{supp}(\mathcal{P}(\cdot, C_i)) = C_{\sigma^{-1}(i)} \), for all \( i \in \{0,1,\ldots,m-1\} \), and \( \text{supp}(\mathcal{P}^k(\cdot, C_i)) \cap \text{supp}(\mathcal{P}^s(\cdot, C_i)) = \emptyset \) for all \( k, s \in \mathbb{N} \) with \( k \neq s \mod m \). From Lemma 6.9, we label the components \( C_i \) such that
\[
\mathcal{P}(x, C_i) = \begin{cases} 0, & \text{if} \ x \notin C_{i-1} \\ > 0, & \text{if} \ x \in C_{i-1} \end{cases},
\]
and for every \( i \in \mathbb{N}_0 \),
\[
\frac{1}{\lambda} \mathcal{P} g_i = g_{i-1} \pmod{m} \quad \text{and} \quad \frac{1}{\lambda} \mathcal{L} \nu_i = \frac{1}{\lambda} \int_M \mathcal{P}(x, \cdot) \nu_i(dx) = \nu_{i+1} \pmod{m}.
\]

We proceed to characterise the eigenvectors of the operators \( \mathcal{P} \) and \( \mathcal{L} \) and show that their eigenvalues lie in \( \lambda S^1 \subset \mathbb{C} \).
Theorem 6.10. Let $X_n$ be a Markov chain on $E_M$ absorbed at $\partial$ satisfying (H) and $\rho(Z) = 0$. Let \( \{g_i\}_{i=0}^{m-1} \subset \mathcal{C}_0^0(M) \) and \( \{\nu_i\}_{i=0}^{m-1} \subset \mathcal{M}_+(M) \) be as in Theorem 6.9 and in (20)–(21). Then, for every $j \in \{0, 1, \ldots, m-1\}$, the measure

$$
\mu_j = \frac{1}{m} \sum_{k=0}^{m-1} e^{\frac{-2\pi ikj}{m}} \nu_k,
$$

and the function $f_j = \sum_{k=0}^{m-1} e^{\frac{2\pi ikj}{m}} g_k$,

satisfy

$$
\mathcal{L}\mu_j = \lambda e^{\frac{2\pi i j}{m}} \mu_j \quad \text{and} \quad \mathcal{P}f_j = \lambda e^{\frac{2\pi i j}{m}} f_j.
$$

Moreover, the measures $\eta_j(dx) := f_j(x)\mu_j(dx)$ do not depend on $j \in \{0, 1, \ldots, m-1\}$.

Proof. First, we verify that (22) holds. Consider $j \in \{0, 1, \ldots, m-1\}$. From Theorem 6.9 and re-ordering of $\{\nu_i\}_{i=0}^{m-1}$ and $\{g_i\}_{i=0}^{m-1}$ we have that

$$
\mathcal{L}\mu_j = \mathcal{L} \left( \frac{1}{m} \sum_{k=0}^{m-1} e^{\frac{-2\pi ikj}{m}} \nu_k \right) = \frac{1}{m} \sum_{k=0}^{m-1} \lambda e^{\frac{-2\pi ikj}{m}} \nu_{k+1} = \lambda e^{\frac{2\pi i j}{m}} \mu_j
$$

and

$$
\mathcal{P}f_j = \mathcal{P} \left( \sum_{k=0}^{m-1} e^{\frac{2\pi ikj}{m}} g_k \right) = \sum_{k=0}^{m-1} \lambda e^{\frac{2\pi ikj}{m}} g_{k-1} = \lambda e^{\frac{2\pi i j}{m}} f_j.
$$

From Lemma 6.9 (b), we have for every $j \in \{0, 1, \ldots, m-1\}$ and $A \in \mathcal{B}(M)

$$
\eta_j(A) = \int_A f_j(x)\mu_j(dx) = \frac{1}{m} \int_A \left( \sum_{k=0}^{m-1} e^{\frac{-2\pi ikj}{m}} g_k(x) \right) \left( \sum_{s=0}^{m-1} e^{\frac{2\pi is(k-s)}{m}} \nu_s(dx) \right)
$$

$$
= \frac{1}{m} \sum_{k=0}^{m-1} \int_A g_k(x)\nu_k(dx) + \frac{1}{m} \sum_{k \neq s} e^{\frac{2\pi (k-s)}{m}} \int_A g_k(x)\nu_s(dx)\bigg|_{s=0}
$$

$$
= \int_A f_0(x)\mu_0(dx) = \eta_0(A),
$$

which completes the proof. \(\square\)

Corollary 6.11. In the context of Theorem 6.10, if the Markov chain $X_n$ satisfies (H) and $\rho(Z) = 0$, then for every $x \in M \setminus Z$ and $h \in \mathcal{F}_0(M)$,

$$
\mathbb{E}_x \left[ \sum_{k=0}^{n-1} h(X_k) \mathbb{1}_M(X_n) \right] = n\lambda^n \langle \mu_0, f_0 \cdot h \rangle \sum_{\ell=0}^{m-1} e^{\frac{2\pi i \ell}{m}} f_\ell(x)(\mu_\ell, \mathbb{1}_M) + o(n\lambda^n).
$$

Proof. Combining Proposition 6.4, Theorem 6.10, and since $\langle \mu_\ell, h f_\ell \rangle = \langle \mu_0, h f_0 \rangle$ for every $\ell \in \{0, 1, \ldots, m-1\}$ we obtain (23). \(\square\)

The following result establishes the existence of a quasi-ergodic measure for $X_n$ on $M$, in the case that $X_n$ satisfies Hypothesis (H) and $\rho(Z) = 0$.

Theorem 6.12. Let $X_n$ be a Markov chain on $E_M$ absorbed at $\partial$ that satisfies Hypothesis (H) and $\rho(Z) = 0$. Then $X_n$ admits a quasi-ergodic measure $\eta$ on $M$ and (4) holds for every $x \in M \setminus Z$.

Moreover, $\eta(dx) = f_0(x)\mu_0(dx)$, where $f_0 \in \mathcal{C}_0^0(M)$ and $\mu_0 \in \mathcal{M}_+(M)$, are such that $\mathcal{P}f_0 = \lambda f_0$, $\mathcal{L}\mu_0 = \lambda \mu_0$, and $\langle \mu_0, f_0 \rangle = 1$.

Proof. Let $h$ be a bounded measurable function. Recall from Definition 2.5 that we need to show that

$$
\lim_{n \to \infty} \mathbb{E}_x \left[ \frac{1}{n} \sum_{i=0}^{n-1} h \circ X_i \ \tau > n \right] = \int_M h(y)\eta(dy),
$$
for \( \eta \)-almost every \( x \in M \). Observe that \( \eta(Z) = 0 \) and let \( x \in X \setminus Z \).

From Proposition 6.3 we have

\[
0 < \mathcal{P}^n(x, M) = \langle \mathcal{L}^n \delta_x, \chi_M \rangle = \sum_{j=0}^{m-1} \lambda^n f_j(x) e^{\frac{2\pi i m j}{m}} \langle \mu_j, \chi_M \rangle + o(\lambda^n). \tag{24}
\]

Moreover, for every \( n \in \mathbb{N} \)

\[
\mathbb{E}_x \left[ \frac{1}{n} \sum_{k=0}^{n-1} h(X_k) \right]_{\tau > n} = \mathbb{E}_x \left[ \frac{1}{n} \sum_{k=0}^{n-1} h(X_k) \chi_M(X_n) \right]_{\mathcal{P}^n(x, M)}.
\]

Applying Corollary 6.11 for the numerator of the above equation, and (24) for the denominator, we obtain

\[
\mathbb{E}_x \left[ \frac{1}{n} \sum_{k=0}^{n-1} h(X_k) \right]_{\tau > n} = \frac{\lambda^n \langle \mu_0, h \cdot f_0 \rangle \sum_{\ell=0}^{m-1} e^{\frac{2\pi i m \ell}{m}} f_\ell(x) \langle \mu_\ell, \chi_M \rangle + o(n\lambda^n)}{\lambda^n \sum_{j=0}^{m-1} \lambda^n f_j(x) e^{\frac{2\pi i m j}{m}} \langle \mu_j, \chi_M \rangle + o(\lambda^n)}
\]

\[
= \langle \mu_0, h \cdot f_0 \rangle \frac{\sum_{\ell=0}^{m-1} e^{\frac{2\pi i m \ell}{m}} f_\ell(x) \langle \mu_\ell, \chi_M \rangle + o(1)_{n\to\infty}}{\sum_{j=0}^{m-1} e^{\frac{2\pi i m j}{m}} f_j(x) \langle \mu_j, \chi_M \rangle + o(1)_{n\to\infty}}.
\]

The proof concludes by taking limit \( n \to \infty \).

We proceed to prove Theorem C.

**Proof of Theorem C.** Observe that Theorems 6.5 and 6.12 imply that \( \eta(dx) = f(x)\mu(dx) \) is a quasi-ergodic measure for \( X_n \) on \( M \) and (4) holds for every \( x \in M \setminus Z \). Moreover, (M1) follows directly from Theorem 6.5 and (M2) is a consequence of Lemma 6.9.
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**Appendix A. Proof of Lemma 6.4**

This appendix contains a proof of Lemma 6.4. The proof below is inspired by [35, Proposition 4]. Although the results in [35] are focused on finite state spaces, it is possible to extend these results to our setting by making several adaptations. Since these are not straightforward, we present them here in detail.

The results of [35] extend classical results by Darroch and Senata [11], where similar bounds are found for irreducible finite Markov chains.
Proof of Lemma 6.4. Fix $x \in M \setminus Z$ and $h \in \mathcal{F}_b(M)$. We divide the proof into three steps.

**Step 1.** We prove that for every $n \in \mathbb{N}$,

$$
\sum_{k=0}^{n-1} \mathbb{E}_x [h(X_k) \mathbb{I}_M(X_n)] = \sum_{k=0}^{n-1} \sum_{\ell=0}^{m-1} \sum_{j=0}^{m-1} \lambda^n e^{\frac{2\pi ik}{m} \ell} f_\ell(x) \langle \mu_\ell, h \cdot f_j \rangle \langle \mu_j, 1_M \rangle + \sum_{\ell=0}^{n-1} \left( \sum_{j=0}^{m-1} \lambda^n e^{\frac{2\pi ik}{m} j} f_\ell(x) \mu_\ell, h(L^{n-k} \nu, 1_M) \right) \sum_{\ell=0}^{n-1} \left( \sum_{j=0}^{m-1} \lambda^n e^{\frac{2\pi ik}{m} j} \mu_\ell, h(L^{n-k} \nu, 1_M) \right)
$$

(25)

First, observe that

$$
\mathbb{E}_x [h(X_n) \mathbb{I}_n] = \mathbb{P}^n h(x) = \langle \delta_x, \mathbb{P}^n h \rangle = \langle L^n \delta_x, h \rangle.
$$

(26)

From the Markov property of $X_n$, for every $k, n \in \mathbb{N}$, with $k \leq n$, we have

$$
\mathbb{E}_x [h(X_k) \mathbb{I}_M(X_n)] = \mathbb{E}_x [\mathbb{E}_x [h(X_k) \mathbb{I}_M(X_n) \mid F_k]] = \mathbb{E}_x \left[ h(X_k) \mathbb{P}^{n-k}(X_k, M) \right] = \mathbb{P}^k(h \cdot \mathbb{P}^{n-k-1}_M)(x).
$$

Using (26) and Proposition 6.3 this implies that for every $y \in M$,

$$
h(y) \mathbb{P}^{n-k}(y, M) = h(y) \langle \delta_y, \mathbb{P}^{n-k} \mathbb{I}_M \rangle = \sum_{j=0}^{m-1} \lambda^n e^{\frac{2\pi i(j-k)}{m} \ell} h(y) f_j(y) \langle \mu_j, 1_M \rangle
$$

Recall from Proposition 6.3 that $\sup_{y \in M} \| L^n \nu_y \|_{TV} = O(\lambda^n)$. Hence,

$$
\mathbb{E}_x [h(X_k) \mathbb{I}_n] = \mathbb{P}^k(h \cdot \mathbb{P}^{n-k-1}_M)(x) = \langle L^k \delta_x, h \cdot \mathbb{P}^{n-k} \mathbb{I}_M \rangle
$$

$$
= \left( \sum_{\ell=0}^{m-1} \lambda^n e^{\frac{2\pi i \ell}{m} \mu_\ell, h \cdot \mathbb{P}^{n-k} \mathbb{I}_M} \right) + \langle L^k \nu_x, h \cdot \mathbb{P}^{n-k-1} \mathbb{I}_M \rangle
$$

$$
= \left( \sum_{\ell=0}^{m-1} \lambda^n e^{\frac{2\pi i \ell}{m} \mu_\ell, \sum_{j=0}^{m-1} \lambda^n e^{\frac{2\pi i(j-k)}{m} \ell} h(f_j(y) \langle \mu_j, 1_M \rangle + h(L^{n-k} \nu_y, 1_M) \right)
$$

$$
= \sum_{\ell=0}^{m-1} \sum_{j=0}^{m-1} \lambda^n e^{\frac{2\pi i \ell}{m} \mu_\ell, f_\ell(x) \langle \mu_j, 1_M \rangle}
$$

Then, for each $n \in \mathbb{N}$, (25) holds. This completes Step 1.

**Step 2.** We prove that the following identity holds

$$
\sum_{k=0}^{n-1} \left( \sum_{\ell=0}^{m-1} \lambda^n e^{\frac{2\pi i \ell}{m} f_\ell(x) \mu_\ell, h(L^{n-k} \nu, 1_M) \right) + \sum_{k=0}^{n-1} \langle L^k \nu_x, h \mathbb{P}^{n-k-1} \mathbb{I}_M \rangle = O(n \lambda^n).
$$

(27)

Recall from Proposition 6.3 that $\sup_{y \in M} \| L^n \nu_y \| = O(\lambda^n)$. Hence, for all $\varepsilon > 0$ there exists $n_0 \in \mathbb{N}$ such that $n > n_0$ implies

$$
\frac{1}{\lambda^n} \| L^n \nu_x \|_{TV} < \varepsilon.
$$

(28)
On the other hand, recall from equation (10) that \( \|P^n\| = \mathcal{O}(\lambda^n) \). Thus, there exists \( K \geq 0 \) such that \( \|P^n\| \leq K\lambda^n \), for every \( n \geq 0 \).

We first discuss the second term in (27). Note that for every \( n > n_0 + 1 \),

\[
\frac{1}{\lambda^n} n \sum_{k=0}^{n-1} \langle L^k \nu_x, h \cdot P^{n-k} \mathbb{1}_M \rangle \leq \frac{1}{\lambda^n} n \sum_{k=0}^{n-1} \|L^k \nu_x\|_{TV} \|h\|_{\infty} \|P^{n-k}\|
\]

\[
\leq \frac{K \|h\|_{\infty}}{n} \sum_{k=0}^{n-1} \|L^k \nu_x\|_{TV} \frac{\lambda^k}{n} \leq K \|h\|_{\infty} \left( \sum_{k=0}^{n_0-1} \|L^k \nu_x\|_{TV} \frac{\lambda^k}{n} + \sum_{j=n_0}^{n-1} \varepsilon \right)
\]

\[
\rightarrow K \|h\|_{\infty} \varepsilon, \text{ as } n \rightarrow \infty.
\]

Hence, since \( \varepsilon \) is arbitrary,

\[
\sum_{k=0}^{n-1} \langle L^k \nu_x, h \cdot P^{n-k} \mathbb{1}_M \rangle = \mathcal{O}(\lambda^n n). \tag{29}
\]

On the other hand, defining for each \( n \in \mathbb{N} \)

\[
I_n := \sum_{k=0}^{n-1} \left( \sum_{\ell=0}^{m-1} \lambda^k e^{\frac{2\pi i \ell k}{m}} f_\ell(x) \mu_\ell, h \langle L^{n-k} \nu_x, \mathbb{1}_M \rangle \right),
\]

we have

\[
\frac{1}{n \lambda^n} I_n \leq \frac{1}{n \lambda^n} \sum_{k=0}^{n-1} \sum_{\ell=0}^{m-1} \lambda^k \|f_\ell\|_{\infty} \|\mu_\ell\|_{TV} \|h\|_{\infty} \sup_{y \in M} \|L^{n-k} \nu_y\|_{TV}
\]

\[
= C \frac{1}{n} \sum_{k=0}^{n-1} \sup_{y \in M} \|L^{n-k} \nu_y\|_{TV} \lambda^{n-k}
\]

where \( C := m \max_{\ell \in \{0, \ldots, m-1\}} (\|h\|_{\infty} \|f_\ell\|_{\infty} \|\mu_\ell\|_{TV}) \). Hence, by (28)

\[
\frac{1}{n \lambda^n} I_n \leq C \left( \frac{1}{n} \sum_{k=0}^{n_0-1} \sup_{y \in M} \|L^k \nu_y\|_{TV} \frac{\lambda^k}{n} + \frac{1}{n} \sum_{k=n_0}^{n-1} \sup_{y \in M} \|L^k \nu_y\|_{TV} \frac{\lambda^k}{n} \right)
\]

\[
\leq C \left( \frac{1}{n} \sum_{k=0}^{n_0-1} \sup_{y \in M} \|L^k \nu_y\|_{TV} \frac{\lambda^k}{n} + \frac{1}{n} \sum_{k=n_0}^{n-1} \varepsilon \right)
\]

\[
\rightarrow C \varepsilon, \text{ when } n \rightarrow \infty,
\]

Once again, since \( \varepsilon \) is arbitrary

\[
\sum_{k=0}^{n-1} \left( \sum_{\ell=0}^{m-1} \lambda^k e^{\frac{2\pi i \ell k}{m}} f_\ell(x) \mu_\ell, h \langle L^{n-k} \nu_x, \mathbb{1}_M \rangle \right) = \mathcal{O}(n \lambda^n). \tag{30}
\]

The sought identity is implies by (29) and (30).

**Step 3.** We prove that for every \( n \in \mathbb{N} \),

\[
\mathbb{E}_x \left[ \sum_{k=0}^{n-1} h(X_k) \mathbb{1}_M(X_n) \right] = n \lambda^n \sum_{\ell=0}^{m-1} e^{\frac{2\pi i \ell}{m} f_\ell(x)} (\mu_\ell, h \cdot f_\ell)(M) + \mathcal{O}(n \lambda^n).
\]

Note that by the previous two steps, \( \sum_{k=0}^{n-1} \mathbb{E}_x [h(X_k) \mathbb{1}_M(X_n)] = A + \mathcal{O}(n \lambda^n) \), where

\[
A := \sum_{k=0}^{n-1} \sum_{\ell=0}^{m-1} \lambda^n e^{\frac{2\pi i \ell k}{m} f_\ell(x)} (\mu_\ell, h f_\ell)(M) \mathbb{1}_M.
\]
By exchanging the order of the sums, we obtain that
\[
A = \sum_{\ell=0}^{m-1} \sum_{j=0}^{m-1} \left( \sum_{k=0}^{n-1} e^{-\frac{2\pi i n^k}{m} + \frac{2\pi i (\ell-j)k}{m}} \right) \lambda^n f_\ell(x) \langle \mu_\ell, h f_j \rangle \langle \mu_j, 1_M \rangle.
\]
Splitting the above double sum into \( \ell = j \) and \( \ell \neq j \) we obtain
\[
A = \sum_{\ell=0}^{m-1} n \lambda^n e^{-\frac{2\pi i n}{m}} f_\ell(x) \langle \mu_\ell, h f_j \rangle \langle \mu_j, 1_M \rangle + \sum_{\ell \neq j} \lambda^n e^{\frac{2\pi i n}{m}} \left( e^{-\frac{2\pi i n}{m}} - e^{-\frac{2\pi i j}{m}} \right) f_\ell(x) \langle \mu_\ell, h f_j \rangle \langle \mu_j, 1_M \rangle.
\]
Since \( e^{\frac{2\pi i n}{m}} \left( e^{-\frac{2\pi i n}{m}} - e^{-\frac{2\pi i j}{m}} \right) \) is uniformly bounded in \( n \) for \( \ell, j \in \{0, 1, \ldots, m-1\} \) and \( \ell \neq j \), we obtain that
\[
\sum_{\ell \neq k} \lambda^n e^{-\frac{2\pi i n}{m}} \left( e^{-\frac{2\pi i n}{m}} - e^{-\frac{2\pi i j}{m}} \right) f_\ell(x) \langle \mu_\ell, h f_j \rangle \langle \mu_j, 1_M \rangle = O(n\lambda^n).
\]
The equation above implies
\[
E_x \left[ \sum_{k=1}^{n} h(X_k) 1_M(X_n) \right] = n \lambda^n \sum_{\ell=0}^{m-1} e^{-\frac{2\pi i n}{m}} f_\ell(x) \langle \mu_\ell, h f_\ell \rangle \mu_\ell(M) + O(n\lambda^n).
\]
This proves the lemma. \( \square \)
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