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Abstract

Main subjects usually exist in the images or videos, as they are the objects that the photographer wants to highlight. Human viewers can easily identify them but algorithms often confuse them with other objects. Detecting the main subjects is an important technique to help machines understand the content of images and videos. We present a new dataset with the goal of training models to understand the layout of the objects and the context of the image then to find the main subjects among them. This is achieved in three aspects. By gathering images from movie shots created by directors with professional shooting skills, we collect the dataset with strong diversity, specifically, it contains 107,700 images from 21,540 movie shots. We labeled them with the bounding box labels for two classes: subject and non-subject foreground object. We present a detailed analysis of the dataset and compare the task with saliency detection and object detection. ImageSubject is the first dataset that tries to localize the subject in an image that the photographer wants to highlight. Moreover, we find the transformer-based detection model offers the best result among other popular model architectures. Finally, we discuss the potential applications and conclude with the importance of the dataset.

1. Introduction

Detecting the most important regions or object of an image has recently drawn significant attention in computer vision [13, 23–26, 39, 41] due to its fundamental role in various applications, including image editing [27], video compression [17], image quality assessment [35]. Salient object detection (SOD) defines the salient objects that attract human attention. The datasets [3, 19, 33] collected for salient object detection usually contain a few objects (mostly one) for each image. SOD aims at segmenting the objects from the background. There is usually no other objects besides the salient object (Fig. 1, first row). However, in real world cases we need to distinguish the main objects based on the understanding of the scene and relations between several objects in the image or even use the temporal information from the video. So the salient objects detection model is easy to fail in these cases (see experiment part).

Web users generated billions of images or videos on social media in this web 2.0 era. Comprehending them by machines is an important topic and leads to many applications. Object detection methods [22, 28, 29] try to localize every (known) object in the image (Fig. 1, second row) and they detect each object independently. But most of the detected objects are not the main subjects that the user wants to emphasize. Therefore, it is a fundamental step in the image or video understanding pipeline to localize which object is the main subject in the image. We may design post-processing for the object detection results to find the main subject, for example the main subject usually has the bigger scale and better clarity than environment objects. However, it is still hard to find a good rule to cover the complex situation in the subject detection task.

Motivated by the above insights, we construct a subject detection dataset called ImageSubject in this paper (Fig. 1, third row). We collected five key-frame images for each movie shot from the public MovieNet dataset [27], with annotations for the bounding box for the subject in the movie shots. We define the subject as the object that has been purposely highlighted when people created the images or videos. The reason that we use movie shot as our data source is there are usually subjects that the directors want to highlight when they make a movie shot. It is more consistent to label the subjects afterward using general viewers to annotate. Since five key frames are extracted from each shot and then labeled, so not only the spatial information but also the temporal information are included in the dataset.

We further conduct detailed analysis on ImageSubject
Figure 1. Compare our proposed subject detection dataset to the most relevant datasets for object detection and saliency detection. The saliency detection dataset (first row) usually only contain a few objects for each image, the model learns to segment the object from background instead of understanding the complex context. The object detection dataset (second row) label all the defined objects in an image, without differentiating the importance between them. Our subject detection (third row) label the subject that the photographer wants the highlight when the image was taken.

and compared it with other saliency detection [33] and object detection [21] datasets. We did experiments for different object detection methods on our proposed ImageSubject dataset. The performance of those methods are different from their performance for object detection. Sparse-RCNN [31] gives the best result on COCO object detection dataset [21] among these methods but DETection TRansformer (DETR) [1] gives the best result on our ImageSubject. Base on the experimental results, we conclude that the transformer-based model like DETR can exploit the relations between the objects in the image and understand the context of the whole image before proposing the final subjects bounding boxes. The state-of-the-art video object detection methods are also conducted for our dataset. We give the baseline for subject detection in this paper, and facilitate researches along this direction.

In this work, our major contributions can be summarized in the following three aspects.

1) To the best of our knowledge, we propose the first large-scale subject detection dataset with the professionally annotated main subject bounding box. The data is collected from movie shots created by professional directors. As the demand for understanding images and videos increases in this era, we believe our proposed dataset can help researchers develop better techniques in this direction.

2) We conduct detailed analysis for the proposed dataset and also implement experiments to show the differences between our subject detection and other tasks like saliency detection. We demonstrate that the existing datasets can not solve the proposed subject detection task well. It is crucial to propose the subject detection dataset.

3) We try different detection models on our new dataset include the single frame models and temporal models for video data. We conclude that the transformer-based model, such as DETR [1], provides better understanding of relations between objects and find the subject among them. We also provide multiple baseline performances for subject detection.

2. Related Work

Datasets have played a critical role in the history of computer vision research. Nowadays, deep learning models usually need large-scale datasets to get good performance. More importantly, the datasets are the foundations for new research directions. The research directions related to our subject detection can be roughly split into two groups: saliency detection and object detection.

Saliency Detection SOD defines the salient object that attract human attention. It is an important research topic in computer vision because it is a fundamental role in various applications, e.g. image editing [27], video compression [17]. There are several datasets [3, 11, 18, 37, 38] were proposed in the early stage, however due to the dense segmentation label is required for salient object detection, those datasets only contain limited training data. So they are unsuitable for training complex deep networks. Motivated by this observation, [33] proposed a large-scale dataset DUTS [33] that has 10,553 training images. MSRA10K [4] is another large-scale SOD dataset, it contain 10000 images with pixel accurate salient object labeling. Salient object detection aims to predict the segmentation map for the salient objects in an image. Thus the common model design for SOD is an U-net shape network that extracts dense feature from the image. The data collected for it usually contain few objects (mostly one) for each image. It does not count the relation between different objects. Our subject detection task tries to find the main subject in the image instead of finding each object individually and predicting whether they are salient. In the experiment part, we show the SOD model cannot detect the subject region well. Specially, the detected salient region may not be the subject that wants to be highlighted.

Another related direction is human gaze fixations prediction [5, 34]. However, limited by the data collection equipment, they usually have inadequate training samples; the gaze fixations labels are noisy; and the fixation regions are usually a small portion of objects. Thus the datasets of gaze fixations are not suitable for the subject detection. We want to find the subjects that are purposely highlighted and convey the contextual meaning of images and videos.
**Object Detection** Object detection is one of the most important research areas in computer vision. Thanks to the proposed datasets [6, 10], especially the COCO dataset [21], the detection techniques have been developed rapidly. COCO contains 80 object types and 2.5 million labeled instances in 328k images. Objects are labeled using per-instance bounding box, class and segmentation. Each image usually contains many objects and each object is considered as individual object instance. Object detection task does not consider the layout for different objects in the same image. The context understanding is not included. Object detection datasets label all the defined objects in an image, without differentiating the importance between them. Compared with it, our subject detection only focuses on the main subjects that should be highlighted in the image. We do not want to label objects as many as possible. Our dataset only contains 2 classes, the subject and the non-subject foreground object that help the model to better understand the layout and scene. And we only label the bounding boxes for them. Some subjects labeled in our ImageSubject do not belong to the defined classes in COCO dataset [21].

Object detection models can be split into two-stages detectors [29] and single-stage detectors [22, 28]. Most of those methods predict the final bounding box depending on the initial guesses like the anchors or a grid of possible object centers. Two stage models were proposed to predict every guess region whether it has an object individually. For example, the Faster R-CNN model [29] predict each Region of Interest (ROI) contains an object or not by shared parameter operations. [7] proposed to use all of the ROI features from several frames to augment object features of the current frame for the video object detection. One stage models usually predict the labels on the dense feature maps.

[1] proposed the first transformer-based object detection framework named DETR. In the decoder, the object queries do the cross-attention with the dense map and the self-attention between object queries. Subject detection is a detection task too, we can take advantage of object detection models. Since we only want to predict the main subject in the image instead of all the objects. It is reasonable to use the transformer model to mining the relations between different objects instead of predicting them independently. And the cross attention between object queries and the feature map also helps the model understand the context of the whole image.

### 3. Subject Detection Dataset

To facilitate the subject detection research, we collect ImageSubject containing 107 700 images belonging to 21 540 shots. The details of the proposed dataset are specified as follows.

| Dataset     | # images | Type           |
|-------------|----------|----------------|
| ImageSubject| 107 700  | Subject detection|
| COCO [21]   | 123 287  | Object detection|
| DUTS [33]   | 15 572   | Saliency detection|
| MSRA10K [4] | 10 000   | Saliency detection|

Table 1. Comparisons with datasets of other tasks.

### 3.1. Data Source and Categories

We define a subject as the object in an image or video that the photographer wants to focus on and highlight, which should attract the most attention from the viewer. Especially for movies, when directors make a video shot, there is usually a main subject that they want to highlight and let the audience focus (bounding boxes in red in Fig. 2). Thanks to the public shot type classification dataset MovieShots [27], we use the released 33 653 shots as our data source. We extract five key frames from each shot to be labeled. But sometimes the subjects are not foregrounded in the image, it is hard to be identified by the model, one example is the over-the-shoulder shot in movie shooting. In order to help the model better understand the scene and predict the subject precisely, we also label the non-subject foreground object (bounding boxes in blue in Fig. 2). We define a non-subject foreground object as the object in front of the subject and it is not a subject. The non-subject foreground object is usually between the camera and the subject when the frame is made. So there are two categories in our dataset: (1) subject (2) non-subject foreground object. ImageSubject contains layout information in a single frame and also the temporal information of a movie shot.

### 3.2. Data Statistics

The released MovieShots consists of 33 653 shots from 7848 movies, covering a wide of movie genres. After the annotation consistency filtering, our ImageSubject dataset consists of 107 700 images belonging to 21 540 shots. Most frames contain only one subject, it is consisted with our common sense that there is only one object that the director wants to focus on when make movie shots. Among 33 653 shots, 6811 shots do not contain the subject, such as a picture taken for the full view of the city, we do not include these images in our dataset but will provide them for further use. Some frames have more than one subject are kept in the dataset. In Tab. 1, we compare ImageSubject with existing related datasets. Then the number of images in ImageSubject is much larger than the state-of-the-art SOD datasets DUTS and MSRA10K. Our ImageSubject dataset is the only one that can do subject detection and it is large enough that the deep network models can be trained on our data.
3.3. Annotation Procedure

Thanks to the MovieShots dataset [27], the shots are already cleaned by removing the advertisement and text in frames. In most cases, people can identify the subject for a single image, however, in very few cases the subject can be identified based on the temporal information. So we extract five key frames from each shot and then show them to the annotators. Each annotator will see those five key frames at one time, and label the subject for each frame. At first, all the annotators are trained to label sampled examples by cinematic professionals experts, so all annotators can provide high quality labels. To ensure the high consistency, there are three rounds of annotation procedures. We remove inconsistent data by requiring at least two annotations on the same image share more than 85% overlapping region for subjects and non-subject foreground objects. The final bounding boxes are the average of the consistent annotations. We finally achieve very high consistency by removing 5302 inconsistent shots labels.

4. Subject Detection Models

The target of subject detection is to detect the most important object that wants to be highlighted. If there is only one object in the image, it is easy to be classified as the subject. But sometimes there are many objects in the image, the subject can be identified by its scale, position, clearness, etc. information and the relations between different objects. So it is not reasonable to use this kind of method. Even there are some works [16] try to model the relations between different predictions of the proposed interest region, the local receptive field of convolutional operations still limits their performance for subject detection. Please check the experimental part for more detail. Similar to the two-stage method, most single-stage models make predictions based on the dense initial guess like anchors or possible object centers [22,28]. Due to the local receptive filed of Convolutional Neural Network (CNN), they still do not solve our task well.

4.2. Transformer Based Model

The transformer model becomes more and more popular since it was proposed [32]. It makes great achievements in computer vision [9,40] because it is non-local operation. We review the architecture of the recently proposed DETR [1] model and give the reason that it fits our task.

Given the input image with three color channels $x \in \mathbb{R}^{3 \times H_0 \times W_0}$, a CNN backbone, such as ResNet50 [15], is used first to extract a lower-resolution feature map $f \in \mathbb{R}^{C \times H \times W}$, then a $1 \times 1$ convolution reduces the channel dimension from $C$ to $d$, so we have the feature map $z \in \mathbb{R}^{d \times H \times W}$. There is one transformer encoder and decoder in the DETR. Each vector at a specific position through the channel is considered as a point in the input sequence, which means that we reshape $z$ to a feature map with the shape $d \times H \times W$. Multi-head self-attention is implemented in each encoder layer. With this non-local operation, there is enough mining for the relations between all positions in the feature map. It could help the subject detection. On the other hand, due to the permutation-invariant property of transformer architecture, positional embeddings...
are added to each input of each attention layer. We believe the positional information is very important for subject detection because the subject is more likely to be located in the center areas. So the positional embeddings addition naturally improves the performance of subject detection.

The most important module for subject detection in the DETR architecture is the decoder. The decoder transforms $N$ embeddings of size $d$ by multi-headed attention mechanisms. The $N$ input embeddings are called object queries, they are learned positional encodings. Since the permutation-invariant property of the decoder, they are added to the input of each attention layer. As shown in Fig. 3, on the one hand, the $N$ object queries do the cross-attention with the dense encoded feature maps from the DETR encoder. So they can better understand the context from the whole image. As mentioned before, it is required by the subject detection task. On the other hand, the $N$ object queries also do the self-attention between themselves, so in this way the model reasons all objects using pairwise relations between them globally. More specifically, we can contrast the scale, position, clearness, and other information and the relations between different objects. In the experiment part, we will prove the cross-attention and the self-attention modules that no one of them can be dispensed with. The architecture of the transformer-based model DETR naturally fits our proposed subject detection task.

After enough attention operations, feed-forward networks are used to predict the normalized center coordinates, the height and the width of the box for the $N$ objects individually. Because the average number of subjects in one image from our dataset is much less than the average number of objects in one image from the objection detection dataset, $N = 100$ is enough for our task. We use the set prediction loss to train the DETR same as its original setting.

5. Experiments

5.1. Data

We conduct all the experiments on our proposed dataset ImageSubject. We split the dataset into Train, Validation (Val) and Test sets with a ratio of 7:1:2, the detail can be found in Tab. 2.

5.2. Evaluation metrics

Since the subject detection is a bounding box detection task. We take the commonly used mean Average Precision (mAP) as the evaluation metric. Since we only have two categories: subject and non-subject foreground object, we also show the mAP for each class. We omit % symbol for AP in our paper. For the inference speed, we test all the methods on the same NVIDIA 2080 GPU by using the same testing code from Detectron2 [36].

5.3. Implementation Details

We use the official implementations for DETR [1] and recent proposed Sparse-RCNN [31]. For RetinaNet [20] and Faster-RCNN [29], we used the Detectron2 [36] implementation. For our ImageSubject, we have five key frames for each movie shot. So we also train the state-of-the-art temporal models MEGA [2] and RDN [7] by the official implement of [2]. As the same inference process in their paper, temporal models [2, 7] predict the subject for a single frame by using other remaining frames of the same shot as support images. All the methods are trained with the same backbone ResNet50 [15] for fair comparison. All the backbone network weights are initialized by pre-trained models from ImageNet [6]. We use the same input setting for all methods and use the hyper-parameter setting from their official optimal configuration.

5.4. Subject Detection Results

The subject detection results of all used methods are shown in Tab. 3. On the COCO dataset, Faster-RCNN is better than RetinaNet, but the result is the opposite on ImageSubject. Compared to RetinaNet, Faster-RCNN is a two-stage model, it predicts the result for each interest region independently. So it lacks global information, which is important for our subject detection. It explains why the two-stage model does not perform well in our task. RetinaNet
| Model               | AP  | AP50 | AP75 | Subject | Non-subject foreground | FPS | Model type | AP on COCO | AP on ImageNet VID |
|---------------------|-----|------|------|---------|------------------------|-----|------------|------------|-------------------|
| RetinaNet           | 67.3| 82.7 | 72.2 | 75.7    | 58.9                   | 18  | Single frame | 38.7       | -                 |
| Faster-RCNN         | 65.8| 81.6 | 72.1 | 72.7    | 58.9                   | 19  | Single frame | 40.2       | 71.8              |
| Sparse-RCNN (CVPR 21) | 67.7| 80.8 | 72.6 | 75.9    | 59.5                   | 17  | Single frame | 45.0       | -                 |
| DETR (ECCV 20)     | 71.4| 84.2 | 76.7 | 78.1    | 64.8                   | 22  | Single frame | 42.0       | -                 |
| RDN                 | 63.8| -    | -    | 69.2    | 58.5                   | -   | Temporal   | -          | 76.7              |
| MEGA                | 64.5| -    | -    | 70.4    | 58.7                   | -   | Temporal   | -          | 77.3              |

Table 2. Statistics of our proposed ImageSubject dataset.

| Model               | Train set | Testing AP on ImageSubject |
|---------------------|-----------|----------------------------|
| RetinaNet           | ImageSubject | 72.7                      |
| RetinaNet           | DUTS      | 48.2                      |

Table 3. We show the prediction results by different types (single frame and temporal) detection methods on our proposed ImageSubject dataset. We use Detectron2 [36] to measure frame-per-second (FPS) for models on the same GPU. We also show their results on object detection datasets COCO [21] and ImageNet VID [30].

Table 4. Subject detection results for DETR on our ImageSubject test by using different training sets.

5.5. Comparison with Saliency Detection Dataset

One of the related types of dataset is saliency detection. We conduct experiment to compare our ImageSubject with the large-scale saliency detection dataset DUTS [33]. Since the ground truth for salient object detection is segmentation mask. We generate the bounding box for the object from its mask. Then we train a RetinaNet detection model on MEGA [2] and RDN [7] are the state-of-the-art methods for video object detection on benchmark ImageNet VID [30]. However, they perform badly on our dataset. It is due to the ImageNet VID mostly containing few objects for each video, their hard cases are the object with motion blur, occlusion or out of focus in the single frame. These methods try to find the clues from other frames, which is different from our dataset. Specifically, we need to better understand the scene and mining the relations on ImageSubject. We believe that designing temporal model for subject detection is a research direction for future work too. For example, sometimes we need the motion information of objects to identify the subject.

In this paper, we offer the baseline result and believe there is still a lot of space to improve on ImageSubject. For example, deformable DETR [42] can be used to better detect small subjects on ImageSubject.
datasets. For DUTS we use all the 10,553 images in the training set. For ImageSubject, we random sample 10,000 images from different shots as the training set. We compare their subject detection results on our ImageSubject testing set. We do not use the non-subject foreground object class of ImageSubject in this part. In Tab. 4, we can see that the salient object bounding box detection model trained on DUTS performs badly on our testing dataset. Because the salient objects detection dataset usually contains few objects (mostly one) for each image. The model trained on it cannot handle the complex cases in our testing set.

We also test state-of-the-art salient object segmentation model [8] on our ImageSubject. This model [8] is pre-trained on the SOD dataset MSRA10K [4]. In Fig. 6, we can see that the subject that the photographer wants to highlight may not be the most salient object in the image detected by the salient object segmentation model [8]. The model needs to understand the context and the relations between objects to localize the subject. The model trained on the salient object detection dataset cannot handle the subject detection task. That is why our proposed ImageSubject is unique.

6. Application

We believe there is a wide range of potential applications for subject detection. It can be a useful prepossessing to help other tasks like video compression, image editing, image quality assessment, image retrieval, etc. In this part, we show one application of image editing with the help of our subject detection model.

As the short-video become more popular nowadays, the user usually watches the full screen image or video on their cell phones. However, the images or videos are created with different aspect ratios. In order to make images fit the phone screen, we need the subject detection model to localize the main subject in the image then we can do the image editing automatically [12]. The image editing results can be found
Figure 6. Results of salient object detection model and subject detection model [8] on our ImageSubject. The first row is the labeled data in our testing test. The red bounding box is for the subject, the blue bounding box is for the non-subject foreground object. The second row is the saliency map predicted by the salient object detection model. The third row is the subject detection result by using DETR.

Figure 7. Image editing results. Left are the images from movie shots with different scales. If we put them on the phone directly, the subjects may lack details for the viewers. We crop the main subject to fit the cell phone screen scale by using our subject detection results. The cropped results are shown on the right of Fig. 7. These application results demonstrate the importance of subject detection.

7. Conclusion

In this paper, we introduce the first large-scale dataset ImageSubject for object detection. We collect the dataset with strong diversity, it contains 107,700 images from 21,540 movie shots. Two classes’ bounding boxes are professionally annotated: subject and non-subject foreground object. ImageSubject has the spatial, scene, and temporal information for use. Our dataset helps the model localize the subject in the image that the photographer wants to highlight. As demand for understanding images and videos increases in this era, we believe our proposed dataset can help researchers develop better techniques in this direction.

Different detection models were implemented on our ImageSubject. We analyze the relationship between model architectures and their performance on ImageSubject. We give the baseline result by using the popular transformer-based model DETR. We believe there is still a lot of space to improve for future work, not only for single frame detection models but also for temporal subject detection models.

We conduct detailed analysis for the proposed dataset and also implement experiments to show the difference be-
tween our subject detection and other related tasks like saliency detection. We prove that the existing dataset can not solve the proposed subject detection task well. It indicates the importance of the proposed dataset ImageSubject. We believe our proposed dataset can be useful for many other tasks.
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