Unbiased constraints on ultralight axion mass from dwarf spheroidal galaxies

Citation for published version:
González-Morales, AX, Marsh, DJE, Peñarrubia, J & Ureña-López, LA 2017, 'Unbiased constraints on ultralight axion mass from dwarf spheroidal galaxies' Monthly Notices of the Royal Astronomical Society, vol 472, no. 2, pp. 1346-1360. DOI: 10.1093/mnras/stx1941

Digital Object Identifier (DOI):
10.1093/mnras/stx1941

Link:
Link to publication record in Edinburgh Research Explorer

Published In:
Monthly Notices of the Royal Astronomical Society

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s) and/or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer content complies with UK legislation. If you believe that the public display of this file breaches copyright please contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and investigate your claim.
Unbiased constraints on ultralight axion mass from dwarf spheroidal galaxies

Alma X. González-Morales\textsuperscript{1,2,*}, David J. E. Marsh\textsuperscript{3}, Jorge Peñarrubia\textsuperscript{4}, L. Arturo Ureña-López\textsuperscript{2}

\textsuperscript{1}Departamento de Física, DCI, Campus León, Universidad de Guanajuato, 37150, León, Guanajuato, México
\textsuperscript{2}Consejo Nacional de Ciencia y Tecnología, Av. Insurgentes Sur 1582, Colonia Crédito Constructor, Del. Benito Juárez C.P. 03940, México D.F., México
\textsuperscript{3}Department of Physics, King’s College London, Strand, London, WC2R 2LS, UK
\textsuperscript{4}Institute for Astronomy, University of Edinburgh, Royal Observatory, Blackford Hill, Edinburgh EH9 3HJ, UK

22 August 2017

ABSTRACT

It has been suggested that the internal dynamics of dwarf spheroidal galaxies (dSphs) can be used to test whether or not ultralight axions with \( m_a \sim 10^{-22} \) eV are a preferred dark matter candidate. However, comparisons to theoretical predictions tend to be inconclusive for the simple reason that while most cosmological models consider only dark matter, one observes only baryons. Here we use realistic kinematic mock data catalogs of Milky Way dSph’s to show that the “mass-anisotropy degeneracy” in the Jeans equations leads to biased bounds on the axion mass in galaxies with unknown dark matter halo profiles. In galaxies with multiple chemodynamical components this bias can be partly removed by modelling the mass enclosed within each subpopulation. However, analysis of the mock data reveals that the least-biased constraints on the axion mass result from fitting the luminosity-averaged velocity dispersion of the individual chemodynamical components directly. Applying our analysis to two dSph’s with reported stellar subcomponents, Fornax and Sculptor, and assuming that the halo profile has not been acted on by baryons, yields core radii \( r_c > 1.5 \) kpc and \( r_c > 1.2 \) kpc respectively, and \( m_a < 0.4 \times 10^{-22} \) eV at 97.5\% confidence. These bounds are in tension with the number of observed satellites derived from simple (but conservative) estimates of the subhalo mass function in Milky Way-like galaxies. We discuss how baryonic feedback might affect our results, and the impact of such a small axion mass on the growth of structures in the Universe.
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1 INTRODUCTION

Axion dark matter is described by a classical scalar field, and differs from Cold Dark Matter (CDM, which is described by collisionless particles) on scales below the de Broglie wavelength due to the presence of gradient energy (see Hui et al. 2017; Marsh 2016; Suárez et al. 2014, for a review). For ultralight axions (ULAs) with \( m_a / 10^{-22} \) eV \( \equiv m_{22} \approx 1 \) this scale is large enough to be of relevance for the cusp-core problem in dSphs, as well as alleviating various other small scale issues with CDM (Hu et al. 2000; Marsh & Silk 2014; Schive et al. 2014a; Matos & Urena-Lopez 2001, 2000; Sahni & Wang 2000; Hu et al. 2000).\textsuperscript{1} On non-linear scales, axion DM forms a class of pseudo-soliton known as an oscillaton, or “axion star” (Ruffini & Bonazzola 1969; Seidel & Suen 1991; Urena-Lopez 2002; Guzman & Urena-Lopez 2004). The soliton is supported against gravitational collapse by gradient energy, and is expected to form in the centres of ULA halos. On larger scales, since structure formation proceeds just as for CDM, ULA halos should resemble the NFW profile (Navarro et al. 1997). Indeed, the NFW profile is

\textsuperscript{1} Note that a mass scale of order of \( 10^{-22} \) eV has for a long time been a recurring result in the studies of axion or scalar field models for galaxy halos and small scale structure, see for instance (Press et al. 1990; Sin 1994; Sahni & Wang 2000; Arbey et al. 2001; Matos & Urena-Lopez 2001; Hu et al. 2000).
found from collisionless $N$-body simulations, which are operationally equivalent to the axion model on scales above the de Broglie wavelength (e.g. Widrow & Kaiser 1993; Uhlmann et al. 2014). High-resolution cosmological simulations and other numerical experiments (Schive et al. 2014a,b; Veltmaat & Niemeyer 2016a; Schwabe et al. 2016) reveal just this: ULA/scalar field DM halos comprise a central soliton core transitioning to an NFW-like profile at large radii. The size of the core depends on the axion mass and local density, with larger cores occurring for smaller particle masses and lower densities. Standard CDM halos are well described by the NFW profile at all radii and display a central cusp. For almost a decade now, it has been suggested in that the cusp-core problem in dwarfs, as well as other "small-scale crises" (Weinberg et al. 2015), may be evidence for DM physics beyond CDM (e.g. Bode et al. 2001; Tulin et al. 2013; Marsh & Silk 2014; Vogelsberger et al. 2016; Bull et al. 2016). It is not necessary that a DM model solve all of the apparent small-scale crises at once (a catch-all solution), but proposed solutions to any given problem must, of course, be consistent with cosmology and structure formation. The stellar dynamics of dwarf spheroidal (dSph) galaxies in the Milky Way (MW) can be used to study the distribution of DM in these systems (see e.g. Walker 2013, for a review). dSphs are DM dominated at all radii, and so the stars can be seen as test particles orbiting in the DM halo. In particular, Fornax and Sculptor galaxies have two distinct stellar sub-populations of different metallicity. (Walker & Peñarrubia 2011) (henceforth, WP11) used the two distinct stellar sub-populations of different metallicity. (Walker & Peñarrubia 2011) (henceforth, WP11) used the virial quantity ($\sigma_{\text{los}}^2$) to measure the DM density profile slope, and showed a preference for cores ($\rho \propto r^\beta$) over cusps ($\rho \propto r^{-1}$). Different particle physics models for DM predict different halo profiles; therefore the dSph measurements can be used to test the consistency of these models, or even to give evidence for one model over another (e.g. Strigari et al. 2007). First attempts to use Stellar dynamics of dSphs to constrain axion and scalar field DM models are discussed in e.g. (Díez-Tejedor et al. 2014; Marsh & Pop 2015; Chen et al. 2016).

In this work we address how stellar velocity measurements in dSphs can be used to place unbiased constraints to the dark matter particle mass for an axion DM halo model. We investigate this using a series of N-body mocks for stars as test particles orbiting in static DM halos. We identify the now-familiar $\beta$-degeneracy, which introduces significant bias in the extraction of halo parameters using Jeans analysis when the stellar velocity anisotropy, $\beta$, is unknown. We then show how certain parameters can be extracted in an unbiased way using virial (integrated) quantities, where dependence on the anisotropy is reduced.

Fig. 1 represents our main findings concerning the axion mass and the MW dSphs. A joint Jeans analysis of the velocity dispersion profile of the eight classical MW dSphs (Walker et al. 2010, using the data from) selects a particular axion mass, $m_a = 2.44^{+1.3}_{-0.6} \times 10^{-22}$ eV. However, our analysis of mocks leads us to conclude that the Jeans analysis has an unknown bias in the recovered axion mass, caused by the $\beta$-degeneracy. Notice that the Jeans analysis is also in some tension with the constraints of (Marsh & Pop 2015) (hereafter MP15) based on the mass profile slope and virial mass estimator of WP11, which limits $m_a < 1.1 \times 10^{-22}$ eV at a 95% confidence level (C.L.). We revise this upper limit in a new analysis, proved to work extremely well in mock data, finding $m_a < 0.4 \times 10^{-22}$ eV at 97.5% C.L., using $\langle \sigma_{\text{los}}^2 \rangle$ from direct integration of Jeans equation, which we dub the $\langle \sigma_{\text{los}}^2 \rangle$-fit.

In the rest of this paper we carefully examine the source of the discrepancy in these bounds on the ULA mass from dSphs, and argue that our revised bound is unbiased. We then discuss possible implications from a cosmological perspective. This paper is organized as follows. We begin in Section 2 by reviewing the status of the cusp-core problem in dSphs. In Section 3 we describe the ULA halo density profile, the model for stellar kinematics, and the set of synthetic observations we use to test our methodology. We perform N-body simulations of stars in the DM potential to generate mock data. In Section 4 we present the results of a Markov Chain Monte Carlo (MCMC) analysis over synthetic observations where we fit the parameters of our model using: (i) the full velocity dispersion profile i.e. Jeans analysis; (ii) the averaged velocity dispersion of two stellar populations using a mass-velocity dispersion estimator, as it was first proposed in (Walker & Peñarrubia 2011) and referred here as the slopes method; and (iii) a variation of the slopes method, the aforementioned $\langle \sigma_{\text{los}}^2 \rangle$-fit, where we propose to use an unbiased estimator based on a further integration of the Jeans equation. Then the same three analyses are performed on the real data. We shall see that $\langle \sigma_{\text{los}}^2 \rangle$-fit is the only one providing unbiased estimates on the axion mass from the kinematics of dSph’s. Section 5 discusses the cosmological (in)consistency of the axion cores, and compares our constraints to other studies. We conclude in Section 6.

2 STATUS OF THE DSHPS DATA, THE CUSP-CORE PROBLEM, AND SOLUTIONS

The dSph satellites of the MW are promising objects to test DM models that differ from CDM on small scales. These old, pressure-supported systems are the smallest and least luminous known galaxies, and there is strong evidence that they are DM-dominated at all radii, with mass-to-light ratios as large as (Mateo 1998)

$$M/L_V \sim 10^{1-2}[M/L_V]_\odot .$$

(1)

Being the most DM-dominated and metal-poor galaxies in the known Universe (Mateo 1998; McConnachie 2012), dSph galaxies play a fundamental role in galaxy formation models as well as in investigations of the particle nature of DM. Currently, we lack a clear theoretical understanding of the distribution of DM in these objects. While the density profiles of CDM halos found in collision-less N-body simulations are well described by a close-to-universal, centrally-divergent (‘cuspy’) profile (e.g. Navarro et al. 1997), alternative DM particle models that allow for long-range self-interacting forces (e.g Spergel & Steinhardt 2000; Vogels
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Figure 1. Marginalized constraint on axion mass from dSph stellar dynamics using three methodologies. Using mock data, we demonstrate that only the $\langle \sigma_{\text{los}}^2 \rangle$-fit returns unbiased results. The constraint from this method, $m_a < 0.4 \times 10^{-22}$ eV, produces too few subhalos and is inconsistent with a conservative bound of $m_a > 1 \times 10^{-22}$ eV from cosmology. Jeans analysis returns the most biased results, due to the anisotropy degeneracy, while the “virial estimator” of WP11 used by MP15 (see text) has a slight bias to larger axion masses.

berger et al. 2012; Kaplinghat et al. 2016) or a small enough DM particle mass (e.g. Tremaine & Gunn 1979; Bode et al. 2001) naturally lead to halo profiles with homogeneous-density ‘cores’.

Besides the exotic microscopic properties of DM, a large body of hydro-dynamical simulations suggests that baryons can also reshape the primordial density profiles of dSphs. For example, dense baryonic clumps transfer angular momentum to the DM halo as they decay to the inner-most regions of the galaxy through dynamical friction, erasing the central cusp in the process (El-Zant et al. 2001; Nipoti & Binney 2015). Also, violent periodic fluctuations in the baryonic potential driven by supernova explosions can remove primordial DM cusps (Navarro et al. 1996; Read & Gilmore 2005; Governato et al. 2012; Di Cintio et al. 2014). Although the amount of supernova energy required to transform the halo profile may become prohibitive large in the faintest MW dSphs (Peñarrubia et al. 2012), recently some authors have argued that stochastic star formation in low-mass halos may overcome the energetic limitations, leading to the formation of DM cores of size comparable to the stellar half-mass radii of dSphs if star formation proceeds for long enough (Read et al. 2016). However, other groups using different hydrodynamical codes and feedback recipes do not find DM cores on the mass scale of dSphs at all (Sawala et al. 2016; Zhu et al. 2016); the differences seems to be due to a poorer resolution and modelling of the interstellar medium as compared with e.g. (Read et al. 2016).

The dynamical modelling of dSph galaxies is complicated by the strong degeneracy between the orbital anisotropy of the stellar tracers and the unknown DM distribution in these objects (see Walker 2013, for a review). These degeneracies arise in the modelling of line-of-sight velocities using the spherical Jeans equations (e.g Kleyna et al. 2001; Gilmore et al. 2007; Battaglia et al. 2008; Lokas 2009; Walker et al. 2009b, 2010; Richardson & Fairbairn 2014), parameterized phase-space distribution functions (Kleyna et al. 2002; Wilkinson et al. 2002; Strigari et al. 2010; Amorisco & Evans 2012; Amorisco et al. 2013), made-to-measure techniques (Long & Mao 2010), as well as orbit-based dynamical models (Jardel & Gebhardt 2013; Jardel et al. 2012; Breddels et al. 2013; Breddels & Helmi 2013).

WP11 devised a simple method for breaking the mass-anisotropy degeneracy in dSphs with multiple chemodynamical populations. For a given dSph, WP11 (see also Amorisco & Evans 2012) use measurements of stellar positions, velocities, and spectral indices to estimate half-light radii and velocity dispersions for as many as two chemodynamically independent stellar sub-populations. Several works have shown that the mass estimator (Walker et al. 2009b; Wolf et al. 2010)

$$G M(< R_{\text{half}}) = \mu R_{\text{half}} \langle \sigma_{\text{los}}^2 \rangle,$$

has a value $\mu$ independent of the (unknown) orbital anisotropy of the stellar population. $R_{\text{half}}$ is the projected half mass radius, which for a Plummer stellar density profile is related to the three dimensional one by: $R_{\text{half}} = 1.305 R_{\text{half}}$, and the luminosity averaged velocity dispersion is defined as

$$\langle \sigma_{\text{los}}^2 \rangle = \frac{\int_{0}^{\infty} \int_{0}^{R_{\text{half}}} \sigma_{\text{los}}^2 \sigma_{\text{los}}^2 (R') I(R') dR'}{\int_{0}^{\infty} \int_{0}^{R_{\text{half}}} I(R') dR' dR''}.$$  

Hence, detection of two distinct sub-populations with different sizes provide mass estimates $M(< R_{\text{half}})$ at two different radii in the same mass profile, immediately specifying a slope

$$\Gamma \equiv \frac{\Delta \log M}{\Delta \log R_{\text{half}}} = 1 + \frac{\Delta \log (\sigma_{\text{los}}^2)}{\Delta \log R_{\text{half}}}.$$  

For Fornax and Sculptor, WP11 find slopes of $\Gamma = 2.61^{+0.43}_{-0.37}$ and $\Gamma = 2.95^{+0.51}_{-0.39}$, respectively, which are consistent with cored DM potentials, for which $\Gamma \leq 3$ at all radii, but incompatible with cusped potentials, for which $\Gamma \leq 2$.

However, WP11 also showed that the coefficient $\mu$ in Equation (2) is not generally a constant. Tests with mock data reveal that the value of $\mu$ varies depending on (i) the spatial segregation of the stellar tracers within the DM halo, and (ii) the DM halo profile itself. In particular, $\mu$ increases as the stellar population is more deeply embedded within the dark matter halo, i.e. in the limit $r_{\text{half}}/r_s \rightarrow 0$, and increases more strongly in halos with a shallow density profile. As a result, the values of $\Gamma$ measured by WP11 must be taken as strict lower limits, which implies that the exclusion levels of cuspy halo profiles in Fornax and Sculptor are conservative. Moreover, because of the non-constancy of $\mu$, using Eq. (2) to fit halo parameters such as the DM particle mass can lead to biased constraints.

3 MODEL AND SYNTHETIC DATA

3.1 The axion halo density profile

In this work we use the density profile found by (Schive et al. 2014a,b; Schwabe et al. 2016; Veltmaat & Niemeyer 2016a; Mocz et al. 2017) from numerical simulations of structure
formation with ULAs (as parameterized in MP15): 
\[
\rho(r) = \begin{cases} 
\frac{\rho_{\text{sol}}}{(1 + (r/r_{\text{sol}})^2)^8} & \text{for } r < r_e \\
\frac{\rho_{\text{NFW}}}{(1 + r/r_s)^2 (r/r_s)} & \text{for } r \geq r_e 
\end{cases} 
\]  
(5)

where \( r_{\text{sol}} \) is the characteristic radius of the soliton core, and \( \rho_{\text{sol}} \) the central density. The soliton density and radius are related by the axion mass, \( m_a \) (Ruffini & Bonazzola 1969; Schive et al. 2014a,b, MP15)\(^3\):

\[
r_{\text{sol}} = \left[ \frac{2.4 \times 10^9 \ M_\odot \text{kpc}^{-3}}{m_a \left( \frac{10^{-22} \text{eV}}{m_a} \right)^2} \right]^{0.25} \ \text{kpc}. \]  
(6)

The parameters corresponding to the external profile (NFW) are \( \rho_{\text{NFW}} \) and the scale radius \( r_s \). The radius \( r_e \) is the transition radius from the soliton (inner) to the NFW profile (external).

We fix the matching radius between the profiles by the density ratio, \( \epsilon \), and in turn use this to fix the NFW characteristic density by continuity:

\[
\frac{\rho_{\text{sol}}}{(1 + (r/r_{\text{sol}})^2)^8} = \epsilon \rho_{\text{NFW}} = \frac{\rho_{\text{NFW}}}{(1 + r_s/r_e)^2 (r_s/r_e)} . \]  
(7)

We can now rewrite the density profile in the form

\[
\rho(r) = \rho_{\text{sol}} \begin{cases} 
\frac{1}{(1 + (r/r_{\text{sol}})^2)^8} & \text{for } r < r_e \\
\delta_{\text{NFW}} & \text{for } r \geq r_e 
\end{cases} 
\]  
(8)

where

\[
r_e = r_{\text{sol}} (\epsilon^{-1/8} - 1)^{1/2} , \]  
(9)

and

\[
\delta_{\text{NFW}} = \epsilon \left[ \frac{r_s}{r_e} \left( 1 + \frac{r_s}{r_e} \right) ^2 \right] . \]  
(10)

With this form we can see that the density profile is fully determined once we fix the set of physical parameters: \( m_a \), \( \rho_{\text{sol}} \), and \( r_{\text{sol}} \). Notice that relation (6) implies that only two of the three parameters that define the soliton, \( m_a \), \( \rho_{\text{sol}} \), and \( r_{\text{sol}} \), are actually independent.

In this work we are assuming that there is a universal DM density profile and dSph’s galaxies have not been affected on by barionic feedback. Under such assumptions we can set \( m_a \) to be a universal free parameter in our analysis. We now have some freedom to choose between \( \rho_{\text{sol}} \) and \( r_{\text{sol}} \) to be the other free parameter. We decided to use \( \rho_{\text{sol}} \) only because the prior range can be set more intuitively, but as we will show in section 4.2.1 this choice do not affect the results. As we defined the axion mass as a universal parameter, common to all halos, this is essentially a three parameter halo model, with \( \epsilon \) the additional parameter over a canonical NFW profile. There is no definite theoretical prediction on how to set the matching radius \( r_e \), though it is expected to be of order the de Broglie wavelength of the ULA. In the simulations of (Schive et al. 2014a) the transition typically occurs for \( \epsilon \sim 10^{-2} \), with a small redshift dependence. In (Schive et al. 2014b; Schwabe et al. 2016; Veltmaat & Niemeyer 2016a; Močz et al. 2017), soliton mergers are observed to lead to a core-halo mass relationship that in principle determines \( \epsilon \) (though details of the results differ somewhat). In practice using a core-halo mass relationship is not efficient for MCMC analysis (as it involves solving an additional integral equation), and so in the present work we take \( \epsilon \) as a free parameter in each galaxy.\(^4\) In this model the connection between the galaxy dynamics and the properties of DM, i.e. the particle mass, is explicit and once we fix the particle mass by any means it must be the same for all the different galaxies in the Universe. On the other hand, the density profile depends on another three parameters that are free to change from galaxy to galaxy. Our expectation is that, observationally at least, \( \epsilon \) could be correlated with other properties of the cosmological model (e.g. structure formation history), or with the other free parameters of the halo (central density and scale radius). Furthermore, the scaling properties of the soliton suggest \( \epsilon \) may be independent of the axion mass. In the case that all parameters were constrained by the data, one could then use the inferred posteriors to test consistency with the theoretical core-halo mass relationship and check the consistency of the inferred dSph density profiles with the formation history in simulations. Since this is not the case, we consider it prudent to simply marginalize over the unconstrained degrees of freedom, and focus on constraints to the axion mass.

It is important to state that the purpose of the present work is not to compare the profile in Eq. (8) with other halo models in the literature, but rather to use dSph dynamics to investigate the parameters of the ULA scenario and test its consistency as an explanation for dSph cores.

3.2 Dwarf spheroidal internal dynamics

Walker et al. (2009b); Walker et al. (2007); Mateo et al. (2008); Walker et al. (2009a) reported empirical velocity dispersion profiles for the eight “classical” dSphs of the Milky Way: Carina, Draco, Fornax, Leo I, LeoII, Sculptor, Sextans, and Ursa Minor. Our study extends previous analyses carried out for the generalized Hernquist (Walker et al. 2009b), Burkert (Salucci et al. 2012) and Bose-Einstein condensate (Diez-Tejedor et al. 2014) profiles for the DM halo model in Eq. (8). These studies find that all these types of profile provide good fits to the data. This is due to the strong degeneracy between the mass density profile and the

---

\(^3\) The soliton profile is an equilibrium configuration that is numerically obtained from the so-called Schrodinger-Poisson (SP) system (Ruffini & Bonazzola 1969; Schive et al. 2014a; Guzman & Urena-Lopez 2004), and the expression in Eq. (5) is a quite good fitting formula to the numerical solution. Here we are following the notation in MP15, but also see (Schive et al. 2014b) for an alternative formula. From the original solution of the SP system, the parameters of the soliton profile are explicitly given by: \( r_{\text{sol}} = (0.23m_a)^{-1} \), and \( \rho_{\text{sol}} = m_a^2 m_{\Lambda}^4/4\pi \), where \( m_{\Lambda} \) is the Planck mass, and \( \lambda < 10^{-3} \) is a scaling parameter (more details can be found in (Ruffini & Bonazzola 1969; Guzman & Urena-Lopez 2004)). Eq. (6) is then obtained from the aforementioned expressions when they are combined to eliminate \( \lambda \).

\(^4\) Note that we choose to work with \( \epsilon \), instead of \( r_e \), simply because we have a better intuition for the prior: \( 0 < \epsilon < 1 \) in Eq. (9).
anisotropy of the velocity dispersion. Here we will apply standard methodologies to generate mock data, which reveals that without proper knowledge of the true anisotropy, or the true density profile, the use of Jeans analysis leads to biased constraints on the model parameters.

Assuming a constant orbital anisotropy, \( \beta(r) = \text{const} \), the (observed) projection of the velocity dispersion along the line-of-sight, \( \sigma_{\text{los}}^2(R) \), relates the mass profile, \( M(r) \), to the (observed) projected stellar density, \( I(R) \) (and the corresponding 3D stellar density \( \nu(r) \)), through (Binney & Tremaine 2008)

\[
\sigma_{\text{los}}^2(R) = 2G \int_{R}^{\infty} dr' \nu(r') M(r')(r')^{23/2} F(\beta, R, r') .
\]  

(11)

See Appendix A for the specific form of the stellar density, \( I(R) \), and the function \( F(\beta, R, r') \) (only dependent on the anisotropy). In section 4.1.1 we use Eq. (11) to perform a Monte Carlo analysis to infer the parameters from the line-of-sight velocity dispersion profile, i.e. to perform a standard Jeans analysis. This analysis will show the presence of the \( \beta \)-degeneracy, leading to significant bias in Jeans analysis.

A second quantity we will examine, along with the help of the mocks, is the luminosity averaged velocity dispersion, \( \langle \sigma_{\text{los}}^2 \rangle \). Being a virial quantity this has the potential to yield constraints on the DM density profile that are not affected by the \( \beta \)-degeneracy (Walker & Peñarrubia 2011).

The analysis performed in WP11 and MP15 uses the empirical relationship given in Eq. (2), which we call M-estimator, to relate the measured velocity dispersion to the enclosed mass. This relation can be used to set constraints to the model at hand since the density profile, Eq. (5), depends explicitly on the axion mass. However, in WP11 it was also shown that this method tends to systematically overestimate the mass of the inner stellar subcomponent to a greater degree than that of the outer stellar subcomponent, and therefore to underestimate the slope, with the error introduced depending on the particular DM density profile.

Fig. 2 shows that the non-constancy of the virial coefficient \( \mu \) in Eq. (2) affects the axion mass constraints. We draw contours of constant \( \langle \sigma_{\text{los}}^2 \rangle \) (left) and \( M(R_{\text{half}}) \) (right), fixed to the median values reported in WP11 for each population in Fornax and Sculptor, as a function of the axion mass and the central density. The intersection of the solid and dashed black lines corresponds to the set of parameters that fit the data for Fornax. Since for Sculptor the blue lines do not intersect, it is Fornax that provides the strongest constraint if we attempt to fit both galaxies simultaneously. In this schematic figure we are not considering the confidence interval reported on the WP11 quantities, and so Fig. 2 should not be used to estimate constraints on the DM parameters. The purpose of the figure is to show the difference between fitting the DM parameters using the averaged velocity dispersion or the enclosed mass at half light radius. A comparison of the two panels indicates that a flat prior on the axion mass can lead to different answers depending on what quantity is being used to make the fit. Since in WP11 the observable quantity is \( \langle \sigma_{\text{los}}^2 \rangle \), we shall fit to it directly, rather than use the virial estimator for the enclosed mass. We will show that this choice yields unbiased constraints on the axion mass.

One final remark is that in both panels of Fig. 2 we observe that the axion mass cannot be constrained from below, as the two observables become sensitive to the central density alone as \( m_{22} \to 0 \). That is, the most we can expect is to find an upper bound on the axion mass and a well constrained central density, which are just consequence of the preference of the WP11 data for large cores.

In section 4.1.2 we test and compare the fits using the M-estimator and the averaged velocity dispersion, Eqs. (2) and (3), using mocks of Fornax and Sculptor-like galaxies, each containing two populations of stars with different half-light radii, for different values of the axion mass and central density. The analysis using the M-estimator considers Eq. (2) and the mass obtained from the density profile in Eq. (5) to do Monte Carlo analysis to infer the free pa-
parameters in the axion model. On the other hand, for the Monte Carlo analysis with the averaged velocity dispersion, also to infer free parameters of the axion model, denoted as \( \langle \sigma_{\text{los}}^2 \rangle \)-fit, we use Eq. (11) to compute the squared velocity dispersion profile, \( \sigma_{\text{los}}^2 \), and then find the corresponding luminous averaged velocity dispersion as defined in Eq. (3). The integrals in Eqs. (3) and (11) were done using the \texttt{quad} routine from the \textsc{scipy} library (Jones et al. 01). Since \( \langle \sigma_{\text{los}}^2 \rangle \) is independent of \( \beta \) we adopt \( \beta = 0 \) for simplicity, and we have corroborated that this works also well in mocks with non-constant orbital anisotropy (see Fig. 7).

### 3.3 Generation of mock data

Our model assumes that stars are massless tracers of the DM halo potential, with a spatial distribution chosen so that they describe a Plummer model in equilibrium within the dwarf halo, Eq. A4. For simplicity, we assume that the stellar particles have a phase-space distribution function that is spherically symmetric. Regarding anisotropy we construct two sets of mocks, one with \( \beta = 0 \) (isotropic), and one in which \( \beta \) increases with radius, with as Osipkov-Merrit model. The distribution function is then of the form:

\[
f(Q) = \frac{1}{8\pi^2} \left[ \int_0^Q d\nu_Q \frac{d\Psi}{\sqrt{Q - \Psi}} + \int_0^\infty d\nu_Q \frac{d\Psi}{\sqrt{\Psi}} \right],
\]

where \( \Psi = -\Phi + \Phi_{\text{inf}}, Q = \varepsilon - L^2/2\sigma_{\text{los}}^2 \), and \( \varepsilon = -E + \Phi_{\text{inf}} \). \( \Phi_{\text{inf}} \) is an arbitrary constant that guarantees \( \varepsilon \geq 0 \) in the radial range of interest, and \( \Phi \) is a solution to the Poisson equation \( \nabla^2 \Phi = 4\pi\rho \), where \( \rho \) is given by Eq. (8). Notice that

\[
v_Q(r) = (1 + \frac{r^2}{r_s^2})\nu(r),
\]

and that we recover the isotropic case by having very large values of \( r_s \). An advantage of our density profile model, Eq. (8), is that there exists an analytic solution for the gravitational potential. For a given choice of \( \rho(r) \) and \( \nu(r) \) we solve Eq. (12) and generate \( N = 10^6 \) stellar particles with position and velocity vectors \( (\mathbf{r}, \mathbf{v}) \) in equilibrium within the DM halo potential.

For the axion model we have two sets of mocks, one with isotropic velocity dispersions, \( \beta = 0 \) and a second one with an Osipkov-Merrit anisotropy profile given by:

\[
\beta(r) = \frac{r^2}{r_s^4 + r^4},
\]

where \( r_s \) is the anisotropy radius, for radius smaller than \( r_s \) the velocity dispersion is nearly isotropic, while for larger radius it becomes radially anisotropic. In this second set of mocks we set the anisotropy radius equal to the half mass light radius of the galaxy, i.e. \( r_s = r_{\text{halo}} \). In Tables 1 and 2 we specify the parameters that define the mock data for the axion and NFW models respectively. For the axion model we choose a relatively large mass of \( m_a = 2.4 \times 10^{-22} \text{ eV} \), consistent with the central value of our joint Jeans analysis performed with the 8 classical dSphs, since we would like to determine under what circumstances this model can be reliably recovered from mocks. We generated mocks for two different half light radii, obtaining the positions and velocities for each population, then this is treated as one single data set, for the analysis of method (i), and issued as the two populations for the analysis of methods (ii) and (iii).

### 4 RESULTS

All our results are obtained using Markov Chain Monte Carlo (MCMC) analysis. We optimize the likelihood function (which we define below) to find the maximum likelihood set of parameters, and use this as the starting point to explore the parameter space and to estimate the confidence intervals for each parameter. For this task we use the publicly available \textsc{emcee} code (Foreman-Mackey et al. 2013), an affine invariant ensemble sampler, and allow each chain to run up to convergence as defined by the spectral analysis of (Dunkley et al. 2005).

We first analyze our mocks, and then move on to the real data. In both cases, we fit \( \sigma_{\text{los}} \) (Jeans analysis) and \( \langle \sigma_{\text{los}}^2 \rangle \). Details of the Jeans analysis can be found in Appendix A; while for the \( \langle \sigma_{\text{los}}^2 \rangle \)-fit we use Eq. (3), as well as the M-estimator of Eq. (2).

### 4.1 Analysis of mock data

#### 4.1.1 Jeans Analysis

In order to fit the mock observations we have four free parameters per galaxy: three associated with the halo model, the central density \( \rho_{\text{los}} \), the density matching \( \epsilon \) and the scale radius \( r_s \), and one associated with the stellar component, the orbital anisotropy \( \beta \). In addition, we also have the mass of the axion \( m_a \), which in principle should be a global free parameter. However, our first goal is simply to determine how well a Jeans analysis can constrain this parameter in a single

---

5 Mock data is publicly available to use at the GAIA challenge web page [http://astrowiki.ph.surrey.ac.uk/dokuwiki](http://astrowiki.ph.surrey.ac.uk/dokuwiki)
Figure 3. The first row shows the velocity dispersion profile for a Sculptor-like mock with underlying axion (left), and NFW (right) density profiles. For both the axion and NFW mock data we fit the axion profile, Eq. (5), under two separate assumptions: (i) the orbital anisotropy, $\beta$, is a free parameter (blue); and (ii) the orbital anisotropy is fixed to its true value, i.e. $\beta = 0$ (red). The second row shows the recovered density profile compared to the true one (green dashed). Note that for the axion density profile a preferred axion mass value is found but it is smaller than the true value, in particular when $\beta$ is free. For the NFW case with free $\beta$ we find an axion mass consistent with a large core, i.e. we find a false core, demonstrating the $\beta$-degeneracy. In both cases, only when we set $\beta$ to its known value we do recover a density profile close to the true one (green lines). In the NFW mock, the axion model finds the true model as indicated by a power-law density profile $\rho \propto r^{-p}$ with $p > 0$, and a large value of the axion mass. Axion mass is given in units of $10^{-22} \text{eV}$.

Figure 4. Same as Fig.3 but for a Fornax-like mock. Again a preferred axion mass smaller than the true value is found when $\beta$ is free (blue). In the case of the NFW mock with free $\beta$, we find the presence of a large false core. Only when we set $\beta$ to its known value (red) do we recover a density profile and parameters close to the true one (green dashed).
where \( \theta = (\rho_{\text{halo}}, \epsilon, r_s, \beta) \) is the vector of parameters describing the halo model. The index \( j \) labels the data bins that runs from 1 to the total number of bins \( N \). Here \( \sigma_{\text{obs}}(R_j) \) is the observed line-of-sight velocity dispersion at projected radius \( R_j \), \( \sigma_{\text{los}}(R_j, m_a, \theta) \) is given in Eq. (11), \( \text{Var}[\sigma_{\text{obs}}(R_j)] \) is the square of the error associated with the observed value of the velocity dispersion at \( R_j \). See Appendix A for more details.

Results are shown in Figs. 3 and 4. In summary: Jeans analysis fails to recover the true density profile (dashed green lines) unless the correct value of the anisotropy is adopted (red lines). Using the axion model and allowing the anisotropy to be a free parameter, the Jeans analysis generally infers larger cores than the input ones (blue lines), even recovering a core in the case of an NFW input. This can be seen more clearly in Figure ?? and 6, where we show the posterior distribution for the axion mass and the core radii respectively (right and left panels). Even in the case where we use the axion model to fit the axion mock data (left panels in Figs. 3 and 4) and the correct input \( \beta = 0 \), the Jeans analysis still finds an offsetted posterior on the axion mass, see Fig. 6, although in this case the true value is within 1-sigma level. In addition, in the middle panels of Figures ?? and 6 we show the result for the same analysis but performed over the mock with an Osipkov-Merrit velocity dispersion profile, which is anisotropic. We can see in this case, the analysis with free constant \( \beta \) could recover the truth mass since the maximum of the posterior coincides with it, but this will be only at the expense of using a particular prior. On the other hand, the analysis with \( \beta = 0 \) tends to recover a rather larger axion mass, and consequently a smaller core radius. In the Osipkov-Merrit mocks the resultant bias is towards larger masses whereas in the isotropic mocks the bias is towards smaller masses. This leave us with the conclusion that in real data a Jeans analysis would lead to biased constraints due to the degeneracy between the mass profile and the anisotropy profile.

4.1.2 Averaged velocity dispersion

Now let us analyze the mocks for the axion model, but using the method outlined in WP11. First we will apply the method as it was originally proposed, using only Eq. (2), which we label as M-estimator. We use the data as reported in WP11 where there is also a variance reported. We the use Eq. (2), together with our model, Eq. (8) to make the comparison with data. Second we will adapt the WP11 method to use Eq. (3) together with Eq. (11), labeled as \( \langle \sigma_{\text{los}}^2 \rangle \)-fit. It is important to stress the difference lays in the way we compute the predicted value of \( \sigma_{\text{los}}^2 \), in the first case we do it through the estimator given in Eq. (2), and in the second one we compute it from a full integration of Jeans equations. In both cases we do a joint analysis of the two populations in each galaxy. We define the likelihood function as:

\[
\mathcal{L}(m_a, \theta|\sigma) = \prod_{\text{gal}, j=1}^N \prod_{\text{exp}}^2 \frac{\left\{ \frac{1}{2} \left( \sigma_{\text{obs}}(R_j) - \sigma_{\text{los}}(R_j, m_a, \theta) \right)^2 \right\}}{\sqrt{2\pi \text{Var}[\sigma_{\text{obs}}(R_j)]}}.
\]
where in this case $\theta_{\text{out}} = (\rho_{\text{out}}, \epsilon, r_{s})$ is the vector of parameters describing the halo model of each galaxy. Since we are only using the data from two galaxies, we have 7 free parameters, namely: the axion mass, $m_{a}$; the central density of each galaxy, $\rho_{\text{sol}}^{\text{Fornax}}, \rho_{\text{sol}}^{\text{Scl}}$; and the matching scale and scale radius for each galaxy, $\epsilon_{\text{Fornax}}, \epsilon_{\text{Scl}}, r_{s}^{\text{Fornax}}, r_{s}^{\text{Scl}}$. The last four parameters tend to be completely unconstrained (consistent with the analysis of MP15), and therefore we will not include them in the triangle plots of posteriors, nor in the discussion.

Results are presented in Fig. 7 where we show the posterior distribution for the axion mass for the three different sets of mocks, in the isotropic (left) and the anisotropic cases (right). From left to right, each mock corresponds to a model with larger axion mass, i.e. a smaller core, see Table 1. First, notice that the M-estimator (green lines) tends to over-estimate the axion mass, although the true value is within the 2-sigma confidence level. We verified that the same conclusion holds when we do not consider the exterior NFW part of the density profile. Second, notice that allowing for broad prior ranges (larger than in MP15) the posterior exhibits a sort of bimodality for the axion mass, which becomes less relevant as the core size (axion mass) increases (decreases). This implies that this method of using two populations will fail to constrain the axion mass if the core size is much smaller than the half-light radius of the dwarf. See Appendix B for more details. Third, we want to stress that our improvement to the method works well independently of the anisotropy of the mocks. These results, together with the information we gather from Fig. 2, demonstrate that for the real data we should fit our model parameters directly to the mean velocity dispersion for the two populations in order to obtain posteriors with the least bias.

4.2 Analysis of Milky Way Dwarf Spheroidals

4.2.1 Jeans analysis using the eight classical dSph’s

Despite the bias introduced by the $\beta$-degeneracy, we present here for completeness the results of Jeans analysis of real stellar dynamical data of the eight classical dSphs. We performed two such analyses: the first treated each dSph individually (“individual analysis”), and the second treated all eight classical dSphs as a single dataset (“joint analysis”). In the joint analysis, each dSph was treated with equal weight in the likelihood function, the axion mass was treated as a universal parameter, and the density profile was taken to have a universal form (effectively assuming that stellar feedback plays no significant role in dSphs of different luminosity). For the individual analysis we used the likelihood from Eq. (15), while for the joint analysis we constructed also a joint likelihood given by the product of the individual likelihoods, one product term for each galaxy.

For brevity we present the results of these analyses for the halo parameters of Fornax alone. The results are shown in Fig. 8. In the individual analysis, the outer (NFW) part of the density profile is unconstrained, and so we show only the parameters constrained by the individual analysis, namely $\{m_{a}, \rho_{\text{sol}}, \beta\}$. In the combined analysis the presence of smaller and larger dSphs that prefer different values of $m_{a}$ leads to significant broadening of the posterior distributions compared to the individual analysis.

The individual analysis shown in Fig. 8 is consistent with the equivalent analysis (performed while the present work was in preparation) by (Chen et al. 2016), giving the same central values for $\beta$ and $m_{a}$. This shows that the methodological differences between the analyses (parameterization of the halos, stellar density profiles, anisotropy model, and MCMC methodology) do not lead to significant change of the posterior distributions.

As in (Chen et al. 2016), both our individual and combined analyses show well constrained values of $\beta$, consistent with $\beta = 0$. However, this does not mean that the $\beta$-degeneracy has been broken. The limit of the axion density profile to NFW as $m_{a} \to \infty$ does not allow the Jeans analysis to distinguish cusped from cored profiles, as we demonstrated using mock data in Figs. 3 and 4. Due to the $\beta$-degeneracy, Jeans analysis returns small mass values, and large core sizes, even in the case that the NFW profile is the correct one. The results in Fig. 8 should not be read at face value as constraints on the axion mass or core size.

4.2.2 Averaged velocity dispersion of Fornax and Sculptor

Here we use again the likelihood defined in Eq. (16), with the data obtained from WP11 for Fornax and Sculptor galaxies. Fig. 9 shows the results for our fit using the unbiased $\langle \sigma_{\text{los}}^{2}\rangle$-fit, in the joint analysis of Fornax and Sculptor. We also performed this analysis using the M-estimator (not shown) and found results consistent with those of MP15. The internal kinematics of Fornax and Sculptor only give an upper limit on the axion mass, giving a constraint of $m_{a} < 0.4 \times 10^{-22}$ eV (97.5% C.L.) using the $\langle \sigma_{\text{los}}^{2}\rangle$-fit. As expected based on our analysis of the mocks, the new constraint is shifted towards smaller values of the axion mass and central densities compared to the M-estimator used in MP15. The shift in central density is understood as a consequence of the non-constancy of the virial factor with respect to the model parameters, as demonstrated in Fig. 2.

As also anticipated form the mocks, the limits we find are slightly sensitive to the lower bound of the axion mass prior. However, even considering a 3-sigma level for the upper limit, the $\langle \sigma_{\text{los}}^{2}\rangle$-fit still finds significantly tighter bounds on $m_{a}$ than MP15. Note also that for this analysis we kept only the soliton part of the model, for which the relevant parameters are $m_{22}$ and $\rho_{\text{sol}}$, since the exploration with mocks showed that the rest of the free parameters in Eq. (5) are totally unconstrained.

It is important to stress again that our mocks indicated that the $\langle \sigma_{\text{los}}^{2}\rangle$-fit is unbiased with respect to the axion mass using the method of WP11. The mocks further demonstrate that if the true axion mass were $m_{a} = 2.4 \times 10^{-22}$ eV, as inferred by the combined Jeans analysis, then the $\langle \sigma_{\text{los}}^{2}\rangle$-fit should recover this well. Since this was not the case, and we recovered an upper limit inconsistent with the Jeans analysis (see Fig. 1), we must infer that the constraint on the axion mass from Jeans analysis of dSphs is significantly biased to incorrect values due to the $\beta$-degeneracy.

5 DISCUSSION

The constraint we find in section 4 requires axion DM to be extremely light, which has very important consequences for
cosmology. Axion DM suppresses structure formation relative to CDM, and if it is too light it may be in conflict with observations (e.g. Khlopov et al. 1985; Marsh & Ferreira 2010).

5.1 The Number of MW Satellites

In order to assess whether our constraint is consistent with cosmological models, we perform two simple estimates of the subhalo mass function based on the axion linear mass power spectrum (we use *axionCAMB* Hlozek et al. 2015; Hložek et al. 2016; Lewis et al. 2000); and the halo mass function of
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\[ \rho_{\text{sol}} \] soliton density in units of $2^{10}$

\[ m_{22} \] axion mass in units of $10^{22}$eV

\[ 1 - \beta \] parameter that describes the shift in the inferred axion mass between the two estimators

\[ \langle \sigma_{\text{los}}^2 \rangle - \text{fit} \] estimation of the central density and axion mass for the joint analysis of Fornax and Sculptor using the $\langle \sigma_{\text{los}}^2 \rangle$-fit. Compared to MP15 (which used the M-estimator, see Fig. 4), using the $\langle \sigma_{\text{los}}^2 \rangle$-fit leads us to find a significant shift in the inferred value of axion mass towards smaller values with a very tight bound: $m_{a} < 0.4 \times 10^{-22}$ eV (97.5% C.L.). The reason for the shift in the inferred axion mass between the two estimators is explained in Fig. 2 by the non-constancy of the virial factor with respect to the model parameters. Contours show 1 and 2-$\sigma$ confidence levels.

\[ F \] Fornax and Sculptor

\[ \langle \sigma_{\text{los}}^2 \rangle - \text{fit} \] estimation of the central density and axion mass for the joint analysis of Fornax and Sculptor using the $\langle \sigma_{\text{los}}^2 \rangle$-fit. Compared to MP15 (which used the M-estimator, see Fig. 4), using the $\langle \sigma_{\text{los}}^2 \rangle$-fit leads us to find a significant shift in the inferred value of axion mass towards smaller values with a very tight bound: $m_{a} < 0.4 \times 10^{-22}$ eV (97.5% C.L.). The reason for the shift in the inferred axion mass between the two estimators is explained in Fig. 2 by the non-constancy of the virial factor with respect to the model parameters. Contours show 1 and 2-$\sigma$ confidence levels.

\[ \text{axionCAMB} \] produces equivalent results to the class (Blas et al. 2011) based code of (Ureña-López & Gonzalez-Morales 2011).
(Sheth & Tormen 1999). The first estimate uses the scale-dependent progenitor mass function of (Marsh & Silk 2014), the approximate progenitor mass function of (Barkana & Loeb 2004), and the subhalo mass function of (Giofili et al. 2008). The second is based on the method in Schneider (2016); Murgia et al. (2017).  

These calculations return an un-normalized mass function for subhalos of mass \( M \) in a parent halo of mass \( M_\text{h} \), \( n_{\text{sub}}(>M|M_\text{h}) \). For \( M_\text{h} = 10^{12} M_\odot \approx M_{\text{MW}} \), where \( M_{\text{MW}} \) is the mass of the Milky Way, the ULA subhalo mass function is equivalent to CDM for large \( M \). Therefore, we normalize our mass function by applying a constant multiplicative factor such that the CDM mass function computed in this manner matches \( N \)-body simulation results. We normalize to Lovell et al. (2014), who found \( n_{\text{sub}}(>10^{10} M_\odot|M_{\text{MW}}) \approx 10 \) for CDM, and apply the same normalization factor to the ULA models.

In both calculations we find that ULAs consistent with corrected slopes analysis produce far too little substructure to be consistent with the observations: \( m_{22} < 0.4 \) cannot even give the eight classical dSphs, never mind passing a more realistic bound such as \( n_{\text{sub}} \gtrsim 66 \) (Lovell et al. 2014). The subhalo mass function for \( m_{22} < 0.4 \) turns over and produces no subhalos with \( M \gtrsim 10^{9-10} \), which is in conflict with substructure bounds from tidal streams (Bovy et al. 2017). These observations indicate that ULAs may suffer from a similar “Catch 22” to Warm Dark Matter (WDM): if you want cores, you don’t get enough satellites; if you want enough satellites, you don’t get big enough cores. The two calculations of the subhalo mass function we have considered differ by a factor of a few for larger ULA masses, pointing to the need for improved calculations and simulations to derive accurate conclusions.

The full excursion set calculation for the subhalo mass function with axion DM was recently performed by Du et al. (2017). The excursion set calculation of Du et al. (2017) leads to a larger cut-off scale on the halo mass function for fixed axion mass, with the qualitative effects being consistent with our approximate treatments. Thus in the full calculation there will be even less substructure than we have estimated, strengthening our conclusion that ULAs able to provide large cores to Fornax and Sculptor will struggle to produce the observed number of MW satellites (they “over-solve” the “missing satellites” problem). The inability of the subhalo mass function to produce enough satellites does not necessarily exclude the ULA model, however: the mass function gives the expected number, and it could be that the MW is an outlier. There are analytic tools available that use extreme value statistics to compute exclusions based on the most massive objects (e.g. Davis et al. 2011, and references therein), and these could be extended to the lower end of the mass function.

Ultimately, the ULA subhalo mass function should be obtained in MW zoom-in simulations, as was done for WDM by e.g. (Lovell et al. 2014; Bozek et al. 2016). Codes capable of such simulations of ULAs have now been developed by Schwabe et al. (2016) and Veltmaat & Niemeyer (2016b). Simulations will quantify the scatter around (semi-) analytic results for the mass function, such as Press-Schechter. Zoom-in simulations will also allow us to study the effect of tidal disruption, which for cored density profiles might be as important as an initial cut-off on the mass power spectrum. This has been recently investigated in (Errani et al. 2017), where they analyze how the number of substructures, in a Milky Way like galaxy, is affected when falling into the disc potential, depending on their initial density profile. They find that the survival of cuspy satellites is almost twice larger than the cored ones. For the axion model, the inverse relation between the central density and the core radius, could lead to a different conclusion, but, once again, simulations are required to say how axion DM halos will respond to the dynamical interaction with baryons. The “quantum” stripping discussed in Hui et al. (2017) will also play an important role.

5.2 Other Constraints

Here we discuss wider implications of our finding, \( m_{22} < 0.4 \), showing how the dSph stellar kinematics are complementary to other probes of DM. The first observable we want to discuss is CMB, which has been thoroughly studied in ULAs models. Taken at face value, however see section 5.3, our bound is consistent with the current constraints from precision cosmology, in the form of the Planck temperature power spectrum, which requires \( m_a \gtrsim 10^{-24} \text{eV} \) (Hlozek et al. 2015), and it may well be tested to a higher precision in the near future by the lensing power spectrum measured by CMB polarisation Stage-IV ground based telescopes (Hlozek et al. 2016).

Interestingly, our inferred mass limit is consistent with the interpretation of ULA quantum pressure as the origin of the offset between dark and ordinary matter in Abell 3827, which requires \( m_a \approx 2 \times 10^{-24} \text{eV} \) (Paredes & Michelén 2016). Our bound is also consistent with constraints based on the survival of the cold clump in Ursa Minor and distribution of globular clusters in Fornax, which require \( m_a \sim 0.3 - 1 \times 10^{-22} \text{eV} \) (Lora et al. 2012). On the other hand, our bound is in \( >2 \sigma \) tension with the earlier Jeans analysis of Fornax by (Schive et al. 2014a), \( m_{a_{\text{a}} = \approx 8.1^{+2.3}_{-4.4} \times 10^{-23} \text{eV} \) (though for the reasons explained, Jeans analysis in this case leads to biased results). Explaining the half-light mass in the ultra-faint dwarves requires a somewhat larger ULA mass of \( m_a \sim 3.7 - 5.6 \times 10^{-22} \text{eV} \) (Calabrese & Spergel 2016), which is also in tension with our bound, as is the estimation \( m_a \sim 10^{-21} \text{eV} \) in(Urena-Lopez et al. 2017), though the errors are large and hard to fully quantify.

Next, we want to compare with constraints from reionization. In this case the comparison is more complicated because the physics of the baryons plays a very important role. Establishing such bounds rigorously, in any given model of DM, requires dedicated studies of the evolution of the mass power spectrum in the quasi-linear regime and modeling of the intergalactic medium (IGM). Some work along these lines has been done by (Bozek et al. 2015) and (Sarkar et al. 2016). The limit on ULA mass from our analysis of the dSph data, \( m_{22} < 0.4 \), gives a considerable small value for the CMB optical depth, \( \tau \), which is in tension with the Planck+ Low-l WMAP 9 (Planck + WP) constraints on \( \tau \).
yet this is consistent with the Planck High Frequency Instrument (Planck+HFI) constraint. This demonstrates the power that future constraints on the epoch of reionization from CMB polarization will have to probe the nature of DM (e.g. Calabrese et al. 2014), and the importance of understanding possible low-$l$ polarization systematic errors that could be causing a tension between Planck and WMAP $\tau$ measurements. See appendix C for wider explanation on how we derived these constraints based on Bozek et al. (2015).

(Sarkar et al. 2016) finds that $m_a > 2.6 \times 10^{-23}$ eV is consistent with their reionization model based on N-body simulations demanding an ionized fraction of HI of 50% by $z = 8$ ($m_a > 10^{-23}$ eV from collapsed mass fraction inferred from Lyman-$\alpha$ absorbers). Our bound is also inconsistent with the Hubble Ultra Deep Field UV-Luminosity function (Bouwens et al. 2015), and any UV-luminosity function data (Corasaniti et al. 2017), which both require $m_a \geq 10^{-22}$ eV.

The strongest constraints on any possible suppression of clustering power relative to CDM are found from the Lyman-$\alpha$ forest flux power spectrum. Recently, two groups have performed Lyman-$\alpha$ simulations with ULAs, finding the constraints $m_{22} \geq 20 - 30$, depending on the exact combination of data used (Armengaud et al. 2017; Irsic et al. 2017). It is important to note, however, that Lyman-$\alpha$ constraints depend strongly on the modelling of the temperature of the intergalactic medium, and in particular can be loosened if the evolution is non-monotonic (Garzilli et al. 2015; Hui et al. 2017).

5.3 The role of feedback and measurements on other dSphs

The main assumptions in this paper is that there is a universal density profile, and that the axion mass can be treated as universal parameter. Such conditions are only consistent if processes associated to the presence of a barionic component, stellar feedback particularly, affects dSph density profiles minimally. Unfortunately, as far as we know, there do not exist simulations of the axion model studying how feedback acts on scalar field halos like those we study.

For the sake of discussion, imagine separating the axion halo into the soliton, which responds as a coherent field, and the NFW piece, which is incoherent and responds as CDM. What we can guess about the effects of feedback based on existing work depends on how big the core of the galaxy is. If the actual axion mass is large, the “true core is small, and feedback will act on the outer part of the halo, creating a “false core out of this initially NFW-like piece, if this external part actually behaves as CDM. In this case, just as for CDM, dSph density profiles will not be universal, and the (luminosity-dependent) effects of feedback will be seen (Read et al. 2016; Sawala et al. 2016; Pontzen & Governato 2014; Governato et al. 2012; Sawala et al. 2010). However, if the axion mass is small, and is itself responsible for the large cores in dSphs, then feedback will act mostly on the soliton piece. In this case, because the soliton is the ground-state of axion DM, the halo relaxes back to the universal profile under perturbations. Numerical simulations indicate that the relaxation time, even for strong perturbations, is of order $t_{\text{rel}} \sim 10^3/m_a \sim 10^2 m_{22}^{-1}$ years (Guzmán & Ureña-López 2006). According to these studies, the relaxation time for our benchmark axion mass is vanishingly small in astrophysical terms. As long as the last feedback event (e.g. supernova explosion) of relevance occurred some time $t_{\text{feed}} > t_{\text{rel}}$, ago, then the soliton will have relaxed back to the groundstate, and the measured ($\rho_{\text{sol}}, r_{\text{sol}}$) can be used to reliably infer the axion mass.

The above argument suggests a powerful probe to test the axion model as an explanation of dSph cores versus the need for feedback. If the axion explanation for cores is correct, then our discussion of relaxation times suggests that feedback cannot affect the universal nature of the density profile. Using multiple dSphs, each with multiple stellar populations, this universal nature can be tested. The current constraints from Fornax and Sculptor cannot be used to infer whether the density profile is universal: both galaxies are cored and the size of the core is not bounded from above, and we thus only obtain an upper limit on the axion mass. However, by measuring multiple populations in more dSphs, it may be possible in future to test the universal profile. If future measurements do not find a universal profile, or find inconsistent limits on the axion mass (for example, a large lower limit from a faint, cuspy, dSph), then axions cannot be the sole explanation for dSph cores, and feedback (or some other new DM physics) must be operative. From our tests with mocks (not shown here) we think that the ideal scenario would be a galaxy where two populations are identified and they have such half mass radius that one is very well embedded in the soliton (core), and the other probes the outer part of the DM halo. In this way we would be able to find an axion mass bounded from above and below.

6 CONCLUSIONS

We used mocks of dSphs embedded in an axion DM halo to test for the presence of bias in constraints to the particle mass in axion DM models. The main points to conclude are:

- Using Jeans analysis with constant unknown anisotropy to fit the line of sight velocity dispersion leads to biased constraints on the axion mass, to the point where one can conclude that galaxies are well fitted by the axion halo model (cored) when in reality the underlying model is a "cuspy" one.
- We also found that using the M-estimator to fit the slope defined by the mean velocity dispersion from two different stellar populations in the same galaxy also leads to biased constraints, though to a lesser extent. As expected, the bias is worse when the axion mass is smaller since this case corresponds to very large cores.
- An intermediate approach where we compute the mean velocity dispersion from direct integration of the Jeans equation, Eq. (3), and fit the luminosity averaged velocity dispersion of two stellar subpopulations seems to provide unbiased constraints on the halo parameters.

Fitting $\langle \sigma_{\text{los}}^2 \rangle$ rather than using the M-estimator (used by MP15) in the joint analysis for data from Fornax and
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8 Rapid relaxation is also observed in violent events, such as multi-soliton mergers (Schwabe et al. 2016).
Sculptor galaxies taken from WP11 leads to a tighter limit to the axion mass, $m_a < 0.4 \times 10^{-22}$ eV. We have corroborated that our new approach works very well independently of the true anisotropy profile, by applying it to isotropic and anisotropic mock data. This is clearly in tension with a “blind” Jeans analysis, performed using a joint likelihood of the true anisotropy profile, by applying it to isotropic Sculptor galaxies taken from WP11 leads to a tighter limit to the axion mass, $m_a < 0.4 \times 10^{-22}$ eV. However, our analysis of mocks leads us to believe that the estimate of $m_a$ from Jeans analysis suffers from significant bias, see Fig. 1 for a comparison. Without proper knowledge of the dSph velocity anisotropy it is not possible to extract unbiased constraints on DM models. Here are two important points to remark. First, we are not attempting to extract more information from the other dSphs because we cannot be certain that those galaxies actually have a cored density profile. Second, we have verified that constraints set individually from Fornax and Sculptor are compatible, otherwise stating a joint likelihood would not be correct. From the $(\sigma_{los}^2)$ individual fit we obtained $m_{a22} < 0.48$ and $\sigma_{los} < 0.79$ for Fornax and Sculptor respectively.

The tight bound on $m_a < 0.4 \times 10^{-22}$ eV required if ULAs are to provide kpc-scale cores to Fornax and Sculptor (WP11 cores) runs into several problems when faced with cosmology. Firstly, we performed a simple estimate of the subhalo mass function, and demonstrated that such a ULAs cannot provide enough dwarf satellites of the MW to be consistent with observations. This suggest that ULAs, like WDM, may suffer from a Catch 22 in that “if you want large cores, you don’t get enough dwarfs; if you want enough dwarfs, you don’t get big enough cores”. Existing cosmological bounds also appear to rule out a ULA origin for the WP11 cores: high-z galaxies rule out $m_a \lesssim 1 \times 10^{-22}$ eV (Bozek et al. 2015; Schive et al. 2016). Constraints from reionization, such as the CMB optical depth $\tau$, are less conclusive, and may even favour low axion mass. If ULAs satisfying our bound are indeed the DM, they can be definitively ruled out either by proper analysis of existing Lyman-$\alpha$ forest power spectrum data (Armengaud et al. 2017), or by upcoming CMB Stage-IV lensing power spectrum measurements (Bozek et al. 2016). However, we would like to emphasis the need of detailed studies of the interplay between the physics of the axion DM and the physics of baryons, in order to make more consistent comparisons.

Improvements on DM constraints from stellar kinematics may be obtained from future measurements of proper motions (e.g. Strigari et al. 2007). Extending our present analysis (chemodynamical modelling of multiple stellar populations combined with the $(\sigma_{los}^2)$-fit) to other dwarfs beyond Fornax and Sculptor can be achieved by multi-object spectrographs attached to several-metre telescopes. On a short time scale we have WAVE (Dalton et al. 2014), MOONS (Cirasuolo et al. 2012) and 4MOST (de Jong et al. 2012). Using these data and our methodology could significantly improve our ability to test models of DM using stellar dynamics.
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Above, if all orbits are circular, the corresponding three-dimensional stellar density associated with the Plummer profile takes the form 

\[ \langle \rho \rangle = \frac{3L}{4\pi R_{\text{half}}^3} \frac{1}{\left[ 1 + \left( \frac{r}{R_{\text{half}}} \right)^2 \right]^{\frac{5}{2}}} \]  
(A5)

For the Jeans analysis we adopted the following priors:

-3.0 < \log_{10} \left( \frac{m_4}{10} \right) < 5.0 \quad \text{(A6a)}
-3.0 < \log_{10} \left( \frac{\rho_{\text{DM}}}{(\mu_4/10)^{1.4}} \right) < 3.0 \quad \text{(A6b)}
-5 < \ln (\epsilon) < 0 \quad \text{(A6c)}
-3 < \ln \left( \frac{\tau^{\text{HI}}}{\eta} \right) < 3 \quad \text{(A6d)}
-3 < - \ln (1 - \beta) < 5 \quad \text{(A6e)}

\[ M(r) = 4\pi \int_0^r \rho(r') r'^2 \, dr' \]  
(A1)

to the first moment of the stellar distribution function,

\[ \frac{1}{\nu} \int_0^\infty \nu(v_r') \, dv_r' + 2 \beta \langle v_r^2 \rangle = -\frac{GM_{\text{tot}}}{r^2} \]  
(A2)

Above, \( \nu(r) \), \( \langle v_r^2(r) \rangle \), and \( \beta(r) = 1 - \langle v_\theta^2(r) \rangle/\langle v_r^2(r) \rangle \) are the three-dimensional density, radial velocity dispersion, and orbital anisotropy, respectively, of the stellar component. The parameter \( \beta \) quantifies the degree of radial stellar anisotropy: if all orbits are circular \( \langle v_\theta^2 \rangle = 0 \), and then \( \beta = \infty \); if the orbits are isotropic \( \langle v_\theta^2 \rangle = \langle v_r^2 \rangle \), and \( \beta = 0 \); finally, if all orbits are perfectly radial, \( \langle v_\theta^2 \rangle = 0 \), then \( \beta = 1 \). There is no preference a priori for either radially, \( \beta > 0 \), or tangentially, \( \beta < 0 \), biased systems.

The function \( F \) depending on the anisotropy is given by:

\[ F(\beta, R, r') \equiv \int_R^{r'} \, dr' \left( 1 - \beta \frac{R'^2}{r'^2} \right) \frac{r'^{-\beta+1}}{\sqrt{r'^2 - R'^2}} \]  
(A3)

For the stellar density we adopted a Plummer profile,

\[ I(R) = \frac{1}{\pi R_{\text{half}}^2 \left[ 1 + \left( R/R_{\text{half}} \right)^2 \right]^{\frac{5}{2}}} \]  
(A4)

\[ \nu(r) = \frac{3L}{4\pi R_{\text{half}}^3} \frac{1}{\left[ 1 + \left( \frac{r}{R_{\text{half}}} \right)^2 \right]^{\frac{5}{2}}} \]  
(A5)

\[ \tau(z) = \int_0^z \frac{c(1+z')^2}{H(z')} Q_{\text{HI}}(z') \sigma_T \tau_{\text{HI}}(1 + \eta V/4\chi) \, dz' \]  
(C1)

where the function \( Q_{\text{HI}}(z) \), volume-filling fraction of ionized hydrogen, and the mean comoving hydrogen number \( n_H \), encodes the reionization history. Here, \( c \) is the speed of light, \( H(z) \) is the Hubble parameter, \( \sigma_T \) is the Thompson scattering cross section, and \( \eta \) corresponds to the state of the helium. The optical depth depend, in general, on the properties of the assumed DM model, mainly through the shape of the linear mass power spectrum. See (Bozek et al. 2015) for a detailed computation of the optical depth in the axion Dark Matter Framework.

Constraints on the CMB Thomson scattering optical depth offers an interesting window onto ULA's in dSphs, as demonstrated in Fig. C1. In this figure we collate the results of (Bozek et al. 2015) for \( \tau \) based on concordance reionization models for ULAs, with error bands representing the modeling uncertainty. We compare these results to two different values for \( \tau \) determined from CMB temperature and polarization power spectrum measurements. The combination of Planck temperature power spectrum and WMAP low-\( \ell \) polarization (Planck Collaboration et al. 2014; Bennett et al. 2013, “Planck+WP”), gives \( \tau = 0.089 \pm 0.012 \) (the revision of Spergel et al. 2015, to \( \tau = 0.09 \pm 0.13 \) does not affect our conclusions). On the other hand, the recent Planck low-\( \ell \) polarization results using the HFI \( \tau \) posterior gives a much lower and tighter value of \( \tau = 0.055 \pm 0.009 \) (Planck Collaboration et al. 2016, “Planck HFI”). The limit on ULA mass from our reanalysis of the dSph data, \( m_{22} < 0.4 \), is in considerable tension with the Planck+WP \( \tau \) constraints, yet is consistent with the Planck HFI constraint. This demonstrates the power that future constraints on the epoch of reionization from CMB polarization will have to probe the nature of DM (e.g. Calabrese et al. 2014), and the importance of understanding possible low-\( \ell \) polarization systematic errors that could be causing a tension between Planck and WMAP \( \tau \) measurements.
Figure B1. Full analysis of three sets of mocks already presented in Fig 7, but only for the particular case of $\beta = 0$. Green contours, dashed lines, use the constant virial factor M-estimator, Eq. (2) with $\mu = 2/5$, and blue contours use the $\langle \sigma^2_{\text{los}} \rangle$-fit, Eq. (3). As explained before, both estimators recover central axion mass values close to the input (red line), and some bimodality can be clearly seen when the prior mass range is large. The M-estimator has a bias to larger axion masses, while the $\langle \sigma^2_{\text{los}} \rangle$-fit recovers an unbiased value. Contours indicate the 1 and 2-$\sigma$ confidence levels. Axion mass and soliton density are given in units $10^{-22}$eV and $2.42 \times 10^{9} M_{\odot} \text{kpc}^{-3}$ respectively.

Figure B2. Same as Fig. B1 but for the set of mocks constructed with an Osipkov-Merrit anisotropy profile. Again, the M-estimator has a bias to larger axion masses, while the $\langle \sigma^2_{\text{los}} \rangle$-Fit recovers an unbiased value. Contours indicate the 1 and 2-$\sigma$ confidence levels. Axion mass and soliton density are given in units $10^{-22}$eV and $2.42 \times 10^{9} M_{\odot} \text{kpc}^{-3}$ respectively.
Figure C1. The optical depth to reionization, $\tau$, computed in concordance models for ULAs, where the error band represents systematic modelling uncertainty (Bozek et al. 2015). The horizontal bands represent 1 and 2-$\sigma$ constraints on $\tau$ from different CMB polarization power spectrum measurements. The axion mass limit from dSphs produces a reionization history consistent with the recent Planck HFI results, but in considerable tension with earlier results from Planck+WP.