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Abstract

Sentiment analysis is one of the most fundamental tasks in Natural Language Processing. Popular languages like English, Arabic, Russian, Mandarin, and also Indian languages such as Hindi, Bengali, Tamil have seen a significant amount of work in this area. However, the Marathi language which is the third most popular language in India still lags behind due to the absence of proper datasets. In this paper, we present the first major publicly available Marathi Sentiment Analysis Dataset - L3CubeMahaSent. It is curated using tweets extracted from various Maharashtrian personalities’ Twitter accounts. Our dataset consists of $\sim 16,000$ distinct tweets classified in three broad classes viz. positive, negative, and neutral. We also present the guidelines using which we annotated the tweets. Finally, we present the statistics of our dataset and baseline classification results using CNN, LSTM, ULMFiT, and BERT-based deep learning models.
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1 Introduction

The use of social media has seen a sharp upward trend in recent years. It plays a big role in forming and shaping the views of people on various issues. From sharing facts and opinions to voicing dissent and grievances, the platform has gained popularity amongst many users (Nielsen and Schroder, 2014). Twitter is a significant social media platform. It has been quite popular in India for the past few years. It has been used by many politicians, journalists, and activists to connect with people directly. These kinds of interactions are generally strong on emotions, and can be used for developing sentiment analysis systems (Pak and Paroubek, 2010; Mathew et al., 2019). Such systems have proven to be important for political analysis as well as identifying and curbing more complex issues such as fake news, harassment, hate speech, and bullying (Schmidt and Wiegand, 2017; Joshi et al., 2021; Wani et al., 2021). In this work, we consider basic sentiment analysis or polarity identification tasks.

Popular languages such as English, Arabic, Russian, Mandarin (Rogers et al., 2018; Nabil et al., 2015; Yu et al., 2020) as well as Indian languages such as Hindi, Bengali and Tamil have been explored on the sentiment task for a long time (Arora, 2013; Patra et al., 2015; Akhtar et al., 2016; Mukku and Mamidi, 2017; Ravishankar and Raghunathan, 2017). Many resources such as properly annotated datasets, SentiWordNets, annotation guidelines have been developed for these languages (Socher et al., 2013; Saif et al., 2013; Hu and Liu, 2004). Alternatively due to the low resource nature of many languages, translated versions of the English datasets were used for analysis (Joshi et al., 2019; Refaee and Rieser, 2015; Mohammad et al., 2016). However, such translated datasets are often noisy due to the limitation of current translation systems for low resource languages.

Marathi is an Indian language spoken by around 83 million people and ranks as the third most spoken language in India. But surprisingly, there is no significant work or resource for the task of sentiment analysis in Marathi (Kulkarni et al., 2021). A sentiment analysis dataset curated by IIT-Bombay is available, but it has a very small size consisting of only 150 samples (Balamurali et al., 2012). In this paper, we present L3CubeMahaSent\textsuperscript{1} - the largest publicly available Marathi Sentiment Analysis dataset to date. This dataset is gathered using Twitter. The BERT based model fine-tuned on this

\footnotesize{\textsuperscript{1}https://github.com/l3cube-pune/MarathiNLP}
dataset is also shared publicly\(^2\). Our work is summarized as follows:

1. We present a \(~ 16,000 \) tweets strong Marathi Sentiment Analysis Dataset, manually tagged into three classes viz. positive, negative, and neutral.

2. We provide a comprehensive annotation policy useful for tagging sentences by their sentiment. We also provide statistics for our dataset and a balanced split for experimentation.

3. We present the result of our experiments on this dataset on recent deep learning approaches to create a benchmark for future comparisons.

2 Related Work

Sentiment analysis is a fundamental task of Natural Language Processing (Medhat et al., 2014). The absence of a proper sentiment analysis dataset for the Marathi language has led to limited research in this area. In this section, we will review some of the works introducing data resources in Indian and other languages. Balamurali et al. (2012) presented an approach for cross-lingual sentiment analysis using linked wordnets for Marathi and Hindi languages. For this purpose, they used various blogs and travel editorials as a dataset which consisted of about 75 positive and 75 negative reviews. The WordNet approach showed an improvement of 14-15 percent over the approach using a bilingual dictionary. The Marathi dataset created in this work is very small and cannot be used to train existing deep learning algorithms.

Bhardwaj et al. (2020) presented a hostility detection dataset in Hindi. Data was collected from various online platforms like Twitter, Facebook, Whatsapp, etc., and was benchmarked using machine learning algorithms namely, support vector machine (SVM), decision tree, random forest, and logistic regression. They also labeled each hostile post as either fake, hateful, offensive, or defamation.

Patra et al. (2018) presented details of a shared task in a competition on sentiment analysis of code-mixed data pairs of Hindi-English and Bengali-English. The best performing team used SVM for sentence classification. The sentiment analysis of code-mixed English-Hindi and English-Marathi text is also studied in (Ansari and Govilkar, 2018). Nabil et al. (2015) introduced Arabic sentiments tweets dataset consisting of 10,000 tweets classified as objective, subjective positive, subjective negative, and subjective mixed. They tried 4-class sentiment analysis as well as 3-class sentiment analysis on the dataset and found that the former was more challenging. They also concluded that SVM performed well on the dataset for the task.

Rogers et al. (2018) presented RuSentiment, a dataset for sentiment analysis in the Russian language. They performed experiments on their dataset using algorithms like logistic regression, linear SVM, and neural networks. The best performance was observed in the case of neural networks. They also released the fastText embeddings that they have used for experimentation.

Ikoro et al. (2018) presented results of analyzing sentiments of UK energy consumers on Twitter. They proposed a method in which they combined functions from two sentiment lexica. The first lexicon was used to extract the sentiment-bearing terms and the negative sentiments. The second lexicon was used to classify the rest of the data. This method improved the accuracy compared to the general method of using one lexicon.

3 Curation of Dataset

3.1 Dataset Collection

For creating our dataset, we first manually created a list of various famous personalities who actively tweet about current affairs. Twitter profiles were shortlisted based on their frequency, relevance of activity, and degree of the sentiment of the tweets. Hence a majority of the tweets are from political personalities’ profiles and activists as they express a wide range of emotions and sentiments. We attempted to improve the diversity of the points of view contained in the dataset.

All tweets in this dataset are specifically in the Marathi language. All hashtags, mentions, special symbols, and the occasional English words are kept in the tweets in the publicly available version of the dataset. We think it is best to keep the original dataset unhampered for anyone to experiment on it. However, while performing experiments, we have removed the aforementioned tokens from the

\(^2\)https://huggingface.co/l3cube-pune/MarathiSentiment
tweets during data pre-processing. Also, the dataset does not retain any context of the tweets such as the tweeting profile, time of posting, region, etc. As far as scraping the tweets is concerned, there are multiple python libraries available. Some of them are Tweepy (the official open-source library provided by Twitter), GetOldTweets3, Twint, and Snscrape. We have used the Twint library to scrape tweets.

3.2 Dataset Annotation

We have manually labeled the entire dataset into three classes: positive, negative, and neutral. These three classes have been denoted by ‘1’, ‘-1’, and ‘0’ respectively. The dataset was split among the entire team to tag in parallel. In order to maintain consistency while tagging tweets, we developed an annotation policy.

To begin with, we ensured not to take into account the author of the tweet, thereby eliminating any bias towards any author. Tweets are tagged by a general assumption that they are posted by any random person. Positive emotions such as happiness, gratitude, respect, inspiration, support are tagged as positive. Negative emotions such as hate, disrespect, grief, insult, disagreement, the opposition are tagged as negative. Tweets that do not convey a strong feeling, such as simple facts, statistics, or statements are tagged as neutral.

Tweets containing sarcasm, irony which clearly depict a negative sentiment are tagged as negative. Congratulatory and thank-you tweets are tagged as positive. A tweet that criticizes something or someone, or which states a fact stating an adverse event or reaction is termed negative. However, if the criticism comes as constructive and healthy, mentioning possible solutions, then it is tagged as positive. Finally, tweets containing mixed sentiments are labeled by the more dominant emotion expressed.

Even though these rules were laid down, there were some tweets that simply were difficult to tag by a single individual and needed to be reviewed. In such cases, we took a vote amongst the team and tagged the tweet according to the majority votes.

| Split       | Total Tweets | 1     | -1    | 0     |
|------------|--------------|-------|-------|-------|
| Train      | 12114        | 4038  | 4038  | 4038  |
| Test       | 2250         | 750   | 750   | 750   |
| Validation | 1500         | 500   | 500   | 500   |

Table 1: Dataset Statistics.

Tweets for which no consensus could be formed were removed.

Some examples of tagged tweets are mentioned for more clarity in Table 3.

3.3 Dataset Statistics

Initially, we annotated a total of 18,378 tweets. But, in order to ensure that the classes are balanced, we randomly selected an equal number of tweets for each class. Hence, the final version of L3CubeMahaSent consists of 15,864 tweets. Table 1 shows class-wise distribution and the train-test-validation split. The remaining 2,514 annotated tweets will also be published along with the dataset. It consists of 2,355 positive and 159 negative tweets. These extra tweets have not been used for model evaluation. Commonly occurring words in each class can be visualized in the form of word-clouds as shown in Figure 2.

4 Evaluation

4.1 Experimentations

We performed 2-class and 3-class sentiment analysis on our dataset. For conducting baseline experiments on our dataset, hashtags, mentions, and special symbols were removed during preprocessing. We used some of the widely used text classification architectures for sentiment classification (Kulkarni et al., 2021; Kowsari et al., 2019; Kim, 2014; Sun et al., 2019). The text is tokenized as words or
sub-words and passed to the algorithms mentioned below:

- **CNN**: The initial embedding layer outputs word embeddings of size 300. These embeddings are passed to a Conv1D layer having 300 filters and kernel size 3. A global max-pooling is applied to the output sequences to get a sentence representation. This is then passed on to a dense layer having size 100. A final dense layer having size equal to the number of classes is added to give classification results. We have experimented with various types of embedding layers having random initialization (word and subword), original Facebook fastText embeddings (trainable and non-trainable) (Mikolov et al., 2018), and Indic fastText embeddings (trainable and non-trainable) by IndicNLP (Kakwani et al., 2020).

- **BiLSTM+GlobalMaxPool**: This is similar to the CNN network with Conv1D layer replaced by a Bi-LSTM layer. Inputs are fed to an embedding layer which outputs word embeddings of size 300. These embeddings are given to a bi-directional LSTM layer with cell size 300 and then output is max pooled over time. A dense layer of size 100 and a subsequent dense layer of size equal to the number of classes complete the architecture. Embeddings same as those mentioned in the CNN section are also experimented with.

- **ULMFiT**: ULMFiT is also a LSTM based model (Howard and Ruder, 2018). It uses transfer learning which allows the model to be finetuned quickly on the target dataset using even a small sample set. We use a publicly available ULMFiT model for the Marathi language released by iNLTK and finetune it on our dataset (Arora, 2020).

- **BERT**: The BERT is a transformer based model pretrained on a huge text corpora, which can be finetuned for any target dataset (Devlin et al., 2019). Many publicly available flavours of BERT are available, and we use two specific multilingual models:
  - Multilingual-BERT (mBERT)
  - Indic-BERT by IndicNLP (Kakwani et al., 2020)

  For both of these models, we used the CLS token for sequence classification.

### 4.2 Results

We experimented with a variety of architectures such as CNN and BiLSTM for text classification on our dataset along with different embeddings. We have used random word and subword initializations, and also used pre-trained word embeddings made public by Facebook and IndicNLP. Both of these pre-trained embeddings were used in trainable and static modes. Along with these architectures, pre-trained models such as ULMFiT, mBERT, and IndicBERT were also used.

The results from our experiments were in line with previous works done in Marathi text classification. Pretrained word embeddings give a definite edge over random initializations. The CNN-based models have a slight advantage over BiLSTM based models. It was observed that though models using random initializations generally give good results, they tend to quickly overfit while training. The use of pre-trained embeddings significantly reduces overfitting. The results for 3-way and 2-way classification are shown in Table 2. The neutral class is dropped for 2-way classification.
Table 2: Classification accuracies over different architectures. The 2-class accuracy corresponds to positive and negative class only.

| Model       | Variant          | 3-class Accuracy | 2-class Accuracy |
|-------------|------------------|------------------|------------------|
| CNN         | random-word      | 79.47            | 90.00            |
|             | random-subword   | 81.56            | 91.73            |
|             | FB fastText-Trainable | 81.02         | 92.67            |
|             | FB fastText-Static | 80.18           | 90.93            |
|             | Indic fastText-Trainable | 83.24        | 93.13            |
|             | Indic fastText-Static | 83.00          | 92.47            |
| BiLSTM      | random-word      | 80.93            | 90.87            |
|             | random-subword   | 79.42            | 89.80            |
|             | FB fastText-Trainable | 81.78         | 92.33            |
|             | FB fastText-Static | 79.87           | 89.67            |
|             | Indic fastText-Trainable | 82.89       | 91.8             |
|             | Indic fastText-Static | 82.41          | 92.67            |
| ULMFiT      | (iNLTK)          | 80.80            | 91.40            |
| BERT        | mBERT            | 80.66            | 91.40            |
|             | IndicBERT (INLP) | **84.13**        | **92.93**        |

The Marathi word embeddings provided by Indic-NLP perform better than the original versions released by Facebook. Keeping word embeddings trainable further increases the accuracy. The ULMFiT gives results that are comparable with simple CNN and BiLSTM models. The CNN model combined with trainable Indic fastText word embeddings gives the best results in the 2-class classification experiments, slightly outperforming the IndicBERT. The IndicBERT was the best performing model for the more difficult 3-class classification experiments. The respective confusion matrices are shown in Figure 4 and Figure 3.

In this paper, we have presented L3CubeMahaSent - the first major publicly available dataset for Marathi Sentiment Analysis which consists of ~16000 distinct tweets. We also describe the annotation policy which we used for manually labeling the entire dataset. We performed 2-class and 3-class sentiment classification to provide a benchmark for future studies. The deep learning models used for sentiment prediction were CNN, Bi-LSTM, ULMFiT, mBERT, and IndicBERT. The publicly available Marathi fastText embeddings were used with word-based models. We report the best accuracy using IndicBERT and CNN with
### Table 3: Sample annotated tweets.

| S.No. | Tweet | English Translation | Tag |
|-------|-------|---------------------|-----|
| 1     | विधान परिषदेचे उपसभापती आणि प्रदेश कॉँ-ग्रेस कमीटीच्या माजी अध्यक्ष आमचे लाडके नेते आ.माणिकराव ठाकरे यांचे याना वाचविद्यानिमित हादिक शुभेच्छा | A very happy birthday to the deputy chairman of the Assembly, former president of Regional Congress Committee and our beloved leader Mr. Manikrao Thackrey | 1 |
| 2     | ९ August ला मराठा काय असतो ते सरकारला चंदला. मराठा शुभेच्छा नाहीं शुभेच्छा हा! खैच्या सरकाराच्या युक्तिवेच लागते,लहाई न्यायाधीश,हक्काची | Government will come to know the power of Maratha community. Marathas do not bend but make others bend. This fake Government will have to accept defeat. This is a battle of justice and our rights! | 1 |
| 3     | खा.अशोक चव्हाण यांच्या नेतृत्वाखाली @INC- CIndia चा जनसागर आज जनआक्रोश हल्ला बोल मोचा र्त सहभागी झाला. बहुसंख्य कॉँ-ग्रेस कार्यकर्त्यांची भोजनांच्या वयस्ती करण्यासाठी सिंहचा बात उल्लेखायावत हादिक अभिनंदन!पडणवीस सरकारच्या पायाखाली जमीन हादरली. काउंट डाउन सुरु. | Under the guidance of MP Ashok Chavan, the sea of @INCIndia supporters participated in a ‘Halla Bol’ demonstration. A very hearty congratulations to majority of the congress workers who gave their lion’s share to make this demonstration successful. The ground under Fadanvis Government is shaken. Count down begins! | 1 |
| 4     | सलग तिस-या वर्षी महाराष्ट्र भ्रष्टाचारात पिहला का आहे? येथे उर पिककी घोटक्याच्या चीजेवर लक्षात येथे आहे. कॉँ-ग्रेस पक्षात या भयगत यांनी सादो पाठपुरावा करत राहून दोषींना शासन होत नाही तर त्याची शक्ती मिळाली! भावपूर्ण भावना येईल! | Why does Maharashtra rank first in corruption consecutively for the third year? The answer to this question unfolds from the chikki scam investigation. Congress will not remain calm until these people get punished. State government is a clean cheater government. | -1 |
| 5     | महाराष्ट्र विधानपरिषदेचे माजी उपसभापती वसंत डावखरे यांनी उच्चारित केलेले अपराधाची प्रतिकूल प्रवर्तनाला निर्देशांकनाची आहे. | With the demise of former leader of Maharashtra’s Assembly Mr. Vasant Davkhare, an ever-smiling, friendly and capable leader has left us. I pray his family gets the strength to cope with this grief. My deepest condolences. | -1 |
| 6     | मातीयुक्त चिकी खाण्यामध्ये असत्याचे लेबसचे प्रमाणपत्र दाखवले आता सांगणार माहिती, अजिकात आणि कर्मचारी सरकार नेते आपल्यास प्रष्ण निवळू गेला. त्यांच्या परीक्षेत देखील तेव्हा शहर कर्यकारी कायदाची शक्ती निश्चित झाली! भावपूर्ण श्रद्धा | Chikki containing soil has been deemed fit to eat by a lab certification. Now, the government should say that a dead frog found in food served at school lunch is nutritious. | -1 |
| 7     | भिंता, पूर्वी मध्ये भाजपाचे 71 खासदार आहेत आणि त्यांच्याकडेला केंद्रांनी हंगाम आहेत | Dear friend, there are 71 MPs of BJP in UP and some of them are central ministers as well. | 0 |
| 8     | हा हा, स्टूडियोत वेगळें भाषण होते का? | Haha, was there a different speech at the studio? | 0 |
| 9     | सिंघम प्रवीण पोटे यांची शासनाने तात्काळिक पोलिस दलाच्यासाठी रोजगाराचे महत्त्वपूर्ण काम झाले. त्यांनी सर्वप्रथम ते वेगळें भाषण होते का? | Singh Pravin Pote should be appointed in the police immediately and the police should be given the work of swatting flies. | -1 |
Indic fastText word embeddings. We hope that our dataset will play a crucial role in advancing NLP research for the Marathi language.
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