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Abstract

Two simple undirected graphs are cospectral if their respective adjacency matrices have the same multiset of eigenvalues. Cospectrality yields an equivalence relation on the family of graphs which is provably weaker than isomorphism. In this paper, we study cospectrality in relation to another well-studied relaxation of isomorphism, namely $k$-dimensional Weisfeiler–Leman ($k$-WL) indistinguishability.

Cospectrality with respect to standard graph matrices such as the adjacency or the Laplacian matrix yields a strictly finer equivalence relation than 2-WL indistinguishability. We show that individualising one vertex plus running 1-WL already subsumes cospectrality with respect to all such graph matrices. Building on this result, we resolve an open problem of Fürer (2010) about spectral invariants.

Looking beyond 2-WL, we devise a hierarchy of graph matrices generalising the adjacency matrix such that $k$-WL indistinguishability after a fixed number of iterations can be captured as a spectral condition on these matrices. Precisely, we provide a spectral characterisation of $k$-WL indistinguishability after $d$ iterations, for $k, d \in \mathbb{N}$. Our results can be viewed as characterisations of homomorphism indistinguishability over certain graph classes in terms of matrix equations. The study of homomorphism indistinguishability is an emerging field, to which we contribute by extending the algebraic framework of Mančinska and Roberson (2020) and Grohe et al. (2022).

1. Introduction

The algebraic properties of the adjacency matrix of a graph can reveal a great deal of information about the structure of the graph. In particular, the spectra of certain matrices associated with a graph, such as the adjacency matrix or the Laplacian matrix, can already determine several important graph properties such as connectedness and bipartiteness [9]. Moreover, they can be used to approximate several important graph parameters such as graph expansion [11] and chromatic number [24]. A well-known result of this kind is Kirchhoff’s Matrix Tree Theorem which asserts that the number of spanning trees of a connected graph is equal to the product of its non-zero Laplacian eigenvalues, cf. [26]. Apart from the adjacency matrix and the Laplacian matrix, several other graph matrices such as the signless or normalised Laplacian, the Seidel matrix, etc. have been utilised to obtain further insights into several graph properties and parameters [56, 14, 55]. In algebraic graph theory, the spectra of such graph matrices are collectively referred to as spectral graph invariants.

Two simple undirected graphs are said to be cospectral if their respective adjacency matrices have the same multiset of eigenvalues. Whereas isomorphic graphs are necessarily cospectral, the
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*A conference version [51] of this article appeared at SODA 2023.
converse does not hold in general. Nevertheless, cospectrality is an important equivalence relation on graphs which continues to be extensively studied in algebraic graph theory. The notion of cospectrality can be easily extended to graph matrices other than the adjacency matrix: each such graph matrix induces a corresponding equivalence relation on graphs [55]. The main objective of this paper is to analyse cospectrality in relation to the well-studied relaxations of isomorphism arising from algebra, combinatorics, and logic, see e.g. [35, 7, 18]. In particular, we focus on the equivalence relations arising from the Weisfeiler–Leman framework [57]. Formally, the \(k\)-dimensional Weisfeiler–Leman (\(k\)-WL) is a combinatorial procedure which iteratively partitions the set of \(k\)-tuples of vertices into finer equivalence classes based on their local neighbourhoods, cf. [31]. In the parlance of \(k\)-WL, this yields a so-called stable colouring function which associates a colour to every \(k\)-tuple of vertices. Two graphs are \(k\)-WL indistinguishable if the \(k\)-WL procedure generates the same multiset of stable vertex-tuple colours for the two graphs. For each \(k \in \mathbb{N}\), the \(k\)-WL procedure thus yields an equivalence relation on the domain of graphs, namely \(k\)-WL indistinguishability, and moreover, letting \(k \in \mathbb{N}\) vary, an infinite hierarchy of strictly finer equivalence relations [10]. Hence, there is no fixed dimension \(k\) such that \(k\)-WL indistinguishability coincides with isomorphism. Importantly, the WL framework has been shown to admit equivalent formalisms in descriptive complexity [35], convex optimisation [7], and substructure counting [18]. The fact that \(k\)-WL is established as a powerful and expressive framework which captures a wide variety of equivalence relations on the domain of graphs justifies our interest in using the \(k\)-WL framework as a yardstick for analysing cospectrality. It may be noted that for most natural graph classes, there exists a fixed \(k \in \mathbb{N}\) such that \(k\)-WL indistinguishability coincides with the isomorphism relation on the given graph class. The prominent examples include trees [5, 35], planar graphs [27, 37], and graphs with excluded minors [28].

Our line of investigation has a concrete practical motivation in the context of the recent work in the field of machine learning with graph data. In the emerging field of graph representation learning, the design of graph neural networks (GNNs) for achieving robust inference on graphs has received much attention [34]. There has been considerable recent work on measuring the expressive power GNNs, i.e. whether a GNN can generate distinct representations for non-isomorphic graphs. It turns out that the expressive power of the most commonly used GNNs, namely message-passing GNNs, is equal to 1-WL indistinguishability [59, 47], i.e. a message-passing GNN can generate distinct representations for two graphs if and only if they are 1-WL distinguishable. On the other hand, spectral GNNs work in a very different manner to message-passing networks: they learn a composition of spectral transformations on the adjacency matrix of the graph. Moreover, several machine learning models directly work with the eigenvectors of the adjacency matrix, arising from transformations such as principal component analysis, matrix factorisation, etc. [40]. We believe that our work will serve as a contribution towards studying the expressive power of combination of spectral invariants or representations with combinatorial algorithms and message passing GNNs.

1.1. Our Results: Graph spectra between 1-WL and 2-WL

Our first set of results concerns the cospectrality relation induced by the usual graph matrices, such as the adjacency matrix and Laplacian matrix, whose distinguishing power is well-known to be subsumed by 2-WL. A systematic study of spectral invariants in the regime below 2-WL was undertaken in [23] where the following spectral invariant was proposed.

**Definition 1.1** (Fürer’s spectral invariant [23]). Let \(A(G)\) be the adjacency matrix of a graph \(G\). Let \(\lambda_1 < \cdots < \lambda_k\) denote the eigenvalues of \(A(G)\) and write \(P^{(1)}, \ldots, P^{(k)}\) for the projection maps onto the respective eigenspaces. Define Fürer’s spectral invariant \(\mathcal{F}(G)\) as

\[
\mathcal{F}(G) := (\text{Spec } A(G), \{P_v \mid v \in V(G)\})
\]
where $P_v := (p_{vw}, \{p_{vw} \mid w \in V(G)\})$, $p_{vw} := (p_{vw}^{(1)}, \ldots, p_{vw}^{(k)})$ for $v, w \in V(G)$, and $\text{Spec } A(G)$ is the multiset of eigenvalues of $A(G)$ with geometric multiplicities.

While Fürer [23] showed that $\mathcal{F}$ is determined by 2-WL, they conjectured that the former is strictly weaker than the latter. We resolve this conjecture in the affirmative by introducing the notion of (1,1)-WL indistinguishability. The (1,1)-WL test processes graphs $G$ and $H$ by comparing vertex-individualised copies of the graphs. For a vertex $v \in V(G)$, the vertex-individualised graph $G_v$ is the coloured graph obtained from $G$ by colouring $v$ orange and all other vertices grey. Note that vertex individualisation is a standard tool from the isomorphism testing literature [48]. On the practical side, augmenting GNNs with information about individualised subgraphs is a direction of current research [50].

**Definition 1.2.** Two graphs $G$ and $H$ are (1,1)-WL indistinguishable if there exists a bijection $\pi: V(G) \to V(H)$ such that for all $v \in V(G)$ the vertex-individualised graphs $G_v$ and $H_{\pi(v)}$ are 1-WL indistinguishable. Such a bijection $\pi$ is said to be colour-preserving.

It is easy to see that (1,1)-WL lies between 1-WL and 2-WL in terms of its ability to distinguish non-isomorphic graphs. We prove that these inclusions are strict by constructing appropriate examples in Theorem 3.9. We then proceed to answer the question left open in [23].

**Theorem 1.3.** If $G$ and $H$ are (1,1)-WL indistinguishable graphs then $\mathcal{F}(G) = \mathcal{F}(H)$. Hence, Fürer’s spectral invariant $\mathcal{F}(\cdot)$ is strictly weaker than 2-WL.

For the proof of this theorem, we set up a general formalism of equitable matrix maps, a generalisation of graph matrices such as the adjacency matrix or the Laplacian. An equitable matrix map $\varphi$ associates with every graph $G$ a matrix $\varphi(G) \in C^{V(G) \times V(G)}$ which preserves certain subspaces of $C^{V(G)}$ induced by 1-WL (see Section 3.1 for details). Given a graph $G$, let $\mathcal{E}(G)$ denote the set of all matrices of the form $\varphi(G)$, where $\varphi$ is an equitable matrix map. It turns out that $\mathcal{E}(G)$ forms an algebra and contains most of the well-known matrices associated with graphs, such as the adjacency matrix, Laplacian matrix, and the Seidel matrix. To show that (1,1)-WL is sufficiently powerful to determine all of the well-known spectral invariants in this regime, we provide a spectral characterisation of (1,1)-WL indistinguishable graphs in terms of equitable matrix map, cf. Theorem 3.7 and Remark 3.8. As an application of the above framework, we parallel a result of Godsil [25] asserting that the multiset of commute distances, a property of random walks on a graph, is determined by 2-WL. In fact, the hitting time, the nonsymmetric counterpart of the commute distance, is already determined by (1,1)-WL.

**Theorem 1.4.** If graphs $G$ and $H$ are (1,1)-WL indistinguishable then they have the same multiset of hitting times. Hence, the multiset of hitting times is a strictly weaker invariant than 2-WL.

From a practical viewpoint, our results diminish hopes to simulate 2-WL by augmenting 1-WL using spectra-based initial vertex colourings. Indeed, such a strategy seems infeasible since the supplementation of spectral information will not result in surpassing the (1,1)-WL barrier. In particular, all invariants based on spectral properties of common graph matrices such as eigenvalues and entries of projections onto eigenspace, or even hitting times are already determined by (1,1)-WL, which is strictly weaker than 2-WL. On the positive side, (1,1)-WL indistinguishability constitutes an important equivalence relation on graphs in its own right. It is rich enough to capture a wide range of spectral properties and, in contrary to 2-WL, decidable in linear space.
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1In an earlier versions of this work including [51], we wrongly claimed that (1,1)-WL indistinguishable graphs have the same multiset of commute distances. Floris Geerts and Marek Černý pointed out to us that this is not true. In fact, the graphs in Figure 1 are a counterexample.
More precisely, while the time complexity of testing two $n$-vertex $m$-edge graphs $G$ and $H$ for 2-WL indistinguishability is $O(n^3 \log n)$, it is $O((n + m) \log n)$ for 1-WL, cf. [8], [31, Proposition V.4], and [35, Theorem 4.9.5]. In particular, for dense graphs, the complexity of 1-WL can be $O(n^2 \log n)$. By considering each pair of vertices in $V(G) \times V(H)$ separately, $(1,1)$-WL can be implemented in time $O(n^2(n + m) \log n)$ and linear space. Crucially, in this case graphs are compared (rather than that one graph is canonised) as it is then not necessary to store the computed colours in a universal way, i.e. such that they are meaningful across all possible input graphs. The time required by $(1,1)$-WL can be reduced by running 1-WL on the pair of graphs obtained from the original input graphs by copying them $n$ times and individualising one vertex in each copy. This yields an $O(n(n + m) \log n)$ algorithm, which requires however quadratic space. The trade-off between space and time complexity merits further investigations.

1.2. Our Results: Spectral characterisation of $k$-WL indistinguishability after $d$ iterations

The set of results described above leads to the following question: do there exist graph matrices such that their spectral properties yields a finer equivalence relation than 2-WL, and even $k$-WL?

We provide an affirmative answer to this question by characterising indistinguishability after $d$ iterations of $k$-WL in terms of spectral properties of certain matrices. These results depart from the results presented earlier in two notable ways. Firstly, it turns out that we need stronger spectral conditions than just the cospectrality of certain graph matrices. Nevertheless, our stated conditions on the devised graph matrices will be later presented as a spectral characterisation in the sense of representation theory, cf. [33]. Secondly, our results stipulate the number of $k$-WL iterations as an additional parameter, as opposed to examining stable colourings. Due to the fact [10] that two graphs are indistinguishable after $d$ iterations of $k$-WL if and only if they satisfy the same formulae of the $(k + 1)$-variable quantifier-depth-$d$ fragment of first order logic with counting quantifiers, the notion is of much theoretical interest [15, 39, 36]. On the practical side, it was recently shown [47] that two graphs are indistinguishable by a message passing GNN (resp. $k$-GNN) with $d$ layers if and only if they are indistinguishable after $d$ iterations of 1-WL (resp. $k$-WL). Due to resource limitations, $k$ and $d$ are usually chosen to be small constants, e.g. $k \in \{1, 2\}$ and $d \in \{3, 4, 5\}$, in application scenarios. This applies both when executing WL and when deploying GNNs. Hence, the distinguishing power of $k$-WL after a fixed number of iterations is of practical interest. Moreover, our results serve as a possible pathway for incorporating spectral tools in the design and analysis of more powerful variants of the $k$-WL algorithm and higher-order GNNs. Devising such variants has recently received much attention [46, 50].

We return to a formal description of our results. The aforementioned generalisations of the adjacency matrix that we devise are instances of matrix maps: they assign to every graph $G$ a matrix of certain dimension. For example, the adjacency matrix map assigns to a graph $G$ its adjacency matrix $A_G$. Aiming at comparability with the $k$-WL hierarchy, we take a fine-grained approach and construct in Section 4.3 for every $k \geq 1$ and $d \geq 0$ a family of matrix maps $A_G^d$ whose spectra encode the information extracted by $k$-WL after $d$ iterations.

Our efforts result in the following theorem. Note that its second assertion implies that the main part [13] of the spectrum of $\tilde{A}_G$ and $\tilde{A}_H$ are the same, cf. [18, Proof of Theorem 2]. A sufficient condition on the main parts of the spectra is harder to formulate. Nevertheless, Theorem 1.5 is a spectral characterisation in the sense that it is essentially a statement on characters of certain representations, cf. [33]. Here, a matrix is pseudo-stochastic if its row and column sums are one.

**Theorem 1.5.** Let $k \geq 1$ and $d \geq 0$. Given two graphs $G$ and $H$, the following are equivalent:

1. $G$ and $H$ are indistinguishable after $d$ iterations of $k$-WL.
2. There exists a pseudo-stochastic matrix $X$ such that for every matrix map $\hat{A} \in A_k^d$, the associated matrices $\hat{A}_G$ and $\hat{A}_H$ for graphs $G$ and $H$ satisfy the conditions $X\hat{A}_G = \hat{A}_H X$.

The proof of Theorem 1.5 builds on a framework which has recently been developed for studying homomorphism indistinguishability. Two graphs $G$ and $H$ are homomorphism indistinguishable over a class of graphs $\mathcal{F}$ if for every $F \in \mathcal{F}$ the number of homomorphisms $F \to G$ equals the number of homomorphisms $F \to H$. For example, $G$ and $H$ are homomorphism indistinguishable over cycles iff their adjacency matrices $A_G$ and $A_H$ are cospectral, which in turn can be characterised by the existence of an orthogonal matrix $X$ such that $X A_G = A_H X$, cf. e.g. [18, 33]. It has emerged recently that homomorphism indistinguishability over various graph classes characterises a diverse range of equivalence relations on graphs, of which many can be represented as matrix equations [41, 18, 20, 30, 15, 44, 33, 6, 54, 52]. In particular, $k$-WL indistinguishability after $d$ iterations has been characterised as homomorphism indistinguishability over graphs which admit a certain decomposition of bounded size called $(k + 1)$-pebble forest cover of depth $d$ [2, 15].

For proving Theorem 1.5, we combine the approach of [44, 33] for constructing matrix equations capturing homomorphism indistinguishability with the categorical framework of [15, 1]. While Theorem 1.5 is the concrete outcome of this strategy, we believe that it conceptually enhances the available toolkit for proving characterisations of homomorphism indistinguishability in terms of matrix equations. To sketch these contributions, we outline the strategy used by [44, 33] to prove such results. Each step is exemplified by the arguments used to derive a characterisation of homomorphism indistinguishability over trees in [33, Section 3].

1. Define a family of labelled graphs and their homomorphism vectors

Labelled graphs are tuples $F = (F, u)$ where $F$ is a graph and $u \in V(F)$. For every graph $G$, a labelled graph $F$ gives rise to a homomorphism vector $F_G \in \mathbb{C}^{V(G)}$ where $F_G(v)$ for $v \in V(G)$ is defined as the number of homomorphisms $h: F \to G$ such that $h(u) = v$, i.e. mappings $h: V(F) \to V(G)$ such that $h(w_1 w_2) \in E(G)$ for every $w_1 w_2 \in E(F)$.

For the example, let $T$ denote the family of labelled trees $(T, u)$, i.e. of trees $T$ with an arbitrary labelled vertex $u \in V(T)$.

2. Define suitable combinatorial and algebraic operations

It was observed in [44] that there is a close correspondence between combinatorial operations on labelled graphs and algebraic operations on homomorphism vectors. An instance is the gluing product of $F = (F, u)$ and $F' = (F', u')$ which results in the labelled graph $F \circ F'$ obtained by taking the disjoint union of $F$ and $F'$, merging the vertices $u$ and $u'$ to yield the new labelled vertex. It can be shown that the entry-wise product $F_G \circ F'_G$ of the homomorphism vectors $F_G$ and $F'_G$ yields the homomorphism vector $(F \circ F')_G$ of the gluing product $F \circ F'$.

For the example, we consider gluing and the operation of attaching a fresh edge $uv$ to the labelled vertex $u$ of $(F, u)$ and moving the label to $v$.

3. Prove finite generation

Aiming at a matrix equation with finitely many constraints, it is typically proven that the family of labelled graphs in step 1 is finitely generated by certain basal graphs under the operation in step 2. For trees, it can be easily seen that $T$ is generated under gluing and attaching edges by the single-vertex labelled graph without any edges.

4. Recover a matrix equation using algebraic and representation-theoretic techniques.

For trees, one may use the techniques in [33] to discover the fractional isomorphism matrix equation.
The main difficulty arising when applying this strategy to pebble forest covers is that there is no obvious way to define labelling and operations such that the resulting class of labelled graphs is closed under these. We overcome this obstacle by promoting the labels from mere distinguished vertices to objects encoding the role the selected vertices play in the associated pebble forest cover. Subsequently, the gluing operation can be restricted to pairs of labelled graphs whose labels play the same role. While this resolves the combinatorial problems in steps 1–3, alterations have to be made also on the algebraic side in order to meet the requirements of step 4. For this purpose, we introduce representations of labelled graphs in terms of matrices which not only encode the homomorphism counts but also the role of the labelled vertex in the decomposition.

Although this approach might appear to be tailored to the graph class relevant for Theorem 1.5, it is in fact inspired by categorical principles laid out in [2, 4, 15]. Their framework of comonads on the category of relational structures has given rise to a categorical language for capturing natural graph classes and decompositions leading moreover to results in homomorphism indistinguishability [15, 45, 3]. For proving Theorem 1.5, we introduce bilabelled graphs augmented by additional information accompanied by corresponding representations and operations. In Appendix C, we argue that this can be viewed as an instantiation of a comonadic strategy for homomorphism indistinguishability in the case of the pebbling comonad [2, 15]. We believe that our approach may facilitate the study of matrix equations for homomorphism indistinguishability over graph classes which are more intricate with respect to labellings, operations, and generation.

2. Preliminaries

We assume familiarity with the standard notation and terminology from graph theory. The reader is referred to the monograph [19] for a detailed presentation. In what follows, all graphs are assumed to be simple undirected graphs. As usual, let \( [n] \) for \( n \in \mathbb{N} \) denote the set \( \{1, \ldots, n\} \) and let \( \mathbb{C} \) denote the field of complex numbers.

2.1. Bilabelled Graphs and Homomorphism Matrices

A homomorphism \( h: F \to G \) between graphs \( F \) and \( G \) is a map \( V(F) \to V(G) \) such that \( h(u)h(v) \in E(G) \) for all \( uv \in E(F) \). For \( k, \ell \in \mathbb{N} \), a \((k, \ell)\)-bilabelled graph is a tuple \( F = (F, u, v) \) of a graph \( F \) and tuples of in-labelled vertices \( u \in V(F)^k \) and of out-labelled vertices \( v \in V(F)^\ell \). For every graph \( G \), it gives rise to a homomorphism matrix \( F_G \in \mathbb{C}^{V(G)^k \times V(G)^\ell} \) where \( F_G(x, y) \) is the number of homomorphisms \( h: F \to G \) such that \( h(u) = x \) and \( h(v) = y \) entry-wise. These definitions readily extend to \( k \)-labelled graphs \( F = (F, u) \) and their homomorphism vectors \( F_G \in \mathbb{C}^{V(G)^k} \). The reverse of an \((\ell_1, \ell_2)\)-bilabelled graph \( F = (F, u, v) \) is defined to be the \((\ell_2, \ell_1)\)-bilabelled graph \( F' = (F, v, u) \) with roles of in- and out-labels interchanged. The series composition of an \((\ell_1, \ell_2)\)-bilabelled graph \( F = (F, u, v) \) and an \((\ell_2, \ell_3)\)-bilabelled graph \( F' = (F', u', v') \), denoted by \( F \cdot F' \), is the \((\ell_1, \ell_3)\)-bilabelled graph obtained by taking the disjoint union of \( F \) and \( F' \) and identifying for all \( i \in [\ell_2] \) the vertices \( v_i \) and \( u'_i \). The in-labels of \( F \cdot F' \) lie on \( u \) while its out-labels are positioned on \( v' \). See [44, 33] for further details.

2.2. Pebble Forest Covers

We recall the following notions from [4]. A chain in a poset \( \mathcal{P} = (P, \leq) \) is a subset \( C \subseteq P \) such that for all \( x, y \in C \), either \( x \leq y \) or \( y \leq x \). A forest is a poset \( \mathcal{F} = (F, \leq) \) such that, for all \( x \in \mathcal{F} \), the set \{\( y \in F \mid y \leq x \)\} of predecessors of \( x \) is a finite chain. The depth of a forest \( \mathcal{F} \) is the length of a maximal chain in \( \mathcal{F} \). A tree is a forest \( (F, \leq) \) with a root element \( x \) such that \( x \leq y \) for all \( y \in F \). A leaf of a tree \( (T, \leq) \) is an element \( x \) of \( T \) such the set \{\( y \in T \mid x \leq y \)\} of successors of \( x \) is \{\( x \)\}. The
depth of a leaf $x$ of a tree $(T, \leq)$ is the length of the unique maximal chain from the root element to the leaf element.

A forest cover of a graph $G$ is a forest $\mathcal{F} = (\mathcal{F}, \leq)$ with $\mathcal{F} = V(G)$ such that for every edge $uv \in E(G)$, it must hold that either $u \leq v$ or $v \leq u$. A tree cover of a graph $G$ is a tree $T$ which is a forest cover of $G$.

Let $\mathcal{F} = (\mathcal{F}, \leq)$ be a forest cover for a graph $G$. A $k$-pebbling function for the pair $(G, \mathcal{F})$ is a mapping $p : V(G) \rightarrow [k]$ satisfying that for all vertices $u, v \in V(G)$ such that $u \leq v$ and $uv \in E(G)$, it holds that $p(x) \neq p(u)$ for every $x \neq u$ such that $u \leq x \leq v$. A $k$-pebble forest cover of $G$ is a pair $(\mathcal{F}, p)$ such that $\mathcal{F}$ is a forest cover for $G$ and $p$ is a $k$-pebbling function for $(G, \mathcal{F})$. It can be shown [4, Theorem 6.4] that a graph $G$ has a $k$-pebble forest cover iff it has treewidth less than $k$.

**Definition 2.1 (Pebble Forest Covers for Labelled Graphs).** Let $k \geq \ell \geq 1$. A $k$-pebble forest cover of an $\ell$-labelled graph $\mathcal{F} = (\mathcal{F}, u)$ is a $k$-pebble forest cover $(\mathcal{F}, p)$ of $\mathcal{F}$ such that

1. the labelled vertices $u_1, \ldots, u_\ell$ form a chain, i.e. are mutually comparable in $\mathcal{F}$,
2. all other vertices lie below the labelled vertices, i.e. for all $v \in V(\mathcal{F}) \setminus \{u_1, \ldots, u_\ell\}$ it holds that $v \geq u_1, \ldots, u_\ell$,
3. the pebbling function $p$ is injective on $\{u_1, \ldots, u_\ell\}$, i.e. if $p(u_i) = p(u_j)$ then $u_i = u_j$ for all $i, j \in [\ell]$.

The depth of such an $(\mathcal{F}, p)$ is the length of the longest chain in $V(\mathcal{F}) \setminus \{u_1, \ldots, u_\ell\}$. Write $\mathcal{LPFC}^d_k$ for the class of $k$-labelled graphs admitting a $(k+1)$-pebble forest cover of depth $d$. Write $\mathcal{PFC}^d_k$ for the unlabelled graphs underlying the labelled graphs in $\mathcal{LPFC}^d_k$.

**2.3. Weisfeiler–Leman**

Let $k \geq 1$. Given a graph $G$, the $k$-dimensional Weisfeiler–Leman algorithm ($k$-WL) colours $k$-tuples of its vertices in the following iterative manner. Let $atp$ denote a function which maps a graph $G$ and $x \in V(G)^\ell$ to some value such that $atp(G, x) = atp(H, y)$ if and only if $x_i \mapsto y_i$, $i \in [\ell]$ is a partial isomorphism, cf. [31, Section IV]. Define $WL_k^0(G, v) := atp(G, v)$ for all $v \in V(G)$ and for $d \geq 0$,

$$WL_k^{d+1}(G, v) := \left( WL_k^d(G, v), \left\{ \left( atp(G, vw), WL_k^d(G, v[1/w]), \ldots, WL_k^d(G, v[k/w]) \right) \mid w \in V(G) \right\} \right).$$

Here, $v[i/w]$ for $i \in [k]$ denotes the $k$-tuple obtained from $v$ by replacing its $i$-th entry by $w$. The procedure terminates when the colouring is stable, i.e. once the partition of $V(G)^k$ into colour classes prescribed by this colouring is not refined by an additional iteration of $k$-WL. We write $WL_k^\infty$ for this stable colouring. For further details, see e.g. [10, 31].

Two graphs $G$ and $H$ are indistinguishable by $k$-WL after $d$ iterations if the multisets of the $WL_k^d(G, v)$ for $v \in V(G)^k$ and of the $WL_k^d(H, w)$ for $w \in V(H)^k$ are the same. This equivalence relation is a well-studied notion which foremost admits a logical characterisation. Let $C_k$ denote the $k$-variable fragment of first-order logic with counting quantifiers. Let $C^d_k$ denote the quantifier rank-$d$ fragment of $C_k$. The equivalence of Items 2 and 3 in the following theorem characterising $k$-WL indistinguishability is implicit in [2, 15]. The equivalence of Items 1 and 2 is due to [10]. For completeness, we give a self-contained proof in Appendix A.

**Theorem 2.2 ([15, Section IV.B], [2, Theorem 18], [10, Theorem 5.2]).** Let $k \geq 1$ and $d \geq 0$. Given two graphs $G$ and $H$ with $v \in V(G)^k$ and $w \in V(H)^k$, the following are equivalent.

1. $WL_k^d(G, v) = WL_k^d(H, w)$,
2. For all $\varphi(x) \in C_k^{d+1}$ with $k$ free variables, $G \models \varphi(v)$ if and only if $H \models \varphi(w)$,
3. For all \( F \in \mathcal{L} \mathcal{P} \mathcal{F} \mathcal{C}_k^d \), it holds that \( F_G(v) = F_H(w) \).

**Corollary 2.3.** Let \( k \geq 1 \) and \( d \geq 0 \). Two graphs \( G \) and \( H \) are indistinguishable after \( d \) iterations of \( k\)-WL if and only if they are homomorphism indistinguishable over \( \mathcal{P} \mathcal{F} \mathcal{C}_k^d \).

### 2.4. Specht–Wiegmann Theorem

A variation of the Specht–Wiegmann Theorem \([53, 58]\) has proven useful for deriving matrix equations for homomorphism indistinguishability in \([33]\). It also serves as the representation-theoretic core of the proof of Theorem 1.5. In order to state it, let \( \Sigma_{2m} \) denote the finite alphabet \( \{ x_i, y_i \mid i \in [m] \} \) for some \( m \in \mathbb{N} \). Let \( \Gamma_{2m} := \Sigma_{2m}^* \) denote the set of all finite words over \( \Sigma_{2m} \). Given a family of complex-valued matrices \( A = (A_1, \ldots, A_m) \), a word \( w \in \Gamma_{2m} \) can be represented as a matrix \( w_A \) by sending \( x_i \) to \( A_i \), \( y_i \) to \( A_i^* \), the conjugate-transpose of \( A_i \), and interpreting concatenation as matrix product. Let \( \text{soe}(M) \) denote the sum of all entries of a complex matrix \( M \). Recall that a matrix is pseudo-stochastic if its row and column sums are one.

**Theorem 2.4 (\([33, \text{Theorem 20}]\)).** Let \( I \) and \( J \) be finite index sets. Let \( A = (A_1, \ldots, A_m) \) and \( B = (B_1, \ldots, B_m) \) be two sequences of matrices such that \( A_i \in \mathbb{C}^{I \times J} \) and \( B_i \in \mathbb{C}^{I \times J} \) for \( i \in [m] \). Then the following are equivalent:

1. There exists a pseudo-stochastic matrix \( X \in \mathbb{C}^{I \times J} \) such that \( XA_i = B_i X \) and \( XA_i^* = B_i^* X \) for all \( i \in [m] \).

2. For every word \( w \in \Gamma_{2m} \), \( \text{soe}(w_A) = \text{soe}(w_B) \).

### 3. Graph Spectra between 1-WL and 2-WL

It is well-known \([17, \text{discussion before Theorem 2.10}]\) that 2-WL indistinguishable graphs are cospectral with respect to all matrices that lie in their adjacency algebras, which are instances of coherent algebras, cf. Section 3.2. This argument extends to graph parameters, like hitting times of random walks, which are determined by such spectral data \([42, 25]\).

We aim at systematising these results by introducing \((1,1)\)-WL *indistinguishability* in Definition 1.2, a novel algorithmic equivalence relation on graphs strictly weaker than 2-WL. In Section 3.1, we define the notion of *equitable matrix maps* and derive a spectral characterisation of \((1,1)\)-WL in terms of the spectra of these maps, stated as Theorem 3.7 and Remark 3.8. In Section 3.2, we prove Theorem 3.9 which states that \((1,1)\)-WL is strictly weaker than 2-WL in terms of distinguishing non-isomorphic graphs. In conjunction with Theorem 3.7, this yields the desired Theorem 1.3 which constitutes the main result of this section. In Appendix B.1, \((1,1)\)-WL indistinguishability is characterised in terms of matrix equations and homomorphism indistinguishability.

#### 3.1. Spectral Characterisation of \((1,1)\)-WL Indistinguishable Graphs

Let \( G \) be a graph. Let \( C \) denote a *vertex colouring*, i.e. a map from \( V(G) \) to a (unspecified) set of colours. Abusing notation, we sometimes treat \( C \) as a partition of \( V(G) \) into colour classes \( C \in C \). Define \( C C \leq C V(G) \) to be the vector space spanned by colour class indicator vectors \( 1_C \), \( C \in C \). The projection onto \( C C \), typically denoted by \( M \), is called the *averaging matrix* of \( C \) as \( M = \sum_{C \in C} |C|^{-1} 1_C 1_C^T \) acts by averaging vectors over colour classes. For \( v \in V(G) \), let \( C_v^G \) denote the vertex colouring obtained by running 1-WL on the vertex-individualised graph \( G_v \), i.e. the coloured graph obtained from \( G \) by colouring \( v \) orange and all other vertices grey.
Definition 3.1. A matrix map \( \varphi \) which associates with every graph \( G \) a matrix in \( C^{V(G) \times V(G)} \) is an equitable matrix map if for all \((1,1)\)-WL indistinguishable graphs \( G \) and \( H \) and all colour-preserving bijections \( \pi : V(G) \to V(H) \) it holds that

1. \((E1)\) for all \( v \in V(G) \), \( M^v \varphi(G) = \varphi(G)M^v \) for \( M^v \) the averaging matrix of \( C^v_G \),

2. \((E2)\) for all \( v \in V(G) \) and permutation transformations \( P : C^{V(G)} \to C^{V(H)} \) such that for all \( x \in V(G) \) there exists \( y \in V(H) \) such that \( Pe_x = e_y \) and \( C^v_G(x) = C^\pi(v)(y) \) it holds that \( P\varphi(G)M^v = \varphi(H)PM^v \).

Write \( \mathcal{E} \) for the set of all equitable matrix maps.

Assertion \((E1)\) guarantees that equitable matrix maps respect the subspaces \( CC^v_G \subseteq C^{V(G)} \) induced by \((1,1)\)-WL. That a similar statement holds for the adjacency matrix and 1-WL was first observed in [22, Lemmata 3.1, 3.2]. \((E2)\) relates the entries of equitable matrix maps evaluated at \((1,1)\)-WL indistinguishable graphs turning them essentially into functions of the \((1,1)\)-WL colours.

**Lemma 3.2.** The adjacency matrix map \( A \) and the degree matrix map \( D \) are equitable matrix maps.

**Proof.** For \((E1)\), let \( G \) be a graph with equitable vertex colouring \( C \) whose averaging matrix is \( M \). For sets \( S,T \subseteq V(G) \) write \( E_G(S,T) \) for the number of edges connecting vertices in \( S \) with vertices in \( T \). Then for vertices \( u,v \in V(G) \), letting \( C(v) \subseteq V(G) \) denote the \( C \)-colour class to which \( v \) belongs,

\[
(AM(G))(u,v) = \frac{E_G(\{v\},C(u))}{|C(u)|} = \frac{E_G(C(v),C(u))}{|C(v)||C(u)|} = \frac{E_G(\{u\},C(v))}{|C(v)|} = (A(G)M)(u,v).
\]

For \((E2)\), let \( H \) be a second graph such that \( G \) and \( H \) are \((1,1)\)-WL indistinguishable. Let \( \pi : V(G) \to V(H) \) be colour-preserving, \( v \in V(G) \), and \( M^v \) and \( P \) as in \((E2)\). Let \( C \in C^v_G \) be a colour class. Since \( G \) and \( H \) are \((1,1)\)-WL indistinguishable, there is a corresponding colour class \( C' \in C^\pi(v)_H \). Then

\[
PA(G)1_C = \sum_{D \in C^v_G} E_G(D,C)P1_D = \sum_{D' \in C^\pi(v)_H} E_H(D',C')1_{D'} = A(H)P1_C
\]

since \( P1_C = 1_{C'} \). This implies \((E2)\). Similar arguments show that \( D \) is an equitable matrix map. \( \square \)

The following Lemma 3.3 asserts that \( \mathcal{E} \) has enjoyable algebraic properties.

**Lemma 3.3.** \( \mathcal{E} \) is closed under linear combinations, matrix products, and transposes.

**Proof.** Since \((E1)\) and \((E2)\) are linear conditions, the first claim is immediate.

For closure under matrix products, let \( \varphi, \psi \in \mathcal{E} \). Let \( G \) be any graph and \( M^v \) be as in \((E1)\). Then \( M^v(\varphi \cdot \psi)(G) = M^v \varphi(G)\psi(G) = \varphi(G)M^v\psi(G) = \varphi(G)\psi(G)M^v = (\varphi \cdot \psi)(G)M^v \) by \((E1)\). Hence, \( \varphi \cdot \psi \) satisfies \((E1)\). For \((E2)\), let \( H \) and \( P \) be as in Definition 3.1. Then

\[
P(\varphi \cdot \psi)(G)M^v = P\varphi(G)\psi(G)M^v \overset{(E1)}{=} P\varphi(G)M^v\psi(G) \overset{(E2)}{=} \varphi(H)PM^v\psi(G)
\]

Hence, \((E2)\) holds.

For closure under transposes, let \( \varphi \in \mathcal{E} \). Observe that the \( M^v \) are symmetric matrices. Hence, \( \varphi^T \) satisfies \((E1)\). Furthermore, if \( P : C^{V(G)} \to C^{V(H)} \) is a permutation transformation such that for all \( x \in V(G) \) there exists \( y \in V(H) \) such that \( Pe_x = e_y \) and \( C^v_G(x) = C^\pi^{-1}(v)(y) \) then \( P^T : C^{V(H)} \to C^{V(G)} \) is such that for all \( y \in V(H) \) there exists \( x \in V(G) \) such that \( Pe_y = e_x \) and \( C^\pi^{-1}(v)(x) = C^v_H(y) \) where \( \pi^{-1} : V(H) \to V(G) \) is a colour-preserving bijection. It follows that \( P^T\varphi(H)PM^v = \varphi(G)P^T \).

Hence, \( M^v\varphi^T(G) = M^vP\varphi^T(G) \). It remains to observe that \( M^vP = PM^{\pi^{-1}(v)} \) and that \((E2)\) holds. \( \square \)
Lemmas 3.2 and 3.3 imply that many frequently studied matrices associated with graphs are equitable matrix maps, cf. [55, 14, 56].

**Example 3.4.** The graph Laplacian $L := D - A$, the signless Laplacian $|L| := D + A$, the adjacency matrix of the complement $A^c := J - A - I$, the Seidel matrix $S := A^c - A$, the random walk normalised Laplacian $L_{rw} := D^{-1}A$, and the symmetric normalised Laplacian $L_{sym} := D^{-1/2}LD^{-1/2}$ are equitable matrix maps.

We now turn to the spectral properties of equitable matrix maps. Key here is Lemma 3.5, which allows to pass from an equitable matrix map to the projections onto its eigenspaces. As a corollary, it follows for example that time-$t$ heat kernels $H_t(G)$ for $t \in \mathbb{R}$ as considered in [21] are equitable matrix maps. In the notation of Lemma 3.5, they are defined as the matrix map $H_t(G) := \sum_{\lambda \in \mathbb{C}} e^{-\lambda t}L_{\lambda}(G)$ where $L$ is the graph Laplacian.

**Lemma 3.5.** Let $\varphi \in \mathcal{E}$ and $\lambda \in \mathbb{C}$. For a graph $G$, define $\varphi_{\lambda}(G)$ to be the projection onto the space $E_{\lambda}$ spanned by the eigenvectors of $\varphi(G)$ with eigenvalue $\lambda$. Then $\varphi_{\lambda} \in \mathcal{E}$.

**Proof.** By (E1), $\varphi(G)$ preserves the direct sum decomposition $C^{V(G)} = \mathbb{C}C_{G}^{u} \oplus (\mathbb{C}C_{G}^{v})^\perp$ for the individualised vertex colouring of any $v \in V(G)$. Furthermore, $M^v$ preserves the direct sum decomposition $C^{V(G)} = E_{\lambda} \oplus (E_{\lambda})^\perp$. Indeed, if $x \in E_{\lambda}$ then $\varphi(G)(M^v)x = \lambda M^v \varphi(G)x = \lambda M^v x$, so $M^v x \in E_{\lambda}$. This implies (E1).

For (E2), observe that if $x \in E_{\lambda}$ then $\lambda PM^v x = P \varphi(G)M^v x = \varphi(H)PM^v x = \varphi(H)PM^v x$ by (E2), so $PM^v x$ is in the eigenspace of $\varphi(H)$ with eigenvalue $\lambda$. Hence, $\varphi_{\lambda}(G)M^v x = PM^v x = \varphi_{\lambda}(H)PM^v x$. If $x \in (E_{\lambda})^\perp$ then $\varphi_{\lambda}(G)M^v x = 0 = \varphi_{\lambda}(H)PM^v x$. This implies (E2).

In Proposition 3.6, the correspondence between the colouring algorithm (1,1)-WL and equitable matrix maps is established. As a consequence, it is proved in Theorem 3.7 that a spectral invariant generalising Fúrer’s spectral invariant (Definition 1.1, [23]) is determined by (1,1)-WL.

**Proposition 3.6.** Let $\varphi \in \mathcal{E}$. Let $G$ and $H$ be graphs, $v, w \in V(G)$, and $x, y \in V(H)$. If the (1,1)-WL colours $C_{G}^{v}(w)$ and $C_{H}^{v}(y)$ coincide then the $(v, w)$-th entry of $\varphi(G)$ and the $(x, y)$-th entry of $\varphi(H)$ are equal.

**Proof.** Let $P: C^{V(G)} \to C^{V(H)}$ be a permutation transformation such that for all $u \in V(G)$ and $z \in V(H)$ such that $P e_u = P e_z$ it holds that $C_{G}^{u}(u) = C_{H}^{z}(z)$. Then,

$$
\varphi(G, v, w) = e^T v \varphi(G) e_w = e^T v M^v \varphi(G) e_w = e^T v \varphi(G) M^v e_w = e^T v P \varphi(G) M^v e_w
$$

$$(\text{E1})
$$

$$
e^T x \varphi(H) M^v e_w = e^T x \varphi(H) M^v e_y = e^T \varphi(H) M^v e_y
$$

$$(\text{E2})
$$

since $M^v e_v = e_v$ for all $v \in V(G)$ because $v$ lies in a singleton colour class in $C_{G}^{v}$.

**Theorem 3.7.** If $G$ and $H$ are (1,1)-WL indistinguishable graphs then $S(G) = S(H)$ for

$$
S(G) := \left( \varphi \mapsto \text{Spec } \varphi(G), \left\{ \left\{ S_{\varphi}^{v} \mid \varphi \in \mathcal{E}, v \in V(G) \right\} \right\} \right)
$$

where $S_{\varphi}^{v} := \left\{ \varphi \mapsto \varphi(G, v, v), \left\{ \varphi \mapsto \varphi(G, v, w) \mid w \in V(G) \right\} \right\}$ and the maps indicated by $\mapsto$ have domain $\mathcal{E}$. In particular, for every $\varphi \in \mathcal{E}$, the matrices $\varphi(G)$ and $\varphi(H)$ are cospectral.

**Proof.** It is first shown that the second components $S(G)$ and $S(H)$ are equal by constructing suitable bijections which witness the equality of the involved multisets. Since $G$ and $H$ are (1,1)-WL indistinguishable, there exist bijections $\pi: V(G) \to V(H)$ and $\sigma_v: V(G) \to V(H)$ for every $v \in V(G)$ such that $C_{G}^{v}(w) = C_{H}^{\pi(v)}(\sigma_v(w))$ for all $v, w \in V(G)$. Observe that $\sigma_v(v) = \pi(v)$ for all $v \in V(G)$. By Proposition 3.6, $\varphi(G, v, v) = \varphi(H, \pi(v), \pi(v))$ and $\varphi(G, v, w) = \varphi(H, \pi(v), \sigma_v(w))$. This implies that the second component of $S(G)$ is determined by (1,1)-WL.
Theorem 3.2. Separation of (1, 1)-WL and 2-WL

It is well-known that there exist 1-WL indistinguishable graphs which are not cospectral, e.g. the cycle graph on six vertices and the disjoint union of two triangle graphs. Hence, 1-WL is strictly less powerful than (1, 1)-WL in terms of its ability to distinguish non-isomorphic graphs. The following theorem shows that (1, 1)-WL is strictly less powerful than 2-WL in terms of distinguishing power.² In conjunction with Theorem 3.7, this yields the desired Theorem 1.3. The graphs constructed in Theorem 3.9 are depicted in Figure 1.

Theorem 3.9. There exist graphs $G$ and $H$ which are (1, 1)-WL indistinguishable but not 2-WL indistinguishable.

Proof. Let $X$ denote the six-cycle graph while $Y$ denotes the disjoint union of two triangles. Define the graph $G$ as the disjoint union of a backbone cycle $C$ on four vertices $u_1, u_2, u_3, u_4$, two copies $X_1, X_2$ of $X$, and two copies $Y_1, Y_2$ of $Y$. Add an edge to $G$ from every vertex in $X_1$ to $u_1$, from every vertex in $X_2$ to $u_2$, from every vertex in $Y_1$ to $u_3$, and from every vertex in $Y_2$ to $u_4$. We say that vertex $u_1$ points to the copy $X_1$ and so on.

For the graph $H$, the construction is identical to $G$ except for the cyclic arrangement of the copies of $X$ and $Y$. Formally, edges are added to $H$ from every vertex in $X_1$ to $u_1$, from every vertex in $X_2$ to $u_3$, from every vertex in $Y_1$ to $u_2$, and from every vertex in $Y_2$ to $u_4$.

It is claimed that 2-WL can distinguish the graphs $G$ and $H$. Indeed, in the 3-pebble bijective game on $G$ and $H$, cf. [10], Spoiler can dictate a play on the backbone cycles of $G$ and $H$ and pebble vertices $u \in V(G)$ and $v \in V(H)$ such that $u$ points to an $X$-copy and $v$ points to a $Y$-copy. Then,

²This fact is probably known to many experts in the field. However, we could not find any reference for it.
spoiler can use the two remaining pebbles to mark an edge of a triangle in that G-copy. For any response of duplicator, spoiler can then pebble the remaining vertex of the triangle to expose the non-isomorphism of X and Y, and hence of G and H.

Finally, it is claimed that (1,1)-WL cannot distinguish graphs G and H. Let u ∈ V(G) and v ∈ V(H). Let G_u and H_u denote graphs G and H where u and v respectively are individualised, i.e. they are coloured with a separate common colour. In each of the following cases, G_u and H_u are easily seen to be 1-WL indistinguishable: (a) Both u and v are backbone vertices pointing to X-copies, (b) Both u and v are backbone vertices pointing to Y-copies, (c) Both u and v are non-backbone vertices lying in X-copies, (d) Both u and v are non-backbone vertices lying in Y-copies. Hence, it is easy to find the desired bijection between V(G) and V(H) witnessing the (1,1)-WL indistinguishability of G and H.

Theorem 3.9 can be paralleled by a separation of the algebraic object typically associated with 2-WL, i.e. the adjacency algebra [12], and the algebra of equitable matrix maps. For a graph G, the adjacency algebra Adj(G) is defined as the subalgebra of \( \mathbb{C}^{V(G) \times V(G)} \) on the C-span of the colour class indicator matrices of the 2-WL colours of G. For a graph G, write \( \mathcal{E}(G) \) for the set of matrices \( \varphi(G) \) for \( \varphi \in \mathcal{E} \). Since 2-WL colours determine (1,1)-WL colours, cf. Lemma 3.10, Proposition 3.6 implies that \( \mathcal{E}(G) \) is a subalgebra of the adjacency algebra of G. Analysing the graphs constructed in Theorem 3.9 more thoroughly shows that both graphs exhibit twenty (1,1)-WL colours and thus dim(\( \mathcal{E}(F) \)) \leq 20 for \( F \in \{G,H\} \). At the same time, the Adj(G) is 37-dimensional, while Adj(H) is 29-dimensional. This shows that there are graphs G for which \( \mathcal{E}(G) \) is a proper subalgebra of Adj(G).

**Lemma 3.10.** Let G and H be graphs with vertices \( v, w \in V(G) \) and \( x, y \in V(H) \). Then

\[
WL_2^\infty(G, vw) = WL_2^\infty(H, xy) \implies C_G^0(w) = C_H^0(y).
\]

**Proof.** The proof is by induction on the number of rounds of the computation of the colourings \( C_G^0 \) and \( C_H^0 \). Observe that by assumption there exists a bijection \( \pi : V(G) \to V(H) \) such that

\[
\text{atp}(G,vwz) = \text{atp}(H,xyz(z)), \quad WL_2^\infty(G,vz) = WL_2^\infty(H,xz(z)), \quad WL_2^\infty(G,wz) = WL_2^\infty(H,zx(z)y)
\]

for all \( z \in V(G) \). In the zero-th round, \( (C_G^0)^0(w) = (C_H^0)^0(y) \) if and only if \( v = w \iff x = y \). This is clearly implied by \( WL_2^\infty(G,vw) = WL_2^\infty(H,xy) \). In later rounds,

\[
(C_G^0)^{i+1}(w) = \left\{ \left( \text{atp}(G,vwz), (C_G^0)^i(z) \right) \mid z \in V(G) \right\}.
\]

Observing that \( \text{atp}(G,vwz) = \text{atp}(H,xy(z)) \) implies that \( \text{atp}(G,vwz) = \text{atp}(H,xy(z)) \), it can be readily seen that \( \pi \) from above witnesses that \( (C_G^0)^{i+1}(w) = (C_H^0)^{i+1}(y) \).

**3.3. Hitting Times**

Random walks on graphs constitute one of the best-studied random processes, with myriad applications to statistics and computing [42]. Given a graph G, at any current position \( v \in V(G) \) the walk proceeds to a neighbour \( w \) of \( v \) with probability \( 1/d_G(v) \). Along with cover time and mixing time, the commute time is a central parameter in the quantitative study of random walks. Recall that the hitting time \( H(s,t) \) of two vertices \( s, t \in V(G) \) is the expected duration of a random walk starting in \( s \) and ending in \( t \). The commute time or commute distance \( \kappa(s,t) \) is defined to be \( H(s,t) + H(t,s) \).

Godsil [25] showed that two 2-WL indistinguishable graphs have the same multiset of commute distances. We devote the rest of this subsection to the proof of Theorem 1.4 which parallels this result.

First, we show in Proposition 3.11 that the hitting times \( H \) can be read off an equitable matrix map. With some technical adjustments for disconnected graphs in Lemma 3.13, we then use Proposition 3.6 to conclude that hitting times are determined by (1,1)-WL colours.
Proposition 3.11. Define $X := (I - D^{-1}A + JD/(2m))^{-1}(I - 2mD^{-1})$ where $I$ is the identity, $D$ the degree, $A$ the adjacency, and $J$ the all-ones matrix map, and $m$: $G \mapsto |E(G)|$ denotes the number-of-edges map. Then $K$ is an equitable matrix map.

Moreover, for all connected graphs $G$ with vertices $s, t \in V(G)$, $H_G(s, t) = X_G(s, t) - X_G(t, t)$.

Proof. The proof is guided by [42, Section 3]. To ease notation, a connected graph $G$ with $n$ vertices and $m$ edges is fixed. Furthermore, set $M := D^{-1}A$. Note that $MI = I$ and $M^T\pi = \pi$ where $\pi := D1/(2m)$ is the stable distribution of the random walk. Let finally $M' := 1\pi^T = JD/(2m)$.

The hitting time satisfies the following equation for all vertices $s \neq t$,

$$H(s, t) = 1 + \frac{1}{d_G(s)} \sum_{r \in N_G(s)} H(r, t).$$

Put in matrix form, this implies that $F := I + MH - H$ is a diagonal matrix. Moreover,

$$F^T\pi = J\pi + H^T(M-I)^T\pi = J\pi = 1.$$

This implies that $F = 2mD^{-1}$. Hence, $H$ is determined by the equation

$$J - 2mD^{-1} = (I - M)H.$$  \hspace{1cm} (1)

It remains to solve this equation for $H$. However, $I - M$ is singular (as $1$ lies in its kernel). By the Perron–Frobenius Theorem (e.g. [26]), since the graph is assumed to be connected, $1$ spans the eigenspace of $M$ with eigenvalue $1$. This guarantees that the kernel of $I - M$ is spanned by $1$. Thus, for any solution $X$ of Equation (1) the matrix $X + 1a^T$ for any vector $a$ is a solution as well. The matrix $H$ is nevertheless uniquely determined by Equation (1) since it satisfies for every vertex $s$ that $H(s, s) = 0$. In other words, after finding a solution $X$ for Equation (1), $a$ has to be chosen such that $X + 1a^T$ is zero on the diagonal.

Consider the matrix map $X := (I - M + M')^{-1}(J - 2mD^{-1})$. It is well-defined since when $N := D^{-1/2}AD^{-1/2}$ is spectrally decomposed as $\sum_{k=1}^{n} \lambda_k v_k v_k^T$ with $v_1(i) = \sqrt{\pi(i)}$ and $1 = \lambda_1 > \lambda_2 \geq \cdots \geq \lambda_n \geq -1$ by Perron–Frobenius,

$$M' + I - M = D^{-1/2}v_1v_1^TD^{1/2} + \sum_{k=1}^{n} (1 - \lambda_k)D^{-1/2}v_kv_k^TD^{1/2}$$

observing that $1\pi^T = D^{1/2}v_1v_1^TD^{1/2}$. The eigenvalues $2 - \lambda_1 = 1$ and $1 - \lambda_k$ for $1 < k \leq n$ are all non-zero. Hence, $I - M$ is indeed non-singular. Furthermore, $X$ solves Equation (1). Indeed, it can be seen that $(I - M)(I - M + M')^{-1} = I - M'$ and $(I - M')(J - 2mD^{-1}) = J - 2mD^{-1}$.

In order to obtain $H$ from $X$, a suitable vector $a$ has to be found such that the matrix $X + 1a^T$ is zero on the diagonal and thus equals $H$. Alternatively, $H$ can be expressed in terms of $X$ as follows:

$$H(s, t) = X(s, t) - X(t, t).$$

This implies the second assertions. By Lemma 3.3, $X$ is an equitable matrix map since it is built of the equitable matrix maps $I$, $J$, $D$, $M$, and $M'$ by matrix products and taking inverses. \hfill \Box

The proof of Proposition 3.11 relied on the Perron–Frobenius Theorem, which characterises the adjacency spectrum of connected graphs. In order to prove Theorem 1.4 in full generality, it has to be argued that connected components of a graph can be considered separately. This is the purpose of Lemma 3.13 whose proof relies on the following immediate corollary of Lemma 3.3 and Proposition 3.6.

\footnote{If $\varphi(G)$ is singular for a graph $G$ and $\varphi \in \mathcal{E}$ then $(\varphi^{-1})(G)$ is set to the zero matrix. It follows from Theorem 3.7 that $\varphi^{-1} \in \mathcal{E}$.}
Corollary 3.12. For graphs $G$ and $H$, vertices $s, t \in V(G)$, and $u, v \in V(H)$, if $C^G_C(t) = C^H_H(v)$ then $\operatorname{dist}_C(s, t) = \operatorname{dist}_H(u, v)$, where $\operatorname{dist}_C(s, t) := \min \{ i \geq 0 \mid A^i(G, s, t) \neq 0 \}$.

Lemma 3.13. Let $G$ and $H$ be graphs and let $s, t \in V(G)$ and $u, v \in V(H)$ be vertices such that $C^G_C(t) = C^H_H(v)$. If $\operatorname{dist}_C(s, t) = \operatorname{dist}_H(u, v) < \infty$ then $C^G_C(t) = C^H_H(v)$ where $G'$ and $H'$ denote the connected components of $G$ and $H$ containing $s, t, u, v$, respectively.

Proof. Let $n := |V(G)| = |V(H)|$. It is shown by induction on the number of iterations $i \geq 0$ that $(C^G_C)^{n+i}(x) = (C^H_H)^{n+i}(y) \implies (C^G_C)^i(x) = (C^H_H)^i(y)$ for all $x \in V(G')$ and $y \in V(H')$. For $i = 0$, the claim is clear. Suppose that $(C^G_C)^{n+i+1}(x) = (C^H_H)^{n+i+1}(y)$ for some $x \in V(G')$ and $y \in V(H')$. Then there exists a bijection $\pi: V(G) \rightarrow V(H)$ such that $\operatorname{atp}(G, xz) = \operatorname{atp}(H, y\pi(z))$ and $(C^G_C)^{n+i}(z) = (C^H_H)^{n+i}(\pi(z))$ for all $z \in V(G)$. In $(C^G_C)^{n+i}$, vertices in $G'$ are distinguished from vertices not in $G'$ since with an $n$ round headstart the individualising colour of $s$ was propagated to all vertices in the same connected component. Hence, the bijection $\pi$ is such that $\pi(V(G')) = V(H')$. It follows that $\pi$ witnesses the following equality of multisets:

\[
\left\{ (\operatorname{atp}(G', xr), (C^G_C)^i(r)) \mid r \in V(G') \right\} = \left\{ (\operatorname{atp}(H', yw), (C^H_H)^i(w)) \mid w \in V(H') \right\}.
\]

Thus, $(C^G_C)^{i+1}(x) = (C^H_H)^{i+1}(y)$. \hfill $\square$

It remains to combine Theorem 3.7, Lemma 3.13, and Propositions 3.6 and 3.11 to give a proof of Theorem 1.4:

Proof. Let $G$ and $H$ be $(1,1)$-WL indistinguishable graphs with vertices $s, t \in V(G)$ and $u, v \in V(H)$. Suppose that $C_C^G(t) = C_H^H(v)$. Observe that $G$ is connected if and only if $H$ is connected. This follows for example from the fact that $G$ and $H$ are cospectral with respect to their Laplacian matrices, cf. [55] and Theorem 3.7. By Lemma 3.13, it may be assumed that both graphs are connected. Indeed, by Corollary 3.12, if $\operatorname{dist}_G(s, t) = \operatorname{dist}_H(u, v) = \infty$ then $H_G(s, t) = H_H(u, v) = \infty$. Otherwise, Lemma 3.13 permits to pass to the connected components containing $s, t, u, v$ respectively.

By Proposition 3.11, $H_G(s, t) = X_G(s, t) - X_G(t, t)$ for the $X \in \mathcal{E}$ defined there. By Lemma 3.3, also $X^T \in \mathcal{E}$. The assumption $C_C^G(t) = C_H^H(v)$ implies that $C_C^G(s) = C_H^H(u)$ since the vertices $s$ and $u$ have distinct colours. By Proposition 3.6, $X_G(s, s) = X_H(u, u)$ and $X_G^T(s, t) = X_H^T(u, v)$. Hence, $H_G(t, s) = H_H(v, u)$.

This shows that if $C_C^G(t) = C_H^H(v)$ then $H_G(t, s) = H_H(v, u)$. To show that $(1,1)$-WL indistinguishable graphs have the same multiset of hitting times, observe that by assumption there exist bijections $\pi: V(G) \rightarrow V(H)$ and $\pi_v: V(G) \rightarrow V(H)$ for every $v \in V(G)$ such that $C_C^G(t) = C_H^H(\pi(v))$ for every $s, t \in V(G)$. This induces a bijection $\Pi: V(G) \times V(G) \rightarrow V(H) \times V(H)$ via $(s, t) \mapsto (\pi(s), \pi_v(t))$. By the previous observation, this bijection witnesses that:

\[
\{ H_G(t, s) \mid s, t \in V(G) \} = \{ H_H(v, u) \mid u, v \in V(H) \},
\]

as desired. \hfill $\square$

4. Graph Spectra for $k$-WL after $d$ Iterations

The purpose of this section is to outline the proof of Theorem 1.5. As already indicated, we view this result, in virtue of Theorem 2.2, as a characterisation of homomorphism indistinguishability over graphs admitting certain $(k + 1)$-pebble forest covers of depth at most $d$ in terms of matrix equations. The proof comprises four steps as described in Section 1.2. To commence, fix $k \geq 1$ and $d \geq 0$. 
4.1. Bilabelled Graphs and Augmented Homomorphism Representation

The first step is to devise a class of bilabelled graphs such that the underlying unlabelled graphs are in \( \mathcal{PFC}_k \), cf. Definition 2.1. For technical reasons, we consider only covers all whose leaves have the same depth (B5). It is later argued that this does not constitute a loss of generality. As described in Section 1.2, we deviate from [44, 33] by augmenting the labels with information about the role they play in a fixed pebble forest cover.

**Definition 4.1.** Let \( \mathcal{WL}_d^d \) denote the set of all tuples \( \hat{F} = (F, p_{\text{in}}, p_{\text{out}}) \) such that \( F = (F, u, v) \) is a \((k + d, k + d)\)-bilabelled graph, i.e. \( u, v \in V(F)^{k+d} \), and there exists a tree cover \( F \) of \( F \) with a \((k + 1)\)-pebbling function \( p : V(F) \to [k + 1] \) such that

1. \( u_1 = v_1 \) is the root of \( F \) and the vertices \( u_{k+d} \) and \( u_{k+d} \) are leaves of \( F \),
2. \( u_i = v_i \) for all \( i \in [k] \), \( u_1 \leq u_2 \leq \cdots \leq u_{k+d} \) and \( v_1 \leq v_2 \leq \cdots \leq v_{k+d} \) in \( F \),
3. for all \( k \leq i < k + d \) it holds that \( u_i < u_{i+1} \) and \( v_i < v_{i+1} \) and that there is no vertex \( x \) such that \( u_i < x < u_{i+1} \) or \( v_i < x < v_{i+1} \).
4. all unlabelled vertices \( x \in V(F) \) are such that \( u_k \leq x \),
5. for all leaves \( x \) of \( F \) it holds that the set \( \{ y \in V(F) \mid u_k < y \leq x \} \) is of size \( d \),
6. the leaves \( u_{k+d} \) and \( v_{k+d} \) have the least number of common ancestors among all pairs of leaves of \( F \), i.e. writing
   \[
   \text{gca}(x, y) := |\{ z \in V(F) \mid u_k < z \land z \leq x \land z \leq y \}|
   \]
   for \( x, y \in V(F) \), it holds that \( \text{gca}(x, y) \geq \text{gca}(u_{k+d}, v_{k+d}) \) for all pairs of leaves \( x, y \in V(F) \) of \( F \),
7. \( p \) is injective on \( \{ u_1, \ldots, u_k \} \),
8. \( p_{\text{in}}, p_{\text{out}} : [k + d] \to [k + 1] \) are functions such that \( p_{\text{in}}(i) = p(u_i) \) and \( p_{\text{out}}(i) = p(v_i) \) for all \( i \in [k + d] \).

\( \mathcal{WL}_d^d \) furthermore contains the symbol \( \bot \).

Recording not only the graph and its in- and out-labels but also the value of the pebbling function at the labels allows us to introduce well-defined operations in the next section. We first augment the homomorphism representation used in [44, 33] by information about the pebbling functions.

**Definition 4.2.** Let \( G \) be a graph. The augmented homomorphism representation is the map

\[
\mathcal{WL}_d^d \to C^{V(G)^{k+d} \times V(G)^{k+d}} \otimes C^{[k+1]^{[k+d]} \times [k+1]^{[k+d]}}
\]

sending \( \hat{F} = (F, u, v, p_{\text{in}}, p_{\text{out}}) \in \mathcal{WL}_d^d \) to \( F \otimes e_{p_{\text{in}}}e_{p_{\text{out}}}^T \) and \( \bot \) to the zero matrix. Here, \( \otimes \) denotes matrix Kronecker product and \( e_p \in C^{[k+1]^{[k+d]}} \) for \( p : [k + d] \to [k + 1] \) the \( p \)-th standard basis vector.

4.2. Operations

The second step is to define combinatorial operations on \( \mathcal{WL}_d^d \) and accompanying algebraic operations respecting the augmented homomorphism representation. Due to the correspondence between these operations, which is established in Lemma 4.5, we abusively use the same notation for both. The following combinatorial operations are adaptions of standard operations on bilabelled graphs, cf. Section 2.
Definition 4.3 (Combinatorial operations). Let \( \hat{F} = (F, p_{in}, p_{out}) \), \( \hat{F}' = (F', p'_{in}, p'_{out}) \) \( \in \mathcal{WL}_k^d \).

1. The unlabelling of \( \hat{F} \neq \bot \) denoted by \( \text{soe} \hat{F} \) is the underlying unlabelled graph of \( F \).

2. The reverse of \( \hat{F} = (F, p_{in}, p_{out}) \) is \( \hat{F}^* = (F^*, p_{out}, p_{in}) \). The reverse of \( \bot \) is \( \bot \).

3. The series composition of \( \hat{F} \) and \( \hat{F}' \) is defined to be \( \bot \) if \( p_{out} \neq p'_{in} \) and otherwise to be \( (F \cdot F', p_{in}, p'_{out}) \). The series composition of \( \bot \) with any element of \( \mathcal{WL}_k^d \) on either side is \( \bot \).

Unlabelling establishes a connection to unlabelled graphs. Reversal is needed for algebraic purposes, cf. Theorem 2.4, while series composition is the operation under which finite generation will be proven in Proposition 4.7. Recall the definition of \( \mathcal{PFC}_k^d \) from Definition 2.1.

Lemma 4.4. \( \mathcal{WL}_k^d \) is closed under reversal and series composition. The graphs obtained from elements of \( \mathcal{WL}_k^d \) by unlabelling are in \( \mathcal{PFC}_k^d \).

Proof. The closure of \( \mathcal{WL}_k^d \) under reversal and the assertion that graphs obtained from elements of \( \mathcal{WL}_k^d \) by unlabelling are in \( \mathcal{PFC}_k^d \) follow immediately from Definition 4.1.

It remains to show that \( \mathcal{WL}_k^d \) is closed under series composition. To that end, let \( \hat{F} = (F, p_{in}, p_{out}) \) and \( \hat{F}' = (F', p'_{in}, p'_{out}) \) be elements of \( \mathcal{WL}_k^d \) wlog different from \( \bot \). If \( p_{out} \neq p'_{in} \) then the result of the series composition is \( \bot \in \mathcal{WL}_k^d \).

Otherwise, a tree cover of the graph underlying \( F \cdot F' \) can be defined by taking the disjoint union of the tree covers of \( F = (F, u, v) \) and \( F' = (F', u', v') \) satisfying \( v_i \) with \( u_i' \) for all \( i \in [k+d] \). The new pebbling function is defined as the union of the original pebbling functions. The assumption that \( p_{out} = p'_{in} \) guarantees that this is feasible. The axioms of Definition 4.1 are easily checked. (b6) is less immediate:

First observe that \( \text{gca}(u_{k+d}, v_{k+d}) \) and \( \text{gca}(u'_{k+d}, v'_{k+d}) \) are at least \( \text{gca}(u_{k+d}, v'_k) \). Indeed, any common ancestor of \( u_{k+d} \) and \( v'_{k+d} \) must be an ancestor of \( v'_{k+d} \), which is identified with \( u'_{k+d} \). Let \( z \) denote the maximal vertex such that \( z \leq u_{k+d}, v'_{k+d} \). Any leaf \( x \) of \( F \) satisfies \( z \leq x \). Indeed, if \( z \) and \( x \) were incomparable w.r.t. \( \leq \) then \( \text{gca}(x, u_{k+d}) < \text{gca}(u_{k+d}, v'_{k+d}) \) which contradicts the previous observation since \( \text{gca}(x, u_{k+d}) \geq \text{gca}(u_{k+d}, v_{k+d}) \). The same argument applies to leaves of \( F' \). It follows that \( \text{gca}(x, y) \geq \text{gca}(u_{k+d}, v'_{k+d}) \) for every pair of leaves \( x, y \) in the series product. \( \square \)

Lemma 4.5 shows that the augmented homomorphism representation is indeed a representation of the algebraic object \( \mathcal{WL}_k^d \) with reversal and series composition in terms of matrices.

Lemma 4.5. Let \( G \) be a graph. Let \( \hat{F} = (F, p_{in}, p_{out}) \), \( \hat{F}' = (F', p'_{in}, p'_{out}) \) \( \in \mathcal{WL}_k^d \).

1. Unlabelling corresponds to sum-of-entries, i.e. \( \text{hom}(\text{soe} \hat{F}, G) = \text{soe} \hat{F}_G \).

2. Reversal corresponds to taking adjoints, i.e. \( (\hat{F}^*)_G = (\hat{F}_G)^* \).

3. Series composition corresponds to matrix product, i.e. \( (\hat{F} \cdot \hat{F}')_G = \hat{F}_G \cdot \hat{F}'_G \).

Proof. First consider the correspondence of unlabelling and sum-of-entries. Recalling the analogous argument for the homomorphism representation from [44, 33],

\[
\text{hom}(\text{soe} \hat{F}, G) = \text{hom}(\text{soe} F, G) = \sum_{v, v' \in V(G)^k \cdot d} F_G(v, v')
\]

\[
= \sum_{v, v' \in V(G)^k \cdot d} F_G(v, v')e_p^T e_{p_{in}}^T e_{p_{out}} e_{p'}^T
\]

\[
= \text{soe} \hat{F}_G
\]
since \(e_j^te_p^te_r^te_p' = 1\) iff \(p = p_{in}\) and \(p' = p_{out}\) and zero otherwise for all \(p, p' : [k + d] \rightarrow [k + 1]\).

The correspondence between reversal and transposition is purely syntactical.

Finally, consider series composition and matrix product. If one of the factors is \(\perp\), which is mapped to the zero matrix under the augmented homomorphism representation, the statement is readily verified. Otherwise, let \(u, u' \in V(G)^{k+d}\) and \(p, p' : [k + d] \rightarrow [k + 1]\) be arbitrary.

\[
(F \cdot F')(u, p; u, p') = \sum_{v \in V(G)^{k+d}} F_G(u, p; v, q) \tilde{F}_G(v; u', p')
\]

The last equality holds because of the correspondence of series composition and matrix product in the non-augmented case \([44, 33]\).

\[\square\]

### 4.3. Finite Generation

To prove that \(WL_k^d\) is finitely generated under series composition, we define the set \(A_k^d\), cf. Figure 2. Their augmented homomorphism representations yield the matrix maps featured in Theorem 1.5. For \(n \in \mathbb{N}\), write \((n)\) for the tuple \((1, 2, \ldots, n)\).

**Definition 4.6.** The set \(A_k^d\) is the subset of \(WL_k^d\) containing the following elements: For every \(H \subseteq [k]\), every \(h \in H^k\) such that \(h_1 \leq h_2 \leq \cdots \leq h_k\) and every \(p_H : [k] \rightarrow [k + 1]\) such that \(p(i) = p(j)\) implies \(h_i = h_j\) for all \(i, j \in [k]\),

1. the identity graph \((I, p, p)\), where \(I = (I, h(k+1) \ldots (k+d), h(k+1) \ldots (k+d))\) with \(V(I) = H \cup \{k+1, \ldots, k+d\}\) and \(E(I) = \emptyset\), for every \(p : [k + d] \rightarrow [k + 1]\) such that \(p|_{[k]} = p_H\).

2. the adjacency graph \((A_{ij}^d, p, p)\) for \(i < j \in H \cup \{k+1, \ldots, k+d\}\), where \(A_{ij}^d = (A_{ij}^d, h(k+1) \ldots (k+d), h(k+1) \ldots (k+d))\) with \(V(A_{ij}^d) = H \cup \{k+1, \ldots, k+d\}\) and \(E(A_{ij}^d) = \{ij\}\), for every \(p : [k + d] \rightarrow [k + 1]\) such that \(p(i) \neq p(\ell)\) for all \(i < \ell \leq j\) and \(p|_{[k]} = p_H\).

3. the join graph \((J_{ij}^d, p_{in}, p_{out})\) for \(k \leq \ell < k + d\), where \(J_{ij}^d = (J_{ij}^d, h(k+1) \ldots (k+d), h(k+1) \ldots (k+d))\) with \(V(J_{ij}^d) = H \cup \{k+1, \ldots, k+d, (\ell + 1)', \ldots, (k + d)\}'\) and \(E(J_{ij}^d) = \emptyset\), for every \(p_{in}, p_{out} : [k + d] \rightarrow [k + 1]\) such that \(p_{in}|_{[\ell]} = p_{out}|_{[\ell]}\) and \(p|_{[k]} = p_H\).

Observe that \(I, A_{ij}^d,\) and \(J_{ij}^d\) admit tree covers compatible with all stipulated pebbling functions, cf. Figure 2. Intuitively, the vertices in \(H\) represent the free variables of the formulas in Theorem 2.2. The set \(A_k^d\) comprises \(O(k^r \cdot (k+d)^r \cdot k^2(k+d))\) many matrix maps of dimension \(O((nk)^{2(d+k)})\) for \(n\)-vertex graphs. As argued in Section 1.1, we consider \(k\) and \(d\) to be small constants in application scenarios. Having defined the generators, it can be proven that \(WL_k^d\) is finitely generated.

**Proposition 4.7.** For every \(\hat{F} \in WL_k^d\), there exist \(\hat{A}^1, \ldots, \hat{A}^r \in A_k^d\) for some \(r \in \mathbb{N}\) such that \(\hat{F}\) is the series composition of \(\hat{A}^1, \ldots, \hat{A}^r\), i.e. \(\hat{F} = \hat{A}^1 \cdots \hat{A}^r\).
Figure 2: The \((k + d, k + d)\)-bilabelled graphs introduced in Definition 4.6. The numbers on the left and right of the vertices indicate in- and out-labels respectively. The relation \(\leq\) of the tree cover is indicated by grey directed edges pointing from lesser to greater elements.

**Proof.** Let \(\tilde{F} = (F, p_{\text{in}}, p_{\text{out}}) \in \mathcal{WL}_k^d\). Let \(F\) be a tree cover and \(p\) be a pebbling function of the graph underlying \(F = (F, u, v)\) satisfying Definition 4.1. The proof is by induction on the number of leaves in \(F\).

Suppose that \(F\) has exactly one leaf, i.e. it is a chain. Then \(F\) is a series composition of \(I\) and \(|E(F)|\)-many bilabelled graphs of the form \(A^{ij}\), one for each edge in \(F\).

Suppose that \(F\) has more than one leaf. Write \(X\) for the set of all leaves \(x\) of \(F\) other than \(u_{k+d}\) such that \(\text{gca}(u_{k+d}, x)\) is maximal, i.e. such that \(\text{gca}(u_{k+d}, x) \geq \text{gca}(u_{k+d}, y)\) for all leaves \(y \neq u_{k+d}\). Let \(x \in X\) be such that \(\text{gca}(x, v_{k+d})\) is minimal, i.e. \(\text{gca}(x, v_{k+d}) \leq \text{gca}(y, v_{k+d})\) for all \(y \in X\). Write \(D\) for the set of vertices \(z \in V(F)\) such that \(z \leq u_{k+d}\) and \(z\) and \(x\) are incomparable. Note that \(D\) forms a chain in \(F\).

Define \(F'\) as the induced subgraph of \(F\) on vertices comparable with \(u_{k+d}\). Define \(F'\) by restriction of \(F\), respectively, to \(V(F')\). It can be readily verified that \(\tilde{F}' = (F', p', p')\) with \(p'(i) := p(u_i)\) for all \(i \in [k + d]\) and \(F' = (F', u, u)\) is in \(\mathcal{WL}_k^d\). Moreover, its tree cover \(F'\) has only a single leaf.

Define \(F''\) as the graph obtained from \(F\) by deleting the vertices in \(D\). Define \(F''\) by restriction of \(F\), respectively, to \(V(F'')\). This forest cover is indeed a tree cover, i.e. connected, since \(x\) was chosen to be maximal. Write \(x \in V(F'')^{k + d}\) for the tuple such that \(x_i = u_i = v_i\) for all \(i \in [k]\) and \(x_{k+d} = x\) satisfying (B2) and (B3). Let \(p''(i) := p(x_i)\) for all \(i \in [k + d]\). It is claimed that \((F'', p', p_{\text{out}})\) is in \(\mathcal{WL}_k^d\). The only non-trivial property is (B6), i.e. that \(\text{gca}(a, b) \geq \text{gca}(x, v_{k+d})\) for all leaves \(a, b\) in \(F''\). Distinguish cases: If \(\text{gca}(u_{k+d}, x) > \text{gca}(u_{k+d}, v_{k+d})\) then there is a vertex \(y\) such that \(y\) is a common ancestor of \(u_{k+d}\) and \(x\) but \(y\) is not an ancestor of \(v_{k+d}\). This implies that every common ancestor of \(v_{k+d}\) and \(x\) is comparable with \(y\) and hence \(\text{gca}(x, v_{k+d}) = \text{gca}(u_{k+d}, v_{k+d})\). Hence, \(\text{gca}(a, b) \geq \text{gca}(u_{k+d}, v_{k+d}) = \text{gca}(x, v_{k+d})\) for any pair of leaves \(a, b\) in \(F''\). However, if \(\text{gca}(u_{k+d}, x) = \text{gca}(u_{k+d}, v_{k+d})\) then all leaves \(a\) of \(F''\) are in fact in \(X\) and the claim follows readily.

Let \(\ell\) be maximal such that \(x_\ell = u_{\ell}\). Then \(\tilde{F} = \tilde{F}' \cdot \tilde{J} \cdot \tilde{F}''\). Since both \(F'\) and \(F''\) have fewer leaves than \(F\), the claim follows inductively.

4.4. **Matrix Equations**

We complete the proof of Theorem 1.5 by appealing to the sum-of-entries version of the Specht–Wiegmann theorem, stated as Theorem 2.4.

**Proof.** By Corollary 2.3, it suffices to show that the second assertion in Theorem 1.5 is equivalent to
We mapped out the landscape of spectral graph invariants between 1-WL and 2-WL by introducing (1, 1)-WL indistinguishability which subsumes many such invariants. This resolves an open question of [23] and strengthens a result of [25]. We furthermore devised a hierarchy of spectral invariants matching the hierarchy of combinatorial invariants yielded by the Weisfeiler–Leman algorithm. The design of graph neural networks based on these higher-order spectral invariants forms an interesting direction of future work.

Our results contribute to the study of homomorphism indistinguishability. For characterising homomorphism indistinguishability over graphs admitting certain \(k\)-pebble forest covers of depth \(d\), we devised a representation of labelled graphs in terms of matrices encoding information about the structure of the labels such that it affords a correspondence between combinatorial and algebraic operations. We believe that this strategy may prove useful for studying other graph classes in the future.
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A. Full Proof of Theorem 2.2 and Corollary 2.3

To ease notation, we consider for $k \in \mathbb{N}$ homomorphisms between $k$-labelled graphs $F = (F, u)$ and $G = (G, v)$ which are homomorphisms $h : F \to G$ such that $h(u) = v$ entry-wise. We write $\text{hom}(F, G)$ for the number of such homomorphisms.

A.1. From Graphs to Formulas

The following Lemma A.1 is an adaptation of [20, Lemma 4]. Recall Definition 2.1.

**Lemma A.1.** Let $k \geq 1$ and $d \geq 0$. For every $k$-labelled graph $F$ admitting a $k$-pebble forest cover of depth $d$ and every $m \geq 0$, there exists a formula $q_F^m \in \mathcal{C}_k^{d}$ with $k$ free variables such that $\text{hom}(F, K) = m$ iff $K \models q_F^m$ for all $k$-labelled graphs $K$.

**Proof.** The lemma is proven by induction over $d$. If $d = 0$ then every vertex of $F = (F, u)$ is labelled. Hence $\text{hom}(F, K)$ must be zero or one. Hence, if $m > 1$, set $q_F^m$ to be false. If $m = 1$, set $q_F^m$ to the quantifier-free formula encoding the atomic type of $u$, i.e.

$$q_F^1(x_1, \ldots, x_k) := \bigwedge_{(u, u_i) \in E(F)} E(x_i, x_j) \land \bigwedge_{u_i = u_j} (x_i = x_j).$$

If $m = 0$, set $q_F^m$ to be the negation of $q_F^1$.

For the inductive case, denote the $k$-pebbling function of $F$ by $p$ and write $\leq$ for the forest order induced by the cover. Let $W$ be the set of minimal unlabelled vertices in $F$, in symbols

$$W := \{ w \in V(F) \mid w > u_1, \ldots, u_k \land \forall x \in V(F). w \geq x > u_1, \ldots, u_k \implies w = x \}.$$ 

For every $w \in W$ separately and $m \geq 0$, a formula $q_w^m$ constructed. The final formula $q_F^m$ will be assembled from these. Distinguish cases:

- There exists a labelled vertex $v$ such that $p(v) = p(w)$.

  Let $\ell$ be a label on $v$. Define a $k$-labelled graph $F'$ from $F$ as follows:
  1. Delete all vertices which are incomparable with $w$.
  2. If $v$ has only one label, delete $v$. If $v$ has more than one label, remove the label $\ell$ from $v$.
  3. Add the label $\ell$ to the vertex $w$.

  Then $F'$ is a $k$-labelled graph with a $k$-pebble forest cover of depth $d - 1$. By the inductive hypothesis, for every integer $m' \geq 0$, there exists a $C_k^{d-1}$-formula $q_{F'}^{m'}$ with $k$ free variables such $\text{hom}(F', K) = m'$ if and only if $K \models q_{F'}^{m'}$ for every $k$-labelled graph $K$. Define the $C_k^{d}$-formula $q_w^m$ to be the conjunction of the following three formulas:
  - the conjunction of $E(x_\ell, x_q)$ over $q \in [k]$ such that there is an edge between $u_\ell = v$ and $u_q$ in $F$,
  - the conjunction of $(x_\ell = x_q)$ over $q \in [k]$ such that $u_\ell = u_q = v$, and,
  - $\exists = x_\ell. q_{F'}^{m'}$.

- The value $p(w)$ does not occur among the $p(v)$ for $v$ labelled.

Since $p$ is injective on labelled vertices, there must exist a labelled vertex $v$ with at least two labels. Let $\ell \neq \ell'$ be two of these labels on $v$. Consider the $k$-labelled graph $F'$ obtained from $F$ as follows:
  1. Delete all vertices which are incomparable with $w$. 
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2. Remove the label \( \ell \) from \( v \).
3. Add the label \( \ell \) to the vertex \( w \).

By inductive hypothesis, for every integer \( m' \geq 0 \), there exists a \( C_k^{d-1} \)-formula \( \phi_{F_k}^{m'} \) such that for every \( k \)-labelled graph \( K \), \( \text{hom}(F', K) = m' \) if and only if \( K \models \phi_{F_k}^{m'} \). Define the \( C_k^d \)-formula \( \phi_{F_k}^{m} \) to be the conjunction of \( \exists c \phi_{F_k}^{m_1} \) and \( c = x_1 = x_2 = \ldots = x_d \).

In both cases, the formula \( \phi_{F_k}^{m} \) is constructed as follows. If \( m \geq 1 \), the formula \( \phi_{F_k}^{m} \) is the disjunction over conjunctions of the form \( \phi_{F_k}^{m_1} \wedge \cdots \wedge \phi_{F_k}^{m_r} \wedge \forall \exists c x_1, \ldots, c \phi_{F_k}^{m_1} \) such that \( m = c_1 m_1 + \cdots + c_r m_r \), and \( c = c_1 + \cdots + c_r \) for \( m_1, \ldots, m_r, c_1, \ldots, c_r \geq 1 \) and \( r \in \mathbb{N} \). If \( m = 0 \), then set \( \phi_{F_k}^{m} := \forall \exists c x_1, c \phi_{F_k}^{0} \).

Finally, the formulas constructed for each \( w \in W \) are combined. The formula \( \phi_{F}^{m} \) is the disjunction over the conjunctions \( \phi_{F_k}^{m} \wedge \cdots \wedge \phi_{F_k}^{m_r} \wedge \forall \exists c w_1, \ldots, w_r c \phi_{F_k}^{m_1} \) where \( W = \{ w_1, \ldots, w_r \} \) and \( m = m_1 \cdots m_r \) for positive integers \( m_i \) if \( m > 0 \) and \( \bigvee_{w \in W} \phi_{F_k}^{0} \) otherwise.

It remains to observe that the quantifier depth of \( \phi_{F_k}^{m} \) is at most the quantifier depth of \( \phi_{F_k}^{m+1} \) plus one.

**Corollary A.2.** Let \( k \geq 1 \) and \( d \geq 0 \). For every \( k \)-labelled graph \( F \) admitting a \((k+1)\)-pebble forest cover of depth \( d \) and every \( m \geq 0 \), there exists a formula \( \phi_{F_k}^{m} \in C_{k+1}^d \) with \( k \) free variables such that \( \text{hom}(F, K) = m \) if and only if \( K \models \phi_{F_k}^{m} \) for all \( k \)-labelled graphs \( K \).

**Proof.** Turn \( F = (F, u) \) into a \((k+1)\)-labelled graph \( F' = (F, uu_k) \) by duplicating the last label. This does not affect the associated pebble forest cover. For every \( m \geq 0 \), Lemma A.1 implies the existence of \( C_{k+1}^d \)-formula \( \phi_{F_k}^{m} \) with \( k+1 \) free variables such that \( \text{hom}(F', K') = m \) if and only if \( K' \models \phi_{F_k}^{m} \) for all \((k+1)\)-labelled graphs \( K' \).

Set \( \phi_{F_k}^{m}(x_1, \ldots, x_k) := \phi_{F_k}^{m}(x_1, \ldots, x_{k-1}) \wedge (x_k = x_{k+1}) \). This is a \( C_{k+1}^d \)-formula with \( k \) free variables. To verify the assertion, let \( K \) be a \( k \)-labelled graph and write \( K' \) for the \((k+1)\)-labelled graph obtained from it by duplicating the last label as above. Then for every \( m \geq 0 \),

\[
\text{hom}(F, K) = m \iff \text{hom}(F', K') = m \iff K' \models \phi_{F_k}^{m} \iff K \models \phi_{F_k}^{m}.
\]

This concludes the proof. \( \square \)

**A.2. From Formulas to Graphs**

**Definition A.3.** Let \( k \geq \ell \geq 1 \) and \( d \geq 0 \). An \( \ell \)-labelled graph \( F = (F, u) \) admits a regular \( k \)-pebble forest cover of depth \( d \) if it has \( k \)-pebble forest cover of depth \( d \) as defined in Definition 2.1 such that \( u_1 \leq \cdots \leq u_\ell \) and \( p(u_i) = i \) for all \( i \in [k] \).

The relevant property of such regular pebble forest covers is that if \( F \) and \( F' \) both admit \( k \)-pebble forest cover of depth \( d \) then so does their gluing product \( F \odot F' \). Indeed, the labelled vertices lie on a path of the cover in the same order and the pebbling functions of the covers of \( F \) and \( F' \) agree on them. Therefore, the two pebble forest covers can be combined.

Subject to the next lemmas are relational structures \( F \) over the signature \( \{ E, I \} \) comprising the binary relation symbols \( E \) and \( I \). A relational structure over \( \{ E, I \} \) is a tuple \((U, R^E, R^I)\) where \( U \) is a finite set, the universe, and \( R^E, R^I \subseteq U \times U \). For the purpose of this work, \( R^E \) and \( R^I \) are always symmetric relations. A homomorphism between \( \{ E, I \} \)-structures \((V, S^E, S^I)\) is a map \( h: U \to S \) such that for all \((x, y) \in R^E \) it holds that \((h(x), h(y)) \in S^E \) and similarly for \( R^I \) and \( S^I \). See [29] for background on relational structures. A \( k \)-labelled \( \{ E, I \} \)-structure is a tuple \((U, R^E, R^I, u)\) where \( u \in U^k \). The notion of a homomorphism extends to \( k \)-labelled structures. The homomorphism count function \( \text{hom}(\cdot, \cdot) \) can be defined analogously as for graphs.

The relation symbol \( E \) will be understood as the binary edge relation of the graphs which are of our ultimate interest. \( I \) is an additional binary relation. A graph \( G \) can be turned into an
The \{E,I\}-structure by interpreting \(I\) as equality, i.e. \(I^G := \{(v,v) \mid v \in V(G)\}\). This extends to labelled graphs. A (labelled) \{E,I\}-structure admits a (regular) \(k\)-pebble forest cover of depth \(d\) if the underlying graph admits such a cover and this cover satisfies all axioms for the \(I\)-relation in place of the \(E\)-relation, mutatis mutandis. In the language of \[15\], this cover is a cover for the relational structure.

We recall the following notions from \[20\]: A \(k\)-labelled quantum relational structure is a \(C\)-linear combination of \(k\)-labelled relational structures called its constituents. For \(t = \sum \alpha_i F_i\) and a \(k\)-labelled \(G\), write \(\text{hom}(t,G)\) for the number \(\sum \alpha_i \text{hom}(F_i,G)\).

The following Lemmas A.4 and A.5 are straightforward variations of \[20\, Lemma 5\] and \[20\, Lemma 6\] respectively.

**Lemma A.4.** Let \(n \geq r \geq 1, k \geq \ell \geq 1\), and \(d \geq 0\). Let \(t\) be an \(\ell\)-labelled quantum relational structure over the signature \(\{E,I\}\) whose constituents admit regular \(k\)-pebble forest covers of depth \(d\). Then there exists an \(\ell\)-labelled quantum relational structure \(t^{\ell,n}\) over the signature \(\{E,I\}\) whose constituents admit regular \(k\)-pebble forest covers of depth \(d\) such that for all \(\ell\)-labelled relational structures \(G\) over \(\{E,I\}\),

- if \(\text{hom}(t,G) \in \{0,\ldots,r-1\}\) then \(\text{hom}(t^{\ell,n},G) = 0\), and
- if \(\text{hom}(t,G) \in \{r,\ldots,n\}\) then \(\text{hom}(t^{\ell,n},G) = 1\).

**Proof.** Let \(p(X) = \sum \alpha_i X^i\) denote a polynomial such that \(p(i) = 0\) for all \(i \in \{0,\ldots,r-1\}\) and \(p(i) = 1\) for all \(i \in \{r,\ldots,n\}\). Let \(t^{\ell,n} := \sum \alpha_i t^{\ell,i}\). Since \(\text{hom}(t^{\ell,i},G) = \text{hom}(t,G)^i\) for all \(i \geq 0\), this quantum relational structure has the desired properties.

**Lemma A.5.** Let \(n \geq 1, k \geq 1\), and \(d \geq 0\). For every formula \(\varphi \in C^k\) with \(k\) free variables, there exists a \(k\)-labelled quantum relational structure over the signature \(\{E,I\}\) whose constituents admit regular \(k\)-pebble forest covers of depth \(d\) such that for all \(n\)-vertex \(k\)-labelled relational structures \(G\) over \(\{E,I\}\) where \(I\) is interpreted as equality,

- if \(G \models \varphi\) then \(\text{hom}(t,G) = 1\), and
- if \(G \not\models \varphi\) then \(\text{hom}(t,G) = 0\).

**Proof.** By the induction on the structure of \(\varphi\). Let \(1\) denote the \(k\)-labelled relational structure over \(\{E,I\}\) with universe \(\{1,\ldots,k\}\), without edges, and \(k\) distinctly labelled vertices. It admits a regular \(k\)-pebble forest cover of depth zero. Distinguish cases:

- If \(\varphi = \text{true}\) then \(1\) models \(\varphi\). If \(\varphi = \text{false}\) then 0, i.e. the empty linear combination models \(\varphi\).
- If \(\varphi = (x_i = x_j)\) then the structure obtained from \(1\) by adding \(I(i,j)\) models \(\varphi\),
- If \(\varphi = E(x_i, x_j)\) then the structure obtained from \(1\) by adding \(E(i,j)\) models \(\varphi\),
- If \(\varphi = \varphi_1 \land \varphi_2\), let \(t_1\) denote the quantum graph modelling \(\varphi_1\) and \(t_2\) the quantum graph modelling \(\varphi_2\). Their Schur product \(t_1 \circ t_2\) models \(\varphi\). Since the pebbling function coincides with the label function on labelled vertices, this is a valid operation.
- If \(\varphi = \varphi_1 \lor \varphi_2\) and \(t_1\) and \(t_2\) are as above, then \(1 - (1 - t_1) \circ (1 - t_2)\) models \(\varphi\).
- If \(\varphi = \neg \varphi_1\) and \(t_1\) is as above then \(1 - t_1\) models \(\varphi\).
- If \(\varphi = \exists x^i x_j \psi\) then let \(t\) denote the quantum graph modelling \(\psi\). Let \(t'\) denote the \(k\)-labelled quantum graph obtained from \(t\) by applying the following operations to each of its constituents \(F\). Let \((\mathcal{F}, p)\) denote the regular \(k\)-pebble forest cover of depth \(d\) of \(F\).
1. Drop the $i$-th label from the vertex $w$ carrying it. Since $(F, p)$ is regular, $w$ is unlabelled now.
2. Introduce a fresh vertex $w'$ carrying label $i$.
3. Update $F$ to $F'$ by inserting $w'$ at the original position of $w$ and moving $w$ such that $w$ succeeds all labelled vertices and precedes all other unlabelled vertices.
4. Update $p$ to $p'$ by $p'(x) := p(x)$ for all $x \neq w'$ and $p'(w') := p(w)$.

It has to be verified that the resulting pebble forest covered labelled graph satisfies all axioms. Critical is only the validity of the pebbling function. Let $v \leq_F v'$ be such that $E(v, v')$ or $I(v, v')$. It is claimed that $p'(v) \neq p'(x)$ for all $x \in (v, v')_F$. Wlog, $v \neq v'$. Distinguish cases:

- If $w \neq v$ and $w \neq v'$ then $(v, v')_F \setminus (v, v') \subseteq \{w, w'\}$. If $w$ or $w'$ is contained in this difference then $v$ is labelled because it precedes the labelled vertex $w'$ or the least unlabelled vertex $w$. Hence, $p'(v) = p(v) \neq p(w) = p'(w)$. This implies that $p'(v) \neq p'(x)$ for all $x \in (v, v')_F$ because the analogous condition held for $F$.
- If $w = v$ then $(v, v')_F \subseteq (v, v')_F$ since $v'$ must, as an unlabelled vertex, succeed all labelled vertices. The claim follows readily.
- If $w = v'$ then $v$ is labelled and the claim follows since $p'$ is injective on labelled vertices and $v \neq w'$ because $w'$ neither appears in the relation $E$ nor in $I$.

Hence, the resulting object is a regular $k$-pebble forest cover of depth $d + 1$. The $k$-labelled quantum relational structure $t'$ satisfies all desired properties. For $G = (G, \psi)$, hom$(t', G)$ counts the number of $v \in V(G)$ such that $G \models \psi(v_1, \ldots, v_{i-1}, v, v_{i+1}, \ldots, v_k)$. Apply Lemma A.4 with $r = m$. The resulting $k$-labelled quantum relational structure models $\phi$.

In this construction, the depth of the structure only increases when handling quantifiers. This implies that $F$ has indeed the desired properties.

**Lemma A.6** ([16, Proposition 23]). Let $k \geq 1$ and $d \geq 0$. Let $F$ be a $k$-labelled relational structure over $\{E, I\}$ admitting a $k$-pebble forest cover of depth $d$. Then the $k$-labelled graph $F'$ obtained from $F$ by identifying pairs of vertices satisfying $I$ admits a $k$-pebble forest cover of depth $d$.

**Proof.** For the sake of completeness, we briefly sketch a proof. On [16, p. 15] a procedure is described to construct a $k$-pebble forest cover of depth $d$ for $F' = (F', u')$ from the corresponding object for $F = (F, u)$. The construction iteratively identifies pairs of vertices $u \neq v$ which satisfy $I(u, v)$ in $F$. Since in this case $u$ and $v$ are comparable in the forest order, one may suppose wlog that $u < v$. The construction operates as follows:

1. The universe of $F'$ is $V(F) \setminus \{v\}$.
2. The forest order $\leq'$ of $F'$ is restriction of the order $\leq$ of $F$ to the new universe.
3. In each relation of $F$, each occurring $v$ is replaced by $u$ to form a relation of $F'$.
4. If $v$ carried labels in $F$ then these labels are moved to $u$ in $F'$.

Note that in this case $u$ carried at least one label in $F$ since $u \leq v$.

5. The pebbling function $p$ is updated to $p'$ such that $p'(w) = p(w)$ for all $w$ such that $w < v$ or $p(w) \notin \{p(u), p(v)\}$. Otherwise, $p'(w) \in \{p(u), p(v)\}$ is set according to a rule described in [16, p. 15] such that the $p'$ is a $k$-pebbling function for $F'$. For our purposes, it has to be verified additionally that $p'$ is injective on labelled vertices, cf. Definition 2.1.

After the update, $p'$ is injective on labelled vertices since $p(x) = p'(x)$ for all labelled vertices $x$ in $F'$. Indeed, if $p'(x) \neq p(x)$ for some labelled vertex $x$ in $F'$ then $x \geq v$ and
It is argued in [16] that the resulting object is a k-pebble forest cover of depth \( d \) for the updated structure. As argued above, the operation also preserves the properties stipulated in Definition 2.1.

**Corollary A.7.** Let \( n \geq 1 \), \( k \geq 1 \), and \( d \geq 0 \). For every formula \( \varphi \in \mathbb{C}^d_{k+1} \) with \( k \) free variables, there exists a k-labelled quantum graph \( t \) whose constituents admit \( (k+1) \)-pebble forest covers of depth \( d \) such that for all k-labelled \( n \)-vertex graphs \( G \)

- if \( G \models \varphi \) then \( \text{hom}(t, G) = 1 \), and
- if \( G \not\models \varphi \) then \( \text{hom}(t, G) = 0 \).

**Proof.** Given \( \varphi \), define \( \varphi'(x_1, \ldots, x_{k+1}) := \varphi(x_1, \ldots, x_k) \land (x_k = x_{k+1}) \). This is a \( \mathbb{C}^d_{k+1} \)-formula with \( k+1 \) free variables. Lemma A.5 guarantees the existence of a \((k+1)\)-labelled quantum relational structure \( t' \) over the signature \( \{E, I\} \) whose constituents admit regular \((k+1)\)-pebble forest covers of depth \( d \) such that for all \((k+1)\)-labelled structures \( G \) over \( \{E, I\} \) with \( I \) interpreted as equality,

- if \( G \models \varphi \) then \( \text{hom}(t, G) = 1 \), and
- if \( G \not\models \varphi \) then \( \text{hom}(t, G) = 0 \).

Inspecting the proof of Lemma A.5 shows that in all constituents \( F = (F, u) \) of \( t' \) are such that \( F \models I(u, u_{k+1}) \). By applying Lemma A.6 to every constituent of \( t' \), a \((k+1)\)-labelled quantum graph \( t'' \) is obtained whose constituents admit \((k+1)\)-pebble forest covers of depth \( d \). Furthermore, in each of these constituents the \( k \)-th and \( (k+1) \)-st label coincide. Write \( t \) for the \( k \)-labelled quantum graph obtained from \( t'' \) by dropping the \((k+1)\)-st label in every constituent. Let \( G = (G, v) \) be an arbitrary \( k \)-labelled graph and write \( G' = (G', v) \) for the \( \{E, I\} \)-structure obtained from \( G \) by interpreting \( I \) as equality. Hence, if \( G \models \varphi \) then \( (G, v v_{k+1}) \models \varphi' \),

\[
\text{hom}(t, G) = \sum_{v \in V(G)} \text{hom}(t'', (G, vv)) = \sum_{v \in V(G)} \text{hom}(t', (G', vv)) = \text{hom}(t', (G', v v_k)) = 1.
\]

If \( G \not\models \varphi \) then \( (G, v v_{k+1}) \not\models \varphi' \) and the above equation evaluates to zero. \( \square \)

**A.3. Conclusion**

**Proof of Theorem 2.2.** The equivalence of Items 1 and 2 is standard and can be found in [10, Proof of Theorem 5.2]. Corollary A.2 yields that Item 2 implies Item 3. The backward direction follows from Corollary A.7. \( \square \)

**Proof of Corollary 2.3.** The forward direction follows immediately from Theorem 2.2 via the equivalence between Items 1 and 3 since the graphs in \( \mathcal{PFC}^d_k \) are precisely those underlying labelled graphs in \( \mathcal{L}_{\mathcal{PFC}}^d_k \).

Conversely, suppose that \( G \) and \( H \) are distinguished after \( d \) iterations of \( k \)-WL. Let \( c \) be a colour of \( k \)-tuples which occurs in \( G \) and \( H \) differently often. For every other colour \( c' \neq c \) there exists a formula \( \varphi_{c,c'} \in \mathbb{C}^d_{k+1} \) with \( k \) free variables which is satisfied by \( k \)-tuples of colour \( c \) but violated by \( k \)-tuples of colour \( c' \). Hence, the number of tuples satisfying \( \varphi := \land_{c' \neq c} \varphi_{c,c'} \) is different in \( G \) and \( H \). Let \( t \) be a \( k \)-labelled quantum graph whose constituents admit \((k+1)\)-pebble forest covers of depth \( d \) satisfying the assertions of Corollary A.7 for the formula \( \varphi \). Hence, the sum of all numbers \( \text{hom}(t, (G, u)) \) over \( u \in V(G)^k \) is not equal to the sum of all numbers \( \text{hom}(t, (H, v)) \) over \( v \in V(H)^k \).

This implies the existence of a constituent \( F = (F, u) \) of \( t \) such that \( \text{hom}(F, G) \neq \text{hom}(F, H) \). Hence, \( G \) and \( H \) are homomorphism distinguishable over the desired graph class. \( \square \)
Figure 3: The (2, 2)-bilabelled graphs featured in Theorem B.1

B. Material Omitted in Section 3

B.1. Algebraic Characterisation of (1, 1)-WL Indistinguishability

Let $\mathcal{T}^+$ denote the class of graphs $T/B$ which are obtained from a forest $T$ by contracting all vertices of a set $\emptyset \neq B \subseteq V(T)$ into a single vertex and removing possible loops and multiedges. Clearly, every forest is in $\mathcal{T}^+$ taking $B$ to be any singleton. Moreover, all cycles are in $\mathcal{T}^+$ as they can be obtained by contracting the ends of paths. Let $\mathcal{T}^o$ denote the set of 2-labelled graphs $T = (T/B, u_1, u_2)$ where $T/B \in \mathcal{T}^+$, $u_1, u_2 \in V(T/B)$, and $u_1 \in B$.

The set $\mathcal{T}^o$ is closed under parallel composition. Moreover, it is closed under series composition with the following (2, 2)-bilabelled graphs, which are depicted in Figure 3:

- the identity graph $I = (I, (1, 2), (1, 2))$ with $V(I) = \{1, 2\}$ and $E(I) = \emptyset$,
- the connect graph $C = (C, (1, 2), (1, 2'))$ with $V(C) = \{1, 2, 2'\}$ and $E(C) = \{22'\}$,
- the forget graph $F = (F, (1, 2), (1, 2'))$ with $V(F) = \{1, 2, 2'\}$ and $E(F) = \emptyset$,
- the edge graph $E = (E, (1, 2), (1, 2))$ with $V(E) = \{1, 2\}$ and $E(E) = \{12\}$,
- the merge graph $M = (M, (1, 1), (1, 1))$ with $V(M) = \{1\}$ and $E(M) = \emptyset$.

Observe that all these graphs are such that under series composition the first labelled vertex is fixed.

**Theorem B.1.** Let $G$ and $H$ be graphs. Then the following are equivalent:

1. $G$ and $H$ are (1, 1)-WL indistinguishable.
2. There exists a bijection $\pi : V(G) \to V(H)$ such that $G_\pi$ and $H_{\pi(v)}$ model the same sentences of $C_2$, i.e. the two-variable fragment of first order logic with counting quantifiers.
3. $G$ and $H$ are homomorphism indistinguishable over $\mathcal{T}^+$.
4. There exists a doubly-stochastic matrix $X \in \mathbb{Q}^{V(H)^2 \times V(G)^2}$ such that $XB_G = B_HX$ for all $B \in \{I, C, G, E, M\}$.

**Proof.** The equivalence of Items 1 and 2 follows readily from [10]. That Item 2 implies Item 3 follows by adapting [20, Lemma 4]: Intuitively, the assertion $\text{hom}(T, G) = m$ for $T$ a tree and $m \in \mathbb{N}$ can be translated to a $C_2$-sentence with variables corresponding to the vertices of $T$. To encode $\text{hom}(T/B, G) = m$ for $T/B \in \mathcal{T}^+$, one has to replace expressions $Qx. \varphi(x, y)$ for $Q$ any quantifier, $x, y$ variables, and $x$ representing a vertex in $B$ by $Qx. B(x) \land \varphi(x, y)$ where $B$ is a unary predicate encoding the colour of $v$ in $G_v$. This yields Item 3.

The converse follows by adapting [20, Lemma 6]: A sentence $\varphi \in C_2$ over the relational vocabulary of (uncoloured) graphs can be translated into a homomorphism constraint $\text{hom}(T, G) = m$ for $T$ a tree and $m \in \{0, 1\}$. If instead $\varphi$ is over the relational vocabulary $\{E, B\}$ of vertex-individualised graphs then this translation yields a tree $T$ and a set $B \subseteq V(T)$ comprising the vertices corresponding
to variables $x$ prescribed to satisfy $B(x)$. Since there is a unique vertex in $G$ modelling $B(x)$, the result is a homomorphism constraint $\text{hom}(T/B, G) = m$ for $T/B \in T^+$. This implies Item 2.

The equivalence of Items 3 and 4 requires similar arguments as Theorem 1.5. For two $\ell$-labelled graphs $F = (F, u)$ and $F' = (F', u')$, define the \textit{gluing product} $F \odot F'$ as the $\ell$-labelled graph obtained by taking the disjoint union of $F$ and $F'$ and identifying vertices $u$ and $u'$ element-wise, cf. [44]. Write $I$ for the 2-labelled 2-vertex graph without any edges and labels on distinct vertices.

\textit{Claim 1.} The set $T^\circ$ is the closure of $\{1\}$ under multiplication with $I, C, G, E,$ and $M$ as well as taking gluing products.

\textit{Proof of Claim.} It is easy to see that $T^\circ$ is closed under these operations and $1 \in T^\circ$. The converse inclusion is shown by induction on the number of vertices of $T \in T^\circ$. If $T$ has just a single vertex then $T = M1$. If $T$ consists of two vertices then it is one of $1, 1E, MF1$, or $MFE1$.

Now let $T = (T/B, u_1u_2)$ have more than two vertex. It may be assumed that $u_2 \notin B$. Indeed, let otherwise $u_2' \in V(T) \setminus B$ be any other vertex. Let $T' := (T/B, u_1u_2')$. Then $T = MFT'$ is such that its second labelled vertex does not lie in $B$. Distinguish cases:

- $u_2$ is isolated in $T/B$. Let $T' := T \setminus u_2$ and $T' := (T' / B, u_1u_2')$ for any other vertex $u_2' \in V(T')$. Then, $T = FF'$. 
- $u_2$ is of degree one in $T/B$. If $u_2$ is connected to $u_1$ in $T/B$ then let $T' := T \setminus u_2$ and $T' := (T' / B, u_1u_2')$ for any other vertex $u_2' \in V(T')$. Then, $T = EFT'$. If $u_2$ is connected to a vertex other than $u_1$, let $T' := T \setminus u_2$ and $T' := (T' / B, u_1u_2')$ for $u_2' \in V(T')$ the vertex $u_2$ is connected to. Then $T = CT'$. 

- $u_2$ is of degree greater than one in $T/B$. Write $T^1, \ldots, T^r$ for the connected components of $T \setminus u_2$. Let $v_i \in V(T^i)$ for $i \in [r]$ be the vertex such that $u_2v_i \in E(T)$. Observe that \(V(T) = V(T^1) \cup \cdots \cup V(T^r) \cup \{u_2\}\) and hence without loss of generality \(|V(T^i)| < |V(T)| - 1\) for all $i \in [r]$. Define $B'$ to be the disjoint union of $B \cap V(T^i)$ and a fresh isolated vertex $v_i'$. Let $T^i := ((T^i \cup \{v_i'\}) / B', v_i'v_i)$. Then if none of $v_i$ are in $B$ it holds that $T = (CT^1) \odot \cdots \odot (CT^r)$, otherwise $T = E((CT^1) \odot \cdots \odot (CT^r))$. 

Write $CT_G^\circ \leq C^{V(G)^2}$ for the space spanned by the homomorphism vectors $T_G$, $T \in T^\circ$. By Claim 1, $CT_G^\circ$ is closed under Schur products and invariant under the action of $I_G, C_G, E_G, F_G$ and $M_G$. By [32, Theorem 56], Item 3 is equivalent to the existence of a doubly-stochastic map $X: CT_G^\circ \rightarrow CT_H^\circ$ such that $XB_G = B_HX$ for all $B \in \{I, C, G, E, M\}$. This is the content of Item 4. 

\section{C. A Comonadic Strategy for Homomorphism Indistinguishability}

We propose to view our Theorem 1.5 as the instantiation of a novel strategy for proving characterisations of homomorphism indistinguishability in terms of matrix equations for graph classes which so far have resisted the strategy outlined in Section 1.2. This novel strategy is inspired by the comonadic framework developed in [2, 4, 15, 3], etc. It is in large parts generic, in the sense that it does not require prior knowledge of the graph class in questions. This is achieved by leveraging the properties of a comonad characterising the graph class.

\subsection{C.1. Preliminaries}

We first sketch the framework of comonads on the category of graphs before commenting on how it can be used to derive matrix equations. See [15, 38] for further details. Let Graph denote the category of finite graphs, i.e. with objects being finite graphs and morphisms being graph homomorphisms.
A comonad on Graph is a tuple \((\mathcal{C}, \varepsilon, \delta)\) where \(\mathcal{C}: \text{Graph} \to \text{Graph}\) is a functor and \(\varepsilon: \mathcal{C} \to 1_{\text{Graph}}\) and \(\delta: \mathcal{C} \to \mathcal{C}\mathcal{C}\) are natural transformations satisfying the following diagrams for all objects \(A\) of Graph:

\[
\begin{array}{ccc}
\mathcal{C}A & \xrightarrow{\delta_A} & \mathcal{C}\mathcal{C}A \\
\downarrow_{\delta_A} & & \downarrow_{\mathcal{C}\delta_A} \\
\mathcal{C}\mathcal{C}A & \xrightarrow{\varepsilon_{\mathcal{C}A}} & \mathcal{C}A
\end{array}
\quad \begin{array}{ccc}
\mathcal{C}A & \xrightarrow{\delta_A} & \mathcal{C}\mathcal{C}A \\
\downarrow_{\delta_A} & & \downarrow_{\mathcal{C}\delta_A} \\
\mathcal{C}\mathcal{C}A & \xrightarrow{\varepsilon_{\mathcal{C}A}} & \mathcal{C}A
\end{array}
\]

**Example C.1** ([2, 15]). The pebbling comonad maps a graph \(A\) to the graph \(\Psi_{k,d}A\) with vertex set being the set of sequences \(\{(p_1, a_1), \ldots, (p_\ell, a_\ell)\}\) for \(p_i \in [k], a_i \in V(A)\), and \(i \in [\ell], \ell \leq d\). There is an edge between \(\{(p_1, a_1), \ldots, (p_\ell, a_\ell)\}\) and \(\{(p'_1, a'_1), \ldots, (p'_\ell, a'_\ell)\}\) if and only if one sequence is an initial segment of the other, and if wlog the first sequence is contained in the second then \(p_\ell \notin \{p'_{\ell+1}, \ldots, p'_\ell\}\), and \(a_\ell a'_\ell \in E(A)\). The homomorphisms \(\varepsilon_A: \Psi_{k,d}A \to A\) sends \(\{(p_1, a_1), \ldots, (p_\ell, a_\ell)\}\) to \(a_\ell\). It is readily verified that this is a morphisms in Graph. The homomorphisms \(\delta_A: \Psi_{k,d}A \to \Psi_{k,d}\Psi_{k,d}A\) maps

\[
\{(p_1, a_1), \ldots, (p_\ell, a_\ell)\} \mapsto \{(p_1, s_1), \ldots, (p_\ell, s_\ell)\}
\]

where \(s_j = \{(p_1, a_1), \ldots, (p_j, a_j)\}\) for all \(j \leq \ell\). The triple \((\Psi_{k,d}, \varepsilon, \delta)\) specifies the pebbling comonad.

A coalgebra for a comonad \((\mathcal{C}, \varepsilon, \delta)\) is a pair \((A, \alpha)\) where \(A \in \text{obj} \text{Graph}\) and \(\alpha: A \to \mathcal{C}A\) is a morphism such that the following diagrams commute:

\[
\begin{array}{ccc}
A & \xrightarrow{\alpha} & \mathcal{C}A \\
\downarrow{} & \downarrow{} & \downarrow{} \\
\mathcal{C}A & \xrightarrow{\varepsilon_A} & \mathcal{C}\mathcal{C}A
\end{array}
\quad \begin{array}{ccc}
A & \xrightarrow{\alpha} & \mathcal{C}A \\
\downarrow{} & \downarrow{} & \downarrow{} \\
\mathcal{C}A & \xrightarrow{\varepsilon_A} & \mathcal{C}\mathcal{C}A
\end{array}
\]

The significance of coalgebras for this paper stems from the following result:

**Theorem C.2** ([15, Section IV.B]). Let \(A \in \text{obj} \text{Graph}\). Then the following are equivalent:

1. \(A\) admits a \(k\)-pebble forest cover of depth \(\leq d\),
2. \(A\) admits a \(\Psi_{k,d}\)-coalgebra \(A \to \Psi_{k,d}A\).

In fact, there is a bijective correspondence between these objects. We therefore think of coalgebras as graph decompositions.

The Eilenberg–Moore category \(EM(\mathcal{C})\) of a comonad \(\mathcal{C}\) is the category whose objects are \(\mathcal{C}\)-coalgebras and whose morphisms are \(\mathcal{C}\)-coalgebra morphisms. A morphism \(h: (A, \alpha) \to (B, \beta)\) of \(\mathcal{C}\)-coalgebras is a morphisms \(h: A \to B\) such that the following diagram commutes:

\[
\begin{array}{ccc}
A & \xrightarrow{\alpha} & \mathcal{C}A \\
\downarrow{} & \downarrow{} & \downarrow{} \\
B & \xrightarrow{\beta} & \mathcal{C}B
\end{array}
\]

Informally, the Eilenberg–Moore category is the category of decomposed graphs. The forgetful functor \(U^\mathcal{C}: EM(\mathcal{C}) \to \text{Graph}\) which sends \((A, \alpha)\) to \(A\) associates a decomposed graph to its underlying graph. Thus, by Theorem C.2, a graph is in the image of \(U^\Psi_{k,d}\) if and only if it admits a \(k\)-pebble forest cover of depth \(\leq d\).

**Fact C.3** (cf. e.g. [38]). Let \(\mathcal{C}\) be a comonad over a category \(\mathcal{A}\). Then \(EM(\mathcal{C})\) has all colimits that \(\mathcal{A}\) has. The forgetful functor \(U^\mathcal{C}: EM(\mathcal{C}) \to \mathcal{A}\) creates them.
From the perspective of homomorphism counting, the characterisation of the adjunction underlying the comonad $\mathcal{C}$ in terms of homomorphism functor is of utmost importance. Let $F^\mathcal{C}: \text{Graph} \to \text{EM}(\mathcal{C})$ denote the free functor mapping $A$ to $(\mathcal{C}A, \delta_A)$, i.e. $F^\mathcal{C} \downarrow U^\mathcal{C}$.

**Fact C.4** ([49, Corollary 5.4.23] or e.g. [15]). Let $(A, a) \in \text{obj} \text{EM}(\mathcal{C})$ and $G \in \text{obj} \text{Graph}$. Then 
\[
\text{hom}_{\text{Graph}}(U^\mathcal{C}(A, a), G) \cong \text{hom}_{\text{EM}(\mathcal{C})}((A, a), F^\mathcal{C}G).
\]
Denote by $\mathcal{F}: (A, a) \to F^\mathcal{C}G$ the morphism corresponding to $\ell: U^\mathcal{C}(A, a) \to G$ under this bijection.

In other words, counting homomorphisms in Graph from $A$ to $G$ where $A$ admits a $\mathcal{C}$-coalgebra amounts to counting homomorphisms in $\text{EM}(\mathcal{C})$ from a $\mathcal{C}$-coalgebra of $A$ to the free $\mathcal{C}$-coalgebra $(\mathcal{C}G, \delta_G)$ of $G$.

### C.2. Bilabelled Objects and their Coalgebraic and Augmented Homomorphism Representation

We develop a categorical language for bilabelled objects. The following definitions resemble those in [43]. Fix a category $\mathcal{C}$, which has all finite pushouts. An example for such a category is Graph but also $\text{EM}(\mathcal{C})$ for a comonad $\mathcal{C}$ on Graph, cf. Fact C.3.

**Definition C.5** (Categories of Bilabelled Objects). For $L \in \text{obj} \mathcal{C}$, define $\text{Labelled}_\mathcal{C}(L, K)$ to be the category with objects being pairs of $\mathcal{C}$-morphisms $L \to A \leftarrow K$ and morphisms being $\mathcal{C}$-morphisms $h$ such that the following diagram commutes:

\[
\begin{array}{ccc}
L & \rightarrow & A \\
\downarrow & & \leftarrow \downarrow \\
B & \leftarrow & K
\end{array}
\]

For a family of objects $\mathcal{L} \subseteq \text{obj} \mathcal{L}$, write $\text{Labelled}_\mathcal{C}(\mathcal{L})$ for the union of all $\text{Labelled}_\mathcal{C}(L, K)$ for $L, K \in \mathcal{L}$. We use boldface letters $A = (L \to A \leftarrow K)$ to indicate bilabelled objects.

An instance of a category of bilabelled objects can be constructed from a comonad $\mathcal{C}$ on Graph and its Eilenberg–Moore category $\text{EM}(\mathcal{C})$ as follows. Fix a graph $L \in \text{obj} \text{Graph}$. Write $\mathcal{L}$ for the set of all $\mathcal{C}$-coalgebras $L \to \mathcal{C}L$ of $L$. Let $\Lambda(\mathcal{C}, L) := \text{obj Labelled}_{\text{EM}(\mathcal{C})}(\mathcal{L}) \sqcup \{\bot\}$ where $\bot$ is a fresh symbol. In other words, $\Lambda(\mathcal{C}, L)$ comprises all bilabelled objects of the form $(L, \lambda) \to (A, a) \leftarrow (L, \lambda')$ and $\bot$. The set $\Lambda(\mathcal{C}, L)$ is the family of bilabelled graphs of our interest.

**Example C.6.** With $L$ the edge-less graph with $d$ vertices, $\Lambda(\mathcal{F}_{k+1,d}L)$ resembles $\mathcal{W}L^d_d$ as introduced in Definition 4.1. Differences arise since Definition 4.1 includes only certain pebble forest covers arising in Theorem 2.2.

We proceed to define a suitable homomorphism representation. First, we generalise the homomorphism representation of [44, 33] which does not encode any information about the labels. To avoid confusion with homomorphism counts, write $\text{mor}(L, G)$ for the set of morphisms $L \to G$ in Graph. Note that since we consider finite graphs only, this set is finite. Recall the notation $\hat{\ell}, \hat{k},$ etc. from Fact C.4.

**Definition C.7.** Let $G$ be a graph. The comonadic homomorphism representation is the map $\Lambda(\mathcal{C}, L) \to \mathcal{C}^{\text{mor}(L, G) \times \text{mor}(K, G)}$ mapping $A = ((L, \lambda) \to (A, a) \leftarrow (K, \kappa))$ to the matrix $A_G \in \mathcal{C}^{\text{mor}(L, G) \times \text{mor}(K, G)}$ with entry $\ell, k$ being the number of homomorphisms $A \to G$ such that the diagram

\[
\begin{array}{ccc}
(L, \lambda) & \rightarrow & (A, a) \\
\downarrow & & \leftarrow \downarrow \\
F^\mathcal{C}G & \leftarrow & (K, \kappa)
\end{array}
\]
commutes. Furthermore, \( \perp \) is mapped to the zero matrix.

It remains to define a representation which also incorporates information about the structure of the labels, i.e. their coalgebras.

**Definition C.8.** Let \( G \) be a graph. The *augmented homomorphism representation* associates with every element of \( \Lambda(C, L) \) an endomorphism of the \( C \)-vector space

\[
\mathcal{C}_{\text{mor}(L,G)} \otimes \bigoplus_{\lambda : L \rightarrow \mathcal{L} \mathcal{C}} C.
\]

It maps \( A = ((L, \lambda) \rightarrow (A, \alpha) \leftarrow (L, \kappa)) \) to \( \hat{A}_G := A_G \otimes e_\lambda e_\kappa^T \) where \( A_G \) is defined in Definition C.7 and \( e_\lambda, e_\kappa \in \bigoplus_{\lambda : L \rightarrow \mathcal{L} \mathcal{C}} C \) are the \( \lambda \)-th and \( \kappa \)-th standard basis vectors respectively. Furthermore, \( \perp \) is mapped to the zero matrix.

Note that we do not succeed to parallel the notation of Section 4 entirely. In Section 4, \( A \) and \( \hat{A} \) indicated different objects with different representations \( A_G \) and \( \hat{A}_G \). Here, the underlying objects are the same, only the representations are different. We write \( A = ((L, \lambda) \rightarrow (A, \alpha) \leftarrow (K, \kappa)) \) to indicate bilabelled coalgebras, \( A_G \) to indicate the comonadic homomorphism representation, and \( \hat{A}_G \) to indicate the augmented homomorphism representation.

**C.3. Operations**

The familiar operations on bilabelled objects can also be defined in categorical terms.

**Definition C.9 (Operations on Bilabelled Objects).** 1. Define the *series composition* of \( L \rightarrow A \leftarrow K \) and \( K \rightarrow B \leftarrow M \), in symbols \( (L \rightarrow A \leftarrow K) \cdot (K \rightarrow B \leftarrow M) \), as the unique morphisms \( L \rightarrow C \leftarrow M \) induced by the pushout diagram in Equation (3) where \( C \) is the pushout.

\[
\begin{array}{ccc}
L & \rightarrow & K \\
\downarrow & & \downarrow \\
A & \leftarrow & B \\
\downarrow & & \downarrow \\
C & \leftarrow & M
\end{array}
\]

(3)

2. Define the *reverse* of \( L \rightarrow A \leftarrow K \), in symbols \( (L \rightarrow A \leftarrow K)^* \), as \( K \rightarrow A \leftarrow L \).

The operations in Definition C.9 are compatible with the comonadic homomorphism representation.

**Lemma C.10.** Let \( A = ((L, \lambda) \rightarrow (A, \alpha) \leftarrow (K, \kappa)) \) and \( B = ((K, \kappa) \rightarrow (B, \beta) \leftarrow (M, \mu)) \). Let \( G \) be a graph. Then \( (A \cdot B)_G = A_G \cdot B_G \).

*Proof.* Write \( (C, \gamma) \) for the pushout of \( a_2 : (K, \kappa) \rightarrow (A, \alpha) \) and \( b_1 : (K, \kappa) \rightarrow (B, \beta) \). Let \( \ell \in \text{mor}(L,G) \)
and \( m \in \text{mor}(M, G) \). Consider the following diagram.

![Diagram](image)

By the definition of the pushout and Fact C.4, the set of morphisms \((C, \gamma) \to F^\varepsilon G\) making the above diagram commute is in bijection with the set of triples \((k, a, b)\) where \( k \in \text{mor}(K, G)\), \( a: (A, \alpha) \to F^\varepsilon G\), \( b: (B, \beta) \to F^\varepsilon G\), such that \( aa_2 = \hat{k} = bb_1\), \( \hat{\ell} = aa_1\), and \( \hat{m} = bb_2\). This implies the claim. □

**Lemma C.10** has immediate consequences for the augmented homomorphism representation.

**Corollary C.11.** Let \( A = ((L, \lambda) \to (A, \alpha) \leftarrow (K, \kappa)) \) and \( B = ((K, \kappa) \to (B, \beta) \leftarrow (M, \mu)) \). Let \( G \) be a graph. Then \((A \cdot B)_G = \widehat{A}_G \cdot \widehat{B}_G\).

With series composition and reversal, \( \Lambda(\mathcal{C}, L) \) has the structure of an *involution semigroup*, i.e. series composition is an associative binary operation and reversal induces an involution map \( ^* : \Lambda(\mathcal{C}, L) \to \Lambda(\mathcal{C}, L) \) such that \((g \cdot h)^* = h^* \cdot g^*\) and \((g^*)^* = g\) for all \( g, h \in \Lambda(\mathcal{C}, L)\). The series composition of \((L, \lambda_1) \to (A, \alpha) \leftarrow (L, \lambda_2)\) and \((L, \lambda_3) \to (A, \alpha) \leftarrow (L, \lambda_4)\) is defined via Definition C.9 if \( \lambda_2 = \lambda_3\). Otherwise, the result is defined to be \( \perp\). Also the series composition of any element with \( \perp \) on either side is \( \perp\). The involution operation is defined as the reversal of Definition C.9. Again, \((\perp)^* := \perp\).

As before, the unlabelling operation permits us to pass from a bilabelled coalgebra to the underlying graph.

**Definition C.12.** The *unlabelling* of \( A = ((L, \lambda) \to (A, \alpha) \leftarrow (K, \kappa))\), in symbols \( \text{soe} A \), is \( A \).

Unlabelling corresponds to sum-of-entries under the comonadic and the augmented homomorphism representation.

**Lemma C.13.** For every graph \( G \) and every \( A = ((L, \lambda) \to (A, \alpha) \leftarrow (K, \kappa))\),

\[
\text{hom}_{\text{Graph}}(\text{soe} A, G) = \text{soe} A_G = \text{soe} \widehat{A}_G.
\]

**Proof.** By Fact C.4, \( \text{hom}_{\text{Graph}}(A, G) = \text{hom}_{\text{EM}(\mathcal{C})}((A, \alpha), F^\varepsilon G)\). By Definition C.7, this is the sum-of-entries of \( A_G \). Recall from Definition C.8, that only one entry in the second factor of the Kronecker product \( \widehat{A}_G \) is non-zero. This entry equals one and hence \( \text{soe} A_G = \text{soe} \widehat{A}_G\). □

### C.4. Finite Generation

For the case of the pebbling comonad, finite generation was proven in Proposition 4.7 after devising a suitable set of generators. Proving finite generation for the involution semigroup of bilabelled objects over arbitrary comonads on Graph, remains a problem for further investigations.

**Definition C.14.** A subset \( \Gamma \subseteq \Lambda(\mathcal{C}, L) \) is a *set of generators* for \( \Lambda(\mathcal{C}, L) \) if for every \( \widehat{A} \in \Lambda(\mathcal{C}, L) \) there exist finitely many \( \widehat{B}^1, \ldots, \widehat{B}^r \in \Gamma \) such that \( \widehat{A} = \widehat{B}^1 \cdots \widehat{B}^r\).
C.5. Matrix Equations

It remains to deduce matrix equations characterising homomorphism indistinguishability over the set of graphs underlying $\Lambda(\mathcal{C}, L)$. Note that finite generation is not among the assumptions of the following theorem. It is only needed to obtain a finite system of matrix equations.

**Theorem C.15.** Let $\mathcal{C}$ be a comonad on $\text{Graph}$. Let $L \in \text{im } U^\mathcal{C}$ be a graph such that $\Lambda(\mathcal{C}, L)$ admits a set of generators $\Gamma$, which is closed under reversal. Let $G$ and $H$ be graphs. Then the following are equivalent:

1. $G$ and $H$ are homomorphism indistinguishable over the graphs soe $A$ for $A \in \Lambda(\mathcal{C}, L)$.

2. There exists a pseudo-stochastic matrix $X$ such that $X A_G = A_H X$ for all $A \in \Gamma$.

**Proof.** The backward direction is easy to see, cf. proof of Theorem 1.5. The forward direction follows from Theorem 2.4 observing that soe $A_G = \text{soe } A_G$ for all $A$ and $G$. \qed

C.6. The Strategy

We conclude by summarising the comonadic strategy to derive homomorphism indistinguishability characterisations in terms of matrix equations. This approach is exemplified with less notational overhead in Section 4 for the case of the pebbling comonad $\mathcal{P}_{k,d}$.

1. Define a family of labelled graphs and their homomorphism matrices

   Fix a graph $L$ and define $\Lambda(\mathcal{C}, L)$ as in Appendix C.2 as the family of bilabelled graphs of interest. They are of the form $(L, \lambda) \rightarrow (A, \alpha) \leftarrow (L, \lambda')$ where $\lambda$ and $\lambda'$ are coalgebras of $L$ and $A$ is a graph of interest. The representation in terms of matrices is defined in Definition C.8. It encodes the homomorphism counts and information about the labelling, i.e. the coalgebras $\lambda$ and $\lambda'$.

   For the pebbling comonad, Section 4.1 features the set $\mathcal{W}_{k,d}^L$. It comprises tuples $(F, p_{\text{in}}, p_{\text{out}})$ where $F$ is a bilabelled graph possessing a certain pebble forest cover. This resembles the above definition. The functions $p_{\text{in}}$ and $p_{\text{out}}$ play the role of $\lambda$ and $\lambda'$. The object $L$ is the graph with $d$ isolated vertices placed on a path in its forest cover.

2. Define suitable combinatorial and algebraic operations

   Series composition and reversal are the relevant combinatorial operations, cf. Appendix C.3. They correspond under the augmented homomorphism representation to matrix product and transposition. In the coalgebraic case, closure under these operations follows essentially from basic properties of the Eilenberg–Moore category $\text{EM}(\mathcal{C})$. Remembering the coalgebras $\lambda$ and $\lambda'$ also on the algebraic side ensures that no homomorphism matrices of graphs outside the class are produced.

   For the pebbling comonad, the relevant lemmata were established in Section 4.2.

3. Prove finite generation

   Finite generation as defined in Appendix C.4 is necessary to obtain a finite system of matrix equations in the subsequent step. This has been proven in Section 4.3 for the pebbling comonad. Proving finite generation for arbitrary comonads on $\text{Graph}$ remains an open problem.

4. Recover a matrix equation using algebraic and representation-theoretic techniques

   The desired matrix equations can be obtained using the representation-theoretic framework of [33], cf. Theorem 2.4. This resulted in Theorem C.15 in the general case and Theorem 1.5 in the case of the pebbling comonad.
C.7. Outlook

We propose to apply this strategy to other comonads and hence to other graph classes in the future. In [3], it was recently shown that for every graph class $\mathcal{F}$ which is closed under isomorphism, finite coproducts, and summands, cf. ibidem, there exists a comonad $\mathcal{C}$ such that $F \in \mathcal{F}$ if and only if $F$ admits a $\mathcal{C}$-coalgebra. Thus, it may be argued that all graph classes of interest can be characterised using a comonad. However, the comonads constructed in [3] are only suitable for counting homomorphisms and fail to represent the graph decompositions, which were a conceptual ingredient for proving finite generation for Theorem 1.5.

For the future, we propose to eradicate issues with finiteness in Theorem C.15 to derive a general theorem characterising homomorphism indistinguishability over graph classes characterised by a comonad in terms of matrix equations.