A deep learning model to detect novel pore-forming proteins

Theju Jacob* & Theodore W. Kahn

Many pore-forming proteins originating from pathogenic bacteria are toxic against agricultural pests. They are the key ingredients in several pesticidal products for agricultural use, including transgenic crops. There is an urgent need to identify novel pore-forming proteins to combat development of resistance in pests to existing products, and to develop products that are effective against a broader range of pests. Existing computational methodologies to search for these proteins rely on sequence homology-based approaches. These approaches are based on similarities between protein sequences, and thus are limited in their usefulness for discovering novel proteins. In this paper, we outline a novel deep learning model trained on pore-forming proteins from the public domain. We compare different ways of encoding protein information during training, and contrast it with traditional approaches. We show that our model is capable of identifying known pore formers with no sequence similarity to the proteins used to train the model, and therefore holds promise for identifying novel pore formers.

Pore-forming proteins form conduits in cell plasma membranes, allowing intracellular and extracellular solutes to leak across cell boundaries. Although the amino acid sequences and three-dimensional structures of pore-forming proteins are extremely diverse, they share a common mode of action in which water-soluble monomers come together to form oligomeric pre-pore structures that insert into membranes to form pores. Many pore formers originating from pathogenic bacteria are well documented to be toxic against agricultural pests. They operate by forming pores in the gut cell membranes of the pests once ingested, causing the death of the pests.

Orally active pore formers are the key ingredients in several pesticidal products for agricultural use, including transgenic crops. A wide variety of pore-forming protein families are needed for this application, for two reasons. First, any given pore former is typically only active against a small number of pest species. As a result, proteins from more than one family may be needed to protect a crop from its common pests. Second, the widespread use of a particular protein can lead to the development of pests that are resistant to that protein. For instance, because of a modification to the insect receptor to which the toxic protein binds, there is hence an urgent need to identify novel pore formers that can then be developed into new products that will control a broader range of pests, and will delay the development of resistance in pests. A pore former with a new site of action/receptor would overcome resistance, and combining multiple sites or modes of action in one product can delay the development of resistance.

Novel pore formers are difficult to find by traditional methods, which involve feeding bacterial cultures to pests, or searching for homologs of known pore formers. Modern genome sequencing methods have generated a vast untapped resource of genes whose function is unknown. Since testing more than a tiny fraction of these proteins for pore-forming activity experimentally is not feasible, computational methods are needed to prioritize which of these proteins should be tested.

We seek to build a model that will enable us to move beyond sequence homology in detecting potential new pore-forming toxins, in the absence of 3-dimensional structural data for either the known or the potentially novel toxins. Deep learning models are increasingly used for a variety of tasks related to proteins. By building a deep learning model, we seek to capture not just dependencies between neighboring amino acids as is done in traditional sequence matching methods like HMMs, but also dependencies between amino acids that are farther apart along the protein sequence. By encoding amino acids in terms of their physical and chemical properties, we also hope to capture the basic characteristics of a protein that form pores, allowing us to identify novel pore formers that these methods would not identify.

We anticipate that the development of this model will enable us to detect potential novel pore-forming proteins in the absence of 3-dimensional structural data. This model will also be useful for other applications, such as predicting the toxicity of novel pore formers or identifying new families of pore formers.
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formers based on similarities that currently are not recognized. The expectation is that our model will serve as a tool to prioritize proteins of previously unknown function for further testing in lab experiments for their pore forming and insecticidal activity. The throughput limitations of lab experiments make it impractical to test all proteins of unknown function unless there is a way to prioritize those most likely to have the desired activity. Any of the proteins prioritized by our model that were confirmed to have activity in biological experiments could then be developed into potential agricultural products. This process is outlined in Fig. 1.

Pore forming proteins can be broadly classified into alpha and beta categories based on the secondary structures of their membrane spanning elements (α, β). Examples of pesticidal alpha pore formers include multiple Cry protein family members and Vip3 protein family members, while examples of pesticidal beta pore formers include Mtx and Toxin 10 protein family members. In this paper, we ask the question: in the absence of widely available structure data, what can we learn from comparing the sequences of pore-forming proteins across the board, from both categories combined? Can we build a machine learning model that can learn to distinguish pore-forming proteins from non-pore formers, regardless of what category they may belong to? Towards this end, we downloaded sequences of alpha and beta pore-forming proteins from Uniprot and used them as our training set for a deep learning model. We used a series of encoding methods for the proteins in our training set, and evaluated their accuracy in distinguishing pore forming from non-pore forming proteins. We also evaluated the precision and recall characteristics of these encoding methods. In addition, we compared our methods to BLAST and HMM models when attempting to detect pore formers that were not part of the training set.

In the subsequent sections, we discuss the details of our model, and list the data sources that we used to train our model. This is followed by a discussion on the various encoding schemes we evaluated. The results section outlines the accuracy and loss curves obtained during model training, and also the receiver operating characteristic curve of the best variation of our model. We then compare our model with BLAST and HMM, in terms of the number of novel pore formers it is able to pick up from a set of proteins not seen during training. We also show that our model correctly classifies as negative proteins those that have been annotated as non-pore forming. We conclude by stating why our approach can be a valuable aid in the development of a new generation of agricultural products.

### Methods

#### Model

The outline of the deep learning model is as shown in Fig. 2. The encoded protein sequence passes through multiple convolutional and pooling layers. It is then followed by a dropout layer, after which it is passed through a fully connected layer to the output. The output indicates the probability that a given protein is a pore former, with a range from 0 to 1. The hyperparameters of the network were selected by Bayesian optimization on the training data set.

The model was developed in Python 3.7, using Keras and Scikit package. They were run on a Linux computational cluster. The training and evaluation of the model could be completed in less than 24 h.

#### Data

We used Uniprot as our source for alpha and beta pore-forming proteins. Proteins that are currently used for insect pest control in transgenic plants commercially are pore formers, and they are relatively large proteins that can be expressed in plants and broken down in vertebrate digestive systems. They interact with receptors in the target pests before forming pores, giving them relatively narrow specificity. Because of these many requirements, not very many of them are available for us to train a computational model that can shortlist proteins that are potentially pore formers and insecticidal. To increase the size of the training set we therefore included pore formers that are not necessarily insecticidal in our data set. Our workflow seeks to use the computational model we build to search for truly novel proteins whose functions are currently unknown, that are predicted to likely be pore formers. Then we will experimentally test them for pore forming activity, followed by testing for insecticidal properties. Such a workflow will increase the chances of finding truly novel insecticidal proteins, but we expect only a small subset of the predicted pore-forming proteins selected by the model to be insecticidal. Starting with the search for pore-forming activity would ensure that we are considering a broad enough range of potential candidate proteins, while giving us a decent sized data set to train our model.
Under alpha pore formers, we included pesticidal crystal proteins, actinoporins, hemolysins, and colicins. Under beta pore formers, we included leucocidins, alpha-hemolysins, perfringolysins, aerolysins, haemolysins, and cytolysins. We eliminated all sequences that were shorter than 50 or longer than 2000 amino acids. These restrictions were put in place as the proteins that are typically used in transgenic plants fall within that size range. Antibiotic peptides and other pore-forming peptides were excluded by setting a lower limit on the size of the proteins that we considered.

We included both fragments and full proteins in our data set. Fragments that were included contained protein domains that were known to be found in insecticidal proteins, hence were deemed significant. We obtained approximately 3000 proteins belonging to both alpha and beta pore-forming families. We clustered the sequences at 70% identity before training, to avoid overfitting of our model. Post-clustering, we were left with approximately 2000 proteins in the data set. We used zero padding to ensure all sequences were of the same length before training. This step also enabled us to avoid multiple sequence alignments that would have rendered our model impractical when eventually testing with millions of proteins.

For our negative training set, we wanted to cover as much diversity as possible in terms of possible protein structures the model might encounter. We used a culled PDB dataset from the PISCES server. The dataset sequences had less than 20 percent sequence identity, with better than 1.8 Å resolution. The lengths were once again restricted to fall within the 50–2000 amino acid range. We eliminated sequences that were similar to the ones in our positive training set, based on BLASTP results with an E-value of 0.01. The final list had approximately 5000 sequences. Elimination by sequence-based approaches does not guarantee that there are no pore formers in the negative set, but all of the retained proteins have been annotated as having functionality other than pore formation. We expect that novel pore formers predicted by the model will be proteins that have no existing annotations, like hypothetical proteins.

Comparison of various encoding schemes. Protein sequences consist of amino acids, typically denoted by letters. For a computational algorithm to make sense of them, they need to be represented as numbers. A representation of letters along the protein sequence by predetermined numbers will work—for example, every amino acid can be represented by a unique number. Or they can be one-hot encoded, where every position along a protein sequence is represented by an indicator array, with a one denoting the amino acid in that position, and the rest all zeros. In the literature, a method commonly used is the representation of a combination of, say, amino acids in sets of three (trigrams), by a unique number. Position specific scoring matrices (PSSM) is another widely used method to obtain numerical representations for protein sequences.

In this work, we sought to represent protein sequences by an encoding method that would enable us to eventually test our model with millions of test proteins. This ruled out methods that required comparisons with existing protein databases, like PSSMs. We also ruled out utilizing domain information from known pore formers, to avoid biasing our model towards already known proteins. One-hot encoding would enable us to rapidly convert the amino acid sequences to numbers, but it treats all amino acids the same. We therefore sought a method of representing amino acids that captures their properties in as low dimensional a space as possible. After evaluating multiple methods outlined in the literature, we eventually chose the representation outlined in. In the work by Atchley et al., 54 selected amino acid attributes were analyzed and reduced to 5 factors. The 5 numbers that corresponded to each amino acid captured:

---

**Figure 2.** Outline of the model: the encoded protein sequence is fed to convolutional layers with 25 filters of dimensions $1 \times 100$. The second set of convolutional layer filters have dimensions $1 \times 50$. ReLU was used as the activation function. Mean squared error was the metric used as the loss function. The pooling layers had a pool size of 5, and the dropout layer had a factor of 0.25.
Similar numbers along any of these 5 factors indicated similarity in the corresponding property space. In addition to capturing amino acid properties, the Atchley et al. representation is attractive for our purposes as the feature space is comparatively low dimensional. For example, one-hot encoding represents an amino acid using a 28-dimensional array (all of the amino acids plus characters used for zero padding), while the Atchley method encodes the same amino acid using only a 5-dimensional array. A smaller feature space makes the training times and memory requirements of the model much more manageable, but we attempted to strike a balance with accuracy and loss metrics as well. In this paper, we evaluated one-hot encoding (28 dimensional feature space), Atchley encoding (5-dimensional feature space), as well as combined one-hot encoding and Atchley encoding (33 dimensional feature space) methods. For Atchley encoding, we represented every amino acid by the 5 numbers that were found in the previous publication by Atchley et al. We did not do the reduction of the amino acid attributes to 5 numbers ourselves.

Results
We evaluated three different encoding schemes—Atchley, one hot, and their combination. For definition of these encoding schemes, see the methods section. Accuracy and loss curves for the different encoding methods are shown in Fig. 3. As can be observed, the accuracy and loss curves converged during training of the model. Accuracy values reaching approximately 90% and loss values reaching approximately 5% were observed by end of training. One-hot and the combined encoding methods did better than Atchley encoding in terms of both accuracy as well as loss curves. The combined encoding method was comparable to one-hot encoding initially, but towards the end of the training, started to give better performance than one-hot encoding. We split our data set into 80:20 for training and testing purposes respectively. The split was randomized, and multiple trials were conducted to ensure that the accuracy and loss values were consistent.

The ROC curves for combined one-hot-Atchley encoding method are shown in Fig. 4. As can be seen from the curves and the area under the curve (auc) values, the model gives near ideal performance on the dataset it was trained with.

Our model is proposed as a first step for short listing proteins that are potentially pore forming. Their pore forming and insecticidal abilities would need to be ascertained further in lab settings. Since lab experiments tend to be time and resource consuming, it is not feasible to screen every hypothetical protein from protein databases—a problem our model is intended to ease. As a test of whether our model will be useful for finding proteins that have not previously been recognized to be pore formers, we evaluated whether it is better at that task than standard methods like BLAST and HMM. To that end, we considered 3 known pore former families that we had not considered during training of the model—Vip3, MACPF, and Toxin 10. A comparison of the performance of the model against BLAST and HMM is summarized in Table 1.

We downloaded the sequences of the Vip3, MACPF, and Toxin 10 proteins from the Bacterial Pesticidal Protein Resource Center. Our list of test proteins had 108 Vip3s, 5 MACPFs, and 30 Toxin 10 family proteins. For the tests we ran with the three protein families, we ensured that no homologs of the three families were present in our training set—that is, no Vip3s or Perforins or Toxin 10 s. To evaluate BLAST, we made a BLAST database out of our training set, and compared it with the test proteins. The E-value used was 0.01. The single hit for MACPF was due to the presence of thiol-activated cytolysins in the training set. To evaluate HMMs, we downloaded HMMs for each protein category in our training set from the PFAM database, and evaluated if any of them could pick up proteins from our test list. The HMMs we downloaded included aerolysins, leukocidins,
anemone_cytotox, colicin, endotoxin_c, endotoxin_h, hemolysin_n, and hlye (Hemolysin E). None of the HMMs we considered were able to pick up any of the proteins from the test categories—that is, HMMs are not geared towards picking up novel proteins. For our deep learning model, after training, the model was tested with the list of these proteins, and checked to see how many of these were picked up by the model as pore formers. As the table summarizes, our model managed to detect pore formers it was not trained on, even when traditional sequence homology-based approaches failed. Once again, the combined encoding method outperformed one-hot encoding and Atchley 5-factor encoding methods.

These results established that the model can short list pore formers it had not seen previously. We further tested the model with proteins of known function other than pore formation. We downloaded multiple enzyme classes from Brenda\textsuperscript{33} and ran it through our model. When we tested a list of approximately 1000 enzymes with Enzyme Commission (EC) numbers 1.9.1, 2.1.4, 3.8.1, 4.1.1, 5.1.1, 81% of them were classified as not being pore formers. For amidinotransferases with EC number 2.1.4.2, none of the 132 sequences were classified as a pore former. Table 2 lists samples of those proteins and their source and known annotation. None of these proteins was identified by the model as a pore former.

**Conclusion**

In this paper, we have outlined a computational approach for prioritizing novel pore forming proteins for further evaluation. The encoding method of choice, a combination of one-hot encoding and Atchley factors, gave us good accuracy ranges and receiver operating characteristic curves. It also allowed us to detect pore formers that were not part of the training set, unlike traditional sequence-homology approaches. Further improvements of the model will likely involve including additional protein features. However, keeping in mind the fact that the purpose of this model is to eventually evaluate hundreds of millions of proteins, a balance needs to be reached between the performance of the model and the feasibility of its implementation.
Table 2. Proteins with known functions other than pore formation that were correctly categorized by the model as not being pore formers.

| Protein + annotation | Source |
|----------------------|--------|
| A0A518H75| [alcohol dehydrogenase (azurin)] [EC 1.1.9.1] [Planctomycetes bacterium Enr17] [TrEMBL] | Brenda[15] |
| Q4Z5C0| Ornithine racemase [EC 5.5.1.12] [Salmonella typhimurium (strain LT2/SG5C142/ATCC 700720] [TrEMBL] | Brenda[15] |
| sp[DPDTQ2] [DRDK_BACT7] 5-deoxyribose kinase OS = [Bacillus thuringiensis] serovar kurstaki (strain ATCC 35866/NRRL B-4488/HD73) OX = 1279365 GN = drrk PE = 1 SV = 1 | Uniprot[20] |
| sp[Q6HLF4] [ILVC1_BACHK] Ketol-acid reductoisomerase (NADP(+)) 1 OS = [Bacillus thuringiensis] subsp. konukian (strain 97-27) OX = 281309 GN = sbvC1 PE = 3 SV = 1 | Uniprot[20] |

This approach will allow large numbers of protein sequences of unknown function to be evaluated for the possibility that they may have pore-forming properties. Ultimately this may lead to the discovery of entirely new families of pore-forming proteins, some of which may prove useful for controlling agricultural pests.
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