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We report a measurement of cumulants and correlation functions of event-by-event proton multiplicity distributions from fixed-target Au+Au collisions at $\sqrt{s_{NN}} = 3$ GeV measured by the STAR experiment. Protons are identified within the rapidity ($y$) and transverse momentum ($p_T$) region $-0.9 < y < 0$ and $0 < p_T < 2.0$ GeV/c in the center-of-mass frame. A systematic analysis of the...
proton cumulants and correlation functions up to sixth-order as well as the corresponding ratios as a function of the collision centrality, \( p_T \), and \( y \) are presented. The effect of pileup and initial volume fluctuations on these observables and the respective corrections are discussed in detail. The results are compared to calculations from the hadronic transport UrQMD model as well as a hydrodynamic model. In the most central 5% collisions, the value of proton cumulant ratio \( C_4/C_2 \) is negative, drastically different from the values observed in \( Au+Au \) collisions at higher energies. Compared to model calculations including Lattice QCD, a hadronic transport model, and a hydrodynamic model, the strong suppression in the ratio of \( C_4/C_2 \) at 3 GeV \( Au+Au \) collisions indicates an energy regime dominated by hadronic interactions.
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I. INTRODUCTION

One of the main goals of the Beam Energy Scan (BES) program at the BNL Relativistic Heavy Ion Collider (RHIC) is to study the nature of the QCD phase diagram in a two-dimensional phase space spanned by temperature and baryonic chemical potential \( (\mu_B) \). Experimental data from RHIC and the Large Hadron Collider (LHC) in collision energies where \( \mu_B \) approaches zero, have provided evidence of a quark-gluon plasma (QGP) [1–4].

In this region where \( \mu_B \sim 0 \) MeV, lattice QCD (LQCD) predicts a smooth crossover from a QGP phase to a hadronic state [5, 6]. The QGP matter has been found to hadronize at temperatures close to the lattice QCD estimated transition temperature at \( \mu_B = 0 \) MeV [7, 8].

In the region where \( \mu_B \) is finite, the nature of the transition to QGP matter is less understood. Various models favor a first-order phase transition [9], which requires the existence of a critical endpoint. Ideally, near the critical point, the correlation length could grow. Provided that the signal of the critical point develops as fast as the system expands, the critical point could be experimentally measured. The higher-order event-by-event fluctuations of conserved quantities such as net charge, net baryon, and net strangeness are expected to be sensitive to the correlation length \( \xi \), and thus may serve as indicators of critical behavior [10–13].

A general expectation of the critical-point-induced fluctuations is that the net-baryon higher-order cumulant ratios (e.g. \( C_4/C_2 \)) oscillate with collision energy [14–16]. In heavy-ion collisions, however, effects of finite size and limited lifetime of the hot nuclear system may put constraints on the significance of signals [17–19]. Here, cumulants are a set of quantities which provide an alternative to moments of a probability distribution. Their definitions can be found at Sec. II C.

At small \( \mu_B \), LQCD calculations have predicted positive cumulant ratios of \( C_4/C_2 \) and negative ratios of \( C_5/C_1 \) and \( C_6/C_2 \) in the regime where the QGP is expected to exist. The results suggest that a critical point below \( \mu_B < 200 \) MeV is unlikely [20]. The first phase of the RHIC Beam Energy Scan program (BES-I), conducted in 2010–2014, covered energies from \( \sqrt{s_{NN}} = 7.7 \) GeV to \( \sqrt{s_{NN}} = 200 \) GeV and generated several results on directed and elliptic flows which suggest a change in the equation of state of QCD matter [21–23]. Recently, a study from BES-I [24, 25] has shown a non-monotonic behavior of the cumulant ratio \( C_4/C_2 \) of the net-proton multiplicity distributions in central \( Au+Au \) collisions as a function of energy with a significance of 3.1 \( \sigma \). These results from BES-I inspired a BES-II program which focuses on the collision energy region between 3 – 20 GeV \( (750 > \mu_B > 200 \) MeV\). BES-II combines both collider and fixed-target configurations of the STAR experiment to investigate in detail the change of behavior and understand the nature of the phase transition [26].

When studying the higher-order cumulant ratios, it is essential to demonstrate that in the absence of critical behavior, the ratios are consistent with the expectations from the non-critical baseline. The expectation for the \( C_4/C_2 \) ratio under Poisson statistics is unity, though the measured net-proton \( C_4/C_2 \) ratio within the experimental kinematic acceptance is expected to show a reduction due to the baryon number conservation [27, 28]. This reduction is expected to increase with decreasing collision energy for fixed kinematic acceptance [29]. Previously, the HADES Collaboration reported a measurement of the proton \( C_4/C_2 \) ratio in central \( Au+Au \) collisions at \( \sqrt{s_{NN}} = 2.4 \) GeV consistent with unity within large uncertainties [30]. More data at the low collision energy is needed to quantitatively interpret the collision energy dependence of the (net-)proton fluctuation.

It was also pointed out that the experimentally measured multiplicity distributions suffer sizable contributions from fluctuating collision volume. This effect, often called volume fluctuation (VF), is due to a weak correlation between the measured reference multiplicity and the initial number of participants. It is shown in the study [31] using a hadronic transport model in \( \sqrt{s_{NN}} = 3 \) GeV \( Au+Au \) collisions, the centrality resolution for determining the collision centrality using charged particle multiplicities is not sufficient to reduce the initial volume fluctuation effect for higher-order cumulant analysis within current experimental acceptance. Therefore, to better understand the VF effect, it is important to systematically perform measurements within various kinematic windows and different collision centralities.

Regarding the acceptance dependence \( (p_T \) and rapidity) of cumulants and ratios, it was pointed out in Ref. [32] that there may be two qualitatively different regimes: \( \Delta y \gg \Delta y_{corr} \) and \( \Delta y \ll \Delta y_{corr} \), where \( \Delta y \) is...
the width of the kinematic acceptance in rapidity and
Δy_{corr} is the range of the proton correlations in rapidity. When Δy ≪ Δy_{corr}, one expects the cumulant ratios
to approach the Poisson limit at Δy ∼ ⟨N⟩ → 0. Alter-
atively, one expects the correlation functions to be-
come rapidity independent as Δy becomes wider. In the
Δy ≫ Δy_{corr} regime as Δy increases, cumulants are ex-
etected to grow linearly for the uncorrelated contributions
while the cumulant ratios are expected to saturate for any
physical correlations. Therefore, the rapidity and trans-
verse momentum dependence of proton cumulants and
correlation functions are important in the search for sig-
natures of criticality. It should be noted, that the accep-
tance dependence could be sensitive to non-equilibrium
effects [33, 34], smearing due to diffusion and hadronic
rescattering in the expansion of the system [35].

In this paper, we report the cumulants and correlation
functions of proton multiplicity distributions in Au+Au
collisions at √s_{NN} = 3 GeV, the lowest energy of the
STAR fixed-target program. The paper is organized as
follows: Sec. II describes the experimental setup, data
sets, and analysis details including corrections, system-
atic uncertainties, and the effect of volume fluctuation.
Sec. III presents the proton multiplicity cumulants, cor-
relation functions, and their corresponding ratios. This
includes the acceptance and energy dependence of the
cumulant ratios. In addition, the data are compared to
various model calculations. Finally, we summarize our
findings from this analysis in Sec. IV.

II. EXPERIMENT AND DATA ANALYSIS

A. Data set and event selection

The dataset analyzed in this paper was collected in
2018 by the Solenoidal Tracker at RHIC (STAR) using a
fixed-target configuration. The gold target of the thick-
fixed-target configuration. The gold target of the thick-

FIG. 1: Reference multiplicity distributions obtained from
Au+Au collisions at √s_{NN} = 3 GeV data (black markers),
Glauber model (red histogram), and unfolding approach to
separate single and pileup contributions. Vertical lines repre-
ent statistical uncertainties. Single, pileup and single+pileup
collisions are shown in solid blue markers, dashed green, and
dashed pink lines, respectively. The 0-5% central events and
5-60% mid-central to peripheral events are indicated by black
arrows. The ratio of the single + pileup to the measured
multiplicity distribution is shown in the lower panel.
components which are respectively proportional to the number of participants $N_{\text{part}}$ and the number of binary collisions $N_{\text{coll}}$:

$$\frac{dn}{d\eta} = (1 - x)n_{pp}\langle N_{\text{part}} \rangle + x n_{pp}\langle N_{\text{coll}} \rangle,$$  

(1)

where $x$ and $n_{pp}$ denote the fraction of multiplicity from $N_{coll}$ and the mean multiplicity measured in $pp$ collisions per unit of pseudo-rapidity due to $N_{coll}$, respectively. Then the simulated multiplicity per event is obtained to 

$$\nu (\text{shown in Eq. 2, where the pileup fraction are shown in Tab. I.})$$

from the minimum biased collisions is determined to be 

0.46%. Values in the brackets are systematic uncertainty.

The fit is performed by minimizing a $\chi^2$ between the measured multiplicity and the GM from the reference multiplicity from 20 to 80. The parameters for the best fit are: $n_{pp} = 0.62$, $x = 0.06$, and $k = 5.56$. At reference multiplicities below 10, the data and the GM disagree due to peripheral event trigger inefficiency. At multiplicities above 80, double collision (pileup) events dominate the multiplicity distribution. The collision centrality is determined by fitting the Glauber calculation of charged particle multiplicity distribution to that of data. According to the normalized distribution from the Glauber model, one can extract the collision parameters such as $\langle N_{\text{part}} \rangle$ and the fraction of the collision centrality, 0-5%, 5-10%, ..., 50-60%. In addition to a pileup correction discussed in Sec. II F, events above the reference multiplicity of 80 are removed from the 0-5% centrality class. The selection cuts for each centrality class, $\langle N_{\text{part}} \rangle$ as well as the pileup fraction are shown in Tab. I.

| Centrality (%) | $N_{ch}$ | $\langle N_{\text{part}} \rangle$ | pileup (%) |
|---------------|---------|-------------------------------|-----------|
| 0-5           | 48      | 326 (11)                      | 2.10      |
| 5-10          | 38      | 282 (8)                       | 1.47      |
| 10-20         | 26      | 219 (8)                       | 1.28      |
| 20-30         | 16      | 157 (7)                       | 1.07      |
| 30-40         | 10      | 107 (5)                       | 0.90      |
| 40-50         | 6       | 70 (5)                        | 0.75      |
| 50-60         | 4       | 47 (5)                        | 0.64      |

(\textbf{TABLE I: The uncorrected number of charged particles except protons} ($N_{ch}$) within the pseudo-rapidity $-2 < \eta < 0$ used for the centrality selection for Au+Au collisions at $\sqrt{s_{NN}} = 3$ GeV. The centrality classes are expressed in % of the total cross-section. The lower boundary of the particle multiplicity ($N_{ch}$) is included for each centrality class. Values are provided for the average number of participants ($\langle N_{\text{part}} \rangle$) and pileup fraction. The fraction of pileup for each centrality bin is also shown in the last column. The averaged pileup fraction from the minimum biased collisions is determined to be 0.46%. Values in the brackets are systematic uncertainty.

B. Track selection, particle identification and acceptance

The TPC measures both the trajectory and the energy loss (dE/dx) of a particle. TPC spatial hits are fitted with helices to determine the charge and momentum of each charged particle. To ensure track quality, tracks are required to meet selection criteria which are at least 10 hits and more than five dE/dx measurements. Additionally, to prevent double-counting reconstructed tracks from a single particle, a selected track is required to have more than 52% of the maximum-possible fit points, which peaks at 45 possible hits. To suppress the contamination from spallation in the beam pipe and secondary protons from hyperon decays, DCA < 3 cm criterion is placed at the distance of the closest approach (DCA) in 3-dimensions of the reconstructed track’s trajectory to the primary vertex position. The results presented here are within the kinematics $−0.9 < y < 0$ and $0.4 < p_T < 2.0$ GeV/c.

Particle identification (PID) is performed by measuring the dE/dx and the time of flight in the TPC and TOF, respectively. Figure 2 (a) shows the (dE/dx) as a function of rigidity (the ratio of total momentum over electric charge, $|p|/q$ GeV/c) for the positively charged tracks. To select proton candidates, the measured values of dE/dx are compared to a theoretical prediction [44] (red line). The quantity $N_{\sigma,p}$ for charged tracks in the TPC is defined as

$$N_{\sigma,p} = \frac{1}{\sigma_R} \ln \langle dE/dx \rangle / \langle dE/dx \rangle^{th},$$  

(3)

where $\langle dE/dx \rangle$ is the truncated mean value of the track energy loss measured in the TPC, $\langle dE/dx \rangle^{th}$ is corresponding theoretical prediction, and $\sigma_R$ is the track length dependent dE/dx resolution. The $N_{\sigma,p}$ distribution appears as a standard Gaussian distribution with a mean close to zero. The offset from zero is measured as a function of momentum in 0.1 GeV/c bins and the $N_{\sigma,p}$ distribution is re-centered. The proton tracks are selected within three standard deviations of the re-centered $N_{\sigma,p}$ distribution ($|N_{\sigma,p}| < 3.0$).

Figure 2 (b) shows the mass-squared ($m^2$) versus rigidity of charged particles in the TPC and TOF. The $m^2$ is given by

$$m^2 = p^2 \left( \frac{c^2 t^2}{L^2} - 1 \right),$$  

(4)

where $p$, $t$, and $L$ are the momentum, time of flight, and path length of the particle, respectively. The speed of light in vacuum is denoted by $c$. The protons are identified by selecting charged tracks with mass-squared values between 0.6 < $m^2$ < 1.2 GeV/c$^2$. While the mass-squared cut provides high proton purity, it introduces a 60% matching efficiency. The proton purity is required to be higher than 95% at all rapidities and momenta for the subsequent cumulant analysis.
In terms of central moments, the cumulants are defined as

\[ \mu_r = \langle (\delta N)^r \rangle \quad r \geq 2. \]  

In terms of central moments, the cumulants are defined as

\[ C_1 = \langle N \rangle, \]
\[ C_2 = \langle (\delta N)^2 \rangle = \mu_2, \]
\[ C_3 = \langle (\delta N)^3 \rangle = \mu_3, \]
\[ C_4 = \langle (\delta N)^4 \rangle - 3 \langle (\delta N)^2 \rangle^2 = \mu_4 - 3\mu_2^2, \]
\[ C_5 = \langle (\delta N)^5 \rangle - 10 \langle (\delta N)^3 \rangle \langle (\delta N)^2 \rangle \]
\[ = \mu_5 - 10\mu_2\mu_3, \]
\[ C_6 = \langle (\delta N)^6 \rangle + 30 \langle (\delta N)^2 \rangle^3 \]
\[ - 15 \langle (\delta N)^2 \rangle \langle (\delta N)^4 \rangle - 10 \langle (\delta N)^3 \rangle^2 \]
\[ = \mu_6 + 30\mu_2^3 - 15\mu_2\mu_4 - 10\mu_3^2, \]
\[ C_n = \mu_n - \sum_{m=2}^{n-2} \binom{n-1}{m-1} C_m \mu_{n-m}, \quad n > 3. \]  

The cumulants can also be expressed in terms of raw moments (Eq. A8 in Appendix A). Some commonly used moments and ratios are given as

\[ M = C_1, \quad \sigma^2 = C_2, \]
\[ S = \frac{C_3}{(C_2)^{3/2}}, \quad \kappa = \frac{C_4}{C_2^2}, \]  

where \( M, \sigma^2, S, \) and \( \kappa \) are mean, variance, skewness, and kurtosis, respectively. The products \( S\sigma \) and \( \kappa\sigma^2 \) can be expressed in terms of the cumulant ratios as

\[ \frac{S\sigma}{M} = \frac{C_2}{C_1}, \quad \frac{\kappa\sigma^2}{M} = \frac{C_4}{C_2}. \]  

In case there are no intrinsic correlations among the measured particles, all ratios of the cumulants are unity, thus Poisson statistics is a non-trivial baseline for experimentally measured cumulant ratios.

The probability distribution of Poisson statistics is

\[ P(N) = \frac{\lambda^N e^{-\lambda}}{N!}, \]

where \( \lambda \) is the average number of measured particles per event. The cumulants are equal to the mean value: \( C_1 = C_2 = \ldots = C_n = \lambda \), where \( C_n \) is the \( n \)-th-order cumulant. Furthermore, all cumulant ratios equal one. More discussion can be found in Ref. [13] and Appendix B.

As discussed in Refs. [25, 45], the cumulants \( C_r \) can be algebraically converted to the integrals of the corresponding multi-particle correlation functions. These integrated correlation functions also known as factorial cumulants will be simply called correlation functions (denoted by \( \kappa_i \) henceforth. In terms of cumulants, the correlation...
functions up to 6th-order are

\[
\begin{align*}
\kappa_1 &= C_1, \\
\kappa_2 &= -C_1 + C_2, \\
\kappa_3 &= 2C_1 - 3C_2 + C_3, \\
\kappa_4 &= -6C_1 + 11C_2 - 6C_3 + C_4, \\
\kappa_5 &= 24C_1 - 50C_2 + 35C_3 - 10C_4 + C_5, \\
\kappa_6 &= -120C_1 + 274C_2 - 225C_3 + 85C_4 \\
&\quad - 15C_5 + C_6.
\end{align*}
\]

A compact form of the above equations can be seen in Eq. A11 of Appendix A.

We define \( C_i / C_1 - 1 \), \( i = 1, 2, \cdots \) as reduced cumulant ratio. The reduced cumulant ratio of different orders can be displayed in terms of correlation function ratios as

\[
\begin{align*}
\frac{C_2}{C_1} - 1 &= \frac{\kappa_2}{\kappa_1}, \\
\frac{C_3}{C_1} - 1 &= 3\frac{\kappa_2}{\kappa_1} + \frac{\kappa_3}{\kappa_1}, \\
\frac{C_4}{C_1} - 1 &= 7\frac{\kappa_2}{\kappa_1} + 6\frac{\kappa_3}{\kappa_1} + \frac{\kappa_4}{\kappa_1}, \\
\frac{C_5}{C_1} - 1 &= 15\frac{\kappa_2}{\kappa_1} + 25\frac{\kappa_3}{\kappa_1} + 10\frac{\kappa_4}{\kappa_1} + \frac{\kappa_5}{\kappa_1}, \\
\frac{C_6}{C_1} - 1 &= 31\frac{\kappa_2}{\kappa_1} + 90\frac{\kappa_3}{\kappa_1} + 65\frac{\kappa_4}{\kappa_1} + 15\frac{\kappa_5}{\kappa_1} + \frac{\kappa_6}{\kappa_1}.
\end{align*}
\]

It is clear that the \( n \)th-order reduced cumulant ratio is a combination of all multi-particle correlation functions up to the \( n \)th-order.

---

**D. Detector efficiency correction**

In this analysis, the proton tracks are corrected for detector inefficiency in the TPC and TOF. The TPC efficiency is calculated by placing Monte Carlo tracks into a GEANT [46] detector simulation. The GEANT detector response is mixed with the detector response from real data and a track reconstruction process is performed. The TPC efficiency is calculated by counting the fraction of successfully reconstructed Monte Carlo tracks. Figure 3 (a) shows the TPC detector efficiency for proton tracks with respect to kinematic acceptance (\( p_T \) vs. \( \eta \)). The TOF matching efficiency is estimated directly from data by measuring the fraction of TPC tracks that satisfy the TOF-matching criteria. Recall, a TOF-matched proton candidate requires \( p > 2 \text{ GeV/c} \), \(|N_{\sigma,p}| < 3.0\), and \( 0.6 < m^2 < 1.2 \text{ GeV}^2/c^4\). Figure 3 (b) shows TOF matching efficiency for proton tracks in a window of \( p_T \) versus \( \eta \). The detector efficiency corrections are performed on a “track-by-track” basis [47, 48], where the proton reconstruction efficiency as a function of \( p_T \) and rapidity is applied as a weight to each track.

**E. Centrality bin width correction**

The proton cumulants are evaluated in an event-by-event manner. To extract an averaged value of the cumulants from a range of the measured reference multiplicities, or in other words, from a centrality bin, a proper procedure called centrality bin width correction (CBWC) [49] method is applied. The number of events from each multiplicity bin is used as a weight in the averaging procedure. Figure 4 shows centrality dependence of proton cumulants up to 6th-order in Au+Au collisions at \( \sqrt{s_{NN}} = 3 \text{ GeV} \). The black circles show the multiplicity dependence of the cumulants, while red circles and
FIG. 4: Proton cumulants as a function of reference multiplicity (black circles) from $\sqrt{s_{NN}} = 3$ GeV Au+Au collisions. Centrality-binned results with and without centrality bin width corrections are represented by red circles and blue squares, respectively. Vertical dashed lines indicate the centrality classes, from right to left: 0 – 5%, 5 – 10%, 10 – 20%. Data points in this figure are only corrected for detector efficiency but not for the pileup effect which will be discussed in the later section.

blue squares are centrality binned cumulants with and without CBWC, respectively. The CBWC is necessary to extract properly averaged cumulants in a given centrality bin.

F. Pileup correction

Double collisions (“pileup”), seen in Fig. 1, are the largest source of background in the STAR fixed-target experiment. Here, we discuss the correction technique [50] used to remove the pileup statistically. The correction technique requires an estimate of the pileup contribution as a function of reference multiplicity. Thus, an unfolding method [51] used to estimate the event-averaged pileup fraction is discussed.

The correction method assumes a pileup event is the superposition of two independent single-collision events. Let $P_m(N)$ be the probability distribution function to find an event with $N$ particles at multiplicity $m$. If the probability of a pileup event at the $m^{th}$ multiplicity bin is $\alpha_m$, then $P_m(N)$ is

$$ P_m(N) = (1 - \alpha_m)P^t_m(N) + \alpha_m P^u_m(N), \quad (11) $$

where $P^t_m(N)$ and $P^u_m(N)$ are the single-collision and pileup probability distribution functions, respectively.

The pileup events can be decomposed into the sub-
pileup event probability distribution function $P_{i,j}^{\text{sub}}(N)$ as

$$P_{i,j}^{\text{pu}}(N) = \sum_{i,j} \delta_{m,i+j} w_{i,j} P_{i,j}^{\text{sub}}(N), \quad (12)$$

where $w_{i,j}$ is the probability to observe the sub-events among all pileup events at multiplicity $m$, where $m = i + j$. Additionally, the sum over $i$ and $j$ runs over non-negative integers and $\sum_{i,j} \delta_{m,i+j} w_{i,j} = 1$, where $w_{i,j} = w_{j,i}$.

Following the procedure outlined in Ref. [50], the single collision moments can be recursively expressed in terms of the measured moments of lower multiplicity bins as

$$\langle N^r \rangle_m = \frac{\langle N^r \rangle_{m'} - \alpha_m \beta_m^{(r)}}{1 - \alpha_m + 2\alpha_m w_{m,0}}, \quad (13)$$

where $\beta_m^{(r)}$ is defined as

$$\beta_m^{(r)} = \mu_m^{(r)} + \sum_{i,j>0} \delta_{m,i+j} w_{i,j} \langle N^r \rangle_{i,j}^{\text{sub}}, \quad (14)$$

and

$$\mu_m^{(r)} = \begin{cases} 
2 w_{m,0} \sum_{k=0}^{r-1} \binom{r}{k} \langle N^{r-k} \rangle_0^t \langle N^k \rangle_{t=m}^t & (m > 0) \\
\sum_{k=1}^{r-1} \binom{r}{k} \langle N^{r-k} \rangle_0^t \langle N^k \rangle_0^t & (m = 0).
\end{cases} \quad (15)$$

The correction requires both $\alpha_m$ and $w_{i,j}$ to be determined with a high level of precision. Both parameters can be expressed in terms of the multiplicity of the single collision events $T(m)$ as

$$w_{i,j} = \frac{\alpha T(i)T(j)}{\sum_{i,j} \delta_{m,i+j} \alpha T(i)T(j)}, \quad (16)$$

$$\alpha_m = \frac{\alpha \sum_{i,j} \delta_{m,i+j} T(i)T(j)}{(1 - \alpha)T(m) + \alpha \sum_{i,j} \delta_{m,i+j} T(i)T(j)}, \quad (17)$$

where $\alpha$ is the total pileup fraction overall reference multiplicities. Therefore, the accuracy of $\alpha_m$ and $w_{i,j}$ is determined by one’s ability to extract the single collision distribution from the measured reference multiplicity.

For this analysis, an unfolding technique [52] is used to estimate $T(m)$. An overview of the unfolding procedure and a closure test of simulated events can be found.

FIG. 6: Proton cumulants as a function of reference multiplicity from $\sqrt{s_{NN}} = 3$ GeV Au+Au collisions. Pileup corrected and uncorrected cumulants as a function of reference multiplicity are represented by black circles and blue open squares, respectively. Red circles and blue-filled squares represent the results of centrality binned data.
FIG. 7: Ratios of proton cumulants as a function of reference multiplicity from $\sqrt{s_{NN}} = 3$ GeV Au+Au collisions. Pileup corrected and uncorrected cumulants are represented by black circles and blue open squares, respectively. Red circles and blue-filled squares represent the results of centrality binned data.

in Ref. [51]. The unfolding is performed by generating both a pileup distribution and single collision distribution from Monte-Carlo (toy-MC) events. The difference between the toy-MC (single + pileup) distribution and the data multiplicity distribution is measured and propagated back to the toy-MC single collisions. The process is repeated until the toy-MC and data agree. The bottom panel of Fig. 1 shows the ratio of the data and toy-MC after 100 iterations. In the top panel of Fig. 1, the single collision and pileup distributions are represented by blue and green dashed lines, respectively. The procedure has one free parameter, which is the total pileup probability $\alpha$ in Eq. 15. The procedure is run for various $\alpha$ parameters and a $\chi^2$ test is performed. The pileup probability $\alpha$ is determined to be (0.46 $\pm$ 0.09)% for all events and (2.10 $\pm$ 0.40)% in the 0–5% centrality class. With the unfolded single collision distribution and the $\alpha$ parameter, the response matrix $w_{i,j}$ can be simulated as shown in Fig. 5. As stated, $w_{i,j}$ is the probability to observe a sub-pileup event at multiplicity $m$ with $m = i + j$. The pileup corrected cumulants are shown in Fig. 6. Additionally, the event-averaged pileup corrected (red) and uncorrected (blue) cumulants are displayed. For all cumulants, only results from the top centrality class (0–5%) are affected. Figure 7 are the pileup corrected and uncorrected cumulant ratios. Similar to the cumulants, the cumulant ratios are only affected in the most central collisions. Pileup correction will increase uncertainties in the high multiplicity region, especially for reference multiplicity larger than 60. After the pileup correction, higher-order cumulant ratios, $C_4/C_2$, $C_5/C_1$ and $C_6/C_2$, are consistent with zero within uncertainty for the most central multiplicity bins.

G. Effects of volume fluctuation

Physics results will be discussed for a given event centrality class. Since the physics of higher-order cumulants and their ratios are supposed to be sensitive to collision dynamics including the centrality, it is important to understand the correlation between the experimentally measured reference multiplicity distribution and the extracted class of collision centrality. It is well-known that quantum fluctuations in particle production and fluctuation of the participating nucleon pairs will affect the final centrality determination, especially at low-energy collisions. The microscopic hadronic transport model UrQMD (v3.4) [53, 54], which does not contain critical phenomena physics, has been used to show the volume fluctuation effect. As an illustration, the UrQMD model results on the correlation of the reference multiplicity and
participating nucleons $N_{\text{part}}$ is shown in the left panel of Fig. 8. The right panel shows the root-mean-square (RMS) values of the $N_{\text{part}}$ distribution at a given fixed reference multiplicity.

As one can see, the correlation is broad and the dispersion (RMS) of $N_{\text{part}}$ is as large as 30 in the mid-central collisions for 3 GeV Au+Au collisions. Even in the most central 5% collisions, the dispersion is in the range of 15. Primarily, the large dispersion is due to the fluctuation of the $N_{\text{part}}$ in addition to the variation in the charged particle production for a given pair of nucleons. The variation of the initial number of participants for fixed reference multiplicity is also called initial volume fluctuation (IVF) and its implications on the results of the higher moments of proton distributions will be discussed later in the paper. In fact, as indicated by the red dashed lines in the plot(a), the top 5% central collisions are largely different events with a small overlap.

The $N_{\text{part}}$ distributions are not measurable experimentally but obtained from the calculations of the Glauber and UrQMD models. Figure 9 shows the distributions from both Glauber (black solid line and red shaded area) and UrQMD (blue solid line and blue dashed lines) models. The hatched areas are corresponding to various collision centralities determined from the charged particle reference multiplicity. It is obvious that the overall distributions are quite different. More so, the widths of the top 5% are dramatically different. As discussed in Refs. [55, 56], the initial volume fluctuation can be partly suppressed within the framework of the Wounded Nucleons Model (WNM) [57]. The WNM model assumes that produced particles in nucleus-nucleus collisions are generated from inelastic scattered wounded nucleons. Each wounded nucleon (or participating nucleon) is treated as an independent source and contributes to the total number of produced particles. However, the difference in the $N_{\text{part}}$ distributions of UrQMD and Glauber Model would imply a strong model dependence.

In order to demonstrate the effect of volume fluctuations, a volume fluctuation correction (VFC) method proposed in Ref. [56] has been applied to proton cumulants from the transport UrQMD model. As seen in Fig. 9, the $N_{\text{part}}$ distributions are different using different centrality determination methods. As a result, there are sizable differences in the corrected proton cumulants results shown in Fig. 10 where black dots are the ratios of proton cumulants from the UrQMD model. The results of the corrected ratios, using $N_{\text{part}}$ determined from the UrQMD model directly or from Glauber fits to the charged multiplicity distributions, done exactly as in data analysis in the experiment, are shown by blue squares and red triangles, respectively. Although the correction with the UrQMD $N_{\text{part}}$ is supposed to be the answer, the results with Glauber are quite different except for the most central collisions. The maximum effect, due to the volume fluctuations, is around the mid-central centrality bins. This is qualitatively consistent with the mid-central peak of the dispersion in $N_{\text{part}}$ presented in Fig. 8 (b). The negligible impact on the most central Au+Au events is due to the constraint of the total number of participating nucleons $N_{\text{part}} = 394$.

| Centrality (%) | $N_{\text{part}} \geq$ |
|---------------|------------------|
| 0-5           | 342              |
| 5-10          | 307              |
| 10-20         | 240              |
| 20-30         | 180              |
| 30-40         | 129              |
| 40-50         | 88               |
| 50-60         | 55               |
| 60-70         | 31               |
| 70-80         | 15               |

TABLE II: The centrality definition determined by $N_{\text{part}}$ in Au+Au collisions at $\sqrt{s_{\text{NN}}} = 3$ GeV from UrQMD model. The centrality definition is only used in UrQMD calculation.

Calculations from the UrQMD model with the fixed impact parameter range $b \geq 3$ fm, corresponding to the top 5% collisions, are performed for the 3 GeV Au+Au collisions. The result is shown as blue open crosses in Fig. 10. As mentioned earlier, although the selection of centrality with impact parameter or $N_{\text{part}}$ (Tab. II) eliminated the IVF in the model calculations, it is not experimentally measurable. In addition, the approach collected a different class of events as shown in Figs. 8 and 9.

H. Statistical and systematic uncertainty

The statistical uncertainties are obtained using the Bootstrap approach [58] in which events are re-sampled with replacement and the analysis is re-run. The Bootstrap procedure is repeated 200 times and the statistical uncertainty is the standard deviation of the Bootstrapped observable values, such as the cumulants and their ratios.
The systematic uncertainty of the cumulant calculation can be subdivided into three categories: pileup correction, centrality determination (Tab. I), and track selection. The track selection includes the track reconstruction requirements (TPC spatial hits, DCA), the mass-squared cut, and the efficiency in the TPC and TOF. The effect of lowering the dE/dx cut to |N_{σ,p}| < 2 was tested but did not affect the final result.

To estimate the systematic uncertainty, the analysis was repeated with different analysis requirements which are outlined in Table III. The final total value is the quadratic sum of uncertainties from centrality, pileup, and the dominant contribution from TPC points, DCA, and PID m² and efficiency \( \epsilon \). The difference between the systematic analyses and nominal analysis in \( C_2/C_1 \), \( C_3/C_2 \), and \( C_4/C_2 \) in 0-5% central Au+Au collisions is listed in Table IV.
FIG. 11: Proton cumulants up to 6th-order in $\sqrt{s_{NN}} = 3$ GeV Au+Au collisions. Data without volume fluctuation correction is shown as grey open squares while data with volume fluctuation correction using $N_{\text{part}}$ distributions from Glauber and UrQMD models are shown as black circles and black open triangles, respectively. The corresponding centrality binned cumulants are shown in blue squares, red circles, and orange triangles, respectively. Similar to Fig. 6, the vertical dashed lines indicate the centrality classes.

| Source                  | Nominal | Variations       |
|-------------------------|---------|------------------|
| Centrality              | $N_{\text{ch}}$ | $\pm 1$          |
| Pileup fraction         | 0.46%   | 0.37%, 0.55%     |
| TPC spatial hits        | 10      | 12, 15           |
| DCA (cm)                | 3.0     | 2.75, 2.5, 2.0   |
| TOF $m^2$ (GeV$^2$/c$^4$)| (0.6, 1.2) | (0.5, 1.3), (0.7, 1.1) |
| Efficiency ($\epsilon$) | $\epsilon$ | $\epsilon \times 1.05$, $\epsilon \times 0.95$ |

TABLE III: Sources, choices of nominal values, and their variations for systematic uncertainties in proton cumulant measurements from the fixed-target Au+Au collisions at $\sqrt{s_{NN}} = 3$ GeV. The nominal values of $N_{\text{ch}}$ can be seen Table I.

III. RESULTS AND DISCUSSIONS

A. Experimental Results

Experimental data of proton cumulants and their ratios as a function of the reference multiplicity from 3 GeV Au+Au collisions are shown in Fig. 11 and Fig. 12. The reference multiplicity dependence of data without initial volume fluctuation correction is shown as grey open squares while data with volume fluctuation correction using $N_{\text{part}}$ distributions from Glauber and UrQMD model are shown as black filled circles and black open triangles, respectively. The centrality binned results with CBWC are shown as blue open squares, red filled circles and orange filled triangles correspondingly. By definition, $C_1$ is not affected by the volume fluctuation correction while strong model dependence for higher order cumulants in the initial volume fluctuation corrections is clear in the figure.

For higher-order cumulants, a maximum difference between results with and without VFC is seen around mid-central Au+Au collisions and the difference slightly depends on the order of the cumulants. In the most central bin, the corrected and uncorrected proton cumulants $C_i$ ($i > 3$) are very similar. One can see that cumulants show strong multiplicity dependence. Rapid decreases are seen from mid-central (5-10%) to most central collisions (0-5%) in $C_3$ to $C_6$. And in the high reference multiplicity region (> 50) there is an increase with multiplicity. Indeed, as one can see that in the central collision region, 0-5% and 5-10%, the values of $C_4$ to $C_6$ (Fig. 11) and corresponding ratios (Fig. 12) change from positive to negative and to positive value again at the multiplicity larger than 60. Again, when multiplicity is larger than 50, the VFC shows no effect on either the proton cumulants ($C_4$, $C_5$, and $C_6$ in Fig. 11) or their ratios ($C_4/C_2$, $C_5/C_1$, and $C_6/C_2$ in Fig. 12).

In later discussions, the experimental data will be compared with model calculations. For the UrQMD model,
FIG. 12: Proton cumulant ratios up to 6th-order in $\sqrt{s_{\text{NN}}} = 3$ GeV Au+Au collisions. Data without volume fluctuation correction are shown as grey open squares while data with volume fluctuation correction using $N_{\text{part}}$ distributions from Glauber and UrQMD models are shown as black circles and black open triangles, respectively. The corresponding centrality binned cumulants are shown in blue squares, red circles, and orange triangles, respectively. Similar to Fig. 6, the vertical dashed lines indicate the centrality classes.

FIG. 13: UrQMD results of proton cumulant ratios up to 6th-order in Au+Au collisions at $\sqrt{s_{\text{NN}}} = 3$ GeV. The vertical dashed lines indicate the centrality classes.
TABLE IV: Main contributors to systematic uncertainty to the proton cumulant ratios: $C_2/C_1$, $C_3/C_2$, and $C_4/C_2$ from 0-5% central 3 GeV Au+Au collisions. The first row shows the values and statistical uncertainty of those ratios. The corresponding values of these ratios along with the statistical uncertainties are listed in the table. The final total value is the quadratic sum of uncertainties from centrality, pileup, and the dominant contribution from TPC hits, DCA, TOF $m^2$, and detector efficiency. Clearly, this analysis is systematically dominant.

| Source    | $C_2/C_1$     | $C_3/C_2$     | $C_4/C_2$     | $C_5/C_1$     | $C_6/C_2$     |
|-----------|---------------|---------------|---------------|---------------|---------------|
|           | 1.218±0.001   | 0.954±0.005   | -0.845±0.086  | -7.104±2.163  | 128.752±51.401 |
| Centrality| 0.014         | 0.041         | 0.042         | 2.330         | 23.967        |
| Pileup    | 0.002         | 0.017         | 0.242         | 3.519         | 50.990        |
| TPC hits  | 0.002         | 0.015         | 0.241         | 5.334         | 115.492       |
| DCA       | 0.008         | 0.037         | 0.784         | 15.688        | 302.049       |
| TOF $m^2$ | 0.003         | 0.009         | 0.050         | 0.643         | 10.324        |
| Efficiency| 0.011         | 0.023         | 0.272         | 0.277         | 49.774        |
| Total     | 0.018         | 0.058         | 0.822         | 16.246        | 307.259       |
around 80 million events are produced in Au+Au collisions at $\sqrt{s_{NN}} = 3$ GeV with the cascade mode. The same kinematic cuts and centrality bins used in the data analysis are applied in the model calculations. The collision centrality is determined using the charged particle multiplicity excluding protons in the acceptance of the TPC, the same procedure as used in the data analysis. The CBWC procedure is also applied to get the properly weighted centrality binned model results.

The UrQMD model calculations as a function of reference multiplicity are shown in Fig. 13. Cumulants show a strong dependence on reference multiplicity. The strong multiplicity dependence in the higher order of the proton ratios is very similar to that observed in experimental data, see Fig. 12. Stronger variations are seen in the higher order ratios.

### B. Collision centrality dependence

In this section, we discuss the centrality dependence of the proton cumulants and correlation functions along with the corresponding ratios. Assuming that collisions are a superposition of independent sources, one expects the cumulant values to increase with $\langle N_{\text{part}} \rangle$. The centrality classes are related to the average number of participating nucleons ($N_{\text{part}}$) shown in Tab. 1.

Figures 14 and 15 show proton cumulants and correlation functions as a function of $\langle N_{\text{part}} \rangle$ with VFC using two different models. In the cumulant and correlation function ratios, the corrections suppress the large values of cumulant ratios in mid-central and peripheral collisions. In addition, one observes large variations in the VFC corrected results between the UrQMD and Glauber Model. However, as can be seen in these figures, in the most central 0-5% Au+Au collisions, the difference for higher order ones ($C_i$, $i > 2$) between data without the VFC and with the VFC using different model inputs is small. This implies that the results of cumulants as well as the correlation functions in the most central collisions are least affected by the volume fluctuations. Because of the strong model dependence, starting from Fig. 16 the VFC method is not adopted and the results from 3 GeV experimental data are only applied with pileup correction and CBWC. For UrQMD results, only CBWC is applied.

Figure 16 shows the centrality dependence of the proton cumulants and their ratios extracted from the kinematic acceptance $-0.5 < y < 0$ and $0.4 < p_T < 2.0$ GeV/$c$. The experimental data are compared with the UrQMD calculations (gold bands). As one can see, only $C_1$ and $C_2$ values increase with $\langle N_{\text{part}} \rangle$. For the higher order cumulants ($C_i$, $i > 2$), the cumulants increase with $\langle N_{\text{part}} \rangle$ ($\langle N_{\text{part}} \rangle < 200$) but change rapidly in the more central centrality region. For all cumulant ratios, the values are above unity in the peripheral and are closer to unity for mid-central collisions. Figure 17 shows the centrality dependence of the proton correlation functions and ratios with the same acceptance as Fig. 16. The correlation functions also deviate from a monotonic increase around $\langle N_{\text{part}} \rangle \sim 200$. The trends of cumulants and correlation functions shown in Figs. 16 and 17 can be qualitatively reproduced by the UrQMD calculations.

### C. Rapidity and $p_T$ dependence

In this section, we discuss the rapidity and $p_T$ dependence of the cumulants and cumulant ratios.

Figures 18 and 19 depict the rapidity (left panels) and transverse momentum (right panels) dependence of ratios of proton cumulants and correlation functions. Data from most central (0 – 5%) and peripheral (50 – 60%) centrality classes are shown in the figures. The measured rapidity window covers $y_{\text{min}} < y < 0$, where $y_{\text{min}}$ changes from -0.2 to -0.9 and $p_T$ window is $0.4 < p_T$ (GeV/$c$) < $p_T^{\text{max}}$, where $p_T^{\text{max}}$ is varied from 0.8 to 2.0 GeV/$c$. Corresponding results from the UrQMD calculations are shown as colored bands in the figures.

As one can see, in the most central collisions, the cumulant ratio $C_2/C_1$ in Fig. 18, remains above unity at all rapidities. The $C_3/C_2$ ratio is slightly above unity for the smallest rapidity window ($y_{\text{min}} = -0.1$) and decreases as the rapidity window increases.

As is expected, the $C_4/C_2$ ratio is close to unity in the smallest rapidity window and seems to go back to unity with large uncertainty when the rapidity window is larger than $y = -0.5$. Similarly, the ratios of the correlation function in Fig. 19 (e) are also close to zero (Poisson baseline) at the smallest rapidity window but show deviations from zero when it goes to a larger rapidity window. These rapidity dependencies are reproduced by the UrQMD calculations.

Overall, the results of the hadronic transport model UrQMD calculations qualitatively reproduce both the rapidity and transverse-momentum dependence. As discussed earlier, in addition to the genuine collision dynamics in the model, the effect of the volume fluctuations is also present in the calculation.

### D. Collision energy dependence of cumulant ratios

In the first order, taking the ratio of cumulants cancels the effect of volume but not the fluctuations in volume. Figure 20 depicts the collision energy dependence of the cumulant ratios from 0-5% central (top panels) and 50-60% peripheral (bottom panels) collisions. The new result of protons from 3 GeV Au+Au collisions data, shown as filled squares, is compared to that of protons (open squares) and net-protons (filled circles) from Au+Au collisions at $\sqrt{s_{NN}} = 7.7 – 200$ GeV.

UrQMD results with $|y| < 0.5$ of proton are shown as gold bands while that of net-proton are shown as green dashed lines or green bands. At 3 GeV, the model result for proton ($-0.5 < y < 0$) are shown as blue crosses.
While the net-proton ratios show a clear energy dependence, the proton $C_2/C_1$ and $C_3/C_2$ ratios are relatively flat and around unity as a function of collision energy except for the 3 GeV data. The new proton data from 3 GeV does not follow this trend in the most central collisions.

Notably, both proton (open squares) and net-proton (filled circles) cumulant ratios converge at collision energies below 20 GeV. This implies that at high baryon density region, the anti-proton production becomes negligible. At the center of mass energy of 2.4 GeV, HADES reported the values for proton cumulant ratios in 0-10% central Au+Au collisions: $C_3/C_2 = -1.63 \pm 0.09$ (stat) $\pm 0.34$ (sys) and $C_4/C_2 = 0.15 \pm 0.9$ (stat) $\pm 1.4$ (sys) from $|y| < 0.4$, $0.4 < p_T < 1.6$ GeV/c [30]. While the value of $C_4/C_2$...
from the HADES experiment is consistent with the new 3 GeV data, the sign of $C_3/C_2$ is opposite to what we observed here.

Except for the $C_3/C_2$ ratio from 3 GeV central collisions, the UrQMD results reproduce the energy dependence trend well for both proton and net-proton, see green and gold bands in the figure. For the peripheral 50-60% collisions, the $C_4/C_2$ ratio from 3 GeV is larger than that from higher energy collisions, by a factor of five. A rapid increase in the energy dependence seems confirmed by the UrQMD model calculations, see both the blue cross and gold band in the figure. In the 3 GeV most central collisions, unlike all higher energy collisions, the value of $C_4/C_2$ is negative. The UrQMD model calculations, again, reproduce the trend well: due to baryon number conservation, the $C_4/C_2$ is dramati-
FIG. 18: The transverse-momentum and rapidity dependence of cumulant ratios of proton multiplicity distributions for Au+Au collisions at $\sqrt{s_{NN}} = 3$ GeV. In the left column, the $p_T$ of the analysis window is $0.4 < p_T < 2.0$ GeV/c while the rapidity window is varied in the range $y_{\text{min}} < y < 0$. In the right column, the rapidity of the analysis window is $-0.5 < y < 0$ while the $p_T$ is varied in the range $0.4 < p_T < p_T^{\text{max}}$ GeV/c. The most central (0-5%) and peripheral (50-60%) events are depicted by black squares and blue triangles, respectively. Statistical and systematic uncertainties are represented by black and gray bars, respectively. UrQMD simulations for the top 0-5% and 50-60% are shown by gold and blue bands, respectively.

Hydrodynamic calculations are shown as red dashed lines in Fig. 20 for the 0-5% Au+Au collisions. The hydrodynamic evolution is made with the open-source code MUSIC (v3.0) [59]. The initial condition is taken from Ref. [60] and the partonization is given by the Cooper-Frye formula [61] with non-ideal hadron resonance gas model [62]. At the grand canonical limit, including both effects of excluded volume and global baryon number conservation, the net-proton cumulants are evaluated on the Cooper-Frye hypersurface. One may find more details of the model calculations in Ref. [63]. Unlike the commonly used transport model approach, here all calculations, starting from initial condition to hydro-evolution to hadronization, are all performed using averaged ensembles. Cumulant ratios $C_2/C_1$, $C_3/C_2$, and $C_4/C_2$ in hydrodynamic calculations are all below unity. Interestingly, the UrQMD results with a fixed impact parameter are also suppressed, see open blue crosses. Qualitatively, the results from the fixed impact parameter ($b \leq 3$ fm blue open crosses) UrQMD calculations follow that of the hydrodynamic calculations (red dashed lines) with a canonical ensemble.

The fact that the negative $C_4/C_2$ in the most central Au+Au collisions at 3 GeV is reproduced by the hadronic transport UrQMD model although $C_3/C_2$ is over-predicted, implies that the system is dominated by hadronic interactions. This conclusion is also consistent with the measurements of the collectivity of light hadrons [64] as well as the strange hadron production [65] at the same collision energy.

Due to baryon number conservation, proton multiplicity distributions are also modified by the formation of light nuclei in the same collision [66]. The effect is especially strong in the high baryon density region where the production of light nuclei is expected to be relatively suppressed in the high baryon density region.

Hydrodynamic calculations are shown as red dashed lines in Fig. 20 for the 0-5% Au+Au collisions. The hydrodynamic evolution is made with the open-source code MUSIC (v3.0) [59]. The initial condition is taken from Ref. [60] and the partonization is given by the Cooper-Frye formula [61] with non-ideal hadron resonance gas model [62]. At the grand canonical limit, including both effects of excluded volume and global baryon number conservation, the net-proton cumulants are evaluated on the Cooper-Frye hypersurface. One may find more details of the model calculations in Ref. [63]. Unlike the commonly used transport model approach, here all calculations, starting from initial condition to hydro-evolution to hadronization, are all performed using averaged ensembles. Cumulant ratios $C_2/C_1$, $C_3/C_2$, and $C_4/C_2$ in hydrodynamic calculations are all below unity. Interestingly, the UrQMD results with a fixed impact parameter are also suppressed, see open blue crosses. Qualitatively, the results from the fixed impact parameter ($b \leq 3$ fm blue open crosses) UrQMD calculations follow that of the hydrodynamic calculations (red dashed lines) with a canonical ensemble.

The fact that the negative $C_4/C_2$ in the most central Au+Au collisions at 3 GeV is reproduced by the hadronic transport UrQMD model although $C_3/C_2$ is over-predicted, implies that the system is dominated by hadronic interactions. This conclusion is also consistent with the measurements of the collectivity of light hadrons [64] as well as the strange hadron production [65] at the same collision energy.

Due to baryon number conservation, proton multiplicity distributions are also modified by the formation of light nuclei in the same collision [66]. The effect is especially strong in the high baryon density region where the production of light nuclei is expected to be relatively suppressed, see open blue crosses. Qualitatively, the results from the fixed impact parameter ($b \leq 3$ fm blue open crosses) UrQMD calculations follow that of the hydrodynamic calculations (red dashed lines) with a canonical ensemble.
high [67]. The influence of the light nuclei on the proton cumulants and their ratios will be analyzed in the future when the yields of light nuclei become available.

**IV. SUMMARY AND OUTLOOK**

In summary, we report a systematic measurement of cumulants and correlation functions of proton multiplicities up to the 6th-order in Au+Au collisions at \( \sqrt{s_{NN}} = 3 \) GeV. The data were collected with the STAR fixed-target mode in the year 2018 at RHIC. The analysis includes the centrality, rapidity, \( p_T \), and energy dependence of these fluctuation observables for proton multiplicities. Other important effects which are relevant to low-energy fixed-target collisions such as pileup and volume fluctuations are also discussed.

The protons are identified using the STAR TPC and TOF with purity greater than 95%. The centrality selection is based on pion and kaon multiplicities in the full acceptance of the TPC. The proton tracks are corrected for detector efficiencies using a binomial response function. The cumulant values are corrected for pileup contamination. The pileup fraction is determined to be 
\[ (0.46 \pm 0.09)\% \] for all events and 
\[ (2.10 \pm 0.40)\% \] in the 0-5% centrality class.

Due to a weak correlation between the measured reference multiplicity and the initial number of participants, a considerable effect from the initial volume fluctuations is expected. Except for the most central collisions, the effects can be suppressed by implementing a model-dependent correction procedure [56], however, the results are dependent on the choice of model that provides \( N_{\text{part}} \) input for the correction procedure. Interestingly, higher-order cumulant ratios \( C_4/C_2 \), \( C_5/C_1 \), and \( C_6/C_2 \) in most central events appear least affected by volume fluctuations in the 3 GeV Au+Au collisions.

The rapidity, transverse momentum, and centrality dependence are shown for the proton cumulants and their ratios. The UrQMD model reproduces the trends well, however, it does not agree within uncertainties. Compared with data from higher energy collisions, the
\[ \sqrt{s_{NN}} = 3 \text{ GeV} \] cumulant ratios \( C_2/C_1, \ C_3/C_2, \quad \text{and} \quad C_4/C_2, \quad \text{except} \quad C_3/C_2 \quad \text{in central collisions, are well reproduced by UrQMD calculations. This is attributed to effects from volume fluctuations and hadronic interactions. On the other hand, the data and results of both UrQMD and hydrodynamic models of} \quad C_4/C_2 \quad \text{in the most central collisions are consistent which signals the effects of baryon number conservation and an energy regime dominated by hadronic interactions. Therefore, the QCD critical point, if discovered in heavy-ion collisions, could only exist at energies higher than 3 GeV.}

New data sets have been collected during the second phase of the RHIC beam energy scan program for \( \text{Au+Au} \) collisions at \( \sqrt{s_{NN}} = 3 - 19.6 \text{ GeV} \). The data sets will have extended kinematic coverage and higher statistics. This will allow to reduce the statistical uncertainties significantly and expand the systematic analysis of both \( p_T \) and rapidity dependence to wider regions. These studies will be crucial in exploring the QCD phase structure in the high baryon density region and locating the elusive critical point.
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Appendix A

Here we provide a short summary of the use of generating functions in probability theory [68]. In the following we will assume that all random variables take only discrete non-negative values, i.e. \( X \in \mathbb{N} \).

Consider empirical probability distribution \( p_N \) of the random variable \( X \), say multiplicity distribution of protons, and construct power series in variable \( w \in (0, 1) \) with coefficients \( p_N \).

\[
Q(w) = \langle w^X \rangle = \sum_{N=0}^\infty p_N w^N, \tag{A1}
\]

where \( \langle \cdot \rangle \) indicates the average. Obviously knowing probability generating function \( Q(w) \), we can retrieve \( p_N \) from the derivatives \( Q^{(N)}(w) \) at \( w = 0 \)

\[
p_N = \left[ \frac{1}{N!} \frac{d^N Q(w)}{dw^N} \right]_{w=0} = \frac{Q^{(N)}(w = 0)}{N!}. \tag{A2}
\]

Similarly, the factorial moments are its derivatives at \( w = 1 \):

\[
\mu_{[r]} = Q^{(r)}(w = 1) = \sum_{N \geq r} (N)_r p_N = \langle (X)_r \rangle, \tag{A3}
\]

where \( (N)_r = N(N-1)...(N+r-1) \) is falling factorial. Note that for multiplicity distributions \( \mu_{[r]} \) represents the integral of the corresponding \( r \)-particle correlation functions.

Moreover, the pgf \( Q(w) \) of the sum \( X_1 + ... + X_j \) of \( j \) independent random variables equals the product of their pgfs \( Q(w) = F_1(w)...F_j(w) \). If the number of summands \( j \) is a random variable with the pgf \( G(w) \) and all \( X_i \) are equally distributed with the pgf \( F(w) \) then the pgf of their sum is compound function \( Q(w) = G[F(w)] \).

Substitution \( w = e^t \) into Eq. (A.1) leads to another set of generating functions.

**Raw moment generating function (rmgm) of random variable \( X \)**

\[
M_X(t) = \langle e^{tX} \rangle = 1 + \sum_{r\geq1} \frac{\mu_r t^r}{r!} \tag{A4}
\]

is a power series in variable \( t \) with the coefficients \( \mu_r = \langle X^r \rangle \). Connection between the raw \( \mu_r \) and factorial moments \( \mu_{[r]} \) reads

\[
\mu_r = \sum_{j=0}^r S(r, j) \mu_{[j]} \tag{A5}
\]

\[
= \sum_{j=0}^r \frac{1}{j!} \sum_{i=0}^j (-1)^i \binom{j}{i} (j-i)^r \mu_{[i]},
\]

where \( S(r, j) \) are the Stirling numbers of the second kind [68].

**Central moments generating function (cmgm)** allows extraction of the moments \( \mu_r = \langle (X-\mu)^r \rangle \) centered about the mean \( \mu' = \mu_1 = \mu \).

**Cumulant generating function (cgf)**

\[
\langle e^{(X-\mu)t} \rangle = e^{-\mu t} M_X(t) = 1 + \sum_{r \geq 1} \frac{\mu_r t^r}{r!} \tag{A6}
\]

has coefficients \( C_r \) called the cumulants at \( t = 0 \).

The latter can be expressed via ordinary moments and vice versa [68, 69]

\[
C_r = \mu_r - \sum_{i=0}^{r-1} \binom{r-1}{i} \mu_{r-i}, \tag{A7}
\]

With defining \( s = e^t \), the factorial cumulant generating function \( K_f(s) \) is shown as

\[
K_f(s) = \ln M_X(s). \tag{A9}
\]

Then factorial cumulants \( \kappa_r \) are derivatives of \( K_f(s) \) at \( s = 1 \). The derivatives of \( s \) and \( t \) are given by

\[
\frac{\partial r^s}{\partial s} \bigg|_{s=1} = 1, \quad \frac{\partial r^s}{\partial t} \bigg|_{t=0} = (-1)^{r-1} (r-1)!. \tag{A10}
\]
Using Eq. A10, cumulants and factorial cumulants can be expressed by each other. A compact form is shown as

$$\kappa^r = \langle N(N-1)\ldots(N-r+1) \rangle_c$$  \hspace{1cm}  (A11)

where $\langle \cdot \rangle_c \equiv C_r$ [47].

From the equality

$$K_{X+a}(t) = at + K_X(t), \quad a = \text{const.,}$$  \hspace{1cm}  (A12)

it follows that for $r \geq 2$ the coefficients of $t^r/r!$ in $K_{X+a}(t)$ and $K_X(t)$ are the same. Moreover, Eq. A12 with $a = -\mu$ yields that first three cumulants and moments are equal $C_r = \mu_r$. Consequently, expressions for moments $\mu_r$ in terms of cumulants $C_r$ are obtained from Eq. A8 by dropping all terms with $C_1$.

From Eqs. A7 and A4 it follows that cumulant of the sum $X_1 + X_2$ of two independent random variables $X_1$ and $X_2$ is equal to the sum of the cumulant of $X_1$ and $X_2$.

$$C_{X_1+X_2}(t) = \ln\langle e^{tX_1+X_2} \rangle = \ln\langle e^{tX_1} \rangle + \ln\langle e^{tX_2} \rangle.$$  \hspace{1cm}  (A13)

Consider superposition model of A+A collisions where the average proton multiplicity $\langle N_p \rangle$ as well as the cumulants $C_r$ are sums of contributions from elementary nucleon-nucleon scatterings and are therefore proportional to one another. Departure from linear behavior $C_r \sim \langle N_p \rangle$ in most central collisions occurs when $N_{\text{bin}}$ comes to its limit. Its breakdown in non-central collisions revealed first in higher-order cumulants may signal transition to a regime dominated by strong multi-particle correlations.

**Appendix B**

Here we discuss some examples of *Power series distributions* (PSDs) with pgf of the form $Q(w) = Z(\lambda w)/Z(\lambda)$. Their cumulants satisfy a simple recurrence relation [68]

$$C_{r+1} = \lambda \frac{dC_r}{d\lambda}$$  \hspace{1cm}  (B1)

making it possible to calculate higher-order cumulants starting from known $\mu_1 = \mu[1] = C_1$. It is also worth mentioning where $Z(\lambda, V, T)$ represents the grand canonical partition function at fixed fugacity $\lambda$, volume $V$, and temperature $T$.

**Poisson distribution** (PD)

$$p_N = e^{-\lambda} \frac{\lambda^N}{N!},$$

$$Q(w) = e^{-(\lambda - w - 1)},$$

$$Z(\lambda) = e^{-\lambda},$$

$$\mu_r = \lambda^r,$$

$$C_r = \lambda.$$  \hspace{1cm}  (B2)

**Negative binomial distribution** (NBD) with parameters $k > 0$ and $0 < \lambda < 1$ is an example of distribution which is over-dispersed to the Poisson distribution which is obtained as its limit $k \to \infty$, $\lambda \to 0$ with $k\lambda/(1-\lambda)$ fixed.

Eq. B3 with $r = 1$ yields $\mu[1] = C_1 = k\lambda/(1-\lambda) \equiv kx$. Plugging $C_1$ into Eq. B1 yields

$$C_2 = C_1(1+x),$$

$$C_3 = C_2(1+2x),$$

$$C_4 = C_2(1+6x(1+x)),$$  \hspace{1cm}  (B4)

$$C_5 = C_2(1+2x)(1+12x(1+x)).$$

Thus $C_r$ is a polynomial of order $r$ in $x$ with cumulant ratio $C_r/C_s$ independent of $k$.

**Conway-Maxwell-Poisson distribution** (CMP)

$$p_N = \frac{\lambda^N}{(N!)^\nu} \frac{1}{Z(\lambda, \nu)},$$

$$Z(\lambda, \nu) = \sum_{N=0}^{\infty} \frac{\lambda^N}{(N!)^\nu}$$  \hspace{1cm}  (B5)

with parameters $\lambda > 0, \nu > 0$ is used to model data which is either under-dispersed ($\nu > 1$) or over-dispersed ($\nu < 1$) relative to the Poisson distribution ($\nu = 1$).

Expressions for factorial moments and cumulants of the CMP are rather cumbersome due to a complicated structure of the pgf $Z(\lambda w)/Z(\lambda)$, see Eq. B5. Nevertheless, a simple formula generalizing the result for factorial moments of Poisson distribution (Eq. B2) exists for its under-dispersed version with $r \in \mathbb{N}$ [70]:

$$\langle (\langle N \rangle_r)^\nu \rangle = \lambda^r.$$  \hspace{1cm}  (B6)

Our interest in CMP is motivated by the fact that for $\nu = 2$ it represents a stationary solution of the kinetic master equation describing the production of charged particles which are created or destroyed only in pairs due to the conservation of their charge [71]. In this case Eq. B6 yields

$$\langle N^2 \rangle = \mu_1 + \mu[2] = \lambda, \quad \langle N^4 \rangle = \lambda(1 + \lambda),$$  \hspace{1cm}  (B7)

which for $\lambda \gg 1$ leads to a factorization (de-correlation) of the raw moment $\langle N^4 \rangle \approx \langle N^2 \rangle \cdot \langle N^2 \rangle$ connected to the underlying two-particle character of the charge correlations.
The same limit $\lambda \gg 1$ but for arbitrary $\nu$ was used in Ref. [70] to obtain the asymptotic expression for the cumulants
\[ C_r \approx \frac{\lambda^{1/\nu}}{\nu^{r-1}} + O(1), \quad \frac{C_r + 1}{C_r} \approx \frac{1}{\nu}. \]  
(B8)

Similarly to the case with $\nu = 1$, $C_{r+1}/C_r$ becomes a $\nu$-independent constant which is bigger or smaller than one for $\nu < 1$ or $\nu > 1$, respectively.
[51] Y. Zhang, Y. Huang, T. Nonaka, and X. Luo, Nucl. Instrum. Meth. A 1026, 166246 (2022), arXiv:2108.10134 [physics.data-an] .
[52] S. Esumi, K. Nakagawa, and T. Nonaka, Nucl. Instrum. Meth. A 987, 164802 (2021), arXiv:2002.11253 [physics.data-an] .
[53] S. A. Bass et al., Prog. Part. Nucl. Phys. 41, 255 (1998), arXiv:nucl-th/9803035 .
[54] M. Bleicher et al., J. Phys. G 25, 1859 (1999), arXiv:hep-ph/9909407 .
[55] V. Skokov, B. Friman, and K. Redlich, Phys. Rev. C 88, 034911 (2013), arXiv:1205.4756 [hep-ph] .
[56] P. Braun-Munzinger, A. Rustamov, and J. Stachel, Nucl. Phys. A 960, 114 (2017), arXiv:1612.00702 [nucl-th] .
[57] A. Bialas, M. Bleszynski, and W. Czyz, Nucl. Phys. B 111, 461 (1976).
[58] B. Efron and R. Tibshirani, Chapman & Hall/CRC Monographs on Statistics & Applied Probability (1994).
[59] G. S. Denicol, C. Gale, S. Jeon, A. Monnai, B. Schenke, and C. Shen, Phys. Rev. C 98, 034916 (2018), arXiv:1804.10557 [nucl-th] .
[60] C. Shen and S. Alzhrani, Phys. Rev. C 102, 014909 (2020), arXiv:2003.05852 [nucl-th] .
[61] F. Cooper and G. Frye, Phys. Rev. D 10, 186 (1974).
[62] V. Vovchenko et al., Phys. Lett. B 775, 71 (2017), arXiv:1708.02852 [hep-ph] .
[63] V. Vovchenko, V. Koch, and C. Shen, Phys. Rev. C 105, 014904 (2022), arXiv:2107.00163 [hep-ph] .
[64] M. S. Abdallah et al. (STAR), Phys. Lett. B 827, 137003 (2022), arXiv:2108.00908 [nucl-ex] .
[65] M. S. Abdallah et al. (STAR), Phys. Lett. B 831, 137152 (2022), arXiv:2108.00924 [nucl-ex] .
[66] Z. Fecková, J. Steinheimer, B. Tomášik, and M. Bleicher, Phys. Rev. C 92, 064908 (2015), arXiv:1510.05519 [nucl-th] .
[67] A. Andronic, P. Braun-Munzinger, J. Stachel, and H. Stocker, Phys. Lett. B 697, 203 (2011), arXiv:1010.2995 [nucl-th] .
[68] S. K. Norman L. Johnson, Adrienne W. Kemp, Wiley Series in Probability and Statistics (2005).
[69] P. J. Smith, The American Statistician 49, 217 (1995).
[70] F. Daly and R. Gaunt, ALEA, Lat. Am. J. Probab. Math. Stat. 13, 635658 (2016).
[71] C. M. Ko, V. Koch, Z.-w. Lin, K. Redlich, M. A. Stephanov, and X.-N. Wang, Phys. Rev. Lett. 86, 5438 (2001), arXiv:nucl-th/0010004 .