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Abstract—Both classification and regression tasks are susceptible to the biased distribution of training data. However, existing approaches are focused on the class-imbalanced learning and cannot be applied to the problems of numerical regression where the learning targets are continuous values rather than discrete labels. In this paper, we aim to improve the accuracy of the regression analysis by addressing the data skewness/bias during model training. We first introduce two metrics, uniqueness and abnormality, to reflect the localized data distribution from the perspectives of their feature (i.e., input) space and target (i.e., output) space. Combining these two metrics we propose a Variation-Incentive Loss re-weighting method (VILoss) to optimize the gradient descent-based model training for regression analysis. We have conducted comprehensive experiments on both synthetic and real-world data sets. The results show significant improvement in the model quality (reduction in error by up to 11.9%) when using VILoss as the loss criterion in training.

I. INTRODUCTION

Supervised machine learning is the centerpiece among all the achievements made in the era of artificial intelligence. This is more or less a result of the availability and diversity of real-world data sets annotated with labels. A well-known nature of supervised learning is its susceptibility to imbalanced or biased data distribution, which is very common for many reasons including the technical limitations in data collection, biased sampling methods and the inherent skewness in the data sources. Fig. 1 shows an example of biased/skewed distribution of data collected from a massive number of sensors (e.g., SO$_2$ sensors) that are used to indicate the air pollution in the corresponding residential areas. When we use the data to model the population-pollution relation using machine learning (e.g., gradient descent), the resulting model may learn the pattern well from the samples of densely populated areas (e.g., cities), but less effectively from those of rural areas.

Although extensive efforts have been made to mitigate the impact of imbalanced data on classification tasks (e.g., [2], [1], [15]), none of the existing work can be directly applied to the regression problems. For example, the common techniques such as re-sampling and re-weighting for handling the classification tasks cannot be applied to the pre-processing of the regression data or the training process of regression models. This is because the target space in a classification task is a set of discrete labels (classes) while that of a regression task consists of continuous numerical values.

As a matter of fact, the data bias exists in both the feature (i.e., input) space and the target (i.e., output) space concerning a regression problem. The data distribution can be skewed in the feature space due to the bias in data collection and the sourcing property of each feature. For example, the data samples may form a few clusters rather than scatter nicely over the entire feature space, which makes the distribution of the information largely uneven.

Biased data distribution may significantly degrade the efficacy of the regression analysis, which includes a wide range of learning tasks (e.g., anomaly detection and time series prediction) and practical applications (e.g., power estimation [17], [11], price prediction, and event detection [14]). The success in dealing with imbalanced classes (in classification) inspires us to improve the quality of model training for regression problems such linear regression and numerical forecast. In this work, we adopt a novel approach to re-valuing the data samples according to their distributions in the feature (input) space and the target (output) space, and apply the

![Fig. 1. An example of population-pollution regression on a biased distribution of data collected from geographically distributed sensors that are not placed evenly across the country.](image-url)
approach to re-weight the loss during gradient descent based training. To the best of our knowledge, our study is the first to optimize the models for regression analysis by means of loss re-weighting. The key contributions of our work are outlined as follows:

- We propose to partition the feature space into a grid of cells, and further introduce two metrics, uniqueness and abnormality, to indicate the data’s learning values based on their variation.
- We propose a loss re-weighting method (VILoss) for optimizing the regression analysis and present an easy-to-implement method for determining its hyper-parameter through empirical studies.
- We have conducted comprehensive experiments on both synthetic and public data sets; the results show a solid improvement in model accuracy when the proposed VILoss is used as the loss criterion.

II. RELATED WORK

The primary purpose of this work is to find an approach to optimizing model training for regression tasks. Nonetheless, it is worthwhile to discuss the popular methods for tackling the class imbalance problem. Through the discussions we can understand why the methods developed for classification problems cannot be applied to the regression problems we are targeting in this work.

The most popular methodologies for addressing data imbalance/bias are re-sampling and re-weighting [12]. Re-sampling is applied to the raw data set directly by adding repeated, interpolated or synthesized samples [7], [9] to the minority classes and/or removing a portion of samples in the majority classes [13]. A problem of the re-sampling method is that when the samples carrying the useful information are likely to be removed in undersampling, while the addition of redundant samples may introduce extra noise [5] when conducting oversampling. Re-weighting is also commonly used to address data imbalance. Its fundamental idea is to assign different weights to different samples. Generally, a re-weighting method can be either model- and loss-agnostic [8], [4] or error/loss-incentive [5], [10]. An example of the former is the class frequency-based re-weighting, whilst the later tends to assign larger weights to those “hard” samples that yields higher error.

However, none of these existing methods can be applied to regression analysis, where the data are not affiliated to discrete class labels. Regression analysis entails a great number of practical applications such as numerical estimation [11], prediction [17] and anomaly/novelty detection [16]. Biased data distribution commonly exists in these tasks and could affect the quality of the models learned for regression analysis, which is hardly investigated in previous studies.

III. RE-VALUING DATA WITH VARIATION

The idea behind our re-weighting method is to differentiate each data sample by its learning value through gathering localized information on the data distribution (e.g., bias and outliers).

We propose to re-value data samples by gauging each sample in terms of its uniqueness and (potential) abnormality. Uniqueness indicates how valuable a sample is for learning compared to the others while abnormality measures how likely it could be a deviant/outlier. The properties of uniqueness and abnormality are closely associated to the data variation in the feature space and the target space, respectively.

We characterize uniqueness and abnormality of a sample in the context of its vicinity, which consists of a set of neighboring data samples. A straightforward method of finding a sample’s neighborhood is to calculate and sort its distances to all others, and then select the closest $k$ samples. However, the time complexity is $O(n^2 + n^2 \log n)$, which may result in unacceptably long pre-processing time for large data sets. In this work, we introduce Data Cell as an approximate form of neighborhood. With the concept of the cell, the data can be examined efficiently in groups.

A. Data Cell

A data cell, in this paper, is defined as a logical neighborhood of data as a result of the dimension-wise partitioning in the feature space. For example, a three-dimensional feature space can be divided into $2^3$ cells with two divisions in each dimension. A cell can be formulated as:

$$D_{p_1p_2...p_m} = \{(x, y) | x^{(k)} \in p_k, \forall k = 1, 2, ..., m\}$$ (1)

where $(x, y)$ is a data sample (both $x$ and $y$ can be multi-dimensional), $x^{(k)}$ denotes the $k$-th feature and $m$ is the dimensionality of the feature space. The cell’s subscript $p_1p_2...p_m$ is a string of numbers indexing the cell where $p_k$ stands for its projected index in dimension $k$. For the ease of the presentation, we refer to a cell $D_{p_1p_2...p_m}$ by the notation $D_p$ in the rest of this paper, where $p$ can be regarded as the rank of the cell after all cells are sorted in the ascending order by their index. The logic of binding samples to cells is similar to the space discretization when using the numerical method to solve equations, in which the continuous space is discretized into a grid of cells.

We use a hyper-parameter $\lambda \in \mathbb{Z}^+$ to control the number of divisions in each dimension and each division is of equal size. Given $n$ samples, the time complexity of partitioning the space into cells is $O(n)$ as we only need to traverse the data set once to assign each data
sample to its corresponding cell. Given a raw feature space \( \mathbf{X} = \mathbb{R}^v \) with \( v \) features, a full partitioning yields \( \lambda^v \) cells. But in the case where \( \mathbf{X} \) is high-dimensional, we can select a subset \( \mathbf{X}' \subset \mathbf{X} \) of features for space partitioning and loss weighting (still training the model with the full feature set \( \mathbf{X} \)). After the feature space is divided, we can efficiently characterize the uniqueness and abnormality of all samples in the context of each cell.

### B. Uniqueness: Feature Variation

Intuitively, a unique sample is more likely to carry useful information for learning than a redundant one or one that overlaps with others. For example, assume a feature space shown in Fig. 2 which consists of two cells in which there exists a strong bias in cell \( D_1 \) where the samples reside within a small range and gather very closely together. When training a model on this data set, traditional training methods are likely to converge slowly as the model learns very little from the majority samples in the cell \( D_1 \).

We measure how unique a sample is with respect to its features using a simple criterion based on variation. Variation can be quantified statistically by the standard deviation and we generalize its formulation to fit the multi-dimensional feature space in the context of a cell using the Euclidean distance. Given a cell \( D_p \), we define:

\[
\sigma_x(D_p) = \sqrt{\frac{1}{n_p} \sum_{(x,y) \in D_p} ||x - \bar{x}_D_p||^2} \tag{2}
\]

where \( \bar{x}_D_p \) is a vector of mean values over the corresponding elements of all \( x \) in the cell \( D_p \).

Using the generalized standard deviation, we can easily measure the variation of the data in the feature space and characterize their uniqueness. The samples with more distinct features (i.e., more unique) are deemed to carry more useful information for (further) optimizing the model compared to the less unique samples. Therefore, the uniqueness should be a relative value after considering all cells. We define the uniqueness \( \mu \) of a cell \( D_p \) as follows:

\[
\mu(D_p) = \frac{\sigma_x^2(D_p)}{\bar{\sigma}_x^2} \tag{3}
\]

where \( \bar{\sigma}_x \) represents the average value of \( \sigma_x(D_p) \) over all non-empty cells (The empty cells are excluded in the calculation). All samples in a cell share the uniqueness value of this cell:

\[
\mu(x, y) = \mu(D_p), \ \forall (x, y) \in D_p \tag{5}
\]

### C. Abnormality: Target Variation

It is very common to have the corrupted data in a large data set, which deviate significantly from the actual distribution of the underlying function, and are poisonous to the training process. We judge the abnormality of the samples from the perspective of the target space. Given a cell of data, a large variation of intra-cell samples in the target space usually means the inconsistency, since in general the neighboring samples have similar feature values and thus are expected to have relatively similar target values. For example, the two outliers (highlighted red) among the data shown in Fig. 2 could mislead the model because they yield high loss and gradients as their \( Y \) values deviate significantly from the true distribution. Therefore, we propose to gauge the abnormality of a given sample by its target value in the context of its cell. Taking the average target value \( \bar{y} \) in the cell as a reference, the deviation of a sample \( (x, y) \) in the target space can be measured using the \( p \)-norm distances, i.e., \( \| y - \bar{y} \|_p \). In this paper we use L1 norm \( (p = 1) \) and the Euclidean norm \( (p = 2) \). We define the target variation of cell \( D_p \) as:

\[
\sigma_y(D_p) = \sqrt{\frac{1}{n_p} \sum_{(x,y) \in D_p} ||y - \bar{y}_D_p||^2} \tag{6}
\]

where \( n_p \) denotes the size (i.e., the number of samples inside) of \( D_p \) and \( \bar{y}_D_p \) denotes the average \( y \) value of the samples in the cell. Using \( \sigma_y(D_p) \) as the reference, given a sample \( (x, y) \) in cell \( D_p \), we quantify its level of abnormality \( \gamma \) using two forms (L1 and L2 forms):

\[
\gamma_{L1}(x, y) = \frac{|y - \bar{y}_D_p|}{\sigma_y(D_p)}, \ (x, y) \in D_p \tag{7}
\]

\[
\gamma_{L2}(x, y) = \frac{||y - \bar{y}_D_p||}{\sigma_y(D_p)}, \ (x, y) \in D_p
\]
\[ VILoss(x, y) = \frac{\|y - \hat{y}\|^2}{\sigma^2(D_p)} \quad (8) \]

IV. VARIATION-INCENTIVE LOSS

We re-value the data samples to optimize the learning by taking into account their uniqueness and abnormality properties introduced in Section III. Specifically, we assign higher weights to the samples that exhibit strong uniqueness and low abnormality. Given a sample \((x, y)\), a predicted output \(\hat{y}\) and a base loss function \(\mathcal{L}\) (for the regression task), the proposed Variation-Incentive Loss (VILoss) is formulated in (9):

\[ VILoss(x, y, \hat{y}) = \frac{\mu(x, y)}{1 + \gamma(x, y)} \mathcal{L}(\hat{y}, y) \quad (9) \]

In (9), we weight the loss of a sample positively proportional to its uniqueness \(\mu(x, y)\) and inversely proportional to its abnormality \(\gamma(x, y)\) plus one. By doing so, we can modulate how much attention the sample obtains in training. We use \(1 + \gamma(x, y)\) in the denominator to avoid the extreme values in case \(\gamma(x, y) \approx 0\). Note that since the weight applied to the loss is independent of the predictions made by the model and the model parameters, we can easily calculate the gradient of a sample \((x, y)\) with the VILoss as the loss function:

\[ \nabla_w VILoss(x, y, \hat{y}) = \frac{\partial VILoss(x, y, \hat{y})}{\partial w} = \frac{\mu(x, y)}{1 + \gamma(x, y)} \frac{\partial \mathcal{L}(\hat{y}, y)}{\partial w} \quad (10) \]

where \(w\) denotes the model parameters for training.

VILoss for Numerical Regression

VILoss is designed for optimizing models for regression analysis that can be formulated as: \(f : \mathbb{R}^m \rightarrow \mathbb{R}^n\), where \(m\) and \(n\) are the dimensionality of the feature space and the target space, respectively. With the prevalence of the gradient descent-based training methods, the commonly used loss functions for regression include Mean Square Error (MSE) loss (a.k.a., L2 loss) and Huber loss (a.k.a., smooth L1 loss).

Given a sample \((x, y)\) and the corresponding output \(\hat{y}\) predicted by a regression model, we have \(VILoss_{MSE}\) using MSE as the base loss:

\[ VILoss_{MSE}(x, y, \hat{y}) = \frac{\mu(x, y)}{1 + \gamma(x, y)} \frac{1}{v} \sum_{i=1}^{v} (\hat{y}^{(i)} - y^{(i)})^2 \quad (11) \]

where \(v\) is the number of dimensions in the target space and \(y^{(i)}\) is the element in the \(i\)-th dimension. In a similar way, we can apply our re-weighting method to higher-order loss functions like the Least Quartic Regression (LQR) loss (3), which uses a quartic function of error (i.e., \((\hat{y}^{(i)} - y^{(i)})^4\)) that yields significantly higher losses on difficult samples.

Huber loss is a piece-wise function that is linear when the absolute error \(|\hat{y}^{(i)} - y^{(i)}|\) is above a threshold \(\delta\) and is smoothed to a quadratic form otherwise. Applying our re-weighting method, we define \(VILoss_{Huber}\) as:

\[ VILoss_{Huber}(x, y, \hat{y}) = \frac{\mu(x, y)}{1 + \gamma(x, y)} \frac{1}{v} \sum_{i=1}^{v} z_i(\hat{y}, y) \quad (12) \]

\[ z_i(\hat{y}, y) = \begin{cases} \frac{1}{2} (\hat{y}^{(i)} - y^{(i)})^2 & \text{if } |\hat{y}^{(i)} - y^{(i)}| < \delta, \\ \delta (\hat{y}^{(i)} - y^{(i)}) - \frac{1}{2} \delta^2 & \text{otherwise.} \end{cases} \quad (13) \]

where \(z_i(\hat{y}, y)\) is the smooth L1 error for the \(i\)-th output dimension, and \(\delta\) is a hyper-parameter for Huber loss and is often set to 1.0 empirically.

VILoss for Logistic Regression

VILoss is designed for the regression tasks which require the models to output numerical values. Nevertheless, the design of VILoss makes it applicable to training logistic regression models for binary classification. This is because in this case we can establish the cell average \(\hat{y}_{D_p}\) arithmetically in the target space where the label \(y\) takes the value of 0 or 1. Logistic regression models here refer to any form of models (e.g., linear regression, recurrent neural networks) with a sigmoid function applied to its output. As a result, the final output \(\hat{y}\) for binary classification is a scalar of probability. In this paper, we use Binary Cross Entropy (BCE) as the base function of loss:

\[ VILoss_{BCE}(x, y, \hat{y}) = -\frac{\mu(x, y)}{1 + \gamma(x, y)} [y \log \hat{y} + (1-y) \log (1-\hat{y})] \quad (14) \]

where \(y\) is the class label for the sample \((x, y)\) taking either 0 or 1, and \(\hat{y}\) denotes the prediction (in the range \((0, 1)\)) made by the model with a logistic output layer.

V. STUDY OF THE HYPER-PARAMETER \(\lambda\)

The hyper-parameter \(\lambda\) (which determines the number of cells) plays an important role in the training outcome as we need to partition the feature space appropriately to differentiate the value of samples. On the one hand, as \(\lambda\) increases, the partitioning granularity gets finer (i.e., more cells), which is good because we use the cell uniqueness to represent the uniqueness of all samples in this cell. On the other hand, as \(\lambda\) increases, the cells...
become sparser, which means more information is lost regarding the local distribution of samples. To find the optimal value of \( \lambda \) before training, we define a simple metric called \textit{Localized Deviation} (LD) to indicate if the feature space is appropriately partitioned given a set of data. LD is defined as the sum of \( \sigma_x(D_p) \) concerning all the non-empty cells (i.e., \( D_p \neq \emptyset \)) as a result of partitioning:

\[
LD = \sum_{|D_p| \neq 0} \sigma_x(D_p) \quad (15)
\]

We use the following empirical studies to show that the designed LD can be used to guide the selection of the optimal \( \lambda \). We conducted the empirical studies on two synthetic data sets: Synth-1D and Synth-2D. Each set is generated from a polynomial data model with non-biased Gaussian noise (simulating normal variation) and a certain portion of abnormal data (simulating data corruption). We trained the models of varied complexity on these two data sets to observe the correlation between \( \lambda \), LD and the model’s quality (measured in Mean Absolute Percentage Error, MAPE). Under each setting we report the lowest error achieved from all candidate models. Fig. 3 and Fig. 4 plot the results extracted from the full statistics in Tables V and VI in Appendix A.

On Synth-1D, VILoss outperformed MSE under all settings, and the lowest error is achieved by setting \( \lambda \) to 2, which also yields the maximum value of LD (Fig. 3). The case is different on Synth-2D wherein the value of LD is maximized at \( \lambda = 10 \) (Fig. 4) while VILoss also achieves the biggest reduction of error, which means \( 10^2 \) cells represent the best partitioning of this data set. In both cases we find LD is a strong indicator of the effectiveness of our method. Based on these observations, we are able to determine an appropriate value of \( \lambda \) without actually running the training process, but by running this procedure instead: 1) Select a group of candidate values of \( \lambda \); 2) Calculate the value of LD for each candidate \( \lambda \) by using (15); 3) Choose the value of \( \lambda \) that maximizes LD.

VI. Evaluation

A. Experiment Setup

We conducted extensive experiments by running a diversity of regression tasks on both synthetic and real-world data sets. As summarized in Table I we chose four public data sets that correspond to four typical application scenarios including house price regression (\textit{numerical value estimation}), parking vacancy prediction (\textit{time series prediction}), cyber intrusion detection (\textit{anomaly detection}) and event detection (\textit{time series anomaly detection}). For each set, 70% of the data are used for training and 30% for test. All selected data sets (including our Synth-1D and Synth-2D) are more or less biased in data distribution. The data are normalized on both features and targets. In Fig. 5 we show the feature distributions of these data sets among which only our synthetic data follow clear patterns of Gaussian distribution.

![Fig. 3. Test results of the models trained on the Synth-1D data set to show the correlation between (a) the value of LD, and (b) the best error using different \( \lambda \).](image1)

![Fig. 4. Test results of the models trained on the Synth-2D data set to show the correlation between (a) the value of LD, and (b) the best error using different \( \lambda \).](image2)

**TABLE I**

| Data set     | Dimensions | Model            |
|--------------|------------|------------------|
| Synth-1D     | 1+1        | polynomial       |
| Synth-2D     | 2+1        | polynomial       |
| Boston       | 13+1       | linear regression|
| Parking Birm.| 5+2        | LSTM             |
| KDDCup’99    | 41+1       | logistic regression|
| CaliT2       | 2+1        | logistic RNN     |

B. Experimental Results

We applied our re-weighting method to model training using MSE, Huber and the Least Quartic Regression (LQR) loss [3] as the base loss. MSE loss and Huber loss are the standard criteria for regression analysis while the LQR loss is designed for learning from the fat-tailed financial data that exhibit strong skewness or kurtosis. We also evaluated our method with the logistic regression tasks by using the popular BCE as the base loss. Our method is compared against the base losses in terms of...
the model’s performance in tests. All the results reported in the figures are collected under the optimal training settings (e.g., batch size, learning rate and time step).

**Numerical Regression**

We used Boston (housing) and the Parking Birmingham data sets from the UCI repository for numerical regression tasks. The Boston housing data set contains the information collected by the U.S. Census Service with 14 attributes in total of which the median house price is to be predicted. We use a linear regression model for this task. Parking Birmingham is a time-series data set collected by the city council. We extracted two months of the data (from Oct. 4 to Dec. 9, 2016) from the records of five car parks in the city of Birmingham and use them to predict the vacancies in two other car parks (Broad Street and Bull Ring) in the same city. On this data set we trained and tested two forms of LSTM neural nets with one and two stacked hidden layers, respectively. The size of hidden layer is set to 10. Apart from the real-world data sets, the experimental results on synthetic data sets are also included for reference. The errors are reported in two metrics: mean absolute percentage error (MAPE) and mean absolute error (MAE).

In Table II, MAE and MAPE are reported by selecting the best polynomial models in each test (see Appendix A for details). On both synthetic data sets, the experimental results on synthetic data sets are also included for reference. The errors are reported in two metrics: mean absolute percentage error (MAPE) and mean absolute error (MAE).

![Fig. 5. Biased feature distribution of the data used in our experiment. For the data sets with dimensions > 3, only three features are shown.](image)

**Logistic Regression**

Our approach can also be applied to train logistic regression models for binary classification. We extracted a subset of the KDDCup’99 data set to include the TCP records only, and built a logistic regression model for predicting network intrusions (labelled 1 if true, 0 otherwise). For this data set, we weight the samples based on three of the features (‘src_bytes’, ‘dst_bytes’ and ‘dst_host_count’). The CalIt2 data set from UCI and is a time-series data set containing the time stamps and two data streams (in-flow and out-flow) of a department when ViLoss is applied. When testing on the Parking Birmingham dataset, we also observed a significant performance gain especially for the stacked LSTM model (i.e., LSTM-2) with about 10% error reduction compared to that trained with the MSE loss. Combining Tables II and III, Fig. 6 provides the comparison in terms of test error between ViLoss and the baseline losses (MSE, Huber and LQR). From the figure we can observe a solid improvement in the accuracy (i.e., lower test error) of different models when trained using ViLoss on both synthetic data sets and real-world data sets.

**Fig. 6. Comparing the test error of the models trained with MSE Loss, Huber Loss, LQR Loss and ViLoss on different data sets. Note that two different model structures (i.e., one-layer LSTM and two-layer LSTM) are used for the Parking Birmingham data set.**

### Table II

| Loss function | Synth-1D | Synth-2D |
|---------------|---------|---------|
| MAPE          | MAE     | MAPE    | MAE    |
| MSE loss      | 0.243   | 0.018   | 0.197  | 0.015  |
| VILossMSE(L1) | 0.193   | 0.015   | 0.126  | 0.015  |
| VILossMSE(L2) | 0.169   | 0.012   | 0.078  | 0.010  |
| Huber loss    | 0.232   | 0.018   | 0.228  | 0.018  |
| VILossHuber(L1)| 0.158   | 0.017   | 0.163  | 0.020  |
| VILossHuber(L2)| 0.155   | 0.019   | 0.123  | 0.019  |
| LQR loss      | 0.261   | 0.058   | 0.336  | 0.040  |
| ViLossLQR(L1) | 0.161   | 0.013   | 0.312  | 0.033  |
| ViLossLQR(L2) | 0.180   | 0.016   | 0.361  | 0.047  |

https://www.cs.toronto.edu/~delve/data/boston/bostonDetail.html
https://archive.ics.uci.edu/ml/datasets/Parking+Birmingham
https://scikit-learn.org/stable/datasets/index.html#kddcup99-dataset
https://archive.ics.uci.edu/ml/datasets/CalIt2+Building+People+Counts
building where the events take place occasionally and need to be detected. We merged raw records hourly and built an RNN model with sigmoid output. Table IV shows the comprehensive test results of these two models with several classification metrics.

| Loss function | KDDCup’99 TCP | CalIt2 data set |
|---------------|---------------|-----------------|
| BCE loss      | acc 0.927     | prec 0.921      |
|               | recall 0.992  | f1-score 0.957  |
| VILossBCE (L1)| 0.939         | 0.904           |
| VILossBCE (L2)| 0.938         | 0.934           |
| CalIt2        | acc 0.960     | prec 0.619      |
|               | recall 0.406  | f1-score 0.491  |
| VILossBCE (L1)| 0.965         | 0.722           |
| VILossBCE (L2)| 0.966         | 0.800           |

Fig. 7. Comparing the accuracy, precision, recall and F1-score of the resulting models when trained with Binary Cross Entropy Loss and VILoss on (a) KDDCup’99 TCP data set (for anomaly detection) and (b) CalIt2 data set (for time series event detection).

From Table IV we can observe the high recall rates for all the training criteria on KDDCup’99 TCP, but using VILoss improves the model’s accuracy, precision and F1-score. This is because VILoss pays more attention to those uncharacteristic negative samples (with some degree of deviation from the negative majority) and thus reduces false positive decisions (false alarm rate). Event detection is much more difficult on the time series data CalIt2 even with recurrent layers. Some events (e.g., small conferences) do not increase the in-/out-flow of the building significantly, resulting in a relatively low recall rate. In this case, our improvement in recall rate is marginal. However, from Table IV we can observe a notable improvement in precision by roughly 10-20% over the baseline and the comprehensive performance gain is about 3%, as reflected by the f1-score. Fig. 7 summarizes the experimental results on the KDDCup’99 TCP and CalIt2 data sets. It is shown that VILoss can effectively optimize the training of both traditional logistic regression models and recurrent neural nets with logistic output.

VII. Conclusion

Biased data distribution commonly exists in all kinds of real-world data sets and is likely to deteriorate the models learned from these data. However, existing studies hardly pay attention to this problem for the regression analysis. In this paper, we present an approach to quantifying the uniqueness and abnormality of the samples in a skewed and biased data distribution. Combining the two metrics we propose a loss re-weighting method that can be applied to different base loss functions (e.g., MSE, Huber, LQR and BCE Loss) for the regression purpose. The experimental results on various models and data sets show a significant gain in model performance when using VILoss in training.
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APPENDIX

The ground truth of the data is $y = x^6 + 0.3$ for Synth-1D, and $y = -x_1 + x_6^3 + x_3 + 0.3$ for Synth-2D (here $x_1$ and $x_2$ represent the two features). The number of samples generated for these two synthetic data sets is 300 and 1000, respectively. 70 percent of each data set are used for training and 30 percent for test. On each data set we trained three polynomial models: a third-order polynomial model (which is under-parameterized because the degree of the ground truth model is 6), a sixth-order polynomial model (i.e., properly parameterized) and a tenth-order polynomial model (i.e., over-parameterized). The MSE Loss is used as the baseline. The batch size is set to 1 and 5 for Synth-1D and Synth-2D, respectively. We use MAPE (Mean Absolute Percentage Error) as the error metric. Results are summarized in Tables V and VI.

We gather the results and investigate the correlation between the effectiveness of the proposed VILoss and the LD metric we define in [13]. The best result is selected for each loss function (i.e., MSE, VILoss1-form and VILoss2-form) with each specified value of $\lambda$ from 2 to 100. We use MAPE as the error metric.

| Table V | Full test results of the error of models trained with VILoss and the base loss on Synth-1D. Poly-3 and Poly-10 models are used to show the cases when under-parameterized and over-parameterized models are trained on the data set, respectively. |
|---------|----------------------------------------------------------------------------------|
| | test error of models |
| | Poly-3 | Poly-6 | Poly-10 |
| MSE loss | 0.447 | 0.315 | 0.243 |
| VILoss$_{MSE}(L1)$ | 0.464 | 0.250 | 0.241 |
| VILoss$_{MSE}(L2)$ | 0.316 | 0.236 | 0.243 |
| VILoss$_{MSE}(L1)$ | 0.351 | 0.287 | 0.203 |
| VILoss$_{MSE}(L2)$ | 0.331 | 0.206 | 0.195 |
| VILoss$_{MSE}(L1)$ | 0.345 | 0.249 | 0.204 |
| VILoss$_{MSE}(L2)$ | 0.331 | 0.206 | 0.195 |
| VILoss$_{MSE}(L1)$ | 0.351 | 0.287 | 0.203 |
| VILoss$_{MSE}(L2)$ | 0.331 | 0.206 | 0.195 |
| VILoss$_{MSE}(L1)$ | 0.345 | 0.249 | 0.204 |
| VILoss$_{MSE}(L2)$ | 0.331 | 0.206 | 0.195 |
| VILoss$_{MSE}(L1)$ | 0.351 | 0.287 | 0.203 |
| VILoss$_{MSE}(L2)$ | 0.331 | 0.206 | 0.195 |
| VILoss$_{MSE}(L1)$ | 0.345 | 0.249 | 0.204 |
| VILoss$_{MSE}(L2)$ | 0.331 | 0.206 | 0.195 |
| VILoss$_{MSE}(L1)$ | 0.351 | 0.287 | 0.203 |
| VILoss$_{MSE}(L2)$ | 0.331 | 0.206 | 0.195 |
| VILoss$_{MSE}(L1)$ | 0.345 | 0.249 | 0.204 |
| VILoss$_{MSE}(L2)$ | 0.331 | 0.206 | 0.195 |
| VILoss$_{MSE}(L1)$ | 0.351 | 0.287 | 0.203 |
| VILoss$_{MSE}(L2)$ | 0.331 | 0.206 | 0.195 |
TABLE VI
FULL TEST RESULTS OF THE ERROR OF MODELS TRAINED WITH VILOSS AND THE BASE LOSS ON SYNTH-2D. POLY-3 AND POLY-10 MODELS ARE USED TO SHOW THE CASES WHEN UNDER-PARAMETERIZED AND OVER-PARAMETERIZED MODELS ARE TRAINED ON THE DATA SET, RESPECTIVELY.

| Test error of models | Poly-3 | Poly-6 | Poly-10 |
|----------------------|--------|--------|---------|
| MSE loss             | 0.378  | 0.197  | 0.207   |
| \( \lambda = 1 \) (no partitioning) | VILoss\(_{MSE}\)(L1) 0.600 0.396 0.386 | VILoss\(_{MSE}\)(L2) 0.676 0.470 0.452 |
| \( \lambda = 2 \) | VILoss\(_{MSE}\)(L1) 0.336 0.163 0.166 | VILoss\(_{MSE}\)(L2) 0.289 0.136 0.138 |
| \( \lambda = 5 \) | VILoss\(_{MSE}\)(L1) \textbf{0.317} 0.145 0.159 | VILoss\(_{MSE}\)(L2) \textbf{0.269} 0.101 0.115 |
| \( \lambda = 10 \) | VILoss\(_{MSE}\)(L1) 0.357 0.126 \textbf{0.142} | VILoss\(_{MSE}\)(L2) 0.309 \textbf{0.078} \textbf{0.092} |
| \( \lambda = 20 \) | VILoss\(_{MSE}\)(L1) 0.347 0.215 0.198 | VILoss\(_{MSE}\)(L2) 0.351 0.178 0.200 |
| \( \lambda = 50 \) | VILoss\(_{MSE}\)(L1) 0.319 0.153 0.319 | VILoss\(_{MSE}\)(L2) 0.296 0.127 0.331 |
| \( \lambda = 100 \) | VILoss\(_{MSE}\)(L1) 0.559 0.919 1.950 | VILoss\(_{MSE}\)(L2) 0.658 0.937 1.968 |