Enumeration of Certain Classes of $T_0$-hypergraphs
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Abstract

A hypergraph is a $T_0$-hypergraph if for every two different vertices of the hypergraph there exists an edge containing one of the vertices and not containing the other. A general method for the enumeration of certain classes of $T_0$-hypergraphs is given. $T_0$-hypergraphs that are considered here are singled out both by the properties they themselves satisfy and by the properties that dual hypergraphs associated with them satisfy. Though in case of the so-called ordered hypergraphs the property ‘to be a $T_0$-hypergraph’ is reduced to the property ‘to having different columns’ of corresponding matrices, combining this property with some properties, that we are considering here, gives sometimes classes of hypergraphs that are not so easy to enumerate. The problem of enumerating some of thus obtained classes remains unsolved. Special attention is devoted to enumerating of different classes of covers and connected hypergraphs.

1 Introduction

A non-empty finite set together with a finite family of its subsets is called a hypergraph. The elements of the set are called vertices, and the members of the family are called edges of the given hypergraph. A hypergraph could be labelled or unlabelled, and all hypergraphs in the paper are labelled. However, all the problems investigated here could also be considered for the unlabelled case, though most of them are unsolved by now. Just like in general topology we speak about $T_0$-spaces, here we speak about $T_0$-hypergraphs. A hypergraph is a $T_0$-hypergraph if for every two different vertices there exists an edge which contains exactly one of these vertices.

A hypergraph is ordered, freely speaking, if a linear order is given on the family of its edges, otherwise it is unordered. To every ordered labelled hypergraph $H$ one can assign a binary matrix — its incidence matrix $M_H$. It is easy to see that an ordered labelled hypergraph $H$ is a $T_0$-hypergraph iff the matrix $M_H$ has no equal columns. The dual hypergraph $H^T$ of an ordered labelled hypergraph $H$ is the hypergraph whose incidence matrix is the transpose of $M_H$. Let a hypergraph property $p$ be given. We say that $H$ has the dual property of $p$, that is, $H$ is a dual $p$-hypergraph, if $H^T$ has the property $p$. In the paper we suppose that, in general, two sets $\mathcal{P}$ and $\mathcal{P}'$ of properties are given, and we consider (both in an ordered and in an unordered case) the class of all hypergraphs having all the properties from $\mathcal{P}$ and having all the dual properties of the properties from $\mathcal{P}'$. The properties we consider are: ‘to
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be a cover’, ‘to be \( k \)-dimensional’, ‘to be \( k \)-uniform’, ‘to be without intersecting property’, etc., and, clearly, all possible combinations of these properties. Our aim is to find how many hypergraphs of the class defined in such a way have \( T_0 \)-property. We suggest a more general method for enumerating such classes. Theorem 3.1, and its consequences Theorems 3.2, 3.3, 3.4 and 3.5, constitute the base of the method. For a larger part of the enumerations it is enough to apply Theorem 3.4, but there are some ‘hard nuts’ for which we are forced to use Theorem 3.2. In our opinion, Theorem 4.2 and Theorem 5.2 concerning covers and connected hypergraph are also among the more significant theorems. Some of the problems adduced here remain unsolved by now.

The results, obtained in this paper, concerning covers are related to corresponding results for \( k \)-covers that are adduced and cited in [1]. The results, concerning connected hypergraphs, are related to corresponding results that are cited in [2].

The paper is completely self-contained, and all necessary notions and notations are given in Section 2. All the formulas given here are tested by computer, and the majority of corresponding sequences, in an unordered case, are published in [3].

## 2 Basic notions and notations

Let \( X \) be a set. Denote by \(|X|\) the cardinality of \( X \). If \(|X| = n\), then we say that \( X \) is an \( n \)-set.

Let \( m_1, m_2 \in \mathbb{Z}, m_1 \leq m_2 \), be some integers. Denote by \([m_1, m_2]\) the integer interval \([m_1, m_1 + 1, \ldots, m_2]\). For every \( n \in \mathbb{N} \), instead of \( \mathbb{N} \), we write simply \( \mathbb{N} \). Also, let \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \).

Let \( V \) and \( \Lambda \) be finite sets, and \( V \neq \emptyset \). By unordered hypergraph or simply hypergraph we mean an ordered pair \( H = (V, \mathcal{E}) \), where \( \mathcal{E} = (e_{\lambda}, \lambda \in \Lambda) \) is a family of the subsets \( e_{\lambda} \) of the set \( V \) (the subsets can be empty and can repeat themselves, and even the family \( \mathcal{E} \) may be empty). Let us call elements of the set \( V \) vertices, and members of the family \( \mathcal{E} \) edges of the hypergraph \( H \). We write \( e_{\lambda} \in \mathcal{E} \) if \( e_{\lambda} \) is a member of the family \( \mathcal{E} \). In what follows the set of vertices of a hypergraph \( H \) will also be denoted by \( VH \), and the family of its edges — by \( \mathcal{E}H \). If \(|\Lambda| = m \) and \(|V| = n\), then we call hypergraph \( H \) an \((m, n)\)-hypergraph.

Denote by \( ||e|| \) the multiplicity of an \( e \subseteq V \) in \( \mathcal{E} \), i.e., \( ||e|| = |\{\lambda \in \Lambda | e_{\lambda} = e\}| \). We say that a hypergraph \( H \) has no (or, is without) multiple edges if \( ||e|| \leq 1 \) for every \( e \subseteq V \).

Note that a graph may be regarded as a special case of a hypergraph. As above, in what follows the set of vertices of a graph \( G \) is referred to as \( VG \), and its set of edges as \( EG \).

Let \( H = (V, \mathcal{E}) \), \( \mathcal{E} = (e_{\lambda}, \lambda \in \Lambda) \), be a hypergraph. If a linear order \( \preceq \) is given on the set of indices \( \Lambda \), we say that \( H \) is an ordered hypergraph; in that case, for the family of edges, instead of the notation \( \mathcal{E} \) we often use the notation \( \mathcal{E} = (e_{\lambda}, \lambda \in (\Lambda, \leq)) \). If \( \Lambda = \{\lambda_1 < \lambda_2 < \cdots < \lambda_m\} \), denote by \( \mathcal{E}H[i] = \mathcal{E}[i], i \in m \), the edge \( e_{\lambda_i} \) of the hypergraph \( H \). If \( H \) is ordered, denote by \( \mathcal{E}H \) the corresponding unordered hypergraph.

Let \( H = (V, \mathcal{E}) \), \( \mathcal{E} = (e_{\lambda}, \lambda \in \Lambda) \), be a hypergraph. A vertex \( v \in V \) is incident to an edge \( e_{\lambda} \in \mathcal{E} \) (or \( e_{\lambda} \) is incident to \( v \)) if \( v \in e_{\lambda} \). A vertex \( v \) is called an isolated vertex in \( H \) if there is no edge in \( H \) which is incident to \( v \). A vertex \( v \) is called a singular vertex if either \( v \in e_{\lambda} \) for every \( \lambda \in \Lambda \) or \( v \) is an isolated vertex in \( V \). A set \( V' \subseteq V \) is a set of adjacent vertices in \( H \) if there exists an edge \( e_{\lambda} \in \mathcal{E} \) such that \( V' \subseteq e_{\lambda} \).
Let $H = (V, \mathcal{E})$, $\mathcal{E} = (e_\lambda, \lambda \in \Lambda)$, and $H' = (V', \mathcal{E}')$, $\mathcal{E}' = (e_\lambda', \lambda \in \Lambda')$, be two hypergraphs. The hypergraph $H'$ is a subhypergraph of $H$ if $V' \subseteq V$, $\Lambda' \subseteq \Lambda$, and $e_\lambda' = e_\lambda \cap V'$ for every $\lambda \in \Lambda'$. If the hypergraph $H$ is ordered with linear order $\preceq$ on the set $\Lambda$, then we suppose that the subhypergraph $H'$ is also ordered, and that the linear order $(\Lambda' \times \Lambda') \cap \preceq$ is given on the set $\Lambda'$. For every $V_1 \subseteq V$ and $\Lambda_1 \subseteq \Lambda$ denote by $H[V_1, \Lambda_1]$ the corresponding subhypergraph of $H$. So we have $H' = H[V', \Lambda']$.

Let $H = (V, \mathcal{E})$, $\mathcal{E} = (e_\lambda, \lambda \in \Lambda)$, and let $V' \subseteq V$. Take $\Lambda' = \{\lambda \in \Lambda | e_\lambda \subseteq V'\}$. The subhypergraph $H' = H[V', \Lambda']$ is called an induced subhypergraph of $H$, and we say that $V'$ induces $H'$; denote by $H[V']$ such hypergraph $H'$.

Let $H = (V, \mathcal{E})$, $\mathcal{E} = (e_\lambda, \lambda \in \Lambda)$, be a hypergraph. An edge $e_\lambda \in \mathcal{E}$ is a $k$-edge [$k_\ell$-edge], $k \in \mathbb{N}_0$, if $|e_\lambda| = k$ [$|e_\lambda| \leq k$]. We also call a 0-edge an empty edge, and a $|V|$-edge — a full edge. If $\emptyset \in \mathcal{E}$ [$\emptyset \not\in \mathcal{E}$], then we say that $H$ is a hypergraph with [without] empty edges. We say that $H$ is a $k_\ell$-dimensional hypergraph, and write $\operatorname{dim} H \leq k$, if every edge of $H$ is a $k_\ell$-edge. We say that $H$ is a $k$-dimensional hypergraph, and write $\operatorname{dim} H = k$, if $\operatorname{dim} H \leq k$, and if there exists at least one $k$-edge in $H$. The hypergraph $H$ is a $k$-uniform hypergraph if every its edge is a $k$-edge. It is clear that a $k$-uniform hypergraph is always a $k$-dimensional hypergraph.

Let $H = (V, \mathcal{E})$, $\mathcal{E} = (e_\lambda, \lambda \in \Lambda)$, be a hypergraph. If a linear order $\preceq$ is given on $V$, then we say that $H$ is a hypergraph with labelling (determined by $\preceq$); in that case we also say that $H$ is a hypergraph on $(V, \preceq)$. If $V = \{v_1 < \cdots < v_n\}$, denote by $V H[i] = V[i]$, $i \in \overline{n}$, the vertex $v_i$.

Let $H_1 = (V_1, \mathcal{E}_1)$, $\mathcal{E}_1 = (e_\lambda, \lambda \in \Lambda_1)$, and $H_2 = (V_2, \mathcal{E}_2)$, $\mathcal{E}_2 = (e_\lambda', \lambda \in \Lambda_2)$, be two hypergraphs [hypergraphs with labellings]. They are isomorphic, $H_1 \simeq H_2$ [$H_1 \equiv H_2$], if there are bijections $\iota : V_1 \to V_2$ and $\nu : \Lambda_1 \to \Lambda_2$ such that $\iota(e_\lambda) = e'_{\nu(\lambda)}$ for every $\lambda \in \Lambda_1$ [$\iota(V H_1[i]) = V H_2[i]$ for every $i \in \overline{V_1} \cap \nu(e_\lambda) = e'_{\nu(\lambda)}$ for every $\lambda \in \Lambda_1$]; the pair $(\iota, \nu)$ is called an isomorphism between $H_1$ and $H_2$.

Let $H_1 = (V_1, \mathcal{E}_1)$, $\mathcal{E}_1 = (e_\lambda, \lambda \in (\Lambda_1, \preceq_1))$, and $H_2 = (V_2, \mathcal{E}_2)$, $\mathcal{E}_2 = (e_\lambda', \lambda \in (\Lambda_2, \preceq_2))$, be ordered hypergraphs [ordered hypergraphs with labellings]. They are isomorphic, $H_1 \simeq H_2$ [$H_1 \equiv H_2$], if there exists an isomorphism $(\iota, \nu)$ between $\overline{\mathcal{P}}_1$ and $\overline{\mathcal{P}}_2$ such that $\lambda \preceq_1 \lambda'$ iff $\nu(\lambda) \preceq_2 \nu(\lambda')$ for every $\lambda, \lambda' \in \Lambda_1$.

The relations $\simeq$ and $\equiv$ are relations of equivalence on the class of all corresponding hypergraphs. By (unlabelled) hypergraph [ordered (unlabelled) hypergraph] we mean a class of the equivalence $\simeq$. By labelled hypergraph [ordered labelled hypergraph] we mean a class of the equivalence $\equiv$.

Let $V$ be an $n$-set, $\preceq$ be a linear order on $V$, and $K$ be a labelled [an ordered labelled] $(m, n)$-hypergraph. It is clear that only one [ordered] $(m, n)$-hypergraph with labelling from the class $K$ is a hypergraph on $(V, \preceq)$. So, if we have some ‘hypergraph property’ $p$, and want to know how many labelled [ordered labelled] $(m, n)$-hypergraphs have this property, it is sufficient to find how many $(m, n)$-hypergraphs on $(V, \preceq)$ satisfy the property $p$. This is exactly what we are going to do in the paper: when we enumerate labelled [ordered labelled] $(m, n)$-hypergraphs satisfying the property $p$, we shall fix a linearly ordered set $(V, \preceq)$ (the context will usually make it clear which $(V, \preceq)$ is meant), and enumerate $(m, n)$-hypergraphs on $(V, \preceq)$ satisfying the property $p$. For the sake of simplicity we shall then say ‘an $(m, n)$-hypergraph’ instead of ‘an $(m, n)$-hypergraph on $(V, \preceq)$’.
Let $H$ be an (unordered) hypergraph. It is a **multiantichain** if $e_1 \subseteq e_2$ implies $e_1 = e_2$ for every $e_1, e_2 \in \mathcal{E}H$ (here $e_1$ and $e_2$ taken as sets are equal). A multiantichain without multiple edges is usually called an **antichain**. An $(m, n)$-**multiantichain** [an $(m, n)$-**antichain**] is a multiantichain [an antichain] with $m$ edges and $n$ vertices.

Let $H$ be an (unordered) hypergraph. It is a **cover** if there is no isolated vertex in $H$. It is a **proper cover** if it is a cover and does not contain a full edge. An $(m, n)$-**cover** [a proper $(m, n)$-**cover**] is a cover [a proper cover] with $m$ edges and $n$ vertices.

Let us agree that in the definition that follows the symbol $<\beta>$ means only one of the following words: ‘hypergraph’ or ‘multiantichain’ or ‘antichain’ or ‘cover’ or one of these words with the prefix ‘$(m, n)$-’. By analogy with the notions of $T_0$-, $T_1$- and $T_2$-spaces from general topology let us introduce similar notions for hypergraphs. A $<\beta>$ $H$ is a:

a) $T_0<\beta>$ iff for every two different vertices $u, v \in V H$ there exists $e \in \mathcal{E}H$ such that $(u \in e \land v \notin e) \lor (u \notin e \land v \in e)$,

b) $T_1<\beta>$ iff for every pair $(u, v) \in (V H)^2$, $u \neq v$, there exists $e \in \mathcal{E}H$ such that $(u \in e \land v \notin e)$,

c) $T_2<\beta>$ iff for every pair $(u, v) \in (V H)^2$, $u \neq v$, there exist two edges $e_1, e_2 \in \mathcal{E}H$ such that $(u \in e_1 \land v \in e_2 \land e_1 \cap e_2 = \emptyset)$.

In the case of a proper cover we speak about proper $T_1$-cover and proper $T_i$-$(m, n)$-cover, $i \in \{0, 2\}$. Note that every $T_i$-hypergraph, $i \in \{0, 2\}$, with at least two vertices, is a cover. It is also clear that every $T_0$-hypergraph can have at most one isolated vertex.

Let $H$ be a hypergraph, and let $u, v \in V H$ be its two vertices (the vertices can be equal or different). A **path** in $H$ connecting the vertices $u$ and $v$ is either an edge $e \in \mathcal{E}H$ such that $u, v \in e$, or a finite sequence $e_1, e_2, \ldots, e_k$ of $k$ different edges of $H$, $k \geq 2$, such that $u \in e_1$, $v \in e_k$ and $e_i \cap e_{i+1} \neq \emptyset$ for every $i \in 0, \ldots, k - 1$. The hypergraph $H$ is **connected** if for every its two vertices there exists a path connecting them. So every connected hypergraph is a cover. Let $V_1 \subseteq V$, and suppose that for every $\lambda \in \Lambda$, either $e_\lambda \cap V_1 = e_\lambda$ or $e_\lambda \cap V_1 = \emptyset$. If the hypergraph $H[V_1]$ is connected, then $V_1$ is called a **component** (component of connectedness) of $H$; if $|V_1| = k$, we also say that $V_1$ is a $k$-**component**.

A hypergraph $H = (V, \mathcal{E})$, $\mathcal{E} = (e_\lambda, \lambda \in \Lambda)$, has **$k$-intersecting** property, $k \geq 2$, if $e_{\lambda_1} \cap \cdots \cap e_{\lambda_k} \neq \emptyset$ for every $k$ edges $e_{\lambda_1}, \ldots, e_{\lambda_k} \in \mathcal{E}$ (some of $\lambda_i$ may be equal). If the hypergraph $H$ has $k$-intersecting property for every $k \geq 2$, i.e., $\cap_{\lambda \in \Lambda} e_\lambda \neq \emptyset$, we say that the hypergraph has **intersecting property**, or, for short, that it has $\cap$-**property**; if a hypergraph has no intersecting property, sometimes we say that it has $\cap$-**property**. If $H$ has $\cap$-property, then it has at least one singular vertex.

Each of the introduced hypergraphs may be ordered or unordered, with a labelling or without it. Each of the properties determining such hypergraphs is invariant with respect to $\equiv$ and $\cong$, and consequently we can speak about corresponding labelled and unlabelled hypergraphs. In the following we are dealing only with labelled hypergraphs, and, from now on, we leave out the word ‘labelled’ and keep in mind that all hypergraphs are labelled. Note that all problems investigated in the paper can also be formulated for unlabelled case but we cannot solve most of them yet.

Let us agree that we denote by $<\alpha>$ the word combination ‘unordered [ordered]’. 
Let \( p \) be a property that an \(<\alpha>\) hypergraph could have, or, as we often say, an \(<\alpha>\) hypergraph property. If an \(<\alpha>\) hypergraph \( H \) has the property \( p \), we say also that \( H \) is an \(<\alpha>\) \( p \)-hypergraph. Now let \( p_1, \ldots, p_k \) be some \(<\alpha>\) hypergraph properties. If an \(<\alpha>\) hypergraph has all these properties, we say that it has the property \( p_1 \land \cdots \land p_k \), and, consequently, it is an \(<\alpha>\) \( p_1 \land \cdots \land p_k \)-hypergraph, or, as we sometimes say, an \(<\alpha>\) \( p_1, \ldots, p_k \)-hypergraph.

Denote by \( \mathcal{H}_p [\mathcal{H}_p] \) the class of all \(<\alpha>\) hypergraphs. Let \( p \) be an \(<\alpha>\) hypergraph property. Denote by \( \mathcal{H}_p [\mathcal{H}_p] \) the class of all \(<\alpha>\) \( p \)-hypergraphs, and by \( \mathcal{H}_p^*[\mathcal{H}_p^*] \) the class of all \(<\alpha>\) \( T_0 \)-\( p \)-hypergraphs. If \( p = p_1 \land \cdots \land p_k \), then

\[
\mathcal{H}_p = \mathcal{H}_{p_1 \land \cdots \land p_k} = \mathcal{H}_{p_1} \cap \cdots \cap \mathcal{H}_{p_k};
\]

so, \( \mathcal{H}_p^* = \mathcal{H}_{T_0 \land p} [\mathcal{H}_p^* = \mathcal{H}_{T_0 \land p}] \). If \( \mathcal{H}_p \) is a class of \(<\alpha>\) hypergraphs, then denote by \( \mathcal{H}(m, n) \) the class of all \((m, n)\)-hypergraphs from \( \mathcal{H}_p \). Take \( \alpha_p(m, n) = |\mathcal{H}_p(m, n)| \) \( [\bar{\alpha}_p(m, n) = |\mathcal{H}_p(m, n)|] \) and \( \alpha^*_p(m, n) = |\mathcal{H}_p^*(m, n)| \) \( [\bar{\alpha}_p^*(m, n) = |\mathcal{H}_p^*(m, n)|] \).

The incidence matrix of a \( H \in \mathcal{H}_p(m, n) \) is the binary matrix \( M_H = [m_{ij}]_{m \times n} \), where for every \( i \in \bar{m}, j \in \bar{n}, m_{ij} = 1 \) if \( V[j] \in E[i] \), and \( m_{ij} = 0 \) if \( V[j] \not\in E[i] \). Introducing in such a way the incidence matrix for an ordered \((m, n)\)-hypergraph we define a bijective map between the class \( \mathcal{H}_p(m, n) \) and the class of all binary matrices with \( m \) rows and \( n \) columns. So, if we enumerate a class of ordered \( p \)-hypergraphs \( [T_0 \text{-} p \text{-} \text{hypergraphs}] \), we in fact enumerate the corresponding class of binary matrices \( [\text{binary matrices with different columns}] \).

The dual hypergraph \( H^T \) of an ordered labelled hypergraph \( H \in \mathcal{H}_p(m, n) \) is a hypergraph from \( \mathcal{H}_p(n, m) \) whose incidence matrix is \( M_H^T \), where \( M_H^T \) is the transpose of \( M_H \). Let an ordered hypergraph property \( p \) be given. We say that a hypergraph \( H \in \mathcal{H}_p(m, n) \) has the dual property of \( p \), that is, \( H \) is a dual \( p \)-hypergraph, or, as we also say, \( H \) is dually \( p \), if \( H^T \) has the property \( p \).

### 3 On \( T_0 \)-hypergraphs

As we have agreed, from now on every hypergraph will be labelled, and instead of an ordered [an unordered] labelled hypergraph we simply say an ordered [an unordered] hypergraph.

Let \( H = (V, E), E = (e_\lambda, \lambda \in \Lambda) \), be an arbitrary hypergraph (ordered or unordered). Let us define a relation \( \sim_H \) on \( V \) such that for every \( u, v \in V \),

\[
u \sim_H v \iff (\forall e \in E)(u \in e \land v \in e) \lor (u \not\in e \land v \not\in e).
\]

It is easy to see that the following proposition holds.

**Proposition 3.1** For every ordered [unordered] hypergraph \( H \), the relation \( \sim_H \) is a relation of equivalence.

Let \( H = (V, E), E = (e_\lambda, \lambda \in \Lambda) \), be an arbitrary hypergraph. For every \( v \in V \), denote by \([v]\) the class of equivalence \( \sim_H \) containing \( v \). Also, denote by \( \pi_H \) the partition of the set
of all partitions of \( n \) and denote by \( \pi \) corresponding to the equivalence \( \sim \). We can prove the following theorem.

**Proposition 3.2** For every ordered (unordered) hypergraph \( H = (V, \mathcal{E}) \), the hypergraph \([H]\) is a \( T_0\)-hypergraph.

**Proof.** Let \([u]\) and \([v]\), \([u]\neq [v]\), be two different elements of \( \pi_H \). As \([u]\neq [v]\), then \( \neg(u \sim_H v) \), and therefore there exists \( e \in \mathcal{E} \) such that \((u \in e \land v \notin e) \lor (u \notin e \land v \in e)\). Consequently, we get that \(( [u] \in [e] \land [v] \notin [e] ) \lor ([u] \notin [e] \land [v] \in [e]) \), and, therefore, the hypergraph \([H]\) is a \( T_0\)-hypergraph.

By a partition type we mean any \( n \)-tuple \( \tau = (\alpha_1, \ldots, \alpha_n) \) such that \( \sigma(\tau) = \alpha_1 + 2\alpha_2 + \cdots + n\alpha_n = n \), and \( \alpha_i \in \mathbb{N}_0 \) for every \( i \in \pi \); denote by \(|\tau|\) the number \( \alpha_1 + \alpha_2 + \cdots + \alpha_n \).

Let \( \tau = (\alpha_1, \ldots, \alpha_n) \) be a partition type. We say that a partition \( \pi \) of an \( n \)-set has the type \( \tau \) if it has \( \alpha_i \) partition classes of the cardinality \( i \) for every \( i \in \pi \). The number of all partition classes of \( \pi \) is denoted by \(|\pi|\), and the partition type \( \tau \) of the partition \( \pi \) is denoted by \( \text{typ}(\pi) \). It is clear that \(|\pi| = |\text{typ}(\pi)|\).

Let \( \tau = (\alpha_1, \ldots, \alpha_n) \) be a partition type. Denote by \( b(\tau) \) the number of all partitions \( \pi \) of a given \( n \)-set such that \( \text{typ}(\pi) = \tau \). It is well known that

\[
b(\tau) = \frac{n!}{\alpha_1!\alpha_2!\cdots\alpha_n!(2!)^{\alpha_2}\cdots(n!)^{\alpha_n}}.
\]

Fix a countable set \( W_\infty = \{w_i \mid w_i \in \mathbb{N}_0\} \), and for every \( n \in \mathbb{N} \), let \( W_n = \{w_1 < w_2 < \ldots < w_n\} \). Denote by \( \mathcal{G}_n \) the set of all labelled graphs on \( W_n \).

Denote by \( \Pi(n) \) the set of all partitions of the \( n \)-set \( W_n \), and denote by \( \Pi(n, i) \) the set of all partitions of \( W_n \) into \( i \) parts. Let \( \tau = (\alpha_1, \ldots, \alpha_n) \) be a partition type. Denote by \( \Pi(\tau) = \Pi(\alpha_1, \ldots, \alpha_n) \) the set of all partitions of the type \( \tau \) from \( \Pi(n) \).

Let \( \mathcal{P} \) be an unordered hypergraph property. An \((m,n)\)-\( \mathcal{P} \)-hypergraph \( H \) satisfies the property \( p_{ij} \) if \( V[i] \sim_H V[j] \); \( i,j \in \pi \), \( i \neq j \). Let \( \mathcal{P} = \{p_{i,j}, \ldots, p_{i,k}\} \) be a subset of \( \mathcal{P}_0 = \{p_{ij} \mid i,j \in \pi \}, i \neq j \}. \) Denote by \( \alpha_\mathcal{P}(m,n;\mathcal{P}) \) the number of all \( \mathcal{P} \)-hypergraphs satisfying at least all the properties from \( \mathcal{P} \). Note that \( \alpha_\mathcal{P}(m,n;\emptyset) = \alpha_\mathcal{P}(m,n) \). Consider the graph \( G(\mathcal{P}) = (W_n,E(\mathcal{P})) \), where \( E(\mathcal{P}) = \{\{w_i,w_j\} \mid s \in \mathcal{P}\} \). Find the components of \( G(\mathcal{P}) \), and denote by \( \pi(\mathcal{P}) \) the corresponding partition of the set \( W_n \). Let \( \mathcal{P} \) and \( \mathcal{P}' \) be subsets of \( \mathcal{P}_0 \) such that \( \pi(\mathcal{P}) = \pi(\mathcal{P}') \). It is clear that every \( \mathcal{P} \)-hypergraph \( H \) which satisfies all the properties from \( \mathcal{P} \) satisfies all the properties from \( \mathcal{P}' \), and vice versa. Consequently, we get the following lemma.

**Lemma 3.1** For every \( \mathcal{P}, \mathcal{P}' \subseteq \mathcal{P}_0 \), if \( \pi(\mathcal{P}) = \pi(\mathcal{P}') \), then \( \alpha_\mathcal{P}(m,n;\mathcal{P}) = \alpha_\mathcal{P}(m,n;\mathcal{P}') \).

Denote by \( \alpha_\mathcal{P}(m,n;\pi) \) the value \( \alpha_\mathcal{P}(m,n;\mathcal{P}) \), where \( \mathcal{P} \subseteq \mathcal{P}_0 \) such that \( \pi(\mathcal{P}) = \pi \). From the above lemma it follows that this notation is well founded. Now by using the above lemma we can prove the following theorem.
Theorem 3.1

\[ \alpha^*_p(m, n) = \sum_{(\alpha_1, \ldots, \alpha_n)} \sum_{\pi \in \Pi(\alpha_1, \ldots, \alpha_n)} \alpha_p(m, n; \pi) \left( \prod_{i=1}^n (-1)^{i-1}(i-1)! \right)^{\alpha_i} \].

Proof. Using the lemma and the formula of inclusion and exclusion we get

\[ \alpha^*_p(m, n) = \sum_{P \subseteq \mathcal{P}_0} (-1)^{|P|} \alpha_p(m, n; P) = \sum_{P \subseteq \mathcal{P}_0} (-1)^{|\mathcal{E}(P)|} \alpha_p(m, n; P) = \sum_{\pi \in \Pi(n)} \mu(\pi) \alpha_p(m, n; \pi), \]

where

\[ \mu(\pi) = \sum_{P \subseteq \mathcal{P}_0, \pi(P) = \pi} (-1)^{|\mathcal{E}(P)|}. \]

Let \( (\alpha_1, \ldots, \alpha_n) \) be a partition type of an \( n \)-set, and let \( \pi = \{V_1, \ldots, V_k\} \in \Pi(\alpha_1, \ldots, \alpha_n) \). Take a \( P \subseteq \mathcal{P}_0 \) such that \( \pi(P) = \pi \). Denote by \( \mathcal{G}(\pi) \) the class of all graphs from \( \mathcal{G}_n \) having \( k \) components of connectedness defined by the sets \( V_1, \ldots, V_k \). Also for every set \( V \), denote by \( \bar{\mathcal{G}}(V) \) the set of all connected graphs on \( V \) (having \( V \) as the set of their vertices). Then it is clear that

\[ \mu(\pi) = \sum_{G \in \mathcal{G}(\pi)} (-1)^{|G|} = \sum_{G_1 \in \mathcal{G}(V_1)} \cdots \sum_{G_k \in \mathcal{G}(V_k)} (-1)^{|G_1|} \cdots (-1)^{|G_k|}. \]

As for every \( n \)-set \( V \)

\[ \sum_{G \in \mathcal{G}(V)} (-1)^{|G|} = (-1)^{n-1}(n-1)! , \]

then

\[ \mu(\pi) = \left[ \sum_{G_1 \in \mathcal{G}(V_1)} (-1)^{|G_1|} \right] \cdots \left[ \sum_{G_k \in \mathcal{G}(V_k)} (-1)^{|G_k|} \right] = \prod_{i=1}^k [(-1)^{i-1}(i-1)!]^{\alpha_i} \square. \]

We say that \( p \) is a uniform property if the equality \( \text{typ}(\pi) = \text{typ}(\pi') = \tau \) always implies the equality \( \alpha_p(m, n; \pi) = \alpha_p(m, n; \pi') = \alpha_p(m, n; \tau) \).

Let \( \tau \) be a partition type of an \( n \)-set. Let us put

\[ c(\tau) = \frac{n!}{\alpha_1! \alpha_2! \cdots \alpha_n!}. \]

We have the following theorem.
\textbf{Theorem 3.2} If \( p \) is a uniform property, then

\[ \alpha^*_p(m, n) = \sum_{\tau = (\alpha_1, \ldots, \alpha_n)} (-1)^{n-\alpha_1\cdots-\alpha_n} c(\tau) \alpha_p(m, n; \tau), \]

\textit{Proof.} From Theorem 3.1 it follows that

\[ \alpha^*_p(m, n) = \sum_{(\alpha_1, \ldots, \alpha_n) \pi \in \Pi(\alpha_1, \ldots, \alpha_n)} \alpha_p(m, n; \pi) \prod_{i=1}^{n} \left[ (-1)^{i-1} (i-1)! \right]^{\alpha_i} = \sum_{\tau = (\alpha_1, \ldots, \alpha_n), \sigma(\tau) = n} \alpha_p(m, n; \tau) b(\tau) \prod_{i=1}^{n} \left[ (-1)^{i-1} (i-1)! \right]^{\alpha_i}, \]

and we immediately get the formula. \( \Box \)

We say that a uniform property \( p \) is a \textit{regular} \( T_0 \)-\textit{property} if the equality \( |\tau| = |\tau'| = k \) always implies the equality \( \alpha_p(m, n; \tau) = \alpha_p(m, n; \tau') = \alpha_p(m, n; k) \). Now we have the following theorem.

\textbf{Theorem 3.3} If \( p \) is a regular \( T_0 \)-property, then

\[ \alpha^*_p(m, n) = \sum_{i=1}^{n} s_{n,i} \alpha_p(m, n, i), \]

where \( s_{n,i} \) are the Stirling numbers of the first kind.

\textit{Proof.} From Theorem 3.2 it follows that

\[ \alpha^*_p(m, n) = \sum_{\tau = (\alpha_1, \ldots, \alpha_n), \sigma(\tau) = n} (-1)^{n-\alpha_1\cdots-\alpha_n} c(\tau) \alpha_p(m, n; \tau) = \sum_{k=1}^{n} \alpha_p(m, n; k) \sum_{\tau = (\alpha_1, \ldots, \alpha_n), |\tau|=k, \sigma(\tau) = n} (-1)^{n-k} c(\tau). \]

Now from identity (see [4])

\[ \sum_{\tau = (\alpha_1, \ldots, \alpha_n), |\tau|=k} (-1)^{n-k} c(\tau) = s_{n,k} \]

follows the theorem. \( \Box \)

Let \( V \) be an \( n \)-set, and let \( V_i, i \in k \), be partition classes of a \( k \)-partition \( \pi \) of \( V \). An ordered [unordered] hypergraph \( H = (V, \mathcal{E}), \mathcal{E} = (e_\lambda, \lambda \in \Lambda), \) is \( \pi \)-\textit{granular} if either \( e_\lambda \cap V_i = \emptyset \) or \( e_\lambda \cap V_i = V_i \) for every \( i \in k \) and \( \lambda \in \Lambda \). For example, every hypergraph \( H \) is \( \pi_H \)-granular.

Let \( V \) be a linearly ordered \( n \)-set, let \( \pi = (V_1, \ldots, V_k) \) be an ordered \( k \)-partition, \( k \leq n \), of \( V \), and let \( H = (V, \mathcal{E}), \mathcal{E} = (e_\lambda, \lambda \in \Lambda), \) be a \( \pi \)-granular (labelled) ordered [unordered] \((m, n)\)-hypergraph on \( V \). An ordered [unordered] \((m, k)\)-hypergraph \( H' = (V', \mathcal{E}'), \mathcal{E}' = (e'_\lambda, \lambda \in \Lambda), \) is a \( \pi \)-\textit{condensation} of \( H \) (or, \( H \) is a \( \pi \)-\textit{expansion} of \( H' \)) if \( V[i] \in e'_\lambda \) iff \( V_i \subseteq e_\lambda \). We say that
We immediately get
\[ \alpha_p(m, n) = \sum_{i=1}^{n} s_{n,i} \alpha_p(m, i). \]  
(1)

**Theorem 3.6** Let \( p \) be a property that allows \( T_0 \)-filtration. Then
\[ \hat{\alpha}_p^*(m, n) = \sum_{i=0}^{n} s_{n,i} \hat{\alpha}_p(i). \]

**Proof.** From Theorem 3.4 we immediately get
\[ \hat{\alpha}_p^*(n) = \sum_{i=0}^{2^n} s_{n,i} \hat{\alpha}_p(i). \]

Most of the classes of hypergraphs considered in the paper are obtained as an intersection of some basic classes of hypergraphs. Because of that we shall often make use of the following proposition which is not difficult to prove.
**Proposition 3.3** Let $p_1$ and $p_2$ be two properties which allow $T_0$-filtration. Then property $p_1 \land p_2$ also allows $T_0$-filtration.

Let us give by the following theorem the first set of properties allowing $T_0$-filtration. We can see, and it will be clear later, that most of the properties are basic.

**Theorem 3.7** Each of the following properties allows $T_0$-filtration: 'to be an unordered/ordered hypergraph', 'to be without/with empty edges', 'to be without/with isolated vertices', 'to be without/with full edges', 'to have/not to have intersecting property', 'to be without/with multiple edges', and 'to be without/with singular vertices'.

Note that the property 'to be without isolated vertices' is equivalent to the property 'to be a cover'; the dual property of the property 'to be without [with] isolated vertices' is 'to be without [with] empty edges'; the dual property of the property 'to have [not to have] intersecting property' is 'to be without [with] full edges'; 'to be with singular vertices' means that the hypergraph has intersection property or has an isolated vertex. Also, 'to be without singular vertices' means 'to be a cover without intersecting property'.

Let $H = (V, E), \mathcal{E} = (e_\lambda, \lambda \in \Lambda)$, and $H' = (V, E'), \mathcal{E}' = (e'_\delta, \delta \in \Delta)$, be two unordered hypergraphs. Suppose that there exist a partition $\pi = \{\Lambda_\delta | \delta \in \Delta\}$ of the set $\Lambda$ such that $e_\lambda = e'_\delta$ if $\lambda \in \Lambda_\delta$. Then we say that $H'$ is an edge $\pi$-contraction of $H$, and $H$ is an edge $\pi$-expansion of $H'$. An unordered hypergraph property $p$ is edge partition invariant if $p$ is invariant with respect to the operations of edge contractions and edge expansions.

**Theorem 3.8** Let $p$ be an edge partition invariant unordered hypergraph property. Denote by $\tilde{\mathcal{H}}_p(m, n)$ the class of all unordered hypergraphs without multiple edges from the class $\mathcal{H}_p(m, n)$, and let $\tilde{\alpha}_p(m, n) = |\tilde{\mathcal{H}}_p(m, n)|$. Then

$$\alpha(m, n) = \sum_{i=1}^{m} C_{m-1}^{i-1} \tilde{\alpha}(i, n).$$

Let $H = (V, E), \mathcal{E} = (e_\lambda, \lambda \in (\Lambda, \leq_1))$, and $H' = (V, E'), \mathcal{E}' = (e'_\delta, \delta \in (\Delta, \leq_2))$, be two ordered hypergraphs. Suppose that there exists an ordered partition $\pi = (\Lambda_\delta, \delta \in (\Delta, \leq_2))$ of the set $\Lambda$ such that $e_\lambda = e'_\delta$ if $\lambda \in \Lambda_\delta$. Then we say that $H'$ is an edge $\pi$-contraction of $H$, and $H$ is an edge $\pi$-expansion of $H'$. An ordered hypergraph property $p$ is edge partition invariant if $p$ is invariant with respect to the operations of edge contractions and edge expansions.

**Theorem 3.9** Let $p$ be an edge partition invariant ordered hypergraph property. Denote by $\tilde{\mathcal{H}}_p(m, n)$ the class of all ordered hypergraphs without multiple edges from the class $\mathcal{H}_p(m, n)$, and let $\tilde{\alpha}_p(m, n) = |\tilde{\mathcal{H}}_p(m, n)|$. Then

$$\alpha(m, n) = \sum_{i=1}^{m} S_{m,i} \tilde{\alpha}(i, n).$$
If \( p \) is an edge partition invariant ordered [unordered] hypergraph property, and the equality from the Theorem 3.9 [3.8] holds, then we say that the \( G_1\)-transformation \([G'_1\text{-transformation}]\) can be applied on \( p \), and we write \( \tilde{\mathcal{H}}_p = G_1(\tilde{\mathcal{H}}_p) \) [\( \tilde{\mathcal{H}}_p = G'_1(\tilde{\mathcal{H}}_p) \)]. The formulas from Theorems 3.8 and 3.9 are easily inverted, and they define the \( G_1^{-1}\)-transformation \([G'_1^{-1}\text{-transformation}]\). At the same time it is necessary to note that Theorems 3.5 and 3.9 are identical in principle. It is just that the former concerns vertices, and the latter — edges of a hypergraph.

Generally speaking, our goal is to find, for a given ordered [unordered] hypergraph property \( p \), the number of all ordered [unordered] \( T_0(m,n)\)-\( p \)-hypergraphs. The denotations of the numbers that we are trying to calculate in the context of the problem will always be given by the table of the following type:

| ordered \( q \)-hypergraph without multiple edges | \( q_0 \) | \( q_1 \) | \( \ldots \ldots \) | \( q_k \) |
|-------------------------------------------------|--------|--------|-----------------|--------|
| \( \alpha_{01}(m,n) \)                         | \( \alpha_{11}(m,n) \) | \( \ldots \ldots \) | \( \alpha_{1k}(m,n) \) |
| \( \alpha_{01}^*(m,n) \)                       | \( \alpha_{11}^*(m,n) \) | \( \ldots \ldots \) | \( \alpha_{1k}^*(m,n) \) |

In the table \( \alpha_{ij}(m,n) [\alpha_{ij}^*(m,n)] \) is the number of all hypergraphs \([T_0\text{-hypergraphs}]\) that satisfy the property defined in the \( j \)-th row of the first column and the property \( q_i \). Here we suppose that properties \( q \) and \( q_i \), \( i \in \mathbb{Z} \), have sense for all hypergraphs, both in ordered and in unordered case. In the paper the tables will most often have four columns, that is, \( k = 3 \), and the properties \( q_i \), \( i \in \mathbb{Z}, 3 \), will be, respectively, the properties ‘to be an arbitrary’, ‘to be without empty edges’, ‘to be without full edges’, and ‘to be without empty and full edges’. The table of the above-given type serves only for introducing new notations, and as the first column is completely determined if the property \( q \) is given, then the table can be given in a more simplified form:

| to be \( q \)-hypergraph | \( q_0 \) | \( q_1 \) | \( \ldots \ldots \) | \( q_k \) |
|---------------------------|--------|--------|-----------------|--------|
| \( \alpha_{01}(m,n) \)   | \( \alpha_{11}(m,n) \) | \( \ldots \ldots \) | \( \alpha_{1k}(m,n) \) |

These tables (both a complete table and its simplified form) are called \( q \)-tables. If \( \alpha_{ij}(m,n) \) is a number in the given \( q \)-table, then we denote the corresponding class of hypergraphs by \( \tilde{\mathcal{H}}(\alpha_{ij}) \), and the property (the combination of the corresponding properties) which determines the class \( \tilde{\mathcal{H}}(\alpha_{ij}) \) by \( p(\alpha_{ij}) \).

Let us agree that in the case when \( q \) or some of \( q_i \) is the property ‘to be arbitrary’, the corresponding cell would be left empty. If the properties \( q_i \) are the same for several tables, then we shall “glue” these separate tables into a bigger one. If the appropriate formulas for some of the numbers in the table are not adduced, and they are not direct consequences of the given ones, the corresponding problems are not solved yet.

We usually get the number of unordered [ordered] \( p \)-hypergraphs without multiple edges from the number of corresponding ordered [unordered] \( p \)-hypergraphs without multiple edges by multiplying the latter number by \( 1/m! [m!] \); in that case we say that the \( G_2\)-transformation \([G_2^{-1}\text{-transformation}]\) can be applied on \( p \).
If the numbers $\alpha_{ij}(m, n)$, $i \in \overline{0, n}, j \in \overline{2, 4}$, can be obtained from $\alpha_{11}(k, l)$ with the help of transformations $G_1$, $G_2$ and $G_3 = G'_3 \circ G_2$ (the transformation $G_3$ should be understood as consecutive application first of the transformation $G_2$, and then of the transformation $G'_3$), then we say that $q$-table is regular. It is clear that if $q$-table is regular, then $T_0$-$q$-table is also regular. If the properties $q$ and $q_i$, $i \in \overline{0, k}$, allow $T_0$-filtration, then we say that the corresponding $q$-table is completely regular. If $q$-table is completely regular, then the transformation $F_0$ with each of the transformations $G_i$, $i \in \overline{3}$, commutates, i.e., $F_0 \circ G_i = G_i \circ F_0$ for every $i \in \overline{3}$, on every combination of properties which is determined by the given $q$-table.

As we have already said, our task is to find numbers $\alpha_{ij}^*(m, n)$. Let us suppose that the properties $q$ and $q_i$ allow $T_0$-filtration. Now if we know $\alpha_{ij}(m, n)$, then in order to calculate numbers $\alpha_{ij}^*(m, n)$ it is sufficient just to use Theorem 3.4. So, in that case the problem of finding $\alpha_{ij}^*(m, n)$ is considered solved if we know $\alpha_{ij}(m, n)$. In case when a $q$-table is completely regular, it follows from the given above considerations that it is sufficient to know the numbers $\alpha_{11}(m, n)$, and if we calculate them, the problem is considered solved.

Let us note that $\alpha_{*}(0, n) = 0$ for every $n \geq 2$, and $\alpha_{*}(0, 1) = \alpha_{p}(0, 1)$. Hence, in the following we often assume that $m \geq 1$.

Let us illustrate all we have stated here with the help of a simple case. Introduce the notations for the following classes of hypergraphs (here ‘wo.’ stands for ‘without’):

|                | wo. empty edges | wo. full edges | wo. empty edges and full edges |
|----------------|-----------------|----------------|-------------------------------|
| $\alpha_{01}(m, n)$ | $\alpha_{11}(m, n)$ | $\alpha_{21}(m, n)$ | $\alpha_{31}(m, n)$ |
| no $\cap$-property | $\bar{\alpha}_{01}(m, n)$ | $\bar{\alpha}_{11}(m, n)$ | $\bar{\alpha}_{21}(m, n)$ | $\bar{\alpha}_{31}(m, n)$ |

Also, introduce the following notations:

$$\lambda_1(i, j) = [i]_j, \quad \lambda_2(i, j) = i^j, \quad \lambda_3(i, j) = C_i^j, \quad \lambda_4(i, j) = C_i^{j+1}$$

(3) for every $i, j \in \mathbb{N}$; here $[i]_j$ is the falling factorial (see [6]). By using Theorem 3.4, Theorem 4.1, and elementary combinatorics we immediately get the following proposition:

**Proposition 3.4** For every $j \in \overline{0, 3}$ and $k \in \overline{4}$,

$$\alpha_{jk}(m, n) = \lambda_k(2^n - \frac{i+1}{2}, m) \quad \text{and} \quad \alpha_{jk}^*(m, n) = \sum_{i=1}^{n} s_{n,i} \lambda_k(2^i - \frac{i+1}{2}, m),$$

where $[x]$ is the floor function.

Now, for example, as, obviously, $\alpha_{*2}(m, n) = [2^m]_n$, then from Proposition 3.4 we get the well known equality $\sum_{i=1}^{n} (2^i)^m s_{n,i} = [2^n]_n$.

As ‘no $\cap$-property’-table is regular, it is sufficient to see that the following statement holds.

**Proposition 3.5** For the numbers $\bar{\alpha}_{i1}(m, n)$, $i \in \overline{0, 3}$, and for every $n \geq 1$, we have that

$$\bar{\alpha}_{i1}(m, n) = \alpha_{i1}(m, n) + \sum_{j=1}^{n-1} (-1)^j C_n^j \alpha_{2[\frac{i}{2}],1}(m, n - j)$$

if $m > 1$, and $\bar{\alpha}_{01}(1, n) = \bar{\alpha}_{21}(1, n) = 1$ and $\bar{\alpha}_{11}(1, n) = \bar{\alpha}_{31}(1, n) = 0.$
Note that the functions $\tilde{\alpha}_{11}(m, n)$ and $\tilde{\alpha}_{21}(m, n)$ are symmetric. Denote by $A_i(x, y)$, $i \in \mathbb{T}$, the exponential generating function for $\alpha_{i1}(m, n)$. Then by Theorem 3.8 and Theorem 3.9, using Lah and Stirling transforms [7], (see also [8]), it is not difficult to show that

$$A_{11}(x, y) = \sum_{m \geq 0} \sum_{n \geq 0} \alpha_{11}(m, n) \frac{y^m}{m!} \frac{x^n}{n!} = \sum_{m \geq 0} \sum_{n \geq 0} [2^n - 1]_m \frac{y^m}{m!} \frac{x^n}{n!} = \sum_{n \geq 0} (1 + y)^{2^n - 1} \frac{x^n}{n!},$$

$$A_{12}(x, y) = \sum_{m \geq 0} \sum_{n \geq 0} \alpha_{12}(m, n) \frac{y^m}{m!} \frac{x^n}{n!} = A_{11}(x, e^y - 1) = \sum_{n \geq 0} \frac{e^{(2^n - 1)y}}{n!} x^n,$$

$$A_{13}(x, y) = \sum_{m \geq 0} \sum_{n \geq 0} \alpha_{13}(m, n) \frac{y^m}{m!} \frac{x^n}{n!} = A_{11}(x, y) = \frac{1}{1 + y} \cdot \sum_{n \geq 0} e^{2^n x} \frac{(\ln(1 + y))^n}{n!},$$

$$A_{14}(x, y) = \sum_{m \geq 0} \sum_{n \geq 0} \alpha_{14}(m, n) \frac{y^m}{m!} \frac{x^n}{n!} = A_{11}(x, y) = \sum_{n \geq 0} (1 - y)^{-2^n + 1} \frac{x^n}{n!} = (1 - y) \cdot \sum_{n \geq 0} e^{2^n x} \frac{(-\ln(1 - y))^n}{n!}.$$

### 4 Covers, $k_{\leq}$-dimensional and $k$-uniform hypergraphs

A cover $H$ is a $k_{\leq}$-cover [$k$-cover], $k \in \mathbb{N}$, if for every vertex there are no more than $k$ [exactly $k$] edges containing it. Note again that the property ‘to be without singular point’ is equivalent to the property ‘to be cover with no $\cap$-property’. The dual property of the property ‘to be an ordered $k_{\leq}$-cover [$k$-cover]’ is ‘to be a $k_{\leq}$-dimensional hypergraph without empty edges [a $k$-uniform hypergraph]’. Introduce the following notation:

| \text{cover}            | \text{wo. empty edges} | \text{wo. full edges} | \text{wo. empty edges and full edges} |
|------------------------|------------------------|------------------------|-------------------------------------|
| $\beta_{01}(m, n)$     | $\beta_{11}(m, n)$     | $\beta_{21}(m, n)$     | $\beta_{31}(m, n)$                  |
| $k$-cover              | $\beta_{01}(m, n, k)$  | $\beta_{11}(m, n, k)$  | $\beta_{21}(m, n, k)$               | $\beta_{31}(m, n, k)$ |
| $k_{\leq}$-cover       | $\beta_{01}(m, n, k)$  | $\beta_{11}(m, n, k)$  | $\beta_{21}(m, n, k)$               | $\beta_{31}(m, n, k)$ |
| without singular       | $\beta_{41}(m, n)$     | $\beta_{51}(m, n)$     | $\beta_{61}(m, n)$                  | $\beta_{71}(m, n)$                  |
| vertices               |                        |                        |                                     |

A cover [$k_{\leq}$-cover] $H = (V, E)$, $E = (e_{\lambda}, \lambda \in \Lambda)$, is a minimal cover [minimal $k_{\leq}$-cover] if for every $\lambda \in \Lambda$ the subhypergraph $H[V, \Lambda \setminus \{\lambda\}]$ is not a cover. A minimal cover [minimal $k_{\leq}$-cover] $H$ never contains an empty edge and multiple edges, and if $|EH| > 1$, it never contains a full edge either (if $|EH| = 1$, a cover contains only one full edge, and it is minimal). Denote by $\mu_{01}(m, n)$ [$\mu_{01}(m, n, k)$] the number of all minimal covers [minimal $k_{\leq}$-covers], and by $\mu_{41}(m, n)$ the number of all minimal covers without $\cap$-property.

It is also possible to speak about minimal 1-covers, but it is easy to see that the number of such ordered $(m, n)$-hypergraphs is $S_{m,n}$, and the number of ordered minimal $T_0$-1-covers having $m$ edges and $n$ vertices is $m!$ if $m = n$, and $0$ if $m \neq n$. 
Theorem 4.1 Each of the following properties allows \( T_0 \)-filtration: ‘to be a cover’, ‘to be a \( k \)-cover’, ‘to be a \( k \leq r \)-cover’, ‘to be a minimal cover’, ‘to be a minimal \( k \leq r \)-cover’.

By using Theorems 4.1, 3.4 and 3.5 we have that all properties introduced by the above table and all the above introduced minimal properties allow \( T_0 \)-filtration. Let us recall that a cover without full edges is a proper cover.

![Figure 1:](image)

The relations between some of the introduced classes of ordered classes, when \( m \geq 2 \), are given by Fig. 1. The numbers introduced by the table are in some sense basic. For example, if we know them, we are able to enumerate every constituent of the classes corresponding to these numbers.

Note that \( \bar{\beta}_{ij}(m, n, 1) = \bar{\beta}_{ij}(m, n, 1) \) for every \( i \in \overline{0,3} \) and \( j \in \overline{4} \), \( \bar{\beta}_{01}(m, n, 1) = \bar{\beta}_{02}(m, n, 1), \bar{\beta}_{03}(m, n, 1) = \bar{\beta}_{04}(m, n, 1), \bar{\beta}_{11}(m, n, 1) = \bar{\beta}_{31}(m, n, 1) = S_{n,m} \), and, also, \( \beta_{01}(m, n) = (2^m - 1)^n \). Also note that ‘wo. singular vertices’-table is completely standard, and holds

Proposition 4.1 For the numbers \( \beta_{i1}(m, n), i \in \overline{4,7} \), and for every \( n \geq 1 \), we have that

\[
\beta_{11}(m, n) = \bar{\alpha}_{i1}(m, n) + \sum_{j=1}^{n-1} (-1)^j C_n^j \bar{\alpha}_{\nu(i),1}(m, n - j)
\]

if \( m > 1 \), and \( \beta_{11}(1, n) = 0 \); here \( \nu(i) = 0 \) if \( i \) is an even integer, and \( \nu(i) = 1 \) if \( i \) is an odd one.

Note that the function \( \beta_{31} \) is symmetric. Also note that simpler formulas are possible, for example,

\[
\beta_{41}(m, n) = \sum_{i=0}^{n} (-1)^i C_n^i 2^i [n - i]_m.
\]

Let \( H = (V, E) \) be a hypergraph, and let \( V_0(H) \) be the set of all isolated vertices of \( H \). Denote by \((H)_0\) the induced subhypergraph \( H[V \setminus V_0(H)]\). Let \( p \) be a hypergraph property. We say that the property \( p \) is \( \emptyset \)-stable if for every hypergraph \( H \) it holds that \( H \in \mathcal{S}_p \) iff \( (H)_0 \in \mathcal{S}_p \), i.e., iff \( p \) is invariant with respect to the operations of adding and cancelling isolated vertices.
Theorem 4.2 Let $p$ be a $\emptyset$-stable property that allows $T_0$-filtration, and let $\alpha_p(m, n)$ be the number of all $(m, n)$-hypergraphs having property $p$. Then the number of all $T_0$-covers having property $p$ is

$$\beta^*_p(m, n) = \sum_{i=1}^{n+1} s_{n+1,i} \alpha_p(m, i - 1).$$

(4)

Proof. Denote by $p'$ the following hypergraph property: a hypergraph $H$ belongs to $\mathcal{H}_p'$ if $H \in \mathcal{H}_p$ and $VH[1]$ is an isolated vertex. The property $p'$ allows $T_0$-filtration. Denote by $\gamma_p(m, n)$ the number of all hypergraphs from the set $\mathcal{H}_p'(m, n)$. It is clear that $\gamma_p(m, n) = \alpha_p(m, n - 1)$. By using Theorem 3.4 we get

$$\gamma^*_p(m, n) = \sum_{i=1}^{n} s_{n,i} \gamma_p(m, i) = \sum_{i=1}^{n} s_{n,i} \alpha_p(m, i - 1).$$

(5)

As a $T_0$-hypergraph has one isolated vertex at most, we have that

$$\gamma^*_p(m, n) = \beta^*_p(m, n - 1) \quad \text{for every} \quad n \geq 2.$$  

(6)

Now formula (4) follows from (5) and (6). □

It is easy to see that the properties ‘to be a hypergraph’ and ‘to be a hypergraph without empty edges’ are $\emptyset$-stable, and the properties ‘to be a hypergraph without full edges’ and ‘to be a hypergraph without empty and full edges’ are not $\emptyset$-stable. Therefore, by using Theorem 4.2 we get the first two formulas of the next proposition.

Proposition 4.2 For the numbers $\beta^*_{j1}(m, n)$, $j \in \{0, 2\}$, we get the following formulas:

$$\beta^*_{01}(m, n) = \sum_{i=1}^{n} \binom{2i-1}{m} s_{n+1,i}, \quad \beta^*_{21}(m, n) = \beta^*_{01}(m, n) - m\alpha^*_{21}(m - 1, n),$$

$$\beta^*_{11}(m, n) = \sum_{i=1}^{n+1} \binom{2i-1}{m} s_{n+1,i}, \quad \beta^*_{31}(m, n) = \beta^*_{11}(m, n) - m\alpha^*_{31}(m - 1, n).$$

Note that the functions $\beta^*_{11}(m, n)$ and $\beta^*_{21}(m, n)$ are symmetric. Also note that

$$\beta^*_{02}(m, n) = \sum_{i=1}^{n+1} 2^{m(i-1)} s_{n+1,i} = \lfloor 2^m - 1 \rfloor_n.$$

Let us give some further relations between the introduced classes. Note that ‘minimal cover’-table and ‘minimal cover without intersecting property’-table are regular.

Proposition 4.3 For minimal covers we get

$$\mu_{01}(m, n) = \sum_{i=m}^{n} \binom{\ell_i}{m} S_{i,m} m! (2^m - m - 1)^{n-i}$$

if $n \geq m$, and $\mu_{01}(m, n) = 0$ if $m > n$. 
Using Theorem 3.4 we can obtain the formula for the number \( \mu_{01}^*(m, n) \), which can be transformed into the form

\[
\mu_{01}^*(m, n) = n! C_{2m-m-1}^m.
\]

Without applying Theorem 3.4 the latter formula can be proved in the following way. An ordered \( T_0-(m, n) \)-hypergraph \( H \) is a minimal cover iff there exists \( V' \subseteq HV \), \( |V'| = m \), such that \( H[V'] \) is a 1-cover, and in \( H[VH\setminus V'] \) every vertex is covered by at least two edges. So if an \( n \)-set is fixed, and we want to construct an ordered minimal \( T_0-(m, n) \)-cover \( H \) on it, we have \( m! C_n^m \) possibilities for \( H[V'] \), and \( (2^m - m - 1)_{n-m} \) possibilities for \( H[VH\setminus V'] \). Therefore we get

\[
\mu_{01}^*(m, n) = m! C_n^m [2^m - m - 1]_{n-m} = n! C_{2m-m-1}^m.
\]

**Proposition 4.4** It holds that

\[
\mu_{41}(m, n) = \sum_{i=0}^{n-1} (-1)^i C_n^i \mu_{01}(m, n - i)
\]

if \( n \geq m \) and \( m > 1 \), and \( \mu_{41}(m, n) = 0 \) if either \( n < m \) or \( m = 1 \).

Note that for every \( k \geq n \), \( \mu_{01}(m, n, k) = \mu_{01}(m, n) \) and \( \bar{\mu}_{41}(m, n, k) = \mu_{41}(m, n) \).

Now consider the problem of finding the numbers \( \bar{\delta}_{ij}(m, n, k) \), where \( i \in \{0, 3\}, j \in \{1, 2\} \), and \( \bar{\delta} \) stands for \( \bar{\beta}, \bar{\beta}^*, \bar{\beta}^* \) or \( \bar{\beta}^* \). Let us give an example, considering the problem of enumeration of all unordered 2-uniform hypergraphs without multiple edges and without empty edges that are 2-covers \([2\leq\text{-covers}]\), i.e., considering the problem of finding the number \( \bar{\beta}_{13}^*(m, n, 2) \) (see [1]) \([\bar{\beta}_{13}^*(m, n, 2)]\).

**Example 4.1.** Note that the dual property of the property ‘to be an ordered \( T_0 \)-2-cover without multiple edges’ is the property ‘to be an ordered 2-uniform hypergraph without multiple edges, without any 2-components, and without any isolated vertex’. Let us find the number \( \bar{\delta}_{03}^o(m, n) \) of all unordered 2-uniform \((m, n)\)-hypergraphs without multiple edges, and without 2-components, i.e., graphs with \( m \) edges and \( n \) vertices, and without any 2-components.

The number of all graphs with \( n \) vertices and \( m \) edges is \( C_n^m \). The maximum number of 2-components is, obviously, \( \min\{n/2, m\} \). The number of all graphs having the given \( k \) 2-components is \( C_{n-2k}^{m-k} \). Disjoint \( k \) 2-components can be chosen in \([C_n^{2k}(2k)!]/[(2!)^k k!] = [n]_{2k}/[(2!)^k k!]\) ways. Thus, by using the formula of inclusion and exclusion we get the formula

\[
\bar{\delta}_{03}^o(m, n) = \sum_{k=0}^{\min\{n/2, m\}} (-1)^k \frac{[n]_{2k}}{(2!)^k k!} C_{n-2k}^{m-k}.
\]

Similarly, for the number \( \bar{\delta}_{03}^o(m, n) \) of all unordered 2\leq-dimensional \((m, n)\)-hypergraphs without multiple edges, and without 2-components, i.e., graphs which have \( m \) edges (among
them there can be even loops) and \(n\) vertices, and which do not have any 2-components, we have the following formula:

\[
\bar{\theta}^{*}_{03}(m, n) = \min\{\lfloor n/2 \rfloor, m\} \sum_{k=0}^{\min\{\lfloor n/2 \rfloor, m\}} (-1)^k \frac{\lfloor n/2 \rfloor}{(2!)^k k!} C_n^{m-k} \binom{C_n^{1}}{C_n^{1} - 2k} + C_n^{2} - 2k.
\]

The generative function for \(\bar{\theta}^{*}_{03}(m, n)\) and \(\bar{\theta}^{*}_{03}(m, n)\) can be found in [3].

Let \(\delta\) replace here one of the letters \(\bar{\beta}, \bar{\beta}^{*}\) and \(\bar{\beta}^{*}\). It is not difficult to see that for every \(j \in 4\) we can calculate all the numbers \(\delta_{ij}(m, n, k), i \in 3\), if we know the number \(\delta_{0j}(m, n, k)\). We immediately obtain the number \(\delta_{03}(m, n, k)\) from the number \(\delta_{01}(m, n, k)\), and the numbers \(\delta_{01}(m, n, k)\) and \(\delta_{02}(m, n, k)\) can be obtained by considering the corresponding dual properties. Because of that we introduce the following notation:

| \(k\)-uniform | cover | minimal cover |
|----------------|-------|---------------|
| \(k\)-uniform | \(\theta_{01}(m, n, k)\) | \(\theta_{21}(m, n, k)\) |
| \(k\)-dim. wo. empty edges | \(\theta_{01}(m, n, k)\) | \(\theta_{21}(m, n, k)\) |
| \(k\)-uniform and \(-\cap\)-property | \(\theta_{31}(m, n, k)\) | \(\theta_{51}(m, n, k)\) |
| \(k\)-dim. wo. empty edges and \(-\cap\)-property | \(\theta_{31}(m, n, k)\) | \(\theta_{51}(m, n, k)\) |

Note that the property ‘to be a \(k\)-dimensional hypergraph’ does not satisfy the conditions from Theorem 3.4 and Theorem 3.5. Really, the formula from Theorem 3.4 does not
give the number of all $T_0$-$k$-hypergraphs. This also holds for the class of all $k$-dimensional hypergraphs and the class of all $k$-uniform hypergraphs. But it is not difficult to see that

$$\theta_{01}(m, n, k) = \binom{C^k_n}{m}, \quad \theta_{11}(m, n, k) = \sum_{i=0}^{n-k} (-1)^i \binom{C^k_n}{C^k_{n-i}}m,$$

and for every $j \in \overline{0, 2}$,

$$\theta_{3+j,1}(m, n, k) = \sum_{i=0}^{k-1} (-1)^i C^i_n \theta_{j1}(m, n - i, k - i)$$

if $m > 1$, and $\theta_{3+j,1}(1, n, k) = 0$. Also,

$$\bar{\theta}_{01}(m, n, k) = \binom{C^k_n}{m}, \quad \bar{\theta}_{11}(m, n, k) = \sum_{i=0}^{n-1} (-1)^i \binom{C^k_n}{C^k_{n-i}}m;$$

here $C^s_t = \sum_{i=1}^{s} C^i_t$. Introduce the numbers

$$\theta'_{01}(m, n, k) = \binom{C^k_n + 1}{m}, \quad \theta'_{11}(m, n, k) = \sum_{i=0}^{n-k} (-1)^i \binom{C^k_n}{C^k_{n-i} + 1}m.$$ 

Then we get for every $j \in \overline{0, 1}$,

$$\bar{\theta}_{3+j,1}(m, n, k) = \bar{\theta}_{j1}(m, n, k) + \sum_{i=1}^{k-1} (-1)^i C^i_n \bar{\theta}_{j1}(m, n - i, k - i)$$

if $m > 1$, and $\theta_{3+j,1}(1, n, k) = 0$. Also we get

$$\bar{\theta}_{51}(m, n, k) = \sum_{i=0}^{k-1} (-1)^i C^i_n \bar{\theta}_{21}(m, n - i, k - i).$$

The problem of finding the number $\theta_{21}(m, n, k)$ (and $\theta_{51}(m, n, k)$) is unsolved yet. But we have the following formulas:

$$\delta_{i,j}^*(m, n + 1, k) = \delta_{i-1,j}^*(m, n + 1, k) - (n + 1) \delta_{i1}^*(m, n, k), \quad i = 1, 4; \ j \in \overline{4},$$

where $\delta$ stands here for $\theta$ or $\bar{\theta}$, with help of which we pass from the numbers of the second column to the numbers of the first column of the given table. From the numbers of the third column to the numbers of the second column of the given table we pass with help of the following formulas:

$$\theta_{i1}^*(m, n, k) = \binom{n}{m} \theta_{i-1,2}^*(m, n - m, k - 1), \quad i = 2, 5,$$
and
\[ \bar{\theta}^*_{1i}(m, n, k) = [n]m \sum_{j=1}^{m} C^j_m \bar{\theta}^*_{i-1,2}(j, n-m, k-1), \quad i = 2, 5 \]
(it is clear that \( m \leq n \)). Finally, we have the formulas
\[ \delta^*_{3i}(m, n+1, k) = \delta^*_{0i}(m, n+1, k) - (n+1) \delta^*_{3i}(m, n, k), \quad i \in \mathbb{I}; \]
here \( \delta \) stands for \( \theta \) or \( \bar{\theta} \). Therefore, the problem of finding the numbers \( \theta^*_{ij}(m, n, k) \) and \( \bar{\theta}^*_{ij}(m, n, k) \), that are defined by the above given table, can be reduced to the same problem for the numbers \( \theta^*_{0s}(m, n, k), s \in \mathbb{I} \), and \( \bar{\theta}^*_{0s}(m, n, k), s \in \mathbb{I} \), and in order to find the latter numbers we have to make use of the formula from Theorem 3.2.

Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) and \( \beta = (\beta_1, \ldots, \beta_n) \) be arbitrary \( n \)-tuples. We write \( \beta \leq \alpha \), if \( \beta_i \leq \alpha_i \) for every \( i \in \mathbb{I} \).

Take a partition \( \pi = \{V_1, \ldots, V_t\} \in \Pi(n) \) of the \( n \)-set \( W_n \), and fix a \( k \), \( k < n \). Denote by \( \nu(\pi, k) \) the number of all \( k \)-sets \( V \subseteq W_n \) which can be represented in the form \( V = V_{t_1} \cup \cdots \cup V_{t_j} \) for some \( 1 \leq t_1 < \cdots < t_j \leq i \). Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) be a partition type, and let \( \pi \in \Pi(\alpha_1, \ldots, \alpha_n) \). Then it is easy to get
\[ \nu(\pi, k) = \nu(\alpha, k) = \sum_{\beta=(\beta_1, \ldots, \beta_n), \sigma(\beta)=k, \beta \leq \alpha} C^\beta_{\alpha_1} \cdots C^\beta_{\alpha_n}. \]
Now by using Theorem 3.2 we obtain the following theorem.

**Theorem 4.3** For every \( i \in \mathbb{I} \),
\[ \theta^*_{0i}(m, n, k) = \sum_{\alpha=(\alpha_1, \ldots, \alpha_n), \sigma(\alpha)=n} (-1)^{n-\alpha_1-\cdots-\alpha_n} c(\alpha) \lambda_i(\nu(\alpha, k), m). \]

Also, if we introduce the number
\[ \nu_\leq(\alpha, k) = \sum_{\beta=(\beta_1, \ldots, \beta_n), 0<\sigma(\beta)\leq k, \beta \leq \alpha} C^\beta_{\alpha_1} \cdots C^\beta_{\alpha_n}, \]
we get

**Theorem 4.4** For every \( i \in \mathbb{I} \),
\[ \bar{\theta}^*_{0i}(m, n, k) = \sum_{\alpha=(\alpha_1, \ldots, \alpha_n), \sigma(\alpha)=n} (-1)^{n-\alpha_1-\cdots-\alpha_n} c(\alpha) \lambda_i(\nu_\leq(\alpha, k), m). \]

Note that any of the transformations \( G_i \), \( i \in \mathbb{I} \), can be applied on \( p(\theta^*_{0i}) \) and \( p(\bar{\theta}^*_{0i}) \), and by using them the corresponding formulas for the numbers \( \theta^*_{0i} \) and \( \bar{\theta}^*_{0i} \), \( i \in \mathbb{I} \), can be obtained from the above formulas for the numbers \( \theta^*_{0i} \) and \( \bar{\theta}^*_{0i} \). So obtained formulas would be equivalent to the formulas given by the above two theorems.
5 Connected hypergraphs

Let us begin with the following theorem:

**Theorem 5.1** The property ‘to be connected’ allows $T_0$-filtration.

It is easy to see that the property ‘to be a connected $k$-uniform [$k_\leq$-uniform] hypergraph’ does not allow $T_0$-filtration. Also note that any connected hypergraph is a cover. Obviously, the opposite does not hold. However, any cover with intersecting property is connected. Introduce the notations:

|                  | wo. empty edges | wo. full edges | wo. full edges and wo. empty edges |
|------------------|-----------------|----------------|-----------------------------------|
| connected        | $\omega_{01}(m, n)$ | $\omega_{11}(m, n)$ | $\omega_{21}(m, n)$ | $\omega_{31}(m, n)$ |
| connected $k$-uniform | $\omega_{01}(m, n, k)$ | $\omega_{11}(m, n, k)$ | |
| connected $k_\leq$-dim. | $\omega_{01}(m, n, k)$ | $\omega_{11}(m, n, k)$ | |
| connected without $\cap$-property | $\omega_{41}(m, n)$ | $\omega_{51}(m, n)$ | $\omega_{61}(m, n)$ | $\omega_{71}(m, n)$ |
| connected $k$-uniform without $\cap$-property | $\omega_{41}(m, n, k)$ | $\omega_{51}(m, n, k)$ | |
| connected $k_\leq$-dim. without $\cap$-property | $\omega_{41}(m, n, k)$ | $\omega_{51}(m, n, k)$ | |

The numbers $\omega_{ij}(m, n)$, $j \in \mathbb{F}$, are calculated in Proposition 5.7. The next four propositions show how from them we can obtain the numbers $\omega_{ij}(m, n)$, $i \in 0, 1, i \neq 1$, $j \in \mathbb{F}$.

**Proposition 5.1** For the numbers $\omega_{0k}(m, n)$, $k \in \mathbb{F}$, we get

$\omega_{01}(m, n) = m \omega_{11}(m - 1, n) + \omega_{11}(m, n)$,

$\omega_{02}(m, n) = \sum_{i=0}^{m-1} C_i^m \omega_{12}(m - i, n)$,

$\omega_{03}(m, n) = \omega_{13}(m - 1, n) + \omega_{11}(m, n)$,

$\omega_{04}(m, n) = \sum_{i=0}^{m-1} \omega_{14}(m - i, n)$;

suppose that for every $n > 1$, $\omega_{0k}(0, n) = 0$ and $\omega_{0k}(1, n) = 1$, and, also, $\omega_{0k}(0, 1) = 1$ and $\omega_{0k}(1, 1) = 2$.

**Proposition 5.2** For the numbers $\omega_{jk}(m, n)$, $j \in 2, 3$, $k \in \mathbb{F}$, we get

$\omega_{j1}(m, n) = \omega_{j-2,1}(m, n) - m \alpha_{j1}(m - 1, n)$,

$\omega_{j2}(m, n) = \omega_{j-2,2}(m, n) - \sum_{i=1}^{m} C_i^m \alpha_{j2}(m - i, n)$,

$\omega_{j3}(m, n) = \omega_{j-2,3}(m, n) - \alpha_{j3}(m - 1, n)$,

$\omega_{j4}(m, n) = \omega_{j-2,4}(m, n) - \sum_{i=1}^{m} \alpha_{j4}(m - i, n)$;

here $\alpha_{j2}(0, n) = \alpha_{j4}(0, n) = 1$.

**Proposition 5.3** For the numbers $\omega_{jk}(m, n)$, $j \in 4, 5$, $k \in \mathbb{F}$, we get

$\omega_{jk}(m, n) = \omega_{j-4,k}(m, n) - \sum_{i=1}^{n} (-1)^i C_i^m \beta_{0k}(m, n - i)$;

here $\beta_{01}(m, 0) = \beta_{03}(m, 0) = 0$ and $\beta_{02}(m, 0) = \beta_{04}(m, 0) = 1$. 
Proposition 5.4 For the numbers $\omega_{jk}(m,n)$, $j \in \overline{6,7}$, $k \in \overline{4}$, we get

$$\omega_{jk}(m,n) = \omega_{j-1,k}(m,n) - \sum_{i=1}^{n} (-1)^i C_n^i \beta_{2k}(m,n-i);$$

here $\beta_{21}(m,0) = \beta_{23}(m,0) = 0$ and $\beta_{22}(m,0) = \beta_{24}(m,0) = 1$.

And, of course, Theorem 5.1 and Proposition 3.3 imply

Proposition 5.5 For the numbers $\omega^{*}_{jk}(m,n)$, $j \in \overline{7}$, $k \in \overline{4}$, we get

$$\omega^{*}_{jk}(m,n) = \sum_{i=1}^{n} s_n \omega_{jk}(m,i).$$

Let $H = (V, \mathcal{E})$, $\mathcal{E} = (e_\lambda, \lambda \in \Lambda)$, be a $(m,n)$-hypergraph. The bipartite graph $K_{m,n}(H) = (V \cup \Lambda, E)$, $E = \{(v, \lambda) \in V \times \Lambda | v \in e_\lambda\}$, with the partition classes $V$ and $\Lambda$, is called the graph of incidence of $H$. It is easy to see that an unordered [ordered] hypergraph $H$ is connected iff the whole $n$-block of $K_{m,n}(H)$ belongs to the same component of connectedness of this bipartite graph. Now the next proposition follows immediately.

Proposition 5.6 A hypergraph $H$ is an ordered [unordered] connected $(m,n)$-hypergraph without empty edges iff $K_{m,n}(H)$ is a connected graph.

Corollary 5.1 For all $m,n \in \mathbb{N}$, $\omega_{12}(m,n) = \omega_{12}(n,m)$, i.e. the function $\omega_{12}(m,n)$ is symmetric.

Let $p$ be a property of ordered [unordered] hypergraphs without empty edges. Let $H = (V, \mathcal{E})$, $\mathcal{E} = (e_\lambda, \lambda \in \Lambda)$, be an arbitrary ordered [unordered] hypergraph without empty edges. Suppose that there exist subsets $V_1$ and $V_2$ of $V$ such that $V_1 \cup V_2 = V$, $V_1 \cap V_2 = \emptyset$, and $e_\lambda \subseteq V_1$ or $e_\lambda \subseteq V_2$ for every $\lambda \in \Lambda$, and let $H_1 = H[V_1]$ and $H_2 = H[V_2]$. We say that the pair $(H_1, H_2)$ is a $\gamma$-decomposition of $H$, and we write $H = H_1 \vee H_2$, if $H_1$ is a connected hypergraph. We say that the property $p$ is invariant with respect to $\gamma$-decompositions if for every $H_1$ and $H_2$ such that $H = H_1 \vee H_2$, it hold that $H \in \mathcal{F}_p$ iff $H_1 \in \mathcal{F}_p$ and $H_2 \in \mathcal{F}_p$.

Theorem 5.2 Let $p$ be a property that is invariant with respect to $\gamma$-decompositions, and let $\alpha_p(m,n) = |\mathcal{F}_p(m,n)|$, where $n \geq 2$. Denote by $\omega_p(m,n)$ the number of all connected hypergraphs from $\mathcal{F}_p(m,n)$, and by $\alpha'_p(m,n)$ the number of all hypergraphs $H$ from $\mathcal{F}_p(m,n)$ for which the vertex $VH[1]$ is an isolated vertex. Then

$$\omega_p(m,n) = \alpha_p(m,n) - \alpha'_p(m,n) - \sum_{i=1}^{m} \sum_{j=1}^{n-1} \hat{v}_p(m,i) C_{n-1}^{j-1} \alpha_p(m-i,n-j) \omega_p(i,j);$$

here $\hat{v}_p(m,i) = C_m^i$ if $p$ is a property of ordered hypergraphs, and $\hat{v}_p(m,i) = 1$ if $p$ is a property of unordered hypergraphs.
Proof. Denote by \( \hat{\omega}_p(m, n) \) the number of all disconnected hypergraphs from the class \( \mathcal{H}_p(m, n) \). Obviously,
\[
\omega_p(m, n) = \alpha_p(m, n) - \hat{\omega}_p(m, n).
\] (7)
Let \( H = (V, \mathcal{E}) \), \( \mathcal{E} = (e_{\lambda}, \lambda \in \Lambda) \), be a disconnected \((m, n)\)-hypergraph from the class \( \mathcal{H}_p(m, n) \). If \( VH[1] \) is an isolated vertex, the hypergraph \( H \) is a disconnected hypergraph, and the number of such hypergraphs is given by the number \( \alpha'_p(m, n) \). So, we can suppose that \( VH[1] \) is not an isolated vertex. Denote by \( V_0 \subseteq V \) the set of vertices that belong to the component of connectedness containing the vertex \( v_1 \), and by \( \mathcal{E}_0 \) the subfamily of \( \mathcal{E} \) which contains all edges \( e_{\lambda} \) such that \( e_{\lambda} \cap V_0 \neq \emptyset \). It is obvious that \( V_0 \cap e = e \) for every \( e \in \mathcal{E}_0 \), and that \( H[V_0, \Lambda(\mathcal{E}_0)] \) is a connected \((i, j)\)-hypergraph from the class \( \mathcal{H}_p(i, j) \), where \( i = |\mathcal{E}_0| \) and \( j = |V_0| \). Also it is obvious that \( V_0 \cap e = \emptyset \) for every \( e \in \mathcal{E}\backslash \mathcal{E}_0 \). Therefore we have that
\[
\hat{\omega}_p(m, n) = \alpha'_p(m, n) + \sum_{i=1}^{m} \sum_{j=1}^{n-1} \nu_p(m, i) C_{n-1}^{j-1} \alpha_p(m - i, n - j) \omega_p(i, j).
\] (8)
Now the formula follows from (7) and (8). □

If a property \( p \) is invariant with respect to \( \gamma \)-decompositions, and, consequently, we can apply Theorem 5.2, we say that the \( F_1 \)-transformation can be applied on \( p \). Denote by \( F_1(\mathcal{H}_p) \) the class of all connected hypergraphs from \( \mathcal{H}_p \). Note that the property ‘to be a \( T_0 \)-hypergraph’ is invariant with respect to \( \gamma \)-decompositions. Now if both the \( F_0 \)-transformation and \( F_1 \)-transformation can be applied on \( p \), i.e., \( F_0 \circ F_1(\mathcal{H}_p) = F_1 \circ F_0(\mathcal{H}_p) \), so we have that \( F_0[F_1(\mathcal{H}_p(\omega_{ij}))] = F_1[F_0(\mathcal{H}_p(\omega_{ij}))] \) for every \( j \in \mathbb{T} \).

Let us agree that below the symbol \( \nu_k(i, j) \) means \( C_i^j \) if \( k = 1, 2 \), and \( \nu_k(i, j) = 1 \) if \( k = 3, 4 \). Then from Theorem 5.2 we obtain that

**Proposition 5.7** For every \( k \in \mathbb{T} \), \( m \geq 1 \), and \( n \geq 2 \),
\[
\omega_{1k}(m, n) = \lambda_k(2^n - 1, m) - \sum_{i=0}^{m} \sum_{j=1}^{n-1} \nu_k(m, i) C_{n-1}^{j-1} \lambda_k(2^n - j - 1, m - i) \omega_{1k}(i, j);
\]
here, \( \omega_{1k}(0, 1) = 1 \), and \( \omega_{1k}(0, i) = 0 \) for all \( i > 1 \).

Note that the numbers \( \omega_{12}(m, n) \) are considered, in a somewhat different context, in [2]. Also let us note that on the basis of a well-known (now proverbial) connection between exponential generative functions for graphs [hypergraphs] and connected [hypergraphs] [9], by using functions \( A_{1i}(x, y) \) we get
\[
\Omega_{1i}(x, y) = 1 + \ln(A_{1i}(x, y))
\]
for every \( i \in \mathbb{T} \). So, for example, for \( i = 2 \) we get
\[
\Omega_{12}(x, y) = 1 + \ln \left( \sum_{n \geq 0} \frac{e^{(2^n-1)y}x^n}{n!} \right) = 1 + e^y x + \left( e^{3y} - e^{2y} \right) \frac{x^2}{2!} + \left( e^{7y} - 3e^{4y} + 2e^{3y} \right) \frac{x^3}{3!} + \left( e^{15y} - 4e^{8y} - 3e^{6y} + 12e^{5y} - 6e^{4y} \right) \frac{x^4}{4!} + \ldots
\]
or
\[
\omega_{12}(1, n) = 1, \quad \omega_{12}(2, n) = 3^n - 2^n, \quad \omega_{12}(3, n) = 7^n - 3 \cdot 4^n + 2 \cdot 3^n,
\omega_{12}(4, n) = 15^n - 4 \cdot 8^n - 3 \cdot 6^n + 12 \cdot 5^n - 6 \cdot 4^n, \quad \ldots..
\]

Let \( p_1 \) and \( p_2 \) be two properties that are invariant with respect to \( \gamma \)-decompositions. Then the property \( p_1 \land p_2 \) is also invariant with respect to \( \gamma \)-decompositions. It is obvious that the property ‘to be a \( T_0 \)-hypergraph’ is a property that is invariant with respect to \( \gamma \)-decompositions. Now we can find the number of all connected \( k \)-uniform \( T_0 \)-hypergraphs and all connected \( k \leq \)-dimensional \( T_0 \)-hypergraphs.

**Proposition 5.8** For every \( m \geq 1, n \geq 2, \) and \( s \in \mathbb{A}, \)
\[
\bar{\omega}_{0s}^*(m, n, k) = \theta_{0s}^*(m, n, k) - \theta_{1s}^*(m, n - 1, k) - \sum_{i=1}^{m} \sum_{j=1}^{n-1} \nu_k(m, i) C_{n-1}^{j-1} \theta_{0s}^*(m - i, n - j, k) \bar{\omega}_{0s}^*(i, j, k);
\]
where \( \bar{\omega}_{0s}^*(m, 1, k) = 1 \) if \( k = 1 \land ((m = 1 \land s = 1, 3) \lor (m \geq 1 \land s = 2, 4)) \), and \( \bar{\omega}_{0s}^*(m, 1, k) = 0, \) otherwise; \( \theta_{0s}^*(0, 1, k) = 1 \) and \( \theta_{0s}^*(0, a, k) = 1 \) if \( a > 1. \)

**Proposition 5.9** For every \( m \geq 1, n \geq 2, \) and \( s \in \mathbb{A}, \)
\[
\bar{\omega}_{1s}^*(m, n, k) = \bar{\theta}_{0s}^*(m, n, k) - \bar{\theta}_{1s}^*(m, n - 1, k) - \sum_{i=1}^{m} \sum_{j=1}^{n-1} \nu_k(m, i) C_{n-1}^{j-1} \bar{\theta}_{1s}^*(m - i, n - j, k) \bar{\omega}_{0s}^*(i, j, k);
\]
where \( \bar{\omega}_{1s}^*(m, 1, k) = 1 \) if \( (m = 1 \land s = 1, 3) \lor (m \geq 1 \land s = 2, 4) \), and \( \bar{\omega}_{1s}^*(m, 1, k) = 0, \) otherwise; \( \bar{\theta}_{0s}^*(0, 1, k) = 1 \) and \( \bar{\theta}_{0s}^*(0, a, k) = 1 \) if \( a > 1. \)

In the end, let us remark that in addition to the properties discussed in the paper there are other interesting properties which allow \( T_0 \)-filtration. For example, each of the following properties allows \( T_0 \)-filtration: ‘to be an antichain’ (i.e., ‘to be a dually \( T_1 \)-hypergraph’), ‘to be a dually \( T_2 \)-hypergraph’, ‘to be a hypergraph having \( k \)-intersecting property’, etc. The case of \( k \)-intersecting hypergraphs is considered in [5]. The case of antichains is considered in [10], and the case of multiantichains is considered in [11].
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