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Abstract: In data mining, association analysis mainly deals with different associations between things. Different degrees of correlation are usually treated differently in performance. In a production society, people are more interested in understanding the strong relationships between things, while ignoring weaker relationships, thereby making meaningful and valuable decisions. However, people must face several problems. For example, how to use parameters to define strong correlation; how to define meaningful parameters, this article uses experiments to explain the main factors affecting the parameters and how to select parameter values. Find the balance point where the application association produces economic value, then this balance point is a more meaningful parameter. The purpose of this article is to find the support and credibility based on association analysis through dichotomy, and compare the application analysis of the same metric value in different scenarios. Experimental results show that selecting the same parameter value in different scenarios' associated demand analysis (such as attribute association analysis) will not produce the same benefit. In the same scenario, the dichotomy method can make the parameter value close to a more meaningful value. Therefore, how to define the parameters of frequent itemsets to produce the maximum benefit is the significance of this article.
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1. Introduction

In all walks of life, people want to understand the strong correlation between things. By understanding and mastering the correlation, they know more clearly how to make a meaningful and valuable decision. Important content-association analysis. For example, in the telecommunications industry, how to launch a package model suitable for different types of people, so that everyone creates greater value for telecommunications. In this problem, the problems that need to be solved are: what amount of people's telecommunications consumption data can be called a class to define people's consumption habits; how to set package consumption patterns through consumption habits. These questions reflect two important issues in association analysis. First: how to define the frequency of things through support; second: how to set credibility values to weigh valuable links between things. Both of these problems are related to the parameters given [1].

The significance of this paper is mainly how to define the parameters of frequent itemsets to produce the maximum economic benefits. Considering the setting of the support value, it should be considered how large the data scale is to define the support value [2]. In addition to data factors, other factors will also affect the support value of things, for example, the situation of goods sold in different seasons is different. Then the support value setting should be different in different seasons. Therefore, the design support value must have certain principles.

2. Problem Formulation and Solution

There are two more important issues in association analysis that need to be addressed. First: how to define the frequency of things through support; second: how to set credibility values data scale and significance of support value. In the case of a relatively small scale, the occurrence to weigh valuable links between things. For the first problem, we can decompose the problem of of the event has great contingency and uncertainty, so it is important to consider the significance of the data on
how large the scale is to stabilize the event. Not all event support values are meaningful. Meaningful means that the application value is higher than the decision cost and can produce economic benefits. For the second problem, the question of the significance of data scale and credibility value is also needed. To explain and answer the above questions, some specific principles must be made. The determination of the size is mainly based on the number of transactions and the transaction product data. The generation of frequent itemsets is determined by the value of support. In association analysis, the frequency of a certain product or product set directly determines whether it is possible to generate inter-products. Association rules, so the determination of support value is carried out experimentally in this article (see Experiment 1 for details). Once the frequent itemsets are generated, they need to be used to generate association analysis. Therefore, the parameter value of reliability in this paper is also explained through experiments (see Experiment 2 for details) [3-6].

**Experiment 1: Support Value Experiment.**

**PURPOSE OF THE EXPERIMENT:** Find reasonable support value and filter out meaningful frequent itemsets.

**EXPERIMENT CONDITIONS:** Data size required for the million level, the dichotomy to find a reasonable support value.

**END OF EXPERIMENT:** The support value stability factor is less than or equal to the given value.

**Experimental Algorithm:** Binary Search

Suppose $a_1=0$ and $b_1=1$.

The initial support value $sup = (a_1 + b_1) / 2$, $n=0$ (represents the number of cycles). (1)

1. Find the support value of an item or item set.
2. Find the frequent itemsets in the database.
3. Determine whether the economic benefit index of frequent itemsets is less than or equal to 1.
   - If it is: $a_1 = sup$, $n=n + 1$, go to step.
   - Otherwise: $b_1 = sup$, $n=n + 1$.
4. Is the stability factor for calculating the $sup$ value less than or equal to the given value $L$?
   - If yes: End.
   - Otherwise: go to step.

**Experiment 2: Experimental item of credibility value**

**Experimental purpose:** To find reasonable credibility values and to screen meaningful association rules.

**Experimental conditions:** The data scale is required to be in the level of one million, and a reasonable credibility value is sought by the dichotomy.

**Experiment end principle:** Find all meaningful association rules.

**Experimental algorithm:** binary search.

Suppose $a_2=0$ and $b_2=1$.

The initial confidence value $con = (a_2 + b_2) / 2$, $n=0$ (representing the number of cycles). (2)

1. Read the frequent itemsets according to the support value in Experiment 1.
2. Find association rules in frequent itemsets
3. Determine whether the economic benefit index of frequent itemsets is less than or equal to 2.
   - If it is: $a_1 = con$, $n=n + 1$, go to step.
   - Otherwise: $b_1 = con$, $n=n + 1$.
4. Calculate whether the con stability factor is less than or equal to the given value $L$?

**3. Related Theories and Hypothetical Conditions**

For better explanation, the relevant definitions are as follows:

- **Complete set data:** the set containing all itemsets, set to I;
- **Itemset data:** It is a collection of items recorded each time, which is a subset of I. The number of itemset categories is $2^{N-1}$, where N is the number of complete set data [7].
- **K itemset:** The itemset data contains K items, which is called K itemset.
- **Support:** The support of the K-item set is the percentage of the total number of records in the set, recorded as support ($X$).
- **Credibility:** the degree of dependence of a commodity (set) on another commodity (set) in a K frequent item set [8].
- **Frequent itemsets:** The support of the K itemsets is greater than or equal to the given minimum support (threshold).
- **P value (economic benefit index) = expected economic benefit / decision cost.**
- **L value (parameter value stability factor) = variance of al continuous value**
- **Property 1:** All non-empty subsets of a frequent itemset are frequent.
- **Apriori tailoring rule:** If there are certain itemsets that are infrequent, any supersets of these itemsets is infrequent.

**4. Experimental Results and Analysis**

**4.1. Experimental Results**

| Number of experiments | n value | M1 value (number of frequent items) | a1 value (support) | P value (indicator of economic benefits) |
|-----------------------|--------|--------------------------------------|-------------------|-----------------------------------------|
| 1                     | 13     | 349                                  | 0.6377            | 1.307                                   |
| 2                     | 24     | 145                                  | 0.8354            | 2.312                                   |
4.2. Experimental Analysis

The essence of this article is to hope to find suitable parameters through experiments. Given a certain data size, different economic benefit indicators have different support values for the P value, but in general, the higher the P value, the higher the support value. And the number of frequent episodes will decrease accordingly. Therefore, when making a decision, the actual economic benefit value should be fully considered. Too low will generate too many frequent sets, while too much will generate too few frequent sets and fewer association rules. The economic benefit values in Table 3 and Table 1 are set to be the same to better illustrate that the generation of association rules depends on the generation of frequent itemsets. Higher credibility only reflects the degree of dependence between commodities (sets), but this requires a certain data size to be more meaningful. Therefore, in order to further explain the relationship between the P value (economic benefit value) and various parameters, additional simulation experiments are set up. [9, 11, 12]

Additional simulation experiments

Experimental conditions: N=10, Nsum=100W, simulated experimental data 10 times.

Experimental purpose: To observe the relationship between P value and a1 parameter.

Experimental results: Figure 1 below.

It can be seen from the figure that the P value trend is basically the same as the a1 value trend, but the M1 and M2 values in the tables are opposite. This requires decision-makers not to blindly pursue the P value and ignore the number of association rules. The value is in the acceptable range to pursue the P value to determine the values of a1 and a2.

5. Summary and Outlook

What this article shows is that we hope to find the appropriate support and credibility values in the association analysis. The choice of parameters in this article more considers the impact of the P (economic benefit) value, which is also in line with social psychology. But for decision makers, it is not completely dependent on it, there will be external secondary factors, so the conclusions in this article can be used as reference value [10].

In the binary search experiment, we have a hypothetical problem, that is, when the P value is less than or equal to 1 (benefit loss or equal), the parameter value (mainly the con or sup value) is considered to be too low and it is adjusted upward; On the contrary, the larger the P value, the larger the corresponding parameter value is and lowered appropriately. The establishment of this hypothesis is the premise of the experiments in this paper. In this article, there are some custom parameter values. For example, the P value is determined based on the relationship between the predicted economy and the decision cost. Different companies will have different methods of recognizing the P value [13]. P value is calculated by assigning inherent value weight to each frequent itemset. For example, the definition of L value is the degree of stability of the parameter values. In the experiment, L=0.01. The purpose of setting this parameter is to be able to produce stable parameter values, and it is also an exit condition set to facilitate the experiment without generating an infinite loop. Therefore, to explain the problem of parameter selection strategy, we must fix certain parameters to better explain the conclusion [14, 15].

In order to achieve stable economic benefits, the conclusion of this paper is that it is hoped that experimental algorithms will be used to show that decision-making pursues the P value while not ignoring the number of association rules. The

| Number of experiments | n cycle value | M1 value (number of frequent items) | a1 value (support) | P value (indicator of economic benefits) |
|-----------------------|--------------|-------------------------------------|-------------------|----------------------------------------|
| 1                     | 16           | 674                                 | 0.6987            | 1.402                                  |
| 2                     | 28           | 134                                 | 0.9023            | 3.200                                  |

| Number of experiments | n cycle value | M1 value (number of frequent items) | a1 value (support) | P value (indicator of economic benefits) |
|-----------------------|--------------|-------------------------------------|-------------------|----------------------------------------|
| 1                     | 14           | 121                                 | 0.8094            | 1.307                                  |
| 2                     | 21           | 57                                  | 0.9233            | 2.312                                  |

| Number of experiments | n cycle value | M1 value (number of frequent items) | a1 value (support) | P value (indicator of economic benefits) |
|-----------------------|--------------|-------------------------------------|-------------------|----------------------------------------|
| 1                     | 13           | 273                                 | 0.7988            | 1.402                                  |
| 2                     | 21           | 69                                  | 0.9098            | 3.200                                  |

Figure 1. Trend of a1 value and P value in 10 experiments.
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Parameter value should be set within the acceptable range of the M value in this paper. There are still many problems to be solved in this paper, such as whether the hypothetical premise is really appropriate, the reasonable strategy of L value, and the various effects of data size on parameters will be problems that need to be solved. I hope this paper can bring to other studies Enlightenment and help.
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