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Clustering of Brain Tumor Based on Analysis of MRI Images Using Robust Principal Component Analysis (ROBPCA) Algorithm
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Automated detection of brain tumor location is essential for both medical and analytical uses. In this paper, we clustered brain MRI images to detect tumor location. To obtain perfect results, we presented an unsupervised robust PCA algorithm to clustered images. The proposed method clusters brain MR image pixels to four leverages. The algorithm is implemented for five brain diseases such as glioma, Huntington, meningioma, Pick, and Alzheimer’s. We used ten images of each disease to validate the optimal identification rate. According to the results obtained, 2% of the data in the bad leverage part of the image were determined, which acceptably discerned the tumor. Results show that this method has the potential to detect tumor location for brain disease with high sensitivity. Moreover, results show that the method for the Glioma images has approximately better results than others. However, according to the ROC curve for all selected diseases, the present method can find lesion location.

1. Introduction

Imaging techniques used in medicine allow for a relatively accurate diagnosis of diseases without surgery by direct observation of body tissues. Today, many nanotechnology imaging techniques have been improved. Medical imaging is a technique for obtaining images of body components for medical purposes such as diagnosing or studying diseases. The disease can be treated more successfully; that is, the patient’s treatment is faster and better with fewer problems and pain and lower costs. Another goal of imaging is to examine the disease’s progression and the effectiveness of the treatment [1, 2].

In most literature algorithms for the clustering and classification of MRI, brain MRI is classified by several methods. In [3], the two-dimensional wavelet transforms (DWT) and the Principal Component Analysis (PCA) were employed for feature extraction. The classification they utilized included normal and abnormal brain MR [4]. Chaplot et al. [5] used an approximate two-dimensional subband DWT in MRI images of the brain as new features in the research, in which Daubechies filters were used as a filtering fraction. They considered Alzheimer’s disease abnormal. Their studies found that SVM has better results with radial base function and the polynomial core than linear neural networks and SVM [5]. Hackmack et al. [6] (2012) used multidimensional complex wavelet transformations to use MRI images of the brain and then SVM linearly determined whether the brain is multiscale or healthy. The results show that low-frequency scales contain more information than high-frequency values [6]. El-Dahshan et al. [7] used an approximate two-dimensional DWT subband of brain-magnetic MRI in 2015 to compute the feature vector. In their research, Maitra et al. (2008) employed Slantlet deformation, which utilizes its improved DWT variant to obtain the related properties of the MRI of the brain. The fuzzy C-meaning tool was utilized to evaluate brain MRI to determine a natural individual or Alzheimer’s disease depending
on the features of the image histogram [8]. To distinguish the brain’s MRI from a T1-T2 weight, Ramathilagam et al. [9] used a c-means updated algorithm. The authors recommended repeating the dist-max algorithm using the dist-max default algorithm before implementing the algorithm since the c-means standard factor is extremely sensitive to the noise-induced region during extraction [9]. Another study by Lehmann et al., 2017, deals with healthy Alzheimer’s patients in the mild and moderate stages of the disease. In this study, 39 different EEG signal features were recorded for individuals with rest and closed eyes. Different classifiers were used to compare differentiating methods of Alzheimer’s patients from healthy people [10–12].

In a Kim et al. study, Alzheimer’s diagnosis is based on the EEG signal of people employing genetic algorithms and neural networks. The ability to distinguish patients with Alzheimer’s from the moderate stage of stable people with a reliable 82 percent of the EEG signal was one of the noteworthy points in this research [13]. An entropy estimate measured the relation of EEG signal disorder to stable individuals with brain tumor patients. In this study, it has been shown that in patients with moderate to severe moderate-to-severe brain tumors, the degree of EEG entropy disorder decreases significantly, most of which are observed in P3 and P4 canals. The findings suggest that low-frequency patients have a more robust power range than normal individuals with low EEG signals, such as the delta and theta bands [14, 15].

Metaheuristic optimization algorithms have become increasingly appealing in recent studies. Metaheuristics are used to identify high-quality solutions to a rising variety of complicated real-world problems, such as combinatorial ones because they can address multiple-objective multiplesolution and nonlinear formulations [16–20]. Optimization methods are at the basis of a variety of vital activities, and they can be applied to a variety of image segmentation problems in medicine [21–25]. There are some optimization methods based on metaheuristic algorithms that can be used for feature extraction in image processing [26–31]. According to methods, Nowinski et al. used the GWR method for the brain’s detection. The results show that GWR-based analysis is useful for describing the natural brain, determining areas of interest, and determining healthy age [32]. Haegelen et al. image patterns of T1 weight and T2 were investigated for magnetic resonance imaging with a mean MR image of 57 patients with Parkinson’s disease. Animals were better registered than SyN on the left thalamus and better than the right-thalamus patch-based approach [33]. In 2016, Zacharaki et al. studied machine learning algorithms that automatically recognize the related characteristics and are desirable for distinguishing a brain tumor [34]. A research was completed by Fritzsche et al. [35] of 15 brain tumor patients, and of 18 MCI patients, ten were stable for three years, and eight were stable for 15 healthy patients for three years. The diagnosis is also increased with the examination limited to the left brain hemisphere (83.3% accuracy, sensitivity 70%, and 100% attribute). Manual procedures and manual volumes were 66.7% (100.4%) and 72.2% (60.60% 87.5%), respectively [35]. Zarei et al. reviewed the structural tensor scans of MRI scans from 16 patients with AD and 22 healthy volunteers [36]. Using morphometric MRI imaging, Devanand et al. [37] analyzed the local adjustments of the hippocampus, Parahipokamp grains, and entorhinal cortex in determining the conversion from the moderate cognitive disability of MCI to brain tumor of AD [38]. In CT images, such as poor borders, touching organs, and heterogeneity of the liver, Ranjbarzadeh and Saadi proposed a method to resolve liver and tumor segmentation problems. For improved edge extraction, they used the Eight Directional Kirsch filter [39]. In other work, they proposed an algorithm based on the study of the influence of speckle noise on the extended histogram in the speckle noise corrupted image [40]. A new robust algorithm for brain disease classification has been introduced by Hamzenejad et al. The empirical results showed that, while requiring a smaller number of classification attributes, the proposed algorithm obtained a high classification rate and better practices than algorithms recently introduced [41]. Moreover, other research related to brain tumor are RPCA [42] and Optimized Quantum Matched-Filter Technique [43]. Also, biological uses of machine learning are prevalent, for instance, diagnosis of gastric cancer tumor [44], foot fatigue [45], lung tumor [46], tuberculosis [47], thyroid nodules [48], Parkinson [49], and paraquat-poisoned patients [50].

In this paper, we used the robust PCA algorithm to cluster MRI images pixel automatically. We used five brain diseases to determine tumor location. The results are compared with fuzzy C-means (FCM) method based on performance analysis criteria.

2. Methods and the Material

2.1. Robust Principal Component Analysis (Robust PCA or ROBPCA). One of the essential straight linear algebra results is the analysis of principal components as the nonparametric and straightforward approach is to derive meaningful details from confounding sets. The transformation of the PCA is obtained by decreasing the least-squares error, assuming that the vector of properties is $X \in R^d$ ($d$-dimensional space), then the space of the reduced features. $Y \in R^d$. If the vector of properties is $X \in R^d$, then, the least-squares error can be in the form of

$$MSE = E \left[ \left\| x - \hat{x}(r) \right\|^2 \right], \quad (1)$$

where $x$ is the input vector of information, and $\hat{x}(r)$ is the decoding function for transforming $r$ to $x$. In PCA, we are looking for a conversion that obtains the least-squares error, which means the following conversion is desired.

$$T_D = \text{arg min}_r \{MSE\} = \text{arg min}_r \left\{ E \left[ \left\| x - \hat{x}(r) \right\|^2 \right] \right\}. \quad (2)$$

It means that we want to find the $r$ vector values so that
the MSE is as minimal as possible. As mentioned, the PCA is aimed at identifying a linear $T$ transformation that generates the least-square error and improves the maximization of this linear $T^T \operatorname{Cov}_{X\rightarrow Z} T$ transformation in which $\operatorname{Cov}_{X\rightarrow Z}$ is the data covariance matrix with an average of $x$-zero. The PCA then resolves the particular problem, and the $T$-matrix is formed by the vector of unique features of the linear transformation columns. The information is illustrated in the lower dimension $Y = (x - \bar{x})$, namely, $Y$. According to the above, MSE has at least $d - h$ value; that is, a particular large vector corresponding to multiple eigenvalues should be taken to reduce the dimension or the category objective for the minimum MSE. Here, it is necessary to address some of the covariance matrix properties because the main problem is to find the particular values of the covariance matrix. For example, in three dimensions, the covariance matrix is as follows:

$$ C = \begin{pmatrix} \operatorname{Cov}(x,x) & \operatorname{Cov}(x,y) & \operatorname{Cov}(x,z) \\ \operatorname{Cov}(y,x) & \operatorname{Cov}(y,y) & \operatorname{Cov}(y,z) \\ \operatorname{Cov}(z,x) & \operatorname{Cov}(z,y) & \operatorname{Cov}(z,z) \end{pmatrix}. \quad (3) $$

Robust PCA’s primary goal is to obtain components that do not affect the outliers, and a powerful covariance estimate matrix has replaced the covariance matrix.

If the primary data of the problem is a matrix $n \times p$ or $X = X_{n \times p}$, $N$ is the number of observations, and $p$ specifies the number of variables. The ROBPCA method includes the following three steps:

**Step 1.** The data in its preprocessing mode is placed in smaller spaces to a maximum of $n - 1$.

**Step 2.** The initial covariance matrix $S_0$ is created, and the number of components $k$ maintained in the sequence is used, which is the product of the $k$-dimensional space in which the data apply. After placing the data in the designated spaces, the dispersion matrix of $k$ is the eigenvalue of $l_1, \cdots, l_k$. Eigenvectors are the main component of a powerful problem. The $k$-dimensional component is the $k$-dimensional space decomposition problem that is decomposed from the original $p$-space, which by putting together all the eigenvectors of the matrix $p \times k$ or $P_p k$. The variable vector $p$ determines the estimate. Also, $\mu$ is known as a powerful center. Ranks obtained as $n \times k$ matrices from the data or $T_{n,k}$ are specified as follows:

$$ T_{n,k} = (X_{n,p} - 1_n 1_p^T) P_{p,k}, \quad (4) $$

where 1\textsubscript{p} is unit diagonal matrix. Also, $k$ produces a powerful factor component of the powerful $S$ dispersion matrix as much as $p \times p$ with the $k$ rank as follows:

$$ S = P_p k L_{k,k} P_{p,k}^T, \quad (5) $$

where $L_{k,k}$ is a diagonal matrix of diameters of eigenvalues $l_1, \cdots, l_k$. The ROBPCA method, like the CPCA, is perpendicular to the spatial and permutable method as if the transformation or rotational transformation (rotation and reverse) is applied to it. Power centers also move or rotate, while ranks remain constant under these transformations. $A_{p,k}$ is a fully ranked orthogonal matrix $A^T = A^{-1}$. Then, $\mu_x$ and $P_{p,k}$ are the ROBPCA centers and loading matrix orthogonal data, respectively. Consequently, the converted centers and the scanning matrix are, respectively, equal to $X A_k^T + 1_n v^T = A \mu_x + v$ and $A P$. Also, ratings after the conversion are fixed as follows:

$$ T(1_n v^T + X A_k^T) = (X A_k^T + 1_n v^T - 1_n (A \mu_x + v)^T) A P = (X - 1_n \mu_x^T) P = T(X). \quad (6) $$

In all ROBPCA methods, two goals are considered: (a) find a linear combination of variables, even for outlier data; (b) find the type and number of an outlier. The different types of outliers are shown in Figure 1. In this figure, the mapping of data based on robust PCA is depicted. The surface is the 2D PCA space such that data is distributed on it and is fitted by two principal components. Regarding the position of the data, the data points are belonging to such leverages.

The number of lever is defined as follows;

1. **Regular Observation or Regular Leverage.** Refers to data in a homogeneous group in the PCA space
2. **Good Leverage.** Refers to missing or missing data from the original data in the PCA space, such as points 1 and 4
3. **Orthogonal Layer.** Refers to data perpendicular to the PCA space, which is not detectable in the data itself, such as point 5
4. **Bad Leverage.** Data is provided perpendicularly to the PCA space or away from the original or regular data, such as points 2 and 3

A diagram or layer map must be drawn up to detect regular observations with three outliers for high dimension data. The horizontal axis of the diagonal detection layer is the distance between the score distance (SD) and the vertical axis of the orthogonal distance (OD) defined as follows:

$$ \text{OD}_j = \sqrt{\sum_{i=1}^{k} t_{ij}^2} 1_j, \quad \text{SD}_i = \sqrt{\sum_{j=1}^{k} t_{ij}^2}. \quad (7) $$

The rank $t_{ij}$ is obtained from the matrix $T_{n,k}$. If $k = 1$, then, $\text{SD}$ is equal to the standard score of $t_{i}/\sqrt{l_1}$. Also, $\text{OD}$ is defined as follows:

$$ \text{OD}_j = \left| x_j - \mu - P_{p,k} t_{ij} \right|. \quad (8) $$
3. Results and Discussion

3.1. Dataset. In this article, we used five brain disorders to apply the proposed approach. The dataset includes Alzheimer’s, glioma, Huntington, meningioma, and sarcoma. Such images of diseases include MRI photographs from the repository of Harvard Medical School [51]. All images come from T2-weighted MR brain images in the axial plane and have 256 × 256 pixels. Each image is processed separately and analyzed in an unsupervised technique [52].

3.2. Results of Proposed Clustering Method. This paper proposes a robust algorithm to determine the tumor location in a magnetic brain image (MRI). MRI image pixels are categorized based on four good, bad, orthogonal, and regular leverages based on the singular value decomposition (SVD) method. The scores obtained from the leverages in the robust PCA algorithm indicate the tumor location. We used five brain diseases, glioma, meningioma, Pick, Huntington, and Alzheimer, to validate this method. Also, ten images such as sensitivity, accuracy, precision, and fallout are recorded. As explained in the method section, the primary purpose of the ROBPCA is to obtain components that do not affect the outlier, and the covariance matrix is replaced by a powerful covariance estimate matrix, which constructs the input image based on four good, bad, orthogonal, and regular. To use ROBPCA, the input parameters of the problem are as follows:

(i) $k$. The number of principal components that will be used in this issue. The number of components is selected using the criteria in Hubert and Engelen [53]

(ii) $K_{max}$. Maximum number of principal components to be computed, which is considered a default by 10

(iii) $\alpha$. The robustness parameter is considered to be 0.75 by default

(iv) $h$. The number of anomalies the algorithm has to withstand. Which is obtained from the $n - h$ equation

$$h = [\alpha \times n] + 1,$$

which $n$ represents the sample number. In this case, the value $k = 0$, $K_{max} = 10$, $\alpha = 0.75$, and $h = 65536$. The higher the $\alpha$, the more accurate the calculations for uncontaminated data would be. On the other hand, setting a lower value for $\alpha$ would increase the algorithm’s robustness in abnormal points. After applying the ROBPCA method, the results are as shown in Figure 2.

Figure 2 shows the graph of pixel clustering results using the ROBPCA method; therefore, each point is the single image’s pixels. The results of the ROBPCA analysis include the clustering of pixels into four levers. Two vertical and horizontal cut-off lines separate four leverages. The lower left, lower right, upper left, and upper right lever are regular, good, orthogonal, and bad leverages. The output graph shows the orientation distance (OD) and the distance (SD). The cut-off line for the axis of intermediate distance is 3.338, and the cutting-axis line is 3.0172.

According to the graph of the results of Figure 2, most sample data are located in two orthogonal and regular layers. Regular observations or regular leverage were called data placed in a homogeneous group in the PCA space. The vertical or orthogonal layer was said to be orthogonal to the data that is perpendicular to the PCA space, which is not visible to the data itself.
According to the diagram, 72.7% of data is in the regular lever and 25.3% in the good lever or lexical cluster data that are not directly detected before and 2% in the regular lever. According to the scree plot in Figure 3, four are the best classes using brain images. The scree plot shows the eigenvalue of the covariance matrix of robust PCA. A covariance matrix’s eigenvectors and eigenvalues form the “core” of a robust PCA. The new function space directions are determined by the eigenvectors (principal components), and the eigenvalues determine their magnitude. In other words, along the new function axis, the eigenvalues describe the variance of the data. Robust PCA’s approach is to perform the covariance matrix’s decomposition, a matrix where each element defines the covariance between two characteristics. The classical PCA method is an approach for reducing the input data’s dimension or reducing input variables of features. The robust PCA can reduce the number of features. However, robust PCA is different from PCA. One of the important characteristics of the robust PCA is to separate data into four leverages. This property does not exist in classical PCA. In robust PCA, input data is converted to a single vector then single variables are separated into four leverages. These leverage based on unsupervised clustering property separate data with the same behaviors. Therefore, this method does classical PCA work and applies an unsupervised clustering method to the input data. It can be added that classification and segmentation are machine learning and supervised methods. However, our method is an unsupervised clustering approach. The results of this method can be used in machine learning ground-truth images for the output layer.

After separating the leverage, the image matrix’s transformation into the initial image is shown in Figures 4–8. Figures 4–8 show the results of leverage separation for meningioma, glioma, Alzheimer’s Huntington, and Pick MRI images. Regarding Figures 4–8, the black parts are in a regular lever and the gray interior parts of the red box representing the vertical lever data. According to the results, tumor location is extracted from bad leverage, and the tiny pixels are removed from the selection. The orthogonal leverage is the complement of regular leverage to construct an original image. In the other use of robust PCA, the bad and good leverages are used as outlier or noise data to clear the input image. However, in this paper, we used outliers to detect tumor location.

3.3. Performance Analysis. According to Figure 4, the tumor location of meningioma is approximately well detected. In this case, $\alpha = 0.7$ and colored place from bad leverage have coincided over the original image. In this method, the pixels with the white color using $\alpha = 0.7$ coefficient help to detect optimal location. About glioma and Alzheimer’s, this method has the potential for clustering. To compare with other methods and analyze, we used ground truth images of an automated method of FCM comparison. Therefore, the performance analysis is calculated based on this comparison as follows:

(i) True Positive (TP). The clustered pixels of the tumor are similar to FCM clustered location
(ii) False Positive (FP). Healthy pixels are detected with discrepancy with FCM
(iii) True Negative (TN). Healthy pixels are detected like FCM
(iv) False Negative (FN). The clustered pixels of the tumor are detected with discrepancy with FCM

The sensitivity of devising the percentages of TP pixels into the sum of TP and FN pixels is defined as follows:

$$\text{Sensitivity} = \frac{\text{TP}}{\text{TP} + \text{FN}}.$$  \hspace{1cm} (10)

Likewise, the performance analysis’s specificity results
are the number of false-positive pixels and true negative cases in actual negative cases.

\[
\text{Specificity} = \frac{TN}{TN + FP}, \tag{11}
\]

\[
\text{Precision, PPV} = \frac{TP}{TP + FP}, \tag{12}
\]

\[
\text{Accuracy (ACC)} = \frac{TP + TN}{TP + TN + FP + FN}, \tag{13}
\]

\[
\text{Fallout (FPR)} = \frac{FP}{FP + FN}. \tag{14}
\]

Figure 9 shows the comparison of our presented clustering method with the automated FCM approach. Based on the Pick results, some brain liquid is detected as a tumor that can control with a coefficient and Huntington disease because of nonwhite pixels; despite low \(\alpha = 0.6\), some worse points are selected. However, with \(\alpha = 0.8\), the selection is correct optimally. The sensitivity, fallout, accuracy, precision, and specificity are explained in Table 1. The results illustrated that high sensitivity is demonstrated for glioma brain image; also, this parameter is low for Huntington. It means that this method for Huntington has not high potential to detect tumor location. However, it is perfect for glioma. The specificity and accuracy for all cases are 0.9 and 0.5, respectively. Also, the precision of the approach is nearly is 0.89. The minimum and maximum fall-out are shown for Huntington and glioma, respectively. According to the receptive operating characteristic (ROC) curve, we explain that the technique is plausible for all cases.
Because all cases have sensitivity greater than fallout, all the cases are above the guess line. Regarding Figure 10, perfect result should have minimum fallout and maximum sensitivity. This method is the potential to detect tumor location for glioma better than others.

### 4. Discussion

Classical PCA is a data-simplification method that uses multivariate databases to lower dimensions for research. It works by calculating the eigenvalues and eigenvalues of a correlation or covariance matrix. In the classical PCA, input data is transformed to a new plane that each coordinates include the greatest variances. Maintaining principal components with the greatest variances and ignoring those with the minor variances contributes to reducing the data dimension while retaining those characteristics of the data set that add the most to its variance.

ROBPCA approach combines projection pursuit with robust scatter matrix estimation and yields more accurate estimates for noncontaminated data and more robust estimates at contaminated data. It is helpful for the analysis of regression data with outliers and multicollinearity. In the case of outliers, the robust PCA produces more concise variants than the nonrobust PCA. Because of the large number of variables in these models, stable PCA solutions to large-scale cointegration models in undersized samples with outliers are of particular interest. In the ROBPCA, the original image is assumed to be contained in an $M \times N$ data matrix $I = I_{M \times N}$, where $M$ denotes the width of the image and $N$ is the height. After that, the ROBPCA process is broken down into three main stages. First, the data are preprocessed such that the transformed data are contained inside a
subspace of at most $n$ dimensions. Following that, a provisional covariance matrix is created and used to choose the number of components $k$ that will be preserved in the sequel, resulting in a $k$-dimensional subspace that matches the data well. The data points are then projected onto this subspace, where their position and scatter matrix are robustly determined, and the $k$ nonzero eigenvalues are calculated.

The ROBPCA has two aspects: (1) to find certain linear combinations of the original variables that contain the majority of the details, even though there are outliers, and (2) to identify and classify outliers. Therefore, in this paper, we used the second properties of ROBPCA to find tumor location. In the classical PCA, this property does not exist and is used for dimension reduction; however, the ROBPCA clusters data to the leverages. Based on the nature of MRI images, three standard colors are presented, black spots are dominated by empty space, white color illustrates the tumor location, and gray points contain other parts of MRI image.

![Figure 8: Separation of four levers using the ROBPCA method for Pick.](image)

![Figure 9: The comparison of the presented method with the FCM approach.](image)

Table 1: The results of detection parameters for $\alpha = 0.8$.

| Disease       | Sensitivity | Specificity | Precision | Accuracy | Fall-out |
|---------------|-------------|-------------|-----------|----------|----------|
| Meningioma    | 0.81        | 0.67        | 0.89      | 0.73     | 0.33     |
| Glioma        | 0.90        | 0.5         | 0.9       | 0.70     | 0.5      |
| Alzheimer     | 0.83        | 0.67        | 0.89      | 0.73     | 0.33     |
| Huntington    | 0.42        | 0.86        | 0.8       | 0.63     | 0.14     |
| Pick          | 0.50        | 0.83        | 0.83      | 0.66     | 0.17     |
such as gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF). Regarding the primary duty of the ROBPCA, the outliers are clustered to three good, bad, and orthogonal leverage, and nonoutlier data is located in regular leverage. This leverage segments the tumor location. The main goal of this paper is to use the clustering properties of ROBPCA to segment MRI images and separate the tumor location as types of outliers. There is no proper performance analysis method for clustering methods because of the unsupervised nature of the method. However, to compare and validate data, we used the results of the FCM method with classification performance analysis. The black points are considered as negative indexes and white pixels (bad leverage) as the positive index. We used 50 images for evaluating the performance of the automated clustering methods. The final performance results illustrate the effectiveness of the presented methods.

5. Conclusion

In this paper, a robust algorithm for the determination of tumor location is presented. We use the robust PCA algorithm to cluster image pixels. Robust PCA’s results are the clustering of MRI images to four leverages, consisting of regular, orthogonal, good, and bad leverage. In this paper, orthogonal leverage approximately can estimate tumor location. This paper used glioma, meningioma, Pick, Huntington, and Alzheimer’s brain diseases to determine the tumor’s optimal location. We used ten images of each disease to validate the optimal identification rate. According to the results obtained, 2% of the data in the bad leverage part of the image are determined, which acceptably discerned the tumor. Also, 25.3 percent of the data are located in the orthogonal lever, showing the brain’s central and healthy parts. Furthermore, 72.7 percent of the image’s data are in the black part that shows other parts of the images. Results show that this method has the potential to detect tumor location for brain disease with high sensitivity. Moreover, results show that the method for the glioma brain images has approximately better results than others. However, according to the ROC curve for all selected diseases, the present method is acceptable.

Data Availability

The dataset is available online: http://www.med.harvard.edu/AANLIB/.

Conflicts of Interest

The authors declare that they have no financial or other conflicts of interest in this research and publication.

References

[1] R. F. Engle, “Autoregressive conditional heteroscedasticity with estimates of the variance of United Kingdom inflation,” *Econometrica*, vol. 50, no. 4, pp. 987–1007, 1982.

[2] N. Abdullah, U. K. Ngah, and S. A. Aziz, “Image classification of brain MRI using support vector machine,” in *2011 IEEE International Conference on Imaging Systems and Techniques*, pp. 242–247, Batu Ferringhi, Malaysia, 2011.

[3] C. J. Burges, “A tutorial on support vector machines for pattern recognition,” *Data Mining and Knowledge Discovery*, vol. 2, no. 2, pp. 121–167, 1998.

[4] Y. Zhang, Z. Dong, L. Wu, and S. Wang, “A hybrid method for MRI brain image classification,” *Expert Systems with Applications*, vol. 38, no. 8, pp. 10049–10053, 2011.

[5] S. Chaplot, L. Patnaik, and N. Jagannathan, “Classification of magnetic resonance brain images using wavelets as input to support vector machine and neural network,” *Biomedical Signal Processing and Control*, vol. 1, no. 1, pp. 86–92, 2006.

[6] K. Hackmack, F. Paul, M. Weygandt, C. Allefeld, J.-D. Haynes, and Alzheimer’s Disease Neuroimaging Initiative, “Multi-scale classification of disease using structural MRI and wavelet transform,” *NeuroImage*, vol. 62, no. 1, pp. 48–58, 2012.

[7] E. S. El-Dahshan, T. Hosny, and A. B. Salem, “Hybrid intelligent techniques for MRI brain images classification,” *Digital Signal Processing*, vol. 20, pp. 433–441, 2015.

[8] M. Maitra and A. Chatterjee, “Hybrid multiresolution Slantlet transform and fuzzy c-means clustering approach for normal-pathological brain MR image segmentation,” *Medical Engineering & Physics*, vol. 30, no. 5, pp. 615–623, 2008.

[9] S. Ramathilagam, R. Pandiyarajan, A. Sathyu, R. Devi, and S. R. Kannan, “Modified fuzzy-means algorithm for segmentation of T1-T2-weighted brain MRI,” *Journal of Computational and Applied Mathematics*, vol. 235, pp. 1578–1586, 2016.

[10] C. Lehmann, T. Koenig, V. Jelic et al., “Application and comparison of classification algorithms for recognition of Alzheimer’s disease in electrical brain activity (EEG),” *Journal of Neuroscience Methods*, vol. 161, no. 2, pp. 342–350, 2017.

[11] Z. Hidasi, B. Csizler, P. Salacz, É. Csibri, and M. Molnár, “Changes of EEG spectra and coherence following performance in a cognitive task in Alzheimer’s disease,” *International Journal of Psychophysiology*, vol. 65, no. 3, pp. 252–260, 2007.

[12] M. J. Hogan, G. R. Swanwick, J. Kaiser, M. Rowan, and B. Lawlor, “Memory-related EEG power and coherence reductions in mild Alzheimer’s disease,” *International Journal of Psychophysiology*, vol. 49, no. 2, pp. 147–163, 2003.

[13] H. T. Kim, B. Y. Kim, E. H. Park et al., “Computerized recognition of Alzheimer disease-EEG using genetic algorithms and...
neural network,” *Future Generation Computer Systems*, vol. 21, no. 7, pp. 1124–1130, 2015.

[14] D. Abásolo, R. Hornero, P. Espino, J. Poza, C. I. Sánchez, and R. de la Rosa, “Analysis of regularity in the EEG background activity of Alzheimer’s disease patients with approximate entropy,” *Clinical Neurophysiology*, vol. 116, no. 8, pp. 1826–1834, 2015.

[15] A. Gholipour, J. A. Estroff, C. E. Barnewolt, S. A. Connolly, and S. K. Warfield, “Fetal brain volumetry through MRI volumetric reconstruction and segmentation,” *International Journal of Computer Assisted Radiology and Surgery*, vol. 6, no. 3, pp. 329–339, 2016.

[16] H. Chen, A. A. Heidari, H. Chen, M. Wang, Z. Pan, and A. H. Gandomi, “Multi-population differential evolution-assisted Harris hawks optimization: framework and case studies,” *Future Generation Computer Systems*, vol. 111, pp. 175–198, 2020.

[17] M. Wang and H. Chen, “Chaotic multi-swarm whale optimizer boosted support vector machine for medical diagnosis,” *Applied Soft Computing*, vol. 88, article 105946, 2020.

[18] Y. Xu, H. Chen, J. Luo, Q. Zhang, S. Jiao, and X. Zhang, “Enhanced moth–flame optimizer with mutation strategy for global optimization,” *Information Sciences*, vol. 492, pp. 181–203, 2019.

[19] M. Wang, H. Chen, B. Yang et al., “Toward an optimal kernel extreme learning machine using a chaotic moth–flower optimization strategy with applications in medical diagnoses,” *Neurocomputing*, vol. 267, pp. 69–84, 2017.

[20] X. Zhao, X. Zhang, Z. Cai et al., “Chaotic enhanced grey wolf optimization wrapped ELM for diagnosis of paraquato-poisoned patients,” *Computational Biology and Chemistry*, vol. 78, pp. 481–490, 2019.

[21] H.-L. Chen, G. Wang, C. Ma, Z.-N. Cai, W.-B. Liu, and S.-J. Wang, “An efficient hybrid kernel extreme learning machine approach for early diagnosis of Parkinson’s disease,” *Neurocomputing*, vol. 184, pp. 131–144, 2016.

[22] Y. Zhang, R. Liu, X. Wang, H. Chen, and C. Li, “Boosted binary Harris hawks optimizer and feature selection,” *Engineering with Computers*, 2020.

[23] D. Zhao, L. Liu, F. Yu et al., “Chaotic random spare ant colony optimization for multi-threshold image segmentation of 2D Kapur entropy,” *Knowledge-Based Systems*, vol. 216, article 106510, 2021.

[24] Y. Zhang, R. Liu, A. A. Heidari et al., “Towards augmented kernel extreme learning models for bankruptcy prediction: algorithmic behavior and comprehensive analysis,” *Neurocomputing*, vol. 430, pp. 185–212, 2021.

[25] X. Zhao, D. Li, B. Yang, C. Ma, Y. Zhu, and H. Chen, “Feature selection based on improved ant colony optimization for online detection of foreign fiber in cotton,” *Applied Soft Computing*, vol. 24, pp. 585–596, 2014.

[26] J. Tu, H. Chen, J. Liu et al., “Evolutionary biogeography-based whale optimization methods with communication structure: towards measuring the balance,” *Knowledge-Based Systems*, vol. 212, article 106642, 2021.

[27] C. Yu, M. Chen, K. Cheng et al., “SGOA: annealing-behaved grasshopper optimizer for global tasks,” *Engineering with Computers*, 2021.

[28] C. Li, L. Hou, B. Sharma et al., “Developing a new intelligent system for the diagnosis of tuberculous pleural effusion,” *Computer Methods & Programs in Biomedicine*, vol. 153, pp. 211–225, 2018.

[29] J. Xia, H. Chen, Q. Li et al., “Ultrasound-based differentiation of malignant and benign thyroid nodules: an extreme learning machine approach,” *Computer Methods and Programs in Biomedicine*, vol. 147, pp. 37–49, 2017.

[30] L. Shen, H. Chen, Z. Yu et al., “Evolving support vector machines using fruit fly optimization for medical data classification,” *Knowledge-Based Systems*, vol. 96, pp. 61–75, 2016.

[31] L. Hu, G. Hong, J. Ma, X. Wang, and H. Chen, “An efficient machine learning approach for diagnosis of parquat-poisoned patients,” *Computers in Biology and Medicine*, vol. 59, pp. 116–124, 2015.

[32] W. L. Nowinski, V. Gupta, W. Y. Chan, Y. Y. Sitoh, and K. Sim, “Use of normative distribution of gray to white matter ratio in orthogonal planes in human brain studies and computer-assisted neuroradiology,” *International Journal of Computer Assisted Radiology and Surgery*, vol. 6, no. 4, pp. 489–505, 2016.

[33] C. Haegelen, P. Coupé, V. Fonov et al., “Automated segmentation of basal ganglia and deep brain structures in MRI of Parkinson’s disease,” *International Journal of Computer Assisted Radiology and Surgery*, vol. 8, no. 1, pp. 99–110, 2013.

[34] E. I. Zacharaki, V. G. Kanas, and C. Davatzikos, “Investigating machine learning techniques for MRI-based classification of brain neoplasms,” *International Journal of Computer Assisted Radiology and Surgery*, vol. 6, no. 6, pp. 821–828, 2016.

[35] K. H. Fritzsche, B. Stieltjes, S. Schlindwein, T. van Bruggen, M. Essig, and H. P. Meiner, “Automated MR morphometry to predict Alzheimer’s disease in mild cognitive impairment,” *International Journal of Computer Assisted Radiology and Surgery*, vol. 5, no. 6, pp. 623–632, 2018.

[36] M. Zarei, B. Patenaude, J. Damoiseaux et al., “Combining shape and connectivity analysis: an MRI study of thalamic degeneration in Alzheimer’s disease,” *NeuroImage*, vol. 49, no. 1, pp. 1–8, 2015.

[37] D. P. Devanand, R. Bansal, J. Liu, X. Hao, G. Pradhanab, and B. S. Peterson, “MRI hippocampal and entorhinal cortex mapping in predicting conversion to Alzheimer’s disease,” *NeuroImage*, vol. 60, no. 3, pp. 1622–1629, 2012.

[38] E. Westman, A. Simmons, Y. Zhang et al., “Multivariate analysis of MRI data for Alzheimer’s disease, mild cognitive impairment and healthy controls,” *NeuroImage*, vol. 54, no. 2, pp. 1178–1187, 2011.

[39] R. Ranbarzadeh and S. B. Saadi, “Automated liver and tumor segmentation based on concave and convex points using fuzzy _c_-means and mean shift clustering,” *Measurement*, vol. 150, p. 107086, 2020.

[40] R. Ranbarzadeh, S. B. Saadi, and A. Amirabadi, “LNPSS: SAR image despeckling based on local and non-local features using patch shape selection and edges linking,” *Measurement*, vol. 164, p. 107989, 2020.

[41] A. Hamzenejad, S. Jafarzadeh Ghoushchi, V. Baradaran, and A. Mardani, “A robust algorithm for classification and diagnosis of brain disease using local linear approximation and generalized autoregressive conditional heteroscedasticity model,” *Mathematics*, vol. 8, no. 8, p. 1268, 2020.

[42] M. Ahmadi, A. Sharifi, M. Jafarian Fard, and N. Soleimani, “Detection of brain lesion location in MRI images using convolutional neural network and robust PCA,” *International Journal of Neuroscience*, pp. 1–12, 2021.

[43] M. Ahmadi, A. Sharifi, S. Hassantabar, and S. Enayati, “QAI-DSNN: tumor area segmentation of MRI image with
optimized quantum matched-filter technique and deep spiking neural network,” BioMed Research International, vol. 2021, Article ID 6653879, 16 pages, 2021.

[44] S. Dorosti, S. Jafarzadeh Ghoushchi, E. Sobhrakhshankhah, M. Ahmadi, and A. Sharifi, “Application of gene expression programming and sensitivity analyses in analyzing effective parameters in gastric cancer tumor size and location,” Soft Computing, vol. 24, no. 13, pp. 9943–9964, 2020.

[45] A. Sharifi, M. Ahmadi, M. A. Mehti, S. Jafarzadeh Ghoushchi, and Y. Pourasad, “Experimental and numerical diagnosis of fatigue foot using convolutional neural network,” Computer Methods in Biomechanics and Biomedical Engineering, pp. 1–13, 2021.

[46] S. Hassantabar, M. Ahmadi, and A. Sharifi, “Diagnosis and detection of infected tissue of COVID-19 patients based on lung X-ray image using convolutional neural network approaches,” Chaos, Solitons & Fractals, vol. 140, article 110170, 2020.

[47] W. Shan, Z. Qiao, A. A. Heidari, H. Chen, H. Turabieh, and Y. Teng, “Double adaptive weights for stabilization of moth flame optimizer: balance analysis, engineering cases, and medical diagnosis,” Knowledge-Based Systems, vol. 214, article 106728, 2021.

[48] J. Hu, H. Chen, A. A. Heidari et al., "Orthogonal learning covariance matrix for defects of grey wolf optimizer: insights, balance, diversity, and feature selection," Knowledge-Based Systems, vol. 213, article 106684, 2021.

[49] H. Yu, W. Li, C. Chen et al., "Dynamic Gaussian bare-bones fruit fly optimizers with abandonment mechanism: method and analysis," Engineering with Computers, 2020.

[50] X. Xu and H.-L. Chen, "Adaptive computational chemotaxis based on field in bacterial foraging optimization," Soft Computing, vol. 18, no. 4, pp. 797–807, 2014.

[51] D. Summers, “Harvard whole brain atlas,” Journal of Neurology, Neurosurgery & Psychiatry, vol. 74, no. 3, pp. 288–288, 2003.

[52] H. Kalbkhani, M. G. Shayesteh, and B. Zali-Vargahan, ‘Robust algorithm for brain magnetic resonance image (MRI) classification based on GARCH variances series,’ Biomedical Signal Processing and Control, vol. 8, no. 6, pp. 909–919, 2013.

[53] M. Hubert and S. Engelen, "Robust PCA and classification in biosciences," Bioinformatics, vol. 20, no. 11, pp. 1728–1736, 2004.