Abstract
Single-cell RNA-seq data analysis generally requires quality control, normalization, highly variable genes screening, dimensionality reduction and clustering. Among these processes, downstream analysis including dimensionality reduction and clustering are sensitive to the selection of highly variable genes. Though increasing number of tools for selecting the highly variable genes have been developed, an evaluation of their performances and a general strategy are lack. Here, we compare the performance of nine commonly used methods for screening variable genes by using single-cell RNA-seq data from hematopoietic stem/progenitor cells and mature blood cells, and find that SCHS outperforms other methods regarding to reproducibility and accuracy. However, this method prefers the selection of highly expressed genes. We further propose a new strategy SIEVE (Single-Cell Variable gEnes) by multiple rounds of random sampling, therefore minimizing the stochastic noise and identifying a robust set of variable genes. Moreover, SIEVE recovers lowly expressed genes as variable genes and substantially improves the accuracy of single cell classification, especially for the methods with lower reproducibility. The SIEVE software is freely available at https://github.com/YinanZhang522/SIEVE.
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1. INTRODUCTION
In the past decades, next-generation sequencing technologies have provided unprecedented opportunities to explore single cell heterogeneity at genomics, transcriptomics and epigenomics levels. Single-cell RNA sequencing (scRNA-seq) enables us to investigate the transcriptomes of thousands of single cells in complex multicellular organisms with lower costs. How to process the scRNA-seq data to reflect the biological significance has become a big challenge. In general, scRNA-seq data needs to be filtered out of low-quality data and normalized to eliminate background noise. Then, highly variable genes (HVGs) are selected and fed to dimensionality reduction and followed by clustering analysis. Notably, advanced downstream analyses depend on the accurate determination of HVGs.

Currently, multiple tools have been developed to identify HVGs. Representative methods include the M3Drop, Scmap, Scran, Vst, SCT, ROGUE, ROGUE using normalized value (ROGUE_n) and singleCellHaystack (SCHS). The M3Drop method identifies genes with higher variability than expected by analyzing the relationship between the square of the variation coefficient and the average expression. Scmap first checks the dropout rate of the single-cell matrix and then selects genes by the relationship between the average expression and dropout rate. Scran obtains HVGs through the variance of the logarithmic expression value and the mean expression value. Vst, SCT and Disp are all sourced from Seurat package. Vst uses local polynomial regression to fit the logarithmic variance to logarithmic mean value and calculates the variance based on the normalized values; SCT applies the regularized negative binomial regression to calculate the technical noise model and selects genes by Pearson residuals; Disp directly selects genes with the highest discrete values. A new method ROGUE recently published selects meaningful genes by fitting the relationship between the expression entropy values and the average expression levels. It can handle both the original counts and the normalized data, and we use ROGUE and ROGUE_n to represent them respectively. SCHS is initially designed to detect differentially expressed genes and identifies genes by the spatial distribution of cells.

Here, we compare the performance of nine methods for identifying HVGs on scRNA-seq data of hematopoietic stem/progenitor cells (HSPCs) and mature blood cells separately, in terms of purity, reproducibility and accuracy. We further propose a new strategy SIEVE (Single-Cell Variable gEnes) by multiple rounds of random sampling to identify a robust set of variable genes as variable genes and substantially improves the accuracy of single cell classification, especially for the methods with lower reproducibility.
We show that SIEVE substantially improves the accuracy of single cell classification.

2. RESULTS

2.1. Overall experimental design

In order to evaluate the performance of different methods for identifying HVGs, a general pipeline of scRNA-seq data analysis, including data preprocessing, HVGs selection, dimensionality reduction and clustering, was carried out on single cell transcriptomes of hematopoietic cells we recently published\(^\text{17}\) (Fig. 1A). Only in the HVGs selection step, nine different methods were applied, while the other steps followed the default settings in Seurat. The dataset covered a total of 7,551 single cells with 32 immunophenotypic cell types from fluorescent-activated cell sorting. The evaluation indicators used for the comparison of different methods were the purity of cell clustering, reproducibility of HVGs, and accuracy of cell classification.

2.2. Characterization of HVGs by different methods

Most HVGs selection methods depend on the calculation of the relationship between the mean and variance of gene expression. We analyzed the distribution of 2,000 HVGs obtained by each method in hematopoietic cells and found that the average expression levels of these gene sets varied among these methods (Fig. 1B and Supplementary Fig. S1A, http://links.lww.com/BS/A27). About a quarter of genes reported by four methods, including M3Drop, Seurat_vst, Seurat_sct and Seurat_disp, expressed at a low level. In contrast, ROGUE, ROGUE_n and Scran methods chose almost no lowly expressed genes. However, over 85% of Scmap- and SCHS-derived genes were highly expressed genes (Supplementary Fig. S1B, http://links.lww.com/BS/A27). In addition, the distribution of HVGs obtained by different methods in mature blood cells was consistent with that of stem/progenitor cells (Supplementary Fig. S1C, http://links.lww.com/BS/A27).

These distinct gene sets would inevitably lead to different results for downstream advanced analyses. When using HVGs selected by M3Drop to cluster HSPCs, clusters were separated from each other and there was more than one immunophenotypic cell type in each cluster. This might be relevant to the similarity of the transcriptome among HSPCs, and we cannot see the transcriptional continuum during hematopoietic stem cell (HSC) differentiation from the clusters resulted from M3Drop. While other methods had a relatively good distinguishing ability, even for HSPCs with very similar expression profiles, HSC was located at the apex of hematopoietic differentiation and produced complete progenitor cells of erythroid, myeloid and lymphoid lines, reflecting that the hematopoietic process was a continuous progress (Supplementary Fig. 1D, http://links.lww.com/BS/A27). While each type of mature blood cell had its own relatively specific expression profile, a complete separation of erythrocyte cells, T cells, B cells and granulocytes was revealed by various methods (Supplementary Fig. 1E, http://links.lww.com/BS/A27).

We used the Calinski-Harabasz index and Davies-Bouldin index\(^\text{18}\) to evaluate the different methods, where a higher Calinski-Harabasz index and a lower Davies-Bouldin index relate to a model with better separation between the clusters. M3Drop have the lowest Calinski-Harabasz index and the highest Davies-Bouldin index, indicating a relatively lower distinguishing capability. (Supplementary Fig. 1F, G, http://links.lww.com/BS/A27). Conclusively, single cells containing very different transcriptome spectrum could be clustered better no matter which HVG selection method was applied.

2.3. Robustness of HVGs and downstream effects

To compare the effects of HVGs on downstream analyses, we first calculated the purity of each cluster. The pure cluster here...
was defined as a cluster that had the identical function and state without variable genes. We observed that the purity of cell clusters generated by all methods was relatively high, maintaining above 90% in both HSPCs and mature blood cells (Fig. 2A). ROGUE, Smap and Scran were slightly inferior to the other methods.

Next, we randomly sampled 70% of the total number of cells 50 times. Cells extracted each time were used as the reference set, and the remaining 30% cells were used as the query set. Applying each method on the reference set resulted in 2,000 HVGs each test. We first examined the reproducibility of different methods in identifying HVGs, the proportion of overlapped genes that reported by every two tests was used to indicate the reproducibility. We found that SCHS outperformed other methods in both HSPCs and mature blood cells (Fig. 2B). Scran, Smap and ROGUE had a relatively lower performance, with a stable reproducibility of 80% to 90%, while others showed the lowest reproducibility ranging from 50% to 70%. We also tested the effect of different sampling sizes on the reproducibility and found that the reproducibility was increased with the sampling size of reference set. However, when the sample size is the same, the differential performances of distinct methods were still consistent. (Supplementary Fig. 2A, B, http://links.lww.com/BS/A28).

Cell classification is a routine procedure to annotate cell types in newly generated datasets for integrative analyses. Therefore, we assessed the accuracy of cell classification that confounded by HVGs. During each round of random sampling, the HVGs were selected for the reference set by different methods. The random forest classifier was trained using the reference set and the corresponding selected genes, and then used to predict cell types in the remaining query set. Compared to the cell labels predefined using the total cell set, the classification accuracy could be calculated (Supplementary Fig. S2C, D, http://links.lww.com/BS/A28). In HSPCs, the classification accuracy of majority methods ranged from 85 to 90% (Fig. 2C left). Due to the high gene expression specificity of mature blood cells, the classification accuracy reached over 90% except for the M3Drop method (Fig. 2C right). We further showed that the classification accuracy of these methods except M3Drop was not greatly affected by the number of HVGs (Fig. 2D). Collectively, the selection of HVGs affected single cell classification to various degrees in these methods.

2.4. Optimized strategy for HVGs screening

The low reproducibility of HVGs means that the corresponding gene selection method is unstable, affecting the purity of cell clustering and accuracy of cell classification. To further improve the performance of existing HVGs selection methods, we developed a strategy named SIEVE (Single-cEll Variable gEnes) (Fig. 3A). Based on random sampling for all single cells in a scRNA-seq dataset, SIEVE provided the reproducibility estimation for HVGs selection method and screened robust HVGs for the following analysis. The average expression levels of HVGs after using SIEVE increased as compared to that before using SIEVE (Fig. 3B, Supplementary Fig. S3C, http://links.lww.com/BS/A29). The methods, such as M3Drop, Seurat, ROGUE and Scran, chose more median expression level genes than Smap and SCHS, illustrating that HVGs selected by them had a wider dynamic range of expression. In addition, we clustered cells using different HVGs and calculated the cluster markers. For majority methods, the HVGs obtained by using SIEVE were more enriched in cell cluster markers than those without SIEVE (Fig. 3C), demonstrating that SIEVE selected more biologically relevant genes.

Furthermore, SIEVE significantly enhanced the classification accuracy, in spite of the number of random sampling (Fig. 3D). SIEVE geared the commonly used methods to select the most...
representative HVGs and effectively improve the cell clustering visualization, especially for those with lower reproducibility (Supplementary Fig. S3A, B, http://links.lww.com/BS/A29). After applying SIEVE, the cell clustering of M3Drop and Seurat Disp were substantially advanced, the hematopoietic differentiation of erythroid, myeloid lines became clear.

3. DISCUSSION

The performance of HVGs selection methods varies for different cell type data. For mature blood cells, these methods show highly consistent performances on purity of cell clustering and accuracy of cell type classification. By contrast, they perform differently in stem/progenitor cells. Probably, these differences are relevant to the transcriptional continuum during HSC differentiation. Hence, we adopt the strategy through multiple rounds of random sampling and sieve genes that are highly variable in single cells. These HVGs are more likely to represent cell heterogeneity and relevant to biological processes.

As single-cell data sets may be different in cell types or data volumes, our proposed SIEVE is more flexible and generalized to commonly used methods during HVGs screening. For instance, when dealing with a data set from a large number of single cells, we can extract a smaller proportion of the data subset to shorten the calculation time and ensure the selection of robust HVGs. Our strategy is expected to be widely applied in a large amount of data and more gene selection methods.

4. MATERIALS AND METHODS

4.1. HVG selection methods

The M3Drop method used the BrenneckeGetVariableGenes function. The Seurat_sct method was implemented with the SCTransform function in Seurat package. The Seurat_vst and Seurat_disp method were implemented with the FindVariableFeatures function in Seurat package. The ROGUE and ROGUE_n method were implemented with the SE_fun function in ROGUE package. The feature selection step in Scmap was implemented.
4.2. Single-cell dimensionality reduction and cell clustering

The read count of a given gene was quantified by the total number of distinct UMIs, and the raw UMIs of protein-coding genes were normalized by log₂(1 + (TPM/10 + 1)) (TPM: transcripts per million) for downstream analysis. The mean of the normalized data of one gene across all single cells was calculated as the average expression level, which was further divided into three levels: high (higher than the 3rd quartile), median (between the 1st quartile and the 3rd quartile) and low (lower than the 1st quartile). Single-cell dimensionality reduction and cell clustering were analyzed using different HVG sets by Seurat. We performed RunUMAP (dims = 1:8) and FindClusters (resolution = 0.6) to cluster single cells.

4.3. Comparison of purity, reproducibility and classification accuracy

The purity index of cell cluster is calculated with the rogue function in ROGUE package. When the purity index is 1, it means there's no differentially expressed genes in the cluster. Gene expression matrix and cell labels were input with the parameter of that “sample” of all cells was set to “1”. If

To illustrate the performance of different methods, we adapt the random sampling approach. Firstly, we randomly selected 70% of the total cells as the reference set and identified HVGs based on the reference set with different HVG selection methods respectively. Then, we further trained the random forest classifier using the reference set with only informative genes selected by different methods and predicted the remaining 30% cells as query set. Finally, we repeated this entire procedure for n = 50 times for each method. The reproducibility score is the overlapped ratio between the different genes selected during every two repetitions. The classification accuracy was quantified with the classification accuracy score, which is the similarity between the predicted cell types and the original cell types of the query set.

We calculated the reproducibility by intersecting the corresponding sets of variable genes as

\[
\text{Reproducibility} = \frac{\text{Geneset}_1 \cap \text{Geneset}_2}{n}
\]

where n is the number of HVGs.

We calculated the reproducibility by the similarity between the predicted cell types and the original cell types of the query set.

\[
\text{Classification accuracy} = \frac{n_i}{N}
\]

where n_i is the number of rightly-predicted cells, N is the number of cells of the query set.

4.4. Evaluation of SIEVE

Single-cell dimensionality reduction and cell clustering using HVGs obtained by SIEVE were performed by Seurat with the same parameters as described above. Cluster markers were calculated using the FindAllMarkers function of Seurat and defined with the FDR < 0.05 and \[\text{avg}\_\log FC] > 1. The enrichment analysis of HVGs on cell cluster markers was performed by Fisher’s exact test. To confirm the effects of gene sets before and after using SIEVE on the dimensionality reduction and cell clustering, we calculated classification accuracy by choosing genes with different times of random sampling.

4.5. Sequencing data acquisition

The single-cell RNA sequencing data used in this study were downloaded from the Gene Expression Omnibus database with the accession numbers GSE137864 and GSE149938.17
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