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Abstract—In this paper, a novel non-intrusive probabilistic power flow (PPF) analysis method based on the low-rank approximation (LRA) is proposed, which can accurately and efficiently estimate the probabilistic characteristics (e.g., mean, variance, probability density function) of the PPF solutions. This method aims at building up a statistically-equivalent surrogate for the PPF solutions through a small number of power flow evaluations. By exploiting the retained tensor-product form of the univariate polynomial basis, a sequential correction-updating scheme is applied, making the total number of unknowns to be linear rather than exponential to the number of random inputs. Consequently, the LRA method is particularly promising for dealing with high-dimensional problems with a large number of random inputs. Numerical studies on the IEEE 39-bus, 118-bus, and 1354-bus systems show that the proposed method can achieve accurate probabilistic characteristics of the PPF solutions with much less computational effort compared to the Monte Carlo simulations. Even compared to the polynomial chaos expansion method, the LRA method can achieve comparable accuracy, while the LRA method is more capable of handling higher-dimensional problems. Moreover, numerical results reveal that the randomness brought about by the renewable energy resources and loads may inevitably affect the feasibility of dispatch/planning schemes.

Index Terms—Probabilistic power flow (PPF), Copula, low-rank approximation (LRA), Nataf transformation, polynomial chaos expansion (PCE).

I. INTRODUCTION

POW ER flow analysis is undoubtedly a fundamental and essential tool in power system operation and planning. It is employed to determine the system operating state, to compare different dispatching/planning schemes, and to provide the initial condition for other advanced applications. The growing integration of wind farms and utility-scale solar photovoltaic (PV) power plants in transmission systems inevitably results in increasing degree of uncertainties to the operating state of a power system. Therefore, adopting a probabilistic framework is essential to ensure realistic and accurate power flow analysis results.

Indeed, the proposal of probabilistic power flow (PPF) problem can be tracked back to 1970s, the aim of which is to incorporate uncertainties into the power flow problem [11], [2]. Many efforts were made thereafter. These methods can be generally divided into two categories: simulation methods and analytical methods. Monte Carlo simulations (MCS) and Monte Carlo like simulations [3], [4], [5] are the most widely used in the first category due to its simplicity, yet its computational effort grows exponentially as the random inputs increases.

Attempting to release the computational burden, some analytical methods are developed, which utilize mathematical approximations and assumptions. The convolution method proposed in [2] applies the convolution to obtain the probability density function (PDF) of the power flow solutions. However, the computational burden is still high due to the time-consuming convolution. Besides, the cumulant method was proposed in [6], which can indirectly estimate the moments of responses. Nevertheless, its accuracy will degrade if the random inputs have large variations. Another representative method is the point estimation method [7], [8], which is computationally efficient yet its accuracy will deteriorate as the dimension of input random variables or the order of moments increases. In addition, both the cumulant method and point estimation method can not provide PDF and cumulative distribution function (CDF) of the responses directly, and hence series expansions were proposed to work together with them including Gram-Charlier series [6], Cornish-Fisher series [9], and Edgeworth series [10]. However, it has been shown in [10] that the convergence of the series expansions can not always be guaranteed.

Another class of methods for uncertainty quantification is meta-modeling, which aims to build a statistically-equivalent analytical representation for the desired responses (e.g., the PPF solutions in this study) using a small number of model evaluations. Particularly, the polynomial chaos expansion (PCE) is the most popular one because (i) it has strong mathematical basis; (ii) it works with deterministic tools in a non-intrusive fashion; (iii) it can provide accurate and comprehensive statistical properties of responses with low computational effort. The PCE method has been applied in the context of power systems to study the probabilistic power flow [11], [12], the load margin problem [13], and the available delivery capability problem [14].

An emerging method, alternative to PCE, is the canonical low-rank approximations (LRA), which employs the canonical decomposition to express the desired response as a sum of rank-one functions [15]. The original idea of canonical decomposition dates back to 1927 [16] and becomes an attractive method for uncertainty quantification of structural vibration problems recently [17]–[18]. By exploiting the tensor-product structure of the multivariate polynomial basis, LRA can pro-
vide polynomial representations in highly compressed formats. The outstanding advantage of the LRA over the PCE is that the number of coefficients to be solved grows linearly rather than exponentially with the number of inputs, making it more powerful on dealing with high dimensional problems.

In this paper, we apply the LRA approach to solve the probabilistic power flow problem in which various uncertainties from the wind power, the solar PV and the loads are incorporated. To the knowledge of authors, the paper seems to be the first attempt to apply the LRA method in the context of power system. The contributions of the paper are as below:

- A computationally efficient yet accurate algorithm is proposed to evaluate the PPF problem. Particularly, in the proposed LRA method:
  - Random variables with diverse marginal distributions can be accommodated using proper polynomial basis. The correlations among them can be incorporated using the Nataf transformation.
  - A sequential correction-updating scheme is employed to build up the LRA model, making the total number of unknown coefficients to be linear rather than exponential to the number of random inputs.
  - The mean and variance of the bus voltages and line flows can be obtained analytically without evaluating a large number of samples.
- Accurate probabilistic characteristics of the bus voltages and line flows can be achieved by the proposed methodology with much less computational effort compared to the Latin hypercube sampling (LHS)-based MCS.
- A higher capability of dealing high-dimensional problems can be reached compared to the PCE method because the number of unknown coefficients grows only linearly with the number of random inputs.

It should be noted that a relevant problem "optimal power flow (OPF)", originating from the economic dispatch problem [19], [20] is fundamentally different from the power flow or PPF study considered in this paper. The power flow aims to determine the operating state, i.e., bus voltages and line flows, of the power system under given loads, generations and network conditions. It is formulated as a set of nonlinear equations. The PPF extends the power flow to assess the probability characteristics of the operating state for a range of loads, generations and network conditions. In contrast, the OPF aims to determine the optimal operating state of the power system by simultaneously minimizing a given objective function and satisfying certain physical and operating constraints. It is typically formulated as an optimization problem. The probabilistic OPF [21] and chance-constrained OPF [22] are two relative terms of PPF in the probabilistic framework. They have been tailored for various applications in both transmission and distribution systems, e.g., decentralized energy trading [23]. In the rest of the paper, we focus only on PPF.

The remaining of the paper is organized as follows. Section II introduces the probabilistic power system models. Section III describes the mathematical formulation of PPF problem. Section IV elaborates the low-rank approximation method and its implementation in probabilistic power flow analysis. The detailed algorithm to assess the PPF is summarized in Section V. The simulation results on the modified IEEE 39-bus, 118-bus and 1354-bus systems are shown in Section VI. Conclusions and perspectives are given in Section VII.

II. The Probabilistic Power System Model

Power systems are subjected to various uncertainties and randomness from different sources, ranging from renewable generations, load variations, topology changes, to unexpected outages and faults. In this study, we focus on the randomness brought about by the renewable generators and loads. The other sources of uncertainty can also be integrated into the formulation if needed. Correspondingly, the random inputs of interests are wind speed \( v \), solar radiation \( r \) and load power \( P_L \). Each random input typically can be expressed as a random variable associated with a probabilistic density function (PDF) \( X \sim f_X(x) \).

A. Wind Generation

In long-time scale, the wind speed in many locations around the world can be represented by a Weibull distribution [24], [25], [26], the probability density function of which is

\[
f_Y(v) = \frac{k}{c} \left( \frac{v}{c} \right)^{k-1} \exp \left( -\left( \frac{v}{c} \right)^k \right) \tag{1}
\]

where \( v \) is the wind speed, \( k \) and \( c \) are the shape and scale parameters, respectively. Several methods have been proposed to extract the \( k \) and \( c \) from historical wind speed data, such as the moment method [27] and the maximum likelihood method [28]. In short-time scale, however, the wind speed can be modeled as a Gaussian distribution [29] in which the mean value is equal to the forecasted wind speed and the variance represents the forecasted error.

As a result, the active power output \( P_w \) can be calculated by the piece-wise wind speed-power output relation [30]

\[
P_w(v) = \begin{cases} 
0 & v \leq v_{in} \text{ or } v > v_{out} \\
\frac{v - v_{in}}{v_{rated} - v_{in}} P_r & v_{in} < v \leq v_{rated} \\
\frac{v_{rated} - v}{v_{rated} - v_{out}} P_r & v_{rated} < v \leq v_{out} \end{cases} \tag{2}
\]

where \( v_{in} \), \( v_{out} \) and \( v_{rated} \) are the cut-in, cut-out, and rated wind speed \((m/s)\), \( P_r \) is the rated wind power \((kW)\). Once the active power is obtained, the reactive power can be determined according to the speed control type of the wind turbine [31] since the wind turbine can be modelled as either a constant P-Q bus or a constant P-V bus with given Q-limits.

B. Solar Generation

Typically, the solar radiation in long time scale is represented by the Beta distribution [24]

\[
f_R(r) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \left( \frac{r}{r_{max}} \right)^{\alpha - 1} \left( 1 - \frac{r}{r_{max}} \right)^{\beta - 1} \tag{3}
\]

where \( \alpha \) and \( \beta \) are the shape parameters of the distribution, which can be fitted from historical solar radiation data by several methods, such as the moment method [32] and the maximum likelihood method [33]. \( \Gamma \) denotes the Gamma
function, \( r \) and \( r_{\text{max}} \) (\( W/m^2 \)) are the respective actual and maximum solar radiations. Similar to the wind speed, the solar radiation in short-time scale can be modeled as a Gaussian distribution provided that accurate mean value is available [29].

The active power \( P_{pv} \) corresponding to the solar radiation \( r \) is determined by the following piece-wise function [24]

\[
P_{pv}(r) = \begin{cases} \frac{r^2}{r_{\text{c}}^2} P_r & 0 \leq r < r_c \\ \frac{r_{\text{std}}}{P_r} P_r & r_c \leq r \leq r_{\text{std}} \\ \frac{r_{\text{std}}}{P_r} P_r & r > r_{\text{std}} \end{cases}
\]

where \( r_c \) is a certain radiation point set usually as 150 \( W/m^2 \), \( r_{\text{std}} \) is the solar radiation in the standard environment, \( P_r \) is the rated power of the solar PV. The reactive power \( Q_{pv} \) is assumed to be zero in this study according to the solar generation is required to inject into the power grid at unit power factor [34]. However, similar to the wind farm, the PV power plant can be modeled as P-Q bus or P-V bus with Q-limits in PPF once similar interconnection requirements are formulated and applied in the near future [35].

C. Load Variation

By nature, load demand is uncertain in power systems. It is a common practice to model the load uncertainty by Gaussian distribution with specified mean value \( \mu_P \) and variance \( \sigma_P \) [11], [36], which are typically provided by the load forecaster and historical data, respectively. Traditionally, only the active power is predicted, whereas the reactive power is calculated under the assumption of constant power factor [37].

III. MATHEMATICAL FORMULATION OF PROBABILISTIC POWER FLOW

The power flow equations can be represented as

\[ f(x) = \begin{cases} P_{Gi} - P_{Li} - P_i(x) \\ Q_{Gi} - Q_{Li} - Q_i(x) \end{cases} = 0 \]

where

\[ P_i(x) = V_i \sum_{j=1}^{N} V_j (G_{ij} \cos \theta_{ij} + B_{ij} \sin \theta_{ij}) \]

\[ Q_i(x) = V_i \sum_{j=1}^{N} V_j (G_{ij} \sin \theta_{ij} - B_{ij} \cos \theta_{ij}) \]

and \( x = [\theta, V]^T \), e.g., voltage angles and magnitudes for all buses; \( G_{ij} \) and \( B_{ij} \) are the real and imaginary part of the entry \( Y_{ij} \) in the bus admittance matrix.

Let \( v, r \) and \( P_L \) be the random vectors that represent wind speeds, solar radiations and load variations, respectively, the probabilistic power flow (PPF) equations of a \( N \)-bus system can be described as below. Specifically, for P-Q type buses, the PPF equations are:

\[
P_{Gi} + P_{w_i}(v_i) - P_{Li}(P_{Li}) - P_i(x) = 0 \quad Q_{Gi} + Q_{w_i}(v_i) - Q_{Li}(P_{Li}) - Q_i(x) = 0
\]

For P-V type buses, the corresponding PPF equations are:

\[
P_{Gi} + P_{w_i}(v_i) + P_{pv}(r_i) - P_{Li}(P_{Li}) - P_i(x) = 0 \quad V_i = V_{i0} \quad Q_{Gi} = -Q_{w_i}(v_i) + Q_{Li}(P_{Li}) + Q_i(x) \quad Q_{\text{min},i} \leq Q_{Gi} \leq Q_{\text{max},i}
\]

where \( P_{w_i}(v_i), P_{pv}(r_i), P_{Li} \) and \( P_{Gi} \) are the real power injection from the wind turbine, the solar PV, the load, and the conventional generator at bus \( i \); \( Q_{w_i}(v_i), Q_{Li} \) and \( Q_{Gi} \) are the reactive power injection from the wind power, the load, and the conventional generator at bus \( i \). If \( Q_{Gi} \) exceeds its limits, e.g., \( Q_{\text{min},i} \) or \( Q_{\text{max},i} \), then the terminal bus switches from P-V to P-Q with \( Q_{Gi} \) fixed at the violated limit.

In fact, the set of PPF equations (7)-(8) can be described in the following compact form:

\[ f(x, U) = 0 \]

where \( x = [\theta, V]^T \) is the state vector, \( U = [v, r, P_L] \) is the random vector describing the wind speed, the solar radiation, and the load power.

IV. CANONICAL LOW-RANK APPROXIMATION USING POLYNOMIAL BASIS

This section presents the general framework of low-rank approximation of a multivariate stochastic response function. For simplicity, we first consider a scalar response function of independent inputs, the case of dependent inputs will be addressed in Section IV-E.

A. Low-rank Approximation with Polynomial Basis

Consider a random vector \( \xi = (\xi_1, \xi_2, \ldots, \xi_n) \) with joint probability density function (PDF) \( f_\xi \) and marginal distribution functions \( f_{\xi_i} \), \( i = 1, \ldots, n \) \( \xi_i \) is related with the random variables \( U_i \) in \( \xi \), see Section III, the then the canonical rank-r approximation of the target stochastic response (e.g., probabilistic bus voltages or branch flows in this study) \( Y = g(\xi) \) can be represented by:

\[ Y \approx \hat{Y} = \hat{g}(\xi) = \sum_{i=1}^{r} b_i \omega_i(\xi) \]

in which \( b_i, l = 1, \ldots, r \) are normalizing weighting factors, and \( \omega_i \) is a rank-one function of \( \xi \) in the form of

\[ \omega_i(\xi) = \prod_{i=1}^{n} \phi_{i}^{(l)}(\xi_i) \]

where \( \phi_{i}^{(l)} \) denotes the \( i \)-th dimensional univariate function in the \( l \)-th rank-one function. For most applications, the number of rank-one terms is usually small (under 5), hence (10) and (11) represent a canonical low-rank approximation.

In order to obtain the rank-r approximation, a natural choice is expanding \( \phi_{i}^{(l)} \) on a polynomial basis \( \{\phi_{i}^{(l)} \}, k \in \mathbb{N} \) that is orthogonal to \( f_\xi \), the resulting rank-r approximation takes the form:

\[ \hat{Y} = \hat{g}(\xi) = \sum_{i=1}^{r} b_i \prod_{l=1}^{n} \sum_{k=0}^{p_l} c_{l,k}^{(l)} \phi_{k}^{(l)}(\xi_l) \]

where \( \phi_{k}^{(l)} \) denotes the \( k \)-th degree univariate polynomial in the \( i \)-th random input, \( p_l \) is the maximum degree of \( \phi_{i}^{(l)} \) and \( c_{l,k}^{(l)} \) is the coefficient of \( \phi_{k}^{(l)} \) in the \( l \)-th rank-one function.

Building the low-rank approximation for desired responses in (12) requires: (i) choose an appropriate univariate polynomial for each random input; (ii) solve the polynomial coefficients \( c_{l,k}^{(l)} \) as well as the weighing factors \( b_i \). This process relies on a set of samples of \( \xi \), which are usually termed
as experimental design (ED) and their corresponding accurate responses $Y$.

To illustrate the construction of $r$-th rank-one function, consider a 3-dimensional input random vector $\xi = (\xi_1, \xi_2, \xi_3)$ with mutually independent components $\xi_1 \sim \text{Weibull}(\lambda, k)$, $\xi_2 \sim \text{Beta}(\alpha, \beta)$ and $\xi_3 \sim N(0, 1)$ respectively, then the $r$-th rank-one function $\omega_r$ that corresponds to $p_i = 2$, $i = 1, 2, 3$ is:

$$\omega_r(\xi) = v_r^{(1)}(\xi_1) \times v_r^{(2)}(\xi_2) \times v_r^{(3)}(\xi_3)$$

$$v_r^{(1)}(\xi_1) = \frac{1}{\sqrt{\gamma}} \phi_0^{(1)}(\xi_1) + \frac{2}{\sqrt{\gamma}} \phi_2^{(1)}(\xi_1) + \frac{3}{\sqrt{\gamma}} \phi_6^{(1)}(\xi_1)$$

$$v_r^{(2)}(\xi_2) = \frac{1}{\sqrt{\gamma}} \phi_0^{(2)}(\xi_2) + \frac{2}{\sqrt{\gamma}} \phi_2^{(2)}(\xi_2) + \frac{3}{\sqrt{\gamma}} \phi_6^{(2)}(\xi_2)$$

$$v_r^{(3)}(\xi_3) = \frac{1}{\sqrt{\gamma}} \phi_0^{(3)}(\xi_3) + \frac{2}{\sqrt{\gamma}} \phi_2^{(3)}(\xi_3) + \frac{3}{\sqrt{\gamma}} \phi_6^{(3)}(\xi_3)$$

where $\phi_0^{(i)}$, $\phi_2^{(i)}$, and $\phi_6^{(i)}$ are the coefficients corresponding to the zero-, first- and second-order univariate polynomial $\phi_0^{(i)}(\xi_i)$, $\phi_1^{(i)}(\xi_i)$ and $\phi_2^{(i)}(\xi_i)$ respectively. Now we have the $r$-th rank-one function $\omega_r(\xi)$ with known polynomial basis, the next step is to determine the coefficients $\{z_r^{(0)}, z_r^{(1)}, z_r^{(2)} : i = 1, 2, 3\}$.

### B. Selection of the Univariate Polynomial Basis

To reduce the computational effort for building an accurate low-rank approximation [12] for each response of interests, it is crucial to choose a proper polynomial $\phi_i$ for the $i$-th random input $\xi_i$, $i = 1, 2, ..., n$; otherwise, lower convergence rate and higher degree of polynomial basis may be needed [38], which will hamper the capability of LRA in dealing with high-dimensional problems.

Table 1 shows a set of typical continuous distributions and the respective optimal Wiener-Askey polynomial basis [38], which can ensure the exponential convergence rate. In case that $f_{\xi_i}$ is out of the list in Table 1 two options are available: (i) employ the isoprobabilistic transformation [39] to project $\xi_i$ to a typical distribution in Table 1 and then choose its corresponding polynomial basis; (ii) adopt the discretized Stieltjes procedure to numerically construct a set of univariate orthogonal polynomial basis in the form: $\tilde{\pi}_m = \frac{\pi_m}{\pi_m(\xi_i)}$ for $\xi_i$.

In this paper, we carry out the second option to recurrently compute the orthogonal polynomial basis [40];

$$d_k = \frac{\langle \xi \pi_k, \pi_k \rangle}{\langle \pi_k, \pi_k \rangle}, \quad k \geq 0$$

$$b_0 = \frac{\langle \pi_0, \pi_0 \rangle}{\langle \pi_0, \pi_0 \rangle}, \quad b_k = \frac{\langle \pi_k, \pi_k \langle \pi_{k-1}, \pi_{k-1} \rangle}{k \geq 1}$$

where $k$ denotes the polynomial degree.

It is worth mentioning that the fundamental premise of applying polynomial basis in Table 1 or equations (14)–(15) is that the PDF of random inputs are known in advance. This assumption is reasonable if abundant historical data (several years) of wind speed and solar radiation are available, from which the wind speed and solar radiation can be well estimated (for wind [27], [28]; for solar [41], [32]). In case the historical data cannot be well fitted by any typical distribution, the data-driven polynomial chaos method offers an alternative choice to construct the polynomial basis from dataset [42].

Now we have chosen an optimal polynomial basis for each random input. The next step is to determine the coefficients $z_r^{(i)}$ as well as the weighing factors $b_l$ in [12].

### C. Calculation of the Coefficients and Weighing Factors

Based on a experiment design of size $M_C$, i.e., a set of samples of $\xi_C = \{\xi^{(1)}_1, \xi^{(2)}_1, ..., \xi^{(M_C)}_1\}$ and corresponding responses $y_C = \{y^{(1)}, y^{(2)}, ..., y^{(M_C)}\}$ which evaluated by deterministic tools, different algorithms have been proposed in the literature for solving the LRA coefficients and weighing factors in a non-intrusive manner [17], [18], [43]. The sequential correction-updating scheme (Algorithm 1) presented in [18] is employed in this study due to its efficiency and capability of constructing low-rank approximation using less sample evaluations. In the $r$-th correction step, a new rank-one function $\omega_r$ is built, while in the $r$-th updating step, the set of weighing factors $\{b_1, ..., b_r\}$ is determined. This process continues until the applied error index stop decreasing [18].

**Correction step:** the $r$-th correction step aims to find a new rank-one tensor $\omega_r$, which can be obtained by solving the following minimization problem:

$$\omega_r(\xi) = \arg \min_{\omega \in W} \| e_{r-1} - \omega \|_{\xi_C}^2$$

$$\omega_r(\xi) = \arg \min_{\omega \in W} \sum_{m=1}^{M_C} \left[ y^{(m)} - \hat{g}_{r-1}(\xi^{(m)}) - \omega(\xi^{(m)}) \right]^2$$

where $W$ represents the space of rank-one tensors, $e_{r-1} = (g - \hat{g}_{r-1})$ is the approximation error of the response $Y$ at the $(r-1)$-th step, $\| \cdot \|^2$ represents the norm 2 of the residual after the new rank-one tensor $w$ is applied, and the subscript $\xi_C$ indicates that the minimization is carried over the whole set of samples in the experiment design $\xi_C, y_C$.

By exploiting the retained tensor-product form of the univariate polynomial basis, as shown in [12], typical scheme for solving equation (16) is the alternated least-square (ALS) minimization, which involves sequential minimization along each dimension $i = 1, ..., n$ to solve the corresponding polynomial coefficients $z_r^{(i)} = (z_r^{(1)}, ..., z_r^{(i)}, ..., z_r^{(n)})$. The total number of coefficients to be solved in each correction step is $\sum_{i=1}^{n} (p_i + 1)$, which grows linearly as the number of random inputs $n$ increases. Since $\omega_r$ is the product of $v_r^{(i)}(\xi_i)$ as shown in (11), $v_r^{(i)}(\xi_i)$ can be initialized as 1.0.
In the minimization along the $i$-th dimension, the polynomial coefficients corresponding to all other dimensions are "frozen" at their current values and the coefficients $z_r^{(i)} = (z_r^{(i)}(1), ..., z_r^{(i)}(p_i))$ can be determined by:

$$z_r^{(i)} = \text{arg} \min_{\xi \in \mathbb{R}^{n+1}} \left\| e_{r-1} - C_i \left( \sum_{k=0}^{p_i} \sum_{k=0}^{p_i} \xi_k \phi_k^{(i)} \right) \right\|_{\xi_C}^2 \quad (17)$$

where $C_i$ is a scalar

$$C_i = \prod_{j \neq i} v_r^{(j)}(\xi_j) = \prod_{j \neq i} \left( \sum_{k=0}^{p_j} \sum_{k=0}^{p_j} z_j^{(j)}(k) \phi_k^{(j)}(\xi_j) \right) \quad (18)$$

Updating step: After the $r$-th correction step is completed, the algorithm proceed to the $r$-th updating step to determine the weighing factor $b_r$ of the newly solved rank-one function $\omega_r(\xi)$, meanwhile, the set of existing weighing factors $b_r = (b_1, ..., b_{r-1})$ are updated too. The updating step can be achieved by solving the following minimization problem

$$b = \text{arg} \min_{\beta \in \mathbb{R}^r} \left\| g - \sum_{l=1}^{r} \beta_l \omega_l \right\|_{\xi_C}^2 \quad (19)$$

Stop criteria: The correction-updating scheme successively adds a new rank-one function to improve the accuracy of the approximation (12), hence, error reduction in two successive iterations becomes an natural stop criteria for this process. In this study, the relative empirical error is employed which is given by:

$$\hat{e}_r = \frac{\|e_{r-1} - \omega_r\|_{\xi_C}^2}{\mathbb{V}(y_C)} \quad (20)$$

where $\mathbb{V}(y_C)$ denotes the empirical variance of the desired response over the experimental design.

Algorithm 1: The sequential correction-updating scheme to calculate LAR coefficients and weighting factors

1. **Input:** $\xi_C$, $y_C$, $p_i$, $\phi^{(i)} = \{ \phi^{(i)}_0, ..., \phi^{(i)}_{p_i} \}$ for $i = 1, ..., n$
2. **Output:** $g_r(\xi)$, $b_r = (b_1, ..., b_r)$, $z_r^{(i)} = (z_r^{(i)}(0), ..., z_r^{(i)}(p_i))$
3. **Initialize** $\text{keep} \leftarrow 1$, $r \leftarrow 0$, $\hat{g}_0(\xi_C) = 0$
4. **while** $\text{keep} > 0$ **do**
5.   $r \leftarrow r + 1$
6.   $e_{r-1} \leftarrow y_C - \hat{g}_{r-1}(\xi_C)$
7.   **Set** $v_r^{(q)} \leftarrow 1$ for $i = 1, ..., n$
8.  **Correction step:** Solve coefficients along each input
9.    **for** $i \leftarrow 1$ **to** $n$ **do**
10.   Calculate $C_i$ by (18) with solved $v_r^{(q)}$ for $q < i$;
11.   Solve (17) to obtain $z_r^{(i)}$ for the $\phi^{(i)}$.
12.   **Update** $v_r^{(q)}$ using solved $z_r^{(i)}$.
13. **Updating step:** Solve (19) to obtain $b_r$ and updating $b_1, ..., b_{r-1}$ as well.
14. **Stop criteria:** Calculate the error index $\hat{e}_r$ using (20).
15. **if** $\hat{e}_r > e_{r-1}$ **then**
16.     **keep** $\leftarrow 0$, $r \leftarrow r - 1$;
17. **else**
18.     Store the rank $r$ LRA $\hat{g}_r(\xi) \leftarrow \sum_{i=1}^{r} b_i \omega_i$
19. **return:**

Remark: (i) It is worth pointing out that the minimization problems in (17) and (19) can be efficiently solved with the ordinary least-squares (OLS) technique because the dimension of unknowns are small. (ii) When the LRA (12) for the desired response is built up, the response of any new samples can be evaluated efficiently by directly substituting into (12) instead of solving the original complex problem (e.g., the power flow problem (9)).

D. Selection of optimal rank and polynomial degree

Currently, there is no systematic way to identify the optimal rank $r$ and the polynomial degree $p_i$ for individual random input beforehand. In this study, we specify a candidate set, say $\{1, 2, 3, 4, 5\}$, for the rank and another one $\{2, 3, 4, 5\}$ for the polynomial degree, and assume the same degree for all the univariate polynomials. The rank selection is performed by progressively increasing the rank and applying the corrected error to select the best one. The selection of optimal degree can be implemented in a similar way. Further study on how to determine an optimal rank and the degree in a systematic and efficient way is desired.

E. Integration of Dependent Random Inputs

So far, the random inputs are assumed to be mutually independent as requested by the LRA method. To accommodate dependent random inputs with correlation matrix $\rho$, the Nataf transformation [19], [44] and the isoprobabilistic transformation can be employed to build up a mapping between $U$ and the independent standard random variables $\xi$: $u = T(\xi)$, where $T$ is invertible. Therefore, the set of samples of $\xi$ can be transformed back into samples of $U$ to evaluate the corresponding responses $Y$, after which the desired response $y = g(T^{-1}(u))$ can be expanded onto the polynomial basis with $\xi$ using the aforementioned method [15].

F. Moments of a Low-Rank Approximation

Due to the orthogonality of the univariate polynomials that form the LRA basis (see (12)), the mean and variance of the meta-model can be obtained analytically in terms of the polynomial coefficients and the weighting factors. In particular, the mean and variance of the LRA response are given respectively by [15]:

$$\mu_y = \mathbb{E}[\hat{g}(\xi)] = \frac{1}{n} \sum_{i=1}^{n} b_i \left( \prod_{l=1}^{n} \hat{z}_l^{(i)} \right) \quad (21)$$

and

$$\sigma_y^2 = \sum_{i=1}^{r} \sum_{m=1}^{n} b_i b_m \sum_{l=1}^{n} \left[ \prod_{k=0}^{p_i} \sum_{k=0}^{p_i} \left( \sum_{l=1}^{n} \hat{z}_l^{(i)} \right) \right] \left( \sum_{l=1}^{n} \hat{z}_l^{(i)} \right) \quad (22)$$

Hence, if only mean and variance are of interests, (21) and (22) can be applied directly without evaluating a large size of samples which is required by most of simulation-based methods. If other statistical properties (e.g., higher-order moments, PDF, CDF, etc.) are needed, one can sample the random inputs extensively and apply the solved functional approximation (12) to evaluate the corresponding response $y$, from which the the statistics of interest can be obtained.
V. Computation of Probabilistic Power Flow

In this section, a step-by-step description of the proposed probabilistic power flow calculation is summarized below, which is also illustrated in Fig. 1.

Step 1: Input the network data, the probability distribution and the parameters of the random inputs \( U \), i.e., the wind speed, the solar radiation, the load active power, and their correlation matrix \( \rho \).

Step 2: Choose the independent standard variable \( \xi_i \) and the corresponding univariate polynomial \( \phi_i \) for each random input \( U_i \).

Step 3: Generate an experimental design of size \( M_C \):

i) Generate \( M_C \) samples \( \xi_C = (\xi^{(1)}, \xi^{(2)}, ..., \xi^{(M_C)}) \) in the standard space by the LHS.

ii) Transform \( \xi_C \) into the physical space by the inverse Nataf transformation \( u_C = T^{-1}(\xi_C) \).

iii) Evaluate the accurate responses (bus voltages and line flows in this study) \( y_C = (y^{(1)}, y^{(2)}, ..., y^{(M_C)}) \) of \( u_C \) by the deterministic power flow solver. Pass the sample-response pairs \( (\xi_C, y_C) \) to Step 4.

Step 4: Apply the algorithm in Section IV-C (Algorithm 1) to solve the coefficients and the weighting factors of LRA to build the low-rank approximation (12) for all desired responses \( Y \). If LRA for all responses have reached the prescribed accuracy, go to Step 6; otherwise, go to Step 5.

Step 5: Generate additional \( \Delta M_C \) new samples and evaluate them, then go back to Step 4 using the enriched experiment design \( (\xi_C + \Delta \xi_C, y_C + \Delta y_C) \).

Step 6: Calculate the mean and variance of all responses through (21) and (22), respectively. If other statistical properties (e.g., higher-order moments, PDF, CDF, etc.) are needed, go to Step 7; otherwise, go to Step 8.

Step 7: Sample \( \xi \) extensively, e.g., \( M_S \) samples, and apply the solved functional approximation (12) to evaluate the corresponding responses \( y \) for all these samples. Compute the statistics of interests for each response.

Step 8. Generate the result report.

Remark: the number of samples \( M_C \) in Step 3 is usually much smaller than \( M_S \) in Step 6. Unlike MCS, LRA does not solve power flow equations for all \( M_S \) samples in Step 6, and hence it is much more efficient. The main computational effort of LRA lies in Step 3.

VI. Numerical Studies

In this section, we apply the proposed LRA method to investigate the probabilistic power flow of the modified 39-bus, 118-bus, and 1354-bus systems [45]. The LHS-based Monte Carlos simulation serves as a benchmark for validating the accuracy and the performance of the proposed method. In addition, a comparison between the LRA and the sparse PCE using the UQLab [46] is also presented. In order to compare the accuracy of them, the error indices introduced in [8] are adopted to indicate the distribution accuracy of responses as follows:

\[
\frac{\Delta \mu}{\mu_{mcs}} = \left| \frac{\mu - \mu_{mcs}}{\mu_{mcs}} \right| \times 100\% \\
\frac{\Delta \sigma}{\sigma_{mcs}} = \left| \frac{\sigma - \sigma_{mcs}}{\sigma_{mcs}} \right| \times 100\% 
\]

(23)

where \( \mu \) and \( \sigma \) denote the mean and variance of the response, respectively. The star * represents the applied method, e.g., ‘lra’ for the LRA method and ‘pce’ for the sparse PCE method. It should be noted that the same set of samples was used for building up the LRA and the sparse PCE in all simulation cases.

In this study, we assume that the probability distributions and the associated parameters of all random inputs are available from up-front modeling. Particularly, the wind speed follows Weibull distribution, the parameters of which are \( k = 9.0 \) and \( c = 2.15 \); the solar radiation follows Beta distribution, the parameters of which are \( \alpha = 0.9, \beta = 0.9 \), \( r = 0 \) and \( s = 1000 \); the load power follows Normal distribution. For each individual load, the mean value is set to be its base case value and the variance is equal to 5\% of its mean value. The univariate polynomial basis used in (12) for Weibull, Beta and Normal distributions are chosen to be the numerical polynomial, the Jacobi polynomial and the Hermite polynomial, respectively, according to Table I. It should be
noted that the proposed method is not limited to any specific probability distribution. For simplicity, all wind generators share the same set of parameters $v_{rate} = 15.0 \text{ m/s}$, $v_{min} = 4.0 \text{ m/s}$, and $v_{out} = 25.0 \text{ m/s}$. Similarly, all solar PVs have the same values $r_c = 150.0 \text{ W/m}^2$, and $r_{std} = 1000.0 \text{ W/m}^2$, respectively. The linear correlation coefficient $\rho_{ij}$ between component $i$ and $j$ of wind speed $v$, solar radiations $r$ and load power $P_L$ are 0.5053, 0.8040, 0.4000, respectively.

A. The Modified 39-Bus System

The 39-bus system is a simplified New-England network which contains 10 generators, 21 loads and 47 branches. The total load of this network is 6254.23 MW and 1387.10 Mvar. In order to assess the impact of uncertainties on the feasibility of power flow solution of this network, 4 solar PV power plants of 120 MW are connected to bus \{36, 37, 38, 39\} and 4 wind farms of 180 MW are connected to bus \{32, 33, 34, 35\}. There are totally 29 random inputs including 21 random loads. The renewable capacity penetration level is 17.44%.

We first apply the power flow tool to the deterministic system (i.e., without uncertainty), and the power flow solution is shown to be feasible, i.e., there is no voltage violation or thermal violation in the network. However, the system is prone to thermal violation, since we have scaled up the load power at bus \{1, 3, 4, 15, 16, 18, 20, 21, 23, 24, 25, 26, 27, 28, 29\} by 10%. In other words, we consider a heavy loading condition, under which the randomness may affect the static security level of the system as shown subsequently.

Next, we exploit the proposed LRA method to assess the probabilistic characteristics (e.g., mean, variance, PDF and CDF) of these branch flows and compare the results with those of the LHS-based MCS and with those of the sparse PCE method. Applying the proposed algorithm, 146 simulations are required in Step 4-5 to build up the LRAs (12) of the desired responses (i.e., the bus voltages, branch flows and generator reactive power), which consist of 1 rank-one functions with the highest polynomial degrees $p_i = 2$. Once the coefficients and the weighting factors are computed, the mean and the standard deviation of the responses are computed in Step 6 and are compared with those of the LHS-based MCS and with those of the sparse PCE method as shown in Table III and III. Furthermore, 5000 samples are generated in Step 7 to assess the PDF and the CDF of the responses. Fig. 2 shows the PDF and CDF of the branch flow $S_{13-14}$ computed by the LHS-based MCS, the sparse PCE and the solved LRA, respectively. These results clearly demonstrate that the LRA method can provide accurate estimation for the probabilistic characteristics of the PPF solutions. Particularly, the accuracy of the LRA is comparable to that of the sparse PCE method.

Once we have the statistics of the quantities of interest, say the bus voltages and branch flows, one natural step afterwards is to see how the uncertainty actually affect the operating point of a power system. As shown by the CDF curve in Fig. 2 the branch flow $S_{13-14}$ in the deterministic system (454MW, dot line) is far away from the thermal limit (600 MW, pink line). However, the probability corresponding to the thermal limit 600 MW (the pink line) is 92%, indicating that there is still 8% probability that the corresponding power flow solution will exceed the thermal limit when the uncertainties are considered.

In addition, the convergence rate of the LRA method is traced by increasing the sample size from 0.25$n$ to 10$n$ ($n$ is the number of random inputs) to verify the robustness of the proposed method. For each sample size, 100 replications are generated and are evaluated by the proposed LRA method. As shown in Fig. 3 the statistics of the branch flow settle down to the values computed by the LHS-based MCS using 5000 samples when the sample size reaches 5$n$ (i.e., 146 in this case), after which little improvement can be achieved by increasing the sample size. Similar results have been observed in other PPF solutions, indicating a nice property of the LRA that its simulation time (the required sample evaluations) grows linearly as the number of the random inputs increases.

B. The Modified IEEE 118-Bus System

The IEEE-118 bus system is a simplified representation of the Midwest U.S. transmission system in 1962, which contains 19 generators, 35 synchronous condensers, 177 transmission lines, 9 transformers and 91 loads 47. Six wind farms, each with 100 MW, are connected to bus \{10, 25, 26, 49, 65, 66\}, and six solar PV parks, each with an installed capacity of 60 MW, are connected to bus \{12, 59, 61, 80, 89, 100\}. Besides, there are 99 stochastic loads. Therefore, the total number of
random inputs is 111. The renewable capacity penetration level is 21.96%.

Likewise, we first apply the power flow tool to the deterministic system. It is shown that the power flow solution is feasible. However, this system is prone to voltage violation since 160% of load powers at bus \( \{19, 20, 21, 43, 44, 45, 50, 51, 52\} \) are assumed, i.e., a heavy loading condition is considered to investigate the impacts of randomness on the feasibility of power flow solutions.

Next, we exploit the proposed LRA method to assess the probabilistic characteristics of the bus voltages and the branch flows and compare the results with those of the LHS-based MCS and with those of the sparse PCE method. Applying the proposed algorithm, 441 simulations are needed in Step 4-5 to build up the LRAs of the PPF solutions. Moreover, the mean and standard deviation of the responses computed in Step 6 are compared with those of the LHS-MCS and with those of the sparse PCE method as shown in Table IV. Particularly, the PDF and the CDF of the voltage magnitude at Bus 53 assessed in Step 7 are compared with those of the MCS and the sparse PCE method using 10000 samples as presented in Fig. III. All these results and comparisons clearly demonstrate that the LRA method can provide accurate estimation for the probabilistic characteristics of the PPF solutions. Particularly, the accuracy of the LRA is comparable to that of the sparse PCE method.

In terms of efficiency, the LHS-based MCS needs to run 10000 simulations (i.e. solving (29)), while the LRA only requires 441 simulations for solving the coefficients and the weighting factors of (12). Table VI lists a break-down time consumption evaluating the six responses listed in Table IV for the experimental design \( t_{ed}\), for solving the coefficients and the weighting factors \( t_{sc}\), for evaluating the statistic samples \( t_{es}\), and the total time \( t_{total}\). The LRA method is approximately 8 times faster than the LHS-based MCS, and 1.5 times faster than the sparse PCE method. It is worth noting that the \( t_{sc}\) and \( t_{es}\) for the PCE and the LRA will increase linearly with the number of desired responses.

Similar to the previous example, it can be observed that the uncertainty may affect the dispatching/planning scheme of the system. For instance, \( |V_{53}| \) without considering the uncertainty is 0.9412 p.u. which is within the feasible voltage range [0.94, 1.06]. However, the probability corresponding to 0.94 p.u. at the CDF curve (Fig IV) is 0.28, indicating that there is 28% probability that the voltage at Bus 53 will be below the lower limit. Such high probability of voltage violation implies that a feasible dispatch/planning scheme for the deterministic system may become unfeasible when the randomness of RES and loads are incorporated.
| $V_{3m}/S_{ij}$ | $\sigma_{mcs}$ | $\sigma_{pce}$ | $\sigma_{lra}$ | $\frac{\sigma_{mcs}}{\mu_{mcs}} \%$ | $\frac{\sigma_{pce}}{\mu_{pce}} \%$ | $\frac{\sigma_{lra}}{\mu_{lra}} \%$ |
|----------------|---------------|---------------|--------------|----------------------------|----------------------------|----------------------------|
| $V_{3m}$       | 0.0021        | 0.0021        | -0.0165     | -0.0370                   |                            |                            |
| $S_{49-69}$    | 0.2694        | 0.2619        | 0.2697      | -2.8034                   | 0.1002                     |                            |
| $S_{17-69}$    | 0.2718        | 0.2565        | 0.2719      | -5.6293                   | 0.0091                     |                            |

| Method       | $t_{ad}(s)$ | $t_{ac}(s)$ | $t_{ac}(s)$ | $t_{total}(s)$ |
|--------------|-------------|-------------|-------------|----------------|
| MCS          | –           | 653.94      | 653.94      |                |
| PCE          | 28.84       | 79.96       | 0.29        | 103.09         |
| LRA          | 28.84       | 46.53       | 1.39        | 76.76          |

C. The Modified European 1354-Bus System

The 1354-bus system is a part of the European high voltage transmission network which contains 1354 buses, 260 generators, and 1991 branches. The total load of this network is 73,060 MW and 13,401 Mvar. To assess the impact of uncertainties on the feasible power flow solution of this network, 20 wind generators, each with 100MW, and 20 solar PVs, each with 80MW, are connected to the system. All parameters of the test system are available online: [https://github.com/shenghao/LRA-PPF](https://github.com/shenghao/LRA-PPF). There are 713 random inputs in total including the random loads.

This system is prone to thermal violations, hence we study the probabilistic characteristics of the line flows of the set of branches that are most overloaded. The estimated mean and standard deviation of the responses computed by the proposed LRA are compared with those of the LHS-based MCS as shown in Table VII. It can be seen that the LRA method can provide accurate estimations for the statistics of the PPF solutions. Similar results can be found for the estimation of the uncertainties, which evidently demonstrate the necessity of applying a probabilistic framework for power flow study.

In terms of simulation effort, the LHS-based MCS requires 5000 simulations to obtain a converged result, while the proposed LRA method requires only 3566 simulations to get comparable accuracy. It should be noted that the sparse PCE is unable to solve this problem (with 713 inputs) due to the large size of the expanded multivariate polynomials. The issue
of ‘out of memory’ is met on the computer (DELL OptiPlex 7050 with Intel Core i7-7700 (3.6GHz), 16GB RAM).

To make a more detailed comparison between the sparse PCE and the LRA regarding the capability of handling high-dimensional problems, six reduced systems with an increasing number of random inputs (i.e., 100, 200, 300, 400, 500, 600) are created based on the 1354-bus system by fixing small loads to their mean values. Again, we apply the MCS, the sparse PCE and the LRA to evaluate their PPF solutions.

Table IX shows the number of unknowns to be solved in the sparse PCE and the LRA. Even with the sophisticated hyperbolic truncation scheme [49], the number of unknown coefficients to be sent into the least angle regression algorithm (column 4, $N_{\text{trunc}}$) grows dramatically as the number of inputs increases. Nevertheless, the unknown coefficients plus weighting factors in LRA (column 8, $N_{\text{lra}}$) grows only linearly. When the number of inputs reach 600, the spare PCE failed due to ‘out of memory’. These results demonstrate the advantage of the LRA method over the PCE method on handling high-dimensional problems when the number of random inputs is enormous. Table IX and X show the mean and standard deviation of the line flow at the branch 1758-1923 in the six reduced systems as well as the original system. Clearly, the LRA is able to provide accurate estimation for all of the seven systems.

Remark: Since independent LRA has to be built for each response of interests, the computational effort will increase linearly with the number of desired responses.

VII. CONCLUSION AND PERSPECTIVES

In this paper, we have developed a novel method to accurately and efficiently assess PPF. Particularly, the proposed method can build up a statistically-equivalent surrogate model (i.e., the low-rank approximations) for the PPF solutions through a small number of power flow evaluations. Numerical studies show that

- The proposed LRA method can accurately estimate the probabilistic characteristics of the bus voltages and line flows in the PPF problem.
- The proposed LRA method is more computationally efficient compared to the LHS-based MCS. Moreover, once the LRA (12) for the desired response is built up, the response of any new samples can be evaluated efficiently by directly substituting to (12) instead of solving the original PPF equations (9).
- The proposed LRA method has higher capability of dealing high-dimensional problems compared to the PCE method. This merit stems from exploiting the retained tensor-product form and employing a sequential correction-updating scheme.

It has been revealed in our study that a feasible power flow may become unfeasible with a relatively high probability when the uncertainties are incorporated. The probability may be even larger if the penetration of RES increases thus need
to be carefully investigated. In the future, we plan to develop a grouping scheme to accelerate the LRA calculation by reducing the iterations required in the correction step.
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