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Abstract

\textbf{Background:} Computed tomography is widely used as an imaging tool to visualize three-dimensional structures with expressive bone-soft tissue contrast. However, CT resolution and radiation dose are tightly entangled, highlighting the importance of low-dose CT combined with sophisticated denoising algorithms.

\textbf{Purpose:} Most data-driven denoising techniques are based on deep neural networks and, therefore, contain hundreds of thousands of trainable parameters, making them incomprehensible and prone to prediction failures. Developing understandable and robust denoising algorithms achieving state-of-the-art performance helps to minimize radiation dose while maintaining data integrity.

\textbf{Methods:} This work presents an open-source CT denoising framework based on the idea of bilateral filtering. We propose a bilateral filter that can be incorporated into a deep learning pipeline and optimized in a purely data-driven way by calculating the gradient flow toward its hyperparameters and its input. Denoising in pure image-to-image pipelines and across different domains such as raw detector data and reconstructed volume, using a differentiable backprojection layer, is demonstrated.

\textbf{Results:} Although only using three spatial parameters and one range parameter per filter layer, the proposed denoising pipelines can compete with deep state-of-the-art denoising architectures with several hundred thousand parameters. Competitive denoising performance is achieved on x-ray microscope bone data (0.7053 and 33.10) and the 2016 Low Dose CT Grand Challenge dataset (0.9674 and 43.07) in terms of SSIM and PSNR.
Conclusions: Due to the extremely low number of trainable parameters with well-defined effect, prediction reliance and data integrity is guaranteed at any time in the proposed pipelines, in contrast to most other deep learning-based denoising architectures.
I. Introduction

Ionizing radiation used in Computed Tomography (CT) is known to be harmful to any living tissue. Therefore, the amount of deposited energy in each investigated sample, the so-called dose, is to be minimized following the *As Low As Reasonably Achievable* (ALARA) principle\(^1\). However, radiation dose and image resolution are inherently entangled as a certain number of x-rays must be absorbed by the scanned patient to achieve the desired contrast\(^2\). Further reducing the patient dose results in degraded image quality due to increased Poisson noise in CT projections.

Since the emergence of the first CT scanners, denoising algorithms were developed and applied to restore image quality while keeping the radiation dose moderate\(^3\). Non-linear filters\(^4,5,6,7\) and iterative reconstruction techniques\(^8,9,10\) have been successfully applied. Whereas such approaches usually require hand-tuned hyperparameters, cannot abstract complex features, or are known to be computationally expensive, purely data-driven, end-to-end trainable, approaches have been proposed in recent years\(^11,12,13,14,15,16,17\) fueled by the emergence of deep learning and, in particular, convolutional neural networks. Most of these models achieve competitive denoising performance but are built on deep neural networks with multiple layers and contain hundreds of thousands of trainable parameters. Although deep architectures help networks extract complex features from data, such models are often regarded as black boxes as it is impossible to fully comprehend their data processing and control failing network predictions. Besides, adversarial examples in the form of small perturbations of the network input can lead to undesired drastic changes in the prediction due to the high dimension of extracted features\(^18\). Such uncertainties often prohibit deep learning applications in the medical imaging field where the reliability of the data must be maintained\(^19,20\). Additionally, training large numbers of parameters in neural networks usually requires broad medical datasets with paired ground truth data, which can be hard to obtain.

The bilateral filter has been successfully applied on CT data\(^6\) as it performs combined filtering in spatial and range domain with Gaussian kernels smoothing the noise fluctuations while preserving edges\(^21\). However, hyperparameters—fundamentally determining the filter performance—usually have to be hand-picked. Multiple works have been proposed aiming for automatically finding optimal filter parameters\(^22,23,24,25,26\) using risk estimators or
grasshopper optimization. All these techniques are not suitable for integration into an end-to-end, data-driven, optimization pipeline and are based on different statistical assumptions on the noise. A different work presents a bilateral filter based on convolutional filtering the permutohedral lattice, a higher-dimensional representation of the image data, that can be optimized\textsuperscript{27}. However, their algorithm requires so-called \textit{splatting} and \textit{slicing} operations, which can only approximate the data and, therefore, introduce uncertainties. Additionally, the requirement of a higher-dimensional grid increases computational demands. Patwari \textit{et al.}\textsuperscript{12} proposed the JBFnet, a deep neural network architecture inspired by joint bilateral filtering that can be trained in a purely data-driven way. They showed competitive performance to much deeper networks, although reducing the number of trainable parameters by choosing a shallow convolutional architecture. Besides, denoising approaches indirectly optimizing hyperparameters of (joint) bilateral filters using reinforcement learning have been proposed\textsuperscript{28,29}. However, their training is more sophisticated as it is again based on deep architectures for choosing the correct parameter updates. Additionally, Patwari \textit{et al.}\textsuperscript{29} make use of a residual network to generate an image prior as well as a reward network.

We aim to extend the aforementioned approaches by proposing a trainable bilateral filter layer using only the inherent four filter parameters (including three spatial filter dimensions) during training and inference. By analytically deriving the gradient flow toward the parameters as well as to the layer input, we can directly optimize all filter parameters via backpropagation and incorporate the C++/CUDA accelerated layer into any trainable pipeline using the \textit{PyTorch} framework\textsuperscript{30}. Additionally, we show simultaneous optimization of filter parameters in the projection and image domain, using a differentiable backprojection layer\textsuperscript{31}. Due to the very low number of trainable parameters, we can optimize our pipeline with only very little training data and in a self-supervised manner using Noise2Void training\textsuperscript{32}, while still achieving competitive performance compared to state-of-the-art deep neural networks.

We explain the competitive denoising performance with the theoretical findings of Maier \textit{et al.}\textsuperscript{33,34}, who proved that incorporating prior knowledge into artificial neural networks lowers the upper error bound of the model prediction. The experiments are performed on the 2016 Low Dose CT Grand Challenge dataset\textsuperscript{35} (25\% dose) for benchmark purposes as well as on a low-dose x-ray microscope (XRM) bone dataset (10\% dose).

I. INTRODUCTION
II. Materials and Methods

II.A. Trainable bilateral filter

The bilateral filter had great success in CT denoising due to its ability to smooth image content while preserving edges. This is achieved by a composed filter kernel with spatial and range contributions. With the noisy input reconstruction $X$ and the denoised prediction $\hat{Y}$, the discrete filter operation can be written as

$$\hat{Y}_k = \frac{1}{w_k} \sum_{n \in N} G_{\sigma_s}(p_k - p_n)G_{\sigma_r}(X_k - X_n)X_n$$

with the definition of the normalization factor $w_k$

$$w_k := \sum_{n \in N} G_{\sigma_s}(p_k - p_n)G_{\sigma_r}(X_k - X_n),$$

voxel index $k \in \mathbb{N}$, and the Gaussian function

$$G_{\sigma_r}(c) := \exp \left( -\frac{c^2}{2\sigma_r^2} \right).$$

Each predicted output voxel $\hat{Y}_k$ is calculated from the neighborhood $N$ of voxel $X_k$, indexed by $n \in N$. The spatial kernel $G_{\sigma_s}$ performs image smoothing and is dependent on the distance between the positions $p_k \in \mathbb{N}^d$ and $p_n \in \mathbb{N}^d$. In the $d$-dimensional case $G_{\sigma_s}$ is composed of multiple Gaussian kernels, e.g.,

$$G_{\sigma_s}(c) = \prod_{\beta \in \{x,y,z\}} \exp \left( -\frac{c_\beta^2}{2\sigma_{\beta}^2} \right)$$

assuming $d = 3$ spatial filter dimensions and the spatial distance vector $c = (c_x, c_y, c_z)$. The additional range kernel $G_{\sigma_r}$ is responsible for preserving edges during filtering as similar voxel values are stronger weighted by incorporating the intensity distance $(X_k - X_n)$.

Kernel widths $\sigma_s$ and $\sigma_r$ are hyperparameters of the bilateral filter and are usually hand-picked by the user dependent on image content and voxel range. However, tuning the filter layers by hand is cumbersome, and finding an optimal parameter set can not be guaranteed. To optimize the parameters in a data-driven fashion and incorporate them in a
Figure 1: Working scheme of the proposed trainable bilateral filter layer. Black arrows mark the forward pass, whereas red arrows illustrate the gradient flow toward the input $X_i$ and the filter parameters $\sigma, \gamma$ during backpropagation.

Fully differentiable pipeline, the gradient, given by the derivative of the loss function $L$ with respect to each parameter $\sigma, \gamma$ must be calculated

$$\frac{\partial L}{\partial \sigma, \gamma} = \frac{\partial L}{\partial \hat{Y}} \frac{\partial \hat{Y}}{\partial \sigma, \gamma} = \sum_k \frac{\partial L}{\partial \hat{Y}_k} \frac{\partial \hat{Y}_k}{\partial \sigma, \gamma}. \quad (5)$$

Automatically deriving the gradient with a framework like PyTorch is in principle possible, but comes with a huge computational and memory overhead. It would require calculating gradients for each computation in the filter forward pass, which is computationally infeasible with conventional hardware in a reasonable run time. Instead, we directly calculate the analytical solution of $\frac{\partial \hat{Y}_k}{\partial \sigma, \gamma}$, which is described in detail in the Appendix. Additionally, the gradient with respect to every voxel of the noisy input reconstruction $X_i$ needs to be derived to propagate a loss into previous filter layers during backpropagation to allow stacking multiple bilateral filters or incorporating the layer into a deep architecture

$$\frac{\partial L}{\partial X_i} = \frac{\partial L}{\partial \hat{Y}} \frac{\partial \hat{Y}}{\partial X_i} = \sum_k \frac{\partial L}{\partial \hat{Y}_k} \frac{\partial \hat{Y}_k}{\partial X_i}. \quad (6)$$

With each predicted $\hat{Y}_k$ being dependent on intensity differences of two input voxels $X_k$ and $X_n$, the analytical calculation of the gradient flow toward the filter input

$$\frac{\partial \hat{Y}_k}{\partial X_i} = -w_k^{-2} \alpha_k \frac{\partial w_k}{\partial X_i} + w_k^{-1} \frac{\partial \alpha_k}{\partial X_i} \quad (7)$$

is more complex than the derivative with respect to the kernel widths $\sigma, \gamma$. Eventually, it requires distinguishing the two cases $k = i$ and $k \neq i$ for finding an applicable solution. They refer to the off-center and center elements of the bilateral filter kernel respectively. The detailed calculation is again conducted in the Appendix, accompanied by implementation notes.

II. MATERIALS AND METHODS

II.A. Trainable bilateral filter
Fig. 1 illustrates the data flow in a bilateral filter layer. The forward and backward pass of the layer is implemented in C++ and CUDA to leverage performance and integrated into the PyTorch framework using the pybind11 module. Our open-source filter layer is publicly available under https://github.com/faebstn96/trainable-bilateral-filter-source.

II.B. Denoising pipelines

Figure 2: Illustration of the employed denoising pipelines containing the proposed bilateral filter layers. Multiple filters are trained in a supervised (first row) and unsupervised (Noise2Void, second row) fashion. Additionally, bilateral filter layers are optimized in projection and image domain simultaneously using a differentiable backprojection operator (dual-domain BFs, third row). The $\sigma$ parameters represent the only trainable parameters of the networks and are all optimized independently. ND refers to the normal-dose reconstructions whereas LD denotes the low-dose data incorporating noise.

Multiple denoising pipelines containing trainable bilateral filter layers, illustrated in Fig. 2, are employed to investigate the performance and limitations of the layers. First, a simple post-processing approach is studied, directly applying three subsequent bilateral filter layers on the reconstructed volume. The filters are optimized for the mean squared error (MSE) loss calculated between prediction $\hat{Y}$ and normal-dose volume $Y$.

Additionally, self-supervised training is performed using the Noise2Void (N2V) training
scheme. The noisy volume is perturbed by randomly replacing a defined ratio of voxels (1%) with voxel intensities from their respective $5^3$ voxel neighborhoods and fed through the denoising pipeline. Subsequently, an MSE loss is calculated between prediction and noisy non-perturbed volume at the voxel positions of the perturbations. If the noise contribution of neighboring voxels is approximately uncorrelated, the resulting gradient will converge to the denoised version of the volume, as proved by Krull et al.\textsuperscript{32}. The advantage of the N2V training scheme is that no paired high-dose data is required. Accordingly, no additional ground truth knowledge can be employed during training.

Finally, an FDK-based reconstruction pipeline with a single bilateral filter layer in the projection and two filters in the image domain is trained end-to-end on XRM data. The employed pipeline is illustrated in the last row of Fig. 2 and makes use of the fully differentiable reconstruction pipeline of Thies et al.\textsuperscript{37}, which is described in the following section. All filter parameters are optimized for the MSE loss between $\hat{Y}$ and the normal-dose reconstruction $Y$ in the image domain.

\section*{II.C. XRM reconstruction pipeline}

The FDK-based\textsuperscript{38} reconstruction pipeline by Thies et al.\textsuperscript{37} connects acquired CT projection data with its 3D interpretable reconstruction. The backprojection is incorporated as a known operator\textsuperscript{33}, using the differentiable layer provided by the Pyro-NN framework by Syben et al.\textsuperscript{31}. The reconstruction pipeline is adapted to XRM projection data from a Zeiss Xradia 620 Versa microscope, which is a high-resolution cone-beam CT for small samples, and allows to propagate a loss calculated in the image domain to any location within the reconstruction pipeline enabled by its differentiable implementation. Accordingly, bilateral filter layers can be trained at multiple locations in the pipeline in a purely data-driven manner using the PyTorch framework. Particularly, we perform experiments demonstrating the superior performance of bilateral filter layers applied in both projection and image domain simultaneously over denoising in image domain only.

\section*{II.D. Experimental setup}

We compare the performance of the trainable bilateral filter layer-based pipelines to four deep state-of-the-art denoising architectures on the ten abdomen scans from the 2016 Low
Dose CT Grand Challenge dataset\textsuperscript{35} with 1 mm slice thickness reconstructed in slices of size $512 \times 512$. Here, patient L291 is selected for validation, patients L310, L333 and L506 for testing and all 3411 slices from the remaining seven scans for training.

In a second experiment, we investigate the denoising performance on a dataset of high-resolution ex vivo XRM scans of mouse tibia bones. In the context of preclinical osteoporosis research, lacunae, bone structures with a diameter of 3-20 µm, were investigated\textsuperscript{39}. This is instructive for understanding the bone metabolism\textsuperscript{40,41} as they contain osteocytes, cells being heavily involved in the bone remodeling process\textsuperscript{42,43}. However, the severe amount of radiation dose required for resolving micrometer-sized lacunae in a mouse so far prohibits in vivo imaging\textsuperscript{44,45} and, therefore, requires sophisticated dose reduction techniques to push the XRM in vivo limit to the micrometer scale. We create a low-dose XRM dataset from ex-vivo mouse tibia bone samples to investigate in-vivo XRM acquisitions. The sample preparation was carried out as approved by the local animal ethics committee in compliance with all ethical regulations (license TS-10/2017). 1400 high-resolution projections are acquired for every sample in a short-scan setting with 28 s exposure time per projection image. Low-dose and normal-dose projections are reconstructed in a $2048^3$ grid of 1.4 µm isotropic voxel size using the pipeline of Thies et al.\textsuperscript{37}. Data acquired with 10% dose is simulated by incorporating noise following Yu et al.\textsuperscript{46}. Two separate stacks of 30 slices each are reconstructed from every bone scan as the total amount of reconstructed slices would by far exceed the capacity of the denoising models and the variety of learnable local features. The final XRM bone dataset contains five scans for training, one for validation, and four for testing, which is in total equivalent to 9600 $512 \times 512$ image patches, exceeding the size of the 2016 Low Dose CT Grand Challenge dataset.

The quadratic autoencoder architecture (QAE) proposed by Fan et al.\textsuperscript{13}, as well as the JBFnet by Patwari et al.\textsuperscript{12}, both achieve remarkable results on the CT denoising task, outperforming many architectures proposed during the 2016 Low Dose CT Grand Challenge. The RED-CNN network, published by Chen et al.\textsuperscript{11} is a deep, convolutional architecture with more than 1.8 Mio parameters achieving state-of-the-art results likewise. Another denoising approach based on a generative adversarial network is WGAN\textsuperscript{14}, using a combination of Wasserstein and perceptual loss. Encouraged by their performance, these four methods are selected for comparison with multiple pipelines containing the proposed trainable bilateral filter layers on the aforementioned datasets.
In order to allow a fair comparison between the different denoising approaches, the networks are implemented and trained based on officially published code repositories and the description from their publications. The Adam optimizer with learning rates $4 \cdot 10^{-4}$ (decaying), $1 \cdot 10^{-4}$ (constant), $1 \cdot 10^{-4}$ (decaying), and $1 \cdot 10^{-5}$ (constant) is used for QAE, JBFnet, RED-CNN, and WGAN respectively. Both QAE and RED-CNN are trained using the MSE loss, whereas JBFnet makes use of a custom loss described in their publication\textsuperscript{12} as well as pre-training of its prior module. Generator and discriminator of WGAN are trained alternately using Wasserstein loss for stable convergence and a perceptual loss as presented in\textsuperscript{14}. All models are trained until the validation loss plateaus or increases.

In all bilateral filter-based models, $\sigma_{x,y,z}$ and $\sigma_r$ are initialized with 0.5 and 0.01 and optimized with two separate Adam optimizers with learning rates 0.01 and 0.005 respectively, as the spatial and range parameters operate on two independent scales. The tiny amount of required training data is demonstrated by training the bilateral filter pipelines only on a single stack of 21 neighboring slices with a size of $512 \times 512$ voxels from one training scan of the Grand Challenge dataset. For the XRM bone dataset a stack of 15 neighboring patches of size $512 \times 512$ voxels is used. Note that the bilateral filter layers cannot overfit the data assuming a comparable amount of noise within all scans due to the low number of trainable parameters with well-defined influence. Optimization is performed until convergence of the training loss for up to 5000 iterations which took up to 20 minutes (on an NVIDIA Quadro RTX 4000).
Figure 3: Example input and target slices from the investigated Grand Challenge dataset (25% dose) and the XRM bone dataset (10% dose). Red squares highlight the ROIs for the visual comparison. The display windows are $[-150, 250]$ HU and $[0.25, 0.7]$ arb. unit.

### III. Results

#### III.A. Denoising results

We present qualitative denoising results on selected slices from both test datasets, visualized in Fig. 3. Multiple magnified regions of interest (ROIs) allow comparing the denoising performance on small image features of the Grand Challenge dataset for better visualization and are shown in Fig. 4. The additionally provided difference images (prediction - target) particularly highlight artifacts in the model predictions. Closer studying local features reveals over-smoothed results in low-contrast regions for the QAE and the RED-CNN compared to the normal-dose target, highlighted by orange circles and arrows. However, high-frequency details like edges are well preserved as there are few structures visible in the difference images. The predictions of bilateral filter-based pipelines, JBFnet, and WGAN visually appear more natural and closer to the target images, compared to the other approaches. However, blurred edges are visible in the difference images for JBFnet, WGAN, and the self-supervised bilateral filter pipeline (3BFs N2V). The predictions of the supervised-trained bilateral filter
Table 1: Quantitative denoising results of the compared pipelines on the test patients of the 2016 Low Dose CT Grand Challenge dataset. For each model, the number of trainable parameters and the average inference time per 512 \times 512 image slice (Quadro RTX 4000) are presented. The names of our proposed pipelines and the best-performing models are highlighted.

| Model                  | SSIM (mean ± std) | PSNR (mean ± std) | # params | runtime [s] |
|------------------------|-------------------|-------------------|----------|-------------|
| Low-dose CT            | 0.8991 ± 0.033    | 38.64 ± 1.62      | -        | -           |
| WGAN\textsuperscript{14} | 0.9341 ± 0.085    | 40.47 ± 0.86      | 7,800,000 | 0.1         |
| RED-CNN\textsuperscript{11} | 0.9680 ± 0.010  | 43.63 ± 1.19      | 1,800,000 | 4.2         |
| JBFnet\textsuperscript{12} | 0.9666 ± 0.012   | 42.77 ± 1.13      | 118,000   | 5.6         |
| QAE\textsuperscript{13} | 0.9650 ± 0.010   | 43.35 ± 1.18      | 137,000   | 2.0         |
| 1 BF layer             | 0.9656 ± 0.013    | 42.73 ± 1.38      | 4         | 0.2         |
| 3 BF layers            | 0.9674 ± 0.012    | 43.07 ± 1.42      | 12        | 0.5         |
| 3 BF layers (N2V\textsuperscript{32}) | 0.9577 ± 0.015 | 41.15 ± 1.17      | 12        | 0.5         |

Table 2: Quantitative denoising results of the compared pipelines on the test patients of the XRM bone dataset. For each model, the number of trainable parameters is shown in the right column.

| Model                  | SSIM (mean ± std) | PSNR (mean ± std) | # parameters |
|------------------------|-------------------|-------------------|--------------|
| Low-dose CT            | 0.1652 ± 0.0084   | 19.95 ± 0.27      | -            |
| WGAN\textsuperscript{14} | 0.5170 ± 0.0135   | 29.45 ± 0.23      | 7,800,000    |
| RED-CNN\textsuperscript{11} | 0.7122 ± 0.0087  | 33.09 ± 0.20      | 1,800,000    |
| JBFnet\textsuperscript{12} | 0.6564 ± 0.0139   | 30.98 ± 0.31      | 118,000      |
| QAE\textsuperscript{13} | 0.7126 ± 0.0088   | 33.09 ± 0.20      | 137,000      |
| 1 BF layer             | 0.6599 ± 0.0167   | 31.40 ± 0.30      | 4            |
| 3 BF layers            | 0.6698 ± 0.0158   | 32.19 ± 0.26      | 12           |
| 3 BF layers (N2V\textsuperscript{32}) | 0.4590 ± 0.0280 | 27.61 ± 0.57      | 12           |
| Dual-domain BF\textsuperscript{3} | 0.7053 ± 0.0120 | 33.10 ± 0.22      | 12           |

III. RESULTS

III.A. Denoising results
Figure 4: The first and third rows show denoising predictions from the 2016 Low Dose CT Grand Challenge dataset in the ROIs illustrated in Fig. 3 for all employed methods. Our proposed pipelines are highlighted in bold letters. The display window is \([-150, 250]\) HU. The second and fourth rows present difference images between prediction and target where prediction artifacts like blurred edges become particularly visible. Difference images are plotted in the window \([-150, 150]\) HU.

The model predictions on the XRM bone dataset are depicted in Fig. 5, including the entire reconstruction pipeline, simultaneously denoising in sinogram and reconstruction domain (Dual-domain BFs). Visually, Dual-domain BFs, RED-CNN, and QAE outperform the other models in terms of noise removal and edge sensitivity. Predictions of the self-supervised bilateral filter pipeline preserve edges but still contain a substantial amount of noise. In contrast, the difference images of WGAN and JBFnet reveal more removed high-frequency details.
edges, compared to all other methods. Quantitatively, denoising with three trained bilateral filters in the reconstruction domain performs slightly worse than QAE and RED-CNN in terms of SSIM and PSNR, as listed in Table 2. However, moving one of the bilateral filter layers into the sinogram domain improves the denoising performance to match the SSIM and PSNR of the best-performing deep models. All trainable bilateral filter-based pipelines use several orders of magnitude fewer parameters compared to the deep reference architectures. Simultaneously, quantitatively and qualitatively competitive denoising performance is achieved, outperforming multiple deep reference methods.

Figure 5: The first and third rows show denoising predictions from the XRM bone dataset in the ROIs illustrated in Fig. 3 for all employed methods. Our proposed pipelines are highlighted in bold letters. The display window is $[0.25, 0.7]$ arb. unit. The second and fourth rows present difference images between prediction and target where prediction artifacts like blurred edges become particularly visible. Difference images are plotted in the window $[-0.1, 0.1]$ arb. unit.

III.B.  Depth of the bilateral filter pipeline

The benefit of iteratively removing noise with subsequent bilateral filters is investigated by training bilateral filter pipelines of different depths. Pipelines containing up to six filter
Figure 6: The denoising performance of multiple stacked bilateral filter layers is compared based on the average SSIM and PSNR on the test patients of the 2016 Low Dose CT Grand Challenge dataset. Denoising with two or more trained layers is advantageous compared to only using a single layer.

layers are trained until convergence and tested on the Grand Challenge dataset. Mean SSIM and PSNR suggest that the denoising performance indeed benefits from stacking three filter layers, as shown in Fig. 6. Adding more filters slightly reduces the performance as more parameters have to properly converge to relatively small values to preserve edges.

IV. Discussion

The proposed pipelines quantitatively and qualitatively show comparable denoising to state-of-the-art deep architectures. Although information from a single CT projection is spread through the whole volume, the appearance of noise in the reconstructed volume is a local phenomenon. Smart filtering within a finite neighborhood can, therefore, perform surprisingly well, as is the case for the bilateral filter. However, especially the choice of optimal range parameters $\sigma_r$ is very crucial for the denoising performance. If $\sigma_r$ is chosen too large, regions of constant attenuation are well restored, but edges are blurred concurrently, leading to degraded predictions. Optimizing the hyperparameters in a purely data-driven way can, therefore, leverage the applicability of the bilateral filter, as well as guarantee a near-optimal choice of parameters, as we demonstrated by achieving quantitative scores comparable to state-of-the-art methods.

We empirically found that the denoising performances of optimized pipelines are indepen-
dent of the parameter initialization. For pipelines containing more than a single filter layer, the filter parameters first converge to very similar values between the layers until the loss is almost minimized. During further training, individual filter parameters start to converge to distinct values, slowly reducing the training loss further. During this fine-tuning phase, stacked bilateral filters learn to focus on different features, e.g., preserving edges or smoothing planes.

Compared to the ground truth targets, the predictions of RED-CNN and QAE visually appear over-smoothed in low-contrast regions, which can remove features being beneficial for the physician. Whereas supervised training of the bilateral filter-based pipelines performs comparable to deep reference models on both investigated datasets, the self-supervised approach using the Noise2Void technique does not fully converge to the optimal parameter set. In general, improved image quality can be recognized, however, the presented difference images identify blurred edges due to insufficiently learned filter parameters. If noise is not fully distinguishable from content, the range parameters $\sigma_{r}$ do not properly converge to the optimum values. In their work, Krull et al.\textsuperscript{32} already identified this limitation of their Noise2Void algorithm for images with inherently high irregularities.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example_network_predictions.png}
\caption{Example of failing network predictions of the trained deep QAE model on strongly absorbing objects in the scan of patient L006 and L193 from the Low Dose CT Image and Projection Dataset\textsuperscript{47}. The display window is $[-150, 250]$ HU.}
\end{figure}

Approximation and estimation error are commonly combined to estimate the risk bound of neural networks. The two contributions refer first to the distance between target function

\section*{IV. DISCUSSION}
and closest neural network function and second to the distance between the estimated and the ideal network function\textsuperscript{48}. Our quantitative and visual results show that deep neural networks and trainable bilateral filter pipelines can both well predict denoised reconstructions after extensive training and, therefore, show comparable approximation risk. However, we think trainable bilateral filter layers have a considerably smaller estimation error due to the restricted influence of the few trained parameters. The decreased error bound can be explained by treating the filter algorithm similar to a known operator\textsuperscript{33,34}. In contrast, deep neural network-based approaches can learn network functions that only work well within the training data distribution but fail to produce reliable results for other samples from the CT data distribution, which results in a larger estimation error.

In a clinical environment, data integrity at any point in the medical data processing pipeline is crucial for a reliable diagnosis from the physician. During training, deep models are optimized on a finite number of training samples to extract features generalizing over the entire distribution of data. However, in a clinical environment, data can be acquired which is not properly represented by the finite training data distribution. Image processing algorithms must be able to handle such samples to avoid failing downstream tasks, including the diagnosis by the physician. Fig. 7 exhibits failing network predictions of one deep reference method on out-of-distribution CT slices around medical implants in abdomen scans of the \textit{Low Dose CT Image and Projection Dataset}\textsuperscript{47}. The reference method was before trained on the 2016 Low Dose CT Grand Challenge training dataset until convergence and achieves state-of-the-art performance on the test data, as presented in Table 1. A different predicted artifact of a deep reference method is highlighted in Fig. 4 with red arrows. Here, a shadow-like structure right next to the bone region is introduced which is also visible in the difference image. By algorithmic design, trainable bilateral filter layers only filter in a finite neighborhood with well-defined Gaussian kernels and can not produce such artifacts in their predictions. The inherent lack of complex feature abstraction in the proposed filter layer enforces proximity between prediction and measured ground truth and is advantageous for maintaining reliable data compared to the nontransparent data processing performed in deep state-of-the-art denoising models. Additionally, the low amount of required training data makes trainable bilateral filter layers convenient to use and easy to integrate into complex data processing pipelines.
V. Conclusions

We present a trainable, fully differentiable bilateral filter layer that can be directly incorporated in any deep architecture using the PyTorch framework with GPU acceleration. We show that trainable bilateral filter layers with only four parameters can achieve state-of-the-art performance of deep neural networks with hundreds of thousands of trainable parameters on the low-dose CT denoising task, while performing fully comprehensible data processing and producing physically reliable predictions at any time. The low number of parameters allows training with little data, self-supervised training using the Noise2Void scheme, and incorporating the filter layer at multiple locations in a CT reconstruction pipeline to further leverage denoising performance. In summary, trainable bilateral filters allow extensive dose reduction while maintaining high image quality without sacrificing data integrity.
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Appendix I: Analytical derivative of the bilateral filter

We aim to make the spatial and range hyper parameters \( \sigma_s \) and \( \sigma_r \) of the bilateral filter trainable in a gradient descent algorithm. In order to update the parameters during optimization the derivative of the loss function \( L \) with respect to each parameter \( \sigma_\gamma \) is required

\[
\frac{\partial L}{\partial \sigma_\gamma} = \frac{\partial L}{\partial \hat{Y}} \frac{\partial \hat{Y}}{\partial \sigma_\gamma} = \sum_k \frac{\partial L}{\partial \hat{Y}_k} \frac{\partial \hat{Y}_k}{\partial \sigma_\gamma}.
\] (8)
Following the definition of the bilateral filter in (1), the derivative $\frac{\partial \hat{Y}_k}{\partial \sigma_\gamma}$ yields

$$ \frac{\partial \hat{Y}_k}{\partial \sigma_\gamma} = -w_k^{-2} \alpha_k \frac{\partial w_k}{\partial \sigma_\gamma} + w_k^{-1} \frac{\partial \alpha_k}{\partial \sigma_\gamma} $$

(9)

with

$$ \frac{\partial w_k}{\partial \sigma_\gamma} = \sum_{n \in \mathcal{N}} \frac{\partial}{\partial \sigma_\gamma} G_{\sigma_s}(p_k - p_n) G_{\sigma_r}(X_k - X_n), $$

(10)

and the derivative of the Gaussian kernel

$$ \frac{\partial}{\partial \sigma_\gamma} G_{\sigma}(c) = G_{\sigma}(c) \frac{c^2}{\sigma^3}. $$

(12)

Additionally, the gradient with respect to every voxel of the noisy input volume $X_i$ needs to be derived, as it should be possible to propagate a loss into previous filter layers during backpropagation

$$ \frac{\partial L}{\partial X_i} = \frac{\partial L}{\partial \hat{Y}} \frac{\partial \hat{Y}}{\partial X_i} = \sum_k \frac{\partial L}{\partial \hat{Y}_k} \frac{\partial \hat{Y}_k}{\partial X_i} $$

(13)

The derivative of the output voxel $\hat{Y}_k$ with respect to the input voxel $X_i$ yields

$$ \frac{\partial \hat{Y}_k}{\partial X_i} = -w_k^{-2} \alpha_k \frac{\partial w_k}{\partial X_i} + w_k^{-1} \frac{\partial \alpha_k}{\partial X_i} $$

(14)

by again using the definition of the bilateral filter from (1) and applying the product rule analog to (9).

The filtered output voxel $\hat{Y}_k$ is dependent on both input voxels $X_k$ and $X_n$. To carry out the derivative with respect to $X_i$ the two cases $k \neq i$ and $k = i$ are distinguished.

Case 1: ($k \neq i$)

$$ \frac{\partial w_k}{\partial X_i} \bigg|_{k \neq i} = \sum_{n \in \mathcal{N}} G_{\sigma_s}(p_k - p_n) \frac{\partial}{\partial X_i} G_{\sigma_r}(X_k - X_n) $$

$$ = G_{\sigma_s}(p_k - p_i) G_{\sigma_r}(X_k - X_i) \frac{X_k - X_i}{\sigma_r^2} $$

(15)
\[ \frac{\partial \alpha_k}{\partial X_i} \bigg|_{k \neq i} = \sum_{n \in N} G_{\sigma_s}(p_k - p_n) \frac{\partial}{\partial X_i} \sigma_r (X_k - X_n) X_n \]
\[ = G_{\sigma_s}(p_k - p_i) \left[ \left( \frac{\partial}{\partial X_i} \sigma_r (X_k - X_i) \right) X_i + G_{\sigma_r}(X_k - X_i) \left( \frac{\partial}{\partial X_i} X_i \right) \right] \]  
\[ = G_{\sigma_s}(p_k - p_i) \cdot G_{\sigma_r}(X_k - X_i) \left[ \frac{X_k - X_i}{\sigma_r^2} X_i + 1 \right] \] 

In both expressions only the \( i \)th term of the sum \( (n = i) \) contributes.

\textbf{Case 2:} \( (k = i) \)

\[ \frac{\partial w_k}{\partial X_i} \bigg|_{k = i} = \frac{\partial}{\partial X_i} \sum_{n \in N} G_{\sigma_s}(p_i - p_n) \sigma_r (X_i - X_n) \]
\[ = \frac{\partial}{\partial X_i} \left[ \left( \sum_{n \in N} G_{\sigma_s}(p_i - p_n) \sigma_r (X_i - X_n) \right) \right] \]
\[ = \sum_{n \in N, n \neq i} G_{\sigma_s}(p_i - p_n) \frac{\partial}{\partial X_i} \sigma_r (X_i - X_n) \]
\[ = \sum_{n \in N} G_{\sigma_s}(p_i - p_n) \sigma_r (X_i - X_n) \frac{X_i - X_n}{\sigma_r^2} \] 

\[ \frac{\partial \alpha_k}{\partial X_i} \bigg|_{k = i} = \frac{\partial}{\partial X_i} \sum_{n \in N} G_{\sigma_s}(p_i - p_n) \sigma_r (X_i - X_n) X_n \]
\[ = \frac{\partial}{\partial X_i} \left[ \left( \sum_{n \in N} G_{\sigma_s}(p_i - p_n) \sigma_r (X_i - X_n) X_n \right) \right] \]
\[ = 1 + \sum_{n \in N, n \neq i} \left[ G_{\sigma_s}(p_i - p_n) \cdot G_{\sigma_r}(X_i - X_n) X_n \frac{X_n - X_i}{\sigma_r^2} \right] \]
\[ = 1 + \sum_{n \in N} \left[ G_{\sigma_s}(p_i - p_n) \cdot G_{\sigma_r}(X_i - X_n) X_n \frac{X_n - X_i}{\sigma_r^2} \right] \] 

Note that in the last steps the sum can be carried out over the entire neighborhood \( N \) as the contribution of the term \( n = i \) is zero respectively.

\section*{Appendix II: Implementation}

In practice, (13) describes a convolution of the kernel \( \frac{\partial \hat{Y}_k}{\partial X_i} \) with the backpropagated loss \( \frac{\partial L}{\partial \hat{Y}_k} \) in a neighborhood denoted by \( k \) which is given by the finite kernel size—analog to a
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conventional convolutional layer. However, due to the dependency of the kernel on two voxels of the input volume $X_k$ and $X_i$, the analytical derivative of the convolutional kernel is more elaborate. When calculating the sum in (13), both (15) and (16) are used for the contributions $k \neq i$ and only the term $k = i$ is derived in (17) and (18). Note that for faster computation the sums in (17) and (18) can be pre-calculated in the forward pass of the filtering. The finite spatial kernel is calculated by taking into account voxels covering five times the spatial standard deviation in each spatial dimension, but at least $5 \times 5 \times 5$ voxels. This could affect the performance for large spatial kernels with $\sigma_s \gg 1$, but was never a relevant factor in any of our experiments.

To validate the correct implementation of the filter derivative, we compared the analytical gradient, provided by the backward pass of the filter layer, with a numerical approximation of the gradient, computed via small finite differences. Our public repository contains a gradient check script using the `torch.autograd.gradcheck` function from the PyTorch framework.
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