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We construct a time-dependent expression of the computational complexity of a quantum system which consists of two conformal complex scalar field theories in $d$ dimensions coupled to constant electric potentials and defined on the boundaries of a charged AdS black hole in $(d + 1)$-dimensions. Using a suitable choice of the reference state, Hamiltonian gates and the metric on the manifold of unitaries, we find that the complexity grows linearly for a relatively large interval of time. We also remark that for scalar fields with very small charges the rate of variation of the complexity cannot exceed a maximum value known as the Lloyd bound.

I. INTRODUCTION

Holographic dualities between quantum field and gravity theories continue to provide us with interesting new information and approaches to understanding quantum gravity. The AdS/CFT correspondence [1], which is arguably the most reputed and explored, conjectures a duality between a $d$-dimensional conformal field theory (CFT) formulated on a spacetime that can be considered to be the boundary of an asymptotically $(d + 1)$-dimensional AdS spacetime. A number of years ago a proposed holographic connection between the entanglement entropy of a quantum (conformal) field theory and the Bekenstein-Hawking entropy of an AdS black hole arose [2].

More recently proposals have been put forward relating information theoretic quantities in CFT to geometric quantities in the corresponding bulk spacetime [3]. One example [4] was the proposal that a quantum information metric is dual to a co-dimension-1 time slice of an AdS black hole. Shortly afterward a quantum information quantity known as the computational complexity of the CFT was conjectured to be proportional to either a co-dimension-2 volume or to the action evaluated on a Wheeler-DeWitt patch of the conformal diagram of an AdS black hole [5, 6], i.e.

$$C = I_{\text{WDW}} / \pi.$$  

(1)

Computational complexity can be thought of as the degree of difficulty to carry out a computational task. In more precise and quantifiable terms, it has been defined as the minimum number of gates necessary to synthesize an unitary operator taking one state (called the reference) to another (called the target) [7]. The minimum number of gates needed to approximate this unitary is geometrically interpreted as the minimum length (in the manifold of unitaries) between the identity operator and that unitary.

Proceeding from these conjectures, time-dependent expressions of complexity were derived from investigations in the gravity side. These studies resulted in the observation that the rate of variation of the complexity at late time is proportional to twice the mass of the AdS black hole [6, 8–10]. A proposed extension making use of a lattice for computing complexity of free scalar field theory was then given [11], from which a time-dependent expression of the CFT complexity was formulated [12]. The complexity growth was found to be linear in a short interval of time of the order of the scrambling time of the system (for a system consisting of fast scramblers). Many attempts on the computation of the time-dependence of the complexity were subsequently undertaken [13–17] and led to similar conclusions.

A recent approach for computing complexity in continuous quantum-many body systems that exploited Gaussian states [18] was subsequently generalized to make use of a different choice of gates [19] to derive the time-dependent complexity in the CFT for a free scalar field theory, and this likewise led to similar results. However in this latter study it was shown that the time interval could be much larger when considering a reference state (a thermofield double (TFD) state in this case) with a larger thermal circle.

Here we extend this previous study [19] to charged AdS black holes and their dual CFTs, for which the conjectured complexity growth at late time is proportional to the difference of the mass and charge of the black hole and does not exceed the Lloyd bound [6, 8]. We shall investigate a simple theory that consists of a free complex scalar field theory coupled to an electric potential. We find that the complexity grows linearly for a larger interval of time since the scrambling time of the system is larger, and that for scalar fields with small charge the linear growth of complexity has the conjectured relationship to the growth of the gravitational action evaluated on a WDW patch at late time.

We organize our paper as follows: In section 2, we review the notion of computational complexity in a CFT and emphasize its geometrical formulation and interpretation. Section 3 is devoted to the exploration of free complex scalar field theory in $d$-dimensions, with an emphasis on the construction of the Hamiltonian of the theory as this plays a very central role in the computation of the complexity. Section 4 consists of the derivation of
a time-dependent expression of the complexity following Nielsen approach with a Hamiltonian gate and a manifold of unitaries endowed with a Fubini-Study metric. In section 5, we provide a short discussion on our model based on an analogy with a system of N qubits, interacting in parallel in intervals of time\cite{20}. We recapitulate our main results and suggest further directions for future projects in section 6.

II. MANIFOLD AND METRIC GENERATION

The main idea here is to introduce the notion of complexity using the geometrical approach employed by Nielsen \cite{7}. Let us consider an unitary operator $U$ which maps a state referred to as the reference state to another state that we define as the target state. This unitary operator $U$ is thought of as an element of a manifold of unitaries, which is endowed with a local metric. The shortest distance between the identity operator $I$ and the unitary operator $U$ on the manifold of unitaries can be regarded as the minimum number of gates necessary to synthesize the unitary $U$ mapping the reference to the target state.

In the context of the present work we consider that the manifold of unitaries is considered to be the direct product of the non-compact group $SU(1, 1)$ with the simplest unitary group $U_Q(1)$, i.e. $SU(1, 1) \times U_Q(1)$. The presence of the $U_Q(1)$ symmetry group is due to the fact that the CFT is supposed to carry an electric charge and is coupled to an electric potential as it is dual to a charged AdS black hole. The above case is merely an extension of what has been studied in \cite{18, 19} for a CFT dual to AdS black hole. The above case is merely an extension of what has been studied in \cite{18, 19} for a CFT dual to a Schwarzschild-AdS black hole whose the manifold of unitaries is $SU(1, 1)$.

Let us start with an unitary operator that belongs to the manifold $SU(1, 1) \times U_Q(1)$, whose the path parameter is $\sigma$, and which reads as

$$U(\sigma) = e^{\int d^{d-1}k \alpha(\vec{k}, \sigma)}$$

(2)

with

$$\alpha(\vec{k}, \sigma) = \alpha_+(\vec{k}, \sigma)K_+(\vec{k}) + \alpha_-(\vec{k}, \sigma)K_-(\vec{k})$$

$$\omega(\vec{k}, \sigma)Q_0(\vec{k}) + \bar{\omega}(\vec{k}, \sigma)\bar{Q}_0(\vec{k})$$. (3)

The functions $\alpha_\pm(\vec{k}, \sigma)$, $\omega(\vec{k}, \sigma)$ and $\bar{\omega}(\vec{k}, \sigma)$ are arbitrary functions of the CFT momentum $\vec{k}$ and the path parameter $\sigma$. $K_+, K_0$ and $\bar{K}_0$ are the generators of $SU(1, 1) \times U_Q(1)$. The directions that only give an overall phase to the state are modded out.

$$K_+ = \frac{1}{2}c_1^+c_2$$

$$K_- = \frac{1}{2}c_1c_2$$

$$K_0 = \frac{1}{4}(c_1^+c_1 + c_2c_2^+)$$

$$\bar{K}_0 = \frac{1}{4}(c_1^+c_1 - c_2c_2^+)$$

(4)

where $c_1 = c_1^+$, $c_2 = c_2^-$ satisfy the commutation relations

$$[c_\pm, c_\pm^\dagger] = \delta^{d-1}(\vec{k} - \vec{k}')$$

$$[\bar{c}_\pm, \bar{c}_\pm^\dagger] = \delta^{d-1}(\vec{k} - \vec{k}')$$

(5)

and

$$[K_+, K_-] = -K_0$$

$$[K_0, K_\pm] = \pm \frac{1}{2}K_\pm$$

$$[\bar{K}_0, K_0] = 0$$

$$[\bar{K}_0, K_\pm] = 0$$. (6)

Since $\bar{K}_0$ commutes with the other generators it is straightforward to show that the unitary operator (2) can be expressed as \cite{21}

$$U(\sigma) = e^{\int d^{d-1}k \gamma_+(\vec{k}, \sigma)K_+(\vec{k})}$$

$$\times e^{\int d^{d-1}k \log(\gamma_0(\vec{k}, \sigma))K_0(\vec{k})}$$

$$\times e^{\int d^{d-1}k \gamma_-(\vec{k}, \sigma)K_-(\vec{k})}$$

$$\times e^{\int d^{d-1}k \bar{\omega}(\vec{k}, \sigma)\bar{K}_0(\vec{k})}$$

(7)

where the functions $\gamma_+(\vec{k}, \sigma), \gamma_-(\vec{k}, \sigma)$ and $\gamma_0(\vec{k}, \sigma)$ read as

$$\gamma_\pm = \frac{2\alpha_\pm \sinh \Xi}{2\Xi \cosh \Xi - \omega \sinh \Xi}$$

$$\gamma_0 = (\cosh \Xi - \frac{\omega}{2\Xi} \sinh \Xi)^{-1}$$

$$\Xi^2 = \frac{\omega^2}{4} - \alpha_+\alpha_-$$

(8)

To obtain the simplest possible form of (7) we impose the conditions \cite{18}

$$K_-|R\rangle = 0$$

$$K_0|R\rangle = \frac{1}{4}\delta^{d-1}(0)|R\rangle$$

$$\bar{K}_0|\bar{R}\rangle = -\frac{1}{4}\delta^{d-1}(0)|\bar{R}\rangle$$

(9)

on the reference state and that $\bar{\omega}^*(\vec{k}, \sigma) = -\bar{\omega}(\vec{k}, \sigma)$.

This last condition on the function $\bar{\omega}(\vec{k}, \sigma)$, in combination with the fact that the $U_Q(1)$ generator $\bar{K}_0$ commutes with the other generators, implies that the component along $\bar{K}_0$ will contribute just an overall phase. We shall see that the choice of these conditions shall ease the computation by providing a suitable control function $\gamma_+$ when using particular Hamiltonian gates (which will be the case in the next sections).
These conditions lead to a target state of the form
\[ |\Psi(\sigma)\rangle = N e^{\int d^{d-1}k \gamma_+(\vec{k},\sigma)K_+(\vec{k})} |R\rangle \]
with \[ N = e^{-\frac{1}{2}\int d^{d-1}k \log(\gamma_0(\vec{k},\sigma))} \] (10)
in which only the factor involving \( \gamma_+ \) needs to be taken into account, with an overall phase modded out. From the normalization of that state it follows that \( |\gamma_0| = 1 - |\gamma_+|^2 \).

The reference state is chosen such that it is annihilated by the \( c_{\vec{k}} \) and \( \tilde{c}_{\vec{k}} \)
\[ |R\rangle = |0,0\rangle \] (11)
and when omitting the variables and the integrals we find that
\[ |\Psi\rangle = Ne^{\gamma_+K_+}|0,0\rangle. \] (12)
The target state (12) becomes
\[ |\Psi\rangle = \sqrt{1-|\gamma_+|^2} \sum_n (\gamma_+)^n |n,n\rangle \] upon expanding into the basis of number (energy) state \( |n\rangle \) (\( |En\rangle \)). Inserting (13) in the Fubini-Study metric,
\[ ds^2_{FS} = \langle \delta \Psi | \delta \Psi \rangle - \langle \delta \Psi | \Psi \rangle \langle \Psi | \delta \Psi \rangle \] we obtain
\[ ds^2_{FS} = \frac{|\delta \gamma_+|}{1-|\gamma_+|^2}. \] (15)
It appears that the above metric corresponds to the line element of the Poincare disk whose the associated manifold is the coset \( SU(1,1)/U(1) \) of the manifold \( SU(1,1) \).

The computational complexity is therefore defined as the shortest distance between two unitary transformations on the manifold of unitaries. Khaneja et al [22] have shown that the finding the minimal length geodesic on the coset space \( SU(2^n)/K \) (with \( n \geq 1 \) and \( K \) a subgroup of \( SU(2^n) \)) of \( SU(2^n) \) is equivalent to synthesize the unitary \( U \in SU(2^n) \) in the minimum possible time.

In the case where the manifold of unitaries is \( SU(1,1) \) with a coset \( SU(1,1)/U(1) \) the complexity can be expressed as
\[ C^{(n)} = \min_{\gamma_+} \int_{\sigma_1}^{\sigma_2} d\sigma \sqrt{\frac{V_{d-1}}{2} \int d^{d-1}k |ds_{FS}(\sigma)|/d\sigma^n} \] (16)
with \( \gamma_+ = \partial\gamma_+ / \partial \sigma \) and \( V_{d-1} \) the \( (d-1) \)-dimensional volume of a time slice. \( C^{(n)} \) is clearly a \( L^{(n)} \) norm and for the sake of simplicity we will only focus on \( (n = 1) \) case whose the complexity has the form
\[ C^{(1)} = \min_{\gamma_+} \int_{\sigma_1}^{\sigma_2} d\sigma \frac{V_{d-1}}{2} \int d^{d-1}k \frac{|\gamma_+|}{1-|\gamma_+|^2}. \] (17)
The \( C^{(1)} \) norm is obtained when gates for different momenta (\( k \)'s) are not allowed to act in parallel.

### III. COMPLEX SCALAR FIELD

The purpose of the current section is to provide enough technical background on the complex scalar field theory which will be very useful for what will follow in the next section. The complex scalar field will be defined in terms of the particle (anti-particle) creation and annihilation operators and so will the Hamiltonian and charge operators. Thus, the quantum gates built from the Hamiltonian and charge operators will also depend on these creation and annihilation operators. We shall also introduce the notion of pure Gaussian states for this particular theory. The ground state of the theory will be one of the Gaussian states as well as some other vacuum (for some momentum sector) obtained after Bogoliubov transformations of the creation and annihilation operators.

To this end, let us consider a complex scalar field theory in \( d \) dimensions whose the Hamiltonian is given by
\[ H_m = \frac{1}{2} \int d^{d-1}x [\pi^2 + \nabla \Phi^\dagger \cdot \nabla \Phi + m^2 \Phi^\dagger \Phi] \] (18)
where \( m \) is the mass of the field \( \Phi(x) \), \( \pi(x) \) is its conjugate momentum and \( \pi = \partial_t \Phi^\dagger \), \( \nabla \Phi \equiv \partial_x \Phi \) \( (i = 1, ..., d-1) \). These functions obey the commutation rules
\[ [\Phi(\vec{x}), \pi(\vec{x}')] = i\delta^{d-1}(\vec{x} - \vec{x}'). \] (19)

In terms of the annihilation \( a_k, b_k \) and creation operators \( a_k^\dagger, b_k^\dagger \) of the particle and anti-particle respectively, the field and its associated momentum are explicitly given by
\[ \Phi(x) = \int d^{d-1}k \frac{1}{\sqrt{2\omega_k}} (a_k e^{-ikx} + b_k^\dagger e^{ikx}) \]
\[ \pi(x) = -\int d^{d-1}k \sqrt{\omega_k} (a_k^\dagger e^{ikx} - b_k e^{-ikx}) \] (20)
with \( \omega_k = \sqrt{k^2 + m^2} \).

Substituting (20) into (19) we find
\[ [a_{\vec{k}}^\dagger, a_{\vec{k}'}] = \delta^{d-1}(\vec{k} - \vec{k}') \]
\[ [b_{\vec{k}}^\dagger, b_{\vec{k}'}] = \delta^{d-1}(\vec{k} - \vec{k}') \] (21)
with all other commutators being zero.

The Hamiltonian can be rewritten in a more useful form as a function of the particle (anti-particle) annihilation operators \( a_k, b_k \) and the particle (anti-particle) creation operators \( a_k^\dagger, b_k^\dagger \)
\[ H_m = \frac{1}{2} \int d^{d-1}k \omega_k [a_k^\dagger a_k + b_k^\dagger b_k + 1]. \] (22)
The charge operator associated to the field reads as
\[ Q = \frac{i\hbar}{2} \int d^{d-1}x [\Phi^\dagger \partial_t \Phi - \Phi \partial_t \Phi^\dagger]. \] (23)
As a function of the particle (anti-particle) annihilation and creation operators it becomes
\[ Q = \frac{\hbar}{2} \int d^{d-1}k \left[ a_k^\dagger a_k - b_k^\dagger b_k \right]. \] (24)
The complex scalar field $\Phi$ and its hermitian conjugate associated momentum become

$$
\Phi(k) = \frac{1}{\sqrt{2\omega_k}}(a_k + b_k^\dagger) \\
\pi(k) = \frac{\sqrt{\omega_k}}{\sqrt{2}}(a_k^\dagger - b_k) 
$$

in the momentum space. In order to obtain a CFT we consider that the complex scalar field is massless ($m = 0$).

A pure Gaussian state $|S\rangle$ is a state defined as [18]

$$
|\sqrt{\alpha_\ell} \Phi(k) + \frac{i}{\sqrt{2\alpha_\ell}} \pi(k)\rangle|S\rangle = 0
$$

where $\alpha_\ell = \omega_k$ corresponds to the ground state $|m\rangle$ of the theory.

IV. COMPLEXITY IN CONFORMAL FIELD THEORY

In this section we investigate the time evolution of the computational complexity in conformal field theories in $d$ dimensions defined on the boundary of charged AdS black hole. To start, we consider that the field theory consists of a free CFT coupled to an electric potential. In the case of an eternal black hole there exist two CFTs, one in each boundary of the conformal diagram of the black hole. We assume that one CFT consists in states of positive charge and is coupled to a positive electric potential $\mu$ and the other of negative charge states and coupled to a negative electric potential $-\mu$.

The states in the CFTs dual to charged AdS black holes (see figure 1) are in the thermofield double (TFD) description with period $\beta$ and have the form [6]

$$
|\text{TFD}_\mu(t)\rangle = e^{-i(H_1+\mu Q_1)t_1}e^{-i(H_2-\mu Q_2)t_2}|\text{TFD}_\mu(0)\rangle \\
= e^{-iH_1+1+\mu Q_1}t_1}|\text{TFD}_\mu(0)\rangle 
$$

with $t_1 = t_2 \equiv t$ and $H_{1,2}$ the free Hamiltonians of the fields 1 and 2, respectively and

$$
|\text{TFD}_\mu(0)\rangle \equiv N \sum_n e^{-\beta(E_n+\mu Q_2)/2}|E_n, Q_n\rangle_1|E_n, -Q_n\rangle_2
$$

with $N = \sqrt{1 - e^{-\beta(\omega + \mu q)/2}}$. $|E_n, Q_n\rangle_1$, $|E_n, -Q_n\rangle_2$ are the eigenstates of the free Hamiltonians defined on the CFT1,2 respectively. Considering that the system is made of harmonic oscillators, $E_n = n\omega$ and $Q_n = nq$ are regarded as their corresponding energies and charges.

In the context of a system of harmonic oscillators the state $|\text{TFD}_\mu(0)\rangle$ is expressed into the form [23]

$$
|\text{TFD}_\mu(0)\rangle = N \int d^{d-1}k e^{-\beta(\omega_k + \mu q)/2}a_k^\dagger b_k^\dagger |0\rangle
$$

which is annihilated by operators $c_k^\dagger$ and $\tilde{c}_{-k}^\dagger$ defined via Bogoliubov transformations as

$$
c_k^\dagger = \cosh \theta_k a_k^\dagger - \sinh \theta_k b_k^\dagger \\
\tilde{c}_{-k}^\dagger = \cosh \theta_k b_{-k}^\dagger - \sinh \theta_k a_{-k}^\dagger
$$

with $\tan \theta_k = e^{-\beta(\omega_k + \mu q)/2}$. We see that despite the fact that the $U_Q(1)$ generator $K_0$ commutes with the other generators, the parameter $\theta_k$ retains information about the charge.

We consider that the CFT states in the boundaries are two-mode states whose one mode is on one side of the diagram (figure 1) and corresponds to states of a conformal complex scalar field theory with positive momentum $\vec{k}$ and the other mode on the other side of the diagram to a complex scalar field theory with negative momentum states $-\vec{k}$. The total Hamiltonian of the system according to (22) and (24) reads

$$
H = H_1 + H_2 + \mu (Q_1 - Q_2) \\
= \frac{1}{2} \int d^{d-1}k \left[\omega_k|a_k^\dagger a_k + b_k^\dagger b_k + 1 + a_k^\dagger b_k + b_k^\dagger a_k| + \mu q|a_k^\dagger a_k + b_k^\dagger b_k + 1 + a_k^\dagger b_k + b_k^\dagger a_k|\right]
+ \mu q|a_k^\dagger a_k + b_k^\dagger b_k + 1 + a_k^\dagger b_k + b_k^\dagger a_k|\right]
$$

where $\omega_k = k$, $a_1 = a_{\vec{k}}$, $b_1 = b_{\vec{q}}$, $a_2 = a_{-\vec{k}}$, and $b_2 = b_{-\vec{q}}$. The total Hamiltonian (31) can put into the following form

$$
H = \frac{1}{2} \int d^{d-1}k \left[\omega_k + \mu q|a_k^\dagger a_k + b_k^\dagger b_k + 1 + a_k^\dagger b_k + b_k^\dagger a_k|\right]
$$

Since the state $|\text{TFD}_\mu(0)\rangle$ is generated only by the operators $a_1$ and $b_2$, the second term in (32) (which only has operators involving $b_1$ and $a_2$) acts trivially on the reference state and contributes only as an overall phase.
to the target state. We are therefore left with the operators involving $a_1$ and $b_2$, which will be the only ones taken into account in the unitary operator acting on the reference state.

The total Hamiltonian (32) in the basis (4), using (30), has operators of the form

$$a_1^\dagger a_1 + b_2^\dagger b_2 + 1 = 2 \cosh(2\theta_k)K_0 + \sinh(2\theta_k)(K_+ + K_-)$$

$$a_1^\dagger a_1 - b_2^\dagger b_2 - 1 = 4K_0. \quad (33)$$

where we have included $K_0$ even though it does not appear in (32); this generator contributes an overall phase factor to the target state, but in this particular case it makes no phase contribution.

It follows that the resulting operator has components in the directions that correspond to the generators of $SU(1,1) \times U_Q(1)$.

Therefore (27) becomes

$$|\text{TFD}_\mu(t)\rangle \equiv e^{\alpha K_+ + \alpha_- K_- + \omega K_0} |\text{TFD}_\mu(0)\rangle \quad (34)$$

with

$$\alpha_\pm = -i (\omega_k + \mu q) t \sinh(2\theta_k)$$

$$\omega = -2i (\omega_k + \mu q) t \cosh(2\theta_k). \quad (35)$$

Equation (34) read as

$$|\text{TFD}_\mu(t)\rangle \equiv e^{\gamma K_+ e^{-\log(\gamma_k)K_0} e^{-K_-} } |\text{TFD}_\mu(0)\rangle \quad (36)$$

when using the transformation of the unitary operator (7).

The above state (36) is reduced to (12) and (13) when following the same steps, with the control functions

$$\gamma_\pm = \frac{-i \sinh(2\theta_k) \sin \Xi}{\cos \Xi + i \cosh(2\theta_k) \sin \Xi}$$

$$\Xi = (\omega_k + \mu q) t \quad \text{and} \quad \omega_k = k. \quad (37)$$

In term of the path parameter $\sigma$ the control function $\gamma_+$ is written as

$$\gamma_\pm(k, \sigma) = \frac{-i \sinh(2\theta_k) \sin \Xi}{\cos \Xi + i \cosh(2\theta_k) \sin \Xi}$$

$$\Xi = (k + \mu q) t \sigma. \quad (38)$$

The control function $\gamma_+=\gamma_+(k,\sigma)$ as a function of $\sigma$, verifies the conditions

$$\gamma_+(k, s_i) = 0 \quad \text{and} \quad$$

$$\gamma_+(k, s_f) = \frac{-i \sinh(2\theta_k) \sin((k + \mu q)t)}{\cos((k + \mu q)t) + i \cosh(2\theta_k) \sin((k + \mu q)t)} \quad (39)$$

which correspond to the reference and target state respectively. The time-dependent control function $\gamma_+$ will obviously imply a time-dependent complexity.

Inserting the control function $\gamma_+$ into the complexity (17) we get a time-dependent expression of the form

$$C^{(1)}(t) = \min_{\gamma_+} \int_{s_i}^{s_f} d\sigma \frac{V_{d-1}}{2} \int e^{\gamma_+} \frac{|\gamma_+|}{1 - |\gamma_+|^2}$$

$$= V_{d-1} \Omega_{n.d}^\dagger \left[ 2^{d-1} \beta^{-d} \Gamma(d) - (d-2) (2^{d-1} - 1) \beta^{-d} \Gamma(d-1) \right] t \quad (40)$$

as detailed in eq. (A-1) in the appendix, where $\text{Li}_d(z)$ is the polylog function. We see from this expression that the complexity evolves linearly in time.

For $q$ very small eq. (40) reads as

$$C^{(1)}(t) = V_{d-1} \Omega_{n.d} \left[ 2^{d-1} - 1 \beta^{-d} \Gamma(d) - (d-2) (2^{d-1} - 1) \beta^{-d} \Gamma(d-1) + (d-2) \mu q \right] t. \quad (41)$$

In order to understand the contribution of the second term in (41), we define the total energy of the neutral scalar field ($q=0$) as (see (B-4) and (B-6) in the appendix)

$$E = V_{d-1} \int e^{-\beta \omega_k} \left[ \frac{e^{-\beta \omega_k}}{1 - e^{-\beta \omega_k}} \right]$$

$$= V_{d-1} \Omega_{n,d} \beta^{-d} \Gamma(d) \zeta(d) \quad (42)$$

and its total charge (when $q$ is very small)

$$Q = V_{d-1} \int e^{-\beta (\omega_k + \mu q)}$$

$$= q V_{d-1} \Omega_{n,d} \beta^{-d} \Gamma(d-1) \zeta(d-1). \quad (43)$$

Hence the complexity (40) has the form

$$C^{(1)}(t) = \left[ (2^{d-1} - 1) E - (d-2)(2^{d-1} - 1) \mu Q \right] t$$

$$= n_d E - (d-2)n_{d-1} \mu Q \quad (44)$$

with $n_d = (2^{d-1} - 1)$ a dimensionless constant.

The rate of change of the complexity for very large $t$ is

$$\frac{dC(t)}{dt} = n_d E - (d-2)n_{d-1} \mu Q. \quad (45)$$

Equation (45) implies that the variation of the complexity with respect to time at late time is proportional to the total energy $E$ of the neutral scalar field and the total charge $Q$ ($q$ very small) of the complex scalar field theory. When the energy of the neutral scalar field is identified with the mass of the AdS black hole and the charge of the complex scalar field with the charge of the black hole we find that the complexity is proportional to the action evaluated on the WDW patch (see figure 2).
The variation of the action at late time is bounded by the Lloyd bound \[6, 8, 9\], i.e.

\[
\frac{dI_{\text{WDW}}}{dt} \bigg|_{t \rightarrow \infty} \leq 2(M - \mu Q) \tag{46}
\]

though we note a recent claim that for anisotropic black branes this bound can be violated \[24\].

V. DISCUSSION

This section covers a short discussion on an deductive study based on the system of \(N\) qubits investigated in \[20\] by Hayden and Preskill as it yields a way to assess the scrambling time of our system.

They studied a system which is thought of as a parallel processing model, i.e. a system where multiple disjoint pairs of qubits are allowed to interact simultaneously. Considering \(N\) qubits where every qubit interacts once in each time step (\(\beta\) is the time between the steps). From these considerations it follows that the total number of \(U(4)\) operators required to scramble the system is \(N \log N\) and the minimum scrambling time is \(t_s = \beta \log N\).

Although the system described above is not a conventional Hamiltonian system (since it consists of repeated discrete random unitary operations in parallel), we can still regard it as a discrete model, whose discrete step time is identified with a time interval of the order of the inverse of the energy per degree of freedom \[25\]. Indeed, this time interval is the one during which each degree of freedom interacts once. According to \[42\] this interval of time scales as \(\Delta t \sim \beta\) for our Hamiltonian system.

For systems referred to as fast scramblers \(\beta\) is very small. In the case where \(\beta\) is large (which corresponds to a large scrambling time) the time variation of the complexity \(45\) is

\[
\frac{dC}{dt} \bigg|_{t \rightarrow \beta} \sim n_d \zeta(d) \beta^{-d} - n_{d-1} \zeta(d - 1) \mu q \beta^{-(d-1)} \tag{47}
\]

using \(42\) and \(43\). These correspond to charged AdS black holes with small mass and charge. Moreover, it has been posited that thermal properties of AdS black holes can be reinterpreted as those of their corresponding CFTs at the same temperature \[26\]. From these properties we infer that the mass of a Schwarzschild-AdS black hole is proportional to the inverse of the d-th power of \(\beta\) (see eq. \((C-4)\)).

In the limit \(\beta \rightarrow \infty\), the reference state \(|TFD_\mu(0)\) becomes the ground state \(|0\) of the theory. The energy \(E\) and the charge \(Q\) vanish so does the rate of variation of the complexity.

VI. CONCLUSION

We derived a time-dependent expression of the computational complexity for a \(d\)-dimensional CFT, which consists of a complex scalar field theory coupled to a constant electric potential, defined in the boundary of a charged asymptotically AdS black hole in \(d + 1\)-dimensions. We observed that the complexity grows linearly for a large interval of time since the scrambling time of the system is large. This can be explained by considering a reference state, i.e. the TFD at initial time, with a large thermal circle (\(\beta\) large). While \(\beta\) is very small our results conform with those of the cMERA circuit \[27, 29\], in which the complexity grows as \(V_{d-1} \beta^{-(d-1)}\) in a short interval of time proportional to \(\beta\).

For complex scalar fields with very small charge \((q \rightarrow 0)\) the linear growth of the complexity \((\beta\) large) can be compared (up to some constant \(n_d\)) to the growth of the gravitational action evaluated on a WDW patch at late time. The latter is bound by a limit referred to as the Lloyd bound.

For future directions it would be of interest to investigate in the time-dependence of the complexity of a theory in which a complex scalar field is coupled to a variable electric potential \((\mu = \mu(x)\) or a local gauge). Furthermore, theories involving fermionic and gauge fields shall constitute good candidates to dig into for the study of time-dependent complexities of CFTs dual to charged AdS black holes.

APPENDIX

A. Complexity evaluation

In this subsection we perform explicit calculations to derive the final form of the computational complexity...
$C^{(1)}(t)$. The complexity as defined in the previous sections becomes (for $q$ very small)

$$
C^{(1)}(t) = \min_{\gamma_+} \int_{\gamma_+} d\gamma \frac{V_{d-1}}{2} \int d^{d-1}k \frac{|\gamma_+|}{1 - |\gamma_+|^2}
$$

$$
= \int_{\gamma_+} d\gamma \frac{V_{d-1}}{2} \int d^{d-1}k |(\omega_k + \mu) t\sinh(2\theta_k)|
$$

$$
= V_{d-1} t \Omega_{\kappa,d-2} \int (k^{d-1} + \mu q \kappa^{d-2})
$$

$$
\times e^{-\beta(k+\mu q)/2} \frac{1}{1 - e^{-\beta(k+\mu q)}} dk
$$

$$
= V_{d-1} \Omega_{\kappa,d-2} \left[2^{d-1} \beta^{-d} \Gamma(d) \beta^{d-1} \Gamma(d-1) \right] t
$$

$$
\times \left( \text{Li}_d(e^{-\mu q/2}) - \text{Li}_d(-e^{-\mu q/2}) \right)
$$

$$
+ \mu q 2^{d-2} \beta^{-d-1} \Gamma(d-1) \left( \text{Li}_d(e^{-\mu q/2}) - \text{Li}_d(-e^{-\mu q/2}) \right) t
$$

$$
= V_{d-1} \Omega_{\kappa,d-2} \left[2^{d-1} \beta^{-d-1} \Gamma(d-1) \right]
$$

$$
\times \left( \text{Li}_d(e^{-\mu q/2}) - \text{Li}_d(-e^{-\mu q/2}) \right)
$$

$$
\times \left( \text{Li}_d(e^{-\mu q/2}) - \text{Li}_d(-e^{-\mu q/2}) \right)
$$

up to the leading order in $q$, with the control function

$$
\gamma_+ = \frac{-i \sinh(2\theta_k) \sin((k + \mu q)t\sigma)}{\cos((k + \mu q)t\sigma) + i \cosh(2\theta_k) \sin((k + \mu q)t\sigma)}
$$

(A-1)

yielding the final expression

$$
\frac{|\gamma_+|}{1 - |\gamma_+|^2} = (\omega_k + \mu q) t\sinh(2\theta_k)
$$

(A-2)

where

$$
\sinh(2\theta_k) = \frac{2e^{-\beta(\omega_k+\mu q)/2}}{1 - e^{-\beta(\omega_k+\mu q)}}.
$$

(A-3)

### B. Total energy of the scalar field

The current subsection is devoted to the computation of the total energy of the (neutral) complex scalar field and the total charge of the complex scalar field (for $q$ very small) knowing the probability densities of the Hamiltonian eigenstates $|E_n, Q_n\rangle$ $|E_n, -Q_n\rangle$ (we will rather use the simplified notation $|n, n\rangle$).

Considering the $|\text{TFD}_\mu(0)\rangle$ state in (28) the density matrix is obtained from the expression

$$
\rho = \text{Tr}(|\text{TFD}_\mu(0)\rangle\langle\text{TFD}_\mu(0)|)
$$

$$
= (1 - e^{-\beta(\omega_k+\mu q)}) \sum_{n_k} e^{-\beta n_k(\omega_k+\mu q)} |n_k\rangle\langle n_k|
$$

(B-1)

after tracing over the states $|n_k\rangle$. We find that the probability densities of the eigenstates are

$$
(1 - e^{-\beta(\omega_k+\mu q)}) e^{-\beta n_k(\omega_k+\mu q)}.
$$

(B-2)

From these densities we obtain that the total energy of the neutral scalar field ($q = 0$) reads as

$$
E = \sum_{n_k} n_k \omega_k e^{-\beta n_k(\omega_k+\mu q)} (1 - e^{-\beta(\omega_k+\mu q)})
$$

$$
= \omega_k e^{-\beta \omega_k} \frac{1 - e^{-\beta \omega_k}}{1 - e^{-\beta \omega_k}}.
$$

(B-3)

Restoring the integrals we get

$$
E = V_{d-1} \int d^{d-1}k \left( \frac{e^{-\beta \omega_k}}{1 - e^{-\beta \omega_k}} \right)
$$

$$
= V_{d-1} \int d^{d-1}k \left( \frac{e^{-\beta \omega_k}}{1 - e^{-\beta \omega_k}} \right)
$$

$$
= V_{d-1} \Omega_{\kappa,d-2} \beta^{-d-1} \Gamma(d-1) \zeta(d-1).
$$

(B-4)

The total charge of the complex scalar field (for $q$ very small) is

$$
Q = q \sum_{n_k} n_k e^{-\beta n_k(\omega_k+\mu q)} (1 - e^{-\beta(\omega_k+\mu q)})
$$

$$
= q \frac{e^{-\beta(\omega_k+\mu q)}}{1 - e^{-\beta(\omega_k+\mu q)}}
$$

(B-5)

and after restoring the integrals the above expression reads

$$
Q = q V_{d-1} \int d^{d-1}k \left( \frac{e^{-\beta(\omega_k+\mu q)}}{1 - e^{-\beta(\omega_k+\mu q)}} \right)
$$

$$
= q V_{d-1} \Omega_{\kappa,d-2} \beta^{-d-1} \Gamma(d-1) \zeta(d-1).
$$

(B-6)

### C. Mass of the Schwarzschild-AdS black hole

The present subsection is intended to derive the mass of a Schwarzschild-AdS black hole as well as to show its dependence on the period $\beta$ of the thermal circle of the TFD state. For the sake of simplicity we will only restrict our interest to the planar case ($\kappa = 0$).

In the coordinate $z = l/r$ a planar Schwarzschild-AdS black hole in $d + 1$ dimensions admits the metric

$$
\frac{dz^2}{z^2} = \frac{l^2}{z^2} [\frac{l^2}{z^2} - h dt^2 + dz^2/h + d\Sigma^2_{\kappa,d-1}],
$$

$$
h = 1 - (z/z_0)^d.
$$

(C-1)
where \( z_0^d = l^{d-2}/\omega^{d-2} \) and \( \omega^{d-2} = r_+^d/l^2 \). \( r_+ \) is the horizon radius in radial coordinates and \( l \) the AdS radius. The mass of this black hole reads as

\[
M = \frac{d-1}{16\pi G_N} \Omega_{0,d-1} \omega^{d-2} \quad \text{(C-2)}
\]

and its temperature

\[
T = \frac{d}{4\pi z_0 l}. \quad \text{(C-3)}
\]

Since the thermal properties of the AdS black hole can be regarded as those of the dual CFT \([26]\) whose temperature is the inverse of the period \( \beta \) it follows, when substituting \( z_0 \sim \beta \) from (C-3) and (C-1) in (C-2), that

\[
M \sim \beta^{-d}. \quad \text{(C-4)}
\]
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