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The tunneling decay event of a metastable state in a fully connected quantum spin model can be simulated efficiently by path-integral quantum Monte Carlo (QMC) [Isakov et al., Phys. Rev. Lett. 117, 180402 (2016)]. This is because the exponential scaling with the number of spins of the thermally assisted quantum tunneling rate and the Kramers escape rate of QMC are identical [Jiang et al., Phys. Rev. A 95, 012322 (2017)], a result of a dominant instantonic tunneling path. In Isakov et al., it was also conjectured that the escape rate in open-boundary QMC is quadratically larger than that of conventional periodic-boundary QMC; therefore, open-boundary QMC might be used as a powerful tool to solve combinatorial optimization problems. The intuition behind this conjecture is that the action of the instanton in open-boundary QMC is a half of that in periodic-boundary QMC. Here, we show that this simple intuition—although very useful in interpreting some numerical results—deviates from the actual situation in several ways. Using a fully connected quantum spin model, we derive a set of conditions on the positions and momenta of the end points of the instanton, which remove the extra degrees of freedom due to open boundaries. In comparison, the half-instanton conjecture incorrectly sets the momenta at the end points to zero. We also found that the instantons in open-boundary QMC correspond to quantum tunneling events in the symmetric subspace (maximum total angular momentum) at all temperatures, whereas the instantons in periodic-boundary QMC typically lie in subspaces with lower total angular momenta at finite temperatures. This leads to a lesser-than-quadratic speedup at finite temperatures. The results provide useful insights in utilizing open-boundary QMC to solve hard optimization problems. We also outline the generalization of the instantonic tunneling method to many-qubit systems without permutation symmetry using spin-coherent-state path integrals.

I. INTRODUCTION

Computational hard combinatorial optimization problems can be mapped to spin glass models in statistical physics [1]. The energy landscapes of the corresponding problem Hamiltonians $H_P$ are rough and posses large numbers of spurious local minima. Conventional optimization strategies, such as simulated annealing, exploit thermal over-the-barrier transitions to escape from the local minima. In quantum annealing (QA) [2–7], tunneling offers additional paths for systems to go to low-energy states [8]. In an archetypical example of QA, the state evolution is determined by a time-dependent Hamiltonian $H(t) = H_P - \Gamma(t) \sum_j \sigma_j^z$, where $\sigma_j^z$ is the Pauli-x operator of the $j$th spin, and $\Gamma(t)$ slowly interpolates from a large value to 0. All low-energy eigenstates of $H(t)$ are localized in the vicinity of the minima of $H_P$ at sufficiently small values of $\Gamma$ [9]. The order of the energies of two minima changes at an avoided crossing, and quantum tunneling between the two minima gives rise to the energy gap $\Delta$. The quantum state remains pure in the absence of an environment, and it closely follows the instantaneous ground state of $H(t)$ when $\Gamma(t)$ is changed slowly enough. Such a process is called adiabatic quantum computation [3], where the state dynamics can be described as a cascade of Landau-Zener transitions at the avoided crossings [4].

Interaction with an environment causes relaxation, and this can suppress tunneling. On the other hand, the environment also gives rise to thermal excitations to higher energy levels from where the system can tunnel faster [10]. This is called thermally assisted tunneling [11], and it was recently discussed in QA with flux qubits [12, 13]. We assume that the system has a free-energy minimum associated with a thermodynamically metastable state and that the incoherent tunneling decay rate $W$ of this state is much smaller than the smallest relaxation rate towards the quasiequilibrium distribution in the domain associated with this state. Then the incoherent tunneling decay rate is $W \propto \Delta^2/(\hbar^2\gamma)$, where $\gamma \gg \Delta/\hbar$ is a largest relaxation rate (typically, dephasing rate).

Path-integral quantum Monte Carlo (QMC) is a classical Markov chain Monte Carlo algorithm to calculate thermodynamic properties of quantum systems; it is the most efficient algorithm to compute exponentially small gaps at first order phase transitions [5, 14, 15] and is often used to simulate QA in spin glasses [4, 5, 16, 17]. The equivalence between the exponential scaling of the QMC transition rate and the QA tunneling rate in a fully connected quantum spin model was established numerically at the effective “zero-temperature” limit [18], where the effect of thermal excitations on the tunneling rate can be neglected. A detailed theoretical calculation on this equivalence based on an instanton technique was given in [19] at finite temperatures. Therein, the instanton method was used to demonstrate the identical exponential scaling of the QA tunnelling rate and the QMC escape rate for a bit-symmetric cost function with a thin,
high energy barrier (“Hamming weight with a spike”). Crosson and Harrow also considered the same cost function, and they derived a bound on the mixing time of the underlying Markov chain [20]; their results also showed that QMC takes polynomial time to find the solution in the regime with no tunneling.

In QMC, paths are being sampled instead of the actual configurations of the system. A path consists of a sequence of replicas of the system, where changes in configurations between adjacent replicas are penalized energetically. The Kramers escape event in the stochastic process describes the transition from a local minimum to the global minimum, which is dominated by a single “transition state” (a saddle point) that the system needs to reach in order to make an escape from the metastable state. As we show (see also Refs. [18, 19]), this transition state corresponds to an instanton, and the change in free energy needed to reach this state is the same as that in the quantum tunneling case. This explains the equivalence in the exponential scaling of the QMC transition rate and thermally assisted quantum tunneling rate.

In Ref. [18], the authors found numerically that a quadratic speedup may be achieved in QMC escape events by using open-boundary condition (OBC) instead of periodic-boundary condition (PBC); it was conjectured that the speedup is due to an escape path of a half instanton. Physical quantities usually cannot be predicted correctly by using open-boundary QMC; however, it can be used as a physics-inspired classical algorithm for combinatorial optimization problems. In a recent numerical study [21], it was found that the autocorrelation time in QMC simulations with OBC is significantly smaller than that of conventional QMC methods.

Because QMC samples paths instead of the physical states, it might have conserved quantities not present in the physical system, such as the number of world lines (particles, magnetization), braiding, or winding numbers [22, 23]. Topological obstructions can arise from these conserved quantities, which prevent QMC from reaching equilibrium even though the quantum Hamiltonian is gapped. Open-boundary QMC is not immune to this, but it can escape many topological obstructions that trap periodic-boundary QMC. Recently, Andriyash and Amin [24] argued that topological obstructions can make QMC less efficient than QA when there are multiple tunneling paths between two minima. These obstructions partially prevent the forming of instantons in periodic-boundary QMC by creating a barrier in the middle. However, open-boundary QMC is not encumbered by such obstructions.

Here, we consider open-boundary QMC of a fully connected spin model with a bit-symmetric cost function. We show that the saddle point of the mean-field QMC free-energy functional satisfies the same differential equations as those in periodic-boundary QMC. We also derived a set of conditions on the positions and momenta of the end points of instantons in open-boundary QMC, which uniquely determine the instanton solution by restricting the extra degrees of freedom due to OBC. Interestingly, we found nonzero initial and final momenta of instanton in open-boundary QMC. This can be attributed to the extra entropic factors at the boundaries. The free-energy at the local minimum also corresponds to a nonstationary solution in the path-integral formalism due to the same entropic factors. Another somewhat surprising fact about open-boundary QMC is that the optimal tunneling paths in periodic-boundary QMC typically have total angular momentum less than the maximum value at finite temperatures. Our analytical results show that the conjecture in Ref. [18] is only approximately correct: The QMC escape rate is not always enhanced quadratically by using open-boundary conditions.

In Sec. II we formally establish the free-energy functional for QMC with OBC and derive its saddle-point equation. In Sec. III we compute the free-energy functional of the open-boundary QMC at the saddle point using the instanton approach. In Sec. IV we map the open-boundary QMC free-energy functional to a quantum propagator and use the Wentzell-Kramers-Brillouin (WKB) approach to derive the corresponding “tunneling rate” in the model. The result conforms with the QMC escape rate derived in preceding sections.

## II. SADDLE POINTS OF PATH INTEGRAL

### QMC WITH OBC

We consider a fully connected quantum system of $N$ spins [10, 25],

\[
\hat{H} = -2\Gamma S_z - Ng(2S_z/N), \quad S_\alpha = \frac{1}{2} \sum_{j=1}^{N} \sigma_\alpha^{(j)},
\]

where $\Gamma$ is the strength of the transverse field, $\sigma^{(j)}_\alpha$ is the Pauli matrix of the $j$th spin with $\alpha = x, y, z$, $S_\alpha$ is the $\alpha$ component of the total spin operator, and $g$ is an arbitrary function.

A classical method to calculate the partition function $Z = \text{Tr} e^{-\beta \hat{H}}$ is the path-integral QMC, where the “imaginary-time” interval $[0, \beta]$ is sliced into $R$ pieces. In the limit $R \to \infty$, we have

\[
Z = \sum_{\sigma(0), \ldots, \sigma(R-1)} \langle \sigma(0)| e^{-\Delta \hat{H}} | \sigma(1) \rangle \langle \sigma(1)| e^{-\Delta \hat{H}} | \sigma(2) \rangle \ldots | \sigma(R-1) \rangle | \sigma(0) \rangle e^{-\beta \hat{H}},
\]

where $\Delta = \beta/R$ and $\sigma(\tau) = \{ \sigma_j(\tau) \}_{j=1}^{N}$. Equation (2) also takes the form

\[
Z = \text{Tr} e^{-\beta H_{\text{QMC}}},
\]
where $H_{\text{QMC}}$ is a Hamiltonian on $R \times N$ classical spins,
\[
H_{\text{QMC}} = -J \sum_{j=1}^{N} \sum_{\tau=0}^{R-1} \sigma_j(\tau)\sigma_j(\tau+1) - \frac{N}{R} \sum_{\tau=0}^{R-1} g[m(\tau)].
\]

(4)
The quantity $m(\tau)$ in Eq. (4) is the total magnetization,
\[
m(\tau) = \frac{1}{N} \sum_{j=1}^{N} \sigma_j(\tau),
\]
and $J$ is the effective coupling strength between adjacent replicas,
\[
J = -\frac{1}{2\beta} \ln \tanh (\Gamma \Delta) \geq 0.
\]

(6)
When the coupling strength $J = \infty$ ($\Gamma \to 0$), we have $m(\tau) = m$ for $\tau = 0, \ldots, R-1$; the free-energy functional $F$ then reduces to the classical case,
\[
F_{\text{classical}}(m) = -g(m) - \frac{Q(m)}{\beta},
\]
where $Q$ is the binary entropy,
\[
Q(m) \equiv -\frac{1+m}{2} \ln \frac{1+m}{2} + \frac{1-m}{2} \ln \frac{1-m}{2}.
\]

(8)
In Appendix A, we review the mean-field approach to path-integral QMC with periodic and open-boundary conditions. Here, we discuss how to calculate the saddle point of the free-energy functional of the QMC Hamiltonian (4) with open-boundary condition. The free-energy functional of open-boundary QMC takes the following form in the continuous limit $R \to \infty$ (see Appendix A):
\[
F_{\text{OB}} = \frac{1}{\beta} \int_{0}^{\beta} \left( m(\tau)\lambda(\tau) - g[m(\tau)] \right) d\tau - \frac{1}{\beta} \ln \tilde{V}(\lambda),
\]
where $\lambda(\tau)$ is a to-be-determined function of the imaginary time $\tau \in [0, \beta]$, and
\[
\tilde{V}(\lambda) = \text{Tr} (\omega K^{\beta,0}(\lambda)), \quad \omega = 1 + \sigma_x = \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}.
\]

(10)
The propagator $K^{\beta,0}$ corresponds to a spin-1/2 particle evolving in imaginary time under the action of the time-dependent magnetic field $B(\tau)$,
\[
K^{\tau_2,\tau_1} = T_+ e^{-\int_{\tau_1}^{\tau_2} d\tau H_0(\tau)},
\]
\[
H_0(\tau) = -B(\tau) \cdot \sigma, \quad B(\tau) = (\Gamma, 0, \lambda(\tau)),
\]
where $T_+$ is the time-ordering operator, and $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ is the vector of Pauli matrices.

The saddle-point conditions for the free-energy functional (9) are
\[
\lambda(\tau) = g'[m(\tau)], \quad m(\tau) = \frac{\delta \ln \tilde{V}(\lambda)}{\delta \lambda(\tau)}.
\]

(13)
To solve these equations, we introduce a vector function $\mathbf{m}(\tau) = (m_x(\tau), m_y(\tau), m_z(\tau))$ corresponding to the following expectation values of the Pauli operators,
\[
\mathbf{m}(\tau) = \frac{\text{Tr} (\omega K^{\beta,0} \sigma K^{\tau,0} \sigma)}{\text{Tr} (\omega K^{\beta,0})} = \frac{\delta}{\delta B(\tau)} \ln \text{Tr} (\omega K^{\beta,0}),
\]
where $K^{\tau_2,\tau_1}$ is defined in Eq. (11) and $B(\tau)$ in Eq. (12). Differentiating Eq. (14) with respect to $\tau$ and using (12), we obtain
\[
\frac{d\mathbf{m}}{d\tau} = \frac{\text{Tr} (\omega K^{\beta,\tau}[H_0(\tau), \sigma] K^{\tau,0})}{\text{Tr} (\omega K^{\beta,0})},
\]
which can be rewritten into the form
\[
\frac{d\mathbf{m}}{d\tau} = 2i B \times \mathbf{m} = -2i \frac{\partial H_0(\mathbf{m})}{\partial \mathbf{m}} \times \mathbf{m},
\]
where
\[
H_0(\mathbf{m}) = -\Gamma m_x - g(m_z).
\]

(17)
In component form, Eq. (16) becomes
\[
\dot{m}_x = -2\lambda m_y,
\]
\[
\dot{m}_y = -2\lambda m_x + 2\Gamma m_z,
\]
\[
\dot{m}_z = 2\Gamma m_y.
\]
Equation (16) allows for two integrals of motion,
\[
H_0(\mathbf{m}) = \epsilon,
\]
\[
\mathbf{m}(\tau) \cdot \mathbf{m}(\tau) = \ell^2
\]
where $\mathbf{m}(\tau) \cdot \mathbf{m}(\tau) = m_x^2(\tau) + m_y^2(\tau) + m_z^2(\tau)$. Using these two integrals of motion, we have
\[
m_x = \frac{-\epsilon + g(m_z)}{\Gamma} = \sqrt{\ell^2 - m_y^2} \cosh p,
\]
\[
im_y = \sqrt{\ell^2 - m_z^2} \sinh p,
\]
where $p$ serves as the “conjugate momentum” to $m_z$. Solving $m_y$ as a function of $m_z$ from Eqs. (23) and (24) and putting the result into Eq. (19), we have the instanton equation
\[
|m_z| = 2\sqrt{\epsilon + g(m_z)^2} - \Gamma^2 (\ell^2 - m_z^2).
\]

(25)
We still need to specify $\epsilon, \ell$, and the initial condition of $m_z$ to fully determine the instanton trajectory based on the differential equation (25). Using the identity $\sigma_x \omega = \omega \sigma_x = \omega$, we have
\[
\text{Tr}(\omega K^\beta \sigma_x) = \text{Tr}(\omega K^\beta), \quad i \text{Tr}(\omega K^\beta \sigma_y) = \text{Tr}(\omega K^\beta \sigma_z).
\]

(26)
As a result, we have the following initial conditions:
\[
m_x(0) = 1, \quad m_z(0) = im_y(0) = \frac{1}{2i} \dot{m}_z(0).
\]

(27)
Because $\ell$ is a constant of motion, its value can be determined at $\tau = 0$,

$$
\ell^2 = \sum_{j=x,y,z} m_j^2(0) = 1. \quad (28)
$$

This means that the parameter $\ell$ is independent of $\beta$ under OBC; the same condition can also be derived using the WKB approach [see Eq. (62)]. Similarly, we have

$$
m_x(\beta) = 1, \quad m_z(\beta) = -im_y(\beta) = -\frac{1}{2\Omega} \dot{m}_z(\beta). \quad (29)
$$

From the energy conservation condition Eq. (21) and the condition $m_x(0) = m_x(\beta) = 1$, we have

$$
g(m_z(0)) = g[m_z(\beta)]. \quad (30)
$$

This condition relates the position of the end points of the instanton trajectory under OBC.

### III. FREE ENERGY OF THE INSTANTON

To calculate the free energy from Eq. (9), it remains to evaluate the quantity

$$
\bar{V} = \text{Tr}(\omega K^{\beta,0}) = 2 \langle +|K^{\beta,0}|+ \rangle, \quad (31)
$$

where $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$. We introduce the double propagator $K^{\tau,0} \otimes K^{\tau,0}$ acting on the original qubit and a replica qubit, which is generated by the Hamiltonian

$$
H_0^{(2)} = H_0 \otimes I + I \otimes H_0, \quad (32)
$$

where $H_0 = -\Gamma \sigma_z - g'(m_z) \sigma_x$ is defined in Eq. (12). With the Bell basis $|\Phi^+\rangle = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)$, $|\Phi^-\rangle = \frac{1}{\sqrt{2}}(|00\rangle - |11\rangle)$, $|\Psi^+\rangle = \frac{1}{\sqrt{2}}(|01\rangle + |10\rangle)$, $|\Psi^-\rangle = \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle)$, we have

$$
-H_0^{(2)}|\Phi^+\rangle = 2\Gamma|\Phi^+\rangle + 2g'(m_z)|\Phi^-\rangle, \quad (33)
$$

$$
-H_0^{(2)}|\Phi^-\rangle = 2g'(m_z)|\Phi^+\rangle, \quad (34)
$$

$$
-H_0^{(2)}|\Psi^+\rangle = 2\Gamma|\Psi^+\rangle, \quad (35)
$$

$$
-H_0^{(2)}|\Psi^-\rangle = 0 . \quad (36)
$$

Because the time evolution is closed in the symmetric subspace of the two qubits, we have

$$
|\xi(\tau)\rangle = K^{\tau,0} \otimes K^{\tau,0}|\xi(0)\rangle
= -\xi_x(\tau)|\Phi^-\rangle + i\xi_y(\tau)|\Phi^+\rangle + \xi_z(\tau)|\Psi^-\rangle, \quad (37)
$$

where $\xi_x, i\xi_y,$ and $\xi_z$ take real values. According to Eqs. (33)–(35), the state vector $\xi = (\xi_x, \xi_y, \xi_z)$ satisfies the linear differential equation

$$
\frac{d\xi}{d\tau} = -2\Gamma \frac{\partial H_0(m)}{\partial m} \times \xi, \quad (38)
$$

where $m$ is determined by the instanton solution Eqs. (23)–(25). A known solution to Eq. (38) is the instanton solution $\xi(\tau) = m(\tau)$. Denote $\zeta(\tau)$ as the solution to Eq. (38) with the initial conditions

$$
\zeta_x(0) = 0, \quad i\zeta_y(0) = \frac{1}{\sqrt{2}}, \quad \zeta_z(0) = \frac{1}{\sqrt{2}}. \quad (39)
$$

The corresponding state to $\zeta(0)$ defined in Eq. (37) is

$$
|\zeta(0)\rangle = \frac{1}{\sqrt{2}}(|\Phi^+\rangle + |\Psi^+\rangle) = |+\rangle \otimes |+\rangle. \quad (40)
$$

Thus, the quantity in Eq. (31) can be expressed as

$$
\langle +|K^{\beta}|+\rangle^2 = \langle \zeta(0)|K^{\beta} \otimes K^{\beta}|\zeta(0)\rangle = \langle \zeta(0)|\zeta(\beta)\rangle, \quad (41)
$$

where $K^{\beta}$ is a shorthand for $K^{\beta,0}$. To solve $\zeta(\beta)$, we define the real-valued symmetric bilinear form

$$
B(\xi(\tau), \eta(\tau)) = \xi_x(\tau)\eta_x(\tau) + \xi_y(\tau)\eta_y(\tau) + \xi_z(\tau)\eta_z(\tau), \quad (42)
$$

where $\xi(\tau)$ and $\eta(\tau)$ are any two solutions to Eq. (38). Because the bilinear form is a constant of motion, we have the identities from the conditions (27) and (39),

$$
B(\zeta(\tau), \zeta(\tau)) = B(\zeta(\tau), m(\tau)) = 0 , \quad (43)
$$

for any $\tau \in [0, \beta]$. Consequently, we have

$$
-(\zeta_x^2 + \zeta_y^2) m_z^2 = \zeta_y^2 m_y^2 + 2\zeta_y \zeta_z m_y m_z + \zeta_z^2 m_z^2, \quad (44)
$$

Introducing $g = i\zeta_y/\zeta_z$, we have

$$
(g^2 - 1) m_z^2 = -g^2 m_y^2 - 2ig m_y m_z + m_z^2. \quad (45)
$$

The solution to the above quadratic equation is

$$
g = \frac{m_z - im_y m_z}{1 - m_z^2}, \quad (46)
$$

where we use Eq. (22) to simplify things and the conditions (39) [which implies $g(0) = 1$] to rule out the other solution of Eq. (45). Putting the condition (29) into Eq. (46), we have

$$
g(\beta) = \frac{1 + m_z(\beta)^2}{1 - m_z(\beta)^2}. \quad (47)
$$

Combining Eqs. (43) and (47), we have

$$
\zeta_x(\beta) = -\sqrt{2} \kappa m_z(\beta), \quad (48)
$$

$$
i\zeta_y(\beta) = \kappa [1 + m_z(\beta)^2]/\sqrt{2}, \quad (49)
$$

$$
\zeta_z(\beta) = \kappa [1 - m_z(\beta)^2]/\sqrt{2}, \quad (50)
$$

where $\kappa$ is to be determined. Putting the definition of $g$ into Eq. (38), we have

$$
\zeta_z(\tau) = 2\Gamma g(\tau)\zeta_z(\tau), \quad (51)
$$
which can be solved exactly,
\[ \zeta_z(\tau) = \zeta_z(0) e^{2\Gamma \int_0^\tau g(\tau') d\tau} . \]  
(52)

Combining the above expression and Eq. (50), we have
\[ \ln \kappa = 2\Gamma \int_0^\beta g(\tau) d\tau - \ln \left[ 1 - m_z(\beta)^2 \right] . \]  
(53)

Putting Eq. (46) into the above integral, we have
\[ \Gamma \int_0^\beta g(\tau) d\tau = \int_0^\beta \frac{|\varepsilon + g(m_z)| - m_m \bar{m}_z / 2}{1 - m_z^2} d\tau \]
\[ = \int_0^\beta \frac{|\varepsilon + g(m_z)|}{1 - m_z^2} d\tau + \frac{1}{4} \ln \left( 1 - m_z^2 \right) \bigg|_0^\beta , \]  
(54)

where the relations \( m_x = |\varepsilon + g(m_z)| / \Gamma \) and \( im_y = \bar{m}_z / 2\Gamma \) are used. The quantity \( \kappa \) can thus be determined explicitly,
\[ \ln \kappa = 2\mathcal{I} - \frac{1}{2} \left( \ln \left[ 1 - m_z(\beta)^2 \right] + \ln \left[ 1 - m_z(\beta)^2 \right] \right) , \]  
(55)

where the integral \( \mathcal{I} \) is defined as
\[ \mathcal{I} = \int_0^\beta \frac{|\varepsilon + g(m)|}{1 - m^2} d\tau . \]  
(56)

Noticing that \( \kappa = \langle \zeta(0) | \zeta(\beta) \rangle \) and using Eqs. (31) and (41), we have
\[ \tilde{\mathcal{V}} = \text{Tr}(\omega R^\beta) = 2\sqrt{\kappa} . \]  
(57)

The free energy Eq. (9) can thus be evaluated,
\[ \beta F_{\text{OB}} = \int_0^\beta [m_z g'(m_z) - g(m_z)] d\tau - \ln 2 \]
\[ - \mathcal{I} + \frac{1}{4} \left( \ln \left[ 1 - m_z(\beta)^2 \right] + \ln \left[ 1 - m_z(\beta)^2 \right] \right) . \]  
(58)

**IV. WENTZEL-KRAMERS-BRILLOUIN (WKB) APPROACH**

The partition function of the QMC Hamiltonian (3) with OBC takes the form in the limit of large number of replicas
\[ Z_{\text{OB}} = \text{Tr}(\Omega e^{-\beta \tilde{H}}) , \]  
(59)

where \( \tilde{H} \) is defined in Eq. (1), and \( \Omega \) is the matrix of ones; i.e., \( \Omega_{jk} = 1 \) for all \( j, k \in 1, 2, \ldots, 2^N \). The rank of the matrix \( \Omega \) is one, and it can be expressed as
\[ \Omega = |s\rangle \langle s| , \]  
(60)

where \( |s\rangle = (|0\rangle + |1\rangle)^{\otimes N} \) is in the symmetric subspace. The partition function (59) can also be written as
\[ Z_{\text{OB}} = \langle s | e^{-\beta \tilde{H}} | s \rangle . \]  
(61)

Letting \( |m\rangle \equiv |N/2, mN/2 \rangle \) denote the normalized state in the symmetric subspace of \( N \) spin-1/2 particles with total magnetization \( mN/2 \), we have
\[ Z_{\text{OB}} = \sum_{m_1, m_2} \langle s | m_2 \rangle \langle m_2 | e^{-\beta \tilde{H}} | m_1 \rangle \langle m_1 | s \rangle . \]  
(62)

One distinction of QMC with OBC as opposed to PBC for the Hamiltonian (1) is that the discussion can be carried out in the symmetric subspace even at finite temperatures. The inner products \( \langle m_1 | s \rangle \) and \( \langle s | m_2 \rangle \) can be interpreted as additional “entropic factors” to the partition function. Indeed, we have
\[ \frac{\ln \langle m | s \rangle}{N} = \frac{1}{N} \ln \sqrt{\frac{N!}{N_+! N_-!}} \approx \frac{1}{2} Q(m) , \]  
(63)

where \( N_+ = N(1 + m)/2 \) and \( N_- = N(1 - m)/2 \), and \( Q(m) \) is the binary entropy defined in Eq. (8). We will also need the derivative of the entropic factor,
\[ Q'(m) \equiv \frac{dQ(m)}{dm} = \frac{1}{2} \ln \frac{1 - m}{1 + m} . \]  
(64)

The WKB “free energy” for OBC thus takes the form
\[ \beta F_{\text{OB}} = \beta \varepsilon + \frac{A}{2} - \frac{1}{N} \left( \ln \langle m_1 | s \rangle + \ln \langle s | m_2 \rangle \right) \]
\[ \approx \beta \varepsilon + \frac{1}{2} \left( A - Q(m_1) - Q(m_2) \right) , \]  
(65)

where \( \varepsilon \) is the energy. The WKB action \( A \) is given by the integral
\[ A = \int_{m_1}^{m_2} p \, dm \]
\[ = m_2 p_2 - m_1 p_1 - \int_{m_1}^{m_2} mp' \, dm' , \]  
(67)

where \( p \) is the conjugate momentum of the magnetization \( m \). The first two terms in Eq. (65) are due to the propagator \( \langle m_2 | e^{-\beta \tilde{H}} | m_1 \rangle \).

A small change in energy of the path takes the form
\[ \delta \varepsilon = - \frac{1}{2\beta} \int_0^\beta \delta m \, d\tau \]
\[ = - \frac{\delta A}{2\beta} + \frac{1}{2\beta} \left( p_2 \delta m_2 - p_1 \delta m_1 \right) . \]  
(69)

Using Eqs. (66) and (70), we have
\[ \delta F_{\text{OB}} \approx \delta \varepsilon + \frac{1}{2\beta} \left( \delta A - \delta Q(m_1) - \delta Q(m_2) \right) \]
\[ = \frac{1}{2\beta} \left( [p_2 - Q'(m_2)] \delta m_2 - [p_1 + Q'(m_1)] \delta m_1 \right) . \]  
(71)
The boundary conditions of any saddle point of $F_{\text{OB}}$ can then be derived,

$$p_1 + Q'(m_1) = p_2 - Q'(m_2) = 0.$$  \hfill (72)

We now show that these conditions are identical to Eqs. (27) and (29). The WKB instanton solution is given by [same as Eq. (23)]

$$|p| = \cosh^{-1} \left| \frac{\varepsilon + g(m)}{\Gamma \sqrt{1 - m^2}} \right|.$$  \hfill (73)

Using conditions (27) and (29), we have $|\varepsilon + g(m)|/\Gamma = m = 1$ for the end points. Putting this into Eq. (73), we recover the results in Eq. (72),

$$|p| = \cosh^{-1} \frac{1}{\sqrt{1 - m^2}} = \frac{1}{2} \ln \frac{1 + |m|}{1 - |m|} = |Q'(m)|. \hfill (74)$$

For the instanton solution, the integral in Eq. (68) takes the form

$$\int_{m_1}^{m_2} m' \, dm = \int_{m_1}^{m_2} \frac{-mg'(m) + \frac{m^2}{1 - m^2} \varepsilon + g(m)}{\sqrt{\varepsilon + g(m)}^2 - \Gamma^2 (1 - m^2)} \, dm \hfill (75)$$

$$= 2 \int_0^\beta \left( -mg'(m) + \frac{m^2}{1 - m^2} \varepsilon + g(m) \right) \, d\tau, \hfill (76)$$

$$= 2(\beta \varepsilon + \mathcal{I}) - 2 \int_0^\beta \left( mg'(m) - g(m) \right) \, d\tau, \hfill (77)$$

where we use the instanton solution given in Eq. (25), and $\mathcal{I}$ is defined in Eq. (56). For $m_1 < 0$ and $p_1 < 0$, we have

$$m_1 p_1 = \frac{m_1}{2} \ln \frac{1 + m_1}{2} - \frac{m_1}{2} \ln \frac{1 - m_1}{2} \hfill (78)$$

$$= -Q(m_1) - \frac{1}{2} \ln (1 - m_1^2) + \ln 2. \hfill (79)$$

For $m_2 > 0$ and $p_2 < 0$, we have

$$m_2 p_2 = \frac{m_2}{2} \ln \frac{1 - m_2}{2} - \frac{m_2}{2} \ln \frac{1 + m_2}{2} \hfill (80)$$

$$= Q(m_2) + \frac{1}{2} \ln (1 - m_2^2) - \ln 2. \hfill (81)$$

Putting the above results together, we have

$$\mathcal{A} = m_2 p_2 - m_1 p_1 - \int_{m_1}^{m_2} m' \, dm$$

$$= Q(m_1) + Q(m_2) + \frac{1}{2} \left[ \ln (1 - m_1^2) + \ln (1 - m_2^2) \right]$$

$$- 2(\ln 2 + \beta \varepsilon + \mathcal{I}) - 2 \int_0^\beta \left( mg'(m) - g(m) \right) \, d\tau. \hfill (82)$$

Putting Eq. (82) into (66), we have the effective WKB “free energy”

$$\beta F_{\text{OB}} = \int_0^\beta \left[ mg'(m) - g(m) \right] \, d\tau - \ln 2 \hfill (83)$$

$$- \mathcal{I} + \frac{1}{4} \left( \ln (1 - m_1^2) + \ln (1 - m_2^2) \right),$$

which is identical to the QMC free energy $F_{\text{OB}}$ in Eq. (58).

Another surprising fact about the QMC with OBC is that the minimum of the free-energy functional is not achieved by a static solution independent of $\tau$. This can be understood by the definition of $F_{\text{OB}}$ in Eq. (83); while $\mathcal{A}$ and $\varepsilon$ can be minimized simultaneously by an optimal static solution, the boundary terms are not minimized by that solution. As a consequence, the free-energy functional is minimized by a nontrivial solution caused by the entropic factors at the boundaries. The end points of this instanton satisfy $m_1 = m_2$ and $p_1 = -p_2$. To get rid of this effect, one can add boundary terms (pinning fields) to cancel the extra entropic factors.

V. SPIN-COHERENT-STATE QUANTUM MONTE CARLO

The instantonic analysis presented here allows the study of spin tunneling for a class of Hamiltonians, symmetric with respect to permutations of individual spin-1/2 particles (qubits). It can potentially be generalized to the case without permutation symmetry using path integrals over spin-coherent states. The action along the instanton trajectory in imaginary time is

$$\mathcal{A}(n) = \frac{i}{2} \sum_{j=1}^N \chi(n_j) + \int_0^\beta d\tau H[n_1(\tau), \ldots, n_N(\tau)], \hfill (84)$$

where $n_j(\tau)$ is the Bloch unit vector of the $j$th spin and the Berry phases of individual spins are defined as

$$\chi(n_j) = \int_0^\beta d\tau \left[ 1 - \cos \theta_j(\tau) \right] \phi_j(\tau), \hfill (85)$$

where $\theta_j(\tau)$ and $\phi_j(\tau)$ are the polar angle and azimuthal angle of the Bloch unit vector $n_j(\tau)$, respectively. The function $H[n_1(\tau), \ldots, n_N(\tau)]$ in (84) is obtained from the system Hamiltonian $H$ by replacing the Pauli matrices of the $j$th spin by the corresponding components of the Bloch unit vector $n_j(\tau)$.

Within the incoherent tunneling framework, the instanton trajectory with open-boundary condition connects the spin coherent state $\{n_j(0)\}_{j=1}^N$ corresponding to the maximum of the wavefunction near the local minima of the energy landscape $H[n_1(\tau), \ldots, n_N(\tau)]$ to the coherent state $\{n_j(\beta)\}_{j=1}^N$ corresponding to the remote tail of the wavefunction on the other side of the barrier. Such a tunneling transition corresponds to correlated motions of individual spins in imaginary time satisfying $\delta \mathcal{A}/\delta n_j(\tau) = 0$ (to minimize the action). Therefore,
the Bloch unit vector evolves according to the instanton equation,
\[ \frac{\hbar}{2} \frac{dn_j(\tau)}{d\tau} = n_j(\tau) \times \frac{\partial H}{\partial n_j(\tau)}. \] (86)

We note that the first (Berry phase) term in (84) contains additional factor \( i \) compared to the second term. Therefore, the \( y \) component of \( n_j(\tau) \) is complex for the instanton trajectory [cf. Eqs. (15)–(20) above]. The Bloch unit vector can be written in the form
\[ n_j = (\sin \theta_j \cosh \varphi_j, -i \sin \theta_j \sinh \varphi_j, \cos \theta_j), \] (87)

corresponding to a purely imaginary azimuthal angle \( \phi_j(\tau) = -i \varphi_j(\tau) \). This substitution makes the Berry phase terms in Eq. (84) real along the instanton path. The values of \( H[n_1(\tau), \ldots, n_N(\tau)] \) are also real due to the fact that the Hamiltonian \( H \) is Hermitian. Therefore, despite the presence of the imaginary Berry phase in Eq. (84), the instanton trajectory equations (86) involve only real quantities after the substitution of Eq. (87). A similar situation also happens in the spin tunneling studied above via Eqs. (15)–(20). Finally, the tunneling matrix element \( \Delta_{\text{tunn}} \) is determined with logarithmic equivalence as
\[ \Delta_{\text{tunn}} = B \exp[-A(n^*)], \] (88)

where \( n^* \) is an instanton trajectory and the prefactor \( B \) can be obtained in terms of the functional determinant of the kernel \( \delta^2 A(n) \) at \( n^* \).

The variational method outlined above can be used to study the tunneling matrix elements in transverse-field spin glasses between the computational basis states separated by large Hamming distances. These matrix elements are usually exponentially small in the number of spins \( N \), and alternative methods involving exact diagonalization are not feasible for \( n \gtrsim 30 \).

Furthermore, one can think of the above method as a basis for an alternative QMC approach, where one directly samples the paths \( \{\theta_j(\tau), \varphi_j(\tau)\}_{j=1}^N \) in imaginary time according to the probability functional \( \propto \exp[-A(n)] \). The explicit form of the prefactor can be obtained using the results in Ref. [26]. The trajectories of two variables for each spin need to be simulated in such Monte Carlo methods which avoids topological obstructions such as those considered in Ref. [24].

VI. DISCUSSION AND SUMMARY

In QMC, quasi-equilibrium distributions of paths are determined by classical free-energy functionals. Transitions from a local minimum to the global minimum are described by Kramers escape events, where the system reaches a single “transition state” (a saddle point) before making an escape from the metastable state. We found the transition state in open-boundary QMC simulations analytically for a fully connected spin model with bit-symmetric cost functions. The transition state corresponds to an instanton, governed by the same differential equation as in the PBC case [19]. We derive the instanton equation using two different approaches. One is the mean-field approach, where the free-energy functional is expressed using a two-dimensional propagator. This propagator corresponds to a particle evolving in imaginary time under the action of a time-dependent magnetic field. The instanton equation can be derived by observing two constants of motion. Another approach is to map the free energy of the open-boundary QMC to an imaginary-time quantum propagator \( \langle s|e^{-\beta H}|s \rangle \), where \( |s\rangle = (|0\rangle + |1\rangle)^\otimes N \); this contrasts to the PBC case, where the free energy is related to \( \text{Tr} e^{-\beta H} \). The instanton solution that dominates the escape event can be derived using the WKB approach in the large-spin picture, which coincides with our mean-field results. The instanton in periodic-boundary QMC is determined by the instanton equation and the period (inverse temperature); however, one also has to optimize the positions and momenta at both ends of an instanton in open-boundary QMC. We found that the initial and final momenta of instantons in open-boundary QMC are nonzero; this is because the extra entropic factors introduced at the open boundaries. To cancel this side effect, one can add extra potential terms at the end replicas to suppress configurations with higher entropy. At finite temperatures, the periodic-boundary QMC escape event corresponds to a quantum tunneling path in a subspace with total angular momentum less than the maximum value [19]. With OBCs, however, this result no longer holds; we found that the QMC escape event always corresponds to tunneling events in the symmetric subspace (maximum total angular momentum). We also outlined the generalization of the instantonic tunneling method to systems without permutation symmetry using spin-coherent-state path integrals.
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**Appendix A: Meanfield description of path-integral quantum Monte Carlo**

The partition function of $H_{\text{QMC}}$ defined in Eq. (3) can be calculated with a mean-field approach. First, we consider $N$ noninteracting spins under the mean-field Hamil-
\[ H_{\text{MF}} = -\frac{N}{R} \sum_{\tau=0}^{R-1} \lambda(\tau)m(\tau) - J \sum_{j=1}^{N} \sum_{\tau=0}^{R-1} \sigma_j(\tau)\sigma_j(\tau + 1), \]  
\[ \text{(A1)} \]
where \( \lambda(\tau) \) is an “average” local magnetic field (mean-field) on the \( \tau \)th replica slice and \( m(\tau) \) is defined in Eq. (5). The partition functional corresponds to \( H_{\text{MF}} \) is
\[ Z_{\text{MF}}(\lambda) = |\mathcal{V}(\lambda)|^N, \]  
\[ \text{(A2)} \]
where \( \lambda = (\lambda(0), \ldots, \lambda(R-1)) \). The function \( \mathcal{V}(\lambda) \) is defined as
\[ \mathcal{V}(\lambda) = \sum_{\sigma_0, \ldots, \sigma_{R-1}} e^{\beta \sum_{\tau=0}^{R-1} \left( \lambda(\tau)\sigma(\tau)/R + J\sigma(\tau)\sigma(\tau+1) \right)} \]  
where the transition matrix takes the form
\[ L(\lambda) = \left( \begin{array}{cc} e^{\beta J} & e^{-\beta J} \\ e^{-\beta J} & e^{\beta J} \end{array} \right) \left( \begin{array}{cc} 0 & 0 \\ 0 & e^{-\beta \lambda/R} \end{array} \right). \]  
\[ \text{(A4)} \]
The trace in Eq. (A3) is a consequence of the periodic-boundary condition \( \sigma_j(0) = \sigma_j(R-1) \) typically used in QMC. By defining the propagator
\[ \mathcal{K}^{\tau_2,\tau_1} = L[\lambda(\tau_2)] \cdots L[\lambda(\tau_1)], \quad \tau_2 > \tau_1, \]  
\[ \text{(A5)} \]
we have
\[ \mathcal{V}(\lambda) = Tr \mathcal{K}^{R-1,0}(\lambda). \]  
\[ \text{(A6)} \]
The expectation value of \( m(\tau) \) can be calculated from the partition function
\[ m(\tau) = \frac{R}{\beta N} \frac{\partial \ln Z_{\text{MF}}(\lambda)}{\partial \lambda(\tau)} = \frac{R}{\beta} \frac{\partial \ln \mathcal{V}(\lambda)}{\partial \lambda(\tau)} = \frac{\partial}{\partial \lambda(\tau)} \ln \mathcal{V}(\lambda), \]  
\[ \text{(A7)} \]
where \( \sigma_z \) is the Pauli-\( z \) matrix. The expectation values of the magnetization \( \bar{m}(0), \ldots, \bar{m}(R-1) \) are functions of the parameters \( \lambda(0), \ldots, \lambda(R-1) \), and vice versa. Since the fluctuation of \( m(\tau) \) vanishes in the large \( N \) limit, we neglect the difference between \( \bar{m}(\tau) \) and \( m(\tau) \), and Eq. (A7) becomes
\[ m(\tau) = \frac{R}{\beta} \frac{\partial \ln \mathcal{V}(\lambda)}{\partial \lambda(\tau)}. \]  
\[ \text{(A8)} \]
The free-energy functional corresponding to the Hamiltonian (A1) is
\[ \mathcal{F}_{\text{MF}} = -\frac{1}{\beta N} \ln Z_{\text{MF}}(\lambda) = -\frac{1}{\beta} \ln \mathcal{V}(\lambda). \]  
\[ \text{(A9)} \]
Consequently, the free-energy functional of the QMC Hamiltonian (4) reads (see also Ref. [27]),
\[ \mathcal{F} = \frac{1}{R} \sum_{\tau=0}^{R-1} \left( \lambda(\tau)m(\tau) - g[m(\tau)] \right) - \frac{1}{\beta} \ln \mathcal{V}(\lambda), \]  
\[ \text{(A10)} \]
where the term \( \lambda(\tau)m(\tau) \) is introduced to cancel the corresponding term in Eq. (A1). When the QMC free-energy functional \( \mathcal{F} \) is minimized, we have
\[ R \frac{\partial \mathcal{F}}{\partial m(\tau)} = \lambda(\tau) - g'[m(\tau)] \]  
\[ + \sum_{\tau_1=0}^{R-1} \left( m(\tau_1) \frac{\partial \lambda(\tau_1)}{\partial m(\tau)} - R \frac{\partial \lambda(\tau_1)}{\partial m(\tau)} \frac{\partial \ln \mathcal{V}(\lambda)}{\partial \lambda(\tau_1)} \right) = \lambda(\tau) - g'[m(\tau)] = 0, \]  
\[ \text{(A11)} \]
where Eq. (A8) is used to show that the sum over \( \tau_1 \) equals to zero. Equations (A8) and (A11) determine the saddle point of the free-energy functional (A10).

To calculate the exponential scaling of the QMC escape rate using the instanton method, we will need to go to the continuous limit \( R \to \infty \). In this limit, the propagator defined in Eq. (A5) corresponds to a spin-1/2 particle evolving in imaginary time under the action of the time-dependent magnetic field \( \mathbf{B}(\tau) \),
\[ \mathcal{K}^{\tau_2,\tau_1} = T_+ e^{-\int_{\tau_1}^{\tau_2} d\tau H_0(\tau)}, \]  
\[ \text{(A12)} \]
\[ H_0(\tau) = -\mathbf{B}(\tau) \cdot \mathbf{\sigma}, \quad \mathbf{B}(\tau) = (\Gamma, 0, \lambda(\tau)), \]  
\[ \text{(A13)} \]
where \( \tau \in [0, \beta] \) denotes the imaginary time, \( T_+ \) is the time-ordering operator, and \( \mathbf{\sigma} = (\sigma_x, \sigma_y, \sigma_z) \) is the vector of Pauli matrices. We will replace the notations \( \mathcal{K}^{\tau_2,\tau_1}(\lambda) \) and \( \mathcal{V}(\lambda) \) with \( \mathcal{K}^{\tau_2,\tau_1}(\lambda) \) and \( \mathcal{V}(\lambda) \), because \( \lambda(\tau) \) is a function in the continuous limit.

Similar to Eqs. (A2) and (A6), the meanfield partition functional with open-boundary condition takes the form in the continuous limit
\[ \mathcal{Z}_{\text{MF}}^{OB} = |\mathcal{V}(\lambda)|^N, \quad \mathcal{V}(\lambda) = \text{Tr} \left( \omega K^{\beta,0}(\lambda) \right), \]  
\[ \text{(A14)} \]
where the matrix
\[ \omega = 1 + \sigma_z = \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right). \]  
\[ \text{(A15)} \]
The matrix \( \omega \) makes it possible to sum over configurations prohibited by the periodic-boundary condition, which is unique to open-boundary QMC. Similar to Eq. (A10), the free-energy functional of open-boundary QMC takes the form,
\[ \mathcal{F}_{\text{OB}} = \frac{1}{\beta} \int_0^\beta \left( m(\tau)\lambda(\tau) - g[m(\tau)] \right) d\tau - \frac{1}{\beta} \ln \mathcal{V}(\lambda). \]  
\[ \text{(A16)} \]
The saddle-point conditions for open-boundary QMC are similar to those for periodic-boundary QMC; Eq. (A11)
remains the same, and one just need to replace $\mathcal{V}$ with $\tilde{\mathcal{V}}$ in Eq. (A8),

$$\lambda(\tau) = g'[m(\tau)], \quad m(\tau) = \frac{\delta \ln \tilde{\mathcal{V}}(\lambda)}{\delta \lambda(\tau)}.$$  \hspace{1cm} (A17)