The processing of saturation function in saturation control system
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Abstract. This article mainly for linear systems with actuator saturation as the research object, in order to further expand the saturated attraction domain of linear system and the estimate for the main purpose, starting from the process of saturation function, enumerates the convex hull representation and the conditions of local sectors two methods, and then get bigger attraction domain estimation. Finally, an example is given to compare the two methods.

1. Introduction
Actuator saturation phenomenon exists widely in practical engineering systems. Actuator saturation phenomenon exists widely in practical engineering systems. In recent decades, scholars in the field of control have paid extensive attention to saturated constrained control, and systematically studied various problems of global and local stability of saturated systems, and obtained considerable research results. In the study of local stability, there is some conservatism in dealing with saturation function and selecting Lyapunov function.

Compared with the global and local sector conditions, the convex hull representation is less conservative when dealing with saturated linear feedback, so a looser set of LMI[1] conditions can be obtained to ensure the invariance of ellipsoid contraction. Taking this set of inequality conditions as constraint conditions, we can establish a convex optimization problem to obtain maximum contraction invariant ellipsoids. These two methods and their applications in attractor domain estimation are described respectively. This paper focuses on a class of saturation constrained control system, namely, linear system with saturated input as shown below:

\[ \dot{x} = Ax + Bsat(Kx) \]  

Estimating the absorption domain of the control system with saturation constraint involves two aspects: the processing of saturation constraint and the selection of Lyapunov function. Next, we mainly discuss the processing of saturation[2] function.

2. Saturation Constraint Processing

2.1 Convex Hull Representation
Define a set of matrices, let \( S \) be a set of \( m \times m \) diagonal matrices, where the diagonal elements of each diagonal matrix are either 1 or 0. Take \( m = 2 \) as an example, there are

\[ S = \left\{ \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} \right\} \]
Let $S_i=I_m-S_i$, then $S_i^* \in S$. The convex hull representation is shown below.

**Lemma 1**  
Let $K$, $H \in \mathbb{R}^{m \times n}$ for each of these states $x \in L(H)$, then
\[
\text{sat}(Kx) \in \text{co}(S_iKx + S_i^*Hx : i \in I[1,2^n])
\]  
where $\text{co}\{\}$ is the convex hull formed by a set of vectors.

There exists a set of non-negative scalar functions of $\alpha_i(x)$ that satisfy $\sum_{i=1}^{n} \alpha_i(x)=1$ such that
\[
\text{sat}(Kx) = \sum_{i=1}^{n} \alpha_i(x)(S_iK + S_i^*H)
\]

Consider the quadratic Lyapunov function, for each $x \in L(H)$, there is
\[
\dot{V}(x) = 2x^TP(Ax + B\text{sat}(Kx)) = 2x^T \sum_{i=1}^{2^n} \alpha_i(x)(P(A + B(S_iK + S_i^*H)))x.
\]

**Theorem 1** [3]  
Given the positive definite matrix $P \in \mathbb{R}^{n \times n}$, if there is a matrix $H \in \mathbb{R}^{m \times n}$, that satisfies $He(P(A + BS_i,K + BD_iH)) < 0$, $i \in I[1,2^n]$, and $\Omega(P,1) \subseteq L(H)$, the ellipsoid $\Omega(P,1)$ is the contractive invariant set of the system.

For the convex hull representation, we can understand it through figure 1. Taking $m=2$ as an example, $k_j$ and $h_j$ are the $j$th row of matrix $K$ and $H$ respectively, $j = 1,2$, the shaded region in the figure represents the linear region, that is $L(H) = \{k_{ij} x \in \mathbb{R}^n: L(x) \subseteq \text{sat}(Hx)\}$

**Figure 1. Convex hull representation**

2.2 Local Sector Conditions

The local sector condition is to place the saturation function in the linear sector, so as to obtain the sector condition in the form of inequality, given a matrix $H \in \mathbb{R}^{m \times n}$, write for $L(H) = \{x \in \mathbb{R}^n: \|Hx\|_\infty \leq 1\}$

Among them, $L(H)$ is the region where $Hx$ is not saturated, which is the linear region of $\text{sat}(Hx)$.

**Lemma 2** [4]  
Let $K$, $H \in \mathbb{R}^{m \times n}$ for each state $x \in L(H)$, and any positive definite diagonal
moment \( Q \in \mathbb{R}^{m \times m} \), the following inequality is true:

\[
(Kx - \text{sat}(Kx))^T Q (\text{sat}(Kx) - Hx) \geq 0 \quad (3)
\]

![Figure 2. Geometric interpretation of local sector conditions](image)

Figure 2 shows the geometric interpretation of the local sector conditions in the case of \( m=1 \) and \( m=2 \). When the \( x \in [-x_0, x_0] \), saturated linear feedback \( \text{sat}(Kx) \) is located in sectors of lines \( F_x \) and \( K_x \). It is worth noting that inequality (2) is only valid if \( x \) is on local region \( L(H) \). If set to \( H = 0 \), the local sector condition becomes the (global) sector condition, i.e.

\[
(Kx - \text{sat}(Kx))^T Q (\text{sat}(Kx) - Kx) T \geq 0 \quad (4)
\]

The general use of local sector conditions is, the non-negative term \( (Kx - \text{sat}(Kx))^T Q (\text{sat}(Kx) - Hx) \) is added to the time derivative of Lyapunov function along the trajectory of the system to form a quadratic function of augmented state vector composed of system state and saturation function.

Consider the quadratic Lyapunov function \( V(x) = x^T P x \) and its level set ellipsoid \( \Omega(P,1) = \{ x \in \mathbb{R}^n : V(x) \leq 1 \} \), if \( \Omega(P,1) \subseteq L(H) \),

\[
\dot{V}(x) = 2 x^T P x \leq 2 x^T P (Ax + B \text{sat}(Kx)) + 2 (Kx - \text{sat}(Kx))^T Q (\text{sat}(Kx) - Hx)
\]

\[
= \eta^T \begin{bmatrix} H e(PA - K^T QH) & PB + K^T Q + H^T Q \\ * & -2Q \end{bmatrix} < 0
\]

where ellipsoid \( \Omega(P,1) \) is the systolic invariant set of the system.

According to the above analysis, theorem 2 can be obtained.

**Theorem 2** Given the positive definite matrix \( P \in \mathbb{R}^{m \times m} \), if there is a matrix \( H \in \mathbb{R}^{m \times m} \) and a positive definite diagonal matrix \( Q \in \mathbb{R}^{m \times m} \), it satisfies

\[
\begin{bmatrix} H e(PA - K^T QH) & PB + K^T Q + H^T Q \\ * & -2Q \end{bmatrix} < 0 \quad (5)
\]

and \( \Omega(P,1) \subseteq L(H) \), the ellipsoid \( \Omega(P,1) \) is the systolic invariant set of the system. In this way, ellipsoid \( \Omega(P,1) \) satisfying theorem 2 can be used as an attractor domain estimation for the system.

### 3. Model optimization

By using convex hull representation and local sector conditions to deal with saturation constraints, theorems 1 and 2 give sufficient conditions to ensure the invariance of ellipsoid[5] \( \Omega(P,1) \) contraction, so that an attractor domain estimation of the system can be obtained. In the estimation of the attractor domain, we aim to find a maximum contraction invariant ellipsoid. First, we need a standard to measure the size of ellipsoid \( \Omega(P,1) \), and let \( X_R \subset \mathbb{R}^n \) be a bounded convex set[6].
There's a positive real number $\alpha$, $\alpha X_R = \{\alpha x : x \in X_R\}$. We can get the maximum estimation of the attractive domain by maximizing $\alpha$. Take the convex hull representation as an example to construct the corresponding optimization problem:

$$\max_{\alpha \geq 0} \alpha, \quad \text{s.t.} \ (a) \alpha X_R \subseteq \Omega(P,1),$$

$$(b) He\left(P\left(A + BS_i K + BS_i^T H\right)\right) \leq 0, \quad i = 1, 2^n,$$

$$(c) E(P) \subseteq L(H).$$

By transforming the set inclusion constraints (a) and (b) into matrix inequality conditions [7], the optimization problem of the new linear matrix inequality form can be obtained:

$$\min_{Q \geq 0, Z} \gamma, \quad \text{s.t.} \ (a) \begin{bmatrix} \gamma & x_i^T \\ x_i & P^{-1} \end{bmatrix} \geq 0, \ i \in [1, p],$$

$$(b) He\left(AP^{-1} + BS_i K P^{-1} + BS_i Z\right) \leq 0, \quad i \in [1, 2^n],$$

$$(c) \begin{bmatrix} 1 & z_j \\ z_j^T & P^{-1} \end{bmatrix} \geq 0, \ j \in [1, m].$$

Similarly, according to local sector conditions, the corresponding optimization problem is constructed and the corresponding maximum shrinkage invariant ellipsoid is solved.

4. Numerical examples

Example. Consider the saturation constraint control system $\dot{x} = Ax + B_{sat}(Kx)$,

$$A = \begin{bmatrix} 0 & 2 \\ -3 & 0.4 \end{bmatrix}, \quad B = \begin{bmatrix} 1.4 & 3 \\ 0 & -0.7 \end{bmatrix}, \quad K = \begin{bmatrix} -0.4698 & -0.0770 \\ -0.8318 & 0.7640 \end{bmatrix}. $$

Let $X_R = \{x_i\}$, where $x_i = [0 \ 1]^T$, Matlab to solve the optimization problem, get

Convex hull representation: $\alpha = 7.1024$, $P = \begin{bmatrix} 0.0102 & -0.0024 \\ -0.0024 & 0.0121 \end{bmatrix}$;

Local sector conditions: $\alpha = 6.3167$, $P = \begin{bmatrix} 0.0198 & -0.0031 \\ -0.0031 & 0.0134 \end{bmatrix}$;

From the point of view of $\alpha$, using the convex hull representation to deal with the saturation constraint can obtain a larger shrinkage invariant ellipsoid than the local sector condition.

5. Summary

In this paper, several approaches to deal with saturation constraints are introduced, and their applications in attractor region estimation of saturated control systems are summarized. However, there is a big gap between the estimation of attraction field obtained by quadratic Lyapunov function and that obtained by quadratic Lyapunov function.
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