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Abstract

In the first part of this thesis, we study critical points of random polynomials. We choose two deterministic sequences of complex numbers, whose empirical measures converge to the same probability measure in complex plane. We make a sequence of polynomials whose zeros are chosen from either of sequences at random. We show that the limiting empirical measure of zeros and critical points agree for these polynomials. As a consequence we show that when we randomly perturb the zeros of a deterministic sequence of polynomials, the limiting empirical measures of zeros and critical points agree. This result can be interpreted as an extension of earlier results where randomness is reduced. Pemantle and Rivin initiated the study of critical points of random polynomials. Kabluchko proved the result considering the zeros to be i.i.d. random variables.

In the second part we deal with the spectrum of products of Ginibre matrices. Exact eigenvalue density is known for a very few matrix ensembles. For the known ones they often lead to determinantal point process. Let $X_1, X_2, \ldots, X_k$ be i.i.d Ginibre matrices of size $n \times n$ whose entries are standard complex Gaussian random variables. We derive eigenvalue density for matrices of the form $X_1^{\epsilon_1} X_2^{\epsilon_2} \ldots X_k^{\epsilon_k}$, where $\epsilon_i = \pm 1$ for $i = 1, 2, \ldots, k$. We show that the eigenvalues form a determinantal point process. The case where $k = 2, \epsilon_1 + \epsilon_2 = 0$ was derived earlier by Krishnapur. In the case where $\epsilon_i = 1$ for $i = 1, 2, \ldots, n$ was derived by Akemann and Burda. These two known cases can be obtained as special cases of our result.
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1 Introduction

The fundamental theorem of algebra states that every polynomial of degree $n$ of a single variable has, counted with multiplicity, exactly $n$ zeros (roots) in the complex plane. Abel and Galois proved that the roots of any polynomial of degree 5 or higher cannot be expressed in terms of radicals. Like in many other problems, where exact formulae are not known (or the formulae not amenable to analysis), one may study the statistics of a ‘typical’ polynomial. This is done by equipping a probability measure on the space of polynomials (or by introducing randomness within the polynomial) and choosing a random polynomial according to this measure. There are two natural ways of inducing randomness into polynomials - one by considering the characteristic polynomials of a random matrix and other by choosing the coefficients of polynomials to be random variables. Both cases are of interest. The former leads to the study of random matrices while the latter to the theory of random polynomials.

In the theory of random polynomials, the central problem is to understand the behaviour of zeros which is studied by choosing coefficients to be random variables (often independent). The study of random polynomials many times provide us with interesting phenomenon. For example, the zeros of Kac’s polynomials, which are defined as random polynomials with i.i.d. complex Gaussian random variables as coefficients, accumulate near the unit circle. Pemantle and Rivin, in [PR13], considered a sequence of polynomials whose zeros are i.i.d. complex random variables. They conjectured that the empirical measures of zeros and critical points of these polynomials agree in limit.

The first part of this thesis is inspired by Kabluchko’s proof [Kab15] to the problem of Pemantle and Rivin. Here we construct a random sequence of zeros by choosing its terms from two predefined deterministic sequences. It is shown that for the sequence of random polynomials, whose zeros are the terms of the random sequence
constructed above, the limiting empirical measures of zeros and critical points agree. This phenomenon fails in general for deterministic sequence of polynomials. Examples of deterministic sequence of polynomials where the limiting measures of zeros and critical points don't agree can be constructed. However, as a consequence of the previous result, it can be shown that if we slightly perturb the zeros of these polynomials, then the limiting measures of zeros and critical points will agree.

Hannay in [DH03] and Hanin in [Han15] observed that the critical points of random polynomials are closely paired with the zeros of the polynomials. In this setting, we study the matching distance between zeros and critical points. When the zeros of the polynomials are all i.i.d. real valued random variables, it is shown that the matching distance between zeros and critical points of these polynomials will remain bounded if the random variables have finite first moment. It is also shown that in limit the bound is exactly the first moment of these random variables.

The theory of random matrices deals with the study of eigenvalues of a random matrix. Finding exact eigenvalue density is an important problem in random matrix theory. There are only a handful matrix ensembles for which the exact eigenvalue density is known. For these ensembles, it is often true that the eigenvalues constitute an important class of point processes called determinantal point processes for which a theory and framework is already available for analysis. Of the known ensembles, very few are non-hermitian matrix ensembles. Ginibre, in [Gin65], derived the eigenvalue density for a matrix whose entries are i.i.d. complex Gaussian random variables. These matrices are called Ginibre matrices since. Krishnapur, in [Kri06] derived the eigenvalue density for $A^{-1}B$, where $A$ and $B$ are independent Ginibre matrices. Akemann and Burda in [AB12] derived the eigenvalue density for random matrices obtained as the product of independent Ginibre matrices. A generalization for these matrices is to consider product of independent matrices where each matrix or its inverse is a Ginibre matrix. In this thesis, the eigenvalue density for these matrices is derived and it is shown that they form a determinantal point process. This result generalizes all the previously mentioned results.

Studying the behaviour of real eigenvalues for real random matrices and real zeros for real random polynomials have posed different challenges (due to the lack of conventional symmetries) and simultaneously offered various insights. A different
problem on the products of i.i.d. real matrices of fixed size with i.i.d. entries was considered by Lakshminarayan in [Lak13]. He considered the case when the entries are i.i.d. real Gaussian random variables. He conjectured that the probability of the product of these matrices have all real eigenvalues, converge to 1 as the size of the product increase to infinity. He established this conjecture for the matrices of size $2 \times 2$. Forrester, in [For14], proved this conjecture for any $k \geq 1$. It is natural to believe that this phenomenon is universal and hence may hold for any matrix with i.i.d. entries. We show this in a case where the entries of these matrices are distributed according to the probability measure $\mu$ which has an atom.

1.1 Outline

We now outline the contents of this thesis briefly. This thesis broadly deals with two themes. In the first part we study the zeros and critical points of random polynomials, which is covered in Chapters 2, 3 and 4.

• In Chapter 2, a brief history of the results relating critical points and zeros of random polynomials are given. We deal with sequences of deterministic polynomials to provide explicit examples in which the limiting measures of zeros and critical points do not agree. Thereafter, a little randomness is introduced into these polynomials which ensures that the limiting measures agree. We also discuss some of their consequences.

• In Chapter 3, we prove that the limiting measure of zeros and critical points of a sequence of random polynomials agree when a little randomness is introduced. The results stated in Chapter 2 are proved.

• In Chapter 4, we consider the matching problem between zeros and critical points of random polynomials. We show that when the zeros are real and i.i.d. from a given distribution with finite first moment, then the $\ell^1$ matching distance will be finite. We also consider the spacing between the zeros and critical points of the random polynomials. In the case where zeros are i.i.d. exp($\lambda$) random variables, we show that the extremal critical point is much closer to the extremal zero of the random polynomial.
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In the second part we study the eigenvalues of certain products of random matrices. This is covered in Chapters 5 and 6.

- In Chapter 5, we derive the exact eigenvalue density for $X = X_1^{e_1} X_2^{e_2} \ldots X_n^{e_n}$, where $e_i = \pm 1$ and $X_i$ are i.i.d. complex Ginibre matrices. In other words, we derive the eigenvalue density for products of complex Ginibre matrices of fixed size in which some of them are inverted. It is also observed that they form a determinantal point process.

- In Chapter 7, we present a stronger version of the conjecture, by Lakshminarayan in [Lak13]. We prove the conjecture in a special case when the entries of the matrices are distributed according to $\mu$ which has an atom.
2 Critical points of random polynomials

2.1 Introduction

In this chapter we will investigate the distribution of the critical points in relation to the zeros of a polynomial. For a holomorphic function $f : \mathbb{C} \to \mathbb{C}$ a point $z \in \mathbb{C}$ is called a critical point of $f$ if $f'(z) = 0$.

The oldest known result relating the zeros and critical points of a polynomial is Gauss-Lucas theorem, which states that the critical points of any polynomial with complex coefficients lie inside the convex hull formed by the zeros of the polynomial.

**Theorem 2.1.1** (Gauss-Lucas; See Chapter 2, Theorem 6.1 in [Mar66]). *Let $P$ be a non-constant complex polynomial then the zeros of $P'$ are contained in the convex hull formed by the zeros of $P$.***

In general nothing more can be said. Our interest is in dealing with sequences of polynomials, usually randomness included, with increasing degrees. We consider the case in which the point cloud made from the zeros of these polynomials will converge to a probability measure in the complex plane. We want to understand the behaviour of critical points of these polynomials. We recall the definition of weak convergence.

**Definition 2.1.2.** For a sequence of probability measures, $\{\mu_n\}$ and $\mu$ on $\mathbb{C}$, we say that $\mu_n \xrightarrow{w} \mu$ weakly, if for any $f \in C_c^\infty(\mathbb{C})$, we have $\lim_{n \to \infty} \int f \, d\mu_n = \int f \, d\mu$.

The following definition formalizes the notion of point cloud converging to a probability measure. Here the point cloud being the collection of terms from a sequence of complex numbers.

**Definition 2.1.3.** We say a sequence of complex numbers $\{a_n\}_{n \geq 1}$ to be $\mu$-distributed if its empirical measures $\frac{1}{n} \sum_{k=1}^{n} \delta_{a_k}$ converge weakly to the probability measure $\mu$. 


2 Critical points of random polynomials

In the next section we study the critical points of deterministic sequence of polynomials. We show that if all the zeros are confined in regions that are well separated, then the critical points also confine to these regions. Then, in subsequent sections we discuss a few examples in which the limiting measures of zeros and of critical points do not agree. Later we give a brief overview of existing results in the literature where a sequence of random polynomials are considered. In all these cases it was shown that the limiting measures of zeros and critical points agree.

In the Section 2.3 we show the results we have obtained and discuss their consequences. In the first result we construct the zeros sequence, for each term choose the term from one of the two deterministic sequences at random. We construct a sequence of polynomials whose zeros are the terms of this sequence. We show that the limiting empirical measures of zeros and critical points of these polynomials agree. We then state the corollaries of this result, where we perturb this sequence randomly and show that the limiting measure of zeros and critical points agree. In our second result we consider a random rational function which can be used to get a generalized derivative and show that the limiting distribution of zeros and poles agree. As a corollary of this we show that if we choose a random subsequence of a deterministic sequence then the limiting measures of zeros and critical points agree. In the last section we prove the corollaries mentioned earlier. We defer the proofs of the theorems to the next chapter.

We will recall a well known proof of Gauss-Lucas theorem. If \( z_1, z_2, \ldots, z_n \) are the roots of the polynomial \( P \), then for some \( c \), \( P(z) = c(z - z_1)(z - z_2) \ldots (z - z_n) \). Define \( L(z) := \frac{P'(z)}{P(z)} = \sum_{k=1}^{n} \frac{1}{z - z_k} \). If \( z \) is a zero of \( P' \) and not equal to any of the \( z_i \)s, then \( L(z) = 0 \). Hence,

\[
\sum_{k=1}^{n} \frac{1}{z - z_k} = 0 \quad \text{or} \quad \sum_{k=1}^{n} \frac{z - \overline{z}_k}{|z - z_k|^2} = 0.
\]

Therefore if \( L(z) = 0 \), then \( z \) satisfies,

\[
z = \frac{\sum_{k=1}^{n} \frac{1}{|z - z_k|^2} z_k}{\sum_{k=1}^{n} \frac{1}{|z - z_k|^2}}.
\]

In the above equation \( z \) is expressed as a convex combination of \( z_k \)s. In the other case where \( z \) is one of the \( z_k \)s, it trivially true that \( z \) is in the convex hull formed by \( z_1, z_2, \ldots, z_n \).
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For a different proof of this theorem the reader can refer to [Mar66, Chapter-2, Theorem 6.1]. After the proof of Gauss-Lucas theorem, there have been several results concerning critical points and zeros of polynomials. Interested reader may see the references in [PR13]. Several conjectures on the same can be found in [Mar83] and [KPP+11]. A brief survey on results connecting zeros and critical points of polynomials can be found in [Sur09]. In the proof of Gauss-Lucas theorem we have defined a function \( L(z) = \sum_{k=1}^{n} \frac{1}{z-z_k} \). It is interpreted as potential at the point \( z \) due to unit charges present at points \( z_1, z_2, \ldots, z_n \). In studying critical points this potential function plays a key role. All the results in this chapter are obtained by analyzing this function.

### 2.2 Critical points of a sequence of deterministic polynomials.

Consider a sequence of deterministic polynomials. In the case where all the zeros of these polynomials are in a bounded convex set, Gauss-Lucas theorem asserts that the critical points of these polynomials lie inside the same set. In this context we state a well known related result by Walsh.

**Theorem 2.2.1** (J.L.Walsh [Wal50]). Let \( C_1, C_2 \) be disks with centres \( c_1, c_2 \) and radii \( r_1, r_2 \). Let \( P \) be a polynomial of degree \( n \) with all its zeros in \( C_1 \cup C_2 \), say \( n_1 \) zeros in \( C_1 \) and \( n_2 \) zeros in \( C_2 \). Then \( P \) has all its critical points in \( C_1 \cup C_2 \cup C_3 \), where \( C_3 \) is the disk with centre \( c_3 \) and radius \( r_3 \) given by

\[
\begin{align*}
    c_3 & = \frac{n_1 c_2 + n_2 c_1}{n}, \\
    r_3 & = \frac{n_1 r_2 + n_2 r_1}{n}.
\end{align*}
\]

Furthermore, if \( C_1, C_2 \) and \( C_3 \) are pairwise disjoint, then \( C_1 \) contains \( n_1 - 1 \) critical points, \( C_2 \) contains \( n_2 - 1 \) critical points and \( C_3 \) contains 1 critical point.

Inspired by the above theorem of Walsh, we derive the following result. Consider a sequence of polynomials whose zeros are in well separated clusters (say for example separated unit disks). Further assume that the number of zeros in these sets grow proportionately. Under these assumptions we show that in a neighbourhood of each
of these sets the number of critical points differ from the number of zeros by at most a constant number.

**Theorem 2.2.2.** Let $S_1, S_2, \ldots, S_k$ be pairwise disjoint bounded convex sets in the complex plane. Assume that $\text{diam}(S_i) \leq 1$, for $i = 1, 2, \ldots, k$ and the distance of separation between any two $S_i, S_j$, for $i \neq j$, is at least $5k$. Define the sequence of polynomials $\{P_n\}_{n \geq 1}$ as

$$P_n(z) := \prod_{j=1}^{k} \prod_{i=1}^{n} (z - z_i^{(j)}),$$

where $z_i^{(j)} \in S_j$ for $j = 1, \ldots, k$ and $i = 1, \ldots, n$. Then, for $\epsilon > \frac{3 - \sqrt{2}}{2}$ we have a constant $c(k, \epsilon)$, such that the number of zeros of $P'_n(z)$ in the $S_i^\epsilon$ is at least $n - c(k, \epsilon)$ for any $i = 1, \ldots, k$.

**Proof.** We will estimate the number of critical points of $P_n(z)$ in $S_1^\epsilon$ the $\epsilon$ neighbourhood of $S_1$. Let the diameter of the sets $S_i$ be at most $d$ for any $i \in \{1, 2, \ldots, k\}$. Assume that the separation between any two $S_i, S_j$ is at least $d_s$, where $d_s > 0$. In the course of this proof we will substitute the values $d = 1$ and $d_s = 5k$ as given in the statement of the theorem. For $\epsilon$ small enough, we know that there are $n$ zeros of $P_n(z)$ in $S_1^\epsilon$. Argument principle computes the difference between zeros and poles of a meromorphic function in a domain by evaluating a certain integral on the boundary of the domain. We will use argument principle to estimate the critical points of $P_n(z)$ in $S_1^\epsilon$. A version of argument principle is stated below.

Let $f : U \rightarrow \mathbb{C}$ be a meromorphic function on a simply connected domain $U$ and let $C$ be a rectifiable simple closed curve in $U$. Assume that $f$ does not vanish on $C$. Then

$$\frac{1}{2\pi i} \oint_C \frac{f'(z)}{f(z)} \, dz = N_Z(f, C) - N_P(f, C) \tag{2.1}$$

where $N_Z(f, C)$ and $N_P(f, C)$ are the number of zeros and poles of $f$ enclosed by the curve $C$.

Define $L_n(z) := \frac{P'_n(z)}{P_n(z)} = \sum_{j=1}^{k} \sum_{s=1}^{n} \frac{1}{z - z_i^{(j)}}$ and notice that the zeros and poles of $L_n(z)$ are zeros of $P'_n(z)$ and $P_n(z)$ respectively. We shall apply the argument principle for the function $L_n(z)$ for the boundary curve $\gamma_1^\epsilon$ obtained from $\partial S_1^\epsilon$. Assume that there are no zeros of $P'_n(z)$ on the curve $\gamma_1^\epsilon$. Hence applying the formula (2.1) to $L_n(z)$ we get,
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\[ |N_Z(L_n, \gamma_1^\epsilon) - N_P(L_n, \gamma_1^\epsilon)| = \left| \frac{1}{2\pi} \oint_{\gamma_1^\epsilon} \frac{L_n'(z)}{L_n(z)} \, dz \right| \]  
(or)

\[ |N_Z(P_n, \gamma_1^\epsilon) - n| \leq \frac{1}{2\pi} \oint_{\gamma_1^\epsilon} \left| \frac{L_n'(z)}{L_n(z)} \right| \, dz \]

For the above integrand we will give an upper bound for the numerator and a lower bound for the denominator on the curve \( \gamma_1^\epsilon \). Because \( |z - z_s^{(j)}| \geq \epsilon \) and from the triangle inequality, for \( z \) on the curve \( \gamma_1^\epsilon \) we get,

\[ |L_n'(z)| = \left| -\sum_{j=1}^{k} \sum_{s=1}^{n} \frac{1}{(z - z_s^{(j)})^2} \right| \leq \sum_{j=1}^{k} \sum_{s=1}^{n} \frac{1}{|z - z_s^{(j)}|^2} \leq \frac{kn}{\epsilon^2}. \]

Similarly for \( L_n(z) \) using triangle inequality we get,

\[ |L_n(z)| = \left| \sum_{j=1}^{k} \sum_{s=1}^{n} \frac{1}{z - z_s^{(j)}} \right| \geq \frac{n}{(d + \epsilon)^2} \left( \sum_{s=1}^{n} e^{i\theta} \frac{1}{z - z_s^{(1)}} \right) \left( \sum_{s=1}^{n} \frac{1}{z - z_s^{(1)}} \right) \]

\[ \geq \frac{ne}{(d + \epsilon)^2} \leq \frac{(k-1)n}{d - \epsilon}. \]

because \( S_1^\epsilon \) is a convex set, there is a line passing through \( z \in \partial S_1^\epsilon \) (from separating hyperplane theorem) such that all the points \( z_s^{(1)} \) lie on the same side of this line. Let \( \theta \) be the angle made by this line with real axis, then all the terms in the

\[ \sum_{s=1}^{n} \frac{e^{i\theta}}{|z - z_s^{(1)}|^2} \]

have the same sign and the absolute value of the numerators is at least \( \epsilon \) and denominators with at most \( (d + \epsilon)^2 \). Similarly

\[ \left| \sum_{j=2}^{k} \sum_{s=1}^{n} \frac{1}{z - z_s^{(j)}} \right| \leq \sum_{j=2}^{k} \sum_{s=1}^{n} \frac{1}{|z - z_s^{(j)}|}, \]

and
for $j \neq 1$ the denominator in the previous expression $|z - z^{(j)}_s|$ is at least $d_s - \epsilon$, because $|z - z^{(j)}_s| \geq d(S'_1, S_j) \geq d(S_1, S_j) - \epsilon \geq d_s - \epsilon$. For $z \in \partial S'_1$, we obtain

$$|L_n(z)| \geq \frac{n\epsilon}{(d+\epsilon)^2} - \frac{(k-1)n}{d_s-\epsilon}.$$  (2.3)

By substituting $d = 1$, for the right hand side of (2.3) to be positive, we need $d_s$ to satisfy

$$d_s > \epsilon + \frac{(k-1)(1+\epsilon)^2}{\epsilon}.$$  (2.4)

For any choice of $d_s \geq 5k - 2$ and $\epsilon \in [\frac{3-\sqrt{5}}{2}, \frac{3+\sqrt{5}}{2}]$, the inequality (2.4) is satisfied. For these choices of variables we have,

$$|N_{\mathcal{Z}}(P_n, \gamma^1_\epsilon) - n| \leq \frac{1}{2\pi} \int_{\gamma^1_1} \left| \frac{L'_n(z)}{L_n(z)} \right| |dz|,$$

$$\leq \frac{1}{2\pi} \int_{\gamma^1_1} \frac{k\epsilon}{(1+\epsilon)^2} \frac{(k-1)n}{d_s-\epsilon} |dz|,$$

$$\leq \frac{1+2\epsilon}{2\epsilon^2} \frac{k}{(1+\epsilon)^2} \frac{(k-1)n}{d_s-\epsilon} =: c(k, \epsilon, d_s).$$  (2.5)

The inequality (2.5) is obtained from the fact $p \leq \pi d$, where $p$ is the perimeter of the convex set and $d$ is the diameter of the convex set. Substituting $d_s = 5k$ we obtain that $|N_{\mathcal{Z}}(L_n, \gamma^1_1) - N_P(L_n, \gamma^1_1)| \leq c(k, \epsilon)$. By the choice of $\epsilon$, we have proved the Theorem for $\epsilon \in [\frac{3-\sqrt{5}}{2}, \frac{3+\sqrt{5}}{2}]$. For $\epsilon > \frac{3+\sqrt{5}}{2}$, $S'_\epsilon$ contains $\frac{3+\sqrt{5}}{2}$-neighbourhood of $S_1$, hence number of critical points in $S'_1$ is at least $n - c(k, \frac{3+\sqrt{5}}{2})$. Choosing $c(k, \epsilon) = c(k, \frac{3+\sqrt{5}}{2})$, the Theorem is proved for $\epsilon > \frac{3+\sqrt{5}}{2}$.  \hfill \square

**Remark 2.2.3.** In Theorem 2.2.2 we have assumed all $S_i$ have equal number of zeros of $P_n$. Instead we may assume that the number of zeros $P_n$ in $S_i$ be $c_i n$ for constants $c_1, c_2, \ldots, c_k$ and obtain a similar result. The same ideas in the above proof can be used to prove this result.

It was raised by Pemantle and Rivin whether it is true that if the limiting measure of zeros of the sequence of polynomials converging to a probability measure $\mu$, then the limiting measure of critical points also converge to $\mu$. We will see in the forthcoming example that this is indeed false. For convenience we will introduce the following
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notation. For any polynomial $P$, denote $Z(P)$ to be the multi-set of zeros of $P$ and $\mathcal{M}(P)$ to be the uniform probability measure on $Z(P)$.

Here we will construct sequence of polynomials for which the limiting measure of zeros and critical points do not agree. The most commonly quoted [PR13] sequence of polynomials in this regard is $P_n(z) = z^n - 1$. In this case the limiting zero measure is the uniform probability measure on $S^1$ and the limiting critical point measure is the Dirac measure at origin. We generalize the above stated example and construct new set of examples for which the limiting measures of zeros and critical points are different.

Example 2.2.4. Observe that if a polynomial has all zeros real, then all its critical points have to be real and are interlaced between the zeros of the polynomial. Consider the polynomial $P_n(z) = (z - a_1^n)(z - a_2^n)\ldots(z - a_k^n)$, where $a_1, a_2, \ldots, a_k$ are real numbers such that $0 < a_1 < a_2 < \cdots < a_k$. Define the sequence of polynomials to be $Q_n(z) = P_n(z^n)$, then $Q'_n(z) = nz^{n-1}P'_n(z^n)$. The zero set of $Q_n$ is

$$Z(Q_n) = \bigcup_{j=1}^{k} \bigcup_{\ell=1}^{n} \{a_j e^{2\pi i \ell/n}\}.$$  

Where as the zero set of $Q'_n$ is

$$Z(Q'_n) = \left(\bigcup_{j=1}^{k-1} \bigcup_{\ell=1}^{n} \{b_{j,n} \frac{1}{n} e^{2\pi i \ell/n}\}\right) \bigcup \{0,0,\ldots,0\},$$

where $b_{1,n}, b_{2,n}, \ldots, b_{k-1,n}$ are the zeros of the polynomial $P'_n(z)$. The probability measure $\mathcal{M}(Q'_n)$ has mass $\frac{n-1}{kn-1}$ at 0, hence its limiting measure will have mass $\frac{1}{k}$ at 0. On the other hand the probability measure $\mathcal{M}(Q_n)$ is supported on $\bigcup_{j=1}^{k} a_j S^1$. Hence the limiting measures do not agree.

Example 2.2.5. For the second class of examples choose a sequence of complex numbers all containing in a disk of radius $r$ around 0. Let the sequence be $\{a_n\}_{n \geq 1}$ and $|a_n| \leq r$. Make a sequence of polynomials using the terms of this sequence as its zeros. Define $P_n(z) = (z - a_1)(z - a_2)\ldots(z - a_n)$. Using these define the polynomials $Q_n(z) = \int_0^z P_n(w) dw + (2r + d)^{n+1}$, where $d > 0$. Notice that $Q'_n(z) = P_n(z)$. We will show that the polynomial $Q_n(z)$ does not vanish in the disk $D_r$. For this observe
\[ \min_{z \in D_r} |Q_n(z)| \geq |(2r + d)^n - \max_{z \in D_r} \int_0^z P_n(w) dw|, \]
\[ \geq |(2r + d)^{n+1} - r \max_{z \in D_r} |P_n(z)||, \]
\[ = |(2r + d)^{n+1} - r(2r)^n| > 0. \]

Therefore \( Q_n(z) \) does not vanish in the disk \( D_r \). Hence for all large \( n \) the zeros of \( Q_n(z) \) are outside the disk \( D_{2r+d} \). Assuming that \( Q_n(z) \) has a limiting zero measure, the support of the limiting zero measure of \( Q_n(z) \) is disjoint from the support of the limiting zero measure of \( P_n(z) \).

**Example 2.2.6.** We will illustrate a more concrete example based on the above technique. Choose a polynomial \( P \), whose zeros are in \( D_r \), where \( r < 1 \). Define \( Q_n(z) = P^n(z) - 1 \), then \( Q'_n = nP^{n-1}(z)P'(z) \). If \( z \) is a zero of \( Q_n(z) \), then it satisfies \( P^n(z) = 1 \), or \( |P(z)| = 1 \). Therefore the limiting zero measure of \( Q_n(z) \) is supported on the boundary of the lemniscate \( \{ z : |P(z)| \leq 1 \} \) of the polynomial \( P \). The limiting zero measure for the sequence \( \{ Q_n \}_{n \geq 1} \) exists because \( Q_n \) is the \( nk \)-th Chebyshev polynomial of the lemniscate of \( P \). Hence the limiting zero measure is the equilibrium measure for the domain \( \{ z : |P(z)| \leq 1 \} \). For a detailed discussion on the relation between Chebyshev polynomials and equilibrium measures, the reader can refer Chapter 5 in [Ran95]. On the other side, if \( z_1, z_2, \ldots, z_k \) are the roots of the polynomial \( P \), then the limiting zero distribution of \( Q'_n \) will be \( \frac{1}{k} \sum_{i=1}^k \delta_{z_i} \). Hence the limiting measures of zeros and critical points of the given sequence of polynomials do not agree.

In this context we quote the question posed by Pemantle and Rivin in [PR13].

**Question 2.2.7.** When are the zeros of \( P'_n \) stochastically similar to the zeros of \( P_n \)?

### 2.3 Critical points of random polynomials.

To tackle the Question 2.2.7, \( P_n \)'s can be considered to be random. The study of critical points of random polynomials through random zeros was initiated by Pemantle and Rivin in [PR13]. They considered a sequence of random polynomials whose zeros are i.i.d. with law \( \mu \) having finite 1-energy and proved that the empirical law of critical
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Points converge weakly to the same probability measure \( \mu \). A similar result for probability measures supporting on \( S^1 \) was proved by Subramanian [Sub12]. Kabluchko in [Kab15] proved the result without any assumption on \( \mu \).

Before stating the above mentioned results we recall the modes of convergence for random measures.

**Definition 2.3.1.** Let \( M(\mathbb{C}) \) be the set of probability measures on the complex plane, equipped with weak topology. Let \( \{\mu_n\}_{n \geq 1} \) be a sequence in \( M(\mathbb{C}) \) and \( \mu \in M(\mathbb{C}) \) we say,

- \( \mu_n \overset{w}{\to} \mu \) in probability if \( \lim_{n \to \infty} \Pr(\mu_n \in N_\mu) = 1 \) for any neighbourhood \( N_\mu \) of \( \mu \),

- \( \mu_n \overset{w}{\to} \mu \) almost surely if \( \Pr(\lim_{n \to \infty} \mu_n \in N_\mu) = 1 \) for any neighbourhood \( N_\mu \) of \( \mu \).

We now give precise statements of the results in [Kab15] and [PR13].

**Definition 2.3.2.** Define the \( p \)-energy of \( \mu \) to be

\[
E_p(\mu) := \left( \int \int |z - w|^p \, d\mu(z) \, d\mu(w) \right)^{1/p}
\]

**Theorem 2.3.3** (Pemantle-Rivin [PR13]). Let \( X_1, X_2, \ldots \) be a sequence of i.i.d random variables from the probability measure \( \mu \). Assume that \( \mu \) has finite 1-energy. Let \( P_n(z) = (z - X_1)(z - X_2) \ldots (z - X_n) \), then the critical points measure \( M(P_n') \overset{w}{\to} \mu \) almost surely.

One limitation of the above result is that it is not applicable to probability measures that are supported on 1-dimensional subsets of the complex plane. But the result can be easily verified for probability measures supported on real line. By Rolle’s theorem the critical points are interlaced between the roots of the polynomial. Hence the Lévy distance between the zeros measure \( M(P_n) \) and critical points measure \( M(P_n') \) is at most \( \frac{1}{n} \). On the other side the zeros measure \( M(P_n) \) has a limiting measure \( \mu \) which is the probability measure from which the random variables are drawn. Combining the previous two observations the result follows. Pemantle and Rivin in [PR13] conjectured that the statement of Theorem 2.3.3 is true without any assumptions on \( \mu \).
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Conjecture (Pemantle-Rivin [PR13]). Let $X_1, X_2, \ldots$ be i.i.d. random variables distributed according to a probability measure $\mu$ and $P_n(z) := (z - X_1)(z - X_2) \cdots (z - X_n)$. Then $\mathcal{M}(P_n') \xrightarrow{w} \mu$ almost surely.

Kabluchko proved the conjecture of Pemantle and Rivin in a weak form.

Theorem 2.3.4 (Kabluchko [Kab15]). Let $X_1, X_2, \ldots$ be i.i.d. random variables distributed according to a probability measure $\mu$ and $P_n(z) := (z - X_1)(z - X_2) \cdots (z - X_n)$. Then $\mathcal{M}(P_n') \xrightarrow{w} \mu$ in probability.

Further results concerning critical points and zeros of random polynomials are discussed below. In [CNTY14] the authors (Pak-Leong Cheung, Tuen Wai Ng, Jonathan Tsai and SCP Yam) prove that the empirical law of zeros of the higher derivatives for the polynomial whose zeros are i.i.d. with law $\mu$ supported in $S^1$ converge to the same probability measure $\mu$. In [CNTY14] the authors also obtain similar results for the zeros of generalized derivatives of polynomials. Similar results for critical points of characteristic polynomials of random matrix ensembles (Haar distributed on $O(n)$, $SO(n)$, $U(n)$, $Sp(n)$) are proved in [O'R14] by O'Rourke.

In this section we will present two results concerning the zeros and critical points of the sequence of random polynomials. In the previous section we have seen examples of polynomials for which the limiting empirical distribution of zeros and critical points do not agree. Where as if the zeros of the polynomial are chosen to be i.i.d. random variables, then the statement holds [Kab15]. These results bridge the gap between the two scenarios, i.e., we reduce the randomness in choosing the zeros and show that the statement holds. In Theorem 2.3.7 we will start with two sequences of complex numbers which are asymptotically distributed according to a same probability measure. We also assume that the two sequences are sufficiently different (precise conditions are stated in the theorem). Then we construct a sequence of random numbers, whose terms are chosen independently at random from the corresponding terms of either of the sequences. If we make a sequence of polynomials whose zeros are the terms of the obtained random sequence, then the limiting measure of the critical points of this sequence of polynomials will agree with that of the limiting measure of the sequences we started with.
We prove the result for a specific class of sequences which we call as log-Cesáro-bounded which is defined as follows.

**Definition 2.3.5.** We say a sequence of complex numbers \( \{a_n\}_{n \geq 1} \) to be log-Cesáro-bounded if the Cesáro means of the positive part of their logarithms are bounded i.e., the sequence \( \frac{1}{n} \sum_{k=1}^{n} \log_+ |a_k| \) is bounded.

**Example 2.3.6.** Any bounded sequence is a log-Cesáro bounded.

**Theorem 2.3.7.** Let \( \{a_k\}_{k \geq 1} \) and \( \{b_k\}_{k \geq 1} \) be two \( \mu \)-distributed and log-Cesáro bounded sequences of complex numbers. Additionally assume that, \( a_k \neq b_k \) for infinitely many \( k \). Define the sequence of independent random variables \( \xi_k \) such that \( \xi_k = a_k \) or \( b_k \) with equal probability, for \( k \geq 1 \). Define the polynomials \( P_n(z) := (z - \xi_1)(z - \xi_2) \ldots (z - \xi_n) \). Then, \( M(P_n) \xrightarrow{w} \mu \) almost surely and \( M(P'_n) \xrightarrow{w} \mu \) in probability.

For the assertion of the above theorem to hold, it is necessary to assume that the two sequences differ in infinitely many terms. Suppose not, we may choose one of the sequence to be a sequence for which the assertion of the theorem doesn't hold. Since both the sequences differ only in finitely many terms, the resulting sequence will be same as that of the sequence for which the assertion doesn't hold, with non zero probability. Hence with positive probability the statement of the Theorem 2.3.7 doesn't hold. The log-Cesáro boundedness on the sequences is assumed to enable the proof. We don't have any strong reason for either of the cases whether it is necessary or not.

The Theorem 2.3.7 can be used to obtain corollaries of the following form. Choose a deterministic sequence which is \( \mu \)-distributed and perturb each of its term by a random variable with diminishing variances. It can be obtained that the empirical measure of the critical points of the polynomial, made from the perturbed sequence also converge to the same limiting probability measure \( \mu \).

**Corollary 2.3.8.** Let \( \{u_n\}_{n \geq 1} \) be a \( \mu \)-distributed sequence and log-Cesáro bounded sequence. Let \( \{v_n\}_{n \geq 1} \) be the sequence such that \( v_n = u_n + \sigma_n X_n \), where \( X_n \)s are i.i.d random variables satisfying \( X_n \overset{d}{=} -X_n \), \( \mathbb{E}[|X_n|] < \infty \) and \( \sigma_n \downarrow 0 \), \( \sigma_n \neq 0 \). Define the polynomial \( P_n(z) := (z - v_1)(z - v_2) \ldots (z - v_n) \). Then, \( M(P_n) \xrightarrow{w} \mu \) almost surely and \( M(P'_n) \xrightarrow{w} \mu \) in probability.
Remark 2.3.9. In Corollary 2.3.8, we may choose the random variables $X_n$s to have complex Gaussian distribution or uniform distribution on unit disk centred at 0. In the case of complex Gaussian distributed random variables we get the result for unbounded perturbations and in the case of uniformly distributed random variables the perturbations are bounded.

It is an easy fact (Page 15 in [HKPV09]) that if $\{X_n\}_{n \geq 1}$ is a sequence of i.i.d random variables that are not identically 0 such that $E[log_+ |X_1|] < \infty$, then $\lim\sup_{n \to \infty} |X_n|^{1/n} = 1$. A special case of Theorem 2.3.4 can be obtained as a corollary of the Theorem 2.3.7. The special case being the one in which the probability measure $\mu$ in consideration has bounded log$_+$-moment.

Corollary 2.3.10. Let $\mu$ be any probability measure on $\mathbb{C}$ satisfying $\int_{\mathbb{C}} log_+ |z| d\mu(z) < \infty$. Let $X_1, X_2, \ldots, X_n$ be i.i.d random variables distributed according to $\mu$. Define the polynomials $P_n(z) := (z - X_1)(z - X_2) \ldots (z - X_n)$. Then, $\check{M}(P_n) \overset{w}{\to} \mu$ almost surely and $\check{M}(P'_n) \overset{w}{\to} \mu$ in probability.

Let $\{u_n\}_{n \geq 1}$ be $\mu$-distributed sequence and $\{v_n\}_{n \geq 1}$ be $\nu$-distributed sequence and both are log-Cesáro bounded. We replace the terms in the first sequence each with probability $p > 0$. Let the random sequence be $\{\xi_n\}_{n \geq 1}$, define $P_n(z) = (z - \xi_1)(z - \xi_2) \ldots (z - \xi_n)$. Then, the limiting empirical measures of zeros and critical points of the polynomial $P_n$ will agree. We state this as the following proposition.

Proposition 2.3.11. Let $\{u_k\}_{k \geq 1}$ be a $\mu$-distributed sequence of complex numbers and $\{v_k\}_{k \geq 1}$ be a $\nu$-distributed sequence of complex numbers. Assume that both the sequences $\{u_k\}_{k \geq 1}$ and $\{v_k\}_{k \geq 1}$ are log-Cesáro bounded and $u_k \neq v_k$ for infinitely many $k$. For $i \geq 1$ define the sequence of independent random variables to be $\xi_i = u_i$ with probability $p$ and $\xi_i = v_i$ with probability $1 - p$, where $0 < p < 1$. Define the polynomials $P_n(z) := (z - \xi_1)(z - \xi_2) \ldots (z - \xi_n)$. Then, $\check{M}(P_n) \overset{w}{\to} p\mu + (1 - p)\nu$ almost surely and $\check{M}(P'_n) \overset{w}{\to} p\mu + (1 - p)\nu$ in probability.

We have seen examples of sequence of polynomials for which the limiting measure of zeros and critical points do not agree. Consider the case of the sequence of polynomials whose $n$-th term is $P_n(z) = z^n - 1$. We have seen that the limiting measure
of zeros is the uniform probability measure on \( S^1 \) and that of critical points is dirac measure at 0. The zeros of \( P_n \) are the \( n \)-th roots of unity. The zeros are symmetrical and balanced in many respects. Removing any of these zeros can disturb this symmetry and be considered as a perturbation asymptotically. Define the sequence to be \( \{Q_n\}_{n \geq 1} \), where
\[
Q_n(z) = \frac{P_{n+1}(z)}{z-1} = z^n + z^{n-1} + \cdots + 1.
\]

It will be shown that the limiting zero measure of the sequence \( \{Q_n\}_{n \geq 1} \) is the uniform probability measure on \( S^1 \). The derivative of these polynomials is
\[
Q_n'(z) = nz^n - (n+1)z^{n-1} + \cdots + 1 = \frac{nz^{n+1} - (n+1)z^n + 1}{(z-1)^2}.
\]

We will show that the limiting zero measure of \((z-1)^2Q_n'(z) = nz^n + 1 - (n+1)z^n + 1\) is the uniform probability measure on \( S^1 \) which in turn gives the limiting zero measure for \( Q_n' \). Fix any \( r > 1 \), there is \( N_r \) such that whenever \( n > N_r \), for \( |z| \geq r \) we have,
\[
|nz^n + 1 - (n+1)z^n + 1| \geq |nz^n + 1| > 0.
\]

Similarly fix any \( r < 1 \), there is \( N_r \) such that whenever \( n > N_r \), for \( |z| \leq r \) we have,
\[
|nz^n + 1 - (n+1)z^n + 1| = |z|^n + 1 \geq |z|^n + 1 - (n+1)|z|^n > 0.
\]

Hence the limiting zero measure of the sequence \( \{Q_n'\}_{n \geq 1} \) is supported on \( S^1 \). If we show that asymptotically the angular distribution of the zeros of \( Q_n' \) is uniform on \([0, 2\pi)\), then it follows that the limiting zero measure of the sequence \( \{Q_n'\}_{n \geq 1} \) is the uniform probability measure on \( S^1 \). To show this we use a bound of Erdös-Turan for the discrepancy between a probability measure and uniform measure on \( S^1 \). We will sate the inequality in the case where the two measures are counting probability measure zeros of polynomial and uniform probability measure on \( S^1 \).

**Theorem 2.3.12** (Erdös-Turan [ET50]). Let \( \{a_k\}_{0 \leq k \leq N} \) be a sequence of complex numbers such that \( a_0a_N \neq 0 \) and let,
\[
P(z) = \sum_{k=0}^{N} a_k z^k.
\]

Then,
\[
\left| \frac{1}{N} \nu_N(\theta, \phi) - \frac{\phi - \theta}{2\pi} \right|^2 \leq C \frac{\log \left| \sum_{k=0}^{N} |a_k| \right|}{\sqrt{|a_0a_N|}},
\]
for some constant $C$ and $\nu_N(\theta, \phi) := \#\{z_k : \theta \leq \arg(z_k) < \phi\}$, where $z_1, z_2, \ldots, z_N$ are zeros of $P(z)$.

Applying the above inequality for the polynomial $(z - 1)^2 Q'_n(z)$, we get

$$\left| \frac{1}{n} \nu_n(\theta, \phi) - \frac{\phi - \theta}{2\pi} \right|^2 \leq \frac{C}{n} \log \left( \frac{2n^2 + 2}{n} \right) \xrightarrow{n \to \infty} 0.$$ 

Therefore the limiting zero measure of $Q'_n$ is uniform probability measure on $S^1$ which agrees with the limiting zero measure of $Q_n$. As an application of the forthcoming theorem we will see that if we choose random subsequence from a $\mu$-distributed sequence, then the limiting distribution of zeros and critical points agree for the polynomials made from this random sequence.

The next result (Theorem 2.3.13) deals with counting the zeros and pole of a random rational function. The random rational function is defined as $L_n(z) = \sum_{k=1}^{n} \frac{a_k}{z - z_k}$. In a special case where $\sum_{k=1}^{n} a_k = n$ and $a_k > 0$ for every $k = 1, 2, \ldots, n$, it is called generalized Sz.-Nagy derivative. For a classical derivative all $a_k$'s are equal to 1. It is mentioned in [RS02] that the motivation in studying generalized derivative is that many of the results for classical derivatives extend to the generalized derivatives.

**Theorem 2.3.13.** Let $a_1, a_2, \ldots$ be i.i.d. random variables satisfying $\mathbb{E}[|a_1|] < \infty$. Let $\{z_n\}_{n \geq 1}$ be a sequence satisfying that for Lebesgue a.e. $z \in \mathbb{C}$ there exists a compact set $K_z$ with $d(z, K_z) > 0$ such that there are infinitely many $z_k$'s in $K_z$, and there is a point $\omega$ that is not a limit point of $z_n$'s. Define $L_n(z) := \frac{a_1}{z - z_1} + \frac{a_2}{z - z_2} + \cdots + \frac{a_n}{z - z_n}$. Then $\frac{1}{n} \Delta \log(|L_n(z)|) \to 0$ in probability, in the sense of distributions.

In the statement of the above theorem, there is a mention of the sequence $\{z_n\}_{n \geq 1}$ satisfying that for Lebesgue a.e. $z \in \mathbb{C}$ there exists a compact set $K_z$ with $d(z, K_z) > 0$ such that there are infinitely many $z_k$'s in $K_z$, and there is a point $\omega$ that is not a limit point of $z_n$'s. Several classes of sequences satisfy this condition. For example any bounded sequence or any sequence that is not dense and $\mu$-distributed for appropriate $\mu$ satisfies this condition.

**Remark 2.3.14.** In Theorem 2.3.13, let $L_n(z) = \frac{Q_n(z)}{P_n(z)}$. Where $Q_n(z)$ is defined to be the generalized derivative of the polynomial $P_n$. Then Theorem 2.3.13 asserts that
\[ \frac{1}{n} \Delta \log |L_n(z)| \to 0, \] which in turn imply that \( \mathcal{M}(Q_n) - \mathcal{M}(P_n) \to 0 \) in the sense of distributions. If we assume that the sequence \( \{z_k\}_{k \geq 1} \) is \( \mu \)-distributed then it follows that the limiting measure of critical points converge to \( \mu \).

As an application of previous Theorem 2.3.7 we choose a \( \mu \)-distributed deterministic sequence and perturb it randomly and show that the empirical distribution of critical points is also \( \mu \). Instead here we choose a random subsequence of a \( \mu \)-distributed sequence and show that the corresponding result holds. We state this result as the following corollary.

**Corollary 2.3.15.** Let \( \{z_n\}_{n \geq 1} \) be a \( \mu \)-distributed sequence that is not dense in \( \mathbb{C} \), for a \( \mu \) which is not supported on the whole complex plane. Choose a subsequence \( \{z_{n_k}\}_{k \geq 1} \) at random that is, each of \( z_n \) is part of subsequence with probability \( p < 1 \) independent of others. Define the polynomials \( P_k(z) := (z - z_{n_1})(z - z_{n_2}) \cdots (z - z_{n_k}) \). Then, \( \mathcal{M}(P_k) \xrightarrow{w} \mu \) almost surely and \( \mathcal{M}(P'_k) \xrightarrow{w} \mu \) in probability.

### 2.4 Proofs of corollaries and Proposition 2.3.11.

In Corollary 2.3.8 we deal with perturbations of a \( \mu \)-distributed sequence. We expect that the perturbed sequence will also have the same limiting probability measure as of the original sequence. It is formally stated and proved in the following lemma.

**Lemma 2.4.1.** Let \( \{a_n\}_{n \geq 1} \) be a \( \mu \)-distributed sequence, \( \sigma_n \downarrow 0 \) and \( X_1, X_2, \ldots \) are i.i.d. random variables. Then, \( \{a_n + \sigma_n X_n\}_{n \geq 1} \) is a \( \mu \)-distributed sequence almost surely.

**Proof.** It is enough to show that for any \( f \in C_\infty^\infty(\mathbb{C}) \),

\[
\frac{1}{n} \sum_{k=1}^{n} \left( f(a_k) - f(a_k + \sigma_k X_k) \right) \to 0,
\]
almost surely. Fix \( \epsilon > 0 \), choose \( M \) such that \( \Pr(|X_n| > M) < \epsilon \). Then,

\[
\frac{1}{n} \left| \sum_{k=0}^{n} (f(a_k) - f(a_k + \sigma_k X_k)) \right| \leq \frac{1}{n} \sum_{k=1}^{n} |(f(a_k) - f(a_k + \sigma_k X_k)) 1_{|X_k| > M}| \\
+ \frac{1}{n} \sum_{k=1}^{n} |(f(a_k) - f(a_k + \sigma_k X_k)) 1_{|X_k| \leq M}|,
\]

\[
\leq \frac{2||f||_{\infty}}{n} \sum_{k=1}^{n} 1_{|X_k| > M} + \frac{1}{n} \sum_{k=1}^{n} |\sigma_k X_k||f'||_{\infty},
\]

\[
\leq \frac{2||f||_{\infty}}{n} \sum_{k=1}^{n} 1_{|X_k| > M} + M||f'||_{\infty} \sum_{k=1}^{n} \sigma_k.
\]

Using law of large numbers and \( \sigma_n \downarrow 0 \) in the above equation 2.4 we have

\[
\lim_{n \to \infty} \frac{1}{n} \left| \sum_{k=0}^{n} (f(a_k) - f(a_k + \sigma_k X_k)) \right| \leq 2||f||_{\infty} \epsilon.
\]

Because \( \epsilon > 0 \) is arbitrary, we get \( \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} (f(a_k) - f(a_k + \sigma_k X_k)) = 0. \)

The main idea in proving the corollaries is that we condition the random sequences suitably, so that the resulting sequences satisfy the hypothesis of the Theorem 2.3.7 and then apply to obtain the result. More formally, say we condition the sequence on the event \( E \). Assume the conditioned sequence can be realized as a random sequence which satisfies the hypothesis of Theorem 2.3.7. Let \( \nu_n^E \) be the empirical measure of the critical points of the degree-\( n \) polynomial formed by conditioned sequence. Fix \( \epsilon > 0 \), then

\[
\Pr\{d(\nu_n, \mu) > \epsilon\} = \mathbb{E}\left[ 1\{d(\nu_n, \mu) > \epsilon\} \right],
\]

\[
= \mathbb{E}\left[ \mathbb{E}\left[ 1\{d(\nu_n, \mu) > \epsilon\} \mid E \right] \right],
\]

\[
= \mathbb{E}\left[ 1\{d(\nu_n^E, \mu) > \epsilon\} \right].
\]

But from the assumption made above, for every \( \epsilon > 0 \) we have,

\[
\mathbb{E}\left[ 1\{d(\nu_n^E, \mu) > \epsilon\} \right] = \Pr\{d(\nu_n^E, \nu) > \epsilon\} \xrightarrow{n \to \infty} 0.
\]

Applying the dominated convergence theorem to (2.6) it follows that, for every \( \epsilon > 0 \)

\[
\Pr\{d(\nu_n, \mu) > \epsilon\} \xrightarrow{n \to \infty} 0.
\]
Therefore it is justified that to show the convergence of probability measures, it is enough to show the convergence of conditioned probability measures almost surely.

To invoke the hypothesis of the Theorem 2.3.7 we need to show that the perturbed sequence is also log-Cesàro bounded. It will be proved in the following lemma.

We will use the following inequalities, whenever required.

\[
\log_+ |ab| \leq \log_+ |a| + \log_+ |b| \tag{2.7}
\]
\[
\log_- |ab| \leq \log_- |a| + \log_- |b| \tag{2.8}
\]
\[
\log_+ |a_1 + a_2 + \cdots + a_n| \leq \log_+ |a_1| + \log_+ |a_2| + \cdots + \log_+ |a_n| + \log(n) \tag{2.9}
\]

**Remark 2.4.2.** The inequality (2.9) is obtained by using the inequalities \(|a_1 + \cdots + a_n| \leq |a_1| + \cdots + |a_n| \leq n \max_{i \leq n} |a_i|\) and \(\log_+ (\max_{i \leq n} |a_i|) \leq \log_+ |a_1| + \cdots + \log_+ |a_n|\).

**Lemma 2.4.3.** Let \(\{a_n\}_{n \geq 1}\) be a sequence that is log-Cesàro bounded and \(\{b_n\}_{n \geq 1}\) be a sequence such that \(b_n = a_n + \sigma_n X_n, \sigma_n \downarrow 0\) and \(X_1, X_2, \ldots\) are i.i.d. random variables with \(\mathbb{E}[\log_+ |X_1|] < \infty\). Then the sequence \(\{b_n\}_{n \geq 1}\) is also log-Cesàro bounded.

**Proof.**

\[
\frac{1}{n} \sum_{k=1}^{n} \log_+ |b_k| \leq \frac{1}{n} \sum_{k=1}^{n} (\log_+ (|a_k| + |a_k - b_k|)),
\]
\[
\leq \frac{1}{n} \sum_{k=1}^{n} \log_+ |a_k| + \frac{1}{n} \sum_{k=1}^{n} \log_+ |\sigma_k X_k| + \log(2)
\]
\[
\leq \frac{1}{n} \sum_{k=1}^{n} \log_+ |a_k| + \frac{1}{n} \sum_{k=1}^{n} \log_+ |\sigma_k| + \frac{1}{n} \sum_{k=1}^{n} \log_+ |X_k| + \log(2) \tag{2.10}
\]

The sequence \(\sum_{k=1}^{n} \log_+ |\sigma_k|_{n \geq 1}\) goes to 0, because \(\lim_{n \to \infty} \sigma_n = 0\). Using law of large numbers and the fact that \(\mathbb{E}[\log_+ |X_1|] < \infty\), the sequence \(\sum_{k=1}^{n} \log_+ |X_k|_{n \geq 1}\) is bounded almost surely. Combining (2.10) and the above facts we get that the sequence \(\frac{1}{n} \sum_{k=1}^{n} \log_+ |b_k|\) is bounded. This completes the proof. \(\square\)

**Proof of Corollary 2.3.8.** Fix \(r_n\) and \(\theta_n\) for \(n \geq 1\). Choose \(E = \{w : X_n(w) = \pm r_n e^{i\theta_n}\} \) for \(n \geq 1\). Because \(X_n\)’s are symmetric random variables, the \(n\)th term of the resulting sequence will be \(u_n + \sigma_n r_n e^{i\theta_n}\) or \(u_n - \sigma_n r_n e^{i\theta_n}\) with equal probability independent of other terms. Choose \(a_n = u_n + \sigma_n r_n e^{i\theta_n}\) and \(b_n = u_n - \sigma_n r_n e^{i\theta_n}\). We need to show that almost surely the sequences \(\{a_n\}_{n \geq 1}\) and \(\{b_n\}_{n \geq 1}\) satisfy the hypotheses of the
Theorem 2.3.7. It follows from Lemmas 2.4.1 and 2.4.3 the sequences \(\{a_n\}_{n \geq 1}\) and \(\{b_n\}_{n \geq 1}\) are \(\mu\)-distributed and log-Cesáro bounded almost surely. 

**Proof of Corollary 2.3.10.** If \(\mu\) is a degenerate probability measure then the result is trivial to verify. If \(\mu\) is not deterministic then choose two independent sequences of random numbers \(\{a_n\}_{n \geq 1}\) and \(\{b_n\}_{n \geq 1}\), where \(a_n\)s and \(b_n\)s are i.i.d random numbers obtained from measure \(\mu\). Choose \(X_n = a_n\) or \(b_n\) with equal probability independent of other terms, then \(\{X_n\}_{n \geq 1}\) is a sequence of i.i.d random variables distributed according to probability measure \(\mu\). Using the hypothesis \(\int_{\mathbb{C}} \log(1 + |z|) d\mu(z) < \infty\) and applying law of large numbers for the random variables \(\{\log(1 + |X_n|)\}_{n \geq 1}\), we get that the sequences \(\{a_n\}_{n \geq 1}\) and \(\{b_n\}_{n \geq 1}\) are log-Cesáro bounded almost surely. Therefore the constructed sequences satisfy the hypothesis of the Theorem 2.3.7. 

Before proving Proposition 2.3.11 we will prove the following lemma which give the limiting empirical measure of random sequence whose terms are drawn from either of two deterministic sequences.

**Lemma 2.4.4.** Let \(\{a_k\}_{k \geq 1}\) and \(\{b_k\}_{k \geq 1}\) be two sequences which are \(\mu\) and \(\nu\) distributed respectively. Define a random sequence \(\{\xi_k\}_{k \geq 1}\), where \(\xi_k = a_k\) with probability \(p\) and \(\xi_k = b_k\) with probability \(1 - p\). Then \(\mu_n = \frac{1}{n} \sum_{k=1}^{n} \delta_{\xi_k}\) weakly converge to \(\lambda = p\mu + (1 - p)\nu\) almost surely.

**Proof.** It is enough to show that for any open set \(U \subset \mathbb{C}\), \(\frac{1}{n} \sum_{k=1}^{n} \mathbb{1}_{\{\xi_k \in U\}}\) converge to \(\lambda(U)\) almost surely. But from a version of law of large numbers we know that if \(X_1, X_2, \ldots\) are independent random variables (not necessarily identical), then

\[
\frac{1}{n} \sum_{k=1}^{n} (X_k - \mathbb{E}[X_k]) \xrightarrow{a.s.} 0
\]

provided that \(\sum_{k=1}^{\infty} \frac{1}{k^2} \text{Var}(X_k) < \infty\). Applying this to the random variables \(\mathbb{1}_{\{\xi_k \in U\}}\) we get that \(\frac{1}{n} \sum_{k=1}^{n} \mathbb{1}_{\{\xi_k \in U\}}\) converge to \(\lambda(U)\) almost surely.

**Proof of Proposition 2.3.11.** For \(i \geq 1\) choose a sequence of independent random variables to be \(a_k\) which assumes values \(u_k\) with probability \(p\) and \(v_k\) with probability \(1 - p\).
2.4 Proofs of corollaries and Proposition 2.3.11.

1 – \( p \). Independent of this sequence choose another sequence of independent random variables whose terms are \( b_k = u_k \) with probability \( p \) and \( v_k \) with probability \( 1 – p \). The terms of the sequences \( \{a_n\}_{n \geq 1} \) and \( \{b_n\}_{n \geq 1} \) satisfy,

\[
\log_+ |a_n| \leq \log_+ |u_n| + \log_+ |v_n|,
\]

\[
\log_+ |b_n| \leq \log_+ |u_n| + \log_+ |v_n|.
\]

Because the sequences \( \{u_n\}_{n \geq 1} \) and \( \{v_n\}_{n \geq 1} \) are log-Cesáro bounded, it follows from above inequalities, the sequences \( \{a_n\}_{n \geq 1} \) and \( \{b_n\}_{n \geq 1} \) are also log-Cesáro bounded.

Therefore, from the above arguments and Lemma 2.4.4 the sequences \( \{a_n\}_{n \geq 1} \) and \( \{b_n\}_{n \geq 1} \) satisfy the hypothesis of the Theorem 2.3.7 almost surely. Hence the corollary is proved.

\[\square\]

**Proof of Corollary 2.3.15.** Choose \( a_1, a_2, \ldots \) be i.i.d Bernoulli(\( p \)) random variables. Let \( \{k_n\}_{n \geq 1} \) be a random sequence such that \( a_{k_n} = 1 \) and \( a_{\ell} = 0 \) whenever \( \ell \notin \{k_1, k_2, \ldots\} \). Define \( L^{(1)}_n(z) = L_{k_n}(z) = \frac{P_n'(z)}{P_n(z)} \). It is enough to show that \( \frac{1}{n} \Delta \log |L_{k_n}(z)| \to 0 \) in probability. The sequences \( \{a_n\}_{n \geq 1} \) and \( \{z_n\}_{n \geq 1} \) satisfy the hypothesis of the Theorem 2.3.13. Therefore \( \frac{1}{n} \Delta \log |L_n(z)| \to 0 \) in probability. Because \( \{L^{(1)}_{k_n}(z)\}_{n \geq 1} \) is a subsequence of \( \{L_n(z)\}_{n \geq 1} \) it follows that \( \frac{1}{k_n} \Delta \log |L^{(1)}_{k_n}(z)| \to 0 \) in probability. Because \( k_n \) is a negative binomial random variable with parameters \( (n, p) \), we have \( \frac{k_n}{n} \to p \) almost surely. Therefore, \( \frac{1}{n} \Delta \log |L^{(1)}_{k_n}(z)| \to 0 \) in probability.

\[\square\]

In the next chapter we provide proofs for both the Theorems 2.3.7 and 2.3.13.
3 Proofs of Theorems 2.3.7 and 2.3.13.

3.1 Outline of proofs.

The proofs here are adapted from the proof of Kabluchko’s theorem as presented in [Kab15]. The proofs involve in analysing the function $L_n(z)$. In case of Theorem 2.3.7 define $L_n(z) = \frac{P'_n(z)}{P_n(z)} = \sum_{k=1}^{n} \frac{1}{z-\xi_k}$. We shall prove the theorems by showing that the hypotheses of the Theorems 2.3.7 and 2.3.13 imply the following three statements.

For Lebesgue a.e. $z \in \mathbb{C}$ and for every $\epsilon > 0$, $\lim_{n \to \infty} \Pr \left( \frac{1}{n} \log |L_n(z)| > \epsilon \right) = 0$. (A1)

For Lebesgue a.e. $z \in \mathbb{C}$ and for every $\epsilon > 0$, $\lim_{n \to \infty} \Pr \left( \frac{1}{n} \log |L_n(z)| < -\epsilon \right) = 0$. (A2)

For any $r > 0$, the sequence $\left\{ \frac{1}{n^2} \log^2 |L_n(z)| \right\}_{n \geq 1}$ is tight. (A3)

Statements (A1) and (A2) assert that $\frac{1}{n} \log |L_n(z)|$ converge to 0 in probability. Statement (A3) assert that the sequence $\left\{ \int_{D_r} \frac{1}{n^2} \log^2 |L_n(z)| \right\}_{n \geq 1}$ is tight. A lemma of Tao and Vu links the above two facts to yield that $\left\{ \int_{D_r} \frac{1}{n^2} \log^2 |L_n(z)| \right\}_{n \geq 1}$ converge to 0 in probability. We state this lemma below.

**Lemma 3.1.1** (Lemma 3.1 in [TV10]). Let $(X, \mathcal{A}, \nu)$ be a finite measure space and $f_n : X \to \mathbb{R}, n \geq 1$ random functions which are defined over a probability space $(\Omega, \mathcal{B}, \mathbb{P})$ and are jointly measurable with respect to $\mathcal{A} \otimes \mathcal{B}$. Assume that:

1. For $\nu$-a.e. $x \in X$ we have $f_n(x) \to 0$ in probability, as $n \to \infty$.

2. For some $\delta > 0$, the sequence $\int_X |f_n(x)|^{1+\delta} \, d\nu(x)$ is tight.

Then, $\int_X f_n(x) \, d\nu(x)$ converge in probability to 0.
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Thus it follows from the above assertions (A1), (A2), (A3) and Lemma 3.1.1, that \( \int_{D_r} \frac{1}{n} \log|L_n(z)| dm(z) \to 0 \) in probability for any \( r > 0 \). Choose any \( f \in C^\infty_c(C) \), assume that \( \text{support}(f) \subseteq D_r \) and define \( f_n(z) = \frac{1}{n} \{ \log|L_n(z)| \} \Delta f(z) \). Because \( f \) is a bounded function and \( \frac{1}{n} \log|L_n(z)| \) satisfy the hypothesis of Lemma 3.1.1, the functions \( f_n \) also satisfy the hypothesis of Lemma 3.1.1. Therefore we get that \( \int_{D_r} f_n(z) dm(z) \to 0 \) in probability. Applying Green’s theorem twice we have the identity,

\[
\int_{D_r} f(z) \Delta \frac{1}{n} \log|L_n(z)| = \int_{D_r} \frac{1}{n} \log|L_n(z)| \Delta f(z) dm(z).
\]

The left hand side of the above integral is defined in the sense of distributions. Therefore it follows that \( \int_{D_r} f(z) \frac{1}{n} \Delta \log|L_n(z)| \to 0 \) in probability. This suffices for Theorem 2.3.13. We complete the proof of Theorem 2.3.7 by the following arguments. In the sense of distributions we have

\[
\int_{D_r} f(z) \frac{1}{n} \Delta \log|L_n(z)| = \frac{1}{n} \sum_{k=1}^{n} f(\xi_k) - \frac{1}{n} \sum_{k=1}^{n-1} f(\eta_k^{(n)}) \quad (3.1)
\]

From Lemma 2.4.4 it follows that the sequence \( \{\xi_n\}_{n \geq 1} \) is \( \mu \)-distributed. Hence \( \frac{1}{n} \sum_{k=1}^{n} f(\xi_k) \to \int f(z) d\mu(z) \) almost surely. Therefore from (3.1) we get,

\[
\frac{1}{n} \sum_{k=1}^{n-1} f(\eta_k^{(n)}) \to \int f(z) d\mu(z) \quad \text{in probability.} \quad (3.2)
\]

Because for any \( f \in C^\infty_c(C) \) and \( \epsilon > 0 \), the sets of the form \( \{ \mu : | \int f(z) d\mu(z) | < \epsilon \} \) form an open base at origin, from Definition 2.3.1 and (3.2) it follows that \( \frac{1}{n} \sum_{k=1}^{n-1} \delta_{\eta_k^{(n)}} \overset{w}{\to} \mu \) in probability.

We show (A1), by obtaining moment bounds for \( L_n(z) \). To show (A2) we will use a concentration bound for the function \( L_n(z) \). In either of the Theorems 2.3.7 and 2.3.13, observe that \( L_n(z) \) is a sum of independent random variables. Kolmogorov-Rogozin inequality gives the concentration bounds for sums of independent random variables. A version of Kolmogorov-Rogozin inequality which will be used later in the proofs is stated below.

**Kolmogorov-Rogozin inequality (multi-dimensional version)**  [Corollary 1. of Theorem 6.1 in [Ess68].] Let \( X_1, X_2, \ldots \) be independent random vectors in \( \mathbb{R}^n \). Define the
concentration function,

\[ Q(X, \delta) := \sup_{a \in \mathbb{R}^n} \Pr(X \in B(a, \delta)). \]

Let \( \delta_i \leq \delta \) for each \( i \), then

\[ Q(X_1 + \cdots + X_n, \delta) \leq C \delta \sqrt{\sum_{i=1}^{n} \delta_i^2 (1 - Q(X_i, \delta_i))}. \]  

(3.3)

It remains to show that the hypotheses of Theorems 2.3.7 and 2.3.13 imply (A1), (A2) and (A3). We show this in the subsequent sections.

### 3.2 Proof of Theorem 2.3.7

In the following lemma we show that the hypothesis of the Theorem 2.3.7 imply (A1).

**Lemma 3.2.1.** Let \( L_n(z) = \sum_{k=1}^{n} \frac{1}{z - \xi_k} \) where \( \xi_k \)'s are as in the Theorem 2.3.7. Then for any \( \epsilon > 0 \), and for Lebesgue a.e. \( z \in \mathbb{C} \) we have \( \lim_{n \to \infty} \Pr(\frac{1}{n} \log |L_n(z)| \geq \epsilon) = 0 \).

**Proof.** Define \( A_n^\epsilon = \bigcup_{\epsilon > 0} \left\{ z : |z - a_k| < \epsilon^{-ne} \text{ or } |z - b_k| < \epsilon^{-ne} \right\} \) and \( F^\epsilon = \limsup_{n \to \infty} A_n^\epsilon \), then \( F^\epsilon \) are decreasing sets in \( \epsilon \). For these sets we have \( \sum_{n=1}^{\infty} m(A_n^\epsilon) \leq \sum_{n=1}^{\infty} 2 \pi ne^{-2ne} < \infty \), where \( m \) is Lebesgue measure on complex plane. Applying Borel-Cantelli lemma to the sequence \( \{A_n^\epsilon\}_{n \geq 1} \) we get \( m(F^\epsilon) = 0 \). Because \( F^\epsilon \) are decreasing sets in \( \epsilon \), we have that if \( F = \bigcup_{\epsilon > 0} F^\epsilon \), then \( m(F) = 0 \). Choose \( z \in F^\epsilon \), there is \( N_z^\epsilon \) such that for any \( n > N_z^\epsilon \) we have \( z \notin A_n^\epsilon \). Therefore \( \frac{1}{|z - \xi_n|} \geq \epsilon^{-ne} \) is satisfied only for finitely many \( n \). Hence we have \( |L_n(z)| < M + ne^{-ne} \), where \( M \) is the finite random number obtained from the terms for which the inequality \( \frac{1}{|z - \xi_n|} > \epsilon^{-ne} \) is violated. It follows from here \( \limsup_{n \to \infty} \frac{1}{n} \log |L_n(z)| < \epsilon \) almost surely. Therefore for \( z \notin \mathbb{C} \), we have \( \lim_{n \to \infty} \Pr(\frac{1}{n} \log |L_n(z)| \geq \epsilon) = 0. \)

**Remark 3.2.2.** In proof of Lemma 3.2.1, we have proved a stronger statement that for Lebesgue almost every \( z \), \( \limsup_{n \to \infty} \frac{1}{n} \log |L_n(z)| = 0 \) almost surely.

We will use the null set \( F \) defined in the proof of above Lemma 3.2.1 in the proofs of subsequent lemmas. In the forthcoming lemma we establish (A2).
Lemma 3.2.3. Let \( L_n(z) = \sum_{k=1}^{n} \frac{1}{z-\xi_k} \) where \( \xi_k's \) are as in the Theorem 2.3.7. Then for any \( \epsilon > 0 \), and almost every \( z \) we have \( \lim_{n \to \infty} \Pr(\frac{1}{n} \log |L_n(z)| \leq -\epsilon) = 0. \)

Proof. Fix \( z \in F^c \), where \( F \) is as defined in proof of lemma 3.2.1. From Kolmogorov-Rogozin inequality (3.3) and taking \( \delta_i = \delta = e^{-\epsilon} \) we have,

\[
\Pr\left( \left| \sum_{k=1}^{n} \frac{1}{z-\xi_k} \right| < e^{-\epsilon} \right) \leq \frac{C}{\sqrt{\sum_{k=1}^{n} (1 - Q(\frac{1}{z-\xi_k}, e^{-\epsilon n})} \right). \tag{3.4}
\]

We shall show that \( \sum_{k=1}^{n} (1 - Q(\frac{1}{z-\xi_k}, e^{-\epsilon n}) \) goes to \( \infty \). Observe that,

\[
Q\left( \frac{1}{z-\xi_k} e^{-\epsilon n} \right) = \sup_{a \in \mathbb{C}} \Pr\left( \left| \frac{1}{z-\xi_k} - a \right| < e^{-\epsilon} \right) \leq \frac{1}{2},
\]

whenever \( |\frac{1}{z-a_k} - \frac{1}{z-b_k}| > 2e^{-\epsilon n} \).

Define \( S_n = \{ k \leq n : |\frac{1}{z-a_k} - \frac{1}{z-b_k}| > 2e^{-\epsilon n} \} \). Notice that if \( a_k \neq b_k \), then there is \( N_k \) such that whenever \( n > N_k \), we have \( k \in S_n \). Because \( a_k \neq b_k \) for infinitely many \( k \), \( |S_n| \) increases to infinity as \( n \to \infty \). The denominator on the right hand side of (3.4) is at least \( \sqrt{\frac{|S_n|}{2}} \). Therefore \( \Pr\left( \left| \sum_{k=1}^{n} \frac{1}{z-\xi_k} \right| < e^{-\epsilon} \right) \leq \frac{C \sqrt{2}}{\sqrt{|S_n|}} \to 0, \) as \( n \to \infty \). This completes the proof of the lemma. \( \square \)

It remains to prove the tightness for the sequence \( \{ \int_{D_r} \frac{1}{n^2} \log^2 |L_n(z)| \, dm(z) \}_{n \geq 1} \) and will be proved in the following lemma.

Lemma 3.2.4. Let \( L_n(z) := \sum_{k=1}^{n} \frac{1}{z-\xi_k} \) where \( \xi_k's \) are as in the Theorem 2.3.7. Then, for any \( r > 0 \), the sequence \( \{ \int_{D_r} \frac{1}{n^2} \log^2 |L_n(z)| \, dm(z) \}_{n \geq 1} \) is tight.

Proof. We will first decompose \( \log |L_n(z)| \) into its positive and negative parts and analyze them separately. Let \( \log |L_n(z)| = \log^+ |L_n(z)| - \log^- |L_n(z)| \). Then,

\[
\int_{D_r} \frac{1}{n^2} \log^2 |L_n(z)| \, dm(z) = \int_{D_r} \frac{1}{n^2} \log^2 |L_n(z)| \, dm(z) + \int_{D_r} \frac{1}{n^2} \log^2 |L_n(z)| \, dm(z).
\]

Using (2.9), we get,

\[
\int_{D_r} \frac{1}{n^2} \log^+ |L_n(z)| \, dm(z) = \int_{D_r} \frac{1}{n^2} \log^+ \left( \sum_{k=1}^{n} \frac{1}{z-\xi_k} \right) \, dm(z),
\]

\[
\leq \int_{D_r} \frac{1}{n^2} \left( \sum_{k=1}^{n} \log^+ \left| \frac{1}{z-\xi_k} \right| + \log(n) \right)^2 \, dm(z).
\]
Using the Cauchy-Schwarz inequality \((a_1 + a_2 + \cdots + a_n)^2 \leq n(a_1^2 + a_2^2 + \cdots + a_n^2)\) for the above, we get,

\[
\int_{\mathbb{D}} \frac{1}{n^2} \log^2 |L_n(z)| dm(z) \leq \int_{\mathbb{D}} \frac{n+1}{n^2} \left( \sum_{k=1}^{n} \log^2 \left( \frac{1}{z - \xi_k} \right) \right) dm(z),
\]

\[
= \frac{n+1}{n^2} \sum_{k=1}^{n} \int_{\mathbb{D}} \log^2 |z - \xi_k| dm(z) + \frac{n+1}{n^2} \log^2 (n) \pi r^2 (3.5)
\]

Because Lebesgue measure on complex plane is translation invariant, we have

\[
\int_{\mathbb{D}} \log^2 |z - \xi| dm(z) = \int_{\xi + \mathbb{D}} \log^2 |z| dm(z) \leq \int_{\mathbb{D}} \log^2 |z| dm(z) < \infty.
\]

Therefore \(\sup_{\xi \in C} \int_{\mathbb{D}} \log^2 |z - \xi| dm(z) < \infty\) for any compact set \(K \subset \mathbb{C}\) it can be seen that each of the terms in the final expression (3.5) are bounded. Hence the sequence \(|\int_{\mathbb{D}} \frac{1}{n^2} \log^2 |L_n(z)| dm(z)|_{n \geq 1}\) is bounded.

We will now show that the sequence \(|\int_{\mathbb{D}} \frac{1}{n^2} \log^2 |L_n(z)| dm(z)|_{n \geq 1}\) is bounded. Let \(P_n(z) = \prod_{k=1}^{n} (z - \xi_k)\) and \(P_n'(z) = n \prod_{k=1}^{n-1} (z - \eta_k^{(n)})\). Applying inequality (2.8) and Cauchy-Schwarz inequality we get,

\[
\int_{\mathbb{D}} \frac{1}{n^2} \log^2 |L_n(z)| dm(z) = \int_{\mathbb{D}} \frac{1}{n^2} \log^2 \left| \frac{P_n'(z)}{P_n(z)} \right| dm(z),
\]

\[
\leq \int_{\mathbb{D}} \frac{2}{n^2} \log^2 |P_n'(z)| dm(z) + \int_{\mathbb{D}} \frac{2}{n^2} \log^2 \left| \frac{1}{P_n(z)} \right| dm(z).
\]

Again applying inequalities (2.8), (2.7), (2.9) and Cauchy-Schwarz inequality to the above we obtain,

\[
\int_{\mathbb{D}} \frac{1}{n^2} \log^2 |L_n(z)| dm(z)
\]

\[
\leq \int_{\mathbb{D}} \frac{2}{n^2} \left( \sum_{k=1}^{n-1} \log_+ |z - \eta_k^{(n)}| \right)^2 dm(z) + \int_{\mathbb{D}} \frac{2}{n^2} \left( \sum_{k=1}^{n} \log_+ |z - \xi_k| \right)^2 dm(z),
\]

\[
\leq \frac{2}{n} \sum_{k=1}^{n-1} \int_{\mathbb{D}} \log^2 |z - \eta_k^{(n)}| dm(z)
\]

\[
+ 2 \int_{\mathbb{D}} \left( \log |z| + \log_+ |z| + \frac{1}{n} \sum_{k=1}^{n} \log_+ |\xi_k| \right)^2 dm(z).
\]
From the hypothesis, we have that both the sequences \( \{a_n\}_{n \geq 1} \) and \( \{b_n\}_{n \geq 1} \) are log-Cesáro bounded, which in turn implies that \( \{\xi_n\}_{n \geq 1} \) is also log-Cesáro bounded, almost surely. Hence the integrand in (3.7) is bounded uniformly in \( n \). Therefore (3.7) is bounded uniformly in \( n \). Using the fact that \( \sup_{\xi \in \mathbb{C}} \int_K \log^2 |z - \xi| \, dm(z) < \infty \), we get (3.6) is bounded uniformly in \( n \). From the above facts we get that the sequence \( \left\{ \frac{1}{n^2} \int_D \log^2 |L_n(z)| \right\}_{n \geq 1} \) is tight.

Lemmas 3.2.1, 3.2.3, 3.2.4 show that the statements (A1), (A2) and (A3) are satisfied. Hence the Theorem 2.3.7 is proved.

### 3.3 Proof of Theorem 2.3.13

We will prove the theorem when \( \omega = 0 \) i.e, 0 is not a limit point of the sequence \( \{z_n\}_{n \geq 1} \). For other cases we can translate all the points by \( \omega \) and apply the theorem. We will first prove a general lemma for sequences of numbers which will later be used in proving the subsequent lemmas.

**Lemma 3.3.1.** Given any sequence \( \{z_k\}_{k \geq 1} \), where \( z_k \in \mathbb{C} \), \( \liminf_{n \to \infty} \left( \inf_{|z| = r} |z - z_n|^\frac{1}{n} \right) \geq 1 \) for Lebesgue a.e. \( r \in \mathbb{R}^+ \) w.r.t Lebesgue measure.

**Proof.** Fix \( \epsilon > 0 \) and let \( A_n = \{ r > 0 : \inf_{|z| = r} |z - z_n| \leq (1 - \epsilon)^n \} \). Let \( m \) denote the Lebesgue measure on the complex plane. Then,

\[
 m\left( \left\{ r > 0 : \liminf_{n \to \infty} \left( \inf_{|z| = r} |z - z_n|^\frac{1}{n} \right) \leq (1 - \epsilon) \right\} \right) = m\left( \limsup_{n \to \infty} A_n \right) 
\leq \lim_{k \to \infty} m\left( \bigcup_{n \geq k} A_n \right) 
\]

If \( r \in A_k \), then from the definition of \( A_k \) we have that \( r \in [|z_k| - (1 - \epsilon)^k, |z_k| + (1 - \epsilon)^k] \). Hence we get,

\[
 m\left( \left\{ r > 0 : \liminf_{n \to \infty} \left( \inf_{|z| = r} |z - z_n|^\frac{1}{n} \right) \leq (1 - \epsilon) \right\} \right) 
\leq \lim_{k \to \infty} \sum_{n=k}^{\infty} m\left( \{ r : |z_n| - (1 - \epsilon)^n \leq r \leq |z_n| + (1 - \epsilon)^n \} \right) 
\leq \lim_{k \to \infty} \sum_{n=k}^{\infty} 2(1 - \epsilon)^n = 0
\]
3.3 Proof of Theorem 2.3.13

The above is true for every $\epsilon > 0$, therefore $\liminf_{n \to \infty} \left( \inf_{|z| = r} |z - z_n|^\frac{1}{n} \right) \geq 1$ outside an exceptional set $E \subseteq \mathbb{R}^+$ whose Lebesgue measure is 0.

Define the set $F = \{z : \liminf_{n \to \infty} |z - z_n|^\frac{1}{n} < 1\}$. Because 0 is not a limit point of $\{z_n\}_{n \geq 1}$, we have $\liminf_{n \to \infty} |z_n|^\frac{1}{n} \geq 1$. Hence 0 $\not\in F$. For $|z| = r$, we have

$$\liminf_{n \to \infty} |z - z_n|^\frac{1}{n} \geq \liminf_{n \to \infty} \left( \inf_{|z| = r} |z - z_n|^\frac{1}{n} \right).$$

Hence $F \subseteq \{z : |z| = r, r \in E\}$ and by invoking Fubini’s theorem we get $m(\{z : |z| = r, r \in E\}) = 0$. From the above two observations it follows that $m(F) = 0$.

The following lemma shows that the hypothesis of the Theorem 2.3.13 implies (A1).

**Lemma 3.3.2.** Let $L_n(z)$ be as in the Theorem 2.3.13. Then for any $\epsilon > 0$, and Lebesgue a.e. $z \in \mathbb{C}$,

$$\limsup_{n \to \infty} \frac{1}{n} \log |L_n(z)| < \epsilon$$

almost surely.

**Proof.** From the hypothesis, Lemma 3.3.1 and Using Markov’s inequality we get

$$\sum_{n=1}^{\infty} \Pr \left( \sup_{|z| = r} \left| \frac{a_n}{z - z_n} \right| > e^{ne} \right) \leq \sum_{n=1}^{\infty} \sup_{|z| = r} \frac{\mathbb{E} [|a_n|]}{|z - z_n| e^{ne}}.$$

Denoting $t_n(r) = \sup_{|z| = r} \left| \frac{1}{z - z_n} \right|$ we have

$$\sum_{n=1}^{\infty} \sup_{|z| = r} \frac{\mathbb{E} [|a_n|]}{|z - z_n| e^{ne}} = \sum_{n=1}^{\infty} \frac{\mathbb{E} [|a_n|]}{e^{ne}} t_n(r).$$

Because $a_n$ are i.i.d. random variables, $\mathbb{E} [|a_n|] = \mathbb{E} [|a_1|]$. Using the root test for the convergence of sequences and the Lemma 3.3.1, it follows that the right hand side of (3.8) is convergent for Lebesgue a.e. $r \in (0, \infty)$. Invoking Borel-Cantelli lemma we can say that sup $\frac{|a_n|}{|z - z_n|} > e^{nc}$ only for finitely many times. From here we get $|L_n(z)| \leq M_e + ne^{nc}$, where $M_e$ is a finite random number which is obtained by bounding the finite number of terms for which sup $\frac{|a_n|}{|z - z_n|} > e^{nc}$ is satisfied. Therefore we get that

$$\limsup_{n \to \infty} \frac{1}{n} \log |L_n(z)| < \epsilon$$

almost surely.

Notice that we have proved a stronger version of the Lemma 3.3.2. We will state this as a remark which will be used further lemmas.
Remark 3.3.3. Define $M_n(R) := \sup_{|z|=R} |L_n(z)|$. Then for any $\epsilon > 0$, we have

$$\limsup_{n \to \infty} \frac{1}{n} \log M_n(R) < \epsilon$$

for almost every $R > 0$.

For proving a similar result for the lower bound of $\log |L_n(z)|$ and establish (A2), we need the Kolmogorov-Rogozin inequality 3.1 which was stated at the beginning of this chapter.

Lemma 3.3.4. Let $L_n(z)$ be as in Theorem 2.3.13. Then for any $\epsilon > 0$, and Lebesgue a.e. $z \in \mathbb{C}$

$$\lim_{n \to \infty} \Pr \left( \frac{1}{n} \log |L_n(z)| < -\epsilon \right) = 0.$$

Proof. Fix $z \in \mathbb{C}$ which is not in the exceptional set $F$. Let $z_{i_1}, z_{i_2}, \ldots, z_{i_n}$ be the points in $K_z$ from the set $\{z_1, z_2, \ldots, z_n\}$. From the definition of concentration function and the fact that the concentration function $Q(X_1 + X_2 + \cdots + X_n, \delta)$ is decreasing in $n$ we get,

$$\Pr \left( |L_n(z)| \leq e^{-ne} \right) \leq Q \left( \sum_{i=1}^{n} \frac{a_i}{z - z_i}, e^{-ne} \right),$$

$$\quad \leq Q \left( \sum_{k=1}^{l_n} \frac{a_{ik}}{z - z_{ik}}, e^{-ne} \right).$$

The random variables $\frac{a_{ik}}{z - z_{ik}}$ are independent. Hence we can apply Kolmogorov-Rogozin inequality to get,

$$\Pr \left( |L_n(z)| \leq e^{-ne} \right) \leq C \left\{ \sum_{i=1}^{l_n} \left( 1 - Q \left( \frac{a_{ik}}{z - z_{ik}}, e^{-ne} \right) \right) \right\}^{-\frac{1}{2}}.$$

Because $|z - z_{ik}| \leq d(z, K_z) + \text{diam}(K_z)$, from above we get,

$$\Pr \left( |L_n(z)| \leq e^{-ne} \right) \leq C \left\{ \sum_{i=1}^{l_n} \left( 1 - Q \left( a_{ik}, (d(z, K_z) + \text{diam}(K_z)) e^{-ne} \right) \right) \right\}^{-\frac{1}{2}} \quad (3.9)$$

Because $a_{ik}$s are non-degenerate i.i.d random variables and $l_n \to \infty$, the right hand side of (3.9) converges to 0 as $n \to \infty$. Hence the lemma is proved. \(\square\)
It remains to show that the hypothesis of Theorem 2.3.13 implies (A3). Fix \( R > r \). The idea here is to write the function \( \log |L_n(z)| \) for \( z \in D_r \) as an integral on the boundary of a larger disk \( D_R \) and bound the integral uniformly on the disk \( D_r \). This is facilitated by Poisson-Jensen’s formula for meromorphic functions. The Poisson-Jensen’s formula is stated below. Let \( \alpha_1, \alpha_2, \ldots, \alpha_k \) and \( \beta_1, \beta_2, \ldots, \beta_\ell \) be the zeros and poles of a meromorphic function \( f \) in \( D_R \). Then

\[
\log |f(z)| = \frac{1}{2\pi} \int_{0}^{2\pi} \Re \left( \frac{Re^{i\theta} + z}{Re^{i\theta} - z} \right) \log |f(Re^{i\theta})| d\theta - \sum_{m=1}^{k} \log \left| \frac{R^2 - \alpha_j z}{R(z - \alpha_j)} \right| + \sum_{m=1}^{\ell} \log \left| \frac{R^2 - \beta_j z}{R(z - \beta_j)} \right|.
\]

The following lemma 3.3.5 gives an estimate of the boundary integral obtained in the Poisson-Jensen’s formula when applied for the function \( \log |L_n(z)| \) at \( z = 0 \). Define

\[
\mathcal{I}_n(z, R) := \frac{1}{2\pi} \int_{0}^{2\pi} \Re \left( \frac{Re^{i\theta} + z}{Re^{i\theta} - z} \right) \log |L_n(Re^{i\theta})| d\theta.
\]

**Lemma 3.3.5.** There is a constant \( c_2 > 0 \) such that \( \lim_{n \to \infty} \Pr \left( \frac{1}{n} \mathcal{I}_n(0, R) \leq -c_2 \right) = 0 \).

**Proof.** From Poisson-Jensen's formula at 0 we get,

\[
\frac{1}{n} \mathcal{I}_n(0; R) = \frac{1}{n} \log |L_n(0)| + \frac{1}{n} \sum_{m=1}^{k} \log \left| \frac{z_{im}}{R} \right| - \frac{1}{n} \sum_{m=1}^{\ell} \log \left| \frac{\alpha_{im}}{R} \right|,
\]

where \( z_{im} \) and \( \alpha_{im} \) are zeros and critical points respectively of \( P_n(z) \) in the disk \( D_R \). Because 0 is not a limit point of \( \{z_1, z_2, \ldots\} \), \( \left\{ \frac{1}{n} \sum_{m=1}^{k} \log \left| \frac{z_{im}}{R} \right| \right\}_{n \geq 1} \) is a sequence of negative numbers bounded from below. \( \left\{ \frac{1}{n} \sum_{m=1}^{\ell} \log \left| \frac{\alpha_{im}}{R} \right| \right\}_{n \geq 1} \) is also a sequence of negative numbers. Therefore the last two terms in the right hand side of (3.10) are bounded below. Because 0 is not in exceptional set \( F \), from Lemma 3.3.4 we have that the sequence \( \lim_{n \to \infty} \Pr \left( \frac{1}{n} \log |L_n(z)| < -1 \right) = 0 \) is bounded from below. Therefore there exists \( C_1 \) such that

\[
\lim_{n \to \infty} \Pr \left( \frac{1}{n} \log |L_n(z)| < -1 \right) = 0.
\]

Choosing \( c_2 = C_1 + 1 \) the statement of lemma is established. \( \Box \)
Using above lemma 3.2.4 and exploiting formula of Poisson kernel for disk we will now obtain an uniform bound for the corresponding integral $\mathcal{I}_n(z, R)$.

**Lemma 3.3.6.** There is a constant $b > 0$ such that for any $z \in \mathbb{D}_r$

$$\lim_{n \to \infty} \Pr \left( \frac{1}{n} \mathcal{I}_n(z, R) \leq -b \right) = 0.$$ 

**Proof.** We will decompose the function $\log |L_n(z)|$ into its positive and negative components. Let $\log |L_n(z)| = \log_+ |L_n(z)| - \log_- |L_n(z)|$, where $\log_+ |L_n(z)|$ and $\log_- |L_n(z)|$ are positive. Using this we can write,

$$2\pi \mathcal{I}_n(z) = \int_0^{2\pi} \log |L_n(Re^{i\theta})| \Re \left( \frac{Re^{i\theta} + z}{Re^{i\theta} - z} \right) d\theta,$$

$$= \int_0^{2\pi} \log_+ |L_n(Re^{i\theta})| \Re \left( \frac{Re^{i\theta} + z}{Re^{i\theta} - z} \right) d\theta - \int_0^{2\pi} \log_- |L_n(Re^{i\theta})| \Re \left( \frac{Re^{i\theta} + z}{Re^{i\theta} - z} \right) d\theta.$$

We can find constants $C_3$ and $C_4$ such that for any $z \in \mathbb{D}_r$, $0 < C_3 \leq \Re \left( \frac{Re^{i\theta} + z}{Re^{i\theta} - z} \right) \leq C_4 < \infty$ is satisfied. Therefore,

$$2\pi \mathcal{I}_n(z) \geq C_3 \int_0^{2\pi} \log_+ |L_n(Re^{i\theta})| d\theta - C_4 \int_0^{2\pi} \log_- |L_n(Re^{i\theta})| d\theta,$$

$$\geq 2\pi C_3 \mathcal{I}_n(0) - 2\pi (C_4 - C_3) M_n(R). \quad (3.11)$$

From the Remark 3.3.3 and Lemma 3.3.5 we get

$$\lim_{n \to \infty} \Pr \left( \frac{1}{n} \mathcal{I}_n(0) \leq -c \text{ or } \frac{1}{n} M_n(R) > 1 \right) = 0 \quad (3.12)$$

The proof is completed from above (3.12) and (3.11) and by choosing $b = 2\pi (cC_3 + C_4 - C_3)$.

To complete the argument we now need to control the other terms in Poisson-Jensen's formula. It is shown in the forthcoming expressions.

Let $\xi_{im}$ and $\beta_{im}$ be the poles and zeros of $L_n(z)$ in $\mathbb{D}_R$ and $k, l (\leq n)$ are the number of zeros and poles of $L_n(z)$ respectively in $\mathbb{D}_R$. Now applying Poisson-Jensen's formula to $L_n(z)$ we have,
\[
\frac{1}{n^2} \int_{D_r} \log^2 |L_n(z)| \, dm(z) \\
= \frac{1}{n^2} \int_{D_r} \left( J_n(z) + \sum_{m=1}^{k} \log \left| \frac{R(z - \beta_{im})}{R^2 - \beta_{im} z} \right| + \sum_{m=1}^{l} \log \left| \frac{R(z - \xi_{im})}{R^2 - \xi_{im} z} \right| \right)^2 \, dm(z)
\]
Invoking a case of Cauchy-Schwarz inequality \((a_1 + a_2 + \cdots + a_n)^2 \leq n(a_1^2 + a_2^2 + \cdots + a_n^2)\) repeatedly we get,
\[
\int_{D_r} \frac{1}{n^2} \log^2 |L_n(z)| \, dm(z) \\
\leq \frac{3}{n^2} \int_{D_r} |J_n(z)|^2 \, dm(z) + \frac{3}{n^2} \int_{D_r} \left( \sum_{m=1}^{k} \log \left| \frac{R(z - \beta_{im})}{R^2 - \beta_{im} z} \right| \right)^2 \, dm(z),
\]
\[
= \frac{3}{n^2} \int_{D_r} \left( \sum_{m=1}^{k} \log \left| \frac{R(z - \beta_{im})}{R^2 - \beta_{im} z} \right| \right)^2 \, dm(z),
\]
\[
\leq \int_{D_r} \frac{3}{n^2} |J_n(z)|^2 \, dm(z) + \frac{3k}{n^2} \sum_{m=1}^{k} \int_{D_r} \log^2 \left| \frac{R(z - \beta_{im})}{R^2 - \beta_{im} z} \right| \, dm(z)
\]
\[
+ \frac{3l}{n^2} \sum_{m=1}^{l} \int_{D_r} \log^2 \left| \frac{R(z - \xi_{im})}{R^2 - \xi_{im} z} \right| \, dm(z).
\]
For \(z \in D_r\), we have \(|R^2 - \beta_{im} z| \geq R(R - r)\). Applying this inequality in the above we get,
\[
\int_{D_r} \frac{1}{n^2} \log^2 |L_n(z)| \, dm(z) \leq \int_{D_r} \frac{3}{n^2} |J_n(z)|^2 \, dm(z) + \frac{3k}{n^2} \sum_{m=1}^{k} \int_{D_r} \log^2 \left| \frac{z - \beta_{im}}{R - r} \right| \, dm(z)
\]
\[
+ \frac{3l}{n^2} \sum_{m=1}^{l} \int_{D_r} \log^2 \left| \frac{z - \xi_{im}}{R - r} \right| \, dm(z).
\] (3.13)
From the Lemmas 3.3.5 and 3.3.6, the corresponding sequence \(\frac{1}{n^2} \int_{D_r} |J_n(z)|^2 \, dm(z)\) is tight. The function \(\log^2 |z|\) is an integrable function on any bounded set in \(\mathbb{C}\). Combining these facts and above inequality (3.13) we have that the sequences \(\left\{ \int_{D_r} \frac{1}{n^2} \log^2 |L_n(z)| \, dm(z)\right\}_{n \geq 1}\) are tight. Hence the hypothesis of the Theorem 2.3.13 implies (A3). Therefore the proof of the theorem is complete.
4 Matching between zeros and critical points of random polynomials

4.1 Introduction

In the previous chapters we have seen the behaviour of the point cloud of zeros and critical points in bulk. In this chapter we study the pairing of zeros and critical points. Dennis and Hannay in [DH03], gave an electrostatic argument to show that the zeros and critical points are closely paired for a generic (random) polynomial of higher degree. In [Han15] Hanin argued that the critical points and zeros for a random polynomial are mutually paired by computing the covariance between these measures.

We will restrict our attention to critical points of polynomials having all real zeros. We choose the real zeros to be i.i.d. random variables. In the next section we show that the sum of distances between zeros and critical points, when paired appropriately, remains bounded under the assumption that the random variables have finite first moment. In the next section we study the spacings between the extremal zeros and critical points when the zeros are i.i.d. exponential or uniform random variables. We prove that the extremal critical point is much closer to the extremal zero than any other zeros.

4.2 Matching distance between zeros and critical points of random polynomials.

Matching between two sets is defined as follows. Let $U, V$ be two sets of finite and equal cardinality in the complex plane. A matching is a bijection from $U$ to $V$. The
Matching between zeros and critical points of random polynomials

The concept of matching is used in qualitatively defining distance between two sets of same cardinality. Matching distance is a natural distance to quantify the closeness of the sets of zeros and critical points of a polynomial. There are several notions of matching distance. In this chapter we will deal with $\ell^1$ matching distance, which is defined as,

$$d_1(U, V) = \inf_{\pi \in \mathcal{S}_n} \sum_{i=1}^{n} |u_i - v_{\pi(i)}|,$$

where $U = \{u_1, u_2, \ldots, u_n\}$, $V = \{v_1, v_2, \ldots, v_n\}$ and $\pi = (\pi(1), \pi(2), \ldots, \pi(n))$ is an element in set of permutations of size $n$ denoted by $\mathcal{S}_n$.

To define mapping distance between set of zeros and critical points, we include the element 0 in the set of critical points. We map the set of critical points to set of zeros so that the sum of the distances between the critical points and zero set is minimized and call that as matching distance.

The order statistics for a set of real numbers $\{\alpha_1, \alpha_2, \ldots, \alpha_n\}$ are denoted as $\alpha_{(1)} \leq \alpha_{(2)} \leq \cdots \leq \alpha_{(n)}$. In the following lemma we will compute the $\ell^1$ matching distance between two sets in the real line.

**Lemma 4.2.1.** Let $X = \{x_1, x_2, \ldots, x_n\}$ and $Y = \{y_1, y_2, \ldots, y_n\}$ be two sets in the set of real numbers. Then the $\ell^1$ matching distance between $X$ and $Y$ is given by

$$d_1(X, Y) = \sum_{i=1}^{n} |x_{(i)} - y_{(i)}|.$$

**Proof.** Without loss generality assume that $x_i = x_{(i)}$ and $y_i = y_{(i)}$ for all $i = 1, 2, \ldots, n$. We will show that the matching distance is attained for identity matching. Suppose not, let $\pi$ be the permutation for which the matching distance is attained. Then there is $i < j$ such that $\pi(i) > \pi(j)$. If we tweak the permutation to $\pi'$ by choosing $\pi'(i) = \pi(j)$, $\pi'(j) = \pi(i)$ and $\pi'(\ell) = \pi(\ell)$ for $\ell \neq i, j$, then $\sum_{i=1}^{n} |x_i - y_{\pi'(i)}| \leq \sum_{i=1}^{n} |x_i - y_{\pi(i)}|$. Repeating this argument, it follows that $\sum_{i=1}^{n} |x_i - y_i| \leq \sum_{i=1}^{n} |x_i - y_{\pi(i)}|$. Hence the matching distance is attained for identity permutation.

As an application the above Lemma 4.2.1, we compute the $\ell^1$ matching distance between the sets of zeros and critical points of a given polynomial.
4.2 Matching distance between zeros and critical points of random polynomials.

**Proposition 4.2.2.** Let $x_1, x_2, \ldots, x_n$ be all non-negative numbers. Then the $\ell_1$ matching distance between the sets of zeros and critical points of a polynomial $P_n(z) = (z - x_1)(z - x_2)\ldots(z - x_n)$ is given by

$$d_1(Z(P_n), Z(P'_n) \cup \{0\}) = \frac{1}{n} \sum_{i=1}^{n} x_i.$$  

**Proof.** Let $\eta_1, \eta_2, \ldots, \eta_{n-1}$ be the critical points of $P_n$. Because the critical points interlace the zeros of the $P_n$, we have $0 \leq x_1 \leq \eta_1 \leq x_2 \leq \ldots \leq \eta_{n-1} \leq x_n$. Applying Lemma 4.2.1, we get that

$$d_1(Z(P_n), Z(P'_n) \cup \{0\}) = \sum_{i=2}^{n} (x(i) - \eta(i-1)) + x(1) = \sum_{i=1}^{n} x_i - \sum_{i=1}^{n-1} \eta_i.$$  

(4.1)

Recall Vieta’s formula that if $\alpha_1, \alpha_2, \ldots, \alpha_n$ are the roots of the polynomial defined as $P(z) = a_0 + a_1 z + \ldots + a_n z^n$, then

$$\sum_{1 \leq i_1 < i_2 < \ldots < i_k \leq n} \alpha_{i_1} \alpha_{i_2} \ldots \alpha_{i_k} = (-1)^{k-1} \frac{a_{n-k}}{a_n}.$$  

From Vieta’s formula, observe the identity $\sum_{i=1}^{n} x_i = \frac{n}{n-1} \sum_{i=1}^{n-1} \eta_i$. Substituting this in (4.1), we get

$$d_1(Z(P_n), Z(P'_n) \cup \{0\}) = \sum_{i=1}^{n} x_i - \frac{n-1}{n} \sum_{i=1}^{n} x_i = \frac{1}{n} \sum_{i=1}^{n} x_i.$$  

$\square$

**Proposition 4.2.3.** Let $x_1, x_2, \ldots, x_k$ be negative numbers and $x_{k+1}, x_{k+2}, \ldots, x_n$ be non-negative numbers. Then the $\ell_1$ matching distance between the sets of zeros and critical points of a polynomial $P_n(z) = (z - x_1)(z - x_2)\ldots(z - x_n)$ is bounded by

$$d_1(Z(P_n), Z(P'_n) \cup \{0\}) \leq \frac{1}{k} \sum_{i=1}^{k} |x_i| + \frac{1}{n-k} \sum_{i=k+1}^{n} |x_i|.$$  

Before proving Proposition 4.2.3, we prove the following lemma, which indicates that the critical points move towards right when a new zero is introduced into the polynomial towards the left of all the zeros.

**Lemma 4.2.4.** Let $\eta_1, \eta_2, \ldots, \eta_{n-1}$ be the critical points of the polynomial $P(z) = (z - \alpha_1)(z - \alpha_2)\ldots(z - \alpha_n)$. Let $\eta'_0, \eta'_1, \eta'_2, \ldots, \eta'_{n-1}$ be the critical points of $Q(z) = (z - \alpha)P(z)$ where $\alpha < \alpha_i$ for $i = 1, 2, \ldots, n$. Then, $\alpha_{i+1} - \eta'_{(i)} \leq \alpha_{(i+1)} - \eta_{(i)}$, for $i = 1, 2, \ldots, n$.  
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zeros and critical points of $Q$ respectively. Therefore we get, by Lemma 4.2.4 to $Q$.

Moreover if $X$ is a i.i.d. random variables, then

\[
\lim_{n \to \infty} d_1(Z(P_n), Z(P_n') \cup \{0\}) = \mathbb{E}[|X_1|].
\]

Notice that Propositions 4.2.2 and 4.2.3 are stated for deterministic polynomials. As an application we obtain the matching distance for the polynomials whose zeros are i.i.d. random variables.
4.3 Spacings of zeros and critical points of random polynomials.

Range of the zeros of $P_n$ gives a trivial bound for the $\ell_1$ matching distance between the zeros and critical points of $P_n$. If the random variables are all bounded then this $\ell_1$ matching distance remains bounded uniformly for any $n$. Where as if the random variables $X_i$'s are unbounded the above Theorem 4.2.5 shows that the $\ell_1$ matching distance between the zeros and critical points of $P_n$ remains bounded almost surely uniformly for any $n$.

Proof of Theorem 4.2.5. The second part of the theorem follows immediately by applying law of large numbers for Proposition 4.2.2. For the first part, write $X_i = X_i^+ - X_i^-$, where $X_i^+ \geq 0$ and $X_i^- < 0$. Let $k_n = \#\{X_i : X_i < 0\}$. Applying Proposition 4.2.3 we get that

$$d_1(Z(P_n), Z(P_n') \cup \{0\}) \leq \frac{1}{k_n} \sum_{i=1}^n X_i^- + \frac{1}{n - k_n} \sum_{i=1}^n X_i^+.$$  

Applying law of large numbers for the above we get

$$\limsup_{n \to \infty} d_1(Z(P_n), Z(P_n') \cup \{0\}) \leq \mathbb{E}[X_1^-] + \mathbb{E}[X_1^+] = \mathbb{E}[|X_1|].$$  

\[ \square \]

4.3 Spacings of zeros and critical points of random polynomials.

Theorem 4.2.5 shows that even if $X_i$'s are unbounded random variables then the $\ell_1$ matching distance between the zeros and critical points remain bounded. This indicates that the extremal critical points stay much closer to one of the zeros than the others. We formalize this in the case of exponential random variables as the following result.

**Theorem 4.3.1.** Let $X_1, X_2, \ldots, X_n$ be i.i.d exponential random variables. Let $\eta_{(1)} \leq \eta_{(2)} \leq \cdots \leq \eta_{(n-1)}$ be the critical points of the polynomial $P_n(z) := (z - X_1)(z - X_2) \cdots (z - X_n)$. Then the following hold true,

1. $n \log n(\eta_{(1)} - X_{(1)}) \to 1$ in probability.
2. $n \log n(X_{(n)} - \eta_{(n-1)}) \to 1$ in probability.
We will use Rényi’s representation [BT12] for the order statistics of exponential random variables while proving Theorem 4.3.1 and is stated below.

**Rényi’s representation for order statistics:** Let \( Y_1, Y_2, \ldots, Y_n \) be the order statistics of the sample of i.i.d exponential random variables, then

\[
(Y_1, Y_2, \ldots, Y_n) \overset{d}{=} \left( \frac{E_n}{n}, \frac{E_{n-1}}{n-1} + \frac{E_n}{n}, \ldots, \frac{E_2}{2} + \cdots + \frac{E_n}{n} \right),
\]

where \( E_1, E_2, \ldots, E_n \) are i.i.d exponential random variables.

**Proof of Theorem 4.3.1.** Let \( L_n(z) := \frac{P'_n(z)}{P_n(z)} = \sum_{i=1}^{n} \frac{1}{z-Y_i} = \sum_{i=1}^{n} \frac{1}{z-Y(n)} \). If \( z \) is a critical point of \( P_n(z) \) then it satisfies \( L_n(z) = 0 \). Hence from the equation \( L_n(z) = 0 \) we have,

\[
\eta(1) - X(1) = \left( \frac{n}{\sum_{i=2}^{n} \frac{1}{Y(i) - \eta(1)}} \right)^{-1}
\]

But \( X(i) - X(1) = \frac{E_{n-1}}{n-1} + \cdots + \frac{E_{n-i+1}}{n-i+1} \) for all \( i = 2, 3, \ldots, n \), where \( E_1, E_2, \ldots, E_n \) are i.i.d exponential random variables. From Rényi’s representation it can be noticed that \( \frac{E_{n-1}}{n-1} + \cdots + \frac{E_{n-i+1}}{n-i+1} d \overset{d}{=} Y_i \) for \( i = 1, 2, \ldots, n-1 \), where \( Y_1, Y_2, \ldots, Y_{n-1} \) are order statistics of \( Y_1, Y_2, \ldots, Y_{n-1} \) which are i.i.d exponential random variables. Therefore,

\[
\eta(1) - X(1) \overset{d}{=} \left( \sum_{i=2}^{n} \frac{1}{E_{n-1} + \cdots + E_{n-i+1}} \right)^{-1} = \left( \sum_{i=1}^{n-1} \frac{1}{Y_i} \right)^{-1}. \tag{4.2}
\]

Observe that \( \frac{1}{Y_i} \) is regularly varying-1 and applying central limit theorem (Chapter 2, Theorem 7.7 in [Dur05]) for (4.2) we get,

\[
\frac{(\eta(1) - X(1))^{-1} - n \log n}{n} \overset{d}{\to} R \tag{4.3}
\]

where \( R \) has stable-1 distribution. From (4.3) it follows that \( n \log n(\eta(1) - X(1)) \overset{P}{\to} 1 \).

The proof of the second statement \( n \log n(X(n) - \eta(n-1)) \overset{P}{\to} 1 \) is similar as that of the first statement. \( \square \)
Remark 4.3.2. In the above Theorem (4.3.1), instead of i.i.d exponential random variables we can choose i.i.d uniform random variables and obtain the same result. One may need to use the fact that if $U_1, U_2, \ldots, U_n$ are i.i.d uniform random variables, then the order statistics

$$(U_1, U_2, \ldots, U_n) \overset{d}{=} \left( \frac{E_1}{E_1 + E_2 + \cdots + E_{n+1}}, \frac{E_1 + E_2}{E_1 + E_2 + \cdots + E_{n+1}}, \ldots, \frac{E_1 + E_2 + \cdots + E_n}{E_1 + E_2 + \cdots + E_{n+1}} \right),$$

where $E_1, E_2, \ldots, E_{n+1}$ are i.i.d exponential random variables.

We believe the same result holds for any random variables whose densities satisfy certain regularity properties. The proof may be following the same idea but using Rényi’s representation theorem in more general form as given in [BT12].
5 Determinantal point processes from product of random matrices.

5.1 Introduction

A Ginibre matrix is a random matrix whose entries are i.i.d. complex Gaussian random variables. In this chapter we derive exact eigenvalue density for certain products of random matrices. In this section we give an overview of the results where the exact eigenvalue density was obtained. Then we state our result and show that the earlier results were special cases of our result. In the next section we give a brief discussion about generalized Schur decomposition, which will used as a transformation to derive the eigenvalue density. In the later section we compute the Jacobian for this transformation. We complete the proof in the last section.

We will now recall a well known fact (Theorem 4.5.5 in [HKPV09], Lemma 4 in [Sos00]) about the determinantal point process on the complex plane. Let the vector $(z_1, z_2, \ldots, z_n)$ be a random vector in $\mathbb{C}^n$ having density proportional to $\prod_{i<j} |z_i - z_j|^2$ w.r.t a measure $\mu \otimes n$. Notice that by doing column operations on the matrix

\[
\begin{pmatrix}
\phi_0(z_1) & \phi_1(z_1) & \cdots & \phi_{n-1}(z_1) \\
\phi_0(z_2) & \phi_1(z_2) & \cdots & \phi_{n-1}(z_2) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_0(z_n) & \phi_1(z_n) & \cdots & \phi_{n-1}(z_n)
\end{pmatrix}
\]

where $\phi_i$s are orthonormal polynomial w.r.t measure $\mu$, we get

\[
\det \begin{pmatrix}
\phi_0(z_1) & \phi_1(z_1) & \cdots & \phi_{n-1}(z_1) \\
\phi_0(z_2) & \phi_1(z_2) & \cdots & \phi_{n-1}(z_2) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_0(z_n) & \phi_1(z_n) & \cdots & \phi_{n-1}(z_n)
\end{pmatrix}^* = c_n \prod_{i<j} |z_i - z_j|^2,
\]

for some constant $c_n$. On simplification the left hand side of the above equation can be written as $\det[(\kappa(z_i, z_j))_{1 \leq i, j \leq n}]$, where $\kappa_n(z, w) = \sum_{i=0}^{n-1} \phi_i(z) \overline{\phi_i(w)}$. Therefore the
entries of the vector \((z_1, z_2, \ldots, z_n)\) form a determinantal point process with kernel given by

\[ K_n(z, w) = \sum_{i=0}^{n-1} \phi_i(z) \overline{\phi_i(w)}, \]

where \(\phi_0, \phi_1, \ldots, \phi_n\) are the orthonormal polynomials w.r.t measure \(\mu\) on complex plane.

Ginibre [Gin65] introduced three ensembles of matrices with i.i.d. real, complex and quaternion Gaussian entries respectively without imposing a Hermitian condition. These matrices are called Ginibre matrices in the literature. Here we restrict our attention to matrices with i.i.d. complex Gaussian entries. In [Gin65], Ginibre derived the eigenvalue density for \(n \times n\) matrix with i.i.d. standard complex Gaussian entries.

**Theorem 5.1.1** (Ginibre [Gin65]). Let \(A\) be an \(n \times n\) matrix with i.i.d standard complex Gaussian entries. Then the eigenvalues of \(A\) form a determinantal point process on the complex plane with kernel

\[ K_n(z, w) = \frac{1}{\pi} e^{-|z|^2} \prod_{k=1}^{n} k! \]

w.r.t to background measure \(\frac{1}{\pi} e^{-|z|^2} \, dm(z)\). Equivalently, the vector of eigenvalues has density

\[ \frac{1}{\pi^n \prod_{k=1}^{n} k!} e^{-\sum_{k=1}^{n} |z_k|^2} \prod_{i<j} |z_i - z_j|^2 \]

w.r.t Lebesgue measure on \(\mathbb{C}^n\).

These are the first non-hermitian matrix ensembles for which the exact eigenvalue density is computed.

Later Krishnapur [Kri06] showed that the eigenvalues of \(A^{-1}B\) form a determinantal point process on the complex plane when \(A\) and \(B\) are independent random matrices with i.i.d. standard complex Gaussian entries. In random matrix literature this matrix ensemble \(A^{-1}B\) is known as spherical ensemble.

**Theorem 5.1.2** (M.Krishnapur [Kri06]). Let \(A\) and \(B\) be i.i.d. \(n \times n\) matrix with i.i.d. standard complex Gaussian entries. Then the eigenvalues of \(A^{-1}B\) form a determinantal point process on the complex plane with kernel

\[ K_n(z, w) = (1 + z\overline{w})^{n-1} \]
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w.r.t to background measure \( \frac{n}{\pi} \frac{dm(z)}{(1+|z|^2)^{n+1}} \). Equivalently, the vector of eigenvalues has density

\[
\frac{1}{n} \left( \frac{n}{\pi} \right)^n \prod_{k=1}^{n} \left( 1 + |z_k|^2 \right)^{n+1} \prod_{i<j} |z_i - z_j|^2
\]

w.r.t Lebesgue measure on \( \mathbb{C}^n \).

Akemann and Burda [AB12] have derived the eigenvalue density for the product of \( k \) independent \( n \times n \) matrices with i.i.d. complex Gaussian entries. In this case the joint probability distribution of the eigenvalues of the product matrix is found to be given by a determinantal point process as in the case of Ginibre, but with a weight given by a Meijer G-function depending on \( k \). Their derivation hinges on the generalized Schur decomposition for matrices and the method of orthogonal polynomials. We shall state that result as the following theorem.

**Theorem 5.1.3** (Akemann-Burda [AB12]). Let \( A_1, A_2, \ldots, A_n \) be i.i.d. \( n \times n \) matrices with i.i.d. standard complex Gaussian entries. Then the eigenvalues of \( A_1 A_2 \ldots A_n \) has density (with respect to Lebesgue measure on \( \mathbb{C}^n \)) proportional to

\[
\prod_{\ell=1}^{n} \omega(z_{\ell}) \prod_{i<j} |z_i - z_j|^2
\]

with a weight function \( \omega(z) \), where

\[
\omega(z) = \int_{x_1 \cdots x_k = z} e^{-\sum_{j=1}^{k} |x_j|^2} \prod_{j=1}^{k} |x_j|^{(n-1)} \ d\sigma.
\]

Here \( \sigma \) is the Lebesgue measure restricted to the hyper surface \( \{(x_1, x_2, \ldots, x_k) : x_1 \cdots x_k = z \} \).

In all the above results after calculating the density of the eigenvalues, it turns out that they form a determinantal point process.

Now following the work of Krishnapur [Kri06] on spherical ensembles and the work of Akemann and Burda [AB12] on the product of \( k \) independent \( n \times n \) Ginibre matrices, it is a natural question to ask, what can be said about the eigenvalues of product of \( k \) independent Ginibre matrices when a few of them are inverted? We investigated the case \( A = A_1^{e_1} A_2^{e_2} \cdots A_k^{e_k} \), where each \( e_i \) is \(+1\) or \(-1\) and \( A_1, A_2, \ldots, A_k \) are independent matrices with i.i.d. standard complex Gaussian entries, and obtained the density of eigenvalues of \( A \). We state the result as the following theorem.
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Theorem 5.1.4 (K Adhikari, K Saha, NK Reddy, TR Reddy [ARRS13]). Let $A_1, A_2, \ldots, A_k$ be independent $n \times n$ random matrices with i.i.d. standard complex Gaussian entries. Then the eigenvalues of $A = A_1^{\epsilon_1} A_2^{\epsilon_2} \ldots A_k^{\epsilon_k}$, where each $\epsilon_i$ is $+1$ or $-1$, has density (with respect to Lebesgue measure on $\mathbb{C}^n$) proportional to

$$
\prod_{\ell=1}^{n} \omega(z_{\ell}) \prod_{i<j}^{n} |z_i - z_j|^2
$$

with a weight function $\omega(z)$, where

$$
\omega(z) = \int_{x_1^{\epsilon_1} \ldots x_k^{\epsilon_k} = z} e^{-\sum_{j=1}^{k} |x_j|^2} \prod_{j=1}^{k} |x_j|^{(1-\epsilon_j)(n-1)} d\sigma. \tag{5.1}
$$

Here $\sigma$ is the Lebesgue measure restricted to the hyper surface given by $\{(x_1, x_2, \ldots, x_k) : x_1^{\epsilon_1} \ldots x_k^{\epsilon_k} = z\}$.

Remark 5.1.5. From the symmetry of the expressions in the Theorem 5.1.4 notice that the density of the eigenvalues of the matrix $A = A_1^{\epsilon_1} A_2^{\epsilon_2} \ldots A_k^{\epsilon_k}$ depends only on $\sum_{i=1}^{k} \epsilon_i$ but not on individual $\epsilon_i$s.

Remark 5.1.6. If $k = 2$, $\epsilon_1 = -1$ and $\epsilon_2 = 1$, then from (5.1) we get that

$$
\omega(z) = \int_{\frac{x_2}{x_1} = z} e^{-|x_1|^2 + |x_2|^2} |x_1|^{2(n-1)} d\sigma = C_n \frac{1}{(1 + |z|^2)^{(n+1)}},
$$

where $\sigma$ is the Lebesgue measure restricted to the hyper surface $\{(x_1, x_2) : \frac{x_2}{x_1} = z\}$ $C_n$ is a constant. Hence the density of the eigenvalues of $A_1^{-1} A_2$ is proportional to

$$
\prod_{i=1}^{n} \frac{1}{(1 + |z_i|^2)^{n+1}} \prod_{i<j}^{n} |z_i - z_j|^2.
$$

From the above expression it is clear that the eigenvalues of $A_1^{-1} A_2$ form a determinantal point process in a complex plane. This result was proved by Krishnapur in [Kri06] through a different approach.

Remark 5.1.7. If $\epsilon_i = 1$ for $i = 1, 2, \ldots, k$, then by Theorem 5.1.4 it follows that the eigenvalues of $A_1 A_2 \ldots A_k$ form a determinantal point process. This result is due to Akemann and Burda [AB12].
5.2 Generalized Schur decomposition

For proving the Theorem 5.1.4, we will do an appropriate transformation and then integrate the auxiliary variables to obtain the eigenvalue density. We will use generalized Schur decomposition for the matrices $X_1, X_2, \ldots, X_k$, where $X_i = A_i^T$ for $i = 1,2,\ldots,k$. In the forthcoming section we will present generalized Schur decomposition appeared in [AB12]. In the subsequent section we compute the Jacobian for this transformation.

5.2 Generalized Schur decomposition

We will first recall the Schur decomposition and then state generalized Schur decomposition.

**Schur decomposition**: Let $A$ be a $n \times n$ matrix. Then there exists an unitary matrix $U$, a diagonal matrix $D$ and a strictly upper triangular matrix $T$, such that $A = U(D + T)U^*$. The diagonal elements of $D$ are the eigenvalues of $A$. Further, if the eigenvalues of $A$ are all distinct and we fix the order of their appearance in $D$, then the decomposition is unique up to a conjugation by a diagonal matrix, whose diagonal entries are in $S^1$.

The key ingredient in deriving the result 5.1.4 is the generalization of the above mentioned Schur product.

**Generalized Schur decomposition**: Let $A_1, A_2, \ldots, A_k$ be $n \times n$ matrices, then there exists unitary matrices $U_1, U_2, \ldots, U_k$, diagonal matrices $D_1, D_2, \ldots, D_k$ and strictly upper triangular matrices $T_1, T_2, \ldots, T_k$ such that they can be decomposed in the following form.

\[
A_1 = U_1(Z_1 + T_1)U_2^*,
\]
\[
A_2 = U_2(Z_2 + T_2)U_3^*,
\]
\[\vdots\]
\[
A_k = U_k(Z_k + T_k)U_1^*.
\]

To prove this decomposition we first consider the Schur decomposition for the matrix $A_1A_2\ldots A_k$. Let it be $A_1A_2\ldots A_k = U_1(Z + T)U_1^*$. Now performing the Gram-
Schmidt orthogonalization to the columns of the matrix $U_1^* A_1$, we get $U_1^* A_1 = (Z_1 + T_1) U_2^*$ for some unitary matrix $U_2$, and $Z_1, T_1$ being diagonal and strictly upper triangular matrices respectively. We repeat this process i.e., in the $i^{th}$ step we perform the Gram-Schmidt orthogonalization to the matrix $U_i^* A_i$ to get $U_i^* A_i = (Z_i + T_i) U_{i+1}^*$.

After performing $n - 1$ steps it forces that $U_n^* A_n = (Z_n + T_n) U_1^*$.

This decomposition is not unique in general. But, if we incorporate certain conditions on the matrices then it will be unique. Assume that the diagonal entries of $Z_1 Z_2 ... Z_k$ are distinct, and appear in a particular order (in particular may choose lexicographical ordering). Observe that replacing $U_i$ with $\Theta_i U_i$, where $\Theta_i$ is a diagonal unitary matrix, we have that $A_i$s assume a similar decomposition. Hence if all the diagonal entries of $U_i$s are non-zero we may assume them to be positive. On assuming these two conditions the decomposition will be unique. Another criterion for the uniqueness of this decomposition is to assume that the first non-zero entry in each row of $U_i$ is non-negative. In the next section while computing Jacobian we assume that all the diagonal entries are positive as the unitary matrices with zero diagonal entries form a null set.

Notice that the eigenvalues of $A_1 A_2 ... A_k$ are same as that of $Z_1 Z_2 ... Z_k$. We will exploit this and use generalized Schur decomposition as the transformation in recovering the eigenvalue density. We will compute the Jacobian for this transformation in the next section. For a more general discussion on this the reader can refer to the appendix in [ARRS13].

### 5.3 Jacobian computation

To obtain eigenvalue density of $A$, we need to do an appropriate change of variables. We do generalized Schur decomposition as mentioned in the previous section. We will compute the Jacobian for this transformation in this section. The computation of Jacobian is on the lines of the computation, given in [HKPV09] (Section 6.3, Chapter-6), while deriving the eigenvalue density for Ginibre matrices.

Before doing the Jacobian determinant calculation, we state a basic property about wedge product, which will be used repeatedly.

If $d y_j = \sum_{k=1}^{n} a_{j,k} d x_k$, for $1 \leq j \leq n$, then using the alternating property $d x \wedge d y =$
\[ -dy \wedge dx \] it is easy to see that
\[
dy_1 \wedge dy_2 \wedge \ldots \wedge dy_n = \det((a_{j,k}))_{j,k \leq n} dx_1 \wedge x_2 \wedge \ldots \wedge dx_n.
\]

As a consequence we can see that, if \( \mathbf{x} = (x_1, \ldots, x_n) \) is a unitary transformation of \( y = (y_1, \ldots, y_n) \), then
\[
dy_1 \wedge d\tilde{y}_1 \wedge dy_2 \wedge d\tilde{y}_2 \wedge \ldots \wedge dy_n \wedge d\tilde{y}_n = dx_1 \wedge d\tilde{x}_1 \wedge dx_2 \wedge d\tilde{x}_2 \wedge \ldots \wedge dx_n \wedge d\tilde{x}_n. \tag{5.2}
\]

From generalized Schur decomposition we have that for any matrices \( X_1, X_2, \ldots, X_k \) in \( g\ell(n, \mathbb{C}) \) can be written as
\[
X_1 = U_1(Z_1 + T_1)U_1^*, \\
X_2 = U_2(Z_2 + T_2)U_2^*, \\
\vdots \\
X_k = U_k(Z_k + T_k)U_k^*.
\]

Where \( U_1, U_2, \ldots, U_k, U_{k+1} \) are unitary matrices satisfying \( U_{k+1} = U_1, Z_1, Z_2, \ldots, Z_k \) are diagonal matrices and \( T_1, T_2, \ldots, T_k \) are strictly upper triangular matrices. Because \( U_iU_i^* = I_n \) we have \( (dU_i)U_i^* = -U_i(dU_i^*) \), for \( i = 1, 2, \ldots, k \). Using this fact and the generalized Schur decomposition 5.3, for any \( \ell = 1, 2, \ldots, k \) we get,

\[
dx_\ell = (dU_\ell)(Z_\ell + T_\ell)U_{\ell+1}^* + U_\ell(dZ_\ell + dT_\ell)U_{\ell+1}^* + U_\ell(Z_\ell + T_\ell)dU_{\ell+1}^*
\]
\[
= (dU_\ell)(Z_\ell + T_\ell)U_{\ell+1}^* + U_\ell(dZ_\ell + dT_\ell)U_{\ell+1}^* - U_\ell(Z_\ell + T_\ell)U_{\ell+1}(dU_{\ell+1})U_{\ell+1}^*
\]
\[
= U_\ell[(U_\ell^*dU_\ell)(Z_\ell + T_\ell) - (Z_\ell + T_\ell)(U_{\ell+1}^*dU_{\ell+1}) + dZ_\ell + dT_\ell]U_{\ell+1}^*.
\]

For convenience let us denote \( \Lambda_\ell := U_\ell^*(dx_\ell)U_{\ell+1}^*, \Omega_\ell := U_\ell^*dU_\ell \) and \( S_\ell := Z_\ell + T_\ell \). Note that \( \Lambda_\ell = (\lambda_\ell(i, j)) \) and \( \Omega_\ell = (\omega_\ell(i, j)) \) are \( n \times n \) matrices of one forms, and \( dS_\ell \) is an upper triangular matrix of one form. Let \( Z_\ell = \text{diag}(Z_\ell(1), Z_\ell(2), \ldots, Z_\ell(n)), T_\ell = (t_\ell(i, j)) \) and \( \Lambda_\ell = (\lambda_\ell(i, j)) \). Define,

\[
\Lambda_\ell = \Omega_\ell S_\ell - S_\ell \Omega_{\ell+1} + dS_\ell. \tag{5.3}
\]

For any unitary matrix \( U \) the transformation \( X \to UX \) is a unitary transformation. Therefore from (5.2), we have
\[
\bigwedge_{i,j} (dx_\ell(i, j) \wedge d\tilde{x}_\ell(i, j)) = \bigwedge_{i,j} (d\lambda_\ell(i, j) \wedge d\tilde{\lambda}_\ell(i, j)),
\]
for \( \ell = 1,2,\ldots,k \). Throughout this computation we will ignore the constants, hence each equality is indeed an equality up to a constant. Because we will be dealing with probability densities the constants can be retrieved by equating the integral to 1. Expanding the equation (5.3) we get,

\[
\lambda_\ell(i,j) = \sum_{m=1}^{j} S_\ell(m,j) \omega_\ell(i,m) - \sum_{m=i}^{n} S_\ell(i,m) \omega_{\ell+1}(m,j) + dS_\ell(i,j)
\]

\[
\left\{
\begin{array}{ll}
S_\ell(j,j) \omega_\ell(i,j) - S_\ell(i,i) \omega_{\ell+1}(i,j) \\
+ \sum_{m=1}^{j-1} S_\ell(m,j) \omega_\ell(i,m) - \sum_{m=i+1}^{n} S_\ell(i,m) \omega_{\ell+1}(m,j)
\end{array}
\right.
\]

if \( i > j \);

\[
+ \sum_{m=1}^{j} S_\ell(m,j) \omega_\ell(i,m) - \sum_{m=i+1}^{n} S_\ell(i,m) \omega_{\ell+1}(m,j)
\]

if \( i \leq j \).

To execute the wedge product, we will now arrange \( \{ \lambda_\ell(i,j), \overline{\lambda}_\ell(i,j) \} \) in a particular order. We will use lexicographic order on the indices associated with \( \lambda_\ell(i,j) \). The indices associated with \( \lambda_\ell(i,j) \) are \( (i,j,\ell) \). The lexicographical order will be taken on \( (i,n-j,k-\ell) \). The corresponding conjugate terms will be followed by the term for which it is conjugate. For convenience, we present the ordering as the following table (each row is read from left to right and top row precedes bottom rows).

| \( \lambda_1(n,1) \) | \( \overline{\lambda}_1(n,1) \) | \( \ldots \) | \( \lambda_k(n,1) \) | \( \overline{\lambda}_k(n,1) \) |
|----------------|----------------|---------|----------------|----------------|
| \( \lambda_1(n-1,1) \) | \( \overline{\lambda}_1(n-1,1) \) | \( \ldots \) | \( \lambda_k(n-1,1) \) | \( \overline{\lambda}_k(n-1,1) \) |
| \( \lambda_1(n-2,1) \) | \( \overline{\lambda}_1(n-2,1) \) | \( \ldots \) | \( \lambda_k(n-2,1) \) | \( \overline{\lambda}_k(n-2,1) \) |
| \( \vdots \) | \( \vdots \) | \( \ldots \) | \( \vdots \) | \( \vdots \) |
| \( \lambda_1(1,1) \) | \( \overline{\lambda}_1(1,1) \) | \( \ldots \) | \( \lambda_k(1,1) \) | \( \overline{\lambda}_k(1,1) \) |

Using the fact that \( \Omega_\ell \) is skew-hermitian (i.e., \( \omega_\ell(i,j) = -\overline{\omega_\ell(j,i)} \)), while executing the wedge product, notice that the terms in the square brackets are one forms and have already appeared before in the given ordering. Hence their contribution to the entire product is nullified. In the next couple of paragraphs we will explain in detail about this cancellation, the reader who already got convinced may skip them.

If \( i > j \), then each of the terms in the square brackets contain either \( \omega_\ell(i,m_1) \) or \( \omega_{\ell+1}(m_2,j) \), where \( m_1 < j \) and \( m_2 > i \). These terms have already appeared in \( \lambda_\ell(i,m_1) \) and \( \lambda_{\ell+1}(m_2,j) \) respectively, outside the square brackets, which are leading the order we have executed the product.

If \( i \leq j \), then each of the terms in the square brackets contain either \( \omega_\ell(i,m_1) \) or \( \omega_{\ell+1}(m_2,j) \), where \( m_1 \leq j \), \( m_1 \neq i \), \( m_2 > i \) and \( m_2 \neq j \). For the case \( j \geq m_1 > i \), by
skew hermitian property of $\Omega_{\ell}$, we have $\omega_{\ell}(i, m_1) = -\overline{\omega}_{\ell}(m_1, i)$ which has already appeared in $\overline{\lambda}_{\ell}(m_1, i)$, outside the square brackets. For the case $m_1 < i$, $\omega_{\ell}(i, m_1)$ has already appeared in $\lambda_{\ell}(i, m_1)$ outside square brackets. Similarly for the case $m_2 < j$ we have $\omega_{\ell+1}(m_2, j) = -\overline{\omega}_{\ell+1}(j, m_2)$ which has appeared outside square brackets in $\overline{\lambda}_{\ell+1}(j, m_2)$. Lastly in the case of $m_2 > j$, $\omega_{\ell+1}(m_2, j)$ has already appeared in $\lambda_{\ell+1}(m_2, j)$.

Therefore, if we assume

$$\mu_{\ell}(i, j) = \begin{cases} S_{\ell}(j, j)\omega_{\ell}(i, j) - S_{\ell}(i, i)\omega_{\ell+1}(i, j) & \text{if } i > j; \\
dS_{\ell}(i, j) + S_{\ell}(i, j)(\omega_{\ell}(i, i) - \omega_{\ell+1}(j, j)) & \text{if } i \leq j; \end{cases}$$

then,

$$\bigwedge_{\ell, i, j} \left( \lambda_{\ell}(i, j) \wedge \overline{\lambda}_{\ell}(i, j) \right) = \bigwedge_{\ell, i, j} \left( \mu_{\ell}(i, j) \wedge \overline{\mu}_{\ell}(i, j) \right).$$

Recall that $S_{\ell} = Z_{\ell} + T_{\ell}$. For $i > j$, the term $\bigwedge_{\ell}(\mu_{\ell}(i, j) \wedge \overline{\mu}_{\ell}(i, j))$ yields $\left| \prod_{\ell=1}^{k} Z_{\ell}(i) - \prod_{\ell=1}^{k} Z_{\ell}(j) \right|^2$. Hence we get,

$$\bigwedge_{\ell, i, j} \left| \lambda_{\ell}(i, j) \right|^2 = \left( \prod_{i > j} \left| \prod_{\ell=1}^{k} Z_{\ell}(i) - \prod_{\ell=1}^{k} Z_{\ell}(j) \right|^2 \right) \bigwedge_{\ell} \left( \bigwedge_{i > j} \left| \omega_{\ell}(i, j) \right|^2 \bigwedge_{i} \left| dZ_{\ell}(i) \right|^2 \right)^2 \bigwedge_{\ell, i, j} \left| dT_{\ell}(i, j) + T_{\ell}(i, j) \left( \omega_{\ell}(i, i) - \omega_{\ell+1}(j, j) \right) \right|^2. \tag{5.7}$$

Note that we have simplified the notation by denoting $|dz|^2 := dz \wedge \overline{dz}$. Consider the set of unitary matrices $\mathcal{M}_{\ell} = \{ U_{\ell} : U_{\ell}^*U_{\ell} = 1_n, U_{\ell}(i, i) > 0 \}$. $\mathcal{M}_{\ell}$ is a sub manifold of dimension $n^2 - n$ in the manifold $\mathcal{U}(n)$. The dimension of $\mathcal{M}_{\ell}$ can be obtained by imposing the constrains $\{ U_{\ell}(i, i) > 0; i = 1, 2, \ldots, n \}$, on $\mathcal{U}(n)$. Now the product $\omega_{\ell}(m, m) \wedge \left( \bigwedge_{i > j} |\omega_{\ell}(i, j)|^2 \right) = 0$, because $\omega_{\ell}(i, j)$s are one forms on the manifold $\mathcal{M}_{\ell}$ whose dimension is $n^2 - n$ and the product contains $n^2 - n + 1$ terms. Hence (5.7), will be reduced to,

$$\bigwedge_{\ell, i, j} \left| \lambda_{\ell}(i, j) \right|^2 = \left( \prod_{i > j} \left| \prod_{\ell=1}^{k} Z_{\ell}(i) - \prod_{\ell=1}^{k} Z_{\ell}(j) \right|^2 \right) \bigwedge_{\ell, i > j} \left| \omega_{\ell}(i, j) \right|^2 \bigwedge_{i} \left| dZ_{\ell}(i) \right|^2 \bigwedge_{\ell, i < j} \left| dT_{\ell}(i, j) \right|^2.$$
Notice that $\bigwedge_{i>j} |\omega_\ell(i, j)|^2$ is $n^2 - n$ form on space of unitary matrices whose diagonal entries are non-negative (or in other words $\mathcal{U}(n)/\mathcal{U}(1)$) and it is invariant under any unitary transformation. Hence the measure induced by this form is Haar measure on $\mathcal{U}(n)/\mathcal{U}(1)$. We will denote it by $|d H(U_\ell)|$. Therefore we have

$$
\bigwedge_\ell \bigwedge_{i,j} |\lambda_\ell(i, j)|^2 = \left( \prod_{i>j} \left| \prod_{\ell=1}^k Z_\ell(i) - \prod_{\ell=1}^k Z_\ell(j) \right|^2 \right) 
\times \bigwedge_\ell |d H(U_\ell)| \bigwedge_{i,j} |d Z_\ell(i)|^2 \bigwedge_{i<j} |d T_\ell(i, j)|^2. 
$$

Now that we have the basic ingredients ready, we will proceed for the proof of the theorem in the next section.

### 5.4 Proof of Theorem 5.1.4

The density of $(A_1, A_2, \ldots, A_k)$ is proportional to

$$
\prod_{\ell=1}^k e^{-\text{Tr}(A_\ell A_\ell^*)} \bigwedge_{\ell=1}^k \bigwedge_{i,j=1}^n |d A_\ell(i, j)|^2
$$

where $|d A_\ell(i, j)|^2 = d A_\ell(i, j) \wedge d \bar{A}_\ell(i, j)$. Throughout the proof, we will ignore the proportionality constants where ever present. Since we are dealing with probability densities, the proportionality constants can be recovered by equating the integral of the density to 1.

Let $X_\ell = A_\ell^{\epsilon_\ell}$ for $\ell = 1, 2, \ldots, k$. The Jacobian for the transformation $A_\ell \rightarrow A_\ell^{\epsilon_\ell}$ is $|\det(A_\ell)|^{2(\epsilon_{\ell-1})n}$. Hence the joint density of $(X_1, X_2, \ldots, X_k)$ is proportional to

$$
\prod_{\ell=1}^k e^{-\text{Tr}(X_\ell^{\epsilon_\ell} X_\ell^{*\epsilon_\ell})} \prod_{\ell=1}^k |\det(X_\ell)|^{2(\epsilon_{\ell-1})n} \bigwedge_{\ell=1}^k \bigwedge_{i,j=1}^n |d X_\ell(i, j)|^2
$$

Using generalized Schur decomposition we have

$$
X_\ell = U_\ell S_\ell U_\ell^* \quad \text{for } \ell = 1, 2, \ldots, k,
$$

where $U_{k+1} = U_1$ and $U_\ell$ are unitary matrices, $S_\ell$ are upper triangular matrices. We write $S_\ell$ for $1 \leq l \leq k$ as

$$
S_\ell = Z_\ell + T_\ell,
$$
where \( Z_\ell = \text{diag}(Z_\ell(1), Z_\ell(2), \ldots, Z_\ell(n)) \) and \( T_\ell \) are strictly upper triangular matrices. Now from (5.8), we have

\[
\prod_{\ell=1}^{k} \prod_{i,j=1}^{n} |dX_\ell(i, j)|^2 = \prod_{i<j}^{k} |z_i - z_j|^2 \prod_{\ell=1}^{k} \left( \prod_{i<j} |dH(U_\ell)| \prod_{i<j} |dS_\ell(i, j)|^2 \right)
\]

\[
= \prod_{i<j}^{k} |z_i - z_j|^2 \prod_{\ell=1}^{k} \left( \prod_{i<j} |dH(U_\ell)| \prod_{i<j} |dT_\ell(i, j)|^2 \prod_{i=1}^{n} |dZ_\ell(i)|^2 \right).
\]

where \( |dH(U_\ell)| \) are independent Haar measures on \( \mathcal{U}(n)/\mathcal{U}(1) \) and \( z_i = \prod_{\ell=1}^{k} Z_\ell(i) \) for \( 1 \leq i \leq n \). Notice that \( z_1, z_2, \ldots, z_n \) are the eigenvalues of \( X_1 X_2 \cdots X_k \). Now using (5.10) and (5.12), (5.9) can be written as

\[
\prod_{\ell=1}^{k} \left[ e^{-\text{Tr}(S_\ell^T S_\ell^*)} |\text{det}(S_\ell)|^{2(\ell-1)n} \right] \prod_{i<j} |z_i - z_j|^2 \times \prod_{\ell=1}^{k} \left( \prod_{i<j} |dH(U_\ell)| \prod_{i<j} |dT_\ell(i, j)|^2 \prod_{i=1}^{n} |dZ_\ell(i)|^2 \right).
\]

(5.12)

Now our aim is to integrate out all auxiliary variables from (5.12) to get the density of eigenvalues of \( X_1 X_2 \cdots X_k \). Observe that if \( S = Z + T \) where \( Z = \text{diag}(x_1, x_2, \ldots, x_n) \) and \( T \) is a strictly upper triangular matrix, then

\[
S^{-1} S^{-1*} = (I + Z^{-1} T)^{-1} Z^{-1} Z^{-1*} (I + Z^{-1} T)^{-1*}.
\]

Observe that \( Z^{-1} T \) is also a strictly upper triangular matrix. If we let \( P = Z^{-1} T \), we get \( P \) is an upper triangular matrix and

\[
|DP| = \prod_{i=1}^{n-1} \frac{1}{|x_i|^{2(n-i)}} |DT|,
\]

where \( |DP| = \prod_{i,j} |dP(i, j)|^2 \) and \( |DT| = \prod_{i,j} |dT(i, j)|^2 \). Now replacing \( (I + P)^{-1} \) by \( Q \), we have \( |DQ| = |DP| \) and therefore

\[
|DT| = \prod_{i=1}^{n-1} \frac{1}{|x_i|^{2(n-i)}} |DQ|.
\]

Hence we have

\[
e^{-\text{Tr}(S^{-1} S^{-1*})} |DT| = e^{-\text{Tr}(QZ^{-1} Z^{-1*} Q^*)} \prod_{i=1}^{n-1} |x_i|^{2(n-i)} |DQ| = e^{-\sum_{i=1}^{n} \left( \frac{1}{|x_i|^2} |Q(j,i)|^2 + 1 \right) \prod_{i=1}^{n-1} |x_i|^{2(n-i)} |DQ|}.
\]

(5.13)
Now using (5.13) for each $S_\ell$, $1 \leq \ell \leq k$, we get that the expression (5.12) is proportional to
\[
\prod_{i<j} |z_i - z_j|^2 \prod_{\ell=1}^k \left[ e^{-\sum_{i=1}^n |Z_{\ell}(i)|^2} \prod_{j=1}^{n-1} |Q_{\ell}(j,i)|^2 + \frac{1+\epsilon}{2} \sum_{j=1}^{n+1} |T_{\ell}(i,j)|^2 \right] \times \prod_{i=1}^{n-1} |Z_{\ell}(i)|^{(n-i)(1-\epsilon)} \prod_{i=1}^n |Z_{\ell}(i)|^{2(\epsilon-1)n} \left[ \prod_{\ell=1}^k |dH(U_{\ell})||DQ_{\ell}| \frac{1-\epsilon}{2} |DT_{\ell}| \frac{1+\epsilon}{2} |DZ_{\ell}| \right].
\]

Now integrating this expression with respect to all variables except the variables of $Z_\ell$ for $\ell = 1, 2, \ldots, k$, we have (omitting the constant)
\[
\prod_{i<j} |z_i - z_j|^2 \prod_{\ell=1}^k \left[ e^{-\sum_{i=1}^n |Z_{\ell}(i)|^2} \prod_{i=1}^n |Z_{\ell}(i)|^{(\epsilon-1)(n+1)} \right] \left[ \prod_{\ell=1}^k |DZ_{\ell}| \right].
\]

Now integrating the above expression on the respective hypersurfaces given by $\{(Z_1(i), Z_2(i), \ldots, Z_k(i)) : Z_1(i) Z_2(i) \ldots Z_k(i) = z_i\}$, for $i = 1, 2, \ldots, n$ we get the density of the eigenvalues $(z_1, z_2, \ldots, z_n)$ of $A_1^{\epsilon_1} A_2^{\epsilon_2} \cdots A_k^{\epsilon_k}$. This completes the proof of the theorem. \qed
6 Probability that products of real random matrices have all eigenvalues real tend to 1.

6.1 Background

In this chapter we consider products of real random matrices with fixed size. In [Lak13], Arul Lakshminarayan observed an interesting phenomenon in products of Ginibre matrices. He considered products of i.i.d Ginibre matrices with real Gaussian entries. Let $p_n^{(k)}$ be the probability that product of $n$ such matrices have all real eigenvalues. Using numerical simulations he computed $p_n^{(k)}$. Based on the observations, he conjectured that $p_n^{(k)}$ increases to 1 with the size of the product.

Peter Forrester, in [For14], considered the case of $k \times k$ Ginibre matrices with real Gaussian entries. He gave a formula for $p_n^{(k)}$. From that formula he deduced that this probability increases to 1 exponentially.

We state a generalization of the conjecture stated in [Lak13].

**Conjecture.** Let $X_1, X_2, \ldots, X_n$ be i.i.d. matrices of size $k \times k$, whose entries are i.i.d. real random variables distributed according to probability measure $\mu$ and $A_n = X_1 X_2 \ldots X_n$. Then,

$$\lim_{n \to \infty} \Pr(A_n \text{ has all real eigenvalues}) = 1.$$  

6.2 Results

We prove the conjecture for the special case when the probability measure $\mu$ has an atom i.e., there is $x \in \mathbb{R}$ such that $\mu(|x|) > 0$. The proof for this case is based on a
simple observation that rank of product of matrices is at most the minimum of the
ranks of the individual matrices. In the given scenario, each individual matrix will be
of rank at most 1 with non zero probability. If a real matrix has rank at most 1, then it
has all real eigenvalues (they are 0 and the trace of the matrix). The following theorem
formalizes the result.

**Theorem 6.2.1.** Let \( X_1, X_2, \ldots, X_n \) be i.i.d. matrices of size \( k \times k \), whose entries are i.i.d.
real random variables distributed according to an atomic probability measure \( \mu \) and
\( A_n = X_1 X_2 \ldots X_n \). Then,

\[
\lim_{n \to \infty} \Pr(A_n \text{ has all real eigenvalues}) = 1.
\]

**Proof.** Let \( x \) be an atom of measure \( \mu \). Then \( X_j \) has rank at most 1, with probability
at least \( \mu(\{x\})k^2 \). All the matrices \( X_j \) s are independent of each other. Therefore,

\[
\Pr(A_n \text{ has rank at most 1}) \geq \Pr(\text{at least one of } X_1, X_2, \ldots, X_n \text{ has rank at most 1}),
\]

\[
\geq 1 - (1 - \mu(\{x\})k^2)^n. \tag{6.1}
\]

We know that real matrices with rank at most 1 have all eigenvalues real. Hence,

\[
\Pr(A_n \text{ has all real eigenvalues}) \geq \Pr(A_n \text{ has rank at most 1}).
\]

Hence from above and (6.1) we have, \( \lim_{n \to \infty} \Pr(A_n \text{ has all real eigenvalues}) = 1. \)

We make the following observation about \( 2 \times 2 \) real matrices. It says that if the rows
or columns of a real random matrix are exchangeable then that matrix has both real
eigenvalues with probability at least \( \frac{1}{2} \). Later this will be applied to product of \( 2 \times 2 \) real
Ginibre matrices, which gives us the probability that the product of \( 2 \times 2 \) real Ginibre
matrices is at least \( \frac{1}{2} \).

**Lemma 6.2.2.** Let \( M = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \), where \((a, b)\) and \((c, d)\) are real exchangeable random
variables. Then,

\[
\Pr(M \text{ has both real eigenvalues}) \geq \frac{1}{2}.
\]

**Proof.** The characteristic polynomial of the matrix \( M \) is \( P_M(x) = x^2 - (a + d)x + (ad - bc) \). The matrix \( M \) has all real eigenvalues if the discriminant of the characteristic polynomial,

\[
(a + d)^2 - 4(ad - bc) \geq 0.
\]
Hence the probability that $M$ has both real eigen values is,

$$\Pr((a + d)^2 - 4(ad - bc) \geq 0).$$

Because $(a, c)$ and $(b, d)$ are exchangeable we have,

$$\Pr((a + d)^2 - 4(ad - bc) \geq 0) = \Pr((b + c)^2 - 4(bc - bd) \geq 0).$$

Therefore,

$$\Pr(M \text{ has both real eigenvalues})$$

$$= \frac{1}{2} \left( \Pr((a + d)^2 - 4(ad - bc) \geq 0) + \Pr((b + c)^2 - 4(bc - bd) \geq 0) \right),$$

$$\geq \frac{1}{2} \Pr((a + d)^2 - 4(ad - bc) \geq 0 \text{ or } (b + c)^2 - 4(bc - bd) \geq 0). \quad (6.2)$$

Because $(a + d)^2 - 4(ad - bc) + (b + c)^2 - 4(bc - bd) \geq 0$, at least one of $(a + d)^2 - 4(ad - bc)$ and $(b + c)^2 - 4(bc - bd)$ is non-negative. Therefore,

$$\Pr((a + d)^2 - 4(ad - bc) \geq 0 \text{ or } (b + c)^2 - 4(bc - bd) \geq 0) = 1.$$

Combining above and (6.2) we have that, $\Pr(M \text{ has both real eigenvalues}) \geq \frac{1}{2}$. \qed

Using Lemma 6.2.2, in the case of $2 \times 2$ Ginibre matrices we can obtain that the probability of the products having all real eigenvalues to be at least $\frac{1}{2}$.

**Corollary 6.2.3.** Let $X_1, X_2, \ldots X_n$ are i.i.d. matrices of size $2 \times 2$ whose entries are i.i.d real random variables distributed according to probability measure $\mu$ and $A_n = X_1X_2 \ldots X_n$. Then,

$$\Pr(A_n \text{ has all real eigenvalues}) \geq \frac{1}{2}.$$

**Proof.** To satisfy the hypothesis of Lemma 6.2.2, it is enough to show that the rows of the matrix $A_n$ are exchangeable. It can be noticed that the matrices $X_1$ and $\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} X_1$ are identically distributed, so are $A_n$ and $\begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} A_n$. Hence the rows of $A_n$ are exchangeable. \qed
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