Abstract
Since the launch of the World Health Organization Surgical Checklist, early data have suggested a dramatic reduction in certain types of peri-operative error. Advocates of the checklist claim it has the potential to transform healthcare. This article seeks to examine the deeper relationship between practitioners and checklists, and the key to their success or failure in keeping patients safe.
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Opinion
In many European cultures there is a traditional folktale [1] about a stranger who comes to a remote village with an empty cauldron, seeking food. When the locals turn him away, he fills the pot with water from a nearby stream, and sets it over an open fire. He places an ordinary stone in the pot and sits back. A couple of villagers pass by, and when they enquire, he says he is making “stone soup”. “It’s delicious on its own, although a little salt would really make it special...if only I had some.”

Eventually one of the locals offers to part with a little salt and the stranger adds it to the pot. “Thank you”, he says eagerly, “now if only it had a few herbs...” The other villager says, “I have oregano – but if I give you some, I’ll want some soup too...” Word gets around, and soon a small crowd gathers around the cauldron. Generally there is disbelief - but by now the “stone soup” does smell rather nice. “Can I have some?” asks an onlooker. “Hold on,” says the stranger, “I just can’t give you some when others have put in for their share. ”“Well - I’ve got a turnip...” “Hm, let me check... yes, a turnip should work... but two would make it fit for a king.” Soon people are offering vegetables and even meat to get some soup. As everyone has their fill, spirits rise, wine appears. They laugh, sing and feast. And the stone soup is delicious.

So how does this imaginary tale relate to patient safety? Since the World Health Organisation launched its surgical checklist in 2009 [2] early data have suggested a dramatic reduction in certain types of peri-operative error [3]. One of the authors of this study, Atul Gawande, already a popular best-selling author in his own right, published a book of the development of this checklist [4], advocating more extensive use of formal checklists in healthcare: “if something so simple can transform intensive care, what else can it do?”[5]. And why not? Formalised checklists have enjoyed dramatic successes elsewhere in healthcare [6-8], so it is not a groundless aspiration. However, closer examination of Gawande’s book suggests to me a deeper reason why checklists may improve safety - a reason well understood by its architects, yet perhaps under-publicised or misunderstood elsewhere.

In examples throughout the book, a conspicuous amount of clinical governance groundwork is needed to make the checklists work - clinical leaders to champion the cause, negotiated improvements in communication and collaboration, new assertiveness protocols allowing nurses to make doctors comply, resources allocated to audit outcomes, and so on. In this sense a checklist may act like the ‘stone’ in ‘stone soup’, i.e. a catalysor for others to contribute and collaborate in ways that otherwise were lacking. Perhaps it is in fact these changes, as opposed to whether a particular box is ticked, that are making things safer.

Now this in itself may be no bad thing - except if it gives managers licence to believe that any safety problem can be solved by generating another set of mandatory tick-boxes without the substantial preparation, evidence gathering, diligence and follow-through that exemplify the successes cited in Gawande’s “manifesto”. One therefore begs the question: if a surgical checklist is introduced without a designated clinician resourced to champion it, without enforcing the communication and team-working behaviours that would have to accompany it (e.g. making sure everyone participates at the same moment in time), and without a prospective evaluation framework to monitor its impact, would it actually make a difference? This is not a frivolous question: for example, while electronic prescribing systems are no doubt a promising technology, the evidence that they reduce prescriber errors, drug administration errors and adverse drug events has not been compelling [9-11] and they may even contribute to errors in some situations [12]. This suggests that ‘it isn’t what you do, but the way that you do it’ that appears to improve safety. Might the same be true of surgical checklists?

Safety culture – the way we perceive and priorities safety in our day-to-day practice - is far from ideal in many places. Like any professional group, doctors tend to cherish their autonomy (in many arenas rightly so) and can regard externally imposed protocols as a form of bureaucratic intrusion to be rejected on principle. I have observed surgeons and anesthetists actively refuse to participate in checklists, yet in truth these same clinicians would probably use their own mental checklists and mnemonics for many aspects of their clinical practice – from the Advanced Trauma Life Support primary survey and the minimum requirements for rapid sequence induction, to remembering cranial nerves and checking an anesthetic machine. By contrast,
I have also observed that other clinicians are happy to proceed if the paperwork is complete, even when actual criteria have not been met or verified. Documenting the motions, rather than the actual checking, becomes the endpoint. So, for example, the anesthetist or the surgeon may not be paying attention to the checklist, but the theatre nurse does not stop to ensure everyone is listening, and carries on. The purpose of the checklist as a collective briefing – to ensure all members of the team have a shared mental model [13,14] of what is being done to whom - is undermined; yet as long as all the boxes have been ticked, the procedure goes ahead. Practices such as these would subvert many safety gains possible from a checklist.

At the risk of stating the obvious, part of the point of a 'checklist' is to check that which should already have been done. Why wait until the 'roll-call' to introduce yourself robotically to the team, only to forget everyone's name a minute later? Introductions are better remembered when they are made person-to-person, on arrival. Discussion of a particular case is better done as an interactive narrative, rather than as a disengaged series of bullet points. The checklist is there to ensure the team has not forgotten critical elements of the story - it is not the story. Nor is it really a substitute for a team briefing unless all minds of the team are engaged. This is like putting the stone in the soup assuming all the other ingredients will automatically appear, when in fact without conscious and willing participation, it could just be a recipe for hot water.

Moreover post-implementation audits [15] may be open to misinterpretation: operating theatre teams who perform the checklist well may produce better outcomes for their patients, but it may be that the sort of teams partial to running checklists are the ones whose clinical outcome is good anyway, as they may generally interact better in other aspects of their care as well. In other words, where the 'soup' is already good, the 'stone' (the checklist) may be neither an active ingredient nor a catalyst - just a heavy garnish. At least one recent study suggests that the use of checklists improves the perceived quality of teamwork and communication in some or while having a negative impact in others [16].

More studies are needed. Meanwhile one could argue that in a superlative facility, where good clinical leaders championed safety initiatives, where uniformly competent clinicians worked comfortably in cohesive inter-professional teams, communicated respectfully and efficiently with each other in a timely manner all the time, and where mutual monitoring of individual and team performance was not only tolerated but encouraged, checklists would not be needed at all.

So- am I in favour of WHO checklists? Absolutely. Not for scientific reasons (I don't think we have the right data yet) but on philosophical grounds - on faith and principle, if you will.

Firstly, as an industry we remain obsessed with the economic and technical aspects of delivering health care, even though there is now a substantial body of evidence that communication, teamwork and leadership failures are major contributors to medical adverse events [17,18]. The competence of many individual healthcare workers in these 'paratechnical' or 'non-technical' skills is highly variable and the superlative workplace described above is utopian. So in the real-world context, enforcing a surgical checklist may be a brute but effective way to raise the bar, the beginning of a process of setting minimum standards for communication, teamwork and leadership behaviours in our hazard-rich environments. Hopefully by setting some standards, appropriate training programmes, and ultimately cultural change, would follow, taking us a little closer to where we need to be. In the field of medical crisis management, it appears this may already be happening through high-fidelity simulation.

Second, it should be clear that 'systems' (departments, hospitals, health authorities, etc.) are not just abstract infrastructures. They are made of people - dozens, hundreds or even thousands of individual humans, interacting a myriad times on a day-to-day basis. To put it another way, 'systems are people, too' [19]. There are physical and cognitive limits to the performance that can be expected of each and every human component in that system. Not only is it true that 'to err is human' -in fact, just like everyone else, healthcare workers regularly make mistakes in their routine work [20]. Most of these errors are either of themselves inconsequential, or are rapidly detected or corrected [21,22]. This speaks as much to the resilience of patients and healthcare workers alike as it does to their vulnerabilities. Yet while practice, scholarship and motivation are all necessary to improve human performance, in real life they can never make us perfect [23]. We build policies, procedures, equipment, hospitals and public expectations against assumptions of idealised 'system' performance, yet when the inherent fallibility of each human component is multiplied against the number of interactions necessary for modern clinical pathways, we should not be surprised that the likelihood of sinister error chains forming dramatically increases.

These chains of fallibility are further compounded by the revolutions in scale that characterise modern life and modern health care. Taken globally, humans are expected in concert to perform increasingly complex and critical tasks faster and in higher volumes that could possibly have been imagined a hundred years ago. In the last 20 years new technology has taken industrialization of healthcare to a whole new order of magnitude. This has increased exponentially the number of interactions occurring related to the care of a single patient, and with this an increased likelihood that a chain of very human errors will lead to adverse outcomes. Systemic errors and catastrophes will not only occur in complex organizations, they should be expected; they can be regarded, as Perrow does, as 'normal accidents' [24]. The frequency with which these adverse events occur will depend on the intrinsic qualities of a system and the people in it.

In this juggernaut that the business of medicine has become, only a relatively small proportion of human errors lead to harm, but in absolute terms this represents a major cause of morbidity and mortality. Tackling this is not just an administrator's problem, it's everyone's problem: clinicians, patients, lawmakers too, and society as a whole. Accepting the limits of human performance, and embracing both the training and ergonomic support required
to redress these limits, are essential to reducing the likelihood of medical adverse events over time. We all need to make ourselves aware, and pitch in.

An increasing amount of thought and effort must be devoted to designing systems that minimise the opportunities for human error and maximize the efficacy of human effort. Conceptually, there are two broad approaches: adaptation of human workers to fit the needs and limitations of the work environment ('training'), and adaptation of the work environment to fit the needs and limitations of human workers ('ergonomics') [25]. Traditionally, clinicians have focused on training to make things safer, although anaesthesia also has an established track record in promoting and campaigning for better design in equipment, drugs and critical care facilities [26-31].

A well-designed and appropriately supported checklist, used in a carefully selected clinical setting, represents just one of many ergonomic tools used in other safety-critical fields of human endeavor, patiently waiting for us to realize their place in improving patient safety. However, like most ergonomic solutions, for them to work properly, they must be supported by training, diligence and goodwill. So before we start rolling out checklists for everything, perhaps we would do well to remember one thing: it’s not just the stone that makes the soup, but what we are each willing to bring to the pot.
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