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Abstract—Conventional frequentist learning is known to yield poorly calibrated models that fail to reliably quantify the uncertainty of their decisions. Bayesian learning can improve calibration, but formal guarantees apply only under restrictive assumptions about correct model specification. Conformal prediction (CP) offers a general framework for the design of set predictors with calibration guarantees that hold regardless of the underlying data generation mechanism. However, when training data are limited, CP tends to produce large, and hence uninformative, predicted sets. This paper introduces a novel meta-learning solution that aims at reducing the set prediction size. Unlike prior work, the proposed meta-learning scheme, referred to as meta-XB, i) builds on cross-validation-based CP, rather than the less efficient validation-based CP; and ii) preserves formal per-task calibration guarantees, rather than less stringent task-marginal guarantees. Finally, meta-XB is extended to adaptive non-conformal scores, which are shown empirically to further enhance marginal per-input calibration.

Index Terms—Conformal prediction, cross-validation, distribution-free calibration, meta-learning, set prediction.

I. INTRODUCTION

A. Context and Motivation

In modern application of artificial intelligence (AI), calibration is often deemed as important as the standard criterion of (average) accuracy [1]. A well-calibrated model is one that can reliably quantify the uncertainty of its decisions [2], [3]. Information about uncertainty is critical when access to data is limited and AI decisions are to be acted on by human operators, machines, or other algorithms. Recent work on calibration for AI machines, or other algorithms. Recent work on calibration for AI

has focused on Bayesian learning, or related ensembling methods, as means to quantify epistemic uncertainty [4], [5], [6], [7]. However, recent studies have shown the limitations of Bayesian learning when the assumed model likelihood or prior distribution are misspecified [8]. Furthermore, exact Bayesian learning is computationally infeasible, calling for approximations such as Monte Carlo (MC) sampling [9] and variational inference (VI) [10]. Overall, under practical conditions, Bayesian learning does not provide formal guarantees of calibration.

Conformal Prediction (CP) [11] provides a general framework for the calibration of (frequentist or Bayesian) probabilistic models. The formal calibration guarantees provided by CP hold irrespective of the (unknown) data distribution, as long as the available data samples and the test samples are exchangeable — a weaker requirement than the standard i.i.d. assumption. As illustrated in Fig. 2, CP produces set predictors that output a subset of the output space \( \mathcal{Y} \) for each input \( x \), with the property

![Fig. 1. Conformal prediction (CP)-based set predictors in the presence of limited data samples: Validation-based CP (VB-CP) [11] and the more efficient cross-validation-based CP (XB-CP) [12] provide set predictors that satisfy the per-task validity condition (1); while previous works on meta-learning for VB-CP [13], [14], which aims at improving efficiency, do not offer validity guarantees when conditioning on a given task \( \tau \). In contrast, the proposed meta-XB algorithm outputs efficient set predictors with guaranteed per-task validity. The last column illustrates efficiency and per-task validity for a simple example with possible outputs \( y \) given by black dots, where the ground-truth outputs are given by the colored crosses and the corresponding set predictions by circles. Per-task validity (see (1)) holds if the set prediction includes the ground-truth output with high probability for each task \( \tau \), while inefficiency (see (2)) measures the average size of the prediction set.](image-url)
that the set contains the true output value with probability no smaller than a desired value $1 - \alpha$ for $\alpha \in [0, 1]$.

Mathematically, for a given learning task $\tau$, assume that we are given a data set $D_\tau$ with $N_\tau$ samples, i.e., $D_\tau = \{z_\tau[i]\}_{i=1}^{N_\tau}$, where the $i$th sample $z_\tau[i] = (x_\tau[i], y_\tau[i])$ contains input $x_\tau[i] \in \mathcal{X}_\tau$ and target $y_\tau[i] \in \mathcal{Y}_\tau$. CP provides a set predictor $\Gamma(\cdot|D_\tau, \xi) : \mathcal{X}_\tau \rightarrow 2^{\mathcal{Y}_\tau}$, specified by a hyperparameter vector $\xi$, that maps an input $x_\tau \in \mathcal{X}_\tau$ to a subset of the output domain $\mathcal{Y}_\tau$ based on a data set $D_\tau$. Calibration amounts to the per-task validity condition

$$\mathbb{P}(y_\tau \in \Gamma(x_\tau|D_\tau, \xi)) \geq 1 - \alpha,$$

(1)

which indicates that the set predictor $\Gamma(x_\tau|D_\tau, \xi)$ contains the true target $y_\tau$ with probability at least $1 - \alpha$. In (1), the probability $\mathbb{P}(\cdot)$ is taken over the ground-truth, exchangeable, joint distribution $p(D_\tau, z_\tau)$, where $z_\tau = (x_\tau, y_\tau)$ and bold letters represent random variables.

The most common form of CP, referred to as validation-based CP (VB-CP), splits the data set into training and validation subsets [11]. The validation subset is used to calibrate the set predictor $\Gamma^\text{VB}(x_\tau|D_\tau, \xi)$ on a test example $x_\tau$ for a given desired miscoverage level $\alpha$ in (1). The drawback of this approach is that validation data is not used for training, resulting in inefficient set predictors $\Gamma^\text{VB}(x_\tau|D_\tau, \xi)$ in the presence of a limited number $N_\tau$ of data samples. The average size of a set predictor $\Gamma(x_\tau|D_\tau, \xi)$, referred to as inefficiency, is defined as

$$\mathcal{L}_\tau(\xi) = \mathbb{E}[|\Gamma(x_\tau|D_\tau, \xi)|],$$

(2)

where the average is taken with respect to the ground-truth joint distribution $p(D_\tau, z_\tau)$.

A more efficient CP set predictor was introduced by [12] based on cross-validation. The cross-validation-based CP (XB-CP) set predictor $\Gamma^{K\text{-XB}}_\alpha(x_\tau|D_\tau, \xi)$ splits the data set $D_\tau$ into $K$ folds to effectively use the available data for both training and calibration. XB-CP can also satisfy the per-task validity condition (1).

An orthogonal approach for the reduction of the inefficiency of CP designs more effective score functions to evaluate the potential of a target value to be included in the predicted set. In particular, adaptive scores were introduced in [17] and were shown via experiments to have improved validity conditions when conditioned on individual inputs in [17, 18, 19, 20] (see Section II-D for further details).

Further improvements in efficiency can be obtained via meta-learning [21]. Meta-learning jointly processes data from multiple learning tasks, say $\tau_1, \ldots, \tau_T$, which are assumed to be drawn i.i.d. from a task distribution $p(\tau)$. These data are used to optimize the hyperparameter $\xi$ of the set predictor $\Gamma(x_\tau|D_\tau, \xi)$ to be used on a new task $\tau \sim p(\tau)$. Specifically, [13] introduced a meta-learning-based method that modifies VB-CP.

In particular, reference [13] leverages data from multiple tasks in order to optimize a single few-shot model, as well as a quantile predictor. The single model is used to score candidate input-output pairs, while the quantile predictor is used to obtain a threshold on the scores that determines the labels to be included in the predicted set. Given its inherent limitation to the use of a single model, the approach is not applicable to XB-CP, which relies on the use of multiple models trained on different data shards.

Furthermore, as a result of its design, the method introduced in [13], referred to as meta-VB, obtains a validity guarantee that requires averaging the probability in (1) with respect to the task distribution $p(\tau)$. Hence, the resulting meta-VB algorithm satisfies a looser validity condition with respect to the per-task inequality (1).

### B. Main Contributions

In this paper, we introduce a novel meta-learning approach, termed meta-XB, with the aim of reducing the inefficiency (2). We refer here in particular to the jackknife-mm scheme presented in Section II-D of [12].
of XB-CP, while preserving, unlike [13], the per-task validity condition (1) for every task \( \tau \). Rather than meta-training a single scoring model and a quantile function as in [13], meta-XB meta-trains a learning procedure that can be applied simultaneously to multiple data shards as required by cross validation. To this end, meta-XB adopts a novel meta-learning criterion that evaluates the average inefficiency across different tasks via a differentiable functional. A summary of the considered CP schemes can be found in Fig. 1.

Overall, the contribution of this work can be summarized as follows:

- We introduce meta-XB, a meta-learning algorithm for XB-CP with the goal of improving over the efficiency of VB-based strategies. Meta-XB leverages data from multiple tasks, further reducing the average predicted set size produced by XB-CP on a new task.
- We prove that meta-XB satisfies the per-task validity condition (1). This is in contrast to the existing meta-VC algorithm [13], which only provides validity guarantees on average over the task distribution.
- Through experimental results, including demodulation [22], image classification [23], and modulation classification [16], we demonstrate that meta-XB can reduce the average prediction set size (2) as compared to VB-CP and XB-CP, while satisfying per-task validity constraints.
- We incorporate adaptive NC scores [17] in the design of meta-XB, demonstrating via experiments that adaptive NC scores can enhance validity requirements conditioned on the input.

The remainder of the paper is organized as follows. Section II summarizes necessary background material on CP, including VB-CP and XB-CP. The meta-XB algorithm is proposed in Section III, followed by Section IV that describes related works. Experimental setting and results are described in Section V. Finally, Section VI concludes the paper.

II. DEFINITIONS AND PRELIMINARIES

In this section, we describe necessary background material on CP [11], [24], VB-CP [11], XB-CP [12], and adaptive NC scores [17].

A. Nonconformity (NC) Scores

At a high level, given an input \( x_\tau \) for some learning task \( \tau \), CP outputs a prediction set \( \Gamma(x_\tau | D_\tau, \xi) \) that includes all outputs \( y \in \mathcal{Y}_\tau \); such that the pair \((x_\tau, y)\) conforms well with the examples in the available data set \( D_\tau = \{z_\tau[i] = (x_\tau[i], y_\tau[i])\}_{i=1}^{N_\tau} \). We recall from Section I that \( \xi \) represents a vector of hyperparameters.

The key underlying assumption is that data set \( D_\tau \) and test pair \( z_\tau = (x_\tau, y_\tau) \) are realizations of exchangeable random variables \( D_\tau \) and \( z_\tau \).

Assumption 1: For any learning task \( \tau \), data set \( D_\tau \) and a test data point \( x_\tau \) are exchangeable random variables, i.e., the joint distribution \( p(D_\tau, z_\tau) = p(z_\tau[1], \ldots, z_\tau[N_\tau], z_\tau) \) is invariant to any permutation of the variables \( \{z_\tau[1], \ldots, z_\tau[N_\tau], z_\tau\} \). Mathematically, we have the equality \( p(z_\tau[1], \ldots, z_\tau[N_\tau + 1]) = p(z_\tau[\pi(1)], \ldots, z_\tau[\pi(N_\tau + 1)]) \) with \( \pi = \pi(N_\tau + 1) \), for any permutation operator \( \pi(\cdot) \).

Note that the standard assumption of i.i.d. random variables satisfies exchangeability.

CP measures conformity via NC scores, which are generally functions of the hyperparameter vector \( \xi \), and are defined as follows.

Definition 1. (NC score): For a given learning task \( \tau \), given a data set \( D_\tau = \{z_\tau[i] = (x_\tau[i], y_\tau[i])\}_{i=1}^{N_\tau} \subseteq D_\tau \) with \( N_\tau \leq N_\tau \) samples, a nonconformity (NC) score is a function \( NC(z|D_\tau, \xi) \) that maps the data set \( D_\tau \) and any input-output pair \( z = (x, y) \) with \( x \in \mathcal{X}_\tau \) and \( y \in \mathcal{Y}_\tau \) to a real number while satisfying the permutation-invariance property \( NC(z|\{\tilde{z}_\tau[1], \ldots, \tilde{z}_\tau[N]\}, \xi) \) for any permutation operator \( \pi(\cdot) \).

A good NC score should express how poorly the point \((x_\tau, y)\) “conforms” to the data set \( D_\tau \). The most common way to obtain an NC score is via a parametric two-step approach. This involves a training algorithm defined by a conditional distribution \( p(\phi|D, \xi) \), which describes the output \( \phi \) of the algorithm as a function of training data set \( D \subseteq D_\tau \) and hyperparameter vector \( \xi \). This distribution may describe the output of a stochastic optimization algorithm, such as stochastic gradient descent (SGD), for frequentist learning, or of a Monte Carlo method for Bayesian learning [25], [26], [27]. The hyperparameter vector \( \xi \) may determine, e.g., learning rate schedule or initialization.

Definition 2. (Conventional two-step NC score): For a learning task \( \tau \), let \( \ell_\tau(\cdot|\phi) \) represent the loss of a machine learning model parametrized by vector \( \phi \) on an input-output pair \( z = (x, y) \) with \( x \in \mathcal{X}_\tau \) and \( y \in \mathcal{Y}_\tau \). Given a training algorithm \( p(\phi|D, \xi) \) that is invariant to permutation of the training set \( D_\tau \), a conventional two-step NC score for input-output pair \( z \) given data set \( D_\tau \) is defined as

\[
NC(z|D_\tau, \xi) := \mathbb{E}_{\phi \sim p(\phi|D, \xi)}\left[ \ell_\tau(z|\phi) \right].
\]

Due to the permutation-invariance of the training algorithm, it can be readily checked that (3) is a valid NC score as per Definition 1.

B. Validation-Based Conformal Prediction (VB-CP)

VB-CP [11] divides the data set \( D_\tau \) into a training data set \( D_\tau^u \) of \( N_\tau^u \) samples and a validation data set \( D_\tau^{val} \) of \( N_\tau^{val} \) samples with \( N_\tau^u + N_\tau^{val} = N_\tau \). It uses the training data set \( D_\tau^u \) to estimate the NC scores \( NC(z|D_\tau^{val}, \xi) \), while the validation data set \( D_\tau^{val} \) is leveraged to construct the set predictor \( \Gamma_{\alpha}^{VB}(x_\tau|D_\tau, \xi) \) as detailed next.

Given an input \( x_\tau \), the prediction set \( \Gamma_{\alpha}^{VB}(x_\tau|D_\tau, \xi) \) of VB-CP includes all output values \( y \in \mathcal{Y}_\tau \) whose NC score \( NC(z|\pi^{val}(1), \xi) \) is smaller than (or equal to) a fraction (at least) \( \alpha \) of \( N_\tau^{val} + 1 \) of the NC scores \( \{NC(z_\tau[i]|D_\tau^{val}, \xi)\}_{i=1}^{N_\tau^{val}} \) for validation data points \( z_\tau[i] \in D_\tau^{val} \).

Definition 3: The \((1-\alpha)\)-empirical quantile \( Q_{1-\alpha}(M) \) of \( M \) real numbers \( a[1], \ldots, a[M] \), with \( a[i] \in \mathbb{R} \), is defined as the \( \left(1-\alpha\right)(M+1)\)th smallest value in the set \( \{a[1], \ldots, a[M], \infty\} \).

With this definition, the set predictor for VB-CP can be thus expressed as...
\[
\Gamma_{\alpha}^{\text{VB}}(x_r | D_r, \xi) = \left\{ y \in \mathcal{Y}_r : \text{NC}(z | D^p_r, \xi) \leq Q_{1-\alpha} \left( \{ \text{NC}(z_r[i] | D^p_r, \xi) \}_{i=1}^{N_r} \right) \right\}
\]

Intuitively, by the exchangeability condition, the empirical ordering condition among the NC scores used to define set (4) ensures the validity condition (1) [11].

Theorem 1: [11] Under Assumption 1, for any miscoverage level \( \alpha \in \{1/(N_r^{(1)} + 1), 1\} \), given any NC score as per Definition 1, the VB-CP set predictor (4) satisfies the validity condition (1).

C. Cross-Validation-Based Conformal Prediction (XB-CP)

In VB-CP, the validation data set is only used to compute the empirical quantile in (4), and is hence not leveraged by the training algorithm \( p(\phi | D_r, \xi) \). This generally causes the inefficiency (2) of VB-CP to be large if number of data points, \( N_r \), is small. XB-CP addresses this problem via \( K \)-fold cross-validation [12].

\[ K \] -fold cross-validation partitions the per-task data set \( D_r = \{ z_r[i] \}_{i=1}^{N_r} \) into \( K \geq 2 \) disjoint subsets \( D_{r,1}, \ldots, D_{r,K} \) such that the condition \( \bigcup_{k=1}^{K} D_{r,k} = D_r \) is satisfied. We define the leave-one-out data set \( D_{r,k} = \bigcup_{k'=1, k' \neq k}^{K} D_{r,k'} \) that excludes the subset \( D_{r,k} \). We also introduce a mapping function \( k : \{1, \ldots, N_r \} \rightarrow \{1, \ldots, K \} \) to identify the subset \( D_{r,k(i)} \) that includes the sample \( z_r[i] \), i.e., \( z_r[i] \in D_{r,k(i)} \).

We focus here on a variant of XB-CP that is referred to as min-max jackknife+ in [12]. This variant has stronger validity guarantees than the jackknife+ scheme also studied in [12]. Accordingly, given a test input \( x_r \), XB-CP computes the NC score for a candidate pair \( z = (x_r, y) \) with \( y \in \mathcal{Y}_r \) by taking the minimum NC score \( \text{NC}(z | D_{r,k}, \xi) \) over all possible subsets \( k \in \{1, \ldots, K\} \), i.e., as \( \min_{k \in \{1, \ldots, K\}} \text{NC}(z | D_{r,k}, \xi) \). Furthermore, for each data point \( z_r[i] \in D_r \), the NC score is evaluated by excluding the subset \( D_{r,k(i)} \) from \( \text{NC}(z_r[i] | D_{r,k(i)}, \xi) \). Note that evaluating the resulting \( N_r + 1 \) NC scores requires running the training algorithm \( p(\phi | D_{r,k}, \xi) \) \( K \) times, once for each subset \( D_{r,k} \). Finally, a candidate \( y \) is included in the prediction set if the NC score for \( z = (x_r, y) \) is smaller (or equal) than for a fraction (at least) \( \alpha'(N_r + 1)/N_r \) of the validation data points with \( \alpha' = \alpha - 1/K \).

Overall, given data set \( D_r = \{ z_r[i] = (x_r[i], y_r[i]) \}_{i=1}^{N_r} \) and test input \( x_r \in \mathcal{X}_r \), \( K \)-fold XB-CP produces the set predictor

\[
\Gamma_{\alpha}^{\text{K-XB}}(x_r | D_r, \xi) = \left\{ y \in \mathcal{Y}_r : \sum_{i=1}^{N_r} \min_{k \in \{1, \ldots, K\}} \text{NC}(z_r[i] | D_{r,k(i)}, \xi) \leq \text{NC}(z_r[i] | D_{r,k(i)}, \xi) \geq \alpha'(N_r + 1) \right\}
\]

where \( 1(\cdot) \) is the indicator function (1(true) = 1 and 1(false) = 0).

Theorem 2: [12] Under Assumption 1, for any miscoverage level \( \alpha \in \left[ \frac{1}{N_r + 1}, \frac{1-K/N_r}{K+1} \right] \), given any NC score as per Definition 1, the XB-CP set predictor (5) satisfies the validity condition (1).

While a proof of Theorem 2 for \( K = N_r \) can be found in [12], the general case for \( K < N_r \) follows from the same proof techniques in [12] and is included for completeness in Appendix A.1, available online.

D. Adaptive Parametric NC Score

The CP methods reviewed so far achieve the per-task validity condition (1). In contrast, per-input, per-task conditional validity condition, defined as

\[
\mathbb{P}(y_r \in \Gamma(x_r, D_r, \xi) | x_r = x_r \geq 1 - \alpha.
\]

is only attainable with strong additional assumptions on the joint distribution \( p(D_r, x_r) \) [28, 29]. However, as discussed in Section I, the adaptive NC score introduced by [17] is known to empirically improve the per-input conditional validity of VB-CP (4) and XB-CP (5). In this section, we review for reference the definition of the adaptive NC score.

In this subsection, we assume that a model class of probabilistic predictors \( p(y|x, \phi) \) is available, e.g., a neural network with a softmax activation in the last layer. To gain insight on the definition of adaptive NC scores, let us assume for the sake of argument that the ground-truth conditional distribution \( p(y_r | x_r) \) is known. The most efficient (deterministic) set predictor satisfying the conditional coverage condition (6) would then be obtained as the smallest-cardinality subset of target values in \( \mathcal{Y}_r \) that satisfies the conditional coverage condition (6), i.e.,

\[
\Gamma_{\alpha}^*(x_r) = \arg \min_{\Gamma \subseteq \mathcal{Y}_r} |\Gamma| \text{ s.t. } \sum_{y \in \Gamma} p(y | x_r) \geq 1 - \alpha.
\]

Note that set (7) can be obtained by adding values \( y \in \mathcal{Y}_r \) to set predictor \( \Gamma_{\alpha}^*(x_r) \) in order from largest to smallest value of \( p(y_r | x_r) \) until the constraint in (7) is satisfied.

In practice, the conditional distribution \( p(y_r | x_r) \) is estimated via the model \( p(y_r | x_r, \phi) \) where the parameter vector \( \phi \) is produced by a training algorithm \( p(\phi | D_r, \xi) \) applied to some training data set \( D_r \). This yields the naive set predictor

\[
\Gamma_{\alpha, \text{naive}}^*(x_r | D_r, \xi) = \arg \min_{\Gamma \subseteq \mathcal{Y}_r} |\Gamma| \text{ s.t. } \sum_{y \in \Gamma} \mathbb{E}_{\phi \sim p(\phi | D_r, \xi)} p(y | x_r, \phi) \geq 1 - \alpha_{\text{naive}},
\]

where we have used for generality the ensemble predictor obtained by averaging over the output \( \phi \sim p(\phi | D_r, \xi) \) of the training algorithm. Unless the likelihood model is perfectly calibrated, i.e., unless the equality \( p(y_r | x_r) = \mathbb{E}_{\phi \sim p(\phi | D_r, \xi)} p(y_r | x_r, \phi) \) holds, there is no guarantee that the set predictor in (8) satisfies the conditional coverage condition (6) or the marginal coverage condition (1) with \( \alpha = \alpha_{\text{naive}} \).
To tackle this problem, [17] proposed to apply VB-CP or XB-CP with a modified set score inspired by the naïve prediction

\[ \text{Definition 4. (Adaptive NC score): For a learning task } \tau, \text{ given a training algorithm } \mathcal{p}(\phi|D_\tau, \xi) \text{ that is invariant to permutation in } \tilde{X}, \text{ the adaptive NC score for input-output pair } z = (x, y) \text{ with } x \in \mathcal{X}, \text{ and } y \in \mathcal{Y}, \text{ given data set } D_\tau, \text{ is defined as} \]

\[
\text{NC}_{\text{adv}}(z|\tilde{D}_\tau, \xi) = 1 - \max_{\alpha_{\text{naive}} \in [0, 1]} \alpha_{\text{naive}} ^{\text{naive}} \\
\text{s.t. } y \in \Gamma^{\text{naive}}(x|\tilde{D}_\tau, \xi). \tag{9}
\]

Intuitively, if the adaptive NC score is large, the pair \( z \) does not conform well with the probabilistic model \( \mathbb{E}_{\phi \sim \mathcal{p}(\phi|D_\tau, \xi)} \mathcal{p}(y|x, \phi) \) obtained by training on set \( D_\tau \). The adaptive NC score satisfies the condition in Definition 1, and hence by Theorems 1 and 2, the set predictors (4) and (5) for VB-CP and XB-CP, respectively, are both valid when the adaptive NC score is used. Furthermore, [17] demonstrated improved conditional empirical coverage performance as compared to the conventional two-step NC score in Definition 2. This may be seen as a consequence of the conditional validity of the naïve predictor (8) under the assumption of a well-calibrated model.

The adaptive NC score (9) can be equivalently expressed as

\[
\text{NC}_{\text{adv}}(z|\tilde{D}_\tau, \xi) = \sum_{y \in \mathcal{Y}} \mathbb{1}(p(y|x, \tilde{D}_\tau, \xi) > p(y|x, \tilde{D}_\tau, \xi)) \mathcal{p}(y|x, \tilde{D}_\tau, \xi), \tag{10}
\]

where we have used the notation \( p(y|x, \tilde{D}_\tau, \xi) := \mathbb{E}_{\phi \sim \mathcal{p}(\phi|D_\tau, \xi)} \mathcal{p}(y|x, \phi) \).

III. META-LEARNING ALGORITHM FOR XB-CP (META-XB)

In this section, we introduce the proposed meta-XB algorithm. We start by describing the meta-learning framework.

A. Meta-Learning

Up to now, we have focused on a single task \( \tau \). Meta-learning utilizes data from multiple tasks to enhance the efficiency of the learning procedure for new tasks. Following the standard meta-learning formulation [30, 31], as anticipated in Section 1, the learning environment is characterized by a task distribution \( \mathcal{p}(\tau) \) over the task identifier \( \tau \). Given \( T \) meta-training tasks realizations \( \tau_1 = \tau_1, \ldots, \tau_T = \tau_T \) drawn i.i.d. from the task distribution \( \mathcal{p}(\tau) \), the meta-training data set \( D_{\tau_1:T} := \{ (D_{\tau_1}^{i}, z_{\tau_1}^{i}) \}_{i=1}^{M_1} \) consists of \( M_1 \) realizations \( \{D_{\tau_1}^{i}, z_{\tau_1}^{i}\}_{i=1}^{M_1} \) of data sets \( D_{\tau_1} = D_\tau \) with \( N_{\tau_1} = N_1 \) examples and test sample \( z_{\tau_1}^{i} = z_{\tau_1} \) for each task \( \tau_1 \). Pairs \( \{D_{\tau_1}^{i}, z_{\tau_1}^{i}\}_{i=1}^{M_1} \) are generated i.i.d. from the joint distribution \( \mathcal{p}(\mathcal{D}_{\tau_1}, z_{\tau_1}) \), satisfying Assumption 1 for all tasks \( t \).

The goal of meta-learning for CP is to optimize the vector of hyperparameter \( \xi \) based on the meta-training data \( D_{\tau_1:T} \), so as to obtain a more efficient set predictor \( \Gamma(x_{\tau}|D_t, \xi) \). While reference [13] proposed a meta-learning solution for VB-CP [11], here we introduce a meta-learning method for XB-CP.

B. Meta-XB

This section first describes how to optimize the hyperparameter \( \xi \) based on data set \( D_{\tau_1:T} \) obtained from \( T \) meta-training tasks. This procedure takes place during an offline meta-training phase. Then, upon deployment of the system after meta-training, the system enters the meta-testing phase of operation. In it, a new task is presented for which a set predictor must be produced.

1) Meta-Training: Meta-XB aims at finding a hyperparameter vector \( \xi \) that minimizes the average size of the prediction set \( \Gamma^K_{\text{XB}}(x_{\tau}|D_t, \xi) \) in (5) for tasks \( \tau \) that follow the distribution \( \mathcal{p}(\tau) \). To this end, it addresses the problem of minimizing the empirical average of the sizes of the prediction sets \( \Gamma^K_{\text{XB}}(x_{\tau}|D_{\tau_1:T}, \xi) \) across the meta-training tasks \( \tau_1, \ldots, \tau_T \) over the hyperparameter vector \( \xi \). This amounts to the optimization

\[
\xi^* = \arg \min_{\xi} \frac{1}{T} \sum_{t=1}^{T} \frac{1}{M_t} \sum_{j=1}^{M_t} \left| \Gamma^K_{\text{XB}}(x_{\tau}^{i}|D_t^{i}, \xi) \right|, \tag{11}
\]

where the first sum is over the meta-training tasks and the second is over the available data for each task. By (5), the size of the prediction set \( \left| \Gamma^K_{\text{XB}}(x_{\tau}|D_t, \xi) \right| \) is not a differentiable function of the hyperparameter vector \( \xi \). Therefore, in order to address (11) via gradient descent, we introduce a differentiable soft inefficiency criterion by replacing the indicator function with the sigmoid \( \sigma(u) = (1 + \exp(-u/c_{S}))^{-1} \) for some \( c_{S} > 0 \); the quantile \( \tilde{Q}_{1-\alpha} \) with a differentiable soft empirical quantile \( \tilde{Q}_{1-\alpha} \); and the minimum operator with the softmax function [32].

For an input set \( \{a[j]\}_{j=1}^{M} \), the softmax function is defined as [33]

\[
\text{softmax} (\{a[j]\}_{j=1}^{M}) = \sum_{j=1}^{M} a[j] \exp(-a[j]/c_{S}) \sum_{i=1}^{M} \exp(-a[i]/c_{S}), \tag{12}
\]

for some \( c_{S} > 0 \). Finally, given an input set \( \{a[1], \ldots, a[M]\} \), the soft empirical quantile \( \tilde{Q}_{1-\alpha} \) is defined as

\[
\tilde{Q}_{1-\alpha} (\{a[j]\}_{j=1}^{M}) = \sum_{j=1}^{M+1} a[j] \exp(-\rho_1-\alpha(a[j])\{a[j]\}_{j=1}^{M+1}/c_{Q}) \sum_{i=1}^{M+1} \exp(-\rho_1-\alpha(a[i])\{a[i]\}_{j=1}^{M+1}/c_{Q}), \tag{13}
\]

for some \( c_{Q} > 0 \) and \( c_{M+1} = \max(\{a[j]\}_{j=1}^{M}) + \delta \) for some \( \delta > 0 \), where we have used the pinball loss \( \rho_1-\alpha(a[1], \ldots, a[M]) \) [34]

\[
\rho_1-\alpha(a[j])\{a[j]\}_{j=1}^{M} = \alpha \sum_{j=1}^{M} \text{ReLU}(a-a[j]) + (1 - \alpha) \sum_{j=1}^{M} \text{ReLU}(a[j] - a). \tag{14}
\]
with ReLU\((a) = \max(0, a)\). With these definitions, the soft inefficiency metric is derived from (5) as follows (see details in Appendix A.2, available online).

Definition 5: Given a data set \(\mathcal{D}_\tau\) and a test input \(x_\tau\), the soft inefficiency for the \(K\)-fold XB-CP predictor (5) is defined as

\[
\hat{\Gamma}_{\alpha, K}^{XB}(x_\tau | \mathcal{D}_\tau, \xi) = \sum_{y \in \mathcal{Y}} \{Q_{1-\delta - \alpha'} (\{NC((z_\tau, y) | \mathcal{D}_\tau, -k(i)) \})_{K} K_{i=1}^{K/N} \}^{N_{z}} - \text{softmax} \{\{NC((x_\tau, y) | \mathcal{D}_\tau, -k(i)) \})_{K} K_{i=1}^{K/N} \}^{N_{z}} \}
\]

(15)

where \(\alpha' = \alpha - \frac{1-K/N}{K+1}\) and \(c_\sigma, c_\xi, c_Q > 0\).

The parameters \(c_\sigma, c_\xi, c_Q\) dictate the trade-off between smoothness and accuracy of the approximation \(\hat{\Gamma}_{\alpha, K}^{XB}(x_\tau | \mathcal{D}_\tau, \xi)\) with respect to the true inefficiency \(\Gamma_{\alpha, K}^{XB}(x_\tau | \mathcal{D}_\tau, \xi)\). As \(c_\sigma, c_\xi, c_Q \to 0\), the approximation becomes increasingly accurate for any \(\delta > 0\), as long as we have \(\alpha \in \left[\frac{1}{N_{\tau}+1} + \frac{1-K/N}{K+1}, 1\right]\), but the function \(\hat{\Gamma}_{\alpha, K}^{XB}(x_\tau | \mathcal{D}_\tau, \xi)\) is increasingly less smooth (see Fig. 3 for an illustration of the accuracy of the soft quantile).

Replacing the soft inefficiency (15) in problem (11) yields a differentiable program when conventional two-step NC scores (Definition 2) are used. We address the corresponding problem via SGD-based optimizers, such as Adam [35], whereby at each iteration a batch of tasks and examples per task are sampled. The overall meta-learning procedure is summarized in Algorithm 1.

2) Meta-Testing: After meta-training (Algorithm 1), during the meta-testing phase, the optimized hyperparameter \(\xi^{*}\) is fixed. Accordingly, for any new task \(\tau\), meta-XB constructs set predictor using the XB-CP set predictor (7) by using the optimized hyperparameter \(\xi^{*}\) in lieu of \(\xi\).

C. Meta-XB With Adaptive NC Scores

Adaptive NC scores are not differentiable. Therefore, in order to enable the optimization of problem (11) with the soft inefficiency (15), we propose to replace the indicator function \(1(\cdot)\) in (10) with the sigmoid function \(\sigma(\cdot)\). We also have found that approximating the number of outputs \(y' \in \mathcal{Y}_\tau\) that satisfy (10) rather than direct application of sigmoid function empirically improves per-input coverage performance. This yields the soft adaptive NC score \(NC^{\text{ada}}(z|\mathcal{D}_\tau, \xi)\), which is detailed in Appendix B, available online. With the soft adaptive NC score, meta-XB is then applied as in Algorithm 1.

D. Per-Task Validity of Meta-XB

As mentioned in Section I, existing meta-learning schemes for CP cannot achieve the per-task validity condition in (1), requiring an additional marginalization over distribution \(p(\tau)\) [13] or achieving looser validity guarantees formulated as probably approximately correct (PAC)-bounds [14]. In contrast, meta-XB has the following property.

Theorem 3: Under Assumption 1, for any miscoverage level \(\alpha \in \left[\frac{1}{N_{\tau}+1} + \frac{1-K/N}{K+1}, 1\right]\), given any NC score (Definition 1), the XB-CP set predictor (5) with \(\xi = \xi^{*}\) in (11) satisfies the validity condition (1).

Theorem 3 is a direct consequence of Theorem 2, since meta-XB maintains the permutation-invariance of the training algorithm \(p(\phi|\mathcal{D}_\tau, \xi^{*})\) as required by Definition 2.

E. Application of the Proposed Meta-Learning Framework to VB-CP

We conclude this section by elaborating on the application of the proposed meta-learning framework to VB-CP. As explained in Section I, while there exist meta-learning approaches for VB-CP [13, 14], these techniques do not guarantee per-task validity.
(1). In contrast, as we briefly discuss next, the proposed method achieves this goal.

By rewriting the objective function of meta-XB (11) with the VB-CP set predictor \( \Gamma^\text{VB}_\alpha(x_t^j | D^j_t, \xi) \) in lieu of the XB-CP set predictor \( \Gamma^\text{XB}_\alpha(x_t^j | D^j_t, \xi) \), a meta-learning objective for VB-CP can be defined as

\[
\xi^* = \arg \min_\xi \frac{1}{T} \sum_{t=1}^{T} \frac{1}{M_t} \sum_{j=1}^{M_t} |\hat{\Gamma}^\text{VB}_\alpha(x_t^j | D^j_t, \xi)|,
\]

in which we have denoted as \( |\hat{\Gamma}^\text{VB}_\alpha(x_t^j | D^j_t, \xi)| \) the soft inefficiency for VB-CP. Following the same smoothing approximations in Section III-B, this is defined as

\[
|\hat{\Gamma}^\text{VB}_\alpha(x_t^j | D^j_t, \xi)| = \sum_{y \in \mathcal{Y}} \sigma \left( \hat{Q}_{1-\alpha} \left( \{ \text{NC}(z_\tau[i] | D^\tau, \xi) \}_{i=1}^{\mathcal{N}^j} \right) \right).
\]

Addressing this problem as explained in Section III-B during the meta-training phase, the obtained meta-trained hyperparameter vector \( \xi^* \) is then used during meta-testing for a new task \( \tau \).

The resulting algorithm provably guarantees per-task validity condition (1). More specifically, by the same arguments used to prove Theorem 3, the statement of the theorem applies verbatim to this scheme, which we will refer to as soft meta-VB.

IV. RELATED WORK

Bayesian Learning and Model Misspecification: When the model is misspecified, i.e., when the assumed model likelihood or prior distribution cannot express the ground-truth data generating distribution [8], Bayesian learning may yield poor generalization performance [8], [36], [37]. Downweighting the prior distribution and/or the likelihood, as done in generalized Bayesian learning [27], [38] or in “cold” posterior [37], improve the generalization performance. In order to mitigate the model likelihood misspecification, alternative variational free energy metrics were introduced by [8] via second-order PAC-Bayes bounds, and by [36] via multi-sample PAC-Bayes bounds. Misspecification of the prior distribution can be also addressed via Bayesian meta-learning, which optimizes the prior from data in a manner similar to empirical Bayes [39].

Bayesian Meta-Learning: While frequentist meta-learning has shown remarkable success in few-shot learning tasks in terms of accuracy [40], [41], improvements in terms of calibration can be obtained by Bayesian meta-learning that optimizes over a hyper-posterior distribution from multiple tasks [4], [5], [6], [7], [31], [42]. The hyper-prior can also be modelled as a stochastic process to avoid the bias caused by parametric models [43].

CP-Aware Loss: References [44] and [18] proposed CP-aware loss functions to enhance the efficiency or per-input validity (6) of VB-CP for single-task learning problems. The main idea is to adopt the soft inefficiency of the VB-CP set predictor (15) as the objective of the training algorithm \( p(\phi | D^\tau, \xi) \), which is practically approximated by mimicking validation and test data with disjoint subsets \( D^\tau_{\text{val}}, D^\tau_{\text{te}} \) of the training data \( D^\tau \). More precisely, defining the NC score of an input-output pair \( z = (x, y) \) given a fixed model parameter vector \( \phi \) as NC\( (z | \phi) = \ell_\tau(z | \phi) \) (cf. Definition 2), the CP-aware training algorithm aims at finding a parameter vector \( \phi^CA \) that satisfies

\[
\phi^CA = \arg \min_\phi \sum_{(x,y) \in D^\tau_{\text{val}}} |\hat{\Gamma}^\text{VB}_\alpha(x | D^\tau_{\text{val}}, \phi)|,
\]

in which \( |\hat{\Gamma}^\text{VB}_\alpha(x | D^\tau_{\text{val}}, \phi)| \) is the soft inefficiency of the VB-CP set predictor \( \Gamma^\text{VB}_\alpha(x | D^\tau_{\text{val}}, \phi) \) that uses the auxiliary validation data \( D^\tau_{\text{val}} \) in lieu of \( D^\tau \). The CP-aware training algorithm can hence be expressed as \( p(\phi | D^\tau_{\text{val}}, \xi) = \delta(\phi - \phi^CA) \), where \( \delta(\cdot) \) is the Dirac delta function. Multiple splits of training data \( (D^\tau_{\text{val}}, D^\tau_{\text{te}}) \) can further be taken into account when solving (19) [44]. These methods typically require a large number of data samples, unlike the meta-learning methods studied here. Furthermore, the corresponding training algorithm does not preserve the permutation-invariance property and hence it cannot be applied to XB-CP (see Definition 1).

Per-Input Validity and Local Validity: As discussed in Section II-D, the per-input validity condition (6) cannot be satisfied without strong assumptions on the joint distribution \( p(D_{\tau}, z_{\tau}) \) [28], [29]. Given the importance of adapting the prediction set size to the input to capture heteroscedasticity [45], [46], a looser local validity condition, which conditions on a subset of the input data space \( A_{\tau_x} \subset X_{\tau} \) containing the input \( x_{\tau} \) of interest, i.e., \( x_{\tau} \in A_{\tau_x} \), has been considered in [29], [47]. Choosing a proper subset \( A_{\tau_x} \) becomes problematic especially in high-dimensional input space [46], [48], and [49], [50] proposed to reweight the samples outside the subset \( A_{\tau_x} \) by treating the problem as distribution-shift between the data set \( D_{\tau} \) and the test input \( x_{\tau} \). More recently, reference [51] proposed to use input-dependent empirical quantile for VB-CP via a generalized definition of the pinball loss with the goal of enhancing conditional validity; while [52] provided a theoretical lower bound on the local coverage via information-theoretic measures.

V. EXPERIMENTS

In this section, we provide experimental results to validate the performance of meta-XB in terms of i) per-task coverage \( \mathbb{P}(y_{\tau} \in \Gamma(x_{\tau} | D_{\tau}, \xi)) \); ii) per-task inefficiency (2); iii) per-task conditional coverage \( \mathbb{P}(y_{\tau} \in \Gamma(x_{\tau} | D_{\tau}, \xi) | x_{\tau} = x_{\tau}) \); and iv) per-task conditional inefficiency \( \mathbb{E}[|\Gamma(x_{\tau} | D_{\tau}, \xi)| | x_{\tau} = x_{\tau}] \). To evaluate input-conditional quantities, we follow the approach in [17, Section S1.2]. As benchmark schemes, we consider i) VB-CP, ii) XB-CP, and iii) meta-VB [13], with either the conventional NC score (Definition 2 with log-loss \( \ell_\alpha(z | \phi) \) or adaptive NC score with Definition 4). Note that meta-VB was described in [13] only for the conventional NC score, but the application of the adaptive NC score is direct.

For all the experiments, unless specified otherwise, we consider a number of examples \( N_{\tau} = 9 \) for the data set \( D_{\tau} \) and the desired miscoverage level \( \alpha = 0.1 \). For the cross-validation-based set predictors XB-CP and meta-XB, we set number of

\[\text{Code is available at https://github.com/kclip/meta-XB.}\]
folds to $K = N_τ$; while for VB-CP, we adopt equal split for training and validation data, i.e., $N_τ^v = N_τ^t = N_τ/2$ [17]. The aforementioned performance measures are estimated by averaging over 1000 realizations of data set $D_τ$ and over 500 realizations for the test sample $z_τ$ of each task $τ$. We report in this section the 100 different per-task quantities which are computed from 100 different tasks. During meta-training, for $T$ different tasks, we assume availability of $M_t(N_τ + 1)$ i.i.d. examples, from which we sample $M_t$ pairs $\{D_τ^{(i)}, z_τ^{(i)}\}_{i=1}^{M_t}$ when computing inefficiency (16), with which we use Adam optimizer [35] to update the hyperparameter vector $ξ$ via SGD. Lastly, we set the value of the approximation parameters $c_ρ$, $c_S$, and $c_Q$ to be one.

Following [17], for all the schemes, we adopt a neural network classifier [17], and set the training algorithm $p(θ|D_τ, ξ)$ to output the last iterate of a pre-defined number of steps of GD, with initialization given by the hyperparameter vector $ξ$ [40]. The use of full-batch GD ensures the permutation-invariance of the training algorithm as required by Definition 2. As originally suggested by [40] and validated in many follow-up studies [53], [54], [55], [56], we set the number of GD steps to five, unless specified otherwise.

All the experiments are implemented by PyTorch [57] and ran over a GPU server with single NVIDIA A100 card.

### A. Multinomial Model and Inhomogeneous Features

We start with the synthetic-data experiment introduced in [17] in which the input $x \in \mathbb{R}^1$ is such that the first element equals $x_1 = 1$ with probability 1/5 and $x_1 = -8$ otherwise, while the other elements $x_2, \ldots, x_{10}$ are i.i.d. standard Gaussian variables. For each task $τ$, matrix $\tau \in \mathbb{R}^{10 \times |Y_τ|}$ is sampled with i.i.d. standard Gaussian entries and the ground-truth conditional distribution $p(y_τ|x_τ)$ is defined as the categorical distribution

$$p(y_τ = y|x_τ) = \frac{\exp(x_τ^\top τ_y)}{\sum_{y' = 1}^{|Y_τ|} \exp(x_τ^\top τ_{y'})},$$

for $y \in \{1, \ldots, |Y_τ|\}$, where $τ_y \in \mathbb{R}^{|Y_τ|}$ is the $y$th column of the task information matrix $τ$. The number of classes is $|Y_τ| = 5$ and neural network classifier consists of two hidden layers with Exponential Linear Unit (ELU) activation [58] in the hidden layers and a softmax activation in the last layer.

In Fig. 4, we demonstrate the performance of the considered set predictors as a function of number of tasks $T$ under $N_τ = 9$. Both meta-VB and meta-XB achieve lower inefficiency (2) as compared to the conventional set predictors VB-CP and XB-CP, as soon as the number of meta-training tasks is sufficiently large to ensure successful generalization across tasks [59], [60]. For example, meta-XB with $T = 100$ tasks obtain an average prediction set size of 2.85 on average, while XB-CP has an inefficiency of 3.35. Furthermore, all schemes satisfy the validity condition (1), except for meta-VB for $T \approx 10^4$, confirming the analytical results. It can also be seen from Fig. 4 that, irrespective of the choice of the training algorithm – standard training [17] or CP-aware training (19) – VB-CP yields uninformative set predictions, reaching the maximum average set size of 5.
and with CP-aware training examples per task from via a meta-learned quantile predictor, but it does (1) using adaptive NC scores.
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τ for \[z\] (6) and (see also \[Y\] using conventional NC ≥ in the same

when used with meta-XB, although this comes at the cost of a larger inefficiency.

Furthermore, in Fig. 6, we investigate the impact of number of per-task examples \[N\] τ in data set \[D\] τ using conventional NC scores. As shown in Fig. 6, the average size of the set predictors decreases as \[N\] τ grows larger. In particular, when \[N\] τ is large enough, i.e., when \[N\] τ ≥ 40, conventional set predictors become preferable, as in this regime transfer of knowledge across tasks is unnecessary, and possibly deleterious [31] (see also [61] for related discussions). In contrast, in the few-examples regime, i.e., with \[N\] τ ≤ 30, the meta-learned set predictors meta-VB and meta-XB significantly outperform the conventional set predictors VB-CP and XB-CP in terms of inefficiency. With few data points, even the use of CP-aware training yields maximally un-

informative set predictors, highlighting the importance of lever-

aging data from multiple tasks when test-task data are limited.

Lastly, in Fig 7, we demonstrate the performance of the soft meta-VB scheme described in Section III-E in the same setting as in Fig. 6. Being based on VB-CP, this approach is outperformed by meta-XB in terms of inefficiency. Furthermore, like meta-XB, it provably preserves the per-task validity condition. This is unlike meta-VB [13], which can reduce the inefficiency of VB-CP in the extremely few-examples regime (\[N\] τ < 20) via a meta-learned quantile predictor, but it does not guarantee the per-task validity condition (1). Moreover, meta-VB has a larger inefficiency as compared to meta-XB, which leverages every data example for both training and validation purpose via cross-validation.

B. Demodulation

To elaborate further on the last column in Fig. 1, here we present another toy example that allows us to visualize the set predictors obtained by XB-CP and meta-XB, both with conventional and adaptive NC scores. To this end, we implement XB-CP with the same neural network used for meta-XB but with the hyperparameter vector \(\xi\) defining the initialization of GD set to a random vector [62]. Given a learning task \(\tau\), the input and output space \(X_\tau\) and \(Y_\tau\) are given by the set of complex points, i.e., by the two-dimensional real vectors [22]

\[X_\tau = Y_\tau = \left\{ \sqrt{\frac{2z}{M + 1}} \cdot e^{j2\pi(1 - \frac{x}{M + 1})} \cdot e^{j\phi_\tau} \mid z = 1, 2, \ldots, M \right\}, \]

for some task-specific phase shift \(\phi_\tau \in [0, 2\pi]\). Denoting as \(N_\tau(x) = \{ y \in Y_\tau : |x - y| \leq r \and y \neq x \}\) the set of neighboring points within some radius \(r\), the ground-truth distribution \(p(\{y_\tau | x_\tau\})\) is such that \(y_\tau\) equals \(x_\tau\) with probability \(1 - p\), and
it equals any neighboring point \( y \in \mathcal{N}_r(x) \) with probability \( p/|\mathcal{N}_r(x)| \). We set \( M = 6, r = 1.3, \) and \( p = 0.2 \). We design neural network classifier to consist of two hidden layers with Exponential Linear Unit (ELU) activation [58] in the hidden layers and a softmax activation in the last layer.

Fig. 8 visualizes the set predictors for XB-CP, i.e., with a random hyperparameter vector \( \xi \), and for meta-XB, after meta-training with 1000 tasks, by focusing on a specific realizations of phase shift that follows the distribution \( \phi_r \sim \text{Unif}(0, 2\pi) \). By transferring knowledge from multiple tasks, meta-XB is seen to yield more efficient set predictors. Furthermore, by using adaptive NC scores, meta-XB can adjust the prediction set size depending on the “difficulty” of classifying the given input, while a conventional NC score tends to produce set predictors of similar sizes across all inputs. Note, in fact, that inputs close to the center of the set, as the green example in Fig. 8, have more neighbors as compared to points at the edge, as the red points in Fig. 8, making it harder to identify the true value of \( y \) given \( x \).

C. Modulation Classification

We now consider the real-world modulation classification example illustrated in Fig. 2, in which the goal is classifying received radio signals depending on the modulation scheme used to generate it [15], [16]. The RadioML 2018.01 A data set consists 98,304 inputs with dimension \( 2 \times 1024 \), accounting for complex baseband signals sampled over 1024 time instants, generated from 24 different modulation types [16]. Each task \( \tau \) amounts to the binary classification of signals from two randomly selected modulation types. Specifically, we divide the 24 modulations types into 16 classes used to generate meta-training tasks, and 8 classes used to produce meta-testing tasks, following the standard data generation approach in few-shot classifications [63], [64]. We adopt VGG16 [65] as the neural network classifier as in [16]. Furthermore, for meta-VB and meta-XB, we apply a single GD step during meta-training and five GD steps during meta-testing [6], [40].

Fig. 9 shows per-task coverage and inefficiency for all schemes assuming conventional NC scores. While the conventional set predictors VB-CP and XB-CP produce large, uninformative set predictors that encompass the entire target data space \( \mathcal{Y}_\tau \) of dimension \( |\mathcal{Y}_\tau| = 2 \), the meta-learned set predictors meta-VB and meta-XB can significantly improve the prediction efficiency. However, meta-VB fails to achieve per-task validity condition (1), while the proposed meta-XB is valid as proved by Theorem 3.

D. Image Classification

Lastly, we consider image classification problem with the miniImagenet dataset [23] considering \( N_\tau = 4 \) data points per task with desired miscoverage level \( \alpha = 0.2 \). We consider binary
classification with tasks being defined by randomly selecting two classes of images, and drawing training data sets by choosing among all examples belonging to the two chosen classes. Conventional NC scores are used, and the neural network classifier consists of the convolutional neural network (CNN) used in [40]. For meta-VB and meta-XB, a single step GD update is used during meta-training, while five GD update steps are applied during meta-testing. Fig. 10 shows that meta-learning-based set predictors outperform conventional schemes. Furthermore, meta-VB fails to meet per-task coverage in contrast to the proposed meta-XB.

VI. CONCLUSION

This paper has introduced meta-XB, a meta-learning solution for cross-validation-based conformal prediction that aims at reducing the average prediction set size, while formally guaranteeing per-task calibration. The approach is based on the use of soft quantiles, and it integrates adaptive nonconformity scores for improved input-conditional calibration. Through experimental results, including for modulation classification [15], [16], meta-XB was shown to outperform both conventional conformal prediction-based solutions and meta-learning conformal prediction schemes. Future work may integrate meta-learning with CP-aware training criteria [18], [44], or with stochastic set predictors.
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