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Abstract

A variety of different performance metrics are commonly used in the machine learning literature for the evaluation of classification systems. Some of the most common ones for measuring quality of hard decisions are standard and balanced accuracy, standard and balanced error rate, F-beta score, and Matthews correlation coefficient (MCC). In this document, we review the definition of these and other metrics and compare them with the expected cost (EC), a metric introduced in every statistical learning course but rarely used in the machine learning literature. We show that both the standard and balanced error rates are special cases of the EC. Further, we show its relation with F-beta score and MCC and argue that EC is superior to these traditional metrics for being based on first principles from statistics, and for being more general, interpretable, and adaptable to any application scenario.

The metrics mentioned above measure the quality of hard decisions. Yet, most modern classification systems output continuous scores for the classes which we may want to evaluate directly. Metrics for measuring the quality of system scores include the area under the ROC curve, equal error rate, cross-entropy, Brier score, and Bayes EC or Bayes risk, among others. The last three metrics are special cases of a family of metrics given by the expected value of proper scoring rules (PSRs). We review the theory behind these metrics, showing that they are a principled way to measure the quality of the posterior probabilities produced by a system. Finally, we show how to use these metrics to compute a system’s calibration loss and compare this metric with the widely-used expected calibration error (ECE), arguing that calibration loss based on PSRs is superior to the ECE for being more interpretable, more general, and directly applicable to the multi-class case, among other reasons.

We provide both theoretically-motivated discussions as well as examples to illustrate the behavior of the different metrics. The paper is accompanied by an open source repository [1] that can be used to compute all the results in this paper.

1 Introduction

Most machine learning systems have a two-stage architecture for making hard decisions [1,2]. First, a set of scores is generated for each sample. These scores are usually, though not always, designed to be the posterior probabilities for each class given the input sample. Then, a separate stage makes the final decision based on these scores. As will be explained in more detail later, the set of possible decisions does not need to coincide with the set of true classes. It could, instead, be a set of possible actions that may be taken given a sample. Figure [1] shows a schematic of this two-stage architecture.

Development of machine learning systems requires continuous evaluation of the performance. In supervised learning, an objective function reflecting the performance of the model on the desired task (or a differentiable proxy for it) is used for training. During development, model architecture, hyperparameters, training approaches, and many other system characteristics are determined based on the performance measured on some validation set. Finally, the performance of the resulting system is estimated on a separate test set. In each of these steps it is essential that the metric used to evaluate

[1] https://github.com/luferrer/expected_cost
Figure 1: Schematic of the pipeline for an automatic classification system composed of a score generation module, which we call classifier, and a decision module. The inputs needed to evaluate the performance of the system are shown. The evaluation data is any set of samples on which we wish to compute performance (it may even be the training data if we are curious about how the system behaves on that set). The variables $x(t)$, $h(t)$, $s(t)$, and $d(t)$, correspond to the input features, the label, the scores, and the decision for sample $t$ in the evaluation dataset. Each $s$ is a vector of dimension $K$, the number of classes, each $h$ belongs to a set $\mathcal{H}$ of size $K$ of possible class labels, and each $d$ belongs to a set $\mathcal{D}$ of size $M$ of possible decisions. As explained in Section 2, $\mathcal{H}$ and $\mathcal{D}$ do not need to coincide.

performance be reflective of what is important for the application of interest. In the simplest case, when all errors are equally costly, the standard error rate may be an appropriate metric for evaluation. In some applications, though, the impact of different types of error are widely different from each other and the standard error rate may not correctly reflect what is relevant in those scenarios. In other cases, it is not known ahead of time how the system will be used, what the class priors will be or which errors will be more costly. In each of these scenarios a different metric needs to be designed for the specific use case.

In this paper, we review and compare many of the standard and some non-standard metrics that can be used for evaluating the performance of a classification system. First, we discuss metrics for assessing the quality of hard decisions. Such metrics are, in fact, completely agnostic to how the decisions are made. We describe the most standard metrics like the F-beta score [4], accuracy and error rate [3], among others, as well as a non-standard family of metrics given by the expected value of a cost function, which we call EC (expected cost). The EC is described in every statistical learning book and many other works [2,3,5,6], but it is unfortunately rarely used in the machine learning literature. We show that the EC is a generalization of the standard and balanced error rates (which are, in turn, one minus the standard and balanced accuracy) and argue that it is superior to many of the other metrics used in the literature, being more intuitive and flexible and having various useful properties that facilitate its interpretation.

In Section 4 we discuss metrics for assessing the quality of the scores. Some of those metrics assume the scores are posterior probabilities of the classes, while others do not. We describe the area under the receiver-operating-characteristic (ROC) curve, the equal error rate, and other standard metrics. Further, we describe a family of metrics obtained as the expected value of a proper scoring rule (PSR) [7,8], which are designed to measure the performance of posterior probabilities. As such, they are sensitive to calibration issues. We discuss the calibration problem and explain how expected PSRs can be used to measure a system’s calibration quality in a way that is more robust and informative than the expected calibration error (ECE) widely used in the current calibration literature [9].

For each category of metrics, those that measure the quality of hard decisions and those that measure the quality of scores, we define and compare the various metrics with our recommended one for each case, and show examples to illustrate their behavior. The code used to generate all plots and tables in this paper is available at [https://github.com/luferrer/expected_cost](https://github.com/luferrer/expected_cost).
2 Metrics for Hard Decisions

In this section we will describe and compare classification metrics that are computed over hard decisions. We will take the set of possible true classes to be \( \mathcal{H} = \{H_1, \ldots, H_K\} \) and the set of possible decisions made by the system to be \( \mathcal{D} = \{D_1, \ldots, D_M\} \). Given a dataset \( \{(h_1, d_1), \ldots, (h_N, d_N)\} \), where \( h^{(t)} \in \mathcal{H} \) and \( d^{(t)} \in \mathcal{D} \) are the class label and the decision made by the system for sample \( t \), we want to compute a metric that quantifies the quality of those decisions. To this end, we can compute the confusion matrix, which is composed of the number of samples, \( N_{ij} \), corresponding to each combination of class and decision:

\[
N_{ij} = \sum_{t=1}^{N} I(h^{(t)} = H_i)I(d^{(t)} = D_j)
\]

where \( I \) is the indicator function which is 1 when its argument is true, and 0 otherwise. We will use \( N_{i\ast} = \sum_j N_{ij} \) to refer to the total number of samples of class \( H_i \), and \( N_{\ast j} = \sum_i N_{ij} \) to refer to the number of samples for which the system made decision \( D_j \). For example, the confusion matrix for the binary classification case is given by:

| True class | Decision | Total |
|------------|----------|-------|
| \( H_1 \)  | \( D_1 \) | \( N_{11} \) |
| \( H_2 \)  | \( D_2 \) | \( N_{12} \) |
| \( N_{1\ast} \) | \( N_{2\ast} \) | \( N \) |

In this section, we take \( \mathcal{D} = \mathcal{H} \), with one decision corresponding to each class. Hence, in the table above \( D_1 = H_1 \) and \( D_2 = H_2 \). Yet, in the general case, the set of decisions may be different from the set of classes. In a medical application, for example, the classes could be “patient has tumor”, “patient does not have a tumor”. The task is to make a decision based, for example, on an MRI of the brain. Now, the decisions do not necessarily need to be one of the two classes. They could instead be the actions that the doctor could take based on the evidence (the MRI image). The actions could be, for example: “perform surgery”, “send home”, “do more tests”. The third decision would be taken in cases in which the system was not certain enough to make a decision to operate or send the patient home. Internally, the system would optimize the EC for a set of costs \( c_{ij} \) to make the optimal decision for each case. In Section 4 we will discuss how optimal decisions are made. For now, we simply assume decisions have already been made using some criteria which may or may not be optimal.

2.1 Expected cost

The expected cost (EC) is defined as a generalization of the probability of error for cases in which errors cannot all be considered to have equally severe consequences (see, for example, Section 1.5 in [2], Section 2.4 in [3], [5], or [6]). In the context of decision theory, the EC is used as the function to be minimized in order to make optimal decisions when the system outputs posterior probabilities. This aspect of the EC will be discussed in Section 4. For now, we will simply use it as a performance metric that can be computed over already-made hard decisions.

The EC has been widely adopted by the speech processing community as an evaluation metric for the tasks of speaker verification and language recognition (see, e.g., [8, 10, 11]), where it is also the metric of choice for the periodic evaluations organized by NIST [12]. Other than for these tasks, though, we are not aware of other applications for which the EC is used as standard practice, though some papers stand out proposing decision theory and, as a consequence, the use of EC for medical tasks [13][14].

In this work, we will directly introduce the EC as the empirical estimate of the expected cost, i.e., as an average over the evaluation samples. To define the EC we need a cost matrix with components
which represent the cost we believe that the system should incur for making decision \( j \) when the true class of the samples was \( i \). These costs are highly dependent on the application and should usually be defined in consultation with experts in the specific task of interest.

The empirical estimate of the expected cost is simply given by the average of the costs incurred over all samples in the evaluation dataset:

\[
\text{EC} = \frac{1}{N} \sum_{i=1}^{N} C(h^{(t)}, d^{(t)})
\]

where \( C(h^{(t)}, d^{(t)}) \) is the cost incurred when the system makes decision \( d^{(t)} \) for a sample of true class \( h^{(t)} \). We can rewrite this expression as:

\[
\text{EC} = \frac{1}{N} \sum_{i=1}^{K} \sum_{j=1}^{D} c_{ij} N_{ij}
\]

\[
= \sum_{i=1}^{K} \sum_{j=1}^{D} c_{ij} P_i R_{ij}
\]

where:

- \( c_{ij} = C(H_i, D_j) \),
- \( R_{ij} = N_{ij} / N_i \) is the fraction of samples of class \( H_i \) for which the system made decision \( D_j \), and
- \( P_i = N_i / N \) is the empirical estimate of the prior probability (i.e., the frequency or prevalence) of class \( H_i \) in the evaluation data.

The first line in this equation is derived by using the fact that the cost is the same for each combination of class \( H_i \) and decision \( D_j \). Hence, we can convert the summation over the samples in Equation (2) to a (double) summation over every combination of \( i \) and \( j \) by multiplying the corresponding cost by the number of samples that correspond to that combination of class and decision, \( N_{ij} \). Without loss of generality (see, for example, [6, 8]), it can be assumed that all costs are positive. Hence, under this assumption, the EC is always non-negative.

The second expression for the EC, Equation (4), allows for a very useful generalization. While \( P_i \) is originally given by \( N_i / N \), \( P_i \) can potentially be changed arbitrarily. This allows us to set the priors so that they coincide with those we expect to see when the system is deployed which, in many applications, do not necessarily coincide with those observed in the evaluation data. Rather than forcing the evaluation data to have the priors we expect to see in practice, which would imply downsampling or upsampling the data, we can simply use those priors when computing the cost and use the evaluation data as-is to compute the \( R_{ij} \) values.

### 2.1.1 Normalized Expected Cost

The range of values that the EC, as defined in Equation (4), can take directly depends on the costs and priors used to compute it. This makes it hard to assess whether a certain value of EC is good or bad. For this reason, it is convenient to compute a normalized version of the EC. The value used for normalization is the EC for the best naive system that does not have access to the input sample and, hence, always makes the same decision. The system is free to choose this decision to optimize the EC for the chosen costs and priors. The EC for this naive system is given by:

\[
\text{EC}_{\text{naive}} = \min_{j} \sum_{i=1}^{K} c_{ij} P_i
\]
This expression can be easily derived by considering that, for a system that always makes the same decision $D_j$, $R_{ij}$ is 0 for all $j \neq j$ and 1 for $j = j$. Plugging those values of $R_{ij}$ in Equation (4) tells us that the EC for that system is $\sum_{i=1}^{K} c_{ij} P_i$. The minimum of that expression over all $j$ is the EC of the best naive system. The normalized EC is then given by:

$$\text{NEC} = \frac{\text{EC}}{\text{EC}_{\text{naive}}}$$  \hspace{1cm} (6)$$

This metric has an essential property: While its value can be larger than 1, this only happens for systems that are worse than a naive system. This gives us a very useful reference: we want the NEC to be smaller than 1; if it is not, we are better off throwing away the system and outputting always the same least-costly decision. If we had access to the internals of the system instead of just its decisions, we would also be able to reduce the NEC to values below 1 by calibrating the scores from which decisions are made or changing the decision regions to optimize the NEC of interest. In the binary case, this can be achieved by simply tuning the decision threshold. A system for which decisions are optimized in this way would never have an NEC larger than 1. Hence, a system with NEC larger than 1 indicates something has gone wrong in the decision process. We will discuss issues of threshold selection and calibration in Section 4.

### 2.1.2 The Special Case of Binary Classification with Square Cost Matrix

For binary classification with the cost matrix defined such that there is one decision corresponding to each true class and the costs for correct decisions are 0, the NEC reduces to:

$$\text{NEC} = \frac{c_{12} P_1 R_{12} + c_{21} P_2 R_{21}}{\min(c_{12} P_1, c_{21} P_2)}$$  \hspace{1cm} (7)$$

$$= \begin{cases} \alpha R_{12} + R_{21} & \text{if } \alpha \geq 1 \\ R_{12} + 1/\alpha R_{21} & \text{otherwise} \end{cases}$$  \hspace{1cm} (8)$$

where

$$\alpha = \frac{c_{12} P_1}{c_{21} P_2}$$  \hspace{1cm} (9)$$

Hence, we can see that, in the binary case, there is actually only one free parameter to choose in the NEC. All combinations of priors and costs that lead to the same $\alpha$ correspond to the same metric.

### 2.2 Error Rate and Accuracy

The standard error rate (also called total error or probability of error) is given by:

$$\text{ER} = \frac{1}{N} \sum_{i=1}^{K} \sum_{j \neq i} N_{ij}$$  \hspace{1cm} (10)$$

Comparing this equation with Equation (3) we can see that the ER is a particular case of EC obtained when $c_{ij} = 1$ for $i \neq 1$ and $c_{ij} = 0$ for $i = 1$, which we will call the “0-1 cost matrix”. Further, since the accuracy is given by 1 minus the ER, we can see that accuracy is also just a trivial function of one specific case of EC.

Note that in the ER computation all samples are weighted equally. Hence, when the classes are highly imbalanced, the accuracy and ER become somewhat insensitive to the performance in the minority classes. In these cases, when errors in the detection of the minority classes are considered more severe than those in the majority classes, the balanced ER (also known as weighted ER) is used...
as metric instead of the standard ER. This metric is defined as the average of the ER values per class. That is:

\[
\text{BalER} = \frac{1}{K} \sum_{i=1}^{K} \frac{1}{N_i} \sum_{j \neq i} N_{ij}
\]  

(11)

where each term inside the sum is the ER for one specific class. This expression also coincides with an EC, when the costs are selected such that \(c_{ij} = N/(KN_{ix}) = 1/(KP_i)\) for \(i \neq j\) and \(c_{ij} = 0\) for \(i = j\). As a consequence of setting the costs this way, all error rates have the same influence on the final metric. Note that by deriving the balanced error rate as a special case of the EC we can see exactly what is being assumed when we compute this metric: that the cost for each type of error is given by the inverse of the frequency of the true class of the sample. Sometimes, the balanced accuracy, given by 1 minus the balanced ER, is used as metric.

The general form of EC offers much greater flexibility than these two special cases of the standard or balanced error rates, allowing us to accommodate cases in which the errors are neither all equally costly (as in the error rate) nor as costly as the inverse of the prior for each class (as in the balanced error rate). The EC allows us to think of each type of error independently and set their cost accordingly to their severity.

### 2.3 Net Benefit

Net benefit is a metric used in binary classification for some medical applications [15]. It is defined as:

\[
\text{NB} = \frac{N_{22}}{N} - \frac{p}{1 - p} \frac{N_{12}}{N}
\]

(12)

where \(p\) is a parameter of the metric. We can rewrite this equation as follows:

\[
\text{NB} = P_2 R_{22} - \frac{P_1 R_{12}}{1 - p} \quad \text{or} \quad P_2 - (P_2 R_{21} + \frac{p}{1 - p} P_1 R_{12})
\]

(13)

(14)

where we used the fact that \(R_{22} + R_{21} = 1\). The term in parenthesis in this equation is the EC for binary classification when taking \(c_{11} = c_{22} = 0\), \(c_{21} = 1\), and \(c_{12} = p/(1 - p)\). We can then express NB as a function of that normalized EC, which we call NEC\(_p\):

\[
\text{NB} = P_2 - \min \left( P_2, \frac{p}{1 - p} P_1 \right) \text{NEC}_p
\]

(15)

Hence, while directly related to a normalized EC, the NB looses one of its attractive qualities: that a value of 1.0 indicates a system that has the same performance as a naive system that does not use the input samples to make its decisions. For this reason, we believe normalized EC is preferable to NB.

### 2.4 F-beta score

The F-beta score, which we will call \(F_\beta\), is defined as 1 minus a metric called effectiveness, which was first introduced in [4]. The \(F_\beta\) is probably one of the most popular metrics for binary classification. It assumes that the problem is not symmetric and one of the classes is taken as the class of interest to be detected. Here, we will take the class of interest to be class \(H_2\). \(F_\beta\) is defined as follows:

\[
F_\beta = \frac{(1 + \beta^2) \text{Precision} \text{Recall}}{\beta^2 \text{Precision} + \text{Recall}}
\]

(16)
where

\[
\text{Precision} = \frac{N_{22}}{N_2}, \quad \text{Recall} = \frac{N_{22}}{N_{2*}}
\] (17)

Replacing those values in \( F_{\beta} \), we get:

\[
F_{\beta} = \frac{(1 + \beta^2)N_{22}}{(1 + \beta^2)N_{22} + \beta^2 N_{21} + N_{12}}
\] (18)

\( F_{\beta} \) takes values between 0 and 1. Larger values indicate better performance, contrary to the EC for which larger values indicate worse performance. For this reason, in order to compare \( F_{\beta} \) with EC, it is convenient to work with \( 1 - F_{\beta} \):

\[
1 - F_{\beta} = \frac{\beta^2 N_{21} + N_{12}}{(1 + \beta^2)N_{22} + \beta^2 N_{21} + N_{12}}
\] (19)

\[
= \frac{\beta^2 N_{21} + N_{12}}{\beta^2 N_{2*} + N_{2}}
\] (20)

\[
= \frac{\beta^2 R_{21}P_2 + R_{12}P_1}{\beta^2 P_2 + R_{*2}}
\] (21)

where \( R_{*2} = N_{*2}/N \) is the fraction of samples in the evaluation set that are labelled as class \( H_2 \).

We can see that the numerator is the EC for the binary case when costs are given by \( c_{11} = c_{22} = 0 \), \( c_{12} = 1 \), \( c_{21} = \beta^2 \) and the priors are obtained from the evaluation data, which we will call \( EC_{\beta^2} \):

\[
EC_{\beta^2} = \beta^2 R_{21}P_2 + R_{12}P_1.
\] (22)

Now, we can express \( 1 - F_{\beta} \) as a function of \( EC_{\beta^2} \) and its normalized version:

\[
1 - F_{\beta} = \frac{EC_{\beta^2}}{\beta^2 P_2 + R_{*2}}
\] (23)

\[
= \min(\beta^2 P_2, P_1) \frac{NEC_{\beta^2}}{\beta^2 P_2 + R_{*2}}
\] (24)

That is, \( 1 - F_{\beta} \) is proportional to \( EC_{\beta^2} \) with a scaling factor given by the inverse of \( \beta^2 P_2 + R_{*2} \). The first term in that expression is independent of the system, it only depends on the prevalence of class \( H_2 \) in the evaluation set, \( P_2 \). When comparing different systems on the same dataset (or on different datasets with the same class priors) \( P_2 \) is fixed. The second term in the denominator in Equation (24) is the percentage of samples which are labeled by the system as being of class \( H_2 \).

Given two systems with the same value for \( EC_{\beta^2} \), \( F_{\beta} \) will favor the one that detects more samples as being from class \( H_2 \), regardless of whether they are correctly or incorrectly classified (examples of this behavior will be given in Section 2.7.2). This seems like an odd thing to reward, having more samples from class \( H_2 \) detected is not a good thing in itself. If we are more interested in detecting the samples from class \( H_2 \) than those of class \( H_1 \), the principled thing to do is use an EC which penalizes errors in samples from class \( H_2 \) more than errors in samples of class \( H_1 \) (i.e., setting \( c_{21} > c_{12} \)).

As for the EC, we can compute the best \( F_{\beta} \) that would correspond to a naive system that always outputs the same decision. If the system chooses always class \( H_1 \), \( F_{\beta} = 0 \) since \( N_{22} = 0 \). On the other

\[\text{Note that values of } F_{\beta} \text{ across datasets with different priors should not be compared with each other since the change in priors implies a change in the weight given to each type of error which is, essentially, a change in metric: comparing } F_{\beta} \text{ on two datasets with different priors is like comparing accuracy with balanced accuracy. Trying to infer which dataset is easier for the system based on that comparison would be unreasonable. The same, of course, goes for EC. Yet, for EC we can still do the comparison by using priors given by those we expect to see when the system is used rather than those observed in the evaluation datasets with the different priors. The EC computed with fixed costs and priors can then be safely compared across datasets.}\]
hand, if the system chooses always class $H_2$, the recall is 1 and the precision is equal to the prior of class $H_2$, $P_2$, which results in $F_β = (1 + β^2)P_2/(β^2P_2 + 1)$. This is the value of $F_β$ for the best naive system which always makes the same decision. Any system with an $F_β$ worse than this value should be considered ineffective. We will not use a normalized version of the $F_β$ because this is not usual practice in the community, but we will use this value as a reference when looking at examples.

### 2.5 Matthews correlation coefficient

The Matthews correlation coefficient (MCC) was first introduced in [17] for comparison of chemical structures, later proposed as a metric for binary classification in [18], and finally generalized to the multi-class case in [19]. In this section we will consider the binary version since this is enough for our purpose. Chicco et. al [20] claim that MCC is the most informative single score to establish the quality of a binary classifier that outputs hard decisions. EC is not considered in that paper as an option in the comparison between metrics. As we discuss below and in Section 2.7.1, we believe EC is superior to MCC as a metric for classification performance.

The MCC for the binary case is defined as follows:

$$
MCC = \frac{N_{11}N_{22} - N_{12}N_{21}}{\sqrt{(N_{11} + N_{22})(N_{11} + N_{12})(N_{22} + N_{12})(N_{22} + N_{21})}}
$$

$$
= \frac{(N_{1*} - N_{12})(N_{2*} - N_{21}) - N_{12}N_{21}}{\sqrt{N_{1*}N_{2*}N_{1*}N_{2*}}}
$$

$$
= \sqrt{\frac{N_{1*}N_{2*}}{N_{1*}N_{2*}} - \frac{N_{12}N_{21}}{N_{1*}N_{2*}}}
$$

$$
= \sqrt{\frac{N_{1*}N_{2*}}{N_{1*}N_{2*}} \left( 1 - \frac{N_{12}}{N_{1*}} - \frac{N_{21}}{N_{2*}} \right)}
$$

$$
= \sqrt{\frac{N_{1*}N_{2*}}{N_{1*}N_{2*}} \left( 1 - (R_{12} + R_{21}) \right)}
$$

Note that, unlike $F_β$ and EC, MCC can take negative values. Large positive values correspond to good systems with low error rates, while, as we will see next, negative values indicate systems that are worse than the naive one.

We can now see that the MCC is related to the NEC obtained by setting $α = 1$ in Equation (8), which we will call NEC_b (for “uniform” error weights). Hence, we can now express MCC as a function of this EC:

$$
MCC = \sqrt{\frac{N_{1*}N_{2*}}{N_{1*}N_{2*}} \left( 1 - NEC_b \right)}
$$

From this equation we see that when the NEC_b is larger than 1, which, as explained in Section 2.1.1, happens when the system is worse than a naive system that does not use the input samples, the MCC is negative. Further, MCC and $1 - NEC_b$ differ by the following factor:

$$
\sqrt{\frac{N_{1*}N_{2*}}{N_{1*}N_{2*}} \left( 1 - \frac{N_{12}}{N_{1*}} - \frac{N_{21}}{N_{2*}} \right)} = \sqrt{\frac{P_1(1 - P_1)}{R_{s1}(1 - R_{s1})}}
$$

where $R_{s1} = N_{s1}/N$ is the fraction of samples in the evaluation set that are labeled as class $H_1$.

The numerator in this factor is fixed, it does not depend on the system, only on the priors. Hence, it is irrelevant for comparing systems on the same dataset. The denominator, on the other hand, does depend on the system and is largest when $R_{s1} = 0.5$ and smaller as the decisions become more imbalanced (i.e., as $R_{s1}$ approaches 0 or 1). Hence, the factor will grow as the decisions become more imbalanced, making MCC larger in absolute value. For two systems with the same NEC_b < 1,
MCC will favor the one with larger imbalance in the decisions. This does not seem like a reasonable behavior for a metric since the frequency with which a system makes a certain decision is not a good or bad quality in itself. Notably, even when \( P_1 = 0.5 \) this metric will penalize systems that have \( R_{41} \) close to 0.5. Therefore, as in the \( \text{F}_\beta \) case, the MCC rewards arbitrary behaviors of the system that do not necessarily indicate better performance. We will see examples of this undesirable behavior in Section 2.7.1.

### 2.6 LR+

The likelihood ratio for positive results, usually called LR+, is commonly used in diagnostic testing [21]. As for \( \text{F}_\beta \), it is used for non-symmetric binary classification problems where one of the classes is the class of interest. It is given by:

\[
\text{LR}^+ = \frac{\text{sensitivity}}{1 - \text{specificity}}
\]

where, if we assume class \( H_2 \) is the class of interest, sensitivity = \( R_{22} \) and specificity = \( R_{11} \). LR+ is always positive and the larger its value, the better the system.

We can write LR+ as a function of an EC value using the fact that \( R_{22} + R_{21} = 1 \), and \( R_{11} + R_{12} = 1 \):

\[
\text{LR}^+ = \frac{1 - R_{21}}{R_{12}} \quad (33)
\]

\[
= \frac{1 - R_{21} - R_{12}}{R_{12}} + 1 \quad (34)
\]

\[
= \frac{1 - \text{NEC}_b}{R_{12}} + 1 \quad (35)
\]

So, given two systems with the same NEC\(_b\), the LR+ will favor the one with lower \( R_{12} \). Note, also, that when the system is worse than the naive system in terms of NEC\(_b\), the LR+ is smaller than 1. For system that are better than the naive one, though, LR+ can take any value from 1 to infinity.

We see no reason to prefer this metric over the EC where, if favoring lower values of \( R_{12} \) is desired, one can simply set \( c_{12} > c_{21} \).

### 2.7 Examples

In this section we show results for three different NECs, \( \text{F}_\beta \) and MCC for a large set of different confusion matrices. We focus on \( \text{F}_\beta \) and MCC because they are the ones for which the relationship with NEC is more complex and the examples can help better understand their behaviour. We focus on three comparisons:

- NEC\(_b\) versus MCC. These two metrics are related by Equation (30).
- NEC\(_{\beta=2}\) the normalized version of the EC in Equation (22) versus \( \text{F}_\beta \), with \( \beta = 1 \) in both cases. These two metrics are related by Equation (24). To make the value of \( \beta \) explicit in the name, we call these metrics NEC\(_{\beta=2}\) and \( \text{F}_{\beta=1} \).
- NEC\(_{\beta=2}\) with \( \beta = 2 \), which we call NEC\(_{\beta=2}\), versus the \( \text{F}_{\beta=1} \). As we will see, in our examples, these two metrics correlate better than the two metrics above for systems that are better than the naive one.

Figure 2 shows those comparisons for two datasets: a balanced one with \( P_1 = 0.5 \) (\( N_{1*} = N_{2*} = 500 \)), and an imbalanced one with \( P_1 = 0.9 \) (\( N_{1*} = 900, N_{2*} = 100 \)). In both cases \( N_{12} \) and \( N_{21} \) vary between 0 and their maximum possible value (\( N_{1*} \) and \( N_{2*} \), respectively) in 20 steps. For each combination of \( N_{12} \) and \( N_{21} \) we have a point in each of the plots. Tables 1 and 2 show the values of the metrics as well as the error rates and the fraction of samples detected as each class for a selection of these systems for the balanced and the imbalanced datasets, respectively. We discuss the results in the plots and tables in the sections below.
2.7.1 EC vs MCC

The left plots in Figure 2 show the comparison between NECb and MCC. We can see that MCC and NECb correlate reasonably well on these datasets, specially for the balanced one. Yet, detailed results in Table 1 show that for the same NECb value the MCC tends to favor the more imbalanced systems, even on the balanced dataset (see the last block where the best MCC values correspond to the two imbalanced systems). Similarly, Table 2 shows that MCC favors the more imbalanced systems even when the imbalance is opposite to the one in the dataset (see the case of NECb = 0.90 in the third block, where MCC is larger for the two most imbalanced systems). This is a clearly undesirable behaviour. In summary, as also discussed in Section 2.5, the MCC behaves almost like 1 − NECb but with a preference toward systems with imbalanced decisions which makes it a poor metric compared to NECb.

On a side note, staring at Table 1 the reader might be concerned to see that systems with very imbalanced decisions may get the same NECb than systems with balanced decisions. For the balanced dataset, it seems like a good metric should be able to tell that a system with balanced decisions is preferable. The balanced and imbalanced systems are, in fact, quite different in nature. If we assume that the systems are making their decision for each sample based on a vector of scores (as in Figure 1), then it is likely that the system that generates imbalanced decisions for the balanced dataset for the NECb metric is actually using a suboptimal decision-making procedure. This means that the NECb for such system could be easily improved by fixing the decision stage. On the other hand, the system that generates balanced decisions is probably already doing its best, given the scores. One of the advantages of using NECb as metric is that it enables this analysis. We will discuss these issues in...
Table 1: Comparison of metrics from different systems in the top row in Figure 2 (i.e., on balanced data). The NEC values are better when lower, while MCC and $F_{\beta}$ are better when higher. Each block has a different fixed value of NEC, which for this balanced dataset is equal to NEC$_{\beta^2}$ = 1.

| $N_{21}$ | $N_{12}$ | NEC$_b$ | NEC$_{\beta^2}$ | NEC$_{\beta^2}$ | F$_{\beta}$ | MCC | R$_{21}$ | R$_{12}$ | R$_2$ | R$_*$ |
|----------|----------|---------|----------------|----------------|-----------|-----|---------|---------|-------|------|
| 0        | 50       | 0.10    | 0.10           | 0.10           | 0.95      | 0.90| 0.00    | 0.10    | 0.55  | 0.45 |
| 25       | 25       | 0.10    | 0.10           | 0.15           | 0.95      | 0.90| 0.05    | 0.05    | 0.50  | 0.50 |
| 50       | 0        | 0.10    | 0.10           | 0.20           | 0.95      | 0.90| 0.10    | 0.00    | 0.45  | 0.55 |
| 0        | 250      | 0.50    | 0.50           | 0.50           | 0.80      | 0.58| 0.00    | 0.50    | 0.75  | 0.25 |
| 125      | 125      | 0.50    | 0.50           | 0.75           | 0.75      | 0.50| 0.25    | 0.25    | 0.50  | 0.50 |
| 250      | 0        | 0.50    | 0.50           | 1.00           | 0.67      | 0.58| 0.50    | 0.00    | 0.25  | 0.75 |
| 0        | 450      | 0.90    | 0.90           | 0.90           | 0.69      | 0.23| 0.00    | 0.90    | 0.95  | 0.05 |
| 225      | 225      | 0.90    | 0.90           | 1.35           | 0.55      | 0.10| 0.45    | 0.45    | 0.50  | 0.50 |
| 450      | 0        | 0.90    | 0.90           | 1.80           | 0.18      | 0.23| 0.90    | 0.00    | 0.05  | 0.95 |

Table 2: Comparison of metrics from different systems in the bottom row in Figure 2 (i.e., on imbalanced data with $P_1 = 0.9$). The NEC values are better when lower, while MCC and $F_{\beta}$ are better when higher. The first three blocks have a fixed value of NEC, while the bottom block has a fixed value of NEC$_{\beta^2}$.

| $N_{21}$ | $N_{12}$ | NEC$_b$ | NEC$_{\beta^2}$ | NEC$_{\beta^2}$ | F$_{\beta}$ | MCC | R$_{21}$ | R$_{12}$ | R$_2$ | R$_*$ |
|----------|----------|---------|----------------|----------------|-----------|-----|---------|---------|-------|------|
| 0        | 90       | 0.10    | 0.10           | 0.45           | 0.69      | 0.69| 0.00    | 0.10    | 0.19  | 0.81 |
| 5        | 45       | 0.10    | 0.50           | 0.28           | 0.79      | 0.78| 0.05    | 0.05    | 0.14  | 0.86 |
| 10       | 0        | 0.10    | 0.10           | 0.10           | 0.95      | 0.94| 0.10    | 0.00    | 0.09  | 0.91 |
| 0        | 450      | 0.50    | 4.50           | 2.25           | 0.31      | 0.30| 0.00    | 0.50    | 0.55  | 0.45 |
| 25       | 225      | 0.50    | 2.50           | 1.38           | 0.38      | 0.33| 0.25    | 0.25    | 0.30  | 0.70 |
| 50       | 0        | 0.50    | 0.50           | 0.50           | 0.67      | 0.69| 0.50    | 0.00    | 0.05  | 0.95 |
| 0        | 810      | 0.90    | 8.10           | 4.05           | 0.20      | 0.10| 0.00    | 0.90    | 0.91  | 0.09 |
| 40       | 450      | 0.90    | 4.90           | 2.65           | 0.20      | 0.06| 0.40    | 0.50    | 0.51  | 0.49 |
| 90       | 0        | 0.90    | 0.90           | 0.90           | 0.18      | 0.30| 0.90    | 0.00    | 0.01  | 0.99 |
| 0        | 90       | 0.10    | 0.90           | 0.45           | 0.69      | 0.69| 0.00    | 0.10    | 0.19  | 0.81 |
| 45       | 45       | 0.50    | 0.90           | 0.68           | 0.55      | 0.50| 0.45    | 0.05    | 0.10  | 0.90 |
| 90       | 0        | 0.90    | 0.90           | 0.90           | 0.18      | 0.30| 0.90    | 0.00    | 0.01  | 0.99 |

2.7.2 EC vs $F_{\beta}$

The second column of plots in Figure 2 show the comparison between the NEC$_{\beta^2}$ and $F_{\beta}$. The scatter plot shows the effect of the denominator in Equation (24). We can see that, for the better systems, with NEC$_{\beta^2}$ close to 0 and $F_{\beta}$ close to 1, the two values are correlated. Yet, as the systems start to degrade, the metrics become less correlated. This means that if we are comparing two systems with each other, our conclusion of which system is best will strongly depend on the selected metric. Further, it is easy to find examples where the NEC$_{\beta^2}$ is close to the value for the best naive system for that metric, while the $F_{\beta}$ is significantly better than the corresponding value. For example, when $P_1 = 0.1$, the best naive system for both metrics is the one that outputs always class $H_2$. Such a system has an NEC$_{\beta^2}$ = 1 (Section 2.1.1) and $F_{\beta}$ = 0.18 (Section 2.4). Now, a system with $N_{21} = 10$ and $N_{12} = 90$ has a NEC$_{\beta^2}$ = 1 and $F_{\beta}$ = 0.62. Hence, in terms of NEC$_{\beta^2}$ this system performs as badly as the system that always chooses class $H_2$, while in terms of $F_{\beta}$ the system is much better than this naive system. This is because the $F_{\beta}$ is rewarding this
system for having a relatively large $R_{21}$ of 0.18, compared to the prior for class $H_2$, which is 0.10. $F_{\beta=1}$ is implicitly and indirectly favoring systems that prioritize not missing samples from class $H_2$. This can be done in a more direct and transparent way by choosing a NEC with a larger cost $c_{21}$.

To illustrate how a larger $c_{21}$ can achieve the desired behavior, the right-most column in Figure 2 shows the comparison between $F_{\beta=1}$ with NEC$_{\beta=2}$ with $\beta^2 = 2$. We can see that, in the region corresponding to good systems, the correlation between the two metrics increases compared to the one obtained using NEC$_{\beta=2}$ with $\beta = 1$. In particular, the system mentioned above with $N_{21} = 10$ and $N_{12} = 90$ has a NEC$_{\beta^2=2} = 0.55$, a value significantly better than that of the best naive system, in agreement with $F_{\beta=1}$. Yet, NEC$_{\beta^2=2}$ directly rewards this system for having a low error rate on samples of class $H_2$, rather than rewarding it for having a relatively large rate of samples classified as class $H_2$, as is the case for $F_{\beta=1}$. While NEC$_{\beta^2=2}$ and $F_{\beta=1}$ correlate relatively well, we strongly advise the reader to use NEC$_{\beta^2=2}$ (or some other NEC with a $\beta$ value designed for the problem of interest) rather than $F_{\beta=1}$, which attempts to approximate the same behavior in an indirect way.

### 2.8 Discussion on Metrics for Hard Decisions

While the EC metric is explained in every statistical learning book, it unfortunately has not been widely adopted by the machine learning community. In this section we have argued that the NEC, the normalized version of the EC, is a better metric than the popular F-beta score, the MCC and other common classification metrics. We have also shown that it is a generalization of other two common metrics, the error rate and the balanced error rate which are, in turn, one minus the accuracy and balanced accuracy, respectively. The generalization is in the sense that costs and priors can be defined depending on the application of interest and that the set of decisions need not be the same as the set of classes.

To summarize, the advantages of the EC over other metrics are as follows:

- It has a straightforward intuitive interpretation. It is easy to see how the rate of each type of error and the priors affect its value.

- It lets developers assign costs for each type of error explicitly, which is useful when the errors are not all equally important.

- It lets developers pick the priors independently from those observed in the data, which is useful when the priors in the evaluation data do not coincide with the ones expected in practice.

- It enables evaluation of systems for which the set of decisions do not coincide with the set of classes.

- It works out-of-the-box for the multi-class case.

- When normalized, the EC has a very intuitive range, with values above 1 indicating that the system is worse than a naive system that does not use the input samples to make its decisions.

- Finally, and quite importantly, it can be used to make optimal decisions and study calibration. These issues will be discussed in Section 4.1.1.

Given all these advantages we argue that the EC, or its normalized version, NEC, should be the preferred metric for most (if not all) classification tasks when we want to evaluate hard decisions.

### 3 Bayes Decision Theory

Before moving on to a discussion on metrics for scores, we need to review the basics of Bayes decision theory. Assume that we have selected a cost function for our problem of interest, $C(h, d)$, where $h$ is the true class of the sample and $d$ is a categorical or non-categorical decision. When $d$ is a categorical
decision, the cost function reduces to the cost matrix we have been using in previous sections. When \(d\) is not categorical, the cost function is a generalization of the cost matrix that allows for soft decisions. As we will see in Section 4.1, this generalization of the cost matrix allows us to define metrics that evaluate the quality of the posteriors in an exhaustive way.

In general, given the cost function, we will want to make optimal decisions in the sense that they minimize the expectation of the cost of interest, \(\langle C(h, d(x)) \rangle\), where we have explicitly added the dependency of \(d\) on the input sample \(x\). The expectation is taken with respect to a distribution over both \(x\) and \(h\), \(p(h, x)\). Using the chain rule we can write \(p(h, x) = p(x)p(h|x)\), which allows us to write the expectation of the cost as follows:

\[
\langle C(h, d(x)) \rangle_{p(h, x)} = \left( \sum_{i=1}^{K} C(H_i, d(x))P(H_i|x) \right)_{p(x)}
\] (36)

The expression \(\langle v(z) \rangle_{p(z)}\) denotes the expected value of \(v(z)\), where \(z\) is one or more random variables, with respect to a distribution \(p(z)\). Note that while the expression above is an expected cost just like the EC from previous sections, in the rest of this paper we will still reserve the EC acronym for the special case in which decisions are categorical, as defined in Section 2.1.

The expectation in Equation (36) can be minimized by choosing, for each \(x\), the decision that minimizes the inner summation:

\[
d_B(x) = \text{argmin}_d \sum_{i=1}^{K} C(H_i, d)P(H_i|x)
\] (37)

The decision \(d_B\) is usually called the Bayes decision. If decisions are made in this way for every \(x\), then the expected cost with respect to the distribution \(p(h, x)\) will be minimized.

Now, which distribution \(p\) do we use to obtain this expectation and the Bayes decisions? We would like to use the “true” underlying distribution of our data. Unfortunately, unless we are running simulations, we do not and never will have access to such distribution. We can only obtain models for it. In fact, our classifier produces a model for \(P(h|x)\). We can use those posteriors in Equation (37) to make Bayes decisions. On the other hand, unless we do generative modeling, we usually do not have a model for the distribution of \(x\). Fortunately, this distribution is not necessary for making Bayes decisions. It is needed, though, to compute the expected cost over the data, \(\langle C(h, d(x)) \rangle_{p(h, x)}\). For the purpose of this work, when computing the expected cost we will take \(p(h, x)\) to be the empirical distribution in the evaluation data. That is, we will simply take the average cost over the evaluation data, as we did when defining the EC.

### 3.1 Calibration

Bayes decisions are guaranteed to minimize the expected cost when the expectation is taken with respect to the same posterior distribution used to determine those decisions, which in our case is given by the classifier’s output scores. Note that this is true for any \(p(x)\) since Bayes decisions do not depend on this distribution. Now, as mentioned above, in practice, after decisions are made using Bayes decision theory or any other decision-making approach, the expected cost is computed using the empirical distribution of the test data. The Bayes decisions may or may not be optimal for this empirical estimate of the expected cost. This leads us to the following definition for calibration:

A classifier is calibrated (for the selected cost) if the Bayes decisions made with its outputs are optimal in the sense that they minimize the average cost on the evaluation data. That is, if there is no better way to make decisions using the classifier’s output than Bayes decision theory.
More formally, we say that a model that outputs scores $s(x) = P(\cdot| x) = \{P(H_i|x) \mid i = 1, \ldots, K\}$ is calibrated for the cost function $C$ if the following condition is satisfied:

$$\langle C(h, d_B(s(x)))) \rangle \leq \langle C(h, d_B(\hat{s}(x)))) \rangle$$

(38)

where $\hat{s}(x) = f(s(x))$, and $f$ is a transformation of the vector of posteriors output by our model into a new vector of posteriors. Hence, if no transformation of the scores results in a lower expected cost than the original scores, we say that scores are calibrated. In this work, we assume the expectations on both sides are taken with respect to the empirical distribution, though other models of the distribution could be used for this purpose.

One $f$ that minimizes the expected cost with respect to the empirical distribution is the one that maps the score $s$ for each $x$ in the evaluation dataset to the one-hot vector with a one at the true class for that $x$ and zeros elsewhere. This procedure assumes there are no two samples with the same $x$ value but different class labels, which is a reasonable assumption for most practical problems when $x$ is continuous and multi-dimensional. The resulting mapping would lead to a cost of zero. Yet, of course, when $x$ is continuous, such mapping is unlikely to generalize well to any other dataset (in fact, $s(x)$ is not even defined for any $x$ that is not in the evaluation dataset). Hence, such a mapping is not helpful. Our goal should be to find an $f$ that improves the expected cost on a yet unseen dataset, the data the system will encounter when deployed. To this end, $f$ should be learned on held-out data to avoid overfitting the test data which could lead us to wrongly conclude that the system is miscalibrated.

This definition of calibration is not the one commonly used in the literature. Instead, the usual definition of calibration is to say that a system is perfectly calibrated if the score vector it produces satisfies the following equality:

$$s_i = P(H_i|s) \quad \forall i \in \{1, \ldots, K\}.$$  

(39)

that is, if the score for every class $H_i$ coincides with the posterior probability of class $H_i$ given the score vector generated by the system. The intuitive interpretation of this definition is that for a well calibrated system, we would expect that, among all the samples for which the system outputs a score for class $H_i$ of $r$, $r$ of them would be of class $H_i$. When this definition is used, $P(h|s)$ is referred to as the “true” or “underlying” distribution of the classes given the scores. Yet, as we discussed for $P(h|x)$, this distribution is not known except in simulations. In practice, when this definition is used, a model for $P(h|s)$, equivalent to the $\hat{s}$ above, is created and a distance between this model and $s$ is computed. We will explain the most widely used approach of this family of metrics, the expected calibration error (ECE), in Section 4.3.

Importantly, both definitions of calibration are conceptually equivalent and declare that a system is miscalibrated if it is possible to find a better set of posteriors by transforming the original posteriors output by the system. Yet, the first definition above explicitly states what “better” means: that the expected cost for the transformed scores is lower than that of the original scores. Further, it makes explicit the fact that our assessment of calibration will necessarily depend on our best efforts in finding the transformed or calibrated posteriors as well as on the cost function of interest.

### 3.2 Special cases

A special scenario of Bayes decision theory arises when $\mathcal{D} = \mathcal{H}$ and the cost matrix is the 0-1 square matrix. That is, when $C(h, d) = 0$ if $h = d$, and $C(h, d) = 1$ if $h \neq d$. In this case the EC reduces to
one minus the accuracy (see Section 2.2) and the Bayes decisions reduce to

\[ d_B(x) = \arg\min_h \sum_{i=1|H_i \neq h}^K P(H_i|x) \]

\[ = \arg\min_h 1 - P(h|x) \]

\[ = \arg\max_h P(h|x). \]   \hspace{1cm} (40)

which is obtained by replacing the 0-1 cost function defined above in Equation (37). This is the
standard argmax decision rule used in most of the literature in machine learning for making decisions
in a multi-class setting. We can now see that this rule is only optimal for the 0-1 cost matrix. In any
other scenario, if the costs are not equal to 1 for all error types or if the cost matrix is not square
(i.e., if the set of decisions is not the same as the set of classes), then Equation (37) should be used
to make decisions using the corresponding cost matrix.

Another special case of Equation (37) corresponds to binary classification when
\( H = D \) and the
cost matrix is square with zeros in the diagonal. In that case, the equation reduces to:

\[
\begin{cases}
H_2, & \text{if } c_{12}P(H_1|x) < c_{21}P(H_2|x) \\
H_1, & \text{otherwise}
\end{cases}
\]

\[ d_B(x) \]   \hspace{1cm} (43)

Using the fact that \( P(H_2|x) = 1 - P(H_1|x) \), this rule becomes:

\[
\begin{cases}
H_2, & \text{if } P(H_2|x) > c_{12}/(c_{12} + c_{21}) \\
H_1, & \text{otherwise}
\end{cases}
\]

\[ d_B(x) \]   \hspace{1cm} (44)

That is, for binary classification with one decision per class, Bayes decisions simply consist of compar-
ing the posterior for one of the classes with a specific threshold which is a function of the costs. While
to optimize metrics like the \( F_\beta \) or MCC we need to sweep a threshold and choose the best one for that
metric, for the EC we simply need to plug the costs into Equation (44) to get the optimal threshold.
Note that this is true, as long as the classifier is calibrated for the selected cost, in which case Bayes
decisions are indeed optimal. If this is not the case, the threshold above would be suboptimal and it
would have to be tuned. Alternatively, the posteriors can be transformed or calibrated to enable the
use of Bayes decision theory, as will be described in Section 4.2.

3.3 Posterior Dependence on Class Priors

Bayes rule states that:

\[ P(h|x) = \frac{p(x|h)P(h)}{p(x)} = \frac{p(x|h)P(h)}{\sum_j p(x|H_j)P(H_j)}. \]   \hspace{1cm} (45)

That is, the posterior probability for class \( h \) depends on the likelihoods \( p(x|h) \) and the prior proba-
bilities \( P(h) \) for all classes. As a consequence, the posteriors generated by a classifier depend on the
class priors corresponding to the data used for training the system unless a class-weighted objective
function was used for training, in which case the priors are determined by those weights. When the
test priors, i.e., those in the evaluation data or those selected to compute the EC, are different from
those used in the training process, the decisions made with Equation (37) may be suboptimal because
the posteriors are calculated with a mismatched prior distribution. In other words, the posteriors
generated by the classifier may be miscalibrated.

For these cases in which the training and test priors are potentially mismatched, we would ideally
like to have access to the likelihoods \( p(x|h) \) with which we can compute the posteriors for the test
priors, $P(h)$, using Bayes rule above. Now, the problem is that many modern machine learning approaches output posteriors, not likelihoods. In this case, a simple workaround is to calibrate the posteriors generated by the system using a function trained on data with the relevant priors (or, alternatively, setting the objective function to simulate these priors). The calibration process will be explained in Section 4.2.

Alternatively, for the special case of binary classification, the posteriors can be obtained as:

$$P(H_2|x) = \frac{1}{1 + \frac{P(H_1)}{P(H_2)} \text{LR}(x)},$$

$$P(H_1|x) = 1 - P(H_2|x),$$

where

$$\text{LR}(x) = \frac{p(x|H_2)}{p(x|H_1)}.\tag{47}$$

That is, for this case, all we need to obtain posteriors given a certain set of target priors is the ratio between the two likelihoods. This approach is commonly used in speaker verification where the target priors are usually not known when training the classifier. In this task, the classifier is generally trained to directly output LR by integrating the computation of the posterior, Equation (46), in the computation of the objective function. This can be done directly when training the classifier, or in a separate calibration stage. For more on this approach, see, for example [22].

Conveniently, in the particular case of binary classification with $\mathcal{H} = \mathcal{D}$ and a square cost matrix with zeros in the diagonal, we do not need to go through the step of finding the posteriors in order to apply Bayes decision theory. The decision rule in Equation (43) can be converted to use the LR directly as follows:

$$d_B(x) = \begin{cases} 
H_2, & \text{if } \text{LR}(x) > \frac{c_{12}P(H_1)}{c_{21}P(H_2)} \\
H_1, & \text{otherwise}
\end{cases} \tag{48}$$

In summary, the quality of Bayes decisions will directly depend on the quality of the posteriors. These posteriors should, among other things, be computed using priors matched to the target test priors. Hence, when the system outputs posteriors, we need to make sure that the priors implicit in those posteriors coincide with the test priors. If this is not the case, we should take steps to solve this mismatch by either having the model output likelihoods or likelihood ratios (for the binary case) and using them to compute posteriors for the target priors, or by transforming (calibrating) the posteriors output by the system to a new set of posteriors adapted to those priors. Section 4.2 discusses diagnosis and correction of calibration issues, including those caused by a mismatch in priors.

4 Metrics for System Scores

In Section 2 we discussed metrics that evaluate performance of hard decisions. Assuming the decisions are made based on a set of scores, as in Figure 1, one might, instead, wish to evaluate the performance of the scores directly, independently of the decision-making stage. In this section, we review different metrics that can be used for assessing performance of scores.

4.1 Expected Value of Proper Scoring Rules

In this section we will describe a family of metrics which are expected values of proper scoring rules (PSRs) [7,8]. PSRs measure the goodness of the scores assuming they are posterior probabilities and

\[^{3}\text{This, of course, assumes that the likelihoods remain valid across the two datasets even when the priors change, which may or may not be the case depending on the scenario.}\]
that they will be used for making Bayes decisions. Given a score vector $s$ output by the system for a sample $x$ of class $h$, and a cost function $C(h, d)$ which represents the cost incurred by the system when making decision $d$ for a sample of class $h$, we can construct a PSR, $C^*$, as follows:

$$C^*(h, s) = C(h, d_B(s))$$

where $d_B(s)$ is the Bayes decision corresponding to cost function $C$. Note that we have expressed $d_B$ as a function of $s$ rather than $x$ as in Section 3, since we have shown that Bayes decisions only depend on the vector of posteriors $P(h|x)$ which here we take to be equal to $s(x)$, the classifier’s output. The PSR, $C^*$, measures the goodness of the posteriors by putting them to work, using them to make Bayes decisions for the given cost function, which are the best possible decisions if all we know are the posteriors returned by the system.

The PSR measures the cost for a single sample. To obtain a metric we can use for evaluation, we need to compute the expectation of the PSR over the data. As we did for the EC, in practice, we generally use the empirical estimate of the expectation. We will use EPSR to refer to the empirical estimate of the expectation of a PSR:

$$\text{EPSR} = \frac{1}{N} \sum_{t=1}^{N} C^*(h^{(t)}, s^{(t)}).$$

(50)

As we will see below, different EPSRs can be obtained by using different cost functions $C$.

Equation (49) is a constructive definition of PSRs. The usual definition, though, is that a function of $h$ and $s$ is a PSR if it satisfies that its expected value with respect to a distribution $q(h)$ over the classes is minimized if the score vector $s$ coincides with this distribution [23]. That is, $C^*$ is a PSR if it satisfies

$$q \in \arg\min_s \langle C^*(h, s) \rangle_{q(h)}.$$  

(51)

This property is satisfied for any $C^*$ constructed with Equation (49), since the Bayes decisions for $s$ are those that minimize the expected cost with respect to $s$. Hence, the expectation of a PSR constructed with Equation (49) is minimized when $s = q$. Theoretical details and a thorough analysis of PSRs can be found in, for example, in [7,8].

Note that Equation (51) is not an equality. The expected value of a PSRs may be minimized not only for the distribution $q$ but also for other distributions. When only $q$ minimizes the expected value, the PSR is called strict. Below, we introduce one non-strict PSR, the Bayes EC, and two strict PSRs, cross-entropy and Brier score.

4.1.1 Bayes EC

When we take the decision $d$ to be categorical, the EPSR corresponding to the resulting cost function is simply the EC from Equation (4) when the decisions are made using Bayes decision theory, i.e., using Equation (37). We will call this EPSR, Bayes EC or $f_{\text{EC}}$. The Bayes EC evaluates the quality of the scores assuming they will be used for making hard decisions using Bayes decision theory for a single operating point. The operating point is defined by the selected cost matrix and priors which are, in turn, used to determine the region corresponding to each decision. One special case of this metric is the accuracy computed using argmax decisions (see Section 3.2), perhaps the most common metric used in the literature for multi-class classification.

Note that $f_{\text{EC}}$ is a non-strict PSR. It does not evaluate the quality of the scores across their full range of values (the simplex in $\mathbb{R}^K$) since its value only depends on the Bayes hard decisions. If we have two sets of posteriors which happen to result in the same Bayes decisions, they will have the same Bayes EC. This metric is sometimes called Bayes risk in some text books [24]. Here, we choose to continue using the term EC to highlight the fact that it is simply the EC for Bayes decisions.
same $\tilde{EC}$, but one of them may be better than the other for a different set of costs or priors. Hence, EC is only appropriate for measuring the quality of the scores if the application of interest is well defined and we know it will not change in the future. On the other hand, if the application of interest is not well determined, if there is more than one possible application, if the priors may vary across datasets or samples, or if we want to have interpretable scores as the system’s output, we need to resort to strict PSRs which are only minimized at the reference distribution $[8]$. The following two sections give two examples of strict PSRs.

4.1.2 Cross-entropy

Taking $d$ to be a soft decision given by a vector of posteriors that lives in the simplex in $\mathbb{R}^K$, we can define a cost function $C(h, d) = -\log(d_h)$, called the logarithmic loss, where, in a slight abuse of notation, $d_h$ is the vector $d$ at the index corresponding to $h$ (i.e., if $h = H_i$, $d_h = d_i$). It can be shown $[8]$ that, for this cost function, the Bayes decision is $d_B(s) = s$. That is, the (soft) decision that minimizes the expected logarithmic-loss is the input score itself. Hence, the EPSR resulting from this cost function is also the logarithmic loss. The expectation of this loss with respect to the empirical distribution of the evaluation data results in the cross-entropy, which is widely used in machine learning as objective function for system training:

$$XE = -\frac{1}{N} \sum_{t=1}^{N} \log(s_h(t)(x(t)))$$

where, with the same notation as above, $s_h(t)(x(t))$ is the system’s output for sample $x(t)$ for class $h(t)$, the true class of sample $t$. This expression can be rewritten in a similar way as we did for the EC in Equation (4):

$$XE = -\sum_{t=1}^{N} \frac{P_h(t)}{N_h(t)} \log(s_h(t)(x(t)))$$  
$$= -\sum_{i=1}^{K} \frac{P_i}{N_i} \sum_{t=1|h(t)=H_i}^{N} \log(s_i(x(t))).$$

In this expression, as in the EC case, we can see that the prior $P_i = P(H_i)$ could potentially be set to a value different from the prior in the evaluation data. As was discussed in the context of the EC, this is useful when the priors in the evaluation data are not the ones we expect to see when the system is deployed.

If $s_h(t)(x(t))$ is close to 1 for every $t$, then XE will be low. If, on the other hand, $s_h(t)(x(t))$ is close to 0, even for a single sample, the XE can grow to very large values. That is, this metric penalizes heavily systems that are very certain about an incorrect decision. This is a desirable property in many applications. For this reason, the XE is an excellent default EPSR for evaluating the goodness of systems that output posterior probabilities.

The logarithmic loss is a strict PSR, as can be shown directly by using the fact that the Kullback-Liebler discrepancy between two distribution is only zero when the distributions are equal $[23]$. A less well-known fact is that the XE can be derived as an integral over a family of $f$EC values where the costs are parameterized in a specific way $[8]$. That is, the cross-entropy is, in fact, a generalization of the EC in the sense that, instead of considering a single operating point, the EC for all possible operating points are integrated with non-zero weights. The fact that weights are non-zero over the whole simplex makes the resulting PSR strict, as shown in $[8]$. By using XE as an evaluation metric we are assessing the ability of the system for making Bayes decision across the whole range of possible operating points rather than committing to a single one as when using the EC.

As for the EC, we can obtain a normalized version of the XE by dividing its value with the XE of the best naive system (i.e., one that ignores the input $x$). The best naive system for any EPSR is
given by the one that always outputs the prior distribution (see Section 2.4.1 in [8]). The XE of this system is given by $-\sum_{i=1}^{K} P_i \log(P_i)$, which is the entropy of the prior distribution. Dividing the XE by this entropy gives us an interpretable metric for which a value larger than 1.0 indicates that the system is worse than a naive system.

4.1.3 Brier Score

Setting again $d$ to be a vector in the simplex in $\mathbb{R}^K$ but this time selecting the cost function to be

$$C(h, d) = \frac{1}{K} \sum_{i=1}^{K} (d_i - I(h = H_i))^2 \tag{55}$$

we get another PSR. Here, $I(h = H_i)$ is the indicator function as defined under Equation (1). As for the logarithmic-loss, it can be shown that the Bayes decision for this loss is the score itself. Hence, again, the PSR coincides with the cost function. Averaging this cost over the data we get the Brier score:

$$BR = \frac{1}{N} \sum_{t=1}^{N} \frac{1}{K} \sum_{i=1}^{K} (s_i(x^{(t)}) - I(h^{(t)} = H_i))^2 \tag{56}$$

For each sample, this loss measures the average square distance to 1 for the posterior for the true class of the sample and to 0 for all other classes.

As for the EC and the XE, we can express BR as an explicit function of the priors.

$$BR = \sum_{t=1}^{N} \frac{P_{H_i}(x^{(t)})}{N_{H_i}} \frac{1}{K} \sum_{i=1}^{K} (s_i(x^{(t)}) - I(h^{(t)} = H_i))^2 \tag{57}$$

which allows us to redefine the priors to the test values if they do not coincide with the ones in the evaluation data. For the binary classification case, since $s_1(x) = 1 - s_2(x)$ and $I(h = H_1) = 1 - I(h = H_2)$, the score simplifies to:

$$BR = \sum_{t=1}^{N} \frac{P_{H_1}(x^{(t)})}{N_{H_1}} (s_2(x^{(t)}) - I(h^{(t)} = H_2))^2. \tag{58}$$

As for XE, it can be shown that BR is a strict PSR [23] and that it can be obtained as an integral over a family of EC [8] with non-zero weight over the full simplex. What varies between both cases is the weight given to each point in the simplex. As a consequence of the difference in weighting, XE and BR penalize non-perfect posteriors differently. Notably, the main difference is that BR is bounded. The maximum penalization it gives is 1, which happens when the posterior for the true class is 0. On the other hand, as discussed above, XE gives infinite penalization to those errors, making it a better metric for many applications where extreme errors could have extreme consequences. For example, consider a medical application where the task is to detect the presence of a malign tumour from a medical image. A system that, even if rarely, may output a probability of tumour of 0.0 for a patient that does have a tumour should probably not be used in practice.

Finally, as for the XE, a normalized version of the Brier score can be computed by dividing by the Brier score of a naive system that always outputs the priors, $P_i$. We can compute the Brier score for this system by setting $s_i = P_i = N_i/N$ for every $x^{(t)}$. After some manipulations, we get that the Brier score for this naive system is given by $1/K \sum_{i=1}^{K} P_i (1 - P_i)$.

4.2 Calibration Loss using the Expected Value of PSRs

As we saw in Section 3 Bayes decision theory tells us how to make decisions that minimize the expected cost with respect to a certain distribution. As discussed in Section 3.1 in practice, Bayes
decisions may not optimize the expected cost of interest on the evaluation data in which case we say that the classifier is miscalibrated. This definition of calibration directly suggests a simple, flexible and general-purpose metric to evaluate calibration called calibration loss. This metric has been used in speech processing tasks that involve binary classification like speaker verification or language detection for almost two decades (see, for example, [25]). Here we describe a general version of the calibration loss used for those tasks which can be applied to multi-class classification [26].

A miscalibrated classifier is one for which the posteriors cannot be trusted to make optimal decisions using Bayes decision theory. For a miscalibrated classifier, it is possible to find some way to make decisions based on the classifier’s output that leads to better expected cost than if Bayes decisions were used. Equivalently, we can say that a system is miscalibrated if it is possible to transform the classifier’s output so that the Bayes decisions taken with those new outputs lead to better expected cost than the when using the original outputs. Hence, a simple way to assess a system’s miscalibration is to compute the difference between the expected cost when using the original posteriors to make Bayes decisions and when using transformed posteriors, where the transformation is trained to minimize the EPSR for the cost of interest. This transformation of the posteriors aimed at improving the EPSR is called calibration.

Specifically, calibration loss is obtained by the following simple procedure:

1. First, put the original scores to work. Measure their performance using one of the EPSRs explained in the sections above (or any other EPSR). Call this metric EPSRraw.
2. Second, transform the scores using some calibration procedure.
3. Third, put the calibrated scores to work and measure again their performance using the same EPSR. Call this metric EPSRmin, where emin stands for estimated minimum, since this is our best estimate of the minimum value of EPSR that can be obtain by transforming the scores.
4. Finally, compute the calibration loss, given by the difference between EPSRraw and EPSRmin:

\[ \text{CalLoss} = \text{EPSRraw} - \text{EPSRmin} \]  

Alternatively, a relative version of this metric can be computed:

\[ \text{RelCalLoss} = 100 \frac{\text{EPSRraw} - \text{EPSRmin}}{\text{EPSRraw}} \]  

Using Equation [59] we can now express EPSRraw as the sum of two terms, EPSRmin and CalLoss. EPSRmin is the part of EPSRraw that was not reduced by doing calibration. This term represents the discrimination performance of the system measuring how well the system separates the classes. The CalLoss term, on the other hand is the part of EPSRraw that is due to miscalibration. This decomposition is extremely useful during development as it allows us to diagnose where the attention should be focused if we want to improve performance of the system: a system with large calibration loss can be improved easily by adding a calibration stage after the classifier. In fact, the same calibration transform used to compute the calibration loss can be used. On the other hand, if the calibration loss is low, but the EPSRmin term is large, the development effort should be focused on improving the classifier itself since a simple transformation of the scores will not help improve the EPSR.

Note that this decomposition depends on the choice of calibration approach. A better approach will lead to a larger estimate of the CalLoss, while a bad one could even result in a negative value of the CalLoss. While having the metric depend on the choice of calibrator might be unsatisfying, it is an issue that is inherent to the problem of calibration assessment. Any metric designed to measure calibration quality needs to compute a model for the posterior distribution \( P(h|s) \) in some way, implicitly or explicitly, choosing assumptions about the form of the posterior and a dataset on

\[ ^{5}\text{Hence, the term calibration may refer both to a property of a classifier and to a transform applied to its output.} \]
which to estimate its parameters (the dataset is usually chosen to be the test data itself, though as
we will discuss below this standard choice is far from ideal). Calibration loss makes these choices
completely flexible and explicit, which we believe to be one of the advantages of this approach.

Readers familiar with calibration may be wondering how the calibration loss computed as in
Equation (59) relates to the calibration-refinement decomposition proposed by DeGroot in [27]. For
calibration loss, the EPSR of the raw scores is decomposed in two terms where the discrimination
component is given by the EPSR of the calibrated scores. DeGroot, on the other hand, decomposes
the EPSR of the raw scores with respect to the distribution defined by the calibrated posteriors, with
the discrimination component (or refinement, in his terminology) given by the EPSR of the calibrated
posteriors with respect to those same posteriors (see Theorem 4 in [27]). Hence, both approaches
assume a calibration transformation is available, but they use it differently to obtain the total loss
and its decomposition. In practice, in our experience, when the calibration transformation works well,
the two decompositions lead to similar or identical results. This analysis is out of the scope of this
paper and will be the focus of a future publication.

4.2.1 Calibration Approaches

A detailed discussion of calibration methods is out of the scope of this paper, but we will mention some
of the most standard approaches and provide references for further reading. Perhaps the most standard
calibration approach is to apply an affine transformation to the logarithm of the posterior vector and
train the parameters by minimizing the cross-entropy which, as we have seen, is an EPSR. Instances
of this approach are linear logistic regression, also known as Platt scaling for binary classification [28],
an extension of Platt scaling for the multi-class case [25], and temperature scaling which is a single-
parameter version of Platt scaling [9]. In this work, we will use the affine transformation proposed
in [25] where the transformed scores \( \tilde{s} \) are given by

\[
\tilde{s} = \text{softmax}(\alpha \log(s) + \beta)
\]

where \( s, \tilde{s}, \) and \( \beta \) are vectors of dimension \( K \), the number of classes, and \( \alpha \) is a scalar. When taking
\( \beta = 0 \), this transformation reduces to temperature scaling. Generative approaches have also been
proposed for calibration. In these cases, the distribution of scores for each class is computed using
the data under some set of assumptions, and these distributions are then used to compute calibrated
scores [29,30].

Note that calibration should be treated as just another stage inside the classifier block in Figure 1,
with its own parameters and hyperparameters that need to be trained and tuned, respectively. As
such, care needs to be taken that the data used to train the calibration model is not used for evaluation
of the performance of the resulting scores, i.e., to compute EPSRemin. Further, it is usually a good
idea to train the calibration stage using data that was not used to train the classifier, since the scores
on that data are likely biased, especially when the model overfitted the training data. Hence, the
usual approach is to hold-out some data when training the classifier to use as training data for the
calibration stage.

We would like to point out that much of the literature in calibration actually uses “train-on-test”
calibration, where the calibration model is trained on the evaluation data when computing the cali-
bration metric. This is problematic, even when calibration is only done for metric computation, since
this transformation can, as any other part of the model, overfit to the training data. Hence, evaluating
on the same data where calibration was trained may lead us to conclude that the gap between the raw
and the calibrated scores is larger than it actually is, an issue that has been recently discussed in [31]
with regards to the standard ECE metric. In binary classification, when the calibration transforma-
tion is highly restricted, the train-on-test strategy could be acceptable when enough data is available.
This is, in fact, the standard procedure used when computing calibration loss for speaker verification.
Yet, we do not recommend this approach in general and particularly not when the number of classes
is large or the number of evaluation samples is small.
A special case of the calibration loss above is obtained for a binary classification problem when using the EC as EPSR, with a square cost matrix with zeros in the diagonal. In this case, as we saw in Section 3, Bayes decisions are simply obtained by comparing the posterior for class \( H_2 \) with a threshold given by the costs. In this particular case, instead of calibrating the scores, we can calibrate the threshold. That is, we can sweep the threshold and choose the one that gives the best EC. This threshold selection should be done on held-out data to avoid optimistic results. Given EPSR_{raw} obtained by applying the threshold from Equation (44) and EPSR_{min} obtained with the threshold selected by optimizing the EC of interest, we can compute CalLoss. This value will tell us how calibrated the scores are for the particular operating point determined by the EC. This simple procedure, though, is only applicable for the EC for binary classification with the square cost matrix with zeros in the diagonal. For every other case, the CalLoss needs to be obtained through calibration of the posteriors.

4.3 Expected Calibration Error

The expected calibration error (ECE) \[32\] was proposed as metric to assess the calibration quality of binary classification systems. To compute the ECE, the posteriors for class \( H_2 \) for all the samples in the evaluation dataset are binned into \( M \) bins. The ECE is then computed as:

\[
ECE = \sum_{m=1}^{M} \frac{|B_m|}{N} \left| \text{class2}(B_m) - \text{avep2}(B_m) \right|
\]

(62)

where \( B_m \) is the set of samples for which the posterior for class \( H_2 \) is in the \( m \)th bin, \( |B_m| \) is the number of samples in that bin, class2(\( B_m \)) is the fraction of samples of class \( H_2 \) within that bin, and avep2(\( B_m \)) is the average posterior for class \( H_2 \) for the samples in that bin.

This definition was later modified so that it could be applied to multi-class classification \[9\]. In this case, the metric evaluates the confidences rather than the posteriors. The confidence for a certain sample \( t \) is the posterior corresponding to the class selected by the system which, in the literature that uses ECE is taken to be the one with the maximum posterior. Hence, the confidence is simply the maximum posterior for a sample. This effectively maps the multi-class problem into a binary classification problem: deciding whether the system was correct in its decision (this is now called class \( H_2 \)) by using its confidence as score. Given this new problem, we can now use the definition for the ECE, where class2 is now the fraction of samples correctly classified by the system and avep2 is the average confidence. This is usually written as:

\[
ECE_{mc} = \sum_{m=1}^{M} \frac{|B_m|}{N} \left| \text{acc}(B_m) - \text{conf}(B_m) \right|
\]

(63)

where we have renamed the ECE as ECE_{mc} to differentiate it from the original definition for binary calibration.

4.3.1 Calibration Loss using Brier loss versus ECE

In section 4.2 we defined CalLoss as the part of the EPSR that cannot be reduced by calibration. Here, we will compare this metric for calibration quality with the ECE metric defined above. We will do it for the binary case, for which the ECE can be computed without mapping the problem to an auxiliary binary problem. The CalLoss based on Brier score for binary classification is given by:

\[
\text{CalLoss}_{BR} = \frac{1}{N} \sum_{i=1}^{N} \left[ (s_2(x^{(t)}) - I(h^{(t)} = H_2))^2 - (\tilde{s}_2(x^{(t)}) - I(h^{(t)} = H_2))^2 \right]
\]

(64)

where \( s_2(x^{(t)}) \) and \( \tilde{s}_2(x^{(t)}) \) are the raw and calibrated posteriors for class \( H_2 \) for sample \( t \). Note that \( s^{(t)} \) is a function of \( s^{(t)} \) given by a calibration transformation. The expression shows that the
absolute calibration loss is the average over all samples of a function of the scores before and after calibration. For samples of class $H_1$, the function is simply given by the difference between the square of the raw and calibrated posteriors of class $H_2$, $s_2(x^{(t)})^2 - \tilde{s}_2(x^{(t)})^2$. For samples of class $H_2$, the distance is given by the difference between the square of the raw and calibrated posteriors for class $H_1$, $s_1(x^{(t)})^2 - \tilde{s}_1(x^{(t)})^2$, since in that case $s_2(x^{(t)}) - I(h^{(t)} = H_2) = s_2(x^{(t)}) - 1 = s_1(x^{(t)})$, and $\tilde{s}_2(x^{(t)}) - I(h^{(t)} = H_2) = \tilde{s}_1(x^{(t)})$.

The ECE for the binary case in Equation (62) can be rewritten as:

$$\text{ECE} = \frac{1}{N} \sum_{m=1}^{M} \sum_{t \in s_2(x^{(t)}) \in B_m} |\text{class2}(B_m) - \text{avep2}(B_m)|$$

(65)

where we replaced the $|B_m|$ with a sum over all samples in that bin. We can now define $\tilde{s}_2(x^{(t)}) = \text{class2}(B_{m_t})$, where $B_{m_t}$ is the bin to which sample $t$ belongs, which is determined based on $s_2(x^{(t)})$. This function can be seen as a calibration transformation: it takes the input score $s_2(x^{(t)})$ and maps it to a new score given by the fraction of samples of class $H_2$ that have raw scores within the same bin. This is, in fact, a calibration method called histogram binning [33,34]. Using this definition, we can write the ECE as:

$$\text{ECE} = \frac{1}{N} \sum_{t=1}^{N} \left| \tilde{s}_2(x^{(t)}) - b(s_2(x^{(t)})) \right|$$

(66)

where $b(s_2(x^{(t)})) = \text{avep2}(B_{m_t})$ is the average posterior over the bin corresponding to sample $t$, a quantized version of $s_2(x^{(t)})$.

Comparing Equation (66) with Equation (64) we can see that while the form of these functions is different, they are conceptually very similar: both are averages of some function of the raw and the calibration scores over all samples in the test data.

### 4.3.2 Discussion on ECE’s drawbacks

The comparison above may seem to suggest that ECE is as good as CalLoss for computing the quality of calibration. In our opinion, this is not the case. In this section we will present several theoretical reasons why we believe ECE is an inferior metric compared to CalLoss offering no advantage over it other than its popularity. In the experimental section we will further show empirical evidence of ECE’s flaws.

In our view, the goal of computing a measure that purely reflects calibration quality is to make sure we are doing the best possible job given the scores provided by the system. As explained in Section 4.2 if the CalLoss is large, it means we can improve the EPSR quite easily by adding a calibration transform as a final stage. On the other hand, if we find that CalLoss is low but the EPSRraw is high, we may conclude that the scores are simply not very discriminative. In this case, the problem needs to be solved by working on the classifier itself, usually a much more demanding endeavor than adding a calibration stage to the system. The ECE does not facilitate this analysis since it does not directly indicate how much would the system’s overall performance improve by improving calibration. Is an ECE of 10 a problem? How much better would our posteriors be if we added a calibration stage to our system? This question cannot be responded by looking at ECE, while it is explicitly addressed by the relative CalLoss metric which is the percentage of the EPSRraw that can be reduced by doing calibration.

Another problem with ECE is that the calibration transformation used to compute it, which as we saw is histogram binning, is trained on the test data itself. If this transformation overfits the data, either because the test dataset is too small or because we have chosen to use too many bins, the ECE will be overestimated, as discussed in [31]. The fact that the transformation is trained on the test data also means there is no mechanism for tuning the number of bins since ECE will, in most cases, get smaller and smaller as we reduce the number of bins. In the extreme, if we use a
single bin and the average posterior matches the prior in the test data (which usually happens if the priors in the training data are equal to those in the test data), the ECE would be 0. For this reason, in the literature, the value of $M$ is simply set arbitrarily to some low value, usually between 10 and 15. Yet, those numbers could be too small for some datasets leading to an underestimation of the calibration loss, and they could still be too big for very small datasets. Alternative versions for the ECE have been proposed where the bins are adapted to contain equal number of samples, showing that the resulting ECE is more robust [35]. Yet, this only mitigates the problem, without fully solving it. A simple solution to this problem is to estimate the calibration transformation on data other than the test data. If the transformation overfitted or underfitted, it will be bad on the test data, leading to a small CalLoss estimate. The usual system development effort can then be applied to the calibration approach, searching for better transforms until the developer is satisfied to have done the best effort. The resulting CalLoss can then be taken as a measure of how much the system would gain from calibration which, in turn, tells us how miscalibrated it is. We would like to note, though, that in most (if not all) scenarios the authors have encountered, the simple affine calibration approach described in Section 4.2 does an excellent job at calibrating the system. Additional efforts in searching for better calibration approaches usually lead to marginal gains. Hence, affine calibration often suffices to diagnose and fix calibration problems in a system.

A third issue with ECE is that, as explained above, while ECE for binary classification measures the quality of the posteriors, the ECEmc for multi-class classification as defined above measures only the quality of the confidences, ignoring all other values in the posterior vector. It assumes that the decisions will be made by selecting the class with the maximum score. Yet, as we have seen in Section 3, these decisions are only optimal when all costs are equal. Hence, if we aim to make optimal decisions for cost matrices that are not the 0-1 matrix, or if we want interpretable posteriors, then we should evaluate the full score vector and not just its maximum value. In the examples section we will show a case in which ECE fails to detect some severe case of miscalibration due to this issue. In some works, including [9], the multi-class definition of ECE is used for binary problems, which is quite unfortunate since the original definition for binary classification does not suffer from the problem of evaluating only confidences. Finally, a recent work has proposed a generalization of the ECEmc that evaluates the full posterior [36]. Unfortunately, this metric is not based on EPSRs and does not provide a decomposition of the overall performance, suffering from the same issues mentioned above for the ECE.

Another, perhaps more minor, issue with ECE is the fact that it does not penalize extreme errors (cases in which the true class has probability 0) severely enough, something we have also discussed with regards to the Brier score. As for Brier score, for ECE, a sample for which the posterior for the true class is 0 can only contribute as much as 1 to the average.

Note that, if histogram binning is the desired calibration approach, perhaps for its conceptual simplicity, our recommendation is to train this transformation on held out data and then compute calibration loss using an EPSR, with cross-entropy being a good general choice. In addition, if overfitting is of no concern, perhaps because the dataset is very large, then the transformation could be trained on the test data itself. This specific implementation of calibration loss using histogram binning trained on the test data has exactly the same assumptions as the ECE but has the advantage of providing a decompositions of the overall EPSR, turning it into a more interpretable and actionable metric.

In summary, we believe the ECE, while easy to compute and intuitive, has too many disadvantages and no advantages (other than tradition) with respect to the more elegant and well-motivated calibration loss based on PSRs. We will show a comparison of results for these metrics in Section 4.8.

### 4.4 Metrics for Assessing Interpretability of Scores

Much of the literature on calibration centers around the issue of interpretability. In most works, interpretable scores are taken to be those that are well-calibrated. This view of interpretability implicitly assumes that given two systems A and B, if A has a lower calibration error then it is
preferable (more interpretable) than B. The problem with this approach is that calibration error reflects only one part of the performance of the posteriors. Consider an extreme example where system A is a naive classifier that outputs the class priors for every sample. Such a system would have a calibration error of 0 but would not be useful for interpretation as it has no information about the input samples.

When we are looking for interpretable scores we should aim for the best possible posteriors, \( P(h|x) \), those that are closest to the distribution of our data. This is exactly what EPSRs measure. Hence, given the two systems A and B above, if A has a lower calibration error but a larger EPSR than B, we should say that system B is more interpretable because its posteriors are better. In addition, knowing that B is miscalibrated we should add a calibration stage to the system which would give us an even better EPSR. We see, then, that there is no reason to choose a system with lower calibration error over one with lower EPSR.

If not useful for assessing interpretability, then what is the purpose of calibration metrics? We believe that the goal of calibration analysis should only be to guide the development process. Should we or should we not bother to include a calibration stage in our system. This can be answered by computing a calibration-only metric. Other than for this diagnosis, calibration-only metrics play, in our view, no role in the evaluation of a system. If good posteriors are required, then EPSRs should be used for evaluation.

4.5 Area Under the Curve and Equal Error Rate

For binary classification problems, evaluation of the scores is greatly simplified by the fact that it suffices to evaluate one of the two scores, since they both sum to one. Assuming that decisions will be made by thresholding this score, we can sweep the threshold across the range of possible values and create two types of curves:

- Receiver Operating Characteristic (ROC) curves, which correspond to the \( R_{22} \) rate versus the \( R_{12} \) rate
- Recall vs Precision (PR) curve

For each of these two curves, the area under the curve (AUC) can be obtained as a summary metric. Further, from the ROC we can find the threshold for which \( R_{12} \) equals \( R_{21} = 1 - R_{22} \). The value of \( R_{12} \) at this threshold is called Equal Error Rate (EER). Interestingly, there is a very close tie between the EER and the \( EC \) computed with the 0-1 cost matrix: this \( EC \) is upper bounded by \( \min(\text{EER}, P_1, P_2) \), as long as calibration is perfect. If calibration is not perfect, \( EC \) can grow without bound, while EER will not.

These ROC and PR curves and the resulting metrics (AUCs and EER) are immune to any monotonic transformation of the scores. Since most calibration approaches for binary classification assume monotonicity (it usually does not seem reasonable or desirable to change the ranking of samples with the calibration process), calibration does not affect these metrics. In other words, these metrics ignore the issue of threshold selection which implicitly means they assume that, if hard decisions need to be made, the selection can always be done optimally. This may or may not be a reasonable assumption in practice, depending on the task, the application, and the available data. Further, note that, since these metrics are immune to calibration problems, they do not measure whether the scores can be used to make good Bayes decisions or whether they are interpretable as posterior probabilities. It is important to recognize these limitations: these metrics only tell one part of the story on the performance of the system. If one wishes to assess the effect of threshold selection, use the system for making Bayes decisions, or obtain interpretable scores, AUC and EER are not sufficient for performance evaluation.

Finally, note that these metrics cannot be naturally generalized to the multi-class case, or to binary cases in which the set of decisions do not coincide with the set of classes. In those cases, we believe EPSRs are the best option for performance evaluation.
4.6 Specificity at Fixed Sensitivity

An approach used for measuring performance in some binary classification applications is to fix the sensitivity (or recall, or, in our terminology, \( R_{22} \)) to some pre-defined value and report the specificity \( (R_{11}) \) corresponding to the threshold that results in that value of sensitivity. This metric, which we will call SP@SE, is used when the application of interest imposes a certain target sensitivity below which the system would be unacceptable. It compares systems by forcing them to operate at that exact level of sensitivity and comparing their specificity at that threshold. Sometimes, the opposite is done, fixing the specificity or one minus specificity \( (R_{12}) \) and reporting sensitivity. The analysis below generalizes trivially to such metric.

SP@SE, while intuitive and easy to explain, has a number of problems. First, consider the following scenario. We have a development dataset where we compute SP@SE for a fixed sensitivity of 0.95, which corresponds to a certain threshold \( T_{dev} \). Now, when this threshold is used on a new dataset, the sensitivity will most likely no longer be exactly our target value. Now, what is the value of our metric for this new dataset? Do we measure the specificity at the \( T_{dev} \) threshold? That would be wrong since the sensitivity at that threshold is not our target value. Do we change the threshold to the one for which the sensitivity is 0.95 in the new dataset? This is the usual way in which this metric is implemented: a new threshold is estimated for every dataset or system for which the metric is calculated. Yet, this approach is also problematic because, in practice, the threshold cannot be selected on the same data on which the system is being used, it needs to be predefined and applied blindly during deployment. A metric that is aimed at reflecting the performance that the system will have in practice should take this issue into account.

Note also that by computing the threshold to achieve the desired sensitivity on each new dataset or system we are implicitly considering different costs for each new case. Given a certain system and dataset, the threshold used to compute SP@SE corresponds to the best threshold for a certain EC. That is, when setting the threshold we are, implicitly, optimizing a certain EC with its corresponding costs for the two types of errors. Now, if we change the system or the evaluation dataset, the threshold to achieve the target sensitivity will change and it will correspond to a different EC, with different costs. This means that, when using the SP@SE metric we are, in fact, changing our implicit assumption about the cost for each type of error. This does not seem to be a reasonable approach for any application.

Another issue with this metric is that it forces all systems to operate at the minimum acceptable sensitivity. When comparing various systems with each other, better systems could potentially operate at better sensitivity values and still achieve good specificity. Yet, this metric does not allow us to adapt the threshold to obtain a better trade off between the two types of error when possible.

In some applications, though, we do need to impose a minimum value of sensitivity. The approach we recommend for these cases is to use a NEC as defined in Equation (8), where the \( \alpha \) is determined using some baseline system to achieve the desired target sensitivity. The procedure would be as follows. Given a certain development dataset and baseline system:

- Swipe \( \alpha \) across a range of values
- For each value of \( \alpha \), evaluate the corresponding NEC (Equation (8)) for the development dataset for all possible decision thresholds and choose the threshold that minimizes that NEC. By choosing the decision threshold in this way, we make this step independent of possible calibration issues.
- For each \( \alpha \) we then have an optimal threshold and can measure the sensitivity achieved at that threshold on the development dataset.
- We can now choose the \( \alpha \) that leads to the target sensitivity. We use NEC with that value of \( \alpha \) as our metric.

This procedure translates the original requirement on sensitivity to a NEC that we can now use to compare systems with each other, select thresholds, and evaluate performance on different datasets.
without all the problems described above related to SP@SE. We note, though, that it is possible that for some system or dataset other than the baseline system and development dataset used to obtain \( \alpha \), optimizing the selected NEC may result in a sensitivity lower than the target one. In that case, one can either go back to choosing the value of \( \alpha \) for the new system or dataset and adopting the new resulting NEC as metric, or simply declare that system to be inadequate for the task.

As an added benefit, this approach makes explicit the implicit assumption on the costs that come with the selected target sensitivity. To find what the ratio of costs corresponding to the selected \( \alpha \) is, we simply observe that \( c_{12}/c_{21} = \alpha P_2/P_1 \), where the priors are those corresponding to the development set. We can then analyze whether the ratio that resulted from setting the sensitivity to the selected target value is, indeed, reasonable for the task. Say, for example, that we are setting the sensitivity to 0.95 because we believe it is very important to never miss a sample of class \( H_2 \). Now, after doing the procedure above we find that, for our baseline system and our development dataset, the ratio of costs for which that sensitivity is achieved is \( c_{12}/c_{21} = 2 \). That is, for the desired operating point with sensitivity equals to 0.95 we are, implicitly, assigning more weight to the errors on class \( H_1 \) than to those of class \( H_2 \). Upon seeing this, we might decide the selected target sensitivity was, in fact, not a good choice.

### 4.7 Average over Class Detectors

Some of metrics described above are only defined for binary classification. One way to be able to use these metrics for multi-class classification is to cast the original problem into one of multiple one-vs-other detection problems. That is, for each class \( H_i \), we consider the system’s output for that class as the score for a binary classifier where the two classes are “the sample is of class \( H_i \)” and “the sample is of any other class”. For each of these binary problems, a binary classification metric can be computed. The final metric is computed as the average of all these metrics.

The problem with this approach is that it implicitly changes the task of interest, which we assume is classification, to one of multiple detections, one for each class. This task allows for zero, one or more detections to occur. That is, a sample could be labelled with no classes or with more than one class. This is something that would not be allowed in the original classification problem. Hence, any metric computed this way may or may not correlate with the actual performance the system will have once used to make classification decisions. We have no guarantees that the metric is in any way useful for our purposes. For this reason, we do not recommend the use of this type of average binary metrics when the actual task of interest is classification. Of course, there are many scenarios where the task of interest is, in fact, one of making potentially multiple binary detections. In this cases using averages of binary metrics would be appropriate.

### 4.8 Examples

In this section we will show a comparison of metrics computed directly over scores, as well as, for the binary case, curves of metrics for hard decisions obtained by sweeping a threshold over the scores. For these experiments we use two simulated test sets for 2 and 10 classes, obtained with the following procedure:

1. Set the class priors to \( P_1 = 0.9 \) and \( P_i = 0.1/(K-1) \) for \( 2 \leq i \leq K \).

2. Set the total number of samples, \( N \), to 100000, and determine the number of samples for each class, \( N_i \), as the closest integer to \( P_i N \).

3. Generate \( N_i \) samples using a unidimensional Gaussian distribution with mean \( \mu_i = i - 1 \) and standard deviation \( \sigma_i = 0.15 \). We take this to be \( x \), a unidimensional input feature from which we need to obtain the posteriors.
4. Rather than training a system to obtain the posteriors or likelihoods, we directly use the generating distributions to compute the likelihoods \( p(x|H_i) \sim N(\mu_i, \sigma_i^2) \). These likelihoods are perfectly calibrated, meaning that, if used to obtain posteriors with the correct priors using Equation (45) they would lead to perfectly calibrated posteriors since they are obtained from the true underlying distribution of each class.

5. Finally, assume two possible prior distributions: 1) the same distribution with which the data was generated, and 2) a mismatched distribution where the last class has a prior of 0.9 and the rest have prior \( 0.1/(K - 1) \).

6. Using those two prior distributions, compute two sets of posteriors which we call Datap-cal and Mism-cal which correspond to using the data priors and the mismatched priors to obtain the posteriors using Equation (45). The cal in the posterior names refer to the fact that calibrated likelihoods are used to obtain them.

7. For the binary case, we also compute the likelihood ratios using Equation (47). We call these values LR-cal.

Note that with the procedure above, Datap-cal is perfectly calibrated for the test data. Mism-cal is not, because, even though the likelihoods used to compute it are perfectly calibrated, the priors are mismatched to the ones used for testing. Further, to show the effect of other types of misscalibration, we create a misscalibrated version of the likelihoods by scaling and shifting the log-likelihoods obtained in the fourth step above. The scale is set to 0.5 for all classes and the shift is 0.5 for the first class and 0 for the others. Then, we repeat the procedure in steps 6 and 7 using the misscalibrated likelihoods to get Datap-mc1, Mism-mc1, and LR-mc1. Finally, we create a misscalibrated version of the posteriors by scaling by 0.2 the posteriors Datap-cal and Mism-cal in the log domain. After scaling the log posteriors, we renormalize them to obtain a second set of misscalibrated posteriors Datap-mc2, Mism-mc2.

In summary, after this process we have six different sets of posteriors (Datap/Mism-cal/mc1/mc2) and two sets of LRs (cal/mc1) which we use to compute the various metrics in the experiments below.

### 4.8.1 Threshold Selection for Binary Classification

For binary classification the usual approach for making hard decisions is the following: (1) select a metric of interest, (2) sweep a threshold over the possible range of values for the score, computing this metric for each threshold on some development dataset, (3) select the threshold that results on the best value for the selected metric and apply it to the evaluation data. In many papers, the development set is taken to be the evaluation set itself. This is a poor evaluation procedure when the goal is to estimate the future performance of the system, since it can lead to optimistic results. For our purposes in this section, though, for simplicity we will show performance on the same set where the threshold is estimated since the goal is to analyze the impact of the approach used for threshold selection rather than predicting future performance.

For this section we use the LR-cal and LR-mc1 scores and show results for the same metrics used for the examples in Section 2.7:

- NEC\(_b\) defined in Section 2.5
- NEC\(_{\beta^2}\), the normalized version of Equation (22) with \( \beta = 1 \), NEC\(_{\beta^2=1}\)
- NEC\(_{\beta^2}\) with \( \beta = 2 \), NEC\(_{\beta^2=2}\), and
- \( F_\beta \) from Equation (18) with \( \beta = 1 \).
Figure 3: Three NEC metrics and $1-F_{\beta=1}$ as a function of the threshold for miscalibrated (LR-mc1) and calibrated (LR-cal) scores on a simulated dataset with binary labels. Dotted vertical lines correspond to the optimal threshold for the metric with the same colored lines. Dashed vertical lines indicate the Bayes threshold corresponding to each NEC metric.

The posteriors used to compute the NECs are obtained with Equation (46) using the target priors which are uniform for NEC$_b$ and the ones in the data ($0.9$ for class $H_1$ and $0.1$ for class $H_2$) for NEC$_{\beta=1}$ and NEC$_{\beta=2}$.

The left plot in Figure 3 shows the values of these metrics for LR-mc1 with hard decisions obtained for a range of different decision thresholds. We can see that, in this case, the thresholds determined by Bayes decision theory, Equation (48) (dashed vertical lines) lead to suboptimal values of the corresponding NEC metric. For example, while the best NEC$_{\beta=2}$ is 0.366, the NEC$_{\beta=2}$ for the Bayes threshold is 0.604. This indicates the scores are poorly calibrated since for well-calibrated scores the Bayes threshold would coincide with the optimal one. A similar, though not as extreme, effect can be seen for NEC$_{\beta=1}$ and NEC$_b$. The best threshold for $F_{\beta=1}$ is close to the best threshold for NEC$_{\beta=2}$, in agreement with our observation in Section 2.7 where we saw that these two metrics are highly correlated when the system has good performance. Note, though, that by using NEC$_{\beta=2}$ we can do the calibration analysis, comparing the performance on the Bayes threshold with the performance on the best threshold. This cannot be done using $F_{\beta=1}$.

If we only care about one specific NEC corresponding to a certain cost matrix and priors, then all we need to do in this case in which the scores are poorly calibrated is ignore Bayes decision theory and simply pick the threshold that leads to the best NEC of interest. This approach is completely valid, as long as we do not need interpretable scores at the output, and as long as we are willing to retune the threshold if we ever need to change the cost matrix or the priors for a new use-case scenario.

A more elegant and general solution to the problem we see in the left plot in Figure 3 where the Bayes thresholds are not optimal, is to calibrate the scores. In a practical scenario we would have to train a calibration transformation to obtain these calibrated scores (Section 4.8.3 shows examples where calibration transformations are trained). In our simulated example, though, we have the calibrated scores available by construction. The right plot in Figure 3 shows the different metrics computed on the calibrated scores, LR-cal. We can see that, in this case, the Bayes and the best threshold for each NEC fall very close together, resulting in almost identical NEC for both thresholds. This indicates that, at least for the operating points corresponding to these three NECs, the scores are well calibrated. Further, as for the raw scores, the best NEC$_{\beta=2}$ and $F_{\beta=1}$ result in a very similar threshold selection.
4.8.2 EC with an Abstain Decision for Binary Classification

In this section we use the dataset of LR-cal and LR-mc1 scores, as in the previous section, to show the effect of including an abstention decision. Hence, unlike the prior example where the set of decisions $\mathcal{D}$ was equal to the set of classes $\mathcal{H} = \{H_1, H_2\}$, here $\mathcal{D} = \{H_1, H_2, \text{abstain}\}$. We consider the following cost matrix:

$$ C = \begin{bmatrix} 0 & 1 & \alpha \\ 1 & 0 & \alpha \end{bmatrix} \quad (67) $$

The first two columns correspond to the first two decisions: $H_1$ and $H_2$. These decisions are penalized by a cost of 0 if the true class was equal to the decision or by a cost of 1 if it was not. The third column corresponds to the “abstain” decision where the system does not choose either class. In this case, the penalization is $\alpha$ for both classes (i.e., we consider an abstention to be equally costly for samples of both classes).

For this cost matrix, the quantity we need to minimize to obtain the best decision for a certain sample $x$ is:

$$ \sum_{i=1}^{K} \mathcal{C}_{ij} P(H_i|x) = \begin{cases} P(H_2|x), & \text{if } d = H_1 \\ P(H_1|x), & \text{if } d = H_2 \\ \alpha P(H_1|x) + \alpha P(H_2|x) = \alpha, & \text{if } d = \text{abstain}. \end{cases} \quad (68) $$

This expression corresponds to the sum in Equation (37), with $d$ taking one of the three values in $\mathcal{D}$ defined above and $C(H_i, D_j) = \mathcal{C}_{ij}$ given by the $(i,j)$ entry in the matrix $C$ above. The system will abstain when $\alpha$ is smaller than either of the two posteriors. Since the two posteriors sum to 1, this happens when the maximum posterior is smaller than $1 - \alpha$. That is, the Bayes decision will be given by:

$$ d_B = \begin{cases} H_1, & \text{if } P(H_2|x) < \min(P(H_1|x), \alpha) \\ H_2, & \text{if } P(H_1|x) < \min(P(H_2|x), \alpha) \\ \text{abstain}, & \text{if } \max(P(H_1|x), P(H_2|x)) < 1 - \alpha \end{cases} \quad (69) $$

Since $\max(P(H_1|x), P(H_2|x))$ can never be smaller than 0.5, any $\alpha$ larger than 0.5 will result in zero abstentions. For any $\alpha < 0.5$, abstentions will happen when the maximum posterior is smaller than $1 - \alpha$, that is, when the system is not certain enough about either of the two classes. As $\alpha$ decreases, the number of samples for which that happens increases.

Table 3 shows the EC for Bayes decisions made with misscalibrated and calibrated LRs for a series of $\alpha$ values. We can see that, in this example, the EC and NEC are significantly lower if we use calibrated scores than if we use the misscalibrated scores, illustrating the importance of ensuring that the system outputs well-calibrated scores when using Bayes decisions. The table also shows the percentage of samples for which an abstention decision was made in each case, which, as explained above, grows as $\alpha$ decreases. We can see that, for most values of $\alpha$, for this particular system, the raw scores lead to more abstentions than it is optimal (i.e., than for the calibrated scores). Further, note that the EC values show that, by adding an abstention option, we effectively reduce the overall cost (compare the EC values for $\alpha < 0.5$ with the EC value at $\alpha = 1$ which is equivalent to not having an abstention decision), since abstentions are only made when they are less costly than selecting one of the two classes. This effect is not observed on the normalized EC because the EC of the naive system that is used for normalization is given by $\min(P_1, P_2, \alpha)$ (in our case, $P_1 = 1 - P_2 = 0.9$), which is 0.1 for all cases except for the first row where it is 0.01, breaking the monotonic decrease in NEC.

4.8.3 PSRs and Calibration Analysis

In this section we compare various PSRs for the multi-class ($K = 10$) simulated dataset. We include two ECs, one with a square cost matrix and another with an abstain decision. In both cases we take
Miscalibrated Scores | Calibrated Scores

| $\alpha$ | EC | NEC | Abs | EC | NEC | Abs |
|--------|----|-----|-----|----|-----|-----|
| 0.010  | 0.006 | 0.638 | 61.5 | 0.005 | 0.534 | 41.1 |
| 0.100  | 0.030 | 0.299 | 12.3 | 0.025 | 0.249 | 14.1 |
| 0.200  | 0.052 | 0.521 | 6.7 | 0.035 | 0.355 | 8.2 |
| 0.400  | 0.076 | 0.756 | 2.0 | 0.046 | 0.456 | 2.3 |
| 0.600  | 0.079 | 0.786 | 0.0 | 0.047 | 0.467 | 0.0 |
| 1.000  | 0.079 | 0.786 | 0.0 | 0.047 | 0.467 | 0.0 |

Table 3: EC and normalized EC (NEC) for a cost matrix for two classes with an abstention decision with cost of $\alpha$ for both classes. Columns correspond to the EC, NEC, and number of abstentions made with Bayes decisions using the miscalibrated (LR-mc1) and the calibrated (LR-cal) scores. For $\alpha > 0.5$, when the abstention decision is never selected, the EC coincides with the total error rate, which is equal to one minus the accuracy.

c_{ij} = 0$ for $i = j$, and $c_{ij} = 1$ if $i \neq j$. For the cost with an abstention decision, we set the cost to $\alpha = 0.1$ for all classes. We also show normalized cross-entropy and normalized Brier score. We use the priors in the test data to compute all metrics.

We compare these metrics using 6 different sets of posteriors described above to make the Bayes decisions (Datap/Mism-p-cal/mc1/mc2). Further, we create calibrated versions (affcal) for the miscalibrated posteriors by applying a restricted affine transformation of the form given by Equation (61) trained by minimizing cross-entropy. The calibration is done using cross-validation on the test data (Equation (52)). Finally, we show results for a second calibration transformation (temcal) where we only use the scale parameter and set the shift to 0. This is the standard temperature scaling approach used in most recent calibration works [9].

Table 4 shows the results for all 6 scores and their two calibrated versions. The results for each metric are organized in three columns, cal, mc1 and mc2, to facilitate analysis. The first block of results corresponds to posteriors obtained with the data priors (Datap) while the second block of results is obtained with the posteriors computed with mismatched priors (Mism).

Comparing the original posteriors without a calibration transformation (the first row in each block) across cal, mc1 and mc2 columns, we can see the effect of miscalibration on each metric. We see that mc2 does not affect the NEC defined with the 0-1 costs for which Bayes decisions are given by the class with maximum posterior, since the scaling performed to obtain those scores does not change the ranking. Note that this NEC is a normalized version of the total error. The normalization factor for this data is given by 0.1, obtained by plugging the priors and costs for this example in Equation (5). Hence, for example, the total error for the Datap-cal system is 0.027, while for the Mism-p-cal system it is 0.111. These correspond to 97.3% and 88.9% accuracy, respectively. The advantage of using the NEC instead of the accuracy is that it immediately highlights cases that are worse than the naive baseline, as is the case for the Mism-p-cal which has a NEC above 1.0.

Comparing results across rows, we can see that for the mc1 miscalibrated posteriors and for the posteriors obtained with mismatched priors (Mism block), temperature scaling does not solve the calibration problem. This is because the miscalibration in these cases is not restricted to a scaling factor in the log-posteriors, which is the assumption made by this approach. On the other hand, the affine calibration transformation leads to perfect calibration. That is, results with affcal are the same as for the Datap row on the cal column which correspond to perfectly calibrated likelihoods used to compute posteriors with perfectly matched priors. For mc2 with Datap posteriors, temperature scaling works as well as the affine transform since the miscalibration in those scores is given (by construction) by a scaling factor in the log posteriors.

Table 5 shows calibration loss measured with each of the two strict EPSRs (cross-entropy and Brier score) using Equation (60), where EPSR$_{\text{raw}}$ is the EPSR in the corresponding cell in Table 4 and EPSR$_{\text{min}}$ is the EPSR value within the same block and column after affine calibration (affcal). This
Table 4: Various PSRs for 18 sets of posteriors obtained from calibrated likelihoods (cal) or mis-calibrated likelihoods (mc1) using either the priors in the test data (Datap) or mismatched priors (Mismp). For each set of priors, a second set of miscalibrated scores (mc2) is obtained by scaling and renormalizing the corresponding cal posteriors. Finally, for each of those scores, two calibrated versions are obtained with an affine transform (affcal) and with temperature scaling (temcal). The accuracy for each system can be obtained as $1 - \frac{1}{1.11}$ NEC.

|                | Cal-loss with | Cal-loss with | ECEmc  |
|----------------|---------------|---------------|--------|
|                | Cross-entropy | Brier Score   |        |
|                | cal mc1 mc2   | cal mc1 mc2   | cal mc1 mc2 |
| Datap          | 0.25 0.29 0.25| 0.14 0.17 0.93| 0.13 0.17 0.57| 0.21 0.26 0.70 |
| Datap-temcal   | 0.25 0.29 0.25| 0.14 0.17 0.14| 0.13 0.17 0.13| 0.21 0.26 0.21 |
| Datap-affcal   | 0.25 0.25 0.25| 0.14 0.14 0.14| 0.13 0.13 0.13| 0.21 0.21 0.21 |
| Mismp          | 1.11 0.70 1.11| 0.52 0.61 1.00| 0.50 0.48 0.99| 0.86 0.70 1.58 |
| Mismp-temcal   | 1.11 0.70 1.11| 0.51 0.39 0.51| 0.50 0.40 0.50| 0.86 0.58 0.86 |
| Mismp-affcal   | 0.25 0.25 0.25| 0.14 0.14 0.14| 0.13 0.13 0.13| 0.21 0.21 0.21 |

Table 5: Calibration loss (in percentages) for the systems in Table 4 measured using Equation (60) using Cross-entropy and Brier score as PSRs. ECE values are also included for comparison.

The table shows that, in these examples, cross-entropy and Brier score lead to similar conclusions about the degree of miscalibration of each system. On the other hand, ECEmc fails to detect the calibration problem introduced by using mismatched priors to compute the posteriors (the Mismp-cal system). This is because the ECEmc evaluates only the confidences, i.e., the posterior for the decision made by the system. The Mismp-cal system makes only 10% of the decisions differently than the Datap-cal system. For the samples for which the decision is the same, the posterior for the decision does change, the difference in confidence between the two systems is 0.25. Since this happens for relatively few samples, the ECE is not greatly affected by this difference. On the other hand, the calibration loss based on Brier score and cross-entropy clearly show the severity of the miscalibration produced by using mismatched priors to compute the posteriors. This is because these metrics evaluate the full posterior vector and these vectors are wrong for every single sample. This is, we believe, a very compelling example against the use of the ECEmc for assessing calibration performance.
4.9 Discussion on Metrics for System Scores

In this section we have discussed various metrics for assessing the performance of a classifier’s scores, before making categorical decisions. In particular, we focus on classifiers for which the scores are posterior probabilities. Such systems have the important benefits of producing interpretable outputs and of enabling the use of Bayes decision theory for making optimal categorical decisions.

While PSRs were proposed decades ago to measure the quality of posterior probabilities, they are surprisingly underused as evaluation metrics in current machine learning literature. Instead, the ECE or some of its variants stand as the main metric used in works where posterior probabilities are required. As we argue above, the ECE, being a calibration-only metric, does not appropriately assess the quality of posteriors since it only reflects one aspect of the system performance. Hence, it should not be used to make decisions about the quality or interpretability of posteriors. Calibration metrics like the ECE are very useful during development, though, to allow us to analyze whether adding a calibration stage to our system would improve the quality of its posteriors. Yet, even for that purpose, ECE is not an ideal metric for various reasons including the fact that its absolute value cannot be directly interpreted, that for the multi-class case it only evaluates the quality of the confidences instead of that of the full vector of posteriors, and that it relies on histogram binning which is a rather fragile calibration approach.

In this section we have discussed why the expected value of a PSR is a principled metric for evaluating the quality of a system’s posteriors. Expected PSRs can also be used to estimate the calibration quality of the posteriors by computing the minimum value of the expected PSR that can be obtained after calibration. The difference between the actual and the minimum value of the expected PSR, called calibration loss, can be used as a more principled, robust and interpretable replacement for the ECE.

While expected PSRs are calibration-sensitive metrics, other metrics like the AUC and the EER measure only the discrimination performance of the system. Their values are immune to any invertible transformation of the scores and, hence, are not sensible to calibration problems. They are, in this sense, comparable to the expected PSR obtained after calibration, EPSRemin. Being calibration-insensitive metrics, they ignore the problem of making categorical decisions, implicitly assuming that we will find a way to make those decisions optimally. If the goal of the evaluation is to assess the actual performance that the hard decisions will have when the system is deployed, a calibration-sensitive metric like the expected value of a PSR (e.g., the EC for Bayes decisions, the cross-entropy, or the Brier score) should be used for evaluation instead of discrimination-only metrics like the AUC or the EER.

5 Conclusions

This paper presented and compared various metrics commonly used in the literature for training and evaluating classification systems. We first described metrics that evaluate the quality of hard decisions, including expected cost (EC), standard and balanced total error (which are special cases of the EC), the standard and balanced accuracy (which are one minus the corresponding total error), F-beta score and others. Then, we described metrics designed to evaluate the quality of the system’s scores, including the area under the ROC curve, the equal error rate, and the expected value of proper scoring rules (PSRs), of which the cross-entropy is one special case. PSRs assume that the system’s output will be used as posterior probabilities to make optimal Bayes decisions. For this reason, they can be used to evaluate the quality of a system’s calibration, providing a more elegant solution to this problem than the widely used expected calibration error (ECE).

While the EC and PSRs have been discussed in the statistical learning literature for decades, they have not been widely adopted by the machine learning community. The main goals of this paper were: (1) to highlight the superiority of the EC over other standard and more widely used metrics for hard decision like the F-beta score, (2) to describe the desirable properties of the PSRs for evaluating
classification system outputs, and (3) to argue that calibration loss computed using PSRs offers many advantages over the widely used ECE. We gave both theoretical and practical arguments to support these claims. The paper is accompanied by an open source repository which provides code for the computation of the various metrics in this paper. All plots and tables in this paper can be replicated using the repository. We hope that this document along with the provided code will facilitate the wider adoption of these metrics that offer a principled, elegant, and general solution to the evaluation of classification systems.

References

[1] G. James, D. Witten, T. Hastie, and R. Tibshirani, *An introduction to statistical learning*, vol. 112, Springer, 2013.

[2] C. M. Bishop, *Pattern Recognition and Machine Learning*, Springer, 2006.

[3] T. Hastie, R. Tibshirani, and J. Friedman, *The Elements of Statistical Learning*, Springer-Verlag, 2001.

[4] C. J. Van Rijsbergen, *Information Retrieval*, Butterworths, 1979.

[5] Charles Elkan, “The foundations of cost-sensitive learning,” *Proceedings of the Seventeenth International Conference on Artificial Intelligence: 4-10 August 2001; Seattle*, vol. 1, 05 2001.

[6] Morris H. DeGroot, *Optimal Statistical Decisions*, McGraw-Hill, 1970.

[7] Tilmann Gneiting and Adrian E. Raftery, “Strictly proper scoring rules, prediction, and estimation,” *Journal of the American Statistical Association*, 2012.

[8] N. Brümmer, *Measuring, Refining and Calibrating Speaker and Language Information Extracted from Speech*, Ph.D. thesis, Stellenbosch University, 2010.

[9] Chuan Guo, Geoff Pleiss, Yu Sun, and Kilian Q. Weinberger, “On calibration of modern neural networks,” in *Proc. of the 34th International Conference on Machine Learning*, Sydney, Australia, 2017.

[10] N. Brümmer, L. Ferrer, and A. Swart, “Out of a Hundred Trials, How Many Errors Does Your Speaker Verifier Make?,” in *Proc. Interspeech*, Brno, Czech Republic, Sept. 2021.

[11] D. A Van Leeuwen and N. Brümmer, “An introduction to application-independent evaluation of speaker recognition systems,” in *Speaker classification I: Fundamentals, Features, and Methods*. Springer-Verlag, 2007.

[12] “NIST Speaker Recognition Evaluations,” http://www.nist.gov/itl/ial/mig/sre.cfm.

[13] Deborah Ashby and Adrian F. M. Smith, “Evidence-based medicine as bayesian decision-making,” *Statistics in Medicine*, vol. 19, no. 23, pp. 3291–3305, 2000.

[14] John Kornak and Ying Lu, “Bayesian decision analysis for choosing between diagnostic/prognostic prediction procedures,” *Statistics and Its Interface*, vol. 4, no. 1, pp. 27–36, 2011.

[15] Andrew J Vickers, Ben Van Calster, and Ewout W Steyerberg, “Net benefit approaches to the evaluation of prediction models, molecular markers, and diagnostic tests,” *BMJ*, vol. 352, 2016.

[16] Patrick Godau, Piotr Kalinowski, Evangelia Christodoulou, Annika Reinke, Minu Tizabi, Luciana Ferrer, Paul Jäger, and Lena Maier-Hein, “Deployment of image analysis algorithms under prevalence shifts,” *arxiv:2303.12540*, 2023.
[17] B. W. Matthews, “Comparison of the predicted and observed secondary structure of t4 phage lysozyme,” in *Biochim Biophys Acta - Protein Struct.*, 1975.

[18] P. Baldi, S Brunak, Y. Chauvin, C. A. F. Andersen, and H. Nielsen, “Assessing the accuracy of prediction algorithms for classification: an overview,” *Bioinformatics*, 05 2000.

[19] J. Gorodkin, “Comparing two k-category assignments by a k-category correlation coefficient,” *Computational Biology and Chemistry*, 2004.

[20] Davide Chicco and Giuseppe Jurman, “The advantages of the matthews correlation coefficient (MCC) over F1 score and accuracy in binary classification evaluation,” *BMC Genomics*, vol. 21, no. 1, Jan 2020.

[21] Stephen G. Pauker and Jerome P. Kassirer, “Therapeutic decision making: A cost-benefit analysis,” *New England Journal of Medicine*, vol. 293, no. 5, pp. 229–234, Jul 1975.

[22] N. Brümmer and G. Doddington, “Likelihood-ratio calibration using prior-weighted proper scoring rules,” in *Proc. Interspeech*, Lyon, France, Aug. 2013.

[23] Alexander Philip Dawid and Monica Musio, “Theory and applications of proper scoring rules,” *METRON*, vol. 72, no. 2, pp. 169–183, Apr 2014.

[24] R. Duda, P. Hart, and D. Stork, *Pattern Classification*, Wiley, 2001.

[25] N. Brümmer and D. A. van Leeuwen, “On calibration of language recognition scores,” in *Proc. Odyssey-06*, Puerto Rico, USA, June 2006.

[26] Meelis Kull and Peter Flach, “Novel decompositions of proper scoring rules for classification: Score adjustment as precursor to calibration,” in *Machine Learning and Knowledge Discovery in Databases*. 2015, Springer International Publishing.

[27] Morris H DeGroot and Stephen E Fienberg, “The comparison and evaluation of forecasters,” *Journal of the Royal Statistical Society. Series D (The Statistician)*, vol. 32, no. 1/2, pp. 12–22, 1983.

[28] J. C. Platt, “Probabilistic outputs for support vector machines and comparisons to regularized likelihood methods,” *Adv. Large Margin Classifiers*, 2000.

[29] Niko Brümmer and Daniel Garcia-Romero, “Generative modelling for unsupervised score calibration,” in *in Proc. IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, IEEE, 2014.

[30] Sandro Cumani and Pietro Leface, “Tied normal variance–mean mixtures for linear score calibration,” in *in Proc. IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP)*, 2019.

[31] Sebastian Gregor Gruber and Florian Buettner, “Better uncertainty calibration via proper scores for classification and beyond,” in *in Proc. of NeurIPS*, New Orleans, December 2022.

[32] Mahdi Pakdaman Naeini, Gregory Cooper, and Milos Hauskrecht, “Obtaining well calibrated probabilities using bayesian binning,” in *Twenty-Ninth AAAI Conference on Artificial Intelligence*, 2015.

[33] Bianca Zadrozny and Charles Elkan, “Obtaining calibrated probability estimates from decision trees and naive bayesian classifiers,” in *Proc. of ICML*, May 2001.

[34] Mahdi Pakdaman Naeini, Gregory F Cooper, and Milos Hauskrecht, “Binary classifier calibration: Non-parametric approach,” in *Proc. of SIAM Int Conf Data Min*, 2015.
[35] Jeremy Nixon, Michael W Dusenberry, Linchuan Zhang, Ghassen Jerfel, and Dustin Tran, “Measuring calibration in deep learning,” in CVPR Workshops, 2019.

[36] David Widmann, Fredrik Lindsten, and Dave Zachariah, “Calibration tests in multi-class classification: A unifying framework,” in Proc. of NeurIPS, Vancouver, December 2019.

[37] Sebastian Bickelhaupt, Paul Ferdinand Jaeger, Frederik Bernd Laun, Wolfgang Lederer, Heidi Daniel, Tristan Anselm Kuder, Lorenz Wuesthof, Daniel Paech, David Bonekamp, Alexander Radbruch, Stefan Delorme, Heinz-Peter Schlemmer, Franziska Hildegard Steudle, and Klaus Hermann Maier-Hein, “Radiomics based on adapted diffusion kurtosis imaging helps to clarify most mammographic findings suspicious for cancer,” Radiology, vol. 287, no. 3, pp. 761–770, 2018.

[38] Giscard Biamby, Grace Luo, Trevor Darrell, and Anna Rohrbach, “Twitter-COMMs: Detecting climate, COVID, and military multimodal misinformation,” in Proceedings of the 2022 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, Seattle, United States, July 2022, Association for Computational Linguistics.