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Abstract—In this paper, we revisit the concepts and tools of harmonic analysis and control and provide a rigorous mathematical answer to the following question: when does an harmonic control have a representative in the time domain? By representative we mean a control in the time domain that leads by sliding Fourier decomposition to exactly the same harmonic control. Harmonic controls that do not have such representatives lead to erroneous results in practice. The main results of this paper are: a one-to-one correspondence between ad hoc functional spaces guaranteeing the existence of a representative, a strict equivalence between the Carathéodory solutions of a differential system and the solutions of the associated harmonic differential model, and as a consequence, a general harmonic framework for Linear Time Periodic (LTP) systems and bilinear affine systems. The proposed framework allows to design globally stabilizing harmonic control laws. We illustrate the proposed approach on a single-phase rectifier bridge. Through this example, we show how one can design stabilizing control laws that guarantee periodic disturbance rejection and low harmonic content.
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I. INTRODUCTION

Designing controllers that achieve both good dynamic performance and a low harmonic distortion at steady state is a very challenging problem from both a theoretical and practical point of view. This problem arises in many applications and in particular those related to power systems such as transmission and conversion of electrical power where more and more complex power converters with non-linear components and complicated frequential behaviors are involved. A central concern is that of modeling harmonic behaviors and developing harmonic based control methods with stability and performance guarantees often expressed as a reduction of harmonic distortion. To this end, many harmonic modeling approaches have been introduced in the literature, such as generalized state-space averaging [22], [27], dynamic phasors [21], [11], extended harmonic domain [20], harmonic state-space [33], [24], [16] etc. The models introduced in these papers capture both the transient evolution and the steady-state of harmonics and are widely used for power systems analysis and control, e.g. [23], [17], [21], [29], [31], [2], [8], [18], [26], [11]. We also mention [34], [35], [6] where control design methods based on harmonic Lyapunov or Riccati equations are proposed. Repetitive control methods are also an alternative that allow to track periodic signals and/or reject periodic disturbances (see [14], [15], [30] [12] [19] and [32].) but our focus in this paper is on harmonic methods.

The main feature of the harmonic modeling techniques is that a linear time-periodic model can be regarded, in the harmonic domain, as a linear time-invariant model, possibly with a state space of infinite dimension. This feature allows to ease the analysis and control design tasks as classical Linear Time Invariant (LTI) methods can be applied. We refer to [7] where a detailed review is given and where the links between these different approaches are highlighted. However, a fundamental question remains unanswered: when does an harmonic control designed using these approaches has a representative control in the time domain? By representative we mean a control in the time domain that leads by sliding Fourier decomposition to exactly the same harmonic control. Harmonic controls that do not have such representatives are of no interest in practice. Indeed, even if these harmonic controls stabilize the harmonic model, one cannot obtain their time domain counterparts. This is a very important question as it has a major impact on the implementation of the designed control laws and their stabilizing properties. To the best of our knowledge, there is no result in the literature that answers this question in a rigorous mathematical framework. The objective of this paper is to fill this gap.

The main tool used in harmonic modeling is the the sliding Fourier decomposition. Following the example of Fourier series for which Riesz-Fisher theorem establishes a one-to-one correspondence between the square integrable functions and square summable sequences, we point out the fact that it is necessary to specify precisely the functional spaces involved in the harmonic methods. This is a key point that allows us to build the main contributions of this paper and answer the previous question.

This paper is organized as follows. First, we start by recalling in the next section some of the concepts that appear at the intersection of signal processing and control theory and which will be used in the paper. This concerns the Fourier series, the sliding Fourier decomposition as well as the ad hoc functional spaces. In section III, we present the first main result of this paper which is a necessary and sufficient condition...
called "coincidence condition" that guarantees a one-to-one correspondence between temporal signals and a subspace of harmonic signals denoted $H$. As it well be explained in the sequel, this result has important consequences especially in control design. In particular, it implies that any transformation performed on any variable in the harmonic domain must have an equivalent transformation in the time domain, otherwise the correspondence is lost. Moreover, this section provides the ingredients to guarantee that the inverse of a sliding Fourier decomposition recovers the original signal in $L^2$ sense. A necessary and sufficient condition that characterizes harmonic signals belonging to $H$ is also provided. The second main result of this paper is presented in Section IV. It concerns a necessary and sufficient condition to have a strict equivalence between solutions (in Carathéodory sense) of general differential equations and solutions of the associated harmonic ones. This result is generic and it has a major impact. We illustrate this impact in section V on stability and stabilization of very general Linear Time Periodic (LTP) systems and bilinear affine systems. We first prove a strict equivalence between harmonic Lyapunov or Riccati equations and their periodic versions under very weak assumptions on the regularity of the time varying matrices. This extends existing results to more general LTP systems. Indeed, this equivalence is established independently of the sliding window period $T$ without invoking Floquet theory [9] as done in general [35], [6]. As a consequence, a Lyapunov based approach is proposed for global asymptotic stability analysis and control design for both LTP systems and bilinear affine systems subject to periodic exogenous inputs and disturbances. The proposed harmonic framework allows the design of globally and asymptotically stabilizing periodic control laws suitable for both tracking and periodic disturbance rejection. Finally, in Section VI, we apply the control design approach proposed in this paper to a single-phase rectifier bridge, an electronic device that converts AC supply voltage to DC one. Through this example, we illustrate how one can design stabilizing control laws that guarantee periodic disturbance rejection and low harmonic content. We end the paper by a conclusion and perspectives.

**Notation:** The transpose of a matrix $A$ is denoted $A^T$ and $A^*$ denote the complex conjugate transpose $A^* = A^T$. The $n$-dimensional identity matrix is denoted $I_{n \times n}$. $A \otimes B$ is the Kronecker product of two matrices $A$ and $B$. The space of piecewise $k$-differentiable and continuous functions is denoted $C^k_{pc}$. $C^0$ is the space of absolutely continuous function and $L^p$ the Lebesgues spaces for $1 \leq p \leq \infty$. $x(t^-)$ and $x(t^+)$ denote respectively the left and right limits of $x$ at time $t$. The notation $a.e.$ means almost everywhere.

### II. Preliminaries on Functional Space and Sliding Fourier Decomposition

For a given interval $[a, b]$, we recall that the functional space $L^2([a, b], \mathbb{C}^n)$ is the space of measurable and square integrable functions on $[a, b]$ with values in $\mathbb{C}^n$ endowed with the scalar product

$$<x, y>_{L^2([a, b], \mathbb{C}^n)} = \frac{1}{b-a} \int_a^b x(\tau)^* y(\tau) d\tau,$$

and of induced norm: $\|x\|_{L^2([a, b], \mathbb{C}^n)} = \sqrt{<x, x>_{L^2([a, b], \mathbb{C}^n)}}$.

We also consider the space of complex square summable sequences:

$$\ell^2(\mathbb{C}^n) = \{X: k \in \mathbb{Z} \mapsto X_k \in \mathbb{C}^n \text{ such that } \sum_{k=-\infty}^{+\infty} |X_k|^2 < +\infty\},$$

endowed with the scalar product

$$<X, Y>_{\ell^2(\mathbb{C}^n)} = \sum_{k=-\infty}^{+\infty} X_k^* Y_k,$$

and of induced norm: $\|X\|_{\ell^2(\mathbb{C}^n)} = \sqrt{<X, X>_{\ell^2(\mathbb{C}^n)}}$.

We recall here two Theorems of particular importance. The first one states that there is an isometry between the spaces $L^2([a, b], \mathbb{C}^n)$ and $\ell^2(\mathbb{C}^n)$. The second one states that the Fourier decomposition defines a one-to-one correspondence (bijective function) between these two spaces.

**Theorem 1 (Parseval’s Identity):** $\forall x \in L^2([a, b], \mathbb{C}^n)$, the following relation holds:

$$\|x\|_{L^2([a, b], \mathbb{C}^n)} = \|X\|_{\ell^2(\mathbb{C}^n)},$$

with the components $X_k$ given by

$$X_k = \frac{1}{b-a} \int_a^b x(\tau) e^{-j\omega_k \tau} d\tau,$$

and where $\omega = \frac{2\pi}{b-a}$.

**Theorem 2 (Riesz-Fischer’s Theorem):** A function $x$ is square integrable if and only if the corresponding Fourier series defined by:

$$y(t) = \sum_{k=-\infty}^{+\infty} X_k e^{j\omega_k t}$$

converges to $x$ in the space $L^2$.

In the sequel, we will often consider the following functional spaces.

**Definition 1:** For a given $p$, $1 \leq p \leq +\infty$, a function $x$ is a locally $p$ integrable function denoted by $x \in L^p_{loc}(\mathbb{R}, \mathbb{C}^n)$ if for any compact set $A$ of $\mathbb{R}$, its restriction $x|_A \in L^p(A, \mathbb{C}^n)$.

We also recall the definition of the sliding Fourier decomposition over a window of length $T$:

**Definition 2:** The sliding Fourier decomposition over a window of length $T$ from $L^p_{loc}(\mathbb{R}, \mathbb{C}^n)$ to $L^p_{loc}(\mathbb{R}, \ell^2(\mathbb{C}^n))$ is defined by:

$$\mathcal{F}_T : L^p_{loc}(\mathbb{R}, \mathbb{C}^n) \to L^p_{loc}(\mathbb{R}, \ell^2(\mathbb{C}^n))$$

$$x \mapsto X,$$

where the time varying infinite sequence $X$ is defined by:

$$t \mapsto \mathcal{F}_T(x)(t) = X(t)$$

whose $(n$-dimensional) components $X_k(t)$, $k \in \mathbb{Z}$ satisfy:

$$X_k(t) = \frac{1}{T} \int_{t-T}^t x(\tau) e^{-j\omega_k \tau} d\tau.$$

In this definition, the time varying component $X_k$ is often called $k$–th phasor of the signal $x$. These phasors can be viewed as the result of a sliding projection of $x$ on the Fourier basis. It can be noticed that if $x \in L^p_{loc}(\mathbb{R}, \mathbb{C}^n)$, the restriction of $x$ to the interval $[t-T, t]$ denoted by $x|_{[t-T, t]}$ belongs obviously to $L^2([t-T, t], \mathbb{C}^n)$. Moreover, $X$ is well
defined in \( L^\infty_{\text{loc}}(\mathbb{R}, \ell^2(\mathbb{C}^n)) \) as the functions \( X_k \) are absolutely continuous with respect to \( t \) (thus bounded on every compact set) and since, for any fixed \( t \), the sequence of terms \( X_k(t) \) is square summable (see Parseval’s Identity 1).

Note also that the definition of the sliding Fourier decomposition can be extended to more general signals belonging to the space \( L^2_{\text{loc}}(\mathbb{R}, C^n) \) but for which the space of arrival is not any more \( L^\infty_{\text{loc}}(\mathbb{R}, \ell^2(\mathbb{C}^n)) \) but \( L^\infty_{\text{loc}}(\mathbb{R}, \ell^2(\mathbb{C}^n)) \).

In the sequel and for a given \( p = 1, 2 \) or \( \infty \), by abuse of language, we will say that a function defined on \( \mathbb{R} \) belongs to \( L^p(I, C^n) \) if its restriction to the interval \( I, x(I) \in L^p(I, C^n) \). Moreover, in order to simplify the notations, \( L^p([a, b]) \) or \( L^p \) will be often used instead of \( L^p([a, b], C^n) \). Thus, for example, \( x \in L^2([a, b], C^n) \) means \( x \in L^2([a, b], C^n) \).

### III. Coincidence Condition and Inverse Sliding Fourier Decomposition

Before detailing the contributions related to harmonic control, we present in this section a preliminary theoretical result of particular importance. It concerns conditions under which a one-to-one correspondence can be established between time domain signals and harmonic domain ones. This result has a strong impact on the contributions related to solutions of general dynamical systems, their stability analysis and the design of stabilizing harmonic control laws.

Let \( X \in L^\infty_{\text{loc}}(\mathbb{R}, \ell^2) \). By application of Riesz-Fisher’s Theorem (Theorem 2), it is possible for almost every \( t \) to consider a function \( x_t \in L^2([t - T, t]) \) such that for \( \tau \in [t - T, t] \),

\[
x_t(\tau) = \sum_{k = -\infty}^{+\infty} X_k(t) e^{j\omega_k \tau},
\]

where \( X_k(t) = \frac{1}{T} \int_{t-T}^{t} x_t(\tau)e^{-j\omega_k \tau} d\tau. \)

However, if we consider two time instances \( t_1 < t_2 \) with \( t_2 - t_1 < T \), the functions \( x_{t_1} \) and \( x_{t_2} \) do not necessarily coincide on their common definition domain, that is we do not have:

\[
x_{t_1}(\tau) = x_{t_2}(\tau),
\]

for almost all \( \tau \in [t_2 - T, t_1] \) (see Fig. 1 and 2). Thus, there does not exist a priori a function \( x \in L^2_{\text{loc}}(\mathbb{R}, C^n) \) such that:

\[
X = \mathcal{F}_T(x).
\]

**Theorem 3 (Coincidence Condition):** There exists a representative \( x \) of \( X \), with \( X \in L^\infty_{\text{loc}}(\mathbb{R}, \ell^2(\mathbb{C}^n)) \), if and only if \( X \) is absolutely continuous (i.e. \( X \in C^0(\mathbb{R}, \ell^2(\mathbb{C}^n)) \)) and fulfills for any \( k \) the following condition:

\[
\dot{X}_k(t) = \dot{X}_0(t) e^{-j\omega_k t} \quad \text{a.e.} \tag{1}
\]

**Proof:** Let us prove the necessity part of this Theorem. For any \( x \in L^2_{\text{loc}}(\mathbb{R}, C^n) \), one can define its sliding Fourier decomposition \( X = \mathcal{F}_T(x) \in L^2_{\text{loc}}(\mathbb{R}, \ell^2) \) with phasors:

\[
X_k(t) = \frac{1}{T} \int_{t-T}^{t} x(\tau)e^{-j\omega_k \tau} d\tau.
\]

Obviously, \( X_k \) is absolutely continuous (defined by an integral) and therefore differentiable almost everywhere:

\[
\dot{X}_k(t) = \frac{1}{T} (x(t)e^{-j\omega_k t} - x(t - T)e^{-j\omega_k (t - T)}) = \frac{1}{T} (x(t) - x(t - T)) e^{-j\omega_k t} \quad \text{a.e.} \tag{2}
\]

In particular, for \( k = 0 \),

\[
\dot{X}_0(t) = \frac{1}{T} (x(t) - x(t - T)) \quad \text{a.e.}
\]

As a result, the relationship between phasors follows:

\[
\dot{X}_k(t) = \dot{X}_0(t) e^{-j\omega_k t} \quad \text{a.e.} \tag{3}
\]

Let us now prove the sufficiency part. Let \( X \in L^\infty_{\text{loc}}(\mathbb{R}, \ell^2) \) be an absolutely continuous function and such that the relation (3) is satisfied.

For any \( t \) fixed, by application of Riesz-Fisher’s Theorem (Theorem 2), there is a function \( \bar{x} \in L^2([t - T, t], C^n) \) such that, for \( \tau \in [t - T, t] \),

\[
\bar{x}(\tau, t) = \sum_{k = -\infty}^{+\infty} X_k(t) e^{j\omega_k \tau},
\]

and

\[
X_k(t) = \frac{1}{T} \int_{t-T}^{t} \bar{x}(\tau, t)e^{-j\omega_k \tau} d\tau. \tag{4}
\]

As \( \bar{x}(\tau, t) \) is \( T \)-periodic in its first argument and defined for any \( t, \bar{x} \) can be defined on \( \mathbb{R} \times \mathbb{R} \):

\[
\bar{x} : \mathbb{R} \times \mathbb{R} \to \mathbb{C}^n
\]

\[
(\tau, t) \mapsto \bar{x}(\tau, t) = \sum_{k = -\infty}^{+\infty} X_k(t) e^{j\omega_k \tau}.
\]

Since the \( X_k \) are continuous and differentiable almost everywhere, the partial derivative \( \frac{\partial}{\partial t} \bar{x}(\tau, t) \) in the sense of distributions\(^1\) leads to the expressions:

\[
\frac{\partial}{\partial t} \bar{x}(\tau, t) = \sum_{k = -\infty}^{+\infty} \dot{X}_k(t) e^{j\omega_k \tau} = \dot{X}_0(t) \sum_{k = -\infty}^{+\infty} e^{j\omega_k (\tau - t)} \quad \text{a.e.}
\]

Remember that a Dirac comb, \( \delta_{kT}(t) = \sum_{k = -\infty}^{+\infty} \delta_{kT}(t) \) is a \( T \)-periodic distribution whose Fourier series is given by

\[
\delta_{kT}(t) = \frac{1}{T} \sum_{k = -\infty}^{+\infty} e^{j\omega_k t} \quad [28].
\]

This Fourier series does not

\(^1\)Recall that the derivative of a distribution defined by a series is the distribution defined by the sum of the derivative (in the sense of distributions) of each term of the series.
converge in the classical sense but in the sense of distributions and it converges towards a Dirac comb. Thus, one can write:

\[
\frac{\partial}{\partial t} \tilde{x}(\tau, t) = T\hat{X}_0(t) \sum_{k=-\infty}^{+\infty} \delta_{t+kT}(\tau)
\]

\[
= T\hat{X}_0(t) \Pi_T(\tau - t) \text{ a.e.}
\]

(5)

The restriction of this distribution to the set \( \{ (\tau, t) \in \mathbb{R}^2 : t - T < \tau < t \} \), leads to:

\[
\frac{\partial}{\partial t} \tilde{x}(\tau, t) = 0 \text{ a.e.}
\]

Therefore, for any \( h \) such that \( \tau < t + h < \tau + T \), we have the relationship (see Fig. 3), \( \tilde{x}(\tau, t) = \tilde{x}(\tau, t + h) \).

![Fig. 3. The blue parallelogram represents the domain where \( \tilde{x}(\tau, t_0) = \tilde{x}(\tau, t_0 + h) \) for \( t_0 - T < \tau < t_0 \).](image)

Considering the lines parameterized by \( h, \tau \rightarrow t = \tau + h \) with \( 0 < h < T \), strictly included in the set \( \{ (\tau, t) \in \mathbb{R}^2 : t - T < \tau < t \} \), we can define, by overlapping and extension (see Fig. 4), a function \( x \) defined on \( \mathbb{R} \) by:

\[
x(\tau) = \tilde{x}(\tau, \tau + h) = \sum_{k=-\infty}^{+\infty} X_k(\tau + h)e^{j\omega k\tau},
\]

(6)

and such that \( X_k(\tau) = \frac{1}{T} \int_{T-T}^{T} x(u)e^{-j\omega ku}du \). This last relation is obtained from equation (4) and since \( x(u) = \tilde{x}(u, u + h) = \tilde{x}(u, \tau) \) for any \( u \) such that \( \tau - T < u < \tau \). Moreover, notice that for all \( h, 0 < h < T \), the function \( x \) is uniquely defined and independent of the choice of \( h \) as \( \tilde{x}(\tau, \tau + h_1) = \tilde{x}(\tau, \tau + h_2) \) for all \( h_1 \) and \( h_2 \) such that \( 0 < (h_1, h_2) < T \). Consequently, we have proved by construction that there exists a function \( x \in L^2_{loc} \) such that: \( X = \mathcal{F}_T(x) \).

Remark 1: In the previous proof, from equations (3) and (5), one can notice that for a given \( \tau \), the function \( \tilde{x}(\tau, \cdot) \) appears as a stair function with jumps \( \sigma \) at time \( t = \tau + kT \), \( k \in \mathbb{Z} \) given by:

\[
\sigma(\tau + kT) = T\hat{X}_0(\tau + kT) = x(\tau + kT) - x(\tau + (k - 1)T) \text{ a.e.}
\]

Let us now show the impact of this result on the punctual convergence of the sliding Fourier series of a piecewise continuous function. The following proposition establishes the appropriate formulas to be used to reconstruct a signal from its sliding Fourier decomposition.

**Proposition 1 (punctual convergence):** If \( x \in C_{pw}^{1} \) (or \( C_{pw}^{0} \) with bounded variations), then the following reconstruction formulas are equivalent:

\[
x(t) = 2 \sum_{p=-\infty}^{+\infty} X_p(t)e^{j\omega pt} - x(t - T),
\]

(7)

\[
x(t) = \sum_{p=-\infty}^{+\infty} X_p(t + h)e^{j\omega pt}, \quad 0 < h < T
\]

(8)

\[
x(t) = \sum_{p=-\infty}^{+\infty} X_p(t)e^{j\omega pt} + \frac{T}{2} \hat{X}_0(t),
\]

(9)

except at points of discontinuity of \( x \) for which left and right limits exist. In addition, if \( x \in C^0 \), the equalities (7), (8) and (9) hold everywhere.

**Proof:** If \( x \in C_{pw}^{1} \) (or \( C_{pw}^{0} \) with bounded variations), by construction of \( X \), Jordan-Dirichlet’s Theorem allows to write for any \( t \) and every \( \tau \) such that \( t - T < \tau < t \):

\[
\frac{x(\tau^-) + x(\tau^+)}{2} = \sum_{p=-\infty}^{+\infty} X_p(t)e^{j\omega p\tau},
\]

(10)

and for \( \tau = t \) (using the periodicity of the series):

\[
\frac{x(t^-) + x(t^- - T)}{2} = \sum_{p=-\infty}^{+\infty} X_p(t)e^{j\omega pt}.
\]

(11)

Applying the change of variables \( (\tau, t) \rightarrow (t, t + h) \) with \( 0 < h < T \), we deduce from (10):

\[
\frac{x(t^-) + x(t^- + h)}{2} = \sum_{p=-\infty}^{+\infty} X_p(t + h)e^{j\omega pt}.
\]

(12)

Equations (7) and (8) are then deduced from (11) and (12) at points of continuity of \( x \). Equation (11) is illustrated in Figure 5 for a continuous \( x \). Furthermore, the time derivative of \( X_0(t) = \frac{1}{T} \int_{T}^{T} x(\tau) d\tau \) leads to:

\[
x(t) = T\hat{X}_0(t) + x(t - T),
\]

(13)

everywhere except for a countable number of isolated points for which the right and left limits are well defined. Therefore, adding the equations (11) and (13) leads to formula (9). To end the proof, it is obvious that (7), (8) and (9) hold everywhere if \( x \in C^0 \).

It can be noticed that equation (9) has the advantage of being causal and it does not imply any delay contrary to equations (7) and (8). Note also that the literature does not mention
we can conclude that we introduce the sub-space $H$ discontinuous at time $\tau$. Thus, if $h$ is taken to be equal to zero, the discontinuity of the series makes equation (8) erroneous and it must be replaced by formulas (7) or (9) that take into account the jumps. Otherwise, the Fourier series matches exactly the signal $x$ only if the original signal $x$ is $T$-periodic. One may expect a small gap between $x(t)$ and $x(t-T)$ if $T$ is small enough but this is obviously not the case in general.

Before exploiting the formulas introduced in this section, we introduce the sub-space $H$.

**Definition 4**: The sub-space $H$ of $L^\infty_{loc}(\mathbb{R}, \ell^2(\mathbb{C}^n))$ is defined as:

$$H = \{ X \in C^a(\mathbb{R}, \ell^2(\mathbb{C}^n)) : \forall k \in \mathbb{Z}, X_k(t) = X_0(t)e^{-j\omega_k t} \text{ a.e.} \}. $$

The following proposition states that for a.e. $t$, the derivative $X(t)$ of any $X \in H$ is not square summable but only essentially bounded.

**Proposition 2**: If $X \in H$ then for almost all $t$, $X(t) \notin \ell^p$, for $1 \leq p < +\infty$ and $X \in L^2_{loc}(\mathbb{R}, \ell^\infty)$. Moreover, for any $k$, $X_k \in L^2_{loc}(\mathbb{R}, \mathbb{C}^n)$.

**Proof**: As $\forall k$, $X_k(t) = X_0(t)e^{-j\omega_k t}$ a.e., one has $|X_k(t)| = |X_0(t)|$ a.e. which proves that $X(t) \notin \ell^p$, for $1 \leq p < +\infty$. On the other hand, since the existence of $x \in L^2_{loc}$ such that $X = \mathcal{F}_T(x)$ leads to $X_0(t) = \frac{1}{T}(x(t) - x(t-T))$ a.e., we can conclude that $X_0 \in L^2_{loc}(\mathbb{R}, \mathbb{C}^n)$ as also for $X_k$. We deduce that $X \in L^2_{loc}(\mathbb{R}, \ell^\infty)$ since for any $a$ and $b$,

$$\int_a^b |X(t)|^2\text{d}t = \int_a^b |X_0(t)|^2\text{d}t < +\infty. $$

We are now in position to define the inverse of the sliding Fourier decomposition and use the formulas introduced in this section.

**Definition 5**: The inverse of the Sliding Fourier Decomposition $\mathcal{F}_T$ is defined by the application $\mathcal{F}_T^{-1}$:

$$\mathcal{F}_T^{-1} : H \rightarrow L^2_{loc}(\mathbb{R}, \mathbb{C}^n) X \mapsto x \tag{15}$$

where $x$ is defined at any time $t$ by the non causal formula:

$$x(t) = \mathcal{F}_T^{-1}(X)(t) = \sum_{p=-\infty}^{+\infty} X_p(t + h)e^{j\omega_p t}, \tag{14}$$

for any $0 < h < T$, or alternatively by the causal formula, when $X$ has a representative of class $C^1_{pw}$ or $C^0_{pw}$ with bounded variations:

$$x(t) = \mathcal{F}_T^{-1}(X)(t) = \sum_{p=-\infty}^{+\infty} X_p(t)e^{j\omega_p t} + \frac{T}{2} \dot{X}_0(t).$$

**Proposition 3**: Let $X \in L^2_{loc}(\mathbb{R}, \ell^2(\mathbb{C}^n))$. $X \in H$ if and only if $X = \mathcal{F}_T(\mathcal{F}_T^{-1}(X))$.

**Proof**: To prove the sufficiency part, let $x = \mathcal{F}_T^{-1}(X)$ given by (14) or (15). If $X = \mathcal{F}_T(\mathcal{F}_T^{-1}(X))$ then $x = \mathcal{F}_T(x)$. As for a.e. $t$, $X(t) \in \ell^2$, then $x \in L^2([t-T, t])$ (by Riesz Fisher Theorem) and thus $x \in L^2_{loc}$ and it can be concluded that $x$ is (by definition) a representative of $X$.

To prove the necessity part, notice that if $X$ belongs to $H$, then $X$ has a representative $x \in L^2_{loc}$ as it has been shown in the proof of Theorem 3. It is provided by the non causal formula:

$$x(t) = \sum_{k=-\infty}^{+\infty} X_k(t + h)e^{j\omega_k t} \text{ a.e.,} \tag{16}$$

for any $0 < h < T$. The result follows since by construction in the proof of Theorem 3, it has been proved that $X = \mathcal{F}_T(\mathcal{F}_T^{-1}(X))$. In addition, if $x \in C^1_{pw}$ (or $C^0_{pw}$ with bounded variations), formula (14) is equivalent to (15) as stated by Proposition 1.

**Remark 2**: For a given function $x \in L^2_{loc}$, if we define $v$ by $v = \mathcal{F}_T^{-1}(\mathcal{F}_T(x))$ using the non causal formula (14), Riesz-Fisher’s Theorem allows to conclude that the series $v$ converges to $x$ in the $L^2([t-T, t], \mathbb{C}^n)$ sense. Without more assumptions on the regularity of $x$, it is not obvious to prove that the causal formula (15) leads to the same result.

**IV. Harmonic Modeling**

**A. General case: Carathéodory systems**

We consider nonlinear dynamical systems described by:

$$\dot{x} = f(t, x), \quad x(0) = x_0 \tag{16}$$

with the following assumption.

**Assumption 1**: The differential equation (16) admits solutions in the Carathéodory sense$^2$ and for any $x \in L^2_{loc}(\mathbb{R}, \mathbb{C}^n)$, the time function $f(t, x(t))$ belongs to $L^1_{loc}(\mathbb{R}, \mathbb{C}^n)$.

**Theorem 4**: Under Assumption 1, if $x$ is a solution of the differential equation (16) in the Carathéodory sense, then, for any $T > 0$, $X = \mathcal{F}_T(x)$ is a solution of:

$$X = \mathcal{F}_T(f(t, x))(t) - NX, \quad X(0) = \mathcal{F}_T(x)(0) \tag{17}$$

with $N = \text{diag}(j\omega_k I_{d_n}, k \in \mathbb{Z})$. Recursively, if $X \in H$ is a solution of (17), then its representative $x$ (i.e. $X = \mathcal{F}_T(x)$) is a solution of (16) and $x = \mathcal{F}_T^{-1}(X)$. In addition, for any $k \in \mathbb{Z}$, the phasors $X_k \in C^1(\mathbb{R}, \mathbb{C}^n)$ and $X \in C^0(\mathbb{R}, \ell^\infty(\mathbb{C}^n))$. Moreover, if the solution $x$ is unique for the initial condition $x_0$, then $X$ is unique for the initial condition $X(0) = \mathcal{F}_T(x)(0)$. The reciprocal is not generally true.

**Proof**: Let us assume that $x$ is a solution of (16) in the sense of Carathéodory and defined on $\mathbb{R}$. By setting $v = t - t$, for every fixed $t$, the phasors are given by:

$$X_k(t) = \frac{1}{T} \int_{-T}^{t} x(\tau)e^{-j\omega_k t}\text{d}\tau = \frac{1}{T} \int_{-t}^{t} x(v + t)e^{-j\omega_k (v + t)}\text{d}v. $$

$^2$see e.g. Chapter 19, p.p. 530-533 in [25]
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Since the function \( x \) is absolutely continuous, it is therefore differentiable \( a.e. \) and bounded over any bounded interval. Hence:

\[
\frac{dx(v + t)}{dt}e^{-j\omega k(v + t)} = \frac{dx(v + t)}{dt}e^{-j\omega k(v + t)} - \ldots
\]

for almost all \( v \in [-T, 0] \) and there is a constant \( C \) such that, for any \( k \) and for all \( v \in [-T, 0] \):

\[
| -j\omega k x(v + t)e^{-j\omega k(v + t)}| = \omega k|x(v + t)| \leq C.
\]

Always for fixed \( t \), as \( x(v + t) \) is continuous for \( v \in [-T, 0] \), \( x(v + t) \in L^2[-T, 0] \) and by assumption 1, it follows that \( g(v + t) = f(v + t, x(v + t)) \in L^1([-T, 0]) \). As a result:

\[
\left| \frac{dx(v + t)}{dt}e^{-j\omega k(v + t)} \right| \leq |g(v + t)| + C,
\]

for almost all \( v \in [-T, 0] \), which proves that the term \( \frac{dx(v + t)e^{-j\omega k(v + t)}}{dt} \) is bounded by an integrable function on \([-T, 0] \). As a consequence, a differentiation under the integral sign can be applied and we have:

\[
\hat{X}_k(t) = \frac{1}{T} \int_{-T}^{0} \frac{dx(v + t)}{dt}e^{-j\omega k(v + t)} dv - \ldots
\]

for almost all \( t \). As a result, a differentiation under the integral sign can be applied and we have:

\[
\hat{X}_k(t) = \frac{1}{T} \int_{-T}^{0} \frac{dx(v + t)}{dt}e^{-j\omega k(v + t)} dv
\]

where the notation \( v >_k(t) \) refers to the \( k \)-th phasor of \( v \) at time \( t \): \( v >_k(t) = \frac{1}{T} \int_{-T}^{0} v(\tau)e^{-j\omega k(\tau)} d\tau \).

Let:

\[
\mathcal{N} = \text{diag}(j\omega k \ I_{dn}, k \in \mathbb{Z})
\]

where \( \mathcal{N} \) is a matrix with diagonal elements.

Indeed, if \( X \in H \), then \( X \) is an absolutely continuous function and consequently it satisfies the integral equation

\[
X(t) = X(0) + \int_{0}^{t} \mathcal{F}_T(f(v, x(v)))(\tau) - N X(\tau) d\tau.
\]

Now, as \( X \) admits a representative \( x \in L^2_{j\omega k}(\mathbb{R}, \mathbb{C}^n) \) such that \( X = \mathcal{F}_T(x) \), we have to show that this representative \( x \) satisfies the differential equation (16) almost everywhere. To this end, let us consider equation (20) and notice that the phasors: \( < f(x, t), \tau >_k(t) \) for any \( k \), are well defined for such a \( x \) by Assumption 1. Let \( z \) be a primitive of \( f(t, x) \) (\( z \) is well defined by Assumption 1) and integrating by parts (of absolutely continuous and a.e. differentiable functions), one gets:

\[
\hat{X}_k(t) = \frac{1}{T} \int_{-T}^{0} (\tau) \hat{X}(\tau) e^{-j\omega k(\tau)} d\tau - \frac{1}{T} \int_{-T}^{0} \mathcal{F}_T(x(\tau)) e^{-j\omega k(\tau)} d\tau
\]

for all \( k \). For \( k = 0 \), we have:

\[
\frac{1}{T} \int_{-T}^{0} (\tau - \tau) \hat{X}(\tau) e^{-j\omega k(\tau)} d\tau = \frac{1}{T} \int_{-T}^{0} \mathcal{F}_T(x(\tau)) e^{-j\omega k(\tau)} d\tau
\]

For \( k \neq 0 \), the expression (22) reduces to:

\[
\hat{X}_k(t) = \frac{1}{T} \int_{-T}^{0} (\tau) \hat{X}(\tau) e^{-j\omega k(\tau)} d\tau - \frac{1}{T} \int_{-T}^{0} \mathcal{F}_T(x(\tau)) e^{-j\omega k(\tau)} d\tau.
\]

Dividing these expressions by \( j\omega k \), for \( k \neq 0 \), by unicity of the Fourier decomposition we conclude that \( z \) and \( x \) differ only by a constant \( z_0 \), that is: \( z = x + z_0 \ a.e. \) as \( z \) is a primitive of \( f(t, x) \), we conclude that \( x \) is differentiable \( a.e. \) and satisfies the differential equation (16). Moreover, \( x \) is absolutely continuous and by Proposition 1 we have \( x(t) = \mathcal{F}_T^{-1}(X)(t) \) for all \( t \). In particular, \( x(0) = \mathcal{F}_T^{-1}(X)(0) \).

Finally, as in the first part of the proof, the continuity of \( x \) implies that for any \( k \in \mathbb{Z} \), \( X_k \) is \( C^1(\mathbb{R}, \mathbb{C}^n) \) and the relation (1) is satisfied everywhere.

Concerning the uniqueness part, if (16) admits an unique solution for a given \( x_0 \), then the unicity of the trajectory \( x \) leads to the unicity of the initial condition for (17). If (17) admits several solutions in \( H \), then for two distinct solutions \( X_i, i = 1, 2 \), one would associate distinct solutions \( x_i(t) = \mathcal{F}_T^{-1}(X_i)(t) \), \( i = 1, 2 \) with \( x_0 = \mathcal{F}_T^{-1}(X_i)(0) \), \( i = 1, 2 \) which would contradict the hypothesis of uniqueness of the \( x \). On the other hand, it is not possible to conclude that there is a unique solution to (16) with \( x(0) = x_0 = \mathcal{F}_T^{-1}(X_0)(0) \) from the uniqueness of the solution of (17) with \( X(0) = X^0 \). Indeed,
if there are two solutions \( x_1 \) and \( x_2 \) to (16) with \( x(0) = x_0 \), the initial conditions generated by \( x_1 \) and \( x_2 \): \[
X_1(0) = F_T(x_1)(0), \quad X_2(0) = F_T(x_2)(0),
\]
are distinct if \( x_1 \) and \( x_2 \) do not coincide on \([-T, 0]\) and each initial condition \( X_1(0) \) and \( X_2(0) \) leads to two distinct problems in the harmonic domain.

To have \( X \in H \), the initial conditions for the harmonic system are constrained by \( X(0) = F_T(x)(0) \) with \( x \) solution of (16). This is obvious, as by Riesz-Fisher Theorem, any \( X(0) \in l^2 \) leads to \( x \in L^2([-T, 0]) \) which is not a priori a solution of (16). Nevertheless, for the equilibria of the harmonic model, one has the following useful result.

**Corollary 1 (Equilibrium Admissibility):** \( x \) is a \( T \)-periodic trajectory of \( \dot{x} = f(x, t) \) if and only if \( X = F_T(x) \) is an equilibrium of \( \dot{X} = F_T(f(x, x(t))(t) - NX \).

**Proof:** If \( x \) is a \( T \)-periodic trajectory of \( \dot{x} = f(x, t) \), then \( X = F_T(x) \) is constant and it follows that \( X = 0 \). Thus \( F_T(f(x, x(t))(t) - NX \) is equal to zero at any time instant and defines an equilibrium \( X = 0 \) of the harmonic equation. Conversely, if \( X \) is an equilibrium, then \( x \) is constant, it is trivially in \( H \) since it defines an absolutely continuous function whose derivative satisfies \( \dot{X}_k = 0 \) for all \( k \). Consequently there exists a \( T \)-periodic representative \( x = F_T^{-1}(X) \) that satisfies the differential equation \( \dot{x} = f(x, t) \).

**B. LTV (LTP, bilinear affine) systems case**

In this section, we explain how Theorem 4 can be applied to different classes of LTV and bilinear affine systems. Recall that the sliding Fourier decomposition of a product \( A(t)x(t) \) is determined as a convolution product (see Property 2 in Appendix): \[
F_T(Ax) = \mathcal{T}_T(A)X = AX,
\]
where \( X = F_T(x) \) and where the block Toeplitz transformation \( \mathcal{T}_T(A) \) defines an infinite dimensional matrix function as follow:

\[
\mathcal{A}(t) = \mathcal{T}_T(A)(t) = \begin{bmatrix}
\ddots & \ddots & \ddots \\
. & A_0(t) & A_1(t) & A_2(t) \\
& \ddots & \ddots & \ddots \\
. & \ddots & \ddots & \ddots \\
. & \ddots & \ddots & \ddots \\
. & A_0(t) & A_1(t) & A_2(t)
\end{bmatrix},
\]

with \( A_k(t) = \int_{-T}^t A(\tau)e^{-j\omega_k \tau}d\tau \).

The following proposition treats the cases of LTV and LTI systems.

**Proposition 4:** Assume that \( A \) and \( B \in L^2_{loc} \) and \( u \in L^2_{loc} \). Then, \( x \) is the unique solution of the LTV system:

\[
\dot{x} = A(t)x(t) + B(t)u(t), \quad x(0) = x_0
\]

if and only if \( X \in H \) is the unique solution of the LTV system:

\[
\dot{X}(t) = (\mathcal{A}(t) - \mathcal{N})X(t) + B(t)U(t), \quad X(0) = F_T(x)(0)
\]

where \( X = F_T(x) \), \( U = F_T(u) \), \( A = \mathcal{T}_T(A) \) and \( B = \mathcal{T}_T(B) \).

If, in addition, \( A \) and \( B \) are \( T \)-periodic then \( \mathcal{A} \) and \( B \) are constant and the harmonic system is LTI.

**Proof:** If \( A(t), B(t) \) and \( u(t) \in L^2_{loc} \), then, using generalized Hölder’s inequality\(^3\), Assumption 1 is satisfied as well as the uniqueness condition (see Chapter 19, p.p. 530-533 in [25]). Thus, the result follows by Theorem 4 and by Property 2 given in the appendix which provides the harmonic model.

In the sequel, we discuss the harmonic modeling of bilinear affine systems. This class of systems is of particular interest as the analysis can be extended to the case of affine switched systems and applied to power converters (see e.g. [5]). Let:

\[
\dot{x}(t) = A(s(t))x(t) + B(s(t))u(t), \quad x(0) = x_0
\]

where \( s(\cdot) \) is the control variable and \( u(\cdot) \) an exogenous input. It is assumed that the control dependent matrices can be decomposed into an affine function with respect to \( s(t) \):

\[
A(s(t)) = A_{ind} + s(t)A_{dep},
\]

\[
B(s(t)) = B_{ind} + s(t)B_{dep},
\]

where \( s(t) \) is a bounded scalar and \( A_{ind}, B_{ind}, A_{dep}, B_{dep} \) are constant matrices.

**Proposition 5:** Assume that \( s \in L^2_{loc} \) and \( w \in L^2_{loc} \). Then, \( x \) is the unique solution of (24) if and only if \( X \) is the unique solution for

\[
\dot{X}(t) = (A(S(t) - N)X(t) + B(S(t))W(t)
\]

\[
X(0) = F_T(x)(0),
\]

with

\[
A(S(t)) = A_{ind} + s(t)A_{dep},
\]

\[
B(S(t)) = B_{ind} + s(t)B_{dep},
\]

where \( \otimes \) represents the Kronecker product, \( X = F_T(x) \), \( W = F_T(w) \), \( S = T_T(s) \), \( A_{ind} = T_T(A_{ind}) \) and \( B_{ind} = T_T(B_{ind}) \).

**Proof:** As \( s \in L^2_{loc} \), it is clear that \( A(s) \) and \( B(s) \) are \( L^2_{loc} \). Consequently, the bilinear affine system (24) appears as a special case of LTV systems and Proposition 4 applies. Property 2 given in the appendix leads to (26) and (27).

**V. HARMONIC MODELLING BASED STABILITY AND STABILIZATION**

In this section, the impact on stability analysis and stabilization using harmonic modeling of the results proposed previously is explicited.

**A. Stability of LTP systems**

Here, we consider linear periodic systems and provide stability results that generalize existing ones. Indeed, we do not assume like in [35] that the matrix function \( A \) is piecewise continuous and differentiable almost everywhere but only of class \( L^2 \). Moreover, contrary to [6] and [34], we do not need the Floquet Theorem. Our result in this subsection is a direct consequence of the necessary and sufficient condition given in Theorem 4 and concerns periodic linear systems given by

\[
\dot{x}(t) = A(t)x(t)
\]

\(^3\)Let \( p, q, r \in [1, +\infty] \) be such that \( \frac{1}{p} + \frac{1}{q} + \frac{1}{r} = 1 \). Let \( f \in L^p \) and \( g \in L^q \). Then, \( fg \in L^r \) and \( \|fg\|_{L^r} \leq \|f\|_{L^p}\|g\|_{L^q} \).
and their harmonic model:

\[ \dot{X}(t) = (A - N)X(t) \quad (29) \]

**Theorem 5 (Harmonic Lyapunov equation):** Assume that \( A \in L^2([0, T]) \) is a \( T \)-periodic matrix function with real values and let \( Q \in L^\infty([0, T]) \) be a \( T \)-periodic symmetric and positive definite matrix function. \( P \) is the unique \( T \)-periodic symmetric positive definite solution of the Lyapunov differential equation:

\[ \dot{P}(t) + A^*(t)P(t) + P(t)A(t) + Q(t) = 0, \]

if and only if \( P = T_T(P) \) is the unique hermitian and positive definite solution of the Lyapunov algebraic equation:

\[ P(A - N) + (A - N)^*P + Q = 0, \quad (30) \]

where \( Q = T_T(Q) \) is hermitian positive definite and \( A = T_T(A) \). Moreover, \( P \) is a bounded operator on \( \ell^2 \).

**Proof:** \( A \in L^2([0, T]) \) and \( Q \in L^\infty([0, T]) \) ensure that the Carathéodory conditions and the uniqueness condition are satisfied. Moreover, by generalized Hölder’s inequality, \( A^*(t)P(t) + P(t)A(t) + Q(t) = L^1 \) for all \( P \in L^2 \). Hence, Assumption 1 is satisfied and the NSC of Theorem 4 applies.

Let us show that the sliding Fourier decomposition taken on a window corresponding to the period \( T \) leads to the harmonic equation (30).

For any \( T \) and any \( k \), the sliding Fourier decomposition allows to write:

\[ \dot{P}_k = -\langle A'P + PA + Q \rangle_k (t) - j\omega_k P_k. \quad (31) \]

The Toeplitz form associated with (31) can be determined (see Definition 6 in the appendix). One gets for the left side of (31):

\[ \mathcal{T} = T_T(\dot{P}) = \begin{bmatrix} \ddots & \ddots & \ddots & \ddots \\ \ddots & \ddots & \ddots & \ddots \\ \ddots & \ddots & \ddots & \ddots \\ \ddots & \ddots & \ddots & \ddots \end{bmatrix} \]

which is hermitian since \( P(t) = P(t)^* \) and \( T_T(P^*) = P^* \).

For the first term of the right member of (31), we have (by Property 2 in the appendix):

\[ \mathcal{P}A + A^*\mathcal{P} + Q = T_T(A'P + PA + Q). \]

where \( \mathcal{P} = T_T(P) \), \( A = T_T(A) \) and \( Q = T_T(Q) \). Finally, for the last terms of the right member of (31), using the fact that \( \mathcal{P} \) is hermitian it is easy to verify that:

\[ T_T(NP) = \begin{bmatrix} \ddots & 0 & -j\omega P_1^*(t) & -j2\omega P_2^*(t) \\ \ddots & \ddots & \ddots & \ddots \\ j\omega P_1(t) & 0 & \ddots & \ddots \\ j2\omega P_2(t) & j\omega P_3(t) & 0 & \ddots \end{bmatrix} = \mathcal{P}N + N^*\mathcal{P}. \]

where \( N \) is given by (19). Hence, the final result follows:

\[ \dot{\mathcal{P}} + \mathcal{P}(A - N) + (A - N)^*\mathcal{P} + Q = 0 \]

with the initial condition \( \mathcal{P}(0) = T_T(P)(0) \). Note that \( \mathcal{P} \) and \( Q \) are necessarily hermitian and positive definite (see Proposition 10 in the appendix). Now, if the length of the sliding window is equal to the period \( T \), as \( P, A \) and \( Q \) are \( T \)-periodic, we have \( \mathcal{P}, A \) and \( Q \) constants and \( \dot{\mathcal{P}} = 0 \). We conclude that \( \mathcal{P} \) is the unique hermitian positive definite solution of the algebraic equation and we have necessarily \( \mathcal{P}(t) = \mathcal{P}(0) = T_T(P) \).

Conversely, since the unique solution of the harmonic algebraic equation is independent of the initial condition (clearly in \( H \) by Corollary 1), if \( \mathcal{P}(t) \) is a representative of \( \mathcal{P} \), i.e. \( \mathcal{P} = T_T(P) \), it is unique. Moreover, as Theorem 4 states that this representative satisfies the periodic Lyapunov differential equation, \( P(t) \) is absolutely continuous. Thus \( \mathcal{P} \) is a bounded operator on \( \ell^2 \) following Property 1 given in the appendix.

**Corollary 2:** The linear periodic system (28) where \( A \in L^2([0, T]) \) is a \( T \)-periodic matrix function, is globally asymptotically stable if and only if for any \( T \)-periodic symmetric positive definite matrix function \( Q \in L^\infty([0, T]) \), the hermitian and positive definite matrix \( \mathcal{P} \) is the unique solution of the algebraic Lyapunov equation:

\[ \mathcal{P}(A - N) + (A - N)^*\mathcal{P} + Q = 0, \]

where \( Q = T_T(Q) \).

**Proof:** As the existence of a solution to the harmonic Lyapunov algebraic equation is equivalent to the existence of a solution of the periodic Lyapunov differential equation, the result follows.

**Corollary 3:** The following are equivalent:

1. \( V(X) = X^*PX \) is a Lyapunov function for the harmonic system (29).
2. \( V(x) = x^*Px \) is a Lyapunov function for the periodic linear system (28).
3. the functional

\[ v(x)(t) = <x, Px >_{L^2([t-T,t])}, \quad \frac{1}{T} \int_{t-T}^t x(\tau)^*Px(\tau)d\tau \]

is a Lyapunov function for the periodic linear system (28).

**Proof:** The fact that the two first items are equivalent is obvious. For the third one, the equivalence between 1 and 3 is shown via Parseval Theorem 1. As \( \mathcal{P} \) is a bounded operator on \( \ell^2 \), the function \( V(X) = X^*PX \) is well defined and differentiable a.e. along a trajectory since \( X \) is absolutely continuous. Its derivative is also well defined since \( V(X) = X^*QX \) with \( Q X \in \ell^2 \) for all \( X \in \ell^2 \) (as \( Q \) is a bounded operator; see Property 1 in the appendix). Similarly, for any \( x \in L^2([t-T,t]) \), as \( P(t) \) is absolutely continuous, \( Px \in L^2([t-T,t]) \). Also, the functional \( v(x)(t) \) is well defined for any \( x \in L^2([t-T,t]) \) as well as its derivative since \( Qx \in L^2([t-T,t]) \) for any \( x \in L^2([t-T]) \) as \( Q \in L^\infty([0, T]) \).

Using Parseval Theorem 1, we get the equality:

\[ v(x)(t) = <x, Px >_{L^2([t-T,t])}, \quad \frac{1}{T} \int_{t-T}^t x(\tau)^*Px(\tau)d\tau \]

\[ = V(X)(t), \]
and the derivative leads to:
\[ \dot{v}(x)(t) = -\langle x, Qx \rangle_{L^2([-T,T])}(t) = -X^\star QX = \dot{V}(X)(t). \]
The result follows noticing that: \( x = 0 \) a.e. on \([T-t,T]\) if and only if \( X = 0 \).

**B. Stabilization of harmonic systems**

In this section, useful results concerning state feedback design for harmonic systems are provided. We start by a proposition of practical importance for general harmonic control design which is a consequence of the Coincidence Condition given in Theorem 3.

**Proposition 6 (Static gain):** Let \( X \in H \). If \( U = KX \) with \( K \) a static gain then \( U \in H \) if and only if \( K \) is a block Toeplitz matrix i.e. \( K = T_T(K(t)) \) where \( K(t) \) is a \( T \)-periodic matrix function of class \( L^2_{loc} \).

**Proof:** Let \( U = KX \) with \( K \) a static gain, then the time derivative of the \( k \)-th phasor is given by:
\[ \dot{U}_k = \sum_{p=-\infty}^{+\infty} K_{kp} \dot{X}_p \]
where \( K_{kp} \) are block matrices of \( K \) of appropriate dimensions. If \( U \in H \) then \( \dot{U}_k(t) = e^{-j\omega_k t} \dot{U}_0(t) \) a.e., and it follows that almost everywhere:
\[ \dot{U}_k = \sum_{p=-\infty}^{+\infty} K_{kp} \dot{X}_p = e^{-j\omega_k t} \dot{U}_0(t) \]
\[ \dot{U}_k = e^{-j\omega_k t} \sum_{p=-\infty}^{+\infty} K_{0p} \dot{X}_p = e^{-j\omega_k t} \sum_{p=-\infty}^{+\infty} K_{0p} \dot{X}_{p+k}, \]
since \( \dot{X}_{p+k} = e^{-j\omega_k t} \dot{X}_p \) (The term \( e^{-j\omega_k t} \) acts as a shift operator on the components of \( X \)). In other words, it is necessary that:
\[ K_{kp} = K_{0(p-k)}, \]
and therefore \( K \) is a bloc Toeplitz matrix. The reciprocal is obvious. Notice that \( K(t) \) must be \( T \)-periodic and at least of class \( L^2_{loc} \) so that the Fourier decomposition of the \( K(t)x(t) \) with \( x(t) \) continuous, can be computed and associated with its Fourier decomposition via Riesz-Fischer’s Theorem.

The synthesis of a state feedback in the harmonic domain imposes a bloc Toeplitz structure on the gain matrix \( K \). If this is not the case, the relation between harmonics:
\[ \dot{U}_k(t) = e^{-j\omega_k t} \dot{U}_0(t), \]
is not satisfied and \( U \) is not the sliding Fourier decomposition of any temporal signal \( u \). A naive harmonic control design that does not respect this mandatory condition, leads to erroneous conclusions on closed loop stability in the time domain, even if the closed loop harmonic model is globally asymptotically stable as we have in this case: \( F_T F_T^{-1}(U) = U \).

The following Theorem provides a state feedback control design method for LTP systems with very weak regularity assumptions. It extends available result [35] to more general LTP systems.

**Theorem 6 (Harmonic Riccati equation):** Consider \( T \)-periodic matrix functions \( A \in L^2([0,T]) \), \( B \in L^\infty([0,T]) \) and \( T \)-periodic symmetric positive definite matrix functions of \( L^\infty \) class \( R \) and \( Q \). Assume that there exists a number \( \eta > 0 \) such that the set \( \{ t : |\det(R(t))| < \eta \} \) is of zero measure. Then, \( P \) is the unique \( T \)-periodic symmetric positive definite solution of the periodic Riccati differential equation:
\[ \dot{P}(t) + A^\star(t)P(t) + P(t)A(t) = -P(t)B(t)R^{-1}(t)B(t)\big(t\big)P(t) + Q(t) = 0, \]
if and only if the matrix \( \mathcal{P} = T_T(P) \) is the unique hermitian and positive definite solution of the algebraic Riccati equation:
\[ \mathcal{P}(A - N) + (A - N)^\star \mathcal{P} - \mathcal{P}BR^{-1}(t)B^\star \mathcal{P} + Q = 0, \]
where \( Q = T_T(Q) \) is hermitian positive definite. Moreover, \( \mathcal{P} \) is a bounded operator on \( L^2 \).

**Proof:** By Property 3 given in the appendix, \( R^{-1} \) is defined a.e. and \( R^{-1} = T_T(R^{-1}) \). Following the assumptions made on matrices \( A, B, Q \) and \( R \), it is straightforward to show that the matrix differential equation satisfies Assumption 1. For any \( T > 0 \), by applying the CNS of Theorem 4 on a window of length \( T \) following similar steps as in the proof of Theorem 5, we obtain that if \( P \) is the unique positive definite solution then \( \mathcal{P} \) is the unique solution \( (P \in H) \) of the differential equation:
\[ \dot{\mathcal{P}} + \mathcal{P}(A - N) + (A - N)^\star \mathcal{P} - \mathcal{P}BR^{-1}B^\star \mathcal{P} + Q = 0, \]
with \( \mathcal{P}(0) = \mathcal{F}_T(P)(0) \). It can be noticed that \( \mathcal{P} \) and \( Q \) are necessarily hermitian and positive definite (Proposition 10 given in the appendix).

If now, the length of the sliding window is equal to the period \( T \), then, as \( P, A, B, Q \) and \( R \) are \( T \)-periodic, \( \mathcal{P}, A, B, Q \) and \( R \) are constant and \( \dot{\mathcal{P}} = 0 \). We conclude that \( \mathcal{P} \) is the unique hermitian positive definite solution of the algebraic equation and we have necessarily \( \mathcal{P}(t) = \mathcal{P}(0) = T_T(P)(0) \).

Conversely, since the unique solution of the harmonic algebraic equation is independent of the initial condition (clearly in \( H \) by Corollary 1), if \( P(t) \) is a representative of \( \mathcal{P} \), i.e. \( \mathcal{P} = T_T(P) \), it is unique. Moreover, as Theorem 4 states that this representative satisfies the periodic Riccati differential equation, \( P(t) \) is absolutely continuous. Hence, \( \mathcal{P} \) is a bounded operator on \( L^2 \) (Property 1 given in the appendix).

**Corollary 4:** The following are equivalent:
1. the function \( V(X) = X^\star \mathcal{P} X \) is a Lyapunov function for the harmonic system in closed loop \( (U = -KX, K = R^{-1}B^\star \mathcal{P} \) a block Toeplitz matrix):
\[ \dot{X} = (A - BK - N)X, \]
2. the function \( v(x) = x^\star Px \) is a Lyapunov function for the \( T \)-periodic linear system in closed loop \( (u = -K(t)x, x(0) = x_0) \) with \( K(t) = R^{-1}(t)B^\star(t)P(t) \):
\[ \dot{x} = (A(t) - B(t)K(t))x, \]
3. the functional
\[ v(x)(t) = \langle x, PX \rangle_{L^2([-T,T])}(t) \]

\[ = \frac{1}{T} \int_{-T}^{T} x(\tau)P(\tau)x(\tau) d\tau, \]
is a Lyapunov function for the \( T \)-periodic linear system in closed loop (\( u = -K(t)x \) with \( K(t) = R^{-1}(t)B'(t)P(t) \)).

Proof: First, as it is required by Proposition 6 and using Property 2 given in the appendix, it can be noticed that the static gain \( K = R^{-1}B'P \) is guaranteed to be always block Toeplitz. The remaining part of the proof follows similar steps as in the proof of Corollary 3.

C. Stabilization of bilinear affine systems with periodic exogenous inputs

This subsection is dedicated to the design of stabilizing state feedback control for bilinear affine systems described by (24) or equivalently by their harmonic model (25). For these systems and for a given period \( T \), the set of harmonic equilibrium points can be defined by:

\[
\mathcal{E}_T = \{(X^c, S^c, W^c) \mid 0 = (A(S^c) - N)X^c + B(S^c)W^c\}.
\]

Note that all these equilibrium points are well defined in \( H \) following the same reasoning of Corollary 1.

Proposition 7: Assume that \( w \) is a \( T \)-periodic function of class \( L^2 \). For any equilibrium point \((X^c, S^c, W^c) \in \mathcal{E}_T \) of system (25) such that the matrix \((A(S^c) - N)\) is Hurwitz, the state feedback control law:

\[
S(t) = S^c - \Gamma G^*(\mathcal{X}(t))P(X(t) - X^c),
\]

stabilizes globally and asymptotically the harmonic system (25) towards \( X^c \) with:

- \( \Gamma = T_T(\gamma) > 0 \) for a given \( T \)-periodic symmetric positive definite and \( L^\infty \) function \( \gamma \),
- \( G(\mathcal{X}(t)) = A_{dep} P(x(t)) + B_{dep} W \) with \( \mathcal{X}(t) = T_T(x(t)) \), \( W = T_T(w) \),
- \( P \) the hermitian positive definite solution of the Lyapunov equation:

\[
(A(S^c) - N)^*P + P(A(S^c) - N) + Q = 0, \tag{32}
\]

with \( Q = T_T(Q) \) for a given \( T \)-periodic symmetric positive definite and \( L^\infty \) function \( Q \).

Moreover, the state feedback control:

\[
s(t) = s^c(t) - \gamma(t)g(x(t))P(t)(x(t) - x^c(t)), \tag{33}
\]

where \( g(x(t)) = A_{dep}x(t) + B_{dep}w(t) \), stabilizes globally and asymptotically the bilinear affine system (24) towards the \( T \)-periodic trajectory \( x^c(t) = T_T^{-1}(X^c) \).

Proof: For a constant input \( W \) and an harmonic equilibrium defined by:

\[
0 = (A(S^c) - N)X^c + B(S^c)W;
\]

the harmonic model (25) can be rewritten as:

\[
\dot{X}(t) = (A(S^c) - N)(X(t) - X^c) + (A(S(t)) - A(S^c))X(t) + (B(S(t)) - B(S^c))W^c. \tag{34}
\]

It can be noticed that

\[
(A(S(t)) - A(S^c))X(t) = A_{dep}\mathcal{X}(t)(S(t) - S^c),
\]

where \( \mathcal{X}(t) = T_T(x(t)) \) since

\[
A(s(t))x(t) - A(s^c(t))x(t) = (A_{ind} + s(t)A_{dep})x(t) - (s^c(t)A_{dep})x(t) = A_{dep}x(t)(s(t) - s^c(t)),
\]

by sliding Fourier decomposition leads to the result (see Property 2 given in the appendix). For \((B(S(t)) - B(S^c))W^c\), using similar steps as before, we have:

\[
(B(S(t)) - B(S^c))W^c = B_{dep} W(S(t) - S^c),
\]

where \( W = T_T(w) \).

Therefore, equation (34) can be rewritten as:

\[
\dot{X} = (A(S^c) - N)(X(t) - X^c) + G(\mathcal{X}(t))(S(t) - S^c) \tag{35}
\]

with \( G(\mathcal{X}(t)) = A_{dep}\mathcal{X}(t) + B_{dep} W \). As \((A(S^c) - N)\) is assumed to be Hurwitz, there exists a hermitian positive definite matrix \( P \) solution of the harmonic Lyapunov equation:

\[
(A(S^c) - N)^*P + P(A(S^c) - N) + Q = 0,
\]

for any \( Q = T_T(Q) \) defined by a \( T \)-periodic symmetric positive definite and \( L^\infty \) function \( Q \).

Consider the state feedback law:

\[
S(t) = S^c - \Gamma G^*(\mathcal{X}(t))P(X(t) - X^c),
\]

where \( \Gamma = T_T(\gamma) \) is defined by a \( T \)-periodic symmetric positive definite and \( L^\infty \) function \( \gamma \), it is straightforward to prove that:

\[
V(X - X^c) = (X - X^c)^*P(X - X^c),
\]

is a Lyapunov function for (35). Indeed, the time derivative of \( V \) along the system trajectories satisfies:

\[
\dot{V}(X - X^c) = -(X - X^c)^*Q(X - X^c) - \cdots - (X - X^c)^*P G(\mathcal{X}(t)) G^*(\mathcal{X}(t)) P (X - X^c) < 0, \text{ if } X \neq X^c
\]

Therefore, one concludes that the functional \( v(x - x^c) \) is a Lyapunov function (item 3, Corollary 3) for the bilinear affine system (24) with

\[
s(t) = s^c(t) - \gamma(t)g(x(t))P(t)(x(t) - x^c(t)),
\]

and where \( g(x(t)) = A_{dep}x(t) + B_{dep}w(t) \). In other words, the state feedback law \( s(t) \) stabilizes globally and asymptotically the bilinear affine system (24) towards the \( T \)-periodic trajectory \( x^c(t) \) with \( x^c = T_T^{-1}(X^c) \).

D. Stabilization of bilinear affine systems with periodic exogenous inputs and disturbances

Exogenous disturbances lead to deviations from the nominal operating point or to undesirable behaviours on the controlled variables. Forwarding control technics as in [3], [4], based on internal model principle [10], are efficient to prevent these drawbacks. In this subsection, we show how the results of these papers can be used to extend forwarding control technics to \( T \)-periodic systems by considering the harmonic model.
rather than the time domain one. To this end, we introduce an augmented state \((X, Z)\) whose dynamics is given by:

\[
\dot{X}(t) = (A - N)(X(t) - X^c) + \mathcal{G}(X(t))(S(t) - S^c) \tag{36}
\]

\[
\dot{Z}(t) = (O - N)Z(t) + \mathcal{L}C(X(t) - X^c). \tag{37}
\]

Note that the first equation corresponds to equation (34) with \(A = \mathcal{A}(S^c)\) and it describes a bilinear affine system (24). For the second equation, we assume that there exist respectively a \(T\)-periodic and \(L^\infty\) representative \(L\) and \(C\) for \(\mathcal{L}\) and \(\mathcal{C}\) as well as a \(T\)-periodic skew symmetric and \(L^2\) matrix function \(O(t)\) such that \(O = T_T(O)\) is skew hermitian i.e. \(-O = O^*\).

Now, let us show that equation (37) allows to incorporate in the design integral actions or oscillators in order to reject undesirable harmonics. For example, if \(O(t)\) takes the form:

\[
O(t) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -k\omega \\ k\omega & 0 & 0 \end{pmatrix}
\]

and \((y_1, y_2, 0)' = L(t)C(t)(x - x^c)\) then, an integral action is introduced with input \(y_1\) on the first line and an oscillator with input \(y_2\) on the second line. The aim of this oscillator is to reject an exogenous constant disturbance that acts on the harmonic model and disturbs the \(k\)-th phasor of \(y_2\) (see [4]).

**Proposition 8 (Forwarding control):** The state feedback control law:

\[
S(t) = S^c - \eta \mathcal{G}(X(t))^*[P(X(t) - X^c) - \cdots - M^*(Z(t) - M(X(t) - X^c))]\]

where \(\eta > 0\), \(P\) determined as in Proposition 7 and \(M\) satisfies the harmonic Sylvester equation:

\[
(O - N)M - M(A - N) + \mathcal{L}C = 0 \tag{38}
\]

stabilizes globally and asymptotically the equilibrium \(X^c\) of (36)-(37).

**Proof:** First, notice that an equivalence between the solution of the harmonic Sylvester differential equation and its time \(T\)-periodic version can be proved using similar steps as in the proof of Theorem 5. Let \(\tilde{X} = (X - X^c)\), and consider the Lyapunov function candidate defined by:

\[V(\tilde{X}, Z) = \tilde{X}^*P\tilde{X} + (Z - M\tilde{X})^*(Z - M\tilde{X}).\]

Then, the derivative of \(V\) along the trajectories leads to:

\[\dot{V}(\tilde{X}, Z) = -\tilde{X}^*Q\tilde{X} + 2\tilde{X}^*P\mathcal{G}(X)\tilde{S} + \cdots -2(Z - M\tilde{X})^*((O - N)Z + \cdots \mathcal{L}C\tilde{X} - M((A - N)\tilde{X} + \mathcal{G}(X)\tilde{S})).\]

where \(\tilde{S} = (S - S^c)\). Using the relation \((O - N)M - M(A - N) + \mathcal{L}C = 0\), we have:

\[\dot{V}(\tilde{X}) = -\tilde{X}^*Q\tilde{X} + \cdots -2(\tilde{X}^*P\mathcal{G}(X) - (Z - M\tilde{X})^*M\mathcal{G}(X))\tilde{S} + \cdots -2(Z - M\tilde{X})^*(O - N)(Z - M\tilde{X}).\]

As \((O - N)^* = -(O - N)\), one gets for any \(Y\), \(Y^*(O - N)Y = 0\), and the derivative reduces to:

\[\dot{V}(\tilde{X}, Z) = -\tilde{X}^*Q\tilde{X} + 2(\tilde{X}^*[P - (Z - M\tilde{X})^*M]G(X))\dot{S}.\]

Taking

\[\dot{S} = -\eta G(X)^*[P \tilde{X} - M^*(Z - M\tilde{X})]\]

for any \(\eta > 0\) yields the result:

\[\dot{V}(\tilde{X}, Z) = -\tilde{X}^*Q\tilde{X} - \frac{1}{\eta}S^*\dot{S} < 0, \ \tilde{X} \neq 0.\]

Moreover, as \(\dot{V} = 0\) implies \(\tilde{X} = 0\), it follows that \(V(0, Z) = Z^*Z\) is constant and we conclude that \(Z\) is bounded and that \(V(\tilde{X}, Z)\) is a weak Lyapunov function.

The following corollary follows easily.

**Corollary 5:** The state feedback control law:

\[s(t) = s^c(t) - \eta g(x(t))'(P(t)\tilde{x}(t) - \cdots - M(t)\tilde{z}(t))\]

with \(\tilde{x}(t) = x(t) - x^c(t), g(x(t)) = A_{dep}x(t) + B_{dep}w(t)\) and where \(P(t)\) and \(M(t)\) are respectively the representative of \(P = T_T(P)\) and \(M = T_T(M)\) (see Proposition 8) stabilizes globally and asymptotically the system:

\[\dot{x}(t) = A(s(t))x(t) + B(s(t))w(t)\]

\[\dot{z}(t) = O(t)z(t) + L(t)C(t)\tilde{x}(t)\]

towards the \(T\)-periodic trajectory \(x^c(t) = F_T^{-1}(X^c)(t)\).

**Proof:** The proof is established invoking Theorem 4.

The following proposition is of particular interest when saturations occur.

**Proposition 9:** If the control domain is restricted to a closed set \(S_c\) and if the \(T\)-periodic trajectory \(s^c\) belongs to the interior of \(S_c\), the saturation function

\[sat(s(t)) = s^c(t) + \alpha(t)(s(t) - s^c(t))\]

where \(\alpha(t) = \max\{0 \leq \alpha \leq 1 : s^c(t) + \alpha s(t) \in S_c\}\), does not modify the stability property of the control law of Corollary 5.

**Proof:** If the \(T\)-periodic trajectory \(s^c\) belongs to the interior of \(S_c\), there always exists, at any time \(t\), an unique strictly positive \(\alpha(t)\) such that \(\alpha(t) = \max\{0 \leq \alpha \leq 1 : s^c(t) + \alpha s(t) \in S_c\}\). Let us consider the positive definite functional (as in Corollary 3):

\[w(x, z)(t) = \langle \dot{x}, P\dot{x} \rangle_{L^2([t-T,t])} + \langle \dot{z}, M\dot{z} \rangle_{L^2([t-T,t])}\]

where \(\dot{x} = x - x^c\). When the feedback law (39) is saturated as in (40), the derivative along the trajectories is given by:

\[\dot{w}(x, z)(t) = -\langle \dot{x}, Q\dot{x} \rangle_{L^2([t-T,t])} + \langle \dot{z}, M'\dot{z} \rangle_{L^2([t-T,t])}\]

As \(\alpha(t) > 0\), the result follows.
VI. APPLICATION TO A SINGLE-PHASE RECTIFIER BRIDGE

In this part, we consider a single-phase rectifier bridge (see Fig.6) whose primary objective is to supply a near constant voltage \( v_{dc} \) to a given resistive load from an AC voltage source \( v_{in} \). In the sequel, \( i \) refers to the current and \( s \) to the control variable. Considering a resistive load, \( i_{dc} = \frac{v_{dc}}{R} \), leads to the following states equations:

\[
\begin{bmatrix}
i(t) \\
v_{dc}(t)
\end{bmatrix} = \begin{bmatrix}
-\frac{R}{L} & -\frac{1}{L} \\
\frac{1}{C}
\end{bmatrix} \begin{bmatrix}
i(t) \\
v_{dc}(t)
\end{bmatrix} + \begin{bmatrix}1 \\
0
\end{bmatrix} v_{in}(t)
\]

It is assumed that the nominal input voltage is known and given by: \( v_{in} = 100s\sin(\omega t) \) with \( \omega = 2\pi f \) and \( f = 50\text{Hz} \). The parameters for the converter are the following: \( R = 1\text{m}\Omega \), \( L = 1\text{mH} \), \( C = 4\text{mF} \) and \( R_L = 10\Omega \). It is obvious that this system is a switched affine system for which the control design problem can be formulated as a control problem with continuous variables invoking density arguments; see [5] for example. Thus, we assume in the sequel that the control \( s \) takes its values in the set \([-1, 1]\) instead of the discrete set \([-1, 1]\). Moreover, the harmonic model can be established as follows (modulo a permutation matrix):

\[
\begin{bmatrix}
I(t) \\
v_{dc}(t)
\end{bmatrix} = \begin{bmatrix}
-\frac{R}{L} & -\frac{1}{L} \\
\frac{1}{C}
\end{bmatrix} \begin{bmatrix}
i(t) \\
v_{dc}(t)
\end{bmatrix} + \begin{bmatrix}1 \\
0
\end{bmatrix} v_{in}(t)
\]

where \( S = T(s) \), \( I = F_T(i) \), \( V_{in} = F_{T'}(v_{in}) \), \( V_{dc} = F_{T'}(v_{dc}) \), \( T = F_T(I) \) is the infinite dimensional identity matrix and \( Z \) is the infinite dimensional zero matrix.

The control objective is twofold: reduce the signals harmonic content and ensure a \( T \)-periodic steady state with:

• the mean value of \( v_{dc} \) around \( v_{ref} = 200 \text{ volts} \) with values within the band \( \pm 10\% \),

• the power factor maximized which occurs when the phase signal \( v_{in} \) and \( i \) is minimized.

Regarding harmonic content reduction, it is an important objective from the practical point of view. It allows to avoid harmonic pollution of the electrical network from which the input voltage is derived.

A. \( T \)-periodic equilibrium determination

The first task is to determine an equilibrium (\( V^e_c, I^e, S^e \)) for the harmonic model that satisfies the control objectives. This is done by defining a criterion with a weighting sum of the following quantities:

1. \( |V^e_{dc} - v^e_{ref}|^2 \approx 0 \) to satisfy the objective on the DC component of the voltage.
2. \( \sum_{|k| \geq 1} |I^e_k|^2 \) which has to be sufficiently small in order to reduce the harmonic content of the voltage.
3. \( \sum_{|k| \geq 1} |I^e_k|^2 \) which has to be sufficiently small in order to reduce harmonic content of the current.
4. \( \sum_{|k| \geq 1} \text{Re}(I^e_k)^2 \approx 0 \) to force \( v_{in} \) and \( i \) to be in phase \((v_{in} \text{ is an odd function which means that } \text{Re}(v_{in}) = 0)\).

Notice that as the signals have to be real, the relation \( X_{-k} = X_k \) must be satisfied and a substitution can be made for harmonics of negative subscript to simplify the problem. As a consequence, the determination of the equilibrium is carried out using the following objective function:

\[
J^* = \min_S \left( w_0 |V^e_{dc} - v^e_{ref}|^2 + w_1 \sum_{k \geq 1} |V^e_{dc_k}|^2 + ... \\
w_2 \sum_{|k| \geq 0} |\text{Re}(I^e_k)|^2 + w_3 \sum_{k \geq 2} |I^e_k|^2 \right)
\]

where \( I^e \) and \( V^e \) are determined for a given \( S \) by the equilibrium equation:

\[
\begin{bmatrix}
I^e \\
V^e_{dc}
\end{bmatrix} = \begin{bmatrix}
-\frac{R}{L} & -\frac{1}{L} \\
\frac{1}{C}
\end{bmatrix} \begin{bmatrix}
i^e \\
v^e_{dc}
\end{bmatrix} + \begin{bmatrix}1 \\
0
\end{bmatrix} \frac{V^e_{in}}{S}
\]

This nonlinear least squares problem can be easily solved for any weighting matrix \( W = [w_0, w_1, w_2, w_3] \) using ad hoc solver.

B. State feedback control

Once the equilibrium is determined, the control law given in Proposition 7 can be used to stabilize asymptotically the closed loop system. In practice, a truncation is necessary on the maximum order \( h_{max} \) of the harmonics to be taken into account. A detailed analysis of the approximation introduced by this truncation is out of the scope of this paper. Further developments are necessary to address this very challenging problem. For simulation purposes, a truncation corresponding to \( h_{max} = 5 \) is considered as being satisfactory for this example. Indeed, higher orders do not modify or improve the obtained simulation results.

We choose a weighing matrix \( W = [w_0, w_1, w_2, w_3] = [10^2, 1, 10^3, 1] \). The matrix \( Q(t) \) involved in the Lyapunov equation (32) is taken constant:\( Q(t) = \text{diag}(Q_1, Q_2) \) with \( Q_1 \approx Id_n \) for the current part and \( Q_2 = \frac{1}{10^3} Id_n \) for the voltage part. Finally, \( \gamma(t) \) (see (33)) is taken constant and equal to \( 10^{-3} \).

Figure 7 shows respectively the current \( i \), the output voltage \( v_{dc} \) and the control \( s \) for a startup of the converter from zero initial conditions. As it can be observed and as expected, all these variables converge to the equilibrium \( i^e, v^e \) and \( s^e \) determined by solving the previous nonlinear optimization problem. The power factor is maximized and the output voltage meets the objective in mean value \( v_{dc} = 200 \text{ volts} \pm 10\% \). Moreover, the harmonic content of both current and voltage is reduced. It can be observed that, after starting the converter, the control is saturated to 1. As it is proved in Corollary 9, this saturation does not affect the stability property.
C. Perturbed system and Integral actions

In this section, two types of $T$-periodic disturbances are considered: an input disturbance $V_{in_p}$ on $V_{in}$ and a load current disturbance $I_p$. The harmonic model is now described by the following equations:

$$
\begin{bmatrix}
I'(t) \\
V_{dc}(t)
\end{bmatrix} = \begin{bmatrix}
-\frac{L}{V} \mathcal{I} - N' \\
\frac{1}{R_c C} S(t) - N
\end{bmatrix} \begin{bmatrix}
I(t) \\
V_{dc}(t)
\end{bmatrix} + \cdots
\begin{bmatrix}
\frac{1}{V} \mathcal{I} \\
\mathcal{Z}
\end{bmatrix} \begin{bmatrix}
V_{in} + V_{in_p} \\
I_p
\end{bmatrix}.
$$

In order to preserve the control objectives against these disturbances, integral actions can be considered in the control design provided that augmented system remains stabilizable. Hence, the choices and the number of these integral actions are constrained. To preserve the mean value of the output voltage, we add an integral action on the dc component of output voltage $V_{dc}$. To force the current to be in phase with the input voltage in order to maximize the power factor, a second integral action is introduced (recall that $V_{in}$ is assumed to be an odd function, the integral action forces the real part of the first harmonic ($I_1 - I_1'$) to zero). As a result, these integral actions are taken into account by considering the new variable $Z = (Z_1, Z_2)$ whose dynamics is given by:

$$
\dot{Z} = -N Z + \left( \begin{array}{cc}
\mathcal{L}_1 C_1 \\
\mathcal{L}_2 C_2
\end{array} \right) (X - X^s)
$$

with $C_1 = [\mathcal{Z} \mathcal{I}]$, $C_2 = [\mathcal{I} \mathcal{Z}]$, $L_1 = T_T(\gamma_1)$ and :

$$
\mathcal{L}_2 = \gamma_2 
\begin{bmatrix}
0 & 1 & 0 & \cdots \\
\cdots & 1 & 0 & 1 \\
0 & 1 & 0 & \cdots \\
& \cdots & \cdots & \cdots
\end{bmatrix}
= T_T(\gamma_2 \cos(\omega t))
$$

and where $\gamma_1 > 0$ and $\gamma_2 > 0$ are constant gains to be tuned. The above equation corresponds to equation (37) with $O$ identically equals to zero.

Applying the forwarding control design proposed in Corollary 5, a controller is obtained with $\gamma_1 = 200$ and $\gamma_2 = 100$. The state feedback is then given by:

$$
s(t) = \text{sat}(s^e(t) - \eta_1 g(x)' P(t) \hat{x} - \cdots \\
\eta_2 g(x)' M(t)'(z - M(t) \hat{x})),
$$

where $\hat{x}(t) = x(t) - x^s(t)$ and where the saturation function is defined by:

$$
\text{sat}(s) = \begin{cases}
1 & \text{if } s > 1 \\
-1 & \text{if } s < -1 \\
s & \text{otherwise}
\end{cases}
$$

The matrix $P(t)$ is the same as in the previous section and $M(t)$ is provided by the Sylvester equation (38). The matrix $g(x)$ is given by: $g(x) = \begin{pmatrix} 0 & -\frac{1}{C} \\ \frac{1}{L} & 0 \end{pmatrix}$. Finally, the tuning parameters $\eta_1$ and $\eta_2$ are chosen to be equal to $\eta_1 = 10^{-7}$, $\eta_2 = 2.10^{-9}$.

For simulation purpose, we introduce the following disturbances at time $t = 0.04$:

- the input voltage $V_{in}(t) = 100\sin(\omega t)$ is perturbed by $V_{in_p}(t) = 10\sin(3\omega t) + 20\sin(4\omega t)$,
- the load current is perturbed by adding 2th and 4th order harmonics: $i_{per}(t) = 20\cos(2\omega t) - 20\sin(4\omega t)$. This introduces harmonic current disturbances on the odd harmonics.

Figure 8 shows the effect of these disturbances when no integral action is introduced. As it can be seen, the voltage is clearly out of its nominal reference while the current is also out of phase with respect to $V_{in}$.

Now, if we consider the two integral actions, the control objectives are satisfied as shown in Figure 9 where we also see that the current harmonic content (blue curve) is not satisfactory.

We decided to add two additional integral actions on the phasors $I_3$ and $I_5$ of $I$ by defining the new variable $Z =
In this paper, a one-to-one correspondence has been established between signals \( x \in L^2_{loc} \) and their sliding Fourier decomposition \( X \in H \) through Theorem 3 and Proposition 3. Appropriate formulas have been provided to reconstruct a signal from its phasors (Proposition 1). The consequence of these first important results is the proof of a strict equivalence between the Carathéodory’s solutions of general nonlinear dynamical systems and their harmonic versions (Theorem 4). This equivalence is another very important result with a major impact. We illustrated this impact by deriving new interpretations of Lyapunov and Riccati harmonic equations for fairly general LTP systems without invoking the Floquet’s Theorem. We also demonstrated the benefit of these results from a practical point of view as the design part of this paper covers several classes of systems including bilinear affine systems with application to power converters. With the contributions of this paper, one is able to design globally and asymptotically stable feedback control laws in the harmonic domain, including integral actions on the phasors and obtain the time domain version of these control laws which are of great help in practice. The results have been illustrated on a realistic model of a single-phase rectifier bridge subject to periodic exogenous inputs. This example shows clearly that the equilibrium and the control design can be seriously simplified in the harmonic domain using the theory presented in this paper to provide stabilizing control strategies with
harmonic disturbances rejection. This paper leaves open some challenging questions such as the order of the truncation and the robustness with respect to parameter variations and to the period $T$. This will be addressed in future works.

VIII. APPENDIX

This appendix recalls properties used in this paper and borrowed from Toeplitz (Laurent) decomposition Part V p.p. 562-573 of [13]. By convention, the components of $X$ are stored in decreasing order: $X = (\cdots, X_{-1}, X_0, X_1, \cdots)'$.

Definition 6: For any matrix function $A \in L_{loc}^1(\mathbb{R}, \mathbb{C}^{n \times m})$, we denote: $\mathcal{A}(t) = T_T(A)(t)$ the Toeplitz matrix of infinite dimension defined by

$$
\mathcal{A}(t) = T_T(A)(t) = \begin{bmatrix}
\lambda_0 & \lambda_1 & \lambda_2 & \cdots \\
\lambda_1 & \lambda_0 & \lambda_1 & \cdots \\
\vdots & \vdots & \ddots & \ddots \\
\lambda_2 & \lambda_1 & \lambda_0 & \cdots \\
\cdots & \cdots & \cdots & \cdots
\end{bmatrix},
$$

where

$$
\lambda_k(t) = \frac{1}{T} \int_{t-T}^{t} A(\tau) e^{-j\omega t} d\tau.
$$

If $A \in L_{loc}^1(\mathbb{R}, \mathbb{C}^{n \times m})$ then $T_T(A)(t)$ is an operator of $\ell^2$ in $\ell^2$, for any fixed $t$ (not necessarily bounded).

Property 1: For any fixed $t$, $T_T(A)(t)$ is bounded on $\ell^2$ (i.e. $\sup_{X} \frac{|T_T(A)(t)X|_2}{|X|_2} < +\infty$) if and only if $A \in L_{loc}^\infty(\mathbb{R}, \mathbb{C}^{n \times m})$.

The following proposition is useful for the computation of sliding Fourier decomposition of any polynomial system.

Property 2: For any scalar function $\lambda$ and any $n$-dimensional vector function $x$ such as $\lambda$, $x$, and $\lambda x$ admit a Fourier decomposition, we have:

$$
\mathcal{F}_T(\lambda x) = (\mathcal{F}_T(\lambda) \otimes I_{d_n}) X,
$$

where $\otimes$ is the kronecker product, $I_{d_n}$ is the $n$-dimensional identity matrix and $X = \mathcal{F}_T(x)$.

For any matrix function $A$ and vector function $x$ such as $x$, $A$ and $Ax$ admit a Fourier decomposition, we have:

$$
\mathcal{F}_T(Ax) = \mathcal{A} X,
$$

with $\mathcal{A} = T_T(A)$ and $X = \mathcal{F}_T(x)$.

For all $A$ and $B$ matrix functions of appropriate dimensions such as $A$, $B$ and $AB$ admit a Sliding Fourier decomposition, we have:

$$
T_T(AB) = T_T(A)T_T(B) = \mathcal{A} \mathcal{B}.
$$

Note that the last property implies that the product of two Toeplitz matrices is Toeplitz, which is not the case in finite dimension.

Property 3 (Inverse of square block Toeplitz matrix): For any matrix function $A$ in $L_{loc}^\infty$, $T_T(A)$ is invertible if there is $\gamma > 0$ such that the set $\{ t : |\det(A(t))| < \gamma \}$ has measure zero. The inverse $T_T(A)$ is determined by $T_T(A^{-1})$.

Proposition 10: Let $A \in L_{loc}^2$ be a matrix function with real values.

1) $A$ is $T$-periodic if and only if $A = T_T(A)$ is constant
2) $A(t) = A(t)'$ a.e. if and only if $A$ is hermitian.

3) Assume that $A \in L_{loc}^\infty$. Then, $A(t) > 0$ a.e. if and only if $A$ is positive definite.

Proof: Point 1 is obvious. For point 2: as the following relationship is satisfied when $A$ is a real-valued matrix function: $T_T(A')(t) = A^*(t)$, we can conclude that $A(t) = A(t)'$ a.e. implies that the matrix $A = T_T(A)$ is hermitian and reciprocally. For point 3: by generalized Hölder’s inequality if $A \in L_{loc}^\infty$ then $Ax \in L^2([t-T, t])$ for any $x \in L^2([t-T, t])$. Thus, Parseval’s Theorem 1 implies:

$$
< x, Ax>_{L^2([t-T, t])} = \frac{1}{T} \int_{t-T}^{t} x(\tau) A(\tau) x(\tau) d\tau = X^*(t) A(t) X(t),
$$

with $X = \mathcal{F}_T(x)$. Note that the assumption $A \in L_{loc}^\infty$ implies that $A(t)$ is a bounded operator on $\ell^2$ by property 1. For any $t$ and any $x \in L^2([t-T, t])$, if $A(t) > 0$ a.e., the integral in (44) is zero if and only if $x$ is equal to zero almost everywhere which implies that $X^*(t) A(t) X(t) = 0$ if and only if $X(t) = 0$ and thus that for any $t$, $A(t) > 0$. Conversely, if $A$ is positive definite then, for any $t$, the integral in (44) is strictly positive for any $x \in L^2([t-T, t])$ such that $x \neq 0$ a.e. on $[t-T, t]$ which implies necessarily that $A(t) > 0$ a.e.
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