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ABSTRACT

Horizontal price agreements can fall within the scope of exemptions to antitrust competition if they are expected to create pro-consumer benefits. Inspired by such horizontal agreements, we introduce a cooperative game in which a set of transport operators can collectively decide at what price to offer sustainable urban mobility services to a pool of travelers. The travelers choose amongst the mobility services according to a multinomial logit model, and the operators aim at maximizing their joint profit under a constant market share constraint. After showing that various well-known allocation rules (i.e., proportional rules and the Shapley value) do not always generate core allocations, we present a core-guaranteeing allocation rule, the market share exchange rule. This rule first allocates to each transport operator the profit he or she generates under collaboration, and then subsequently compensates those transport operators that lose part of their market share, which is paid by the ones that receive some extra market share. This exchange of market share is facilitated by a unique price, which can be expressed as the additional return by cooperating per unit of market share. Finally, we show that, under some natural conditions, the market share exchange rule still sustains the collaboration when the transport operators need to pay back part of the joint profit to society.

© 2022 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

More and more innovative transport solutions, such as e-bikes and e-scooters, are popping up in our urban streets. Together with other shared, small, and light emission-free vehicles, these solutions are known collectively as micromobility. Micromobility can help cities and service providers to address unsolved transportation challenges related to urban congestion and pollution (Abduljabbar, Liyanage, & Dia, 2021). Though micromobility have increased in popularity in major cities, many startups still suffer from profitability issues (Fearnley, 2020). Collaboration between these startups has been acknowledged as an important factor to unlock the sustainable benefits of micromobility (Møller & Simlett, 2020).

While various forms of collaboration (e.g., strategic alliances or public private partnerships) are, in theory, possible, creating functioning collaborations remains hard in practice. Indeed, following Article 101 of the Treaty on the Functioning of the European Union (TFEU), horizontal agreements between competitors (e.g., micromobility startups) are usually perceived as anti-competitive and are heavily fined under the national laws of the EU Members States. Article 101 however permits some exceptions. For instance, horizontal agreements may qualify for exemption if they create sufficient pro-consumer benefits that outweigh the anti-competitive effects (Article 101(3), TFEU). Besides, they should not eliminate the competition in the relevant market, implying that participants should have a small market share and their combined market share should not exceed a specified limit (e.g., 20\% in the Netherlands). A recent example of such an exemption stems from the Webtaxi case in Luxembourg, where the competition authority allowed various taxi companies to use a pricing algorithm to determine their taxi prices. While it was acknowledged that the joint use of such an algorithm constituted a situation of price fixing (i.e., a price agreement between competitors), it was decided that the agreement could be exempted since they expected huge pro-consumer benefits, mainly less waiting time, and lower prices, as well as more rides for drivers (Bostoen, 2018). At the same time, the combined market shares of the taxi operators would remain far below the threshold set by the Luxembourg authorities.

Similar to the horizontal agreement in the taxi sector, micromobility startups in major cities such as Paris, London or Amsterdam could also decide to bundle their forces and set prices of their mobility services collectively. Such an initiative could also qualify for an antitrust exemption, since it helps mobility startups
with their profitability issues, which is so crucial for the continuation and embedding of environmental friendly mobility solutions in our society. Indeed, many environmental friendly startups struggle a lot with their costs before their low or zero-carbon products can compete on price. Allowing them to collaborate can help overcome these issues and facilitate a better competition with the others solutions offered in the market. However, according to Article 101 (TFEU), such an initiative is only allowed if the combined market share does not exceed a specified limit. To fall within this requirement, the mobility startups could decide to set new prices, while keeping the combined market share stable. Basically, this boils down to a setting where some startups are losing market share, some others are winning market where, but where the overall joint profit (i.e., the sum of the profits of all startups) is increasing. To sustain such form of collaboration, it is important that the losing startups are financially compensated by the winning startups. This can be facilitated by (the development of) an allocation rule, which identifies how to properly distribute the overall joint profit amongst the mobility startups.

Inspired by this joint profit (re)allocation problem, we study a setting in which a set of transport operators (e.g., micromobility startups) can collaborate and decide at what price to offer sustainable urban mobility solutions (e.g., electric scooters or bikes) to a pool of travelers. To better reflect the decisions of these travelers, we assume that they choose among the services offered according to a multinomial logit model, one of the most widely-used disaggregated demand model (Ben-Akiva & Bierlaire, 2003). By considering a choice model on the demand side, our setting involves pricing decisions that better capture the supply-demand interactions between the operators objective of maximizing their expected revenue and the travelers objective of maximizing the expected utility (Sumida, Gallego, & Abbas, 2020). To be in line with the conditions associated with the horizon agreement exemptions, we assume that the transport operators set their prices in such a way that the total joint profit is maximized and their total market share remains constant, and as such remains below the authorized limit. We then formulate a cooperative game for this setting, the transport choice (TC) game, and introduce various intuitive allocation rules. We study to which extent these allocation rules produce core allocations, i.e., allocations that sustain the collaboration because they give no reason for any transport operator, nor group of operators, to break from the collaboration. We show that intuitive proportional rules as well as the well-known Shapley value produce allocations that do not always belong to the core (i.e., these allocations can not sustain the collaboration). We also study a market share exchange allocation rule. This rule first allocates to each transport operator the profit it generates under collaboration. Subsequently, the rule compensates those transport operators that lose part of their market share, which is paid by the ones that receive some extra market share. This exchange of market share is facilitated by a unique price, which can be expressed as the additional return by cooperating per unit of market share. We prove that the allocations of this allocation rule always belong to the core. Finally, we study a setting where the transport operators need to pay back part of the joint profit to society. We show that, under some natural conditions, the allocations of the market share exchange allocation rule are still in the core.

The rest of the paper is organized as follows. Section 2 provides an overview of the main advancements in the two main disciplines related to this paper: choice-based pricing and cooperative game theory. In Section 3, we introduce preliminaries on discrete choice theory and cooperative game theory. Transport choice situations are introduced in Section 4. The associated transport choice game is introduced in Section 5. We study allocation rules for our game in Section 6. Then in Section 7 we study an extended TC game, where players need to pay back part of the joint profit to society. We conclude this paper with final remarks in Section 8. While complete proofs of lemmas and theorems are relegated to Appendix A, a sketch of proof is given in the main text for the theorems that constitute our main results.

2. Related literature

The determination of optimal prices for different services (or products) is an essential component of operations management (Sun, Hupman, & Abbas, 2016). This is also a delicate task in many organization, as it affects corporate profitability and market competitiveness. The higher the service price, the better the company can cover its costs and generate a profit, but the higher the service price the least attractive the service becomes for the customers (Tawfik & Limbourg, 2018). This is especially true when newly competitive markets are emerging, which has happened in the transport sector in recent years. As a result of their practical significance, pricing problems have attracted a lot of attention in many fields, including transportation (Arbib, Pinar, & Tonelli, 2020; Azadian & Murat, 2018; Zhong, Jiang, & Nielsen, 2021).

Most (if not all) pricing problems require demand data as input. In many pricing problems, aggregate representations of demand are used. This aggregate modeling approach is not able to capture the causal relationship between the pricing decisions and the individual customer purchase decisions. To better represent the supply-demand interactions, dis-aggregate demand models have been integrating within pricing problems. The state-of-the-art for the modeling of dis-aggregate demand relies on Discrete-Choice modeling (DCM) (Bierlaire & Lukkin, 2017). Pricing models are usually referred to as choice-based pricing if customer’s choice behavior is modeled using DCM. These models are mathematically complex since they are nonlinear and non-convex in prices. Still, as discussed in the next section, the operations research community put remarkable efforts in solving these models because they better reflect the trade-off between the business objective of maximizing the expected revenue and the customer objective of maximizing the expected utility (Sumida et al., 2019).

2.1. Choice-based pricing

Hanson & Martin (1996) pioneered this research by showing that the expected revenue function is not concave in prices, even for the simple multinomial logit (MNL) model. Subsequent authors have showed that, under uniform price sensitivities across all products, the expected revenue function is concave in the choice probability vector (Dong, Kouvelis, & Tian, 2009; Song & Xue, 2007; Zhang & Lu, 2013). Li & Huh (2011) proved that the concavity remains for asymmetric price-sensitivities, for both the MNL model and the nested logit (NL) model that generalizes the MNL model by grouping alternatives into different nests based on their degree of substitution.

Parallel works have used first-order conditions to show that, under restrictive assumptions on the degree of asymmetry in the price sensitivity parameters, there exist unique price solutions for some logit models. This was demonstrated for the MNL model (e.g., Akçay, Natarajan, & Xu, 2010; Aydin & Porteus, 2008; Aydin & Ryan, 2000; Hopp & Xu, 2005; Maddah & Bish, 2007), the NL model (e.g., Akçay et al., 2010; Aydin & Porteus, 2008; Aydin & Ryan, 2000; Gallego & Wang, 2014; Hopp & Xu, 2005; Huh & Li, 2015; Maddah & Bish, 2007), and the paired combinatorial logit (PCL) model (Li & Webster, 2017). Lately Zhang, Rusmevichientong, & Topaloglu (2018) showed that this result actually holds for the entire family of generalized extreme value (GEV) models. This stream of research also includes studies in which pricing decisions are optimized jointly with other decisions such as assortment or scheduling.
decisions (e.g., Bertsimas, Sian Ng, & Yan, 2020; Du, Cooper, & Wang, 2016; Jalali, Carmen, Van Nieuwenhuyse, & Boute, 2019).

Both Gilbert, Marcotte, & Savard (2014) and Li, Webster, Mason, & Kempf (2019) consider a pricing problem under a mixed logit model (ML), a popular choice model that allows the price sensitivity parameter to vary across individuals. Under ML assumption, the concavity property with respect to the choice probabilities breaks down (even for entirely symmetric price sensitivities). The theoretical results obtained for the other logit models therefore do not apply to ML-based pricing problems. Li et al. (2019) assume a finite number of market segments, with product demand in each segment governed by the MNL model. To solve this problem, the authors propose an algorithm that converges to a local optimum by solving two concave maximization problems, which work as lower and upper bounds for the objective value of the revenue function. Gilbert et al. (2014) consider an ML demand model within a revenue-maximizing network pricing problem. Unlike Li et al. (2019), the price sensitivity parameter is distributed across the population according to a continuous random variable. To solve this complex problem, the authors rely on a tractable approximation of the ML-pricing problem.

Apart from Li & Huh (2011), all above studies consider a monopoly setting. However, in practice multiple groups of decision-makers are simultaneously involved within transport markets. As such, game theory is a suitable framework to analyze these choice-based problems (Adler, Brudner, & Proost, 2020). Choice-based pricing problems have therefore also been studied from a non-cooperative game theory perspective, as highlighted in the next section.

2.2. Non-cooperative game theory

In non-cooperative games based on choice-based pricing, important research efforts are made on showing conditions for existence and uniqueness of Nash equilibrium. Existence conditions for Nash equilibria for non-cooperative games under MNL and NL models are provided by Milgrom & Roberts (1990), Bernstein & Federgruen (2004) and Li & Huh (2011), among others. Aksoy-Pierson, Allon, & Federgruen (2013) identify conditions on price and segment market shares that guarantee the existence and uniqueness of equilibrium for a logit-based game involving differentiated firms offering a single-product at a unique price to groups of homogeneous customers. Following several empirical evidence, and using the adjusted markup as a single decision variable, Gallego & Wang (2014) show that under mild conditions a unique Nash equilibrium exists for a market with homogeneous demand and nested logit models.

Lin & Sibdari (2009) show the existence of an equilibrium for a dynamic logit-based price competition game between firms selling a single product in a market of substitutable products. The authors propose policies to find the equilibrium in case of full and partial information. In a similar spirit, Levin, McGill, & Nediak (2009) consider a stochastic dynamic game based on a generalized choice model of demand where customers are subdivided into market segments. Under certain assumptions with respect to information and competition, the authors show the existence of subgame equilibrium solution for each period of this game.

Morrow & Skerlos (2011) present necessary stationarity conditions and analyze numerical methods to compute equilibrium prices for a market with multi-product offer and homogeneous prices under a general ML model of demand. The authors then acknowledge that determining existence or uniqueness of equilibrium prices with general discrete choice models, heterogeneous multi-product firms and heterogeneous consumers is an open problem. In Bortolomiol, Lurkin, & Bierlaire (2021), a simulation-based heuristic framework is presented to solve pricing problems based on advanced logit models such as the ML, with heterogeneous population, multi-product offer by suppliers and price differentiation. The flexibility of the methodology regarding the choice of the demand model however comes at the expense of pure equilibrium conditions.

In our paper, we also consider a choice-based pricing problem involving multiple firms. Our study therefore fits in the established literature on price optimization under logit choices. However, inspired by horizontal agreement exemptions (as discussed in the introduction), we assume that the firms can collaborate and collectively decide at what price to offer their services. Cooperative game theory is then the most appropriate methodology to adopt to allocate the associated joint profit between the firms, as explained in the next section.

2.3. Cooperative game theory

Cooperative game theory was successfully applied to various types of real-life collaborative settings. For instance, it has been used to identify fair prices for vaccine exchange between countries in times of pandemics (Westerink-Duijzer, Schlicher, & Musegaas, 2020), to help museums to decide how to share the profits arising from a museum pass (Ginsburgh & Zang, 2003), to identify fair prices to share railroad equipment amongst railway contractors (Schlicher, Slikker, & van Houtum, 2017; Schlicher, Slikker, & van Houtum, 2018; Schlicher, Slikker, van Jaarsveld, & van Houtum, 2020), and to help service operations in factories to divide cost savings when they decide to optimally re-balance their production lines (Anily & Haviv, 2017).

The transportation industry also offers many situations suitable for the application of game theory. One can, for example, think of various transport operators that decide to team up to perform (parts of) their logistics operations jointly. By exchanging transport requests among each other, logistics operations can potentially take place in a more efficient and sustainable way. Examples of such application can be found in Lozano, Moreno, Adenso-Díaz, & Algaba (2013), Engevall, Göthe-Lundgren, & Vårbrand (2004), Hezarkhani, Slikker, & Van Woensel (2016) and Kimms & Kozeletskyi (2016).

Our paper is enrolled in the line of this existing literature on cooperative games inspired by real-life settings in transport. In particular, it tackles a sensitive topic: price collaboration. To the best of our knowledge, we are the first in this stream of research to focus on collaborative price setting between transport operators. This is not surprising since price fixing is an obvious horizontal agreement and is therefore perceived as anti-competitive and heavily fined under the national laws of the EU Members States. As such, the industry has very little or no motivation to study profit allocation aspects under collaborative price setting. However, as pointed out in our introduction, under some strict conditions, antitrust rules can be repealed, allowing competitors to collaborate on prices. These exemptions have been our source of inspiration for the development of a cooperative game in which a set of transport operators can collectively decide at what price to offer sustainable urban mobility services to a pool of travelers whose purchase decisions are characterized by the MNL model.

In line with the recent literature on cooperative games inspired by real-life settings in transport, we also investigate the non-emptiness of the core of our game and study fairness properties of various allocation rules (e.g., proportional rules or the Shapley value).

There are some evident similarities between our TC game and the recent contributions of Lardon (2019, 2020) that study cooperative Bertrand oligopoly games. Like us the authors are interested in a set of firms that need to set prices, and have an associated demand function that describes how many customers will opt for that firm. Under the assumption that their demand
function is linear in price, they show that their game has a non-empty core, meaning that there are incentives for the firms to cooperate on prices. Our TC game significantly departs from these works by using a non-linear demand function: the MNL model that represents the customers’ purchase decisions. Besides, we assume that the sum of the demand functions is stable in price, while it is not in Lardon (2019, 2020).

Finally, it is worth nothing that in a more theoretical context, our TC game also has some similarities with market games (Shapley & Shubik, 1969). In these games, each player is associated with a set of resources and a concave profit function, identifying the amount of profit realized for a given set of resources. Players collaborate by reallocating their resources to maximize the sum of the utility functions. In our TC game, players are also reallocating resources, namely market share, and are equipped with an implicitly defined utility function that describes to profit per player, for a given amount of market share. However, opposed to market games, in our game the market share is strictly positive for any combination of prices. This due to the logit-form of the MNL model. As such, it is not possible to translate our TC game into a market game, directly. We would like to mention that, although this translation cannot be made directly, we don’t rule out that it is still possible. However this transformation may be as difficult as studying the game itself (Anily & Haviv, 2017).

3. Preliminaries on discrete choice and cooperative game theory

3.1. Discrete choice theory

Rooted in microeconomics, DCM is powerful operational tools that aim at capturing the causality between a set of explanatory variables and the behavioral choice of economic actors. The set of alternatives considered as a potential choice is assumed to be finite and discrete, and is referred to as the choice set, denoted C (with \(C \neq \emptyset\)). For example, in the context of the choice of a transport mode to commute to work, the choice set of an individual could include the car, train, bus, walking, and biking options (i.e., \(C = \{\text{car, train, bus, walking, biking}\}\)).

A fundamental assumption behind these models is that each individual is a rational utility maximizer. It means that, when making a choice among a set of available alternatives, the individual, or the decision maker, is choosing the alternative that maximizes a utility function. The exact specification of this utility function is unknown and therefore typically modeled as a continuous random variable. In this paper, we assume a homogeneous population and that there is no discrimination among individuals. The utility associated with a specific alternative \(i \in C\) is thus the same for each individual and given by

\[ U_i = V_i(x; \beta) + \epsilon_i, \]

where \(V_i(x; \beta)\) is a deterministic function of the attributes of the alternatives \(x_j \in \mathbb{R}\) (e.g., the price of the transport mode), \(\beta \in \mathbb{R}\) is a vector of estimable parameters for alternative i (e.g., the willingness to pay), and \(\epsilon_i\) is a continuous error term, capturing the specification and measurement errors. The choice model that predicts the probability for an individual to choose alternative \(i \in C\) is therefore probabilistic and defined as

\[ P(i) = P(U_i \geq U_j, \forall j \in C). \]

In the context of discrete choice, it is custom to assume that all error terms are independent, identically, and extreme value distributed with location parameter 0 and scale parameter 1 (i.e., \(\epsilon_i \sim \text{EV}(0,1)\)). These assumptions lead to the logit model, a widely used choice model (see e.g., Wang, Zhao, & Liu, 2020 and Mai & Lodi, 2020), whose choice probability is given by

\[ P(i) = \frac{e^{U_i(x; \beta)}}{\sum_{j \in C} e^{U_j(x; \beta)}} \quad \text{for all } i \in C. \]

DCM are commonly used in the scientific literature and in practice to understand and predict individual human behavior. The problem then consists in finding the parameters values, i.e., the coefficients of the variables in the utility functions, that maximize the probability that the choice model correctly predicts all observed choices (called the likelihood). In the last decade these choice models have also been more and more used within optimization models to represent more realistically the complexity of human behavior.

3.2. Cooperative game theory

Cooperative game theory primarily deals with the modelling and analysis of situations in which a group of players can benefit from coordinating their actions. In this paper, we model and analyze a specific type of cooperative game: a cooperative game with transferable utility. In what follows, we formally introduce this type of game and discuss desirable properties they may satisfy.

We conclude with a description of an allocation rule. A cooperative game with transferable utility, shortly called a (TU) game, is a pair \((N, v)\) where \(N\) is a non-empty, finite player set and \(v : 2^N \rightarrow \mathbb{R}\) a characteristic function with \(v(\emptyset) = 0\). A subset \(M \subseteq N\) is a coalition and \(v(M)\) is the worth coalition \(M\) can achieve by itself. This worth can be transferred freely amongst the players. The set \(N\) is called the grand coalition. A game \((N, v)\) is monotonic if the value of every coalition is at least the value of any of its supercoalitions, i.e., \(v(M) \leq v(K)\) for all \(M \subset N\) with \(M \subseteq K\). When the value of the union of any two disjoint coalitions is larger than or equal to the sum of the values of these disjoint coalitions, a game \((N, v)\) is superadditive, i.e., \(v(M + v(K)) \leq v(M) + v(K)\) for all \(M \subseteq N\) with \(M \cap K = \emptyset\). A game \((N, v)\) is convex if the marginal contribution of any player to any coalition is less than his (or her) marginal contribution to a larger coalition, i.e., \(v(K + [i] - V(K)) \geq v(M + [i]) - v(M)\) for all \(M \subseteq N\) and all \(i \in N\).

An allocation for a game \((N, v)\) is an \(N\)-dimensional vector \(x \in \mathbb{R}^N\) describing the payoffs to the players, where player \(i \in N\) receives \(x_i\). An allocation is called efficient if \(\sum_{i \in N} x_i = v(N)\). This implies that all worth is divided amongst the players of the grand coalition \(N\). An allocation is individual rational if \(x_i \geq v([i])\) for all \(i \in N\) and stable if no group of players has an incentive to leave the grand coalition \(N\), i.e., \(\sum_{i \in M} x_i \geq v(M)\) for all \(M \subseteq N\). The set of efficient and stable allocations, called the core of \((N, v)\), is denoted by

\[ \mathcal{C}(N, v) = \left\{ x \in \mathbb{R}^N \mid \sum_{i \in M} x_i \geq v(M) \text{ for all } M \subseteq N \text{ and } \sum_{i \in N} x_i = v(N) \right\}. \]

An allocation rule is a function \(f\) that assigns to any game \((N, v)\) in a class of cooperative games a vector \(f(N, v) \in \mathbb{R}^N\) satisfying \(\sum_{i \in N} f_i(N, v) = v(N)\). A well-known allocation rule defined on the set of all games is the Shapley value (Shapley, 1953). This allocation rule assigns to each player a weighted average over all marginal contributions (she can make to any possibly coalition. Formally, for any game \((N, v)\) the Shapley value can be defined by:

\[ \mathcal{S}_N = \sum_{M \subseteq N \setminus \{i\}} \frac{|M|! |(N) - 1 - |M|)!}{|N|!} (v(M) - v(M \cup \{i\}) - v(M)) \quad \text{for all } i \in N. \]
4. Transport choice situations

We consider a setting in which a group of homogeneous travelers is buying mobility services from a set of $N \subseteq \mathbb{N}$ transport operators. Each operator $i \in N$ offers one micromobility service (e.g., an e-bike or a segway) against price $p_i \in \mathbb{R}_+$ and cost price $c_i \in \mathbb{R}_+$. The mobility choices of travelers are represented using the logit model described in Section 3.1. In doing so, we let, per mobility service $i \in N$, function $V_i$ be defined as:

$$V_i = \alpha_i - \beta p_i,$$

where $\alpha_i \in \mathbb{R}_+$ is an alternative-specific constant and $\beta \in \mathbb{R}_+$ a price sensitivity parameter. Moreover, the choice set $C$ of the logit model consists of (i) the transport operators, where each operator refers to the operator-specific mobility service, and (ii) the choice to not buy any service, for which the deterministic utility is normalized to zero. We denote the choice of not buying service by 0, and consequently $C = N \cup \{0\}$ and $V_0 = 0$.

By using the choice probabilities of the logit model, we can define the share of travelers that opts for mobility service $i \in N$ as follows:

$$e^{\alpha_i - \beta p_i} \sum_{j \in C} e^{\alpha_j - \beta p_j} = e^{\alpha_i - \beta p_i} \left(1 + \sum_{j \in N} e^{\alpha_j - \beta p_j}\right).$$

From now on, we refer to this share of travelers as the market share of transport operator $i$. Given this market share, the profit of transport operator $i \in N$ is defined by:

$$(p_i - c_i) \cdot e^{\alpha_i - \beta p_i} \left(1 + \sum_{j \in N} e^{\alpha_j - \beta p_j}\right).$$

We summarize this setting by tuple $\theta = (N, p, c, \alpha, \beta)$ with $N$ the set of transport operators, $p = (p_i)_{i \in N}$ the vector of prices, $c = (c_i)_{i \in N}$ the vector of cost prices, $\alpha = (\alpha_i)_{i \in N}$ the vector of alternative-specific constants, and $\beta$ the price sensitivity parameter. We refer to $\theta$ as the transport choice situation and let $\Theta$ be the set of all possible transport choice situations.

We now illustrate our TC situation with a fictitious example. Note, parameters are not selected to represent reality, but to keep calculations simple and easy to follow.

**Example 1.** Let $\theta$ be $\Theta$ with $N = \{1, 2, 3\}$, $p = (6.8, 15)$, $c = (8.4, 1)$, $\alpha = (1.05, 1.5)$ and $\beta = 0.36$. The market shares and associated profits corresponding to the initial prices of the transport operators are presented in Table 1.

| $i$ | 1 | 2 | 3 |
|-----|----|----|----|
| Price | 6.0 | 8.0 | 15.0 |
| Market share | 0.220 | 0.065 | 0.014 |
| Profit | -0.440 | 0.260 | 0.199 |

**Remark 1.** If the aim of the transport operators is to maximize their profits, it is reasonable to consider only those $\theta \in \Theta$ for which $p$ is a Nash equilibrium (i.e., vector $p$ is such that no transport operator $i \in N$ would unilaterally deviate his or her $p_i$, for the given $N$, $c$, $\alpha$ and $\beta$). It can be shown (see Appendix A), that for those situations, $p$ satisfies

$$p_i = \frac{\sum_{j \in N} e^{\alpha_j - \beta p_j}}{\beta} + c_i \forall i \in N,$$

where $W$ denotes the Lambert $W$ function.

Rather than operating individually, the transport operators can decide to cooperate. If the transport operators decide to do so, they will set new prices, which maximize the sum of the operator-specific profits. By doing so, they have to take into account that the total market share remains stable. Formally, if the transport operators in $N$ decide to collaborate, they are facing the following non-linear, constrained, optimization problem:

$$\varphi^* : \max_{x \in \mathbb{R}^N} \sum_{i \in N} (x_i - c_i) e^{\alpha_i - \beta p_i} \sum_{i \in \mathbb{R}^N} e^{\alpha_\beta p_i} \text{s.t.} \sum_{i \in N} \left(1 + \sum_{j \in N} e^{\alpha_j - \beta p_j}\right) = \sum_{i \in N} \left(1 + \sum_{j \in N} e^{\alpha_j - \beta p_j}\right).$$

We refer to an optimal solution of $\varphi$ as an optimal price vector $p^*$ and call the optimal value of $\varphi$ the optimal joint profit $\varphi^*$. There exists a closed-form expression for $p^*$ and $\varphi^*$. Before presenting them, we first introduce some new notation. For each TC situation $\theta \in \Theta$, we define $D(x) = \sum_{i \in N} e^{\alpha_i - \beta p_i}$ for all $x \in \mathbb{R}^N$. Note that this new notation can be used to describe the total market share compactly (i.e., $\sum_{i \in N} e^{\alpha_i - \beta p_i}$). Now, we are ready to present an optimal price vector $p^*$ and the associated optimal joint profit $\varphi^*$.

**Theorem 1.** For each TC situation $\theta \in \Theta$ an optimal price vector $p^*$ is given by

$$p_i^* = c_i + \frac{1}{\beta} \ln \left(\frac{D(c_i)}{D(p_i)}\right) \forall i \in N,$$

and the associated optimal joint profit equals $\varphi^* = \frac{D(p)}{\varphi^*} \ln \left(\frac{D(c)}{D(p)}\right)$.

The proof of Theorem 1 consists of three steps. First, we identify how our optimization problem $\varphi$ relates to another optimization problem. This optimization problem has a much simpler form of constraint. Then, we identify an optimal price vector and the associated optimal value for this optimization problem, by using a Lagrangian type of optimality result from Bazaraa, Sherali, & Shetty (2013). Finally, we relate back these outcomes to $\varphi$.

We now make some remarks regarding Theorem 1.

**Remark 2.** Observe that vector $p^*$ is only player-specific in the cost price. So, if $c_i = 0$ for all $i \in N$, every transport operator will select the same price, under collaboration.

**Remark 3.** The gain of collaboration is always non-negative, i.e.,

$$\varphi^* - \sum_{i \in N} (p_i - c_i) e^{\alpha_i - \beta p_i} \frac{D(p_i)}{D(p) + 1} \geq 0,$$

which is due to the fact that price vector $p$ is a feasible solution of $\varphi$.

**Remark 4.** If $p_i - c_i = p_j - c_j$ for all $i, j \in N$, the gain of collaboration equals zero, i.e.,

$$\varphi^* - \sum_{i \in N} (p_i - c_i) e^{\alpha_i - \beta p_i} \frac{D(p_i)}{D(p) + 1} = \frac{(p_j - c_j) D(p)}{D(p) + 1} - \frac{(p_j - c_j) D(p)}{D(p) + 1} = 0 \forall j \in N.$$
Note, this condition describes a TC situation with a constant marginal profit per operator and a total market share of $D(p)/(D(p) + 1)$. As such, it can be used as a benchmark for situations with the same total market share, but where operators gain from collaboration.

We now illustrate how Theorem 1 applies to our TC situation of Example 1.

**Example 2.** Reconsider the situation of Example 1. In Table 2, we present an optimal price vector and the corresponding market share and profit per transport operator.

| i  | 1   | 2   | 3   |
|----|-----|-----|-----|
| optimal price $i$ | 13.980 | 9.980 | 6.980 |
| market share $i$   | 0.012 | 0.032 | 0.255 |
| profit $i$         | 0.074 | 0.190 | 1.523 |

From Table 1 of Example 1 and Table 2 of Example 2, we learn that the joint profit, which is 1.787, exceeds the sum of individual profits without collaboration, namely $-0.440 + 0.260 + 0.199 = 0.019$. However, at the same time, we also observe that the individual profit of transport operator 2 decreases (from 0.260 to 0.190). So, in case of collaboration among the three transport operators, it would be natural that operator 1 and operator 3 would compensate operator 2 in some way. But, by how much? In the upcoming section, we address this question by making use of cooperative game theory.

5. A cooperative transport choice game

In this section, we introduce a cooperative game, associated to our transport choice situation. Formally, for each TC situation $\theta \in \Theta$, we introduce a cooperative game $(N, \nu^\theta)$, where $N$ represents the set of players (i.e., transport operators) and $\nu^\theta$ represents the characteristic value function. In this game, $\nu^\theta(M)$ reflects the joint profit coalition $M \subseteq N\setminus|\theta|$ can realize. This joint profit is obtained by taking into account that (i) the sum of the market shares of the players in $M$ remains stable (i.e., the new vector of prices should be such that the sum of their market shares remains the same) and (ii) all players outside coalition $M$ (i.e., players in $N\setminus M$) keep their initial set prices. This game, which we refer to as a cooperative transport choice game, is formally defined as follows.

**Definition 1.** For every TC situation $\theta \in \Theta$, the associated cooperative transport choice (TC) game $(N, \nu^\theta)$ is defined by

$$
\nu^\theta(M) = \max_{x \in \mathbb{R}^{|N\setminus|\theta|}} \sum_{i \in M} (x_i - c_i) \left( 1 + \sum_{j \in M} x_i \theta \alpha \beta_j + \sum_{j \in N \setminus M} x_i \theta \beta_j \right)
$$

s.t.

$$
\sum_{i \in M} \left( 1 + \sum_{j \in M} x_i \theta \alpha \beta_j + \sum_{j \in N \setminus M} x_i \theta \beta_j \right) = \sum_{i \in M} \left( 1 + \sum_{j \in N \setminus M} x_i \theta \alpha \beta_j + \sum_{j \in N \setminus M} x_i \theta \beta_j \right)
$$

for all $M \subseteq N\setminus|\theta|$ and $\nu^\theta(\emptyset) = 0$.

Similar to the optimization problem in Section 4, we present a closed-form expression for the optimal joint profit of any coalition $M \subseteq N\setminus|\theta|$. Before doing so, we need to introduce some coalition-specific notation. For each TC situation $\theta \in \Theta$ and each $M \subseteq N$, we let $D^M(x) = \sum_{i \in M} x_i \theta \alpha \beta_i$. Please note that we have $D^M(x) = D(x)$ for all $x \in \mathbb{R}$. Now, we are ready to present the closed-form expression for any coalition.

**Theorem 2.** For every TC situation $\theta \in \Theta$ it holds, for all $M \subseteq N\setminus|\theta|$, that

$$
\nu^\theta(M) = \frac{D^M(p)}{\beta(D^M(p) + 1)} \ln \frac{D^M(c)}{D^M(p)}
$$

The structure of the proof of Theorem 2 is similar to the structure of the proof of Theorem 1. We now present an example of a TC game.

**Example 3.** Reconsider the setting of Example 1. The coalitional values of TC game $(N, \nu^\theta)$ are represented in Table 3 below.

| Table 3 |
|---------|
| $M$ | $|\theta|$ | 1 | 2 | 3 | 12 | 13 | 23 | 123 |
| $\nu^\theta(M)$ | 0 | -0.440 | 0.260 | 0.199 | 0.230 | 1.485 | 0.756 | 1.767 |

Please, observe that the coalitional values of the individual coalitions (-0.440, 0.260 and 0.199) match with the profits of Table 1, and that the coalitional value of the grand coalition (1.787) matches with the sum of the profits of Table 2.

**Remark 5.** Some readers may see similarities between our TC game and a market game (see e.g., Anily & Haviv, 2017). We want to emphasize that it is not straightforward to recognize our TC game as a market game. In a market game, players can freely reallocate their resources, implying that some of the players may end up with no resources at all. However, in our game, where market shares could be recognized as resources, it is not possible to assign a player with no market share (note that $D^M(p)/D^M(p) + 1) > 0$ for all $p \in \mathbb{R}$ and all $i \in N$). As such, our game does not fall in the framework of a market game, directly.

**Remark 6.** As discussed in the preliminaries (Section 3.2), it is natural to study a cooperative game on properties like monotonicity, superadditivity and convexity. As a side result, we would like to share that our TC game is superadditive, but not monotonic nor convex.

6. Allocation rules

The central question is this section is how players of our TC game should distribute the joint profit, in order to sustain the collaboration. In the game theory literature, it is common to address this question by introducing several allocation rules and by investigating whether their allocations belong to the core (see, e.g., Westerink-Duijzer et al., 2020). In this paper, we also follow this approach. In particular, we introduce four intuitive allocation rules and study whether their allocations belong the core. Recall (from Section 3.2) that the core is the set of allocations that makes no group of players break from the grand coalition, i.e., for any TC situation $\theta \in \Theta$ and associated $(N, \nu^\theta)$ the core is given by

$$
\psi(N, \nu^\theta) = \left\{ x \in \mathbb{R}^N \mid \sum_{i \in M} x_i \geq \nu^\theta(M) \text{ for all } M \subseteq N \right\}
$$

For each of the four allocation rules, we generate 10,000 random TC situations $\theta \in \Theta$ for $N = 3, 4$, and 5 players, respectively. For each $\theta \in \Theta$, we generate random numbers for the vector of costs ($c$) as well as for the utility parameters ($\alpha$ and $\beta$). More
specifically, for each \( i \in N \), cost \( c_i \) and parameter \( a_i \) are drawn for a uniform distribution in the interval \([0.5, 15.0]\) with a 0.5 step. The price sensitivity parameter \( \beta \) is drawn from a uniform distribution in the interval \([0.1\%]\) with step 0.1. The price vector \( p \) is computed based on the cost and utility parameters, as shown in Eq. (3), i.e., vector \( p \) is a Nash equilibrium. Per generation of 10,000 situations, and per allocation rule, we are then interested in the outcome

# of TC situations for which allocation is in the core

| total # of TC situations (10,000) |

In the upcoming paragraphs, we introduce our four allocation rules and present and discuss the associated outcomes per allocation rule.

**Allocation rules 1 and 2: Proportional**

Allocation rules that have a long tradition when costs, profits, or savings have to be shared among different agents, are proportional rules (see, e.g., Moulin, 1987). As the name suggests, these rules allocate the worth to the players in a proportional way. A common proportional rule is to divide the worth proportional to the value of the individual coalitions. Formally, for any \( \theta \in \Theta \) and associated TC game, this individual-proportional allocation rule is given by

\[
I - \text{PROP}_i = \frac{v^\theta(i)}{\sum_{j \in N} v^\theta(j)} - v^\theta(N) \quad \text{for all } i \in N.
\]

As an alternative, one can also decide to divide the worth proportional to the initial market shares of the players. In that case, for every \( \theta \in \Theta \) and associated TC game, the allocation rule, which we call the market share-proportional rule, is given by

\[
\text{M-PROP}_i = \frac{S_i}{\sum_{j \in N} S_j} - v^\theta(N) \quad \text{for all } i \in N.
\]

The results of the experiments with respect to the above proportional rules are presented in Table 4. We can see that almost all M-PROP allocations do not belong to the core. We also see that the I-PROP allocation rule performs much better, with around 95% of allocations belonging to the core for a 3 player TC game. Still it does not always lead to core allocations. In particular, the number of allocations not belonging to the core increases as the size of the game grows.

| Table 4 | Outcome for the two proportional rules (based on 10,000 TC situations). |
|---------|---------------------------------------------------------------|
|         |                  N                  | 3                  | 4                  | 5                  |
| N       | I-PROP            | 0.9460             | 0.8959             | 0.8538             |
| M-PROP  | 0.0001            | 0.0000             | 0.0000             |

We now illustrate these proportional allocation rules to our TC situation of Example 1 and investigate whether their allocations do belong to the core or not.

**Example 4.** Consider the TC situation \( \theta \in \Theta \) and game \( (N, v^\theta) \) of Example 1. The allocations of the proportional allocation rules for \( (N, v^\theta) \) are reported in Table 5.

Recall that an allocation \( x \in \mathbb{R}^3 \) is in the core if

\[
\begin{align*}
&x_1 + x_2 + x_3 = v^\theta(N) \\
&x_1 \geq v^\theta([1]) \\
&x_2 \geq v^\theta([2]) \\
&x_3 \geq v^\theta([3]) \\
&x_1 + x_2 \geq v^\theta([1,2]) \\
&x_1 + x_3 \geq v^\theta([1,3]) \\
&x_2 + x_3 \geq v^\theta([2,3])
\end{align*}
\]

I-PROP is not in the core, since I-PROP\(_{1} + 1\)-PROP\(_{2} = 1.7242 < 0.230 = v^\theta([1,2])\). That means, players 1 and 2 together can earn more by breaking up and forming a new coalition together. Similarly, M-PROP is not in the core, since M-PROP\(_{1} = 0.085 < 0.199 = v^\theta([3])\). That means, player 3 is better of by working individually.

**Allocation rule 3: Shapley value**

Another well-known allocation rule is the Shapley value. This allocation rule is introduced in Shapley (1953), and has shown to be applicable in various settings, such as cost sharing in horizontal cooperation among shippers (Lozano et al., 2013), carpool problems (Naor, 2005), and data sharing settings (Dehez & Tellone, 2013). In words, the Shapley value assigns to each player a weighted average over all marginal contributions a player can make to any possible coalition. Formally, for any TC situation \( \theta \in \Theta \) and associated TC game, the Shapley value is defined as:

\[
SV_i = \frac{\sum_{M \subset N \setminus \{i\}} |M|! |N| - |M|! (v^\theta(M \cup \{i\}) - v^\theta(M))}{N!}
\]

for all \( i \in N \).

Our numerical results in Table 6 demonstrate that also the shapley value does not always belong to the core. In terms of performance, the Shapley value is slightly better than the I-PROP rule (see Table 5). The Shapley value does belong to the core in 96% of the instances for a 3 player TC game, and in 90% for a 5 player TC game.

| Table 5 | Illustration of proportional allocation rules. |
|---------|-----------------------------------------------|
|         | \( M \) | \( v^\theta(M) \) | \( \sum_{\theta \in \Theta} \) |
| \( [1] \) | -0.440 | -42.101 | 1.314 |
| \( [2] \) | 0.260  | 24.859  | 0.388 |
| \( [3] \) | 0.199  | 19.029  | 0.085 |
| \( [1,2] \) | 0.230  | -17.242 | 1.702 |
| \( [1,3] \) | 1.485  | -23.072 | 1.399 |
| \( [2,3] \) | 0.756  | 43.889  | 0.473 |
| \( [1,2,3] \) | 1.787  | 1.787   | 1.787 |

We provide below an example, illustrating the calculation of SV.

**Example 5.** Reconsider the TC situation \( \theta \in \Theta \) and game \( (N, v^\theta) \) of Example 1. Then, \( SV = (0.407, 0.392, 0.989) \). One can check that the Shapley value does not belong to the core.

**Allocation rule 4: Market Share Exchange** From the previous paragraphs, we learned that the allocations of the proportional rules and the Shapley value do not always belong to the core. One reason could be that these allocation rules do not explicitly compensate for the exchange of market share between players. Therefore, in this paragraph, we study an allocation rule that does explicitly compensate for this exchange of market share. In particular, we study an allocation rule that first allocates to each player the profit he/she generates under full collaboration, i.e., player \( i \in N \) receives \((p_i - c_i) \frac{v^\theta(N)}{\sum_{\theta \in \Theta} v^\theta(N)}\). Thereafter, we identify for each player \( i \in N \) the increase (or decrease) in the market share, which is \( \left( \frac{v^\theta(N)}{\sum_{\theta \in \Theta} v^\theta(N)} - \frac{v^\theta(N)}{\sum_{\theta \in \Theta} v^\theta(N)} \right) \). Player \( i \) then receives a price \( \phi \) for each exchanged unit of market share, and pays the same price for each.
extra unit of market share. Formally, for each \( \theta \in \Theta \) and associated TC game, the market share exchange (MSE) rule is given by

\[
\text{MSE}_i = (p_i^* - c_i) \frac{D^0(p^*)}{\partial^2 p_i(p^*) - 1} - \phi \left( \frac{D^0(p^*)}{\partial^2 p_i(p^*) - 1} - \frac{D^0(p)}{\partial^2 p_i(p) + 1} \right) \text{for all } i \in \mathbb{N},
\]

where the price \( \phi \) is given by

\[
\phi = \frac{\theta^0(N) - \theta^0(N)}{\left( \frac{\partial^2 p_i(p)}{\partial^2 p_i(p) + 1} \right)}.
\]

with \( \hat{\theta} = (N, p, (p_i - 1/\beta)_{i \in \mathbb{N}}, \alpha, \beta) \), i.e., \( \hat{\theta} \) is a TC situation with a constant marginal profit for all operators (1/\beta) and with the same total market share as \( \theta \) (i.e., \( D(p)/D(p+1) \)).

Recall from Remark 4 that players cannot gain from such a TC situation (because \( p_i - c_i = 1/2 \) for all \( i \in \mathbb{N} \)). Hence, the numerator of \( \phi \) represents the total additional return that is gained compared to a TC situation with the same total market share and where collaborating is not beneficial at all. This total additional return is then divided by the total market share. Indeed, \( \phi \) can be recognized as the additional return per unit of market share.

From Table 7, we learn that for the given TC situations, the allocations of the MSE rule always belong to the core. This does not turn out to be a coincidence. Actually, the allocations of the MSE rule are core guaranteed, which will be formalized next.

### Table 7

| N   | MSE       |
|-----|-----------|
| 3   | 1.0000    |
| 4   | 1.0000    |
| 5   | 1.0000    |

#### Theorem 3

For each TC situation \( \theta \in \Theta \) and associated TC game \((N, \theta^0)\), it holds that \( M \in \mathcal{C}(N, \theta^0) \).

The proof of Theorem 3 consists of two steps. First, we show the MSE satisfies efficiency, which follows by construction of MSE. Thereafter, we show that MSE satisfies stability. Here we make use of an elementary property of the e-function (see Lemma 1 in Appendix A).

#### Remark 7

We could also have formulated other \( \hat{\theta}'s \) for which the marginal profit is constant (e.g., we could have selected \( \theta \) with \( p_i - c_i = 2/3 \) for all \( i \in \mathbb{N} \)). However, for such settings, the MSE allocations are no longer core guaranteed.

#### Remark 8

The result of Theorem 3 does also apply if we allow players outside a coalition to play against the collaboration. In particular, for this pessimistic view (cf. Lardon, 2019), the outside players are allowed to set prices before the coalitional players can do. Due to this first-mover advantage of the outside players, there might be a drop in the value of any coalition \( M \subseteq N \). The value of the grand coalition, however, remains the same. Consequently, the core of this new game includes the core of the (original) TC game, and so, the MSE rule still produces core allocations for this new game.

We conclude this section with an example, illustrating the calculation of MSE.

#### Example 6

Consider the TC situation \( \theta \in \Theta \) and game \((N, \theta^0)\) of Example 1. Then, \( \phi = 3.202 \) and the allocation of the MSE rule is given by \( M = (0.738, 0.296, 0.753) \). One can check that MSE does belong to the core.

### 7. An extension of the TC game

In the introduction, we described that horizontal agreements may qualify for an exemption if they create sufficient pro-consumer benefits that outweigh the anti-competitive effects. Besides, they should not eliminate the competition in the relevant market, implying that participants should have a small market share and their combined market share should not exceed a specified limit. For some forms of collaboration, it is also necessary to pay back part of the joint profit to society (Article 101(3), TEU). This joint profit can be used effectively to increase environmental friendly mobility solutions, for example, via subsidies for customers that plan to switch from traditional transport modes to e-modes or via campaigns to stimulate customers to go green(er).

In this section, we investigate an extended TC game where part of the joint profit can be reallocated to society. In particular, we study which fraction can be reallocated to society, such that the MSE rule, which has proven to be very successful for a stable collaboration, still produces core allocations. This outcome can be a useful piece of information for governments that are saddled with the delicate task to evaluate the qualification of a horizontal agreement exemption.

Consider a TC situation \( \theta \in \Theta \) and associated game \((N, \theta^0)\). Now, let \( \delta \in (0, 1) \) be the fraction of the joint profit \( (\theta^0(N)) \) that players want to reallocate to society. We assume that this applies to any coalition \( M \subseteq N \) with \( |M| \geq 2 \), i.e., any \( M \) with \( |M| \geq 2 \) will reallocate \( 1 - \delta \cdot v^0(M) \) to society. So, the remaining joint profit of M equals \( (1 - \delta) \cdot v^0(M) \). We formalize this new setting in a game \((N, \theta^0, \delta)\), which we call the TC-\( \delta \) game, and it reads as follows

\[
v^{\delta, \hat{\theta}}(M) = \begin{cases} 
    (1 - \delta) \cdot v^0(M) & \text{if } |M| \geq 2 \\
    v^0(M) & \text{if } |M| \leq 1.
\end{cases}
\]

First of all, observe that there is no reason to collaborate (i.e., the core is empty) if \( v^{\delta, \hat{\theta}}(N) < \sum_{i \in N} v^{\delta, \hat{\theta}}(i) \). In other words, the fraction that can be paid back at most is

\[
\delta \leq 1 - \frac{\sum_{i \in N} v^{\delta, \hat{\theta}}(i)}{v^0(N)} = 1 - \beta \frac{\sum_{i \in N} (p_i - c_i) D^0(N)}{D^0(p^*) (\partial^2 p_i / \partial^2 p_i)}.
\]

Naturally, we restrict our attention to TC-\( \delta \) games for which (6) holds true. For these games, we provide a sufficient condition for core non-emptiness. Along with this result, we also provide an allocation rule that produces allocations that belong to the core.

#### Theorem 4

If \( \delta \leq 1 - \max_{i \in N} \frac{D^0(L)}{\partial^2 p_i} \), then \((1 - \delta) M \in \mathcal{C}(N, \theta^0) \).

The proof of Theorem 4 consists of two steps. First we show that \((1 - \delta) M \) is efficient, which follows by its construction. Thereafter, we show that \((1 - \delta) M \) is stable. In doing so, we use that allocations of MSE belong to the core of game \((N, \theta^0)\).

We conclude this section with an example.

#### Example 7

Consider the TC situation of Example 1 with \( \delta = 0.08 \). In Table 8 below, we present the coalitional values for game \((N, \theta^0, \delta)\).

### Table 8

| Coalitional values of game \((N, \theta^0, \delta)\). |
|------------------|--------|--------|--------|--------|--------|--------|
| \( M \)          | 0      | -0.440 | 0.260  | 0.199  | 0.212  | 1.366  | 0.695  | 1.644  |
| \( v^0(M) \)     |        |        |        |        |        |        |        |        |

We have MSE = (0.738, 0.296, 0.753) and so \( (1 - \delta) M \) = (0.679, 0.272, 0.693). It is easy to check that \((1 - \delta) M \) is a core allocation. We could also have concluded this from Theorem 4, since \( \delta = 0.08 < 1 - \max \{ 0.440, 0.260, 0.199 \} = 0.124 \).
8. Conclusion, limitations, and future research

In this paper, we introduced a cooperative transport choice (TC) game in which a set of transport operators can collaborate and decide at what prices to offer sustainable urban mobility solutions. To better reflect the decision making process of the travelers, we assume that they chose among the services offered according to the most widely-used disaggregate demand model, the multinomial logit model. To be in line with the conditions associated with horizontal agreement exemptions, our TC game assumes that the transport operators optimize their prices, while keeping their total market share constant.

We presented various intuitive allocation rules for our TC game and studied to which extent these allocation rules produce allocations that belong to the core. We showed that two intuitive proportional allocation rules, as well as the well-known Shapley value do not always generate core allocations and therefore cannot sustain the collaboration. We then introduced a market share exchange allocation rule that first allocates to each transport operator the profit he or she generates under collaboration and subsequently compensates those transport operators that lost market share, with additional profit earned by the ones that gained some extra market share. This exchange of market share is facilitated by a unique price, which can be expressed as the additional return by cooperating per unit of market share. We proved that this allocation rule sustains the collaboration (i.e., the allocations of the market share exchange rule always belong to the core). This interesting result also applies to a slight variation of our TC game, in which players outside a coalition can play against the collaboration. Finally, we studied a setting where the transport operators need to pay back part of the joint profit to society. We showed that, under some natural conditions, the market share exchange rule still sustains the collaboration.

Our TC game is based on several assumptions which could be relaxed in further studies. First, similarly to most theoretical choice-based pricing studies, we assume a unique price sensitivity parameter. Relaxing this assumption is interesting since in practice consumers have different willingness to pay. Second, our model assumes a constant marginal cost, which is a reasonable assumption when market shares do not change significantly. This assumption might however not be appropriate for some settings and quantity-dependent cost could be investigated. Third, more advanced utility functions for consumers could be considered. For instance, one could think of utility functions that, next to price, include factors such as brand loyalty, as well as environmental and societal benefits (e.g., safety, ease of use, affordability, or arguments in favor of a better and healthier planet). Note that some of these factors could also be included in the objective functions of transport companies. Finally, our game is deterministic in nature: both the cost structure of companies and the preferences of customers are known and xed for once. An interesting idea would be to consider a dynamic context in which the parameters of the game would vary over time, and so would the allocations. Ultimately, relaxing any of these assumptions will increase the realism of the transport choice situation, but also complicates a theoretical analysis of the associated game. For any of the proposed extensions, we will most likely break the unimodal property of the joint profit function, a property that is crucial to find a closed-form expression for the total joint profit (Theorem 1). If the total joint profit function is not unimodal anymore, it is likely that such a closed-form expression does not exist anymore. This severely complicates a theoretical analysis. As an appropriate alternative, one could decide to use software optimization packages to find (close-to-)optimal solutions, which can be used to execute numerical experiments, or a single realistic case study.

To conclude, we hope that our choice-based cooperative game successfully contributed to bridge the gap between cooperative game theory and discrete choice modelling. Choice-based collaborative settings deserve more attention in the literature due to their potential in many fields, including urban mobility and logistics. Combining the strengths of these two fields is in line with the growing interest within the transport community to exploit multidisciplinary methods.
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Appendix A

In this section, we present the proofs of all theorems and lemmas. For proofs of remarks (Remark 1 and 6) we refer to the document “Supplementary material Appendix A”.

Proof of Theorem 1

This proof consists of three steps. First we identify how our maximization optimization problem relates to another, minimization optimization problem. Then, we identify an optimal price vector and the associated optimal value for this minimization optimization problem. Finally, we relate these outcomes to our original optimization problem.

Step 1. An equivalent optimization problem

Let $\mathcal{D} \in \mathbb{R}$. First, we replace the constraint of optimization problem $\mathcal{P}$ by another constraint. Recall that the constraint of $\mathcal{P}$ is given by

$$\sum_{i \in N} x_i \beta_i = \sum_{i \in N} y_i \beta_i,$$

(A.1)

Since an e-function is always strictly positive, the above constraint can be rewritten as

$$\left(\sum_{i \in N} x_i \beta_i \right) \left(1 + \sum_{i \in N} x_i \beta_i \right) = \left(\sum_{i \in N} y_i \beta_i \right) \left(1 + \sum_{i \in N} y_i \beta_i \right),$$

which is equal to

$$\sum_{i \in N} x_i \beta_i + \left(\sum_{i \in N} x_i \beta_i \right) \left(\sum_{i \in N} y_i \beta_i \right) = \sum_{i \in N} y_i \beta_i + \left(\sum_{i \in N} y_i \beta_i \right) \left(\sum_{i \in N} x_i \beta_i \right).$$

By subtracting $\left(\sum_{i \in N} x_i \beta_i \right) \left(\sum_{i \in N} y_i \beta_i \right)$ on both sides, we obtain:

$$\sum_{i \in N} x_i \beta_i = \sum_{i \in N} y_i \beta_i.$$

(A.2)

Hence, we can replace constraint (A.1) by constraint (A.2).

Now, let $\gamma = 1/(1 + \sum_{i \in N} y_i \beta_i)$. By using (A.2), $\mathcal{P}$ can be reformulated as:

$$\mathcal{P} = \max_{x \in \mathbb{R}^N} \gamma \sum_{i \in N} \left( x_i - c_i \right) \epsilon_i x_i \beta_i$$

s.t. $\sum_{i \in N} x_i \beta_i = \sum_{i \in N} y_i \beta_i.$

(A.3)
By using the shorthand notation \( D(x) = \sum_{i \in N} e^{\alpha_i - \beta x_i} \) for all \( x \in \mathbb{R}^N \), the above optimization problem can be rewritten as:

\[
\max_{x \in \mathbb{R}^N} \gamma \sum_{i \in N} (x_i - c_i) e^{\alpha_i - \beta x_i} \\
\text{s.t. } D(p) = \sum_{i \in N} e^{\alpha_i - \beta x_i}.
\]

Observe that we could also study the above’s optimization problem without constant \( \gamma \). In that case, the optimal value would be off a factor \( \gamma \) only. Moreover, since maximizing a certain function is the same as minimizing that function times minus one, it is also possible to study the following optimization problem \( \mathcal{P}’ \), instead of \( \mathcal{P} \):

\[
\mathcal{P}’ = \min_{x \in \mathbb{R}^N} - \sum_{i \in N} (x_i - c_i) e^{\alpha_i - \beta x_i} \\
\text{s.t. } D(p) = \sum_{i \in N} e^{\alpha_i - \beta x_i}.
\]

Please note, that the optimal value of optimization problem \( \mathcal{P}’ \) equals the optimal value of optimization problem \( \mathcal{P} \) times \(-\gamma\). Moreover, any optimal price vector of \( \mathcal{P}’ \) is also an optimal price vector in \( \mathcal{P} \). Hence, we can thus also study optimization problem \( \mathcal{P}’ \).

**Step 2. Optimal price vector and associated optimal value for \( \mathcal{P}’ \)**

In this step, we find the minimal value of \( \mathcal{P}’ \) and an associated optimal price vector. We do so by applying Theorem 5. In terms of Theorem 5, we can recognize our optimization problem \( \mathcal{P}’ \) as a nonlinear optimization problem with objective function

\[
f(x) = - \sum_{i \in N} (x_i - c_i) e^{\alpha_i - \beta x_i} \\
\text{and equality constraint}
\]

\[
h(x) = \sum_{i \in N} e^{\alpha_i - \beta x_i} - D(p) = 0 \text{ for all } x \in \mathbb{R}^N.
\]

Moreover, for any \( \lambda \in \mathbb{R} \), function \( \mathcal{L}(\lambda) \) of Theorem 5 is given by

\[
\mathcal{L}(\lambda) = \min_{x \in \mathbb{R}^N} \left[ - \sum_{i \in N} (x_i - c_i) e^{\alpha_i - \beta x_i} + \lambda \left( \sum_{i \in N} e^{\alpha_i - \beta x_i} - D(p) \right) \right].
\]

In order to apply Theorem 5, we first solve \( \mathcal{L}(\lambda) \) analytically for any \( \lambda \in \mathbb{R} \). Thereafter, we construct a feasible solution \( x^* \in \mathbb{N}^N \) and \( \lambda^* \in \mathbb{R} \) such that \( f(x^*) = \mathcal{L}(\lambda^*) \). We solve function \( \mathcal{L}(\lambda) \) by dividing the minimization problem in \( |N| \) subproblems. We can do so, since there is no dependency between the variables in \( x \). Hence, for any \( \lambda \in \mathbb{R} \)

\[
\mathcal{L}(\lambda) = \sum_{i \in N} \min_{x_i \in \mathbb{R}} \left[ - (x_i - c_i) e^{\alpha_i - \beta x_i} + \lambda e^{\alpha_i - \beta x_i} - \lambda D(p) \right].
\]

We now solve each subproblem of (A.4). That is, we solve

\[
\min_{x_i \in \mathbb{R}} \left[ - (x_i - c_i) e^{\alpha_i - \beta x_i} + \lambda e^{\alpha_i - \beta x_i} - \lambda D(p) \right].
\]

We do so by studying the derivative of the objective function of each subproblem. Let \( i \in N \). The derivative of the objective function, with respect to \( x_i \), is

\[
(\beta (x_i - c_i) - 1 - \lambda \beta) e^{\alpha_i - \beta x_i}.
\]

From (A.5), we learn that the objective of each subproblem is a decreasing function for \( x_i < \frac{1}{\beta} + c_i + \lambda \), constant for \( x_i = \frac{1}{\beta} + c_i + \lambda \) and increasing for \( x_i > \frac{1}{\beta} + c_i + \lambda \). Hence, the minimum is attained at \( x_i = \frac{1}{\beta} + c_i + \lambda \), with objective value

\[
\frac{1}{\beta} e^{\alpha_i - 1 - \beta x_i}.
\]

By applying the above analysis for each subproblem, we conclude, for each \( \lambda \in \mathbb{R} \), that

\[
\mathcal{L}(\lambda) = \frac{1}{\beta} e^{-1-\lambda \beta} \sum_{i \in N} e^{\alpha_i - \beta x_i} - \lambda D(p) = - \frac{1}{\beta} e^{-1-\lambda \beta} D(c) - \lambda D(p).
\]

Now, let \( \lambda^* = \frac{1}{\beta} \left( \ln \left( \frac{D(c)}{D(p)} \right) - 1 \right) \) and \( x^*_i = c_i + \frac{1}{\beta} \ln \left( \frac{D(c)}{D(p)} \right) \) for all \( i \in N \). By substituting \( x^* \) in the objective function of \( \mathcal{P}’ \), we obtain

\[
f(x^*) = - \sum_{i \in N} (x^*_i - c_i) e^{\alpha_i - \beta x^*_i} = - \frac{1}{\beta} \ln \left( D(c) \right) \sum_{i \in N} e^{\alpha_i - \beta x^*_i} + \ln \left( \frac{D(c)}{D(p)} \right) = - \frac{1}{\beta} \ln \left( D(c) \right) D(p).
\]

Moreover, \( \mathcal{L}(\lambda^*) \) gives

\[
\mathcal{L}(\lambda^*) = - \frac{1}{\beta} e^{-1-\lambda^* \beta} D(c) - \lambda^* D(p) = - \frac{1}{\beta} \ln \left( D(c) \right) D(p) = - \frac{1}{\beta} D(p) \ln \left( \frac{D(c)}{D(p)} \right)
\]

By combining (A.6) and (A.7), we learn that

\[
f(x^*) = \mathcal{L}(\lambda^*) = - \frac{1}{\beta} \ln \left( \frac{D(c)}{D(p)} \right)
\]

Hence, by Theorem 5, we can conclude that \( x^* \) is an optimal price vector of \( \mathcal{P}’ \).

**Step 3. Back to our original optimization problem**

In step 1, we learned that \( x^* \) is also an optimal price vector of \( \mathcal{P} \). Moreover, in step 1, we learned that the optimal value of \( \mathcal{P}’ \) equals the optimal value of \( \mathcal{P} \) times \(-\gamma\). Hence, the optimal value of optimization problem \( \mathcal{P} \) is

\[
-\gamma \cdot -D(p) \frac{1}{\beta} \ln \left( \frac{D(c)}{D(p)} \right) = \frac{D(p)}{\beta(1+D(p))} \ln \left( \frac{D(c)}{D(p)} \right)
\]

This concludes the proof.

**Proof of Theorem 2**

Let \( \theta \in \Theta \) and \( M \subseteq N \setminus \{\theta\} \). First, we replace the constraint of the optimization problem of \( M \) by another constraint. Recall that the constraint is given by

\[
\sum_{i \in M} e^{\alpha_i - \beta p_i} = 1 + \sum_{i \in N \setminus M} e^{\alpha_i - \beta p_i}.
\]

Since an e-function is always strictly positive, we also have

\[
\left( \sum_{i \in M} e^{\alpha_i - \beta p_i} \right) \left( 1 + \sum_{i \in N \setminus M} e^{\alpha_i - \beta p_i} \right) = \left( \sum_{i \in M} e^{\alpha_i - \beta p_i} \right) \left( 1 + \sum_{i \in N \setminus M} e^{\alpha_i - \beta p_i} \right)
\]

By subtracting \( \sum_{i \in N \setminus M} e^{\alpha_i - \beta p_i} \) on both sides, we obtain

\[
\left( \sum_{i \in M} e^{\alpha_i - \beta p_i} \right) \left( 1 + \sum_{i \in N \setminus M} e^{\alpha_i - \beta p_i} \right) = \left( \sum_{i \in M} e^{\alpha_i - \beta p_i} \right) \left( 1 + \sum_{i \in N \setminus M} e^{\alpha_i - \beta p_i} \right)
\]

Observe that \( 1 + \sum_{i \in N \setminus M} e^{\alpha_i - \beta p_i} \) is a strictly positive constant, and so we can divide both sides of the last equation by this term. This leads to

\[
\sum_{i \in M} e^{\alpha_i - \beta p_i} = \sum_{i \in M} e^{\alpha_i - \beta p_i}
\]
Hence, we can replace constraint (A.9) by constraint (A.10).

Now, let \( \gamma = 1/(1 + \sum_{i \in N} e^{\beta_i - \beta x_i}) > 0 \). By (A.10), our optimization problem becomes

\[
\begin{align*}
\max_{x \in \mathbb{R}} & \quad \gamma \sum_{i \in M} (c_i - e_i) e^{\beta_i - \beta x_i} \\
\text{s.t.} & \quad \sum_{i \in M} e^{\beta_i - \beta x_i} = \sum_{i \in M} e^{\beta_i - \beta x_i}.
\end{align*}
\]

Above optimization problem is exactly equal to optimization problem (A.3) of the proof of Theorem 1, except that we consider set M in stead of N. So, we can now use Theorem 1 (see Eq. (A.8)), to conclude that the optimal value of our optimization problem equals

\[
-\gamma \cdot D^M(p) \frac{1}{B} \ln \left( \frac{D^M(c)}{D^M(p)} \right) = \frac{D^M(p)}{B(D^N(p) + 1)} \ln \left( \frac{D^M(c)}{D^M(p)} \right).
\]

Hence, \( t^\Theta(M) = \frac{D^M(p)}{B(D^N(p) + 1)} \ln \left( \frac{D^M(c)}{D^M(p)} \right) \), which concludes the proof.

**Lemma 1.** For all \( A, B \in \mathbb{R}_{++} \), it holds that

\[
A \geq B \left( B \ln \left( \frac{A}{B} \right) + 1 \right)
\]

**Proof.** First, we prove that \( e^y - ye > 0 \) for all \( y \in \mathbb{R} \). We do so by showing that the function is convex, and identifying that the minimal value of this function equals 0. The function is convex, since \( \frac{d^2}{d^2 y}(e^y - ye) = e^y \geq 0 \). Moreover, we have \( \frac{d}{dy}(e^y - ye) = e^y - e \), implying that the minimum value is attained at \( y = 1 \) with associated function value \( e^1 - 1 = e - 0 \).

Now, let \( A, B \in \mathbb{R}_{++} \). Note that \( \frac{A}{B} \) exists, because \( A, B > 0 \). We just learned that \( e^y - ye \geq 0 \) for all \( y \in \mathbb{R} \), and so we also have

\[
e^y \geq A \left( B \ln \left( eA \right) + 1 \right)
\]

where the first implication holds since \( e^y > 0 \), \( \frac{A}{B} > 0 \) and \( B > 0 \). The second implication follows from the fact that \( e^{x+y} = x \) for \( x \in \mathbb{R}_{++} \) and \( (e^y)^y = e^y \) for all \( x, y \). The third implication results from the fact that \( e > 0 \) and \( \ln(x) = y \ln(x) \) for all \( x, y \in \mathbb{R}_{++} \). The last implication is a result of property \( \ln(xy) = \ln(x) + \ln(y) \) for all \( x, y \in \mathbb{R}_{++} \) and the fact that \( \ln(1) = 1 \). This concludes the proof.

**Proof of Theorem 3** Let \( \theta \in \Theta \) and consider the associated game \((N, v^\Theta)\). We show that allocation \( MSE \in \Theta(N, v^\theta) \). We do so by showing that

\[
\sum_{i \in N} MSE_i = v^\theta(N),
\]

\[
\sum_{i \in M} MSE_i \geq v^\theta(M) \quad \text{for all } M \subseteq N.
\]

For the first part, recall that

\[
MSE_i = (p_i^* - c_i) \frac{D^i(p^*)}{D^N(p^*) + 1} - \phi \left( \frac{D^i(p^*)}{D^N(p^*) + 1} - \frac{D^i(p)}{D^N(p) + 1} \right)
\]

for all \( i \in N \).

Now, observe that

\[
\sum_{i \in N} MSE_i = \sum_{i \in N} \left( (p_i^* - c_i) \frac{D^i(p^*)}{D^N(p^*) + 1} - \phi \left( \frac{D^i(p^*)}{D^N(p^*) + 1} - \frac{D^i(p)}{D^N(p) + 1} \right) \right)
\]

\[
= \frac{1}{B} \ln \left( \frac{D^N(c)}{D^N(p)} \right) - \frac{1}{B} \ln \left( \frac{D^N(c)}{D^N(p)} \right)
\]

In the third equality, we use the definition of \( p^* \), apply that \( \sum_{i \in N} D^i(p^*) = D^N(p^*) \) and consequently use that \( \frac{D^N(p^*)}{D^N(p^*) + 1} \) (i.e., the total market share remains stable).

Now, it remains to prove \( \sum_{i \in M} MSE_i \geq v^\theta(M) \) for all \( M \subseteq N \). First, observe that

\[
\phi = \frac{v^\theta(N) - v^\theta(N)}{\frac{D^N(p)}{D^N(p)} + 1} = \frac{1}{B} \ln \left( \frac{D^N(c)}{D^N(p)} \right) - \frac{1}{B} \ln \left( \frac{D^N(c)}{D^N(p)} \right).
\]

Next, by exploiting \( p^* \), we learn that

\[
D^N(p^*) = \sum_{i \in N} e^{x_i - \beta x_i} = \sum_{i \in N} e^{x_i - \beta (i + \frac{1}{\beta} \ln \left( \frac{D^N(c)}{D^N(p)} \right))}
\]

\[
D^N(c) - \sum_{i \in N} \frac{D^N(c)}{D^N(p)} \geq D^N(p).
\]

By using (A.11), (A.12) and exploiting \( p^* \), we can reformulate \( MSE_i \) for all \( i \in N \) as follows

\[
MSE_i = (p_i^* - c_i) \frac{D^i(p^*)}{D^N(p^*) + 1} - \phi \left( \frac{D^i(p^*)}{D^N(p^*) + 1} - \frac{D^i(p)}{D^N(p) + 1} \right)
\]

\[
= \frac{1}{D^N(p) + 1} \left[ (p_i^* - c_i) D^i(p^*) \frac{D^i(p^*)}{D^N(p^*) + 1} - \phi \left( D^i(p^*) + D^i(p) \right) \right]
\]

\[
= \frac{1}{D^N(p) + 1} \left[ \frac{1}{B} \ln \left( \frac{D^N(c)}{D^N(p)} \right) \frac{D^i(p^*)}{D^N(p^*) + 1} - \frac{1}{B} \left( \frac{D^N(c)}{D^N(p)} \frac{D^i(p^*)}{D^N(p^*) + 1} - \frac{D^N(c)}{D^N(p)} \right) \right]
\]

\[
= \frac{1}{D^N(p) + 1} \left[ \frac{1}{B} \ln \left( \frac{D^N(c)}{D^N(p)} \right) \frac{D^i(p^*)}{D^N(p^*) + 1} - \frac{1}{B} \left( \frac{D^N(c)}{D^N(p)} \frac{D^i(p)}{D^N(p)} - \frac{D^i(p)}{D^N(p)} \right) \right]
\]

\[
= \frac{1}{D^N(p) + 1} \left[ \frac{1}{B} \ln \left( \frac{D^N(c)}{D^N(p)} \right) \frac{D^i(p)}{D^N(p)} - \frac{D^i(p)}{D^N(p)} \right]
\]

Moreover, from Lemma 1, we learned that

\[
A \geq B \left( B \ln \left( \frac{A}{B} \right) + 1 \right)
\]

Now, fix an \( M \subseteq N \). Moreover, let’s use the inequality of (A.14), and set \( A = \frac{D^M(c)D^N(p)}{D^N(p)} \) and \( B = D^M(p) > 0 \). Then,

\[
\frac{D^M(c)D^N(p)}{D^N(p)} \geq D^M(p) \left( \ln \left( \frac{D^M(c)D^N(p)}{D^N(p)} \right) + 1 \right)
\]

\[
\iff D^M(c)D^N(p) \geq D^M(p) \left( \ln \left( \frac{D^M(c)}{D^N(p)} \right) + 1 \right)
\]
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\( \iff D^M(p) \ln \left( \frac{D_N^M(c)}{D^N(p)} \right) + \frac{D_M(c)D_N^M(p)}{D^M(c)} \)

\(- D^M(p) \geq D_M(c) \ln \left( \frac{D_M(c)}{D^N(p)} \right) \)

\( \iff \frac{1}{\beta(D^N(p) + 1)} \left( D^M(p) \ln \left( \frac{D_M(c)}{D^N(p)} \right) + D_M(c) - D^M(p) \right) \)

\( \geq \frac{1}{\beta(D^N(p) + 1)} \left( \ln \left( \frac{D_M(c)}{D^N(p)} \right) D^M(p) + \frac{D_N^M(p)}{D^N(p)} D_M(c) - D^M(p) \right) \)

\( \geq v^\delta(M) \) \hspace{1cm} (A.15)

Please note that in the last inequality we used the definition of \( v^\delta(M) \). By using the last equality of (A.13) and the last inequality of (A.15), we have

\[
\sum_{i \in M} \Delta S_i^M = \sum_{i \in M} \frac{1}{\beta(D^N(p) + 1)} \left( \ln \left( \frac{D_M(c)}{D^N(p)} \right) D^i(p) \right) + \frac{D^i(p)}{D^N(c)} D^i(c) - D^i(p) \]

\( = \frac{1}{\beta(D^N(p) + 1)} \left( \ln \left( \frac{D_M(c)}{D^N(p)} \right) \sum_{i \in M} D^i(p) \right) + \frac{D^i(p)}{D^N(c)} \sum_{i \in M} D^i(c) - \sum_{i \in M} D^i(p) \)

\( = \frac{1}{\beta(D^N(p) + 1)} \left( \ln \left( \frac{D_M(c)}{D^N(p)} \right) D^M(p) + \frac{D_N^M(p)}{D^N(c)} D_M(c) - D^M(p) \right) \)

\( \geq v^\delta(M) \),

which is exactly what we need to show. This concludes the proof. \( \square \)

**Proof of Theorem 4**

Let \( \delta \leq 1 - \max_{i \in N} v^\delta(i) \). We will show that allocation rule \((1 - \delta)MSE \in \varepsilon(N, t^\delta) \neq \emptyset \). We do so by showing that \((1 - \delta)MSE \) satisfies

\[
\sum_{i \in N} (1 - \delta)MSE_i = t^\delta(M),
\]

\[
\sum_{i \in M} (1 - \delta)MSE_i \geq t^\delta(M) \text{ for all } M \subseteq N.
\]

For the first part, observe that

\[
\sum_{i \in N} (1 - \delta)MSE_i = (1 - \delta) \sum_{i \in N} MSE_i = (1 - \delta) t^\delta(N) = t^\delta(M),
\]

where the second equality holds since \( MSE \in \varepsilon(N, t^\delta) \) (See Theorem 3).

Now, it remains to prove that \( \sum_{i \in M} (1 - \delta)MSE_i \geq t^\delta(M) \) for all \( M \subseteq N \). Since \( \delta \leq 1 - \max_{i \in N} v^\delta(i) \), we also have \( \delta \leq 1 - v^\delta(i) \) \( \forall i \in N \). From this, we can conclude that \((1 - \delta)MSE_i \geq t^\delta(i) \) \( \forall i \in N \). Hence, it remains to show that \( \sum_{i \in M} (1 - \delta)MSE_i \geq t^\delta(M) \) for all \( M \subseteq N \) with \( |M| \geq 2 \).

Let \( M \subseteq N \) with \( |M| \geq 2 \). We have

\[
\sum_{i \in M} (1 - \delta)MSE_i = (1 - \delta) \sum_{i \in M} MSE_i \geq (1 - \delta) t^\delta(M) = t^\delta(M),
\]

where the inequality holds since \( MSE \in \varepsilon(N, t^\delta) \) (see Theorem 3). This implies that \( \sum_{i \in M} MSE_i \geq t^\delta(M) \) for all \( M \subseteq N \). This concludes the proof.

**Theorem 5.** Let \( f : \mathbb{R}^N \rightarrow \mathbb{R} \) and \( h(x) : \mathbb{R}^N \rightarrow \mathbb{R} \). If \( x^* \in \mathbb{R}^N \) is a feasible solution of nonlinear programming problem \( \mathcal{P} \):

\[
\mathcal{P} = \min_{x \in \mathbb{R}^N} f(x) \quad \text{subject to} \quad h(x) = 0
\]

and \( f(x^*) = \mathcal{L}(\lambda) \) for some \( \lambda \in \mathbb{R} \), where \( \mathcal{L}(\lambda) = \min_{x \in \mathbb{R}^N} f(x) + \lambda h(x) \) then \( x^* \) is an optimal solution of \( \mathcal{P} \).

**Proof.** See Bazaraa et al. (2013), chapter 6, corollary 2. \( \square \)

**Supplementary material**

Supplementary material associated with this article can be found, in the online version, at doi:10.1016/j.ejor.2022.01.036.
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