Visual modulation of firing and spectrotemporal receptive fields in mouse auditory cortex
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ABSTRACT

Recent studies have established significant anatomical and functional connections between visual areas and primary auditory cortex (A1), which may be important for cognitive processes such as communication and spatial perception. These studies have raised two important questions: First, which cell populations in A1 respond to visual input and/or are influenced by visual context? Second, which aspects of sound encoding are affected by visual context? To address these questions, we recorded single-unit activity across cortical layers in awake mice during exposure to auditory and visual stimuli. Neurons responsive to visual stimuli were most prevalent in the deep cortical layers and included both excitatory and inhibitory cells. The overwhelming majority of these neurons also responded to sound, indicating unimodal visual neurons are rare in A1. Other neurons for which sound-evoked responses were modulated by visual context were similarly excitatory or inhibitory but more evenly distributed across cortical layers. These modulatory influences almost exclusively affected sustained sound-evoked firing rate (FR) responses or spectrotemporal receptive fields (STRFs); transient FR changes at stimulus onset were rarely modified by visual context. Neuron populations with visually modulated STRFs and sustained FR responses were mostly non-overlapping, suggesting spectrotemporal feature selectivity and overall excitability may be differentially sensitive to visual context. The effects of visual modulation were heterogeneous, increasing and decreasing STRF gain in roughly equal proportions of neurons. Our results indicate visual influences are surprisingly common and diversely expressed throughout layers and cell types in A1, affecting nearly one in five neurons overall.

1. Introduction

Environmental events are often transduced by multiple sensory modalities, subserving multisensory perceptual processes such as spatial localization and communication. Although multisensory integration was once believed to be mediated primarily by higher-order cortices, mounting evidence indicates that earlier stations, including primary sensory cortices, extensively integrate information from other sensory and motor areas (Wallace et al., 2004; Ghazanfar and Schroeder, 2006; Budinger and Scheich, 2009; Smiley and Falchier, 2009; Kajikawa et al., 2012; Stehberg et al., 2014; Schneider and Mooney, 2018; King et al., 2019). In primary auditory cortex (A1), visual influences have been widely observed in many species and preparations, likely reflecting the pervasiveness of audiovisual interaction in natural behavior (Wallace et al., 2004; Banks et al., 2011; Budinger and Scheich, 2009; Stehberg et al., 2014; King et al., 2019). For instance, anatomical studies report direct projections from visual areas (Banks et al., 2011; Budinger and Scheich, 2009; Stehberg et al., 2014) and physiological studies have observed neurons with visual responses or visually modulated responses to sound (Bizley et al., 2007; Bizley and King, 2008; Kayser et al., 2009, 2010; Kobayasi et al., 2013). These insights have left open two important questions: first, what is the microcircuitry through which visual inputs shape processing in A1, and which neurons participate in this process? And second, which aspects of sound encoding are affected by visual influences, and in what ways?

Understanding audiovisual microcircuitry in A1 requires determining which anatomically and functionally defined neuron populations are driven or modulated by visual input. Cortical neurons fall into many inhibitory and excitatory types, which are organized into layers, each with different patterns of intracolumnar, intercolumnar, and subcortical connectivity (Tremblay et al., 2016). Experiments in vitro have confirmed that visual projections directly activate both excitatory and inhibitory cells in A1 (Banks et al., 2011). However, it is not yet known whether these cell types are differentially responsive to visual stimulation in vivo, and whether the effects of visual stimulation on different cell types are cell type- or layer-specific. Second, while a recent study in ferrets suggested visually modulated neurons may be most common in the supragranular and infragranular layers (Atilgan et al., 2018), and another from our lab found visually responsive neurons in the mouse were most common in the infragranular layers.
(Morrill and Hasenstaub, 2018), we do not yet know whether visually responsive and visually modulated neurons are drawn from the same populations or reflect distinct subpopulations. Similarly, it remains unclear whether visually responsive infragranular neurons are part of the circuitry underlying sound processing in A1, or alternatively comprise a distinct subpopulation relaying visual information to auditory neurons. Therefore, determining how both visual responses and visual modulation are distributed among the layers and cell types, and determining which of these cell populations are also responsive to sound, will provide insight into the circuitry mediating audiovisual integration in A1.

Understanding which aspects of sound encoding are modulated by visual inputs is similarly essential to understanding the nature and extent of visual influences in A1. In A1, sound information can be encoded both in transient (at stimulus onset) and sustained changes in firing rate (FR). Onset responses are often stronger than sustained responses, and reflect stronger feedforward contributions from subcortical structures, while sustained responses are weaker and more closely tied to local network processing. This implies that onset and sustained responses may be differentially susceptible to contextual, including visual, influences. Beyond spike rate, A1 neurons often encode sound features and other events through changes in spike timing, with or without changes in average FR (deCharms and Merzenich, 1996; Malone et al., 2010; Insanally et al., 2019). Spectrotemporal receptive fields (STRFs) can be used to measure such responses because they reflect average stimulus values preceding each spike and are thus sensitive to both spike rate and timing (Atencio and Schreiner, 2013; Wu et al., 2006). Previous studies have shown that contextual variables such as attentional state may modulate sensitivity to spectrotemporal features (i.e., may cause STRF changes) without affecting time averaged FRs, or vice versa (Slee and David, 2015). Thus, assessing visual influences on these distinct sound response types is needed to understand both the prevalence of visual influences in A1 and their functional consequences.

Here, we examine how visual inputs modulate different aspects of spontaneous and sound-evoked activity in excitatory and inhibitory neurons in different layers of awake mouse A1. We used high-density translaminar probes to estimate the cortical depth of each neuron and used spike shapes to classify putative inhibitory and excitatory neurons. By presenting receptive field estimation stimuli in segments, we were able to simultaneously measure STRFs as well as transient/onset and sustained FR responses to sound. On half of the trials, we simultaneously presented visual stimuli to determine whether these responses were sensitive to visual context.

2. Materials and Methods

2.1. Subjects and surgical preparation

All procedures were carried out in AALAC approved facilities, were approved by the Institutional Animal Care and Use Committee at the University of California, San Francisco, and complied with ARRIVE guidelines and recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health. A total of 15 adult mice (6 female) served as subjects (median age 99 days, range 58–169 days). All mice had a C57BL/6 background and expressed optogenetic effectors targeting interneuron subpopulations, which were not manipulated in the current study. The mice were generated by crossing the Ai32 strain expressing Cre-dependent eYFP-tagged channelrhodopsin-2 (JAX stock #012569) with neuron-specific Cre driver lines (PV-Cre: JAX stock #012358; Sst-Cre: JAX stock #013044; VIP-Cre: JAX stock #019096; Ctgf-Cre: JAX stock #028535; Penk-Cre: JAX stock #025112; NtsR1-Cre: MMRRC UCD stock #030648-UCD). Mice were housed in groups of two to five under a 12H–12H light-dark cycle. Surgical procedures were performed under isoflurane anesthesia with perioperative analgesics (lidocaine, meloxicam, and buprenorphine) and monitoring. A custom stainless steel headbar was affixed to the cranium above the right temporal lobe with dental cement, after which subjects were allowed to recover for at least two days. Prior to electrophysiologic recording, a small craniotomy (~1–2 mm diameter) centered above auditory cortex (~2.5–3.5 mm posterior to bregma and under the squamosal ridge) was made within a window opening in the headbar. The craniotomy was then sealed with silicone elastomer (Kwik-Cast, World Precision Instruments). The animal was observed until ambulatory (~5–10 min) and allowed to recover for a minimum of 2 h prior to electrophysiologic recording. The craniotomy was again sealed with silicone elastomer after recording, and the animal was housed alone thereafter. Electrophysiologic recordings were conducted up to five consecutive days following the initial craniotomy.

2.2. Auditory and visual stimuli

All stimuli were generated in MATLAB (Mathworks) and delivered using Psychophysics Toolbox Version 3 (Kleiner et al., 2007). Sounds were delivered through a free-field electrostatic speaker (ES1, Tucker-Davis Technologies) approximately 15–20 cm from the left (contralateral) ear using an external soundcard (Quad Capture, Roland) at a sample rate of 192 kHz. Sound levels were calibrated to 60 ± 5 dB at ear position (Model 2209 m, Model 4939 microphone, Bruel & Kjær). Visual stimuli were presented on a 19-inch LCD monitor with a 60 Hz refresh rate (ASUS VW199H or Dell P2016h) centered 25 cm in front of the mouse. Monitor luminance was calibrated to 25 cd/m² for 50% gray at eye position.

Search stimuli used for cortical depth estimation included click trains, noise bursts, and pure tone pips, plus the experimental stimuli described below. For a few recordings, only tone pips and experimental stimuli were presented due to time constraints. In some recordings, additional search stimuli were presented, such as frequency-modulated sweeps. Click trains comprised broadband 5 ms non-ramped white noise pulses presented at 4 Hz for 1 s at 60 dB with a ~1 s interstimulus interval (ISI), with 20–50 repetitions. Noise bursts consisted of 50 ms non-ramped band-passed noise with a uniform spectral distribution between 4 and 64 kHz presented at 60 dB in 500 unique trials with a ~350 ms ISI. Pure tones consisted of 100 ms sinusoids with 5-ms cosine-squared onset/offset ramps presented at a range of frequencies (4–64 kHz, 0.2 octave spacing) and attenuation levels (30–60 dB, 5 dB steps). Three repetitions of each frequency-attenuation combination were presented in pseudorandom order with an ISI of ~550 ms. Peristimulus-time histograms (PSTHs) quantifying time-binned multi-unit FRs were constructed for each stimulus. For tone pips, frequency-response area (FRA) functions were constructed from baseline-subtracted spike counts during the stimulus period averaged across trials at each frequency-attenuation combination. PSTHs and FRAs from an example recording are shown in Fig. 1C.

As depicted by Fig. 2, experiments included two trial types: (a) auditory trials, which presented sound only, and (b) audiovisual trials, which included both sound and visual stimuli. For both trial types, the auditory stimulus was a random double sweep (RDS), a continuous, spectrally sparse receptive field estimation stimulus capable of effectively driving activity across diversely tuned neurons in A1 (Goureévitch et al., 2015). The RDS comprised two uncorrelated random sweeps, each varying continuously over time between 4 and 64 kHz, with a maximum sweep modulation frequency of 20 Hz. Sample RDS frequency vectors are depicted in Fig. 2A and B. The RDS was delivered in 15-s non-repeating segments (40 trials, 10 min total stimulation; cf. Rokowski et al., 2002). The inter-sound interval was ~9 s, with visual stimuli trailing and leading sounds by 2.5 s within this interval. Thus, intertrial intervals were ~9 s for consecutive auditory trials, ~4 s for consecutive audiovisual trials, and ~6.5 s for mixed trial sequences. The same 40 RDS segments were used for auditory and audiovisual trials to maintain identical stimulus statistics between conditions. Audiovisual trials were thus identical to auditory trials except for an additional visual contrast modulated noise (CMN) stimulus (Fig. 2B).

As described elsewhere (Niel and Stryker, 2008; Pisco et al.,
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2013), CMN is a broadband stimulus designed to maximally activate diversely tuned neurons in visual cortex. The stimulus is generated by first creating a random frequency spectrum in the Fourier domain. The temporal frequency spectrum was flat with a low-pass cutoff at 10 Hz. The spatial frequency spectrum dropped off as $A(f) \sim 1/(f + f_c)^2$, with $f_c = 0.05$ cycles/deg, where $f$ is spatial frequency and $A$ denotes the amplitude envelope. The spatial frequency content of the stimulus was thus biased toward low frequencies, approximating the spatial frequency preference distribution of visual cortical neurons (Niell and Stryker, 2008; Piscopo et al., 2013). A spatiotemporal movie was then created by inverting the three-dimensional spectrum. Finally, contrast modulation was imposed by multiplying the movie by a sinusoidally variable contrast function. The CMN stimulus was generated at 60 x 60 pixels, then interpolated to 900 x 900 pixels. The first and last frames of the CMN movie were uniform 50% gray, providing abrupt luminance changes at stimulus onset and offset from black during the intertrial interval. The CMN stimulus led and trailed the RDS sounds by 2.5 s to allow ample time for potential visual-evoked spiking responses to reach an adapted state prior to sound onset responses and persist throughout sound offset responses.

2.3. Electrophysiology

Recordings were conducted inside a sound attenuation chamber (Industrial Acoustics Company). Because anesthesia strongly influences auditory cortical activity (Wang et al., 2005; Hromadka et al., 2008; Kobayasi et al., 2013; Morrill and Hasenstaub, 2018), we conducted all recordings in awake, headfixed animals moving freely atop a spherical treadmill (Fig. 1A; Dombeck et al., 2007; Niell and Stryker, 2010; Phillips and Hasenstaub, 2016; Phillips et al., 2017a, 2017b; Morrill and Hasenstaub, 2018; Bigelow et al., 2019). Recordings were made with single shank, linear multichannel electrode arrays slowly lowered into cortex using a motorized microdrive (FHC). Arrays with 64 channels (Cambridge Neurotech H3; 20 μm site spacing, 1260 μm total span) were used for all recordings except one, which used a 32-channel array (Cambridge Neurotech H4; 25 μm site spacing, 775 μm total span). Prior to lowering the probe, the craniotomy was filled with 2% agarose to stabilize the brain surface. After reaching depths of approximately 800–1000 μm below the first observed action potentials, probes were allowed to settle for at least 20 min before recording. Continuous extracellular voltage traces were collected using an Intan RHD2164 amplifier chip with RHD USB Interface Board (Intan Technologies) at a sample rate of 30 kHz. Other events such as stimulus times were stored concurrently by the same system. All analyses were performed with MATLAB (Mathworks).

The span of recording channels (1260 μm) exceeded mouse cortical depth (~800 μm; Chang and Kawai, 2018; Paxinos and Franklin, 2019), typically resulting in a span of sound-responsive channels plus an additional subset of non-responsive channels outside of A1. As depicted in Fig. 1C, we used multi-unit responses evoked by search stimuli to designate the span of sound-responsive channels, which served as an estimate of cortical span. This was normalized by expressing each as a fraction of total depth (Morrill and Hasenstaub, 2018) and divided into three equal bins reflecting superficial, middle, and deep-layer neuron populations. In our prior study of visual responses in A1, we applied Di-I to recording probes for histologically referenced depth estimation (Morrill and Hasenstaub, 2018). We observed parallel depth distributions of visually responsive neurons in the current and prior studies, suggesting the current method achieved a rough approximation to the histological approach.

We targeted recordings in A1 using stereotaxic coordinates and anatomical landmarks such as characteristic vasculature patterns...
Previous studies have reported significant differences in tone onset latencies between primary and non-primary fields (Joachimsthaler et al., 2014), with latencies between 5 and 18 ms for primary fields (median ~9 ms), and 8–32 ms for non-primary fields (median ~12–16 ms). We thus analyzed tone onset latencies to support designations of putative primary recording sites. Using multi-unit PSTHs with 2-ms bins and smoothed with a Savitzky-Golay filter (3rd order, 10-ms window), we defined onset latency as the first post-onset bin exceeding 2.5 standard deviations of the pre-stimulus FR (Morrill and Hasenstaub, 2018). We retained only putative primary sites for further analysis, defined as recordings for which the median latency across the responsive channel span was 14 ms or less (49 of 60 total recordings). The retained putative primary recordings universally exhibited robust multi-unit responses to click trains, noise bursts, and tone pips, and clear evidence of frequency-level tuning in the FRA plots (Fig. 1C) as well as spectrotemporal tuning in single-unit responses to RDS stimuli (Fig. 5).

To isolate single-unit activity from continuous multichannel traces, we used Kilosort 2.0 (Pachitariu et al., 2016; available: https://github.com/MouseLand/Kilosort) combined with auto- and cross-correlation analysis, refractory period analysis, and cluster isolation statistics. Although the majority of isolated units were held throughout the entire recording (~28 min), isolation of individual neurons was occasionally disrupted or lost partway through the experiment. Thus, we estimated the active timespan for each unit by visual inspecting unit activity plots over time. For the retained subset of active trials, we matched RDS stimuli between conditions by analyzing only RDS segments common to both conditions. This ensured strict equivalence of auditory stimuli between conditions, isolating any observed differences to the presence of the visual CMN stimulus. We included only units with 10 or more active trials (5 per condition) in the final analysis. In total, 801 units were included in the analyses below. As in previous publications (Phillips et al., 2017a; Bigelow et al., 2019), we were able to classify units as narrow-spiking (NS) or broad-spiking (BS) using a clear bimodal distribution of waveform trough-peak delays (Fig. 1D; NS, <600 μs, n = 212; BS, ≥600 μs, n = 589). As reported elsewhere (Kawaguchi and Kubota, 1997; Niell and Stryker, 2008; Wu et al., 2008; Moore and Wehr, 2013; Li et al., 2015; Yu et al., 2019; Liu et al., 2020), NS units overwhelmingly reflect inhibitory neurons, the majority of which are parvalbumin positive (PV+) interneurons (a minority are somatostatin (SST-) inhibitory interneurons). The majority of BS units are excitatory neurons, although some are known to be SST+ and vasoactive intestinal peptide (VIP+) inhibitory interneurons. NS and BS units thus reflect neuron subpopulations dominated by inhibitory and excitatory neurons, respectively. Consistent with this classification, NS units had characteristically higher mean spontaneous FRs than BS units (BS: 3.94 Hz, NS: 16.84 Hz; Hromadka et al., 2008; Schiff and Reyes, 2012; spontaneous rates estimated from the baseline period shown in Fig. 2A; Wilcoxon Rank Sum test: p < 0.03). For the spike-equated analysis of visual responses reported in Fig. 5, we calculated mean FRs using both spontaneous and driven spikes (including the full stimulus period plus spontaneous activity 1 s before and after the stimulus), yielding population mean rates of 18.11 and 4.45 Hz for NS and BS units, respectively.

2.4. Spectrotemporal receptive field estimation

We calculated spectrotemporal fields (STRFs) using standard reverse-correlation techniques (Wu et al., 2006) as depicted in Fig. 4. RDS stimuli were discretized in 1/8 oct frequency bins and 5-ms time bins, sufficient resolution for modeling response properties of most A1 neurons (Thorson et al., 2015). We first calculated the spike-triggered average (STA) by adding the discretized stimulus segment preceding each spike to a cumulative total, and then dividing by the total spike count. For all data analyses, the peri-spike time analysis window spanned 0–100 ms prior to spike event times, sufficient for capturing latency-adjusted temporal response periods of most A1 neurons (Atencio and Schreiner, 2013; See et al., 2018). We use a broader window for presenting example data, spanning 200 ms before and 50 ms after spike event times. The 50 ms post-spike window indicates a causal values, i.e., those that would be expected by chance given the finite recording time, stimulus and spike timing statistics, and smoothing parameters (Gourévitch et al., 2015). The first 200 ms of the RDS response from each trial were dropped from all STA calculations analyses to minimize bias reflecting strong onset transients.

The STA thus reflects the average binned stimulus segment preceding spike events and can be viewed as a linear approximation to the optimal stimulus for driving neuronal firing (deCharms et al., 1998). As discussed by Rutkowski et al. (2002), the STA can be formalized as the probability (P) of a stimulus frequency f occurring at time τ given that a spike occurred, as expressed by the equation

\[
P(f|\tau) = \frac{\sum_{i} S(f, \tau - t_i) \cdot \delta(t_i)}{n} \quad \text{Eq. (1)}
\]

where \( i \) indicates a spike, \( t_i \) is a spike time, \( r \) is the time analysis window, \( n \) is the spike count, and \( 2 \) indicates summing across spikes. \( S(f, t) \) is the stimulus value at a given time-frequency bin, equaling one if an RDS frequency intersects the bin, two if both RDS frequencies coincide with the bin, and zero otherwise. \( S(f, t - r) \) represents the windowed stimulus aligned to a spike time. \( \delta(t) \) is equal to one if a spike occurs at time \( t \) and zero otherwise. With a minor modification, STRF time-frequency bins can be expressed in terms of deviation from mean driven FR (spikes/s - mean) using the terms defining the STA and Bayes’ theorem,

\[
P(i|S(f, \tau)) = P(S(f, \tau)|i) \cdot P(i) / P(S(f)) \quad \text{Eq. (2)}
\]

where \( P(i) \) is the probability of a spike occurring in a bin, equal to \( n/T \), where \( T \) is the total stimulus time and \( P(S(f)) \) is the probability of a tone
frequency occurring in a bin. The mean driven FR is then subtracted from the STRF such that individual time-frequency bins reflect increases (positive, red) or decreases (negative, blue) from the mean driven rate (Fig. 4C). Finally, we used a uniform 3×3 bin window for smoothing STRFs to reduce overfitting to finite-sampled stimulus statistics. The STA and STRF expressed in units of spikes/s are multiples of each other since terms in the expression \( P(i)/P(Sj) \) are constant and thus practically identical for the purposes of all data analyses, including comparisons between conditions. However, we opted to report STRFs represented in firing-rate change units to ease interpretation of stimulus driven changes in neuronal activity.

We calculated STRFs independently for each condition. As in previous studies (Fritz et al., 2003), we further calculated a difference STRF (ΔSTRF) by subtracting the auditory STRF from the audiovisual STRF. In addition, we calculated ‘null’ STRFs using identical procedures to those described above except that the stimulus was reversed in time, while preserving the original spike event times. This modification breaks the temporal relationship between the stimulus and spike times, but preserves spike count and timing statistics (e.g., interspike interval distribution), as well as the statistical distributions of the stimulus (Bigelow and Malone, 2017). The resulting STRFs were used to estimate time-frequency bin values expected by chance, and thus assess the statistical significance of STRFs as described below (Statistical analysis). Null ΔSTRFs were similarly obtained by subtracting null auditory STRF from the null audiovisual STRF.

### 2.5. Statistical analysis

As indicated by Fig. 2A, we measured spontaneous FRs using a window spanning 3.5 to 2.5 s prior to sound onset (immediately preceding visual stimulus onset for audiovisual trials). We measured sound onset FR responses using spikes occurring within the first 100 ms of the stimulus. We used an analysis window spanning 200 ms post stimulus onset to the end of the stimulus (15 s) for both sustained FRs and STRFs. Finally, we measured visual onset FR responses within 300 ms post visual stimulus onset, which accommodated the longer response latencies typical of visual responses in A1 (Morrill and Hasenstaub, 2018).

We further analyzed auditory and visual offset FR responses using 100- and 300-ms windows following stimulus offset, respectively. Unlike onset and sustained responses, offset responses required comparison against two baselines: first, the spontaneous window described above, and second, a window of equivalent duration (1 s) preceding the offset response (i.e., the final second of the stimulus). Differences from the second baseline ensured offset responses did not merely reflect the continuation of a sustained response. In addition, we only considered offset responses ‘significant’ if they were above or below both baselines (but not between them) to ensure offset responses did not simply reflect the return of a sustained FR change to spontaneous activity. We used the larger of the two p-values associated with these tests to assess significance of the offset response, and its associated baseline for calculating effect size described below.

For each unit, we assessed the significance of all FR responses by comparison to baseline using Wilcoxon signed-rank tests (paired) with \( \alpha = 0.05 \). For all tests of individual unit significance, we controlled false discovery rate (FDR) by implementing the Benjamini–Hochberg procedure with \( q = 0.05 \) across the unit population (Benjamini and Hochberg, 1995). For a standardized measure of response strength that accommodated both increases and decreases in FR from baseline, we defined effect sizes as the absolute difference between the evoked and spontaneous FR means, divided by the standard deviation of the spontaneous FR. This facilitated interpretation of response deviations from chance reflecting different analysis windows and unit types. We similarly assessed significant FR differences between conditions with Wilcoxon signed-rank tests (\( \alpha = 0.05 \), Benjamini–Hochberg FDR correction with \( q = 0.05 \)), and estimated effect sizes as the absolute difference between conditions divided by the standard deviation of the auditory condition.

To assess the significance of STRFs, we calculated correlation coefficients between two STRFs computed from random trial halves (Fig. S1; Escabi et al., 2014) and defined a reliability index as the mean across 1000 subsample iterations. We calculated p-values reflecting the proportion of the null distribution exceeding the mean of the data distribution (Fig. S1A), and adjusted p-values to equal to zero (cases where none of the null correlations exceeded the data mean) to 0.000099 reflecting the resolution permitted by the number of subsample iterations. Finally, we multiplied these p-values by two for an estimate of two-tailed significance and adjusted using Benjamini–Hochberg FDR correction (\( q = 0.05 \)). Because the null subsampled STRF distribution was skewed for some units (e.g., null reliability index >0), we further considered STRFs significant only if reliability was greater than 0.2. Similar to FR responses, we estimated STRF reliability effect sizes as the absolute difference between the data and null distributions, divided by the standard deviation of the null distribution. We assessed the significance of ΔSTRFs using the same approach, except using subsampled ΔSTRF correlation distributions (Fig. S1B).

We used two approaches for assessing differences in responsiveness and modulation at the neuron subpopulation level (NS and BS units, and units in different cortical depth bins). First, we used chi-square tests to determine whether the proportion of units with significant responses (p < 0.05, FDR corrected) differed among groups. Second, we used independent one-way analysis of variance (ANOVA) to determine whether effect sizes for units with significant responses differed by group. For uniformity in presenting the results, we use the same approach for testing between two groups (NS vs. BS units), wherein ANOVA and the Student’s t-test produce equivalent p-values with F = \( t^2 \). We considered each neuron subpopulation as independent (NS vs. BS units), and therefore did not report main effects reflecting pooling across subpopulations. The rationale for including both tests was that neuron subpopulations (e.g., NS, BS) could have different proportions of responsive units with similar response strength or vice versa.

### 3. Results

Here, we presented continuous random sounds, continuous random movies, and sound-movie combinations (Fig. 1) to address two sets of questions regarding visually driven or modulated firing in awake mouse A1. First, we sought to resolve whether visually responsive neurons are part of the sound-responsive majority in A1, and if so, whether sound responses in these neurons are modulated by visual stimulation. Second, we sought to resolve whether visual context differently influences the diverse ways in which neurons respond to sound (transient onset firing, sustained firing, feature selectivity revealed by STRFs). In each analysis, we used cortical depth estimation and waveform classification techniques to identify differences in visual responses between putative inhibitory (NS) and excitatory (BS) neurons at different cortical depths (Fig. 1C and D).

#### 3.1. Visually responsive neurons in A1 are most prevalent in deep layers

We first measured the depth distribution of neurons responsive to visual stimulation alone (i.e., neurons for which FR significantly changes, either up or down, in the 300 ms following movie onset). In the middle layers, visual stimuli could either increase or suppress firing (e.g., Fig. 3Cexcited: 17/29, 58.6%; suppressed: 12/29, 41.4%). In the deep layers, in contrast, visual responses were relatively common and almost exclusively excitatory (44/47, 93.6%). In total, roughly one in ten neurons were visually responsive (79/801, 9.9%), and consistent with our earlier study (Morrill and Hasenstaub, 2018), nearly two thirds of these units (47/79, 59.5%) were found in the depth bins corresponding to the deep layers of cortex (Fig. 3C). Chi-square tests confirmed the proportion of significant visual responses depended on depth for both unit types (NS: \( \chi^2 = 18.05, p < 10^{-2}, \varphi = 0.150 \); BS: \( \chi^2 = \)).
To determine whether visual responses were stronger in the deeper layers, we next measured the effect size, defined as the absolute difference between the visual-evoked and spontaneous FR means divided by the standard deviation of the spontaneous FR. This provided a standardized measure of visual response strength that does not over-weight units with high FRs, and that accommodates both increases and decreases in FR. One-way ANOVA confirmed that visual response effect sizes for units with significant responses depended on cortical depth for both unit types, with the strongest responses in the deepest bin (NS: $F = 3.82, p = 0.034, \eta^2 = 0.203$; BS: $F = 8.30, p < 10^{-3}, \eta^2 = 0.279$). Thus, both the prevalence of visually responsive neurons and the strength of their responses were greatest in the deep cortical layers.

We further tested whether visual responsiveness differed between NS and BS units. We observed visual responses in a significantly larger percentage of NS units (33/212, 15.6%) than BS units (46/589, 7.8%), but among the visually responsive units, the strength of the visual responses was not significantly different between NS and BS units (all F-ratios $< 1.4$, all p-values $> 0.24$). As noted in the Materials and Methods (Fig. 1D), NS cells typically fired at much higher rates than BS cells, raising the possibility that the larger percentage of visually responsive NS units could be explained by the concomitant increase in statistical power. To test this, we randomly subsampled spikes from NS units with FRs above the BS mean (see Materials and Methods), creating a pseudo-population of NS units with mean FR equivalent to BS units (4.45 Hz; Fig. 52A). We repeated the visual onset response analyses for this
pseudo-population, and readjusted the p-values for the BS and pseudo-NS cells together using Benjamini-Hochberg FDR control. Following this adjustment, there were no longer any significant differences in the proportions of visually responsive NS and BS units (Fig. S2B; all χ² statistics < 1.24, all p-values > 0.26), or in response strength (all F-ratios < 2.1, all p-values > 0.17). Thus, we do not conclude that NS units are more likely to respond to visual stimulation. Rather, we conclude that visually evoked firing differences are simply easier to detect in NS units because of their generally higher spike rates.

Because stimulus offset responses have been observed in primary visual cortex (e.g., Liang et al., 2008), we also looked for significant FR changes following termination of the visual CMN stimulus. However, we found that no units had significant visual offset responses after FDR correction. We therefore defined visually responsive units throughout the remainder of these analyses based on their visual onset responses only.

3.2. Most visually responsive neurons in A1 also respond to sound

We next determined whether the visually responsive neurons in our sample were primarily unimodal (visual only) or bimodal (visual plus auditory). To do this, we measured the proportions of units with significant auditory onset firing responses. (1) Auditory onset FR responses in visually responsive neurons. Left: Effect size for visual and auditory onset FR changes from baseline. (2) Auditory sustained FR responses in visually responsive neurons. (3) Auditory STRFs in visually responsive neurons. (4) Percentages of visually responsive neurons with any significant auditory response (onset FR, sustained FR, or STRF). **p < 0.01, ***p < 0.001.
BS: 23/27, 85.2%). As shown in Fig. 5B1–2, roughly half of all visually responsive BS units and three fourths of visually responsive NS units also had significant sound-evoked onset or sustained FR responses (BS onset: 19/46, 41.3%; BS sustained: 24/46, 52.2%; NS onset: 25/33, 75.8%; NS sustained: 23/33, 69.7%). The great majority of visually responsive neurons also had significant STRFs (Fig. 5B3; BS: 34/46, 73.9%; NS: 33/33, 100%). Thus, the overwhelming majority of visually responsive neurons also responded to sound in at least one of these three ways (Fig. 3B4; BS: 39/46, 84.8%; NS: 33/33, 100%), suggesting most visually responsive neurons in A1 also process sound.

We noted that many visually responsive neurons had significant STRFs but did not do so show a significant change in FR during the sound presentation. This implied that sound.

Responses in the general A1 neuron population may not always be evident from averaged FR responses. We confirmed this possibility by comparing the proportion of all neurons in the dataset with significant FR responses and/or STRFs (Fig. S3). We observed significant sound onset FR responses in just over one third of BS units (231/589, 39.2%), and two thirds of NS units (148/212, 69.8%). Just under half of both unit types had significant sustained FR responses (BS: 266/589, 45.2%; NS: 100/212, 47.2%). In contrast, the vast majority of units showed significant STRFs, even those lacking significant average FR changes (BS: 483/589, 82.0%; NS: 199/212, 93.9%). Examples of significant STRFs with and without significant FR responses are shown in Figs. S3A and S3B, respectively. These findings clarify that A1 neurons in our dataset were generally responsive to sound with very few exceptions (BS: 527/589, 89.5%; NS: 207/212, 97.6%), and underscore that spike timing-based analyses can reveal responses which do not produce changes in overall spike rate.

3.3. Visual signals differentially modulate sound onset and sustained FR responses

We next investigated whether distinct sound response types were differentially modulated by visual context by comparing changes in onset and sustained FR responses between conditions (Fig. 6). Group data in Fig. 6C show a striking imbalance in the proportions of units with visually modulated sound onset and sustained FR responses. Indeed, only one unit had a visually modulated onset FR response, whereas 15/212 (7.1%) of NS units and 30/589 (5.1%) of BS units had visually modulated sustained FR responses. Chi-square tests confirmed that in the middle and deep bins, sustained FR responses in both BS and NS cells were more likely to be visually modulated than onset FR responses (BS, middle: $\chi^2 = 14.33, p < 10^{-3}$, $\phi = 0.110$; BS, deep: $\chi^2 = 13.42, p < 10^{-3}$, $\phi = 0.107$; NS, middle: $\chi^2 = 6.73, p = 0.009$, $\phi = 0.126$; NS, deep: $\chi^2 = 6.29, p = 0.012$, $\phi = 0.122$).

We wondered whether the differences in the visual modulation of onset versus sustained FR responses might be explained by characteristic differences in the strength of onset and sustained FR responses to sound stimuli, as might be expected from previous studies reporting that multisensory integration depends on unimodal response strength (Stein and Stanford, 2008). As in previous studies (Lu et al., 2001; Wang et al., 2005; Malone et al., 2015), onset responses tended to have larger effect sizes and were generally more common than sustained responses (Fig. 7A and B). For BS units, effect sizes were significantly greater for onset than sustained FR responses across depth bins (Fig. 7B, left; superficial: $F = 7.28, p < 10^{-3}$, $\eta^2 = 0.123$; middle: $F = 21.77, p < 10^{-5}$, $\eta^2 = 0.079$; deep: $F = 5.57, p = 0.019$, $\eta^2 = 0.029$). Proportions of BS units with significant onset and sustained FR responses was comparable across depths, with the exception that onset responses were slightly less common in the superficial bin (Fig. 7B, left; $\chi^2 = 4.17, p = 0.041$, $\phi =$...
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Between multisensory influences and unisensory response strength, we directly examined the relationship between auditory and visual modulation effect sizes (Fig. 7C). Surprisingly, significant visual modulation effects were equally common in units with strong and weak responses to sound. For statistical confirmation of this finding, we first separated units into five groups reflecting a range of sound-evoked sustained FR response strengths based on changes from spontaneous firing (z-score): ‘weak’ (<0.2 to 0.2), ‘moderate’ (0.2-0.8 or –0.2 to –0.8), and ‘strong’ (>0.8 or <-0.8). Chi-square tests confirmed that the proportion of units with significant visual modulation effects did not differ among these groups (Fig. 7C, lower panels; NS: $\chi^2 = 4.68, p = 0.321$; BS: $\chi^2 = 6.19, p = 0.185$). Extending these outcomes, auditory effect size (absolute z-score) was not significantly predictive of units with significant visual modulation effects using logistic regression (all p-values > 0.370). Thus, inverse effectivenss did not specifically explain why visual modulation effects were almost exclusively observed for sustained FR responses. We conclude that visual influences on auditory encoding in A1 strongly depend on sound response dynamics (onset vs. sustained FR), independent of auditory response strength.

We finally considered whether units in which visual inputs modulated sustained FR were concentrated in the deep layers, similar to the visually responsive neurons described in Fig. 3. Thus, we directly compared the depth distributions and effect sizes of visually responsive and modulated units (Fig. 8). We saw that both for BS and NS cells, the depth distribution of visually modulated units differed significantly from visually responsive units. In the deepest bin, there were fewer visually modulated cells (NS: $\chi^2 = 9.39, p = 0.002, \chi = 0.149$; BS: $\chi^2 = 5.43, p = 0.020, \chi = 0.068$), and they had smaller effect sizes (NS: F = 5.33, p = 0.030, $r^2 = 0.182$; BS: F = 8.28, p = 0.007, $r^2 = 0.179$). Neither the prevalence of visually modulated units nor the effect size was systematically stronger in deeper layers (all $\chi^2$ statistics < 4.36, all p-values > 0.113; all F-ratios < 2.17, all p-values > 0.135). These findings suggest that visually responsive and visually modulated neuron populations have distinct laminar organizations.

3.4. Visual signals may modulate spectrotemporal receptive fields even without FR changes

Considering that many units without sound-evoked FR changes had significant STRFs (Fig. S3), we next addressed whether visual context could similarly modulate units’ STRFs without affecting their FRs, by measuring the overlap between units with visually modulated STRFs and visually modulated sustained FR responses. To determine which units had significant visually modulated STRFs, we calculated the statistical reliability of each unit’s difference STRF (ASTRF, the auditory STRF subtracted from the audiovisual STRF based on randomly subsampled trials; Fig. S1B; Fig. 9A). In total, 16/212 NS units (7.6%) and 39/589 of BS units (6.6%) had STRFs that were significantly modulated by visual stimulation (Fig. 9B). We reported above that the prevalence and strength of visual responses (Fig. 3), but not visually modulated sustained FR responses (Fig. 6), depended significantly on cortical depth. Extending this comparison, we similarly found that the prevalence and strength of visually modulated STRFs did not significantly depend on depth for either unit type (all $\chi^2$ statistics < 2.64, all p-values > 0.268; all F-ratios < 1.19, all p-values > 0.335).

As seen in Fig. 10, there was surprisingly little overlap between units with visually modulated STRFs and visually modulated sustained FRs (NS: 8/24, 33.3%; BS 11/58, 19.0%). We conducted permutation tests to determine whether the observed degree of overlap (units for which visual stimulation modulated both FRs and STRFs) fell within the limits expected by chance. By shuffling the labels of neurons with modulated FRs and modulated STRFs, we created null distributions reflecting the proportions of units for which modulation effects coincided by chance (104 iterations). For both unit types, the observed fractions of neurons with overlapping modulation effects were significantly smaller than expected by chance (NS: observed = 0.292, null median = 0.524, p = 0.059). For NS units at all depth bins (Fig. 7B, right), onset FR responses were both significantly more common (superficial: $\chi^2 = 3.88, p = 0.049, \chi = 0.096$; middle: $\chi^2 = 14.53, p < 10^{-3}, \chi = 0.185$; deep: $\chi^2 = 4.64, p = 0.031, \chi = 0.105$) and had larger effect sizes (superficial: F = 22.06, p < 10^{-4}, $r^2 = 0.286$; middle: F = 21.40, p < 10^{-4}, $r^2 = 0.167$; deep: F = 18.71, p < 10^{-4}, $r^2 = 0.190$). Thus, sustained FR responses tended to be weaker than onset FR responses but were more likely to be visually modulated. These findings appeared consistent with the principle of inverse effectiveness, which predicts stronger multisensory influences in units with weak unimodal responses (Stein and Stanford, 2008).

To determine whether our data fit the predicted inverse relationship...
0.012; BS: observed = 0.190, null median = 0.592, p < 10^{-4}). This outcome underscores the notion that units with modulated FRs and modulated STRFs occur in largely distinct neuronal populations, perhaps reflecting distinct mechanisms. In total, at least one aspect of sound encoding was modulated by visual context for roughly one in ten neurons (NS 24/212, 11.3%; BS 58/589, 9.9%; combined 147/801, 18.4%).

The differences in cortical depth distribution between units with significant visual responses and units with visually modulated responses to sound suggest these neurons may correspond to distinct unit populations. In direct support of this possibility, we found that most units with visual onset responses did not show any type of significant visually modulated sound response (neither FR nor STRF), and vice versa (Fig. 11). Overall, after FDR correction, we saw that visual stimulation affects firing in at least one way – by driving a direct visual response, by modulating sound-evoked FRs, or by modulating STRFs – in nearly one in five A1 neurons (NS 52/212, 24.5%; BS 95/589, 16.1%; combined 147/801, 18.4%).

---

### Fig. 8
Units with visually modulated responses to sound are rarer and less concentrated in the deep cortical layers than visually responsive units. (A–B) Comparison of significant visually responsive and modulated units for BS and NS units. Left: Percentages of units with significant effects. Right: Mean effect size (plus 99% confidence interval) for units with significant effects. *p < 0.05, **p < 0.01, ***p < 0.001, ns p > 0.05.

### Fig. 9
Units with visually modulated STRFs found throughout cortical layers. (A) Example unit with a visually modulated STRF. (1-2.) Spiking activity and STRFs for auditory and audiovisual trials. (3.) Upper: ΔSTRF reflecting the difference between audiovisual and auditory STRFs. Lower: Subsampled ΔSTRF correlations (dots: single subsample iterations; boxes: mean ± SD). (B) Population summary of visually modulated STRFs. (1.) ΔSTRF reliability for each unit by fractional depth. Outlined markers indicate units with significant modulation (p < 0.05, FDR corrected). (2.) Percentages of units with significant ΔSTRF reliability. (3.) Mean effect size (plus 99% confidence interval) for units with significant ΔSTRF reliability. *p < 0.05, **p < 0.01, ***p < 0.001, ns p > 0.05.
3.5. Visual context modulates STRF gain but preserves spectrotemporal tuning

Because many units had reliable ΔSTRFs (i.e., had STRFs that were significantly changed by simultaneous visual stimulation), we next asked whether these differences corresponded to changes in what features the neurons were selectively responsive to (i.e., changes in STRF tuning), or to changes in how strongly the neurons responded to the same stimulus features (i.e., changes in gain). To test for spectrotemporal tuning changes, we calculated the correlation between the sound-alone and audiovisual STRFs. For this analysis, we included only units for which spectrotemporal tuning in the Auditory condition could be reliably measured (r > 0.5) to ensure sound-unresponsive units did not skew the results. As shown in Fig. 12, sound-alone and audiovisual STRFs were highly correlated (NS median r = 0.95; BS median r = 0.89), implying that spectrotemporal tuning was largely preserved. Absolute correlations between auditory STRFs and ΔSTRFs were similarly high (NS median: r = 0.72; BS median: r = 0.62), implying that the greatest changes in audiovisual STRFs occurred at the time-frequency bins eliciting the strongest changes in responses—a feature characteristic of gain changes but not tuning changes. Together, these results implied that visual stimulation did not substantially alter neurons’ tuning but instead may have altered neurons’ gain.

To address whether visual stimulation affected STRF gain, we measured the slope of the relationship between the sound-only and audiovisual STRFs using standardized major axis regression (a variant of linear regression that treats measurement error in both variables symmetrically; Warton et al., 2006). For this analysis, we included only units for which sound-only and audiovisual STRFs were highly correlated to ensure accurate slope measurements ($r^2 > 0.5$; range highlighted in Fig. 13). Group data in Figs. 13C and F shows that visual stimulation indeed resulted in STRF gain changes, which included both increases and decreases relative to the auditory condition. In extreme cases, gain nearly doubled or halved. Sound-only and audiovisual STRFs were highly correlated even for units with the largest gain changes. However,
there was little systematic trend for visual stimulation to increase or decrease gain. For BS units, the median gain change was not significantly different from one (median 1.003; Wilcoxon signed-rank test: p = 0.888), implying increases and decreases were approximately balanced (Fig. 6C). There was a slight trend for NS units’ gain to be reduced by visual stimulation, but this trend was both small and only barely significant (median 0.982; Wilcoxon signed-rank test: p = 0.036). Thus, we conclude that the effects of visual stimulation on neural responses can be quite substantial in individual neurons and are heterogeneous across neural populations.

4. Discussion

Perception is inherently multisensory under natural conditions (Sugihara et al., 2006; Allman and Meredith, 2007; Stein and Stanford, 2008; Bigelow and Poremba, 2016). Concomitantly, recent evidence indicates multisensory interaction is pervasive throughout the brain, including within primary sensory areas (Ghazanfar and Schroeder, 2006; Bizley et al., 2007, 2016; Bizley and King, 2008; Banks et al., 2011; Iurilli et al., 2012; McClure and Polack, 2019). The extent to which crossmodal inputs may influence or even dominate spiking activity of local neurons remains an open question. In the current study, roughly one in ten A1 neurons responded to unimodal visual stimuli, consistent with previous estimates which typically range from ~5 to 15% (Wallace et al., 2004; Bizley and King, 2008; Kobayasi et al., 2013; Morrill and Hasenstaub, 2018). Additional analyses revealed that most of these neurons (>90%) were also responsive to sound. STRF analysis proved essential to this conclusion, as sound responses were only detected in slightly over half of neurons using average FRs (Fig. 5). These observations extend earlier findings which show that a minority of A1 neurons respond to visual inputs, and clarify that such responses occur in addition to, rather than instead of, responses to sound.

In an additional subpopulation of neurons, we observed visually modulated responses to sound (Figs. 6–13), which were almost completely limited to sustained FR responses and STRFs. We examined inverse effectiveness as a potential explanation for the lack of visually modulated onset responses, which predicts that these strong baseline responses may be only weakly modified by crossmodal input. However, additional analysis indicated that visual modulation effects for sustained FR responses were not significantly related to unimodal auditory response strength. These findings add to a small but growing body of studies suggesting inverse effectiveness may not universally govern multisensory integrative responses (Holmes, 2009). Additional work is needed to determine whether differences between onset and sustained FR responses such as stimulus selectivity (Wang et al., 2005) or response variability (Churchland et al., 2010) may give rise to their distinct sensitivity to visual context.

Visually responsive and modulated subpopulations were mostly nonoverlapping (Fig. 11), consistent with prior work suggesting that visual responses are neither necessary nor sufficient for visually modulated responses to sound (Bizley et al., 2007). A major question motivating the present study was whether such visual modulatory influences might differently affect overall excitability (average FR changes) and sensitivity to spectrotemporal features (STRFs). Indeed, we observed only limited overlap between units with visually modulated sustained FR responses and STRFs, with over one third of all visually modulated units showing STRF changes alone. Because STRF and sustained FR analyses reflected identical stimulus and spike distributions, differences in visual context modulation primarily reflect the sensitivity of STRFs to spike timing above and beyond spike rate. Our observations thus reinforce previous studies concluding that spike rate and timing changes in A1 carry non-redundant stimulus information (Bruggé and Merzenich, 1973; deCharms and Merzenich, 1996; Recanzone, 2000; Lu et al., 2001; Wang et al., 2005; Malone et al., 2010, 2015; Slee and David, 2015; Insanally et al., 2019; Liu et al., 2019).

Visually responsive neurons were most prevalent in the deep cortical layers, consistent with our earlier study (Morrill and Hasenstaub, 2018). By contrast, we found no evidence that the proportion of visually modulated neurons or the strength of their responses significantly depended on cortical depth. This was surprising, considering both the...
mediate suppressed responses above L6. Thus, one potential explanation has been obtained with both correlated and uncorrelated bimodal signals (Dahl et al., 2010), with several studies suggesting enhanced encoding is more common with correlated stimuli (Diehl and Romanski, 2014; Meijer et al., 2017). In correlated paradigms, such as natural audiovisual speech, encoding benefits of bimodal stimulation likely reflect synergistic interaction of temporally and/or spatially coincident feature selectivity within each respective modality (Stein and Stanford, 2008). In uncorrelated bimodal stimulus paradigms, including the present study, improved encoding with the addition of an uncorrelated signal from another modality may reflect stochastic resonance, in which sensitivity to a weakly detectable stimulus may be increased by random noise within or between modalities (Wiesenberg and Moss, 1995; Shu et al., 2003; Hasenstaub et al., 2005; Crosse et al., 2016; Malone et al., 2017). Consistent with these observations, STRF gain was increased by uncorrelated visual stimulation for approximately half of the neurons in our sample (Fig. 13), suggesting weak or inconsistent responses to sound features in these neurons may have been strengthened or regularized by crossmodal input. These and similar findings by previous studies establish neural phenomena parallel to psychophysical experiments reporting significantly improved detection of weakly perceptible events following the addition of both correlated and uncorrelated stimulation within a second modality (Ward et al., 2010; Huang et al., 2017; Freiss and Kayser, 2014; Kraus et al., 2018).
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