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Abstract

Meteorological factors, which are cyclical and regular, have an essential impact on human health. Accurate health risk prediction based on meteorological factors is essential for optimal resource allocation in healthcare units. However, due to the non-stationary and nonlinear of the original hospitalization sequence, traditional methods are less robust to predict it. This study aims to investigate hospital admission prediction models using time series pre-processing algorithms and deep learning approach based on Meteorological factors. Using the hospital electronic medical record data of Panyu Central Hospital and meteorological data of Panyu district from 2003-2019, 46,089 eligible patients with lower respiratory tract infections (LRTIs) and four meteorological factors were identified to build and evaluate the prediction models. A novel hybrid model, Cascade GAM-CEEMDAN-LSTM Model (CGCLM) was established in combination with Generalized Additive Model (GAM), Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) and Long-Short Term Memory Networks (LSTM) for predicting daily admissions of patients with LRTIs. The experimental results show that the CGCLM multistep method proposed in this paper outperforms the single LSTM model in the prediction of health risk time series at different time window sizes. Moreover, our results also indicate that the CGCLM has the best prediction performance when the time window is set to 61 days (RMSE=1.12, MAE=0.87, $R^2=0.93$). Adequate extraction of exposure-response relationships between meteorological factors and diseases and suitable handling of sequence pre-processing have an important role in time series prediction. This hybrid climate-based model to LRTIs disease prediction can also be extended to the time series prediction of other epidemic disease.
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1. Introduction

Climate change causes or aggravates a wide range of exposures with multiple impacts on health, both direct and indirect (Linares, et al., 2020). The 2020 report of The Lancet Countdown on health and climate change states that no country, rich or poor, is exempt from the effects of climate change on health (Watts, et al., 2020). LRTIs are a broad description of a group of respiratory diseases that comprise acute bronchitis, pneumonia, and exacerbations of chronic lung disease (Woodhead, et al., 2011) and it has become the fourth most common cause of death according to the World Health Organization (WHO) Global Health Estimates 2019 (WHO, 2020). In the context of continuing global climate change, identifying factors influencing the occurrence of LRTIs could contribute to the prediction of future outbreaks and facilitate the development of transmission prevention measures.

In the case of LRTIs, meteorological factors not only affect the activity of influenza viruses and make their activities seasonal (Price, et al., 2019), but also affect the immune system and alter the susceptibility of the body (Mäkinen, et al., 2009). As a result, the incidence of LRTIs also presents a certain rule. A study in Shaanxi Province, China, using stepwise multiple linear regression found that LRTIs hospitalization rate was significantly correlated with air temperature, relative humidity and atmospheric pressure (Liu, et al., 2016). Besides, a study conducted in Finland using a generalized additive model found that low temperature and low relative humidity associated with increased incidence of LRTIs (Mäkinen, et al., 2009). Although these statistical regression models can assess the relationship between meteorological factors and the incidence of LRTIs, they generally do not provide sufficiently accurate incidence forecasts for medical management.

Traditional time series forecasting models are usually statistical models, such as the classic
Autoregressive Integrated Moving Average (ARIMA). ARIMA has been widely applied in the field of medical time series forecasting (Zhang, et al., 2015). Although ARIMA models are quite flexible, their major limitation is that the nonlinear effects of various complex factors cannot be captured by ARIMA (Zhang, 2003). As machine learning algorithms evolved, it proved capable of capturing non-linear hidden features in time series. One study used machine learning to predict cardiovascular admissions, and they have achieved excellent results by defining a threshold of 85% that translates into a classification problem (Qiu, et al., 2020). GU et al (Gu, et al., 2019) used the optimized three-layer LSTM model to predict the incidence of Hand-foot-mouth disease (HFMD) in 14 administrative regions of Guangxi, China, and confirmed that LSTM has a good predictive performance. Navares et al (Navares, et al., 2020) proposed an algorithm based on environmental indicators to predict the number of daily hospital admissions due to respiratory and circulatory diseases using LSTM and Convolutional Neural Network (CNN) networks, providing a new way to solve the problem of hospital admission prediction.

In this paper, we collected 46,089 cases of LRTIs in Panyu Central Hospital from January 1, 2003 to July 15, 2019. Meteorological data including temperature, atmospheric pressure (AP), relative humidity and wind velocity were also collected from Panyu District, Guangzhou during the same period. In this paper a multi-step cascade prediction method (CGCLM) combined with GAM, CEEMADAN, and LSTM was established to predict short-term LRTIs admissions by incorporating the local exposure-response relationship between weather and disease. The main contribution of this paper is to validate the feasibility and effectiveness of the CGCLM approach. Also, the method has been shown to be effective in improving the accuracy of short-term hospital admissions prediction.

2. Materials and methods
2.1 Data collection

Data on the daily number of hospitalized patients with lower respiratory tract infection were obtained from Panyu Central Hospital. This data includes the number of inpatients with the first diagnosis of LRTIs (International Statistical Classification of Diseases and Health Related Problems-10: J12.0-J22.0) in Panyu Central Hospital on 1 January 2003 and 15 July 2019. Daily meteorological data including mean temperature (°C), relative humidity (%), AP (hPa) and wind velocity (m/s) for the same time were collected from Guangzhou Meteorological Bureau. A total of 6,040 days and 46,089 cases were included in the study. All patients' private information was desensitized.

2.2 Data processing

During the study period, the proportion of missing values of each meteorological variable was the temperature of 0.05% (3/6040), relative humidity 0.05% (3/6040) and atmospheric pressure 0.116% (7/6040) respectively. We used the average value method to fill the missing values of meteorological conditions. The time-series features were extracted from date, including year, month (month of year), half of month, three-part of month, day (day of month), and DOW (day of week).

2.3 Methodology

An overview diagram of the experimental design is shown in Figure1, with the following implementation steps.

(1) The daily number of patients admitted for LRTIs in Panyu Central Hospital from January 1, 2003 to July 15, 2019 and the local meteorological parameters in the same period were obtained as modeling data.

(2) The meteorological data are interpolated with vacancy values and the exposure-response
relationship model is built using GAM to obtain the maximum relative risk (RR) and the corresponding time lag for each meteorological variable. According to the different maximum lag days of the four meteorological factors, a moving average is processed as the input of the LSTM in step (6) respectively.

(3) CEEMDAN was applied to decompose the original admission time series to obtain 9 Intrinsic Mode Functions (IMF) components and 1 trend component.

(4) The sample entropy values of each IMF component were calculated separately, while the subsequences with similar sample entropy values were merged and recombined to obtain five new subsequences with significant differences in complexity.

(5) To improve the prediction accuracy of the model, the new subseries and meteorological parameters are normalized before the data are fed into the model by the following formula:

\[ X'(i) = \frac{(X(i) - \min\{X(i)\})}{(\max\{X(i)\} - \min\{X(i)\})} \]  

(1)

Where \( X(i) \) is the original data; \( X'(i) \) is the normalized data.

(6) LSTM neural network prediction models of corresponding parameter space were established for each new sub-sequence by adding meteorological factors, and the predicted values of each model were output.

(7) The five predicted values obtained in step (4) are back-normalized and their arithmetic sums are calculated to obtain the predicted daily admissions for LRTIs.
Figure 1 The overview of the research framework, which can be divided into three parts. The first part includes data used in the experiment, data preprocessing and feature extraction. The second part is the decomposed time series features and the use of sample entropy algorithm to do feature clustering. The third part is the independent prediction of each feature using LSTM as a prediction model, and the final output of the combined prediction results.
2.4 Generalized Additive Model (GAM)

GAM was first proposed by Hastie and Tibshirani (Hastie and Tibshirani, 1987) as an extension of the generalised linear model (GLM), which has significant advantages in dealing with complex nonlinear relationships between variables in time series analysis. GAM can be used to capture the exposure-response relationship between meteorological factors and LRTIs in Guangzhou, and to obtain the lagged characteristics of meteorological factors. Considering that the number of hospital admissions for LRTIs obeys a Poisson distribution, a univariate model using a logarithmic function (log) was constructed. The model expression is as follows:

\[
Y_t \sim \text{Poisson}(\mu_t):
\]
\[
\log(\mu_t) = \beta X_t + ns(time, df = 6) + DOW + \alpha
\]

Where \( t \) is the day of the observation; \( Y_t \) is the number of hospital admissions observed on day \( t \); \( \log \) is the logarithmic transformation of \( \mu_t \); \( X_t \) represents the individual variables, while \( \beta \) represents their coefficients; \( DOW \) is the day of the week and \( \alpha \) is the intercept and time was introduced together as confounders. The regression coefficients (\( \beta \)), standard error (SE) and quad distance (IQR) for each meteorological factor were estimated according to the model, and the RR and 95% confidence intervals (95% CI) were calculated. RR and 95% CI were calculated as follows:

\[
RR = \exp(\beta \times IQR)
\]

\[
95\% CI = \exp[(\beta \pm 1.96SE) \times IQR]
\]

2.5 Complete Ensemble Empirical Mode Decomposition with Adaptive Noise

CEEMDAN is a noise-assisted data analysis method that addresses the shortcomings of Empirical Mode Decomposition (EMD) and Ensemble Empirical Mode Decomposition (EEMD). EMD is a signal processing method based on instantaneous frequency proposed by Norden E. Huang (Huang, et al., 1998).
This method can decompose the signal into different IMF according to the time-scale characteristics of the data itself, breaking the limitation of traditional data methods that need to set the basis function in advance.

The data is treated as an IMF, and each IMF needs to satisfy two conditions: I. the number of local extreme points and the number of cross-zero points are equal or differ by 1 over the whole time range; II. for any zero points, the mean envelope of the local maximum and local minimum values are 0, respectively. For the original time series s(t), the EMD decomposition process is as follows:

1. Search for all extreme points of the original signal sequence.
2. The upper envelope $x_{\text{max}}(t)$ and lower envelope $x_{\text{min}}(t)$ of the signal are obtained by cubic spline interpolation and their mean values $n(t)$ are calculated.

$$n(t) = \frac{x_{\text{max}}(t) + x_{\text{min}}(t)}{2} \quad (5)$$

3. Calculate the difference between $s(t)$ and $n(t)$

$$h(t) = s(t) - n(t) \quad (6)$$

4. Test $h(t)$: (a) If $h(t)$ satisfies the two rules of judgment for IMFs, then $h(t)$ is defined as the $i$th IMF. (b) If $h(t)$ does not satisfy these two rules, then $h(t)$ is not an IMF, so the iterative process continues with $h(t)$ instead of $s(t)$.

5. Repeat steps 1 to 4 until the residual term $r(t)$ becomes a monotonic function or the number of extremes is less than or equal to 1, and no more IMFs can be extracted.

6. Eventually, the original signal sequence is decomposed into multiple IMFs and a and one trend item, which can be expressed as:

$$s_t = \sum_{i=1}^{n} \text{imfi}(t) + r_n(t) \quad (7)$$

Where $s_t$ is the original signal, imfi is the $i$th IMF component, $r_n(t)$ is the trend term.
In order to solve the modal aliasing problem in EMD decomposition, Wu et al. (Wu and Huang, 2009) proposed the EEMD method by introducing auxiliary noise with uniform frequency distribution in the EMD decomposition. The steps of EEMD decomposition are as follows: add different auxiliary white noise with uniform frequency distribution to the target signal each time, then use EMD to decompose the signal with additional white noise, and repeat the above process N times, finally integrate the average of the IMFs and trend terms obtained from the decomposition to obtain the final decomposition result of the original signal. This method avoids the appearance of modal mixing. However, in practice, the white noise added by EEMD is averaged over several times, but it is not offset completely. By adding adaptive white noise at each decomposition stage, the CEEMDAN method achieves a reconstruction error of almost zero with fewer averaging times (Torres, et al., 2011). Thus, the CEEMDAN method overcomes the modal mixing of EMD and also solves the incompleteness of the EEMD decomposition and the computational inefficiency caused by the need to reduce the reconstruction error by increasing the averaging times. The calculation process of CEEMDAN is listed in the supplementary material.

2.6 Sample Entropy

Sample Entropy (SE) is a metric for determining the complexity of time series proposed in 2000 by Richman et al. (Richman and Moorman, 2000). SE is more relatively consistent than Approximately Entropy (AE) and has been used successfully in the analysis of the complexity of biological signal sequences.

The estimated value of the sample entropy is calculated by the following formula:

\[
SampEn(m, r, N) = -\ln \frac{B^{m+1}(t)}{B^m(t)}
\]

(8)

Where the range of values for each IMF component sequence is \( \{x(i)|1 < i < N\} \), \( m \) is the mode
dimension and \( r \) is the similarity tolerance. In this study, the maximum epoch length (m) is set to 2 and the default tolerance (r) is given as 0.2.

### 2.7 Long Short-Term Memory Networks

LSTM, as a special Recursive Neural Network (RNN), incorporates sequence correlation, where the current state during the learning process will contain all historical information from previous time series, has the ability to learn long-term dependencies and solves the problem of RNN gradient explosion (Gers, et al., 2000). The LSTM neural network structure consists of a series of loops of connected subnetworks (i.e., memory modules), each containing one or more self-linked cells (cells), and control information. A system of three thresholds for mobile input gates \( i_t \), output gates \( o_t \) and forgetting gates \( f_t \). When the input value \( x_t \) is input to the LSTM cell in equation (9), the function \( f_t \) determines the information to be discarded and retained in the cell layer. In equation (10,11), the input value \( x_t \) goes through \( \sigma \) and \( \tanh \) respectively to determine the value to be renewed and generate new candidate values for renewal. In equation (12) the cell layer \( \tilde{C}_t \) is updated using \( f_t, i_t, \) and \( C \). In Equation (13), the cell layer’s information is used and \( o_t \) is the output. In Equation (14) the updated unit state \( \tilde{C}_t \) goes through the \( \tanh \) function along with the output gate \( o_t \) for the final output \( h_t \). In an LSTM network, the steps of implementation can be summarized in the following equations:

\[
f_t = \sigma(W_f \cdot [h_{t-1}, x_t] + b_f)
\]

\[
i_t = \sigma(W_i \cdot [h_{t-1}, x_t] + b_i)
\]

\[
C = \tanh(W_c \cdot [h_{t-1}, x_t] + b_c)
\]

\[
\tilde{C}_t = f_t \ast C_{t-1} + i_t \ast C
\]

\[
o_t = \sigma(W_o \cdot [h_{t-1}, x_t] + b_o)
\]
\[ h_t = o_t \ast \tanh(\bar{C}_t) \]  

(14)

Where \( x_t \) and \( h_t \) are input vector and output vector, \( f_t, o_t, h_t \) stand for forgetting gate, input gate and output gate respectively; \( C_{t-1} \) and \( \bar{C}_t \) are the last moment and current unit state; \( h_{t-1} \) and \( h_t \) are the last moment and current hidden layer unit output; \( \sigma \) and \( \tanh \) stand for sigmoid activation and tangent functions, \( W \) and \( b \) are weight matrices and deviation vectors.

The LSTM network models involved in this research are optimized with common values. The parameters of the models are shown in Table 1.

### Table 1 Details of the parameters of the model.

| Model | Symbol | Meaning                     | Value   | Reason            |
|-------|--------|-----------------------------|---------|-------------------|
| LSTM  | \( n_i \) | Number of input layer nodes | -       | Number of feature inputs |
|       | \( n_h \) | Number of hidden layer nodes | 4       | Common value [2, 4, 8, 10,…] |
|       | \( n_o \) | Number of output layer nodes | 1       | Time series regression |
|       | \( \mu \) | Fixed learning rate         | 0.005   | Common value [0.001, 0.005, 0.01, 0.05,…] |
|       | \( T \)  | Size of batch               | 32      | Common value [8, 16, 32, 50, 100,…] |
|       | \( E_p \) | Epochs of training          | 100     | Converged         |

2.8 Sliding time window

In implementing the prediction process, this paper designs a sliding time window regarding Jacinta et al. (Jacinta, et al., 2016), as shown in Figure 2. The strength of this mode is that the data in the current window is being updated constantly, and deleting some of the old data and adding new data. Thus, the sliding time window pattern has the property of updating the data in real-time dynamically. The prediction process implements a segmented prediction approach to ensure the generalizability and usefulness of the model. The process consists of three parts: the training part is used to train the model and update the model parameters, with a data set length of 365*3 days; the validation part is used to adjust the hyper-parameters to obtain the best settings of the model parameters; and the last part is the
test part, which uses the best model to predict the data. The validation and test windows are set to the same size.

**Figure 2** The composition of sliding time window and the distribution of training set, validation set and testing set. The length of time for N were 14 days, 31 days, 61 days and 91 days.

### 2.9 Assessment criteria

The predictions were compared to the actual data and the errors were calculated separately for the single LSTM model and the CGCLM hybrid model. We used three measures: Root Mean Squared Error (RMSE), which it has traditionally been widely used in forecasting evaluation (Armstrong and Collopy, 1992); Mean Absolute Error (MAE), because MAE is less sensitive to outliers in predicted values than RMSE (Hyndman and Koehler, 2006) which can better reflect the actual situation of prediction error. R-square, for the reason it is as a measure of fit or model variability in health-forecasting-related studies is very common in the literature (Soyiri and Reidpath, 2012).

RMSE, MAE and $R^2$ can be expressed as:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]  
(15)

\[
MAE(X,h) = \frac{1}{n} \sum_{i=1}^{n} |h(x_i) - y_i|
\]  
(16)

\[
R^2 = 1 - \frac{\sum (y^{(i)} - \hat{y}^{(i)})^2}{(\bar{y} - y^{(i)})^2}
\]  
(17)
The GAM model was built using the "mgcv" package from R software version 3.6.2. The CEEEMDAN algorithm, SE algorithm and all deep learning models are implemented on python version 3.6.

3. Results

3.1 Data description

A total of 46089 patients with LRTIs were incorporated into the study from January 2003 to July 2019. In terms of age distribution, the majority of patients were less than 18 years old (26,261 cases, 57.0%), while male patients (28,177 cases, 61.1%) were more than female patients (17,912 cases, 38.9%) in terms of gender.

Table 2 Statistical characteristics of LRTIs patients admitted to Panyu Central Hospital, Guangzhou from January 2003 to July 2019.

| Daily hospital admission | Number | Percentage |
|------------------------|--------|------------|
| **Age**                |        |            |
| 18<                    | 26261  | 57.0%      |
| 18-65                  | 9196   | 20.0%      |
| >65                    | 10632  | 23.1%      |
| **Gender**             |        |            |
| Male                   | 28177  | 61.1%      |
| Female                 | 17912  | 38.9%      |
| **Total**              | 46089  | 100%       |

The daily number of LRTIs cases and the distribution of four meteorological variables in Panyu are shown in Table 3. The average daily number of hospital admissions in Panyu was 7.64. The average daily temperature (T), relative humidity, AP and wind velocity were 23.11°C, 74.81%, 1011.33 hPa and 1.90 m/s, respectively.

Table 3 Statistics on the daily number of LRTIs patients admitted to Panyu Central Hospital and daily
air temperature, daily relative humidity, daily air atmospheric pressure and daily wind velocity in Panyu District from January 2003 to July 2019.

| Variables          | Mean     | SD       | Min | 25% | 50% | 75% | Max | IQR |
|--------------------|----------|----------|-----|-----|-----|-----|-----|-----|
| Number             | 7.64     | 4.298    | 0   | 4.0 | 7.0 | 10.0| 33.0| 6.0 |
| Temperature        | 23.108   | 6.1386   | 4.3 | 18.600 | 24.500 | 28.200 | 34.1 | 9.6 |
| Relative humidity  | 74.805   | 12.529   | 21.0| 68.000 | 76.000 | 84.000 | 99.0 | 16  |
| AP                 | 1011.33  | 6.8247   | 990.| 1006.10 | 1011.20 | 1016.50 | 1035 | 10.4 |
| Wind velocity      | 1.900    | 0.8867   | 0   | 1.300 | 1.700 | 2.300 | 7.7 | 1.0 |

3.2 Relationship results of the risk exposure response

Figure 3 shows four forest plots of the effect of temperature, relative humidity, atmospheric pressure, and wind velocity on the admission RR and 95% CI of LRTIs. The results demonstrated that temperature, relative humidity, atmospheric pressure and wind velocity were correlated with LRTIs admission, with the maximum RR of lag5 (RR= 1.015, 95%CI, 1.001 to 1.03), lag0 (RR=1.07, 95%CI, 1.058 to 1.83), lag0 (RR=0.978, 95%CI, 0.964 to 0.991) and lag3 (RR=1.026, 95%CI, 1.014 to 1.039), respectively.
Figure 3 Forest plots of the effects of temperature, relative humidity, atmospheric pressure, and wind velocity on admission RR and 95% CI of LRTIs. Lag0 lag1, lag2 lag3, lag4, lag5 represent the zeroth day, the first day, the second day, the third day, the fourth day, the fifth day of lag effect.

3.3 CEEMDAN decomposition results of the original admission sequence

According to the CEEMDAN decomposition process described above, the daily admission sequence of LRTIs was decomposed. The results are shown in Figure 4, 9 IMFs and 1 residual term are arranged from top to bottom, in which the horizontal axis represents time and the vertical axis represents the frequency of each IMF. The frequency from IMF1-IMF9 to the residual term gradually decreases, and the change mode is simpler than the original sequence. The bar chart depicts the Pearson correlation.
coefficients of the nine IMF series and one residual term with the original series.

**Figure 4** The CEEMDAN decomposition consequence of LRTIs admission and the correlation coefficients of each sub-sequence.

### 3.4 Reconstruction of decomposed sub-sequences via SE

In order to reduce the complexity of LSTM prediction modeling appropriately and avoid model overfitting to predict the number of daily admissions effectively, the sample entropy theory was used to evaluate the complexity of each IMF component obtained from CEEMDAN decomposition, and the SE values of each remaining component were calculated separately (Xie, et al., 2019). As shown in Figure 5 the IMFs were reorganized according to the sample entropy values, (IMF1), (IMF2), (IMF3), (IMF4, IMF5, IMF6) and (IMF7, IMF8, IMF9, Residual) can be reconstructed to NEW1, NEW2, NEW3, NEW4 and NEW5, which is shown in right tendency chart.
Figure 5 The sample entropy result of each sub-sequence of LRTIs admission and reconstruction consequence.

3.5 Forecast results of hospital admissions

RMSE and $R^2$ values of five NEW IMF predicted values corresponding to four time Windows with different sizes are shown in Figure S1.

As the first part of the experiment, we adopt a single LSTM model for prediction, and the prediction results of different time windows are shown in Table 4. The RMSE values of 14-day, 31-day, 61-day and 91-day are 1.92, 1.86, 1.73 and 1.60 respectively, the MAE values are 1.53, 1.47, 1.35 and 1.23, and the $R^2$ values are 0.79, 0.80, 0.83 and 0.85 respectively. The second part of the experiment aims to reduce the errors produced by a single LSTM module and improve the accuracy of the predictions. CEEMDAN decomposition is introduced to fully extract the temporal features. Table 3 shows the comparison between the predicted value of single LSTM and CGCLM method. It can be clearly seen that the CGCLM method, which includes the CEEMDAN module, helps to better extract time-series features to make more accurate predictions, with the 14-day predicted MSE value decreasing from 1.92 to 1.25, the MAE value decreasing from 1.53 to 0.98, and the coefficient of determination $R^2$ improving from 0.79 to 0.91. The 31-day predicted RMSE decreased
from 1.86 to 1.15, the MAE decreased from 1.47 to 1.90, and the $R^2$ increased from 0.80 to 0.92.

The 61-day predicted RMSE value dropped from 1.73 to 1.12, the MAE value reduced from 1.35 to 0.87, and the $R^2$ rose from 0.83 to 0.93. The 91-day predicted RMSE value fell from 1.60 to 1.30, the MAE value declined from 1.23 to 0.99, and the $R^2$ improved from 0.85 to 0.90. Overall, model prediction performance is best when the prediction window size is 61 days using the CGCLM method, and the trend plot of predicted versus true values is shown in Figure 6. In addition, we calculated the RMSE, MAE, and $R^2$ separately for each year, also showing the excellent performance of the CGCLM method as shown in Table S1.

| Metrics | CGCLM | LSTM |
|---------|-------|------|
|         | 14days | 31days | 61days | 91days | 14days | 31days | 61days | 91days |
| RMSE    | 1.25   | 1.15   | 1.12   | 1.30   | 1.92   | 1.86   | 1.73   | 1.60   |
| MAE     | 0.98   | 0.90   | 0.87   | 0.99   | 1.53   | 1.47   | 1.35   | 1.23   |
| $R^2$   | 0.91   | 0.92   | 0.93   | 0.90   | 0.79   | 0.80   | 0.83   | 0.85   |

Table 4 Year-by-year comparison of the performance of CGCLM and single LSTM models for different window sizes.
Figure 6 Waterfall plot of true values (green curve), CGCLM model predicted values (orange curve) and single LSTM model predicted values (purple curve) for different windows.

To further evaluate the performance of two models, the predicted value distribution of the CGCLM was compared with the single LSTM model. Figure S2 shows the distribution of prediction results of two different models and different predicted time size. Obviously, the eight models had different prediction results for Panyu Center Hospital LRTIs daily admission time series. In order to compare the results, we set three calibration lines at the maximum, average and minimum respectively. It can be clearly seen that the predictions of CGCLM for maximum, mean and minimum are closer to the true values. However, the single LSTM model generally predicts a large value of maximum value, a small value of minimum value, and slightly larger deviation of the average value. Therefore, from the perspective of predicted value distribution, CGCLM method also has better prediction performance.
4. Discussion

The purpose of this study is to propose a time series prediction model to achieve health risk prediction through meteorological factors in advance. We constructed a multistep cascade model CGCLM using a dataset totaling 4,6089 patients with LRTIs and explored the predictive effects of different lengths of time windows. The results showed that the CGCLM approach integrating GAM, CEEMDAN and LSTM worked better than the single LSTM model. CGCLM shows the best performance when the time window is set to 61 days.

Discovering potential relationships and patterns from healthcare-related data to help hospitals and public health departments make decisions has garnered a lot of attention. For example, in 2009, Google predicted the outbreak of Influenza A (H1N1) with the help of big data technology from users' search behaviors, and issued an early warning ahead of the US Centers for Disease Control and Prevention (Davidson, et al., 2015). A study constructing a predictive model of influenza-like case rates based on users' posts on Twitter has yielded relatively accurate results (Lampos, et al., 2010). In recent years, a large number of studies have focused on the impact of environmental variables on diseases. Some studies have paid attention to the use of predictive models, such as machine learning and neural network for admission prediction (Kassomenos, et al., 2008). Other studies have concentrated on exploring the relationship between air quality and meteorological data and the occurrence of pneumonia through the use of statistical methods such as Generalized Linear Model (Glick, et al., 2018), Generalized Additivity Model (Li, et al., 2018), or autoregressive integrated moving averages (Ruchiraset and Tantrakarnapa, 2018). This difference in approach explains the diversity between predictive and explanatory models. The former usually provides high precision but low interpretability, while the latter approach often provides high interpretability but
In this study, we presented a multi-step health risk prediction method (CGCLM) based on meteorological factors and time series cascade models, which fully considered the explanatory and predictive properties of the model and confirmed its excellent performance. To reduce the effect of noise on prediction, CEEMDAN was used in conjunction with LSTM to predict the time series of LRTIs admissions. Since CEEMDAN is a Fourier transform-based signal decomposition method, it processes any non-linear and non-stationary signal adaptively. The original time series is decomposed into multiple subseries at different frequencies by CEEMDAN processing, and these subseries are predicted separately as input data for the LSTM model. Finally, all predictions are reconstructed to obtain the final results. After analyzing the results, we found that the CGCLM method achieved good prediction performance, but there was some variation in the performance of the LSTM model leading to fluctuations in the prediction accuracy from year to year. This may be due to the fact that in certain populations, socioeconomic factors may be the primary driver of disease admissions instead of meteorological one (Sahni, et al., 2017; Trachtenberg, et al., 2014).

The lag effect of meteorological conditions has been extensively demonstrated in epidemiological studies and shows that there are regional differences in this effect. Based on previous research, Krishan et al. adopted the representative lags regard as predictors to predict the peak demand day of respiratory disease visits (Khatri, et al., 2017). Ramadona, A.L., et al set the meteorological variables with a time lag of 4 months for the exposure-response relationship study and predicted the number of dengue cases and potential outbreak risk based on the time lag results (Ramadona, et al., 2016). In our study, the GAM model was used to determine the risk relationships between several meteorological conditions and LRTIs admissions. Compared with the
traditional regression model, GAM provides a flexible and effective technique for modeling nonlinear time-series in studies of the health effects of environmental factors.

In this work, we observed that the effect of relative humidity on the admission of LRTIs was at a high level, suggesting that it may be a key factor influencing LRTIs. This finding is consistent with previous studies, a meta-analysis by Gao et al. demonstrated that environmental relative humidity generally plays an important role in the incidence and prevalence of climate-sensitive diseases, such as respiratory diseases (Jinghong, et al., 2014). Existing studies explain the mechanism of the association between relative humidity and LRTIs, one of the study reports that relative relative humidity is positively correlated with RSV activity, with more RSV infection as relative humidity increases, ultimately accompanying the risk of LRTIs (Meerhoff, et al., 2009).

Enveloped viruses such as influenza viruses require 20-30% relative humidity to grow and they can only survive in high relative humidity (50-70%) environments (Lowen, et al., 2007). What is more, temperature and wind velocity also showed some correlation. Temperature changes may impair sensor cell function and antiviral responses, thereby affecting the body's immune function (Iwasaki, et al., 2017). Moreover, temperature also affects people's direct exposure to the spread of the virus, e.g. people's physical activity is increasing during the warmer months (Suminski, et al., 2008). Wind velocity has been found to increase the activity of respiratory viruses (Darniot, et al., 2018), possibly explained by the fact that it promotes the circulation and distribution of air pollutants, such as virus-carrying particles, to speed up their transport. Besides, we also found that atmospheric pressure was negatively associated with the risk of hospital admission for LRTIs. Shaman and Kohn stated that atmospheric pressure affects the spread and survival of viruses (Shaman and Kohn, 2009). However, Liu et al. found a positive correlation between atmospheric pressure and the number of
hospitalizations for LRTIs (Liu, et al., 2016).

The WHO reports that effective health service delivery requires a number of key resources, of which comprehensive health information is a critical component (WHO, 2020). Given the increasing public demand for coverage and quality of health care services, health care providers are often under increased pressure to respond to the demands associated with high disease prevalence (Sharifi and Saberi, 2014). As frontline health care services and providers do not have sufficient information or resources to meet the "above normal" demand for health care services. Capacity planning decisions are particularly important for the medical profession, as they not only involve the management of highly specialized and expensive resources (i.e., nurses, doctors and advanced medical equipment) but also can be life-or-death in critical situations (Hans EW, 2012). Health forecasting allows both individuals and service providers to anticipate situations so that necessary steps can be taken to manage peaks or extreme events (Soyiiri and Reidpath, 2013). Therefore, our research model promises to provide health care organizations with accurate forecasts of health care demand, thereby optimizing resource allocation and improving the service quality.

Although the experimental results are satisfactory, we also observe that there are still large errors in the prediction of the model at many local extremum points. Second, the study was limited by the amount of data available. Also, the limitation of variable availability makes pollutants such as PM$_{2.5}$, PM$_{10}$ and NO$_2$ excluded from this study, which has been proved to have a direct impact on the respiratory system.

**Conclusions**

In this study, a multi-step health risk time series prediction method (CGCLM) is established by combining with GAM model, CEEMDAN signal decomposition algorithm and LSTM. This
method is applied to forecast the daily hospital admission of LRTIs. The main steps are the following: according to the actual meteorological conditions of the study site, the exposure-response relationship is established by using GAM model; then, the CEEMDAN method is used to decompose the unsteady admission time series into several smooth IMF components; finally, the LSTM neural network is used to predict the IMF component. By error analysis (RMSE, MAE and $R^2$), CGCLM method shows a lower prediction error than single LSTM model. The realization of accurate admission prediction not only provides support for the establishment of a prediction model for the number of medical patients and the decision-making of public health departments but also provides a reference for people to choose the time of medical treatment, which is of great research significance.
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The overview of the research framework, which can be divided into three parts. The first part includes data used in the experiment, data preprocessing and feature extraction. The second part is the decomposed time series features and the use of sample entropy algorithm to do feature clustering. The
The third part is the independent prediction of each feature using LSTM as a prediction model, and the final output of the combined prediction results.

| 2003.01.01 | 365x3 days | N days | N days |
|------------|------------|--------|--------|
| Training   | Validation | Testing|

Figure 2

The composition of sliding time window and the distribution of training set, validation set and testing set. The length of time for N were 14 days, 31 days, 61 days and 91 days.
**Figure 3**

Forest plots of the effects of temperature, relative humidity, atmospheric pressure, and wind velocity on admission RR and 95% CI of LRTIs. Lag0, lag1, lag2, lag3, lag4, lag5 represent the zeroth day, the first day, the second day, the third day, the fourth day, the fifth day of lag effect.
Figure 4

The CEEMDAN decomposition consequence of LRTIs admission and the correlation coefficients of each sub-sequence.

Figure 5

The sample entropy result of each sub-sequence of LRTIs admission and reconstruction consequence.
Figure 6

Waterfall plot of true values (green curve), CGCLM model predicted values (orange curve) and single LSTM model predicted values (purple curve) for different windows.
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