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Abstract. The first multi-messenger gravitational wave event has had a transformative affect on the space of modified gravity models. In this paper we study the enhanced tests of gravity that are possible with a future set of gravitational wave standard siren events. We perform MCMC constraint forecasts for parameters in Horndeski scalar-tensor theories. In particular, we focus on the complementarity of gravitational waves with electromagnetic large-scale structure data from galaxy surveys. We find that the addition of fifty low redshift ($z \lesssim 0.2$) standard sirens from the advanced LIGO network offers only a modest improvement (a factor 1.1 – 1.3, where 1.0 is no improvement) over existing constraints from electromagnetic observations of large-scale structures. In contrast, high redshift (up to $z \sim 10$) standard sirens from the future LISA satellite will improve constraints on the time evolution of the Planck mass in Horndeski theories by a factor $\sim 5$. By simulating different scenarios, we find this improvement to be robust to marginalisation over unknown merger inclination angles and to variation between three plausible models for the merger source population.
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1 Introduction

The first direct detection of gravitational waves (GWs) from a binary neutron star, event GW170817 [1, 2], has had a deep impact on the model space of gravity theories proposed to modify General Relativity (GR). The observation of a gamma-ray counterpart arriving...
1.7 seconds after the GW merger signal bounded the the fractional relative difference in propagation speeds of GWs (\(c_T\)) and light (\(c\)) to be less than \(10^{-15}\) [3–7] at redshift zero.\(^1\) In turn, this result maps onto cosmological modified gravity (hereafter, MG) theories that can predict \(c_T \neq c\). A small number of theories are incapable of satisfying \(c_T = c\) for all redshifts, and are now effectively ruled out, e.g. the quartic and quintic Galileon theories.\(^2\) A larger set of theories are capable of satisfying \(c_T = c\) for some ranges of their internal parameters, e.g. Generalised Proca theories, TeVeS [8–10]. Another set of theories do not affect the speed of propagation of GWs, and hence are unconstrained by event GW170817 (for example, \(f(R)\) gravity).

The fact that plenty of theories ‘survived’ this constraint is hardly surprising: in terms of cosmological distance measurements, GW170817 represents a single data point at very low redshift (\(z \simeq 0.01\)). Further tests of gravity will become possible when a larger sample of GW events are available over a wider redshift range. The purpose of this paper is to explore the improvement in constraints which may be obtained from these future tests, and in particular, how they interact with tests of gravity made using electromagnetic (hereafter, EM) observables.

It is quite natural that EM and GW observations should be highly complementary. GWs probe the spin-2 (tensor) perturbations of an extended gravity theory, whilst traditional cosmological probes — e.g. the Cosmic Microwave Background (CMB) and measurements of galaxy clustering — are sensitive to the spin-0 (scalar) perturbations, and coupling between tensor and scalar perturbations is strongly suppressed at leading order. We will see in this paper that these features result in complementary sensitivities to parameters that describe generic deviations from GR. More pragmatically, the very different nature of these probes mitigates against significant systematic errors which may occur in one or the other individually.

Much recent attention has focussed on the prospects of using standard sirens [11, 12] — GW sources for which a redshift is known, through identification, of a host galaxy or other EM counterpart event — to provide an independent measurement of the Hubble constant [13–19]. In addition, probabilistically assigning ‘dark sirens’ to members of a galaxy catalogue allows them to be used for Hubble constant measurements even without a confirmed EM counterpart [20, 21]. These measurements can potentially arbitrate on the current tension between low- and high-redshift measurements of the parameter [22, 23]. Given existing works on the subject, we will not pursue this line of enquiry here. Instead we will assume that by the next generation of GW detectors come online, this tension has been understood or resolved. Whilst we do allow the value of \(H_0\) to vary in our analyses, our primary focus here is on testing extensions of the \(\Lambda\)CDM model that incorporate deviations from GR. We make the choice of including CMB data but not standard candle data in our constraints, as this allows us a consistent picture within which to simulate our catalogues of GW sources.

As we will see shortly, the key effect we study here accumulates with increasing propagation distance of a gravitational wave. As such, high-redshift massive black hole binaries (MBHs) observed by the LISA mission — detected up to redshifts of potentially \(z \sim 10\) or higher — are excellent candidates for constraining this aspect of modified gravity theories.

---

\(^1\)The bound here assumes simultaneous emission of GWs and gamma-ray photons at the source. A delay of up to ~ 100 seconds between their emission events is possible in some GRB models (though most emission models predict much shorter delays), which weakens the above bound to \(10^{-13}\).

\(^2\)This result assumes that GW170817 does not occur at a ‘special’ redshift, where the GW speed has been finely tuned to temporarily equal \(c\).
These LISA binary mergers we consider are those at the centre of galaxies with mass $10^4 - 10^8 M_\odot$. The statistics of the massive black hole population are still highly uncertain, so we will adopt three commonly-used models that span the range of likely formation scenarios, and study their impact on our results. The gravitational waveform for a compact object binary is famously degenerate in the chirp mass and the redshift of the source, meaning identifying EM counterparts or host galaxies for which a redshift may be obtained remains crucial. Of course, this strongly restricts the number of GW sources which can be used for distinguishing cosmologies based on distance-redshift relations — we discuss this issue in section 3.

The potential of LISA to constrain deviations of the GW luminosity distance (hereafter, $d_{GW}$ — we will introduce this formally in section 2) from its expected value in GR has been previously studied in [24–27]. The authors of [25] developed a very general parameterisation of changes to the effective luminosity distance, encapsulating a broad range of theories including Horndeski, DHOST and non-local gravity [28–33]. This parameterisation, along with bigravity oscillation effects [34, 35], was studied lately in [26]; the authors employed geometric probes of the background expansion rate to constrain $d_{GW}$ in combination with the constant dark energy equation of state parameter $w_0$, forecasting a headline bound of $\sim 4.5\%$ on $w_0$ and $2 – 5\%$ on modifications to $d_{GW}$.

In this paper we also consider the GW luminosity distance as measured by LISA, but we do so in combination with perturbative probes of gravity on cosmological scales, as well as near-term data from the Advanced LIGO-VIRGO network. Through the use of carefully designed potential functions, many models of MG and dark energy are able to reproduce a ΛCDM-like expansion history. As such the primary electromagnetic testing ground for extensions of GR is not their expansion history, but their ability to yield a modified theory of cosmological perturbations that consistently fits the matter power spectrum, redshift space distortions (RSD), weak lensing spectra, and all other observations of large-scale structure. The goal of this paper is put together these two puzzle pieces — GW and EM probes — and ask if together they can perform an effective ‘pincer movement’ that tightly bounds MG models on all fronts (see [36] for an analysis sharing the same philosophy). Figure 1 demonstrates the utility of this approach: a number of plausible models extending ΛCDM (parametrised by $\alpha_M$ and $\alpha_B$ — see section 2) are shown, alongside current CMB and RSD data in the top panels. The lower panel indicates the potential of GW standard siren data: in particular, GW observations at high redshift are highly inconsistent with models which are not confidently excluded by the CMB and RSD data alone.

In order to consistently link predictions for GW and EM observables, we necessarily must work within a more restricted set-up than the authors of [26]. We choose to work in the framework of Horndeski theories of gravity [37–39], which constitute the family of gravity models that couple one new scalar degree of freedom to the gravitational metric, and have at most second-order time derivatives in their equations of motion (a feature connected to the energetic stability of the theory [40]). The Horndeski family has been widely adopted as a primary target for the next generation of galaxy surveys that aim to test models of dark energy and modified gravity; for example, it was recently selected as a priority for tests of gravity by the DESC consortium of the Vera Rubin Observatory [41]. As such, it is an ideal framework in which to study the complementarity of EM and GW data. Constraints

---

3 More concretely, the bound here applies to the parameter $\Xi_0$ which parameterises the change in GW luminosity distance as $d_{GW}/d_L = \Xi_0 + a^n(1 - \Xi_0)$.

4 Of course this represents a high degree of fine-tuning, but this is generic to nearly all current models of cosmological gravity, including ΛCDM.
Figure 1: Cosmic Microwave Background temperature power spectrum, $D_\ell = \ell(\ell + 1)C^{TT}_\ell / 2\pi [\mu K]^2$ (upper left), Redshift Space Distortion (upper right) and gravitational wave luminosity distance (lower left) data considered in this work, shown for comparison with a selection of predictions from General Relativity (GR) and Horndeski models with parameterisation $\alpha_X \propto \Omega_\Lambda$. Theoretical curves are described in further detail in section 2 and data points in section 3 (LISA) and section 4 (others).

from current EM data on the parameters in Horndeski theories are already available [42–45], and here we closely follow their approaches alongside the addition of the GW data. For future combinations of a ‘Stage IV’ CMB experiment, Vera Rubin Observatory data and intensity mapping data from the Square Kilometer Array, [46] provide forecasts Fisher matrix forecasts, finding expected improvements of a factor $\sim 5$ over current experiments, whilst [47, 48] considered stage IV CMB, tomographic galaxy clustering and cosmic shear.

The structure of this paper proceeds as follows: in section 2 we present the framework of Horndeski scalar-tensor gravity and explore its effects on GW propagation. In section 3 we simulate catalogues of LISA detections and their measurement errors. Section 4 describes the mock LIGO catalogues and other data we will use in our analysis, and section 5 our likelihood and sampling methods. Our results are presented in section 6 and we discuss their
wider implications in section 7.

2 Gravitational Waves in Scalar-Tensor Theories

2.1 Horndeski Gravity

Horndeski gravity \[37–39\] is a broad category of scalar-tensor theories that encompasses well-known models such as quintessence, k-essence, KGB, f(R) gravity, DGP gravity, the Galileon family, and many others. Each term in the Lagrangian of Horndeski gravity is parameterised by a coefficient function of the scalar degree of freedom, \( \phi \), and its kinetic term, commonly denoted by \( X = -\nabla^\mu \phi \nabla_\mu \phi / 2 \). Individual models correspond to setting these coefficients to particular functional forms. It is in this sense that Horndeski gravity is a ‘parent’ theory; an expression derived in terms of the general Horndeski coefficients can be specialised to any of its ‘offspring’ theories by substituting in the corresponding functional forms. We choose to work with the Horndeski Lagrangian here because it provides a concrete, yet flexible, system in which to connect EM and GW constraints on a common set of parameters. Its parameters have been widely tested using electromagnetic observables \[42–45\]. We note in passing though, that the general effects we study here — predominantly modifications to the GW luminosity distance — are also present in theories outside of the Horndeski family, for example non-local gravity, bigravity and generalised Proca theories. In fact, \[49\] showed that the key parameter \( \alpha_M \) we introduce in eq. (2.2) below has corresponding equivalents in the most general vector-tensor and tensor-tensor gravity theories. Hence our study can be adapted to other families of gravity theories with minor modifications.

In the aftermath of GW170817, some of the terms in the original Horndeski action are no longer viable (subject to some mild assumptions, as laid out in section 3.3 of \[50\]), because they predict GWs propagating at speeds significantly different from \( c \). Here we will assume these constraints hold at all redshifts (see \[51\] for forecasts without this assumption). Hence we will show here only the remaining reduced Horndeski action, consistent with luminal GWs \[52\]:

\[
S = \int d^4x \sqrt{-g} \left[\frac{1}{2} M_{\text{eff}}^2 (\phi) R + K(\phi, X) - G_3(\phi, X) \Box \phi \right] + S_m (g_{\mu\nu}, \psi_m) \tag{2.1}
\]

where \( \psi_m \) are matter fields minimally coupled to the metric \( g_{\mu\nu} \), and \( S_m \) denotes the matter action. Note that the conformal coupling to the Ricci scalar, \( M_{\text{eff}}^2 \), is a function of \( \phi \) only. GR is recovered in the limit \( K = G_3 = 0, \) \( M_{\text{eff}}^2 = M_P^2 \), where \( M_P \) is the canonical Planck mass. A non-constant \( M_{\text{eff}} \) function has the interpretation of an evolving effective Planck mass. The rate of evolution of this effective Planck mass is encapsulated in the widely adopted ‘property function’ first introduced in \[53\]:

\[
\alpha_M (z) = \frac{\ln \left( \frac{M_{\text{eff}}^2(M_P)}{a} \right)^2}{\ln a} \tag{2.2}
\]

where we suppress the argument of \( M_{\text{eff}} \) for clarity. The function \( \alpha_M (z) \), along with two others, parameterises the dynamics of linear cosmological perturbations resulting from eq. (2.1) when expanded about a \( \Lambda \)CDM-like cosmological background.\(^5\) The other two property

\(^5\)By this we mean a cosmology for which the only non-standard addition is an effective fluid dark energy equation of state, usually encapsulated by the standard CPL \( \{w_0, w_a\} \) parameters.
functions describing the perturbative dynamics are defined by [53]:

\[ \alpha_K(z) = \frac{1}{H^2 M_{\text{eff}}^2} \left\{ 2X (K_X + 2X K_{XX} - 2G_{3\phi} - 2X G_{3\phi X}) + 12 \dot{\bar{\phi}} X H (G_{3X} + X G_{3XX}) \right\} \]  

(2.3)

\[ \alpha_B(z) = \frac{2 \dot{\bar{\phi}}}{H M_{\text{eff}}^2} (X G_{3X} - M_{\text{eff}, \phi}) \]  

(2.4)

where dots indicate derivatives with respect to (physical) time, \( \bar{\phi} \) indicates the homogeneous component of the Horndeski scalar, and subscripts indicate derivatives, e.g. \( G_{3X} \equiv \partial G_{3 \phi} / \partial X \). The functions defined by eqs. (2.3) and (2.4) are often referred to as the \textit{kineticity parameter} and \textit{braiding parameter}, respectively. This is slightly misleading terminology since all three \( \alpha_i \) are functions of time (not constant parameters); but the expression is common enough that we will adopt it hereafter. The names stem from attempts to describe physically their role in a gravity theory: the kineticity parameter, in loose terms, parameterises the kinetic energy of the Horndeski scalar field, and affects the sound speed of its perturbations. The braiding parameter quantifies mixing between the kinetic terms of the scalar field and the metric, and causes the scalar field perturbations to cluster.

In the original Horndeski formulation, two more parameters are important. One, \( \alpha_T \), describes deviations of the GW propagation speed as \( c_T^2 = c^2 [1 + \alpha_T(z)] \); as described above, observations of GW170817 imply this is effectively zero in the form of eq. (2.1). The other, \( \alpha_H(z) \), is known as the Beyond Horndeski parameter, and allows for generalisations of the original Horndeski Lagrangians under disformal transformations [29–31]. However, non-zero values of \( \alpha_H(z) \) have been found to destroy the energetic stability of GWs [54], permitting them to rapidly decay into perturbations of the Horndeski scalar field \( \text{if} \) the sound speed of the perturbations is equal to unity, \( c_s^2 = 1 \). On these theoretical grounds, we have set \( \alpha_H = 0 \) in this work. More recently, further investigations have indicated that the stability of perturbations to the scalar in the presence of GWs may imply a further bound linking two of the property functions as

\[ |\alpha_B + \alpha_M| \lesssim 10^{-2} \] [55, 56] in some subsectors of the Horndeski family. We will explore this in section 6.4.

So it is that we are left with three remaining property functions \( \{\alpha_M, \alpha_B, \alpha_K\} \) which span the general space of scalar-tensor theories consistent with initial LIGO-Virgo GW detection. Note that these parameters describe the \textit{perturbative} dynamics of a theory; the background cosmological expansion rate must be independently specified via the standard \( \Lambda \text{CDM} \) parameters and dark energy equation of state, \( w(z) \), which we take here to be \(-1\); see [25, 26] for a study including a modified expansion history.

2.2 GW Propagation in Horndeski Gravity

The behaviour of cosmologically propagating GWs in reduced Horndeski gravity is given by studying the equation of motion for tensor perturbations on an FRW background metric. Numerous authors have provided derivations (for example [49, 53]), so we will simply present the resulting equation here:

\[ h''_A + [2 + \alpha_M(z)] \mathcal{H} h'_A + k^2 h_A = 0 \]  

(2.5)

where \( h \) is a linear tensor perturbation of the metric, \( A \) indicates either of the two +, × GW polarisations, primes denote derivatives with respect to conformal time, and \( \mathcal{H} = a' / a \) is the conformal Hubble factor. In more general scenarios, a massive graviton, non-luminal GWs,
and a non-zero source of effective anisotropic stress can all result in further modifications to this equation (see \[49, 57, 58\]). However, all of these effects require more exotic kinds of deviations from GR than are possible in the reduced Horndeski scalar-tensor class.

In this paper we will assume that some form of screening is an essential feature of viable extensions of GR. Screening is the generic name for a set of properties found commonly in modified gravity theories, which act to suppress deviations from GR in certain environments — extensive reviews can be found in \[59, 60\]. Generally these environments equate to those with densities substantially above the cosmic mean density (such as galaxy interiors), providing a mechanism by which the stringent local tests of gravity can be automatically respected \[61\]. The result of this assumption is that we take the generation of GWs during a binary merger to occur as in GR; we focus instead on modifications to these waveforms that take place during the propagation of the GW towards Earth.

On these grounds, we can write the solution of eq. (2.5) as $h_{MG,A} = C h_{GR,A}$, where $h_{GR,A}$ is the GR solution for the amplitude. One can then solve eq. (2.5) for $C$ \[57\]:

$$C = \exp \left[ \frac{1}{2} \int_0^x dx \alpha_M(x) \right] = \frac{M_{\text{eff}}(x)}{M_{\text{eff}}(x = 0)}$$ (2.6)

where $x = \ln a$ and the second equality employs eq. (2.2). The two equivalent expressions above allow one to choose between specifying the evolution of the property functions, or the values of the effective Planck mass at source and observer (see section 2.5 for some subtleties of this point).

To lowest PN order, the plus and cross polarisation amplitudes for a circular, inspiralling binary in GR are given by \[62\]:

$$h_+(\tau_{\text{obs}}) = h_0 \left( \frac{1 + \cos^2 \theta}{2} \right) \cos[2\Phi(\tau_{\text{obs}})], \quad h_\times(\tau_{\text{obs}}) = h_0 \left[ -\cos \theta \right] \sin[2\Phi(\tau_{\text{obs}})]$$ (2.7)

$$h_0 = \frac{4}{d_L} \left( \frac{G_N M_c}{c^2} \right)^{5/3} \left( \frac{\pi f_{gw}^{\text{obs}}}{c} \right)^{2/3}$$ (2.8)

where $f_{gw}^{\text{obs}}$ and $\tau_{\text{obs}}$ are the GW frequency and time to coalescence measured in the observer’s frame. $M_c$ is the redshifted chirp mass of the binary, $M_c = (1 + z)\mu^{3/5}m^{2/5}$, where $m = m_1 + m_2$ is the total binary mass, and $\mu = m_1 m_2 / m$ is the reduced mass. $\theta$ is the inclination angle between the rotation axis of the binary and the observer’s line of sight, i.e. $\theta = 0^\circ$ corresponds to a face-on system. The luminosity distance $d_L$ is given by:

$$d_L = c(1 + z) \int_0^z \frac{dz'}{H(z')}$$ (2.9)

and the phase factor $\Phi$ is (where $\Phi_0$ is the value at coalesence, an integration constant):

$$\Phi(\tau_{\text{obs}}) = \Phi_0 - \left( \frac{5G_N M_c(z)}{c^3} \right)^{-\frac{2}{5}} \frac{\pi}{5} \frac{\tau_{\text{obs}}}{\tau_{\text{gw}}}$$ (2.10)

For gravity models represented by eq. (2.1), the phase of the waveform is not altered from its GR behaviour. A related property is that the frequency evolution of the waveform is governed by standard relations, and measurement of this allows for accurate determination of the chirp mass $M_c$ via the relation:

$$\frac{df_{gw}}{d\tau_{\text{obs}}} = 96 \frac{\pi^{1/3}}{5} \left( \frac{G_N M_c}{c^3} \right)^{5/3} f_{gw}^{11/3}$$ (2.11)
The two remaining unknowns governing the waveform amplitude are then the luminosity distance $d_L$, and the inclination $\iota$. We will consider the effects on any degeneracy between these two parameters in section 3.4.

Under Horndeski extensions of GR, eq. (2.8) is multiplied by the factor $C$ in eq. (2.6). This modification is absorbed into a redefinition of the luminosity distance appearing in the GW amplitudes [16, 26, 57, 63–65]. The resulting effective GW luminosity distance, $d_{GW}$, is given by:

$$d_{GW} = C^{-1} d_L = d_L \exp \left[ -\frac{1}{2} \int_0^x dx \alpha_M(x) \right]$$

(2.12)

Note that via eq. (2.6), the ratio $d_{GW}/d_L$ can be expressed in terms of the effective Planck masses at the source and observer; [66] proved the generality of this result for general background spacetimes.

Let us suppose that we have a electromagnetically-confirmed redshift for a GW event. The apparent slip between the luminosity distance inferred from the GW amplitude and the one implied by the source redshift (via the standard formula of eq. 2.12) is a potentially detectable signature of modified gravity effects. Whilst for a single event the uncertainties on $d_{GW}$ inferred from the waveform amplitude are likely to be large, a set of tens or more events could offer constraints on $\alpha_M(z)$ that are entirely independent of existing EM probes. Furthermore, as figure 1 indicates, the cumulative nature of the distance slip favours LISA GW sources, which should be detectable out to redshifts five and beyond (see [65] for an extension to the Einstein Telescope).

In reality, only a fraction of LISA GW events are expected to have detectable EM counterparts or identifiable host galaxies from which spectroscopic redshifts can be identified. Exactly how many is highly uncertain at present, and depends sensitively on the population model and gas environments of binary MBHs. We discuss the models we use for this in section 3.5.

2.3 Large-Scale Structure in Horndeski Gravity

The effective luminosity distances of GW sources are directly sensitive to the property function $\alpha_M$ alone. This is distinctly different to the behaviour of scalar cosmological perturbations in Horndeski gravity, where all three of the property functions $\{\alpha_M, \alpha_B, \alpha_K\}$ feature in the linearised field equations. Implementation of these modified field equations in an Einstein-Boltzmann solver is available in the hi_class code [67–69], and in equivalent schemes [70–72]. We will not reproduce the full system of equations solved by these codes here. As an indicative example, the Fourier-space Poisson equation corresponding to the Lagrangian eq. (2.1) in conformal Newtonian gauge is [53]:

$$-2\frac{k^2}{a^2} \Phi = \frac{8\pi G_N \rho_m}{M_{\text{eff}}^2} \Delta - 3\alpha_B H \Phi - H^2 \Psi (\alpha_K + 3\alpha_B) - \alpha_K H^2 \delta \varphi - \alpha_B H \delta \varphi \left( \frac{k^2}{a^2} - 3H \right)$$

(2.13)

For convenience the scalar field perturbation appearing in these equations has been normalised as $\delta \varphi = -\delta \dot{\varphi}/\dot{\varphi}$, where $\varphi$ is the scalar field in the Lagrangian of eq. (2.1).

The role of $\alpha_K$ in this equation requires comment. It always appears multiplied by a term of order $\sim H^2$ and a metric potential or scalar field perturbation. These are the terms that are suppressed in the widely-adopted quasistatic limit $|k^2 \gg H^2|$, i.e. a regime of...
subhorizon scales on which spatial derivatives dominate over time derivatives of variables.\(^6\)

The quasistatic approximation applies to the scales probed by galaxy surveys and GW experiments; it has been validated for specific gravity models \([74]\) and is expected to hold for generic members of the Horndeski class \([75–77]\).

These features of eq. (2.13) are repeated in the other components of the linearised gravitational field equations, though we do not show them explicitly here. As a consequence, \(\alpha_K\) drops out of the perturbation equations in the subhorizon limit, rendering it largely unconstrained by the data we consider in this work. Hence we will focus on constraining only the property functions \(\alpha_B\) and \(\alpha_M\) from here on. Some physical insight into the irrelevance of \(\alpha_K\) can be gleaned by realising that in models representable as perfect fluids, e.g. pure quintessence models, \(\alpha_K\) is the only non-zero Horndeski parameter. In this type of model the modifications to the field equations depend on the factor \((w - 1)\), rendering them very small if the dark energy equation of state is close to \(-1\). Indeed, in this work we will assume the background expansion rate of the universe is close to that of the standard ΛCDM model, rendering the \(\alpha_K\) parameter largely ineffective.

Figure 1 shows some examples of Horndeski models with several values of \(\alpha_M(z = 0)\) and \(\alpha_B(z = 0)\). The upper left panel shows predictions for the CMB TT power spectrum overlaid with Planck 2015 data. The upper right panel shows the scale-independent growth rate, \(f = d\ln D/d\ln a\) (where \(D(a) = \delta_m(a)/\delta_{init}\) is the usual growth factor) multiplied by the power spectrum amplitude normalisation parameter, \(\sigma_8\). Overlaid on this plot are four data points from current Redshift Space Distortion surveys (details in section 4.2).

The measurements shown in the upper right panel of figure 1 are obtained under the assumption that the growth rate \(f(z)\) is independent of scale, as occurs in ΛCDM. In practice, this means that data from all \(k\)-bins of the redshift space galaxy power spectrum are fitted using a single (redshift-dependent) value of \(f\), up to some cut-off \(k_{NL}\) where the model becomes invalid due to non-linearities. In contrast, scale-independence of the growth rate does not generally hold in modified gravity models. If the scale-dependence is strong, then it becomes questionable whether measurements such as those in figure 1 can be used at all without a careful reanalysis of the original power spectrum data.

Fortunately, the authors of [44] showed that in a large region of Horndeski parameter space, the growth rate becomes virtually scale-independent below a certain transition scale, \(k_{t}\), such that scale-independence holds well for \(k_{t} < k < k_{NL}\). Therefore we can use the RSD measurements detailed in section 4.2 provided we apply them at a fiducial wavenumber in this regime. We choose \(k_{fid} = 0.05h\ Mpc^{-1}\), and stay within the range of \(\{\alpha_B, \alpha_M\}\) values explored by [44].

### 2.4 Ansätze for the \(\alpha_i(z)\)

For a given model of modified gravity, the functional forms \(K(\phi, X), G_3(\phi, X)\) and \(M_{\phi\phi}^2(\phi)\) in eq. (2.1) are known explicitly, and the corresponding \(\alpha_i\) functions could be worked out via eqs. (2.2-2.4). However, this is not the intended use case of parameterised formalisms for testing gravity. Instead, we generally wish to test an entire space of models by constraining the \(\alpha_i\) parameters directly. The operational downside of such generality is that without a specific Lagrangian, we don’t know the evolution of the homogeneous scalar field component \(\dot{\phi}\). We therefore do not have access to the precise redshift-dependence of the \(\alpha_i\) parameters.

---

\(^6\)We note that large values of \(\alpha_K\) can lower the effective sound horizon of the scalar field \([53, 73]\) to be smaller than the standard cosmological horizon. However, the effects of \(\alpha_K\) on cosmological perturbations are only significant above the scalar sound horizon, so unless \(\alpha_K\) takes very large values, it still evades constraint.
The most common approach to make an ansatz for the time evolution of the $\alpha_i$, i.e. we assume a particular functional form that itself contains a handful of parameters. This us allows to translate unknown functional degrees of freedom into unknown constant parameters. The two forms below are the most commonly adopted ansatzes for the Horndeski alpha parameters:

\[
\alpha_i(a) = \alpha_{i0} \Omega_\Lambda(a) \quad \quad \quad \alpha_i(a) = \alpha_{i0} a
\]

We will explore both of these options below; in either case, our key MG parameters of interest are then $\{\alpha_M, \alpha_B\}$. For the parameter ranges explored in this paper, our functional forms lie comfortably within the ‘safe’ zone represented by figure 2 of [64], and hence produce a monotonically increasing GW luminosity distance.

We note that these ansatz forms have been criticized in [78, 79] for not accurately representing the evolution of some mainstream gravity models, e.g. versions of $f(R)$ gravity. However, [80] have argued that observables are not sensitive to the precise behaviour of the MG functions on short timescales, and that smooth ansatzes described by two constant parameters are the preferred model (as quantified by the Bayesian Information Criterion) for 86% of the theory space they consider. An example of this would be the form $\alpha_i = \alpha_{i0} a^p$, which was considered in [43, 44] in addition to eqs. (2.14). However, those works found the power-law indices to be essentially unconstrainable with current EM data. For this reason, we choose to focus on single-parameter forms in our work. Developing new ansatzes or model-specific treatments is beyond the scope of the present paper; we will adopt eqs. (2.14) because they are the standard in the literature, and therefore offer the best opportunity for comparison of our results to existing work.

There is a further set of restrictions imposed upon the $\alpha$ functions, regardless of the ansatz used. These ensure that two types of pathologies are not present in the Horndeski model under consideration. These are i) ghost instabilities, when the kinetic term of perturbed fields becomes negative, and ii) gradient instabilities, when the sound speed of the perturbations becomes negative, leading to their exponential growth on a (potentially short) timescale related to the cut-off of the effective theory. The following conditions are necessary for their avoidance, and are automatically checked in the \texttt{hi_class} software we will use in our analyses:

\[
Q_S = \frac{2 M_{\text{eff}}^2 D}{(2 - \alpha_B)^2} > 0, \quad Q_T = \frac{M_{\text{eff}}^2}{8} > 0
\]

\[
\dot{c}_s^2 = -\frac{(2 - \alpha_B) \left[ H - \frac{1}{2} H^2 \alpha_B - H \alpha_M \right]}{H^2 D} - H \dot{\alpha}_B + (\rho_m + p_m) / M_{\text{eff}}^2 > 0
\]

where $Q_S$ and $Q_T$ are coefficients of the kinetic terms of scalar and tensor perturbations, and $D \equiv \alpha_K + \frac{3}{2} \alpha_B^2$.

We see at a glance from eq. (2.15) that the value $\alpha_B = 2$ could cause problems within our calculations. Fortunately, the data will be sufficiently constraining to keep our likelihood contours well below this boundary.

2.5 Can the Planck Mass be Screened?

Drawing on concerns first expressed in [58], the authors of [66] have recently suggested that in some models, the requirement of screening at a GW source eliminates any detectable
modification of its GW luminosity distance. In other words, the assumptions that permit the GW generation process to happen as per GR result in GW propagation being also virtually identical to GR. Conversely, if the GW source is unscreened then the GW propagation can be significantly modified, but the stringent Solar System constraints on gravity then apply [81].

To understand when this restriction applies, we must be aware that under modifications of GR, generally two different gravitational couplings become relevant. One of these, $G_N(t)$ (where we have denoted a possible time-dependence) describes the gravitational coupling between two matter sources, whilst the other, $G_{gw}(t)$ is the coupling that appears in the quadratic self-interaction term of the action for gravitational waves. GR has the property $G_N = G_{gw} = \text{constant}$, but modified gravity theories can generically break this equivalence.

$G_{gw}(t)$ is related to the effective Planck mass appearing in eq. (2.1) as $8\pi G_{gw}(t) = M_{\text{eff}}^2(t)$, so it is this coupling that alters the effective luminosity distance of GW sources via eqs. (2.2) and (2.5). Conversely, Solar System constraints such as those from Lunar Laser Ranging experiments bound the evolution of $G_N(t)$. Binary pulsar constraints, such as those from the spin-down rate of the Hulse-Taylor pulsar, in principle are sensitive to the time variation of both gravitational couplings. However, the authors of [82] calculate that the effects of a plausible variation in $G_{gw}$ on the period decay of a local binary system are many orders of magnitude suppressed with respect to the effects of a change in $G_N$. As a result, $\dot{G}_N/G_N$ is constrained to $\sim 10^{-3}$, whilst $G_{gw}$ is effectively unconstrained by observations of the binary pulsar orbital decay rate.

The statements put forwards in [66] apply to theories in which $G_N(t) \simeq G_{gw}(t)$. For example, in scalar-tensor theories that screen via the Vainshtein mechanism, one can show that in the screened limit (well below the Vainshtein radius) the gravitational coupling in the Poisson equation is equivalent to $8\pi M_{\text{eff}}^2$. In this case, the effective Newton’s constants controlling Solar System dynamics (say) and cosmological GW propagation are effectively the same. If we insist that $8\pi M_{\text{eff}}^2$ matches Lunar Laser Ranging measurements of Newton’s constant at all redshifts, then $\alpha_M = 0$ and GW propagation is unmodified.

In the chameleon screening mechanism, a general argument presents that the conformal factor relating the Einstein and Jordan frame — which also controls the density-dependence of the scalar potential — is not able to evolve rapidly over cosmological distances and times, in order to preserve successful screening [83]. Since this conformal factor is related to $M_{\text{eff}}$ in eq. (2.1), one generically expects that $M_{\text{eff}}$ must evolve slowly too, constraining the potential impact on GW luminosity distances to be small. However, the specifics here must be worked out in a particular model.

In this paper we will maintain an agnostic approach to the underlying mechanisms by which GR is recovered near a GW source. Although the above arguments indicate that GW luminosity distances are not a good test of Vainshtein and most chameleon-screened theories (though see [84]), we cannot rule out the possibility of new screening mechanisms, or new properties of existing ones, being discovered in future. Indeed, recent works by [55] have found that GW predictions of scalar degrees of freedom (here described in an EFT framework) depend in a subtle way on the presence of matter sources and their screening. Furthermore, as we mentioned in the introduction, a modification of luminosity distances is a general property of gravity theories beyond the scalar-tensor sector. As such, the ability of LISA data to constrain these properties remains key to agnostic tests of gravitational laws on cosmological distance scales.
Figure 2: Discrete and normalised redshift probability distributions for the three MBH binary population models discussed in section 3.1. These are sampled to generate our mock input catalogues of merger events.

3 Simulated LISA Data

Figure 1 demonstrates the ability of LISA observations of massive \((10^4 - 10^8 M_\odot)\) binary merger standard siren measurements of luminosity distances to usefully constrain Horndeski modified gravity models, in addition to the cosmography constraints given by [85, 86]. Here, we detail our procedure for simulating catalogues of LIGO standard siren events, following closely the prescription of [85]. In particular, we discuss our choices of merger progenitor populations, the signal-to-noise ratios (SNR) at which they may be detected by LISA, detection of electromagnetic counterparts, and how uncertainty on merger inclination angle \(i\) propagates into the uncertainty on the standard siren luminosity distance.

3.1 GW Merger Populations

A major source of uncertainty in the modelling of massive black hole merger events is the production mechanism and mass of the ‘seeds’ from which they grow. One key scenario considered is that of ‘light’ seeds, which are formed from the collapse of population III stars at redshifts \(z \simeq 15 - 20\), and have masses up to a few hundred solar masses. An alternative to this is ‘heavy seed’ models, in which the inflow of cold gas onto protogalactic nuclei leads to seed black holes of masses up to \(10^5 M_\odot\), at similar redshifts.

The different seed mass scenarios are then further modulated by the delay between the merger of two galaxies and the merger of their central black holes. After a galaxy merger, the two MBHs sink rapidly to the minimum of the new galactic potential by dynamical friction and form a bound system [87]. The binary is then subject to the famous ‘last parsec problem’: unless there is either a substantial amount of gas in the new galactic centre or frequent three-body interactions, it is likely that the binary cannot lose sufficient energy to merge within a Hubble time [88, 89]. With these considerations in mind, [85, 90, 91] studied three models for MBH source populations, which we will use here. These models are characterised by the mass and redshift distributions of the mergers. For the redshift distributions we will assume
a form of:

\[ n(z) = z^\alpha \exp\left[-(z/z_0)^\beta\right]. \]  

(3.1)

for each of the three populations described below.

- **Population III:** Constraints using this model are labelled ‘popIII’ in our plots. In this model, the light seed mechanism dominates, producing a MBH population with a substantial tail to lower masses, reaching down to \( \sim 10^4 M_\odot \). Delay between host galaxy and MBH mergers is included. However, for light-seed models the authors of [91] found the delay between the mergers has a small (order unity) effect on LISA event rates, so the case for these progenitors without a delay is not considered separately here. The red curve of figure 2 shows the redshift distribution of merger events in this model. To obtain this, we discretize the merger rates presented in [91] (using the model and code originally developed in [90]), and fit a smooth model using equation (3.1) — this process removes some of the statistical fluctuations resulting from the simulations in [91]. For the popIII case the best-fit parameters are \( \{\alpha, \beta, z_0\} = \{1.60, 2.75, 10.2\} \).

- **Delay:** Constraints using this model are labelled ‘delay’ in our plots. In this model, the heavy seed mechanism operates. It is assumed that the last parsec problem is significant, leading to a slow final inspiral and consequent low merger rate. As figure 2 shows, this pushes the redshift distribution of merger events to lower redshifts than the other models, with virtually all events occurring at \( z \leq 10 \). It also results in the delay merger model being the most pessimistic in terms of final event rate (note that the normalisation of the probability distributions in figure 2 obscures this fact). We model the redshift distribution for this population using equation (3.1) with parameters \( \{\alpha, \beta, z_0\} = \{0.877, 2.39, 5.65\} \).

- **No Delay:** Constraints using this model are labelled ‘nodelay’ in our plots. Here again the heavy seed mechanism dominates, producing a mass distribution that extends to slightly higher chirp masses than the popIII case. However, unlike the delay model above, this model assumes that sufficient gas and three-body interactions occur such that delays between host galaxy and MBH mergers are negligible. This leads to an increased event rate, and represents the most optimistic model in the set in terms of raw numbers of merger events. The redshift range of events is comparable to that of the popIII model, peaking around \( z = 8 – 10 \) and extending to \( z \sim 20 \). We model the redshift distribution for this population using equation (3.1) with parameters \( \{\alpha, \beta, z_0\} = \{0.928, 1.89, 10.2\} \).

The population models described above dictate the number of massive black hole binary mergers occurring as a function of redshift and chirp mass [92]. However, these do not directly translate into distributions for detected LISA events. This is consequence of the ‘bucket’ shape of the LISA sensitivity curve and the calculation of SNR, which we will present shortly.

### 3.2 Masses, Redshifts and Inclinations

From the merger populations above, we simulate realisations of catalogues which may be generated by the LISA experiment. For a given MBH population model, we find the mean
expected number of binary MBH merger events as:

$$N = T_{\text{obs}} \int_0^\infty \frac{d^2N}{dz\,dt} \, dz$$

(3.2)

where $T_{\text{obs}}$ is the duration of observation (four years for the standard LISA mission scenario), and $d^2N/dz\,dt$ is the number of merger events per year per unit redshift, as measured in the observer’s frame. From the curves given in figure 3 of [91] we obtain a raw expected number of events per year $\bar{N}$ for each population model. We then sample a Poisson distribution with the expectation value $\bar{N}$ to obtain the actual number of events, $N$, entering a given realisation of our catalogue.

To assign redshifts to our events, for each model we draw $N$ samples from its respective probability distribution in [91] similarly, converting them to smooth, normalised probability distributions and sampling $N$ masses from them, which we assign to our events. We do this randomly, thereby neglecting any galactic evolution properties which correlate redshift and binary MBH mass. The event redshifts can be converted into an effective GW luminosity distance via eq. (2.9) and eq. (2.12); note that the resulting value of $d_{\text{GW}}$ will have sensitivity to the time evolution ansatz used for $\alpha_M$ (see section 2.4).

The samples drawn above give the redshifted total masses of our binary mergers; however, what appears in the waveform amplitude eq. (2.8) is the redshifted chirp mass. These two quantities are related as:

$$M_c = M_{\text{Tot}} \left[ \frac{R}{(1 + R)^2} \right]^{3/5}$$

(3.3)

where the $M_{\text{Tot}} = (1 + z)(m_1 + m_2)$, $R = m_1/m_2$ is the ratio of the two binary companion masses, here defined such that $m_1 \geq m_2$ always. We use the distribution of MBH mass ratios found by [93], which ranges $1 \leq R \leq 10^3$, peaking around $R \sim 30$. We sample from the normalised distribution shown in figure 3 to assign $R$ values to our catalogue of events, and calculate their chirp masses.

Figure 4 displays the resulting mass distributions for the three MBH population models, showing both the input catalogue of events and the sub-population of them that are detected, as we will describe next. We see that both the PopIII and No Delay models produce a significant population of low-mass events which fall below the detection threshold.

We assign a characteristic frequency to each binary in our catalogue as:

$$f_{\text{char}} = \frac{1}{8\pi G_N M_c} \frac{c^3}{r^2}$$

(3.4)

We cut from our catalogue any events whose characteristic frequency falls outside the LISA band ($10^{-4}$ Hz $< f_{\text{char}} < 1$ Hz). Finally, for each of our simulated merger events we draw values of the binary inclination angle $\iota$ from a distribution proportional to $\sin \iota$ [18].

### 3.3 LISA Noise Model

From the population of merger events simulated as described above, we then wish to select events which will be detectable with the LISA mission. We use the analytical form of the LISA sensitivity curve presented in [94], for a ‘L6A2M4N2’ mission scenario (six laser links, 2.5 Gm interferometer arm length, a four-year mission lifetime and well-controlled instrumental noise levels). We note that this analytical form is not sufficiently accurate for high-frequency GW
Figure 3: Distribution of the mass ratios of merger events assumed when generating the simulated catalogues for LISA events. Here the mass ratio is defined as \( R = m_1 / m_2 \), where \( m_1 \geq m_2 \).

Figure 4: Distribution of redshifted chirp masses of binaries in our LISA event catalogue. Darker bars indicate all events (including those with SNR < 8, whilst lighter bars show only detected events. Note that the middle plot has a different y-axis scale. Note that where the bars overlap, the darker bars must always be at least as high as the lighter bars.

sources that potentially exit the LISA band during their evolution, e.g. early-stage stellar binaries; this does not pose a problem for our MBH sources, which must generally be at lower frequencies to accrue sufficient SNR for detection.

We integrate eq. (2.11) over a four-year mission period (redshifted to the corresponding interval in the restframe of the source), using the characteristic frequency of eq. (3.4) as the upper integral value. This yields the initial observed frequency of the source four years prior. Following [95], we use these initial and final frequencies to estimate the signal-to-noise accumulated in the LISA detectors from both GW polarisations as follows:

\[
\rho^2 = 2 \int_{f_{\text{init}}}^{f_{\text{char}}} \frac{h_c(f)^2}{f^2 \langle S_n(f) \rangle} df
\]  

(3.5)
with the strain amplitude given by:

\[ h_c = \frac{1}{\pi d_C} \left( \frac{2G_N dE}{c^3} \right)^{1/2}, \]  

(3.6)

and

\[ dE = \frac{\pi}{3G_N} \frac{(G_N M_c)^{5/3}}{1+z} (\pi f)^{-1/3}. \]  

(3.7)

Here \( \rho \) is the SNR, \( d_C = d_L/(1 + z) \) is the comoving distance to the merger and \( \langle S_n(f) \rangle \) is the one-sided power spectral density (PSD) of the LISA noise, averaged over sky location and polarisations (the quantity \( h_c/f \) here can be shown to be equivalent to \( \tilde{h}(f) \), the Fourier transform of \( h(t_{\text{obs}}) \), matching eq. (3.5) to the conventional SNR definition found in, for example, [96, 97]).

We treat events with SNR \( \rho > 8 \) as detected by LISA and include them in our simulated catalogues which go into the cosmological analysis. We remove any events that enter or exit the LISA frequency band during the observation period, since our SNR calculation is not accurate at the band edges. With regards to our SNR estimator, we further note that in reality i) not all GW sources will be observed for a full four years, and ii) our upper frequency limit \( f_{\text{char}} \) is only a rough proxy for the real evolution of the source towards the final stage of inspiral. In reality eqs. (2.8) and (2.7) are valid up to at most the frequency of the innermost stable circular orbit (ISCO), which is about a factor four lower than \( f_{\text{char}} \), and after which more complex dynamics takes over. Given our focus on tests of gravity, in this paper we do not enter into full models of binary coalescence times and evolution close to merger. We have confirmed that our SNR estimates agree within a factor of order unity to the approximate model for SNR given by eq. (19) of [18].

Figure 5 shows the redshift and mass distributions\(^7\) for LISA detections in each of the three population models, in a single realisation of a simulated catalogue for each. We can see that at redshifts greater than five, only an increasingly narrow mass range centred around \( M_c \sim 10^6 M_\odot \) persists. The dropout of low masses here is intuitive: at progressively higher redshifts, a larger chirp mass is needed to exceed the SNR threshold of 8. The dropout of higher-mass binaries is instead caused by the ‘bucket’ shape of the LISA sensitivity curve (see, for example [98]), which rises sharply at \( f < 10^{-3} \) Hz, selectively penalising the SNR of high-mass systems. The redshifting of GW frequency pushes increasingly lower-mass systems into this zone at high redshifts, leading to the observed tapering of detections. The low event rate of the delay model (middle panel) is particularly noticeable, and to a lesser extent, the extended high-mass range of the nodelay heavy seed model.

### 3.4 Luminosity Distance Error Model

In order to model the distribution of errors on GW luminosity distances in our simulated catalogue, we adopt a simplified version of the approach from [18]. Our catalogue contains all the components needed to calculate the true plus and cross polarisation amplitudes \( h_+, h_\times \) expected for each event via eqs. (2.7) and (2.8). To create realistic catalogues of observations, we must add to these true \( h_+, h_\times \) values a simulated measurement error on both polarisations. We use the square root of the LISA power spectral density curve evaluated at the

\(^7\)These ‘waterfall’ plots are more commonly presented with the redshift and mass axes transposed. Since redshift leverage is key to our tests on gravity, the authors found this version more helpful for the present work.
Figure 5: Distributions in mass and redshift of merger events observed during a four-year LISA mission for three MBH population models (see text for description). The colourbar indicates the associated SNR of the detection, see section 3.3.

characteristic frequency of the source, denoted $\sigma_h(f) = \sqrt{S_n(f)}$, to simulate these errors as follows.

We generate a joint Gaussian likelihood for the measured plus and cross polarisations of each event in luminosity distance and inclination as follows:

$$P(h_+, h_\times|D_L, \iota, M_c, \vec{\theta}_{\text{cosmo}}) \propto N\left[h_+; \frac{G_N M_c}{d_L(\vec{\theta}_{\text{cosmo}})} \frac{(1 + \cos^2 \iota)}{2}, \sigma_h^2(f)\right]$$

$$\times N\left[h_\times; -\frac{G_N M_c}{d_L(\vec{\theta}_{\text{cosmo}})} \cos \iota, \sigma_h^2(f)\right]$$

(3.8)

where $N[A; B; \sigma^2]$ indicates a Gaussian distribution for $A$ with mean $B$ and standard deviation $\sigma$ and $\vec{\theta}_{\text{cosmo}}$ is the vector of relevant cosmological parameters. Following [18], we have used here a simplified expression for the amplitude of the waveform, derived in appendix A, and dropped the phase information.

The left-most panels in figure 6 show examples of this likelihood distribution for $d_L$ and $\iota$. We have neglected the comparatively small uncertainty in the measurement of $M_c$ [18], assuming it can be measured from the frequency evolution of the waveform (see eq. (2.11). We see that for events observed with an orientation close to edge-on ($\iota = 90^\circ$) the likelihood broadens, whilst for events far from edge-on it narrows to a well-defined degeneracy curve. The rightmost panel of figure 6 shows the corresponding likelihoods for the GW luminosity distance for the two simulated sources. Shown are the likelihood evaluated at the true value of inclination $\iota_{\text{true}}$, and the likelihood marginalised over unknown inclination angle. These provide us with two potential error models for the luminosity distance, depending on whether information on the merger inclination angle can be extracted from the electromagnetic counterpart of the merger. We approximate $\sigma_{\iota_{\text{true}}}$ and $\sigma_{\iota_{\text{marg}}}$ as the widths of these distributions which contain 68% of the probability. We see that, depending on the true inclination angle, the degeneracy between luminosity distance and inclination angle can broaden the width of the $d_L$ distribution by appreciable amounts. Hence the inclination angle $\iota$ could potentially be an important nuisance parameter for cosmology with GW standard sirens, if it is not well-measured. Electromagnetic follow-up observations of the merger system potentially provide information on the merger inclination, including from optical and radio telescopes [99].
Figure 6: Impact of uncertainties in the merger inclination angle $\iota$ on the estimation of the GW luminosity distance $d_L$ for two sources in our simulated catalogues. Left panels show the GW likelihood in both parameters, centre panels show the conditional likelihood for inclination angle only (at the true value of luminosity distance), right panels show the conditional (at the true inclination angle) and marginalised distributions on luminosity distance only.

We must also include in our final estimate of the luminosity distance error contributions from gravitational weak lensing of the GW signals [100–102], which (de)magnify the GW signal, and peculiar velocities of the GW sources. We write this as:

$$\sigma_{d_{GW}}^2 = \sigma_{\iota}^2 + \sigma_{\text{lens}}^2 + \sigma_{v}^2,$$

where $\sigma_{\iota} = \{\sigma_{\iota}\text{marg}, \sigma_{\iota}\text{true}\}$. The weak lensing error $\sigma_{\text{lens}}^2$ is given by [85, 103]:

$$\sigma_{\text{lens}} = 0.066d_L(z) \left[ \frac{(1 - (1 + z)^{-0.25})^{-0.25}}{0.25} \right]^{1.8},$$

and $\sigma_v$ is the error associated with uncertainty on peculiar velocity of the source [85, 104]:

$$\sigma_v = d_L(z) \left[ 1 + \frac{c(1 + z)}{H(z)d_L(z)} \right] \sqrt{\langle v^2 \rangle} / c.$$
3.5 Electromagnetic Counterpart Detections

In order to make use of binary mergers as standard sirens, we also require redshifts from electromagnetic counterparts of the mergers. If a significant fraction of MBH mergers are accompanied by quasar activity, flares or increased variability, then electromagnetic facilities contemporary with LISA may be able to identify candidate host galaxies [105], from which spectrographic redshifts can subsequently be obtained. The pre-merger localisation of most LISA sources is expected to be $\sim 10 \, \text{deg}^2$, well-matched to the field of view of upcoming surveys such as the Vera Rubin Observatory and the SKA [85].

The fraction of LISA sources expected to have counterparts is highly sensitive to the gas environments and formation channels of MBH binaries. We will not simulate these in detail, but instead will use the counterpart fractions predicted by the ‘optimistic’ scenario in table 10 of [85], which are $F_c = \{10\%, 50\%, 5\%\}$ for the popIII, delay and nodelay MBH models, respectively. From our raw catalogues of merger events detected by LISA, we remove objects according to a probability $\propto D_l^2$, such that the surviving fraction of the original catalogue is $F_c$. This encodes an expectation that the likelihood of a detectable counterpart falls off with the observable brightness of the source.

In line with this optimistic redshift scenario, we assume spectroscopic redshifts for all counterparts, with errors $\sigma_z = 0.005(1 + z)$. Figure 7 shows our final catalogues of LISA standard sirens (dark points), along with their simulated errors on luminosity distance and redshift; note that the redshift errors are very small on the scale of these plots. Lighter points indicate sources that are detectable by LISA but do not have an associated EM counterpart.

4 Additional Data

In addition to the gravitational wave data described in section 3, we also include constraints from a set of current cosmological large scale structure data. This is done to provide additional constraints on cosmological parameters, as well as context for the improvement in constraints they offer for the $\alpha_M$ Horndeski parameter. For the $\alpha_B$ Horndeski parameter
(which does not affect GW propagation), they are the dominant source of constraints. Our implementation and data sets used closely follow [44].

We form the joint likelihood over data from Cosmic Microwave Background, Redshift Space Distortion and Baryon Acoustic Oscillation (BAO) data, with the specific data sets described below. All data sets are included in a CosmoSIS pipeline, as modules from the CosmoSIS standard library.

4.1 Cosmic Microwave Background

For CMB data we use the Planck 2015 likelihoods [106]. Specifically we use the Plik lite likelihood in temperature TT only at high-\( \ell \) (30 \( \leq \ell \leq 2508 \)), combined with the bflike likelihood in temperature and polarisation TT, EE, BB,TE at low-\( \ell \) (0 \( \leq \ell \leq 29 \)). We also include information from the SMICA CMB \( \phi \phi \) lensing likelihood in the multipole range 0 \( \leq \ell \leq 2048 \).

4.2 Redshift Space Distortions

We include Redshift Space Distortion data, constraining \( f(z)\sigma_8(z) \), from the ‘consensus’ results of DR12 of the Baryon Oscillation Spectroscopic Survey (BOSS) [107], and from the 6dF Galaxy Survey [108]. As mentioned in section 2.2, it is important when testing modified gravity models that the constraints from this data set are only applied at a ‘safe’ fiducial scale where the growth rate is effectively scale-independent. Following [44], we use the scale \( k_{\text{fid}} = 0.05h \text{ Mpc}^{-1} \).

4.3 BAO

Our BAO data, constraining the volume averaged distance \( D_V(z) \), are from WiggleZ [109], Sloan Digital Sky Survey Main Galaxy Sample (SDSS MGS) [110], and the ‘consensus’ BOSS-DR12 results [107].

We first run an MCMC chain using only the CMB+RSD+BAO data sets (i.e. without including simulated GW data) to constrain the cosmological parameters. Details of the priors used and posteriors obtained are given in appendix B. From these chains we extract the maximum posterior values for all parameters varied and use them when simulating our gravitational wave catalogues. The cosmological parameter constraints for these LSS-only chains are shown in appendix B and are consistent with the previous results (using slightly different data) of [44].

4.4 LIGO Data

We also include forecast constraints from standard sirens which may be detectable with the existing Advanced LIGO-VIRGO (advLIGO) detector network. These standard sirens are from a very different merger population (generally binary neutron stars) to the LISA sources we mainly consider, existing at much lower redshifts. Qualitatively, the lower panel of figure 1 shows that such sources are not as useful for constraining Horndeski models as LISA sources, because of their weaker redshift leverage on \( d_{GW}/d_L \). However, we include them here to show the improvement in constraints that will be possible in the near future, well before LISA is launched. In addition to the current single detection of a gravitational wave event with a confirmed electromagnetic counterpart — the binary neutron star merger GW170818 [2] — we also simulate a catalogue of fifty further similar events from the advLIGO-VIRGO
network. These events have a redshift distribution given by equation (3.1) with parameters \( \{ \alpha, \beta, z_0 \} = \{ 3.21, 0.83, 0.008 \} \) which matches well the distribution in figure 2 of [16]. For these events we will assume a simplified model for the error on luminosity distance as follows. Under rough approximation, the SNR of a GW signal is inversely proportional to the GW luminosity distance of the source (we are ignoring here evolution of the frequency). This enables us to write

\[
\rho d_{GW} = \rho^* d_{GW}^* \tag{4.1}
\]

where \( \rho^* \) and \( d_{GW}^* \) are fiducial values of the SNR and luminosity distance. Previous works have shown that the one-sigma error on the luminosity distance of LIGO-VIRGO standard sirens scales approximately as [13, 16, 64],

\[
\sigma_{d_{GW}} \simeq \frac{1.8}{\rho} d_{GW} \tag{4.2}
\]

Combining eqs. (4.1) and (4.2) gives

\[
\sigma_{d_{GW}} \sim \frac{1.8}{\rho^* d_{GW}^*} d_{GW}^2 \tag{4.3}
\]

Since we generate our mock catalogue at the fiducial model very close to ΛCDM, \( d_{GW} \) here is coincides with the normal luminosity distance inferred from EM signals. The maximum distance at which the advLIGO-VIRGO network is expected to detect BNS standard sirens is \( \sim 400 \) Mpc [16]. The SNR of an event at this distance must be achieve a minimum of \( \rho = 8 \) for detection. Using this to set the fiducial values of \( \rho^* = 8 \) and \( d_{GW}^* = 400 \) Mpc, eq. (4.3) yields:

\[
\sigma_{d_{GW}} \sim \frac{1.8}{8 \times 400 \text{ Mpc}} d_{GW}^2 \simeq 5.63 \times 10^{-4} d_{GW}^2 \tag{4.4}
\]

where \( \sigma_{d_{GW}} \) and \( d_{GW} \) are in units of Mpc. The resulting simulated catalogue is shown in figure 8. As for LISA, redshift errors are assumed to be spectroscopic with \( \sigma_z = 0.005(1+z) \).

5 Forecasting Method

In order to forecast constraints on cosmological and modified gravity parameters, we perform a Monte Carlo evaluation of the parameter posterior probability distributions, given the real and simulated data described in sections 3 and 4. As for constructing our simulated data, we make use of the CosmoSIS\(^8\) [111] modular cosmological parameter estimation code, which allows us to form a pipeline for calculating the relevant observables and for sampling over the parameter space. Before running the chains we set broad priors on the parameters which are considered, as detailed in table 3.

5.1 Likelihood

We assume a joint likelihood with the simplifying approximation that each of the data sets (CMB, RSD, BAO, LIGO GW and LISA GW) considered are independent and hence that the likelihood can be factorised into individual Gaussian likelihoods for each data set:

\[
\mathcal{L}(D|\vec{\theta}) = \mathcal{L}(D_{\text{CMB}}|\vec{\theta}) \mathcal{L}(D_{\text{RSD}}|\vec{\theta}) \mathcal{L}(D_{\text{BAO}}|\vec{\theta}) \mathcal{L}(D_{\text{GW}}|\vec{\theta}), \tag{5.1}
\]

\(^8\text{https://bitbucket.org/joezuntz/cosmosis/wiki/Home} \)
where $\vec{\theta}$ is a vector containing all of the model parameters, and $D_X$ is the data vector for each type of observable (and the GW likelihood contains either LISA or LIGO data as specified). Each part of the likelihood is a simple Gaussian, for the CMB, RSD and BAO parts using the real data vectors and covariance matrices provided in the CosmoSIS modules. For the GW parts the data vector is that from our LISA and LIGO simulations at the best fitting cosmology from the LSS-only runs, along with a diagonal covariance matrix with errors given by the $\sigma_{d_{GW}}$ found from eq. (3.9) for LISA and eq. (4.3) for LIGO. Depending on the LISA chain these errors are either marginalised over or conditioned on $\iota$ using eq. (3.8) — again, at the best-fitting cosmology (we do not simultaneously fit inclination and cosmology). Note that our method here differs from [85], who use a Fisher matrix forecast to use study the full information content of the waveform.

For a given set of cosmological parameters $\vec{\theta}$ (including Horndeski parameters) we calculate observables for each data set in section 4 using the Boltzmann code hi\_class\footnote{Our CosmoSIS wrapper for hi\_class can be found at \url{https://github.com/itrharrison/hi_class}.} [68, 69]. These predicted observables are then compared to the data sets in the likelihood function.

### 5.2 Sampling

We use the Markov Chain Monte Carlo ensemble sampler EMCEE [112] to sample from this parameter space according to the posterior probability. Chains are run using an ensemble of 32 walkers, for at least $10^5$ total samples, of which 5000 are removed for burn-in.

### 6 Results

Table 1 and table 2 summarise the best-fit values and one dimensional 68% confidence intervals corresponding to the posterior distributions shown in figure 9. We discuss the observed trends in the Horndeski parameters below. The full posteriors in all of our varied parameters (i.e. including the standard cosmological parameters as well as Horndeski parameters) from the existing electromagnetic LSS-only data are shown in appendix B, and are highly consistent with the existing results from [44].
| Experiment                  | $\sigma_{\alpha_B}$ | $\sigma_{\alpha_M}$ |
|-----------------------------|----------------------|----------------------|
| LSS-only                    | 0.56                 | 0.32                 |
| LSS+LIGO (forecast)         | 0.45                 | 0.24                 |
| LSS+LISA (pop. III)         | 0.19                 | 0.06                 |
| LSS+LISA (delay)            | 0.20                 | 0.09                 |
| LSS+LISA (no delay)         | 0.21                 | 0.08                 |

Table 1: Widths of one dimensional 68% confidence intervals for Horndeski parameters in the $\propto a$ model.

| Experiment                  | $\sigma_{\alpha_B}$ | $\sigma_{\alpha_M}$ |
|-----------------------------|----------------------|----------------------|
| LSS-only                    | 0.59                 | 0.73                 |
| LSS+LIGO (forecast)         | 0.60                 | 0.68                 |
| LSS+LISA (pop. III)         | 0.49                 | 0.11                 |
| LSS+LISA (delay)            | 0.50                 | 0.15                 |
| LSS+LISA (no delay)         | 0.51                 | 0.13                 |

Table 2: Widths of one dimensional 68% confidence intervals for Horndeski parameters in the $\propto \Omega_{DE}$ model.

6.1 Fiducial Parameter Constraints

Figure 9 shows the joint constraints on $\alpha_M$ and $\alpha_B$ at $z = 0$ for the popIII population model, for the $\propto \Omega_A$ (left panel) and $\propto a$ (right panel) ansatze respectively (eqs. 2.14). The contours here compare the relative constraining power offered by the EM data sets described in section 4 i) alone (blue), ii) combined with 50 mock LIGO standard siren events as per section 4.4 (green), and iii) combined with both LIGO and the LISA events generated in section 3 (red). As can be seen, and in the numerical values in table 1 and table 2, the inclusion of LIGO data offers only a modest improvement in the widths of the parameter constraints for both models. In contrast, the inclusion of the LISA data improves the constraints by a factor $\sim 5$ (where a factor 1 would indicate no improvement), similar to the improvement expected from future LSS experiments alone [46].

6.1.1 Effect of EM Data

We note that there is a considerable difference in contour shapes for the two ansatizes used in figure 9. The ansatz $\alpha_i \propto a$ represents a deviation from GR that grows more strongly at high redshifts than the $\alpha_i \propto \Omega_{DE}$; for example, the Horndeski functions are roughly twice as large at $z = 2$ in the former ansatz.

In Horndeski models, the Integrated Sach Wolfe ISW part of the CMB TT power spectrum has a known insensitivity to parameter combinations lying along the line $2\alpha_M + \alpha_B = 0$, which modify the ISW plateau in ‘opposite’ directions [43]. It is this which gives rise to the clear degeneracy direction observed in right panel of figure 9; the earlier growth of the $\alpha_i \propto a$ ansatz makes it particularly sensitive to departures from this line, effectively correlating $\alpha_M$ and $\alpha_B$. This degeneracy direction also exists in the $\alpha_i \propto \Omega_{DE}$ constraints (left panel of figure 9) before the addition of RSD data (see figures 1 and 3 of [44]).

However, the different time evolutions of the two ansatze causes them to respond differently to the inclusion of RSD data. The RSD data disfavour large, positive values of $\alpha_M$,
Figure 9: Constraints on coefficients appearing in the Horndeski $\alpha_M$ and $\alpha_B$ functions, in both the $\propto \Omega_{DE}$ (left) and $\propto a$ (right) cases. The three sets of contours correspond to constraints from Large Scale Structure data only, those with LSS and forecast LIGO data, and those with forecast LSS and LISA data. LISA constraints are shown for the popIII population model, but are very similar for the other two models.

which would significantly enhance the growth rate. Under the $\alpha_i \propto \Omega_{DE}$ ansatz, adding these data shifts the blue contour downwards and off the $2\alpha_M + \alpha_B = 0$ axis. However, under the $\alpha_i \propto a$ ansatz, negative values of $\alpha_M$ are not permitted as they lead to the formation of gradient instabilities as described in section 2.4. Instead of shifting downwards, the blue contour shrinks along the degeneracy axis (not visible in figure 9, since the blue contours there already include RSD data). This results in the very different shapes of the blue and green contours in figure 9.

Under the $\alpha_i \propto \Omega_{DE}$ ansatz the required absence of gradient instabilities manifests as the shared sloping lower bound of the LSS-only and and LSS+LIGO contours, permitting mildly negative values of $\alpha_M$.

6.1.2 Effect of GW Data

As is clear from our expressions in section 2, the luminosity distance of GW sources is sensitive to only the $\alpha_M$ parameter. For the left panel of figure 9, adding GW data from LISA results in a straightforward compression of contours in the vertical direction with no change in $\alpha_B$. For the right panel there is a corresponding reduction along the degeneracy axis, for the reasons explained above. In both of these panels, we show the constraints for the popIII population model, see section 6.2 for a discussion of the effects of varying this assumption.

We see that the LIGO events add relatively little constraining power, as they are predominantly at low redshifts where our cumulative deviations from GR are relatively small (lower left panel of figure 1). In contrast, the LISA data reduces the 68% confidence interval on $\alpha_M$ by a factor of approximately 5.3 for the $\propto \Omega_{DE}$ case and 6.6 for the $\propto a$ case.
6.2 Effect of Merger Population Model

Figure 10 shows the effect on the constraints on $\alpha_{M0}$ and $\alpha_{B0}$ of varying the three population models described in section 3.1, for both $\propto \Omega_{DE}$ and $\propto a$ ansatze. As can be seen, the forecast constraints on the Horndeski parameters is very robust to the true underlying population model. This can be understood through figure 7, which shows that, whilst the three population models differ significantly in their predictions for the total numbers of detectable mergers, many of the additional events occurring in the popIII and nodelay models occur at high redshifts. This means they are very unlikely to have detected EM counterparts, and so do not contribute to our analysis. The delay model offers the weakest constraints still, but only by a very small margin. Table 1 and table 2 show the effect of this variation on the inferred 68% confidence intervals for the Horndeski parameters.

6.3 Effect of Merger Inclination Uncertainty

Figure 11 shows the effect, within the popIII merger population model, of including the extra uncertainty in luminosity distance measurements from marginalisation over the merger inclination angle $\iota$. Contours labelled ‘marg.’ include the effect of this marginalisation, whilst contours labelled ‘cond’ (or ‘conditional’) do not. As can be seen, the inclusion of this extra uncertainty on a per-source basis has very little effect on the constraining power. The errors on individual source’s luminosity distances are typically inflated by up to 50%; for individual LIGO sources, [64] states that uncertainty on $d_L$ with LIGO is 20-40% for one event. For large populations of sources as considered for our LISA analysis, however, the effect of this increased uncertainty on individual sources is minimised.
Figure 11: Constraints on Horndeski parameters in both the $\propto \Omega_{DE}$ (left) and $\propto a$ (right) cases, showing the effect of the inclusion of uncertainty from marginalisation over unknown GW binary merger inclination angle. The change in contours is negligible.

6.4 Effect of the Horndeski Scalar Stability Prior

In addition to the stability criteria for Horndeski models discussed in section 2, the authors of [5] propose an additional theoretical prior in the $\{\alpha_M, \alpha_B\}$ parameter space which severely restricts the viable space of models with Vainshtein screening. They consider the stability of nonlinear solutions to cubic Galileon-like theories, by evaluating the kinetic matrix of scalar field perturbations. The requirement that the theory be free from ghost and gradient instabilities (see section 2.4) translates into a set of positivity requirements on the kinetic matrix, which they argue are generically violated over cosmological scales. In terms of the Horndeski $\alpha_i$ parameters, the stability bound translates into the condition [56]:

$$|\alpha_M + \alpha_B| \lesssim 10^{-2}.$$  \hspace{1cm} (6.1)

For the reasons explained in section 2.5, theories with a Vainshtein screening mechanism are unlikely to be significantly constrained by our work here. The authors of [55] note that without a UV completion of their framework, it is difficult to assess whether the instability has detectable effects on GW signals (though it raises concerns about theoretical viability in general). Hence we have chosen to consider the effects of this bound separately from our forecasts. The effect of this additional theory prior on LSS-only constraints is considered in [56], showing the extremely large reduction it places on the remaining space of viable models.

In figure 12 we show the similar effect of this prior on our own constraints, where it dominates over the information available from any of the combined data sets. Note that LSS-only constraints are compatible with this bound at the 68% confidence level, but the best-fitting cosmology (indicated by the dashed lines) is not. In both $\propto \Omega_{DE}$ and $\propto a$ cases, deviations from this bound appear marginally detectable with the LSS+LISA forecast constraints at the best-fitting LSS-only cosmology. If GR were correct and the values of $\alpha_M$
and $\alpha_B$ are both zero, the size of the two forecast constraints will remain the same, but they would expect to be centred around the origin (and hence more compatible with the theory bound).

7 Conclusions

In just five years, direct detection of gravitational waves has yielded a succession of discoveries about the gravitational universe. For cosmology, perhaps the most significant of these come from a single data point, that of GW170817. In this work we have anticipated the forthcoming improvements from the inevitable detection of further standard sirens.

In many ways, our analysis has been relatively conservative. The constraints in figure 9 make no assumptions about the future increased accuracy of electromagnetic cosmological observables. At present it is difficult to be certain about the galaxy and weak lensing surveys that will be coincident with LISA; at the very least, they will share the significant challenges of modelling the nonlinear regime faced by the present and next generations of EM experiments. A natural extension of the current work is to include in our forecast the large-scale structure data provided by DESI, Euclid and the Vera Rubin Observatory, following [46, 113]. Our current forecast did not include weak lensing data precisely due to the importance of modelling non-linear scales in modified gravity theories, but we note that other authors have formed constraints using approximate prescriptions [45], finding improvement by factors $\sim 1.5$ over the LSS-only constraints (without weak lensing) found here.

Furthermore, in this analysis we have focussed solely on modifications of the GW amplitude via the GW luminosity distance. This is a very generic signature shared broadly by modified gravity theories well beyond the Horndeski class. However, changes to the GW phase and post-Newtonian corrections are also possible in other gravity models, and could provide equally valuable constraints if they can be disentangled from the astrophysics of the source.
itself (such as spins of the MBHs, which we have neglected here) [114]. Whilst Horndeski gravity is increasingly under fire on both theoretical and observational fronts [44, 54–56], it serves as a useful test case to demonstrate the complementarity of EM and GW data. Here we found that LISA standard sirens were able to enhance the bounds on some MG parameters by a factor of \( \sim 7 \) over low-redshift data, but are only weakly sensitive to other key MG parameters, such as \( \alpha_B \). The order of magnitude of these bounds depends only mildly on the details of the MG modelling (see section 2.4); the shape of the parameter contours is more significantly affected, however.

Though we have said that the detection of further standard siren events is inevitable, this is a weak statement — the prevalence of electromagnetic counterparts to GW events remains highly uncertain. This is particularly true for LISA sources, which necessarily depend on the gas environments around massive binary black holes and the mechanisms underlying quasar/flare events in galactic nuclei. Having two distance proxies to compare — one from the EM counterpart redshift — was crucial for the forecasts we performed here. So what if EM counterparts of binary MBH mergers are only ever identifiable for very nearby sources?

Fortunately, a swathe of new techniques for GW cosmology even in the absence of the EM counterparts is emerging. Based on the original idea of Schutz [115] and subsequently built upon in [20, 21, 116, 117], recent works have investigated the possibility of statistically inferring cosmological parameters without unique source redshifts, by effectively marginalising over the redshifts of all detected galaxies in the source localisation volume. Other tools under consideration are using the clustering scale of host galaxies [118], or the presence of a gap in the mass range of compact objects [19, 119], features which can potentially break the famous degeneracy of chirp mass and redshift in GW signals. The detection of higher-order harmonic modes of GWs could help to break other parameter degeneracies, such as that at between source distance and inclination, or mass ratio and black hole spins [120, 121].

Obtaining an independent measurement of the Hubble constant from GWs has been the primary driver for many of these new techniques. We have demonstrated here that the burgeoning field of GW cosmology has valuable contributions to make on other driving questions of the field, such as the nature of dark energy (and others [122–126]). Collaboration between EM and GW experimental consortia will be key to obtaining optimum scientific results in this area in the future [127].
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To lowest PN order, the GW amplitude in the time domain for a circular, inspiralling binary is [132]:

\[ h_0(t_{\text{obs}}) = \frac{4}{d_L} \left( \frac{G M_c}{c^2} \right)^{5/3} \left( \frac{\pi f_{\text{gw}}(t_{\text{obs}})}{c} \right)^{2/3} \]

(A.1)

Here \( M_c \) is the redshifted chirpmass, \( M_c = (1 + z) M_c \), and \( t_{\text{obs}} \) is a time variable in the observer’s frame. The amplitude multiplies the two polarisation and phase factors as per eqs. (2.7) and (2.8).

The evolution of \( f_{\text{gw}}(t_{\text{obs}}) \) is given by solving eq. (2.11), which leads to:

\[ f_{\text{gw}}(\tau_{\text{obs}}) = \frac{1}{\pi} \left( \frac{5}{256} \frac{1}{\tau_{\text{obs}}} \right)^{3/8} \left( \frac{G M_c}{c^3} \right)^{-5/8} \]

(A.2)

where we have replaced the general time \( t_{\text{obs}} \) with the time-to-coalescence interval in the observer’s frame, \( \tau_{\text{obs}} = t_{\text{coalescence}} - t_{\text{obs}} \) (where \( t_{\text{coalescence}} \) denotes the coalescence time). Substituting eq. (A.2) into eq. (A.1):

\[ h_0 = \frac{4c}{d_L} \left( \frac{G M_c}{c^3} \right)^{5/4} \left( \frac{5}{256} \frac{1}{\tau_{\text{obs}}} \right)^{1/4} \]

(A.3)
The authors of [18] gives the characteristic coalescence observer-frame timescale as:

\[ \tau_c \simeq \frac{5GM_c}{c^3} \]  

(A.4)

We use this timescale to write the time to coalescence in the observer frame as:

\[ \tau_{\text{obs}} = \tau_c \left( \frac{t_{\text{obs}}}{\tau_c} - \frac{t_{\text{obs}}}{\tau_c} \right) = \frac{5GM_c}{c^3} \left( \hat{t}_c - \hat{t} \right) \]  

(A.5)

where \( \hat{t} \) and \( \hat{t}_c \) are now dimensionless quantities, and we have dropped the subscript ‘obs’ for ease of notation. \( \hat{t}_c \) is of order unity, and \( \hat{t} \) may be of order unity or smaller. Substituting eq. (A.5) into in eq. (A.3) yields

\[ h_0 \simeq \frac{1}{d_L} \frac{GM_c}{c^2} \left( \hat{t}_c - \hat{t} \right)^{-1/4} \]  

(A.6)

For the portion of the inspiral where the approximation of eq. (A.1) is valid (i.e. where a lowest-PN order description suffices), we expect the factor \( \left( \hat{t}_c - \hat{t} \right)^{-1/4} \) to be of order unity and slowly evolving. Therefore it does not significantly affect the likelihood for the plus and cross amplitudes that we evaluate in section 3.4, and so is dropped, leading to the Gaussian central values in eq. (3.8).

\section*{B LSS-only Constraints}

Here, we present the joint constraints on cosmological and Horndeski modified gravity parameters using current Large Scale Structure surveys. The data sets used in these constraints are described in section 4, the assumed likelihood and sampling are described in section 5.1. The assumed priors on the cosmological parameters are shown in table 3. Table 3 also shows the resulting parameter best fit and 68\% confidence intervals for the parameters, and contour plots of the posteriors are shown for the \( \propto \Omega_{\text{DE}} \) model in figure 13 and the \( \propto a \) model in figure 14.
| Parameter   | Prior      | LSS-only \(\propto a\) constraint | LSS-only \(\propto \Omega_{DE}\) constraint |
|-------------|------------|-------------------------------------|------------------------------------------|
| \(\Omega_m\) | \(\mathcal{U}(0.1, 0.9)\) | \(0.3002^{+0.0069}_{-0.0074}\) | \(0.3007^{+0.0045}_{-0.0093}\) |
| \(h_0\)     | \(\mathcal{U}(0.55, 0.91)\) | \(0.6840^{+0.0062}_{-0.0052}\) | \(0.6850^{+0.0067}_{-0.0043}\) |
| \(\Omega_b\) | \(\mathcal{U}(0.03, 0.12)\) | \(0.0475^{+0.0007}_{-0.0005}\) | \(0.0474^{+0.0006}_{-0.0006}\) |
| \(n_s\)     | \(\mathcal{U}(0.87, 1.07)\) | \(0.9682^{+0.0039}_{-0.0048}\) | \(0.9685^{+0.0041}_{-0.0040}\) |
| \(A_s\)     | \(\mathcal{U}(0.5, 5.0)\)   | \(2.106^{+0.060}_{-0.057}\)     | \(2.070^{+0.050}_{-0.034}\) |
| \(\tau\)    | \(\mathcal{U}(0.04, 0.125)\)| \(0.061^{+0.013}_{-0.018}\)    | \(0.0487^{+0.0132}_{-0.0085}\) |
| \(\alpha_{B0}\) | \(\mathcal{U}(-1.0, 3.0)\) | \(0.18^{+0.41}_{-0.15}\)    | \(0.38^{+0.34}_{-0.25}\) |
| \(\alpha_{M0}\) | \(\mathcal{U}(-1.0, 6.0)\) | \(0.068^{+0.254}_{-0.063}\) | \(0.02^{+0.46}_{-0.27}\) |
| \(\sigma_8\) | –         | \(0.8359^{+0.0164}_{-0.0096}\) | \(0.8293^{+0.0101}_{-0.0089}\) |

**Table 3:** Priors on parameters used for the analyses described in the text and parameter constraints from current Large Scale Structure data sets, as described in section 7. Priors of the form \(\mathcal{U}(a, b)\) are uniform distributions on the range \([a, b]\). \(\sigma_8\) is a derived parameter and so does not require a prior.
Figure 13: Constraints on cosmological and Horndeski parameters using the Large Scale Structure data sets described in the text, for the ansatz in which $\propto \Omega_{\text{DE}}$
Figure 14: Constraints on cosmological and Horndeski parameters using the Large Scale Structure data sets described in the text, for the ansatz in which $\propto a$