Opening the black box: the relationship between neural networks and linear discriminant functions
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Abstract. Over the last ten years feed-forward neural networks have become a popular tool for statistical decision making. During this time, they have been applied in many fields, including cytological classification. Neural networks are often treated as a black box, whose inner workings are concealed from the researcher. This is unfortunate, since the inner workings of a neural network can be understood in a manner similar to that of a linear discriminant function, which is the standard tool that researchers use for decision making.

This paper discusses feed-forward neural networks and some methods to improve their performance for classification problems. Their relationship to discriminant functions will be examined for a simple two-dimensional classification problem.
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1. Introduction

Neural networks and other connectionist models have recently received much attention as a preferred solution to nearly every classification problem. The field has expanded rapidly, with neural networks being touted for classification, time-series prediction, process control and other applications. This has led to a misperception among many that neural networks are the panacea to decision making problems. This is due, in part, to the neural network terminology, which is drawn from biological terms applied to the brain. This terminology gives the connotation that neural network models are a software version of the brain, inflating our expectations.

Pattern classification is a task performed by the brain all the time. Images are recognized by the human brain in a fraction of a second. Yet, the firing rate of neurons in the brain is of the order of a few milliseconds. This means that the brain can recognize an image in less than 100 neuron cycles. Switching times in today’s computers operate roughly a million times faster than the brain. Yet the most sophisticated pattern recognition software running on the fastest computers cannot come close to what the brain does routinely. It is the distributed nature of the brain that allows it to process...
images quickly and classify them. This distributed processing feature is the motivation behind using neural network models for classification. The brain contains approximately $10^{11}$ neurons each with the order of $10^4$ interconnections. Each neuron performs a nonlinear transformation on a weighted combination of the electrical signals it receives from other cells. The term neural networks has grown to describe a variety of systems that have this property: i.e., interconnected elements each performing simple computations on their inputs.

It is important to keep in mind that the main similarity between the neural networks implemented on computers and those of the brain is the dense interconnectedness of the elements. In other respects, artificial neural networks bear little resemblance to neural networks of the brain. The brain’s neurons do not simply return an output voltage, but instead produce a pulse or series of pulses in response to a stimulus. Further, the propagation of an error signal, used by most neural network training algorithms to update the network weights, is nothing like the manner in which the neural networks of the brain learn.

These differences are not an impediment to using neural networks as a classification tool. The reason why we use neural network algorithms is because they are flexible algorithms that allow us to encode nonlinear relationships between input and response variables.

2. Feed-forward neural networks

One of the most popular neural network schemes is the feed-forward neural network trained with back-propagation of the training error [13]. This type of network is also known as a multi-layer perceptron after terminology introduced by Rosenblatt [12]. The structure of such a network is shown in Fig. 1. This network consists of inputs, an intermediate layer of processing elements called hidden units and outputs.

The hidden units give the neural network the ability to encode nonlinear relationships between inputs and outputs. As will be explained, they receive a score from one weight layer and pass it to the next weight layer. Since they represent an intermediate step in the whole calculation, their output values are not directly observed by the user; hence their name. In Fig. 1, there are two weight layers connecting the processing elements. This is called a two-layer network or a network with a single layer of hidden units.

In Fig. 1 the inputs are shown by $x_i$, the hidden units by $V_j$ and the outputs by $O_k$. The inputs are connected to the hidden units by connection weights $w_{ij}$, and the hidden units are connected to the outputs by connection weights $W_{jk}$. For a given input pattern $x^\mu$, the output value of the hidden unit is given by

$$V^\mu_j = g(h^\mu_j) = g\left(\sum_i w_{ij}x^\mu_i\right),$$

(1)

where $g()$ is a nonlinear function. Thus, each hidden unit receives a weighted sum ($h^\mu_j$) of the inputs and passes this through the nonlinear function $g()$. The resulting value ($V_j$) is made available to the next layer of weights.

In the same manner, the outputs $O_k$ are given by

$$O^\mu_k = g\left(\sum_j W_{jk}V^\mu_j\right) = g\left(\sum_j W_{jk}g\left(\sum_i w_{ij}x^\mu_i\right)\right).$$

(2)
Fig. 1. Structure of a feed-forward neural network with one layer of hidden units. Biases to non-input units are shown as horizontal arrows leading into the units.

This process is repeated for as many layers of weights as exist in the network.

The output values from the final layer of the neural network will be continuous. When using the neural network as a classifier, one specifies a rule for interpreting the output as a class membership. In the case where a single output is used, the output value is compared to a threshold and assorted into the appropriate class.

The function \( g(\cdot) \) is referred to as the activation function. The most commonly used activation function is sigmoidal in shape \([6]\),

\[
g(h) = \frac{1}{1 + e^{-h}},
\]

and is shown in Fig. 2. It saturates for small or large inputs. This means that when \( h \) has a large magnitude (positive or negative), the function \( g(h) \) returns a value that asymptotically approaches its minimum or maximum value. The nonlinear nature of the activation function is the key feature which gives feed-forward neural networks the ability to perform mappings that cannot be made with a discriminant function.

It is usual for each non-input unit in the network to have a bias or threshold term. Standard practice is to add an artificial input unit which has a constant value 1 which is connected to each non-input unit. These connection weights are treated in the same fashion as all other weights when updating the values of the weights. By implementing the biases in this manner, the summations in Eqs (1) and (2) can include the extra weights (which are multiplied by 1) without changing the form of the equation. In Fig. 1 the biases are shown as horizontal arrows into the non-input units.

The process of training the network starts with a set of training examples \((x\mu, y\mu)\), where \(x\mu\) are the training pattern inputs and \(y\mu\) are the desired outputs. For a typical two class decision task, a single
output unit is all that is needed. Since this output unit returns a value between 0 and 1, its value can be used as a measure of the correspondence of the example to a class. When using a neural network to separate objects into more than two classes, it is standard to use as many output units as there are classes. For a training example from the \( n \)th class, one then trains the network to output 1 for the \( n \)th output unit and 0 for all others.

For the binary decision task, the single output \( y^\mu \) for each training pattern is set to either 0 or 1, according to the known class of the example. The neural network weights are initialized to small random values. The training examples are then presented to the neural network inputs and the outputs are calculated from Eq. (2). The performance of the network on the training set is assessed using an error function. The standard error function is the sum of squares measure

\[
E(w) = \frac{1}{2} \sum_{\mu k} (y^\mu_k - O_k^\mu)^2.
\]

(4)

It is possible to calculate the derivative of the error function with respect to the training weights, \( w \), using the chain rule from calculus [6]. This derivative is then used by the training algorithm to adjust the weights to make a slight reduction in the overall classification error. Therefore, the problem of creating a feed-forward neural network with good performance essentially becomes a nonlinear regression problem. The back-propagation algorithm is simply the process of calculating the error gradient and taking small steps along the gradient. This is an inefficient way to solve a nonlinear optimization problem. It may require thousands of iterations of the algorithm to find a network that gives satisfactory classification rate for the training set.

Many authors have proposed improvements to back-propagation, such as momentum terms and adaptive step sizes [7]. An alternative is to use an minimization algorithm that uses an approximation to the second derivative of the error function. This can be accomplished using a quasi-Newton algorithm or conjugate gradient algorithm such as the Polak–Ribiere method [10]. Such methods have been found to be an order of magnitude more efficient than standard back-propagation for training neural networks [8,14].
3. Decision surfaces

Figure 3 shows three different neural network structures, each with two inputs and a single output. For the purpose of illustrating the decision regions created by classifiers, all the classifier examples in this paper have two inputs. Features 1 and 2 are presented as inputs to the classifiers generating a single real-valued output. In two dimensions, decision surfaces will always be some kind of curved line separating the classes.

![Diagram of decision surfaces](image)

**Fig. 3.** Possible decision surfaces are shown for feed-forward networks with one, two and three layers of weights. In the first case (a) the decision surface will be a line and the network performs much like a linear discriminant function. When there are two layers of weights (b) the decision surface will be curved and can separate a single region of arbitrary shape. If more than two weight layers are used (c) the network can form boundaries around multimodal distributions in the feature space.
For the neural networks shown in Fig. 3, the number of hidden unit layers, and thereby the complexity, of the network is different in each case. If we plot the output of the networks over a range of input values and connect the points whose output is equal to the decision threshold, we obtain the decision boundary for the network. Possible mappings for the three neural networks in the figure are shown on the right. The shaded areas correspond to regions of the feature space for which the neural network output is less than the decision threshold (usually 0.5).

The simplest neural network structure possible is one with no hidden units, as shown by Fig. 3a. In this case the output is simply a weighted sum of the inputs. Since the sum of squares error measure is normally used (4), training this neural network is equivalent to performing linear regression on the training data. The decision surface for this network can be visualized as a line in the two-dimensional feature space. The line is determined by the vector containing the two network weights as components, and the intercept is given by the node bias (shown in the figure as a horizontal arrow entering the output unit).

Under certain conditions the linear classifier generated by this neural network is identical to Fisher’s linear discriminant function (LDF). This is the case when the training examples from the two classes are normally distributed with identical covariances and equal prior probabilities. Further, an equal number of training examples must be used from each class to train the classifier [11].

If we form a linear combination of the transformed output of three such linear classifiers and apply the activation function (2), we obtain the network structure shown in Fig. 3b. This neural network contains a single layer of three hidden units. Each unit roughly corresponds to a segment of the nonlinear boundary between the two classes. The corners of the boundary will be rounded because contributions from pairs of hidden units to the output will shift the position of the threshold [9]. If the weights connecting inputs to hidden units are scaled up by some large value, the decision boundary will approach arbitrarily close to the boundary in the figure. It has been shown that a neural network with a single layer of hidden units can represent any continuous function to an arbitrary accuracy given enough hidden units [4].

When two layers of hidden units are used it is possible to approximate multimodal decision surfaces (Fig. 3c). The neural network shown contains two layers of hidden units with six units in the first hidden layer and two in the second. Points in the shaded regions A and B are mapped by the neural network into class 0 while those outside belong to class 1. The figure on the right-hand side shows a possible decision surface for such a neural network structure. Such a mapping would arise if the weight values connecting units 1, 4 and 5 to unit A were comparatively large, while those connecting 2, 3 and 6 to A were small. In a similar manner, the weights between units 2, 3, 6 and unit B would also have a large magnitude while the weights between units 1, 4, 5 and unit A would be small.

Figure 3c shows the class 0 decision regions as triangular regions with sharp corners. There is nothing special about triangles; the shape of the decision boundaries depends completely on the values of the weights in the network. Further, the boundaries will tend to be smooth curves, especially at the start of the training procedure. Sharp corners will only occur if the network weights are optimized for many iterations, long enough so that the training algorithm attempts to fit individual examples.

4. A two-dimensional classification example

Consider the simple two-dimensional classification problem shown in Fig. 4. The figure shows 200 data points from two annular uniform probability distributions for objects labelled class 0 and class 1. The densities are selected to overlap slightly to give rise to the possibility of selecting objects with
nearly identical features from different classes. We randomly generate 200 points, 100 from each class, as the training data. A test set of 1000 points is generated to test the performance of classifiers designed with the training data. It consists of 500 points from each class drawn from the respective probability densities.

The linear discriminant boundary for this problem is shown in Fig. 5. It correctly separates 81.5% of the 200 training examples and 83.7% of the test examples. We can improve upon this classification rate by calculating a quadratic discriminant function. This function contains squares of the feature variables as well as the cross-term of the inputs. For this example it does a better job of approximating the curvature of the decision boundary between the two classes. It correctly separates 85.5% of the training examples and 86.9% of the test examples.

However, the curse of dimensionality can make it difficult to use quadratic discriminant functions. For a classification problem with \( d \) features, the quadratic discriminant function has \( \frac{1}{2}(d + 1)(d + 2) \) free parameters. For a small feature set, say 10 features, the quadratic discriminant function will have 66 parameters — a manageable number. For a feature set with 50 features, however, the number of free parameters in the discriminant function jumps to 1328, making it more difficult to design a robust classifier. Even if one uses a stepwise selection procedure, with so many features to choose from, it is likely that a quadratic feature which proves useful for separating the training data will not perform well on a test set.

Figure 6 shows the decision boundary for this example generated by a neural network with two hidden units. The neural network was created by starting with a network of random weights and optimizing them with the Polak–Ribiére conjugate gradient optimization routine [10]. The training set was presented to the network 200 times (i.e., 200 iterations of the algorithm). The optimized network correctly classifies 89.0% of the training examples and 88.1% of the test set.
Fig. 5. The decision boundary is shown for the linear discriminant function.

Fig. 6. The decision boundary is shown for a neural network classifier with two hidden units.
Figure 7b shows the structure of a network with two hidden units that was applied to the classification problem. We can treat the pairs of weights connecting the inputs to each hidden unit as a two-component vector. If we plot the vector of weights corresponding to each hidden unit, we obtain the pair of vectors shown in Fig. 7a. This figure shows how the decision boundary is created as the result of the influences of each of the hidden units acting much like a discriminant function. Hidden unit 1 describes the upper left portion of the decision boundary and is dominant in classifying training examples in this area. The dashed line (perpendicular to the vector) is defined by the vector \((w_{A1}, w_{B1})\) along with bias 1. The bias acts in a similar manner to the constant in a linear classifier, merely shifting the position of the line from the origin. Hidden unit 2 describes the lower right portion of the decision boundary.

There are two ways to improve the classification rate of the neural network solution to this problem. The first is to repeat the training process with more iterations. The performance of the previous solution, obtained after 200 iterations of a conjugate gradient algorithm, could be improved slightly by optimizing it further. In this case the improvement is marginal, and there is no visible difference between the decision boundaries created by the two neural networks.

A second way is to use a larger number of hidden units. Adding extra hidden units increases the number of parameters in the problem, thereby increasing the network’s ability to fit the training

---

**Fig. 7.** The decision boundary is shown (a), for a network with two hidden units (b). If we plot the weights leading into the hidden units as vectors in the feature space, we obtain the vectors shown. This shows how each hidden unit behaves as a discriminant function for objects in one area of the feature space. The dotted lines are the discriminant functions determined by the respective vectors and biases shown in (b).
Figure 8 shows the decision boundary for a neural network with five hidden units. It was obtained by optimizing a randomly initialized network with 10,000 iterations of the conjugate gradient algorithm described earlier. Due to the large number of presentations of the training patterns, the training procedure produced a network that is precisely tuned to the training set. The decision boundary appears to be a series of five segments, each due to the influence of one of the hidden units. There is almost no rounding of the corners where the portions of the decision boundary corresponding to each hidden unit meet. This occurs due to the large network weights that can result from training the network for many iterations. Intuitively, this decision boundary is actually worse given what we know of the original data distribution.

The network with five hidden units correctly classifies 92.5% of the training examples, but only 86.0% of the test examples. This should be compared with the classification rates of the earlier classifiers, all of which are shown in Table 1.

| Classifier        | Training set performance | Test set performance |
|-------------------|--------------------------|----------------------|
| Linear discriminant | 81.5%                    | 83.7%                |
| Quadratic discriminant | 85.5%                    | 86.9%                |
| NN with 2 hidden units | 89.0%                    | 88.1%                |
| NN with 5 hidden units | 92.5%                    | 86.0%                |

Thus the classification rate of the five hidden unit network is worse than that of the two hidden unit neural network. This discrepancy is an example of what is referred to as overfitting the data. The large number of parameters in the model allows the network to give undue attention to individual training examples. Its training set classification rate is better than that of the simpler neural network,
but no longer reflects how well it will perform on a separate test set. The five hidden unit network contains 21 weights. Since there are 200 training examples, the ratio of training examples to free parameters is nearly 10:1, yet the network appears to overfit the data.

5. How many hidden units should one use?

The most commonly asked question when neural networks are used is how many hidden units are required. In light of the discussion above, we see that it is not possible to formulate such rules based strictly on the number of inputs/outputs and training examples. The optimal number of hidden units is determined by the relationship between the groups being classified. In the simplest case, the two groups are linearly separated in the feature space and no hidden units are required, no matter how many training examples are used.

When too many hidden units are used, the training set classification rate tends to be higher than the rate found by any validation procedure. The difference between these rates is termed shrinkage [2]. It is possible to reduce the shrinkage due to overfitting by using a large training set. Baum and Haussler derive a lower bound on the size of a training set to minimize the error on a test set [3]. They have shown that if one trains a network of \( W \) weights and desires a test set error rate of less than \( \varepsilon \), one needs of the order of \( W/\varepsilon \) training examples. This has led to a rule of thumb that at least ten training examples are required for each weight in the network [2].

It is possible to obtain a measure of the optimal number of hidden units from an information theoretic point of view. Fogel derives an information statistic that provides an objective measure of the suitability of a particular network for a binary classification problem [5]. This statistic, derived from Akaike’s information criterion, represents the mean log-likelihood of a statistical model [1]. For a given neural network and data set, Fogel’s information statistic returns a single likelihood value [5]. One trains networks with different architectures on the same training set and computes the likelihood values for the different networks. By comparing the relative likelihoods it is possible to select the best network to solve a classification problem.

6. Conclusions

There is a lot of hype in the neural network field, and this has fueled unrealistic expectations of their usefulness in statistical decision making. The feed-forward neural network, the most commonly used neural network paradigm for classification problems, is a flexible, nonlinear regression model. It can be used to represent arbitrarily complicated decision boundaries between data distributions and is subject to the same distributional assumptions as standard statistical methods. The process of training neural networks, whether by simple backpropagation or by some more efficient algorithm, amounts to performing regression on a nonlinear function of connection weights.

The form of a feed-forward network can be viewed as an extension of a discriminant function. As Fig. 3b shows, each hidden unit gives rise to a portion of the decision boundary between the data classes. As one adds more hidden units to a network the ability of the network to fit the data increases. With enough hidden units it is possible to obtain a perfect classification of any training data. For practical problems, however, there is always the risk of overfitting the training data. The neural network’s performance on an independent test set is the standard by which the network model must be judged.
Neural networks are a powerful addition to the arsenal of statistical decision-making methods available to researchers. Their usefulness in real applications should be compared to that of simpler models such as the discriminant function. Since training the neural network typically requires several hundred or more iterations of the data set, it is wise to examine whether the increased model complexity is justified by the improved fit to the data.
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