Abstract. We construct a probabilistic model for the number of divisors of a random uniform integer that converges in the mod-Poisson sense to the same limiting function as its original counterpart, the one arising in the Sathé-Selberg theorem. This construction involves a conditioning and gives an alternative perspective to the usual paradigm of “hybrid product” models developed by Gonek, Hughes and Keating in the case of the Riemann Zeta function.

1. Introduction

The Erdős-Kac theorem in probabilistic number theory concerns the Gaussian fluctuations of the number of prime divisors of a random integer: if $\mathcal{P}$ denotes the set of prime numbers, let $\omega(N)$ be the number of prime divisors of $N \in \mathbb{N}$ defined by

$$\omega(N) := \sum_{p \in \mathcal{P}} \mathbb{1}_{\{p|N\}}$$

and let $U_n$ be a random variable uniformly distributed in $\{1, \ldots, n\}$. The Erdős-Kac theorem writes (see [4, 5])

$$\sup_{x \in \mathbb{R}} \left| \mathbb{P}\left( \frac{\omega(U_n) - \log \log n}{\sqrt{\log \log n}} \leq x \right) - \int_{-\infty}^{x} e^{-u^2/2} \frac{du}{\sqrt{2\pi}} \right| \xrightarrow{n \to +\infty} 0 \quad (1)$$

The key understanding of this theorem is the following: the random variables $B_p^{(n)} := \mathbb{1}_{\{p|U_n\}}$ are $\{0, 1\}$-Bernoulli random variables that are weakly correlated, and their approximation by a sequence of independent random variables is accurate at the the level of this Central Limit Theorem (CLT). Concretely, one can perform the approximation

$$\omega(U_n) = \sum_{p \in \mathcal{P}} \mathbb{1}_{\{p|U_n\}} \approx \sum_{p \in \mathcal{P}} B_p^{(n)} \xrightarrow{n \to +\infty} \sum_{p \in \mathcal{P}, p \leq n} B_p^{(\infty)}$$

the $B_p^{(\infty)}$’s being independent Bernoulli random variables such that

$$\mathbb{P}\left( B_p^{(\infty)} = 1 \right) = \frac{1}{p} = 1 - \mathbb{P}\left( B_p^{(\infty)} = 0 \right)$$

To measure the accuracy of this last approximation, we introduce the independent model

$$\Omega_n := \sum_{p \in \mathcal{P}, p \leq n} B_p^{(\infty)}$$
A model of a random or a deterministic sequence is a random sequence that can be substituted to its original in a prescribed framework while still capturing its main properties, for instance a particular type of convergence.

At the order of renormalisation of the CLT given by (1), the independent model is accurate since one can write

$$\omega(U_n) - \log \log n \approx \frac{\Omega_n - \sum_{p \in \mathbb{P}, p \leq n} \frac{1}{p} \frac{1}{p}}{\sqrt{\sum_{p \in \mathbb{P}, p \leq n} \frac{1}{p}}} \frac{e}{n \to +\infty} \mathcal{N}(0, 1)$$

Here, we have used the well-known estimate for the prime harmonic sum

$$H_n^{(p)} := \sum_{p \in \mathbb{P}, p \leq n} p = \log \log n + O(1)$$

This model is interesting to understand the Erdős-Kac CLT, but it hides a certain amount of information since at the second order of renormalisation the dependency of the $B_n$'s re-appears: one has the following result due to Selberg [17] improving a result of Sathé [18]

$$E(z^\omega(U_n)) = e^{(z-1)(\log \log n + \kappa)} \Phi_\omega(z) \left( 1 + O\left( (\log n)^{\Re(z-2)} \right) \right)$$

where, for $R > 0$, the $O$ is uniform for $|z| \leq R$, where $\kappa$ is an absolute positive constant and

$$\Phi_\omega(z) := \prod_{k \in \mathbb{N}^*} \left( 1 + \frac{z-1}{k} \right) e^{\frac{-z-1}{k}} \prod_{p \in \mathbb{P}} \left( 1 + \frac{z-1}{p} \right) e^{-\frac{z-1}{p}}$$

But one has

$$E(z^{\Omega_n}) = e^{(z-1)(\log \log n + \kappa')} \Phi_\Omega(z) \left( 1 + O\left( (\log n)^{\Re(z-2)} \right) \right)$$

with $\kappa'$ another absolute constant and

$$\Phi_\Omega(z) := \prod_{p \in \mathbb{P}} \left( 1 + \frac{z-1}{p} \right) e^{-\frac{z-1}{p}}$$

leading to a corrective factor $\Phi_C(z) := \prod_{k \in \mathbb{N}^*} \left( 1 + \frac{z-1}{k} \right) e^{-\frac{z-1}{k}}$ such that $\Phi_\omega(z) = \Phi_\Omega(z) \Phi_C(z)$.

This factor is easily seen to be the limiting function of the random variable

$$C_n := \sum_{k=1}^{n} B_k^{(\infty)}$$

which is equal in distribution to the number of cycles $C(\sigma_n)$ of a random uniform permutation $\sigma_n \in \mathcal{S}_n$ (see [1, 12]), hence the name.

Let $(X_n)$ be a sequence of random variables and let $P_{\gamma_n}$ be a Poisson-distributed random variable of parameter $\gamma_n \in \mathbb{R}_+$. When there exists a continuous function $\Phi : A \subseteq \mathbb{C} \to \mathbb{C}$ satisfying some technical conditions (see definition 2.1) such that the following convergence holds locally uniformly in $z \in A$

$$\frac{E(z^{X_n})}{E(z^{P_{\gamma_n}})} \to \Phi(z) \quad n \to +\infty$$

one says that $(X_n, \gamma_n)_n$ converges in the mod-Poisson sense to $\Phi$.

This particular type of convergence was introduced in [12] following a similar development in the Gaussian setting in [9]. It is unusual in Probability theory where the Fourier-Laplace
transform is not often renormalised; it implies the usual CLT by a change of renormalisation. This is the mode of convergence underlying equations (3) and (5) since
\[ E\left(z^{P_{\gamma_n}}\right) = e^{\gamma_n(z-1)} \]

A natural question arises from the last computations:

**Question 1.1.** How to refine the independent model \( \Omega_n \) to get a model that would reproduce the mod-Poisson fluctuations, i.e. a model that would converge in the mod-Poisson sense to the function \( \Phi_\omega \)?

The creation of heuristic probabilistic models aiming at understanding the sequence of prime numbers originates in the work of Cramer [3] and has recently seen some spectacular developments with the work [13] that precises Cramer’s original idea that prime numbers behave “at random”. The approach in this article is conceptually identical to the work of Hardy and Littlewood (see [8] or [19]) that refines the coarse Cramer’s model to incorporate effects likely to explain the distribution of twin primes. This refinement is done by biasing the probabilities of the Cramer model; an enlightening description of the biasing procedure is given in [19]. The analogy stops nevertheless here: the Cramer model consists in heuristically replacing the sequence of primes by a random sequence and argue that they behave in a “similar way”; as [19] remarks, such an approach “must be taken with a liberal dose of salt”. Here, no such heuristic replacement is carried out (for a comparison of unrelated probabilistic model in number theory, see [20]). The problem here tackled is to construct a probabilistic approximation of a “true” random variable, \( \omega(U_N) \), but the approximation has to be understood in a peculiar probabilistic sense (the mod-Poisson one in place of, say, a total variation approximation), which motivates the terminology of model such as defined previously.

The question 1.1 is motivated by a similar development for the random variable \( \zeta(1/2+itU) \) where \( U \) is a random variable uniformly distributed on the interval \([0, 1]\), \( t > 0 \) and \( \zeta \) is the Riemann Zeta function. This random variable satisfies a CLT due to Selberg (see e.g. [10]) in the same vein as the Erdös-Kac one for \( \omega(U_n) \), namely

\[
\sup_{x \in \mathbb{R}} \left| \mathbb{P}\left( \frac{\log |\zeta(1/2+itU)|}{\sqrt{\frac{1}{2} \log \log t}} \leq x \right) - \int_{-\infty}^{x} e^{-u^2/2} \frac{du}{\sqrt{2\pi}} \right| \xrightarrow{t \to +\infty} 0
\]

The question of computing the limiting function for the “mod-Gaussian renormalisation” given for all \( \lambda \in i\mathbb{R} \) by

\[
\frac{E(e^{\lambda \log|\zeta(1/2+itU)|})}{e^{\frac{\lambda^2}{2} \times \frac{1}{2} \log \log t}} \xrightarrow{t \to +\infty} \Phi_\zeta(\lambda) = \Phi_{\text{Matrix}}(\lambda) \Phi_{\text{Arithmetic}}(\lambda)
\]

is the celebrated Keating-Snaith’s moments conjecture (see [11] for the definitions).

In order to understand this last convergence, the authors of [7] construct a “hybrid product” model for \( \log |\zeta(1/2+itU)| \) that converges in the mod-* sense to the limiting function \( \Phi_\zeta \). Answering question 1.1 for the “toy model” given by \( \omega(U_n) \) is thus of importance for it may give a hint to understand \( \log |\zeta(1/2+itU)| \).

We refer to [7] for the exact details of the \( \zeta \) model; instead of describing it, let us find its equivalent for \( \omega(U_n) \). Since the limiting function occuring in (5) is a product \( \Phi_\omega = \Phi_\Omega \Phi_C \), the idea is to think of \( \omega(U_n) \) as being approximately an independent sum of random variables
created by means of Bernoulli random variables, i.e.

\[ \omega(U_n) \approx \omega_n := \sum_{k=1}^{A} B_k + \sum_{k=1}^{A'} B'_k \]

with \( P(B_k = 1) = \frac{1}{p_k} \) and where \( A, A' \) are chosen so that the mod-Poisson speed of convergence \( \gamma_n = \log \log n + \kappa \) of \( \omega(U_n) \) matches the speed of convergence of \( \omega_n \). We have set \( \mathcal{P} := \{ p_k, k \geq 1 \} \). As \( \gamma_n \) is asymptotically the mean of \( \omega(U_n) \), using the classical relation \( \sum_{1 \leq k \leq n} 1/k = \log n + O(1) \) one finds

\[ \mathbb{E}(\omega_n) = \sum_{k=1}^{A} \frac{1}{p_k} + \sum_{k=1}^{A'} \frac{1}{k} = \log \log A + \log(A') + O(1) \]

which amounts to

\[ A' \log A = O(\log n) \]

the constant in the \( O \) being explicitly known.

This intuitive model, despite its degree of freedom and its artificial character, has the advantage of being an acceptable mod-Poisson model for \( \omega(U_n) \) since it converges in the mod-Poisson sense to \( \Phi_{\omega} = \Phi_{\Omega} \Phi_C \). Nevertheless, one could ask for another reason why the limiting correction to the independence takes the form of an additive independent term, and why this correction is again constructed by means of independent random variables. One can argue that a natural modification of the initial model is more likely to be understood by a biasing à la Hardy-Littlewood \[8, 19\] instead of a summation paradigm. This is the goal of this article.

More precisely, we will answer question 1.1 by conditioning a random proportion of primes to be divisors with probability one in a slight modification of \( \Omega_n \), i.e. by modifying the probabilities of the Bernoulli sum in the same way Hardy and Littlewood modify the probabilities of the Cramer Bernoulli variables, namely

**Theorem.** Set \( \gamma_n := \log \log n \). For \( \theta > 0 \), let \( B_k(\theta) \) be the Bernoulli random variable given by

\[ P(B_k(\theta) = 1) = \frac{\theta}{\theta + k - 1} = 1 - P(B_k(\theta) = 0) \]

There exist a real sequence \( (v_n) \), a random integer \( C'_n \) and a sequence \( (I_{\ell})_{\ell} \) of i.i.d. random integers independent of \( (B_k(v_n))_k \) and \( C'_n \) (all quantities explicitly defined in theorem 3.9) such that

\[ \Omega''_n := \left( \sum_k B_{p_k}(v_n) \left| B_{p_{I_1}}(v_n) = \cdots = B_{p_{I_{C'_n}}}(v_n) = 1 \right. \right) \]

satisfies

\[ \frac{\mathbb{E}(x^{\Omega''_n})}{\mathbb{E}(x^{\Omega'_n})} \xrightarrow{n \to +\infty} \Phi_{\omega}(x) \]

The explicit description of all involved parameters is the content of theorem 3.9. It will be proven using a probabilistic interpretation of mod-Poisson convergence developed in \[2\], which interprets it as a change of probability. In the context of discrete random variables,
conditioning and biasing can be understood in the same framework, which deepens the analogy with the Hardy-Littlewood approach.

Notations

We gather here some notations used throughout the paper.

The set \{1, 2, \ldots, n\} will be denoted by \([1, n]\). The set of prime numbers will be denoted by \(\mathcal{P} := \{p_k, k \geq 1\}\).

The distribution of a real random variable \(X\) in the probability space endowed with the measure \(\mathbb{P}\) will be denoted by \(\mathbb{P}_X\) : if \(A\) is a measurable set, \(\mathbb{P}_X(A) := \mathbb{P}(X \in A)\).

If \(X\) and \(Y\) are two random variables having the same distribution, that is \(\mathbb{P}_X = \mathbb{P}_Y\), we will note \(X \overset{\mathbb{L}}{=} Y\) or equivalently \(X \sim \mathbb{P}_Y\). We will denote by \(\mathbb{P}(\gamma)\) the Poisson distribution of parameter \(\gamma > 0\), by \(N(0, 1)\) the standard Gaussian distribution and by \(\mathcal{U}(A)\) the uniform distribution on the set \(A\).

For \(f \in L^1(\mathbb{P}_X), f \geq 0\), the penalisation or bias of \(\mathbb{P}_X\) by \(f\) is the probability measure \(\mathbb{P}_Y\) denoted by

\[
\mathbb{P}_Y := \frac{f(X)}{\mathbb{E}(f(X))} \cdot \mathbb{P}_X
\]

This definition is equivalent to the following : for all \(g \in L^\infty(\mathbb{P}_X),\)

\[
\mathbb{E}(g(Y)) = \frac{\mathbb{E}(f(X)g(X))}{\mathbb{E}(f(X))}
\]

Note that in a discrete setting, conditioning amounts to take \(f = \mathbb{1}_A\) for a suitable set \(A\).

A partition of an integer \(N\) is a sequence of integers \(\lambda = (\lambda_1, \ldots, \lambda_k)\) where \(\lambda_1 \geq \lambda_2 \geq \ldots\) and \(\sum_{i=1}^k \lambda_i = N\). We define the length of such a partition by \(\ell(\lambda) := k\). The paintbox process (see [14]) is a random partition \(\lambda = (\lambda_1, \ldots, \lambda_k)\) constructed in the following way : let \((I_i)\), be i.i.d. integer valued random variables and define the (random) equivalence relation by

\[
k \sim r \iff I_k = I_r
\]

The equivalence classes of this relation define a random partition \(\lambda\). In the case where \(I \sim \mathcal{U}([1, N])\), this random partition is equal in law to the cycle structure of a random uniform permutation \(\sigma \in \mathfrak{S}_N\) and in particular, the total number of cycles of \(\sigma\) satisfies \(C(\sigma) = \ell(\lambda)\).

2. Reminder on mod-Poisson convergence

2.1. Definition and examples. Let \(P_\gamma \sim \mathcal{P}(\gamma)\) with \(\gamma > 0\). Recall that

\[
\mathbb{P}(P_\gamma = k) = e^{-\gamma} \frac{\gamma^k}{k!}
\]

which is a statement equivalent to \(\mathbb{E}(e^{iuP_\gamma}) = \exp(\gamma(e^{iu} - 1))\) for all \(u \in \mathbb{R}\). We define the mod-Poisson convergence in the Laplace-Fourier setting by the following

**Definition 2.1.** Let \((Z_n)_n\) be a sequence of positive random variables and \((\gamma_n)_n\) be a sequence of strictly positive real numbers. \((Z_n)_n\) is said to converge in the mod-Poisson sense at speed \((\gamma_n)_n\) if for all \(z \in \mathbb{C}\), the following convergence holds locally uniformly in \(z \in \mathbb{C}\)

\[
\frac{\mathbb{E}(z^{Z_n})}{\mathbb{E}(z^{\gamma_n})} \xrightarrow{n \to +\infty} \Phi(z)
\]
where $\Phi : \mathbb{C} \to \mathbb{C}$ is a continuous function satisfying $\Phi(1) = 1$, $\Phi(z) = \overline{\Phi(z)}$ and with $P_{\gamma_n} \sim \mathcal{P}(\gamma_n)$.

When such a convergence holds, we write it as

$$(Z_n, \gamma_n) \xrightarrow{\text{mod-P}} \Phi$$

**Remark 2.2.** The limiting function $\Phi$ is not unique, since it is defined up to multiplication by an exponential (see [9]).

**Remark 2.3.** The original definition used in [12] is in the Fourier setting, i.e. for $|z| = 1$. The advantage of this definition is that the Fourier transform of a random variable always exists. Other restrictions of the domain of convergence are possible. For instance, [6] uses $\{-c < \Re z < c\}$ for a certain $c > 0$. In the Laplace case, one has, locally uniformly in $x \in \mathbb{R}_+$

$$\frac{\mathbb{E}(xZ_n)}{\mathbb{E}(xp_{\gamma_n})} \xrightarrow{n \to +\infty} \Phi(x)$$

and in particular, $\Phi(x) \geq 0$ for all $x \in \mathbb{R}_+$.

From now on, we restrict ourselves to the Laplace setting. Mod-Poisson convergence will always mean “in the Laplace setting” unless specified. In particular, the limiting mod-Poisson function $\Phi$ will be defined on $\mathbb{R}_+$ and a quantity such as $\|\Phi\|_{\infty}$ will be understood as $\sup_{x \in \mathbb{R}_+} |\Phi(x)|$.

The following example is fundamental to understand mod-Poisson convergence:

**Example 2.4.** Let $(B_k)_k$ be a sequence of Bernoulli random variables such that

$$p_k := \mathbb{P}(B_k = 1) = 1 - \mathbb{P}(B_k = 0)$$

where $(p_k)_k$ is a sequence of real numbers satisfying the conditions

1. $\sum_{k \geq 1} p_k = +\infty$
2. $\sum_{k \geq 1} p_k^2 < +\infty$

Let $Z_n := \sum_{k=1}^n B_k$ and $\gamma_n := \sum_{k=1}^n p_k$. Then,

$$(Z_n, \gamma_n) \xrightarrow{\text{mod-P}} \Phi$$

where

$$\Phi(x) = \prod_{k \geq 1} (1 + p_k(x - 1)) e^{-p_k(x - 1)}$$

(8)

Indeed, setting $P_{\gamma_n} \sim \mathcal{P}(\gamma_n)$ one has, locally uniformly in $x$

$$\frac{\mathbb{E}(xZ_n)}{\mathbb{E}(xp_{\gamma_n})} = \prod_{k=1}^n \frac{\mathbb{E}(xB_k)}{e^{\gamma_n(x - 1)}} = \prod_{k=1}^n (1 + p_k(x - 1)) e^{-p_k(x - 1)}$$

$$\xrightarrow{n \to +\infty} \prod_{k \geq 1} (1 + p_k(x - 1)) e^{-p_k(x - 1)}$$

since $\sum_k p_k^2 < \infty$ and $(1 + p_k(x - 1)) e^{-p_k(x - 1)} = \exp(-p_k^2(x-1)^2/2 + o(p_k^2))$. 
One can see that equation (5) is a particular case of this last theorem with \( p_k \) instead of \( \omega_n \). As pointed out in the introduction, this is also the case of equation (3) using the “hybrid sum” \( \omega_n \) of (6) that incorporates the corrective term

\[
\Phi_C(x) := \prod_{k \geq 1} \left( 1 + \frac{x-1}{k} \right) e^{-\frac{x-1}{k}}
\]

This term is the limiting mod-Poisson function of the random variable \( C_n := \sum_{k=1}^{n} B_k \) where \((B_k)_{k}\) is the last sequence of Bernoulli random variables with \( p_k = 1/k \), and with speed

\[
H_n := \sum_{k=1}^{n} \frac{1}{k} = \log n + \gamma + o(1)
\]

where \( \gamma \) is the Euler-Mascheroni constant.

**Remark 2.5.** Such a random variable has also the distribution of the total number of cycles of a random permutation selected according to the uniform distribution \(\mathbb{P}_n\) defined by \(\mathbb{P}_n(\sigma) = 1/n!\) for all \(\sigma \in \mathfrak{S}_n\) (see e.g. [1]). Using the formula (see e.g. [2] 12.11)

\[
\frac{1}{\Gamma(z)} = e^{(z-1)\gamma} \prod_{k \geq 1} \left( 1 + \frac{z-1}{k} \right) e^{-\frac{z-1}{k}}
\]

\( \Phi_C(z) \) can be replaced by \( 1/\Gamma(z) \) when the speed \( H_n \) is replaced by \( H_n - \gamma \).

**2.2. A probabilistic interpretation of mod-Poisson convergence.** We recall the following theorem from [2]:

**Theorem 2.6.** Let \( \Phi \) be a bounded function on \( \mathbb{R}_+ \) and \( \gamma > 0 \). Define the distribution \( \mathcal{Q}(\Phi, \gamma) \) by

\[
Q_{\gamma} \sim \mathcal{Q}(\Phi, \gamma) \iff \mathbb{P}_{Q_{\gamma}} := \frac{\Phi \left( \mathbb{P}_{x\gamma} \right)}{\mathbb{E} \left( \Phi \left( \mathbb{P}_{x\gamma} \right) \right)} \bullet \mathbb{P}_{x\gamma},
\]

where \( \mathcal{Q}(\Phi, \gamma) \).

Then, if \( Q_{\gamma_n}(\Phi) \sim \mathcal{Q}(\Phi, \gamma_n) \), we have

\[
(Q_{\gamma_n}(\Phi), \gamma_n) \xrightarrow{\text{mod-P}} \mathcal{Q}(\Phi, \gamma)
\]

For the reader’s convenience, we remind the proof of this result.

**Proof.** Recall the change of probability, for \( x, \gamma > 0 \)

\[
\frac{x^\gamma \mathbb{P}_{x\gamma}}{\mathbb{E}(x^\gamma)} \bullet \mathbb{P}_{x\gamma} = \mathbb{P}_{x\gamma}, \tag{9}
\]

easily seen writing, for all \( \theta \in \mathbb{R} \)

\[
\frac{\mathbb{E}(x^\gamma e^{i\theta} \mathbb{P}_{x\gamma})}{\mathbb{E}(x^\gamma)} = \frac{e^{\gamma(xe^{i\theta}-1)}}{e^{\gamma(x-1)}} = e^{\gamma e^{i\theta}-1} = \mathbb{E}(e^{i\theta} \mathbb{P}_{x\gamma})
\]
Then, we have
\[
\frac{\mathbb{E}(x Q_{\gamma_n}(\Phi))}{\mathbb{E}(x P_{\gamma_n})} = \frac{\mathbb{E} \left( \Phi \left( \frac{P_{\gamma_n}}{\gamma_n} \right) x P_{\gamma_n} \right)}{\mathbb{E} \left( \Phi \left( \frac{P_{\gamma_n}}{\gamma_n} \right) \right)} = \frac{\mathbb{E} \left( \frac{x P_{\gamma_n}}{\mathbb{E}(x P_{\gamma_n})} \Phi \left( \frac{P_{\gamma_n}}{\gamma_n} \right) \right)}{\mathbb{E} \left( \Phi \left( \frac{P_{\gamma_n}}{\gamma_n} \right) \right)} = \frac{\mathbb{E} \left( \Phi \left( \frac{P_{\gamma_n}}{\gamma_n} \right) \right)}{\mathbb{E} \left( \Phi \left( \frac{P_{\gamma_n}}{\gamma_n} \right) \right)}
\]

By continuity and boundedness of \( \Phi \), and using dominated convergence and the fact that
\[
\frac{P_{x \gamma_n}}{\gamma_n} \xrightarrow{\mathcal{L}} x
\]
one gets, locally uniformly in \( x \in \mathbb{R}_+ \) (and in particular for \( x = 1 \))
\[
\mathbb{E} \left( \Phi \left( \frac{P_{x \gamma_n}}{\gamma_n} \right) \right) \xrightarrow{n \to +\infty} \Phi(x)
\]
As \( \Phi(1) = 1 \), one finally gets the result. \( \square \)

**Example 2.7.** Continuing example 2.4, we see that in the case of a function given by (8), i.e.
\[
\Phi(x) = \prod_{k \geq 1} (1 + p_k(x - 1))e^{-p_k(x-1)}
\]
one has, for all \( x \in \mathbb{R}_+ \)
\[
0 \leq \Phi(x) \leq 1
\]
and the last theorem applies. The positivity of \( \Phi \) on \( \mathbb{R}_+ \) is obvious, and as \( 1 + y \leq e^y \) for all \( y \in \mathbb{R} \), setting \( y = p_k(x - 1) \) one has \( (1 + p_k(x - 1))e^{-p_k(x-1)} \leq 1 \) which gives the upper bound.

A probabilistic interpretation of mod-Poisson convergence follows from this last theorem: if \( (Z_n)_n \) is a sequence of random variables converging in the mod-Poisson sense at speed \( (\gamma_n)_n \) to \( \Phi \), one may think of the distribution of \( Z_n \) as close to the distribution of \( Q_{\gamma_n}(\Phi) \). The limiting function \( \Phi \), once correctly scaled, would thus be a particular correction to the Poisson distribution that would allow a refined speed of convergence in the CLT, and mod-Poisson convergence could thus be understood as a certain second-order convergence in distribution. This is the case in the mod-Gaussian setting (see [2]), but also in the mod-Poisson setting since [21, II.6 (20)] gives
\[
\mathbb{P}(\omega(U_n) = k) = \mathbb{P}(P_{\log \log n} = k) \left( \Phi_\omega \left( \frac{k}{\log \log n} \right) + O \left( \frac{k}{(\log \log n)^2} \right) \right)
\]
uniformly in \( n \geq 3 \) and \( k \in [1, (2 - \delta) \log \log n] \) for all \( \delta > 0 \). Moreover, using 3.7, one has \( \|\Phi_\omega\|_{\infty} < \infty \), which implies using the Gaussian CLT for \( P_\gamma \)
\[
\mathbb{E} \left( \left| \Phi_\omega \left( \frac{P_\gamma}{\gamma} \right) - 1 \right| \right) = \mathbb{E} \left( \left| \Phi_\omega \left( \frac{P_\gamma}{\gamma} \right) - \Phi_\omega(1) \right| \right) \leq \|\Phi_\omega\|_{\infty} \mathbb{E} \left( \left| \frac{P_\gamma}{\gamma} - 1 \right| \right) = O \left( \frac{1}{\sqrt{\gamma}} \right)
\]
This last result can hence be transformed into
\[
\mathbb{P}(\omega(U_n) = k) = \mathbb{P}(P_{\log \log n} = k) \left( \frac{\Phi_\omega \left( \frac{k}{\log \log n} \right)}{\mathbb{E} \left( \Phi_\omega \left( \frac{P_{\log \log n}}{\log \log n} \right) \right)} + O \left( \frac{\mathbb{E} \left( \Phi_\omega \left( \frac{P_{\log \log n}}{\log \log n} \right) \right)}{\sqrt{\log \log n}} \right) + O \left( \frac{k}{(\log \log n)^2} \right) \right)
\]
that is
\[
\mathbb{P}(\omega(U_n) = k) = \mathbb{P}(Q_{\log \log n}(\Phi_\omega) = k) + O\left(\frac{(\log \log n)^{k-1/2}}{k! \log n}\right)
\]

3. A model that converges in the mod-Poisson sense

In order to construct a probabilistic model for \(\omega(U_n)\) that converges in the mod-Poisson sense to \(\Phi_\omega\), we remind some classical probabilistic biases.

3.1. Classical biases and changes of probability. A fundamental operation in probability theory is the change of probability by means of a weight on the initial probability measure. This weight is called bias or penalisation and we will use undifferently both terminology.

**Definition 3.1** (Bias/penalisation of measure). Let \(X\) be a real random variable in the probability space endowed with the measure \(\mathbb{P}\) and denote by \(\mathbb{P}_X\) its law. For \(f \in L^1(\mathbb{P}_X)\), \(f \geq 0\), the penalisation (or bias) of \(\mathbb{P}_X\) by \(f\) is the probability measure \(\mathbb{P}_Y\) denoted by
\[
\mathbb{P}_Y := \frac{f(X)}{E(f(X))} \cdot \mathbb{P}_X
\]

Classical bias in probability theory allow to understand “pathwise transformations” induced by such a transformation.

**Example 3.2.** The most classical change of probability concerns the passage from \(\mathcal{N}(0, 1)\) to \(\mathcal{N}(\mu, 1) \overset{\mathcal{L}}{=} \mu + \mathcal{N}(0, 1)\). Indeed, if \(X \sim \mathcal{N}(0, 1)\), one easily checks that
\[
\mathbb{P}_X + \mu = \frac{e^{\mu X}}{E(e^{\mu X})} \cdot \mathbb{P}_X = e^{\mu X - \mu^2/2} \cdot \mathbb{P}_X
\]

Hence, in the Gaussian setting, an exponential bias is equivalent to a translation of the canonical evaluation. Note that the Poisson counterpart of this exponential bias was given in equation (9).

A classical transform in probability theory is made using \(f : x \mapsto x\) when the random variable is positive.

**Definition 3.3** (Size-bias transform). Let \(X \geq 0\) be a random variable with expectation \(\mu := E(X) < \infty\). A random variable \(X^{(s)}\) is said to be a size-bias transform of \(X\) if, for all real functions \(f\) such that \(E(|Xf(X)|) < \infty\)
\[
E(Xf(X)) = \mu E\left(f\left(X^{(s)}\right)\right)
\]

An equivalent definition is thus
\[
\mathbb{P}_{X^{(s)}} := \frac{X}{E(X)} \cdot \mathbb{P}_X \tag{10}
\]

**Example 3.4.** A classical change of measure for a random walk is given by its size-bias coupling, i.e. given \((X_k)_k\) a sequence of i.i.d. positive random variables of expectation \(E(X_k) := 1\) defined on the same probability space, the random walk \((S_n)_n\) of increments \((X_k)_k\) is given by
\[
S_n := \sum_{k=1}^{n} X_k
\]
The size-bias transform of $S_n$ is the random variable $S_n^{(s)}$ whose law is given by

$$\mathbb{P}_{S_n^{(s)}} := \frac{S_n}{n} \cdot \mathbb{P}_{S_n}$$

A pathwise construction of such a random variable is implied by the following

**Lemma 3.5** (Size-bias coupling of an independent sum). Let $(Y_k)_k$ be a sequence of independent positive integrable random variables, independent of $(X_k)_k$ and having the same distribution as $(X_k)_k$ and let $I \in [1, n]$ be a random index independent of $(X_k)_k$ and $(Y_k)_k$ of law given by

$$\mathbb{P}(I = k) = \frac{E(X_k)}{\sum_{\ell=1}^{n} E(X_{\ell})}$$

Then,

$$S_n^{(s)} \overset{d}{=} S_n - X_I + Y_I^{(s)}$$

and in particular, if $(Y_k)_k$ is defined on the same probability space as $(X_k)_k$, one has a natural coupling $(S_n, S_n^{(s)})$.

For the reader’s convenience, we recall the proof of this lemma (see also e.g. [1, pp 78-79]).

**Proof.** Let $f$ be a bounded measurable function and $S_n^{(-k)} := \sum_{\ell \neq k} X_{\ell}$. Then, by independence,

$$E(f(S_n^{(s)})) = \frac{1}{E(S_n)} E(S_n f(S_n)) = \frac{1}{E(S_n)} \sum_{k=1}^{n} E(X_k f(S_n))$$

$$= \frac{1}{E(S_n)} \sum_{k=1}^{n} E(X_k f(S_n^{(-k)} + X_k))$$

$$= \frac{1}{E(S_n)} \sum_{k=1}^{n} E(X_k E(f(S_n^{(-k)} + Y_k^{(s)})))$$

$$= E(f(S_n^{(-I)} + Y_I^{(s)})) = E(f(S_n - X_I + Y_I^{(s)}))$$

□

A last type of useful bias concerns the exponential bias of a sum of independent terms, and in particular Bernoulli random variables.

**Lemma 3.6** (Exponential bias of an independent sum). Let $(Y_k)_k$ be a sequence of independent random variables. Define, for a certain $x > 0$,

$$S_n := \sum_{k=1}^{n} Y_k$$

$$\mathbb{P}_{S_n(x)} = \frac{x^{S_n}}{E(x^{S_n})} \cdot \mathbb{P}_{S_n}$$
and suppose that \( \mathbb{E}(x^{Y_k}) < \infty \) for all \( k \geq 1, \ x \in \mathbb{R}_+ \). Then,

\[
S_n(x) = \sum_{k=1}^{n} Y_k(x)
\]

with

\[
P_{Y_k}(x) = \frac{x^{Y_k}}{\mathbb{E}(x^{Y_k})} 
\]

In particular, if \((B_k)\) is a sequence of independent \(\{0, 1\}\)-Bernoulli random variables, each of probability \(p_k\) to be equal to 1, then,

\[
P(B_k(x) = 1) = p_k(x) := \frac{xp_k}{xp_k + 1 - p_k} = 1 - P(B_k(x) = 0)
\]

For self-completeness, we recall the proof of this result.

**Proof.** Let \( y > 0 \). Then, by independence,

\[
\mathbb{E}\left( y^{S_n(x)} \right) = \prod_{k=1}^{n} \frac{\mathbb{E}(x^{Y_k})}{\mathbb{E}(x^{Y_k})} = \prod_{k=1}^{n} \mathbb{E}(y^{Y_k(x)})
\]

In particular,

\[
\mathbb{E}\left( y^{B_k(x)} \right) = \frac{p_k x y + 1 - p_k}{p_k x + 1 - p_k} = 1 + p_k(x)(y - 1) = \mathbb{E}\left( y^{B_k(x)} \right)
\]

\[\square\]

### 3.2. Estimates on the limiting function

Proving theorem 3.9 requires some preparation.

**Lemma 3.7.** Define

\[
\phi_k(x) := \prod_{\ell=1}^{k} \left( 1 + \frac{x - 1}{\ell} \right) e^{-x \ell^{-1}}
\]

Then, when \( k \to +\infty \)

\[
\sup_{\mathbb{R}_+} |\phi_k'| = O(1)
\]

**Proof.** We have for all \( x \geq 0 \) and all \( \ell \geq 1 \)

\[
\left( 1 + \frac{x - 1}{\ell} \right) e^{-x \ell^{-1}} \leq 1
\]

hence

\[
\phi_k(x) = xe^{1-x} \prod_{\ell=2}^{k} \left( 1 + \frac{x - 1}{\ell} \right) e^{-x \ell^{-1}} \leq xe^{1-x}
\]

Moreover,

\[
\phi_k'(x) = \phi_k(x)(1 - x) \left( \sum_{\ell=1}^{k} \frac{1}{\ell(\ell - 1 + x)} \right)
\]
from what we deduce that for all $x \geq 0$

$$|\phi_k'(x)| = \phi_k(x) |1-x| \left( \frac{1}{x} + \sum_{\ell=2}^{k} \frac{1}{\ell(\ell-1+x)} \right)$$

$$\leq e^{1-x} x |1-x| \left( \frac{1}{x} + \sum_{\ell=2}^{k} \frac{1}{\ell(\ell-1)} \right) = e^{1-x} x |1-x| \left( \frac{1}{x+1 - \frac{1}{k}} \right)$$

$$\leq e^{1-x} x |1-x| \left( \frac{1}{x+1} \right) = e^{1-x} |1-x^2|$$

$$\leq e$$

after a study of $x \mapsto e^{1-x} |1-x^2|$.

Lemma 3.8. Set $\phi := \Phi_C$. Then, when $k \to +\infty$

$$\sup_{\mathbb{R}_+} |\phi_k - \phi| = O \left( \frac{1}{\sqrt{k}} \right)$$

Proof. We split the proof into different cases : $x \in [0,1]$ and $x \in [1, +\infty[$.

- $x \in [0,1]$ : We have $\phi_k - \phi = \phi_k(1 - \psi_k)$ where

$$\psi_k(x) := \prod_{\ell \geq k+1} \left( 1 - \frac{1-x}{\ell} \right) e^{\frac{x}{x+1}}$$

hence $\phi_k(x) - \phi(x) \leq 1 - \psi_k(x)$ for all $x \in [0,1]$, since $\phi_k(x) \leq 1$ and $1 - \psi_k(x) \geq 0$. But

$$- \log \psi_k(x) = - \sum_{\ell \geq k+1} \left[ \frac{1-x}{\ell} + \log \left( 1 - \frac{1-x}{\ell} \right) \right]$$

$$= - \sum_{\ell \geq k+1} \int_{0}^{1-x} \left( \frac{1}{\ell} - \frac{1}{\ell(1-u/\ell)} \right) du$$

$$= \sum_{\ell \geq k+1} \frac{1}{\ell^2} \int_{0}^{1-x} \frac{u}{1-u/\ell} du$$

$$= \sum_{\ell \geq k+1} \frac{1}{\ell^2} \int_{0}^{1} \frac{u}{1-u/2} du \ \forall k \geq 1$$

For all $t \in [\ell, \ell+1]$, we have $(\ell + 1)^2 \leq t^{-2} \leq \ell^{-2}$ ; integrating this inequality on $[\ell, \ell+1]$ and summing on $\ell \geq k$ gives

$$\sum_{\ell \geq k} \frac{1}{(\ell+1)^2} \leq \int_{\ell}^{+\infty} \frac{dt}{t^2} \leq \sum_{\ell \geq k} \frac{1}{\ell^2}$$

We hence have

$$\sum_{\ell \geq k+1} \frac{1}{\ell^2} \leq \frac{1}{k}$$
which implies that for all $k \geq 1$

$$-\log \psi_k(x) \leq \frac{C}{k} \quad \text{with} \quad C := \int_0^1 \frac{u}{1-u/2} \, du < \infty$$

Last,

$$1 - \psi_k(x) = 1 - e^{-(-\log \psi_k(x))} \leq 1 - e^{-C/k} \leq \frac{C}{k}$$

which gives a stronger result, i.e. $\sup_{x \in [0,1]} |\phi_k(x) - \phi(x)| = O(1/k)$.

• $x \in [1, +\infty)$: Let $e, e'$ be two independent exponentially-distributed random variables, i.e. $P(e \geq x) = e^{-x}$ for all $x \geq 0$, and let $Z$ be such that

$$P(Z \geq x) = (1 + x)e^{-x}$$

namely $Z \overset{\text{d}}{=} e + e'$ since for all $\lambda \geq 0$, $E(e^{-\lambda Z}) = (1 + \lambda)^{-2} = E(e^{-\lambda(e+e')})$.

Let $(Z_\ell)_\ell$ be a sequence of i.i.d. random variables distributed as the sum of two independent exponential random variables. Then, for all $y \geq 0$

$$\psi_k(y + 1) = \prod_{\ell \geq k+1} \left( 1 + \frac{y}{\ell} \right) e^{-y} = \prod_{\ell \geq k+1} P\left( Z_\ell \geq \frac{y}{\ell} \right) = P\left( \min_{\ell \geq k+1} \{\ell Z_\ell\} \geq y \right)$$

This implies that

$$1 - \psi_k(y + 1) = P\left( \max_{\ell \geq k+1} \left\{ \frac{1}{\ell Z_\ell} \right\} \geq 1 \right) \leq y E\left( \max_{\ell \geq k+1} \left\{ \frac{1}{\ell Z_\ell} \right\} \right)$$

As $y \phi_k(y + 1) \leq y(y + 1)e^{-y} \leq 2 + \sqrt{5}$, it is enough to show that

$$E\left( \max_{\ell \geq k+1} \left\{ \frac{1}{\ell Z_\ell} \right\} \right) = O\left( \frac{1}{k^{1/2}} \right)$$

For all $\eta > 0$, write

$$E\left( \max_{\ell \geq k+1} \left\{ \frac{1}{\ell Z_\ell} \right\} \right) = \int_{\mathbb{R}^+} P\left( \max_{\ell \geq k+1} \left\{ \frac{1}{\ell Z_\ell} \right\} \geq t \right) \, dt = \int_{\mathbb{R}^+} 1 - P\left( \max_{\ell \geq k+1} \left\{ \frac{1}{\ell Z_\ell} \right\} \leq t \right) \, dt$$

$$= \int_{\mathbb{R}^+} \left( 1 - \prod_{\ell \geq k+1} P\left( \frac{1}{\ell Z_\ell} \leq t \right) \right) \, dt = \int_{\mathbb{R}^+} \left( 1 - \prod_{\ell \geq k+1} P(\ell Z \geq u) \right) \frac{du}{u^2}$$

$$\leq \int_0^\eta \left( 1 - \prod_{\ell \geq k+1} P(\ell Z \geq u) \right) \frac{du}{u^2} + \int_{\eta}^{+\infty} \frac{du}{u^2}$$

$$= : \int_0^\eta \left( 1 - e^{-u_k(u)} \right) \frac{du}{u^2} + \frac{1}{\eta}$$
where

\[ u_k(u) := - \sum_{\ell \geq k+1} \log \mathbb{P}(Z \geq t\ell^{-1}) \]
\[ = - \sum_{\ell \geq k+1} -\frac{u}{\ell} + \log \left(1 + \frac{u}{\ell}\right) \]
\[ = \sum_{\ell \geq k+1} \frac{1}{\ell^2} \int_0^u \frac{v}{1 + \ell^{-1}v} \, dv \]
\[ \leq \frac{1}{k} \int_0^u v \, dv = \frac{u^2}{2k} \]

Hence

\[ \int_0^u \left(1 - e^{-u_k(u)}\right) \frac{du}{u^2} \leq \frac{\eta}{2k} \]

which finally gives

\[ \mathbb{E} \left( \max_{\ell \geq k+1} \left\{ \frac{1}{\ell Z_{\ell}} \right\} \right) \leq \left( \frac{\eta}{2k} + \frac{1}{\eta} \right) \]

Optimising in \( \eta \) amounts to choose \( \eta = \sqrt{2k} \) and gives

\[ \mathbb{E} \left( \max_{\ell \geq k+1} \left\{ \frac{1}{\ell Z_{\ell}} \right\} \right) \leq \frac{2}{\sqrt{2k}} \]

which is the desired result. \( \Box \)

3.3. Construction of the model. In what follows, we use the conventions of the last lemmas. In particular, we will note \( Y(x) \) the \( x \)-exponential bias of the random variable \( Y \) as in lemma 3.6. We recall that \( H_n^{(P)} \sim n \to +\infty \log \log n \) was defined in equation (2) and that \( \pi(n) := \sum_{p \in \mathcal{P}} \mathbb{1}_{\{p \leq n\}} \sim n \to +\infty \frac{n}{\log n} \) by the prime number theorem. We moreover define

\[ k_n := \left[ H_n^{(P)} \right] \sim n \to +\infty \log \log n \]
\[ v_n := \exp \left( -\frac{H_{k_n}}{k_n} \right) = \exp \left( -\frac{\log \log n + O(1)}{\log \log n} \right) \]

Theorem 3.9 (A mod-Poisson improvement of the Erdős-Kac model). Let \((B_k)_k\) and \((B'_k)_k\) be two independent sequences of independent \( \{0, 1\} \)-Bernoulli random variables with probabilities

\[ \mathbb{P}(B_k = 1) = \mathbb{P}(B_k' = 1) = \frac{1}{k} \]

For \( \theta > 0 \), let \( B_k(\theta) \) be the \( \theta \)-exponential bias of \( B_k = B_k(1) \) given by

\[ \mathbb{P}(B_k(\theta) = 1) = \frac{\theta}{\theta + k - 1} = 1 - \mathbb{P}(B_k(\theta) = 0) \]

or equivalently

\[ P_{B_k(\theta)} := \frac{\theta B_k}{\mathbb{E}(\theta B_k)} \cdot \mathbb{P}_{B_k} \]
Let $\gamma_n := H_n^{(P)}$ and

$$C_n' := \sum_{\ell=1}^{k_n} B'_\ell(1/\gamma_n)$$

Let $(I_\ell)_\ell$ be a sequence of i.i.d. random variables in $[1, \pi(n)]$ independent of $(B_k)_k$ and $(B'_k)_k$ distributed according to

$$\mathbb{P}(I = k) = \frac{1}{\sum_{\ell=1}^{\pi(n)} \frac{1}{p_\ell + v_\ell + 1}}, \quad k \in [1, \pi(n)]$$

Last, let $\delta(I_1, \ldots, I_k)$ be the length of the random partition created by means of the paintbox process (7) associated to $(I_\ell)_\ell$.

Then, the random variable $\Omega''_n$ defined by

$$\Omega''_n := \sum_{k \neq I_1, \ldots, I_{C_n'}} B_{p_k}(v_n) + \delta(I_1, \ldots, I_{C_n'})$$

is such that

$$\left(\Omega''_n, H_n^{(P)}\right) \xrightarrow{\text{mod-Poisson}} \Phi_\omega$$

and defines hence a more accurate model of $\omega(U_n)$ than the usual model $\Omega_n := \sum_{k \leq \pi(n)} B_{p_k}$.

As a consequence of mod-Poisson convergence, one has in addition the CLT

$$\frac{\Omega''_n - \log \log n}{\sqrt{\log \log n} \cdot \mathcal{L}} \xrightarrow{n \to +\infty} \mathcal{N}(0, 1)$$

**Proof.** The idea to construct such a random variable lies on two approximations: approximate the random variable $P_{\gamma_n} \sim \mathcal{P}(\gamma_n)$ with the independent model $\Omega_n$ since at the first order of convergence (i.e. convergence in law) these random variables are close, and approximate the limiting function $\Phi_\omega$ by a suitable truncation $\Phi_\omega^{(n)}$ of its product since such a finite product converges locally uniformly to $\Phi_\omega$.

**First step:** Change of random variable: With $\gamma_n := H_n^{(P)}$, we have

$$\mathbb{P}_{\Omega''_n} := \frac{\Phi_{C_{\Omega_n'/\gamma_n'}}(\Omega_n'/\gamma_n')}{{\mathbb{E}}\left(\Phi_{C_{\Omega_n'/\gamma_n'}}(\Omega_n'/\gamma_n')\right)} \cdot \mathbb{P}_{\Omega_n}$$

$$\mathbb{P}_{\Omega_n}(x) := \frac{x^{\Omega_n}}{{\mathbb{E}}(x^{\Omega_n})} \cdot \mathbb{P}_{\Omega_n}$$

Remark that

$$\frac{\mathbb{E}(x^{\Omega''_n})}{{\mathbb{E}(x^{P_{\gamma_n}})}} = \frac{\mathbb{E}\left(\Phi_{C_{\Omega_n'/\gamma_n'}}(\Omega_n'/\gamma_n') x^{\Omega_n}\right)}{{\mathbb{E}\left(\Phi_{C_{\Omega_n'/\gamma_n'}}(\Omega_n'/\gamma_n')\right)} {\mathbb{E}(x^{\Omega_n})}} = \frac{\mathbb{E}\left(\Phi_{C_{\Omega_n'/\gamma_n'}}(\Omega_n'(x)/\gamma_n')\right)}{{\mathbb{E}\left(\Phi_{C_{\Omega_n'/\gamma_n'}}(\Omega_n'/\gamma_n')\right)} {\mathbb{E}(x^{\Omega_n})}} \xrightarrow{n \to +\infty} \Phi_\Omega(x)$$

By mod-Poisson convergence, we have, locally uniformly in $x \in \mathbb{R}_+$

$$\frac{\mathbb{E}(x^{\Omega_n})}{{\mathbb{E}(x^{P_{\gamma_n}})}} \xrightarrow{n \to +\infty} \Phi_\Omega(x)$$
By dominated convergence, continuity of $\Phi_C$ and law of large numbers for $\Omega_n$ (i.e. $\Omega_n/\gamma_n \to 1$ almost surely and in $L^1$), we have
\[
E\left( \Phi_C\left( \frac{\Omega_n}{\gamma_n} \right) \right) \xrightarrow{n \to +\infty} \Phi_C(1) = 1
\]

Last, using lemma 3.6, we see that
\[
\Omega_n(x) \equiv \sum_{p \leq n, p \in P} B_p(x)
\]
with $P(B_p(x) = 1) = \frac{x/p}{x/p+1-1/p} = \frac{x}{p+x-1}$. Using the law of large numbers and the fact that
\[
\frac{\sum_{p \leq n} \frac{x}{p+x-1}}{\sum_{p \leq n} \frac{1}{p}} \xrightarrow{n \to +\infty} x
\]
we get that $\Omega_n(x)/\gamma_n \to x$ almost surely\(^1\) and in $L^1$, which implies by continuity of $\Phi_C$ and dominated convergence that
\[
E\left( \Phi_C\left( \frac{\Omega_n(x)}{\gamma_n} \right) \right) \xrightarrow{n \to +\infty} \Phi_C(x)
\]

Hence, we have a first random variable that converges in the mod-Poisson sense to $\Phi_\omega = \Phi_C\Phi_\Omega$

\[
\left( \Omega'_n, H_n^{(P)} \right) \xrightarrow{\text{mod-P}} \Phi_\omega
\]

Second step : Truncation of $\Phi_C$ : Let $k \in \mathbb{N}^*$ and
\[
\Phi_C^{(k)}(x) := \prod_{\ell=1}^{k} \left(1 + \frac{x-1}{\ell} \right)e^{-\frac{x-1}{\ell}}
\]
We clearly have for all $x \in \mathbb{R}$
\[
\Phi_C^{(k)}(x) \leq 1
\]
since every term of the product satisfies this inequality. Lemmas 3.7 and 3.8 show that when $k \to +\infty$
\[
\left\| \Phi_C^{(k)} - \Phi_C \right\|_\infty = O\left( \frac{1}{\sqrt{k}} \right) \quad \text{and} \quad \left\| D\Phi_C^{(k)} \right\|_\infty = O(1)
\]
where the supremum is taken for $x \in \mathbb{R}_+$ and where $Df(x) := f'(x)$. Last,
\[
\left| E\left( \Phi_C^{(k)}\left( \frac{\Omega_n(x)}{\gamma_n} \right) \right) - \Phi_C(x) \right| \leq \left\| \Phi_C^{(k)} - \Phi_C \right\|_\infty + \left\| D\Phi_C^{(k)} \right\|_\infty E\left( \left| \frac{\Omega_n(x)}{\gamma_n} - x \right| \right)
\]
The classical CLT for sums of independent random variables ensures that
\[
E\left( \left| \frac{\Omega_n(x)}{\gamma_n} - x \right| \right) = O_x\left( \frac{1}{\sqrt{n}} \right)
\]
\(^1\)We suppose that $x$ and the Bernoulli random variables are defined on the same probability space.
Thus, taking \( k = k_n = [\gamma_n] \), one has

\[
\left| \mathbb{E} \left( \Phi^{(k)}_C \left( \frac{\Omega_n(x)}{\gamma_n} \right) \right) - \Phi_C(x) \right| = O_x \left( \frac{1}{\sqrt{\gamma_n}} \right) \tag{12}
\]

We can now define

\[
\mathbb{P}_{\Omega''_n} := \frac{\Phi^{(k_n)}_C \left( \frac{\Omega_n}{\gamma_n} \right)}{\mathbb{E} \left( \Phi^{(k_n)}_C \left( \frac{\Omega_n}{\gamma_n} \right) \right)} \cdot \mathbb{P}_{\Omega_n}
\]

and this definition implies

\[
\frac{\mathbb{E} \left( x^{\Omega''_n} \right)}{\mathbb{E} \left( x^{P_{\gamma_n}} \right)} = \frac{\mathbb{E} \left( \Phi^{(k_n)}_C \left( \frac{\Omega_n}{\gamma_n} \right) x^{\Omega_n} \right)}{\mathbb{E} \left( \Phi^{(k_n)}_C \left( \frac{\Omega_n}{\gamma_n} \right) \right) \mathbb{E} \left( x^{P_{\gamma_n}} \right)} = \frac{\mathbb{E} \left( \Phi^{(k_n)}_C \left( \frac{\Omega_n(x)}{\gamma_n} \right) \right)}{\mathbb{E} \left( \Phi^{(k_n)}_C \left( \frac{\Omega_n(1)}{\gamma_n} \right) \right)} \mathbb{E} \left( x^{\Omega''_n} \right)
\]

Using (12), this last quantity still converges locally uniformly to \( \Phi_\omega \), i.e.

\[
\left( \Omega''_n, H^{(P)}_n \right) \overset{\text{mod-P}}{\underset{n \to +\infty}{\rightarrow}} \Phi_\omega
\]

We now construct \( \Omega''_n \) pathwise by means of a sequence of Bernoulli and uniform random variables.

**Third step:** Construction. Let \( (B'_\ell)_\ell \) a sequence of independent \( \{0,1\} \)-Bernoulli random variables with \( \mathbb{P}(B'_\ell = 1) = \frac{1}{\ell} \) independent of \( \Omega_n \). We have

\[
\mathbb{E} \left( x^{\Omega''_n} \right) = \frac{1}{c_n} \mathbb{E} \left( x^{\Omega_n} \prod_{\ell=1}^{k_n} \left( 1 + \frac{1}{\ell} \left( \frac{\Omega_n}{\gamma_n} - 1 \right) \right) e^{-\frac{\Omega_n}{\gamma_n}} \right)
\]

\[
= \frac{1}{c_n} \mathbb{E} \left( xv_n \prod_{\ell=1}^{k_n} \left( \frac{\Omega_n}{\gamma_n} \right) B'_\ell \right) \quad \text{with} \quad v_n := \exp \left( -H_{k_n}/\gamma_n \right)
\]

\[
= \frac{1}{c'_n} \mathbb{E} \left( xv_n \Omega_n \prod_{\ell=1}^{k_n} \xi_{B'_\ell(1/\gamma_n)} \right) \quad \text{with the notations of lemma 3.6}
\]

Setting

\[
C'_n := \sum_{\ell \leq k_n} B'_\ell(1/\gamma_n)
\]

we get

\[
\mathbb{E} \left( x^{\Omega''_n} \right) = \frac{1}{c_n} \mathbb{E} \left( xv_n \Omega_n \Omega_n^{C'_n} \right) = \frac{\mathbb{E} \left( v_n \Omega_n \Omega_n^{C'_n} x^{\Omega_n} \right)}{\mathbb{E} \left( v_n \Omega_n \Omega_n^{C'_n} \right)}
\]

This random variable is the combination of two biases: a first exponential bias in the vein of lemma 3.6 with parameter \( v_n \) and a random iteration of size-bias transform, the number of times this transform is applied being given by \( C'_n \). The effect of the exponential bias amounts
to change the probabilities of $\Omega_n$ to get

$$\tilde{\Omega}_n \overset{\mathcal{L}}{=} \sum_{k=1}^{\pi(n)} B_{p_k} (v_n)$$

with $\pi(n) := \sum_{p \in \mathcal{P}} 1_{\{p \leq n\}} \sim \frac{n}{\log n}$ by the Prime Number Theorem, and

$$\mathbb{E}(X^{\tilde{\Omega}'_n}) = \frac{\mathbb{E}(\tilde{\Omega}'_n^{C'_n} X^{\tilde{\Omega}'_n})}{\mathbb{E}(\tilde{\Omega}'_n^{C'_n})} = \frac{1}{\mathbb{E}(\tilde{\Omega}'_n^{C'_n})} \sum_{k=0}^{k_n} \mathbb{P}(C_n' = \ell) \mathbb{E}(\tilde{\Omega}_{k_n}^{\ell} X^{\tilde{\Omega}_{k_n}})$$

A size bias with a power $\ell$ is nothing else than the $\ell$-th iteration of the usual size-bias transform defined in lemma 3.5, as one can see by writing, for a bounded measurable function $f$

$$\mathbb{E}(X^2 f(X)) = \frac{\mathbb{E}(X^2)}{\mathbb{E}(X^2)} \mathbb{E}(X g(X)) \text{ with } g(x) := xf(x)$$

$$= \frac{\mathbb{E}(X)}{\mathbb{E}(X^2)} \mathbb{E}\left(g\left(X^{(s)}\right)\right) = \frac{\mathbb{E}(X)}{\mathbb{E}(X^2)} \mathbb{E}\left(X^{(s)} f\left(X^{(s)}\right)\right)$$

$$= \frac{\mathbb{E}(X)}{\mathbb{E}(X^2)} \mathbb{E}\left(X^{(s)}\right) \mathbb{E}\left(f\left(X^{(s)}\right)\right)$$

and one can check setting $f = id : x \mapsto x$ in the definition of the size-bias transform that

$$\mathbb{E}\left(X^{(s)}\right) = \frac{\mathbb{E}(X^2)}{\mathbb{E}(X)}$$

i.e.

$$\mathbb{P}_{X^{(s, 2)}} := \mathbb{P}_{(X^{(s)})^{(s)}} = \frac{X^2}{\mathbb{E}(X^2)} \bullet \mathbb{P}_X$$

From now on, we denote by $X^{(s, k)} := (X^{(s, k-1)})^{(s)}$ and $X^{(s, 0)} := X$. In virtue of lemma 3.5, we have

$$\tilde{\Omega}_n^{(s)} \overset{\mathcal{L}}{=} \tilde{\Omega}_n - B_{pq} (v_n) + B_{pq} (v_n)^{(s)}$$

with $I \in \mathbb{N} \cup \{0\}$ a random index independent of all random variables in presence of distribution

$$\mathbb{P}(I = k) = \frac{1}{p_k + v_n + 1} \sum_{t=1}^{\pi(n)} \frac{1}{p_t + v_n + 1}$$

In addition, for a $\{0, 1\}$-Bernoulli random variable $B$, we have

$$\mathbb{E}(X^{B_(s)}) = \frac{\mathbb{E}(B_XB)}{\mathbb{E}(B)} = x$$

i.e. $B^{(s)} = 1$ almost surely (which amounts to change its parameter to 1). Hence,

$$\tilde{\Omega}_n^{(s)} \overset{\mathcal{L}}{=} \tilde{\Omega}_n - B_{pq} (v_n) + 1 = \sum_{k \leq \pi(n), k \neq I} B_{p_k} (v_n) + 1$$

If we iterate the transformation, this amounts to select at random a certain variable $J$ whose law is given by (14) independent of all random variables in presence and in particular
independent of $I$. Two cases can occur: either $I = J$ in which case $	ilde{\Omega}^{(s,2)}_n \equiv \tilde{\Omega}^{(s)}_n$, or $I \neq J$ in which case

$$\tilde{\Omega}^{(s,2)}_n \equiv \sum_{k \neq I,J} B_{pk}(v_n) + 1 + \mathbb{1}_{\{I \neq J\}}$$

The third iterate gives

$$\tilde{\Omega}^{(s,3)}_n \equiv \sum_{k \neq I_1,I_2,I_3} B_{pk}(v_n) + \delta(I_1,I_2,I_3)$$

with

$$\delta(I_1,I_2,I_3) = \begin{cases} 
1 & \text{if } I_1 = I_2 = I_3 \\
2 & \text{if } I_1 = I_2 \neq I_k \text{ for } \{i,j,k\} = \{1,2,3\} \\
3 & \text{if } I_1 \neq I_2 \neq I_3 \neq I_1 
\end{cases}$$

At the $\ell$-th iteration, one has, with a sequence of i.i.d. indexes $(I_\ell)_\ell$ of law given by (14)

$$\tilde{\Omega}^{(s,\ell)}_n \equiv \sum_{k \neq I_1,\ldots,I_\ell} B_{pk}(v_n) + \delta(I_1,\ldots,I_\ell)$$

where $\delta(I_1,\ldots,I_\ell)$ is the length of the random partition $\lambda \vdash \ell$ constructed by means of the paintbox process (7) associated with the i.i.d. sequence $(I_1,\ldots,I_\ell)$ (see [14]). In the case where $I \sim \mathcal{U}([1,\pi(n)])$, this random partition is equal in law to the cycle structure of a random uniform permutation $\sigma \in \mathcal{S}_\ell$ and in particular, $\delta(I_1,\ldots,I_\ell) = C(\sigma)$. In the case of our indexes, this distribution has still to be precised.

Last, the equality (13) is equivalent to

$$\Omega''_n \equiv \tilde{\Omega}^{(s,C'_n)}_n$$

which implies that

$$\Omega''_n \equiv \sum_{k \neq I_1,\ldots,I_{C'_n}} B_{pk}(v_n) + \delta(I_1,\ldots,I_{C'_n}) \quad \text{with} \quad C'_n := \sum_{\ell \leq k_n} B'_{\ell}(1/\gamma_n)$$

all the random variables considered being independent.

**Remark 3.10.** Note the following rewriting of the corrective term: one has refined the Erdős-Kac model $\Omega_n$ by imposing a certain proportion of primes (in quantity $\delta(I_1,\ldots,I_{C'_n})$) to be divisors with probability one. Knowing that certain primes are divisors allows to avoid them in the set of primes to consider to define the model. This operation is thus a conditioning:

$$\Omega''_n \equiv \left(\Omega_n(v_n) \mid B_{p_{I_1}}(v_n) = 1,\ldots,B_{p_{I_{C_n'}}}(v_n) = 1\right)$$

**Remark 3.11.** The result here proven shows the apparition of an approximate coalescing structure of the $B^{(n)}_p$'s (the paintbox partition) in place of a more classical distribution on permutations. Such a “coalescence of primes” (or, at least, the $B^{(n)}_p$) seems to be new. It is a natural consequence of iterated size-biasing of a sum of random variables (or a random walk) as proven in theorem 3.9, and the result can be considered in itself in the framework of pure probabilistic terms. Note that this last fact is a natural direct consequence of the bias interpretation of mod-Poisson convergence and of the form of the limiting function when Bernoulli random variables are involved.
Remark 3.12. A drawback of this model is the fact that the primes randomly selected are not the large or small ones; they are selected at random in the whole interval \([1, \pi(n)]\) and not above or below a certain threshold; this is the type of explanation that one would like to evoke for the appearance of the corrective term (the appearance of lots of particular primes in the prime decomposition). Nevertheless, due to the structure of the law (14), there is a strong probability to only select the small primes in the conditioning.

Last, the change of probability can also be thought of as another drawback for one may prefer to have an identity of the type

\[
\Omega_n'' = \Omega_n \bigg| B_{\pi_1} = 1, \ldots, B_{\pi_{\nu-1}'} = 1
\]

and get a refined model by means of the sole conditioning. Nevertheless, as this change of the parameters of the Bernoulli random variables is a bias, this is in accordance with Hardy and Littlewood’s modification of the Cramer model by multiplying its probabilities with a suitable factor (namely, by biasing). Here, as in lots of other models, the natural modification of a coarse model consists in biasing it with a general weight and not only with indicators of particular events.

Remark 3.13. The choice of parameters used in theorem 3.9 chosen to match the limiting generating functions is similar to the modification of the Cramer model to incorporate the twin primes, see [20].

4. Conclusion and perspectives

The study of \(\omega(U_n)\) is fundamental for the understanding of the repartition of the primes, and to this goal, it would be interesting to go beyond the Erdös-Kac theorem and to look for instance at Beurling primes, where a Sathé-Selberg theorem was proven in [16] or at a functional renormalisation, i.e. the Erdös-Kubilius theorem (see e.g. [22]). Such a functional renormalisation involves a Brownian motion at the limit, but a more refined one would give a Poisson process in the same manner the Poisson distribution appears for \(\omega(U_n)\). Note that the functional generalisation of mod-Poisson convergence in the functional setting by means of a functional Fourier or Laplace transform is straightforward.

More generally, a better construction of the mod-Poisson model for \(\omega(U_n)\) has to be done. A general guess would be a random variable of the type

\[
\sum_{k \neq I_1, \ldots, I_{Z_n}} B_{p_k} + \delta(I_1, \ldots, I_{Z_n})
\]

with the \((I_\ell)\ell\) independent uniform random variables on \([A, \pi(n)]\) where \(A\) is to be found, and \(Z_n\) a random integer to be found. The advantages of such a model is the natural apparition of the number of cycles with the paintbox process (since, with the \(I_\ell\)’s uniform, this is the number of cycles under the Haar measure of a certain symmetric group), and the interpretation in terms of conditioning on the large primes. But such a hypothetical model relies heavily on the nature of the random variable \(Z_n\), whose distribution is yet to be discovered.

Another generalisation of this result consists in transposing it into the general framework of a product of two \(\{0,1\}\)-Bernoulli mod-Poisson limiting functions given in (8). In particular, let \(q = p^\nu\) for \(p \in \mathbb{P}\) and \(\nu \in \mathbb{N}^*\) and let \(\mathbb{F}_q\) denote the field with \(q\) elements. Denote by \(\mathcal{P}(\mathbb{F}_q[X])\) the irreducible monic polynomials of \(\mathbb{F}_q[X]\) and by \(\omega_q(P_n)\) the number of divisors
of $P_n$ defined, for all monic $Q \in P(\mathbb{F}_q[X])$ by

$$\omega_q(Q) := \sum_{\pi \in P(\mathbb{F}_q[X])} \mathbb{1}_{\{\pi \mid Q\}}$$

Let $Q_n$ be a random monic polynomial of degree equal to $n$ selected according to the uniform measure of this finite set. It is shown in [12] that

$$\mathbb{E}(z^{\omega_q(Q_n)}) / \mathbb{E}(z^{P_n}) = \Phi_{\omega_q}(z)(1 + o(1))$$

where $\gamma_n = H_n + O(1)$, where $|\pi|_q := q^{\deg(\pi)}$, and where

$$\Phi_{\omega_q}(z) = e^{-(z-1)\gamma} \prod_{\pi \in P(\mathbb{F}_q[X])} \left(1 + \frac{z-1}{|\pi|_q}\right)e^{-\frac{z-1}{|\pi|_q}} =: \Phi_C(z)\Phi_{\Omega_q}(z)$$

This form is reminiscent of (4), with a corrective model given by $C(\sigma_n)$ for $\sigma_n$ a random uniform permutation of $S_n$, and an independent model given by

$$\Omega_{q,n} := \sum_{\substack{\deg(\pi) \leq n \\
\pi \in P(\mathbb{F}_q[X])}} B_{\pi} = \sum_{d=1}^{n} \sum_{\pi \in P(\mathbb{F}_q[X]) : \deg(\pi) = d} B_{\pi}$$

where the $(B_{\pi})_\pi$ are independent Bernoulli random variables such that

$$\mathbb{P}(B_{\pi} = 1) = \frac{1}{|\pi|_q} = 1 - \mathbb{P}(B_{\pi} = 0)$$

Here, the generalisation of theorem 3.9 is straightforward, but if the rewriting in terms of bias-conditioning holds, the model without bias is still to be constructed.

**Remark 4.1.** Note another decomposition of $\omega_q(Q_n)$ given in [15, Prop 9.7] that characterises its oscillation around $\lim_{q \to +\infty} \mathbb{E}(\omega_q(Q_n)) = H_n$. This elegant formula uses directly the representation theory of the symmetric group and is in the vein of [12] that study this random variable by decomposing it in two parts, a squarefree part and a remainder.

Last, one could also try to adapt theorem 3.9 to different functionals than $\omega$, for instance the total number of prime divisors of $U_n$ (if $U_n = \prod_{p \in P} p^{v_p(U_n)}$, it is defined as $\sum_p v_p(U_n)$; this is the other random variable that satisfies a mod-Poisson convergence in the Sathé-Selberg theorems) or to $\log |\zeta(1/2 + itU|$, which was the initial motivation.
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