Abstract—Deep neural networks (DNN) have been widely used and play a major role in the field of computer vision and autonomous navigation. However, these DNNs are computationally complex and their deployment over resource-constrained platforms is difficult without additional optimizations and customization.

In this manuscript, we describe an overview of DNN architecture and propose methods to reduce computational complexity in order to accelerate training and inference speeds to fit them on edge computing platforms with low computational resources.
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I. INTRODUCTION

Deep neural network design problems support both theoretical and experimental frameworks of machine learning [1], [2], [7], [8], [14]. They can detect objects, recognize letters, digits, and symbols, and process scenarios such as running children and a crying woman. They are used in video and monitoring systems to understand established social and power networks via marriage alliance and business relations, to model complex scientific collaborations, to examine multilayered climate dynamics and chain reaction of behavior of atoms in molecular biology. They may be used to represent air transportation networks for various companies, in which multilayer structure depicts flight connections operated by different airline companies. Complex algorithms allow such models to compute and analyze situations, understand scenarios, and react to their surroundings, distinguishing between friendly and hostile environments.

Multilayer machine learning models have become more complex, with millions of parameters and weights, in order to achieve more accurate and sophisticated outcomes. But all of such operations are not necessary in order to achieve a reasonable output. In fact, they often drain finite computational time and energy resources, not being able to finish the computation within a reasonable time allowed. See, e.g., other research papers that have investigated optimization problems with low tactical computing platforms ([3], [4], [9]–[11]). Therefore, there is an immense problem due to resource constraints on the tactical weights.

The aim of this manuscript is to reduce multilayer machine learning model complexity whilst keep accuracy of the model by at least a reasonable amount, say $(100 - \varepsilon)\%$, where $\varepsilon$ is small, e.g., $2\%$. That is, we modify the model in neural networks. The goal is to shrink the architectural aspects of the model so that speed, accuracy, and data are preserved. The unnecessary mathematics and processes are removed, depending on the computation, and we execute this by reducing certain computational aspects of model layers in a systematic way.

II. NEURAL NETWORK STRUCTURES

A multilayer machine learning model is an artificial neural network, which is composed of multiple layers of nodes with threshold activation [1], [2], [7], [8], [14]. It consists of an input layer, (multiple) hidden layers, and an output layer. The nodes are weighted, with higher weights representing activated neurons. See Figure II.1.

There are several primary neural network architectural structures. Convolutional neural networks are primarily designed for image recognition, recurrent neural networks best produce predictive results in sequential data, and artificial neural networks model
nonlinear problems to predict the output values for given input parameters from their training values.

A. Convolutional neural networks

In convolutional neural networks, images of a letter, number, or a symbol at a low resolution can be identified by a deep neural network. For example, if the image of a single digit is on a grid of 28 by 28 pixels, then the input consists of $28^2$ input data while the output consists of a single number between 0 to 9. There are multiple hidden layers, with signals forming a feedforward neural network, flowing only in one direction from input to output, see, e.g., Figure II.1.

B. Recurrent neural networks

If patterns in a data set change with respect to time, then recurrent neural networks would best represent such data set. This machine learning model has a structure with a built-in feedback loop, allowing it to act as a forecasting engine. They are applied from speech recognition to driverless vehicles and robotics. Figure II.2 shows the one and only structural layer in the entire network. But here, the output of a layer is added to the next input and fed back into the same layer, which is usually the only layer in the entire network. This process could be thought of as a passage through time. See Figure II.3. Also see [5], [6], [12], [13] for more detail.

Unlike feedforward nets, a recurrent neural network receives a sequence of values as input, as well as produces a sequence of values as output. Its ability to operate with sequences opens up these nets to a wide variety of applications. For example, with a single input and a sequence of outputs, one such application is image captioning. On the other hand, a sequence of inputs with a single output may be used for document classification. When both the input and the output are sequences, these nets can classify videos frame by frame. If a time delay is introduced, the neuron network can statistically forecast that demand in supply chain planning.

C. Artificial neural network

Artificial neural networks are computing systems designed to simulate by analyzing and processing information. As the human brain has around $1.0 \times 10^{12}$ neurons, artificial neural networks are designed in programmable machines to behave like interconnected brain cells.

Each connection can transmit a signal to other neurons. An artificial neuron that receives a signal then processes it and can signal neurons connected to it. The signal at a connection is a real number, and the output of each neuron is computed by some nonlinear function of the sum of its inputs.
III. Neural Network Learning

Neurons are connected to each other in various patterns, to allow the output of some neurons to become the input of others; they form a directed, weighted graph.

A. Neurons

Each artificial neuron has inputs and produces a single output which can be sent to multiple other neurons. Initial inputs may be the feature values of some external data, such as images or documents, or they can be the outputs of other neurons. The outputs of the final output neurons of the neural net accomplish the task, such as recognizing an object in an image or letters and symbols.

We follow the following procedure to obtain the output of the neuron. First, we take the weighted sum of all the inputs, weighted by the weights of the connections from the inputs to the neuron. We add a bias term to this sum. This weighted sum is also called the activation. This weighted sum is then passed through a (usually nonlinear) activation function to produce the output. The ultimate outputs accomplish the task.

B. Connections and weights

The edges are called connections. Neurons and connections have a weight that adjusts as learning proceeds. The weight increases or decreases the strength of the signal at a connection. Neurons have a threshold such that a signal is sent only if the aggregate signal crosses that threshold.

Neurons are aggregated into layers, with different layers performing different transformations on their inputs. Signals travel from the first layer, also known as the input layer, to the last layer, also known as the output layer, possibly after traversing the layers multiple times.

C. Hidden layers

In multilayer neural networks, hidden layers are located between the input and the output layer of the algorithm. The function programmed into the network applies weights to the inputs, adds appropriate bias, and directs them through an activation function as the output. They perform nonlinear transformations of the inputs entered into the network since they are designed to produce an output specific for an intended result. Often times, they are useful when the intended output of the algorithm is a probability, since they take an input and produce an output value \( x \), where \( 0 \leq x \leq 1 \).

Hidden layers allow for the function of a neural network to be broken down into specific transformations of the data, where each hidden layer function is specialized to produce a defined output. As an example, a hidden layer that is used to identify ears and eyes cannot solely identify the person. However, when placed in conjunction with additional hidden layers used to identify the facial structure, hair, body type, etc., the neural network can then make predictions and identify the correct individual within visual data.

Figure III.1 is an example of a simple neural network, which has one hidden layer, while Figure II.1 is an example of a more general neural network, with \( n \geq 1 \) hidden layers.

IV. Propagation and Backpropagation

The problem of vanishing gradient is worse for recurrent neural networks. This is because each time step is the equivalent of an entire layer in a feedforward network. So training a recurrent neural network for 10,000 time steps is equivalent to training a 10,000-layer feedforward net, which leads to exponentially small gradients and a decay of information through time.

One way to address this problem is by the method of gating, which is a technique to help decide when to forget the current input, and when to remember it for future time steps. The most popular gating types are gated recurrent unit (GRU) and long short-term memory (LSTM), while other techniques include gradient clipping, steeper gates, and better optimizers.
When it comes to training a recurrent network, graphics processing units (GPUs) are preferred over central processing units (CPUs), via accumulated evidence on text processing tasks like sentiment analysis and helpfulness extraction. GPUs train the neural network 250 times faster, where GPUs can complete a computation in 1 day versus over 8 months using CPUs.

A notion called stacking (see Figure IV.1) consists of a more complex output than processing a single recurrent neural network.

\[
\begin{array}{c}
t = 0 \\
ts = 1 \\
ts = 2 \\
\vdots \\
ts = N
\end{array}
\]

![Fig. IV.1. An example of stacking in recurrent neural network.](image)

Fig. IV.1. An example of stacking in recurrent neural network.

V. THE STRUCTURE OF NEURAL NETWORK MODELS

A network is a graph that represents a complex system, which uses linear and nonlinear algebraic operations, statistics, linear algebra, and any other necessary mathematical techniques to obtain accurate outcomes.

Assign a weight \( w_i \) to each edge (connection) between neuron from the first layer to our neuron, where \( w_i \in \mathbb{R} \) is allowed to be any positive or negative number. Take all those activations \( a_i \) from the input (first) layer and compute their weighted sum:

\[
\sum_{i=1}^{n} w_i a_i = w_1 a_1 + w_2 a_2 + \ldots + w_n a_n. \tag{1}
\]

See Figure V.1.

Since the weighted sum \( \sum_{i=1}^{n} w_i a_i \) is allowed to be any value, activation values should be between 0 and 1 in order to make sense, e.g., for an image processing scenario. So in such example, normalize the weighted sum into the range \((0, 1)\) using the logistic curve

\[
\sigma : \mathbb{R} \rightarrow (0, 1), \quad \sigma(x) = \frac{1}{1 + e^{-x}}.
\]

The activation \( \sigma(\sum_{i=1}^{n} w_i a_i) \) of the neuron is essentially a measure of the positivity of the relevant weighted sum. If the activation is meaningful only when the weighted sum is bigger than a bias \( b \), then modify the activation by subtracting \( b \):

\[
\sigma(\sum_{i=1}^{n} w_i a_i - b).
\]

So the weights give what pixel pattern this neuron in the second layer is picking up on and the bias says how high the weighted sum needs to be before the neuron begins to be meaningfully active.

The above analysis is for a single neuron, so every neuron in the second layer is connected to all input neurons from the first layer, and each of those connections has its own weight (on the edge) and bias associated with it. This is just the connections from the first layer to the second layer. Connections between all the other layers have their own weights and biases associated with them.

![Fig. V.2. General neural network.](image)
Representing this mathematically, consider the more general case in Figure V.2. Here, we have
\[ a_1^{(1)} = \sigma \left( w_{1,1}^{(0)} a_1^{(0)} + \ldots + w_{1,n_0}^{(0)} a_{n_0}^{(0)} + b_1^{(1)} \right) \]
\[ a_2^{(1)} = \sigma \left( w_{2,1}^{(0)} a_1^{(0)} + \ldots + w_{2,n_0}^{(0)} a_{n_0}^{(0)} + b_2^{(1)} \right) \]
\[ \vdots \]
\[ a_{n_1}^{(1)} = \sigma \left( w_{n_{1,1}}^{(0)} a_1^{(0)} + \ldots + w_{n_{1,n_0}}^{(0)} a_{n_0}^{(0)} + b_{n_1}^{(1)} \right) \]
\[ \vdots \]
Rewrite (2) more compactly as matrices, i.e.,
\[
\begin{pmatrix}
  a_1^{(1)} \\
  a_2^{(1)} \\
  \vdots \\
  a_{n_1}^{(1)}
\end{pmatrix} = \sigma
\begin{pmatrix}
  a_1^{(0)} \\
  a_2^{(0)} \\
  \vdots \\
  a_{n_0}^{(0)}
\end{pmatrix}
+ \begin{pmatrix}
  b_1^{(0)} \\
  b_2^{(0)} \\
  \vdots \\
  b_{n_1}^{(0)}
\end{pmatrix},
\]
or
\[ a^{(1)} = \sigma(W^{(0)} a^{(0)} + b^{(0)}), \]
where
\[
\sigma
\begin{pmatrix}
  v_1 \\
  v_2 \\
  \vdots \\
  v_{n_1}
\end{pmatrix} =
\begin{pmatrix}
  \sigma(v_1) \\
  \sigma(v_2) \\
  \vdots \\
  \sigma(v_{n_1})
\end{pmatrix},
\]
\[ a^{(i)} = \begin{pmatrix}
  a_{i}^{(1)} \\
  a_{i}^{(2)} \\
  \vdots \\
  a_{i}^{(n_1)}
\end{pmatrix}, \quad \text{and} \quad b^{(i)} = \begin{pmatrix}
  b_{i}^{(1)} \\
  b_{i}^{(2)} \\
  \vdots \\
  b_{i}^{(n_1)}
\end{pmatrix},
\]
etc. Figure V.2 has wt + biases parameters, where
\[ wt = a_{n_0}^{(0)} a_{n_1}^{(1)} + a_{n_1}^{(1)} a_{n_2}^{(2)} + \ldots + a_{n_{k-1}}^{(k-1)} a_{n_k}^{(k)} \]
and biases = \[ \sum_{i=1}^{k} a_{n_i}^{(i)} \], where wt is the number of weights and biases is the number of biases.

So for machine learning, we modify the computer with a valid setting for all of these weights and biases so that it will solve the original problem. It seems plausible to change the structure or improve the neural network in order to make the model more efficient. But if the network does work, and not for the reasons that we may expect, then investigating what the weights and biases are doing is an adequate way to challenge one’s assumptions and explore the full spectrum of possible solutions.

As we move from the first layer of edges to the second layer of edges in the general neural network, see Figure V.2, we are applying matrix and column vector products and a logistic curve again, analogous to (2). A specific number that neurons hold depends on the input that has been fed into the model. So each neuron should be thought of as a function.

VI. BACKPROPAGATION ALGORITHM

Consider the general multilayered neural network in Figure V.2. Let \[ C_k = \sum_{j=1}^{n_k} (a_j^{(k)} - y_j^{(k)})^2 \] be the cost function in the output layer, where \[ y_j^{(k)} \]'s are the desired output.

Let \[ z_j^{(k)} = w_{j,1}^{(k-1)} a_1^{(k-1)} + \ldots + w_{j,n_{k-1}}^{(k-1)} a_{n_{k-1}}^{(k-1)} + b_j^{(k-1)}, \]
where \[ 1 \leq j \leq n_k. \] Let \[ a_j^{(k)} = \sigma_k(z_j^{(k)}), \]
where \[ \sigma_k \] is a nonlinear function. The derivative of the cost function with respect to a weight is
\[
\frac{\partial C_k}{\partial w_{j,u}^{(k-1)}} = \frac{\partial a_j^{(k)}}{\partial z_j^{(k)}} \frac{\partial z_j^{(k)}}{\partial w_{j,u}^{(k-1)}} = \frac{\partial a_j^{(k)}}{\partial z_j^{(k)}} \left( \frac{\partial z_j^{(k)}}{\partial w_{j,u}^{(k-1)}} \right) \]
\[ = a_u^{(k-1)} \sigma'_k(z_j^{(k)}) \left( 2 (a_j^{(k)} - y_j^{(k)}) \right), \]
where \[ 1 \leq j \leq n_k \text{ and } 1 \leq u \leq n_{k-1}. \]

The derivative of the cost with respect to one of the activations in layer \[ k-1 \] is
\[
\frac{\partial C_k}{\partial a_u^{(k-1)}} = \sum_{j=1}^{n_k} \frac{\partial z_j^{(k)}}{\partial a_u^{(k-1)}} \frac{\partial a_j^{(k)}}{\partial z_j^{(k)}} \frac{\partial C_k}{\partial a_j^{(k)}},
\]
where \[ 1 \leq u \leq n_{k-1}. \] Here, a neuron in layer \[ k-1 \] influences the cost function through multiple paths, so we sum over activations in layer \[ k \]. This tells us how sensitive the cost function is relative to the activation of the previous layer (see Figure VI.1).

Finally, we have
\[
\frac{\partial C_k}{\partial b_j^{(k)}} = \frac{\partial z_j^{(k)}}{\partial b_j^{(k)}} \frac{\partial a_j^{(k)}}{\partial z_j^{(k)}} \frac{\partial C_k}{\partial a_j^{(k)}} = \sigma'_k(z_j^{(k)}) 2 (a_j^{(k)} - y_j^{(k)}).
\]

More generally,
\[
\frac{\partial C_k}{\partial w_{j,u}^{(l-1)}} = \frac{\partial z_j^{(l)}}{\partial w_{j,u}^{(l-1)}} \frac{\partial a_j^{(l)}}{\partial z_j^{(l)}} \frac{\partial C_k}{\partial a_j^{(l)}} \]
\[ = a_u^{(l-1)} \sigma'_l(z_j^{(l)}) 2 (a_j^{(l)} - y_j^{(l)}), \]
The activation in the previous layer influences the cost function through multiple paths. Fig. VI.1.

where $1 \leq l \leq k$.

Thus, the derivative of the full cost function

$$\frac{\partial C}{\partial w^{(u)}} = \frac{1}{N} \sum_{v=1}^{N} \frac{\partial C^{(v)}}{\partial w^{(u)}}$$

is the average of all training examples, and

$$\nabla C = \begin{bmatrix}
\frac{\partial C}{\partial w_{11}^{(1)}} \\
\vdots \\
\frac{\partial C}{\partial w_{11}^{(v)}} \\
\frac{\partial C}{\partial w_{11}^{(k-1)}} \\
\vdots \\
\frac{\partial C}{\partial b_{n_1}} \\
\vdots \\
\frac{\partial C}{\partial b_{n_k}}
\end{bmatrix}.$$  

VII. OPTIMIZATION AND NEURAL NETWORK REDUCTION

Optimization on tactical computing platforms are very important in today’s society ([3], [4], [9]–[11]), as more advanced models become quickly developed but computational resources remain limited. This prevents even the most advanced computing platforms to complete many of their algorithms.

Optimizers define how neural networks learn; they find the values of parameters/predictors such that a loss function is minimized. In general, the optimizers do not know the terrain of the loss so they need to minimize the function essentially blindfolded.

The original optimizer for deep neural networks involves taking small steps iteratively until the correct weights are reached. However, the problem is the weights are updated once after seeing the entire data set. So this gradient is typically large, and the weights could lead to larger jumps. It may also hover over its optimal value without actually being able to reach it. The solution to this is to update the parameters more frequently.

One example is to use stochastic gradient descent, which updates the weights after seeing each data point, instead of the entire data set. But this may make exceedingly noisy jumps that move away from the optimal values since it is influenced by every single sample. Because of this, mini-batch gradient descent is used as a compromise, updating the parameters after several samples.

Another way to decrease the noise of stochastic gradient descent is to add the concept of momentum. The parameters of a model may have the tendency to change in one direction, typically if examples follow a similar pattern. With this momentum, the model can learn faster by paying little attention to the few examples that throw it off from time-to-time. But there is a problem here also. The jumps could be too large to the point that the cost function actually moves away from the minimum, optimal values. That is, choosing to blindly ignore samples simply because they are not typical may be a costly mistake, resulting in a loss. However, adding an acceleration term will help. The weights for the model-in-training (neural network edge values that are being adjusted) could become larger, with little to no effect from the outliers. This would show that discarding the outliers would not lead to a drastic loss in order to fine-tune the current model.

With multiple predictors, the learning rate is fixed for every parameter, but one can impose adaptive learning rate to each parameter, where different size step is taken for every parameter. Adaptive learning rate optimizers are able to learn more along one direction than another, so they can traverse certain types of terrain. Furthermore, momentum updates for each parameter could also be imposed.

The mathematics behind neural networks reduces to using calculus and other analytical techniques to find the minimum of the cost function. Conceptually, we are thinking of each neuron as being connected to all the neurons in the previous layer. The weights $w_i$ or $w_{i,j}^{(k)}$ in the weighted sum defining its activation in (1) and (2) are the strengths of those connections. The bias $b$ is an indication of whether or not that
neuron tends to be active or inactive.

One constructs a cost function to determine wrong or erroneous output, i.e., it is the sum of the square of the differences between actual and predicted output activations. That is, a cost function $C$ has weights $w$ and biases as it input and a single number as its output, which says how bad its weights and biases are, and the way that it is defined depends on the network’s behavior over all the thousands of pieces of labelled training data, which is the cost of a single training example.

We want to minimize the cost function by changing all of the weights and biases (all connections) to most efficiently decrease the cost. But the smallest local value of the cost function is not necessarily the global minimum value. In fact, attaining the global minimum may be computationally heavy, possibly wasting time and resources, since we are working with possibly millions of weights and biases. One uses gradient descent $-\nabla C(w^{(0)}_{1,1}, \ldots, w^{(0)}_{m}, w^{(0)}_{k,1}, \ldots, w^{(0)}_{k,1}, \ldots, w^{(0)}_{k,1}, n_0)$, which is the direction of the steepest descent, i.e., it maximally decreases the output of the cost function as quickly as possible. For example, see Figure VII.1.

$$
-\nabla C = \begin{pmatrix}
  w^{(0)}_{1,1} \\
  \vdots \\
  w^{(0)}_{m,n_0} \\
  \vdots \\
  w^{(k)}_{1,1} \\
  \vdots \\
  w^{(k)}_{m,n_0}
\end{pmatrix}^t
= \begin{pmatrix}
  0.25 \\
  \vdots \\
  -0.05 \\
  \vdots \\
  1.034 \\
  \vdots \\
  -2.98
\end{pmatrix}
\begin{pmatrix}
  \uparrow w^{(0)}_{1,1} \\
  \vdots \\
  \downarrow w^{(0)}_{m,n_0} \text{ by } \approx 0 \\
  \vdots \\
  \uparrow w^{(k)}_{1,1} \text{ by a lot} \\
  \vdots \\
  \downarrow w^{(k)}_{m,n_0} \text{ by a lot}
\end{pmatrix}
$$

Fig. VII.1. The notation $t$ is the transpose of the column vector. This is an example of the negative of the gradient function, paving a way for a strategy on a neural network to minimize the cost function. The relative magnitude of the components tells us how sensitive the cost function is to each weight and bias, i.e., which changes matter more.

We see in Figure VII.1 that an adjustment to some of the weights have a greater impact on the cost function than the adjustment of other weights. Thus, some of the connections matter much more for the training data. The gradient descent function encodes the relative importance of each weight and bias. When changing by some small multiple of $-\nabla C$, the relative importance of the weights and bias remain the same. As we can see, this technique is computationally heavy due to immense set of input data. Furthermore, the testing data may show that the number of correct outputs over the total number of simulations may be close to approximately $95 - 98\%$ of testing accuracy, not $100\%$, as we would like.

Backpropagation is an algorithm for computing the gradient descent. Theoretically, the way we adjust weights and biases for a single gradient descent step also depends on every single training example (since each step uses every example), but for computational efficiency, we will keep from needing to obtain every single example for every single step.

First, consider one single example, for example, the image of the number 8. We will discuss the effects this one training example have on how the weights and biases get adjusted. If the neural network is not yet well-trained, activations in the output will appear random. For example, there are 10 outputs labelled from 0 to 9 and we may have

$$
a^{(k)}_{1} = 0.4 \\
a^{(k)}_{2} = 0.7 \\
a^{(k)}_{3} = 0.2 \\
a^{(k)}_{4} = 0.1 \\
a^{(k)}_{5} = 0.0 \\
a^{(k)}_{6} = 0.4 \\
a^{(k)}_{7} = 1.0 \\
a^{(k)}_{8} = 0.1 \\
a^{(k)}_{9} = 0.0 \\
a^{(k)}_{10} = 0.3
$$

where $a^{(k)}_{j}$ is the neural network output for the number $j - 1$, $1 \leq j \leq 10$. If the network is well-trained, then all $a^{(k)}_{j}$ should go down to 0, except $a^{(k)}_{9}$ since we are considering the image of the number 8, so $a^{(k)}_{9}$ should go up to 1. We cannot change these activations but instead, we may influence weights and biases. Moreover, the sizes of these nudges are proportional to how far away each current value is from its target value. For example, the increase to that number 8 neuron activation, i.e., $a^{(k)}_{9}$, is more important than the decrease to the number 3 neuron, i.e., $a^{(k)}_{3}$, which is fairly close to where it should be.

Focusing on $a^{(k)}_{9}$, this activation $a^{(k)}_{9}$ is defined as the weighted sum of all of the activations in the previous layer, plus a bias, and then it has been
substituted into a nonlinear function $\sigma$, cf., (2). We see that there are three different ways to increase the activation: increase the bias, increase the weights, or change the activations from the previous layer.

Consider the weights. In order to adjust the weights, notice that the weights have differing levels of influence. The connections with the brightest neurons from the preceding layer have the biggest effect since those weights are multiplied by larger activation values. If we increase one of those weights, it has a stronger influence on the ultimate cost function than increasing the weights of connections with dimmer neurons.

Note that when we consider the gradient descent, we care not only the sign of each component, but we care about the magnitude of each component. That is, the neurons that are firing when seeing the number 8 get even more greatly linked to those firing when thinking about the number 8.

The last way to increase this neuron’s activation is by changing all the activations from the previous layer, and in proportion to each associated weight. Namely, if everything connected to that digit 8 neuron with a positive weight got brighter and everything connected with a negative weight got dimmer, then the digit 8 neuron would become more active. We do not have direct influence on these activations, but we only have control over the weights and biases.

Now, focusing on all the other neurons $a_j^{(5)}$ in the output layer, where $j \neq 8$, we want all of the other neurons in the last layer to become less active; each of those other output neurons has its own algorithm about what should happen to that second-to-last layer. We thus need to put together the strategy for the output neuron 8 along with the strategies for all the other output neurons for what should happen to this second-to-last (hidden) layer, proportionately to the weights and to how much each of those neurons needs to change.

Applying backpropagation is adding together these desired effects to obtain a list of nudges that we want to occur in the second-to-last layer. After we apply this, we recursively apply this algorithm to the relevant weights and biases that determine those values by repeating this process and moving backwards through the network.

This is how a single training example wishes to nudge each one of those weights and biases. If we only focused on one simple example of 8, then the network would ultimately be incentivized just to classify all images as an 8. So what we need to do is go through this same backpropagation routine for every other training example, recording how each of them would like to change the weights and the biases. Then we average together these desired changes, over all training data. This collection of the average changes to each weight and bias is the negative gradient of the cost function.

Gradient descent in practice takes large amount of computational time to add up the influence of every single training example, every single gradient descent step. So what we do instead is stochastic gradient descent, i.e., we randomly shuffle our training data and then divide it into groups of mini-batches, for example, each one having 1000 training examples. Then we compute a gradient descent step using backpropagation according to the mini-batch. This doesn’t give the actual gradient descent of the cost function, which depends on all of the training data. So this is not the most efficient step downhill, but we do obtain a fairly decent approximation, and it gives us a significant computational speed up. That is, if we plot the trajectory of the network under the relevant cost surface, it would be similar to a person aimlessly walking downhill, taking quick steps, rather than a carefully calculating person determining the exact downhill direction of each infinitesimal step, before taking a very slow and careful step in that direction.

**VIII. NEURAL NETWORK COMPLEXITY**

Numerous labelled training data are needed, like handwritten numbers, letters, and symbols, or people labelling tens of thousands of images. Neural networks are governed by bandwidth and performance. As there is a higher demand for artificial intelligence, there is a greater need for bandwidth reduction and performance bump, which will allow one to load less data from system memory into the local memory and overall from the system.

Although researchers have investigated many ways towards neural network reduction, we focus on certain convolution called Rectified Linear Units (ReLU) or rectified linear activation function. That is, we insert a new layer to create more sparsity in the weights and in the activations. ReLU is a piecewise linear function whose output will be the input directly
However, for our manuscript, we modify the function as
\[ f(x) = \begin{cases} 0 & \text{if } x \leq \varepsilon, \\ x & \text{if } x > \varepsilon, \end{cases} \]
where \( \varepsilon > 0 \). After applying modified ReLU, we know that sparsity increases from 15% to about 35% in the weights after pruning and then retraining, and in activation, applying modified ReLU (pruning) and then retraining will extend sparsity from 40% to approximately 60–90%. It’s clear that our modification will increase the sparsity to beyond 35% and 90% since the weights and activations that contribute negligible amounts still contribute negligible amounts after pruning; this is also because the sum of negligible numbers is still negligible relative to other weights and activations. This procedure will give us a swift identification of objects by machines as complexity has been further reduced by using modified ReLU.

Therefore, we modify (7) and apply it to nonlinear functions like the sigmoid in (2) so that modified ReLU is applied to our deep neural network, i.e.,

\[
\begin{align*}
\alpha_1^{(1)} &= \begin{cases} 0 & \text{if } x_1^{(1)} \leq \epsilon_1^{(1)}, \\ \sigma(x_1^{(1)}) & \text{if } x_1^{(1)} > \epsilon_1^{(1)}, \end{cases} \\
\alpha_2^{(1)} &= \begin{cases} 0 & \text{if } x_2^{(1)} \leq \epsilon_2^{(1)}, \\ \sigma(x_2^{(1)}) & \text{if } x_2^{(1)} > \epsilon_2^{(1)}, \end{cases} \\
\vdots & \quad \vdots \\
\alpha_{n_1}^{(1)} &= \begin{cases} 0 & \text{if } x_{n_1}^{(1)} \leq \epsilon_{n_1}^{(1)}, \\ \sigma(x_{n_1}^{(1)}) & \text{if } x_{n_1}^{(1)} > \epsilon_{n_1}^{(1)}, \end{cases} \\
\vdots & \quad \vdots
\end{align*}
\]

where \( \epsilon_1^{(1)}, \epsilon_2^{(1)}, \ldots, \epsilon_{n_1}^{(1)}, \ldots \geq 0 \), and

\[
\begin{align*}
x_1^{(1)} &= w_{1,1}^{(0)} a_1^{(0)} + \ldots + w_{1,n_0}^{(0)} a_{n_0}^{(0)} + b_1^{(0)}, \\
x_2^{(1)} &= w_{2,1}^{(0)} a_1^{(0)} + \ldots + w_{2,n_0}^{(0)} a_{n_0}^{(0)} + b_2^{(0)}, \\
\vdots & \quad \vdots \\
x_{n_1}^{(1)} &= w_{n_1,1}^{(0)} a_1^{(0)} + \ldots + w_{n_1,n_0}^{(0)} a_{n_0}^{(0)} + b_{n_1}^{(0)}, \\
\vdots & \quad \vdots
\end{align*}
\]

IX. SUMMARY AND FUTURE DIRECTION

Deep neural networks are emerging in many technologies today. We introduced three common neural networks and then discussed the role of activations, weights, hidden layers, and bias. Understanding the mathematics behind propagation and backpropagation enabled us to introduce an optimization model which further reduces the computational complexity by introducing more sparsity into the model. With modified ReLU implemented in the deep neural network, we have enabled for the training and inference speeds to accelerate further on computing platforms consuming low computational resources.
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