Proper time to the black hole singularity from thermal one-point functions
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1 Introduction

If you are going to fall into a Schwarzschild black hole, it would be helpful to know how long you can live inside. Your lifetime inside is shorter than (or equal to) the time between the bifurcation surface and the singularity. See figure 1. Given that this is an interesting property of a black hole, we would like to be able to extract it by computing properties of correlation functions outside the black hole.
Figure 1. We define $\tau_s$ to be the time between the bifurcation surface and the singularity. $\ell_{\text{hor}}$ is the (renormalized) distance from the horizon and the boundary. The time from the horizon to the singularity along any timelike curve, such as the orange curve is smaller than $\tau_s$.

Under some reasonable assumptions, the simplest correlation function — the one-point function of a massive field — contains this information. In particular, one needs to examine the dependence of this expectation value on the mass of the field. We argue that the time to the singularity, $\tau_s$, is contained in its exponential large-mass behavior

$$\langle O \rangle \sim \text{(powers of } m) \times \exp[-im\tau_s - m\ell_{\text{hor}}], \quad \text{for } \text{Im}(m) < 0,$$

where we have assumed that $m$ has a negative imaginary part. In other words, we can say that the time to the singularity arises from a “phase” in the one-point function. Of course, the one-point function is real for real $m$, but it develops this “phase” for complex $m$.\footnote{The word “phase” is in quotation marks because, for complex $m$, the term involving $im\tau_s$ is not a pure phase. It is just the term with an extra $i$ in the exponential.} This expression requires some assumptions about the coupling of the massive field to gravity, which we specify below.

Let us first give a quick rationale for this formula and we will make more precise statements later in the paper.

A minimally coupled field has a quadratic action which leads to a vanishing one-point function. However, a non-zero value could result if higher-derivative corrections to the action, such as a coupling between the field and the squared Weyl tensor, are included. Physically, this means that the particle in question can decay into two gravitons. This assumption is true if the initial field is a generic massive string mode in string theory. On a black hole background, this gravitational coupling leads to a source term for the field and therefore, a one-point function\footnote{In three bulk dimensions, thermal one-point functions arise due to particles wrapping the horizon [2].}.

We are treating the field as a probe of the background, ignoring its backreaction. In the large-mass approximation, correlation functions of the field can be approximated in terms of geodesics. The geodesic starts at the insertion point of the operator. The other end is integrated over spacetime, weighed by the background value of the squared Weyl tensor. In a saddle-point approximation, we should balance the “force” from the geodesic with that exerted by the spatial variation of the Weyl tensor. Because of the large mass, the geodesic contribution dominates everywhere except very
close to the singularity. For this reason, the saddle point is at a (complex) radial position very near the singularity. Therefore, the saddle-point approximation gives us the time to the singularity as in (1.1). See figure 1. The real part in the exponent involves the distance from the operator insertion to the horizon.

There are some further details and qualifications that we will spell out later in the paper. In the context of a simple example of AdS/CFT, such as the case of $\mathcal{N} = 4$ four-dimensional supersymmetric Yang-Mills [3–5], we are considering one-point functions on a black hole background to leading order in the large-$N$ approximation. The massive field can be a massive string state in the bulk with mass on the order of the string scale. The mass can be varied by varying the t’ Hooft coupling of the gauge theory, since $m \propto \lambda^{1/4}$ [4, 5]. We can also give it an imaginary part by taking $\lambda$ complex, in which case (1.1) holds.

Our discussion is in the spirit of [6], though the analytic continuation we use looks a bit simpler. The information we get is also simpler. We only claim that it gives us the time to the singularity. On the other hand, the procedure in [6] gives a more direct signal from the singularity.

The rest of the paper is organized as follows. In section two, we explain how higher-derivative corrections give rise to thermal one-point functions. In section three, we discuss how to compute the one-point functions for large mass by using a geodesic approximation. In section four, we discuss in detail the example of a black brane. In section five, we explore various geodesics that can contribute for more general black holes. In section six, we discuss some aspects of black holes with inner horizons. Finally, we present some conclusions.

2 One-point functions from higher-derivative corrections

We consider the Lagrangian

$$S = \frac{1}{16\pi G_N} \int \left[ \frac{1}{2} (\nabla \varphi)^2 + \frac{1}{2} m^2 \varphi^2 + \alpha \varphi W^2 \right],$$

(2.1)

containing a single massive field and the simplest higher-derivative coupling to the gravitational field. Here $W^2 = W_{\mu\nu\delta\sigma} W^{\mu\nu\delta\sigma}$ is the square of the Weyl tensor.\(^3\) Here we consider a scalar field, but one can write similar couplings for higher-spin fields. The coupling $\alpha$ is expected to be small, $\alpha \propto \alpha' \propto \frac{1}{\sqrt{\lambda}}$.\(^4\) Note that (2.1) is a coupling that appears in the classical theory at leading order in the $G_N$ expansion.

Let us consider this theory in AdS$_{d+1}$. In AdS, $W^2 = 0$ and the one-point function is also zero, as generically required by conformal symmetry. On the other hand, for a black hole the Weyl tensor is nonzero, and this nonzero value sources the field $\varphi$. In Euclidean space, we can write the one-point function as

$$\langle O(0) \rangle \propto \alpha \int_{\text{EBH}} d^{d+1} x \sqrt{g} G(0; x) W^2,$$

(2.2)

where $G$ is the boundary-to-bulk propagator for the massive field. The integral is over the Euclidean black hole. This integral is convergent for small enough masses, namely, $\Delta < 2d$.

\(\text{\(^3\)Couplings to the Ricci scalar or Ricci tensor can be removed by field redefinitions.}\)

\(\text{\(^4\)Causality based bounds on $\alpha$ were discussed in [7, 8].}\)
Here, $\Delta$ is the scaling dimension, given by $[4, 5]$

$$\Delta = \frac{d}{2} + \sqrt{\frac{d^2}{4} + m^2 R^2}, \quad \Delta \sim mR, \quad \text{for } mR \gg 1. \quad (2.3)$$

For $\Delta > 2d$, the integral (2.2) diverges. This divergence is a common feature of AdS Witten diagrams involving fields that can decay into lighter fields. In this case, the field $\varphi$ can decay into two gravitons. By analytically continuing in the dimension, we can define finite integrals, as is standard $[9]$. In this case, the resulting function has poles at certain values of $\Delta$. These values are the dimensions of multi-graviton operators that have non-zero vacuum expectation values in the black hole background. One possible sequence of operators corresponds to powers of the stress tensor and lead to poles at $\Delta = nd$, for $n \geq 2$. These poles result from enhanced operator mixing when there is a “resonance”. For generic operator dimensions, the mixing is suppressed by powers of $1/N$. However, if two dimensions coincide, then we can have mixing at leading order in the large-$N$ expansion.

The fact that this mixing is larger than for generic dimensions leads to poles in correlators as function of the dimension. More precisely, when we think about the regularized version of the operator $O$, it can mix with lower-dimension operators. When we compute the one-point function, we are interested in the one-point function of the operator with the large dimension. In the large-$N$ limit, this is well defined as long as $\Delta$ is not at one of the resonant dimensions.

3 One-point functions from the geodesic approximation

For large mass, $mR_{\text{AdS}} \sim \Delta \gg 1$, we can use the geodesic approximation for the propagator in (2.2). This amounts to approximating

$$G \sim e^{-m\ell}, \quad (3.1)$$

where $\ell$ is the (renormalized) proper length between the boundary and a bulk point. The prefactor in (3.1) can also be written down, see appendix B.

When we insert this into (2.2), we find that the propagator has a strong dependence on position due to the large exponent in (3.1). Furthermore, (3.1) is strongly peaked near the boundary, which leads to a divergence there — the same one we mentioned above when $\Delta$ is large. This divergent contribution can be interpreted as arising from the $\varphi$ particle decaying into gravitons near the boundary, which gives us the expectation value of the corresponding multi-trace operator of the stress tensor. Notice that a conceptually similar feature arises when we compute the vacuum AdS three-point functions between $O$ and two stress tensors, using the geodesic approximation. This integral near the boundary gives rise to the poles in the three-point function. In appendix C we discuss a simple example.

The interesting contribution to the one-point function comes from a solution where we balance the pull from the propagator (3.1) and the $W^2$ term. This can happen only where the $W^2$ term is varying rapidly. This does not happen anywhere in the Euclidean black hole. However, we can analytically continue the integral to the region near the singularity.
where $W^2$ is diverging and thus, we can find a balance between the two terms. In order to continue the geodesic beyond the horizon, we need to pick a branch. We must decide whether to continue it as $\ell = \ell_{\text{hor}} + i\tau$ or as $\ell = \ell_{\text{hor}} - i\tau$. This is selected by giving an imaginary part to $m$, say $m = m - i\epsilon$. Then one of these continuations results in a decreasing exponential, the one with $\ell_{\text{hor}} + i\tau$. This decreasing exponential is what we expect from a saddle-point evaluation and we will later justify it more explicitly in a special case.

At the saddle point, we have the equation

$$-im + \partial_\tau \log W^2 = 0 \quad \rightarrow \quad im + \frac{c}{\tau_s - \tau_s} = 0 \quad \rightarrow \quad \tau_s - \tau_s = -\frac{ic}{m},$$

where $c$ is an order one positive constant. We see that for large mass, the saddle point $\tau_s$ is near the singularity at $\tau_s$. The displacement away from the singularity is imaginary. This implies that we cannot view this as a point in the Lorentzian black hole. Still, it is close to the singularity in the sense that the leading-order approximation for the integral is given by evaluating

$$\langle O \rangle \propto \sqrt{g(\tau_s)}W^2(\tau_s)e^{-ml(\tau_s)} \times \text{exp}[-m\ell_{\text{hor}} - im\tau_s] \times (\text{powers of } m).$$

The first term comes from evaluating the propagator at the singularity. The deviation away from the singularity in (3.2) gives a subleading correction. Similarly, the $W^2$ term in (3.2) only gives powers of $m$. We see then, that the small displacement in the imaginary direction in (3.2) is not important and the final answer involves the time to the singularity.

Let us make some comments:

- We are using the fact that we can vary $m$ in order to focus on the $m$-dependence of the correlator. This is appropriate in the case of black holes in string theory, where we can keep the black hole metric fixed and vary the string length, which varies the mass of the fields.

- In the particular case of $\mathcal{N} = 4$ supersymmetric Yang-Mills, the change in the mass of the field, or the string length, can be achieved by varying the 't Hooft coupling of the theory.

- When we claim that the exponential dependence on $m$ only comes from the propagator, we are assuming that the coupling $\alpha$ in the Lagrangian (2.1) does not itself have an exponential dependence on $m$. Indeed, in the $\mathcal{N} = 4$ SYM example, it has only a power law dependence on the coupling. Generically in string theory, it is expected to have a power-law dependence on the string length.

- The dependence of the one-point function on the temperature, or the mass of the black hole, is contained within $\ell_{\text{hor}}$. We will see examples below.

- We have not shown that the particular saddle point we picked is the dominant one, or that it even contributes. We will return to this question later. Depending on the size of the imaginary part of $m$, other saddles can contribute more.

- Until now, we have discussed the case of a Schwarzschild black hole with its spacelike singularity. We will later discuss black holes with inner horizons.
4 Thermal one-point functions for planar black branes

In this section we consider black branes in various dimensions. In this case, we can do the analytic computation as well as the geodesic analysis. We find a match between these two approaches.

4.1 Analytic computation

This computation was done in [1] and we now review it. The black brane metric in $\text{AdS}_{d+1}$ is

$$ds^2 = \frac{R^2}{z^2} \left[ -f(z) dt^2 + \frac{dz^2}{f(z)} + dx^2 \right], \quad f(z) \equiv 1 - \frac{z^d}{z_0^d}, \quad z_0 = \frac{d}{4\pi} \beta. \quad (4.1)$$

Since the temperature is the only scale, the temperature dependence is fixed as

$$\langle O \rangle \propto z_0^{-\Delta} \propto T^\Delta. \quad (4.2)$$

We are then left with the problem of fixing the overall coefficient. For this purpose, we can adjust the temperature so that $z_0 = 1$.

To construct the propagator, we solve the wave equation with only radial dependence. After defining

$$h \equiv \frac{\Delta}{d}, \quad w \equiv \frac{z^d}{z_0^d}, \quad (4.3)$$

we find equations that are independent of $d$. We pick two solutions, one regular at infinity and one at the horizon:

$$g_{\text{inf}}(w) = w^h \ 2F_1(h, h, 2h; w), \quad g_{\text{hor}}(w) = w^h \ 2F_1(h, h, 1; 1 - w). \quad (4.4\text{a/b})$$

We then construct the Green’s function for the canonically normalized field as

$$G(w, w') = -\frac{1}{R^{d-1} d \Gamma(2h)} (g_{\text{inf}}(w)g_{\text{hor}}(w')\theta(w' - w) + g_{\text{inf}}(w')g_{\text{hor}}(w)\theta(w - w')). \quad (4.6)$$

Inserting this into (2.2) and using the fact that, for the metric (4.1), the squared Weyl tensor is

$$W^2 = \frac{d(d-2)(d-1)^2}{R^4} \left( \frac{z}{z_0} \right)^{2d} w^2, \quad (4.7)$$

we get the final expression for the one-point function:

$$\langle O \rangle = -C_N \sqrt{\frac{16\pi G_N}{R^{d-1} d^2}} \frac{\alpha}{R^2} \frac{(d-2)(d-1)^2}{d} \frac{\Gamma(h)^2}{\Gamma(2h)} \int_0^1 dw \ w^h \ 2F_1(h, h, 1; 1 - w)$$

$$= -C_N \sqrt{\frac{16\pi G_N}{R^{d-1} d^2}} \pi \alpha \left( \frac{4\pi T}{d} \right)^\Delta \frac{(d-2)(d-1)^2}{d} \frac{\Gamma(h)^2}{\Gamma(2h)} \frac{h(1-h)}{\sin \pi h}. \quad (4.8)$$

[1] did the $d = 3$ case, but, as we will see, the hard part is the same for all $d$. 
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In the second line, we have restored temperature dependence by using (4.2) and inserting an extra factor of $z_0^{-\Delta}$. Here, $C_N$ is a normalization coefficient that depends on how we normalize the operator $O$, see (A.7). Note that $C_N$ does not have an exponential dependence on $h$.\(^6\) In the final expression (4.8), the only important factor for us will be the $1/\sin \pi h$.

We see that (4.8) has poles at $\Delta = nd$ for $n \geq 2$. The integral expression is convergent only for $\Delta < 2d$, since the hypergeometric function behaves like $w^{-2h+1}$ for small $w$. Here we defined the integral by analytically continuing $h$. The small-$w$ region, which gives rise to the divergences and the poles, corresponds to the region near the boundary of AdS\(^{d+1}\).

As previously mentioned, we interpret the poles as arising from mixing with operators that are powers of the stress tensor, $T^n$, $n \geq 2$. For black branes, operators involving derivatives of the stress tensor are zero [10, 11], implying that expectation values of operators of the schematic form $T \partial^2 m T$ vanish.\(^7\)

Giving a small negative imaginary part to $\Delta$ (or equivalently to $h$ or $m$), we can avoid these poles and obtain a large-$|\Delta|$ exponential behavior of the form (for $z_0 = 1$):

$$\langle O \rangle \sim e^{-i\pi (\frac{\Delta}{d}) 4^{-\Delta}} e^{-i\pi (\frac{mR}{d}) 4^{-\frac{mR}{d}}}, \quad \text{for } \text{Im}(\Delta) \propto \text{Im}(m) < 0. \quad (4.9)$$

If the imaginary part of $m$ had been positive, we would need to change $i \rightarrow -i$ in (4.9). The factor of $4^{-\Delta}$ comes from the gamma functions in (4.8).

Notice that (4.8) is real for real $h$. However, as we give $h$ a small negative imaginary part, one of the exponentials in the sine factor of (4.8) dominates and gives rise to the “phase” in (4.9).

### 4.2 Geodesic approximation

The candidate saddle-point approximation (3.3) involves the integral

$$\ell = R \int_0^\infty \frac{dz}{z\sqrt{1-z^d}} = R \int_0^\infty \frac{dw}{w\sqrt{1-w}}, \quad \text{for } z_0 = 1. \quad (4.10)$$

This integral diverges at small $w$, which is the region near the boundary. In addition, we must decide how to go around the branch cut that starts at the horizon, $w = 1$. The singularity is at $w = \infty$. The small-$w$ divergence can be regularized in the same way as the divergence of the two-point function in empty AdS, see appendix A.1. This gives the renormalized length to the singularity as

$$\ell = \ell_{\text{hor}} - i\tau_s = \frac{R}{d} \lim_{w_\infty \rightarrow 0} \left[ \int_{w_\infty}^\infty \frac{dw}{w\sqrt{1-w}} + \log w_\infty \right] = \frac{R}{d} \left[-i\pi + \log(4)\right]. \quad (4.11)$$

To compute the imaginary part, we had to pick a path around the cut starting at $w = 1$ in the first integral. We could have chosen either sign and we discuss this choice in the next subsection.

Setting the one-point function to $\langle O \rangle \sim e^{-m\ell}$, we reproduce (4.9). We see that the factor of $4^{-\Delta/d}$ comes from the renormalized length up to the horizon. When $z_0 \neq 1$, this also reproduces the temperature dependence.

\(^6\)We can also do this computation more generally for a $(W^2)^{1+k}$ coupling. It involves, $\int_0^\infty dw w^{h+2k} F_1(h, h, 1 - w) = \Gamma(1 + h + 2k)\Gamma(2 - h + 2k)/\Gamma(2 + 2k)^2$. This correctly reproduces (4.8) for $k = 0$.

\(^7\)In this expression, the derivatives are acting on both factors of $T$ in such a way as to yield a conformal primary.
4.3 A more detailed saddle-point analysis

Here we sketch a more systematic saddle-point analysis for the integral (4.8). It is convenient to choose a variable $\rho$ defined by

$$z^d = w = \frac{1}{(\cosh \frac{\rho}{2})^2},$$

which is such that we can interpret $\rho$ as proportional to the proper distance from the horizon.\(^8\)

The first step is to define the integral for large $h$. The problem here is the divergence near $w = 0$, where the integrand behaves like

$$\int dw (Aw^{1-h} + Bw^h) \sim \int d\rho \left( \frac{Ae^{(h-2)\rho}}{\rho} + \frac{Be^{-(h-1)\rho}}{\rho} \right), \quad \text{for} \quad w \ll 1, \quad \text{or} \quad \rho \gg 1. \quad (4.13)$$

For small $w$ and large positive $\rho$, we have that $w \propto e^{-\rho}$. This is the region near the AdS boundary. If we make $h$ complex, then it is possible to make the integral convergent by tilting the integration contour into the imaginary direction. It is possible to tilt it in such a way that both terms are convergent. This defines a convergent integral, which is the integral that we would like to approximate using the saddle-point method.

We fix a bulk point, and look for a geodesic that goes from this point to the point on the boundary where the operator is inserted. We are supposed to integrate over the angular direction of the bulk point. This integral is the same as integrating over the position of the insertion of the boundary operator. So we fix an arbitrary position of the angular coordinate for the bulk point, but we allow the geodesic to end at any value of the euclidean time direction on the boundary. The point where its ends will be chosen by minimizing the length of the geodesic. There are two geodesics that go from a given bulk point to the boundary. One goes straight to the boundary, the other goes to the horizon (the tip of the cigar) and then to the boundary. We call them the “short” and the “long” geodesics, respectively, see figure 2. We need to sum over the contributions of these two geodesics. These long and short geodesics are responsible for the two terms we have in (4.13). The second term is the long geodesic contribution, which is convergent at large $\rho$. The first term is the short geodesic contribution, which diverges on the original contour.

\(^8\)The actual proper distance is $\frac{R}{\pi} \rho$.
After we choose the tilted contour indicated above, we can rotate the contour differently for the short and long geodesic contributions. For the long geodesic, we simply bring it to the original position, at $\rho \in [0, \infty]$. For the short geodesic, we must approach the continuation more carefully.

We set

$$\text{Im}(h) < 0. \quad (4.14)$$

Then the convergent contour is one that is tilted towards the negative imaginary direction by an angle greater than the angle of the complex number $-ih^*$. In other words, we start with a contour which begins at $\rho = 0$ and goes along $\rho = -ih^*(1 - i\epsilon)\sigma$, with $\sigma \gg 1$ in the complex plane for large $|\rho|$. See figure 3(b).

Let us return to the full integral. The choice of variables (4.12) is such that the exponent in the propagator is simple

$$G \propto e^{-m\ell_{\text{short}}(\rho)} + e^{-m\ell_{\text{long}}(\rho)} \propto e^{-m\ell_{\text{hor}}} \left[ F_{\text{short}}(\rho)e^{h\rho} + F_{\text{long}}(\rho)e^{-h\rho} \right], \quad (4.15)$$

where

$$\ell_{\text{short}}(\rho) = \ell_{\text{hor}} - \frac{R}{d}\rho, \quad \text{and} \quad \ell_{\text{long}}(\rho) = \ell_{\text{hor}} + \frac{R}{d}\rho. \quad (4.16)$$

---

Figure 3. In (a) we see the $w$-plane. The boundary is at $w = 0$ and the horizon at $w = 1$. In blue, we see the naive contour $C_n$. In red, we have depicted the integration contour $C_{\text{conv}}$ that leads to a convergent answer when $\text{Im}(h) < 0$. The singularity is at $w = \infty$. In (b) we see the $\rho$-plane. $\rho = 0$ is the horizon and there are multiple images of the singularity at $\rho = (1 + 2n)i\pi$. The convergent contour is depicted in red. It can be deformed to the steepest-descent contours shown in green. These pass through the saddle points. We are also left with the contour $C_{s-\text{left}}$, from the short geodesic contribution. Additionally, we have $C_{\text{long}}$ computing the long geodesic contribution, shown in orange. Along the short and long contributions, the propagator takes the form $e^{h\rho}$ and $e^{-h\rho}$, respectively.
The prefactors, \( F(\rho) \), in (4.15) do not have exponential dependence on \( m \) and are discussed in appendix B. For now, we will ignore them.

The square of the Weyl tensor (4.7) is

\[
W^2 \propto w^2 \propto \frac{1}{(\cosh \frac{\rho}{2})^4} = \exp \left[ -4 \log \left( \cosh \frac{\rho}{2} \right) \right].
\]

(4.17)

In order to make this term competitive with the propagator term, we can replace \( W^2 \to W^{2k} \).

For \( h < 2k \), there is a saddle point along the original integration contour, for real and positive \( \rho \). However, we are really interested in the case where \( h \gg k \). Notice that (4.17) diverges at

\[
\rho = -(1 + 2n) \pi i, \quad n \in \mathbb{Z}.
\]

(4.18)

In fact, we find saddle points at

\[
\partial_{\rho} \left( h\rho - mL_{\text{hor}} + 4 \log \left( \cosh \frac{\rho}{2} \right) \right) = 0 \quad \rightarrow \quad \rho = -(1 + 2n) \pi i + \eta,
\]

(4.19)

where \( \eta \) is a small quantity, with a positive real part, given explicitly by

\[
tanh \frac{\eta}{2} = \frac{2}{h}.
\]

(4.20)

The original tilted contour, \( C_{\text{conv}} \) in figure 3, can be rotated clockwise to the negative real-axis direction. In doing so, this integral can be expressed as a sum of steepest-descent contours passing through the saddle points (4.19). All saddle points contribute equally, except for a factor of \( e^{-2\pi i h} \). The sum is then proportional to

\[
\langle O \rangle \propto 4^{-h} \sum_{n=0}^{\infty} e^{-(1+2n)\pi i h} \propto 4^{-h} \frac{e^{-i\pi h}}{1 - e^{-2i\pi h}} \propto \frac{4^{-h}}{\sin \pi h}.
\]

(4.21)

In evaluating the exponent, we have only kept the leading term in the large-\( h \) expansion and are ignoring powers of \( h \) in (4.21). If \( h \) has a negative imaginary part, higher-order terms in this sum are more and more suppressed. However, it is interesting that they sum up to the inverse sine that we had in the exact answer (4.8). The overall factor of \( 4^{-h} = 4^{-\Delta/d} \) in (4.21) comes from the regularized distance from the boundary to the horizon \( L_{\text{hor}} \) in (4.11).

The integral of the short geodesic along the negative real axis, labeled \( C_{\text{S-left}} \) in figure 3, has a similar form to that of the long geodesics and thus, could cancel. To verify this, we need to compute the prefactors in (4.15) and check that they indeed cancel, see appendix B. These prefactors have additional singularities and we have not fully understood their effects, see appendix B for a longer discussion.\(^9\)

In summary, we began by considering a black brane. We computed the exact answer by doing the explicit integral in (4.8). We considered the geodesic approximation in section 4.2.

\(^9\)A further derivative of the left most expression in (4.19) is close to positive at the saddle point (4.19) when \( h \) is close to real. This means that the steepest descent contour indeed goes vertically through the saddle points as in figure 3(b).

\(^{10}\)The bottom line is that we have only rigorously derived the first saddle \( n = 0 \) in (4.21), but not the rest, \( n > 0 \) in (4.21).
We further justified this approximation through a more detailed saddle-point analysis in section 4.3, which explained why the contour passes through the saddle point. We also came upon the added benefit of finding subleading saddles that sum to a $1/\sin(\pi h)$ factor. A similar procedure for the Veneziano amplitude was discussed in appendix A of [12].

5 More general Schwarzschild black holes

Here we will explore the case of more general black holes. A simple generalization is to consider an $\text{AdS}_{d+1}$ Schwarzschild black holes with a spherical boundary. These have metrics of the form

$$ds^2 = R^2 \left( -f(r)dt^2 + \frac{dr^2}{f(r)} + r^2d\Omega_{d-1}^2 \right),$$

$$f(r) = r^2 + 1 - \frac{\mu}{r^{d-2}}. \quad (5.1)$$

The black brane case is recovered in the $\mu \to \infty$ limit.

We have not been able to solve the wave equation analytically in this case. In principle, one could do a careful saddle-point analysis. Instead of doing this, we note that in our previous example, a crucial point was to understand the proper distances to the singularity. We again define $\hat{\rho}$ in terms of the proper distance

$$d\hat{\rho} = \frac{dr}{\sqrt{f(r)}},$$

and set $\hat{\rho} = 0$ at the horizon. For large $\hat{\rho}$, we have a discussion similar to the one before in the sense that in order to make the integral convergent, we pick out a tilted contour, which spirals to infinity in the $r$-plane. A new feature is that we now have poles at $\Delta = 2d + 2n$ from operators like $T^2nT$. These had vanishing vacuum expectation values for black branes, but not for this more general case [11]. These operators, in combination with the previous ones, $T^n$, give poles at $\Delta = n$ for odd $d$ and $\Delta = 2n$ for even $d$.

Again, we expect to move the contour into the negative $\hat{\rho}$ direction and through this process, we expect to pick out saddles near $r = 0$. The single point $r = 0$ corresponds to many points in $\hat{\rho}$. We will not figure out the precise structure of the covering space where $\hat{\rho}$ lives, but we will compute some of the leading values of $\hat{\rho}$. These can be obtained by integrating (5.3) along various contours. One approach for this is to consider a contour in the $r$-plane that starts at the horizon and gets to $r = 0$ in various ways. For example, see figure 4. This is not a real substitute for a full steepest-descent analysis, but it provides us with some information about what to expect.

5.1 Four-dimensional black holes

As a first example, let us consider the case of $d = 3$, corresponding to a black hole in $\text{AdS}_4$. We write $f(r)$ in (5.1) as

$$f(r) = \frac{(r - r_+)(r - r_1)(r - r_1^*)}{r}, \quad r_1 = -\frac{r_+}{2} + i\sqrt{1 + \frac{3}{4}r_+^2}, \quad \mu = r_+(1 + r_+^2). \quad (5.4)$$

This is normalized slightly differently than the $\rho$ variables we previously introduced, $\hat{\rho} = \rho/d$. 
Figure 4. We see the $r$ complex plane and some branch cuts involved in the definition of $\sqrt{f}$. Integrating (5.3) along the contours indicated, we get the proper distance to the singularity along various contours. We expect that all of these contribute. Contours $C_1$ and $\tilde{C}_1$ give the same answer, but the second one is convenient to obtain (5.6).

When we consider $1/\sqrt{f(r)}$, we can run the branch cuts as indicated in figure 4. The convergent contour for the short geodesic spirals clockwise around the complex $r$-plane for large values of $r$. As we try to deform the contour into the region of a decreasing propagator, we want to go under all these branch cuts. We will not analyze exactly how to do so. However, we notice that as we move the contour, we will encounter the singularities in $W^2$ at $r = 0$. It is interesting to find out where they first occur in the $\hat{\rho}$-plane. Setting the origin of the $\hat{\rho}$-plane at the horizon, we find that the first singularity occurs at

$$\hat{\rho}_0 = -i\chi_0, \quad \chi_0 \equiv \int_0^{r_+} \frac{dr}{\sqrt{-f(r)}},$$

and corresponds to the integral along the contour $C_0$ in figure 4. We can also reach $r = 0$ following the contour $C_1$ in figure 4, giving

$$\hat{\rho}_1 = -i\pi + \gamma, \quad \gamma = \lim_{r_c \to \infty} \left[ \int_{r_c}^{r_+} \frac{dr}{\sqrt{f(r)}} - \int_0^{r_c} \frac{dr}{\sqrt{f(r)}} \right].$$

This formula is derived by deforming the integral to $\tilde{C}_1$. We note that this $\gamma$ is positive. We can also consider the contour $C_2$ in figure 4:

$$\hat{\rho}_2 = i(\chi_0 - 2\pi).$$

Additionally, we can add $-2i\pi$ to all of the above by circling more times around infinity. We are not sure if these are all of them, or if all of these do indeed contribute.
However, if the imaginary part of $\Delta$ is large, then only $\hat{\rho}_0$ dominates. On the other hand, if the imaginary part of $\Delta$ is very small, then the one involving $\hat{\rho}_1$ dominates, since it has the largest real part. Thus, the question of whether or not the information about the proper time to the singularity is contained in the leading term depends on the size of $\text{Im}(\varphi)$.

The schematic form of the answer is

$$
\langle O \rangle \sim e^{-m\ell_{\text{hor}}} \left( \frac{ae^{-i\chi_0\Delta} + be^{-i(\pi + i\gamma)\Delta} + a^*e^{-i(2\pi - \chi_0)\Delta} + \ldots}{1 - e^{-2\pi\Delta}} \right),
$$

where the dots indicate possible further exponentials. The denominator comes from the circles around $r = 0$. The prefactors $a$, $b$ have only power-law dependence on $h$. The overall factor in (5.8) comes from the renormalized distance from infinity to the horizon and is equal to

$$
\ell_{\text{hor}} = R \lim_{r_c \to \infty} \left[ \int_{r_c}^{r_+} \frac{dr}{\sqrt{f(r)}} - \log r_c \right].
$$

As a check, when we go to the black brane limit, $r_+ \to \infty$, we find that $\chi_0 \sim \pi/3$ and $\gamma \sim 0$, so that the exponents in (5.8) become $e^{-i\pi\Delta/3}$, $e^{-i\pi\Delta}$, $e^{-5i\pi\Delta/3}$. We further expect that $a$ becomes equal to $b$, so that

$$
\langle O \rangle_{\mu \to \infty} \propto e^{-m\ell_{\text{hor}}} \left( \frac{e^{-i\pi\Delta/3}(1 + q + q^2)}{(1 - q^3)} \right) = z_0^{-\Delta} 4^{-\Delta/3} \frac{e^{-i\pi\Delta/3}}{(1 - e^{-2i\pi\Delta/3})},
$$

where above we have used the large-$r_+$ value of $\ell_{\text{hor}}$ (5.9) and defined $q \equiv e^{-2i\pi\Delta/3}$. We see that we reproduce the black brane result (4.21) for $d = 3$, with $z_0 \sim 1/r_+$.

Let us make some comments:

- The poles in (5.8) are, in general, at integer values $\Delta = n$. This comes from the combination of operators $T^{3n}$ (for $d = 3$) and $T\partial^{2n}T$. In the black-brane limit, the latter have zero expectation value and only the poles at $\Delta = 3n$ are present.

- The positions of the poles are determined by the operator content of the theory. In fact, the basic spacing is set by the integral of a full circle at large values of $r$, which is fixed by the form of the theory near the boundary.

- However, the numerator (i.e. the position of the zeros) depends on the details of the black hole and its temperature. For large $r_+$, we find that they precisely cancel some of the poles.

- In the small mass limit ($r_+ \to 0$), we get $\chi_0 \sim \pi r_+/2$, which sets the time to the singularity for a black hole in flat space. In this regime we get $\gamma \sim r_+(-\log r_+)$. This logarithmic divergence is interpreted as coming from the region outside the black hole, where AdS is approximated by flat space. We expect the effects of the second root $\hat{\rho}_1$ (5.6) to be reflective of the contribution not from the interior of the flat space black hole, but rather from the region near the center of AdS and outside the black hole. We have not yet understood this in detail.

---

$^{12}$Numerically, we found that we approach these values as $\chi = \pi/3 - 0.25/r_+^2$ and $\gamma = 0.43/r_+^2$ when $r_+ \to \infty$. 

---
Figure 5. We see the integration contours in the $u$-plane that define $\hat{\rho}_0$ and $\hat{\rho}_1$.

### 5.2 Five-dimensional black holes

Here we insert $d = 4$ in (5.1). After redefining $u \equiv r^2$, we find that the proper length involves

$$d\hat{\rho} = \frac{1}{2} \frac{du}{\sqrt{(u-u_+)(u+u_+ + 1)}} \rightarrow \frac{u-u_+}{1+2u_+} = \sinh^2 \hat{\rho},$$

(5.11)

where $u_+$ parametrizes the position of the horizon. See figure 5.

In this case, it is very easy to find the $\hat{\rho}$ positions of the $r = u = 0$ regions. They sit at

$$\hat{\rho}_0 = -i\chi_0, \quad \hat{\rho}_1 = -i(\pi - \chi_0), \quad \sin^2 \chi_0 = \frac{u_+}{1+2u_+},$$

(5.12)

and we can add any multiple of $-i\pi$ to these values. Here we see that for large $u_+$, we get $\chi_0 = \pi/4$. In this case then, we expect that these saddles combine as

$$\langle O \rangle \sim e^{-mk_{\text{hor}}/4} e^{-i\pi\Delta/4} \left(\frac{1 + e^{-i\pi\Delta/2}}{1 - e^{-i\pi\Delta}}\right) \sim \frac{e^{-\Delta/4}}{\sin \left(\frac{\pi\Delta}{4}\right)},$$

(5.13)

as we had in (4.21). Note that

$$\ell_{\text{hor}} = \frac{1}{2} \lim_{u_c \to \infty} \left[ \frac{du}{\sqrt{(u-u_+)(u+u_+ + 1)}} - \log u_c \right] = -\frac{1}{2} \log(1+2u_+) + \log(2).$$

(5.14)

Assuming that the prefactors associated with all saddles are real, we find

$$\langle O \rangle \propto (1+2u_+)^{\Delta/2} 2^{-\Delta} \frac{\cos \left(\frac{\pi}{2} - \chi_0\right)}{\sin \left(\frac{\pi\Delta}{2}\right)}.$$

(5.15)

Let us make some comments:

- The poles at $\Delta = 2n$ are what we expect from the operators, $T^m$ and $T\partial^{2m}T$, when the dimension of $T$ is even (four in this case). This is slightly different than what we had found for $d = 3$, where the poles were at $\Delta = n$.

- In the small-$r_+$ limit, we see that $\chi_0 \to r_+$, which is what we expect for the time to the singularity for the flat-space black hole in five dimensions.
Figure 6. Penrose diagram of a charged black hole in AdS. We have both an outer horizon and an inner horizon. The one-point function would involve the length of geodesics roughly as indicated, as well as an imaginary contribution that has the size of the order of the time between the inner and outer horizons. The distance from the inner bifurcation surface to the singularity, $\ell_{\text{sing}}$, also appears.

- We can also give a physical interpretation to the metric in the $u < 0$ region. This corresponds to replacing the $S^3$ with $H^3$, and considering a hyperbolic black hole.\(^\dagger\) Then, the point at $u = -1 - u_+$ is the horizon and the time to the singularity for this new black hole is $R(\frac{\pi}{2} - \chi_0)$.

6 Black holes with an inner horizon

Here we discuss some aspects of black holes with an inner horizon. We will consider spherical charged black holes. Their Penrose diagram is shown in figure 6. We are ignoring backreaction, so we do not expect any singularity in the inner horizon. We will present some evidence that, in the large-mass expansion with $\text{Im}(m) < 0$, the “phase” of the one-point function tells us about the time between the outer and inner horizons. The geodesics can be interpreted as going to the left or right in the Penrose diagram, so that schematically they look like they are going to the timelike singularities in figure 6.

As a simple case, let us consider a five-dimensional charged AdS black hole with the same metric as in (5.1) but with

$$f(r) = r^2 + 1 - \frac{\mu}{r^2} + \frac{q^2}{r^4} = \frac{(u - u_+)(u - u_-)(u + 1 + u_+ + u_-)}{u^2}, \quad u \equiv r^2,$$

(6.1)

where $u_+ > u_- > 0$. Here we have parametrized $\mu$ and $q^2$ in terms of $u_+$ and $u_-$ in the regime where we have a smooth horizon. The structure of branch cuts when we write $d\hat{\rho} = \frac{dr}{\sqrt{f(r)}} = \frac{1}{2} \frac{du}{\sqrt{uf(u)}}$ is depicted in figure 7.

\(^\dagger\)Recall that under $\theta \rightarrow i\rho$, we have that $ds^2 = d\theta^2 + \sin^2 \theta d\Omega_5^2 \rightarrow ds^2 = -[d\rho^2 + \sinh^2 \rho d\Omega_5^2]$. For $u < 0$, the $u d\Omega_5^2$ term in the metric is interpreted as $(-u) d\Omega_5^2$, which now has a positive coefficient.
Figure 7. We depict the $u = r^2$ plane and the various branch points in the computation of $\rho$. The depicted contours give us various values for the “distance” to the singularity, which are expected to contribute to the one-point function. The dotted lines indicate that we go to the second sheet by crossing the cut. We have given two equivalent forms for the contour $C_0$ — one of them emphasizes the origin of the $-i\chi_0$ and $\gamma_0$ contributions.

The structure here is somewhat similar to that of the four-dimensional black hole. However, here all the branch cuts are on the real axis. It is interesting to consider the total length $\hat{\rho}$ of the $r = u = 0$ singularity when we follow the contours indicated in figure 7. The first value, $\hat{\rho}_0$, has both real and an imaginary parts:

$$\hat{\rho}_0 = -i\chi_0 + \gamma_0,$$

(6.2)

$$\chi_0 = \frac{1}{2} \int_{w_-}^{w_+} dw \frac{\sqrt{w}}{(w_+ - w)(w - w_-)(w + 1 + w_+ + w_-)},$$

$$\gamma_0 = \frac{1}{2} \int_{0}^{w_-} dw \frac{\sqrt{w}}{(w_+ - w)(w_- - w)(w + 1 + w_+ + w_-)},$$

(6.3)

where we have indicated more explicitly the integrals we are considering. The imaginary part is given by the time $\chi_0$ between the inner and outer horizons, while the real part contains the distance $\ell_{\text{sing}} = R\gamma_0$ between the bifurcation surface of the inner horizon and the singularity (see figure 6). The saddle (6.2) contributes as

$$\langle O \rangle \propto \exp \left[ m(-\ell_{\text{hor}} + R\gamma_0 - iR\chi_0) \right] = \exp \left[ m(-\ell_{\text{hor}} + \ell_{\text{sing}} - i\tau_{\text{in}}) \right],$$

(6.4)

where $\ell_{\text{hor}}$ is the regularized distance from the boundary to the horizon. In order to understand the meaning of a positive value of $\gamma_0$, it is convenient to consider the low-temperature limit, where $r_- \sim r_+$. In this case, both $\ell_{\text{hor}}$ and $\gamma_0$ diverge because the distance to the horizon goes to infinity. However, this divergence cancels out in (6.4). This cancellation is obvious if we note that in this limit, $1/\sqrt{f}$ develops a pole at $u = u_+ = u_-$, which the $C_0$ contour goes around, see figure 7. In the extremal limit, this contribution is not suppressed and becomes temperature independent. We interpret this as saying that this corresponds to the contributions of the Weyl tensor in the neck region — the region that connects the $\text{AdS}_5$ geometry to the $\text{AdS}_2$ region.\footnote{We suggest this interpretation by noticing that, in the low-temperature limit, we expect an almost decoupling of the physics of the $\text{AdS}_2$ region from the rest. Furthermore, we do not expect a one-point function in the strict $\text{AdS}_2$ limit. The fact that we still receive a finite contribution in this limit suggests to us that it is related to the connecting region.} Nevertheless, note that it still contains
the time $\tau_{\text{in}}$ between the inner and outer horizons! Notice that in (6.4) the distances $\ell_{\text{hor}}$ and $\ell_{\text{sing}}$ are being subtracted. Therefore, when we look at the geodesics in figure 6, we should not add the proper lengths of the spacelike sections, but subtract them.

Integrating along the contour $C_1$ in figure 7, we get a possible saddle-point value $\hat{\rho}_1$. Compared to $\hat{\rho}_0$, it contains an additional imaginary part

$$\hat{\rho}_1 = \gamma_0 - i(\pi - \chi_0),$$

(6.5)

where we have used that the integral over a full large circle gives $-i\pi$. The contours $C_2$ and $C_3$ in figure 7 give us

$$\hat{\rho}_2 = -\gamma_0 - i(\pi - \chi_0), \quad \hat{\rho}_3 = -\gamma_0 - i\chi_0.$$  

(6.6)

These look similar to the previous ones, except that the quantity $\gamma_0$ appears with the opposite sign. Such contributions would lead to very suppressed terms at low temperatures (where $\gamma_0 \to \infty$), since we do not have the cancellations mentioned in (6.4). More precisely, $\rho_3$ gives a term of the form

$$\langle O \rangle \supset T^{2\Delta'} e^{-i\chi_0 \Delta} = T^{2\Delta'} e^{-i\pi \Delta'},$$

(6.7)

where $\Delta'$ is the dimension of the field in the AdS$_2$ region, given by

$$\Delta' = mR_{\text{AdS}_2} = \Delta \left( \frac{r_+}{2\sqrt{1 + 2r_+^2}} \right), \quad \text{for} \quad r_+ - r_- \to 0.$$  

(6.8)

We see that the time between the inner and outer horizons is $\pi R_{\text{AdS}_2}$.

Notice that, in contrast with the black brane case, the AdS$_2$ limit yields a factor of $T^{2\Delta'}$ (as opposed to $T^{\Delta}$). This is connected to the fact that, in the limit of perfect SL(2) symmetry of AdS$_2$, the one-point functions are zero. We present a simple toy model of one-point functions in nearly-AdS$_2$ in appendix D.

7 Conclusions and discussion

7.1 Summary

In this paper, we have proposed that the time to the singularity is contained in the thermal one-point functions. This information is extracted by analyzing the dependence on the mass, with the assumption that the higher-derivative coupling depends only on a power of the mass. This assumption is true in string theory.

For large mass, we have argued that we can perform a saddle-point analysis in terms of geodesics. Then we pointed out that there is a saddle point near the singularity once we assume a natural coupling between the massive particle and two gravitons. This is not a proof, as we did not show that this saddle point always contributes or that it is dominant. To present evidence for the contributions of this saddle we did the following.

We analytically computed the thermal one-point function for a black brane and checked that the proposal is correct in this particular case. Furthermore, we gave a more detailed
contour rotation argument that explains why the saddle point contributes, despite the fact that it does not lie on the original integration contour. We suspect that a similar argument can be made for other black holes, but we did not present a general rigorous argument.

For more general black holes, we examined the form of various possible saddle-point contributions, picking out the ones that we expect to contribute. For Schwarzschild-like black holes containing a spacelike singularity, we found that the saddle point that gives (1.1) is the dominant one when the imaginary part of the mass is sufficiently large. However, there can be larger contributions when the imaginary part of the mass is small.

For black holes with an inner horizon, the structure of the answer is a bit different, see (6.4). The dominant contribution looks roughly like a geodesic that goes through the outer horizon, to the inner horizon, and then to the singularity, see figure 6. The timelike region produces a “phase” proportional to the time between the outer and inner horizons, $\tau_{in}$. The spacelike regions give contributions with opposite signs. This cancellation implies that this contribution becomes temperature independent in the extremal limit. For this reason, from the point of view of the original integral, we can interpret this as a contribution from the region that connects the AdS$_2$ space to the higher-dimensional background. There are other subleading saddles which display a temperature dependence of the form $T^{2\Delta'}$ as we approach the extremal limit. These are expected to be contributions from the nearly AdS$_2$ region.

It is interesting that these one-point functions can be computed in the bulk using the Euclidean black hole through an integral involving only the exterior. It is only the saddle-point approximation that brings in the interior. Note that the actual saddle is at some complex value of the radial position. It is only because this value is very close to the singularity that we can relate it to a property of the Lorentzian black hole.

Of course, the interior of a collapsing black hole can be much more complicated and we wonder if any of the considerations here can be extended to that case.

The considerations of this paper give us some very indirect access to the interior. Notice that this time to the singularity is a property of the thermal state and is independent of possible Lorentzian processes happening behind the horizon. For example, we can start from the two-sided black hole and send a shock wave at very early time on the left-hand side so that it sits just behind the future horizon of the right-hand side observer. The expectation values of the right-hand side observer are unchanged. However, the real Lorentzian time to the singularity, the one experienced by an observer falling through the shock wave, will change.

### 7.2 Three-dimensional case

When the bulk has three dimensions, there are no gravitons and no Weyl tensor. Furthermore, in the case of an infinite black string, the one-point functions are zero due to conformal symmetry. However, non-zero one-point functions do arise for a finite area BTZ black hole [2]. These can be interpreted as arising from a three-point coupling between the field in question and the square of another field, with this other particle forming a loop around the black hole horizon. It would be interesting to see whether this mechanism also leads to (1.1). Naively, the same logic that leads to (1.1) should lead to a similar result for
the three-dimensional case when we evaluate it perturbatively. We simply replace $W^2$ by the part of the loop diagram in the bulk that wraps non-trivially along the horizon. Here, we would also expect to obtain (1.1), since diagram will get very large near the singularity. However, we could not see this formula from the analysis in [2]. It would be nice to understand this better.

### 7.3 Two-point functions and thermal one-point functions of higher-spin operators

Thermal one-point functions are relevant when we make an operator product expansion of two-point functions in a thermal background [10, 13–17]. The reason that the thermal two-point function is different than the vacuum two-point function is the fact that operators that appear in the OPE acquire non-zero expectation values in the thermal state. These expectation values can in principle be related to vacuum OPE data [10, 13].

In the case of free theories, we have that an operator creates particles, and these particles propagate fairly independently from each other. This is related to the observation that there is a significant contribution from higher-spin operators in the OPE, and that furthermore, these operators acquire a vacuum expectation value in the thermal background. In contrast, for theories with an Einstein gravity dual, the OPE in the thermal state has contributions only from multi-graviton states [10, 13–17]. This is associated with the fact that the bulk particle feels it is moving in a gravitational background as a single particle, sometimes at speeds less than the boundary light speed, see [18] for a recent discussion.

One could then be curious about the fate of the higher-spin operators as we increase the coupling of the boundary theory. We know that they acquire a large anomalous dimension, which makes them look like massive particles in the bulk [4, 5]. Nevertheless, we still expect them to develop expectation values in the thermal state. Our discussion explains the origin of these expectation values. They are absent in the Einstein gravity approximation, but they appear once we include the $\alpha'$ corrections, even in the planar theory. These involve couplings between the higher-spin fields and two or more gravitons. Such higher-derivative corrections are present since these massive string states can decay into gravitons. These then lead to one-point expectation values that can be estimated using the methods of this paper. This gives a pleasing continuity to the description: the higher-spin operators are always present, and with non-zero thermal expectation values, but their contributions are suppressed when the boundary theory is strongly coupled. Notice that these expectation values for higher-spin operators are already present in the classical theory. In other words, in the normalizations of (2.1), the expectation value of $\varphi$ is of order one in $G_N$, or the $1/N^2$ expansion, but they are suppressed by the gravity limit of small $\alpha'/R^2$.
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A Normalization of the correlators

Here we discuss the normalization of the one-point function. We will use the extrapolate dictionary, defining the unnormalized correlators by taking limits of bulk correlators

\[ \tilde{O}(x) = \lim_{z \to 0} \left[ z^{-\Delta} \phi(x, z) \right], \quad (A.1) \]

where the metric is \( ds^2 = (d\vec{x}_d^2 + dz^2)/z^2 \), and \( \phi \) is a canonically normalized scalar field

\[ S = \frac{1}{2} \int \sqrt{g} \left( (\nabla \phi)^2 + m^2 \phi^2 \right). \quad (A.2) \]

After going to Fourier space in the \( \vec{x}_d \) coordinates, the Green’s function obeys the equation

\[ \partial_z \left( \frac{1}{z^{d-1}} \partial_z \tilde{G}(z, z', k) \right) - \left( \frac{k^2 z^2 + m^2}{z^{d+1}} \right) \tilde{G}(z, z', k) = \delta(z - z'). \quad (A.3) \]

The homogeneous solutions take the form of two Bessel functions:

\[ \eta_1(z, k) = z^{d/2} I_{\nu}(kz) \]
\[ \eta_2(z, k) = z^{d/2} K_{\nu}(kz) \]

where the index is \( \nu = \Delta - d/2 \). The solution of (A.3) can then be written as

\[ \tilde{G}(z, z', k) = -[\eta_1(z, k)\eta_2(z', k)\theta(z' - z) + \eta_1(z', k)\eta_2(z, k)\theta(z - z')]. \quad (A.4) \]

For small \( z \) and \( z' \), this behaves like

\[ \tilde{G}(z, z', k) \sim 2^{d-1-2\Delta} k^{2\Delta-d} \left( \frac{\Gamma(d - \Delta)}{\Gamma(d - \frac{d}{2} + 1)} \right) (zz')^\Delta, \quad (A.5) \]

or, Fourier transforming back into position space

\[ \langle \tilde{O}(x)\tilde{O}(0) \rangle = \lim_{z, z' \to 0} (zz')^{-\Delta} G(z, z', \vec{x}) = \frac{1}{2^{d/2}} \frac{\Gamma(\Delta)}{\Gamma(d - \frac{d}{2} + 1)} \frac{1}{|x|^{2\Delta}}. \quad (A.6) \]

We then conclude that the properly normalized operator is defined as

\[ \mathcal{O}(x) = C_N \tilde{O}(x) = C_N \lim_{z \to 0} \left[ z^{-\Delta} \phi(x, z) \right], \quad C_N \equiv \sqrt{\frac{2^{d/2} \Gamma(\Delta - \frac{d}{2} + 1)}{\Gamma(\Delta)}}. \quad (A.7) \]

This formula gives us the normalized one-point function. Starting from

\[ \langle \phi(z', 0) \rangle = \int dz dx \sqrt{g} G(z', 0; z, x) \delta W^2, \quad (A.8) \]

the boundary expectation value is obtained by extracting the \( z'\Delta \) piece of this expectation value. We can take the \( z' \to 0 \) limit first inside the integral, and then use the \( z' < z \) form of the propagator (4.6) to obtain (4.8). The factors of \( (16\pi G_N) \) arise from the normalization of (2.1). Similarly, the factors of \( R \) can be easily restored.
A.1 Normalization in the geodesic approximation

A simple way to determine the normalization in the geodesic approximation is the following. The unit normalization at short distances, \( \langle O(x)O(0) \rangle \sim |x|^{-2\Delta} \), implies that operators on the sphere behave like, \( \langle O(\theta)O(0) \rangle \sim |2 \sin \frac{\theta}{2}|^{-2\Delta} \). On opposite points, we then have \( \langle O(\pi)O(0) \rangle \sim 2^{-2\Delta} \).

Writing the empty AdS metric as in (5.1) with \( f(r) = r^2 + 1 \), we find that the two-point function is given by \( e^{-\Delta \ell} \). Here \( \ell \) is the total length, given explicitly by

\[
\ell = 2 \int_0^{r_c} \frac{dr}{\sqrt{r^2 + 1}} = 2 \log r_c + 2 \log(2). \tag{A.9}
\]

This implies that we simply need to subtract a factor of \( \log r_c \) for each operator, with no extra constant. Then the \( \log(2) \) term correctly reproduces the expected answer. Of course, we get the same prescription if we use the usual semicircular geodesics in Poincaré coordinates.

B Prefactor

With translation symmetry, the propagator obeys the wave equation

\[
\frac{1}{r^{d-1}} \partial_r (f(r)r^{d-1} \partial_r \Psi) - m^2 \Psi = 0, \tag{B.1}
\]

away from coincident points. The standard WKB method then gives solutions

\[
\Psi \sim F(r) \exp \left( \pm m \int_r^{r'} \frac{dr'}{\sqrt{f(r')}} \right), \quad F(r) \equiv \frac{1}{r^{d-1} \sqrt{f(r)}}. \tag{B.2}
\]

The prefactor \( F \) gives rise to additional singularities at positions where \( f = 0 \).

For the particular case of the singularity at the horizon, we can choose a new variable, \( \rho (5.3) \). The equation near \( \rho = 0 \) is just that of the Bessel function, since the cigar looks like two-dimensional Euclidean space. The regular solution is simply the \( I_0(mp) \) function, which can be expanded for large mass as

\[
I_0 \propto \frac{e^{mp}}{\sqrt{mp}} (1 + \cdots) - i \frac{e^{-mp}}{\sqrt{mp}} (1 + \cdots), \quad \text{for } \operatorname{Im}(mp) < 0, \tag{B.3}
\]

where each term is also multiplied by powers of \( (mp)^{-1} \). This gives us the relative normalization of the short and long geodesic contributions near \( \rho = 0 \). The fact that there is an \( i \) for the long geodesic is reasonable because it is expected to have a negative mode. The long geodesic integral involves the second factor in (B.3)

\[
I_{\text{long}} = -i \int_0^\infty d\rho \frac{e^{-mp}}{\sqrt{\rho}}, \tag{B.4}
\]

where we have indicated only the small-\( \rho \) behavior and neglected unimportant overall factors. The factor of \( \rho \) comes from the volume of the circle. The short geodesic contribution involves the first term in (B.3). Integrating along the contour \( C_{\text{left}} \) in figure 3, we find

\[
I_{\text{short}} = \int_0^{-\infty} d\rho \rho \frac{e^{mp}}{\sqrt{\rho}} = i \int_0^\infty d\rho' \rho' \frac{e^{-mp'}}{\sqrt{\rho'}}, \quad \rho = e^{-i\pi} \rho', \tag{B.5}
\]
which cancels (B.4). There is a similar cancellation if we use the full prefactor for the black brane

\[ F(\rho) \propto \frac{1}{\sqrt{\sinh \rho}}, \]  

which replaces the \(1/\sqrt{\rho}\) in (B.3). This cancellation is important for the result we are obtaining. If we had not had this cancellation, each integral would have only given powers of \(m\) and would have been larger than the term going like \(e^{-i\pi \Delta/d}\), which is very small for \(\text{Im}(\Delta) < 0\).

The prefactor (B.6) also has singularities at \(\rho = -in\), which seem to interfere with our contour rotation argument. We have not understood how to treat these properly. Perhaps one should consider the saddle-point approximation in the two-dimensional space of \(\rho\) and \(t_E\), where \(t_E\) is the Euclidean time direction, after a suitable complexification. This should be doable in terms of Lefschetz thimbles, see [19]. In the unlikely case that they do not cancel, they would give contributions involving exponentials of \(\rho = -i\pi n\). The first coincides with the leading contribution we have kept. And the others would be subleading if \(\text{Im}(m) < 0\), so that they would not affect (1.1).

C Geodesic approximation for three-point functions

As shown in [20], the Witten diagram for the three-point function for large masses can be approximated by a geodesic computation, as shown in figure 8(b). This reproduces the large-\(\Delta\) limit of the gamma functions appearing in the Witten diagram computed in [9]. The approximation involves writing each propagator in terms of geodesics and using a saddle point for the integration over the interaction point. A real saddle point exists if the masses obey \(m_1 + m_2 > m_3\) (up to permutations).

However, if \(m_1 + m_2 < m_3\), then the interaction point gets driven to the boundary, and more specifically, to the insertion point of the third operator. This is related to the appearance of poles at \(\Delta_3 = \Delta_1 + \Delta_2 + 2n\), which stem from the mixing of the \(O_3\) with operators of the schematic form \(O_1 \partial^{2n} O_2\). Nevertheless, even in this case, it is possible to show that we can reproduce the large-mass (large-\(\Delta\)) behavior from a complex solution.

Since we just want to illustrate the phenomenon, we will choose a simple case with \(m_1 = m_2 \neq m_3\). We can consider all three points at the boundary of an \(H_2\) bulk subspace with coordinates

\[ ds^2 = d\rho^2 + \cosh^2 \rho dt^2. \]  

We put \(O_1\) and \(O_2\) at \(t = 0\) and \(\rho = \pm \infty\). We also place the third operator at \(\rho = 0\) and \(t = +\infty\), see figure 8. By symmetry, the classical trajectory of the third particle is at \(\rho = 0\). The first particle follows a trajectory

\[ \tanh \rho = \cosh t - \frac{\sinh t}{\tanh t_0}, \quad 0 \leq t \leq t_0, \]  

where \(t_0\) is the value of \(t\) at \(\rho = 0\) (the intersection point with the third particle), see figure 8. The second particle is at a symmetric configuration.
Figure 8. Geodesics for the three-point function. (a) The coordinates used in (C.1). Configuration for the case $m_1 = m_2 > m_3/2$. (b) Conventional picture in terms of the hyperbolic disk.

Evaluating its length, we get
\[
\ell(t_0) = \int_{-\epsilon}^{t_0} dt \sqrt{\cosh^2 \rho + \rho'^2} = \frac{1}{2} \log \left( \frac{\sinh 2t_0}{\epsilon} \right) = \log \cosh t_0 + \rho_{\text{max}},
\]
where we have used the relation $\rho_{\text{max}} \sim \frac{1}{2}(\log \epsilon + \log \tanh t_0 + \log 2)$, and $\rho_{\text{max}}$ is a physical cutoff, independent of $t_0$. The final action is then
\[
S = R \left[ 2m_1 \log \cosh t_0 - m_3 t_0 \right].
\]
Minimizing with respect to $t_0$, we find
\[
\tanh t_0 = \frac{m_3}{2m_1}, \quad \text{or} \quad \tanh u_0 = \frac{2m_1}{m_3}, \quad \text{for} \quad t_0 = u_0 + i\pi/2.
\]
We see that $t_0$ is complex for $m_3 > 2m_1$. The action (C.4) becomes
\[
S = i\pi(2\Delta_1 - \Delta_3)/2 + \text{(real)}.
\]
This reproduces the "phase", $e^{i\pi(2\Delta_1 - \Delta_3)/2}$ of the $\Gamma((\Delta_1 + \Delta_2 - \Delta_3)/2)$ factor in the Witten diagram. By summing over saddles with $t_0 \to t_0+i\pi n$, we reproduce a $1/\sin(\pi(2\Delta - \Delta_3)/2)$ factor present from the gamma function. The real part in (C.6) reproduces the large-$\Delta_1$ limit of all other gamma factors.

The conclusion is that in this well-studied example, we also find that complex saddle points reproduce the answer.

D Toy model for one-point functions in nearly-AdS$_2$

We can consider the AdS$_2$ metric
\[
ds^2 = R^2 \left[ -(r^2 - r_0^2) dt^2 + \frac{dr^2}{r^2 - r_0^2} \right].
\]
In purely-AdS$_2$, any expectation value has to be a constant, which we can subtract. Notice that the region $-r_0 < r < 0$ corresponds to the region between the outer and inner horizons, see figure 9.

If we now consider a space which is nearly-AdS$_2$ (as it arises when we take the near-extremal limit of a more general black hole) then the metric (D.1) will connect to some other space at some large value, $r = r_{\text{connect}} \gg r_0$. Similarly, we expect deviations in the region behind the inner horizon ($r = r_s \ll -r_0$), see figure 9.

We expect that these deviations will induce some effective coupling to the scalar field of the form

$$S_{\text{source}} = \int dt_E dr \sqrt{g} f(r) \phi(t_E, r),$$

where $f(r)$ is some function. The integral is over the Euclidean black hole, which contains only the exterior region $r \geq r_0$. As a toy model, we choose the function

$$f(r) = \left[ \frac{-r_s}{r-r_s} \right]^2,$$

which has some desirable features. First, it goes to zero at the physical boundary, $(r \rightarrow +\infty)$. It also diverges at $r = r_s \ll 0$, which is in the region where we expect the singularity to lie. We keep $r_s$ fixed as we vary the temperature, or vary $r_0 \propto T$. We note that the particular function (D.3) was only chosen so that we can analytically compute the integrals below.

We can solve for the propagator, as in the black brane case, after choosing the variable $w \equiv \frac{2r_0}{r+r_0}$. However here, in contrast with section 4.1, $w$ continues beyond infinity, to negative values, where it describes the region behind the inner horizon $(r < -r_0)$. see figure 9. The expression for the one-point function then becomes, (assuming $r_0/|r_s| \ll 1$)

$$\langle O \rangle \propto r_0^\Delta \int_0^1 \frac{dw}{w^2} \left[ \frac{w}{w-w_s} \right]^2 w^\Delta \, _2F_1(\Delta, \Delta, 1; 1-w), \quad w_s = \frac{2r_0}{r_s} < 0, \quad \Delta \sim mR,$$
where the integral is only over the black hole exterior. This gives

$$\langle O \rangle \propto r_0^{\Delta} \Gamma(\Delta+1) \Gamma(2-\Delta) \frac{1}{w_s^2} \, 2F1 \left( \Delta+1, 2-\Delta, 2; \frac{1}{w_s} \right)$$

$$\propto \frac{\Gamma(2-\Delta) \Gamma(2\Delta-1)}{\Gamma(\Delta)} \left( \frac{-r_0}{2} \right)^\Delta + \cdots \frac{\Gamma(\Delta+1) \Gamma(1-2\Delta)}{\Gamma(1-\Delta)} r_0^{2\Delta-1} \left( \frac{-r_0}{2} \right)^{1-\Delta} + \cdots$$

(D.5)

where the dots represent extra integer powers of $r_0$. Note that, for large $\Delta$, both terms lead to a “phase” factor of the form $e^{-i\Delta \pi}$, which comes from the large-$\Delta$ expansion of the gamma functions. The $\pi R$ here is indeed the time between the inner and outer horizons for (D.1). The first term in (D.5) is like the temperature-independent term that was discussed in (6.4). The second term gives the temperature-dependent term, as in (6.7), since $r_0 \propto T$.\textsuperscript{15}

Note that the temperature dependence of these two terms can also be obtained as follows. Suppose we have a perturbation

$$S = \eta \int dt O(t)$$

(D.6)

at the boundary. Assuming the conformally invariant two-point function

$$\langle O(t)O(0) \rangle = \frac{T^{2\Delta}}{(\sin(T\pi t))^{2\Delta}},$$

(D.7)

perturbing the theory with (D.6), gives

$$\langle O \rangle \sim \eta \int dt \langle O(t)O(0) \rangle \propto T^{2\Delta-1},$$

(D.8)

where the last term comes from a rescaling of the integration variables or dimensional analysis. This reproduces the temperature dependence of the second term in (D.5). The first term, which is temperature independent, comes from the UV divergence of (D.8). This simple integral (D.8) does not however, reproduce the “phase” factor that we encountered above, so the story is not complete.

The additional integer powers of $T$ or $r_0$ present in (D.5), can be viewed as arising from terms involving $\eta c_n \int dt O H^n$, where $H$ is the Hamiltonian.\textsuperscript{16}

E Thermal one point functions for three dimensional black holes

Thermal one point functions are zero for an infinite black string due to conformal symmetry. However, as shown in [2] they are non-zero once we compactify the spatial direction and obtain a BTZ black hole. As argued in [2], the one-point function can be viewed as arising from a bulk diagram where the field in question, $\phi$, interacts via a three-point coupling

\textsuperscript{15}In (6.7), the approximation does not distinguish between $2\Delta'$ and $2\Delta' - 1$. $\Delta'$ in (6.7) is the same as $\Delta$ here — the scaling dimension in the AdS$_2$ region.

\textsuperscript{16}We thank the anonymous referee for this comment.
with another field, \( \chi \), that goes around the horizon of the BTZ black hole, see figure 10. As an example, consider an action of the form

\[
S \propto \int (\nabla \phi)^2 + m^2 \phi^2 + (\nabla \chi)^2 + \mu^2 \chi^2 + g \phi \chi^2,
\]

where \( \phi \) and \( \chi \) are bulk scalar fields, and \( \phi \) is related to the operator whose one-point function we are after. This one-point function comes from the interactions with the field \( \chi \). More precisely, we get a contribution of the form

\[
\langle O \rangle \propto \int_{\text{BTZ}} \langle \chi^2(x) \rangle_{\beta} G_\beta(x, 0),
\]

where \( \beta \) denotes temperature dependence. And \( G_\beta \) is a bulk to boundary propagator. In the coincident point correlator for the field \( \chi \), \( \langle \chi^2(x) \rangle \), we include only the contribution from trajectories with non-zero winding around the spatial circle, disregarding the contribution from the unwound trajectories which should be removed when we are in global AdS. In other words, when we go from global AdS to the BTZ black hole, we perform a quotient. In computing the \( \chi \) correlator we use the method of images, keeping only the contributions from non-trivial images. This means that \( \langle \chi^2(x) \rangle \) is some function of the radial coordinate.

From now on the analysis is similar to what we did in higher dimensions. More explicitly, we can write Euclidean metric as

\[
\frac{1}{z^2} \left( (1 - z^2) dt^2 + \frac{dz^2}{1 - z^2} + z^2 dx^2 \right), \quad t \sim t + 2\pi
\]

where we have rescaled the time coordinate to set the temperature to \( 2\pi \). The length of the \( x \) coordinate is then

\[
x \sim x + \ell, \quad \ell = 2\pi L/\beta,
\]

where \( \beta \) is the original temperature and \( L \) is the original length of the circle.

If we momentarily ignore the compactification of \( x \), we can view (E.3) as global AdS where the angular direction is \( t \). The propagator of the \( \chi \) field is given by [21]

\[
G_\Delta = \frac{C_\Delta 2^\Delta}{u^\Delta} \binom{\Delta, \Delta - \frac{1}{2}, 2\Delta - 1; -\frac{2}{u}}{2F_1}
\]
with
\[ u \equiv 2 \sinh^2 \frac{\hat{d}}{2}, \tag{E.6} \]
where \( \hat{d} \) is the proper distance between the two points and \( \Delta = 1 + \sqrt{1 + \mu^2} \) (we have set the AdS \( 3 \) radius to one). Then we can write
\[ \langle \chi^2(x) \rangle = \sum_{n=1}^{\infty} G(u_n), \tag{E.7} \]
where we are summing over images, but have subtracted the completely coincident point singularity.

We have that \( u_n \) is given, in terms of the distance \( \hat{d}_n \) from a general point to its image, by (E.6),
\[ u_n = 2 \sinh^2 \frac{\hat{d}_n}{2}, \quad \sinh \frac{\hat{d}_n}{2} = \sinh \left( \frac{\mu}{z} \right). \tag{E.8} \]
We see from these expressions that when \( z \to \infty \), \( \hat{d}_n \) or \( u_n \to 0 \) and the terms in the sum (E.7) diverge. In fact, since this expression appears in (E.2) we therefore expect that there will be saddle point solutions as we had previously. We will now check this explicitly.

Consider a particular dimension for the \( \chi \) field, \( \Delta = 1 \), where the propagator (E.6) becomes relatively simple
\[ G \propto -\frac{2}{u} \frac{1}{u} F \left( 1, \frac{1}{2}, 1; \frac{1}{2} \right) \propto \frac{1}{\sqrt{u} \sqrt{1 + u/2}} \propto \frac{1}{\sinh \hat{d}}. \tag{E.9} \]
Let us first insert the \( n = 1 \) from (E.7) in the expression (E.2). Defining \( w = z^2 \), we find
\[ \langle O \rangle \propto \int_0^1 dz \frac{\langle \chi^2(z) \rangle_{n=1} G_b(z)}{z^3} \propto \frac{1}{\sinh \frac{\hat{d}}{2}} \int_0^1 dw \frac{w^{-h-1}}{\sqrt{w + \sinh^2 \frac{\ell}{2}}} 2F_1 \left( h, h, 1; 1 - w \right), \tag{E.10} \]
with \( h \equiv \Delta \phi \). Note that \( G_b \) is the bulk to boundary propagator for an operator of dimension \( \Delta \phi \), not to be confused with the \( \chi \) field propagator in (E.9). The integral gives\(^{17}\)
\[ \langle O \rangle \propto \frac{\Gamma(h) \Gamma(1 - h)}{\sinh^2 \frac{\ell}{2}} 3F_2 \left( h, \frac{1}{2}, 1 - h, 1, 1; \frac{1}{\sinh^2 \frac{\ell}{2}} \right) \tag{E.11} \]
If we now expand for large \( \ell \), we can evaluate the hypergeometric function at zero and we get
\[ \langle O \rangle \propto \Gamma(h) \Gamma(1 - h) \times (\text{indep. of } h) \times e^{-\ell} \approx \frac{1}{\sin(\pi h)} \times (\text{indep. of } h) \times e^{-\ell}, \tag{E.12} \]
This agrees with our previous \( e^{-i\pi h} \) phase factor. The other terms in the sum over \( n \) can be obtained by replacing \( \ell \to n\ell \) in (E.11) and give a similar \( h \) dependence. The expected factor of \( T^{\Delta \phi} \) is obtained by rescaling the temperature back from \( 1/(2\pi) \) to the actual temperature.

Therefore, we have checked that the BTZ result is reproducing the expectations we had in general, giving us a “phase” which is related to the time between the horizon and the

\(^{17}\)See Gradshteyn and Ryzhik formula (7.512.9).
BTZ singularity. We have reproduced this only for the case of $\Delta_\chi = 1$. We also expect it to be true for more general values, but we have not explicitly performed the computation.

Note that the answer has an exponential suppression $e^{-\ell} = e^{-\Delta_\chi \ell}$, as discussed in [22], since the one-point function must vanish for the black string case.

**F Operator mixing**

In this appendix we discuss in more detail the operator mixing problem.

Let us use the "extrapolate" dictionary to compute the one-point function [23]. In this case, we are supposed to compute the expectation value of the bulk field, $\langle \phi(z') \rangle$, as a function of the bulk coordinate $z'$. We can then expand for small $z'$ and pick out the expectation value from the behavior

$$\langle \phi(z') \rangle \sim \langle O \rangle (z')^\Delta,$$  \hspace{1cm} (F.1)

where $\langle O \rangle$ is, by definition, the coefficient of the $(z')^\Delta$ term.

For the black brane case, the expectation value of the bulk field is

$$\langle \phi \rangle \sim \int \frac{dz}{z^{d+1}} z^{2d} G(z|z'),$$  \hspace{1cm} (F.2)

where $G(z|z')$ is the propagator. In writing (4.8) we have assumed that $z'$ is very small and approximated the propagator in terms of the solution that is smooth at the horizon times a factor of $(z')^\Delta$ (which is correct for $z > z'$). In particular, we neglected the contribution from the region $z < z'$. This is valid if $\Delta < 2d$, when the integral (4.8) is convergent. If $\Delta > 2d$, the integral (F.2) is still finite, however its leading behavior as $z' \to 0$ is obtained as

$$\langle \phi(z') \rangle \propto (z')^{d-\Delta} \int_0^{z'} \frac{dz}{z^{d+1}} z^{2d} z^{d-\Delta} + (z')^\Delta \int_{z'}^{z_h} \frac{dz}{z^{d+1}} z^{2d} z^{d-\Delta} \propto c_1 (z')^{2d} + c_2 (z')^\Delta,$$  \hspace{1cm} (F.3)

where we indicated only the small $z$, $z'$ behavior and $c_1, c_2$ are constants. The first term does not behave at all like an operator of dimension $\Delta$. Instead, it behaves like an operator of dimension $2d$. The idea is that this term is related to the expectation value of the square of the stress tensor and that the field $\phi$ contains both a contribution from the stress tensor, as well as a contribution from the primary field of dimension $\Delta$ that we are after. The latter is now contained in a subleading term. In writing (4.8) we have neglected the first term in (F.3) and approximated $z' = 0$ in the lower integration limit of the second term. The analytic continuation of the integral that we discussed is designed to pick out the piece going like $(z')^\Delta$, neglecting the terms related to the stress tensor.

**Open Access.** This article is distributed under the terms of the Creative Commons Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in any medium, provided the original author(s) and source are credited.
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