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Abstract

We give a moduli-theoretic treatment of the existence and properties of moduli spaces of semistable quiver representations, avoiding methods from geometric invariant theory. Using the existence criteria of Alper–Halpern-Leistner–Heinloth, we show that for many stability functions, the stack of semistable representations admits an adequate moduli space, and prove that this moduli space is proper over the moduli space of semisimple representations. We construct a natural determinantal line bundle that descends to a semiample line bundle on the moduli space and provide new effective bounds for global generation. For an acyclic quiver, we show that this line bundle is ample, thus giving a modern proof of the fact that the moduli space is projective.
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1 Introduction

Many important natural problems in linear algebra such as Jordan normal forms, the classification of tuples of matrices up to simultaneous conjugation, and the classification of tuples of subspaces in a fixed vector space can all be encoded as moduli problems for representations of a quiver, where properties of the classification problem are described by the geometry of the moduli space. Moreover, quiver moduli spaces closely interact with other important moduli spaces and play a fundamental role in representation theory.

The theory of quivers and their representations goes back to Gabriel, who showed that the quivers for which the moduli problem is discrete are precisely the Dynkin quivers [19]. After pioneering work of Kac [28], the study of continuous moduli problems began with King’s construction [29] of moduli spaces of quiver representations using geometric invariant theory (GIT), in which the GIT notion of stability obtains a reinterpretation as stability of representations with respect to a stability function. For the trivial stability function, all quiver representations are semistable and the moduli space is just an affine GIT quotient which classifies semisimple quiver representations. For a nontrivial stability function, the moduli space of semistable representations is projective over the affine GIT quotient. The ring of invariants turns out to be generated by taking traces along oriented cycles [33], so in particular when the quiver is acyclic, the semisimple moduli space is a point and moduli spaces of semistable quiver representations are projective varieties. An excellent survey of the geometry of these moduli spaces is given in [39]; for further details on their GIT construction, see also [8].

In this paper, we instead take an approach that combines Alper’s theory of adequate moduli spaces with determinantal line bundle techniques to provide a construction of projective moduli spaces of semistable representations of an acyclic quiver that avoids the methods of GIT. Our method follows the blueprint set out in recent papers on the projectivity of moduli spaces of stable curves [9, 30] and semistable vector bundles on curves [4]. Let us recall the basic steps in these approaches:

1. Interpret the moduli problem as an algebraic stack $\mathcal{M}$ of finite type.

2. Prove that $\mathcal{M}$ admits an adequate moduli space $\mathcal{M}$, which is a proper algebraic space.

3. Find a line bundle on $\mathcal{M}$ which descends to an ample line bundle on $M$.

In the case of stable curves [9], the second step uses the Keel–Mori theorem for proper Deligne–Mumford stacks, whereas the analogue for the moduli space of semistable vector bundles on a curve [4] relies on the recent existence result on adequate moduli spaces of algebraic stacks [6] due to Alper–Halpern-Leistner–Heinloth.

In the case of stable curves, the construction of the ample line bundle in the third step above is due to Kollár [30], who considers the determinant of the direct image of a relative pluricanonical bundle on the universal family over the moduli stack. The case of vector bundles on a curve [4], which similarly centers around proving ampleness of a certain determinantal line bundle constructed from the universal vector bundle, follows arguments...
in Esteves [16, Section 5] and Esteves–Popa [17, Section 3] improving upon the original GIT-free approach of Faltings [18].

There are several good reasons for pursuing such an approach: i) it provides an intrinsic moduli-theoretic proof, ii) it illustrates the theory of adequate moduli spaces, and iii) it can yield insight into how to construct projective moduli spaces in situations where GIT cannot be applied. It should be noted however that this approach does not automatically yield projectivity, and we need to rely on the properties of the specific moduli problem.

Main results. Working over a noetherian base scheme \( S \), we will moduli-theoretically define the stack \( \mathcal{M}_{d,S} \) parameterizing families of representations of a quiver \( Q \) of dimension \( d \). To a stability function \( \theta \) we associated the open substack \( \mathcal{M}_{d,S}^{\theta-\text{ss}} \subseteq \mathcal{M}_{d,S} \) of \( \theta \)-semistable representations and construct a natural determinantal line bundle \( L_\theta \) on it.

We then give moduli-theoretic proofs that these stacks are \( \Theta \)-reductive and \( S \)-complete and deduce that both stacks admit adequate moduli spaces by applying the existence result of Alper–Halpern-Leistner–Heinloth [6]. A reader who is used to working in characteristic 0 can read the word “adequate” as “good”, since the two notions only differ in positive characteristic.

The following is a summary of the main results of the paper.

**Theorem A.** Let \( Q \) be an acyclic quiver and let \( S \) be a noetherian scheme.

(i) The stack \( \mathcal{M}_{d,S}^{\theta-\text{ss}} \) of \( \theta \)-semistable quiver representations over \( S \) admits an adequate moduli space \( \mathcal{M}_{d,S}^{\theta-\text{ss}} \) which is proper over \( S \).

(ii) The line bundle \( L_\theta \) on \( \mathcal{M}_{d,S}^{\theta-\text{ss}} \) descends to a relatively ample line bundle \( L_\theta \) on \( \mathcal{M}_{d,S}^{\theta-\text{ss}} \).

In particular, \( \mathcal{M}_{d,S}^{\theta-\text{ss}} \) is projective over \( S \).

The last part of (ii) is of course well-known (when working over a field usually), but the novelty here is that we illustrate how it can be obtained using the modern methods of algebraic stacks and adequate moduli spaces.

Our methods yield partial results also when \( Q \) has oriented cycles. In this case we require that the stability function \( \theta \) is of the form \(-\langle \cdot, \beta \rangle\) for a dimension vector \( \beta \) with \( \langle d, \beta \rangle = 0 \), where \( \langle \cdot, \cdot \rangle \) denotes the Euler pairing; this condition holds for every stability function when \( Q \) is acyclic by Lemma 2.3.5. Under this assumption we prove the analogues of (i) and (ii):

(i’) The stack \( \mathcal{M}_{d,S}^{\theta-\text{ss}} \) of \( \theta \)-semistable quiver representations admits a separated adequate moduli space \( \mathcal{M}_{d,S}^{\theta-\text{ss}} \), and the semisimplification map \( \mathcal{M}_{d,S}^{\theta-\text{ss}} \to \mathcal{M}_{d,S} \) on adequate moduli spaces is proper.

(ii’) When \( S = \text{Spec} \ k \) is the spectrum of a field, the line bundle \( L_\theta \) on \( \mathcal{M}_{d,k}^{\theta-\text{ss}} \) descends to a semiample line bundle \( L_\theta \) on \( \mathcal{M}_{d,k}^{\theta-\text{ss}} \).

In this setting, there are two limitations to our approach. First, our methods are unable to handle the true analogue of (ii) in the non-acyclic case – that \( \mathcal{M}_{d,k} \) is affine and the semisimplification map \( \mathcal{M}_{d,k}^{\theta-\text{ss}} \to \mathcal{M}_{d,k} \) is projective; this statement usually follows from the methods of GIT. Second, we can only develop (ii’) over a field.

It should moreover be possible to remove the condition on \( \theta \) in the non-acyclic case. It is currently used to produce sections of determinantal line bundles, which we use to check local reductivity of the stack of semistable representations in order to apply the existence criteria [6, Theorem 5.4] in arbitrary characteristic. If \( S \) has characteristic 0, we can use good moduli spaces instead of adequate moduli spaces, and the required local reductivity follows from [5, 6]. We also use determinantal sections in the proof of semiampleness.

We prove (i) and (i’) in Corollary 5.5.7 and Proposition 5.6.1. The main projectivity result (ii) is given in Theorem 6.2.1. We prove (ii’) in Proposition 6.1.1.
Our proof that the semisimplification map $M^{\theta, ss}_{d,S} \to M_{d,S}$ is proper follows an adaptation of Langton’s semistable reduction argument for semistable coherent sheaves [32], see Proposition 5.6.2. It says that if a representation of $Q$ over a discrete valuation ring $R$ has semistable generic fiber, then there exists a subrepresentation which agrees at the generic point such that its special fiber is semistable. For an acyclic quiver, we moreover argue moduli-theoretically that $M^{\theta, ss}_{d,S}$ is proper over $S$ (Corollary 5.6.4) and that the adequate moduli space $M_{d,S}$ of all representations is isomorphic $S$ (Proposition 5.6.5).

The proof of projectivity in Theorem A (ii) (when $Q$ is acyclic) is obtained by bootstrapping from $\text{Spec} \ k$ to $\text{Spec} \ Z$ and finally to an arbitrary base $S$. The main idea over a field $k$ is to show that the line bundle $L^{\theta}$ is semiample, and that the induced map $M^{\theta, ss}_{d,k} \to \mathbb{P}^n_k$ is finite, and thus the proper algebraic space $M^{\theta, ss}_{d,k}$ is in fact a projective variety. Instead of appealing to methods from GIT, we give a new moduli-theoretic proof of global generation of a power of $L^{\theta}$ inspired by the approach of Esteves [16] and Esteves–Popa [17] for moduli of vector bundles on curves using dimension-counting techniques.

Let us outline how we produce sections of $L^{\theta}$. Since $Q$ is acyclic, we can write $\theta = -\langle \cdot, \beta \rangle$ for a dimension vector $\beta$ with $\langle d, \beta \rangle = 0$. For $m > 0$ and a representation $N$ of dimension vector $m\beta$, we define a 2-term complex $E^\bullet_N$ on $M_{d,S}$ whose associated determinant line bundle is $L^{\theta} \otimes m$ and, since $\langle d, \beta \rangle = 0$, comes with a section $\sigma_N$ which is nonzero at a representation $M \in M_{d,S}$ if and only if $\text{Hom}(M,N) = \text{Ext}(M,N) = 0$.

Interestingly, this approach enables us to produce new effective bounds for global generation, by keeping track of the estimates in the dimension counting. This is analogous to the effective bounds from [16, 17] for moduli of vector bundles on curves. Moreover, the bound is independent of the orientation of the quiver. We show the following result combining Proposition 4.2.1 and Proposition 6.1.1.

**Theorem B.** Let $k$ be a field and let $Q$ be a quiver. Let $\lambda$ be the negative of the minimal eigenvalue of the Tits form. If $m$ is a positive integer greater than $\lambda ||d||^2$, then $L^{\theta} \otimes m$ is globally generated on $M^{\theta, ss}_{d,k}$.

In Remark 6.1.2 we comment further on the context for this result.

**Similarities and differences with vector bundles on curves.** There is an important parallel between moduli of semistable quiver representations and moduli of semistable vector bundles on a smooth projective curve: both parameterize objects in a category of global dimension 1 and have smooth moduli stacks. Some aspects of this dictionary, including similarities between their constructions via GIT and symplectic reduction (over $k = \mathbb{C}$), are described in [25].

However, we also see several instances where this dictionary breaks down. One example, mentioned above, is the preservation of stability under natural dualities: Serre duality preserves stability and semistability of vector bundles on curves, but the Auslander–Reiten translations are only a partial duality, and, although they preserve semistability, they only preserve stability under some additional assumptions (see Lemma 4.3.4).

As a second example, the theory of elementary Hecke modifications for vector bundles on curves does not have an immediate analogue for quiver representations (lacking a notion of torsion sheaves), meaning that the proof in [4] cannot be directly translated to quiver representations. We can nevertheless find a close enough analogue of Hecke modifications.
(as in the proof of Proposition 4.5.2), so that we can stay close to the global structure of the proof for vector bundles.

A third difference is that for a curve of genus $g \geq 2$, the moduli space of stable vector bundles of any rank and degree is non-empty with dimension determined by the Euler pairing, the analogue of which fails for quiver representations – the stable locus may well be empty, in which case the dimension of the semistable locus is difficult to control. This results in us adopting an alternative approach to the dimension counts for quiver representations in Section 4.

Structure of the paper In Section 2 we recall quiver representations, their stability properties, and the Auslander–Reiten translations. In Section 3 we construct the stack of quiver representations from the ground up and prove its algebraicity moduli-theoretically, as well as explain how to produce determinantal line bundles and their sections. Section 4 is the technical heart of the paper, where we prove the key vanishing results required for later sections. In Section 5 we construct adequate moduli spaces for stacks of representations by verifying the conditions for the existence result of [6]. Here we also discuss semistable reduction. The main results, namely the projectivity of the adequate moduli space for $Q$ acyclic as well as the effective bounds on global generation, are finally established in Section 6. In Appendix A we explain how one can obtain the same results using Halpern–Leistner’s theory of stability for stacks; this gives an alternative modern proof, albeit one that still relies on methods of GIT and only works in characteristic 0.
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2 Background on quiver representations

We recall here some terminology from the theory of quiver representations that will be used throughout this paper. We refer to [12] for more details.

2.1 Quiver representations

A quiver $Q = (Q_0, Q_1, s, t)$ is a finite directed graph with vertex set $Q_0$, arrow set $Q_1$, and maps $s, t: Q_1 \to Q_0$ that assign to each arrow its source and target. A path in a quiver is a sequence of composable arrows; that is, the target of the previous arrow is the source of the next arrow. We formally include a path of length 0 at every vertex $i \in Q_0$. A vertex $i \in Q_0$ is a source (respectively a sink) of $Q$ if there are no arrows whose target (respectively source) equals $i$. We will assume that $Q$ is connected throughout, and in Section 3 we will see why this is a harmless assumption to make.

An oriented cycle in a quiver is a path of positive length starting and ending at the same vertex; a special case is a loop, which is an arrow whose source and target are equal. A quiver is acyclic if it has no oriented cycles. Note that if $Q$ is acyclic, there is an admissible ordering of $Q_0$, meaning that $i < j$ whenever there is an arrow $i \to j$; in particular, an acyclic quiver has both a source and a sink.
Given a field $k$, a $k$-representation of $Q$ is a tuple $M = ((M_i)_{i \in Q_0}, (M_a)_{a \in Q_1})$ consisting of finite-dimensional $k$-vector spaces $M_i$ for each vertex $i \in Q_0$ and $k$-linear maps $M_a: M_{s(a)} \rightarrow M_{t(a)}$ for each arrow $a \in Q_1$. The dimension vector $\dim(M) \in \mathbb{N}^{Q_0}$ of $M$ is the tuple $(\dim(M_i))_{i \in Q_0}$. A morphism of $k$-representations $\phi: M \rightarrow N$ is a tuple of $k$-linear maps $(\phi_i: M_i \rightarrow N_i)_{i \in Q_0}$ such that $\phi_i \circ M_a = N_a \circ \phi_a$ for every arrow $a \in Q_1$. The representations of $Q$ over $k$ form an abelian category $\text{rep}_k Q$. If $k \subset k'$ is a field extension, there is a base change functor $(\cdot) \otimes_k k'$: $\text{rep}_k Q \rightarrow \text{rep}_{k'} Q$ that preserves dimension vectors.

A representation $M \neq 0$ is called simple if it has exactly two subrepresentations $0$ and $M$, and semisimple if it is the direct sum of simple representations. Any representation has a filtration by simple representations, making $\text{rep}_k Q$ a category of finite length. For each vertex $i \in Q_0$, there is a simple representation $S(i)$ with $S(i)_i = k$ and $S(i)_j = 0$ for $j \neq i$. If $Q$ is acyclic, these are the only simple representations.

A representation $M \neq 0$ is called indecomposable if it cannot be written as the direct sum of two nonzero subrepresentations. By the Krull–Remak–Schmidt theorem, every representation can be written as a direct sum of indecomposable subrepresentations in an essentially unique way; we will use this fact without further mention.

The Euler pairing or Euler form of $Q$ is $\langle \cdot, \cdot \rangle: \mathbb{Z}^{Q_0} \times \mathbb{Z}^{Q_0} \rightarrow \mathbb{Z}$ where
\[
\langle \alpha, \beta \rangle := \sum_{i \in Q_0} \alpha_i \beta_i - \sum_{a \in Q_1} \alpha_{s(a)} \beta_{t(a)}.
\]

For representations $M$ and $N$ of $Q$, we write $\langle M, N \rangle := \langle \dim(M), \dim(N) \rangle$. Given an ordering $Q_0 = \{1, 2, \ldots, n\}$ of the vertices of $Q$, one has an isomorphism $\mathbb{Z}^{Q_0} \cong \mathbb{Z}^n$. Hence the Euler pairing is represented by a matrix $A \in \text{Mat}_n(\mathbb{Z})$, called the Euler matrix, which satisfies
\[
\langle \alpha, \beta \rangle = \alpha^T A \beta \quad \text{for all } \alpha, \beta \in \mathbb{Z}^n.
\]

If $Q$ is acyclic, then for an admissible ordering of the vertices, the Euler matrix is upper unitriangular and hence invertible over $\mathbb{Z}$. In particular, when $Q$ is acyclic, the Euler pairing is perfect.

### 2.2 Modules over the path algebra

Let $k$ be a field. The path algebra of $Q$ is the $k$-algebra $kQ$ with basis given by all paths in $Q$, including a path $\epsilon_i$ of length 0 at each vertex $i$, and multiplication given by the concatenation of paths; see for example [11, Section 1.5]. The category $\text{rep}_k Q$ of $k$-representations of $Q$ is equivalent to the category $kQ$-mod of finite-dimensional left modules over $kQ$. The path algebra is finite-dimensional if and only if $Q$ is acyclic. If $Q$ is not acyclic we will also need to consider the category $\text{Rep}_k Q$ of not necessarily finite-dimensional representations, which is equivalent to the category $kQ$-Mod of all left modules over the path algebra.

For each $i \in Q_0$, there are projective and injective representations $P(i) = kQ \epsilon_i$ and $I(i) = (\epsilon_i kQ)^*$; thus for each $j \in Q_0$

- $P(i)_j$ is the $k$-vector space with basis the set of paths from $i$ to $j$,
- $I(i)_j$ is the $k$-vector space dual to the one whose basis is the set of paths from $j$ to $i$.

The representation $P(i)$ is finite-dimensional if and only if there is no path from $i$ to any vertex in an oriented cycle. Similarly, $I(i)$ is finite-dimensional if and only if there is no path from any vertex in an oriented cycle to $i$.

We will focus on the case of projective modules, as injective modules are the dual notion, see for example [12, Section 2.2] and Section 2.4 below. The projective representations $P(i)$ are indecomposable, and in the case when $Q$ is acyclic, these are the only indecomposable...
projective representations of $Q$ up to isomorphism. For any representation $M$ of $Q$, we have a canonical isomorphism
\[ \text{Hom}(P(i), M) \cong M_i. \] (1)

The category $\text{rep}_k Q$ is hereditary, meaning that any subrepresentation of a projective representation is again projective and dually any quotient of an injective representation is injective. In particular, $\text{rep}_k Q$ has homological dimension at most one, so we will write $\text{Ext}(M, N)$ for $\text{Ext}^1(M, N)$. In fact, any representation $M$ has a canonical projective resolution
\[ 0 \to \bigoplus_{a \in Q_1} M_{\sigma(a)} \otimes P(t(a)) \to \bigoplus_{i \in Q_0} M_i \otimes P(i) \to M \to 0 \] (2)
and an analogous canonical injective resolution, working in $\text{Rep}_k Q$ in case $Q$ is not acyclic. Applying the functor $\text{Hom}(\_ , N)$ to (2) and using (1) gives the useful exact sequence
\[ 0 \to \text{Hom}(M, N) \to \bigoplus_{i \in Q_0} \text{Hom}_k(M_i, N_i) \to \bigoplus_{a \in Q_1} \text{Hom}_k(M_{\sigma(a)}, N_{t(a)}) \to \text{Ext}(M, N) \to 0, \] (3)
where the middle morphism is given by $(f_i)_{i \in Q_0} \mapsto (f_{t(a)} \circ M_\sigma - N_\sigma \circ f_{\sigma(a)})_{a \in Q_1}$. From this we deduce that the Euler pairing computes the Euler characteristic:
\[ \langle M, N \rangle = \dim \text{Hom}(M, N) - \dim \text{Ext}(M, N). \]
In particular, $\langle P(i), M \rangle = \dim(M_i)$ since $\text{Ext}(P(i), M) = 0$ as $P(i)$ is projective.

### 2.3 Stability of representations

Following [29, 37] we introduce a standard notion of stability for a representation of $Q$. A stability function on $Q$ is a linear map $\theta: \mathbb{Z}^{Q_0} \to \mathbb{Z}$. By convention we will write $\theta(M)$ instead of $\theta(\text{dim } M)$ for a representation $M$.

Given a stability function $\theta$, a $k$-representation $M$ of $Q$ is called
- $\theta$-semistable if $\theta(M) = 0$ and $\theta(M') \leq 0$ for every subrepresentation $M' \subseteq M$;
- $\theta$-stable if it is $\theta$-semistable and it has exactly two subrepresentations $M' \subseteq M$ with $\theta(M') = 0$, namely $M' = 0$ and $M' = M$ with $M \neq 0$;
- geometrically $\theta$-stable if $M \otimes_k k'$ is stable for every field extension $k'/k$;
- $\theta$-polystable if it is a direct sum of $\theta$-stable representations;
- geometrically $\theta$-polystable if $M \otimes_k k'$ is polystable for every field extension $k'/k$.

**Remark 2.3.1.** There is no need for a notion of geometric $\theta$-semistability since a representation $M$ is $\theta$-semistable if and only if $M \otimes_k k'$ is for some field extension $k \subseteq k'$ [26, Proposition 2.4]. A representation $M$ is geometrically $\theta$-stable if either one of $M \otimes_k k^s$ or $M \otimes_k \hat{k}$ is $\theta$-stable, where $k^s$ and $\hat{k}$ denote a separable and an algebraic closure of $k$ respectively, see [26, Corollary 2.12]. In particular, over an algebraically closed field, $\theta$-stability and geometric $\theta$-stability coincide. Over a perfect field, $\theta$-polystability and geometric $\theta$-polystability coincide, although a field extension may give rise to more stable factors [38, Lemma 4.2].

**Example 2.3.2.** This example shows that polystability may not be preserved under field extension when the base field is not perfect. Consider the Jordan quiver $Q$:

![Jordan Quiver](image-url)
Isomorphism classes of representations of $Q$ are given by square matrices up to conjugation. We consider the trivial stability function $\theta = 0$ and give an example of a 2-dimensional representation $M$ of $Q$ which is stable over $\mathbb{F}_2(t)$ but not polystable over $\mathbb{F}_2(\sqrt{t})$. The representation $M$ is given over $\mathbb{F}_2(t)$ by the matrix

$$\begin{bmatrix} 1 & t \\ 1 & 1 \end{bmatrix}$$

whose only eigenvalue is $1 + \sqrt{t}$, so $M$ is simple and in particular stable over $\mathbb{F}_2(t)$. Over $\mathbb{F}_2(\sqrt{t})$, this matrix is similar to

$$\begin{bmatrix} 1 & 1 + \sqrt{t} \\ 1 & \sqrt{t} \end{bmatrix} \begin{bmatrix} 1 & 1 + \sqrt{t} \\ 1 & 1 \end{bmatrix} = \begin{bmatrix} 1 + \sqrt{t} & 1 \\ 0 & 1 + \sqrt{t} \end{bmatrix}$$

and since it is a $2 \times 2$ Jordan block, it gives a semistable representation that no longer splits into a direct sum of simple representations.

Every $\theta$-semistable representation $M$ has a Jordan-Hölder filtration

$$0 = M^0 \subsetneq M^1 \subsetneq M^2 \subsetneq \ldots \subsetneq M^{r-1} \subsetneq M^r = M$$

with the property that the quotients $M^\ell/M^{\ell-1}$ are $\theta$-stable for $\ell = 1, \ldots, r$. The filtration is not unique, but the isomorphism type of the associated graded representation

$$\text{gr} M := \bigoplus_{\ell=1}^r M^\ell/M^{\ell-1}$$

is independent of the filtration.

To define a second type of filtration, we introduce a slope function $\mu_\theta$ which associates to a dimension vector $d \in \mathbb{N}^{Q_0} \setminus \{0\}$ the rational number

$$\mu_\theta(d) := \frac{\theta(d)}{\sum_{i \in Q_0} d_i}.$$

We say that a representation $M$ is $\mu_\theta$-semistable if $\mu_\theta(M') \leq \mu_\theta(M)$ for every subrepresentation $M' \subseteq M$. Observe that when $\theta(M) = 0$, stability with respect to $\mu_\theta$ and $\theta$ coincide. Moreover, an arbitrary representation $M$ has a Harder-Narasimhan filtration

$$0 = M^0 \subsetneq M^1 \subsetneq M^2 \subsetneq \ldots \subsetneq M^{r-1} \subsetneq M^r = M$$

such that $M^i/M^{i-1}$ is $\mu_\theta$-semistable for every $i = 1, \ldots, r$ and

$$\mu_\theta(M^i/M^0) > \mu_\theta(M^i/M^1) > \ldots > \mu_\theta(M^r/M^{r-1}).$$

See for example [39, Section 4]. This filtration is unique and the representation $M^1$ is called the maximally destabilizing subrepresentation. More generally, one can define different slope functions by giving positive weights to the dimensions in the denominator; these give the same notion of semistability for dimension vectors $d$ for which $\theta(d) = 0$ but possibly different Harder–Narasimhan filtrations [24, Section 5.2].

We record some elementary properties of semistable representations.

**Proposition 2.3.3.** Let $M$ and $N$ be $\mu_\theta$-semistable $k$-representations of the same slope.

(i) If $f : M \to N$ is any morphism, then $\ker(f)$, $\im(f)$ and $\coker(f)$ are $\mu_\theta$-semistable.
(ii) If \( M \) and \( N \) are \( \theta \)-stable, then any nonzero morphism \( M \to N \) is an isomorphism. In particular, if \( M \) is geometrically \( \theta \)-stable, then the canonical map \( k \to \text{End}(M) \) is an isomorphism.

Given \( \alpha, \beta \in \mathbb{Z}^{Q_0} \) we define stability functions \( \theta_\alpha, \eta_\beta : \mathbb{Z}^{Q_0} \to \mathbb{Z} \) by

\[
\theta_\alpha(d) := \langle \alpha, d \rangle \quad \text{and} \quad \eta_\beta(d) := -\langle d, \beta \rangle.
\]

When \( Q \) is an acyclic quiver, the matrix of the Euler form is invertible and therefore defines an isomorphism \( \mathbb{Z}^{Q_0} \cong (\mathbb{Z}^{Q_0})^\vee \). This implies the following.

**Lemma 2.3.4.** Suppose \( Q \) is an acyclic quiver and let \( \theta : \mathbb{Z}^{Q_0} \to \mathbb{Z} \) be a stability function.

(a) There is a unique \( \alpha \in \mathbb{Z}^{Q_0} \) such that \( \theta = \theta_\alpha = \langle \alpha, \_ \rangle \), given by \( \alpha_i = \theta(I(i)) \).

(b) There is a unique \( \beta \in \mathbb{Z}^{Q_0} \) such that \( \theta = \eta_\beta = -\langle \_, \beta \rangle \), given by \( \beta_i = -\theta(P(i)) \).

The next lemma shows how stability functions for acyclic quivers are in fact given by dimension vectors.

**Lemma 2.3.5.** Suppose \( Q \) is an acyclic quiver and let \( \theta : \mathbb{Z}^{Q_0} \to \mathbb{Z} \) be a stability function for which there exists a semistable representation \( M \) such that \( \text{supp} \, M = Q_0 \).

(a) Let \( \alpha \in \mathbb{Z}^{Q_0} \) be the unique vector such that \( \theta = \theta_\alpha \). Then \( \alpha \in \mathbb{N}^{Q_0} \).

(b) Let \( \beta \in \mathbb{Z}^{Q_0} \) be the unique vector such that \( \theta = \eta_\beta \). Then \( \beta \in \mathbb{N}^{Q_0} \).

**Proof.** We show that the entries of \( \beta \) are non-negative. The proof for \( \alpha \) is analogous. As \( \beta_i = -\theta(P(i)) \), we need to show that \( \theta(P(i)) \leq 0 \) for every \( i \). We choose an admissible ordering of the vertices of \( Q \) and write \( Q_0 = \{1, \ldots, n\} \). We show the claim by descending induction on \( i \in \{1, \ldots, n\} \). For \( i = n \), the vertex \( i \) is a sink and therefore \( P(i) \) is simple. Choose a nonzero vector \( x \in M_i \) and let \( f \in \text{Hom}(P(i), M) \cong M_i \) be the corresponding morphism. As \( f \neq 0 \) and \( P(i) \) is simple, \( f \) is injective. Since \( M \) is \( \theta \)-semistable, we see that \( \theta(P(i)) \leq 0 \).

Now let \( i < n \). Again, choose any nonzero element \( x \in M_i \) and consider the corresponding morphism \( f : P(i) \to M \). The kernel \( K \) of \( f \) is again projective and a proper subrepresentation of \( P(i) \), and thus \( K \cong \bigoplus_{m_j \geq 0} P(j)^{\oplus m_j} \) for some multiplicities \( m_j \geq 0 \). By the inductive assumption, we know that \( \theta(P(j)) \leq 0 \) for all \( j > i \), which implies that \( \theta(K) \leq 0 \). Now \( f : P(i) \to M \) gives rise to an injective homomorphism

\[
P(i)/K \hookrightarrow M
\]

which by \( \theta \)-semistability of \( M \) implies that \( 0 \geq \theta(P(i)/K) = \theta(P(i))/\theta(K) \), and so \( \theta(P(i)) \leq \theta(K) \leq 0 \).

Without the acyclicity assumption Lemma 2.3.5 can fail.

**Example 2.3.6.** Consider the quiver

\[
Q: \begin{array}{ccc}
1 & \cong & 2
\end{array}
\]

The stability function \( \theta \) given by the inner product with \((-3,3)\) equals \( \theta_\alpha \) for \( \alpha = (-1,1) \), and \( \eta_\beta \) for \( \beta = (1,-1) \). Note that since the Euler matrix \( \begin{pmatrix} 1 & -2 \\ -2 & 1 \end{pmatrix} \) is invertible over the rationals, both \( \alpha \) and \( \beta \) are uniquely determined, but neither of them is a dimension vector. Consider the dimension vector \( d = (1,1) \), so that \( \theta(d) = 0 \). There exists a \( \theta \)-semistable representation with dimension vector \( d \): it suffices that one of the maps from vertex 2 to vertex 1 is non-zero. In this case there is only one non-trivial subrepresentation, which necessarily is of dimension \((1,0)\) and hence does not destabilize the representation.
2.4 The Auslander–Reiten translations

The final standard construction for quivers and their representations that we need to recall is that of the Auslander–Reiten translations. These are endofunctors of the category of quiver representations, and their interaction with \( \theta \)-stability will be discussed in Section 4.3.

The opposite quiver of a quiver \( Q = (Q_0, Q_1, s, t) \) is the quiver \( Q^{\text{op}} := (Q_0, Q_1, t, s) \), where all arrows have been reversed. The path algebra of \( Q^{\text{op}} \) is canonically isomorphic to the opposite algebra of \( kQ \). Taking the dual \( k \)-vector space gives a contravariant functor \( D \) from the category \( kQ \)-mod to \( kQ^{\text{op}} \)-mod, or equivalently between the category of representations of \( Q \) and \( Q^{\text{op}} \). The duality functor \( D \) is an antiequivalence of categories and exchanges injective and projective modules.

Let \( Q \) be an acyclic quiver. Consider a representation \( M \) as a left module over the path algebra \( kQ \) and \( kQ \) as a bimodule over itself. The Auslander–Reiten translates of \( M \) are the left \( kQ \)-modules

\[
\tau M := D \text{ Ext}(M, kQ) \\
\tau^- M := \text{Ext}(D M, kQ)
\]

and these constructions provide two endofunctors of the category \( kQ \text{-mod} \cong \text{rep}_k Q \), called the Auslander–Reiten translations. It follows from the construction that

\[
\tau P = \tau^- I = 0
\]

whenever \( P \) is projective and \( I \) is injective. The following proposition records the key properties we will need later; for the proof, see [11, Section 6.4].

**Proposition 2.4.1.** Let \( M \) and \( N \) be representations of \( Q \). The Auslander–Reiten translations \( \tau \) and \( \tau^- \) satisfy the following properties:

(i) **Partial inverse property:** We have \( \tau^- \tau M \cong M \) and \( \tau \tau^- N \cong N \), provided that \( M \) has no projective summands and \( N \) has no injective summands.

(ii) **Auslander–Reiten duality:** We have isomorphisms of \( k \)-vector space valued functors

\[
\text{Hom}(\_, \tau M) \cong \text{Ext}(M, \_)^\vee \quad \text{and} \quad \text{Hom}(\tau^- N, \_) \cong \text{Ext}(\_, N)^\vee.
\]

In particular \( \tau^- \) is the left adjoint to \( \tau \). If \( M \) has no projective summands and \( N \) has no injective summands, we have additional isomorphisms

\[
\text{Ext}(\_, \tau M) \cong \text{Hom}(M, \_)^\vee \quad \text{and} \quad \text{Ext}(\tau^- N, \_) \cong \text{Hom}(\_, N)^\vee,
\]

and in particular

\[
\langle \_, \tau M \rangle = -\langle M, \_ \rangle \quad \text{and} \quad \langle \tau^- N, \_ \rangle = -\langle \_, N \rangle.
\]

3 Moduli stacks of representations and determinantal line bundles

In this section, we introduce moduli stacks parameterizing representations of a quiver with fixed dimension vector and study their first properties. Throughout \( d \) will denote a dimension vector for the fixed quiver \( Q \).
3.1 The moduli stack of all representations

Let $S$ be a fixed base scheme. For an $S$-scheme $T$, a family $\mathcal{F}$ of quiver representations of dimension vector $d$ consists of locally free sheaves $\mathcal{F}_i$ of rank $d_i$ over $T$ for each $i \in Q_0$ and homomorphisms $\mathcal{F}_a: \mathcal{F}_{s(a)} \to \mathcal{F}_{t(a)}$ of $\mathcal{O}_T$-modules for each $a \in Q_1$. If $f: T' \to T$ is a morphism of $S$-schemes, we obtain a family of representations $\mathcal{F}_{T'} := f^* \mathcal{F}$ on $T'$ by pullback along $f$. If $x \in T$ is a point, then pulling back along the inclusion of the residue field $\text{Spec } k(x) \hookrightarrow T$ gives a $k(x)$-representation which we denote by $F|_x$.

**Definition 3.1.1.** The moduli stack $\mathcal{M}_{d,S}$ of representations of $Q$ of dimension vector $d$ is the category fibered over the big étale site of the category of $S$-schemes whose objects are pairs $(T, \mathcal{F})$, where $T$ is an $S$-scheme and $\mathcal{F}$ is a family of representations of $Q$ of dimension vector $d$ over $T$. A morphism $(T', \mathcal{F}') \to (T, \mathcal{F})$ is the data of a morphism $f: T' \to T$ of $S$-schemes together with morphisms $\phi_i: \mathcal{F}_i \to f_* \mathcal{F}'_i$ of $\mathcal{O}_T$-modules such that the squares

$$
\begin{array}{ccc}
\mathcal{F}_{s(a)} & \xrightarrow{\phi_{s(a)}} & f_* \mathcal{F}'_{s(a)} \\
\downarrow f_* & & \downarrow f_* \\
\mathcal{F}_{t(a)} & \xrightarrow{\phi_{t(a)}} & f_* \mathcal{F}'_{t(a)}
\end{array}
$$

commute for every $a \in Q_1$ and whose adjoints are isomorphisms $f^* \mathcal{F}_i \to \mathcal{F}'_i$.

We will frequently omit one of the subscripts in $\mathcal{M}_{d,S}$ when either the base scheme or the dimension vector is clear from the context. In Section 4 and Section 6, we will take our base scheme to be $S = \text{Spec } A$ for a ring $A$, in which case we may denote $\mathcal{M}_{d,S}$ by $\mathcal{M}_{d,A}$ or simply $\mathcal{M}_A$. Similarly, when we below define the substacks $\mathcal{M}^{\text{reg}}_{d,S}$, the moduli spaces $\mathcal{M}_{d,S}$ and $\mathcal{M}^{\text{reg}}_{d,S}$, and the representation space $R_{d,S}$, we apply that same conventions for the subscripts.

We will make the harmless assumption that $Q$ is connected: if $Q = Q' \sqcup Q''$ with corresponding decomposition $d = (d',d'')$ with $d' \in \mathbb{N}^{Q_0}, d'' \in \mathbb{N}^{Q_0}$, then $\mathcal{M}_{d,S}$ is isomorphic to the product of moduli stacks of representations of $Q'$ and $Q''$ of dimension vectors $d'$ and $d''$, respectively, and similarly for all other constructions.

The stack $\mathcal{M}_{d,S}$ commutes with base change, meaning that if $S' \to S$ is a morphism of schemes, then we have a cartesian diagram

$$
\begin{array}{ccc}
\mathcal{M}_{d,S'} & \longrightarrow & \mathcal{M}_{d,S} \\
\downarrow & & \downarrow \\
S' & \longrightarrow & S
\end{array}
$$

where in the top horizontal map, a family of representations $\mathcal{F}$ on $T \to S'$ is viewed as a family on $T \to S$ via the composition $T \to S' \to S$. In particular, the stack $\mathcal{M}_{d,Z}$ over the final object $\text{Spec } \mathbb{Z}$ is universal in the sense that for any scheme $S$, the stack $\mathcal{M}_{d,S}$ is obtained by base change from $\mathcal{M}_{d,Z}$ by the structure morphism $S \to \text{Spec } \mathbb{Z}$.

There is a universal family of representations $\mathcal{F}_{\text{univ}}$ of dimension vector $d$ on the stack $\mathcal{M}_{d,S}$. If $T$ is an $S$-scheme and $\mathcal{F}$ is a family of representations of dimension vector $d$ on $T$, there exists a unique morphism $f: T \to \mathcal{M}_{d,S}$ such that $\mathcal{F} \cong f^* \mathcal{F}_{\text{univ}}$.

**Proposition 3.1.2.** The diagonal of the stack $\mathcal{M}_{d,S}$ is represented by affine $S$-schemes.

**Proof.** We follow a similar argument in [44, Tag 08K9]. Let $\mathcal{F}$ and $\mathcal{G}$ be two representations
over an $S$-scheme $T$ and consider the 2-cartesian diagram

$$
\begin{array}{ccc}
\text{Isom}(\mathcal{F}, \mathcal{G}) & \longrightarrow & T \\
\downarrow & & \downarrow \phi \circ \psi \\
\mathcal{M}_{d,S} & \longrightarrow & \mathcal{M}_{d,S} \times \mathcal{M}_{d,S}
\end{array}
$$

The fiber product $\text{Isom}(\mathcal{F}, \mathcal{G})$ is the functor associating to a $T$-scheme $U$ the set of isomorphisms $\mathcal{F}_U \cong \mathcal{G}_U$ of representations of $Q$ over $U$. This functor is represented by an affine $T$-scheme constructed as follows. First, for each $i \in Q_0$, the functor of maps $\mathcal{F}_i \to \mathcal{G}_i$ of $\mathcal{O}_T$-modules is represented by the affine $T$-scheme

$$
\mathbb{V}_i := \text{Spec}_{\mathcal{O}_T} \text{Sym}^* \text{Hom}_{\mathcal{O}_T}(\mathcal{F}_i, \mathcal{G}_i)^\vee.
$$

Next, the functor parameterizing homomorphisms of representations $\mathcal{F} \to \mathcal{G}$ is represented by the closed subscheme

$$
\text{Hom}(\mathcal{F}, \mathcal{G}) := \text{Spec}_{\mathcal{O}_T} \text{Sym}^* \mathcal{K} \subseteq \prod_{i \in Q_0} \mathbb{V}_i
$$

where $\mathcal{K} := \text{coker } \phi^\vee$ is the cokernel of the morphism dual to the map

$$
\phi: \bigoplus_{i \in Q_0} \text{Hom}(\mathcal{F}_i, \mathcal{G}_i) \to \bigoplus_{a \in Q_1} \text{Hom}(\mathcal{F}_{a(a)}, \mathcal{G}_{t(a)})
$$

$$(\alpha_i)_{i \in Q_0} \mapsto (g_a \circ \alpha_{s(a)} - \alpha_{t(a)} \circ F_a)_{a \in Q_1}.$$

Finally, $\text{Isom}(\mathcal{F}, \mathcal{G})$ is represented by the base change of the morphism

$$
\text{Hom}(\mathcal{F}, \mathcal{G}) \times_T \text{Hom}(\mathcal{G}, \mathcal{F}) \to \text{Hom}(\mathcal{F}, \mathcal{F}) \times_T \text{Hom}(\mathcal{G}, \mathcal{G}), (\phi, \psi) \mapsto (\psi \circ \phi, \psi \circ \phi)
$$

along the section $\sigma: T \to \text{Hom}(\mathcal{F}, \mathcal{F}) \times_T \text{Hom}(\mathcal{G}, \mathcal{G})$ given by $(\text{id}_T, \text{id}_T)$. As a section of a separated morphism, $\sigma$ is a closed embedding, and so $\text{Isom}(\mathcal{F}, \mathcal{G})$ is a closed subscheme of an affine $T$-scheme, hence itself affine over $T$. 

We will next construct a smooth atlas for $\mathcal{M}_{d,S}$. For each vertex $i \in Q_0$, let $V^d_i := \mathcal{O}_S^{\oplus d_i}$ denote the standard free $\mathcal{O}_S$-module of rank $d_i$. For each arrow $a \in Q_1$, we set

$$
\mathbb{A}_{a,S} = \mathbb{A}_a := \text{Spec}_{\mathcal{O}_S} \text{Sym}^* \mathcal{O}_S \left( \text{Hom}(V^d_{s(a)}, V^d_{t(a)})^\vee \right) \cong \mathbb{A}_{s(a)}^{\oplus d_{s(a)}} \mathbb{A}_{t(a)}^{\oplus d_{t(a)}}.
$$

**Definition 3.1.3.** The space of representations of $Q$ of dimension vector $d$ is the affine $S$-space

$$
R_{d,S} = R_d := \prod_{a \in Q_1} \mathbb{A}_a.
$$

Each affine space $\mathbb{A}_a$ parameterizes a universal linear map $\varphi_a: \mathcal{O}_{\mathbb{A}_{s(a)}}^{\oplus d_{s(a)}} \to \mathcal{O}_{\mathbb{A}_{t(a)}}^{\oplus d_{t(a)}}$. Letting $\pi_a: R_d \to \mathbb{A}_a$ denote the projection, we obtain a canonical family of representations $\mathcal{F}_{\text{can}}$ on $R_d$ as follows. For each vertex $i \in Q_0$, we set $\mathcal{F}^\text{can}_i = \mathcal{O}_{\pi_{i}^{-1}}^{\oplus d_i}$ and for each arrow $a \in Q_1$ we set

$$
\mathcal{F}^\text{can}_a = \pi_a^* \varphi_a: \mathcal{O}_{\mathbb{A}_a}^{\oplus d_{s(a)}} \to \mathcal{O}_{\mathbb{A}_a}^{\oplus d_{t(a)}}.
$$

This induces a morphism $\varphi: R_d \to \mathcal{M}_d$. We can view $R_d$ as representing the functor on $S$-schemes that to an $S$-scheme $T$ associates the set of representations $\mathcal{F}$ over $T$ with $\mathcal{F}_i = \mathcal{O}_T^{\oplus d_i}$ for each $i \in Q_0$. 
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The \( S \)-group scheme \( G_{d,S} = G_d := \prod_{i \in Q_0} \text{GL}_d \) acts on \( R_d \) as follows. The \( T \)-points of \( G_d \) are tuples \( g = (g_t)_{t \in Q_0} \) where \( g_t \) is an automorphism of \( O_T^{\oplus d} \). If \( T \to R_d \) corresponds to a representation \( F = (F_a : O_T^{\oplus d(a)} \to O_T^{\oplus d(a)})_{a \in A} \), then the action of \( g \) sends \( F \) to the representation \( F' = (F'_a = g_t(a) \circ F_a \circ g_t^{-1}(a))_{a \in A} \).

**Proposition 3.1.4.** The morphism \( \varphi : R_d \to M_d \) is schematic, smooth, and surjective, and induces an isomorphism of stacks

\[
[R_d/G_d] \cong M_d.
\]

In particular, the stack \( M_d \) is smooth and of finite type over \( S \).

**Proof.** By Proposition 3.1.2, the diagonal of \( M_d \) is affine, in particular representable by schemes, and this implies that \( \varphi \) is schematic.

Let \( T \) be an \( S \)-scheme and \( T \to M_d \) a morphism corresponding to a representation \( G \) over \( T \). The fiber product \( T := R_d \times_{M_d} T \) is isomorphic to the functor that sends a morphism \( g : U \to T \) of \( S \)-schemes to the set of isomorphisms \( \phi = (\phi_i : O_{T}^{\oplus d} \cong g^* G_i)_{i \in Q_0} \) of \( O_T \)-modules. The group \( G_d(U) \) acts on \( T \) by sending \( \phi \) to \( g \cdot \phi = (\phi_i \circ g_i^{-1})_{i \in Q_0} \), for \( g = (g_i)_{i \in Q_0} \in G_d(U) \), making \( T \) into a \( G_d \)-torsor over \( T \). This implies that \( \phi \) is smooth and surjective. In particular, \( M_d \) is smooth and of finite type over \( S \) since \( R_d \) is.

The induced morphism \( [R_d/G_d] \to M_d \) is given as follows. For an \( S \)-scheme \( T \), a map \( T \to [R_d/G_d] \) corresponds to a \( G_d \)-torsor \( T \) over \( T \) and a \( G_d \)-equivariant morphism \( \pi : T \to R_d \). This induces a representation \( G' \) over \( T \) given by \( G'_a = O_T^{\oplus d} \) and \( G'_a = \pi^* F_{\varphi a} \). From the equivariance, we deduce descent data for the sheaves \( G'_a \) and the maps \( G'_a \) on the fppf cover \( T \to T \), giving a representation \( G \) over \( T \) which determines a map \( T \to M_d \).

A quasi-inverse is given as follows. To an \( S \)-scheme \( T \) and a map \( T \to M_d \) corresponding to a representation \( G \), we assign the \( G_d \)-torsor \( T = \prod_{i \in Q_0} \text{Isom}(O_T^{\oplus d}, G_i) \) over \( T \). Each vector bundle \( G_i \) trivializes after pulling back to \( T \), so the pullback of \( G \) provides a \( G_d \)-equivariant morphism \( T \to R_d \).

We observe that since \( R_d \) is separated and \( G_d \) is affine over \( S \), the above proposition gives a second proof that \( M_d \) has affine diagonal. We gave a direct argument in Proposition 3.1.2 to emphasize the moduli-theoretic point of view.

### 3.2 The moduli stack of semistable representations

For a stability function \( \theta \), a family \( F \) of representations over a scheme \( T \) is said to be a family of \( \theta \)-semistable, respectively geometrically \( \theta \)-stable, representations if for each point \( x \in T \), the restriction \( F|_x \) is a \( \theta \)-semistable, respectively geometrically \( \theta \)-stable, over the residue field \( \kappa(x) \). By Remark 2.3.1, this is equivalent to requiring that given a field \( k \) and a morphism \( \text{Spec} \, k \to T \) with image \( x \), the \( k \)-representation \( F|_x \otimes_{\kappa(x)} k \) is \( \theta \)-semistable, respectively geometrically \( \theta \)-stable.

**Definition 3.2.1.** The substack \( \mathcal{M}_{d,S}^{ss} \), respectively \( \mathcal{M}_{d,S}^{\theta} \), of \( \mathcal{M}_{d,S} \) is the full subcategory whose objects are those \((T, F) \in \mathcal{M}_{d,S}\) for which \( F \) is a family of \( \theta \)-semistable, respectively geometrically \( \theta \)-stable, representations.

Since \( \theta \)-semistability and geometric \( \theta \)-stability are pointwise conditions on families of representations, it is clear that both moduli stacks are preserved under base change along morphisms \( S' \to S \). If \( \theta = 0 \) is the trivial stability function, then \( \mathcal{M}_{d,S}^{ss} = \mathcal{M}_d \) since every representation is \( \theta \)-semistable. We will next see that \( \mathcal{M}_{d,S}^{\theta} \subseteq \mathcal{M}_{d,S}^{ss} \) and \( \mathcal{M}_{d,S}^{\theta} \subseteq \mathcal{M}_{d,S}^{\theta} \) are
open substacks, or equivalently that in a family $\mathcal{F}$ of representations over $T$, the locus of points $x \in T$ such that $\mathcal{F}|_x$ is $\theta$-semistable (respectively geometrically $\theta$-stable) is open.

For this, we first construct a relative version of a quiver Grassmannian as follows. For a family $\mathcal{F}$ of $d$-dimensional representations over $T$ and a dimension vector $d' < d$, consider the functor $(\text{Sch}/T)^{op} \to (\text{Sets})$ that sends $f: U \to T$ to the set of families of $d'$-dimensional subrepresentations $\mathcal{F}' \subseteq f^*\mathcal{F}$ with locally free quotient. We claim that this functor is representable by a projective $T$-scheme $\text{Gr}(d', \mathcal{F}/T)$. Indeed, it is represented by a closed subscheme of the $T$-fiber product $\prod_{i \in Q_0} \text{Gr}_i$ of the Grassmannian bundles $\text{Gr}_i := \text{Gr}(d'_i, \mathcal{F}_i) \to T$ parameterizing rank $d'_i$ locally free subsheaves of $\mathcal{F}_i$ with locally free quotients. More precisely,

$$
\text{Gr} := \text{Gr}(d', \mathcal{F}/T) \subset \prod_{i \in Q_0} \text{Gr}_i
$$

is the scheme-theoretic intersection over all $a \in Q_1$ of the scheme-theoretic vanishing loci of the compositions

$$
p^*_{\pi(a)}S_{\pi(a)} \xrightarrow{p^*_{\pi(a)}\xi_{\pi(a)}} p^*\mathcal{F}_{\pi(a)} \xrightarrow{p^*\varphi_{\pi(a)}} p^*\mathcal{F}_{\rho(a)} \xrightarrow{p^*\theta_{\rho(a)}} p^*\mathcal{F}_{\pi(a)}Q_{\pi(a)},
$$

where $0 \to S_{i} \xrightarrow{\xi_{i}} \pi_{i}^*\mathcal{F} \xrightarrow{\eta_{i}} \mathcal{Q}_{i} \to 0$ denotes the universal exact sequence on $\text{Gr}_i$ and $p_i: \text{Gr} \to \text{Gr}_i$ and $p: \text{Gr} \to T$ are the natural projections.

**Lemma 3.2.2.** In a family of quiver representations $\mathcal{F}$ of dimension vector $d$ over a scheme $T$, the set of $\theta$-semistable, respectively geometrically $\theta$-stable, representations is open.

**Proof.** For each nonzero dimension vector $d' < d$, with let $\pi_{d'}: \text{Gr}(d', \mathcal{F}/T) \to T$ denote the relative quiver Grassmannian of $d'$-dimensional subrepresentations of $\mathcal{F}$. Since $\text{Gr}(d', \mathcal{F}/T)$ is proper over $T$, the image $T_{d'} \subseteq T$ of $\pi_{d'}$ is closed. Consider the two subsets

$$
Z_1 = \bigcup_{0 < d' < d: \theta(d') \geq \theta(d)} T_{d'} \quad \text{and} \quad Z_2 = \bigcup_{0 < d' < d: \theta(d') > \theta(d)} T_{d'}.
$$

As there are only finitely many dimension vectors $d'$ with $d' < d$, the subsets $Z_1$ and $Z_2$ are closed in $T$, and consequently their complements $U_1 = T \setminus Z_1$ and $U_2 = T \setminus Z_2$ are open. We claim that $U_1$ and $U_2$ are the loci of geometrically $\theta$-stable and $\theta$-semistable representations parameterized by $\mathcal{F}$ respectively. Let $x \in T$ be a point. If $x \in Z_1$, then $x = \pi_{d'}(y)$ for some $d' < d$ with $\theta(d') \geq \theta(d)$ and some $y \in \text{Gr}(d', \mathcal{F}/T)$, meaning that the representation $\mathcal{F}|_x \otimes_{\kappa(x)} \kappa(y)$ has a subrepresentation of dimension vector $d'$. Thus, $\mathcal{F}|_x$ is not geometrically $\theta$-stable.

Conversely, if $\mathcal{F}|_x$ is not geometrically $\theta$-stable, then for some field extension $k/\kappa(x)$, the representation $\mathcal{F}|_x \otimes_{\kappa(x)} k$ has a subrepresentation of dimension vector $d'$ with $\theta(d') \geq \theta(d)$, which gives a map $\text{Spec} k \to \text{Gr}(d', \mathcal{F}/T)$ whose composite with $\pi_{d'}$ has image $x$; thus $x \in Z_1$.

The argument for $Z_2$ is exactly the same, except by Remark 2.3.1 the question of whether $\mathcal{F}|_x$ is $\theta$-semistable is insensitive to extending the residue field $\kappa(x)$.

**Remark 3.2.3.** The following example shows that $\theta$-stability is *not* an open condition. Consider the Jordan quiver from Example 2.3.2 and the family of 2-dimensional representations over $\mathbb{R}$ parameterized by $\mathbb{A}^1_\mathbb{R}$ with coordinate $t$ given by the matrix $M_t := \begin{pmatrix} t & 1 \\ 1 & 0 \end{pmatrix}$. For the trivial stability function $\theta = 0$, all representations are semistable and $M_t \otimes \mathbb{C}$ is polystable unless $t = \pm 2$, but over $\mathbb{R}$ a point $M_t$ is stable if and only if $M_t$ has no real eigenvalues i.e. $|t| < 2$; this set is not even constructible, let alone Zariski-open.

The next result directly follows from Lemma 3.2.2.
Corollary 3.2.4. For a dimension vector \(d\) and a stability function \(\theta\), the moduli stacks

\[
\mathcal{M}_{d,S}^{\theta,s} \subseteq \mathcal{M}_{d,S} \subseteq \mathcal{M}_{d,S}^{\theta,ss}
\]

are open substacks of \(\mathcal{M}_{d,S}\). In particular, both \(\mathcal{M}_{d,S}^{\theta,s}\) and \(\mathcal{M}_{d,S}^{\theta,ss}\) are smooth and of finite type and have affine diagonal over \(S\).

We can express these moduli stacks as quotient stacks: the open subschemes

\[
\mathcal{R}_{d,S}^{\theta,s} \subseteq \mathcal{R}_{d,S}^{\theta,ss} \subseteq \mathcal{R}_{d,S},
\]

parameterizing geometrically \(\theta\)-stable and \(\theta\)-semistable representations are subschemes invariant under the action of \(G_d\), and we obtain identifications

\[
\mathcal{M}_{d,S}^{\theta,s} \cong [\mathcal{R}_{d,S}^{\theta,s}/G_d], \quad \mathcal{M}_{d,S}^{\theta,ss} \cong [\mathcal{R}_{d,S}^{\theta,ss}/G_d]
\]

for the open substacks in Corollary 3.2.4, similar to (6) in Proposition 3.1.4.

Remark 3.2.5. One interesting way in which the moduli theory of quiver representations differs from that of vector bundles on a curve of genus \(g \geq 2\) is that the analogous moduli stacks for stable vector bundles are always non-empty. For any integers \(r \geq 1\) and \(d\) there always exists a stable vector bundle of rank \(r\) and degree \(d\) [35, Lemma 4.3], making the analogue of (7) an inclusion of dense open substacks. However, the following standard example shows that whether or not \(\mathcal{M}_{d,S}^{\theta,s}\) or \(\mathcal{M}_{d,S}^{\theta,ss}\) is empty may depend on \(\theta\).

Example 3.2.6. Consider a representation of the \(A_2\)-quiver \(\bullet \overset{a}{\longrightarrow} \bullet\) over a field \(k\) of dimension vector \(d_n = (n,n)\) for a positive integer \(n\). We can reduce the study of stability functions \(\theta\) such that \(\theta(d_n) = 0\) to three cases:

\(\theta = (0,0)\): all representations of dimension vector \(d_n\) are semistable, but none of them can be geometrically stable, as the unique subrepresentation of dimension vector \((0,n)\) has slope 0.

\(\theta = (-1,1)\): no representation of dimension vector \(d_n\) can be geometrically stable and even semistable, as the unique subrepresentation of dimension vector \((0,n)\) is a destabilizing subrepresentation.

\(\theta = (1, -1)\): a representation \(M_a : k^n \rightarrow k^n\) is semistable if and only if \(M_a\) is injective, while it is geometrically stable if and only if \(n = 1\) and \(M_a\) is injective.

For an acyclic quiver, a general criterion for the existence of a stable representation is given in [1].

3.3 Determinantal line bundles

In this section, we explain how to construct line bundles \(\mathcal{L}_\theta\) on the stack \(\mathcal{M}_d\) depending on a stability function \(\theta : \mathbb{Z}^{Q_0} \rightarrow \mathbb{Z}\). For an \(S\)-scheme \(T\) and a family \(\mathcal{F}\) of representations of \(Q\) over \(T\), we define a line bundle on \(T\)

\[
\mathcal{L}_{\theta, \mathcal{F}} := \bigotimes_{\mathcal{F}_i} \det(\mathcal{F}_i)^{\otimes -\theta_i}
\]

where \(\theta_i = \theta(S(i))\) for \(i \in Q_0\). We list some basic properties of this construction.

Proposition 3.3.1. The following statements hold.

(i) The assignment \(\theta \mapsto \mathcal{L}_{\theta, \mathcal{F}}\) defines a homomorphism \(\text{Hom}(\mathbb{Z}^{Q_0}, \mathbb{Z}) \rightarrow \text{Pic}(T)\).
(ii) If $0 \to \mathcal{F}' \to \mathcal{F} \to \mathcal{F}'' \to 0$ is a short exact sequence of families of representations on $T$, then there is a canonical isomorphism $\mathcal{L}_{\theta, \mathcal{F}'} \otimes_{\mathcal{O}_T} \mathcal{L}_{\theta, \mathcal{F}''} \cong \mathcal{L}_{\theta, \mathcal{F}}$.

(iii) If $f: T' \to T$ is a morphism of $S$-schemes, then there is a canonical isomorphism $f^* \mathcal{L}_{\theta, \mathcal{F}} \cong \mathcal{L}_{\theta, f^* \mathcal{F}}$.

Proof. Part (i) is clear from the definition. For part (ii), see for example [44, Tag 0FJB], and for part (iii), see [44, Tag 0FJY].

Since $\mathcal{M}_d$ parameterizes families of representations, we have described how to construct a line bundle on $T$ associated to every map $T \to \mathcal{M}_d$. From property (iii), it follows that this assignment gives rise to a line bundle on $\mathcal{M}_d$ which we denote $\mathcal{L}_\theta$. Equivalently, we obtain $\mathcal{L}_\theta$ by applying the above construction to the universal representation $\mathcal{F}^{\text{univ}}$. Moreover, this construction defines a group homomorphism $\text{Hom}(\mathbb{Z}^{Q_0}, \mathbb{Z}) \to \text{Pic}(\mathcal{M}_d)$, which is analogous to the one constructed in [27, Definition 8.1.1].

**Proposition 3.3.2.** The map $\text{Hom}(\mathbb{Z}^{Q_0}, \mathbb{Z}) \to \text{Pic}(\mathcal{M}_{d, \mathbb{Z}}), \theta \mapsto \mathcal{L}_\theta$ is an isomorphism.

Proof. The map corresponds to the isomorphisms

$$\text{Hom}(\mathbb{Z}^{Q_0}, \mathbb{Z}) \cong X^*(G_d) \cong \text{Pic}^{G_d}(R_d) \cong \text{Pic}(\mathcal{M}_d),$$

where $X^*(G_d)$ denotes the character group of $G_d$.

Suppose now that we are given two families of representations $\mathcal{F}$ and $\mathcal{G}$ on an $S$-scheme $T$. We can construct a 2-term complex of locally free sheaves concentrated in degrees $-1$ and 0 by setting

$$\mathcal{E}_{\mathcal{F}, \mathcal{G}}: \bigoplus_{i \in Q_0} \text{Hom}_{\mathcal{O}_T}(\mathcal{F}_i, \mathcal{G}_i) \xrightarrow{d_{\mathcal{F}, \mathcal{G}}} \bigoplus_{a \in Q_1} \text{Hom}_{\mathcal{O}_T}(\mathcal{F}_{a(0)}, \mathcal{G}_{a(1)})$$

where the differential of degree one is given by

$$d_{\mathcal{F}, \mathcal{G}}: (\phi_i)_{i \in Q_0} \mapsto (\phi_{a(0)} \circ \mathcal{F}_a - \mathcal{G}_a \circ \phi_{a(1)})_{a \in Q_1}.$$  

As a first application of (8), we see that the dimensions

$$\dim_{\kappa(x)} \text{Hom}(\mathcal{F}|_x, \mathcal{G}|_x) \quad \text{and} \quad \dim_{\kappa(x)} \text{Ext}(\mathcal{F}|_x, \mathcal{G}|_x)$$

are upper semicontinuous functions on $T$ by comparing with (3), we see that the latter vector space is nothing but the fiber of the quasi-coherent sheaf $\text{coker}(d_{\mathcal{F}, \mathcal{G}})$, while the former is dual to the fiber of $\text{coker}(d_{\mathcal{F}, \mathcal{G}})$, both of which are finitely presented.

Our second application of (8) is a moduli-theoretic construction of determinantal semi-invariants mentioned in the introduction. If the two families $\mathcal{F}$ and $\mathcal{G}$ satisfy the condition $(\dim \mathcal{F}, \dim \mathcal{G}) = 0$, then

$$\text{rk}(\mathcal{E}_{\mathcal{F}, \mathcal{G}}) = \sum_{i \in Q_0} \text{rk}(\mathcal{F}_i) \text{rk}(\mathcal{G}_i) = \sum_{a \in Q_1} \text{rk}(\mathcal{F}_{a(0)}) \text{rk}(\mathcal{G}_{a(1)}) = \text{rk}(\mathcal{E}_{\mathcal{F}, \mathcal{G}}^0),$$

and thus we obtain a global section of the determinant of $\mathcal{E}_{\mathcal{F}, \mathcal{G}}$:

$$\sigma_{\mathcal{F}, \mathcal{G}} = \det(d_{\mathcal{F}, \mathcal{G}}): \mathcal{O}_T \to \det(\mathcal{E}_{\mathcal{F}, \mathcal{G}}) = \det(\mathcal{E}_{\mathcal{F}, \mathcal{G}}^{1})^\vee \otimes \det(\mathcal{E}_{\mathcal{F}, \mathcal{G}}^0).$$

Suppose that the stability function $\theta: \mathbb{Z}^{Q_0} \to \mathbb{Z}$ is of the form $\eta_\beta = -\langle x, \beta \rangle$ for a dimension vector $\beta \in \mathbb{N}^{Q_0}$; that is, we have

$$\theta_t = -\langle \dim S(t), \beta \rangle = -\beta_1 + \sum_{a \in Q_1, t(a) = 1} \beta_1(t(a)).$$
By applying the construction of the 2-term complex to the universal family \( F := F_{\text{univ}} \) on \( \mathcal{M}_d \) and a family \( \mathcal{G} \) of representations on \( \mathcal{M}_d \) of dimension vector \( m\beta \) for \( m \in \mathbb{N} \) such that \( \mathcal{G}_i \) is free for each \( i \in Q_0 \), we get an associated determinantal line bundle that is isomorphic to \( L_{\theta}^{\langle \beta \rangle} \), as we have

\[
\text{Hom}_{\mathcal{O}_{\mathcal{M}_d}}(F_i, \mathcal{G}_i) \cong \mathcal{F}_{\mathcal{G}^{m\beta_i}} \quad \text{and} \quad \text{Hom}_{\mathcal{O}_{\mathcal{M}_d}}(F_{s(a)}, \mathcal{G}_{t(a)}) \cong \mathcal{F}_{s(a)}^{m\beta_i(a)},
\]

and so

\[
\text{det}(\mathcal{E}_{\mathcal{G}, \mathcal{G}}) := \text{det}(\mathcal{F}_{\mathcal{G}, \mathcal{G}}) \cong \bigotimes_{i \in Q_0} \text{det}(F_i)^{m\beta_i} = L_{\theta}^{\langle \beta \rangle}.
\]

If moreover \( \theta(d) = \langle d, \beta \rangle = 0 \) then the ranks of the two terms in the complex \( \mathcal{E}_{\mathcal{G}, \mathcal{G}} \) are equal, so the determinant of the differential \( d_{\mathcal{G}, \mathcal{G}} \) gives a section

\[
\sigma_{\mathcal{G}} = \text{det}(d_{\mathcal{G}, \mathcal{G}}): \mathcal{O}_{\mathcal{M}_d} \to L_{\theta}^{\langle \beta \rangle}.
\]

The most important case is when \( \mathcal{G} = V \otimes \mathcal{O}_{\mathcal{M}_d} \) is a “constant family”, that is, the pullback of a family \( V \) on \( S \), in which case we denote the section by \( \sigma_V: \mathcal{O}_{\mathcal{M}_d} \to L_{\theta}^{\langle \beta \rangle} \). The following result, corresponding to [40, Theorem 1.1], describes the vanishing locus of \( \sigma_V \).

**Proposition 3.3.3.** Let \( d \) be a dimension vector and \( \theta \) a stability function with \( \theta(d) = 0 \). Let \( k \) be a field and \( x: \text{Spec} \ k \to \mathcal{M}_d^{Q_0} \) a morphism corresponding to a representation \( M \) over \( k \), and let \( y \in S \) denote its image in \( S \).

(a) If \( \theta = \theta_\alpha \) for a dimension vector \( \alpha \) and \( V \) is a family of representation of dimension vector \( m\alpha \) on \( S \), then the section \( \sigma_V \) of \( L_{\theta}^{\langle \beta \rangle} \) is nonzero at \( x \) if and only if

\[
\text{Hom}_k(V|_y \otimes \kappa(y) k, M) = 0, \quad \text{or equivalently} \quad \text{Ext}(V|_y \otimes \kappa(y) k, M) = 0.
\]

(b) If \( \theta = \eta_\beta \) for a dimension vector \( \beta \) and \( V \) is a family of representations of dimension vector \( m\beta \) on \( S \), then the section \( \sigma_V \) of \( L_{\theta}^{\langle \beta \rangle} \) is nonzero at \( x \) if and only if

\[
\text{Hom}(M, V|_y \otimes \kappa(y) k) = 0, \quad \text{or equivalently} \quad \text{Ext}(M, V|_y \otimes \kappa(y) k) = 0.
\]

**Proof.** To prove (b), we note that the fiber of the complex \( \mathcal{E}_{\mathcal{G}, \mathcal{G}} \) at \( x \) is identified with the complex

\[
\bigoplus_{i \in Q_0} \text{Hom}_k(M_i|_y \otimes \kappa(y) k) \rightarrow \bigoplus_{a \in Q_1} \text{Hom}_k(M_{s(a)}|_y \otimes \kappa(y) k),
\]

defined in (3) whose kernel and cokernel are the \( k \)-vector spaces \( \text{Hom}(M, V) \) and \( \text{Ext}(M, V) \) respectively, and these vanish if and only if the differential of the complex is invertible, if and only its determinant is nonzero.

For part (a) we instead consider the complex \( \mathcal{E}_{\mathcal{G}, \mathcal{G}} \) and proceed similarly. \( \square \)

### 4 Vanishing results

In this section we take our base scheme to be \( S = \text{Spec} \ k \) where \( k = \overline{k} \) is an algebraically closed field. The results obtained here will be used in later sections to construct adequate moduli spaces for stacks of semistable representations and to show that they are projective when the quiver is acyclic.

The results in this section are inspired by the proof of global generation of determinantal line bundles on the moduli of vector bundles on a curve using dimension-counting techniques
in [17]. We will obtain parallel results in the case of moduli of quiver representations. The starting point is Proposition 3.3.3, which describes the non-vanishing locus of determinantal semi-invariants. In Section 4.1, for a given semistable representation $M$ over $k$, we will find another representation $N$ satisfying $\text{Hom}(M, N) = \text{Ext}(M, N) = 0$ by showing that in the appropriate representation space, the locus of those $N$ for which $\text{Hom}(M, N) \neq 0$ has positive codimension; this will enable us to show a power of the determinantal line bundle on the moduli space of semistable representations is globally generated in Section 6. For acyclic quivers, we study the preservation of (semi)stability under the Auslander-Reiten translations in Section 4.3 and use this to establish generic vanishing of Ext groups in Section 4.4, in order to ultimately prove a key result in Section 4.5 required to later show ampleness of the determinantal line bundle.

Throughout this section, we will formulate many results for stability functions of the form (a) $\theta = \theta_\alpha$ and (b) $\theta = \eta_\beta$, where $\alpha$ and $\beta$ are dimension vectors. This condition is automatically satisfied if $Q$ is acyclic and there exists a semistable representation supported on $Q_0$, see Lemma 2.3.5. Moreover, we only give the proof in one of these two cases, as the other is proved analogously. Since we will ultimately be concerned with case (b) $\theta = \eta_\beta$ in Section 6, we mostly apply these results in this case and thus give the proofs in this case.

4.1 Characterizing semistable representations

We begin with the key dimension estimates. Let $d', d'' \in \mathbb{N}^{Q_0}$ and write $d = d' + d''$. Let $M$ and $N$ be representations of dimension vector $d'$ and $d''$ respectively. Define the following subsets of $\mathbb{R}^d$:

\begin{align}
B_{d'} & = B_{d',d} = \{ V \in \mathbb{R}_d \mid \text{there exists } V' \subset V \text{ with } \dim V' = d' \}, \\
K_M & = K_{M,d} = \{ V \in \mathbb{R}_d \mid \text{there exists an injection } M \hookrightarrow V \}, \\
Q_N & = Q_{N,d} = \{ V \in \mathbb{R}_d \mid \text{there exists a surjection } V \twoheadrightarrow N \}.
\end{align}

**Lemma 4.1.1.** We have the following estimates.

(i) $\text{codim}_{\mathbb{R}_d} B_{d'} \geq -(d', d'')$,

(ii) $\text{codim}_{\mathbb{R}_d} K_M \geq 1 - (d', d)$,

(iii) $\text{codim}_{\mathbb{R}_d} Q_N \geq 1 - (d, d'')$.

**Proof.** View $\mathbb{R}_d$ as parameterizing representations $V$ where $V_i = k^{\oplus d_i}$ for each $i$. Let $V_i' \subseteq V_i$ be the subspace spanned by the $d'_i$ first standard basis vectors and define the subset of all representations for which $V'$ is a subrepresentation:

$S := \{ V \in \mathbb{R}_d \mid V_a(V_{i(a)}') \subseteq V_{i(a)}' \text{ for all } a \in Q_1 \}$.

A representation $V \in \mathbb{R}_d$ has a subrepresentation of dimension vector $d'$ if and only if it lies in the $G_{d'}$-saturation of $S$, that is,

$B_{d'} = G_{d'} \cdot S$.

Consider the parabolic subgroup $P \subseteq G_d$ given by

$P := \{ g \in G_d \mid g_i(V_i') \subseteq V_i' \text{ for all } i \in Q_0 \}$.

The subgroup $P$ acts on $S$, which implies that the action map $G_d \times S \to \mathbb{R}_d$ factors as

$\begin{tikzcd}
G_d \times S \\
G_d \times P \arrow {from} {\rightarrow} \mathbb{R}_d \\
\end{tikzcd}$
where \( G_d \times^P S \) is the associated fiber bundle [43, Proposition 4]. Thus, from the surjection \( G_d \times^P S \to B_d' \) we obtain the bound
\[
\dim B_d' \leq \dim (G_d \times^P S) = \dim G_d + \dim S - \dim P
\]
and hence
\[
\text{codim}_{R_d} B_d' \geq \dim R_d - \dim S - (\dim G_d - \dim P) = \text{codim}_{R_d} S - \text{codim}_{G_d} P.
\]
Now \( S \) is a linear subspace of \( R_d \) of codimension \( \sum_{a \in Q_1} d_{s(a)}' d_{t(a)}'' \) and \( P \) is a subgroup of \( G_d \) of codimension \( \sum_{s \in Q_0} d_s' d_t'' \), so we have
\[
\text{codim}_{R_d} B_d' \geq \sum_{a \in Q_1} d_{s(a)}' d_{t(a)}'' - \sum_{s \in Q_0} d_s' d_t'' = -\langle d', d'' \rangle,
\]
proving (i).

We have projection maps \( p: S \to R_d' \) and \( q: S \to R_{d''} \) taking a representation \( V \) to the subrepresentation \( V' \) and the quotient \( V'' = V/v' \) respectively. Identifying \( M \) and \( N \) with points in \( R_d' \) and \( R_{d''} \) and letting \( O_M \subset R_d' \) and \( O_N \subset R_{d''} \) denote their orbits under the actions of \( G_d' \) and \( G_{d''} \) respectively, we see that
\[
K_M = G_d \cdot p^{-1}(O_M), \quad Q_N = G_d \cdot q^{-1}(O_N).
\]

To prove (ii) and (iii), we note the group \( P \) acts on \( R_d' \) and \( R_{d''} \) via its natural projections to \( G_d' \) and \( G_{d''} \), and that the projections \( p \) and \( q \) are \( P \)-equivariant under these actions. Thus, \( P \) acts on the preimages \( p^{-1}(O_M) \) and \( q^{-1}(O_N) \), so we have surjections
\[
G_d \times^P p^{-1}(O_M) \to K_M, \quad G_d \times^P q^{-1}(O_N) \to Q_N,
\]
from which we obtain the bounds
\[
\text{codim}_{R_d} K_M \geq \dim R_d - \dim p^{-1}(O_M) - \text{codim}_{G_d} P
\]
and
\[
\text{codim}_{R_d} Q_N \geq \dim R_d - \dim q^{-1}(O_N) - \text{codim}_{G_d} P.
\]
Now the map \( p \) is a projection along a linear subspace of dimension \( \sum_{a \in Q_1} d_{s(a)}' d_{t(a)}'' \) so
\[
\dim p^{-1}(O_M) = \dim O_M + \sum_{a \in Q_1} d_{s(a)}' d_{t(a)}''.
\]
On the other hand,
\[
\dim O_M = \dim G_d' - \dim \text{Stab}_{G_d'}(M) \leq \dim G_d' - 1 = \sum_{s \in Q_0} (d_s')^2 - 1,
\]
as the stabilizer of any representation contains the multiplicative group \( G_m \). Thus,
\[
\text{codim}_{R_d} K_M \geq \dim R_d - \dim G_d' + 1 - \text{codim}_{G_d} P
\]

\[
= \sum_{a \in Q_1} d_{s(a)}' d_{t(a)}'' - \sum_{i \in Q_0} (d_i')^2 + 1 - \sum_{a \in Q_1} d_{s(a)}' d_{t(a)}'' - \sum_{i \in Q_0} d_i' d_i''
\]

\[
= 1 + \sum_{a \in Q_1} d_{s(a)}' d_{t(a)}'' - \sum_{i \in Q_0} d_i' d_i''
\]

\[
= 1 - \langle d', d \rangle,
\]
proving (ii).

Similarly, as \( q \) is a projection along a linear subspace of dimension \( \sum_{a \in Q_1} d_{s(a)}' d_{t(a)}'' \) and \( \dim O_N \leq \dim G_{d''} - 1 \), the corresponding calculation yields (iii).
As in [41] we say that a property of representations holds for a general representation of dimension vector $d$ if there exists a nonempty open substack $U$ of $\mathcal{M}_d$ such that the property holds for all $M$ in $U$. This is equivalent to giving a nonempty $G_d$-invariant open subscheme of $R_d$. Note that since $\mathcal{M}_d$ is irreducible, any nonempty open substack is dense, and in particular any finitely many general properties will hold simultaneously on a dense open substack.

Let $\theta: \mathbb{Z}^Q_0 \rightarrow \mathbb{Z}$ be a stability function. We will use Lemma 4.1.1 to relate various vanishing results with $\theta$-semistability for representations.

**Lemma 4.1.2.** Let $M$ be a $\theta$-semistable representation and let $\epsilon \in \mathbb{N}^Q_0$.

(a) Suppose $\theta = \theta_\alpha$ for a dimension vector $\alpha$. If $m$ is sufficiently large, then for a general representation $V$ of dimension vector $m\alpha + \epsilon$, every nonzero map $f: V \rightarrow M$ satisfies $\theta(\text{im } f) = 0$. In fact, it suffices to take

$$m > \frac{\langle \gamma, \gamma \rangle - \langle \epsilon, \gamma \rangle}{\langle \alpha, \gamma \rangle}$$

for the finitely many dimension vectors $0 < \gamma < \dim M$ such that $\langle \alpha, \gamma \rangle < 0$.

(b) Suppose $\theta = \eta_\beta$ for a dimension vector $\beta$. If $m$ is sufficiently large, then for a general representation $V$ of dimension vector $m\beta + \epsilon$, every nonzero map $f: M \rightarrow V$ satisfies $\theta(\text{im } f) = 0$. In fact, it suffices to take

$$m > \frac{\langle \gamma, \gamma \rangle - \langle \gamma, \epsilon \rangle}{\langle \gamma, \beta \rangle}$$

for the finitely many dimension vectors $0 < \gamma < \dim M$ such that $\langle \gamma, \beta \rangle < 0$.

**Proof.** We only prove (b), as (a) is dual. Since $M$ is $\theta$-semistable, if $f: M \rightarrow V$ is any nonzero map, then $\theta(\text{im } f) \geq 0$, so it suffices to rule out the case $\theta(\text{im } f) > 0$.

Let $0 < \gamma < \dim M$ be the dimension vector of a quotient representation of $M$ such that $\theta(\gamma) = -\langle \gamma, \beta \rangle > 0$. The subset

$$B := \{ V \in R_{m\beta + \epsilon} \mid \text{there exists } f \in \text{Hom}(M, V) \text{ such that } \dim \text{im } f = \gamma \}$$

is contained in the set $B_{\gamma, m\beta + \epsilon}$ defined in (9) so from Lemma 4.1.1 we deduce that

$$\text{codim}_{R_{m\beta + \epsilon}} B \geq \text{codim}_{R_{m\beta + \epsilon}} B_{\gamma, m\beta + \epsilon} \geq -\langle \gamma, m\beta + \epsilon - \gamma \rangle = -m\langle \gamma, \beta \rangle - \langle \gamma, \epsilon \rangle + \langle \gamma, \gamma \rangle.$$

If $m$ satisfies the inequality in (13), we see that $\text{codim}_{R_{m\beta + \epsilon}} B > 0$, so for a general representation $V$ of dimension vector $m\beta + \epsilon$, there are no maps $f: M \rightarrow V$ with $\dim \text{im } f = \gamma$. □

Using the above lemma, we obtain Hom-vanishing conditions for stable and semistable representations with respect to $\theta_\alpha$ and $\eta_\beta$.

**Corollary 4.1.3.** Let $M$ be a $\theta$-stable representation of dimension $d$ and let $\epsilon \in \mathbb{N}^Q_0$.

(a) Suppose $\theta = \theta_\alpha$ for some $\alpha \in \mathbb{N}^Q_0$ and assume that $\langle \epsilon, d \rangle \leq 0$. If $m$ satisfies (12), then $\text{Hom}(V, M) = 0$ for a general representation $V$ of dimension vector $m\alpha + \epsilon$.

(b) Suppose $\theta = \eta_\beta$ for some $\beta \in \mathbb{N}^Q_0$ and assume that $\langle d, \epsilon \rangle \leq 0$. If $m$ satisfies (13), then $\text{Hom}(M, V) = 0$ for a general representation $V$ of dimension vector $m\beta + \epsilon$.  
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Proof. We prove (b). By Lemma 4.1.2 we have $\theta(\text{im } f) = 0$ for a general representation $V$ of dimension vector $m\beta + \epsilon$ and any nonzero map $f: M \to V$, so since $M$ is $\theta$-stable, any such nonzero map is injective. However, by Lemma 4.1.1(ii), the locus $K_M \subseteq R_{m\beta + \epsilon}$ defined in (10) of representations $V$ for which there exists an injection $M \hookrightarrow V$ has codimension

$$\text{codim}_R K_M \geq 1 - \langle d, m\beta + \epsilon \rangle = 1 - \langle d, \epsilon \rangle \geq 1$$

since by assumption $\langle d, \beta \rangle = 0$ and $\langle d, \epsilon \rangle \leq 0$. Thus, a general representation $V$ does not admit such an injection.

The proof of (a) is dual and uses $Q_M$ as defined in (11) in place of $K_M$.

Corollary 4.1.4. Let $M$ be a $\theta$-semistable representation and let $\epsilon \in \mathbb{N}^{Q_0}$.

(a) Suppose that $\theta = \theta_\alpha$ for a dimension vector $\alpha$ and assume that $\langle \epsilon, \gamma \rangle \leq 0$ for the dimension vectors $\gamma$ of all $\theta$-stable subquotients of $M$. If $m$ satisfies (12), then for a general representation $V$ of dimension vector $m\alpha + \epsilon$, we have $\text{Hom}(V, M) = 0$.

(b) Suppose that $\theta = \eta_\beta$ for a dimension vector $\beta$ and assume that $\langle \gamma, \epsilon \rangle \leq 0$ for the dimension vectors $\gamma$ of all $\theta$-stable subquotients of $M$. If $m$ satisfies (13), then for a general representation $V$ of dimension vector $m\beta + \epsilon$, we have $\text{Hom}(M, V) = 0$.

Proof. We show the (b), as (a) is analogous. Let $M^1, \ldots, M^r$ denote the $\theta$-stable subquotients of a Jordan-Hölder filtration of $M$. By assumption $\langle \dim M^\ell, \epsilon \rangle \leq 0$, so by Corollary 4.1.3, a general representation $V$ of dimension vector $m\beta + \epsilon$ satisfies

$$\text{Hom}(M^\ell, V) = 0$$

for each $\ell$. By breaking up the Jordan-Hölder filtration of $M$ into short exact sequences, we inductively deduce that $\text{Hom}(M, V)$ vanishes for a general $V$ of dimension vector $m\beta + \epsilon$.

Corollary 4.1.4 can be used to derive a characterization of semistability in terms of vanishing of $\text{Hom}$ and $\text{Ext}$. Note that for representations $M$ and $N$ such that $\langle \dim M, \dim N \rangle = 0$, we have $\text{Hom}(M, N) = 0$ if and only if $\text{Ext}(M, N) = 0$.

Proposition 4.1.5. Let $\theta$ be a stability function and let $M$ be a representation with $\theta(M) = 0$.

(a) If $\theta = \theta_\alpha$ for a dimension vector $\alpha$, then $M$ is $\theta$-semistable if and only if there exists $m > 0$ and a representation $V$ of dimension vector $m\alpha + \epsilon$ such that $\text{Hom}(V, M) = 0$.

(b) If $\theta = \eta_\beta$ for a dimension vector $\beta$, then $M$ is $\theta$-semistable if and only if there exists $m > 0$ and a representation $V$ of dimension vector $m\beta + \epsilon$ such that $\text{Hom}(M, V) = 0$.

Proof. We will prove (b), as the proof of (a) is dual. The forward implication of (b) is a special case of Corollary 4.1.4 with $\epsilon = 0$. For the other direction, let $M' \subseteq M$ be a subrepresentation of dimension vector $d'$. After applying $\text{Hom}(\_, V)$ to the short exact sequence

$$0 \to M' \to M \to M/M' \to 0,$$

we get $\text{Ext}(M', V) = 0$, and therefore

$$m\eta_\beta(\dim M') = -\langle \dim M', m\beta \rangle = -\dim \text{Hom}(M', V) + \dim \text{Ext}(M', V) = -\dim \text{Hom}(M', V) \leq 0.$$

This shows that $M$ is $\eta_\beta$-semistable.
Remark 4.1.6. Proposition 4.1.5 appears as [42, Corollary 1.1] in characteristic 0, using possibly infinite-dimensional representations when $Q$ is not acyclic, and with a proof using GIT methods. Our result stays completely within the realm of finite-dimensional representations and holds in all characteristics. In arbitrary characteristic the forward implication is proved in [10, Corollary 2].

In addition, Proposition 4.1.5 is the quiver analogue of Faltings’s characterization of semistability for vector bundles, and more generally Higgs bundles, on a curve [18, Theorem I.2].

4.2 Effective bounds for vanishing of $\text{Hom}$

We use the inequalities of Lemma 4.1.2 to derive an upper bound for the vanishing of $\text{Hom}$ and $\text{Ext}$ that only depends on the underlying undirected graph of $Q$. This will turn into an upper bound for global generation of determinantal line bundles in Section 6.

Recall from Section 2.1 that we denote the Euler matrix of $Q$ by $A$ for a choice of an ordering of the vertices. Let $B = \frac{1}{2}(A + A^T)$ be the symmetrization of $A$. These matrices $A$ and $B$ define the same quadratic form, called the Tits form, that for any vector $x \in \mathbb{Z}_Q^0$ associates its self-pairing:

$$\langle x, x \rangle = x^T A x = x^T B x.$$  

Notice that the Tits form is independent of the orientation of the quiver. In addition to the Euler pairing, we will also use the standard inner product on $\mathbb{Z}_Q^0$ and write the induced norm of $x$ as $\|x\|$.

Proposition 4.2.1. Let $d \in \mathbb{N}_Q^0$ be a dimension vector and let $\theta$ be a stability function such that $\theta(d) = 0$. Denote

$$\lambda := -\min\{\mu \mid \mu \text{ eigenvalue of } B\}$$

and let $m$ be a positive integer greater than $\lambda \|d\|^2$.

(a) If $\theta = \theta_\alpha = \langle \alpha, \_ \rangle$ for a dimension vector $\alpha$, then for every $\theta$-semistable representation $M$ of dimension vector $d$, a general representation $V$ of dimension vector $m\alpha$ satisfies

$$\text{Hom}(V, M) = \text{Ext}(V, M) = 0.$$  

(b) If $\theta = \eta_\beta = -\langle \_, \beta \rangle$ for a dimension vector $\beta$, then for every $\theta$-semistable representation $M$ of dimension vector $d$, a general representation $V$ of dimension vector $m\beta$ satisfies

$$\text{Hom}(M, V) = \text{Ext}(M, V) = 0.$$  

Proof. We will only prove (b), as the argument for (a) is identical and leads to the same bound. Given a $\theta$-semistable representation $M$ of dimension vector $d$ and a positive integer $m$, Corollary 4.1.4 with $\epsilon = 0$ implies that as soon as

$$m > f(\gamma) := \frac{\langle \gamma, \gamma \rangle}{\langle \gamma, \beta \rangle}$$

for the finitely many dimension vectors $0 < \gamma < d$ for which $\langle \gamma, \beta \rangle < 0$, we have $\text{Hom}(M, V) = \text{Ext}(M, V) = 0$ for a general representation $V$ of dimension vector $m\beta$.

Clearly it is enough to consider only those $\gamma$ for which $\langle \gamma, \gamma \rangle < 0$, since otherwise $f(\gamma) \leq 0$. If $Q$ is either a Dynkin or extended Dynkin quiver, there are no such $\gamma$, and we may take any $m \geq 1$. Hence we will assume that $Q$ is not of these types, or equivalently $\lambda > 0$. We now prove the claim by showing that $f(\gamma) \leq \lambda \|d\|^2$ for all dimension vectors $0 < \gamma < d$ for which $\langle \gamma, \beta \rangle < 0$ and $\langle \gamma, \gamma \rangle < 0$. 
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Since the denominator of $f(\gamma)$ is assumed to be negative, in order to obtain an upper bound for $f(\gamma)$, we need to minimize the numerator. Notice that since $B$ is symmetric, the minimal value of the Tits form on the unit sphere is
\[-\lambda = \min \{ \langle \rho, \rho \rangle \mid \rho \in \mathbb{R}^Q, \|\rho\| = 1 \}.
\]
For $\gamma < d$ that satisfies $\langle \gamma, \beta \rangle < 0$ and $\langle \gamma, \gamma \rangle \leq 0$, write $\gamma = \|\gamma\| \gamma_0$ where $\|\gamma_0\| = 1$. We now have the following inequalities between nonnegative numbers
\[\|\gamma\| < \|d\|, \quad \frac{1}{\|\gamma, \beta\|} \leq 1, \quad |\langle \gamma_0, \gamma_0 \rangle| \leq \lambda,
\]
where the third one follows from the assumption $\langle \gamma, \gamma \rangle < 0$. Combining these inequalities gives the estimate
\[f(\gamma) = \frac{\langle \gamma, \gamma \rangle}{\langle \gamma, \beta \rangle} \leq \frac{\|\gamma\|^2 \cdot |\langle \gamma_0, \gamma_0 \rangle|}{\|\gamma, \beta\|} \leq \frac{\|d\|^2 \lambda}{|\langle \gamma, \beta \rangle|} \leq \lambda \|d\|^2.
\]

Example 4.2.2. The $n$-Kronecker quiver
\[Q: \begin{array}{c}\begin{array}{c}\vdots \end{array} \end{array} \begin{array}{c}1 \quad 2 \end{array} \]
has Tits matrix $\begin{pmatrix} 1 & -\frac{n}{2} \\ -\frac{n}{2} & 1 \end{pmatrix}$. It follows that its eigenvalues are $1 \pm \frac{n}{2}$ and so $\lambda = \frac{n}{2} - 1$, which is positive when $n = 1$ and zero when $n = 2$.

Remark 4.2.3. In Example 4.2.2, the case where $n = 1, 2$ is a Dynkin, resp. extended Dynkin quiver. As observed in the proof of Proposition 4.2.1 any $m \geq 1$ will work. This is consistent with the effective basepoint-freeness results following from Proposition 4.2.1 discussed in Section 6.1, because by [13, Theorem 3.1] the moduli spaces are all affine or projective spaces.

In certain cases, the effective bounds described in Proposition 4.2.1 are not optimal. For instance let $Q$ be the $(n + 1)$-Kronecker quiver, $d = (1, 1)$, and $\theta = \eta_\beta$ with $\beta = (n, 1)$. Proposition 4.2.1 shows that $\text{Hom}(M, V) = 0$ for $M$ a $\theta$-semistable representation of $Q$ of dimension $d$ and $V$ a general representation of dimension $m\beta$ for $m \geq 2(n - 1)$. A direct computation shows that it is in fact enough to let $m$ be any positive integer.

4.3 Auslander–Reiten translations and semistability

In this section we investigate how stability behaves under the Auslander–Reiten translations, and therefore assume throughout that $Q$ is acyclic. For this reason, whenever we write $\theta = \theta_\beta$ or $\theta = \eta_\beta$, we implicitly assume that $\beta$ is a dimension vector.

Only Lemma 4.3.1 from this section is used as an ingredient to our main theorem. The other results are included to give a complete picture of the interaction between stability and the translation functors, which does not seem to appear in the literature.

Let $\tau, \tau^-: \text{rep}_k Q \to \text{rep}_k Q$ denote the Auslander–Reiten translations defined in Section 2.4. Let $\theta$ be a stability function for $Q$; recall from Lemma 2.3.4 that since $Q$ is acyclic, the stability function $\theta$ can be identified with $\theta_\alpha$ (resp. $\eta_\beta$) for a unique dimension vector $\alpha$ (resp. $\beta$).

Lemma 4.3.1. Let $M$ be a $\theta$-semistable representation of $Q$.

(a) If $\theta = \theta_\alpha$, then $\tau^- M$ is $\eta_\alpha$-semistable.
(b) If $\theta = \eta_\beta$, then $\tau M$ is $\theta_\beta$-semistable.

**Proof.** We only show the second assertion, as the first follows similarly. By Proposition 4.1.5 (b) there exists $m > 0$ and a representation $V'$ of dimension vector $m\beta$ such that $\text{Hom}(M, V') = 0$. Assume first that $M$ has no projective summands. By Auslander–Reiten duality we have

$$\text{Ext}(V, \tau M) \cong \text{Hom}(M, V)^\vee = 0.$$  

Moreover, from Proposition 2.4.1 (ii) we have

$$\dim \text{Hom}(V, \tau M) - \dim \text{Ext}(V, \tau M) = \langle V, \tau M \rangle = -\langle M, V \rangle = -m\langle \dim M, \beta \rangle = 0$$

since $M$ is $\eta_\beta$-semistable. Hence also $\text{Hom}(V, \tau M) = 0$, and so $\tau M$ is $\theta_\beta$-semistable by Proposition 4.1.5 (a).

In the general case, we can decompose $M$ into indecomposable summands and this decomposition is unique up to isomorphism. Thus, we can write $M = U \oplus P$, where $P$ is projective and $U$ has no projective summands. Since $M$ is $\eta_\beta$-semistable, both summands $U$ and $P$ are also $\eta_\beta$-semistable. As $U$ has no projective summands, we conclude that $\tau U$ is $\theta_\beta$-semistable. Moreover,

$$\tau M = \tau U \oplus \tau P = \tau U,$$

and so $\tau M$ is $\theta_\beta$-semistable as well. \qed

**Lemma 4.3.2.** Let $M$ be a $\theta$-stable representation.

(a) Suppose $\theta = \theta_\alpha$. If $\text{supp} M \not\subset \text{supp} \alpha$, then $\text{supp} M \setminus \text{supp} \alpha = \{j\}$ and $M \cong I_{Q'}(j)$, where $I_{Q'}(j)$ is the indecomposable injective of the full subquiver $Q'$ supported on $\text{supp} \alpha \cup \{j\}$, viewed as a representation of $Q$.

(b) Suppose $\theta = \eta_\beta$. If $\text{supp} M \not\subset \text{supp} \beta$, then $\text{supp} M \setminus \text{supp} \beta = \{j\}$ and $M \cong P_{Q'}(j)$, where $P_{Q'}(j)$ is the indecomposable projective of the full subquiver $Q'$ supported on $\text{supp} \beta \cup \{j\}$, viewed as a representation of $Q$.

**Proof.** We again only show (b). Assume that $\text{supp} M \not\subset \text{supp} \beta$. Let $Q'' \subset Q' \subseteq Q$ denote the full subquivers on $\text{supp} M \setminus \text{supp} \beta$ and $\text{supp} M \cup \text{supp} \beta$ respectively. We first observe that if $V$ and $W$ are representations supported on $Q'$, then it follows from (3) that

$$\text{Hom}_{Q'}(V, W) = \text{Hom}_{Q''}(V, W) \quad \text{and} \quad \text{Ext}_{Q'}(V, W) = \text{Ext}_{Q''}(V, W),$$

so we may drop the subscripts. The subquiver $Q''$ is also acyclic so it has a sink $j$, and by assumption $\beta_j = 0$ and $\dim M_j > 0$. Consider the projective representation $P_{Q'}(j)$ of $Q'$. For any representation $V$ supported on $Q'$, we have

$$\langle P_{Q'}(j), V \rangle = \dim \text{Hom}(P_{Q'}(j), V) = \dim V_j$$

because $\text{Ext}(P_{Q'}(j), V) = 0$ and $\text{Hom}(P_{Q'}(j), V) \cong V_j$. This implies that

$$\eta_\beta(P_{Q'}(j)) = -\langle \dim P_{Q'}(j), \beta \rangle = -\beta_j = 0$$

whereas $\text{Hom}(P_{Q'}(j), M) \cong M_j \neq 0$. Let $f \in \text{Hom}(P_{Q'}(j), M)$ be a nonzero homomorphism and consider its kernel $P$. We have $P \subset P_{Q'}(j)$, and since the category $\text{rep}_k Q'$ is hereditary, $P$ is again a projective representation of $Q'$.

Suppose that $P \neq 0$. Any indecomposable direct summand of $P$ is of the form $P_{Q'}(i)$ for some vertex $i \in Q'_0$ for which there exists a path $j \to i$ in $Q'$ because it must embed into $P_{Q'}(j)$, and this path cannot have length 0 because $P_j = 0$. As $j$ is a sink of $Q''$, we must have $i \in \text{supp} \beta$. This shows that

$$\eta_\beta(P_{Q'}(i)) = -\beta_i < 0.$$
We conclude that \( \eta_\beta(P) < 0 \) and therefore \( \eta_\beta(P_{Q'}(j))/P > 0 \). However, \( P_{Q'}(j)/P \) embeds into \( M \) via \( f \), which contradicts the fact that \( M \) is stable. Thus, we have \( P = 0 \) and the map \( f: P_{Q'}(j) \to M \) is injective. Since the image of \( f \) is a nonzero subrepresentation of \( M \) with \( \eta_\beta(\text{im } f) = \eta_\beta(P_{Q'}(j)) = 0 \), we conclude that \( f \) must also be surjective and thus \( M \cong P_{Q'}(j) \).

If \( j' \) is another sink of \( Q'' \), then the same argument shows that also \( M \cong P_{Q'}(j') \), which implies that \( j = j' \) and so \( Q'' = \{j\} \) as claimed.

**Lemma 4.3.3.** Let \( M \) be a \( \theta \)-stable representation of dimension vector \( d \) and let \( \epsilon \in \mathbb{N}^{Q_0} \).

(a) If \( \theta = \theta_\alpha \) and \( \langle \epsilon, d \rangle > 0 \), then \( m\alpha + \epsilon \geq d \) for \( m \gg 0 \).

(b) If \( \theta = \eta_\beta \) and \( \langle d, \epsilon \rangle > 0 \), then \( m\beta + \epsilon \geq d \) for \( m \gg 0 \).

**Proof.** As above, we just prove the second claim. The result is clear if \( \text{supp } d \subseteq \text{supp } \beta \).

By Lemma 4.3.2, the only other case is that \( \text{supp } M \setminus \text{supp } \beta = \{j\} \) and \( M \cong P^\prime(j) \), the indecomposable projective of the full subquiver on \( \text{supp } \beta \cup \{j\} \). In this case we have \( d_j = (\dim P^\prime(j))j = 1 \), while \( \epsilon_j = \langle d, \epsilon \rangle > 0 \), so in particular \( \epsilon_j \geq d_j \).

**Lemma 4.3.4.** Let \( M \) be a \( \theta \)-stable representation.

(a) If \( \theta = \theta_\alpha \), then either \( \tau^- M \) is \( \eta_\alpha \)-stable, or \( M \) is isomorphic to an injective representation \( I \) of the full subquiver \( Q' \) supported on \( \text{supp } M \cup \text{supp } \alpha \), viewed as a representation of \( Q \).

(b) If \( \theta = \eta_\beta \), then either \( \tau M \) is \( \theta_\beta \)-stable, or \( M \) is isomorphic to a projective representation \( P \) of the full subquiver \( Q' \) supported on \( \text{supp } M \cup \text{supp } \beta \), viewed as a representation of \( Q \).

**Proof.** We again only show (b). Suppose that \( M \) is not of the form \( P \) as in the statement. We know by Lemma 4.3.1 (b) that \( \tau M \) is \( \theta_\beta \)-semistable and want to conclude that it is \( \theta_\beta \)-stable. Viewing \( M \) as a representation of the full subquiver \( Q' \) supported on \( \text{supp } M \cup \text{supp } \beta \), our assumption means that \( M \) is not projective. Therefore, by Lemma 4.3.2 (b), we have \( \text{supp } \beta = Q_\beta' \). Let \( \tau M \to U \) be a surjection such that \( \theta_\beta(U) = 0 \) and write \( U = \bigoplus U^\ell \) as a direct sum of indecomposables. Each \( U^\ell \) is a quotient of the semistable representation \( \tau M \), so \( \theta_\beta(U^\ell) \geq 0 \), and since these quantities sum to 0, we have \( \theta_\beta(U^\ell) = 0 \) for each \( \ell \). Thus, we may assume that \( U \) is itself indecomposable.

The quotient \( U \) cannot be injective, because if \( U \cong I(i) \) for some \( i \in Q' \), then

\[
0 = \theta_\beta(U) = \langle \beta, \dim I(i) \rangle = \beta_i,
\]

whereas \( \beta_i > 0 \) since \( i \in \text{supp } \beta \). Thus, \( U \cong \tau^- U \) by Proposition 2.4.1 (i). By Proposition 2.4.1 (ii), the functor \( \tau^- \) is a left adjoint, thus right exact, so \( \tau^- U \) is a quotient of \( M \), as \( \tau^- M \) is in any case a quotient of \( M \). Using Proposition 2.4.1 (ii) we obtain

\[
\eta_\beta(\tau^- U) = -\langle \dim \tau^- U, \beta \rangle = \langle \beta, \dim U \rangle = \theta_\beta(U) = 0.
\]

As \( M \) is \( \eta_\beta \)-stable, we have either \( \tau^- U = 0 \) or \( \tau^- U = M \), and since \( U \cong \tau \tau^- U \), we conclude that either \( U = 0 \) or \( U = \tau M \) which proves the claim.

### 4.4 Generic vanishing of Ext

We continue to assume that \( Q \) is acyclic.

**Lemma 4.4.1.** Let \( M \) be a \( \theta \)-semistable representation and let \( \epsilon \in \mathbb{N}^{Q_0} \).
(a) If $\theta = \theta_\alpha$ and $\epsilon = \dim P$ for some projective representation $P$, then for all sufficiently large integers $m$, a general representation $V$ of dimension vector $m\alpha + \epsilon$ satisfies $\Ext(V, M) = 0$. In fact, it is enough that $m > \langle \gamma, \gamma \rangle \langle \gamma, \alpha \rangle$ for all dimension vectors $\gamma < \dim \tau M$.

(b) If $\theta = \eta_\beta$ and $\epsilon = \dim I$ for some injective representation $I$, then for all sufficiently large integers $m$, a general representation $V$ of dimension vector $m\beta + \epsilon$ satisfies $\Ext(M, V) = 0$. In fact, it is enough that $m > \langle \gamma, \gamma \rangle \langle \beta, \gamma \rangle$ for all dimension vectors $\gamma < \dim \tau M$.

Proof. We prove (b). By Lemma 4.3.1, the representation $\tau M$ is $\theta_\beta$-semistable, so Corollary 4.1.4 (a) with $\epsilon = 0$ implies that for $m$ satisfying the inequality, there exists a representation $V'$ of dimension vector $m\beta$ such that $\Hom(V', \tau M) = 0$. By Auslander-Reiten duality, this implies $\Ext(M, V') \cong \Hom(V', \tau M)^\vee = 0$.

Now the representation $V = V' \oplus I$ has dimension vector $m\beta + \epsilon$ and satisfies $\Ext(M, V) = \Ext(M, V') \oplus \Ext(M, I) = 0$ since $I$ is injective. Thus, by upper semicontinuity this must hold for a general representation of dimension vector $m\beta + \epsilon$.

4.5 Separating stable representations

In this section, we assume that $Q$ is acyclic and $\theta = \eta_\beta$ for concreteness, and leave formulating the dual statements for $\theta = \theta_\alpha$ to the reader. Our aim is to prove the following result.

**Theorem 4.5.1.** Let $M_0, M_1, \ldots, M_r$ be non-isomorphic $\eta_\beta$-stable representations. For all sufficiently large integers $m$, there exists a representation $N$ of dimension vector $m\beta$ such that $\Hom(M_0, N) \neq 0$, and $\Hom(M_\ell, N) = 0$ for $\ell = 1, \ldots, r$.

This will be used in Theorem 6.2.1 below by considering two polystable representations $M$ and $M'$ such that $M_1, \ldots, M_r$ are the non-isomorphic stable summands of $M'$ while $M_0$ appears as a stable summand of $M$. In view of Proposition 3.3.3, we will see that $\sigma_N$ separates the polystable representations $M$ and $M'$; this will ultimately enable us to prove ampleness of the determinantal line bundle on the moduli space of semistable representations in Section 6.

Our argument is inspired by the proof of a similar statement for moduli of vector bundles on a curve, due to Esteves [16, Section 5] and Esteves–Popa [17, Section 3].

We break up the proof of Theorem 4.5.1 into several steps.

**Proposition 4.5.2.** For $M_0, M_1, \ldots, M_r$ as in Theorem 4.5.1 and for all sufficiently large integers $m$, there exists a representation $N$ such that

(i) $\Hom(M_0, N) \neq 0$;

(ii) $\Hom(M_\ell, N) = 0$ for $\ell = 1, \ldots, r$;

(iii) $\dim N = m\beta + \epsilon$, where $\epsilon$ is the dimension vector of an injective representation and $\supp \epsilon \cap \supp M_0 = \emptyset$.

Before proving Proposition 4.5.2 we first use it to establish Theorem 4.5.1.
Proof of Theorem 4.5.1. Let $N$ be as in Proposition 4.5.2. If $\epsilon = 0$, we are already done, so assume $\epsilon > 0$. It suffices to find a subrepresentation $N' \subset N$ that satisfies properties (i)-(iii) with $\epsilon' < \epsilon$, since repeating the construction results in a sequence of subrepresentations with the same properties, and the sequence must terminate at a subrepresentation with $\epsilon = 0$.

By assumption we have $\epsilon = \dim I$ for some nonzero injective representation $I$. Since $\langle V, I \rangle = \dim \text{Hom}(V, I) \geq 0$ for any representation $V$, and since $\beta$ is a dimension vector since $Q$ is acyclic, we have
\[
\dim \text{Hom}(N, I) = \langle N, I \rangle = \langle m\beta + \epsilon, \epsilon \rangle \geq \langle \epsilon, \epsilon \rangle = \dim \text{Hom}(I, I) \geq 1,
\]
so there is a nonzero map $f: N \to I$. Let $N' \subset N$ and $I'$ denote the kernel and cokernel of $f$ respectively and set $\epsilon' = \dim I'$. Note that $\epsilon' < \epsilon$. We claim that $N'$ satisfies properties (i)-(iii).

To verify (i) and (ii) for $N'$, we apply $\text{Hom}(M^n, \_)$ to the exact sequence
\[
0 \to N' \to N \xrightarrow{f} I
\]
to get
\[
0 \to \text{Hom}(M^n, N') \to \text{Hom}(M^n, N) \to \text{Hom}(M^n, I).
\]
Since $\text{Hom}(M^n, N) = 0$ for $\ell \geq 1$, we also have $\text{Hom}(M^n, N') = 0$, giving (ii). For (i), we have $\text{Hom}(M^n, I) = 0$ since $\text{supp} I \cap \text{supp} M^n = \emptyset$, and so
\[
\text{Hom}(M^n, N') \cong \text{Hom}(M^n, N) \neq 0.
\]
For (iii), from the exact sequence $0 \to N' \to N \to I \to I' \to 0$ we obtain
\[
\dim N' = \dim N - \dim I + \dim I' = m\beta + \epsilon - \epsilon + \epsilon' = m\beta + \epsilon'.
\]
Clearly $\text{supp} \epsilon' \cap \text{supp} M^n = \emptyset$ since $\text{supp} \epsilon' \subseteq \text{supp} \epsilon$, and moreover, as $I'$ is a quotient of $I$, it is also injective since $\text{rep}_Q Q$ is hereditary. Thus, we have proven (iii) for $N'$.

The rest of the section is devoted to proving Proposition 4.5.2. Fix an admissible ordering of $Q_0$ as in Section 2.1, let $i_0 \in \text{supp} M^0$ be the minimal vertex in the support of $M^0$, and set $\epsilon_0 := \dim f(i_0)$. Note that for any dimension vector $\xi$ we have
\[
\langle \xi, \epsilon_0 \rangle = \xi_{i_0}
\]
and that $\text{supp} \epsilon_0 \cap \text{supp} M^0 = \{i_0\}$ by the choice of $i_0$.

Lemma 4.5.3. Let $M^0, M^1, \ldots, M^r$ be as in Theorem 4.5.1 and let $m_\ell = \dim (M^\ell)_{i_0}$, where $i_0$ is the minimal vertex in $\text{supp} M^0$. For all sufficiently large integers $m$, there exists a representation $V$ of dimension vector $m\beta + \epsilon_0$ such that
\begin{itemize}
  \item $\text{Ext}(M^\ell, V) = 0$ for each $\ell = 0, \ldots, r$, and so
    \[
    \dim \text{Hom}(M^\ell, V) = \langle \dim M^\ell, m\beta + \epsilon_0 \rangle = \langle \dim M^\ell, \epsilon_0 \rangle = m_\ell;
    \]
  \item For $\ell = 0, \ldots, r$, every nonzero map $M^\ell \to V$ is injective;
  \item For $\ell = 1, \ldots, r$, every nonzero map $f: M^0 \oplus M^\ell \to V$ satisfies
    \[
    \langle \dim \ker f, \beta \rangle = 0.
    \]
\end{itemize}

Proof. Since each $M^\ell$ and each $M^0 \oplus M^\ell$ is $\eta_{\beta}$-semistable and $\epsilon_0$ is the dimension vector of an injective representation, we obtain the claim by applying Lemma 4.1.1(b) to each $M^\ell$ for $\ell = 0, \ldots, r$, and by applying Lemma 4.1.2 (b) to each $M^\ell$ for $\ell = 0, \ldots, r$ as well as each $M^0 \oplus M^\ell$ for $\ell = 1, \ldots, r$. \qed
Denote the cokernel of \( \phi \) by \( W \), so that we have an exact sequence

\[
0 \longrightarrow M^0 \overset{\phi}{\longrightarrow} V \longrightarrow W \longrightarrow 0.
\]

**Lemma 4.5.4.** If \( \ell \geq 1 \) and \( \psi: M^\ell \to V \) is a nonzero map, then the induced map \( \overline{\psi}: M^\ell \to W \) is injective.

**Proof.** By Lemma 4.5.3, the map \( \psi \) is injective and \( (\phi, \psi): M^0 \oplus M^\ell \to V \) satisfies \( \langle \dim K, \beta \rangle = 0 \). Since \( M^0 \) and \( M^\ell \) are \( \eta_\beta \)-stable and non-isomorphic, the only nonzero subrepresentations of \( M^0 \oplus M^\ell \) with this property are \( M^0, M^\ell \), and \( M^0 \oplus M^\ell \). Since both \( \phi \) and \( \psi \) are injective, we must have \( K = 0 \). The successive inclusions

\[
M^0 \longrightarrow M^0 \oplus M^\ell \overset{(\phi, \psi)}{\longrightarrow} V
\]

induce a short exact sequence

\[
0 \longrightarrow M^\ell \overset{\psi}{\longrightarrow} W \longrightarrow V/(M^0 \oplus M^\ell) \longrightarrow 0,
\]

so we see that the induced map \( \overline{\psi}: M^\ell \to V \to W \) is injective. \( \square \)

**Lemma 4.5.5.** There exists a hyperplane \( H \subset V_{i_0} \) such that \( \phi_{i_0}(M^\ell_{i_0}) \subseteq H \) but \( \psi_{i_0}(M^\ell_{i_0}) \not\subseteq H \) for every \( \ell \geq 1 \) and every nonzero \( \psi: M^\ell \to V \).

**Proof.** As before, let \( m_\ell := \dim(M^\ell_{i_0}) \). Consider the Grassmannian \( \Gr(m_\ell, W_{i_0}) \) of \( m_\ell \)-dimensional subspaces of the vector space \( W_{i_0} \). By Lemma 4.5.4, we obtain a morphism

\[
\mathbb{P}(\Hom(M^\ell, V)) \longrightarrow \Gr(m_\ell, W_{i_0})
\]

that sends a map \( \psi: M^\ell \to V \) to the subspace \( \im(\overline{\psi})_{i_0} \subseteq W_{i_0} \). The image \( X_\ell \subseteq \Gr(m_\ell, W_{i_0}) \) of this morphism has dimension at most \( \dim \mathbb{P}(\Hom(M^\ell, V)) = m_\ell - 1 \).

For a hyperplane \( P \subseteq W_{i_0} \), denote by \( Y_{\ell, P} \subseteq \Gr(m_\ell, W_{i_0}) \) the Schubert variety of subspaces contained in \( P \). Since the codimension of \( Y_{\ell, P} \) is \( m_\ell \), by the Bertini–Kleiman theorem there exists a hyperplane \( P \) such that \( Y_{\ell, P} \cap X_\ell = \emptyset \) for each \( \ell = 1, \ldots, r \). The preimage \( H \subseteq V_{i_0} \) of this \( P \) satisfies the conditions in the lemma. \( \square \)

**Proof of Proposition 4.5.2.** Let \( H \subset V_{i_0} \) be a hyperplane as in Lemma 4.5.5 and let \( p: V_{i_0} \to k \) be a linear map with kernel equal to \( H \). Recall that restricting to \( V_{i_0} \) gives an isomorphism \( \Hom_{\mathbb{Q}}(V, I(i_0)) \cong \Hom_{\mathbb{C}}(V_{i_0}, k) \). Let \( \pi \) be the unique map \( V \to I(i_0) \) corresponding to \( p \) under this isomorphism. We claim that the representation \( N = \ker \pi \) satisfies conditions \( (i)-(ii) \) in the statement.

Note that a morphism \( f: M^\ell \to V \) factors through \( N \) if and only if the composition \( \pi \circ f: M^\ell \to I(i_0) \) is zero, if and only if the composition \( p \circ f_{i_0}: M^\ell_{i_0} \to I(i_0)_{i_0} \) is zero, if and only if \( f_{i_0}(M^\ell_{i_0}) \subseteq H \). Thus, it follows from the choice of \( H \) that \( \phi: M^0 \to V \) factors through \( N \) but no nonzero map \( M^\ell \to V \) does for \( \ell = 1, \ldots, r \), which proves \( (i) \) and \( (ii) \).

For \( (iii) \), we note that the representation \( I = \coker \pi \) is injective, as it is a quotient of \( I(i_0) \) and the category of representations is hereditary. Setting \( \epsilon = \dim I \), the exact sequence

\[
0 \to N \to V \overset{\pi}{\longrightarrow} I(i_0) \to I \to 0.
\]

implies that

\[
\dim N = \dim V - \dim I(i_0) + \dim I = m\beta + \epsilon_0 - \epsilon_0 + \epsilon = m\beta + \epsilon.
\]

Finally, since \( \supp I(i_0) \cap \supp M^0 = \{ i_0 \} \) and \( (\im \pi)_{i_0} = (I(i_0))_{i_0} \), we must have \( \supp \epsilon \cap \supp M^0 = \emptyset \). \( \square \)
5 Moduli spaces of quiver representations

In this section we show that under certain assumptions (see Remark 5.5.8), stacks of semistable quiver representations admit adequate moduli spaces by verifying the existence criteria of [6].

Throughout this section we let $S$ denote a noetherian scheme. The locally noetherian hypothesis is required for the notions of $\Theta$-reductivity and $S$-completeness to be well-defined and for the existence criteria to be applicable as in Section 5.2, while we add a quasi-compactness condition to ensure that points specialize to closed points, so that the local reductivity in Section 5.4 is better behaved.

5.1 Good and adequate moduli spaces

We begin by recalling the definition of good and adequate moduli spaces due to Alper [2, 3].

Definition 5.1.1. Let $\mathcal{X}$ be a quasi-separated algebraic stack over $S$. An adequate moduli space is a quasi-compact quasi-separated morphism $f : \mathcal{X} \to X$ to an algebraic space $X$ over $S$ such that

(i) $f$ is adequately affine, meaning that for every surjection $\mathcal{A} \to \mathcal{B}$ of quasi-coherent $O_{\mathcal{X}}$-algebras and every section $s$ of $f_*\mathcal{B}$ over an affine étale neighborhood $U$ of $X$, some power of $s$ lifts to a section of $f_*\mathcal{A}$ over $U$, and

(ii) the natural morphism $O_X \to f_*O_{\mathcal{X}}$ is an isomorphism.

The map $f$ is a good moduli space if instead of (i), we have the stronger hypothesis

(i') $f$ is cohomologically affine, meaning that the functor $f_* : \text{Qcoh} \mathcal{X} \to \text{Qcoh} X$ is exact.

The notion of a good moduli space is inspired by good quotients in GIT.

Example 5.1.2. [2, Section 13] If $G$ is a linearly reductive algebraic group over a field $k$ acting on an affine $k$-scheme $\text{Spec}(A)$, then a good moduli space of the quotient stack is given by the affine GIT quotient:

$$[\text{Spec}(A)/G] \to \text{Spec}(A) // G := \text{Spec}(A^G).$$

More generally, if $G$ acts on a quasi-projective $k$-scheme $X$ with a fixed ample $G$-linearization and $X^\text{ss} \to X // G$ denotes the corresponding GIT quotient, then

$$[X^\text{ss}/G] \to X // G$$

is a good moduli space.

In this example, it is vital that $G$ is linearly reductive, since $\pi : BG \to \text{Spec}(k)$ is cohomologically affine if and only if $G$ is linearly reductive, that is, the functor $\pi_*$, which corresponds to taking $G$-invariants, is exact [2, Proposition 12.2]. In characteristic 0, the notions of linearly reductive and reductive coincide; however, in positive characteristic, many reductive groups, $GL_n$ among them, are not linearly reductive.

In order to bridge this gap, Alper introduced the broader notion of adequate moduli spaces in [3] which also covers many interesting cases in positive characteristic. In particular a flat, separated, finitely presented group scheme $G$ over $S$ is reductive if and only if the morphism $BG \to S$ is adequately affine. Consequently, Alper’s notion of adequate moduli space enables a generalization of GIT to stacks for all reductive groups in arbitrary characteristic.
Example 5.1.3. [3, Section 9] If \( G \) is a smooth affine reductive group over a field \( k \) acting on an affine \( k \)-scheme \( \text{Spec}(A) \), then

\[
[\text{Spec}(A)/G] \to \text{Spec}(A)/G := \text{Spec}(A^G)
\]

is an adequate moduli space. More generally, for a reductive \( k \)-group \( G \) acting on a quasi-projective \( k \)-scheme \( X \) with an ample \( G \)-linearization,

\[
[X^{ss}/G] \to X/G
\]

is an adequate moduli space.

Since the stacks \( \mathcal{M}_d \) and \( \mathcal{M}^{\theta,ss}_d \) can both be described as quotient stacks via such a GIT setup (see Proposition 3.1.4), one can conclude that these moduli stacks have adequate moduli spaces given by the GIT quotient. We will instead take a modern approach which avoids GIT and establish the existence of adequate moduli spaces by applying the criteria of [6].

We summarize some of the properties of good and adequate moduli spaces that will be relevant for us. Recall that \( S \) is assumed to be noetherian, hence quasi-separated, which is a standing assumption in the works we build on.

Theorem 5.1.4. Let \( \mathcal{X} \) be an algebraic stack of finite type over \( S \), and let \( f: \mathcal{X} \to X \) be an adequate moduli space.

(i) [3, Theorems 5.3.1 and 7.2.1] The map \( f \) is surjective, universally closed, and initial for maps to schemes and to separated algebraic spaces over \( S \).

(ii) [2, Theorem 6.6] If \( f \) is a good moduli space, it is initial for maps to algebraic spaces.

In particular, adequate moduli spaces which are schemes and good moduli spaces are unique up to a unique isomorphism.

(iii) [3, Theorem 6.3.3] The algebraic space \( X \) is of finite type over \( S \).

(iv) [3, Proposition 5.2.9 (1)] If \( X' \to X \) is a flat morphism of algebraic spaces, then \( \mathcal{X} \times_X X' \to X' \) is an adequate moduli space. In particular, if \( S' \to S \) is a flat morphism of schemes, then \( X \times_S S' \to X \times_S S' \) is an adequate moduli space.

(v) [2, Proposition 4.7 (i)] If \( X' \to X \) is a good moduli space, then for any morphism \( X' \to X \) the base change \( \mathcal{X} \times_X X' \to X \) is a good moduli space.

Lemma 5.1.5. Let \( \mathcal{X} \) be an algebraic stack over a scheme \( S \) and let \( f: \mathcal{X} \to X \) be an adequate moduli space.

(i) The pullback \( f^* \) is fully faithful for vector bundles on \( X \).

In particular, given a vector bundle \( \mathcal{F} \) on \( X \), there is up to isomorphism at most one vector bundle \( \mathcal{F} \) on \( X' \) such that \( \mathcal{F} \cong f^* \mathcal{F} \). If such an \( \mathcal{F} \) exists, we say that \( \mathcal{F} \) descends to \( X \).
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(ii) Let $X' \to X$ be an fpqc cover, let $\mathcal{X} \to X'$ be the base change of $\mathcal{X}$ along $X'$ with the second projection morphism $u: \mathcal{X} \to \mathcal{X}'$, and let $\mathcal{F}$ be a vector bundle on $\mathcal{X}$. If $u^*\mathcal{F}$ descends to $X'$, then $\mathcal{F}$ descends to $X$.

(iii) If a line bundle $\mathcal{L}$ on $\mathcal{X}$ is generated by finitely many global sections, then $\mathcal{L}$ descends to $X$.

**Proof.** (i) Given vector bundles $F$ and $G$ on $X$, using the projection formula and the condition $f_*\mathcal{O}_X = \mathcal{O}_X$, we have

$$\text{Hom}_X(f_*F, f_*G) = \text{Hom}_X(F, f_*f^*G) = \text{Hom}_X(F, f_*\mathcal{O}_X \otimes G) = \text{Hom}_X(F, G).$$

(ii) The vector bundle $\mathcal{F}' = u^*\mathcal{F}$ comes equipped with a canonical descent datum; that is, there is a canonical isomorphism $\sigma: \text{pr}_1^*\mathcal{F}' \sim \text{pr}_2^*\mathcal{F}'$, where $\text{pr}_1, \text{pr}_2: \mathcal{X}' \times_X \mathcal{X}' \to \mathcal{X}'$ are the projections, and $\sigma$ satisfies the cocycle condition on $\mathcal{X}' \times_X \mathcal{X}' \times_X \mathcal{X}'$. By assumption, $\mathcal{F}'$ descends to a vector bundle $\mathcal{F}'$ on $X'$, and by Theorem 5.1.4 (iv), $\mathcal{X}'$ is an adequate moduli space of $\mathcal{X}'$, so it follows from (i) that $\sigma$ descends to an isomorphism $\tau: \text{pr}_1^*\mathcal{F}' \cong \text{pr}_2^*\mathcal{F}'$, where $\text{pr}_1, \text{pr}_2: \mathcal{X}' \times_X \mathcal{X}' \to \mathcal{X}'$ are the projections. Moreover $\mathcal{X}' \times_X \mathcal{X}' \times_X \mathcal{X}'$ is an adequate moduli space for $\mathcal{X}' \times_X \mathcal{X}' \times_X \mathcal{X}'$, so the isomorphism $\tau$ satisfies the cocycle condition on $\mathcal{X}' \times_X \mathcal{X}' \times_X \mathcal{X}'$. In other words, we obtain a descent datum for $\mathcal{F}'$, so there exists a unique vector bundle $F$ on $X$ whose restriction to $X'$ is $F'$, and since the descent datum for $F$ pulls back to that of $\mathcal{F}$, it follows that $f^*F \cong \mathcal{F}$.

(iii) Let $s_0, \ldots, s_n \in \Gamma(X, \mathcal{L})$ be global sections that generate $\mathcal{L}$ and denote by $\phi: \mathcal{X} \to \mathbb{P}^n$ the morphism induced by these sections. Since the adequate moduli space $f: \mathcal{X} \to X$ is initial for maps to separated algebraic spaces, there is a map $\psi: X \to \mathbb{P}^n$ such that $\phi = \psi \circ f$. This implies that the line bundle $L := \psi^*\mathcal{O}_{\mathbb{P}^n}(1)$ satisfies $f^*L = \mathcal{L}$, proving the claim. \qed

If $f: \mathcal{X} \to X$ is a good moduli space, then a more general result holds: the pullback $f^*$ is fully faithful for all quasi-coherent sheaves, and in fact quasi-coherent sheaves satisfy descent along $f$ [34, Lemma 2.12]. We do not know if the analogous result holds for adequate moduli spaces.

### 5.2 Existence criteria for moduli spaces

The existence criteria for good and adequate moduli spaces of [6] are expressed in terms of two valuative criteria for algebraic stacks, known as $\Theta$-reductivity and $S$-completeness, that we now recall. Both are certain codimension-2 filling conditions and, in order to specify them, we introduce two quotient stacks associated to a given discrete valuation ring.

For a DVR $R$ with uniformizer $\pi \in R$, fraction field $K$, and residue field $k$, we define

$$\Theta_R = [\text{Spec}(R[t]) / \mathcal{G}_m] \quad \text{and} \quad \overline{\text{ST}}_R = \left[ \text{Spec} \left( \frac{R[s,t]}{st-\pi} \right) / \mathcal{G}_m \right],$$

where $\mathcal{G}_m$ acts with weight 1 on $s$ and weight $-1$ on $t$. We denote by $0 \in \Theta_R$ and $0 \in \overline{\text{ST}}_R$ the unique closed point in each stack.

**Definition 5.2.1.** An algebraic stack $\mathcal{X}$ of finite type over $S$ is $\Theta$-reductive, respectively $S$-complete, if for any discrete valuation ring $R$ and any commutative diagram of solid arrows on the left, respectively on the right,

\[
\begin{array}{ccc}
\Theta_R & \xrightarrow{\exists!} & \mathcal{X} \\
\downarrow & & \downarrow \\
\Theta_R & \xrightarrow{\exists!} & S
\end{array}
\quad \quad \quad \quad
\begin{array}{ccc}
\overline{\text{ST}}_R & \xrightarrow{\exists!} & \mathcal{X} \\
\downarrow & & \downarrow \\
\overline{\text{ST}}_R & \xrightarrow{\exists!} & S
\end{array}
\]

there exists a unique dashed arrow making the diagram commute.
**Remark 5.2.2.** A stack $\mathcal{X}$ satisfies **Hartogs’s principle** if for any regular local ring $A$ of dimension 2 with closed point $0 \in \text{Spec } A$ and any map $\text{Spec } A \setminus \{0\} \to \mathcal{X}$, there exists a unique extension $\text{Spec } A \to \mathcal{X}$ [6, Remark 3.51]. In particular, it follows from descent that $\mathcal{X}$ satisfying Hartogs’s principle is both $\Theta$-reductive and $S$-complete. Moreover, if $\mathcal{X}$ has affine diagonal, any such extension is unique if it exists.

We can now state the existence criteria of Alper–Halpern-Leistner–Heinloth (in a slightly more restrictive version).

**Theorem 5.2.3** ([6, Theorem 5.4]). Let $\mathcal{X}$ be an algebraic stack of finite type, with affine stabilizers and separated diagonal, over a noetherian scheme $S$.

(i) If $S$ is a scheme of characteristic 0, then $\mathcal{X}$ admits a separated good moduli space over $S$ if and only if $\mathcal{X}$ is $\Theta$-reductive and $S$-complete.

(ii) If $\mathcal{X}$ is locally reductive (see Definition 5.2.4 below), then $\mathcal{X}$ admits a separated adequate moduli space if and only if $\mathcal{X}$ is $\Theta$-reductive and $S$-complete.

When $\mathcal{X}$ has affine diagonal – as it will have in our case – the condition that it has affine stabilizers and separated diagonal is automatic.

**Definition 5.2.4.** A quasi-separated algebraic stack $\mathcal{X}$ with affine stabilizers is locally reduc-
tive if every point of $\mathcal{X}$ specializes to a closed point and for every closed point $x \in \mathcal{X}$, there exists a pointed étale morphism $\text{Spec}(\mathbb{A}^n) \to (\mathcal{X}, x)$ inducing an isomorphism of stabilizers at $w$.

If $\mathcal{X}$ is $S$-complete, the automorphism group of any closed point is reductive [6, Proposition 3.47]. In characteristic 0, this implies that $\mathcal{X}$ has étale local presentations by quotient stacks of the form $\text{Spec}(A)/\text{GL}_n$ with $G$ linearly reductive [5]. In positive characteristic, one instead has to assume the existence of such local presentations. In Section 5.5, we show that the stacks $\mathcal{M}_{d,S}$ and $\mathcal{M}^\theta_{d,S}$ are $\Theta$-reductive and $S$-complete, which implies that they have good moduli spaces when $S$ is a scheme of characteristic 0. However, to obtain adequate moduli spaces in positive characteristic, we show in Section 5.4 that $\mathcal{M}^\theta_{d,S}$ is locally reductive under the additional assumption $\theta = \theta_\beta$ or $\theta = \eta_\beta$ for a dimension vector $\beta$.

### 5.3 Points of moduli spaces of quiver representations

In this section, we describe closed points of the moduli stacks $\mathcal{M}_{d,S}$ and $\mathcal{M}^\theta_{d,S}$.

**Lemma 5.3.1.** Let $k$ be a field and let $M$ be a $\theta$-semistable representation of dimension vector $d$. The point $\text{gr}M \in |\mathcal{M}^\theta_{d,k}|$ corresponding to the associated graded object $\text{gr}M$ of the Jordan-Hölder filtration lies in the closure of $|M|$. Consequently, a closed point of $|\mathcal{M}^\theta_{d,k}|$ corresponds to a geometrically polystable representation.

**Proof.** Given a nonsplit short exact sequence $0 \to N' \to N \to N'' \to 0$ of representations where $\dim N = d$, the line $\mathbb{A}^1$ in $\text{Ext}(N'', N')$ spanned by this class parameterizes a family of representations $N$ such that $N_t \cong N$ for $t \neq 0$ and $N_0 \cong N' \oplus N''$. Considering the induced map $\mathbb{A}^1 \to \mathcal{M}_d$, we see that the point $|N' \oplus N''| \in |\mathcal{M}_d|$ is in the closure of the point $|N|$.

If now $0 = M^0 \subset M^1 \subset M^2 \subset \cdots \subset M^{r-1} \subset M^r = M$ is a Jordan-Hölder filtration of $M$, then by inductively applying the above argument, we see that the closure of $|M|$ contains the point corresponding to

$$
\left( \bigoplus_{i=1}^s M^i / M^{i-1} \right) \oplus M/M^s
$$
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for each \( i = 1, \ldots, r \), hence in particular the point \( \text{gr} \ M \).

Now if \( M \) corresponds to a closed point in \( |\mathcal{M}^{\theta-ss}_{d,k}| \), then it defines the same point as its base change \( M' \) to an algebraically closed field. By the above, \( \text{gr} \ M' \) lies in the closure of \( |M'| \) which only contains one point, hence \( M' = \text{gr} \ M' \), and so \( M \) is geometrically polystable. \( \square \)

**Proposition 5.3.2.** Let \( \pi : \mathcal{M}^{\theta-ss}_{d,S} \to S \) denote the structure morphism and let \( p \in |\mathcal{M}^{\theta-ss}_{d,S}| \) be a point. If \( \pi(p) \in S \) is closed and \( p \) is represented by a geometrically polystable representation \( M \) defined over a finite extension \( L \) of the residue field \( \kappa(\pi(p)) \), then \( p \) is closed. If \( S \) is a Jacobson scheme, the converse holds.

**Proof.** Suppose that \( \pi(p) \) is closed and that \( p \) is represented by a geometrically polystable representation \( M \) defined over a finite extension \( L \) of \( \kappa(\pi(p)) \). Since \( \pi \) is continuous, the fiber \( \pi^{-1}(\pi(p)) \) is closed, so we may assume \( S = \text{Spec} \ k \) where \( k = \kappa(\pi(p)) \). Suppose for a contradiction that \( p \) is not closed. The closed substack with underlying set \( \{ p \} \) with its reduced substack structure is of finite type over \( k \), hence contains a closed point \( p' \) represented by a map \( \text{Spec} \ L' \to \mathcal{M}^{\theta-ss}_{d,k} \) corresponding to a representation \( M' \). If \( M' \) is not geometrically polystable, then there is a finite extension \( L'' \) such that \( M' \otimes L'' \) is not polystable, and by Lemma 5.3.1, the point \( \{ \text{gr}(M' \otimes L'') \} \) is in the closure of \( p' \), contrary to the fact that \( p' \) is closed. Thus, \( M' \) is geometrically polystable.

Let now \( K \) be a compositum of \( L \) and \( L' \) over \( k \). On the one hand, by assumption \( p \neq p' \), so \( M \otimes K \) and \( M' \otimes K \) are not isomorphic. On the other hand, for any stable summand \( E \) of \( M \otimes K \), by upper semicontinuity we have

\[ \dim \text{Hom}(E, M \otimes K) \leq \dim \text{Hom}(E, M' \otimes K). \]

Since both \( M \otimes K \) and \( M' \otimes K \) are polystable of the same dimension vector and the above dimensions give the multiplicities of the stable summand \( E \), we conclude they must be isomorphic, which gives a contradiction. Thus, \( p \) is closed.

Conversely, suppose that \( S \) is Jacobson and \( p \in |\mathcal{M}^{\theta-ss}_{d,S}| \) is closed. Since \( \pi \) is of finite type, the image point \( \pi(p) \in S \) is closed by [44, Tag 01TB]. On the other hand since \( p \) is in particular closed in the fiber \( \pi^{-1}(\pi(p)) = \mathcal{M}^{\theta-ss}_{d,k(\pi(p))} \), by the Nullstellensatz \( p \) is represented by a map \( \text{Spec} \ L \to \mathcal{M}^{\theta-ss}_{d,k} \) corresponding to a representation \( M \) over \( L \), where \( L \) is a finite extension of \( \kappa(\pi(p)) \). If \( M \) is not geometrically polystable, then there is a finite extension \( L' \) such that the point \( \{ \text{gr}(M' \otimes L') \} \) is distinct from \( p \) but lies in the closure of \( p \) by Lemma 5.3.1. Thus, \( M \) must be geometrically polystable. \( \square \)

If \( S \) is not Jacobson, the image of a closed point \( p \in |\mathcal{M}^{\theta-ss}_{d,S}| \) in \( S \) may not be closed. As an example, given a discrete valuation ring \( R \) with uniformizer \( \pi \) and fraction field \( K \), the representation \( K \to K \) of the Jordan quiver given by multiplication by \( \pi^{-1} \) corresponds to a closed point in \( \mathcal{M}_{1,\text{Spec} \ R} \) whose image in \( \text{Spec} \ R \) is not closed.

**Corollary 5.3.3.** Over an algebraically closed field \( k \), the closed points of \( \mathcal{M}_d \) are in bijection with isomorphism classes of semisimple \( k \)-representations.

**Proof.** We have \( \mathcal{M}_d = \mathcal{M}^{\theta-ss}_d \) for the stability function \( \theta = 0 \), with respect to which a representation is polystable if and only if it is semisimple. \( \square \)

**Remark 5.3.4.** As an application of the classification of closed points of \( \mathcal{M}^{\theta-ss}_d \), one can show that the line bundle \( \mathcal{L}_0 \) on \( \mathcal{M}^{\theta-ss}_d \) descends to the moduli space \( \mathcal{M}^{\theta-ss}_d \) (whose existence we will obtain in Corollary 5.5.7 and Remark 5.5.8), provided we work over a noetherian base of characteristic 0, so that we can apply [2, Theorem 10.3]. Indeed it suffices to show the stabilizer of any closed geometric point \( x \): \( \text{Spec} \ k \to \mathcal{M}^{\theta-ss}_d \) acts trivially on \( x^* \mathcal{L}_0 \) and since such closed points correspond to \( \theta \)-polystable representations, whose automorphism
groups are products of general linear groups, one can directly check the action on \( x^* \mathcal{L}_\theta \) is trivial. We do not give the details, as we will prove in greater generality that \( \mathcal{L}_\theta \) descends in Section 6.

### 5.4 Local reductivity

We first give a criterion to ensure that points on a stack specialize to closed points.

**Lemma 5.4.1.** If \( \mathcal{X} \) is a quasi-compact algebraic stack with quasi-compact diagonal, then every point in the topological space \( |\mathcal{X}| \) specializes to a closed point.

**Proof.** By [44, Tag 0DQN], \( |\mathcal{X}| \) is a spectral topological space, and by [23, Theorem 6], a spectral topological space underlies some affine scheme, meaning that there is a homeomorphism \( |\mathcal{X}| \cong |\text{Spec } A| \) for some commutative ring \( A \). But on an affine scheme, every point specializes to a closed point. \( \square \)

We remark that Lemma 5.4.1 is not true for arbitrary quasi-compact stacks, not even algebraic spaces. For example, if \( k \) is a field of characteristic 0 and \( X \) is the quotient of \( \mathbb{A}^1_k \) by the free action of \( \mathbb{Z} \) given by the dual action \( n \cdot x \mapsto x + n \) on \( k[x] \), then \( X \) has infinitely many points but the trivial topology.

Now we will start applying Lemma 5.4.1 by proving that the moduli stack of all representations is locally reductive.

**Lemma 5.4.2.** The stack \( \mathcal{M}_{d,S} \) is locally reductive.

**Proof.** Since the stack \( \mathcal{M}_{d,S} \) is of finite type over the noetherian base scheme \( S \), it is quasi-compact, and by Proposition 3.1.2 the diagonal of \( \mathcal{M}_{d,S} \) is affine, hence quasi-compact, so it follows from Lemma 5.4.1 that every point of \( |\mathcal{X}| \) specializes to a closed point.

Thus, it remains to find étale local quotient presentations. By covering \( S \) by affine open subschemes, we may assume that \( S \) itself is affine. Since \( \mathcal{M}_{d,S} \) is now a global quotient stack of the affine scheme \( \mathcal{R}_{d,S} \) by the reductive group scheme \( \mathcal{G}_{d,S} \), by choosing an embedding \( \mathcal{G}_{d,S} \hookrightarrow \text{GL}_{N,S} \), we have

\[
\mathcal{M}_{d,S} \cong [\mathcal{R}_{d,S}/\mathcal{G}_{d,S}] \cong [X/\text{GL}_{N,S}],
\]

where \( X \) is the quotient of the affine scheme \( \mathcal{R}_{d,S} \times_S \text{GL}_{N,S} \) by the free diagonal action of \( \mathcal{G}_{d,S} \). Since \( X \) is an affine scheme, this presentation shows that \( \mathcal{M}_{d,S} \) is locally reductive. \( \square \)

We next show that \( \mathcal{M}_{d,S}^\theta_{\text{ss}} \) is locally reductive using the determinantal sections constructed in Section 4.1. We comment on the (non-)necessity of the condition on the stability function \( \theta \) in Remark 5.5.8. First we make an observation that will be used in the proof of Proposition 5.4.4 and Theorem 6.3.1.

**Remark 5.4.3.** (i) Let \( k \) be a field, \( B \to k \) a surjection of rings, and let \( V \) be a representation of dimension vector \( d \) over \( k \). We can extend \( V \) to a representation \( \hat{V} \) over \( \text{Spec } B \) as follows. Since \( V_i \) is free for each vertex \( i \), we can take \( V_i = B^{|d_i|} \), and since each map \( V_a : V_{s(a)} \to V_{t(a)} \) is represented by a matrix with entries in \( k \), we can lift these matrices to \( B \) to obtain \( V_a \).

(ii) If \( x \in \text{Spec } A \) is a point in an affine scheme and \( k \) is a finite separable extension of the residue field \( \kappa(x) \), we can find an étale morphism \( \text{Spec } B \to \text{Spec } A \) whose fiber over \( x \) is \( \text{Spec } k \). For instance, we can take \( A = \mathbb{A}_\kappa[T]/(f) \), where \( f \in A[T] \) is a monic polynomial whose image in \( \kappa(x)[T] \) is the minimal polynomial of a primitive element of \( k \) over \( \kappa(x) \) and \( a \in A \) is chosen suitably.
Proposition 5.4.4. If $\theta = \theta_\beta$ or $\theta = \eta_\beta$ for a dimension vector $\beta$, then the stack $\mathcal{M}_{d,S}^{\theta,\text{ss}}$ is locally reductive.

Proof. We consider the case $\theta = \eta_\beta$. By Corollary 3.2.4, $\mathcal{M}_{d,S}^{\theta,\text{ss}}$ is quasi-compact with quasi-compact diagonal, so by Lemma 5.4.1 every point specializes to a closed point. We are again left with finding étale local quotient presentations as in Definition 5.2.4. The question is Zariski local on $S$, so we may assume $S = \text{Spec } C$ is affine. We begin by reducing to the case $S = \text{Spec } \mathbb{Z}$. Namely, suppose $[\text{Spec } A/\text{GL}_N] \to \mathcal{M}_{d,Z}^{\theta,\text{ss}}$ is étale and consider the diagram

$$\begin{array}{ccc}
[\text{Spec } A/\text{GL}_N] \times_{\text{Spec } \mathbb{Z}} \text{Spec } C & \longrightarrow & [\text{Spec } A/\text{GL}_N] \\
\downarrow & & \downarrow \\
\mathcal{M}_{d,C}^{\theta,\text{ss}} & \longrightarrow & \mathcal{M}_{d,Z}^{\theta,\text{ss}} \\
\downarrow & & \downarrow \\
\text{Spec } C & \longrightarrow & \text{Spec } \mathbb{Z}
\end{array}$$

The top-left vertical arrow is étale, and moreover

$$[\text{Spec } A/\text{GL}_N] \times_{\text{Spec } \mathbb{Z}} \text{Spec } C \cong [\text{Spec } (A \otimes \mathbb{Z} C)/\text{GL}_N]$$

is of the required form, so base changing an étale cover of $\mathcal{M}_{d,Z}^{\theta,\text{ss}}$ by quotient presentations yields the desired cover of $\mathcal{M}_{d,C}^{\theta,\text{ss}}$. Thus, we may assume $S = \text{Spec } \mathbb{Z}$.

Since $\text{Spec } \mathbb{Z}$ is Jacobson, by Proposition 5.3.2 any closed point of $\mathcal{M}_{d,Z}^{\theta,\text{ss}}$ is represented by a map $x : \text{Spec } k \to \mathcal{M}_{d,Z}^{\theta,\text{ss}}$ corresponding to a $\theta$-semistable representation $M$ defined over a finite field $k$. Using Proposition 4.1.5, we can find a representation $V$ over $\overline{k}$ with $\dim V = m\beta$ for some $m > 0$ such that

$$\text{Hom}(M \otimes \overline{k}, V) = \text{Ext}(M \otimes \overline{k}, V) = 0.$$ 

The representation $V$ is defined over some finite extension $k'$ of $k$, meaning that $V \cong V' \otimes_{k'} \overline{k}$ for some representation $V'$ over $k'$. Note that

$$\text{Hom}(M \otimes k', V') \otimes \overline{k} = \text{Hom}(M \otimes \overline{k}, V) = 0,$$

hence $\text{Hom}(M \otimes k', V') = 0$. We now replace $k$ by $k'$ and $M$ by $M \otimes_k k'$, as the two define the same point of $\mathcal{M}_{d,Z}^{\theta,\text{ss}}$. Since $k$ is separable over its prime field $\mathbb{F}_p$, using Remark 5.4.3 we can find an étale map $\text{Spec } B \to \text{Spec } \mathbb{Z}$ whose fiber over $\text{Spec } \mathbb{F}_p$ is Spec $k$ and an extension $Y$ of $V$ over $\text{Spec } B$.

Now consider the cartesian diagram

$$\begin{array}{ccc}
\mathcal{M}_{d,B}^{\theta,\text{ss}} & \longrightarrow & \mathcal{M}_{d,Z}^{\theta,\text{ss}} \\
\downarrow & & \downarrow \\
\text{Spec } B & \longrightarrow & \text{Spec } \mathbb{Z}
\end{array}$$

The bottom morphism is étale, hence so is the top morphism $f$. Moreover, $f$ induces an isomorphism on automorphism groups because it arises as the base change of a morphism of schemes [44, Tag 0DUB]. Observe that the map $x$ can be factored through $f$ since we chose $B$ that admits a quotient isomorphic to $k$. Now the representation $V$ defines a section $\sigma$ of the line bundle $\mathcal{L}_\theta^\text{ss}$ on the larger stack $\mathcal{M}_{d,B}$ and by Proposition 3.3.3 this section is nonzero at $x$. Let $\mathcal{U} \subset \mathcal{M}_{d,B}$ be the nonvanishing locus of $\sigma$. Using Proposition 4.1.5(b) we see that in fact $\mathcal{U} \subseteq \mathcal{M}_{d,B}^{\theta,\text{ss}}$. 
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We claim that \( \mathcal{U} \) is of the desired form \([\text{Spec } A/\text{GL}_N]\). To see this, recall that \( \mathcal{M}_{d,B} \cong [R_{d,B}/G_{d,B}] \) and let \( \varphi: R_{d,B} \to M_{d,B} \) denote the quotient map. The preimage \( U = \varphi^{-1}(\mathcal{U}) \subset R_{d,B} \) is \( G_{d,B} \)-invariant, and moreover \( U \) is the nonvanishing locus of the section \( \varphi^*\sigma \), hence affine since \( \varphi^*L_0 \cong \mathcal{O}_{R_{d,B}} \). Thus, we see that \( \mathcal{U} \cong [U/G_{d,B}] \). Finally, since we can embed \( G_{d,B} \) into \( \text{GL}_{N,B} \) as a closed subgroup for a suitable \( N \), we can write \([U/G_{d,B}] \cong [\text{Spec } A/\text{GL}_{N,B}]\) as in Lemma 5.4.2. In conclusion, we have exhibited an étale neighborhood \([\text{Spec } A/\text{GL}_N] \to M^\theta_{d,S} \) of the point \( x \).

5.5 \( \Theta \)-reductivity and \( S \)-completeness for quiver representations

In this section we give a direct moduli-theoretic proofs that the stacks \( \mathcal{M}_{d,S} \) and \( \mathcal{M}^\theta_{d,S} \) are \( \Theta \)-reductive and \( S \)-complete. First, we show that the stack \( \mathcal{M}_{d,S} \) satisfies Hartogs’s principle. For this, we use the following version of Hartogs’s lemma.

**Lemma 5.5.1.** Let \( A \) be a regular local ring of dimension 2 with closed point \( 0 \in \text{Spec } A \).

(i) Any locally free sheaf \( \mathcal{F} \) of finite rank on \( \text{Spec } A \setminus \{0\} \) is free.

(ii) If \( \mathcal{F} \) is a free sheaf of finite rank on \( \text{Spec } A \), then any automorphism of \( \mathcal{F} \) over \( \text{Spec } A \setminus \{0\} \) extends uniquely to \( \text{Spec } A \).

**Proof.** For (i), note that since \( \text{Spec } A \) is noetherian, the coherent sheaf \( \mathcal{F} \) on \( \text{Spec } A \setminus \{0\} \) admits a coherent extension \( \mathcal{G} \) to all of \( \text{Spec } A \). The double dual \( \mathcal{G}^{\wedge \wedge} \) is reflexive, hence free since \( \mathcal{G} \) is locally free, we see that \( \mathcal{G}^{\wedge \wedge} \) is also an extension of \( \mathcal{F} \), and so \( \mathcal{F} \) is free itself.

For (ii), let \( n = \text{rk } \mathcal{F} \). After choosing an isomorphism \( \mathcal{F} \cong \mathcal{O}_{\mathbb{P}^n} \), an automorphism \( \phi \) of \( \mathcal{F}_{|\text{Spec } A \setminus \{0\}} \) corresponds to an invertible \( n \times n \) matrix consisting of functions on \( \text{Spec } A \setminus \{0\} \). By the usual Hartogs’s lemma, these functions extend uniquely to functions on all of \( \text{Spec } A \). The determinant of the resulting matrix is nonzero at every codimension 1 point of \( \text{Spec } A \), hence is a unit of \( A \), so the corresponding endomorphism of \( \mathcal{F} \) is invertible.

**Proposition 5.5.2.** For any regular local ring \( A \) of dimension 2 with closed point \( 0 \in \text{Spec } A \), any morphism \( \text{Spec } A \setminus \{0\} \to \mathcal{M}_{d,S} \) extends uniquely to \( \text{Spec } A \to \mathcal{M}_{d,S} \). In particular, \( \mathcal{M}_{d,S} \) is both \( \Theta \)-reductive and \( S \)-complete by Remark 5.2.2.

**Proof.** The morphism \( \text{Spec } A \setminus \{0\} \to M_d \) corresponds to a family

\[
\mathcal{F} = ((\mathcal{F}_i)_{i \in \mathbb{Q}_0}, (\mathcal{F}_a: \mathcal{F}_{s(a)} \to \mathcal{F}_{t(a)})_{a \in \mathbb{Q}_1})
\]

over \( \text{Spec } A \setminus \{0\} \). By Lemma 5.5.1, each vector bundle \( \mathcal{F}_i \) on \( \text{Spec } A \setminus \{0\} \) extends uniquely to \( \tilde{\mathcal{F}}_i \) on \( \text{Spec } A \) and each map \( \mathcal{F}_a \) extends uniquely to \( \tilde{\mathcal{F}}_a: \tilde{\mathcal{F}}_{s(a)} \to \tilde{\mathcal{F}}_{t(a)} \) on \( \text{Spec } A \). This family \( \tilde{\mathcal{F}} \) thus defines the unique morphism \( \text{Spec } A \to \mathcal{M}_d \) extending the given one.

We are now in a position to apply Theorem 5.2.3 to \( \mathcal{M}_{d,S} \), which we know is locally reductive by Lemma 5.4.2, and has affine diagonal by Proposition 3.1.2.

**Corollary 5.5.3.** The stack \( \mathcal{M}_{d,S} \) admits a separated adequate moduli space \( M_{d,S} \).

We next turn our attention to the stack \( \mathcal{M}^\theta_{d,S} \) of \( \theta \)-semistable representations. As the following example shows, the stack \( \mathcal{M}^\theta_{d,S} \) does not in general satisfy Hartogs’s principle.

**Example 5.5.4.** Consider the 2-Kronecker quiver

\[
Q: 1 \xleftarrow{} 2
\]

and the stability function \( \theta(n_1, n_2) = n_1 - n_2 \). Let \( k \) be a field and \( \mathcal{F} \) be the family of representations of \( Q \) of dimension vector \( d = (1, 1) \) over \( k^2 = \text{Spec } k[x, y] \), where the arrows
are multiplication by $x$ and multiplication by $y$. The representation $F_t$ is stable when $t \in \mathbb{A}^2 \setminus \{0\}$ but unstable when $t = 0$, as it is destabilized by the subrepresentation $k \cong 0$. In other words, the family $F$ gives a map $\mathbb{A}^2 \setminus \{0\} \to M^\theta_{d, \text{ss}}$ whose unique extension to a map $\mathbb{A}^2 \to M_d$ does not factor through $M^\theta_{d, \text{ss}}$.

In order to establish $\Theta$-reductivity and $S$-completeness, we need a moduli-theoretic interpretation of families of representations over $\Theta_R$ and $\text{ST}_R$. Throughout we will use $R$ to denote a DVR with fraction field $K$ and residue field $\kappa = R/\pi$, where $\pi$ is a uniformizer of $R$.

**Proposition 5.5.5.** The stack $M^\theta_{d, \text{ss}}$ is $\Theta$-reductive.

**Proof.** Since $\Theta_R \setminus \{0\}$ is the union of $\text{Spec}(R)$ and $\Theta_K$ over $\text{Spec}(K)$, a morphism $\Theta_R \setminus \{0\} \to M^\theta_{d, \text{ss}}$ is given by a family $F$ of $\theta$-semistable representations over $\text{Spec}(R)$ with a filtration

$$0 = F^0 \subset F^1 \subset \cdots \subset F_K = F$$

of the generic fiber $F_K$ such that the successive quotients $F^r/K_F^{r-1}$ are $\theta$-semistable.

Since $M_d$ is $\Theta$-reductive by Proposition 5.5.2, the filtration $F^r$ extends uniquely to a filtration $F^r$ of $F$. Thus it suffices to verify that the associated graded of this filtration over the special fiber is $\theta$-semistable, or equivalently that $F^r/K_F^{r-1}$ are all $\theta$-semistable. Since $\theta$ is constant in flat families, we have $\theta(F^r/K_F^r) = 0$, and as $F^r$ is a subrepresentation of the $\theta$-semistable representation $F_K$ of the same slope, it is also $\theta$-semistable and consequently all the $F^r/K_F^{r-1}$ are $\theta$-semistable. 

**Proposition 5.5.6.** The stack $M^\theta_{d, \text{ss}}$ is $S$-complete.

**Proof.** Let $\overline{\text{ST}}_R \setminus \{0\} \to M^\theta_{d, \text{ss}}$ be a morphism. By Proposition 5.5.2 the morphism extends uniquely to $\overline{\text{ST}}_R \to M_d$, so we must show that the image of $0 \in \overline{\text{ST}}_R$ is contained in $M^\theta_{d, \text{ss}}$.

The morphism $\overline{\text{ST}}_R \to M_d$ is equivalent to a diagram of representations

$$\ldots \xrightarrow{s} F^t-1 \xrightarrow{t} F^t \xrightarrow{s} F^{t+1} \xrightarrow{t} F^{t+2} \cdots$$

of $Q$ over $\text{Spec} R$, such that

- each map $s$ and $t$ is injective,
- $s \circ t = t \circ s = \pi$,
- $s$ is an isomorphism for $\ell \gg 0$ and $t$ is an isomorphism for $\ell \ll 0$,
- the induced maps $s: F^t/tF^t \to F^{t+1}/tF^{t+1}$ and $t: F^{t+1}/sF^{t+1} \to F^t/sF^t$ are injective.

The restriction to $\overline{\text{ST}}_R \setminus \{0\} \cong \text{Spec } R \coprod_{\text{Spec } K} \text{Spec } R$ corresponds to the two $\theta$-semistable representations

$$\mathcal{E} := \text{colim}(F^{t-1} \xrightarrow{s} F^t) \quad \text{and} \quad F := \text{colim}(F^t \xrightarrow{s} F^{t+1})$$

such that the restrictions $\mathcal{E}_K$ and $F_K$ to $K$ are isomorphic. Over the closed subsets $\Theta_{\kappa} \hookrightarrow \overline{\text{ST}}_R$ and $\Theta_{\kappa} \hookrightarrow \overline{\text{ST}}_R$ we obtain filtrations

$$\ldots t F^{t+1}/s F^t \xrightarrow{t} F^t/s F^{t} \xrightarrow{1} \ldots \xrightarrow{1} \mathcal{E}_{\kappa}$$

and

$$\ldots s F^{t-1}/t F^{t} \xrightarrow{s} F^t/t F^{t+1} \xrightarrow{s} \ldots \xrightarrow{s} F_{\kappa}$$
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respectively. The image of $0 \in \text{ST}_R$ corresponds to the common associated graded

$$\bigoplus_{\ell \in \mathbb{Z}} \frac{F^\ell / F^{\ell+1}}{s(F^{\ell-1}/tF^\ell)} \cong \bigoplus_{\ell \in \mathbb{Z}} \frac{F^\ell / sF^{\ell-1}}{t(F^{\ell+1}/sF^\ell)} \cong \bigoplus_{\ell \in \mathbb{Z}} \frac{F^\ell}{sF^{\ell-1} + tF^{\ell+1}},$$

which we must show is $\theta$-semistable.

By assumption we have for all $\ell$

$$0 = \theta(E_\ell) \geq \theta(F^\ell / sF^{\ell-1}) = \theta(F^\ell) - \theta(F^{\ell-1}),$$

since $F^{\ell-1} \cong sF^{\ell-1} \subseteq F^\ell$. Similarly,

$$0 = \theta(F_\ell) \geq \theta(F^\ell / tF^{\ell+1}) = \theta(F^\ell) - \theta(F^{\ell+1}).$$

Thus, we must have $\theta(F^\ell) = \theta(F^{\ell+1})$ for all $\ell$. Moreover, as the value of $\theta$ is constant in flat families and $F_K \cong F_K$, we must have $\theta(F^\ell) = 0$ for all $\ell$. Thus, the quotients $F^\ell / tF^{\ell+1}$ are all semistable with $\theta(F^\ell / tF^{\ell+1}) = 0$, and the same is true for the quotients $(F^\ell / tF^{\ell+1}) / s(F^{\ell-1}/tF^\ell)$.

Similarly to Corollary 5.5.3 we obtain the following.

**Corollary 5.5.7.** If $\theta = \theta_\beta$ or $\theta = \eta_\beta$ for a dimension vector $\beta$, then the stack $M^{0,ss}_{d,S}$ admits an adequate moduli space $M^{0,ss}_{d,S}$, separated over $S$.

**Proof.** We have verified that $M^{0,ss}_{d,S}$ is locally reductive in Proposition 5.4.4, $\Theta$-reductive in Proposition 5.5.5, and $S$-complete in Proposition 5.5.6. It moreover has affine diagonal, and thus affine stabilizers and separated diagonal. Therefore, it admits an adequate moduli space $M^{0,ss}_{d,S}$, separated over $S$, by [6, Theorem 5.4] (see Theorem 5.2.3).

Recall that, if $Q$ is acyclic, then any stability function $\theta$ for which there exists a semistable representation supported on $Q_0$ can be written in this form by Lemma 2.3.5.

**Remark 5.5.8.** It follows from the GIT construction that $M^{0,ss}_{d,S}$ is locally reductive for an arbitrary stability function $\theta$. We are currently unable to remove the hypothesis $\theta = \theta_\beta$ or $\theta = \eta_\beta$ using our methods.

When the base scheme $S$ has characteristic 0, $S$-completeness implies local reductivity [6, Proposition 3.47, Theorem 2.2], and it follows that the stack $M^{0,ss}_{d,S}$ admits a separated good moduli space for any choice of $\theta$.

Corollary 5.5.7 also follow from GIT, as explained in [7, Theorem 1.5]. We have given a purely moduli-theoretic argument by appealing to the existence result for adequate moduli spaces.

### 5.6 Langton’s semistable extension theorem for quiver representations

In this section we will show that when $Q$ is an acyclic quiver, the adequate moduli space $M^{0,ss}_{d,S}$ is proper over $S$, where $S$ is a noetherian scheme. This is a particular instance of Proposition 5.6.1 describing properness of maps between adequate moduli spaces.

**Proposition 5.6.1.** Let $Q$ be a (not necessarily acyclic) quiver and let $\theta$ be a stability function. The morphism

$$M^{0,ss}_{d,S} \to M_{d,S}$$

on adequate moduli spaces is proper whenever the adequate moduli space $M^{0,ss}_{d,S}$ exists (see Corollary 5.5.7).
The proof of Proposition 5.6.1 relies on the following result, which is an analogue of the main result of [32].

**Proposition 5.6.2.** Let $R$ be a DVR with uniformizer $\pi$, fraction field $K$ and residue field $\kappa$. Let $M$ be a representation over $R$ such that the generic fiber $M \otimes_R K$ is $\theta$-semistable. There exists a subrepresentation $M' \subseteq M$ such that $M' \otimes_R K$ and $M \otimes_R K$ are isomorphic, and $M' \otimes_R \kappa$ is $\theta$-semistable.

**Proof.** If $\overline{M} := M \otimes_R \kappa = \theta$-semistable, then there is nothing to prove. If this is not the case, let $\overline{F}$ be the maximal destabilizing subrepresentation of $\overline{M}$. This defines a subrepresentation $M^{(1)} \subseteq M$ of $Q$ in the following way. For every $i \in \mathbb{N}$, let $(f_i^1, \ldots, f_i^n, e_i^{n+1}, \ldots, e_i^d)$ be a basis of $M_i$ extending a basis $f_i^1, \ldots, f_i^n$ of $F_i$. We can further lift these to bases of each $M_i$, which we denote by $(\tilde{f}_i^1, \ldots, \tilde{f}_i^n, \tilde{e}_i^{n+1}, \ldots, \tilde{e}_i^d)$. For every $i \in \mathbb{N}$, we define $M^{(1)}_i$ as the subset of $M_i$ spanned by $(\tilde{f}_i^1, \ldots, \tilde{f}_i^n, \pi \tilde{e}_i^{n+1}, \ldots, \pi \tilde{e}_i^d)$. For every $a: i \to j$, the restriction of $M_a$ to $M^{(1)}_i$ lands in $M^{(1)}_j$, thus this defines a representation $M^{(1)}$ of $Q$. If $M^{(1)}$ is $\theta$-semistable, then we are done. Otherwise, let $\overline{F}_1$ be the maximal destabilizing subrepresentation of $M^{(1)}$ which, following the above procedure, defines a subrepresentation $M^{(2)} \subseteq M^{(1)}$. We can apply the arguments of [32, Section 5] to show that this procedure will terminate, i.e., there is an $n$ such that $M^{(n)}$ is $\theta$-semistable. □

**Proof of Proposition 5.6.1.** The map $M_{d,S}^{\theta, \text{ss}} \to M_{d,S}$ is separated and of finite type over $S$ since both $M_{d,S}^{\theta, \text{ss}}$ and $M_{d,S}$ are, so it suffices to show that it is universally closed. Moreover, since the adequate moduli space map $M_{d,S}^{\theta, \text{ss}} \to M_{d,S}$ is surjective, it is enough to show that the map $M_{d,S}^{\theta, \text{ss}} \to M_{d,S}$ is universally closed. This is local on the base scheme $S$, so since the formation of the adequate moduli space commutes with base change along open embeddings, we may assume that $S = \text{Spec } B$ for a noetherian ring $B$.

To show that $M_{d,S}^{\theta, \text{ss}} \to M_{d,S}$ is universally closed, we verify the valuative criterion for universal closedness [44, Tag 0H2C]: if for any DVR $R$ with fraction field $K$ and the square of solid arrows in the diagram

$$
\text{Spec } K' \quad \longrightarrow \quad \text{Spec } K \quad \longrightarrow \quad M_{d,S}^{\theta, \text{ss}}
$$

commutes, there exists a field extension $K'$ of $K$, a DVR $R' \subset K'$ dominating $R$, and a dashed diagonal arrow $\text{Spec } R' \to M_{d,S}^{\theta, \text{ss}}$ making the whole diagram commute, then the rightmost morphism is universally closed.

Since $S = \text{Spec } B$ is affine, we have by Proposition 3.1.4 that $M_{d,S} = [\text{Spec } A/ \text{GL}_N]$, where $A$ is a polynomial ring over $B$. Moreover, since $B$ is noetherian, the map $\pi: M_{d,S} \to M_{d,S}$ is of finite type by Theorem 5.1.4 (ii). Thus, we may apply [6, Theorem A.8] to find a finite extension $K'$ of $K$, a DVR $R' \supseteq R$ dominating $R$, and a morphism $\psi: \text{Spec } R' \to M_{d,S}$ such that the diagram of solid arrows

$$
\text{Spec } K' \quad \longrightarrow \quad \text{Spec } K \quad \longrightarrow \quad M_{d,S}^{\theta, \text{ss}}
$$

commutes. For every $i \in \mathbb{N}$, let $(f_i^1, \ldots, f_i^n, e_i^{n+1}, \ldots, e_i^d)$ be a basis of $M_i$ extending a basis $f_i^1, \ldots, f_i^n$ of $F_i$. We can further lift these to bases of each $M_i$, which we denote by $(\tilde{f}_i^1, \ldots, \tilde{f}_i^n, \tilde{e}_i^{n+1}, \ldots, \tilde{e}_i^d)$. For every $i \in \mathbb{N}$, we define $M_i^{(1)}$ as the subset of $M_i$ spanned by $(\tilde{f}_i^1, \ldots, \tilde{f}_i^n, \pi \tilde{e}_i^{n+1}, \ldots, \pi \tilde{e}_i^d)$. For every $a: i \to j$, the restriction of $M_a$ to $M_i^{(1)}$ lands in $M_j^{(1)}$, thus this defines a representation $M^{(1)}$ of $Q$. If $M^{(1)}$ is $\theta$-semistable, then we are done. Otherwise, let $\overline{F}_1$ be the maximal destabilizing subrepresentation of $M^{(1)}$ which, following the above procedure, defines a subrepresentation $M^{(2)} \subseteq M^{(1)}$. We can apply the arguments of [32, Section 5] to show that this procedure will terminate, i.e., there is an $n$ such that $M^{(n)}$ is $\theta$-semistable. □
commutes.

The map $\psi$: Spec $R' \to \mathcal{M}_{d,S}$ corresponds to a family of representations over $R'$ with $\theta$-semistable generic fiber. By Proposition 5.6.2, there exists another morphism $\psi'$: Spec $R' \to \mathcal{M}_{d,S}^{\theta,ss}$ such that the restrictions of $\psi$ and $\psi'$ to Spec $K'$ agree. Since $R'$ is a DVR and $M_{d,S}$ is separated, this implies that the two morphisms $\pi \circ \psi$ and $\pi \circ \psi'$ are equal [44, Tag 03KU]. Thus, the top and bottom rows together with the arrow $\psi'$ in the above diagram are what we set out to construct.

If $Q$ is not acyclic, then $M_{d,k}$ is not proper over Spec$(k)$. Consider for instance the Jordan quiver:

$$
\begin{array}{ccc}
1 & \rightarrow & 0 \\
\end{array}
$$

In this case all representations are $\theta$-semistable, since the only stability function is the zero function. For an explicit example (using the notation of Proposition 5.6.2) that illustrates how the valuative criterion for properness fails it suffices to consider the one-dimensional semistable generic fiber. By Proposition 5.6.2, there exist another morphism

Proposition 5.6.3. If $Q$ is acyclic, the stack $\mathcal{M}_{d,S}^{\theta,ss}$ is universally closed over $S$.

Proof. We check the valuative criterion [44, Tag 0H2C], which translates to: for a discrete valuation ring $R$ with uniformizer $\pi$ and fraction field $K$, if $M$ is a semistable representation over $K$, there exists a semistable representation $N$ over $R$ and an isomorphism $\phi: M \simrightarrow N|_K$. By Proposition 5.6.2, it suffices to find such a family $N$ without requiring that $N \otimes_R (R/\pi)$ is semistable.

Choose an admissible ordering of $Q_0 = \{1, \ldots, n\}$ and a $K$-basis of $M_i$ for each $i \in Q_0$. In these bases, the maps $M_a: M_{s(a)} \to M_{t(a)}$ are given by matrices $A_a$ over $K$. For each $i$, let $N_i$ be a free $R$-module with the same basis. We define integers $m_i$ for $i \in Q_0$ by setting $m_1 = 0$ and inductively choosing $m_i$ in such a way that for each arrow $a$ with $t(a) = i$, the matrix $N_a = \pi^{m_i-m_{s(a)}} A_a$ has entries in $R$. Now we can set $N = \{N_i\}_{i \in Q_0}, \{N_a\}_{a \in Q_1}$, and $\phi: M \simrightarrow N|_K$ is given by taking $\phi_i$ to be multiplication by $\pi^{m_i}$.

Corollary 5.6.4. If $Q$ is acyclic, the adequate moduli space $M_{d,S}^{\theta,ss}$ is proper over $S$.

Proof. The map $\mathcal{M}_{d,S}^{\theta,ss} \to S$ is separated by Corollary 5.5.7, so it suffices to show that it is universally closed, and since the map $\mathcal{M}_{d,S}^{\theta,ss} \to M_{d,S}^{\theta,ss}$ is surjective, this is equivalent to $\mathcal{M}_{d,S}^{\theta,ss} \to S$ being universally closed, which is Proposition 5.6.3.

The following gives a complete description of the moduli space $M_{d,S}$ when $Q$ is acyclic.

Proposition 5.6.5. If $Q$ is acyclic, the structure morphism $M_{d,S} \to S$ is an isomorphism.

Proof. Consider first the case $S = \text{Spec } k$ for a field $k$. We claim that the stack $\mathcal{M}_{d,k}$ has a unique closed point. Indeed, by Proposition 5.3.2, any closed point is represented by a semisimple representation $M$ defined over a finite extension $L$ of $k$. Since $Q$ is acyclic, the only such semisimple representation is $\bigoplus_{i \in Q_0} S(i)^{\oplus d_i}$ which is already defined over $k$. Thus, by Theorem 5.1.4 (iii), the adequate moduli space $M_d$ has a unique closed point which is defined over $k$, and since $M_d$ is of finite type over $k$, this point must be the only one. Finally, as the stack $M_d$ is reduced, so is $M_d$, and thus we conclude that $M_d \cong \text{Spec } k$.

Let now $S$ be a noetherian scheme. For any point $x \in S$, the base change map

$$
M_{d,\kappa(x)} \to M_{d,S} \times_S \text{Spec } \kappa(x)
$$
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The aim of this section is to prove that the moduli space $M^{θ}_{d,k}(x)$ is isomorphic to Spec $κ(x)$. Since $M_{d,S} \to S$ is also proper by Corollary 5.6.4, it is finite by Zariski’s Main Theorem [44, Tag 0A4X]. Thus, we have $M_{d,S} \cong \text{Spec}_{S} \mathcal{A}$ for a sheaf $\mathcal{A}$ of finite $\mathcal{O}_{S}$-algebras. Moreover, since for any $x \in S$, the induced map $\mathcal{O}_{S}|_{x} \to \mathcal{A}|_{x}$ is an isomorphism, the structure map $\mathcal{O}_{S} \to \mathcal{A}$ is surjective, so $M_{d,S} \to S$ is a closed embedding. On the other hand, the composition $\mathcal{M}_{d,S} \to M_{d,S} \to S$ is scheme-theoretically surjective, hence so is $M_{d,S} \to S$, so it must be an isomorphism.

A more general result regarding the structure of $M_{d,S}$ is proved using GIT-methods by Donkin in [15, Theorem and Remark], generalizing the result for fields in characteristic 0 due to Le Bruyn–Procesi [33, Theorem 1].

6 Projectivity of the adequate moduli space

The aim of this section is to prove that the moduli space $M^{θ}_{d,S}$ is projective over $S$ when the quiver $Q$ is acyclic. Recall that we defined a line bundle $\mathcal{L}_{θ}$ on $M^{θ}_{d,S}$ in Section 3.3. We begin by showing that $\mathcal{L}_{θ}$ is semiample even if $Q$ is not acyclic, which will imply Theorem B from the introduction. After this, we show with increasing generality that $\mathcal{L}_{θ}$ is relatively ample over $S$.

6.1 Global generation over a field

Let $Q$ be a quiver, $d$ a dimension vector, and $θ$ a stability function such that $θ(d) = 0$.

Proposition 6.1.1. Suppose $k$ is a field and the stability function $θ$ is of the form $θ = θ_β$ or $θ = η_β$ for a dimension vector $β$. The line bundle $\mathcal{L}_{θ}$ on $M^{θ}_{d,k}$ is semiample and descends to a line bundle $\mathcal{L}_{θ}$ on the moduli space $M^{θ}_{d,k}$. In fact, if $m ∈ \mathbb{N}$ satisfies the inequality (13), then $\mathcal{L}_{θ}^{⊗m}$ is generated by finitely many global sections, and if $k$ is algebraically closed, these sections can be taken to be of the form $σ_ν$ for a representation $V$ of dimension vector $m_β$.

Proof. We give the proof when $θ = η_β$, the other case follows similarly. Assume first that $k$ is algebraically closed. Let $p ∈ M^{θ}_{d,k}$ be a closed point corresponding to a $θ$-semistable representation $M$. By Corollary 4.1.4 (b), a general representation $V$ of dimension vector $m_β$ satisfies $\text{Hom}(M, V) = 0$, and by Proposition 3.3.3, the associated section $σ_V$ of $\mathcal{L}_{θ}^{⊗m}$ is nonzero at the point $p$. Since $M^{θ}_{d,k}$ is quasi-compact, the non-vanishing loci of finitely many sections cover $M^{θ}_{d,k}$.

Let now $k$ be an arbitrary field. By the above, the pullback of $\mathcal{L}_{θ}^{⊗m}$ to $M^{θ}_{d,k}$ is generated by finitely many global sections when $m$ satisfies (13), so the same holds for $\mathcal{L}_{θ}^{⊗m}$ by for example [45, Exercise 19.2.I].

To prove that $\mathcal{L}_{θ}$ descends to $M^{θ}_{d,k}$, we let $m > 0$ be an integer satisfying (13) so that both $\mathcal{L}_{θ}^{⊗m}$ and $\mathcal{L}_{θ}^{⊗m+1}$ are generated by finitely many globally sections. It follows from Lemma 5.1.5 (iii) that $\mathcal{L}_{θ}^{⊗m}$ and $\mathcal{L}_{θ}^{⊗m+1}$ descend to line bundles $L_{m}$ and $L_{m+1}$ on $M_{d,k}$. Now $L_θ := L_{m+1} ∗ L_{m}$ pulls back to $\mathcal{L}_{θ}^{⊗m+1} ∗ (\mathcal{L}_{θ}^{⊗m})^\vee = \mathcal{L}_{θ}$, so we see that $\mathcal{L}_{θ}$ itself descends.

Proof of Theorem B. This now follows from Proposition 4.2.1 and Proposition 6.1.1, with the bound in Theorem B being derived just from the Euler matrix for $Q$ and the dimension vector $d$, and not the more implicit bound in (13).

Remark 6.1.2. Effective basepoint-freeness results as in Theorem B are of interest in general, and for moduli spaces in particular. For moduli of vector bundles on (smooth projective) curves there has been significant progress; for an overview, see [36, Section 7.2]. The moduli
space \(M_C(r, \mathcal{L})\) of semistable vector bundles of rank \(r\) and fixed determinant \(\mathcal{L}\) on a curve \(C\) of genus \(g\) has Picard rank 1 and its Picard group is generated by a determinantal line bundle. The best known bound on the basepoint-freeness of the linear system associated to the \(k\)th multiple of the generator is quadratic in the rank \(r\) (but independent of the genus \(g\)). These bounds are similar to the one in Theorem B, which are also quadratic in the entries of the dimension vector.

Conjecturally [36, Section 7.5] the true bound for basepoint-freeness on moduli of vector bundles is linear in the rank, and thus of the same order as the square root of the dimension of the moduli space.

For moduli of quiver representations one also expects room for improvement. Consider the following two ways in which \(\mathbb{P}^n\) can be realized as a moduli space of quiver representations. First, using dimension vector \((1, 1)\) for the \((n + 1)\)-Kronecker quiver as in Example 4.2.2 and stability function \((1, -1)\) we obtain a bound linear in \(n\), yet the Picard group is generated by the very ample line bundle \(O(1)\), hence the bound should be constant. On the other hand, following [22, page 218] we can also realize it as the moduli space for the 2-Kronecker quiver using dimension vector \((n, n)\). Again using Example 4.2.2 we see that \(\lambda = 0\), and thus the effective basepoint-freeness bound says that the generator is globally generated. See also Remark 4.2.3 for the case of general Dynkin and extended Dynkin quivers.

In general, Fujita’s conjecture predicts a bound linear in the dimension of the moduli space. We obtain a bound that is quadratic in the entries of the dimension vector, and thus of the same order as the dimension of the moduli space which also grows quadratically in the entries of the dimension vector. This can be compared to Kollár’s general effective basepoint-freeness result [31, Theorem 1.1], which is very far from the predicted bound.

6.2 Projectivity over a field

From now on, we assume that \(Q\) is acyclic, in which case Lemma 2.3.5 (b) implies that \(\theta = \eta_\beta\) for a unique dimension vector \(\beta \in \mathbb{N}^{Q_0}\). We now prove Theorem A (ii) over a field.

**Theorem 6.2.1.** Let \(k\) be a field and assume that \(Q\) is acyclic. The line bundle \(\mathcal{L}_\theta\) descends to an ample line bundle \(L_\theta\) on the moduli space \(M_{d,k}^{ss}\). In particular, the moduli space \(M_{d,k}^{ss}\) of \(\theta\)-semistable representations with dimension vector \(d\) is a projective variety.

**Proof.** Suppose first that \(k\) is algebraically closed. By Proposition 6.1.1, the line bundle \(\mathcal{L}_\theta\) is semiample and descends to a line bundle \(L_\theta\). To show that \(L_\theta\) is ample, it suffice to show that for \(m\) satisfying (13), the map \(\phi : M_{d,k}^{ss} \to \mathbb{P}^m\) induced by the complete linear series of \(L_\theta^m\) is finite. For convenience, we denote \(L = L_\theta^m\) and \(\mathcal{L} = L_\theta^m\). We first claim that \(\phi\) has finite fibers. If not, there exists a smooth, proper, connected curve \(\gamma\) and a nonconstant map \(\gamma : C \to \mathbb{P}^m\) such that the composition \(\phi \circ \gamma : C \to \mathbb{P}^m\) is constant. This means that the line bundle \(\gamma^*L\) has degree 0 on \(C\), so any section of any power of \(\gamma^*L\) is constant. We will show that this is impossible.

By Theorem 5.1.4 (iii) and Proposition 5.3.2, the \(k\)-points of \(M_{d,k}^{ss}\) correspond to \(\theta\)-polystable representations under the adequate moduli space map \(f : M_{d,k}^{ss} \to M_{d,k}^{ss}\). Given a polystable representation, there are only finitely many polystable representations of the same dimension vector with the same isomorphism classes of stable summands. Thus, since the image of \(C\) in \(M_{d,k}^{ss}\) contains infinitely many \(k\)-points, it in particular contains two points \(p\) and \(p'\) corresponding to polystable representations \(M\) and \(M'\) such that one of the stable summands of \(M\) does not appear in \(M'\). By Theorem 4.5.1, there exists \(m' > 0\) and a representation \(V\) of dimension vector \(mm'/\beta\) such that

\[\text{Hom}(M, V) \neq 0 \quad \text{and} \quad \text{Hom}(M', V) = 0.\]

The representation \(V\) induces a section \(\sigma_V\) of \(\mathcal{L}^{m'}\), and by Proposition 3.3.3 we have \(\sigma_V(M) = 0\) but \(\sigma_V(M') \neq 0\). There is a section \(t \in \Gamma(\mathbb{P}^m, \mathcal{O}_{\mathbb{P}^m}(m'))\) such that \(\sigma_V = f^*\phi^*t\),
and the section $s = \phi^* t \in \Gamma(M_{d,k}^{\theta, ss}, L \otimes m')$ has the property that $s(p) = 0$ but $s(p') \neq 0$. Hence, $\gamma^*(s)$ is a nonconstant section of $\gamma^* L \otimes m'$, which gives a contradiction. Thus, $\phi$ has finite fibers.

Since $M_{d,k}^{\theta, ss}$ is proper by Corollary 5.6.4, the map $\phi$ is proper, hence finite by Zariski’s Main Theorem [44, Tag 0A4X]. Thus, $M_{d,k}^{\theta, ss}$ is projective and $L_{\theta}$ is ample. This concludes the case when $k$ is algebraically closed.

Now let $k$ be an arbitrary field and let $\bar{k}$ be an algebraic closure. By the case of an algebraically closed field, $L_{\theta}$ descends to an ample line bundle $L_{\theta, \bar{k}}$ on $M_{d, \bar{k}}^{\theta, ss}$. Consider the diagram

$$
\begin{array}{ccc}
M_{d,k}^{\theta, ss} & \longrightarrow & M_{d,k}^{\theta, ss} \\
\downarrow & & \downarrow \\
M_{d,k}^{\theta, ss} & \longrightarrow & M_{d,k}^{\theta, ss} \\
\downarrow & & \downarrow \\
\text{Spec } \bar{k} & \longrightarrow & \text{Spec } k
\end{array}
$$

By Theorem 5.1.4 (iv), the base change morphism $M_{d,k}^{\theta, ss} \rightarrow M_{d,k}^{\theta, ss} \times \text{Spec } k$ Spec $\bar{k}$ is an isomorphism, so it follows from Lemma 5.1.5 (ii) that there exists a line bundle $L_{\theta}$ on $M_{d,k}^{\theta, ss}$ whose pullback to $M_{d,k}^{\theta, ss}$ is $\overline{L}_{\theta}$.

Finally, we claim that $L_{\theta}$ is ample. Since $M_{d,k}^{\theta, ss}$ is proper over $k$, by [44, Tag 0D38], it suffices to show that for any coherent sheaf $F$ on $M_{d,k}^{\theta, ss}$, there exists $n_0$ such that

$$H^i(M_{d,k}^{\theta, ss}, F \otimes L_{\theta} \otimes n) = 0$$

for all $i > 0$ and all $n \geq n_0$. By flat base change, we have

$$H^i(M_{d,k}^{\theta, ss}, F \otimes L_{\theta} \otimes n) \otimes_k \bar{k} \cong H^i(M_{d,k}^{\theta, ss}, \overline{F} \otimes \overline{L}_{\theta} \otimes n),$$

where $\overline{F}$ denotes the pullback of $F$ to $M_{d,k}^{\theta, ss}$. By the first part of the proof, $\overline{L}_{\theta}$ is ample, and so such an $n_0$ exists.

### 6.3 Projectivity over a general base

We are now ready to prove Theorem A (ii), namely that $M_{d,S}^{\theta, ss}$ is projective over an arbitrary noetherian base scheme $S$. Here we use the notion of projectivity from [44, Tag 01W8] (and not the stronger notion of H-projectivity).

**Theorem 6.3.1.** Suppose $Q$ is acyclic and $S$ is a noetherian scheme. The line bundle $\mathcal{L}_{\theta}$ descends to an $S$-ample line bundle $L_{\theta}$ on the moduli space $M_{d,S}^{\theta, ss}$. In particular, $M_{d,S}^{\theta, ss}$ is projective over $S$.

**Proof.** Recall that $M_{d,S}^{\theta, ss}$ is proper over $S$ Corollary 5.6.4. We begin by reducing to the case when the base scheme is Spec $\mathbb{Z}$. Consider the commuting diagram

$$
\begin{array}{ccc}
M_{d,S}^{\theta, ss} & \longrightarrow & M_{d,\mathbb{Z}}^{\theta, ss} \\
\downarrow f & & \downarrow f_S \\
M_{d,S}^{\theta, ss} & \longrightarrow & M_{d,\mathbb{Z}}^{\theta, ss} \\
\downarrow \pi_{d,S} & & \downarrow \pi_S \\
S & \longrightarrow & \text{Spec } \mathbb{Z}
\end{array}
$$

(16)
Suppose we know that \( \mathcal{L}_{\theta,Z} \) descends to a \( \mathbb{Z} \)-ample line bundle \( L_{\theta,Z} \) on \( M_{d,Z}^{\text{ss}} \). This means that there exists a closed embedding \( j: M_{d,Z}^{\text{ss}} \to \mathbb{P}^n_S \) such that \( j^*\mathcal{O}(1) = L_{Z}^{\text{m}} \) for some \( m > 0 \), and in particular \( M_{d,Z}^{\text{ss}} \) is a scheme. By base change, we obtain a closed embedding \( j_S: M_{d,Z}^{\text{ss}} \times S \to \mathbb{P}^n_S \) such that \( j_S^*\mathcal{O}(1) = i^*_{M}L_{Z}^{\text{m}} \). Moreover, since
\[
j_S^*g^*i_M^*L_{\theta,Z} = i_M^*j_S^*L_{\theta,Z} = i_M^*\mathcal{L}_{\theta,Z} = \mathcal{L}_{\theta,S},
\]
we see that \( \mathcal{L}_{\theta,S} \) descends to the line bundle \( L_{\theta,S} = g^*i_M^*L_{\theta,Z} \) and that \( L_{\theta,S}^{\text{m}} = g^*j_S^*\mathcal{O}(1) \).

Now by Theorem 5.1.4 (v), the map \( g \) has finite fibers, and it is proper since \( M_{d,Z}^{\text{ss}} \) is. Thus, \( g \) is finite by [44, Tag 0A4X]. This implies firstly that \( M_{d,Z}^{\text{ss}} \) is affine over the scheme \( M_{d,Z}^{\text{ss}} \times S \), hence itself a scheme, and secondly by [44, Tag 0B5V] that \( L_{\theta,S} \) is ample.

We now proceed to prove the theorem over \( \text{Spec} \mathbb{Z} \). First of all, we show that \( \mathcal{L}_{\theta,Z} \) descends to the moduli space \( M_{d,Z}^{\text{ss}} \). As in the proof Proposition 6.1.1, it suffices to show that \( \mathcal{L}_{d,Z}^{\text{ss}} \) descends for all sufficiently large integers \( m \), and by combining Lemma 5.1.5 (ii) and Lemma 5.1.5 (iii), it is enough to show that for all such \( m > 0 \), there exists an étale cover of \( \text{Spec} \mathbb{Z} \) by affine schemes \( \text{Spec} A \to \text{Spec} \mathbb{Z} \) such that \( \mathcal{L}_{A}^{\text{ss}} \) is globally generated.

By Proposition 6.1.1, for all sufficiently large integers \( m > 0 \) and for all primes \( p \) the line bundle \( \mathcal{L}_{d,Z}^{\text{ss}} \) is generated by determinantal sections \( \sigma_0, \ldots, \sigma_n \) corresponding to representations \( V_0, \ldots, V_n \) of dimension vector \( m\beta \) over \( \mathbb{F}_p \). These representations are defined over a finite extension \( k \) of \( \mathbb{F}_p \), and using Remark 5.4.3 we can find an étale neighborhood \( \text{Spec} B \to \text{Spec} \mathbb{Z} \) of \( \text{Spec} k \) and extensions \( V_i \) of each \( V_i \) to \( B \). The representations \( V_i \) define global sections \( \tilde{\sigma}_i \) of \( \mathcal{L}_{d,B}^{\text{ss}} \) over \( M_{d,B}^{\text{ss}} \) which pull back to \( \sigma_i \) in \( M_{d,Z}^{\text{ss}} \). Thus, the locus \( \mathcal{U} \) on \( M_{d,Z}^{\text{ss}} \) over which the \( \tilde{\sigma}_i \) generate \( \mathcal{L}_{d,B}^{\text{ss}} \) contains \( M_{d,k}^{\text{ss}} \).

Since the structure morphism \( M_{d,B}^{\text{ss}} \to \text{Spec} B \) is closed by Proposition 5.6.3, the image of the complement of \( \mathcal{U} \) is closed in \( \text{Spec} B \) and does not contain \( \text{Spec} k \), so replacing \( \text{Spec} B \) by an affine open neighborhood of \( \text{Spec} k \), we may assume that the sections \( \tilde{\sigma}_i \) generate \( \mathcal{L}_{d,B}^{\text{ss}} \). Choosing such an étale neighborhood \( \text{Spec} B \) for each prime \( p \) provides us with the required étale cover of \( \text{Spec} \mathbb{Z} \).

Let \( L_Z \) denote the line bundle on \( M_{d,Z}^{\text{ss}} \) whose pullback to \( M_{d,B}^{\text{ss}} \) is \( \mathcal{L}_Z = \mathcal{L}_{\theta,Z} \), and similarly define \( L_{\mathbb{F}_p} \) on \( M_{d,\mathbb{F}_p}^{\text{ss}} \). We know that \( M_{d,Z}^{\text{ss}} \to \text{Spec} \mathbb{Z} \) is proper, so by [44, Tag 0D3A] it suffices to show that the restriction of \( L_Z \) to \( M_{d,Z}^{\text{ss}} \times \mathbb{Z} \mathbb{F}_p \) is ample, and to do this, it suffices to show that the pullback of \( L_Z \) to \( M_{d,Z}^{\text{ss}} \times \mathbb{Z} \mathbb{F}_p \) is ample.

Now consider the diagram (16) with \( S = \text{Spec} \mathbb{F}_p \). As above, the base change morphism \( g \) is finite, so it follows that if \( g^*i_M^*L_Z \) is ample on \( M_{d,\mathbb{F}_p}^{\text{ss}} \), then \( i_M^*L_Z \) is ample on \( M_{d,Z}^{ss} \times \mathbb{Z} \mathbb{F}_p \).

Now, on \( M_{d,\mathbb{F}_p}^{\text{ss}} \) we have isomorphisms of line bundles
\[
j_{\mathbb{F}_p}^*L_{\mathbb{F}_p} = L_{\mathbb{F}_p} = i_M^*L_Z = i_M^*j_{\mathbb{F}_p}^*L_{\theta,Z} = j_{\mathbb{F}_p}^*g^*i_M^*L_Z,
\]
which by Lemma 5.1.5 (i) implies that \( L_{\mathbb{F}_p} = g^*i_M^*L_Z \). However, we know from Theorem 6.2.1 that \( L_{\mathbb{F}_p} \) is ample on \( M_{d,\mathbb{F}_p}^{\text{ss}} \), so \( i_M^*L \) is ample on \( M_{d,Z} \times \mathbb{Z} \mathbb{F}_p \).

A Projectivity using Theta-stability

In this section we present a short argument for projectivity that uses Halpern–Leistner’s theory of stability for stacks. Using this theory gives a shorter argument than King’s or the GIT-free approach outlined in the body of this paper, albeit it relies on a theorem ([21, Theorem 5.6.1 (2)]) that we treat as a black box, and only holds in characteristic 0. The theorem says that if a stack \( \mathcal{M} \) admits a good moduli space, then its semistable locus does too, and the latter good moduli space is projective over the former. In particular, if the
good moduli space of $\mathcal{M}$ is a point, then the good moduli space of the semistable locus is a projective variety.

Let $k$ be a field, which we assume to be of characteristic 0, so that in the context of Theorem A.2, we get a good (and not merely adequate) moduli space. As in Section 5.5, we define the stack $\Theta_k$ as $[\mathbb{A}^1_k/\mathbb{G}_m]$. We will denote the closed point of $\Theta_k$ by 0, and let 1 denote the point corresponding to the open orbit $\mathbb{A}^1_k \setminus \{0\}$. As explained in [6, Corollary 7.13], a morphism $f: \Theta_k \to \mathcal{M}$ to a moduli stack of objects in an abelian category corresponds to a filtration, and the closed point corresponds to the associated graded of the filtration. As in [21, Section 3.2], we will say that a filtration is non-degenerate if the induced morphism $\mathbb{G}_m \to \text{Aut}(f(0))$ of sheaves of groups has finite kernel.

For a $k$-scheme $T$ we write $\Theta_T = \Theta_k \times T$. Following [20, Tag 00F3] and [6, Corollary 7.13], for an algebraic stack $X$, we define $\text{Filt}_X$, called the stack of $\mathbb{Z}$-weighted filtrations, to be the stack corresponding to the pseudofunctor:

$$
\text{Filt}_X: T \to \text{Maps}(\Theta_T, X).
$$

From now on, let $X$ be an algebraic stack locally of finite type and with affine automorphism groups over a noetherian base scheme $S$.

If $\mathcal{L}$ is an invertible sheaf on $X$, then we can define a locally constant weight function $\text{wt}_{\mathcal{L}}: |\text{Filt}_X| \to \mathbb{Z}$:

$$
\text{wt}_{\mathcal{L}}: (f: \Theta_k \to X) \mapsto \text{wt}_{\mathbb{G}_m}(\mathcal{L}|_{f(0)}),
$$

where the $\mathbb{G}_m$-action on $\mathcal{L}|_{f(0)}$ is induced by $\mathbb{G}_m = \text{Aut}_{\Theta_k}(0) \to \text{Aut}_X(f(0))$.

Having a weight function allows one to define a notion of semistability for points of stacks; see [21, Section 4.1] or [6, Section 7.3]. We say that a point $p \in |X|$ is:

(i) $\mathcal{L}$-unstable (or $\Theta$-unstable as in [6, Section 7.3]) if there is a nondegenerate filtration $f \in \text{Filt}_X$ with $f(1) = p$ and $\text{wt}_{\mathcal{L}}(f) < 0$;

(ii) $\mathcal{L}$-semistable if it is not $\mathcal{L}$-unstable.

Let $Q$ be a quiver, possibly with oriented cycles. We fix a dimension vector $d$ and a stability function $\theta$ such that $\theta(d) = 0$. Let $\mathcal{M}_{d,S}$ be the moduli stack of representations of $Q$ of dimension vector $d$ over a noetherian scheme $S$ (Definition 3.1.1). Let $\mathcal{F}_{\text{univ}}$ be the universal family on $\mathcal{M}_{d,S}$. Recall that we have the following line bundle on $\mathcal{M}_{d}$ (Section 3.3):

$$
\mathcal{L}_\theta = \bigotimes_{i \in Q_0} (\det \mathcal{F}_{\text{univ}}^i)^{-\theta_i}.
$$

This line bundle induces a weight function and hence a notion of semistability on $\mathcal{M}_{d,S}$ which we will show coincides with King’s notion of $\theta$-stability (Section 2.3).

**Lemma A.1.** Fix a dimension vector $d$ and a stability function $\theta$ such that $\theta(d) = 0$.

(i) The weight function for a filtration $f: \Theta_k \to \mathcal{M}_{d,S}$ has the following formula:

$$
\text{wt}_{\mathcal{L}_\theta}(f) = -\sum_{n \in \mathbb{Z}} n \cdot \theta(\text{gr}_n M) = -\sum_{n \in \mathbb{Z}} \theta(F_n M),
$$

where $f$ corresponds to a representation $M$ with filtration $\ldots \subseteq F_{n+1}M \subseteq F_n M \subseteq \ldots$ and $\text{gr}_n M := F_n M/F_{n+1}M$ so that $f(0) = \text{gr}_0 M$.

(ii) A representation $M$ is $\theta$-semistable if and only if it is $\mathcal{L}_\theta$-semistable.
Proof. To prove the first part, the weight calculation is as follows:

\[
\text{wt}_{\mathcal{L}_\theta}(f) = \text{wt}_{G_m} \left( \bigotimes_{i \in Q_0} (\text{det } F_i^{\text{inv}})^{\otimes - \theta_i} \right)_{f(0)} = \text{wt}_{G_m} \left( \bigotimes_{i \in Q_0} (\text{det } (\text{gr } M)_i)^{\otimes - \theta_i} \right) = - \sum_{i \in Q_0} \theta_i \cdot \text{wt}_{G_m} \det ((\text{gr } M)_i).
\]

The $G_m$-weight corresponds to the grading weight, so $\text{wt}_{G_m}(\text{det } \text{gr}_n M_i) = n \dim M_i$, and therefore:

\[
\text{wt}_{\mathcal{L}_\theta}(f) = - \sum_{i \in Q_0} \theta_i \cdot \sum_{n \in \mathbb{Z}} n \dim \text{gr}_n M_i = - \sum_{n \in \mathbb{Z}} n \cdot \theta(\text{gr}_n M).
\]

The second equality follows from the fact that $\theta$ is additive in short exact sequences, so $\theta(\dim \text{gr}_n M) = \theta(\dim F_n M) - \theta(\dim F_{n+1} M)$.

Both equalities are used to prove the equivalence in the second part. Suppose first that $M$ is $\theta$-unstable, so that there is a subrepresentation $M' \subset M$ such that $\theta(\dim M') > 0$. We can view it as a two-step filtration $f = (M' \subset M)$ with $f(1) = M$ whose associated graded factors are $\text{gr}_0 = M/M'$, $\text{gr}_1 = M'$ while all other components are zero. Then by (i):

\[
\text{wt}_{\mathcal{L}_\theta}(f) = -\theta(\text{gr}_1 M) = -\theta(M') < 0.
\]

This shows that $M$ is $\mathcal{L}_\theta$-unstable.

Conversely, assume that $M$ is $\mathcal{L}_\theta$-unstable and let $f$ be the destabilizing filtration with $\text{wt}_{\mathcal{L}_\theta}(f) < 0$. By (i), this is equivalent to

\[
\sum_{n \in \mathbb{Z}} \theta(F_n M) > 0,
\]

so there exists at least one value of $n$ for which $\theta(F_n M) > 0$. Since $\theta(M) = \theta(d) = 0$ by assumption, we see that $F_n M \subset M$ is a proper subrepresentation that destabilizes $M$. \qed

Theorem A.2. Let $Q$ be a quiver, $d$ a dimension vector and $\theta$ a stability function with $\theta(d) = 0$. Fix a noetherian scheme $S$ defined over $Q$. Then $M^{\theta, \text{ss}}_{d,S}$ is an algebraic space which is projective over $M_{d,S}$. In particular, if $S = \text{Spec } k$ for a field $k$ of characteristic $0$ and $Q$ is acyclic, then $M^{\theta, \text{ss}}_{d,k}$ is a projective variety.

Proof. By Corollary 5.5.3 and since $S$ is of characteristic $0$, the stack $M_{d,S}$ admits a good moduli space $M_{d,S}$. By Lemma A.1 (ii), the substack $M^{\theta, \text{ss}}_{d,S} \subset M_{d,S}$ coincides with the substack of $\mathcal{L}_\theta$-semistable objects, so we can apply [21, Theorem 5.6.1(2)] to $\pi = \text{id}_{M_d} : M_d \to M_d$ and conclude that this substack admits a good moduli space $M^{\theta, \text{ss}}_{d,S}$, yielding the commutative diagram

\[
\begin{array}{ccc}
M^{\theta, \text{ss}}_{d,S} & \longrightarrow & M_{d,S} \\
\downarrow & & \downarrow \\
M^{\theta, \text{ss}}_{d,S} & \longrightarrow & M_{d,S}
\end{array}
\]

where vertical arrows are good moduli spaces and the bottom morphism $M^{\theta, \text{ss}}_{d,S} \to M_{d,S}$ is projective. \qed

Using the description $M_{d,S} \cong [R_{d,S}/G_{d,S}]$ from Proposition 3.1.4 and the fact that the good moduli space of such a global quotient stack is given by the ring of invariants, then we can also get a more streamlined proof for quivers with cycles that the good moduli space $M^{\theta, \text{ss}}_{d,S}$ is projective-over-affine. It would be interesting to find a proof that $M_{d,S}$ is affine without methods from GIT.
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