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Abstract

Certain triples of powers series, considered by I. Macdonald, give a natural framework for many combinatorial and number theoretic sequences, such as the Stirling, Bernoulli and harmonic numbers and partitions of different kinds. The power series in such a triple are closely linked by identities coming from the theory of symmetric functions.
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1 Introduction

We begin with an example due to Bell from [6] that will help introduce the main ideas. It is based on Euler’s pentagonal number theorem, which states that

$$\prod_{j=1}^{\infty} (1 - q^j) = \sum_{m=0}^{\infty} c(m) q^m$$

for

$$c(m) = \begin{cases} (-1)^r & \text{if } m = \frac{r(3r-1)}{2} \text{ for } r \in \mathbb{Z}, \\ 0 & \text{otherwise.} \end{cases}$$

(1.1)

Expanding the logarithm of the product shows

$$\log \prod_{j=1}^{\infty} (1 - q^j) = \sum_{j=1}^{\infty} \log(1 - q^j) = -\sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \frac{q^{kj}}{k} = -\sum_{m=1}^{\infty} \frac{\sigma(m)}{m} q^m,$$

(1.2)

where $$\sigma(m)$$ indicates the sum of the divisors of $$m$$. Then exponentiating (1.2) and comparing coefficients of powers of $$q$$ gives the equalities

$$c(1) = -\sigma(1), \quad c(2) = \frac{\sigma(1)^2}{2} - \frac{\sigma(2)}{2}, \quad c(3) = -\frac{\sigma(1)^3}{6} + \frac{\sigma(1)\sigma(2)}{2} - \frac{\sigma(3)}{3},$$

(1.3)

and, in general, $$c(n)$$ is a degree $$n$$ polynomial in $$\sigma(1), \ldots, \sigma(n)$$. Bell called these partition polynomials, presumably since they have one term for each of the $$p(n)$$ partitions of the integer $$n$$. See (6.18) for his general definition.

One aspect of this is quite ancient and arises whenever polynomials or power series are raised to powers.
**Definition 1.1** For integers \( n, k \) with \( k \geq 0 \), the De Moivre polynomial \( A_{n,k}(a_1, a_2, \ldots) \) is defined by

\[
(a_1 x + a_2 x^2 + a_3 x^3 + \cdots)^k = \sum_{n \in \mathbb{Z}} A_{n,k}(a_1, a_2, a_3, \ldots) x^n \quad (k \in \mathbb{Z}_{\geq 0}).
\] (1.4)

These polynomial coefficients \( A_{n,k} \) may be traced back to De Moivre’s paper [14] from 1697, and their properties are gathered in [34]. Clearly \( A_{n,k}(a_1, a_2, a_3, \ldots) = 0 \) if \( n < k \). If \( n \geq k \) then

\[
A_{n,k}(a_1, a_2, a_3, \ldots) = \sum_{1j_1+2j_2+\cdots+mj_m=n} \left( \frac{k}{j_1, j_2, \ldots, j_m} \right) a_1^{j_1} a_2^{j_2} \cdots a_m^{j_m},
\] (1.5)

where \( m = n - k + 1 \), and the sum is over all possible \( j_1, j_2, \ldots, j_m \in \mathbb{Z}_{\geq 0} \). It is a polynomial in \( a_1, a_2, \ldots, a_m \) of homogeneous degree \( k \) with positive integer coefficients.

In this notation the general form of (1.3) is

\[
c(n) = \sum_{k=0}^{n} \frac{(-1)^k}{k!} A_{n,k} \left( \frac{\sigma(1)}{1}, \frac{\sigma(2)}{2}, \frac{\sigma(3)}{3}, \cdots \right).
\] (1.6)

This is equivalent to Bell’s formulation (see the first example in [6, p. 44]) and we will see that it follows from (2.7). Besides \( c(n) \) and \( \sigma(n) \), there is an obvious third sequence to consider here since

\[
F(q) := \prod_{j=1}^{\infty} \frac{1}{1 - q^j} = \sum_{n=0}^{\infty} p(n) q^n
\] (1.7)

is the generating function for the partitions. A similar formula to (1.6) with \( p(n) \) on the left can be found, as well as the well-known recurrences,

\[
p(n) = -\sum_{k=0}^{n-1} p(k)c(n-k),
\] (1.8)

\[
p(n) = \frac{1}{n} \sum_{k=0}^{n-1} p(k)\sigma(n-k),
\] (1.9)

for \( n \geq 1 \). Here (1.8) is due to Euler and comes from multiplying (1.1) by (1.7) and equating coefficients, while (1.9) comes from equating \(-F'(q)/F(q)\) and the derivative of (1.2).

I. Macdonald related the sequences \( c(n) \), \( p(n) \) and \( \sigma(n) \) to symmetric functions in [30, Ex. 6, p. 27] and the identities we have seen follow easily from the known relations among these functions. He gave many other examples in [30, pp. 26–36] and they lead naturally to the following simple abstract definition.

**Definition 1.2** Let \( E(t), H(t) \) and \( P(t) \) be three formal power series with \( E(t) \) and \( H(t) \) having constant term 1. We may call them a symmetric triple if they satisfy

\[
P(-t) = \frac{d}{dt} \log E(t), \quad P(t) = \frac{d}{dt} \log H(t).
\] (1.10)

Independently, Z.-H. Sun studied Newton–Euler pairs in [41]—these are the part \((H(t), P(t))\). We will look at almost all of the symmetric triples contained in Macdonald and Sun’s work, find new cases, and reveal more of their overall structure; these triples form a group for instance.
Following Macdonald, it is convenient to write the coefficients of the three series as

\[ E(t) = \sum_{n=0}^{\infty} e_n t^n, \quad H(t) = \sum_{n=0}^{\infty} h_n t^n, \quad P(t) = \sum_{n=0}^{\infty} p_n t^n, \quad \text{(1.11)} \]

noting that the constant term of \( P(t) \) is labelled \( p_1 \), and \( p_0 \) is left undefined. In this language our Bell/Euler example is the following symmetric triple. (All Examples 1.3 to 9.7 are symmetric triples so we will not always say it explicitly. Also it is understood that \( e_n \) and \( h_n \) are given for \( n \geq 0 \) while \( p_n \) is given for \( n \geq 1 \).)

**Example 1.3** (Partitions, divisor sums)

\[ E(t) = \prod_{j=1}^{\infty} (1 - (-t)^j), \quad H(t) = \prod_{j=1}^{\infty} \frac{1}{1 - t^j}, \quad P(t) = \sum_{j=1}^{\infty} j \cdot \frac{(j-1)!}{1 - t^j}, \]

with \( e_n = (-1)^n n^2(n), \quad h_n = p(n), \quad p_n = \sigma(n) \).

As we will see, the coefficients \( e_n, h_n \) and \( p_n \) of a symmetric triple are tightly linked, with five convolution identities connecting them, similar to (1.8), (1.9), and six transition formulas, similar to (1.6), which correspond to changing the symmetric function basis.

To give a second example based on [6], define \( N_r(n) \) to be the number of ways to express \( n \) as a sum of squares of \( r \) integers (including the order of the integers and their signs), and let \( \omega_2(n) \) be the sum of the odd divisors of \( n \). The details of the next symmetric triple, including the \( \omega_2(n) \) term, are explained in Sect. 6.3.

**Example 1.4** (Representations of sums of squares) For a positive integer \( r \),

\[ e_n = N_r(n), \quad h_n = \omega_2(n), \quad p_n = r(\sigma(n) + \omega_2(n)). \]

**Discussion** Bell’s formula for the number of representations of \( n \) as a sum of \( r \) squares is equivalent to

\[ N_r(n) = \sum_{k=0}^{n} (-1)^{n-k} \frac{k^k}{k!} A_{n,k} \left( \frac{\sigma(1)}{1}, \frac{\sigma(2)}{2}, \frac{\sigma(2)}{2}, \ldots \right). \quad \text{(1.12)} \]

See [6, p. 46] for this and generalizations. We used the following simplification of [6, Eq. (13)]:

\[ (2(-1)^n - 1)\omega_2(n) + \sigma(n) = (-1)^n (\sigma(n) + \omega_2(n)). \]

The identity (1.12) may be compared with Jacobi’s evaluations of \( N_2(n) \) and \( N_4(n) \) in terms of divisor sums, contained in [1, Thm. 10.6.1]. The case \( r = 3 \) of (1.12) gives class numbers of imaginary quadratic fields; see [32], for instance, for the connection between \( N_3(n) \) and class numbers. \( \Box \)

The plan of this paper is as follows. Section 2 reviews material we will need on De Moivre polynomials. Sections 3 and 4 then describe the relevant aspects of symmetric polynomials and functions, and explain the properties of symmetric triples, including how to multiply, divide and take arbitrary powers of them. The remaining sections look at a wide variety of examples, including those relating to Bernoulli, Catalan, Cauchy and Stirling numbers, \( q \)-series, partitions and various polynomial families. Our goal is to show that this setup gives a unifying and organizing structure that allows these sequences to
be studied systematically, with many seemingly ad hoc results in the literature appearing naturally.

New triples also often suggest themselves. For example, recall that the Stirling subset numbers \( \{n \atop k\} \) count the number of ways to partition \( n \) elements into \( k \) nonempty subsets, and the Stirling cycle numbers \([n \atop k]\) count the number of ways to arrange \( n \) elements into \( k \) cycles. A similar interesting array of numbers appears when \( p_k \) in (1.11) is set to equal
\[
H^{(k)}_n := \frac{1}{1^k} + \frac{1}{2^k} + \cdots + \frac{1}{k^k},
\]
(1.13)
the harmonic number of order \( k \) with \( n \) summands, (with \( H_n \) also meaning \( H^{(1)}_n \)). Then \( h_k \) can be thought of as a type of harmonic multiset coefficient and we introduce the notation \( \| n \atop k \| \) for it. Unexpectedly, it includes both kinds of Stirling numbers as special cases; see Example 5.6.

In Sect. 8 we show that repeatedly taking powers and compositional inverses of a power series results in a two-parameter family. This allows us to generalize some of the earlier symmetric triple examples in the final section.

2 De Moivre polynomials

2.1 Basic properties

By a power series, in this paper, we mean a formal power series \( a_0 + a_1 x + a_2 x^2 + \cdots \) with coefficients in an integral domain \( R \). These series form another integral domain denoted \( R[[x]] \). Looking ahead to (2.7) and (2.8), we assume that \( R \) contains \( \mathbb{Q} \).

As in [34, Sect. 2], for \( n, k \in \mathbb{Z} \) with \( k \geq 0 \) we have the elementary relations
\[
\begin{align*}
\mathcal{A}_{n,0}(a_1, a_2, a_3, \ldots) &= \delta_{n,0}, \\
\mathcal{A}_{n,1}(a_1, a_2, a_3, \ldots) &= a_n \quad (n \geq 1), \\
\mathcal{A}_{n,k}(ca_1, ca_2, ca_3, \ldots) &= c^k \mathcal{A}_{n,k}(a_1, a_2, a_3, \ldots), \\
\mathcal{A}_{n,k}(ca_1, c^2 a_2, c^3 a_3, \ldots) &= c^n \mathcal{A}_{n,k}(a_1, a_2, a_3, \ldots).
\end{align*}
\]
(2.1)
(2.2)
(2.3)
(2.4)
The next basic result is equivalent to Arbogast’s formula, (also known as Faà di Bruno’s formula); see [34, Sect. 3], for example.

**Proposition 2.1** Suppose that \( f(x) = a_1 x + a_2 x^2 + \cdots \) and \( g(x) = b_0 + b_1 x + b_2 x^2 + \cdots \) are two power series in \( R[[x]] \). Then \( g(f(x)) = c_0 + c_1 x + c_2 x^2 + \cdots \) is in \( R[[x]] \) with
\[
c_n = \sum_{k=0}^{n} b_k \cdot \mathcal{A}_{n,k}(a_1, a_2, \ldots).
\]
(2.5)

Applying Proposition 2.1 with \( g(x) = (1 + x)^\alpha, \ e^{ax} \) and \( \log(1 + ax) \) gives
\[
\begin{align*}
[x^\alpha](1 + f(x))^\alpha &= \sum_{k=0}^{n} \binom{\alpha}{k} \mathcal{A}_{n,k}(a_1, a_2, \ldots), \\
x^\alpha e^{af(x)} &= \sum_{k=0}^{n} \frac{\alpha^k}{k!} \mathcal{A}_{n,k}(a_1, a_2, \ldots), \\
x^\alpha \log(1 + af(x)) &= \sum_{k=1}^{n} (-1)^{k-1} \frac{\alpha^k}{k} \mathcal{A}_{n,k}(a_1, a_2, \ldots),
\end{align*}
\]
(2.6)
(2.7)
(2.8)
where \([x^n]\) extracts the coefficient of \(x^n\) in each series. Recall that the general binomial coefficients satisfy \(\binom{n}{0} := 1\) and

\[
\binom{\alpha}{k} := \frac{\alpha(\alpha - 1) \cdots (\alpha - k + 1)}{k!}, \quad \binom{-\alpha}{k} = (-1)^k \binom{\alpha + k - 1}{k}
\] (2.9)

for positive integers \(k\) and variable \(\alpha\). So the right sides of (2.6), (2.7) and (2.8) are also degree \(n\) polynomials in \(\alpha\). Therefore the series \((1 + f(x))^\alpha, e^{\alpha f(x)}\) and \(\log(1 + \alpha f(x))\) make sense for arbitrary \(\alpha\), giving elements of \(R[\alpha][[x]]\).

De Moivre polynomials were introduced in [14]. They were rediscovered and appear explicitly in Arbogast’s work from 1800 on higher derivatives of compositions, as discussed in [34, Sect. 3], and in several of Stern’s papers including [40] from 1843; see (5.46), (5.47). De Moivre polynomials also appear implicitly in formulas of Waring (3.4), Kramp (5.8), (5.9) and Bell (6.18). In Sect. 3.3 of Comtet’s influential book [13] they are briefly described as ‘partial ordinary Bell polynomials’. The focus there is on the related ‘partial Bell polynomials’ which include extra factorial terms that are usually not needed.

### 2.2 Determinant formulas

Define the \(n \times n\) matrix

\[
\mathcal{M}_n(t) = \begin{pmatrix} a_1 t & 1 \\ a_2 t & a_1 t & 1 \\ \vdots & \ddots & \ddots \\ a_n t & a_{n-1} t \ldots a_1 t \end{pmatrix}
\]

with ones above the main diagonal and zeros above those, so that it is an example of a Toeplitz matrix. Set

\[
\mathcal{N}_n(t) = \begin{pmatrix} a_1 t & 1 \\ a_2 t & a_1 t & 2 \\ a_3 t & a_2 t & a_1 t & 3 \\ \vdots & \ddots & \ddots & \ddots \\ a_n t & a_{n-1} t \ldots a_2 t & a_1 t \end{pmatrix}, \quad \mathcal{O}_n(t) = \begin{pmatrix} a_1 t & 1 \\ 2 a_2 t & a_1 t & 1 \\ 3 a_3 t & a_2 t & a_1 t & 1 \\ \vdots & \ddots & \ddots & \ddots \\ n a_n t & a_{n-1} t \ldots a_2 t & a_1 t \end{pmatrix}
\]

also. They are the same as \(\mathcal{M}_n(t)\) except for multiplying by a factor \(j\) on row \(j\), above the main diagonal in \(\mathcal{N}_n(t)\) and in the first column for \(\mathcal{O}_n(t)\).

We will need the next identities in Sect. 3. They are inspired by [30, Ex. 8] with (2.10) also giving a version of [16, Thm. 3.1]. See [34, Sect. 5] for their proofs.

**Proposition 2.2** We have

\[
\sum_{k=0}^{n} (-1)^{n+k} t^k A_{n,k}(a_1, a_2, \ldots) = \det \mathcal{M}_n(t) \tag{2.10}
\]

\[
\sum_{k=0}^{n} (-1)^{n+k} \frac{t^k}{k!} A_{n,k} \left( \frac{a_1}{1}, \frac{a_2}{2}, \ldots \right) = \frac{1}{n!} \det \mathcal{N}_n(t), \tag{2.11}
\]

\[
\sum_{k=0}^{n} (-1)^{n+k} \frac{t^k}{k} A_{n,k}(a_1, a_2, \ldots) = \frac{1}{n} \det \mathcal{O}_n(t). \tag{2.12}
\]
2.3 Stirling numbers and further results

As in [34, Sect. 2], generating function arguments show, for \( n \geq k \geq 0, \)
\[
A_{n,k} \left( \left( \frac{\alpha_0}{0}, \frac{\alpha_1}{1}, \frac{\alpha_2}{2}, \ldots \right) \right) = \binom{k\alpha}{n-k},
\]
(2.13)
and
\[
(e^t - 1)^k = \sum_{n=0}^{\infty} \frac{k!}{n!} \left\{ n \right\} t^n \quad \Rightarrow \quad A_{n,k} \left( \frac{1}{0!}, \frac{1}{1!}, \frac{1}{2!}, \ldots \right) = \frac{k!}{n!} \left\{ n \right\},
\]
(2.14)
\[
(- \log(1-t))^k = \sum_{n=0}^{\infty} \frac{n!}{k!} \left\{ n \right\} t^n \quad \Rightarrow \quad A_{n,k} \left( \frac{1}{1!}, \frac{1}{2!}, \frac{1}{3!}, \ldots \right) = \frac{k!}{n!} \left\{ n \right\}.
\]
(2.15)

We may take the left identities of (2.14) and (2.15) to be our definitions of the Stirling numbers, as in [13, p. 51], and develop all their properties from this starting point. If we add or remove the first coefficient \( a_1 \) in \( A_{n,k} \) there is a simple effect, by the binomial theorem:

**Lemma 2.3** For \( k \geq 0, \)
\[
A_{n,k}(a_2, a_3, \ldots) = \sum_{j=0}^{k} (-a_1)^{k-j} \binom{k}{j} A_{n+j,j}(a_1, a_2, \ldots),
\]
(2.16)
\[
A_{n,k}(a_1, a_2, \ldots) = \sum_{j=0}^{k} a_1^{k-j} \binom{k}{j} A_{n-k,j}(a_2, a_3, \ldots).
\]
(2.17)

In the remainder of this section some required identities are developed, allowing us to keep later proofs relatively self contained. Consult [13, Chap. 5] and [20, Sect. 6.1] for further information on Stirling numbers. Using (2.16) to remove the first coefficients in (2.13), (2.14) and (2.15) produces
\[
A_{n,k} \left( \left( \alpha_1, \alpha_2, \alpha_3, \ldots \right) \right) = \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} \binom{n}{n-j},
\]
(2.18)
\[
A_{n,k} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right) = \frac{k!}{(n+k)!} \sum_{j=0}^{k} (-1)^{k-j} \binom{n+k}{n+j} \binom{n}{n-j},
\]
(2.19)
\[
A_{n,k} \left( \frac{1}{1!}, \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!} \ldots \right) = \frac{k!}{(n+k)!} \sum_{j=0}^{k} (-1)^{k-j} \binom{n+k}{n+j} \binom{n}{n-j}.
\]
(2.20)

Another application of (2.16) shows
\[
A_{n,k} \left( \frac{1}{1!}, \frac{1}{2!}, \frac{1}{3!}, \ldots \right) = \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} A_{n+j,j} \left( \frac{1}{1!}, \frac{1}{2!}, \frac{1}{3!}, \ldots \right),
\]
with the De Moivre polynomial on the right evaluating to \( j^n/n! \). Hence by (2.14), we obtain the well-known
\[
\left\{ \frac{n}{k} \right\} = \frac{1}{k!} \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} j^n \quad (n, k \geq 0).
\]
(2.21)
The right sides above may be expressed using the difference operator $\Delta$:
\[
\Delta f(t) := f(t + 1) - f(t) \quad \text{with} \quad \Delta^k f(t) = \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} f(t + j).
\] (2.22)

Also $\Delta^k$ applied to $1/t$ gives a useful identity, which may be verified by induction, and we obtain
\[
\Delta^k \frac{1}{t} = \frac{(-1)^k k!}{t(t+1) \cdots (t+k)} = \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} \frac{1}{t+j},
\] (2.23)
as in [20, Eqs. (5.40), (5.41)].

We next claim
\[
\frac{t^k}{(1-t)(1-2t) \cdots (1-kt)} = \sum_{n=k}^{\infty} \left\{ \binom{n}{k} t^n \right\},
\] (2.24)
Using (2.23) with $1/t$ for $t$, the left side of (2.24) equals
\[
\frac{1}{(\frac{1}{t}-1)(\frac{1}{t}-2) \cdots (\frac{1}{t}-k)} = \frac{(-1)^k k!}{k!} \sum_{j=0}^{k} \binom{k}{j} \frac{(-1)^j}{1-jt} = \sum_{n=0}^{\infty} \frac{t^n}{k!} \sum_{j=0}^{k} \binom{k}{j} (-1)^{k-j} t^n,
\]
and the claim is proved with (2.21).

### 3 Symmetric polynomials

In this section we briefly review some well-known definitions and results from the theory of symmetric functions. A polynomial is called symmetric if it remains unchanged under any permutation of its variables. The elementary symmetric polynomials $e_k$ naturally appear when the coefficients of a polynomial are expressed in terms of its roots, and so have a long history. In $n$ variables they may be defined as
\[
e_k = e_k(x_1, x_2, \ldots, x_n) := \sum_{1 \leq j_1 < j_2 < \cdots < j_k \leq n} x_{j_1}x_{j_2} \cdots x_{j_k},
\] (3.1)
where $e_0 = 1$ and $e_k = 0$ for $k > n + 1$. The power-sum symmetric polynomials are
\[
p_k = p_k(x_1, x_2, \ldots, x_n) := x_1^k + x_2^k + \cdots + x_n^k.
\] (3.2)

Girard in 1625 expressed $p_k$ in terms of the elementary symmetric polynomials for $k = 1, 2, 3, 4$. For example, if $k = 3$ then $p_3 = e_1^3 - 3e_1e_2 + 3e_3$ is true for all $n$, giving
\[
x_1^3 + x_2^3 + x_3^3 = (x_1 + x_2 + x_3)^3 - 3(x_1 + x_2 + x_3)(x_1x_2 + x_2x_3 + x_1x_3) + 3(x_1x_2x_3)
\]
when there are $n = 3$ variables. Newton’s identity of 1707 is
\[
k \cdot e_k = \sum_{j=1}^{k} (-1)^{j-1} p_j e_{k-j} \quad (k \geq 1),
\] (3.3)

and Waring in 1762 used it to extend Girard’s work to all $k$; see [18, 21]. Waring’s formula may be written conveniently with De Moivre polynomials as
\[
p_k = k \sum_{j=1}^{k} \frac{(-1)^{k-j}}{j} A_{k,j}(e_1, e_2, e_3, \ldots).
\] (3.4)

This gives a natural grouping on the right since $A_{k,j}/(e_1, e_2, e_3, \ldots)$ has homogeneous degree $j$ in $e_1, e_2, \ldots$. 

The complete homogeneous symmetric polynomials make a third family and they may be defined as

\[ h_k = h_k(x_1, x_2, \ldots, x_n) := \sum_{1 \leq i_1 \leq i_2 \leq \cdots \leq i_k \leq n} x_{i_1}x_{i_2} \cdots x_{i_k}, \quad (3.5) \]

with \( h_0 = 1 \). All three types form bases for the symmetric polynomials:

**Theorem 3.1** If \( f \) in \( \mathbb{Z}[x_1, \ldots, x_n] \) is symmetric then there exist unique elements \( \Phi_e, \Phi_h \) in \( \mathbb{Z}[x_1, \ldots, x_n] \) and \( \Phi_p \) in \( \mathbb{Q}[x_1, \ldots, x_n] \) so that

\[ f(x_1, \ldots, x_n) = \Phi_e(e_1, \ldots, e_n) = \Phi_h(h_1, \ldots, h_n) = \Phi_p(p_1, \ldots, p_n). \]

We are following [30, Sect. I.2], which can be consulted for detailed explanations. The generating functions for \( e_k \) and \( h_k \) are

\[ E(t) := \sum_{k=0}^{\infty} e_k t^k = \prod_{j=1}^{n} (1 + x_j t), \quad H(t) := \sum_{k=0}^{\infty} h_k t^k = \prod_{j=1}^{n} \frac{1}{1 - x_j t}, \quad (3.6) \]

and the power-sums generating function is

\[ P(t) := \sum_{k=0}^{\infty} p_{k+1} t^k = \sum_{j=1}^{n} \frac{x_j}{1 - x_j t}. \quad (3.7) \]

Differentiating the logs of \( E(t) \) and \( H(t) \) shows the identities

\[ P(-t) = \frac{E'(t)}{E(t)}, \quad P(t) = \frac{H'(t)}{H(t)}, \quad (3.8) \]

In particular, \( E'(t) = E(t)P(-t) \) implies Newton's identity \((3.3)\).

**Theorem 3.2** (Transition formulas) For \( r \geq 0, \ell \geq 1, \)

\[ h_r = \sum_{k=0}^{r} (-1)^{r-k} A_{r,k}(e_1, e_2, e_3, \ldots), \quad e_r = \sum_{k=0}^{r} (-1)^{r-k} A_{r,k}(h_1, h_2, h_3, \ldots), \quad (3.9) \]

\[ e_r = \sum_{k=0}^{r} \frac{(-1)^{r-k}}{k!} A_{r,k} \left( \frac{p_1}{1}, \frac{p_2}{2}, \frac{p_3}{3}, \ldots \right), \quad \frac{p_{\ell}}{\ell} = \sum_{k=1}^{\ell} \frac{(-1)^{\ell-k}}{k} A_{\ell,k} (e_1, e_2, e_3, \ldots), \]

\[ h_r = \sum_{k=0}^{r} \frac{1}{k!} A_{r,k} \left( \frac{p_1}{1}, \frac{p_2}{2}, \frac{p_3}{3}, \ldots \right), \quad \frac{p_{\ell}}{\ell} = \sum_{k=1}^{\ell} \frac{(-1)^{k-1}}{k} A_{\ell,k} (h_1, h_2, h_3, \ldots). \quad (3.10) \]

**Proof** Clearly \( H(t)E(-t) = 1 \) and hence, by \((2.6)\) with \( \alpha = -1 \), we obtain \((3.9)\). Writing

\[ \log E(-t) = \sum_{j=1}^{n} \log(1 - x_j t) = - \sum_{j=1}^{n} \sum_{r=1}^{\infty} \frac{(x_j t)^r}{r} = - \sum_{r=1}^{\infty} \frac{p_r}{r} t^r, \quad (3.12) \]

and similarly for \( \log H(t) \), shows:

\[ E(-t) = \exp \left( - \sum_{r=1}^{\infty} \frac{p_r}{r} t^r \right), \quad \log H(t) = \sum_{r=1}^{\infty} \frac{p_r}{r} t^r, \quad H(t) = \exp \left( \sum_{r=1}^{\infty} \frac{p_r}{r} t^r \right). \quad (3.13) \]

By \((2.7)\) and \((2.8)\) we obtain \((3.10)\) and \((3.11)\) from \((3.12)\) and \((3.13)\). \( \square \)
Theorem 3.2 has been known for a long time, with the right equality in (3.10) the Girard-Waring formula again. Expressing these transition formulas with De Moivre polynomials has the advantage of providing a clear and uniform description. See [30, Eq. (2.14)’, Ex. 20] for equivalent formulas as sums over partitions and also [41, Thm. 2.2]. With Proposition 2.2 we may give determinant versions, as in [30, Ex. 8]. For example, using (2.11) makes the left identity in (3.11) into

$$h_n = \frac{1}{n!} \det \begin{pmatrix}
p_1 & -1 & & & \\
p_2 & p_1 & -2 & & \\
p_3 & p_2 & p_1 & -3 & \\
& & & \ddots & \\
p_n & p_{n-1} & \cdots & p_2 & p_1
\end{pmatrix}.$$ 

See [21] for historical references to such determinant formulas, including Salmon’s for \(e_k\) and \(p_k\) in 1876.

Note that the transition formulas are finite sums and independent of the \(x_j\)’s and \(n\). Using \(\tilde{e}_k := (-1)^{k-1} e_k\) instead of \(e_k\) (and simplifying with (2.3), (2.4)) makes the signs appearing in Theorem 3.2 more uniform; see also (7.4). By Theorem 3.1 we expect the polynomials expressing \(p_1\) in terms of \(e_k\) and \(h_k\) on the right of (3.10), (3.11) to have integral coefficients. This may be verified since the gcd of the coefficients of \(A_{\ell,k}\) is \(k / \gcd(\ell, k)\) by [34, Thm. 4.1].

Finally in this section we mention a family of symmetric polynomials that were studied by MacMahon and only include the terms of \(h_k\) with \(r\) distinct indices:

$$S_{k,r} = S_{k,r}(x_1,x_2,\ldots,x_n) := \sum_{\substack{a_1+a_2+\cdots+a_r = k \\ 1 \leq j_1 < j_2 < \cdots < j_r \leq n}} x_{j_1}^{a_1} x_{j_2}^{a_2} \cdots x_{j_r}^{a_r}.$$  

They link \(e_k, h_k\) and \(p_k\) together with

$$e_k = S_{k,k}, \quad h_k = \sum_{r=0}^{k} S_{k,r}, \quad p_k = S_{k,1},$$

and based on his work in [29, Vol. 1, p. 5], (see also [30, Ex. 19], [24, Lemma 2]), we have

$$S_{k,r} = \sum_{j=r}^{k} (-1)^{j-r} \binom{j}{r} e_j h_{k-j}, \quad e_j h_{k-j} = \sum_{r=j}^{k} \binom{r}{j} S_{k,r},$$

(3.15)

4 Symmetric triples
4.1 Fundamental properties
If the variables \(x_1, x_2, \ldots, x_n\) are assigned certain values, then the symmetric polynomials \(e_k, h_k\) and \(p_k\) also become numbers. For a simple example, set each \(x_j\) to 1. Then by (3.6), (3.7) we easily find

$$E(t) = (1 + t)^n, \quad H(t) = (1 - t)^{-n}, \quad P(t) = \frac{n}{1 - t},$$

so that

$$e_k = \binom{n}{k}, \quad h_k = \binom{n + k - 1}{k}, \quad p_k = n.$$  

(4.1)

These numbers are related by the transition formulas (3.9), (3.10), (3.11), as well as the other identities we have seen, such as Newton’s identity (3.3). Focussing on the relationships between \(e_k, h_k\) and \(p_k\), we may discard the original \(x_j\)’s and \(n\) and work directly with
the symmetric triples in Definition 1.2. The following two propositions develop their basic properties and the proofs are straightforward exercises.

**Proposition 4.1** Let \((E(t), H(t), P(t))\) be a symmetric triple. Then we have

\[
H(t)E(-t) = 1, \quad E(t)P(-t) = E'(t), \quad H(t)P(t) = H'(t),
\]

as well as the variants

\[
P(t) = E(-t)H'(t) = E'(-t)H(t).
\]

The transition formulas of Theorem 3.2 for their coefficients \(e_k, h_k\) and \(p_k\) all hold, and it follows that a symmetric triple is uniquely defined by specifying one of the formal series \(E(t), H(t)\) or \(P(t)\). Also,

\[
e_1 = h_1 = p_1.
\]

**Proposition 4.2** If \((E(t), H(t), P(t))\) is a symmetric triple then so are

\[
(H(t), E(t), P(-t)), \quad (E(t)^\alpha, H(t)^\alpha, \alpha P(t)), \quad \text{for } \alpha \text{ any constant},
\]

\[
(E(-\phi(-t)), H(\phi(t)), \phi'(t)P(\phi(t))), \quad \text{for } \phi(t) \text{ any power series with } \phi(0) = 0.
\]

Two symmetric triples \((E_1, H_1, P_1)\) and \((E_2, H_2, P_2)\) may be combined to get a third:

\[
(E_1 \cdot E_2, H_1 \cdot H_2, P_1 + P_2).
\]

With (4.6) for \(\alpha = -1\) and (4.8), these triples clearly form an abelian group with identity \((1, 1, 0)\). From the effect on \(H(t)\) we will just call this group operation multiplication.

**Example 4.3** (Binomial coefficients)

\[
\left( (1 + t)^\alpha, (1 - t)^{-\alpha}, \frac{\alpha}{1 - t} \right) \quad \text{with} \quad e_k = \binom{\alpha}{k}, \ h_k = \binom{k + \alpha - 1}{k}, \ p_k = \alpha.
\]

**Discussion** This is [30, Ex. 1]. Here \(\alpha\) is an arbitrary complex number or variable and it is easy to verify that the conditions of Definition 1.2 are satisfied. Each of the equalities in (4.2), (4.3) lead to convolution identities similar to Newton’s identity (3.3), which in this case gives (as in [20, Eq. (5.16)])

\[
k \binom{\alpha}{k} = (-1)^{k-1} \sum_{j=0}^{k-1} (-1)^j \binom{\alpha}{j}.
\]

The transition formula expressing \(p_k\) in terms of \(e_k\) (Girard-Waring) yields

\[
\frac{\alpha}{r} = \sum_{k=1}^{r} (-1)^{k+r} \frac{k}{k} A_{r,k} \left( \binom{\alpha}{1}, \binom{\alpha}{2}, \binom{\alpha}{3}, \ldots \right).
\]

(4.10)

It follows from (2.18), after some simplifications, that (4.10) is equivalent to

\[
\sum_{k=0}^{r} (-1)^k \binom{r}{k} \frac{\alpha k - 1}{r - 1} = 0.
\]
This can be seen directly using (2.22). Since each difference lowers the degree, the \( r \)th difference of the degree \( r - 1 \) polynomial \( \binom{\alpha + 1}{r-1} \) in \( x \) must be zero. The transition formula for \( e_k \) in terms of \( p_k \) also shows

\[
\binom{\alpha}{r} = \sum_{k=0}^{r} \frac{(-1)^{r+k}}{k!} A_{r,k} \left( \frac{\alpha}{1}, \frac{\alpha}{2}, \frac{\alpha}{3}, \ldots \right)
\]

\[
= \sum_{k=0}^{r} \frac{(-1)^{r+k}}{k!} A_{r,k} \left( \frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \ldots \right) = \frac{1}{r!} \sum_{k=0}^{r} (-1)^{r-k} \binom{r}{k} \alpha^k, \tag{4.11}
\]

by (2.3) and (2.15), giving the well-known expansion of the falling factorial as in [20, Eq. (6.13)]. Equivalently, for the rising factorial,

\[
\alpha(\alpha + 1) \cdots (\alpha + r - 1) = \sum_{k=0}^{r} \binom{r}{k} \alpha^k. \tag{4.12}
\]

MacMahon’s polynomial (3.14) takes the elegant form

\[
S_{k,r} = \binom{k}{r} \frac{1}{r-1} \binom{\alpha}{r} \quad (k \geq 1),
\]

after simplification. See also [15, Sect. 3.2] for further identities in this binomial case. \( \square \)

As an example of the manipulations that are possible with Proposition 4.2, consider (4.9) with \( \alpha = 1/2 \). Also apply (4.5) and we obtain the two symmetric triples

\[
\left( (1 + t)^{1/2}, (1 - t)^{-1/2}, \frac{1}{2(1 - t)} \right), \quad \left( (1 - t)^{-1/2}, (1 + t)^{1/2}, \frac{1}{2(1 + t)} \right). \tag{4.13}
\]

Multiplying them produces

\[
(E(t), H(t), P(t)) := \left( \left( \frac{1 + t}{1 - t} \right)^{1/2}, \left( \frac{1 + t}{1 - t} \right)^{1/2}, \frac{1}{1 - t^2} \right).
\]

Dividing the first by the second in (4.13) produces

\[
(E^\dagger(t), H^\dagger(t), P^\dagger(t)) := \left( (1 + t)^{1/2}(1 - t)^{-1/2}, (1 + t)^{-1/2}(1 - t)^{-1/2}, \frac{t}{1 - t^2} \right). \tag{4.14}
\]

Then we easily find \( p_{2n-1} = 1, p_{2n} = 0 \) and \( p^\dagger_{2n-1} = 0, p^\dagger_{2n} = 1 \). Also

\[
H^\dagger(t) = (1 - t)^{-1/2} \quad \text{implies} \quad h^\dagger_{2n} = (-1)^n \binom{n-1/2}{n} = \frac{1}{2^{2n}} \binom{2n}{n},
\]

as in [20, (5.36), (5.37)], with \( h^\dagger_{2n-1} = 0 \). Similarly \( h_{2n-1} = h_{2n} = 2^{-2n} \binom{2n}{n} \). By the transition formula between \( h_k \) and \( p_k \) we obtain the following identities, equivalent to those given in [30, Ex. 15]:

\[
\sum_{k=0}^{2n} \frac{1}{k!} A_{2n,k} \left( \frac{1}{1}, \frac{0}{3}, \frac{1}{5}, 0, \ldots \right) = \sum_{k=0}^{2n} \frac{1}{k!} A_{2n,k} \left( \frac{0}{1}, \frac{1}{2}, \frac{0}{3}, \frac{1}{4}, 0, \frac{1}{6}, \ldots \right) = \frac{1}{2^{2n}} \binom{2n}{n}. \tag{4.16}
\]

Symmetric triples correspond to homomorphisms \( \phi \) from the ring \( \Lambda \) of symmetric functions to a simpler ring, such as \( \mathbb{Q}[\alpha] \) in Example 4.3. As described in [30, Sect. 1.2] and
[33, Chap. 2], symmetric functions are formal power series in infinitely many variables \(x_1, x_2, \ldots\) with coefficients in \(\mathbb{Z}\) (or sometimes \(\mathbb{Q}\)). They have bounded degree and are unchanged under any finite permutation of these variables. Symmetric polynomials appear as the special case when \(x_{n+1}, x_{n+2}, \ldots\) are all set to 0. The elements \(e_k, h_k\) and \(p_k\) defined by (3.1), (3.2) and (3.5) with \(n = \infty\) each form a basis of \(\Lambda\), as in Theorem 3.1, so that \(\phi\) may be defined uniquely by specifying it on one of these bases. The homomorphism \(\phi\) is called a specialization, see [39, Sect. 7.8], and the coefficients of the series in a symmetric triple \((E(t), H(t), P(t))\) correspond to \(\phi(e_k), \phi(h_k)\) and \(\phi(p_k)\) in this picture. For each of our triple examples, the images of the other bases of \(\Lambda\), such as the Schur functions, can be considered. See for example [30, Ex. 23, p. 58]. It may be noted from the above mentioned references that in this paper we require very little of the beautiful and elaborate theory of symmetric functions.

If \(E(t)\) is a polynomial of degree \(n\), then \(x_1, x_2, \ldots, x_n\) can be recovered as the negative reciprocals of the zeros of \(E(t)\), as in (3.6). If \(E(t)\) is not a polynomial then it can be instructive to look for zeros of \(E(t)\), or equivalently poles of \(H(t)\). However, \(E(t)\) is a formal series and not necessarily a well-defined function.

4.2 Changing variables in a triple
The following properties are based on (4.7) and will be useful, especially in Sect. 5.3. If \((E, H, P)\) is a symmetric triple then the change of variable \(t \rightarrow ct\) gives the new triple
\[
(\hat{E}, \hat{H}, \hat{P}) = (E(ct), H(ct), cP(ct)) \quad \text{with} \quad \hat{e}_k = c^k e_k, \quad \hat{h}_k = c^k h_k, \quad \hat{p}_k = c^k p_k.
\]
(4.17)

Similarly, \(t \rightarrow t^m\) for a positive integer \(m\) produces
\[
(\hat{E}, \hat{H}, \hat{P}) = \left(E((-1)^{m-1} t^m), H(t^m), m \cdot t^{m-1} P(t^m)\right)
\]
with new coefficients that are 0 unless \(m\) divides the index, in which case
\[
\hat{e}_{mk} = \begin{cases} 
(-1)^k e_k & \text{if } m \text{ is even;} \\
e_k & \text{if } m \text{ is odd,}
\end{cases} \quad \hat{h}_{mk} = h_k, \quad \hat{p}_{mk} = m \cdot p_k.
\]

This is reversed in the next easily verified result.

**Proposition 4.4** Let \(m\) be a positive integer and \((E, H, P)\) a symmetric triple. Suppose the coefficients \(h_k\) are zero whenever \(k\) is not a multiple of \(m\). Then we can construct the new symmetric triple
\[
(\hat{E}, \hat{H}, \hat{P}) = \left(E((-1)^{m-1/m} t^{1/m}), H(t^{1/m}), \frac{1^{m-1}}{m} P(t^{1/m})\right)
\]
with coefficients
\[
\hat{e}_k = \begin{cases} 
(-1)^k e_{mk} & \text{if } m \text{ is even;} \\
e_{mk} & \text{if } m \text{ is odd,}
\end{cases} \quad \hat{h}_k = h_{mk}, \quad \hat{p}_k = \frac{p_{mk}}{m}.
\]

Theorem 2.5 in [41] uses roots of unity to make pairs \((H, P)\) where \(H(t)\) only contains powers that are multiples of \(m\). We give another version of this result next. Recall that, as usual, \(R\) is an integral domain containing \(\mathbb{Q}\).
Theorem 4.5 Let \( m \) be a positive integer and \((E, H, P)\) a symmetric triple with coefficients in \( R \). Then, for \( \omega = e^{2\pi i/m} \), we can make the new symmetric triple

\[
(\tilde{E}, \tilde{H}, \tilde{P}) = \left( \prod_{j=0}^{m-1} E(\omega^j t), \prod_{j=0}^{m-1} H(\omega^j t), \sum_{j=0}^{m-1} \omega^j P(\omega^j t) \right)
\]

(4.18)

with coefficients in \( R[\omega] \). These new coefficients \( \tilde{e}_k, \tilde{h}_k, \tilde{p}_k \) are all zero unless \( m \mid k \) and in fact are all in \( R \). We have \( \tilde{p}_k = m \cdot p_k \) when \( m \mid k \).

Proof Use (4.17) and the group operation (4.8) to check that (4.18) is a symmetric triple. Since \( \tilde{E}(\omega^k t) = \tilde{E}(t) \), it follows that \( \tilde{e}_k \omega^k = \tilde{e}_k \) and hence that \( \tilde{e}_k \) must be 0 unless \( m \mid k \). Similarly for \( \tilde{h}_k \) and \( \tilde{p}_k \). Also

\[
\sum_{k=1}^{\infty} \tilde{p}_k t^{k-1} = \sum_{j=0}^{m-1} \omega^j \sum_{r=1}^{\infty} p_r(\omega^j t)^{r-1} = \sum_{r=1}^{\infty} p_r t^{r-1} \sum_{j=0}^{m-1} \omega^j
\]

and hence \( \tilde{p}_k = m \cdot p_k \) when \( m \mid k \). In particular, \( \tilde{h}_k \in R \) and the transition formulas now show that \( \tilde{e}_k \) and \( \tilde{h}_k \) are also in \( R \). \( \Box \)

5 Symmetric triple examples

A simple way to build a symmetric triple is to start with any formal power series that has constant term 1. Letting this be \( H(t) \), we produce

\[
\left( \frac{1}{H(-t)}, H(t), \frac{H'(t)}{H(t)} \right),
\]

(5.1)

and this lets us study the reciprocal and the derivative of \( H(t) \). We will also include compositional inverses in Sect. 7.

5.1 Examples with equal coefficients

Proposition 5.1 We have \( e_k = h_k \) for all \( k \geq 1 \) if and only if \( P(t) \) is even.

Proof Recall that \( e_0 = h_0 = 1 \). Then

\[
E(t) = H(t) \iff \log E(t) = \log H(t) \iff \frac{d}{dt} \log E(t) = \frac{d}{dt} \log H(t) \iff P(-t) = P(t).
\]

\( \Box \)

Proposition 5.2 Suppose \( h_k = p_k \) for all \( k \geq 1 \). Then for some constant \( c \),

\[
(E(t), H(t), P(t)) = \left( 1 + ct, \frac{1}{1 - ct}, \frac{c}{1 - ct} \right).
\]

Proof We have

\[
H(t) = 1 + tP(t) \iff \frac{1}{E(-t)} = 1 + t \frac{E'(-t)}{E(-t)} \iff 1 = E(t) - tE'(t).
\]

Differentiating shows \( E''(t) = 0 \) and hence \( E(t) = 1 + ct \). \( \Box \)

There is a similar result if \( h_k = \alpha \cdot p_k \) for all \( k \geq 1 \) and any fixed \( \alpha \). The next case is stated in [30, Ex. 16]. The Bernoulli numbers are defined with \( B_k := k! [t^k] / (e^t - 1) \).
Proposition 5.3 Suppose $e_k = p_k$ for all $k \geq 1$. Then for some constant $c$,

$$(E(t), H(t), P(t)) = \left( \frac{-ct}{e^{ct} - 1}, \frac{e^{ct} - 1}{ct}, \frac{1 - \frac{ct}{e^{ct} - 1}}{t} \right),$$

with

$$e_k = (-1)^k \frac{c^k B_k}{k!}, \quad h_k = \frac{c^k}{(k+1)!}, \quad p_k = (-1)^k \frac{c^k B_k}{k!} \quad (5.2)$$

Proof Expressing $E(t) = 1 + tP(t)$ in terms of $H$ implies $H(-t) \frac{d}{dt}(tH(t)) = H(t)$. Set $F(t) := tH(t)$ and we find

$$F(-t)F'(t) = -F(t). \quad (5.3)$$

This implies the symmetry

$$F'(-t) = -\frac{F(-t)}{F(t)} = \frac{1}{F'(t)} \quad (5.4)$$

Differentiating (5.3) and simplifying with (5.4) shows

$$1 + F(t)F''(t)/F'(t) = -F'(t).$$

Differentiating this once more finds $\frac{d^2}{dt^2}(F''(t)/F'(t)) = 0$. Therefore

$$\frac{d^2}{dt^2} \log F'(t) = 0 \implies \log F'(t) = ct + b \implies F'(t) = \exp(ct + b)$$

for some constants $c$ and $b$. But $F'(t) = H(t) + tH'(t)$, making $F'(0) = 1$ and so $b = 0$. Next, for some $a$,

$$F(t) = \exp(ct)/c + a.$$

Finally, $F(0) = 0$ means $a = -1/c$ and the result follows. \hfill \Box

5.2 Stirling and harmonic numbers

Example 5.4 (Stirling numbers, power sums) For $n \geq 1$,

$$e_k = \left\lfloor \frac{n + 1}{n + 1 - k} \right\rfloor, \quad h_k = \left\lfloor \frac{n + k}{n} \right\rfloor, \quad p_k = 1^k + 2^k + \cdots + n^k. \quad (5.5)$$

Discussion This example comes from setting $x_j = j$ in (3.6), (3.7) to get the generating functions

$$E(t) = \prod_{j=1}^{n} (1 + j), \quad H(t) = \prod_{j=1}^{n} \frac{1}{1 - j t}, \quad P(t) = \sum_{j=1}^{n} \frac{j}{1 - j t}. \quad (5.6)$$

Their coefficients in (5.5) follow from (4.12) with $\alpha = 1/t$ and (2.24). If $k \geq n + 1$ then $e_k$ must be 0 and we may extend the definition of $\left\lfloor \frac{n}{k} \right\rfloor$ to be 0 when $k \leq 0$. We now have many identities connecting these numbers. For example $P(t) = E'(-t)H(t)$ from (4.3) implies

$$p_k = \sum_{j=1}^{k} (-1)^{j-1} j e_j h_{k-j} \quad (5.7)$$

so that, for $n, k \geq 1$,

$$1^k + 2^k + \cdots + n^k = \sum_{j=1}^{k} (-1)^{j-1} j \left\lfloor \frac{n + 1}{n + 1 - j} \right\rfloor \left\lfloor \frac{n + k - j}{n} \right\rfloor.$$
as in [15, Prop. 3.17], (including the missing $j$ factor). The transition formula $p_k \leftrightarrow h_k$ also shows that

$$1^k + 2^k + \cdots + n^k = \sum_{j=1}^{k} (-1)^{j-1} \binom{n+1}{j} A_{k,j} \left( \left\{ \frac{n+1}{n} \right\}, \left\{ \frac{n+2}{n} \right\}, \ldots \right).$$

By (4.4) we can see

$$\left\lceil \frac{n+1}{n} \right\rceil = \left\{ \frac{n+1}{n} \right\} = \left( \frac{n+1}{2} \right).$$

In 1796 Kramp found formulas for the symmetric polynomials $e_k$ and $h_k$ in (5.5). This is discussed by Knuth [27, p. 413], and in our notation they give, for $m, k \geq 0$,

$$\left\lceil \frac{m+k}{m} \right\rceil = m! \left\lceil \frac{m+k}{m} \right\rceil \sum_{j=0}^{m} \binom{k}{j} A_{m,j} \left( \frac{1}{2^1}, \frac{1}{3^1}, \frac{1}{4^1}, \ldots \right), \quad (5.8)$$

$$\left\lceil \frac{m+k}{k} \right\rceil = m! \left\lceil \frac{m+k}{k} \right\rceil \sum_{j=0}^{m} \binom{k}{j} A_{m,j} \left( \frac{1}{2^1}, \frac{1}{3^1}, \frac{1}{4^1}, \ldots \right). \quad (5.9)$$

We derive them after (9.23). Recall the simpler identities (2.14), (2.15).

In general, as described in [28], there is a natural combinatorial interpretation of $e_k$ and $h_k$ when $x_1, x_2, \ldots, x_n$ are nonnegative integers. We have this situation in (4.1) with $x_j = 1$, Example 5.4 with $x_j = j$ and Example 6.2 with $x_j = q^{j-1}$ if $q \in \mathbb{Z}_{\geq 2}$. Suppose there are $n$ boxes with $x_j$ different balls in the box with index $j$. Then $e_k = e_k(x_1, \ldots, x_n)$ is the number of ways to choose $k$ balls from these boxes, where we mean one ball from each of $k$ different boxes and the order of the boxes is unimportant. The number $h_k = h_k(x_1, \ldots, x_n)$ gives a similar count, but the boxes do not have to be different. We may extend this to $p_k = p_k(x_1, \ldots, x_n)$, giving the number of ways to choose $k$ balls, with replacement, from a single box. Also in this setup, $A_{n,k}(x_1, x_2, \ldots)$ counts the number of ways to choose one ball from each of $k$ (not necessarily different) boxes with indices summing to $n$, and where the order of the boxes is important.

**Proposition 5.5** (Generalized Pascal identities) For $n, k \geq 2$ and arbitrary $x_1, \ldots, x_m$,

$$e_k(x_1, \ldots, x_n) = e_k(x_1, \ldots, x_{n-1}) + x_n \cdot e_{k-1}(x_1, \ldots, x_{n-1}), \quad (5.10)$$

$$h_k(x_1, \ldots, x_n) = h_k(x_1, \ldots, x_{n-1}) + x_n \cdot h_{k-1}(x_1, \ldots, x_n), \quad (5.11)$$

$$p_k(x_1, \ldots, x_n) = p_k(x_1, \ldots, x_{n-1}) + x_n \cdot p_{k-1}(0, \ldots, 0, x_n). \quad (5.12)$$

Equation (5.12) is clear and (5.10), (5.11) are easily demonstrated using the generating functions (3.6). In the case of the Stirling numbers in Example 5.4, (5.10) and (5.11) show that, for $n \geq 3, k \geq 2$,

$$\left\lceil \frac{n+1}{k} \right\rceil = n \left\lceil \frac{n}{k} \right\rceil + \left\lceil \frac{n}{k-1} \right\rceil, \quad \left\lceil \frac{n+1}{k} \right\rceil = k \left\lceil \frac{n}{k} \right\rceil + \left\lceil \frac{n}{k-1} \right\rceil. \quad (5.13)$$

These relations allow the Stirling numbers to be extended to all integers $n$ and $k$. In fact (5.13) combined with the initial conditions $\left\lceil \frac{0}{k} \right\rceil = \left\lceil \frac{0}{0} \right\rceil = \delta_{n,0}$ and $\left\lceil \frac{0}{k} \right\rceil = \left\lceil \frac{0}{k} \right\rceil = \delta_{k,0}$ gives an elegant alternate definition for them. The remarkable duality $\left\lceil \frac{n}{k} \right\rceil = \left\lceil \frac{-n}{k} \right\rceil$ can also be observed; see [20, pp. 266, 267] and [27].
Stirling numbers are special cases:

The new notation \( \binom{n}{k} \) is meant to suggest multiset coefficients, as in \( \binom{n}{k} := \binom{n+k-1}{k} \), but of an unusual harmonic kind. By analogy with the above discussion, \( \binom{n}{k} \) represents the number of ways to choose \( k \) balls, with replacement, from \( n \) boxes where the \( j \)th box contains \( 1/j \) balls. The generating functions are

\[
E(t) = \frac{1}{n!} \sum_{j=1}^{n} (j+t)^n, \quad H(t) = n! \sum_{j=1}^{n} \frac{1}{j-t}, \quad P(t) = \sum_{j=1}^{n} \frac{1}{j-t},
\]

with the formula for \( e_k \) in (5.14) coming from (4.12).

**Proposition 5.7** We have

\[
\binom{n}{k} = \sum_{j=1}^{n} (-1)^{j-1} \binom{n}{j} \frac{1}{j^k}, \quad (n, k \in \mathbb{Z}_{\geq 1}).
\]

**Proof** By (2.23),

\[
\frac{H(t)}{-t} = \sum_{j=0}^{n} \binom{n}{j} \frac{(-1)^j}{j-t} = -\frac{1}{t} + \sum_{j=1}^{n} \frac{(-1)^j}{j} \binom{n}{j} \sum_{r=0}^{\infty} t^r,
\]

and rearranging and comparing powers of \( t \) gives (5.16).

See [4, Thm. 2.1] for another proof and a discussion of the history of this result. By (5.11), for \( n, k \geq 2 \), we have (after multiplying through by \( n \)) the Pascal identity

\[
n \binom{n}{k} = n \binom{n-1}{k} + \binom{n}{k-1}.
\]

**Theorem 5.8** Suppose we define the harmonic multiset numbers \( \binom{n}{k} \) using the recursion (5.17) and the initial conditions

\[
\binom{n}{1} = \delta_{n,1}, \quad \binom{n}{k} = \delta_{n,1}.
\]

Then \( \binom{n}{k} \) is well-defined for all \( n, k \in \mathbb{Z} \) and agrees with our previous definition. The Stirling numbers are special cases:

\[
\binom{n}{k} = \frac{(-1)^{k+1}}{k!} \binom{k}{-n}, \quad \binom{n}{k} = \frac{(-1)^{n+1}}{n!} \binom{n}{k} \quad (n \geq 1, k \geq 0).
\]

**Proof** For clarity, let \( S(n, k) \) denote the numbers defined recursively by (5.17) and (5.18). We first note that (5.17) implies \( S(0, k) = 0 \) for all \( k \) and this does not conflict with (5.18). The recursion then gives \( S(1, k) = 1 \) for all \( k \), and next that \( S(n, 0) = 1 \) for all \( n \geq 1 \).

Let \( T(n, k) \) denote the right side of (5.16). Check that \( T(1, k) = T(n, 0) = 1 \) for \( n \geq 1 \) and all \( k \), agreeing with \( S(n, k) \). It follows from the usual Pascal identity that \( T(n, k) \) satisfies the same recursive relation as \( S(n, k) \) for \( n \geq 2 \). Hence \( S(n, k) = T(n, k) \) for all \( n, k \) with \( n \geq 1 \). That means \( S(n, k) = \binom{n}{k} \) for all \( n, k \geq 1 \) and the new definition agrees with the old one. The formula (2.21) now shows the left identity in (5.19) is true.
The recursion (5.17) gives no information about $S(-1, k)$, so we may impose the initial condition $S(-1, k) = \delta_{k,1}$ from (5.18). Then recursively we obtain $S(n, k) = 0$ for all $n, k \leq 0$, (and there is no conflict with $S(n, -1) = \delta_{n,1})$. Now set $U(n, k)$ to be $(n-1)!S(-n, k)$ for $n \geq 1, k \geq 0$. We have $U(n, 0) = 0 = \left[\begin{smallmatrix} n \\ 0 \end{smallmatrix}\right]$ for $n \geq 1$ and $U(1, k) = \delta_{k,1} = \left\lfloor \frac{k}{1} \right\rfloor$ for $k \geq 0$. Also $U(n, k)$ satisfies the same recursion as $\left[\begin{smallmatrix} n \\ k \end{smallmatrix}\right]$ in (5.13). The right identity in (5.19) follows.

The initial conditions (5.18) at $n = \pm 1, k = \mp 1$ are highlighted in Fig. 1. They are the natural seeds to obtain the Stirling numbers in quadrants 2 and 4 since the recursions satisfied by the Stirling numbers and the harmonic multiset numbers are essentially just rotated versions of the same relation. The reason that quadrant 1 is full of positive numbers instead of zeros, (compare with the top right of [20, Table 267] in the usual Stirling case), is the slight difference in (5.17) at $n = 0$ from the Stirling relations, and the fact that $\left\lfloor \begin{smallmatrix} 0 \\ k \end{smallmatrix}\right\rfloor$ is 0 instead of 1.

With our extended definition of $\left\lfloor \begin{smallmatrix} n \\ k \end{smallmatrix}\right\rfloor$, the symmetric triple (5.14) becomes

$$e_k = \left\lfloor \begin{smallmatrix} n-k \\ k+1 \end{smallmatrix}\right\rfloor, \quad h_k = \left\lfloor \begin{smallmatrix} n \\ k \end{smallmatrix}\right\rfloor, \quad p_k = H_n^{(k)}.$$  \hspace{1cm} (5.20)

Also by (4.4),

$$\left\lfloor \begin{smallmatrix} n+1 \\ 2 \end{smallmatrix}\right\rfloor / n! = \left\lfloor \begin{smallmatrix} n-1 \\ 2 \end{smallmatrix}\right\rfloor = \left\lfloor \begin{smallmatrix} n+1 \\ 1 \end{smallmatrix}\right\rfloor = H_n \quad (n \geq 1).$$  \hspace{1cm} (5.21)

With the proof of Theorem 5.8 we see that (5.16) is valid for all $n \geq 0$ and $k \in \mathbb{Z}$, so that

$$\left\lfloor \begin{smallmatrix} 0 \\ k \end{smallmatrix}\right\rfloor = 0, \quad \left\lfloor \begin{smallmatrix} 1 \\ k \end{smallmatrix}\right\rfloor = 1, \quad \left\lfloor \begin{smallmatrix} 2 \\ k \end{smallmatrix}\right\rfloor = 2 - \frac{1}{2^k}, \quad \left\lfloor \begin{smallmatrix} 3 \\ k \end{smallmatrix}\right\rfloor = 3 - \frac{3}{2^k} + \frac{1}{3^k} \quad (k \in \mathbb{Z}).$$  \hspace{1cm} (5.22)

With (5.14) we may express $\left\lfloor \begin{smallmatrix} n \\ k \end{smallmatrix}\right\rfloor$ for $n, k \geq 1$ in terms of the Stirling cycle numbers or the higher order harmonic numbers using the transition formulas. This last was also done in [17, p. 7], [4, Sect. 3] and [38, Sect. 31]. We obtain

$$\left\lfloor \begin{smallmatrix} n \\ k \end{smallmatrix}\right\rfloor = \sum_{j=0}^{k} \frac{1}{j!} A_{kj}\left(\frac{H_n^{(1)}}{1}, \frac{H_n^{(2)}}{2}, \frac{H_n^{(3)}}{3}, \ldots \right) \quad (n \geq 1, k \geq 0),$$  \hspace{1cm} (5.23)

with, for $n \geq 1$,

$$\left\lfloor \begin{smallmatrix} n \\ 0 \end{smallmatrix}\right\rfloor = 1, \quad \left\lfloor \begin{smallmatrix} n \\ 1 \end{smallmatrix}\right\rfloor = H_n, \quad \left\lfloor \begin{smallmatrix} n \\ 2 \end{smallmatrix}\right\rfloor = \frac{H_n^2}{2} + \frac{H_n^{(2)}}{2}, \quad \left\lfloor \begin{smallmatrix} n \\ 3 \end{smallmatrix}\right\rfloor = \frac{H_n^3}{6} + \frac{H_n H_n^{(2)}}{2} + \frac{H_n^{(3)}}{3}.$$  \hspace{1cm} (5.24)
We also find
\[
H_n^{(k)} = k \sum_{j=1}^{k} \frac{(-1)^{k-j}}{j \cdot (n+j)^j} A_{k,j} \left( \begin{array}{c} n+1 \\ 2 \\ \end{array} \right) \left( \begin{array}{c} n+1 \\ 3 \\ \end{array} \right) \cdots ,
\]
and
\[
\left[ \begin{array}{c} n+1 \\ k+1 \\ \end{array} \right] = n! \sum_{j=0}^{k} \frac{(-1)^{k-j}}{j!} A_{k,j} \left( \frac{H_n^{(1)}}{1}, \frac{H_n^{(2)}}{2}, \frac{H_n^{(3)}}{3} \right) \cdots ,
\]
with, for instance,
\[
\left[ \begin{array}{c} n+1 \\ 3 \\ \end{array} \right] = \frac{n!}{2} \left( H_n^3 - H_n^{(2)} \right) , \quad \left[ \begin{array}{c} n+1 \\ 4 \\ \end{array} \right] = \frac{n!}{6} \left( H_n^3 - 3H_n^{(2)} + 2H_n^{(3)} \right) .
\]

For further interesting properties of \( H_n^{(k)} \) when \( n, k \geq 1 \), including connections to polylogarithms, see [4] where they are denoted \( S_n^{(k)} \) and [38] where they are called Roman harmonic numbers with notation \( c_n^{(k)} \), based on earlier work by Loeb, Rota and Roman. Up to a sign and factorial, they are also the negative-positive Stirling numbers in [8]. The case \( k < 0 \) is briefly mentioned in [4] with the connection to the Stirling subset numbers \( \binom{n}{k} \) noted; \( n < 0 \) is not discussed. The negative \( k \) case is not considered in [38], though \( c_n^{(0)} \) with negative \( n \) is studied and the Stirling cycle numbers \( \binom{n}{k} \) are found. The initial conditions and recursion relation for the Roman numbers are not quite the same as (5.18) and (5.17), differing when \( n = 0 \). The result is that \( c_0^{(0)} = 1 \), differing from \( H_0^{(0)} = 0 \), and for \( n \leq -1, k \geq 0 \) we have \( c_n^{(k)} = -\binom{n}{k} \leq 0 \).

In summary, the numbers \( H_n^{(k)} \) appear naturally in the symmetric triple (5.14), and Theorem 5.8 gives a very convenient way to describe them while also including both kinds of Stirling numbers.

5.3 Examples of exponential type

The first example in this section is [30, Ex. 2]. The standard definitions of Hermite, Bernoulli and Eulerian polynomials can be seen from the succeeding examples.

Example 5.9 (The exponential function)
\[
(e^x, e^x, x) \quad \text{with} \quad e_k = \frac{x^k}{k!}, \quad h_k = \frac{x^k}{k!}, \quad p_k = x \cdot \delta_{k,1} .
\]

Example 5.10 (Hermite polynomials \( \mathcal{H}_k(x) \))
\[
(e^{2xt}+t^2, e^{2xt}-t^2, 2x-2t) \quad \text{with} \quad e_k = \frac{\mathcal{H}_k(ix)}{i^k k!}, \quad h_k = \frac{\mathcal{H}_k(x)}{k!} ,
\]
and \( p_k = 2x \cdot \delta_{k,1} - 2 \cdot \delta_{k,2} \).

Example 5.11 (Bernoulli numbers \( B_k \))
\[
e_k = \frac{(-1)^k}{(k+1)!}, \quad h_k = \frac{B_k}{k!}, \quad p_k = (-1)^{k-1} \frac{B_k}{k!} ,
\]
coming from
\[
\left( e^{-t} - 1, \frac{t}{e^t-1}, \frac{1}{t} \left( 1 - \frac{t}{e^{-t}-1} \right) \right) .
\]

Discussion This example corresponds to the Newton–Euler pairs in [41, Exs. 16, 21] and matches (5.2) with \( c = -1 \) using (4.5). The transition formula \( h_k \leftrightarrow e_k \) and (2.10) give the
simple identities

\[
\frac{B_k}{k!} = \sum_{j=0}^{k} (-1)^j A_{kj} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right) = (-1)^k \begin{array}{c|c|c|c}
1/2! & 1/1! \\
1/3! & 1/2! & 1/1! \\
\vdots & \vdots & \ddots & \ddots \\
1/(k+1)! & 1/k! & \ldots & 1/2! \\
\end{array}.
\] (5.32)

Many variations of (5.30) are possible. For instance, let \( t \rightarrow -t \) in (5.31). Then divide that triple by the same but with \( t \rightarrow 2t \) to get

\[
e_k = (2 - 2^{k+2}) \frac{B_{k+1}}{(k+1)!}, \quad h_k = \frac{(-1)^k}{2 \cdot k!} + \frac{\delta_{k,0}}{2}, \quad p_k = (2^k - 1) \frac{B_k}{k!}.
\] (5.33)

Multiplying Example 5.9 by Example 5.11, in the sense of (4.8), produces:

**Example 5.12** (Bernoulli polynomials \( B_k(x) \))

\[
e_k = x^{k+1} - (x - 1)^{k+1} \frac{(k+1)!}{(k+1)!}, \quad h_k = \frac{B_k(x)}{k!}, \quad p_k = (-1)^k \frac{B_k}{k!} + x \cdot \delta_{k,1}.
\] (5.34)

**Example 5.13** (Eulerian polynomials \( A_k(x) \))

\[
e_k = \frac{(1 - x)^{k-1}}{k!} + \delta_{k,0} \frac{x}{x - 1}, \quad h_k = \frac{A_k(x)}{k!}, \quad p_k = \frac{x A_{k-1}(x)}{(k-1)!} + \delta_{k,1}(1 - x),
\] (5.35)

coming from

\[
\left( \frac{x - e^{(1-x)t}}{x - 1}, \frac{x - 1}{x - e^{(x-1)t}}, \frac{x - 1}{x - e^{(x-1)t}}, -x + 1 \right).
\] (5.36)

**Discussion** This example is based on [9, Sect. 4]. See [13, Sect. 6.5] for details about the Eulerian polynomials (with a slightly different normalization there). They satisfy

\[
\sum_{n=1}^{\infty} n^k x^n = \frac{x A_k(x)}{(1 - x)^{k+1}} \quad (k \in \mathbb{Z}_{\geq 0}),
\] (5.37)

with \( A_0(x) = A_1(x) = 1, A_2(x) = 1 + x \) and \( A_3(x) = 1 + 4x + x^2 \). Euler used them to compute the Riemann zeta values \( \zeta(-k) \) formally, but correctly. With the \( h_k \leftrightarrow e_k \) transition formula and (2.3), (2.4),

\[
A_k(x) = k! \sum_{j=0}^{k} A_{kj} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right)
\]

\[
= k! \sum_{j=0}^{k} (x - 1)^{k-j} \frac{1}{j!} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right) = \sum_{j=0}^{k} (x - 1)^j \binom{k}{j},
\]

using (2.14) for the last equality. This proves Frobenius’s 1910 formula for \( A_k(x) \); see [13, p. 244]. Example 5.13 and (5.35) are just the starting point in [33, Chap. 3] for an in-depth study of permutation statistics.

**Example 5.14** (Cosine)

\[
\begin{align*}
(\sec t, \cos t, \tan t) \quad \text{with} \quad e_{2k} &= \frac{U_{2k}}{(2k)!}, \quad h_{2k} = \frac{(-1)^k}{(2k)!}, \quad p_{2k} = -\frac{U_{2k-1}}{(2k-1)!},
\end{align*}
\] (5.38)
\textit{Discussion} See also [41, Ex. 19]. The odd indexed elements are zero in this example and the next two. Here \( U_n \) counts the number of alternating permutations of \( n \) objects. In terms of Bernoulli polynomials and numbers we have

\[
e_{2k} = (-1)^{k-1} 2^{2k+2} B_{2k+1}(1/4) \frac{B_{2k+1}}{(2k+1)!}, \quad p_{2k} = (-1)^{k} \left( 2^{4k} - 2^{2k} \right) \frac{B_{2k}}{(2k)!}.
\]

The \( U_{2k} \) are called secant numbers and the \( U_{2k-1} \) are tangent numbers. See [36, Eq. (14.3)], [20, p. 287], [33, Thm. 3.5] for more information. By the \( e_k \leftrightarrow h_k \) transition formula,

\[
\frac{U_{2k}}{(2k)!} = \sum_{j=0}^{2k} (-1)^{k-j} A_{2kj} \left( 0, \frac{1}{2!}, 0, \frac{1}{4!}, 0, \cdots \right).
\]

Example 5.15 (Sine)

\[
e_{2k} = (-1)^{k-1} 2^{2k} B_{2k} \frac{B_{2k}}{(2k)!}, \quad h_{2k} = \frac{(-1)^{k} (2k+1)!}{(2k+1)!}, \quad p_{2k} = (-1)^{k} 2^{2k} B_{2k} \frac{B_{2k}}{(2k)!},
\]

coming from \((t \csc t, \sin t)/t, -1/t + \cot t)\).

Example 5.15 relates to [41, Exs. 18, 22]. Euler’s formula also shows the Riemann zeta connection \( p_{2k} = -2\pi^{-2k} \zeta(2k) \). Dividing the sine triple by the cosine triple gives:

Example 5.16 (Tangent)

\[
\left( t \cot t, \frac{\tan t}{t}, -\frac{1}{t} + \tan t + \cot t \right)
\]

and

\[
e_{2k} = (-1)^{k} 2^{2k} B_{2k} \frac{B_{2k}}{(2k)!}, \quad h_{2k} = \frac{U_{2k+1}}{(2k+1)!}, \quad p_{2k} = (-1)^{k} (2^{2k+1} - 2^{4k}) \frac{B_{2k}}{(2k)!}.
\]

Example 5.17 (Hyperbolic sine, squared)

\[
\left( \frac{t}{4} \sin^{-2} \left( \frac{\sqrt{t}}{2} \right), \frac{4}{t} \sinh^2 \left( \frac{\sqrt{t}}{2} \right), -\frac{1}{t} + \frac{1}{2\sqrt{t}} \coth \left( \frac{\sqrt{t}}{2} \right) \right)
\]

with

\[
e_k = (-1)^k (1 - 2k) \frac{B_{2k}}{(2k)!}, \quad h_k = \frac{2}{(2k+2)!}, \quad p_k = \frac{B_{2k}}{(2k)!}.
\]

\textit{Discussion} This example extends the work in [37, p. 101] and [41, Ex. 17]. To obtain \( p_k = B_{2k}/(2k)! \) we start with Example 5.15, (alternatively Example 5.12 with \( x = 1/2 \) could be used). As in Sect. 4.2, let \( t \to t/2 \) and apply (5.42). Then let \( t \to -t \) so that...
\( \sqrt{t} \to i \sqrt{t} \) and the hyperbolic versions of \( \sin \) and \( \cot \) are needed. Squaring the resulting triple yields (5.43). The formula in (5.44) for \( e_k \) comes from the coefficients we have already seen for \( \cot(t) \) since \( \cot(t) = -\sin^{-2}(t) \). With \( \sinh^2(t) = (\cosh(t) - 1)/2 \), the well-known expansions of \( \cosh(t) \) and \( \coth(t) \) give \( h_k \) and \( p_k \).

The \( p_k \leftrightarrow h_k \) transition formula implies the identity, for \( k \geq 1 \),

\[
\frac{B_{2k}}{k \cdot (2k)!} = -\sum_{j=1}^{k} \frac{(-2)^j}{j} A_{k,j} \left( \frac{1}{4^i} \frac{1}{6^i} \frac{1}{8^i} \cdots \right). \tag{5.45}
\]

This is equivalent to [37, Eq. LXXVI, p. 101] after a correction. In the same way, from Examples 5.14, 5.15 after applying (5.42),

\[
(2^k - 1)2^{k-1} \frac{B_{2k}}{k \cdot (2k)!} = -\sum_{j=1}^{k} \frac{(-1)^j}{j} A_{k,j} \left( \frac{1}{2^i} \frac{1}{4^i} \frac{1}{6^i} \cdots \right), \tag{5.46}
\]

\[
2^{2k-1} \frac{B_{2k}}{k \cdot (2k)!} = -\sum_{j=1}^{k} \frac{(-1)^j}{j} A_{k,j} \left( \frac{1}{3^i} \frac{1}{5^i} \frac{1}{7^i} \cdots \right). \tag{5.47}
\]

These identities (5.46) and (5.47) are due to Stern [40, Eqs. (5), (9)]. \( \square \)

### 5.4 Hypergeometric summation identities

We would like to let \( n \to \infty \) in the harmonic number Example 5.6. The convergence issue at \( k = 1 \) can be fixed by dividing by the triple \( (n', n', \log n) \) first. In fact it is simpler to start with the answer, given next, where the digamma function \( \psi(t) \) is defined as \( \Gamma'(t)/\Gamma(t) \) and \( p_k \) comes from the expansion [3, Eq. (6.3.14)] for \( \psi(1-t) \), valid for \( |t| < 1 \). We also use the Euler reflection formula for the gamma function in [1, Thm. 1.2.1].

**Example 5.18** (Gamma function, zeta values)

\[
\left( \frac{\sin \pi t}{\pi t}, \Gamma(1-t), \Gamma(1-t), -\psi(1-t) \right) \quad \text{with} \quad p_k = \zeta(k) \tag{5.48}
\]

for \( k \geq 2 \) and \( p_1 = \gamma \), Euler’s constant.

**Discussion** The transition formulas can be used to find \( e_k \) and \( h_k \) with, for example,

\[
h_k = \sum_{j=0}^{k} \frac{1}{j!} A_{k,j} \left( \gamma, \frac{\zeta(2)}{2}, \frac{\zeta(3)}{3}, \cdots \right). \]

\( \square \)

Examples 5.6 and 5.18 give the relations needed to develop the hypergeometric summation identities of Chu [11]. The idea is to expand hypergeometric summation formulas into power series and compare coefficients on both sides. We may illustrate this with Gauss’s summation formula, [1, Thm. 2.2.2]:

\[
\sum_{n=0}^{\infty} \frac{(x)_n(y)_n}{n!(1-z)_n} = zF_1(x, y; 1-z; 1) = \frac{\Gamma(1-z)\Gamma(1-x-y-z)}{\Gamma(1-x-z)\Gamma(1-y-z)}, \tag{5.49}
\]

where \((x)_n\) means \(x(x+1)\cdots(x+n-1)\). With \( p_k \) as in Example 5.18, the right side of (5.49) is

\[
\exp \left( \sum_{k=1}^{\infty} \frac{P_k}{k} \left[ z^k + (x + y + z)^k - (x + z)^k - (y + z)^k \right] \right). \tag{5.50}
\]
The left side is
\[ 1 + xy \sum_{n=0}^\infty \frac{(1 + \frac{y}{x}) \cdots (1 + \frac{y}{n}) \cdot (1 + \frac{x}{y}) \cdots (1 + \frac{x}{n+1})}{(n+1)^2 \left(1 - \frac{y}{x}\right) \cdots \left(1 - \frac{x}{n+1}\right)} \] \quad (5.51)
and we recognize \( E \) and \( H \) from Example 5.6.

To make the example simpler, let \( y = x \) and \( z = 0 \). The \( e_k \leftrightarrow p_k \) transition formula for the square of the triple in Example 5.6 gives
\[ [x^m] \left( \left(1 + \frac{x}{1}\right) \cdots \left(1 + \frac{x}{n}\right) \right)^2 = \sum_{\ell=0}^m (-1)^{m-\ell} \frac{1}{\ell!} A_{m,\ell} \left( \frac{2H_n^{(1)}}{1}, \frac{2H_n^{(2)}}{2}, \frac{2H_n^{(3)}}{3}, \ldots \right). \]
Comparing this with the expansion of (5.50) by (2.7) proves the following.

**Proposition 5.19** For \( m \geq 0 \),
\[ \sum_{\ell=0}^m (-1)^{m-\ell} \frac{2^{\ell}}{\ell!} \sum_{n=0}^\infty \frac{1}{(n+1)^2} A_{m,\ell} \left( \frac{H_n^{(1)}}{1}, \frac{H_n^{(2)}}{2}, \frac{H_n^{(3)}}{3}, \ldots \right) \]
\[ = \sum_{j=0}^{m+2} \frac{1}{j!} A_{m+2,j} \left( 0, (2^2 - 2) \frac{\zeta(2)}{2}, (2^3 - 2) \frac{\zeta(3)}{3}, (2^4 - 2) \frac{\zeta(4)}{4}, \ldots \right). \]
This generates a harmonic number identity for each \( m \). When \( m = 1, 2, 3 \) we find
\[ \sum_{n=0}^\infty \frac{H_n}{(n+1)^2} = \zeta(3), \] \quad (5.52)
\[ \sum_{n=0}^\infty \frac{2H_n^2 - H_n^{(2)}}{(n+1)^2} = \frac{1}{2} \zeta(2) + \frac{7}{2} \zeta(4) = \frac{19\pi^4}{360}, \] \quad (5.53)
\[ \sum_{n=0}^\infty \frac{2H_n^3 - 3H_nH_n^{(2)} + H_n^{(3)}}{(n+1)^2} = 3\zeta(2)\zeta(3) + \zeta(5). \] \quad (5.54)
The identity (5.52) is [11, Eq. (1.1a)], and due to Euler, with the left side being the multiple zeta value \( \zeta(2, 1) \). See [11], and the many subsequent papers on this topic, for examples of the wide variety of identities that can be produced in this way. Similar identities appear in [4]. The novelty of Proposition 5.19 is that it shows the structure of all the identities produced at once, at least in this one-variable example. The paper [24] has more on the connections between symmetric functions and multiple zeta values.

The already very elegant identity [11, Eq. (5.5)] has an even more succinct statement with our notation from Theorem 5.8:

**Proposition 5.20** For all integers \( p \geq 0 \) and \( q \geq 1 \),
\[ \sum_{n=1}^\infty \frac{1}{n^p} \frac{n!}{p!} \frac{(-n)!}{q!} \zeta(p+q+1) = \binom{p+q}{p} \zeta(p+q+1). \] \quad (5.55)

A version of the proof from [11] is included next, since we have already done the groundwork. This result is also Theorem 4 of [24], where it has a different proof.

**Proof** Subtracting 1 from (5.51), dividing by \( x \) and letting \( x \to 0 \) makes
\[ y \sum_{n=0}^\infty \frac{(1 + \frac{y}{1}) \cdots (1 + \frac{y}{n})}{(n+1)^2 \left(1 - \frac{y}{1}\right) \cdots \left(1 - \frac{y}{n+1}\right)} = \sum_{u=0}^\infty \sum_{v=0}^\infty \sum_{n=0}^\infty \sum_{m=0}^\infty e_u(n)h_v(n+1) \frac{(n+1)^2}{(n+1)^2} \] \quad (5.56)
with $e_k(n)$ and $h_k(n)$ from (5.14) or equivalently (5.20). Doing the same on the right of (5.49) yields
\[
\frac{\Gamma'(1-y-z)}{\Gamma(1-y-z)} + \frac{\Gamma'(1-z)}{\Gamma(1-z)} = \psi(1-y-z) + \psi(1-z)
\]
\[
= \sum_{k=1}^{\infty} p_k \left( (y+z)^{k-1} - z^{k-1} \right),
\]
(5.57)
with $p_k$ from Example 5.18. Comparing powers of $y$ and $z$ in (5.56) and (5.57) finishes the argument.

6 q-Series

6.1 q-Binomial coefficients

Define
\[(a;q)_n : = (1-a)(1-aq)(1-aq^2)\cdots(1-aq^{n-1}).\]
The next result is fundamental and due to Cauchy.

Theorem 6.1 (The q-binomial theorem) For $|q|, |t| < 1$ and all $a$,
\[
\sum_{m=0}^{\infty} \frac{(a;q)_m t^m}{(q;q)_m} = \frac{(at;q)_\infty}{(t;q)_\infty}.
\]
(6.1)
See [2, Thm. 2.1] or [1, Thm. 10.2.1] for the short proof. The q-binomial coefficient is defined to be\[
\left( \begin{array}{c} n \\ k \end{array} \right)_q := \frac{(q;q)_n}{(q;q)_k (q;q)_{n-k}}.
\]
Then, as in [1, Cor. 10.2.2], the special cases $a = q^{-n}$ and $a = q^n$ of Theorem 6.1 imply\[
(t;q)_n = \sum_{k=0}^{n} (-1)^k q^{k^2} \left( \begin{array}{c} n \\ k \end{array} \right)_q t^k, \quad \frac{1}{(t;q)_n} = \sum_{k=0}^{n} \left( \begin{array}{c} n+k-1 \\ k \end{array} \right)_q t^k.
\]
(6.2)
Therefore, choosing $x_j = q^{-1}$ in (3.6) and (3.7) yields the next triple.

Example 6.2 (q-Binomial coefficients) For $n \geq 1$,
\[
e_k = q^{\binom{k}{2}} \left( \begin{array}{c} n \\ k \end{array} \right)_q, \quad h_k = \left( \begin{array}{c} n+k-1 \\ k \end{array} \right)_q, \quad p_k = \frac{1-q^{nk}}{1-q^k}.
\]
(6.3)
Discussion The convolution and transition formulas give relations between $e_k$, $h_k$ and $p_k$ as rational functions of $q$. For example, when $n = 2$ we find the polynomial identity\[
\sum_{k=0}^{n} \frac{1}{k!} A_{mk} \left( \frac{1+q^2}{1}, \frac{1+q^2}{2}, \frac{1+q^3}{3}, \ldots \right) = 1 + q + q^2 + \cdots + q^n,
\]
(6.4)
from the $h_k \leftrightarrow p_k$ transition formula. Taking the limit as $q \to 1^{-}$ in Example 6.2 gives (4.1), a special case of Example 4.3.

We may also take the limit as $n \to \infty$ of Example 6.2 when $|q| < 1$.

Example 6.3 (Limit of q-binomial coefficients)
\[
e_k = q^{\binom{k}{2}} \frac{1}{(q;q)_k}, \quad h_k = \frac{1}{(q;q)_k}, \quad p_k = \frac{1}{1-q^k}.
\]
(6.5)
Examples 6.2 and 6.3 are given in [30, Exs. 3, 4]. They are special cases of the next symmetric triple, which is [30, Ex. 5].

Example 6.4 \((q\text{-Series with two-parameters})\)

\[
e_k = \frac{(-1)^k}{(q; q)_k} \prod_{j=0}^{k-1} (b - aq^j), \quad h_k = \frac{1}{(q; q)_k} \prod_{j=0}^{k-1} (a - bq^j), \quad p_k = \frac{a^k - b^k}{1 - q^k}. \tag{6.6}
\]

Discussion This follows from setting

\[
H(t) := \frac{(bt; q)_\infty}{(at; q)_\infty} = \sum_{m=0}^{\infty} a^m \frac{(bt; q)_m}{(q; q)_m} t^m \tag{6.7}
\]

where the equality in (6.7) is obtained by letting \(t \to at, a \to b/a\) in Theorem 6.1. A calculation finds

\[
\log(t; q)_\infty = \sum_{j=0}^{\infty} \log(1 - tq^j) = -\sum_{j=0}^{\infty} \sum_{m=1}^{\infty} \frac{(tq^j)^m}{m} = -\sum_{m=1}^{\infty} \sum_{j=0}^{\infty} \frac{q^j m^m}{m(1 - q^m)}, \tag{6.8}
\]

Hence

\[
P(t) = \frac{d}{dt} \log H(t) = \sum_{m=1}^{\infty} a^m - b^m \frac{1}{1 - q^m} t^{m-1},
\]

and this verifies the formula for \(p_k\) in (6.6).

For future use, the Jacobi triple product identity is

\[
(t; q)_\infty(q/t; q)_\infty(q; q)_\infty = \sum_{k \in \mathbb{Z}} (-1)^k \frac{q^{k^2}}{k!} t^k. \tag{6.9}
\]

and can be made to follow from the left identity in (6.2); see [1, Thm. 10.4.1].

6.2 Partitions

For \(S \subseteq \mathbb{Z}_{\geq 1}\) and any \(r\), the generating function

\[
P_{S,r}(q) := \prod_{j \in S} \frac{1}{(1 - q^j)^r} = \sum_{n=0}^{\infty} p_{S,r}(n) q^n, \tag{6.10}
\]

defines the numbers \(p_{S,r}(n)\). In the common case \(r = 1\), \(p_{S,1}(n)\) counts the number of partitions of \(n\) with parts in \(S\). When \(r \in \mathbb{Z}_{\geq 1}\), \(p_{S,r}(n)\) is the number of \(r\)-color partitions of \(n\) with parts in \(S\). These are partitions of \(n\) where each part is colored and the order of the colored parts does not matter. Equivalently, \(p_{S,r}(n)\) counts the number of \(r\)-component multipartitions of \(n\) with parts in \(S\). These are \(r\)-tuples of usual partitions that sum to \(n\) in total.

We have

\[
\log P_{S,r}(q) = -r \sum_{j \in S} \log(1 - q^j) = r \sum_{j \in S} \sum_{n=1}^{\infty} \frac{q^{nj}}{n} = r \sum_{m=1}^{\infty} q^m \sum_{j \in S, j|m} j = r \sum_{m=1}^{\infty} \sigma_S(m) \frac{q^m}{m} \text{ for } \sigma_S(m) := \sum_{j \in S, j|m} j. \tag{6.11}
\]
Therefore
\[ \frac{d}{dq} \log P_{S,r}(q) = r \sum_{m=1}^{\infty} \sigma(m)q^{m-1} \]
and we obtain from $P_{S,r}(q)$ the following symmetric triple.

**Example 6.5** (Partitions, divisors)
\[ e_n = (-1)^r p_{S-r}(n), \quad h_n = p_{S,r}(n), \quad p_n = r \cdot \sigma_S(n). \]  
(6.12)

**Discussion** Some special cases of this may be examined more closely; see also [30, Ex. 6], [41, Exs. 5–9]. These cases all have $S = \mathbb{Z}_{\geq 1}$ and $S$ is omitted from the notation. When $r = 1$ we find the symmetric triple
\[ e_n = (-1)^r c(n), \quad h_n = p(n), \quad p_n = \sigma(n) \]  
(6.13)
from the introduction. Recall Jacobi’s identity, [1, Eq. (10.4.9)]:
\[ \prod_{j=1}^{\infty} (1 - q^j)^3 = \sum_{m=0}^{\infty} d(m)q^m, \quad d(m) = \begin{cases} (-1)^r(2r + 1) & \text{if } m = \frac{r(r+1)}{2} \text{ for } r \in \mathbb{Z}_{\geq 0}, \\ 0 & \text{otherwise.} \end{cases} \]  
(6.14)

Hence, for $r = 3$ we obtain the symmetric triple
\[ e_n = (-1)^r d(n), \quad h_n = p_3(n), \quad p_n = 3\sigma(n). \]  
(6.15)

For $r = 24$ and Ramanujan's tau function $\tau(n)$, see [34, Eq. (6.3)], we find
\[ e_n = (-1)^r \tau(n + 1), \quad h_n = p_{24}(n), \quad p_n = 24\sigma(n). \]  
(6.16)

Some of the many identities for these last triples appear in Sect. 6 of [34]. \(\square\)

The transition formulas expressing $e_n$ in terms of $p_n$ above are a special cases of Bell’s following result.

**Theorem 6.6** (Partition polynomials) [6] Fix a positive integer $s$ and sets of positive integers $C_1, C_2, \ldots, C_s$. Also fix complex numbers $a_1, \ldots, a_s$ and $z_1, \ldots, z_s$. Then we have the formal power series expansion
\[ \prod_{j=1}^{s} \prod_{n \in C_j} (1 - z_j \cdot q^n)^{a_j} = \sum_{n=0}^{\infty} \Psi(n)q^n \]  
(6.17)
where
\[ \Psi(n) = \sum_{k=0}^{n} \frac{1}{k!} A_{n,k} \left( \frac{\psi(1)}{1}, \frac{\psi(2)}{2}, \ldots \right), \quad \psi(n) = -\sum_{j=1}^{s} a_j \sum_{d|n, d \in C_j} d \cdot z_j^{n/d}. \]  
(6.18)

**Proof** Take the logarithm of the product in (6.17) and expand as in (6.11). Exponentiating with (2.7) then completes the proof. \(\square\)

Bell termed $\Psi(n)$, given in (6.18), the partition polynomial of rank $n$ in the variables $z_1, \ldots, z_s$ and associated to $C_1, \ldots, C_s$ and $a_1, \ldots, a_s$. From (1.5) we see that $\Psi(n)$ is of degree at most $n$ when considered as a polynomial in each of $z_1, \ldots, z_s$ or $a_1, \ldots, a_s$ or $\psi(1), \ldots, \psi(n)$. Theorem 6.6 shows that, for any identity of the form (6.17), the coefficients $\Psi(n)$ can be expressed as a polynomial of divisor sums.
As an example, take Ramanujan’s famous identity \([36, \text{Eq. (105.1)}]\)
\[
5 \frac{(q^5; q^5)_\infty^5}{(q; q)_\infty^5} = \sum_{n=0}^{\infty} p(5n + 4)q^n,
\]  
(6.19)
showing that 5 divides \(p(5n + 4)\). Applying the theorem with \(C_1 = \{5, 10, \ldots\}\), \(C_2 = \{1, 2, \ldots\}\), \(a_1 = 5\), \(a_2 = -6\) and \(z_1 = z_2 = 1\) means
\[
\psi(n) = -5 \sum_{d|n, 5|d} d + 6 \sum_{d|n} d = \sigma(n) + 5\omega_5(n)
\]  
(6.20)
where, in general, \(\omega_r(n)\) is defined to be the sum of all the divisors of \(n\) that are not multiples of \(r\). Then
\[
p(5n + 4) = 5 \sum_{k=0}^{n} \frac{1}{k!} A_{n,k} \left( \frac{\sigma(1) + 5\omega_5(1)}{1}, \frac{\sigma(2) + 5\omega_5(2)}{2}, \ldots \right).
\]  
(6.21)
An equivalent formula to (6.21) is the main result of [5].

For the corresponding symmetric triple, factor the reciprocal of the product in (6.19) into
\[
\frac{(q; q)_\infty^5}{(q^5; q^5)_\infty^5} = (q; q)_\infty^3 \cdot (q; q)_\infty^3 \cdot \frac{1}{(q^5; q^5)_\infty^5}.
\]  
(6.22)
The coefficients do not seem to have been studied, but we may express them with (6.22), (6.10) and (6.14) as
\[
f(n) := [q^n] (q; q)_\infty^5 \cdot \frac{(q^5; q^5)_\infty^5}{(q^5; q^5)_\infty^5} = \sum_{i+j+5k=n} d(i) \cdot d(j) \cdot p_5(k),
\]  
(6.23)
Example 6.7 (Partitions modulo 5)
\[
e_n = (-1)^n f(n), \quad h_n = p(5n + 4)/5, \quad p_n = \sigma(n) + 5\omega_5(n).
\]
Example 6.8 (D’Arcais polynomials \(P_n(z)\))
\[
e_n = (-1)^n p_{z-5}(n), \quad h_n = p_z(n), \quad p_n = z \cdot \sigma(n).
\]
Discussion This is really the same as Example 6.5, with \(S = \mathbb{Z}_{\geq 1}\) and \(r\) replaced by a variable \(z\). Then \(P_n(z) = p_z(n)\) is the D’Arcais polynomial of degree \(n\). See [13, p. 159], and [22] where the connection to the Nekrasov–Okounkov hook length formula is explained. By (4.2) and the transition formula \(h_k \leftrightarrow p_k\) they satisfy, for example,
\[
P_n(z) = \sum_{k=1}^{n} \sum_{\sigma(k)} P_{n-k}(z), \quad P_n(z) = \sum_{k=0}^{n} \sum_{\sigma(k)} A_{n,k} \left( \frac{\sigma(1)}{1}, \frac{\sigma(2)}{2}, \ldots \right),
\]
\[
\sum_{k=0}^{n} P_k(z) P_{n-k}(-z) = \delta_{n,0}.
\]
Zeros of these polynomials and their generalizations are also considered in [23].

\[ \square \]

### 6.3 Sums of squares or triangular numbers

With the theta function definition
\[
\varphi(q) := \sum_{n \in \mathbb{Z}} q^n^2, \quad \text{then} \quad \varphi(-q) = \sum_{n \in \mathbb{Z}} (-1)^n q^{n^2} = \prod_{j=1}^{\infty} \frac{1 - q^j}{1 + q^j},
\]  
(6.24)
by (6.9) when $t \to q$, $q \to q^2$. We may set $E(q) = \varphi(q)$ and $H(q) = 1/\varphi(-q)$. Directly as in (6.11), or by Theorem 6.6, \[
\log H(q) = \sum_{n=1}^{\infty} \left( \sigma(m) + \omega_2(m) \right) \frac{q^n}{m}
\]
where $\omega_2(n)$ is the sum of the odd divisors of $n$. The series $H(q)$ is the generating function for the number $\overline{p}(n)$ of overpartitions of $n$. These are partitions where the first appearance of a part of each size may or may not be overlined.

**Example 6.9** (Squares, overpartitions) For $n \geq 1$,
\[
e_n = \begin{cases} 
2 & \text{if } n = m^2; \\
0 & \text{if } n \neq m^2,
\end{cases} 
\]
h_n = \overline{p}(n), \quad p_n = \sigma(n) + \omega_2(n). \tag{6.25}

We may generalize Example 6.9 by taking the $r$th power. Write \[
\varphi(q)^r = \sum_{n=0}^{\infty} N_r(n) q^n, \quad \prod_{j=1}^{\infty} \left( \frac{1 + q^j}{1 - q^j} \right)^r = \sum_{n=0}^{\infty} \overline{p}_r(n) q^n \tag{6.26}
\]
for any $r$. When $r$ is a positive integer, $N_r(n)$ is the number of ways to express $n$ as a sum of squares of $r$ integers (including the order of the integers and their signs), while $\overline{p}_r(n)$ naturally counts $r$-colored overpartitions. These are $r$-colored partitions where the first appearance of a part of each size and color may be overlined.

**Example 6.10** (Representations as sums of squares)
\[
e_n = N_r(n), \quad h_n = \overline{p}_r(n), \quad p_n = r(\sigma(n) + \omega_2(n)). \tag{6.27}
\]

**Discussion** This is Example 1.4 again. See also [30, Ex. 22], [41, Ex. 10]. By the transition formulas, we obtain (1.12) and \[
N_r(n) = \sum_{k=0}^{n} (-1)^{n-k} A_{n,k}(1, \overline{p}_r(1), \overline{p}_r(2), \overline{p}_r(3), \ldots). \tag{6.28}
\]
A nice simplification of (6.28) is possible, which may also be inverted:

**Proposition 6.11** For $n \in \mathbb{Z}_{\geq 0}$ and arbitrary $r$,
\[
N_r(n) = \sum_{j=0}^{n} (-1)^{n-j} \binom{n+1}{j+1} \overline{p}_r(n), \quad \overline{p}_r(n) = \sum_{j=0}^{n} (-1)^{n-j} \binom{n+1}{j+1} N_r(n). \tag{6.29}
\]

**Proof** We have \[
A_{n,k}(1, \overline{p}_r(1), \overline{p}_r(2), \overline{p}_r(3), \ldots) = [q^n] q^k \prod_{j=1}^{\infty} \left( \frac{1 + q^j}{1 - q^j} \right)^{rk} = \overline{p}_{rk}(n-k). \]
Hence, by (2.16), \[
A_{n,k}(\overline{p}_r(1), \overline{p}_r(2), \ldots) = \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} A_{n+j,k}(1, \overline{p}_r(1), \overline{p}_r(2), \ldots) = \sum_{j=0}^{k} (-1)^{k-j} \binom{k}{j} \overline{p}_{rk}(n-k). \]
Using this in (6.28) and simplifying with an elementary binomial identity ([20, p. 171]) gives the left formula in (6.29). The right one is proved the same way.

The $r = 1$ case of the right formula of Proposition 6.11 has recently appeared in [26] giving a simple link between overpartitions and representations as sums of squares:

\[ p(n) = \sum_{j=0}^{n} (-1)^{n-j} \binom{n+1}{j+1} N_j(n). \]  \hfill (6.30)

There are formulas for $\sigma(n) + \omega_2(n)$ of the same kind as (6.29), (see (6.35)). An example of a convolution identity here is

\[ r(\sigma(n) + \omega_2(n)) = \sum_{j=1}^{n} (-1)^{j-1} j \cdot N_r(j) \cdot p_r(n-j), \]  \hfill (6.31)

from (5.7).

Next, take $\psi(q) := \sum_{n=0}^{\infty} q^{n(n+1)/2}$ with

\[ \frac{1}{\psi(-q)} = \prod_{j=1}^{\infty} \frac{1 + q^{2j-1}}{1 - q^{2j}} = \prod_{j=1}^{\infty} \frac{1}{(1-q^j)(1-q^{2j-1})} = \prod_{j \geq 1, j \not\equiv 2 \mod 4} \frac{1}{1-q^j}. \]

Let $\hat{p}(n)$ be the number of partitions of $n$ where no parts have size $\equiv 2 \mod 4$, and recall $\omega_r(n)$ defined after (6.20). Then similarly to Example 6.9 we find the symmetric triple:

**Example 6.12 (Triangular numbers)**

\[ e_n = \begin{cases} 1 & \text{if } n = \frac{m(m+1)}{2}; \\ 0 & \text{otherwise}, \end{cases} \quad h_n = \hat{p}(n), \quad p_n = \sigma(n) + \omega_2(n) - \omega_4(n). \]  \hfill (6.32)

Raising this to the power $r$, write

\[ \psi(q)^r = \sum_{n=0}^{\infty} \Delta_r(n) q^n, \quad \prod_{j \geq 1, j \not\equiv 2 \mod 4} \frac{1}{(1-q^j)^r} = \sum_{n=0}^{\infty} \hat{p}_r(n) q^n. \]  \hfill (6.33)

When $r$ is a positive integer, $\Delta_r(n)$ is the number of ways to express $n$ as a sum of triangular numbers (including the order of the numbers), while $\hat{p}_r(n)$ gives an $r$-colored version of $\hat{p}(n)$.

**Example 6.13 (Representations as sums of triangular numbers)**

\[ e_n = \Delta_r(n), \quad h_n = \hat{p}_r(n), \quad p_n = r(\sigma(n) + \omega_2(n) - \omega_4(n)). \]  \hfill (6.34)

**Discussion** Analogs of all the identities we saw for Example 6.10 are available here too. For example

\[ r(\sigma(n) + \omega_2(n) - \omega_4(n)) = \sum_{j=1}^{n} \frac{(-1)^{n-j}}{j} \binom{n}{j} \Delta_j(n), \]  \hfill (6.35)

and this one, for $r = 1$, is equivalent to the main result in [25]. Several of Jha’s recent papers can be organized and understood by referring to Examples 6.5, 6.10 and 6.13. It is also interesting to consider generalizations of the last examples, where the squares and triangular numbers are replaced by other sets of integers $S$. \hfill \blacklozenge
6.4 Further identities

We may give a De Moivre polynomial version of the $q$-binomial theorem. Utilizing (6.8) shows that

$$\log \frac{(az;q)_\infty}{(z;q)_\infty} = \sum_{m=1}^\infty \frac{1-a^m}{m(1-q^m)} z^m,$$

and so Theorem 6.1 is equivalent to

$$\sum_{k=0}^m \frac{1}{k!} A_{m,k} \left( \frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \ldots \right) = \frac{(a;q)_m}{(q;q)_m}. \quad (6.36)$$

Special cases of this are, for $m \geq 0$,

$$\sum_{k=0}^m \frac{1}{k!} A_{m,k} \left( \frac{1}{1}, l \right) = 1, \quad (6.37)$$

$$\sum_{k=0}^m \frac{1}{k!} A_{m,k} \left( \frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \ldots \right) = 1 - a \quad (m \geq 1), \quad (6.38)$$

$$\sum_{k=0}^m \frac{1}{k!} A_{m,k} \left( \frac{1}{1}, \frac{1}{2}, \frac{1}{3}, \ldots \right) = \frac{1}{(q;q)_m}. \quad (6.39)$$

where (6.37) is a result of Cauchy and (6.38) is [31, Eq. (11)]. The right side of (6.39) is the generating function for partitions into at most $m$ parts and MacMahon used (6.39) to simplify expressions for them [29, Vol. 2, p. 62]. Similar identities to (6.37) arise from the following symmetric triple, as in [30, Ex. 13].

**Example 6.14 (Schur’s identity and generalizations)** For $r$ a positive integer,

$$\left( \frac{(1+t)^r}{1-(1-t)^r} - \frac{r}{1-t} - \frac{rt^{-1}}{1-t^r} \right) \quad \text{with} \quad p_n = \begin{cases} 0 & \text{if } r \mid n; \\ r & \text{if } r \nmid n. \end{cases}$$

**Discussion** The binomial theorem implies for $n \geq 1$

$$e_n = (-1)^{\lfloor n/r \rfloor} \left( \begin{array}{c} r \\ n - r \lfloor n/r \rfloor \end{array} \right) + \begin{cases} (-1)^{n-r} & \text{if } r \mid n; \\ 0 & \text{if } r \nmid n, \end{cases} \quad h_n = \begin{array}{c} \binom{n+r-1}{r-1} - \binom{n-1}{r-1} \end{array}. \quad (6.40)$$

By the transition formula $h_k \leftrightarrow p_k$,

$$\sum_{k=0}^n \frac{r^k}{k!} A_{n,k} \left( \frac{1}{1}, \frac{1}{2}, \ldots, \frac{1}{r-1}, 0, \frac{1}{r+1}, \ldots \right) = \binom{n+r-1}{r-1} - \binom{n-1}{r-1}, \quad (6.41)$$

where the entries in $A_{n,k}$ at a multiple of $r$ are set to zero. Formula (6.41) is due to Morris, [31, Eq. (13)], generalizing the $r = 2$ case which is an identity of Schur:

$$\sum_{k=0}^n \frac{r^k}{k!} A_{n,k} \left( \frac{1}{1}, 0, \frac{1}{3}, 0, \frac{1}{5}, 0, \ldots \right) = 2, \quad (n \geq 1). \quad \Box$$

For another interesting case with rational functions, take $E(t)$ to be a quadratic polynomial.
Then they can be replaced by $p_n$. The formulas for $h_n$ and $p_n$ give the usual basis for Lucas sequences: any sequence $\ell_n$ satisfying the recursion $\ell_{n+1} = \alpha \ell_n - \beta \ell_{n-1}$ must equal $A \cdot h_n + B \cdot p_{n+1}$ for some fixed $A$ and $B$. Initial conditions for $h_n$ and $p_n$ can be taken to be $h_{-1} = 0$, $h_0 = 1$, $p_0 = 2$ and $p_1 = \alpha$. The general theory is described in [10, Sect. 7.5].

By the $h_n \leftrightarrow e_n$ transition formula,

$$h_n = \sum_{k=0}^{n} (-1)^{n-k} A_n k(\alpha, \beta, 0, 0, \ldots) = \sum_{k=0}^{n} \binom{k}{n-k} a^{2k-n}(-\beta)^{n-k},$$

with a similar formula for $p_n$. See [41, Ex. 15] for more on the divisibility of such sequences. \hfill \square

Chebyshev polynomials of the first and second kind, $T_n(x)$ and $U_n(x)$ respectively, appear in the special case $\alpha = 2x$, $\beta = 1$ of Example 6.15. See also [34, Sect. 6.2] and [33, Exer. 3.16].

**Example 6.16 (Chebyshev polynomials $T_n(x)$, $U_n(x)$)**

$$E(t) = 1 + 2xt + t^2, \quad h_n = U_n(x), \quad p_n = 2T_n(x).$$

### 7 Compositional inverses

Let $f(t)$ be a formal power series with a constant term $c$ that is invertible in our ring of coefficients $R$. Though $f(t)$ may not have a compositional inverse, $F(t) := tf(t)$ must have one: $G(x) = F(x)^{-1}$ so that $G(x) = t \iff F(t) = x$. See [34, Prop. 3.6], for example. Then $f^*(t) := G(t)/t$ is a power series with constant term $1/c$. Following [30, Ex. 24], this defines the $*$ operation on power series with invertible constant terms:

$$f^*(t) := (tf(t))^{-1}/t. \quad (7.1)$$

If $(E(t), H(t), P(t))$ is a symmetric triple, then $H^*(t)$ is a series with constant term 1 and we obtain the ‘starred’ symmetric triple

$$(E, H, P)^* = (E^*(t), H^*(t), P^*(t)) \quad \text{ for } E^*(t) := \frac{1}{H^*(-t)}, \quad P^*(t) := \frac{d}{dt} \log H^*(t). \quad (7.2)$$

Writing the coefficients of the series in (7.2) as $e_n^*$, $h_n^*$ and $p_n^*$, we find, as the special case $\alpha = \beta = -1$ of Corollary 8.4, the remarkably similar formulas for $n \geq 1$:

$$(-1)^{n-1} e_n^* = [t^n] \frac{H(t)^{-n-1}}{n-1}, \quad h_n^* = [t^n] \frac{H(t)^{-n+1}}{n+1}, \quad p_n^* = [t^n] \frac{H(t)^{-n}}{n}. \quad (7.3)$$

Applying the $*$ operation again also shows that

$$(-1)^{n-1} e_n^* = [t^n] \frac{H^*(t)^{-n-1}}{n-1}, \quad h_n^* = [t^n] \frac{H^*(t)^{-n+1}}{n+1}, \quad p_n^* = [t^n] \frac{H^*(t)^{-n}}{n}. \quad (7.4)$$

The formulas for $e_1^*$ and $e_1$ above should be interpreted using (8.2). More simply, with (4.4) they can be replaced by $h_1^*$ and $l_1$ respectively.
Then (7.3) can be used to relate \( e_n^*, h_n^* \) and \( p_n^* \) back to the original \( e_n, h_n \) and \( p_n \). To do this, express \( H \) in terms of \( E \) or \( P \) as in the proof of Theorem 3.2 and then expand using Proposition 2.1. This yields the following, as a De Moivre polynomial version of [30, Ex. 24].

**Proposition 7.1** For \( n \geq 1 \),

\[
e_n^* = -\frac{1}{n-1} \sum_{k=0}^{n} \binom{n-1}{k} A_{n,k}(e_1, e_2, \ldots), \quad h_n^* = \frac{1}{n+1} \sum_{k=0}^{n} \binom{-n-1}{k} A_{n,k}(h_1, h_2, \ldots),
\]

\[
p_n^* = \sum_{k=0}^{n} (-1)^{n-k} A_{n,k} \left( \frac{p_1}{1}, \frac{p_2}{2}, \ldots \right).
\]

**Example 7.2 (The logarithm)**

\[
\left( \frac{t}{\log(1+t)} \right) \left( \frac{-\log(1-t)}{-t} \right) = \frac{1}{t} - \frac{1}{(1-t)\log(1-t)},
\]

with

\[
e_n = \int_0^1 \frac{x^n}{1 + e^x} \, dx, \quad h_n = \frac{1}{n+1}, \quad p_n = (-1)^n \int_0^1 \frac{(-x)^n}{n} \, dx.
\]

**Discussion** This example comes from applying (4.5) to the Bernoulli Example 5.11, so that \( H(t) \) becomes \( (e^{-t} - 1)/(-t) \), and then applying the * operation to find \( H^*(t) = -\log(1-t)/t \) directly. The formulas for \( e_n \) and \( p_n \) are stated in [13, p. 293] and a nice exercise.

We may set \( C_n^- := n!e_n \) and \( C_n^+ := n!p_n \) where the signs indicate the falling and rising factorials in (7.5). Among other names, \( C_n^- \) and \( C_n^+ \) are known as *Cauchy numbers* [7] has more information about them and their history. The transition formulas give the simple identities

\[
C_n^- = n! \sum_{k=0}^{n} (-1)^{n-k} A_{n,k} \left( \frac{1}{2}, \frac{1}{3}, \ldots \right), \quad C_n^+ = n! \sum_{k=1}^{n} (-1)^{k-1} A_{n,k} \left( \frac{1}{2}, \frac{1}{3}, \ldots \right),
\]

which may also be written with Stirling cycle numbers using (2.20). We will later see the Nörlund polynomial expressions

\[
C_n^- = -\frac{1}{n-1} B_n^{(n-1)}, \quad C_n^+ = (-1)^n B_n^{(n)}.
\]

**Example 7.3 (Tangent, inverse)**

\[
\left( \frac{t}{\arctan t} \right) \left( \frac{\arctan t}{t} \right) = \frac{-1}{t} + \frac{1}{(1+t^2) \arctan t},
\]

after applying * to Example 5.16, with \( h_{2n} = (-1)^n/(2n+1) \) and \( h_{2n-1} = 0 \).

**Example 7.4 (Hermite polynomial, inverse)** For \( n \geq 1 \),

\[
e_n = -\frac{\mathcal{H}_n (ix\sqrt{n-1})}{(n-1)^{1-n/2}i!n!}, \quad h_n = \frac{\mathcal{H}_n (ix\sqrt{n+1})}{(n+1)^{1-n/2}(-i)!n!}, \quad p_n = \frac{\mathcal{H}_n (ix\sqrt{n})}{n^{1-n/2}(-i)^n n!}.
\]
Discussion (To find $e_1$ use $h_1$ instead, as $e_1 = h_1$.) This is the result of applying $*$ to Example 5.10. Letting $t \to i\sqrt{\alpha}t$ and $x \to i\sqrt{\alpha}x$ for $\alpha \geq 0$ means

$$e^{2xt-i^2} = \sum_{n=0}^{\infty} \frac{\mathcal{H}_n(x)}{n!} t^n \implies [t^n]e^{-\alpha(2xt-i^2)} = (i\sqrt{\alpha})^n \frac{\mathcal{H}_n(ix\sqrt{\alpha})}{n!},$$

and we can explicitly compute (7.3) for $H(t) = e^{2xt-i^2}$ to give (7.8).

\[ \square \]

8 Combining powers and inverses of series

8.1 General series

The results in this section were inspired by Example 25 of [30] as well as the generalized series in [20, Sect. 5.4].

Definition 8.1 Let $\rho(t) = 1 + \rho_1 t + \rho_2 t^2 + \cdots$ be a power series and write $D_n(\alpha) := [t^n]\rho(t)^n$. For all $\alpha$, define the general series associated to $\rho$ as

$$Q_{\rho,\alpha}(t) := Q_\alpha(t) := 1 + \sum_{n=1}^{\infty} \frac{D_n(\alpha n + 1)}{\alpha n + 1} t^n. \quad (8.1)$$

Clearly $Q_{\alpha}(t) = \rho(t)$. Note that $\rho(t)$ and $Q_{\alpha}(t)$ are formal power series for now and we may not have convergence for any $t$. The denominator $\alpha n + 1$ can be zero in (8.1) without causing an issue: for $n \geq 1$,

$$D_n(\beta) = \sum_{k=1}^{n} \binom{\beta}{k} A_{n,k}(\rho_1, \rho_2, \ldots) = \beta \sum_{k=1}^{n} \frac{1}{k} \binom{\beta-1}{k-1} A_{n,k}(\rho_1, \rho_2, \ldots) \quad (8.2)$$

so that $D_n(\beta)/\beta$ is well-defined for all $\beta$ when $n \geq 1$.

Some remarkable properties of these general series are given next. Recall the $*$ operation from (7.1), related to the compositional inverse.

Theorem 8.2 Let $Q_{\alpha}(t) = Q_{\rho,\alpha}(t)$ be the general series associated to a power series $\rho$ with constant term 1. Then it satisfies

$$Q_{\alpha}(t) = \rho(t Q_{\alpha}(t)^\alpha). \quad (8.3)$$

For all $\alpha$ and $\beta$ we have

$$Q_{\alpha}(t)^\beta = 1 + \sum_{n=1}^{\infty} \frac{\beta}{\alpha n + \beta} D_n(\alpha n + \beta) \cdot t^n, \quad (8.4)$$

$$Q_{\alpha}(t)^\beta \left( 1 + \alpha t \frac{Q_{\alpha}'(t)}{Q_{\alpha}(t)} \right) = 1 + \sum_{n=1}^{\infty} D_n(\alpha n + \beta) \cdot t^n, \quad (8.5)$$

$$(Q_{\alpha}(t)^\beta)^* = Q_{\alpha-\beta}(t)^{-\beta}. \quad (8.6)$$

Corollary 8.3 Let $\rho(t)$ be a power series with constant term 1. The two-parameter family $Q_{\rho,\alpha}(t)^\beta$ contains all possible series obtained from $\rho(t)$ by repeatedly taking powers and applying the $*$ operator.

For example, with $Q_{\alpha} = Q_{\rho,\alpha}$,

$$\rho = Q_0, \quad \rho^\beta = Q_0^\beta, \quad \rho^* = Q_{-1}^\beta \quad (\rho^\beta)^* = Q_{-\beta}^\beta \quad (((\rho^\beta)^*)^\alpha)^* = Q_{\beta(\alpha-1)}^\beta. \quad (8.7)$$
Corollary 8.4 Let \( \rho(t) \) be a power series with associated general series \( Q_\alpha(t) \). Then

\[
(Q_\alpha(-t)^{-\beta}, Q_\alpha(t)^{\beta}, \beta Q'_\alpha(t)/Q_\alpha(t))
\]
is a symmetric triple, and for \( n \geq 1 \),

\[
e_n = \frac{(-1)^n(-\beta)}{an - \beta} D_n(an - \beta), \quad h_n = \frac{\beta}{an + \beta} D_n(an + \beta), \quad p_n = \frac{\beta}{\alpha} D_n(an).
\]

\[ (8.8) \]

Proof The formulas in (8.8) come from (8.4) and (8.5).

8.2 Lagrange inversion and the proof of Theorem 8.2

Theorem 8.5 (Lagrange inversion) Let \( F \) be a formal power series with compositional inverse \( G \) so that \( G(x) = t \iff F(t) = x \). Then for all integers \( n \) and all formal Laurent series \( \phi \), we have

\[
[x^n] \phi(G(x)) = [t^{-1}] \frac{\phi(t)F'(t)}{F(t)^{n+1}}.
\]

(8.9)

This is proved in Theorem 2.1.1 and (2.1.7) of [19]. As explained there, we find another useful form of (8.9) by setting \( \psi(t) := \phi(t)tF'(t)/F(t) \). Then

\[
\psi(G(x)) = \phi(G(x))G(x) \frac{F'(G(x))}{F(G(x))} = \phi(G(x))G(x) xG'(x)
\]

and by \( (8.9) \),

\[
[x^n] \psi(G(x)) = \frac{G'(x)}{G(x)} = [t^{n+1}] \frac{\phi(t)F'(t)}{F(t)^{n+2}} = [t^n] \frac{\psi(t)}{F(t)^{n+1}}.
\]

Writing \( F(t) = tf(t) \), where \( f \) necessarily has a nonzero constant term, gives the versions we will need:

Corollary 8.6 Let \( F \) be a formal power series with compositional inverse \( G \). Write \( F(t) = tf(t) \). Then for all integers \( n \) and all formal Laurent series \( \phi \) and \( \psi \) we have

\[
[x^n] \phi(G(x)) = [t^n] \left( 1 + \frac{f'(t)}{f(t)} \right) \frac{\phi(t)}{f(t)^n}, \quad [x^n] \psi(G(x)) \frac{G'(x)}{G(x)} = [t^{n+1}] \frac{\psi(t)}{f(t)^{n+1}}.
\]

(8.10)

Proof of Theorem 8.2 We will use Corollary 8.6, and in its notation write \( f(t) := \rho(t)^{-\alpha} \) with \( G \) the compositional inverse of \( F(t) = tf(t) \). Therefore \( F(G(t)) = t \) implies

\[
G(t) \cdot \rho(G(t))^{-\alpha} = t.
\]

(8.11)

Set \( Q_\alpha(t) \) to be \( \rho(G(t)) \) and we will see that this agrees with Definition 8.1. First note that (8.11) implies (8.3). Applying Corollary 8.6 with \( \phi(t) = \rho(t)^{-\alpha} \) and \( f(x) = \rho(x)^{-\alpha} \) gives

\[
[t^n] Q_\alpha(t)^{\beta} = [t^n] \left( 1 + \frac{f'(t)}{f(t)} \right) \frac{\rho(t)^{an+\beta}}{f(t)^n} = [t^n] \left( \rho(t)^{an+\beta} - \alpha t \rho'(t) \rho(t)^{an+\beta-1} \right).
\]

This equals

\[
[t^n] \left( 1 + \frac{\alpha}{an + \beta} \right) \rho(t)^{an+\beta} - \frac{\alpha}{an + \beta} \frac{d}{dt} (t \rho(t)^{an+\beta})
\]

\[
= \left( 1 + \frac{\alpha}{an + \beta} \right) D_n(an + \beta) - \frac{\alpha(n+1)}{an + \beta} D_n(an + \beta) = \frac{\beta}{an + \beta} D_n(an + \beta).
\]

Therefore (8.4) is true and for \( \beta = 1 \) we see that \( Q_\alpha(t) \) matches our original definition in (8.1).
From (8.11),

\[ G(t) = t Q_\alpha(t)^\alpha \quad \text{and hence} \quad t \frac{G'(t)}{G(t)} = 1 + \alpha t \frac{Q_\alpha'(t)}{Q_\alpha(t)}. \]

Therefore

\[ [t^n] Q_\alpha(t)^\beta \left( 1 + \alpha t \frac{Q_\alpha'(t)}{Q_\alpha(t)} \right) = [t^n] Q_\alpha(t)^\beta \frac{G'(t)}{G(t)} = [t^n-1] \rho(G(t))^\beta \frac{G'(t)}{G(t)} \]

and applying Corollary 8.6 with \( \psi(t) = \rho(t)^\beta \) and \( f(x) = \rho(x)^{-\alpha} \) gives (8.5) directly.

To prove (8.6), write \( G_{\alpha}(t) \) for the compositional inverse of \( F_{\alpha}(t) := t \rho(t)^{\alpha} \). As in (8.11),

\[ G_{\alpha}(t) \cdot \rho(G_{\alpha}(t))^{\alpha} = t. \quad (8.12) \]

From the definition of \( Q_\alpha(t) \) and (8.12),

\[ t Q_\alpha(t)^\beta = t \rho(G_{-\alpha}(t))^\beta = G_{-\alpha}(t) \cdot \rho(G_{-\alpha}(t))^{-\alpha} \cdot \rho(G_{-\alpha}(t))^\beta = F_{\beta-\alpha}(G_{-\alpha}(t)). \quad (8.13) \]

For (8.6) we need the compositional inverse of (8.13):

\[ t \left( Q_{\alpha}(t)^{\beta} \right)^* = F_{-\alpha}(G_{\beta-\alpha}(t)) = G_{\beta-\alpha}(t) \rho(G_{\beta-\alpha}(t))^{-\alpha} \]

\[ = t \rho(G_{\beta-\alpha}(t))^{\alpha-\beta} \rho(G_{\beta-\alpha}(t))^{-\alpha} = t \rho(G_{\beta-\alpha}(t))^{-\beta}. \]

Comparing this with the leftmost equality in (8.13) completes the proof of (8.6). \[ \square \]

Note that by (8.11) and the definition of \( G \), the general series associated to \( \rho \) satisfies

\[ Q_\alpha(t) = \rho \left( (\rho(t)^{-\alpha})^\alpha \right) = \left( (\rho(t)^{-\alpha})^\alpha \right)^{1/\alpha}. \]

9 Further examples of symmetric triples

9.1 Binomial, exponential and Bernoulli generalizations

The simplest example of Theorem 8.2 (besides \( \rho(t) = 1 \)) is \( \rho(t) = 1 + t \). In that case \( D_{\alpha}(\alpha) = \binom{\alpha}{n} \). The series \( B_{\alpha}(t) := Q_{\rho(t)}(t) \) is called a generalized binomial series in [20, Eq. (5.60)]. Its properties were first developed by Lambert in the 1750s and Theorem 8.2 tells us it satisfies

\[
\begin{align*}
    B_{\alpha}(t) &= 1 + t B_{\alpha}(t)^{\alpha}, \\
    B_{\alpha}(t)^{\beta} &= 1 + \sum_{n=1}^{\infty} \frac{\beta}{\alpha n + \beta} \binom{\alpha n + \beta}{n} t^n.
\end{align*}
\]

Then Corollary 8.4 provides the corresponding symmetric triple, generalizing Example 4.3:

**Example 9.1 (General binomial)**

\[
\begin{align*}
    e_n &= \frac{\beta}{(1-\alpha)n + \beta} \binom{(1-\alpha)n + \beta}{n}, \quad h_n = \frac{\beta}{\alpha n + \beta} \binom{\alpha n + \beta}{n}, \quad p_n = \frac{\beta}{\alpha} \binom{\alpha n}{n}.
\end{align*}
\]

This is [30, Ex. 25(a)]. The \( \alpha \) and \( \beta \) in (9.3) are arbitrary, and specializing them to \( \alpha = 2 \), \( \beta = 1 \), for example, gives a symmetric triple for the Catalan numbers \( C_n := \binom{2n}{n}/(n + 1) \).
Example 9.2 (Catalan numbers) For \( n \geq 1 \),
\[
e_n = (-1)^{n-1}C_{n-1}, \quad h_n = C_n, \quad p_n = \frac{n+1}{2}C_n.
\]

Discussion The \( h_n \leftrightarrow p_n \) transition formula implies the recursion
\[
C_n = \sum_{k=0}^{n} \frac{1}{2^kk!}A_{n,k}\left(2C_1 - \frac{3C_2}{2} - 4C_3 - \frac{5C_4}{4} - \cdots \right).
\]

Solving (9.1) in this case gives the familiar generating function
\[
B_2(t) = \frac{1 - \sqrt{1 - 4t}}{2t} = \sum_{n=0}^{\infty} C_nt^n.
\]

See [20, p. 203], [19, §§2.3, 3.3, 3.4] for many closely related series. \( \square \)

The next simplest case has \( \rho(t) = e^t \) and \( D_n(\alpha) = \alpha^n/n! \). Following [20, Eq. (5.60)] again, \( E_\alpha(t) = Q_{\rho,\alpha}(t) \) is called a generalized exponential series. Theorem 8.2 shows
\[
E_\alpha(t) = e^{E_\alpha(t)} = \sum_{n=0}^{\infty} \frac{(\alpha + \beta)^{n-1}}{n!}t^n.
\]

The Lambert \( W \) function \( W(t) \) and the tree function \( T(t) \) (see [19, Sect. 3.2]) can be recognized here from (9.7):
\[
W(t)e^{W(t)} = t, \quad T(t)e^{-T(t)} = t \quad \Longrightarrow \quad W(t) = tE_1(-t), \quad T(t) = tE_1(t).
\]

Corollary 8.4 gives the following symmetric triple, generalizing Example 5.9.

Example 9.3 (General exponential)
\[
e_n = \frac{(\alpha + \beta)^{n-1}}{n!}, \quad h_n = \frac{(\alpha + \beta)^{n-1}}{n!}, \quad p_n = \frac{(\alpha + \beta)^{n-1}}{(n-1)!}.
\]

Discussion This is [30, Exs. 14, 25(b)]. Special cases of (9.10) are, (see (8.7)),
\[
(e^t, e^t, 1) \quad \text{when} \quad \alpha = 0, \beta = 1,
\]
\[
(e^{xt}, e^{xt}, x) \quad \text{when} \quad \alpha = 0, \beta = x,
\]
\[
(e^{xt}, e^{xt}, x) \quad \text{when} \quad \alpha = -x, \beta = -x.
\]

The convolution identity (5.7) gives
\[
(\alpha(n+1))^n = \sum_{j=0}^{n} \binom{n}{j} \beta(\beta + \alpha)^{j-1}(\alpha(n+1) - \beta - \alpha)^{n-j}
\]

\[\text{here, which is a special case of Abel's 1826 generalization of the binomial theorem [13, p. 128].} \quad \square\]

Taking \( \rho(t) = t/(e^t - 1) \) in Theorem 8.2 has \( D_n(\alpha) = B_n^{(\alpha)}/n! \), recalling the Nörlund polynomials \( B_n^{(\alpha)} \) with generating function
\[
\left( \frac{t}{e^t - 1} \right)^z = \sum_{n=0}^{\infty} B_n^{(\alpha)} \frac{t^n}{n!}.
\]
We may describe \( U_\alpha(t) := Q_{p,\alpha}(t) \) as a generalized Bernoulli series, and Theorem 8.2 implies
\[
e^t U_\alpha(t)^r = 1 + t \cdot U_\alpha(t)^{r-1},
\]
\[
U_\alpha(t) = 1 + \sum_{n=1}^{\infty} \beta \frac{B_n(\alpha n + \beta)}{n!} t^n.
\]

Then \( U_\alpha(t) \) is related to the series \( S_\alpha(t) \) in [20, p. 272] by \( U_\alpha(t) = S_\alpha(-t) \). The associated symmetric triple from Corollary 8.4 generalizes Examples 5.11, 7.2 involving Bernoulli numbers and logarithms:

**Example 9.4** (General Bernoulli)
\[
e_n = (-1)^n \frac{(\alpha - \beta) B_n(\alpha n - \beta)}{n! \alpha n - \beta}, \quad h_n = \frac{\beta B_n(\alpha n)}{n! \alpha n + \beta}, \quad p_n = \frac{\beta B_n(\alpha n)}{n! \alpha}.
\]

The general series \( B_\alpha(t), E_\alpha(t) \) and \( U_\alpha(t) \) have been treated formally so far. We show next that they converge for small enough \( t \).

**Proposition 9.5** Let \( \alpha, \beta \) and \( t \) be any complex numbers. The series (9.2) and (9.14) for \( B_\alpha(t)^n \) and \( U_\alpha(t)^n \) converge absolutely for \(|t| < 2^{-|\alpha|} \). The series (9.8) for \( E_\alpha(t)^n \) converges absolutely for \(|t| < 1/(e|\alpha|) \).

**Proof** Take \( r \) and \( \varepsilon \) to be real numbers with \( r \geq 0 \) and \( |\varepsilon| < 1 \). Then
\[
(1 - \varepsilon)^{-r} = \sum_{k=0}^{\infty} \binom{-r}{k} (-\varepsilon)^k = \sum_{k=0}^{\infty} \binom{k + r - 1}{k} \varepsilon^k
\]
and \( \binom{k + r - 1}{k} \geq 0 \). Setting \( \varepsilon = 1/2 \) shows
\[
\sum_{k=0}^{n} \binom{k + r - 1}{k} \frac{1}{2^k} \leq 2^r \quad \text{and} \quad \binom{n + r - 1}{n} \leq 2^{n+r}.
\]

Since we easily have \( |\binom{k}{n}| \leq \binom{k}{n} \) for all \( z \in \mathbb{C} \), it follows from the right bound in (9.16) that
\[
\left| \frac{\beta}{\alpha n + \beta} \right| \left( \frac{\alpha n + \beta}{n} \right) \leq 2^{n+|\alpha n + \beta|}
\]
and this gives the desired domain of convergence for \( B_\alpha(t)^n \).

Looking ahead to (9.18), we may apply the bound \( |A_{n,k}(1/2!, 1/3!, \ldots)| \leq 2^{n-k} \) from Lemma 2.2 of [34], along with the left bound in (9.16), to see that
\[
\left| \frac{B_n(\alpha n + \beta)}{\alpha n + \beta n!} \right| \leq \sum_{k=0}^{n} \binom{k + |\alpha n + \beta| - 1}{k} 2^{n-k} \leq 2^{n+|\alpha n + \beta|}.
\]

Lastly, a routine application of Stirling’s formula gives the convergence for \( E_\alpha(t)^n \).

The radius of convergence we gave for \( E_\alpha(t)^n \) is exact by the ratio test (with convergence in all of \( \mathbb{C} \) when \( \alpha = 0 \)). It would be interesting to find the exact radii of convergence in the other two cases, and if the functions can be continued past that.

General series associated to the partition and representation series in (6.10), (6.26) and (6.33) may also be constructed, along with their symmetric triples.
9.2 Nörlund polynomials

To get a better understanding of Example 9.4 we next look at the Nörlund polynomials in detail. Expanding \( \rho(t) \) and its reciprocal in (9.12) and then applying (2.6) finds

\[
\frac{B_{n}^{(z)}}{n!} = \sum_{k=0}^{n} \binom{z}{k} A_{n,k} \left( \frac{B_{1}}{1!}, \frac{B_{2}}{2!}, \frac{B_{3}}{3!}, \ldots \right)
\]

(9.17)

\[
= \sum_{k=0}^{n} \binom{-z}{k} A_{n,k} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right),
\]

(9.18)

making \( B_{n}^{(z)} \) a polynomial in \( z \) of degree \( n \) with rational coefficients. For small \( n \):

| \( n \) | 0 | 1 | 2 | 3 | 4 |
|-------|---|---|---|---|---|
| \(-2n^{2}B_{n}^{(z)}\) | 1 | \( z \) | \( z^2 - \frac{z}{3} \) | \( z^3 - z^2 \) | \( z^4 - 2z^3 + \frac{z^2}{3} + \frac{z}{15} \) |

They are closely related to the Stirling polynomials \( \sigma_n(z) \) of [20, Eq. (6.45)] with \(-1)^n B_n^{(z)} = n! \sigma_n(z)\). The recursion

\[
zB_{n}^{(z+1)} = (z - n)B_{n}^{(z)} - zB_{n-1}^{(z)},
\]

(9.19)

as in [10, p. 329], comes from differentiating (9.12).

The next formula for \( B_{n}^{(z)} \) is similar to (9.17) and (9.18) but relates to the logarithm. For this, note that

\[
\mathcal{U}_0(t) = \rho(t) = \frac{t}{e^t - 1} \implies \mathcal{U}_0(t)^{-1} = \frac{e^t - 1}{t} \implies (\mathcal{U}_0(t)^{-1})^\alpha = \mathcal{U}_1(t) = \frac{\log(1 + t)}{t}
\]

(9.20)

\[
\implies \mathcal{U}_1(t)^\beta = \left( \frac{\log(1 + t)}{t} \right)^\beta.
\]

Hence (9.14) provides

\[
\left( \frac{\log(1 + t)}{t} \right)^z = \sum_{n=0}^{\infty} \frac{z}{n+z} \frac{B_{n+z}^{(n+z)} t^n}{n!},
\]

(9.21)

and then, expanding the left side with (2.6),

\[
\frac{B_{n+z}^{(n+z)}}{n!} = (-1)^n \frac{n+z}{z} \sum_{k=0}^{n} \binom{z}{k} A_{n,k} \left( \frac{1}{2!}, \frac{1}{3!}, \frac{1}{4!}, \ldots \right).
\]

(9.22)

We also see from (9.20) that the logarithmic triple in Example 7.2 is just the case \( \alpha = \beta = 1 \) of Example 9.15 with \( t \to -t \). The formulas (7.7) for the Cauchy numbers follow.

The Nörlund polynomials are also related to the Stirling numbers. For integers \( m, k \geq 0 \)

\[
\binom{m+k}{k} = \binom{m+k}{m} B_{m}^{(-k)}, \quad \binom{m+k}{m} = \binom{-k}{m} B_{m}^{(m+k)},
\]

(9.23)

where the left identity comes from comparing (2.14) and (9.12), while the right one comes from comparing (2.15) and (9.21). The right sides of both identities in (9.23) are degree \( 2m \) polynomials in \( k \), allowing us to extend the Stirling number definitions. Inserting our formulas (9.17), (9.18) and (9.22) into (9.23) recovers Kramp’s identities (5.8) and (5.9) in two cases.
Now \( B_m^{(k)} \) may be given explicitly in different ranges of \( k \in \mathbb{Z} \). For \( k \) close to \( m \) we have

\[
B_m^{(m-1)} = -(m-1)C_m^m, \quad B_m^{(m)} = (-1)^m C_m^m, \quad B_m^{(m+1)} = (-1)^m, \quad B_m^{(m+2)} = (-1)^m H_{m+1}, \quad B_m^{(m+3)} = H_{m+2}^2 - H_{m+2}^{(2)} \tag{9.24}
\]

by (7.7), (9.23) and the Stirling cycle number formulas (5.21), (5.26) and (5.27). For \( k \) close to 0 we have

\[
B_m^{(1)} = B_m, \quad B_m^{(2)} = (1-m)B_m - mB_{m-1}, \tag{9.26}
\]

\[
B_m^{(0)} = \delta_{m,0}, \quad B_m^{(-1)} = \frac{1}{(m+1)!}, \quad B_m^{(-2)} = \frac{2^{m+2} - 2}{(m+2)!}, \tag{9.27}
\]

with (9.27) following from (9.23) and the Stirling subset number formula (2.21). The first identity in (9.26) is clear from (9.12); apply the recursion (9.19) for the second.

The following two examples are cases of Example 9.4. The first has \( \alpha = 0, \beta = 2 \) corresponding to the square of Example 5.11. The second has \( \alpha = 1, \beta = 2 \) corresponding to the square of Example 7.2.

**Example 9.6** (Bernoulli numbers, squared)

\[
e_n = (-1)^n \frac{2^{n+2} - 2}{(n+2)!}, \quad h_n = \frac{(1-n)B_n - nB_{n-1}}{n!}, \quad p_n = (-1)^{n-1} \frac{2B_n}{n!}. \tag{9.28}
\]

**Example 9.7** (Logarithms, squared)

\[
e_n = (-1)^{n-1} \frac{2}{n-2} \frac{B_n^{(n-2)}}{n!}, \quad h_n = (-1)^n \frac{2}{n+2} H_{n+1}, \quad p_n = \frac{2C_n}{n!}. \tag{9.29}
\]

### 9.3 Special values of De Moivre polynomials

It is useful to be able to simplify De Moivre polynomials and, in particular, know when they can be evaluated explicitly. Clearly

\[
A_{m+k,k} (a_0, a_1, a_2, \ldots) = b_m \iff [x^m] \left(a_0 + a_1 x + a_2 x^2 + \cdots \right)^k = b_m, \tag{9.29}
\]

for \( m, k \geq 0 \), and so we are looking for power series whose powers are known. Simple examples are

\[
(1 + x)^{\beta k} = (1 + x)^{\delta k}, \quad (e^{\beta x})^k = e^{\delta k x}
\]

for \( \beta \) any complex number or indeterminate, giving

\[
A_{m+k,k} \left( \begin{pmatrix} \beta \\
0 \\
1 \\
2 \\
\vdots 
\end{pmatrix} \right) = \begin{pmatrix} \beta k \\
m 
\end{pmatrix}, \quad A_{m+k,k} \left( \begin{pmatrix} \beta^0 \\
0! \\
\beta^1 \\
1! \\
\beta^2 \\
2! \\
\vdots 
\end{pmatrix} \right) = \frac{(\beta k)^m}{m!}. \tag{9.30}
\]

Our work in Sects. 9.1, 9.2 shows more possibilities. From the generalized exponential series \( E_k(t) \) in (9.8),

\[
A_{m+k,k} \left( \begin{pmatrix} 1, \beta \\
1! \\
2! \\
3! \\
\beta^3 \\
4! \\
\vdots 
\end{pmatrix} \right) = (m + k)^{m-1} \frac{k^\beta}{k!}, \tag{9.31}
\]

for arbitrary \( \alpha \) and \( \beta \). The case \( \alpha = \beta = 1 \) is

\[
A_{m+k,k} \left( \begin{pmatrix} 1 \\
1! \\
2! \\
3! \\
4! \\
\vdots 
\end{pmatrix} \right) = (m + k)^{m-1} \frac{k}{m!}, \tag{9.32}
\]
valid for \( m, k \geq 0 \) and not both 0. This is equivalent to an identity on p. 89 of [12].

From the generalized binomial series \( B_\alpha(t) \) in (9.2),

\[
A_{m+k,k} \left( 1, \frac{\beta}{\alpha + \beta}, \frac{\alpha + \beta}{1}, \frac{\beta}{2\alpha + \beta}, \frac{3\alpha + \beta}{3} \right) = \frac{\alpha m + \beta k}{\alpha m + \beta k} m!
\]

As we saw in Example 9.2, the case \( \alpha = 2, \beta = 1 \) of this gives the Catalan numbers, so that

\[
A_{m+k,k} (C_0, C_1, C_2, \ldots) = \frac{k}{2m+k} \left( 2m + k \right)
\]

This identity (9.34) is in fact equivalent to Theorem 1.2 of [35] where they also look at variations and applications.

The generalized Bernoulli series \( U_\alpha(t) \) in (9.14) provides

\[
A_{m+k,k} \left( 1, \frac{B_1^{(\alpha + \beta)}}{\alpha + \beta}, \frac{B_2^{(2\alpha + \beta)}}{2\alpha + \beta}, \frac{B_3^{(3\alpha + \beta)}}{3\alpha + \beta} \right) = \frac{B_m^{(am + \beta k)}}{am + \beta k} \frac{\beta k}{m!}
\]

The evaluations in Sect. 9.2 and (9.24)–(9.27) give many explicit cases of this. For example, with \( \alpha = 0 \) and \( \beta = 1, -1, -2 \),

\[
A_{m+k,k} \left( 1, \frac{B_1}{1!}, \frac{B_2}{2!}, \frac{B_3}{3!} \right) = \frac{B_m^{(k)}}{m!}
\]

\[
A_{m+k,k} \left( \frac{1}{1!}, \frac{1}{2!}, \frac{1}{3!} \right) = \frac{k!}{(m+k)!} \left\lfloor \frac{m+k}{k} \right\rfloor
\]

\[
A_{m+k,k} \left( \frac{2^2 - 2}{2!}, \frac{2^3 - 2}{3!}, \frac{2^4 - 2}{4!} \right) = \frac{(2k)!}{(m+2k)!} \left\lfloor \frac{m+2k}{2k} \right\rfloor
\]

For \( \alpha = 1 \) and \( \beta = 1, 2 \),

\[
A_{m+k,k} \left( \frac{1}{1}, \frac{1}{2}, \frac{1}{3} \right) = \frac{k!}{(m+k)!} \left\lfloor \frac{m+k}{k} \right\rfloor
\]

\[
A_{m+k,k} \left( \frac{H_1}{2}, \frac{H_2}{3}, \frac{H_3}{4} \right) = \frac{(2k)!}{2^k(m+2k)!} \left\lfloor \frac{m+2k}{2k} \right\rfloor
\]

The series (6.10), (6.26) and (6.33) may also be used to find similar identities.
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