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Abstract
The spherically symmetric null hypersurfaces in a Schwarzschild spacetime are smooth away from the singularities and foliate the spacetime. We prove the existence of more general foliations by null hypersurfaces without the spherical symmetry condition. In fact we also relax the spherical symmetry of the ambient spacetime and prove a more general result: in a perturbed Schwarzschild spacetime (not necessary being vacuum), nearly round null hypersurfaces can be extended regularly to the past null infinity, thus there exist many foliations by regular null hypersurfaces in the exterior region of a perturbed Schwarzschild black hole. A significant point of the result is that the ambient spacetime metric is not required to be differentiable in all directions.

1 Introduction
The Schwarzschild black hole spacetime is the static spherically symmetric vacuum solution of the Einstein equations. Its metric reads as follows:

$$ds^2 = - \left(1 - \frac{2m}{r}\right) dt^2 + \left(1 - \frac{2m}{r}\right)^{-1} dr^2 + r^2 \left(d\theta^2 + \sin^2 \theta d\phi^2\right).$$

This metric depends on the parameter $m$. The physical meaning of $m$ is the mass of the spacetime. When $m = 0$, it becomes the flat Minkowski metric. At first sight, $r = 0$ and $r = 2m$ look like the values for which the metric is singular. Only $r = 0$ is a true singularity but $r = 2m$ is just a coordinate singularity, which can be resolved by coordinate transformations. This fact is revealed by [5–8, 12, 13]. In the following, we denote $2m$ by $r_0$. 
We employ the following double null coordinate system \( \{ s, s, \theta, \phi \} \) of the Schwarzschild black hole spacetime, where the metric takes the form

\[
g_S = \frac{2(s + r_0)}{r} \exp \frac{s + s + r_0 - r}{r_0} \left( ds \otimes ds + ds \otimes ds \right) + r^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right),
\]

where

\[
(r - r_0) \exp \frac{r}{r_0} = s \exp \frac{s + s + r_0}{r_0}.
\]

In the following, we use \( \hat{\gamma} \) to denote the standard metric \( d\theta^2 + \sin^2 \theta d\phi^2 \) on \( \mathbb{S}^2 \).

We consider a neighbourhood \( \mathcal{M} \) of the incoming null hypersurface \( C_s = 0 \). The general form of a perturbed Schwarzschild metric \( g \) is assumed to be

\[
g = 4\Omega^2 ds \otimes ds + g_{\theta\theta} (d\theta - b^\theta ds)^2 + 2g_{\theta\phi} (d\theta - b^\theta ds) (d\phi - b^\phi ds) + g_{\phi\phi} (d\phi - b^\phi ds)^2,
\]

or in a general double null coordinate system \( \{ s, s, \theta^1, \theta^2 \} \),

\[
g = 2\Omega^2 (ds \otimes ds + ds \otimes ds) + g_{ij} (d\theta^i - b^i ds) \otimes (d\theta^j - b^j ds).
\]

The spacetime is foliated by the incoming null hypersurfaces \( \{ C_s \} \). Each \( C_s \) intersects with \( C_{s=0} \) at spacelike surface \( \Sigma_{s=0} \). By definition \( C_s \) is extended regularly to the past null infinity.

Suppose that \( \Sigma_0 \) is an embedded spacelike surface in \( C_{s=0} \) and \( \mathcal{H} \) is the incoming null hypersurfaces where \( \Sigma_0 \) is embedded in. In general, we donot expect that \( \mathcal{H} \) could be extended regularly to the past null infinity. However, if \( \Sigma_0 \) is a small perturbation of some surface \( \Sigma_{s=0} \), then one could hope that the corresponding null hypersurface \( \mathcal{H} \) is a perturbation of the regular null hypersurface \( C_s \) and also extended regularly to the past null infinity. We confirm the above assertion in this paper.

We consider the strategy to prove that \( \mathcal{H} \) is extended regularly to the past null infinity is as follows.

i. Assume that \( \mathcal{H} \) is parameterised as the graph of a function \( h \) in the double null coordinate system \( \{ s, s, \theta \} \), i.e. \( \mathcal{H} \) is parameterised by the following map

\[
\varphi_h : (s, \theta) \mapsto (s, s, \theta) = (s, h(s, \theta), \theta) \in \mathcal{H}.
\]

Suppose that \( \mathcal{H} \) intersects with \( C_s \) at a spacelike surface \( \Sigma_s \). Define the function \( s_f \) by

\[
s_f (\theta) = h(s, \theta),
\]
then $\Sigma_s$ is parametrised by functions $(s, {s}f)$, i.e. $\Sigma_s$ is parametrised by the following map

$$\varphi_s : \vartheta \mapsto (s, s f(\vartheta), \vartheta) \in \Sigma_s.$$ (1.1)

ii. Applying the fact that $\mathcal{H}$ is a null hypersurface, we derive the following first order nonlinear partial differential equations satisfied by $h$ and $s f$

$$\partial_s h = -b^j \cdot h_i + \Omega^2 \left( g^{-1} \right)^{ij} \cdot h_j \cdot h_j, \text{ where } h_j = \partial h / \partial \vartheta^i.$$  

$$\partial_s s f = -b^i \cdot s f_i + \Omega^2 \left( g^{-1} \right)^{ij} \cdot s f_j \cdot s f_j, \text{ where } s f_j = \partial s f / \partial \vartheta^i.$$ (1.2)

The converse of the above is also true that if $h$ and $s f$ solve equations (1.2) then $\mathcal{H}$ is null.

iii. Assuming the proper decaying conditions for the metric component $\Omega$, the vector $b^i \partial_i$ and the metric $g$, we can prove the global existence of equation (1.2) for small initial data $s=0$. Hence we prove that $\mathcal{H}$ can be extended to the past null infinity regularly.

Carrying out the above strategy consists the first part of the paper. The main result of the first part is Theorem 3.3. It should be pointed out that in the perturbed Schwarzschild spacetime considered in Theorem 3.3, it is only assumed that the metric is differentiable tangentially along the outgoing null hypersurfaces $C_s$ but merely continuous in the transversal direction of $\partial_s$, see Definition 2.2 and Remark 2.4. For example, Theorem 3.3 can be applied to spacetimes with impulsive gravitational waves constructed by Luk and Rodnianski in [11].

The second part of the paper deals with the perturbation of null hypersurfaces in $(\mathcal{M}, g)$. The basic problem is as follows. Suppose that two spacelike surfaces $\{^a\Sigma_0, a = 1, 2\}$ are embedded in $C_s=0$. Let $\{\mathcal{H}_a, a = 1, 2\}$ be the incoming null hypersurfaces where $^a\Sigma$ is embedded in respectively. We want to describe the perturbation between $\mathcal{H}_a$. We still adopt the construction described above. $^a h$ is the parametrisation function of $\mathcal{H}_a$. $^a\Sigma_s$ is the intersecting spacelike surface of $\mathcal{H}_a$ and $C_s$. $(s, {^a s}f)$ is the
parametrisation functions of $^a\Sigma_s$ in the double null coordinate system $\{s, s, \vartheta\}$. Thus we introduce the perturbation functions

$$\delta\{h\} = a = 2\ h - a = 1\ h, \quad \delta\{sf\} = 2\ sf - 1\ sf = \delta\{h\}|_s,$$

Then the basic problem of perturbations of null hypersurfaces can be stated as follows: given the null hypersurface $H_1$, its foliation by $^1\Sigma_s$ and the corresponding parametrisation functions $^1h$, $^1sf$, describe the perturbation functions $\delta\{h\}, \delta\{sf\}$ for any $s$ in terms of the initial perturbation function $\delta\{s=0f\}$. It is equivalent to study the perturbation of the solutions of equation (1.2) at solutions $^1h$ and $^1sf$. The main results for the perturbation of null hypersurfaces are Theorems 4.2 and 4.6.

Furthermore, we construct an appropriate linearisation for perturbations of null hypersurfaces with the help of equation (1.2). Still adopting the above notations on perturbations of null hypersurfaces, we use $\delta\{h\}$ and $\delta\{sf\}$ to denote the linearised perturbation of the parametrisation functions $h$ and $sf$ respectively, where $\delta\{h\}|_s = \delta\{sf\}$. We derive the following linear equation of $\delta\{sf\}$

$$\bar{\delta}\{sf\} = \bar{\delta}\{s=0f\},$$

$$\partial_s(\bar{\Delta}\delta\{sf\}) = ^1.sX^i \partial_i(\bar{\Delta}\delta\{sf\}) - ^1.sX^i \partial_i(\bar{\Delta}\delta\{sf\}),$$

where $\bar{\overline{g}}$, the overline with a subscript $\bar{g}$, denotes mean value on $S^2$ with respect to the corresponding area element, $\bar{\Delta}$ denotes the Laplacian of $\bar{g}$ on $S^2$, the vector field $^1.sX = ^1.sX^i \partial_i$ is defined by

$$^1.sX^i = -b^i + 2\Omega^2 \left(\bar{g}^{-1}\right)^{ij} ^1.sf_j.$$
Fig. 3 A perturbation of null hypersurfaces: $\mathcal{H}_1$ and $\mathcal{H}_2$

We show that the above constructed linearised perturbation $\delta\{sf\}$ is appropriate by estimating the error $e\{sf\}$ between the actual perturbation $d\{sf\}$ and $\delta\{sf\}$: $e\{sf\} = d\{sf\} - \delta\{sf\}$. The main result for the linearised perturbation is Theorem 5.2.

2 Schwarzschild Black Hole Spacetime and its Perturbations

In this section, we give a short review of the Schwarzschild spacetime in double null coordinate systems and introduce the perturbed Schwarzschild spacetime considered in this paper.

2.1 The Schwarzschild Metric

In the coordinate system $\{t, r, \theta, \phi\}$, the Schwarzschild metric $g_S$ takes the following form,

$$g_S = -\left(1 - \frac{2m}{r}\right)dt^2 + \left(1 - \frac{2m}{r}\right)^{-1}dr^2 + r^2(d\theta^2 + \sin^2\theta d\phi^2),$$

where $m$ is a positive number being the total mass of the spacetime. This form of metric is singular at $r = 2m$ and $r = 0$. There exist coordinate transformations which resolve the singularity at $r = 2m$ and the hypersurface $r = 2m$ is an event horizon instead of a singularity. We define that

$$r^* = r + 2m \log(r - 2m),$$
Fig. 4 Maximal extension of the Schwarzschild black hole spacetime

and the optical functions

\[
\begin{align*}
v &= \exp \frac{t + r^*}{4m} = (r - 2m)^{\frac{1}{2}} \exp \frac{t + r}{4m}, \\
w &= -\exp \frac{-t + r^*}{4m} = -(r - 2m)^{\frac{1}{2}} \exp \frac{-t + r}{4m}.
\end{align*}
\]

The coordinate system \(\{v, w, \theta, \phi\}\) is called the Kruskal-Szekeres coordinate system and the Schwarzschild metric takes the following form

\[
g_S = -\frac{8m^2}{r} \exp \frac{-r}{2m} \left( dv \otimes dw + dw \otimes dv \right) + r^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right).
\]

The region \(\{0 < vw < 2m, 0 < w\}\) is the black hole region, since it is the set of points which cannot send signals to the future null infinity. The Schwarzschild black hole in the Kruskal-Szekeres coordinate system can be represented by the following picture.

Consider the following coordinate transformation

\[
\begin{align*}
v &= v_0 \exp \frac{s}{r_0}, \\
w &= -\frac{s}{v_0} \exp \frac{s + r_0}{r_0}.
\end{align*}
\]

\[
\begin{align*}
(r - 2m)^{\frac{1}{2}} \exp \frac{t + r}{4m} &= v_0 \exp \frac{s}{r_0}, \\
(r - 2m)^{\frac{1}{2}} \exp \frac{-t + r}{4m} &= \frac{s}{v_0} \exp \frac{s + r_0}{r_0}.
\end{align*}
\]
In this coordinate system \( \{s, s, \theta, \phi\} \), the Schwarzschild metric takes the form

\[
g_S = \frac{2(s + r_0)}{r} \exp \left( \frac{s + s + r_0 - r}{r_0} \right) \left( ds \otimes ds + d\bar{s} \otimes d\bar{s} \right) + r^2 \left( d\theta^2 + \sin^2 \theta d\phi^2 \right),
\]

where

\[
(r - r_0) \exp \frac{r}{r_0} = s \exp \frac{s + s + r_0}{r_0}.
\]

The coordinate systems \( \{v, w, \theta, \phi\} \) and \( \{s, s, \theta, \phi\} \) are both double null coordinate systems. We denote the level sets of \( s \) by \( C_s \), the level sets of \( s \) by \( C_\bar{s} \) and use \( \Sigma_{s, s} \) to denote the intersection of \( C_s \) with \( C_\bar{s} \).

Associated with the double null coordinate system \( \{s, s, \theta, \phi\} \), we define the corresponding null vectors \( L, \bar{L} \) such that \( L \) is tangential to the level set \( C_s \) and \( \bar{L} \) is tangential to the level set \( C_\bar{s} \).

\[
L_s = 1, \quad \bar{L}_s = 1.
\]

We have the following simple formulae for \( L, \bar{L} \),

\[
L = \partial_s, \quad \bar{L} = \partial_{\bar{s}}.
\]

\( \{L, \bar{L}\} \) is a null frame of the normal bundle of \( \Sigma_{s, s} \). We define the positive function \( \Omega_S \) by

\[
2\Omega^2_S = g_S(L, \bar{L}) = \frac{2(s + r_0)}{r} \cdot \frac{r - r_0}{s}.
\]

The null vectors \( L', \bar{L}' \) are defined by

\[
L' = \Omega_S^{-2} L, \quad \bar{L}' = \Omega_S^{-2} \bar{L}.
\]

We have

\[
g_S(L, L') = g_S(L', \bar{L}) = 2.
\]

Hence \( \{L, L'\} \) and \( \{L', \bar{L}\} \) are conjugate null frame on \( \Sigma_{s, s} \).

2.2 Perturbations of the Schwarzschild Spacetime

We consider a class of perturbed Schwarzschild metrics on a neighbourhood of a null hypersurface. We introduce the following definition called the \( \kappa \)-neighbourhood.
Definition 2.1 ($\kappa$-neighbourhood $M_\kappa$) Let $\{\underline{s}, s\}$ be the double null foliation of the Schwarzschild spacetime $(\mathcal{S}, g_{\mathcal{S}})$, then the $\kappa$-neighbourhood $M_\kappa$ is defined by

$$M_\kappa = \{ p \in \mathcal{S} : s(p) > -\kappa r_0, |\underline{s}| < \kappa r_0 \}.$$  

Let $\{\underline{s}, s, \theta, \phi\}$ be the double null coordinates on $M_\kappa$ inherited from the Schwarzschild spacetime. A Lorentzian metric on $M_\kappa$ has the following form

$$g = 4\Omega^2 d\underline{s}d\underline{s} + g_{\theta\theta}(d\theta - b^\theta ds)^2 + 2g_{\theta\phi}(d\theta - b^\theta ds)(d\phi - b^\phi ds) + g_{\phi\phi}(d\phi - b^\phi ds)^2,$$

where all the metric coefficients are functions of the coordinates. We define

$$\bar{g} = g_{\theta\theta}d\theta^2 + 2g_{\theta\phi}d\theta d\phi + g_{\phi\phi}d\phi^2, \quad \bar{b} = b^\theta \partial_\theta + b^\phi \partial_\phi.$$

$\bar{g}$ is the restriction of $g$ on $\Sigma_{\underline{s},s}$ and $\bar{b}$ is a vector field on $\Sigma_{\underline{s},s}$. For the Schwarzschild metric, $\bar{g}_{\mathcal{S}} = r^2 (d\theta^2 + \sin^2 \theta d\phi^2) = r^2 \bar{g}$ where $\bar{g}$ is the round metric of radius 1 on the sphere. We will use $\bar{\nabla}$ to denote the covariant derivative of $\bar{g}$ on $\Sigma_{\underline{s},s}$.

Let $\{\theta^1, \theta^2\}$ be any coordinate system of $\mathbb{S}^2$. We obtain a double null coordinate system $\{\underline{s}, s, \theta^1, \theta^2\}$, and the metric $g$ takes the following form in this coordinate system

$$g = 2\Omega^2(ds \otimes d\underline{s} + d\underline{s} \otimes ds) + g_{ab}(d\theta^a - b^a ds)(d\theta^b - b^b ds), \quad (2.1)$$

where $a, b$ are indices in $\{1, 2\}$.

By the construction, $(M_\kappa, g)$ is a Lorentzian manifold and $\{\underline{s}, s, \theta^1, \theta^2\}$ is a double null coordinate system of this manifold. Let $L$ be the null vector field tangent to $C_s$, $\underline{L}$ be the null vector field tangent to $\underline{C}_s$ and

$$L_{\underline{s}} = 1, \quad L_{s} = 1.$$

We have

$$L = \partial_\underline{s}, \quad \underline{L} = \partial_s + \bar{b}.$$
We can define $L'$ and $L'$ by

$$L' = \Omega^{-2}L, \quad L' = \Omega^{-2}L.$$  

In the following, we introduce a class of Lorentzian metrics on $M_\kappa$, which are close to the Schwarzschild metric.

**Definition 2.2** ($\epsilon$-close Schwarzschild metric $g_\epsilon$) Let $g_\epsilon$ be a continuous Lorentzian metric on $M_\kappa$ that in coordinate system $\{ \xi, s, \theta^1, \theta^2 \}$

$$g_\epsilon = 2\Omega^2 (ds \otimes d\xi + d\xi \otimes ds) + g_{ab}(d\theta^a - b^a ds) \otimes (d\theta^b - b^b ds).$$

We define the area radius function $r(\xi, s)$ by

$$4\pi r^2(\xi, s) = \int_{\Sigma_{\xi, s}} 1 \cdot dvol_{g}. $$

We call $g_\epsilon$ $\epsilon$-close to the Schwarzschild metric on $M_\kappa$, if the following assumptions on the metric $g_\epsilon$ hold:

$$1 - \epsilon < \frac{r}{r_S} < 1 + \epsilon, \quad \left| \log \Omega - \log \Omega_S \right| < \frac{\epsilon r_0}{r}, \quad \left| \nabla^k (\log \Omega - \log \Omega_S) \right| < \frac{\epsilon r_0}{r},$$

$$\left| \nabla^k \partial^m (\log \Omega - \log \Omega_S) \right| < \frac{\epsilon}{r r_0^{m-1}},$$

$$\left| \mathbf{b} \right|_g < \frac{\epsilon r_0 |\xi|}{r^3}, \quad \left| \nabla^k \mathbf{b} \right|_g < \frac{\epsilon r_0 |\xi|}{r^3}, \quad \left| \nabla^k \partial^m \mathbf{b} \right|_g < \frac{\epsilon}{r^3 r_0^{m-2}},$$

$$\left| g - g_S \right|_g < \epsilon r^2, \quad \left| \nabla^k (g - g_S) \right| \leq \epsilon r^2, \quad \left| \nabla^k \partial^m (g - g_S) \right|_g < \frac{\epsilon r^2}{r_0^m}.$$

**Remark 2.3** The decay assumptions in the above definition of $g_\epsilon$ are motivated from the results in the nonlinear stability of Minkowski spacetime [4] by Christodoulou and Klainerman. It is worth to point out that the result [4] was generalised by Bieri [1]-[3] for the Einstein vacuum equations by relaxing the decay of the initial data and the resulting spacetimes in [1]-[3] have much weaker asymptotic decay rates than those in [4].

**Remark 2.4** Note that there is no assumption on the derivatives of the metric components with respect to $\partial_s$. Thus we only assume that the metric is differentiable in tangential directions on each outgoing null hypersurface $C_s$, but merely continuous in the transversal $\partial_s$ direction.

In the rest of this paper, we will work in the spacetime $(M_\kappa, g_\epsilon)$. To simplify the notations, we will use $(M, g)$ to denote $(M_\kappa, g_\epsilon)$. 
3 Parametrisation of Incoming Null Hypersurfaces

In this section, we introduce a method to parametrise incoming null hypersurfaces and derive the equation (1.2) satisfied by parametrisation functions. Then we estimate the parametrisation functions for a class of null hypersurfaces and prove that they can be extended regularly to the past null infinity.

3.1 The Equation of Parametrisation Functions

Let \( \mathcal{H} \) be an incoming null hypersurface embedded in \((M, g)\) which is regular. Assume that \( \mathcal{H} \) is parametrised by a function \( h \) as its graph of \( s \) over \((s, \vartheta)\) domain \((-\kappa r_0, +\infty) \times \mathbb{S}^2\) in the double null coordinate system, i.e.

\[
\varphi_h : (s, \vartheta) \mapsto (s, h(s, \vartheta), \vartheta) \in \mathcal{H}.
\]

We define \( \Sigma_s \) as the intersection of \( \mathcal{H} \) with \( C_s \), i.e.

\[
\Sigma_s = \mathcal{H} \cap C_s.
\]

In particular, \( \Sigma_0 \) is the intersection of \( \mathcal{H} \) with \( C_{s=0} \). \( \mathcal{H} \) is determined by \( \Sigma_0 \). Define the function \( s_f \) by \( s_f(\vartheta) = h(s, \vartheta) \), then \( \Sigma_s \) is parametrised by \((s, s_f)\), i.e.

\[
\varphi_s : \vartheta \mapsto (s, s, \vartheta) = (s, s_f(\vartheta), \vartheta) \in \Sigma_s.
\]

Geometrically, \( \{\Sigma_s\} \) is a foliation of \( \mathcal{H} \). Associated with the foliation \( \{\Sigma_s\} \), we define the tangential null vector fields \( \dot{L} \) on \( \mathcal{H} \) by the condition

\[
\dot{L}_s = 1,
\]

and define the conjugate null normal vector field \( \dot{L}' \). As the convention adopted in this paper, the dotted symbol means that the corresponding object lives on \( \Sigma_s \).

We restrict coordinate functions \( \{s, \theta^1, \theta^2\} \) on \( \mathcal{H} \), then obtain a coordinate system of \( \mathcal{H} \). \( \{\hat{\partial}_s, \hat{\partial}_1, \hat{\partial}_2\} \) is the coordinate frame of \( \{s, \theta^1, \theta^2\} \) on \( \mathcal{H} \). They are given by

\[
\hat{\partial}_s = \partial_s + (\partial_s h) \partial_2, \quad \hat{\partial}_i = \partial_i + (\partial_i h) \partial_2.
\]

(3.1)

Since \( h \) is independent of \( s \), we have \( \hat{\partial}_s h = \partial_s h, \hat{\partial}_i h = \partial_i h \). Similarly \( \hat{\partial}_i s_f = \partial_i s_f \).

Note that \( \hat{\partial}_s \) may not be null, which implies that \( \hat{L} \) and \( \dot{L} \) may not coincide, thus we can define a \( \Sigma_s \)-tangential vector field \( \dot{b} \) by

\[
\dot{L} = \hat{\partial}_s + \dot{b}, \quad \dot{b} = b^1 \hat{\partial}_1 + b^2 \hat{\partial}_2.
\]

(3.2)

Applying the calculations in [10], we have that \( \dot{L} \) is

\[
\dot{L} = L + \varepsilon L + \varepsilon^i \hat{\partial}_i = \partial_s + \varepsilon \partial_2 + (b^i + \varepsilon^i) \partial_i,
\]

(3.3)

\( \odot \) Springer
where $\varepsilon$ and $\varepsilon^i$ are given by

$$
\varepsilon = -\Omega^2 \left( g^{-1} \right)^{ij} h_i h_j = -\Omega^2 |\dot{\mathcal{H}}|^2_g, \quad \varepsilon^k = -2\Omega^2 h_j \left( g^{-1} \right)^{ik}.
$$

(3.4)

We substitute (3.1) into (3.2)

$$
\dot{L} = \dot{s} + b^i \dot{h}_i = \partial_s h + b^i \partial_i h, \quad \partial_s h = \dot{s} + b^i \partial_i h,
$$

(3.5)

then from equations (3.3) (3.5), we obtain

$$
\dot{b}^i = b^i + \varepsilon^i, \quad \dot{\partial}_s h + (b^i + \varepsilon^i) \dot{\partial}_i h = \varepsilon,
$$

(3.6)

and substituting from equation (3.4), we get

$$
\dot{\partial}_s h = -b^i \dot{\partial}_i h + \Omega^2 \left( g^{-1} \right)^{ij} \dot{\partial}_i h \dot{\partial}_j h.
$$

When fully written out, the equation reads

$$
\partial_s h = -b^i \partial_i h + \Omega^2 \left( g^{-1} \right)^{ij} \partial_i h \partial_j h.
$$

Introduce the function $\phi = h(s, \vartheta) - \xi$, then the above equation is the eikonal equation on the 0-level set of $\phi$.

Thus by the above derivation, we prove the following proposition.

**Proposition 3.1** Let $\mathcal{H}$ be an incoming null hypersurface in $(\mathcal{M}, g)$. Suppose that $h$ is the parametrisation function $\mathcal{H}$, then $h$ satisfies the first order partial differential equation

$$
\partial_s h = -b^i \partial_i h + \Omega^2 \left( g^{-1} \right)^{ij} \partial_i h \partial_j h.
$$

Suppose that $\xi_f$ is the parametrisation function of the foliation $\{\Sigma_s\}$ on $\mathcal{H}$, then $\xi_f$ satisfies the first order partial differential equation

$$
\dot{\partial}_s \xi_f = -b^i \dot{\partial}_i \xi_f + \Omega^2 \left( g^{-1} \right)^{ij} \dot{\partial}_i \xi_f \dot{\partial}_j \xi_f.
$$

(3.7)

The converse of Proposition 3.1 is also true.

**Proposition 3.2** Let $\{\Sigma_s\}$ be a family of spacelike surfaces parametrised by $(s, \xi_f)$. Suppose that $\xi_f$ satisfies equation (3.7), then the hypersurface $\mathcal{H}$ foliated by $\Sigma_s$ is an incoming null hypersurface.
Thus by Propositions 3.1 and 3.2, we know that in order to show that an incoming null hypersurface $H$ can be extended to the past null infinity, it is sufficient to prove that the solution of equation (3.7) exists for all $s > s_0$ for some $s_0$. We shall show in section 3.2, given the initial data $s = 0$ sufficiently small, there exists a global solution of equation (3.7). We emphasise that while equation (3.7) is quadratic in the first derivatives of $h$, it is fully nonlinear in $s_f$ itself.

### 3.2 Estimates for Parametrisation Functions

We adopt the notations in the previous section. $\Sigma_0$ is parametrised by $(0, s = 0)$ and embedded in the incoming null hypersurface $\mathcal{H}$. By definition, if $s = 0 \equiv \Sigma_0$, then $\Sigma_0$ is simply the surface $\Sigma_{0, s}$, and $\mathcal{H}$ is the null hypersurface $C_{-}$ in the double null foliation. By Definition 2.2, $C_s$ is extended to the past null infinity.

For a spacelike surface $\Sigma_0$ with an arbitrary parametrisation $(0, s = 0)$, the incoming null hypersurface $H$ cannot be regularly extended to the past null infinity in general, but for a perturbed spacelike surface $\Sigma_0$ of $\Sigma_{0, s}$, it is possible to regularly extend $H$ to the past null infinity. We have the following theorem.

**Theorem 3.3** Let $\Sigma_0$ be a spacelike surface parametrised by $(0, s = 0)$ in $(M, g)$. Assume that it is embedded in the incoming null hypersurface $\mathcal{H}$. Suppose that the parametrisation function $s = 0$ satisfies the following inequalities

$$
\| \dot{s} = 0 \|^n + 1, p \leq \delta_o r_0, \quad |s = 0| \leq \delta_m r_0,
$$

where $n \geq 1$, $p > 2$ or $n \geq 2$, $p > 1$.

There exists a small positive constant $\delta$ depending on $n$, $p$, that if $\epsilon, \delta_o, \delta_m$ are suitably bounded such that $\epsilon, \delta_o, \epsilon \delta_m \leq \delta$, then the incoming null hypersurface $\mathcal{H}$ can be extended regularly to the past null infinity, as long as $\mathcal{H}$ does not reach the boundary null hypersurfaces $C_{s = \pm \kappa r_0}$ or $C_{s = \pm \kappa r_0}$. Here $\epsilon$ is the one in Definition 2.2 of $\epsilon$-close Schwarzschild metric $g$.

Moreover, let $\{ \Sigma_s \}$ be the foliation on $\mathcal{H}$ and be parametrised by $(s, s_f)$. Let $(s_\alpha, s_\beta)$ be an interval containing $s = 0$. Suppose that $|s_f| < \kappa r_0$ for all $s \in (s_\alpha, s_\beta)$, then there exist constants $c_o, c_{m, m}, c_{m, 0}$ depending on $n$, $p$ such that $s_f$ satisfies the following estimates

$$
\| \dot{s} = 0 \|^n + 1, p \leq c_o \| \dot{s} = 0 \|^n + 1, p \leq c_o \delta_o r_0, \quad (3.8)
$$

$$
|s_f| \leq c_m, m \| s = 0 \|^n + 1, p \leq c_m, m \delta_m + c_m, 0 \delta_o^2 r_0, \quad (3.9)
$$

for all $s \in (s_\alpha, s_\beta)$.

Note that Theorem 3.3 requires the assumption that $\mathcal{H}$ does not reach the boundary null hypersurfaces. After the theorem is proved, we shall give a condition on $\delta_m, \delta_o$.
such that $\mathcal{H}$ never reaches the boundary null hypersurfaces in Corollary 3.6 of the theorem.

In order to prove Theorem 3.3, it is sufficient to show that there exist constants $\delta$ and $c_\delta$, $c_{m,m'}$, $c_{m,o}$ such that estimates (3.8) (3.9) hold.

We take equation (3.7) to estimate $\dot{s}_f$. We differentiate the equation to obtain the equation of $\dot{\Delta}_f$.

$$
\dot{h}_s \dot{\Delta}_f = -b^j (\dot{\Delta}_f)_j + 2\Omega^2 g^{-1}ij \dot{s}_f (\dot{\Delta}_f)_i - b^j \dot{s}_f + 2\Omega^2 g^{-1}ij \dot{s}_f \dot{s}_f - \frac{\partial}{\partial x^k} \dot{\Delta}_f - \frac{\partial}{\partial x^k} \dot{\Delta}_f + \dot{\Delta}_f - \dot{\Delta}_f
$$

We can rephrase equation (3.10) as follows.

$$
\dot{\Delta} = \frac{1}{\sqrt{\det(g_{ab})}} \dot{\eta} \left( \sqrt{\det(g)} \right),
$$

$$
\dot{\Delta} = \frac{1}{\sqrt{\det(g_{ab})}} \dot{\eta} \left( \sqrt{\det(g)} \right).
$$

(3.10)

$\dot{\Delta}$, $\dot{\nabla}$ are the Laplacian operator and covariant derivative on $(\Sigma_s, g)$, while $\dot{\Delta}$, $\dot{\nabla}$ are the Laplacian operator and covariant derivative on $(\Sigma_s, g)$.

(3.11)
Here \( P_{m,m'}(\hat{\nabla}, sf) \) means a polynomial of \( \hat{\nabla}^{k} sf \) where \( m \) is the sum of the order of covariant derivatives and \( m' \) is the degree of the polynomial, i.e.

\[
P_{m,m'}(\hat{\nabla}, sf) = \sum_{k_1+\ldots+k_{m'}=m, k_1,\ldots,k_{m'} \geq 1} c_{k_1,\ldots,k_{m'}} \left( \hat{\nabla}^{k_1} sf \right) \cdots \left( \hat{\nabla}^{k_{m'}} sf \right).
\]

For example \( sf_{i,j} \hat{\nabla}^{k} sf \) is a polynomial of type \( P_{3,2}(\hat{\nabla}, sf) \). \(*\) means the contraction of tensor fields with respect to the metric \( g \). For example we write \(-2\partial_{x}b^{i} sf_{k} \hat{\nabla}^{k} \nabla_{i} sf \) as \( \partial_{x} b \ast \hat{\nabla} sf \ast \hat{\nabla}^{2} sf \).

In order to estimate \( \hat{\nabla} sf \) by equations (3.10) (3.11), we emphasize the structure of these equations by rewriting them as follows.

\[
\hat{\partial}_{x} \hat{\Delta} sf = \hat{X}^{i} \hat{\partial}_{i} (\hat{\Delta} sf) + \hat{\text{re}}.
\]

(3.12)

Here \( \hat{X} \) is the vector field

\[
\hat{X} = \hat{X}^{i} \hat{\partial}_{i}, \quad \hat{X}^{i} = -b^{i} + 2\Omega^{2} (g^{-1})^{ij} sf_{j},
\]

(3.13)

and \( \hat{\text{re}} \) is the rest terms remained in Equations (3.10) (3.11). Note that \( \hat{X}^{i} = -\hat{b}^{i} \) by Equations (3.4) (3.6), then by Equation (3.2), we have \( \hat{L} = \hat{\partial}_{x} - \hat{X}^{i} \hat{\partial}_{i} \). Thus Equation (3.12) is simply

\[
\hat{L} \hat{\Delta} sf = \hat{\text{re}}.
\]

In the structure of equation (3.12), it is crucial that \( \hat{X} \) involves only the first order derivative of \( sf \), and the highest order derivatives of \( sf \) in \( \hat{\text{re}} \) is of second order.

We shall use Gronwall’s inequality, together with the elliptic estimates on the sphere, to control the Sobolev norm \( \| sf \|^{n+1,p} \) for the derivatives of \( sf \). The nonlinear term \( 2\Omega^{2} (g^{-1})^{ij} \hat{\nabla}^{k} sf_{j} \hat{\nabla}^{k} sf_{j} \) in \( \hat{\text{re}} \) is worth to be paid more attentions, since it is a quadratic term of the highest order derivatives. We need the Sobolev norm of sufficiently high order derivatives of \( sf \) in order to control the \( L^{\infty} \) norm of \( \hat{\nabla}^{2} sf \), such that Gronwall’s inequality gives the desired estimate. This is the reason that we choose the ranges of \( n, p \) as stated in the assumption of Theorem 3.3.

We explain more on the structure of \( \hat{\text{re}} \). \( \hat{\text{re}} \) is a quadratic nonlinear term. Formally, we assume that \( \hat{\nabla}^{k} sf \) and \( \hat{\nabla}^{k} \hat{b} \) are of size \( \delta \), then \( \hat{\text{re}} \) is of size \( \delta^2 \). This leads to the assumption on the bounds of \( \epsilon, \delta_m, \delta_m \) in Theorem 3.3. Note that the smallness condition on \( \delta_m \) is \( \epsilon \delta_m < \delta \) instead of \( \delta_m < \delta \). This condition is necessary to bound \( b, \hat{\nabla}^{k} b \) because they are bounded by \( \epsilon \delta_m \) in Definition 2.2.
We prove Theorem 3.3 by bootstrap arguments. We introduce the following bootstrap assumption first.

**Assumption 3.4 (Bootstrap assumption of \( s \overline{f} \) for Theorem 3.3)** Estimates (3.8) (3.9) of \( s \overline{f} \) hold for all \( s \in [0, s_\alpha] \subseteq (s_\alpha, s_\beta) \) or \( s \in [s_\alpha, 0] \subseteq (s_\alpha, s_\beta) \).

The basic idea of the bootstrap argument is to use the bootstrap assumption to improve the inequalities in it such that the bootstrap assumption can be extended further, and eventually hold for the whole range. We shall use the bootstrap assumption to estimate the vector field \( \delta X \) and the nonlinear terms \( \delta \overline{e} \), then apply Gronwall’s inequality to improve the estimates of \( s \overline{f} \) in the bootstrap assumption, such that the bootstrap argument gives the proof of Theorem 3.3.

**Proof of Theorem 3.3** We use \( c(n, p) \) to denote constants depending only on \( n, p \), which not necessary to be same in the proof. We first assume that \( \delta \leq \frac{1}{2} \), then \( \epsilon, \delta_o, \epsilon \delta_m \leq \frac{1}{2} \). Moreover, we assume that \( \delta \) is sufficiently small such that

\[
(c_\alpha + c_{m,m} + c_{m,o})\delta \leq 1.
\]

Assume the bootstrap Assumption 3.4 holds, we shall prove the following estimates for \( \delta X \) and \( \delta \overline{e} \),

\[
\|sX\|^n_{p+1} \leq \frac{c(n, p)\epsilon r_0}{(r_0 + s)^3} \left( \|s\overline{f}\|^n + \|\delta s\overline{f}\|^n_{p+1} \right) + \frac{c(n, p)}{(r_0 + s)^2} \|\delta s\overline{f}\|^n_{p+1} + \frac{c(n, p)\epsilon \delta r_0}{(r_0 + s)^2},
\]

(3.14)

\[
\|s\overline{e}\|^n_{p+1} \leq \frac{c(n, p)\epsilon r_0}{(r_0 + s)^3} \left( \|s\overline{f}\|^n + \|\delta s\overline{f}\|^n_{p+1} \right) \|\delta s\overline{f}\|^n_{p+1} + \frac{c(n, p)\epsilon \delta r_0}{(r_0 + s)^3} \left( \|\delta s\overline{f}\|^n_{p+1} \right)^2 + \frac{c(n, p)\epsilon \delta^2 r_0}{(r_0 + s)^3} + \frac{c(n, p)\epsilon^2 \delta^2 r_0^2}{(r_0 + s)^2},
\]

(3.15)

First, by bootstrap Assumption 3.4 and the Sobolev embedding on the sphere, we have the \( L^\infty \) estimate of \( s\overline{f} \)

\[
|s\overline{f}| \leq c(n, p)(c_{m,m}\delta_m + c_{m,o}\delta_o^2 + c_{o,\delta_o})r_0,
\]

\[
|\Delta^m s\overline{f}| \leq c(n, p)c_o\delta_o r_0, \quad m \leq n \text{ if } p > 2, \text{ or } m \leq n - 1, \text{ if } 2 \geq p > 1.
\]

Therefore by the \( L^\infty \) bounds of \( b^i, \Omega, \delta \) and their derivatives in Definition 2.2, we have

\[
\|b^i\overline{\partial_i}\|^n_{p+1} \leq \frac{c(n, p)\epsilon (c_{m,m}\delta_m + c_{m,o}\delta_o^2 + c_{o,\delta_o})r_0^2}{(r_0 + s)^3},
\]
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\[
\|2\Omega^2(g^{-1})_{ij} (\partial s f \cdot \hat{h})\|^{n+1, p} \leq \frac{c(n, p)c_o\delta_o r_0}{(r_0 + s)^2},
\]

hence estimate (3.14) follows.

Similarly in \(^{s}\text{re}\), we have
\[
\sum_{m+n=3 \atop 2 \geq m'+n \geq 1} \|\nabla^n \tilde{g}^{m'} b * P_{m,m'+1}(\nabla, ^{s} f)\|^{n, p} \leq \frac{c(n, p)\epsilon (c_m \delta_m + c_{m,o} \delta_o^2 + c_o \delta_o r_0^3)}{(r_0 + s)^3},
\]
and
\[
\sum_{m+n=4 \atop 2 \geq m'+n \geq 1} \|P_{m,m'+2}(\nabla, ^{s} f) * \nabla^n \tilde{g}^{m'} (\Omega^2 g^{-1})\|^{n, p} \leq \frac{c(n, p)c_0^2 \delta_o^2 r_0^2}{(r_0 + s)^2},
\]
\[
\sum_{m_1+m_2 \leq 4 \atop m_1 \geq 2, m_2 \leq 2} \|P_{m_1,1}(\nabla, ^{s} f) * P_{m_2,1}(\nabla, ^{s} f) * (\Omega^2 g^{-1})\|^{n, p} \leq \frac{c(n, p)c_0^2 \delta_o^2 r_0^2}{(r_0 + s)^2}.
\]

The last two estimates follow from the inequality
\[
\prod_{i=1}^{m} h_i \|^{n, p} \leq c(m, n, p) \prod_{i=1}^{m} h_i \|^{n, p}, \quad n \geq 1, \quad p > 2 \text{ or } n \geq 2, \quad p > 1. \tag{3.16}
\]

For example we demonstrate the estimate for the term \(2\Omega^2 g^{-1} \tilde{s} f \cdot \nabla k \tilde{s} f \cdot \nabla^k s f \). By bootstrap Assumption 3.4,
\[
\|\nabla^k s f\|^{n, p} \leq c_o \delta_o r_o.
\]

Further by the bounds of \(\Omega, \tilde{g}\) and their derivatives, we have
\[
\|\Omega^2 g^{-1}ij\|^{n, p} \leq \frac{c(n, p)}{(r_0 + s)^2}.
\]

Thus by inequality (3.16), we obtain
\[
\|2\Omega^2 g^{-1} \tilde{s} f \cdot \nabla k \tilde{s} f \cdot \nabla^k s f\|^{n, p} \leq \frac{c(n, p)c_0^2 \delta_o^2 r_0^2}{(r_0 + s)^2}.
\]

Therefore we prove estimates (3.14) (3.15) for \(^{s}\text{X}\) and \(^{s}\text{re}\). Now we can use these estimates to improve the estimates for \(\hat{d} \tilde{s} f\) and \(\tilde{s} f \tilde{g}\) in the bootstrap assumption.
For \( \hat{\mathcal{D}}^{s} f \), we apply Gronwall’s inequality Lemma 3.5 stated later to equation (3.12). Assume that \( \delta \) is sufficiently small such that
\[
\|X\|^{n+1,p} \leq \frac{c(n, p)(c_{m,m}e^{\delta_{m}} + c_{m,o}e^{\delta_{o}})r_0^2}{(r_0 + s)^3} + \frac{c(n, p)c_{o}\delta_{o}r_0}{(r_0 + s)^2}
\]
\[
\leq \left\{ \frac{c(n, p)(c_{m,m}\delta + c_{m,o}\delta^3 + c_{o}\delta^2)r_0}{r_0 + s} + c(n, p)c_{o}\delta_{o}r_0 \right\} \frac{r_0}{(r_0 + s)^2}
\]
\[
\leq \frac{r_0}{(r_0 + s)^2},
\]
then by Lemma 3.5 we obtain
\[
\|\hat{\Delta}^{s} f\|^{n,p} \leq c(n, p) \left\{ \|\hat{\Delta}^{s=0} f\|^{n,p} + \int_{0}^{s} \|\hat{\Delta}^{s} f\|^{n,p} \, dr \right\}
\]
\[
\leq c(n, p)\delta_{o}r_0 + c(n, p)(c_{m,m}\delta + c_{m,o}\delta^3 + c_{o}\delta^2 + c_{o}\delta)c_{o}\delta_{o}r_0
\]
\[
+ c(n, p)c_{o}^{2}\delta_{o}^{2}r_0
\]
\[
\leq c(n, p)\delta_{o}r_0 + c(n, p)(c_{m,m}\delta + c_{m,o}\delta^3 + c_{o}\delta^2 + c_{o}\delta)c_{o}\delta_{o}r_0.
\]
Thus by the elliptic estimate on the sphere, we obtain that
\[
\|\hat{\mathcal{D}}^{s} f\|^{n+1,p} \leq c(n, p)\delta_{o}r_0 + c(n, p)(c_{m,m}\delta + c_{m,o}\delta^3 + c_{o}\delta^2 + c_{o}\delta)c_{o}\delta_{o}r_0. \quad (3.17)
\]

For \( \hat{\mathcal{F}}^{g} \), by equation (3.7) and the bootstrap assumption, we have that
\[
|\hat{\mathcal{F}}^{g} f| \leq |b^{i}\hat{\mathcal{D}}^{s} f| + \left| \Omega^{2} \left( \mathcal{g}^{-1} \right)^{ij} \hat{\mathcal{F}}^{s} f \right|
\]
\[
\leq \frac{c(n, p)(c_{m,m}e^{\delta_{m}} + c_{m,o}e^{\delta_{o}})c_{o}\delta_{o}r_0^3}{(r_0 + s)^3} + \frac{c(n, p)c_{o}^{2}\delta_{o}^{2}r_0^2}{(r_0 + s)^2}, \quad (3.18)
\]
therefore we have that
\[
|\hat{\mathcal{F}}^{g} f| \leq |\hat{\mathcal{F}}^{s=0} f| + \int_{0}^{s} \left| \hat{\mathcal{F}}^{s} f \right| \, dr
\]
\[
\leq \delta_{m}r_0 + c(n, p)(c_{m,m}e^{\delta_{m}} + c_{m,o}e^{\delta_{o}})c_{o}\delta_{o}r_0 + c(n, p)c_{o}^{2}\delta_{o}^{2}r_0
\]
\[
\leq \left[ 1 + c(n, p)c_{m,m}c_{o}\delta^2 \right] \delta_{m}r_0 + c(n, p) \left( c_{m,o}c_{o}\delta^2 + c_{o}^{2}\delta + c_{o}^{2} \right) \delta_{o}^{2}r_0.
\]
\[
(3.19)
\]
Now we choose the constants \( c_{o}, c_{m,m}, c_{m,o} \) and \( \delta \) such that (3.17) (3.19) improve the estimates for \( \hat{\mathcal{F}}^{g} f \) in the bootstrap assumption. First in the process to obtain estimates (3.17) (3.19), we assumed that
\[
\delta \leq \frac{1}{2}, \quad (c_{o} + c_{m,m} + c_{m,o})\delta \leq 1,
\]
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\[
\frac{c(n, p)(c_{m,m}\delta + c_{m,o}\delta^3 + c_o\delta^2) r_0}{r_0 + s} + c(n, p)c_o\delta \leq 1.
\]

Second, we impose the following inequalities which are sufficient for improving the bootstrap assumption by estimates (3.17) (3.19)

\[
c(n, p) + c(n, p) (c_{m,m}\delta + c_{m,o}\delta^3 + c_o\delta^2 + c_o\delta) c_o < c_o,
\]

\[
1 + c(n, p) c_{m,m} c_o\delta^2 < c_{m,m},
\]

\[
c(n, p) \left( c_{m,o} c_o\delta^2 + c_o^2\delta + c_o^2 \right) < c_{m,o}.
\]

There are positive solutions for \(c_o, c_{m,m}, c_{m,o}\) and \(\delta\) to the above inequalities, for example we can first choose

\[
c_o = 2c(n, p), \quad c_{m,m} = 2, \quad c_{m,o} = 8c(n, p)^3,
\]

then choose \(\delta\) sufficiently small such that the above inequalities hold.

Therefore we show that there exist constants \(c_o, c_{m,m}, c_{m,o}\) and \(\delta\) depending on \(n, p\), such that if bootstrap Assumption 3.4 hold, we can improve the estimates of \(s f\) to extend the assumption further beyond the interval. Thus by the bootstrap argument, the theorem is proved for these constants \(c_o, c_{m,m}, c_{m,o}\) and \(\delta\) depending on \(n, p\). \(\square\)

For the rest of this paper, we will simply write \(c_o, c_{m,m}, c_{m,o}\) as \(c\) or \(c(n, p)\). In the above proof of Theorem 3.3, we apply the following Gronwall’s inequality, which is proved in the appendix.

**Lemma 3.5** (Gronwall’s inequality) Consider the cylinder \(S^2 \times \mathbb{R}\). Let \(s\) be the parameter in \(\mathbb{R}\) and \(\vartheta\) or \((\theta^1, \theta^2)\) be the variables on the sphere. Suppose that \(S^2\) is endowed with the round metric \(\mathring{g}\). Let \(sX\) be a \(S^2\) tangential vector field and \(sre\) be a function on the cylinder. Assume that

\[
sX \in W^{n+1, p} \left( S^2 \right),
\]

and \(sX\) satisfies the estimate

\[
\|sX\|^{n+1, p} \leq \frac{kr_0}{(r_0 + s)^2},
\]

where \(n \geq 1, p > 2\) or \(n \geq 2, p > 1\). Then there exists a constant \(c(n, p)\) such that for any solution \(sf\) of the following equation

we have that

\[
\|sf\|^{m, p} \leq \exp(c(n, p)k) \left\{ \|sf\|^{m, p} + \int_0^s \|sre\|^{m, p} \, dt \right\},
\]

for all integers \(0 \leq m \leq n + 1\).
Corollary 3.6 Under the assumptions of Theorem 3.3, there exists a small positive number $\delta$ depending on $n$, $p$, that if $\epsilon$, $\delta_o$, $\delta_m$ are suitably bounded such that $\epsilon, \delta_o, \epsilon \delta_m \leq \delta$, then $s f$ satisfies the following estimates

$$
\left| f_s^0 - \overline{s=0} f_s^0 \right| \leq c(n, p)(\epsilon \delta_m \delta_o + \delta_o^2) r_0,
$$

(3.20)

for $s \in (s_\alpha, s_\beta)$.

Let $a$ be a positive number less than 1. There is a constant $c$ depending on $n$, $p$, that if $\delta_m + c \delta_o < a \kappa$, then $|s f| < a \kappa r_0$ for all $s \in (-\kappa r_0, +\infty)$.

Proof Estimate (3.20) follows from estimate (3.18) for $\frac{d}{ds} f_s^0$ and

$$
|s f| \leq |s=0 f_s^0| + \left| f_s^0 - \overline{s=0} f_s^0 \right| + c(n, p)\left\| \frac{d}{ds} f_s^0 \right\|^{n+1, p}
$$

$$
\leq \delta_m r_0 + c(n, p)(\epsilon \delta_m \delta_o + \delta_o^2) r_0 + c(n, p)c_o \delta_o r_0
$$

$$
\leq \delta_m r_0 + (2c(n, p) \delta + c(n, p)c_o) \delta_o r_0
$$

Therefore we choose $c = 2c(n, p) \delta + c(n, p)c_o$, then if $\delta_m + c \delta_o < a \kappa$, we have $|s f| < a \kappa r_0$. Thus we prove that given $\delta_m + c \delta_o < a \kappa$, if $|s f| < \kappa r_0$ on $(s_\alpha, s_\beta)$, then $|s f| < a \kappa r_0$ on $(s_\alpha, s_\beta)$. Hence by a bootstrap argument, we show that if $\delta_m + c \delta_o < a \kappa$, then $|s f| < a \kappa r_0$.

Remark 3.7 In the proof of Theorem 3.3, we use the $L^\infty$ bounds of the metric components $\Omega^2, \hat{b}, \hat{g}$ and their derivatives up to the order $n+2$. No bounds on the derivatives in the direction $\partial_s$ are required for Theorem 3.3.

4 Perturbations of Incoming Null Hypersurfaces

In this section, we introduce the perturbation function $\delta\{s f\}$ to describe the perturbation of null hypersurfaces. Then we estimate $\delta\{s f\}$ when given the initial perturbation function $\delta\{s=0 f\}$.

4.1 Perturbation Functions

Suppose that $\mathcal{H}_1$ and $\mathcal{H}_2$ are two incoming null hypersurfaces in $(M, g)$. Let $\{a \Sigma_s\}$ be the corresponding foliation on $\mathcal{H}_a$, $a = 1, 2$. Assume that $a \Sigma_s$ is parametrised by
We define the perturbation function of the parametrisation functions $a_{s}f$ as

$$\vartheta \{s f\} = 2_{s f} - 1_{s f}. \tag{4.1}$$

From Equations (3.7) (3.10) (3.12) on the propagation of the parametrisation function, we derive the following equations for the perturbation function $\vartheta \{s f\}$

$$\partial_{s} \vartheta \{s f\} = \vartheta \{F(s, s f, \partial s f)\} = F(s, 2_{s f}, \partial 2_{s f}) - F(s, 1_{s f}, \partial 1_{s f}), \tag{4.1}$$

and

$$\partial_{s} \left( \Delta \vartheta \{s f\} \right) = 1_{s f} \partial_{i} \left( \partial_{s} \vartheta \{s f\} \right) + \vartheta \{s X\} \partial_{i} \left( \partial_{s} 2_{s f} \right) + \vartheta \{s re\}, \tag{4.2}$$

where $\vartheta \{s X\}$, $\vartheta \{s re\}$ are the differences of the corresponding quantities on $\mathcal{H}_{a}$. In the above equations, we view $s X$ and $s re$ as functions of $s, s f, \partial s f, \nabla 2 s f$, i.e.

$$a_{s}X = s X(s, a_{s}f, \partial a_{s}f), \quad s re = s re(s, a_{s}f, \partial a_{s}f, \nabla 2 a_{s}f), \tag{4.3}$$

by the formulae of their definitions. We shall use equations (4.1) (4.2) to obtain the estimates for the perturbation functions $\vartheta \{s f\}$.

**Remark 4.1** We shall see that the estimates obtained by integrating equation (4.2) will lose one order of derivative in the regularity of $\vartheta \{s f\}$. It is caused by the term $\vartheta \{s X\} \partial_{i} \left( \partial_{s} 2_{s f} \right)$, which involves the third order derivatives of $2_{s f}$.

### 4.2 Estimates for Perturbation Functions

We shall prove the following theorem estimating the perturbation functions $\vartheta \{s f\}$.

**Theorem 4.2** Let $\mathcal{H}_{a}, a = 1, 2$ be two incoming null hypersurfaces and $\{a \Sigma_{s}\}$ be the corresponding foliation on $\mathcal{H}_{a}$. Suppose that $s \Sigma_{a}$ is parametrised by $(s, a_{s}f)$. Let $\vartheta \{s f\}$ be the perturbation function for $\mathcal{H}_{a}$. Let $(s_{a}, s_{b})$ be an interval containing $s = 0$. Suppose that $|a_{s}f| < \kappa r_{0}$ for all $s \in (s_{a}, s_{b})$.

Assume that the parametrisation functions $a_{s}f$ and perturbation function $\vartheta \{s=0f\}$ satisfy the following estimates

$$\left\| \partial \vartheta \{s=0\} \right\|_{p}^{n+1} \leq \delta_{n}r_{0}, \quad \left| \vartheta \{s=0\} \right| \leq \delta_{m}r_{0},$$

$$\left\| \partial \vartheta \{s=0\} \right\|_{p}^{n} \leq \partial_{a}r_{0}, \quad \left| \vartheta \{s=0\} \right| \leq \partial_{m}r_{0},$$
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where \( n \geq 1, p > 2 \) or \( n \geq 2, p > 1 \).

There exists a small positive constant \( \delta \) depending on \( n, p \), that if \( \epsilon, \delta_o, \delta_m, \| \delta_o \|, \| \delta_m \| \leq \delta \), then there exist constants \( c_o, c_{o,m}, c_m, c_{m,o} \) depending on \( n, p \) that \( \delta \{ s_{f} \} \) satisfies the following estimates

\[
\| \dot{\delta} \{ s_{f} \} \|^{n,p} \leq c_o \| \delta_o \| r_0 + c_{o,m} (\delta_o^2 + \epsilon \delta_o) \| \delta_m \| r_0, \quad (4.4)
\]

\[
\| \delta \{ s_{f} \} \| \leq c_m \| \delta_m \| r_0 + c_{m,o} (\delta_o + \epsilon \delta_m) \| \delta_o \| r_0, \quad (4.5)
\]

for all \( s \in (s_\alpha, s_\beta) \).

We shall prove Theorem 4.2 by bootstrap arguments. Introduce the following bootstrap assumption.

**Assumption 4.3** *(Bootstrap assumption of \( \delta \{ s_f \} \) for Theorem 3.3)* Estimates *(4.4) (4.5) of \( \delta \{ s_f \} \) hold for all \( s \in [0, s_\alpha] \) or \( s \in [s_\alpha, 0] \).

We shall obtain estimates of \( \delta \{ F(s, s_f, \dot{s}_{f}) \}, \delta \{ X \} \) and \( \delta \{ s_{re} \} \) under bootstrap Assumption 4.3, then use Equations *(4.1), (4.2) and Gronwall’s inequality to improve estimates of \( \delta \{ s_{f} \} \) such that bootstrap Assumption 4.3 can be extended to a slightly larger interval by continuity. The constants \( c_o, c_{o,m}, c_m, c_{m,o} \) are determined in the end of the bootstrap argument.

It is necessary to point out that the bootstrap argument is not really needed for the proof of Theorem 4.2, as the permutation function \( \delta \{ s_{f} \} \) appears in Equations *(4.1) (4.2) linearly. It is in contrast to the proof of Theorem 3.3 where the bootstrap argument is indeed needed.

**Proof of Theorem 4.2** Like in the proof of Theorem 3.3, we use \( c(n, p) \) or simply \( c \) to denote constants depending only on \( n, p \) which are not necessary the same throughout the proof. We assume that \( \epsilon, \delta_o, \epsilon \delta_o, \epsilon \delta_m \leq \delta \leq \frac{1}{2} \) and moreover \( \delta \) is sufficiently small that

\[
(c_o + c_{o,m} + c_m + c_{m,o}) \delta \leq 1.
\]

To simplify the notations, let \( d_o, d_m \) denote

\[
d_o = c \delta_o, \quad d_m = c (\delta_m + \delta_o^2),
\]

obtained in Theorem 3.3. Then by Theorem 3.3

\[
\| \dot{\delta} \{ a.s_{f} \} \|^{n+1,p} \leq d_o r_0, \quad \| \delta \{ \dot{s}_{f} \} \| \leq d_m r_0.
\]

Let \( d_o, d_m \) denote

\[
d_o = c_o \delta_o + c_{o,m} (\delta_o^2 + \epsilon \delta_o) \delta_m, \quad d_m = c_m \delta_m + c_{m,o} (\delta_o + \epsilon \delta_m) \delta_o.
\]
in estimates (4.4), (4.5). Then by bootstrap Assumption 4.3, for \( s \in [0, s_a] \) or \( s \in [s_a, 0] \), perturbation function \( \partial \{ sF \} \) satisfies

\[
\| \partial^{n+1} \partial \{ sF \} \|^{n-m,p} \leq d_m r_0, \quad \| \partial \{ sF \} \| \leq d_m r_0.
\]

By estimates obtained in the proof of Theorem 3.3, \( F(s, a,sF, \hat{a}, sF), a,sX \) and \( a,sre \) satisfy

\[
|F(s, a,sF, \hat{a}, sF)| \leq \frac{c \epsilon r_0^3}{(r_0 + s)^2} (d_m + d_o) d_o + \frac{c r_0^2}{(r_0 + s)^2} d_0^2,
\]

\[
\|a,sX\|^{n+1,p} \leq \frac{c \epsilon r_0^2}{(r_0 + s)^2} (d_m + d_o) d_o + \frac{c r_0^2}{(r_0 + s)^2} d_0^2,
\]

\[
\|a,sre\|^{n,p} \leq \frac{c \epsilon r_0^2}{(r_0 + s)^2} (d_m + d_o) d_o + \frac{c r_0^2}{(r_0 + s)^2} d_0^2.
\]

By bootstrap Assumption 4.3 and the bounds in Definition 2.2, we obtain estimates for their perturbations \( \partial \{ F(s, sF, \hat{s}F) \}, \partial \{ sX \} \) and \( \partial \{ sre \} \)

\[
|\partial \{ F(s, sF, \hat{s}F) \}| \leq \left[ \frac{c \epsilon d_o r_0^3}{(r_0 + s)^2} + \frac{c d_o^2 r_0^2}{(r_0 + s)^2} \right] d_m + \left[ \frac{c \epsilon d_m r_0^3}{(r_0 + s)^2} + \frac{c d_m r_0^2}{(r_0 + s)^2} \right] d_o,
\]

\[
\|\partial \{ sX \}\|^{n,p} \leq \left[ \frac{c \epsilon r_0^3}{(r_0 + s)^2} + \frac{c d_o^2 r_0^2}{(r_0 + s)^2} \right] d_m + \left[ \frac{c \epsilon r_0^3}{(r_0 + s)^2} + \frac{c d_o^2 r_0^2}{(r_0 + s)^2} \right] d_o,
\]

\[
\|\partial \{ sre \}\|^{n-1,p} \leq \left[ \frac{c \epsilon r_0^3}{(r_0 + s)^2} + \frac{c d_o^2 r_0^2}{(r_0 + s)^2} \right] d_m + \left[ \frac{c \epsilon r_0^3}{(r_0 + s)^2} + \frac{c d_o^2 r_0^2}{(r_0 + s)^2} \right] d_o.
\]

Estimates (4.9)-(4.11) can be obtained from (4.6)-(4.8) via the following heuristic formal process:

- type 1 term : \( \frac{\epsilon r_0^j}{(r_0 + s)^k} \mapsto \frac{\epsilon r_0^j}{(r_0 + s)^k} (d_m + d_o) \),
- type 2 term : \( d_m \mapsto d_m \),
- type 3 term : \( d_o \mapsto d_o \),

and for a term which is a polynomial of the above terms, we can apply the Leibniz rule to it, which is demonstrated by the following diagram.
Estimates (4.9)-(4.11) obey the above pattern. The rigorous proofs follow from the following identity

$$\ell \{ \prod_{i=1}^{m} h_i \} = h_1 h_2 \cdots h_m + \ell h_1 \ell h_2 \cdots h_m + \cdots + \ell h_1 \cdots \ell h_{m-1} \ell h_m,$$

and the following inequality on the Sobolev norm for products of functions

$$\left\| \prod_{i=1}^{m} h_i \right\|_n \leq c(m, n, p) \left\| h_1 \right\|_n \cdot \prod_{i=2}^{m} \left\| h_i \right\|_n, \quad n \geq 1, p > 2 \text{ or } n \geq 2, p > 1.$$

For $\ell \{ X \}$, the term with worst regularity is the term involving $\ell \{ \hat{d}^i s f \}$ from

$$\ell \{ \chi^2 \left( g^{-1} \right)^{ij} \hat{d}_j s f \}.$$

For $\ell \{ \text{re} \}$, the terms with worst regularity are the terms involving $\ell \{ \hat{\nabla}_k s f \}, \ell \{ \hat{\Delta} s f \}$ from

$$\ell \{ (\chi^k b^j) \hat{\nabla}_k s f \}, \quad \ell \{ \partial_x b^j s f \hat{\nabla}_k s f \}, \quad \ell \{ \partial_x b^j s f \hat{\Delta} s f \},
\ell \{ \chi^k \left( \chi^2 g^{-1} \right)^{ij} \hat{f}_{ij} \hat{\nabla}_k s f \}, \quad \ell \{ \chi^2 g^{-1} \chi^{ij} \hat{\nabla}_i \hat{\nabla}_j \hat{\Delta} s f \},
\ell \{ \partial_x \left( \chi^2 g^{-1} \chi^{ij} \hat{f}_{ij} \hat{\nabla}_k s f \right) \}, \quad \ell \{ \partial_x \left( \chi^2 g^{-1} \chi^{ij} \hat{f}_{ij} \hat{\Delta} s f \right) \}.$$

We integrate equations (4.1), (4.2) and use the bounds (4.9)-(4.11) to obtain estimates of $\ell \{ s f \}$.

For $\ell \{ s f \}$, we have

$$\left| \ell \{ s f \} \right| \leq \left| \ell \{ s=0 f \} \right| + \int_0^s \left| \ell \{ F(t, s=t f, \hat{d} s=t f) \} \right| dt$$

$$\leq \ell d m r_0 + c \left( \epsilon d_\alpha + d_\alpha \right) d_m r_0 + c \left( \epsilon d_m + d_\alpha \right) d_\alpha r_0.$$

For $\ell \{ s f \}$, we apply Gronwall's inequality in lemma 3.5 to obtain

$$\left\| \hat{\Delta} \ell \{ s f \} \right\|_n \leq c \left\| \hat{\Delta} \ell \{ s=0 f \} \right\|_n + c \int_0^s \left\| \ell \{ s=t X^i \} \hat{d}_j \left( \hat{\Delta} g^{-1} \hat{f} \right) \right\| dt$$. 
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\[ + c \int_0^s \| \mathcal{A}^{s = t \text{re}} \|^p \, dt \]
\[ \leq c d_o r_0 + c \left( \epsilon d_o + d_o^2 \right) d_m r_0 + c \left( \epsilon d_m + d_o \right) d_o r_0. \]

Then by the theory of elliptic equations on the sphere, we obtain that
\[ \| \mathcal{A} \|^{n-p} \leq c d_o r_0 + c \left( \epsilon d_m + d_o \right) d_o r_0 + c \left( \epsilon d_m + d_o^2 \right) d_o r_0. \]  \hfill (4.13)

Substituting \( d_m, d_o, d_m, d_o \) to estimates (4.12) (4.13), we obtain
\[ \left| \mathcal{A} \right| \leq c d_o r_0 + c \left( \epsilon d_m + d_o \right) d_o r_0 + c \left( \epsilon d_m + d_o^2 \right) d_o r_0, \]
\[ \| \mathcal{A} \|^{n-p} \leq c d_o r_0 + c \left( \epsilon d_m + d_o \right) d_o r_0 + c \left( \epsilon d_m + d_o^2 \right) d_o r_0. \]

We shall choose constants \( c_o, c_o, m, c_m, c_m, o \) and \( \delta \) such that estimates (4.12) (4.13) improve the estimates of \( \mathcal{A} \) in bootstrap Assumption 4.3. First, we require that
\[ \delta \leq \frac{1}{2}, \quad (c_o + c_o, m + c_m + c_m, o) \delta < 1. \]

Moreover we require that
\[ 1 + c \left( \epsilon d_m + d_o^2 \right) c_m + c \left( \epsilon d_m + d_o \right)(d_o^2 + \epsilon d_o) c_o, m < c_m, \]
\[ c(\epsilon d_m + d_o^2)c_o, m, o < c_o, m, o, \]
\[ c + c(\epsilon d_m + d_o)c_o + c(\epsilon d_o + d_o^2)(d_o + \epsilon d_o)c_o, m, o < c_o, \]
\[ c(\epsilon d_m + d_o)c_o, m, o + cc_m < c_o, m, o. \]

The above system has nonempty solution set. For example, we can choose
\[ (c_m, c_o, m, c_o, m) = (2, c + 2c^2, 2c, 3c), \]
and let \( \delta \) sufficiently small such that
\[ c \left( \epsilon d_m + d_o^2 \right) c_m + c \left( \epsilon d_m + d_o \right)(d_o^2 + \epsilon d_o) c_o, m < 1, \]
\[ (\epsilon d_m + d_o^2)c_o, m < 1, \]
\[ (\epsilon d_m + d_o)c_o + (\epsilon d_o + d_o^2)(d_o + \epsilon d_o)c_o, m, o < 1, \]
\[ (\epsilon d_m + d_o)c_o, m, o < 1. \]
Therefore we prove that there exist constants $c_m, c_{m,o}, c_o, c_{o,m}$ and $\delta$ sufficiently small depending on $n, p$ such that we can improve the estimates in bootstrap Assumption 4.3 to extend the estimates to a larger interval. Hence by the bootstrap arguments, we prove the theorem for these constants $c_m, c_{m,o}, c_o, c_{o,m}$ and $\delta$. \hfill \Box

In the rest of this paper, we simply denote $c_m, c_{m,o}, c_o, c_{o,m}$ by $c(n, p)$ or just $c$.

**Remark 4.4** Apply Theorem 4.2, we can prove the following more precise estimates

$$
\| \tilde{d} \{ \tilde{s}_f \}^{s=0} \| \leq c(\epsilon \delta_m + \delta_o^2)\tilde{\omega}_m r_0 + c(\epsilon \delta_m + \delta_o)\tilde{\omega}_o r_0,
$$

$$
\| \tilde{d} \left( \{ \tilde{s}_f \} - \{ s=0 \} \right) \| \leq c(\epsilon \delta_m + \delta_o)\tilde{\omega}_o r_0 + c(\epsilon \delta_o + \delta_o^2)\tilde{\omega}_m r_0.
$$

In the above proof of the estimate of $\| \tilde{d} \{ \tilde{s}_f \} \|^{n,p}$, we need the $L^\infty$ bounds of the metric components up to the $(n+2)$-th order derivatives, since we need to estimate terms like $\| \tilde{d} \{ \tilde{\Delta} b \} \|^{n-1,p}$, $\| \tilde{d} \{ \tilde{\partial}_a \tilde{\nabla} b \} \|^{n-1,p}$, $\| \tilde{d} \{ \tilde{\partial}_2 b \} \|^{n-1,p}$ and similar $W^{n-1,p}$ norms of the perturbations of second order derivatives of $\Omega^2 \tilde{g}$ in $\| \tilde{d} \{ \tilde{s}_f \} \|^{n-1,p}$.

**Remark 4.5** Note that the estimate of the perturbation function $\tilde{d} \{ \tilde{s}_f \}$ in Theorem 4.2 has one less order of derivative than $\tilde{s}_f$ in Theorem 3.3, as we mentioned in Remark 4.1. If we assume that $\tilde{s}_f$ is constant, which means that the second null hypersurface $\mathcal{H}_2$ is simply one of $C_{\xi}$ in the double null foliation, then the term $\tilde{d} \{ \tilde{s}_f \} \tilde{\partial}_i \left( \tilde{\Delta} \tilde{s}_f \right)$ vanishes, thus no loss of derivative occurs in this case and we have the following improved estimate of $\tilde{d} \{ \tilde{s}_f \}$.

**Theorem 4.6** Under the assumptions of Theorem 4.2, if we assume the following additional assumptions that

$$
\| \tilde{d} \{ \tilde{s}_f \} \| \leq \tilde{\omega}_o r_0, \quad \tilde{s}_f \equiv \text{const},
$$

then we can obtain the estimate of $\| \tilde{d} \{ \tilde{s}_f \} \|^{n+1,p}$ which takes the same form as in Theorem 4.2.

The proof of Theorem 4.6 follows the same route as proving Theorem 4.2. The improvement for the regularity of $\tilde{d} \{ \tilde{s}_f \}$ comes from the better assumption of $\tilde{d} \{ s=0 \}$ and the vanishing of the term $\tilde{d} \{ \tilde{s}_f \} \tilde{\partial}_i \left( \tilde{\Delta} \tilde{s}_f \right)$. The improved Theorem 4.6 requires the $L^\infty$ bounds of the metric components up to the $(n+2)$-th order derivatives, no more than the requirement of Theorem 4.2, since we have $\tilde{d} \{ \tilde{s} \} = -\tilde{d} \tilde{\omega}$ which does not involve terms like $\tilde{d} \{ \tilde{\Delta} b \}, \tilde{d} \{ \tilde{\partial}_a \tilde{\nabla} b \}, \tilde{d} \{ \tilde{\partial}_2 b \}$, the perturbations of second order derivatives of metric components.
5 Linearised Perturbation of Parametrisation Functions

In this section, we construct the linearised perturbation for parametrisation functions of incoming null hypersurfaces. We will obtain the error estimates between the linearised perturbation and the actual perturbation.

5.1 Linearised Perturbation Functions

We consider the same perturbation of incoming null hypersurfaces $\mathcal{I}_a$, $a = 1, 2$ as in Section 4.1. We also constructed the perturbation function $\delta\{s f\}$ in Section 4.1. It satisfies equations (4.1) (4.2). To construct a reasonable linearised perturbation function for this perturbation, we shall construct the corresponding linearisation of equations (4.1) (4.2), then define the linearised perturbation function as the solution of the linearised equations.

We denote the linearised perturbation function by $\delta\{s f\}$ and define its value at initial time is

$$\delta\{s=0 f\} = 2, s=0 f - 1, s=0 f$$

which is equal to the initial perturbation function $\delta\{s=0 f\}$. We construct the following linear equations from Equations (4.1) (4.2)

$$\hat{\partial}_s \delta\{s f\} = 0 \iff \delta\{s f\} = \delta\{s=0 f\}, (5.1)$$

$$\hat{\partial}_s \left( \hat{\Delta} \delta\{s f\} \right) = 1, s X^i \hat{\partial}_i \left( \hat{\Delta} \delta\{s f\} \right) - 1, s X^i \hat{\partial}_i \left( \hat{\Delta} \delta\{s f\} \right). (5.2)$$

We neglect the terms

$$\partial\{F(s, s f, \dot{s} f)\}, \quad \partial\{X^i\} \hat{\partial}_i \left( \hat{\Delta} 2, s f \right), \quad \partial\{r e\}$$

in equations (4.1) (4.2) to obtain the above linear equations. The reason is that these terms are all of quadratic or higher order smallness. For example, from estimates (3.18) (4.6) (4.9), the terms $F(s, s f, \dot{s} f)$ and $\partial\{F(s, s f, \dot{s} f)\}$ satisfy the estimates

$$|F(s, s f, \dot{s} f)| \leq \frac{c\delta r_0^2}{(r_0 + s)^2},$$

$$|\partial\{F(s, s f, \dot{s} f)\}| \leq \frac{c\delta r_0^2}{(r_0 + s)^2} \partial_o + \frac{c\delta r_0^2}{(r_0 + s)^2} \partial_m,$$

thus neglecting these terms only cause an error much less than the size of the actual perturbation. We shall see the error between this linearised perturbation function $\delta\{s f\}$ and $\delta\{s f\}$ in the next section.
Note that a straightforward way to construct a linearised perturbation function is to consider the variation through solutions of equation (3.7). Such a variation, denoted by $v\{s f\}$, satisfies the equation of variations corresponding to equation (3.7). With $1.\cdot s f$ being the background solution, this equation is

$$\dot{s} v\{s f\} = -\partial s \dot{\Omega} (\dot{v}\{s f\}) - \partial s b^i |_{s = 1.\cdot s f} \cdot \dot{\partial}_i 1.\cdot s f$$

$$+ 2(\partial^2 (g^{-1})^{ij}) |_{s = 1.\cdot s f} \cdot \dot{\partial}_i 1.\cdot s f \cdot \dot{\partial}_j (v\{s f\})$$

$$+ \partial s (\partial^2 (g^{-1})^{ij}) |_{s = 1.\cdot s f} \cdot v\{s f\} \cdot \dot{\partial}_i 1.\cdot s f \cdot \dot{\partial}_j 1.\cdot s f.$$  

We see that $\delta\{s f\}$ and $v\{s f\}$ are different, thus $\delta\{s f\}$ does not represent a variation through solutions of equation (3.7).

### 5.2 Estimates for the Error of the Linearised Perturbation

We denote the error of the linearised perturbation function by $e\{s f\}$ which is the difference of $d\{s f\}$ and $\delta\{s f\}$

$$e\{s f\} = d\{s f\} - \delta\{s f\}.$$  

From equations (4.1) (4.2) for $d\{s f\}$ and equations (5.1) (5.2), we derive the following equation for $e\{s f\}$

$$\dot{s} e\{s f\} = \dot{s} F(\dot{s}, s f, \dot{d}\{s f\})$$

$$\dot{s} \left( \dot{s} e\{s f\} \right) = 1.\cdot s f^i \dot{s} \left( \dot{s} \{s f\} \right) + \partial s \{s f\} \dot{s} \left( \dot{s} \{s f\} \right) + \partial s \{s f\}$$

$$+ \dot{s} s^i \dot{s} \left( \dot{s} e\{s f\} \right).$$  

To obtain estimates for $e\{s f\}$, we still lack the estimate of $1.\cdot s f^i \dot{s} \left( \dot{s} e\{s f\} \right)$. Its estimate is given by the following lemma.

**Lemma 5.1** Under the assumptions of Theorem 4.2 there exist a constant $c$ and a sufficiently small $\delta$ depending on $n$, $p$, such that if $\epsilon, \epsilon\delta_m, \delta_o \leq \delta$, then we have the following estimate for $\dot{s} \delta\{s f\}$

$$\|\dot{s} \delta\{s f\}\|^{m, p} \leq c \|\dot{s} \delta\{s = 0\}\|^{m, p}$$

for all integers $0 \leq m \leq n$.  
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Proof From estimate (4.7) for $1.5X$, we have for $\delta$ sufficiently small depending on $n$, $p$
\[ \| 1.5X \|^{n+1,p} \leq \frac{c\delta r_0}{(r_0 + s)^2}. \]

Then by equation (5.4) and Gronwall’s inequality in Lemma 3.5, we have for $\delta$ sufficiently small and any integer $0 \leq m \leq n$
\[ \| \hat{\Delta} \delta \{ s=0 \} \|^m_p \leq c \left\{ \| \hat{\Delta} \delta \{ s=t \} \|^m_p + \int_0^s \left\| 1.5X^i \partial_i \left( \hat{\Delta} \delta \{ s=t \} \right) \right\| dt \right\}. \]

For the second term on the right, we have
\[ \left\| \hat{\Delta} \delta \{ s=0 \} \right\|^m_p \leq c \left\{ \left\| \hat{\Delta} \delta \{ s=t \} \right\|^m_p + \int_0^s \left\| \hat{\Delta} \delta \{ s=t \} \right\|^m_p \right\}, \]

Thus for $\delta$ sufficiently small, we obtain
\[ \| \hat{\Delta} \delta \{ s=0 \} \|^m_p \leq c \| \hat{\Delta} \delta \{ s=t \} \|^m_p. \]

Now we can state and prove the following theorem on the estimates for the error of the linearised perturbation function.

**Theorem 5.2** Under the assumptions of Theorem 4.2, there exists a small positive constant $\delta$ depending on $n$, $p$, that if $\epsilon$, $\delta_0$, $\delta_m$, $\partial_0$, $\partial_m$ are suitably bounded such that $\epsilon, \delta_0, \delta_m, \epsilon \partial_0, \epsilon \partial_m \leq \delta$, then there exists a constant $c$ depending on $n$, $p$ such that the error $\epsilon \{ s \}$ of the linearised perturbation satisfies the following estimates
\[ \| \hat{d} \epsilon \{ s \} \|^{n+1,p} \leq c (\delta_0 + \epsilon \delta_m) \partial_0 r_0 + c (\delta_0 + \epsilon \delta_m) \partial_m r_0, \]
\[ \left\| \epsilon \{ s \} \right\|^8 \leq c (\delta_0 + \epsilon \delta_m) \partial_0 r_0 + c (\delta_0 + \epsilon \delta_m) \partial_m r_0, \]

for $s \in (s_\alpha, s_\beta)$.

Moreover, if we assume the additional assumptions in Theorem 4.6,
\[ \| \hat{d} \partial \{ s=0 \} \|^{n+1,p} \leq \partial_0 r_0, \quad 2 \cdot s \equiv \text{const}, \]

then we can improve to obtain the estimate of $\| \hat{d} \epsilon \{ s \} \|^{n+1,p}$, which takes the same form as above.
Proof Since we define the linearised perturbation function \( \delta \{ s = 0 \} = 2s = 0 \) at \( s = 0 \), we have

\[
e \{ s = 0 \} = 0.
\]

For \( e \{ s f \} \), we integrate equation (5.3) to obtain the estimate. From estimate (4.9),

\[
|\partial F(s, s f, \dot{s} f)| \leq \left[ \frac{c \epsilon \Delta \delta_{\alpha} r_0^3}{(r_0 + s)^3} + \frac{c \delta_{\alpha}^2 r_0^2}{(r_0 + s)^2} \right] \omega_m + \left[ \frac{c \epsilon \Delta \delta_{\alpha} r_0^3}{(r_0 + s)^3} + \frac{c \delta_{\alpha}^2 r_0^2}{(r_0 + s)^2} \right] \omega_o.
\]

thus we obtain the estimate of \( e \{ s f \} \)

\[
|e \{ s f \}| \leq c \left( \epsilon \Delta \delta_{\alpha} + \delta_{\alpha}^2 \right) \omega_m r_0 + c \left( \epsilon \Delta \delta_{\alpha} + \delta_{\alpha} \right) \omega_o r_0.
\]

For \( \dot{d} e \{ s f \} \), we integrate equation (5.4) to obtain its estimate. From estimates (4.10) (4.11),

\[
|\partial \{ s X \}^{\dot{\partial}} \dot{d} \left( \Delta \{ s f \} \right) + \partial \{ s \text{re} \} | \leq \left[ \frac{c \epsilon \Delta \delta_{\alpha} r_0^3}{(r_0 + s)^3} + \frac{c \delta_{\alpha}^2 r_0^2}{(r_0 + s)^2} \right] \omega_m + \left[ \frac{c \epsilon \Delta \delta_{\alpha} r_0^3}{(r_0 + s)^3} + \frac{c \delta_{\alpha}^2 r_0^2}{(r_0 + s)^2} \right] \omega_o.
\]

By Lemma 5.1,

\[
|\dot{\Delta} e \{ s f \} | = \left| \left( \dot{\Delta} \{ s f \} \right) \right| \leq \left[ \frac{c \epsilon \Delta \delta_{\alpha} r_0^3}{(r_0 + s)^3} + \frac{c \delta_{\alpha}^2 r_0^2}{(r_0 + s)^2} \right] \omega_o.
\]

Hence by Gronwall’s inequality in Lemma 3.5, we obtain that

\[
\| \dot{\Delta} e \{ s f \} \|^{n-1, p} \leq c \left( \epsilon \Delta \delta_{\alpha} + \delta_{\alpha}^2 \right) \omega_m r_0 + c \left( \epsilon \Delta \delta_{\alpha} + \delta_{\alpha} \right) \omega_o r_0. \tag{5.5}
\]

Then by the theory of elliptic equations on the sphere, we get that

\[
\| \dot{d} e \{ s f \} \|^{n, p} \leq c \left( \epsilon \Delta \delta_{\alpha} + \delta_{\alpha}^2 \right) \omega_m r_0 + c \left( \epsilon \Delta \delta_{\alpha} + \delta_{\alpha} \right) \omega_o r_0.
\]

Under the additional assumptions, by Theorem 4.6, we have improved estimate for \( \dot{d} \partial \{ s f \} \), therefore by the same argument above, we obtain the improved estimate for \( \dot{d} e \{ s f \} \).
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Appendix A. Proof of Lemma 3.5: Gronwall’s inequality

We consider the solution of the following propagation equation

$$\partial_s s f + s X_i \partial_i s f = s \text{re}$$  \hspace{1cm} (A.1)

and obtain estimates for $s f$ by integrating the equation. We first derive the propagation equation for the rotational derivatives of $s f$. Let $R_i$, $i = 1, 2, 3$ be the rotational vector fields on the unit round sphere $(\mathbb{S}^2, \hat{g})$. In the 3-dimensional Euclidean space,

$$R_i = \sum_{j,k} \epsilon_{ijk} x^j \partial_k.$$ 

Differentiating equation (A.1), we get

$$\partial_s R_i s f + s X (R_i s f) + [R_i, s X] s f = R_i s \text{re}.$$ 

For the higher order derivatives, we have

$$\partial_s \left(R_{i_1} \cdots R_{i_m} s f\right) + s X \left(R_{i_1} \cdots R_{i_m} s f\right) = R_{i_1} \cdots R_{i_m} s \text{re},$$  \hspace{1cm} (A.2)

where

$$R_{i_1} \cdots R_{i_m} s \text{re} = R_{i_1} \cdots R_{i_m} s \text{re},$$

$$- \sum_{[l_1, \cdots, l_s] \subseteq [k_1, \cdots, k_n-s]} \left[R_{l_{k_1}} \cdots , R_{l_{k_{n-s}}} , s X\right] \left(R_{l_1} \cdots R_{l_s} s f\right)$$

and

$$\left[R_{k_1} \cdots , R_{k_{n-s}} , s X\right] = \mathcal{L}_{R_{k_1}} \cdots \mathcal{L}_{R_{k_{n-s}}} s X.$$ 

The proof of Lemma 3.5 relies on the following lemma on the diffeomorphisms generated by the vector field $s X$. 
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Lemma 5.3 Define the one parameter family of diffeomorphisms \( \varphi_s \) generated by \( sX \), i.e.
\[
\varphi_s : S^2 \to S^2, \quad \frac{d}{ds} \varphi_s(\vartheta) = sX(\varphi_s(\vartheta)), \quad \varphi_{s=0} = \text{Id}
\]
We define the push forward metric \( g_s \) of \( \varphi_s \) via
\[
g_s = (\varphi_s)_* \circ g, \quad d\text{vol}_{g_s} = (\varphi_s)_* d\text{vol}_g.
\]
Then there exists a family of functions \( \{ \phi_s \} \) such that
\[
d\text{vol}_{g_s} = \phi_s d\text{vol}_g,
\]
and \( \phi_s \) satisfies the equation
\[
\partial_s \phi_s + sX^i \partial_i \phi_s = -\phi_s \circ \text{div}^sX, \quad \left( \partial_s + sX^i \partial_i \right) \log \phi_s = -\circ \text{div}^sX. \tag{A.3}
\]
Assume that
\[
\sup_{S^2} \left| \circ \text{div}^sX \right| \leq \frac{kr_0}{(r_0 + t)^2},
\]
then
\[
\left| \log \phi_s \right| \leq k.
\]
Proof It is sufficient to prove equation (A.3). It follows from
\[
\mathcal{L}_X d\text{vol}_{g_s} = \mathcal{L}_X \left( \phi_s d\text{vol}_g \right) = 0.
\]

Applying the above lemma, we prove the \( L^p \) estimate for \( \overset{s}{f} \).

Lemma 5.4 Under the assumptions of Lemma 3.5, there exists a constant \( c \) depending on \( p \) such that
\[
\left\| \overset{s}{f} \right\|_{L^p} \leq \exp(ck) \left\{ \left\| \overset{s=0}{f} \right\|_{L^p} + \int_0^s \left\| \overset{s=t}{\text{re}} \right\|_{L^p} dt \right\}.
\]

Proof We use the one parameter family defined in Lemma 5.3. Denote the pullbacks of \( \overset{s}{f} \) and \( \overset{s}{\text{re}} \) via \( \varphi_s \) by \( \overset{s}{f}_s, \overset{s}{\text{re}}_s, \)
\[
\overset{s}{f}_s(\vartheta) = \varphi_s^*(\overset{s}{f})(\vartheta) = \overset{s}{f} \circ \varphi_s(\vartheta), \quad \overset{s}{\text{re}}_s(\vartheta) = \varphi_s^*(\overset{s}{\text{re}})(\vartheta) = \overset{s}{\text{re}} \circ \varphi_s(\vartheta).
\]
Then we have the propagation equation
\[ \frac{d}{ds} s \mathbf{f}_s (\vartheta) = \mathbf{s \text{re}}_s (\vartheta). \]

Therefore for \( \| s \mathbf{f}_s \|_{L^p} \), we have
\[ \left| \frac{d}{ds} \left( \| s \mathbf{f}_s \|_{L^p} \right)^p \right| = p \| \int_{\mathbb{S}^2} \mathbf{s \text{re}}_s \cdot (s \mathbf{f}_s)^{p-1} \text{dvol}_g \| \leq p \| \mathbf{s \text{re}}_s \|_{L^p} \| s \mathbf{f}_s \|_{L^p}^{p-1} \]

Therefore we have
\[ \| s \mathbf{f}_s \|_{L^p} \leq \| s = 0 \mathbf{f} \|_{L^p} + \int_0^s \| s = t \mathbf{s \text{re}}_s \|_{L^p} dt. \]

Between \( L^p \) norms \( \| s \mathbf{f}_s \|_{L^p} \) and \( \| s \mathbf{f} \|_{L^p} \), we have that
\[ \int_{\mathbb{S}^2} \left( \mathbf{s \text{f}}_s \right)^p \text{dvol}_g = \int_{\mathbb{S}^2} \left( (\varphi_s)^s \mathbf{f} \right)^p \text{dvol}_g = \int_{\mathbb{S}^2} \left( \mathbf{f} \right)^p \text{dvol} (\varphi_s)_s g^\circ = \int_{\mathbb{S}^2} \left( \mathbf{f} \right)^p \text{dvol}_{s \mathbf{g}} = \int_{\mathbb{S}^2} \left( \mathbf{f} \right)^p \varphi_s \text{dvol}_g. \]

Then by Lemma 5.3, we have
\[ \exp(-ck) \| s \mathbf{f} \|_{L^p} \leq \| s \mathbf{f}_s \|_{L^p} \leq \exp(ck) \| s \mathbf{f} \|_{L^p} \]

since we have the \( L^\infty \) estimate of \( \text{div} \circ \mathbf{X} \) from \( \| \mathbf{X} \|_{n+1,p} \) by the Sobolev embedding. Similarly, for \( \| \mathbf{s \text{re}}_s \|_{L^p} \) and \( \| \mathbf{s \text{re}} \|_{L^p} \), they are also comparable with the constant \( \exp(ck) \). Hence
\[ \| s \mathbf{f}_s \|_{L^p} \leq \exp(ck) \left\{ \| s = 0 \mathbf{f} \|_{L^p} + \int_0^s \| s = t \mathbf{s \text{re}}_s \|_{L^p} dt \right\}. \]

Therefore Lemma 3.5 follows from equation (A.2) and lemma 5.4.
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