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Abstract
We follow the strategy initiated in (Alcoforado 2021 Gen. Relativ. Gravit. 53 42) and proceed with the implementation of the Galerkin–collocation domain decomposition applied to the dynamics of a spherical self-gravitating scalar field with the field equation in the Cauchy formulation. We have adopted the areal slicing gauge. We have presented a detailed implementation for an arbitrary number of subdomains and adopted the simplest form of the transmission conditions. Further, by an appropriate choice of the basis functions in the inner subdomain, we eliminated exactly the $1/r$ terms near the origin present in the field equations. The code is validated using two error measures: the conservation of the ADM mass and the Hamiltonian constraint that must be satisfied during the spacetime dynamics. In general, both error measures converge exponentially in all subdomains. As a useful illustration of placing more subdomains near the strong-field region, meaning an efficient concentrating of collocation points near the origin, we exhibited the formation of an apparent horizon even though the numerical integration diverges.
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1. Introduction

The present work is a continuation of the systematic development of the Galerkin–collocation domains decomposition (GCDD) technique applied to problems of interest in numerical relativity. In reference [1], we have implemented an efficient algorithm to solve the field equations in the characteristic formulation describing the dynamics of a scalar field in spherically symmetric spacetimes, where we have included more than two subdomains. Here, our goal is to consider the same problem with the field equations in the Cauchy formulation. We have already implemented GCDD codes successfully in the following cases: (i) determination of the initial data for single [2] and binary black holes [3, 4], (ii) the dynamics of cylindrical gravitational waves [5], and (iii) critical collapse in the new characteristic scheme [6].

We also mention that this work also precedes studies in the near future which use the methods presented here. The context will be the BSSN formalism written in curvilinear coordinates [7–10] which will be of great use in the analysis of more complex physical systems. As examples, we can highlight the collapse of scalar fields with general potentials, non-spherical gravitational collapse, collapse with rotation, in addition to the inclusion of more realistic matter. These cases leave spherical symmetry and require greater computational complexity (see reference [11], and references therein, as an example for critical collapse). With that, this initial study proves to be crucial. It is also important to say that we intend to use the computational tools described in this work and previous articles to establish a general numerical relativity code via spectral methods. Our focus here is the computational method.

The domain decomposition or multidomain method consists of dividing the spatial domain into two or more subdomains and appropriate transmission conditions to connect the solutions in each subdomain. In the realm of spectral methods, domain decomposition methods were first established for fluid mechanics problems in the late 1970s. We indicate Canuto et al [12] (see also reference [13]) for a helpful and concise presentation of domain decomposition methods. Orszag [14] introduced the spectral domain decomposition method for elliptic problems; Kopriva [15, 16] considered the spectral multidomain technique for hyperbolic problems. In this case, we remark that there is no unique way of matching the solutions in contiguous subdomains [15, 17].

The first application of the spectral domain decomposition method in numerical relativity was to determine the stationary configurations [18] and the initial data problem [19, 20]. For the time-dependent systems, the spectral domain decomposition was implemented within the SpEC [21] and LORENE [22] codes to deal with the gravitational collapse, the dynamics of stars, and the evolution of single [23] and binary black holes [24]. In particular, the use of discontinuous Galerkin methods [25–27] has been implemented to describe the neutron star evolution successfully. A more detailed approach for the multidomain spectral codes is found in reference [28] and in the SXS collaboration [29].

We present an alternative numerical procedure within the domain decomposition spectral methods, which is currently in continuous improvement and development. The first new feature we have used systematically is the compactification of the spatial domain using the algebraic map [30], and in the sequence splitting it into several subdomains (cf figure 1). Consequently, we introduce the map parameter, \( L_0 \), that controls the subdomains’ locations and the distribution of collocation points. As we will show in the sequence, the convenient choice of the map parameter and the number of subdomains is essential for greater code accuracy and convergence. Another distinct feature worth mentioning is the choice of basis functions expressed as a combination of the Chebyshev polynomials to satisfy the boundary conditions. In particular, we have handled exactly the \( 1/r \) near the origin.
The sequence of presentation is as follows. In the second section, we establish the basic equations. We describe the domain-decomposition strategy in section 3. As a typical feature of the adopted numerical strategy, we have introduced a compactified intermediary computational domain before separating it into several subdomains. We define the basis functions in each subdomain after establishing the corresponding rational Chebyshev polynomials. In section 4, we proceed with the numerical tests to validate the multidomain code. We have considered two robust indicators from which we defined the error measures: the conservation of the ADM mass and the Hamiltonian constraint verification. As the last test, we have determined the formation of the apparent horizon and its mass, considering we have adopted a coordinate system that the integration diverges when the apparent horizon forms. In the last section, we summarize the results and indicate the next steps of the present investigation line.

2. The field equations

We present briefly the main equations and the basic aspects of the spherical collapse of a scalar field in the Cauchy scheme of the field equations. We adopt the following line element:

\[ ds^2 = -e^{2\alpha} \, dt^2 + e^{2\mu} \, dr^2 + r^2 (d\theta^2 + \sin^2 \theta \, d\phi^2), \]

with \( \alpha = \alpha(t, r) \) and \( \mu = \mu(t, r) \) determining to the lapse function and the radial metric function, respectively. Assuming polar slicing and an areal radial coordinate, and considering a scalar field with potential \( V(\phi) \), the relevant field equations are

\[ \alpha_r - \mu_r + \frac{1}{r} (1 - e^{2\mu}) + r e^{2\mu} V(\phi) = 0, \]

\[ \mu_r = \frac{r}{2} e^{2\mu} \Pi \rho_{,r}, \]

\[ H = \mu_r + \frac{1}{2r} (e^{2\mu} - 1) - \frac{r}{4} (\Pi^2 + \phi^2) - \frac{r}{2} e^{2\mu} V(\phi) = 0. \]

Equations (3) and (4) are the momentum and the Hamiltonian constraints, respectively. We solve equation (2) to update the function \( \alpha(t, r) \) in each time level or hypersurface slice, and we use equation (3) to evolve the metric function \( \mu(t, r) \) instead of solving the Hamiltonian constraint at each slice (see, for instance [31–33]).
The Klein–Gordon equation

\[ \square \phi = \frac{dV}{d\phi}, \quad (5) \]

can be split into two first-order equations:

\[ \phi_t = e^{\alpha - \mu} \Pi, \quad (6) \]

\[ \Pi_t = \frac{1}{r^2} \left( e^{\alpha - \mu} r^2 \phi_r \right)_r - e^{\alpha + \mu} \frac{dV}{d\phi}, \quad (7) \]

with equation (6) defining the function \( \Pi(t, r) \).

We integrate the field equations (2), (3), (6) and (7) starting with the initial data \( \phi(t_0, r) \) and \( \Pi(t_0, r) \). We determine the initial function \( \mu(t_0, r) \) after solving the Hamiltonian constraint (4). Then, from equation (2) we obtain \( \alpha(t_0, r) \), and from equations (3), (6) and (7) we determine the initial functions \( \mu, \phi, \Pi \) at the next time level, and the whole process repeats providing the evolution of the spacetime. We remark that we use the Hamiltonian constraint only to obtain the initial distribution \( \mu(t_0, r) \). We further validate the code verifying the Hamiltonian constraint at each slice.

A relevant quantity is the mass function defined by:

\[ 1 - \frac{2m}{r} = g^{\mu\nu} r_\mu r_\nu = e^{-2\mu}, \quad (8) \]

that is, \( m(t, r) \) measures the mass inside an sphere of radius \( r \) at the instant \( t \). It can be shown that an apparent horizon forms when \( \mu \to \infty \). Related to the mass function, we have the ADM mass

\[ M_{\text{ADM}}(t) = \lim_{r \to \infty} m(t, r). \quad (9) \]

Contrary to the Bondi mass, the ADM mass is conserved [34–36].

The boundary and coordinate conditions are an essential part to guarantee the regularity of the spacetime at the origin and the asymptotic flatness. Then, near the origin, we have

\[ \alpha(t, r) = \mathcal{O}(r^2), \quad (10) \]

\[ \mu(t, r) = \mathcal{O}(r^2), \quad (11) \]

\[ \phi(t, r) = \phi_0(t) + \mathcal{O}(r^2), \quad (12) \]

\[ \Pi(t, r) = \Pi_0(t) + \mathcal{O}(r^2), \quad (13) \]

where \( \phi_0(t) = \phi(t, r = 0) \) and \( \Pi_0(t) = \Pi(t, r = 0) \). We point out that the cancellation of the \( 1/r \) terms present in the field equations requires fulfilling the above conditions. As we are going to show, with the Galerkin–collocation method, these conditions are satisfied exactly. This is so because we construct a set of basis functions which satisfy the above asymptotic conditions.
The asymptotic-flatness conditions are
\[ \alpha(t, r) = \alpha_0(t) + \frac{\alpha_{-1}(t)}{r} + \mathcal{O}(r^{-2}), \quad \text{(14)} \]
\[ \mu(t, r) = \frac{M_{\text{ADM}}}{r} + \mathcal{O}(r^{-2}) + \mathcal{O}(r^{-2}), \quad \text{(15)} \]
\[ \phi(t, r) = \psi_0 + \frac{\phi_{-1}(t)}{r} + \mathcal{O}(r^{-2}), \quad \text{(16)} \]
\[ \Pi(t, r) = \frac{\Pi_{-2}(t)}{r^2} + \mathcal{O}(r^{-3}), \quad \text{(17)} \]
for suitable functions \( \alpha_0(t) \), \( \alpha_{-1}(t) \), \( \psi_0(t) \), \( \phi_{-1}(t) \), and \( \Pi_{-2}(t) \). We remark that for a massless scalar field we set \( \psi_0 = 0 \), but depending on the potential we may have \( \psi_0 \neq 0 \) and/or \( \phi_{-1} = 0 \).

Also, from the asymptotic expansion of the function \( \mu(t, r) \), we can read off the ADM mass.

The mass function satisfies the equation
\[ \frac{\partial m}{\partial r} = \frac{r^2}{4} e^{-2\mu} (\Pi^2 + \phi^2_r) + \frac{r^2}{2} V(\phi), \quad \text{(18)} \]
that is obtained after differentiating equation (8) and taking into account the Hamiltonian constraint (4). We calculate the ADM mass integrating the above expression yielding
\[ M_{\text{ADM}} = \int_0^\infty \left[ \frac{r^2}{4} e^{-2\mu} (\Pi^2 + \phi^2_r) + \frac{r^2}{2} V(\phi) \right] \, dr. \quad \text{(19)} \]
We point out that the ADM mass calculation is performed more accurately using the above integral if we compare with the asymptotic expression for the ADM mass given by equation (9).

3. The multidomain Galerkin–collocation method

We describe the numerical procedure based on the Galerkin–collocation method in multiple nonoverlapping subdomains applied to a self-gravitating scalar field described by equations (2), (3), (6) and (7). We follow the same line of the presentation we have done in reference [1] for the case of the characteristic scheme.

3.1. Spectral approximations

We divided the physical domain \( 0 \leq r < \infty \) into \( n \) subdomains \( D_1 : 0 \leq r \leq r_1, \ldots, D_l : r_{l-1} \leq r \leq r_l, \ldots, D_n : r_{n-1} \leq r < \infty, \) with \( r_0 = 0 \), and \( r_1, r_2, \ldots, r_{n-1} \) representing the interface between contiguous subdomains.

In each subdomain, we establish the spectral approximations of the metric functions \( \alpha(t, r), \ \mu(t, r) \) and the scalar field functions \( \phi(r, t), \Pi(t, r) \):
\[ \alpha^{(i)}(t, r) = \sum_{k=0}^{N_{\alpha}^{(i)}} \alpha_k^{(i)}(t) \alpha_k^{(i)}(r), \quad \text{(20)} \]
\[ \mu^{(i)}(t, r) = \sum_{k=0}^{N_{\mu}^{(i)}} \mu_k^{(i)}(t) \mu_k^{(i)}(r), \quad \text{(21)} \]
The domain mappings we have adopted to connect the physical and computational subdomains. First, we define the rational Chebyshev polynomials in each subdomain using figure 1 to indicate the collocation points that are mapped back to 

\[ \phi^{(i)}(t, r) = \sum_{k=0}^{N_0^{(i)}} \hat{\phi}_k^{(i)}(t) \psi_k^{(i)}(r), \]  

(22)

\[ \Pi^{(i)}(t, r) = \sum_{k=0}^{N_{\Pi}^{(i)}} \hat{\Pi}_k^{(i)}(t) \chi_k^{(i)}(r), \]  

(23)

where \( l = 1, 2, \ldots, n \) indicates the specific subdomain; \( \{\hat{\phi}_k^{(i)}(t), \hat{\mu}_k^{(i)}(t), \hat{\eta}_k^{(i)}(t), \hat{\Pi}_k^{(i)}(t)\} \) are the modes or the unknown coefficients and \( \{\phi_k^{(i)}(t), \Xi_k^{(i)}(r), \psi_k^{(i)}(r), \chi_k^{(i)}(r)\} \) are basis functions. We fix the number of modes in each subdomain by the truncation orders \( N_0^{(l)}, N_0^{(\Pi)}, N_{\Pi}^{(1)}, N_{\Pi}^{(2)}, \ldots, N_{\Pi}^{(n)} \), \( l = 1, 2, \ldots, n \). According with the Galerkin method, the basis functions belonging to the first and last subdomains must satisfy the boundary conditions (10)–(13) and (14)–(17), respectively. The basis functions in the intermediate subdomains \( l = 2, 3, \ldots, n - 1 \) are identified as the rational Chebyshev polynomials [30] defined in these subdomain as we are going to define in the sequence.

### 3.2. Rational Chebyshev polynomials

We define the rational Chebyshev polynomials in each subdomain using figure 1 to indicate the mappings we have adopted to connect the physical and the computational subdomains. First, the domain \( D : 0 \leq r < \infty \) is mapped into the interval \( -1 \leq x \leq 1 \) using the algebraic map [30]

\[ r = L_0 \left( \frac{1 + x}{1 - x} \right), \]  

(24)

where \( L_0 \) is the map parameter, \( x^{(1)}, x^{(2)}, \ldots, x^{(n-1)} \) are the interface between contiguous subdomains as shown in figure 1. Second, we introduce linear transformations to define the computational subdomains parameterized by \( -1 \leq \xi^{(l)} \leq 1, l = 1, 2, \ldots, n \):

\[ x(\xi^{(l)}) = \frac{1}{2} \left[ (x^{(l)} - x^{(l-1)}) \xi^{(l)} + x^{(l)} + x^{(l-1)} \right], \]  

(25)

with \( l = 1, \ldots, n \) where \( x^{(0)} = -1 \) and \( x^{(n)} = 1 \). These computational subdomains are the loci of the collocation points that are mapped back to \( r_k \) in the physical domain \( D \).

The rational Chebyshev polynomials are defined in each subdomains as

\[ TL_k^{(i)} = T_k \left( \xi^{(l)} = \frac{a^{(l)} r + b^{(l)}}{(r + L_0)} \right), \]  

(26)

where \( \xi^{(l)} \) is a combination of equations (24) and (25) yielding

\[ a^{(l)} = \frac{2L_0 + \rho^{(l)} + \rho^{(l-1)}}{\rho^{(l)} - \rho^{(l-1)}}, \]  

(27)

\[ b^{(l)} = \frac{2\rho^{(l)} \rho^{(l-1)} + L_0 (\rho^{(l)} + \rho^{(l-1)})}{\rho^{(l)} - \rho^{(l-1)}}. \]  

(28)
and (13), we assume that we can now define the basis functions for the spectral approximations (20)–(23). The ratio-
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nal Chebyshev polynomials (26) are the basis functions for all spectral approximations in the

subdomains \( D \). To reproduce the asymptotic behavior (17), the basis for the function \( \hat{\phi} \) is simply the rational Chebyshev polynomial, or \( \Phi_k(r) = TL_{k+1}^{(0)}(r) \). Since the asymptotic behaviors of the functions \( \mu(r) \) and \( \phi(r) \) are identical (assuming that \( \hat{\phi}(0) = 0 \)), we have

As a consequence, we have \( \Phi_k(r) = O(r^2) \). Concerning the scalar field basis functions, we have adopted a distinct approach by using the Tau method [30]. To reproduce the conditions (12) and (13), we assume that \( \hat{\phi} = TL_{k+1}^{(0)}(r) \) and impose a relation between the modes \( \hat{\phi}(t) \) such that

A similar relation is imposed for the function \( \Pi(t, r) \).

In the subdomain \( D_n \), the basis for the function \( \alpha(t, r) \) is simply the rational Chebyshev polynomial, or \( \Phi_k(r) = TL_{k+1}^{(0)}(r) \). Since the asymptotic behaviors of the functions \( \mu(r) \) and \( \phi(r) \) are identical (assuming that \( \hat{\phi}(0) = 0 \)), we have

To reproduce the asymptotic behavior (17), the basis for the function \( \Pi(t, r) \) is expressed by a linear combination of the rational Chebyshev polynomials given by

For the sake of completeness, we summarize the presentation of the basis functions in Table 1.

| \( D_1 \) | \( D_2 \ldots D_{n-1} \) | \( D_n \) |
|---|---|---|
| \( \alpha \) | \( \Phi_k(r) \) | \( TL_{k+1}^{(0)}(r) \) |
| \( \mu \) | \( \Phi_k(r) \) | \( \psi_k(r) \) |
| \( \phi \) | \( TL_{k+1}^{(0)}(r) \) | \( \psi_k(r) \) |
| \( \Pi \) | \( TL_{k+1}^{(0)}(r) \) | \( \chi_k(r) \) |

\( T_k(\xi) \) is the Chebyshev polynomial of \( k \)th order, \( r^{l-1} \leq r \leq r^l \) corresponds to \( -1 \leq \xi \leq 1 \) for all \( l = 1, 2, \ldots, n \) with \( r^0 = 0 \) and \( r^n \) is located at the infinity.

### 3.3. Basis functions

We can now define the basis functions for the spectral approximations (20)–(23). The rational Chebyshev polynomials (26) are the basis functions for all spectral approximations in the subdomains \( D_l \), \( l = 2, 3, \ldots, n - 1 \). For the subdomains \( D_1 \) and \( D_n \) the basis functions must satisfy the conditions (10)–(13) and (14)–(17), respectively.

The basis for the functions \( \alpha(t, r) \) and \( \mu(t, r) \) in the first subdomain \( D_1 \) are

As a consequence, we have \( \Phi_k(r) = O(r^2) \). Concerning the scalar field basis functions, we have adopted a distinct approach by using the Tau method [30]. To reproduce the conditions (12) and (13), we assume that \( \hat{\phi} = TL_{k+1}^{(0)}(r) \) and impose a relation between the modes \( \hat{\phi}(t) \) such that

A similar relation is imposed for the function \( \Pi(t, r) \).

In the subdomain \( D_n \), the basis for the function \( \alpha(t, r) \) is simply the rational Chebyshev polynomial, or \( \Phi_k(r) = TL_{k+1}^{(0)}(r) \). Since the asymptotic behaviors of the functions \( \mu(r) \) and \( \phi(r) \) are identical (assuming that \( \hat{\phi}(0) = 0 \)), we have

To reproduce the asymptotic behavior (17), the basis for the function \( \Pi(t, r) \) is expressed by a linear combination of the rational Chebyshev polynomials given by

For the sake of completeness, we summarize the presentation of the basis functions in Table 1.
3.4. Transmission conditions

The next step is to establish the transmission conditions to guarantee that all pieces of the spectral approximations (20)–(23) represent the same functions but defined in each subdomain. We adopt the patching method [12] that demands that a function and all their \(d-1\) spatial derivatives must be continuous at the contiguous subdomains’ interface. However, in the present case we introduce a slight modification consisting of imposing that all functions and their first derivatives with \(r\) are continuous at the interfaces. Then, we have the following transmission conditions:

\[
\alpha^{(l)}(t, r^{(l)}) = \alpha^{(l+1)}(t, r^{(l)}) , \tag{33}
\]

\[
\left( \frac{\partial \alpha}{\partial r} \right)^{(l)}_{r^{(l)}} = \left( \frac{\partial \alpha}{\partial r} \right)^{(l+1)}_{r^{(l)}} , \tag{34}
\]

\[
\mu^{(l)}(t, r^{(l)}) = \mu^{(l+1)}(t, r^{(l)}) , \tag{35}
\]

\[
\left( \frac{\partial \mu}{\partial r} \right)^{(l)}_{r^{(l)}} = \left( \frac{\partial \mu}{\partial r} \right)^{(l+1)}_{r^{(l)}} , \tag{36}
\]

\[
\phi^{(l)}(t, r^{(l)}) = \phi^{(l+1)}(t, r^{(l)}) , \tag{37}
\]

\[
\left( \frac{\partial \phi}{\partial r} \right)^{(l)}_{r^{(l)}} = \left( \frac{\partial \phi}{\partial r} \right)^{(l+1)}_{r^{(l)}} , \tag{38}
\]

with \(l = 1, 2, \ldots, n-1\), and the same conditions for the function \(\Pi(t, r)\). Two remarks are in order. First, the number of transmission conditions restricts the number of collocation or grid points in the subdomains; and second, it is possible to generate a stable evolution code suppressing the condition (36) if one follows the imposition of the patching method rigorously.

3.5. The grid or collocation points

The collocation points located in the computational subdomains \(-1 < \xi_j^{(l)} < 1\) are mapped into the physical domain according to the inverse of the argument in the rational Chebyshev polynomials given by (26)

\[
r_j^{(l)} = \frac{b^{(l)} - L_0 \xi_j^{(l)}}{\xi_j^{(l)} - a^{(l)}} , \tag{39}
\]

with \(a^{(l)}, b^{(l)}\) given by the relations (27) and (28), respectively. By designating \(N^{(l)}\) the truncation order of any field function \((N^{\alpha}, N^{\mu}, N^{\phi} \text{ or } N^{\Pi})\), the total number collocation points, \(\xi_j^{(l)}\) in the
Table 2. Distribution of the collocation points in each subdomains according to corresponding truncation orders.

|   | $D_1$ | $D_2$ | ... | $D_{n-1}$ | $D_n$ |
|---|---|---|---|---|---|
| $\alpha$ | $N_\alpha^{(1)}$ | $N_\alpha^{(2)}-1$ | ... | $N_\alpha^{(n-1)}-1$ | $N_\alpha^{(n)}$ |
| $\mu$ | $N_\mu^{(1)}$ | $N_\mu^{(2)}-1$ | ... | $N_\mu^{(n-1)}-1$ | $N_\mu^{(n)}$ |
| $\phi$ | $N_\phi^{(1)}$ | $N_\phi^{(2)}-1$ | ... | $N_\phi^{(n-1)}-1$ | $N_\phi^{(n)}$ |
| $\Pi$ | $N_{\Pi}^{(1)}$ | $N_{\Pi}^{(2)}-1$ | ... | $N_{\Pi}^{(n-1)}-1$ | $N_{\Pi}^{(n)}$ |

Computational subdomains must be

\[
\sum_{l=1}^{n} N_\mu^{(l)} + n - 2(n - 1) = \sum_{l=1}^{n} N_\mu^{(l)} - n + 2,
\]

where $n \geq 2$. We have distributed the collocation points as shown in Table 2.

We have chosen two sets of Chebyshev–Gauss–Lobatto points; one for the metric functions $\alpha(t, r)$, $\mu(t, r)$, and another for the matter functions $\phi(t, r)$, $\Pi(t, r)$. These sets can have a distinct number of points in each subdomain, where we have excluded the origin from the first set since the spectral approximations for $\alpha(t, r)$ and $\mu(t, r)$ fix these functions at $r = 0$. The following collocation points characterize the first set:

\[
\xi_j^{(1)} = \cos \left( \frac{j \pi}{N_\mu^{(1)} + 1} \right), \quad j = 1, 2, \ldots, N_\mu^{(1)}, \quad (40)
\]

\[
\xi_j^{(l)} = \cos \left( \frac{j \pi}{N_\mu^{(l)} - 1} \right), \quad j = 1, 2, \ldots, N_\mu^{(l)} - 1, \quad (41)
\]

for $l = 2, \ldots, n - 1$, and for the last subdomain

\[
\xi_j^{(n)} = \cos \left( \frac{j \pi}{N_\mu^{(n)} - 1} \right), \quad j = 1, 2, \ldots, N_\mu^{(n)}, \quad (42)
\]

where we assume that $N_\mu^{(1)} = N_\mu^{(n)}$. The second set of collocation points is given by

\[
\xi_j^{(l)} = \cos \left( \frac{j \pi}{N_\phi^{(l)}} \right), \quad j = 1, 2, \ldots, N_\phi^{(l)}, \quad (43)
\]

for the first and the last subdomains, $l = 1, n$, respectively; and the for the interior subdomains, $l = 2, \ldots, n - 1$, we have

\[
\xi_j^{(l)} = \cos \left( \frac{j \pi}{N_\phi^{(l)} - 1} \right), \quad j = 1, 2, \ldots, N_\phi^{(l)} - 1. \quad (44)
\]

Here, $N_{\Pi}^{(l)} = N_\phi^{(l)}$. We would like to make some pertinent and brief comments. The sets of collocation points (40)–(44) have identical structure; the exception is that the origin is included.
in the second set. We have placed the interfaces \( r^{(1)}, r^{(2)}, \ldots, r^{(n-1)} \) as belonging to the corresponding subsequent subdomains, \( D_2, D_3, \ldots, D_n \), respectively, as implemented in reference [1].

3.6. Implementing the GC domain decomposition method

The goal of any spectral method is to approximate a set of evolution partial differential equations by a finite set of ordinary differential equations. By considering the system formed by the equations (2), (3), (6) and (7), we approximate them by sets of dynamical systems for the values \( \phi^0_j(t), \Pi^0_j(t) \) and \( \mu^0_j(t) \) with \( l = 1, 2, \ldots, n \), or equivalently for the corresponding modes. The field equation (2) results in a set of algebraic equations for the modes \( \hat{\alpha}^0_k(t) \).

We describe in the sequence the evolution scheme of the multidomain GC method (see also references [1, 5, 6]). By substituting the spectral approximations (20)–(23) into the field equations (2), (3), (6) and (7) we obtain the corresponding residual equations. For instance, considering equation (2), the residual equations in each subdomain become

\[
\text{Res}^0_j(t, r) = \left( \alpha_j - \mu_j + \frac{1}{r} \left( 1 - e^{2\mu_j} \right) + r e^{2\mu_j} V(\phi^0_j) \right)^{(0)},
\]

with \( l = 1, 2, \ldots, n \). These equations do not vanish due to the approximations established for the metric and scalar field functions. We have followed the prescription of the collocation method for updating the modes \( \alpha_j^0(t) \). It means requiring the above residual equations to vanish at the collocation points located in each subdomain. Then

\[
(\alpha_j^0)^{(0)} = (\mu_j^0)^{(0)} - \frac{1}{r_j} \left( 1 - e^{2\mu_j^0} \right) - r_j e^{2\mu_j^0} V(\phi^0_j),
\]

where \( r_j^0 \) are the collocation points in the physical domain given by equation (39). With the values \( (\mu_j^0), (\mu_j^0), (\phi_j^0) \), we can determine the values \( (\alpha_j^0) \), and, as we are going to show, the modes \( \hat{\alpha}^0_k \).

For convenience, it will be helpful to introduce a new notation for the values and modes of all metric and scalar functions defined in each subdomain. Schematically, we have

\[
\mu_j^0 \rightarrow \mu_j, \quad \hat{\mu}_j^0 \rightarrow \hat{\mu}_j
\]

\[
\phi_j^0 \rightarrow \phi_j, \quad \hat{\phi}_j^0 \rightarrow \hat{\phi}_j, \quad \text{and so on.}
\]

In this case, we determine the values \( (\mu_j) \) in the following matrix form

\[
\begin{pmatrix}
(\mu_1) \\
(\mu_2) \\
\vdots \\
(\mu_j)_{N_j}^{(1)} \\
(\mu_j)_{N_j}^{(1)+1} \\
\vdots \\
(\mu_j)^{N_j}
\end{pmatrix}
= \mathbb{D} \mathbb{M}
\begin{pmatrix}
\hat{\mu}_1 \\
\hat{\mu}_2 \\
\vdots \\
\hat{\mu}_{N_j}^{(1)+1} \\
\hat{\mu}_{N_j}^{(1)+2} \\
\vdots \\
\hat{\mu}_{N_j}
\end{pmatrix},
\]

(47)
where \( N_T = \sum_{j=1}^n N_{\mu j}^{(1)} - n + 2 \) and \( \hat{N}_T = \sum_{j=1}^n N_{\mu j}^{(0)} + n \) are the total number of values and modes, respectively and

\[
[D][\hat{\mu}]_j = \left( \frac{\partial \Xi_k}{\partial r} \right)_{r_j}.
\]

Notice that the first \( N(1) \mu \) entries of matrix on the lhs are the values \((\mu_j)\) in the first subdomain; the subsequent entries correspond to the values \((\mu_j)\) belonging to the other subdomains. Therefore, all values and modes are expressed in column vectors, and we have calculated all derivatives of the metric and scalar field functions similarly.

In order to determine the modes \( \hat{\alpha}_k \) from the values \((\alpha_j)\) obtained from equation (46), we have to include the transmission conditions (33) and (34). Since we have more modes than values, we can establish the matrix equation

\[
\begin{pmatrix}
(\alpha_{j1})_1 \\
(\alpha_{j2})_2 \\
\vdots \\
(\alpha_{jN_T})_{N_T} \\
0 \\
\vdots \\
0
\end{pmatrix} = [D][\hat{\alpha}]_k = \begin{pmatrix}
\hat{\alpha}_1 \\
\hat{\alpha}_2 \\
\vdots \\
\hat{\alpha}_{N_T} \\
\hat{\alpha}_{N_T+1} \\
\vdots \\
\hat{\alpha}_{\hat{N}_T}
\end{pmatrix},
\]

(48)

where

\[
[D][\hat{\alpha}]_k = \left( \frac{\partial \Phi_k}{\partial r} \right)_{r_j},
\]

for all \( j = 1, 2, \ldots, N_T, k = 1, 2, \ldots, \hat{N}_T \). The components \([D][\hat{\alpha}]_k\) with \( j = N_T + 1, \ldots, \hat{N}_T \) are fixed by the transmission conditions (33) and (34) expressed in terms of the modes \( \hat{\alpha}_k \). Further, the zeros entries on the lhs correspond to the \( 2(n - 1) \) of these conditions. Then, after solving the linear system using standard methods, we can update modes \( \hat{\alpha}_k \) enforcing the fulfillment of the transmission conditions.

We have followed the same procedure to update the modes \( \hat{\mu}_k(t) \). After vanishing the residual equation at the collocation points in each domain and introducing the new notation, we have

\[
(\mu_j) = \frac{1}{2} r_j e^{\phi_j} \Pi_j (\phi_j). 
\]

(49)

With these values, we can calculate the values \( \mu_j \) at the next time level. Now, we obtain the modes \( \hat{\mu}_k \) using the matrix equation

\[
\begin{pmatrix}
\mu_1 \\
\mu_2 \\
\vdots \\
\mu_{N_T} \\
0 \\
\vdots \\
0
\end{pmatrix} = [M][\hat{\mu}]_k = \begin{pmatrix}
\hat{\mu}_1 \\
\hat{\mu}_2 \\
\vdots \\
\hat{\mu}_{N_T} \\
\hat{\mu}_{N_T+1} \\
\vdots \\
\hat{\mu}_{\hat{N}_T}
\end{pmatrix},
\]

(50)
where the $2(n-1)$ zeros entries in the lhs correspond to the transmission conditions (35) and (36) expressed in terms of the modes $\hat{\mu}_k$. The components of the square matrix $\mathbb{M}$ are

$$M_{jk} = \Xi_k(r_j),$$

$j = 1, 2, \ldots, \tilde{N}_T$, $k = 1, 2, \ldots, \tilde{N}_T$, and those components $\mathbb{M}_{jk}$ with $j = N_T + 1, \ldots, \tilde{N}_T$ are fixed by the transmission conditions. Thus, again we solve the linear system to update the modes $\hat{\mu}_k$. We note here that the linear system is solved at the initial time, reusing the saved information at any time. Thus the computational performance is substantially improved, only requiring storage in memory.

Finally, we have envisaged a similar procedure to update the values and modes associated with the scalar field $φ(t, r)$ and $\Pi(t, r)$. The main difference refers to the use of a new set of collocation points (cf equations (43) and (44)) that includes the origin. For the sake of completeness, after vanishing the residual equations related to (6) and (7), we have

$$(φ_j, t_j) = e^{α_j - μ_j} Π_j, \quad (51)$$

$$(Π_j, t_j) = \left[\left(e^{α_j - μ_j} φ_j\right)_j + \frac{2}{r_j} e^{α_j - μ_j}(φ_j)_j - e^{α_j - μ_j}\left(\frac{dV}{dφ}\right)\right]_j. \quad (52)$$

We have calculated all values present on the rhs of both equations as before. In particular, for the term $φ_j/r$ at $r = 0$, it is necessary expressing it explicitly in terms of the modes $\hat{\alpha}_k$. Due to the choice of the basis function $Φ_k(r)$ given by equation (29), we guarantee the regularity at the origin. Equations (51) and (52) allow for updating the values $φ_j, Π_j$, therefore providing the modes $\hat{φ}_k$ and $\hat{Π}_k$ in the next time level, respectively, where the transmission conditions are inserting in the same fashion as in equation (50).

In closing this section, we have presented the evolution code’s primary machinery. Besides, we point out that there is no unique way of establishing the transmission conditions for the domain decomposition method applied to hyperbolic problems [15, 16]. The delicate problem is to choose the proper way the information is transmitted through several subdomains, which is crucial to provide a stable code. In establishing the transmission conditions (35) and (36) for the dynamical functions, we have adopted their simplest form and enforcing that each interface constitutes a collocation point of the subsequent subdomain. As we will show in the next section, the code is stable and converge exponentially no matter the chosen error measure.

4. Code validation: numerical results

We present the numerical tests to validate the domain decomposition GC algorithm by investigating the influence of increasing the resolution in each subdomain and the number of subdomains. In almost all numerical experiments, we integrate the resulting dynamical system with a fourth-order Runge–Kutta integrator with time step sizes ranging from $10^{-4}$ to $10^{-5}$. We have to reduce the time step size when increasing the spatial resolution, and roughly the time step is proportional to $1/N^2$, where $N$ is the total truncation order. The map parameter has some influence on the stepsize, as well. We have not found any other problem than the time step limit for each spatial resolution. Furthermore, we have adopted a strategy of dividing the intermediate computational domain covered by $-1 \leq x \leq 1$ (cf figure 1) in equal parts. It means that in the case of two subdomains, for instance, $x^{(1)} = 0$ implying in $r^{(1)} = L_0$; for three subdomains, we have $x^{(1)} = -1/3$ and $x^{(2)} = 1/3$ yielding $r^{(1)} = L_0/2$ and $r^{(2)} = 2L_0$. 
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respectively, and so on. The remaining information about the location of the interfaces is determined by the map parameter L0. Unless stated otherwise, we adopt the following, say ‘economic’ rule for choosing the truncation orders that appear in the spectral approximation (20)--(23). Regardless the number of subdomains, we fix the following relation between the truncation orders present in equations (20)--(23): \( N^{(1)}_0 = N^{(1)}_0 \) and \( N^{(2)}_0 = N^{(2)}_0 \). For two subdomains, we first fix \( N^{(1)}_0 \) then \( N^{(2)}_0 = 1.3 N^{(1)}_0 \), and \( N^{(3)}_0 = 1.2 N^{(1)}_0 \), \( N^{(4)}_0 = 1.4 N^{(1)}_0 \). For three subdomains, we have, after fixing \( N^{(1)}_0 \), the truncation orders \( N^{(2)}_0 = N^{(1)}_0 + 1 \), and \( N^{(3)}_0 = 1.2 N^{(1)}_0 \), and \( N^{(4)}_0 = 1.1 N^{(1)}_0 \), \( N^{(5)}_0 = 1.1 N^{(1)}_0 + 1 \), \( N^{(6)}_0 = 1.3 N^{(1)}_0 + 1 \).

The numerical experiments to validate the present algorithm start with the initial data taken from the Alcubierre’s book [39]

\[
\phi_0(r) = A_0 r^2 e^{-(r-r_0)^2/\sigma^2},
\]

where \( \sigma = 1.0, r_0 = 5.0 \) and \( A_0 \) is the initial amplitude left as a free parameter. We also assume that \( \Pi(0, r) = \Pi_0(r) = 0 \), and the initial function \( \mu(0, r) = \mu_0(r) \) is determined after solving the Hamiltonian constraint (4). In all numerical tests, we have integrated the system until \( t = 10 \).

The first numerical test consists of verifying the conservation of the ADM mass. We calculate the relative deviation, \( \delta M \), according to

\[
\delta M(t) = \left| \frac{M_{ADM}(0) - M_{ADM}(t)}{M_{ADM}(0)} \right| \times 100,
\]

where \( M_{ADM}(0) \) is the initial ADM mass and \( M_{ADM}(t) \) is its corresponding numerical value at an instant \( t \). In all simulations, we choose the initial scalar field amplitude \( A_0 = 0.008 \) that is close to the formation of an apparent horizon \( (A_0 \gtrsim 0.0082) \), therefore providing a typical nonlinear evolution.

We calculate the ADM mass using the integral formula (4) taking advantage of the scheme shown in figure 1 by splitting the integral to a sum of integrals evaluated in the corresponding computational subdomains covered by \( -1 \leq \xi^{(l)} \leq 1, l = 1, 2, \ldots, n \), or

\[
M_{ADM} = \sum_{l=1}^{n} \int_{-1}^{1} \int_{-1}^{1} \frac{r^2}{4} \left( \Pi^2 + \phi_j^2 \right) \left( \frac{dr}{d\xi} \right)^{(l)} d\xi^{(l)},
\]

where \( n \) is the number of subdomains, the factor \( dr/d\xi \) is calculated using the relation (39), and we have considered a massless scalar field. We further approximate each integral with quadrature formulae [37] as

\[
\int_{-1}^{1} \int_{-1}^{1} \frac{r^2}{4} \left( \Pi^2 + \phi_j^2 \right) \left( \frac{dr}{d\xi} \right)^{(l)} d\xi^{(l)} \approx \sum_{k=0}^{N_q} (\ldots \right) w_k^{(l)}\xi_k^{(l)}.
\]

In the above expression, \( w_k^{(l)} \) represents the weights, given by

\[
w_k^{(l)} = \frac{1}{N_q^{(l)} N_q^{(l)}} \frac{2}{P x_k^{(l)} \left( \xi_k^{(l)} \right)^{l \rightarrow \infty}},
\]

where \( N_q^{(l)} = 1.5 N_q^{(l)} \) is the quadrature truncation order defined in each subdomain, and \( \ldots \) denote the values of the integrand at the quadrature collocation points assumed to be the Legendre–Gauss–Lobatto points [37]. Also, in evaluating the integrals, we have used the spectral approximations (20)--(23).
Figure 2. Exponential decay of the maximum relative deviation $\delta M$ for $L_0 = 5$ (blue circles) and $L_0 = 10$ (black boxes) for a code with two subdomains. $N^{(1)}_\phi$ is the truncation order in the first domain taken as a reference. For $N^{(1)}_\phi = 180$, the maximum error is about $10^{-6}\%$. The final time of integration is $T = 10$.

We present in figure 2 the convergence of the maximum value of $\delta M$ with a two subdomain code by increasing the resolution represented by the first subdomain’s truncation order, $N^{(1)}_\phi$ as a reference. We have tested two values of the map parameter, $L_0 = 5$ and $L_0 = 10$ (circles and boxes, respectively), fixing the interfaces between the subdomains at $r^{(1)} = 5$ and $10$ respectively. The maximum deviation, $\delta M_{\text{max}}$, decays exponentially at similar rates, but for $L_0 = 10$, the exponential decay appears to be slightly better. For the resolution with $N^{(1)}_\phi = 180$, the maximum relative deviation in the ADM mass is about $10^{-6}\%$. Although not exhibited here, smaller map parameter values produce a slower exponential decay of $\delta M_{\text{max}}$. We list some of the total integration times: for $N^{(1)}_\phi = 60$, the stepsize was $10^{-4}$, and the simulation lasted approximately 94 s; for $N^{(1)}_\phi = 100$ with stepsize of $2 \times 10^{-5}$ the total integration time was about 17 min. The longest integration time was approximately 3.3 h for $N^{(1)}_\phi = 180$ and step-size $5 \times 10^{-4}$. We have used a computer with a Core i7 – 8700K processor and 64 Gb of RAM.

We repeat the same numerical test in figure 3 with three subdomains taking the same values of map parameter, $L_0 = 5$ and $L_0 = 10$, which places the subdomains interfaces at $r^{(1)} = 2.5$, $r^{(2)} = 10$, and $r^{(1)} = 5$, $r^{(2)} = 20$, respectively. According to the plots in figure 3, the exponential decay is evident for $L_0 = 5$ inside the range $40 \leq N^{(1)}_\phi \leq 160$, whereas for $L_0 = 10$ the exponential decay takes place in $80 \leq N^{(1)}_\phi \leq 160$. As a consequence, the maximum error reaches approximately the same value of $10^{-8}\%$ when $N^{(1)}_\phi = 160$ for both values of $L_0$. It means that the ADM mass is conserved up to one part in $10^{10}$. In this case, some of the integration times are: for $N^{(1)}_\phi = 60$ with stepsize of $10^{-4}$, the simulation lasted approximately 2.7 min; for $N^{(1)}_\phi = 100$ and stepsize $2 \times 10^{-5}$, the total integration time was about 25 min. The longest
integration time was approximately 4.6 h for $N^{(1)}_\phi = 160$ and stepsize $5 \times 10^{-6}$. We have not noticed a substantial difference in the integration time with a two-domain code with 120 modes in each domain and a three-domain code with 80 spectral modes in each domain. For an integration to $t = 10$ and a step size of $2 \times 10^{-5}$ we needed approximately 50 min. However, for higher resolution and increasing the number of subdomains, we obtain more sparse matrices. Then, we expect that with more subdomains, the integration tends to be faster.

Another way of illustrating the effect of increasing the truncation order in the conservation of the ADM mass is to plot the numerical values of the derivative of the numerical ADM mass with respect to time as

$$\frac{dM_{\text{ADM}}}{dt} \approx \frac{1}{2h} (M_{\text{ADM}}(t + h) - M_{\text{ADM}}(t - h)),$$

where $h$ is the stepsize. In figure 4 we present the results using two (upper panel) and three subdomains (lower panel) codes with map parameter $L_0 = 5$. The selected resolutions are $N^{(1)}_\phi = 60, 100, 140, 180$ and $N^{(1)}_\psi = 40, 80, 120, 160$, for two and three subdomains codes, respectively.

Although we have exhibited an exponential convergence associated with the calculation of the ADM mass, it is essential to comment on the growth of the error displayed in figure 4. The numerical determination of the ADM mass is very delicate since it is a quantity that lives in the spatial infinity. Covering all spatial domains is one of the virtues of the present code, which allows a precise evaluation of the ADM mass. However, the collocation points are more sparse to a long distance from the origin for small resolution. It means that when the scalar field pulse reaches a region with low resolution, errors are introduced and strongly influence the value of the ADM mass. For higher resolutions, the pulse can reach long distances but with a

![Figure 3. Exponential decay of the maximum relative deviation $\delta M_{\text{max}}$ for $L_0 = 5$ (blue circles), and $L_0 = 10$ (black boxes) produced by a code with three subdomains. $N^{(1)}_\phi$ is the truncation order in the first domain taken as a reference. The final time of integration is $t = 10$.](image-url)
Figure 4. Illustration of the conservation of the ADM mass produced by the code with two (upper panel) and three subdomains (lower panel). In the log-linear plots of $|dM_{\text{ADM}}/dt|$, we have set $L_0 = 5$. The selected resolutions are $N_{\phi}^{(1)} = 60, 100, 140, 180$ (two subdomains) and $N_{\phi}^{(1)} = 40, 80, 120, 180$ (three subdomains).

decreasing amplitude producing, as a consequence, a slower increase in the error in the ADM mass as indicated by figure 4. In any case, the ADM mass error growth does not imply any
Figure 5. Decay of the maximum value $L_2$-error at any time in the evolution, associated with the Hamiltonian constraint in the first (upper panel) and second (lower plot) subdomains. We have used two values of the map parameter: $L_0 = 5$ (blue circles), and $L_0 = 10$ (black boxes). $N_{\phi}^{(1)}$ and $N_{\phi}^{(2)} = 1.3 N_{\phi}^{(1)}$ are the truncation orders of the scalar field in the first and second subdomains, respectively.

instability, as we have verified. We refer to reference [38] as an illustration of the sensitiveness of the ADM mass calculation in another system, but using spectral methods.

The next numerical test is the validity and convergence of the Hamiltonian constraint (4). We proceed by calculating the $L_2$-error associated with the Hamiltonian constraint at each
Figure 6. Decay of the maximum value $L_2$-error at any time in the evolution, associated with the Hamiltonian constraint in the first, second and third subdomains, from up to down. We have used two values of the map parameter, $L_0 = 5$ (blue circles) and 10 (black boxes). $N_{(i)}^{(1)}$, $N_{(i)}^{(2)} = N_{(i)}^{(1)} + 1$ and $N_{(i)}^{(3)} = 1.3N_{(i)}^{(1)} + 1$ are the truncation orders of the scalar field in the first, second, and third subdomains, respectively.

Then, we may write

$$L_2(H^{(l)}) = \sqrt{\frac{1}{2} \int_{-1}^{1} (H^{(l)})^2 d\xi^{(l)}},$$

with $l = 1, 2, \ldots, n$, and the integral is calculated using a quadrature formula.
Figure 7. Snapshots of the scalar field calculated at $t = 0$, 3, and 4 (left to right in top row), and at $t = 4.6, 5.5$, and 10 (left to right in bottom row). Here, the initial amplitude is $A_0 = 0.002$ and the pulse is centered initially at $r_0 = 5$ (cf equation (51)). The line colors red, blue, and black indicate the first, second, and third subdomains, respectively; the vertical dashed lines correspond to each interface.

We calculate the above $L_2$-error with two and three subdomains using the same truncation orders of figures 2 and 3. In figure 5, we show the exponential decay of the maximum value of the $L_2$-error at any time in the evolution, in the first and second subdomains for $L_0 = 5$ (blue circles) and $L_0 = 10$ (black boxes). The effect of increasing the map parameter produces an increase of the maximum error in the first subdomain ($D_1 : 0 \leq r \leq L_0$), but still, the maximum error decay is exponential. Notice that increasing the subdomain’s size means a lower numerical resolution and larger errors if we fix the truncation order. For instance, for $N_0^{(1)} = 120$, we obtain $L_2(\text{HC}^{(1)})_{\text{max}} \sim O(10^{-7}), O(10^{-5})$ for $L_0 = 5$, and 10, respectively. These results are very satisfactory, but the most important feature is the exponential decay of the maximum error that guarantees a fast code convergence. On the other hand, the opposite occurs for the second subdomain; that is, the increase of $L_0$ improves the error decay, as shown in the lower panel of figure 5.

In the case of three subdomains, we observed an improvement of the maximum $L_2$-error associated with the Hamiltonian constraint in each subdomain, as shown in figure 6. The error decay exponentially in all three subdomains for $L_0 = 5$ and $L_0 = 10$. In particular, in the first subdomain, the maximum error saturation of order $10^{-11}$ is achieved for $N_0^{(1)} \geq 120$. Eventually, the error saturates about the same order with $L_0 = 10$ after increasing the truncation orders.

In the above numerical experiments, the choice of the map parameter plays a relevant role in favoring exponential convergence of the $L_2$-errors associated with the Hamiltonian constraint. We have tested other smaller values, $L_0 = 2, 3$, but the results were not satisfactory. In a sense, $L_0$ organizes the subdomains’ size and the corresponding collocation points. Then, smaller map parameters produced dense inner subdomains with small errors and large outer subdomains. In this situation, the convergence is generally poor.

Next, we reproduce the snapshots of the scalar field’s evolution, starting with the amplitude $A_0 = 0.001$, the same adopted in reference [39]. As stated in this reference, this amplitude is
Figure 8. ADM masses corresponding to the initial amplitudes $A_0 = 0.0082, 0.0083, 0.0086,$ and $0.009$, from bottom to top. In all cases a black hole is formed.

Figure 9. Plots of $e^{-2\mu(t,r)}$ when the apparent horizon forms for distinct resolutions with a three subdomains code. The dashed, dot-dashed and continuous lines correspond to $N_0^{(1)} = 120, 140$ and $160$, respectively. In all three cases the time is about 2.5143238.

large but not enough to form an apparent horizon. We have considered the evolution produced by a three subdomain code with map parameter $L_0 = 3, N_0^{(1)} = 80, N_0^{(2)} = 81,$ and $N_0^{(3)} = 88$ with the snapshots displayed in figure 7 corresponding to the instants $t = 0, 3, 4, 6, 5, 10.$ In the panels, we included the location of the subdomains with the red, blue, and black lines correspond to the first, second, and third subdomains, respectively.

The scalar field pulse separates into two parts traveling in opposite directions. The ingoing pulse implodes at the origin, reaching to a maximum amplitude of 0.12 while the outgoing
component is located at \( r \approx 10 \) in agreement with the simulation of reference [39]. The initially ingoing pulse changes its sign after imploding through the origin and becomes an outgoing pulse, as shown in the last panel evaluated at \( t = 10 \).

A valuable test for the GC domain decomposition algorithm is to observe an apparent horizon’s formation and estimate the mass inside it. The apparent horizon forms when the expansion of outgoing null rays, \( \Theta^+ \), vanishes [40]. With the coordinate system under consideration, we have that \( \Theta^+ = 0 \) implies

\[
e^{-2\mu(t_{AH}, r_{AH})} \to 0, \tag{58}
\]

where \( t_{AH} \) is the time of the apparent horizon formation located at \( r_{AH} \). From the above condition. We calculate the mass at the apparent horizon directly from equation (8) as

\[
m_{AH} = \frac{r_{AH}}{2}, \tag{59}
\]

after determining \( r_{AH} \). However, equation (59) implies that the metric function \( \mu(t_{AH}, r_{AH}) \) diverges, and as a consequence, spoiling the numerical integration.

We have performed simulations starting with the initial data (53) with \( r_0 = 5.0 \). We have previously mentioned that the apparent horizon forms if \( A_0 \gtrsim 0.0082 \), which represents a discrepancy with reference [39]. In that work Alcubierre finds that a black hole is formed for \( A_0 \) between 0.001 and 0.002. We present some ADM mass plots versus time in figure 8 for those solutions ending up forming an apparent horizon, which corresponds to the initial amplitudes \( A_0 = 0.0082, 0.0083, 0.0086, \) and 0.009. The ADM masses remain constant until the formation of an apparent horizon when the integration breaks up. As expected, the dynamics takes a longer time for smaller initial amplitudes. We have performed the numerical simulations using a three-subdomains code with \( N^{(1)}_\phi = 90 \) and map parameter \( L_0 = 2.0 \).

We proceed with the determination of the mass at the apparent horizon. To this aim, we have implemented a four subdomain code and set \( r_0 = 2.0 \) in the initial data (53) to reduce the integration time. According to equation (59), it is necessary to determine the location and the instant the apparent horizon forms, or \( (t_{AH}, r_{AH}) \). Then, we need to obtain the minimum value of \( e^{-2\mu(t,r)} \) at the end of the integration, where \( \mu(t,r) \) is expressed by equation (21). To provide a qualitative convergence test to determine the apparent horizon location, we have considered the previous code with three subdomains but with increasing resolutions as \( N^{(1)}_\phi = 120, 140, 160 \). We fix the initial amplitude \( A_0 = 0.096 \) for \( A_0 \gtrsim 0.087 \) an apparent horizon forms and map parameter \( L_0 = 2.0 \). We also evolved the dynamical system with the adaptive Cash–Karp integrator [41] with the following parameters: \( h_{\text{min}} = 10^{-15} \) and \( h_{\text{max}} = 10^{-4} \), as the minimum and maximum time steps, respectively. The tolerance is set to \( 10^{-9} \). With these parameters we have achieved exponential convergence. The maximum time duration of the simulations was about 5 h using a notebook with a 9th generation core i7 processor. We present the results in figure 9 with the snapshots of \( e^{-2\mu(t,r)} \) evaluated at the end of the integrations with \( N^{(1)}_\phi = 120, 140 \) and, 160 represented by dashed, dot-dashed and continuous lines, respectively. In all three cases, the time is about 2.514 3238. The time difference between each curve is tiny. By increasing the resolution, we have reached a minimum \( e^{-2\mu(t_{AH}, r_{AH})} \) of about \( 10^{-3} \) with \( r_{AH} \approx 0.3738 \). We have obtained the same result with higher resolution or more subdomains, suggesting we have reached the threshold of the apparent horizon whenever \( e^{-2\mu(t_{AH}, r_{AH})} \approx 10^{-3} \). We believe that a possible explanation is that the metric function \( \mu(t,r) \) is described globally with the radial dependence given by smooth basis functions. On the other hand, we have noticed that the modal coefficients tend to have high absolute values in
Figure 10. (a) Plots of $e^{-2\mu(t,r)}$ showing the approach to the apparent horizon. The curves are evaluated at $\approx 2.802, 2.876, 2.892, 2.896$. (b) Fine structure of the approach to the apparent horizon prior the integration is halted. The curves are calculated at $t \approx 2.89563250, 2.8956329, 2.89563440$ from up to down. Here $A_0 = 0.088$.

approaching the apparent horizon formation. At the same time, the profile of the metric function $\mu(t,r)$ becomes frozen and smooth inside the region $r \leq r_{AH}$, as expected, but implying finite modes inside the horizon. Nevertheless, figure 9 suggests a convergence.

In the next numerical experiments, we have implemented a four subdomains code $x^{(1)} = -0.75, x^{(2)} = -0.5, x^{(3)} = 0$ in the computational auxiliary domain $-1 \leq x \leq 1$. In the physical domain, these interfaces are located at:

$$r^{(1)} = \frac{L_0}{7}, \quad r^{(2)} = \frac{L_0}{3}, \quad r^{(3)} = L_0.$$

Therefore, most collocation points are inside the region $0 \leq r \leq L_0$. Depending on the map parameter $L_0$, we can concentrate the colocation points near the origin where the apparent
horizon forms. For instance, considering $A_0 = 0.088$ the ADM mass is about 0.361 that corresponds to $r_{\text{AH}} \approx 0.72$ if all mass is trapped inside the horizon, that naturally is not the case. Thus, the apparent horizon will necessarily form at $r_{\text{AH}} < 0.72$, implying that a reasonable choice would be $L_0 = 0.5$.

We present in figure 10 snapshots of $e^{-2\mu(t,r)}$ evaluated in several instants showing the approach to the formation of an apparent horizon. Here, the code has $N^{(1)} = 100$. We have indicated the subdomains’ boundaries by dotted vertical lines, and the colors red, blue, black, and gray correspond to the first, second, third, and fourth subdomains. In figure 10(a), the plots from up to down are calculated at $t \approx 2.802, 2.876, 2.892, 2.896$. It becomes evident the fast approach to the apparent horizon formation. The detailed approach to the apparent horizon is shown in figure 10(b), where the three graphs of $e^{-2\mu(t,r)}$ located in the third subdomain approach to $r = r_{\text{AH}}$ whose minimum value is of the order of $O(10^{-3})$. Notice that this minimum value takes place at $r_{\text{AH}} \approx 0.19553$ that corresponds to the apparent horizon mass $M_{\text{AH}} \approx 0.0978$. It is important to mention that the adaptive time step integrator was crucial to following the scalar field dynamics until the apparent horizon formed. The graphs of figure 10(b) correspond to $t \approx 2.895 632.50, 2.895 632.9, 2.895 634.40$.

In the next numerical experiments, we have considered the initial amplitudes $A_0 = 0.089, 0.090, 0.096$ and 0.10 whose corresponding ADM masses are $M_{\text{ADM}} \approx 0.368 458, 0.375 726, 0.420 091$, and 0.450 307, respectively. We performed the numerical simulations using a four subdomain code with better resolution, namely $N^{(1)} = 130$. Then, in figure 11, we present the plots of $e^{-2\mu(t,r)}$ evaluated at the end of the integration at the instants $t \approx 2.836, 2.768, 2.514, 2.407$. The location of the apparent horizon in each case is determined by the minimum of $e^{-2\mu(t,r)}$, $r = r_{\text{AH}}$ indicated by the dashed lines. In the left panels, plots correspond to $A_0 = 0.089$ and 0.09, whereas in the right panels $A_0 = 0.096$ and 0.10; the apparent horizon masses are $M_{\text{AH}} \approx 0.1153, 0.1280, 0.1864, 0.2252$. Therefore, these results mean that the GC domain decomposition algorithm is effective is determining the apparent horizon masses.
5. Final comments

The present work is the second of a systematic development of the multidomain or domain decomposition technique connected with the Galerkin–collocation method and applied to situations of interest in numerical relativity. In the continuity of reference [1], we have considered the self-gravitating and spherically symmetric scalar field in the $3+1$ formulation.

We have used the same numerical scheme of reference [1]: we compactified and divided the spatial domain $\mathcal{D} : 0 \leq r < \infty$ into several subdomains. An intermediate computational domain $-1 \leq x \leq 1$ is introduced using an algebraic map given by (24), and with linear mappings, we define several subdomains labeled by $-1 \leq \xi^0(l) \leq 1, l = 1, 2, \ldots, n$ as shown by figure 1. This scheme is the backbone for implementing the algorithm.

The basis functions for the scalar field and the metric functions have a distinctive feature of satisfying the boundary conditions. In particular, the basis functions provided the exact cancellation of the $1/r$ terms near the origin, therefore eliminating a potential source of numerical errors. It is important to emphasize that the evident advantage of canceling the $1/r$ terms near the origin is that these terms, if not canceled, would quite likely lead to an unstable time evolution.

We have adopted the patching method [12] for joining the subdomain solutions through the transmission conditions in the subdomains’ interfaces. It represents the most straightforward version applied to a hyperbolic system since, for these categories of problems, the transmission conditions are not uniquely defined [15, 16].

We have presented numerical tests to validate the code, starting with initial data whose amplitude is close to the minimum necessary for forming an apparent horizon. We adopted two error measures: the relative deviation of the ADM mass and the $L^2$-errors associated with the Hamiltonian constraint in each subdomain. In all cases, we noticed that these error measures exhibit a spectral convergence; in other words, they decay exponentially with the increase of the truncation orders. The exponential convergence also depends on the other factors like the map parameter $L_0$ and the interfaces defining the subdomains size. We remind that the Hamiltonian constraint is used to determine the initial data $\mu(t_0, r)$.

It was possible to obtain the mass inside the apparent horizon by searching the minimum of $e^{-2\mu(t, r)}$ when the numerical integration diverges, which signals the formation of an apparent horizon. The introduction of multiple subdomains allowed us to concentrate more collocation points near the region where the apparent horizon forms after the scalar field hit the origin. For the case of four subdomains, with 130 collocation points in each subdomain, we have obtained $e^{-2\mu(t, r)} \sim O(10^{-3})$, despite being described by an analytical function. The increase of collocation points can result in smaller levels of $e^{-2\mu(t, r)}$ at the apparent horizon.

We want to extend our alternative approach, within the family of spectral methods, for higher dimensions and to the standard formulation in numerical relativity. Currently it is not possible for us to do some comparison with more sophisticated and complex codes. It is expected that for a $2+1D$ and $3+1D$ cases the matrices might be fairly sparse if there are a large number of domains, so sparse-matrix methods might be able to somewhat alleviate the cost$^3$.

Finally, we would point out the next steps of the present investigation. We intend to continue developing the GCDD for the dynamics in spherically symmetric spacetimes considering the field equations in the BSSN formulation [7–10] in which we can find relevant works [42–47]. For the case of a non-spherically symmetric spacetime, we are developing a GCDD algorithm for the Bondi problem [48].

$^3$ We thank to one of the Referees for this quote.
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