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Abstract
Mining the latent intentions from large volumes of natural language inputs is a key step to help data analysts design and refine Intelligent Virtual Assistants (IVAs) for customer service and sales support. To aid data analysts in this task we have created Verint Intent Manager (VIM), an analysis platform that combines unsupervised and semi-supervised approaches to help analysts quickly surface and organize relevant user intentions from conversational texts. For the initial exploration of data we make use of a novel unsupervised and semi-supervised pipeline that integrates the fine-tuning of high performing language models, a distributed k-NN graph building method and community detection techniques for mining the intentions and topics from texts. The fine-tuning step is not only beneficial but also necessary because pre-trained language models cannot encode texts to efficiently surface particular clustering structures when the target texts are from an unseen domain or the clustering task is not topic detection. For flexibility we deploy two different clustering approaches: one where the number of clusters must be specified by the analyst and one where the number of clusters is detected automatically with comparable clustering quality but at the expense of additional computation time. We describe the application and deployment and demonstrate its performance using BERT on three real-world publicly available text mining tasks. Our experiments show that BERT begins to produce better task-aware representations using a labeled subset as small as 0.5% of the task data. The clustering quality exceeds the state-of-the-art results when BERT is fine-tuned with labeled subsets of only 2.5% of the task data. As deployed in the VIM application, this flexible clustering pipeline produces high quality results, improving the performance of data analysts and reducing the time it takes to surface intentions from customer service data, thereby reducing the time it takes to build and deploy IVAs in new domains.

Introduction
Intelligent Virtual Assistants (IVAs), e.g., Amazon’s Alexa or Apple’s Siri, are becoming more popular in customer service and product support tasks (Ram et al. 2018). At Verint, the process to design and refine IVAs relies on data analysts who are familiar with specific terminology in a given language domain such as transportation or finance to mine customer service texts for latent user intentions, or intents. An intent is the interpretation of user input that allows the IVA to formulate the ‘best’ possible response and its detection is typically treated as a supervised classification problem in commercial IVAs (Beaver and Mueen 2020). It is common for these analysts to receive a large batch of customer service logs from a company who would like to deploy an IVA to help automate some aspect of their customer service. The analysts then need to mine this text data to surface the most common intents and determine which use cases an IVA would be able to easily automate. They would then recommend a subset of high value intents for a company-specific IVA implementation to be deployed on a website, mobile application, or phone support line.

Verint Intent Manager (VIM) is a powerful language classification tool that helps our data analysts to review and organize such large volumes of unlabeled conversational text inputs into various intents. Figure 1 shows the main VIM work space where analysts search, filter, and group unlabeled text inputs (right table) and assign them to labels, then organize the labels into hierarchies (left sidebar). These labeled text inputs are then exported to build intent classifier models for production IVAs. Using text clustering algorithms to provide recommendations for analysts to gain a better understanding of the type of language contained in input texts can partially automate the intent categorization process. However, there are four challenges that affect the performance of text clustering tasks on real-world customer service inputs.

The first challenge is the choice of text data representations. Because the lengths of conversational turns are often short, directly using a binary representation (Bag of Word) or weighted frequencies of words (TF-IDF) for such data leads to the lexical sparsity issue and these representations generally produce poor clustering quality (Aggarwal and Zhai 2012; Wang, Mi, and Ittiicheriah 2016). We are inspired to encode texts to contextualized word representations with language models (Radford et al. 2019; Peters et al. 2018; Devlin et al. 2018; Liu et al. 2019) because they greatly improve the performance of Semantic Textual Similarity (STS) tasks (Cer et al. 2017), where the length of STS sentences are close to the length of IVAs' text inputs.

The second challenge is the desired grouping of texts
Figure 1: VIM provides an easy drag and drop interface to help analysts review and organize text inputs into hierarchical intents. The difficulty for analysts is discovering latent intent groupings in large datasets they have little prior experience working with.

The third challenge is the volume of the input texts. The size of unlabeled conversational logs obtained from contact centers varies from tens of thousands to millions. The performance of the clustering method needs easily scale to such large volumes so that analysts can have the clustering results fast enough to iterate between labeling and evaluation often.

The fourth challenge is the choice of number of clusters by analysts. Often the true number of clusters on a new dataset is unknown and clustering methods that require the true number of clusters may get sub-optimal results when given an inaccurate number of clusters. We designed VIM to be configurable to use k-means or the Louvain (Blondel et al. 2008) algorithm depending on whether or not the desired cluster number is known by the analyst beforehand.

To address these challenges for data exploration in the VIM platform, we proposed and developed an end-to-end text clustering pipeline that integrates four highly successful AI/ML techniques: transfer learning with state-of-the-art language models (e.g., BERT), a high performance library for k-nearest neighbor (k-NN) graphs construction and k-means clustering leveraging multiple GPUs, and a fast community detection algorithm to uncover high quality community structures. The pipeline is flexible and configurable based on the prior knowledge of data. This semi-supervised pipeline makes the following contributions:

1. We integrated this semi-supervised deep clustering pipeline within the VIM application to facilitate the design and refinement of IVAs. With a small amount of labeled samples, this pipeline adapts the fine-tuned language model to create task-aware text representations and surface intention groups. The deployment of this pipeline greatly improved the usability of VIM for data analysts to review and organize text inputs in production use.

2. We use real-world text data to showcase the high accuracy of the pipeline in topics or intentions clustering tasks. Our pipeline greatly exceeds the state-of-art unsupervised and semi-supervised approaches in the Reuters news clustering task while using less labeled data.

3. We observe the high accuracy of the Louvain algorithm in these clustering tasks. We call attention to leverage community detection approaches in text mining tasks when the true number of clusters is unknown.

4. We demonstrate the pipeline is scalable with experiments on three different configurations of GPU accelerators. The horizontal and vertical scalability of the pipeline can deal with large datasets and return clustering results to data analysts in a short time.
The Pipeline

Figure 2 shows the two steps of our pipeline for flexible text clustering. The core component is fine-tuning and embedding with the language model. The k-NN graph building component and the downstream clustering component serves to surface the topics or intentions groups. In this section, we describe the design and implementation details of each component.

Figure 2: The semi-supervised pipeline for mining intentions from texts. Step1: Fine-tuning a language model (e.g., BERT). Step2: Use the fine-tuned language model for embeddings. If the true number of clusters is unknown, build k-NN graph and use Louvain; Otherwise directly use k-means to find underlying groups of topics/intentions.

Fine-tuning and Embedding with the Language Model

The first component is the fine-tuning/embedding module. We add a mean pooling layer on top of a language model to get the dense representations for sentences. In the initial state when no data has been labelled yet, the untuned language model representations are directly used for downstream clustering as a fully unsupervised approach. As the analyst works within the VIM interface (see Figure 1) they begin to organize and label some of the texts from the unsupervised clustering result or from manually created regex patterns. Once the analyst has provided some small subset of labeled samples it is possible to fine-tune the language model to their particular task. To fine-tune a language model, we add a linear classifier on top of the mean pooling layer. We optimise the cross entropy loss function to update the language model’s parameters and the classifier at the same time. After this fine-tuning stage, we discard the linear classifier and use the updated language model and mean pooling to produce text representations, i.e., the module maps N input texts or sentences $S = \{s_1, ..., s_N\}$ to N dense vectors $X = \{x_1, ..., x_N\}$.

Building the k-NN Graph

The k-nearest neighbors graph is a key data structure to enable the application of a large pool of graph and network analysis methods in data mining (Hajebi et al. 2011). Using the faiss library (Johnson, Douze, and Jegou 2019), we convert the dense vector representations $X$ into a k-NN graph. The faiss library can efficiently provide similarity search and clustering with GPU support. On the compressed-domain, the library is able to construct approximate k-NN graphs for up to 1 billion vectors. However, this level of scaling is not anticipated in IVA development. Given the maximum observed volume of input texts of VIM is in the millions of sentences, we can construct the k-NN graph by using exact searching with L2 distances in a few seconds.

Downstream Clustering

We use k-means (Johnson, Douze, and Jégou 2019) or Louvain (Blondel et al. 2008) depending on if the user specifies the desired number of clusters. Through a sampling mechanism, the faiss library provides a fast k-means GPU implementation that we incorporate into the downstream clustering component. The Louvain algorithm can detect hierarchical clustering structures from large networks with millions of nodes and billions of links. Both algorithms can quickly handle the volumes of text commonly worked on by VIM users. The clustering results are presented to analysts (see screenshots in Figure 5), where they can click on a cluster to see member texts and manually edit cluster membership or launch a sub-clustering task to create intent hierarchies.

Experiment Setup

In this section, we describe the experiment setup to evaluate and analyze the semi-supervised clustering pipeline.

Datasets and Tasks

We selected three clustering tasks and preprocessed the text datasets: the Reuters Corpus Volume I (Lewis et al. 2004), the Python Questions from Stack Overflow (Stackoverflow 2019) and the PubMed 200k RCT (Dernoncourt and Lee 2017). The statistics of selected data and tasks are detailed in Table 1. For the rest of this paper, we will use their abbreviated names RCV1, STKOVFL and RCT. We also use the term topics or intentions when referring to the ground truth classes.

We used a train, validate and test paradigm to evaluate the clustering pipeline and get an overview of the required model to their particular task. To fine-tune a language model, we add a linear classifier on top of the mean pooling layer. We optimise the cross entropy loss function to update the language model’s parameters and the classifier at the same time. After this fine-tuning stage, we discard the linear classifier and use the updated language model and mean pooling to produce text representations, i.e., the module maps N input texts or sentences $S = \{s_1, ..., s_N\}$ to N dense vectors $X = \{x_1, ..., x_N\}$.

Datasets and experiment source code: https://nextit-public.s3.us-west-2.amazonaws.com/FinetuneLM-Clustering.zip
amount of labeled data for the fine-tuning purpose. The train set is used to fine-tune a language model; the test set is embedded and downstream clustering methods are applied. The validation set is kept to help us to evaluate and save the best model during the fine-tuning iterations. We first select the validation data so that it has the same class distributions as the whole data and include at least 10 samples of each class. We use stratified sampling method to select 800 posts from STKOVFL; 1, 600 articles from RCV1 and 1, 008 sentences from RCT for validation. The remaining data of each task was repeatedly split into different sized train and test sets. We started the experiment with 0.0% labeled data (untuned baseline) and increasing training set sizes from 0.5%, to 1.0%, 2.5%, 5.0%, 10%, leaving the rest for test sets. We follow a cross-validation approach to do the stratified sampling 10 times for each training set size.

The k-means and Louvain algorithms both start from random initialization. We run the two clustering algorithms five times respectively on each of the test set embeddings and report the average clustering quality. For the untuned baseline experiments, this average is reported over 5 runs as there was no test/train split. For experiments with fine-tuning steps, the average is over 5 runs x 10 folds = 50 runs.

### Pipeline Parameters

We select the uncased-large BERT [Devlin et al., 2018] in PyTorch framework as the language model in the pipeline’s core component. The embedded representations are 1024-dimensional dense vectors. We conducted preliminary experiments with various other large scale language models and found BERT was the best balance of accuracy and fine-tuning time for our production needs in VIM. We use the faiss k-means and we implement the Louvain algorithm with C++. All experiments were done on the following Amazon Elastic Compute Cloud (EC2) instances:

| Instance   | vCPUs | RAM   | GPUs                  |
|------------|-------|-------|-----------------------|
| p3.2xlarge | 4     | 61GB  | 1 x Tesla V100        |
| p3.8xlarge | 32    | 488GB | 4 x Tesla V100        |
| p3.16xlarge| 64    | 732GB | 8 x Tesla V100        |

We used AdamW optimizer [Loshchilov and Hutter, 2017] and a linear learning rate warm-up scheduler with 10% of the training iterations to fine-tune the language model. For each training set size, we used a sweeping strategy to find the best hyper-parameters based on the F-1 score measured from the validation set. We limit the maximum input sequence length to 128 to avoid out-of-memory issues.

### Evaluation Metrics

Clustering Purity and Normalized Mutual Information (NMI) are commonly used metrics for cluster quality evaluation [Manning, Raghavan, and Schütze, 2008]. The purity score ranges from 0.0 to 1.0. Higher purity means most texts belong to one true class in each detected cluster. Equation 1 is for computation of purity score, where $\Omega = \{\omega_1, \omega_2, \ldots, \omega_k\}$ is the result clusters, $C = \{c_1, c_2, \ldots, c_j\}$ is the true classes and $N$ is the total number of texts. The purity score is equivalent to the clustering accuracy (ACC) in other data mining literature.

$$purity(\Omega, C) = \frac{1}{N} \sum_k \max_j(\omega_k \cap c_j)$$

The Normalized Mutual Information (NMI) penalizes splitting data into a large number of small clusters to correct this shortcoming of the purity score. The NMI score ranges from 0.0 to 1.0. Higher NMI means good correlation between predicted cluster labels and true classes. Equation 2 is for computation of NMI score, where $I(\Omega, C)$ is the mutual information, $H(\Omega)$ and $H(C)$ are the entropy. We use both the purity scores and NMI scores to measure downstream clustering qualities.

$$NMI(\Omega, C) = \frac{I(\Omega, C)}{[H(\Omega) + H(C)]^{1/2}}$$

### Analysis And Discussion

In this section, we analyze the experiment results and try to answer the following questions regarding to our pipeline design: (1) How much labeled data does the pipeline need to fine-tune the language model? (2) How accurately can the pipeline separate different groups of texts? (3) Can Louvain detect high quality clusters without knowing the true number of groups? (4) How fast can the pipeline complete end-to-end clustering tasks on different sized datasets?

### Amount of Labeled Data For Fine-tuning

Figure 3 shows the clustering qualities of the semi-supervised pipeline as we increase the amount of labeled data for fine-tuning. The left column shows results from using k-means; the right column shows results from using Louvain. The effect of fine-tuning on downstream clustering quality depends on whether the tasks are from overlapping or novel domains. For tasks that are from similar domains as the language model pre-training corpora (RCV1), the clustering quality first decreases when we use a small amount of labeled texts (0.5% of the dataset) to fine-tune BERT. This is the known catastrophic forgetting issue that is observed in using transfer learning for classification tasks [Chronopoulou, Baziotis, and Potamianos, 2019]. When we increase the amount of labeled data to 1.0% for fine-tuning, BERT overcomes the forgetting problem and begins to improve downstream clustering quality.

On the other hand, there is no catastrophic forgetting issue for tasks that are from novel domains (STKOVFL) or when the clustering goal is to find groups of intentions (RCT). The language model needs only a small amount of labeled data.
(0.5%) to improve the downstream clustering qualities. The clustering qualities of all three tasks reach a plateau after BERT is fine-tuned by only 2.5% labeled data. We determined that using more data for fine-tuning is not beneficial to VIM users because the pre-training time becomes much longer with no performance benefit. Compared to Wang, Mi, and Ittycheriah (2016) which paired a CNN or LSTM with k-means and recommends 10% or greater labeled samples to optimize, our approach requires much less labeled data.

**Clustering Accuracy**

In Table 2 for each task, we show the baseline clustering quality using the untuned BERT and the improved accuracy using fine-tuned BERT (with 2.5% labeled samples). For all three tasks, the semi-supervised pipeline improved clustering quality from baseline. We compared the results with DEC (Xie, Girshick, and Farhadi 2016), DGG (Yang et al. 2019), and ss-S^3C^2 (Smieja, Struski, and Figueiredo 2020), which reported the highest clustering accuracy on the same RCV1 clustering task. DEC and DGG are fully unsupervised approaches whereas ss-S^3C^2 is a semi-supervised approach. Our Baseline (unsupervised) is comparable in performance to DEC while our Finetuned pipeline exceeds them all by a large margin. On the STKOVFL clustering task, our pipeline achieves 0.92 purity score and 0.82 NMI score; on the RCT task, the purity score and NMI score are 0.83 and 0.61 respectively. The high clustering quality indicates the semi-supervise pipeline can help analysts in both familiar and novel domains. It also shows the benefit of fine-tuning in finding topics, intentions or other clustering groups.

**Deep Analysis of Louvain and k-means**

In Table 3 we compare the clustering quality of Louvain with k-means using the fine-tuned BERT (by 2.5% labeled samples). The number of clusters detected by Louvain is usually greater than the true number of clusters. However, the high purity scores indicates most of the documents within the predicted clusters belong to the same true classes. Considering the documents can have hierarchical topics, one explanation is that Louvain can detect more fine-grained cluster structures inside each high level group from the k-NN graph. In Table 4, we show the top-10 frequent bigrams from the 9 clusters detected by Louvain and compare them with the bigrams from one big cluster detected by k-means. The true cluster corresponds to the topic category of GCAT (government and social) from the RCV1 data. This example also demonstrates that Louvain is able to detect small groups. For example, 736 news articles forms a separate group about Romania; 1,839 articles forms another group about weather. These two clusters consist of only 0.4% and 1.1% of the articles in the entire GCAT category respectively. Another example is the separation of news related to two world cup
Table 4: We compare the top-10 frequent bigrams from fine-grained clusters detected by Louvain with the bigrams from the single GCAT (government and social) cluster found by k-means. The total number of the k-means cluster is 155,825; the sum of all 9 Louvain clusters is 158,535. The difference is the true mismatch between k-means and Louvain on this topic category.

events. By seeing the surfaced bigrams, analysts can understand the first group is more likely about tennis games and the second group is about soccer games.

Table 5: The fine-tuning (FT) and embedding (EM) steps use the majority of the computation time. This table demonstrates their time can be reduced by adding more GPUs.

The end-to-end computation time for our semi-supervised clustering pipeline consists of the time for fine-tuning, embedding, building k-NN graphs and clustering. In Table 5, we show the computation time for each step as the proportion in the entire time. The fine-tuning step and the embedding step are the most time-consuming components. We only report the fine-tuning times using 2.5% labeled samples. If we increase the amount of labeled samples to 5.0% or more, the fine-tuning time and its proportion also increases. Although we can accelerate the fine-tuning and embedding with more GPUs, the sum of these two steps still contributes to more than 80% of the entire computation time.

With the top graph in Figure 4, we show the pipeline is horizontally scalable on more computation resources. The reported running time is tested on 673,000 news articles. On Amazon EC2 p3.16xlarge instance (8 GPUs), the end-to-end clustering running time is 5.9x faster than on the p3.2xlarge instance (one GPU).

The bottom graph in Figure 4 shows the vertical scalability of the clustering pipeline. Of the three tasks, STKOVFL has over 90,000 sentences, which would be near the average dataset size for the users of VIM that we have observed in production so far. The RCT task resembles a larger dataset size analysts encounter quite often. The RCV1 task contains 0.67 million news articles, which is analogous to a large workload in VIM. When the pipeline is deployed on AMa-
Figure 4: The pipeline scales both horizontally and vertically. Top: Break-down of running time of RCV1 data on 3 different Amazon EC2 instances. The pipeline’s performance is 3.4x and 5.9x faster than the single GPU instance (p3.2xlarge) when using 4 GPUs (p3.8xlarge) and 8 GPUs (p3.16xlarge) for acceleration. Bottom: The end-to-end time of all 3 datasets on the p3.16xlarge instance. The largest task can be completed within 15 minutes.

**Application of the Pipeline**

Typical IVA data does not overlap well with the language models’ pre-training corpora as they are short texts and usually contain customer specific terminology, therefore BERT must learn to produce task-aware embeddings from fine-tuning. The pipeline enables analysts to iteratively improve their understanding of the input texts data. First, analysts setup a baseline to estimate the number of intention clusters with the untuned language model for embeddings. Analysts can use k-means or Louvain according to their expertise in the text domains. After the first exploration, analysts start to perform some preliminary labeling on a small portion of the data (1 - 5%) so VIM can fine-tune the language model and improve the clustering quality. In each iteration, VIM remains flexible and configurable to use Louvain or k-means for a variety of datasets and use cases.

After clustering, the results are displayed in the VIM user interface as the counts of high, medium, and low volume clusters and allows users to click on which size clusters they would like to explore. All three images in Figure 4 below show the result of clicking on the high volume, or largest, clusters. In this view a box is shown representing each cluster with the size of the box proportionate to the size of the cluster and the number of texts contained in the cluster shown in the top right of the box. The primary term driving the cluster (nearest the centroid) is shown in the top left of each box. Within each box is displayed the top terms from that cluster that appeared more often than a configurable threshold. The font size of each term reflects how often it appeared in relation to the other terms in the cluster, the font color reflects term proximity to each other within the cluster.

Analysts can click on any cluster to see a list of the texts that appeared within that cluster similar to Figure 1 and can then assign each cluster a human readable label based on the textual contents and also modify the membership of specific texts if they disagree with where the algorithm assigned them. This allows the analysts to go from a dump of unlabeled text data, to categorized and labeled data very quickly. The analyst can also choose to further refine larger clusters by running the clustering pipeline over just the contents of an existing cluster to create sub-clusters and tease out intent hierarchies. This process can be repeated and each clustering result manually refined until the analyst is satisfied they have flushed out all of the primary intents in the dataset. We have observed skilled analysts can take a large set of unlabeled texts and produce a large set of high-quality labeled intents and associated texts for downstream training of an IVA in just a few hours using VIM and this iterative approach.

**Case Study**

In previous sections, we demonstrate the usability of our pipeline in terms of it’s high clustering accuracy compared with other unsupervised/semi-supervised text clustering methods, but also it’s ability to scale. In this section, we use a toy example to demonstrate how our semi-supervised clustering pipeline has improved the usability of the VIM application. The data consists of 20 randomly selected articles from the SQUAD 2.0 dataset [Rajpurkar, Jia, and Liang].
Figure 5: VIM’s visualization of the frequent terms of clusters from 1,400 paragraphs of Squad2.0 contexts. 
**Top:** The frequent terms displayed to an analyst who uses the default number of clusters \(k = 250\). **Middle:** The frequent terms for an analyst who knows the true number of groups \(k = 20\). **Bottom:** The results from Louvain using the untuned BERT for embedding. The number of detected groups \(k = 14\).

default \(k\) was historically determined based on the typically larger size of customer datasets analysts work with and in an older version of VIM where k-means was the only clustering option available and it did not leverage pre-trained language models, GPUs, or scale well to large datasets.

In the top panel of Figure 5, VIM displays the frequent terms selected from the \(k = 250\) clustering results. In this example, many frequent terms appear in multiple groups without corresponding contextual terms, such as one, two, first time, new york. While some still surface useful topics it is difficult for analysts to review and organize such clusters.

In the second case, the analyst is familiar with the data or a similar business domain, and he or she estimates the number of groups to be \(k = 20\). The VIM pipeline completes the clustering task using k-means and displays the frequent terms from 5 high volume clusters in the middle panel of Figure 5. Although there are common frequent terms in multiple clusters, VIM displays other contextual terms and words that were important to each cluster so that analyst can at least identify three meaningful groups. They are cluster_1 Chinese government and the Olympic Games, cluster_2 American Idol Show and clusters, Buddhist schools.

In the bottom panel of Figure 5, we display the clustering results in the third scenario where an analyst does not provide the number of clusters. Instead, VIM uses Louvain for community detection. With the embeddings from the untuned language model, the pipeline detects 14 groups from the 1,400 paragraphs. The clustering result is not exactly the same as k-means, but the detected groups are a good estimation of the true groups. With this visualization of frequent terms, an analyst can get the clustering result that is analogous to scenario two. In this example, we can still identify the Chinese government and Olympic Games cluster\_a, the American Idol cluster\_b and the Buddhist cluster\_d.

**Conclusion**

In this paper, we have presented and open-sourced an important AI/ML component in a commercial data exploration and annotation tool used for labeling training data for building IVA intent classifier models. Our unsupervised and semi-supervised text clustering pipeline is flexible and provides optimal results with a minimum of user configuration (specify number of clusters or not, provided labeled sample for fine-tuning or not). The clustering quality of the pipeline demonstrated considerable improvement over state-of-the-art results on the RCV1 clustering task, and performed well on our other experiments. The pipeline integrated distributed libraries so that the performance is able to scale vertically on increasing text data volume and horizontally on increasing computation resources. On our current configuration, analysts can get desired clustering results in 15 minutes for the largest task. Our pipeline has greatly reduced the amount of data discovery effort required by the human analysts.
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