Homogenization of bending theory for plates; the case of elastic laminates
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Abstract

In this paper we study the homogenization effects on the model of elastic plate in the bending regime, under the assumption that the energy density (material) oscillates in the direction of thickness. We study two different cases. First, we show, starting from 3D elasticity, by means of Γ-convergence and under general (not necessarily periodic) assumption, that the effective behavior of the limit is not influenced by oscillations in the direction of thickness. In the second case, we study periodic in-plane oscillations of the energy density coupled with periodic oscillations in the direction of thickness. In contrast to the first case we show that there are homogenization effects coming also from the oscillations in the direction of thickness.
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1 Introduction

There is vast literature on the derivation of plate models from 3D elasticity by means of Γ-convergence. The first work in this direction was [LDR95] where the authors derived the plate model in the membrane regime. It is well known that different models of thin structures can be obtained depending on the relation between the magnitude of external loads (i.e., the energy) and the thickness of the body $h$. The first work in deriving higher ordered models of plates was [FJM02] where the authors derived the plate model in the bending regime (order of the energy $h^2$, after dividing with the order of volume $h$). The key mathematical ingredient was the theorem on geometric rigidity, and by using this theorem the authors in [FJM06] also derived the models in the regimes higher in hierarchy.
than bending (von Kármán with the order of the energy $h^4$, constrained models with the order between $h^4$ and $h^2$). We also mention the work [Sch07], relevant for this paper, where the author derived the plate model in the bending regime, under the assumption that the material is layered in the direction of thickness, but with fixed energy density.

In [BFF00] the authors study the effects of simultaneous homogenization and dimensional reduction, by variational techniques, on the model of membrane plate. Their approach is also general and allow non-periodic oscillations. Moreover, the boundary can also be oscillating.

The influence of the effects of simultaneous homogenization and dimensional reduction on limit equations is studied in different contexts (see [AP11] for the Laplace equation on thin domain with periodically oscillating boundary, [IT89] for the model of homogenized rod in the context of linear elasticity where the material periodically oscillates in the direction of thickness, [CM04] for nonlinear monotone operators without periodicity assumptions on the coefficients). In [GM06] the authors obtained the limit equations for the linear plate, where the material oscillates in the direction of thickness (this is done without the periodicity assumption from 3D linear elasticity equations by combining $H$-convergence and dimension reduction techniques).

The effects of simultaneous homogenization and dimensional reduction on the models of plates, shells and rods in different (nonlinear) higher order regimes have recently been obtained. In [Neu12] the author derived the limit equations for the rod in the bending regime by combining two-scale convergence techniques together with the dimensional reduction techniques from [FJM02]. Different models were obtained depending on the limit of the ratio between the periodicity of the oscillations and the thickness $h$. The oscillations of the material were assumed to be periodic along the central line of the rod. Together with [Vel13] this is the first work where the higher order nonlinear models were derived combining the effects of homogenization and dimensional reduction. In [NV13] the authors derived the plate model in von Kármán regime, assuming periodic in-plane oscillations of the material. In [HNV14] and [Vel14] the authors derived the plate models in the bending regime again depending on the relation between the periodicity of oscillations and the thickness $h$. The models of homogenized von Kármán shell are discussed in [HV14]. In [NO14] the authors homogenize the bending plate model (2D) with periodic oscillations. What is interesting here is that the homogenization is done under the constraint of being an isometry. In [Vel] and [MV] the authors study the effects of simultaneous homogenization and dimensional reduction for the plate model in von Kármán regime and the rod in the bending regime without any assumptions on the periodicity or the direction of the oscillations. These works thus generalize [NV13] and [Neu12] respectively. The derivation of the general plate model in the bending regime without periodicity assumption has not been done, since the models, even in some periodic regimes, are unknown (see the discussion in [Vel14] and also the model obtained in [NO14]).

In this paper we study the effects of simultaneous homogenization and dimensional reduction to obtain the model of the plate in the bending regime. Unlike in [HNV14, Vel14] we suppose that the material changes in the direction of thickness and we do not work under the periodicity assumption in the case when the material does not change in the in-plane directions rapidly. We show that the limit model in this case is simple, i.e., there are no homogenization effects (see Remark 1). In the case when we couple periodic in-plane oscillations of the material together with the periodic oscillations in the direction of thickness, the effect of oscillations in the direction of thickness on the limit model is nontrivial and
these effects are coupled together with the effects of oscillations in the in-plane direction and cannot be separated (see Remark 2). This is useful information for the structural optimization.

1.1 Notation

- $x' = (x_1, x_2), x = (x_1, x_2, x_3)$
- $\nabla_h y := (\nabla y, \frac{1}{h} \partial_3 y)$ is a scaled gradient and $\nabla' y = (\partial_1 y, \partial_2 y)$
- $\mathbb{S}_n$ space of symmetric matrices of order $n$
- weak $\rightharpoonup$ and strong $\to$ convergence
- $\bar{y}(x') = \int_I y(x', x_3) dx_3, I = [-\frac{1}{2}, \frac{1}{2}]$.
- by $e_1, \ldots, e_n$ we denote the vectors of the canonical base in $\mathbb{R}^n$.
- we suppose that the greek indices $\alpha, \beta$ take the values in the set $\{1, 2\}$, while the latin indices $i, j, k$ take the values in the set $\{1, 2, 3\}$, unless otherwise stated.
- $\iota : \mathbb{R}^{2 \times 2} \to \mathbb{R}^{3 \times 3}$ denotes the natural embedding
  \[ \iota(A) = \sum_{\alpha, \beta=1, 2} A_{\alpha\beta} e_\alpha \otimes e_\beta. \]
- by $A^t$ we denote the transpose of the matrix $A$.
- by $Id$ we denote the identity matrix.

2 Derivation of the model

Let $S \subset \mathbb{R}^2$ be an open connected set with Lipschitz boundary and also piecewise $C^1$. The property piecewise $C^1$ is necessary only for proving the upper bound. We define by $\Omega^h = S \times (-\frac{h}{2}, \frac{h}{2})$ the reference configuration of the plate-like body. When $h = 1$ we omit the superscript and simply write $\Omega = \Omega^1$.

For every $h > 0$ we define the energy functional of elastic energy on a canonical domain $\Omega$

\[ I^h(y^h) := \int_{\Omega} W^h(x_3, \nabla_h y^h) dx, \]

where $W^h : I \times \mathbb{R}^{3 \times 3} \to [0, +\infty]$ denotes the stored energy density with the properties given below. We assume that we are in the bending regime, i.e., that there is a positive constant $C > 0$, independent of $h$, such that:

\[ I^h(y^h) \leq C h^2. \]
2.1 General framework

The following two definitions will give conditions on the energy densities.

**Definition 2.1** (Nonlinear material law). Let \( \eta_1, \eta_2, \rho \) be positive real constants such that \( \eta_1 \leq \eta_2 \). We denote by \( W(\eta_1, \eta_2, \rho) \) the class of all measurable functions \( W : \mathbb{R}^{3 \times 3} \to [0, +\infty] \) satisfying the following properties:

(W1) frame-indifference:

\[
W(RF) = W(F) \quad \text{for all } F \in \mathbb{M}^3 \text{ and } R \in \text{SO}(3);
\]

(W2) non degeneracy:

\[
W(F) \geq \eta_1 \text{dist}^2(F, \text{SO}(3)) \quad \text{for all } F \in \mathbb{M}^3,
\]

\[
W(F) \leq \eta_2 \text{dist}^2(F, \text{SO}(3)) \quad \text{for all } F \in \mathbb{M}^3 \text{ with } \text{dist}^2(F, \text{SO}(3)) \leq \rho;
\]

(W3)\(W\) is minimal at \(I\d\):

\[
W(Id) = 0;
\]

(W4) \(W\) admits a quadratic expansion at \(I\d\):

\[
W(Id + G) = Q(G) + o(|G|^2), \quad \text{for all } G \in \mathbb{M}^3,
\]

where \(Q : \mathbb{M}^3 \to \mathbb{R}\) is a quadratic form.

**Definition 2.2** (Admissible composite material). Let \(0 < \eta_1 \leq \eta_2\) and \(\rho > 0\). A family \((W_h)_{h > 0}\)

\[W^h : I \times \mathbb{R}^{3 \times 3} \to [0, +\infty],\]

describes an admissible composite material of class \(W(\eta_1, \eta_2, \rho)\) if

(i) For each \(h > 0\), \(W^h\) is almost surely equal to a Borel function on \(I \times \mathbb{R}^{3 \times 3}\);

(ii) \(W^h(x_3, \cdot) \in W(\eta_1, \eta_2, \rho)\) for every \(h > 0\) and almost every \(x \in \Omega\);

(iii) there exists a monotone function \(r : \mathbb{R}^+ \to [0, +\infty]\), such that \(\lim_{\delta \to 0} r(\delta) = 0\) and

\[
(\forall h > 0) \quad (\forall G \in \mathbb{R}^{3 \times 3}) \quad \text{ess sup}_{x_3 \in I} |W^h(x_3, Id + G) - Q^h(x_3, G)| \leq r(|G|)|G|^2,
\]

where the family of quadratic forms \(Q^h(x_3, \cdot)\) is as in Definition 2.1.

Note that \(Q^h\) inherits the measurability properties of \(W^h\) since, for each \(h > 0\), it can be written as the pointwise limit

\[
(x_3, G) \to Q^h(x_3, G) := \lim_{\varepsilon \to 0} \frac{1}{\varepsilon} W^h(x, Id + \varepsilon G).
\]

It is straightforward to establish the following properties of \(Q^h\) from (W2).

**Lemma 2.3.** Suppose that \((W^h)_{h > 0}\) describes an admissible composite material in the sense of the Definition 2.2 and let \((Q^h)_{h > 0}\) be the family of the quadratic forms associated to \((W^h)_{h > 0}\) through the expansion (W4). Then the family \((Q^h)_{h > 0}\) satisfies the following properties.
(Q1) For all \( h > 0 \) and almost all \( x_3 \in I \) the map \( Q^h(x_3, \cdot) \) is quadratic and satisfies
\[
\eta_1 |\text{sym}\ G|^2 \leq Q^h(x_3, G) = Q^h(x_3, \text{sym}\ G) \leq \eta_2 |\text{sym}\ G|^2, \quad \text{for all } G \in \mathbb{R}^{3\times 3}.
\]

(Q2) For all \( h > 0 \) and almost all \( x_3 \in I \) the inequality
\[
|Q^h(x_3, G_1) - Q^h(x_3, G_2)| \leq \eta_2 |\text{sym}\ G_1 - \text{sym}\ G_2| \cdot |\text{sym}\ G_1 + \text{sym}\ G_2|,
\]
holds for all \( G_1, G_2 \in \mathbb{R}^{3\times 3} \).

For each \( h > 0 \) we define quadratic forms \( Q^h_2 : I \times \mathbb{R}^{2\times 2} \times \mathbb{R}^{2\times 2} \to \mathbb{R} \) by minimizing with respect to the third row and column:
\[
Q^h_2(x_3, A, B) = \min_{d \in \mathbb{R}^3} Q^h(x_3, \iota(B + x_3 A) + d \otimes e_3 + e_3 \otimes d).
\]
Since by (Q1) the coefficients of \( Q^h_2 \) are uniformly bounded in \( L^\infty(S) \) we deduce that there is a subsequence \( h_k \) such that the coefficients of \( Q^h_2 \) converge in weak * topology in \( L^\infty(I) \). We extend this property to whole sequence \((Q^h_2)_{h>0}\) by making the following assumption.

**Assumption 2.4.** We suppose that the coefficients of the quadratic forms \( Q^h_2 \) weakly converge as \( h \) goes to zero.

By \( Q_2 \) we denote the quadratic form whose coefficients are weak * limits of the coefficients of the sequence \((Q^h_2)_{h>0}\). We define the quadratic form \( Q_0 : \mathbb{R}^{2\times 2} \to \mathbb{R} \) by
\[
Q_0(A) = \min_{B \in S_2} \int_I Q_2(x_3, A, B) dx_3.
\]
From (Q1) and (4) we easily establish that \( Q_0 \) is also a quadratic form satisfying the following
\[
\frac{\eta_1}{12} |\text{sym}\ A|^2 \leq Q_0(A) = Q_0(\text{sym}\ A) \leq \frac{\eta_2}{12} |\text{sym}\ A|^2, \quad \text{for all } A \in S_2.
\]

We define the set of Sobolev isometries
\[
W^{2,2}_{\text{iso}}(S) = \{ y \in W^{2,2}(S; \mathbb{R}^3) : \partial_\alpha y \cdot \partial_\beta y = \delta_{\alpha\beta} \text{ a.e. in } S \},
\]
and the limit functional \( I_0 : W^{2,2}_{\text{iso}}(S) \to \mathbb{R} \)
\[
I_0(y) = \int_S Q_0(II(x')) dx',
\]
where \( II(x') = (\nabla y)^T \nabla n \) is a second fundamental form and \( n \) is a unit outer normal.
2.2 Theorem on Geometric Rigidity and convergence of sequences with finite bending energy

We will need the following lemmas.

**Lemma 2.5** ([FJM02], Theorem 6). For any \( y \in H^1(\Omega; \mathbb{R}^3) \) there are maps \( R : S \to SO(3) \) and \( \tilde{R} \in H^1(\mathbb{R}^3; \mathbb{R}^{3 \times 3}) \) such that

\[
\|\nabla h y - R\|_{L^2(\Omega)} + \| R - \tilde{R}\|_{L^2(\Omega)} + h^2 \| \nabla \tilde{R}\|_{L^2(S)} \leq C \text{dist} (\nabla h y, SO(3))
\]

**Lemma 2.6** ([FJM02], Theorem 4.1). Suppose that a sequence \((y^h)_{h>0} \subset H^1(\Omega; \mathbb{R}^3)\) is such that (7) holds. Then there exists \( y \in W_{iso}^{2,2}(S) \) such that on a subsequence, not relabeled

\[
y^h - \frac{1}{|\Omega|} \int_{\Omega} y^h \, dx \to y \text{ strongly in } L^2(\Omega; \mathbb{R}^3).
\]

We also have

\[
\nabla h y^h \to (\nabla y, n) \text{ strongly in } L^2(\Omega; \mathbb{R}^{3 \times 3}).
\]

2.3 Lower bound

Before we prove the lower bound we will need the following claim.

**Lemma 2.7.** ([BF02, BZ07]) Let \((u^h)_{h>0}\) be a sequence bounded in \( W^{1,p}(\Omega; \mathbb{R}^m) \), where \( p > 1 \), and let us additionally assume that the sequence \( \|
abla u^h\|_{L^p} \) is bounded. Then for every sequence \((u^{h_n})_{n\in \mathbb{N}}\) there exists a subsequence \((u^{h_{n(k)}})_{k\in \mathbb{N}}\) such that for every \( k \in \mathbb{N} \) there exists \( z_k \in W^{1,p}(\Omega; \mathbb{R}^m) \) which satisfies

(i) \( \lim_{k \to \infty} |\Omega \cap \{ z_k \neq u^{h_{n(k)}} \text{ or } \nabla z_k \neq \nabla u^{h_{n(k)}} \}| = 0 \).

(ii) \( |(\nabla h_{n(k)} z_k)_{k\in \mathbb{N}} \text{ is equi-integrable.} \)

The following theorem states the lower bound claim.

**Theorem 2.8.** Let Assumption 2.4 be valid. For any sequence \((y^h)_{h>0} \subset H^1(\Omega; \mathbb{R}^3)\) satisfying (7) and (6), we have

\[
\liminf_{h \to 0} \frac{1}{h^2} I^h(y^h) \geq I_0(y).
\]

**Proof.** We take the subsequence \((h_k)_{k\in \mathbb{N}}\) such that liminf is attained.

1. We define the sequence \((z^{h_k})_{k\in \mathbb{N}}\) by the following decomposition of \( y^{h_k} \):

\[
y^{h_k} = \tilde{y}^{h_k} + h_k x_3 \tilde{R}^{h_k} e_3 + h_k z^{h_k}.
\]

Note that \( \tilde{z}^{h_k} = 0 \). By using Lemma 2.5 and the relation

\[
\nabla h_k z^{h_k} = \frac{\nabla h_k y^{h_k} - R^{h_k}}{h_k} - \left( \frac{\nabla' y^{h_k} - (R^{h_k})'}{h_k} + x_3 \nabla' \tilde{R}^{h_k} e_3 \frac{1}{h_k} (\tilde{R}^{h_k} e_3 - R^{h_k} e_3) \right),
\]

we obtain that \( \|\nabla h_k z^{h_k}\|_{L^2} \) is bounded. Also, using the Poincaré’s inequality over the cross-sections, we derive that \( z^{h_k} \to 0 \) strongly in \( L^2(\Omega) \).
2. Following [FJM02] we define the approximate strain by
\[ G^{h_k} = \frac{(R^{h_k})' \nabla_{h_k} y^{h_k} - Id}{h_k}. \]
We rewrite \( G^{h_k} \) in the following form
\[ G^{h_k} = B^{h_k}(x') + x_3 A^{h_k}(x') + (R^{h_k})' \nabla_{h_k} y^{h_k}, \]
where \( A^{h_k} \) and \( B^{h_k} \) are defined by
\[
\begin{align*}
A^{h_k} &= (R^{h_k})'((\partial_1 \tilde{R}^{h_k} e_3 | \partial_2 \tilde{R}^{h_k} e_3 | 0), \\
B^{h_k} &= \frac{1}{h_k} \left( (R^{h_k})'((\nabla' y^{h_k} | \tilde{R}^{h_k} e_3) - Id) \right).
\end{align*}
\]
Since, by Lemma 2.5 and Lemma 2.6, \( R^{h_k} \to (\nabla' y, n) =: R \) strongly and \( \nabla \tilde{R}^{h_k} e_3 \to \nabla' n \) weakly in \( L^2(S) \) we obtain that
\[ A^{h_k} \to \begin{pmatrix} II(x') & 0 \\ \nabla' n \cdot n & 0 \end{pmatrix} =: A \text{ weakly in } L^2(S; \mathbb{R}^{3 \times 3}), \]
where \( II_{\alpha\beta}(x') = \partial_{\alpha} y \cdot \partial_{\beta} n \) is the second fundamental form. Also by the inequalities in Lemma 2.5 we obtain that on a subsequence (not relabeled) there exists \( B' \in L^2(S; \mathbb{R}^{3 \times 3}) \)
\[ B^{h_k} \to B' \text{ weakly in } L^2. \]

3. Denote by \( \chi_k : S \to \{0, 1\} \) the characteristic function:
\[ \chi_k(x) = \begin{cases} 
1, & x \in S'_{h_k} \cap \{|G^{h_k}| \leq h_k^{-\frac{1}{2}}\}, \\
0, & \text{else}.
\end{cases} \]
Notice that \( \chi_k \to 1 \) boundedly in measure. Taking into account the frame-indifference of \( W^h \) and (2) we conclude
\[
\liminf_{k \to \infty} \frac{1}{h_k} \int_{\Omega} W^h_k(x, \nabla_{h_k} y^{h_k}) = \liminf_{k \to \infty} \frac{1}{h_k} \int_{\Omega} W^h_k(x, Id + h_k G^{h_k}) \\
\geq \liminf_{k \to \infty} \int_{\Omega} \chi_k Q^{h_k}(x_3, G^{h_k}).
\]
4. By Lemma 2.5 we know that \( R^{h_k} \to R \) converge in \( L^2(\Omega) \) strongly. Using Lemma 2.7 we conclude that there is a subsequence \( \{\tilde{z}^{h_k}\}_{k \in \mathbb{N}} \), not relabeled, such that
\[
\begin{align*}
&\text{(i) } \lim_{k \to \infty} |\Omega \cap \{|z^{h_k} \neq \hat{z}^{h_k} \text{ or } \nabla^{h_k} z^{h_k} \neq \nabla^h z^{h_k}\}| = 0; \\
&\text{(ii) } (|\nabla_{h_k}(\tilde{z}^{h_k})|^2)_{k \in \mathbb{N}} \text{ is equi-integrable.}
\end{align*}
\]
Since \( R^h \) is bounded in \( L^\infty \) norm and \( (|\nabla_{h_k}(\tilde{z}^{h_k})|^2)_{k \in \mathbb{N}} \) is an equi-integrable sequence we conclude, by using the Egoroff’s theorem, that:
\[
(R^{h_k})' \nabla_{h_k} \tilde{z}^{h_k} - R' \nabla_{h_k} \hat{z}^{h_k} \to 0 \text{ strongly in } L^2(\Omega).
\]
Next, we can construct the sequence \( (M^{h_k})_{k \in \mathbb{N}} \subset C^\infty_c(S, \mathbb{R}^{3 \times 3}) \) such that
(i) \( M^{h_k} \to R \) in \( L^2(S) \);
(ii) \( \|M^{h_k}\|_{L^\infty(S)} \leq C \), for some \( C > 0 \) independent of \( h_k \);
(iii) \( \lim_{h_k \to 0} \|\nabla M^{h_k}\|_{L^\infty} \|z^{h_k}\|_{L^2} \to 0 \).

We conclude that
\[
(M^{h_k})^t \nabla_{h_k} z^{h_k} - R^t \nabla_{h_k} z^{h_k} \to 0 \quad \text{strongly in } L^2(\Omega)
\]
and define a sequence \((z^{h_k})_{k \in \mathbb{N}}\) by \( z^{h_k} = (M^{h_k})^t \hat{z}^{h_k} \). From the relation
\[
(M^{h_k})^T \nabla_{h_k} \hat{z}^{h_k} = \nabla_{h_k} ((M^{h_k})^t \hat{z}^{h_k}) - ((\nabla M^{h_k})^t \hat{z}^{h_k}),
\]
we obtain that
\[
\|\nabla_{h_k} \hat{z}^{h_k} - (R^{h_k})^t \nabla_{h_k} \hat{z}^{h_k}\|_{L^2} \to 0,
\]
and thus the sequence \((|\nabla z^{h_k}|^2)_{k \in \mathbb{N}}\) is also equi-integrable. Combining (Q2) with the relations \([12], [13], [14]\) and equi-integrability we obtain
\[
\liminf_{k \to \infty} \int_\Omega \chi_k Q^{h_k}(x_3, G^{h_k}) = \liminf_{k \to \infty} \int_\Omega Q^{h_k}(x_3, \chi_k (B^{h_k} + x_3 A^{h_k}) + \nabla_{h_k} z^{h_k}).
\]
Without loss of generality we may assume that \( \hat{z}^{h_k} \) are smooth functions.

5. Next we approximate \( S \) by the union of squares \( S^\varepsilon = \bigcup_i D_i^\varepsilon \) parallel to the axis whose edge length is equal to \( \varepsilon \) and \( |S \setminus S^\varepsilon| \to 0 \) as \( \varepsilon \to 0 \). Using the Jensen’s inequality and the convexity of \( Q^{h_k}(x_3, \cdot) \) we obtain for every \( \varepsilon > 0 \)
\[
\liminf_{k \to \infty} \int_\Omega Q^{h_k}(x_3, \chi_k (B^{h_k} + x_3 A^{h_k}) + \nabla_{h_k} z^{h_k}) dx \\
\geq \liminf_{k \to \infty} \int_\Omega \sum_i |D_i^\varepsilon| Q^{h_k}(x_3, \frac{1}{|D_i^\varepsilon|} \int_{D_i^\varepsilon} \chi_k (B^{h_k} + x_3 A^{h_k}) + \nabla_{h_k} z^{h_k}) dx') dx_3.
\]
Since \( B^{h_k} \to B' \) and \( A^{h_k} \to A \) converge weakly in \( L^2(S; \mathbb{R}^{3 \times 3}) \) we derive that as \( k \to \infty \)
\[
\int_{D_i^\varepsilon} \chi_k (B^{h_k} + x_3 A^{h_k}) \to \int_{D_i^\varepsilon} (B' + x_3 A) \text{ on every } D_i^\varepsilon.
\]
From the compactness theorem for trace for such functions we obtain that for every \( \varepsilon > 0 \)
\[
\left( \int_{D_i^\varepsilon} \partial_1 \hat{z}^{h_k}, \int_{D_i^\varepsilon} \partial_2 \hat{z}^{h_k} \right) = \left( \int_{\partial D_i^\varepsilon} \hat{z}^{h_k} \cdot n_1, \int_{\partial D_i^\varepsilon} \hat{z}^{h_k} \cdot n_2 \right) \to (0, 0) \quad \text{in } L^2(I),
\]
for each \( D_i^\varepsilon \). We denote by \( \psi^{d_3}(x_3) = \frac{1}{h_k} \partial_3 \int_{D_i^\varepsilon} \hat{z}^{h_k} dx' \) and by \( B \) the symmetric part of the submatrix of \( B' \) obtained by removing the third row and column. Using the
Theorem 2.10. We now construct the recovery sequence. Assume that Lemma 2.9. We will use the following lemma, already used in [HNV14] and [Vel]. It was proved in [Sch07] for convex sets $S$. Denote by $Q_2^{h_k}$ we conclude that for every $\varepsilon > 0$

\[
\liminf_{k \to \infty} \int_I \sum_i |D_i^f|Q_2^{h_k} \left( x_3, \frac{1}{|D_i^f|} \int_{D_i^f} \left( \chi_k(B^{h_k} + x_3A^{h_k}) + \nabla_{h_k} z^{h_k} \right) dx' \right) dx_3 \]

\[
= \liminf_{k \to \infty} \int_I \sum_i |D_i^f|Q_k^{h_k} \left( x_3, \frac{1}{|D_i^f|} \int_{D_i^f} \left( B' + x_3A + (0,0,\psi^{h_k}(x_3)) \right) dx' \right) dx_3 \]

\[
\geq \liminf_{k \to \infty} \int_I \sum_i \left| D_i^f \right| \sum_{k} Q_2 \left( x_3, \frac{1}{|D_i^f|} \int_{D_i^f} \left( B + x_3II \right) dx' \right) dx_3 \]

\[
\geq \sum_i \left| D_i^f \right| \liminf_{k \to \infty} \int_I Q_2 \left( x_3, \frac{1}{|D_i^f|} \int_{D_i^f} \left( B + x_3II \right) dx' \right) dx_3 \]

Finally noting that $\chi_S\left( \sum_i \frac{1}{|D_i|} \int_{D_i} f \right) \to f$ strongly in $L^2(S)$ for each $f \in L^2(S)$ and taking the limit as $\varepsilon \to 0$ we finish the proof.

\[\Box\]

2.4 Upper bound

Denote by $\mathcal{A}(S)$ the set of all $y \in W^{2,2}(S, \mathbb{R}^3) \cap C^\infty(\bar{S}, \mathbb{R}^3)$ with the property: for each $B \in C^\infty(\bar{S}, \mathbb{R}^3)$ satisfying $B = 0$ in a neighborhood of $\{x \in S : II(x) = 0\}$ there are $\alpha \in C^\infty(\bar{S})$ and $g \in C^\infty(\bar{S}, \mathbb{R}^2)$ such that

\begin{equation}
B = \text{sym} \nabla' g + \alpha II.
\end{equation}

We will use the following lemma, already used in [HNV14] and [Vel]. It was proved in [Sch07] for convex sets $S$. By using the results from [Hor11] we can extend the claim.

Lemma 2.9. Assume that $S$ is a bounded Lipschitz domain with boundary which is piecewise $C^1$. The set $\mathcal{A}(S)$ is dense in $W^{2,2}_{\text{iso}}(S)$ with respect to the strong $W^{2,2}(S)$ topology.

We now construct the recovery sequence.

Theorem 2.10. Let Assumption 2.4 be valid. For any $y \in W^{2,2}_{\text{iso}}(S)$ there is a sequence $(y^h)_{h>0} \subset H^1(\Omega; \mathbb{R}^3)$ such that $I_h^h(y^h) \leq C h^\alpha$, $y^h \to y$, strongly in $L^2(\Omega)$ and

\begin{equation}
\lim_{h \to 0} \frac{1}{h^\alpha} I_h^h(y^h) = I_0(y).
\end{equation}

Proof. 1. Definition of the recovery sequence. Since $I_0$ is continuous in $W^{2,2}(S)$ topology, by Lemma 2.9 we may assume that $y \in \mathcal{A}(S)$. We proceed as in [Sch07]. First we take arbitrary $B \in C^\infty(\bar{S}, \mathbb{R}^3)$ such that $B = 0$ in a neighborhood of $\{x \in S : II(x) = 0\}$. We denote by $R(x') = (\nabla' u(x'), n(x'))$ and define the recovery sequence by

\[
y^{h,x}_\delta(x) = y(x') + h (x_3 + \alpha(x'))n(x') + (g(x') \cdot \nabla') y(x') + h^2 D^h(x', x_3),
\]
where $\alpha, g$ are determined by the relation \cite{16} and the correctors are of the form $D^h(x', x_3) = \int_0^{x_3} R(x')d^h(x', t)dt$. The precise construction of $d^h$ is given in the next step.

The approximate strain for the sequence $y^h$ then equals

$$G^h = \frac{1}{h} \left( R^h \nabla_k y^h - Id \right) = R^h \left( \nabla' \left( (x_3 + \alpha) n + (g \cdot \nabla') y \right) + Rd^h \right) + hR^h(\nabla'D^h, 0).$$

Taking only the symmetric part we obtain that

$$\text{sym } G^h = \begin{pmatrix} x_3 I(x') + B & \frac{1}{2}(d^h_1 - b_1) \\ \frac{1}{2}(d^h_2 - b_2) & d^h_3 \end{pmatrix} + h \text{sym}(R^h(\nabla'D^h, 0))$$

where $b = - \left( \frac{\partial_1 \alpha}{\partial_2 \alpha} \right) + IIg$.

2. Construction of the correctors. As in the proof of theorem \ref{2.8} for every $\varepsilon > 0$ we approximate $S$ by the set $S^\varepsilon = \bigcup D_i^\varepsilon$ where $D_i^\varepsilon$ are squares parallel to the axis whose edge length is equal to $\varepsilon$ and $\lim_{\varepsilon \to 0} |S \setminus S^\varepsilon| = 0$.

On each square $D_i^\varepsilon$ we define the average values of $B$, $II$ and $b$ by:

$$\tilde B^\varepsilon = \frac{1}{|D_i^\varepsilon|} \int_{D_i^\varepsilon} B(x') \, dx', \quad \tilde II^\varepsilon = \frac{1}{|D_i^\varepsilon|} \int_{D_i^\varepsilon} II(x') \, dx', \quad \tilde b^\varepsilon = \frac{1}{|D_i^\varepsilon|} \int_{D_i^\varepsilon} b(x') \, dx'.$$

We extend the definition of these functions to the whole set $S$ by defining them to be zero on $S \setminus S^\varepsilon$. It is easy to see that

$$\tilde B^\varepsilon \to B, \quad \tilde II^\varepsilon \to II, \quad \tilde b^\varepsilon \to b,$$

strongly in $L^2(S)$ and that they are bounded in $L^\infty(S)$.

Since by definition $\tilde II^\varepsilon, \tilde B^\varepsilon$ and $\tilde b^\varepsilon$ are constants on every $D_i^\varepsilon$, for each $h$ we define $d_{min}^{h, \varepsilon} : S^\varepsilon \to \mathbb{R}^3$ by \cite{14}. Using (Q1) with the zero sequence on the right side we conclude that for each $h$ we have

$$\eta_1 |\tilde B^\varepsilon + x_3 \tilde II^\varepsilon + d_i^{h, \varepsilon} \otimes e_3 + e_3 \otimes d_{min}^{h, \varepsilon}|^2 \leq \eta_2 |\tilde B^\varepsilon + x_3 \tilde II^\varepsilon|^2.$$

Since both $(\tilde B^\varepsilon)_{\varepsilon > 0}$ and $(\tilde II^\varepsilon)_{\varepsilon > 0}$ are uniformly bounded we conclude that $d_{min}^{h, \varepsilon}$ is uniformly bounded with respect to $\varepsilon$ and $h$. We extend the definition of $d_{min}^{h, \varepsilon}$ to the whole of $\Omega$ by assuming that $d_{min}^{h, \varepsilon} = 0$ on $S \setminus S^\varepsilon$.

Moreover, we approximate $d_{min}^{h, \varepsilon}$ by smooth functions $d_0^{h, \varepsilon}$ depending on some positive parameter $\delta$. For each $h, \varepsilon$, a.e. $x_3 \in I$ and $\delta \leq \frac{\varepsilon}{2}$ we construct smooth functions $d_0^{h, \varepsilon}$ on $S$ such that:

(i) $d_0^{h, \varepsilon} = d_{min}^{h, \varepsilon}$ on a set $(x_1^{0, \varepsilon} + \delta, x_1^{0, \varepsilon} + \varepsilon - \delta) \times (x_2^{0, \varepsilon} + \delta, x_2^{0, \varepsilon} + \varepsilon - \delta)$ where $(x_1^{0, \varepsilon}, x_2^{0, \varepsilon})$ are coordinates of the lower left corner of $D_i^\varepsilon$;

(ii) for each $h, \varepsilon$ we have that $d_0^{h, \varepsilon} \to d_{min}^{h, \varepsilon}$ strongly in $L^2(\Omega)$ as $\delta \to 0$;

(iii) there is a positive constant $C > 0$ independent of $\varepsilon$ and $h$ such that $\|\nabla'(d_0^{h, \varepsilon})\|_{L^\infty(\Omega)} \leq \frac{C}{\varepsilon}$. 


(iv) $d_{\delta}^{h,\varepsilon}$ is uniformly bounded with respect to $h, \delta$ and $\varepsilon$.

We define the recovery sequence by

$$y_{\delta}^{h,\varepsilon}(x) = y(x') + h \left( (x_3 + \alpha(x'))n(x') + (g(x') \cdot \nabla')y(x') \right) + h^2 D_{\delta}^{h,\varepsilon}(x', x_3),$$

where the correctors are of the form $D_{\delta}^{h,\varepsilon}(x', x_3) = \int_{0}^{x_3} R(x') d_{\delta}^{h,\varepsilon}(x', t) dt$. We denote by $G_{\delta}^{h,\varepsilon}$ the approximate strain generated by $y_{\delta}^{h,\varepsilon}$. The condition (iii) ensures the boundedness of $G_{\delta}^{h,\varepsilon}$ as soon as we have the boundedness of $\delta$.

3. **Passing to the limit.** Taking into account the frame indifference property of $W^h$ and [2] we obtain that:

$$\lim_{h \to 0} \frac{1}{h^2} \int_{\Omega} W^h(x_3, \nabla_{h} y_{\delta}^{h,\varepsilon}) = \lim_{h \to 0} \frac{1}{h^2} \int_{\Omega} W^h(x_3, Id + h G_{\delta}^{h,\varepsilon}) = \lim_{h \to 0} \int_{\Omega} Q^h(x_3, G_{\delta}^{h,\varepsilon}).$$

Using this the boundedness of $G_{\delta}^{h,\varepsilon}$ with respect to $\varepsilon$ we obtain

$$\lim_{\varepsilon \to 0} \lim_{h \to 0} \int_{(S \setminus S^\varepsilon) \times I} Q^h(x_3, G_{\delta}^{h,\varepsilon}) = 0.$$

We prove the convergence on sets $S^\varepsilon \times I$. We define $\tilde{G}_{\delta}^{h,\varepsilon}$ from $G_{\delta}^{h,\varepsilon}$ by replacing $B, I I$ and $b$ by $\tilde{B}, I I^{\varepsilon}$ and $\tilde{b}^{\varepsilon}$. Note that using (Q2) we obtain that there is a constant $C > 0$ independent of $h, \varepsilon, \delta$ such that:

$$\left| \int_{S^\varepsilon \times I} Q^h(x_3, G_{\delta}^{h,\varepsilon}) - \int_{S^\varepsilon \times I} Q^h(x_3, \tilde{G}_{\delta}^{h,\varepsilon}) \right| \leq C \left( 1 + \frac{h}{\delta} \right) \| G_{\delta}^{h,\varepsilon} - \tilde{G}_{\delta}^{h,\varepsilon} \|_{L^2(S^\varepsilon \times I)}.$$

From the definition of the sequence $\tilde{G}_{\delta}^{h,\varepsilon}$ we obtain that $Q^h(x_3, \tilde{G}_{\delta}^{h,\varepsilon}) = Q_2^h(x_3, \tilde{I} I, \tilde{B})$ on every $D_t^\varepsilon$ except on the band of the thickness $\delta$. For every $\delta$ we denote this set by

$$S_{\delta}^\varepsilon = \bigcup_i D_i \setminus (x_1^i, x_2^i + \delta, x_2^i + \varepsilon - \delta) \times (x_2^i + \delta, x_2^i + \varepsilon - \delta).$$

Thus, we obtain that for some $C > 0$ independent of $h, \delta, \varepsilon$

$$\left| \int_{S^\varepsilon \times I} Q^h(x_3, \tilde{G}_{\delta}^{h,\varepsilon}) - Q_2^h(x_3, \tilde{I} I^{\varepsilon}, \tilde{B}^{\varepsilon}) dx \right| = \left| \int_{S_{\delta}^\varepsilon} Q^h(x_3, \tilde{G}_{\delta}^{h,\varepsilon}) - Q_2^h(x_3, \tilde{I} I^{\varepsilon}, \tilde{B}^{\varepsilon}) dx \right| \leq C \int_{S_{\delta}^\varepsilon} (| \tilde{G}_{\delta}^{h,\varepsilon} |^2 + | x_3 \tilde{I} I^{\varepsilon} + \tilde{B}^{\varepsilon} |^2) dx \leq C | S_{\delta}^\varepsilon | \left( 1 + \| d_{\delta}^{h,\varepsilon} \|_{L^2}^2 + \frac{h^2}{\delta^2} + 2 \| x_3 \tilde{I} I^{\varepsilon} + \tilde{B}^{\varepsilon} \|_{L^\infty}^2 \right).$$

By the definition of $Q_2$ and (18) it is easy to see that

$$\lim_{\varepsilon \to 0} \lim_{h \to 0} \int_{S^\varepsilon \times I} Q_2^h(x_3, \tilde{I} I^{\varepsilon}, \tilde{B}^{\varepsilon}) dx = \int_{S \times I} Q_2(I I, B) dx.$$
We define the function

\[ g(\varepsilon, \delta, h) := \frac{1}{h^2} \int \Omega Q_2(II, B) \, dx + \|y_{\delta}^{h} - y\|_{L^2(\Omega)} + \frac{h}{\delta}. \]

Using the above estimates we obtain that \( \lim_{\varepsilon \to 0} \lim_{\delta \to 0} \lim_{h \to 0} g(\varepsilon, \delta, h) = 0. \) Hence, by Attouch lemma, there are functions \( \varepsilon(h), \delta(h), \) such that \( \varepsilon(h) \to 0 \) and \( \delta(h) \to 0 \) as \( h \to 0 \) and

\[ \lim_{h \to 0} g(\varepsilon(h), \delta(h), h) = 0. \]

We can choose \((B_k)_{k \in \mathbb{N}} \subset L^2(S; \mathbb{R}^{2 \times 2})\) smooth such that for every \( k \in \mathbb{N} \) \( B_k = 0 \) in a neighbourhood of the set \( \{II = 0\} \) and \( B_k \to B_{\min} \) in \( L^2 \), where

\[ B_{\min}(x') = \arg\min_{B \in S^2} \int_I Q_2(x_3, II(x')) \, dx_3. \]

By the diagonalization we obtain the result.

\[ \square \]

Remark 1. In [Sch07] it was proved that if we start from the layered materials (i.e., the stored energy density \( W^F \), and thus its second derivative at the identity \( Q^F \), depends on \( x_3 \), but is fixed) then the energy density \( \bar{Q}^F_2 \) of \( \Gamma \)-limit has the form

\[ \bar{Q}^F_2(A) = \min_{B \in S^2} \int_I Q_2^F(x_3, B + x_3 A), \]

where \( Q_2^F \) is obtained from \( Q^F \) by minimizing with respect to the third row and column as in the relation (4). We have shown that in this more general case the limit energy density is determined by the quadratic form \( Q_2 \) which can be obtained as weak limit of quadratic forms \( Q^h_2 \) as \( h \) goes to zero. Thus the effective behavior depends only on weak limit, i.e., averages of the oscillations in the direction of thickness. Because of this we can say that in this case there are no homogenization effects.

3 Periodic homogenization

The result of the previous section is given in terms of general homogenization with respect to the oscillations in the direction of thickness. In this section we will assume that we have periodic oscillations in the direction of thickness together with the periodic oscillations in the in-plane directions. The reason why we study only periodic in-plane oscillations is the fact that we are not able to obtain the effective behavior for the case of general non-periodic in-plane oscillations (see [Vel14]). We will give only the sketches of the proofs since the basic ideas follow the ones in [HNV14, Vel14].

We assume that the periodicity is given on two scales \( \varepsilon_1(h) \) and \( \varepsilon_2(h) \) where \( \lim_{h \to 0} \varepsilon_1(h) = \lim_{h \to 0} \varepsilon_2(h) = 0 \) and use the notation \( Y^d = [0, 1)^d \) where \( d \in \{1, 2, 3\} \) for periodic cells. We denote by \( Y^d \) the sets \( Y^d \) endowed with the torus topology.

We give the assumptions on energy densities with periodically oscillating material. We assume that \( W: \mathbb{R}^3 \times \mathbb{R}^{3 \times 3} \to [0, \infty] \) is Borel measurable and that \( W(\cdot, F) \) is \([0, 1)^3\)-periodic for all \( F \in \mathbb{R}^{3 \times 3} \). Furthermore, we assume that for a.e. \( y \in [0, 1)^3 \) we have that
$W(y, \cdot) \in W(\eta_1, \eta_2, \rho)$. We also assume that there exists $Q : \mathbb{R}^3 \times \mathbb{R}^{3 \times 3} \to [0, \infty)$ such that, for a.e. $y \in [0, 1)^3$ $Q(y, \cdot)$, is a quadratic form and the following is valid

\begin{equation}
\forall G \in \mathbb{R}^{3 \times 3} \quad \text{ess sup}_{x_3 \in I} |W(x_3, Id + G) - Q(x_3, G)| \leq r(|G|)|G|^2,
\end{equation}

where $r : \mathbb{R}^+ \to \mathbb{R}^+ \cup \{ +\infty \}$ is a monotone function that satisfies $\lim_{\delta \to 0} r(\delta) = 0$. From the properties (W1)-(W4) we conclude that for a.e. $y \in [0, 1)^3$ we have

\begin{equation}
\eta_1 \text{ sym } A^3 \leq Q(y, A) = Q(y, \text{sym } A^2), \quad \forall A \in \mathbb{R}^{3 \times 3}.
\end{equation}

**Definition 3.1** (Two-scale convergence with respect to two scales $\varepsilon_1$ and $\varepsilon_2$). We say that a bounded sequence $(u^h)_{h>0}$ in $L^2(\Omega)$ two-scale converges to $u \in L^2(\Omega \times Y^3)$ and we write $u^h(x) \overset{2}{\rightharpoonup} u(x, y)$ if

\[
\lim_{h \to 0} \int_{\Omega} u^h(x) \psi \left(x, \frac{x'}{\varepsilon_1(h)}, \frac{x_3}{\varepsilon(h)}\right) dx = \int_{\Omega \times Y^3} u(x, y) \psi(x, y) dy dx,
\]

for all $\psi \in C_0^\infty(\Omega, C(Y^3))$. If, in addition, $\|u^h\|_{L^2(\Omega)} \to \|u\|_{L^2(\Omega \times Y^3)}$ we say that $u^h$ strongly two-scale converges to $u$ and write $u^h \overset{2}{\rightharpoonup} u$. For vector-valued functions, two-scale convergence is defined componentwise.

It is easy to see that all standard claims for two-scale convergence (such as compactness, lower semicontinuity of convex integrands) are also valid in this case (for two-scale convergence see [All92, Vis06, Vis07]). Here we study two regimes in the periodic context.

1. $\varepsilon_1(h) = h^{\alpha + 1}$ and $\varepsilon_2(h) = h^\alpha$ for some $\alpha > 0$.
2. $\lim_{h \to 0} \frac{h}{\varepsilon_1(h)} = 1$ and $\lim_{h \to 0} \varepsilon_2(h) = 0$.

### 3.1 Heuristics

We assume that scaling is given by $\varepsilon_1(h) = h^{\alpha + 1}$ and $\varepsilon_2(h) = h^\alpha$ for $\alpha > 0$ and assume the following form for $u^h$

\[
u^h \left(x, \frac{x'}{h^{\alpha + 1}}, \frac{x_3}{h^\alpha}\right) = u^0(x') + hu^1 \left(x, \frac{x'}{h^{\alpha + 1}}, \frac{x_3}{h^\alpha}\right) + h^{\alpha + 1}u^2 \left(x, \frac{x'}{h^{\alpha + 1}}, \frac{x_3}{h^\alpha}\right).
\]

We derive that

\[
\nabla_h u^h = (\nabla' u^0 \partial_{x_3} u^1) + \frac{1}{h^\alpha} \nabla_y u^1 + \nabla_y u^2.
\]

From the assumptions on the relations between $h$, $\varepsilon_1(h)$ and $\varepsilon_2(h)$ and the boundedness of $\nabla_h u^h$ we derive that $\nabla_y u^1 = 0$. Thus, $u^1(x, y) = u^1(x)$ and $\nabla_h u \to (\nabla' u^0 \partial_{x_3} u^1) + \nabla_y u^2$.

In the second case we assume that $u^h$ equals

\[
u^h \left(x, \frac{x'}{\varepsilon_1(h)}, \frac{x_3}{\varepsilon_2(h)}\right) = u^0(x') + hu^1 \left(x, \frac{x'}{\varepsilon_1(h)}, \frac{x_3}{\varepsilon_2(h)}\right) + h\varepsilon_2(h)u^2 \left(x, \frac{x'}{\varepsilon_1(h)}, \frac{x_3}{\varepsilon_2(h)}\right).
\]
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Then the scaled gradient equals
\[ \nabla_h u^h = \left( \nabla' u^0 \partial_{x_3} u^1 \right) + \frac{h}{\varepsilon_1(h)} \left( \nabla_y u^1 |_{0} \right) + \frac{1}{\varepsilon_2(h)} \left( 0 | 0 \partial_{y_3} u^1 \right) + \frac{h \varepsilon_2(h)}{\varepsilon_1(h)} \left( \nabla_y u^2 |_{0} \right) + \left( 0 | 0 \partial_{y_3} u^2 \right). \]

Since \( \nabla_h u^h \) is bounded we derive that \( u^1(x, y) = u^1(x, y') \) and that the two-scale limit of scaled gradient equals
\[ \left( \nabla' u^0 |_{0} \right) + \left( \nabla_y u^1 | \partial_{x_3} u^1 \right) + \left( 0 | \partial_{y_3} u^2 \right). \]

We give the proofs of these claims.

**Proposition 3.2.** Let \( (u^h)_{h > 0} \) be a weakly convergent sequence in \( H^1(\Omega, \mathbb{R}^3) \) with limit \( u \) and assume that \( \left( \left\| \nabla_h u^h \right\|_{L^2(\Omega)} \right)_{h > 0} \) is bounded.

1. Suppose that \( \varepsilon_1(h) = h^{\alpha + 1} \) and \( \varepsilon_2(h) = h^\alpha \) for some \( \alpha > 0 \). Then \( u \) is independent of \( x_3 \) and there are functions \( u^1 \in H^1(\Omega; \mathbb{R}^3) \) and \( u^2 \in L^2(\Omega; H^1(S; \mathbb{R}^3)) \) such that\n\[ \nabla_h u^h \xrightarrow{\ast} \left( \nabla' u^0 \partial_{x_3} u^1 \right) + \nabla_y u^2, \]
weakly two-scale in \( L^2(\Omega \times Y^3; \mathbb{R}^3) \) on a subsequence.

2. Suppose that \( \lim_{h \to 0} \frac{h}{\varepsilon_1(h)} = 1 \) and \( \lim_{h \to 0} \varepsilon_2(h) = 0 \). Then \( u \) is independent of \( x_3 \) and there are functions \( u^1 \in L^2(\Omega; H^1(S^3; \mathbb{R}^3)) \) and \( d \in L^2(\Omega \times Y^3; \mathbb{R}^3) \) such that \( \int_Y d(x, y', y_3)dy_3 = 0 \) for a.e. \( (x, y') \in \Omega \times Y^2 \) and
\[ \nabla_h u^h \xrightarrow{\ast} \left( \nabla' u^0 |_{0} \right) + \left( \nabla_y u^1 \partial_{x_3} u^1 \right) + \left( 0 | 0 \right) d, \]
weakly two-scale in \( L^2(\Omega \times Y^3; \mathbb{R}^3) \) on a subsequence.

**Proof.** We follow the ideas in [Neu10], Theorem 6.3.3. and [HNVT14]. We define \( \tilde{u}^h = u^h - \bar{u}^h \). Since \( \bar{u}^h \) has a zero mean value, by the Poincaré’s inequality, there is a constant \( C > 0 \) independent of \( h \) such that
\[ \int_I |\tilde{u}^h|^2 dx_3 \leq C \int_I |\partial_{x_3} u^h|^2 dx_3, \]
for a.e. \( x' \in \omega \). Integrating over \( \omega \) we obtain that
\[ \int_{\Omega} |\tilde{u}^h|^2 dx_3 \leq C \int_{\Omega} |\partial_{x_3} u^h|^2 dx_3. \]

Since \( \nabla_h u^h \) is bounded we derive that \( \partial_3 u^h \to 0 \) in \( L^2(\Omega; \mathbb{R}^3) \). Thus, \( \tilde{u}^h \to 0 \) strongly in \( L^2(\Omega) \). Since \( \bar{u}^h \) weakly converges in \( H^1(S; \mathbb{R}^3) \) we conclude that \( u^h \) converges to some \( u^0 \in H^1(S; \mathbb{R}^3) \).

From (22) we obtain that
\[ \left\| \frac{1}{h} \tilde{u}^h \right\|_{L^2(\Omega)} \leq C \left\| \frac{1}{h} \partial_3 u^h \right\|_{L^2(\Omega)}. \]

Since \( (\nabla_h u^h)_{h > 0} \) is bounded in \( L^2 \), there is a function \( u^1 \in L^2(\Omega; \mathbb{R}^3) \) with \( \partial_3 u^1 \in L^2(\Omega; \mathbb{R}^3) \) and \( \bar{u}^1 = 0 \) such that \( \frac{1}{h}(\tilde{u}^h) \to u^1 \) and \( \frac{1}{h} \partial_3 \bar{u}^h \to \partial_3 u^1 \) converge weakly in \( L^2 \) on a subsequence.

Without loss of generality, for subsequent analysis we will assume that \( u^0 = u^1 = 0 \) (otherwise we subtract from \( u^h \) the term \( u^0 + h u^{1,h} \), where \( u^{1,h} \) is smooth and \( \| u^{1,h} - u^1 \|^2_{L^2} \to 0 \), \( \| \partial_3 u^{1,h} - \partial_3 u^1 \|^2_{L^2} \to 0 \), \( h \| \partial_3 u^{1,h} \|^2_{L^2} \to 0 \)).
1. Assuming that \( \nabla_h u^h \to 0 \) in \( L^2(\Omega) \) it remains to prove that there is a function \( u^2 \in L^2(\Omega; H^1(\Omega^3; \mathbb{R}^3)) \) such that

\[
\nabla_h u^h \rightharpoonup \nabla u^2,
\]

weakly two-scale in \( L^2(\Omega \times \mathcal{Y}^3; \mathbb{R}^3) \) on a subsequence.

Since bounded sequences are weakly two-scale compact, there is a function \( U \in L^2(\Omega \times \mathcal{Y}^3; \mathbb{R}^{3\times 3}) \) such that \( \nabla_h u^h \rightharpoonup U \), i.e.,

\[
\int_{\Omega \times \mathcal{Y}^3} U(x, y) \cdot \Psi(x, y) dy dx = \lim_{h \to 0} \int_{\Omega} \nabla_h u^h \cdot \Psi \left(x, \frac{x'}{h\alpha + 1}, \frac{x_3}{h\alpha}\right) dx.
\]

Moreover, we can conclude that \( \int_{\mathcal{Y}^3} U(x, y) dy = 0 \) for a.e. \( x \in \Omega \). By taking the test functions \( \Psi \in C_0^\infty(\Omega, C^\infty(\mathcal{Y}^3; \mathbb{R}^{3\times 3})) \) such that div \( \Psi = 0 \) and \( \int_{\mathcal{Y}^3} \Psi(x, y) dy = 0 \) for every \( x \in \Omega \), after partial integration we obtain that

\[
\int_{\Omega} \nabla_h u^h \cdot \Psi dx = \int_{\Omega} u^h \cdot \left( \partial_{x_1} \Psi_1 + \partial_{x_2} \Psi_2 + \frac{1}{h} \partial_{x_3} \Psi_3 \right) dx
\]

\[
+ \frac{1}{h\alpha + 1} \int_{\Omega} u^h \cdot (\partial_{y_1} \Psi_1 + \partial_{y_2} \Psi_2 + \partial_{y_3} \Psi_3) dx.
\]

The second term is equal to zero. Taking the limit as \( h \to 0 \) and using that \( u^h \to 0 \) in \( L^2(\Omega) \) we conclude

\[
\lim_{h \to 0} \int_{\Omega} \nabla_h u^h \cdot \Psi dx = \lim_{h \to 0} \frac{1}{h} \int_{\Omega} u^h \cdot \partial_{x_3} \Psi_3 dx.
\]

We know that if div \( \Psi = 0 \) and \( \int_{\mathcal{Y}^3} \Psi(x, y) dy \) for every \( x \in \Omega \) then there is a function \( \tilde{\Psi} \in C_0^\infty(\Omega, C^\infty(\mathcal{Y}^3; \mathbb{R}^{3\times 3})) \) such that curl \( \Psi = \tilde{\Psi} \) (this can be proved by Fourier transform). Thus, we obtain that

\[
\lim_{h \to 0} \frac{1}{h} \int_{\Omega} u^h \cdot (\partial_{x_3} \Psi_3) dx = \frac{1}{h} \int_{\Omega} u^h \cdot (\partial_{x_3} (\partial_{y_1} \tilde{\Psi}_2 - \partial_{y_2} \tilde{\Psi}_1))
\]

\[
= \frac{1}{h} \int_{\Omega} u^h \cdot (\partial_{y_1} \partial_{x_3} \tilde{\Psi}_2 - \partial_{y_2} \partial_{x_3} \tilde{\Psi}_1) dx
\]

\[
= h^\alpha \int_{\Omega} u^h \cdot \left( \frac{\partial_{y_1} \partial_{x_3} \tilde{\Psi}_2}{h\alpha + 1} + \partial_{x_1} \partial_{x_3} \tilde{\Psi}_2 - \frac{\partial_{y_2} \partial_{x_3} \tilde{\Psi}_1}{h\alpha + 1} - \partial_{x_2} \partial_{x_3} \tilde{\Psi}_1 \right)
\]

\[
- h^\alpha \int_{\Omega} u^h \cdot \left( \partial_{x_1} \partial_{x_3} \tilde{\Psi}_2 - \partial_{x_2} \partial_{x_3} \tilde{\Psi}_1 \right)
\]

\[
= h^\alpha \int_{\Omega} u^h \cdot \left( \partial_1 \partial_{x_3} \tilde{\Psi}_2 - \partial_2 \partial_{x_3} \tilde{\Psi}_1 \right) - \int_{\Omega} u^h \cdot \left( \partial_{x_1} \partial_{x_3} \tilde{\Psi}_2 - \partial_{x_2} \partial_{x_3} \tilde{\Psi}_1 \right)
\]

\[
= h^\alpha \int_{\Omega} \partial_1 u^h \cdot \partial_{x_3} \tilde{\Psi}_2 - \partial_2 u^h \cdot \partial_{x_3} \tilde{\Psi}_1
\]

\[
- h^\alpha \int_{\Omega} u^h \cdot \left( \partial_{x_1} \partial_{x_3} \tilde{\Psi}_2 - \partial_{x_2} \partial_{x_3} \tilde{\Psi}_1 \right),
\]

which converges to zero as \( h \to 0 \). Thus, we obtained that

\[
\int_{\Omega \times \mathcal{Y}^3} U(x, y) \cdot \Psi(x, y) dy dx = \lim_{h \to 0} \int_{\Omega} \nabla_h u^h \cdot \Psi \left(x, \frac{x'}{h\alpha + 1}, \frac{x_3}{h\alpha}\right) dx = 0,
\]
for all $\Psi \in C_0^\infty(\Omega, C^\infty(\mathbb{R}^3))$ such that $\text{div}_y \Psi = 0$ and $\int_{Y^3} \Psi(x, y) dy = 0$ for every $x \in \Omega$. Hence $U$ is a gradient map with respect to $y$, i.e., there is a function $u^2 \in L^2(\Omega; H^1(\mathbb{R}^3; \mathbb{R}^3))$ such that $U = \nabla_y u^2$ (this can be proved by Fourier transform).

2. Again, there is a function $U \in L^2(\Omega \times Y^3; \mathbb{R}^{3 \times 3})$ such that $\int_{Y^3} U(x, y) dy = 0$ for a.e. $x \in \Omega$ and $\nabla_h u^h \rightharpoonup U$, i.e.,

$$
\int_{\Omega \times Y^3} U(x, y) \cdot \Psi(x, y) \, dx = \lim_{h \to 0} \int_{\Omega} \nabla_h u^h \cdot \Psi \left( x, \frac{x'}{\varepsilon_1(h)}, \frac{x_3}{\varepsilon_2(h)} \right) \, dx.
$$

We take the test function $\Psi$ independent of $y_3$ variable. Furthermore, we assume that

$$
\partial_{y_1} \Psi_1 + \partial_{y_2} \Psi_2 + \partial_{x_3} \Psi_3 = 0.
$$

We obtain that

$$
\int_{\Omega} \nabla_h u^h \cdot \Psi = \int_{\Omega} u^h \cdot (\partial_{x_1} \Psi_1 + \partial_{x_2} \Psi_2) \, dx
$$

$$
+ \int_{\Omega} u^h \cdot \left( \frac{1}{\varepsilon_1(h)} \partial_{y_1} \Psi_1 + \frac{1}{\varepsilon_1(h)} \partial_{y_2} \Psi_2 + \frac{1}{h} \partial_{x_3} \Psi_3 \right).$

Taking the limit and using the fact that $u^h \to 0$ strongly in $L^2(\Omega)$ we conclude

$$
\int_{\Omega \times Y^2} \left( \int_{Y^1} U(x, y', y_3) \, dy_3 \right) \Psi(x, y') \, dy' \, dx = 0.
$$

From this we conclude, as in [Neu10, Theorem 6.3.3] that there is a function $u^1 \in L^2(\Omega; H^1(\mathbb{Y}^2; \mathbb{R}^3))$ such that

$$
\int_{Y^1} U(x, y', y_3) \, dy_3 = \left( \nabla_y u^1 | \partial_{x_3} u^1 \right).
$$

Denote the first two columns of $U$ by $U_1$ and $U_2$. It remains to show that $U_1$ and $U_2$ are independent of $y_3$. To prove this take any test function $\Psi$ and note that

$$
\int_{\Omega} \partial_{x_3} u^h \cdot \varepsilon_2(h) \partial_3 \Psi \, dx \to \iint_{\Omega \times Y^3} U_\alpha \cdot \partial_{y_3} \Psi \, dydx.
$$

On the other hand, by partial integration we derive that

$$
\varepsilon_2(h) \int_{\Omega} \partial_{x_3} u^h \cdot \partial_3 \Psi \, dx = \frac{h \varepsilon_2(h)}{\varepsilon_1(h)} \int_{\Omega} \frac{1}{h} \partial_{x_3} u^h \cdot (\varepsilon_1(h) \partial_{x_3} \Psi + \partial_{y_3} \Psi) \, dx,
$$

which converges to zero as $h \to 0$. Thus we derived that

$$
\iint_{\Omega \times Y^3} U_\alpha \cdot \partial_3 \Psi \, dydx = 0.
$$

From this we see that $U_1$ and $U_2$ are independent of $y_3$ and the claim is proved.

We define the limit energy density
Definition 3.3. (Relaxation formula) We define $Q^0_\varepsilon : \mathbb{R}^{2\times 2} \to [0, \infty)$ in the following two cases

a. $(\varepsilon_1(h) = h^{\alpha + 1}, \varepsilon_2(h) = h^\alpha)$

$$Q^0_\varepsilon(A) := \inf_B \inf_d \int_I \left( \inf_{\phi} \int_{Y^3} Q(y, \iota(B + x_3 A) + (0|0)d) + \nabla_y \phi \, dy \right) \, dx_3,$$

where the infimum is taken over $B \in S_2$, $d \in L^2(I; \mathbb{R}^3)$ and $\phi \in H^1(Y^3; \mathbb{R}^3)$.

b. $(\lim_{h \to 0} \frac{\varepsilon_1(h)}{h} = 1$, $\lim_{h \to 0} \varepsilon_2(h) = 0)$

$$Q^0_\varepsilon(A) := \inf_B \inf_{\phi} \int_{I \times Y^2} \left( \inf_d \int_{Y^3} Q(y, \iota(B + x_3 A) + \nabla_y \phi \partial_{x_3} \phi) + (0|0)d \right) \, dy' \, dx_3,$$

where the infimum is taken over $B \in S_2$, $\phi \in H^1(I \times Y^2; \mathbb{R}^3)$, $d \in L^2(Y^1; \mathbb{R}^3)$ such that $\int_{Y^1} d(y_3) \, dy_3 = 0$.

Proposition 3.4. If $Q : [0, 1]^3 \times \mathbb{R}^{3 \times 3} \to [0, \infty)$ is such that $Q(y, \cdot)$ is a quadratic form for a.e. $y \in [0, 1]^3$ that satisfies (21), then $Q^0_\varepsilon$ defined in Definition 3.3 is a quadratic form that satisfies $Q^0_\varepsilon(A) = Q^0_\varepsilon(\text{sym} A)$, for all $A \in \mathbb{R}^{2\times 2}$. Moreover, $Q^0_\varepsilon$ is positive definite on symmetric matrices.

Proof. We will only prove the case when $\varepsilon_1(h) = h^{\alpha + 1}, \varepsilon_2(h) = h^\alpha$. The other case goes in the similar way. Notice that $Q^0_\varepsilon$ can be written in the following way

$$Q^0_\varepsilon(A) := \inf_{B, \phi, d} \int_{I \times Y^3} Q(y, \iota(B + x_3 A) + (0|0)d + \nabla_y \phi) \, dy \, dx_3,$$

where the infimum is taken over $B \in S_2$, $d \in L^2(I; \mathbb{R}^3)$, $\phi \in L^2(I; H^1(Y^3; \mathbb{R}^3))$. If we denote by $\mathcal{V}$ the closed subspace of $L^2(I \times Y^3; S_3)$ given by

$$\mathcal{V} = \{ \iota(B) + \text{sym} (0|0)d + \text{sym} \nabla_y \phi : B \in S_2, d \in L^2(I; \mathbb{R}^3), \phi \in L^2(I; H^1(Y^3; \mathbb{R}^3)) \},$$

then we can interpret minimizing $(B, \phi, d)$ as the projection of $\iota(\text{sym}(x_3 A))$ on $\mathcal{V}$ in the norm defined by the square root of the integral of the function $Q$. From this we have the uniqueness of the minimizer (notice that the decomposition in the definition of $\mathcal{V}$ is orthogonal with respect to the standard scalar product in $L^2(I \times Y^3; S_3)$) and also the quadraticity of $Q^0_\varepsilon$. The coercivity of $Q^0_\varepsilon$ follows from the coercivity of $Q$ and orthogonality of $\text{sym}(x_3 A)$ on the subspace $\mathcal{V}_1$ of $L^2(I \times Y^2; S_2)$ defined by

$$\mathcal{V}_1 = \{ B + \text{sym} \nabla_y \phi : B \in S_2, \phi \in L^2(I; H^1(Y^3; \mathbb{R}^2)) \},$$

in the standard scalar product on $L^2(I \times Y^2; S_2)$.

We define the energy functionals by

$$I^{h, \varepsilon_1(h), \varepsilon_2(h)}(u^h) = \int_{\Omega} W \left( \frac{x'}{\varepsilon_1(h)}, \frac{x_3}{\varepsilon_2(h)}, \nabla_h u^h \right) \, dx,$$

and the limit functional by

$$I^0_\varepsilon(u) = \begin{cases} \int_{\omega} Q^0_\varepsilon(II(x')) \, dx' & \text{if } u \in W^{2,2}_{iso} \\ +\infty, & \text{otherwise} \end{cases}.$$
By using the Proposition 3.2 and by applying the same techniques as in [HNV14] we obtain the following result. As standard in Γ-convergence together with compactness Lemma 2.6 it implies the desired convergence of minimizers.

**Theorem 3.5.** Assume that for some $C > 0$ we have

$$\liminf_{h \to 0} \frac{1}{h^2} J_{h,v_1(h),v_2(h)}(u^h) \leq C.$$

Then

(i) (Lower bound). If $(u^h)_{h>0}$ is a sequence with $u^h - f_\Omega u^h \rightharpoonup u$ in $L^2(\Omega; \mathbb{R}^3)$ then

$$\liminf_{h \to 0} \frac{1}{h^2} J_{h,v_1(h),v_2(h)}(u^h) \geq I_0^p(u).$$

(ii) (Upper bound). For every $u \in W^{2,2}_{iso}(S, \mathbb{R}^3)$ there is a sequence $(u^h)_{h>0}$ with $u^h - f_\Omega u^h \rightharpoonup u$ in $L^2(\Omega; \mathbb{R}^3)$ such that

$$\lim_{h \to 0} \frac{1}{h^2} J_{h,v_1(h),v_2(h)}(u^h) = I_0^p(u).$$

**Proof.** We will just give the sketch of the proof since the main ingredient comparing to the results in [HNV14] is Proposition 3.2. We again define the sequence $z^h$ as in (9). Next we identify the approximate strain $G^h = B^h + x_3 A^h + (R^h)^T \nabla_h z^h$, where $B^h \in L^2(S; \mathbb{R}^{3 \times 2})$ and $A^h \in L^2(S; \mathbb{R}^{3 \times 2})$ are given by the expressions (10) and (11). Since $B^h$ and $A^h$ depend only on $x'$ their two-scale limit depends only on variables $x'$ and $y'$. Using the calculations in [HNV14, Proposition 3.2] as well as Proposition 3.2 we conclude that on every converging subsequence (not relabeled) is valid

a. in the case $\varepsilon_1(h) = h^{\alpha+1}, \varepsilon_2(h) = h^\alpha$ there exists $B \in L^2(S; S_2), \phi \in L^2(\Omega; H^1(Y^3; \mathbb{R}^3))$ such that

$$\text{sym } G^h \rightharpoonup \iota(B + x_3 II) + (0 | 0 | d) + \nabla_y \phi.$$

b. in the case $\lim_{h \to 0} \frac{\varepsilon_1(h)}{h} = 1, \lim_{h \to 0} \varepsilon_2(h) = 0$ there exists $B \in L^2(S; S_2), \phi \in L^2(\Omega; H^1(I \times Y^3; \mathbb{R}^3)), d \in L^2(\Omega \times Y^3; \mathbb{R}^3)$ such that $\int_{Y^3} d(x,y') dy_3 = 0$ for a.e. $(x, y') \in \Omega \times Y^2$ and

$$\text{sym } G^h \rightharpoonup \iota(B + x_3 II) + (\nabla_y' \phi | \partial_{y_3} \phi) + (0 | 0 | d).$$

Using lower semicontinuity of the convex functionals ([Vis07, Proposition 1.3]) we can prove the lower bound following the proof of [HNV14, Theorem 2.4]. The upper bound is obtained directly by using again the density of $A(S)$ as in [HNV14].
Remark 2. If we analyze the relaxation formula in Definition 3.3 we see that in the first case the effective behavior is obtained by minimizing with respect to the gradient of \( \phi \in H^1(Y^3; \mathbb{R}^3) \) which carries the in-plane oscillations coupled together with the oscillations in \( x_3 \) direction. Thus we can conclude that in this case we have strong coupled homogenization effects. In the second case we firstly minimize with respect to the oscillations in \( x_3 \) direction and then with respect to the in-plane oscillations coupled with macroscopic behavior in \( x_3 \) direction. Although there is no coupling in the relaxation field between in-plane oscillations and oscillations in \( x_3 \) direction, homogenization effects still exist as we will see in the next example (in fact relaxing firstly with respect to the oscillations in \( x_3 \) direction influences the energy density which then has an influence on the macroscopic behavior in \( x_3 \) direction which is coupled with in-plane oscillations).

Example 1. We assume that we are in the regime \( \lim_{h \to 0} \frac{\varepsilon_1(h)}{h} = 1, \lim_{h \to 0} \frac{\varepsilon_2(h)}{h} = 0 \) and that the quadratic form \( Q \) is isotropic and the Poisson’s ratio equals to zero. We assume the following form

\[
Q(A) = \lambda_1(y', x_3)\lambda_2(y_3)|\text{sym } A|^2,
\]

where \( \lambda_1, \lambda_2 \) are positive functions. After a short computation we obtain

\[
\inf_d \int_{Y^1} \left| \text{sym} \left( \varepsilon(B + x_3 A) + \nabla_y \phi |\partial_{y_3} \phi \right) + (0|0|d) \right|^2 dy_3 = \\
\lambda_1(y', x_3)\lambda_2 \left| \text{sym} \left( \varepsilon(B + x_3 A) + \nabla_y (\phi_1, \phi_2) \right) \right|^2 \\
+ \lambda_1(y', x_3) \frac{1}{(1/\lambda_2)} \left( \frac{1}{2} (\partial_{y_1} \phi_3 + \partial_{x_3} \phi_1)^2 + \frac{1}{2} (\partial_{y_2} \phi_3 + \partial_{x_3} \phi_2)^2 + (\partial_{x_3} \phi_3)^2 \right),
\]

where the infimum is taken over \( d \in L^2(Y^1; \mathbb{R}^3) \) such that \( \int_{Y^1} d = 0 \) and we have denoted by \( \langle \cdot \rangle \) the integral of the function under the brackets over the interval \( Y^1 \). Further calculation (taking the integral over \( I \times Y^2 \) and minimizing with respect to \( B \) and \( \phi \)) is not easy, but even in this form we see the homogenization effects.
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