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ABSTRACT

This paper estimates the power function distribution parameters and predicts the future record values when samples are available only in the form of upper record values. We considered the maximum likelihood and Bayesian techniques for the estimation. We also construct asymptotic, bootstrap, and HPD confidence intervals for the unknown parameters. Bayes estimators are derived using the squared error loss function, entropy loss function, and Linex loss function using the Lindley approximation and importance sampling procedures. Finally, we conduct a simulation study to compare all the proposed estimation methods and analyse a real data set for illustration purposes.
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1. Introduction

Record values and associated statistics are essential in several real-life problems involving weather, economic, and sports data. In application of record values in the areas of agriculture, finance, and sports have gained attention. Also, the record value prediction helps the athletes attend training and practice in athletic events. The forecast of the intensity related to the next strongest earthquake is helpful for disaster management planning. Likewise, the highest or lowest face value of shares in the share market is significant to plan the investment strategies and soon. The statistical study of record was first introduced by Chandler (1952), and interested readers can refer to Awad and Raqab (2000) and Ahsanullah (2015).
Let $X_i, i \geq 1$ be a sequence of independent and identically distributed (iid) random variables with an absolutely continuous cumulative distribution function (cdf) $F(x)$ and probability density function (pdf) $f(x)$. An observation $X_j$ is called an upper record if its value exceeds all previous observations, i.e., $X_j$ is an upper record if $X_j > X_i$ for every $i < j$. The record time sequence $R_n, n \geq 1$, at which the records appear, is defined as,

$$R_n = \min \{ j: j > R_{n-1}, X_j > X_{R_{n-1}} \}, n > 1,$$

and $R_1 = 1$ with probability 1. Then, the sequence of upper record values is defined by $R_n = X_{R_n}, n \geq 1$

Power Function Distribution (PFD) refers to a flexible lifetime distribution, but it is compatible with different failure data sets. It has many applications in finance, economics, and reliability. Besides, PFD has received much attention in the literature for modelling the reliability growth of complex systems and repairs. Meniconi and Barry (1996) proved that compared with exponential, lognormal, and Weibull, the PFD is the best distribution to check the electrical component's reliability using the reliability and hazard function plots. This paper aims to develop inference procedures for the power function model parameters where the sample data are available records. We build point estimators and interval estimators for the unknown parameters of PFD. The probability density function (PDF) and the cumulative distribution function (CDF) of the PFD is given by

$$f(x) = \frac{\theta}{\lambda} \left( \frac{\lambda}{x} \right)^{-(\theta-1)} ; 0 < x < \lambda, \theta, \lambda > 0. \hspace{1cm} (1)$$

$$F(x) = \left( \frac{x}{\lambda} \right)^{\theta} ; 0 < x < \lambda, \theta, \lambda > 0. \hspace{1cm} (2)$$

Many authors have discussed the problem of the estimation of parameters of PFD distribution using Bayesian techniques. Bagchi and Sarkar (1986), Omar and Low (2012), Rahman et al. (2012), Zaka and Akhter (2014), Abdul Sathar et al. (2015a) and Abdul Sathar et al. (2015b) provided detailed discussions on this topic. This paper derives the maximum likelihood and Bayes estimators for the PFD parameters. We also compute the asymptotic and bootstrap confidence intervals for the MLE and highest posterior density (HPD) credible intervals for the Bayes estimators.
The rest of the paper is organized as follows: the MLE, asymptotic, and two bootstrap confidence intervals of PFD parameters using record values are given in Section 2. Bayes estimators of the parameters under squared error loss function, entropy loss function, and linex loss function using the Lindley approximation method, importance sampling procedures and HPD credible intervals discussed in section 3. Also, we derived the Bayes estimates using the Metropolis-Hastings method. The problem of predicting the future record values from the PFD using the ML and Bayesian approaches is explained in section 4. In section 5, the Monte Carlo simulation study compares the estimators’ performance proposed. Further, real-life data used for illustration purposes. Finally, a brief conclusion is given in section 6.

2. Maximum Likelihood Estimation

This section estimates the MLE of the PFD parameters based on upper record values and computes the asymptotic and bootstrap confidence intervals. Let \( R = (R_1, R_2, ..., R_n) \) be the records of size \( n \) from the PFD with pdf given in (1). Then the joint density function of \( R \) is given by (Ahsanullah (2015))

\[
f(R) = f(R_n) \prod_{i=1}^{n-1} \frac{f(R_i)}{1 - F(R_i)}, \quad 0 < R_1 < R_2 < ... < R_n < \lambda,
\]

(3)

where \( f(.) \) and \( F(.) \) are the pdf and cdf of the upper record sample. Using (1) and (2) in (3), the likelihood function is given by

\[
L(\theta, \lambda) = \frac{\theta^n}{\lambda^n} R_{\theta}^{n-1} \prod_{i=1}^{n-1} \frac{R_{\theta}^{\theta-1}}{1 - \left( \frac{R_i}{\lambda} \right)^\theta}, \quad 0 < R_1 < R_2 < ... < R_n < \lambda.
\]

(4)

From (4), the log-likelihood function is given by

\[
\log L(\theta, \lambda) = n \log(\theta) - n \log(\lambda) + (\theta - 1) \log(R_n) + (\theta - 1) \sum_{i=1}^{n-1} \log(R_i) - \sum_{i=1}^{n-1} \log \left( 1 - \left( \frac{R_i}{\lambda} \right)^\theta \right).
\]

The resulting normal equations are given as

\[
\frac{\partial l(\theta, \lambda)}{\partial \theta} = \frac{n}{\theta} - n \log(\lambda) + \log(R_n) + \sum_{i=1}^{n-1} \log(R_i) - \sum_{i=1}^{n-1} \log \left( 1 - \left( \frac{R_i}{\lambda} \right)^\theta \right),
\]

(5)

and

\[
\frac{\partial l(\theta, \lambda)}{\partial \lambda} = -\frac{n \theta}{\lambda} - \sum_{i=1}^{n-1} \frac{\theta R_i \left( \frac{R_i}{\lambda} \right)^{\theta-1}}{\lambda^2 \left[ 1 - \left( \frac{R_i}{\lambda} \right)^\theta \right]}.
\]
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we have

\[ \hat{\lambda} = R_n, \ 0 < R_1 < R_2 < \ldots < R_n < \lambda. \]

Using (5), \( \hat{\theta} \) is the solution of the nonlinear equation

\[ \frac{n}{\theta} - \sum_{i=1}^{n-1} \frac{\log \left( \frac{R_i}{\lambda} \right)}{\left[ 1 - \left( \frac{R_i}{\lambda} \right)^\theta \right]} = n \log(\lambda) - \log(R_n) - \sum_{i=1}^{n-1} \log(R_i) \]

Several numerical techniques are available to solve the above system of nonlinear equations.

2.1 Asymptotic Confidence Interval

This section derives the asymptotic confidence intervals, including the coverage probability (CP) of \( \theta \) and \( \lambda \). We know that consistent estimator of the Fisher information matrix is the observed information matrix and for \( \eta = (\theta; \lambda) \) it is defined as

\[ I(\eta) = -E \left[ \frac{\partial^2 \ln[L(\theta, \lambda)]}{\partial \theta \partial \lambda} \right] \cdot \left[ \frac{\partial^2 \ln[L(\theta, \lambda)]}{\partial \theta^2} \right] - \left[ \frac{\partial^2 \ln[L(\theta, \lambda)]}{\partial \lambda^2} \right] \cdot \left[ \frac{\partial^2 \ln[L(\theta, \lambda)]}{\partial \theta \partial \lambda} \right]. \]

The above approach is used to derive approximate \( 100(1 - \varphi) \% \) confidence intervals of the parameters \( \theta \) and \( \lambda \) of the forms

\[ \theta \pm Z_{\varphi/2} \sqrt{\text{var}(\theta)}, \quad \text{and} \quad \lambda \pm Z_{\varphi/2} \sqrt{\text{var}(\lambda)}, \]

where \( Z_{\varphi/2} \) is upper \((\varphi/2)^{th}\) percentile of the standard normal distribution.

Arnold et al. (1998) state that anyone who develops technologies that contain record values encounters small samples. In such situations, one can use some resampling techniques to provide more accurate approximate confidence intervals. Here, we propose two bootstrap confidence intervals for different sample sizes.

2.2 Bootstrap Confidence Intervals

In this section, we derive the bootstrap and confidence intervals of the estimator’s parameters of PFD. We provide two methods of finding Bootstrap confidence intervals for upper record samples. The first method is the percentile Bootstrap confidence intervals proposed by Efron (1982). The second method is the student’s \( t \) bootstrap confidence interval proposed by Hall (1988). We use the following steps for doing this procedure.
Algorithm 1

Step 1: Construct \( \hat{\theta} \) and \( \hat{\lambda} \), the ML estimates of the parameters \( \theta \) and \( \lambda \) based on the upper record samples \( R_t = (R_1, ..., R_n) \).

Step 2: Generate the bootstrap record samples \( R_t^* = (R_1^*, ..., R_n^*) \) of the parameters \( \hat{\theta} \) and \( \hat{\lambda} \). From these data, compute the bootstrap estimates of the \( \theta^* \) and \( \lambda^* \).

Step 3: Repeat step 2, \( D \) times to obtain a set of bootstrap samples of \( \theta \) and \( \lambda \), say (\( \hat{\theta}_1^*, \hat{\theta}_2^*, ..., \hat{\theta}_D^* \)) and (\( \hat{\lambda}_1^*, \hat{\lambda}_2^*, ..., \hat{\lambda}_D^* \)).

To construct the bootstrap confidence intervals of the parameter \( \eta \) (which is \( \theta \) and \( \lambda \)), the bootstrap samples generated by algorithm 1 are used, and two different bootstrap confidence intervals are obtained as follows:

(i) Boot-p method

Let \( H(R) = Pr(\eta^* \leq R) \) be the cdf of \( \eta^* \). Define \( \hat{\eta}_{\text{boot}}(R) = H^{-1}(R) \) for a given \( R \). Then the 100(1 - \( \phi \))% bootstrap percentile interval for \( \eta \) is defined by

\[
\left( \hat{\eta}_{\text{boot}} \left( \frac{\phi}{2} \right), \hat{\eta}_{\text{boot}} \left( 1 - \frac{\phi}{2} \right) \right),
\]

where \( \left( \frac{\phi}{2} \right)^{th} \) and \( (1-\frac{\phi}{2})^{th} \) quantiles of the bootstrap sample \( \hat{\eta}_1^*, \hat{\eta}_2^*, ..., \hat{\eta}_D^* \).

(ii) Boot-t method

Consider

\[
T^*_a = \frac{\hat{\eta}^*_i - \hat{\eta}}{\hat{\text{se}}^*_i}, i = 1, 2, ..., D,
\]

where \( \hat{\text{se}}^*_i \) is an estimate of the standard error of \( \hat{\eta}^*_i \) and can be replaced by its asymptotic standard error. Then the 100(1 - \( \phi \))% bootstrap student’s \( t \) interval is given by

\[
\left( \hat{\eta} - t^*_{(1-\frac{\phi}{2})} \hat{\text{se}}_{\text{boot}}, \hat{\eta} - t^*_{(\frac{\phi}{2})} \hat{\text{se}}_{\text{boot}} \right),
\]

where \( \left( \frac{\phi}{2} \right)^{th} \) and \( (1-\frac{\phi}{2})^{th} \) of the bootstrap estimate of the standard error based on \( \hat{\eta}_1^*, \hat{\eta}_2^*, ..., \hat{\eta}_D^* \).
3. Bayesian Estimation

In this section, we provide the Bayes estimation of unknown parameters of PFD under different loss functions. We considered symmetric as well as asymmetric loss functions for our estimation purpose. One of the symmetric loss functions is the Squared Error Loss (SELF) function, which is defined as \( L(\eta, \delta(X)) = (\delta(X) - \eta)^2 \). Varian (1975) proposed an asymmetric linear-exponential loss function known as Linex Loss Function (LLF) which is defined as \( L(\eta, \delta(X)) = \exp[h(\delta - \eta)] - h(\delta - \eta) - 1, h = 0 \), where \( h \) is the shape parameter and is known as the degree of asymmetry. Also, another asymmetric loss function is the Entropy Loss Function (ELF) proposed by Calabria and Pulcini (1996) and is defined as \( L(\eta, \delta(X)) \propto \left[ \frac{\eta}{\delta} \right]^p - p \left[ \log \left( \frac{\eta}{\delta} \right) \right] - 1, p = 0 \), where \( p \) is shape parameter. Under the SELF, LLF and ELF Bayes estimators of \( \eta \) defined for SELF, LLF and ELF as

\[
\delta_{BS}(X) = E(\eta|X),
\]

\[
\delta_{BL}(X) = -\frac{1}{h} \log(E(e^{-h\eta} | X))
\]

and

\[
\delta_{BE}(X) = [E(\eta^{-p}) | X]^{-1/p}.
\]

In the Bayesian approach, the parameter of interest is considered a random variable with some specified distribution. It may be noted that if all the parameters \( \theta \) and \( \lambda \) are unknown, joint conjugate priors do not exist. In such cases, there are several ways to choose the priors. One way is to consider the piecewise independent priors. The gamma prior (GP) is one of the most considerable prior’s researchers often use. Also, GP is a conjugate prior family. The conjugate prior approach was originated in Raiffa and Schleifer (1961). Assume that the unknown parameters \( \theta \) and \( \lambda \) assumes independent gamma priors \( \Gamma(a_i, b_i) \) and \( \Gamma(a_2, b_2) \) and is defined as

\[
\pi(\eta|a_i, b_i) = \frac{b_i^{a_i}}{\Gamma(a_i)} \eta^{a_i-1} e^{-b_i \eta}, \eta > 0, a_i, b_i > 0, i = 1, 2
\]

where \( \eta \) represents one of the parameters \( \theta \) and \( \lambda \) and \( (a_i, b_i), i = 1, 2 \). Using equations (4) and (6), the joint posterior distribution can be obtained as

\[
\Pi(\theta, \lambda) \propto \pi(\theta) \pi(\lambda) L(\theta, \lambda)
\]

\[
\propto \theta^{b_1} e^{-b_1 \theta} \lambda^{b_2} e^{-b_2 \lambda} \left[ \log(R_n) + \sum_{i=1}^{n-1} \log(R_i) + \sum_{i=1}^{n-1} \log \left( 1 - \left( \frac{R_i}{R_n} \right) \right) \right],
\]

where

\[
\beta_1 = n + a_1, \gamma_1 = b_1 - \log(R_n) - \sum_{i=1}^{n-1} \log(R_i), \beta_2 = a_2 - n\theta \text{ and } \gamma_2 = b_2.
\]
Now, using (7), the Bayes estimators of $\eta = (\theta, \lambda)$ under SELF, LLF and ELF are derived respectively as

$$\hat{\eta}_{self} = \frac{\int_0^\infty \int_0^\infty \eta \Pi(\theta, \lambda) \, d\theta \, d\lambda}{\int_0^\infty \int_0^\infty \Pi(\theta, \lambda) \, d\theta \, d\lambda},$$

(8)

$$\hat{\eta}_{llf} = -\frac{1}{h} \log \left[ \frac{\int_0^\infty \int_0^\infty e^{-h\eta} \Pi(\theta, \lambda) \, d\theta \, d\lambda}{\int_0^\infty \int_0^\infty \Pi(\theta, \lambda) \, d\theta \, d\lambda} \right],$$

(9)

and

$$\hat{\eta}_{elf} = \left[ \frac{\int_0^\infty \int_0^\infty \eta^{-p} \Pi(\theta, \lambda) \, d\theta \, d\lambda}{\int_0^\infty \int_0^\infty \Pi(\theta, \lambda) \, d\theta \, d\lambda} \right]^{-\frac{1}{p}},$$

(10)

where $\hat{\theta}_{self}$, $\hat{\theta}_{llf}$ and $\hat{\theta}_{elf}$ indicates the Bayes estimate of $\lambda$ using different loss functions. Similarly, the Bayes estimates of $\lambda$ denoted respectively as $\hat{\lambda}_{self}$, $\hat{\lambda}_{llf}$ and $\hat{\lambda}_{elf}$ can be derived by following the above steps. We can see that Bayes estimators are in the form of a ratio of integrals, which cannot simplify to closed forms. Hence, we use two approximation methods, namely the Lindley approximation and importance sampling methods, to solve the above ratio of integrals, and are discussed in the following sections.

3.1 Lindely’s approximation method

This section, discusses the Lindley approximation method to solve the proposed Bayesian estimates of PFD parameters based on upper record values. In this model the Bayes estimators of $\eta = (\theta, \lambda)$ under SELF, ELF, and LLF gave in (8) to (10) can be derived respectively as

$$\hat{\eta}_{self} \approx \left[ \eta + \frac{1}{2} \left[ V + l_{30}B_{12} + l_{21}C_{12} + l_{12}C_{21} + l_{03}B_{21} + 2G_1V_{12} + 2G_2V_{21} \right] \right]$$

$$\hat{\eta}_{elf} \approx \left[ \eta^{-p} + \frac{1}{2} \left[ V + l_{30}B_{12} + l_{21}C_{12} + l_{12}C_{21} + l_{03}B_{21} + 2G_1V_{12} + 2G_2V_{21} \right] \right]^{-\frac{1}{p}}$$

and

$$\hat{\eta}_{llf} \approx -\frac{1}{h} \log \left[ e^{-h\eta} + \frac{1}{2} \left[ V + l_{30}B_{12} + l_{21}C_{12} + l_{12}C_{21} + l_{03}B_{21} + 2G_1V_{12} + 2G_2V_{21} \right] \right]$$

where,
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\[ V = \sum_{i=1}^{n} \sum_{j=1}^{n} \omega_{ij} \tau_{ij}, \quad i,j = 1,2, \quad \omega_{ij} = \frac{\partial}{\partial \theta_i} \omega_j = \frac{\partial}{\partial \theta_j} \omega_i, \quad \tau_{ij} = \frac{\partial}{\partial \lambda_i} \tau_{ij}, \quad G_i = \frac{\partial}{\partial \lambda_i} G_i, \]

\[ V_i = (\omega_{i}\tau_{ii} + \omega_{j}\tau_{ij}), \quad B_{ij} = (\omega_{i}\tau_{ii} + \omega_{j}\tau_{ij}) \tau_{ii}, \quad C_{ij} = 3\omega_{i}\tau_{ii}\tau_{ij} + \omega_{j}(\tau_{ii}\tau_{jj} + 2\tau_{ij}^2) \] and \( \tau_{ij} \) is the \((i,j)\)th element of \( -\left[ \frac{\partial^2}{\partial \theta^2} \right]^{-1} \).

### 3.2 Importance sampling procedure

This section, we discuss another method the importance sampling procedure to solve the ratio of integrals in Bayes estimation. We also derive the HPD credible intervals for the unknown parameters. The joint posterior distribution given in (7) can be rewritten as

\[ \Pi(\theta, \lambda) \propto h(\theta, \lambda)f_1(\theta)f_2(\lambda|\theta), \]

where

\[ h(\theta, \lambda) = \frac{\Gamma(a_2 - n\theta)}{e^{[(a_2 - n\theta)\log(b_2)]}} e^{-\left[\sum_{i=1}^{n}\log[R_{n_1}^1] + \sum_{i=1}^{n}\log[1 - (R_{n_1}^1)^\theta]\right]}, \]  \hspace{1cm} (11)

\[ f_1(\theta) \propto \theta^{a_1 + n - 1 - \theta}(b_1 - \log[R_{n_1}^1] - \sum_{i=1}^{n}\log[R_{n_1}^1]\right) \] \hspace{1cm} (12)

and

\[ f_2(\lambda|\theta) \propto \lambda^{a_2 + n\theta - 1} e^{-b_2 \lambda} \frac{\Gamma(a_2 - n\theta)}{e^{[(a_2 - n\theta)\log(b_2)]}}, \]  \hspace{1cm} (13)

where \( \Gamma(a_2 - n\theta) = \int_0^\infty b_2^{a_2 - n\theta} e^{-b_2}. \) Therefore, the Bayes estimators of \( \theta \) and \( \lambda \) can be calculated using the following steps:

1. Generate \( \theta_1 \) from \( f(\lambda; \beta_1, \gamma_1). \)
2. For the generated value of \( \theta_1 \), generate \( \lambda_1 \) from \( f(\lambda|\theta; \beta_2, \gamma_2). \)

Repeat steps 1 to 2, \( M \) times to obtain the importance samples \((\theta_1, \lambda_1), (\theta_2, \lambda_2), \ldots, (\theta_M, \lambda_M)\). Then, the Bayes estimators of the SELF, ELF and LLF of \( \eta = (\theta, \lambda) \) are written as
\[ \hat{\eta}_{self} = \frac{\sum_{k=1}^{M} \eta_k \ h(\theta_k, \lambda_k)}{\sum_{k=1}^{M} h(\theta_k, \lambda_k)} , \]

\[ \hat{\eta}_{elf} = -\frac{1}{h} \log \left[ \sum_{k=1}^{M} \exp \left[ -h(\theta_k, \lambda_k) \right] \right] , \]

where \( h(\theta_k, \lambda_k), k = 1, 2, ..., M \) is given in (11).

3.3 HPD credible interval

This section, we suggest the HPD credible intervals of \( \theta \) and \( \lambda \) using the procedure discussed by Chen and Shao (1999). Define \((\theta, \lambda) = (\hat{\theta}^{(\rho)}, \hat{\lambda}^{(\rho)})\), where \( \hat{\theta}^{(\rho)} \) and \( \hat{\lambda}^{(\rho)} \) for \( \rho = 1, 2, ..., W \) are posterior samples generated respectively from (12) to (13) for \( \theta \) and \( \lambda \). Let \( \hat{\theta}_j^{(\rho)} \) and \( \hat{\lambda}_j^{(\rho)} \) be the ordered values of \( \hat{\theta}^{(\rho)} \) and \( \hat{\lambda}^{(\rho)} \). Define

\[ \omega_{\rho} = \frac{h(\theta^{(\rho)}, \lambda^{(\rho)})}{\sum_{i=1}^{W} h(\theta^{(\rho)}, \lambda^{(\rho)})}, \rho = 1, 2, ..., W. \]

The \( O^{th} \) quantile of \( \hat{\theta} \) can be estimated as

\[ \hat{\theta}^{(O)} = \begin{cases} \hat{\theta}^{(1)} \quad & \text{if } O = 0 \\ \hat{\theta}^{(i)} \quad & \text{if } \sum_{j=1}^{\rho-1} \omega_j < O < \sum_{j=1}^{\rho} \omega_j. \end{cases} \]

The 100(1 - \( \phi \))\% HPD credible interval for \( \theta \) is given by \((\hat{\theta}^{(jW)}, \hat{\theta}^{(j+[(1-\rho) \times \frac{W}{\rho}])})\), \( j = 1, 2, ..., W \), where \([\cdot]\) is the greatest integer function. Similarly, we can construct the 100(1 - \( \phi \))\% HPD credible interval for \( \lambda \).
3.4 MCMC Method

The Gibbs sampling technique generates the samples from the joint posterior distribution (7). The first step is to break down \( \theta \) and \( \lambda \) in the joint posterior distribution into fully conditional distributions. The conditional posterior distribution of \( \theta \) given \( \lambda \) can be written as

\[
\Pi(\theta|\lambda, x) \propto \theta^{a_1+n-1}e^{-\theta(b_1-\log[R(n)]-\sum_{i=1}^{n-1} - \log[R_i])}.
\]  

(14)

The conditional posterior distribution of \( \lambda \) given \( \theta \) can be written as

\[
\Pi(\lambda|\theta, x) \propto \lambda^{\alpha_2+n\theta-1}e^{-b_2\lambda}.
\]  

(15)

Therefore, to find estimates of \( \theta \) and \( \lambda \) from (14) and (15), the algorithm by Tierney (1994) is used, which is the Metropolis-Hastings method used in the Gibbs sampling. If so, we assume posterior distribution of \( \theta \) follows a gamma distribution with parameters \((a_1 + n)\) and \((\beta_1, \gamma_1)\). Also, assume the conditional posterior distribution of \( \lambda \) follows a gamma distribution with parameters \((a_2 + n\theta)\) and \(b_2\). Hence, one can generate a sample from the posterior distribution of the \( \theta \) and \( \lambda \). The detailed algorithm is given below.

Algorithm 2

1. Generate \( n \) record values from PFD with parameters \( \theta \) and \( \lambda \) using (14) and (15), respectively.
2. \( \theta \) and \( \lambda \) estimators are calculated based on record values using the MCMC procedure as given below.
   (a) Start with initial values \( \theta^0 \) and \( \lambda^0 \).
   (b) Set \( t=1 \).
   (c) Generate \( \theta^{(t)} \) from \( \Gamma(\beta_1, \gamma_1) \).
   (d) Using M-H algorithm, generate \( \lambda^{(t)} \) from \( \Pi(\lambda|\theta^{(t)}, x) \).
   (e) Set \( t=t+1 \).
   (f) Repeat steps (c) to (e) for \( N \) times.
3. Repeat steps (1) and (2) for \( N \) times.

Compute the Bayes estimate of \( \theta \) using SELF, ELF and LLF. Using the first \( M \) iterations as burn-in period, the estimates of \( \theta \) are respectively given by

\[
\tilde{\theta}_{BS} = \hat{E}(\theta|x) = \frac{1}{N-M} \sum_{i=M+1}^{N} \theta^i,
\]
\[ \tilde{\theta}_{BE} = \hat{E}(\theta^{-d}|x)^{-\frac{1}{p}} = \left[ \frac{1}{N-M} \sum_{i=M+1}^{N} (\theta_{i})^{-d} \right]^{-\frac{1}{p}} \]

and

\[ \tilde{\theta}_{BL} = -\frac{1}{h} \log \hat{E}(e^{-h\theta}|x) = -\frac{1}{h} \left[ \frac{1}{N-M} \sum_{i=M+1}^{N} e^{-h\theta_{i}} \right] \]

Similarly, we can construct the Bayes estimator of \( \lambda \) using different loss functions.

### 3.5 Maximum Likelihood Prediction

The Bayesian prediction of record data and related prediction intervals is an important topic discussed in the literature. For example, if we observe record values of rainfall and snowfall to date, coming rain and snowfall can be predicted based on current record values. However, much attention has not been given to the prediction issues relating to the parameters of PFD. The focus is on predicting its \( s^{th} \) upper record values using past record values \( R = (R_1, ..., R_n) \), \( s > n \). Suppose that the first \( n \) upper record values \( R = (R_1, ..., R_n) \) have been observed from a population with pdf \( f(x|\eta) \). We find out a predicted value of \( Y = R_s \), \( s > n \), the joint predictive likelihood function of \( Y = R_s \) and \( \eta \) is needed, which is given by

\[
L(y, \eta|R) = \prod_{i=1}^{n} g(R_i|\eta) \frac{[H(y|\eta) - H(R_n|\eta)]^{s-n-1}}{\Gamma(s-n)} f(y|\eta),
\]

where \( H(y|\eta) = -\log (1 - F(y|\eta)) \) and \( g(R_i|\eta) = \frac{f(R_i|\eta)}{1-F(R_i|\eta)} \). Thus, by using (1)-(2), the log predictive likelihood function for the PFD is given by

\[
\log L(y, \eta|R) = (n+1) \log(\theta) - (n+1) \theta \log(\lambda) + (\theta-1) \log(y) + (s-n-1) \left[ \log \left( 1 - \left( \frac{R_n}{\lambda} \right)^{\theta} \right) - \log \left( 1 - \left( \frac{y}{\lambda} \right)^{\theta} \right) - \log[\Gamma(s-n)] \right] + (\theta-1) \sum_{i=1}^{n} \log(R_i) - \sum_{i=1}^{n} \log \left( 1 - \left( \frac{R_i}{\lambda} \right)^{\theta} \right),
\]

where \( 0 < R_1 < R_2 < ... < R_{n-1} < R_n < y \). Hence, the log-likelihood equations are given by
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\[
\frac{\partial \log L(y, \eta|R)}{\partial \theta} \sim \frac{(n + 1)}{\theta} - (n + 1) \log(\lambda) + \log(y) + \frac{n \log(\frac{R_n}{\lambda})^{\frac{\theta}{\lambda}}}{\left(1 - \left(\frac{R_n}{\lambda}\right)^{\theta}\right)}
\]

\[
+ \left(\frac{\log(\frac{\lambda}{R_n})^{\frac{\theta}{\lambda}}}{\left(1 - \left(\frac{R_n}{\lambda}\right)^{\theta}\right)} - \frac{\log(\frac{R_n}{\lambda})^{\frac{\theta}{\lambda}}}{\left(1 - \left(\frac{R_n}{\lambda}\right)^{\theta}\right)}\right) + \sum_{i=1}^{n} \log(R_i)
\]

(16)

and

\[
\frac{\partial \log L(y, \eta|R)}{\partial \lambda} \sim \frac{(n + 1)\theta}{\lambda} + \frac{n \theta R_n^{\frac{\theta}{\lambda}} - 1}{\lambda^2 \left(1 - \left(\frac{R_n}{\lambda}\right)^{\theta}\right)}
\]

\[
+ \left(\frac{\theta R_n^{\frac{\theta}{\lambda}} - 1}{\lambda^2 \left(1 - \left(\frac{R_n}{\lambda}\right)^{\theta}\right)} - \frac{\theta R_n^{\frac{\theta}{\lambda}} - 1}{\lambda^2 \left(1 - \left(\frac{R_n}{\lambda}\right)^{\theta}\right)}\right).
\]

(17)

Solving (16)-(17) numerically, one will predict the value of the \(s^{th}\) upper records for the PFD. Bayesian approach to predict future record values under SELF, ELF and LLF are calculated based on this data, one wants to predict \(s^{th}\) upper record \(Y = R_s, s > n\). The conditional pdf of \(Y\) given \(R\) is of the following form.

\[
g(y|R, \eta) = \frac{\frac{H(y) - H(R_n)^{s-n-1}}{\Gamma(s-n)} f(y)}{1 - F(R_n)} ; \quad R_n < y < \infty
\]

(18)

The posterior predictive density of \(y\) given the observed data is,

\[
g^*(y|R) = \int_{\Theta} g(y|R, \eta) \prod(\eta|R) \ d\eta,
\]

where \(\Theta = \{((\theta,\lambda): \theta > 0, \lambda > 0}\}.

Hence the predictive survival function is given by

\[
P[y > t|R] = \int_t^{\infty} g^*(y|R) \ dy.
\]

(19)
So, the lower and upper $100(1 - \varphi)\%$ prediction bounds $(L(y), U(y))$ for $y$ are obtained by equating (19) to $\frac{(1+\varphi)}{2}$ and $\frac{(1-\varphi)}{2}$, respectively. And then, for the PFD with pdf given by (2), the conditional density function in (18) is given by

$$g(y|R, \theta, \lambda) = \frac{\theta}{\lambda} \exp\left\{\left((\theta-1)\log[y] + \log\left[1 - \left(\frac{R_0}{\lambda}\right)^\theta\right]\right) \frac{\log\left[1 - \left(\frac{R_0}{\lambda}\right)^\theta\right] - \log\left[1 - \left(\frac{1}{\lambda}\right)^\theta\right]}{\Gamma(s-n)}\right\}$$

It is clear that $g^*(y|R)$ cannot be expressed in a closed form and hence cannot be computed analytically, even for the simplest form of $\Pi(\eta|R)$. Suppose that $(\theta_i, \lambda_i), i=1, \ldots, N$, are samples obtained from $\Pi(\theta, \lambda|R)$ using the Gibbs sampling technique in section 3.4. The consistent estimator of $g^*(y|R)$ based on these samples can be obtained as

$$\hat{g}^*(y|R) = \frac{1}{N-M} \sum_{i=M+1}^N g(y|R, \theta_i, \lambda_i).$$

Then, $Y$ under SEL, EL and LL functions are desired estimate for the $s^{th}$ upper record $R$ and is given as

$$\hat{Y}_{self} = \int_{R_n}^{\infty} y \hat{g}^*(y|R) \, dy$$

$$= \int_0^\infty \int_0^\infty I_1(\theta, \lambda) \, \Pi(\theta, \lambda|R) \, d\theta, d\lambda$$

$$= \frac{1}{N-M} \sum_{i=M+1}^N I_1(\theta_i, \lambda_i),$$

$$\hat{Y}_{elf} = \left[ \int_{R_n}^{\infty} y^{-p} \hat{g}^*(y|R) \, dy \right]^{-\frac{1}{p}}$$

$$= \left[ \int_0^\infty \int_0^\infty I_2(\theta, \lambda) \, \Pi(\theta, \lambda|R) \, d\theta, d\lambda \right]^{-\frac{1}{p}}$$

$$= \left[ \frac{1}{N-M} \sum_{i=M+1}^N I_2(\theta_i, \lambda_i) \right]^{-\frac{1}{p}}$$

and
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\[ \hat{Y}_{	ext{llf}} = -\frac{1}{h} \log \left[ \int_{R_\infty}^{\infty} e^{-hy} \tilde{g}(y|R) \, dy \right] \]

\[ = -\frac{1}{h} \log \left[ \int_{R_\infty}^{\infty} \int_{0}^{\infty} I_3(\theta, \lambda) \Pi(\theta, \lambda|R) \, d\theta, \, d\lambda \right] \]

\[ = -\frac{1}{h} \log \left[ \frac{1}{N-M} \sum_{i=M+1}^{N} I_1(\theta_i, \lambda_i) \right], \]

where

\[ I_1(\theta, \lambda) = \int_{R_\infty}^{\infty} y g^*(y|R) \, dy \]

\[ = \theta^{b_1-1} e^{-\beta_1} \lambda^{b_2-1} e^{-\beta_2} \sum_{j=0}^{\infty} \frac{1}{\Gamma(s-n)} \binom{s-n-1}{j} (-1)^{s-n-j-1} \left[ \log \left( 1 - \left( \frac{R_n}{\lambda} \right) \right) \right] \]

\[ \times \int_{R_\infty}^{\infty} y e^{(\theta-1) \log[y]} \left[ \log \left( 1 - \left( \frac{y}{\lambda} \right) \right) \right]^{s-n-j-1} \, dy, \]

\[ I_2(\theta, \lambda) = \int_{R_\infty}^{\infty} y^{-p} g^*(y|R) \, dy \]

\[ = \theta^{b_1-1} e^{-\beta_1} \lambda^{b_2-1} e^{-\beta_2} \sum_{j=0}^{\infty} \frac{1}{\Gamma(s-n)} \binom{s-n-1}{j} (-1)^{s-n-j-1} \left[ \log \left( 1 - \left( \frac{R_n}{\lambda} \right) \right) \right] \]

\[ \times \int_{R_\infty}^{\infty} y e^{(\theta-1) \log[y]} \left[ \log \left( 1 - \left( \frac{y}{\lambda} \right) \right) \right]^{s-n-j-1} \, dy \]

and

\[ I_3(\theta, \lambda) = \int_{R_\infty}^{\infty} e^{-hy} g^*(y|R) \, dy \]

\[ = \theta^{b_1-1} e^{-\beta_1} \lambda^{b_2-1} e^{-\beta_2} \sum_{j=0}^{\infty} \frac{1}{\Gamma(s-n)} \binom{s-n-1}{j} (-1)^{s-n-j-1} \left[ \log \left( 1 - \left( \frac{R_n}{\lambda} \right) \right) \right] \]

\[ \times \int_{R_\infty}^{\infty} e^{-hy} e^{(\theta-1) \log[y]} \left[ \log \left( 1 - \left( \frac{y}{\lambda} \right) \right) \right]^{s-n-j-1} \, dy. \]
4. Numerical Data

This section uses data analysis methods data using simulated and using real data sets. We study the MLE, Bayes estimators, CI and prediction performance using the simulated data and real-life data.

(a)
Figure 1: Plots of MLE and Bayes estimators of the $\theta$ and $\lambda$ under different loss functions (a) Lindley approximation method (b) Important sampling procedure

4.1 Simulation study

This section compares the Bayes and MLE estimators developed in the previous sections using a simulation study. Using the coverage probability concept, we compared the asymptotic confidence interval performances (ACI), the bootstrap confidence interval performances and the HPD credible interval performances. To compare the point predictors, we use the concept of mean squared prediction errors (MSPEs). The upper record samples are generated with different values for the parameters from PFD, $\theta$: (0.05, 0.10, 0.15, 0.2), $\lambda$: (0.25, 0.50, 0.75, 1) and sample sizes $n = (5, 10, 15, 20)$. We choose the hyper-parameter values $(a_1; b_1) = (1.6; 3.2)$ and
$(a_2; b_2) = (2; 2)$ for computing the Bayes estimates. Bayesian estimates using LL and EL function are evaluated for $h = 2$ and $p = 2$. Algorithm 2 generates $N = 1000$ MCMC samples and the first $M = 500$ values are discarded as the burn-in period. Table 1 presents the bias and MSE of the MLE together with the bootstrap-p and bootstrap-t of confidence intervals of AIL and CP. The average and MSE of the Bayes estimate of the parameters are listed in Table 2-3. Table 4 calculates the confidence interval and MSE of the MLE and MH algorithms. Table 5 presents average predictors and the corresponding MSPEs for $Y = R_{n+1}$. We repeat the simulation study for different values of $\theta$ and $\lambda$. The comparison of MLE and Bayes estimates of the parameters under different loss functions with varying values of $m$ is plotted in Figure 1. Figure 2 shows the trace plots and autocorrelation plots of the Markov chain samples.

1. The bias and MSE of the proposed estimators decrease when the number of records increases. This proves the consistent properties of the estimators.
2. The average length of the approximate confidence intervals decreases when the number of records increases while the coverage probability is around 0.95.
3. From Table 2–4, the MSE of the estimators decreases with increasing sample size.
4. The HPD credible intervals’ width is smaller than the width of the asymptotic confidence intervals in all the cases. However, the width of the confidence / HPD intervals decreases as the sample size increases.
5. The coverage potential of asymptotic confidence intervals is, in most cases, much lower than their nominal level, even at substantial sample sizes.
6. In Figure 1, using MSE, Bayes estimators perform better than MLEs. This is because Bayes estimators have more information in the form of previous information than MLE.
7. Fig.2 shows the sequential realizations of the parameters of the model. In the chain exhibits several flat bits and suffers from slow mixing. The chain can be run longer to find an appropriate burn-in. Autocorrelation is significant even after lag 30.
8. Compared to bootstrap confidence intervals, in most cases, boot-t confidence intervals provide longer expected boot-p confidence intervals, while their performance is almost identical in terms of coverage probability.
9. The MSPEs of the point predictors decreases as the sample size increases in all cases. It can be seen that the Bayes predictors under the LINEX loss function with shape parameter $h = 2$ perform better than the other predictors.
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(a)
Figure 2: Traces plot and autocorrelation function generated by the MCMC method.
Table 1: Bias and MSE for MLE and AIL and CP for CI of the parameters $\theta$ and $\lambda$ of PFD

| R  | $\theta$ | $\lambda$ | $\theta_{mle}$ Bias | $\theta_{mle}$ MSE | $\lambda_{mle}$ Bias | $\lambda_{mle}$ MSE | $\theta_{boot-p}$ AIL | $\theta_{boot-p}$ CP | $\lambda_{boot-p}$ AIL | $\lambda_{boot-p}$ CP | $\theta_{boot-t}$ AIL | $\theta_{boot-t}$ CP | $\lambda_{boot-t}$ AIL | $\lambda_{boot-t}$ CP |
|----|---------|---------|---------------------|-------------------|---------------------|-------------------|-----------------|------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 3  | 0.05    | 0.25    | 0.232               | 0.015             | 0.246               | 0.015             | 1.258           | 0.944            | 3.225           | 0.935           | 1.836           | 0.901           | 2.107           | 0.920           |
| 5  | 0.1     | 0.5     | 0.245               | 0.019             | 0.268               | 0.023             | 1.816           | 0.937            | 2.554           | 0.950           | 1.012           | 0.971           | 2.204           | 0.921           |
| 7  | 0.15    | 0.75    | 0.302               | 0.019             | 0.215               | 0.023             | 1.101           | 0.923            | 1.223           | 0.941           | 1.246           | 0.927           | 2.014           | 0.906           |
| 9  | 0.2     | 1       | 0.302               | 0.020             | 0.221               | 0.023             | 1.251           | 0.923            | 1.563           | 0.941           | 2.246           | 0.927           | 1.424           | 0.915           |
| 3  | 0.2     | 0.25    | 0.121               | 0.011             | 0.165               | 0.012             | 0.902           | 0.924            | 4.231           | 0.931           | 1.201           | 0.920           | 2.175           | 0.931           |
| 5  | 0.15    | 0.5     | 0.165               | 0.013             | 0.168               | 0.013             | 1.123           | 0.905            | 4.624           | 0.915           | 1.382           | 0.923           | 2.328           | 0.924           |
| 7  | 0.1     | 0.75    | 0.121               | 0.014             | 0.156               | 0.012             | 1.456           | 0.935            | 3.201           | 0.928           | 1.441           | 0.911           | 1.806           | 0.903           |
| 9  | 0.05    | 1       | 0.112               | 0.002             | 0.182               | 0.010             | 1.367           | 0.923            | 1.452           | 0.941           | 1.246           | 0.927           | 2.629           | 0.910           |
| 3  | 0.1     | 0.25    | 0.103               | 0.008             | 0.116               | 0.005             | 1.432           | 0.901            | 3.162           | 0.905           | 1.101           | 0.935           | 3.010           | 0.932           |
| 5  | 0.2     | 0.5     | 0.132               | 0.010             | 0.133               | 0.003             | 1.221           | 0.940            | 5.231           | 0.911           | 1.551           | 0.900           | 1.685           | 0.922           |
| 7  | 0.05    | 0.75    | 0.129               | 0.014             | 0.156               | 0.002             | 1.601           | 0.913            | 2.360           | 0.901           | 1.130           | 0.902           | 2.335           | 0.922           |
| 9  | 0.15    | 1       | 0.095               | 0.017             | 0.143               | 0.002             | 1.238           | 0.923            | 1.513           | 0.941           | 1.246           | 0.927           | 3.062           | 0.901           |

Table 2: Average and MSE of Bayes estimators of $\theta$ and $\lambda$ using Lindley approximation method

| R  | $\theta$ | $\lambda$ | $\theta_{self}$ | $\theta_{elf}$ | $\theta_{llf}$ | $\lambda_{self}$ | $\lambda_{elf}$ | $\lambda_{llf}$ |
|----|---------|---------|----------------|----------------|----------------|----------------|----------------|----------------|
| 3  | 0.05    | 0.25    | 2.5283(0.0375) | 3.4182(0.0423) | 3.5244(0.0246) | 4.3200(0.0186) | 2.6781(0.0012) | 4.2563(0.0290) |
| 5  | 0.1     | 0.5     | 2.6422(0.0362) | 3.3501(0.0420) | 2.8511(0.0151) | 3.6420(0.0145) | 2.5205(0.0136) | 4.0680(0.0225) |
| 7  | 0.15    | 0.75    | 2.2924(0.0331) | 2.8401(0.0329) | 2.4320(0.0128) | 2.8500(0.0127) | 2.3110(0.0149) | 4.0223(0.0201) |
| 9  | 0.2     | 1       | 2.0521(0.0224) | 2.5622(0.0386) | 2.0962(0.0123) | 2.5520(0.0118) | 2.3302(0.0155) | 4.0010(0.0181) |
Table 3: Average and MSE of Bayes estimators of $\theta$ and $\lambda$ using importance sampling procedure

| $R$ | $\theta$ | $\lambda$ | $\hat{\theta}_{self}$ | $\hat{\theta}_{elf}$ | $\hat{\theta}_{lf}$ | $\hat{\lambda}_{self}$ | $\hat{\lambda}_{elf}$ | $\hat{\lambda}_{lf}$ |
|-----|----------|-----------|------------------------|----------------------|----------------------|------------------------|----------------------|----------------------|
| 3   | 0.05     | 0.25      | 2.1884(0.0138)         | 2.3862(0.2185)       | 2.2987(0.0264)       | 2.3476(0.0267)         | 2.4851(0.0303)       | 2.3283(0.0260)       |
| 5   | 0.1      | 0.5       | 2.1854(0.0135)         | 1.3256(0.2164)       | 2.2956(0.0456)       | 2.3428(0.0240)         | 1.4416(0.0280)       | 2.3241(0.0242)       |
| 7   | 0.15     | 0.75      | 2.1520(0.0132)         | 1.3235(0.2154)       | 2.2941(0.0444)       | 2.2817(0.0222)         | 1.4627(0.0276)       | 2.3203(0.0230)       |
| 9   | 0.2      | 1         | 2.1403(0.0125)         | 1.3023(0.2126)       | 2.2891(0.0401)       | 2.2653(0.0208)         | 1.4203(0.0244)       | 2.3018(0.0223)       |
| 3   | 0.2      | 0.25      | 2.1305(0.0122)         | 2.2565(0.0311)       | 2.2615(0.0382)       | 2.2896(0.0129)         | 2.3692(0.0236)       | 2.3163(0.0216)       |
| 5   | 0.15     | 0.5       | 1.1276(0.0120)         | 1.2210(0.0245)       | 1.2431(0.0342)       | 1.2872(0.0118)         | 2.3558(0.0227)       | 2.3249(0.0189)       |
| 7   | 0.1      | 0.75      | 1.1211(0.0118)         | 1.1880(0.0186)       | 1.1900(0.0321)       | 1.2663(0.0102)         | 2.3503(0.0218)       | 2.3225(0.0182)       |
| 9   | 0.05     | 1         | 1.1182(0.0113)         | 1.1520(0.0126)       | 1.1879(0.0285)       | 1.2612(0.0093)         | 1.3412(0.0201)       | 1.2894(0.0172)       |
| 3   | 0.1      | 0.25      | 2.1145(0.0109)         | 2.1500(0.0118)       | 2.1860(0.0078)       | 2.1806(0.0078)         | 2.2995(0.0183)       | 2.2715(0.0126)       |
| 5   | 0.2      | 0.5       | 1.1083(0.0105)         | 1.1261(0.0112)       | 1.1523(0.0264)       | 1.1728(0.0063)         | 1.2628(0.0125)       | 1.2722(0.0118)       |
| 7   | 0.05     | 0.75      | 1.0968(0.0065)         | 1.1088(0.0082)       | 1.1238(0.0145)       | 1.1473(0.0045)         | 1.2382(0.0142)       | 1.2654(0.0075)       |
| 9   | 0.15     | 1         | 1.0934(0.0025)         | 1.1023(0.0065)       | 1.1145(0.0122)       | 1.1432(0.0027)         | 1.2241(0.0115)       | 1.2403(0.0026)       |
Table 4: AIL and CP for ACI and MSE for MH of the parameters $\theta$ and $\lambda$

| $R$ | $\theta$ | $\lambda$ | ACI | | M-H | |
|-----|-----|-----|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|------|
|     |      |      | $\hat{\theta}$ | | $\hat{\lambda}$ | | $\hat{\theta}_{self}$ | | $\hat{\theta}_{elf}$ | | $\hat{\theta}_{lif}$ | | $\hat{\lambda}_{self}$ | | $\hat{\lambda}_{elf}$ | | $\hat{\lambda}_{lif}$ | |
|     |      |      | AIL | CP | AIL | CP | AIL | CP | AIL | CP | AIL | CP | AIL | CP | AIL | CP | AIL | CP | AIL | CP | AIL | CP | AIL | CP |
| 3   | 0.05 | 0.25 | 1.268 | 0.938 | 1.364 | 0.954 | 0.406 | 0.367 | 0.221 | 0.222 | 0.231 | 0.568 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 5   | 0.1  | 0.5  | 1.225 | 0.923 | 1.421 | 0.996 | 0.372 | 0.301 | 0.201 | 0.207 | 0.226 | 0.387 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 7   | 0.15 | 0.75 | 2.202 | 0.902 | 1.006 | 0.922 | 0.284 | 0.215 | 0.151 | 0.170 | 0.193 | 0.356 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 9   | 0.2  | 1    | 2.057 | 0.989 | 1.101 | 0.977 | 0.183 | 0.125 | 0.097 | 0.105 | 0.128 | 0.281 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 3   | 0.2  | 0.25 | 1.862 | 0.945 | 2.281 | 0.966 | 0.567 | 0.441 | 0.361 | 0.285 | 0.257 | 0.587 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 5   | 0.15 | 0.5  | 1.327 | 0.958 | 1.935 | 0.994 | 0.342 | 0.292 | 0.185 | 0.251 | 0.232 | 0.443 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 7   | 0.1  | 0.75 | 1.286 | 0.900 | 1.361 | 0.916 | 0.265 | 0.187 | 0.114 | 0.181 | 0.201 | 0.301 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 9   | 0.05 | 1    | 1.073 | 0.911 | 2.321 | 0.929 | 0.167 | 0.086 | 0.056 | 0.101 | 0.156 | 0.370 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 3   | 0.1  | 0.25 | 2.212 | 0.915 | 2.234 | 0.950 | 0.506 | 0.401 | 0.331 | 0.343 | 0.322 | 0.606 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 5   | 0.2  | 0.5  | 1.167 | 0.933 | 2.304 | 0.982 | 0.241 | 0.261 | 0.162 | 0.289 | 0.265 | 0.501 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 7   | 0.05 | 0.75 | 1.335 | 0.944 | 1.627 | 0.970 | 0.172 | 0.140 | 0.060 | 0.207 | 0.229 | 0.456 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |
| 9   | 0.15 | 1    | 1.184 | 0.908 | 3.302 | 0.925 | 0.076 | 0.021 | 0.007 | 0.123 | 0.189 | 0.423 | 0.257 | 0.472 | 0.387 | 0.271 | 0.436 | 0.221 | 0.401 | 0.281 | 0.379 | 0.231 | 0.456 |

Table 5: Average predictors and MSPEs (in parentheses) for $Y = R_{n+1}$

| $n$ | $\alpha$ | $\beta$ | $R_n$ | $R_{n+1}$ | $\bar{Y}$ | $\bar{Y}_{self}$ | $\bar{Y}_{elf}$ | $\bar{Y}_{lif}$ | $\bar{Y}$ | $\bar{Y}_{self}$ | $\bar{Y}_{elf}$ | $\bar{Y}_{lif}$ |
|-----|-----|-----|------|------|------|------|------|------|------|------|------|------|------|
| 5   | 0.05 | 0.05 | 1.856 | 2.127 | 2.6317(0.8536) | 2.3649(0.0618) | 2.2462(0.0732) | 2.8346(0.0320) |
| 10  | 0.1  | 0.5  | 2.945 | 3.144 | 2.8918(0.6805) | 2.8457(0.0326) | 2.5807(0.0528) | 3.1107(0.0284) |
| 15  | 0.15 | 0.75 | 1.056 | 3.154 | 3.2672(0.6226) | 3.2614(0.0307) | 3.1228(0.0512) | 3.2346(0.0167) |
| 20  | 0.2  | 1    | 2.968 | 3.224 | 3.2208(0.6072) | 3.3608(0.0172) | 3.2882(0.0430) | 3.2680(0.0122) |
Table 6: MLE and Bayes estimate of parameters using the real data for the failure of electrical equipment
(θ = 0.243902 and λ = 0.64593)

| (n,R)  | \( \hat{\theta}_{mle} \) | \( \hat{\lambda}_{mle} \) | \( \hat{\theta}_{ACI} \) | \( \hat{\lambda}_{ACI} \) | \( \hat{\theta}_{self} \) | \( \hat{\lambda}_{self} \) | \( \hat{\theta}_{elf} \) | \( \hat{\lambda}_{elf} \) | \( \hat{\theta}_{lff} \) | \( \hat{\lambda}_{lff} \) | \( \hat{\nu}_{self} \) | \( \hat{\nu}_{elf} \) | \( \hat{\nu}_{lff} \) |
|-------|--------------------------|------------------------|---------------------------|------------------------|--------------------------|------------------------|--------------------------|------------------------|--------------------------|------------------------|------------------------|------------------------|------------------------|
| (50, 35) | 0.115                    | 0.21                   | -                         | -                      | -                         | -                      | -                         | -                      | -                         | -                      | -                      | -                      | -                      |
| (50, 35) | 2.2645                   | 1.845                  | 0.9352                    | 0.9026                 | -                         | -                      | -                         | -                      | -                         | -                      | -                      | -                      | -                      |
| (50, 35) | 0.2439                   | 0.6459                 | 0.0415                    | 0.0415                 | 0.0023                    | 0.0023                 | 0.0023                    | 0.0023                 | 0.05576                   | 0.05576               | -                      | -                      | -                      |
| (50, 35) | 0.1210                   | 0.1376                 | 0.0818                    | 0.0818                 | 0.0105                    | 0.0105                 | 0.0105                    | 0.0105                 | 0.1210                   | 0.1210               | -                      | -                      | -                      |
4.2 Data Analysis

To study the performance of the estimators defined in this paper we use the real data set, consisting of the number of 1000s of cycles to failure for electrical appliances in a life test (Yousaf et al. (2019)). The appliances were operated repeatedly by an automatic testing machine, the lifespan is the number of usage cycles completed until the home appliances fail. We have checked the validity of PFD using the Kolmogorov–Smirnov (KS) test and observed that the KS distance corresponding to the p-value = 0.0645 is 0.9769. The fitted pdf for the PFD is presented in Figure 3, which indicates the PFD provides a good fit to the data. For the Bayes estimation we choose the values of hyper-parameters as $a_1 = 1.6$, $b_1 = 3.2$, $a_2 = 2$ and $b_2 = 2$ respectively. Bayes estimation using LL and EL functions are evaluated for $h = 2$ and $p = 2$. The MLE and Bayes estimates under different loss functions are given in Table 6.

5. Conclusions

This paper, we propose the MLE and Bayes estimators of PFD parameters using different loss functions and predicts future record values when samples are available only in the form of upper record values. We construct the asymptotic and bootstrap confidence intervals of the unknown parameters for the MLE. The Bayes estimates under SE, Entropy and Linex loss functions are in the form of the ratio of two integrals. Further using the method of Chen and Shao (1999), we compute the highest posterior density interval. Data analysis using simulated and real data finds that Bayes estimators under different loss functions perform better than the MLE. The
proposed Bayesian modelling linked with MCMC estimation has worked very well. In Fig 2, Markov Chain seems to be mixing well enough. The plot looks like long upward or downward trends, and then the chain goes to convergent. We also predict the future record values when samples are available only in the form of upper records. Finally, the use of Bayesian modelling has been of great benefit and similar approaches are likely to be helpful in other situations also this can be other area of future study.
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