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Abstract
The Keller–Segel model is a system of partial differential equations modelling chemotactic aggregation in cellular systems. This model has blowing-up solutions for large enough initial conditions in dimensions $d \geq 2$, but all the solutions are regular in one dimension, a mathematical fact that crucially affects the patterns that can form in the biological system. One of the strongest assumptions of the Keller–Segel model is the diffusive character of the cellular motion, known to be false in many situations. We extend this model to such situations in which the cellular dispersal is better modelled by a fractional operator. We analyse this fractional Keller–Segel model and find that all solutions are again globally bounded in time in one dimension. This fact shows the robustness of the main biological conclusions obtained from the Keller–Segel model.
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1. Introduction

Biological pattern formation is a topic of growing interest in the field of applied mathematics, both due to the possibility of developing new mathematics as well as for the broad range of important applications it may have [1]. At the cellular level, it is known that chemotaxis plays a fundamental role in the self-organization of many biological systems. Chemotaxis is the directed movement of an organism in response to ambient chemical gradients that are often segregated by the cells themselves. In those cases where the chemical products are attractive (and they are therefore called chemoattractants), they lead to the phenomenon known as chemotactic aggregation: the cells accumulate in small regions of space giving rise to high density configurations. The patterns appear therefore as strong density variations in the spatial distribution of the cells.

One of the most important partial differential systems for understanding chemotactic aggregation is the Keller–Segel model [2], which in a simplified form
reads
\[ \partial_t \rho = D_\rho \Delta \rho - \kappa \nabla (\rho \nabla c), \]  
\[ \partial_t c = D_c \Delta c + \gamma \rho - \beta c. \]  
(1a) \hspace{1cm} (1b)

Here \( D_\rho \) is the cellular diffusion constant, \( \kappa \) the chemotactic coefficient, \( \gamma \) the rate of attractant production, \( \beta \) the rate of attractant depletion, \( D_c \) the chemical diffusion constant, \( \rho \) the cell density and \( c \) the chemical density. The terms in equation (1a) include the diffusion of the cells and chemotactic drift. Equation (1b) expresses the diffusion and production of attractant. This system is known to have finite time blowing-up solutions for large enough initial conditions in dimensions \( d \geq 2 \), but all the solutions are regular for \( d = 1 \); there is a large literature on the analysis of this problem for the Keller–Segel model as well as for some simplifications [3–12]. The biological meaning of this mathematical fact was examined in [13, 14]. One conclusion of these works is that in a three-dimensional system, while collapse to infinite density lines and points can occur, collapse to an infinite density sheet is mathematically impossible. Correspondingly, in a two-dimensional system, it is impossible to find collapse to an infinite density line, but it is still possible to observe collapse to an infinite density point [14]. Let us briefly comment on this interpretation. Blow-up in one dimension would mean that a real three-dimensional system would be able to contract itself by using only one spatial dimension while the other two would remain invariant during this process. Global boundedness in time would invalidate this mechanism of chemotactic aggregation. Obviously, this fact crucially affects the patterns that can form. It is, however, important to point out that this connection between critical dimension and biological pattern formation is phenomenological, and a rigorous mathematical theory describing the interplay between dimensionality and geometry of the singular set for the Keller–Segel model constitutes an open problem [15]. So, assuming the phenomenology, the one-dimensional result is not just a model problem but has relevance in predicting the behaviour of the biological system. Interestingly, the three-dimensional modalities of chemotactic collapse allowed by the Keller–Segel system have already been observed in experiments performed with *Escherichia coli* [16, 17]. If this behaviour was general in cellular systems (collapse to points and lines, but not to sheets, in three dimensions, and to points, but not to lines, in two dimensions) and not a particular theory explaining these concrete patterns of *Escherichia coli*, we could name it as the Keller–Segel law for chemotactic aggregation. This would constitute an achievement of fundamental importance in mathematical biology.

However, exceptions to this rule have already been found. In a recent *in vitro* experiment performed with mesenchymal cells [18], it was shown that a two-dimensional system of these cells chemotactically aggregated into one-dimensional structures, clearly violating the Keller–Segel law. A theoretical explanation was found by taking into account the fact that diffusion is a too unrealistic assumption for mesenchymal cells [19]. Actually, these cells perform a sort of nonlocal diffusion that is better modelled by the operator \( \Delta / (1 - \Delta) \), defined from its Fourier tranform
\[ \left( \frac{\Delta}{1 - \Delta} f \right) \hat{=} -\frac{k^2}{1 + k^2} \hat{f}, \]  
(2)
instead of the Laplacian. Performing this substitution, it was proven that the corresponding nonlocal Keller–Segel system blows up in one dimension for large enough initial condition, leading thus to a modified Keller–Segel law that allows the type of chemotactic aggregation observed in the experiments [19].

At this point there is a very important question to be answered: is the Keller–Segel law a general result or a particular property of *Escherichia coli* colonies? It is clear that this law is
valid whenever the Keller–Segel system applies, but what we would like to know is whether the Keller-Segel law extends beyond the validity of the partial differential system equations (1a) and (1b). As happened in the case of mesenchymal cells, the diffusive approximation is too simplifying in many situations, particularly in those not designed at the laboratory.

Diffusion is obtained as the description of the spatiotemporal distribution of a population density of random walkers [20]. However, in many situations found in Nature, Lévy flights are commonly adopted as an efficient search strategy of living organisms [21–23]. Indeed, experimental evidence of superdiffusive behaviour has been found in biological systems [21–23]: superdiffusion is characterized by a superlinear dependence in time of the mean square displacement of the position of the dispersing population. The correct description of a population undergoing Lévy flights is given by the substitution of the Laplacian operator by a fractional operator of the Riesz type

\[ \Lambda^\alpha f(\hat{x}) = -|k|^\alpha \hat{f}, \]

where \(1 < \alpha < 2\) [24]. Direct substitution provides us in one dimension the fractional Keller–Segel model:

\[ \partial_t \rho = D_\rho \Lambda^\alpha \rho - \kappa (\rho c)_x, \]
\[ \partial_t c = D_c c_{xx} + \gamma \rho - \beta c. \]

This model is thus presented as a more accurate description of a cellular population self-interacting chemotactically in those cases in which Brownian motion does not represent a good approximation for the population dispersal. So we can now translate our question to the present setting and ask ourselves if the Keller–Segel law is still valid for this partial differential system. It is a known mathematical fact that the Riesz operator \(\Lambda^\alpha\), with \(1 < \alpha < 2\), is less regularizing than the Laplacian, so it might be possible that the system equations (4a) and (4b) blows up in finite time. This would imply a new breakdown of the Keller–Segel law for an important number of situations.

The goal of this paper is to prove that solutions to a simplification of the system equations (4a) and (4b) are globally bounded in time. This is an important result since it implies the robustness of the Keller–Segel law for a large number of situations in which the original Keller–Segel system does not apply. The outline of the rest of the article is as follows. In section 2 we present the simplified model and prove the simplest estimates. In section 3 we prove the impossibility of finite time formation of Dirac masses, and in section 4 we prove that the solution is globally bounded in time. A summary of our results and some directions for future research are presented in section 5.

2. Nondimensionalization and basic estimates

The first step in the analysis of system equations (4a) and (4b) is to perform a nondimensionalization. Changing variables

\[ x \rightarrow \left( \frac{D}{\kappa} \right)^{1/\alpha} \hat{x}, \]
\[ t \rightarrow \kappa^{-1} \hat{t}, \]
\[ \rho \rightarrow \frac{\gamma D_\rho^{2/\alpha}}{D_c^{2/\alpha}} \hat{\rho}. \]
and suppressing the hats we arrive at the nondimensional fractional Keller–Segel model:

\[ \partial_t \rho = \Lambda^a \rho - (\rho c)_x, \quad (6a) \]
\[ \frac{D_{k}^{2/a}}{D_{k}^{2/a-1}} \partial_c c = c_{xx} + \rho - \frac{D_{k}^{2/a} \beta}{D_{k}^{2/a}} c. \quad (6b) \]

Supposing that \( D_k \gg D_\rho \) (in the sense of much greater) and that \( \kappa \) is large enough (but not making further assumptions on the value of \( \beta \)), we finally arrive at the system:

\[ \partial_t \rho = \Lambda^a \rho - (\rho c)_x, \quad (7a) \]
\[ c_{xx} = \delta c - \rho, \quad (7b) \]

where

\[ \delta = \frac{D_{k}^{2/a} \beta}{D_{k}^{2/a}}. \quad (8) \]

This reduction to a parabolic–elliptic system is very common and has been performed many times in the literature [4, 5, 25, 26], and it can be related to direct biological measures [14].

To clarify our language, let us rigorously define what we understand by chemotactic collapse.

**Definition.** We say that the system (7a) and (7b) undergoes chemotactic collapse if there is a time \( T_* < \infty \) such that

\[ \lim_{t \to T_*} \rho(x, t) = +\infty, \quad (9) \]

for some \( x \in \mathbb{R} \).

The goal of this paper is to prove that this system does not undergo chemotactic collapse. It is important at this point to note that there are other possible ways of defining chemotactic collapse [27]; however, our definition is maybe more in the line of [13, 14].

We take the domain to be the full line \( \mathbb{R} \), since boundary value problems for Lévy flights are quite involved, as the long jumps make the definition of a boundary actually quite intricate (see, however [28, 29]). Suppose that the initial condition \( \rho_0 \) fulfills

\[ \| \rho_0 \|_{L^1} < \infty, \quad (10) \]

and as boundary conditions we take that \( \rho \) and \( c \), and their corresponding spatial derivatives, vanish when \( |x| \to \infty \). Since we are dealing with densities, we are only interested in nonnegative solutions to system equations (7a) and (7b).

This system only models motion of the cells, but not any birth or death processes. This implies that the total number of cells, given by the \( L^1 \) norm of \( \rho \), does not vary in time. It is actually easy to prove that the \( L^1 \) norm of \( \rho \) is conserved in time.

**Lemma.** Let \( \rho, c \) be a solution to the system (7a) and (7b). Suppose that for the initial condition \( \| \rho_0 \|_{L^1} < \infty \), then

\[ \| \rho \|_{L^1}(t) = \| \rho \|_{L^1}(0) \quad (11a) \]

and

\[ \| c \|_{L^1}(t) = \| c \|_{L^1}(0). \quad (11b) \]

**Proof.** A direct application of the boundary conditions yields

\[ \frac{d}{dt} \| \rho \|_{L^1} = \int \Lambda^a \rho \, dx - \int (\rho c)_x \, dx = 0, \quad (12) \]
because \( \int \Lambda^\alpha \rho \, dx = 0 \). Integrating equation (7b) we find that

\[
\| c \|_{L^1} = \frac{1}{\delta} \| \rho \|_{L^1}.
\] (13)

3. Impossibility of \( \delta \)-function aggregates

The aim of this section is to prove the following theorem.

**Theorem.** Let \( \rho, c \) be a solution to the system (7a) and (7b). Suppose that the initial condition obeys the properties stated in the last section and also fulfils \( \| \rho(x, 0) \|_{L^2} < \infty \). Then there is a constant \( C \) depending on the \( L^2 \) and \( L^1 \) norms of the initial condition such that

\[
\max \{ \| \rho(\cdot, t) \|_{L^2}, \| c(\cdot, t) \|_{L^2} \} < C
\] (14)

for all times \( t > 0 \).

**Proof.** Let us start evaluating the \( L^2 \) norm of \( \rho \):

\[
\frac{1}{2} \frac{d}{dt} \| \rho \|_{L^2}^2 = \int \rho \partial_t \rho \, dx = \int \rho \Lambda^\alpha \rho \, dx - \int \rho (\rho c)_x \, dx.
\] (15)

Integration by parts yields

\[
- \int \rho \rho_x c_x \, dx = \int \rho \rho_x c_x \, dx + \int \rho_x^2 c_{xx} \, dx,
\] (16)

and using equation (7b) we see that

\[
- \int \rho \rho_x c_x \, dx = \delta \int \rho^2 c \, dx - \frac{1}{2} \int \rho^3 \, dx.
\] (17)

We can use this result to find

\[
\frac{1}{2} \frac{d}{dt} \| \rho \|_{L^2}^2 = \frac{1}{2} \| \rho \|_{L^2}^3 - \frac{\delta}{2} \int \rho^2 c \, dx - \frac{1}{2} \| \Lambda^\alpha \rho \|_{L^2}^2 - \frac{1}{2} \| \Lambda^\alpha/2 \rho \|_{L^2}^2,
\] (18)

due to the positivity of \( c \). The third moment of \( \rho \) might be estimated as follows

\[
\| \rho \|_{L^3}^3 \leq \| \rho \|_{L^\infty}^2 \| \rho \|_{L^2}.
\]

(19)

now choose \( \chi \in (1, \alpha) \) and use a Sobolev embedding to find

\[
\| \rho \|_{L^\infty}^2 \leq C(\| \rho \|_{L^2}^2 + \| \Lambda^\chi/2 \rho \|_{L^2}^2).
\]

(20)

We can now invoke the Fourier transform of \( \rho \)

\[
\hat{\rho}(k) = \frac{1}{\sqrt{2\pi}} \int e^{ikx} \rho(x) \, dx
\]

(21)
to claim that

\[
\| \Lambda^\chi/2 \rho \|_{L^2}^2 = \| (\Lambda^\chi/2 \rho) \|_{L^2}^2 = \int |k|^\chi |\hat{\rho}|^2 \, dk
\]

\[
= \int_{|k| \leq R} |k|^\chi |\hat{\rho}|^2 \, dk + \int_{|k| > R} \frac{|k|^\chi}{|k|^\alpha-\chi} |\hat{\rho}|^2 \, dk
\]

\[
\leq R^\chi \| \rho \|_{L^2}^2 + \frac{1}{R^{\alpha-\chi}} \int |k|^\alpha |\hat{\rho}|^2 \, dk = R^\chi \| \rho \|_{L^2}^2 + \frac{1}{R^{\alpha-\chi}} \| \Lambda^\alpha/2 \rho \|_{L^2}^2,
\] (22)
where we have used the isometry of the Fourier transform in $L^2$. We still need to estimate the second moment of $\rho$:

$$\|\rho\|_{L^2}^2 \leq \|\rho\|_{L^1} \|\rho\|_{L^\infty} \leq \frac{1}{2\epsilon} \|\rho\|_{L^2}^2 + \frac{\epsilon}{2} \|\rho\|_{L^2}^2 \leq \frac{1}{2\epsilon} \|\rho\|_{L^2}^2 + C \frac{\epsilon}{2} \left(\|\rho\|_{L^2}^2 + \|\Lambda^{\alpha/2}\rho\|_{L^2}^2\right), \quad (23)$$

where we have used a Sobolev embedding. Selecting $\epsilon$ small enough we are led to conclude

$$\|\rho\|_{L^2}^2 \leq \left(1 - C \frac{\epsilon}{2}\right)^{-1} \left(\frac{1}{2\epsilon} \|\rho\|_{L^2}^2 + C \frac{\epsilon}{2} \|\Lambda^{\alpha/2}\rho\|_{L^2}^2\right). \quad (24)$$

This inequality, in addition to equation (22), yields

$$\|\rho\|_{L^3}^3 \leq C \|\rho\|_{L^1} \left[1 + R \chi\right] \left(1 - C' \frac{\epsilon}{2}\right)^{-1} \left(\frac{1}{2\epsilon} \|\rho\|_{L^2}^2 + C \frac{\epsilon}{2} \|\Lambda^{\alpha/2}\rho\|_{L^2}^2\right)$$

$$+ \frac{1}{R^{\alpha-2}} \|\Lambda^{\alpha/2}\rho\|_{L^2}^2, \quad (25)$$

and substituting this result in equation (18) we obtain

$$\frac{d}{dt} \|\rho\|_{L^2}^2 \leq C \|\rho\|_{L^1} \left[1 + R \chi\right] \left(1 - C' \frac{\epsilon}{2}\right)^{-1} \left(\frac{1}{2\epsilon} \|\rho\|_{L^2}^2 + C \frac{\epsilon}{2} \|\Lambda^{\alpha/2}\rho\|_{L^2}^2\right)$$

$$+ \frac{1}{R^{\alpha-2}} \|\Lambda^{\alpha/2}\rho\|_{L^2}^2 - 2 \|\Lambda^{\alpha/2}\rho\|_{L^2}^2. \quad (26)$$

Now, by choosing a sufficiently large $R$ and a sufficiently small $\epsilon$, we arrive at the estimate

$$\frac{d}{dt} \|\rho\|_{L^2}^2 \leq C - C' \|\rho\|_{L^2}^2, \quad (27)$$

for suitable constants $C, C' > 0$. Repeating the steps in equation (23) one finds

$$- C' \frac{\epsilon}{2} \|\Lambda^{\alpha/2}\rho\|_{L^2}^2 \leq \frac{1}{2\epsilon_1} \|\rho\|_{L^2}^2 \left(1 - C' \frac{\epsilon_1}{2}\right) \|\rho\|_{L^2}^2, \quad (28)$$

for small enough $\epsilon_1$. Combining the last two equations yields

$$\frac{d}{dt} \|\rho\|_{L^2}^2 \leq C - C' \|\rho\|_{L^2}^2, \quad (29)$$

for suitable constants $C, C' > 0$, which in turn implies the desired estimate

$$\|\rho\|_{L^2} \leq C. \quad (30)$$

The boundedness of the $L^2$ norm of $c$ can now be inferred from equation (7b):

$$\delta c = \rho + c_{xx}, \quad (31)$$

which implies

$$\delta \|c\|_{L^2}^2 = \int \rho c \, dx + \int c_{xx} \, dx$$

$$\leq \|\rho\|_{L^2} \|c\|_{L^2} - \|c_{xx}\|_{L^2} \leq \|\rho\|_{L^2} \|c\|_{L^2}, \quad (32)$$

and we finally have

$$\|c\|_{L^2} \leq \frac{\|\rho\|_{L^2}}{\delta}. \quad (33)$$

**Corollary.** This result precludes the formation of Dirac masses in the system (7a) and (7b).
4. Global boundedness in time

We will prove in this section the global boundedness in time of the $L^\infty$ norm of $\rho$ and $c$.

**Theorem.** Let $\rho, c$ be a solution to the system (7a) and (7b). Suppose that the initial condition obeys the properties stated in the last two sections and also fulfills

$$\left\| \frac{d\rho(x, 0)}{dx} \right\|_{L^2} < \infty.$$  \hfill (34)

Then there is a constant $C$ depending on the $L^1$ and $L^2$ norms of the initial condition such that

$$\max\{\rho(x, t), c(x, t)\} < C$$  \hfill (35)

for all times $t > 0$.

**Proof.** Let us start estimating the time evolution of the $L^2$ norm of $\rho_x$:

$$\frac{1}{2} \frac{d}{dt} \|\rho_x\|_{L^2}^2 = \int \rho_x \partial_t \rho_x \, dx = \int \rho_x \Lambda^\alpha \rho_x \, dx - \int \rho_x (\rho c)_x \, dx$$

$$= -\int \rho_x (\rho c)_x \, dx - \|\Lambda^{\alpha/2} \rho_x\|_{L^2}^2.$$  \hfill (36)

The last integral in this equation may be rearranged in the following way:

$$I = -\int \rho_x (\rho c)_x \, dx = -\int \rho_x \rho_{xx} c_x \, dx - 2 \int \rho^2 c_{xx} \, dx - \int \rho_x c_{xxx} \, dx = I_1 + I_2 + I_3,$$  \hfill (37)

and we can manipulate each of the terms by reiteratively using Leibniz’s rule, integration by parts and the boundary conditions:

$$I_1 = \frac{\delta}{2} \int \rho^2 c \, dx - \frac{1}{2} \int \rho^2 \rho \, dx,$$  \hfill (38)

$$I_2 = -2\delta \int \rho^2 c \, dx + 2 \int \rho^2 \rho \, dx$$  \hfill (39)

and

$$I_3 = \frac{\delta^2}{2} \int \rho^2 c \, dx - \frac{\delta}{2} \int \rho^3 \, dx + \int \rho \rho_x^3 \, dx.$$  \hfill (40)

We finally find

$$I = I_1 + I_2 + I_3 = \frac{5}{2} \int \rho^2 \rho \, dx + \frac{\delta^2}{2} \int \rho^2 c \, dx - \frac{3\delta}{2} \int \rho^3 \, dx - \frac{\delta}{2} \int \rho \rho_x^3 \, dx$$

$$\leq \frac{5}{2} \int \rho^2 \rho \, dx + \frac{\delta^2}{2} \int \rho^2 c \, dx,$$  \hfill (41)

due to the positivity of $\rho$ and $c$. Substituting in equation (36) we get

$$\frac{1}{2} \frac{d}{dt} \|\rho_x\|_{L^2}^2 \leq \frac{5}{2} \int \rho^2 \rho \, dx + \frac{\delta^2}{2} \int \rho^2 c \, dx - \|\Lambda^{\alpha/2} \rho_x\|_{L^2}^2.$$  \hfill (42)

It follows immediately that the second integral can be simply estimated by

$$\int \rho^2 c \, dx \leq \|\rho\|_{L^1}^2 \|c\|_{L^\infty},$$  \hfill (43)
while the first integral might be estimated as follows
\[
\int \rho^2 \, dx \leq \|\rho\|_{L^\infty} \|\rho\|_{L^2} \|\rho\|_{L^2} \leq \frac{1}{2\epsilon} \|\rho\|^2_{L^2} + 2\epsilon \|\rho\|^2_{L^\infty}.
\] (44)
We can use the Sobolev embedding
\[
\|\rho\|_{L^\infty} \leq C \left( \|\rho\|_{L^2}^2 + \|\Lambda^{\alpha/2} \rho\|_{L^2}^2 \right)
\] (45)
to arrive at
\[
I \leq \frac{\delta^2}{2} \|\rho\|_{L^2}^2 \|c\|_{L^\infty} + \frac{5}{2} \left[ \frac{1}{2\epsilon} \|\rho\|_{L^2}^2 \|\rho\|_{L^2}^2 + 2\epsilon \|\rho\|_{L^2}^2 \right] + 2\epsilon C \left( \|\rho\|_{L^2}^2 + \|\Lambda^{\alpha/2} \rho\|_{L^2}^2 \right)
\] (46)
so equation (36) finally reads
\[
\frac{1}{2} \frac{d}{dt} \|\rho\|_{L^2}^2 \leq \|\rho\|_{L^2}^2 \|c\|_{L^\infty} + \frac{5}{2} \left[ \frac{1}{2\epsilon} \|\rho\|_{L^2}^2 \|\rho\|_{L^2}^2 + 2\epsilon \right] - \|\Lambda^{\alpha/2} \rho\|_{L^2}^2.
\] (47)
We still need to estimate the \(L^\infty\) norm of \(c\). To this end we will use the Fourier transformed version of equation (7b):
\[-k^2 \hat{c} = \delta \hat{c} - \hat{\rho},\] (48)
which implies
\[
|\hat{c}|^2 = \frac{|\hat{\rho}|^2}{(k^2 + \delta)^2}.
\] (49)
This allows us to estimate the \(L^2\) norm of \(c\)
\[
\|c\|_{L^2}^2 = \int k^2 |\hat{c}|^2 \, dk = \int \frac{k^2}{(k^2 + \delta)^2} |\hat{\rho}|^2 \, dk
\leq \|\rho\|_{L^2}^2 \int \frac{k^2}{(k^2 + \delta)^2} \, dk \leq C.
\] (50)
This fact, in addition to the Sobolev embedding
\[
\|c\|_{L^\infty} \leq C \left( \|c\|_{L^2}^2 + \|c\|_{L^2}^2 \right),
\] (51)
yields the desired inequality
\[
\|c\|_{L^\infty} \leq C.
\] (52)
This result, together with equation (47), yields, for \(\epsilon\) small enough and suitable positive constants \(C_1, C_2\) and \(C_3\), the inequality
\[
\frac{d}{dt} \|\rho\|_{L^2}^2 \leq C_1 + C_2 \|\rho\|_{L^2}^2 - C_3 \|\Lambda^{\alpha/2} \rho\|_{L^2}^2.
\] (53)
To finish our proof we still need the estimate
\[
\|\rho\|_{L^2}^2 = \int |k|^2 |\hat{\rho}|^2 \, dk = \int_{|k|<R} |k|^2 |\hat{\rho}|^2 \, dk + \int_{|k|>R} \frac{|k|^{2\alpha}}{|k|^\alpha} |\hat{\rho}|^2 \, dk
\leq R^2 \|\rho\|_{L^2}^2 + \frac{1}{R^{\alpha}} \|\Lambda^{\alpha/2} \rho\|_{L^2}^2,
\] (54)
or, what is the same
\[-\|\Lambda^{\alpha/2} \rho\|_{L^2}^2 \leq R^{\alpha+2} \|\rho\|_{L^2}^2 - R^\alpha \|\rho\|_{L^2}^2.
\] (55)
By choosing $R$ large enough, and combining this last inequality together with equation (53), we obtain
\[
\frac{d}{dt} \| \rho_x \|_{L^2}^2 \leq C_1 - C_2 \| \rho_x \|_{L^2}^2,
\]
for suitable positive constants $C_1$ and $C_2$, which implies
\[
\| \rho_x \|_{L^2}^2 \leq C.
\]
We recall again the Sobolev embedding
\[
\| \rho \|_{L^\infty} \leq C \left( \| \rho \|_{L^2}^2 + \| \rho_x \|_{L^2}^2 \right)
\]
to conclude
\[
\| \rho \|_{L^\infty} \leq C.
\]
□

**Corollary.** This result prohibits the chemotactic collapse for the system equations (7a) and (7b).

5. Conclusions

In this work we have introduced and analysed the fractional Keller–Segel model. This model is thought to be an extension of the standard Keller–Segel model to such situations in which the movements of the cells cannot be described by random walks, and a Lévy flight description fits much better the cellular trajectories. Our analysis has revealed that solutions to the fractional Keller–Segel model exist globally in time in one dimension, as it happens with the standard Keller–Segel model, implying that chemotactic collapse to a sheet cannot occur in a three-dimensional setting, and chemotactic collapse to a line is impossible in two dimensions. This fact shows the robustness of the Keller–Segel law, which extends beyond its initial range of validity and applies to a much broader class of situations.

We have performed our analysis taking the domain of the fractional Keller–Segel model to be the whole line $\mathbb{R}$, which is a good first approximation (in the standard Keller–Segel model the proof of existence does not vary much from the unbounded domain to the bounded one [3]). However, it would be interesting to analyse our model in a bounded domain, specially with Neumann boundary conditions, due to its biological relevance in experiments [3, 19, 26]. As shown in the diffusive case, homogeneous solutions become unstable for a certain range of the parameter values, and a rich bifurcation structure, which may be supercritical or subcritical, arises [3].

Finally, we would like to remark that all the equations that have been written in this work are a continuous description of a discrete process. The number of cells involved must be an integer, a fact that becomes crucially important when this number is not high enough. This type of discrete processes admits a continuous description by means of stochastic partial differential equations [30], which favours its analytical assessment. It would be interesting to study the effect of such stochastic corrections on the problem of chemotactic collapse, to see whether or not they are able to modify the critical dimension of the problem. These and other considerations will be the object of future research.

**Acknowledgments**

This work has been partially supported by the Ministerio de Educación y Ciencia (Spain) through Projects No EX2005-0976 and FIS2005-01729.
References

[1] Murray J D 2002 Mathematical Biology 3rd edn (vol I and II) (New York: Springer)
[2] Keller E F and Segel L A 1970 Initiation of slime mold aggregation viewed as an instability J. Theor. Biol. 26 399–415
[3] Childress S and Percus J K 1981 Nonlinear aspects of chemotaxis Math. Biosci. 56 217–37
[4] Jäger W and Luckhaus S 1992 On explosions of solutions to a system of partial differential equations modelling chemotaxis Trans. Am. Math. Soc. 329 819–24
[5] Nagai T 1995 Blow-up of radially symmetric solutions to a chemotaxis system Adv. Math. Sci. Appl. 5 581–601
[6] Herrero M A and Velázquez J J L 1996 Singularity patterns in a chemotaxis model Math. Ann. 306 583–623
[7] Herrero M A and Velázquez J J L 1997 A blow-up mechanism for a chemotaxis model Ann. Scuola Norm. Pisa IV 35 633–83
[8] Herrero M A, Medina E and Velázquez J J L 1997 Finite-time aggregation into a single point in a reaction-diffusion system Nonlinearity 10 1739–54
[9] Herrero M A, Medina E and Velázquez J J L 1998 Self-similar blow-up for a reaction-diffusion system J. Comput. Appl. Math. 97 99–119
[10] Osaki K and Yagi A 2001 Finite dimensional attractor for one-dimensional Keller–Segel equations Funkcial. Ekvac. 44 441–69
[11] Hillen T and Potapov A 2004 The one-dimensional chemotaxis model: global existence and asymptotic profile Math. Methods. Appl. Sci. 27 1783–1801
[12] Horstmann D and Winkler M 2005 Boundedness vs. blow-up in a chemotaxis system J. Diff. Eq. 215 52–107
[13] Brenner M P, Levitov L and Budrene E O 1995 Physical mechanisms for chemotactic pattern formation by bacteria Biophys. J. 74 1677–93
[14] Betterton M D and Brenner M P 2001 Collapsing bacterial cylinders Phys. Rev. E 64 061904
[15] Zaag H 2002 One dimensional behavior of singular N dimensional solutions of semilinear heat equations Comm. Math. Phys. 225 523–49
[16] Budrene E O and Berg H C 1991 Complex patterns formed by motile cells of Escherichia coli Nature (Lond.) 349 630–3
[17] Budrene E O and Berg H C 1995 Dynamics of formation of symmetrical patterns by chemotactic bacteria Nature (Lond.) 376 49–53
[18] Garfinkel A, Tintut Y, Petraske D, Boström K and Demer L L 2004 Pattern formation by vascular mesenchymal cells Proc. Natl. Acad. Sci. 101 9247–50
[19] Escudero C 2005 Chemotactic collapse and mesenchymal morphogenesis Phys. Rev. E 72 022903
[20] Escudero C 2005 Chemotactic collapse and mesenchymal morphogenesis Phys. Rev. E 72 022903
[21] Klafter J, White B S and Levandowsky M 1990 Microzooplankton feeding behavior and the Lévy walks Biological Motion (Lecture Notes in Biomathematics) vol 89, ed W Alt and G Hoffmann (Berlin: Springer)
[22] Levandowsky M, White B S and Schuster F L 1997 Random movements of soil amebas Acta Protozool. 36 237–48
[23] Bartumeus F, Peters F, Pueyo S, Marrasé C and Catalan J 2003 Helical Lévy walks: Adjusting searching statistics to resource availability in microzooplankton Proc. Natl. Acad. Sci. 100 12771–5
[24] Metzler R and Klafter J 2000 The random walk’s guide to anomalous diffusion: a fractional dynamics approach Phys. Rep. 339 1–77
[25] Brenner M P, Constantin P, Kadanoff L P, Shenkel A and Venkataramani S C 1999 Diffusion, attraction and collapse Nonlinearity 12 1071–98
[26] Velázquez J J L 2002 Stability of some mechanisms of chemotactic aggregation, SIAM J. Appl. Math. 62 1581–633
[27] Othmer H G and Stevens A 1997 Aggregation, Blowup, and Collapse: the ABC’s of taxis in reinforced random walks SIAM J. Appl. Math. 57 1044–81
[28] Zumofen G and Klafter J 1995 Absorbing boundary in one-dimensional anomalous transport Phys. Rev. E 51 2805–14
[29] Drysdale P M and Robinson P A 1998 Lévy random walks in finite systems Phys. Rev. E 58 5382–94
[30] Escudero C, Buceta J, de la Rubia F J and Lindenberg K 2004 Extinction in population dynamics Phys. Rev. E 69 021908