Nonlocal homogenization theory in metamaterials: effective electromagnetic spatial dispersion and artificial chirality
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We develop, from first principles, a general and compact formalism for predicting the electromagnetic response of a metamaterial with non-magnetic inclusions in the long wavelength limit, including spatial dispersion up to the second order. Specifically, by resorting to a suitable multiscale technique, we show that medium effective permittivity tensor and the first and second order tensors describing spatial dispersion can be evaluated by averaging suitable spatially rapidly-varying fields each satisfying electrostatic-like equations within the metamaterial unit cell. For metamaterials with negligible second-order spatial dispersion, we exploit the equivalence of first-order spatial dispersion and reciprocal bianisotropic electromagnetic response to deduce a simple expression for the metamaterial chirality tensor. Such an expression allows us to systematically analyze the effect of the composite spatial symmetry properties on electromagnetic chirality. We find that even if a metamaterial is geometrically achiral, i.e. it is indistinguishable from its mirror image, it shows pseudo-chiral-omega electromagnetic chirality if the rotation needed to restore the dielectric profile after the reflection is either a 0\textdegree or 90\textdegree rotation around an axis orthogonal to the reflection plane. These two symmetric situations encompass two-dimensional and one-dimensional metamaterials with chiral response. As an example admitting full analytical description, we discuss one-dimensional metamaterials whose single chirality parameter is shown to be directly related to the metamaterial dielectric profile by quadratures.
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I. INTRODUCTION

Designing the electromagnetic response of an artificial medium is one of the main target of modern photonics and metamaterial science is probably the most important research field based on such skill. Basically the design is made possible by the physical fact that the electromagnetic field, when traveling within a nonhomogeneous medium with sub-wavelength features, is not able to follow its spatial rapidly-varying details so that the field only experiences the effect of an averaged or effective medium. A number of different homogenization approaches have been developed for predicting the effective medium electromagnetic response and they exploit different and suitable approximation schemes. The simplest homogenization technique deals with the retrieval of the effective parameters from the scattering properties of the medium \cite{1–8} and it is based on postulating the equivalence between a complex metamaterial array and a uniform slab of same thickness with unknown constitutive parameters. Another homogenization technique is the field averaging method which is based on the averaging of the electromagnetic field in a metamaterial unit cell \cite{9–13} and, in analogy with the retrieval technique, it is a numerical method for the determination of effective parameters. In addition to numerical methods, mean-field homogenization theories are available where the effective parameters are evaluated from the distribution of the underlying metamaterial inclusions. Examples of such techniques are those exploiting Lorentz \cite{14}, Clausius-Mossotti \cite{15}, Maxwell-Garnett \cite{16} approximations, or based on multipolar expansion \cite{17} and source-driven approach \cite{18}. Spatial periodicity and rapidly-varying spatial scales are the two basic ingredients of each metamaterial homogenization approach. Two different homogenization techniques are obtained by assuming one of these two ingredients and subsequently incorporating the other. Therefore, starting from the photonic-crystal description of the structure where the spatial periodicity is fully taken into account, the effective medium response can be extracted in the long wavelength regime \cite{19–25}. Conversely, the spatial rapidly-varying metamaterial features allows an asymptotic multi-scale analysis of the sample electromagnetic response which combined with the array periodicity yields the effective medium response \cite{26–32}.

Even though the metamaterial inclusions patterning has a spatial scale much smaller than the radiation wavelength, such two scales are generally not so different to allow a description of the effective medium response only comprising effective dielectric permittivity and magnetic permeability tensors. For this reason, the effective medium generally shows an additional nonlocal response \cite{33–39} yielding spatial dispersion. It is well-known that the nonlocal first order contribution (i.e. containing first order spatial derivatives of the electric field) is equivalent to a reciprocal bianisotropic response \cite{40} whereas the second order contribution can be partially interpreted as a correction to the effective magnetic permeability tensor \cite{40, 41}, a phenomenon which is known as artificial or optical magnetism \cite{9, 42–45}. If the effective nonlocality is weak, the effective medium response is adequately described by reciprocal bianisotropic constitutive relations where the chirality tensor accounts for
the strength of magnetic and electric polarizations coupling. An efficient way for observing the effect of electromagnetic chirality is considering metamaterials whose underlying constituents’ patterning exhibits chiral asymmetry, i.e., its mirror image cannot be superposed onto it, and theoretical and experimental investigations have been performed both in three-dimensional [46, 49] and in two-dimensional configurations [50–54]. Chiral metamaterials have attracted a good deal of attention since they can yield giant optical activity, asymmetric transmission [55, 56], repulsive Casimir force [57], backward waves [58, 59], and negative refractive index [60–63].

In this paper we theoretically investigate the electromagnetic response in the long wavelength regime of a periodic composite medium, whose inclusions are nonmagnetic, and we carry out the analysis by including spatial dispersion up to the second order. Specifically, by using the ratio $\eta$ between the composite periodicity and the wavelength as an asymptotic expansion parameter, we exploit a general multiscale technique for separating the fast matter scale from the slow radiation one and to extract the average effect of the composite on the electromagnetic field. We fully develop the analysis up to the second order in $\eta$ and we find that the obtained effective medium response has a $\eta^0$ order reproducing the know results of standard homogenization approaches and $\eta^1$ and $\eta^2$ orders accounting for first and second order effective medium nonlocality, respectively. The effective dielectric permittivity tensor (of rank two) arising from the zeroth order is obtained by averaging over the metamaterial unit cell specific fast-varying fields satisfying electrostatic-like equations. The main result of the present paper is that this very simple procedure still works for evaluating the two tensors (of ranks three and four, respectively) describing effective medium nonlocality up to the second order and the corresponding electrostatic-like equations for the suitable fast-varying fields to be averaged are here derived and discussed. As a consequence we obtain a simple scheme for evaluating the effective medium response up to the second order which is based on solving a small number of Poisson equations on the metamaterial unit cell. In particular we obtain a very compact expression for the three-rank tensor describing first order spatial nonlocality which remarkably reveals that it can be evaluated by using the same fast-varying fields appearing in the zeroth order description, thus avoiding the requirement of solving additional electrostatic-like equations. Therefore the ensuing procedure for deducing the medium response up to the first order is remarkably simple and compact. For metamaterials with negligible second-order spatial dispersion, we combine the obtained description with the equivalence of first-order spatial dispersion and reciprocal bianisotropic electromagnetic response to obtain a compact and simple expression for the effective medium chirality tensor. Using such expression we investigate the impact of the composite patterning symmetry on electromagnetic chirality. Specifically we obtain that if the composite does not show chiral asymmetry, i.e., its mirror image can be superposed on it, the effective chiral tensor vanishes with two remarkable exceptions corresponding to the specific cases where the rotation needed to superpose the mirror image onto the structure is either a 0° or 90° rotation around an axis orthogonal to the reflection plane. In these two situations the composite is geometrically achiral and it nonetheless shows electromagnetic chirality whose chiral tensor turns out to be that of pseudo-chiral-omega medium. Such general result encompasses in particular the relevant cases of two-dimensional and recently considered one-dimensional metamaterials showing chiral response. As an example admitting full analytical description, we discuss one-dimensional metamaterials whose single chirality parameter is shown to be directly related to the metamaterial dielectric profile by quadratures.

The paper is organized as follows. In Sec. II we discuss our approach to the effective medium description of a periodic composite in the long wavelength regime including spatial nonlocality. This is done examining the general multiscale technique in Sec. II.A and applying it to the zeroth, first and second orders in Sections II.B, II.C and II.D, respectively. In Sec. III we sum up the results obtained in Sec. II and we stress the simplicity and compactness of the proposed approach. In Sec. IV we consider media whose second order contribution to spatial nonlocal response can be neglected and we focus on electromagnetic chirality. Specifically in Sec. IV.A we adopt the bianisotropic description of the medium to deduce a simple expression for the chirality tensor, in Sec. IV.B we examine the relation between geometric and electromagnetic chirality of metamaterials and in Sec. IV.C we specialize such general analysis to the cases of two-dimensional and one-dimensional chiral metamaterials. In Sec. V we focus on one-dimensional chiral metamaterials and we obtain a closed-form expression for the single parameter ruling electromagnetic chirality of such media. In Sec. VI we draw our conclusions.

II. HOMOGENIZATION THEORY

A. Electromagnetic field multiscale analysis

Let us consider propagation of a monochromatic electromagnetic field through an unbounded metamaterial whose underlying non-magnetic inclusions (both metal and dielectric) are arranged on a lattice whose period is much smaller than the radiation wavelength $\lambda$. The electric $E$ and magnetic $H$ field amplitudes satisfy Maxwell equations

$$\nabla \times E = i\omega \mu_0 H,$$

$$\nabla \times H = -i\omega \varepsilon_0 \varepsilon_r \mathcal{E},$$

(1)

where time dependence $e^{-i\omega t}$ has been assumed and the medium relative dielectric constant $\varepsilon_r(\mathbf{r})$ is a periodic complex function having the same periodicity of the
metamaterial. Due to the rapidly varying dielectric spatial modulation it is convenient to introduce the parameter \( \eta = d/\lambda \) where \( d \) is the largest of the lattice basis vector lengths. Following the standard multiscale technique, it is possible to exploit the condition \( \eta \ll 1 \) to develop an asymptotic analysis of electromagnetic propagation. Accordingly, we introduce the fast spatial coordinates \( \mathbf{R} = r/\eta \), regarded as independent from the slow coordinates \( r \). Any field \( f(r, \mathbf{R}) \) can be decomposed as \( f(r, \mathbf{R}) = \bar{f}(r) + \tilde{f}(r, \mathbf{R}) \) where the overline denote the spatial average over the metamaterial unit cell, i.e.

\[
\bar{f}(r) = \frac{1}{V} \int_C d^3 \mathbf{r} f(r, \mathbf{R})
\]

where \( C \) is the unit cell and \( V \) is its volume scaled by \( \eta^3 \), and the tilde denote the rapidly varying zero mean residual, i.e. \( \tilde{f} = f - \bar{f} \). In our scheme the relative dielectric permittivity depends on the fast coordinates \( \eta \), and it can be decomposed as \( \varepsilon(\mathbf{R}) = \varepsilon_0 + \hat{\varepsilon}(\mathbf{R}) \). Following the general multiscale technique [64], we set for the electromagnetic field amplitudes \( \mathbf{A} = \mathbf{E}, \mathbf{H} \)

\[
\mathbf{A} = \sum_{n=0}^{\infty} \left[ \mathbf{A}_n(r) + \tilde{\mathbf{A}}_n(r, \mathbf{R}) \right] \eta^n,
\]

or, in other words, the field amplitudes are expanded in powers of \( \eta \) and, for each order, the average on the unit cell (terms with an overbar and depending on the slow coordinates only) is separated from the zero mean residual (terms with an overtilde and depending on both slow and fast coordinates). After substituting Eqs. (4) into Eqs. (1) and noting that \( \nabla \to \nabla + \frac{i}{\eta} \hat{\nabla} \mathbf{R} \) it is possible to extract equations for each order and, for each of them, to separately balance the averaged contributions and zero mean residuals. As a result, for the averaged equations we obtain

\[
\begin{align*}
\nabla \times \bar{\mathbf{E}}_n &= i\omega \mu_0 \bar{\mathbf{H}}_n, \\
\nabla \times \bar{\mathbf{H}}_n &= -i\omega \varepsilon_0 \left( \varepsilon \bar{\mathbf{E}}_n + \bar{\mathbf{E}}_n \right)
\end{align*}
\]

whereas for the zero mean residual equations we have

\[
\begin{align*}
\nabla \times \tilde{\mathbf{E}}_0 &= 0, \\
\nabla \times \bar{\mathbf{H}}_0 &= 0, \\
\nabla \times \tilde{\mathbf{E}}_{n+1} &= -\nabla \times \bar{\mathbf{E}}_n + i\omega \mu_0 \bar{\mathbf{H}}_n, \\
\nabla \times \bar{\mathbf{H}}_{n+1} &= -\nabla \times \bar{\mathbf{H}}_n + \varepsilon_0 \left[ (\varepsilon - \varepsilon_0) \bar{\mathbf{E}}_n + \varepsilon \bar{\mathbf{E}}_n - \bar{\mathbf{E}}_n \right]
\end{align*}
\]

where \( n = 0, 1, 2, \ldots \). Equations (5) do not contain the fast coordinates \( \mathbf{R} \) and are coupled to the rapidly varying field orders only through the averaged term \( \bar{\mathbf{E}}_n \). Multiplying each of Eqs. (5) for \( \eta^n \) and summing over \( n \) we obtain

\[
\begin{align*}
\nabla \times \mathbf{E} &= i\omega \mu_0 \bar{\mathbf{H}}, \\
\nabla \times \mathbf{H} &= -i\omega \bar{\mathbf{D}}
\end{align*}
\]

where \( \mathbf{E} = \sum_{n=0}^{\infty} \bar{\mathbf{E}}_n \eta^n \) and \( \mathbf{H} = \sum_{n=0}^{\infty} \bar{\mathbf{H}}_n \eta^n \) is the overall averaged electromagnetic field and

\[
\bar{\mathbf{D}} = \varepsilon_0 \bar{\mathbf{E}} + \sum_{n=0}^{\infty} \Delta \bar{\mathbf{D}}_n
\]

where

\[
\Delta \bar{\mathbf{D}}_n = \varepsilon_0 \bar{\mathbf{E}}_n \eta^n.
\]

Therefore the slowly varying electric and magnetic field amplitudes satisfy the macroscopic Maxwell equations (7) with the slowly varying displacement vector \( \bar{\mathbf{D}} \) of Eq. (9) which has two contributions, the former due to the spatial average of the dielectric profile and latter due to the dielectric modulation. The latter contribution is obtained by summing the spatial average of the rapidly varying fields \( \bar{\mathbf{E}}_n \) multiplied by the dielectric permittivity arising from each order. Therefore, in order to obtain an effective medium description of the metamaterial response, such rapidly varying fields have to be related to the slowly varying ones through Eqs. (6).

From the structure of Eqs. (6) we note that the fields \( \tilde{\mathbf{E}}_{n+1} \) and \( \tilde{\mathbf{H}}_{n+1} \) have to be evaluated recursively from the knowledge of \( \bar{\mathbf{E}}_n \) and \( \bar{\mathbf{H}}_n \). In order to accomplish this task it is convenient to deduce equations involving the fields divergence. After applying the operator \( \nabla \mathbf{R} \cdot \) to both the third and fourth of Eqs. (6) we obtain

\[
\begin{align*}
\nabla \cdot \left( \nabla \times \bar{\mathbf{E}}_n \right) &= -i\omega \mu_0 \nabla \times \bar{\mathbf{H}}_n, \\
\nabla \cdot \left( \nabla \times \bar{\mathbf{H}}_n \right) &= i\omega \varepsilon_0 \nabla \times \left[ (\varepsilon - \varepsilon_0) \bar{\mathbf{E}}_n + \varepsilon \bar{\mathbf{E}}_n - \bar{\mathbf{E}}_n \right]
\end{align*}
\]

where we have used the identity \( \nabla \cdot (\nabla \times \mathbf{A}) = -\nabla \cdot (\nabla \times \mathbf{A}) \). Setting \( n = 0 \) and using the first and the second of Eqs. (6), Eqs. (10) become

\[
\begin{align*}
\nabla \times \bar{\mathbf{H}}_0 &= 0, \\
\nabla \times \left( \varepsilon \bar{\mathbf{E}}_0 \right) &= -\nabla \times \left( \varepsilon \bar{\mathbf{E}}_0 \right).
\end{align*}
\]

Relabelling \( n \to n+1 \) in Eqs. (10) and substituting the expressions for \( \nabla \times \tilde{\mathbf{E}}_{n+1} \) and \( \nabla \times \tilde{\mathbf{H}}_{n+1} \) from the third and fourth of Eqs. (6) we obtain

\[
\begin{align*}
\nabla \times \tilde{\mathbf{E}}_{n+1} &= -\nabla \times \bar{\mathbf{E}}_n + i\omega \mu_0 \bar{\mathbf{H}}_n, \\
\nabla \times \tilde{\mathbf{H}}_{n+1} &= -\nabla \times \bar{\mathbf{H}}_n + \varepsilon_0 \left[ (\varepsilon - \varepsilon_0) \bar{\mathbf{E}}_n + \varepsilon \bar{\mathbf{E}}_n - \bar{\mathbf{E}}_n \right] - (\nabla \times \bar{\mathbf{E}}_0) \cdot \bar{\mathbf{E}}_{n+1}
\end{align*}
\]

for \( n = 0, 1, \ldots \). Equations (6) together with Eqs. (11) and (12) can be used to evaluate the rapidly varying...
fields of order \(n + 1\) once those of order \(n\) are known and these fields are linearly dependent on the slowly-varying fields. Therefore, the discussed homogenization technique allows to obtain an effective medium description of the metamaterial response up to the desired order in \(\eta\). In this paper we will provide an effective medium description up to the second order.

### B. Zeroth order

From the second of Eqs. (6) and the first of Eqs. (11) we note that the field \(\vec{H}_0\) has no sources and therefore it vanishes. On the other hand the first of Eqs. (6) and the second of Eqs. (11) state that the field \(\vec{E}_0\) is conservative and it is produced by the spatial modulation of \(\varepsilon\) and the slowly varying field \(\vec{E}_0\). Therefore we have

\[
\vec{H}_0 = \vec{0}, \quad \vec{E}_0 = \varepsilon_i \left( \partial_i f_j \right) \vec{E}_{0j}
\]

where the sum is hereafter understood over repeated indices, \(\varepsilon_i\) is the unit vector along the \(i\)-th direction, \(\partial_i\) is the partial derivative along \(X_i = \varepsilon_i \cdot \text{R}\), \(\vec{E}_{0j} = \varepsilon_j \cdot \vec{E}_0\) and the functions \(f_j\) satisfy the equations

\[
\nabla \text{R} \cdot (\varepsilon \nabla f_j) = -\partial_j \varepsilon.
\]

where \(j = 1, 2, 3\). Note that the source term of Eq. (11) has the same metamaterial periodicity and its spatial average vanishes, i.e. \(\nabla X \varepsilon = 0\), so that the fields \(f_j\) are periodic functions with the same metamaterial periodicity and they are defined up to an arbitrary constant (see Appendix A). Inserting the second of Eqs. (10) into Eq. (9) with \(n = 0\) we obtain

\[
\Delta \varepsilon_{ij} = \varepsilon_0 \varepsilon \Delta \varepsilon_{ij}^{(\text{eff})} \vec{E}_{0j}.
\]

where \(\Delta \varepsilon_{ij}^{(\text{eff})} = \varepsilon \partial_i f_j\) so that the zeroth order contribution to the displacement vector of the effective medium amounts to a tensor correction to the average dielectric permittivity. This result agrees with Ref. [28] where the authors consider the homogenization of a two-dimensional structure up to the zeroth order in \(\eta\). Note that, as shown in appendix B, the rank-two tensor \(\Delta \varepsilon_{ij}^{(\text{eff})}\) satisfies the relation \(\Delta \varepsilon_{ij}^{(\text{eff})} = \Delta \varepsilon_{ij}^{(\text{sym})}\) and this is the correct symmetry property of the correction to the dielectric permittivity tensor, in agreement with the Onsager symmetry principle [63]. After symmetrizing the pair of indices \(ij\), i.e. by setting \(\Delta \varepsilon_{ij}^{(\text{eff})} = \frac{1}{2} \left( \Delta \varepsilon_{ij}^{(\text{sym})} + \Delta \varepsilon_{ij}^{(\text{sym})} \right)\), we get

\[
\Delta \varepsilon_{ij}^{(\text{sym})} = -\delta_{ij} \varepsilon + \frac{1}{2} (Q_{ij} + Q_{ji}).
\]

where we have set

\[
Q_{ij} = \varepsilon (\partial_i + \partial_j) f_j.
\]

for later convenience. It is worth noting that the expression for \(Q_{ij}\) only involves spatial derivatives of the fields \(f_j\) so that, at the zeroth order, the undefined additive constant in \(f_j\) (see Appendix A) do not affect the effective correction to the permittivity tensor of Eq. (10). In addition, as a consequence of Eq. (14) we have the divergenceless condition

\[
\partial_i Q_{ij} = \partial_j \varepsilon + \nabla \text{R} \cdot (\varepsilon \nabla f_j) = 0.
\]

### C. First order

In order to obtain the equations for the fast varying fields of the first order we use the third and fourth of Eqs. (6) and Eqs. (12) with \(n = 0\) thus getting

\[
\nabla \text{R} \cdot H_1 = 0, \quad \nabla \text{R} \times H_1 = -i\omega \varepsilon_0 \left[ \varepsilon_i \left( Q_{ij} - Q_{ij} \right) \vec{E}_{0j} \right], \quad \nabla \text{R} \cdot \left( \varepsilon \vec{E}_1 \right) = - \left( Q_{ij} - Q_{ij} \right) \frac{\partial \vec{E}_{0j}}{\partial X_i} - (\partial_i \varepsilon) \vec{E}_{1i}, \quad \nabla \text{R} \times \left( \vec{E}_1 - \varepsilon_i f_j \frac{\partial \vec{E}_{0j}}{\partial X_i} \right) = 0
\]

where we have used Eqs. (13) and (17) and we have exploited the evident relation \(\nabla \cdot \vec{E}_0 = -\nabla \times \left( \varepsilon_i f_j \frac{\partial \vec{E}_{0j}}{\partial X_i} \right)\).

Note that we use the symbol \(\partial/\partial X_i\) to label the partial derivative operators with respect to the slowly varying coordinates \(X_i\) in order to avoid confusion with \(\partial_i = \partial/\partial X_i\) which we use for partial derivative operators with respect the fast varying coordinates.

The first and the second of Eqs. (19) provide the field \(\vec{H}_1\) since

\[
\nabla \text{R} \cdot (\varepsilon_i Q_{ij} \vec{E}_{0j}) = (\partial_i Q_{ij}) \vec{E}_{0j} = 0,
\]

where Eq. (13) has been used, is the compatibility condition of the system. Therefore we set

\[
\vec{H}_1 = \frac{1}{i\omega \varepsilon_0} \left[ \nabla \text{R} \times (\varepsilon_i A_{ij}) \right] \vec{E}_{0j}
\]

where the functions \(A_{ij}\) satisfy the magnetostatic equations

\[
\partial_i A_{ij} = 0, \quad \nabla^2 A_{ij} = -k^2_0 \left( Q_{ij} - Q_{ij} \right)
\]

where \(k_0 = \omega/c\), which have to be solved with the prescriptions that \(A_{ij}\) has the metamaterial periodicity and it is defined up to an arbitrary constant (see Appendix A).

Note that if \(A_{ij}\) satisfies the second of Eqs. (22) then

\[
\nabla^2 \left( \partial_i A_{ij} \right) = -k^2_0 \partial_i Q_{ij} = 0
\]

where Eq. (18) has been used and this implies that \(\partial_i A_{ij} = \text{const.}\) since the constant is the only harmonic
function which has the metamaterial periodicity. In addition \( \partial_i A_{ij} \) has vanishing average since it is the derivative of a periodic function and therefore \( \partial_i A_{ij} = 0 \). Therefore the first of Eqs. (22) is automatically satisfied and has not to be additionally required.

The third and the fourth of Eqs. (21) provide the field \( \mathbf{E}_1 \) and it is easily seen that it can be expressed as

\[
\mathbf{E}_1 = \mathbf{e}_i \left[ (\partial_i f_j) \mathbf{E}_{ij} + (\partial_i f_j + \partial_i W_{rj}) \frac{\partial \mathbf{E}_{0j}}{\partial x_r} \right] \tag{24}
\]

where the functions \( W_{rj} \) satisfy the equation

\[
\nabla \mathbf{R} \cdot (\varepsilon \nabla \mathbf{R} W_{rj}) = -\partial_r (\varepsilon f_j) - (Q_{rj} - Q_{rj}). \tag{25}
\]

It is important noting that field \( \mathbf{E}_1 \) has, by its very definition, zero average and, from Eq. (24) this forces the undefined additive constant of \( f_j \) to be set equal to zero, i.e. in such a way that

\[
\bar{f}_j = 0. \tag{26}
\]

Note that the source term of Eq. (25), in its right hand side, has vanishing spatial average so that the equation is structurally equivalent to Eq. (14) and therefore \( W_{rj} \) has the metamaterial periodicity and it is defined up to an additive constant (see Appendix A). Inserting Eq. (24) into Eq. (9) with \( n = 1 \) we obtain

\[
\nabla \mathbf{D}_1 = \varepsilon_0 \mathbf{e}_i \left[ \eta \Delta \varepsilon^{(\text{eff})} \mathbf{E}_{ij} + \alpha^{(\text{eff})} \frac{\partial \mathbf{E}_{0j}}{\partial x_r} \right] \tag{27}
\]

where \( \alpha^{(\text{eff})} = \eta \varepsilon (\partial_i f_j + \partial_i W_{rj}) \) so that the first order contribution to the displacement vector of the effective medium provides a tensor correction to the average dielectric permittivity which has the same structure as its zeroth order counterpart (see Eq. (14)) and a contribution which is linear in the derivatives of the slowly varying zeroth order electric field. This former contribution is responsible for the first order nonlocal part of the effective medium dielectric response.

The rank-three tensor \( \alpha^{(\text{eff})} \) can be conveniently rewritten as (see Appendix B)

\[
\alpha^{(\text{eff})} = \eta (Q_{ri} f_j - Q_{rj} f_i) \tag{28}
\]

which reveals that the nonlocal contribution of the effective medium response up to the first order can be predicted directly from the knowledge of the functions \( f_i \) thus avoiding to solve Eqs. (25). Note that Eq. (25) also shows that

\[
\alpha^{(\text{eff})} = -\alpha^{(\text{eff})}. \tag{29}
\]

which is the correct antisymmetric property, in agreement with the Onsager symmetry principle, for the third order tensor associated with first order spatial nonlocality of the effective medium response [63].

D. Second order

The equations for the fast varying electric field of the second order are obtained from the third of Eqs. (19) and the second of Eqs. (12) with \( n = 1 \) so that

\[
\nabla \mathbf{R} \cdot (\varepsilon \nabla \mathbf{R} \mathbf{E}_{2j}) = -\left( Q_{ij} - Q_{ij} \right) \frac{\partial \mathbf{E}_{ij}}{\partial x_i} - (P_{rj} - P_{rj}) \frac{\partial^2 \mathbf{E}_{0j}}{\partial x_i \partial x_r} - (\partial_i \varepsilon) \mathbf{E}_{2i}, \tag{24}
\]

\[
\nabla \mathbf{R} \times \mathbf{E}_2 = \nabla \mathbf{R} \times \left[ \mathbf{e}_i \left( f_j \frac{\partial \mathbf{E}_{ij}}{\partial x_i} + W_{rj} \frac{\partial \mathbf{E}_{0j}}{\partial x_r} + A_{ij} \mathbf{E}_{0j} \right) \right] \tag{30}
\]

where we have used Eqs. (21) and (24), we have set

\[
P_{rj} = \varepsilon (\partial_i f_j + \partial_i W_{rj}) \tag{31}
\]

and we have used the evident relation \( \nabla \times \mathbf{E}_1 = -\nabla \mathbf{R} \times \left[ \mathbf{e}_i \left( f_j \frac{\partial \mathbf{E}_{ij}}{\partial x_i} + W_{rj} \frac{\partial \mathbf{E}_{0j}}{\partial x_r} \right) \right] \). Note that, since we are investigating the effective medium response up to the second order \( \eta^2 \), we are not considering the equations for the second order magnetic field \( \mathbf{H}_2 \) since it provides contributions to the effective medium response only of order \( \eta^3 \).

It is easily seen that the field \( \mathbf{E}_2 \) satisfying Eqs. (30) is

\[
\mathbf{E}_2 = \mathbf{e}_i \left[ (\partial_i f_j) \mathbf{E}_{2j} + (\partial_i f_j + \partial_i W_{rj}) \frac{\partial \mathbf{E}_{ij}}{\partial x_r} \right. \tag{25}
\]

\[
+ (A_{ij} + \partial_i v_j) \mathbf{E}_{0j} + (\partial_i W_{rj} + \partial_i R_{srj}) \frac{\partial^2 \mathbf{E}_{0j}}{\partial x_r \partial x_r} \left. \right] \tag{32}
\]

where the functions \( R_{srj} \) and \( v_j \) satisfy the equations

\[
\nabla \mathbf{R} \cdot (\varepsilon \nabla \mathbf{R} R_{srj}) = -\partial_s (\varepsilon W_{rj}) - (P_{rj} - P_{rj}), \tag{33}
\]

\[
\nabla \mathbf{R} \cdot (\varepsilon \nabla \mathbf{R} v_j) = -\partial_i (\varepsilon A_{ij}). \tag{34}
\]

It is important noting that field \( \mathbf{E}_2 \) has, by its very definition, zero average and, from Eq. (32) this forces the undefined additive constants of \( A_{ij} \) and \( W_{rj} \) to be set equal to zero, i.e. in such a way that

\[
\overline{A_{ij}} = 0, \tag{35}
\]

\[
\overline{W_{rj}} = 0. \tag{36}
\]

Note that the source terms of Eqs. (33) have vanishing spatial average so that such equations are structurally equivalent to Eq. (14) and therefore \( R_{srj} \) and \( v_j \) have the metamaterial periodicity and they are defined up to an arbitrary constant (see Appendix A). Inserting Eq. (32) into Eq. (9) with \( n = 2 \) we obtain

\[
\nabla \mathbf{D}_2 = \varepsilon_0 \mathbf{e}_i \left[ \eta^2 \Delta \varepsilon^{(\text{eff})} \mathbf{E}_{2j} + \eta \alpha^{(\text{eff})} \frac{\partial \mathbf{E}_{ij}}{\partial x_r} \right. \tag{27}
\]

\[
+ \eta^2 \gamma^{(\text{eff})} \mathbf{E}_{0j} + \beta^{(\text{eff})} \frac{\partial^2 \mathbf{E}_{0j}}{\partial x_s \partial x_r} \left. \right] \tag{35}
\]
where \( \gamma_{ij}^{(eff)} = \varepsilon (A_{ij} + \partial_i \nu_j) \) and \( \beta_{ijrs}^{(eff)} = \eta^2 \left( \partial_s W_{rj} + \partial_r W_{sj} + \partial_i R_{srj} + \partial_r R_{srij} \right) \). Note that in the fourth term in Eq. (35), \( \beta_{ijrs}^{(eff)} \) has been symmetrized with respect the indices sr since it is contracted with the symmetric mixed partial derivatives tensor. From Eq. (35) we note that second order contribution to the displacement vector of the effective medium contains a correction to the effective dielectric permittivity tensor and a correction to the first order nonlocal response which have the same structures as their zeroth and first order counterpart (see Eqs. (15) and (27)). In addition it provides a novel contribution to the effective dielectric permittivity which is physically due to the effect of the rapidly varying first order magnetic field and a contribution which is linear in the mixed second order derivatives of the slowly varying zeroth order electric field, the latter being responsible for the second order nonlocal part of the effective medium dielectric response.

The rank-two tensor \( \gamma_{ij}^{(eff)} \) and the rank-four tensor \( \beta_{ijrs}^{(eff)} \) can be rewritten as (see Appendix B)

\[
\begin{align*}
\gamma_{ij}^{(eff)} &= \frac{1}{k_0^2} \left( \partial_i A_{rj} - \partial_r A_{ij} \right), \\
\beta_{ijrs}^{(eff)} &= \frac{\eta^2}{4} \left( Q_{rij} W_{sj} + Q_{sij} W_{rj} + Q_{rj} W_{si} + Q_{sj} W_{ri} \right) \\
&\quad - \frac{\eta^2}{4} \left[ f_i (P_{rsj} + P_{srj}) + f_j (P_{rsr} + P_{sri}) \right].
\end{align*}
\]

(36)

so that the second order contribution to the effective medium response can be predicted without solving Eqs. (35). It is worth noting that the relations \( \gamma_{ij}^{(eff)} = \gamma_{ji}^{(eff)} \) and \( \beta_{ijrs}^{(eff)} = \beta_{ijsr}^{(eff)} \) hold and they are the correct symmetric properties, in agreement with the Onsager symmetry principle, for contributions to the effective dielectric tensor and for the rank-four tensor associated with second order spatial nonlocality \[63\], respectively.

### III. EFFECTIVE MEDIUM RESPONSE UP TO THE SECOND ORDER

The slowly varying electric and displacement fields up the second order are \( \mathbf{E} = \mathbf{E}_0 + \mathbf{E}_1 \eta + \mathbf{E}_2 \eta^2 \) and \( \mathbf{D} = \mathbf{D}_0 + \mathbf{D}_1 \eta + \mathbf{D}_2 \eta^2 \) so that, inserting Eqs. (15), (27) and (35) into Eq. (6) (whose series is truncated up to the second order) and adding suitable higher order terms for restoring the field \( \mathbf{E}_i \) in the nonlocal contributions, we obtain

\[
\mathbf{D}_i = \varepsilon_0 \left( \varepsilon_{ij}^{(eff)} \mathbf{E}_j + \alpha_{ijr}^{(eff)} \frac{\partial \mathbf{E}_j}{\partial x_r} + \beta_{ijrs}^{(eff)} \frac{\partial^2 \mathbf{E}_j}{\partial x_r \partial x_s} \right)
\]

(37)

where, from Eqs. (10), (28) and (38), we have

\[
\begin{align*}
\varepsilon_{ij}^{(eff)} &= \frac{1}{2} \left( Q_{ij} + Q_{ji} \right) + \frac{\eta^2}{k_0^2} (\partial_s A_{ri}) (\partial_s A_{rj}), \\
\alpha_{ijr}^{(eff)} &= \eta (Q_{ri} f_j - Q_{rj} f_i), \\
\beta_{ijrs}^{(eff)} &= \frac{\eta^2}{4} \left( Q_{rij} W_{sj} + Q_{sij} W_{rj} + Q_{rj} W_{si} + Q_{sj} W_{ri} \right) \\
&\quad - \frac{\eta^2}{4} \left[ f_i (P_{rsj} + P_{srj}) + f_j (P_{rsr} + P_{sri}) \right].
\end{align*}
\]

(38)

where

\[
Q_{ij} = \varepsilon (\delta_{ij} + \partial_i f_j), \\
P_{ijr} = \varepsilon (\delta_{ir} f_j + \partial_r W_{rj}).
\]

(39)

In order to sum up the results obtained so far for clarity purposes, we here report Eq. (14), the second of Eq. (22) and Eq. (25) for the fields \( f_j, A_i \) and \( W_{rj} \) necessary for evaluating the effective medium tensors, namely

\[
\nabla_R \cdot \left( \varepsilon \nabla_R f_j \right) = -\partial_j \varepsilon, \\
\nabla_R^2 A_{ij} = -k_0^2 (Q_{ij} - Q_{ji}), \\
\nabla_R \cdot \left( \varepsilon \nabla_R W_{rj} \right) = -\partial_r (\varepsilon f_j) - (Q_{rj} - Q_{jr}),
\]

(40)

whose solutions have to be determined with periodic boundary conditions on the edges of the metamaterial unit cell and with vanishing spatial average.

Equations (37), (38) and (40) are the main result of this paper and they show that the effective dielectric tensor \( \varepsilon^{(eff)} \) and the tensors \( \alpha^{(eff)} \) and \( \beta^{(eff)} \) describing first and second order spatial dispersion can easily be evaluated after solving Eqs. (10) for a given periodic dielectric profile \( \varepsilon(R) \). In turn these equations share a common electrostatic structure and therefore they can be faced through a number of well known theoretical and numerical schemes. In addition we note that, to the best of our knowledge, the second and the third of Eqs. (38) contain the simplest expressions for the tensors \( \alpha^{(eff)} \) and \( \beta^{(eff)} \) since they are easily obtained by averaging suitable mesoscopic fields. We conclude that, the discussed homogenization scheme provides a particularly simple way for predicting and analyzing, in addition to the local dielectric response, the spatial dispersion properties of an arbitrary tridimensional periodic dielectric medium in the long wavelength regime up to the second order.

### IV. ELECTROMAGNETIC CHIRALITY

#### A. Reciprocal bianisotropic metamaterial response

Let us focus here on the situation where the contributions of order \( \eta^2 \) in Eq. (37) can be neglected. It is well known that in this case the effective medium first
order nonlocal response is equivalent to a reciprocal bia-
nisotropic response which is referred to as an electromag-
netic chirality [40]. In order to evaluate the chiral ten-
sor let us note that Maxwell equations for the effective
medium are left invariant by the transformation
\[
\begin{align*}
\overline{E}' &= \overline{E}, \\
\overline{B}' &= \overline{B}, \\
\overline{D}' &= \overline{D} + \nabla \times \overline{V}, \\
\overline{H}' &= \overline{H} - i\omega \overline{V},
\end{align*}
\]
(41)
where \( \overline{V} \) is an arbitrary vector field, since Eqs. (7), after
defining \( \overline{B} = \mu_0 \overline{H} \), can be rewritten as
\[
\begin{align*}
\nabla \times \overline{E}' &= i\omega \overline{B}', \\
\nabla \times \overline{H}' &= -i\omega \overline{D}'.
\end{align*}
\]
(42)
This shows at the same time that the fields \( \overline{D} \) and \( \overline{H} \) are
not uniquely defined (as opposed to the fields \( \overline{E} \) and \( \overline{B} \))
and that, for each possible vector field \( \overline{V} \), the constitutive
relations
\[
\begin{align*}
\overline{D}' &= \hat{e}_i\epsilon_0 \left( \varepsilon_{ij}(\varepsilon_{jj}) - \varepsilon_{jj}(\varepsilon_{ij}) \right) \overline{E} + \nabla \times \overline{V}, \\
\overline{B}' &= \mu_0 \left( \omega \overline{V} + \overline{H}' \right)
\end{align*}
\]
(43)
characterize the electromagnetic behavior of the effective
medium. Choosing \( \overline{V} = \hat{e}_i \left( \omega \epsilon_0 \kappa_{ij} \overline{E}_j \right) \) for the arbitrary
vector field \( \overline{V} \), where
\[
\kappa_{ij} = k_0 \left( -\frac{1}{2}\epsilon_{nmij}\delta_{nm} + \frac{1}{4}\epsilon_{nmq}\alpha_{nmq}(\delta_{ij}) \right)
\]
(44)
and \( \epsilon_{ijk} \) is the Levi-Civita tensor, and exploiting the cru-
cial antisymmetric property \( \alpha_{ij} = \alpha_{ij} \), Eqs. (43)
become (see Appendix C)
\[
\begin{align*}
\overline{D}' &= \varepsilon_0 \varepsilon_{ij} \overline{E} - \frac{i}{c} \kappa \overline{H}', \\
\overline{B}' &= \frac{i}{c} \kappa \overline{E} + \mu_0 \overline{H}'
\end{align*}
\]
(45)
where \( \varepsilon_{ij} = \varepsilon_{ij} + \kappa^T \kappa \). Equations (45) shows that
the effective medium has a reciprocal magneto-electric
coupling or electromagnetic chirality described by chiral ten-
sor \( \kappa \) of Eq. (44). Inserting the second of Eqs. (45) into
Eq. (44) we obtain
\[
\kappa_{ij} = \kappa_0 \left[ \kappa_{ij} \varepsilon_{jm} \varepsilon_{jm} + \frac{1}{2} \kappa_{ij} \varepsilon_{jm} \varepsilon_{jm} \right].
\]
(46)
This relation is among the main results of the present
paper and to the best of our knowledge it is the simplest
expression for the effective medium chiral tensor since it
is directly evaluated using the functions \( f_i \) obtained by
solving the first of Eqs. (10). Since we are dealing with a
very general and tridimensional situation it is convenient
to express the chirality tensor as [40]
\[
\kappa = \frac{1}{3} \text{Tr}(\kappa) I + N + J
\]
(47)
where \( \text{Tr}(\kappa) = \kappa_{ii} \) is the trace of the chirality tensor, \( I \)
is the identity tensor, \( N \) is a symmetric trace-free tensor
and \( J \) is an antisymmetric tensor. Such decomposition
allows to classify the reciprocal biaxial response
[40] of the effective medium and the three main classes
are \( \text{Tr}(\kappa) \neq 0, N \neq 0, J = 0 \) for chiral media, \( \text{Tr}(\kappa) =
0, N \neq 0, J = 0 \) for pseudochiral media and \( \text{Tr}(\kappa) =
0, N = 0, J \neq 0 \) for omega media.

For the chirality tensor of Eq. (46) we obtain after some
straightforward algebra
\[
\begin{align*}
\text{Tr}(\kappa) &= \kappa_0 \left( \frac{1}{2} \epsilon_{mqn} \varepsilon_{jm} \partial_q \varepsilon_{fn} \right), \\
N_{ij} &= \kappa_0 \left[ \frac{1}{2} \left( \epsilon_{imm} \delta_{jq} + \epsilon_{jmn} \delta_{iq} \right) + \frac{1}{3} \epsilon_{mqn} \delta_{ij} \right] \varepsilon_{jm} \partial_q \varepsilon_{fn}, \\
J_{ij} &= \kappa_0 \left[ \epsilon_{ijm} \varepsilon_{jm} + \frac{1}{2} \left( \epsilon_{imm} \delta_{jq} - \epsilon_{jmn} \delta_{iq} \right) \right] \varepsilon_{jm} \partial_q \varepsilon_{fn}.
\end{align*}
\]
(48)

B. Spatial symmetries and chirality tensor
structure

A structure is chiral if it is distinguishable from its
mirror image or, in other words, if its mirror image cannot
be rigidly superposed onto it. If the structure is not
chiral it is necessary invariant under a set of geometri-
cal symmetries which affect the structure of the chirality
tensor \( \kappa \). In order to investigate the relation between
geometrical and electromagnetic chirality it is necessary
to identify the symmetries of the dielectric profile which
either entail the vanishing or select a specific structure of
the chiral tensor.

Let us suppose that the metamaterial is achiral or,
in other words, that the mirror image of the dielectric
profile through a plane orthogonal to the unit vector \( \hat{s} \) can
be rigidly superposed onto the original profile through
the composition of a rotation of an angle \( \theta \) around the
unit vector \( \hat{r} \) and a translation \( \mathbf{T} \). This implies that the
dielectric permittivity is left invariant by the composition
of these three transformations or
\[
\epsilon(\mathbf{R}') = \epsilon(\mathbf{R})
\]
(49)
where \( \mathbf{R}' = X'_i \hat{e}_i \) is the image of the point \( \mathbf{R} = X_i \hat{e}_i \)
obtained through the spatial tranformation
\[
X'_i = T_i + \hat{R}_{ij} X_j
\]
(50)
where \( T_i \) are the components of the translation vector
and \( \hat{R}_{ij} = R_k S_{kj} \) (or in matrix form \( \hat{R} = R \)) is the
improper rotation obtained by composing the reflection $S$ and the rotation $R$ whose matrices are
\[ S_{nm} = \delta_{nm} - 2s_n s_m \]
\[ R_{nm} = r_n r_m + (\delta_{nm} - r_n r_m) \cos \theta + \epsilon_{nkm} r_k \sin \theta. \]  
(51)

In Appendix D we fully investigate the way the symmetry of Eq. (52) affects electromagnetic chirality and as a result we obtain that such symmetry implies the vanishing of the chirality tensor apart from two specific situations where it imposes restrictions on the chirality tensor structure. With reference to Fig. 1, these cases are: (a) the rotation is trivial $\theta = 0$ or the rotation unit vector is orthogonal to the reflection unit vector $\hat{r} \cdot \hat{s} = 0$; (b) the rotation and the reflection are such that $\sin^2 (\frac{\theta}{2}) (\hat{r} \cdot \hat{s})^2 = \frac{1}{2}$.

In order to discuss such symmetric situations where the chirality tensor does not wholly vanish it is convenient to consider the orthonormal basis
\[
\hat{u}^{(1)} = \hat{u}^{(2)} \times \hat{u}^{(3)}, \\
\hat{u}^{(2)} = \frac{\hat{u}^{(3)} \times \hat{r}}{\sqrt{1 - (\hat{r} \cdot \hat{u}^{(3)})^2}}, \\
\hat{u}^{(3)} = -\frac{\sin \left(\frac{\theta}{2}\right) \hat{s} \times \hat{r} + \cos \left(\frac{\theta}{2}\right) \hat{s}}{\sqrt{1 - \sin^2 \left(\frac{\theta}{2}\right) (\hat{r} \cdot \hat{s})^2}}. 
\]  
(52)

Note that for $\theta = 0$ the rotation is the identity transformation so that the rotation vector $\hat{r}$ is in this case an arbitrary unit vector.

In case (a), the dielectric profile is invariant under a pure reflection through a plane orthogonal to $\hat{s}$ or a suitable rotation around an axis belonging to the reflection plane in order for restoring the dielectric profile after the reflection. As it is shown in Appendix D, in this case the unit vectors of Eqs. (52) are such that $\hat{R} \hat{u}^{(1)} = \hat{u}^{(1)}$, $\hat{R} \hat{u}^{(2)} = \hat{u}^{(2)}$ and $\hat{R} \hat{u}^{(3)} = -\hat{u}^{(3)}$ so that the improper rotation $\hat{R}$ is a pure reflection through the plane spanned by the unit vectors $\hat{u}^{(1)}$ and $\hat{u}^{(2)}$ and a rotation around $\hat{u}^{(3)}$ of an angle $\psi = 0^\circ$. In other words case (a) deals with the situation where the medium admits a plane of reflection symmetry. In this case the structure of the chirality tensor allowed by this symmetry is (see Appendix D)
\[
\kappa = \eta \left( \kappa^{(13)} \hat{u}^{(1)} \hat{u}^{(3)} T + \kappa^{(31)} \hat{u}^{(3)} \hat{u}^{(1)} T \\
+ \kappa^{(23)} \hat{u}^{(2)} \hat{u}^{(3)} T + \kappa^{(32)} \hat{u}^{(3)} \hat{u}^{(2)} T \right) .
\]  
(53)

where $\kappa^{(13)}, \kappa^{(31)}, \kappa^{(23)}, \kappa^{(32)}$ are four independent complex scalars. From Eq. (53) it is evident that $Tr(\kappa) = 0$ so that if the metamaterial admits a plane of reflection symmetry it is a pseudo-chiral-omega medium.

In case (b) the medium profile is restored, after the reflection, by a specific rotation in such a way that $\sin^2 \left(\frac{\theta}{2}\right) (\hat{r} \cdot \hat{s})^2 = \frac{1}{2}$. As it is shown in Appendix D, in this case the unit vectors of Eqs. (52) are such that
\[
\hat{R} \hat{u}^{(1)} = \hat{u}^{(2)}, \hat{R} \hat{u}^{(2)} = -\hat{u}^{(1)} \text{ and } \hat{R} \hat{u}^{(3)} = -\hat{u}^{(3)} \text{ so that the improper rotation } \hat{R} \text{ is a reflection through the plane spanned by the unit vectors } \hat{u}^{(1)} \text{ and } \hat{u}^{(2)} \text{ and a rotation around the unit vector } \hat{u}^{(3)} \text{ of an angle } \psi = 90^\circ. \text{ In other words case (b) deals with the situation where the medium is left invariant (modulus a translation) by a reflection through a plane and a } 90^\circ \text{ rotation around an axis orthogonal to such plane. In this case the structure of the chirality tensor allowed by this symmetry is }
\[ \kappa = \eta \left[ \kappa^{(c)} \left( \hat{u}^{(1)} \hat{u}^{(2)} T + \hat{u}^{(2)} \hat{u}^{(1)} T \right) \right] . \]
\[ +\kappa^{(a)} \begin{pmatrix} \hat{\mathbf{u}}^{(1)} & \hat{\mathbf{u}}^{(2)} \end{pmatrix} \begin{pmatrix} \hat{\mathbf{u}}^{(1)T} & \hat{\mathbf{u}}^{(2)T} \end{pmatrix} \begin{pmatrix} \eta^{(13)} & \eta^{(31)} \\ \eta^{(13)} & \eta^{(32)} \end{pmatrix} \]. \quad (54)

where \( \kappa^{(a)}, \kappa^{(a)} \) are two independent complex scalars. From Eq. (54) it is evident that \( Tr(\kappa) = 0 \) so that if the metamaterial has the symmetry of case (b) it is pseudo-chiral-omega medium.

We conclude that if the medium can be superposed to its mirror image the chirality tensor vanishes unless the rotation needed to restore the dielectric profile is around an axis orthogonal to the reflection plane and the rotation angle is either 0° or 90° and in both cases it is a pseudo-chiral-omega medium.

C. Two-dimensional and one-dimensional electromagnetic chirality

As an application of the above symmetry analysis let us consider two relevant situations where the medium is geometrically achiral and has a chiral electromagnetic response nonetheless.

The first situation is that of a medium which is invariant under translations along an axis, say the \( Z \)-axis, so that its underlying dielectric profile is \( \varepsilon = \varepsilon(R, Z) \). This implies that the structure is left invariant by a reflection though the plane \( Z = 0 \) followed by a rotation of zero angle \( \theta = 0 \) around any axis orthogonal to the \( Z \)-axis, so that we set \( \hat{s} = \hat{e}_z \) and \( \hat{r} = \hat{e}_x \). Using such unit vectors, the basis vectors of Eqs. (52) becomes

\[
\begin{align*}
\hat{\mathbf{u}}^{(1)} &= \hat{e}_x, \\
\hat{\mathbf{u}}^{(2)} &= \hat{e}_y, \\
\hat{\mathbf{u}}^{(3)} &= \hat{e}_z.
\end{align*}
\]

so that since the medium symmetry is of the kind (a) (see the last paragraph), from Eqs. (53) we have

\[
\kappa = \begin{pmatrix} 0 & 0 & \eta^{(13)} \\ 0 & 0 & \eta^{(31)} \\ \eta^{(13)} & \eta^{(32)} & 0 \end{pmatrix}
\]

\[
\kappa = \eta \begin{pmatrix} \kappa^{(23)} + \kappa^{(32)} \sin \phi \cos \phi & \kappa^{(23)} \sin^2 \phi - \kappa^{(32)} \cos^2 \phi & \kappa^{(31)} \cos \phi \\ -\kappa^{(23)} \cos^2 \phi + \kappa^{(32)} \sin^2 \phi & \kappa^{(23)} \sin^2 \phi - \kappa^{(32)} \cos^2 \phi & \kappa^{(31)} \sin \phi \\ \kappa^{(13)} \cos \phi & \kappa^{(13)} \sin \phi & 0 \end{pmatrix}
\]

where \( \kappa^{(13)}(\phi), \kappa^{(31)}(\phi), \kappa^{(23)}(\phi) \) and \( \kappa^{(32)}(\phi) \) are functions of \( \phi \). The entries of the chirality tensor of Eq. (58) cannot depend on the arbitrary angle \( \phi \) so that imposing that each \( \kappa_{ij} \) is constant we get \( \kappa^{(13)} = \kappa^{(31)} = 0 \) and \( \kappa^{(23)} = -\kappa^{(32)} = \kappa_0 \) and therefore Eq. (58) yields

\[
\kappa = \begin{pmatrix} 0 & \kappa_0 & 0 \\ -\kappa_0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

so that, in agreement with the considerations of the last paragraph, the metamaterial behaves as a pseudo-chiral-omega medium. Since such geometrically achiral medium is translationally invariant we conclude that Eq. (59) contains the most general expression for the chirality tensor of a two-dimensional medium, i.e. it describes two-dimensional electromagnetic chirality. This situation also encompasses the case of a planar metamaterial (i.e. a very thin metamaterial sheet) since, after the reflection through a plane parallel to the medium plane, the sheet can be made to superpose the original sheet through a zero-angle rotation and a translation (which does not affect the chiral tensor structure) along the axis normal to the medium plane.

The second situation is that of a medium which is invariant under rotations around an axis, say the \( Z \)-axis, so that its underlying dielectric profile is \( \varepsilon = \varepsilon(R, Z) \) where \( R = \sqrt{X^2 + Y^2} \). This implies that the structure is left invariant by a reflection though any plane containing the \( Z \)-axis followed by a rotation of zero angle \( \theta = 0 \) around the \( Z \)-axis. Therefore we set \( \hat{s} = \cos \phi \hat{e}_x + \sin \phi \hat{e}_y \), where \( \phi \) is an arbitrary angle, and \( \hat{r} = \hat{e}_z \). Using such unit vectors, the basis vectors of Eqs. (52) becomes

\[
\begin{align*}
\hat{\mathbf{u}}^{(1)} &= \hat{e}_z, \\
\hat{\mathbf{u}}^{(2)} &= \sin \phi \hat{e}_x - \cos \phi \hat{e}_y, \\
\hat{\mathbf{u}}^{(3)} &= \cos \phi \hat{e}_x + \sin \phi \hat{e}_y,
\end{align*}
\]

so that since the medium symmetry is of the kind (a) (see the last paragraph), from Eqs. (53) we have

\[
\kappa = \eta \begin{pmatrix} \kappa^{(23)} \sin \phi \cos \phi & \kappa^{(23)} \sin^2 \phi - \kappa^{(32)} \cos^2 \phi & \kappa^{(31)} \cos \phi \\ -\kappa^{(23)} \cos^2 \phi + \kappa^{(32)} \sin^2 \phi & \kappa^{(23)} \sin^2 \phi - \kappa^{(32)} \cos^2 \phi & \kappa^{(31)} \sin \phi \\ \kappa^{(13)} \cos \phi & \kappa^{(13)} \sin \phi & 0 \end{pmatrix}
\]

where \( \kappa^{(13)}(\phi), \kappa^{(31)}(\phi), \kappa^{(23)}(\phi) \) and \( \kappa^{(32)}(\phi) \) are functions of \( \phi \). The entries of the chirality tensor of Eq. (58) cannot depend on the arbitrary angle \( \phi \) so that imposing that each \( \kappa_{ij} \) is constant we get \( \kappa^{(13)} = \kappa^{(31)} = 0 \) and \( \kappa^{(23)} = -\kappa^{(32)} = \kappa_0 \) and therefore Eq. (58) yields

\[
\kappa = \begin{pmatrix} 0 & \kappa_0 & 0 \\ -\kappa_0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\]

Therefore, a rotationally invariant metamaterial around the \( Z \)-axis behaves as an omega-medium whose chirality tensor depends on a single parameter \( \kappa_0 \). This situation encompasses the case of a one-dimensional metamaterial for which \( \varepsilon = \varepsilon(Z) \) so that we conclude that Eq. (59) contains the most general expression for the chirality tensor of a one-dimensional metamaterial, i.e. it describes one-dimensional electromagnetic chirality.
V. ELECTROMAGNETIC CHIRALITY OF ONE-DIMENSIONAL METAMATERIALS

The description of the effective medium response, i.e. the evaluation of the tensors of Eqs. (38), is achieved by solving Eqs. (40) for a specific dielectric distribution and numerical integration is usually unavoidable. However, there is a situation where electromagnetic chirality can be fully discussed without resorting to numerical analysis and it is the case of one-dimensional metamaterials.

Let us consider a metamaterial whose dielectric profile is such that \( \varepsilon_r(z) = \varepsilon_r(z + d) \), i.e. it is a periodic function of the single cartesian coordinate \( z \), whose period \( d \) is such that \( d \ll \lambda \) for the homogenization theory to be applicable. After introducing the fast spatial coordinates \( (X, Y, Z) = (x, y, z)/\eta \) where \( \eta = d/\lambda \) is the homogenization parameter, the dielectric profile \( \varepsilon(Z) = \varepsilon_r(\eta Z) \) of Eq. (3) is a periodic function of period \( \lambda \). In Appendix E we show that for such dielectric distribution \( \varepsilon(Z) \), the first of Eqs. (40) can be analytically solved so that the effective permittivity of the first of Eqs. (40) and the chirality tensor of Eq. (40a) can be analytically evaluated and they are

\[
\varepsilon^{(\text{eff})} = \begin{pmatrix} \tau & 0 & 0 \\ 0 & \tau & 0 \\ 0 & 0 & \tau^{-1} \end{pmatrix}, \quad \kappa = \begin{pmatrix} 0 & \eta \kappa_0 & 0 \\ -\eta \kappa_0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix},
\]

(60)

where

\[
\kappa_0 = \left[ \frac{1}{\tau^{-1}} \frac{2\pi}{\lambda^2} \int_0^\lambda dZ_1 \int_0^\lambda dZ_2 \frac{\varepsilon(Z_1) \varepsilon(Z_2)}{\varepsilon(Z)} \left( \frac{Z_1 - Z_2}{\lambda} \right) \right] - \frac{1}{2} \text{sign} \left( \frac{Z_1 - Z_2}{\lambda} \right) \cdot
\]

(61)

The effective dielectric tensor in the first of Eqs. (40) coincides with the well-known result of the zeroth-order homogenization theory of layered media. The structure of the chirality tensor in the second of Eqs. (40) shows that the effective medium behaves as an omega-medium and this agrees with the discussion of the last paragraph, see Eq. (59), since the considered one-dimensional medium is in particular rotationally invariant around the \( Z \)-axis. It is also remarkable that the parameter \( \kappa_0 \) of Eq. (61) governing electromagnetic chirality in the present case can be directly evaluated from the dielectric profile by quadratures.

VI. CONCLUSIONS

To sum up we have investigated the electromagnetic response of a metamaterial with non-magnetic inclusions by a multiscale analysis and we have included spatial non-locality up to the second order. The resulting description is very simple and compact since the three tensors characterizing the effective medium response are shown to be averages (on the unit cell) of suitable fast-varying fields which, in turn, are obtained from the dielectric distribution by solving a small number of electrostatic equations. If second order nonlocal response can be neglected, the medium response can be recast into the standard bianisotropic form and this has allowed us to obtain a compact expression for the chirality tensor of the effective medium. We have exploited our approach to investigate the relation between geometrical and electromagnetic chirality by proving that the latter is shown, in addition to chiral media, even by an achiral medium whose mirror image can be superposed onto it by means of a \( 0^\circ \) or \( 90^\circ \) rotation around an axis orthogonal to the reflection plane. We have deduced, as specific relevant examples, the chirality tensor structure of two-dimensional and one-dimensional media and, for the formers, we have obtained a closed form expression for the chirality parameter which can be evaluated from the inclusions dielectric profile by means of quadratures.
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Appendix A: The electrostatic equation

Let us consider the equation

\[
\nabla_R \cdot (\varepsilon \nabla_R \Psi) = \Phi
\]

(A1)

whose source term \( \Phi(R) \) has the metamaterial periodicity with vanishing spatial average \( \Phi = 0 \) and whose solution \( \Psi(R) \) is required to have the metamaterial periodicity. Equation (A1) can be written as \( \hat{L} \Psi = \Phi \) where the operator \( \hat{L} \) is

\[
\hat{L} = \nabla_R \cdot (\varepsilon \nabla_R),
\]

(A2)

so that solving Eq. (A1) amounts to the problem of inverting the operator \( \hat{L} \) on the space of functions having the metamaterial periodicity.

Note that the relation \( \nabla_R \cdot (\varepsilon \Psi_0 \nabla_R \Psi_0) = \varepsilon |\nabla_R \Psi_0|^2 + \Psi_0^* \hat{L} \Psi \) holds for any function \( \Psi_0 \) and therefore, if \( \Psi_0 \) satisfies the homogeneous equation \( \hat{L} \Psi_0 = 0 \) and it has the metamaterial periodicity we have

\[
\int_C d^3\mathbf{R} \varepsilon \left| \nabla_R \Psi_0 \right|^2 = \int_C d^3\mathbf{R} \nabla_R \cdot (\varepsilon \Psi_0^* \nabla_R \Psi_0) = \int_{\partial C} dS \varepsilon \Psi_0^* \hat{n} \cdot \nabla_R \Psi_0 = 0 \tag{A3}
\]

where Green theorem has been used together with the periodicity of both \( \varepsilon \) and \( \Psi_0 \). The real and imaginary
parts of this equation read
\[
\int_C d^3R \text{Re}(\varepsilon) |\nabla R \Psi_0|^2 = 0
\]
and therefore, since we are considering dielectrics without gain for which \(\text{Im}(\varepsilon) > 0\), we obtain \(\nabla R \Psi_0 = 0\) or \(\Psi_0 = \text{const.}\). This implies that the function \(\Psi' = \Psi + \Psi_0\) satisfies Eq. (A1) and the boundary conditions if \(\Psi(R)\) does and therefore Eq. (A1) and the periodic boundary conditions determines \(\Psi\) up to an arbitrary constant.

Setting \(\varepsilon = 1\) in Eq. (A1) we obtain the Poisson equation \(\nabla^2 \Psi = \Phi\) for which the above considerations holds so that \(\Psi\) has to be determined with the metatatorial periodicity up to an arbitrary constant.

**Appendix B: Tensor properties of the effective medium response**

A straightforward calculation shows that the relation
\[
\Psi \hat{L} \Phi - \Phi \hat{L} \Psi = \nabla R \cdot [\varepsilon (\Psi \nabla R \Phi - \Phi \nabla R \Psi)]
\]  

(B1)

where \(\hat{L}\) is the operator defined in Eq. (A2), holds for any pair of functions \(\Psi\) and \(\Phi\) so that, if both these functions have the metatatorial periodicity after using Green theorem we obtain
\[
\int_C d^3R \Psi \hat{L} \Phi = \int_C d^3R \Phi \hat{L} \Psi.
\]  

(B2)

Let us consider a function \(\Psi(R)\) which has the metatatorial periodicity. The average \(\bar{\varepsilon} \partial_i \Psi\) can be rewritten as
\[
\bar{\varepsilon} \partial_i \Psi = \frac{1}{V} \int_C d^3R \varepsilon \partial_i \Psi = -\frac{1}{V} \int_C d^3R \Psi \partial_i \varepsilon
\]  

(B3)

where integration by parts and the periodicity of both \(\varepsilon\) and \(\Psi\) have been used. Using Eq. (14) we obtain
\[
\bar{\varepsilon} \partial_i \Psi = \frac{1}{V} \int_C d^3R \Psi \hat{L} f_i
\]  

(B4)

so that Eq. (B2) with \(\Phi = f_i\) yields
\[
\bar{\varepsilon} \partial_i \Psi = \frac{1}{V} \int_C d^3R \Psi \hat{L} f_i.
\]  

(B5)

Using Eq. (B5) with \(\Psi = f_j\), the rank-two tensor \(\Delta_{ij}^{(eff)} = \varepsilon \partial_i f_j\) can be written as
\[
\Delta_{ij}^{(eff)} = \frac{1}{V} \int_C d^3R f_i \hat{L} f_j = \frac{1}{V} \int_C d^3R f_i \hat{L} f_i
\]  

(B6)

where Eq. (B2) has been used and therefore \(\Delta_{ij}^{(eff)} = \Delta_{ji}^{(eff)}\).

Setting \(\Psi = W_{rj}\), Eq. (B5) becomes
\[
\varepsilon \partial_i W_{rj} = \frac{1}{V} \int_C d^3R f_i \hat{L} W_{rj} = -\frac{1}{V} \int_C d^3R f_i [\partial_r (\varepsilon f_j) + Q_{rf}]
\]  

(B7)

where Eqs. (25) and (17) have been used together with the property \(f_i = 0\). After integrating by parts the first term we get
\[
\varepsilon \partial_i W_{rj} = \varepsilon (\partial_i f_j - Q_{rf}).
\]  

(B8)

Therefore the rank-three tensor \(\alpha^{(eff)}_{ijr} = \eta \varepsilon (\partial_i f_j + \partial_r W_{rj})\) becomes
\[
\alpha^{(eff)}_{ijr} = \eta (Q_{rf} f_j - Q_{rf} f_i)
\]  

(B9)

where use has been made of the fact that \(\hat{f}_i = \hat{j}_j = 0\). Setting \(\Psi = v_j\) Eq. (B5) becomes
\[
\varepsilon \partial_i v_j = \frac{1}{V} \int_C d^3R f_i \hat{L} v_j = \frac{1}{V} \int_C d^3R A_{rj} \bar{\varepsilon} \partial_r f_i
\]  

(B10)

where the second of Eqs. (33) has been used and integration by parts has been performed. Noting that Eq. (17) and the second of Eqs. (22) can be combined to yield \(\varepsilon \partial_r f_i = -\varepsilon \delta_{ri} - \frac{1}{k_0} \nabla^2 R A_{ri} + Q_{ri}\) we obtain
\[
\varepsilon \partial_i v_j = \frac{1}{V} \int_C d^3R A_{rj} \left(-\varepsilon \delta_{ri} - \frac{1}{k_0} \nabla^2 R A_{ri}\right)
\]  

(B11)

where the property \(A_{rj} = 0\) has been used and integration by parts has been performed. Therefore, for the rank-two tensor \(\gamma^{(eff)}_{ijr} = \varepsilon (A_{rij} + \partial_r v_j)\) we have
\[
\gamma^{(eff)}_{ijr} = \frac{1}{k_0} (\partial_r A_{rij}) (\partial_r A_{rij}).
\]  

(B12)

Setting \(\Psi = R_{rsj}\), Eq. (B5) becomes
\[
\varepsilon \partial_i R_{rsj} = \frac{1}{V} \int_C d^3R f_i \hat{L} R_{rsj} = \frac{1}{V} \int_C d^3R [W_{sj} (\varepsilon \partial_r f_i)]
\]
\[
-\frac{1}{V} \int_C d^3R [\varepsilon (f_i \partial_r W_{sj} + \delta_{rs} f_i f_j)]
\]  

(B13)

where the first of Eqs. (33) and Eq. (31) have been used together with the property \(\hat{f}_i = 0\) and an integration by parts has been performed. From Eq. (25) we have \(\varepsilon \partial_r f_i = -\varepsilon \delta_{ri} - \partial_r (\varepsilon f_j) + Q_{ri} - \hat{L} W_{ri}\) which inserted in Eq. (B13), after using the property \(W_{sj} = 0\) and integrating by parts, yields
\[
\varepsilon \partial_i R_{rsj} = \frac{1}{V} \int_C d^3R \left[\varepsilon (\delta_{rs} f_i f_j + \delta_{ri} W_{sj}) - W_{sj} \hat{L} W_{ri}\right].
\]  

(B14)
With the help of this equation, the fourth-rank tensor \( \beta^{(\text{eff})}_{ijsr} \) becomes

\[
\beta^{(\text{eff})}_{ijsr} = \frac{\eta^2}{V} \left( \delta_{is} W_{rj} + \delta_{is} W_{sj} + \partial_s R_{rj} + \partial_s R_{sj} \right)
\]

Using Eq. (B2) it is straightforward to show that \( \beta^{(\text{eff})}_{ijsr} \) is completely antisymmetric since, using again the antisymmetric property \( \alpha^{(\text{eff})}_{ijr} = \alpha^{(\text{eff})}_{jir} \), it is straightforward proving that \( F_{ijr} = -F_{jir} = -F_{rjr} \). Since every completely antisymmetric three-rank tensor in a threedimensional space is proportional to the Levi-Civita tensor, the relation \( F_{ijr} = F \varepsilon_{ijr} \) holds and the scalar \( F \) is given by

\[
F = \frac{1}{3} \epsilon_{nmq} \epsilon_{nmq} \alpha^{(\text{eff})}_{ijr} \quad \text{so that}
\]

\[
\alpha^{(\text{eff})}_{ijr} + \alpha^{(\text{eff})}_{rjr} + \alpha^{(\text{eff})}_{jir} = F_{ijr} = \frac{1}{2} \epsilon_{nmq} \epsilon_{nmq} \alpha^{(\text{eff})}_{ijr} \quad \text{(C4)}
\]

which, inserted into Eq. (C3), shows that Eq. (C1) is satisfied.

Inserting the expression \( V = \hat{e}_i \left( \frac{1}{\omega \kappa_{ij}} \hat{E}_j \right) \) into the second of Eqs. (C3) and using the relation \( \hat{E}' = \hat{E} \) we obtain

\[
\hat{B}' = \hat{e}_i \left( \frac{i}{c} \kappa_{ij} \hat{E}'_j \right) + \mu_0 \hat{H} \quad \text{(C5)}
\]

which coincides with the second of Eqs. (13). Inserting the expression \( V = \hat{e}_i \left( \frac{1}{\omega \kappa_{ij}} \hat{E}_j \right) \) into the first of Eqs. (13) and using the relation \( \hat{E}' = \hat{E} \) we obtain

\[
\hat{D}' = \hat{e}_i \varepsilon_0 \left[ \varepsilon^{(\text{eff})}_{ij} \hat{E}'_j + \left( \alpha^{(\text{eff})}_{ijr} + \frac{1}{k_0} \epsilon_{rjk} \kappa_{kj} \right) \frac{\partial \hat{E}'_j}{\partial x_r} \right]
\]

\[
= \hat{e}_i \varepsilon_0 \left[ \varepsilon^{(\text{eff})}_{ij} \hat{E}'_j - \frac{1}{k_0} \kappa_{kl} \epsilon_{lkr} \frac{\partial \hat{E}'_j}{\partial x_r} \right] \quad \text{(C6)}
\]

where Eq. (C1) has been used together with the antisymmetry of the Levi-Civita tensor. Exploiting the first of Eqs. (12) this equation becomes

\[
\hat{D}' = \hat{e}_i \varepsilon_0 \left[ \varepsilon^{(\text{eff})}_{ij} \hat{E}'_j - \frac{1}{c} \kappa_{kl} \hat{E}'_k \right] \quad \text{(C7)}
\]

which, using Eq. (C5), yields

\[
\hat{D}' = \hat{e}_i \left( \varepsilon^{(\text{eff})}_{ij} \hat{E}'_j + \kappa_{kl} \kappa_{kj} \hat{E}'_j - \frac{1}{c} \kappa_{kl} \hat{E}'_k \right) \quad \text{(C8)}
\]

which in turn coincides with the first of Eqs. (12).

**Appendix D: Structure of the chirality tensor imposed by symmetry**

In order to discuss the impact of the symmetry of the dielectric profile on the chirality tensor, it is essential to investigate preliminary the transformation rule of the fields \( f_i \) induced by the dielectric symmetry. Differentiating the permittivity \( \epsilon(\hat{R}') \) with respect \( X'_i \) and using Eq. (19) we obtain

\[
(\partial_i \epsilon(\hat{R}')) = \hat{R}_{ij}(\partial_j \epsilon(\hat{R}')). \quad \text{(D1)}
\]
where \( \tilde{R}_{ij} = R_{ik} S_{kj} \). Let us now consider the functions

\[
f'_i(R) = f_i(R')
\]

(D2)

for which, using again Eq. (D9), we have

\[
[\nabla_R \cdot (\epsilon \nabla R f'_i)]_R = \frac{\partial}{\partial X_n} \left[ \epsilon(R') \frac{\partial f_i(R')}{\partial X_n} \right]
= \tilde{R}_{rn} \tilde{R}_{sn} \left[ \partial_r (\epsilon \partial_s f_i) \right] R'
= [\nabla_R \cdot (\epsilon \nabla R f_i)] R'
\]

(D3)

where the relation \( \tilde{R}_{rn} \tilde{R}_{sn} = \delta_{rs} \), stating the orthogonality of the improper rotation \( \tilde{R} \), have been used. Combining Eq. (D3), the first of Eqs. (40) evaluated at \( \text{Eq. (D1)} \) we obtain

\[
\text{the uniqueness of its solution, that } \tilde{R}_{ij} f'_i = f_j \text{. From Eq. (D2), we thus conclude that the symmetry of the dielectric permittivity entails for the functions } f_i \text{ the property}
\]

\[
f_i(R') = \tilde{R}_{ij} f_j(R).
\]

(D5)

In order to relate \( \psi \) to the original reflection and rotation we note that \( T_R(R) = \lambda_1 + \lambda_2 + \lambda_3 = 2 \cos \psi - 1 \) whereas from Eqs. (D11) we obtain \( T_R(R) = R_{ik} S_{kj} = 1 - 4 \sin^2 \left( \frac{\theta}{2} \right) (r_i s_j)^2 \) so that, equating these two expressions, we get

\[
\cos \psi = 1 - 2 \sin^2 \left( \frac{\theta}{2} \right) (\hat{r} \cdot \hat{s})^2.
\]

(D9)

The matrix \( \tilde{R} \) admits three eigenvectors \( \hat{w}^{(1)}, \hat{w}^{(2)}, \hat{w}^{(3)} \), such that \( \hat{R} \hat{w}^{(i)} = \lambda_i \hat{w}^{(i)} \), and they satisfy the orthogonality and completeness relations

\[
w_i^{(n)*} w_j^{(m)} = \delta_{nm},
\]

\[
w_i^{(n)*} w_j^{(n)} = \delta_{ij}.
\]

(D10)

Therefore the matrix \( \tilde{R} \) admits the spectral decomposition \( \tilde{R}_{ij} = \lambda_n w_i^{(n)*} w_j^{(n)} \) so that, after setting

\[
\overrightarrow{\varepsilon f_i} = V_n w_i^{(n)},
\]

\[
\overrightarrow{f_i} \partial_p f_j = W_{mnp} w_i^{(n)} w_j^{(q)} w_j^{(n)},
\]

(D11)

with the help Eqs. (D10), Eqs. (D6) and (D8) become

\[
V_n = \lambda_n V_n,
\]

\[
W_{mnp} = \lambda_m \lambda_n \lambda_p W_{mnp}
\]

(D12)

where no summation is performed over the indices.

From Eqs. (D12) it is evident that all the components of \( V_n \) and \( W_{mnp} \) vanish unless the coefficients \( \lambda_n \) and \( \lambda_m \lambda_n \lambda_p \) are equal to 1. Since the allowed values for \( \lambda_n \) are \( \{ -1, e^{i \psi}, e^{-i \psi} \} \) and for \( \lambda_m \lambda_n \lambda_p \) are \( \{ -1, e^{i \psi}, e^{-i \psi}, -e^{2i \psi}, -e^{-2i \psi}, e^{3i \psi}, e^{-3i \psi} \} \), it is evident that the only possible cases where some of the components of \( V_n \) and \( W_{mnp} \) do not vanish are for \( \psi = \{ 0, \frac{\pi}{2}, \frac{3\pi}{2}, 2\pi, \frac{\pi}{4}, \frac{3\pi}{4} \} \). As a consequence these values of \( \psi \), corresponding to classes of original reflections and rotations, leads to nonvanishing chiral tensors.

Let us now discuss the various classes of original reflections and rotations corresponding to the allowed values of \( \psi \). In order to simplify the treatment let us consider the three vectors

\[
\hat{u}^{(1)} = \hat{u}^{(2)} \times \hat{u}^{(3)},
\]

\[
\hat{u}^{(2)} = \frac{\hat{u}^{(3)} \times \hat{r}}{\sqrt{1 - (\hat{r} \cdot \hat{u}^{(3)})^2}},
\]

\[
\hat{u}^{(3)} = \frac{- \sin \left( \frac{\theta}{2} \right) \hat{s} \times \hat{r} + \cos \left( \frac{\theta}{2} \right) \hat{s}}{\sqrt{1 - \sin^2 \left( \frac{\theta}{2} \right) (\hat{r} \cdot \hat{s})^2}}
\]

(D13)

which are easily seen to have real components and to form an orthonormal and positively oriented basis, i.e.

\[
\hat{u}^{(n)} \cdot \hat{u}^{(m)} = \delta_{nm},
\]

\[
\hat{u}^{(n)} \times \hat{u}^{(m)} = \epsilon_{mnp} \hat{u}^{(r)}.
\]

(D14)
The second of Eqs. (D14) implies that the vectors of Eqs. (D13) satisfy the relation

$$
\epsilon_{imj} u_m^{(k)} = \frac{1}{2} \epsilon_{nkm} \left( u_i^{(m)} u_j^{(n)} - u_i^{(n)} u_j^{(m)} \right).
$$

which is particularly useful for the developing of the present analysis.

**Case ψ = 0.** From Eq. (D9) we deduce that this case geometrically occurs both for a trivial rotation ($\theta = 0$) and for a non trivial rotation whose unit vector is orthogonal to the reflection unit vector ($\theta \neq 0$, $\hat{r} \cdot \hat{s} = 0$). Since a trivial rotation is the identity transformation its rotation axis is arbitrary and therefore even in the first subcase we set $\hat{r} \cdot \hat{s} = 0$. In both subcases, it is straightforward proving that the eigenvectors of $R$ are the vectors of Eqs. (D13), i.e. $\hat{u}^{(n)} = \hat{u}^{(n)}$, and that, for $\hat{r} \cdot \hat{s} = 0$, they reduce to

$$
\hat{u}^{(1)} = \hat{r},
\hat{u}^{(2)} = \cos \left( \frac{\theta}{2} \right) \hat{s} \times \hat{r} + \sin \left( \frac{\theta}{2} \right) \hat{s},
\hat{u}^{(3)} = -\sin \left( \frac{\theta}{2} \right) \hat{s} \times \hat{r} + \cos \left( \frac{\theta}{2} \right) \hat{s}.
$$

(D16)

Since for $\psi = 0$ we have $\lambda_1 = 1$, $\lambda_2 = 1$, $\lambda_3 = -1$, from Eqs. (D12) we deduce that $V_3 = 0$ and $W_{mqn} = 0$ if only one or three of the indices $mqn$ are equal to 3. Using Eqs. (D14), (D15) and (D16), from Eqs. (D11) we get after some algebra

$$
\epsilon_{imj} \frac{\partial f_m}{\partial q_f} = 0,
\epsilon_{imn} \frac{\partial f_m}{\partial q_f} = \frac{1}{2} \left( W_{322} - W_{233} - W_{113} + W_{311} \right)
$$

where $\epsilon_{imn}$ are the vectors of the chirality tensor of Eq. (D10) we get

$$
\kappa_{ij} = \eta \left[ \kappa^{(s)} \left( u_i^{(1)} u_j^{(1)} + u_i^{(2)} u_j^{(1)} \right) + \kappa^{(a)} \left( u_i^{(1)} u_j^{(1)} - u_i^{(2)} u_j^{(1)} \right) \right]
$$

(D22)

Inserting these quantities into the definition of the chirality tensor of Eq. (D10) we get

$$
\kappa = \eta \left[ \kappa^{(s)} \left( u^T u^{(1)} + u^T u^{(2)} u^{(1)} T \right) + \kappa^{(a)} \left( u^T u^{(2)} u^{(1)} T - u^T u^{(2)} u^{(2)} T \right) \right].
$$

(D23)

**Case ψ = 4π.** From Eq. (D9) we deduce that this case geometrically occurs if the reflection and rotation units vectors and the rotation angle are such that $\sin^2 \left( \frac{\theta}{2} \right) (\hat{r} \cdot \hat{s})^2 = \frac{1}{3}$. In this case it is straightforward proving that the eigenvectors are

$$
\hat{u}^{(1)} = \frac{1}{\sqrt{2}} \left( \hat{u}^{(1)} + i \hat{u}^{(2)} \right),
\hat{u}^{(2)} = \frac{1}{\sqrt{2}} \left( \hat{u}^{(1)} - i \hat{u}^{(2)} \right),
\hat{u}^{(3)} = \hat{u}^{(3)}.
$$

(D20)

Since for $\psi = \frac{2\pi}{3}, \frac{4\pi}{3}$ we have $\lambda_1 = \pm i$, $\lambda_2 = \mp i$, $\lambda_3 = -1$, from Eqs. (D12) we deduce that $V_3 = 0$ and $W_{mqn} = 0$ if it does not occur that one of the indices $mqn$ is equal to 3 and the other two are both equal to 1 or 2. Using Eqs. (D14), (D15) and (D20), from Eqs. (D11) we get after some algebra

$$
\epsilon_{imj} \frac{\partial f_m}{\partial q_f} = 0,
\epsilon_{imn} \frac{\partial f_m}{\partial q_f} = \frac{1}{2} \left( W_{322} - W_{233} - W_{113} + W_{311} \right)
$$

where $\epsilon_{imn}$ are the vectors of the chirality tensor of Eq. (D10) we get

$$
\kappa_{ij} = \eta \left[ \kappa^{(s)} \left( u_i^{(1)} u_j^{(1)} + u_i^{(2)} u_j^{(1)} \right) + \kappa^{(a)} \left( u_i^{(1)} u_j^{(1)} - u_i^{(2)} u_j^{(1)} \right) \right]
$$

(D22)

Inserting these quantities into the definition of the chirality tensor of Eq. (D10) we get

$$
\kappa = \eta \left[ \kappa^{(s)} \left( u^T u^{(1)} + u^T u^{(2)} u^{(1)} T \right) + \kappa^{(a)} \left( u^T u^{(2)} u^{(1)} T - u^T u^{(2)} u^{(2)} T \right) \right].
$$

(D23)

**Case ψ = 2π.** From Eq. (D9) we deduce that this case geometrically occurs if the reflection and rotation units vectors and the rotation angle are such that $\sin^2 \left( \frac{\theta}{2} \right) (\hat{r} \cdot \hat{s})^2 = \frac{1}{4}$. Since for $\psi = \frac{2\pi}{3}, \frac{4\pi}{3}$ we have $\lambda_1 = 1 - 1 \pm i \sqrt{3}$, $\lambda_2 = 1 - 1 \mp i \sqrt{3}$, $\lambda_3 = -1$, from Eqs. (D12) we deduce that $V_3 = 0$ and $W_{mqn} = 0$ if it does not occur that $m = q = n = 1$ or $m = q = n = 2$ (i.e. only the components $W_{111}$ and $W_{222}$ survive). From Eqs. (D11) we directly get

$$
\epsilon_{imj} \frac{\partial f_m}{\partial q_f} = 0,
\epsilon_{imn} \frac{\partial f_m}{\partial q_f} = 0
$$

(D24)
so that from the definition of the chirality tensor of Eq. (10) we obtain
\[ \kappa_{ij} = 0, \]  
(D25)
i.e. the chirality tensor vanishes.

**Appendix E: Effective medium response of one-dimensional dielectric media**

Let us consider a metamaterial whose dielectric profile is \( \varepsilon(Z) \), i.e. it is dependent on a single cartesian coordinate. The dielectric profile \( \varepsilon(Z) \) and its inverse \( [\varepsilon(Z)]^{-1} \) can be represented through the Fourier series
\[ \varepsilon(Z) = \sum_{n=-\infty}^{+\infty} e^{ink_0Z} a_n, \]
\[ [\varepsilon(Z)]^{-1} = \sum_{n=-\infty}^{+\infty} e^{ink_0Z} b_n \]  
(E1)
where \( k_0 = 2\pi/\lambda \) and
\[ a_n = \frac{1}{\lambda} \int_{0}^{\lambda} dZ \varepsilon(Z) e^{-ink_0Z}, \]
\[ b_n = \frac{1}{\lambda} \int_{0}^{\lambda} dZ \varepsilon(Z) [\varepsilon(Z)]^{-1} \]  
(E2)
are their Fourier coefficients. Due to the generality of the Fourier series representation, the situation we are here considering allows us to investigate even discontinuous dielectric distributions, a relevant situation occurring when the metamaterial is a stratified layered structure, without explicitly resorting to matching condition on the surfaces of the inclusions. Note also that
\[ a_0 = \frac{\varepsilon}{\varepsilon^{-1}}, \]
\[ b_0 = \frac{1}{\varepsilon^{-1}}. \]  
(E3)

For the one-dimensional dielectric distribution \( \varepsilon(Z) \), the functions \( f_j \) satisfying the first of Eqs. (10) are evidently dependent solely on \( Z \), i.e. \( f_j = f_j(Z) \), so that such equations yields
\[ \frac{d}{dZ} \left( \varepsilon \frac{df_j}{dZ} \right) = 0, \quad j = 1, 2, \]
\[ \frac{d}{dZ} \left( \varepsilon \frac{df_3}{dZ} \right) = -\frac{d\varepsilon}{dZ}, \]  
(E4)
which have to be solved with the requirements that the functions \( f_j \) have the same periodicity as \( \varepsilon(Z) \) and have vanishing average \( \overline{f_j} = 0 \). After an integration Eqs. (E4) become
\[ \frac{df_j}{dZ} = C_j, \quad j = 1, 2, \]
\[ \frac{df_3}{dZ} = -1 + \frac{C_3}{\varepsilon} \]  
(E5)
where \( C_1, C_2, C_3 \) are constants. Averaging Eqs. (E5) over the metamaterial period, using Eqs. (E3), and noting that the average of their left hand sides are zero since they are derivatives of periodic functions we get
\[ 0 = C_j b_j, \quad j = 1, 2, \]
\[ 0 = -1 + C_3 b_0. \]  
(E6)
which, assuming \( b_0 \neq 0 \), imply that \( C_1 = C_2 = 0 \) and \( C_3 = 1/b_0 \). Accordingly, from the first of Eqs. (E5) we obtain that \( f_1 \) and \( f_2 \) are constants so that, requiring their average to be zero, we get
\[ f_1 = f_2 = 0. \]  
(E7)
Using the Fourier expansion of \( \varepsilon^{-1} \) of the second of Eqs. (E1), the second of Eqs. (E5) becomes
\[ \frac{df_3}{dZ} = \sum_{n=-\infty, n\neq 0}^{+\infty} \epsilon^{ink_0Z} \frac{b_n}{ink_0 b_0} \]  
(E8)
which, after an integration and the requirement for \( f_3 \) to have vanishing average, yields
\[ f_3 = \sum_{n=-\infty, n\neq 0}^{+\infty} \epsilon^{ink_0Z} \frac{b_n}{ink_0 b_0}. \]  
(E9)
Combining Eqs. (E7) and (E9) we obtain for the functions \( f_j \)
\[ f_j = \delta_{j3} \sum_{n=-\infty, n\neq 0}^{+\infty} \epsilon^{ink_0Z} \frac{b_n}{ink_0 b_0} \]  
(E10)
which are fully determined by the dielectric profile \( \varepsilon(Z) \) and they are unique as a consequence of the chosen constraints (periodicity and vanishing average).

Using Eq. (E10), the first of Eqs. (35) becomes
\[ Q_{ij} = \left( \sum_{m=-\infty}^{+\infty} \epsilon^{ink_0Z} a_m \right) \left( \delta_{ij} + \delta_{i3} \delta_{j3} \sum_{n=-\infty, n\neq 0}^{+\infty} \epsilon^{ink_0Z} \frac{b_n}{b_0} \right) \]  
(E11)
which, inserted into the first of Eqs. (35) and neglecting the \( \eta^2 \) contribution, yields
\[ \varepsilon_{ij}^{(eff)} = \delta_{ij} a_0 + \delta_{i3} \delta_{j3} \frac{1}{b_0} \sum_{n=-\infty, n\neq 0}^{+\infty} a_n b_n. \]  
(E12)
Averaging the relation \( \varepsilon \varepsilon^{-1} = 1 \) and using Eqs. (E11) the relation \( \sum_{n=-\infty}^{+\infty} a_n b_n = 1 \) easily follows so that
\[ \sum_{n=-\infty, n\neq 0}^{+\infty} a_n b_n = 1 - a_0 b_0 \]  
and Eq. (E12) becomes
\[ \varepsilon_{ij}^{(eff)} = (\delta_{i1} \delta_{j1} + \delta_{i2} \delta_{j2}) a_0 + \delta_{i3} \delta_{j3} \frac{1}{b_0}. \]  
(E13)
or in matrix form
\[ \varepsilon^{(eff)} = \left( \begin{array}{ccc} \varepsilon & 0 & 0 \\ 0 & \varepsilon & 0 \\ 0 & 0 & [\varepsilon^{-1}]^{-1} \end{array} \right) \]  
(E14)
where Eqs. (E10) have been used.

In order to evaluate the chirality tensor we note that Eqs. (E10) and the first of Eqs. (E1) yield

\[
\varepsilon f_m = \delta_{m3} \sum_{s=-\infty, s \neq 0}^{+\infty} \frac{a_{-s} b_s}{k_0 b_0 s},
\]

\[
\varepsilon f_m \partial_f f_n = \delta_{m3} \delta_{n3} \varepsilon f_s \frac{d f_s}{d Z} (E15)
\]

so that, from Eq. (46) we obtain

\[
\kappa_{ij} = \epsilon_{ij3} \eta \kappa_0
\]

(E16)

where

\[
\kappa_0 = i \frac{b_0}{\lambda^2} \sum_{s=-\infty, s \neq 0}^{+\infty} \frac{a_{-s} b_s}{s}
\]

(E17)

In matrix form, Eq. (E16) reads

\[
\kappa = \begin{pmatrix}
0 & \eta \kappa_0 & 0 \\
-\eta \kappa_0 & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}
\]

(E18)

where the first of Eqs. (E22) has been used.

Inserting Eqs. (E22) into Eq. (E17) we obtain

\[
\kappa_0 = \frac{i}{b_0 \lambda^2} \int_0^\lambda d Z_1 \int_0^\lambda d Z_2 \varepsilon(Z_1) \sum_{s=-\infty, s \neq 0}^{+\infty} \frac{\epsilon^{02 \pi s} (Z_1 - Z_2)}{s}
\]

(E19)

After noting that the even contribution in the numerator within the series does not contribute and using the relation \(\sum_{s=1}^{+\infty} \sin(2\pi s \xi) = \pi \left[-\xi + \frac{1}{2} \text{sign}(\xi)\right]\) valid for \(|\xi| < 1\), Eq. (E20) yields

\[
\kappa_0 = \left[\int \right]^{-1} \frac{2\pi}{\lambda^2} \int_0^\lambda d Z_1 \int_0^\lambda d Z_2 \varepsilon(Z_1) \left[\left(\frac{Z_1 - Z_2}{\lambda}\right)
\right]
\]

(E20)

\[
- \frac{1}{2} \text{sign}\left(\frac{Z_1 - Z_2}{\lambda}\right)
\]
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