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Abstract: Nearly every organization needs solution to handle sensitive data. Though there are different systems to store and transmit electronic records, users often deal with missing or tampered information when they distribute it in a public network. When the data is distributed, the traceability and governance of it throughout the globe is impractical. The evolving world of Data Security demands healthcare industry to have an infrastructure in place to deal with patient records. Regardless of the nature of present and future security risks, Blockchain technology will play a vital role to maintain the originality of the digital data. Blockchain stores data in a decentralized, distributed ledger for achieving immutability and transparency. The system analyses a case study which aims at maintaining Healthcare records in Blockchain ledger to facilitate secure storage of the patient’s details. For efficient prediction of diabetes the Blockchain and machine learning algorithms are integrated. The various other applications of combining Blockchain technology with machine learning algorithms are Smart city applications, Forensic information storage systems, Energy data management systems, banking and finance management systems.
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I. INTRODUCTION

The Blockchain is a type of immutable database. It has the ability for individuals to maintain the data and to establish trust. It is a peer to peer network where there is no involvement of central authority [5]. Blockchain holds list of blocks connected using cryptographic hash and the very first block in the Blockchain is called as Genesis block. Each block consists of Block header and list of transactions. These blocks are created by miners. Mining is a method to identify valid block which has to be accepted by all the other nodes of the network. Block header holds previous Block hash, Timestamp, Version, Merkle root hash and Nonce. Merkle tree is the data structure that is an encoded tree representation of the Blockchain transactions. Sequence of blocks forms a ledger that is distributed across several nodes of a Blockchain network. As a consequence, transaction is replicated and stored straight away in several nodes. Thus, Every Transaction of entities in a network is recorded in a distributed ledger which is transparent to every other entity in the network. And so, immutability and security of the data is ensured using Blockchain Technology [12].

II. BLOCKCHAIN IN HEALTHCARE INDUSTRY

Blockchain provides tremendous opportunities to tackle challenges that are exist in healthcare domain. For Maintaining Electronic Medical Records (EMR) the Blockchain Technology can be one of the best solutions [8]. It ensures originality of the patient records. The Blockchain ensures data integrity and privacy of patient in sharing healthcare data. The Blockchain follows the patient-centric healthcare model; the patient has the control over their healthcare data. The Blockchain provides trusting layer behind the patient-centric model [10]. The Blockchain records when used for Clinical Research, the result would be accurate and up to standard. For money transactions like insurance claim and billing also, the Blockchain technology would be a right choice. It helps to bring the patients, providers and the insurers into one network to provide long-time insights to patient’s healthcare data and ease in maintaining health claims management. It helps to eliminate major issues such as

Smart contracts are sequence of codes used to perform a particular task in Blockchain network and written commonly using Solidity, Go or Vyper Languages. These tiny programs are stored on every ledger of a Blockchain network and invoked when transaction or the function has to be committed. Consensus algorithm is a mechanism with which all the entities in a Blockchain network agree a common and mutual conformity about the state of the ledger that helps in building trust among the third party network entities. It ensures that whatever the copy which is available to individual entities is consistent and the updated one. There exists different consensus protocols such as, Proof of Work(PoW), Proof of Stake(PoS), Practical Byzantine Fault Tolerance(PBFT), Proof of Burn(PoB), Proof of Elapsed Time(PoET), Proof of Authority(PoA) and so on. Based on the need of an application the consensus mechanisms are chosen [11].

Primarily there are two types of Blockchain Network-Private and Public Blockchain. In a Public Blockchain, Anyone who accesses the internet can be a part of the network. The Proof of Work consensus helps to maintain the trust that there can be no fraud in the transactions. The Private Blockchain is a closed network of well authorized entities. The level of security, authorization and accessibility remains in the control of the enterprise or organization which owns it. A hybrid Blockchain is a flexible and a combination of both private and public Blockchain that enables only selected data records in a network to be allowed to move around public network. For all its intricacy, its potentiality to maintain the records in a decentralized way in a peer to peer network with greater user privacy and keen security, makes this technology suitable for various thriving Distributed Applications (DApps)[3].
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duplications in claims, manual errors and pattern identification. The Blockchain provides financial data processing through smart contract and prevent redundancies and inefficiencies in insurance claim management [13].

Drug supply chain management involves transactions of drugs from pharmaceutical companies to pharmacies. The proper monitor and tracking mechanism should be followed in the supply chain to prevent tamper and counterfeit of the drug. The mechanism is used to ensure the end users and all the stakeholders to verify the ingredients of the drug. Incorporating Blockchain in the supply chain would enhance security and transparency among different entities. It helps to track and trace the supply chain where the details be maintained in an open safe and tamper-free system available to multiple parties. The permissioned Blockchain network can be used in the supply chain for the partners to track the pharmaceutical supplies [13].

Prescription management requires proper process to delivery healthcare service. The misuse of the prescription leads to intense problem. The Blockchain based solution provides secure prescription process where all the transactions are stored in the network. The prescription issued by the doctor to a patient is stored in the Blockchain, only the designated pharmacist can provide the drugs based on verification [13].

Inferrences on secured and tailored healthcare records

Personal health data received from mobile and wearable technology benefits health care providers and medical research. Providing ownership of data for user-centric healthcare system using decentralized and permissioned storage is one of the noticeable benefits of Blockchain technology. A mobile application is developed to collect health data from wearable devices and physical input are synchronize to the cloud for data sharing between health care providers and health insurance companies. A proof of integrity and legalization is retrievable from cloud platform and is connected to the Blockchain. Hyper ledger Fabric, a permissioned Blockchain used to grant privacy of personal health care systems from the user end to the cloud and also ensures user originality of health data [1].

Blockchain technology provides a way for interoperability challenges present in the healthcare systems and helps individuals, health care entities and healthcare providers to share electronic healthcare data in a secure way. Public Blockchain is used for access-control of healthcare records. It provides scalability, access security and data privacy. Every person in the distributed network of health care Blockchain can have a copy of everyone’s record. Since health care data is dynamic and expensive, storing of all records leads to more bandwidth and network utilization. So an index is maintained that stores the details of records such as location and metadata information. With user’s unique identification access of the records, the process is made easier [2].

Blockchain is a decentralized protocol that combines transparency and immutability for providing security for the transactions [7]. Smart contracts are built on Blockchain to support on-chain storage and to develop decentralized applications. Patient can access their medical records in real time without any hassle. Decentralized Application (DApps) provides identification and authentication for patients and health providers. DApps can be developed using Ethereum, which is an open-source Blockchain platform that supports smart contracts. DApps provide services for millions of users by providing scalability, traffic handling mechanisms and provide facility for communication between health care providers [3].

Conventional health system does not provide control access to patients for modification or cancellation of their records. Providers have control over the records and maintain with their premises permanently. If a patient switches to other healthcare providers in their lifetime, the health record of the patient is available to different providers that lead to the data theft and results in lack of security ultimately patient information will be at risk [4]. If patient wants to access the record for modification, it becomes tedious and impossible. To circulate the modified record, the patient have to contact all the providers with whom they have share the record that is considered to be time consuming and tedious. Blockchain gives patients a complete, immutable logs and trouble-free admittance to their medical records across different providers and treatment sites [6].

IV. CASE STUDY: DIABETES PREDICTION USING HEALTHCARE DATA STORED IN BLOCKCHAIN

The case study analyses a straightforward approach which makes sure that the patients retain the ownership of their healthcare data and restrict access of third parties to the data [9]. To ensure security and privacy of data in an efficient manner, Blockchain technology is typically preferred and used. For implementing Blockchain, An Ethereum Blockchain platform is chosen and smart contracts are written in solidity language [15]. The details are shared between doctor and patient for the implementation of Blockchain for healthcare management, without the involvement of any third party systems. The data of the patient is placed on the Blockchain with proper permission from patient.

The goal of the system is to provide secure transfer and to predict diabetes. The blood sugar level obtained from the patient side is sent the doctor side. Only the authorized doctor can have access control over the patients disease related information. Authorization process is carried out with the help of account and deployed addresses that are generated whenever a transaction is recorded. User details are stored in the database for further processing and prediction. Machine learning algorithms like logistic regression, decision tree and random forest are used to check if a patient has diabetes or not. To choose the best algorithm, accuracy, f-measure, precision and recall are used as evaluation metrics for prediction. The system focuses on Blockchain creation, user interface creation, establishing smart contract and prediction of diabetes.

A. User Interface

The user interface is designed in such a way that the patient can have direct access to enter his/her medical information. Individual text boxes are created for entering the necessary patient details regarding diabetes prediction.
The set of text boxes which are developed for easing the user to enter the information includes the following attributes: Pregnancies, Glucose, Blood Pressure, Insulin, BMI, Age. Since these attributes are considered to be the key parameters for predicting diabetes, the data has to be filled in a more accurate manner. The patient fills the form based on his/her medical record appropriately. When the user finishes uploading the details, an update button which is designed is enabled. Once the update button is enabled, a smart contract is established and the newly entered patient details will be passed to a function in solidity environment. Since the transactions that happen in smart contract are processed by the Blockchain, there is no third party involved. Hence, the data updated by the patient remains highly secured.

B. Connectivity

The functions in HTML are connected to the functions in solidity through Web3 provider. For the web connection to occur, TestRPC must be running in the background. The TestRPC will be listening on a port number and this will connect the web3 provider to an external Ethereum node. A contract is created and compiled in solidity. The obtained parameters from the user are passed to the solidity function. Solidity has functions for both retrieving and sending the value. The contract created in solidity must be deployed by selecting the requirement environment. The deployed address of the solidity file is added in the HTML program. Thus connection happens. By default, an Application Binary Interface (ABI) is created for the contract created in solidity. ABI is a JavaScript Object Notation (JSON) format of the program that must be added in HTML program. Thus the structure of the contract is understood by HTML program. In solidity, there are default accounts available. New accounts can also be added. Each account in turn has an account address. The particular account address can be assigned in html program. By this way, only the authorized doctors have the way of obtaining information from the patient. If any other person tries to retrieve the content, the address doesn’t match and the access is denied.

If the connections are successful, end to end transaction happens. Any middle person couldn’t able to intervene and retrieve the contents. The blocks are created by default and transaction details are maintained in the remix IDE. Now the transacted details are displayed in the user interface. These details are inserted in the diabetes dataset for prediction. The obtained value is inserted as a new tuple in the dataset. The dataset already contains many tuples of different patients pertaining to diabetes.

C. Diabetes Prediction

Three classification algorithms are applied over the diabetes dataset and their performance is measured. The algorithms used are random forest, decision tree and logistic regression. Sample portion of the data set collected for the proposed system is shown in Fig. 1.

The pima-indians-diabetes-database dataset is considered for the research work from the website kaggle[14]. It consists of 769 rows with features as pregnancies, glucose, blood pressure, skin thickness, insulin, BMI, diabetes, age with 1 outcome.

- Logistic regression

Logistic regression belongs to the category of supervised machine learning classification algorithms. For predicting the probability of a categorical dependent variable, logistic regression classification algorithm can be applied. Here, the dependent variable takes either of binary values 0(failure) 1(success). It can directly predict the probabilities that are well-calibrated when compared to other classification algorithms. It belongs to predictive analysis which is mainly focused on the concept of probability. Logistic function is different from linear function as it makes use of more complex cost function known as sigmoid function. This complex cost function can limit the predicted values between the range of 0 and 1 whereas linear regression can have values out of these boundaries. This process is carried out in sigmoid function. This function helps in mapping any real valued number to value between 0 and 1.

![Fig. 1. Sample dataset](image)

![Fig. 2. Logistic regression](image)
Whereas in the case of ordinal type the target variable can take only ordered categories. Confusion matrix is constructed to measure the overall efficiency. Accuracy determines the predicted result is correct to which extent.

- **Decision tree**

It is also a supervised machine learning classification algorithms. It is a flow chart like structure consisting of internal nodes, branches and leaf nodes where the path from root to node represents the classification rules, internal nodes represents the test on an attribute, leaf node represents the class label and branch node represents the outcome of the test. Stability and ease of interpretation is high when compared to other algorithms. It undergoes the following process of breaking down the dataset into smaller and smaller subsets and at the same time a decision tree is built. It has the capability of handling both numerical and categorical data. On a particular variable splits are carried out. Pruning is the main process that is followed to reduce the size of the tree. Overfitting is the main drawback of decision tree and it can be minimized or avoided by combining adjacent nodes that has a very low information gain. Overfitting happens when the data is trained well and the presence of noise in testing data leads to negative impact on performance model. Class label (0/1) for the diabetes dataset is predicted using decision tree algorithm. Each node in the tree acts as a test case for unique attribute, and each edge descending from the node correspond to the possible answers to the test case. This process is recursive in nature and is repeated for every sub tree rooted at the new node. The obtained result at the end contains the decision nodes with the leaf nodes as shown in Fig. 3.

![Fig. 3. Decision Tree](image)

- **Random Forest**

Random forest is an ensemble learning method as it consists of various individual decision trees that act as an ensemble. Out of all the predictions provided by the individual decision trees the one with majority turns out to be the model’s prediction as depicted in Fig. 4. The main benefit is that the trees protect each other from their individual errors. Out of all selected features there has to be some actual signals so that the model built out of it works perfectly than random guessing.

The individual trees provide suitable predictions which have low correlation amongst them. Uncorrelated outcomes help in providing better results. Each decision tree in the random forest generates a class and the class with the most votes becomes the model’s final class.
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Logistic Regression shows the substantial improvement in the metrics considered when compared to Decision tree and Random forest as shown in Fig. 6 and Table-I. The formula for obtaining evaluation metrics precision, recall, F-score and accuracy are listed below.

\[
\text{Precision} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Positives}} \tag{1}
\]

\[
\text{Recall} = \frac{\text{True Positives}}{\text{True Positives} + \text{False Negatives}} \tag{2}
\]

\[
\text{F-Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{3}
\]

\[
\text{Accuracy} = \frac{\text{True Positive} + \text{True Negative}}{\text{True Positive} + \text{False Positive} + \text{False Negative} + \text{True Negative}} \tag{4}
\]

Here true positive and true negative are an outcome where the system correctly predicts the positive and negative cases respectively. False positive predicts as true where it is actually not and false negative predicts as false where it is actually true.

**Table- I: Performance analysis of classification algorithms**

| Evaluation metrics | Logistic Regression | Decision Trees | Random Forests |
|--------------------|---------------------|----------------|----------------|
| Precision (%)      | 76                  | 70             | 73             |
| Recall (%)         | 76                  | 69             | 72             |
| F-score (%)        | 76                  | 69             | 73             |

**Fig. 6. Accuracy of classification algorithms**

VI. CONCLUSION

Conventional healthcare systems are cumbersome for patients to access the health records. Patients often need their health reports for updating purposes. On the other hand, the privacy and security of data is highly at risk. Thus confidential information is greatly at threat as the data can be modified in between and the contents can be tampered. To overcome this problem, a secure network is built where only the authorized doctors and patients are granted access. The proposed system provides transparency and immutability to healthcare documents that can be leveraged to maintain healthcare interoperability. For the better system performance, the machine learning algorithms like logistic regression, decision tree and random forest is incorporated. This leads to faster prediction. The analysis is also made to choose the algorithm that performs best for the diabetes prediction. Current work is used for diabetes prediction in public block chain platform. Future enhancement is to improve the performance on the system and maintain the private block chain on cloud.
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