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**Abstract.** Web crawlers are programs that are used by search engines to collect necessary information from the internet automatically according to the rules set by the user. With so much information about sports news on the internet, it takes web crawlers with incredible speed in the process of crawling. There are several previous studies that discussed the process of extracting information in a web document that needs to be considered both in terms of both aspects, including in terms of the structure of the web page and the length of time needed. Therefore, in this research the web crawler application was developed by applying a multi-thread approach. This multi-thread approach to research is used to produce web crawlers that are faster in the process of crawling sports news by involving news sources more than one address at a time. In addition to the multi-thread approach, adjusting the structure of the website pages is also done to ensure the information to be extracted by web crawling. From the results of the multi-thread implementation test on the crawling process, this study has been able to increase speed compared to the single-thread method of 122.95 seconds. But the results of web update detection, have resulted in a speed that decreased by 6.27 seconds in the crawling process with unequal data and the speed on the crawling process has also decreased by 24.76 seconds on server 1 and by 23.92 seconds on server 2. **Keywords:** Web Crawlers, Multi-Threads, Detection of Updated Web Page Content, Distributed Systems.

1. **Introduction**

On online news sites there are many desired news categories. Visitors just choose the desired news and take it. The existence of online news sites, nowadays makes it very easy to get news, especially news about sports. Sports news is one of the headlines and is loved by various groups. Various national and local media use sports news to look for a profit. The development of print media in Indonesia which discusses sports is increasingly rapid and interesting to study. Therefore, in this research build a sports news search engine by implementing a web crawler. Web crawlers are machines that browse websites to collect documents or data found on the website visited[1]. Several previous studies built a news search engine by implementing a web crawler. Web crawlers are machines that browse websites to collect documents or data found on the website visited[1]. Several previous studies built a news search engine by implementing a web crawler on online news sites to get the desired news data. While crawling is the process behind a search engine that is tasked with tracking the World Wide Web in a structured manner with certain ethics[2]. The website structure is grouped into four, such as: linear, non-linear, hierarchical, and hybrid[3]. Of the 4 groups of structures have differences, including: (1) Linear structure, is a website structure that only has a chain of links sorted and no branching. This structure is suitable for displaying information that is not too interactive,
(2) Non-linear structure is a linear structure that allows for branching. Then in this structure there is no master page or slave page, (3) Structure of Hierarchy, this structure uses branching to display data based on certain criteria, in the main view it is called the master page while for branch display is called slave page, (4) Hybrid Structure, a combined structure where this structure combines all existing structures. This structure can provide high interaction to users.

The process that is carried out on the web crawler is extracting the main URL to generate a list of pages that are accessed, then visiting all the pages listed, and identifying all the hyperlinks found on the page and adding the URL to the list of links to the pages that have been visited[4]. In previous studies the application of information retrieval with the GVSM method has been able to improve performance by more than 50%[5]. Changes from a web page can be detected by calculating the value of the checklist. The use of this method gives results that are very fast and require a short time[6]. However, a number of previous studies have used search engines by applying web crawlers by using one thread for information gathering processes, so that they are unable to fulfill user requests for information both in terms of quantity and quality[7]. But the one thread approach is only to retrieve data with certain specifications, for example the topic of 'sports', then web crawlers do web pages that only relate to the topic of sports. Therefore, this research has developed a sports news web content extraction system by applying multi-thread programming techniques. Multi-threaded approach is one approach in computer programming that aims to make the process run simultaneously[8]. The development of a publicly distributed multi-threaded web crawler proxy that is available is easier than distributing many web crawlers to many computers and controlled by one computer[9]. With this technique, it is possible to make web crawlers able to handle multiple requests for information from users at one time. The advantage of web crawlers by implementing multi-threads can provide results more relevant to keyword search and faster with the application of multithreading and distributed computing techniques[10]. But the multi-thread technique in the process of extracting the contents of a website page is very dependent on the structure of each website that will be taken so that the weight used for the extraction process must adjust the structure of the website. The website structure is grouped into 4, namely linear, non-linear, hierarchical, and hybrid structures[11]. Data stored from crawling results is large enough so that it will make the server work harder and the risk of data access failure by search engine users is more likely.

While the database implementation in this study uses the method or technique of transactional replication. Database replication can allow sharing of load access to the server, so as to minimize the risk of access failure by search engine users[12]. Database replication is a technique that can be used to optimize data access and provide fault tolerance by storing copies of data in several locations. Database replication can use 3 ways, namely snapshot replication, merging replication, and transactional replication. Snapshot replication is used to copy data on the database server to another database on the same or different server. Merging replication is used to merge data from two or more databases that are combined into one database. Transactional replication is used for complete copying of the master database, then gets periodic updates on changes that occur in the master database[13]. The purpose of using the transactional replication technique is by utilizing the master to master component rather than the master to slave provided by the database to be used. Because if you use master to slave only on the master database that can provide data updates and replicate to the slave database, the slave database can only receive updates from the master database. A web crawler needs to update the contents of the database regularly to increase the update and quality of information in the database. Updates to a website can be seen from the changes on the main page of the website. Some ways to find out changes from a website or website that have been updated, namely changes in page structure, changes in text content and image changes (hyperlinks) contained on the webpage[14].

The purpose of this research is to increase the speed of the web crawler process by applying multi-thread techniques in collecting sports news and then crawling data is distributed with master to master database replication techniques. Then in gathering sports news, only collecting the latest sports news uses a technique of comparing url or news links on 10 predetermined sports domains.
2. Research Methods

In this research using maximum up-to-date sports news data and then crawling regularly every 1 hour. The information that will be collected in this research is information about sports news with 10 predetermined domains, including:

1. www.sports.okezone.com/
2. www.bola.com/
3. www.cnnindonesia.com/olahraga
4. www.mediaindonesia.com/news/list/olahraga
5. www.merdeka.com/olahraga/
6. www.republika.co.id/kanal/olahraga
7. www.bbc.com/indonesia/olahraga
8. www.m.metrotvnews.com/olahraga
9. www.kompasiana.com/olahraga
10. www.sport.detik.com/

From the selection of 10 domains based on the top of ranking site in the scope of Indonesia from www.alexa.com on June 30, 2017, then sites - sites related to sports news were selected. And the purpose is to find out the changes found on web pages by comparing changes to the content or content. Fill or content is 'url' or the news link. Web crawlers will create a list of indexes to facilitate the search process [15]. Content changes are changes from a web page caused by the addition or reduction of the contents of the web. For example, a news site, on a news site, will always change its contents when there is more recent news [16].

In this study using a multi-threaded technique on web crawlers to compare the latest news and old news. Then the data from crawling stored in the database can be distributed by replicating from the master database to other masters, where computer servers and other master computers can communicate with each other in the database. So that any changes to the master computer can always be replicated on another master computer or vice versa. Then this system can add a website update detection feature by comparing upload dates and hours on sports news so that the news obtained is all the latest sports news from web pages with 10 predetermined domains.
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**Figure 1.** Distributed Multi-threaded Crawler Web Architecture

The system developed in this study is a multi-threaded web crawler with distributed on two servers to collect sports news. The general description of the system to be developed can be seen in Figure 1, where the crawlerMulti-thread web architecture is distributed in this study in the form of a multi-threaded web crawler program distributed into two servers, then the results of collecting each web crawler are saved to the database. And continued with the 2nd synchronization of the database using the master to master database replication technique. Data that has been stored in the database can be seen by the user through the user interface. Distributed system is a process of distributing information
on two or more computers. There is a general architecture, namely client-server and peer to peer. In this study will use peer to peer architecture. Peer to peer architecture is part of a distributed system model where the system can simultaneously function as a client or server. Peer-to-peer is the most general and flexible model [17].
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**Figure 2.** Multi-thread Web Crawler Architecture

The multi-thread web crawler runs a number of 10 bot of crawlers to visit and extract content from 10 predefined web pages, shown in Figure 2. The use of 10 bot of crawlers in this extraction process is due to data from 10 websites that will be extracted features has a different programming structure and format. Then the working process is that the bot of crawler is run simultaneously without having to wait for one of the crawler bots to finish on the multi-thread architecture. The results of extracting 10...
web pages will produce title elements, news dates, and news content. Furthermore, the storage of elements (data) to the database and users can see through the interface of this system.

In addition to the system architecture, in this research there is a workflow for 10 bot of crawlers used in the extraction process, shown in Figure 2, where a multi-thread bot of crawler visits the main url of the web to be crawled. After that parsing the html page. In this research, html parsing uses libraries in the python programming language BeautifulSoup version 4. After parsing the page, then look for the news column whose contents are the latest news from the webpage. After the latest news column is found, visit the url and find the elements of the title, date, and content of the news. Before saving the data to the database, check first, whether the url of news that will be stored is already in the database or not. And if it's not there, then save it first for the data to the database, and if it's already there then continue visiting the next url. This web update detection feature aims to prevent web crawlers from storing the same data. Repeat the process until no url is found in the latest news column.

3. Experiment Result and Discussion

After testing, the following is a comparison of the crawling process time needed to gather news from 10 websites that have been determined from each trial, can be seen in Table 1.

| Table 1. Comparison of Test Results |
|-------------------------------------|
| Concept                             | Total News | Total of Crawling Time |
| Single-thread                       | 213        | 212,03714              |
| Multi-thread Update                 | 216        | 89,0847                |
| Multi-thread Update Distributed     | 214        | 134,6023               |
| Multi-thread Update Distributed of Server 1 | 213 | 120,1111 |
| Multi-thread Update Distributed of Server 2 | 216 | 124,20546 |

Based on table 1 there is a total crawling time of 10 websites needed with a single-threaded web crawler longer than a multi-thread web crawler that has a difference of 123 seconds. Whereas the comparison between multi-thread web crawlers and multi-thread web crawlers has been added to the web update detection system, while the time needed for crawling is getting longer and this has a difference of 6 seconds compared to multi-thread web crawlers without an update feature the web.

The results of the application of the concept that the effect of distribution also requires a considerable amount of time for the crawling process, shown in the 4th experiment, where it has divided the number of urls visited to each server and takes 39 seconds longer than the multi crawler web -thread update. Whereas shown in experiment 5, running the system alternately on each server takes 25 seconds longer than the multi-thread update web crawler on the first and 29 seconds on the second server.

4. Conclusion

Based on the test results of the system that has been developed, conclusions can be taken such as:
(1) The application of the multi-thread programming concept can increase the crawling process speed by 123 seconds compared to single-thread web crawlers. (2) Application of web update detection on multi-thread web crawlers has decreased the crawling process speed by 6 seconds, compared to multi-thread web crawlers without detection of website updates. (3) The implementation of distribution does
not increase the speed of multi-thread web crawlers with update detection, it actually decreases the speed of the crawling process which is equal to 25 seconds on servers 1 and 24 seconds on server 2.
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