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Abstract  Aiming at the modeling issues of fractional order Hammerstein system with scarce measurements, a novel multi-innovation hybrid identification algorithm is proposed to deal with them. Firstly, a multi-innovation estimation algorithm based on auxiliary model is presented to estimate the parameters of the nonlinear fractional order system, and a multi-innovation Levenberg-Marquardt algorithm are derived to confirm the fractional orders. Secondly, the convergence properties of the proposed algorithm are analyzed using the lemmas and theorems. Finally, in order to illustrate the effectiveness of the proposed algorithm, two fractional order nonlinear systems with scarce measurements are studied to prove the validity.
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1 Introduction

In recent years, the researchers have been interested in the modeling and control of the real fractional order systems. Fractional order systems (FOSs) is more common than the traditional integer order systems, especially for the application with long memory characteristics, such as supercapacitors [1], thermal diffusion processes [2,3], and viscoelastic structures [4], etc. More and more researchers began to pay attention to fractional models, and found that fractional model has more accurate description method for many physical processes [5,6]. In order to deal with the modeling problems of fractional order system, some modeling methods are presented to deal with parameters identification and fractional orders estimation, including poisson moment functions (PMF) [7,8], modulation functions [9,10], auxiliary variable method [11], orthogonal basis functions [12], and block pulse functions [13], etc.

In practice, due to some reasons, including network communication, sensor failure, and hardware limitation, etc, some sampled data in the system are lost. For network control systems, there are data packet loss, data disorder and communication time delay to cause missing data. Due to manual operation, sensor failure and hardware limitation, some sampled data in the system are lost in industrial processes, chemical processes and biological processes. Multi-rate sampled systems with different input and output sampling periods which are very common in process industries can be viewed as a class of missing-data systems. Similarly, the fractional order systems in network environment, industrial processes, chemical processes and biological processes can also encounter the occurrence of scarce measurements or missing measurements, e.g., electroencephalographic
recorders [14], electric individual-wheel system on
an autonomous platform [15], etc.

For the system with scarce measurements or
missing measurements, the reconstruction methods
of scarce measurements or missing measurements
have received widespread attention in the control
field. One method is to substitute for missing data
points by interpolating calculation among available
data points, such as linear interpolation, parabolic
interpolation, cubic interpolation, spline function
interpolation, or piecewise constant interpolation
and so on. Another method is to use a dynamic model to
reconstruct the missing measurement data. Basing on
auxiliary model modeling principle, Ding et al.
presented a multi-innovation gradient-descent
algorithms to deal with the missing data of the scarce
measurement systems [16-17]. Broersen et al.
proposed a finite interval likelihood algorithm for
AR model spectral estimation using the conditional
log likelihoods method [18]. In [19], in order to
handle the scarce measurement systems, an auxiliary
model-based algorithm is proposed to deal with the
identification of multi-variable output error model
with scarce measurements. The effectiveness of the
proposed method is proved by comparing with other
methods in the literature.

In this paper, we attempt to study the identification
of fractional order Hammerstein systems (FOHS)
with scarce measurements. For the identification of
these systems, it is difficult how to estimate the
unknown parameters by traditional identification
methods. The main difficult factors embody: 1) There are many parameters of FOHS to be identified
by scarce measurements, including the model
parameters and the corresponding fractional orders;
2) Convergence of the identification algorithm; 3)
Influence of external interference and outside noise.

For the above-mentioned issues, we proposed a
new identification algorithm for FOHS with scarce
measurements. The innovation and contributions of
this paper are shown as follows: 1) Build a fractional
order model with scarce sampling data; 2) Based on
the theory of interactive estimation and the principle
of hierarchical identification, a multi-innovation
gradient descent (MIGD) algorithm and a
multi-innovation Levenberg-Marquardt (MILM)
algorithm are derived to estimate model parameters
and fractional orders, respectively; 3) Give the
convergence analysis of the presented algorithm
using the lemmas and theorems.

The rest of our paper is organized as follows.
Section 2 introduces the problem formulation of
fractional order system with scarce measurements.
Section 3 discusses the MIGD algorithm for
fractional order system with scarce measurements.
Section 4 gives the estimation of fractional order by
the MILM algorithm. Section 5 proves the
corversgence of the presented algorithms using the
stochastic identification theorems. Section 6 studies
two fractional order systems to show the
effectiveness of the proposed algorithms. Finally, we
offer some concluding remarks in Section 7.

2 Problem formulation
2.1 Calculation of fractional order system

In the past decades in system modeling and control,
fractional order systems have attracted continually an
increasing interesting among researchers [20-22].
The most commonly used in discrete cases are GL
fractional calculus [20], RL fractional calculus [21]
and Caputo fractional calculus [22], which is used in
this paper is the definition of GL calculus is
expressed as follows:

\[ \Delta^\alpha x(kh) = \frac{1}{h^\alpha} \sum_{j=0}^{k} (-1)^j \binom{\alpha}{j} x((k-j)) \]  \hspace{1cm} (1)

where \( \Delta^\alpha \) is the fractional order difference operator
of order \( \alpha \); \( x(kh) \) denotes a function of \( t = kh \),
which \( k \) is the \( k \)-th sampling, and \( h \) is assumed to be
equal to 1. The term \( \binom{\alpha}{j} \) is the binomial term
defined by:

\[ \binom{\alpha}{j} = \begin{cases} 
1 & \text{for } j = 0 \\
\frac{\alpha(\alpha-1)\cdots(\alpha-j+1)}{j!} & \text{for } j > 0
\end{cases} \]  \hspace{1cm} (2)

According to Eqs. (1)-(2), we give the following recurrence equation:
\[
\begin{align*}
\begin{cases}
  w(0) = 1 \\
  w(j) = \left(1 - \frac{\alpha + 1}{j}\right) w(j-1) \quad \text{for } j = 1, 2, \ldots, k
\end{cases}
\end{align*}
\]

where
\[
w(j) = (-1)^j \left(\frac{\alpha}{j}\right)
\]

According to Eq. (4), Eq. (1) can be written as the following equation:
\[
\Delta^m x(k) = \sum_{j=0}^{k} w(j)x((k - j)).
\]

In this paper, we use Eq. (5) as the fractional calculation to study the modeling of the FOHS in subsequent sections.

### 2.2 Description of nonlinear fractional order model

In Fig. 1, we consider a nonlinear fractional order system which consists of a static nonlinear link in series with a linear fractional order system.
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**Fig.1** The structure diagram of the nonlinear fractional order stochastic system.

In Fig. 1, \(u(k)\) and \(y(k)\) are the system input and the system output, respectively, \(u(k) \in R\) and \(y(k) \in R\); \(v(k)\) is the outside noise. The nonlinear system in Fig.1 is also called a fractional order Hammerstein system (FOHS), and its linear model is shown as follows:

\[
y(k) = \frac{B(z)}{A(z)} \bar{u}(k) + v(k)
\]

where \(\bar{u}(k)\) is the output of the static nonlinear link, and it can be represented as:

\[
\bar{u}(k) = \sum_{j=1}^{m} c_j f_j(u(k)) = f^T(u(k)) c = c^T f(u(k)),
\]

\[
f(k) = f(u(k)) = [f_1(u(k)), f_2(u(k)), \ldots, f_m(u(k))]^T \in R^n,
\]

where \(f_j(u(k))\) (\(j = 1, 2, \ldots, m\)) are the nonlinear basis functions and can be selected as polynomial functions, trigonometric functions, exponential functions, piecewise linear functions, etc. In addition, \(f(k) \in R^n\) and \(c \in R^m\) are information vector and parameter vector of nonlinear link, respectively.

According to Fig. 1, the noiseless output of the system can be written as:

\[
y_0(k) = \frac{B(z)}{A(z)} \bar{u}(k)
\]

where \(A(z)\) and \(B(z)\) are the denominator polynomial and the numerator polynomial, respectively,

\[
A(z) = 1 + a_1 z^{-\alpha} + a_2 z^{-2\alpha} + \cdots + a_n z^{-n\alpha},
\]

\[
B(z) = b_1 z^{-\beta_1} + b_2 z^{-\beta_2} + \cdots + b_m z^{-m\beta},
\]

\(\alpha_i\) and \(\gamma_j\) (\(i = 1, 2, \ldots, n_u; j = 1, 2, \ldots, n_y\)) are the corresponding fractional orders of the polynomials, \(\alpha_i \in R^+\) and \(\gamma_j \in R^+\), and \(z^{-1}\) is a unit backward shift operator with \(z^{-1} y(k) = y(k - 1)\).

When the fractional orders of the denominator polynomial and the numerator polynomial in (8) are completely different, the fractional order models of Eq. (8) are generally non-identical (disproportionate) order systems; Otherwise, each fractional order is an integer multiple of the base order (\(\alpha\) is order factor), \(\alpha_i = i\alpha\), \(\gamma_j = j\alpha\) \((i = 1, 2, \ldots, n_u; j = 1, 2, \ldots, n_y)\), such a model is defined as a homogeneous (proportionate) order system. In our paper, consider a proportional fractional order system. Then, Eq. (8) can be written as:

\[
y_0(k) = \frac{B(z)}{A(z)} u(k) = \frac{b_1 z^{-\beta} + b_2 z^{-2\beta} + \cdots + b_m z^{-m\beta}}{1 + a_1 z^{-\alpha} + a_2 z^{-2\alpha} + \cdots + a_n z^{-n\alpha}} u(k) \quad (9)
\]

By means of the discrete fractional order operator \(\Delta\) and the derivation, Eq. (9) can be derived as follows:

\[
y_0(k) = [1 - A(z)] y_0(k) + B(z) \bar{u}(k)
\]

\[
= -a_1 \Delta^\alpha y_0(k - 1) - a_2 \Delta^\alpha y_0(k - 2) - \cdots
\]

\[
- a_n \Delta^\alpha y_0(k - n_u) + b_1 \Delta^\alpha \bar{u}(k - 1) + \cdots
\]

\[
+ b_m \Delta^\alpha \bar{u}(k - n_y)
\]

\[
= -a_1 \Delta^\alpha y_0(k - 1) - a_2 \Delta^\alpha y_0(k - 2) - \cdots
\]

\[
- a_n \Delta^\alpha y_0(k - n_u) + c_1 \sum_{i=1}^{\infty} b_1 \Delta^\alpha f_1(u(k - i)) + \cdots
\]

\[
+ c_m \sum_{i=1}^{\infty} b_m \Delta^\alpha f_m(u(k - i))
\]

From Fig.1, the nonlinear function \(f(*)\) is connected in series with the linear dynamic fractional-order subsystem \(G(z) := \frac{B(z)}{A(z)}\). The first term coefficient of \(A(z)\) is 1. If the inner variable \(\bar{u}(k)\) is unmeasurable, then the parameters of \(f(*)\) and \(B(z)\) cannot be uniquely confirmed by \(u(k)\) and \(y(k)\). For this reason, let \(c_1 = 1\). Eq. (10) can be arranged as:
\[ y_i(k) = -\sum_{i=1}^{n} a_i \Delta^\alpha y_i(k-1) + \ldots \]
\[ + \sum_{i=1}^{n} b_i \Delta^\alpha f_1(u(k-i)) + \ldots \]
\[ + c_1 \sum_{i=1}^{n} b_i \Delta^\alpha f_2(u(k-i)) + \ldots \]
\[ + c_n \sum_{i=1}^{n} b_i \Delta^\alpha f_n(u(k-i)) \]

(11)

Herein, the overall output of FOHS with outside noise is arranged as follows,
\[ y(k) = -\sum_{i=1}^{n} a_i \Delta^\alpha y_i(k-1) + \ldots \]
\[ + \sum_{i=1}^{n} b_i \Delta^\alpha f_1(u(k-i)) + \ldots \]
\[ + c_1 \sum_{i=1}^{n} b_i \Delta^\alpha f_2(u(k-i)) + \ldots \]
\[ + c_n \sum_{i=1}^{n} b_i \Delta^\alpha f_n(u(k-i)) + \nu(k) \]

where \( \nu(k) \) is a white noise with zeros mean and variance \( \sigma^2 \). In our paper, the identification goal is to study the identification method of system parameters \( a, b, c \) and fractional order \( \alpha \) by measurement data points.

2.3 Fractional order systems with scarce measurements

In practice, due to some reasons, including sensor failure, hardware limitation and network transmission, etc., some sampled data in the system are lost. This system is called loss data system, such as multi-rate sampled data system. In [16], the loss data system is divided into two cases: one is missing data system, another is scarce measurement data system. In a certain time interval, compared with all sampled data, when the lost data points account for the majority, it is called the scarce measurement data system which is described as Fig. 2. When the lost data points account for a small part, it is called the missing data system which is described as Fig. 3.

For loss data, we design a mathematical description method to deal with them. First, define an integer sequence \( \{k_s: s=0,1,2,\ldots\} \) to satisfy,
\[ 0<k_0<k_1<k_2<\ldots<k_{s-1}<k_s<\ldots, \]
\[ k_s = k_s-1 + 1 \]

The observation data \( y(k_s) \) can be collected, that is, \( y(k_0), y(k_1), y(k_2), \ldots \) can be obtained and they are available data points. Under this situation, the observable data set is built as \( \{y(k_s): s=0,1,2,\ldots\} \), and the unobservable data set is built as \( \{y(k_s+1), y(k_s+2), \ldots y(k_s-1): s=0,1,2,\ldots\} \). The dynamic diagram of the system with scarce measurement data is shown in Fig. 2, where there is more missing data, the observable data set:
\[ \{y(k_0), y(k_1), y(k_2), y(k_3), y(k_4), y(k_5), y(k_6), y(k_7), \ldots\} \]
the unobservable data set:
\[ \{y(k_1), y(k_1), y(k_2), y(k_3), y(k_4), y(k_5), y(k_6), y(k_7), \ldots\} \]

The dynamic diagram of the system with missing sampling data is shown in Fig. 3, and the missing data is less, the observable data set:
\[ \{y(k_0), y(k_1), y(k_2), \ldots\} \]
the unobservable data set:
\[ \{y(k_1), y(k_1), y(k_2), \ldots\} \]

Fig. 2 The dynamic diagram of the system with scarce measurement data

Fig. 3 The dynamic diagram of the system with missing sampling data.

3. The identification of FOHS based on multi-innovation estimation algorithm

For convenience, we define the total parameter vector \( \theta \) and the information vector as \( \phi(k_s,\alpha) \) as follows:
\[ \theta := [a \ b \ c \otimes b]^T \in R^n, \quad n = n_s + mn_v, \]
\[ \phi(k_s,\alpha) := [\phi^1_1(k_s,\alpha), \phi^2_1(k_s,\alpha), \ldots, \phi^m_1(k_s,\alpha)]^T \in R^n, \]
where
\[ a := [a_1 \ a_2 \ a_n]^T \in R^n, \]
\[ b := [b_1 \ b_2 \ b_v]^T \in R^n, \]
\[ c := [c_1 \ c_2 \ c_m]^T \in R^n, \]
\[ \phi_0(k_s,\alpha) := [-\Delta^\alpha y_0(k_s-1), -\Delta^\alpha y_0(k_s-2), \ldots, -\Delta^\alpha y_0(k_s-n_v)]^T \in R^n \]
\[ \phi_j(k_\alpha, \alpha) := [\Delta^\alpha f_j(u(k_n - 1)), \Delta^\alpha f_j(u(k_n - 2)), \ldots, \Delta^\alpha f_j(u(k_n - n_j))]^T \in \mathbb{R}^{n_j}, \quad j = 1, 2, \ldots, m. \]

The symbol \( \otimes \) is the Kronecker product, if 
\[ A = [a_{ij}] \in \mathbb{R}^{p \times q}, \quad B = [b_{ij}] \in \mathbb{R}^{r \times s}, \]
then 
\[ A \otimes B = [a_{ij}b_{rs}] \in \mathbb{R}^{pq \times rs}. \]

Thus, Eqs. (11) and (12) are written as:
\[ y_0(k) = \phi^T(k, \alpha) \theta \]
\[ y(k) = y_0(k) + v(k), \]
\[ = \phi^T(k, \alpha) \theta + v(k). \]

The identification difficulty is that \( \phi(k, \alpha) \) in (14) contains the unknown inner variable \( y_0(k-i) \) and the unknown fractional order \( \alpha \). The solution is to replace \( y_0(k-i) \) and \( \alpha \) with their estimates \( \hat{y}_0(k-i) \) and \( \hat{\alpha} \). The estimation calculation of fractional order \( \alpha \) will be introduced in Section 4. Here, we give the following vector definitions:
\[ \phi_0(k, \hat{\alpha}) := [\Delta^\alpha \hat{y}_0(k-1), \Delta^\alpha \hat{y}_0(k-2), \ldots, \Delta^\alpha \hat{y}_0(k-n_\alpha)]^T \in \mathbb{R}^{n_\alpha}, \]
\[ n = n_\alpha + m \]
\[ \phi_0(k, \hat{\alpha}) := [-\Delta^\alpha \hat{y}_0(k-1), -\Delta^\alpha \hat{y}_0(k-2), \ldots, -\Delta^\alpha \hat{y}_0(k-n_\alpha)]^T \in \mathbb{R}^{n_\alpha}, \]
\[ \hat{\phi}_0(k, \hat{\alpha}) := [\Delta^\alpha f_j(u(k_n - 1)), -\Delta^\alpha f_j(u(k_n - 2)), \ldots, -\Delta^\alpha f_j(u(k_n - n_j))]^T \in \mathbb{R}^{n_j}. \]

Then the estimation of the parameter vector \( \theta \) can be solved by \( u(k_n - i) \), \( \hat{y}_0(k_n - i) \) instead of \( y_0(k_n - i) \). If the unknown \( \phi(k, \alpha) \) and \( \theta \) in Eq.(14) are replaced with \( \hat{\phi}_0(k, \hat{\alpha}) \) and \( \hat{\theta}(k) \), respectively, then the estimate of \( y_0(k_n - i) \) can be computed by:
\[ \hat{y}_0(k_n - i) = \hat{\phi}^T(k_n - i, \hat{\alpha}) \hat{\theta}(k). \]

Let \( \mu(k_n) \) be the step-size. According to the identification model in Eq. (14), a negative gradient search is used to minimize the following cost function,
\[ J(\theta) = [y(k) - \hat{\phi}^T(k, \hat{\alpha}) \theta]^2. \]

We can get the following gradient descent algorithm:
\[ \hat{\theta}(k) = \hat{\theta}(k_n) + \mu(k_n) [y(k) - \hat{\phi}^T(k, \hat{\alpha}) \hat{\theta}(k_n)] \]
\[ \hat{\theta}(k) = \hat{\theta}(k_n), \quad k \in T_e = \{k_n, k_n + 1, \ldots, k_{n-1}\}. \]

The estimated parameter vector \( \hat{\theta}(k) \) remains unchanged over the interval \( [k_n, k_{n-1}] \), i.e., \( \hat{\theta}(k) = \hat{\theta}(k_n) \) for \( k \in [k_n, k_n + 1, k_{n-1}] \). In order to improve the accuracy of parameter estimation and speed up the convergence rate, we expand the term \( y(k) - \hat{\phi}^T(k, \hat{\alpha}) \hat{\theta}(k_n) \) in Eq. (15) to an \( L \)-dimensional innovation vector,
\[ E(L, k, \hat{\alpha}) = [y(k) - \hat{\phi}^T(k, \hat{\alpha}) \hat{\theta}(k_n) - \hat{\phi}^T(k, \hat{\alpha}) \hat{\theta}(k_n)] \]

Define the input-output (information) matrix \( \Phi(L, k, \hat{\alpha}) \) and the stacked output vector \( Y(L, k) \) as:
\[ \Phi(L, k, \hat{\alpha}) = [\hat{\phi}(k, \hat{\alpha}), \hat{\phi}(k_{n-1}, \hat{\alpha}), \ldots, \hat{\phi}(k_1, \hat{\alpha})] \in \mathbb{R}^{n \times L}, \]
\[ Y(L, k) = [y(k), y(k_{n-1}), \ldots, y(k_1)]^T \in \mathbb{R}^{n \times 1}. \]

The \( L \)-dimensional innovation vector \( E(L, k, \hat{\alpha}) \) can be also expressed as:
\[ E(L, k, \hat{\alpha}) = Y(L, k) - \hat{\Phi}^T(L, k, \hat{\alpha}) \hat{\theta}(k_n) \]

Since \( \hat{\Phi}(1, k, \hat{\alpha}) = \hat{\phi}(k, \hat{\alpha}), \hat{\Phi}(1, k, \hat{\alpha}) = y(k) - \hat{\phi}^T(k, \hat{\alpha}) \hat{\theta}(k_n) \)
Eq.(15) can be equivalently written as:
\[ \hat{\theta}(k) = \hat{\theta}(k_n) + \mu(k_n) \hat{\Phi}(1, k, \hat{\alpha}) E(L, k, \hat{\alpha}) \]
Replacing the 1's in \( \Phi(L, k, \hat{\alpha}) \) and \( E(L, k, \hat{\alpha}) \) with \( L \) and taking \( \mu(k_n) = 1/r(k) \) and \( r(k_n) = r(k)+\|\hat{\Phi}(L, k_n, \hat{\alpha})\|^2 \), the fractional order \( \hat{\alpha} \) is known and a multi-innovation gradient descent algorithm (MIGD) is shown as follows:
\[ \hat{\theta}(k) = \hat{\theta}(k_n) + \frac{\hat{\Phi}(L, k_n, \hat{\alpha})}{r(k_n)} E(L, k, \hat{\alpha}) \]

For the initial values of the identified parameters, we choose \( \hat{\theta}(0) \) as a real vector with small entries, e.g., \( \hat{\theta}(0) = I_n / p_0 \), \( I_n \) represents a dimensional column vector whose entries are all 1.

After the estimated parameter vector \( \hat{\theta} \) is obtained, the estimates of the vector \( \hat{a} \) elements are the first \( n_a \) values of \( \hat{\theta} \), \( \hat{b} \) can be acquired from the \( n_a + 1 \) to \( n_a + n_b \) elements of \( \hat{\theta} \). For the
estimation vector $\hat{\theta}$, we notice that for $c_i$, we have $n_n$ estimates $\hat{c}_i$. Therefore, we use the mean value to be calculated as its estimate,

$$\hat{c}_j = \frac{1}{n_n} \sum_{i=1}^{n_n} \hat{c}_{ni}, \quad j = 2,3,...,m . \quad (29)$$

For the performance analysis of the developed algorithm, we will give some discussions in the next section.

4 The fractional order estimation of FOHS

For the identification of FOHS, both the fractional order $\alpha$ and the parameters $\{a, b, c\}$ need to be identified. The corresponding identification algorithms can be divided into two stages: one for order update, another for parameter estimation. The different identification algorithms of the two stages are carried out alternately.

Define an error function as follows:

$$e(k) = y(k) - \phi^T(k) \hat{\theta} . \quad (30)$$

Then the identification problem can be converted into minimizing the following objective function:

$$J = \frac{1}{N} \sum_{k=1}^{N} e^2(k) , \quad (31)$$

where $N$ is the length of the total sampling data.

For the objective function in Eq. (31), the Levenberg-Marquardt (L-M) algorithm is adopted to confirm the fractional order $\alpha$ as follows:

$$\hat{\alpha}^{(m+1)} = \hat{\alpha}^{(m)} - \left[ J' + \lambda I \right]^{-1} J' \hat{\theta}^{(m)} . \quad (32)$$

The update rule is based on the calculation of the gradient and Hessian $J'$ and $J''$ with respect to fractional order $\hat{\alpha}$ and $\lambda$ is a tuning parameter for the convergence. The calculation of the gradient and Hessian with respect to the fractional order $\hat{\alpha}$ ($J'_\alpha$ and $J''_\alpha$) can be performed as follows:

$$J'_\alpha = -\frac{2}{N} \left[ \frac{\partial \phi^T(k, \hat{\alpha})}{\partial \hat{\alpha}} \right] y(k) - \phi^T(k, \hat{\alpha}) \hat{\theta}$$

$$= -\frac{2}{N} \left[ \frac{\partial \phi^T(k, \hat{\alpha})}{\partial \hat{\alpha}} \right] y(k) - \phi^T(k, \hat{\alpha}) \hat{\theta}$$

$$= -\frac{2}{N} \left[ \frac{\partial \phi^T(k, \hat{\alpha})}{\partial \hat{\alpha}} \right] y(k) - \phi^T(k, \hat{\alpha}) \hat{\theta}$$

where $\sigma_y(k) / \hat{\alpha} = \frac{\partial \phi^T(k, \hat{\alpha})}{\partial \hat{\alpha}}$ is the output sensitivity function with respect to $\hat{\alpha}$. The sensitivity function is shown as follows:

$$\sigma_y(k) / \hat{\alpha} = \frac{\partial \phi^T(k, \hat{\alpha} + \delta \hat{\alpha}) - \phi^T(k, \hat{\alpha})}{\delta \hat{\alpha}}$$

(33)

where $\delta \hat{\alpha}$ is a small variation of $\hat{\alpha}$.

The Hessian $J''_\alpha$ can be calculated by:

$$J''_\alpha = \frac{2}{N} \left[ \frac{\partial \phi^T(k, \hat{\alpha})}{\partial \hat{\alpha}} \right] \left[ \frac{\partial \phi^T(k, \hat{\alpha})}{\partial \hat{\alpha}} \right]^T . \quad (34)$$

Hence, the gradient $J'_\alpha$ and $J''_\alpha$ are shown as follows:

$$J'_\alpha = -\frac{2}{N} \left[ \frac{\partial \phi^T(k, \hat{\alpha})}{\partial \hat{\alpha}} \right] y(k) - \phi^T(k, \hat{\alpha}) \hat{\theta}$$

$$J''_\alpha = \frac{2}{N} \left[ \frac{\partial \phi^T(k, \hat{\alpha})}{\partial \hat{\alpha}} \right]^T \left[ \frac{\partial \phi^T(k, \hat{\alpha})}{\partial \hat{\alpha}} \right] . \quad (35a)$$

For the single-innovation L-M algorithm in Eq.(32), it can be considered as the single-innovation estimation algorithm by using the error $y(k) - \phi^T(k, \hat{\alpha}) \hat{\theta}$. For the single-innovation L-M algorithm, it can suffer from low convergence speed and low modeling accuracy. For this reason, we propose a multi-innovation L-M identification algorithm (MILM).

Define the stacked sensitivity function vector $\Xi(L,k,\hat{\alpha})$ as:

$$\Xi(L,k,\hat{\alpha})= [\sigma_y(k) / \hat{\alpha}, \sigma_y(k_2) / \hat{\alpha}, \ldots, \sigma_y(k_{s+1}) / \hat{\alpha}] \in R^s$$

(36)

Using the definitions of $\phi(L,k,\hat{\alpha})$ and $Y(L,k)$, the multi-innovation L-M identification algorithm are arranged as:

$$\hat{\alpha}^{(m+1)} = \hat{\alpha}^{(m)} - \frac{2}{N} \left[ \frac{\partial \Xi^T(L,k,\hat{\alpha})}{\partial \hat{\alpha}} \Xi(L,k,\hat{\alpha}) + \lambda I \right]^{-1} \left[ \frac{\partial \Xi^T(L,k,\hat{\alpha})}{\partial \hat{\alpha}} \Xi(L,k,\hat{\alpha}) + \lambda I \right] \hat{\alpha}^{(m)}$$

(37)

In this paper, the MIGD method is proposed to deal with the parameters identification of FOHS and the MILM algorithm is derived to estimate the fractional order. According to the theory of interactive estimation and the principle of hierarchical identification, the two proposed algorithms are used to identify the parameters and estimate the fractional order alternately. In each iteration, the parameter estimation depends on the previous estimation of fractional order. In turn, the estimation of fractional order is based on the parameter estimation of the previous iteration, and both of them perform a complete hierarchical calculation process. The whole steps of the proposed method can be summarized as follows:

Step 1: Let $m = 1, s=1$, and set the initial values $\hat{\theta}^0, \hat{\alpha}^0, p$ and $\delta \hat{\alpha}$;

Step 2: Collect the input-output data $\{u(k), y(k)\}$, $k = 1,2,...,N$;

Step 3: Construct the information matrix $\phi(L,k,\hat{\alpha})$, the stacked output vector $Y(L,k)$ using Eqs. (17a) and (17b), respectively, and compute the output fractional order sensitivity function $\sigma_y(k) / \hat{\alpha}$ using Eq. (33);
Step 4: Construct the stacked sensitivity function vector \( \mathbf{Z}(L, k, \hat{\alpha}) \) using Eq. (36);

Step 5: Compute \( J_k \) and \( J_n \) by using Eq. (35a) and Eq. (35b), and acquire the fractional order \( \hat{\alpha} \) using Eq. (37);

Step 6: Update the parameter estimation \( \hat{\theta}^{(m)}(k) \) using Eqs. (20)-(28), and compute \( \hat{c}_j \) (\( j = 2, 3, \ldots, m \)) using Eq. (29);

Step 7: Let \( s = s + 1, \) if \( s \leq N \) return Step 6, else go to Step 8.

Step 8: Compute the objective function in Eq. (31);

Step 9: If \( \left| J(\hat{\theta}^{(m+1)}) - J(\hat{\theta}^{(m)}) \right| \leq \varepsilon \), then set \( \hat{\theta} = \hat{\theta}^{(m)}, \hat{\alpha} = \alpha^{(m)} \) and \( J(\hat{\theta}) = J(\hat{\theta}^{(m)}) \), otherwise \( m = m + 1, \) \( s = 1 \), go to Step 3.

5 Performance analysis

Let us introduce some notations. The symbol \( [X] \) denotes the determinant of the square matrix \( X \), i.e.,
\[ |X| = \text{det}[X] . \]
The symbols \( \lambda_{\max}(X) \) and \( \lambda_{\min}(X) \) represent the maximum and minimum eigenvalues of the matrix \( X \), respectively. The following lemmas are required to give the main convergence results.

Lemma 1. (Martingale convergence theorem)
Assume \( \{T_k\} \) and \( \{\xi_k\} \) to be time sequences of non-negative random variables, and they are the incremental \( \sigma \) algebra sequences, satisfying the following inequality,
\[ E(T_{k+1} - T_k) \leq \varepsilon \xi_k, \text{ a.s.} \]

If \( \sum_{k=1}^{\infty} \xi_k < \infty \), then \( T_k \) almost certainly converges to a finite random variable \( C_1 \), namely
\[ \lim_{k \to \infty} T_k = C_1 < \infty . \]

Lemma 2. For the MIGD algorithm in Eqs. (20)-(28), the estimates \( \hat{\alpha} \) of fractional order is obtained from Eq. (37) and the positive constant \( \varepsilon \) (\( \varepsilon > 1 \)) are given, and the following inequality holds:
\[ \sum_{i=1}^{n} \left[ \phi(L, k, \hat{\alpha}) \right]^2 \leq \frac{1}{\varepsilon - 1} < \infty , \quad \varepsilon > 1 . \]

Proof. Using Eq. (23), the following inequality holds,
\[ \sum_{i=1}^{n} \left| \phi(L, k, \hat{\alpha}) \right|^2 \leq \frac{1}{\varepsilon - 1} < \infty , \quad \varepsilon > 1 . \]
Proof. From Eqs. (13)-(14), the following equation can be achieved,
\[ y(k_i - i) - v(k_i - i) = y_0(k_i - i) = \phi^T(k_i - i, \alpha)\theta. \] (44)

Using Eq. (9), we have
\[ A(z) y_0(k_i - i) = B(z) v(k_i - i). \]

or
\[ A(z)[y(k_i - i) - v(k_i - i)] = B(z) v(k_i - i). \]

Using the above equation and Eq. (24), we have
\[ A(z)[y(k_i - i) - \hat{\phi}^T(k_i - i, \hat{\alpha})\hat{\theta}(k_i) - v(k_i - i)] \]
\[ = -A(z)\hat{\phi}_0^T(k_i - i, \hat{\alpha})\hat{\theta}(k_i) + A(z)[y(k_i - i) - v(k_i - i)] \]
\[ = -A(z)\hat{\phi}_0^T(k_i - i, \hat{\alpha}) + B(z) v(k_i - i) \]
\[ = -\hat{\gamma}_0(k_i - i) - a\Delta^s\hat{\phi}_0(k_i - i - 1) - a\Delta^s\hat{\phi}_0(k_i - i - 2) - ... \]
\[ + b\Delta^s\alpha u(k_i - i - n) + b\Delta^s\alpha u(k_i - i - 1) + b\Delta^s\alpha u(k_i - i - 2) + ... \]
\[ = -\hat{\gamma}_0(k_i - i) + \hat{\phi}^T(k_i - i, \hat{\alpha})\theta \]
\[ = -\hat{\phi}^T(k_i - i, \hat{\alpha})\theta(k_i) \] (45)

Taking \( i = 0, k_1, k_2, ..., k_{L - 1} \) and combining these equations in (41), (43), (45) give
\[ A(z)[E(L_k, \hat{\alpha}) - V(L_k)] \]
\[ = \hat{\phi}^T(L_k, \hat{\alpha})\theta(k_i) = \bar{Y}(L_k, \hat{\alpha}) \] (46)

This proves Lemma 4.

Define
\[ S(k_i) = \sum_{r = r(k_i)}^{2} \frac{1}{r(k_i)} \left[ \bar{Y}(L_k, \hat{\alpha}) - \frac{1}{2} E(L_k, \hat{\alpha}) - V(L_k) \right] \]
\[ \times \{E(L_k, \hat{\alpha}) - V(L_k)\} + C_2, C_2 > 0 \]

Theorem 1. For the FOHS in (14) and the MIGD algorithm in (20)-(28), the fractional order \( \hat{\alpha} \) is obtained from Eq. (37), assume that the noise signal \( \{v(k_i)\} \) is a white noise signal with zero mean and variance \( \sigma_v^2 \), and satisfies

(A1) \( \mathbb{E}[v(k_i)] = 0 \), \( \mathbb{E}[v(k_i)^2] = \sigma_v^2 \);

(A2) \( A(z) = \frac{1}{2} \) is strictly positive real.

Then
\[ \lim_{r \to \infty} \hat{\phi}(k_i) = \mathbb{E}(k_i) = C_2, \text{ m.s.} \]

Proof. Substituting Eq. (20) into Eq. (42) yields
\[ \hat{\phi}(k_i) = \hat{\phi}(k_i) + \frac{\phi(L_k, \hat{\alpha})}{r(k_i)} E(L_k, \hat{\alpha}) \] (47)

Taking the norm of both sides and using Eqs. (46), (47), \( r(k_i) \geq \|\phi(L_k, \hat{\alpha})\| \) and \( \|X\| \leq \|X\|\|Y\| \) have
\[ \|\hat{\phi}(k_i)\|^2 = \|\hat{\phi}(k_i)\|^2 + \frac{\phi(L_k, \hat{\alpha})}{r(k_i)} E(L_k, \hat{\alpha}) \]
\[ = \|\hat{\phi}(k_i)\|^2 + \frac{2}{r(k_i)} \|\phi(L_k, \hat{\alpha})\|^2 E(L_k, \hat{\alpha}) + ... \]
\[ + \frac{\phi(L_k, \hat{\alpha})}{r(k_i)} E(L_k, \hat{\alpha}) \]
\[ \leq \|\hat{\phi}(k_i)\|^2 + \frac{2}{r(k_i)} \|\phi(L_k, \hat{\alpha})\|^2 E(L_k, \hat{\alpha}) + ... \]
\[ + \frac{\phi(L_k, \hat{\alpha})}{r(k_i)} E(L_k, \hat{\alpha}) \]

Adding \( S(k_i) \) to both sides and letting
\[ T(s) = \|\hat{\phi}(k_i)\|^2 + S(k_i) \]
\[ T(s) = T(s - 1) + \frac{\phi(L_k, \hat{\alpha})}{r(k_i)} E(L_k, \hat{\alpha}) + ... \]
\[ - \frac{2}{r(k_i)} \|\phi(L_k, \hat{\alpha})\|^2 E(L_k, \hat{\alpha}) + ... \]

Since \( r(k_i) \), \( \phi(L_k, \hat{\alpha}) \), \( \bar{Y}(L_k, \hat{\alpha}) \), \( E(L_k, \hat{\alpha}) - V(L_k) \) are statistically independent of the white noise vector \( V(L_k) \), taking the
expectation have
\[
E[T(s)] \leq E[T(s-1)] + E \left[ \frac{\| \hat{\Phi}(L,k_s,\hat{\alpha})V(L,k_s) \|^2}{r^2(k_s)} \right] .
\] (49)

Using Lemma 2, the sum of the last term on the right-hand side from \( s = 1 \) to \( s = \infty \) is finite, i.e.,
\[
\sum_{s=1}^{\infty} E \left[ \frac{\| \hat{\Phi}(L,k_s,\hat{\alpha})V(L,k_s) \|^2}{r^2(k_s)} \right] \lesssim \sum_{s=1}^{\infty} \sigma^2 \lesssim \infty
\] (50)

Applying Lemma 1 to Eq. (49), we conclude that \( T(s) = \left[ \hat{\theta}(k_s) \right]^2 + S(k_s) \) converges m.s. to a constant \( C_2 \). This proves Theorem 1.

Theorem 1 gives the upper limit of parameter estimation error. That is, the upper limit of parameter estimation error is bounded in the mean square sense. Using Eq. (44), the following equation is obtained,
\[
\tilde{Y}(L,k_s,\hat{\alpha}) - \frac{1}{2} [E(L,k_s,\hat{\alpha}) - V(L,k_s)] = \left[ A(z) - \frac{1}{2} \right] \left[ E(L,k_s,\hat{\alpha}) - V(L,k_s) \right] .
\] (51)

Since \( A(z) - \frac{1}{2} \) is strictly positive real, according to the discrete positive real lemma from [23], there exists a positive constant \( C \) such that we have
\[
\sum_{s=1}^{N} \frac{C}{r(k_s)} \|E(L,k_s,\hat{\alpha}) - V(L,k_s)\|^2 \leq S(k_s) .
\] (52)

The estimation results of each iteration can affect the next parameter identification of fractional order system because the two proposed algorithms are alternately implemented in turn. If the fractional order estimate approximates the true value, the parameter estimates of fractional order system will also approach the true values. Thus, the upper limit of parameter estimation error is very small.

6 Example simulation
6.1 Simulation example 1

Let us consider the fractional nonlinear system of the commensurate order \( \alpha = 0.6 \) with \( n_s = n_v = 2 \), \( h = 1 \). The discrete-time transfer function is shown as

\[
y_0(k) = \frac{B(z)}{A(z)} u(k) = \frac{b_1 z^{-\gamma} + b_2 z^{-\eta}}{1 + a_1 z^{-\mu} + a_2 z^{-\nu}} u(k),
\] (53)

\[
= -0.4 z^{-0.6} - 0.2 z^{-1.2} - 0.4 z^{-0.2} - 0.2 z^{-0.6}, \quad \alpha = 0.6.
\]

The overall output of the fractional order system is shown as follows:
\[
y(k) = -a_1 \Delta^{0.6} y_0(k-1) - a_2 \Delta^{1.6} y_0(k-2) + ... + b_1 \Delta^{0.6} u(k-1) + b_2 \Delta^{0.6} u(k-2) + ... + c_1 \Delta^{1.6} u(k-1) + c_2 \Delta^{0.6} u(k-2) + v(k)
\] (56)

where the real parameter vector are:
\[
a = [a_1, a_2]^T = [0.1, 0.2]^T,
\]
\[
b = [b_1, b_2]^T = [-0.4, -0.2]^T,
\]
\[
c = [c_1, c_2]^T = [1, 0.5]^T.
\]

Thus, the parameter vector to be estimated is \( \theta = [a_1, a_2, b_1, b_2, c_1, c_2]^T = [0.1, 0.2, -0.4, -0.2, -0.2, -0.1]^T \).

The input \( u(k) \) is taken as a persistent excitation random signal with zero mean and unit variance \( \sigma^2 \). We collected the input-output data \{ \( u(k_s) \), \( y(k_s) \) \}, where \( k_s = k_{max} - k \), is a uniform random integer between 1 and a maximum value \( N=2 \). Taking \( L = 1, 3, 5 \) and applying the MIGD algorithm and the MILM algorithm, the parameter estimates and their relative errors \( \delta = (\hat{\theta} - \theta)^T (\hat{\theta} - \alpha) \) are shown in Table 1. 1, Table 1. 2 Table 1. 2 show the parameter estimates and relative errors under different noise signal ratios \( \delta_n = 14.13\%, 18.27\% \), different data lengths \( K = 5000, 10000, 20000 \) and different information lengths \( L = 1, 3, 5 \). As shown in Fig. 4, under the two types of noise-signal ratios, the lower the noise-signal ratio, the smaller the parameter estimation error, indicating that the proposed algorithm can work better for low signal-to-noise ratios.
### Table 1. The parameter estimation and the relative errors of the FOS with $L = 1, 3, 5$ ($\delta_{\omega} = 14.13\%$)

| $L$ | $K$  | $a_1$  | $a_2$  | $b_1$  | $b_2$  | $c_1 \times b_1$ | $c_2 \times b_2$ | $\alpha$ | $\delta$ |
|-----|------|--------|--------|--------|--------|-----------------|-----------------|---------|---------|
| 1   | 5000 | 0.1223 | 0.2462 | -0.3980 | -0.1907 | -0.1984 | -0.0897 | 0.5489 | 0.0054 |
| 10000 | 0.1244 | 0.2191 | -0.4103 | -0.2152 | -0.1885 | -0.0899 | 0.5777 | 0.002   |
| 20000 | 0.1298 | 0.2003 | -0.4085 | -0.2243 | -0.2012 | -0.1041 | 0.5833 | 0.0018 |
| 3   | 5000 | 0.0749 | 0.1975 | -0.4111 | -0.1936 | -0.1927 | -0.0844 | 0.5892 | 0.0012 |
| 10000 | 0.0839 | 0.1643 | -0.4006 | -0.2232 | -0.2043 | -0.1159 | 0.6742 | 0.0079 |
| 20000 | 0.1474 | 0.1986 | -0.3965 | -0.1996 | -0.1891 | -0.0922 | 0.5578 | 0.0042 |
| 5   | 5000 | 0.1210 | 0.2144 | -0.3900 | -0.2105 | 0.1889 | -0.1015 | 0.6202 | 0.0014 |
| 10000 | 0.1077 | 0.1496 | -0.3357 | -0.2165 | 0.1562 | -0.0982 | 0.8668 | 0.0804 |
| 20000 | 0.0680 | 0.2026 | -0.3054 | -0.1726 | 0.1652 | -0.0857 | 0.7496 | 0.0345 |
| True values | 0.1 | 0.2 | -0.4 | -0.2 | -0.1 | 0.6 |

### Table 2. The parameter estimation and the relative errors of the FOS with $L = 1, 3, 5$ ($\delta_{\omega} = 18.27\%$)

| $L$ | $K$  | $a_1$  | $a_2$  | $b_1$  | $b_2$  | $c_1 \times b_1$ | $c_2 \times b_2$ | $\alpha$ | $\delta$ |
|-----|------|--------|--------|--------|--------|-----------------|-----------------|---------|---------|
| 1   | 5000 | 0.1020 | 0.1548 | -0.3693 | -0.2108 | -0.1927 | -0.1068 | 0.6703 | 0.0081 |
| 10000 | 0.1114 | 0.1751 | -0.3608 | -0.1884 | -0.1834 | -0.0847 | 0.6192 | 0.0033 |
| 20000 | 0.0656 | 0.1765 | -0.3911 | -0.2196 | -0.1836 | -0.0921 | 0.6432 | 0.0079 |
| 3   | 5000 | 0.1318 | 0.2244 | -0.3729 | -0.1790 | -0.1651 | -0.0789 | 0.5808 | 0.0048 |
| 10000 | 0.1296 | 0.2583 | -0.4138 | -0.1494 | -0.1904 | -0.0584 | 0.4003 | 0.0487 |
| 20000 | 0.1228 | 0.1399 | -0.3791 | -0.2352 | -0.1949 | -0.1213 | 0.7204 | 0.0207 |
| 5   | 5000 | 0.0582 | 0.1388 | -0.2825 | -0.1160 | 0.1565 | -0.0478 | 0.5724 | 0.0317 |
| 10000 | 0.1236 | 0.1196 | -0.2827 | -0.1785 | 0.1351 | -0.0841 | 0.8706 | 0.0989 |
| 20000 | 0.1034 | 0.1488 | -0.3035 | -0.2061 | 0.1008 | -0.0475 | 0.9551 | 0.1507 |
| True values | 0.1 | 0.2 | -0.4 | -0.2 | -0.1 | 0.6 |

### Fig. 4 Mean square of parameter estimation error under different $K, L$ and $\delta_{\omega}$

Fig. 5 is a box plot of system parameter estimation error with different information length and data length under the noise signal ratio of $\delta_{\omega} = 14.13\%$. The narrower the cabinet and the closer to the 0 scale line, the smaller the parameter estimation error. It can be clearly seen that when $K = 5000$ and $L = 3$, the parameter estimation error is the smallest, and the parameter estimation curve is shown in the Fig. 6, different color curves correspond to corresponding
color coordinates. Therefore, combined with the method proposed in this paper, the estimated parameters when the number of information is 3, the data length is 5000, and the noise-to-signal ratio is 14.13% are used to model the system. The estimated output and actual output of the system obtained by the model are shown in Fig. 7, comparing the estimated output with the actual output and amplifying it partially, it can be clearly seen that the actual output data overlaps with the estimated output data and is a complete fit.

\[
\bar{y}(k) = c_1 u(k) + c_2 u^2(k) + c_3 u^3(k) + c_4 u^*(k) = u(k) + 0.4 u^2(k) + 0.35 u^3(k) + 0.2 u^*(k)
\]

\[
y(k) = y_0(k) + v(k),
\]

where

\[
A(z) = 1 + 0.1 z^{-0.8} + 0.2 z^{-1.6},
\]

\[
B(z) = -0.4 z^{-0.8} - 0.2 z^{-1.6}, \quad \alpha = 0.8.
\]

The overall output of the fractional order system is shown as follows:

\[
y(k) = -a_i \Delta^{0.8} y_0(k-1) - a_j \Delta^{0.8} y_0(k-2) + ...
\]

\[
+ \sum b_i \Delta^{0.8} u(k-i) + \sum c_i \Delta^{0.8} u^2(k-i) + 
\]

\[
+ \sum e_i \Delta^{0.8} u^3(k-i) + \sum f_i \Delta^{0.8} u^*(k-i) +
\]

\[
+ \sum g_i \Delta^{0.8} u(k-i) + \sum h_i \Delta^{0.8} u^2(k-i) + ...
\]

(58)

where the real parameter vector are:

\[
a = [a_1, a_2]^T = [0.1, 0.2]^T,
\]

\[
b = [b_1, b_2]^T = [-0.4, -0.2]^T,
\]

\[
c = [c_1, c_2, c_3, c_4]^T = [1, 0.4, 0.35, 0.2]^T.
\]

Thus, the parameter vector to be identified is:

\[
\theta = [a_1, a_2, c_1, c_2, c_3, c_4, b_1, b_2, d_1, d_2, e_1, e_2, f_1, f_2, g_1, g_2, h_1, h_2, i_1, i_2, j_1, j_2, k_1, k_2]^T
\]

\[
= [0.1, 0.2, -0.4, -0.2, -0.16, -0.08, -0.14, -0.07, -0.08, -0.04]^T
\]

For the FOS in (58), we take dual-rate sampling to deal with it. All the inputs \( \{u(k) : k = 0, 1, 2, ...\} \) are available, but only scarce outputs \( \{y(kq) : k = 0, 1, 2, ...\} \) are available \((q \geq 2\) is a positive integer). In such system, the input-output data available are \( \{u(k), y(kq) : k = 0, 1, 2, ...\} \). Thus, the inter-sample outputs (or missing outputs) \( y(kq + i) : i = 1, 2, ..., q-1 \) are not available. In simulation, the dual-rate coefficient \( q \) is selected as 2. It can be seen from example 1 that the method proposed in this paper has a better effect on de-noise signal ratio, so this example uses low noise signal ratio \( \delta = 14.13\% \) for simulation. Taking \( L = 1, 3, 5 \) and applying the proposed algorithms in our paper, the parameter estimates and their relative errors \( \delta = (\theta - \hat{\theta})^2 + (\alpha - \hat{\alpha})^2 \) are shown in Table. 3. The relative error diagram of the parameter estimation with different innovation lengths \( L=1, 3, 5 \) and data lengths \( K = 5000, 10000, 20000 \) are shown in Figs. 8, 9.

![Parameter estimation curve](image)

**Fig. 6** Parameter estimation curve \((L = 3, K = 5000, \delta_m = 14.13\%)

![Simulated and estimated outputs](image)

**Fig. 7** Simulated and estimated outputs

6.2 Simulation example 2

Consider a following discrete-time fractional order Hammerstein system with the commensurate order \( \alpha = 0.8 \).

\[
y_0(k) = \frac{B(z)}{A(z)} \bar{y}(k) = \frac{b_1 z^{-\gamma_1} + b_2 z^{-\gamma_2}}{1 + a_1 z^{-\gamma} + a_2 z^{-2\gamma}} \bar{y}(k)
\]

\[
= \frac{-0.4 z^{-0.8} - 0.2 z^{-1.6}}{1 + 0.1 z^{-0.8} + 0.2 z^{-1.6}} \bar{y}(k)
\]

\[
\bar{y}(k) = c_1 u(k) + c_2 u^2(k) + c_3 u^3(k) + c_4 u^*(k)
\]

\[
y(k) = y_0(k) + v(k),
\]
Table 3. The parameter estimation and the relative errors of the FOS with $L = 1, 3, 5$

| L  | $K$  | $a_1$ | $a_2$ | $b_1$ | $b_2$ | $c_2 \times b_1$ | $c_3 \times b_2$ | $c_2 \times b_1$ | $c_1 \times b_2$ | $c_0 \times b_3$ | $\alpha$ | $\delta$ |
|----|------|-------|-------|-------|-------|------------------|------------------|------------------|------------------|------------------|--------|--------|
| 1  | 5000 | 0.1332| 0.1861| -0.3522| -0.1702| -0.1146         | -0.0655          | -0.1242         | -0.0633          | -0.0849         | -0.0318 | 0.7247 | 0.0128 |
| 10000| 0.0654| 0.1604| -0.3502| -0.1618| -0.1677| -0.0758          | -0.1060          | -0.0498          | -0.0689          | -0.0343         | 0.8948 | 0.0175 |
| 20000| 0.0727| 0.2423| -0.4164| -0.1703| -0.1835| -0.0924          | -0.1156          | -0.0834          | -0.0651          | -0.0220         | 0.7618 | 0.0072 |
| 3  | 5000 | 0.0871| 0.1944| -0.3267| -0.1548| -0.1178         | -0.0399          | -0.1480          | -0.0410          | -0.0842         | -0.0414 | 0.7890 | 0.0121 |
| 10000| 0.1387| 0.1528| -0.4688| -0.1497| -0.1261| -0.0562          | -0.1672          | -0.1370          | -0.0954          | -0.0511         | 0.6969 | 0.0289 |
| 20000| 0.1140| 0.0966| -0.4386| -0.2157| -0.1508| -0.0431          | -0.1179          | -0.1272          | -0.0922          | -0.0806         | 0.9065 | 0.0310 |
| 5  | 5000 | 0.1266| 0.2040| -0.4201| -0.2011| -0.1309         | -0.0858          | -0.1334          | -0.0572          | -0.0849         | -0.0390 | 0.7600 | 0.0038 |
| 10000| 0.0117| -0.00052| -0.3664| -0.1838| -0.1667| -0.0520          | -0.1345          | 0.0431           | -0.0113         | -0.0095         | 0.0875 | 0.0742 |
| 20000| 0.0014| -0.00049| -0.4114| -0.1767| -0.1435| -0.0394          | -0.0988          | -0.0328          | -0.0309         | -0.0234         | 0.9992 | 0.0980 |

True values: $a_1 = 0.1$, $a_2 = 0.2$, $b_1 = -0.4$, $b_2 = -0.2$, $c_2 \times b_1 = -0.16$, $c_3 \times b_2 = -0.08$, $\alpha = -0.14$, $\delta = -0.07$.

Figs. 8, 9 show the relative error diagrams of parameter estimates with different innovation lengths $L = 1, 3, 5$ and data lengths $K = 5000$, 10000, 20000, combined with the error radar diagram of Fig. 8 and the error box plot of Fig. 9, the parameter estimation errors caused by different information lengths and different data lengths are different. It can be seen from the figures that the parameter estimation error is the smallest when $L = 5$ and $K = 5000$. The parameter estimation curve is shown in Fig. 10. Therefore, the estimated parameters at this time are combined with the method in this paper, and the estimated output of the system and the actual output obtained are shown in Fig. 11. The partial magnification shows that the output is basically fitted, which verifies the effectiveness of the method proposed in this paper.
7 Conclusion

In this paper, we have studied the identification problems for FOHS with scarce measurements. The MIGD algorithm and the MILM algorithm are proposed to deal with the identification of FOHS systems with scarce measurements and fraction order, and the convergence performance of MIGD algorithm is analyzed in the random statistical frame. Choose the appropriate number of information and data length, and use the method proposed in this paper to identify system parameters with better accuracy. For the multi-rate FOHS systems with multi-variables, they can be regarded as a class of fraction order systems with scarce measurement. In the future, we will study the multi-rate FOHS with multi-variables.
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