Underwater Image Enhancement Using Pre-trained Transformer
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Abstract. The goal of this work is to apply a denoising image transformer to remove the distortion from underwater images and compare it with other similar approaches. Automatic restoration of underwater images plays an important role since it allows to increase the quality of the images, without the need for more expensive equipment. This is a critical example of the important role of the machine learning algorithms to support marine exploration and monitoring, reducing the need for human intervention like the manual processing of the images, thus saving time, effort, and cost. This paper is the first application of the image transformer-based approach called "Pre-Trained Image Processing Transformer" to underwater images. This approach is tested on the UFO-120 dataset, containing 1500 images with the corresponding clean images.
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1 Introduction

The ocean covers more than the 70% of our planet, being a large source of energy, food and materials. Yet, it is still in large part unknown, given the technological challenges that have to be faced during any underwater mission: poor visibility, high hydrostatic pressure, poor communications (essentially still based on acoustic systems), absence of GPS with consequent challenging localization and navigation. Despite these challenges, many kinds of underwater missions are necessary to preserve the environment, explore deep sea and support human activities. Scientific missions are oriented to exploration and monitoring of underwater geology and ecosystems; other missions aim to find and explore submerged archeological sites (like sheep wrecks along commercial sea routes from ancient times, that can improve the knowledge of past civilizations). Technological missions are oriented to exploitation of underwater resources (oil, natural gas, minerals). Nowadays, offshore wind farms are becoming more and more common, providing a source of clean energy. Fish farms installations are also increasing, to provide additional source of food; this phenomenon is also expected to increase, given the predicted worldwide shortage of food in the coming decades. Finally,
rescue missions are very relevant, given the intense marine traffic for transportation of goods and people that occasionally may lead to accidents, often causing natural disasters and risk of loss of life of men overboard. All these activities become even more challenging in harsh environments, like very deep ocean or polar areas.

For all the above reasons, underwater data, images and videos collection and processing become more and more important to support marine operations at sea. Underwater imaging is particularly challenging because the images suffer from light absorption, light backscattering due to suspended particles, color attenuation that drastically affect the quality of the image, especially at greater depths (where the natural light is poor), or in dirty water. Colours and contours are both lessen in the underwater environment producing a blurry image with indistinct background, where the blue color is dominating as it can be easily explained based on the optical spectrum of the water. These are specific drawbacks affecting the performance of operative tasks like image-based underwater navigation algorithms, object detection or fish tracking. On the other hand, due to the limited and low-bandwidth communications channels that are nowadays available, the image processing has to be performed on board of underwater robots, enhancing the need for fast and efficient algorithms.

Image processing has seen rapid improvement since the use of Convolutional Neural Networks (CNNs) for many tasks such as super-resolution, image denoising \cite{14}, dehazing \cite{1}, deraining \cite{6} and other image enhancement tasks. Also in the marine context, many CNN-based networks have been developed to enhance the quality of underwater images \cite{5,12,10,4,7,9}. Meanwhile, image transformer networks have proven to be a strong competitor to the ordinary CNNs in many tasks as shown in a recent work \cite{2}. The pre-trained image transformer \cite{2} network has been trained to perform four main tasks: denoising, dehazing, and two levels of up-scaling. The results of the Image Processing Transformer (IPT) network showed that the trained IPT in most cases has outperformed the other specialized CNNs in the mentioned tasks. Transformer networks \cite{11,16} usually deal with sequential data. The input sequence consists of a number of indexed units. The sequence is fed to the network which applies attention on the input. The attention operation is done by calculating the product between each two units in the sequence. This results in an exponentially growing number of computations as the length of the input sequence increases. For instance, increasing the the resolution of the image from 100*100 to 200*200 increases the number of pixels by a factor of 4 \([100^2 = 10,000, 200^2 = 40,000]\), while the number of computation required by the attention network will increase by a factor of 16 \([((100^2)^2 = 100 \times 10^6, (200^2)^2 = 1600 \times 10^6]\). Due to the required large number of operations when dealing with images, local attention is used where the image is divided into clusters and the attention is calculated within the cluster \cite{3}. The process of relating each pixel with other pixels showed high performance in many tasks that vary from natural language processing to image processing.

In this work, we utilize the pre-trained image transformer IPT \cite{2} for creating a model that performs image enhancement for underwater images based
on the dataset UFO-120 [9]. The results show good performance (see an example in figure 1) indicating the potential of using a vision transformer for image enhancement. The paper is organized as follows. Section 2 discusses the related work for underwater image enhancement. In Section 3 we discuss the methodology of our work. Section 4 describes the experimental setup. Section 5 shows the results of this work and finally, Section 6 concludes the paper.

Fig. 1. Example of the input and output of the trained IPT model.

2 Related work

There have been many proposed works that performed image dehazing/enhancement using different approaches ranging from simple math-based techniques to more complex systems using CNNs. One of the works that build up upon a basic yet effective concept is [5] which utilizes the dark channel prior approach to estimate and remove the haze from an image. This method is based on the assumption that in an image with haze, some pixels (usually background pixels) will have a low-intensity value in at least one of the color channels that represent the haze in the image. By finding those pixels we can estimate the haze in the image and thus remove it considering it as an additive noise to the image. One drawback of this technique is that it depends on the estimation of the atmospheric light which might be invalid in some underwater lighting conditions. The work [12] also proposes a math-based approach but instead of relying on the dark channel prior, it utilizes the image blurriness map to estimate background light, transmission map, and depth estimation. Using those three estimations, an enhanced image can be produced from the underwater image. This method showed a noticeable improvement over the dark channel prior method. Since CNNs are continuously proving its robustness in many domains, some works have utilized it to perform underwater image enhancement. The work [10] presents a “WaterNet” network that processes images at a deeper level. The network applies White balance, Histogram equalization, and Gamma Correction on the inputted image individually. The output of each processes is then fed into a CNN network with 8 layers. The same output of the three processes will also be fed to three Feature
Transformation Units (FTU) which have the purpose of decreasing the color casts and artifacts created by the these processes. The outputs of the CNN for each process will be then combined with the corresponding output of the FTU to form the final enhanced image. This network showed the ability to adapt to different types of image distortion introduced by different underwater conditions. In a different approach, [4] proposed a Generative Adversarial Networks (GANs) which utilize the concept of game theory to create a network for enhancing underwater images. The network consists of two parts, the generator, and the discriminator. The generator will always work to create "fake" aiming to fool the discriminator while the discriminator will always try to differentiate between the "real" and "fake" data. In the case of underwater image enhancement, the generator will try to generate a copy of the haze image that looks similar to the clean image and the discriminator will try to distinguish between the clean image and the enhanced haze image thus it drives the generator to generate a further enhanced images that look as close to the clean images, and so on. The network was tested on a diver tracking algorithm where it showed an improvement in the tracking performance compared to when it is used with images without any enhancement. In a similar manner, [7] proposed a GAN approach. The generator is based on the U-Net [13] and it consists of an encoder-decoder network with skip-connections between the mirrored layers followed by Leaky-ReLU non-linearity and Batch Normalization. As for the discriminator, it was designed based on Markovian Patch-GAN architecture [8] which assumes the independence of pixels thus improving the effectiveness of capturing high-frequency features in addition to requiring fewer parameters to compute. The proposed network showed higher performance for algorithms of object detection, saliency prediction, and human pose estimation. Last but not least, [9] presents a CNN-based approach called Deep SESR that performs the best among the discussed methods on the UFO-120 dataset. The work proposes an end-to-end architecture that performs underwater image cleaning and up-sampling. The network mainly consists of Feature Extraction Network (FENet) block followed by an Auxiliary Attention Network (AAN) for saliency and convolutional layers for up-sampling. The FENet block aims to learn locally dense features while keeping shallow global architecture to guarantee fast feature extraction. The FENet consists of convolutional layers in addition to Residual Dense Blocks (RDBs) which in turn, consists of three sets of convolutional layers while the input and the output between each layer are concatenated. Such a design of the RDBs improves the ability to learn hierarchical features. The robust design of the Deep SESR network has achieved the highest PSNR and SSIM values on the UFO-120 dataset.

3 Methodology

The pre-trained image transformer [2] showed good results in denoising, deraining, and super-resolution that outperformed some state-of-art algorithms which was the reason for choosing this network. The IPT network has four main parts:
heads, transformer encoder, transformer decoder, and tails. The first part contains four heads, each head consists of three convolutional layers and handles one task (denoising, deraining, *2 up-scale and *4 up-scale). Each head will generate a feature map and flatten it into patches before passing it to the transformer encoder. The transformer encoder has the same structure as in the work [15] which is based on a multi-head self-attention module with a feed-forward network. It follows that the transformer decoder that has the same structure as the encoder with the difference being the use of task-specific embedding as additional input. The output of the transformer decoder will be reshaped into the original input dimensions before passing to the next step. Last but not least, four tails for each of the four tasks similar to the heads. Patch normalization was not used. The general network can be seen in figure [2].

![Diagram](image)

**Fig. 2.** The overall process of the proposed work [2].

The proposed network was trained on images from the ImageNet dataset. For each task, the images from the dataset were modified to train the network for each of the target tasks. For instance, to train the network for denoising, an image will be taken from the dataset regardless of its label. A Gaussian noise will be applied to the image, then the image with noise will be fed to the network as an input while the original image without the noise will be the ground truth. The same concept is applied to deraining where a "rain noise" is applied to the image. As for up-scaling, the inputted image is a down-scaled copy of the original image. The work presented a number of pre-trained models for two levels of noise, deraining, and super-resolution. The hardware used for creating the trained models consist of 32 NVIDIA Tesla V100 cards.
Since the ground truth image is available during the training, a supervised fashion loss function was used as follow:

\[
L_{\text{supervised}} = \sum_{i=1}^{N_t} L_1(IPT(I^{i}_{\text{corrupted}}), I_{\text{clean}})
\] (1)

Where \(I_{\text{clean}}\) is the ground truth image and \(I^{i}_{\text{corrupted}}\) is the corrupted while \(i\) is one of the four tasks which indicate that the training of the different tasks occurs simultaneously. \(L_1\) is the \(L_1\) norm. As for the optimizer, the Adam optimizer was used.

\[\text{Fig. 3.} \quad \text{The loss values during the training process of 5 epochs.}\]

### 4 Experiment

The pre-trained transformer came with pre-trained models for the four previously mention tasks (denosing, deraining, 2x up-scaling and 4x up-scaling). Since we have limited processing power, we will fine-tune one of the pre-trained models. The model that gave the best initial results was the model for denosing with Gaussian noise of \((\Sigma = 30)\) which make sense since the distortion in underwater images is basically a noise in the image, we fine tune the pre-trained model with images from underwater dataset. The dataset that will be used is UFO-10 [9]. This dataset was created for three main tasks: image enhancement, super-resolution and object segmentation. The dataset consists of 1500 pairs of clear
and non-clear underwater images as well as a mask for the objects in the image. The clear images come with higher resolution in comparison to the non-clear images for the up-scaling task. Since we do not attempt to train for up-scaling, we applied a smoothing filter with a size of $3 \times 3$ so both clear and non-clear images have the same level of details. In addition to that, data augmentation was applied in the form of rotation of 5 different angles ($0$, $45$, $135$, $225$ and $315$) to make the total number of images pairs (haze & ground truth) 7500. 6000 images pairs were taken for training while the rest 1500 images pairs were reserved for testing.

Fig. 4. Some of the results on the testing images where the top row represents the input image, the middle row represents the output image and the bottom row represents the ground truth.

5 Results

We fine tuned the pre-trained model on the augmented underwater dataset resulted using NVIDIA Quadro P5000 GPU with 16Gb of graphic memory and 80 Gb RAM. After testing with many training configurations we found that training for 6 epochs with a batch size of one gave the best result. The resulting loss graph can be seen in figure 3.

We report some qualitative results in figure 4. The top row represents the input images, the middle row represents the output images and the bottom row represents the ground truth. We noticed that the trained model works best with images that contain green tint where it removes most of the color distortion. In addition to that, we have noticed that the output images have slightly less details compared to the input images. This slight loss of details is due to the smoothing effect of the base model that was used for training. The pre-trained transformer network came with up-scaling model which could be used to restore some of the details in the image. However, that will almost double the processing time which reduce the ability of implementing it in a real-time system. On
For a quantitative comparison with other approaches for underwater imaging enhancing, we tested our algorithm on UFO-120 dataset. We selected two measurements: Peak Signal to Noise Ratio (PSNR) and Structural Similarity Index Measurement (SSIM). Table 1 shows the PSNR and SSIM values for the most relevant approaches found in the literature compared to our work.

It is evident that our approach outperforms the others in terms of SSIM, and came in fourth place in terms of PSNR. We believe that the difference if performance between SSIM and PSNR is due the fact that the trained model perform well in restoring the structure and color of the image. However, the smoothing effect reduced the details on the image hence the relatively low PSNR value.

6 Conclusions

Underwater operations, such as exploration, monitoring and recovery, performed by autonomous or semiautonomous robots strongly rely on computer vision. However, the underwater environment is specifically challenging, due to poor visibility induced by relevant light absorption and scattering caused by suspended particles that make the images blurry, bluish and with wide opaque background. For all these reasons, image enhancement of underwater images play a critical role for any mission of marine robotics. Many techniques have been proposed in the literature, mostly based on convolutional neural networks. In this work, we propose a different solution for image enhancement of underwater images, based on the image transformer network (IPT) [2]. The underwater imaging dataset UFO-120 [9] has been selected for this study. A process of data augmentation allowed to increase the original size of 1500 images to 7500 images. The augmented dataset has been used for training the transformer.

We evaluated our results using two measurements (peak-signal-to-noise ratio (PSNR) and structure similarity index measurement (SSIM). This allowed
us to compare the results with the same indexes reported in similar works using different approaches. We find that our approach outperforms the previous methodologies proposed in the literature in terms of SSIM and it is fourth in terms of PSNR.

In the future work we will test our approach on different datasets from the underwater environments and we will also evaluate the effects on specific operative tasks, like object recognition and object tracking, when applying these technologies in an operative scenario, based on the use of semi-autonomous/autonomous robots.
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