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ABSTRACT
The role of charge exchange in shaping exoplanet photoevaporation remains a topic of contention. Exchange of electrons between stellar wind protons from the exoplanet’s host star and neutral hydrogen from the planet’s wind has been proposed as a mechanism to create “energetic neutral atoms” (ENAs), which could explain the high absorption line velocities observed in systems where mass loss is occurring. In this paper we present results from 3D hydrodynamic simulations of the mass loss of a planet similar to HD 209458b. We self-consistently launch a planetary wind by calculating the ionization and heating resulting from incident high-energy radiation, inject a stellar wind into the simulation, and allow electron exchange between the stellar and planetary winds. We predict the potential production of ENAs by the wind-wind interaction analytically, then present the results of our simulations, which confirm the analytic limits. Within the limits of our hydrodynamic simulation, we find that charge exchange with the stellar wind properties examined here is unable to explain the absorption observed at high Doppler velocities.
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1 INTRODUCTION
The amount of research being done on exoplanetary atmospheres continues to increase, especially with the pending launch of the James Webb Space Telescope. The detection of biosignatures and the analysis of atmospheric structure and composition have been prominent; however, the interactions of planetary atmospheres with the surrounding environment are also important. These interactions, especially atmospheric escape caused by the absorption of stellar X-ray and extreme ultraviolet radiation, play a key role in determining the long-term evolution of planetary atmospheres.

One of the most interesting phenomena involving evaporating planets is the absorption of Lyman-α radiation by neutral hydrogen out to large values of Doppler shift, approximately ±150 km/s. (For a somewhat more detailed discussion of studies on planet-star interactions, see Debrecht et al. (2020).) The processes that have been suggested as causes for this high-velocity absorption include confinement by the stellar wind (Schneiter et al. 2007, 2016; McCann et al. 2019), acceleration of neutrals by radiation pressure from stellar Lyman-α emission (Lecavelier Des Etangs et al. 2008; Schneiter et al. 2016; Bourrier & Lecavelier des Etangs 2013; Khodachenko et al. 2017; Cherenkov et al. 2018; Debrecht et al. 2020), and charge exchange between the stellar and planetary winds (Holmström et al. 2008; Ekenbäck et al. 2010; Tremblin & Chiang 2013; Kislyakova et al. 2014; Bourrier et al. 2016; Christie et al. 2016). The differing conclusions resulting from these studies show that it is not yet clear which combination, if any, of these processes can fully account for the observations. Here we address this question by focusing on one process: charge exchange with the host star’s wind.

It has been proposed that charge exchange between stellar wind protons and neutral hydrogen of planetary origins could create a population of high-temperature neutral hydrogen whose thermal and/or bulk velocities would be sufficient to absorb Lyman-α at Doppler shifts of the required high velocities. A number of studies have supported this
idea. Most recently, Khodachenko et al. (2019) performed a low-resolution 3D parameter space study using a self-consistent hydrodynamic model of GJ 436b’s wind-wind interactions and found a set of parameters that reproduced the observed absorption signature. Bourrier et al. (2016) performed a similar 3D study of GJ 436b using a particle model, finding that a significantly slower, denser wind than Khodachenko et al. (2019) provided the best fit to the observed absorption. Studies of HD 209458b in 2D with a wide range of stellar wind densities find absorption of only a few percent at high velocities, not quite enough to explain the observed level of absorption (Christie et al. 2016; Shalikhamov et al. 2016; Khodachenko et al. 2017). An exception here is Tremblin & Chiang (2013), who launched a wind from 4 $R_p$, i.e. not self-consistently in a high-resolution 2D simulation and found absorption of about 10%, which is comparable to the observed absorption signal. In addition, Eşquivel et al. (2019) have combined radiation pressure and charge exchange in a 3D simulation with an imposed planetary boundary condition at 3$R_p$, and no self-shielding for the Lyman-$\alpha$ radiation pressure and find that the combination may be sufficient to explain the observed absorption profiles.

In this paper we present results from high-resolution 3-D hydrodynamic simulations of a planet similar to HD 209458b, launching the wind self-consistently by calculating the ionizing radiation, injecting a stellar wind, and allowing the stellar and planetary winds to exchange electrons. In section 2 we present the computational method and parameters used in our simulations. In section 3 we show the results of our simulations and perform an analytic estimate of the efficacy of charge exchange. In section 4, we compare our results to the analytic calculation and to the results of previous studies and suggest possible reasons for our lack of a high-velocity absorption signature. We conclude in section 5.

2 METHODS AND MODEL

Our simulations were conducted with AstroBEAR\footnote{https://astrobear.pas.rochester.edu/} (Cunningham et al. 2009; Carroll-Nellenback et al. 2013), as described in Debrecht et al. (2020), section 2. The ionization and recombination equations have been modified to account for separation between the stellar and planetary species:

$$\frac{\partial n_{\text{H}_1}}{\partial t} + \nabla \cdot (n_{\text{H}_1} v) = (R - I) \frac{n_{\text{H}_1}}{n_{\text{H}_1}} + \mathcal{X},$$

(1)

$$\frac{\partial n_{\text{H}_2}}{\partial t} + \nabla \cdot (n_{\text{H}_2} v) = (R - I) \frac{n_{\text{H}_2}}{n_{\text{H}_1}} - \mathcal{X},$$

(2)

$$\frac{\partial n_{\text{HI}}}{\partial t} + \nabla \cdot (n_{\text{HI}} v) = (I - R) \frac{n_{\text{HI}}}{n_{\text{H}_1}} - \mathcal{X},$$

(3)

$$\frac{\partial n_{\text{H}_1}^*}{\partial t} + \nabla \cdot (n_{\text{H}_1}^* v) = (I - R) \frac{n_{\text{H}_1}^*}{n_{\text{H}_1}} + \mathcal{X},$$

(4)

where $n_{\text{H}_1}$, is the number density of neutral stellar (“hot”) hydrogen, $n_{\text{H}_2}$, is the number density of neutral planetary (“cold”) hydrogen, $n_{\text{HI}} = n_{\text{H}_1} + n_{\text{H}_2}$, is the total number density of neutral hydrogen, $n_{\text{H}_1}^*$, is the number density of stellar ionized hydrogen, $n_{\text{H}_1}^*$, is the number density of planetary ionized hydrogen, $n_{\text{H}_1}^* = n_{\text{H}_1} + n_{\text{H}_2}$, is the total number density of ionized hydrogen, $\mathcal{X}$, is the charge exchange rate, and $I$ and $R$ are the ionization and recombination rates.

Radiation pressure has not been included in these simulations ($F_{0,\alpha} = 0$) in order to isolate the effect of charge exchange on the Lyman-$\alpha$ absorption.

2.1 Charge exchange

Charge exchange is performed as in Christie et al. (2016), where the charge exchange rate

$$\mathcal{X} = \beta(n_{\text{H}_1}, n_{\text{H}_1}^* - n_{\text{H}_1} n_{\text{H}_1}^*),$$

(5)

and $\beta = 4 \times 10^{-8}$ cm$^3$s$^{-1}$ is the charge exchange rate coefficient, which is the product of the charge exchange cross section and the relative velocities of the stellar and planetary hydrogen (Tremblin & Chiang 2013). This is equivalent to the charge exchange implementation in Tremblin & Chiang (2013), and is electron-conserving.

2.2 Planet atmosphere model

We have modeled the planet as a sphere of hydrogen in hydrostatic equilibrium as in Debrecht et al. (2020); refer to section 2.2 for details.

2.3 Stellar wind

Stellar winds are generally modeled isothermally. However, because our simulations use a polytropic index of 5/3, inserting a traditional isothermal stellar wind would result in nonphysical computational effects. In order to overcome the same problem, McCann et al. (2019) derived a model for the stellar wind with a non-isothermal equation of state. We use the same model, with our stellar wind described by the following equations:

$$\rho(r) = \frac{M_*}{4\pi v(r)r^2},$$

(6)

$$T(r) = \frac{m_B P_0}{k_B \rho_0 (1 + \chi)} \left( \frac{v_0 r_0^2}{v(r) r^2} \right)^{(\gamma - 1)},$$

(7)

$$P(r) = \frac{k_B \rho(r) T(r)}{m_B},$$

(8)

$$\phi(r) = \frac{GM_p}{|\alpha - r|} - \frac{GM_*}{r} \frac{1}{2} \frac{1}{r^2},$$

(9)

$$\frac{1}{2} (v(r)^2 - v_0^2) + \frac{\gamma}{(\gamma - 1)} \left( \frac{P(r)}{\rho(r)} \right) \frac{P_0}{\rho_0} + \phi(r) - \phi_0 = 0,$$

(10)
where the final equation implicitly provides us with \( v(r) \).

Here \( r_0 \) is the reference radius, \( r \) is the distance from the star, \( X \) is the ionization fraction, and \( \gamma \) is the polytropic index. Note that \( P(r) \) can be written in terms of only \( v(r) \).

The stellar wind is specified by a combination of \( r_0, v_0, T_0, \) and \( M_\star \) (see Table 1). \( \rho_0 = \rho(r_0), P_0 = P(r_0), \phi_0 = \phi(r_0) \).

See McCann et al. (2019), Appendix A.3 for details of the derivation.

Our reference radius is well outside the simulation domain. We therefore provide a summary of relevant properties of the wind in the simulation domain here. For the low density wind, the number density \( n_\star = 600 \text{ cm}^{-3} \), the radial velocity \( v_\star = 70 \text{ km/s} \), and the temperature \( T = 1.4 \times 10^6 \text{ K} \); for the high density wind, \( n_\star = 4 \times 10^4 \text{ cm}^{-3}, v_\star = 45 \text{ km/s}, T = 1.6 \times 10^6 \text{ K} \); for the solar-analogue wind, \( n_\star = 1.4 \times 10^4 \text{ cm}^{-3}, v_\star = 200 \text{ km/s}, T = 7.7 \times 10^6 \text{ K} \).

### 2.4 Description of simulation

We have run two simulations, varying the density of the stellar wind between each. See Table 1 for stellar wind parameters, and section 2.3 of Debrecht et al. (2020) for details of the planetary parameters and simulation domain.

The high density stellar wind was injected into the simulation domain from all but the \(-y\) boundaries, with the most significant ingress from the \(-z\) and \(+y\) boundaries. The low density stellar wind had insufficient pressure to displace the ambient material below the initial ambient density with the appropriate stellar wind parameters. After introducing the stellar wind, we ran the low-density simulation for 2.03 days and the high-density simulation for 2.29 days, after which the simulations had reached a steady state, by which we mean the flow had achieved a stable ionization front and wind morphology.

In addition, a simulation with a solar-analogue wind was run in order to compare the effects of bulk and thermal velocities on synthetic observations. This simulation was run for 0.9 days. Though it appears to nearly reach a quasi-steady state, computational restrictions prevented this simulation from being run for multiple crossing times.

### 2.5 Assumption of collisionality

We check the assumption that the fluid is collisional by plotting in the way described in Debrecht et al. (2020), see Figure 1.

In each simulation, the planetary wind itself is highly collisional due to proton-proton interactions, while the planet’s atmosphere is collisional due to neutral interactions. However, the stellar wind is significantly lower density than the planetary wind, and is therefore not collisional in general. Despite this, its interactions with the planetary wind are essentially collisional, thanks to the high density and ionization fraction of the planetary wind and the large cross section for charge exchange (see section 4.1).

### 3 RESULTS

#### 3.1 Analytic treatment

An equilibrium state can be derived by determining at what number density of hot neutrals the charge exchange rate goes to zero. Our constraints are provided by the fact that the total number densities of planetary material, stellar material, neutral material, and ionized material are constant:

\[
\begin{align*}
    n_{\text{H}_\text{p}} + n_{\text{H}_i} &= n_{\text{H}_\text{p},0} + n_{\text{H}_i,0} \quad (11) \\
    n_{\text{H}_\text{p}} + n_{\text{H}_i} &= n_{\text{H}_\text{p},0} + n_{\text{H}_i,0} + n_{\text{H}_\text{i},0} \quad (12) \\
    n_{\text{H}_\text{p}} + n_{\text{H}_i} &= n_{\text{H}_\text{p},0} + n_{\text{H}_i,0} \quad (13) \\
    n_{\text{H}_\text{p}} + n_{\text{H}_i} &= n_{\text{H}_\text{p},0} + n_{\text{H}_i,0}. \quad (14)
\end{align*}
\]

where the right-hand side represents the state before the interaction of the stellar and planetary winds (i.e. pre-equilibrium; in fact, the right-hand side could represent any pre-equilibrium state). Note that one of these equations is redundant, so that our system is still underspecified. Our final constraint is that in equilibrium, the charge exchange rate is 0, so that (see equation 5)

\[
   n_{\text{H}_\text{p}}^2 n_{\text{H}_i} = n_{\text{H}_\text{p},0}^2 n_{\text{H}_i,0}. \quad (15)
\]

This gives equations for the equilibrium state of each species:

\[
\begin{align*}
    n_{\text{H}_\text{p}} &= n_{\text{H}_\text{p},0}^2 + n_{\text{H}_\text{p},0} n_{\text{H}_\text{i},0} + n_{\text{H}_\text{p},0} n_{\text{H}_\text{i},0} + n_{\text{H}_\text{i},0}^2 \quad (16) \\
    n_{\text{H}_\text{p}} &= n_{\text{H}_\text{p},0}^2 + n_{\text{H}_\text{p},0} n_{\text{H}_\text{i},0} + n_{\text{H}_\text{p},0} n_{\text{H}_\text{i},0} + n_{\text{H}_\text{i},0}^2 \quad (17) \\
    n_{\text{H}_\text{i}} &= n_{\text{H}_\text{i},0}^2 + n_{\text{H}_\text{i},0} n_{\text{H}_\text{i},0} + n_{\text{H}_\text{i},0} n_{\text{H}_\text{i},0} + n_{\text{H}_\text{i},0}^2 \quad (18)
\end{align*}
\]

This gives us

\[
\begin{align*}
    n_{\text{H}_\text{p}} &= 3.1 \times 10^4 \text{ cm}^{-3} \\
    n_{\text{H}_\text{i}} &= 5.4 \times 10^4 \text{ cm}^{-3} \\
    n_{\text{H}_\text{i}} &= 6.7 \times 10^4 \text{ cm}^{-3} \\
    n_{\text{H}_\text{i}} &= 3.8 \times 10^4 \text{ cm}^{-3},
\end{align*}
\]

while the strong stellar wind has \( n_{\text{H}_\text{i},0} = 2.4 \times 10^2 \text{ cm}^{-3} \) and \( n_{\text{H}_\text{i},0} = 3.8 \times 10^4 \text{ cm}^{-3} \), which gives us

\[
\begin{align*}
    n_{\text{H}_\text{p}} &= 2.9 \times 10^4 \text{ cm}^{-3} \\
    n_{\text{H}_\text{i}} &= 5.4 \times 10^5 \text{ cm}^{-3} \\
    n_{\text{H}_\text{i}} &= 3.6 \times 10^4 \text{ cm}^{-3} \\
    n_{\text{H}_\text{i}} &= 1.9 \times 10^4 \text{ cm}^{-3}.
\end{align*}
\]

We can calculate an approximate optical depth as a function of frequency. Since the hot neutral density is much more significant in the high stellar wind case, we use it to compute the estimate. From Figure 8, we see that the width of the interaction region between the stellar and planetary winds is approximately \( 1 R_p \). Since the hot neutrals are primarily directed down-orbit, we take the line-of-sight velocity
Table 1. Run parameters

|                     | No Wind | Low Density Wind | High Density Wind | Solar Analogue Wind |
|---------------------|---------|------------------|-------------------|---------------------|
| Planet Radius       | $R_p$ ($R_J$) |                  | 1.529             |                     |
| Planet Mass         | $M_p$ ($M_J$) |                  | 0.73              |                     |
| Planet Temperature  | $T_p$ (K) |                  | $3 \times 10^4$  |                     |
| Planet Surface Density | $\rho_p$ (g cm$^{-3}$) | 1.625 $\times 10^{-15}$ |                     |
| Stellar Mass        | $M_*$ ($M_\odot$) | 1.23              | 1.78              |
| Stellar Radius      | $R_*$ ($R_\odot$) | 1.19              | 1.35 $\times 10^6$ | 1.35 $\times 10^6$ |
| Stellar Ionizing Flux | $F_{0,UV}$ (phot cm$^{-2}$s$^{-1}$) | 2 $\times 10^{13}$ | 2 $\times 10^{13}$ | 2.378 $\times 10^{-14}$ |
| Stellar Wind Radius | $r_0$ (cm) | N/A              | 4 $\times 10^{11}$ | 4 $\times 10^{11}$ |
| Stellar Wind Velocity | $v_0$ (cm/s) | N/A            | 2 $\times 10^7$  | 2 $\times 10^7$ |
| Stellar Wind Temperature | $T_0$ (K) | 1.35 $\times 10^6$ | 1.35 $\times 10^6$ | 1 $\times 10^6$ |
| Stellar Wind Mass Loss Rate | $\dot{M}_*$ ($M_\odot$ yr$^{-1}$) | N/A              | 2.6 $\times 10^{-17}$ | 1.3 $\times 10^{-15}$ |
| Orbital Separation  | $a$ (AU) | 0.047            |                     |
| Orbital Period      | $P$ (days) | 3.525            |                     |
| Orbital Velocity    | $\Omega$ (rad/day) | 1.78             |                     |
| Polytropic Index    | $\gamma$ | $\frac{5}{3}$   |                     |

Knudsen Number for Proton-Proton and Hard-body Scattering

Figure 1. Plots of the Knudsen number for the final states of our no-flux, intermediate-flux, and high-flux simulations. The top row shows the Knudsen number when the collisional cross-section is assumed to be due to Coulomb collisions, while the bottom row shows the Knudsen number when the cross-section is assumed to be due to hard-body collisions. The top row shows that the planetary wind is collisional due to ion-ion interactions (and therefore the stellar wind interactions with the planetary wind are collisional, though the stellar wind itself is not), while the bottom row shows that the extended planetary atmosphere is collisional due to hard-body collisions.

\[
\tau(\nu) = \sigma_{\nu_0} n_{H_1} \sigma_{\nu} \frac{\nu_0}{\nu_0} \sqrt{\frac{m_H}{2\pi k_B T}} \frac{\nu_0 H}{2 \nu_0} \frac{\nu - \nu_0}{\nu_0} \frac{\nu_0 H}{2 \nu_0} \tau. \tag{16}
\]

At $\pm 100$ km/s and $10^6$ K, this gives an optical depth of 0.061, or absorption of $\sim 1\%$.

We expect charge exchange equilibrium to be reached
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3.2 Simulation results

All of our simulations are centered on the planet and carried out in the planet’s orbiting frame of reference, with the orbital velocity vector \( \mathbf{\Omega} \) in the \( +z \) direction. Therefore, “up-orbit” is approximately in the \( +y \) direction and “down-orbit” is approximately in the \( -y \) direction. The no-wind case was discussed in Debrecht et al. (2020); Figures 2 and 3 are exceedingly similar, being produced by a stellar wind calculated to insignificantly perturb the initial steady state. Here we summarize the low-wind, high-wind, and solar-analogue wind cases. Movies for each of these cases are available on the AstroBEAR YouTube channel\(^2\).

3.2.1 Low-density stellar wind

Figures 2 show the steady state of the low-wind run, which uses a stellar wind calculated to insignificantly perturb the initial steady state of the planetary wind. It can be seen that this case differs only slightly from the initial steady state, as intended. The most significant difference between the low-wind and no-wind states is the increased width of the torus of material, due to the lower total pressure of the stellar wind compared to the ambient medium used prior to its injection. The stellar wind interacts primarily along the edges of the wind, producing Kelvin-Helmholtz instabilities and, in the case of the down-orbit side of the planetary wind, drags material off into a low-density cloud. The neutral tail does not interact much with the stellar wind here. The stagnation region between the stellar and planetary wind below the down-orbit arm can be seen in Figure 3. For an in-depth discussion of the initial steady state, see section 3.2.1 of Debrecht et al. (2020).

Figure 4 displays the relative concentrations of the four species using a three-channel image. The red channel represents temperature. Since we only have two properties of interest, both the green and blue channels represent neutral fraction. Therefore, hot neutral material is white, hot ionized material is red, cold neutral material is teal, and cold ionized material is black. The hot neutral material of interest should be close to white. As expected from the calculations in section 2.1, we find very little hot neutral material in this simulation.

3.2.2 High-density stellar wind

Figure 5 shows the steady state of the high-wind run, which uses a stellar wind calculated to significantly affect the initial steady state of the planetary wind. The stellar wind here is strong enough to confine the planetary wind to the vicinity of the planet, as the stellar wind penetrates the planet’s Roche lobe, with planetary wind escaping primarily through the L1 and L2 points.

The \( \tau = 1 \) radius remains unaffected by the introduction of the stellar wind, as should be expected, since the stellar wind is completely ionized. As in the low-wind case, Kelvin-Helmholtz instabilities can be seen along the edges of the wind, particularly in the down-orbit arm. In contrast, the up-orbit arm is fragmented as it is blown down and away from the planet. A much more significant low-density interaction region is seen in the down-orbit direction as a result of material being ablated from the planetary wind. The central panels show that the neutral tail of the planetary wind is interacting strongly with the stellar wind approximately \( 5R_p \) directly anti-stellar.

Figure 6 highlights the confinement of the planetary wind by the stellar wind. The stellar wind flows smoothly around the planet, except for the large interaction region down-orbit of the planet.

Figure 7 shows a much larger proportion of high-temperature neutral material, particularly along the up-orbit side of the planetary wind’s neutral tail, where the tail and the stellar wind interact. A smaller amount of hot neutral material can also be seen in the remnants of the disrupted up-orbit arm.

3.2.3 Solar-type stellar wind

Figure 9 shows the final state of the solar-analogue stellar wind. A strong bow shock is apparent where the stellar wind meets the planetary wind. In addition, the ionization front (\( \tau = 1 \) surface) has been pushed slightly inward from \( R_p \). The wind does create a cometary tail, but as figure 11 shows, the neutral fraction of the wind is not significantly higher than in the low-wind case; therefore, despite the greater bulk velocity of the neutral material, the high-velocity Lyman-\( \alpha \) absorption is not significantly affected.

Figure 10 illustrates the significantly more radial nature of the stellar wind velocity, as well as the limited region of wind-wind interaction.

3.3 Charge exchange potential

Figure 8 is intended to highlight the difference between the potential amount of charge exchange in the low-wind and high-wind cases. The top row shows the top view; the bottom row shows the side view; the left column shows the low-wind case, the right column shows the high-wind case. The charge exchange potential is calculated by determining the fraction of the total material that could be converted to hot neutral material, if there were no reverse reactions (hot neutral interacting with cold ion) taking place: \( \min(n_{\text{H}^+}, n_{\text{H}_2})/n_{\text{H}} \).

In the low-wind case, only about 0.01% of the total hydrogen could be converted in most of the interaction region, with a maximum of about 1% in a thin layer near the planetary wind. In the high-wind case, in contrast, almost the maximum of 50% can be converted to hot neutrals in the region where the stellar wind interacts strongly with the neutral tail of the planetary wind, and there are large regions where 0.1-1% of the hydrogen can become hot neutral material.

\(^2\) https://www.youtube.com/user/URAstroBEAR
This figure also highlights the importance of resolution in the calculation of charge exchange. Turbulence greatly increases the rate of mixing of stellar protons and planetary hydrogen, and a resolution sufficient to resolve the turbulent mixing regions is required to fully describe charge exchange. In the low-wind case, the mixing layer at the edge of the planetary wind is resolved by 15 cells. In the high-wind case, the smallest mixing layer is at the shock between the stellar and planetary winds at the most direct interface, which is resolved by no less than 20 cells. In contrast, Khodachenko et al. (2019), for example, resolved their simulations in similar locations only to approximately 0.5\(R_p\).

3.4 Synthetic observations

We compute synthetic observations for the no-wind, low-wind, and high-wind cases, as described in Carroll-Nellenback et al. (2017) and Debrecht et al. (2020), with the modification that planetary material is held at \(10^4\) K and the stellar material is held at \(10^6\) K. This is justified by the much larger charge exchange cross section compared to other interactions (see section 4.1).

In the top panels of figures 12 and 14 we show the synthetic Lyman-\(\alpha\) observations for these three cases, including their variability over time. As in Debrecht et al. (2020), thick lines represent observations within one standard deviation of the mean time-variable absorption, while the dashed line gives the observed average flux. Standard deviations were taken over 24.4, 12.2, and 18.3 hours for the no-wind, low-wind, and high-wind cases, respectively. As with radiation pressure in Debrecht et al. (2020), we see lesser variability in the low-wind case thanks to smoothing out of the wind-wind interaction region, versus the wind-ambient interaction, and greater variability in the high-wind case.

See Debrecht et al. (2020), section 3.3, for a detailed discussion of the no-wind case. The low-wind case has much deeper absorption at line center than the no-wind case, and absorption of about 1% out to \(-150\) km/s in the blue wind, 125 km/s in the red wing. The high-wind case has a much shallower absorption at line center, thanks in part to the truncation of the up-orbit arm and in part to the increased spread in absorption due to the larger amount of stellar neutral material. The extended absorption is also slightly deeper in the blue wing, with absorption of about 2% out to \(-150\) km/s.

The bottom panels of figure 12 show the fractional absorption of the Lyman-\(\alpha\) line for each simulation. Again, the absorption is confined primarily to the center of the line, though there is small potentially observable absorption outside of the region covered by the interstellar medium and geocoronal emissions.

Figure 13 is similar to Figure 12, but shows the transmission fraction as a function of time after transit (orbital angle) and velocity (wavelength). The truncation of the up-orbit arm in the third panel is particularly apparent here, with a sharp cutoff at 1.5 hours pre-transit. Finally, we note that the Lyman-\(\alpha\) absorption found in these simulations is lower than that found in Carroll-Nellenback et al. (2017), which is due to a significantly higher ionization fraction for the bulk of the wind in the current simulations, which in turn is due to an ionization timescale in the optically-thin wind of a factor of \(\sim 4\) shorter in the current simulations.

Figures 14 and 15 compare the absorption in the high-wind case and the solar-analogue case. The unobscured absorption is lower in the solar-analogue case.

4 DISCUSSION

4.1 Cross section comparisons

The cross-sections for the hard-body, proton-proton, and charge exchange interactions differ by approximately an order of magnitude each, with \(\sigma_{HI} \approx 10^{-15}\) \(\text{cm}^2\), \(\sigma_{HII} \approx 10^{-14}\) \(\text{cm}^2\), and \(\sigma_{CX} \approx 10^{-13}\) \(\text{cm}^2\), respectively. Charge exchange therefore happens more rapidly than collisions with ions and neutrals that would thermalize the neutral populations. The mean free path for charge exchange where there are meaningful densities of both hot and cold neutrals is about 0.1\(R_p\) (whereas we effectively resolve \(\sim 0.01R_p\)). The cross section for neutral-neutral interactions is about 10\(R_p\). Therefore, there is the potential for charge exchange to occur well before the stellar and planetary populations thermalize. However, comparing the synthetic observations with the planetary and stellar populations held at constant temperatures of \(10^3\) and \(10^6\), respectively, to observations where the expected temperature at local equilibrium is used, we find no discernible difference.

4.2 Comparison with the analytic treatment

Our approximate analysis (section 3.1) showed that we should expect a maximum number of approximately 40 \(\text{cm}^{-3}\) stellar neutrals for the weak stellar wind and 2 \(\times 10^3\) \(\text{cm}^{-3}\) stellar neutrals for the strong stellar wind. We actually find maxima of \(\sim 1\) \(\text{cm}^{-3}\) and \(\sim 10^3\) \(\text{cm}^{-3}\), which agree reasonably well. Note that in the weak stellar wind case, the stellar wind doesn’t interact significantly with the neutral tail, which explains why the maximum is lower than expected. On the other hand, the stellar wind tends to compress the neutral tail, leading to greater density for the stellar wind to interact with, which explains why the maximum is higher than expected.

4.3 Comparison to Previous Work

For our high stellar wind simulation, we use the properties of the intermediate wind from McCann et al. (2019). Their study shows that a more highly inflated planet, when encountering a similar wind, has an intermittent “burping” phenomenon, in contrast to our nearly confined wind, primarily due to the increased pressure of the planetary wind. We also note the similarity to the simulations of Cherenkov et al. (2018), whose simulations also showed planetary escape that was confined to near the L1 and L2 points. Here the up-orbit arm is more strongly truncated than in their simulations, thanks to a greater stellar wind pressure.

As in most of the simulations of HD 209458b with charge exchange, including those of Khodachenko et al. (2017), Shaikhislamov et al. (2016), Christie et al. (2016),
and Esquivel et al. (2019) (in the absence of radiation pressure), we find that the hot neutral material (a.k.a. ENAs) absorbs only an extra few percent of the high-velocity Lyman-\(\alpha\) line. Using a much higher stellar mass loss rate, Tremblin & Chiang (2013) found an absorption closer to that seen in observations. This suggests that a greater density at the same radius, wind temperature, and wind velocity, with the resulting greater potential for charge exchange, could lead to the levels of absorption expected from observations of HD 209458b.

This also suggests one reason why models of GJ 436b have in general been successful in reproducing the observed absorption features, while simulations of HD 209458b have not. HD 209458b’s escape velocity at the UV absorption radius is 41.6 km/s, while GJ 436b’s escape velocity is only slightly more than half that, at 24.6 km/s. At similar levels...
Figure 4. An RGB figure where the red channel is temperature and the green and blue channels are the neutral fraction. Therefore, pure red represents stellar ions, white represents stellar neutrals, teal represents planetary neutrals, and black represents planetary ions. We can see that there are few stellar neutrals, which are concentrated in the instabilities along the edge of the wind. The neutral tail of planetary material is also clear.

Figure 5. Same as figure 2, for the high stellar wind case. Here the stellar wind has significantly disrupted both the up-orbit and down-orbit arms, with material leaving the planetary Hill sphere primarily through the L1 and L2 points.

of EUV flux, GJ 436b will therefore have a higher mass loss rate, if we assume equal efficiency in converting deposited stellar energy to mass loss. This in turn allows for greater production of ENAs, assuming similar stellar wind environments.

5 CONCLUSION

Based on our synthetic observations, we find that the stellar winds investigated here produce insufficient hot neutral hydrogen (ENAs) when interacting with the planetary wind of HD 209458b to produce the expected high-
velocity absorption features. Previous studies have shown that it may be possible to retrieve the expected absorption from HD 209458b with higher stellar mass loss rates (Tremblin & Chiang 2013), or by combining the effects of charge exchange and radiation pressure (Esquivel et al. 2019). In addition, combinations of stellar and planetary winds from GJ 436b have been found that reproduce similar high-velocity absorption features, some without the inclusion of charge exchange. The investigation of the interaction of GJ 436b with its host star’s wind is left for future work.
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Figure 9. Same as figure 2, for the solar-analogue stellar wind case. Note the strong bow shock and cometary tail.

Figure 10. Same as figure 3, for the solar-analogue stellar wind case.
**Figure 11.** Same as figure 4, for the solar-analogue stellar wind case. Much of the neutral material is confined to the ionization shadow of the planet.

**Figure 12.** Comparison of synthetic observations of the no-wind, low-wind, and high-wind cases. The dark grey and light grey regions represent ±30 km/s and ±40 km/s, respectively, where interstellar absorption and geocoronal emission prevent the detection of planetary absorption signals. Thick lines represent observations within one standard deviation of the mean time-variable absorption, while the dashed line gives the observed average flux. The fractional absorption for each simulation is given in the bottom panels. While the absorption is greatest around line center, there is about 1% absorption at high velocities in the low-wind case and 2% absorption at high velocities in the high-wind case. Note that the out-of-transit observations have artificially-lowered obscuration fractions due to the size of our simulation box.
Effects of Charge Exchange on HD 209458b

Figure 13. Average transmission fraction of the Lyman-α flux for the no-wind, low-wind, and high-wind cases, as a function of time since transit/orbital angle (x axes) and line-of-sight velocity/wavelength (y axes). The truncation of the up-orbit arm causes the transmission fraction to increase sharply 1.5 hours pre-transit. As in figure 12, the out-of-transit absorption is artificially lowered due to the size of our simulation box.

Figure 14. Comparison of synthetic observations of the high-wind and solar-analogue-wind cases, as in figure 12. While the observable absorption is lower in the solar-analogue case, the ISM-obscured absorption is skewed more strongly toward the blue wing, as expected for a cometary tail. Note that the left-hand panel duplicates the right-hand panel of Figure 12.
Figure 15. Comparison of synthetic observations of the high-wind and solar-analogue-wind cases, as in figure 13.
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