ABSTRACT
Distributed systems that manage and process graph-structured data internally solve a graph partitioning problem to minimize their communication overhead and query run-time. Besides computational complexity—optimal graph partitioning is NP-hard—another important consideration is the memory overhead. Real-world graphs often have an immense size, such that loading the complete graph into memory for partitioning is not economical or feasible. Currently, the common approach to reduce memory overhead is to rely on streaming partitioning algorithms. While the latest streaming algorithms lead to reasonable partitioning quality on some graphs, they are still not completely competitive to in-memory partitioners. In this paper, we propose a new system, Hybrid Edge Partitioner (HEP), that can partition graphs that fit partly into memory while yielding a high partitioning quality. HEP can flexibly adapt its memory overhead by separating the edge set of the graph into two sub-sets. One sub-set is partitioned by NE++, a novel, efficient in-memory algorithm, while the other sub-set is partitioned by a streaming approach. Our evaluations on large real-world graphs show that in many cases, HEP outperforms both in-memory partitioning and streaming partitioning at the same time. Hence, HEP is an attractive alternative to existing solutions that cannot fine-tune their memory overheads. Finally, we show that using HEP, we achieve a significant speedup of distributed graph processing jobs on Spark/GraphX compared to state-of-the-art partitioning algorithms.
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1 INTRODUCTION
In the past decade, many specialized frameworks for managing and processing graph-structured data have emerged, such as Pregel [43], Giraph [1], GraphLab [41], PowerGraph [28], Spark/GraphX [29], Neo4j [63], and Trinity [56]. All of these systems share a fundamental property: They keep a large graph distributed onto multiple machines and compute global queries that can potentially span the entire graph, such that communication between the machines is unavoidable in order to answer the queries. Thereby, the induced amount of communication in query processing depends on how the graph is placed on the machines: The lower the cut size\(^1\) through the graph, the lower is the communication volume and the faster runs the query processing. This led to a renaissance of a classical problem in mathematics and computer science, being now researched in the context of optimizing specialized graph data processing systems: graph partitioning [21, 34, 35].

Fueled by the developments described above, the focus of graph partitioning research has shifted toward highly skewed graphs, i.e., graphs where the distribution of the vertex degrees roughly follows a power-law [28, 51, 66]. Such graphs are naturally emerging in many real-world situations, such as web graphs and online social networks. While the classical formulation of graph partitioning problems is centered around vertex partitioning, i.e., separating the vertices of the graph by cutting through the edges, it has been shown that edge partitioning is more effective in reducing the communication volume of distributed query processing on skewed power-law graphs [19, 26]. In edge partitioning, the edges of the graph are separated by cutting through the vertices. Unfortunately, the edge partitioning problem is NP-hard [66]. Hence, a number of heuristic algorithms have been proposed to solve the edge partitioning problem for large graphs [47, 49, 58, 61, 66].

Existing partitioning algorithms can be divided into two categories: In-memory algorithms [30, 44, 55, 66] and streaming algorithms [28, 32, 47, 51, 64]. In-memory algorithms load the complete graph into memory, and, hence, have full flexibility to assign any edge to any partition at any time. On the other hand, streaming algorithms pass through the edge stream, only looking at one (or a small number of) edge(s) at a time. None of these two ways of graph partitioning is entirely satisfactory. In-memory algorithms may yield very good partitioning quality even on challenging graphs, but they consume a lot of memory. Streaming algorithms consume little memory, but even though they have been improved by sophisticated techniques such as window-based streaming [47] and multi-pass streaming [48], they do not yield the same partitioning

---

\(^1\)Informally, “cut size” means how many times an edge or vertex spans two different graph partitions. A formal definition is provided in Section 2.
quality on all graphs as the best in-memory algorithms. In current graph partitioning systems, the user has to decide for one of the two options, and then either provide a very large machine (or a cluster of machines) and get good partitioning quality [30, 44, 55, 66] or a small machine and get worse partitioning quality [28, 32, 47, 51, 64].

A further shortcoming in existing work is that many of the graph partitioning algorithms are described from a rather theoretical viewpoint without discussing their design and implementation [47, 51, 66]. This leaves opportunities for optimizations unexplored. For instance, in their implementation of the neighborhood expansion (NE) algorithm [66], the authors solve complex problems like the prevention of “double assignments” of edges (cf. Section 3.2.2) in a rather straightforward and unoptimized manner.

In this paper, we propose a new hybrid approach of edge partitioning that fine-tunes the trade-off between memory consumption and partitioning quality. In doing so, we challenge the common pattern of partitioning algorithms and break out of the dichotomy of pure in-memory and pure streaming algorithms. Instead, we perform different partitioning strategies on different sub-graphs. Edges incident to at least one low-degree vertex are partitioned with a novel efficient in-memory partitioning algorithm called NE++. Edges incident to two high-degree vertices, however, are partitioned with stateful streaming partitioning. In doing so, partitioning state from in-memory partitioning is exploited in the streaming phase to increase the partitioning quality.

In detail, our contributions are the following:

1. **We propose Hybrid Edge Partitioner (HEP),** a novel graph partitioning system that follows the hybrid partitioning model outlined above. In many cases, HEP outperforms both in-memory partitioning and streaming partitioning at the same time. The code is available online: https://github.com/mayerrn/hybrid_edge_partitioner.

2. **We introduce NE++, a new, highly memory-efficient and fast extension of the well-known NE algorithm [66].** In particular, NE++ shows significantly lower run-time and memory overhead than NE while yielding the same partitioning quality. We achieve this by introducing two novel optimizations, namely graph pruning and lazy edge removal which make the in-memory partitioning phase of HEP extremely resource-efficient.

3. **We describe in detail the design and implementation** we employ for graph partitioning in both phases, i.e., in-memory and streaming. This closes a gap in the literature, where papers mostly focus on the partitioning algorithms but fall short in discussing their efficient implementation.

4. **Extensive evaluations** on seven real-world graphs of up to 64 billion edges show the efficiency of HEP compared to seven strong competitors. Furthermore, we show a speed-up in the state-of-the-art production-grade distributed graph processing system Spark/GraphX in many cases when using HEP instead of previously proposed partitioning algorithms. Finally, based on our evaluations, we make a recommendation when it is most beneficial to use HEP.

The rest of the paper is organized as follows. In Section 2, we formalize and discuss the edge partitioning problem. In Section 3, we introduce the HEP system, including the novel NE++ algorithm and further optimizations. We provide a theoretical analysis of HEP in Section 4. Finally, we evaluate HEP against seven strong baseline systems in Section 5, discuss related work in Section 6 and conclude the paper in Section 7.

### 2 EFFICIENT EDGE PARTITIONING

The problem setting that HEP addressed relates to the type of partitioning and graphs targeted as well as to resource efficiency.

**Cut Type.** We tackle the edge partitioning problem, as specified in the following (cf. [19, 66]). Let there be an undirected, unweighted graph $G = (V, E)$ with a set of vertices $V$ and a set of edges $E \subseteq V \times V$. The goal of edge partitioning is to divide $E$ into $k > 1, k \in \mathbb{N}$ components that are called partitions $P = \{p_1, \ldots, p_k\}$ such that $\bigcup_{i=1}^{k} p_i = E$ and $p_i \cap p_j = \emptyset, i \neq j$. The size of the partitions is limited by a balancing constraint: $\forall p_i \in P : |p_i| \leq \alpha \cdot \frac{|E|}{k}$ for a given $\alpha \geq 1, \alpha \in \mathbb{R}$. Figure 1 illustrates edge partitioning with $k = 2$ partitions on an exemplary star-shaped graph. When an edge $(u, v)$ is assigned to a partition $p_i$, both $u$ and $v$ are covered by $p_i$. For a partition $p_i$, denote $V(p_i) = \{x \mid (x, y) \in p_i\}$ as the set of vertices covered by $p_i$. When a vertex $v$ is covered by a partition, we also say that $v$ is replicated on that partition. In the example in Figure 1, vertex 0 is replicated on both partitions, while the other vertices are replicated only on a single partition. Now, the optimization objective in graph partitioning is to minimize the replication factor $RF(p_1, \ldots, p_k) = \frac{1}{k} \cdot \sum_{i=1}^{k} |V(p_i)|$. In the given example, replicating vertex 0 induces communication between the two machines that execute a query that spans the complete graph. For instance, the state of vertex 0 would need to be synchronized in each iteration of a distributed graph processing algorithm [28]. By minimizing the replication factor, the amount of synchronization between the distributed compute nodes that process a query is thus minimized.

Edge partitioning stands in contrast to vertex partitioning, where the vertices are assigned to partitions and the edges are cut (cf. right side in Figure 1). Here, the edge cut induces the communication in query processing; the machines exchange vertex states across the cut edges. As can be seen in the example of the star-shaped graph, such an edge cut might be much larger than the corresponding best vertex cut. Bourse et al. [19] have analyzed the difference between both cut types, proving that vertex cuts are smaller than edge cuts on power-law graphs.

**Graph Type.** In many natural graphs, e.g., social networks and web graphs, the degree distribution of the vertices follows a power-law [14]. In power-law graphs, a large fraction of edges in the graph are incident to only a few vertices which have a very high degree. This property can be exploited by assigning edges to partitions in such a way that the replication of a high-degree vertex is preferred.
to the replication of a low-degree vertex. The rationale for this is that high-degree vertices are incident to so many edges that they are likely to be replicated anyway; by focusing on placing low-degree vertices with a low replication factor, the overall replication factor can be decreased [23, 51, 64].

**Efficiency.** Resource efficiency is desirable, e.g., in order to reduce monetary costs. Given a computer node with constrained memory capacities (which may be less than the size of the graph data), the graph partitioning algorithm should be able to provide the best possible replication factor in the lowest possible run-time.

## 3 HYBRID EDGE PARTITIONER

HEP is a hybrid edge partitioning system that combines in-memory partitioning with streaming partitioning. In-memory partitioning can achieve a low replication factor, because the problem is less constrained than streaming partitioning. On the other hand, streaming partitioning induces very low memory overhead, because there is no need to keep the complete graph in memory. Our objective is to combine both paradigms by partitioning one sub-part of the graph with in-memory partitioning and the other sub-part with streaming partitioning. To do so, we have to find a sub-graph that can be partitioned with streaming partitioning while not compromising too much in terms of the replication factor.

### 3.1 Approach Overview

We divide the graph into two sub-graphs by considering the vertex degrees. To motivate this, we perform experiments on two different real-world graphs (cf. Figure 2). We measure the replication factor of vertices that have a degree in a specific range ([1, 10], [11, 100], etc.) using both the streaming partitioner HDRF [51] as well as the in-memory partitioner NE [66] for building $k = 32$ partitions. In the same figure, we also plot the degree distribution of the respective graphs. We can observe that the replication factor obtained by either partitioner heavily depends on the vertex degree: Vertices with a low degree are less often replicated than vertices with a high degree. Furthermore, the number of vertices of a low degree is much higher than the number of vertices of a high degree. Both HDRF and NE are degree-aware partitioners: They focus on trying to reduce the replication factor of the many low-degree vertices rather than the few high-degree vertices.

Our strategy in HEP is similar to existing partitioners in the sense that we try to achieve very good partitioning quality for low-degree vertices to keep the overall replication factor low. However, we add the new aspect of memory efficiency by allowing to compromise on the replication factor of high-degree vertices in order to reduce memory overhead:

(1) Edges that are incident to at least one low-degree vertex are partitioned with in-memory partitioning. This significantly reduces the overall replication factor, because in power-law graphs, the number of low-degree vertices is much higher than the number of high-degree vertices.

(2) Edges that are incident to two high-degree vertices are partitioned with streaming partitioning. Even if there are many edges between high-degree vertices, the number of vertices affected will still be low, because of the skewedness of power-law graphs. Hence, a large number of edges can be partitioned with streaming partitioning while only a small number of vertices is affected.

But what is a “high” degree? We define a threshold factor $\tau$ (tau) that separates high-degree vertices $V_H$ from low-degree vertices $V_L$, such that $V_H \cup V_L = V$ and $V_H \cap V_L = \emptyset$, as follows:

$$
\forall v \in \begin{cases} 
V_H & \text{if } d(v) > \tau \cdot \mathcal{S}_d, \\
V_L & \text{else},
\end{cases}
$$

where $\mathcal{S}_d$ is the mean degree of all vertices in the graph. By setting $\tau$, one can control the memory overhead of the partitioning algorithm: A lower $\tau$ means that more edges are incident to two high-degree vertices, so that the memory overhead is reduced because more edges are partitioned with streaming partitioning.

### 3.2 In-Memory Partitioning via NE++

The first phase of HEP is in-memory partitioning via NE++. NE++ is a new, highly memory-efficient and fast extension of the well-known NE (neighborhood expansion) algorithm [66]. In particular, NE++ introduces two novelties compared to NE. (1) NE++ employs
a pruned graph representation, which significantly reduces the memory overhead. (2) NE++ introduces lazy edge removal, an efficient technique to avoid the assignment of the same edge to multiple partitions without eagerly keeping books on past edge assignments.

Basic NE Algorithm. Before we detail the technical contributions of NE++, we quickly review the basic NE algorithm [66] and analyze its shortcomings. In the NE algorithm, partitions are built in sequence. To build partition \( p_1 \), a seed vertex is chosen (Algorithm 1, lines 1–3). This seed vertex is placed in a vertex sub-set that is called core set, denoted by \( C \); hence, the seed vertex must not have been in \( C \) before. All neighboring vertices of the seed vertex in \( p_1 \) are placed in another vertex sub-set that is called secondary set, denoted by \( S_1 \). Edges that connect vertices between or within \( C \) and \( S_1 \) are assigned to the current partition \( p_1 \). Now, in an expansion step (lines 6–11), the vertex from \( S_1 \) is selected that has the lowest external degree \( d_{\text{ext}}(v, S_1) \), i.e., the lowest number of neighbors that are neither in \( C \) nor in \( S_1 \) (line 8). This vertex is moved from \( S_1 \) to \( C \) (line 9) and its external neighbors are added to \( S_1 \) (lines 12–15). Whenever a vertex \( v \) is added to \( S_1 \), the algorithm decrements the external degree of neighboring vertices that are already in \( S_1 \) and calculates the external degree of \( v \) (lines 19–25). Finally, edges between \( v \) and vertices in \( S_1 \) or \( C \) are assigned to the current partition \( p_1 \) (line 23); such edges are then removed from the graph to avoid double assignments (line 24). This ends the expansion step. Then, the next expansion step is performed by again determining the vertex in \( S_1 \) with the lowest degree and moving it to \( C \) (lines 8–9). The expansion phase of a partition \( p_1 \) stops when the capacity bound of \( p_1 \) is reached. Then, the next partition \( p_{i+1} \) is built. If the capacity bound of a partition is reached within an expansion step, further edges assigned in the expansion step are “spilled over” to the next partition \( p_{i+1} \) (lines 26–28). The overall algorithm terminates when all partitions have been built. In Figure 3, we provide a detailed example of the first expansion step in a partition \( p_1 \). Vertices in \( C \) are marked in green, vertices in \( S_1 \) are marked in blue. We further list the set of edges already assigned to \( p_1 \) and the external degrees of all vertices in \( S_1 \).

Limitations of NE. We identify the following limitations of NE. (1) The complete graph must be loaded into memory. This prevents NE from being used to partition graphs that exceed the memory capacity of the available compute node. (2) NE eagerly keeps book on which edge has been assigned to which partition. This induces high memory and run-time overhead.

3.2.1 Pruned Graph Representation. NE++ employs an adaptation of the compressed sparse row (CSR) graph representation [22, 59]. However, when we build the CSR from the input graph file—a binary edge list—, we leave out certain parts of the column array. In particular, we do not store the adjacency lists of high-degree vertices in the column array. Edges between a low-degree and a high-degree vertex can still be reached via the adjacency list of the low-degree vertex. However, edges between two high-degree vertices are not represented in the column array at all. We, hence, write out edges between two high-degree vertices to an external file while building the CSR. Figure 4 depicts an example. The original graph contains 9 vertices and 11 undirected edges; the average degree is 2.4. In the column array, this results in 22 entries. Now, with a degree threshold of \( \tau = 1.5 \), all vertices with a degree of 4 or more are considered high-degree (in the example, those are \( v_4 \) and \( v_5 \)). In the column array of the pruned graph, adjacency lists of \( v_4 \) and \( v_5 \) are, hence, omitted. To not lose the edge \((v_4, v_5)\), we write it out into an external edge file that is later partitioned by a streaming algorithm. The column array of the pruned graph is much smaller (in the example, 13 entries instead of 22), i.e., we save memory.

To adapt the NE algorithm to the pruned graph representation, we have to completely avoid access to the adjacency lists of high-degree vertices. We observe that in NE, high-degree vertices have a tendency to remain in the secondary set \( S_1 \) until the end of the expansion of a partition \( p_1 \), as they are less likely to have the lowest external degree compared to low-degree vertices. In Figure 5, we compare the normalized average degree between vertices in \( C \) and in \( S \setminus C \) on different real-world graphs when performing partitioning with NE at \( k = 32 \) partitions. The average degree of vertices that remain in the secondary set is very high, while for vertices that are moved to the core set, it is much lower. In other words, there are many high-degree vertices that remain in \( S \) throughout the partition expansion and are not moved to \( C \).

In NE++, we exploit this property as follows: We assign high-degree vertices to the secondary set a priori and also do not move
them to the core set ("no expansion via a high-degree vertex"), i.e.,
high-degree vertices are always in the secondary set. This implies
that we do not iterate over the adjacency lists of high-degree ver-
tices, so that the pruned graph representation in NE++ is sufficient.
As moving a high-degree vertex to C is unlikely in NE, NE++ stays
close to the original behavior of the algorithm.

3.2.2 Lazy Edge Removal. A central property of a valid edge parti-
tioning is that an edge must be assigned exactly once, i.e., to exactly
one single partition. However, in an undirected graph, an edge \((u, v)\)
is represented twice in the CSR column array: if \(u\) is a neighbor
of \(v\), then \(u\) is also a neighbor of \(v\). For instance, in Figure 4, \(v_7\)
is in the adjacency list of \(v_0\), and \(v_0\) is in the adjacency list of \(v_7\).
To prevent an edge from being assigned to multiple partitions, the
assignment of the edge to a partition must be taken into account in
the further partitioning process, i.e., the edge must be removed or
marked as invalid. There are two rather naive ways to implement
this. First, one could remove the edge from two different locations
in the column array. However, this induces computational overhead
and leads to poor cache locality, as different (random) locations
in the column array must be accessed subsequently. Second, one
could introduce an auxiliary data structure that holds for each edge
the information of whether it is still valid or not—the reference
implementation of NE follows this approach. However, this induces
additional memory overhead for the auxiliary data structure and it
also leads to poor cache access locality, because such a data struc-
ture cannot be a contiguous representation of the adjacency lists of
both vertices \(u\) and \(v\) at the same time.

In NE++, we introduce a new method, called lazy edge removal,
to solve this problem more efficiently. Lazy edge removal is both
memory-efficient, as it foregoes introducing auxiliary data struc-
tures, and leads to a good cache locality, as it only accesses adjacency
lists in a contiguous way. Before we introduce the method, we first
analyze which vertices are visited in which phase of the expansion
algorithm. If a vertex is not visited again by any other partition,
removing edges in this vertex’s adjacency list is not necessary.

The following theorem (Theorem 3.1) proves that only vertices
that remain in the secondary set of a partition at the end of the
partition’s expansion phase can be visited again in the expansion
phase of a subsequent partition; vertices that are moved to the core
set will not be visited again.

**Theorem 3.1. Access of Column Array.** After a vertex \(v\) has
been moved to the secondary set \(S_i\) of a partition \(p_i\), the adjacency
list of \(v\) in the column array is accessed in a subsequent partition again
only if \(v\) is still in \(S_i\) after \(p_i\) has been completed.

**Proof.** See Appendix B.

As the adjacency lists of vertices moved to C will not be accessed
again, we can restrict edge removal for a partition \(p_i\) to those
vertices that remain in \(S_i\). Hence, we introduce a clean-up phase
which is executed after the completion of each partition. It removes
those entries from the column array that may be accessed again in
a following partition \(p_j, j > i,\) but represent edges that have been
assigned to \(p_i\). This affects only adjacency lists of vertices in \(S_i\).

The clean-up algorithm (Algorithm 2) iterates through all ver-
tices \(v\) in \(S_i\) and removes those edges from the column array that
have been assigned to \(p_i\) (i.e., neighbors of \(v\) that are in \(C\) or in \(S_i\)).
Edge removal can be implemented efficiently by swapping the
last valid entry of the adjacency list with the to-be-removed entry
and then decrementing the “size” (a field indicating the number
of valid entries) of the adjacency list. This is a constant-time
operation. Figure 6 depicts an example of a graph before and after
the clean-up algorithm has been executed. The figure visualizes
how the clean-up algorithm "separates" the core set from the rest
of the graph; subsequent expansions cannot enter the core set of
the graph any more, as the clean-up algorithm removes all links
into it. Therefore, none of the edges that connect two vertices in
the core set will be visited again and, hence, double-assignment
of those edges is impossible. As the heuristic in NE++ tries to keep
\(S_i\) as small as possible, only a small number of vertices is visited in
the clean-up phase.

To show the effectiveness of lazy edge invalidation, we evaluate
on different graphs the overall fraction of edges in the column array
which are removed in the clean-up process of NE++ (at \(k = 32\)
partitions). The results in Figure 7 show that only a small fraction
of edges are actually removed. The rest of the column array remains
untouched. This is particularly pronounced on web graphs (IT, UK,
GSH, WDC). Different from that, eager invalidation would remove
all column array entries to prevent double assignment.

![Algorithm 2 Clean-up Algorithm.](image)

![Figure 5: Average degree of vertices in \(C\) and \(S \setminus C\) at \(k = 32\) partitions, normalized to the total average degree (cf. Table 3).](image)

![Figure 6: Clean-up phase: Example.](image)

![Figure 7: Total fraction of edges removed from column array during clean-up at \(k = 32\) partitions (graphs cf. Table 3).](image)
Algorithm 3 Building the last partition in NE++.

1: procedure AssignRemainingInMemoryEdges
2:     for each \( v \in V \) do
3:         if \( v \notin C \) then
4:             for each \( u \in N_\text{out}(v) \) do
5:                 \( p_i \leftarrow p_i \cup (u, v) \)
6:             if \( v \) has high-degree neighbors then
7:                 for each \( u \in N_\text{in}(v) \) do
8:                     if \( u \in V_i \) then
9:                         \( p_i \leftarrow p_i \cup (v, u) \)
10:                    if \( |p_i| \geq \frac{\alpha}{2} \) then
11:                        \( i \leftarrow i + 1 \)

Algorithm 4 Streaming partitioning in HEP.

1: procedure StatefulStreamingPartitioning
2:     for each \( e \in E_{\text{in}} \) do
3:         bestScore \( \leftarrow 0 \)
4:     for each \( p_i \in P : |p_i| < \alpha \ast |E| \) do
5:         score \( \leftarrow \text{scoring function}(\text{e}, p_i) \)
6:         if score \( > \) bestScore then
7:             bestScore \( \leftarrow \) score
8:             target_p \( \leftarrow p_i \)
9:         target_p \( \leftarrow \) target_p \( \cup e \)

3.2.3 Further Optimizations for NE++.

Initialization. The initialization function is called in the expansion of a partition \( p_i \) when there are no more vertices in \( S_i \) that can be moved to \( C \). The goal is to find a suitable vertex outside of \( S_i \) that can be moved to \( C \), i.e., the vertex must neither be a high-degree vertex nor a vertex in \( C \). There are three scenarios when such an initialization is needed. First, when a partition’s expansion is started. Second, when the graph is split into disconnected components and the expansion of a partition has assigned all edges of one of these components. Third, when there are only high-degree vertices in \( S_i \) and, hence, no more vertices can be moved to \( C \). The first case only happens once, but the other cases can occur frequently, depending on the graph structure and the number of high-degree vertices. Hence, it is important that the initialization procedure finds a suitable vertex quickly and efficiently. Using randomized vertex selection—as done in the reference implementation of NE—comes with the problem that the chance of hitting a suitable vertex becomes lower over time as the number of vertices that are not in \( C \) decreases. Hence, the overhead grows as the partitioning process progresses. In NE++, we instead perform a sequential search through the vertices based on their ID. A vertex that was once found to be unsuitable for the initialization is thus never visited again in the initialization procedure.

Adapted Partition Capacity Bound. As a consequence to graph pruning, edges incident to two high-degree vertices are not partitioned by NE++, but by streaming partitioning. Hence, in NE++, we adapt the capacity bound for the partitions, such that the in-memory edges are distributed to the partitions in a balanced fashion. Instead of a capacity bound of \( \frac{|E|}{2} \), the new capacity bound is \( \frac{|E|}{2 \ast |F_{\text{in}}|} \).

Building the Last Partition. For building the last partition, it is sufficient to simply assign all remaining in-memory edges to the last partition. To this end, NE++ iterates through the adjacency lists of all low-degree vertices that are not yet in the core set (cf. Algorithm 3). These adjacency lists contain all the remaining in-memory edges. There are two cases which must be treated differently: A remaining in-memory edge can be an edge between two low-degree vertices, or an edge between a low-degree and a high-degree vertex—edges between two high-degree vertices are external-memory edges by definition and are treated with streaming partitioning.

When assigning the remaining edges between two low-degree vertices, we may approach an edge \((u, v)\) from two different directions (from \( u \) or from \( v \)), but should only assign it once. To solve that issue, we assign edges between two low-degree vertices always from the perspective of the left-hand side vertex of the edge in the original edge list (i.e., from \( u \) if the edge is \((u, v)\) in the input edge list). To do so, we need to track the “direction” of each edge in the CSR, i.e., whether an edge between vertex \( u \) and vertex \( v \) is \((u, v)\) (will be assigned from \( u \)’s side) or \((v, u)\) (will be assigned from \( u \)’s side). We can do that in the graph construction phase (cf. Section 3.2.1) by building a second index array and dividing the adjacency list of each vertex into a set of out-edges and a subsequent set of in-edges. The first index array contains the reference to the beginning of the out-list of a vertex in the column array, while the second index array refers to the corresponding in-list. An alternative solution would be to always assign edges between two low-degree vertices from the perspective of the vertex with the smaller ID. This would save memory (no need for a second index array to separate out-list from in-list), but requires to pass through a vertex’s complete adjacency list instead of only the out-list.

The assignment of edges between a low-degree vertex and a high-degree vertex is straightforward. As the adjacency list of the high-degree vertex is not present in the column array, the edge can safely be assigned from the low degree vertex’s side.

3.3 Informed Stateful Streaming Partitioning

In HEP, we use stateful streaming partitioning and exploit the partitioning state from in-memory partitioning to improve the partitioning quality. Stateful streaming partitioning rates the placement of a given edge \( e \) on each partition \( p_i \) via a scoring function \( \sigma : (e, p_i) \rightarrow s \). Then, the edge is assigned to the partition that yields the highest score value \( s \) (cf. Algorithm 4).

In our implementation of HEP, we use the HDRF scoring function [51], which takes into account the vertex degrees, the vertex replication on each partition, and the load (in number of edges) of each partition. The vertex degrees and the vertex replication of each partition are used as a result of NE++: A vertex is replicated in partition \( p_i \) exactly if it is in \( S_i \). This way, we overcome the “uninformed assignment problem” [47] of stateful streaming partitioning where early edges in the stream are assigned to a partition without any knowledge of the rest of the graph. HDRF is the partitioning algorithm that fits best for the streaming phase of HEP and can be easily integrated without any need for adaptations. Having said this, the streaming phase of HEP could also employ other stateful streaming edge partitioning algorithms, such as Greedy [28] or ADWISE [47]. However, the Greedy strategy is clearly outperformed by HDRF [51]. ADWISE invests additional run-time to overcome the uninformed assignment problem which is, however, already tackled in HEP by the in-memory phase via NE++.
4 THEORETICAL ANALYSIS

We perform a theoretical analysis of HEP’s run-time and memory overhead as well as the obtained replication factor. Finally, we discuss strategies for setting $\tau$ so that a memory bound can be met.

4.1 Time Complexity

We analyze the time complexity of the following steps of HEP separately: building the CSR graph representation, in-memory partitioning with NE++, and streaming partitioning.

**Graph Building.** The run-time complexity of graph building is $O(|E| + |V|)$. There are two passes over the edge list, each having constant complexity per edge. In the first pass, the degree of each vertex is determined; then, the index array is built by performing a pass over the vertices’ degrees and computing a running sum. In the second pass, the edges are inserted into the column array or, if an edge is incident to two high-degree vertices, into the external memory edge file.

**NE++.** To determine the vertex $a_{\text{min}}$ with the minimum external degree, we store vertices in $S_1$ in a binary min-heap, sorted by their external degree. In the worst case, $S_1$ contains all vertices of the entire graph. Every time the external degree of a vertex changes, the min-heap is updated to retain the heap property. Hence, each min-heap update operation has a complexity in $O(\log |V|)$. In total, there will be up to $2|E|$ updates of the min-heap, resulting in $O(|E| + \log |V|)$ complexity to maintain the min-heap. The other operations of the main expansion algorithm have the following complexity. Assigning each edge to a partition is in $O(|E|)$. Traversing the neighbors of a vertex in order to update the min-heap is in $O(|E| + k)$, as each neighborhood is maximally traversed $k$ times (in case a vertex is in every secondary set $S_1$). Initialization has a complexity of $O(|V|)$, as each vertex is visited at most once. Finally, the clean-up procedure is executed $k - 1$ times, each time iterating through all adjacency lists of all vertices in $S_1$ and performing a constant-time operation on them. Hence, clean-up has a time complexity of $O(|E| + k)$. The overall time complexity of NE++ is $O(|E| + (\log |V| + k) + |V|)$.

**Streaming.** Stateful streaming partitioning computes a scoring function for each edge and each partition; the computation of each score is a constant-time operation. Hence, the streaming phase has a time complexity of $O(|E| + k)$.

**Comparison and Discussion.** The overall time complexity of HEP is dominated by the NE++ phase, and, hence, is in $O(|E| + (\log |V| + k) + |V|)$. This is higher than the stateful streaming partitioners Greedy, HDRF and ADWISE. However, the case that each vertex is in every secondary set is highly unlikely, as this would mean that each vertex is replicated on every partition. In contrast to this, the time complexity bounds of Greedy, HDRF and ADWISE are tight, as they involve the computation of a scoring function on every combination of edges and partitions.

4.2 Memory Overhead

Let the ID of a vertex be stored in $b_{id}$ bytes. For instance, for a graph with up to $2^{32}$ (i.e., 4.29 B) vertices, we can store vertex IDs in 4 byte unsigned integers. The following data structures are necessary in order to implement HEP efficiently.

(1) Two indices for the index array to separate incoming and outgoing edges. Both contain one field for each vertex, which totals in $2|V| * b_{id}$ bytes. (2) A column array to store the edges. The size of the column array is the sum over the sizes of the adjacency lists of the low-degree vertices: $\sum_{v_i \in V_l} d(v_i) * b_{id}$ bytes. (3) Size fields for each in and out adjacency list to indicate the number of valid entries (this is used for efficient edge removal, as discussed above). Each size field occupies $b_{id}$ bytes, totalling in $|V| * 2 * b_{id}$ bytes. (4) $k$ dense bitsets to track the vertices in the secondary set $S_1$ for each partition $p_i$ and one dense bitset to track the vertices in the core set $C$. A dense bit set works as follows: For each vertex id, the bit with the corresponding index in the bit set signals whether the vertex is part of the set. Overall, these data structures occupy $|V| * \frac{b_{id} + 1}{2}$ bytes. (5) A min heap to store the external degrees of vertices in $S_1$ and a lookup table to directly access the entry of a vertex in the min heap by its ID. Together, they require $2|V| * b_{id}$ bytes.

The total size of all data structures is:

$$\sum_{v_i \in V_l} d(v_i) * b_{id} + 6|V| * b_{id} + |V| * \frac{b_{id} + 1}{2}$$

4.3 Bounds on Replication Factor

The worst-case replication factor obtained with HEP is between the bounds of NE [66] and of HDRF [51]. NE has a better bound on replication factor than HDRF for power-law graphs [66], i.e., a higher setting of $\tau$ leads to a better replication factor as more edges are partitioned with NE++. 

4.4 Setting of $\tau$ to Keep Memory Bounds

A unique characteristic of hybrid partitioning with HEP is its ability to flexibly reduce memory overhead by setting $\tau$. The lower $\tau$ is set, the more vertices are considered high-degree and, thus, the column array—which is the dominant data structure—is pruned more aggressively. Hence, $\tau$ can be set with respect to the memory capacity of the compute node. To do so, one can perform a pre-computation step and build the cumulative sum of the size of the adjacency lists of the respective low-degree vertices for different values of $\tau$; this is a trivially parallelizable process. Then, one chooses the maximal value of $\tau$ that keeps the memory bound (e.g., memory capacity of the compute node). Once $\tau$ is determined, graph partitioning with HEP is performed.

We measured the run-time to determine the memory requirements for a specific setting of $\tau$ for different graphs (Table 2). Compared to graph partitioning run-time (Section 5.2), this is negligible, so that pre-computing an optimal value of $\tau$ is feasible and practical.

| Name          | Type             | Time Complexity                          |
|---------------|------------------|------------------------------------------|
| HEP           | Hybrid           | $O(|E| + (\log |V| + k) + |V|)$            |
| Greedy [28]   | Stateful Streaming | $O(|E| + k)$                              |
| HDRF [51]     | Stateful Streaming | $O(|E| + k)$                              |
| ADWISE [47]   | Stateful Streaming | $O(|E| + k)$                              |
| DBH [64]      | Stateless Streaming  | $O(|E|)$                                 |
| Grid [32]     | Stateless Streaming  | $O(|E|)$                                 |
| NE/NE++       | In-Memory        | $O(|E| + (\log |V| + k) + |V|)$            |
| DNE [30]      | In-Memory        | $O(\log(|V^2| + n \cdot d_{max}) + d_{max})$ with $d_{max} = \max$-vertex degree, $n = \text{number of CPU cores}$ |
| METIS [34]    | In-Memory        | $O((|V| + |E|) + \log k)$                  |

Table 1: Time complexity of different partitioners.
Table 2: Run-time to pre-compute memory footprint.

| Name                  | | | | | |
|-----------------------|----------------|----------------|----------------|----------------|----------------|
| com-livejournal (LJ)  | 10 M           | 35 M           | 263 MB         | Social         |                |
| com-orkut (OK)        | 31 M           | 117 M          | 895 MB         | Social         |                |
| brain (BR)            | 784 k          | 268 M          | 2 GB           | Social         |                |
| wiki-links (WI)       | 12 M           | 378 M          | 3 GB           | Web            |                |
| it-2004 (IT)          | 41 M           | 1.2 B          | 9 GB           | Web            |                |
| twitter-2010 (TW)     | 42 M           | 1.5 B          | 11 GB          | Social         |                |
| com-friendster (FR)   | 66 M           | 1.8 B          | 14 GB          | Social         |                |
| uk-2007-05 (UK)       | 106 M          | 3.7 B          | 28 GB          | Web            |                |
| gsh-2015 (GSH)        | 988 M          | 3.3 B          | 248 GB         | Web            |                |
| wdc-2014 (WDC)        | 1.7 B          | 6.4 B          | 478 GB         | Web            |                |

Table 3: Real-world graphs. Size refers to binary edge lists with 32-bit vertex ids.

Table 3) that have different sizes and stem from different web repositories, having been crawled by different organizations. These are social network graphs (OK [8, 39, 63]), TW [11, 36, 39] and FR [3, 39, 65]) as well as web graphs (IT [6, 16–18], UK [12, 16–18], GSH [4, 16–18] and WDC [13]). The reasons that we chose these graphs are as follows: First, many of them are commonly used as baselines in related papers [30, 47, 66]. Second, most of them are very large (billions of edges), and hence, are particularly challenging in terms of memory overheads even on a large machine. Indeed, we show that not all partitioners can handle graphs of that size on our evaluation platform. Third, the graphs have a large diversity in terms of how “easy” they are to partition; for some of them, even the best partitioners reach only relatively high replication factors.

Baselines. We compare HEP to 7 of the most recent and best partitioners, including graph partitioners. From the group of streaming partitioners, we compare to ADWISE [47], DBH [64], HDRF [51], and SNE [66]. From the group of in-memory partitioners, we compare to NE [66], DNE [30] and METIS [34]. There exist dozens of other partitioners, and we cannot compare to all of them. However, other partitioners are consistently outperformed by the chosen baselines either in terms of replication factor, run-time, scalability or memory efficiency. Hence, we argue that we made a reasonable and fair choice of baselines. See Section 6 for a comprehensive discussion of other partitioners.

Performance Metrics. We measure replication factor, run-time (including graph ingestion) and memory overhead (maximum resident set size). We also track edge balancing: Most partitioners kept the partitions balanced; in case partitioning was imbalanced, we report the balancing factor $\alpha$ in the plots.

Experiments. We perform systematic experiments with $k = \{4, 32, 128, 256\}$ partitions. We configured HEP with the following values of $\tau$: 100, 10 and 1. For each graph, we first perform one warm-up run that does not count into the measurements (e.g., to warm up caches). We aborted experiments on smaller graphs (< 10 B edges) when they took more than 12 hours, as some partitioners (NE, SNE and METIS) would “freeze” in an unknown state for many hours. On the smaller graphs, we repeat every experiment 3 times and report the mean values with standard deviations; for GSH and WDC, we run experiments only once due to very large run-times. In Appendix A, we discuss configurations and implementation of the baseline partitioners as well as the input formats of graph data.

5.2 Graph Partitioning

Figure 8 shows all results. The main observations are as follows.

(1) HEP has a lower memory overhead than the in-memory partitioners NE, DNE and METIS (see Figure 8(c, f, i, o)). Regardless of the setting of $\tau$, memory overheads of the in-memory partitioners are higher by up to an order of magnitude. At the same time, HEP can reach competitive replication factors to NE (especially, at settings of $\tau \geq 10$), which is the partitioner with the best replication factor throughout all experiments (cf. Figure 8(a, d, g, i, m)).

A major cause for the improvements compared to NE is the lazy edge removal method, which allowed us to remove an auxiliary data structure in NE, namely, an unordered edge list, that keeps track of whether every edge is still valid or not. Furthermore, the run-time of HEP is better, as we use more efficient data structures, namely, the CSR representation. Different from HEP, the unordered edge list that NE internally employs causes a lot of random access and cache misses while performing the neighborhood expansion steps.

DNE is the state-of-the-art in scalable edge partitioning, being able to scale across large clusters of machines. However, this comes with a cost: DNE requires an order of magnitude more memory than HEP. Further, if the resources used for partitioning are limited (in our case to 64 hardware threads), the run-time of HEP is often competitive to DNE; in some cases, even lower. Furthermore, the distributed and parallel nature of DNE leads to a degradation of the yielded replication factors. HEP achieves better replication factors than DNE in all evaluated settings of $\tau$ on all graphs. Finally, DNE could not always keep the partitions balanced, while HEP achieved perfect balancing in all cases.

METIS is often considered the “gold standard” in graph partitioning quality and is commonly used as a baseline [44, 66]. While the replication factor obtained by METIS is relatively good in some cases (especially on the IT graph), METIS takes a lot of time, as it follows a multi-level partitioning approach with coarsening and refinement phases. HEP is faster, uses less memory, and achieves better replication factors than METIS. In some instances, the advantage in run-time of HEP is more than an order of magnitude, e.g., on the TW graph with $k = 32$, it is 15 minutes for HEP-100 and 10 hours for METIS (Figure 8(h)), while the replication factor of HEP-100 is 1.99 vs. METIS with 5.68 (Figure 8(g)).

(2) Compared to streaming partitioners (ADWISE, HDRF, DBH, and SNE), HEP achieves much better replication factors. At the same time, HEP’s memory overhead can be reduced such that it is close to streaming partitioning. By setting a lower value of $\tau$, on all graphs and all number of partitions, we observe a significant reduction in memory overhead of HEP. At $\tau = 1$, HEP’s memory
Figure 8: Performance results on real-world graphs. HEP-$x$ indicates that HEP was run with a setting of $\tau = x$. “OOM”: out-of-memory error, “OOT”: excessive run-time, “FAIL”: crashed for other reasons.

Table 4: Processing time of distributed graph algorithms and partitioning time (sec). Lowest total time (partitioning + processing) is underlined; lowest processing time is printed in bold.

Table 5: HEP: Vertex balancing (std. deviation / average number of vertex replicas per partition) at $k = 32$. 

| Algor. / Graph | OK | IT | TW |
|----------------|----|----|----|
| HEP-100        | 38 | 101| 885|
| NK             | 88 | 467| 3,553|
| SNE            | 110| 2,488| 3,149|
| HDRF           | 32 | 441| 758|
| DBH            | 6  | 31 | 63 |

| Rep. Factor | OK | IT | TW |
|-------------|----|----|----|
| HEP-100     | 38 | 101| 885|
| NK          | 88 | 467| 3,553|
| SNE         | 110| 2,488| 3,149|
| HDRF        | 32 | 441| 758|
| DBH         | 6  | 31 | 63 |

| PageRank | OK | IT | TW |
|----------|----|----|----|
| HEP-100  | 38 | 101| 885|
| NK       | 88 | 467| 3,553|
| SNE      | 110| 2,488| 3,149|
| HDRF     | 32 | 441| 758|
| DBH      | 6  | 31 | 63 |

| BFS       | OK | IT | TW |
|-----------|----|----|----|
| HEP-100   | 38 | 101| 885|
| NK        | 88 | 467| 3,553|
| SNE       | 110| 2,488| 3,149|
| HDRF      | 32 | 441| 758|
| DBH       | 6  | 31 | 63 |

| Conn. Comp. | OK | IT | TW |
|-------------|----|----|----|
| HEP-100     | 38 | 101| 885|
| NK          | 88 | 467| 3,553|
| SNE         | 110| 2,488| 3,149|
| HDRF        | 32 | 441| 758|
| DBH         | 6  | 31 | 63 |

| OK | IT | TW |
|----|----|----|
| HEP-100 | 0.184| 0.425| 0.320|
| HEP-10 | 0.168| 0.376| 0.222|
| HEP-1  | 0.124| 0.196| 0.216|
overhead comes close to streaming partitioning (Figure 8(c, f, i, l, o, r, u)). This way, memory bounds on smaller machines can be kept. However, HEP achieves a better replication factor than streaming partitioners (Figure 8(a, d, g, j, m, p, s)).

Summary: HEP combines the best of both worlds by integrating in-memory with streaming partitioning. This brings the following benefits to the end user: (1) Flexibility to adapt memory overheads to the graphs at hand and the existing hardware capabilities without needing to switch between partitioners. Instead of having to install or even integrate into another system many different partitioners, one can simply employ HEP and use the tuning knob (the parameter \( \tau \)) to fit the graph into memory. (2) In scenarios where in-memory partitioning is not feasible because the graph is too large, HEP yields better replication factors than streaming partitioners, especially on social network graphs. (3) In scenarios where in-memory partitioning would theoretically be feasible, using HEP with a high setting of \( \tau \) yields a good replication factor and is much faster than the previous state-of-the-art partitioner NE.

5.3 Distributed Graph Processing

We evaluate the run-time of distributed graph processing under different graph partitionings. To this end, we set up a distributed Spark v3.0.0 cluster with 32 machines, each having 8 CPU cores and 20 GiB of RAM. They are connected by 10-GBit Ethernet. We perform a set of experiments, using three algorithms: PageRank (100 iterations), Breadth First Search (subsequently from 10 different random seed vertices) and Connected Components. PageRank is an algorithm that keeps all vertices active in every iteration; hence, it is very communication-intensive. BFS starts with all vertices but one seed vertex being inactive; from that seed vertex, the computation spreads through the graph. Finally, CC starts with all vertices being active, but in every iteration, more and more of the vertices become inactive. Hence, these three algorithms are characteristic for different sorts of workloads. We compare the run-time of these graph partitioning algorithms on the Spark cluster using prepartitioned graphs with different partitioning algorithms. Please note that processing larger graphs than the TW graph led to out-of-memory errors in Spark. We report the mean result of three runs for each experiment. We did not perform partitioning with ADWISE or METIS, as these partitioners already take more run-time for the graph processing job takes for processing. Further, DNE led to largely imbalanced partitions (cf. Section 5.2) which can hinder good processing performance. Instead, we compare HEP to NE, SNE, HDRF and DBH.

Table 4 shows the results. In many cases, the total run-time (partitioning + processing) is lowest when using HEP partitioning. There are two exceptions: First, if the processing task itself is very short, like in the Connected Components algorithm, it is better to perform fast partitioning with DBH, as despite of the higher run-time of graph processing, the total run-time is still lower. Second, different from the other graphs, on the TW graph, DBH performed reasonably well in terms of replication factor. Hence, although the graph processing run-time is faster when using HEP, the total run-time is still better with DBH.

There are some surprising observations on the IT graph. This graph could be partitioned with very high quality by most of the partitioners (HEP, NE, SNE, and HDRF). As a result, communication overhead only plays a minor role and load balancing becomes more important. Here, HEP shows a hidden strength of its hybrid partitioning approach: It optimizes both vertex replication and vertex balancing at the same time, as the streaming phase shows better vertex balancing than the neighborhood expansion phase (cf. Table 5). Therefore, for all graph processing algorithms, the fastest processing time on the IT graph is obtained with HEP-1 or HEP-10, even though these do not yield the lowest replication factor.

We draw the following conclusions. First of all, the choice of partitioner largely depends on the run-time of the subsequent graph processing job. For very short processing jobs, simple hashing is still the best option, as it is the fastest way to partition a graph. Second, for long-running graph processing jobs, like PageRank or multiple subsequent runs of Breadth First Search, it is in many cases beneficial to perform high-quality graph partitioning. Here, the optimal choice of partitioner depends on the replication factor achieved and the run-time of partitioning. Third, good partitioning quality, i.e., low communication overhead, matters a lot to the performance of graph processing. However, there is a saturation point where further improvements of partitioning quality do not lead to better processing performance, as the bottleneck shifts from communication overhead to balancing. While many partitioners try to balance the number of edges across the partitions, we have shown that there are cases where vertex balancing also plays a role in the overall processing performance. HEP’s hybrid approach shows to be advantageous in such a situation, leading to the best processing performance among all partitioners on the IT graph.

Overall recommendation: Use HEP for long-running graph processing jobs on graphs were it can achieve very low replication factors (e.g., on web graphs, cf. Figure 8).

5.4 Comparison to Simple Hybrid Partitioning

How much of HEP’s performance is due to its specific design (using NE++ and HDRF), as opposed to hybrid partitioning per se? To answer this question, we compare HEP’s performance to a simple hybrid partitioning baseline. We first divide the input graph \( G \) into one subgraph \( G_{H2H} \) that contains only edges incident to two high-degree vertices and another subgraph \( G_{REST} \) that contains the remaining edges. Then, \( G_{REST} \) is partitioned with NE and \( G_{H2H} \) is partitioned with random streaming partitioning. The main observations (see Figure 9) are as follows.

(1) NE++ has up to \(~20\times\) lower run-time than NE (Figure 9(r), \( \tau = 100, k = 256 \)) when both are run on the same set of edges. Only at a low value of \( \tau \) (\( \tau = 1.0 \)), the baseline sometimes runs faster than HEP (by up to \( 2.5\times \)), as \( G_{H2H} \) is larger than \( G_{REST} \) and partitioning is dominated by streaming (Figure 9(d,h,l,p,t)). Random streaming partitioning is faster than HDRF, because it has no scoring function; however, the replication factor is much worse (see (3)).

(2) NE++ has \(~2\sim3\times\) lower memory overhead than NE when both are run on the same set of edges (Figure 9(c,g,k,o,s)). Beyond the savings of hybrid partitioning, NE++ saves additional memory by pruning the adjacency lists of high-degree vertices and by avoiding auxiliary data structures to track which edges have already been assigned to partitions.
6 RELATED WORK

Existing graph partitioners are either in-memory or streaming partitioners. The most prominent type of in-memory partitioners are multi-level partitioners, such as Chaco [31], Jostle [62], SCOTCH [50], METIS [34, 38] or KaHiP [54, 55]. They apply three subsequent steps: First, the graph is coarsened by combining neighboring vertices. Second, the coarsened graph is partitioned. Third, the partitioning of the coarsened graph is refined to the original graph. The main difference between the various multi-level partitioners is in which algorithms they use for each of these steps. These partitioners focus on partitioning quality, but come with a high overhead. In our experiments, KaHiP ran out of memory on large graphs, while METIS ran for days on some graphs.

Sheep [44] is a distributed edge partitioner that builds and partitions the elimination tree of the input graph. Spinner [45] and XtraPuLP [57] are distributed and parallel vertex partitioners that build upon the label propagation algorithm for community detection. These partitioners are outperformed by DNE in terms of replication factor, run-time, memory efficiency and scalability [30]. HEP performs better than DNE in terms of partitioning quality and memory overhead. NE [66] is a sequential partitioner that yields superior partitioning quality compared to other non-multi-level partitioners. In HEP, we improve the design of NE and overcome shortcomings that bloat its memory overhead and run-time.

Some in-memory partitioners, like Sheep [44] and Streaming NE (SNE) [66], decrease their memory overhead by creating chunks...
of the input graph that are partitioned sequentially one at a time. However, this leads to longer run-times, and in case of SNE, also to worse partitioning quality. HEP also makes such trade-offs, but its performance is superior to prior approaches, as instead of applying the same in-memory algorithm to subsequent chunks of the input graph, it applies different algorithms to selected parts of the graph. This maximizes partitioning quality on the most crucial part of the graph, i.e., edges incident to low-degree vertices, while relaxing the partitioning quality only on a low number of high-degree vertices.

We have evaluated a large range of streaming partitioners in Section 5. They work either on hashing [32, 64] or they gather and exploit partitioning state while passing through the graph stream [47, 51, 58, 60]. These partitioners are outperformed by HEP in terms of replication factor. Common variations of the streaming model are re-streaming [48], i.e., performing multiple passes through the graph stream and refining the partitioning in each pass, and local reordering [47], i.e., buffering parts of the graph stream and reordering it to improve partitioning quality. TLP [33] builds on a similar neighbor expansion scheme as NE, but in a semi-streaming manner. The authors claim a low space complexity, but TLP requires the graph to be sorted and streamed multiple times in different breadth-first-search orderings. This overhead seems prohibitive to achieve competitive run-time.

Fan et al. [24] propose an approach to refine a given vertex or edge partitioning to a hybrid partitioning that is tailored to the graph processing job. HEP can be used as a pre-partitioning algorithm for this. Further, Fan et al. [25] propose a method to incrementalize iterative vertex-cut partitioners, which is also applicable to NE++. A similar problem to graph partitioning is to find "vertex separators" [20, 26], i.e., vertices whose removal from the graph would split it into two or more disconnected components.

Compression techniques, such as SlashBurn [40] or Frame of Reference [27], can reduce the memory footprint of graph processing algorithms. However, the efficiency of compression depends on the graph data. Different from that, HEP can reduce the memory overhead in a predictable way by tuning \( \tau \). Frame of Reference also benefits from sorted adjacency lists, which is at odds with NE++’s pruning mechanism that changes the ordering.

PowerLyra [23] is a graph processing system that follows a hybrid partitioning and processing strategy: It applies vertex partitioning to low-degree vertices and edge partitioning to edges incident to high-degree vertices. While this idea is related to ours in its nature of treating low-degree and high-degree vertices differently, PowerLyra is completely in-memory. Out-of-core graph processing systems, such as GraphChi [37], X-Stream [53], Chaos [52], GridGraph [67] and Mosaic [42] commonly pre-process the graph data to increase access locality. These pre-processing problems differ from the partitioning problem we target with HEP. It would be inefficient to implement the NE algorithm in out-of-core graph processing frameworks, as the number of iterations in NE is linear in the number of vertices, while each iteration in these frameworks requires a complete pass through the entire graph.

7 CONCLUSIONS

In this paper, we proposed HEP, a new hybrid system for edge partitioning. HEP separates the edge set into two sub-sets based on the vertex degrees and partitions them separately with a novel in-memory algorithm NE++ and subsequent informed stateful streaming partitioning. Evaluations show that HEP yields a state-of-the-art replication factor faster and with less memory overhead than pure in-memory systems, while yielding a better replication factor than streaming partitioning. Finally, graph partitioning with HEP leads to a faster run-time of graph processing jobs.

In future work, we aim to further improve the performance of HEP by focusing on parallelism and distribution. Beyond that, we aim to explore the extension of the hybrid in-memory and streaming partitioning paradigm to hypergraphs [15, 46].

APPENDIX A: CONFIGURATIONS

System Parameters. We follow the author recommendations to set all system parameters. For HDRF, we set \( \lambda = 1.1 \) [51]. For SNE, we set a sample size of 2 [66]. We compiled DNE with 32-bit vertex IDs, which is optimal for the graphs we partitioned (having less than \( 2^{22} \) vertices) and set an expansion ratio of 0.1 and a balance factor of 1.05. DNE always starts one separate process per partition. As our machine has 64 hardware threads, we use \( \lceil \frac{64}{1} \rceil \) threads per process. We ran METIS [34] using direct \( k \)-way partitioning and set \(-objtype=vol\) to optimize for communication volume. As METIS is a vertex partitioner, we weighted each vertex with its degree before partitioning and then assigned each edge \( e = (u, v) \) randomly either to the partition of \( u \) or of \( v \) (see also [19, 66]). We did not count the time for this conversion step into the METIS run-time.

Implementation. When possible, we used the reference implementation provided by the respective authors [2, 7, 10]. The stand-alone implementation of HDRF [5] does not work for large graphs and shows excessive run-time, while the version integrated into PowerGraph [9] cannot be used stand-alone. We, hence, re-implemented the HDRF algorithm in C++. DBH has no public reference implementation, so that we also re-implemented it in C++.

Input Formats. For HEP, HDRF, DBH, NE, and SNE, the input graph is provided as binary edge list with 32-bit vertex ids. Other partitioners require different input formats. We do not include the transformation time of the graph data into our run-time results.

APPENDIX B: PROOF OF THEOREM 1

Proof. We first analyze when in the NE algorithm (Algorithm 1) the adjacency list of a vertex is accessed. First, when a vertex \( v \) is moved to the core set \( C \), its neighbors which are neither in \( C \) nor in \( S_j \) are moved to \( S_j \) (lines 14–15). Second, when a vertex \( v \) is moved to the secondary set \( S_j \), it is checked for each neighbor \( u \) of \( v \) whether \( u \) is in \( C \) or \( S_j \) in order to update the external degree of \( v \) and to assign corresponding edges to partition \( P_j \) (lines 20–28).

After a vertex \( v \) is moved to \( C \) in the expansion phase of partition \( P_j \), it can neither be moved to \( C \) another time nor be moved to \( S_j \) in the expansion phase of a subsequent partition \( P_j, j > i \). In other words, once moved to \( C \), a vertex stays in \( C \). Therefore, once \( v \) is moved to \( C \), the adjacency list of \( v \) will not be accessed again. On the other hand, if \( v \) is not moved to \( C \), it remains in \( S_j \) at the end of the expansion phase of \( P_j \). This proves the theorem. \( \square \)
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