Large Scale Indexing of Generic Medical Image Data using Unbiased Shallow Keypoints and Deep CNN Features
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Abstract. We propose a unified appearance model accounting for traditional shallow (i.e. 3D SIFT keypoints) and deep (i.e. CNN output layers) image feature representations, encoding respectively specific, localized neuroanatomical patterns and rich global information into a single indexing and classification framework. A novel Bayesian model combines shallow and deep features based on an assumption of conditional independence and validated by experiments indexing specific family members and general group categories in 3D MRI neuroimage data of 1010 subjects from the Human Connectome Project, including twins and non-twin siblings. A novel domain adaptation strategy is presented, transforming deep CNN vectors elements into binary class-informative descriptors. A GPU-based implementation of all processing is provided. State-of-the-art performance is achieved in large-scale neuroimage indexing, both in terms of computational complexity, accuracy in identifying family members and sex classification.
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1 Introduction

Medical image repositories such as modern hospital picture archiving and communications systems (PACS) store increasingly large diverse 3D patient anatomy, e.g. diagnostic CT, MRI scans, histology, etc. In order to fully exploit these data via machine learning, it is important to model both specific instances, e.g. individuals and family members in personalised medicine, in addition to characteristics shared between broader group categories, e.g. males and females. What would be the most suitable computational approach, or data representation for such an approach?

In the computer vision literature, deep convolutional networks (CNNs) [19,17] excel at classifying broad image categories, particularly where the number of
training data samples $N$ is large relative to the number of classes labels of interest, e.g. the ImageNet dataset [9] consisting of 1000 generic object categories with 1000 photographs each [29, 12, 14, 13, 7, 38, 38, 28]. Shallow keypoint based representations remain highly effective in the case of instance-retrieval where there may be at most a handful of examples per category [1, 4, 37, 3]. Additionally, keypoint correspondences can be used to achieve robust spatial alignment [32] required prior to classification via deep network, which are generally not invariant to rotation or scale changes. In the case of 3D brain MRI for example, keypoint-based methods have been used to identify individuals and family members with high accuracy from large, multi-modal datasets [18, 6].

How do deep network activations and shallow keypoint descriptors compare in the context of medical image data indexing and classification? Can they be combined in a complementary, synergistic fashion? We address these questions in the context of a novel data model combining both shallow/early and deep/late CNN information, where each image is represented as 1) a variable-sized set of generic 3D SIFT keypoints and 2) a fixed-sized vector of deep CNN activations from networks pre-trained on generic visual object categories. In our model, shallow convolution maxima are used to establish robust spatial alignment, e.g. to a suitable atlas reference space. Additionally, we propose a novel information-theory based scheme to adapt CNN filters derived from generic objects to 3D medical image data, where CNN vectors are binarized according to element-wise threshold maximixing the mutual information between binary activation and class label. Our work builds about memory-based models [31, 5], where image data are stored and used in on-the-fly kernel density estimation, an approach that approaches optimal Bayes error as the number of training data becomes large [8], i.e. big data context.

Experiments on 1010 MRIs from the Human Connectome Project [35]. Shallow keypoint descriptors found to be individually most informative for family member indexing and retrieval, although combined deep and shallow information leads to the highest overall performance, improving upon the keypoint signature method [6] that was used to discover previously unknown subject labelling errors in OASIS [21], ADNI [15] and HCP [35] public datasets widely used by the neuroimaging community. For the task of group classification, here male-female, both shallow and deep descriptors show similar performance individually and their combination results in a slight increase in AUC (area under the curve) performance.

2 Related Work

Our work seeks to combine generic shallow keypoint methods [20, 32] and CNN technology [29, 12, 14, 13, 7, 38, 38, 28] for the purpose of large-scale generic indexing and classification of medical image data. A variety of context- and task-specific approaches may be used to detect and describe keypoints [36, 23], and deep filter responses excel for few-label-many-data contexts such as group classification [37]. Nevertheless, comparisons have
shown variants parametric (or ‘hand-crafted’) descriptors such as gradient orientation histograms can be more effective, particularly for matching specific visual scenes [26,10] or retrieving specific object instance retrieval [37]. A possible explanation is that bias is introduced in early (shallow) filtering layers [11,25]. For example, input filters derived from stochastic backpropagation are generally non-symmetric and biased to specific image oriented image patterns [19,17], unlike rotationally symmetric operators such as the difference-of-Gaussian or uniformly sampled Gaussian derivative filters used in SIFT descriptors which are not biased to any particular orientation [20,32].

The importance of shallow filter information has been recently demonstrated [3]. 3D keypoint indexing demonstrated state-of-the-art performance in identifying individuals and family members from large sets of brain MRI data [6], but also identifying previously unknown subject labeling errors in widely neuroimaging datasets. Keypoint and CNN representations can be combined resulting in superior performance for instance identification [4].

### 3 Method

We seek a model combining shallow, variable-sized local keypoint sets \( \{f_i\} \) and fixed-length deep descriptor \( \bar{v} \) into a generic system suitable for both indexing and classification. To this end, we consider an instance or memory-based model based on adaptive kernel density estimation, combining generic shallow and deep CNN information. Figure 1 illustrates our approach, where (a) represents generic, existing feature extraction technology and (b) represents the model we investigate here. We propose a Bayesian a maximum a posteriori (MAP) formulation, where the goal is maximize the posterior probability over a discrete random variable of class \( C = \{C_k\} \) conditioned on data \( (\{f_i\}, \bar{v}) \) and spatial transform \( T \) defined as:

\[
p(C|\{f_i\}, \bar{v}, T) \propto p(\{f_i\}, \bar{v}|C, T)p(C|T)
= p(\{f_i\}|C, T)p(\bar{v}|C, T)p(C|T)
\approx p(\{f_i\}|C)p(\bar{v}|C, T)
\]

In Equation (1) the proportionality results from Bayes rule, where \( p(\{f_i\}, \bar{v}|C, T) \) is the probability of feature data \( (\{f_i\}, \bar{v}) \) conditioned on class \( C \) and image-to-atlas transform \( T \), and \( p(C|T) \) is a prior probability of class \( C \) conditioned on transform which we assume to be uniform (uninformative) in the current analysis. The equality (2) is based on the assumption of conditional independence between shallow keypoint \( \{f_i\} \) and deep CNN \( \bar{v} \) information given class and transform \( (C, T) \). Furthermore, keypoint descriptors \( \{f_i\} \) are conditionally independent on 3D similarity transform \( T \) given class \( C \), due to geometrical invariance i.e. \( p(\{f_i\}|C, T) = p(\{f_i\}|C) \) in equation (3), while CNN descriptors are not invariant to scale and rotation changes and require spatial normalization. The fusion of deep and shallow features was based on equation (1) and (3), by taking the log of \( p(C|\{f_i\}, \bar{v}, T) \) and weighting each term with a fusion parameter.
\[ \log p(C|\{f_i\}, \bar{v}, T) \propto \alpha \log p(\{f_i\}|C) + (1 - \alpha) \log p(\bar{v}|C, T) \]  

with the first term being proportional to the log Jaccard keypoint signature distance proposed in [6]. In Equation (4), parameter \( \alpha = [0, 1] \) is an exponent factor balancing the relative variances of conditionally independent shallow and deep feature distributions, empirically determined. The assumption of conditional independence is validated from data in Figure 3, where shallow and deep features are virtually uncorrelated, to our knowledge the first time this result is reported. The specific formulation of each term in equation (4) is as follows: 

\[ p(\{f_i\}|C) \text{ represents the probability of keypoint set } \{f_i\} \text{ conditional on } C \text{ is modeled as the product of independent and identically distributed keypoints} \]

\[ p(\{f_i\}|C) = \prod_i p(f_i|C), \]  

where the density associated with an individual keypoint \( p(f_i|C) \) is expressed as proportional to the marginalisation over a training keypoint set \( \{f_j\} \):

\[ p(f_i|C_k) \propto \frac{1}{N_{k,f}} \sum_j p(f_i|f_j, C_k)p(f_j|C_k) + 1, \]

\[ = \frac{1}{N_{k,f}} \sum_j \exp \left( -\frac{\|f_i - f_j\|^2}{1 + dNN_i^2} \right) [C_j = C_k] + 1 \]  

where \( N_{k,f} = |\{f_j : C_j = C_k\}| \) is the number of training keypoints \( f_j \) with class label \( C_k \), \( p(f_i|f_j, C_k) = \exp \left( -\frac{\|f_i - f_j\|^2}{1 + dNN_i^2} \right) \) is an exponential kernel with variance \( \alpha \) such as

\[ \log p(C|\{f_i\}, \bar{v}, T) \propto \alpha \log p(\{f_i\}|C) + (1 - \alpha) \log p(\bar{v}|C, T) \]  

Fig. 1. Illustrating the extraction of shallow (early) keypoint information and deep CNN. Keypoints \( \{f_j\} \) are extracted from a generally unaligned image \( I \). A robust global similarity transform \( T \) between the image and a reference atlas determined via the keypoint-based alignment method [33,34]. Spatial alignment is applied to the image \( T \circ I \) after which a deep CNN response vector \( \bar{v} \) is sampled from layers near the output of a pre-trained CNN. Resampling the image according to a global transform prior to CNN feature extraction is similar to a spatial transformer network [16].
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defined by \( dNN_i = \min_j \| f_i - f_j \| \) and \( p(f_j | C_k) = [C_j = C_k] \) is the Iverson bracket evaluating to 1 if label \( C_j \) associated with \( f_j \) is equivalent to label \( C_k \) and zero otherwise. The +1 term is included to represent the contribution of uniform background noise, and ensures the product in Equation (5) does not vanish.

In a similar fashion, the term \( p(\bar{v} | C_k, T) \) in equation (4) is defined as

\[
p(\bar{v} | C_k, T) \propto \frac{1}{N_{k,v}} \sum_j p(\bar{v} | \bar{v}_j, C_k)p(\bar{v}_j | C_k) + 1 \quad (8)
\]

\[
\propto \frac{1}{N_{k,v}} \sum_j \exp \left( -\frac{||\bar{v} - \bar{v}_j||^2}{\mu^2} \right) [C_j = C_k] + 1 \quad (9)
\]

where \( N_{k,v} = |\{\bar{v}_j : C_j = C_k\}| \) is the number of training vectors \( \bar{v}_j \) with class label \( C_k \), \( p(\bar{v} | \bar{v}_j, C) = \exp \left( -\frac{||\bar{v} - \bar{v}_j||^2}{\mu^2} \right) \) with \( \mu = \frac{1}{N_{k,v} - 1} \sum_j ||\bar{v} - \bar{v}_j|| \) the mean distance between feature vector \( \bar{v} \) each training feature vector \( \bar{v}_j \), and \( p(\bar{v}_j | C_k) = [C_j = C_k] \) is the Iverson bracket.

3.1 CNN Vectors and Domain Adaptation

In order to develop a generally applicable CNN implementation, we used the strategy of transfer learning, adapting deep CNN information in the form of generic models pre-trained on ImageNet dataset [9], consisting of 1,000,000 images of 1000 object classes. While specialized training on domain-specific data may improve results, large pre-trained CNNs are commonly used as generic feature extractors and are surprisingly effective in medical image analysis where data may be scarce [30].

We adopt a novel domain adaptation scheme based on information theory, where a raw vector of CNN information \( \bar{v} \) extracted from 2D ROI is converted into an informative, lightweight binary vector. Each element \( \bar{v}[i] \) is binarized by a threshold \( \tau_i \), where \( \tau_i \) is determined such that the mutual information (or information gain) between binary element \( \bar{v}[i] \) and the class of interest \( C \) is maximized, as in classic decision tree training [2]:

\[
\tau_i = \arg \max_{\tau} \left\{ H_{\tau}(\bar{v}[i]) - H_{\tau}(\bar{v}[i] | C) \right\} , \quad (10)
\]

where \( H_{\tau}(\bar{v}[i]) \) and \( H_{\tau}(\bar{v}[i] | C) \) are the binary entropy and binary conditional entropy (Shannon), estimated from training samples. Note that in the case of sparse data, e.g. 1 sample per class, the conditional entropy \( H_{\tau}(\bar{v}[i] | C) = 0 \) and \( \tau_i \) maximizes the entropy.

4 Experiments

The goal of experiments was to evaluate the effectiveness of shallow and deep feature combinations in two classification contexts: 1) many-class-few-data (e.g.
few-shot learning) and 2) few-class-many-data (e.g. group classification). Shallow keypoints \( \{ f_i \} \) are extracted with the 2D and 3D SIFT-Rank method based on a GPU implementation, with a memory footprint 150x smaller than the original image, deep feature vectors \( \bar{v} \) are taken from DenseNet201 [14]. CNN and 2D SIFT features are sampled from a single 2D mid-axial MRI in each 3D volume, additional slices or volumetric CNN information could potentially improve classification, however a single slice evaluation protocol is similar to diagnostic MRI data which often consist of a small number of high-res mid-axial slices. 10 different CNN models have been evaluated (InceptionV3 [29], ResNet50 [12], DenseNet121,169,201 [14], MobileNet [13], Xception [7], NASNetMobile [38], NASNetLarge [38], InceptionResNetV2 [28]), but for clarity, only the best layer of the best model (here, layer 704 of binarized DenseNet201), identified through a semi-exhaustive evaluation has been preserved in the following experiments, resulting in a 1920-dimension feature vector per image.

Specific Indexing (Family Member Labels): Here, our dataset was composed of 1010 T1w 0.7mm isotropic images from the Human Connectome Project Q4 release, with 1 image per subject and regrouped in 439 families (including monozygotic, dizygotic twins and full-siblings). Subjects are aged between 22-36 years old (mean: 29), with 468 males and 542 females. A total of 1,488,065 SIFT keypoints have been extracted in 29min (approximately 2 secs/image) for a size of 90MB, and 1010 deep features. A total of \( N(N - 1)/2 = 1,020,100 \) pairwise similarity scores based on equation (4) are computed via KD-tree indexing (FLANN [22]) in 0.35 sec/image on an Intel Xeon Silver 4110@2.10Ghz. Results presented in Figure 2 and Table 1 show that domain adaptation through binarization significantly improves performance and for few-shot learning classification, shallow keypoints perform slightly better than deep features, but best performance is achieved via a fusion of both, suggesting complementary information.

General Group Classification (Sex Labels): In this experiment, we used a subset of 424 images of the HCP dataset, to preserve only one family member per family, with an equal number of males and females in order to reduce the possible biases due to genetic influences or imbalanced groups. A total of 624,643 keypoints have been extracted in 12min for a total size of 38MB, and 424 deep features. Results in Figure 2 and Table 1 still indicate a significant improvement through domain adaptation, but relatively similar performances with deep or shallow features. It should be noted that combining features also lead to an improvement in performances.

5 Discussion

We propose a novel Bayesian formulation in order to combine generic keypoint and CNN information into a single, highly efficient memory-based model for indexing and classifying generic 3D medical image data. Our model is invariant to
Fig. 2. Receiver Operating Characteristic (ROC) curves for (a) family and (b) sex classification with DenseNet201, 2D SIFT, 3D SIFT and combination of features. Area Under the Curve (AUC) are reported in Table 1.

| Model                                | Family Classification (AUC) | Sex Classification (AUC) |
|--------------------------------------|----------------------------|--------------------------|
| 3D SIFT + DenseNet201 (B)            | 0.9258                     | 0.9875                   |
| 3D SIFT                              | 0.9058                     | 0.9712                   |
| 2D SIFT                              | 0.8420                     | -                        |
| DenseNet201 (B)                      | 0.8305                     | 0.9649                   |
| 2D SIFT                              | 0.7590                     | 0.9652                   |
| DenseNet201                          | 0.6882                     | 0.8586                   |

Table 1. Area Under the Curve (AUC) for different model and combination for family and sex classification, based on Receiver Operating Characteristic (ROC) in Figure 2.

3D similarity transforms and the keypoint extraction process is highly efficient and greatly reduce the memory footprint necessary to store images in memory (by a factor of 150), which proved to be very useful for large scale image analysis and classification. The approach presented here for domain adaptation of deep features lead to an increase in family and sex classification performances, particularly in the case of many-class-few-data indexing scenario of family member prediction.

As our current work is based entirely on generic features requiring no specialised training, and the entire system can be applied as is to large medical image datasets. To date, we have processed 25K Brain MRIs from the UK Biobank [27] and 20K Lung CT COPD-Gene [24], these datasets can now fit into standard RAM on a laptop computer, and an individual image query against data is well
under 1 second. Kernel variance parameters can be estimated on-the-fly, CNN vector domain adaptation and further learning-based methods will be investigated against baseline generic performance, model of conditional independence appears to be a promising strategy supported by evidence here.

6 Code References

- 3D SIFT Binary Utilities
- GPU Implementation
- Large-scale Matching
- Python Utilities
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