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Abstract—In distributed detection systems, energy-efficient ordered transmission (EEOT) schemes are able to reduce the number of transmissions required to make a final decision. In this work, we investigate the effect of data falsification attacks on the performance of EEOT-based systems. We derive the probability of error for an EEOT-based system under attack and find an upper bound (UB) on the expected number of transmissions required to make the final decision. Moreover, we tighten this UB by solving an optimization problem via integer programming (IP). We also obtain the FC’s optimal threshold which guarantees the optimal detection performance of the EEOT-based system. Numerical and simulation results indicate that it is possible to reduce transmissions while still ensuring the quality of the decision with an appropriately designed threshold.
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I. INTRODUCTION

Energy efficiency is an important design consideration to enhance the lifetime of a wireless sensor network (WSN). Several notable schemes have been proposed in the past to improve the energy efficiency of WSNs [1]–[4]. In this paper, we consider the energy-efficient ordered transmission (EEOT) scheme first proposed in [5], for a distributed WSN. In the EEOT scheme, each sensor sends its local binary decision to the fusion center (FC) at a time that is proportional to the inverse of the absolute value of the corresponding log-likelihood ratio (LLR). Consequently, more informative sensors transmit prior to less informative ones. After the FC has received enough observations to make a final decision of desired quality, it broadcasts a stop signal to prevent further transmissions from sensors that have not yet transmitted.

The ordered transmission (OT) scheme was first proposed in [4], where only informative sensors report their LLRs to the FC, rather than all the sensors transmitting raw data. In [6], the authors have demonstrated that a single observation is sufficient to make a final decision for an ordered transmission based (OT-based) system with a large number of sensors. The authors of [3] proposed an energy-efficient OT (EEOT) scheme in which informative sensors send binary decisions, rather than sending LLRs, to the FC. A correlation-aware OT scheme is proposed in [7], where spatial correlation between the sensors is considered. According to the studies in [4]–[7], the OT-based schemes are capable of efficiently reducing the number of transmissions needed for decision-making.

The OT approach has also been used in some other systems to reduce communication costs and energy consumption. In [8], the OT scheme was used for non-coherent networked signal detection, where the LLRs at the sensors only have non-negative values available, to reduce transmissions in the network. In [9], sequential detection along with OT was considered for cooperative spectrum sensing to obtain fast and reliable decisions regarding primary user activities over the spectrum. The authors of [10] applied the OT scheme to the distributed quickest change detection problem, where the number of transmissions to the FC are reduced without affecting the detection delay of the system. In [11], the OT scheme was incorporated into energy harvesting sensor networks in order to increase the energy efficiency of the sensors. The authors of [12] presented an ordered gradient approach to eliminate some sensor-to-FC uplink communications in distributed ADMM.

Thus, the OT scheme is a promising scheme for a significant improvement in the energy efficiency of distributed systems. However, due to the open nature of WSNs and the large-scale deployment of low-cost sensors, the performance of the EEOT-based systems in the presence of data falsification attacks is an important aspect to consider. We consider the data falsification attack model used in [13], [14], where a sensor may be malicious that sends falsified data to the FC with the intention of degrading the detection performance of the system. To the best of our knowledge, this is the first work that investigates the impact of data falsification attacks on OT-based schemes. We evaluate the performance of the EEOT-based system via its detection performance and the average number of transmissions required in the presence of data falsification attacks. We derive the probability of error for the EEOT-based distributed detection system along with the optimal decision threshold at the FC. Furthermore, we derive a tight upper bound (UB) on the number of transmissions required under attack. Numerical and simulation results indicate that it is possible to reduce transmissions while still ensuring the quality of the decision with an appropriately designed threshold.

In the following sections of the paper, we first present the system model in Section II and evaluate the performance of the EEOT-based system under data falsification attacks. The numerical results are presented in Section III and the paper is concluded in Section IV.
II. SYSTEM MODEL

A distributed OT-based network consisting of $N$ sensors and one FC is considered in this work. A binary hypothesis testing problem is investigated where hypothesis $H_1$ indicates the presence of the signal and $H_0$ indicates the absence of the signal, and the goal is to determine which of the two hypotheses is true. Let $y_i$ be the received observation at sensor $i \in \{1, 2, \ldots, N\}$. We assume that all the observations are independent and identically distributed (i.i.d) conditioned on the hypotheses. For sensor $i$, the observation $y_i$ is modeled as

$$y_i = \begin{cases} n_i & \text{under } H_0 \\ s + n_i & \text{under } H_1, \end{cases}$$

(1)

where $n_i$ is the Gaussian noise with zero mean and variance $\sigma^2$ and $s$ is the signal strength at each sensor. $s$ and $n_i$ are assumed to be independent. Hence, $y_i|H_0$ and $y_i|H_1$ follow Gaussian distributions, i.e.,

$$y_i|H_0 \sim N(0, \sigma^2)$$

(2)

$$y_i|H_1 \sim N(s, \sigma^2),$$

(3)

respectively. Based on the local observations $\{y_i\}_{i=1}^N$, each sensor $i \in \{1, \ldots, N\}$ makes a binary decision $v_i \in \{0, 1\}$ regarding the two hypotheses using the LRT

$$L_i = \log \left( \frac{f_{y_i}(y_i|H_1)}{f_{y_i}(y_i|H_0)} \right)_{v_i=1} \geq \lambda_{v_i=0},$$

(4)

where $L_i$ denotes the LLR of sensor $i$, $\lambda = \log \left( \frac{\nu}{\pi} \right)$ is the identical threshold used by all the sensors and $v_i$ is the local decision made by sensor $i$. According to the OT-based framework presented in [4] and [5], the sensor transmissions are ordered based on the magnitudes of their LLRs. If the magnitudes of the LLRs are ordered as $|L_{[1]}| > |L_{[2]}| > \ldots > |L_{[N]}|$, the sensors transmit their local decisions in the order determined by their magnitude-ordered LLRs, i.e., in the order of $v_{[1]}, v_{[2]}, \ldots, v_{[N]}$, where $v_{[k]}$ is the local decision made by the $k^{th}$ sensor. It is important to note that the magnitude-ordered LLRs do not imply that the local decisions are also magnitude-ordered, i.e., $|L_{[1]}| > |L_{[2]}| > \ldots > |L_{[N]}|$ does not imply $v_{[1]} \geq v_{[2]} \geq \ldots \geq v_{[N]}$.

The decision rule used by the FC is the same as in [5] and it is given by

$$\begin{cases} \sum_{i=1}^k v_{[i]} \geq T & \text{decide } H_1 \\ \sum_{i=1}^k v_{[i]} < T - (N - k) & \text{decide } H_0, \end{cases}$$

(5)

where $T$ is the threshold used by the FC. As in [5], the following assumption is made in this paper.

**Assumption 1:** $Pr(v_i = 1|H_1) \rightarrow 1$ and $Pr(v_i = 0|H_0) \rightarrow 1$ when $s \rightarrow \infty$.

A. Attack Model

In this sub-section, we discuss the attack model used by the malicious nodes in this paper. In our setup, a sensor $i$ can be honest ($H$) or malicious ($M$). Assume that each sensor in the network has $\alpha$ probability of being malicious, i.e., $P(i = M) = \alpha$. We also assume that the malicious sensors falsify data by flipping their local decisions sent to the FC. Let $p = p(v_i \neq u_i | i = M)$ denote the probability that the malicious node $i$ flips its local decisions. Hence, we have

$$\begin{cases} v_i = 1 - u_i & \text{with probability } \alpha \rho \\ u_i = u_i & \text{with probability } 1 - \alpha \rho, \end{cases}$$

(6)

where $v_i$ is the original unaltered local decision made by sensor $i$ and $u_i$ is the local decision sent to the FC by sensor $i$. Note that $v_i$ is not necessarily equal to $u_i$ due to the action of the malicious nodes. In the next sub-section of this paper, we evaluate the performance of the EEOT-based system in the presence of malicious nodes in terms of detection performance and the average number of transmissions required in the network.

B. Detection Performance

We begin our analysis of the detection performance of the EEOT-based scheme in the presence of malicious nodes by first presenting the following Lemma. It states that in the presence of malicious nodes, the EEOT-based system can achieve the same detection performance as the one without ordering.

**Lemma II.1.** When the FC follows the Bayesian decision rule, the detection performance of systems with and without the use of the EEOT-based scheme are the same in the presence of data falsification attacks.

**Proof:** Please see Appendix A.

Thus, we evaluate the detection performance of the EEOT-based system in the presence of data falsification attacks by evaluating the detection performance of the corresponding distributed system without ordering. According to [15], for the system without ordering, the probabilities of $v_i = 1$ and $v_i = 0$ given $H_h$ are expressed as

$$\pi_{1,h} = P(v_i = 1|H_h) = Q \left( \frac{\lambda - \mu_h}{\nu_h} \right)$$

(7)

and $\pi_{0,h} = P(v_i = 0|H_h) = 1 - \pi_{1,h}$, respectively, for $h = 0, 1$, where $Q(.)$ is the tail distribution function of the standard normal distribution, $\mu_0 = \mu, \mu_1 = s$ and $\nu_0 = \nu_1 = \sigma$. Hence, the probabilities of $u_i = 1$ and $u_i = 0$ given $H_h$ are expressed as

$$\bar{\pi}_{1,h} = P(u_i = 1|H_h) = P(u_i = 1|H_h, i = M) P(i = M) + P(u_i = 1|H_h, i = H) P(i = H) = \alpha \pi_{0,h} + (1 - \alpha \rho) \pi_{1,h}$$

(8)

and $\bar{\pi}_{0,h} = P(u_i = 0|H_h) = 1 - \bar{\pi}_{1,h}$, respectively, for $h = 0, 1$. From Assumption 1, we have $\pi_{1,0} = \pi_{0,1} \approx 0$ and $\pi_{0,0} = \pi_{1,1} \approx 1$. Thus, we have $\bar{\pi}_{1,0} = \pi_{0,1} \approx \alpha \rho$ and $\bar{\pi}_{1,1} = \pi_{0,0} \approx 1 - \alpha \rho$.

The fusion rule for the distributed system when all of the sensor decisions are used is given by

$$\sum_{i=1}^N u_i \frac{H_i}{H_0} \geq T,$$

(9)
which follows [16]. Using the decision rule in (9), the detection performance can be evaluated in terms of the probability of detection $P_{d,EEOT}^f$ and the probability of false alarm $P_{f,EEOT}^f$ of the FC given below as

$$P_{d,EEOT}^f = \sum_{i=T+1}^N \left( \frac{N}{i} \right) \pi_{1,1}^i \pi_{0,1}^{N-i}$$

(10)

and

$$P_{f,EEOT}^f = \sum_{i=T+1}^N \left( \frac{N}{i} \right) \pi_{1,0}^i \pi_{0,0}^{N-i},$$

(11)

respectively. Next, we aim at finding the value of optimal $T$ used by the FC in (9) which minimizes the probability of error of both the unordered system and the EEOT-based system. Let $Z = \sum_{i=1}^N u_i$ denote the number of local decisions that decided 1. Note that $Z \geq 0$. The optimal decision rule at the FC, which is $\sum_{i=1}^N P(u_i|\mathcal{H}_1) \mathcal{H}_1 \geq \pi_0 \pi_1$, can be rewritten as

$$\left( \frac{\pi_{1,1}}{\pi_{1,0}} \right)^Z \left( \frac{1-\pi_{1,1}}{1-\pi_{1,0}} \right)^{N-Z} \mathcal{H}_1 \pi_0 \pi_1 \mathcal{H}_0 \pi_1.$$

(12)

We make the reasonable assumption that the probability of a sensor being malicious is less than 0.5, i.e., $\alpha < 0.5$, and $0 \leq p \leq 1$ which implies that $ap < 0.5$. This implies that $\pi_{1,1} > \pi_{0,1}$ (and $\pi_{0,0} > \pi_{1,1}$).

Taking the logarithm of both sides of (12), the optimal decision rule can be rewritten as

$$Z \mathcal{H}_1 \mathcal{H}_0 \left[ \log \left( \frac{\pi_0}{\pi_1} \right) + N \log \left( \frac{1-\pi_{1,0}}{1-\pi_{1,1}} \right) \right] \leq \mathcal{H}_1 \pi_0 \pi_1 \mathcal{H}_0 \pi_1.$$

(13)

Therefore, the optimal threshold $T^*$ at the FC is equal to the right hand side of (13), i.e., $T^* = \left[ \log \left( \frac{\pi_0}{\pi_1} \right) + N \log \left( \frac{1-\pi_{1,0}}{1-\pi_{1,1}} \right) \right] / \log \left( \frac{\pi_{1,1} \left( 1-\pi_{1,0} \right)}{\pi_{1,0} \left( 1-\pi_{1,1} \right)} \right)$.  

C. Average Number of Transmissions Required for Energy-efficient OT-based System under Attack

Next, we consider the effect of malicious attacks on the average number of transmissions required by the EEOT scheme. In order to simplify the computation, we find the upper bound (UB) of the average number of transmissions required by finding the lower bound (LB) of the average number of transmissions saved. When the system is under attack, we derive the LB for the average number of transmissions saved in the EEOT-based system. We first consider the case when the FC decides $\mathcal{H}_1$. It has been derived in [5] that the average number of transmissions saved to make a final decision is lower bounded by $N/2$ in the absence of the data falsification attacks. Here, we investigate the effect that the attacks have on the lower bound of the expected number of transmissions saved and finding a lower bound for the system under data falsification attacks. It is also shown in this paper that the lower bound we obtain is tight.

We define $k_u^*$ as the minimum number of transmissions required to decide $\mathcal{H}_1$ in the presence of data falsification attacks and it is given in (31). Without any loss of generality, let $\lfloor T \rfloor$ denote the rounding up of $T$ to the closest integer that is greater than or equal to $T$. The average number of transmissions saved when the FC decides $\mathcal{H}_1$ is given as

$$\bar{N}_{s,1}(\beta) = E(N - k_u^*) = \sum_{k=1}^{\lfloor T \rfloor + \beta} (N - k) Pr(k_u^* = k)$$

(14a)

$$= \sum_{k=1}^{\lfloor T \rfloor + \beta} (N - k) Pr(k_u^* = k)$$

(14b)

$$\geq \sum_{k=1}^T (N - k) Pr(k_u^* = k)$$

(14c)

$$\geq (N - \lfloor T \rfloor - \beta) Pr(k_u^* \leq \lfloor T \rfloor + \beta)$$

(14d)

$$= (N - \lfloor T \rfloor - \beta) [Pr(\sum_{k=1}^{\lfloor T \rfloor + \beta} u_k \geq T|\Gamma_1 \geq T) Pr(\Gamma_1 \geq T)$$

$$\geq \sum_{k=1}^{\lfloor T \rfloor + \beta} Pr(\sum_{k=1}^{\lfloor T \rfloor + \beta} u_k \geq T|\Gamma_1 \leq T) Pr(\Gamma_1 \leq T)]$$

(14e)

$$\geq (N - \lfloor T \rfloor - \beta) \sum_{h=0}^{\lfloor T \rfloor + \beta} Pr(\sum_{k=1}^{\lfloor T \rfloor + \beta} u_k \geq T|\Gamma_1 \geq T, \mathcal{H}_h)$$

(14f)

$$\times Pr(\Gamma_1 \geq T|\mathcal{H}_h) Pr(\mathcal{H}_h)$$

(14g)

$$= (N - \lfloor T \rfloor - \beta) \sum_{k=1}^{\lfloor T \rfloor + \beta} Pr(\sum_{k=1}^{\lfloor T \rfloor + \beta} u_k \geq T|\Gamma_1 \geq T, \mathcal{H}_1)$$

(14h)

$$\times Pr(\Gamma_1 \geq T|\mathcal{H}_1) Pr(\mathcal{H}_1)$$

(14i)

$$\triangleq f_1(\beta),$$

(14j)

where $\Gamma_1 = \sum_{i=1}^{\lfloor T \rfloor + \beta} v[i]$ and $\Pr(\sum_{k=1}^{\lfloor T \rfloor + \beta} u_k \geq T|\Gamma_1 \geq T, \mathcal{H}_1)$ can be expressed as

$$Pr(\sum_{k=1}^{\lfloor T \rfloor + \beta} u_k \geq T|\Gamma_1 \geq T, \mathcal{H}_1) = \sum_{i=0}^\beta \left( \left\lfloor T + \beta \right\rfloor \right) \pi_{0,1}^i \pi_{1,1}^{\lfloor T \rfloor + \beta - i}.$$  

(15)

Substituting (15) in (14h), we are able to obtain the LB of the average number of transmissions saved in the network when the FC decides $\mathcal{H}_1$. In going from (14b) to (14c), the second summation term, which is positive, is dropped. As the difference between the actual average number of transmissions saved and its LB is dependent on the number of terms in the dropped second summation term in (14b), an appropriate number of terms should be chosen in order to reduce that difference and tighten the LB. Thus, we introduce a variable $\beta$ in (14c) and try to find an appropriate $\beta$ later to prevent the dropped second part of (14b) from being too large so that the LB is tight when the FC decides $\mathcal{H}_1$.

Next, we consider the case when the FC decides $\mathcal{H}_0$. Define $k_u^*$ as the minimum number of transmissions required to decide $\mathcal{H}_0$ and it is given in (30). Let $\lfloor T \rfloor$ denote the rounding down of $T$ to the next lowest integer. Similarly, the average
number of transmissions saved when the FC decides \( \mathcal{H}_0 \) is given as

\[
N_{s,2}(\beta) = E(N - kU^*_N) = \sum_{k=1}^{N} (N - k) \Pr(kU^*_N = k) + \sum_{k=1}^{N-|T|+\beta} (N - k) \Pr(kU^*_N = k)
\]

(16a)

\[
\geq \sum_{k=1}^{N-|T|+\beta} (N - k) \Pr(kU^*_N = k)
\]

(16b)

\[
\geq \frac{|T| - \beta}{N-|T|+\beta} \Pr(\sum_{k=1}^{N-|T|+\beta} \sum_{k=1}^{N-|T|+\beta} (N - k) \Pr(kU^*_N = k) + \Pr(T|N = [T]+\beta) \Pr(\Gamma_2 < T\mathcal{H}_0)
\]

(16c)

\[
= |T| - \beta \Pr(\sum_{k=1}^{N-|T|+\beta} \sum_{k=1}^{N-|T|+\beta} u[k] < \kappa \Gamma_2 < T\mathcal{H}_0) \leq \frac{|T| - \beta}{N-|T|+\beta} \Pr(\sum_{k=1}^{N-|T|+\beta} \sum_{k=1}^{N-|T|+\beta} u[k] < \kappa \Gamma_2 < T, \mathcal{H}_0)
\]

(16d)

\[
\leq \frac{|T| - \beta}{N-|T|+\beta} \Pr(\sum_{k=1}^{N-|T|+\beta} \sum_{k=1}^{N-|T|+\beta} u[k] < \kappa \Gamma_2 < T, \mathcal{H}_0) \leq \frac{|T| - \beta}{N-|T|+\beta} |T| - \beta \Pr(\sum_{k=1}^{N-|T|+\beta} \sum_{k=1}^{N-|T|+\beta} u[k] < \kappa \Gamma_2 < T, \mathcal{H}_0)
\]

(16e)

\[
\leq \frac{|T| - \beta}{N-|T|+\beta} \Pr(\sum_{k=1}^{N-|T|+\beta} \sum_{k=1}^{N-|T|+\beta} u[k] < \kappa \Gamma_2 < T, \mathcal{H}_0)
\]

(16f)

\[
\leq \frac{|T| - \beta}{N-|T|+\beta} \Pr(\sum_{k=1}^{N-|T|+\beta} \sum_{k=1}^{N-|T|+\beta} u[k] < \kappa \Gamma_2 < T, \mathcal{H}_0)
\]

(16g)

\[
\Delta f_2(\beta),
\]

(16h)

where \( \Gamma_2 = \sum_{i=1}^{N-|T|+\beta} u[i], \kappa = T - (|T| - \beta) \) and \( \Pr(\sum_{k=1}^{N-|T|+\beta} \sum_{k=1}^{N-|T|+\beta} u[k] < \kappa \Gamma_2 < T, \mathcal{H}_0) \) can be expressed as

\[
\Pr(\sum_{k=1}^{N-|T|+\beta} \sum_{k=1}^{N-|T|+\beta} u[k] < \kappa \Gamma_2 < T, \mathcal{H}_0) = \sum_{i=0}^{N-|T|+\beta} \left( N - |T| + \beta \right) \pi_{i,0} \pi_{0,0}^{N-|T|+\beta-1-i}.
\]

Substituting (17) in (16g), we are able to obtain the LB of the average number of transmissions saved in the network when the FC decides \( \mathcal{H}_0 \). In a manner similar to that employed earlier, variable \( \beta \) is introduced to ensure that the LB of the average number of transmissions saved is tight when the FC decides \( \mathcal{H}_0 \). Since only one of the two hypotheses \( \mathcal{H}_1 \) and \( \mathcal{H}_0 \) can occur at any given time, the events \( k^*_U = k \) and \( k^*_U = k \) given hypothesis \( \mathcal{H}_1 \) or \( \mathcal{H}_0 \) are disjoint. Hence the total average number of transmissions saved is \( N_{s,EEOT}(\beta) = \sum_{k=1}^{N} (N - k) \sum_{k=1}^{N-|T|+\beta} \Pr(kU^*_N = k|\mathcal{H}_1) + \Pr(kU^*_N = k|\mathcal{H}_0)\Pr(\mathcal{H}_1) = \sum_{k=1}^{N} (N - k) \sum_{k=1}^{N-|T|+\beta} \Pr(kU^*_N = k) + \Pr(kU^*_N = k) \) and the LB of the average number of transmissions saved is \( N_{s,EEOT}(\beta) = f_1(\beta) + f_2(\beta) \). When \( \beta = 0 \), the LB derived here reduces to the LB obtained in [5]. However, \( \beta = 0 \) might not be an appropriate value that allows us to get a tight LB in the presence of attacks. Thus, we aim at finding an optimal \( \beta \) so that \( N_{s,EEOT}(\beta) \) is maximized and the LB becomes tighter. Upon solving the optimization problem given in [18], we are able to find the optimal \( \beta^* \). We denote the set of integers by \( \mathcal{Z} \) and cast the optimization problem as:

\[
\max_{\beta} f_1(\beta) + f_2(\beta)
\]

s.t. \( \beta \leq \min(N - |T|, |T|) \)

(18a)

\( \beta \in \mathcal{Z} \),

(18b)

The constraint in (18b) is due to the fact that the value of \( \beta \) must satisfy both (19) and (20), which are derived from (14h) and (16g), respectively:

\[
|T| + \beta \leq N
\]

(19)

\( N - |T| + \beta \leq N \)

(20)

This is due to the fact that the upper index of the summations in (14h) and (16g) should be less or equal to \( N \). As the optimization problem in (18) is an integer programming (IP) problem, it is a non-convex optimization problem. However, we have the following lemma which helps us obtain the optimal solution to the optimization problem in (18).

**Theorem II.2.** \( N_{s,EEOT}(\beta) \) as a function of \( \beta \) satisfies either

1. \( N_{s,EEOT}(\beta) \) is a non-increasing function, \( \forall \beta \in [0, \min(N - |T|, |T|)] \).

or

2. There exists a \( \beta_1 \in \mathcal{Z} \) such that \( N_{s,EEOT}(\beta) \) is an increasing function \( \forall \beta \in [0, \beta_1-1] \) and a non-increasing function \( \forall \beta \in [\beta_1, \min(N - |T|, |T|)] \).

**Proof:** Let \( g_1(\beta) = \sum_{i=0}^{N-|T|+\beta} \left( |T| + \beta + 1 \right) \pi_{i,0} \pi_{0,0}^{N-|T|+\beta+1-i} \) and \( g_2(\beta) = \sum_{i=0}^{N-|T|+\beta} \left( |T| + \beta + 1 \right) \pi_{i,0} \pi_{0,0}^{N-|T|+\beta+1-i} \). Hence, we have

\[
g_1(\beta + 1) = \sum_{i=0}^{N-|T|+\beta} \left( |T| + \beta + 1 \right) \pi_{i,0} \pi_{0,0}^{N-|T|+\beta+1-i}
\]

(21)

\[
g_2(\beta + 1) = \sum_{i=0}^{N-|T|+\beta} \left( |T| + \beta + 1 \right) \pi_{i,0} \pi_{0,0}^{N-|T|+\beta+1-i}
\]

(22)

where \( T_d = |T| - |T| = -1, \pi_{0,1} = \pi_{0,1} = \alpha \) and \( \pi_{0,0} = \pi_{0,1} = 1 - \alpha \) based on Assumption 1. \( g_1(\beta + 1) \) and \( g_2(\beta + 1) \) can be expressed in terms of \( g_1(\beta) \) and \( g_2(\beta) \) that are respectively given as

\[
g_1(\beta + 1) = g_1(\beta) + A(\beta)
\]

(23)

and

\[
g_2(\beta + 1) = g_2(\beta) + B(\beta),
\]

(24)

where \( A(\beta) = \left( |T| + \beta \right) (\alpha) \pi_{0,0}^{N-|T|+\beta+1} \) and \( B(\beta) = \left( |T| + \beta + 1 \right) (\alpha) \pi_{0,1}^{N-|T|+\beta+1} \). The derivations of
Lemma II.1.\footnote{The threshold closest to the optimal threshold $T^*$ is roughly $N/2$, as compared to other systems, has the lowest error probability.} It is evident that if
\[
[f_1(\beta + 1) + f_2(\beta + 1)] - [f_1(\beta) + f_2(\beta)] < 0, \tag{25}
\]
then $N_{s,EEOT}^L(\beta) > N_{s,EEOT}^L(\beta+1)$. By rewriting \eqref{eq:25} using \eqref{eq:23} and \eqref{eq:24}, we obtain the inequality
\[
D(\beta) > D_2(\beta), \tag{26}
\]
where $D(\beta) = \pi_1 g_1(\beta) + \pi_0 g_2(\beta), D_2(\beta) = \pi_1 h_1(\beta) + \pi_0 h_2(\beta), \pi_1 = \Pr(H_1), \pi_0 = \Pr(H_0), h_1(\beta) = (N - [T] - \beta - 1)A(\beta)$ and $h_2(\beta) = ((T) - \beta - 1)B(\beta)$.

We proceed to show that if $D(\beta) > D_2(\beta)$ is true, then $D(\beta+1) > D_2(\beta+1)$ is also true. Using the expressions in \eqref{eq:23}, \eqref{eq:24} and \eqref{eq:26}, we rewrite $D(\beta+1) > D_2(\beta+1)$ as
\[
D(\beta) + \pi_1 A(\beta) + \pi_0 B(\beta) > D_2(\beta) - \pi_1 A(\beta) - \pi_0 B(\beta). \tag{27}
\]
By reformulating \eqref{eq:27}, we have
\[
2[\pi_1 A(\beta) + \pi_0 B(\beta)] > D_2(\beta) - D(\beta). \tag{28}
\]

Due to the assumption that $D(\beta) > D_2(\beta), A(\beta) \geq 0$ and $B(\beta) \geq 0$, the left hand side of \eqref{eq:28} is greater than or equal to 0 and the right hand side of \eqref{eq:28} is smaller than 0. Therefore, \eqref{eq:28} is always true if $D(\beta) > D_2(\beta)$ is true. In other words, if $N_{s,EEOT}^L(\beta) > N_{s,EEOT}^L(\beta+1)$, we always have $N_{s,EEOT}^L(\beta+1) > N_{s,EEOT}^L(\beta+2)$.

Let $\beta = \beta_0$ be the smallest $\beta$ for which $N_{s,EEOT}^L(\beta) > N_{s,EEOT}^L(\beta+1)$. If $\beta_0 = 0$, $N_{s,EEOT}^L(\beta)$ is a decreasing function of $\beta$. If $\beta_0 > 0$, $N_{s,EEOT}^L(\beta)$ is a non-decreasing function of $\beta$ when $\beta \in [0, \beta_0 - 1)$ and a decreasing function of $\beta$ when $\beta \in [\beta_0, \min(N - [T], [T])]$. Let $\beta = \beta_0$ be the largest $\beta$ for which $N_{s,EEOT}^L(\beta) < N_{s,EEOT}^L(\beta+1)$. The above statement is equivalent to that made in Theorem II.2 about the monotonicity of $N_{s,EEOT}^L(\beta)$. This completes our proof.

According to Theorem II.2, the optimal solution $\beta^*$ to the optimization problem in (18) is the smallest $\beta$ for which the inequality $D(\beta) \geq D_2(\beta)$ holds, and the LB of the number of transmissions saved is then given as
\[
N_{s,EEOT}^L = f_1(\beta^*) + f_2(\beta^*). \tag{29}
\]
Therefore, the tight UB of the average number of transmissions required is $N_{s,EEOT}^L = N - N_{s,EEOT}$.

III. NUMERICAL AND SIMULATION RESULTS

In this section, we present some numerical and simulation results to support our theoretical analysis and show the detection performance, the number of transmissions required and the improved UB compared with the UB obtained in \cite{5}. We assume that the number of sensors in the network is $N = 100$. Fig. 1 shows the probability of error as a function of $p$ in the EEOT-based system. The system with the threshold closest to the optimal threshold $T^*$ ($T^*$ here is roughly $N/2$), as compared to other systems, has the lowest error probability, which is in accordance with the conclusion that we obtained about the optimal threshold $T^*$.

Fig. 2 shows the probabilities of false alarm and missed detection for the EEOT-based system and the unordered system. For the same parameter values, we can observe that both EEOT-based and unordered systems have the same probabilities of false alarm and missed detection, thus yielding the same error probability. This is in accordance with Lemma II.1.
probabilities of both hypotheses are 0.5. However, when the prior probabilities change, the value of $T$ that results in the highest transmissions required might also change. It is clear that a smaller $T$ results in a larger number of transmissions required to decide $H_0$ and a smaller number of transmissions required to decide $H_1$. For a relatively small $\pi_1$ that satisfies $\pi_1 < 0.5$, the probability of the FC deciding $H_0$ is higher. Consequently, as shown in Fig. 4 (b), the system that uses $T = 29.5$ has higher transmissions required when compared to the system that uses $T = 49.5$ given $\pi_1 = 0.3$. Thus, there is a relationship between the average number of transmissions needed and the detection performance of the system. With an appropriately designed threshold used by the FC, it is possible to save transmissions while still guaranteeing the quality of the decision.

Fig. 3. Benchmarking upper bounds for the fraction of the number of transmissions required $N_{t,EEOT}/N$ as a function of $p$ with different values of $\alpha$ when $\pi_1 = 0.5$.

Fig. 4. (a) $N_{t,EEOT}/N$ as a function of $p$ with different values of $T$ when $\alpha = 0.3$ and $\pi_1 = 0.3$. (b) $N_{t,EEOT}/N$ as a function of $p$ with different values of $T$ when $\alpha = 0.3$ and $\pi_1 = 0.5$.

IV. CONCLUSION

In this work, we considered the data falsification attack problem in an EEOT-based distributed detection system. We evaluated the performance of the EEOT-based system via the detection performance and the maximum number of transmissions required in the presence of data falsification attacks. We showed that the detection performance of a system using ordered transmissions is unaffected in the presence of data falsification attacks and the probability of error of the EEOT-based system was derived. We also found a tight UB on the average number of transmissions required under attack. Moreover, the optimal threshold for the FC was obtained in this work. Numerical and simulation results indicate that it is possible to reduce transmissions while still ensuring the quality of the decision with an appropriately designed threshold.

APPENDIX A

PROOF OF LEMMA H.1

Recall that $k^*_U$ and $k^*_L$ are the minimum number of transmissions required to decide $H_0$ and $H_1$, respectively. These are given as follows.

$$k^*_U = \min_{1 \leq k \leq N} \left\{ \sum_{i=1}^{k} u[i] < T - (N - k) \right\}$$

$$k^*_L = \min_{1 \leq k \leq N} \left\{ \sum_{i=1}^{k} u[i] \geq T \right\}.$$  (31)

It is obvious that $k^*_U$ and $k^*_L$ cannot exist at the same time. If $k^*_U$ is valid, the FC decides hypotheses $H_0$, and if $k^*_L$ is valid, the FC decides hypotheses $H_1$. Since only one of the two hypotheses $H_1$ and $H_0$ can occur at any given time, only one of $k^*_L$ or $k^*_U$ is valid at any given time. Let $Z_U$, $Z_L$ denote the upper bound and lower bound of $Z = \sum_{i=1}^{N} u[i]$, respectively, if $k^*_U$ or $k^*_L$ is valid. Due to the fact that $u[i] \in \{0, 1\}$ for $\forall i \in \{1, 2, \ldots, N\}$, we have

$$Z_U = \sum_{i=1}^{k^*_U} u[i] + (N - k^*_U) \geq \sum_{i=1}^{N} u[i] = Z$$  (32)

if $k^*_U$ is valid and

$$Z_L = \sum_{i=1}^{k^*_L} u[i] \leq \sum_{i=1}^{N} u[i] = Z$$  (33)

if $k^*_L$ is valid. According to the fusion rule given in (5), the FC decides hypothesis $H_0$ if $Z_U < T$, and hypothesis $H_1$ if $Z_L \geq T$. Since only one of $k^*_U$ and $k^*_L$ is valid, we have $Pr(k^*_U$ is valid) $+$ $Pr(k^*_L$ is valid) = 1, which is equivalent to $Pr(Z_U < T) + Pr(Z_L \geq T) = 1$.

If the FC decides $H_1$ for an unordered system, we have

$$Z \geq T \implies \sum_{i=1}^{k} u[i] \geq \sum_{i=k+1}^{N} u[i] \geq T \quad \text{(34a)}$$

$$\implies \sum_{i=1}^{k} u[i] \geq T - \sum_{i=k+1}^{N} u[i] \geq T - (N - k) \quad \text{(34b)}$$

$$\implies \sum_{i=1}^{k} u[i] \geq T - (N - k) \quad \text{(34c)}$$
for \( \forall k \). We could observe from (30) that \( k_U^* \) is not valid when \( Z \geq T \). So if \( Z \geq T \), we have \( Pr(Z_U < T) = 0 \) and \( Pr(Z_L \geq T) = 1 \). Hence, we can conclude that \( Pr(Z_L \geq T | Z \geq T, H_j) = 1 \). Upon following a similar analysis, we obtain \( Pr(Z \geq T | Z_L \geq T, H_j) = 1 \). This allows us to calculate \( Pr(Z_L \geq T | H_j) \) according to Bayes’ rule which is given as

\[
Pr(Z_L \geq T | H_j) = \frac{Pr(Z_L \geq T \mid Z \geq T, H_j)Pr(Z \geq T \mid H_j)}{Pr(Z \geq T | H_j)}.
\]

Similarly, we obtain \( Pr(Z_U < T | H_j) = Pr(Z < T | H_j) \).

Hence, the probability of error of the EEOT-based system is given as

\[
P_e^{(OT)} = \pi_0 Pr(Z \geq T | H_0) + \pi_1 Pr(Z < T | H_1)
= \pi_0 Pr(Z \geq T | H_0) + \pi_1 Pr(Z < T | H_1) = P_e^{(opt)},
\]

where \( P_e^{(opt)} \) is the probability of error of the unordered system.

**APPENDIX B**

Since \( g_1(\beta) = \sum_{i=0}^{\beta} \binom{T+i}{i} (\alpha)^i (1-\alpha)^{T-i} \), we have

\[
g_1(\beta + 1) = \sum_{i=0}^{\beta+1} \binom{T+i}{i} (\alpha)^i (1-\alpha)^{T-i}
= (1-\alpha)^{T+\beta+1} + \sum_{i=1}^{\beta+1} \left( \binom{T+i}{i} (\alpha)^i (1-\alpha)^{T-i} \right)
\]

\[
\times (\alpha)^{i-1} (1-\alpha)^{T+i-1}
\]

\[
= \sum_{i=0}^{\beta+1} \binom{T+i}{i} (\alpha)^i (1-\alpha)^{T+\beta+i-1}
\]

\[
+ \sum_{i=1}^{\beta+1} \binom{T+i}{i} (\alpha)^i (1-\alpha)^{T+\beta+i-1}
\]

\[
= \binom{T+\beta}{\beta+1} (\alpha)^{\beta+1} (1-\alpha)^{T} + (1-\alpha) g_1(\beta)
\]

\[
+ \sum_{i=0}^{\beta} \binom{T+i}{i} (\alpha)^i (1-\alpha)^{T+\beta-i} (\alpha)
\]

\[
g_1(\beta) + \binom{T+\beta}{\beta+1} (\alpha)^{\beta+1} (1-\alpha)^{T}
\]

based on Pascal’s rule. Following a similar sequence of steps, we can obtain

\[
g_2(\beta + 1) = g_2(\beta) \left( \binom{N-T+\beta}{\beta+T_0+1} (\alpha)^{\beta+T_0+1} (1-\alpha)^{N-T_0-\alpha} \right).
\]
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