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We consider a class of SO(10) models with flavor symmetries in the Yukawa sector and investigate their viability by performing numerical fits to the fermion masses and mixing parameters. The fitting procedure involves a top-down approach in which we solve the renormalization group equations from the scale of grand unification down to the electroweak scale. This allows the intermediate scale right-handed neutrinos and scalar triplet, involved in the type I and II seesaw mechanisms, to be integrated out at their corresponding mass scales, leading to a correct renormalization group running. The result is that, of the 14 models considered, only two are able to fit the known data well. Both these two models correspond to $\mathbb{Z}_2$ symmetries. In addition to being able to fit the fermion masses and mixing parameters, they provide predictions for the sum of light neutrino masses and the effective neutrinoless double beta decay mass parameter, which are both within current observational bounds.
I. INTRODUCTION

One way of extending the Standard Model (SM) is to assume that, at some high energy scale, a Grand Unified Theory (GUT) [1] provides a more fundamental description of particle physics. Particularly, models based on the gauge group SO(10) [2] are successful in accommodating all SM fermions in one representation per generation and providing an origin for several of the features in the SM. It is also a useful class of models in which to explore the outstanding questions of the SM, such as neutrino masses through the type I and II seesaw mechanisms [3–10].

The Yukawa sector of SO(10) models with the type I or II seesaw mechanisms has been explored in numerical fits, both in the supersymmetric case [11–19] and the non-supersymmetric one [16, 20–28]. For a more complete list of works, see Ref. [19] and references therein. The result in both the supersymmetric and non-supersymmetric cases is that, depending on the scalar content in the Yukawa sector, it is in general possible to accommodate the known masses and mixing parameters of the SM in an SO(10) model. For the neutrino masses, the best fit is achieved with a combination of the type I and II seesaw mechanisms, which naturally occurs in SO(10).

Another outstanding question in the SM is the origin of the observed masses and mixing parameters. This has been explored extensively in the framework of SO(10) models. One way of motivating the observed patterns is to impose an additional flavor symmetry, also known as a horizontal symmetry, which constrains the Yukawa matrices and thereby imposes a flavor pattern [18, 29–40]. Other models with zero Yukawa matrix textures are also discussed in Refs. [41–43]. Additional attempts to explain the observed data involve introducing additional fermion fields [44–46] and using the clockwork mechanism [47].

In Ref. [18], the authors considered all possible flavor symmetries based on phase transformations in the Yukawa sector of a supersymmetric SO(10)-based model with the scalar representations \(10_H\), \(126_H\), and \(120_H\). This led to 14 different models with differing Yukawa matrix textures. They performed numerical fits to these models at the GUT scale \(M_{\text{GUT}}\) and found that only two models allow for realistic fermion masses and mixing parameters. In this work, we perform similar fits to these models, but in the absence of supersymmetry. Furthermore, and more importantly, instead of evolving the data to \(M_{\text{GUT}}\) and fitting the model parameters to those, we solve the renormalization group equations (RGEs) from \(M_{\text{GUT}}\) down to the electroweak scale \(M_Z\) for each sampled point and fit at \(M_Z\). This approach immensely increases the complexity of the problem and hence the computational time required to perform the fits, but allows for appropriately integrating out heavy fields with masses between \(M_Z\) and \(M_{\text{GUT}}\) and matching the parameters of the theories above.
and below that scale. Not taking this into account is a commonly used approximation, which
nevertheless can significantly alter the results [16].

This work is structured as follows. In Sec. II, we briefly review the models and discuss their
parametrization. Then, in Sec. III, we describe the fitting procedure, and in Sec. IV, we present
the results of the fits. Finally, in Sec. V, we summarize and conclude. A full list of the 14 models
is presented in App. A.

II. FLAVOR SYMMETRIES AND MODELS

A. Models

In this work, we consider a setup in which the SO(10) Yukawa sector contains scalar fields
belonging to the $10_H$, $\overline{126}_H$, and $120_H$ representations. As such, the Lagrangian is given by

$$\mathcal{L}_{\text{Yuk}} = -16_F(Y_{10}^{10} + Y_{126}^{126} + Y_{120}^{120}) + \text{h.c.},$$

where the fermions are placed in the $16_F$ representations and $Y_i$ are $3 \times 3$ matrices of Yukawa
couplings in flavor space. Due to the structure of the SO(10) coupling, the Yukawa matrices are
such that $Y_{10}$ and $Y_{126}$ are symmetric, while $Y_{120}$ is antisymmetric. The different models that we
investigate correspond to different textures of zeros of these three matrices. These textures originate
in symmetries under phase transformations of the three fermion generations and the scalars in the
Yukawa sector. In this framework, the allowed symmetries are $Z_2$, $Z_3$, $Z_4$, $U(1)$, and $Z_2 \times Z_2$. The
complete derivation and discussion of these symmetries are presented in Refs. [18, 38]. Here, we
reiterate the main points.

The symmetries are determined by the possible rephasings of each of the three generations
independently, as well the three scalar multiplets. Any specific Yukawa matrix texture will impose
constraints on these phases. The remaining free phases determine the symmetry group that a
texture allows for. Further constraints on the Yukawa matrices are that $Y_{126}$ may not be singular
(since we need to invert it for type I seesaw), all three Yukawa matrices are non-zero (since otherwise
we would not have a model with all three scalar representations), and no generation decouples in
a linear combination of Yukawa matrices (since we would then not be able to accommodate quark
mixing). Furthermore, two models that differ by a redefinition of the labeling of generations are
considered equivalent. With these constraints, there are 14 possible inequivalent models, which we
list in App. A and summarize in Tab. I using the same naming convention as in Ref. [18]. As an
example, one of the models (denoted model A) is given by
| Model | Symmetry | Number of parameters |
|-------|----------|----------------------|
| A     | $Z_2$    | 29                   |
| $A_1$ | $Z_4$    | 22                   |
| $A'_1$| U(1)     | 21                   |
| $A''_1$| U(1)   | 21                   |
| $A_2$ | U(1)     | 24                   |
| B     | $Z_2$    | 25                   |
| C     | $Z_2$    | 23                   |
| $D_1$ | $Z_3$    | 24                   |
| $D_2$ | $Z_3$    | 24                   |
| $D_3$ | $Z_3$    | 24                   |
| $D'_1$| U(1)     | 22                   |
| $D'_2$| U(1)     | 22                   |
| $D'_3$| U(1)     | 22                   |
| E     | $Z_2 \times Z_2$ | 21               |

Table I. The models listed in App. A and their associated symmetry groups and numbers of parameters. For details about the parametrization, see Sec. II B.

\[ A : \begin{pmatrix} \times & \times & 0 \\ \times & \times & 0 \\ 0 & 0 & \times \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times & \times & 0 \\ \times & \times & 0 \\ 0 & 0 & \times \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 & 0 & \times \\ 0 & 0 & \times \\ \times & \times & 0 \end{pmatrix}, \]

where the symbol "×" denotes a general non-zero matrix element.

The more non-zero matrix elements that a model has, the more constrained the symmetry is. Similarly, many zeroes imply a large degree of freedom in the symmetry transformations. Some of the models can be derived from other models by setting some of the elements to zero. One can, for example, derive model $A_1$ from A in this way. All such submodels are included only if they give rise to different symmetry groups. For example, setting the (1, 2) element of $Y_{10}$ to zero in model A does not affect the symmetry, so that is not considered to be a separate model.

We assume a unification scale of $M_{GUT} = 10^{16}$ GeV, at which SO(10) is assumed to spontaneously break to the SM. As in Refs. [16, 28], we do not impose gauge coupling unification, but assume that this is taken care of by some other new physics at an intermediate scale [27, 48–56]. Although this will, in general, affect the RG running of the fermion observables through the contributions of the gauge couplings to the RGEs, we assume that this change is negligible to the ability
to fit the models. This assumption is based on the fact that varying the unification scale by an order of magnitude has a small effect on the goodness of fit (see Fig. 3 of Ref. [28]), while the neutrino thresholds (i.e. the integrating out of the heavy right-handed neutrinos or scalar triplet) have a large direct effect, as shown in Tab. III of Sec. IV, since the RG running of top-down and bottom-up are obviously very different. The changes of the RG running due to the new physics that achieves gauge coupling unification is highly dependent on the choice of e.g. intermediate-scale scalar fields and we do not wish to specify any specific model.

B. Parametrization

From the SO(10) Yukawa matrices, we need to transform the parameters to the SM Yukawa matrices. To that end, we use the fact that the vevs of the SU(2)\textsubscript{L} doublets contained within the three scalar representations make up the vev of the SM Higgs $v_{\text{SM}}$. In order to have two separate vevs from the $10_{H}$ without requiring an additional Yukawa coupling, we complexify the $10_{H}$ and impose a Peccei–Quinn (PQ) symmetry [57]. The matching conditions are then given by [16, 20, 21, 23]

$$v_{\text{SM}} Y_u = v_{10}^u Y_{10} + v_{126}^u Y_{126} + (v_{120}^u + v_{120}^u) Y_{120},$$ \hspace{1cm} (3)

$$v_{\text{SM}} Y_d = v_{10}^d Y_{10} + v_{126}^d Y_{126} + (v_{120}^d + v_{120}^d) Y_{120},$$ \hspace{1cm} (4)

$$v_{\text{SM}} Y_D = v_{10}^u Y_{10} - 3v_{126}^u Y_{126} + (v_{120}^u - 3v_{120}^u) Y_{120},$$ \hspace{1cm} (5)

$$v_{\text{SM}} Y_{\ell} = v_{10}^d Y_{10} - 3v_{126}^d Y_{126} + (v_{120}^d - 3v_{120}^d) Y_{120},$$ \hspace{1cm} (6)

$$M_R = v_R Y_{126},$$ \hspace{1cm} (7)

$$M_L = v_L Y_{126},$$ \hspace{1cm} (8)

where $Y_u$, $Y_d$, $Y_D$, and $Y_{\ell}$ are the Yukawa coupling matrices of the up-type quarks, down-type quarks, neutrinos, and charged leptons, respectively. In addition, $M_R$ is the mass matrix of the right-handed neutrinos and $M_L$ is the contribution from type II seesaw to the light neutrino mass matrix. The vevs $v_{10,126,120}^{u,d}$ are the vevs of the SU(2)\textsubscript{L} doublets contained in the $10_{H}$, $\bar{126}_{H}$, and $120_{H}$, while $v_R$ is the vev of the SM singlet in $\bar{126}_{H}$ that gives mass to the heavy right-handed neutrinos and $v_L$ is the vev of the SU(2)\textsubscript{L} triplet involved in the type II seesaw contribution to the neutrino masses.

For convenience, we reparametrize using $H = Y_{10}v_{10}^d/v_{\text{SM}}$, $F = Y_{126}v_{126}^d/v_{\text{SM}}$, and $G = $
\[ Y_{120}(v_{120}^d + v_{120}^d)/v_{SM} \] and write the Yukawa and neutrino mass matrices as

\[ Y_u = r(H + sF + t_u G), \quad (9) \]
\[ Y_d = H + F + G, \quad (10) \]
\[ Y_D = r(H - 3sF + t_D G), \quad (11) \]
\[ Y_\ell = H - 3F + t_\ell G, \quad (12) \]
\[ M_R = r_R F, \quad (13) \]
\[ M_L = r_L F. \quad (14) \]

Since the matrices \( H, F, \) and \( G \) are proportional to the Yukawa matrices \( Y_{10}, Y_{126}, \) and \( Y_{120}, \) respectively, they have, of course, the same textures.

The parameters other than the Yukawa matrix elements that are to be sampled are then \( r, s, t_u, t_D, t_\ell, r_R, \) and \( r_L. \) Of these, we assume \( r \) and \( r_R \) to be real, while the others are complex, giving a total of twelve parameters related to the vevs. Furthermore, we need \( v_{126}^d \) and the mass \( M_\Delta \) of the SU(2)_L triplet for the matching to the effective neutrino mass matrix, thus adding two parameters. For more details on the effective neutrino mass matrix, see Sec. III.

To count the number of parameters in the matrices \( H, F, \) and \( G, \) we first note that they, in general, have complex matrix elements and that the (anti)symmetry of them restrict the number of free parameters. One can, without loss of generality, transform one of \( H \) or \( F \) to a real and diagonal matrix. This same transformation must also be applied to the other two matrices, so it should only be performed if it decreases the total number of parameters in the model.

Since the vevs of the SU(2)_L multiplets all contribute to the electroweak gauge boson masses after electroweak symmetry breaking, they need to add up in quadrature to the SM Higgs vev. The parametrization used leaves some freedom in this constraint, since not all vevs are sampled. Further imposing a perturbativity bound of \( 4\pi \) on the Yukawa couplings, we have the inequality

\[ \max |H|^2(1 + r^2) + |v_{126}^d|^2 \left( \frac{4\pi}{v_{SM}} \right)^2 (1 + r^2 |s|^2 + 2|r_L|^2) \]
\[ + \max |G|^2 \frac{r^2}{16} \left( |t_D + 3t_u|^2 + |t_u - t_D|^2 \right) \leq 16\pi^2, \quad (15) \]

where \( \max |H|^2 \) denotes the largest absolute value of the elements of \( H \) and similarly for \( G. \) The factor of 2 in front of \( |r_L|^2 \) is due to how the triplet couples to the gauge bosons. This inequality needs to be checked after each fit to make sure that the found parameter values are acceptable.

Furthermore, there are experimental bounds on the parameters related to the SU(2)_L triplet: \( v_L \lesssim 1 \text{ GeV} \) and \( M_\Delta \gtrsim 1 \text{ TeV} \) [58, 59]. Finally, the vev \( v_R \) should be set to \( M_{\text{GUT}}. \) However, we
allow this parameter to vary by around an order of magnitude from $M_{\text{GUT}}$, which can be motivated by the existence of threshold corrections and higher-dimensional operators [60–64].

### III. FITTING PROCEDURE

When fitting the models to data, we use the known values of the fermion masses and mixing parameters at the electroweak scale $M_Z$ and perform top-down RG running for each sampled set of parameters. This is in contrast to the procedure used in Ref. [18], where the fits were performed with values that had been evolved to $M_{\text{GUT}}$ using bottom-up RG running prior to fitting. Our approach of solving the RGEs for the sampled parameters has the benefit of correctly taking into account the mass thresholds of the heavy right-handed neutrinos and the scalar triplet for type I and II seesaw mechanisms, respectively. That is not possible when solving the RGEs before the fitting procedure, since the masses of these heavy fields are sampled and are thus unknown prior to the sampling process. However, the approach used in this work significantly increases the computational resources required, since the RGEs are solved for every sampled point in the parameter space. The computational time required is increased by a factor of about 1000 compared to the approximation of extrapolating the data to $M_{\text{GUT}}$ before fitting.

For each sampled point in the parameter space of the SO(10) Yukawa matrices and vevs, we transform the parameters to the SM Yukawa matrices and solve the RGEs at one-loop order [16, 65–72] down to $M_Z$. When the RGE solver encounters a threshold corresponding to a heavy right-handed neutrino or the scalar triplet (involved in the type I and II seesaw mechanisms, respectively), the corresponding heavy field is integrated out and all relevant parameters are transformed to the effective field theory, before the RGE solver proceeds. A more detailed description of this procedure may be found in Ref. [28], on which our code is based.

The effective neutrino mass matrix $\kappa$ is formed by starting with a matrix of zeroes. At an energy scale corresponding to the mass $M_i$ of a right-handed neutrino, it is updated according to [69, 70]

$$
\kappa \rightarrow \kappa + \frac{2}{M_i} \left( Y_D^{(i)} \right)^T \left( Y_D^{(i)} \right),
$$

where $Y_D^{(i)}$ is the the $i$th row of $Y_D$ in a basis in which $M_R$ is diagonal. In this basis, the $i$th row of $Y_D$ is removed as well as the $i$th column and row of $M_R$. At the energy scale of the scalar triplet mass, $\kappa$ is similarly updated according to [72]

$$
\kappa \rightarrow \kappa - 4 \frac{v_L}{v_{\text{SM}}} Y_\Delta
$$
| Observable | Central value | Error |
|------------|--------------|-------|
| $m_u$ [MeV] | 1.23 | 0.21 |
| $m_c$ [GeV] | 0.620 | 0.31* |
| $m_t$ [GeV] | 168 | 8.4* |
| $m_d$ [MeV] | 2.67 | 0.19 |
| $m_s$ [MeV] | 53.2 | 4.6 |
| $m_b$ [GeV] | 2.84 | 0.14* |
| $m_e$ [MeV] | 0.483 | 0.024* |
| $m_\mu$ [GeV] | 0.102 | 0.051* |
| $m_\tau$ [GeV] | 1.73 | 0.086* |
| $\Delta m^2_{21}$ [$10^{-5} \text{ eV}^2$] | 7.42 | 0.37* |
| $\Delta m^2_{31}$ [$10^{-3} \text{ eV}^2$] | 2.51 | 0.13* |
| $|V_{12}|$ | 0.225 | 0.011* |
| $|V_{13}|$ | 0.00368 | 0.00018* |
| $|V_{23}|$ | 0.0416 | 0.0021* |
| $J$ [$10^{-5}$] | 3.06 | 0.15* |
| $\sin^2 \theta^l_{12}$ | 0.304 | 0.015* |
| $\sin^2 \theta^l_{13}$ | 0.0221 | 0.0011* |
| $\sin^2 \theta^l_{23}$ | 0.570 | 0.028* |
| $\lambda$ | 0.558 | 0.028* |

Table II. Data for the SM observables at $M_Z$ and their corresponding errors used in the fits. Quark masses, charged lepton masses, and Higgs quartic coupling are adopted from Ref. [73], neutrino masses and leptonic mixing angles from the July 2020 version of NuFIT [74], and CKM parameters from the Summer 2019 version of CKMFitter [75]. An asterisk denotes an error that has been enlarged to 5% of the corresponding central value.

and $Y_\Delta$ is then removed from the parameters in the RG running.

The data that the parameters are fitted to are displayed in Tab. II. All quark and charged lepton masses as well as the Higgs quartic coupling are adopted from Ref. [73]. Neutrino masses and leptonic mixing angles are the normal neutrino mass ordering\(^1\) values from the July 2020 version of NuFIT [74]. Finally, CKM parameters are taken from the Summer 2019 version of CKMFitter [75]. Some observables (e.g. the charged lepton masses) are known to an extremely high precision, which makes the fit practically very difficult. To remedy this, we have artificially enlarged the errors to

---

\(^1\) We do not consider inverted neutrino mass ordering, since previous similar fits [26] have shown that only normal ordering results in acceptable fits.
be at least 5 % of the central values. This applies to all observables except for $m_u$, $m_d$, and $m_s$.

After performing the RG running down to $M_Z$ and computing the values of the 19 SM observables, we form the $\chi^2$ function defined as

$$\chi^2 = \sum_{i=1}^{19} \left( \frac{X_i - \bar{x}_i}{\sigma_i} \right)^2,$$

(18)

where $X_i$ is the prediction from the sampled point and $\bar{x}_i$ and $\sigma_i$ are the central value and error, respectively, as given in Tab. II. The fitting procedure involves minimizing the $\chi^2$ function using the Diver code from the ScannerBit package [76], which implements a differential evolution algorithm and can be parallelized on a cluster utilizing several CPU cores. Although one can never guarantee a global minimum to be been found, we increase our confidence in the result by running the Diver code twice. More than this was not feasible due to the constraint on the number of core-hours available for computations. After convergence, we look for further improvements of the candidate best-fit point using a Nelder–Mead simplex algorithm [77].

For comparison, we also perform a fit to data at $M_{\text{GUT}}$ without the procedure for RG running of the sampled parameters discussed above. To find the data at $M_{\text{GUT}}$, we use the code SMDR [78] to perform bottom-up RG running of the data presented in Ref. [73]. The errors were computed by sampling from a Gaussian distribution with the given standard deviation, performing the RG running of all those parameters, and finally extracting the errors from the resulting distribution at $M_{\text{GUT}}$. Due to the fact that one cannot perform matching at right-handed neutrino and scalar triplet mass thresholds, the neutrino parameters were ignored in this procedure, and the low-energy ones were used.

During the sampling process, the elements of the matrices $H$, $F$, and $G$ are sampled logarithmically in the range $[10^{-8}, 10^{-1}]$, with complex phases in the interval $[0, 2\pi)$. Real parameters are allowed to be positive or negative. The vev ratios $t_u$, $t_\ell$, and $t_D$ are sampled uniformly in $[0, 100]$ with complex phases in $[0, 2\pi)$. We sample $r$ uniformly in $[-150, 150]$ and $s$ in $[0, 10]$ with a complex phase in $[0, 2\pi)$. The parameter $r_R$ is sampled logarithmically in $[10^{14}, 10^{17}]$ GeV, $v_d$ is sampled in $[0, 10]$ GeV, $r_L$ is sampled logarithmically in $[10^{-1}, 10^{-9}]$ with a complex phase in $[0, 2\pi)$, and $M_\Delta$ is sampled logarithmically in $[10^6, 10^{15}]$ GeV. These ranges are decided upon partly from knowledge on previous fits and partly to fulfill the constraints that exist. Finally, we also need the Higgs quartic coupling $\lambda$ at $M_{\text{GUT}}$. Due to the form of the RGEs and from knowledge on previous fits, it needs to be very close to zero at $M_{\text{GUT}}$. Hence, we set it as such and, in order to make sure that it stays positive for the sake of vacuum stability [79], we perturb it a little after the fit without any noticeable effect on the results.
IV. RESULTS

The results of the fitting procedure for all models are shown in Tab. III. In this table, we list the best $\chi^2$ values from the fits with top-down RG running as well as the best $\chi^2$ values from the fits with bottom-up RG running. Only models A and B are able to fit the data in Tab. II, with $\chi^2$ values of 3.17 and 25.8, respectively. To judge how acceptable a fit is, we compare the $\chi^2$ value to the number of observables that are fitted to, which is 19 in our case.\footnote{One would expect to achieve a perfect fit when the number of parameters is the same or larger than the number of observables. However, due to the non-linearity of the investigated models, this is not correct and the statistical interpretation of $\chi^2$ per degrees of freedom does not apply [19, 80]. Nevertheless, a $\chi^2$ value can still be used as a measure of the goodness of a fit, but instead of comparing it to the number of degrees of freedom, we compare it to the number of observables.} If they are comparable, it means that the average deviation of the predicted value from the true value is around one standard deviation. For model A, the $\chi^2$ per number of observables is $3.17/19 \simeq 0.167$, which is very good. For model B, it is $25.8/19 \simeq 1.36$, which we still consider to be acceptable, especially in comparison to the other models. The next best fits after models A and B are found for models A$_1$ and D$_3$, see Tab. III. It is not surprising that models A and B would best be able to accommodate the data, since their Yukawa textures are the least restrictive of all models investigated. This is in agreement with the results of Ref. [18], although those results were achieved with supersymmetry and with bottom-up RG running. Both models have a $\mathbb{Z}_2$ symmetry, which is the smallest non-trivial discrete group.

Some of the results have parameter values that violate the inequality in Eq. (15), denoted by an asterisk. These are therefore not acceptable points in parameter space. Notably, model A$_2$ yields no valid best-fit point and the best one for model D$_1$ violates the inequality.

Since the fits with bottom-up RG running (i.e. using the approximation of fitting at $M_{\text{GUT}}$) are comparatively computationally simple, we find several best fits, but we only present one for each model, for comparison. One might worry that, if the case with top-down RG running produces worse fits than bottom-up, the larger $\chi^2$ values are only a consequence of the difficulty of the algorithm to explore the parameter space and not of the actual viability of the model. However, the fact that some of the fits (i.e. for the fits of models A$_1$, A$'_1$, D$'_2$, D$'_3$, and E) are actually better with top-down RG running than bottom-up increases our confidence that they reflect the viability of the models, as does the fact that the same two models are found to fit the data well both with top-down and bottom-up RG running. The bottom-up RG running is an approximation to the top-down RG running for which the right-handed neutrino thresholds are ignored. The two RG running procedures are therefore not inverses of each other, which means that one should not expect them to
Table III. $\chi^2$ values for the various models, both with top-down RG running and with the approximation of fitting at $M_{\text{GUT}}$ (labeled as “$\chi^2$ (bottom-up)”). An asterisk denotes a point that does not satisfy the inequality in Eq. (15) and thus is not an acceptable point.

produce the same result. For this reason, inserting a best-fit point from the bottom-up RG running into the top-down RG running typically produces a bad result. The fact that the best-fit points from the two procedures are usually very different shows the effect of the right-handed neutrino thresholds on the RG running.

For the two best fits of models A and B, we list the corresponding predicted values of the observables and the pulls in Tab. IV. Notably, both models are able to fit the quark and lepton mixing parameters well, while the largest tension comes from the charged fermion masses. For model A, the $\chi^2$ value is dominated by the pull of $m_\mu$, whereas for model B, the largest pulls originate in the masses of the heaviest generation of charged fermions. Specifically, there seems to be some tension in that $m_\tau$ is predicted to be too large, while $m_t$ and $m_b$ are predicted to be too small.

We also compute the predicted values of the masses of the light neutrinos $m_i$, and the heavy right-handed neutrino $M_i$, the effective neutrinoless double beta decay mass parameter $\langle m_{\beta\beta}\rangle$, and the leptonic Dirac CP-violating phase $\delta_{\text{CP}}$ (observable in neutrino oscillations). For model A, they are $m_i = \{8.97 \times 10^{-3}, 1.24 \times 10^{-2}, 5.09 \times 10^{-2}\}$ eV, $M_i = \{3.28 \times 10^{10}, 6.99 \times 10^{11}, 1.52 \times 10^{13}\}$ GeV,
### Table IV. Pulls of each observable included in the fit, for models A and B with top-down RG running.

Defined such that a positive pull implies that the predicted value is larger than the corresponding true value.

\[
\langle m_{\beta\beta} \rangle = 3.60 \times 10^{-3} \text{ eV}, \quad \text{and } \delta_{\text{CP}} = 0.117\pi, \quad \text{whereas for model B, they are } m_i = \{5.40 \times 10^{-3}, 1.01 \times 10^{-2}, 5.07 \times 10^{-2}\} \text{ eV, } M_i = \{7.94 \times 10^{8}, 4.89 \times 10^{10}, 1.11 \times 10^{13}\} \text{ GeV, } \langle m_{\beta\beta} \rangle = 3.29 \times 10^{-3} \text{ eV, and } \delta_{\text{CP}} = 0.414\pi. \quad \text{Notably, the sum of the masses of the light neutrinos are well within the limits set by cosmological observations [81] and the predicted value of } \langle m_{\beta\beta} \rangle \text{ is within current experimental bounds [82]. On the other hand, the predicted values of } \delta_{\text{CP}} \text{ in these two models deviate from the preferred values of global fits [74], as also found in Ref. [28]. However, one should keep in mind that these are not strict predictions of the models and that it is still possible that a fit that includes } \delta_{\text{CP}} \text{ is able to accommodate the favored value.}
\]

| Observable          | Model A | Pull | Model B | Pull |
|---------------------|---------|------|---------|------|
| \( m_\mu \) [MeV]  | 1.22    | -0.0250 | 1.27  | 0.188 |
| \( m_e \) [GeV]    | 0.620   | -0.0149 | 0.657 | 1.20  |
| \( m_t \) [GeV]    | 164     | -0.481 | 158    | -1.21 |
| \( m_d \) [MeV]    | 2.64    | -0.171 | 2.48   | -0.978 |
| \( m_s \) [MeV]    | 53.4    | 0.0519 | 46.5   | -1.46 |
| \( m_b \) [GeV]    | 2.84    | -0.0177 | 2.49 | -2.53 |
| \( m_e \) [MeV]    | 0.484   | 0.0211 | 0.483 | 0.0125 |
| \( m_\tau \) [GeV] | 0.0152  | -1.70  | 0.0539 | -0.943 |
| \( m_\mu \) [GeV]  | 1.73    | 0.0212 | 2.00   | 3.14  |
| \( \Delta m_{21}^2 \) [10^{-5} \text{ eV}^2] | 7.44 | 0.0462 | 7.38 | -0.113 |
| \( \Delta m_{31}^2 \) [10^{-5} \text{ eV}^2] | 2.52 | 0.0385 | 2.55 | 0.271 |
| \( |V_{12}| \) | 0.226 | 0.0535 | 0.224 | -0.0620 |
| \( |V_{13}| \) | 0.00368 | 0.0202 | 0.00379 | 0.613 |
| \( |V_{23}| \) | 0.0417 | 0.0524 | 0.0396 | -0.967 |
| \( J \) [10^{-5}] | 3.06 | -0.0307 | 3.07 | 0.0510 |
| \( \sin^2 \theta_{12} \) | 0.304 | 0.00235 | 0.318 | 0.927 |
| \( \sin^2 \theta_{13} \) | 0.0221 | 0.00307 | 0.0219 | -0.187 |
| \( \sin^2 \theta_{23} \) | 0.569 | -0.0225 | 0.586 | 0.588 |
| \( \lambda \) | 0.557 | -0.0281 | 0.555 | -0.107 |
| \( \chi^2 \) | 3.17 | 25.8 |

The parameter values that produce the fits in Tab. IV for model A are
For model B, the parameter values are

$$H = \begin{pmatrix}
-1.64102 \times 10^{-6} - 4.07123 \times 10^{-6} i & -1.0709 \times 10^{-4} - 1.29783 \times 10^{-4} i & 0 \\
-1.0709 \times 10^{-4} - 1.29783 \times 10^{-4} i & -2.35762 \times 10^{-3} - 6.18487 \times 10^{-3} i & 0 \\
0 & 0 & -5.88890 \times 10^{-5} + 2.19376 \times 10^{-5} i
\end{pmatrix},$$

$$F = \begin{pmatrix}
3.25857 \times 10^{-6} & 0 & 0 \\
0 & 1.53510 \times 10^{-3} & 0 \\
0 & 0 & -6.95026 \times 10^{-5}
\end{pmatrix},$$

$$G = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 2.78241 \times 10^{-6} - 2.03664 \times 10^{-6} i \\
-2.78241 \times 10^{-6} + 2.03664 \times 10^{-6} i & -1.39151 \times 10^{-4} + 3.40620 \times 10^{-20} i & 0
\end{pmatrix},$$

$$r = 65.6885, \quad s = -0.783926 + 0.405357 i, \quad t_u = 2.80594 - 6.872567 \times 10^{-16} i,$$

$$v_d = 3.86434 \text{ GeV}, \quad t_\ell = -8.30874 - 5.56461 i, \quad t_D = 2.96489 - 7.26189 \times 10^{-16} i,$$

$$r_R = 1.00584 \times 10^{16} \text{ GeV}, \quad M_\Delta = 7.17963 \times 10^{11} \text{ GeV}, \quad r_L = -4.17591 \times 10^{-9} - 1.65394 \times 10^{-10} i.$$

For model B, the parameter values are

$$H = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & 2.64415 \times 10^{-6} + 1.33543 \times 10^{-6} i \\
2.64415 \times 10^{-6} - 1.33543 \times 10^{-6} i & -1.09025 \times 10^{-3} - 5.34157 \times 10^{-4} i & 0
\end{pmatrix},$$

$$F = \begin{pmatrix}
-3.40218 \times 10^{-7} & 0 & 0 \\
0 & -5.15499 \times 10^{-3} & 0 \\
0 & 0 & 2.10311 \times 10^{-5}
\end{pmatrix},$$

$$G = \begin{pmatrix}
0 & 0 & -2.66678 \times 10^{-7} - 1.38123 \times 10^{-6} i \\
0 & 0 & -8.75849 \times 10^{-4} + 4.34856 \times 10^{-4} i \\
2.66678 \times 10^{-7} + 1.38123 \times 10^{-6} i & 8.75849 \times 10^{-4} - 4.34856 \times 10^{-4} i & 0
\end{pmatrix},$$

$$r = 7.94823, \quad s = -6.57858 - 7.53804 i, \quad t_u = 4.03305 - 1.01362 \times 10^{-7} i,$$

$$v_d = 0.172197 \text{ GeV}, \quad t_\ell = -0.955270 + 1.72986 i, \quad t_D = 7.36091 + 23.4157 i,$$

$$r_R = 2.33462 \times 10^{15} \text{ GeV}, \quad M_\Delta = 5.96059 \times 10^{13} \text{ GeV}, \quad r_L = 8.43906 \times 10^{-10} + 5.36491 \times 10^{-10} i.$$

In both of these models, the dominant contribution to the neutrino masses stems from the type I seesaw mechanism. By comparing the maximum singular values of the contributions in Eqs. (16) and (17) evaluated from the parameters at $M_{\text{GUT}}$, we observe that the type I seesaw mechanism dominates by a factor of about 400 in model A and a factor of about 13 in model B. These numbers may, of course, change due to RG running, but the general conclusion should still hold.
V. SUMMARY AND CONCLUSIONS

In this work, we have analyzed a class of non-supersymmetric SO(10) models with flavor symmetries, following the framework described in Ref. [18]. In the numerical fits, we have solved the RGEs for the sampled parameters from $M_{\text{GUT}}$ down to $M_Z$ in order to fit to the known parameters at $M_Z$. This approach allows one to properly integrate out the heavy right-handed neutrinos and the scalar triplet, thereby taking into account the RG running of the neutrino parameters in an effective field theory framework, as opposed to approximate approaches in which the known parameters are extrapolated up to $M_{\text{GUT}}$.

Out of the 14 models, only two have been found to accommodate the known values of fermion masses and mixing parameters. These are the ones labeled as model A and model B which both possess a $Z_2$ symmetry, in agreement with previous results [18] that were found with supersymmetric models and bottom-up RG running. These two models are the ones with the largest number of free parameters, and are hence expected to provide the best fits. The difference between Ref. [18] and this work is that we considered non-supersymmetric models, that we used updated data, and most importantly, that we solved the RGEs of each sampled set of parameters from $M_{\text{GUT}}$ down to $M_Z$.

We have only considered the symmetries of the Yukawa potential in this work, and not the effect of the symmetries on the scalar potential. However, imposing a $Z_2$ symmetry on the scalar potential should not present any major difficulties, and will, in general, mean that the 45 representation involved in the symmetry breaking (not analyzed in detail here) will also inherit this symmetry. It remains to construct a complete model with these flavor symmetries that accounts for symmetry breaking and gauge coupling unification. Finally, it would be interesting to investigate whether the disagreement between the predicted value of the CP-violating phase and that from global fits is a true prediction of the models or if it is possible to accommodate it by including it as one of the parameters in the fit.
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Appendix A: Yukawa Textures

In this appendix, we list the Yukawa matrix textures corresponding to the 14 models in Tab. I as Eqs. (A1)–(A14). A “×” symbol signifies a general non-zero matrix element. For the symmetry transformations and groups corresponding to each model, see Ref. [18].

\begin{align*}
A &: \quad Y_{10} \sim \begin{pmatrix} \times \times 0 \\ \times \times 0 \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times \times 0 \\ \times \times 0 \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 \ 0 \times \\ 0 \ 0 \times \\ \times \times 0 \end{pmatrix}, \quad (A1) \\
A_1 &: \quad Y_{10} \sim \begin{pmatrix} \times 0 0 \\ 0 \ 0 \times \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} 0 \times 0 \\ \times 0 0 \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 \ 0 \times \\ 0 \ 0 \times \\ \times \times 0 \end{pmatrix}, \quad (A2) \\
A'_1 &: \quad Y_{10} \sim \begin{pmatrix} \times 0 0 \\ 0 \ 0 \times \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} 0 \times 0 \\ \times 0 0 \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 \ 0 \times \\ 0 \ 0 \times \\ \times \times 0 \end{pmatrix}, \quad (A3) \\
A''_1 &: \quad Y_{10} \sim \begin{pmatrix} 0 \ 0 \times \\ 0 \ 0 \times \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} 0 \times 0 \\ \times 0 0 \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 \ 0 \times \\ 0 \ 0 \times \\ \times \times 0 \end{pmatrix}, \quad (A4) \\
A_2 &: \quad Y_{10} \sim \begin{pmatrix} 0 \times 0 \\ \times 0 0 \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} 0 \times 0 \\ \times 0 0 \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 \ 0 \times \\ 0 \ 0 \times \\ \times \times 0 \end{pmatrix}, \quad (A5) \\
B &: \quad Y_{10} \sim \begin{pmatrix} 0 \ 0 \times \\ 0 \ 0 \times \\ \times \times 0 \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times \times 0 \\ \times \times 0 \\ 0 \ 0 \times \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 \ 0 \times \\ 0 \ 0 \times \\ \times \times 0 \end{pmatrix}, \quad (A6)
\end{align*}
\begin{align*}
C: \quad & Y_{10} \sim \begin{pmatrix} 0 & \times & 0 \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times & 0 & \times \\ 0 & \times & 0 \\ \times & \times & 0 \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 & 0 & \times \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad (A7) \\
D_1: \quad & Y_{10} \sim \begin{pmatrix} 0 & \times & 0 \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times & 0 & \times \\ 0 & \times & 0 \\ \times & \times & 0 \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 & 0 & \times \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad (A8) \\
D_2: \quad & Y_{10} \sim \begin{pmatrix} 0 & \times & 0 \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times & 0 & \times \\ 0 & \times & 0 \\ \times & \times & 0 \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 & 0 & \times \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad (A9) \\
D_3: \quad & Y_{10} \sim \begin{pmatrix} 0 & \times & 0 \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times & 0 & \times \\ 0 & \times & 0 \\ \times & \times & 0 \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 & 0 & \times \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad (A10) \\
D'_1: \quad & Y_{10} \sim \begin{pmatrix} 0 & \times & 0 \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times & 0 & \times \\ 0 & \times & 0 \\ \times & \times & 0 \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 & 0 & \times \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad (A11) \\
D'_2: \quad & Y_{10} \sim \begin{pmatrix} 0 & \times & 0 \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times & 0 & \times \\ 0 & \times & 0 \\ \times & \times & 0 \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 & 0 & \times \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad (A12) \\
D'_3: \quad & Y_{10} \sim \begin{pmatrix} 0 & \times & 0 \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times & 0 & \times \\ 0 & \times & 0 \\ \times & \times & 0 \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 & 0 & \times \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad (A13) \\
E: \quad & Y_{10} \sim \begin{pmatrix} 0 & \times & 0 \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}, \quad Y_{126} \sim \begin{pmatrix} \times & 0 & \times \\ 0 & \times & 0 \\ \times & \times & 0 \end{pmatrix}, \quad Y_{120} \sim \begin{pmatrix} 0 & 0 & \times \\ \times & \times & 0 \\ 0 & \times & 0 \end{pmatrix}. \quad (A14)
\end{align*}
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