The application of image processing for monitoring student’s attention level during online class
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Abstract. With the COVID-19 pandemic still causing the world to be quarantined in their house to prevent the spread of the virus, this means online classes are still the main method of conducting classes. This project aims to help lecturers monitor the students during class as they are having problems checking whether the students are paying attention or not. This project uses the student’s facial features to determine their attention level using two different coding algorithm Viola-Jones and Sobel edge. These two algorithms help to determine what kind of facial expression that the students are making. The Viola-Jones algorithm detects and captures the student’s facial features such as eyes and mouth while the Sobel edge algorithm detects the edges of the facial features to determine whether the eyes and mouth are open or closed. With the data collected it will run through the database to determine the student’s attention level and inform the lecturer.

1. Introduction

The year 2020 has seen the world fighting against the COVID-19 pandemic. One of the main methods to fight the COVID-19 is to social distance to prevent the spread of the virus. This means people are not allowed to gather in large crowds which results in many activities being stopped at the moment. One such activity is conducting face to face classes in a university. With everyone being quarantined in their homes, this mean that classes will have to be conducted online. These types of classes have been previously explored and the current situation accelerated the need for platforms to help distribute the contents online [1,2]. However, with the changes of physical class to online class, the lecturers are not able to determine whether the students are paying attention to the classes or not.

Therefore, lecturers have to come up with a few methods in order to determine the student’s attention level during the online classes. The quick solution is to prompt students during class to check whether they are paying attention or not. The lecturer may call out a student to ask them questions regarding the classes by giving the student a small exercise or quiz to check whether the students are paying attention in class. However, this method is not suitable when used in a large class as it is impossible to question every student and it may take a long time for the students to answer, which will slow down the pace of the class. Another method that the lecturers can use to check a student’s attention is to ask the students to turn on their video camera to enable the lecturer to monitor the students during classes. However, even with the camera turned on, it is still difficult to determine whether the students are paying attention or not. This is because a student is able to minimize the online class program and do something else with the computer while the class is still ongoing.

Therefore, multiple studies that uses camera-based tools have been conducted to help determine student’s attention level during online classes. One of the method uses an electroencephalogram (EEG)
meter to determine a student’s attention level [3]. With the EEG meter equipped on the user, the camera will take a picture of the user and let the picture be examined by the algorithm in the system to determine the attention level. After the system have determine the attention level, the system will report the attention level and the cycle continues. Another method suggested using electrocardiography (ECG) and skin conductance response (SCR) to determine human emotions [4]. However, both methods are not suitable to be used in an online classroom setting since each student has to acquire an EEG or ECG meter in order for the data to be captured and examined by the algorithm.

The goal of this project is to determine how facial expression and eye movement can be used to determine the attention level of the students. Questions like which expression indicates that the student is having low attention level, which position of the eye determines the attention level or how the lighting in the student’s room will affect the accuracy of the data collection will be explored. The main objective is to figure out how to determine the student’s attention level by reading the facial expression and position of the eyes. Most research papers are either using only facial expression to determine the student’s attention level or by only using the eye movement of the students to determine their attention levels. Therefore, the objective of this project is to create an algorithm to determine the attention levels of the students using both facial expression and eye movement. The algorithm will be able to be implemented in other third-party software to enable the algorithm to be more accessible for other users.

This project is intended to be used during an online class session where each student’s camera will be turned on. Therefore, the proposed algorithm will monitor the student through their webcam image, which consists of a front facing head. It is assumed that each input video will only have one person in it with a relatively bland background. The facial expression and eye movement of that one person will be monitored throughout the class session.

2. Literature Review

In the year 2020, facial detection systems are one of the most widely used system in modern technology to improve the lifestyle of most people. The facial detection system is commonly used as a security measure, with example such as the facial lock that is used in smartphones. Therefore, currently there are some studies that focuses on facial detection to determine a person’s attention level during a meeting as the current COVID-19 pandemic has forced all meetings and classes to be conducted online. One of the system that is being used to determine a person’s attention level is the VADS system. The VADS is a system that collects the 3D geometric model of a person using the smart-phone camera.

![Figure 1. The angle calculation using VADS and smart-phone camera [5]](image-url)
The smartphone have been implemented with an advance facial detection algorithm to calculate the distance and angle using the smart-phone front camera while the VADS will determine the direction of the users gazes. Once all the parameters are collected, the VADS will form a virtual binocular vision to locate the direction of the eyes and determine the user’s attention level on that specific object, as shown in Figure 1 and Table 1. The main issue in this study is obtaining an accurate 3D model for the facial features as the smartphone will have difficulties in obtaining high quality images. Also, in order for the VADS to create the 3D model, the user’s face must be directly facing the camera [5].

Another study determines the attention level by reading the facial and body features by using a kinect one sensor. In this experiment, the student’s behavior will be recorded during the lecture. The recording will take place in a physical classroom in order for the kinect one sensor to collect the body movement of the students. The data is collected using MATLAB scripts provided from the Kin2 Toolbox. From the data, five parameters will be monitored in order to determine the attention level of the student. These parameters are Writing Wu(t), Yawning Yu(t), Supporting head Su(t), Leaning back Lbu(t) and Person’s gaze Gu(t).

Once all the five parameters are collected, the script will apply it in the equation shown in Equation 1 where high attention level is associated with writing and body leaning forward, medium attention level is associated with body leaning forward, head supported by hand and observing the slides, low level attention is associated with leaning backwards, rubbing the neck, scratching their head, yawning and looking away. The flaw for this study is that all the movement will not be able to be implemented in the proposed project as the classroom will be online. It will be difficult to record the body of the students as every student will need to own a kinect one sensor for the data collection [6].

Another method to determine a person’s attention level is by the facial expression that the users are expressing. In this experiment, the camera will first determine the user’s gender and collect the user in a neutral expression. Once the gender is determined, the system is fed with a set of data in order to determine which expression the user is showing, as shown in Figure 2.

### Table 1. Definition of variables in VADS calculation [5]

| Symbol | Description |
|--------|-------------|
| navi   | The local-navigational frames |
| cr,cf  | The rear and front camera-centered coordinate system (frame) |
| face   | The face coordinate system (frame) |
| ob     | The intended object |
| t[p]   | The position (vector) to p in f_x-frame |
| u[p]   | The unitary directional vector towards p in the f_x-frame |
| R[fn]  | The rotation matrix which transform the coordinate system from the f_o-frame to f_n-frame |

The smartphone have been implemented with an advance facial detection algorithm to calculate the distance and angle using the smart-phone front camera while the VADS will determine the direction of the users gazes. Once all the parameters are collected, the VADS will form a virtual binocular vision to locate the direction of the eyes and determine the user’s attention level on that specific object, as shown in Figure 1 and Table 1. The main issue in this study is obtaining an accurate 3D model for the facial features as the smartphone will have difficulties in obtaining high quality images. Also, in order for the VADS to create the 3D model, the user’s face must be directly facing the camera [5].

Another study determines the attention level by reading the facial and body features by using a kinect one sensor. In this experiment, the student’s behavior will be recorded during the lecture. The recording will take place in a physical classroom in order for the kinect one sensor to collect the body movement of the students. The data is collected using MATLAB scripts provided from the Kin2 Toolbox. From the data, five parameters will be monitored in order to determine the attention level of the student. These parameters are Writing Wu(t), Yawning Yu(t), Supporting head Su(t), Leaning back Lbu(t) and Person’s gaze Gu(t).

Once all the five parameters are collected, the script will apply it in the equation shown in Equation 1 where high attention level is associated with writing and body leaning forward, medium attention level is associated with body leaning forward, head supported by hand and observing the slides, low level attention is associated with leaning backwards, rubbing the neck, scratching their head, yawning and looking away. The flaw for this study is that all the movement will not be able to be implemented in the proposed project as the classroom will be online. It will be difficult to record the body of the students as every student will need to own a kinect one sensor for the data collection [6].

Another method to determine a person’s attention level is by the facial expression that the users are expressing. In this experiment, the camera will first determine the user’s gender and collect the user in a neutral expression. Once the gender is determined, the system is fed with a set of data in order to determine which expression the user is showing, as shown in Figure 2.
With the data collected, it can conclude that when the users express an angry expression, this shows that the attention level is swaying slightly while a user expressing happiness has the least attention being swayed. However, the data also shows that users that have a fearful expression has the highest attention being swayed. This proves that the expression can be used to determine the attention level of the users.

The issue with this method in an online class setting is that most students are just paying attention to the classes, therefore the students generally would not display any emotion during the class [7].

Another study that uses facial expression to determine how much attention were lost is using Ebbinghaus as a measuring tool to understand how the facial expression will work alone with the size perception to determine the attention level of the users. In this experiment, all participants are female undergraduates and undergo the SADS (Social Avoidance and Distress Scale) to measure the participant’s anxiety level during a social interaction. This is to determine the mental state of the participants to maintain consistency of the results. Using the Ebbinghaus tool to capture the faces of the participants in a quiet laboratory, the results show that in a short period condition, the participants that perceive a large angry face have a higher rate of attention being swayed while the one that perceive a large happy face will have a lower rate of attention being swayed. However, they were unable to collect any solid data that determine whether the large neutral face have any huge effect on the participants attention level [8].

With all the drawbacks presented in the studies above, this projects aim is to create an improved algorithm using both facial expression and eye movement to determine a student’s attention level.

3. Research Methodology

With the information gathered from multiple studies, the first step will be to capture the faces of the students during the online classes. To solve the issue of knowing a student’s attention level, this project will be using MATLAB software to create an algorithm with the function of facial recognition and attention level detection. Figure 3 shows the flowchart of the proposed system.
3.1 Viola-Jones algorithm.
The Viola-Jones face detection algorithm is the base algorithm for this project.

$$\sum_{1 \leq i \leq N} \sum_{1 \leq j \leq N} I(i, j) 1_{P(i,j)} - \sum_{1 \leq i \leq N} \sum_{1 \leq j \leq N} I(i, j) 1_{P(i,j)}$$  \hspace{1cm} (2)
Viola-Jones algorithm uses a technique called the Haar-like features to determine the position of each facial features. Equation 2 shows the formula of how the Haar-like features determine the position of the face by letting $I$ and $P$ be the variable of the image and pattern while the letting $N$ be the size of the image. The shape of the image must be a square to implement the Haar-like features. Figure 4 shows the photos to be in black and white. This is to compensate for the lighting effect on the photo allowing the algorithm to determine the face. The black and white box are placed to help segregate the different parts of the face and determine the position of the facial parts such as eyes, nose, mouth and cheeks.

![Figure 4. Examples of using Haar-like features [9]](image)

As shown in Figure 5, there are multiple size and shapes for the Viola-Jones algorithm to detect the facial features. It detects the shade values and the total amount of pixels in the image to create the correct sized boxes to use in order to capture the facial features.

![Figure 5. Different sizes and shapes in the Viola-Jones algorithm [9]](image)

### 3.2 Hough transform algorithm.

The second algorithm, Hough transform algorithm, is used to determine the eye movement. The main function of the Hough transform is using Canny detector to convert the edges of an image to lines in order to detect the shapes of the content in the image. The algorithm works by first building a parameter space for the line slope of $M$ and intercept $C$ and create an array to accumulate the $M$ and $C$ values. Next, the Canny detector will find and extract the edges of the image to determine the length of the slope. Once the length of the slope is determined, the data gathered will be applied in the Hough transform algorithm to determine the shape of the image. After extracting the edges of the image using Canny detector, a 3D accumulator array for the $x$, $y$ and radius values is created.

### 3.3 Sobel Edge algorithm

Sobel edge algorithm is a detection algorithm that takes the input picture and converts it into multiple edges in order to determine whether the eyes and mouth are open or closed.

![Figure 6. Sobel edge 3*3 detection template [11]](image)
\[ G_x = f_x(x, y) = f(x - 1, y + 1) + 2f(x, y + 1) = f(x + 1, y + 1) - f(x - 1, y - 1) - 2f(x, y - 1) - f(x + 1, y - 1) \]  
\[ G_y = f_y(x, y) = f(x + 1, y - 1) + 2f(x + 1, y) + f(x + 1, y + 1) - f(x - 1, y - 1) - 2f(x - 1, y) - f(x - 1, y + 1) \]
\[
G = \sqrt{G_x^2 + G_y^2}
\]

Sobel edge detects the 3x3 pixel area and compares the preset threshold values to determine the gradient values shown in Figure 6 to detect the vertical, horizontal and angle of the picture. By comparing the values with the preset threshold in the algorithm, the gradient values can be calculated. With the values determined as segregated, the algorithm will take the value and calculate the gradient of the pixels shown in Equation 3 to 5 [11].

4 Results and Discussion

The proposed method was tested by using a webcam to capture a student during an online class and have the algorithm extract the frames from the webcam for testing. Each frame was input into the algorithms to determine the student’s attention level.

Figure 7. Results using webcam with no error
Figure 8. Results using webcam with errors

Figure 9. Results in a dark lighting condition
The Viola-Jones algorithm was used to detect the face of the student. The code uses a build-in function called vision. Cascade Object Detector to detect the face using the webcam. In the code, this function was used three times. First, it was used to crop out the face from the full image and the other two was to detect the eyes and mouth. With all the facial features detected and categorized, next, the Sobel edge algorithm was used to determine whether the eyes and mouth were open or closed. After converting the different facial features to Sobel edge forms, the code compares it with a pre-build database that contains multiple samples of the open/closed eyes and mouth to determine whether the eyes and mouth are closed or open. Once the results were determined, each part of the results were split into three sections. The results will be used to create vector values of the eyes and mouth to conclude whether the student is paying attention or not.

Figure 7 and Figure 8 shows the results of the code in different condition to check the accuracy of the facial detection algorithm using images taken from the webcam while Figure 9 and Figure 10 shows the results using pre-taken photos of students. Figure 7 shows the code was able to detect the facial features and was able to determine the state of the eyes and mouth with no errors. However, sometimes some errors do occur. For example, Figure 8 indicates the mouth is open even though in the image the mouth is closed. Another error is shown in Figure 9 where it was tested in a dark lighting environment. The error is the incorrect statement of the eyes since the student’s right eye is open but it is indicated as closed. Results from Figure 10 is tested with a student wearing glasses and have similar error with Figure 9. When the student’s right eye is open, the code still indicates that the eye is closed. This error could be caused by the sample size being too small to train the Sobel edge detection or the Sobel edge algorithm is reading the eyes incorrectly as the eyes does not have the same shapes.

5 Conclusion
The results obtained shows that the Viola-Jones algorithm was working as intended and was able to extract the face, eyes and mouth. However, there were some inconsistencies using the Sobel edge algorithm to determine whether the eyes are close or open.
With the current technologies available, this system can be further improved in future studies. This product can be used for healthcare purposes such as online therapy sessions or online consultation sessions. Companies can also use this product in their online training sessions since the COVID-19 pandemic is still ongoing. This can be used to keep track of the employees so that they are paying attention during the training.
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