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Abstract In recent years, with the continuous progress of science and technology, the number of scientific research achievements is increasing day by day, as the exchange platform and medium of scientific research achievements, the scientific and technological academic conferences have become more and more abundant. The convening of scientific and technological academic conferences will bring large number of academic papers, researchers, research institutions and other data, and the massive data brings difficulties for researchers to obtain valuable information. Therefore, it is of great significance to use deep learning technology to mine the core information in the data of scientific and technological academic conferences, and to realize a knowledge graph and accurate portrait system of scientific and technological academic conferences, so that researchers can obtain scientific research information faster.
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Introduction

In recent years, the research of big data has become more and more popular. Through data mining of massive data, potentially valuable information can be obtained. Science and technology big data[1] is a branch of big data in the field of scientific research composition. Scientific and technological resources include scholars, journals, conferences, academic papers[2], research patents[3], scientific and technological information[4], scientific and technological reports, scientific research projects, research institutions, etc.[5].

Scientific and technological academic conference data is a subset of scientific and technological big data. Scientific and technological academic conferences are conferences with the theme of promoting academic exchanges and promoting technological development. Generally speaking, they are authoritative and highly knowledgeable. Field researchers, scholars, teachers, students, etc. Due to the exchange and interaction of the conference, the participants will present their academic achievements and share the research content. The conference organizers organize these contents into a collection of papers. The paper collection contains the main research content and
achievements of the conference. Therefore, the data in the conference proceedings is analyzed and mined, and the potential information contained in the conference is visually displayed in the form of maps and portraits, which can allow researchers to obtain relevant information more quickly. Valuable scientific research information.

With the advancement of artificial intelligence technology, knowledge graph has attracted extensive attention from academia and industry for its powerful knowledge representation and reasoning capabilities. The knowledge graph can display knowledge from the perspective of the relationship between entities and entities. Compared with the traditional representation of relational data and text images, the knowledge graph has stronger semantic expression ability.

With the attention of big data, the discussion on portraits has become more and more popular. The definition of portraits is relatively broad, and it can be understood as a means of abstracting the whole picture of information, including user portraits, product portraits, resource portraits, etc. Therefore, for scientific and technological academic conference data, portraits can also be extracted. The extraction process of portraits is to extract and integrate effective information, classify conference research fields, use neural network technology to predict the development trend of each classification, and then visualize it to make it more comprehensive. Accurately display deep-level information.

**Named Entity Recognition for Scientific and Technological Academic Conferences**

Named Entity Recognition (NER) is a research direction in the field of natural language processing and knowledge extraction classification, which can be defined as a classification problem, that is, classifying given text data, and the classification target is a predefined entity. The named entity recognition of scientific and technological academic conference data belongs to the named entity recognition of the special field, which is different from the recognition of the general field. The core is that the data composition specification of the data set in the general field is relatively strict, and the classification of the division is relatively fixed, so many research results have been achieved so far. However, the technology in the scientific research field is updated and iteratively fast, and a large number of professional terms, that is, new entities, will be generated at any time. At the same time, the relationship between entities and entities is also more complex, and there may be nested entities. These factors increase the complexity of entity recognition. Difficulty.

The current mainstream research methods of Chinese named entities include machine learning methods based on statistics and methods based on deep learning. The
machine learning method generally labels the
text data, and then performs training. After
training the corresponding model, it is
recognized on the test set. The commonly used
models here are Hidden Markov Model\textsuperscript{[13]},
Support Vector Machine\textsuperscript{[14]}, Maximum
Entropy Model\textsuperscript{[15]} and so on.

Research methods based on deep learning
have developed more rapidly in recent years.
The core of deep learning\textsuperscript{[16]} is to use neural
networks to complete the learning of corpus.
For the task of named entity recognition,
different types of neural networks\textsuperscript{[17]} can
be used to complete this task. First, a
convolutional neural network (CNN) can be
used. Kong\textsuperscript{[18]} proposed a model based on a
convolutional neural network. In the model, a
cascaded CNN was constructed to obtain
contextual information and make full use of the
GPU. Parallel computing capability, Strubell\textsuperscript{[19]}
proposed the concept of iterative convolutional
neural network IDCNN. Compared with the
LSTM model mentioned below, this model
only needs linear time complexity, and can
achieve nearly ten times under the condition of
ensuring high accuracy. times the speed
increase .

Recurrent Neural Network (Recurrent
neural network, RNN) is also widely used in
named entity recognition tasks. Recurrent
Neural Network (Recurrent neural network,
RNN)\textsuperscript{[20]} is a kind of neural network. The basic
neural network model\textsuperscript{[21]} is to process a single
input, that is, it is considered that the input has
no contextual relationship. But in the case
where the input is text, it can be abstracted into
a stream of interdependent data. Therefore, the
specially designed recurrent neural network is
very suitable for application to the field of
natural language processing. The structure of
RNN is composed of input layer X, hidden
layer S and output layer O. The overall
structure is the same as that of ordinary fully
connected neural network, but one The output
of the hidden layer at the moment will affect
the current moment, which makes the RNN
have memory. A large number of experiments
show that the RNN has a good performance in
the fields of entity recognition, relation
extraction, and machine translation.

Long Short-Term Memory (LSTM) \textsuperscript{[22]}is
a special RNN. According to the previous
introduction, it can be seen that the result of the
RNN at the previous moment will affect the
result of the next moment, but its weight is
fixed, so the short-term The memory impact of
RNN is larger, and the long-term impact will
be smaller and smaller, which is the short-term
memory problem of RNN. Huang et al\textsuperscript{[23]},
used bidirectional long short-term memory
network (BiLSTM) to label sequences for entity
recognition, and achieved good results. Dong et
al\textsuperscript{[24]} used bidirectional LSTM-CRF neural
network, using both character-level and
radical-level Representing features, which
solves the problem that current algorithms
require artificial features and domain-specific
knowledge to achieve high performance.
Zhang et al. proposed the Lattice LSTM model. More techniques for named entity recognition based on deep learning. The first is the Transformer model. Yan et al. made improvements for the defects of Transformer capturing direction information, and proposed the TENER (Transformer Encoder for NER) model. Reference used BERT pre-training and then fine-tuned. Combined with BiLSTM, it improved the performance. Accuracy of entity recognition on the Weibo dataset.

Attention mechanism (Attention) draws on the human way of thinking. When humans observe things, they will quickly scan the whole picture, and then locate the part that needs to be focused on, and then focus their attention on this. To obtain the required detailed information, reduce the acquisition of useless information, and improve the accuracy of human visual acquisition of information. The core of the attention mechanism is to filter the input information and select the information that is more critical to the current task.

In 2018, the BERT model was proposed. It is implemented by a two-layer Transformer model. The Transformer is only composed of a self-attention mechanism and a feedforward neural network. This structure is mainly taken into account when RNN, LSTM and other models are calculated in a fixed order. Computational, that is, from left to right or from right to left, the parallel computing power is poor. In addition, even if LSTM is used, if the dependency information is particularly long-distance, it will still be lost. The Transformer only uses the self-attention mechanism, so even if a single input For very long sequences, the distance at any location can still be treated as a constant due to the nature of the attention mechanism.

BERT is applied to various research fields of NLP. Dai et al. used the network structure of BERT + BiLSTM + CRF in the application of Chinese electronic medical record recognition, which improved the accuracy of recognition. Li et al. used proposed FLAT for the high complexity of existing Lattice, which improved the efficiency while ensuring performance. Yoon et al. proposed a model composed of multiple bidirectional LSTM networks, each network recognizes a specified entity type, and multiple tasks combine their respective learned knowledge to obtain more accurate predictions.

### Similarity Calculation of Semantic Text in Scientific and Technological Academic Conference

The most obvious relationship between scientific and technological academic conferences is similarity, so the similarity between conferences is calculated by means of semantic text similarity. Semantic text similarity calculation is widely used in various branches of natural language processing.
research such as text classification \cite{37}, knowledge question answering \cite{38}, and machine translation \cite{39}.

The calculation methods of semantic text similarity are mainly based on strings, based on machine learning and based on deep learning. Among them, the string-based method is relatively simple. It directly compares the original text of two strings. Common calculation methods include edit distance \cite{40}, Jaccard similarity, etc. \cite{41}. This kind of method is simple to implement, but can only process characters. Granular similarity cannot handle word-level problems, so it is currently used to supplement other computing methods.

The methods based on statistical machine learning mainly include two categories: vector space model and topic model. In the vector space model, words are used as the basic unit to represent vectors. Currently, the most commonly used algorithm is TF-IDF. vectors, and then calculate the similarity between the vectors. Vector similarity calculation methods include cosine similarity, Euclidean distance, Manhattan distance, etc. If the text is regarded as a multidimensional variable, statistical correlation coefficients, such as Pearson correlation coefficient and Spearman correlation coefficient, can also be used for calculation, and these similarity calculation methods will also be involved in the calculation below. The calculation method based on the topic model is a classic method in the field of statistical machine learning. Blei et al. \cite{42} proposed the latent Dirichlet distribution (LDA) model, which uses the probability model to calculate the probability distribution of the topics in the document, and finally completes each task according to its distribution. a natural language processing task.

The methods based on deep learning mainly have two architectures: twin network and interaction model in the calculation of semantic text similarity. word2vec proposed by Mikolov et al. \cite{43} is the earliest method to generate distributed word vectors. Pennington et al. \cite{44} proposed the Glove model, which considers the global information to a certain extent through the idea of using the probability of the co-occurrence matrix. After the word vector is obtained, the neural network model can be used for training. On the Siamese network architecture, Huang et al. \cite{45} proposed the DSSM architecture. The algorithm model is divided into input layer, presentation layer, and matching layer. Later, it was widely applied to various semantic text similarity calculation problems; Palangi et al. \cite{46} The LSTM network is used as the neural network of the twin architecture, which considers more contextual information, which improves the effect of the algorithm \cite{47} proposed a similarity measure for learning variable-length character sequences, combining a bidirectional LSTM with the Siamese architecture to improve the recognition accuracy \cite{48} proposed a method that combines convolutional and recurrent neural networks to measure the semantic similarity of
sentences. Use CNN to consider local context and LSTM to consider global context. This combination of networks helps to preserve the relevant information of sentences and improves the calculation effect of the similarity between sentences. Reimers et al. [49] analyzed the defects of the traditional BERT network in the calculation of semantic text similarity. It needs to pass the two sentences to be compared into the model for calculation, and the calculation cost is too large, so they proposed Siamese-BERT. The network structure, the SBERT model is completed in only 5s, which brings a huge efficiency improvement. Li et al. [50] analyzed the results of BERT training vectors and found that the word vectors pre-trained by BERT have problems of anisotropy and low-frequency vocabulary sparse, and introduced the concept of BERT-flow. In STS12-16 and Better performance on SICK-R dataset.

The method based on the interaction model is an improvement on the twin network method. Because the network structure is more complex, the computational cost is relatively high. Gong et al. [51] proposed the DIIN model to vectorize the input text, and then introduce an attention mechanism to perform. Finally, the corresponding matrix is obtained through the interaction layer, the features are extracted by DenseNet [52], and the final similarity comparison result is obtained through the multi-layer perceptron (MLP). Kim et al. [53] proposed the DRCN model, which also used the attention mechanism and combined it with DenseNet to achieve better similarity analysis performance.

**Prediction of trends in the field of scientific and technological academic conferences**

Trend forecasting in the field of scientific and technological academic conferences can be abstracted into a time series forecasting problem. Time series forecasting is to predict the development trend of future data based on the laws between historical time series data. Common applications include stock forecasting, meteorological changes and so on. Time series forecasting methods are mainly divided into two categories: linear and nonlinear.

The structure of linear prediction method is relatively simple, and it is generally based on mathematical algorithms, such as autoregressive integral moving average prediction method [54], exponential smoothing method [55], etc.; such methods have low computational complexity and can achieve good results for short-term data, effect, but it will have great limitations in the face of long-distance prediction. Non-linear methods are mainly based on machine learning and deep learning. The methods based on machine learning include XGBoost, SVM, etc. The methods based on deep learning are mainly based on the variant LSTM of recurrent neural
network. Siami et al. compared the performance of ARIMA prediction method and LSTM network in financial prediction, and the experiments showed that LSTM can achieve better results; Siami et al. compared the performance of LSTM and BiLSTM in time series prediction in subsequent research. On the performance, experiments show. BiLSTM models provide better predictions. But it takes longer to converge. proposed a multi-resolution time series forecasting model RESTFul, developed a recurrent framework to encode temporal patterns at each resolution, and a convolutional fusion framework to model a combination of sequential patterns with different temporal resolutions. The interdependence between them has obtained a good prediction effect. divided the influencing factors into internal features and external features, which were jointly modeled by a multi-task RNN encoder. In the decoding stage, TADA utilizes two attention mechanisms to compensate for the unknown state of future influencers and adaptively aligns upcoming trends with relevant historical trends to ensure accurate sales forecasts. In addition, there are more innovative methods. Zhou et al. designed an improved model based on Transformer, named Informer, which solved the problem of high time and space complexity of Transformer and achieved good prediction results.

Science and technology academic conference knowledge graph and accurate portrait construction

The construction of knowledge graph forms a network structure through the association of different knowledge. Currently, it is widely used in search and knowledge question answering. Knowledge graph data storage needs the support of graph database. Neo4J is currently the most representative graph database implementation. It is implemented based on Java and Scala languages and provides enterprise and community editions. It is a high-performance non-relational graph database. Neo4J establishes relationships when creating nodes. At the same time, the bottom layer directly stores nodes and relationships in the data structure of graph, so it can be queried with constant time complexity when querying, which perfectly solves the problem of query speed. At the same time, as a graph database, it is also very good. It supports the ACID features of relational databases and provides a transaction mechanism. In terms of usage, Neo4J provides a friendly web interface and visual functions. In addition, it provides a query language Cypher, which is a declarative graph query language. Users can perform various operations on graph data without traversing the graph structure. Due to the above advantages, Neo4J is very suitable for representing a large number of networks of
scientific and technological data.

The knowledge graph of scientific and technological academic conferences belongs to the domain knowledge graph, and its construction method is different from the general domain knowledge graph\(^\text{62}\). Generally, there are bottom-up and top-down modes, or a combination of the two\(^\text{63}\). For structured data, text matching, regular expressions, etc. can be used for manual sorting; for unstructured data, deep learning methods are used to extract corresponding entities and relationships\(^\text{64}\).

There have been outstanding achievements in the construction of knowledge graphs. Reference\(^\text{65}\) introduces the representation learning of knowledge graphs and various technologies in detail. Bosselut et al.\(^\text{66}\) proposed a new method for generating context-related knowledge on demand using a generative neural commonsense model for zero-shot commonsense question answering tasks with improved performance. Ai et al.\(^\text{67}\) studied how to use knowledge bases to optimize the performance of recommender systems.

At present, the typical knowledge graphs in the field of science and technology are: OAG (open academic graph)\(^\text{68}\). It is a fusion of the academic knowledge graph developed by Microsoft and the Aminer platform developed by Tsinghua University, which provides researchers with functions such as academic paper search, scientific conference analysis, topic trend analysis, etc. At present, the number of academic documents reaches 100 million level; Acemap: an academic retrieval query system in the field of science and technology independently developed by Shanghai Jiaotong University, currently covering 100 million level papers and researchers, 10000 level journal conferences, etc., and supports dynamic network display, paper clustering\(^\text{69}\) and other functions;

The task of constructing portraits of scientific and technological academic conferences is to show the full picture of the detailed conference information as much as possible. For the constructed knowledge graph and portrait data, use visualization components to display them. Currently, FusionCharts and ECharts\(^\text{71}\) are commonly used, among which ECharts is a data visualization library developed based on the JavaScript language. It was open sourced by the Baidu team and donated to the Apache Foundation. It provides intuitive, interactive, and personalization such as line charts, scatter charts, maps, heat maps, and relationship charts. Customized charts can provide graphics and data information for users to analyze. For the interaction of the portrait system, it can be implemented in the form of a search engine. ElasticSearch is an open source search engine developed based on Lucene, referred to as ES. Lucene is an open source full-text retrieval toolkit. The implementation of full-text retrieval\(^\text{72}\) is to extract all the words in the retrieved documents, build an index for them, and quickly search for the target by
querying the index during retrieval. An inverted index can be established through Lucene. The index established by a traditional database such as MySQL is called a forward index. In the search engine scenario, each file corresponds to an ID. The forward index is to query the document through the document ID, and then traversing the word segmentation results of documents, getting documents containing keywords, and then scoring them back, the time complexity is very high. Lucene can reconstruct the forward index into an inverted index, that is, construct a word-document mapping, and construct a word-document Matrix, so that qualified documents can be quickly queried, and then scored and sorted [73].

The ecology of ElasticSearch is very complete. It is equipped with a visualization tool Kibana and a data collection and conversion tool Logstash. It can not only be applied to search engines, but also builds a log analysis system for another typical application. Logstash collects business system logs, stores them in ElasticSearch, and then it is displayed to operation and maintenance personnel for analysis through Kibana [74].

**Conclusion**

From the massive scientific and technological academic conferences, the construction of knowledge maps and accurate portraits is the mining and abstraction of the deep semantic information of scientific and technological academic conferences, so that researchers can more efficiently obtain effective information from the complex scientific and technological academic conferences and paper data; The system is built on the results of related research, which can display the content to users more intuitively. This paper introduces the theoretical basis and implementation plan including named entity recognition, semantic similarity calculation, trend prediction, graph database, search engine, etc. The form of portrait, more intuitive display
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