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Abstract

The notion of a Harish-Chandra bimodule, i.e. finitely generated $U(g)$-bimodule with locally finite adjoint action, was generalized to any filtered algebra in a work of Losev [Ivan Losev, Dimensions of irreducible modules over W-algebras and Goldie ranks, arXiv:1209.1083]. Similarly to the classical case we can define the notion of a unitarizable bimodule. We investigate a question when the regular bimodule, i.e. the algebra itself, for a deformation of Kleinian singularity of type $A$ is unitarizable. We obtain a partial classification of unitarizable regular bimodules.
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1 Introduction

We say that a $\mathbb{Z}_{\geq 0}$-filtered associative algebra $\mathcal{A}$ over $\mathbb{C}$ with unit is almost commutative if $\text{gr}\, \mathcal{A}$ is commutative. Let $\mathcal{A}$ be an almost commutative filtered algebra, $\tau$ be a linear antiinvolution of $\mathcal{A}$ that preserves the filtration. Fix $d > 0$ such that for all $i, j \geq 0$ we have $[\mathcal{A}_{\leq i}, \mathcal{A}_{\leq j}] \subset \mathcal{A}_{\leq i+j-d}$.

**Definition 1.1** ([L2], 6.1.2). Suppose that $M$ is a $\mathbb{Z}_{\geq 0}$-filtered $\mathcal{A}$-module. We say that $M$ is a Harish-Chandra $(\mathcal{A}, \tau)$-module if

1. $\text{gr}\, M$ is finitely generated over $\text{gr}\, \mathcal{A}$.

2. For every $a \in \mathcal{A}_{\leq i}$ with $\tau(a) = -a$ we have $aM_{\leq j} \subset M_{\leq i+j-d}$.

**Example 1.2.** Suppose that $\mathcal{B}$ is an almost commutative algebra, $\mathcal{A} = \mathcal{B} \otimes \mathcal{B}^{\text{opp}}$, $\tau(b_1 \otimes b_2) = b_2 \otimes b_1$. In this case a Harish-Chandra $(\mathcal{A}, \tau)$-module is called a Harish-Chandra $\mathcal{B}$-bimodule.

**Example 1.3.** We can link this definition to classical Harish-Chandra modules. Suppose that $\mathfrak{g}$ is a reductive Lie algebra, $\mathcal{A} = U(\mathfrak{g})$ with natural filtration. Suppose that $\tau$ is an antiinvolution of $\mathfrak{g}$, then $\mathfrak{k} = \mathfrak{g}^{-\tau}$ is a reductive subalgebra of $\mathfrak{g}$. From $\tau: \mathfrak{g} \to \mathfrak{g}$ we get $\tau: \mathcal{A} \to \mathcal{A}$. It is proved in [L2] that a Harish-Chandra $(\mathcal{A}, \tau)$-module is the same as a $(\mathfrak{g}, \mathfrak{k})$-module, which means finitely generated $\mathfrak{g}$-module with locally finite action of $\mathfrak{k}$.

We will work in the following setting:

**Definition 1.4.** Suppose that $\mathcal{A}$ is a graded algebra. We say that $(\mathcal{A}, \chi)$ is a filtered deformation of $\mathcal{A}$ if $\mathcal{A}$ is a filtered algebra and $\chi$ is an isomorphism $\text{gr}\, \mathcal{A} \to \mathcal{A}$.
Suppose that \( A \) is a graded Poisson algebra such that the Poisson bracket has degree \(-d\), \((A, \chi)\) is a filtered deformation of \( A \). Suppose that \([A_{\leq i}, A_{\leq j}] \subseteq A_{\leq i+j-d}\). From the commutator on \( A \) we get a Poisson bracket on \( \text{gr} \ A \).

**Definition 1.5.** If \( \chi \) sends the Poisson bracket on \( \text{gr} \ A \) to the Poisson bracket on \( A \) we say that \((A, \chi)\) is a quantization of \( A \).

We are interested in quantizations of Kleinian singularities. Suppose that \( \Gamma \) is a finite subgroup of \( \text{SL}(2, \mathbb{C}) \), \( A \) is a quantization of \( \mathbb{C}[u, v] \). In section 2 we will classify conjugacy classes of antiinvolutions of \( A \). We will be working with Harish-Chandra \((A, \tau)\)-modules and \( A \)-bimodules.

Our motivation for working with Harish-Chandra bimodules over deformations of Kleinian singularities is the connection between classical Harish-Chandra bimodules over \( U(g) \) and Harish-Chandra bimodules over deformations of Kleinian singularities given by restriction functors. Namely, let \( e, f, h \) be an \( \mathfrak{sl}_2 \)-triple in \( g \), \( S = e + \ker \text{ad} f \) be the Slodowy slice. We can attach to \( e \) an algebra \( W \), a certain filtered deformation of \( \mathbb{C}[S] \). In [L3] Losev constructed a restriction functor from the category of Harish-Chandra bimodules over \( U(g) \) to the category of \( Q \)-equivariant Harish-Chandra bimodules over \( W \), where \( Q \) is a centralizer of \{\( e, f, h \)\}. Suppose that the Dynkin diagram \( \Phi \) corresponding to the group \( G \) is simply laced. Let \( \Gamma \) be a finite subgroup of \( \text{SL}(2, \mathbb{C}) \) that corresponds to \( \Phi \). If we take \( e \) in the subregular orbit then the Slodowy slice \( S \) with the map \( S \to g / G \cong h / W \) is a universal deformation of \( \mathbb{C}[s, y]^{\Gamma} \).

Suppose that \( \tau \) is an antiinvolution of a reductive Lie algebra \( g \), \( \mathfrak{k} = g^{\tau} \) is the corresponding reductive subalgebra. Consider an \( \mathfrak{sl}_2 \)-triple \( e, f, h \) in \( g \) such that \( \tau e = e \), \( \tau f = f \), \( \tau h = -h \). A more general restriction functor constructed in [L3], 6.1.2 sends \((g, \mathfrak{k})\)-modules to \((W, \tau)\) Harish-Chandra modules, where \( \tau \) is antiinvolution of \( W \) induced from \( \tau \).

Now we move to our main object of study. Suppose that \( \tau \) commutes with the standard conjugation on \( g \). Then the composition of \(-\tau\) and the conjugation is an antilinear involution of \( g \). The space of fixed points of this antilinear involution is a real form \( g_{\mathbb{R}, \tau} \) of \( g \).

**Definition 1.6.** Suppose that \( V \) is a \((g, \mathfrak{k})\)-module. We say that \( V \) is unitarizable if there exists a positive definite Hermitian form on \( V \) such that \( g_{\mathbb{R}, \tau} \) acts by anti-Hermitian operators.

This definition generalizes to Harish-Chandra \((A, \tau)\)-modules.
Definition 1.7. Suppose that $\mathcal{A}$ is an almost commutative algebra, $\tau$ is an antiinvolution on $\mathcal{A}$, $r$ is an antilinear involution on $\mathcal{A}$ such that $r\tau = \tau r$, $V$ is a Harish-Chandra $(\mathcal{A},\tau)$-module. We say that $V$ is unitarizable if there exists a positive definite Hermitian inner product $(\cdot,\cdot)$ on $V$ such that $(au,v) = (u,r\tau(a)v)$ for all $a \in \mathcal{A}$, $u,v \in V$.

The restriction functor is expected to send unitarizable modules to unitarizable modules. This gives motivation for studying unitarizable Harish-Chandra $(\mathcal{A},\tau)$-modules and $\mathcal{A}$-bimodules.

Another motivation comes from physics: the question of unitarizability of regular bimodule for deformations of Kleinian singularities of type $A$ appears in paper [BPR] that discusses connections between deformation quantizations and three-dimensional superconformal field theories.

Remark 1.8. In our situation there are new feature compared to classical Harish-Chandra modules: Hermitian and unitary structure on a given irreducible Harish-Chandra module is not necessarily unique, see Remark 3.18. But they may depend on finitely many parameters. Also there exist unitarizable non-semisimple bimodules, see Remark 3.15.

Remark 1.9. Our situation is similar to [SA] that studies invariant Hermitian forms on representations of rational Cherednik algebras.

The article is organized as follows. We are working in the case $\Gamma = \mathbb{C}_n$: $\mathcal{A}$ is a deformation of $\mathbb{C}[x,y]^{\mathbb{C}_n} = \mathbb{C}[x^n,y^n,xy]$. In section 2 we classify antiinvolutions and antilinear involutions on $\mathcal{A}$ and study unitarizable $(\mathcal{A},\tau)$-modules for a certain $\tau$.

In section 3 we study irreducible unitarizable Harish-Chandra bimodules over $\mathcal{A}$. We first recall the classification of irreducible unitarizable bimodules in case $n = 2$. For $n > 2$ we restrict our attention to the regular bimodule.

Our main result is a partial classification of unitarizable regular bimodules in the case $\Gamma = \mathbb{C}_n$. Recall that quantizations of $\mathbb{C}[x,y]^{\mathbb{C}_n}$ are in one-to-one correspondence with polynomials $P(x)$ of degree $n$ with fixed leading coefficient: to $P(x)$ corresponds the algebra generated by $e, f, h$ with relations $[h,e] = 2e$, $[h,f] = -2f$, $ef = P(h - 1)$, $fe = P(h + 1)$.

When $P(x) \in \mathbb{R}[ix]$, there exists an antilinear involution $r$ on $\mathcal{A}$ such that $r(e) = -f$, $r(f) = -e$, $r(h) = -h$. When we replace $P$ with $\lambda P$ we get the same antilinear involution for $\lambda > 0$ but a different antilinear involution for $\lambda < 0$, so our answer will depend on the sign of leading coefficient of $i^n P$.

The result can be formulated as follows:
Theorem 1.10.  
1. Suppose that $P(x)$ has at least three roots $\alpha$ with multiplicities with $|\text{Re} \alpha| < 1$. Then the regular bimodule is unitarizable.

2. Suppose that $n = 2m$, $P(x)$ has leading coefficient $(-1)^m$. Then

(a) If $P(x)$ has a root $\alpha$ with $|\text{Re} \alpha| < 1$ then the regular bimodule is unitarizable.

(b) If for all roots $\alpha$ of $P(x)$ one has $|\text{Re} \alpha| > 1$ then the regular bimodule is not unitarizable.

Remark. This gives the complete answer for $P(x) = (-x^2)^m + \ldots$ that has no roots with real part 1.

Remark. In the case when $n$ is odd the number of roots $\alpha$ with $|\text{Re} \alpha| < 1$ is odd and $P(x)$ has a purely imaginary root. Hence if $P(x)$ has another root $\alpha$ with $|\text{Re} \alpha| < 1$ then the regular bimodule is unitarizable.

The proof of this theorem uses analytic lemmas that are stated and proved in appendix. After proving this theorem we give other proofs of unitarizability in certain cases.
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2 Harish-Chandra modules

2.1 Classification of antiinvolutions

Suppose that $A$ is a quantization of $A = \mathbb{C}[x, y]^{C_n}$. Let $s$ be an involution of $A$. Then $grs$ is an involution of $A$ that preserves the Poisson bracket. If $s$ is an antiinvolution then $grs$ changes sign of the Poisson bracket. If $s$ is an antilinear involution then $grs$ is an antilinear involution that preserves the Poisson bracket. In this case the composition of $s$ and the standard conjugation is an automorphism of $A$.

Lemma 2.1. Every homogeneous automorphism of $A$ is given by a homogeneous automorphism of $\mathbb{C}[x, y]$, i.e. $\text{Aut } A = N_{\text{GL}_2(\mathbb{C})}(C_n)/C_n$. 

Proof. Let $\phi$ be a homogeneous automorphism of $A = \mathbb{C}[e, f, h]/(ef - h^n)$. Suppose that $n > 2$. In this case $A_2 = \mathbb{C}h$. It follows that $\phi(h) = ah$ for some $a \in \mathbb{C}$, $a \neq 0$. Therefore $\phi(e)\phi(f) = a^nh^n$. Since $\phi(e), \phi(f) \in A_n$ it is easy to see that $\phi(e) = be$ or $\phi(e) = bf$ for some $b \in \mathbb{C}$. From this we deduce that $\phi$ is given by automorphism of $\mathbb{C}[x, y]$.

Suppose that $n = 2$. In this case $\phi$ is defined by $\phi|_{A_2}$. From $ef = h^2$ we deduce that $\phi \in O_3(\mathbb{C}) = GL_2(\mathbb{C})/C_2$, hence $\phi$ is given by automorphism of $\mathbb{C}[x, y]$. 

For $n > 2$ we have $N(C_n) = \{(a\ 0) \mid a, d \in \mathbb{C}\} \cup \{(0\ b) \mid b, c \in \mathbb{C}\}$.

Involutions of $A$ are given by elements of order 2 in $N(C_n)/C_n$. It is easy to see that they are given by $(ad)^{2n} = a^2d^2 = 1$ or $(bc)^n = (bc)^2 = 1$. Denote $e^{\frac{n}{2}}$ by $\varepsilon$. We get the following elements:

1. id. The identity automorphism lifts to the identity automorphism, so we do not consider it below.

2. $\begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$. We get the involution $e \mapsto e$, $f \mapsto (-1)^nf$, $h \mapsto -h$.

3. $\begin{pmatrix} \varepsilon & 0 \\ 0 & s\varepsilon^{-1} \end{pmatrix}$, where $s = \pm1$. We get the involution $e \mapsto -e$, $f \mapsto -s^nf$, $h \mapsto sh$.

4. $\begin{pmatrix} 0 & b \\ \pm b^{-1} & 0 \end{pmatrix}$, $b \in \mathbb{C}$. In case $n$ is odd we have $\pm b^{-1} = b^{-1}$. Since every quantization has an automorphism corresponding to $\begin{pmatrix} a & 0 \\ 0 & a^{-1} \end{pmatrix}$ we can consider these elements up to conjugation. So we have two matrices $\begin{pmatrix} 0 & 1 \\ s & 0 \end{pmatrix}$, $s = \pm1$ and $s = 1$ in case $n$ is odd. We get the involution $e \mapsto f$, $f \mapsto s^ne = e$, $h \mapsto sh$.

Suppose that $\tau_0$ is one of these involutions. Suppose that $\mathcal{A}$ has an involution or antiinvolution $\tau$ such that $gr\tau = \tau_0$. It is not hard to see that in this case we can choose generators $e, f, h$ of $\mathcal{A}$ such that $\tau$ acts on $\text{Span}(e, f, h)$ as $\tau_0$. Hence we can say when $\tau_0$ lifts to $\tau$:

1. The involution $e \mapsto e$, $f \mapsto (-1)^nf$, $h \mapsto -h$ lifts to an antiinvolution when $P(x - 1) = (-1)^nP(1 - x)$, in other words $P(x) = (-1)^nP(-x)$.
2. The involution $e \mapsto -e$, $f \mapsto -s^n f$, $h \mapsto sh$ lifts to an involution in case $s = 1$ for all $A$ and lifts to an antiinvolution in case $s = -1$, when $(-1)^n P(x) = P(-x)$.

3. The involution $e \mapsto f$, $f \mapsto e$, $h \mapsto sh$ lifts to an antiinvolution in case $s = 1$ for all quantizations and lifts to an involution in case $s = -1$, $n$ even, when $P(x) = P(-x)$.

Whenever $P(x) = (-1)^n P(-x)$ denote by $\tau$ an antiinvolution $e \mapsto e$, $f \mapsto (-1)^n f$, $h \mapsto -h$.

Arguing similarly we see that real forms are classified by elements of $N_{\text{SL}(2)}(\Gamma)/\Gamma$ up to $A \sim B^{-1} \overline{AB}$, $B \in N_{\text{SL}(2)}(\Gamma)$. If $B \in H = \left\{ \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix} \mid ad = 1 \right\}$

then this equivalence lifts to equivalence in quantization. Thus the lift when it exists is unique.

Recall that $A = \begin{pmatrix} a & 0 \\ 0 & d \end{pmatrix}$ or $A = \begin{pmatrix} 0 & b \\ c & 0 \end{pmatrix}$.

In the first case we have $a \overline{a} = d \overline{d} = ad = 1$. It is easy to see that all such matrices are equivalent by elements of $H$. In the second case we have $(b \overline{c})^n = -bc = 1$. It is easy to see that all such matrices are equivalent by elements of $H$.

So we have two antilinear involutions of $A$ up to a conjugation. The first is the standard complex conjugation. The second is $e \mapsto -f$, $f \mapsto -e$, $h \mapsto -h$ when $n$ is even, $e \mapsto i^n f$, $f \mapsto i^n e$, $h \mapsto -h$ when is $n$ odd. Denote this involution by $r$. In the case when $n$ is even $r$ lifts to an antilinear involution when $\overline{P}(-x) = P(x)$.

In case when $n$ is even and $P(x) = P(x) \in \mathbb{R}[x]$ we have $r \tau = \tau r$. In this case $r \tau$ sends $h$ to $h$, $e$ to $-f$, $f$ to $-e$. In case when $n$ is odd we have $r \tau \neq \tau r$. So we will classify unitarizable irreducible modules in case when $n$ is even.

2.2 Classification of unitarizable irreducible Harish-Chandra modules

Theorem 2.2. In the case when $n$ is even irreducible Harish-Chandra $(\mathcal{A}, \tau)$-modules are in one-to-one correspondence with arithmetic progressions with
difference that start at a root of $P + 1$ or $-\infty$ and end at root of $P - 1$ or $\infty$. In the case when $n$ is odd irreducible Harish-Chandra $(A, \tau)$-modules are in one-to-one correspondence with arithmetic progressions with difference $n$ that start at a root of $P$ plus $1$ and end at root of $P$ minus $1$ or $\infty$. Namely, the arithmetic progression is the set of weights of $V$.

Proof. From the definitions and the equality $\tau h = -h$ we see that $h$ acts locally finitely on any Harish-Chandra $(A, \tau)$-module. Suppose that $V$ is an irreducible Harish-Chandra $(A, \tau)$-module. Let $v \in V$ be an eigenvector of $h$: $hv = \lambda_0 v$. It is easy to see that $\sum_{k \geq 0} (C e^k v + C f^k v)$ is a submodule of $V$. Hence $V = \oplus_{a \leq k \leq b} V_{\lambda_0 + kn}$, where $a, b \in \mathbb{Z} N \cup \pm \infty$. $V_{\lambda}$ is a one-dimensional eigenspace $h$. Suppose that $a \neq -\infty$, $v \in V_{\lambda_0 + an}$. Then $fv = 0$, hence $P(h - 1)v = erfv = 0$. We deduce that $P(\lambda_0 + an - 1) = 0$. If $b \neq \infty$ we similarly have $P(\lambda_0 + bn + 1) = 0$. So the set of weights of $V$ is an arithmetic progression that begins at a root of $P$ plus $1$ or $-\infty$ and ends at a root of $P$ minus $1$ or $\infty$. On the other hand from such arithmetic progression we get $V$ in a straightforward way and define $V_{\leq k} = \oplus_{|\lambda - \lambda_0| \leq k} V_{\lambda}$. Thus $V$ becomes a filtered module that satisfies the definition of a Harish-Chandra module in the case when $n$ is even.

When $n$ is odd we have $\tau(f) = -f$. Suppose that $V$ is a Harish-Chandra $(A, \tau)$-module. Then $f, h \in \text{gr} A$ act on $\text{gr} V$ as zero. It follows that $\text{gr} V$ is a finitely generated $\mathbb{C}[e]$-module. Therefore the set of weights of $V$ is bounded below. On the other hand if the set of weights of $V$ is bounded below we define $V_{\leq k} = \oplus_{\lambda \leq k} V_{\lambda}$. With this filtration $V$ satisfies the definition of a Harish-Chandra module. We deduce the theorem. \qed

Now we turn to the question when the irreducible module $V$ with the set of weights $\Lambda$ is unitarizable. We assume that $n$ is even. When both $r$ and $\tau$ are defined we get $P(x) = Q(-x) = \overline{P(x)}$, hence $P(x) \in \mathbb{R}[x]$. Theorem 2.3. Suppose that $V$ is an irreducible Harish-Chandra $(A, \tau)$-module. Then $V$ is unitarizable if and only if

1. $\Lambda \subset \mathbb{R}$.

Let $\lambda_m$ be the smallest element of $\Lambda$ if it exists. Denote by $\Lambda'$ the set $\Lambda \setminus \{\lambda_m\}$, otherwise (if $\Lambda$ is not bounded below) $\Lambda' = \Lambda$.

2. $P(\lambda - 1) < 0$ for all $\lambda \in \Lambda'$. 
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Proof. A form $(\cdot, \cdot)$ is invariant if and only if $(u, hv) = (hu, v)$ and $(u, ev) = -(fu, v)$ for all $u, v \in V$. The first condition tells us that $\Lambda \subset \mathbb{R}$. The second condition can be checked for $u \in V_\lambda, v \in V_{\lambda-2}, \lambda \in \Lambda'$. Since $V_\lambda$ is one-dimensional we can assume that $v = fu$. We get $(u, efu) = -(fu, fu)$. So $(u, u) = \frac{1}{p(\lambda-1)}(fu, fu)$ for all $u \in V_\lambda, \lambda \in \Lambda'$. This defines $(\cdot, \cdot)$ uniquely. This form is positive definite if and only if $P(\lambda - 1) < 0$ for all $\lambda \in \Lambda'$. We deduce the theorem.

Example. Suppose that $n = 2$. There are several cases.

1. Suppose that $P$ has two conjugate complex roots. If the leading coefficient of $P$ is negative then unitarizable irreducible Harish-Chandra modules are in one-to-one correspondence with elements of $\mathbb{R}/2\mathbb{Z}$. In the other case there are no unitarizable irreducible Harish-Chandra modules.

2. Suppose that $P$ has two real roots $\alpha \leq \beta$.

   (a) Suppose that the leading coefficient of $P$ is positive. If $\beta - \alpha$ is an even positive integer then there is one unitarizable irreducible $(\mathcal{A}, \tau)$-module, a finite-dimensional module. In the other case there are no unitarizable irreducible $(\mathcal{A}, \tau)$-modules.

   (b) Suppose that the leading coefficient of $P$ is negative. In this case we always have two unitarizable irreducible $(\mathcal{A}, \tau)$-modules: one corresponds to $\Lambda = \alpha + 1 - 2\mathbb{Z}_{>0}$, the other corresponds to $\beta + 1 + 2\mathbb{Z}_{\geq0}$. In case $\beta - \alpha < 2$ there are unitarizable irreducible modules that correspond to arithmetic progressions $\Lambda \subset \mathbb{R}/2\mathbb{Z}$ that do not intersect $[\alpha + 1, \beta + 1]$. Finite-dimensional module is unitarizable only when it is one-dimensional.

A classical construction of Harish-Chandra connects unitarizable irreducible Harish-Chandra modules and unitary representations of groups $\text{SL}(2, \mathbb{R})$ and $\text{SU}(2, \mathbb{C})$. More precisely, there is a one-to-one correspondence between

1. Unitarizable irreducible Harish-Chandra modules with integral weights for all $P = (\lambda + 1)^2 - x^2$, where $(\lambda + 1)^2 \in \mathbb{R}$.

2. Unitary representations of $\text{SL}(2, \mathbb{R})$.
Similarly for $P = (\lambda + 1)^2 + x^2$ and unitary representations $\text{SU}(2, \mathbb{C})$.

Looking at classification of irreducible Harish-Chandra modules for $P$ with positive leading coefficient we recover classification of irreducible unitary representations of $\text{SU}(2, \mathbb{C})$: there exists a unique irreducible unitary representations of given finite dimension.

Looking at classification of irreducible Harish-Chandra modules for $P$ with negative leading coefficient we recover Bargmann classification. When $(\lambda + 1)^2 < 0$ $P$ has two different complex conjugate roots and we get two integrable unitarizable modules: one with even weights and one with odd weights. They correspond to principal series representations of $\text{SL}(2, \mathbb{C})$. When $\lambda = -1$ $P$ has a root with multiplicity two and we get three integrable unitarizable modules. One of them corresponds to principal series representation of $\text{SL}(2, \mathbb{C})$, other two correspond to limit of discrete series representations. When $-1 < \lambda < 0$ then $P$ has two roots $\alpha < \beta < \alpha + 2$ and we get an integrable unitarizable module corresponding to complementary series representation. When $\lambda \in \mathbb{Z}$ we have $\alpha, \beta \in \mathbb{Z}$ and we get two integrable unitarizable modules corresponding to discrete series representations. The trivial module corresponds to the trivial representation.

## 3 Harish-Chandra bimodules

### 3.1 Case of $\mathfrak{sl}_2$

**Connection to unitary representations of $\text{SL}(2, \mathbb{C})$.** We write the classification of irreducible Harish-Chandra bimodules in case $n = 2$ for reader’s convenience.

Consider an infinite-dimensional irreducible unitary representation $V$ of $\text{SL}(2, \mathbb{C})$ considered as a real group. Such representations are in one-to-one correspondence with irreducible unitary $(\mathfrak{sl}(2, \mathbb{C}), \text{SU}(2))$-modules $V$, in other words $\mathfrak{sl}(2, \mathbb{C})$-modules such that $\mathfrak{su}_2$ acts locally finitely with a positive definite Hermitian form $(\cdot, \cdot)$ such that for any $x \in \mathfrak{sl}(2, \mathbb{C}), u, v \in V$ we have $(xu, v) + (u, xv) = 0$.

The lie algebra $\mathfrak{sl}_2$ is a real form of $\mathfrak{sl}_2 \times \mathfrak{sl}_2^{op}$ corresponding to the antilinear involution $(a, b) \mapsto (b^*, a^*)$. This allows us to introduce a $\mathbb{C}$-linear action of $\mathfrak{sl}_2 \times \mathfrak{sl}_2^{op}$ on $V$:

$$(a, b).v = \frac{1}{2}((a + b^*, b + a^*) + (a - b^*, b - a^*)).v = \frac{1}{2}((a + b^*)v - i(ia - ib^*)v).$$
We see that the elements \((a, -a)\) act locally finitely. The condition on \((\cdot, \cdot)\) is as follows:

\[
2((a, b).u, v) = ((a + b^*\! u, v) - i((ia - ib^*)u, v) = \\
-((a + b^*\! u - i(u, (ia - ib^*)v) = (u, (-a - b^*)v + i(ia - ib^*)v) = 2(u, (-b^*, -a^*)v).
\]

It follows that \(V\) is an \(\mathfrak{sl}_2\)-bimodule such that the adjoint action is locally finite and \((au, v) = -((u, va^*)\), \((ub, v) = -(u, b^*v)\). Using the example \[1.3\] from the introduction we see that this is the same as a Harish-Chandra \(U(\mathfrak{sl}_2)\)-bimodule. Rewrite the conditions on \((\cdot, \cdot)\) in terms of generators:

\[
(eu, v) = -(u, vf) \quad (ue, v) = -(u, fv) \\
(hu, v) = -(u, vh) \quad (uh, v) = -(u, hv) \\
(fu, v) = -(u, ve) \quad (uf, v) = -(u, ev).
\]

It is easy to see that this is equivalent to the following:

\[
([e, u], v) = (u, [f, v]) \quad ([h, u], v) = (u, [h, v]) \quad ([f, u], v) = (u, [e, v])
\]

(1) \[e, u], v = (u, -vf) \]

(2)

This gives a motivation for our choice of \(\tau: \mathcal{A} \to \mathcal{A}: \tau(e) = -f, \tau(f) = -e, \tau(h) = -h\).

Suppose that \(\mathcal{A}\) is a noncommutative deformation of \(\mathbb{C}[x, y]^{C_2}\), this is the same as a central reduction of \(U(\mathfrak{sl}_2): \mathcal{A} = U(\mathfrak{sl}_2)/(ef + fe + \frac{h^2}{2} - \frac{\lambda^2}{2} - \lambda)\). We assume that \(-\frac{\lambda^2}{2} - \lambda \in \mathbb{R}\), this is the same as \((\lambda + 1)^2 \in \mathbb{R}\). In this subsection we classify unitarizable irreducible Harish-Chandra \(\mathcal{A}\)-bimodules.

Classification of irreducible Harish-Chandra \(\mathcal{A}\)-bimodules is a known result \([BC]\):

1. \(\lambda \in \mathbb{Z} \setminus \{-1\}\). Since \(\lambda\) and \(-2 - \lambda\) give the same deformation we can assume that \(\lambda \geq 0\). In this case \(\mathcal{A}\) has a finite-dimensional representation \(V\), \(\dim V = \lambda + 1\). Denote by \(I\) the annihilator of \(V\). There are two irreducible Harish-Chandra bimodules: \(I, \text{End}(V)\).
2. $\lambda \in \mathbb{Z}+\frac{1}{2}$. In the case $\lambda = -\frac{1}{2}$ the algebra $\mathcal{A}$ is an invariant subalgebra of the Weyl algebra under the natural action of $C_2$. We have two irreducible Harish-Chandra bimodules: $\mathcal{A}$ and the second isotypic component of the action of $C_2$. In the other cases we get an equivalent category, so it also contains two irreducible bimodules.

3. In all other cases there is one irreducible Harish-Chandra bimodule, $\mathcal{A}$.

First we consider the relations

$$([e,u], v) = (u, [f, v]); \quad ([h,u], v) = (u, [h, v]); \quad ([f,u], v) = (u, [e, v]).$$

Since the adjoint action of $\mathfrak{sl}_2$ on $V$ is locally finite, $V$ is a direct sum of irreducible $\mathfrak{sl}_2$-modules. It is not hard to see that for an irreducible bimodule $V$ all irreducible $\mathfrak{sl}_2$-modules are distinct.

Suppose that $V_k$ is an irreducible $\mathfrak{sl}_2$-submodule of highest weight $k$, $U_k$ is obtained from $V_k$ using the automorphism of $\mathfrak{sl}_2$ that sends $e, f, h$ to $-f, -e, -h$ respectively. Then $(\cdot, \cdot)$ gives an invariant sesquilinear pairing between $V_k$ and $U_k$. Since $U_k, V_k$ are isomorphic irreducible modules, this form is unique up to a scalar. There exists a positive definite invariant Hermitian form on $V_1$, hence there exists a positive definite invariant Hermitian form on $V_k = S^k V_1$ for all $k \geq 0$.

A similar argument shows that $V_k$ is orthogonal to $U_l$ when $k \neq l$.

We are left with the condition

$$(eu, v) = (u, -vf).$$

(3)

It follows from Proposition 4.1 below that there exists a unique up to a scalar invariant Hermitian form on $V$. It remains to check when this form is positive.

**Theorem 3.1.** The following bimodules are unitarizable:

1. $\mathbb{C}$ for $\lambda = 0$.
2. The regular bimodule for $\lambda$ such that $(\lambda + 1)^2 < 1$.
3. The annihilator of the finite-dimensional representation in the case $\lambda \in \mathbb{Z}_{\geq 0}$. 
4. Non regular irreducible bimodule in the case \( \lambda \in \frac{1}{2} + \mathbb{Z} \).

**Proof.** Denote an irreducible bimodule by \( M \).

To check that the form \((\cdot, \cdot)\) is positive it is enough to check that \((\cdot, \cdot)|_{V_i}^{\dagger}\) and \((\cdot, \cdot)|_{V_i+2}\) have the same sign. We are going to find an equality of the form \((eu, eu) = a(u, u)\). Let \( u \) be a highest weight vector of \( V_i \). If \( eu = 0 \) then it is not hard to see that \( \oplus_{m \leq i} V_m \) is a subrepresentation. Since \( V \) is irreducible \( V_{i+2} \) does not occur in \( V \). So we can assume that \( eu \neq 0 \). Hence it is a highest weight vector of \( V_{i+2} \). Denote \( l = 2k \).

**Lemma.** We have

\[
(eu, eu) = \frac{k+1}{4k+6}((k+1)^2 - (\lambda+1)^2)(u, u).
\]

**Proof.** Let us compute projections of \( hu \) on \( V_i, V_{i+2} \). This is equivalent to expressing \( hu \) as a linear combination of \( u \) and \([f, eu]\).

We have \([f, eu] = -hu + e[f, u] = -hu + [ef, u]\). The term \([ef, u]\) equals to

\[
[ef, u] = [-\frac{h^2}{4} + \frac{h}{2}, u] = k(-\frac{1}{2}(hu + uh) + u) = k(-hu + (k+1)u).
\]

Hence \([f, eu] = -(k+1)hu + k(k+1)u\). It follows that \( hu = -\frac{1}{k+1}[f, eu] + ku \). In particular,

\[
(u, hu) = k(u, u).
\]

We have \([e, [f, eu]] = [e, [f, eu]] + [f, [e, eu]] = [h, eu] = (2k+2)eu\). Hence

\[
(hu, [f, eu]) = -\frac{1}{k+1}([f, eu], [f, eu]) = -\frac{1}{k+1}([e, [f, eu]], eu) = -2(eu, eu).
\]

On the other hand

\[
(hu, [f, eu]) = -(u, h[f, eu]) = -(u, h(-h^2u + k(k+1)u)) = (u, (k+1)h^2u - k(k+1)hu).
\]

We have \(2fe = -\frac{h^2}{2} + \lambda^2 + \lambda\). It follows that

\[
(k+1)h^2 - k(k+1)h = -4(k+1)fe - (k+2)(k+1)h + (k+1)(\lambda^2 + 2\lambda).
\]
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Continuing (6) and using (4) we have

\[
(u, (k+1)^2u - k(k+1)u) = (u, -4(k+1)fe - (k+2)(k+1)hu + (k+1)(\lambda^2 + 2\lambda)u) =
-4(k+1)(u, feu) - (k+1)(k+2)(u, hu) + (k+1)(\lambda^2 + 2\lambda)(u, u) =
4(k+1)(ue, eu) - (k+1)(k+2)k(u, u) + (k+1)(\lambda^2 + 2\lambda)(u, u) =
4(k+1)(eu, eu) + (k+1)((\lambda + 1)^2 - (k+1)^2)(u, u).
\]

It follows that

\[
(hu, [f, eu]) = 4(k+1)(eu, eu) + (k+1)((\lambda + 1)^2 - (k+1)^2)(u, u).
\]

Comparing with (5) we have

\[-2(eu, eu) = 4(k+1)(eu, eu) + (k+1)((\lambda + 1)^2 - (k+1)^2)(u, u).
\]

Hence

\[
(eu, eu) = \frac{k+1}{4k+6}((k+1)^2 - (\lambda + 1)^2)(u, u).
\]

Let \( V_l \subset M \) be an irreducible \( \mathfrak{sl}_2 \)-submodule with the minimal highest weight. There are two cases:

1. \( eu = 0 \). As we saw in this case \( M = \bigoplus_{m \leq l} V_l \), hence \( M = V_l \). It is easy to deduce that \( M = \mathbb{C} \). This is a unitarizable bimodule.

2. \( eu \neq 0 \). Let \( 2k = l \). If \( M \) is unitarizable then \((k+1)^2 - (\lambda + 1)^2 > 0 \). On the other hand if \((k+1)^2 - (\lambda + 1)^2 > 0 \) then for all \( V_m \subset M \) we have \( m \geq l \), \((k_1 + 1)^2 - (\lambda + 1)^2 \geq (k+1)^2 - (\lambda + 1)^2 > 0 \) where \( 2k_1 = m \).

In case \( \lambda \notin \mathbb{R} \) we deduce that \( M \) is unitarizable. Suppose that \( \lambda \in \mathbb{R} \).

Assume that \( \lambda \geq -1 \). We deduce that \( M \) is unitarizable if and only if for the minimal highest weight \( l \) we have \( l > 2\lambda \). It is not hard to see that for the annihilator of the finite-dimensional representation in case \( \lambda \in \mathbb{Z}_{\geq 0} \) and the second bimodule in case \( \lambda \in \frac{1}{2} + \mathbb{Z} \) we have \( l = 2\lambda + 2 \).

There remain two cases: \( M = \mathcal{A} \) and \( M \) finite dimensional. In these cases \( l = 0 \). So unitarizability is equivalent to \(-1 \leq \lambda < 0 \). For these \( \lambda \) \( \mathcal{A} \) is irreducible and has no finite-dimensional representations.

\[\square\]
These unitarizable bimodules correspond to irreducible unitary representations of $\text{SL}(2, \mathbb{C})$ as follows. The regular bimodule for $\lambda = -1$, the annihilator of the finite-dimensional representation for $\lambda \in \mathbb{Z}_{\geq 0}$ and non-regular irreducible bimodule in the case $\lambda \in \frac{1}{2} + \mathbb{Z}$ correspond to the principal series representations. The regular bimodule for $-1 < \lambda < 0$ corresponds to the complementary series representations. See [1a], for example.

Other unitary representations correspond to $\mathcal{A}_\lambda^{-}\mathcal{A}_\lambda$ bimodules for $(\lambda+1)^2$ complex.

### 3.1.1 The case of the Weyl algebra

We will need the definition of a twisted trace.

**Definition 3.2.** Suppose that $A$ is an algebra over $\mathbb{C}$, $g: A \to A$ is an automorphism. We say that a linear map $T: A \to \mathbb{C}$ is a $g$-twisted trace if $T(ab) = T(bg(a))$ for all $a, b \in A$.

Let $s: A \to A$ be the map $sx = -x$, $sy = -y$.

The Weyl algebra $A = \mathbb{C}(x,y)/(xy - yx - 1)$ has no nonzero traces, but has a nonzero $s$-twisted trace. Consider the antilinear automorphism $r: A \to A : x \mapsto y$, $y \mapsto -x$. We have $r^2 = s$. We get an antilinear involution on $A \otimes A$: $a \otimes b \mapsto r^{-1}(b) \otimes r(a)$. So we can ask if $A$ has an invariant positive definite form.

We see that $A^{C_2}$ is generated by $e = \frac{1}{2}x^2, h = -\frac{xy+yx}{2}, f = -\frac{1}{2}y^2$. This is a deformation of $\mathbb{C}[x, y]^{C_2}$ with parameter $\lambda = -\frac{1}{2}$. We have $re = -f$, $rf = -e$, $rh = -h$. This is the real form that we considered in the case of $\mathfrak{sl}_2$. Using the results for this case we see that both $A^{C_2}$ and the second isotypic component $M$ have an $A^{C_2}$-invariant positive definite form. We get a form $(\cdot, \cdot)$ on $A$ such that $(x, x) = \frac{1}{2}(1, 1)$, $M \perp A^{C_2}$, $(\cdot, \cdot)$ restricted to $M$ or $A^{C_2}$ is an $A^{C_2}$-invariant positive definite form.

It remains to check that $(au, v) = (u, vr(a))$, $(ua, v) = (u, r^{-1}(a)v)$ for all $a, u, v \in A$.

Denote by $T$ the $s$-twisted trace on $A$ such that $T(1) = 1$. It is enough to check that $(u, v) = T(ur(v))$ for all $u, v \in A$. For $u, v$ in different isotypic components this is clear. For $u, v \in A^{C_2}$ we have $(u, v) = (ur(v), 1) = T'(ur(v))$, where $T'$ is an invariant trace on $A^{C_2}$ such that $T'(1) = 1$. Such trace is unique, hence $T' = T|_{A^{C_2}}$. It follows that $(u, v) = T(ur(v))$.

For $u, v \in M$ we have $u = ax$ or $u = ay$. Assume that $u = ax$. Hence $(u, v) = (ax, v) = (x, vr(a))$. We have $vr(a) = ax + t$, where $\alpha \in \mathbb{C}$,
$t \in \mathbb{C}y + \bigoplus_{k=0}^{\infty} V_{2k+1}$, $V_i$ is an irreducible sl$_2$-module of highest weight $i$. Since both $(\cdot, \cdot)$ and $T$ are sl$_2$-invariant we get $(x, vr(a)) = \frac{a}{T}, T(ur(v)) = T(axr(v)) = T(\alpha xy) = \frac{a}{2}$.

Hence $(\cdot, \cdot)$ is $A$-invariant and positive definite.

### 3.2 Invariant Hermitian forms on the regular bimodule

In $A$ we have $[h, e] = 2e, [h, f] = -2f, ef = P(h - 1), fe = P(h + 1)$.

In the case $P(x) \in \mathbb{R}[ix]$ we have an antilinear involution $e \mapsto -f, f \mapsto -e, h \mapsto -h$. Denote by $\pi$ the image of $a \in A$ under this antilinear involution. The form $(\cdot, \cdot)$ is invariant if and only if

\[
\begin{align*}
(eu, v) = -(u, vf) & \quad (ue, v) = -(u, f v) \\
(hu, v) = -(u, vh) & \quad (uh, v) = -(u, hv) \\
(fu, v) = -(u, ve) & \quad (uf, v) = -(u, ev)
\end{align*}
\]

for all $u, v \in A$.

Since $(\cdot, \cdot)$ is Hermitian it is enough to consider the first three equalities:

\[
\begin{align*}
(eu, v) = -(u, vf) \\
(hu, v) = -(u, vh) \\
(fu, v) = -(u, ve)
\end{align*}
\]

Since $(\cdot, \cdot)$ is invariant with respect to ad $h$ we see that weight spaces of ad $h$ in $A$ of different weight are orthogonal with respect to $(\cdot, \cdot)$.

We have $A_{2k} = \{ S(h)e^k \mid S(x) \in \mathbb{C}[x] \}$ for $k \geq 0$ and $A_{2k} = \{ S(h)f^k \mid S(x) \in \mathbb{C}[x] \}$ for $k \leq 0$.

It is obvious that $S(h)e^k = e^k S(h+2k), S(h)f^k = f^k S(h-2k)$.

The following proposition is proved in a straightforward way.

**Proposition.** Invariant Hermitian forms on $A$ are in one-to-one correspondence with traces on $A$. The correspondence is as follows: from $(\cdot, \cdot)$ we get $T(a) = (a, 1)$, from $T$ we get $(a, b) = T(ab)$.

Let us classify traces on $A$. It is enough to check the condition $T(ab) = T(ba)$ when $a$ equals to $e, f$ or $h$. The equality $T(hb) = T(bh)$ says that $T$ is supported on $A_0$. 
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It follows that is enough to check the equality $T(e^b) = T(be)$ for $b \in \mathcal{A}_{-2}$. In this case $b = fS(h - 1)$. We have

$$T(e^b) = T(e^f S(h - 1)) = T(P(h - 1) S(h - 1)),$$

$$T(be) = T(f S(h - 1)e) = T(f e S(h + 1)) = T(P(h + 1) S(h + 1)).$$

Similarly it is enough to check the equality $T(fb) = T(fb)$ for $b \in \mathcal{A}_2$. In this case $b = e S(h + 1)$. We have $T(fb) = T(e S(h + 1)) = T(P(h + 1) S(h + 1))$. We also have $T(fb) = T(e S(h + 1)f) = T(e f S(h - 1)) = T(P(h - 1) S(h - 1))$.

So we have proved the following proposition:

**Proposition 3.3.** $T \colon \mathcal{A} \to \mathbb{C}$ is a trace on $\mathcal{A}$ if and only if

1. $T$ is supported on $\mathcal{A}_0$.
2. $T(S(h - 1) P(h - 1)) = T(S(h + 1) P(h + 1))$ for all $S \in \mathbb{C}[x]$.

Therefore the space of traces

$$(\mathbb{C}[x]/\{S(x + 1) P(x + 1) - S(x - 1) P(x - 1) \mid S \in \mathbb{C}[x]\})^*$$

has dimension $n - 1$.

**Remark 3.4.** If $g$ is a filtration-preserving automorphism of $\mathcal{A}$ then we can consider a $g$-twisted trace: linear map $T : \mathcal{A} \to \mathbb{C}$ such that $T(ab) = T(bg(a))$ for all $a, b \in \mathcal{A}$. We plan to discuss $g$-twisted traces on $\mathcal{A}$ in more details in the joint paper with Pavel Etingof, Douglas Stryker and Eric Rains.

Let $\mathcal{A}_\mathbb{R} = \{ a \in \mathcal{A} \mid a = \overline{a} \}$. We have $\mathcal{A}_\mathbb{R} \cap \mathcal{A}_0 = \mathbb{R}[ih]$. It is easy to prove that $(\cdot, \cdot)$ is Hermitian if and only if $T$ is real on $\mathbb{R}[ih]$.

From now on we suppose that $T$ is real on $\mathbb{R}[ih]$.

Suppose that $a \in \mathbb{R}$. Denote $\text{Re}_a S(x) = \frac{1}{2}(S(x) + S(2a - x))$, $\text{Im}_a S(x) = \frac{1}{2i}(S(x) - S(2a - x))$. The polynomial $\text{Re}_a S(x)$ is the unique polynomial such that $\text{Re}_a S(x) = \text{Re}(S(x))$ when $\text{Im} x = a$. Similarly, $\text{Im}_a S(x)$ is the unique polynomial such that $\text{Im}_a S(x) = \text{Im}(S(x))$ when $\text{Im} x = a$. It follows that $P(x) = \text{Re}_0 P(x)$.

**Lemma 3.5.** Suppose that $\phi : \mathbb{C}[x] \to \mathbb{C}$ is a linear map such that $\phi_{[\mathbb{R}[ix]]}$ is real. Then $\phi$ is zero on $\{S(x + 1) P(x + 1) - S(x - 1) P(x - 1) \mid S(x) \in \mathbb{C}[x]\}$ if and only if $\phi$ is zero on $\{S(x + 1) P(x + 1) - S(x - 1) P(x - 1) \mid \text{Re}_0 S(x) = 0\}$. Moreover, when $\text{Re}_0 S(x) = 0$ we have $S(x + 1) P(x + 1) - S(x - 1) P(x - 1) = -2 \text{Re}_0 (S(x - 1) P(x - 1))$. 1
Proof. Let $M$ be any subset of $\mathbb{C}[x]$. Since $\phi|_{\mathbb{R}[ix]}$ is real, $\phi(M) = \{0\}$ if and only if $\phi(\text{Re}_0 M \cup \text{Im}_0 M) = \{0\}$. It is easy to see that for

$$M = \{S(x+1)P(x+1) - S(x-1)P(x-1) \mid S(x) \in \mathbb{C}[x]\}$$

we have

$$\text{Re}_0 M \cup \text{Im}_0 M = \{S(x+1)P(x+1) - S(x-1)P(x-1) \mid \text{Re}_0 S(x) = 0\}.$$ 

The second statement is straightforward. \qed

Denote by $L$ the space $\mathbb{R}[ix]/\{\text{Re}_0(S(x-1)P(x-1)) \mid \text{Re}_0 S(x) = 0\}$.

**Corollary.** Invariant Hermitian forms on $\mathcal{A}$ are in one-to-one correspondence with linear maps $f : L \to \mathbb{R}$.

Denote by $C_0$ the convex cone in $\mathbb{R}[ix]$ generated by $a\overline{a} \in \mathcal{A}_0 \cap \mathcal{A}_\text{Re}$, where $a$ is a nonzero homogeneous element of $\mathcal{A}$. Denote by $C$ the image of $C_0$ in $L$. The following proposition is straightforward.

**Proposition.** The form $(\cdot, \cdot)$ is positive definite if and only if $f(C) \subset \mathbb{R}_{>0}$. The form $(\cdot, \cdot)$ is positive semidefinite if $f(C) \subset \mathbb{R}_{\geq0}$.

**Corollary 3.6.** 1. There exists a nonzero positive semidefinite invariant form on $\mathcal{A}$ if and only if $0 \in \partial C$.

2. If $0 \in C$ then $\mathcal{A}$ is not unitarizable.

3. If $0 \notin C$ then there exists an invariant positive semidefinite form on $\mathcal{A}$.

**Proof.** The first statement follows from the supporting hyperplane theorem. The third statement follows. The second statement is straightforward. \qed

**Proposition 3.7.** 1. For any $a \in \mathcal{A}_{2k}$, $k \in \mathbb{Z}$ there exists $b \in \mathcal{A}_0 \cup \mathcal{A}_2$ such that for any invariant form $(\cdot, \cdot)$ on $\mathcal{A}$ we have $(a, a) = (b, b)$.

2. $C$ is the image of

$$\left\{\overline{R_1(-x)}R_1(x) - \text{Re}_0 \overline{R_2(1-x)}R_2(x-1)P(x-1) \mid (R_1, R_2) \in \mathbb{C}[x]^2 \setminus \{(0, 0)\}\right\}$$

in $L$. 
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Proof.  1. Suppose that $a$ has weight $4k > 0$. Then $a = e^k S(h) e^k$ for some $S \in \mathbb{C}[x]$. Hence

$$(a, a) = (e^k S(h) e^k, e^k S(h) e^k) = (S(h) e^k(-f)^k, S(h) e^k(-f)^k).$$

Suppose that $a$ has weight $4k + 2$, $k \geq 0$. Then $a = e^k S(h) e^{k+1}$ for some $S(x) \in \mathbb{C}[x]$. Hence

$$(a, a) = (e^k S(h) e^{k+1}, e^k S(h) e^{k+1}) = (S(h) e^{k+1}(-f)^k, S(h) e^{k+1}(-f)^k).$$

The case of negative degree is done similarly.

2. By definition $C_0$ is generated by images of $a\overline{a}$ in $L$ for all nonzero homogeneous $a \in \mathcal{A}$. We take $b \in \mathcal{A}_0 \cup \mathcal{A}_2$ such that $(a, a) = (b, b)$ for all invariant forms. This means that the images of $a\overline{a}$ and $b\overline{b}$ in $L$ coincide. It follows that $C$ is generated by the images of $a\overline{a}$ in $L$ for all $a \in \mathcal{A}_0 \cup \mathcal{A}_2$.

Take $a = R_1(h)$. We have

$$(a, a) = (R_1(h), R_1(h)) = (R_1(h) \overline{R_1}(-h), 1).$$

Take $a = R_2(h - 1)e \in \mathcal{A}_2$. We have

$$(a, a) = (R_2(h - 1)e, R_2(h - 1)e) =$$

$$-\frac{1}{2} \left( \overline{R_2}(-1 - h) f R_2(h - 1)e, 1 \right) + \left( R_2(h - 1)e \overline{R_2}(-1 - h)f, 1 \right) =$$

$$-\frac{1}{2} \left( \overline{R_2}(-1 - h) f e R_2(h - 1) + R_2(h - 1)e f \overline{R_2}(-h + 1), 1 \right) =$$

$$-\text{Re}_0 \left( \overline{R_2}(1 - h) R_2(h - 1)P(h - 1), 1 \right).$$

It follows that the image of $a\overline{a}$ in $L$ equals to the image of $R_1(h) \overline{R_1}(-h)$ or $-\text{Re}_0 \left( \overline{R_2}(1 - h) R_2(h - 1)P(h - 1) \right)$ in $L$. It is easy to see that a polynomial $S(x) \neq 0$ equals to $R_1(x) \overline{R_1}(-x)$ for some $R_1 \in \mathbb{C}[x]$ if and only if $S|_{\mathbb{R}} \geq 0$. Similarly $S(x)$ can be represented as $R_2(x - 1) \overline{R_2}(1 - x)$ if and only if $S|_{\mathbb{R}^+} \geq 0$. Hence

$$\{ \overline{R_1}(-x) R_1(x) - \text{Re}_0 \overline{R_2}(1 - x) R_2(x - 1)P(x - 1) \mid R_1, R_2 \in \mathbb{C}[x]^2 \setminus \{(0, 0)\} \}$$

is a cone, so its image coincides with $C$. 

$\square$
Now we are able to prove the following

**Proposition 3.8.** \( C \) contains zero if and only if there exists nonzero \( F \in \mathbb{C}[x] \) such that

1. \( \text{Re} F(x) \geq 0 \) when \( \text{Re} x = 0 \).
2. \( \text{Re} F(x - 1)P(x - 1) \geq 0 \) when \( \text{Re} x = 0 \).

**Proof.** It follows from Proposition 3.7 that \( C \) does not contain zero if and only if there do not exist \( R_1, R_2, S \in \mathbb{C}[x] \) not all equal to zero such that

\[
\text{Re}_0 S(x) = 0 \quad \text{and} \quad R_1(-x)R_1(x) - \text{Re}_0 \overline{R_2(1-x)}R_2(x-1)P(x-1) = \text{Re}_0 (S(x-1)P(x-1)).
\]

This can be rewritten as

\[
\overline{R_1(-x)}R_1(x) = \text{Re}_0 ((S(x-1) + \overline{R_2(1-x)}R_2(x-1))P(x-1)).
\]

We see that set \( \{ \overline{R_1(-x)}R_1(x) \mid R_1(x) \in \mathbb{C}[x] \} \) coincides with \( \{ Q(x) \mid Q|_{i\mathbb{R}} \geq 0 \} \).

For any \( F(x) \in \mathbb{C}[x] \) we have \( \text{Re}_0 F(x) = \text{Re}(F(x)) \) when \( x \in i\mathbb{R} \). Therefore such \( R_1 \) exists if and only if

\[
\text{Re} \left( (S(x-1) + \overline{R_2(1-x)}R_2(x-1))P(x-1) \right) \geq 0
\]

when \( x \in i\mathbb{R} \).

Denote \( S(x) + \overline{R_2(-x)}R_2(x) \) by \( F(x) \). We see that the set

\[
\left\{ S(x) + \overline{R(-x)}R(x) \mid S(x), R(x) \in \mathbb{C}[x], \text{Re}_0 S(x) = 0 \right\}
\]

coincides with

\[
\{ Q(x) \mid \text{Re}(Q(x)|_{i\mathbb{R}}) \geq 0 \}.
\]

The statement follows. \( \square \)

### 3.3 Proof of main theorem.

Denote by \( \rho_{<a}(F(x)) \) the number of roots of \( F(x) \) with real part less than \( a \), similarly for other inequality signs.

**Corollary 3.9.** Suppose that one of the following holds:
1. \( P(x) \) has at least three roots \( \alpha \) with multiplicities with \( |\text{Re}\alpha| < 1 \).

2. \( P(x) \) has two roots \( \alpha \) with multiplicities with \( |\text{Re}\alpha| < 1 \). Denote the degree of \( P(x) \) by \( 2m \). The leading coefficient of \( P(x) \) has sign \((-1)^m\).

Then \( C \) does not contain zero.

Proof. The number of roots of \( P(x) \) with multiplicites that satisfy \( |\text{Re}\alpha| < 1 \) equals to \( \rho_{>1}(P) - \rho_{-1}(P) \). Since \( P(x) = \overline{P}(-x) \) we have \( \rho_{>1}(P) = \rho_{\leq -1}(P) \).

Therefore the number of roots of \( P(x) \) that satisfy \( |\text{Re}\alpha| < 1 \) equals to \( \rho_{>1}(P) - \rho_{-1}(P) \). So in the first case we have \( \rho_{>1}(P(x)) \geq \rho_{\leq -1}(P(x)) + 3 \) and in the second case we have \( \rho_{>1}(P(x)) \geq \rho_{\leq -1}(P(x)) + 2 \).

If \( C \) contains zero then using Proposition 3.8 we get \( F(x) \) such that \( \text{Re} F(x) \geq 0 \) when \( \text{Re} x = 0 \), \( \text{Re} F(x)P(x) \geq 0 \) when \( \text{Re} x = -1 \). Using Lemma 4.2 in Appendix we see that

\[
\rho_{<0}(F(x)) \leq \rho_{\geq 0}(F(x)) + 1,
\rho_{>1}(F(x)P(x)) \leq \rho_{\leq -1}(F(x)P(x)) + 1.
\]

It follows that

\[
\rho_{\leq -1}(F(x)) \leq \rho_{>1}(F(x)) + 1
\]
\[
\rho_{>1}(F(x)) + \rho_{>1}(P(x)) \leq \rho_{\leq -1}(F(x)) + \rho_{\leq -1}(P(x)) + 1.
\]

Adding these two inequalities we get

\[
\rho_{>1}(P(x)) \leq \rho_{\leq -1}(P(x)) + 2.
\]

In the first case of the corollary we get a contradiction.

Consider the second case. We see that the inequalities on \( \rho \) become equalities. Using Lemma 4.2 again we deduce that \( F(x) \) has degree \( 2d - 1 \), the leading coefficient of \( F(x) \) has sign \((-1)^{d-1}\), the leading coefficient of \( F(x)P(x) \) has sign \((-1)^{m+d}\). It follows that the leading coefficient of \( P(x) \) has sign \((-1)^{m+1}\), a contradiction.

Using Corollary 3.6 we deduce that under these conditions on \( P \) the algebra \( \mathcal{A} \) has a positive semidefinite Hermitian form. Hence either \( \mathcal{A} \) is unitarizable or there exists an ideal \( I \) in \( \mathcal{A} \) such that \( \mathcal{A}/I \) is unitarizable. This motivates the following two propositions.

**Proposition 3.10.** Every nonzero ideal of \( \mathcal{A} \) has finite codimension.
Proof. It is enough to prove that every Poisson ideal \( I \) of \( \mathbb{C}[x, y]^{\mathbb{C}^n} \) has finite codimension. \( I \) corresponds to a closed Poisson subscheme \( Y \) of \( X = \mathbb{C}^2/\mathbb{C}_n \). \( X \) has two symplectic leaves: \( \{0\} \) and \( X \setminus \{0\} \). It follows that \( Y \) is supported on \( \{0\} \), hence \( I \) has finite codimension.

Proposition 3.11. Suppose that \( V \) is an irreducible finite-dimensional unitarizable \( \mathcal{A} \)-bimodule. Then \( \dim V = 1 \) and there exists \( \lambda \in \mathbb{C} \) such that 
\[
h v = \lambda v, \quad vh = -\overline{\lambda}v, \quad P(\lambda \pm 1) = 0.
\]

Proof. Using the double centralizer theorem we see that \( V = U \otimes \overline{W} \), where \( U, W \) are irreducible \( \mathcal{A} \)-modules. The operator \( h \) has an eigenvector on a finite-dimensional vector space. Reasoning as in subsection 2.2 we see that \( h \) acts on \( U, W \) diagonalizably with one-dimensional eigenspaces. Denote by \( S_U, S_W \) the sets of eigenvalues of \( h \) on \( U, W \). Hence there is a bigrading on \( V \) by left and right action of \( h \) and the set of weights equals to \( S_U \times S_W \).

Suppose that \( v \) is a nonzero homogeneous element of weight \( (\lambda, \mu) \). Since \((\cdot, \cdot)\) is invariant we have \((hv, v) = -(v, vh)\). Since \((v, v) > 0\) we have \( \lambda = -\overline{\mu} \). It follows that for any element of \( S_U \) there exists exactly one element of \( S_W \) and vice versa. Hence \( |S_U| = |S_W| = 1 \).

So there exists \( \lambda \in \mathbb{C} \) such that \( hv = \lambda v, \quad vh = -\overline{\lambda}v \). Since \( efv = fev = 0 \) we get \( P(\lambda + 1) = P(\lambda - 1) = 0 \).

Lemma 3.12. Suppose that \( P_1 \) and \( P_2 \) are two polynomials in \( \mathbb{R}[ix] \) such that \( P_1/P_2 \) is a polynomial that is nonnegative on the set \( \text{Re} x = 0 \). Denote by \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) the corresponding algebras. Then there is a natural injective map from the cone of positive definite forms on \( \mathcal{A}_2 \) to the cone of positive definite forms on \( \mathcal{A}_1 \). In particular if the regular bimodule corresponding to \( P_2 \) is unitarizable then the regular bimodule corresponding to \( P_1 \) is also unitarizable.

Proof. For \( P(x) \in \mathbb{R}[ix] \) of degree \( n \) denote by \( L(P) \) the dual space to the space of real traces on the deformation of \( \mathbb{C}[x, y]^{\mathbb{C}^n} \) that corresponds to \( P \). We have
\[
L(P) = \mathbb{R}[ix]/\{P(x+1)S(x+1) - P(x-1)S(x-1) \mid S(x) \in i\mathbb{R}[ix]\}.
\]
Denote by \( C(P) \) the set of images of \( a\overline{a}, \ a \in \mathcal{A} \) in \( L(P) \). From Proposition 3.7 we get that \( C(P) \) is the image of
\[
\left\{\overline{R_1}(-x)R_1(x) - \text{Re}_0 \overline{R_2}(1-x)R_2(x-1)P(x-1) \mid (R_1, R_2) \in \mathbb{C}[x]^2 \setminus \{(0, 0)\}\right\}
\]
in $L(P)$.

It is easy to see that in this case we have a natural map $\phi: L(P_1) \to L(P_2)$ and $\phi(C(P_1)) \subset \phi(C(P_2))$. Suppose that a positive definite form on $A_2$ is given by the trace $\psi_2: L(P_2) \to \mathbb{R}$. Then $\psi_2 \circ \phi$ gives a trace on $A_1$ and the corresponding form is positive definite.

\[\square\]

**Corollary 3.13.** Suppose that the conditions of Corollary 3.9 hold. Then $A$ is unitarizable.

**Proof.** Let $Q(x)$ be a polynomial that has all roots of $P(x)$ in the set $-1 < \Re x < 1$ with the same multiplicities. Then $\frac{P}{Q}$ is a polynomial that is real on $i\mathbb{R}$ and has no roots on $i\mathbb{R}$. Changing $Q$ to $-Q$ if necessary we can assume that $\frac{P}{Q}$ is positive on $i\mathbb{R}$. Since $P(x)$ satisfies conditions of Corollary 3.9 it is easy to see that $Q(x)$ satisfies conditions of Corollary 3.9.

We deduce from Lemma 3.12 that we can change $P(x)$ to $Q(x)$. Denote the algebra that corresponds to $Q(x)$ by $A$.

It is easy to see that there does not exist $\lambda$ such that $Q(\lambda+1) = Q(\lambda-1) = 0$. It follows that $A$ does not have irreducible unitarizable finite-dimensional modules. Since every ideal in $A$ has a finite codimension we deduce that every positive semidefinite form on $A$ is positive definite. Now we get a result from Corollaries 3.9 and 3.6. \[\square\]

**Remark 3.14.** Suppose that $P(x)$ is nonnegative on the line $\Re x = 0$ and has a root $\alpha$ with $-1 < \Re \alpha < 1$. Then $P(x)$ is divisible by $P_2(x) = -(x-\alpha)(x+\alpha)$ and $\frac{P}{P_2}$ is nonnegative on the line $\Re x = 0$. Using results of subsection 3.1 we see that the regular bimodule corresponding to $P_2(x)$ is unitarizable. Using Lemma 3.12 we deduce that the regular bimodule corresponding to $P$ is unitarizable. Now there are four proofs that the regular bimodule with $P(x)$ nonnegative on $\Re x = 0$ that has a root $\alpha$ with $-1 < \Re \alpha < 1$ is unitarizable: corollary 3.13, this remark, analytic formula in subsection 3.4 and minimum principle in subsection 3.5 below.

**Remark 3.15.** Suppose that $P(x) = (\alpha^2 + \cdots)$ has two roots $\alpha$ with $-1 < \Re \alpha < 1$ and $P(1) = P(-1) = 0$. It follows that $A$ has a one-dimensional representation generated by vector $v$ such that $ev = fv = hv = 0$. Hence we have an exact sequence of Harish-Chandra bimodules $0 \to \text{Ann}(V) \to A \to \text{End}(V) \to 0$. It is easy to see that this sequence does not split. On the other hand $A$ is unitarizable. Therefore there exists non-semisimple unitarizable Harish-Chandra bimodules.
We also have the following result about non-unitarizability.

**Theorem 3.16.** Suppose that \( n = 2m \) and \( P(x) \) has leading coefficient \((-1)^m\). If for all roots \( \alpha \) of \( P(x) \) one has \(|\Re \alpha| > 1\) then the regular bimodule is not unitarizable.

**Proof.** Using Proposition 3.8 we see that it is enough to prove that the cone \( C \) contains zero. Now we get the result from Corollary 4.6 and Proposition 4.3 in appendix.

Now Theorem 1.10 follows from this theorem and Corollary 3.13.

### 3.4 An analytic construction of a positive definite form

I learned the following approach for constructing positive definite forms from Pavel Etingof. It appeared in his ongoing joint work with Eric Rains and Douglas Stryker.

Let \( P(x) = (x^2 - \lambda^2)P_1(x) \), where \( 0 \leq \lambda < 1 \) and \( P_1(x) \) is nonnegative on the line \( i\mathbb{R} \). Consider

\[
w(x) = \frac{e^{\pi ix}}{(e^{\pi ix} + e^{\pi i\lambda})(e^{\pi ix} + e^{-\pi i\lambda})}.
\]

This function has the following properties:

1. \( w(x) \) is 2-periodic and decays exponentially when \( x \) tends to \( \pm i\infty \)
2. \( P(x)w(x + 1) \) is holomorphic on \( \Re x \in [-1, 1] \).
3. \( w \) is positive on the line \( \Re x = 0 \)
4. \( w \) is negative on the line \( \Re x = 1 \).

Let \( T(F(x)) = \int_{\mathbb{R}} F(x)w(x) |dx| \).

**Lemma 3.17.** 1. \( T \) defines a trace on \( \mathcal{A} \).

2. \( T \) is positive on polynomials \( R(x)\overline{R}(x) \).

3. \( T \) is positive on polynomials \(-R(x - 1)\overline{R}(1 - x)P(x - 1)\).
   Hence \( T \) gives an invariant positive definite form on \( \mathcal{A} \).
Proof. 1. We have

\[
T(F(x + 1)P(x + 1)) = -i \int_{\mathbb{R}} F(x + 1)P(x + 1)w(x)dx =
\]

\[-i \int_{\mathbb{R}} F(x + 1)P(x + 1)w(x + 2)dx = -i \int_{\mathbb{R}+2} F(x - 1)P(x - 1)w(x)dx.\]

Since \(P(x)w(x + 1)\) is holomorphic on \(\text{Re } x \in [-1, 1]\), \(P(x - 1)w(x)\) is holomorphic on \(\text{Re } x \in [0, 2]\), so we have

\[
- \int_{\mathbb{R}+2} F(x - 1)P(x - 1)w(x)dx = - \int_{\mathbb{R}} F(x - 1)P(x - 1)w(x)dx = \int_{\mathbb{R}} F(x - 1)P(x - 1)w(x)|dx| = T(F(x - 1)P(x - 1)).
\]

2. The polynomial \(R(x)\mathcal{R}(-x)\) is positive almost everywhere on \(i\mathbb{R}\), \(w(x)\) is positive on \(i\mathbb{R}\). Hence

\[
T(R(x)\mathcal{R}(-x)) = \int_{i\mathbb{R}} R(x)\mathcal{R}(-x)w(x)|dx| > 0.
\]

3. Since \(P(x)\) is positive almost everywhere on \(i\mathbb{R}\) we see that the polynomial \(P(x)R(x)\mathcal{R}(-x)\) is positive almost everywhere on \(i\mathbb{R}\). Since \(w(x + 1)\) is negative on \(i\mathbb{R}\) almost everywhere we have

\[
T(-P(x - 1)R(x - 1)\mathcal{R}(1 - x)) = - \int_{i\mathbb{R}} R(x - 1)\mathcal{R}(1 - x)P(x - 1)w(x)|dx| =
\]

\[- \int_{i\mathbb{R}} R(x)\mathcal{R}(-x)P(x)w(x + 1)|dx| > 0.
\]

We used that \(P(x)w(x + 1)\) is holomorphic on \(i\mathbb{R} \times [0, 1]\). The trace \(T\) gives a positive definite form if and only if \(T(R(x)\mathcal{R}(-x)) > 0\) and \(T(\text{Re}_0 \left( R(x - 1)\mathcal{R}(1 - x)P(x - 1) \right)) < 0\). We have

\[
T(\text{Re}_0 \left( R(x - 1)\mathcal{R}(1 - x)P(x - 1) \right)) =
\]

\[
\frac{1}{2} T(R(x - 1)\mathcal{R}(1 - x)P(x - 1) + R(1 + x)\mathcal{R}(-1 - x)P(x + 1)) =
\]

\[T(R(x - 1)\mathcal{R}(1 - x)P(x - 1)).\]

In the last equality we used that \(T\) is invariant. The lemma follows. \(\Box\)
3.5 Another proof of positivity

I learned the following approach for constructing positive definite forms from Fedor Petrov. He told me a proof that a certain trace $T$ is positive on polynomials $F(x) = \overline{R}(-x) R(x)$ and I extended this proof to the case $F(x) = -\Re_0(\overline{R}(1 - x) R(x - 1) P(x - 1))$. It follows that $T$ gives a positive definite form.

Recall that traces $T$ are in one-to-one correspondence with $T' : \mathbb{C}[x] \to \mathbb{C}$ such that $T'(PS) = 0$ for all $S \in \mathbb{C}[x]$ and $T'(1) = 0$. If $F(x) = S(x + 1) - S(x - 1)$ then $T'(S) = T(F)$.

Suppose that $n$ is even and $P(x) = -(x - \alpha)(x - \beta) P_1(x)$, where $\alpha + \beta = 0$, $-1 < \Re \alpha \leq \Re \beta < 1$, $P_1(x)$ is nonnegative when $\Re x = 0$. Consider $T'(R) = R(\beta) - R(\alpha)$ or $2R'(\alpha)$ in the case $\alpha = \beta$. Without loss of generality we can assume that $\alpha, \beta \in \mathbb{R}$, so $\alpha = -\beta$.

The condition of positivity is equivalent to $T$ being positive on $\overline{R}(-x) R(x)$ and $-\Re_0(\overline{R}(1 - x) R(x - 1) P(x - 1))$ for all nonzero polynomials $R$.

We start with the first case: $F(x) = \overline{R}(-x) R(x)$. This is equivalent to $F(x) \geq 0$ for $x \in i \mathbb{R}$. Consider $S(x)$ such that $F(x) = S(x + 1) - S(x - 1)$. We can choose $S$ such that $S(-x) = \overline{S}(x)$. Consider $G(x) = S(-x) - S(\overline{x}) = -\overline{S}(x) - S(\overline{x}) = -2 \Re \overline{S}(x)$. It follows that $G(x)$ is a harmonic function. For $x \in i \mathbb{R}$ we have $-x = \overline{x}$, so $G(x) = 0$. For $x \in i \mathbb{R}$ we have $-1 + x = -1 - x$, so $G(-1 + x) = S(1 - x) - S(-1 - x) = F(-x) \geq 0$.

We see that $F(x)$ starts with $(-x^2)^k$. Hence $S(x)$ starts with $\frac{(-1)^k}{2k(2k+1)} x^{2k+1}$. Therefore

$$G(a + it) = S(-a - it) - S(a - it) = \frac{1}{2}(-2a)(t^{2k}) + M(a,t),$$

where $M(a,t)$ is a polynomial in two variables that has degree less than $2k$ in $t$. Since $G(it) = 0$ we have $M(0,t) = 0$, so $M(a,t) = a M_1(a,t)$. Hence

$$G(a + it) = -a(t^{2k} - M_1(a,t)).$$

It follows that for big $t$ and $a \in [-1,0)$ we have $G(a + it) > 0$.

We see that $G(x) \neq 0$ is nonnegative on the boundary of rectangle $[-1,0] \times [-iN, iN]$ for big enough $N$. Using the maximum principle we deduce that $G(x)$ is positive on $(-1,0) \times (-iN, iN)$. In particular, when $\alpha \neq 0$, $0 < G(\alpha) = S(-\alpha) - S(\alpha) = S(\beta) - S(\alpha) = T(F)$.

Suppose that $\alpha = 0$. Let $x = a + it$. We have $-\frac{\partial G}{\partial a}(x) = \frac{\partial S}{\partial a}(-x) + \frac{\partial S}{\partial a}(\overline{x}) = S'(-x) + S'(-\overline{x})$. For $x = 0$ we get $-\frac{\partial G}{\partial a}(0) = 2S'(0) = T(F)$. Using
the maximum principle and Hopf lemma we deduce that $-\frac{\partial S}{\partial x}(0) > 0$, so $T(F) > 0$.

Now we deal with the case $F(x) = -\text{Re}_0(\overline{R}(1-x)R(x-1)P(x-1))$. Consider

$$G_0(x) = S(\overline{x}) - S(x) = -2\text{Re} S(x),$$

$$G_1(x) = \text{Re}(\overline{R}(-x)R(x)P(x)).$$

$$G(x) = G_0(x) + G_1(x).$$

The functions $G_0$, $G_1$ and $G$ are harmonic.

Recall that for $S(x) \in \mathbb{C}[x]$, $\text{Re}_0 S(x)$ is an element of $\mathbb{C}[x]$ such that $\text{Re}(S(x)\mid_{\mathbb{R}}) = (\text{Re}_0 S(x))\mid_{\mathbb{R}}$.

For $x \in i\mathbb{R}−1$ we have $G_0(x) = S(\overline{x})−S(x) = S(x+2)−S(x) = F(x+1)$. For $x \in i\mathbb{R}$ we have

$$G_1(x−1) = \text{Re}(\overline{R}(1-x)R(x-1)P(x-1)) = \text{Re}_0(\overline{R}(1-x)R(x-1)P(x-1)) = −F(x).$$

Therefore $G_1(x) = −F(x+1)$ for $x \in i\mathbb{R}−1$. Hence $G(x) = 0$ for $x \in i\mathbb{R}−1$.

For $x \in i\mathbb{R}$ we have

$$G_0(x) = S(\overline{x}) − S(x) = 0,$$

$$G_1(x) = \text{Re}(\overline{R}(-x)R(x)P(x)) = |R(x)|^2P(x) \geq 0$$

since $P(x) \geq 0$ for $x \in i\mathbb{R}$.

Since $\overline{R}(−x)R(x)P(x) \geq 0$ when $x \in i\mathbb{R}$ it has leading term $c(x^2)^k$ for some $c > 0, k \in \mathbb{Z}_{>0}$. Hence

$$F(x) = -\text{Re}_0(\overline{R}(1-x)R(x-1)P(x-1))$$

has leading term $−c(x^2)^k$. It follows that $S(x)$ has leading term $−(1)^{k+1}c\frac{x^{2k+1}}{2(2k+1)}$.

For $x = a + it$ we have

$$G_0(x) = S(−a + it) − S(a + it) = (−2a)(−1)^{k+1}c\frac{1}{2}(it)^{2k} + M_0(a, t),$$

where $M_0$ has degree less than $2k$ in $t$. We also have

$$G_1(a + it) = (−1)^k \text{Re} c(a + it)^{2k} + \cdots = ct^{2k} + M_1(a, t),$$

where $M_1$ has degree less than $2k + 2$ in $t$. Hence

$$G(a + it) = G_0(a + it) + G_1(a + it) = (a + 1)ct^{2k} + M(a, t),$$
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where $M(a,t)$ has degree less than $2k$ in $t$. Since $G(it - 1) = 0$ we have $M(a,t) = (a + 1)N(a,t)$, so

$$G(a + it) = (a + 1)(ct^{2k+2} + N(a,t)).$$

It follows that $G(a + it) > 0$ for $a \in (-1,0]$ and big enough $t$. Since $G(x) \geq 0$ for $x \in iR$ or $x \in iR + 1$ we deduce that for big enough $N > 0$ $G(x)$ is nonnegative on the boundary of rectangle $[-1,0] \times [-N,N]$.

Suppose that $\alpha < 0$. Using the maximum principle we deduce that $G(\alpha) > 0$. We have $G(\alpha) = G_0(\alpha) + G_1(\alpha) = S(\beta) - S(\alpha) + \text{Re} R(-\alpha)R(\alpha)P(\alpha) = T(F) + 0 = T(F)$.

So we proved that $T(F) > 0$ when $F = R(x)\overline{R(-x)}$ or $F(x) = -\text{Re}_0(R(x-1))R(1-x)P(x-1)$. Using Proposition 3.7 we deduce that $T$ gives a positive definite form on $A$.

**Remark 3.18.** Suppose that $P(x) = (-x^2)^m + \cdots$ has $2m$ distinct roots such that for any root $\alpha$ we have $0 < |\text{Re} \alpha| < 1$. It follows that there are $m$ distinct pairs of roots $(\alpha, \beta)$ such that $\alpha + \beta = 0$. It follows from an analytic formula in subsection 3.4 or the proof in subsection 3.5 that each pair gives a positive definite form. It is not hard to see that these positive definite forms are linearly independent. It follows that in this case the cone of positive definite forms has dimension at least $m$.

\section{Appendix}

\subsection{Dual bimodule.}

Suppose that $M$ is a Harish-Chandra $\mathcal{A}$-bimodule, $M^*$ is the dual space. Then $M^*$ has a natural structure of an $\mathcal{A}$-bimodule. Let $M^\vee$ be the set of elements $v \in M^*$ such that $\text{ad} e$ and $\text{ad} f$ act locally nilpotently on $v$, $\text{ad} h$ acts locally finitely. It is easy to see that $M^\vee$ is a subbimodule in $M^*$.

An invariant Hermitian form on $M$ gives an $\mathcal{A}$-bimodule homomorphism from $\overline{M}$ to $M^\vee$, where $a \in \mathcal{A}$ acts on $\overline{M}$ as $\overline{a}$. So $M^\vee$ can be a useful object for the classification of invariant positive definite forms.

We will use $M^\vee$ in the case when $n = 2$. In this case $\text{ad} e$, $\text{ad} f$, $\text{ad} h$ form a Lie subalgebra $\mathfrak{so}_2$. 
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Suppose that $M = \oplus_{i \in I} U_i$ is a decomposition of $M$ as an $\mathfrak{sl}_2$-module. We have $M^* = \prod_{i \in I} U_i$. $I$ is either finite or countable and in the second case the dimension of $U_i$ tends to infinity. Suppose that $x$ is an element of $U_i$, $U_i$ has highest weight $k$, $2l + 2 < k$. It is easy to see that $(ad e)^l x$ and $(ad f)^l x$ cannot both be zero. It follows that $M^\vee = \oplus_{i \in I} U_i$. We deduce that $M^\vee$ is a Harish-Chandra bimodule.

Recall how irreducible Harish-Chandra bimodules decompose as an $\mathfrak{sl}_2$-module. Denote by $V_i$ the irreducible module of highest weight $i$.

1. $\mathcal{A} = \oplus_{i=0}^\infty V_{2i}$

2. In the case $\lambda \in \mathbb{Z} \setminus \{-1\}$ there are two irreducible bimodules, $\text{End}(W)$ and $I$. We have $\text{End}(W) = \oplus_{i=0}^\lambda V_{2i}$, $I = \oplus_{i=\lambda+1}^\infty V_{2i}$.

3. In the case $\lambda \in \mathbb{Z} + \frac{1}{2}$ we can assume that $\lambda \geq -\frac{1}{2}$. We have two irreducible bimodules $\mathcal{A}$ and $M$. Then $M = \oplus_{i=1}^\infty U_{2i+2\lambda}$.

If $M$ is an irreducible Harish-Chandra bimodule then it is easy to deduce from the $\mathfrak{sl}_2$-decomposition that $\overline{M} \cong M \cong M^\vee$. Therefore

**Proposition 4.1.** Suppose that $n = 2$, $M$ is an irreducible Harish-Chandra bimodule with $\lambda \in \mathbb{R}$. Then there is a unique invariant Hermitian form on $M$.

**Remark.** If $\lambda \in \mathbb{Z} \setminus \{-1\}$ then $\mathcal{A}$ has a finite-dimensional representation $V$ and we get a short exact sequence

$$0 \to I = \text{Ann}(V) \to \mathcal{A} \to \text{End}(V) \to 0.$$ 

Applying $\cdot^\vee$ we get a short exact sequence

$$0 \to \text{End}(V) \to \mathcal{A}^\vee \to I \to 0.$$ 

Since the inclusion $I \subset \mathcal{A}$ does not split maps from $\mathcal{A}$ to $\mathcal{A}^\vee$ factor through $\text{End}(V)$. It follows that every invariant hermitian form on $\mathcal{A}$ is zero on $I$. So in this case we get a classification of invariant hermitian forms on $\mathcal{A}$ without doing any computations.
4.2 Index

Suppose that $f$ is a polynomial such that $0 \notin f(i\mathbb{R})$. Then we define index of $f$ with respect to zero as

$$\text{Ind } f = \frac{1}{\pi i} \int_{-i\infty}^{i\infty} \text{Im} \left( \frac{f'}{f} \right) dx.$$ 

We have $\text{Ind } fg = \text{Ind } f + \text{Ind } g$, $\text{Ind } (x - a) = -\text{sign } \text{Re } a$. Index has a geometric interpretation. Consider a continuous choice of $\arg f(x)|_{i\mathbb{R}}$. There exist $\lim_{x \to \pm i\infty} \arg f(x)$ and $\pi \text{Ind } f(x) = \lim_{x \to i\infty} \arg f(x) - \lim_{x \to -i\infty} \arg f(x)$.

Recall that $\rho_{<a}(F(x))$ is the number of roots with multiplicities of $F(x)$ with real part less than $a$, similarly for other inequality signs.

**Lemma 4.2.** Suppose that $\text{Re } F(x) \geq 0$ when $\text{Re } x = a$. Denote by $k$ the number of roots of $F(x)$ that have real part equal to $a$ and odd multiplicity. Then

1. 

$$\rho_{>a}(F(x)) \leq \rho_{<a}(F(x)) + k + 1$$
$$\rho_{<a}(F(x)) \leq \rho_{>a}(F(x)) + k + 1$$

In particular,

$$\rho_{>a}(F(x)) \leq \rho_{\leq a}(F(x)) + 1$$
$$\rho_{<a}(F(x)) \leq \rho_{\geq a}(F(x)) + 1$$

2. Suppose that $\rho_{>a}(F(x)) = \rho_{<a}(F(x)) + k + 1$. Denote the degree of $F$ by $2d - 1$. Then the leading coefficient of $F(x)$ has sign $(-1)^{d}$. Suppose that $\rho_{<a}(F(x)) = \rho_{>a}(F(x)) + k + 1$. Then the leading coefficient of $F(x)$ has sign $(-1)^{d-1}$.

**Proof.**

1. Suppose that $\rho_{<a}(F(x)) = l$, $\rho_{>a}(F(x)) = m$, $\rho_{=a}(F(x)) = s$. Denote by $Q(x)$ the polynomial with the top degree coefficient $i^s$ such that the roots of $Q(x)$ are all the roots of $F(x)$ with real part $a$ with the same multiplicities. Denote $\frac{F(x)}{Q(x)}$ by $G(x)$.

We see that $Q(x)$ is real on $\text{Re } x = a$ and changes sign at most $k$ times. Hence $\text{Re } G(x)$ changes sign at most $k$ times on $\text{Re } x = a$. Using the geometric interpretation of index we see that

$$-k - 1 \leq \text{Ind } G(x - a) \leq k + 1.$$ 

On the other hand $\text{Ind } G(x - a) = m - l$. Hence $|m - l| \leq k + 1$.
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2. Suppose that \( \text{Ind} \ G(x - a) = k + 1 \). This corresponds to \( l = k + m + 1 \).
   Using the geometric interpretation of index we see that
   \[
   \lim_{x \to a - i \infty} \frac{G(x)}{|G(x)|} = -i,
   \]
   \[
   \lim_{x \to a + i \infty} \frac{G(x)}{|G(x)|} = i^{2s+1}.
   \]
   On the other hand we have
   \[
   \lim_{x \to a - i \infty} \frac{Q(x)}{|Q(x)|} = 1.
   \]
   Hence
   \[
   \lim_{x \to a - i \infty} \frac{F(x)}{|F(x)|} = -i.
   \]
   If \( F(x) \) starts with \( ax^{2d-1} \) then
   \[
   \lim_{x \to a - i \infty} \frac{F(x)}{|F(x)|} = \frac{a}{|a|} (-i)^{2d-1} = (-i) \frac{a}{|a|} (-1)^{d-1}.
   \]
   Hence \( \frac{a}{|a|} (-1)^{d-1} = 1 \), so \( a \) is real and has sign \( (-1)^{d-1} \). The other case is done similarly.

4.3 Good approximations

Denote by \( M \) the monoid of nonzero polynomials that are nonnegative on the line \( \text{Re} \ x = \frac{1}{2} \) with respect to multiplication. A polynomial \( F(x) \in M \) has even degree \( 2d \) and real leading coefficient of sign \( (-1)^d \).

Let \( a < \frac{\pi}{2} \). We say that a polynomial \( F(x) \in M \) has \( a \)-bounded argument if \( \arg F|_{i\mathbb{R}} \subset (-a, a) \). We say that a polynomial \( F(x) \in M \) with \( a \)-bounded argument has \( \varepsilon \)-small argument if \( \arg F|_{i(-\frac{1}{2}, \frac{1}{2})} \subset (-\varepsilon, \varepsilon) \). For \( P(x) \in M \) we say that \( \frac{1}{P(x)} \) has a good approximation if there exists \( a < \frac{\pi}{2} \) such that for any \( \varepsilon > 0 \) there exists \( F(x) \) such that \( P(x)F(x) \) has \( a \)-bounded \( \varepsilon \)-small argument.

The motivation for this definition is as follows:

**Proposition 4.3.** Suppose that a deformation \( \mathcal{A} \) of \( \mathbb{C}[x, y]^{C_n} \) has parameter \( P(x) \) such that \( P(x) \) is positive on \( \text{Re} \ x = 0 \) and \( \frac{1}{P(2x-1)} \) has a good approximation. Then \( \mathcal{A} \) is not unitarizable.
Proof. Take \( F(x) \in M \) such that \( P(2x-1)F(x) \) has \( a \)-bounded argument for some \( 0 < a < \frac{\pi}{2} \). It follows that \( \text{Re} P(2x-1)F(x) \geq 0 \) when \( \text{Re} x = 0 \). By definition \( \text{Re} F(x) = F(x) \geq 0 \) when \( \text{Re} x = \frac{1}{2} \). It follows that \( \text{Re} F\left(\frac{x+1}{2}\right) \geq 0 \) and \( \text{Re} P(x-1)F\left(\frac{x}{2}\right) \geq 0 \) when \( \text{Re} x = 0 \). Hence by Proposition B.3, \( C \) contains zero in this case. In particular \( A \) is not unitarizable. \( \square \)

**Proposition 4.4.** Suppose that for \( P_1, \ldots, P_k \in M \), \( \frac{1}{P_1(x)}, \frac{1}{P_2(x)}, \ldots, \frac{1}{P_k(x)} \) have a good approximation. Then \( \frac{1}{P_1(x) \cdots P_k(x)} \) has a good approximation.

**Proof.** It is enough to prove the statement for \( k = 2 \).

Let \( a_i \) be the number we get from definition of good approximation of \( \frac{1}{P_i(x)} \) for \( i = 1, 2 \), \( a = \max(a_1, a_2) \). It follows that for any \( \varepsilon_1, \varepsilon_2 > 0 \) there exist \( F_1, F_2 \in M \) such that \( F_i(x)P_i(x) \) has \( a \)-bounded \( \varepsilon_i \)-small argument.

Let \( \varepsilon_0 > 0 \) be number such that \( a+\varepsilon_0 < \frac{\pi}{2} \). Let \( \varepsilon_0 > \varepsilon > 0 \). It is enough to prove that there exists \( F \in M \) such that \( F(x)P_1(x)P_2(x) \) has \( a+\varepsilon \)-bounded \( \varepsilon \)-small argument.

First choose \( F_1(x) \) such that \( F_1(x)P_1(x) \) has \( a \)-bounded \( \frac{\varepsilon}{2} \)-small argument. Since \( F_1(x) \) tends to \( \infty \) when \( x \) tends to \( \pm i\infty \) there exists \( \varepsilon_1 > 0 \), \( \varepsilon_1 < \frac{\varepsilon}{2} \) such that \( \arg F_1(x) \in (-\varepsilon, \varepsilon) \) for \( x \in i\mathbb{R}, |x| \geq \frac{1}{a} \). Choose \( F_2(x) \) such that \( F_2(x)P_2(x) \) has \( a \)-bounded \( \varepsilon_1 \)-small argument.

Let us prove that \( F_1(x)F_2(x)P_1(x)P_2(x) \) has \( \varepsilon \)-small \( a+\varepsilon \)-bounded argument. Denote \( F_1(x)F_2(x) \) by \( F(x) \). There are three cases for \( x \in i\mathbb{R} \):

1. \( |x| < \frac{1}{\varepsilon} \). In this case \( \arg F_1(x)P_1(x) \in (-\frac{\varepsilon}{2}, \frac{\varepsilon}{2}) \), \( \arg F_2(x)P_2(x) \in (-\varepsilon_1, \varepsilon_1) \), hence \( \arg F(x) \in (-\varepsilon, \varepsilon) \). This proves that \( F(x)P(x) \) has \( \varepsilon \)-small argument.

2. \( |x| < \frac{1}{\varepsilon_1} \). In this case \( \arg F_1(x)P_1(x) \in (-a, a) \), \( \arg F_2(x)P_2(x) \in (-\varepsilon_1, \varepsilon_1) \), hence \( \arg F(x)P(x) \in (-a-\varepsilon_1, a+\varepsilon_1) \), so it is \( a+\varepsilon \)-bounded.

3. \( |x| \geq \frac{1}{\varepsilon_1} \). In this case \( \arg F_1(x)P_1(x) \in (-\varepsilon, \varepsilon) \), \( \arg F_2(x)P_2(x) \in (-a, a) \), hence \( \arg F(x)P(x) \in (-a-\varepsilon, a+\varepsilon) \), so it is \( a+\varepsilon \)-bounded.

Hence \( F(x)P(x) \) has \( \varepsilon \)-small \( a+\varepsilon \)-bounded argument. \( \square \)

Now let us prove the following proposition.

**Proposition 4.5.** Polynomial \( P(x) = -(x-a)(x-1+\varpi) \) has a good approximation when \( \text{Re} a < 0 \).
Proof. Making linear change of coordinates \(x \mapsto x + ir\) we can assume that \(a \in \mathbb{R}\). Denote \(1 - a\) by \(b\). We have \(P(x) = -(x - a)(x - b)\). We see that \(P(x)\) is positive on the line \(\text{Re} \, x = \frac{1}{2}\).

Note that we can define the notion of \(\varepsilon\)-bounded and \(\varepsilon\)-small argument for an entire function that is positive on \(\text{Re} \, x = \frac{1}{2}\). At first we will find an entire function \(F_0\) such that \(F_0(x) > 0\) when \(\text{Re} \, x = \frac{1}{2}\) and \(F_0(x)P(x)\) has \(\varepsilon\)-bounded, hence \(\varepsilon\)-small argument. After that we will approximate \(F_0\) with polynomials.

Fix \(\varepsilon > 0\). Consider \(R_0(x) = (e^{n(x-a)} - 1)(e^{n(b-x)} - 1)\), where \(n\) is a positive integer that we will specify later. We see that \(R_0(a) = R_0(b) = 0\), so \(F_0(x) = \frac{R_0(x)}{P(x)}\) is a holomorphic function. For \(\text{Re} \, x = \frac{1}{2}\) \(R_0(x)\) is a product of two conjugate nonzero complex numbers, so \(R_0(x)\) is positive on \(\text{Re} \, x = \frac{1}{2}\).

Suppose that \(x \in i\mathbb{R}\). We have \(R_0(x) = e^{n(b-a)} - e^{n(x-a)} - e^{n(b-x)} + 1\). We see that
\[
|\text{Im} \, R_0(x)| \leq |e^{n(x-a)} + e^{n(b-x)}| \leq e^{-na} + e^{nb},
\]
\[
|R_0(x)| \geq e^{n(b-a)} - e^{-na} - e^{-nb} - 1.
\]
We see that for big enough \(n\) we have
\[
\frac{|\text{Im} \, R_0(x)|}{|R_0(x)|} \leq \frac{\varepsilon}{2},
\]
hence the argument of \(R_0(x)\) belongs to \((-\varepsilon, \varepsilon)\).

The function \(e^{x-a}\) is approximated uniformly on compact sets by \(E_i^- (x) = (\frac{1+x/a}{1})^l\). Similarly \(e^{b-x}\) is approximated by \(E_i^+ (x) = (\frac{1+x/b}{1})^l\).

Let us prove that for some sequence \(l_1 \leq l_2 \leq \ldots \leq l_n\) we can take
\[
R(x) = (R^+(x) - 1)(R^-(x) - 1) = (E_{i_1}^+(x) \cdots E_{i_n}^+(x) - 1)(E_{i_1}^- \cdots E_{i_n}^- (x) - 1).
\]
We see that \(R\) is positive on \(\text{Re} \, x = \frac{1}{2}\) and \(R(a) = R(b) = 0\), so that \(S(x) = \frac{R(x)}{P(x)}\) is a polynomial that is positive on the line \(\text{Re} \, x = \frac{1}{2}\).

Sequence \((1 - \frac{a}{l})\) tends to \(e^{-a} > 1\). It follows that there exists \(c > 1\) and \(l_0\) such that for \(l \geq l_0\) \((1 - \frac{a}{l})^l > c\). We note that when \(x \in i\mathbb{R}\), \(|\frac{1+x/a}{1}| \geq 1 - \frac{a}{l}\). Therefore when \(x \in i\mathbb{R}\), \(l \geq l_0 \, |E_i^- (x)| \geq c\). We deduce that when \(l_0 \leq l_1 \leq \cdots \leq l_n\) we have \(|R^-(x)| > c^n\). Choosing another \(c > 1\) if necessary we similarly prove that \(|R^+(x)| > c^n\) when \(x \in i\mathbb{R}\).

It follows that the argument of \(R(x) = (R^+(x) - 1)(R^-(x) - 1)\) differs from the argument of \(R^+(x)R^-(x)\) by at most \(\frac{4\pi}{c^n}\). Fix \(n\) such that \(1 + \frac{4\pi}{c^n} < \frac{\pi}{2}\).
If we prove that the argument of $R^+(x)R^-(x)$ is 1-bounded it will follow that the argument of $R(x)$ is $1 + \frac{4\pi}{c_n}$-bounded.

Suppose that $K$ is a compact subset of $\mathbb{C}$. When $l_1, \ldots, l_n$ tend to infinity $\max_{x \in K} |R(x) - R_0(x)|$ tends to zero. Function $R_0(x)$ has $\varepsilon$-bounded argument. Taking $K = [-\frac{1}{2\varepsilon}, \frac{1}{2\varepsilon}]$ we deduce that for big enough $l_1, \ldots, l_n$ $R(x)$ has $2\varepsilon$-small argument.

Arguing as in proof of Proposition 4.4 it is enough to prove that for any $\varepsilon_1 > 0$ we can choose sufficiently large $l$ such that $E_i^+ E_i^-$ has $\varepsilon_1$-small $\frac{1}{2}$-bounded argument. For big enough $l$ the product $E_i^+ E_i^-$ approximates $e^{b-a}$ on $[-\frac{1}{\varepsilon_1}, \frac{1}{\varepsilon_1}]$, hence it has $\varepsilon_1$-small argument. We have $E_i^+ E_i^- = (l+x-a)(l+b-x)^l$. We see that

$$\tan \arg (l + x - a)(l + b - x) = \frac{x(b + a)}{x^2 + (l - a)(l + b)}.$$ 

We have

$$\frac{x(b + a)}{x^2 + (l - a)(l + b)} \leq \frac{x \cdot 1}{2x \sqrt{(l - a)(l + b)}} \leq \frac{1}{2l}.$$ 

We used that $a + b = 1$, $a < 0$, $b > 0$. Hence the argument of $(l+x-a)(l+b-x)$ belongs to $(-\frac{1}{2\varepsilon}, \frac{1}{2\varepsilon})$, so the argument of $E_i^+ E_i^-$ belongs to $(-\frac{1}{2\varepsilon}, \frac{1}{2\varepsilon})$. The statement follows.

Using Proposition 4.4 we deduce the following

**Corollary 4.6.** Suppose that $P(x) \in \mathbb{C}[x]$ is positive on $\Re x = \frac{1}{2}$ and does not have roots in the set $0 \leq \Re x \leq 1$. Then $\frac{1}{P(x)}$ has a good approximation.

**References**

[L1] Ivan Losev, Deformations of symplectic singularities and Orbit method for semisimple Lie algebras. arXiv:1605.00592 [math.RT].

[L2] Ivan Losev, Dimensions of irreducible modules over W-algebras and Goldie ranks. arXiv:1209.1083 [math.RT].

[L3] I. Losev. Finite dimensional representations of W-algebras. Duke Math J. 159(2011), n.1, 99-143.
[DO] C. F. Dunkl and E. M. Opdam, Dunkl operators for complex reflection groups, Proc. London Math. Soc. (3) 86(1) (2003), 70–108.

[Pr] A. Premet. Special transverse slices and their enveloping algebras. Adv. Math. 170(2002), 1-55.

[Sl] Peter Slodowy, Simple Singularities and Simple Algebraic Groups, Springer, Lecture Notes in Mathematics, 1980.

[Pa] Panyushev, D.I. Rationality of singularities and the Gorenstein property for nilpotent orbits. Funct Anal Its Appl 25, 225–226 (1991). https://doi.org/10.1007/BF01085494.

[Ta] Taylor, M. E. (1986), Noncommutative harmonic analysis, Mathematical Surveys and Monographs, 22, American Mathematical Society, ISBN 978-0-8218-1523-6, Chapter 9, SL(2, C) and more general Lorentz groups.

[Ho] T. J. Hodges, Noncommutative deformations of type-A Kleinian singularities, J. Algebra 161 (1993), 271-290.

[BG] J. N. Bernstein, S. I. Gelfand, Tensor products of finite and infinite dimensional representations of semisimple Lie algebras, Compositio Mathematica, tome 41, no 2 (1980), p. 245-285.

[BPR] Christopher Beem, Wofger Peelaers, Leonardo Rastelli, Deformation quantization and superconformal symmetry in three dimensions, arXiv:1601.05378 [hep-th].

[SA] Seth Shelley-Abrahamson, The Dunkl Weight Function for Rational Cherednik Algebras, arXiv:1803.00440 [math.RT].

DEPARTMENT OF MATHEMATICS, MIT, 77 MASS. AVE, CAMBRIDGE, MA 02139
E-mail address: klyuev@mit.edu