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ABSTRACT To improve touchscreen accessibility, it has been proved efficient to integrate tactile feedback into touchscreen devices. Two typical techniques can be used to offer tactile feedback on smartphones, namely, mechanical vibration (MV) and ultrasonic vibration (UV). However, (a) whether MV and UV are equally perceived and evaluated on usability is unknown, and if not, (b) which technique/feedback provides better usability and satisfaction. In this study, a comparative user study was conducted to evaluate user performance on tactile codes perception generated by MV and UV techniques. 10 tactile codes were designed using the two techniques, and 16 sighted and 5 blind people were invited to take part in a tactile code perception experiment. Tactile codes perception accuracy, response time, and satisfaction on the MV and UV were recorded during the experiment. The experimental results show that the user perception performance of MV was significantly better than UV for both sighted and blind participants. Participants obtained an accuracy approximately 3% higher, with the response time at least 3 s faster, and user satisfaction significantly higher (6.1 vs. 4.6 in a 7-point Likert rating scale) when using MV. Both sighted and blind participants assessed MV with a higher preference over UV. Our results suggest that MV fits better to applications that require precise tactile code perception, for which UV may not be as suitable due to its lower recognition efficiency.
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I. INTRODUCTION Touchscreens offer intuitive and direct input for mobile interactions. However, most information is presented to the user through the visual channel and the user is required to focus on the screen and use finger touch on graphical icons to perform a task. When the visual channel is occupied by other tasks, sparing extra visual attention on touchscreen interactions is an inconvenience.

To improve the usability of touchscreens and reduce the cognitive load on the visual channel, manufacturers have invested substantial effort in acquiring new technologies to produce various types of tactile smartphone feedback. For example, most smartphones offer mechanical vibration (MV) motors that provide vibrational tactile feedback. Vibration on/off patterns can be used to reproduce surface textures [1, 2] and convey various information in different usage contexts, such as improving typing performance on a virtual keyboard [3], counting the number of vibrations to access application functions fast and invisibly [4], and adopting vibration feedback to present Braille codes on a mobile device for visually impaired users [5, 6]. However, vibration simulates the entire palm by vibrating the entire device, which may not be appropriate in some circumstances, such as when the touchscreen is used by only one finger [7].

Another emerging technique is ultrasonic vibration (UV), which utilizes friction modulation methods based on the squeeze film air effect to provide a dynamic friction control on a touchscreen. Devices that employ this technique are already available, such as Fujitsu haptic tablet [8] and open-source TPad project [9]. Intuitively, these techniques provide distinct tactile sensations through which
the feedback is produced only on the touching fingertip rather than the entire device. Hence, UV can provide specialized and less disturbing tactile feedback on the touchscreen. For example, it can simulate the bumpy surface of crocodile skin or the strings of a zither while the user’s finger slide on the touchscreen [10, 11]. Furthermore, tactile textures can be rendered with various densities [12, 13], and the touching of textures can be simulated to provide physical surface sensations on a touchscreen [14]. However, in UV, feedback is only generated when a finger motion is detected on the touchscreen.

Clearly the MV and UV increase touchscreen interaction channels [15, 16], but they are different and each has advantages and disadvantages, which are important design elements that deserve more formal and rigorous studies in academia and industry. However, the literature on human-computer interaction (HCI) provides limited information on the effects and characteristics of MV versus UV in tactile perception, giving rise to the following research questions for investigation:

- Are MV and UV feedback types the same or different in users’ tactile perception?
- What is the tactile perception difference or similarity between the two feedback types regarding performance?
- Is one type of tactile feedback more effective than the other in providing users with a greater sense of control and satisfaction?

Generally, quantifying the difference between MV and UV can provide useful guidelines for tactile interface design. To the best of the author’s knowledge, limited effort has been done in the HCI research community to address these pressing questions. Studies on the interface design of tactile codes perception such as Braille reading exist, which were designed with MV [6, 17], or UV [5]. However, these studies barely focused on the performance differences of the two types of feedback.

We set out to conduct the first comparative investigations between MV and UV in tactile code perception. An ISO 9441-11 usability study was conducted and a statistical analytical approach was adopted to evaluate tactile perception performance. Tactile code perception is designed with directional gestures and dynamic tactile feedback using vibration and friction, respectively.

II. RELATED WORK

A. CHARACTERISTICS OF TACTILE FEEDBACK

Mechanical vibration (MV) actuator technology mainly includes eccentric rotating mass (ERM) motors and linear resonant actuators (LRA). The ERM motors are the most popular technologies in mobile devices, offering strong amplitude vibration that could vibrate the entire device. Their weaknesses lie in the relatively long actuating time (50 – 100 ms [18]) to generate vibration and the loud working noise threatening individual privacy. For the LRA technique, its advantages are shorter actuating time (typically 40 – 60 ms [18]) and lower working noise than ERM. However, LRA is slightly more localized in that the vibrations are only perceptible nearby the actuator, thus they can hardly offer a complete tactile feedback solution for touchscreen devices. For example, iPhone, besides an LRA adopted on Home Button for simulating physical push-button feedback, still integrated an ERM motor inside the device for cases like notifications.

Ultrasonic vibration (UV) actuator technology uses dynamic friction control to implement a tactile textured surface on the touchscreen. Piezoelectric actuators are employed to generate ultrasonic frequencies of vibrations on touch surfaces so that a reduction in friction between the sliding finger and surface can be created via the effect of squeeze film [19]. The advantage of ultrasonic actuation techniques is that they could provide sophisticated feedback to the fingertip rather than the entire hand as provided by mechanical actuators. Besides, the piezoelectric actuators take the shortest actuating time (approximately 1 ms [18]) to reach their work frequency. Therefore, UV is the most promising technique to be integrated into touchscreen devices. The TPad phone is one of the most successful UV integrated products in the smartphone market. Another technology less common on the smartphone market is electrostatic vibration (EV), which uses electrostatic force to increase the friction between finger and surface by electroadhesion [20]. However, it requires a high voltage (around 120 V) that can hardly be implemented in a smartphone device.

The characteristics of MV and UV tactile feedback for smartphones are summarized in Table 1.

TABLE I. CHARACTERISTICS OF THE TWO TYPES OF TACTILE FEEDBACK

| Feedback | Advantage | Disadvantage |
|----------|-----------|--------------|
| MV       | - Strong feedback | - Noisy |
|          | - Passive and active touch | - Vibrates the entire device |
|          | - Offers density of textures | - Relatively slow response |
| UV       | - Feedback only on fingertips | - Only active touch feedback |
|          | - Quick response | |

B. TACTILE PATTERNS AND PERCEPTION

One of the fundamental factors in tactile interaction design is the appropriate tactile patterns (or tacton) that can be discriminated by users and used to convey different information.

On smartphones, the tactile patterns are typically designed by varying the stimulus duration, that is, the on/off feedback switching paradigm (or adjusting the sizes of low- and high-friction zones in UV frictional surfaces) to convey information. Tactile patterns can be further
manipulated by multiple dimensions, including intensity, frequency, duration of a tactile pulse, rhythm, and spatial location.

For example, Saket et al. [21] proposed combining different MV durations (duration of vibration for 600 ms or 200 ms) to code tactile patterns and reported a high accuracy (95.8%) recognition of four patterns with each stimulus duration of 4.500 ms. Furthermore, Rekik et al. [12] reported a 75% accuracy in different sizes of low- and high-friction zones in pattern identification, with a mean of 7.48 s of identification time on a UV frictional surface.

Defining an appropriate duration of tactile pulse to distinguish the number of stimuli is another way to design tactile patterns. For example, Philippi et al. [22] examined the interstimulus interval (ISI) in temporal numerosity judgment. They studied different ISIs (20 ms to 320 ms) and suggested that larger ISIs (160 and 320 ms) tend to obtain a good perception accuracy. Furthermore, Liao et al. [4] reported that a minimum of 25 ms of vibrations and 170 ms interval with a 3-beats-per-chunk design could achieve a good perception accuracy and is efficient for implementing counting techniques on smartphones. Their results have been adopted in designing counting interfaces in mode selection and PIN entry applications [4, 23, 24].

By quickly altering the states of stimuli, that is, on/off or low/high friction while users move their fingers across the active surface, we can simulate roughness or bump sensations [12, 13, 25], which is also a way of designing tactile codes. In this method, the stimuli strength can be typically valued using the magnitude estimation method in which users provide an empirical value of the stimuli [26], and then a clustering algorithm, such as hierarchical clustering [27], is used to group stimuli to convey different code information.

Another aspect is leveraging surface haptics for simulating graphic patterns such as lines, geometric shapes, and contour-based images on a vibrating touchscreen [28-30]. Experimental results showed that blind people could recognize simple graphic patterns simulated on a vibrating touchscreen with more than 74% accuracy. These basic tactile patterns can be encoded into interfaces accessible to blind users, to indicate streets on virtual maps, or to convey information about graphs [31].

The high-level tactile pattern design scheme combines tactile patterns with touch gestures, such as using directional gestures (e.g., left/right/up/down sliding) to perceive tactile patterns in Braille or Morse codes for blind people [5]. Several works have been conducted and successfully implemented Braille code reading on a mobile device, such as sliding gestures combined with vibration rhythms [6, 17].

Although tactile patterns can be designed in many ways, the fundamental technique in design is to define a group of tactile patterns that are distinguishable from each other and help users easily identify patterns with high accuracy and efficiency. In addition, combining gestures with dynamic tactile patterns can offer plenty of tactile design schemes, which is an effective way to increase the dimensions of code design.

Although tactile patterns and perception paradigms adopt either MV or UV, tactile pattern designs can be easily transferred between the two, that is, the vibration on/off altering paradigm can be transferred to the low/high friction altering representation and vice versa. However, the differences between MV and UV regarding tactile code perception are unclear, so we aim to conduct user studies to clarify their differences.

III. EXPERIMENT DESIGN

According to ISO 9441-11, usability can be measured by effectiveness, efficiency, and satisfaction.

- **Effectiveness** is the completeness and accuracy by which users achieve certain goals. Completeness is measured as the ability to perform a task, while accuracy is the number of errors made during the experiment tasks.
- **Efficiency** is the relationship between effectiveness and the resources expended to achieve the goals. Generally, it is measured as the duration of time spent by participants in completing certain goals.
- **Satisfaction** is the user’s comfort with and positive attitude toward the use of the system. A post-experiment questionnaire of the Likert rating scale is typically used to measure user attitudes.

In this study, ISO 9441-11 was adopted to quantify the usability factors of MV and UV. Effectiveness was measured in two aspects: completeness, which is 100% when the user could perform the perception task, and 0% when the user could not complete the task or give up. Accuracy was the number of errors, that is, the wrong perception results reported by users. Efficiency was measured as the time that users took to perform the perception task. Satisfaction was evaluated through a questionnaire after the experiment. Therefore, the experiment was designed to compare the usability of both types of tactile feedback using these metrics.

A. PARTICIPANTS

A total of sixteen sighted college students (6 females) took part in the experiment; the mean (SD) age was 20.6(1.1) years. All participants were right-handed. All had over 5 years of experience in using touchscreen smartphones. Each participant was paid 50 Chinese yuan upon completion of their trials. The experiment duration for each participant was approximately one hour. In addition, five blind people (mean age: 34.6, SD = 6.9) were invited from the local community who received our experiment invitation letter in WeChat groups. They were organized to join the same experiment as sighted people did, to check whether the results from the latter can be generalized to blind users.
B. APPARATUS
A TPad phone [9], which was introduced by an open-source project\(^1\), was adopted for the experiment. This device provides dynamic frictions on different locations on the touchscreen by using UV, an air-squeeze-film damping technique [32]. The device provides APIs for customizing surface frictions dynamically while users move their fingers on the screen at run time. The TPad phone was assembled based on an Android smartphone, which has a 4.7-inch touchscreen and a display resolution of 720 × 1280 pixels. The device has a traditional vibration actuator inside to offer vibrotactile feedback. The dimensions of the whole device are 16.5 cm in length, 7.0 cm in width, and 1.0 cm in height. The device weighs approximately 160g (see Figure 1). The TPad phone is an ideal platform that offers both MV and UV feedback on a single device, facilitating the comparative experiment. The default working parameter of the TPad in the experiment was a piezoelectric operation frequency of 40 kHz to produce the strongest feedback. And mechanical vibration was set in the strongest level using Android API.

\(^1\) http://tpadtablet.org

\[\text{FIGURE 1. The TPad phone is presented by tpadtablet.org. The circuit plugged into the phone USB interface is the UV control circuit.}\]

C. STIMULI
Two tactile textures distinguished by densities, namely, \textit{dense} and \textit{sparse} patterns (see Figure 2, white zones in the gratings representing vibration on, and black zones off), were adopted to design tactile codes. We chose only two patterns because a binary decision requires a lower cognitive burden and thus may provide a higher identification rate. In our pilot study, we found that participants could identify two patterns with approximately 100\% in less than 1 s. However, when the number of patterns increased to 3 or more, participants took more than 2 s to identify the patterns with an accuracy rate lower than 95\%. Indeed, using two patterns to design tactile codes has been proved effective in applications such as Braille and Morse tactile-code designs [6, 21, 33].

\[\text{The parameters for dense patterns were 0.5/0.5 mm (widths of vibration-/spacing-zones), and for sparse patterns were 1.5/1.5 mm. The MV and UV vibrations were produced only when the finger is moving across the white zones, as shown in Figure 2. We chose these two parameters to generate distinctive sensations for users. Indeed, a larger disparity in widths could provide a more distinctive sensation, as found in our previous study [13]. However, for the sparse pattern, when the widths of vibration-/spacing-zones increased, users must move fingers in a relatively long distance to perceive the pattern and thus lower perception efficiency. Therefore, we must choose a relatively short vibration-/spacing-zones for the sparse pattern while ensuring its discriminability from the dense pattern. In our pilot study, users could discriminate the two patterns, designed as 0.5/0.5 vs. 1.5/1.5 mm, with approximately 100\% accuracy. In comparison, combinations with the smaller disparity in widths, such as 0.5/0.5 vs. 1.0/1.0 mm, showed lower accuracy of discrimination. Hence, we adopted these parameters to design tactile codes.}\]

\[\text{FIGURE 2. Dense and sparse tactile patterns with parameters of 0.5/0.5 mm and 1.5/1.5 mm of widths of vibration-/spacing-zones.}\]

D. DESIGN
The basic interaction scheme in tactile codes perception is using directional sliding gestures combined with dynamic tactile patterns presentation, and the tactile codes are conveyed by the number of gestures and different patterns presented. This scheme is simple, effective, easy to learn, and widely used in designing perceiving tactile graphics [11], reading tactile numbers [24, 34], and Braille [5, 6]. Therefore, we chose this fundamental interaction scheme to examine the perception of tactile codes. The interaction procedure is described as follows:

1. Touch and slide left/right using one finger to sense the first tactile pattern presented on the device and count the sliding gesture as the number 1 action.
2. Then, move the finger to the opposite direction to sense if a tactile pattern is presented on the device while sliding. If a texture is presented, count the sliding gesture as the number 2 action.
3. The left/right sliding should be continued until no tactile pattern is presented on the device. When sliding in the direction without a tactile pattern presented, the perception of a tactile code is completed. The number of
sliding gestures performed with tactile texture presented is the tactile code to perceive. For example, in Figure 3, the user moves a finger from right to left in the third gesture, but the device produces no feedback; thus, the user recognizes that the current code perception is completed, and the code to be perceived should be 2.

4. During the perception, the finger’s sliding speed was not constrained. Participants were asked to choose their normal speed comfortably adopted in their everyday touchscreen usage.

In the self-training step, a tutorial on frictional surface usage was conducted because most of the participants were using UV frictional surfaces for the first time. The tutorial used the built-in “texture sensing” application on the TPad phone to explain feedback and frictional sensation to the participants.

An application was developed to show the participants the dense and sparse patterns and let them identify the difference and memorize the two patterns which were used to convey different code information.

The experimenter demonstrated how to perceive tactile codes. The participants followed the demonstration and were asked to report the codes they obtained to the experimenter to see whether they obtained the code correctly. The participants were asked to perceive 10 codes using both MV and UV feedback during the self-training step to familiarize themselves with the design of tactile code perception.

The 10 test trials of the 10 tactile codes were presented in random order to the participants, who could have their perception results printed to check whether they answered correctly. The participants were free to take the training multiple times until they had gained the confidence to move on to the main test. This step lasted approximately 10 min.

During the main test, the experimenter first loaded the tactile code perception application on the TPad. Then, participants were asked to perceive the tactile code only once on the TPad using sliding gestures and report the code they perceived back to the experimenter. The participants were required to wear a soundproof headset to prevent the interference of vibration sound and environmental noise from affecting the tactile perception. Each participant went through the 2 code types of 5 random tactile codes in 5 repetitions using MV and UV. The order of these conditions was counterbalanced in a Latin Square pattern. This step lasted approximately 20 min.

The total number of experimental trials was 2100 (2 types of tactile techniques × 2 code types × 5 codes × 5 repetitions × 21 participants).

Finally, the subjective rating step was performed immediately after the main testing. Each participant had to complete a questionnaire in which they were asked to rate the two types of tactile feedback in tactile code perception according to their ease of use (Q1), subjective efficiency (Q2), and preference (Q3) in performing the task. Their opinions on the advantages and disadvantages of each feedback were also collected.

E. PROCEDURE
The experiment was conducted in a usability laboratory. The experiment procedure followed the typical tactile interface evaluation scheme [35], which consists of four steps for each participant: 1) preparation, 2) self-training, 3) the main testing, and 4) subjective rating.

During the preparation step, the experimenter collected the demographic information of the participants and explained the purpose, procedure, and tasks to be conducted. The participants could test the application and familiarize themselves with the interaction and ask any questions at this point before moving on to the next step. When the participants fully understood and were familiar with the interaction paradigm, they proceeded to the self-training step. The preparation step lasted for approximately 10 min.

FIGURE 3. Examples of tactile code perception procedure with two types of patterns in the perception of code 2. A tactile code perception finishes when no feedback is given while the user keeps sliding the finger.

Based on the preceding interaction paradigm, and by combining the left/right sliding gestures with the two dynamic patterns (dense as D and sparse as S), several tactile codes could be implemented. In this study, to simplify the perception, 10 tactile codes were examined: D1, D2, D3, D4, D5, S1, S2, S3, S4, and S5. A minimum of two left and right sliding gestures are required to perceive D1 or S1, and a maximum of six left and right sliding gestures are required to perceive D5 or S5.

F. MEASURES
The experiment was a within-subject repeated measures design. The independent and dependent variables are as follows:

Independent variables: the 2 tactile techniques (MV and UV) with each had 10 tactile codes (the dense tactile codes:
D1, D2, D3, D4, and D5; and the sparse tactile codes: S1, S2, S3, S4, and S5).

**Dependent variables:** the task completeness, error rates, perception time, and user satisfaction.

Task completeness was defined as the participants’ ability to perform the perception tasks. The completeness was 100% when the user could perform the perception task and 0% when the user could not complete the task or gave up.

The number of errors was the number of mistakenly perceived tactile codes reported by the participants. The error rate was defined as the ratio of the number of errors to the number of trials; Perception time was defined as the time from the start to the end that a finger moves on the touchscreen to perceive a single tactile code.

The post questionnaire consisted of three statements of assessments in a 7-point Likert scale score, where 1 indicates strongly disagree and 7 indicates strongly agree.

- Q1: The feedback is easy for me to perceive the tactile codes.
- Q2: The feedback is efficient for me to perceive the tactile codes.
- Q3: I would like to use this feedback to perceive tactile codes.

**IV. RESULTS**

To determine whether a difference exists between the perception of the two tactile techniques, paired-samples t-tests were used in the data analysis. For subjective preference analysis, Wilcoxon signed-rank test was used. To analyze the differences between sighted and blind participants, independent t-tests were used. All tests were run at a significance level of $\alpha = 0.05$.

**A. EFFECTIVENESS**

Effectiveness was measured through two different indicators: the completeness of tasks and the number of errors.

Participants could complete the tasks 100% successfully using both MV and UV feedback in all task trails (Table 2), thus no statistical analysis was performed. And therefore, we can conclude that no difference exists between the completeness of the two types of tactile feedback for users in perceiving tactile codes.

| TABLE 2: CHARACTERISTICS OF THE TWO TYPES OF TACTILE FEEDBACK |
|-------------------------------------------------------------|
| Completeness (%) | p | Errors (%) | p |
| MV              | 100.0 (0.0) | 3.33 (1.91) | 0.05 |
| UV              | 100.0 (0.0) | 6.85 (3.07) | < 0.01 |

For error rates, MV resulted in significantly fewer error rates compared with UV for both sighted and blind participants. Regarding to sighted participants, they achieved approximately 3.13% (SD = 1.09) error rate for MV and 6.13% (SD = 1.44) for UV. The paired-samples t-test analysis showed a significant difference between MV and UV, $p < 0.01$. The mean error rates for MV and UV are as shown in Figure 4. And the overall error rates of MV and UV were shown in Table 2.

Correspondingly, for blind participants, the error rates were 4% (SD = 1.58) for MV and 9.2% (SD = 2.88) for UV technique. The paired-samples t-test analysis showed a significant difference between MV and UV, $p < 0.02$.

*FIGURE 4.* Mean error rate for sighted and blind participants on MV and UV code perception. Error bars represent standard deviation.

Finally, we compared error rates between sighted participants with their blind counterparts. The independent t-tests showed that there was no significant difference between the two groups of participants, with $p = 0.49$ for MV and $p = 0.12$ for UV.

**B. EFFICIENCY**

Efficiency was measured by the time participants took to complete the tasks.

MV resulted in a significantly shorter time than UV for both sighted participants and their blind counterparts. The participants’ mean total recognition time for MV and UV are shown in Figure 5.

For sighted participants, they obtained approximately 9.64 s (SD = 1.76) perception time to complete the tasks for MV and 12.45 (SD = 2.11) for UV. The paired-samples t-test analysis showed a significant difference between MV and UV, $p < 0.01$.

Similarly, for blind participants, the perception times were 11.16 s (SD = 2.76) for MV and 13.42 s (SD = 3.63) for UV technique. The paired-samples t-test analysis showed a significant difference between MV and UV, $p = 0.02$. 
Finally, we compared the time taken by sighted and blind participants to complete the tasks. The independent t-tests showed that there was no significant difference between the two groups of participants, with $p = 0.13$ for MV and $p = 0.39$ for UV.

C. SATISFACTION

In general, MV feedback was rated higher in all statements than UV feedback as shown in Figure 6. For sighted participants, the Wilcoxon signed-rank test showed that the difference between the two types of feedback was significant for every question: for Q1, $z = 3.27, p < 0.01$; Q2, $z = 3.56, p < 0.01$; and for Q3, $z = 3.33, p < 0.01$.

Similarly, blind participants had significant preference for MV over UV as well. The Wilcoxon signed-rank test showed that, for Q1, $z = -2.0, p = 0.046$; Q2, $z = -2.24, p = 0.025$; and for Q3, $z = -2.04, p = 0.041$.

Participants were also asked in the questionnaire about the advantages and disadvantages of each tactile feedback. For MV feedback, 62.5% of the sighted participants said it was faster and more comfortable because it was more noticeable and did not need much concentration to perceive the tactile patterns. The disadvantage pointed out most frequently (50%) about UV is that it generally requires a more cognitive load because the feedback is subtle. This condition generally results in a long time for participants to recognize UV codes although they have the same ability to obtain MV codes. Most of the participants (75%) showed more interest in UV because it could provide unique sensations that they have never experienced on a touchscreen. The advantage of UV as pointed out by the participants was that the feedback was distinctive and could quickly respond with each specific fingertip movement. Blind participants generally commented on MV and UV techniques with similar experience to sighted participants. However, they perceived MV and UV with less difference in the level of ease in tactile codes.

The applications of tactile codes using MV and UV were discussed with participants after the questionnaire. Since the MV codes were more distinguishable and precise in recognition, participants were supposed to use them to represent tactile characters such as Morse or Braille codes in eyes-free scenarios. Whereas, UV codes were believed efficient to enhance interaction experience in touching interfaces, such as providing gestures with tactile textures while dragging a graphic widget. These can be potential directions for adopting MV and UV in practical applications.

V. DISCUSSION

In general, our analysis shows significant differences between the two types of techniques in effectiveness, efficiency, and satisfaction while participants perceive tactile codes. However, no significant differences were found in participants’ ability to perceive tactile codes since participants could successfully complete all the perception tasks using both MV and UV techniques.

The experiment led to unexpected results: the MV technique, despite its longer actuating time compared with UV, turned out to take a shorter time and lower error rate for participants to perceive the tactile codes. This outcome might be due to the fact that tactile feedback latency is not the significant factor affecting codes perception. Such a finding is largely in line with the study [36] which also showed that the tactile feedback with a latency of less than 118 ms did not affect interaction performance on a touchscreen. This deduction has also been supported by subjective feedback from our participants, all of whom said that they did not notice the tactile feedback latency between MV and UV while perceiving the codes.

We also find subjective feedback inspirational in terms of user experience: all of the participants preferred the MV technique due to its easiness of perceiving tactile codes. According to participants’ reports, MV was accessed as more noticeable and discriminable in perception tasks, while UV feedback, which only acted on the fingertip, required more attention and concentration on the finger, thus more likely to be neglected. Such results can be partially supported by the existing study [37] which also showed that the vibration amplitude is one of the major
V. CONCLUSION

This study presented an experiment to evaluate (a) whether MV and UV feedback can provide the same performance on user perceptions and, if not, (b) which tactile feedback is more effective in providing users with greater efficiency and satisfaction. The experimental results indicate that MV is better than UV in terms of effectiveness, efficiency, and satisfaction, although no significant difference was observed in users’ ability to perceive the tactile codes. Furthermore, users clearly preferred MV in perceiving tactile codes because vibration is more noticeable than UV. Whereas, UV offers a high-density texture that may be beneficial for graphic UIs to improve the usability of touchscreen interaction. The results would be useful for tactile interface researchers and designers because they can provide design implications in adopting appropriate types of feedback to improve their designs.
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