Low-\(Q^2\) empirical parametrizations of the \(N^*\) helicity amplitudes
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The data associated with the electromagnetic excitations of the nucleon (\(\gamma^*N \rightarrow N^*\)) are usually parametrized by helicity amplitudes at the resonance \(N^*\) rest frame. The properties of the \(\gamma^*N \rightarrow N^*\) transition current at low \(Q^2\) can be, however, better understood when expressed in terms of structure form factors, particularly near the pseudothreshold, when the magnitude of the photon three-momentum transfer squared, \(q^2\), well in the timelike region \(Q^2 = -q^2 < 0\) [\(M_N\) and \(M_R\) are the mass of the nucleon and of the resonance, respectively]. In the helicity amplitude representation, the amplitudes have well-defined dependences on \(|q|\), near the pseudothreshold, and there are correlations between different amplitudes. Those constraints are often ignored in the empirical parametrizations of the helicity amplitudes. In the present work, we show that the structure of the transition current near the pseudothreshold has an impact on the parametrizations of the data. We present a method which modifies analytic parametrizations of the data at low \(Q^2\), in order to take into account the constraints of the transition amplitudes near the pseudothreshold. The model dependence of the parametrizations on the low-\(Q^2\) data is studied in detail.

I. INTRODUCTION

In the past two decades, there was significant experimental progress in the study of the electromagnetic structure of the nucleon (\(N\)) and the nucleon excited states (\(N^*\)) [1,2]. From the theoretical point of view, there was some progress in the description of the electromagnetic excitations \(N^*\) using QCD sum rules [3,4], approaches based on the Dyson-Schwinger equations [8,9], AdS/QCD [11,14] and different classes of quark models [13,19]. At low \(Q^2\), the dynamical coupled-channel models which take into account the meson cloud dressing of the baryons are also successful [1,20,22].

The electromagnetic structure of the nucleon excitations can be probed through the scattering of electrons on nucleons (\(eN \rightarrow e'N^*\)). The measured cross sections include the information about the \(\gamma^*N \rightarrow N^*\) transitions, which can be expressed in terms of different structure functions depending on the photon polarization and on the four-momentum transfer squared, \(q^2\). The most common representation of those structure functions is the helicity amplitude representation, where all the \(\gamma^*N \rightarrow N^*\) transitions are parametrized in terms of the three different polarizations of the photon, including two transverse amplitudes \(A_{1/2}\) and \(A_{3/2}\) and one longitudinal amplitude \(S_{1/2}\), depending on the angular momentum \(J\) of the nucleon resonance \(N^*\). Those amplitudes are usually presented in the rest frame of the resonance (\(N^*\)) [3,14,20-23]. An alternative representation of those structure functions is the transition form factor representation, generally derived from the structure of the \(\gamma^*N \rightarrow N^*\) transition current [3,20-24]. Examples of the form factor representation are the Dirac and Pauli form factors, the electric and magnetic (Sachs) form factors of the nucleon [2]. The nucleon resonances can also be described by the Dirac- and Pauli-like form factors for the \(J = \frac{1}{2}\) resonances or multipole form factors, such as the electric, magnetic and Coulomb form factors for the \(J = \frac{3}{2}\) resonances, with positive or negative parity (\(P = \pm\)) [23,28]. The form factor representation has some advantages in the interpretation of the structure of the \(J^\pm\) states, since it emphasizes the symmetries associated with the nucleon resonances [20].

Empirical parametrizations of the helicity amplitudes or transition form factors are important to compare with theoretical models and for calculations which require accurate descriptions of the \(N^*\) data, in different ranges of \(Q^2\) [20,29].

In general, the \(J^\pm\) helicity amplitudes or the transition form factors are independent functions of \(Q^2 = -q^2\), except in some particular kinematic limits. An important limit is the pseudothreshold limit, where the magnitude of photon three-momentum \(|q|\) vanishes, and the nucleon and the nucleon resonance are both at rest. In this limit, the invariant \(Q^2\) has the value \(Q^2 = -(M_R - M_N)^2\), where \(M_N\) and \(M_R\) are the mass of the nucleon and the nucleon resonance \(N^*\), respectively. Throughout this work, we also use \(R\) to label \(N^*\) and the properties of \(N^*\).

The transition current associated with states \(J = \frac{1}{2}, \frac{3}{2}\) can be decomposed into two (\(J = \frac{1}{2}\)) or three (\(J = \frac{3}{2}\)) gauge-invariant terms associated with the properties of the transition. Each of those terms defines elementary form factors \(G_i\) independent of each other and free of
TABLE I: Constraints at the pseudothreshold.

\begin{table}[h]
\begin{tabular}{c|c|c}
\hline
\( \frac{1}{2}^+ \) & \( A_{1/2} \propto |q|, \quad S_{1/2} \propto |q|^2 \) & \( S_{1/2} \propto A_{1/2}|q| \) \\
\( \frac{1}{2}^- \) & \( A_{1/2} \propto 1, \quad S_{1/2} \propto |q| \) & \( S_{1/2} \propto A_{1/2}|q| \) \\
\( \frac{3}{2}^+ \) & \( A_{1/2} \propto |q|, \quad S_{1/2} \propto |q|^2 \) & \( S_{1/2} \propto (A_{1/2} - \sqrt{3}A_{3/2})|q| \) \\
\( \frac{1}{2}^- \) & \( A_{1/2} \propto 1, \quad S_{1/2} \propto |q| \) & \( S_{1/2} \propto (A_{1/2} + \sqrt{3}A_{3/2})|q| \) \\
& & \( A_{3/2} \propto 1, \quad (A_{1/2} - \sqrt{3}A_{3/2}) \propto |q|^2 \) \\
\hline
\end{tabular}
\end{table}

kinematical singularities \[23, 25\]. Helicity amplitudes in a given frame and the transition form factors (Dirac-Pauli or multipole) can be expressed as linear combinations of the elementary form factors \( G_i \[2, 23, 25\]. The helicity amplitudes and transition form factors are not uncorrelated as the elementary form factors, because of the kinematical factors included in the transformation between the elementary form factors and the alternative structure functions. The discussion of those transformations and their consequences in the pseudothreshold limit can be found in Refs. \[23, 25\].

When we parametrize the data in terms of the elementary form factors \( G_i \), we do not need to worry about the constraints at the pseudothreshold, since those are automatically ensured and the structure functions are free of kinematical singularities \[23\]. Consistent parametrizations of the helicity amplitudes based on appropriated elementary form factors for the \( J = \frac{1}{2}, \frac{3}{2} \) resonances are presented in Ref. \[26\].

When we parametrize the transition form factors or the helicity amplitudes at the resonance rest frame directly, however, we need to take into account the pseudothreshold constraints. Those structure functions are constrained by some specific dependence on \( |q| \[30, 32\] and by correlations between different helicity amplitudes and, equivalently, by correlations between transition form factors \[23, 27\]. Those constraints are the consequence of the gauge-invariant structure of the transition current and the kinematics associated with the \( N^* \) rest frame \[23, 27\].

The dependence of the transverse amplitudes (\( A_{1/2} \) and \( A_{3/2} \)) and longitudinal amplitudes in the magnitude of the photon three-momentum \( |q| \) for the cases \( J = \frac{1}{2}, \frac{3}{2} \) is summarized in Table I. Additional discussion about those relations can be found in Refs. \[23, 28, 30\]. The content of the table shows that the constraints on the helicity amplitudes cannot be ignored if the pseudothreshold of the \( \gamma^*N \to N^* \) transition is close to the photon point \( Q^2 = 0 \). This observation demonstrates the need of taking into account the pseudothreshold constraints in the empirical parametrizations of the helicity amplitudes, particularly for resonances with masses close to the nucleon.

The present work is motivated by the necessity of taking into account the constraints from Table I in the empirical parametrization of the data. Since the empirical parametrizations of the data ignore, in general, the specific dependence on \( |q| \), in the present work we checked if it is possible to modify those parametrizations below a certain value of \( Q^2 \), labeled as \( Q^2_p \), in order to obtain a consistent extension to the pseudothreshold, without spoiling the description of the available data. We derive then analytic extensions of generic parametrizations of the data based on the continuity of the amplitudes and on the continuity of the first derivatives of those amplitudes in the transition point \( Q^2_p \). With this procedure, we generate smooth extensions of available parametrizations of the data, and study the consistency of the results with the data and with the pseudothreshold constraints. The solutions obtained can also be used to test the sensitivity of the solutions to possible variations of the data at low \( Q^2 \). This study is particularly useful, since there is generally a gap in the data between \( Q^2 = 0 \) and \( Q^2 = 0.3 \) GeV².

The formalism proposed to extend analytically the amplitudes to the timelike region is general and can be applied to any set of parametrizations of amplitudes, provided that those are continuous and that their first derivatives are also continuous in the spacelike region (\( Q^2 \geq 0 \)). To exemplify our formalism, we consider a particular set of empirical parametrizations of the \( \gamma^*N \to N^* \) helicity amplitudes, associated with the \( N^* \) states: \( N(1440), N(1520), N(1535), N(1650), N(1710), N(1720), \Delta(1232), \Delta(1620) \) and \( \Delta(1700) \). We look, in particular, to the Jefferson Lab parametrizations from Ref. \[23\], which have been used by several authors. Those parametrizations are based on simple expressions (rational functions of \( \sqrt{Q^2} \)), are, in general, valid in the range \( Q^2 = 0.5 \)–\( 5 \) GeV², and provide a fair description of the available data \[34\], in particular of the CLAS/JLab data \[29, 35–37\] at intermediate and large \( Q^2 \).

This article is organized as follows: In the next section, we discuss in more detail the implications of the pseudothreshold conditions on the helicity amplitudes. In Sec. III we review the definition of the helicity amplitudes in the \( N^* \) rest frame, and discuss which information is necessary to derive an analytic continuation of a given amplitude. The method used to extend the empirical parametrization to the timelike region, including the pseudothreshold limit, is presented in Sec. IV. The numerical results for all \( N^* \) states considered are presented and analyzed in Sec. V. In Sec. VI we present our outlook and conclusions.

II. CONSTRAINTS ON THE HELICITY AMPLITUDES

The most popular consequence of the pseudothreshold constraints is the relation between the electric amplitude \( E \) (combination of longitudinal amplitudes) and the
scalar amplitude \( S_{1/2} \) which can, in general, be expressed in the form

\[
\lambda_R S_{1/2} = E |q|, \tag{2.1}
\]

where the factor \( \lambda_R \propto (M_R - M_N) \) depends on the masses of the nucleon and the resonance. The relation (2.1) is known as Siegert’s theorem or the long-wavelength theorem, since it is valid in the limit \( |q| \rightarrow 0 \). \( \lambda_R \) has automatically \(|q|\) dependence, which can, in general, be expressed as [3, 39].

The relations (2.1) and (2.2) are consistent with the specific dependence of the amplitudes on \(|q|\), displayed in Table I.

One can illustrate the importance of including the correct \(|q|\) dependence on the amplitudes, looking for the simplest case, the \( 1^+ \) helicity amplitudes. Those amplitudes can be written as [3, 39].

\[
A_{1/2} = R \frac{|q|}{\sqrt{1 + \tau}} (\tau G_1 + G_2),
\]

\[
S_{1/2} = \frac{1}{\sqrt{2(M_R + M_N)}} R \frac{|q|^2}{\sqrt{1 + \tau}} (G_1 - G_2), \tag{2.2}
\]

where \( R \) is a constant, \( \tau = \frac{Q^2}{(M_R + M_N)^2} \), \( \tau G_1 \) represents the Dirac form factor and \( G_2 \) represents the Pauli form factor. Based on the previous representation, we conclude that if \( G_1 \) and \( G_2 \) are regular functions, with no zeros and singularities at the pseudothreshold, one has automatically \( A_{1/2} \propto |q| \) and \( S_{1/2} \propto |q|^2 \). Most of the empirical parametrizations of the data based on parametrizations of the amplitudes \( A_{1/2} \) and \( S_{1/2} \) by regular functions, ignore this specific dependence on \(|q|\).

One concludes, then, that if the form factors \( (G_1 \) and \( G_2 \) are not parametrized directly, we need to enforce the dependence of the amplitudes on \(|q|\), in order to have a consistent parametrization of the data, based on the properties of the transition currents. Empirical parametrizations of the data which ignore the correct \(|q|\) dependence are inconsistent and provide erroneous descriptions of the helicity amplitudes at low \( Q^2 \).

There are in the literature several works which explore the relations between helicity amplitudes and transition form factors and try to identify in the data, signatures of the pseudothreshold constraints. The \( \gamma^*N \rightarrow \Delta(1232) \) have been discussed in some detail by several authors [4, 27, 32, 38, 40, 41]. The \( \gamma^*N \rightarrow N(1535) \) and \( \gamma^*N \rightarrow N(1520) \) are also discussed in Refs. 27, 28, 32. As for the states \( \frac{3}{2}^+ \), as the Roper, one can conclude from Table I that there is no relation associated with Siegert’s theorem. This happens because for the \( \frac{3}{2}^+ \) states there is no electric amplitude [4, 30]. Nevertheless, there are constraints for the amplitudes \( A_{1/2} \) and \( S_{1/2} \), which cannot be ignored.

Instead of deriving alternative parametrizations of the helicity amplitudes consistent with the pseudothreshold constraints, in the present work, we propose a method to modify available parametrizations of the data in order to satisfy those constraints. The consistency of the modified parametrizations with the low-\( Q^2 \) data can be checked afterwards.

III. EMPIRICAL PARAMETRIZATIONS OF HELICITY AMPLITUDES

The experimental data associated with the \( \gamma^*N \rightarrow N^* \) transitions are usually represented in term of the helicity amplitudes in the \( N^* \) rest frame. Those amplitudes can be calculated from the transition current \( J^\mu \), in units of the elementary charge \( e \), using [3]:

\[
A_{3/2} = \sqrt{\frac{2\pi\alpha}{K} \langle R, S'_z = +\frac{3}{2} | \epsilon_+ \cdot J | N, S_z = +1\rangle}
\]

\[
A_{1/2} = \sqrt{\frac{2\pi\alpha}{K} \langle R, S'_z = +\frac{1}{2} | \epsilon_+ \cdot J | N, S_z = -\frac{1}{2}\rangle}
\]

\[
S_{1/2} = \sqrt{\frac{2\pi\alpha}{K} \langle R, S'_z = +\frac{1}{2} | \epsilon_0 \cdot J | N, S_z = +\frac{1}{2}\rangle \frac{|q|}{Q}}
\]

where \( S'_z \) (\( S_z \)) is the final (initial) spin projection, \( q \) is the photon three-momentum in the rest frame of \( R, Q = \sqrt{Q^2} \) and \( \epsilon^\mu_\lambda \) (\( \lambda = 0, \pm 1 \)) are the photon polarization vectors. In the previous equations \( \alpha \approx 1/137 \) is the fine-structure constant and \( K = \frac{M_R^2 - M_N^2}{2M_R} \) is the magnitude of the photon momentum when \( Q^2 = 0 \). In the rest frame of \( R \) the magnitude of the nucleon three-momentum is \(|q|\), and reads

\[
|q| = \frac{\sqrt{Q^2 + Q^2}}{2M_R}, \tag{3.4}
\]

where \( Q^2 = (M_R \pm M_N)^2 + Q^2 \).

Depending on the spin \( J \) of the resonance one can have two \( (J = \frac{1}{2}) \) or three \( (J = \frac{3}{2}) \) independent amplitudes. There are in the literature several kinds of parametrizations of the data. The MAID (Mainz Unitary Isobar Model) parametrizations are characterized by the combination of polynomials and exponentials [4, 24, 28], and other parametrizations are based on rational functions [3, 26, 28]. In principle, all those parametrizations are equivalent in a certain range of \( Q^2 \), provided that \( Q^2 \geq 0 \) and that we are not too close to the pseudothreshold.

\[\text{1 R can be represented as}
\]

\[
R = \frac{e}{\sqrt{M_N M_R} K M_N + M_R},
\]

\[\text{where} e \text{ is the elementary electric charge and} K = \frac{M_R^2 - M_N^2}{2M_R}.
\]
The important for the following discussion is that the parametrization of a generic amplitude $A$ corresponds to a regular function of $Q^2$ (no zeros at $Q^2 = 0$ and no singularities), that the function is continuous and that the first derivatives exist and are also continuous.

We assume then that the parametrizations under discussion take known analytic forms, and describe well the data above a given threshold $Q^2_{T} > 0$. In those cases we can check if we can derive analytic continuations to the timelike region consistent with the pseudothreshold constraints and with smooth transitions between the pseudothreshold $Q^2 = -(M_R - M_N)^2$ and the point $Q^2 = Q^2_{T}$.

By varying the value of $Q^2_{T}$, we infer the sensitivity of the fits to the pseudothreshold conditions. Since the empirical parametrizations of the data can be in some cases very sensitive to the low-$Q^2$ data, and also because there is in most resonances a gap between $Q^2 = 0$ and $Q^2 = 0.3$ GeV$^2$, we consider three different values for $Q^2_{T}$: $Q^2_{T} = 0.1$ 0.3 and 0.5 GeV$^2$. We avoid intentionally the use of the $Q^2 = 0$, in order to derive an analytic continuation independent of the $Q^2 = 0$ data.

The analytic continuation is derived demanding a smooth transition between the region where the original parametrization is assumed to be valid, the $Q^2 \geq Q^2_{T}$, region, and the region between the pseudothreshold, $Q^2 = -(M_R - M_N)^2$, and the point $Q^2 = Q^2_{T}$. Below $Q^2 = Q^2_{T}$ the parametrizations are consistent with the expected shape near the pseudothreshold, characterized by the expressions from Table I. The smooth transition between the two regions is obtained by imposing the following conditions:

- The amplitude $A$ is continuous at $Q^2 = Q^2_{T}$;
- the first derivative is continuous at $Q^2 = Q^2_{T}$; and
- the second derivative is continuous at $Q^2 = Q^2_{T}$.

In some cases, we demand also the continuity of the third derivative at $Q^2 = Q^2_{T}$.

To derive the analytic continuation, we consider the expansion

$$A(Q^2) = A^{(0)} + A^{(1)}(Q^2 - Q^2_{T}) + \frac{A^{(2)}}{2!}(Q^2 - Q^2_{T})^2 + \frac{A^{(3)}}{3!}(Q^2 - Q^2_{T})^3 + \ldots,$$

(3.5)

where the coefficients $A^{(k)}$ ($k = 1, 2, 3$) represent the derivatives $A^{(k)} = \frac{d^k A}{dQ^2^k}(Q^2_{T})$ and $A^{(0)} = A(Q^2_{T})$. In the following, we refer to $A^{(k)}$ as the moments of the expansion of $A$ in $Q^2$.

The analytic continuation for the $-(M_R - M_N)^2 < Q^2 < Q^2_{T}$ region is discussed in the next section.

### IV. Analytic Extension of the Helicity Amplitudes to the Timelike Region

In the region $-(M_R - M_N)^2 < Q^2 < Q^2_{T}$, we consider a formal representation of the helicity amplitudes in terms of the variable $|q|$ defined by Eq. (3.1), in order to parametrize the leading-order dependence of the amplitudes near the pseudothreshold. The connection between $Q^2$ and $|q|$ can be obtained by the inversion of the relation $Q^2$:

$$Q^2 = -(M_R - M_N)^2 + 2M_R \left[ \sqrt{M_N^2 + |q|^2} - M_N \right].$$

(4.1)

More specifically, we represent the helicity amplitudes using an expansion in powers of $|q|^2$ in the form

$$A = |q|^n(\alpha_0 + \alpha_1|q|^2 + \alpha_2|q|^4 + \alpha_3|q|^6),$$

(4.2)

for the cases $n = 0, 1, 2$. The representation $A(3,2)$ is consistent with all the amplitudes from Table I. The coefficients $\alpha_0, \alpha_1, \alpha_2$ and $\alpha_3$ are determined by the connection with the $Q^2 > Q^2_{T}$ region and the continuity conditions associated with the amplitudes, the first and the second derivatives of the amplitudes, as discussed next. In some cases we use also the continuity of the third derivative.

Note that in Eq. (4.2) there are no odd powers of $|q|$ in the second factor. This representation is motivated by the relation between the derivative in $|q|$ and $Q^2$, from where we can conclude that the odd terms vanish near the pseudothreshold $Q^2$.

Instead of the variable $|q|^2$, one can use the dimensionless variable

$$\tilde{q}^2 = \frac{|q|^2}{M_R^2}.$$  

(4.3)

For simplicity, we define also $\tilde{q} = \sqrt{\tilde{q}^2}$. Using the new notation, we can parametrize the amplitudes for the $1^{\pm}$ and $3^{\pm}$ resonances in the form

$$A = \tilde{q}^n(\alpha_0 + \alpha_1\tilde{q}^2 + \alpha_2\tilde{q}^4 + \alpha_3\tilde{q}^6),$$

(4.4)

where all the coefficients $\alpha_l$ ($l = 0, 1, 2, 3$) have the same dimensions, the dimension of the helicity amplitudes (GeV$^{-1/2}$). The explicit parametrizations for the resonances under study are in Table III.

---

2 The relation between a derivative of a function $F$ in $|q|$ and $Q^2$ is

$$\frac{dF}{d|q|} = \frac{4M_R^2|q|}{M_R^2 + M_N^2 + Q^2} \frac{dF}{dQ^2}.$$  

If $F$ is a regular function, (no singularities at $|q| = 0$), one concludes that $\frac{dF}{d|q|}$ vanishes at the pseudothreshold.
TABLE II: Parametrizations of the helicity amplitudes for the cases $\frac{1}{2}^\pm$ and $\frac{3}{2}^\pm$.

| Helicity State | Amplitude $A_{1/2}$ | Amplitude $A_{3/2}$ | Amplitude $S_{1/2}$ |
|----------------|----------------------|----------------------|---------------------|
| $\frac{1}{2}^+$ | $a_0\tilde{q} + a_1\tilde{q}^3 + a_2\tilde{q}^5 + a_3\tilde{q}^7$ | $b_0\tilde{q} + b_1\tilde{q}^3 + b_2\tilde{q}^5 + b_3\tilde{q}^7$ | $c_0\tilde{q}^2 + c_1\tilde{q}^4 + c_2\tilde{q}^6 + c_3\tilde{q}^8$ |
| $\frac{1}{2}^-$ | $a_0 + a_1\tilde{q}^3 + a_2\tilde{q}^5 + a_3\tilde{q}^7$ | $b_0 + b_1\tilde{q}^3 + b_2\tilde{q}^5 + b_3\tilde{q}^7$ | $c_0\tilde{q}^2 + c_1\tilde{q}^4 + c_2\tilde{q}^6 + c_3\tilde{q}^8$ |
| $\frac{3}{2}^+$ | $a_0\tilde{q} + a_1\tilde{q}^3 + a_2\tilde{q}^5 + a_3\tilde{q}^7$ | $b_0 + b_1\tilde{q}^3 + b_2\tilde{q}^5 + b_3\tilde{q}^7$ | $c_0\tilde{q}^2 + c_1\tilde{q}^4 + c_2\tilde{q}^6 + c_3\tilde{q}^8$ |
| $\frac{3}{2}^-$ | $a_0 + a_1\tilde{q}^3 + a_2\tilde{q}^5 + a_3\tilde{q}^7$ | $b_0 + b_1\tilde{q}^3 + b_2\tilde{q}^5 + b_3\tilde{q}^7$ | $c_0\tilde{q}^2 + c_1\tilde{q}^4 + c_2\tilde{q}^6 + c_3\tilde{q}^8$ |

In Table II we use $a_l$, $b_l$ and $c_l$ ($l = 0, 1, 2, 3$) to represent the coefficients of the amplitudes $A_{1/2}$, $A_{3/2}$ and $S_{1/2}$, respectively. The effect of the factor $\tilde{q}^l$ in Eq. (4.3) can be taken into account by redefining $A$ as $A \tilde{q}$ or $\frac{A}{\tilde{q}}$.

The coefficients $a_l$ ($l = 0, 1, 2, 3$) are determined based on the correlations between the amplitudes (pseudothreshold conditions) and the continuity conditions for $A$ and their derivatives, characterized by the moments $A^{(k)}$ ($k = 0, 1, 2, 3$). There are two cases to be considered:

1. The amplitude is independent of the pseudothreshold conditions.

2. The amplitude is correlated with another amplitude.

In the first case, we can determine all coefficients using the continuity of $A$ and the first three derivatives at the point $Q^2 = Q^2_p$ to fix all the coefficients. The last coefficient $a_3$ is in this case determined by $A^{(3)}$ (third derivative of $A$).

In the second case we use the correlation condition to fix the first coefficient ($a_0$) and the remaining coefficients are determined by the continuity of the amplitude and the first two derivatives at the point $Q^2 = Q^2_p$.

The explicit expressions for the two cases are presented in Appendix A for the function (4.3) for the case $n = 0$. The other cases can be obtained using the corresponding results for $\frac{1}{2}^\pm$ or $\frac{3}{2}^\pm$. The relations between the coefficients $a_l$ and the moments of the expansion in $Q^2$ from Eq. (4.5) are presented in Appendix B.

Since the longitudinal amplitude ($S_{1/2}$) is, in general, poorly constrained near $Q^2 = 0$, because there are no measurements at $Q^2 = 0$, in our calculations we choose to fix the coefficients of $S_{1/2}$ using the correlations with the transverse amplitudes.

The coefficients of the transverse amplitudes ($A_{1/2}$ and $A_{3/2}$) can, in principle, be considered independent of the pseudothreshold conditions. In those conditions all the coefficients can be determined using the continuity of the amplitude and the first three derivatives, as mentioned above. The states $\frac{3}{2}^-$ are the exception to this role because the two transverse amplitudes are also correlated, as shown in the second column in Table II.

We now consider the different $JF^L$ states.

A. $\frac{1}{2}^+$ states

For the $\frac{1}{2}^+$ states there are no special constraints at the pseudothreshold, except for the forms

$$A_{1/2} \propto |q|, \quad S_{1/2} \propto |q|^2,$$

presented in Table I.

In the present case, we can determine all coefficients of the amplitudes $A_{1/2}$ and $S_{1/2}$ demanding the continuity of the amplitudes and the first three derivatives independently, since those amplitudes are uncorrelated (case 1).

From the parametrizations from Ref. [33], there are two resonances to be taken into account: $N(1440)$ (Roper) and $N(1710)$.

B. $\frac{1}{2}^-$ states

The $\frac{1}{2}^-$ states are characterized by the relation [27, 27]

$$A_{1/2} = \sqrt{2}(M_R - M_N) \frac{S_{1/2}}{|q|}.$$  \hspace{1cm} (4.6)

The previous relation is equivalent to Eq. (2.1), since $E \propto A_{1/2}$.

An alternative view of the pseudothreshold constraints is obtained when we consider the Dirac ($F_1$) and Pauli ($F_2$) form factors. In that case we can write, near the pseudothreshold $A_{1/2} = 2bF_1$ and $S_{1/2} = \sqrt{2}b(M_R - M_N)\tilde{F}_1$, where $\tilde{F}_1 = F_1 + \frac{M_R - M_N}{M_R + M_N}F_2$ and $b \propto \sqrt{Q^2_+}$ is a known function [27]. Check Ref. [27] for more details.

According to the parametrizations from Table II, the condition (4.6) corresponds to

$$\sqrt{2}\frac{M_R - M_N}{M_R}c_0 = a_0.$$  \hspace{1cm} (4.7)

The bold variable $c_0$ in Table II indicates that $c_0$ is fixed by (4.7).

3 The Dirac form factor is related with $G_1$ from Eqs. (1440) by $F_1 = \tau G_1$. In addition $G_2 = F_2$. 


The amplitude $A_{1/2}$ can be considered independent with the coefficients determined by the continuity conditions of the amplitude and the first three derivatives (case 1). The coefficient $c_0$ is determined by the value of $a_0$. The remaining coefficients $c_i$ ($i = 1, 2, 3$) are determined by the continuity conditions associated with the amplitude $S_{1/2}$ and the first two derivatives (case 2).

This formalism can be used for the states $N(1535)$, $N(1650)$ and $\Delta(1620)$.

C. $\frac{3}{2}^+$ states

The $\frac{3}{2}^+$ are constrained by the condition between electric and Coulomb Jones-Scadron form factors [24, 25, 26

$$G_E = \frac{M_R - M_N}{2M_R} G_C.$$ (4.8)

When expressed in terms of helicity amplitudes, we obtain the relations $G_E = F_\pm \left( A_{1/2} - \frac{1}{\sqrt{3}} A_{3/2} \right)$ and

$$G_C = F_0 \sqrt{2} S_{1/2},$$

where $F_\pm \propto 1/|q|$ is a kinematic factor. One obtains then the relation between amplitudes

$$A_{1/2} - \frac{1}{\sqrt{3}} A_{3/2} = \sqrt{2} \frac{M_R - M_N}{|q|} S_{1/2}. \quad (4.9)$$

According to the parametrizations from Table II, the previous equation is equivalent to

$$\sqrt{2} \frac{M_R - M_N}{M_R} c_0 = a_0 - \frac{b_0}{\sqrt{3}}. \quad (4.10)$$

An additional consequence of the relations $A_{1/2} \propto |q|$ and $A_{3/2} \propto |q|$ is that

$$G_M \propto (A_{1/2} - \frac{1}{\sqrt{3}} A_{3/2})/|q| \propto 1, \quad (4.11)$$

near the pseudothreshold, meaning that $G_M$ is finite when $|q| \to 0$ [24, 25, 28].

In the present case the amplitudes $A_{1/2}$ and $A_{3/2}$ are expressed independently using the continuity of the amplitudes and the first three derivatives (case 1). The coefficient $c_0$ is determined afterwards using Eq. (4.10). The remaining coefficients are determined by the continuity of the function and the first two derivatives at the point $Q^2 = Q_{F_0}^2$ (case 2).

This formalism can be applied to the resonances $\Delta(1232)$ and $N(1720)$.

D. $\frac{3}{2}^-$ states

Contrary to the previous cases there are two conditions at the pseudothreshold: [24, 25, 26, 28]:

$$G_E = -\frac{M_R - M_N}{M_N} G_C,$$ (4.12)

$$G_M \propto |q|^2. \quad (4.13)$$

One has then two constraints for the three form factors. When expressed in terms of the helicity amplitudes, we obtain:

$$A_{1/2} + \sqrt{3} A_{3/2} = -2\sqrt{2} \frac{M_R - M_N}{|q|} S_{1/2}, \quad (4.14)$$

$$A_{1/2} - \frac{1}{\sqrt{3}} A_{3/2} \propto |q|^2. \quad (4.15)$$

Based on the parametrization from Table III we derive the relations between coefficients

$$b_0 = \sqrt{3} a_0, \quad (4.16)$$

$$-\frac{M_R - M_N}{\sqrt{2} M_R} c_0 = a_0. \quad (4.17)$$

In the case of the resonances $\frac{3}{2}^-$ one has then two constraints for the three amplitudes expressed by Eqs. (4.10) and (4.11). Since $a_0$ appears in both conditions, we fix the continuity of $A_{1/2}$ and the first three derivatives to fix the coefficients $a_0$ first (case 1). After that, we fix the coefficients $b_0$ and $c_0$ using Eqs. (4.10) and (4.17) and determine the remaining coefficients through the continuity of $A_{3/2}$ and $S_{1/2}$ and the first two derivatives (case 2).

The present formalism can be applied to the resonances $N(1520)$ and $\Delta(1700)$.

V. NUMERICAL RESULTS

We present now the numerical results associated with different $\frac{1}{2}^\pm$ and $\frac{3}{2}^+$ states.

The formalism discussed in the previous section is general, and can be applied to any regular set of parametrizations of the amplitudes, in the spacelike region (the amplitudes and the first derivatives are continuous).

To exemplify the method, we consider the empirical parametrizations from the Jefferson Lab from Ref. [33]. Those parametrizations are based on simple rational expressions, in general, are valid in the range $Q^2 = 0.5–5$ GeV$^2$, and provide a fair description of the available data, in particular the CLAS data.

To study the sensibility of the analytic extensions to the transition point between the original parametrization and our analytic extension ($Q_{F_0}^2$), we consider the values $Q_{F_0}^2 = 0.1, 0.3$ and 0.5 GeV$^2$.

Our analytic extensions are also compared directly with the data, particularly the database from Ref. [34]. We recall that the $N^*$ helicity amplitude data are, in general, scarce, except for the states $\Delta(1232)_{\frac{1}{2}^+}$, $N(1440)_{\frac{1}{2}^+}$, $N(1520)_{\frac{3}{2}^-}$ and $N(1535)_{\frac{5}{2}^-}$. The data for most of the other states are incomplete, since they are restricted mainly to the transverse amplitudes and also restricted to three or five data points. For these reasons, we select, in particular, data from CLAS: The CLAS data are complete and cover a wide range in $Q^2$.

Another limitation of the data is that there is a lack of data in the region $Q^2 = 0–0.3$ GeV$^2$. As a consequence,
the analytic extrapolations for the low-$Q^2$ region are very sensitive to the available data, leading to ambiguities in the extrapolations to the $Q^2 < 0$ region. These effects are sometimes amplified by the correlation between the amplitudes near the pseudothreshold.

Of particular importance is the experimental determination of the transverse amplitudes at the photon point ($Q^2 = 0$). Different groups provide very different estimates for those amplitudes. In some cases, the Particle Data Group (PDG) summarizes the results using an interval with a large window of variation.

Our results for the resonances $1^+ \cdot \frac{1}{2}^-, \frac{3}{2}^+ \cdot \frac{3}{2}^+$ and $\frac{5}{2}^-$ are presented in Figs. 1, 2, 3 and 4, respectively. The tables with the coefficients associated to each parametrization are presented in Appendix C. In all cases, we include the original fit (solid dark line) in the $Q^2 > 0$ region, although the line is not always visible due to the overlap of lines.

The states $\Delta(1232)_{\frac{3}{2}^+}, N(1440)_{\frac{1}{2}^+}, N(1520)_{\frac{3}{2}^-}$ and $N(1535)_{\frac{1}{2}^-}$ are discussed first. Later, we analyze the remaining cases.

**A. $N(1440)_{\frac{1}{2}^+}$**

Our results for $N(1440)_{\frac{1}{2}^+}$ are at the top in Fig. 1. The $N(1440)_{\frac{1}{2}^+}$ state is interesting, because there is no direct relation between the two amplitudes. The effect of the pseudothreshold is restricted to the leading-order dependence of the amplitudes on $|q|$ near the pseudothreshold, presented in Eqs. (4.5). Nevertheless, there are still interesting features in the different extension for the timelike region depending on the value of $Q^2_P$.

From the results for the amplitude $A_{1/2}$ we can conclude that the extrapolations for $Q^2 < Q^2_P$ are very sensitive to the value of $Q^2_P$. This happens because the original parametrization has a large derivative near $Q^2 = 0$ in order to describe the $Q^2 = 0$ data. All the extrapolations attempt to provide a smooth transition between the result at $Q^2 = 0$ and the result at the pseudothreshold ($A_{1/2} = 0$). Note, however, that the parametrization with $Q^2_P = 0.1$ GeV$^2$ has a strong deflection near $Q^2 = 0$ inducing a significant increment of the magnitude of the amplitude followed by a fast reduction to zero at the pseudothreshold. The extension associated with $Q^2_P = 0.3$ GeV$^2$ is the one with the best balance between the description of the data and a smoother transition to the pseudothreshold, and it is also close to the $Q^2 = 0$ data point. The $A_{1/2}$ amplitude provides a good example about the sensitivity of the parametrizations to the low-$Q^2$ data.

As for the amplitude $S_{1/2}$ all the parametrizations are consistent with the data, except for the lowest $Q^2$ point from MAMI (Mainz Microtron) ($Q^2 = 0.1$ GeV$^2$) [46]. Only new data below $Q^2 = 0.3$ GeV$^2$ can help to de-
Our results for the $N(1535)^{1-}$ are at the top in Fig. 2. We discuss first the results represented by the thick lines. From the graphs for $A_{1/2}$ we can conclude that all the extensions are equivalent. The results for $S_{1/2}$, however, are very different. The strong dependence of the analytic extensions on the point $Q^2_P$ is clear from the graph. This result shows how relevant the pseudothreshold condition (4.6) is, since the extrapolation demands a positive derivative for $S_{1/2}$ near the pseudothreshold. It is worth mentioning that similar shapes can be obtained when we use phenomenological motivated parametrizations similar to the ones from MAID (combination of polynomials and exponentials) [27].

The exact point where the function $S_{1/2}$ starts to approach zero when $Q^2$ decreases, still in the spacelike region ($Q^2 > 0$), cannot be determined by the data, since there are no $S_{1/2}$ data below $Q^2 = 0.3$ GeV$^2$. Our extrapolation for the timelike region provides then an excellent example of how important measurements are below $Q^2 = 0.3$ GeV$^2$.

Our results for $N(1535)^{1-}$ provide another example of the impact of the pseudothreshold in the parametrizations of the data. Based on the available $S_{1/2}$ data, we cannot distinguish between the three analytic extensions for $Q^2 < 0$. Only future and accurate data can decide which extension for the $Q^2 < 0.5$ GeV$^2$ region is better.
In the present case it can be interesting to discuss the constraints imposed in the parametrizations of $A_{1/2}$ and $S_{1/2}$. We recall that we chose the situation where the parametrization of $A_{1/2}$ is fixed by the continuity of the amplitude and the first three derivatives of the amplitude at $Q^2 = Q^2_p$, while for $S_{1/2}$ we demanded only the continuity of the amplitude and the first two derivatives. We impose then stronger conditions for $A_{1/2}$, since as mentioned the function $A_{1/2}$ is constrained more accurately by the data, since the error bars are smaller and we have an estimate of $A_{1/2}$ at $Q^2 = 0$. As a consequence of those constraints, all extensions of $A_{1/2}$ are described by smooth functions, almost undistinguished between them (overlap of thick lines). All those extensions are consistent with a very small third derivative of $A_{1/2}$ near $Q^2 = 0$.

From the graph for $A_{1/2}$, one can notice, however, that the data point at $Q^2 = 0$ has a very large errorbar. In the present case, this happens because the data selected by the PDG have a large dispersion, and the PDG considers a very large window of variation. Since $A_{1/2}(0)$ is poorly determined, one can question if the use of the amplitude $A_{1/2}$ as a reference is, in fact, a good choice and if we should not consider the hypothesis of using the amplitude $S_{1/2}$ as a reference, although based on data with larger errorbars. If we use this alternative procedure, we are replacing a parametrization derived from the condition that the third derivative of $A_{1/2}$ is small ($A_{1/2}^{(3)} \approx 0$), by a parametrization that assumes that it is the function $S_{1/2}$ that is smooth, with coefficients determined by the first three derivatives of $S_{1/2}$. In that case we used Eq. (4.6) to determine the shape of $A_{1/2}$ near the pseudothreshold based on the shape of $S_{1/2}$.

In order to test the impact of this alternative method to the pseudothreshold constraints, we recalculate the parameters of the amplitudes $A_{1/2}$ and $S_{1/2}$ based on the previous hypothesis: Fix $S_{1/2}$ by the first three derivatives and $A_{1/2}$ by Eq. (4.6) and the first two derivatives, also for the points $Q^2_p = 0.1, 0.3, 0.5 \text{ GeV}^2$. The new estimates are represented in the graphs by the thin lines with the same convention. It is clear from the graphs that $A_{1/2}$ is not described by smooth functions near $Q^2 = 0$. The results for $A_{1/2}$ are now described by functions consistent with a large $A_{1/2}^{(3)}$.

As for the amplitude $S_{1/2}$, it is now described by very smooth functions of $Q^2$ in the timelike region. All the extensions of $S_{1/2}$ are now very similar.

We emphasize that both descriptions (thin lines and thick lines) are consistent with the available data, where one has a gap in the region $Q^2 = 0$–0.3 GeV$^2$, and the large error for $A_{1/2}(0)$. One concludes, then that only new data for $S_{1/2}$ or more accurate result for $A_{1/2}(0)$ can decided which description of the low-$Q^2$ data is the best.

C. $\Delta (1232)^{3+}$

Our results for the $\Delta (1232)^{3+}$ are at the top in Fig. 3. From the graphs we can conclude that the parametrization characterized by $Q^2_B = 0.3 \text{ GeV}^2$ (dashed line) is the one that better describes the data, more specifically, the $Q^2 < 0.3 \text{ GeV}^2$ data. There are two main plausa-
tions for this result. A possible explanation is the fact that the parametrizations from Ref. [32] are based on simple rational functions of \( Q = \sqrt{Q^2} \) and, therefore, do not try to describe in detail the low-\( Q^2 \) region, since they are more focused on the \( Q^2 = 0.5 \text{–} 5 \text{ GeV}^2 \) region.

Another explanation is that the photon point \( (Q^2 = 0) \) is in the present case very close to the pseudothreshold \( Q^2 = -(M_R - M_N)^2 \approx -0.09 \text{ GeV}^2 \). The consequence of the closeness between those two points is that the pseudothreshold constraints \( [12, 13] \), and \( A_{1/2}, A_{3/2} \propto |q| \) demand a sharp variation between the results near \( Q^2 = 0 \) and the pseudothreshold, where all the amplitudes vanish, although with different rates.

The sharp variation near the pseudothreshold can be understood in simple terms, noting that, using the dominance of the magnetic form factor \( (G_M) \) over the electric form factor \( (G_E) \), we can write \([24, 54]\)

\[
A_{1/2} = -B G_M, \quad A_{3/2} = -\sqrt{3} B G_M, \quad (5.1)
\]

where

\[
B = \frac{1}{2} \frac{M_R}{M_N} \sqrt{\frac{\pi \alpha}{MMRK}} \frac{|q|}{\sqrt{1 + \tau}} \propto |q|. \quad (5.2)
\]

In the region \(- (M_R - M_N)^2 \leq Q^2 \leq 0 \) one can approximate \( \sqrt{1 + \tau} \approx 1 \) with an accuracy better than 1%. In these conditions \( A_{1/2} \) and \( A_{3/2} \) are determined exclusively by \( G_M \).

Assuming that \( G_M \) is a smooth function of \( Q^2 \) in the interval \([- (M_R - M_N)^2, 0]\), we can write

\[
G_M(Q^2) \simeq G_M(0) + G'_M(0)Q^2
\]

\[
\simeq [G_M(0) - G'_M(0)(M_R - M_N)^2] + G'_M(0) \frac{M_R}{M_N} |q|^2, \quad (5.3)
\]

where the use the expansion \( Q^2 \simeq -(M_R - M_N)^2 + \frac{M_R}{M_N} |q|^2 \), for small \( |q| \) based on Eq. \([44]\).

A simple estimate with the MAID 2007 parametrization \([3]\) gives \( G_M(Q^2) \simeq 3.75 - 10.17 \frac{|q|^2}{M_N^2} \). Based on the previous result, one obtains

\[
A_{1/2} \simeq \frac{A_{3/2}}{\sqrt{3}} = -b \left( 3.75 - 10.17 \frac{|q|^2}{M_N^2} \right) |q|, \quad (5.4)
\]

where \( b = 0.0908 \text{ GeV}^{-3/2} \). The leading-order term is then corrected by a term in \( |q|^3 \) ensuring a smooth transition to the \( Q^2 > 0 \) region.

The study of the pseudothreshold constraints on the \( \gamma^* N \rightarrow \Delta(1232) \) transition can also be performed using the form factor representation, based on Siegert’s theorem \([4.5]\). From the theoretical point of view, the electric and Coulomb form factor data at low \( Q^2 \) can be described by a combination of valence quark and pion cloud effects \([53]\), where both contributions are compatible with the relation \([1.8] \ [10] [42]\).

The data presented in Fig. 3 deserve some discussion. Contrary to most of the resonances there are for the \( \Delta(1232) \) finite \( Q^2 \) data below \( Q^2 = 0.3 \text{ GeV}^2 \). The database from Ref. [34] includes data from CLAS \([32]\) and low-\( Q^2 \) data from different sources such as MAMI \([50]\), MIT-Bates \([51, 52]\), and data at \( Q^2 = 0 \) from the PDG \([45]\). In the present study, however, we replaced the data for \( Q^2 < 0.15 \text{ GeV}^2 \) by more recent estimates of the data. Concerning the data for \( Q^2 = 0 \) for \( A_{1/2} \) and \( A_{3/2} \), we use the data associated to \( G_M(0) \) and the ratio \( R_{EM} = -\frac{G_E(0)}{G_M(0)} \), also from the PDG \([45]\). This procedure is justified by the difference of results for the form factors obtained when we use the helicity amplitudes \([57]\).

As for the \( Q^2 < 0.15 \text{ GeV}^2 \) data, we replace the results from MAMI and MIT-Bates \((Q^2 = 0.06 \text{ and } 0.127 \text{ GeV}^2) \ [50, 51, 50] \) by the recent results from JLab/Hall A \((Q^2 = 0.09 \text{ and } 0.13 \text{ GeV}^2) \ [49]\). This procedure is motivated by the conclusion that there are errors in the previous analysis which lead to an overestimation of the results for \( G_E \) and \( G_C \), as discussed in Refs. \([41, 49]\). The data for \( A_{1/2}, A_{3/2} \) and \( S_{1/2} \) presented here are converted from the results for the form factors presented in Refs. \([41, 42]\). For the conversion, we used the MAID 2007 parametrization \([4]\) for the magnetic form factor, since it is simple and accurate in the region of study.

### D. \( N(1520)^{3^-} \)

Our results for the \( N(1520)^{3^-} \) are at the top in Fig. 4.

From the graphs we conclude that the amplitudes \( A_{3/2} \) and \( S_{1/2} \) are very sensitive to \( Q^2_p \), while the amplitude \( A_{1/2} \) is almost independent of \( Q^2_p \) in the \( Q^2 > 0 \) region. From all the analytic extensions only the parametrizations with \( Q^2_p = 0.1 \text{ GeV}^2 \) are consistent with the data for \( A_{3/2}(0) \). As for the amplitude \( S_{1/2} \), all the extensions are valid, since there are no data for \( Q^2 < 0.3 \text{ GeV}^2 \).

Overall, we can conclude that the parametrizations with \( Q^2_p = 0.1 \text{ GeV}^2 \) provide a smooth extrapolation to the timelike region and are consistent with the available data.

### E. Other resonances

The remaining resonances show that some amplitudes are very sensitive to the threshold of the extrapolation (value of \( Q^2_p \)). This result is also a consequence of the limited data used in the calibrations (between three and five points) combined with the nonexistent data below \( Q^2 = 0.5 \text{ GeV}^2 \), except for \( Q^2 = 0 \).

The exception is the state \( N(1710)^{1^-} \). Those results are a consequence of the lack of constraints, apart from the relations \([4.5]\), and also to the more significant distance between the \( Q^2 = 0 \) data and the pseudothreshold. This distance is about 0.6 \text{ GeV}^2, much larger than the \( N(1440) \) case (\( \approx 0.25 \text{ GeV}^2 \)). In the case of the \( N(1710) \), there is more room for the amplitudes to fall down to the pseudothreshold.
Concerning the resonance $\Delta(1620)^{3/2}^-$, a note about the parametrizations from Ref. [33] is in order. The original parametrization has the form $S_{1/2} \propto 1/Q^3$, meaning that it diverges in the limit $Q^2 \to 0$. We modified the parametrization to $S_{1/2} \propto 1/(\Lambda^3 + Q^3)$ using a finite value to $\Lambda$ in order to derive our analytic extension to $Q^2 < 0$. We use, in particular $\Lambda = 0.1$ GeV$^3$. With this modification, we obtain a parametrization close to the original data and avoid the divergence of $S_{1/2}$. Nevertheless, we obtain very large values for the magnitude of $S_{1/2}$ near $Q^2 = 0$, and below that point.

VI. OUTLOOK AND CONCLUSIONS

In the present work we analyze the impact of the pseudothreshold constraints in the empirical parametrizations of the $\gamma^*N \to N^*$ transition amplitudes. The formalism proposed can be applied to any analytic parametrizations of the transition amplitudes in the spacelike region. To exemplify the potential of the method, we restrict the applications to the JLab parametrizations from Ref. [33], since they cover the region $Q^2 = 0$–5 GeV$^2$, and provide a good description of the overall data, in general, and the large $Q^2$ from CLAS/JLab in particular.

The sensibility of the parametrizations is determined looking to the point $Q^2_P$, where the parametrizations are modified in order to be consistent with the pseudothreshold conditions, demanded by the structure of the transition current. Motivated by the $Q^2$ distribution of the measured data which have in general a gap in the region $Q^2 = 0$–0.3 GeV$^2$, we derived analytic continuations for the region between the pseudothreshold $Q^2 = -(M_R - M_N)^2$ up to the point $Q^2_P$, for $Q^2_P = 0.1$, 0.3 and 0.5 GeV$^2$.

For resonances characterized by a small number of data points (three to five), our results are not conclusive, either by the lack of low-$Q^2$ data ($Q^2 < 0.5$ GeV$^2$), or because the pseudothreshold is far away from the photon point.

As for the more well-known resonances: $\Delta(1232)^3^+$, $N(1440)^3^+$, $N(1520)^{3/2}^-$, and $N(1535)^{1/2}^-$, the results are very relevant for different reasons.

Our results for the $\Delta(1232)$ show conclusively that the constraints at the pseudothreshold cannot be ignored below 0.3 GeV$^2$. This result is also a consequence of the closeness between the pseudothreshold ($\approx -0.09$ GeV$^2$) and the photon point ($Q^2 = 0$).

For the $N(1440)$, we conclude that the parametrizations are almost insensitive to the pseudothreshold conditions except for the region $Q^2 < 0.3$ GeV$^2$. More low-$Q^2$ data are necessary to determine the correct shape of $A_{1/2}$ below $Q^2 < 0.3$ GeV$^2$.

The results for the $N(1520)$ manifest a significant dependence of the amplitudes $A_{3/2}$ and $S_{1/2}$ on the value of $Q^2$. Only the extension with $Q^2_P = 0.1$ GeV$^2$ is consistent with the available data, meaning that the pseudothreshold constraints are relevant only for $Q^2 < 0.1$ GeV$^2$.

Finally, for the $N(1535)$, we obtain several analytic extensions to the timelike region which are compatible with the available data. One concludes that accurate measurements of $A_{1/2}$ at the photon point and new measurements of the longitudinal amplitude $S_{1/2}$ are fundamental to de-
termine the shape of the two amplitudes below \( Q^2 = 0.3 \) GeV\(^2\).

Overall, we conclude that the impact of the pseudothreshold conditions can be observed definitely in the case of the \( \Delta(1232) \) near \( Q^2 = 0.3 \) GeV\(^2\). A soft transition to the pseudothreshold limit can also be observed in the \( N(1520) \). In the remaining cases, there are parametrizations compatible with the pseudothreshold conditions, but the upcoming data from the JLab 12 GeV upgrade will be very important to pin down the shape of the transition amplitudes below \( Q^2 = 0.3 \) GeV\(^2\).
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Appendix A: Determination of the coefficients \( \alpha_l \)

We consider here the amplitude \( A \) from Eq. (1.3) with \( n = 0 \). The other cases can be extrapolated using the functions \( A/\tilde{q} \) or \( A/\tilde{q}^2 \).

The coefficients \( \alpha_l \) of the function \( A \) from Eq. (1.4) can be determined using the continuity of the functions \( A, \frac{dA}{d\tilde{q}}, \) and \( \frac{d^2A}{d\tilde{q}^2} \) at the point \( Q^2 = Q^2_p \). For convenience, we represent the moments of the expansion (1.4) by

\[
\tilde{A}(k) = \frac{d^kA}{d\tilde{q}^k}(Q^2_p),
\]

for \( k = 0, 1, 2, 3 \). The conversion between the moments of the expansion in \( Q^2 \) \( (A^{(k)}) \) into the moments of the expansion in \( \tilde{q}^2 \) \( (\tilde{A}^{(l)}) \) is presented in Appendix B.

The continuity of \( A, \frac{dA}{d\tilde{q}}, \) and \( \frac{d^2A}{d\tilde{q}^2} \) implies that

\[
\alpha_0 + \alpha_1\tilde{q}_p^2 + \alpha_2\tilde{q}_p^4 + \alpha_3\tilde{q}_p^6 = \tilde{A}^{(0)},
\]

\[
\alpha_1 + 2\alpha_2\tilde{q}_p^2 + 3\alpha_3\tilde{q}_p^4 = \tilde{A}^{(1)},
\]

\[
2\alpha_2 + 6\alpha_3\tilde{q}_p^2 = \tilde{A}^{(2)},
\]

where \( \tilde{q}_p^2 \) represent \( \tilde{q}^2 \) for \( Q^2 = Q^2_p \).

From the previous equations, one obtains

\[
\alpha_2 = \frac{1}{2} \tilde{A}^{(2)} - 3\alpha_3\tilde{q}_p^4
\]

\[
\alpha_1 = \tilde{A}^{(1)} - \tilde{A}^{(2)}\tilde{q}_p^2 + 3\alpha_3\tilde{q}_p^4
\]

\[
\alpha_0 = \tilde{A}^{(0)} - \tilde{A}^{(1)}\tilde{q}_p^2 + \frac{1}{2} \tilde{A}^{(2)}\tilde{q}_p^4 - \alpha_3\tilde{q}_p^6.
\]

These equations can be used to calculate \( \alpha_0, \alpha_1 \) and \( \alpha_2 \) once the value of \( \alpha_3 \) is fixed.

In the present work we use Eqs. (A5)–(A7) to calculate the coefficients based on two different conditions:

1. The coefficient \( \alpha_3 \) is determined using the continuity of the third derivative:

\[
6\alpha_3 = \tilde{A}^{(3)};
\]

2. the coefficient \( \alpha_0 \) is determined by a pseudothreshold condition. The coefficient \( \alpha_3 \) can then be determined by Eq. (A7) using

\[
\alpha_3 = \left( \tilde{A}_p - \alpha_0 \right) \frac{1}{\tilde{q}_p^4},
\]

where \( \tilde{A}_p \equiv \tilde{A}^{(0)} - \tilde{A}^{(1)}\tilde{q}_p^2 + \frac{1}{2} \tilde{A}^{(2)}\tilde{q}_p^4 - \alpha_3\tilde{q}_p^6 \).

According to the discussion from Sec. IV, the first condition is used in case 1, and the second condition is used in case 2.

In general Eq. (A8) is used only for the amplitudes \( A_{1/2} \) and \( A_{3/2} \), depending on the \( J^P \) state. The exception is the amplitude \( S_{1/2} \) for the \( \frac{1}{2}^+ \), for which there is no particular correlation between amplitudes.

Appendix B: Derivatives of amplitudes in \( \tilde{q}^2 \)

In the present appendix, we derive the expressions necessary to calculate the moments \( \tilde{A}^{(k)} \) of the expansion (1.4). The coefficients \( \alpha_l \) associated with the amplitudes \( A_{1/2}, A_{3/2} \) and \( S_{1/2} \) can then be determined using the values \( \tilde{A}^{(k)} \) and the relations derived in Appendix A.

For the purpose of the discussion, we consider a generic amplitude

\[
A(\tilde{q}^2) = \tilde{q}^n(a_0 + a_1\tilde{q}^2 + a_2\tilde{q}^4 + a_3\tilde{q}^6),
\]

where \( n = 0, 1, 2 \) and \( a_l (l = 0, 1, 2, 3) \) are real numbers.

Depending of the helicity amplitude under discussion, we need to calculate the following derivatives

\[
\frac{dA}{d\tilde{q}^2}, \frac{d^2A}{d\tilde{q}^4} \left( \frac{A}{\tilde{q}} \right), \frac{d^3A}{d\tilde{q}^6} \left( \frac{A}{\tilde{q}^2} \right), \ldots
\]

For convenience, we use

\[
\frac{dQ^2}{d\tilde{q}^2} = M_R^2 Z,
\]

where

\[
Z = \frac{2M_R^2}{M_R^2 + M_N^2 + Q^2}.
\]

The results for the different derivatives in \( \tilde{q}^2 \) for the cases \( n = 0, 1, 2 \) are presented in Table B1.
TABLE B1: Relations between derivatives in $\tilde{q}^2$ and in $Q^2$ for the different kind of amplitudes ($A$ with $n = 0, 1, 2$). To compact the notation, we use the coefficients $d_{ij}$.

\begin{table}[h]
\begin{center}
\begin{tabular}{|c|c|c|}
\hline
$n = 0$ & $A = a_0 + a_1 \tilde{q}^2 + a_2 \tilde{q}^4 + a_3 \tilde{q}^6$ & $\tilde{A}^{(0)} \equiv A$ \\
& $\frac{dA}{d\tilde{q}^2} = a_1 + 2a_2 \tilde{q}^2 + 3a_3 \tilde{q}^4$ & $\tilde{A}^{(1)} \equiv \frac{dA}{d\tilde{q}^2} = ZM_R^2 \frac{dA}{dQ^2}$ \\
& $\frac{d^2A}{d\tilde{q}^4} = 2a_2 + 6a_3 \tilde{q}^2$ & $\tilde{A}^{(2)} \equiv \frac{d^2A}{d\tilde{q}^4} = Z^2 M_R^6 \frac{d^2A}{dQ^4} - 2Z^3 M_R^4 \frac{dA}{dQ^2}$ \\
& $\frac{d^3A}{d\tilde{q}^6} = 6a_3$ & $\tilde{A}^{(3)} \equiv \frac{d^3A}{d\tilde{q}^6} = Z^3 M_R^8 \frac{d^3A}{dQ^6} - 6Z^4 M_R^4 \frac{d^2A}{dQ^4} + 12Z^5 M_R^2 \frac{dA}{dQ^2}$ \\
\hline
$n = 1$ & $\frac{d}{\tilde{q}^2} = a_0 + a_1 \tilde{q}^2 + a_2 \tilde{q}^4 + a_3 \tilde{q}^6$ & $\tilde{A}^{(0)} \equiv \frac{d}{\tilde{q}^2}$ \\
& $\frac{d}{\tilde{q}^2} (\frac{4}{\tilde{q}^2}) = a_1 + 2a_2 \tilde{q}^2 + 3a_3 \tilde{q}^4$ & $\tilde{A}^{(1)} \equiv \frac{d}{\tilde{q}^2} (\frac{4}{\tilde{q}^2}) = \frac{2}{\tilde{q}} M_R^2 \frac{dA}{dQ^2} - \frac{1}{\tilde{q}^3} A$ \\
& $\frac{d^2}{\tilde{q}^4} (\frac{4}{\tilde{q}^2}) = 2a_2 + 6a_3 \tilde{q}^2$ & $\tilde{A}^{(2)} \equiv \frac{d^2}{\tilde{q}^4} (\frac{4}{\tilde{q}^2}) = \frac{2}{\tilde{q}} M_R^2 \frac{d^2A}{dQ^4} - d_{11} M_R^4 \frac{dA}{dQ^2} + \frac{3}{\tilde{q}^3} A$ \\
& $\frac{d^3}{\tilde{q}^6} (\frac{4}{\tilde{q}^2}) = 6a_3$ & $\tilde{A}^{(3)} \equiv \frac{d^3}{\tilde{q}^6} (\frac{4}{\tilde{q}^2}) = \frac{2}{\tilde{q}} M_R^2 \frac{d^3A}{dQ^6} - d_{12} M_R^4 \frac{d^2A}{dQ^4} - d_{13} M_R^6 \frac{dA}{dQ^2} - \frac{12}{\tilde{q}^3} A$ \\
& & $d_{11} = 2\frac{2^3}{\tilde{q}} + \frac{2}{\tilde{q}^3}, \quad d_{12} = 6\frac{2^3}{\tilde{q}} + \frac{3\frac{2^3}{\tilde{q}}}{\tilde{q}^3}, \quad d_{13} = 12\frac{2^5}{\tilde{q}} + \frac{3\frac{2^3}{\tilde{q}}}{\tilde{q}^3} + \frac{2}{\tilde{q}^5}$ \\
\hline
$n = 2$ & $\frac{d}{\tilde{q}^2} = a_0 + a_1 \tilde{q}^2 + a_2 \tilde{q}^4 + a_3 \tilde{q}^6$ & $\tilde{A}^{(0)} \equiv \frac{d}{\tilde{q}^2}$ \\
& $\frac{d}{\tilde{q}^2} (\frac{4}{\tilde{q}^2}) = a_1 + 2a_2 \tilde{q}^2 + 3a_3 \tilde{q}^4$ & $\tilde{A}^{(1)} \equiv \frac{d}{\tilde{q}^2} (\frac{4}{\tilde{q}^2}) = \frac{2}{\tilde{q}} M_R^2 \frac{dA}{dQ^2} - \frac{1}{\tilde{q}^3} A$ \\
& $\frac{d^2}{\tilde{q}^4} (\frac{4}{\tilde{q}^2}) = 2a_2 + 6a_3 \tilde{q}^2$ & $\tilde{A}^{(2)} \equiv \frac{d^2}{\tilde{q}^4} (\frac{4}{\tilde{q}^2}) = \frac{2}{\tilde{q}} M_R^2 \frac{d^2A}{dQ^4} - 2d_{21} M_R^4 \frac{dA}{dQ^2} + \frac{2}{\tilde{q}^3} A$ \\
& $\frac{d^3}{\tilde{q}^6} (\frac{4}{\tilde{q}^2}) = 6a_3$ & $\tilde{A}^{(3)} \equiv \frac{d^3}{\tilde{q}^6} (\frac{4}{\tilde{q}^2}) = \frac{2}{\tilde{q}} M_R^2 \frac{d^3A}{dQ^6} - 3d_{21} ZM_R^4 \frac{d^2A}{dQ^4} + 6d_{22} M_R^4 \frac{dA}{dQ^2} - \frac{6}{\tilde{q}^3} A$ \\
& & $d_{21} = \frac{2^3}{\tilde{q}^2} + \frac{2}{\tilde{q}^3}, \quad d_{22} = 2\frac{2^3}{\tilde{q}^2} + \frac{2^3}{\tilde{q}^3} + \frac{2}{\tilde{q}^5}$ \\
\hline
\end{tabular}
\end{center}
\end{table}
Appendix C: Coefficients associated with the analytic extensions for \( Q^2 < Q_P^2 \)

We present in Tables C1–C10 the coefficients associated with all the states \( \frac{1}{2}^\pm \) and \( \frac{3}{2}^\pm \) according to the expressions from Table II. These parametrizations are used in the numeric results presented in Sec. V. The numerical values of the coefficients are determined by the relations between the coefficients \( a_l, b_l \) and \( c_l \) and the derivatives in \( \tilde{q}^2 \), according to relations derived in Appendix B.

We use \( \alpha_l \) to represent \( a_l, b_l \) and \( c_l \) \((l = 0, 1, 2, 3)\) according to the corresponding amplitude. To represent the values of \( b_0 \) and \( c_0 \) determined by some pseudothreshold condition we use bold. We use also bold to represent the values of \( b_3 \) and \( c_3 \) when they are determined by continuity conditions (see Appendix A), and not by the third derivative of the amplitudes.

The large magnitude of some coefficients is not a handicap because those coefficients are multiplied by powers of \( \tilde{q}^2 \) which can be small near \( Q^2 = 0 \), where \( |q| \approx \frac{M_R^2 - M_N^2}{2M_R} \) and \( \tilde{q}^2 \approx \left( \frac{M_R^2 - M_N^2}{2M_R} \right)^2 \).

### Table C1: \( \gamma^*N \to N(1440) \) amplitudes. \( Q_P^2 \) is in GeV\(^2\). The coefficients \( \alpha_l \) are in units of GeV\(^{-1/2}\).

| \( Q_P^2 \) | \( \alpha_0 \) | \( \alpha_1 \) | \( \alpha_2 \) | \( \alpha_3 \) |
| --- | --- | --- | --- | --- |
| 0.5 | -0.25945 | 0.17552 | -3.95888 | 3.61489 |
| \( A_{1/2} \) | 0.34126 | -1.1610 | -1.2194 | 0.30314 |
| \( S_{1/2} \) | -0.39261 | 3.54955 | -12.0959 | 16.0291 |
| 0.3 | -0.47853 | -2.3693 | 3.8070 | 0.74123 |
| \( A_{1/2} \) | -0.87510 | 13.9245 | -87.7413 | 202.738 |
| \( S_{1/2} \) | 0.78168 | -6.5333 | 18.367 | 0.80945 |

### Table C2: \( \gamma^*N \to N(1710) \) amplitudes. \( Q_P^2 \) is in GeV\(^2\). The coefficients \( \alpha_l \) are in units of GeV\(^{-1/2}\).

| \( Q_P^2 \) | \( \alpha_0 \) | \( \alpha_1 \) | \( \alpha_2 \) | \( \alpha_3 \) |
| --- | --- | --- | --- | --- |
| 0.5 | 0.14802 | -0.74153 | 1.60791 | -1.35352 |
| \( A_{1/2} \) | -0.094737 | 0.42481 | -0.068790 | 0.21357 |
| \( S_{1/2} \) | 0.14591 | -0.70895 | 1.44138 | -1.07066 |
| 0.3 | -0.11288 | 0.08186 | -2.54812 | 7.43066 |
| \( A_{1/2} \) | 0.11288 | -0.08186 | -2.54812 | 7.43066 |
| \( S_{1/2} \) | -0.15104 | 1.0458 | -2.4157 | 0.10166 |
The coefficients $\alpha_i$ are in units of GeV$^{-1/2}$.

**TABLE C8:** Alternative parametrization of the $\gamma^* N \to N(1535)$ amplitudes. $Q_P^2$ is in GeV$^2$. The coefficients $\alpha_i$ are in units of GeV$^{-1/2}$.

**TABLE C6:** $\gamma^* N \to \Delta(1620)$ amplitudes. $Q_P^2$ is in GeV$^2$. The coefficients $\alpha_i$ are in units of GeV$^{-1/2}$.

**TABLE C7:** $\gamma^* N \to \Delta(1232)$ amplitudes. $Q_P^2$ is in GeV$^2$. The coefficients $\alpha_i$ are in units of GeV$^{-1/2}$.
\[ Q_P^2 = 0.5 \]
\[
\begin{array}{cccc}
\alpha_1 & \alpha_2 & \alpha_3 \\
A_{1/2} & 0.18100 & 0.056698 & -4.0960 \\
A_{3/2} & 0.31351 & -2.5409 & 7.2162 & -6.8990 \\
S_{1/2} & -0.57183 & 8.0388 & -34.203 & 47.755 \\
\end{array}
\]

\[ Q_P^2 = 0.3 \]
\[
\begin{array}{cccc}
\alpha_1 & \alpha_2 & \alpha_3 \\
A_{1/2} & -0.10410 & 3.9660 & -22.030 & 35.433 \\
A_{3/2} & -0.18031 & 5.9459 & -40.325 & 80.479 \\
S_{1/2} & 0.32887 & -3.8547 & 18.709 & -31.637 \\
\end{array}
\]

\[ Q_P^2 = 0.1 \]
\[
\begin{array}{cccc}
\alpha_1 & \alpha_2 & \alpha_3 \\
A_{1/2} & 0.0527443 & 3.90692 & -47.833 & -327.954 \\
A_{3/2} & 0.091356 & 0.66483 & -3.0664 & -12.083 \\
S_{1/2} & -0.16663 & 5.4626 & -40.781 & 97.083 \\
\end{array}
\]

TABLE C9: $\gamma N \to N(1520)$ amplitudes. $Q_P^2$ is in GeV$^2$. The coefficients $a_i$ are in units of GeV$^{-1/2}$.

TABLE C10: $\gamma N \to \Delta(1700)$ amplitudes. $Q_P^2$ is in GeV$^2$. The coefficients $a_i$ are in units of GeV$^{-1/2}$.
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