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Abstract: We describe face classification algorithm which can be used for object recognition, pose estimation, tracking and gesture recognition which are useful for human-computer interaction. We make use of depth camera (Creative Interactive Gesture Camera – Kinect®) to acquire the images which gives several advantages when compared over a normal RGB optical camera. In this paper we demonstrate an intermediate parsing scheme, so that an accurate per-pixel classification is used to localize the joints. We make use of an efficient random decision forest to classify the image which in turn helps to estimate the pose. As we employ depth camera to acquire depth image it may contain holes on or around depth map, so we first fill those holes and classify the image. Simulation results was observed by varying several training parameters of the decision forest. We generally learned an efficient method which stems the basics in the development of pose estimation and tracking. Also we gained an intensive knowledge on Decision forests.
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I. INTRODUCTION

In the last few decades, accurate estimation of pose has received a lot of attention in many fields like animation, gaming [19, 2], human-computer interaction, robotics [21], hand tracking systems [3, 20], gesture recognition [17, 18], sign language recognition [22], security systems and many other commercial applications [1, 5, 13]. Despite of extensive research and efforts in the field of hand pose or body pose estimation, it still remains a challenging problem, which is mainly due to the complex nature of human body articulations. The parsed parts are very useful high level features for pose estimation and gesture recognition. Hence, the first step in either object recognition or pose estimation is effective classification of the image into parts also called as Per-Pixel Classification. In our paper we attempt to classify the face into eight different regions and by using Classification forests [16] we train and test the acquired images.

Now let us discuss about some major problem in body pose estimation like the use of optical cameras. In many previous studies optical camera is used as the input [17] which makes it more difficult in discriminating the face parts in the cluttered background. As the face is quite homogenous in color, it will make the processing steps more complex. To overcome this problem we make use of a high speed depth sensor which has greatly simplified the task of parsing by providing several advantages over color camera such as it can work in low light conditions, help remove ambiguity in scale, colour and texture, and also resolve silhouette ambiguities. The use of depth camera also helps in the pre-processing steps of our algorithm by simplifying the task of background elimination. However, the depth image from Kinect has some holes due to reflection and occlusion on or around object boundaries. The depth image provided by Kinect has resolution up to 640x480 and the color image has resolution up to 1280x960. There are several hole filling approaches are proposed, based on inpainting [23]. Matyunin et al. [24] proposed method uses motion information to enhance the temporal stability of depth image and used color information of corresponding objects to fill hole areas. Yang et al. [25] used depth information of neighboring pixels to fill hole regions. Face parsing scheme can be seen as a classification problem, hence we thought of making use of an efficient thus highly successful Random Decision Forest (RDF) [7, 12] to solve our classification problem.

This paper is based on the classification forest which has been a core framework in the development of commercially successful Microsoft Kinect [2] gaming system for real time tracking of human body. We are employing an identical classification forest to estimate the body pose by parsing. The aim of our research is to design a system which is robust and computationally efficient. Towards our aim this paper presents an algorithm for estimating pose by parsing using RDF which will classify the image into 8 different regions, 

\[ C = \{ \text{background, forehead, eyes, nose, mouth, chin, ears, cheeks} \} \] [11].

Figure 1. The labelled distribution for different body parts

Given a depth image obtained from an Kinect® depth camera we wish to say which part each pixel belongs to. This is a typical job for a classification forest. In our algorithm we have considered 8 different classes as mentioned earlier. The unit of computation here is a single image pixel and its depth feature, x coordinate and y coordinate. Initially we have to construct a tree structure based on training images and weak learner function along with its parameters which will be explained in the following sections. The RDF uses simple depth comparison features which gives 3D translation invariance while maintaining high efficiency in computation [4]. The forest has to build in such way that it should be able to run on any consumer hardware in real-time leaving sufficient memory to allow any other complex application and graphics to run in parallel [10].
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In this paper we validate the use of RDF classifier for parsing scheme without exploiting temporal constraints. We investigate the effect of various training parameters and specify their importance. We begin with hole filling algorithm in Section II, introduction to Random Decision Forest in Section III, then we describe our method in Section IV and finally the simulation results along with conclusion is described in Section V and VI respectively.

II. HOLE FILLING ALGORITHM

For classification we consider x coordinate, y coordinate and depth value at that pixel. Now if there are any holes on the depth map then at that pixel depth value will be zero and if we classify then we may not get the correct classification so it is necessary to fill all the depth holes and use the filled image for classification. Depth holes are usually caused by reflection from black objects like glasses etc. and occlusions and steps for depth hole filling is as follows.
1) Apply Gaussian filter to remove noise from the image.
2) Extract the edge maps from the image using sobel operator.
3) Because the depth holes are usually caused by reflections or occlusions the information for depth hole filling will be around hole region boundary.
4) Expand the depth hole region boundary by using a $5 \times 5$ diamond structured element.
5) Find histograms on the depth hole region boundary by
   \[ h^L(d_k) = n^L_k, 0 \leq d_k \leq 255 \]
6) The depth value with number of pixels greater than 9% of the total number of pixels in the expanded hole region boundary is considered as one dominant depth value of a depth hole region.
7) Threshold depth value of a depth hole region is determined by average of all dominant depth values.
8) The median of the dominant depth values which are greater than threshold depth value is used to fill all pixels in hole region.

This filled image is used for classification and the algorithm is explained in next sections.

III. RANDOM DECISION FOREST MODEL

The popularity of decision forests [8] is mostly due to their recent success in classification tasks. Decision forests [14] are used to solve problems related to the analysis of complex data such as text, photographs, videos and medical images that can be further categorized into small set of machine learning tasks: Classification, regression, density estimation, manifold learning, semi-supervised learning and active learning. A decision tree is a set of questions organized in a hierarchical manner and represented graphically as a tree which helps to split complex problems into simple ones. Figure 2. gives a general tree structure.

Figure 2. A general tree structure

A tree is a kind of graph in which the data structure is made of a collection of edges and nodes organized in a hierarchical manner. Nodes are subdivided into terminal/leaf nodes and internal/split nodes. The first node is root node which is divided into split nodes and ends up at the leaf nodes. Here we have constructed a binary tree i.e., two child nodes for every split nodes.

![Tree Diagram](image)

Figure 3. (a) Data-points in 2D, (b) Testing, (c) Training

Let us consider an example to explain in detail about the working of decision forest given in the Figure 3, where a two dimensional data-points are the input units for computation. During training a decision tree sends all the data-points along with the classified label as a training set $S_0$ into the root node of the tree and moves the training data either left or right by optimizing the objective function(i.e., Information Gain) and each terminal node will have a predictor model. During testing a split junction/node applies a test on the input data point $v$ and sends it to the appropriate binary branch either to the left child or right child based on the stored learned parameters. This process is repeated until leaf node is reached.

![Split Node Diagram](image)

Figure 4. (a) Split node (testing), (b) Split node (training)
The split node is associated with a weak learner function (or split function, or test function) given by,
\[ h(v, \theta_j) : F \ast T \rightarrow \{0, 1\} \]
where, \(F\): set of all data feature responses (2D in this example) and \(T\): set of all possible \(\theta_j\)’s. Training the parameters \(\theta_j\) of node \(j\) involves maximizing the information gain \(I_j\),
\[ \theta_j^* = \arg \max_{\theta_j \in T} I_j \]
When training trees it is convenient to think of training points as subsets being associated with different tree branches. In the Figure 4, we can observe the subset representation. In binary trees following properties are applied:
\[ S_j = S_j^L \cup S_j^R \]
\[ S_j^L \cap S_j^R = 0 \]
\[ S_j^L = S_{2,j+1} \]
\[ S_j^R = S_{2,j+2} \]
for each split node \(j\).

**Tree testing (on-line):** Starting at the root node, each split node applies its associated weak learner or split function \(h(.,.)\) to \(v^*\) until the leaf node is reached. The leaf node contains a predictor or estimator which associates an output with the input \(v^*\).

**Tree training (offline):** The split function stored at the internal nodes are key for the functioning of the tree. One may think of designing these split functions manually, but for more realistic problems it needs to be learned automatically. The optimal split function parameters are chosen such that it maximize the objective function \(I_j\). Tree growing can be stopped at a point when a node contains very few training data points. Hence, at the end of the training phase we obtain:
(i) The optimal split function associated with each node.
(ii) A learned tree structure.
(iii) Different set of training data points at each leaf node.

The basic building blocks of the training objective function are the knowledge of entropy and information gain.

**data before split** | **class distribution**
--- | ---
Before split | 

The empirical distribution over the class label when considered the whole image is found to be uniform as we have exactly same number of points for each class. This says that the entropy of the training data sets is rather high. For a discrete probability distribution we can use the Shannon’s entropy given by,
\[ H(S) = - \sum_{c \in C} p(c) \log(p(c)) \]
where, \(p(c)\) gives the probability distribution of the training points within the set \(S\). We know that from information theory, entropy of a system is inversely proportional to the information content of the system. Hence, to have a maximum information gain we should obtain an empirical distribution which has lowest entropy.

After splitting the training set into left and right subsets, the information gain \([9]\) is given by,
\[ I = H(S) - \sum_{i \in [L,R]} \frac{|S_i|}{|S|} H(S_i) \]

**IV. PER PIXEL CLASSIFICATION**

In our algorithm, the first step is to acquire the depth image from a depth camera and perform essential preprocessing to obtain the cropped image of the face alone. The Figure 8, shows both the color image and the cropped depth image which will be considered as input image for rest of our algorithm.
Training: Each tree in the random forest is trained using fully labeled images for the given equivalent input depth image. We assume that $u$ encodes a 2D pixel location in the input image. For every pixel $u$ there exist a part label $c \in C$. Say a random subset of $N=1600$ example pixels is taken from the input image to form a subset $S=\{u\}$. Steps for the construction of tree structure is as follows:

1) For each pixel $u$ we have three features, $x$ coordinate, $y$ coordinate and depth at that pixel, consider all pixels $S=\{u\}$. Steps for the construction of tree structure is as follows:
2) Partition the set into left and right subsets for each split point using weak learner function i.e., $S=\{u\}$ into left $S_L^j(\theta)$ and right $S_R^j(\theta)$ subset by each candidate $\theta$, based on the weak learner function given by,

$$h(u;\theta_j) = [f(u) \geq \tau_j]$$

$$= 1; \quad S_L^j(\theta)$$

$$= 0; \quad S_R^j(\theta)$$

3) Compute the optimal $\theta_j$ giving the largest information gain. Note that training happens by maximizing the information gain for discrete distribution.

$$\theta_j = \arg \min_{\theta \in \Theta} \sum_{d \in \{L,R\}} \frac{|S^d(\theta)|}{|S|} I(S^d(\theta))$$

where,

$$I(S) = - \sum_{c \in C} p(c | S) \log p(c | S)$$

4) The steps 2, 3, 4 are repeated for every split node $j$ until the leaf node of the tree structure is reached. The depth of the tree can be limited based on the GPU speed and number of input pixels.

5) The resulting leaf nodes will contain the classified distribution for the individual pixels of the image considered.

Testing: The advantage of using Randomized decision trees and forests is that they are fast and effective multiclass classifiers for many tasks [10, 13] and can be implemented efficiently on GPU. Figure 11, illustrates the ensemble of $T$ decision trees with split and leaf nodes.

During testing each pixel $u$ of a particular test image is applied to the root node of all the trained trees in a decision forest. Based on the defined weak learner function at the split nodes $n$, the pixel $u$ traverses a path to the leaf in every other tree of the forest.

$$h(u;\theta_j) = [f(u) \geq \tau_j]$$

If $h(u;\theta_j)$ gives 0, the pixel $u$ path traverse to the left child otherwise to the right child. This repeats until the leaf node is reached. Let us use $l(u)$ to indicate a particular leaf node is reached for pixel $u$. Our main aim is to predict the label at each pixel in a particular image. This is achieved by storing a distribution $p(c)$ over the discrete body part $c$ at each leaf $l$. The distribution is averaged for all the trees in the forest to obtain final classification as:

$$p(c | u) = \frac{1}{T} \sum_{l(u)} p_l(c)$$

V. SIMULATION RESULTS AND PERFORMANCE EVALUATION

In this section we describe the simulations performed to evaluate our algorithm on several training parameters and design challenges. We observed through our simulation that the accuracy largely depends on the depth of trees, number of trees, number of features. Note that no kinematic or temporal constraints are employed in our simulation. The obtained ground truth labels at the leaf nodes are pictorially represented.

In our simulation the following training parameters were used. We trained 5 trees in the forest. Each tree was grown to a depth of 20 and we considered 10 images with $N=1600$ random training pixels per image. During training we considered large number of candidates for split function parameters around $1600*3=4800$ at every split node. The simulation was done using MATLAB software tool and the following results were obtained (Figure 13). Let us analyze the performance of our algorithm by varying a number of training parameters such as depth of trees, features and number of trees.

Case 1: The effect of varying number of trees.

Figure 12 (a), shows as the number of trees increases accuracy also increases but it starts to saturate around 4 trees and the qualitative results have shown that more number of trees will reduce noise.
Case 2: The effect of varying depth of trees.

Depth of trees is found to have the most significant effect when compared with the other training parameters as it directly affects the capacity of the classifier. The depth of the tree should be selected such that it does not overfit (i.e., some leaf nodes will not have any prob. of distribution) when large number of input images are considered. We observed that at a depth of 15, we obtained better results with high accuracy gradient for the given set of training images as shown in Figure 12 (d).

Figure 12. Variation in accuracy based on training parameters.

Case 3: The effect of varying candidate features

Figure 12(c) shows the effect of varying candidate feature offsets during training respectively. We observed that as the number of features are increased, accuracy also increases, but by increasing number of features processing required at each split node also increases i.e., \( \theta \in T \). So we have considered 4800 features for the evaluation of our results which gives good accuracy.

Figure 13 shows the final per-pixel classified output (3rd row), training input (2nd row) along with its depth input (1st row). We have successfully parsed the image into eight different classes using RDF classifier which is very essential in pose estimation problem.

Figure 14, shows results for more images and as we considered only 1600 pixels from each image(65536 pixels) since processing increases if we consider more pixels for training we could not get accurate classification for test images.

Figure 13. a) Original Depth image, b) Reconstructed image and c) Per-pixel classified result.

Figure 14. Per-pixel classified result for different testing data

VI. CONCLUSION

In this paper we have proposed a intermediate approach to estimate the pose by parsing a single depth image. We learned the position distribution of each labelled part and used in combination with the RDF classifier to form an ensemble of classifiers for per-pixel classification. Simulation results demonstrate that our system is capable of delivering fast and accurate estimations. This was possible by carefully selecting the training parameters and design specifications. In future work, we plan to detect faces and joints of human body and also exploit temporal constraints.

In this paper we have obtained the visualization of the face in 2D image, thus our next step is to reproject this into world space (3D image) and generate reliable proposals to obtain the position of the 3D skeletal joints [15]. We wish to implement our design in real time using C++ open CV and also extend our research to estimate human body poses and many other articulated objects.
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