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Abstract—In this paper, we propose Modified Interpolated Spatial Smoothing (MISS) algorithm that solves the problem when the inhibition gain generated by Interpolated Spatial Smoothing (ISS) algorithm is not sufficiently high in virtual antenna adaptive beam forming to suppress coherent interference. Using the subspace projection concept, this paper establishes an interference subspace spanned by the interference steering vectors of the virtual antenna array, and then the interference direction information can be imported into the transformation matrix by projecting the transformation matrix into the subspace, which will make the interference components in virtual smoothing covariance matrix enhanced as it is demonstrated by theoretical analysis. Employing the Minimum Variance Distortionless Response (MVDR) beam forming method, the interference inhibition gain and Signal to Interference and Noise Ratio (SINR) performance can be significantly improved.

1. INTRODUCTION

With the development and wide application of electromagnetic communication, the analyses of electromagnetic phenomena in the complex environment have become an important topic today [1]. The multi-path interference of incident signal in the practical applications is inevitable and together with intelligent interference is so-called coherent interference. The coherence between signal and interference will severely influence the performance of antenna array to receive
expected signals [2,3]. In turn, this can result in signal covariance rank’s reduction and decrease the dimension of signal subspace less than the number of real signals. Furthermore, the steering vector of coherent source and noise subspace are not orthogonal anymore and the subspace approaches such as MUSIC do not work well. Spatial smoothing technique [4–6] as a common decorrelation algorithm recovers the rank of signal covariance and forces signal subspace and noise subspace orthogonal, so that the subspace approaches [7,8] can be used effectively.

It is a well-known fact that the spatial smoothing algorithm can only be applied to the antenna array with Vandermonde manifold. In Friedlander’s Virtual Array Transformation (VAT) method [9], the arbitrary shaped real antenna array can be transformed into virtual antenna array with the Vandermonde manifold by interpolating in the interested array scanning sector. The decorrelation problem in an arbitrary shaped array can be solved by applying the spatial smoothing technique through the virtual array [10–12]. Virtual array transformation can increase the degrees of freedom of an antenna array and realize the transformation between different array geometry. Therefore, VAT technique is supposed to have a broad applications in the complex environment to reduce electromagnetic interference (EMI) [13], to improve the performance of antenna array in the handhold devices [14], to adopt information from the nearby environment in the body network communication [15], to improve the imaging quality of tomography SAR [16]. In recent years, the combination of virtual antenna and array signal processing theory has drawn great attention, and most researches focus on the Direction-of-Arrival (DOA) estimation aspect [17,18], and comparatively less in beam forming field [19].

When the Interpolated Spatial Smoothing (ISS) algorithm in [20,21] is applied in virtual antenna adaptive beam forming, the inhibition gain cannot meet the practical requirements, and hence, the same issue happens to the output SINR of antenna array [22]. An optimum virtual array beamformer [23] employs the multiple virtual subarrays to conduct dimension recovery. In order to enhance the beam forming null and improve the anti-interference performance, we propose a Modified Interpolated Spatial Smoothing (MISS) algorithm through the modification on ISS algorithm by importing the interference direction constraint information into the transformation matrix, and adjusting a series of the consequent procedures. The interference eigenvalues obtained by the MISS algorithm become larger, and higher inhibition gain on interferers can be achieved by using MVDR beam forming method. The numerical
experiments demonstrate that the robustness of beam forming can be reinforced using the MISS algorithm and a fairly good beam preserving and null forming performance can be obtained even in the situation of small snapshots number.

2. VIRTUAL ARRAY TRANSFORMATION TECHNIQUES

2.1. Antenna Array Signal Model

In this part, we introduce the real and virtual antenna array signal model as showed in Fig. 1. The real antenna array includes $N$ elements and the distance of the array elements is $d$. The number of the virtual antenna array elements is $\bar{N}$ that is larger than $N$, and the distance of virtual antenna array elements is $\bar{d}$. The signal $s_k(t)$ is incident from the angle $\theta_k$. The weighted factors $W_1, W_2, \ldots, W_{\bar{N}}$ are used to adjust the output amplitude and phase of the virtual antenna array.

Considering the above array signal model, when $M$ far field narrow band signals are incident on an antenna array, the received data $\mathbf{X}$ can be expressed as follows:

$$
\mathbf{X}(t) = \mathbf{A}(\theta)\mathbf{S}(t) + \mathbf{N}(t)
$$

where $\mathbf{X}(t)$ is $N \times 1$ snap data vector. $\mathbf{S}(t) = [s_1(t), s_2(t), \ldots, s_M(t)]^T$.
is a vector containing the complex signal envelops of $M$ narrowband signal sources. $\mathbf{N}(t) = [n_1(t), n_2(t), \ldots, n_N(t)]^T$ is a vector of zero-mean spatially white sensor noise of variance $\sigma_n^2$; $\mathbf{A}(\theta)$ is an array manifold matrix, namely, $\mathbf{A}(\theta) = [\mathbf{a}(\theta_1), \mathbf{a}(\theta_2), \ldots, \mathbf{a}(\theta_M)]$, where $\mathbf{a}(\theta_k) = [1, e^{j\beta_k}, \ldots, e^{j(N-1)\beta_k}]^T$, $k = 1, 2, \ldots, M$ represents a steering vector in the $\theta_k$ direction, and $\beta_k$ is wave number that can be represented as:

$$\beta_k = \frac{2\pi}{\lambda}d\sin(\theta_k) \quad (2)$$

Assume that the signal and noise are linearly independent, then the data covariance is represented as:

$$\mathbf{R} = E\{\mathbf{X}(t)\mathbf{X}^H(t)\} = \mathbf{A}\mathbf{R}_s\mathbf{A}^H + \sigma_n^2\mathbf{I} \quad (3)$$

where $E\{\cdot\}$ denotes the mathematical expectation; $\mathbf{R}_s = E\{\mathbf{S}(t)\mathbf{S}^H(t)\}$ represents the autocorrelation matrix of signal complex envelops; $\sigma_n^2$ is the noise power; $\mathbf{I}$ is the unit matrix; $(\cdot)^H$ denotes the matrix conjugate transposition.

For the coherent signal source, the rank of singular signal covariance matrix $\mathbf{R}_s$ will decrease to be 1. After conducting eigen-decomposition on $\mathbf{R}$, the dimension of signal subspace will be smaller than the rank of array manifold matrix $\mathbf{A}(\theta)$, which will lead to the steering vector $\mathbf{a}(\theta_k)$ corresponding to the coherent signal source not orthogonal to noise subspace and the approaches based on the subspace theory getting ineffective completely.

2.2. Virtual Array Transformation Theory

Virtual array transformation is based on interpolation technique [9] in which the entire antenna array scanning vector is divided into several sub-regions, and the sub-region of interest will be segmented through a certain transformation to realize the mapping from the original to virtual array.

Assuming that a signal is in the region $\Theta$, we divide $\Theta$ equally as:

$$\Theta = [\theta_l, \theta_l + \Delta\theta, \theta_l + 2\Delta\theta, \ldots, \theta_r - \Delta\theta, \theta_r] \quad (4)$$

where $\theta_l$ and $\theta_r$ are left and right boundaries of region $\Theta$, respectively. $\Delta\theta$ is step length. The real array manifold matrix in the chosen area is:

$$\mathbf{A} = [\mathbf{a}(\theta_l), \mathbf{a}(\theta_l + \Delta\theta), \mathbf{a}(\theta_l + 2\Delta\theta), \ldots, \mathbf{a}(\theta_r - \Delta\theta), \mathbf{a}(\theta_r)] \quad (5)$$

where $\mathbf{a}(\theta_i)$ represents the steering vector in the $\theta_i$ direction of a real array, and the array manifold matrix of virtual array in the same area $\Theta$ is:

$$\bar{\mathbf{A}} = [\bar{\mathbf{a}}(\theta_l), \bar{\mathbf{a}}(\theta_l + \Delta\theta), \bar{\mathbf{a}}(\theta_l + 2\Delta\theta), \ldots, \bar{\mathbf{a}}(\theta_r - \Delta\theta), \bar{\mathbf{a}}(\theta_r)] \quad (6)$$
where $\bar{a}(\theta_i)$ represents the steering vector in the $\theta_i$ direction of a virtual array, and then there exists a fixed transformation relation $B$ between the virtual array and the real array that satisfies:

$$\min_B \| BA - \bar{A} \|_F$$

(7)

where $\| \cdot \|_F$ is Frobenius mold. When the number of interpolation points is larger than the number of elements in real array and $\bar{A}$ is full-rank, the transformation matrix $B$ obtained from (7) can be expressed as:

$$B = \bar{A}A^H(AA^H)^{-1}$$

(8)

Define the transformation error is:

$$E(B) = \min_B \| BA - \bar{A} \|_F \| \bar{A} \|_F^{-1}$$

(9)

Ideally, when $E(B) = 0$, there is no approximation in the virtual transformation process. Actually the points selected in the transformation area are finite, and there exists an approximation. If the approximation is unacceptable, we need to divide the area further and calculate the transformation matrix again. In practice, as long as the approximation is smaller than the level $10^{-3}$, the accuracy can be ensured. The covariance matrix of virtual array can be expressed as:

$$\bar{R} = BRB^H = B(AR_sA^H + \sigma_n^2I)B^H = \bar{A}R_s\bar{A}^H + \sigma_n^2BB^H$$

(10)

Through the virtual transformation, white noise received by a real array has already turned into colored noise, in order to apply numerous algorithms, we must whiten the colored noise first and get the virtual array covariance matrix $\bar{R}$ in the white noise background. Then we can apply Minimum Variance Distortionless Response (MVDR) beam forming method. The optimal MVDR weight can be obtained as follows:

$$W_{opt} = \alpha \bar{R}^{-1} \bar{a}(\theta_0)$$

(11)

where $\bar{a}(\theta_0)$ represents a virtual array steering vector in the desired signal direction and the coefficient $\alpha = \left[ \bar{a}^H(\theta_0)\bar{R}^{-1}\bar{a}(\theta_0) \right]^{-1}$.

### 3. MODIFIED INTERPOLATED SPATIAL SMOOTHING ALGORITHM

The basic concept of MISS algorithm is described as follows:

**Step 1:** transform a real antenna array into a virtual uniform linear antenna array;
Step 2: conduct forward-backward spatial smoothing technique on this virtual antenna array;

Step 3: use the smoothed virtual covariance data to carry out the subsequent correlative processing.

It is worthwhile to note that the virtual array transformation technique in the Step 1 has integrated the interference subspace projection process that is an obvious modification on the ISS algorithm in two steps: (i) collect the interference DOAs and establish an interference subspace according to the steering vectors of these interference DOAs; (ii) introduce the interference direction information into transformation matrix by projecting the transformation matrix to this interference subspace, which can reinforce the beam preserving and null forming performance. The smoothed virtual covariance matrix, pre-whitening colored noise process and signal steering vectors of virtual array all need to be adjusted accordingly [24]. Now, we elaborate the MISS procedure in details as follows:

1) Construct the real array signal model, calculate the covariance matrix data $\mathbf{R}$ and signal autocorrelation matrix $\mathbf{R}_S$;

2) Do the interpolation operation in the interested array scanning area, obtain the real array manifold $\mathbf{A}$ and virtual array manifold $\bar{\mathbf{A}}$, and then calculate transformation matrix $\mathbf{B}$ using (8);

3) Interference subspace projection process, described as follows:

Collect the interference direction information $\theta_1, \theta_2, \ldots, \theta_{M'}$ by the DOA estimation method [25], where $M'$ is the number of all the interferers. Then the virtual antenna array steering vector in the interferer directions $\bar{\mathbf{a}}(\theta_1), \bar{\mathbf{a}}(\theta_2), \ldots, \bar{\mathbf{a}}(\theta_{M'})$ can be calculated.

Establish an interference subspace spanned by these interferer steering vectors:

$$\mathbf{P} = \{ \bar{\mathbf{a}}(\theta_1), \bar{\mathbf{a}}(\theta_2), \ldots, \bar{\mathbf{a}}(\theta_{M'}) \}$$

Define the projection matrix $\mathbf{C}$ as:

$$\mathbf{C} = \left( \sum_{i=1}^{M'} \bar{\mathbf{a}}(\theta_i)\bar{\mathbf{a}}^H(\theta_i) \right)^H$$

Projecting the transformation matrix to the interference space, we define the new transformation matrix:

$$\bar{\mathbf{B}} = \mathbf{C} \mathbf{B}$$

4) Calculate the virtual antenna array covariance matrix according to (10), and the temporary transformation matrix has already been modified.

$$\tilde{\mathbf{R}} = \bar{\mathbf{B}} \mathbf{R} \bar{\mathbf{B}}^H = \bar{\mathbf{B}} (\mathbf{A} \mathbf{R}_s \mathbf{A}^H + \sigma_n^2 \mathbf{I}) \bar{\mathbf{B}}^H = \mathbf{C} \mathbf{B} \mathbf{R}_s \mathbf{A}^H \bar{\mathbf{B}}^H \mathbf{C}^H + \sigma_n^2 \mathbf{C} \mathbf{B} \mathbf{B}^H \mathbf{C}^H$$

$$= \mathbf{C} \mathbf{A} \mathbf{R}_s \mathbf{A}^H \mathbf{C}^H + \sigma_n^2 \mathbf{C} \mathbf{B} \mathbf{B}^H \mathbf{C}^H$$

(15)
5) Employ the spatial smoothing technique [26] to process the virtual antenna array covariance matrix data showed in (15). At first, we need to give an introduction to the spatial smoothing algorithm. Assume that the number of signals arriving at antenna array is $M$, the number of virtual antenna array elements $\bar{N}$, the number of sub-array elements $m$, the number of divided sub-arrays (i.e., smoothing times) $p$. Fig. 2 shows forward spatial smoothing algorithm. Fig. 3 shows backward spatial smoothing algorithm.

From Fig. 2, we can know that $\bar{N} = p + m - 1$. Assume:

$$F_k = \begin{bmatrix} 0_{m \times (k-1)} & I_{m \times m} & 0_{m \times (p-k)} \end{bmatrix}$$

$$G_k = \begin{bmatrix} 0_{m \times (k-1)} & J_{m \times m} & 0_{m \times (p-k)} \end{bmatrix}$$

where $k$ represents the $k$th smoothing sub-array, $I_{m \times m}$ a unit matrix, and $J_{m \times m}$ a permutation matrix whose back-diagonal elements are 1. The forward and backward spatial smoothing data covariance matrices

![Figure 2. Forward spatial smoothing algorithm.](image1)

![Figure 3. Backward spatial smoothing algorithm.](image2)
Figure 4. Forward-backward spatial smoothing covariance data block form.

It has already been proved that when \( m \geq M \) and \( p \geq M \), the forward and backward smoothing data covariances \( \tilde{R}_f \) and \( \tilde{R}_b \) are both full-rank [26]. In order to reduce antenna array aperture loss and to resolve more coherent sources, in this paper we adopt forward-backward spatial smoothing technique, and its covariance data block is shown in Fig. 4.

Divide the whole virtual antenna data covariance \( \tilde{R} \) into \( p \times p \) mutually overlapped sub-arrays. The dimension of each sub-array is \( m \times m \), then the forward smoothing covariance of the \( k \)th sub-array \( \tilde{R}_k^f \) is equivalent to the \( k \)th row and the \( k \)th column block matrix \( \tilde{R}_{kk} \), namely, \( \tilde{R}_{kk} = \tilde{R}_k^f \), while the backward smoothing covariance of the \( k \)th sub-array \( \tilde{R}_k^b \) is just a processing over the block matrix \( \tilde{R}_{kk} \), i.e., the forward and backward spatial smoothing deformation matrices can

\[
\tilde{R}_f^f = \frac{1}{p} \sum_{k=1}^{p} \tilde{R}_k^f = \frac{1}{p} \sum_{k=1}^{p} F_k \tilde{R} F_k^H
\]  

(17a)

\[
\tilde{R}_b^b = \frac{1}{p} \sum_{k=1}^{p} \tilde{R}_k^b = \frac{1}{p} \sum_{k=1}^{p} G_k \tilde{R}^* G_k^H
\]  

(17b)
be rewritten as (18a) and (18b):

\[
\tilde{\mathbf{R}}_f = \frac{1}{p} \sum_{k=1}^{p} \tilde{\mathbf{R}}_{kk} \quad (18a)
\]

\[
\tilde{\mathbf{R}}_b = \frac{1}{p} \sum_{k=1}^{p} \mathbf{J}_m \left( \mathbf{\tilde{R}}_{kk} \right)^* \mathbf{J}_m \quad (18b)
\]

Forward-backward spatial smoothing virtual data covariance matrix \(\tilde{\mathbf{R}}^{(bf)}\) is the average of the forward smoothing and backward smoothing virtual covariance, as showed in (19):

\[
\tilde{\mathbf{R}}_{\text{(bf)}} = \frac{1}{2} \left( \tilde{\mathbf{R}}_f + \tilde{\mathbf{R}}_b \right) = \frac{1}{2} \left( \frac{1}{p} \sum_{k=1}^{p} \tilde{\mathbf{R}}_{kk} + \frac{1}{p} \sum_{k=1}^{p} \mathbf{J}_m \left( \mathbf{\tilde{R}}_{kk} \right)^* \mathbf{J}_m \right)
\]

\[
= \frac{1}{2p} \sum_{k=1}^{p} \tilde{\mathbf{R}}_k + \frac{1}{2p} \sum_{k=1}^{p} \mathbf{J}_m \left( \mathbf{\tilde{R}}_k \right)^* \mathbf{J}_m
\]

\[
= \frac{1}{2p} \sum_{k=1}^{p} \mathbf{F}_k \mathbf{\tilde{R}}^H \mathbf{F}_k + \frac{1}{2p} \sum_{k=1}^{p} \mathbf{J}_m \left( \mathbf{F}_k \mathbf{\tilde{R}}^H \mathbf{F}_k \right)^* \mathbf{J}_m
\]

\[
= \frac{1}{2p} \sum_{k=1}^{p} \mathbf{F}_k \mathbf{\tilde{R}}^H \mathbf{F}_k + \frac{1}{2p} \sum_{k=1}^{p} \mathbf{G}_k \mathbf{\tilde{R}}^* \mathbf{G}_k^H \quad (19)
\]

This dovetails with the results by directly substituting the expression of \(\tilde{\mathbf{R}}_f\) and \(\tilde{\mathbf{R}}_b\). Accordingly, the modified noise covariance matrix is:

\[
\tilde{\mathbf{R}}_{\text{n}}^{(bf)} = \frac{1}{2p} \sum_{k=1}^{p} \mathbf{F}_k (\sigma_n^2 \mathbf{CBB}^H \mathbf{C}^H) \mathbf{F}_k^H + \frac{1}{2p} \sum_{k=1}^{p} \mathbf{G}_k (\sigma_n^2 \mathbf{CBB}^H \mathbf{C}^H)^* \mathbf{G}_k^H \quad (20)
\]

6) Pre-whitening the colored noise: the white noise has been polluted to be colored in the transformation, and we need to carry out pre-whitening procedure on \(\tilde{\mathbf{R}}^{(bf)}\), obtain the virtual smoothed covariance matrix \(\tilde{\mathbf{R}}_{\text{w}}^{(bf)}\) under the white noise background:

\[
\tilde{\mathbf{R}}_{\text{w}}^{(bf)} = \left( \tilde{\mathbf{R}}_{\text{n}}^{(bf)} \right)^{-1/2} \tilde{\mathbf{R}}_{\text{bf}} \left( \tilde{\mathbf{R}}_{\text{n}}^{(bf)} \right)^{-1/2}
\]

7) MVDR beam forming: according to (11), calculate the optimal beam forming weight \(\mathbf{W}_{opt}\) using \(\tilde{\mathbf{R}}_{\text{w}}^{(bf)}\) obtained from (21). The
temporary signal steering vector of virtual array has already become
\((\tilde{\mathbf{R}}_n^{(bf)})^{-1/2}\tilde{\mathbf{a}}(\theta_0)\), and the optimal weight factor is:

\[
W_{opt} = \left[\left(\tilde{\mathbf{R}}_w^{(bf)}\right)^{-1}\mathbf{R}^{-1/2}_w\tilde{\mathbf{a}}(\theta_0)\right]\left[H\left(\left(\tilde{\mathbf{R}}_w^{(bf)}\right)^{-1}\mathbf{R}^{-1/2}_w\tilde{\mathbf{a}}(\theta_0)\right)\right]^{-1} \quad (22)
\]

Now the optimal virtual antenna array beam forming weight of
MISS algorithm is obtained.

We take a comparison with the method in literature [23].

The procedure of the optimum virtual array beamformer was
proposed in [23], whose construction is shown in Fig. 5. The procedure
can mainly be divided into two steps: a) transform the real array
into multiple virtual subarrays, carry out the spatial smoothing on

**Figure 5.** Construction of optimum beamformer.

**Figure 6.** Construction of modified interpolated spatial smoothing beamformer.
each virtual subarray, and then calculate the optimum weight of every subarray using each corresponding smoothed covariance matrix; b) combine each subarray weight through a certain principle, obtain the final virtual array optimum weight. Unlike the procedure described above, we apply a different virtual array configuration in the newly presented algorithm, as showed in Fig. 6, transform real array into a single virtual uniform linear array, conduct the forward-backward spatial smoothing on this virtual array directly, use the smoothed virtual covariance matrix data to calculate the optimal beam forming weight. Because we have enhanced the interference components in the virtual covariance matrix, the MISS beamformer has a higher coherent interference inhibition gain for the same input SNR, and the anti-interference performance also becomes better.

4. THEORETICAL ANALYSIS

In this section, we use mathematical theory to explain the reason that MISS algorithm has a higher interference inhibition gain than that of ISS algorithm.

Firstly, from (10) and (14) we know that the virtual covariance matrix after interference subspace projection can be expressed as follows:

$$\tilde{\mathbf{R}} = \mathbf{B}\mathbf{R}\mathbf{B}^H = \mathbf{C}\mathbf{B}\mathbf{R}\mathbf{B}^H\mathbf{C}^H = \mathbf{C}\tilde{\mathbf{R}}\mathbf{C}^H$$

(23)

Substituting (23) into (19), we obtain the projected virtual covariance matrix:

$$\tilde{\mathbf{R}}^{(bf)} = \frac{1}{2}\left(\tilde{\mathbf{R}}^f + \tilde{\mathbf{R}}^b\right) = \frac{1}{2p}\sum_{k=1}^{p} \mathbf{F}_k\tilde{\mathbf{R}}\mathbf{F}_k^H + \frac{1}{2p}\sum_{k=1}^{p} \mathbf{G}_k\tilde{\mathbf{R}}^*\mathbf{G}_k^H$$

$$= \frac{1}{2p}\sum_{k=1}^{p} \mathbf{F}_k\left(\mathbf{C}\tilde{\mathbf{R}}\mathbf{C}^H\right)\mathbf{F}_k^H + \frac{1}{2p}\sum_{k=1}^{p} \mathbf{G}_k\left(\mathbf{C}\tilde{\mathbf{R}}\mathbf{C}^H\right)^*\mathbf{G}_k^H$$

(24)

We take forward smoothing for example to derive, and the derivation method of backward smoothing is similar.

As shown in Fig. 2, we divide $p$ sub-arrays whose number of elements is $m$, namely, carrying on $p$ times smoothing on the sub-arrays. For the $k$th sub-array, the data covariance matrixes via the ISS and MISS algorithms are showed in (25):

$$\tilde{\mathbf{R}}_{k}^{f} = \left[\mathbf{F}_{k}\tilde{\mathbf{R}}\mathbf{F}_{k}^H\right]_{m\times m}$$

(25a)

$$\tilde{\mathbf{R}}_{k} = \mathbf{F}_{k}\tilde{\mathbf{R}}\mathbf{F}_{k}^H = \left[\mathbf{F}_{k}\left(\mathbf{C}\tilde{\mathbf{R}}\mathbf{C}^H\right)\mathbf{F}_{k}^H\right]_{m\times m}$$

(25b)
According to R. O. Schmidt’s orthogonal subspace theory, we carry out an eigenvalue decomposition on the data covariance matrix $\overline{R}_f^k$ through the ISS algorithm, and we have:

$$\overline{R}_f^k = [F_k \overline{R}_f^k H_k]_{m \times m} = \left\{ [0_{m \times (k-1)} I_{m \times m} 0_{m \times (p-K) \bar{N} \times m}]_{m \times \bar{N}} \cdot \bar{U} \Sigma \bar{U}^H_{\bar{N} \times \bar{N}} \cdot [0_{m \times (k-1)} I_{m \times m} 0_{m \times (p-K) \bar{N} \times m}]_{m \times m} \right\}_{m \times m}$$  (26)

where $\bar{U}$ is an eigenvector matrix of covariance matrix $\bar{R}$, and the diagonal matrix $\Sigma$ constituted by the corresponding eigenvalues is:

$$\bar{\Sigma} = \begin{bmatrix} \bar{\lambda}_1 & & \\ & \bar{\lambda}_2 & \\ & & \ddots \\ & & & \bar{\lambda}_{\bar{N}} \end{bmatrix}$$  (27)

We substitute the projection matrix expression (13) into (25b) and also conduct an eigenvalue decomposition on covariance matrix $\tilde{\overline{R}}^f_k$ got via MISS algorithm, refer to Literature [27], we can get:

$$\tilde{\overline{R}}^f_k = F_k \tilde{\overline{R}}_f^k H_k = [F_k (C \overline{R} \overline{C}^H) F_k^H]_{m \times m} = \left\{ F_k \cdot \begin{bmatrix} M^2 \cdot \bar{\lambda}_1 \\
(1 + e^{-j \cdot 2 \frac{2\pi d}{\lambda} \sin \theta_1} + \ldots \\
+ e^{-j \cdot 2 \frac{2\pi d}{\lambda} \sin \theta_{M'}})^2 \cdot \bar{\lambda}_2 \\
\ldots \\
(1 + e^{-j \cdot 2 \frac{2\pi d}{\lambda} (N-1) \sin \theta_1} + \ldots \\
+ e^{-j \cdot 2 \frac{2\pi d}{\lambda} (N-1) \sin \theta_{M'}})^2 \cdot \bar{\lambda}_{\bar{N}} \end{bmatrix} \cdot \tilde{\bar{U}} \cdot \tilde{\bar{U}}^H \right\}_{m \times m}$$
\[
\frac{0}{m \times (k-1)} |I_m \times m| 0_{m \times (p-k)}| \times \begin{bmatrix} \tilde{U} \tilde{U}^H \\ \tilde{\Sigma} \tilde{U} \end{bmatrix}_{m \times \bar{N}} \\
\cdot \begin{bmatrix} \frac{0}{m \times (k-1)} |I_m \times m| 0_{m \times (p-k)}| H_{N \times m} \end{bmatrix}_{m \times m}
\]
\[
(28)
\]

where, \( \tilde{U} \) is the eigenvector matrix corresponding to \( \tilde{R} \), \( \tilde{\Sigma} = \begin{bmatrix} \tilde{\lambda}_1 \\ \tilde{\lambda}_2 \\ \vdots \\ \tilde{\lambda}_N \end{bmatrix} \) is the diagonal matrix that includes the the eigenvalues of \( \tilde{R} \). From (28), we can observe:
\[
\tilde{\lambda}_i > \bar{\lambda}_i, i = 1, 2, \ldots, \bar{N}
\]

Formula (29) indicates that for the arbitrary \( k \)th smoothing subarray, the covariance matrix eigenvalues obtained from the MISS algorithm are bigger than that from the ISS algorithm. After the sum-average calculation, the eigenvalues generated from the MISS are still bigger. Similarly, we can draw the same conclusion using backward spatial smoothing method. Therefore, we can conclude that after integrating interference subspace projection operation, the virtual smoothing covariance matrix eigenvalues become larger. This is the reason, in mathematics aspect, that the nulls are deeper using MISS algorithm than the original ISS algorithm. Here MVDR beam forming method also needs to be introduced:

Using the minimum variance distortionless response (MVDR) beam forming method [28], the gain in the direction of desired signal is constrained to be 1, and the array output power is ensured to be minimum. Namely, the interference and noise produce the minimum output power. Applied to the virtual array, the weighted vector of the MVDR beam forming is the solution of the following problem:

\[
W_{MVDR} = \arg \min_{W} \min_{W} E \left[ |W^H \tilde{X}(k)|^2 \right] = \arg \min_{W} \min_{W} W^H \tilde{R} W
\]

where the \( \arg \min_{W} \min_{W} [\ ] \) represents the optimal solution with the minimum function value in [ ] and satisfies the equality \( W^H \tilde{a}(\theta_0) = 1 \). \( \arg \) represents an inverse function. It can be solved using Lagrangian multiplier method:

\[
W_{MVDR} = \frac{\tilde{R}^{-1} \tilde{a}(\theta_0)}{\tilde{a}^H(\theta_0) \tilde{R}^{-1} \tilde{a}(\theta_0)}
\]
which dovetails with (11). The characteristic of MVDR method is that higher interference power in array generates stronger inhabitation in these directions. By introducing interference direction constraint information into the transformation matrix $B$ with the MISS algorithm, the new eigenvalues of the covariance matrix become bigger than the conventional algorithm. The signal components corresponding to them are strengthened. Therefore, the inhibition gains in these directions will increase via the MVDR method, i.e., the nulls will be deeper as shown in the beam forming figure.

5. SIMULATION VERIFICATION

Numerical experiment 1: Firstly we carry out a numerical experiment to investigate the performance of real and virtual antenna array when the number of signals arriving at array is more than system degrees of freedom. The real array is uniformly linear array of 4 elements. The element space is $\lambda$. The expected signal incidents from $0^\circ$ direction, signal to noise ratio is $SNR = 0$ dB. Five independent interferers incident in $-60^\circ$, $-40^\circ$, $20^\circ$, $50^\circ$, $70^\circ$ directions, and signal to interference ratio is $SIR = -40$ dB. The virtual antenna array is uniformly linear array of 8 elements. Element space is $\lambda/2$. Virtual transformation area is $[-65^\circ, -35^\circ] \cup [15^\circ, 25^\circ] \cup [45^\circ, 55^\circ] \cup [65^\circ, 75^\circ]$. The step-size is $0.1^\circ$, and the number of snapshots is 200. Fig. 7 shows the beam forming curve via real antenna array and virtual antenna array method.

In this experiment, the real array has 3 degrees of freedom, which can suppress 3 independent interferers at most. From Fig. 7, we can observe that when 5 interferers incident on the array, real array cannot generate nulls in the directions of interference; the main lobe migrates; the method gets invalid. While the virtual antenna array has 8 elements, it has 7 degrees of freedom and generates nulls in all the interference directions; the average interference inhibition gain is around $-32$ dB; the main lobe also points at the desired signal direction. What is slightly unsatisfactory is that the first side-lobe level (SLL) is relatively higher. We can control the side-lobe level by using Dolph-Chebyshev weighting method if necessary, but this will make the main lobe expansion. The result indicates that in this situation the virtual antenna array method is effective.

In addition, it is worthwhile to further explain the following case. Ideally, no matter where the interferers and signal of interest are located, we always expect that the main lobe points at the signal of interest and adaptively generates nulls at the directions of unknown interferers. However, when the signals are incident from the
normal direction of a uniformly linear array, the uniformly linear array performs the best. While its performance decreases at the directions closing to the endfire (approximately from 60 degrees, here assume that the normal direction is at zero degree), this may cause nulls drift or main lobe migration. This issue is caused by the fact that the signal subspace estimated by data samples degrades the estimation accuracy at the large incident directions in practical calculation [29]. The MISS algorithm integrates projection transformation process. After projection, the estimation error can be restrained to some extents, and the signal subspace can get enhanced, which will help weaken the performance degradation beyond of 60 degrees in the virtual beamforming figure.

**Numerical experiment 2:** The real array is uniformly linear array of 4 elements, and the element space is $\lambda$. The expected signal incidents from $0^\circ$ direction, and signal to noise ratio is $SNR = 0\text{ dB}$. Three coherent interferers lie in $-60^\circ$, $-40^\circ$ and $50^\circ$ directions, respectively. Signal to interference ratio is $SIR = -40\text{ dB}$. The virtual array is uniformly linear array of 10 elements. The element space is $\lambda/2$, and the forward-backward spatial smoothing parameter $m = 6$, $p = 5$. The virtual transformation area is $[-65^\circ, -35^\circ] \cup [45^\circ, 55^\circ]$. The step-size is $0.1^\circ$. The number of snapshots is 200. Compared with real array method and interpolated spatial smoothing algorithm, we investigate the performance of the modified interpolated spatial smoothing algorithm. The beamforming curve, eigenvalue curve and

![Figure 7](image_url). Beam forming curve via real and virtual antenna array.
output SINR curve of the three methods are shown in Fig. 8, Fig. 9 and Fig. 10, respectively.

In this situation, the coherent interferes cannot be inhibited via a real array method. However, because the number of virtual elements
Figure 10. Coherent interferers output SINR curve using different methods.

is increased, by using the spatial smoothing technique, the null can be generated in each coherent interferer direction, and the interference inhibition gain via the ISS algorithm is about $-20\,\text{dB}$. The MISS algorithm generates about $-70\,\text{dB}$ inhibition gain, and the main lobe points at the desired signal direction.

There is only one large eigenvalue in the real antenna array after the eigen-decomposition, because interferes and desired signals are completely correlated. In turn, the related signals cause the rank of signal covariance matrix $\mathbf{R}_S$ to be 1 as discussed previously, i.e., the eigenvalues of signal subspace have “spread” into the noise subspace. The virtual antenna array integrates the spatial smoothing technique. Therefore, the rank of signal covariance matrix can be recovered, and the signal and noise subspace do not disturb each other. As the interference components get strengthened via the MISS algorithm, the gap between signal and noise subspace eigenvalues is more obvious, and the boundary is more clearly demarcated, which, in turn, can enhance the beam pattern preservation ability.

Since the interferes cannot be inhibited using the real array method, its output SINR is below $-30\,\text{dB}$; the output SINR using the ISS algorithm floats around 8 dB; the MISS algorithm generates the output SINR more than 20 dB, ensured by a high interference and noise inhibition gain.
6. CONCLUSION

In this paper, the MISS algorithm is presented which can be used to effectively solve the decorrelation problem on an arbitrary shaped antenna array. On the basis of the original ISS algorithm, it adds an additional interference subspace projection process, through MVDR beam forming, and better anti-interference performance can be obtained. Virtual antenna array output SINR is also improved. The feasibility and validity of MISS algorithm are verified by theoretical analysis and numerical experiments.
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