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ABSTRACT

Understanding the size- and shape-dependent properties of platinum nanoparticles is critical for enabling design of nanoparticle-based applications with optimal and potentially tunable functionality. Towards this goal, we evaluated nine different empirical potentials with the purpose of accurately modeling faceted platinum nanoparticles using molecular dynamics simulation. First, the potentials were evaluated by computing bulk and surface properties – surface energy, lattice constant, stiffness constants, and the equation of state – and comparing these to experimental measurements and quantum mechanics calculations. Then, the potentials were assessed in terms of the stability of cubic and icosahedral nanoparticles with faces in the \{100\} and \{111\} planes, respectively. Although none of the force fields predicts all the evaluated properties with perfect accuracy, one potential – the embedded atom method formalism with a specific parameter set – was identified as best able to model platinum in both bulk and nanoparticle forms.

1 Introduction

The catalytic, electronic, optical, and thermal properties of platinum nanoparticles make them valuable materials for the pharmaceutical and specialty chemistry industries, \[83, 5\] for fuel cells, \[88, 87, 54\] and solar energy conversion, \[11, 14\] as well as for biomedical applications, \[10\] among others. However, platinum is an expensive transition metal and its reserves are limited. Therefore, studies have focused on improving platinum nanoparticle properties in an effort to reduce the amount of platinum required and decrease the associated costs. \[98, 42\]

Studies on catalysis have demonstrated that the efficiency of platinum nanoparticles increases as the particle size decreases \[76\] as a result of the increased surface-to-volume ratio. \[105\] When the size of the particle is reduced to just a few nanometers, the nanoparticles form facets and remain stable in shapes such as icosahedra, \[77, 100\] tetrahedra, \[66, 22\] cuboctahedra or “quasi spherical”, \[11, 66, 85\] cubes, \[85, 66, 22, 41\] and truncated octahedra, \[60, 1, 85\] These different nanoparticle shapes have different surface facets (mostly \{111\}, \{110\}, and \{100\} \[67, 85\]) and different numbers of atoms at corners and edges that affect their overall properties. \[16, 105\] Since nanoparticle properties are dependent on shape and size, \[78\] it is desirable to understand and predict the evolution of their shape- and size-dependent properties throughout the service life of a given application.
Due to their small size, a comprehensive understanding of the shape- and size-dependence of nanoparticle properties is difficult to achieve experimentally. For example, the dependence of strength and deformation on particle size and shape has been investigated. Studies on the deformation of faceted gold nanoparticles using an anvil cell [73] have shown the occurrence of Shockley dislocations along facet vertices. However, to prevent sintering, the maximum load achieved with this method is limited, and the stress cannot be calculated directly, instead it is inferred from lattice changes. Separate in situ studies on the compression of silicon [31] and gold [13] nanoparticles using transmission electronic microscopy (TEM)–atomic force microscopy (AFM) have characterized reversible and irreversible deformation, as well as hardening–deformation relationships. But, these experiments are limited by AFM tip tilting, slip off of the nanoparticle from the tip, and lack of controllable strain rate. Additionally, the strain distribution caused by the substrate support in platinum nanoparticles has been studied with a scanning transmission electron microscope (STEM) [27] and has shown that the nanoparticles experience larger strain if the substrate is SnO₂ compared to C, affecting the electrochemical activity. [97] However, image resolution was adversely affected by the fast scans required to prevent beam damage and due to contamination from outgassing. For platinum nanoparticles, structural changes and strain during catalytic reactions have been observed using Bragg coherent diffraction imaging. [23] However, these measurements are sensitive to fluctuations in the scans from temperature differences between the nanoparticles and the media. All of these examples demonstrate the significant challenges to using experimental approaches to link the material properties and behavior of nanoparticles.

An alternative to experimental methods is simulation. The stability of clusters and very small nanoparticles, including platinum nanoparticles, has been studied previously [44, 101, 21, 65, 59] using density functional theory (DFT). Such DFT calculations can predict interatomic distances, cohesive energy, and binding energy with high accuracy, as well as the shape-stability and surface reconstruction of nanoparticles. However, DFT is severely limited in the number of atoms, and therefore nanoparticle size, that can be modeled. [95] The size scale of DFT also precludes investigation of the effects of strain due to substrate interactions or stress due to external loading on nanoparticle properties. Therefore, such calculations are usually limited to bulk materials or small clusters of atoms, and are difficult to apply to nanoparticles larger than few nanometers.

Instead, molecular dynamics (MD) simulations offer a valuable tool to study the shape- and size-dependence of small faceted metallic nanoparticles properties at scales large enough to be relevant to applications. Although molecular dynamics simulations do not account explicitly for molecular orbitals and so cannot reproduce electronic effects, [80] they provide reasonable accuracy for modeling fundamental microstructural mechanisms in equilibrium or for a deformed structure, the equation of state of a system, phase equilibrium, transport properties, etc. [86] In MD, the selection of potential, or force field, is fundamental for accurate characterization and prediction. [45, 46] Force fields can be categorized as pair potentials or many-body potentials. While pair potentials are simpler to implement, they have drawbacks for platinum and other FCC metals, often requiring the inclusion of volume dependent correction factors to properly match experimental data. [7] Also, pair potentials incorrectly estimate the relative magnitudes of vacancy formation and cohesive energies, resulting in incorrect stacking fault energies, surface structure, and relaxation properties. [24] In general, many-body potentials describe metallic systems more accurately than pair potentials and are able to capture the Cauchy discrepancy of elastic constants. [24]

Multiple different formalisms for many-body potentials exist. For metals, the embedded atom method (EAM), [40, 28] and other potentials based on it, such as Finnis-Sinclair, [37] concentration-dependent EAM, [17] and modified EAM (MEAM), [6] are widely used. Another many-body potential is the effective medium theory (EMT) for bonding in metallic systems, [51] which uses a simple form of the effective medium theory of condensed matter to define the potential energy. Additionally, sets of parameters for metallic systems are based on bond-order potentials extended from the Tersoff formulation, [91] such as the Brenner potential [9] and the charge optimized many body (COMB) potential. [81] Metallic systems have also been modeled using reactive force field (ReaxFF) [12] which is based on bond-orders. ReaxFF accounts for dynamic partial charge equilibrations in the system and captures chemical reactions. ReaxFF parameters have been developed for chemical systems of platinum interacting with carbon [35] and oxygen. [79] While parameters sets for all these potential formalisms have been developed for platinum, their relative accuracy, particularly for nanoparticles, has not been characterized.

Here, we evaluated nine different readily available and easily implementable potentials based on their ability to predict bulk and surface material properties: lattice constant, stiffness constants, equations of state, and surface energies of {100}, {110}, {111} facets. Model predictions were compared to previously reported experimental data and quantum mechanics calculations. Then, the potentials were further evaluated in terms of their ability to model the stability of platinum nanoparticles. Analysis of the calculated bulk and surface properties, as well as nanoparticle stability, show that, although none of the force fields can accurately model all properties, one of the potentials was identified as best able to model platinum in both bulk and nanoparticle forms. Our results provide the basis for selection of a force field to model platinum and platinum nanoparticles properties and behavior in future studies.
2 Methods

The nine different potentials for platinum evaluated in this study are listed in Table 1. Each potential is designated by the force field type in all capital letters hyphenated with the year that it was reported, as shown in the right most column of Table 1.

| Ref. | Year | Force Field Type | Designation |
|------|------|------------------|-------------|
| 39   | 1987 | EAM              | EAM-(1987)  |
| 108  | 2004 | EAM              | EAM-(2004)  |
| 6    | 1992 | MEAM             | MEAM-(1992) |
| 59   | 2003 | MEAM             | MEAM-(2003) |
| 79   | 2008 | ReaxFF           | REAX-(2008) |
| 35   | 2014 | ReaxFF           | REAX-(2014) |
| 52   | 1996 | EMT              | EMT-(1996)  |
| 2    | 2002 | Tersoff-Brenner  | TERSOFF-(2002) |
| 4    | 2017 | COMB             | COMB-(2017) |

Table 1: Force fields evaluated in this work, organized by force field type.

EAM: Embedded atom method, MEAM: modified embedded atom method, COMB: Charge optimized many body, EMT: Effective medium theory. The superscript * indicates force field parameters obtained from the NIST repository [45] and ζ indicates parameters obtained from the openKIM project. [90]

Other force field formulations have been proposed for platinum [104, 13, 61, 70, 72, 24, 29, 71, 26, 53] and machine learning has been used recently to generate sets of force field parameters. [48, 19] However, here we considered only readily available and easily implementable force fields and parameters.

These force fields differ both in functional form as well as how they were parameterized, i.e., with what data the potential parameters were fit. The EAM and EAM-based force fields are robust potentials with only modest demands for computational resources and their formulation is particularly well suited to model pure metals and alloys. EAM is empirically fit to the sublimation energy, equilibrium lattice constants, elastic constants, and vacancy and interstitial formation energies. EAM potentials have been shown to reproduce surface reconstructions observed experimentally. [39] The EMT potential, like EAM, is well suited for metallic systems involving pure metals and metal alloys. By using the simplest medium description for the interatomic interactions, calculations with this force field are computationally inexpensive. The EMT potential was fit to cohesive energies, lattice constants, and bulk and shear moduli. The Tersoff-like potentials have been successful describing a wide range of materials, including covalently bonded and metallic systems. The set of parameters of TERSOFF-(2002) was fit for a metallic-covalent system Pt-C, and is capable predicting the structural and cohesive properties for both elements (Pt and C) individually in different crystal phases, as well as the interatomic interactions between the elements. The COMB-(2017) was fit to defect formation energies, surface energies and stacking fault energies, and its parameterization particularly focused on platinum nanoparticles. The REAX-(2014) parameters were fit to describe Pt-O interactions, oxygen adsorption, and oxide formation. These interactions are particularly valuable to study catalytic processes. The parameterization of bulk platinum was fit to the following bulk phases of platinum: face centered cubic; ideal hexagonal close-packed; body centered cubic; simple cubic; diamond cubic; and b-tungsten. The REAX-(2008) was focused on the parameters for platinum nanoclusters interacting with carbon platelets and hydrogen for electrocatalysis studies. One of the advantages of COMB and ReaxFF potentials is the possibility of coupling the single element parameters with different multi-component systems as well as the ability to capture the formation and breaking of chemical bonds. However, these potentials tend to be computationally more expensive due to the recalculation of partial charges, the determination of bond-orders, and because a very small time steps (0.1 fs - 0.25 fs) is required to properly capture the dynamics of the system.

As described in the prior paragraph, all of these potentials have been designed and fit to the properties of platinum; however, this fitting was primarily done for bulk systems. Therefore the open research question is how accurately do these various potentials describe the behavior of platinum nanoparticles, and which potential is most accurate. To answer this question, the potentials described in Table 1 were evaluated by calculating the lattice constant, surface energies, and stiffness constants, and modeling of the equation of state of bulk platinum; then these results were compared to previously reported experimental properties and density functional theory (DFT) calculations. Finally, the force fields
were used to model a cubic nanoparticle with faces in \{100\} planes and an icosahedron with faces in \{111\} planes at room temperature to compare the accuracy of predictions of nanoparticle stability.

All simulations were performed using the large scale atomic/molecular massively parallel simulator (LAMMPS) package.\cite{75} For the dynamics simulations, the time step for ReaxFF and COMB force fields was 0.2 fs, and a time step of 1 fs was used for all the other force fields. The temperature of the dynamics simulations was controlled using a Nosé-Hoover thermostat with a damping parameter of 0.1 ps. And the pressure was controlled using a Nosé-Hoover barostat with a damping parameter of 1 ps.

For simulations of bulk and surface properties, two system sizes with approximately 16,000 and 19,000 atoms were modeled to evaluate possible size effects. The models were FCC single-crystal structures, created with the LAMMPS software. For all force fields, the maximum difference between the surface energies, stiffness constants, and bulk modulus calculated using the two different-size models was less than 0.09%. This minimal difference showed that the smaller system was large enough and was used subsequently for all bulk and surface property simulations.

### 2.1 Lattice Constant

The lattice parameter of "bulk" platinum was calculated by generating supercells based on the experimental lattice parameter for FCC platinum 0.392 nm.\cite{56} Periodic boundary conditions were applied in all directions. The geometry was minimized using the conjugate gradient method while allowing the simulation box to relax in all directions to account for possible differences between the experimental lattice parameter and the lattice predicted by the force field. The temperature of the system was increased to 298 K and equilibrated for 100 ps using a canonical ensemble. This was followed by an isobaric-isothermal equilibration at 298 K and atmospheric pressure for an additional 100 ps, to allow changes in the dimensions of the systems. The force field-predicted lattice constant was calculated from the last 20 ps of the equilibrated structure of the isobaric-isothermal equilibration step.

### 2.2 Surface Energies

Small nanoparticles of varying shapes can form facets in different orientations and therefore different surface energies determine their catalytic, electronic, optical, and thermal properties.\cite{69} Therefore, the ability of the potentials to predict the surface energy in different (hkl) faces was evaluated. In particular we calculated the surface energies for the (111), (110), and (100) planes. Most of the common nanoparticle geometries form facets oriented in the families of these planes. Also, the availability of DFT data for these surfaces in the literature enabled direct comparison.

A typical "slab" model as described below was used to calculate the surface energy of platinum. First, the atomic energy in "bulk" platinum was calculated by generating supercells as in the lattice parameter calculations. The geometry was minimized using the conjugate gradient method and the temperature of the system was increased to 298 K and equilibrated for 100 ps using a canonical ensemble. The increase in temperature introduces a small disturbance of the energy of the system to avoid energetic local minima. After the equilibration process, the energy of the system was minimized again until the difference in energy between iterations divided by average energy was less than 1x10^{-12}. To simulate free surfaces, the supercells were oriented such that the (hkl) planes of the relevant surface were perpendicular to the x direction. A schematic of the orientation of the faces in the slab model can be seen in the Supporting Information. Vacuum layers of 5 nm in the x direction were constructed to provide exposed surfaces in both sides of the slab. Periodic boundary conditions were imposed in all directions. Then, the same MD simulation steps and settings as described for the “bulk” systems were followed, with the difference that the length of the simulation box was kept fixed in the x direction to preserve the free surface. The surface energy \( \gamma \) of a facet with Miller index \( \text{hkl} \) was calculated with the eq \[ 1 \]

\[
\gamma_{hkl} = \frac{E_{\text{slab}} - E_{\text{bulk/atom}} \cdot N_{\text{slab}}}{2A_{\text{slab}}} \tag{1}
\]

where \( E_{\text{slab}} \) is the total energy of the slab, \( E_{\text{bulk/atom}} \) is the energy per atom of the oriented bulk system, \( N_{\text{slab}} \) is the number of atoms in the slab, and \( A_{\text{slab}} \) is the exposed surface area of the slab in one direction, assuming that the area remains constant at both exposed surfaces.

### 2.3 Stiffness Constants

A direct static method was used to statistically calculate elastic properties. In this analysis, the platinum supercell was relaxed using an energy minimization coupled with box adjustments towards zero pressure. Twelve infinitesimal deformations were introduced by changing the dimensions of the simulation box. These deformations correspond to six tensile and six pure shear strains of magnitude \( \pm 5 \times 10^{-6} \). The system energy was minimized following each deformation. For infinitesimal strain, the stress-strain relationship can be assumed to be linear, so the stiffness constants...
were calculated according to Hooke’s law shown in eq [2]

$$\sigma_{ij} = C_{ijkl} \varepsilon_{kl}$$ (2)

where $\sigma_{ij}$ is the stress tensor calculated from the Virial stress definition, $C_{ijkl}$ are the stiffness constants, and $\varepsilon_{kl}$ is the strain imposed to the system in each direction. Two additional magnitudes of strain ($\pm 1 \times 10^{-6}$ and $\pm 5 \times 10^{-5}$) were tested and negligible difference (less than 0.01%) between the stiffness constants calculated at the different strain magnitudes was observed.

### 2.4 Equation of State

The platinum supercell with periodic boundary conditions was geometrically optimized using the conjugate gradient method and the temperature of the system was equilibrated at 298 K using a canonical ensemble for 3 ps. This was followed by a pressure-temperature equilibration process at 0.1 MPa (1 atm) and 298 K, using an isothermal-isobaric (NPT) ensemble for 5 ps. A Nosé-Hoover barostat was used to control the pressure of the system with a damping parameter of 1 ps.

After the equilibration process, the system was hydrostatically compressed in increments of 2 GPa to up to 50 GPa, while keeping the temperature constant. The discrete increments were enforced in an isothermal-isobaric ensemble for 2 ps and the systems were further equilibrated for 2 ps after each increment. The pressure $P$ and volume $V$ were time averaged over the last 0.5 ps of the equilibration run. Then, the bulk modulus was predicted by fitting the thermodynamic data to the Birch-Murnaghan equation of state [8, 64]

$$P(V) = \frac{3}{2} B_0 \left( \left( \frac{V}{V_0} \right)^{-\frac{3}{2}} - \left( \frac{V}{V_0} \right)^{-\frac{3}{2}} \right) \left( 1 + \frac{3}{4} \left( B'_0 - 4 \right) \left( \frac{V}{V_0} \right)^{-\frac{3}{2}} - 1 \right)$$ (3)

where $V_0$ is the initial volume, $B_0$ is the bulk modulus and $B'_0$ is the first derivative of the bulk modulus.

### 2.5 Stability of Small Pt Nanoparticles

The force fields described above were used to model 3.2 nm nanoparticles with cubic and icosahedral shapes. These shapes were selected because icosahedral and cubical platinum nanoparticles are stable, experimentally observed and theoretically predicted, [1] and because their facets are oriented in the {111} and {100} planes. Shrink-wrapped boundary conditions (i.e. the boundaries of the simulation box extended to the limits of the model system) were used for the simulations. The cube nanoparticles were generated using lammps and the icosahedral nanoparticles were generated with OpenMD. [43] The nanoparticles were geometrically optimized using the conjugate gradient method to achieve an energy convergence between steps of $1 \times 10^{-7}$. Next, the temperature was equilibrated at 298 K using a canonical ensemble for 0.3 ns. The stability of the nanoparticles was evaluated in terms of the change of potential energy over time. In addition to the Nosé-Hoover thermostat, the equilibration process was repeated with two different thermostats: Langevin and Berendsen. These additional simulations were performed to confirm that the performance of the force fields was independent of the thermostat.

### 3 Results and Discussion

Molecular dynamics simulations, using these nine different force fields, were used to calculate lattice constant, surface energies, stiffness constants, and bulk modulus derived from the equation of state of platinum. The results from each calculation are discussed below.

#### 3.1 Lattice Constant

First, after a geometry optimization process and relaxation at room temperature and atmospheric pressure, the lattice constant for FCC platinum was calculated for each force field. The modeling results and standard deviation shown in Figure[1] are compared to the known experimental value of 0.392 nm. [56] It is observed that the predicted lattice constant of bulk platinum at room temperature, is close to the experimental value (error between 0.1% to 1.7%) for most of the force fields used in this work. The least accurate are the two REAX-(2014) and REAX-(2008) potentials that overestimate the lattice constant, but still have a small error of 0.9 and 1.7%, respectively. These differences can be explained by the parameterization of each force field. For the EAM and MEAM force fields, the lattice parameter is used as an input for the parameterization and so matches the experimental value almost exactly. However, ReaxFF is parameterized to match the atomic energies of a system, so larger variation of the lattice parameter can be expected.
Additionally, REAX-(2014) was parameterized to match DFT-calculated energies that predicted a lattice constant of 0.397 nm instead of the experimental value (0.392 nm). On the other hand, the REAX-(2008) parameterization was focused on matching the adsorption energy of platinum clusters on carbon platelets and not on the prediction of bulk properties. In the parameterization, \[79\] the lattice mismatch between the carbon and platinum atoms at the interface caused desorption of some platinum atoms and consequent restructuring of the atoms in the Pt cluster. These processes lead to longer Pt-Pt bonds and, consequently, a larger lattice parameter when the force field is used to simulate bulk platinum.

![Figure 1: Lattice constant calculated by the force fields (symbols) compared to the experimental value (dashed line).](image)

3.2 Surface Energies

Differences in the energies of the different surfaces are responsible for the stability of nanoparticles and favor the formation of specific geometric configurations. Experimental approaches to obtaining the surface energy of solids include calculations from contact angle measurements, \[15\] extrapolation for the solid phase from measurements of surface tension in a solid-liquid-vapor system, \[93\] and inverse gas chromatography, \[68\] among other methods. \[20\] Nevertheless, experimental calculation of the surface energy of specific facets is difficult and the results are often inconsistent among experiments. \[92\]

Quantum-mechanics calculations based on DFT have been widely used to calculate the surface energy of platinum. However, the calculated values are dependent on the exchange correlation function used and the selection of parameters. \[94, 84\] The general gradient approximation (GGA) tends to underestimate the surface energies, while the local density approximation (LDA) may overestimate it. Vega et al. \[94\] evaluated different DFT exchange correlation functionals and found that, although there are limitations, the Vosko-Wilk-Nusair (VWN) functional \[96\] within the local density approximation is well suited for predicting surface energies of platinum. In this study, we compare the energies predicted using different empirical potentials with the DFT values calculated by Vega et al. with the VWN functional.

Figure 2 shows the surface energies calculated using the different force fields evaluated in this work. The reference surface energy (DFT with the VWN functional) in each case (a) to (c) is shown as a dashed line. Additionally, energies reported from DFT calculations are shown as patterned areas. An extended literature review on the surface energies of platinum based on DFT and experimental results, and the values calculated from the nine force fields evaluated here are presented in the Supporting Information.

The EMT-(1996) potential severely underestimates the surface energy of all the faces, while the MEAM-(1992) potential calculates low surface energy for the (111) face. Surface energies calculated by the other potentials are within the range of values calculated using DFT with any exchange correlation function. Since the semi-empirical interatomic potentials are obtained by fitting to DFT values, the parameters predicted by the force fields likely correspond to the DFT approximation used in their parameterization.

Experimental surface energies are commonly calculated from measured liquid-metal surface tension and correspond to average surface energies over crystals with different face orientations. \[74, 30\] so Figure 2d shows the average of the surface energies in the three directions evaluated in this study compared to the range of experimental results. Although most force fields underestimate the surface energy, EAM-(2004), MEAM-(2003) and REAX-(2008) predict an average surface energy within the range of experimental values.
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Figure 2: (a) $\gamma_{100}$, (b) $\gamma_{110}$, and (c) $\gamma_{111}$ Surface energies from MD simulations (symbols) compared to DFT results (patterned areas). DFT values \cite{94} calculated with the VWN functional are shown as dashed black lines. (d) Average surface energies $\gamma$ from MD simulations (symbols) compared to experimental results (shaded area).

In general, the force fields are able to capture the differences between the energies of the different surfaces. Most MD-calculated surface energies follow $\gamma_{111} < \gamma_{100} < \gamma_{110}$, consistent with DFT and experimental results. An exception to this is observed for the MEAM-(1992) potential, where $\gamma_{100} > \gamma_{110}$ and, to a lesser extent, for the MEAM-Lee and TERSOFF-(2002) potentials, where $\gamma_{100}$ is slightly larger than $\gamma_{110}$.

3.3 Stiffness Constants

The components of the stiffness tensor in Voigt notation \cite{47} calculated by the different force fields are shown in Figure 3. All the force fields predict the orthotropy of platinum with $C_{11}$ exactly equal to $C_{22}$ and $C_{33}$, $C_{13}$ equal to $C_{23}$ and $C_{12}$, and $C_{44}$ equal to $C_{55}$ and $C_{66}$ for the crystalline FCC Pt. The Zener anisotropy ratio $A = 2C_{44}/(C_{11} - C_{12})$ is also shown in Figure 3. The stiffness constant $C_{44}$ represents resistance to shear on $\{100\}$ in $\langle 0kl \rangle$, while $C_{11} - C_{12}/2$ represents resistance to deformation by shear on $\{110\}$ in $\langle -110 \rangle$. Then, $A$ represents the ratio of the extreme elastic-shear coefficients. For a perfectly isotropic medium, $A$ has a value of 1. \cite{58}

The two parametrizations of the REAX force field (2008) and (2014) underestimate the $C_{12}$ constant, and overestimate $C_{44}$ compared to the experimental values. The overestimation of $C_{44}$ is more than two times the experimental constant and predicts that $C_{44}$ is equal to $C_{12}$ from both ReaxFF potentials. The relationship of shear response compared to dilation on compression is unrealistic for cubic crystals if $C_{44}$ equals $C_{12}$, as it is shown also from the high value of the Zener ratio.

The original EAM-(1987) potential, the EMT potential, and the COMB potential also predict Zener anisotropic parameters that do not correspond to the experimental relation. Specifically, they predict a higher ratio between the elastic shear coefficients than that observed experimentally, corresponding to a larger degree of elastic anisotropy. By contrast, the EAM-(2004) potential, the Tersoff-like, and both MEAM potentials predict elastic properties very similar...
3.4 Equation of State

Because of the small surface area of platinum nanoparticles, even low loads can exert large pressure. Therefore, a force field that accurately predicts volumetric changes in response to pressure is essential. Furthermore, erroneous phase changes estimated by the computational models reflect inaccurate energetic predictions of the potential and should be avoided.

The pressure-specific volume isotherms for platinum simulated with the nine different force fields selected for this study are shown in Figures 4a-c. Each figure shows isotherms predicted by three of the nine force fields compared to the curves from experimental studies. [50, 102] None of the predicted isotherms exhibits discontinuities except for the curve obtained using the MEAM-(1992) potential, shown in Figure 4b. Previous experimental [62] and DFT [89] studies have demonstrated that the pressure-specific volume isotherms for platinum do not diverge from the Birch-Murnaghan equation of state, even for pressures as high as 500 GPa, so the discontinuity observed for the MEAM-(1992) potential is unphysical.

The curves shown in Figure 4 were fitted to the Birch-Murnaghan equation of state from 0 GPa to 28 GPa, a range in which the isotherms are continuous for all the force fields. The isothermal bulk modulus $B_0$ and the first derivative of
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Figure 4: Pressure-volume (P-V) relationships for the different force fields (symbols) compared to experimental results

Results show that the bulk modulus $B'_0$ derived from the equation of state is severely underestimated by the REAX-(2008) and the COMB-(2017) potentials. Previous studies of the equation of state of platinum based on DFT with the general gradient approximation, reported in the literature, underestimate $B_0$ compared to experimental results. The bulk modulus calculated with the EAM-(2004), EMT-(1996), and REAX-(2014) are similar to those properties calculated with DFT-GGA and the Perdew-Burke-Ernzerhof functional, while the TERSOFF-(2002) potential overestimates the bulk modulus, similar to DFT-LDA calculations.

The pressure derivative of the bulk modulus quantifies the increased resistance to compression with increasing pressure. Figure 5b compares our simulation results with experimental values reported in the literature; the exact values are given in the Supporting Information (Table S5). The mean value of $B'_0$ for platinum is $5.2 \pm 0.4$ although there is a wide range of reported experimental values, likely because of differences in the chosen experimental method, the selection of fitted equation of state, and the range of pressures evaluated. Most of the force fields evaluated are within the range of experimental measurements, except for EAM-(2004) which underestimates $B'_0$, indicating that this force field less accurately predicts changes in the resistance to compression compared to the other potentials.

3.5 Force Field Selection

Bulk and surface properties of platinum calculated from the MD models with nine different force fields were compared to experimental results as detailed above: lattice parameter, stiffness constants, and Birch-Murnaghan equation of state fit parameters (average of values reported in Refs. 56, 25, 36, 106, 62, 103, 33, 102, 34). The surface energies calculated from the MD models were compared to DFT calculations with the Vosko-Wilk-Nusair work.
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Figure 5: Bulk modulus at atmospheric pressure $B_0$ and its derivative $B'_0$ for platinum obtained by fitting pressure-volume data from different force fields in Figure 4 to the Birch-Murnaghan equation of state (symbols). Error bars reflect the 95%-confidence intervals. Results are compared to DFT values, [89, 92] shown as dash lines, and experimental results, [32, 36, 106, 62, 103, 33, 102, 34] shown as shaded areas. The average of the experimental results is shown as a solid line.

function. [94] To visualize the differences between the force fields and determine which is most accurate overall, radar plots were created, as shown in Figure 6. In these figures, a larger fill area means a smaller error, i.e. the perimeter of the radar plot corresponds to zero error, while the center point corresponds to 100% error. If the error was larger than 100%, the value was adjusted and is shown as a maximum error at the center point. The percentage of area filled was also calculated and is presented in these figures.

As seen in Figure 6, none of the nine evaluated potentials accurately predicts all the properties of platinum. There are uncertainties inherent to empirical force fields that are responsible for the inaccuracy. First, truncation in the calculation of short- and long-range interactions have to be assumed and are characteristics of the selected functional form of the force field. [3] Second, force field parameters are calibrated to reproduce specific experimental measurements and quantum mechanics calculations. However, when the potentials are used for simulations outside the scope of the conditions for which they were parameterized, their predictions may become inaccurate. [3] Additionally, because of the fit to experimental measurements, the parameterization of a force field is susceptible to experimental or observational errors. There are also differences in the material models employed in MD compared to real materials in experiments. In our MD models, the simulated material is based on a perfect crystal, while in reality materials are affected by defects, grain distribution and size, or grain boundary effects. Finally, force field parameters fitted to DFT results depend heavily on the approximation to the exchange correlation energy functional chosen for the DFT calculations and fitting.

Regardless, visual analysis of Fig. 6 indicates that the COMB-(2017), EAM-(2004), MEAM-(2003), MEAM (1992), and TERSOFF-(2002) force fields are the most accurate in terms of their ability to model physical and mechanical properties of platinum in its bulk form using periodic boundary conditions, for pressures up to 28 GPa. This observation is supported quantitatively by the percentage of the total radar plot area filled, which is above 75% for the above-mentioned five force fields. However, molecular models of nanomaterials have features not present in bulk materials due to the lack of neighboring atoms at the surface of the systems and differences in the boundary conditions of the simulation cell. Therefore, the potentials were further evaluated based on the stability of nanoparticles with facets in different orientations, as presented next.

3.6 Stability of Small Platinum Nanoparticles

A cubic platinum nanoparticle with \{100\} facets and an icosahedral nanoparticle with \{111\} facets were evaluated. An initial geometric optimization showed that the displacement of the surface atoms differed from the displacement of the subsurface atoms relative to their initial positions. Representative snapshots from the optimization with atoms colored according to their atomic displacement are shown in Figure 7a for the cubic nanoparticle and Figure 8a for the icosahedral nanoparticle, with visualization performed using OVITO software. [88] The direction of this atomic displacement followed the same pattern for all the potentials, except for the cubic nanoparticle with both ReaxFF (figures for all the force fields shown in Supporting Information). For most of the force fields, the optimized positions of the subsurface atoms corresponded to the crystalline FCC phase, while the atoms at the surface moved slightly
inward as a result of the energy imbalance from the lack of neighboring atoms. Different behavior was observed for the cubic nanoparticle with both ReaxFF potentials, where the surface atoms remained near their initial positions, and the subsurface atoms moved towards the surface. However, the final configurations for all the force fields had internal atoms corresponding to the crystalline FCC phase and surface atoms displaced from the FCC lattice. This effect was more pronounced at the corners and edges of the structures.

Following geometry optimization, the nanoparticles were equilibrated at room temperature for 0.3 ns. The stability of the nanoparticle was then evaluated based on the change in potential energy over time, i.e. the potential energy will have small fluctuations around a constant mean value if the structure is stable.

Figure 7 shows the potential energy per atom of the cubic nanoparticle with faces oriented in {100} planes during the thermal equilibration process. For all force fields except MEAM-(2003), the cubic nanoparticle is stable at room temperature. With the MEAM-(2003) potential, the potential energy decreases with increasing equilibration time, indicating continuous structural reordering over time. In contrast, all the other potentials show an initial relaxation of the potential energy followed by stability of the nanoparticle in a cubic form. Studies on platinum nanoparticles have shown that nanocubes can be synthesized and are stable at room temperature. 100, 41

Figure 8 shows the potential energy per atom vs equilibration time for the icosahedral nanoparticle with facets oriented in {111} planes. All the force fields predict stable icosahedral nanoparticles, except the MEAM-(1992) force field which exhibits a sudden change in the potential energy without external disturbance. Synthesis of stable icosahedral nanoparticles has been proven to be feasible experimentally. 100
Figure 7: (a) Representative snapshot of a 3.2 nm cubic nanoparticle before and after energy minimization with atom colors corresponding to displacement in $10^{-1}$ nm. (b)-(d) Potential energy per atom during thermal equilibration with the different force fields.

The prediction of nanoparticle stability was evaluated using three different thermostats. The results with the Nosé-Hoover thermostat are shown in figures 7 and 8, but the same trends are exhibited by the other thermostats, as shown in the Supporting Information, Figures S4-S7. With all three thermostats, the MEAM-(2003) force field predicts an unstable cube with facets in $\{100\}$ orientations and the MEAM-(1992) predicts unstable icosahedron with facets in $\{111\}$ orientations, while the other force fields predict stable nanoparticles. This analysis of the stability of nanoparticles demonstrates that the MEAM-(1992) and the MEAM-(2003) force fields are not suitable for modeling faceted platinum nanoparticles, although the MEAM-(2003) accurately predicted the properties of bulk platinum.
Figure 8: a) Representative snapshot of a 3.2 nm icosahedral nanoparticle before and after energy minimization with atom colors corresponding to displacement in $10^{-1}$ nm. (b)-(d) Potential energy per atom during thermal equilibration with the different force fields.
4 Conclusions

In this study, we evaluated the ability of nine potentials to model small, faceted platinum nanoparticles using molecular dynamics simulations. First, the force fields were evaluated based on their prediction of bulk and surface properties, specifically: stiffness constants, the equation of state, and surface energies. The simulation-predicted values were compared to results from experiments or quantum mechanics calculations. Five force fields, the EAM-(2004), MEAM-(2003), MEAM-(1992), TERSOFF-(2002), and COMB-(2017) potentials were found to be the most accurate in terms of their ability to model physical, mechanical and surface properties. However, the MEAM-(1992) force field is not recommended to model systems with pressures above 28 GPa. Further, an analysis of the stability of nanoparticles with surfaces in the {100} and {111} planes revealed that the MEAM-(2003) and MEAM-(1992) potentials failed to reproduce the structural integrity of nanoparticles that can be synthesized and remain stable at room conditions in experimental conditions. The EAM-(2004) potential, the TERSOFF-(2002) potential, and the COMB-(2017) potential predicted the expected nanoparticle stability. Therefore, since the bulk and surface properties were most accurately predicted by the EAM-(2004) potential, this study demonstrates that this EAM potential is the most suitable for molecular dynamics simulations of small, faceted platinum nanoparticles.
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