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Abstract

The stochastically forced vorticity equation associated with the two dimensional incompressible Navier-Stokes equation on $D_\delta := [0, 2\pi \delta] \times [0, 2\pi]$ is considered for $\delta \approx 1$, periodic boundary conditions, and viscosity $0 < \nu \ll 1$. An explicit family of quasi-stationary states of the deterministic vorticity equation is known to play an important role in the long-time evolution of solutions both in the presence of and without noise. Recent results show the parameter $\delta$ plays a central role in selecting which of the quasi-stationary states is most important. In this paper, we aim to develop a finite dimensional model that captures this selection mechanism for the stochastic vorticity equation. This is done by projecting the vorticity equation in Fourier space onto a center manifold corresponding to the lowest eight Fourier modes. Through Monte Carlo simulation, the vorticity equation and the model are shown to be in agreement regarding key aspects of the long-time dynamics. Following this comparison, perturbation analysis is performed on the model via averaging and homogenization techniques to determine the leading order dynamics for statistics of interest for $\delta \approx 1$.

1 Introduction

Consider the 2D incompressible Navier-Stokes equation,

$$
\frac{\partial u}{\partial t} = \nu \Delta u - (u \cdot \nabla) u - \nabla p
$$

$$\nabla \cdot u = 0,
$$

(1.1)

on the possibly asymmetric torus $(x, y) \in D_\delta := [0, 2\pi \delta] \times [0, 2\pi]$ with $\delta \approx 1$, periodic boundary conditions, and viscosity $0 < \nu \ll 1$. To obtain the equivalent vorticity formulation of the equation, take the curl of the vector field $u$ and set $\omega = (0, 0, 1) \cdot (\nabla \times u)$ to find

$$
\partial_t \omega = \nu \Delta \omega - u \cdot \nabla \omega,
$$

(1.2)

$$u = \begin{pmatrix}
\partial_y (-\Delta^{-1}) \\
-\partial_x (-\Delta^{-1})
\end{pmatrix} \omega.
$$

The relation between $u$ and $\omega$ is known as the Biot-Savart law. The periodic boundary conditions insure $\int_{D_\delta} \omega = 0$, and therefore $\Delta^{-1} \omega$ is well-defined.
Adding random forcing to the system allows to account for stochasticity/genericity in the system, see for example [17, 5, 16]. In particular, we add a stochastic forcing term to (1.2) to obtain the stochastic 2D vorticity equation,

\[
\partial_t \omega = \nu \Delta \omega - u \cdot \nabla \omega + \partial W, \quad u = \left( \begin{array}{c}
\partial_y (-\Delta^{-1}) \\
-\partial_x (-\Delta^{-1})
\end{array} \right) \omega.
\] (1.3)

The noise is white in time, colored in space, and takes the form, for \( \vec{k} = (k_1, k_2) \neq (0, 0) \),

\[
W(t, x, y) = \sqrt{2\nu} \sum_{\vec{k} \in \mathbb{K} \subset \mathbb{Z}^2 \setminus \{(0,0)\}} \sigma_{\vec{k}} e^{i(k_1 x/\delta + k_2 y)} \beta_{\vec{k}}(t),
\] (1.4)

with spatial correlation \( \sigma_{\vec{k}} \) and \( \mathbb{K} \) to be commented on below. Here \( \beta(t) = \{ \beta_{\vec{k}}(t) \} \) is a collection of i.i.d. Wiener processes.

Notice that with the noise (1.4), the equation (1.3) is now stochastic. To insure the random vorticity remains real valued for all times \( t \geq 0 \), the following complex conjugacy conditions are imposed, \( \bar{\sigma}_{\vec{k}} = \sigma_{-\vec{k}} \) and \( \bar{\beta}_{\vec{k}} = \beta_{-\vec{k}} \). Additional assumptions are often placed on the noise coefficients, \( \sigma_{\vec{k}} \), to insure certain smoothness properties of solutions. In particular, we assume that there exist fixed positive constants \( C_0 \) and \( \alpha_0 \) such that

\[
|\sigma_{\vec{k}}| \leq C_0 e^{-\alpha_0 |\vec{k}|^2}
\]

so that solutions will then be analytic in space [14]. Since the boundary conditions force solutions of the deterministic equation to satisfy \( \int_D \delta \omega = 0 \), we choose \( \sigma(0,0) = 0 \) so this property is preserved. Note that if \( \sigma_{\vec{k}} = 0 \) for all \( \vec{k} \in \mathbb{Z}^2 \) then (1.3) reduces to the deterministic vorticity equation.

Although an \( L^2 \) energy estimate shows solutions of (1.2) have a time-asymptotic rest state of zero, certain quasi-stationary states, known as bars and dipoles, rapidly attract nearby solutions and correspond to transient structures that play a key role in the long-time evolution of solutions [1, 2, 6, 8, 9, 12, 19, 20]. These quasi-stationary states are members of an explicit family of functions given by,

\[
\omega(x, y, t) = e^{-\nu \delta^2 t} [a_1 \cos(x/\delta) + a_2 \sin(x/\delta)] + e^{-\nu t} [a_3 \cos(y) + a_4 \sin(y)].
\] (1.5)

If \( \delta = 1 \), then any member of this family is an exact solution to the deterministic vorticity equation. If \( \delta \neq 1 \), then (1.5) remains a solution if and only if \( a_1 = a_2 = 0 \) or if \( a_3 = a_4 = 0 \). These members, which only depend on one spatial variable, are called bar states, and they are also known as unidirectional or Kolmogorov flow. The \( x \)- and \( y \)-bar states are members of this family given by

\[
\omega_{x\text{bar}}(x, t) = e^{-\nu \delta^2 t} \sin(x/\delta), \quad \omega_{y\text{bar}}(y, t) = e^{-\nu t} \sin y,
\]
or similarly with sine replaced by cosine. The associated velocity fields are given by

\[
u_{x\text{bar}}(x, t) = -\delta e^{-\nu \delta^2 t} \left( \begin{array}{c}
0 \\
\cos(x/\delta)
\end{array} \right), \quad \nu_{y\text{bar}}(y, t) = e^{-\nu t} \left( \begin{array}{c}
\cos y \\
0
\end{array} \right),
\]
respectively. The dipoles are also members of the family (1.5) and are given by

\[
\omega_{\text{dipole}}(x, y, t) = e^{-\nu \delta^2 t} \sin(x/\delta) + e^{-\nu t} \sin y,
\]
or similarly with sine replaced by cosine, with velocity field

\[
u_{\text{dipole}}(x, y, t) = \left( \begin{array}{c}
e^{-\nu t} \cos y \\
-\delta e^{-\nu \delta^2 t} \cos(x/\delta)
\end{array} \right).
\]
For illustration, contour plots for the bar and dipole states for fixed $t = 0$ on the symmetric torus ($\delta = 1$) are shown in Figure 1.

(a) x-bar: $\omega_{xbar} = \sin(x)$
(b) y-bar: $\omega_{ybar} = \sin(y)$
(c) Dipole: $\omega_{dipole} = \sin(x) + \sin(y)$

Figure 1: Contour plots of the three quasi-stationary states on the symmetric torus

When $\nu = 0$, equation (1.1) becomes the Euler equation. It is reasonable to expect that stationary solutions of the Euler equation could play an critical role in the evolution of the Navier-Stokes equation for $0 < \nu \ll 1$. However, there are infinitely many stationary solutions, including the bars and dipoles, and so it is not immediately clear how to determine which would be most important. In [20], entropy arguments and extensive numerical studies were conducted in the case $\delta = 1$ and suggested that the bars and dipoles should be the two most important stationary solutions of the Euler equations. Although both states were observed after initial transient periods in the evolution of the Navier-Stokes equation, interestingly the dipole seemed to emerge for a large class of initial data, whereas the bar states only emerged for a special class of initial data. Subsequent work, again for the deterministic system, showed that indeed the bar states attract nearby solutions at a rate much faster than the background global decay rate, confirming their importance as quasi-stationary states. Results in the case $\delta = 1$ can be found in [2, 9] and results for more general values of $\delta$ are in [12, 19]. The stochastic system (1.3) was numerically analyzed in [6] where, after an initial transient period, metastable switching between the bars and dipoles was seen, with the dipole being dominant for $\delta = 1$ and the bar states being dominant for $\delta \neq 1$.

In this paper we develop a low dimensional model that captures how the dominant quasi-stationary state in the stochastically forced Navier-Stokes equation is selected by the aspect ratio of the spatial domain, $\delta$. Among the existing results, those that most greatly motivate this paper can be found in [1] and [6]. The results of the latter paper [6], briefly described above, to our knowledge were the first to suggest that $\delta$ could provide such a selection mechanism. The former paper [1] was our previous work focusing on the deterministic vorticity equation, (1.2), in which we derived a finite-dimensional model that captured the selection mechanism via the parameter $\delta$. We now seek to use that same finite-dimensional model, but with the addition of noise, to numerically investigate the selection mechanism for the stochastic equation (1.3). Indeed, one can see from the sample paths of Figure 6a that individual sample paths exhibit transitions between $x$-bar and $y$-bar states, as it has also been observed in [6].

The rest of the paper is organized as follows. In §2 we review the finite-dimensional model originally derived in [1] and the theoretical results of that work regarding the selection mechanism in the deterministic setting. In addition, we also add noise to that model to obtain the stochastic differential equation (SDE)
model that is the focus of this current work. In §3 to determine the validity of the SDE model, we compare statistics related to a direct simulation of the stochastic vorticity equation (1.3) with those of the SDE. We demonstrate numerically that the statistics of the two equations agree in all cases, \( \delta > 1, \delta < 1 \) and \( \delta = 1 \). In particular, solutions to both systems evolve towards an \( x, y \)-bar, and dipole in the three respective cases. In §4 we further examine the SDE model by viewing it as a perturbation in the limit as \( \delta^2 - 1 \) and \( \nu \) converge to zero. We show that, after appropriate time-space rescalings, the system can be viewed as a slow-fast system and classical averaging and homogenization techniques apply. Via the backward Kolmogorov equation, a system of PDEs that governs the leading order dynamics of a key order parameter, \( E[Z_{red}(t)] \), defined in (2.7), is derived. This gives us an additional formal approximation to the expected value of the order parameter, which we can use to show the selection of the quasi-stationary state. Numerically solving the PDEs allows us to approximate the evolution of \( E[Z_{red}(t)] \) for values of \( \delta \) close to 1, at least on some initial finite interval of time. Conclusions and future directions then follow in §5.

2 Fourier space representation and model reduction

Due to the form of the family of solutions (1.5), it is most convenient to express the stochastic vorticity equation in Fourier space. Hence, letting

\[
\omega(x, y) = \sum_{\vec{k} \neq (0, 0)} \hat{\omega}_{\vec{k}} e^{i(k_1 x + k_2 y)}, \quad \hat{\omega}_{\vec{k}} = \frac{1}{4\pi^2 \delta} \int_{\mathbb{R}^2} \omega(x, y)e^{-i(k_1 x + k_2 y)} dx dy,
\]

we obtain, for \( \vec{j}, \vec{k} \) and \( \vec{l} \neq (0, 0) \), the following system of infinitely many coupled SDEs,

\[
\begin{align*}
\dot{\hat{\omega}}_{\vec{k}} &= -\frac{\nu}{\delta^2} |\vec{k}|^2 \hat{\omega}_{\vec{k}} - \delta \sum_{\vec{l}} \frac{(\vec{k}^\perp, \vec{l})}{|\vec{l}|^2} \hat{\omega}_{\vec{k} - \vec{l}} \hat{\omega}_{\vec{l}} + \sqrt{2\nu\sigma_k} \hat{\beta} \hat{\omega}_{\vec{k}}, \\
&= -\frac{\nu}{\delta^2} |\vec{k}|^2 \hat{\omega}_{\vec{k}} - \frac{\delta}{2} \sum_{\vec{j}, \vec{l}} \langle \vec{j}^\perp, \vec{l} \rangle \left( \frac{1}{|\vec{l}|^2} - \frac{1}{|\vec{j}|^2} \right) \hat{\omega}_{\vec{j}} \hat{\omega}_{\vec{l}} + \sqrt{2\nu\sigma_k} \hat{\beta} \hat{\omega}_{\vec{k}},
\end{align*}
\]

where

\[
|\vec{k}|^2 = k_1^2 + \delta^2 k_2^2, \quad \vec{k}^\perp = (k_2, -k_1).
\]

Viewing the system in Fourier space allows us to use the relative energy in certain modes to measure the proximity of solutions to an \( x \)-bar, \( y \)-bar, or dipole state. The \( x \)-bar states, \( e^{-\frac{\nu}{\delta} t} \cos(x/\delta) \) and \( e^{-\frac{\nu}{\delta} t} \sin(x/\delta) \), correspond to solutions with energy only in the \( \vec{k} = (\pm 1, 0) \) modes and the \( y \)-bar states, \( e^{-\nu t} \cos(y) \) and \( e^{-\nu t} \sin(y) \), correspond to solutions with energy only in the \( \vec{k} = (0, \pm 1) \) modes. Solutions with energy in both the \( \vec{k} = (\pm 1, 0) \) and \( \vec{k} = (0, \pm 1) \) modes correspond to the dipole state. These four modes are the lowest in the system and will be referred to as the “low modes”. They correspond to modes with the lowest value of \( |\vec{k}|_\delta \) defined by (2.2). Any mode \( \hat{\omega}_{\vec{k}} \) with \( |\vec{k}| > \max\{1, \delta^2\} \) will from here on be referred to as a “high mode”.

To measure the relative energy in the low modes, we define the stochastic order parameter,

\[
Z_{vort}(t) := \frac{|\hat{\omega}_{(1,0)}(t)|^2}{|\hat{\omega}_{(1,0)}(t)|^2 + |\hat{\omega}_{(0,1)}(t)|^2},
\]

\[
(2.3)
\]
where \( \hat{\omega}(1,0) \) and \( \hat{\omega}(0,1) \) solve (2.1). Due to the condition, \( \hat{\omega}(k_1,k_2) = \bar{\hat{\omega}}(-k_1,-k_2) \), the relative energy in all of the low modes can be captured by \( Z_{\text{vort}}(t) \). The value of \( Z_{\text{vort}}(t) \), bounded between 0 and 1, corresponds to the proximity of the solution to an \( x \)-bar, \( y \)-bar or dipole state. If the dynamics drive \( Z_{\text{vort}}(t) \) to increase to 1, there is more energy in \( \hat{\omega}(1,0) \) relative to \( \hat{\omega}(0,1) \), indicating the system is in an \( x \)-bar state. Conversely if \( Z_{\text{vort}}(t) \) falls toward 0, the system would be observed to be in a \( y \)-bar state. If \( Z_{\text{vort}}(t) \) instead stays near 1/2, the system is in a dipole state with relative energy in the low modes comparable in magnitude.

The finite dimensional system that we will use to model (2.1) will be defined in terms of the lowest eight Fourier modes, which for notational convenience we denote as

\[
\begin{align*}
\omega_1 &:= \hat{\omega}(1,0), \quad \omega_2 := \hat{\omega}(-1,0), \quad \omega_3 := \hat{\omega}(0,1), \quad \omega_4 := \hat{\omega}(0,-1), \\
\omega_5 &:= \hat{\omega}(1,1), \quad \omega_6 := \hat{\omega}(-1,1), \quad \omega_7 := \hat{\omega}(1,-1), \quad \omega_8 := \hat{\omega}(-1,-1).
\end{align*}
\]  

(2.4)

The variables \( \omega_{1,2,3,4} \) correspond to the low modes, while \( \omega_{5,6,7,8} \) represent the role of all the high modes. Since the solution \( \omega(x,y) \) of (2.1) is real valued, the following complex conjugacy relationship must still hold,

\[
\omega_1 = \bar{\omega}_2, \quad \omega_3 = \bar{\omega}_4, \quad \omega_5 = \bar{\omega}_8, \quad \omega_7 = \bar{\omega}_8.
\]  

(2.5)

Thus the reduced model will be an eight dimensional approximation to the dynamics of (2.1). To derive the model, we apply a center manifold reduction to (2.1) with \( \sigma_k = 0 \) for all \( k \) to obtain an eight-dimensional deterministic ODE, which is the model studied in [1], and then add noise back to that system to obtain the final eight-dimensional SDE model we study here.

To carry out the center manifold reduction onto the lowest eight modes, assume for \( \hat{\omega}_k \) with \( k \notin \{(\pm 1, 0), (0, \pm 1), (\pm 1, \pm 1)\} =: K_0 \), that there exists a smooth function \( H(\omega_1, \ldots, \omega_8; \bar{k}) \) such that the eight-dimensional manifold defined by

\[
\mathcal{M} = \{ \hat{\omega} : \hat{\omega}_k = H(\omega_1, \ldots, \omega_8; \bar{k}) , \quad \bar{k} \notin K_0 \}
\]

is invariant for the deterministic dynamics of (2.1) with \( \sigma_k = 0 \) for all \( \bar{k} \). We refer to this as a center manifold because it is defined in terms of the lowest eight modes, which have the weakest linear decay rates. Based on this assumption, one can then in principle compute the coefficients of the Taylor expansion of \( H(\cdot, \bar{k}) \) to any order for each \( \bar{k} \) by taking the derivative of each of the low modes in two ways (via the function \( H \) and (2.1) with \( \sigma_{k=0} \)) and equating coefficients. See [1] for the details of the derivation.

The reduction is local and will only be valid in a size \( \mathcal{O}(\nu) \) neighborhood of zero due to the small spectral gaps for the operator \( \nu \Delta \). Additionally, while the existence of a finite dimensional (inertial) model of the system (2.1) that describes the global dynamics cannot be expected [21], the model still provides meaningful insight into the role \( \delta \) plays in selecting the dominant quasi-stationary state for small initial conditions. For additional examples in which similar reductions of the Navier-Stokes equation to a finite dimensional model have been used to understand global dynamics see [7, 15].

Adding independent (real) Brownian motions \( W_{1,3,5,7} \) to each equation of the resulting ODE model
leads to our final SDE model

\[
\begin{align*}
\dot{\omega}_1 &= -\frac{\nu}{\delta^2} \omega_1 + \frac{1}{\delta(1 + \delta^2)}[\omega_5 \omega_7 - \omega_3 \omega_5] + \frac{3\delta^6}{2\nu(4 + \delta^2)(1 + \delta^2)^2}\omega_1(|\omega_5|^2 + |\omega_7|^2) + \sqrt{2\nu\sigma_1} \dot{W}_1 \\
\dot{\omega}_3 &= -\nu \omega_3 + \frac{\delta^3}{(1 + \delta^2)}(\dot{\omega}_1 \omega_5 - \omega_1 \dot{\omega}_5) + \frac{3\delta^2}{2\nu(1 + 4\delta^2)(1 + \delta^2)^2} \omega_3(|\omega_5|^2 + |\omega_7|^2) + \sqrt{2\nu\sigma_3} \dot{W}_3 \\
\dot{\omega}_5 &= -\nu + \frac{\delta^2 - 1}{\delta} \omega_1 \omega_3 - \frac{\delta^6(3 + \delta^2)}{2\nu(4 + \delta^2)(1 + \delta^2)^2} \omega_5|\omega_1|^2 - \frac{1 + 3\delta^2}{2\nu\delta^2(1 + 4\delta^2)(1 + \delta^2)} \omega_5|\omega_3|^2 + \sqrt{2\nu\sigma_5} \dot{W}_5 \\
\dot{\omega}_7 &= -\nu + \frac{\delta^2 - 1}{\delta} \omega_1 \omega_3 - \frac{\delta^6(3 + \delta^2)}{2\nu(4 + \delta^2)(1 + \delta^2)^2} \omega_7|\omega_1|^2 - \frac{1 + 3\delta^2}{2\nu\delta^2(1 + 4\delta^2)(1 + \delta^2)} \omega_7|\omega_3|^2 + \sqrt{2\nu\sigma_7} \dot{W}_7.
\end{align*}
\]  

(2.6)

Note that (2.6) with \( \sigma_{1,3,5,7} = 0 \) corresponds to the ODE model derived in [1]. To compare the dynamics of this model to that of \( Z_{\text{vort}}(t) \), defined in (2.3), we define the analogous order parameter for the SDE model,

\[
Z_{\text{red}}(t) := \frac{|\omega_1(t)|^2}{|\omega_1(t)|^2 + |\omega_3(t)|^2},
\]

which again is used to determine towards which quasi-stationary state the system trends. Here, \( \omega_1(t) \) and \( \omega_3(t) \) are solutions to the reduced system (2.6). The Monte Carlo simulation of the reduced model finds that the dominant quasi-stationary state depends on the aspect ratio of \( \delta \) in the same way as the deterministic model, studied in detail in [1]. The main result there, which describes the selection of quasi-stationary states in (2.6) with \( \sigma_{1,3,5,7} = 0 \), can be described by the following theorem.

**Theorem 2.1.** [1] Theorem 3.4] For \( \delta \in \left(\frac{1}{\sqrt{2}}, \frac{\sqrt{3}}{2}\right) \), under the dynamics of (2.6) with \( \sigma_{1,3,5,7} = 0 \), if \( \delta > 1 \), then \( Z_{\text{red}}(t) \to 1 \), indicating evolution to an \( x \)-bar state. Conversely if \( \delta < 1 \), then \( Z_{\text{red}}(t) \to 0 \), indicating evolution to a \( y \)-bar state. For \( \delta = 1 \), there exists a one-dimensional center manifold of fixed points in the phase space that determines the asymptotic limit of \( Z_{\text{red}}(t) \). This center manifold is foliated with co-dimension one stable manifolds in which solutions converge to the corresponding fixed point. Exactly one of these manifolds corresponds to each of the limits \( Z_{\text{red}}(t) \to 1 \) and \( Z_{\text{red}}(t) \to 0 \). Thus, generic initial conditions are seen to evolve to the dipole state.

**Remark 2.2.** The order parameter considered in [1] was instead the ratio \( R(t) = |\omega_1(t)|^2/|\omega_3(t)|^2 \). Theorem 2.1 frames the result in terms of the order parameter \( Z_{\text{red}}(t) \). The choice to now consider \( Z_{\text{red}}(t) \) is for convenience with regards to numerical simulation due to its being bounded between 0 and 1.

**Remark 2.3.** A straightforward computation shows that, for any \( \delta \), the set \( \{\text{Im}(\omega_1) = \text{Im}(\omega_3) = \text{Im}(\omega_5) = \text{Im}(\omega_7) = 0\} \) is invariant under the dynamics of (2.6) with \( \sigma_{1,3,5,7} = 0 \). Since the real subsystem is invariant in the deterministic setting, we simulate the reduced model where the modes, \( \omega_{1,3,5,7} \), as well as the Wiener processes, \( W_{1,3,5,7} \), are all real valued.

3 Numerical simulation of the vorticity equation and reduced model

This section provides simulations of the vorticity equation (2.1) and of the reduced model (2.6). Via Monte Carlo simulation, the average evolution of the order parameters \( Z_{\text{vort}}(t) \) and \( Z_{\text{red}}(t) \) will be plotted for several values of \( \delta \) near 1. It will be seen that the reduced model captures the selection of the quasi-stationary states via the parameter \( \delta \). In particular, in both models, for a particular value of \( \delta \approx 1 \), the
system’s selection of its dominant quasi-stationary state is consistent with the motivating results, given by Theorem 2.1. In particular, the system selects, as the dominant quasi-stationary state, a dipole for $\delta = 1$, an $x$-bar for $\delta > 1$, and a $y$-bar for $\delta < 1$.

The simulation of (2.1) is done via a spectral method which includes Fourier modes $\hat{\omega}_{\vec{k}}$ with $\vec{k} \in K := \{ \vec{k} = (k_1, k_2) \in \mathbb{Z}^2 : 0 \leq |k_1|, |k_2| \leq 64 \text{ and } (k_1, k_2) \neq (0, 0) \}$; see [13]. A condition of exponential decay is imposed on the noise coefficients $\sigma_{\vec{k}}$ seen in (1.4),

$$|\sigma_{\vec{k}}| \leq e^{-\alpha_0|\vec{k}|^2}.$$  

(3.1)

Similar to [6], simulations are conducted with $\sum_{\{\vec{k} \in K\}} e^{-\alpha_0|\vec{k}|^2} = 1$. For our set $K$, this means $\alpha_0 \approx 0.349$. Time was finely discretized and a tamed semi-implicit Euler-Maruyama method was implemented to simulate the stochastically forced reduced system.

We verify the selection of the dominant quasi-stationary state using Monte Carlo simulation where the average path over $N$ trials is plotted. Individual runs will be denoted by $Z_{vort}^i(t)$ and $Z_{red}^i(t)$, for $i = 1, \ldots, N$, with corresponding averages given by

$$Z_{vort}(t) = \frac{1}{N} \sum_{i=1}^{N} Z_{vort}^i(t), \quad Z_{red}(t) = \frac{1}{N} \sum_{i=1}^{N} Z_{red}^i(t).$$

Similarly, we define the empirical variances to be

$$V_{vort}(t) = \frac{1}{N-1} \sum_{i=1}^{N} (Z_{vort}^i(t) - \bar{Z}_{vort}(t))^2, \quad V_{red}(t) = \frac{1}{N-1} \sum_{i=1}^{N} (Z_{red}^i(t) - \bar{Z}_{red}(t))^2.$$

It will also be useful to plot the time averages of these Monte Carlo averages. To produce a meaningful average we introduce a “burn-in time”, $t_{burn}$, and ignore the initial period during which $\bar{Z}_{vort}(t)$ and $\bar{Z}_{red}(t)$ have not yet stabilized. Define this time average for any function $f(t)$ defined on $t_{burn} \leq t \leq T$ to be

$$A(f, t_{burn}) := \frac{1}{T - t_{burn}} \int_{t_{burn}}^{T} f(t) \, dt.$$

### 3.1 Vorticity Equation

Plotted in Figures 2-4 are $\bar{Z}_{vort}(t)$, the time average $A(\bar{Z}_{vort}, t_{burn})$, and the 95% confidence intervals defined via

$$CI^\pm(t) = \bar{Z}_{vort}(t) \pm 1.96 \times \sqrt{\frac{V_{vort}(t)}{N}}.$$

Also included are average contour plots for the vorticity. We use $N = 200$ and for each trial use zero initial conditions and $\nu = 0.001$. For $\delta = 1$, Figure 2a shows $\bar{Z}_{vort}(t)$ remains near $1/2$ for the duration of the simulation. We use a burn-in time of $t_{burn} = 0$ when computing the time average since on the symmetric domain it is clear there is no transient initial period. In Figure 2b, the average contour plot for each individual trial are themselves averaged over the $N = 200$ trials, reflecting a dipole.
(a) $\bar{Z}_{vort}(t)$ with 95% confidence interval.
(b) Average contour plot of vorticity.

Figure 2: Vorticity aligns on average as a dipole for $\delta = 1$.

The simulations exhibited in Figures 3a and 3b show that, for $\delta = 1.1$, the order parameter increases initially and the average contour plot looks like that of an $x$-bar state. In Figure 3a, $t_{\text{burn}} = 100$ is used when computing the time average.

(a) $\bar{Z}_{vort}(t)$ with 95% confidence interval.
(b) Contour plot of vorticity.

Figure 3: Vorticity aligns on average as an $x$-bar for $\delta = 1.1$.

Lastly for $\delta < 1$ the simulations exhibited in Figures 4a and 4b show that, for $\delta = 0.9$, the order parameter decreases over an initial period of time and the average contour plot looks like that of a $y$-bar state. Here we again set $t_{\text{burn}} = 100$. 
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(a) \( \bar{Z}_{vort}(t) \) with 95% confidence interval.  

(b) Average contour plot of vorticity.

Figure 4: Vorticity aligns on average as a \( y \)-bar for \( \delta = 0.9 \).

Provided in Figure 5 are plots of \( \bar{Z}_{vort}(t) \) for \( \delta = 1.10, \delta = 1.0 \) and \( \delta = 0.90 \) averaged over \( N = 1000 \) trials. This is to show that as the number of trials increase, the variance is decreasing without changing the mean behavior. The variances all remain generally between 0.06-0.08. While the variance does decrease, the limiting value of \( \bar{Z}_{vort}(t) \) remains relatively unchanged compared to what is seen when averaging over \( N = 200 \) trials.

(a) \( \delta = 1.10 \)  
(b) \( \delta = 1.0 \)  
(c) \( \delta = 0.90 \)

Figure 5: Plot of \( \bar{Z}_{vort}(t) \) and of 95% confidence level error bars with \( N = 1000 \) trials and \( \nu = 0.001 \).

For completeness, see also the discussion in [5] we also include in Figure 6 a simulation with \( \nu = 0.001 \) that represents a single sample path for \( \delta = 1.04 \), the value of \( \delta \) for which transitions among the quasi-stationary states were observed in [6].
An individual trajectory transitions among quasi-stationary states. On average, the system is close to an $x$-bar state.

Figure 6: A single trajectory and the Monte Carlo average $\bar{Z}_{vort}(t)$ for $\delta = 1.04$.

Figure 6a shows that individual trajectories exhibit transitions between quasi-stationary states, visiting the dipole and both bar states, as also observed in [6] for the same value of $\delta$. However Figure 6b shows that $E[Z_{vort}(t)]$ picks the dominant state. We now compute the time average of a randomly selected individual trial, given by $A(Z_{vort}, t_{burn})$, to confirm that it tracks the Monte Carlo average, $\bar{Z}_{vort}(t)$. Figure 7 shows two things. First, for the given values of $\delta$, a sample path may experience many transitions among the quasi-stationary states. Second, the time average of the sample path does eventually track the Monte Carlo average.

Figure 7: Comparing individual time average of a sample path with Monte Carlo average

3.2 Reduced Model

We now turn our attention to the reduced model (2.6). We confirm numerically that the reduced model captures the qualitative dynamics of the full vorticity equation with regard to the dominant quasi-stationary state.

As we mentioned in Remark 2.3 we will be working with the real system in which $\omega_{1,3,5,7}$, as well as the Wiener processes, $W_{1,3,5,7}$, are all real valued. This leads to the following system which serves as the
acting reduced model in the upcoming simulations.

\[
\begin{align*}
\dot{\omega}_1 &= -\frac{\nu}{\delta^2} \omega_1 + \frac{1}{\delta(1+\delta^2)} \omega_3 \omega_7 - \omega_3 \omega_5 + \frac{3\delta^6}{2\nu(4+\delta^2)(1+\delta^2)} \omega_1 (\omega_3^2 + \omega_2^2) + \sqrt{2\nu} \sigma_1 \dot{W}_1 \\
\dot{\omega}_3 &= -\nu \omega_3 + \frac{3\delta^3}{(1+\delta^2)} \omega_1 \omega_5 - \omega_1 \omega_7 + \frac{3\delta^2}{2\nu(1+4\delta^2)(1+\delta^2)} \omega_3 (\omega_5^2 + \omega_2^2) + \sqrt{2\nu} \sigma_3 \dot{W}_3 \\
\dot{\omega}_5 &= -\nu \frac{1+\delta^2}{\delta^2} \omega_5 - \frac{\delta^2 - 1}{\delta} \omega_1 \omega_3 - \frac{\delta^6(3+\delta^2)}{2\nu(4+\delta^2)(1+\delta^2)} \omega_5 \omega_1^2 + \frac{1+3\delta^2}{2\nu\delta^2(1+4\delta^2)(1+\delta^2)} \omega_5 \omega_3^2 + \sqrt{2\nu} \sigma_5 \dot{W}_5 \\
\dot{\omega}_7 &= -\nu \frac{1+\delta^2}{\delta^2} \omega_7 + \frac{\delta^2 - 1}{\delta} \omega_1 \omega_3 - \frac{\delta^6(3+\delta^2)}{2\nu(4+\delta^2)(1+\delta^2)} \omega_7 \omega_1^2 - \frac{1+3\delta^2}{2\nu\delta^2(1+4\delta^2)(1+\delta^2)} \omega_7 \omega_3^2 + \sqrt{2\nu} \sigma_7 \dot{W}_7.
\end{align*}
\] (3.2)

To be consistent with the spatial decay of the noise in the simulations of the stochastically forced vorticity equation (2.1), given by (3.1), we choose

\[\sigma_{1,3} = e^{-\alpha_0} \quad \text{and} \quad \sigma_{5,7} = e^{-2\alpha_0}.\]

First we aim to establish that the reduced model (3.2) can serve as a good approximation to the vorticity equation with noise, (2.1), for \(\delta \approx 1\). Second, it will be established that the selection of the bar or dipole state that dominates is consistent with the results of [1] for the deterministic equation: \(x\)-bar for \(\delta > 1\), \(y\)-bar for \(\delta < 1\), and dipole for \(\delta = 1\).

Figure 8 shows numerical evidence supporting that the dynamics of the order parameter, governed by the reduced system (3.2), follows the same trend as when the full vorticity equation is simulated.

![Figure 8: Simulation of \(\bar{Z}_{\text{red}}(t)\) with noise for \(\nu = 0.001\).](image)

The plots of these Monte Carlo simulations (averaged over \(N = 200\) trials) show that the trend toward the appropriate quasi-stationary state is captured by the reduced model. Starting with zero initial conditions, when the noise is added, the simulations show that for \(\delta > 1\), the order parameter increases toward 1, indicating evolution to an \(x\)-bar state. Conversely, for \(\delta < 1\), the order parameter decreases
toward a value corresponding to a \( y \)-bar state. Finally, when \( \delta = 1 \), \( \bar{Z}_{\text{red}}(t) \) remains near 1/2 indicating the system is in a dipole state. Figures 9a-9e serve to compare the evolution of \( \bar{Z}_{\text{vort}}(t) \) and \( \bar{Z}_{\text{red}}(t) \) taken over \( N = 200 \) trials, for values of \( \delta \) close to 1. The bars denote the error for the 95% confidence intervals for \( \bar{Z}_{\text{vort}} \) (bold) and \( \bar{Z}_{\text{red}} \) (thin).

One can see that \( \bar{Z}_{\text{vort}}(t) \) and \( \bar{Z}_{\text{red}}(t) \) both trend in the same direction, with similar variances (typically between 0.06-0.08 for \( 0 \leq t \leq 2000 \)). Furthermore, their respective confidence intervals begin to converge until they overlap. Indeed the model can be used to determine towards which quasi-stationary state the system evolves for a given value of \( \delta \).

4 Perturbation Analysis

Motivated by the numerics from §3, this section investigates the expected behavior of \( Z_{\text{red}}(t) \) as \( \delta \to 1 \) while viewing the problem as a perturbation from the \( \delta = 1 \) and \( \nu = 0 \) case. Using the backward Kolmogorov equation associated to (3.2), the goal is to derive a system of PDE that will provide insight on how the expected value of \( Z_{\text{red}}(t) \), to leading order, depends on values of \( \delta \) close to 1. To do this we pose the problem as a perturbation of the spatial domain, setting \( \delta^2 = 1 + \epsilon_0 \epsilon \). Here, \( 0 < \epsilon \ll 1 \) acts as the small perturbation parameter and \( \epsilon_0 = \pm 1 \) determines which dimension of the torus is longer. Following known homogenization techniques, see for example [18], we scale (3.2) in a way that reveals a slow-fast system of SDE. Then, we write the backward Kolmogorov equation to reach the ultimate goal of determining
We use the following space-time and parameter scalings:

\[ \nu \]

The general version of the scaled equations for just the \( \tilde{\phi} \) and \( \tilde{\eta} \) terms is appropriate to obtain a clear slow-fast system. As in [1], the low modes represented by \( \tilde{\phi} \) and \( \tilde{\eta} \) system (still neglecting Taylor expansions of \( \epsilon \)).

Now (3.2) can be expressed as

\[
\begin{align*}
\dot{p} &= -\frac{\nu}{\delta^2} \tilde{p} + \frac{1}{\delta(1 + \delta^2)} \tilde{q}(s - \tilde{r}) + \frac{3\delta^6}{2\nu(4 + \delta^2)(1 + \delta^2)^2} \tilde{p}(\dot{r}^2 + \dot{s}^2) + \sqrt{2\nu}\sigma_1 \tilde{W}_1 \\
\dot{q} &= -\nu \tilde{q} + \frac{3\delta^2}{(1 + \delta^2)^2} \tilde{p}(\dot{r} - \tilde{s}) + \frac{3\delta^2}{2\nu(1 + 4\delta^2)(1 + \delta^2)^2} \tilde{q}(\dot{r}^2 + \dot{s}^2) + \sqrt{2\nu}\sigma_3 \tilde{W}_3 \\
\dot{r} &= -\nu \tilde{r} + \frac{1 + \delta^2}{\delta} \tilde{s} - \frac{\delta^2 - 1}{\delta} \tilde{p} \tilde{q} - \frac{\delta^6(3 + \delta^2)}{2\nu(4 + \delta^2)(1 + \delta^2)^2} \tilde{r}(\dot{r}^2 + \dot{s}^2) + \frac{1 + 3\delta^2}{2\nu\delta^2(1 + 4\delta^2)(1 + \delta^2)} \tilde{r}(\dot{q}^2 + \sqrt{2\nu}\sigma_5 \tilde{W}_5) \\
\dot{s} &= -\nu \tilde{s} + \frac{\delta^2 - 1}{\delta} \tilde{p} \tilde{q} - \frac{\delta^6(3 + \delta^2)}{2\nu(4 + \delta^2)(1 + \delta^2)^2} \tilde{s}(\dot{r}^2 + \dot{s}^2) + \frac{1 + 3\delta^2}{2\nu\delta^2(1 + 4\delta^2)(1 + \delta^2)} \tilde{s}(\dot{q}^2 + \sqrt{2\nu}\sigma_7 \tilde{W}_7).
\end{align*}
\]

Before inserting the Taylor expansions in \( \epsilon \) for the coefficients with \( \delta^2 = 1 + \epsilon_0 \epsilon \), we first scale (4.1) appropriately to obtain a clear slow-fast system. As in [1], the low modes represented by \( \tilde{p} \) and \( \tilde{q} \) correspond to the slow variables while the high modes, \( \tilde{r} \) and \( \tilde{s} \), represent the fast variables. Below, we give a more general version of the scaled equations for just the \( \tilde{p} \) (analogous to \( \tilde{q} \)) and \( \tilde{r} \) (analogous to \( \tilde{s} \)) equations. We use the following space-time and parameter scalings: \( \nu = \epsilon^\mu \nu_0, \tilde{p} = \epsilon^\xi p, \tilde{q} = \epsilon^\xi q, \tilde{r} = \epsilon^\eta r, \tilde{s} = \epsilon^\eta s, \) and \( \tau = \epsilon^\tau t \). To simplify the scaled equations, we will relate \( \mu, \xi, \eta \) and \( \gamma \) to put the resulting system in a more desirable form. We neglect the \( \epsilon \) dependence of \( p, q, r \) and \( s \) for readability. Below, the “prime” notation denotes differentiation with respect to the scaled time variable, \( \tau \).

\[
\begin{align*}
p' &= \epsilon^{\mu - \gamma}(\nu_0 \frac{\partial}{\partial p}) + \epsilon^{\eta - \gamma}(1 + \frac{3\delta^6}{2\nu(4 + \delta^2)(1 + \delta^2)^2} p(r^2 + s^2) + \epsilon^{\frac{\mu - \gamma}{2} - \xi} \sqrt{2\nu}\sigma_1 W_1' \tau \\
q' &= \epsilon^{\mu - \gamma}(\nu_0 \frac{\partial}{\partial q}) - \epsilon^{2\xi - \gamma - \eta} \delta^2 \frac{1}{\delta}(pq) - \epsilon^{2\xi - \mu - \gamma} \frac{1}{\nu_0} \left( \frac{\delta^6(3 + \delta^2)}{2(4 + \delta^2)(1 + \delta^2)} r^2 p^2 + \frac{1 + 3\delta^2}{2(1 + 4\delta^2)(1 + \delta^2)} r^2 q^2 \right) \\
r' &= \epsilon^{\mu - \eta}(\nu_0 \frac{\partial}{\partial r}) - \epsilon^{2\xi - 2\eta} \delta^2 \frac{1}{\delta} (pq) - \epsilon^{2\xi - \eta - \nu} \sqrt{2\nu}\sigma_3 W_3' \tau \\
s' &= \epsilon^{\mu - \eta}(\nu_0 \frac{\partial}{\partial s}) + \epsilon^{3\xi - 2\eta} \delta^2 \frac{1}{\delta} (pq) - \epsilon^{2\xi - \eta - \nu} \sqrt{2\nu}\sigma_5 W_5' \tau \\
r' &= \epsilon^{\mu - \eta}(\nu_0 \frac{\partial}{\partial r}) - \epsilon^{2\xi - 2\eta} \delta^2 \frac{1}{\delta} (pq) - \epsilon^{2\xi - \eta - \nu} \sqrt{2\nu}\sigma_3 W_3' \tau \\
s' &= \epsilon^{\mu - \eta}(\nu_0 \frac{\partial}{\partial s}) + \epsilon^{3\xi - 2\eta} \delta^2 \frac{1}{\delta} (pq) - \epsilon^{2\xi - \eta - \nu} \sqrt{2\nu}\sigma_5 W_5' \tau.
\end{align*}
\]

For the scaled SDE (4.2), let \( b^\epsilon = (b^\epsilon, b^\epsilon_1, b^\epsilon_r, b^\epsilon_s) \) denote the drift vector and \( \Sigma^\epsilon(p, q, r, s; \sigma_1, \sigma_3, \sigma_5, \sigma_7) \) denote the diffusion matrix so that (4.2) can be expressed, for \( \mathcal{X}^\epsilon = (p, q, r, s) \) and \( \frac{\partial \mathcal{X}^\epsilon}{\partial \tau} = \left( \frac{\partial W_1}{\partial \tau}, \frac{\partial W_3}{\partial \tau}, \frac{\partial W_5}{\partial \tau}, \frac{\partial W_7}{\partial \tau} \right) \).
as
\[ \frac{d\mathcal{X}^\epsilon}{d\tau} = b^\epsilon + \sum \frac{dW}{d\tau}. \] (4.3)

Now replacing the $\delta$ coefficients appearing in (4.2) with their Taylor expansions for $\delta^2 = 1 + \epsilon_0 \epsilon$ up to $O(\epsilon^3)$, the drift vector is given by (still supressing $\epsilon$ dependence of $p, q, r, s$),

\[
\begin{align*}
\frac{b^\epsilon_p}{\nu_0} &= \frac{1}{40} \left( \frac{3}{40} + \frac{\epsilon_0}{200} \frac{27}{117} + \epsilon^2 \frac{123}{4000} - \epsilon_0 \epsilon^3 \frac{123}{5000} \right) p(r^2 + s^2) \\
&\quad + \epsilon \left( \frac{1}{2} - \frac{\epsilon_0}{2} \epsilon + \frac{7}{16} \epsilon^2 - \frac{3 \epsilon \epsilon_0}{8} \epsilon^3 \right) q(s - r) - \epsilon^2 \nu_0 (1 - \epsilon_0 \epsilon + \epsilon^2 - \epsilon_0 \epsilon^3) p \\
\frac{b^\epsilon_q}{\nu_0} &= \frac{1}{40} \left( \frac{3}{40} + \frac{3}{50} \epsilon_0 \epsilon + \frac{117}{4000} \epsilon^2 - \frac{93}{20000} \epsilon_0 \epsilon^3 \right) q(r^2 + s^2) \\
&\quad + \epsilon \left( \frac{1}{2} - \frac{\epsilon_0}{2} \epsilon - \frac{1}{8} \epsilon^2 \right) p(r - s) - \epsilon^2 \nu_0 q,
\end{align*}
\]

\[
\begin{align*}
\frac{b^\epsilon_r}{\nu_0} &= \epsilon^2 (\xi - \eta) \frac{1}{\nu_0} \left[ -\frac{1}{5} r(p^2 + q^2) - \epsilon_0 \epsilon \frac{1}{100} r(51 p^2 - 31 q^2) - \epsilon^2 \frac{373}{1000} r(p^2 + q^2) - \epsilon_0 \epsilon^3 \frac{1}{10000} r (379 p^2 - 4109 q^2) \right] \\
&\quad - \epsilon^2 \nu_0 (2 - \epsilon_0 \epsilon + \epsilon^2 - \epsilon_0 \epsilon^3) r - \epsilon^3 \nu_0 q \left( \epsilon_0 \epsilon - \frac{1}{2} \epsilon^2 + \frac{3}{8} \epsilon \epsilon_0 \epsilon^3 \right) p q \\
\frac{b^\epsilon_s}{\nu_0} &= \epsilon^2 (\xi - \eta) \frac{1}{\nu_0} \left[ -\frac{1}{5} s(p^2 + q^2) - \epsilon_0 \epsilon \frac{1}{100} s(51 p^2 - 31 q^2) - \epsilon^2 \frac{373}{1000} s(p^2 + q^2) - \epsilon_0 \epsilon^3 \frac{1}{10000} s (379 p^2 - 4109 q^2) \right] \\
&\quad - \epsilon^2 \nu_0 (2 - \epsilon_0 \epsilon + \epsilon^2 - \epsilon_0 \epsilon^3) s + \epsilon^3 \nu_0 q \left( \epsilon_0 \epsilon - \frac{1}{2} \epsilon^2 + \frac{3}{8} \epsilon \epsilon_0 \epsilon^3 \right) p q
\end{align*}
\]

and the diffusion matrix by
\[
\Sigma^\epsilon(p, q, r, s; \sigma_1, \sigma_3, \sigma_5, \sigma_7) = \begin{pmatrix}
\sqrt{2 \nu_0} \sigma_1 & 0 & 0 & 0 \\
0 & \sqrt{2 \nu_0} \sigma_3 & 0 & 0 \\
0 & 0 & \epsilon^\xi \sigma_5 & 0 \\
0 & 0 & 0 & \epsilon^\xi \sigma_7
\end{pmatrix}.
\] (4.5)

With $H(u^\epsilon)$ denoting the Hessian matrix of $u^\epsilon$, we now write the backward Kolmogorov equation for $\mathcal{X}^\epsilon$, which is defined as
\[
\frac{\partial u^\epsilon}{\partial \tau} = b^\epsilon \cdot \nabla u^\epsilon + \frac{1}{2} \text{Tr}[(\Sigma^\epsilon)^2 H(u^\epsilon)], \quad \text{in } \mathbb{R}^4 \times [0, T] \\
u^\epsilon(p, q, r, s, 0) = \phi(p, q), \quad \text{on } \mathbb{R}^4 \times \{0\}. \] (4.6)

The backward Kolmogorov equation has the useful property that the evolution of $u^\epsilon(\mathcal{X}^\epsilon, \tau)$ gives

\[ u^\epsilon(p, q, r, s, \tau) = \mathbb{E} [\phi(p_\tau, q_\tau) | p_\tau(0) = p, \; q_\tau(0) = q, \; r_\tau(0) = r, \; s_\tau(0) = s]. \]

Thus one ultimately is interested in initializing (4.6) with $\phi(p, q) = Z_{red} = \frac{p^2}{p^2 + q^2}$, but for now we proceed with a general initial condition, $\phi$. We seek a solution to (4.6) that takes the form
\[
\begin{align*}
u^\epsilon(p, q, r, s, \tau) &= u_0(p, q, r, s, \tau) + \epsilon u_1(p, q, r, s, \tau) + \epsilon^2 u_2(p, q, r, s, \tau) + \ldots
\end{align*}
\] (4.7)

and wish to find the limiting dynamics, $u^\epsilon$ as $\epsilon \to 0$. As the goal is to identify the leading order expansion for $u^\epsilon$ we determine a system of PDEs for $u_0$, $u_1$, and $u_2$. We present now the calculations that lead to the characterization of $u_0$, $u_1$, and $u_2$, see (4.16).
Define \( \mathcal{L}^\epsilon \) to be the operator acting on the right hand side of \((4.6)\), so that \( \frac{\partial u^\epsilon}{\partial \tau} = \mathcal{L}^\epsilon u^\epsilon \). Decomposing \( \mathcal{L}^\epsilon \) by powers of \( \epsilon \) using the expressions for \( b^\epsilon \) and \( \Sigma^\epsilon \) given in \((4.4)\) and \((4.5)\), we write
\[
\mathcal{L}^\epsilon u^\epsilon = \epsilon^2(\xi-\eta)\mathcal{L}_0 u^\epsilon + \epsilon^2(\xi-\eta) L_1 u^\epsilon + \epsilon^2(\xi-\eta)^2 L_2 u^\epsilon + \epsilon^2(\xi-\eta)^3 L_3 u^\epsilon \\
+ \mathcal{L}_4 u^\epsilon + \epsilon^2 \mathcal{L}_5 u^\epsilon + \epsilon^2 \mathcal{L}_6 + \epsilon^3 \mathcal{L}_7 u^\epsilon \\
+ \epsilon^2 \mathcal{L}_8 u^\epsilon + \epsilon^2 \mathcal{L}_9 u^\epsilon + \epsilon^2 \mathcal{L}_{10} u^\epsilon + \epsilon^2 \mathcal{L}_{11} u^\epsilon + \epsilon^3 \mathcal{L}_{12} u^\epsilon \\
+ \epsilon^2 \mathcal{L}_{13} u^\epsilon + \epsilon^2 \mathcal{L}_{14} u^\epsilon + \epsilon^2 \mathcal{L}_{15} u^\epsilon \\
+ \epsilon^3 \mathcal{L}_{16} u^\epsilon + \epsilon^3 \mathcal{L}_{17} u^\epsilon + \epsilon^3 \mathcal{L}_{18} u^\epsilon.
\]

A select few of the operators, \( \mathcal{L}_i, i = 1, \ldots, 19 \), that are most important in computing the leading order equations is provided in \((4.8)\). A complete list of the expressions of the 19 operators can be found in the appendix.

\[
\begin{align*}
\mathcal{L}_0 u &= -\frac{1}{5\nu_0} (p^2 + q^2) \left( \frac{\partial u}{\partial r} + s \frac{\partial u}{\partial s} \right) + 2\nu_0 \left( \sigma_2^2 \frac{\partial^2 u}{\partial r^2} + \sigma_2^2 \frac{\partial^2 u}{\partial s^2} \right) \\
\mathcal{L}_1 u &= -\frac{\epsilon_0}{100\nu_0} (51p^2 - 31q^2) \left( \frac{\partial u}{\partial r} + s \frac{\partial u}{\partial s} \right) \\
\mathcal{L}_4 u &= \frac{3}{40\nu_0} (r^2 + s^2) \left( \frac{\partial u}{\partial p} + q \frac{\partial u}{\partial q} \right) + 2\nu_0 \left( \sigma_1^2 \frac{\partial^2 u}{\partial p^2} + \sigma_3^2 \frac{\partial^2 u}{\partial q^2} \right) \\
\mathcal{L}_5 u &= \frac{\epsilon_0}{40\nu_0} \left( \frac{27}{200} \frac{\partial u}{\partial p} - \frac{3}{50} q \frac{\partial u}{\partial q} \right) \\
\mathcal{L}_8 u &= -\frac{1}{2} (r - s) \left( q \frac{\partial u}{\partial p} - p \frac{\partial u}{\partial q} \right)
\end{align*}
\]

Now we choose explicit values for \( \xi \) and \( \eta \) to obtain a simpler, but still representative system: \( \eta = 2 \), \( \xi = 1 \), hence \( \mu = 3 \) (\( \nu = \epsilon^4 \nu_0 = \epsilon^3 \nu_0 \)). Note that this choice of parameters is not unique. Our goal is to make a choice that makes the computations that follow tractable, preserves a clear slow-fast system in the scaled equations \((4.2)\) and results in a system that exhibits qualitatively the same behavior as the original system in terms of the selection mechanism to \( x \)-bar, \( y \)-bar and dipole states depending on the values of \( \delta \). With this choice, the generator \( \mathcal{L}^\epsilon \) of the PDE becomes
\[
\mathcal{L}^\epsilon u^\epsilon = \epsilon^2 \mathcal{L}_0 u^\epsilon + \epsilon^{3} \mathcal{L}_1 u^\epsilon + \mathcal{(L_2 + L_4 + L_{16})} u^\epsilon + \epsilon (L_3 + L_5 + L_8 + L_8) u^\epsilon \\
+ \epsilon^2 (L_6 + L_9 + L_{12} + L_{18}) u^\epsilon + \epsilon^3 (L_7 + L_{10} + L_{13}) u^\epsilon + \epsilon^4 (L_{11} + L_{14}) u^\epsilon + \epsilon^5 L_{15} u^\epsilon.
\]

The ansatz given in \((4.7)\) can now be inserted into the backward Kolmogorov equation \((4.6)\) using the expression of \( \mathcal{L}^\epsilon \) given above in \((4.9)\). Matching coefficients on both sides of the equation yields the following leading order equations,
\[
\begin{align*}
\mathcal{O}(\epsilon^{-2}) : & \quad -\mathcal{L}_0 u_0 = 0 & (4.10a) \\
\mathcal{O}(\epsilon^{-1}) : & \quad -\mathcal{L}_0 u_1 = \mathcal{L}_1 u_0 & (4.10b) \\
\mathcal{O}(1) : & \quad -\mathcal{L}_0 u_2 = -\frac{\partial u_0}{\partial \tau} + \mathcal{L}_1 u_1 + (\mathcal{L}_2 + \mathcal{L}_4 + \mathcal{L}_{16}) u_0 & (4.10c) \\
\mathcal{O}(\epsilon) : & \quad -\mathcal{L}_0 u_3 = -\frac{\partial u_1}{\partial \tau} + \mathcal{L}_1 u_2 + (\mathcal{L}_2 + \mathcal{L}_4 + \mathcal{L}_{16}) u_1 + (\mathcal{L}_3 + \mathcal{L}_5 + \mathcal{L}_8 + \mathcal{L}_{17}) u_0. & (4.10d)
\end{align*}
\]
Equation (4.10a) implies $u_0$ lies in the kernel of $L_0$, which elliptic PDE theory tells us contains only functions constant in $r$ and $s$. Since $L_1$ is also a differential operator in $r$ and $s$ only, (4.10b) implies that $u_1$ is constant in $r$ and $s$ as well. One can also see that $u_0$ and $u_1$ are in the kernel of each of $L_{2,3,16,17}$ (see appendix). Hence the leading order system given by (4.10a)-(4.10d) can be reduced to

$$O(\epsilon^{-2}) : -L_0 u_0 = 0 \Rightarrow u_0 = u_0(p, q, \tau)$$

(4.11a)

$$O(\epsilon^{-1}) : -L_0 u_1 = L_1 u_0 \Rightarrow u_1 = u_1(p, q, \tau)$$

(4.11b)

$$O(1) : -L_0 u_2 = -\frac{\partial u_0}{\partial \tau} + L_4 u_0$$

(4.11c)

$$O(\epsilon) : -L_0 u_3 = -\frac{\partial u_1}{\partial \tau} + L_1 u_2 + L_4 u_1 + (L_5 + L_8) u_0,$$

(4.11d)

where $L_0$, $L_1$, $L_4$, $L_5$, and $L_8$ are presented in (4.8). Let $\rho^\infty(r, s; p, q)$ be the stationary density that satisfies the adjoint problem

$$L_0^* \rho^\infty(r, s; p, q) = 0.$$ 

Once $\rho^\infty$ is known we can integrate against the invariant measure to obtain the solvability conditions for equations (4.11c) and (4.11d)

$$\frac{\partial u_0}{\partial \tau} = \int_{\mathbb{R}^2} L_4 u_0 \rho^\infty(r, s; p, q) dr ds$$

(4.12)

$$\frac{\partial u_1}{\partial \tau} = \int_{\mathbb{R}^2} (L_1 u_2 + L_4 u_1 + (L_5 + L_8) u_0) \rho^\infty(r, s; p, q) dr ds.$$ 

Before we consider the integrals in (4.12), $\rho^\infty$ must be identified. The operator,

$$L_0 = \left( -\frac{1}{5\nu_0} r(p^2 + q^2), -\frac{1}{5\nu_0} s(p^2 + q^2) \right) \cdot \left( \frac{\partial}{\partial r} \frac{\partial}{\partial s} \right) + \frac{1}{2} \begin{pmatrix} 4\nu_0 \sigma_5^2 & 0 & 0 \\ 0 & 4\nu_0 \sigma_7^2 & 0 \end{pmatrix} \left( \frac{\partial^2}{\partial r^2} \frac{\partial}{\partial s} \right),$$

corresponds to the backward Kolmogorov equation for the following system, parameterized by the fixed (slow) variables $p$ and $q$.

$$\dot{r} = -\frac{1}{5\nu_0} (p^2 + q^2) r + \sigma_5 \sqrt{2\nu_0} \dot{W}_5$$

$$\dot{s} = -\frac{1}{5\nu_0} (p^2 + q^2) s + \sigma_7 \sqrt{2\nu_0} \dot{W}_7.$$ 

These processes are independent Ornstein-Uhlenbeck processes and are therefore Gaussian. The equilibrium (stationary) density which corresponds to $\rho^\infty(r, s; p, q)$ is that of the bivariate Gaussian distribution with

$$r \sim N \left( 0, \frac{5\nu_0^2 \sigma_5^2}{p^2 + q^2} \right), \quad s \sim N \left( 0, \frac{5\nu_0^2 \sigma_7^2}{p^2 + q^2} \right).$$

Therefore the invariant joint density is

$$\rho^\infty(r, s; p, q) = \frac{p^2 + q^2}{10\pi\nu_0^2 \sigma_5 \sigma_7} e^{-\frac{(r^2 + s^2)}{10\nu_0^2 \sigma_5^2} + \frac{\sigma_5^2}{p^2 + q^2}}.$$ 

To aid in the computations of the integrals given in (4.12), the following integral evaluations will be useful and can be simply obtained through the mean and variance of the stationary distribution.

$$\int_{\mathbb{R}^2} (r^2 + s^2) \rho^\infty(r, s; p, q) dr ds = \frac{5\nu_0^2}{p^2 + q^2} (\sigma_5^2 + \sigma_7^2)$$

(4.13a)

$$\int_{\mathbb{R}^2} (r - s) \rho^\infty(r, s; p, q) dr ds = 0.$$ 

(4.13b)
Next consider the solvability conditions (4.12) one at a time. From the $u_0$ equation and the integral [4.13a],

$$\frac{\partial u_0}{\partial \tau} = \int_{\mathbb{R}^2} L_4 u_0 \rho^\infty dr ds$$

$$= 2\nu_0 \left( \sigma_1^2 \frac{\partial^2 u_0}{\partial p^2} + \sigma_3^2 \frac{\partial^2 u_0}{\partial q^2} \right) + \frac{3}{40\nu_0} \left( p \frac{\partial u_0}{\partial p} + q \frac{\partial u_0}{\partial q} \right) \int_{\mathbb{R}^2} (r^2 + s^2) \rho^\infty(r, s; p, q) dr ds$$

$$= 2\nu_0 \left( \sigma_1^2 \frac{\partial^2 u_0}{\partial p^2} + \sigma_3^2 \frac{\partial^2 u_0}{\partial q^2} \right) + \frac{3\nu_0}{8} \left( \frac{p}{p^2 + q^2} \frac{\partial u_0}{\partial p} + \frac{q}{p^2 + q^2} \frac{\partial u_0}{\partial q} \right).$$

From this we obtain the effective equations for $p$ and $q$ for small $\epsilon$ after the fast variables $r$ and $s$ are averaged out. The slow motion can hence be approximated, for $0 < \epsilon \ll 1$, by $\bar{p}$ and $\bar{q}$ governed by,

$$\dot{\bar{p}}' = \frac{3\nu_0}{8} \left( \sigma_1^2 + \sigma_3^2 \right) \frac{\bar{p}}{p^2 + q^2} + \sigma_1 \sqrt{2\nu_0} W_1'$$

$$\dot{\bar{q}}' = \frac{3\nu_0}{8} \left( \sigma_1^2 + \sigma_3^2 \right) \frac{\bar{q}}{p^2 + q^2} + \sigma_3 \sqrt{2\nu_0} W_3'.$$ (4.14)

Since $\epsilon_0$ dependence does not appear in the first order equations, we will need to determine $u_1$ to see its effects. Consider the solvability condition for $u_1$ in (4.12). Computing this integral requires us to evaluate the following integrals.

$$I_0 = \int_{\mathbb{R}^2} L_5 u_0 \rho^\infty dr ds$$

$$I_{0'} = \int_{\mathbb{R}^2} L_8 u_0 \rho^\infty dr ds$$

$$I_1 = \int_{\mathbb{R}^2} L_4 u_1 \rho^\infty dr ds$$

$$I_2 = \int_{\mathbb{R}^2} L_1 u_2 \rho^\infty dr ds.$$

In evaluating these, we see

$$I_0 = \int_{\mathbb{R}^2} \epsilon_0 \left( \frac{27}{200} \frac{p \partial u_0}{\partial p} - q \frac{\partial u_0}{\partial q} \right) (r^2 + s^2) \rho^\infty(r, s; p, q) dr ds =$$

$$= 5\epsilon_0 \nu_0 \left( \sigma_1^2 + \sigma_3^2 \right) \left( \frac{27}{200} \frac{p}{p^2 + q^2} \frac{\partial u_0}{\partial p} - \frac{q}{p^2 + q^2} \frac{\partial u_0}{\partial q} \right)$$

$$I_{0'} = \int_{\mathbb{R}^2} -\frac{1}{2} \left( \frac{\partial u_0}{\partial p} - \frac{p \partial u_0}{\partial q} \right) (r - s) \rho^\infty(r, s; p, q) dr ds = 0$$

$$I_1 = 2\nu_0 \left( \sigma_1^2 \frac{\partial^2 u_1}{\partial p^2} + \sigma_3^2 \frac{\partial^2 u_1}{\partial q^2} \right)$$

$$+ \frac{3\nu_0}{8} \left( \sigma_1^2 + \sigma_3^2 \right) \left( \frac{p}{p^2 + q^2} \frac{\partial u_1}{\partial p} + \frac{q}{p^2 + q^2} \frac{\partial u_1}{\partial q} \right)$$

$$I_2 = -\epsilon_0 \frac{1}{100\nu_0} (51p^2 - 31q^2) \int_{\mathbb{R}^2} \left( \frac{\partial u_2}{\partial r} + s \frac{\partial u_2}{\partial s} \right) \rho^\infty(r, s; p, q) dr ds. \quad (4.15)$$

Since $u_2$ depends on the fast variables, this final integral cannot yet be computed. It will eventually
be handled numerically. Thus, formally, we have \( u^\epsilon = u_0 + \epsilon u_1 + \epsilon^2 u_2 + \ldots \) satisfying,

\[
\begin{align*}
\frac{\partial u_0}{\partial \tau} &= \frac{3\nu_0}{8} (\sigma_5^2 + \sigma_7^2) \left( \frac{p}{p^2 + q^2} \frac{\partial u_0}{\partial p} + \frac{q}{p^2 + q^2} \frac{\partial u_0}{\partial q} \right) + 2\nu_0 \left( \sigma_1^2 \frac{\partial^2 u_0}{\partial p^2} + \sigma_3^2 \frac{\partial^2 u_0}{\partial q^2} \right) \\
\frac{\partial u_1}{\partial \tau} &= \frac{3\nu_0}{8} (\sigma_5^2 + \sigma_7^2) \left( \frac{p}{p^2 + q^2} \frac{\partial u_1}{\partial p} + \frac{q}{p^2 + q^2} \frac{\partial u_1}{\partial q} \right) + 2\nu_0 \left( \sigma_1^2 \frac{\partial^2 u_1}{\partial p^2} + \sigma_3^2 \frac{\partial^2 u_1}{\partial q^2} \right) \\
&\quad + 5\epsilon_0 \nu_0 (\sigma_5^2 + \sigma_7^2) \left( \frac{27}{200} \frac{p}{p^2 + q^2} \frac{\partial u_0}{\partial p} - \frac{q}{p^2 + q^2} \frac{\partial u_0}{\partial q} \right) - \frac{\epsilon_0}{100\nu_0} (51p^2 - 31q^2) \int_{\mathbb{R}^2} \left( r \frac{\partial u_2}{\partial r} + s \frac{\partial u_2}{\partial s} \right) d\rho \infty \\
-\mathcal{L}_0 u_2 &= \frac{\partial u_0}{\partial \tau} - \mathcal{L}_4 u_0
\end{align*}
\]

The PDE for \( u_0 \) immediately stands out as the backward Kolmogorov equation corresponding to the system given in (4.14). Despite its simple looking form, the regularity at the origin of the coefficients on the first derivative terms turn out to be a borderline case with regards to well posedness, see for example Chapter III, Section 1 of [11]. Nevertheless, we proceed formally and solve for \( u_0, u_1, \) and \( u_2 \) numerically after providing the initial condition

\[
\phi(p, q, 0) = \frac{p^2}{p^2 + q^2}
\]

so that \( u^\epsilon(p, q, r, s, \tau) = \mathbb{E}[Z_{\text{red}}(\tau)|p_0 = p, q_0 = q, r_0 = r, s_0 = s] \). The simulations of the system (4.16) provide an approximation to the deterministic evolution of \( \mathbb{E}[Z_{\text{red}}(\tau)] \) after averaging out the fast motion. The simulations of the system (4.16) provided in this section were conducted via finite differences on the domain \((p, q, r, s, \tau) \in [-5, 5]^4 \times [0, T]\) with Neumann boundary conditions.

When \( \epsilon = 0 \), which implies \( \delta = 1 \), the system is unperturbed and \( u_0(p, q, t) = \mathbb{E}[Z_{\text{red}}(\tau)|p_0 = p, q_0 = q] \). In this case, the results of the simulation show that the expected value of the order parameter \( Z_{\text{red}}(\tau) \) converges to 1/2 for any initial values \( p_0 = p \) and \( q_0 = q \) of (2.6), independent of \( r \) and \( s \). This indicates that the unperturbed system evolves to a dipole state, even if the initial state is close to an \( x \)- or \( y \)-bar state. Figure 10 illustrates the evolution to a dipole for \( \epsilon = 0 \) for several initial conditions \((p, q)\) chosen within the domain.

Figure 10: For \( \epsilon = 0, \mathbb{E}[Z_{\text{red}}(\tau)] \to 1/2 \)
We conclude this section by comparing the numerical approximation to $E[Z_{\text{red}}(\tau)]$, given by $u^\epsilon(\tau)$ to the average path of the order parameter $Z_{\text{red}}(t)$, i.e. $\bar{Z}_{\text{red}}(t)$, as computed via Monte Carlo simulation in §3. Since the two models evolve on different timescales, we rescale $\tau$ so that our averaged PDE model is evolving on the original timescale. As such, suppressing the spatial $(p,q,r,s)$ dependency, let $\hat{u}^\epsilon(t) := u_0(t/\epsilon) + \epsilon u_1(t/\epsilon) = u_0(\tau) + \epsilon u_1(\tau)$ denote the $O(\epsilon)$ approximation to $u^\epsilon$ in the original timescale, and let $\bar{Z}_{\text{red}}(t)$ denote the Monte Carlo average path of the order parameter under the dynamics of (2.6) obtained via the Monte Carlo simulations described in §3.

Since the Monte Carlo simulation of (2.6) used zero initial conditions, we plot the approximation $\hat{u}^\epsilon(p,q,t)$ for $(p,q) = (0.1,0.1)$, close to the origin. With this choice, figures 11a and 11b show that in the perturbed system, the $O(\epsilon)$ approximation to $u^\epsilon(\tau) = E[Z_{\text{red}}(\tau)]$ evolves toward 0 or 1 depending on the sign of $\hat{\epsilon} := \epsilon_0 \epsilon$.

(a) Approximation evolves to an $y$-bar state for $\hat{\epsilon} = 0.1$.

(b) Approximation evolves to an $x$-bar state for $\hat{\epsilon} = -0.1$.

Figure 11: Approximation follows the evolution of the $Z_{\text{red}}(t)$ for small $\epsilon$.

Using these simulations with $\nu$ scaled, we now explore how the intervals on which $\hat{u}^\epsilon$ serves as a good approximation to $\bar{Z}_{\text{red}}(t)$ depend on the perturbation parameter. Figure 12 shows the relative error (RE) given by

$$RE = \frac{|\hat{u}^\epsilon(t) - \bar{Z}_{\text{red}}(t)|}{Z_{\text{red}}(t)}.$$
On some initial interval of time, the PDE approximation, $\hat{u}^\epsilon$ indeed serves as a close approximation to $Z_{red}(t)$. Furthermore, as expected, the smaller the perturbation parameter $\epsilon$, the longer the approximation is valid.

5 Concluding remarks and future directions

In this paper, we developed a finite dimensional SDE model that can be used to elucidate the dynamics of the 2D Navier-Stokes vorticity equation with noise. Monte Carlo simulation of the reduced model showed that the major qualitative property of the system, i.e. the dominant quasi-stationary state, can be determined from the model. In particular, as has been observed numerically and rigorously, the existence and attracting nature of these quasi-stationary states play an important role in the evolution of the stochastic Navier-Stokes vorticity equation. Specifically, the aspect ratio of the periodic domain, $D_\delta = [0, 2\pi\delta] \times [0, 2\pi]$, determines whether generic solutions evolve toward an $x$-bar state ($\delta > 1$), a $y$-bar state ($\delta < 1$), or a dipole state ($\delta = 1$).

Perturbation analysis then shows that the proposed reduced model can be viewed as a slow-fast system, Subsequent averaging and homogenization methods show the leading order behavior as the perturbation parameter $\delta \approx 1$ goes to $\delta = 1$, in relation to how the viscosity parameter $\nu$ vanishes.

The numerical studies in §3 show that, on average, the system prefers to trend toward the appropriate quasi-stationary state as determined by $\delta$, see Figure 6b. However, one can see from the sample path plotted in Figure 6a individual sample paths do exhibit transitions between $x$-bar and $y$-bar states, as it has also been observed in [6].

In regards to future directions, there are a number of interesting questions that one can ask and hope to answer. To begin with, the perturbation analysis of §4 is formal and one would like to prove both well-posedness of (4.16) and validity of the perturbation expansion.

In addition, the numerical studies of §3 suggest that while there are transitions at the individual sample path level, the system tends to converge to the preferred state depending on whether $\delta < 1$ or $\delta > 1$. One would like to make this mathematically rigorous. Furthermore, one could potentially use the
reduced model of \([\mathbb{L}_2]\) to build a related large deviations theory describing probabilities of the system being in, and exit times for leaving, one of the quasi-stationary states.

Furthermore, the form of the noise used in \([\mathbb{L}_4]\) and \([\mathbb{L}_1]\), with scaling factor \(\sqrt{\nu}\), is common in the literature, see for example \([\mathbb{L}_6]\) and the references therein. One of the important questions in the literature is the investigation of the convergence of the corresponding invariant measure as \(\nu \to 0\) to that of the 2D Euler equation, see \([\mathbb{L}_10]\). The support of the limiting invariant measure (i.e. as \(\nu \to 0\)), is in general still an open question, see \([\mathbb{L}_6]\), and it has been resolved in special cases in \([\mathbb{L}_3]\) and \([\mathbb{L}_4]\). In our work, we study the long time behavior of the vorticity equation as \(\nu \to 0\) and in particular the selection mechanism for the dominant quasi-stationary states. It is reasonable to expect that there is a relation between the selection mechanism and the support of the limiting invariant measure. This is an intriguing question that is left for future work and it is beyond the scope of this work.

6 Appendix

The complete list of operators in the Kolmogorov equation \([\mathbb{L}_6]\) is given by

\[
\begin{align*}
\mathbb{L}_0 u &= -\frac{1}{5\nu_0}(p^2 + q^2) \left( \frac{\partial u}{\partial r} + s \frac{\partial u}{\partial s} \right) + 2\nu_0 \left( \sigma_2^2 \frac{\partial^2 u}{\partial r^2} + \sigma_2^2 \frac{\partial^2 u}{\partial s^2} \right) \\
\mathbb{L}_1 u &= -\frac{\epsilon_0}{100\nu_0}(51p^2 - 31q^2) \left( \frac{\partial u}{\partial r} + s \frac{\partial u}{\partial s} \right) \\
\mathbb{L}_2 u &= -\frac{373}{1000\nu_0}(p^2 + q^2) \left( \frac{\partial u}{\partial r} + s \frac{\partial u}{\partial s} \right) \\
\mathbb{L}_3 u &= -\frac{\epsilon_0}{100\nu_0}(379p^2 - 4109q^2) \left( \frac{\partial u}{\partial r} + s \frac{\partial u}{\partial s} \right) \\
\mathbb{L}_4 u &= \frac{3}{40\nu_0}(r^2 + s^2) \left( \frac{\partial u}{\partial p} + q \frac{\partial u}{\partial q} \right) + 2\nu_0 \left( \sigma_2^2 \frac{\partial^2 u}{\partial p^2} + \sigma_2^2 \frac{\partial^2 u}{\partial q^2} \right) \\
\mathbb{L}_5 u &= \frac{\epsilon_0}{\nu_0}(r^2 + s^2) \left( \frac{27}{200} \frac{\partial u}{\partial p} - \frac{3}{50} q \frac{\partial u}{\partial q} \right) \\
\mathbb{L}_6 u &= \frac{117}{4000\nu_0}(r^2 + s^2) \left( \frac{\partial u}{\partial p} + q \frac{\partial u}{\partial q} \right) \\
\mathbb{L}_7 u &= -\frac{\epsilon_0}{\nu_0}(r^2 + s^2) \left( \frac{123}{5000} \frac{\partial u}{\partial p} + \frac{93}{20000} q \frac{\partial u}{\partial q} \right) \\
\mathbb{L}_8 u &= -\frac{1}{2}(r - s) \left( q \frac{\partial u}{\partial p} - p \frac{\partial u}{\partial q} \right) \\
\mathbb{L}_9 u &= \frac{\epsilon_0}{2}(r - s) \left( q \frac{\partial u}{\partial p} + p \frac{\partial u}{\partial q} \right) \\
\mathbb{L}_{10} u &= \frac{1}{8}(r - s) \left( \frac{7}{2} q \frac{\partial u}{\partial p} - p \frac{\partial u}{\partial q} \right) \\
\mathbb{L}_{11} u &= \epsilon_0 \frac{3}{8} q(r - s) \frac{\partial u}{\partial p} & (6.1)
\end{align*}
\]
\[ \mathcal{L}_{12}u = -\nu_0 \left( p \frac{\partial u}{\partial p} + q \frac{\partial u}{\partial q} + 2 \left( r \frac{\partial u}{\partial r} + s \frac{\partial u}{\partial s} \right) \right) \]
\[ \mathcal{L}_{13}u = \nu_0 \epsilon_0 \left( p \frac{\partial u}{\partial p} + r \frac{\partial u}{\partial r} + s \frac{\partial u}{\partial s} \right) \]
\[ \mathcal{L}_{14}u = -\nu_0 \left( p \frac{\partial u}{\partial p} + r \frac{\partial u}{\partial r} + s \frac{\partial u}{\partial s} \right) \]
\[ \mathcal{L}_{15}u = \nu_0 \epsilon_0 \left( p \frac{\partial u}{\partial p} + r \frac{\partial u}{\partial r} + s \frac{\partial u}{\partial s} \right) \]
\[ \mathcal{L}_{16}u = -\epsilon_0 pq \left( \frac{\partial u}{\partial r} - \frac{\partial u}{\partial s} \right) \]
\[ \mathcal{L}_{17}u = \frac{1}{2} pq \left( \frac{\partial u}{\partial r} - \frac{\partial u}{\partial s} \right) \]
\[ \mathcal{L}_{18}u = -\frac{3}{8} \epsilon_0 pq \left( \frac{\partial u}{\partial r} - \frac{\partial u}{\partial s} \right) \]

References

[1] M. Beck, E. Cooper, and K. Spiliopoulos. Selection of quasi-stationary states in the navier-stokes equation on the torus. *Nonlinearity*, 32(1):209–237, 2019.

[2] M. Beck and C. E. Wayne. Metastability and rapid convergence to quasi-stationary bar states for the two-dimensional Navier–Stokes equations. *Proc. Roy. Soc. Edinburgh Sect. A*, 143(5):905–927, 2013.

[3] J. Bedrossian and M. Coti Zelati. Enhanced dissipation, hypoellipticity, and anomalous small noise inviscid limits in shear flows. *Archive for Rational Mechanics and Analysis*, 224(3):1161–1204, 2017.

[4] J. Bedrossian, M. Coti Zelati, and N. Glatt-Holtz. Invariant measures for passive scalars in the small noise inviscid limit. *Communications in Mathematical Physics*, 348(1):101–127, 2016.

[5] A. Bensoussan and R. Temam. Équations stochastiques du type navier-stokes. *J. Functional Analysis*, 13:195–222, 1973.

[6] F. Bouchet and E. Simonnet. Random changes of flow topology in two-dimensional and geophysical turbulence. *Phys. Rev. Lett.*, 102(094504), 2009.

[7] W. E and J. C. Mattingly. Ergodicity for the Navier-Stokes equation with degenerate random forcing: finite-dimensional approximation. *Comm. Pure Appl. Math.*, 54(11):1386–1402, 2001.

[8] E. Grenier, T.T. Nguyen, F. Rousset, and A. Soffer. Linear inviscid damping and enhanced viscous dissipation of shear flows by using the conjugate operator method. *preprint*, 2017.

[9] S. Ibrahim, Y. Maekawa, and N. Masmoudi. On pseudospectral bound for non-selfadjoint operators and its application to stability of kolmogorov flows. *Preprint*, https://arxiv.org/pdf/1710.05132.pdf, 2017.

[10] S. Kuksin and A. Shirikyan. *Mathematics of Two-Dimensional Turbulence*. Cambridge Tracts in Mathematics. Cambridge University Press, 2012.
[11] O.A. Ladyzenskaja, V.A. Solonnikov, and N.N. Ural’ceva. *Linear and Quasi-linear Equations of Parabolic Type*. American Mathematical Society, 1968.

[12] Z. Lin and M. Xu. Metastability of kolmogorov flows and inviscid damping of shear flows. *Archive for Rational Mechanics and Analysis*, 231:1811–1852, 2019.

[13] G.L. Lord, C.E. Powell, and T. Shardlow. *An Introduction to Computational Stochastic PDEs*. Cambridge University Press, 2014.

[14] J. C. Mattingly. The dissipative scale of the stochastics Navier-Stokes equation: regularization and analyticity. *J. Statist. Phys.*, 108(5-6):1157–1179, 2002. Dedicated to David Ruelle and Yasha Sinai on the occasion of their 65th birthdays.

[15] J. C. Mattingly and E. Pardoux. Invariant measure selection by noise: an example. *Discrete and Continuous Dynamical Systems*, 34(10):4223–4257, 2014.

[16] Glatt-Holtz N., V. Šverák, and V. Vicol. On inviscid limits for the stochastic navier–stokes equations and related models. *Archive for Rational Mechanics and Analysis*, 217(2):619–649, 2015.

[17] E.A. Novikov. Functionals and the random-force method in turbulence theory. *Soviet Physics JETP*, 20:1290–1294, 1965.

[18] G. Pavliotis and A. Stuart. *Multiscale Methods: Averaging and Homogenization*. Springer, 2008.

[19] D. Wei, Z. Zhang, and W. Zhao. Linear inviscid damping and enhanced dissipation for the kolmogorov flow. *preprint*, 2017.

[20] Z. Yin, D.C. Montgomery, and H.J.H. Clercx. Alternative statistical-mechanical descriptions of decaying two-dimensional turbulence in terms of “patches” and “points”. *Phys. Fluids*, 15:1937–1953, 2003.

[21] S. Zelik. Inertial manifolds and finite-dimensional reduction for dissipative pdes. *Proc. Roy. Soc. Edinburgh Sect. A*, 144(6):1245–1327, 2014.