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Abstract  
Responsible Artificial Intelligence (AI) proposes a framework that holds all stakeholders involved in the development of AI to be responsible for their systems. It, however, fails to accommodate the possibility of holding AI responsible per se, which could close some legal and moral gaps concerning the deployment of autonomous and self-learning systems. We discuss three notions of responsibility (i.e., blameworthiness, accountability, and liability) for all stakeholders, including AI, and suggest the roles of jurisdiction and the general public in this matter.
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Introduction  
Responsible Artificial Intelligence (AI) is an approach that aims to consider the ethical, moral, and social consequences during the development and deployment of AI systems [8]. Given the broad impact of AI on the future society, discussing the responsibility of different stakeholders involved in its implementation is essential. The current discussion,
however, disregards the possibility of holding the AI itself responsible for its actions.

Scholars have discussed various ethical and legal gaps that might arise with the deployment of AI. For instance, the responsibility [12] and accountability gaps [9] are created by the unpredictability of self-learning AI systems and their distance to the persons that may employ them, impeding the assignment of moral responsibility and liability to users and manufacturers. On the other hand, the retribution gap raises the question of who will be proper subjects of retributive blame as neither AI systems, users, and developers might be so [7].

This work intends to discuss the possibility of holding the AI itself responsible for its actions, alongside other stakeholders like users and manufacturers. We tackle backward-looking meanings of responsibility proposed in van de Poele et al. [14, p.12-49], which focus on the evaluation of past actions and assignments of blame, accountability, and liability.

We focus on the attribution of responsibility for wrongful actions or omissions with negative consequences, rather than beneficial outcomes. For instance, the first pedestrian fatality caused by an autonomous car resulted in Uber (i.e., the owner and co-manufacturer) paying the price for the accident. While the safety operator of the car was the main actor to blame for the accident [10], Uber took the whole responsibility-as-liability, namely the duty to remedy the consequences of the accident. Could the autonomous car or its AI have been held responsible for the accident, together with the operator and the co-manufacturer?

**Responsibility as Blameworthiness**

Responsibility-as-blameworthiness proposes that agent $i$ should be held responsible if it is appropriate to attribute blame to $i$ for a specific action or omission. Blame assignment is restricted in its primary objective as individual victims or patients choose to assign blame to $i$ as a form of retribution. While not extensive, the following conditions have been argued to be necessary for responsibility-as-blameworthiness [15]: 1) moral agency, 2) causality, 3) knowledge, 4) freedom, and 5) wrongdoing.

All stakeholders in the development of AI are defined to be moral agents. Corporations, while not moral agents by themselves, are collective groups of moral agents. Without delving into the discussion of whether there exists free will, all stakeholders are considered to be free unless they are mentally-impaired or under-aged. The main concern of attributing blame to developers revolves around the causality and knowledge conditions. Scholars have discussed whether the actions of a highly autonomous and self-learning artificial agent could break the chain of causation [5]. Innovation, especially self-learning AI and robots, also involves a great deal of uncertainty and unpredictability, conflicting with the knowledge condition [13]. Given this paper’s focus on wrongful actions, all existing stakeholders are subject to wrongdoing.

AI, on the other hand, is not a moral agent. The discussion around the possibility of embedding moral values into AI and treating it as an entity with its own moral compass has scholars on both extremes of the spectrum of support [18] and opposition [3]. While the causality condition is easy to tackle as the AI is indeed the entity causally responsible for the wrongdoing, all other conditions cannot be satisfied by the fact that an AI is not a moral agent and does not understand its actions.

Nonetheless, blame is attributed by actors who might choose to assign it regardless of the fulfillment of the conditions discussed above. Previous work has shown that humans are
retributivists and look for someone to blame [6]. Blame assignment was found to be a two-step process initiated by the causal inspection of the wrongful action, followed by an analysis of the mental state of the agent. Even though AI might not be aware of its actions, humans might choose to attribute responsibility-as-blameworthiness to AI due to its causal connection to the negative consequences.

**Responsibility as Accountability**
An agent $i$ is considered responsible-as-accountable for a specific action had $i$ been assigned the role to bring about or to prevent it. In contrast to the blame assignment, holding an agent accountable only requires 1) the agent’s capacity to act responsibly and 2) a causal connection between $i$ and the action [14].

The concept of Responsible AI proposes that all stakeholders in the development and deployment of AI should act responsibly to the best of their ability. As developers, manufacturers, and users can always be traced back to moral agents, they are arguably capable of acting responsibly. However, due to the self-learning and unpredictability of self-learning AI, the capacity of responsible action of these stakeholders might be somewhat hindered. As discussed in the previous section, attributing “causality to either the physical person or company that is behind the (electronic) agent” might also become difficult as AI becomes more autonomous and distributed [9].

An AI is developed to perform (or prevent) specific actions from happening, which could, at first thought, imply that these systems could be easily held accountable by definition. Additionally, the causal connection between the wrongdoing and the AI is easy to determine. However, AI cannot act responsibly if it does not understand what acting responsibly means as it does not comprehend the moral consequences of its actions, as pointed out when discussing responsibility-as-blameworthiness.

**Responsibility as Liability**
Responsibility-as-liability has juridical and legal decisions as to its premise. Here, we focus on the attribution of liability regardless of moral agency, as legal systems often do through strict liability assignment, for instance. The duty of liability to agent $i$ implies that $i$ should remedy or compensate certain parties for its action or omission.

As in the case of Uber and its autonomous vehicle that caused the death of a pedestrian, corporations are currently often held liable for wrongdoings of its AI systems. Exemplifying this trend, Volvo has promised to take full responsibility, namely liability, for its self-driving cars [2]. While holding existing legal persons liable for the actions of AI might promote safe systems in the short term, it could hurt innovation and adoption in the long run [13].

Holding AI liable for its actions would require a legal reframing of the legal status of AI, i.e., the adoption of electronic legal personhood. The European Parliament [1] has previously considered such possibility, initiating controversial debate among scholars [16, 4]. The extension of such legal status to AI would also require these systems to hold their own assets [13] or insurance premiums [17] so they can compensate those harmed and remediate the consequences. Previous work has also found a public desire to attribute liability to AI even though people are aware that these entities do not satisfy such preconditions for punishment [11].

**Concluding Remarks**
The concept of Responsible AI aims to promote the responsible development and deployment of AI systems through
the assignment of responsibility to all stakeholders involved in the process. It neglects, however, the possibility of holding these systems themselves responsible for their actions. While AI is considered not a moral nor a responsible agent, it could be held responsible by jurisdiction or the general public.

These newly developed and ever innovating AI systems challenge various notions of responsibility, creating legal and moral gaps in society [12, 9, 7]. These gaps cannot be solved solely by holding users and manufacturers responsible for the actions of AI due to the difficulty of satisfying the knowledge and causality requirements of responsibility assignment. The latter, for instance, can be easily satisfied by an AI had it been the entity that caused the wrongful action. Additionally, the general public might find AI blameworthy for its actions as a result of human retributivism. Therefore, society in the future might consider holding autonomous AI systems responsible alongside other stakeholders.

Holding AI responsible for its actions is not a comprehensive solution to the issues discussed above. While attributing responsibility to AI might solve some of these gaps, it also raises various questions, such as which legal status should be granted and how an AI would compensate those harmed. Nevertheless, the concept of Responsible AI stresses a framework that holds mainly developers and manufacturers blameworthy, accountable, and liable for the actions of AI, challenging the very concept its name might suggest: holding AI responsible per se.
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