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Abstract—It is hard to train Recurrent Neural Network (RNN) with stable convergence and avoid gradient vanishing and exploding problems, as the weights in the recurrent unit are repeated from iteration to iteration. Moreover, RNN is sensitive to the initialization of weights and bias, which brings difficulties in training. The Alternating Direction Method of Multipliers (ADMM) has become a promising algorithm to train neural networks beyond traditional stochastic gradient algorithms with the gradient-free features and immunity to unsatisfactory conditions. However, ADMM could not be applied to train RNN directly since the state in the recurrent unit is repetitively updated over timesteps. Therefore, this work builds a new framework named ADMMiRNN upon the unfolded form of RNN to address the above challenges simultaneously. We also provide novel update rules and theoretical convergence analysis. We explicitly specify essential update rules in the iterations of ADMMiRNN with constructed approximation techniques and solutions to each sub-problem instead of vanilla ADMM. Numerical experiments are conducted on MNIST, IMDb, and text classification tasks. ADMMiRNN achieves convergent results and outperforms the compared baselines. Furthermore, ADMMiRNN trains RNN more stably without gradient vanishing or exploding than stochastic gradient algorithms. We also provide a distributed paralleled algorithm regarding ADMMiRNN, named P-ADMMiRNN, including Synchronous Parallel ADMMiRNN (SP-ADMMiRNN) and Asynchronous Parallel ADMMiRNN (AP-ADMMiRNN), which is the first to train RNN with ADMM in an asynchronous parallel manner. The source code is publicly available.

Index Terms—ADMMiRNN, gradient vanishing and exploding, AP-ADMMiRNN, SP-ADMMiRNN

1 INTRODUCTION

R
current Neural Network (RNN) \(^5\) has made great progress in various fields, namely language modelling, text classification \(^16\), event extraction \(^21\), and various real-world applications \(^7\), \(^12\). Although RNN models have been widely used, it is still difficult to train RNN models because of the vanishing gradients and exploding gradients problems.\(^4\) Moreover, RNN models are sensitive to the weights and biases \(^30\), which may not converge with poor initialization.

Nowadays, gradient-based training algorithms are widely used in deep learning \(^17\), such as Stochastic Gradient Descent (SGD) \(^25\), Adam \(^14\), RMSProp \(^32\). However, they still suffer from vanishing or exploding gradients. Compared with the traditional gradient-based optimization algorithms, the Alternating Direction Method of Multipliers (ADMM) is a much more robust method to train deep neural networks. It has been recognized as a promising method to alleviate vanishing gradients and exploding gradients problems and exert a tremendous fascination on researchers. Besides, ADMM is also immune to poor conditioning with gradient-free technique \(^31\). Distributed ADMM is also proposed in recent years \(^3\), \(^42\). In addition, ADMM is a distributed-friendly algorithm and has drawn much attention from researchers. \(^46\) develops a distributed approach for virtual power plant (VPP) problems. \(^45\) decomposes the regression problem into several subproblems and solves the communication latency and bandwidth cost in conventional cloud computing. As for neural networks, \(^47\) tests online ADMM on a network with linear constraints. This paper also extends distributed ADMM to a distributed setting and distributed gradient descent.

In light of these properties of ADMM and to alleviate the problems mentioned above in RNN simultaneously, we are motivated to train RNN models with ADMM. However, it is not easy to apply ADMM to RNNs directly due to the recurrent state compared with MLP and CNN \(^15\). The recurrent states are updated over timesteps instead of iterations, which is incompatible with ADMM. Therefore, we propose a new framework named ADMMiRNN with theoretical analysis to tackle this problem.

In distributed deep learning, data parallelism is an easy way to achieve but suffers from inter-GPU communication. The implementation of model parallelism needs replications of the activations in the neural networks, resulting in vast redundancy across GPUs. On the other hand, model parallelism is hard to achieve though it could reduce the communication cost because of the gradients and backpropagation \(^27\). In addition, we are also motivated to
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achieve model parallelism in RNN via ADMM and present Paralleled ADMMiRNN (P-ADMMiRNN), including SP-ADMMiRNN and AP-ADMMiRNN, which are brought out to get a better training speed. Since there is much dependency between each parameter in ADMMiRNN, we choose to update parameters with the gradients in the last iteration in a parallel fashion and summarize it P-ADMMiRNN, which is inspired by Decoupled Parallel Back-propagation (DDG) [24]. Experimental comparisons between ADMMiRNN and some typical stochastic gradient algorithms, such as SGD and Adam, illustrate that ADMMiRNN avoids the vanishing gradients and exploding gradients problems and surpasses traditional stochastic gradient algorithms in terms of stability and efficiency. Besides, experiments evaluate the efficiency of P-ADMMiRNN, and comparisons among vanilla ADMMiRNN, SP-ADMMiRNN, and AP-ADMMiRNN show the convergence of our method. The main contributions of this work are summarized below:

- We propose a new framework named ADMMiRNN to train RNN models via ADMM. ADMMiRNN is built upon the unfolded RNN unit, which is a remarkable feature of RNN, and could settle the problems of gradient vanishing or exploding and sensitive parameter initialization in RNN at the same time. Instead of using vanilla ADMM, some practical skills in our solution also help converge. In this way, the problem caused by the recurrent state is perfectly alleviated. To the best of our knowledge, we are the first to handle RNN training problems using ADMM, a gradient-free approach that brings significant advantages on stability beyond traditional stochastic gradient algorithms. This gradient-free method also brings convenience into our paralleled work.
- The update rules of ADMMiRNN are presented, and also the theoretical analysis of convergence property is given. Our analysis ensures that ADMMiRNN achieves an efficient and stable result. Moreover, the framework proposed in this work could be applied to various RNN-based tasks.
- We could train ADMMiRNN in a distributed paralleled manner and name it P-ADMMiRNN. Synchronous Parallel ADMMiRNN (SP-ADMMiRNN) and Asynchronous Parallel ADMMiRNN (AP-ADMMiRNN) are included. Unlike traditional distributed methods, P-ADMMiRNN is a DDG-like training method in which parameters are updated with the gradients in the last iteration. Moreover, P-ADMMiRNN is a new form of model parallelism, but its gradient-free property simplifies the training process and helps avoid the harmful effects of gradients and backpropagation in traditional model parallelism. Experimental comparison between them evaluate that AP-ADMMiRNN converges faster than SP-ADMMiRNN. They both work better than vanilla ADMMiRNN. This is also the first systematic analysis of distributed training of ADMM in deep learning.
- Based on our theoretical analysis, numerical experiments are conducted on several real-world datasets.

The experiment results demonstrate the efficiency and stability of the proposed ADMMiRNN beyond some other typical optimizers. Experimental results also verify our P-ADMMiRNN algorithms.

2 BACKGROUND AND RELATED WORK

2.1 Background

The fundamental research about Recurrent Neural Networks was published in the 1980s. RNNs are powerful to model problems with a defined order but no clear concept of time, with a variant of Long short-term memory (LSTM) [13]. In [2], they argued that it was difficult to train RNN models due to the vanishing gradients and exploding gradients. Moreover, since RNN is sensitive to the initialization of weights and bias, those parameters should be initialized according to the input data [30]. In [22], they also state some difficulties in train RNNs. There is still a lack of a method to solve these above problems in RNN at the same time until now.

In deep learning, optimization algorithms are commonly used to satisfy the performance of deep neural networks. Among them, stochastic gradient algorithms are mostly used in deep learning as the result of backpropagation. Stochastic gradient algorithms utilize the gradients of the loss function and update relative weights in each iteration. The gradients play an essential role in the training process. For example, Stochastic Gradient Descent (SGD), one of the most typical optimization algorithms, gets the gradients of each iteration and applies them to updating the training weights. Besides SGD, some two-order stochastic gradient algorithms are also commonly used in deep learning [14]. However, if the gradients are going to zero or infinity, it will incur an unconvergent training process, which is known as gradient vanishing or gradient exploding problems, which is inevitable in these gradient-based optimization algorithms.

ADMM was first introduced in [8]. Its convergence was established in [6, 9]. Since ADMM can decompose large problems with constraints into several small ones, it has been one of the most powerful optimization frameworks. It shows a multitude of well-performed properties in plenty of fields, such as machine learning [3], signal processing [29] and tensor decomposition [10] and modal decomposition [28].

In general, ADMM seeks to tackle the following problem:

$$\min_{x,y} f(x) + g(y), \quad \text{s.t.} \quad Ax + By = c. \quad (1)$$

Here, $f : \mathbb{R}^{n_1} \to \mathbb{R}$ and $g : \mathbb{R}^{n_2} \to \mathbb{R}$ are usually assumed to be convex functions. In Eq. (1), $A \in \mathbb{R}^{m \times n_1}, B \in \mathbb{R}^{m \times n_2}, c \in \mathbb{R}^m$, and $Ax + By = c$ is a linear constraint and $n_1, n_2$ are the dimensions of $x, y$ respectively. It is solved by the Augmented Lagrangian Method which is formalized as:

$$L_\beta(x, y, \lambda) = f(x) + g(y) + \frac{\beta}{2} \|Ax + By - c\|^2,$$

where $\beta$ is the penalty term, $\lambda$ is the Lagrangian multiplier.
Fig. 1: Two different forms of RNN. a: The typical RNN cell. b: The unfolded form of Fig. 1(a) which is functionally identical to the original form [11].

TABLE 1: Important notations and corresponding descriptions.

| Notations | Descriptions |
|-----------|--------------|
| $t$       | the timestep |
| $x_t$     | the input of RNN cells |
| $o_t$     | the output of RNN cells |
| $s_t$     | the state at timestep $t$ |
| $u$       | the weight corresponding to the input |
| $w$       | the weight corresponding to the state |
| $o$       | the prediction at timestep $t$ |
| $N$       | the cell numbers after unfolding |
| $R$       | the loss function |
| $\Omega(w)$ | the regularization term |
| $\theta$  | {u, w, b, a, s, v, c, o} |
| $k$       | the iteration count |

2.2 Related Work

The Alternating Direction Method of Multipliers (ADMM) is one of the optimization algorithms in machine learning. ADMM has shown its great power in plenty of fields of machine learning, including convex optimization [48] and nonconvex optimization [49].

Since ADMM was first proposed, plenty of theoretical and practical works have been developed in recent years [19]. In 2016, [51] proposed a new method to train neural networks using ADMM. They abandoned traditional optimizers and adopted ADMM, which trains neural networks in a robust and paralleled fashion. Furthermore, ADMM was applied to deep learning and obtained a remarkable result [33]. They provided a gradient-free method to train neural networks, gaining convergent and excellent performance. Their works prove that ADMM is a powerful optimization method for neural networks because of its gradient-free property. However, RNN models are more complicated and require more careful analysis.

Besides, since it is much simple to achieve ADMM in parallel [3], there is also much work related to the application of ADMM in parallel. In 2016, Chang et al. proposed Asynchronous Distributed ADMM (AD-ADMM) for large-scale optimization, including its algorithms and convergence analysis [40]. They also provided a linear convergence analysis for large-scale optimization in [41]. In [43], these authors used a dynamic scheduling strategy in the asynchronous ADMM algorithm for distributed optimization and this strategy improved the convergence speed and communication efficiency of ADMM in large-scale clusters. Compared with traditional data parallelism and model parallelism, ADMM in parallel is not only simple to implement but also does not suffer from the massive communication in data parallelism.

Since there is not any work about training RNN with ADMM, not to mention training in a paralleled way. Therefore, we are also motivated to achieve training RNN with paralleled ADMM algorithms.

3 ADMM FOR RNNs

3.1 Notation

Before we dive into the ADMM methods for RNNs, we establish notations in this work. Considering a simple RNN cell as shown in Fig. 1(a) at timestep $t \geq 1$, $x_t$ is the input of the RNN cell and $o_t$ is the related output, RNNs could be expressed as:

$$
\Phi(x_1, x_2, \cdots, x_N, u, v, w, b, c) = \Phi(vf(ux_N + w vf(ux_{N-1} + w \cdots vf(ux_0 + b) + c \cdots) + b) + c) + b) + c + \Omega(W),
$$

where $f(\cdot)$ is an activation function and $v, u, w, b$ and $c$ are trainable parameters, $s_0 = 0$. These parameters are also unified. The recurrent state in RNNs varies over timesteps as well as iterations, which brings difficulties to applying
ADMM into RNNs directly. We adopt an unfolding form of the RNN unit shown in Fig. 1(b) and decouple these above parameters into three sub-problems. Normally, at timestep \( t \), the updates are listed in the following:

\[
a_t = ux_t + ws_{t-1} + b,
\]

\[
s_t = f(a_t),
\]

\[
o_t = vs_t + c,
\]

where \( f(\cdot) \) is the activation function, such as ReLU or \( \tanh \), usually \( \tanh \) in RNNs. Necessary notations are summarized in Table 1.

In this paper, we consider RNN in an unfolding form and present a theoretical analysis based on it.

For the sake of convenience, we define \( \theta = \{u,w,b,a,s,v,c,o\} \) in the sequel. In term of applying ADMM into RNNs, assuming the RNN cell is unfolded into \( N \) continuous cells, we try to solve the mathematical problem as follows:

**Problem 1.**

\[
\begin{align*}
\min_{\theta_t} \Phi(\theta_t) &= R(\theta_t) + \Omega(w), \\
n &\quad \text{s.t. } a_t = ux_t + ws_{t-1} + b, s_t = f(a_t), o_t = vs_t + c.
\end{align*}
\]

In Problem 1, \( R(\theta_t) \) is the loss function which is convex and continuous, \( \Omega(w) \) is the regularization term on the parameter \( w \). It is also a convex and continuous function. Rather than solving Problem 1 directly, we can relax it by adding an \( l_2 \) penalty term and transform Eq. (5) into

**Problem 2.**

\[
\begin{align*}
\min_{\theta_t} \frac{1}{N} R(\theta_t) + \Omega(w) &+ \frac{\nu}{2} \sum_{t=1}^{N-1} (\|a_t - ux_t - ws_{t-1} - b\|^2 + \|s_t - f(a_t)\|^2) \\
&+ \|o_t - vs_t - c\|^2
\end{align*}
\]

where \( \nu \) is a tuning parameter. Compared with Problem 1, Problem 2 is much easier to solve. According to [33], the solution of Problem 2 tends to be the solution of Problem 1 when \( \nu \to \infty \). For simplicity and clarity, we often use \( <,\cdot,\cdot> \) to denote the inner product and \( k = k+1 \). For a positive semidefinite matrix \( G \), we define the \( G \)-norm of a vector as \( \|x\|_G = \|G^{1/2}x\|_2 = \sqrt{x^T G x} \).

### 3.2 ADMM Solver for RNN

As aforementioned in Section 2, we explain that ADMM utilizes the Augmented Lagrangian Method to solve problems like Eq. (4). Similarly, we adopt the same way and present the corresponding Lagrangian function of Eq. (6), namely Eq. (7):

\[
\mathcal{L}_{\rho_1,\rho_2,\rho_3}(\theta) = R(o) + \Omega(w) + \phi(\theta_t),
\]

where \( \phi(\theta_t) \) is defined in Eq. (8).

\[
\phi(\theta_t) = \frac{\nu}{2} \sum_{t=1}^{N-1} (\|a_t - ux_t - ws_{t-1} - b\|^2 + \|s_t - f(a_t)\|^2 + \|o_t - vs_t - c\|^2
\]

Problem 2 is separated into eight subproblems and could be solved through the updates of these parameters in \( \theta_t \). Note that \( u,w,b,v,c \) in \( \theta_t \) are not changed over timestep \( t \).

\[
u^k \leftarrow \arg\min_u \frac{1}{N} \sum_{t=1}^{N-1} \|a_t - ux_t - ws_{t-1} - b\|^2 + \frac{\rho_1}{2} \|o_t - vs_t - c\|^2
\]

It is equivalent to the linearized proximal point method inspired by [26]:

\[
u^k \leftarrow \arg\min_u \frac{1}{N} \sum_{t=1}^{N-1} \|u - u_t\|^2 + \nu(u - u_t) \sum_{t=1}^{N-1} \langle (x_t)^T (a_t - u_t x_t^k - w_k s_{t-1} - b) \rangle + \rho_1 (u - u_t) \sum_{t=1}^{N-1} \langle (x_N)^T (a_N - u_N x_N^k - w_k s_{N-1} - b - \lambda_1 / \rho_1) \rangle.
\]

Consequently, these parameters are supposed to update over iterations. To make it clear, we only describe the specific update rules for \( u,a \) and \( s \) in the following subsections because there are some valuable and typical skills in these subproblems, and analysis of the other parameters detailed in Appendix A in the supplementary materials is similar.

#### 3.2.1 Update \( u \)

We begin with the update of \( u \) in Eq. (7) at iteration \( k \). In Eq. (8), \( u \) and \( x_t \) are coupled. As a result, we need to calculate the pseudo-inverse of the (rectangular) matrix \( x_t \), making it harder for the training process. In order to solve this problem, we define \( G = rI_d - r_1 x_t^T x_t \) and replace it with Eq. (7). In this way, the update of \( u \) significantly speeds up than the vanilla ADMM. It is worth noting that \( r \) needs to be appropriately set, and \( r \) could also affect the performance of ADMMiRNN.

#### 3.2.2 Update \( a \)

Adding a proximal term similar to that in Section 3.2.1 if \( t < N \), this could be done by

\[
a_k^t \leftarrow \arg\min_{a_t} \frac{1}{2} \|a_t - a_k^t\|^2 + \nu(a_t - a_k^t)^T (a_k^t - u_k^t x_t^k - w_k^k s_{t-1} - b)^T + \frac{\nu}{2} \|s_t - f(a_t)\|^2.
\]

When \( t = N \),

\[
a_N^k \leftarrow \arg\min_{o_t} \frac{1}{2} \|a_t - a_N^k\|^2 + \rho_1 (a_t - a_N^k)^T (a_N^k - u_k^t x_N^k - w_k^k s_{N-1} - b - \lambda_1 / \rho_1) + \frac{\rho_2}{2} \|s_N - f(a_N)\|^2.
\]
Here is a trick: If $a_t$ is small enough, we have $f(a_t) = a_t$ as a result of the property of $tanh$ function. In this way, we could simplify the calculation of $a_t$.  

### 3.2.3 Update $s$

The parameter $s$ represents the hidden state in the RNN cell shown in Fig.1. With regard to the update of $s_t$, there are $s_{t-1}$ and $s_t$ in Eq. (5). However, we only consider $s_t$ in the RNN model. It is because $s_{t-1}$ has been updated in the last unit and would cause calculation redundancy in the updating process. This is another trick in our solution. Besides, $s_t$ also needs to be decoupled with $w$.

If $t < N$, we could update $s_t$ through

$$s_t^{k} \leftarrow \arg \min \left\{ \frac{r}{2} \|s_t - s_t^{k}\|^2 + \nu(s_t - s_t^{k})^T ((v_t^k)^T (o_t^k - v^k s_t^{k} - c^k)) \right\} + \frac{\nu}{2} \|s_t - f(a_t)\|^2.$$  

And when $t = N$,

$$s_N^{k} \leftarrow \arg \min \left\{ \frac{r}{2} \|s_N - s_N^{k}\|^2 + \rho_3(s_N - s_N^{k})^T ((v_N^k)^T (o_N^k - v^k s_N^{k} - c^k - \lambda_3^{k}/\rho_3)) \right\}.$$  

#### 3.2.4 Update Lagrangian Multipliers

Similar to the parameters update, $\lambda_1$, $\lambda_2$ and $\lambda_3$ are updated as follows respectively:

$$\lambda_t^{k} = \lambda_t^{k} + \rho_1(a_N - u_N - w_N s_{N-1} - b),$$  

$$\lambda_2^{k} = \lambda_2^{k} + \rho_2(s_N - f(a_N)),$$  

$$\lambda_3^{k} = \lambda_3^{k} + \rho_3(o_N - v s_N - c).$$

#### 3.2.5 Algorithm

Generally, we update the above parameters in two steps. First, these parameters are updated in a backward way, namely $o \rightarrow c \rightarrow v \rightarrow s \rightarrow a \rightarrow b \rightarrow w \rightarrow u$. Afterwards, ADMMiRNN reverses the update direction in $u \rightarrow w \rightarrow b \rightarrow a \rightarrow s \rightarrow v \rightarrow c \rightarrow o$. After all those variables in an RNN cell update, the Lagrangian multipliers update. Proceeding with the above steps, we could arrive at the algorithms for ADMMiRNN, which is outlined in Algorithm 1.

### 3.3 P-ADMMiRNN

This section introduces the paralleled distributed training algorithms in ADMMiRNN, including Asynchronous Parallel ADMMiRNN (AP-ADMMiRNN) and Synchronous Parallel ADMMiRNN (SP-ADMMiRNN). Data parallelism and model parallelism have their own pros and cons. Data parallelism splits the training data into several subsets and is much simpler to implement than model parallelism. However, it consumes much memory and suffers from communication overheads. The communication between workers in model parallelism is significantly less than data parallelism, but traditional model parallelism suffers a lot from the backpropagation and faces the staleness issue, resulting in the instability. In our distributed algorithms, we adopt a "master-worker" method. The master is responsible for the initialization of parameters and managing those parameters while the worker does all the calculations in ADMMiRNN. So the algorithm of the master in AP-ADMMiRNN and SP-ADMMiRNN could both be presented in Algorithm 2.
Synchronous Parallel ADMMiRNN is a little different from traditional synchronous algorithms. In our Synchronous Parallel ADMMiRNN, we split the training process into \( n \) blocks, namely \( B_1, B_2, \ldots, B_n \). These blocks could also be regarded as workers in the distributed system. All the workers calculate parts of updates of those parameters at the same time. At iteration \( k \), The worker \( B_m \) sends the parameters in last iteration to \( B_{m+1} \), where \( m = 1, 2, \ldots, n \). The parameters won’t update until all of these parameters are computed. After all of these parameters are updated, they will be sent the former block so as to continue the training process. This is inspired by [24]. To make it clear, we describe an example in Fig. 3.

The synchronous worker algorithms are summarized in Algorithm 3. At first, the worker receives all the hyperparameters and parameters from the master. And then, these parameters would be assigned to \( N_{sp} \) workers. After updating those parameters, they would be sent to master through the send queue \( Q_s \) in worker.

### 3.3.2 AP-ADMMiRNN

SP-ADMMiRNN gets improved compared with vanilla ADMMiRNN. However, it is still limited by the slowest workers, especially when the workers have different computation and communication delays. Therefore, we are motivated to achieve Asynchronous Parallel ADMMiRNN (AP-ADMMiRNN), and its worker algorithms are presented in Algorithm 4. Algorithm 4 is slightly different from Algorithm 3 in Line 7. The send queue \( Q_s \) in AP-ADMMiRNN would send those parameters, whichever has been updated. In this way, the convergence could speed up a lot.

Fig. 2 shows the detailed process of SP-ADMMiRNN and AP-ADMMiRNN. In SP-ADMMiRNN, the training time depends on the longest computation time. The other workers need to wait for the most time-consuming worker. It is clear that in SP-ADMMiRNN, the master takes much time waiting for the parameters in each iteration. However, in AP-ADMMiRNN, the parameters could be sent to the master as long as they are updated, saving much unnecessary time. The master is much busier than that in SP-ADMMiRNN.

### 3.3.1 SP-ADMMiRNN

Algorithm 2 The master algorithm in AP-ADMMiRNN and SP-ADMMiRNN.

**Input:** the iteration number \( K \), input data \( x \), send queue \( Q_s \), receive queue \( Q_r \).

**Output:** loss and accuracy.

1: Init: \( u, w, s_0, b, v, c \).
2: \( Q_s \) sends all the hyperparameters to workers.
3: \( Q_s \) sends \( u, w, s_1, b, v, c \) to workers.
4: for \( t = 1 \) to \( K \) do
5: \( Q_r \) receives \( u, w, s_1, b, v, c \) from workers.
6: Compute loss and accuracy.
7: end for
8: return loss and accuracy.

Algorithm 3 The worker algorithms in SP-ADMMiRNN.

**Input:** the worker number \( N_{sp} \), send queue \( Q_s \), receive queue \( Q_r \).

**Output:** \( u, w, s_1, b, v, c \).

1: \( Q_r \) receives hyperparameters from the master.
2: \( Q_r \) receives \( u, w, s_1, b, v, c \) from the master.
3: Assign all the parameters to \( N_{sp} \) workers.
4: for \( t = 1 \) to \( K \) do
5: for \( i = 1 \) to \( N_{sp} \) do
6: worker \( N_i \) updates its parameters.
7: end for
8: \( Q_s \) sends \( u, w, s_1, b, v, c \) to master.
9: end for

Algorithm 4 The worker algorithms in AP-ADMMiRNN.

**Input:** the worker number \( N_{ap} \), send queue \( Q_s \), receive queue \( Q_r \).

**Output:** \( u, w, s_1, b, v, c \).

1: \( Q_r \) receives hyperparameters from the master.
2: \( Q_r \) receives \( u, w, s_1, b, v, c \) from the master.
3: Assign all the parameters to \( N_{ap} \) workers.
4: for \( t = 1 \) to \( K \) do
5: for \( i = 1 \) to \( N_{ap} \) do
6: worker \( N_i \) updates its parameters.
7: \( Q_s \) sends those updated parameters to the master.
8: end for
9: \( Q_s \) sends \( u, w, s_1, b, v, c \) to master.
10: end for
Fig. 3: An example of Synchronous Parallel ADMMiRNN. There are three workers in this example, B₁, B₂, and B₃. These three workers are responsible for different parameter updates. At iteration $k ≤ 1$, B₁ sends $u^{k-1}, u_{w}^{k-1}$ and $b^{k-1}$ to B₂. At the mean time, B₂ sends $a^{k-1}$ and $s^{k-1}$ to B₃, B₁, B₂, and B₃ update their parameters at the same time. After the updates, the relative parameters will be sent to their workers to continue the process.

3.4 Convergence Analysis

In this section, we present the convergence analysis about ADMMiRNN. For convenience, we define $\rho = \{\rho_1; \rho_2; \rho_3\}$. First, we give some mild assumptions as follows:

**Assumption 1.** The gradient of $R$ is $H$-Lipschitz continuous, i.e., $\|\nabla R(o₁) - \nabla R(o₂)\| ≤ H\|o₁ - o₂\|$, $H ≥ 0$ and is called the Lipschitz constant. This is equivalent to $R(o₁) ≤ R(o₂) + \nabla R(o₂) \cdot (o₁ - o₂) + H/2\|o₁ - o₂\|^2$.

**Assumption 2.** The gradient of the objective function $L_\rho$ is bounded, i.e., there exists a constant $C$ such that $\nabla L_\rho ≤ C$;

**Assumption 3.** The second-order moment of the gradient $g_t$ is uniformly upper-bounded, that is to say $E\|g_t\|^2 ≤ C$.

Such assumptions are typically used in [37], [38], [39]. Under these assumptions, we will have the properties shown in the supplementary materials. Then we can prove that ADMMiRNN converges under the following theorems.

**Theorem 1.** If $\rho_i > 2H$ $(i = 1, 2, 3)$ and Assumption 1-3 hold, then Property 1-3 in the supplementary materials hold.

**Theorem 2.** If $\rho_i > 2H$ $(i = 1, 2, 3)$, for the variables $(\theta, \lambda_1, \lambda_2, \lambda_3)$ in Problem 2 starting from any $(\theta^0, \lambda^0_1, \lambda^0_2, \lambda^0_3)$, it at least has a limit point $(\theta^\ast, \lambda^\ast_1, \lambda^\ast_2, \lambda^\ast_3)$ and any limit point $(\theta^\ast, \lambda^\ast_1, \lambda^\ast_2, \lambda^\ast_3)$ is a critical point of Problem 2, in other words, $0 ∈ \partial L_{\theta_1, \theta_2, \theta_3}(\theta^\ast)$.

**Theorem 2 concludes that ADMMiRNN has a global convergence.**

**Theorem 3.** For a sequence $\theta$ generated by Algorithm 1, define $m_k = \min_{0 ≤ t ≤ k} (\|\theta^k - \theta^t\|^2_2)$, the convergence rate of $m_k$ is $O(1/k)$.

**Theorem 3 concludes that ADMMiRNN converges globally at a rate of $O(1/T)$. The convergence rate is consistent with the current work of ADMM [34], [35], [36].** Due to space limited, the proofs of the above theorems are also omitted in the supplementary materials. This analysis is suitable for ADMMiRNN and SP-ADMMiRNN.

When it comes to AP-ADMMiRNN, the convergence analysis is more complicated. This analysis is still based on former assumptions. From [40], we have the following lemma.

**Lemma 1.** There exists a constant $S ∈ [1, N]$ such that

$$\infty > L_p(\theta^i) - \Phi^* ≥ 0,$$

$$\rho_i > (1 + H + H^2 + \sqrt{(1 + H + H^2)^2 + 8H^2})^2$$

where $\Phi^* > −\infty$ and is the optimal objective value of Problem 1. Then $\theta^i$ generated by Algorithm 2 and Algorithm 4 are bounded and have limit points which satisfy KKT conditions of Problem 2.

Besides, in AP-ADMMiRNN, we need another additional assumption 4.

**Assumption 4.** $R(o)$ is strongly convex with $\delta^2 > 0$.

**Theorem 4.** Let $\delta = 0$ and $0 < \rho_i ≤ \frac{1}{|i−1|\max\{2\sigma_\gamma, \alpha\}}$ $(i = 1, 2, 3)$ and $\theta^k$ is generated by Algorithm 2 and Algorithm 4. Then it holds that

$$\|\Phi(\theta^k) - \Phi(\theta^0)\| + \|\theta^k - \theta^0\| ≤ \frac{2 + \sigma C}{k}$$

Lemma 1 and Theorem 4 imply that Algorithm 4 is guaranteed to converge to the set of KKT points as long as $\rho_i$ $(i = 1, 2, 3)$ satisfy those conditions. More details and proofs could be referred in [40].

4 EXPERIMENTS

4.1 Setup

We train a RNN model shown in Fig. 4(a) on MNIST [18] and IMDb [44]. This is achieved by NumPy and those parameters are updated in a manner of Algorithm 1. The MNIST dataset has 55,000 training samples and 10,000 test samples and was first introduced in [18] to train handwritten-digit image recognition. The IMDb dataset consists of 50,000 movie reviews (half negative and half positive). This dataset is split evenly into 25,000 reviews for training and 25,000 reviews for testing. All the experiments related to MNIST are conducted in 1000 iterations on a 64-bit Ubuntu 16.04 system.

Furthermore, our experiments are also conducted on a text. The text could also be accessed from our open-source code repository. Training on a text is a typical RNN task. We achieved a typical RNN model and unfolded it to $N$ cells with NumPy and $N$ is also the length of the input sequence.

In our experiments, we adopt a kind of smooth loss. These experiments are performed on a Macbook Pro with an Intel 3.1 GHz Core i5 Processor and 8 GB Memory.

In our parallel experiments, we train ADMMiRNN, SP-ADMMiRNN, and AP-ADMMiRNN on MNIST in 30 iterations. Those experiments are performed on an Ubuntu-16 system with two 1080-Ti GPUs.

We utilize a fixed value strategy for these hyperparameters in all of our experiments, such as $\rho_1, \rho_2$, and $\rho_3$.

4.2 Convergence Results

4.2.1 Results on MNIST

We train the simple RNN model shown in Fig. 4(a) through different optimizers, including SGD, Adam, Momentum [23], RMSProp [32] and AdaGrad [4]. We compare our ADMMiRNN with these commonly-used optimizers in
Fig. 4: Training loss and test loss versus iterations of ADMMiRNN, SGD, AdaGrad, Momentum, RMSprop, and Adam. ADMMiRNN achieves the best performance against other optimizers on MNIST.

Fig. 5: Training accuracy and test accuracy versus iterations of ADMMiRNN, SGD, AdaGrad, Momentum, RMSprop, and Adam.

the loss and accuracy and display our experimental results on MNIST in Fig.4 and Fig. 5 respectively. Both Fig. 4 and Fig. 5 indicate that ADMMiRNN converges faster than the other optimizers. ADMMiRNN gets a smoother loss curve while the loss curves of other optimizers shake a lot. This means ADMMiRNN trains models in a relatively stable process. Besides, ADMMiRNN gets much lower training loss and test loss as well as promising training and test accuracy. These results prove that ADMMiRNN could converge in RNN tasks and confirm that ADMMiRNN is a much more powerful tool than traditional gradient-based optimizers in deep learning.

4.2.2 Results on IMDb

Fig. 6 shows that our additional experiments comparing the training loss and accuracy on IMDb of ADMMiRNN, SGD, Adam, and RMSProp. In this figure, we find that ADMMiRNN converges faster than SGD and Adam and RMSProp, which is consistent with the trends in Fig. 4 and Fig. 5. ADMMiRNN achieves a similar result as Adam and RMSProp do considering the training loss. As for the accuracy, ADMMiRNN reaches the top value faster than the others. This is also consistent with the results in Section 4.2.1. In total, ADMMiRNN behaves better than these typical optimizers.

In our experiments on MNIST and IMDb, we find the accuracy of ADMMiRNN always reaches 1.0 within several iterations. According to our analysis, we choose to solve the target directly instead of computing gradients in ADMM, which speeds up the convergence and produces an intuitively better solution.

4.2.3 Results on Text Data

Besides experiments on MNIST, we also explore how ADMMiRNN performs in text classification tasks. One critical shortcoming of current RNN models is that they are sensitive to the length of the input sequence because the longer the input sequence is, the worse training results are. To investigate the sensitivity of ADMMiRNN to the input length, we measure the performance of ADMMiRNN and SGD on the text data with different input sequence length. The results are displayed in Fig. 8. Here, we adopt the average loss of the input sequence as our target. From Fig. 8, we have evidence that ADMMiRNN always produces a remarkable result and is nearly immune to the length, which performs much more impressive than SGD regardless of the length of the input sequence.

4.3 Stability

As aforementioned, initial weights and biases are critical in RNN models. In this section, we mainly compare ADMM with some different optimizers and explore its stability for RNN. In brief, we compare ADMMiRNN with SGD, Adam, and RMSProp and repeat each scheme ten times independently. The experimental results are displayed in
Fig. 6: The comparison of accuracy and loss among ADMMiRNN, SGD, Adam and RMSProp.

(a) Training loss of ADMMiRNN and some typical optimizers on IMDb.

(b) Accuracy of ADMMiRNN and some typical optimizers on IMDb.

Fig. 7: The comparison of stability among ADMMiRNN, SGD, Adam and RMSProp. For each optimization method, we repeated experiments 10 times to obtain the mean and variance of the training loss and test loss against iterations on MNIST.

(a) Training loss of ADMMiRNN and some typical optimizers.

(b) Test loss of ADMMiRNN and some typical optimizers.

Fig. 8: The results of ADMMiRNN and SGD on different input sequence length. In this figure, $N$ represents the length.

TABLE 2: Training loss and test loss under different hyperparameter settings. All of these values are obtained after 20 iterations.

| $\rho_1$ | $\rho_2$ | $\rho_3$ | $r$ | training loss | test loss |
|---------|---------|---------|-----|---------------|-----------|
| 1       | 1       | 1       | 1   | $5.045 \times 10^{-2}$ | $5.046 \times 10^{-2}$ |
| 0.1     | 1       | 1       | 1   | $5.339 \times 10^{-2}$ | $5.338 \times 10^{-2}$ |
| 1       | 0.1     | 1       | 1   | $3.776 \times 10^{-4}$ | $3.776 \times 10^{-4}$ |
| 1       | 1       | 10      | 1   | 0.9984         | 0.9985    |
| 1       | 1       | 10      | 10  | 0.9987         | 0.9986    |

Fig. 7. The blocks in Fig. 7(a) and Fig. 7(b) represent the standard deviation of the samples drawn from the training and testing process. The smaller the blocks are, the more stable the method is. From Fig. 7(a) and Fig. 7(b), we observe that at the beginning, SGD has a small fluctuation. Nevertheless, as the training progresses, the fluctuation gets more and sharper, which means that SGD tends to be unstable. As for Adam and RMSProp, their variance is smaller but still significant about ADMMiRNN. According to different initialization of weights and biases, these optimizers may cause different results within a big gap between them. Specifically, ADMMiRNN has a relatively small variance from beginning to end compared with SGD, Adam, and RMSProp, which is too small to show clearly in Fig. 7(a) and Fig. 7(b), which indicates that ADMMiRNN is immune to the initialization of weights and biases and settle the sensitivity of RNN models to initialization.
Fig. 9: The training loss V.S. iterations of ADMMiRNN on a text classification task with different $\nu$.

Fig. 10: The losses values V.S. iteration with different values of $\rho$s.

No matter how the initialization changes, ADMMiRNN always gives a stable training process and promising results. The results demonstrate that ADMMiRNN is a more stable training algorithm for RNN models than stochastic gradient algorithms.

4.4 Choices of Hyperparameters $\rho$s and $\nu$

4.4.1 varying $\rho$s

In vanilla ADMM, the value of the penalty term is critical, and it may have adverse effects on convergence. In this subsection, we mainly try different hyperparameters in ADMMiRNN and evaluate how they influence the training process of ADMMiRNN. These results are summarized in Table 2 and Fig. 10. Table 2 implies that $\rho_3$ determines the best result in ADMMiRNN. More precisely, we find that larger $\rho_3$ delays the convergence speed in ADMMiRNN from Fig. 10. However, if $\rho_3$ is too large, it may produce non-convergent results. Furthermore, it turns out that $\rho_1$ and $\rho_2$ account less in ADMMiRNN while $\rho_3$ plays a much more crucial role with regard to the property of convergence and its convergence speed.

4.4.2 varying $\nu$

In this subsection, we investigate the influence of $\nu$ in Eq. (8). In our experiments on a text data, we fix all the hyperparameters other than $\nu$ and set it $10^{-2}$, $10^{-3}$, $10^{-4}$, $10^{-5}$, $10^{-6}$, $10^{-8}$ respectively. We display the curves corresponding to different values of $\nu$ in Fig. 9. Fig. 9 suggests that larger $\nu$ produces a relatively worse convergence result in ADMMiRNN. Small $\nu$ can not only lead to a slight loss but is also able to push the training process to converge fast. However, when $\nu$ is small enough, the influence on the convergence rate and convergent result is not apparent.

4.5 Paralleled Experiments

To compare vanilla ADMMiRNN, SP-ADMMiRNN and AP-ADMMiRNN, we conduct several experiments on MNIST and present the experimental results in Fig. 11 and Fig. 12. In this test, there are 3 workers in both SP-ADMMiRNN and AP-ADMMiRNN. SP-ADMMiRNN and AP-ADMMiRNN take less time than vanilla ADMMiRNN. The vanilla ADMMiRNN costs 266.53 seconds in 50 iterations, nearly one minute more than the time of SP-ADMMiRNN. Therefore, SP-ADMMiRNN could solve not only large-scale models that cannot be solved on a single machine through distributed algorithms but also can save time.

Comparing AP-ADMMiRNN with the vanilla ADMMiRNN and SP-ADMMiRNN, it takes the least time in these three methods, which is about one-third of that of the vanilla ADMMiRNN. This is a great speedup given 3 workers in the system. It is also worth noting that AP-ADMMiRNN converges faster than both ADMMiRNN and SP-ADMMiRNN.
5 Conclusion

In this paper, we proposed a new framework to train RNN tasks, namely ADMMiRNN. Since it is challenging to train RNNs with ADMM directly, we set up ADMMiRNN on the foundation of the expanded form of RNNs. The convergence analysis of ADMMiRNN is presented, and ADMMiRNN could achieve a convergence rate of $O(1/T)$. We further conduct several experiments on real-world datasets based on our theoretical analysis. Experimental results of comparisons regarding ADMMiRNN and several popular optimizers manifest that ADMMiRNN converges faster than vanilla ADMMiRNN and SP-ADMMiRNN. Further experiments demonstrate that AP-ADMMiRNN converges faster than vanilla ADMMiRNN on the foundation of the expanded form of RNNs. The contribution of our work is P-ADMMiRNN, including Synchronous Parallel ADMMiRNN and Asynchronous Parallel ADMMiRNN. This is a new form of model parallelism, and P-ADMMiRNN is much easier to be realized. We train ADMMiRNN in both synchronous and asynchronous parallel ways and make a fair comparison among vanilla ADMMiRNN, SP-ADMMiRNN, and AP-ADMMiRNN. Experiments demonstrate that AP-ADMMiRNN converges faster than vanilla ADMMiRNN and SP-ADMMiRNN. Further experiments illustrate that the number of workers is also critical concerning the speedup ratio, which means we cannot make the master too busy for better training performance. In the future, we will explore how ADMMiRNN performs in large datasets.

Appendix A
Update $w$

As for the update of $w$ in Eq. (7), at iteration $k$, it is updated as follows:

$$w^k \leftarrow \arg\min \mathcal{L}_{\rho_1, \rho_2, \rho_3}(u^k, w, b^k, a^k, s^k, v^k, c^k, o^k).$$

which is equivalent to the following form:

$$w^k \leftarrow \arg\min \Omega(w) + \phi(u^k, w, b^k, a^k, s^k, v^k, c^k, o^k). \quad (18)$$

Appendix B
Update $u$

Similar as the update of $w$ in Section 3.2, we also define $G = rI_d - \rho_1 s^T_{t-1} s_{t-1}$ and use with linearized proximal point method, then the update of $w$ is transformed into

$$w^k \leftarrow \arg\min \frac{N_r}{2} \|w - w^k\|^2 + \nu(w - w^k)^T \sum_{t=1}^{N-1} [(s^k_{t-1})^T (a^k_t - u^k x^k_t - w^k s^k_{t-1} - b^k)] + \rho_1(w - w^k)^T [(s^k_{N-1})^T (a^k_N - u^k x^k_N - w^k s^k_{N-1} - b^k - \lambda^k \rho_1)]. \quad (19)$$

Appendix C
Update $b$

As far as $b$ is concerned, it has a similar updating rule.

$$b^k \leftarrow \arg\min \mathcal{L}_{\rho_1, \rho_2, \rho_3}(u^k, w^k, b^k, a^k, s^k, v^k, c^k, o^k),$$

and the updating rule of $b$ is transformed into:

$$b^k \leftarrow \arg\min \phi(u^k, w^k, b^k, a^k, s^k, v^k, c^k, o^k). \quad (20)$$

Appendix D
Update $v$

We spot that $v$ and $s_t$ are not decoupled in Eq. (8). Therefore, to avoid high computational complexity, we adopt a similar way as that in updating $u$ and $w$. The parameter $v$ is updated as follows:

$$v^k \leftarrow \arg\min \mathcal{L}_{\rho_1, \rho_2, \rho_3}(u^k, w^k, b^k, a^k, s^k, v^k, c^k, o^k),$$

Equally, adapt the following form and update $v_t$.

$$v^k \leftarrow \arg\min \phi(u^k, w^k, b^k, a^k, s^k, v^k, c^k, o^k).$$

Similar as aforementioned, the update rule for $v$ is

$$v^k \leftarrow \arg\min \frac{N_r}{2} \|v - v^k\|^2 + \nu(v - v^k)^T \sum_{t=1}^{N-1} [(s^k_{t-1})^T (o^k_t - v^k s^k_{t-1} - c^k) + \rho_3(v - v^k)^T [(s^k_{N-1})^T (o^k_N - v^k s^k_{N-1} - c^k - \lambda^k \rho_3)]. \quad (21)$$

Appendix E
Update $c$

The parameter $c$ is quite simple, which is updated as follows:

$$c^k \leftarrow \arg\min \mathcal{L}_{\rho_1, \rho_2, \rho_3}(u^k, w^k, b^k, a^k, s^k, v^k, c^k, o^k),$$

which is equivalent to the following form:

$$c^k \leftarrow \arg\min \phi(u^k, w^k, b^k, a^k, s^k, v^k, c^k, o^k). \quad (22)$$

Appendix F
Update $a$

Finally, we update $a_t$, through:

$$a^k \leftarrow \arg\min R(o) + \phi(u^k, w^k, b^k, a^k, s^k, v^k, c^k, o^k).$$

It has to be noted that each $o_t$ is also updated separably. If $t < N$,

$$o^k_t \leftarrow \arg\min \frac{\nu}{2} \|o^k_t - v^k s^k_t - c^k\|^2. \quad (23)$$

If $t = N$,

$$o^k_N \leftarrow \arg\min \frac{\rho_3}{2} \|o^k_N - v^k s^k_N - c^k - \lambda^k \rho_3\|^2. \quad (24)$$
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