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Abstract

In science and especially in economics, agent-based modeling has become a widely used modeling approach. These models are often formulated as a large system of difference equations. In this study, we discuss two aspects, numerical modeling and the probabilistic description for two agent-based computational economic market models: the Levy-Levy-Solomon model and the Franke-Westerhoff model. We derive time-continuous formulations of both models, and in particular we discuss the impact of the time-scaling on the model behavior for the Levy-Levy-Solomon model. For the Franke-Westerhoff model, we proof that a constraint required in the original model is not necessary for stability of the time-continuous model. It is shown that a semi-implicit discretization of the time-continuous system preserves this unconditional stability. In addition, this semi-implicit discretization can be computed at cost comparable to the original model. Furthermore, we discuss possible probabilistic descriptions of time continuous agent-based computational economic market models. Especially, we present the potential advantages of kinetic theory in order to derive mesoscopic descriptions of agent-based models. Exemplified, we show two probabilistic descriptions of the Levy-Levy-Solomon and Franke-Westerhoff model.
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1 Introduction

Agent-based computational economic market (ABCEM) models have become a popular modeling tool in economic research. They can be regarded as large dynamical systems formulated
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as difference equations. The model by Stigler [66] may be seen as the first ABCEM model but generally the model by Kim and Markowitz [42, 63] is referred to as the first modern ABCEM model. ABCEM models are a notable class in the research field econophysics. The general goal of ABCEM models is to reproduce persistent statistical features present in financial data all over the world which are known as stylized facts. Possible research questions include: evaluate the kind of stylized facts microscopic agent dynamics create; and estimate the impact of regulations on a financial market. Thanks to Monte Carlo simulations, it is possible to study the time evolution of statistical quantities such as the wealth distribution or the stock return distribution. The importance of agent-based modeling in economics has been emphasized by several authors [29, 39, 67].

The drawback of this procedure is that these empirical results solely rely on computational experiments. In addition, the sensitivity of many ABCEM models w.r.t. their parameters, observed in a tendency towards blow ups for particular choices of model parameters, motivated this work. The deeper study of these phenomena has revealed that this behavior often originates from the time stepping scheme of difference equations which can be viewed as explicit Euler discretizations with a normalized time step of one. It is a well known property of the explicit Euler method to perform poorly in the case of stiff differential equations. Here, we consider an ODE/SDE stiff if applying an explicit Euler-type discretization (explicit Euler for ODEs and Euler-Maruyama for SDEs) enforces a very small timestep for the time-stepping to be stable. For this reason, we believe that a time continuous formulation of difference equations helps understanding several numerical issues. Albeit, we have to recognize that starting from a difference equation, the continuous formulation, respectively the continuum limit, is not uniquely defined. To our knowledge, this approach is the first work within the ABCEM community addressing this important issue. In economic literature in general, the connection between time-continuous and time-discrete models has been studied in the context of volatility models in finance by Nelson [57] and for macroeconomic models by Turnovsky [73].

For these reasons, the goal of this paper is to study the continuous formulation of ABCEM models and to present strategies for a robust mathematical formulation of ABCEM models. Furthermore, we emphasize that a time continuous dynamical system may be translated to a mesoscopic description modeled using partial differential equations (PDEs) [45, 60]. By probabilistic description we refer to a partial differential equation (PDE) whose solution is the density function of a probability law. The limit process leading from microscopic dynamics to a mesoscopic description is at the heart of kinetic theory which has been successfully applied to several ABCEM models in the past [1, 2, 53, 69, 70, 72]. In comparison to large dynamical systems the dimension of the PDE solution is usually low dimensional and can be conveniently analyzed by mathematical tools. Clearly these previously discussed aspects apply to a wider class of agent-based models. In this work we analyze the following issues:

1. **Continuous Formulation and Limit**: We discuss the connections of difference equations and differential equations. In particular, we emphasize that the continuum formulation of a difference equation is not unique. In addition, we claim that a continuous models, such as stochastic and ordinary differential equations, have several advantages in comparison to difference equations. First of all numerical methods can be conveniently applied. In addition a continuous formulation enables to pass to a probabilistic description.
2. **Numerical Discretization and Solver**: Numerical discretization include time discretization schemes of stochastic and ordinary equations as well as discretizations of differential occuring within formulas. Numerical solvers include numerical solvers for non-linear equations. We highlight that the choice of numerical discretizations and solvers is paramount, e.g. for the solution of stiff ordinary differential equations implicit methods are beneficial.

3. **Probabilistic Description**: Starting from a time continuous ABCEM model we discuss several techniques to derive mesoscopic PDE models, starting with microscopic agent dynamics. We present the classical Feynman-Kac formula and give an introduction to kinetic theory. Especially, we want to point out that a mesoscopic model enables us to study the long time behavior or even to compute the solution.

The choice to formulate an ABCEM model continuously or as a difference equation is a questions of modeling. Difference equations are able to model a time evolution of quantities with a fixed time lag. In contrast, a time continuous model, e.g. an ordinary differential equation (ODE) or stochastic differential equation (SDE), may be discretized using various time steps and is thus suitable to model the same quantity resolving different time scales. Any difference equations can be interpreted as a scaled Euler-type discretization of a time continuous differential equation. Note that starting from a difference equation, the time continuous formulation is not unique. Furthermore, the advantage of a time continuous formulation is that it may be used to explain instabilities on the level of the difference equations and thus to guide the choice of appropriate discretization schemes. As pointed out before a time continuous dynamical system enables to derive PDE models. These mesoscopic models might be solely a different description of the original microscopic model or an approximation of the original system. Nevertheless a PDE model has the advantage that it is accessible to rigorous analysis and to prove for example interconnections between agents’ modeling and the appearance of stylized facts.

In this study we exemplarily discuss the continuous formulation, continuous limit and mesoscopic description of the Levy-Levy-Solomon model [48] and Franke-Westerhoff model [31]. The Levy-Levy-Solomon model is one of the most influential ABCEM models and an early example of an ABCEM model in general [63]. The Levy-Levy-Solomon model considers the wealth evolution of agents and the stock price evolution. Furthermore, each agent has to decide in each time step on the optimal asset allocation between the stocks and the asset class bonds. The stock price is fixed in each time step by the clearance mechanism that perfectly matches supply and demand and can be consequently seen as a rational market. The authors claimed that their model is able to reproduce several stylized facts from financial markets such as fat-tails in asset returns. It has been documented by Zschischang and Lux [79] that the stock price returns are normally distributed and that the model exhibits finite-size effects. In comparison to the Levy-Levy-Solomon model, the Franke-Westerhoff model is rather recent and has been first introduced in 2009 [31]. The model tracks the time evolution of two agent groups and not of an individual agent as in the Levy-Levy-Solomon model. The stock price is modeled as a stochastic difference equation and is thus modeled as a disequilibrium model. The Franke-Westerhoff model is fully described by a system of three difference equations. It has been documented that the Franke-Westerhoff model is able to reproduce several stylized facts. The reason to choose the Franke-Westerhoff model in this study is on the one hand the simplicity of this model and on the other hand the prototypical nature of this model espe-
cially w.r.t. the stock price update mechanism. The Levy-Levy-Solomon model was selected not only because of the popularity but as well in virtue of the wealth evolution of agents. The key point in ABCEM models is the interaction among agents. The Levy-Levy-Solomon considers direct interactions of agents, which are hidden in the definition of the stock price. The Franke-Westerhoff model considers two representative agents which interact implicitly through the stock price equation and the switching probabilities.

The paper is structured as follows. In the next section, we discuss the connection of difference equations and time continuous differential equations in the context of disequilibrium financial market models. Furthermore, we discuss the passage from ABCEM models to partial differential equations. Here, we especially focus on the perspective of kinetic theory on this limit process. In section three, we present the continuous formulations and continuous limits of the Levy-Levy-Solomon and Franke-Westerhoff model. We specifically discuss the impact of different time scalings in the Levy-Levy-Solomon model. Furthermore, we show that a naive numerical discretization of the time continuous Franke-Westerhoff model leads to blow ups. Therefore, we introduce a semi-implicit discretization of the time continuous Franke-Westerhoff model and show that the qualitative output coincides with the original model. In section four we derive the mesoscopic description of the Levy-Levy-Solomon and Franke-Westerhoff model. In addition, we shortly discuss analytical results such as steady states and explicit solutions. We finish this work with a short conclusion.

2 Mathematical Perspective on ABCEM Models

We introduce the connection of ABCEM models to time continuous dynamical systems. In particular, we state the advantages of time continuous models in comparison to difference equations.

As mentioned before, ABCEM models may be interpreted as discretized dynamical systems. Many models in literature neglect the time dependence respectively normalize the time step to one [31, 38, 40]. Then in fact, many models are rather formulated by difference equations. In this section, we lay out the connection between difference equations and discretized differential equations. Furthermore, we introduce a rather general model for an out of equilibrium market which is broadly used in literature. Finally, we discuss the passage from ABCEM models to partial differential equations. Here, we put an emphasis on kinetic theory and the derivation of mesoscopic descriptions.

In general one might refer to a market as irrational market if the fixed stock price $S(t_0 + k\Delta t)$ at each time step $t_0 + k\Delta t$, $\Delta t > 0$, $t_0 \geq 0$, $k \in \mathbb{N}$ does not clear all buy or sell orders. This corresponds to the situation that the aggregated excess demand is non-zero. Excess demand $D$ can be generally defined as the sum of agents’ demand subtracted by the sum of agents’ supply. For a detailed discussion of aggregated excess demand we refer to [54, 64]. An early example of an disequilibrium model is the Beja and Goldman model [6]. In fact, the Beja and Goldman model can be derived from a rational market model where supply equals demand,

$$D(S) = 0.$$  \hspace{1cm} (1)

A relaxation of the algebraic demand supply relation [11] leads to the time continuous ordinary
differential equation (ODE)

\[ \frac{d}{dt} S = \frac{1}{\lambda} D, \]  

(2)

with market depth \( \lambda > 0 \). For detailed discussion of the Beja and Goldman model we refer to the original paper \[6\] and recent publications by Trimborn et al. \[46, 71\]. In many models \[3, 16, 24, 50\] the price adjustment rule reads,

\[ S_{k+1} = S_k + \Delta t D_k. \]  

(3)

Here, we use \( S_k \) as short hand notation for \( S_k := S(t_0 + k \Delta t) \). Often the time step \( \Delta t \) is normalized to one such that we are faced with a difference equation. The previous updating rule (3) can be interpreted as an explicit Euler discretization of the ODE (2), provided that the aggregated excess demand is deterministic. Stochasticity in the excess demand usually models uncertain external influences such as a news stream or microscopic diversity. In the case of the Franke-Westerhoff model \[33\], the aggregated excess demand is stochastic and thus this pricing mechanism cannot be seen as an approximation of an ODE. The pricing rule of the Franke-Westerhoff model can be interpreted as discretized SDE. For details on this specific case, we refer to appendix \[A.2\]. A very general model of an irrational market has been introduced by Trimborn et al. in \[71\]. It is given by the following SDE

\[ dS = F(S, D) \, dt + G(S, D) \, dW, \]  

(4)

with Wiener process \( W \) and arbitrary functions \( F \) and \( G \). The diffusion function \( G \) models the influence of the stock price and excess demand on the noise level. The function \( F \) models the influence of the stock price change on the excess demand and the stock price itself. Notice, that (2) is a special case of the model (4). We use the usual notation for Itô stochastic differential equations. Many market mechanism of ABCEM models are special cases of model (4), for example the models presented in \[3, 4, 12, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 27, 30, 38, 41, 50, 51, 52, 59, 65, 78\].

The simplest discretization of such an SDE (5) is the Euler-Maruyama method. Applying the Euler-Maruyama method to equation (4), we obtain:

\[ S_{k+1} = S_k + \Delta t \, F(S_k, D_k) + \sqrt{\Delta t} \, G(S_k, D_k) \, \eta, \quad \eta \sim \mathcal{N}(0, 1). \]  

(5)

In the case of a fully deterministic model, the numerical scheme (5) is identical to the standard Euler method. From a mathematical perspective, we stress that more sophisticated numerical methods for equation (4) exist, which may improve the quality of approximation remarkably as discussed by Hairer and Wanner \[37, 75\]. In particular for the case of stiff SDEs or ODEs, one should consider implicit solvers to prevent stability problems. We refer to the classical references by Kloeden and Wanner \[43, 76\] for a detailed introduction in the topic of stiff differential equations.

In the ABCEM literature, most models rely on the explicit Euler (in case of deterministic dynamics) or Euler-Maruyama (in case of stochastic dynamics) discretizations. Often, the numerical approximation is rescaled and fixed such that the time step is set to one. Hence, in ABCEM literature, we are rather faced with difference equations of the following type

\[ S_{k+1} = S_k + \bar{F}(S_k, D_k) + \bar{G}(S_k, D_k) \, \eta, \]  

(6)
than with differential equations. The model (6) represents a discretized version of the model (1) with discretizations $\bar{F}, \bar{G}$ of functions $F, G$. Finally, we would like to stress that a time continuous model is not only advantageous from a numerical perspective but enables the user to simulate the model on differently coarse time levels by simply adapting the time step in the numerical scheme.

2.1 Connection to Partial Differential Equations

A further advantage of time continuous ODE or SDE models is the possibility to pass to a mesoscopic PDE model. In comparison to the microscopic model one loses information, because one does not track each agent individually. On the mesoscopic level one rather considers a probabilistic interpretation of the agent, since the solution of the PDE is the probability density function of the microscopic law. Thus, instead to consider the wealth of each agent one only knows the probability of an agent to have a certain wealth. It is of immanent importance that the mass is a conserved quantity of the PDE model, otherwise the solution could not be identified as a probability density function. The advantage of this probabilistic description is the possibility to analyze the PDE with several mathematical tools. For example, it may be of interest to study the long time dynamics of the system, compute steady state distribution or to derive rates of convergence. In addition, it is possible to derive a macroscopic description out of the PDE model. The unknowns of a macroscopic model are moments of the probability density function, and therefore such models are also known as moment models. Moment models can be directly derived by testing the weak form of the mesoscopic PDE model. In many cases such moment models can not be closed and one is faced with the so called closure problem [47]. The general advantage of a moment model is the fast computation of aggregated quantities, which are in the context of ABCEM models e.g. the average stock price or the average wealth. In order to present a simple example we consider $N$ financial agents with wealth $w_i \geq 0$, $i = 1, \ldots, N$. We may assume that the wealth of all agents are invested in a bond with fix interest rate $r > 0$. Thus the wealth dynamic of the $i$-th agent reads,

$$\frac{d}{dt} w_i(t) = r \ w_i(t), \quad w_i(0) = w_i^0. \quad (7)$$

As we see, is the dynamic identical for each agent, except the initial condition $w_i^0$. The mesoscopic description of an ODE of the type (7) is known as Liouville equation. For a sufficient number of agents and well posed initial data it is straightforward to interpret the initial wealth as a probability function $f_0(w)$, $w \geq 0$ which is transported by the following Liouville type PDE,

$$\partial_t f(t,w) + \partial_w (r \ w \ f(t,w)) = 0, \quad f(0,w) = f_0(w). \quad (8)$$

Notice that (8) is a simple transport equation and (7) is the characteristic equation of the PDE (8). A simple computation reveals that the mass $\int f(t,w) \ dw$ is conserved. This is a necessary condition in order to guarantee that a given probability distribution function $f(0,w)$ remains a probability law for any time $t > 0$. The first moment of $f$,

$$m(t) := \int_{\mathbb{R}^+} w \ f(t,w) \ dw,$$
is the average wealth and the corresponding moment model reads:

\[ \frac{d}{dt} m(t) = r(t) \, m(t), \quad m(0) = \int_{\mathbb{R}^+} w \, f_0(w) \, dw. \]

In this simple case the moment model is closed and the solution can be computed immediately. This means that the average wealth (first moment) is independent of any higher moments such as the second moment \( \int_{\mathbb{R}^+} w^2 \, f(t,w) \, dw \), and thus can be computed independently of any higher order moment. In the case of a stochastic process defined by a SDE, the mesoscopic model is not a transport equation but a PDE of Fokker-Planck type. This passage from SDEs to a mesoscopic description is well understood by the so called Feynman-Kac formula \[45\]. We assume that all needed regularity assumptions of the SDE \[4\] are satisfied. Then the corresponding Fokker-Planck equation of the SDE \[5\] reads,

\[ \partial_t h(t,s) + \partial_s (F(s,D) \, h(t,s)) = \frac{1}{2} \partial_{ss} (G(s,D)^2 \, h(t,s)), \]

\[ h(0,s) = h_0(s). \]

Thus, \( h(t,s), s \in \mathbb{R}, t > 0 \) denotes the probability density of the stochastic process defined in \[4\]. The dimension of the phase space of \( h \) is directly linked to the dimension of the SDE system \[4\]. We have stated a simple example in one dimension, in the case of a \( d \)-dimensional stock price dynamic the phase space of the probability density function becomes \( h(t,s), s \in \mathbb{R}^d \). Hence, a large dimensional dynamical system can be translated into a highly dimensional Fokker-Planck equation. The drawback of a large dimensional PDE are high computational costs and thus for large dimensions there is no computational benefit in comparison to the original model.

**Kinetic Theory**  Kinetic theory describes gases as a large system of interacting atoms. The theory dates back to early works of Daniel Bernoulli or James Maxwell. The core idea of kinetic theory is to consider a mesoscopic description of large particle systems. The previously presented approaches can be seen as special cases of particle systems which can be described by kinetic theory. The Liouville equation is derived from Newton’s equation in the case of no particle interactions. Thus, the particles only differ in their initial configuration, as in our example \[7\]. The Feynman-Kac approach can be applied to arbitrary dimensional SDE systems, but the phase space of the resulting Fokker-Planck equation may become too large and unfeasible. There exists two famous kinetic limits which avoid the problem of dimension and describe the passage from microscopic dynamics to a mesoscopic description, namely the Boltzmann-Grad limit and the mean field limit. Both limits have been analyzed profoundly and are still subject to current research \[9, 28, 44, 55\]. In the Boltzmann-Grad limit one considers binary interactions of particles and the resulting mesoscopic model is the Boltzmann equation of gas dynamics originally proposed by Boltzmann in 1871 \[10, 14\]. In the mean field setting one rather considers interactions of one particle with the field of all other particles. The classical example of a mean field equation is the Vlasov-Poisson equation, derived by Vlasov in 1938 \[74\]. The Vlasov-Poisson equation models charged particles in a plasma.

These kinetic limits need to be understood as an approximation of the microscopic particle dynamics and are only valid in the regime of infinitely many particles \[35\]. These limits
can be applied provided that a certain symmetry structure of microscopic dynamics is given. The reduction in computational costs is enormous since the phase space of the kinetic model coincides with the dimension of the dynamics of one particle. There is also a link from kinetic equations to macroscopic models such as the Euler or Navier-Stokes equations. These connections can be obtained by a moment model of the Boltzmann equation equipped with the corresponding asymptotic limit \[26, 36, 62\].

In the past decade kinetic theory has been applied to a variety of biological and socio-economic systems \[7, 8, 56, 60\]. In this context we rather speak of agents instead of physical particles. On the other hand the modeling of life-science and socio-economic phenomena by agent-based systems have increased rapidly \[11, 34, 61\]. There are several examples of kinetic models derived from existing agent-based models \[1, 2, 60, 70, 72\]. We aim to give toy example of microscopic wealth interactions which can be conveniently studied by kinetic theory. As before we consider \(N\) financial agents equipped with wealth \(w_i \geq 0\) and dynamic,

\[
\frac{d}{dt} w_i = \frac{1}{N} \sum_{k=1}^{N} w_k - w_i, \quad w_i(0) = w_i^0.
\]  

(9)

This dynamic has been previously studied by Bouchaud and Mézard \[13\] and Pareschi \[60\]. In order to derive the mean field limit of our microscopic ODE system (9) it is convenient to introduce the following tool.

**Definition 1.** Given a vector \(x := (x_1, \ldots, x_N)^T \in \mathbb{R}^{dN}\), \(x_i := (x_1^i, \ldots, x_d^i) \in \mathbb{R}^d\), \(i = 1, \ldots, N\) then the empirical measure (or atomic probability measure) \(\mu^N_x\) is defined as,

\[
\mu^N_x(x^1, \ldots, x^d) = \frac{1}{N} \sum_{i=1}^{N} \delta(x^1 - x^1_i) \cdot \ldots \cdot \delta(x^d - x^d_i).
\]

The empirical measure enables to connect the solution of the microscopic ODE system (9) to the solution of the corresponding mean field equation. The Picard-Lindelöf theorem ensures existence of a unique solution of (9), which we denote as \(w(t) = (w_1, \ldots, w_N)' \in (\mathbb{R}^+)\). Then we test the corresponding empirical measure \(\mu^N_w(t, w), \ w \in \mathbb{R}^+\) with the test function \(\phi(w)\) and compute,

\[
\frac{d}{dt} \int_{\mathbb{R}^+} \phi(w) \mu^N_w(t, w) \ dw = \frac{1}{N} \sum_{k=1}^{N} \frac{d}{dt} \phi(w_k(t)) = \frac{1}{N} \sum_{k=1}^{N} \partial_w \phi(w_k(t)) \frac{d}{dt} w_k(t) \]
\[
= \frac{1}{N} \sum_{k=1}^{N} \partial_w \phi(w_k(t)) \frac{1}{N} \sum_{j=1}^{N} w_j(t) - w_k(t) \]
\[
= \frac{1}{N} \sum_{k=1}^{N} \partial_w \phi(w_k(t)) \int_{\mathbb{R}^+} \ w' \mu^N_w(t, w') \ dw' - w_k(t) \]
\[
= \int_{\mathbb{R}^+} \partial_w \phi(w) \left( \int_{\mathbb{R}^+} \ w' \mu^N_w(t, w') \ dw' - w \right) \mu^N_w(t, w) \ dw.
\]

In this probabilistic setting, a test function can be understood as the observable quantity of a random variable, e.g. in the case of the identity \(\phi(w) = w\) we obtain the expected
value of the probability law. Note that the derivative of the empirical measure w.r.t \( w \) is not directly applicable. After multiplication of the empirical measure against a test function \( \phi(w) \) and integration, the derivative w.r.t. \( w \) may be moved onto the test function via partial integration. This standard method in variational calculus allows us to link the point-wise declared empirical measure to an integral equation. Hence, the empirical measure \( \mu^N_w \) is a weak solution of the mean field PDE,

\[
\partial_t f(t, w) + \partial_w \left( \int_{\mathbb{R}^+} w' f(t, w') \, dw' - w \right) f(t, w) = 0,
\]

with initial conditions \( f(0, w) = \frac{1}{N} \sum_{k=1}^{N} \delta(w - w_k^0) \). The mean field PDE (10) is an integro-differential equation which models the behavior of the system in the limit of infinitely many agents. The convergence of the microscopic system to the mean field equation can be proven rigorously, following the theory of Dobrushin or Neunzert \[28, 58\]. The rigorous derivation of the mean field equation is performed in section 4 for the Levy-Levy-Solomon model.

3 Continuum Limit and Robust Formulation

In this section we discuss the robust formulation of ABCEM models with help of the Levy-Levy-Solomon model and the Franke-Westerhoff model. As pointed out in the introduction are both models structurally very different. The Levy-Levy-Solomon model considers \( N \) agents whereas the Franke-Westerhoff model can be regarded as a two agent model. We introduce possible continuous formulations of the Levy-Levy-Solomon and Franke-Westerhoff model. Furthermore, we show the impact of different continuous formulations on the wealth evolution in the Levy-Levy-Solomon model. In addition, we discuss the impact of different numerical methods on the model behavior of the Franke-Westerhoff model.

All presented results have been generated with the SABCEMM simulator which is freely available on GitHub \[68\]. For the used pseudo random number generators used in obtaining the results, please confer to table 4.

3.1 Continuum Limit

In this section, we introduce time continuous versions of the Levy-Levy-Solomon and Franke-Westerhoff model. As usual in the ABCEM literature, the models are originally formulated as difference equations. Obviously, such a continuum limit is not uniquely defined and, in the case of the Levy-Levy-Solomon model, we discuss several different time discretizations in the agent dynamic. Thus, we focus on the impact of different time discretizations in the Levy-Levy-Solomon model and derive the continuum limit of the Franke-Westerhoff model which exhibits stability problems in the case of an explicit Euler discretization. A detailed discussion of the continuum version of the Levy-Levy-Solomon and Franke-Westerhoff model can be found in the appendix 4.
The Levy-Levy-Solomon Model  In the following, we introduce a time scale respectively the time step $\Delta t > 0$ in order to perform the continuum limit in a second step. Interpreting the original Levy-Levy-Solomon model as the result of an explicit Euler discretization where $\Delta t$ is set to 1, a general time-discretized version of the wealth evolution is given by:

$$w(t + \Delta t) = w(t) + \Delta t \left[ (1 - \gamma(t)) r + \gamma(t) \frac{S(t) - S(t+\Delta t)}{\Delta t} + Z(t) \right] w(t).$$  \hspace{1cm} (11)

For a proper definition of all parameters and functions we refer to the appendix A.2. Notice that the bond return $r$ and the stock return $\frac{S(t) - S(t+\Delta t)}{\Delta t}$ are rates and thus scale in time. Equation (11) represents an explicit Euler discretization of the ODE,

$$\frac{d}{dt}w(t) = \left[ (1 - \gamma(t)) r + \gamma(t) \frac{d}{dt}S(t) + Z(t) \right] w(t),$$

where the time differential $\frac{d}{dt}S(t)$ is approximated by the forward difference quotient $\frac{S(t+\Delta t) - S(t)}{\Delta t}$. In order to study the time continuous version of the model, we need to properly define the time scaling of the investor. We want to emphasize that several reasonable time scales exist. First, we study the case in which the number of recent timesteps an agent $i$ considers in their decision, denoted by variable $m_i$, scales with time, which means: $m_i := \lfloor \frac{m}{\Delta t} \rfloor$. The results for different time steps using an explicit Euler discretization can be seen in figure 1.

As pointed out in [5], approximately 90% of the optimal investment decisions $\gamma_i$ in the original model are located at the boundaries of the interval in $[0.01,0.99]$. Interestingly, in the case of the previously introduced time scaling of the memory variable, this model characteristic changes. For sufficiently small $\Delta t$ the optimal investment decisions ($\gamma_i$) are all located in $(0.01,0.99)$ and not at the boundaries. This can be explained by the very small optimization horizon and the smoothing effect of a large return history. For $\Delta t = 0.1$ the percentage of extreme decisions reduces to 72% and for $\Delta t = 0.01$ all optimal investment decisions are located in the interior. Note that these statements are based on the average of the results of over 100 runs.

Alternatively, we may assume that the investor’s memory does not scale with time, i.e. the number of time steps which corresponds to the agents’ memory is always constant. Simulations show that using a non-scaling memory, i.e. with a memory of a fixed number of time steps, oscillating prices for an explicit Euler discretization can be observed for all chosen timesteps (see fig. 2). Averaging over 100 runs also indicates that the percentage of extreme decisions remain approximately around 90% for any chosen time discretization. The possibility to study further scales of the Levy-Levy-Solomon model is left for future research.

The Franke-Westerhoff Model  Analog to the Levy-Levy-Solomon model, we interpret the Franke-Westerhoff Model as an explicit Euler-type discretization of a a system of ordinary and stochastic differential equations with $\Delta t = 1$. Under this assumption, we introduce the following rescaled version of agents’ dynamics in the Franke-Westerhoff Model as a first step towards a time-continuous model ($\Delta t > 0$),

$$n^f(t + \Delta t) = n^f(t) + \Delta t n^c(t)\pi^f(a(t,P,n^f,n^c)) - \Delta t n^f(t)\pi^f(a(t,P,n^f,n^c)),$$

$$n^c(t + \Delta t) = n^c(t) + \Delta t n^f(t)\pi^fc(a(t,P,n^f,n^c)) - \Delta t n^c(t)\pi^fc(a(t,P,n^f,n^c)).$$  \hspace{1cm} (12)
Figure 1: Simulations of time continuous Levy-Levy-Solomon model with scaled memory variable and different time discretizations. Further parameters as defined in table I with $\sigma_\gamma = 0.2$.

For a detailed definition of the model we refer to the appendix A.2. The corresponding ordinary differential equations (ODE) of the dynamics (12) are given by,

\[
\frac{d}{dt}n^f(t) = n^c(t)\pi^{cf}(a(t, P, n^f, n^c)) - n^f(t)\pi^{fc}(a(t, P, n^f, n^c)),
\]
\[
\frac{d}{dt}n^c(t) = n^f(t)\pi^{fc}(a(t, P, n^f, n^c)) - n^c(t)\pi^{cf}(a(t, P, n^f, n^c)).
\]  

(13)

As the stock price dynamics include random terms, we interpret the original model as an Euler-Mayurama discretization. Hence, we obtain the following rescaled stock price dynamics,

\[ P(t) = P(t - \Delta t) + \mu \Delta t D^{FW}(t) + \sqrt{\Delta t} \mu (n^f(t) \sigma_f + n^c(t) \sigma_c) \eta, \quad \eta \sim \mathcal{N}(0, 1). \]  

(14)

For a detailed definition of $D^{FW}$ we refer to appendix A.2. The SDE corresponding to equation (14) is given as,

\[ dP = \mu D^{FW}(t) dt + \mu (n^f(t) \sigma_f + n^c(t) \sigma_c) dW. \]  

(15)
The SDE is interpreted in the Itô sense and the usual notation for SDEs is employed. Hence, the time continuous Franke-Westerhoff model reads,

\[
\begin{align*}
    dP(t) &= \mu \, D^{FW}(t) \, dt + \mu(n_f(t) \, \sigma_f + n_c(t) \, \sigma_c) \, dW, \\
    \frac{d}{dt}n_f(t) &= n_c(t)\pi^cf(a(t, P, n_f^c)) - n_f(t)\pi^{fc}(a(t, P, n_f^f, n_c^c)), \\
    \frac{d}{dt}n_c(t) &= n_f(t)\pi^{fc}(a(t, P, n_f^f, n_c^c)) - n_c(t)\pi^cf(a(t, P, n_f^c, n_c^c)).
\end{align*}
\]

(16)

We derived the ODE-SDE system (16) from the original Franke-Westerhoff Model via the rescaled ODE system (12) and the SDE (15). For a detailed introduction to the Franke-Westerhoff model, we refer to the appendix A.2. In order to clarify the validity of the derived continuum limit, we perform numerical tests.

We first run the model with the parameters presented by Franke and Westerhoff [33] and choose the time step \(\Delta t\) to be \(\Delta t = 1\). The qualitative results are identical to the original model (see fig. 3). If we change the noise level of the fundamentalist to \(\sigma_f = 1.15\), we obtain...
a blow up of the dynamics (see fig. 4). By blow up we mean that the numerical solution of our equation tends to infinity at finite time. This is an undesirable model characteristic since a minor change in the model parameters has led to an unfeasible model. This is expected as the only difference is the missing additional constraint (17) for the switching probabilities (cf. Remark 1 in appendix A.2).

Figure 3: Franke-Westerhoff model with explicit Euler discretization. Parameters as in table 3.

Figure 4: Blow up in the dynamics of the Franke-Westerhoff model with explicit Euler discretization. Parameters as in table 3 with σ_f = 1.15.

One might expect that the large time step Δt = 1 may be the reason for the numerical instability. The fig. 5 reveals that we still obtain a blow up even for time step Δt = 0.1. The reason for the blow up are visible in fig. 6. The values for n_f(t) and n_c(t) leave the interval of [0, 1] while preserving the relation n_f(t) + n_c(t) = 1. Subsequently this leads to a failure in the price calculation.

It appears Franke and Westerhoff have been aware of this model behavior since they have stated the following additional constraint in [32, 33],

$$\pi^c_f(a(t_{k-1})) = \min\{1, \nu \exp(a(t_{k-1}))\},$$
$$\pi^c_f(a(t_{k-1})) = \min\{1, \nu \exp(-a(t_{k-1}))\},$$

(17)
to their original model [31] introduced in 2009. This additional constraint clearly guarantees the bounds [0, 1] of the fractions of chartists and fundamentalists n_f, n_c. Thus, this additional
constraint prevents the dynamics from blowing up. We will show in the next section 3.2 that this constraint can be rendered redundant by applying an improved time discretization.

### 3.2 Robust Formulation of Franke-Westerhoff Model

In this section we further analyze the stability problem of the Franke-Westerhoff model in the case additional constraint (17) is not enforced. We first show, that the continuous SDE-ODE system (16) is stable without constraint (17). Based on this result, we show that the stability of the continuous system is preserved for all parameter sets when applying an improved semi-implicit time discretization.

In the previous section, we have shown numerically that the blow up of the dynamics is caused by the violations of the bounds $[0, 1]$ of the agents’ fractions. Proposition 1 shows that these violations are caused by the numerical scheme and are not inherited from the continuous dynamics itself.

**Proposition 1.** Any solution of the SDE-ODE system (16) remains in the set $V := \mathbb{R} \times U$ with $U := \{(x_1, x_2)^T \in \mathbb{R}|x_1 \geq 0, x_2 \geq 0, x_1 + x_2 \leq 1\}$.

For the proof we refer to appendix A.1. Proposition 1 shows that the observed blow ups are introduced by the discretization of the SDE-ODE system (16). In order to avoid the
instabilities we introduce the following semi-implicit Euler discretization,

\[ P(t + \Delta t) = P(t) + \Delta t \mu D^{FW}(t) + \sqrt{\Delta t} \mu (n^f(t) \sigma_f + n^c(t) \sigma_c) \eta, \quad \eta \sim N(0, 1), \]

\[ n^f(t + \Delta t) = n^f(t) + \Delta t \left[ n^c(t + \Delta t) \pi_f(a(t, P, n^f, n^c)) - n^f(t + \Delta t) \pi_f(a(t, P, n^f, n^c)) \right], \]

\[ n^c(t + \Delta t) = n^c(t) + \Delta t \left[ n^f(t + \Delta t) \pi_c(a(t, P, n^f, n^c)) - n^c(t + \Delta t) \pi_c(a(t, P, n^f, n^c)) \right]. \]

(18)

In appendix A.2 we show that the semi-implicit scheme (18) can be rewritten in explicit form (see equation (37)). Due to this, the computational cost of the explicit and the semi-implicit schemes are comparable. The scheme satisfies a first order convergence rate. This semi-implicit scheme (18) preserves the invariant properties of system (16), which is a strong stability result.

**Proposition 2.** For all \( \Delta t > 0 \) and correct initial conditions \((P(t_0), n^f(t_0), n^c(t_0)) \in V\) the numerical solution \((P(t_0 + k \Delta t), n^f(t_0 + k \Delta t), n^c(t_0 + k \Delta t)) \in V, k = 0, 1, ..., N\) defined by the scheme in (18) remains in the set V for any number \( N \in \mathbb{N} \) and step size \( \Delta t > 0 \).

For the proof we refer to appendix A.1. This shows that an improved numerical discretization can retain the invariance property of the SDE-ODE system for any time step \( \Delta t > 0 \) and arbitrary choices of constants. This is a huge advantage in comparison of the original model, formulated as a system of difference equations. In particular, the semi-implicit discretization renders the additional constraints (17) as introduced by Franke-Westerhoff in [32] redundant. We conclude with a numerical example of the semi-implicit discretization (18) showing the effectiveness of the semi-implicit time discretization.

![Figure 7: Franke-Westerhoff model with semi-implicit discretization. Parameters as in table table 3 with \( \sigma_f = 1.15 \).](image)

### 4 Probabilistic Description

In this section we derive starting from time continuous dynamical system the corresponding mesoscopic description. More precisely we derive the mean field limit of a simplified version of the Levy-Levy-Solomon model. Furthermore, we present a probabilistic description of the Franke-Westerhoff model with the help of the Feynman-Kac formula.
Figure 8: Franke-Westerhoff model with semi-implicit discretization. Parameters as in table 3 with $\sigma_f = 1.15$ and $\Delta t = 0.1$.

### 4.1 Levy-Levy-Solomon Model

In this section, we want to derive the mean field limit of a simplified version of the Levy-Levy-Solomon model. We assume that the investment propensities $\gamma_i$ are constants and the dividend $Z : \mathbb{R} \to \mathbb{R}_{\geq 0}$ is continuously differentiable and the derivative $|\dot{Z}| \leq B$, $B > 0$ is bounded. Furthermore, we assume that the dividend is not random. Thus, the time continuous Levy-Levy-Solomon model for $N$ agents becomes,

$$
\begin{align*}
\dot{w}_i(t) &= (1 - \gamma_i) r w_i(t) + \gamma_i w_i(t) \frac{\dot{S}(t) + Z(t)}{S(t)}, \\
    w_i(0) &= w_i^0, \\
    S(t) &= \frac{1}{N} \sum_{k=1}^{N} \gamma_k w_k(t), \quad i = 1, \ldots, N.
\end{align*}
$$

So far we have no explicit ODE system because the right hand side of our differential equation depends on the differential of the stock price. The wealth dynamics can be rewritten in matrix form as,

$$
\begin{align*}
(I - \text{diag}(\gamma) \frac{w(t)\gamma^T}{\gamma^T w(t)}) \dot{w}(t) &= \text{diag}((e - \gamma) r) w(t) + \frac{N}{\gamma^T w(t)} \text{diag}(Z(t) \gamma) w(t),
\end{align*}
$$

where $w(t) \in \mathbb{R}_{\geq 0}^N$, $\gamma = (\gamma_1, \ldots, \gamma_N)^T \in (0, 1)^N$, $e := (1, \ldots, 1)^T \in \mathbb{R}^N$ and $I \in \mathbb{R}^{N \times N}$ is the identity matrix. We define,

$$
\Sigma(w(t)) := \left(I - \text{diag}(\gamma) \frac{w(t)\gamma^T}{\gamma^T w(t)}\right).
$$

In order to derive an explicit ODE system we need to invert the matrix $\Sigma(w(t))$. Notice that,

$$
\Sigma(w(t)) = I - P(w(t)),
$$

holds with,

$$
P(w(t)) := \begin{pmatrix}
\gamma_1 w_1(t) \\
\vdots \\
\gamma_n w_n(t)
\end{pmatrix} \begin{pmatrix}
\gamma_1 & \gamma_2 & \cdots & \gamma_n
\end{pmatrix}.
$$
The inverse \( \Sigma^{-1}(w(t)) \) can be computed by a Neumann series expansion, since \( ||P(w(t))||_1 < 1 \) holds. We get,
\[
\Sigma^{-1}(w(t)) = (I - P(w(t)))^{-1} = \sum_{k=0}^{\infty} P^k(w(t)) = I + \frac{1}{1-\alpha} P(w(t)),
\]
with \( \alpha := \text{trace}(P(w(t))) = \frac{1}{\gamma^T w(t)} \sum_{i=1}^{N} \gamma_i^2 w_i(t) \). Thus, our explicit ODE system reads,
\[
\begin{align*}
\dot{w}(t) &= \Sigma^{-1}(w(t)) \text{ diag } ( (e - \gamma) r ) w(t) + \frac{\gamma N}{\gamma^T w(t)} \Sigma^{-1}(w(t)) \text{ diag } (Z(t) \gamma) w(t), \\
\text{and for the i-th agent we get,} \\
\dot{w}_i(t) &= r w_i(t) + \frac{\gamma_i w_i(t) Z(t)}{\sum_{j=1}^{N} (1 - \gamma_j) \gamma_j w_j(t)}, \\
w(0) &= w^0,
\end{align*}
\]

**Proposition 3.** We assume that the dividend \( Z : \mathbb{R} \rightarrow \mathbb{R}_{\geq 0} \) is continuously differentiable and the derivative \( |\dot{Z}| \leq B, B > 0 \) is bounded. Then the ODE system (19) has a unique solution on \([0, \infty])\).

For a detailed proof we refer to the Appendix A.1

### 4.1.1 Mean Field Limit of Simplified Levy-Levy-Solomon Model

We employ the empirical measure to derive the mean field limit equation of our ODE system (19). The idea is to connect the solution of the system (19) to solutions of the mean field equation. The empirical measure associated to the solutions \( X_N := (w_1(t), \gamma_1, w_2(t), \gamma_2, \ldots, w_N(t), \gamma_N), \ t \in [0, \infty) \) is,
\[
\mu_N^X : [0, \infty) \rightarrow \mathcal{P}(\mathbb{R}_{\geq 0} \times (0, 1)), \quad \mu_N^X(t, w, \gamma) = \frac{1}{N} \sum_{k=1}^{N} \delta(w - w_k(t)) \delta(\gamma - \gamma_k),
\]
where \( \mathcal{P}(\mathbb{R}_{\geq 0} \times (0, 1)) \) denotes the space of probability measures on \( \mathbb{R}_{\geq 0} \times (0, 1) \). We consider a test function \( \phi \in C^1_c(\mathbb{R}_{\geq 0} \times (0, 1)) \) and compute,
\[
\begin{align*}
\frac{d}{dt} \langle \mu_N^X(t), \phi(w, \gamma) \rangle &= \frac{1}{N} \sum_{k=1}^{N} \frac{d}{dt} \phi(w_k(t), \gamma_k) \\
&= \frac{1}{N} \sum_{k=1}^{N} \frac{\partial}{\partial w} \phi(w_k(t), \gamma_k) \cdot \dot{w}_k(t) \\
&= \frac{1}{N} \sum_{k=1}^{N} \frac{\partial}{\partial w} \phi(w_k(t), \gamma_k) \cdot \left( r w_k(t) + \frac{\gamma_k w_k(t) Z(t)}{\sum_{j=1}^{N} (1 - \gamma_j) \gamma_j w_j(t)} \right) \\
&= \left\langle \mu_N^X(t), \frac{\partial}{\partial w} \phi(w, \gamma) \cdot r w \right\rangle \\
&\quad + \left\langle \mu_N^X(t), \frac{\partial}{\partial w} \phi(w, \gamma) \cdot \frac{\gamma w Z(t)}{\sum_{j=1}^{N} (1 - \gamma_j) \gamma_j w_j(t)} \right\rangle.
\end{align*}
\]
Here, we have used $\langle \cdot \rangle$ as shorthand notation for the $L_2$ inner product on $\mathbb{R}_{>0} \times (0,1)$. We define,

$$F[\mu^N_X(t)](t) := \frac{1}{N} \sum_{k=1}^{N} (1 - \gamma_k) \gamma_k w_k(t)$$

$$= \langle \mu^N_X(t), (1 - \gamma) \gamma w \rangle$$

$$= \int_{\mathbb{R}_{>0}} \int_{0}^{1} w \gamma (1 - \gamma) \mu^N_X(\gamma, w, t) \, d\gamma dw,$$

and we thus get,

$$\frac{d}{dt} \langle \mu^N_X(t), \phi(\gamma, w) \rangle = \langle \mu^N_X(t), \frac{\partial}{\partial w} \phi(\gamma, w) \left[ r \, w + \frac{\gamma \, w \, Z(t)}{F[\mu^N_X(t)]} \right] \rangle.$$

Then, we integrate by parts and obtain,

$$\left. \langle \partial \mu^N_X(t)/\partial t + \frac{\partial}{\partial w} \left[ r \, w + \frac{\gamma \, w \, Z(t)}{F[\mu^N_X(t)]} \right] \mu^N_X \right|_0^{\mu^N} = 0. \quad (20)$$

Equation (20) is the weak form of the mean field PDE,

$$\frac{\partial}{\partial t} f(t, w, \gamma) + \frac{\partial}{\partial w} \left( r \, w \, f(t, w, \gamma) + \frac{\gamma \, w \, Z(t)}{\int w \, \gamma' (1 - \gamma') \, f(t, w, \gamma) \, dw \, d\gamma} \right) = 0. \quad (21)$$

For a rigorous prove of the mean field limit, we apply the method originally used by Dobrushin [28]. The key idea is to derive a stability estimate which enables to prove the convergence of the ODE system (19) to the mean field equation (21). We follow the presentation by Golse [35]. The convergence is obtained in the space of probability measures $\mathcal{P}$ and we use the Wasserstein distance. For our purposes we solely need the 1-Wasserstein distance which is defined as follows

**Definition 2.** Let $\mu$ and $\nu$ two probability measures on $\mathbb{R}_{>0} \times (0,1)$. Then, the 1-Wasserstein distance $\text{dist}_W(\nu, \mu)$ between the measures $\nu$ and $\mu$ is defined by,

$$\text{dist}_W(\nu, \mu) := \inf_{\pi \in \Pi(\nu, \mu)} \int_{\mathbb{R} \times \mathbb{R}} |x - y| \, \pi(dx, dy),$$

where $\Pi(\nu, \mu)$ is the space of probability measures on $\mathbb{R}_{>0} \times (0,1) \times \mathbb{R}_{>0} \times (0,1)$ such that the marginals of $\pi$ are $\mu$ and $\nu$, respectively, i.e. $\int f(x, \cdot) \, d\pi(x, y) = d\mu(x)$ and $\int f(\cdot, y) \, d\pi(x, \cdot) = d\nu(y)$.

Furthermore, we introduce the push-forward notion for a measurable map $\Phi : \mathbb{R}_{>0} \times (0,1) \rightarrow \mathbb{R}_{>0} \times (0,1)$ and measure $\mu \in \mathcal{P}(\mathbb{R}_{>0} \times (0,1))$. The measure $\nu \in \mathcal{P}(\mathbb{R}_{>0} \times (0,1))$ is denoted by $\nu = \Phi#\mu$, if

$$\nu(B) = \mu(\Phi^{-1}(B)),$$

holds for any set $B \subset \mathbb{R}_{>0} \times (0,1)$. Notice that the mean field equation (21) can be rewritten for probability measures and that the solutions need to be understood in the sense of distributions. We are ready to proof the mean field limit of the ODE system (19) to the mean field equation (21).
Theorem 1. Let $f^0$ be a probability density on $\mathbb{R}_{>0} \times (0,1)$ such that,

$$0 < \int_{\mathbb{R} \times (0,1)} w \gamma (1 - \gamma) f^0(w,\gamma) \, dwd\gamma < \infty.$$ 

Then the Cauchy problem for the mean field PDE,

$$\left\{ \begin{array}{l}
\frac{\partial}{\partial t} f(t,w,\gamma) + \frac{\partial}{\partial w} \left( r w f(t,w,\gamma) + \frac{\gamma w Z(t)}{\sum_{j=1}^{N} (1 - \gamma_j) \gamma_j w_j(t)} f(t,w,\gamma) \right) = 0, \\
 f(0,w,\gamma) = f^0,
\end{array} \right.$$ 

has a unique weak solution in $C(\mathbb{R}_{>0} \times (0,1))$. Then the ODE system with initial conditions $X^0_N = (w^0_1, \ldots, w^0_N, \gamma^0_N)$

$$\left\{ \begin{array}{l}
\dot{w}_i(t) = rw_i(t) + \frac{\gamma_i w_i(t) Z(t)}{\sum_{j=1}^{N} (1 - \gamma_j) \gamma_j w_j(t)}, \\
 w_i(0) = w^0_i,
\end{array} \right.$$ 

where $\gamma_i \in (0,1)$, $w_i \in \mathbb{R}_{>0}$ has a unique solution denoted by $X_N = (w_1(t), \gamma_1, \ldots, w_N(t), \gamma_N)$, $t \in [0,T]$. If the empirical measure,

$$\mu_X = \frac{1}{N} \sum_{i=1}^{N} \delta(w - w_i(0)) \delta(\gamma - \gamma_i),$$

satisfies,

$$\text{dist}_W(\mu_X, f^0) \to 0, \quad \text{as } N \to \infty,$$

then,

$$\mu_X \rightharpoonup f(t,\cdot) \mathcal{L}, \quad \text{as } N \to \infty,$$

in the weak topology of probability measures, where $\mathcal{L}$ denotes the Lebesgue measure on $\mathbb{R}_{>0} \times (0,1)$. Furthermore, the convergence rate is given by,

$$\text{dist}_W(\mu_{X_N}, f(t,\cdot) \mathcal{L}) \leq e^{Mt} \text{dist}_W(\mu_X^0, f^0) \to 0$$

as $N \to \infty$ for each $t \in [0,T]$.

We aim to show the advantages of such a mesoscopic description in comparison to the microscopic agent dynamics. As short example we present the possibility to derive an explicit solution of the mean field equation \[21\].

**Explicit Solution** An explicit solution can be derived with the following ansatz,

$$f(t,w,\gamma) = \frac{c}{w} \exp\{-\ln(w) - B(t,\gamma)\}.$$ 

Here $c > 0$ denotes a normalization constant and the function $B(t,\gamma)$ can be easily obtained by plugging the ansatz in equation \[21\]. Thus, $B$ is given by,

$$B(t,\gamma, A) = \int_{0}^{t} \left( r + \frac{\gamma Z(s)}{A(s)} \right) ds + \bar{c}, \quad \bar{c} \in \mathbb{R}.$$
Notice that $B$ implicitly depends on the function $f$ by the operator,

$$A(t) := \int \int w' \gamma' (1 - \gamma') f(t, \gamma', w') \, dw' \, d\gamma'.$$

Hence, in order to obtain an explicit solution the fixed point equation,

$$A(t) := \int \int w' \gamma' (1 - \gamma') \frac{c}{w} \exp\{-(\ln(w) - B(t, \gamma, A))^2\} \, dw' \, d\gamma',$$

needs to be solved for each time $t$. Thus, we can deduce that the solution is of the type of a log-normal probability distribution.

### 4.2 Franke-Westerhoff Model

We consider the following time continuous SDE-ODE model,

$$dP = \mu - \frac{n^f}{1 - \mu} \frac{n^c \phi (F - P)}{\chi} \, dt + \mu - \frac{n^c \sigma_f + n^e \sigma_e}{1 - \mu} \frac{n^c \sigma_f + n^e \sigma_e}{\chi} \, dW,$$

$$\frac{d}{dt} n^f = n^f \pi^f (a) - n^f \pi^c (a),$$

$$\frac{d}{dt} n^c = n^c \pi^c (a) - n^c \pi^c (a).$$

Notice that we have reformulated the naive time continuous limit into an explicit ODE-SDE system. In order to ensure well-posedness we assume that $\chi \in (0, 1)$ holds. As discussed for the Levy-Levy-Solomon model in section 3.1 we emphasize that our choice of time scaling is one particular of several possible. For simplicity we reduce the dimensions of the system by defining

$$n = n^f - n^c.$$

Then the dynamics can be immediately rewritten as,

$$dP = \mu - \frac{n^f}{1 - \mu} \frac{n^c \phi (F - P)}{\chi} \, dt + \mu - \frac{n^c \sigma_f + n^e \sigma_e}{1 - \mu} \frac{n^c \sigma_f + n^e \sigma_e}{\chi} \, dW,$$

$$\frac{d}{dt} n = -(1 - n) \pi^f (a(P, n)) - (n + 1) \pi^c (a(P, n)).$$

The the right hand side of the SDE-ODE system is continuously differentiable and thus locally Lipschitz continuous. This immediately gives the existence of a unique solution on a finite time interval. The following Proposition is a simple application of the famous Feynman-Kac formula [45].

**Proposition 4.** We assume that the stochastic process defined by the differential system has a probability distribution function which is a $C^2$ function. We denote the corresponding probability distribution function by $f(t, p, n)$, $p, n \in \mathbb{R}$. Then $f$ satisfies the following Fokker-Planck type equation,

$$\partial_t f(t, p, n) + \partial_p \left( \mu - \frac{1+n}{2} \frac{\phi (F - p)}{\chi} \right) f(t, p, n)$$

$$+ \partial_n \left( [-(1 - n) \pi^f (a(p, n)) - (n + 1) \pi^c (a(p, n))] f(t, p, n) \right) = \frac{\mu^2}{2} \frac{(1+n) \sigma_f + n^e \sigma_e)^2}{(1 - \mu \frac{n^c}{\chi})^2} \partial_{pp} f(t, p, n).$$

$$20$$
The PDE (24) can be analyzed with respect to steady states, convergence rates or phase transitions. Exemplarily we study the steady state behavior of an observable quantity. We consider the weak form of equation (24) and test with the function \( \psi(n) = \delta(n) \). Thus we obtain the weak form of the function \( g(t, p) = f(t, p, n = 0) \) which satisfies,

\[
\partial_t g(t, p) + \partial_p \left( \left[ \mu \frac{\phi}{1 - \frac{\mu}{2} \chi} \right] g(t, p) \right) = \frac{\mu^2 (\sigma_f + \sigma_c)^2}{8 (1 - \frac{\mu}{2} \chi)^2} \partial_{pp}^2 g(t, p). \tag{25}
\]

For simplicity, we define the constants,

\[
\tilde{\phi} := \mu \frac{\phi}{1 - \frac{\mu}{2} \chi}, \quad \sigma^2 := \frac{\mu^2 (\sigma_f + \sigma_c)^2}{4 (1 - \frac{\mu}{2} \chi)^2},
\]

and thus the corresponding steady state equation reads,

\[
\partial_p \left( \left[ \tilde{\phi} (F - p) \right] g_\infty(p) \right) = \frac{\sigma^2}{2} \partial_{pp}^2 g_\infty(p).
\]

The steady state solution is then of Gaussian type and given by,

\[
g_\infty = \tilde{c} \exp \left\{ -\frac{\tilde{\phi}}{\sigma^2} (p^2 - p F) \right\},
\]

with normalization constant \( \tilde{c} > 0 \).

5 Conclusion

In this study, we derived the time-continuous formulations of the difference equations used in the Levy-Levy-Solomon and the Franke-Westerhoff model. On the example of the Levy-Levy-Solomon model, we showed that these continuous formulations are not unique. Then, we showed that the numerical instabilities present in the standard Franke-Westerhoff model are not present in the time-continuous SDE-ODE system but stem from the explicit Euler discretization and can be alleviated by applying a proper semi-implicit Euler discretization. In this manuscript, we showed the immanent importance of the proper choice of numerical discretization to the model behavior. As a consequence, we strongly recommend to model ABCEM models on the continuous level as this allows for studying different time scales and the effects of different time discretizations, some of which may be suitable to overcome additional constraints for stability. Furthermore, a continuous formulation allows for the derivation of PDE models which may be simpler to analyze than the original ABCEM models. Furthermore, we have given an introduction to kinetic theory and have presented the mean field limit. We have derived the mesoscopic description of variants of the Levy-Levy-Solomon and Franke-Westerhoff model. Especially, we were able to characterize the shape of the solution of the mesoscopic Levy-Levy-Solomon model and the steady state distribution of the Franke-Westerhoff model. These examples already reveal the opportunities to derive analytical results of mesoscopic models. In addition, we can expect that a mesoscopic description usually reduces the costs in comparison to the microscopic system remarkably.
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A Appendix

A.1 Analysis

The proof of the Proposition 1 is given by:

**Proof.** Since we consider a stochastic Itô integral it is clear that $P$ remains in $\mathbb{R}$. It remains to show that $U := \{(x_1, x_2)^T \in \mathbb{R}|x_1 \geq 0, \ x_2 \geq 0, \ x_1 + x_2 \leq 1\}$ is an invariant set for the equations (13). We define,

$$f_1(x_1, x_2) := x_2 \pi^f - x_1 \pi^c,$$

$$f_2(x_1, x_2) := x_1 \pi^f - x_2 \pi^c,$$

and show the invariance of $U^+ := \{(x_1, x_2)^T \in \mathbb{R}|x_1 \geq 0, \ x_2 \geq 0\}$. We directly obtain that $f_1(0, x_2) = x_2 \pi^f > 0$ and $f_2(x_1, 0) = x_1 \pi^f > 0$ holds and thus $U^+$ is positive invariant. Secondly, we define $\phi(x_1, x_2) = x_1 + x_2$ and consequently $\phi$ is an invariant set of our ODE system (13).

The proof of the Proposition 2 reads:

**Proof.** Since the Euler-Maruyama method updating rule is simply a sum of real numbers and the real line is a closed set for any stock price, $P \in \mathbb{R}$ holds. The updating rule of the agents’ fraction can be rewritten as follows,

$$n^f(t_0 + (k+1)\Delta t) = \frac{n^f(t_0 + k\Delta t) + \Delta t \pi^f c(a(t_0 + k\Delta t))}{1 + \Delta t(\pi^f c(a(t_0 + k\Delta t)) + \pi^f c(a(t_0 + k\Delta t)))},$$

$$n^c(t_0 + (k+1)\Delta t) = \frac{n^c(t_0 + k\Delta t) + \Delta t \pi^f c(a(t_0 + k\Delta t))}{1 + \Delta t(\pi^f c(a(t_0 + k\Delta t)) + \pi^f c(a(t_0 + k\Delta t)))}.$$

Then, we can perform a simple induction. We assume that $0 < n^f(t_0 + k\Delta t) < 1, 0 < n^c(t_0 + k\Delta t) < 1$ holds and obtain,

$$n^f(t_0 + (k+1)\Delta t) = \frac{n^f(t_0 + k\Delta t) + \Delta t \pi^f c(a(t_0 + k\Delta t))}{1 + \Delta t(\pi^f c(a(t_0 + k\Delta t)) + \pi^f c(a(t_0 + k\Delta t)))} \
\leq \frac{n^f(t_0 + k\Delta t) + \Delta t \pi^f c(a(t_0 + k\Delta t)) + n^c(t_0 + k\Delta t) + \Delta t \pi^f c(a(t_0 + k\Delta t))}{1 + \Delta t(\pi^f c(a(t_0 + k\Delta t)) + \pi^f c(a(t_0 + k\Delta t)))} = 1,$$

$$n^c(t_0 + (k+1)\Delta t) = \frac{n^c(t_0 + k\Delta t) + \Delta t \pi^f c(a(t_0 + k\Delta t))}{1 + \Delta t(\pi^f c(a(t_0 + k\Delta t)) + \pi^f c(a(t_0 + k\Delta t)))} \
\leq \frac{n^f(t_0 + k\Delta t) + \Delta t \pi^f c(a(t_0 + k\Delta t)) + n^c(t_0 + k\Delta t) + \Delta t \pi^f c(a(t_0 + k\Delta t))}{1 + \Delta t(\pi^f c(a(t_0 + k\Delta t)) + \pi^f c(a(t_0 + k\Delta t)))} = 1,$$

since $\pi^f, \pi^c > 0$ holds by definition and we have used that $n^f + n^c = 1$ holds. The previous inequality shows that $n^f(t_0+(k+1)\Delta t), n^c(t_0+(k+1)\Delta t)$ remain in the set $U$ for all $k \in \mathbb{N}$. 


The proof of Proposition 3.

Proof. The potential singularity in the second term of the right-hand side of equation (19) might cause difficulties. We need to ensure that,

$$\frac{1}{N} \sum_{j=1}^{N} (1 - \gamma_j) \gamma_j w_j(t) > 0, \quad \forall \ t \in [0, \infty),$$

holds to obtain existence and uniqueness on $t \in [0, \infty)$. We define for an arbitrary but fixed number of agents $N \in \mathbb{N}$ the function,

$$F : \mathbb{R}_>^N \times [0, \infty) \rightarrow \mathbb{R}^N, \ (w_1, ..., w_N, t)^T \mapsto \left( \begin{array} {c} rw_1 + \frac{\gamma_1 w_1 Z(t)}{\frac{1}{N} \sum_{j=1}^{N} (1 - \gamma_j) \gamma_j w_j} \\ \vdots \\ rw_N + \frac{\gamma_N w_N Z(t)}{\frac{1}{N} \sum_{j=1}^{N} (1 - \gamma_j) \gamma_j w_j} \end{array} \right).$$

The function $F(w, t)$ is continuously differentiable for all $w = (w_1, ..., w_N)^T$. Thus, the function $F(w, t)$ is locally Lipschitz. We have for $i, j = 1, ..., N$,

$$DF_{i,j} = -\frac{\gamma_i w_i Z(t)}{\frac{1}{N} \sum_{k=1}^{N} (1 - \gamma_k) \gamma_k w_k} + \delta_{ij} \left( r + \frac{\gamma_j Z(t)}{\frac{1}{N} \sum_{k=1}^{N} (1 - \gamma_k) \gamma_k w_k} \right).$$

We define a weighted $\| \cdot \|_{1w}$ norm,

$$\|x\|_{1w} := \frac{1}{N} \sum_{i=1}^{N} \gamma_i (1 - \gamma_1) |x_i|, \ x \in \mathbb{R}^{N \times 1}.$$

Thus, we can rewrite the Matrix $DF$,

$$DF_{i,j} = -\frac{\gamma_i w_i Z(t)}{\|w\|_{1w}^2} \left( \frac{1}{N} \sum_{k=1}^{N} (1 - \gamma_k) \gamma_k w_k \right) + \delta_{ij} \left( r + \frac{\gamma_j Z(t)}{\|w\|_{1w}} \right).$$

We get,

$$\|DF\|_1 = \max_{\|x\|_{1w}=1} \|DF \ x\|_{1w} = \max_{j=1, ..., N} \frac{1}{N} \sum_{i=1}^{N} \gamma_i (1 - \gamma_i) |DF_{i,j}|.$$

Then, we can immediately deduce the inequality,

$$\|DF\|_1 \leq Z(t) \left( \frac{\|w\|_{1w}}{\|w\|_{1w}^2} + \frac{1}{\|w\|_{1w}} \right) + r,$$

and obtain as Lipschitz constant,

$$L := \left( r + \max_{t \in [0, t_1]} Z(t) \cdot \max_{w \in (a, a+\epsilon)^N} \frac{2}{\|w\|_{1w}} \right).$$
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We have for $\mathbf{w}, \tilde{\mathbf{w}} \in (a, a + \epsilon)^N \subset \mathbb{R}^N_{>0}, \epsilon > 0, \ t \in [0, t_1] \subset [0, \infty),$
\[ ||F(\mathbf{w}, t) - F(\tilde{\mathbf{w}}, t)|| \leq L ||\mathbf{w} - \tilde{\mathbf{w}}||.\]

Obviously, the Lipschitz constant $L$ blows up if we run in the singularity, thus we cannot state a global Lipschitz constant. Furthermore, $L$ is decreasing with respect to $a$ for fixed $\epsilon > 0$, which is the lower interval boundary of our wealth variable. The initial conditions of our ODE system are positive $w_i^0 > 0$ and by assumption $\gamma_i \in (0, 1)$. Hence, the Picard-Lindelöf theorem gives us existence and uniqueness on an interval $[0, t_1]$, $t_1 \in (0, \infty)$. Especially,
\[ \frac{1}{N} \sum_{j=1}^{N} (1 - \gamma_j) \gamma_j w_j(t) \geq \frac{1}{N} \sum_{j=1}^{N} (1 - \gamma_j) \gamma_j w_j(0) > 0, \ \forall \ t \in [0, t_1], \]
holds. Therefore, we can apply the Picard-Lindelöf theorem iteratively on the intervals $[t_k, t_{k+1}], k \geq 1$. The Lipschitz constant is not increasing for each interval (growth of dividend is bounded). Hence, we get inductively existence and uniqueness on $[0, \infty)$.

The proof of Theorem 1.

Proof. We split the proof in three parts. First we define the mean field characteristic flow and show existence of a unique solution. This directly gives existence and uniqueness of a solution of our Cauchy problem. Secondly we derive the Dobrushin inequality for our mean field PDE. Finally, we connect the mean field PDE with help of the Dobrushin estimate to the microscopic system and proof convergence in the mean field limit.

Mean Field Characteristic Flow: We have,
\[ c := \int \xi_2 (1 - \xi_2) \mu^0(d\xi_1, d\xi_2) < \infty, \]
and define the weighted $L^1$ space,
\[ L^1_w := \left\{ p : \mathbb{R}_{>0} \times (0, 1) \rightarrow \mathbb{R}^2 \text{ measurable function}, \int_{\mathbb{R}_{>0} \times (0, 1)} |p(y)| y_2(1 - y_2) \mu^0(dy_1, dy_2) < \infty \right\}. \]
The weight is a positive measurable function and thus our space is a Banach space. Then, we define the sequence $(W^n)_{n \geq 0},$
\[ W^{n+1}_1(t, \xi) = \left( W^n_1(t, \xi), W^n_2(s, \xi) \right), \]
\[ W^n_2(t, \xi) = \left( \xi_1, \xi_2 \right), \ \xi_2 \in (0, 1), \ \xi_1 > 0. \]
The second component of our ODE system does not change over time, we thus have,
\[ W^n_2(t, \xi) = \xi_2, \ \forall n \in \mathbb{N}. \]
We use the special structure of our original $N$–particle ODE system to observe,

$$
\left\| W^{n+1}(t, \cdot) - W^n(t, \cdot) \right\|_{L^1_w} = \left\| W^{n+1}_1(t, \cdot) - W^n_1(t, \cdot) \right\|_{L^1_w}
\leq \int_0^t r \left\| W^n_1(s, \xi) - W^{n-1}_1(s, \xi) \right\|_{L^1_w} \, ds +
\int_0^t \max_{y \in [0,t]} |Z(y)| \left\| \frac{W^n_1(s, \cdot)}{\int \xi_2'(1 - \xi'_2) W^n_1(s, \xi') \mu^0(\xi'_1, \xi'_2)} - \frac{W^{n-1}_1(s, \cdot)}{\int \xi_2'(1 - \xi'_2) W^{n-1}_1(s, \xi') \mu^0(\xi'_1, \xi'_2)} \right\|_{L^1_w} \, ds
\leq \int_0^t \left( r + \max_{y \in [0,t]} |Z(y)| L \right) \left\| W^n_1(s, \cdot) - W^{n-1}_1(s, \cdot) \right\|_{L^1_w} \, ds
\leq \int_0^t \cdot \cdot \left[ \left( r + \max_{y \in [0,t]} |Z(y)| L \right) \right]^n \left\| W^n_1(s, \cdot) - W_1^0(s, \cdot) \right\|_{L^1_w} \, ds.
$$

We have to discuss the local Lipschitz constant $L$. We define the operator,

$$
\hat{F}[g] = \frac{g(\xi)}{\int g(\xi') \xi'_2(1 - \xi'_2) \mu^0(\xi'_1, \xi'_2)},
$$

where $g \in L^1_w$. The Gâteaux derivative of this operator is given by,

$$
d\hat{F}(\psi) = \left. \frac{d}{dh}\hat{F}[g + h\psi] \right|_{h=0} = \frac{\psi}{\int g(\xi') \xi'_2(1 - \xi'_2) \mu^0(\xi'_1, \xi'_2)} - \frac{g \int \psi(\xi') \xi'_2(1 - \xi'_2) \mu^0(\xi'_1, \xi'_2)}{(\int g(\xi') \xi'_2(1 - \xi'_2) \mu^0(\xi'_1, \xi'_2))^2}.
$$

We have to discuss the operator norm of the Gâteaux derivative,

$$
\sup_{\|\psi\|_{L^1_w} = 1} \left\| \frac{\psi_1}{\int g(\xi') \xi'_2(1 - \xi'_2) \mu^0(\xi'_1, \xi'_2)} - \frac{g \int \psi(\xi') \xi'_2(1 - \xi'_2) \mu^0(\xi'_1, \xi'_2)}{(\int g(\xi') \xi'_2(1 - \xi'_2) \mu^0(\xi'_1, \xi'_2))^2} \right\|_{L^1_w}
\leq \sup_{\|\psi\|_{L^1_w} = 1} \left\| \frac{\psi}{\int g(\xi') \xi'_2(1 - \xi'_2) \mu^0(\xi'_1, \xi'_2)} \right\|_{L^1_w}
+ \left\| \frac{g \int \psi(\xi') \xi'_2(1 - \xi'_2) \mu^0(\xi'_1, \xi'_2)}{(\int g(\xi') \xi'_2(1 - \xi'_2) \mu^0(\xi'_1, \xi'_2))^2} \right\|_{L^1_w}
\leq \sup_{\|\psi\|_{L^1_w} = 1} \left( \frac{\|\psi\|_{L^1_w}}{\|g\|_{L^1_w}} + \frac{\|g\|_{L^1_w}}{\|g\|_{L^1_w}^2} \right) \|\psi\|_{L^1_w} = \frac{2}{\|g\|_{L^1_w}^2} < \infty.
$$

for a fixed function $g \in L^1_w$.

If we return to our original inequality $(\ast)$, we can apply the previous computations. We observe a local Lipschitz constant $L$. Starting from the initial density $W^0(t, \cdot) \in L^1_w$ which satisfies

$$
\left\| W^0_1(t, \cdot) \right\|_{L^1_w} < \infty,
$$
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we can deduce that we never run in the singularity zero. The reason for this is the construction of the sequence, respectively the structure of our ODE. The right hand side of our ODE is positive and thus our solution, respectively the sequence, remains positive.

The dividend is not bounded by definition. Thus, we can obtain for every time interval \([0, T], T \in \mathbb{R}_> 0\) a constant \(M\),

\[
M := r + \max_{y \in [0, T]} |Z(y)| \quad \text{L.} \quad \text{L.} := \frac{2}{||W_1^0(t, \cdot)||_{L^1_w}},
\]

such that the previous inequality \((*)\) holds. Furthermore, we have the inequality,

\[
||W^1(s, \xi) - W^0(s, \xi)||_{L^1_w} = ||W_1^1(t, \xi) - W_1^0(s, \xi)||_{L^1_w}
\]

\[
= \int_{\xi}^t \frac{r \xi Z(y)}{\int_{\xi}(1 - \xi) \xi \mu(\xi, d\xi)} \, dy \xi(1 - \xi) \mu(\xi, d\xi)
\]

\[
\leq \int_{\xi}^t \frac{r \xi Z(y)}{\int_{\xi}(1 - \xi) \xi \mu(\xi, d\xi)} \xi(1 - \xi) \mu(\xi, d\xi) \, dy
\]

\[
\leq \left( rc + \max_{y \in [0, t]} |Z(y)| \right) t.
\]

and finally observe,

\[
||W^{n+1}(t, \cdot) - W^n(t, \cdot)||_{L^1_w} \leq \left( rc + \max_{y \in [0, t]} |Z(y)| \right) \frac{(M t^n)}{n!}.
\]

Hence, we have,

\[
W^n(t, \cdot) \to W(t, \cdot),
\]

uniformly in \(L^1_w\) and \(t \in [0, T]\). Furthermore, \(W \in C(\mathbb{R}_> 0 \times (0, 1), L^1_w)\) satisfies,

\[
W(t, \xi) = \left( \frac{W_1(t, \xi)}{W_2(t, \xi)} \right) = \left( \frac{W_1(s, \xi) + \int_0^t r \xi W_1(s, \xi) + \int_0^t \frac{W_1(s, \xi)}{W_2(s, \xi)} \xi(1 - \xi) \mu(\xi, d\xi)}{W_1(s, \xi) \xi(1 - \xi) \mu(\xi, d\xi)} \right).
\]

(26)

As next step, we prove the uniqueness of our solutions. We assume that \(W(t, \xi), \tilde{W}(t, \xi)\) are two solutions. The uniqueness in the second component is obvious because both solutions have to satisfy the initial conditions. In the first component, we deduce the following inequality,

\[
||W_1(t, \xi) - \tilde{W}_1(t, \xi)||_{L^1_w} \leq \int_{0}^{t} \left( ||W_1(s, \xi) - \tilde{W}_1(s, \xi)||_{L^1_w} \, ds
\]

\[
+ \int_{0}^{t} \xi \left| \frac{Z(s) W_1(s, \xi) \xi(1 - \xi) \mu(\xi, d\xi)}{\int W_1(s, \xi) \xi(1 - \xi) d\xi} \right| \right|_{L^1_w} \right| \right|_{L^1_w} \, ds
\]

\[
\leq \int_{0}^{t} (r + Z(s) \text{L}) \left| ||W_1(s, \xi) - \tilde{W}_1(s, \xi)||_{L^1_w} \right| \, ds.
\]

Then, we immediately observe uniqueness by applying the Gronwall inequality.

The integrant in equation (26) is continuous and thus the function \(t \mapsto W(t, \xi)\) is of class \(C^1\).
on $[0, T]$ and satisfies,
\[
\begin{align*}
\frac{\partial}{\partial t} W(t, \xi) &= \left( r W_1(t, \xi) + \frac{W_1(t, \xi) W_2(t, \xi) Z(t)}{\int W_2(t, \xi) (1 - W_2(t, \xi)) \, W_1(t, \xi) \, \mu^0(d\xi_1, d\xi_2)} \right), \\
W(0, \xi) &= \xi.
\end{align*}
\]
We then finally substitute,
\[
w' = W_1(t, \xi'), \\
\gamma' = W_2(t, \xi'),
\]
and the integral in the denominator is given by,
\[
\int W_1(t, \xi') W_2(t, \xi') (1 - W_2(t, \xi')) \, \mu^0(d\xi') = \int w'(1 - \gamma') \, W(t, \cdot) \# \mu^0(d\xi').
\]
Thus, we have shown the existence and uniqueness of a solution of our mean field characteristic equation. Thanks to the method of characteristics we observe,
\[
f(t, \cdot) \mathcal{L} = W(t, \cdot, f^0 \mathcal{L}) \# f^0 \mathcal{L}, \quad \forall \, t \in \mathbb{R}.
\]
Thus, we can immediately deduce uniqueness of the solution of the Cauchy problem in $C(\mathbb{R}_{>0} \times (0, 1), L^1(\mathbb{R}))$ for the mean field PDE.

**Stability Estimate** Let $\xi, \tilde{\xi} \in \mathbb{R}_{>0} \times (0, 1)$, then we have,
\[
W(t, \xi, \mu^0_1) - W(t, \tilde{\xi}, \mu^0_2) = \xi - \tilde{\xi} \\
\int_0^t r W_1(s, \xi, \mu^0_1) - r W_1(s, \tilde{\xi}, \mu^0_2) + \frac{\xi_2 W_1(s, \xi, \mu^0_1) Z(s)}{\int \xi_1 (1 - \xi_2) \, \mu_1(s, d\xi_1, d\xi_2)} - \frac{\tilde{\xi}_2 W_1(s, \tilde{\xi}, \mu^0_2) Z(s)}{\int \tilde{\xi}_1 (1 - \tilde{\xi}_2) \, \mu_2(s, d\xi_1, d\xi_2)} \, ds.
\]
Then, we do a substitution in the integrals in the denominator and since $\mu_i(t) = W(t, \cdot, \mu^0_i) \# \mu^0_1$ we observe e.g. for $i = 1$,
\[
\int \xi_1 (1 - \xi_2) \, \mu_1(s, d\xi_1, d\xi_2) = \int W_1(s, \xi', \mu^0_1) \, \xi_2 (1 - \xi_2) \, \mu^0_1(d\xi_1, d\xi_2).
\]
We then use the Lipschitz continuity again. By abuse of notation, we use the same notation for our constant although they differ due to different norms we consider,
\[
|W(t, \xi, \mu^0_1) - W(t, \tilde{\xi}, \mu^0_2)| \leq |\xi - \tilde{\xi}| + (r + \max_{y \in [0, t]} |Z(y)| \, L) \int_0^t |W(s, \xi, \mu^0_1) - W(s, \xi, \mu^0_2)| \, ds.
\]
Then, we integrate with respect to the measure $\pi^0 \in \Pi(\mu^0_1, \mu^0_2)$ and use Fubini,
\[
\int |W(t, \xi', \mu^0_1) - W(t, \tilde{\xi}', \mu^0_2)| \, \pi^0(d\xi', d\tilde{\xi}') \leq \int |\xi' - \tilde{\xi}'| \, \pi^0(d\xi', d\tilde{\xi}') \\
+ M \int_0^t \int |W(s, \xi, \mu^0_1) - W(s, \xi, \mu^0_2)| \, \pi^0(d\xi', d\tilde{\xi}') \, ds.
\]
We define,
\[ \Xi[\pi^0](t) := \int |W(t, \xi', \mu^0_1) - W(t, \tilde{\xi}', \mu^0_2)| \pi^0(d\xi', d\tilde{\xi}'). \]
Thus, we can rewrite the inequality above to be,
\[ \Xi[\pi^0](t) \leq \Xi[\pi^0](0) + M \int_0^t \Xi[\pi](s) ds, \]
and can deduce by the Gronwall inequality that,
\[ \Xi[\pi^0](t) \leq \Xi[\pi^0](0) e^{M t}, \]
holds. We then define the map,
\[ \Phi_t : (\xi, \tilde{\xi}) \mapsto (W(t, \xi, \mu^0_1), W(t, \tilde{\xi}, \mu^0_2)), \]
and
\[ \Phi_t \# \pi^0 = \pi(t) \in \Pi(\mu_1(t), \mu_2(t)), \]
since \( \pi^0 \in \Pi(\mu^0_1, \mu^0_2) \) and \( W(t, \cdot, \mu^0_i) \# \mu^0_i = \mu_i(t) \) for all \( t \in [0, T] \). Hence, we have,
\[ \text{dist}_{W,1}(\mu_1(t), \mu_2(t)) = \inf_{\pi \in \Pi(\mu_1(t), \mu_2(t))} \int |\xi - \tilde{\xi}| \pi(d\xi, d\tilde{\xi}) \]
\[ \leq \inf_{\pi^0 \in \Pi(\mu^0_1, \mu^0_2)} \int |W(t, \xi, \mu^0_1) - W(t, \tilde{\xi}, \mu^0_2)| \pi^0(d\xi, d\tilde{\xi}) \]
\[ = \inf_{\pi^0 \in \Pi(\mu^0_1, \mu^0_2)} \Xi[\pi^0](t) \]
\[ \leq e^{M t} \inf_{\pi^0 \in \Pi(\mu^0_1, \mu^0_2)} \Xi[\pi^0](0) \]
\[ = e^{M t} \text{dist}_{W,1}(\mu^0_1, \mu^0_2), \]
which gives the result. The first inequality is delicate. In essence, one switches from the infimum over the couplings \( \Pi(\mu_1(t), \mu_2(t)) \) to the infimum over \( \Pi(\mu^0_1(t), \mu^0_2(t)) \) due to the choice of one transformation. Since the set \( \Pi(\mu^0_1(t), \mu^0_2(t)) \) is possibly smaller than \( \Pi(\mu_1(t), \mu_2(t)) \), the infimum becomes larger.

**Mean Field Limit:** By Dobrushin’s stability estimate we get,
\[ \text{dist}_{W,1}(\mu_X, f(t, \cdot, \cdot)\mathcal{L}) \leq e^{M t} \text{dist}_{W,1}(\mu^{0}_X, f^0). \]
By assumption,
\[ \text{dist}_{W,1}(\mu^{0}_X, f^0) \to 0, \quad \text{as } N \to \infty, \]
and thus,
\[ \text{dist}_{W,1}(\mu_X, f(t, \cdot, \cdot)\mathcal{L}) \to 0, \quad \text{as } N \to \infty, \]
holds. Hence,
\[ \mu_X \rightharpoonup f(t, \cdot)\mathcal{L}, \quad \text{as } N \to \infty. \]
in the weak topology of probability measures. \( \square \)
A.2 Models

Levy-Levy-Solomon Model  We have implemented the model as defined in [48, 49]. As described in section 3.1 we have added the correct time scale to the model. In order to obtain the original model one needs to set $\Delta t = 1$.

The model considers $N \in \mathbb{N}$ financial agents who can invest $\gamma_i \in [0.01, 0.99]$, $i = 1, \ldots, N$ of their wealth $w_i \in \mathbb{R}_{>0}$ in a stocks and have to invest $1 - \gamma_i$ of their wealth in a safe bond with interest rate $r \in (0, 1)$. The investment propensities $\gamma_i$ are determined by a utility maximization and the wealth dynamic of each agent at time $t \in [0, \infty)$ is given by,

$$w_i(t) = w_i(t - \Delta t) + \Delta t \left( (1 - \gamma_i(t - \Delta t)) r w_i(t - \Delta t) + \gamma_i(t - \Delta t) w_i(t - \Delta t) \right).$$

The dynamics is driven by a multiplicative dividend process, given by,

$$Z(t) := (1 + \Delta t \hat{z}) Z(t - \Delta t),$$

where $\hat{z}$ is a uniformly distributed random variable with support $[z_1, z_2]$. The price is fixed by the so called market clearance condition, where $n \in \mathbb{N}$ is the fixed number of stocks and $n_i(t)$ the number of stocks of each agent,

$$n = \sum_{i=1}^{N} n_i(t) = \sum_{k=1}^{N} \frac{\gamma_k(t) w_k(t)}{S(t)}.$$

The utility maximization is given by,

$$\max_{\gamma_i \in [0.01, 0.99]} E[\log(w(t + \Delta t, \gamma_i, S^h))],$$

with,

$$E[\log(w(t + \Delta t, \gamma_i, S^h))] = \frac{1}{m_i} \sum_{j=1}^{m_i} U_i \left( (1 - \gamma_i(t)) w_i(t, S^h) (1 + r \Delta t) + \gamma_i(t) w_i(t, S^h) (1 + x(S, t - j \Delta t, Z) \Delta t) \right).$$

The constant $m_i$ denotes the number of time steps each agent looks back. Thus, the number of time steps $m_i$ and the length of the time step $\Delta t$ defines the time period each agent extrapolates the past values. The superscript $h$ indicates, that the stock price is uncertain and needs to be fixed by the market clearance condition. Finally, the computed optimal investment proportion gets blurred by a noise term,

$$\gamma_i(t) = H(\gamma_i(t) + \epsilon_i),$$

where $\epsilon_i$ is a normally distributed random variable with standard deviation $\sigma_\gamma$. The function $H$ ensures that $\gamma_i$ remains in the interval $[0.01, 0.99]$. Finally, we have to update the price.
after the noising process. Since the investment fraction is constant we are able to compute the stock price explicitly,

\[
S(t) = \frac{1}{n} \sum_{i=1}^{N} \gamma_i(t) \left( w_i(t) + \Delta t \right) \left( \gamma_i(t) - \Delta t \right) \left( (1 - \gamma_i(t - \Delta t)) r \right) + \frac{1}{n} \sum_{i=1}^{N} \gamma_i(t) w_i(t) \Delta t \frac{Z(t-\Delta t) - S(t-\Delta t)}{S(t-\Delta t)}.
\]

Utility Maximization Thanks to the simple utility function and linear dynamics we can compute the optimal investment proportion in the cases where the maximum is reached at the boundaries. The first order necessary condition is given by,

\[
f(\gamma_i) := \frac{d}{dt} E[\log(w(t + \Delta t, \gamma_i, S^h))] = \frac{1}{m_1} \sum_{j=1}^{m_1} \Delta t (x(S, t - j\Delta t, Z) - r) \gamma_j + 1 + \Delta t r.
\]

Thus, for \( f(0.01) < 0 \) we can conclude that \( \gamma_i = 0.01 \) holds. In the same manner, we get \( \gamma_i = 0.99 \), if \( f(0.01) > 0 \) and \( f(0.99) > 0 \) holds. Hence, solutions in the interior of \([0.01, 0.99]\) can be only expected in the case: \( f(0.01) > 0 \) and \( f(0.99) < 0 \). This coincides with the observations in [63].

Franke-Westerhoff Model We present the Franke-Westerhoff model as introduced in [31] and considered with minor modifications in [32, 33]. As described in section 3.1 we have added a time scaling to the model. In order to obtain the original model one needs consider the explicit Euler discretization of the agents’ shares and has to set \( \Delta t = 1 \). The Franke-Westerhoff model considers two types of agents, chartists and fundamentalists. The demand of each agent reads,

\[
\mathcal{D}^f(t) = \phi(F - P(t)) + \epsilon^f_k, \quad \phi \in \mathbb{R}^+, \quad \epsilon^f_k \sim \mathcal{N}(0, \sigma^2_f), \tag{28}
\]

\[
\mathcal{D}^c(t) = \chi \frac{P(t) - P(t - \Delta t)}{\Delta t} + \epsilon^c_k, \quad \chi \in \mathbb{R}^+, \quad \epsilon^c_k \sim \mathcal{N}(0, \sigma^2_c), \tag{29}
\]

where \( P(t) \) denotes the logarithmic market price and \( F \) denotes the fundamental price. The noise terms \( \epsilon^f_k \) and \( \epsilon^c_k \) are normally distributed, with zero mean and different standard deviations \( \sigma^2_f \) and \( \sigma^2_c \). The second important features are the fractions of the chartist or fundamental population. In that sense the two agents can be seen as representative agents of a population. The fraction of chartists \( n^c(t) \in [0, 1] \) and the fraction of fundamentalist \( n^f(t) \in [0, 1] \) have to fulfill \( n^c(t) + n^f(t) = 1 \). Hence, the deterministic excess demand can be defined as,

\[
D^{FW}(t) := \frac{1}{2}(d^f(t) + d^c(t)), \tag{30}
\]

\[
d^f(t) := 2 n^f(t) E[\mathcal{D}^f(t)], \quad d^c(t) := 2 n^c(t) E[\mathcal{D}^c(t)]. \tag{31}
\]

Here, \( E \) denotes the expected value. The pricing equation is then given by the simple rule,

\[
P(t) = P(t - \Delta t) + \mu \Delta t D^{FW}(t) + \sqrt{\Delta t} \mu (n^f(t) \sigma_f + n^c(t) \sigma_c) \eta, \quad \eta \sim \mathcal{N}(0, 1). \tag{32}
\]
Finally, we need to specify the switching mechanism. This switching mechanism is known as the transition probability approach (TPA) [50, 17]. We consider the so-called switching index \(a(t, P, n^f, n^c) \in \mathbb{R}\) which describes the attractiveness of the fundamental strategy over the chartist strategy. Thus, a positive \(a(t, P, n^f, n^c)\) reflects an advantage of the fundamental strategy in comparison to the chartist and if \(a(t, P, n^f, n^c)\) is negative we have the opposite situation. We define the switching probabilities,

\[
\begin{align*}
\pi^c_f(a(t, P, n^f, n^c)) &:= \nu \exp(a(t, P, n^f, n^c)), \\
\pi^f_c(a(t, P, n^f, n^c)) &:= \nu \exp(-a(t, P, n^f, n^c)).
\end{align*}
\]

where \(\pi^{xy}\) is the probability that an agent with strategy \(x\) switches to strategy \(y\). The flexibility parameter \(\nu > 0\) is a scaling factor for \(a(t, P, n^f, n^c)\).

**Remark 1.** A minor modification of the Franke-Westerhoff model introduced in 2011 [32, 33] considers the following switching probabilities,

\[
\begin{align*}
\pi^c_f(a(t, P, n^f, n^c)) &:= \min\left(1, \nu \exp(a(t, P, n^f, n^c))\right), \\
\pi^f_c(a(t, P, n^f, n^c)) &:= \min\left(1, \nu \exp(-a(t, P, n^f, n^c))\right).
\end{align*}
\]

The previous definition ensures that switching probabilities are restricted to the interval \([0, 1] \subset \mathbb{R}\). In the original model introduced in 2009 [31] there has been no additional limits as introduced in (35).

**Explicit Euler Discretization**  Then the explicit Euler discretization of the time evolution of chartist and fundamentalist shares as presented in (16) is given by,

\[
\begin{align*}
n^f(t) &= n^f(t - \Delta t) + \Delta t n^c(t) \pi^c_f(a(t - \Delta t)) - \Delta t n^f(t) \pi^f_c(a(t - \Delta t)) , \\
n^c(t) &= n^c(t - \Delta t) + \Delta t n^f(t - \Delta t) \pi^f_c(a(t - \Delta t)) - \Delta t n^c(t - \Delta t) \pi^c_f(a(t - \Delta t)) .
\end{align*}
\]

**Semi-Implicit Euler Discretization**  Alternatively one may use the semi-implicit scheme introduced in section 8 for the time evolution of chartist and fundamentalist shares

\[
\begin{align*}
n^f(t) &= \frac{n^f(t - \Delta t) + \Delta t \pi^c_f(a(t - \Delta t))}{1 + \Delta t(\pi^f_c(a(t - \Delta t)) + \pi^c_f(a(t - \Delta t)))} , \\
n^c(t) &= \frac{n^c(t - \Delta t) + \Delta t \pi^f_c(a(t - \Delta t))}{1 + \Delta t(\pi^f_c(a(t - \Delta t)) + \pi^c_f(a(t - \Delta t)))} .
\end{align*}
\]

As shown in section 3.1 as well, this numerical approximation stable and conserves the invariance property of the ODEs.

Finally, we have to specify how the switching index \(a(t, P, n^f, n^c)\) is calculated. The switching index \(a(t, P, n^f, n^c)\), encodes how favourable a fundamentalist strategy is over a chartist strategy. The switching index is determined linearly out of the three principles predisposition, herding and misalignment,

\[
a(t, P, n^f, n^c) = \alpha_p + \alpha_h (n^f(t) - n^c(t)) + \alpha_m (P(t) - P)^2 ,
\]
Table 1: Basic setting of the Levy-Levy-Solomon model.

| Parameter | Value |
|-----------|-------|
| $N$       | 100   |
| $m_i$     | 15    |
| $\sigma_\gamma$ | 0 or 0.2 |
| $r$       | 0.04  |
| $z_1 = z_2$ | 0.05 |
| $\Delta t$ | 1    |
| time steps | 200  |

(a) Parameters of Levy-Levy-Solomon model.

(b) Initial values of Levy-Levy-Solomon model.

Table 2: Setting for the Levy-Levy-Solomon model (3 agent groups).

| Parameter | Value |
|-----------|-------|
| $N$       | 99 |
| $m_i$     | 10, $1 \leq i \leq 33$
|           | 141, $34 \leq i \leq 66$
|           | 256, $67 \leq i \leq 99$ |
| $\sigma_\gamma$ | 0.2 |
| $r$       | 0.0001 |
| $z_1 = z_2$ | 0.00015 |
| $\Delta t$ | 1    |
| time steps | 20,000 |

(a) Parameters of Levy-Levy-Solomon model.

(b) Initial values of Levy-Levy-Solomon model.

where $\alpha_p, \alpha_h, \alpha_m > 0$ are weights respectively scaling factors. The sign $\alpha_p \in \mathbb{R}$ determines the predisposition with respect to a fundamental or chartist strategy. For details regarding the modeling we refer to [31].

A.3 Parameter Sets

Levy-Levy-Solomon Model The initialization of the stock return is performed by creating an artificial history of stock returns. The artificial history is modeled as a Gaussian random variable with mean $\mu_h$ and standard deviation $\sigma_h$. Furthermore, we have to point out that the increments of the dividend is deterministic, if $z_1 = z_2$ holds. We used the C++ standard random number generator for all simulations of the Levy-Levy-Solomon model if not otherwise stated.

Franke-Westerhoff Model
| Parameter | Value  |
|-----------|--------|
| $\phi$    | 0.18   |
| $\chi$    | 2.3    |
| $\alpha_0$| −0.161 |
| $\alpha_h$| 1.3    |
| $\alpha_m$| 12.5   |
| $\sigma_f$| 0.79   |
| $\sigma_c$| 1.9    |
| $\nu$     | 0.05   |
| $P_f$     | 1      |
| $\mu$     | 0.01   |
| $\Delta t$| 1      |

(a) Parameters

(b) Initial Values

Table 3: Parameters and initial values for the Franke-Westerhoff model.

| Simulation | Random Number Generator          |
|------------|----------------------------------|
| Figure 1   | C++ MT19937 RNG (64 bit)         |
| Figure 2   | C++ MT19937 RNG (64 bit)         |
| Figure 3   | IntelMKL MT2203 RNG (64 bit)     |
| Figure 4   | IntelMKL MT2203 RNG (64 bit)     |
| Figure 5   | IntelMKL MT2203 RNG (64 bit)     |
| Figure 6   | IntelMKL MT2203 RNG (64 bit)     |
| Figure 7   | IntelMKL MT2203 RNG (64 bit)     |
| Figure 8   | IntelMKL MT2203 RNG (64 bit)     |

Table 4: Random Generators for the Simulations.
References

[1] Albi, G.; Herty, M.; Pareschi, L.: Kinetic description of optimal control problems and applications to opinion consensus. In: arXiv:1401.7798 (2014)

[2] Albi, G.; Pareschi, L.; Toscani, G.; Zanella, M.: Recent advances in opinion modeling: control and social influence. Bellomo, N.; Degond, P.; Tadmor, E.: In: Active Particles, Volume 1. Birkhäuser, Cham, 2017, S. 49–98

[3] Alfarano, S.; Lux, T.; Wagner, F.: Time variation of higher moments in a financial market with heterogeneous agents: An analytical approach. In: Journal of Economic Dynamics and Control 32 (2008), Nr. 1, S. 101–136

[4] Andersen, J. V.; Sornette, D.: The $\phi$-game. In: European Physical Journal B-Condensed Matter and Complex Systems 31 (2003), Nr. 1, S. 141–145

[5] Beikirch, M.; Cramer, S.; Frank, M.; Otte, P.; Pabich, E.; Trimborn, T.: Simulation of Stylized Facts in Agent-Based Computational Economic Market Models. In: arXiv:1812.02726 (2018)

[6] Beja, A.; Goldman, M. B.: On the dynamic behavior of prices in disequilibrium. In: Journal of Finance 35 (1980), Nr. 2, S. 235–248

[7] Bellomo, N.; Degond, P.; Tadmor, E.: Active Particles, Volume 1: Advances in Theory, Models, and Applications. Birkhäuser, Cham, 2017

[8] Bellomo, N.; Degond, P.; Tadmor, E.: Active Particles, Volume 2: Advances in Theory, Models, and Applications. Birkhäuser, Cham, 2019

[9] Bolley, F.; Canizo, J. A.; Carrillo, J. A.: Stochastic mean-field limit: non-Lipschitz forces and swarming. In: Mathematical Models and Methods in Applied Sciences 21 (2011), Nr. 11, S. 2179–2210

[10] Boltzmann, L.: Lectures on gas theory. Courier Corporation, 2012

[11] Bonabeau, E.: Agent-based modeling: Methods and techniques for simulating human systems. In: Proceedings of the National Academy of Sciences 99 (2002), Nr. suppl 3, S. 7280–7287

[12] Bouchaud, J.-P.; Cont, R.: A Langevin approach to stock market fluctuations and crashes. In: European Physical Journal B-Condensed Matter and Complex Systems 6 (1998), Nr. 4, S. 543–550

[13] Bouchaud, J.-P.; Mézard, M.: Wealth condensation in a simple model of economy. In: Physica A: Statistical Mechanics and its Applications 282 (2000), Nr. 3-4, S. 536–545

[14] Cercignani, C.: The Boltzmann equation. In: The Boltzmann Equation and Its Applications. Springer, 1988, S. 40–103

[15] Challet, D.; Marsili, M.; Zhang, Y.-C.: Stylized facts of financial markets and market crashes in minority games. In: Physica A: Statistical Mechanics and its Applications 294 (2001), Nr. 3, S. 514–524
[16] Chiarella, C.; Dieci, R.; Gardini, L.: Speculative behaviour and complex asset price dynamics: a global analysis. In: Journal of Economic Behavior & Organization 49 (2002), Nr. 2, S. 173–197

[17] Chiarella, C.; Dieci, R.; Gardini, L.: The dynamic interaction of speculation and diversification. In: Applied Mathematical Finance 12 (2005), Nr. 1, S. 17–52

[18] Chiarella, C.; Dieci, R.; Gardini, L.: Asset price and wealth dynamics in a financial market with heterogeneous agents. In: Journal of Economic Dynamics and Control 30 (2006), Nr. 9, S. 1755–1786

[19] Chiarella, C.; Dieci, R.; He, X.-Z.: Heterogeneous expectations and speculative behavior in a dynamic multi-asset framework. In: Journal of Economic Behavior & Organization 62 (2007), Nr. 3, S. 408–427

[20] Cont, R.; Bouchaud, J.-P.: Herd behavior and aggregate fluctuations in financial markets. In: Macroeconomic Dynamics 4 (2000), Nr. 2, S. 170–196

[21] Cross, R.; Grinfeld, M.; Lamba, H.: A mean-field model of investor behaviour. In: Phys.: Conf. Series Bd. 55, 2006, S. 55–62

[22] Cross, R.; Grinfeld, M.; Lamba, H.; Seaman, T.: A threshold model of investor psychology. In: Physica A: Statistical Mechanics and its Applications 354 (2005), S. 463–478

[23] Cross, R.; Grinfeld, M.; Lamba, H.; Seaman, T.: Stylized facts from a threshold-based heterogeneous agent model. In: European Physical Journal B 57 (2007), Nr. 2, S. 213–218

[24] Day, R. H.; Huang, W.: Bulls, bears and market sheep. In: Journal of Economic Behavior & Organization 14 (1990), Nr. 3, S. 299–329

[25] De Grauwe, P.; Grimaldi, M.: Heterogeneity of agents, transactions costs and the exchange rate. In: Journal of Economic Dynamics and Control 29 (2005), Nr. 4, S. 691–719

[26] De Masi, A.; Esposito, R.; Lebowitz, J.: Incompressible Navier-Stokes and Euler limits of the Boltzmann equation. In: Communications on Pure and Applied Mathematics 42 (1989), Nr. 8, S. 1189–1214

[27] Dieci, R.; Foroni, I.; Gardini, L.; He, X.-Z.: Market mood, adaptive beliefs and asset price dynamics. In: Chaos, Solitons & Fractals 29 (2006), Nr. 3, S. 520–534

[28] Dobrushin, R. L.: Vlasov equations. In: Functional Analysis and Its Applications 13 (1979), Nr. 2, S. 115–123

[29] Farmer, J. D.; Foley, D.: The economy needs agent-based modelling. In: Nature 460 (2009), Nr. 7256, S. 685–686

[30] Farmer, J. D.; Joshi, S.: The price dynamics of common trading strategies. In: Journal of Economic Behavior & Organization 49 (2002), Nr. 2, S. 149–171
[31] FRANKE, R.; WESTERHOFF, F.: Validation of a structural stochastic volatility model of asset pricing. In: Christian-Albrechts-Universität zu Kiel. Department of Economics (2009)

[32] FRANKE, R.; WESTERHOFF, F.: Estimation of a structural stochastic volatility model of asset pricing. In: Computational Economics 38 (2011), Nr. 1, S. 53–83

[33] FRANKE, R.; WESTERHOFF, F.: Structural stochastic volatility in asset pricing dynamics: Estimation and model contest. In: Journal of Economic Dynamics and Control 36 (2012), Nr. 8, S. 1193–1211

[34] GILBERT, N.: Agent-based Models. Bd. 153. Sage Publications, Incorporated, 2019

[35] GOLSE, F.: On the dynamics of large particle systems in the mean field limit. In: Macroscopic and Large Scale Phenomena: Coarse Graining, Mean Field Limits and Ergodicity. Springer, 2016, S. 1–144

[36] GRAD, H.: Asymptotic Equivalence of the Navier-Stokes and Nonlinear Boltzmann Equations. Magneto-Fluid Dynamics Division, Courant Institute of Mathematical Sciences, 1964

[37] HAIRER, E.; NØRSETT, S. P.; WANNER, G.: Solving Ordinary Differential Equations I: Nonstiff Problems. Bd. 8. Springer Science & Business Media, Berlin Heidelberg, 2008

[38] HARRAS, G.; SORNETTE, D.: How to grow a bubble: A model of myopic adapting agents. In: Journal of Economic Behavior & Organization 80 (2011), Nr. 1, S. 137–152

[39] HOMMES, C. H.: Heterogeneous agent models in economics and finance. TESFATSION, L.; JUDD, K.: In: Handbook of Computational Economics 2 (2006), S. 1109–1186

[40] HOMMES, C. H.: Financial Markets as Nonlinear Adaptive Evolutionary Systems. In: Quantitative Finance 1 (2001), S. 149–167

[41] KAIZJOJI, T.; BORNHOLDT, S.; FUJIIWARA, Y.: Dynamics of price and trading volume in a spin model of stock markets with heterogeneous agents. In: Physica A: Statistical Mechanics and its Applications 316 (2002), Nr. 1, S. 441–452

[42] KIM, G.-r.; MARKOWITZ, H. M.: Investment rules, margin, and market volatility. In: Journal of Portfolio Management 16 (1989), Nr. 1, S. 45–52

[43] KLOEDEN, P. E.; PLATEN, E.; SCHURZ, H.: Numerical Solution of SDE Through Computer Experiments. Springer Science & Business Media, 2012

[44] LANFORD, O. E.: Time evolution of large classical systems. In: Dynamical Systems, Theory and Applications. Springer, 1975, S. 1–111

[45] LAPIERE, B.; PARDOUX, E.; SENTIS, R.: Introduction to Monte Carlo Methods for Transport and Diffusion Equations. Bd. 6. Oxford University Press on Demand, 2003

[46] LAX, C.; TRIMBORN, T.: From Disequilibrium Markets to Equilibrium. In: arXiv:1912.09679 (2019)
[47] LEVERMORE, C. D.: Moment closure hierarchies for kinetic theories. In: Journal of statistical Physics 83 (1996), Nr. 5-6, S. 1021–1065

[48] LEVY, M. ; LEVY, H. ; SOLOMON, S. : A microscopic model of the stock market: cycles, booms, and crashes. In: Economics Letters 45 (1994), Nr. 1, S. 103–111

[49] LEVY, M. ; LEVY, H. ; SOLOMON, S. : Microscopic simulation of the stock market: the effect of microscopic diversity. In: Journal de Physique I 5 (1995), Nr. 8, S. 1087–1107

[50] LUX, T. : Herd behaviour, bubbles and crashes. In: Economic Journal (1995), S. 881–896

[51] LUX, T. ; MARCHESI, M. : Scaling and criticality in a stochastic multi-agent model of a financial market. In: Nature 397 (1999), Nr. 6719, S. 498–500

[52] LUX, T. ; MARCHESI, M. : Volatility clustering in financial markets: a microsimulation of interacting agents. In: International Journal of Theoretical and Applied Finance 3 (2000), Nr. 04, S. 675–702

[53] MALDARELLA, D. ; PARESCHI, L. : Kinetic models for socio-economic dynamics of speculative markets. In: Physica A: Statistical Mechanics and its Applications 391 (2012), Nr. 3, S. 715–730

[54] MANTEL, R. R.: On the characterization of aggregate excess demand. In: Journal of Economic Theory 7 (1974), Nr. 3, S. 348–353

[55] MARKLOF, J. ; STRÖMBERGSSON, A. : The Boltzmann-Grad limit of the periodic Lorentz gas. In: Annals of Mathematics (2011), S. 225–298

[56] NALDI, G. ; PARESCHI, L. ; TOSCANI, G. : Mathematical modeling of collective behavior in socio-economic and life sciences. Springer Science & Business Media, 2010

[57] NELSON, D. B.: ARCH models as diffusion approximations. In: Journal of Econometrics 45 (1990), Nr. 1-2, S. 7–38

[58] NEUNZERT, H. : The Vlasov equation as a limit of Hamiltonian classical mechanical systems of interacting particles. In: Trans. Fluid Dynamics 18 (1977), S. 663–678

[59] PALMER, R. G. ; ARTHUR, W. B. ; HOLLAND, J. H. ; LEBARON, B. ; TAYLOR, P. : Artificial economic life: a simple model of a stockmarket. In: Physica D: Nonlinear Phenomena 75 (1994), Nr. 1-3, S. 264–274

[60] PARESCHI, L. ; TOSCANI, G. : Interacting Multiagent Systems: Kinetic Equations and Monte Carlo Methods. OUP Oxford, Oxford, 2013

[61] RAILSBACK, S. F. ; GRIMM, V. : Agent-based and Individual-based Modeling: a Practical Introduction. Princeton university press, 2019

[62] SAINT-RAYMOND, L. : Hydrodynamic Limits of the Boltzmann Equation. Springer Science & Business Media, 2009 (1971)

[63] SAMANIDOU, E. ; ZSCHISCHANG, E. ; STAUFFER, D. ; LUX, T. : Agent-based models of financial markets. In: Reports on Progress in Physics 70 (2007), Nr. 3, S. 409
[64] Sonnenschein, H.: Market excess demand functions. In: Econometrica: Journal of the Econometric Society (1972), S. 549–563

[65] Sornette, D.; Zhou, W.-X.: Importance of positive feedbacks and overconfidence in a self-fulfilling Ising model of financial markets. In: Physica A: Statistical Mechanics and its Applications 370 (2006), Nr. 2, S. 704–726

[66] Stigler, G. J.: A theory of oligopoly. In: Journal of Political Economy 72 (1964), Nr. 1, S. 44–61

[67] Tesfatsion, L.: Agent-based computational economics: Growing economies from the bottom up. In: Artificial Life 8 (2002), Nr. 1, S. 55–82

[68] Trimborn, T.; Otte, P.; Cramer, S.; Beikirch, M.; Pabich, E.; Frank, M.: Simulator for Agent Based Computational Economic Market Models (SABCEMM). https://github.com/SABCEMM/SABCEMM 2018

[69] Trimborn, T.: A macroscopic portfolio model: from rational agents to bounded rationality. In: Mathematics and Financial Economics 13 (2019), Nr. 3, S. 491–518

[70] Trimborn, T.; Frank, M.; Martin, S.: Mean field limit of a behavioral financial market model. In: Physica A: Statistical Mechanics and its Applications 505 (2018), S. 613–631

[71] Trimborn, T.; Otte, P.; Cramer, S.; Beikirch, M.; Pabich, E.; Frank, M.: SABCEMM: A Simulator for Agent-Based Computational Economic Market Models. In: Computational Economics 55 (2020), Nr. 2, S. 707–744

[72] Trimborn, T.; Pareschi, L.; Frank, M.: Portfolio optimization and model predictive control: a kinetic approach. In: Continuous Dynamical Systems B 24 (2019), S. 6209–6238

[73] Turnovsky, S. J.: On the formulation of continuous time macroeconomic models with asset accumulation. In: International Economic Review (1977), S. 1–28

[74] Vlasov, A. A.: The oscillation properties of an electron gas. US Atomic Energy Commission, 1938

[75] Wanner, G.; Hairer, E.: Solving ordinary differential equations II. In: Stiff and Differential-Algebraic Problems Springer Berlin Heidelberg, 1991

[76] Wanner, G.; Hairer, E.: Solving Ordinary Differential Equations II. Bd. 375. Springer Berlin Heidelberg, 1996

[77] Weidlich, W.; Haag, G.: Concepts and Models of a Quantitative Sociology: The Dynamics of Interacting Populations. Bd. 14. Springer Science & Business Media, 2012

[78] Zhou, W.-X.; Sornette, D.: Self-organizing Ising model of financial markets. In: European Physical Journal B 55 (2007), Nr. 2, S. 175–181

[79] Zschischang, E.; Lux, T.: Some new results on the Levy, Levy and Solomon microscopic stock market model. In: Physica A: Statistical Mechanics and its Applications 291 (2001), Nr. 1, S. 563–573