Iceline variations driven by protoplanetary disc gaps
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ABSTRACT

The composition of forming planets is strongly affected by the protoplanetary disc’s thermal structure. This thermal structure is predominantly set by dust radiative transfer and viscous (accretional) heating and can be impacted by gaps – regions of low dust and gas density that can occur when planets form. The effect of variations in dust surface density on disc temperature has been poorly understood to date. In this work, we use the radiative transfer code MCMax to model the 2D dust thermal structure with individual gaps corresponding to planets with masses of 0.1 M_J – 5 M_J and orbital radii of 3.5, and 10 au. Low dust opacity in the gap allows radiation to penetrate deeper and warm the mid-plane by up to 16 K, but only for gaps located in the region of the disc where stellar irradiation is the dominant source of heating. In viscously heated regions, the mid-plane of the gap is relatively cooler by up to 100 K. Outside of the gap, broad radial oscillations in heating and cooling are present due to disc flaring. These thermal features affect local dust–gas segregation of volatile elements (H_2O, CH_4, CO_2, and CO). We find that icelines experience dramatic shifts relative to gapless models: up to 6.5 au (or 71 per cent) closer to the star and 4.3 au (or 100 per cent) closer to the mid-plane. While quantitative predictions of iceline deviations will require more sophisticated models, which include transport, sublimation/condensation kinetics, and gas–dust thermal decoupling in the disc atmosphere, our results suggest that planet-induced iceline variations represent a potential feedback from the planet on to the composition of material it is accreting.
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1 INTRODUCTION

The composition of a planet is determined by the relative proportion of solids and gas it accretes and by the elemental composition of those solid and gaseous reservoirs (Öberg, Murray-Clay & Bergin 2011; Williams & Cieza 2011). In the simplest view of planet formation, the elemental distribution between the gas and solids is determined by the planet’s formation location. The import of formation location is two-fold: (1) the disc temperature at and around the planet’s location determines the distribution of volatiles between gas and ice phases (e.g. Boss 1998; Lesniak & Desch 2011; Fedele et al. 2016) and (2) disc kinematics induced by, e.g. giant planets in the disc (Cridland, Bosman & van Dishoeck 2020), will influence availability and delivery of different volatile molecules. Here, we focus on the impact of disc temperature structure on the distribution of volatiles between gas and solid phase.

The local disc temperature is predominantly controlled by (1) radiative transfer and the stellar radiation field and (2) the viscous dissipation as material is accreted on to the star (Kenyon & Hartmann 1987; Chiang & Goldreich 1997; Lesniak & Desch 2011; Woitke 2015). Viscous heating tends to dominate the local energy budget at the mid-plane near the star – where the material is densest (Lesniak & Desch 2011; Rafikov 2017). At lower densities — higher up and further out in the disc — the optical depth of the dust and gas is too low for viscous heating to have a significant impact on local temperature (Garaud & Lin 2007). Instead, the energy budget of the upper layer of the disc is dominated by stellar irradiation (for a review of disc models see, e.g. Dullemond et al. 2007).

This simplified layered model of disc heating provides a helpful framework for understanding the variance of the disc’s thermal structure in the presence of surface density variations. Since both radiative and viscous heating are sensitive to variations in the local surface density and disc geometry (Dullemond et al. 2006; Garaud & Lin 2007; Piso et al. 2015) – and planets have been shown to induce such variations – the thermal structure of a protoplanetary disc (PPD) may therefore be perturbed by the presence of a planet. In this contribution, we use radiative transfer calculations in a planet-hosting disc to understand the temperature anomalies planets induce in their disc and the ensuing effect on iceline locations.

Massive enough planets cause decreases in the gas surface density local to their orbit (Lin & Papaloizou 1986). This dip in gas surface density drives a corresponding decrease in the dust surface density, but one that is orders of magnitude larger, potentially resulting in the well-documented rings and ‘gaps’ in millimetre continuum emission from discs (e.g. Crida, Morbidelli & Masset 2006; Duffell 2015; Dipierro & Laibe 2017; Zhang et al. 2018a). While not all gaps are necessarily the result of planet formation, planet formation is
expected to almost always induce a gap in the disc’s gas and dust (e.g. Malik et al. 2015; Van der Marel, Williams & Bruderer 2018).

Dust is of particular interest in discussions of radiative heating and cooling, because, despite only accounting for ~1 per cent of the disc’s mass, dust accounts for the majority of the radiative transfer in the disc (Chiang & Goldreich 1997). Thus, gaps in the gas and dust distributions are likely to have an effect on the temperature of the planet-forming environment.

A gap gap opens when the planet’s local gravitational torque exceeds the viscous torque in the disc (e.g. Goldreich & Tremaine 1980; Crida et al. 2006; Dipierro & LAibe 2017). A combination of torque balancing, radial drift, and pressure trapping (Tanaka, Takeuchi & Ward 2002; Fouchet et al. 2007; Rosotti et al. 2016) results in a gap, which is depleted of both gas and dust — of all grain sizes (see, e.g. Takeuchi, Miyama & Lin 1996; Brauer, Dullemond & Henning 2008; Watson et al. 2009; Birnstiel, Klahr & Ercolano 2012; Marel et al. 2018).

Since the dust surface density affects the propagation of radiation through the disc (Chiang & Goldreich 1997; Jang-Condell & Sasselov 2004), we can qualitatively consider several effects of the gap opening on disc temperature structure:

(i) Lower dust density above the mid-plane could decrease photon scattering into the gap, resulting in a cooler region;

(ii) Shadowing of the disc by the gap walls could also cool the mid-plane (Siebenmorgen & Heymann 2012);

(iii) Conversely, the decreased opacity in the gap could allow radiation to penetrate deeper into the disc, warming the normally shielded mid-plane (Dullemond et al. 2020).

With the interplay of these multiple complex radiative effects, it is difficult to predict the thermal impact of a gap on the disc without modelling radiative transfer through the disc (Jang-Condell & Sasselov 2004). Similar work by Alarcón et al. (2020) suggests that ring substructure would, in fact, induce warmer gaps and lead to gaps becoming volatile-enhanced regions, but they did not induce viscous heating in their model. Our approach further differs in that we turn to a radiative, rather than thermochemical, model.

Despite the importance of thermal structure for icelines and planet formation, hydrodynamical models of PPDs with gaps frequently assume an isothermal disc or a disc whose temperature is defined by a simple radial power law relationship. This choice is motivated by the computational expense of modelling a changing temperature structure in a hydrodynamical code. The choice of a locally isothermal disc is also often justified by observations of outer discs (> 100 au), which are dominated by stellar irradiation (Ziampras, Kley & Dullemond 2020). However, Ziampras et al. (2020) found that, up to 100 au, hydrodynamical models of gap opening and morphology in a radiative (versus isothermal) disc produce gaps closer to observations than an isothermal disc does.

The more nuanced picture of thermal variations that radiative transfer models can provide is also necessary to accurately model icelines (Sasselov & Lecar 2000). The iceline marks the physical points in the disc at which the volatile transitions from gaseous to solid (ice) (Hayashi 1981). A change in the local or global temperature in the disc changes the segregation of volatiles between the dust and gas. Thermal structure changes can alter the path of the condensation front, or, snowline/iceline, of those elements such as H$_2$O, CH$_3$, CO$_2$, and CO through the disc (see, e.g. Garaud & Lin 2007; Harsono, Bruderer & van Dishoeck 2015; Piso et al. 2015; Panic & Min 2017).

The state of the volatile elements during planet formation is predicted to have a dramatic effect on the composition of a planet’s core and atmosphere (e.g. Öberg et al. 2011; Bosman et al. 2021). In our own Solar system, the gas giants were likely formed beyond the H$_2$O snowline, where water was present as ice (Boss 2000; Sasselov & Lecar 2000; Kruijer et al. 2017). These planets are starkly different in composition, mass, and radius to the terrestrial planets, which were formed interior to the H$_2$O iceline.

In addition to influencing the ultimate composition, volatile abundance, and size of planets, the presence of volatile ices in dust has been suggested to play a role during the planet formation process (Brauer et al. 2008; Ida & Lin 2008; Min et al. 2011). As the gases condense on to dust grains, the grains gain a new icy mantle, which increases the grains’ ‘stickiness’ and changes their coagulation properties (Apari & Lauretta 2010; Min et al. 2011; Lee 2019; Van der Marel 2019). Though theories of planet formation vary, all require an accretion or collision phase in which the planet collects solid materials (e.g. Goldreich & Ward 1973; Boss 1998). Volatile redistribution triggered by gap-opening and associated thermal structure changes in the disc may therefore have a feedback on the growth of planets.

Modelling variations to the paths of volatile icelines in the presence of the gap gives a good qualitative metric of the gap’s relative impact on the local and global disc temperature structure.

In order to understand the effects of the mass and semimajor axis of a gap-forming planet on a disc’s temperature structure, we model gaps corresponding to planets with masses from 30 M$_{\oplus}$ to 5 M$_{\oplus}$. Each model contains a single gap and exhibits a number of consistent thermal features, such as intra-gap heating and cooling, thermal noise in the disc’s inner mid-plane, and hot–cold features extending past the outer edge of the gap. We pay particular attention to the temperatures of the mid-plane in the gap, of the gap walls, of the regions adjacent to either side of the gap, and, broadly, the inner and outer disc. Overall, we find that gaps have a significant effect on the temperature structure of the disc both inside and outside of the gap.

Relevant details of the selected gap model are presented in Section 2.2. How MCMAX models disc physics is detailed in Section 2.1 and the solutions it generates, including temperature maps and thermal features, in Section 3. Finally, the implications of the thermal structure for icelines and planet chemistry are explored in Section 4.

2 METHODS

2.1 Modelling radiative transfer in the disc

MCMAX is a customizable 2D/3D Monte Carlo dust radiative transfer code that specializes in accurately calculating the vertical structure of PPD’s (Min et al. 2009). It is possible to define the disc properties (mass, size, dust surface density, and grain compositions), stellar properties (mass, luminosity, and temperature), and computational parameters (number of grid cells, number of photon packets, and number of iterations towards equilibrium). The total luminosity ($L_{\text{tot}} = \text{stellar + viscous heating}$) is divided into $N_{\text{phot}}$ packets each carrying luminosity equivalent to $L_{\text{tot}} / N_{\text{phot}}$ (Min et al. 2011). In the 2D mode, MCMAX assumes a disc that is axisymmetric and symmetric across the x-axis. A 2D slice of the upper half of the disc is then divided into grid cells that vary in size as a function of $r$ (the x-axis) and $\theta$ (the y-axis). MCMAX sets the grid adaptively.

1MCMAX uses the Bjorkman & Wood (2001) scheme, where the frequency of a photon package is modified in each absorption-and-re-emission event, but the total energy each package carries remains the same.
to minimize errors that arise due to low photon counts. Cell widths range from \(<1\) au in the inner disc to \(12\) au in the outer disc, with average heights in \(\theta \sim z/r\) space of \(0.0125\) for most of the disc’s height. In the disc’s upper atmosphere, above \(0.6 < z/r < 0.8\), the grid cells can be as tall as \(\delta(z/r) = 0.033\). These grid dimensions reflect the number of photons present in each of these regions. The code is not time evolving, but does iterate through dust settling (per Dubrulle, Morfill & Sterzik 1995) and vertical structure calculations until the disc reaches equilibrium for the given initial conditions (Fig. 1).

MCMax does not include line cooling, nor does it model hydrodynamic heat transfer mechanisms like convection. The disc energy budget in MCMax is computed using the two dominant sources: viscous heating and radiative heating/cooling. Temperature contributions of the steady-state, time-independent accretion on the star are computed at each cell in the disc by assuming that the disc radiates as a blackbody (Min et al. 2009). Users have the ability to define the accretion rate \((M = 10^{-9}M_\odot\), in our case) and total number of photon packets in the disc.

In well-shielded, optically thick regions like the inner disc mid-plane, the noise that emerged in thermal maps (Fig. 2) led us to use \(10^7\) photon packets to minimize errors in these regions, which have low photon counts. While some noise is still present for \(10^7\) photons, it is greatly reduced from the \(10^6\) photon case and can be reduced further by increasing the initial photon packet count to \(10^8\) or, in the future, by employing the Lucy (1999) radiative transfer algorithm instead of Bjorkman & Wood (2001)’s. The computational expense of \(10^8\) photon packets was too high for our purposes (runtimes on the order of 700 h for a single disc), but single iteration trials showed that the thermal features of the \(10^6\) photon case are consistent with the \(10^7\) case.

2.2 Implementing a gap

To understand the effects of varying disc density we model a disc of \(200\) au in radius, with a characteristic radius of \(60\) au, dust mass of \(M_{\text{out}} = 10^{-4}M_\odot\), and a density profile of

\[
\rho_0(r) \sim \frac{\exp(-z/H_s^2/2)}{H_s\sqrt{2\pi}} \frac{M_{\text{out}}}{2\pi(R_{\text{out}} - R_{\text{in}})^{3/2}} r^{-1},
\]

where \(z\) is the height above the mid-plane, \(H_s\) is the scale height at the characteristic radius, \(R_{\text{in}}\) and \(R_{\text{out}}\) are the inner and outer radii of the disc: \(0.55\) and \(200\) au, respectively. We introduce a gap into this disc by modifying the initial dust surface density distribution according to the prescription of Duffell (2019). Gaps can be formed by a number of mechanisms (see, e.g. Marel et al. 2018) and the thermal features induced by a planet-generated gap may be representative of gaps of any origin. However, since icelines have a significant impact on planet formation and composition, we choose here to define gaps with dimensions corresponding to planets of given masses and located at particular semimajor axes and evaluate their thermal consequences in this context.

Duffell (2019)’s gap model is empirically derived from simulations of interactions between a non-migrating planet and a locally isothermal disc. The resulting analytic model gives the surface density of gas in a steady-state disc as a function of planet and disc properties. This gas surface density profile is translated to a dust profile using a dust-to-gas ratio of \(0.01\).

The resultant dust density gap varies in depth and width as a function of planet mass, semimajor axis, and radial location in the disc. Gap size also varies with mass number (inverse aspect ratio) and Shakura–Sunyaev \(\alpha\)-viscosity (Shakura & Sunyaev 1973). These final two parameters are eliminated as independent variables by selecting a constant \(\alpha = 10^{-3}\) (Rafikov 2017) and computing a mass number, \(M\), which scales with the radius, \(r\), of the fiducial disc.

Given our choices of independent parameters, the width of the gap depends solely on the semimajor axis, \(a\), and the ratio of the planet to stellar mass, \(q\). Here, the gap’s width, \(\Delta\), is defined as the radial distance over which the azimuthally averaged surface density is less than half of the initial surface density (Kanagawa et al. 2016). The resulting gap is asymmetric with \(\Delta\) scaling as

\[
\Delta/a \sim \sqrt{q M/a^{1/8}},
\]

time Jupiter’s mass. Above Jupiter’s mass, \(q \approx 10^{-3}\), the scaling of
depth with planet mass also becomes much steeper (Ginzburg & Sari 2018; Duffell 2019). Duffell’s prescription will break down when the gap becomes too deep or unstable. So, our range of planet masses are selected with these limitations in mind.

The broad effects of relative planet mass and orbital radius on gap size can be summarized as follows: gap width and depth increase with increasing $q$, when all other parameters are held constant, and the gap width increases with $a$. In detail, the dust that is depleted from the gap would be redistributed throughout the inner disc, accreted on to the planet, or trapped in the pressure bump that forms to the exterior of the gap. However, for simplicity, here we have assumed a constant dust-to-gas ratio throughout the disc. The effect of the pressure bump — in particular, the higher density and accumulation of larger grains in that region — is likely non-negligible on the heating and cooling outside of the gap (Alarcón et al. 2020), though, and merits future investigation.

The gaps modelled corresponded to a range of planet-star mass ratios from $q = 10^{-4}$ to $q = 5 \times 10^{-3}$ and of semimajor axes from 3 to 50 au. Since we find that the thermal effects of placing a gap are only significant in the inner 100 au, the results from our small model disc are also relevant predictors of gap-induced thermal variations in larger discs.

The modelled dust is composed of solid grains (Pollack et al. 1994; Min & Flynn 2010), each with a 20 per cent carbon makeup, 0.25 porosity, and with 10 sizes distributed from 0.1 to 3000 μm according to the MRN distribution (Mathis, Rumpl & Nordsieck 1977). We model a parametrized disc structure with DIANA standard opacities and polyaromatic hydrocarbons (PAHs) (Woitke et al. 2019). MCMax computes temperature dependent opacities for interactions with photons (0.05–5000 μm) – with a specific focus on non-destructive interactions with UV photons – and includes quantum heating.

In this work, we assume that all dust species are distributed homogeneously throughout the disc and are depleted in the gap in equal proportions. As previously mentioned, trapping of large dust grains in the pressure bump at the outer edge of the gap as well as dust settling mean that this is a simplifying assumption. Though MCMax does take into account dust settling, meaning that larger grains are concentrated towards the disc mid-plane, the code version used here assumes perfect thermal coupling between the gas and dust in all grid cells.

MCMax takes only stellar temperature, mass, and luminosity as independent variables. Since the code also does not include any high energy radiation beyond UV, we are unable to define a realistic young star – highly active with strong EUV and X-ray radiation. We, therefore, chose to model our star using the parameters of the current-day Sun.

It is worth noting that changing the input stellar properties from a G- to O-type star had minimal effects on the presence of the thermal features. However, without the ability to change the stellar spectra along with these properties, we are likely missing nuances that would be present in the thermal map of an O- versus that of a G-star. Nevertheless, the fact that the heating and cooling patterns persisted for a disc of constant size and composition across increased stellar temperature, mass, and bolometric luminosity suggests that the heating and cooling induced by a gap may be present in discs irrespective of stellar type — though such a conclusion requires further investigation.

3 RESULTS

Using MCMax, we generated 25 distinct models of a disc with a single gap of varying size and location and compared each with the model for gapless fiducial disc. The thermal features that emerge when the gap and fiducial models are differentiated are well-described by a number of physical properties of the gap and disc, and can be understood as a consequence of the two-layer structure of viscous and radiative heating.

3.1 Inside of the gap

When the gap models and the fiducial gap-free model are differentiated, almost all of the thermal features that emerge are confined to the radially optically thick region below the radial $r = 1$ surface for $\lambda_{\text{obs max}} = 0.5 \text{ μm}$ — the surface where most radially incident stellar
photons interact. This surface is unaffected by the presence of the gas because the external density dust across the width of the gap is insufficient to lower the radial column density enough to alter the path of the $\tau = 1$ surface. In contrast, the vertical $\tau = 1$ surface is below the radial $\tau = 1$ surface and is dramatically affected by the gap. The height of the vertical $\tau = 1$ surface drops into the mid-plane for most gap conditions we model. This vertical shift means that vertically scattered photons can penetrate much deeper into the disc than they can when no gap is present (Fig. 3). Several of the thermal features correlate well with the position of the vertical $\tau = 1$ surface.

Where the gap intersects with the inner disc ($0.55 < r < 4$ au, $z/r \lesssim 0.1$) where viscous heating dominates in the fiducial model, the gap has a net cooling effect. Fig. 2 demonstrates how the radial extent of viscous heating is truncated by the low density of dust in the gap. Viscous dissipation provides a set amount of energy per unit mass, so heat production per kg of dust is unaffected by the presence of a gap. However, the lower optical depth in the gap allows this energy to more easily escape and increases the cooling efficiency of the region resulting in a mid-plane that is relatively cooler than that in the gap-free fiducial model. Vertically scattered photons are still acting to warm this layer when it is optically thin (Fig. 4, the disc is warmer than the fiducial case above vertical $\tau = 1$ than below it); however, the heat added by these scattered photons is less than the heat lost by photons escaping from the mid-plane layer where viscous dissipation dominates. The observed net cooling inside of the gap shows how important viscous heating is to the mid-plane energy budget at $z = 0$. Though the gaps at 1 au were already well within the water condensation front for the discs we modelled, for warmer discs — where the water snowline would intersect the mid-plane at radii >1 au — it is possible that that net cooling of the viscous layer by gaps at low radii could lead to water condensing closer to the star than predicted by uniformitarian disc models. In such a case, properly modelling the gaps would be essential for predicting planet composition, since the availability of water ice to a growing planet could yield a wetter planet than a gapless thermal model would predict.

In the rest of the disc, at larger radii ($\gtrsim 4$ au) and higher above the mid-plane (in the disc’s atmosphere, $z/r \gtrsim 0.1$), stellar irradiation dominates the local energy budget. The effects of stellar irradiation are difficult to predict without modelling, because lower density not only increases cooling efficiency, it allows for increased photon penetration deep into the disc as can be seen in Fig. 3. Just as photons may more easily penetrate into the disc, they can also more easily escape. On balance, however, the heating dominates down to the
mid-plane in gaps further out in the disc (Fig. 5c and d) and in the atmospheres of gaps found in the inner few au. (Fig. 5a and b).

Regardless of where the gap is located, dust in regions which are optically thin to vertically scattered photons is warmer than dust in vertically optically thick regions, even when cooling dominates (Fig. 4), revealing that the net effect of increased photon penetration is heating. For distant gaps, this heating can all the way down to the mid-plane, resulting in temperature increases of up to 50 per cent compared to the gap-free cases or tens of degrees Kelvin at the mid-plane (Fig. 5c and d). Since line cooling is not included in MCMx, the greater number of incident photons into the low density dust of the gap is the most probable cause of this heating. Photon maps in Fig. 3 reveal that there is indeed a greater number of photons per unit volume in the gap than within the same region in the fiducial model.

The magnitude of relative heating in the gap increases with increasing gap width and depth (Fig. A1). Additionally, when we plot the location of the gas that experiences the highest relative temperature increase (defined as $\Delta T/T_{\text{fiducia}}$) as a function of semimajor axis, we see that hotter material is found higher and further towards the outside edge of the gap the further the gap is away from the star. This is likely the result of greater disc flaring with increasing radius, which exposes material in the gap’s upper atmosphere to more radially travelling stellar photons. Indeed, in the 10 au and 50 au gaps, the region of greatest heating traces the radial $r = 1$ surface almost exactly (Fig. 5c). Thus, the hottest region in the gap is that, which is both vertically and radially transparent, confirming that photons are a significant source of the intra-gap heating.

Even though the hottest region is always located well above the mid-plane and towards the outer edge of the gap, a planet at the centre of one of these gaps would still feel thermal effects of the gap. In Fig. 6, the relative temperature at the location of the planet, $T(R_p)/T_{\text{fiducia}}(R_p)$, is correlated with the location of the gap, as well as with the size of the planet that may have formed it. All gaps experience a relative temperature change at the planet’s location, increasing with increasing planet size, except for when the very largest planet sizes (2.6 and 5.2 $M_J$) are reached. Larger planets imply a deeper gap. So, as a function of gap depth (Fig. 6b), the temperature at the mid-plane also increases relative to that of the fiducial model. However, once the gap has < 0.001 percent of the original mass in dust remaining, $T(R_p)/T_{\text{fiducia}}(R_p)$ decreases, suggesting that, at these extremely low densities, the cooling efficiency is finally high enough to have a significant effect on the net temperature of the gap. This behaviour accounts for the decrease in temperature with the very largest planet masses.
The behaviour of $T(R_F)/T_{\text{mid}}(R_F)$ with changing radius is not as clear cut. For gaps far out in the disc (10 and 50 au), the further out the gap is, the smaller the temperature increase in the gap is. However, we find that the mid-plane of gaps in closer to the star are relatively cooler (Fig. 4) than it would have been in the gapless case. So, the $T(R_F)/T_{\text{mid}}(R_F)$ does not decrease monotonically with increasing $R_F$ (Fig. 6a).

### 3.2 Outside of the gap

The presence of a gap influences the temperature of the dust and gas outside of the gap as well. Two major features emerge when we examine the thermal maps.

The first is mild mid-plane noise present for both gaps in the inner disc (where both viscous and radiative heating are significant) and those further out in the disc (where the disc is purely radiative) (e.g. Fig. 4). The dust near the mid-plane between the star and the gap is consistently relatively cooler, but is also consistently noisy. This noise is the result of poor photon statistics and high temperature errors and occurs in the dense, well-shielded inner few au regardless of the location of the gap or the presence of mid-plane accretion.

The second outside-of-gap thermal variation is only present for gaps, which are further out in the disc, where heating is dominated by stellar radiation. The gap creates radial temperature fluctuations at larger radii in the disc. Moving radially outwards from the gap, heating in the gap transitions to a thin vertical stripe of relatively cooler dust and then back into a larger patch of relatively warmer dust (Fig. 4). The size of the cool stripe decreases with increasing gap width. Furthermore, when the gap is sufficiently far out in the disc (e.g. for the 50 au trials), the cool stripe disappears from the outer gap and, instead, we see the thermal oscillations occurring in the inner disc (Fig. 5).

These oscillations have similar origins as thermal instability/density waves in the disc (e.g. Ward 1986; Watanabe & Lin 2008).
Wu & Lithwick 2021). The narrow band of material outside of the outer wall of the gap is less flared, which means that less radiation is incident on that region of the disc. The result is a thin, relatively cooler stripe of dust which can be seen in Fig. 4 at 7 au. This collapsed region of the disc then allows the outer adjacent region to intersect more photons, causing that region to heat up and flare. This might account for the relatively hotter region to right of the cool stripe in Fig. 4. The gradient of the radial $\tau = 1$, as well as the visible oscillations in the flaring of the disc ‘edge’ around 10 au in Figs 2 and 3 seem to support this interpretation.

The presence of thermal variations outside of the gap demonstrates the gap’s influence on the temperature structure not just within gap, but in the PPD as a whole. This wide-reaching thermal influence has implications for icelines in the presence of a gap, which we discuss below.

### 3.3 Icelines

The heating both within and outside of gaps causes significant deviations to the locations of icelines in the disc. Fig. 5 shows the icelines for four volatile elements (H$_2$O, CH$_4$, CO, and CO$_2$). Below the iceline for a given volatile, most of the material is expected have ‘frozen out’, or sublimated from its gaseous to its solid state. To compute the pressure-dependent sublimation temperatures, we used equation (4) of Hollenbach et al. (2009), which gives the sublimation temperature due to thermal desorption physics. For these calculations, we used the adsorption/binding energies collated in Hollenbach et al. (2009) and Solar system abundances of the volatiles (Acke & van den Ancker 2004; Ueda et al. 2005; Marboef et al. 2014). To give an approximate idea of the values, the pressure-independent sublimation temperatures given by (Lodders 2003) are as follows: H$_2$O (121 K, without graphite condensation), CO (21 K), CH$_4$ (41 K), and CO$_2$ (50 K).

Due to the presence of the gap, the icelines experience vertical and horizontal shifts in position relative to the path of an iceline in the fiducial gapless disc. These shifts can be classified into two main types: a dip and a retreat/advance. An iceline dips down when its path crosses the gap, resulting in a vertical downward translation relative to the fiducial iceline. The paths can dip from their fiducial path anywhere from 10 per cent to 100 per cent of the distance to the mid-plane. The result is deviations of up to 1 au vertically, allowing gas phase volatiles to be present much closer to the mid-plane than a gapless model would predict.

As the gap size increases, the dip becomes more pronounced (Fig. 5). This dipping is a direct consequence of intra-gap heating, as the magnitude of the relative heating in the gap also increases with increasing gap depth and width (Appendix A1).

The iceline deviations are not limited to the gap location, however, as even the CO iceline, which does not intersect with the gap centered on 3 au still feels the effects of the gap. In contrast to the H$_2$O line, the CO iceline occurs far from the star and near the mid-plane of the disc, where the temperature is much lower.

We term the horizontal shift of these icelines to higher radii (further from the star) ‘retreat’ and, to lower radii (closer to the star), ‘advance’. In these cases, the iceline retreats from the fiducial path by a patch of relative heating (e.g. the thermal oscillations that occur adjacent to the gap’s outer edge in Fig. 4), or, it advances to lower radii by tracing a patch of cooler material (such as to the left of the gap in Fig. 5).

The retreat behaviour is the more dramatic of the two. As gaps are placed at increasing semimajor axes and approaching an iceline of interest, the heating seen in Fig. 4 at $\sim$ 10 au drives that iceline to a higher radius.

The advance to smaller radii occurs when the snowline is close to one of the cooler stripes of material (e.g. Fig. 4; 6–8 au) and can trace a path along the lower temperature material. Icelines can advance up to 4.5 au closer to the star in these cases. Towards the interior of the disc, the H$_2$O iceline advances up to 0.8 au towards the inner edge of the disc. Just as the magnitude of the dip increases with increasing gap size, the advances and retreats increase when the gap is wider and deeper.

### 4 DISCUSSION

We have found that the thermal effects of the gap are not limited to the gap’s interior. The temperature of dust outside of the gap is also influenced by the presence of a gap. The alternating cooling and heating stripes adjacent to the gap’s outer edge can result in horizontal translations of a few AU of the CH$_4$ and CO snowlines. This implies that planets forming at higher radii will feel the thermal effects of a planet forming at a lower radius and vice versa. Since not all gaps may be the result of planet formation, the fact that the rest of the disc experiences thermal variations indicates broadly the importance of even non-planet-forming gaps on planet formation.

#### 4.1 Model limitations

Introducing more gaps per disc to correspond to the presence of additional planets will doubtless complicate the thermal features exhibited in these models. However, we have already seen that a gap in the inner disc may even affect, via snowline retreat, the material available to planets forming further out in the disc. The maximal magnitude (4.5 au) of the shifts seen was equivalent to the present-day average separation between the orbits of Jupiter and Saturn (4.3 au).

Since there is still one potentially prominent source of intra-gap mid-plane heating – accretion by the planet itself – missing from our models, it is yet unknown how accurate the radii of the icelines at the disc mid-plane in Fig. 5 are. Furthermore, given the limitations of MCMX, the star modelled is based on the current-day, low-activity sun, which means that our models are missing any potential heating due to extreme XUV stellar radiation at early times (see, e.g. Ayres 1997; Sanz-Forcada et al. 2011).

Though we are unable to simulate the X-ray photons that a hot young star would emit, simply increasing stellar temperature and luminosity produces discs with qualitatively the same heating and cooling patterns. A hotter star would, however, have very different iceline paths to those in discs around cooler stars. In O, B, and A stars, volatile icelines may occur too far out in the disc to either cross or be significantly affected by gaps located in the inner few au. While Agúndez et al. (2018) find that T Tauri inner discs have higher abundances of volatile molecules than those around hotter stars, in the outer disc their abundances are similar. These models suggest the difference in volatile abundances between these two pre-main sequence star types is minimal for our purposes. The higher UV flux and warmer discs of Herbig stars imply, however, that the icelines lie further out in the disc than for T Tauri stars (Agúndez et al. 2018). This is confirmed by observations of Qi et al. (2015) and Agúndez et al. (2018), and implies that there may be an observable difference in the icelines/thermal structures of Herbig and T Tauri PPDs.

The warmer overall disc of a Herbig star suggests that the relative cooling that results when a gap intersects with the viscous layer will likely be unable to cool the inner disc enough to extend the icelines
further in towards the star. A T Tauri disc, on the other hand, would likely experience the full suit iceline deviations discussed in Section 3, which occur as a result of both the gap and icelines intersecting with the viscous mid-plane layer close to the star.

So, while the thermal features we see may be broadly the same for a hot young star, the magnitude and locations of those thermal changes should be different for a true pre-main sequence star. Therefore, rather than robust predictions of the exact segregation of volatiles between the dust and gas, these icelines should be considered as indicators of the broad thermal effects of a gap in a radiative disc.

4.2 Thermal variations induced by a Jupiter-like planet

Fig. 5(b) suggests that, if Jupiter was formed around 3 au as some theories posit (e.g. Lin & Papaloizou 1986; Desch, Kalyaan & O’D. Alexander 2018), the icelines in its vicinity would see significant deviations from the paths predicted by gapless models.

As it crosses the gap, the water snowline dips 37.5 percent, or 1.1 au, down towards the mid-plane. In our model, this does not change the fraction of water ice available at mid-plane. Nor does the advance of the snowline by 0.25 au. However, Cridland et al. (2020) have suggested that meridional transport and vertical accretion of material within one gas scale height of the planet may be significant in determining the solid volatile inventory available to planets. The water ice line does not fall within one gas scale height (\(\z/r = 0.025\)), but the snowline’s dip does increase the likelihood that water gas can be vertically transported down to the forming planet (Cridland et al. 2020).

If meridional flows are significant, then perhaps the young Jupiter-like planet would be able to accrete some gas-phase \(\text{CH}_4\) etc. from the \(\text{CH}_4\) and \(\text{CO}_2\) icelines stretch 95 per cent and 100 per cent of the way down to the mid-plane within the gap, generally. However, because the icelines also experience significant horizontal advances, if the planet were, instead, to accrete most of its material from the mid-plane, the planet would only have access to \(\text{CH}_4\) ice, not gas. This result differs from predictions by the gapless model and has implication for planet formation. The segregation of the volatiles is important not only for the composition of the planet’s atmosphere, but for the formation of the core (Stevenson 1982), with icy mantles on dust grains increasing their ‘stickiness’ and making coagulation more efficient (Chokshi, Tielsens & Hollenbach 1993).

We see a similarly significant change in the \(\text{CO}_2\) iceline when the gap is introduced. In the case of a 1-\(M_J\) planet at 3 au, a gap-free model radiative model would predict that the planet formed outside of the condensation front and is therefore accreting mostly gaseous \(\text{CO}_2\). When the gap is introduced the dip in the iceline as it crosses the gap means that gaseous \(\text{CO}_2\) is still available at the planet’s location at 3 au; however, the advancement of the iceline from 3.9 to 32 au puts ice-phase \(\text{CO}_2\) much closer to the planet’s formation radius at 3 au (Fig. 5b). It also means that a reservoir of solid \(\text{CO}_2\) is present near the gap’s inner edge and likewise falls within 0.3 au of the accreting planet. The reservoir itself is interesting in that it places \(\text{CO}_2\) condensation almost a full 2 au closer to the star than a gapless model would predict.

In the case of our own Solar system, the presence of the gap complicates the picture of what materials may have been available to a forming Jupiter. Furthermore, Jupiter’s gap would likely have implications for other planets forming in the Solar system. As can be seen by the retreat of the CO iceline by 1.2 au around \(r = 10\) au, a Jupiter-like planet at 3 au would also influence the volatiles available to the planets forming further out in the disc.

4.3 Observability of planet-induced thermal structures

Since the temperatures of the dust and gas in a disc’s upper atmosphere have been shown to be decoupled (Kamp & Dullemond 2004; Facchini 2018), our assumption that the two are in thermal equilibrium breaks down. Accurate thermochemistry in the disc upper atmosphere is important to predict the observability of features; however, the significant deviation of icelines, both vertically and horizontally near the gap, may still have observational implications. Furthermore, the impact of dust temperature on the iceline is exponential, while the gas temperature only affects the ice–vapour balance as \(T/1/2\). The temperature differences, thus affect the availability of volatiles in the gas- or ice-phase to planets or planetesimals and may affect molecular line emission. Notably, for example, the CO present in the gap in the 1-\(M_J\) planet at 10 au would not be ice-phase CO as predicted by the thermal structure of a disc without a gap, but would, instead, be gaseous CO.

The gas-phase C/O ratio in a sample of discs has been shown to correlate with the presence, or lack of, dust rings (Van der Marel et al. 2021). While that study did not address additional heating facilitated by the low opacity in dust gaps, there must be a sub-population of discs where gaps are close to ‘full-disc equivalent’ iceline locations, and in which the additional heating determines which ices are evaporated. As a specific example, high spatial resolution spectroscopy within the ALMA large programme MAPS (Oberg et al. 2021) identified radial variations of the C/H, O/H, and C/O ratios in the HD 163296 PPD on \(\sim 100\) au scales. Multiple Jupiter-mass protoplanet candidates associated with gaps have been identified within this radial range (Liu et al. 2018; Zhang et al. 2018b) and may be contributing to these variations in gas-phase composition via iceline perturbations. We note that existing observations may have had limited ability to detect the types of effects studied in this work. It is possible that localized impacts of individual planet gaps on the gas temperature and composition in HD 163296 have not yet been resolved, especially in the inner few tens of astronomical units where such impacts expect to be the most significant.

5 CONCLUSIONS

The presence of a gap in a radiative PPD has non-negligible impacts on the thermal structure of the entire disc and, significantly, on the segregation of volatiles near a growing planet.

We modelled 25 radiative, Solar system-like dust discs each with a single gap of varying width a depth. The gaps modelled corresponded to planets of masses ranging from 0.1 \(M_J\) (31 \(M_B\)) to 5.2 \(M_J\) and semimajor axes of 3, 5, or 10 au using the analytic relations for gas gaps defined by Duffell (2019) (which is then translated to a dust gap using a fixed dust-to-gas ratio of 1/100).

The 2D radiative transfer code MCMax was then used to compare the temperature and photon density maps for the 22 trials with those for a fiducial gap-less disc.

The main sources of heating in PPDs are viscous (accretion) and radiative. In this model, the temperature change due to accretion on to the star is computed everywhere in the disc. For our assumed accretion rate of \(M = 10^{-8}M_\odot/yr\), viscous heating dominates near the mid-plane (\(z/r \leq 0.1\)) for the inner 4 au of the disc. Radiative transfer dominates the energy balance in the rest of the disc. The low density of the dust in a gap yields a lower optical depth (specifically, in the vertical direction) and, therefore, allows photons to penetrate deeper into these optically thin regions and heat the remaining dust; however, a lower optical depth also allows photons to more easily escape, thereby cooling the dust. In our models, the vertical \(\tau = 1\)
surface is 80 per cent – 100 per cent further down into the disc than in the gapless fiducial model.

The resulting thermal structure indicates that the net effect of a gap is to warm the dust throughout the gap, so long as the gap does not fall within the inner few au, where viscous heating is important. In that inner disc (≤ 4 au), the material in the gap exhibits a two-layered structure, with a heated atmosphere (τd > 0.05), but a relatively cooler mid-plane. This cooler mid-plane feature likely emerges because of the increased cooling efficiency of the low optical-depth gap region: where heating of the disc occurs directly by viscous dissipation, that energy is transported away more efficiently when the optical depth is low due to gap opening, resulting in a mid-plane which is cooler than the gap-free model by up to 97 K.

In the gap atmosphere, the dominant heat source is not viscous, but stellar irradiation and the increased photon penetration results in relatively hotter material. The presence of warming both inside and outside of the gap correlates strongly with increased photon density and with optically thin regions of the disc. This net warming of the gap agrees with the thermochemical models of Alarcón et al. (2020), though our 2D radiative transfer models also find the cooler mid-plane in the inner disc where viscous dissipation dominates the mid-plane energy budget. Therefore, whether the gap’s lower density results in relative heating or cooling depends on which heating mechanism was dominant at that location in the fiducial gapless model.

How much the gap is heated is a function of how large it is and where it occurs in the disc. The magnitude of the relative warming increases with increasing planet size, gap depth, and gap width. We find that this trend holds up until we reach gap depths where < 0.001 per cent of the mass in dust remains. At those extremely low densities, cooling efficiency becomes sufficient to begin counteracting heating due to increased photon penetration.

The heating and cooling effects are not confined to within the gap. A mechanism akin to thermal instability waves is likely responsible for the heating and cooling regions outside of the gap. When combined with the intra-gap heating and cooling, these thermal variations cause the paths of icelines – computed using desorption physics – to dip vertically up to 4.3 au or shift inwards and outwards horizontally up to 6.5 au. Thus, the presence of a gap, whether it is planet-forming or not, can alter the availability of volatiles to planets forming elsewhere in the disc.

ACKNOWLEDGEMENTS

We thank Michel Min for the use of his MCMx code and our referee for the thoughtful comments.

DATA AVAILABILITY

The MCMx code is not publicly available and is not currently supported. Requests for the data underlying this article may be directed to the corresponding author.

REFERENCES

Bosman A. D. et al., 2021, ApJS, 257, 7
Acke B., van den Ancker M. E., 2004, A&A, 426, 151
Agúndez M., Roueff E., Le Petit F., Le Bourlot J., 2018, A&A, 616, A19
Alarcón F., Teague R., Zhang K., Bergin E. A., Barazza-Alfaro M., 2020, ApJ, 905, 68
Apai D., Laurreta D. S., 2010, Planet Formation and Protoplanetary Dust. Cambridge Planetary Science, Cambridge, p. 1
Ayres T. R., 1997, J. Geophys. Res., 102, 1641
Birnstiel T., Klahr H., Ercolano B., 2012, A&A, 539, A148
Bjorkman J. E., Wood K., 2001, ApJ, 554, 615
Boss A. P., 1998, Ann. Rev. Earth Planet. Sci., 26, 53
Boss A. P., 2000, ApJ, 536, L101
Brauer F., Dullemond C. P., Henning T., 2008, A&A, 480, 859
Chiang E. I., Goldreich P., 1997, ApJ, 490, 368
Chokshi A., Tielens A. G. G. M., Hollenbach D., 1993, ApJ, 407, 806
Crida A., Morbidelli A., Masset F., 2006, Icarus, 181, 587
Cridland A. J., Bosman A. D., van Dishoeck E. F., 2020, A&A, 635, A68
Desch S. J., Kalyaan A., O’D. Alexander C. M., 2018, ApJS, 238, 11
Dipierro G., Laibe G., 2017, MNRAS, 469, 1932
Dubrulle B., Morfill G., Sterzik M., 1995, Icarus, 114, 237
Duffell P. C., 2015, ApJ, 807, L11
Duffell P. C., 2019, ApJ, 889, 7
Dullemond C. P., Hollenbach D., Kamp I., D’Alessio P., 2006, Models of the Structure and Evolution of Protoplanetary Disks, University of Arizona Press, Tucson, p. 951
Dullemond C. P., Hollenbach D., Kamp I., D’Alessio P., 2007, in Reipurth B., Jewitt D., Keil K., eds, Protostars and Planets V. University of Arizona Press, Tucson, p. 555.
Dullemond C. P., Isella A., Andrews S. M., Skobleva I., Dzyurkevich N., 2020, A&A, 633, A137
Facchini S., 2018, IAU Symp., 332, 129
Fedele D., van Dishoeck E. F., Kama M., Bruderer S., Hogerheijde M. R., 2016, A&A, 591, A95
Fouchet L., Maddison S. T., Gonzalez J. F., Murray J. R., 2007, A&A, 474, 1037
Garaud P., Lin D. N. C., 2007, ApJ, 654, 606
Ginzburg S., Sari R., 2018, MNRAS, 479, 1986
Goldreich P., Tremaine S., 1980, ApJ, 241, 425
Goldreich P., Ward W. R., 1973, ApJ, 183, 1051
Harsono D., Bruderer S., van Dishoeck E. F., 2015, A&A, 582, A41
Hayashi C., 1981, Progr. Theor. Phys. Suppl., 70, 35
Hollenbach D., Kaufman M. J., Bergin E. A., Melnick G. J., 2009, ApJ, 690, 1497
Ida S., Lin D. N. C., 2008, ApJ, 685, 584
Jang-Condell H., Sasselov D. D., 2004, ApJ, 608, 497
Kamp I., Dullemond C. P., 2004, ApJ, 615, 991
Kanagawa K. D., Muto T., Tanaka H., Tanigawa T., Takeuchi T., Tsukagoshi T., Momose M., 2015, ApJ, 806, L15
Kanagawa K. D., Muto T., Tanaka H., Tanigawa T., Takeuchi T., Tsukagoshi T., Momose M., 2016, Publ. Astron. Soc. Jpn., 68, 43
Kenyon S. J., Hartmann L., 1987, ApJ, 323, 714
Krijger T. S., Burkhardt C., Budde G., Kleine T., 2017, Proc. Natl. Acad. Sci., 114, 6712
Lee J.-E., 2019, in ALMA2019: Science Results and Cross-Facility Synergies. European Southern Observatory, Garching, p. 47
Lesnik M. V., Desch S. J., 2011, ApJ, 740, 118
Lin D. N. C., Papaloizou J., 1986, ApJ, 309, 846
Liu S.-F., Jin S., Li S., Isella A., Li H., 2018, ApJ, 857, 87
Lodders K., 2003, ApJ, 591, 1220
Lucy L. B., 1999, A&A, 344, 282
Malik M., Meru F., Mayer L., Meyer M., 2015, ApJ, 802, 56
Marboeuf U., Thiabaud A., Alibert Y., Cabral N., Benz W., 2014, A&A, 570, A35
Mathis J. S., Rumpl W., Nordsieck K. H., 1977, ApJ, 217, 425
Min M., Dullemond C. P., Dominik C., de Koter A., Hovenier J. W., 2009, A&A, 497, 155
Min M., Dullemond C. P., Kama M., Dominik C., 2011, Icarus, 212, 416
Min M., Flynn G., 2010, Dust Composition in Protoplanetary Disks. Cambridge Planetary Science, Cambridge, p. 161
Oberg K. I. et al., 2021, ApJS, 257 29
Oberg K. I., Murray-Clay R., Bergin E. A., 2011, ApJ, 743, L16
Panić O., Min M., 2017, MNRAS, 467, 1175
Piso A.-M. A., Oberg K. I., Birnstiel T., Murray-Clay R. A., 2015, ApJ, 815, 109
Pollack J. B., Hollenbach D., Beckwith S., Simonelli D. P., Roush T., Fong W., 1994, ApJ, 421, 615
Qi C., Oberg K. I., Andrews S. M., Wilner D. J., Bergin E. A., Hughes A. M., Hogerheijde M., D’Alessio P., 2015, ApJ, 813, 128
Rafikov R. R., 2017, ApJ, 837, 163

Downloaded from https://academic.oup.com/mnras/article/522/3/3378/7134090 by University of Cambridge user on 14 September 2023
APPENDIX A:

Figure A1. Maximum relative heating in gap — given as a function of planet semimajor axis (upper left-hand panel, colourized by planet mass), planet mass (upper right-hand panel, colourised by planet semimajor axis), gap width (lower left-hand panel), and gap depth (lower right-hand panel). Gap width and depth are a function of planet mass and orbital radius as described in Section 2.2. Colourization by mass reveals no obvious trends. Interestingly, \((\Delta T/T_{\text{base}})_{\text{max}}\) increases with increasing planet mass, but the middling gap at 10 au experiences a steeper and larger overall increase than the gap at 3 au (upper right-hand panel). This agrees with the large spread of heating magnitudes we see at 10 au as a function of planet mass (upper left-hand panel). At higher radii, the effect of a planet’s mass on the heating diminishes. This large spread in heating magnitudes at 10 au appears to be a consequence of disc structure and not, as suggested by the trends in lower left- and right-hand panels, a function of the gap structure. The tighter distribution of planet temperatures at 3 au may be the result of the cooling mechanisms that come into play when the gap intersects the mid-plane accretion layer (Section 3.1).
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