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Abstract

**Background:** A lot of studies have compared the ability of statistical methods to control for confounding. However, a majority of studies mistakenly assumed these methods estimate the same effect. The aim of this study was to use Monte Carlo simulations to compare logistic regression, propensity scores and instrumental variable analysis for estimating their true target odds ratios in terms of bias and precision in the absence and presence of unmeasured confounder.

**Methods:** We established the formula allowing us to compute the true odds ratio of each method. We varied the instrument’s strength and the unmeasured confounder to cover a large range of scenarios in the simulation study. We then use logistic regression, propensity score matching, propensity score adjustment and two-stage residual inclusion to obtain estimated odds ratios in each scenario.

**Results:** In the absence of unmeasured confounder, instrumental variable without direct effect on the outcome could produce unbiased estimates as propensity score did, but the mean square errors of instrumental variable were greater. When unmeasured confounder existed, no other method could produce unbiased estimation except instrumental variable, provided that the proposed instrument is not directly related to the outcome. Using the defined instrument, which affected the outcome directly, resulted in positive biased estimation of the treatment effect and this bias was greater compared to that from other methods.

**Conclusions:** Overall, with good implementation, instrumental variable can lead to unbiased results. However, the bias caused by violating the required assumptions of instrumental variable can outweigh the positive effect of its ability to control for unmeasured confounder.
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Background

Randomized controlled trials are considered as the gold standard for clinical evaluation but are difficult to conduct because of many practical considerations. Well-designed observational studies are also helpful to enhance and confirm the findings of randomized studies, although they cannot be regarded as a replacement for RCT [1].
Logistic regression is an alternative method in observational studies for dichotomous outcomes. It is often used to reduce the bias caused by measured confounders. However, when modeling, if too many variables need to be included in a model relative to the number of observed events, the estimates from these models can be incorrect [2]. To address these limits, Rosenbaum and Rubin [3] proposed “propensity scores” (PS), which is the conditional probability of a subject receiving a particular treatment given the set of confounders. It allows simultaneously control for multiple variables in situations where conventional multivariate models might perform badly, owing to the insufficient observed events. A central concern with observational data, however, is bias by unmeasured or uncontrolled confounding which might explain away the observed association between the treatment and the outcome [4].

Instrumental variable (IV) analysis is an approach to obtain unbiased estimates even in the presence of unmeasured confounders, provided that certain assumptions are met. An valid IV should satisfy the following assumptions: it is associated with treatment; it has no direct effect on the outcome (exclusion restriction); and it is independent of all (unmeasured) confounders of the treatment–outcome relationship. In practice, however, it is hard to meet all these assumptions, and some of which are even not testable. Consequently, we can hardly be certain that the proposed instrument is valid to adjust for unmeasured confounding [5].

In recent years, a lot of studies have compared the ability of statistical methods to control for confoundings, but these studies have some limitations. First, in most studies, researchers mistakenly assumed that these methods estimate the same effect, while in fact they do not. For example, logistic regression intends to estimate the conditional treatment effect; propensity score matching allows us to estimate the average treatment effect in treated; propensity score adjustment intends to estimate the average treatment effect; and IV aims to estimate the true compiler average causal effect. As these studies did not distinguish between these different effects when compared the performance of different methods, we suspect whether the results of these studies can be a true representation of the performance of them. Second, it has been argued that IV and logistic regression or propensity score methods are applicable to different scenarios. The former is applicable to the presence of unmeasured confounders, while the latter two are applicable to the absence of unmeasured confounders in the study. However, we should bear in mind that we can hardly be sure if there are any unmeasured confounders in the study in practice; In addition, since some of the assumptions required for IV are not directly testable, it is hard to tell whether all of the assumptions for IV are met. Therefore, we have doubts about whether IV outperforms the other two methods in the presence of unmeasured confounders.

Accordingly, the purpose of this study was to compare the performances of different methods for estimating their true target treatment effects when odds ratio is used as a measure of treatment effect by using Monte Carlo simulations. We examined three kinds of different methods for estimating treatment effects: logistic regression, propensity score method and instrumental variable analysis; We calculated two values to assess their performances: bias and mean squared error; Finally, we sought to investigate the consequences associated with instruments of different strengths and to compare IV with other methods when unmeasured confounder exists and the exclusion restriction is violated.
Methods
Definitions
Eleven variables related to the treatment and the outcome were considered; \( N \) denotes the sample size; Treatment selection variable \( Z_i (i = 1 \ldots N) \) depends on \((X_1, \ldots, X_7)\) and \( R_i \), while outcome variable \( Y_i \) depends on \((X_4, \ldots, X_{10})\) and \( R_i \); \( R_i \) is a defined instrument. In the current study, we defined the \( Z_i(1), Z_i(0) \) which was a treatment status conditional on the subject having been assigned to treatment \((R_i = 1)\) and a treatment status conditional on the subject having been assigned to control \((R_i = 0)\). We also defined two potential probabilities of occurrence of an event for each subject: a probability conditional on the subject having been treated \( P_i(1) \) and a probability conditional on the subject having not been treated \( P_i(0) \).

Data-generation process
We generated eleven independent covariates \( x_1-x_{10} \) and \( R_i \) for each of \( N \) subjects. Each of the \( x_1-x_{10} \) covariates was assumed to have a Bernoulli distribution with parameter \( 0.5 \). \( R_i \) was assumed to have a Bernoulli distribution with parameter \( 0.7 \).

Treatment status
We then generated a treatment status for each of \( N \) subjects by

\[
Z_i \sim \text{Bernoulli}(p_{i,\text{treatment}})
\]

where \( \text{logit}(p_{i,\text{treatment}}) = \alpha_0 + \alpha_1 x_{i,1} + \cdots + \alpha_7 x_{i,7} + \alpha_r R_i \).

Outcomes
For each subject we randomly generated a dichotomous outcome \((1=\text{occurrence of an event}; 0=\text{absence of an event})\) using a logistic model:

\[
Y_i \sim \text{Bernoulli}(p_{i,\text{outcome}})
\]

where \( \text{logit}(p_{i,\text{outcome}}) = \beta_0 + \beta_4 x_{i,4} + \cdots + \beta_{10} x_{i,10} + \beta_{\text{treat}} Z_i + \beta_r R_i \).

Parameter values for data generation
In the data generation process, the regression coefficients took the values displayed in Table 1.

Table 1 Data Generation Parameters for the Simulation Study

| Variable       | Value       |
|----------------|-------------|
| \( \alpha_1, \beta_4 \)       | \ln(1.5)    |
| \( \alpha_2, \alpha_3, \alpha_4, \beta_5, \beta_6, \beta_7 \) | \ln(2.5)    |
| \( \alpha_5, \alpha_6, \alpha_7, \beta_8, \beta_9, \beta_{10} \) | \ln(5)      |
| \( \beta_{\text{treat}} \)       | \ln(1), \ln(1.5), \ln(2.5), \ln(5) |

Allowing \( \alpha_r \) to be \( \ln (2), \ln (5) \) and \( \ln (10) \), indicating a weak, moderate and strong instrument respectively; \( \beta_r \) was set to be \( \ln (1.2) \) and \( \ln (1) \), implying the proposed instrument had a weak and had no direct association with the outcome.
We wanted to have approximately 50 per cent of the subjects who were assigned
to the control to be exposed to treatment. The value of \( \alpha_0 \) was set to -4 so that the
treatment would be assigned to approximately half of these subjects.

We want the outcome occurs for approximately 50 per cent of the untreated
subjects. Then for \( \ln(1) \), the value of \( \beta_0 \) was set to -4; for \( \ln(1.2) \), the value of \( \beta_0 \)
was set to -4.1.

**The true odds ratios of each method**

Using the data-generating process, first, we randomly generated a treatment status
for each subject that was conditional on the subject’s baseline covariates and the
proposed instrument. We then used the second data-generating process to randomly
generate an outcome that was conditional on both the actual treatment assigned and
on the subject’s baseline covariates. We also generated two potential treatment status
for each subject: \( Z_i(1), Z_i(0) \) and two potential probabilities: \( P_i(1), P_i(0) \). These
two potential treatment status and outcomes were used to determine the true treatment
effects on the odds ratio.

**The true conditional treatment effects (CTE)**

The true OR of CTE is defined as:

\[
OR_{CTE} = e^{\beta_{treat}}
\]

**The true average treatment effect (ATE)**

The true OR of ATE is calculated by:

\[
OR_{ATE} = \frac{\bar{P}_i(1)}{1 - \bar{P}_i(1)} \cdot \frac{\bar{P}_i(0)}{1 - \bar{P}_i(0)}
\]

\[
\bar{P}_i(1) = \frac{1}{N} \sum_{i=1}^{N} P_i(1)
\]

\[
\bar{P}_i(0) = \frac{1}{N} \sum_{i=0}^{N} P_i(0)
\]

**The true average treatment effect in treated (ATT)**

The true OR of ATT is calculated by:

\[
OR_{ATT} = \frac{\bar{P}_i(1)}{1 - \bar{P}_i(1)} \cdot \frac{\bar{P}_i(0)}{1 - \bar{P}_i(0)}
\]

\[
\bar{P}_i(1) = \frac{1}{N_{Z=1}} \sum_{i=1}^{N_{Z=1}} P_i(1)
\]
\[ \bar{P}_i(0) = \frac{1}{N_{Z=1}} \sum_{i=0}^{N_{Z=1}} P_i(0) \]

where \( N_{Z=1} \) denotes the number of population who actually receive the treatment.

The true compiler average causal effect (CACE)

the true OR of CACE is calculated by:

\[ OR_{\text{CACE}} = \frac{\bar{P}_i(1)}{1 - \bar{P}_i(1)} \]

\[ \bar{P}_i(1) = \frac{1}{N_c} \sum_{i=1}^{N_c} P_i(1) \]

\[ \bar{P}_i(0) = \frac{1}{N_c} \sum_{i=0}^{N_c} P_i(0) \]

where \( N_c \) denotes the number of the compilers population. The compilers are subjects who adhere to the assignment of treatment but do not take it when not assigned to it (\( Z_i(1) = 1 \) and \( Z_i(0) = 0 \)).

The mean of \( OR_{ATE} \), \( OR_{ATT} \), \( OR_{CACE} \) are determined across the simulated datasets and will serve as the true target OR.

Estimating the treatment effects

Two different scenarios were considered:

**Scenario 1** no unknown confounder exists, which means all \((X_1, \ldots, X_{10})\) variables can be involved in when fitting models.

**Scenario 2** \( X_5 \) was viewed as an unknown confounder in this scenario, which means it would not be involved in when fitting models.

**Logistic regression**

We used logistic regression to estimate the conditional treatment effect (CTE). Two different specifications were considered. In the first specification, we used logistic regression model (logistic model 1) to regress outcomes on the treatment status and four baseline covariates that affected the treatment status and the outcome \((X_4, \ldots, X_7)\). The second (logistic model 2) controlled for all the covariates related to the outcome \((X_4, \ldots, X_{10})\). In scenario 2, \( X_5 \) was not be involved in the logistic model in both specifications.

**Propensity score matching**

We used propensity score matching to create a matched sample of treated and untreated patients. For each subject, we computed the logit of the estimated propensity score by regressing treatment status on the seven baseline covariates
(X_1, \ldots, X_{10}) \text{ in scenario 1 and six baseline covariates} (X_4, X_6, \ldots, X_{10}) \text{ in scenario 2. We employed all variables related to the outcome as it has been shown to lead to better estimation compared to selecting only those variables that affect treatment status [6]. We then used a greedy-matching algorithm to match subjects with calipers of 0.2 standard deviations of the logit of the estimated propensity score. We thus obtained the estimated odds ratio of ATT from a matched-pairs design.}

Adjustment using the propensity score
Covariate adjustment using the propensity score was commonly used form of the propensity score in the clinical literature [1, 7], and it has shown perform as well as PS matching [8]. In this method, the propensity score (on the probability scale) and a variable denoting treatment status, are entered in the logistic regression model. The estimated OR of ATE is obtained from the nature exponential of regression coefficient for treatment status.

Two stage residual inclusion (2SRI)
Terza et al. [9] showed the consistency and the superiority of the 2SRI method, they recommended applied researchers to employ 2SRI estimation when they are trying to address endogeneity in nonlinear models. In our study for dealing with binary treatment status and outcomes, logistic regression is used for both the first and second stages of the 2SRI procedure. In the first stage of 2SRI, regression of treatment received on the treatment assignment \( R_i \) as an instrument, and the results are used to generate predicted values for calculating the residual which is \( \hat{X}_u = Z_i - \hat{p}_{i, \text{treatment}} \). In the second-stage regression, the first-stage residuals are included as additional regressors in second-stage estimation:

\[
\text{logit}(\hat{p}_{i, \text{outcome}}) = \hat{\beta}_0 + \hat{\beta}_4 x_{i,4} + \ldots + \hat{\beta}_7 x_{i,7} + \hat{\beta}_{\text{treat}} Z_i + \hat{\beta}_u \hat{X}_u
\]

and then the \( e^{\hat{\beta}_{\text{treat}}} \) was viewed as the estimated OR of CACE.

Monte Carlo simulations
For each of the combinations of \( \alpha_r, \beta_r \) and \( \beta_{\text{treat}} \), we randomly generated 1000 datasets using the data-generating process. Each randomly generated dataset consisted of 10 000 subjects. Using each of the 1000 datasets, we estimated the CTE, ATE, ATT and CACE on the odds ratio by using each method. We then determined bias and mean square error (MSE) on the odds scale as:

\[
\text{Bias} = \bar{\hat{O}R} - OR_{\text{true}}
\]

\[
MSE = \frac{\sum_{i=1}^{1000} (\bar{\hat{O}R} - OR_{\text{true}})^2}{1000}
\]

where \( \bar{\hat{O}R} \) is the estimated odds ratio of each method in one simulated dataset; \( \bar{\hat{O}R} \) is the average of the \( \bar{\hat{O}R} \) over the 1000 simulated datasets; \( OR_{\text{true}} \) is the true target treatment effect on the odds scale. Simulations were conducting by using R, version 4.0.3, software.
Results

In this section we examined the bias and the MSE in the estimated odds ratio when there is no and there is unobservable confounder existing. The estimated values are displayed in Table 2. and Table 3.. Figure 1. and Figure 2. contain the bias (in the odds scale) for each of the statistical methods used and for each of the true target treatment effects. Figure 3. and Figure 4. show the MSE (in the odds scale) for each of the statistical methods used.

Among Figure 1-4., A, B and C shows the bias for each method when the defined IV had no association with the outcome, whereas D, E and F shows that when the defined IV had a direct effect on the outcome. In addition, A and D, B and E, C and F employed the weak, moderate and strong IV respectively.

For comparative purposes, the initial crude or unadjusted estimate of the treatment effect was also calculated.

Table 2 True and Estimated Odds Ratios of Different Methods Under Different Parameter Values in the Absence of Unmeasurable Confounders

| OR  | $r_\alpha$ | $r_\alpha$ | ORATE   | ORATT   | ORCACE   | Crude  | lg1  | lg2  | PSA   | PSM   | IV   |
|-----|------------|------------|---------|---------|---------|--------|------|------|-------|-------|------|
| 1.00| ln(1)      | ln(2)      | 1.00    | 1.00    | 1.00    | 1.77   | 1.00 | 1.00 | 1.00  | 1.00  | 1.05 |
|     | ln(5)      | ln(10)     | 1.00    | 1.00    | 1.00    | 1.74   | 1.00 | 1.00 | 1.00  | 1.00  | 1.05 |
| 1.25| ln(1)      | ln(2)      | 1.31    | 1.32    | 1.32    | 2.34   | 1.34 | 1.34 | 1.34  | 1.34  | 1.38 |
|     | ln(5)      | ln(10)     | 1.31    | 1.32    | 1.32    | 2.30   | 1.34 | 1.34 | 1.34  | 1.34  | 1.38 |
| 2.00| ln(1)      | ln(2)      | 1.86    | 1.88    | 1.88    | 3.35   | 1.95 | 1.95 | 1.95  | 1.95  | 1.99 |
|     | ln(5)      | ln(10)     | 1.86    | 1.88    | 1.88    | 3.27   | 1.95 | 1.95 | 1.95  | 1.95  | 1.99 |
| 5.00| ln(1)      | ln(2)      | 3.01    | 3.08    | 3.08    | 5.51   | 3.27 | 3.27 | 3.27  | 3.27  | 3.31 |
|     | ln(5)      | ln(10)     | 3.01    | 3.08    | 3.08    | 5.37   | 3.26 | 3.26 | 3.26  | 3.26  | 3.31 |
|     | ln(1.2)    | ln(2)      | 3.01    | 3.11    | 3.08    | 5.60   | 3.33 | 3.33 | 3.33  | 3.33  | 3.37 |
|     | ln(5)      | ln(10)     | 3.01    | 3.08    | 3.08    | 5.54   | 3.39 | 3.39 | 3.39  | 3.39  | 3.44 |

Abbreviations: lg1, logistic model 1 (including the covariates related to both treatment and outcome); lg2, logistic model 2 (including the all covariates related to outcome); PSA, propensity score adjustment; PSM, propensity score matching.

Bias of each method when no unmeasured confounder exists

For each of the true odds ratios of ATE, the crude estimate was biased upwards. In examining the estimated effects of conditional treatment when logistic regression was used, the estimated treatment effects were biased towards the null when only the true confounders (related to both the treatment and the outcome) were included in the model (logistic model 1), and as the true odds ratio was greater than one, it resulted in greater bias; the estimated treatment effects were almost unbiased when all variables related to the outcome were included in the model (logistic model 2).

In examining the OR of ATE when covariate adjustment using the estimated propensity score was used, the estimated effect was slightly positively biased, except
Table 3. True and Estimated Odds Ratios of Different Methods Under Different Parameter Values in the Presence of Unmeasurable Confounders

| OR   | \( \beta_r \) | \( \alpha_r \) | OR\(_{ATE}\) | OR\(_{ATT}\) | OR\(_{CACE}\) | Crude | lg1  | lg2  | PSA | PSM | IV  |
|------|----------------|----------------|-------------|-------------|-------------|--------|------|------|-----|-----|-----|
| 1.00 | ln(1)          |                | 1.00        | 1.00        | 1.00        | 1.77   | 1.25 | 1.36 | 1.25| 1.24| 1.06|
|      | ln(2)          |                | 1.00        | 1.00        | 1.00        | 1.00   | 1.00 | 1.00 | 1.00| 1.00| 1.00|
|      | ln(5)          |                | 1.00        | 1.00        | 1.00        | 1.80   | 1.27 | 1.38 | 1.27| 1.26| 3.57|
|      | ln(10)         |                | 1.00        | 1.00        | 1.00        | 1.77   | 1.28 | 1.40 | 1.28| 1.27| 1.75|
|      | ln(1.2)        |                | 1.31        | 1.32        | 1.32        | 2.35   | 1.67 | 2.01 | 1.67| 1.65| 1.35|
|      | ln(2)          |                | 1.31        | 1.32        | 1.32        | 2.29   | 1.64 | 1.97 | 1.65| 1.62| 1.27|
|      | ln(5)          |                | 1.31        | 1.32        | 1.32        | 2.23   | 1.61 | 1.92 | 1.62| 1.59| 1.27|
|      | ln(10)         |                | 1.31        | 1.32        | 1.32        | 2.36   | 1.70 | 2.06 | 1.71| 1.67| 2.30|
|      | ln(1.2)        |                | 1.31        | 1.32        | 1.32        | 2.37   | 1.69 | 2.05 | 1.69| 1.67| 4.80|
|      | ln(2)          |                | 1.31        | 1.32        | 1.32        | 2.36   | 1.70 | 2.06 | 1.71| 1.67| 2.30|
|      | ln(5)          |                | 1.31        | 1.32        | 1.32        | 2.34   | 1.71 | 2.07 | 1.72| 1.68| 1.97|
|      | ln(10)         |                | 1.31        | 1.32        | 1.32        | 2.34   | 1.71 | 2.07 | 1.72| 1.68| 1.97|
|      | ln(1.2)        |                | 1.31        | 1.32        | 1.32        | 2.37   | 1.69 | 2.05 | 1.69| 1.67| 4.80|
|      | ln(2)          |                | 1.31        | 1.32        | 1.32        | 2.36   | 1.70 | 2.06 | 1.71| 1.67| 2.30|
|      | ln(5)          |                | 1.31        | 1.32        | 1.32        | 2.34   | 1.71 | 2.07 | 1.72| 1.68| 1.97|
|      | ln(10)         |                | 1.31        | 1.32        | 1.32        | 2.34   | 1.71 | 2.07 | 1.72| 1.68| 1.97|
| 1.50 | ln(1)          |                | 1.86        | 1.89        | 1.88        | 3.34   | 2.40 | 3.29 | 2.41| 2.34| 1.93|
|      | ln(2)          |                | 1.86        | 1.88        | 1.88        | 3.27   | 2.37 | 3.23 | 2.38| 2.30| 1.81|
|      | ln(5)          |                | 1.86        | 1.88        | 1.88        | 3.18   | 2.33 | 3.14 | 2.34| 2.26| 1.82|
|      | ln(10)         |                | 1.86        | 1.88        | 1.88        | 3.37   | 2.44 | 3.36 | 2.45| 2.38| 6.91|
|      | ln(1.2)        |                | 1.86        | 1.88        | 1.88        | 3.27   | 2.45 | 3.38 | 2.46| 2.38| 3.32|
|      | ln(2)          |                | 1.86        | 1.88        | 1.88        | 3.37   | 2.44 | 3.36 | 2.45| 2.38| 6.91|
|      | ln(5)          |                | 1.86        | 1.88        | 1.88        | 3.27   | 2.45 | 3.38 | 2.46| 2.38| 3.32|
|      | ln(10)         |                | 1.86        | 1.88        | 1.88        | 3.37   | 2.44 | 3.36 | 2.45| 2.38| 6.91|
|      | ln(1.2)        |                | 1.86        | 1.88        | 1.88        | 3.27   | 2.45 | 3.38 | 2.46| 2.38| 3.32|
| 2.50 | ln(1)          |                | 3.01        | 3.11        | 3.08        | 5.53   | 4.01 | 4.44 | 4.03| 3.85| 3.08|
|      | ln(2)          |                | 3.01        | 3.08        | 3.06        | 5.37   | 3.93 | 6.31 | 3.96| 3.75| 2.98|
|      | ln(5)          |                | 3.01        | 3.06        | 3.06        | 5.18   | 3.85 | 6.15 | 3.89| 3.65| 2.97|
|      | ln(10)         |                | 3.01        | 3.06        | 3.06        | 5.18   | 3.85 | 6.15 | 3.89| 3.65| 2.97|
|      | ln(1.2)        |                | 3.01        | 3.11        | 3.08        | 5.58   | 4.06 | 6.54 | 4.08| 3.90| 11.67|
|      | ln(2)          |                | 3.01        | 3.09        | 3.07        | 5.55   | 4.08 | 6.64 | 4.11| 3.90| 5.41|
|      | ln(5)          |                | 3.01        | 3.07        | 3.06        | 5.45   | 4.07 | 6.62 | 4.11| 3.87| 4.57|

Abbreviations: lg1, logistic model 1 (including the covariates related to both treatment and outcome); lg2, logistic model 2 (including the all covariates related to outcome); PSA, propensity score adjustment; PSM, propensity score matching.

when the true conditional odds ratio was equal to one. However, when estimating the OR of ATT by using propensity score matching, the estimated effect was nearly unbiased and it showed the best performance in each condition.

Finally, we examined the OR of CACE when instrumental variable analysis was used. Using the defined instrument which had no direct association with the outcome resulted in at most negligible bias(Figure 1A-C). In contrast, using the defined instrument, which affected the outcome directly, resulted in positive biased estimation and this bias was greater compared to that for other methods. Further, when IV was weak, the bias it caused was even greater than the crude estimates(Figure 1D). It is important to note that employing an strong IV can still lead to significantly biased results when the instrument had a direct effect on the outcome, even though this effect is weak (Figure 1F).

Bias of each method when unmeasured confounder exists

Different results were observed in this scenario, although the bias of the crude treatment effect was always positive and great.

As shown in Figure 2., when the true conditional odds ratio was less than 5, logistic model 1 resulted in less biased results compared to logistic model 2. In addition, when the true conditional OR was equal or greater than 2.5, logistic model 2 always lead to positive bias, while the estimated treatment effect of logistic model 1 biased towards the null.

Each of the two propensity score methods resulted in positive biased estimation and the bias increased as the true treatment effect increased. As expected, the bias of IV analysis was negligibly different from zero when there is no directly association between the instrument and the outcome. The situation, however, would
Figure 1 Bias under different conditional odds ratios in the absence of unmeasurable confounders. In parts A, B and C, the defined instrument has direct effect on the outcome; in parts D, E and F, the defined instrument has no direct effect on the outcome; in parts A and D, the instrument-treatment odds ratios are 2.0; in parts B and E, the instrument-treatment odds ratios are 5.0; in parts A and D, the instrument-treatment odds ratios are 10.0. Baseline treatment prevalence was 50%, and baseline outcome probability was 50%.

be completely different when IV had only a weak effect on the outcome. As the true conditional OR increased, IV overestimated the true OR of CACE more.

MSE of each method when no unmeasured confounder exists
Figure 3. shows the mean squared error of different estimation methods when there is no unobservable confounder. The crude estimate of the treatment effect had the greatest MSE except in the situation when the weak or the moderate instrument had a direct effect on the outcome. Logistic model 1 resulted in minor MSE when the true conditional OR was equal to or below 2.5, but the MSE of it increased significantly when the true conditional OR was equal to 5. When IV analysis was used, the MSE decreased as the defined IV became stronger. When we employed the strong instrument without direct association to the outcome, the MSE of IV were comparable to that of logistic model 2, covariate adjustment using the propensity score and propensity score matching, although the MSE of IV was negligibly greater. When we employed the weak instrument with direct effect on the outcome, the MSE was significantly greater than other methods. As the defined instrument became stronger, the MSE of IV was improved but still larger than that of other methods.

MSE of each method when unmeasured confounder exists
The mean squared error of different estimation methods when unobservable confounder exists are shown in Figure 4. In this scenario, the situation was not as
same as the above. First of all, the MSE of logistic model 2, covariate adjustment using the propensity score and propensity score matching were larger than that in scenario 1. It is worth noting that the MSE of logistic model 1 is smaller than that of logistic model 2 which showed the opposite of the above results. When we employed the strong instrument which had no direct effect on the outcome, the MSE of it was the smallest. However, the MSE of IV became much larger once the direct association between the instrument and the outcome showed up, even a strong instrument cannot make its MSE less than that of other methods.

Discussion
We conducted an extensive series of Monte Carlo simulations to examine the performance of logistic regression, propensity score and instrumental variable to estimate their target odds ratios. The present analysis illustrates the challenges faced in determining which methods actually produce the most valid results in different settings. We summarize our findings as follows.

First, we demonstrated that when there is no unobservable confounder existing, propensity score matching had the best performance of controlling for confounders, and led to the most accurate estimation. Logistic regression including all variables related to the outcome and instrumental variable had comparable performances provided that the assumptions of IV were satisfied. When the defined instrument affected the outcome directly, unsurprisingly, it caused great positive bias even when
the instrument had a strong association with the treatment, which implies that an strong IV cannot offset the negative effect brought by the weakly direct association between the instrument and the outcome.

In prior researches[10, 6], it was shown that matching on the propensity score can eliminate a greater degree of treatment selection bias than does covariate adjustment on the propensity score. Our study is consistent with this result. When comparing the propensity score methods and logistic regression, a lot of empirical researches [11, 12] has shown that propensity score methods gave similar results to traditional logistic regression, but Cepeda et al.[2] concluded that propensity scores are a better multivariable technique when there are equal or below 7 events per confounder. However, most of these studies compared their results without considering that propensity score methods and logistic regression to be estimating the different treatment effect. Logistic regression allows one to obtain conditional estimated OR of treatment effect, while propensity score methods allow one to estimate the OR of ATE/ATT. These two estimated OR coincide when the true conditional treatment effect is null [13]. We calculated the bias by using the inherently target OR of each method in our study which showed propensity matching had an ignorable better performance than the logistic model including all variables related to the outcome.

Second, we compared the bias caused by each method when unmeasured confounder exists. In this scenario, instruments without direct association to the outcome can lead an uncomparable performance. This situation was unfortunately re-
versed by the direct association between the instrument and the outcome. This implies that the ability of IV for controlling unmeasured confounders can be disrupted by the violation of IV assumptions. Another finding that’s interesting is that logistic model only including true confounders perform better than logistic model including all outcome-related covariates in this case.

Previous studies have demonstrated that traditional logistic regression models and all propensity scoring methods could only control for measurable confounders, the main limitation in such methods, namely their inability to account for unmeasured confounders. Drake et al. [14] suggested that PS may not be superior to conventional multivariable models in controlling bias from unobserved confounders. Nonetheless, instrumental variable analysis retains a key role in clinical research, given its superior performance in adjusting for unmeasured confounders [15]. However, there is no definitive better IV method for dichotomous data. Terza et al. [9] compared 2SRI with two stage predictor substitution. They found that 2SRI performed better, although in some cases neither of them yielded unbiased estimates [16]. Very few studies compared IV to other methods. We found the only empirical study comparing the results of IV and PS [17], which showed that the results of IV and PS were different and that values obtained from IV were higher than those from PS. Our study showed that when the IV had derictly effect on the outcome, the estimated value from PS was going to be less than that from IV, which implies
that the assumption that IV must not directly affect the outcome might be violated in these studies included in this empirical study.

Third, we compared the MSE of each method in two scenarios. IV led undesirable performances when the defined instrument was weak or when it had direct effect on the outcome, while both propensity score matching and adjustment performed well in all situations. These results are consistent with previous studies [18, 19] which implies that propensity score led the smallest MSE, and IV usually led greater MSE and thus need larger sample size [20, 21]. We also conducted simulations to see what happened when the sample size is small, we find that IV could lead significantly greater MSE, which made its estimation very unstable especially when the sample size was lower than 5000.

In practical studies, investigators are unable to directly prove the existence of unmeasured confounders and the association between IV and outcome, although there are some measures of making indirect explorations [22, 23, 24]. Based on our findings, we believe that the comparison of the results obtained from these methods can provide clues as to which of the results of these methods is more reliable. As shown in Table 2. and Table 3., the odds ratio obtained by IV was likely to be greater than the crude value only if the instrumental variable is weak and directly affect the outcome; Similarly, the odds ratio obtained from IV was greater than that from PS only if IV is directly associated with the outcome. If IV has no direct effect on the outcome and unmeasured confounder exists, the value of PS is larger than that of IV. Therefore, in practice, when the distribution of the total population, the actual treatment population and the compliance population is similar, if the odds ratio of PS and IV are comparable, it may imply that there is no unmeasured confounding, and IV is not directly associated with the outcome, and then each estimation of the three methods may be reliable; If the value obtained from PS is much larger than IV, it may indicate that there is unmeasured confounding, and IV does not directly affect the outcome. In this case, the results of IV may be more reliable; If the value of IV is much larger than the crude value or than the value of PS, then we should be highly cautious about the value of IV. It is likely that the assumption of no direct association between the instrument and the outcome may be violated, and the bias of the IV results will be greater than that of the other two methods even when unmeasured confounders exist.

Finally, we have to warn that the comparison of results obtained by each method can only provide clues as to which method is likely to be more reliable, rather than making an accurate assessment. Researchers should always bear in mind that the three methods themselves intend to estimate different effects, and that reliable results depend on the good conduct of these methods. Therefore, the first step for the investigator is to find out which treatment effect the study would like to evaluate, determine whether the methods are appropriate for the data and whether the testable assumptions have been tested and satisfied.

Our study has some limitations. First of all, our study is based on dichotomous data and may not generalize to other types of data; Secondly, the given covariates were independent of each other, and there is no multicollinearity and no interaction effect, so we can’t say in these cases whether we can draw conclusions that are consistent with our current study; Thirdly, the original data set by us was subject
Conclusion

In conclusion, investigators should keep in mind that there is no magic bullets against all potential causes of bias in analysis. With good implementation, IV can lead to unbiased results. However, weak instrument will bring great MSE, and a little direct association between the instrument and the outcome can cause greater bias than propensity score and logistic model, even when unmeasured confounder exists. The negative effect caused by violating the required assumptions of IV can overweigh the positive effect of IV’s ability to control for unmeasured confounder. However, comparing the results of each method can provide us with some clues about the reliability of each.
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