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ABSTRACT

The state of the art in semantic segmentation is steadily increasing in performance, resulting in more precise and reliable segmentations in many different applications. However, progress is limited by the cost of generating labels for training, which sometimes requires hours of manual labor for a single image. Because of this, semi-supervised methods have been applied to this task, with varying degrees of success. A key challenge is that common augmentations used in semi-supervised classification are less effective for semantic segmentation. We propose a novel data augmentation mechanism called ClassMix, which generates augmentations by mixing unlabelled samples, by leveraging on the network’s predictions for respecting object boundaries. We evaluate this augmentation technique on two common semi-supervised semantic segmentation benchmarks, showing that it attains state-of-the-art results. Lastly, we also provide extensive ablation studies comparing different design decisions and training regimes. Code is available at: https://github.com/WilhelmT/ClassMix

1 Introduction

Semantic segmentation is the task of assigning a semantic label to each pixel of an image. This is an essential part of many applications such as autonomous driving, medical imaging and scene understanding. Significant progress has been made in the area based on fully convolutional network architectures [1, 2, 3]. When training deep learning models for semantic segmentation, a common bottleneck is the availability of ground-truth labels. In contrast, unlabelled data is usually abundant, and effectively leveraging it has the potential to increase performance with low cost.

Semi-supervised learning based on consistency regularization has recently seen remarkable progress for image classification [4, 5], utilizing strong data augmentations to enforce consistent predictions on unlabelled images. Augmentation techniques commonly used in classification have however proved ineffective for semi-supervised semantic segmentation [6, 7]. Recent works have addressed this issue by either applying perturbations on an encoded state of the network instead of the input [7], or by using the augmentation technique CutMix [8] to enforce consistent predictions over mixed samples [6, 9].

We propose a novel segmentation-based data augmentation strategy, ClassMix, and describe how it can be used for semi-supervised semantic segmentation. The augmentation strategy cuts half of the predicted classes from one image and pastes them onto another image, forming a new sample that better respects semantic boundaries, compared to existing mixing techniques. This is achieved by exploiting the fact that the network learns to predict a pixel-level semantic map of the original images. The predictions on mixed images are subsequently trained to be consistent with predictions made on the images before mixing. Following a recent trend in state-of-the-art consistency regularization for classification we also integrate entropy minimization [4, 5, 10, 11], encouraging the network to generate predictions with low entropy on unlabelled data. We use pseudo-labelling [12] to accomplish this, and provide further motivations for combining it with ClassMix. Our proposed method is evaluated on established benchmarks for semi-supervised semantic segmentation, and an ablation study is included highlighting contributing factors.

Our main contributions can be summarised as: (1) We introduce a novel augmentation strategy for semantic segmentation, which we call ClassMix. (2) We incorporate ClassMix in a unified framework that makes use of consistency regularization and pseudo-labelling for semantic segmentation. (3) We demonstrate the effectiveness of our method by
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achieving state-of-the-art results in semi-supervised learning for the Cityscapes dataset [13], as well as competitive results for the Pascal VOC dataset [14].

2 Related Work

For semantic segmentation, semi-supervised learning has been explored with techniques based on adversarial learning [15, 16], consistency regularization [6, 9, 17, 18], and pseudo-labelling [19, 20]. Our proposed method primarily incorporates ideas from the latter two approaches, which are expanded upon in subsequent sections.

2.1 Consistency Regularization.

The core idea in consistency regularization is that predictions for unlabelled data should be invariant to perturbations. A popular technique for classification is augmentation anchoring [4, 5, 11], where predictions performed on strongly augmented samples are enforced to follow predictions on weakly augmented versions of the same images. Our method utilizes augmentation anchoring in that consistency is enforced from unperturbed images to mixed images. Mixing images will create occlusions and classes in difficult contexts, hence being a strong augmentation.

Until recently, consistency regularization had been successfully applied for semantic segmentation only in the context of medical imaging [17, 18]. Researchers pointed out the difficulties of performing consistency regularization for semantic segmentation, such as the violation of the cluster assumption, as described in [6, 7]. Ouali et al. [7] propose to apply perturbations to the encoder’s output, where the cluster assumption is shown to hold. Other approaches [6, 9] instead use a data augmentation technique called CutMix [8], which composites new images by mixing two original images, resulting in images with some pixels from one image and some pixels from another image. Our proposed method, ClassMix, builds upon this line of research by using predictions of a segmentation network to construct the mixing. In this way, we can enforce consistency over highly varied mixed samples while a the same time better respecting the semantic boundaries of the original images.

2.2 Pseudo-labelling.

Another technique used for semi-supervised learning is pseudo-labelling, training against targets based on the network class predictions, first introduced in [12]. Its primary motivation comes from entropy minimization, to encourage the network to perform confident predictions on unlabelled images. This technique has shown recent success in semi-supervised semantic segmentation [19, 20]. Some methods of semi-supervised learning for classification [4, 5, 10, 11] integrate entropy minimization in the consistency regularization framework. This is achieved by having consistency targets either sharpened [4, 10, 11] or pseudo-labelled [5]. Our proposed method of consistency regularization also naturally incorporates pseudo-labelling, as it prevents predictions close to mixing borders being trained to unreasonable classes, which will be further explained in coming sections.

2.3 Related Augmentation Strategies.

In the CutMix algorithm [8], randomized rectangular regions are cut out from one image and pasted onto another. This technique is based on mask-based mixing, where two images are mixed using a binary mask of the same size as the images. Our proposed technique, ClassMix, is based on a similar principle of combining images and makes use of segmentations to generate the binary masks, instead of rectangles.

ClassMix also shares similarities with other segmentation-based augmentation strategies [21, 22], where single instances of objects are cut out of images, and pasted onto novel background scenes. Our way of combining two images conditioned on the predicted semantic maps exploits the same idea of compositing images. However, we do semantic segmentation with multiple classes present in each image rather than single instances, allowing variety by randomizing which classes to transfer. As previously mentioned, ClassMix is formulated as a generalisation of CutMix, using a binary mask to mix two randomly sampled images. This means that we only distinguish between foreground and background when generating the binary mask and not when training on the mixed images. Segmenting both foreground and background images means that semantic objects recognized by the network do not only have to be invariant to their context, but invariant to a diverse set of occlusions as well.
3 Method

This section describes the proposed approach for semi-supervised semantic segmentation. It starts by explaining the data augmentation mechanism ClassMix, followed by a description of the loss function used, along with other details about the training procedure.

3.1 ClassMix: Main Idea

The proposed method performs semi-supervised semantic segmentation by using a novel data augmentation technique, ClassMix, which uses the unlabelled samples in the dataset to synthesize new images and corresponding artificial label.

ClassMix uses two unlabelled images as input and outputs a new augmented image, together with the corresponding artificial label for it. This augmented output is comprised of a mix of the inputs, where half of the semantic classes of one of the images are pasted on top of the other, resulting in an output which is novel and diverse, but still rather similar to the other images in the dataset.

Figure 1 illustrates the essence of how ClassMix works. Two unlabelled images, A and B, are sampled from the dataset. Both are fed through the segmentation network, \( f_\theta \), which outputs the predictions \( S_A \) and \( S_B \). A binary mask \( M \) is generated by randomly selecting half of the classes present in the argmaxed prediction \( S_A \) and setting the pixels from those classes to have value 1 in \( M \), whereas all others will have value 0. This mask is then used to mix images A and B into the augmented image \( X_A \), which will contain pixels from A where the mask had 1’s and pixels from B elsewhere. The same mixing is also done to the predictions \( S_A \) and \( S_B \), resulting in the artificial label \( Y_A \).

---

Footnote 1: "Artificial label" in this context is used to refer to the target that is used to train on the augmented image in the augmentation anchoring setup.
3.2 ClassMix: Details

Two other techniques were added on top of the version of ClassMix presented in the previous section for improving its performance. This subsection explains those changes and provides a detailed description of the final ClassMix algorithm in pseudocode, in Algorithm 1.

Algorithm 1 ClassMix algorithm

Require: Two unlabelled samples $A$ and $B$, segmentation network $f_{\theta'}$.
1: $S_A \leftarrow f_{\theta'}(A)$
2: $S_B \leftarrow f_{\theta'}(B)$
3: $\hat{S}_A \leftarrow \arg \max_{c'} S_A(i,j,c')$ ▷ Take pixel-wise argmax over classes.
4: $C \leftarrow$ Set of the different classes present in $\hat{S}_A$
5: $c \leftarrow$ Randomly selected subset of $C$ such that $|c| = |C|/2$ ▷ Create binary mask.
6: For all $i,j$: $M(i,j) = \begin{cases} 1, & \text{if } \hat{S}_A(i,j) \in c \\ 0, & \text{otherwise} \end{cases}$ ▷ Mix images.
7: $X_A \leftarrow M \odot A + (1 - M) \odot B$ ▷ Mix images.
8: $Y_A \leftarrow M \odot S_A + (1 - M) \odot S_B$ ▷ Mix predictions.
9: return $X_A, Y_A$

3.2.1 Mean-Teacher Framework.

In order to improve stability in the predictions for ClassMix, we follow a trend in state-of-the-art semi-supervised learning [6,10,23] and use the Mean Teacher Framework, introduced in [24]. Instead of using $f_\theta$ to make predictions for the inputs images $A$ and $B$ in ClassMix, we use $f_{\theta'}$, where $\theta'$ is an exponential moving average of the previous values of $\theta$ throughout the optimization. This type of temporal ensembling is cheap and simple to introduce in ClassMix, and results in more stable predictions throughout the training, and consequently more stable artificial labels for the augmented images. The network $f_{\theta}$ is then used to make predictions on the mixed images $X_A$, and the parameters $\theta$ are subsequently updated using gradient descent.

3.2.2 Pseudo-labelled Output.

Another important detail about ClassMix is that, when generating labels for the augmented image, the artificial label $Y_A$ is “argmaxed”. That is, the probability mass function over classes for each pixel is changed to a one-hot vector with a one in the class which was assigned the highest probability, zero elsewhere. This forms a pseudo-label to be used in training, and it is a commonly used technique in semi-supervised learning in order to encourage the network to perform confident predictions.

For ClassMix, pseudo-labelling serves an additional purpose, namely eliminating uncertainty along borders. Since the mask $M$ is generated from the output prediction of $A$, the edges of the mask will be aligned with the decision boundaries of the semantic map. This comes with the issue that predictions are especially uncertain close to the mixing borders, as the segmentation task is hardest close to class boundaries [25]. This results in a problem we denote label contamination, illustrated in figure 2. When the classes chosen by $M$ are pasted on top of image $B$, their adjacent context will often change, resulting in poor artificial labels. Pseudo-labelling effectively mitigates this issue, since the probability mass function for each pixel is changed to a one-hot vector for the most likely class, therefore “sharpening” the artificial labels, resulting in no contamination.

3.3 Loss and Training

For all the experiments in this paper, we train the parameters of the semantic segmentation network $f_{\theta}$ by minimizing the following loss:

$$L(\theta) = \mathbb{E} \left[ \ell \left( f_{\theta}(X_L), Y_L \right) + \lambda \ell \left( f_{\theta}(X_A), Y_A \right) \right].$$

In this expectation, $X_L$ is an image sampled uniformly at random from the dataset of labelled images, and $Y_L$ is its corresponding ground-truth semantic map. The random variables $X_A$ and $Y_A$ are respectively the augmented image and its artificial label, produced by the ClassMix augmentation method (as described in algorithm 1), where the input images $A$ and $B$ are sampled uniformly at random from the unlabelled dataset. Lastly, $\lambda$ is a hyper-parameter that

2In practice the augmentations are computed by mixing all the images within a batch, for efficiency reasons. We refer the interested reader to our published code for further details.
controls the balance between the supervised and unsupervised terms, and $\ell$ is the cross-entropy loss, averaged over all pixel positions in the semantic maps, i.e.

$$\ell(S, Y) = -\frac{1}{W \cdot H} \sum_{i=1}^{W} \sum_{j=1}^{H} \left( \sum_{c=1}^{C} Y(i,j,c) \cdot \log S(i,j,c) \right),$$  

(2)

where $W$ and $H$ are the width and height of the images, and $S(i,j,c)$ and $Y(i,j,c)$ are the probabilities that the pixel in coordinates $i,j$ belongs to class $c$, according to the prediction $S$ and target $Y$, respectively. We train $\theta$ by stochastic gradient descent on this loss, imposing batches with 50% labelled data and 50% augmented data.

It is beneficial to the training progress that the unsupervised weight $\lambda$ starts close to zero, because initially the network predictions are of low quality and therefore the pseudo-labels generated will not be reasonable targets for training on the augmented images. As the predictions of the network improve, this weight can then be increased. This was accomplished by setting the value of $\lambda$ for an augmentated sample as the proportion of pixels in its artificial label where the probability of the most likely class is above a predetermined threshold $\tau$. This results in a value between 0 and 1, which we empirically found to serve as an adequate proxy for the quality of the predictions, roughly in line with [6, 26].

4 Experiments

In order to evaluate the proposed method, we perform experiments on two common semi-supervised semantic segmentation datasets, this section presents the results obtained. Additionally, an extensive ablation study for motivating our design decisions is also provided, where we further investigate the properties of ClassMix and its components.

4.1 Implementation Details and Datasets.

Our method is implemented using the PyTorch framework and training was performed on two Tesla V100 GPUs. We adopt the DeepLab-v2 framework [27] with a ResNet101 backbone [28] pretrained on ImageNet [29] and MSCOCO [30], identical to the one originally used in [15]. As optimizer, we use Stochastic Gradient Descent with Nesterov acceleration, and a base learning rate of $2 \times 5 \times 10^{-4}$, decreased with polynomial decay with power 0.9 as used in [27]. Momentum is set to 0.9 and weight decay to $5 \times 10^{-4}$.

We present results for two semantic segmentation datasets, Cityscapes [13] and Pascal VOC 2012 [14]. The Cityscapes urban scenery dataset contains 2,975 training images and 500 validations images. We resize images to 512 $\times$ 1024 with no random cropping or scaling, use batches with 2 labelled and 2 unlabelled samples and train for 40k iterations, all in line with [15]. For the Pascal VOC 2012 dataset we use the original images along with the extra annotated images from the Semantic Boundaries dataset [31], resulting in 10,582 training images and 1,449 validation images. Images are randomly scaled between 0.5 and 1.5 as well as randomly horizontally flipped and after that cropped to a size of 321 $\times$ 321 pixel, also in line with [15]. We train for 40k iterations using batches with 10 labelled and 10 unlabelled samples.
Figures 3 and 4 show example images of both datasets along with their corresponding ground truth semantic maps. It is clear that the images in Cityscapes contain a lot more classes in each image than the Pascal images do. At the same time the semantic maps are more consistent throughout the images in the Cityscapes dataset than between Pascal images, for example the road and sky classes are almost always present and in approximately the same place.

4.2 Results

4.2.1 Results for Cityscapes.

In Table 1 we present our results for the Cityscapes dataset, given as mean Intersection over Union (mIoU) scores. We have performed experiments for four proportions of labelled samples, which are given along with baselines that are trained in a supervised fashion on the corresponding data amounts. In the table we also provide results from four previous papers, all using the same DeepLab-v2 framework. We note that our results are higher for three out of four data amounts and that our improvement from the baseline result to the SSL result is higher for all amounts of training data.

The fact that we achieve, to the best of our knowledge, the best SSL-results on the Cityscapes dataset further supports that consistency regularization can be successfully applied to semi-supervised semantic segmentation. French et al. use a method similar to ours [6], where they enforce consistency with CutMix as their mixing algorithm, instead of our ClassMix. We believe that one reason for the higher performance of ClassMix is the diversity of the masks created. This diversity stems from the fact that each image includes many classes and that each class often contains several objects. Since there are many classes in each image, an image rarely has the exact same classes being selected for mask generation several times, meaning that the masks based on a given image will be varied over the course of training.
Table 1: Performance (mIoU) on Cityscapes validation set averaged over three runs. Results from four previous papers are provided for comparison.

| Labelled samples | 1/30 | 1/8 | 1/4 | 1/2 | Full (2975) |
|------------------|------|-----|-----|-----|-------------|
| Baseline         | -    | 55.5% | 59.9% | 64.1% | 66.4% |
| Adversarial      | -    | 58.8% | 62.3% | 65.7% | -         |
| Improvement      | -    | 3.3  | 2.4  | 1.6  | -         |
| Baseline         | -    | 56.2% | 60.2% | -    | 66.0% |
| s4GAN            | -    | 59.3% | 61.9% | -    | 65.8% |
| Improvement      | -    | 3.1  | 1.7  | -    | -0.2     |
| Baseline         | 44.41% | 55.25% | 60.57% | -    | 67.53% |
| French et al.    | 51.20% | 60.34% | 63.87% | -    | -        |
| Improvement      | 6.79% | 5.09% | 3.3  | -    | -        |
| Baseline         | 45.5% | 56.7% | 61.1% | -    | 66.9% |
| DST-CBC          | 48.7% | 60.5% | 64.4% | -    | -        |
| Improvement      | 3.2  | 3.8  | 3.3  | -    | -        |
| Baseline         | 43.84%±0.71 | 54.84%±1.14 | 60.08%±0.62 | 63.02%±0.14 | 66.19%±0.11 |
| Ours             | 54.07%±1.61 | 61.35%±0.62 | 63.63%±0.33 | 66.29%±0.47 | -         |
| Improvement      | 10.23 | 6.51 | 3.72 | 3.27 | -         |

Furthermore, since each class often contains several objects, the masks will naturally become very irregular, and hence very different between images; when using CutMix, the masks will not be nearly as varied.

We believe that another reason that ClassMix works well is that the masks are based on the semantics of the images, as discussed previously. This minimizes the occurrence of partial objects in the mixed image, which are harder to predict and make learning unnecessarily harder. It also means that mixing borders will be close to being aligned with boundaries of objects. This creates mixed images that better respect the semantic boundaries of the original images. They are consequently more realistic looking than images created using, e.g., CutMix, and lie closer to the underlying data distribution.

A third reason for ClassMix performing well for Cityscapes may be that images are similar within the dataset. All images have the road class in the bottom and sky at the top, and whenever there are cars or people, for example, they are roughly in the same place. Another way to put this is that classes are not uniformly distributed across the image area, but instead clustered in smaller regions of the image, as is shown by the spatial distribution of classes in Figure 5.

Because of this, objects that are pasted from one image to another are likely to end up in a reasonable context, which may be important in the cases where objects are transferred without any surrounding context from the original image.

![Figure 5: Spatial distribution of all classes in the Cityscapes training dataset. Dark pixels correspond to more frequent appearance.](image)

---

4 Same DeepLab-v2 network but with ImageNet pretraining instead of MSCOCO.
Table 2: Performance (mIoU) on the Pascal VOC 2012 validation set, results are given from a single run. Results from four previous papers are provided for comparison.

| Labelled samples | 1/100 | 1/50 | 1/20 | 1/8 | 1/4 | Full (10582) |
|------------------|-------|------|------|-----|-----|-------------|
| Baseline         | -     | 53.2%| 58.7%| 66.0%| 68.3%| 73.6%       |
| Adversarial [15] | -     | 57.2%| 64.7%| 69.5%| 72.1%|-            |
| Improvement      | -     | 4.0  | 6.0  | 3.5 | 3.8 | -           |
| Baseline         | -     | 53.2%| 58.7%| 66.0%|-   | 73.6%       |
| s4GAN [16]       | -     | 63.3%| 67.2%| 71.4%| 75.6%|-            |
| Improvement      | -     | 10.1 | 8.5  | 5.4 | 2.0 | -           |
| Baseline         | 33.09%| 43.15%| 52.05%| 60.56%| -   | 72.59%      |
| French et al. [6] | 53.79%| 64.81%| 66.48%| 67.60%| -   | -           |
| Improvement      | 20.70 | 21.66| 14.48| 7.04|-   | -           |
| Baseline         | 45.7% | 55.4%| 62.2%| 66.2%| 68.7%| 73.5%       |
| DST-CBC [19]    | 61.6% | 65.5%| 69.3%| 70.7%| 71.8%| -           |
| Improvement      | 15.9  | 10.1 | 7.1  | 4.5 | 3.1 | -           |
| Baseline         | 42.47%| 55.69%| 61.36%| 67.14%| 70.20%| 74.13%      |
| Ours             | 54.18%| 66.15%| 67.77%| 71.00%| 72.45%|-            |
| Improvement      | 11.71 | 10.46| 6.41 | 3.86| 2.25| -           |

4.2.2 Results for Pascal VOC 2012.

In Table 2 we present the results from using our method on the Pascal VOC 2012 dataset. We compare our results to the same four papers as for Cityscapes. We note that our results are competitive, and that we have the strongest performance for two data amounts. There is, however, a significant difference in baselines between the different works, complicating the comparison of the results. In particular, French et al. have a significantly lower baseline, largely because their network is not pre-trained on MSCOCO, resulting in a bigger room for improvement, as shown in the table.

Our results are not as strong for the Pascal dataset as they are for Cityscapes. We believe that this is largely because Pascal contains very few classes in each image, usually only a background class and one or two foreground classes. This means that the diversity of masks in ClassMix will be very small, with the same class or classes frequently being selected for mask generation for any given image. This is in contrast to Cityscapes as discussed above. The images in the Pascal dataset are also not that similar to each other. There is no pattern to where in the images certain classes appear, or in what context, unlike Cityscapes. Therefore, pasted objects often end up in unreasonable contexts, which we believe is detrimental for performance. The patterns of where classes appear are made obvious by calculating the spatial distribution of classes, which is visualised for Pascal in Figure 6, and can be compared to Cityscapes in Figure 5.

In these figures it is clear that the spatial distributions are much less uniform for Cityscapes than for Pascal. We note that in spite of these challenges for the Pascal VOC dataset, ClassMix still performs competitively with previous state of the art.

4.3 Ablation Study

We investigate our method further by training models with some components changed or removed, in order to see how much those specific components contribute to the performance of the overall algorithm. Additionally, we also experiment with additions to the algorithm, namely adding other types of augmentations and training for a longer time. Although such additions increase the final performance, they also make comparisons with other existing approaches unfair, which is why these results are not presented in subsection 4.2. The ablation results are presented in Table 3. All figures are from training a model with 1/8 labelled samples on the Cityscapes dataset, with the same settings as used for the main results except for the part being examined.

First, we examine the effect of using different mixed sample data augmentations. Apart from ClassMix we try CutMix [8], as used for semi-supervised semantic segmentation in [6], and CowMix, introduced by French et al. [32]. We note that CowMix is very similar to the concurrent FMix, introduced by Harris et al. [33]. As can be seen in Table 3, ClassMix performs significantly better than both other mixes. That CutMix performs the worst, we attribute to CutMix’s

---

5 As reported by [16]
6 Same DeepLab-v2 network but with ImageNet pretraining instead of MSCOCO.
7 Results for 100 (1/106) samples.
8 Although not ablations in the strict sense, we believe that such changes are still informative, so we include them in this section.
Figure 6: Spatial distribution of all classes in the Pascal training dataset. Dark pixels correspond to more frequent appearance.

Table 3: Ablation study of the proposed method on the Cityscapes dataset. All results are mIoU scores averaged over three runs.

| Settings                        | mIoU  |
|---------------------------------|-------|
| Baseline                        | 54.84%|
| Default SSL                     | 61.35%|
| CowMix                          | 60.37%|
| CutMix                          | 59.12%|
| Pixel-wise threshold            | 58.61%|
| Sigmoid ramp up                 | 60.58%|
| Constant unsupervised weight    | 60.58%|
| Squared error loss              | 58.74%|
| No Pseudo-label                 | 60.15%|
| Random crop Baseline            | 56.42%|
| Random crop                     | 62.16%|
| Extra augmentations             | 61.85%|
| 80k iterations Baseline         | 55.05%|
| 80k iterations                  | 62.92%|

masks being less varied than for the other methods. Both ClassMix and CowMix yield flexible masks and we speculate that ClassMix achieves higher results because the masks will follow semantic boundaries to a high degree, giving more natural borders between the two mixed images.

We try three different ways of weighting the unsupervised loss, additional to our default way of weighting it against the proportion of pixels that have a maximum predicted value above a threshold 0.968. In contrast to this is pixel-wise threshold, where instead all pixels with predicted certainties below the threshold are masked and ignored in the loss. As can be seen in Table 3 using the pixel-wise threshold significantly lowers the results. We have found that this strategy masks almost all pixels close to class boundaries, as well as some small objects, such that no unsupervised training is ever performed on this kind of pixels, as also noted in [6]. Sigmoid ramp up increases the unsupervised weight $\lambda_u$ from 0 to 1 over the course of the first 10k iterations, similarly to what was done in, e.g., [24, 34]. This yields results somewhat lower than in our default solution, and exactly the same results as when keeping the unsupervised weight at a constant 1.

We investigate adjusting the unsupervised loss by changing our default cross-entropy loss with a squared error loss. The loss is summed over the class probability dimension and averaged over batch and spatial dimensions, in keeping with [6]. This yields results considerably lower than when using cross-entropy. We also try training with cross-entropy without using pseudo-labels, and instead merely softmax outputs as targets, which also lowers the results. This is likely because entropy minimization, here in the form of pseudo-labelling, helps the network generalize better, as seen in
previous works [5, 12]. When not using pseudo-labels we also fail to avoid the problem of “label contamination”,
described in Figure 2, causing the network to be trained against unreasonable targets near object boundaries.

In our results for Cityscapes, the images are not cropped. Here, however, we investigate randomly cropping both
labelled and unlabelled images to $512 \times 512$. This increases the performance of both baseline and SSL. The reason for
this is likely that cropping adds a regularizing effect. The increase from cropping is larger for the baseline than for SSL,
which is believed to be because the SSL solution already receives a regularizing effect from ClassMix, leaving less
room for improvement.

Adding color jittering (adjusting brightness, contrast, hue and saturation) and Gaussian blurring also improves the results.
These extra augmentations are applied as part of the strong augmentation scheme after ClassMix. This introduces
more variation in the data, likely increasing the network’s ability to generalize. It also makes the strong augmentation policy
more difficult, in line with the use of augmentation anchoring.

Training for 80k iterations instead of 40k improves the results significantly, as can be seen in Table 3. It improves the
results more for SSL than for the baseline, which is likely because there is more training data in SSL training, meaning
that overfitting is a smaller issue.

5 Conclusion

In this paper we have proposed an algorithm for semi-supervised semantic segmentation that uses ClassMix, a novel
data augmentation technique. ClassMix generates augmented images and artificial labels by mixing unlabelled samples
together, leveraging on the network’s semantic predictions in order to better respect object boundaries. We evaluated
the performance of the algorithm on two commonly used datasets, and showed that it improves the state of the art.
Finally, additional motivation for the design choices was presented through an extensive ablation study, where different
configurations and training regimes were compared.
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