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Machine learning (ML) is increasingly used to support decision-making in the healthcare sector. While ML approaches provide promising results with regard to their classification performance, most share a central limitation, namely their black-box character. Motivated by the interest to understand the functioning of ML models, methods from the field of Explainable Artificial Intelligence (XAI) have recently become important. This article investigates the usefulness of XAI methods in clinical analysis.
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gait classification. For this purpose, predictions of state-of-the-art classification methods are explained with an established XAI method, i.e., Layer-wise Relevance Propagation (LRP). We propose to evaluate the obtained explanations with two complementary approaches: a statistical analysis of the underlying data using Statistical Parametric Mapping and a qualitative evaluation by a clinical expert. A gait dataset comprising ground reaction force measurements from 132 patients with different lower-body gait disorders and 62 healthy controls is utilized. We investigate several gait classification tasks, employ multiple classification methods, and analyze the impact of data normalization and different signal components for classification performance and explanation quality. Our experiments show that explanations obtained by LRP exhibit promising statistical properties concerning inter-class discriminativity and are also in line with clinically relevant biomechanical gait characteristics.
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1 INTRODUCTION

Artificial Intelligence (AI) and machine learning (ML) techniques have become almost ubiquitous in our daily lives by supporting or guiding our decisions and providing recommendations. Impressively, there are certain medical tasks, such as the detection of skin or breast cancer, that ML approaches have already been able to solve more efficiently and effectively than humans [14, 18, 33]. Therefore, it is not surprising that ML approaches are currently becoming popular in the healthcare sector [57]. This trend has also been recognized in the field of clinical gait analysis (CGA) [16, 48]. CGA focuses on the quantitative description and analysis of human gait from a kinematic (i.e., joint angles), kinetic (i.e., ground reaction forces and joint moments), and muscular (i.e., electromyographic activity) point of view. Thereby, CGA produces a vast amount of data [19, 41], which are difficult to comprehend due to their multi-dimensional and multi-correlated nature [12, 62]. In the last years, ML methods have been successfully employed in CGA for the classification of patient groups [16, 48] such as stroke [29], Parkinson’s disease [60], cerebral palsy [58], multiple sclerosis [3], osteoarthritis [38], and patients suffering from different functional gait disorders [52]. While ML approaches yield promising results regarding classification performance, most share a central limitation, which is their black-box character [1]. This means that even if the underlying mathematical principles in these methods are understood, it is often unclear why a particular prediction has been made and if meaningfully grounded patterns have led to this prediction. Additionally, the black-box character also hinders ML approaches to provide justifications of their predictions. This is, however, necessary for compliance with legislation such as the General Data Protection Regulation (GDPR, EU 2016/679) [1, 15, 20]. These factors currently limit the application of ML-based decision-support systems in medical practice [22, 47].

Due to the aforementioned reasons, the field of Explainable Artificial Intelligence (XAI) gained increasing attention in recent years. Different approaches have been proposed (see Section 2: Related work). In general, XAI methods intend to illustrate how complex and non-linear ML models operate and how they produced their predictions. However, explanation is understood in the sense of providing more differentiated insights into the behaviour of ML models in order to fathom the dependence of the results on input variables (without claiming to give causation). Even though research in XAI is still in an early stage, the application of such approaches in medicine has already raised attention [22, 56]. The motivation is to increase the traceability and trust of medical professionals in ML approaches [23]. However, application of XAI methods to the field of CGA remains to be
investigated. A first step in that direction has recently been taken by Horst et al. [25] for explaining predictions in gait-based person recognition.

The primary aim of this article is to investigate to which extent XAI methods can help to explain ML predictions in the context of CGA. For this purpose, we compare the results of several classification models trained on different gait classification tasks and analyze the quality of explanations, which are derived from the trained models by an established XAI method, i.e., Layer-wise Relevance Propagation (LRP). The assessment of explanations’ quality is, however, a challenge since no ground truth exists for automatically generated explanations. In contrast to images, which are more frequently subject to explainability studies [2, 17, 44, 46], the evaluation of explanations becomes particularly challenging when the input signals are more abstract and thus not straightforward to interpret, as often is the case with biomedical signals. Recently, it has been shown that XAI approaches do not necessarily refer to the actual prediction of the classification model and sometimes even build upon unrelated information [2]. Thus, a more comprehensive investigation of explanations obtained by XAI methods is necessary to verify whether they are meaningful and justified.

To account for the above-mentioned challenges, we suggest a two-step approach for the evaluation of the obtained explanations. First, we analyze the discriminatory power of the obtained explanations from a statistical perspective. For this purpose, we leverage Statistical Parametric Mapping (SPM) [39] – a method building upon random field theory – to derive statistical measures along with the input signals and thereby investigate how statistically justified the obtained explanations are. Second, an experienced domain expert interprets the explainability results from a clinical perspective, to verify whether obtained explanations match characteristics from clinical practice.

Our investigation focuses on two leading research questions:

(1) Which input features or signal regions are most relevant for automatic gait classification?

(2) To what extent are input features or signal regions identified as being relevant for a given gait classification task statistically justified and in line with clinical assessment?

In addition to these two leading questions, we investigate several further aspects that may influence classification performance as well as explainability in more detail, including the influence of different classification methods, the impact of data normalization, and the role of different input signal components (i.e., the horizontal forces, measurements of the affected leg and measurements of the unaffected leg).

We perform our investigation on the GaitRec dataset [24], which contains ground reaction force measurements from clinical practice. We design prediction models for different gait classification tasks and derive possible explanations from the resulting models that are based on relevance scores. These relevance scores are directly related to specific regions in the input signal. Subsequently, we analyze the explanations from a statistical as well as a clinical perspective. The results show that explanations share promising statistical properties concerning class discriminativity and thus indicate that predictions are grounded on statistically justified information for the task. Further, we show that input features considered as relevant can also be interpreted as meaningful and clinically relevant biomechanical gait characteristics. Overall, our investigation demonstrates the usefulness of XAI in the domain of gait classification, exemplifies how to apply XAI methods to gait measurement data, and suggest approaches to evaluate their quality. The performed study suggests that XAI methods can be useful to better understand and interpret automatic predictions in clinical gait analysis.

2 RELATED WORK

Methods from XAI can be grouped according to the type of explanation they provide. We distinguish between XAI approaches for (i) data exploration, (ii) prediction explanation and (iii) model explanation based on an adaptation of the taxonomy introduced by Arya et al. [4]. In the following, we briefly introduce the three different types of approaches and their capabilities.
Data exploration includes methods from the fields of visual analytics, statistics and unsupervised machine learning. As such, the methods are not capable of explaining a model but rather the data on which the model is trained. These methods focus on projecting the data into a space where it is possible to find meaningful structures or clusters and thus understand the data in more detail. A popular approach for data exploration introduced by Maaten and Hinton [32] is T-distributed Stochastic Neighbor Embedding (t-SNE), which projects high-dimensional data into a lower-dimensional and visualizable space. The projection is performed in a way that the cluster structure in the original data space is optimally exposed. Thereby, an understanding of the data and the identification of typical patterns and clusters in the data is facilitated. Other approaches in this category are visual analytics approaches that employ advanced techniques for the interactive visualization of data to support data exploration, i.e., finding characteristic patterns or dependencies within data [59, 61].

Prediction explanation aims at explaining the local behavior of a model, i.e., the prediction for a given input instance. For a classification task, these methods can provide, for example, explanations about which part of the input influenced the classifier’s prediction the most. For classification of gait data, the explanation should highlight all relevant signal regions and characteristic signal shapes in the input data, which are associated with a particular gait disorder. Two main categories can be distinguished for explaining the local behavior of a machine learning model: i) self-explaining models and ii) post-hoc methods.

Self-explaining models integrate components that learn relationships between input data and predictions during training. Simultaneously, they learn how these relationships relate to terms from a predefined dictionary and consequently generate explanations from them. A self-explaining approach which does not visually highlight relevant regions in input data but generates textual explanations was proposed by Hendricks et al. [21]. This self-explaining model combines a Convolutional Neural Network (CNN) and a Recurrent Neural Network (RNN). The CNN learns discriminative features to perform a classification task, while the RNN generates textual explanations of the prediction. This approach cannot be applied to a previously trained model in a post-hoc manner, which limits the practical applicability of such approaches.

Post-hoc methods provide much greater applicability as they can be applied to already trained models. These methods can be further categorized into i) propagation-based, ii) perturbation-based, and iii) Shapley-value-based methods. Propagation-based methods determine the contributions of each input feature by (back-)propagating some quantity of interest from the model’s output layer to the input layer. Sensitivity Analysis [64] has been introduced to Support Vector Machines (SVM) [6] and CNNs [51] in the form of saliency maps. Layer-wise Relevance Propagation (LRP) [5, 34] and Deep Learning Important FeaTures (DeepLIFT) [50] are methods that propagate importance scores from the output layer back to the input, thereby enabling the identification of positive and negative evidences for a specific prediction. Sensitivity Analysis and the therewith obtained explanations, in general, suffer from the effects of shattered gradients [8], especially so in more complex (deeper) networks. Modern approaches to CNN explainability, such as LRP or DeepLIFT, do not have this problem and work well for a wider range of network architectures and models in general [27, 35]. Perturbation-based methods, such as those introduced by Fong and Vedaldi [17] or Zintgraf et al. [63], treat the model as a black box and estimate the importance of input features by (partially) occluding the input and measuring the effect on the model output. While some methods produce explanations directly from a perturbation process, others employ a learning component – e.g., the Interpretable Model-agnostic Explanations (LIME) method [42] – to estimate locally interpretable surrogate models mimicking the prediction process of the black-box model. Perturbation-based methods can be considered to be model-agnostic, as they do not require access to internal model parameters or structures to operate. However, this model-agnosticism is bought at a considerable computational cost, compared to propagation-based approaches. Shapley-value-based methods attempt to approximate the Shapley values of a given prediction. For this purpose, the effect of omitting an input feature is examined, taking into account all possible combinations of other input features, that can be included or excluded [55]. Lundberg and Lee [31] proposed the SHapley Additive exPlanations (SHAP) method, which is a unified approach building upon the
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theory of Shapley values and existing propagation-based and perturbation-based methods, e.g., LIME, DeepLIFT, and LRP.

Model explanation provides an interpretation of what a trained model has learned, i.e., the most characteristic representations or prototypes for an entire class are visualized (e.g., a class of gait disorders in CGA). These methods can indicate which classes overlap and point out ambiguous input features. In addition to saliency maps, Simonyan et al. [51] proposed a method for generating a representative visualization for a specific class that was learned by a CNN. For this purpose, they applied activation maximization, i.e., starting with a blank image, each pixel is changed by utilizing backpropagation so that the activity of a neuron is increased. The resulting visualizations give a first impression about the patterns learned but are highly abstract and can only be interpreted to a limited extent. To generate visualizations that are easier to interpret, Nguyen et al. [36] proposed a method to constrain the optimization process by image priors that were learned automatically. Lapuschkin et al. [28] proposed the Spectral Relevance Analysis (SpRAY) which summarizes a model’s learned strategies by analyzing similarities and dissimilarities over large quantities of input relevance maps computed with respect to a category of interest.

For gait classification, prediction explanation is desirable to provide clinical experts with detailed information about which patterns in the input signals are important for a specific prediction. Additionally, based on aggregations of these explanations, differences between patient groups can be assessed. In this context, post-hoc methods are preferable because they provide a classifier-agnostic approach (can be applied to any classification model) and do not require retraining or additional labels. We, therefore, choose a established post-hoc explainability method, i.e., LRP, in our experiments.

3 APPROACH AND METHODOLOGY

The general approach we followed in this study was to design and train classification models for automated gait classification tasks (see Figure 1B) based on three-dimensional ground reaction forces (GRFs) of both legs (see Figure 1A), to explain the predictions of these models based on relevance scores that are related to the input signal space by using LRP (see Figure 1C), and to evaluate these results from a statistical (see Figure 1D) and a clinical perspective (see Figure 1E).

3.1 Gait Classification

The main task in automated gait classification is to determine whether a person has a healthy or pathological gait pattern based on gait measurements. We employed three-dimensional GRFs of the affected and unaffected side as input signals and investigated the classification performance of several state-of-the-art classification methods. Furthermore, the input signals were fed directly into the classification models. This ensures that the results of the employed explainability method (LRP) can be directly mapped to the original signals. For easier interpretation of the XAI results, we refrained from using data reduction techniques such as e.g., Principal Component Analysis (PCA), which are a common practice in automated gait classification [11, 19, 54].

3.2 Prediction Explanation

We employed Layer-wise Relevance Propagation (LRP) for prediction explanation [5] as a post-hoc method that provides explanations in the input space, which is the space where the signals are usually interpreted by experts in clinical practice. LRP decomposes the prediction $f(x)$ of a learned function $f$ given an input vector $x$ into time- and component-resolved input relevance values $R_i$ for each individual input value $x_i$. This enables to explain the prediction of an ML model as partial contributions of an individual input value. LRP indicates which information a model uses to predict in favor or against an output class. Thereby, it enables the interpretation of
input relevance scores and their dynamics as representation for a certain class (i.e., healthy controls or functional disorders in ankle, knee or hip).

For the explanation of predictions, we decomposed the input relevance scores of each gait trial with LRP. In order to analyse patterns learned for a specific class, we used LRP to decompose the ground truth label (and not the predicted value) of the trial. For the visualization of the explanations, we averaged the underlying GRF signals and the resulting input relevance scores over all trials of a class.

Given that the models investigated in this study are comparatively shallow and are largely unaffected by detrimental effects such as gradient shattering [8, 34], we performed relevance decomposition according to LRP with \( \epsilon = 10^{-5} \) in all layers across the different models (except for the CNN for which we employed the flat rule at the input layer) [27].

### 3.3 Statistical Evaluation

To evaluate the derived relevance scores of LRP, we employ Statistical Parametric Mapping (SPM) [39, 40] which recently received increased attention in the gait analysis community [10, 37]. While standard inference statistical approaches tend to reduce time-continuous signals to single time-discrete values for statistical testing, SPM allows to use the entire time-continuous signals to make probabilistic conclusions. It follows the same notion and logic as classical inference statistics. The main advantages of SPM are that the statistical results are presented in the original sampling space and that there is no need for a (potentially biasing) parameterization technique [39, 40]. In comparison to the XAI methods, SPM is completely data-centric. Therefore, SPM is suited for our investigation, as an model-independent method to assess the quality of derived explanations. Since the LRP explanations...
and the results of SPM reside in the same space (the input signal space), we can leverage SPM to verify the meaningfulness of LRP explanations from a statistical point of view. For the statistical evaluation we compute independent $t$-tests using the SPM1D\(^1\) package provided by Pataky [40] for Matlab and investigate differences between each GRF signal between two classes (for visualization purposes we concatenated the results obtained on each GRF component). To take into account the dependence of SPM results on the choice of a distinct alpha level, we performed experiments with three different alpha levels: 0.01, 0.05, and 0.1. The output of SPM provides $t$-values for each point of the investigated time series and the threshold corresponding to the chosen alpha level. The $t$-values exceeding this threshold indicate statistically significant differences in the corresponding sections of the time series. For a better visibility, we marked these significant sections as gray-shaded areas in Figures 4, 5, and 6. We used three different shades of gray for the three different alpha levels, i.e., dark gray for 0.01, gray for 0.05, and light gray for 0.1. Additionally, we computed the effect size by transforming the resulting $t$-values to Pearson’s correlation coefficient $r$ using the definition by Rosenthal [43]. The effect size provides an indicator for the discriminativeness of a given signal region independent of the alpha level.

### 3.4 Clinical Evaluation

To evaluate the derived relevance scores of LRP from a clinical perspective, a clinical expert with more than ten years’ experience in human gait analysis analyzed the explainability results. The expert verified the extent to which regions with the highest input relevance scores correspond to GRF characteristics from clinical practice.

### 4 EXPERIMENTAL SETUP

#### 4.1 Data Recording and Dataset

For the gait classification task we utilized a subset of the large-scale GaitRec dataset [24]. This dataset is part of an existing clinical gait database maintained by a local Austrian rehabilitation center. Before conducting our experiments approval was obtained from the local Ethics Committee (#GS1-EK-4/299-2014). The employed dataset contains bilateral three-dimensional ground reaction force (GRF) recordings of patients and healthy controls walking unassisted at self-selected walking speed on an approximately 10 m walkway with two centrally-embedded force plates (Kistler, Type 9281B12, Winterthur, CH). Data were recorded at 2000 Hz, filtered with a zero-lag Butterworth filter of 2nd order with a cut-off frequency of 20 Hz, time-normalized to 101 points (100% stance phase), and amplitude-normalized to 100% body weight. During one session subjects walked barefoot or in socks until a minimum number of 5 valid recordings were available. Recordings were defined as valid by an experienced assessor.

| Classes       | N  | Age (yrs.) Mean (SD) | Body Mass (kg) Mean (SD) | Gender (m/f) | Walking Speed (m/s) | Num. Trials |
|---------------|----|----------------------|--------------------------|--------------|---------------------|-------------|
| Healthy Control | 62 | 36.0 (10.8)          | 72.3 (15.0)              | 28/34        | 4.1 (0.3)           | 310         |
| Hip           | 37 | 44.2 (12.5)          | 81.4 (14.1)              | 31/6         | 3.7 (0.3)           | 185         |
| Knee          | 52 | 43.5 (13.8)          | 85.6 (16.4)              | 37/15        | 3.5 (0.4)           | 260         |
| Ankle         | 43 | 42.6 (10.9)          | 91.6 (20.4)              | 36/7         | 3.4 (0.4)           | 215         |
| **Total**     | 194| **41.1 (12.4)**      | **81.9 (18.0)**          | **132/62**   | **3.7 (0.5)**       | **970**     |

In total, the dataset comprises GRF measurements from 132 patients with lower-body gait disorders (GD) and data from 62 healthy controls (HC), both of various physical composition and gender. The dataset includes three

\(^1\) SPM1D v.0.4, http://www.spm1d.org/
classes of orthopaedic gait disorders associated with the hip (H, N=37), knee (K, N=52), and ankle (A, N=43). For class-specific demographic details of the data refer to Table 1. The dataset is balanced regarding the number of recorded sessions per person and the number of trials per person. Figure 2 shows an overview of all GRF measurements of the affected side (except for healthy controls where each step is visualized) per class and the associated mean and standard deviation. The GD classes (A, H, and K) include patients after joint replacement surgery, fractures, ligament ruptures, and related disorders associated with the above-mentioned anatomical areas. A well-experienced physical therapist with more than a decade of clinical experience manually labeled the dataset based on the available medical diagnosis of each patient.

4.2 Input Data Preparation

The input data for each classification task is a concatenated version of the three-dimensional GRF signals from both force plates (see Figure 1). The concatenation of all six GRF signals (three force components per force plate) results in a $1 \times 606$-dimensional input vector for each gait trial. The three-dimensional GRF signals are the medio-lateral horizontal force ($\text{GRF}_{ML}$), anterior-posterior horizontal force ($\text{GRF}_{AP}$), and vertical force ($\text{GRF}_{V}$). The dataset includes only unilateral gait disorders, i.e., disorders where the main physical limitation can be attributed to one leg (the affected leg/side in the following). The signal components of the affected leg (input features: 1 to 303) are concatenated first and are followed by the signal components of the unaffected leg (input features: 304 to 606) in the input vector. For the healthy controls there is no affected and unaffected side (both sides are unaffected). Thus, the order of the signals was randomly assigned, while ensuring an equal distribution, to avoid any bias regarding the side.

4.3 Data Normalization

Normalization of input vectors is applied to ensure an equal contribution of all six GRF signals to the classification models and thus avoids that signals with larger numeric ranges dominate those with smaller numeric ranges [13, 26]. To evaluate the robustness of our models’ predictions and the derived relevance estimates concerning normalization, we firstly conducted experiments without normalization. In a second step, we conducted the same experiments applying min-max normalization to the input signals and thereby scaled each signal to the range $[-1, 1]$. The global minimum and maximum values were determined separately for each of the six GRF signals over all trials.

4.4 Classification Tasks

We investigate six different classification tasks on the dataset introduced above to provide a more comprehensive picture on the investigated problem and to enable the differentiation between task-specific and general observations. Classification tasks include:

- binary classification between healthy controls and all gait disorders ($HC/GD$),
- binary classification between healthy controls and each gait disorder separately (i.e., $HC/H$, $HC/K$, and $HC/A$),
- multi-class classification between healthy controls and all gait disorders ($HC/H/K/A$),
- and multi-class classification between all gait disorders ($H/K/A$).

4.5 Classification Methods

In our experiments, three representative machine learning approaches, i.e., (linear) Support Vector Machine (SVM), Multi-layer Perceptron (MLP), and Convolutional Neural Network (CNN) were compared in terms of prediction accuracy and learned input relevance patterns. The SVM models were trained using a standard quadratic optimization algorithm, with an error penalty parameter $C = 0.1$ and $\ell_2$-constrained regularization of
the learned weight vector $w$. The MLP models comprised of three consecutive fully connected layers with ReLU non-linearities activating the hidden neurons and a final SoftMax activation in the output layer. The size of both hidden layers is 768 whereas the size of the output layer is $c$, where $c$ is the number of target classes. The CNN models process the given data via three consecutive convolutional layers, with a $<\text{filter size}> <\text{stride}> <\text{output channel}>$ configuration of 8-2-24, 8-2-24 and 6-3-48, and ReLUs for non-linear neuron activation. The resulting $48 \times 48$ feature mapping is then unrolled into a 2304-dimensional vector, and fed into a fully-connected layer, which directly maps to the model output. This fully connected layer is topped with a SoftMax output activation,
which is acting as a multi-class predictor output towards the $c$ target classes. Both, the MLP and CNN models, have been trained via standard error back-propagation using stochastic gradient descent [30] and a mean absolute ($\ell_1$) loss function. The training procedure was executed for $3 \cdot 10^4$ iterations of mini batches of five randomly selected training samples and an initial learning rate of $5 \cdot 10^{-3}$. The learning rate was gradually decreased after every $10^4$-th training iteration to $10^{-3}$ by a factor of $0.2$ and then to $5 \cdot 10^{-4}$ by a factor of $0.5$. Model weights were initialized with random values drawn from a normal distribution with $\mu = 0$ and $\sigma = m^{-\frac{1}{2}}$, where $m$ is the number of inputs to each output neuron of the layer [30]. Since the CNN receives as input a $1 \times 606$-dimensional input vector, its convolution operations can be understood as 1D convolutions, moving over the time axis only. We used 1D convolutions to maintain comparability with the two other classification methods (MLP and SVM). Preliminary experiments demonstrated negligible differences between 1D and 2D CNNs.

4.6 Performance Evaluation
The prediction accuracies were reported over a stratified ten-fold cross-validation configuration, where eight partitions of the data are used for training, one partition is used as validation set and the remaining partition is reserved for testing. The samples from each class were distributed evenly while ensuring that all gait trials from an individual subject are placed in the same partition of the data to rule out subject-related information influencing the measured model performance during testing. All results are reported as mean with standard deviation (SD), unless otherwise stated. Additionally, we calculated the Zero Rule baseline (ZRB) for each classification task. The ZRB refers to the theoretical accuracy obtained by assigning class labels according to the prior probabilities of the classes, i.e., the target labels are always set to the class with the greatest cardinality in the training dataset.

4.7 Implementation
The implementation of the three ML methods and the LRP method was conducted within the software framework Python 3.7 (Python Software Foundation, USA). Data preprocessing, SPM, and the visualization of the results were performed in Matlab 2017b (MathWorks, USA).

5 RESULTS
We first present the results obtained in our classification experiments as well as from the explainability analysis and then discuss them in detail in Section 6. We start with a presentation of the classification accuracies achieved for the different classification methods, tasks, and normalization methods (Section 5.1) and continue with a presentation of the explainability results obtained by LRP (Section 5.2).

5.1 Classification Results
The mean prediction accuracy showed a clear superiority over the ZRB for all three classification methods (CNN, SVM, and MLP) and all classification tasks (see Figure 3 and Supplementary Table S1). A 2x2 repeated measures analysis of variance (ANOVA) (classification method: CNN, SVM, and MLP; normalization: min-max and non-normalized) conducted for each classification task only indicated a significant difference in classification accuracy between the three classifiers for task $HC/H/K/A$ ($F_{2,18} = 5.251$, $p = 0.016$, $\eta^2_p = 0.368$). Additional pairwise and Bonferroni-corrected post-hoc tests revealed that the CNN resulted in a marginally ($\sim 3\%$), but significantly ($p = 0.029$) lower accuracy than the SVM for task $HC/H/K/A$. No other significant differences were found for the classifiers’ performances. Regarding normalization, no significant differences were found. Only for task $HC/H/K/A$ ($F_{1,9} = 4.670$, $p = 0.059$, $\eta^2_p = 0.342$) the ANOVA slightly missed the alpha level. For the other tasks no significant effects and differences were found.
5.2 Explainability Results

In the following, we present in detail the results for classification task $HC/GD$ together with respective result visualizations. Results for the other five investigated classification tasks can be found in the supplementary material (see Supplementary Figures S1–S24).

Figure 4 shows an exemplary result for prediction explanation by LRP, i.e., the averaged signals together with the color-coded averaged relevance values for each of the 606 input values for task $HC/GD$ with non-normalized GRF signals. The input relevance values point out which GRF characteristics were most relevant for (or contradictory to) the classification of a certain class ($HC$ or $GD$). For visualization, input values neutral to the prediction ($R_i \approx 0$)
are shown in black color, while warm hues indicate input values supporting the prediction \( R_i \gg 0 \) of the analyzed class and cool hues identify contradictory input values \( R_i \ll 0 \). For binary classification tasks (HC/GD, HC/H, HC/K, and HC/A), note that a high input relevance value for one class results in a contradictory input relevance value for the other class. Therefore, the total relevance, which is the absolute sum of the relevance scores of both classes, is a good indicator for the overall relevance of an input value for a respective classification task. The higher the total relevance at a certain signal region, the more discriminative is this region for the two underlying classes.

The highest input relevance values were observed in \( GRF_V \) of the affected side, as illustrated in Figure 4. In the same way, the mean GRF signals of both classes (see Figure 4A) as well as the SPM analysis (gray-shaded areas in Figure 4) highlighted statistically significant differences between both classes in the same regions of \( GRF_V \) of the affected side. While LRP identified hardly any relevant regions in both horizontal forces \( GRF_{AP} \)
and $GRF_{ML}$, it is noticeable that the SPM analysis highlighted a lot more regions within $GRF_{AP}$ and $GRF_{ML}$ as statistically significantly different between the two classes. This shows that relevant regions identified by LRP mostly correlated with significant signal regions. However, not all significant regions are necessarily used by the classification model.
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Fig. 5. Same experiment as shown in Figure 4 but with min-max normalized GRF signals. SPM regions are not affected by the normalization. High LRP relevance scores are also present in the horizontal forces $GRF_{AP}$ and $GRF_{ML}$.

When min-max normalization is applied to the input data of the classification task from above ($HC/GD$), the identified regions of high relevance in $GRF_{V}$ are similar to those obtained from non-normalized signals (see Figure 4). However, there are many additional regions of high relevance in both horizontal forces (see Figure 5). Note that the regions identified by SPM are the same since they are not affected by the normalization. The additionally identified regions of high relevance according to LRP agree to a large extent with the SPM results. The regions with the highest input relevance values for the prediction can be observed at approximately 20% and 80% of the stance phase in the affected and unaffected GRF signals. For the $GRF_{ML}$ a relevant region can also be observed at 10% of the stance phase. In addition, high input relevance scores can be observed in the $GRF_{V}$ during the first and last ~5% of the stance phase of the affected and unaffected side, as well as during the middle of the stance phase of the affected side.

Figure 6 shows the results of task $HC/GD$ (with min-max normalized GRF signals as in Figure 5) for all three employed classification methods (CNN, SVM, and MLP). The relevance scores agree to a large extent. However, with respect to $GRF_{V}$, the highest input relevance values can be observed in the peak regions for the CNN, while the highest input relevance values for SVM and MLP are present during the first and last ~5% of the stance phase (beginning and end of the $GRF_{V}$ signal). These results show that the investigated classification methods rely on the same regions in the input data with only small exceptions.
Fig. 6. Comparison of different methods (CNN, SVM, and MLP) for the classification of healthy controls and the class of all three gait disorders (HC/GD) based on min-max normalized GRF signals (only the signals of the affected side are shown). The comparison is based on the decomposed input relevance values for both classes (HC and GD), their total relevance determined by LRP as well as statistically significant differences (gray-shaded areas) and effect sizes obtained by SPM. Note that the effect size (green curve) is the same for all three classifiers but the total relevance varies.

For the sake of brevity, only the results for the classification task HC/GD were presented. For results of the other classification tasks we refer the reader to the supplementary material (see Supplementary Figures S1–S24). The discussion in the following will incorporate all six classification tasks.

6 DISCUSSION
The primary aim of this article is to investigate whether XAI methods can enhance explainability of ML predictions in clinical gait classification. In this section, the classification results are analyzed, compared and interpreted in terms of classification accuracy and relevance-based explanations. These explanations are, furthermore, evaluated from a statistical and clinical viewpoint. Additionally, we discuss dependencies, influences and interesting observations with respect to different classification methods, tasks, normalization methods, and signal components (horizontal forces and affected/unaffected leg signals).

6.1 Classification Results
The results expressed in terms of classification accuracy (presented in Figure 3 and Supplementary Table S1) demonstrate a comparable level of performance between the three different machine learning methods (CNN, SVM, and MLP). The achieved performance level is not only interesting by itself but also important information for further explainability experiments. The reason is that an objective analysis of explainability by a post-hoc method like LRP is only meaningful if the classification model can robustly differentiate between the target classes, i.e., a certain model quality is necessary to draw meaningful conclusions from explainability results. An analysis of unreliable classification models bears the potential risk that unstable patterns, noise, and spurious correlations bias the explainability results. For this reason, we excluded the classification tasks HC/H/K/A and H/K/A from our further investigation, as the tasks could not be solved with sufficient accuracy (average classification accuracy above 80%). For the binary classification tasks this risk is much lower, because the higher classification accuracies (and deviations from ZRB) obtained suggest that robust features can be found in the input data.

Another aspect we assessed is the influence of normalization on the input data (see Figure 3). The normalization of the input data is important for machine learning since highly differing value ranges can have a negative influence on the classification model, i.e., input variables with a higher value range have a stronger influence on the predictions [13, 26]. The same appears to be the case for the gait data, where the normalization of the input...
data strongly influences the classification models, as can be observed from the relevance scores of the horizontal forces (compare Figures 4 and 5). Surprisingly, however, min-max normalization does not significantly improve the classification results (see Figure 3) for the investigated classification tasks. This raises the question of whether the use of \( GRF_V \) alone would already be sufficient to solve the classification tasks. We discuss this seemingly contradictory behavior in the following section.

### 6.2 Explainability Results

In the following, we discuss different related aspects with regard to our first leading research question: "**Which input features or signal regions are most relevant for automatic gait classification?**" The visualizations for all classification tasks and classification methods can be found in the supplementary material (see Supplementary Figures S1–S24).

**Which input features and signal regions are most relevant for the automatic classification of functional gait disorders?** For the classification of non-normalized GRF signals (e.g., Figure 4), the most relevant input values are mainly located in \( GRF_V \) of the affected side, i.e., especially the two peaks and the valley in between are relevant for the tasks. This shows that the classification models learned that the \( HC \) class and the gait disorder classes (\( GD, H, K \), and \( A \)) differ most in these three sections of the signals. These results were also confirmed in our earlier studies, e.g., where the peaks of \( GRF_V \) and the valley between them were most important for discriminating the classes [52].

**Is the unaffected side important?** Identified relevant regions are considerably less pronounced in \( GRF_V \) of the unaffected side, but they correlate to a large extent with those of the affected side, except that only the rear part of the valley and not the entire valley is relevant (best recognized from the total relevance curve in e.g., Figure 4D). In earlier studies [53, 54], we showed that the omission of the unaffected side during classification negatively affected classification accuracy. The explainability results confirm this observation. The unaffected side seems to capture complementary information relevant to the classification task.

**Are the anterior-posterior and medio-lateral forces relevant for the task?** A minimal degree of relevance can be observed in the peaks of the non-normalized affected and unaffected \( GRF_{AP} \) signals. The absence of relevant regions from the horizontal forces (\( GRF_{AP} \) and \( GRF_{ML} \)) does not confirm our results from previous studies using normalized GRF signals [53, 54], where we showed that adding horizontal forces indeed improved classification performance (leading even to peak performance). The question of whether or not horizontal forces are beneficial for the task cannot be answered conclusively. Interestingly, the statistical analysis via SPM highlights regions in the horizontal forces that differ significantly between the \( HC \) class and the gait disorder classes (\( GD, H, K \), and \( A \)).

**What is the impact of normalization on explainability?** The reason for the absence of relevant regions in the horizontal forces could be their small value range. The rather small range compared to the \( GRF_V \) component may lead to a smaller influence on the training of the classification models. Explainability results for min-max normalized input data show that more relevant regions are identified by LRP in the horizontal forces of the affected and unaffected side (e.g., Figure 5). Normalization amplifies the relevance of values in the horizontal forces and thereby makes them similarly important as \( GRF_V \). Based on the LRP relevance scores, we conclude that normalization is important to obtain unbiased predictions (bias introduced by different signal amplitudes).

**Are all identified relevant regions necessary for the task?** For all classification tasks and classification methods, with min-max normalized input data, many regions of the GRF signals are identified to be relevant for the classification of a particular class by LRP. The classification performance with and without normalization does, however, not vary significantly (see classification results in Section 5.1). This raises the question of whether all identified regions are necessary to achieve peak performance in classification or whether some of them are redundant (i.e., not yielding an increase in classification performance when combined). Note that the assumption
of redundancy is supported by the fact that the three GRF components represent individual dimensions of the same three-dimensional physical process. Thus, a strong correlation is a priori given in the data. To answer the question we occluded parts of the input vector in the classification experiment and evaluated the changes in classification performance. Occlusion is realized by replacing the horizontal forces ($GRF_{AP}$ and $GRF_{ML}$) of both sides (affected and unaffected) with zero values and retraining the classification model. Table 2 shows the classification results for the occluded input. To enable easier comparison with the previous results, the deviation from the mean classification accuracy of the non-occluded experiments (from Figure 3 and Supplementary Table S1) are displayed for all binary classification tasks (see Table 2). The results decrease on average when the horizontal forces are occluded, except for task $HC/A$ with min-max normalized input data. Furthermore, the decrease is more pronounced for min-max normalized input data than for non-normalized input data. This further corroborates our assumption that normalization is important to take information from horizontal forces into account. However, the classification results of the binary classification tasks are not influenced by the occlusion of horizontal forces in a statistically significant way. This was confirmed by several dependent $t$-tests ($p > 0.05$) with Bonferroni correction. Our results indicate that the relevant regions identified by LRP may represent an over-complete set, which exhibits a certain degree of redundancy, as removing one section does not necessarily lead to reduced classification performance. However, redundancy is not necessarily a negative property. It may be an important property to achieve higher robustness to noise and possibly also to outliers and missing data [25].

**Are the anterior-posterior and medio-lateral forces relevant for the task (question revisited)?** The effects of occluded horizontal forces are illustrated in Table 2. Especially for experiments with min-max normalized input data a decrease in mean performance can be observed (e.g., $HC/H$ and $HC/K$). Thus, the relevant regions in the horizontal forces cannot be completely redundant to those in $GRF_V$ and, therefore, represent also complementary information. This is also in line with our previous quantitative performance evaluations [53, 54].

| Task | Normalization | SVM   | MLP   | CNN   |
|------|---------------|-------|-------|-------|
| HC/GD no norm. | -0.9 | -1.0 | -0.5 |
| HC/GD min-max | -1.1 | -2.0 | -0.3 |
| HC/H no norm. | -1.8 | -2.1 | -0.8 |
| HC/H min-max | -2.2 | -3.7 | -0.3 |
| HC/K no norm. | -1.8 | -1.9 | -2.1 |
| HC/K min-max | -4.1 | -5.0 | -2.9 |
| HC/A no norm. | -1.6 | -1.8 | -2.1 |
| HC/A min-max | 1.2 | 0.9 | 0.5 |

**Do different classifiers rely on different patterns?** A condensed comparison of the three employed classification methods is depicted in Figure 6. The LRP relevance values are consistent for non-normalized and normalized input data. For the former (e.g., for task $HC/GD$ see Supplementary Figures S1, S3, and S5), the relevant regions for SVM and MLP largely correspond across all binary classification tasks. The CNN matches the relevant regions of SVM and MLP in broad terms. The relevant regions in $GRF_V$ of the unaffected side for the CNN are considerably lower compared to SVM and MLP (compare Supplementary Figures S1, S3, and S5), e.g., for task $HC/GD$ the valley in $GRF_V$ of the unaffected side is hardly relevant and the second peak in $GRF_V$ of the unaffected side is considerably less relevant compared to SVM and MLP. For min-max normalized data (see Figure 6), the relevant regions for SVM and MLP coincide also to a large extent. The relevant regions of CNN
correspond to those of SVM and MLP with regard to their location, but are considerably more relevant (best visible in the total relevance curves in the right part of Figure 6). The most pronounced difference between the classification methods can be observed in the estimated relevance scores at the beginning and end of GRF\(V\) signals. While LRP indicates that those regions are relevant for SVM and MLP, the total relevance curve of the CNN does not show any correspondence in those regions. The remaining binary classification tasks, i.e., \(HC/H\) (see Supplementary Figures S7–S12), \(HC/K\) (see Supplementary Figures S13–S18) and \(HC/A\) (see Supplementary Figures S19–S24) confirm these findings. A reason for the strong difference in relevance scores at the beginning and end of the stance phase might be the higher degree of inter- and intra-subject variability due to balance instabilities. Additionally, measurement noise may bias the rather small force values during these phases of stance [9].

In the absence of ground truth information for automatically generated explanations, it is difficult to assess whether regions considered as relevant for SVM and MLP are related to (biomechanically) meaningful gait characteristics. While LRP clearly shows where the prediction is grounded, it cannot explain why these patterns are important. However, it allows to identify and compare the learning strategies of different classification methods and, thus, points out potential degeneration effects, influences of noise, and spurious correlations.

6.3 Statistical Verification of Relevance-based Explanations

In the following, we investigate the statistical properties of the signal regions found to be relevant by LRP to answer the second leading research question: *At what extent are input features or signal regions identified as being relevant for a given gait classification task statistically justified?* To answer this question, we leverage SPM, which provides significance estimates for each sample of the input signals. We compare the LRP regions with those considered as significantly different by SPM. Results show that in the vast majority of cases, the SPM analysis shows statistically significant differences in regions which are also highly relevant for classification according to LRP. Thus, for binary classification tasks, it seems that machine learning models base their predictions primarily on features that are also significantly different between the two classes. This can be observed, e.g., in the \(HC/GD\) classification for both, min-max normalized and non-normalized GRF signals in Figure 4D and Figure 5D. As the total relevance increases, the effect size usually also increases. We performed a cross-correlation to determine the relationship between the effect size and the total relevance. Both curves show highly correlated behavior for the normalized case \((r = 0.73)\), whereas for the non-normalized case a moderate positive correlation \((r = 0.61)\) could be observed. For the latter, the disagreement between SPM estimates and LRP results indicated the presence of bias in the analysis. This bias, which was introduced by different amplitude ranges in the input signals, prevented the classification models to learn relevant patterns in the horizontal forces. SPM clearly showed this bias, which underlines the role of SPM as a suitable statistical reference for our investigation.

Concerning our second research question, we conclude that the relevance estimates are to the greatest extent statistically justified, when the data is correctly preprocessed (normalized). The second part of the research question regarding the validity of the explanations with respect to clinical assessment is investigated in the following section.

6.4 Clinical Evaluation of Relevance-based Explanations

*To what extent are input features or signal regions identified as being relevant for a given gait classification task in line with clinical assessment?* This question is answered in the following by a clinical expert with more than ten years’ experience in human gait analysis. To assist the reader in following the discussion and to facilitate the interpretation of the input signals, the domain-specific terms and gait cycle definitions are described in Figure 7.
The explainability results for min-max normalized input data illustrate clinically meaningful patterns. Across all classification tasks and models high LRP relevance scores occurred mainly during loading response and terminal stance phase in $\text{GRF}_{AP}$ and in loading response, mid stance, and terminal stance in $\text{GRF}_V$. These phases are especially sensitive toward gait anomalies as loading response requires the absorption of body weight and terminal stance plays an essential role for forward propulsion. Both aspects are affected in case of gait impairments due to a diminished walking speed (requiring less absorption or push-off) as well as factors that go along with an injury, such as the presence of pain, a decreased range of motion and/or lessened muscle strength.

When analyzing the explainability results in more detail, one can identify specific gait dynamics that can be traced back to an impairment at a certain joint level. For classification task $HC/A$ (see Supplementary Figure S20) we can observe pronounced peaks in the total relevance curves of $\text{GRF}_{AP}$, which may be caused by alterations in the pre-swing phase of the affected side and the consecutive breaking impulse during initial contact on the contralateral (unaffected) side. For classification task $HC/K$, the highest LRP relevance scores are present in $\text{GRF}_V$, $\text{GRF}_{AP}$, and $\text{GRF}_{ML}$ (see Supplementary Figure S14). Changes in $\text{GRF}_V$ may result from lessened knee
flexibility that hinders typical knee dynamics over the entire course of the stance phase. More precisely, healthy walking requires an almost fully extended knee joint during initial contact followed by a slight knee flexion thereafter, by definition called loading response. During the mid stance phase the walker’s center of gravity is shifted forward and thus demands further knee extension. Highest LRP relevance values for the classification task $HC/H$ are obtained during loading response and terminal stance in $GRF_V$ of the affected side (see Supplementary Figure S8). These results may be ascribed to lowered impact and weight-bearing in the early stance phase (due to a potentially more cautious walking strategy) to avoid excessive load on the affected hip joint. These observations further corroborate the idea that LRP explanations agree well with clinical assessment (given the input data is normalized).

As the results presented above are based on min-max normalized data, the question arises whether similar observations can be derived from the experiments without normalization. The prediction explanations for non-normalized data (see Figure 4 and Supplementary Figures S7, S13, S19) clearly show a different picture, even if classification results are comparable to those obtained with min-max normalized data. Relevant regions can only be found in $GRF_V$. These observations highlight that normalization strongly affects the quality of classification models and, therefore, needs to be considered to derive clinically meaningful explanations.

6.5 Limitations and Future Work

A fundamental problem in evaluating the explainability results is the absence of a ground truth. A challenge in interpreting the explainability results is that alterations of the input signals can be caused not only by the influence of a pathology, but also by other independent parameters, e.g., a lower walking speed or an increased body mass. To minimize potential biases introduced by independent parameters on prediction explanations, future research should attempt to develop normalization procedures for input signals that compensate such influencing factors or develop classification models that inherently learn the relationship between influencing factors and input signals.

A limitation regarding the applicability of the present work in a clinical setting is its sole use of GRF signals. Kinematic data would allow a more comprehensive view on the biomechanical processes during walking and therefore simplify the interpretation of explainability results.

Besides visual explanations as presented in this paper, a translation into human understandable textual explanations would be desired for clinical application. An interesting direction for future research is the generation of textual explanations based on biomechanical parameters estimated from the input signals. This would enable approaches that exceed pure explainability and provide deeper interpretations for clinical experts in the form of, e.g., "there is a high probability of a pathology in the knee due to a limited knee extension during the mid stance phase".

7 CONCLUSION

The present findings highlight that machine learning models base their predictions on meaningful features of GRF signals in clinical gait classification tasks that are in accordance with a statistical and clinical evaluation. Hence, XAI methods which provide explainability for predictions made by machine learning models, such as LRP, can be promising solutions to increase justification of automatic classification predictions in CGA and can help to make the prediction processes comprehensible to clinical and legal experts. Thereby, XAI may facilitate the application of ML-based decision-support systems in clinical practice. Within the scope of our analysis we were able to show that:

- Highly relevant regions were identified in the signals of the affected and unaffected side. Thus, the unaffected side captures additional information which are relevant for automated gait classifications.
For time-series data such as GRF signals, SPM has shown to be a suitable statistical reference. Relevant regions in the input data (according to LRP) are in the most cases also significantly different and in line with clinical evaluation.

Input data normalization allows machine learning models to consider features from various input signals for their predictions (especially if the value ranges differ as much as for the three force components of the GRF). Without normalization, only relevant regions in the $GRF_V$ were identified which is not reasonable from a clinical point of view. Therefore, data normalization is highly recommended for ML-based gait classification.

For the investigated binary gait classification tasks, machine learning models seem to learn an over-complete set of features that may contain redundant information. This might explain why the occlusion of horizontal forces in our experiments had negligible influence on the classification accuracies and also why the classification accuracies for the classification of normalized and non-normalized GRF signals were similar.

This paper can be considered as a first step towards explainability of ML approaches in clinical gait analysis. We will conduct further research to compare different explanation methods and rule-based approaches [27] for different classification tasks and datasets. In addition, we want to point out that quantitative and objective methods are necessary to assess the quality of prediction explanations [45] including datasets with respective ground truth explanations.
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SUPPLEMENTARY TABLES AND FIGURES

The present Supplementary Material is intended to present additional results we generated for the paper “On the Explanation of Machine Learning Predictions in Clinical Gait Analysis”. The primary aim of this article is to investigate to which degree Explainable Artificial Intelligence (XAI) methods can make predictions of machine learning (ML) approaches more explainable to clinical experts in clinical gait analysis.

For this purpose, we investigate different gait classification tasks, employ a representative set of classification methods – (linear) Support Vector Machine (SVM), Multi-layer Perceptron (MLP), and Convolutional Neural Network (CNN) –, and a well-established XAI method â€¢ Layer-wise Relevance Propagation (LRP) â€¢ to explain predictions at the signal (input) level. Since there is no ground truth for automatically generated explanations in this context, we evaluate the explanations from a clinical point of view by a clinical expert. In addition, as a second reference, we propose the use of Statistical Parametric Mapping (SPM) to compare the obtained results from a statistical point of view.

The dataset employed, comprises ground reaction force (GRF) measurements from 132 patients with gait disorders (GD) and data from 62 healthy controls (HC). The GD class is furthermore differentiated into three classes of gait disorders associated with the hip (H), knee (K), and ankle (A). The classification tasks, which represent the basis of the XAI investigation, due to high classification accuracies obtained, include a binary classification between healthy controls and all gait disorders (HC/GD), and a binary classification between healthy controls and each gait disorder separately, i.e., HC/H, HC/K, and HC/A. The classification results obtained for the six classification tasks, are presented in Supplementary Table S1.

The following figures visualize the relevance-based explanations obtained with LRP. The input vector for the classifiers comprises concatenated affected and unaffected GRF signals. These GRF signals are time-normalized to 101 points (100% stance phase), thus the input vector contains 606 values. For each value LRP provides whether they are relevant or not for the classification. Sub-figure (A) shows mean GRF signals averaged over each class of the classification task. The shaded areas in all sub-figures highlight areas in the input signals where SPM resulted in a statistically significant difference between both classes. Sub-figure (B) shows mean GRF signals (including a band of one standard deviation) for the HC class. The input relevance indicates which GRF characteristics were most relevant for (or contradictory to) the classification of a certain class. For visualization, input values neutral to the prediction ($R_i \approx 0$) are shown in black, while warm hues indicate input values supporting the prediction ($R_i \gg 0$) of the analyzed class and cool hues identify contradictory input values ($R_i \ll 0$). Sub-figure (C) depicts mean GRF signals averaged over a pathological class (H, K, or A) or all gait disorders (GD), in the same format as in sub-figure (B). Sub-figure (D) shows the effect size obtained from SPM and the total relevance, which is calculated as the sum of the absolute input relevance values of both classes. The total relevance indicates the common relevance of the input signal for the classification task.
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CLASSIFICATION RESULTS

Table S1. Overview of the prediction accuracy obtained for the three employed classification methods (CNN, SVM and MLP) and all six classification tasks with min-max normalized and non-normalized input signals, reported in pairs of mean (standard deviation) over the ten-fold cross validation in percent. Note that the Zero-Rule Baseline (ZRB) is task-specific.

| Task       | Normalization | ZRB   | SVM   | MLP   | CNN   |
|------------|---------------|-------|-------|-------|-------|
| HC/GD      | no norm.      | 68.0  | 88.6  | 88.1  | 87.8  |
| HC/GD      | min-max       | 68.0  | 88.4  | 88.8  | 88.0  |
| HC/H       | no norm.      | 62.6  | 85.9  | 86.6  | 85.1  |
| HC/H       | min-max       | 62.6  | 87.1  | 86.7  | 85.5  |
| HC/K       | no norm.      | 54.4  | 85.7  | 86.1  | 84.8  |
| HC/K       | min-max       | 54.4  | 88.5  | 88.5  | 85.9  |
| HC/A       | no norm.      | 59.0  | 89.1  | 88.3  | 88.7  |
| HC/A       | min-max       | 59.0  | 87.6  | 86.5  | 86.7  |
| H/K/A      | no norm.      | 39.4  | 46.4  | 45.9  | 48.0  |
| H/K/A      | min-max       | 39.4  | 51.8  | 47.4  | 50.7  |
| HC/H/K/A   | no norm.      | 32.0  | 58.7  | 55.6  | 55.0  |
| HC/H/K/A   | min-max       | 32.0  | 59.5  | 59.2  | 57.5  |
EXPLAINABILITY RESULTS
Classification Task: HC/GD | Classification method: CNN

Fig. S1. Result overview for the classification of healthy controls and the aggregated class of all three gait disorders (HC/GD) based on non-normalized GRF signals using a CNN as classifier.

Fig. S2. Result overview for the classification of healthy controls and the aggregated class of all three gait disorders (HC/GD) based on min-max normalized GRF signals using a CNN as classifier.
Classification Task: \textit{HC/GD} | Classification method: \textit{MLP}

Fig. S3. Result overview for the classification of healthy controls and the aggregated class of all three gait disorders (HC/GD) based on non-normalized GRF signals using an MLP as classifier.

Fig. S4. Result overview for the classification of healthy controls and the aggregated class of all three gait disorders (HC/GD) based on min-max normalized GRF signals using an MLP as classifier.
Classification Task: \( HC/GD \) | Classification method: SVM

Fig. S5. Result overview for the classification of healthy controls and the aggregated class of all three gait disorders (\( HC/GD \)) based on non-normalized GRF signals using a SVM as classifier.

Fig. S6. Result overview for the classification of healthy controls and the aggregated class of all three gait disorders (\( HC/GD \)) based on min-max normalized GRF signals using a SVM as classifier.
Classification Task: \( HC/H \) | Classification method: \( CNN \)

---

**Fig. S7.** Result overview for the classification of healthy controls \( (HC) \) and hip injury class \( (H) \) based on non-normalized GRF signals using a CNN as classifier.

**Fig. S8.** Result overview for the classification of healthy controls \( (HC) \) and hip injury class \( (H) \) based on min-max normalized GRF signals using a CNN as classifier.
Classification Task: \( HC/H \) | Classification method: MLP

Fig. S9. Result overview for the classification of healthy controls (HC) and hip injury class (H) based on non-normalized GRF signals using an MLP as classifier.

Fig. S10. Result overview for the classification of healthy controls (HC) and hip injury class (H) based on min-max normalized GRF signals using an MLP as classifier.
Classification Task: $HC/H$ | Classification method: SVM

Fig. S11. Result overview for the classification of healthy controls ($HC$) and hip injury class ($H$) based on non-normalized GRF signals using a SVM as classifier.

Fig. S12. Result overview for the classification of healthy controls ($HC$) and hip injury class ($H$) based on min-max normalized GRF signals using a SVM as classifier.
Classification Task: $HC/K$ | Classification method: $CNN$

Fig. S13. Result overview for the classification of healthy controls ($HC$) and knee injury class ($K$) based on non-normalized GRF signals using a CNN as classifier.

Fig. S14. Result overview for the classification of healthy controls ($HC$) and knee injury class ($K$) based on min-max normalized GRF signals using a CNN as classifier.
Classification Task: $HC/K$ | Classification method: $MLP$

Fig. S15. Result overview for the classification of healthy controls ($HC$) and knee injury class ($K$) based on non-normalized GRF signals using an MLP as classifier.

Fig. S16. Result overview for the classification of healthy controls ($HC$) and knee injury class ($K$) based on min-max normalized GRF signals using an MLP as classifier.
Classification Task: \( HC/K \) | Classification method: SVM

Fig. S17. Result overview for the classification of healthy controls (\( HC \)) and knee injury class (\( K \)) based on non-normalized GRF signals using a SVM as classifier.

Fig. S18. Result overview for the classification of healthy controls (\( HC \)) and knee injury class (\( K \)) based on min-max normalized GRF signals using a SVM as classifier.
Classiﬁcation Task: $HC/A$ | Classiﬁcation method: $CNN$

Fig. S19. Result overview for the classiﬁcation of healthy controls ($HC$) and ankle injury class ($A$) based on non-normalized GRF signals using a CNN as classiﬁer.

Fig. S20. Result overview for the classiﬁcation of healthy controls ($HC$) and ankle injury class ($A$) based on min-max normalized GRF signals using a CNN as classiﬁer.
Classification Task: $HC/A$ | Classification method: $MLP$

Fig. S21. Result overview for the classification of healthy controls ($HC$) and ankle injury class ($A$) based on non-normalized GRF signals using an MLP as classifier.

Fig. S22. Result overview for the classification of healthy controls ($HC$) and ankle injury class ($A$) based on min-max normalized GRF signals using an MLP as classifier.
Classification Task: \( HC/A \) | Classification method: SVM

Fig. S23. Result overview for the classification of healthy controls \((HC)\) and ankle injury class \((A)\) based on non-normalized GRF signals using a SVM as classifier.

Fig. S24. Result overview for the classification of healthy controls \((HC)\) and ankle injury class \((A)\) based on min-max normalized GRF signals using a SVM as classifier.