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Abstract: The optimization of the cost and CO₂ emissions in earth-retaining walls is of relevance, since these structures are often used in civil engineering. The optimization of costs is essential for the competitiveness of the construction company, and the optimization of emissions is relevant in the environmental impact of construction. To address the optimization, black hole metaheuristics were used, along with a discretization mechanism based on min–max normalization. The stability of the algorithm was evaluated with respect to the solutions obtained; the steel and concrete values obtained in both optimizations were analyzed. Additionally, the geometric variables of the structure were compared. Finally, the results obtained were compared with another algorithm that solved the problem. The results show that there is a trade-off between the use of steel and concrete. The solutions that minimize CO₂ emissions prefer the use of concrete instead of those that optimize the cost. On the other hand, when comparing the geometric variables, it is seen that most remain similar in both optimizations except for the distance between buttresses. When comparing with another algorithm, the results show a good performance in optimization using the black hole algorithm.
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1. Introduction

The economic sustainability and social development of most countries depend directly on the reliable and lasting behavior of their infrastructure [1]. Infrastructures have special relevance because they strongly influence economic activity, growth, and employment. However, these activities have a significant impact on the environment, have irreversible effects, and can compromise the present and future of society. It is known that construction is a carbon-intensive industry [2]; therefore, the minimization of emissions is increasingly important to reduce the environmental impact of construction projects. Looking further, we find that cement is one of the materials that generates large amounts of emissions. A large amount of emissions is mainly due to the calcination process of the limestone together with the high energy demand necessary for its production [3]. Therefore, the optimization of structures that use large amounts of cement is critical. Consequently, it is essential to develop lines of research in sustainable construction [4,5], energy consumption [6,7], and in the study of the cycle of the CO₂ emissions made by concrete structures [8]. The great challenge is to have an infrastructure capable of maximizing its social benefit without compromising its sustainability [9].

The standard procedure [10] to perform the economic estimation of structures is based on a trial-and-error approach. This approach is necessary because the dimensions of the cross-section and the material grades are defined a priori. This involves analyzing the stresses and calculating...
the effort required in each material configuration. This standard procedure is slow and expensive. Particularly in the case of a wall, there are a number of parameters that must be taken into account, such as boundary conditions, the type of filling, the friction base angles, load capacity of the base of the ground, and surcharge loads.

On the other hand, the emissions of CO\textsubscript{2} constitute an important portion of the contribution to the global warming process of the planet. In particular, approximately 40\%–50\% of global GHG emissions are generated by construction [11]. In addition, the cement industry releases 5\% of global GHG emissions [12]. Therefore, sustainability and specifically the use of high-carbon-footprint products in structural engineering is a relevant line of research. At present, the consumption of CO\textsubscript{2} has been investigated by considering it as an objective function within an optimization problem. Particularly in [13], the optimization of CO\textsubscript{2} consumption in walls was analyzed using the harmony search algorithm. In [14], the impact of CO\textsubscript{2} on cantilever retaining walls was studied. A CO\textsubscript{2} and cost analysis in precast– prestressed concrete road bridges was developed in [11]. The study of a sustainable prototype for reinforced concrete columns was proposed in [15]. In this study, heuristic methods of optimization of CO\textsubscript{2} emissions were applied. In [16], the importance of the criteria that define social sustainability was analyzed. These criteria considered the complete life of infrastructure. The social sustainability of infrastructure projects was tackled in [17] through the use of Bayesian methods. In [18], an optimization was studied based on the cost criterion of reinforced concrete-retaining walls. The study considered using different types of load capacity estimates. The life cycle assessment of earth-retaining walls was analyzed in [19,20]. In [21], a stochastic analysis of the emissions of CO\textsubscript{2} was developed and applied to construction sites. The relevance of carbon emissions and low-emission window films on energy spending was studied in [22] and applied to an existing UK hotel building. In [23], a methodology was built for the investigation of carbon emissions in a hospital building, which allowed the generation of an information model and an evaluation of its life cycle. In [24], an optimization of reinforced concrete columns was optimized considering several environmental impact assessment parameters.

To solve large-scale and highly non-linear optimization problems, metaheuristic algorithms, which have demonstrated their efficiency and versatility, have been used [25]. There has been a lot of research in the area of metaheuristics in recent years, and a large number of algorithms have been developed.

Most of these algorithms have been inspired by physical, chemical, and biological systems [26]. As examples of these heuristic search algorithms that belong to this category, we find particle swarm optimization (PSO), harmony search (HS) [27], threshold acceptance (TA), simulated annealing (SA) [28,29], threshold acceptance (TA), genetic algorithms (GA), ant colonies (ACO), whale optimization (WO), cuckoo search (CS), and black hole (BH), among others. The use of metaheuristic algorithms in sustainability and construction has been used, for example, in [30], where they applied heuristic methods to the study of reinforced concrete road vaults; in addition, a metaheuristic was applied to the problem of decision making in [31]. In [32], a mathematical model was developed with the goal of improving environmental economic policies. This model was applied to a protection zone. A survey of the social sustainability evaluation applied to the infrastructures was developed in [33]. However, we must consider that many of the metaheuristics work in continuous spaces. Researchers have been developing techniques to obtain discrete or binary versions of these metaheuristics. For more details on binarization techniques, the reader can consult [34–36].

In this article, inspired by the aforementioned, we explore the application of a binary black hole algorithm to solve the optimization of counterfort retaining walls. The contributions of this work are detailed below:

1. An adaptation of the BH optimization technique to work in discrete environments.

Naturally, BH works in continuous spaces. Here, an adaptation is proposed using the concept
of optimal approach velocity and a min–max normalization, which allows the velocity to be transformed into a transition probability.

2. The application of the discrete version of BH to the counterfort retaining walls optimization problem. This optimization considers the objective function, the costs, and the CO₂ separately.

3. The impact of the relevant design variables is studied, both in costs and in CO₂ emission.

In Section 2, the optimization problem, the variables involved, and the restrictions are defined. The algorithm that executes the optimization is detailed in Section 3. The experiments and results obtained are shown in Section 4. Finally, in Section 5, the conclusions and new lines of research are summarized.

2. Problem Definition

In this section, we will detail the buttressed earth-retaining walls optimization problem. In Section 2.1, we will give the definition of the optimization problem. Later, in Section 2.2, we will detail the design variables. Then, the design parameters will be described in Section 2.3, and finally, in Section 2.4, we define the constraints.

2.1. Optimization Problem

The optimization problem considers two objective functions, which will be addressed independently. The first function corresponds to the cost \( p_i \) of the wall construction, expressed in euros. The second one considers the CO₂ equivalent emissions units \( e_i \). These construction units correspond to formwork, materials, earth-fill, and excavation. The calculations of emissions and cost are based on a 1 m wide strip. The emission and cost unit values were obtained from [13,37] and are shown in Table 1. Then, in a general way, our optimization problem is defined according to the Equation (1).

\[
O(x) = \sum_{i=1}^{r} a_i x_i, \quad (1)
\]

where \( x \) represents the measurement of the set of decision variables, and \( a \in \{c, e\} \) corresponds to cost or emissions. Additionally, the optimization problem is subject to a set of restrictions determined by the service (SLS) and ultimate (ULS) state limits.

Definition 1 ([10]). Definition of costs and emissions.

Table 1. Unit breakdown by unit cost, emissions, and cost. Source: [10].

| Unit                             | Cost (€) | Emissions (CO₂-equ) |
|----------------------------------|----------|---------------------|
| kg steel B400                    | 0.56     | 3.02                |
| kg steel B500                    | 0.58     | 2.82                |
| m³ of concrete in stem          |          |                     |
| C25/30                           | 56.66    | 224.34              |
| C30/37                           | 60.80    | 224.94              |
| C35/45                           | 65.32    | 265.28              |
| C40/50                           | 70.41    | 265.28              |
| C45/55                           | 75.22    | 265.91              |
| C50/60                           | 80.03    | 265.95              |
| m² stem formwork                 | 21.61    | 1.92                |
| m³ of backfill                   | 5.56     | 28.79               |
| m³ of concrete in foundation     |          |                     |
| C25/30                           | 50.65    | 224.34              |
| C30/37                           | 54.79    | 224.94              |
| C35/45                           | 59.31    | 265.28              |
| C40/50                           | 64.40    | 265.28              |
| C45/55                           | 69.21    | 265.91              |
| C50/60                           | 74.02    | 265.95              |
2.2. Problem Design Variables

In the design of the buttressed retaining wall to be studied, three groups of variables are defined: The geometric variables, the concrete and steel grade, and the passive reinforcement of the footing and the stem of the wall. In total, there are 32 variables, where each of these has a discrete number of possibilities in the group of concrete and steel grades. For the realization of this study, Portland cement was considered, as it is the most widely applied in the construction of walls. Types C25/30 to C50/60 were considered in discrete 5 MPa intervals. Other types of cements with different additions could give different environmental results. In the case of steel, the B500S and B400S types were considered. In its production phase, the recycled scrap is considered approximately 40% of the total, and the manufacturing is done in an electric arc furnace. Therefore, the technology in the manufacture of steel and cement, as well as the nature of cement additions, influence CO₂ emissions [38] and affect the values in Table 1.

In the group of geometric variables, there is the stem thickness \( b \), the footing thickness \( c \), the distance between buttresses \( d \), the toe length \( p \), the buttress thickness \( e \), and heel length \( t \). The last group of variables correspond to the passive reinforcement of the footing and the stem of the wall. Figures 1 and 2 show the 24 variables that define the problem.

The steel bar diameters and the number of bars determine the reinforcement. A1, A2, and A3 define the three reinforcement flexural bars that contribute to the main bending of the stem. A4 defines the vertical reinforcement of the foundation at the rear side of the stem, up to a height \( L_1 \). A5 provides the secondary longitudinal reinforcement for shrinkage and thermal effects on the stem. A6 provides longitudinal buttress reinforcement. A7 and A8 define the area of reinforcement bracket from the bottom of the buttress, vertically and horizontally, respectively. A9 provides the upper heel reinforcement. A10 defines the longitudinal effects on the toe. A11 provides the bottom heel reinforcement, and A12 defines the shear reinforcement on the footing. Table 2 shows the ranges of the values for the 32 variables in the problem, and the set of combinations of these values constitutes the solution space.

![Figure 1. Set of reinforcement variables. Source: [10].](image-url)
Definition 2 ([10]). Definition of design variables.

Table 2. Design variables. Source: [10].

| Variables | Lower Bound | Upper Bound | Increment | N of Values |
|-----------|-------------|-------------|-----------|-------------|
| $c$       | H/20        | H/5         | 5 cm      | f(H) \(^1\) |
| $d$       | H/5 cm      | 2H/3        | 5 cm      | f(H) \(^1\) |
| $b$       | 25 cm       | 122.5       | 2.5 cm    | 40          |
| $p$       | 20 cm       | 610         | 10 cm     | 60          |
| $t$       | 20 cm       | 905         | 15 cm     | 60          |
| $e_c$     | 25 cm       | 122.5       | 2.5 cm    | 40          |
| $f_{ck}$  | 25, 20, 25, 40, 45, 50 | | | 7 |
| $f_{yk}$  | 400, 500    | | | 2 |
| $A_1$ to $A_{10}$ | 6, 8, 10, 12, 16, 20, 25, 32 | | | 8 |
| \(\text{1 steel rebar}\) | 12 rebars | | | 6 |
| $A_{11}$ to $A_{12}$ | 6, 8, 10, 12, 16, 20, 25, 32 | | | 8 |
| \(\text{1 steel rebar}\) | 4 rebars | | | 10 rebar |

\(^1\) Depending on height.

2.3. Problem Design Parameters

The design parameters of the problem are the data that will take constant values in the optimization process. The main design parameters are shown in Figure 3. H and H2 represent the wall height and the soil depth in front of the wall. The base coefficient of friction is represented by $\mu$, the maximum support pressure for operating conditions is $\sigma$, and the backfill slope at the top of the rod is represented by $\beta$. The maximum bearing capacity considered in the soil foundation is the ultimate bearing pressure divided by the bearing capacity safety factor. The pressure angle of the earth is determined by P ($\gamma$, $\phi$, $\delta$), corresponding to the density, the angle of friction, and the angle of internal friction. Finally, a part of $\phi$ defines the roughness between the wall and the filling. The values of the problem design parameters are shown in Table 3.
**Definition 3 ([10]). Definition of design parameters.**

**Table 3. Problem design parameter values.**

| Parameter Considered                      | Value              |
|-------------------------------------------|--------------------|
| Bearing capacity                          | 0.3 MPa            |
| Fill slope                                | 0                  |
| Foundation depth, H2                      | 2 m                |
| Uniform load on top of the fill, \( \gamma \) | 10 kN/m²           |
| Base-friction coefficient, \( \mu \)      | \( \tan 30^\circ \) |
| Wall-fill friction angle, \( \delta \)    | 0°                 |

Safety coefficient:

- against sliding, \( \gamma_{fs} \) = 1.5
- against overturning, \( \gamma_{fo} \) = 1.8
- for loading (EHE) Normal
- of steel (ULS) 1.15
- of concrete (ULS) 1.5

**2.4. Problem Constraints**

The feasibility of the structure is verified in accordance with the Spanish technical standards defined in [39] and the recommendations detailed in [40]. The flexural and shear limit states are checked. The structure is verified in accordance with the approach specified in [41]. To check the structure limit states, a uniform surface load at the top of the fill is considered [42]. For the active earth pressure calculation, the surface loads and fill are considered. The major forces in wall analysis consider wall weight, heel backfill load, surface load, earth pressure, weight at the front toe, and passive resistance against the toe. Buttresses receive a load equivalent to the product of the distance between the buttresses by the pressure distribution in the stem.
The structural model considers that the upper part of the stem works as a cantilever, while the lower part of the stem is strongly coerced by two elements: The footing and the lower part of the buttress, located at the rear of the stem. Calculations of the bending moments are taken in the midsection between the buttresses and are given by $B_1$ and $B_2$, described in Equations (2) and (3), respectively.

$$B_1 = -0.03 p_1 d (H - c)$$

$$B_2 = -0.0075 p_1 d (H - c).$$

$B_1$ is the bending moment at the connection of the stem to the footing, $B_2$ is the maximum bending moment on the stem, and $p_1$ represents the pressure over the slab on the upper side of the footing. When the spacing of the buttresses is less than 50% of the height, Equation (4) defines the shear resistance ($s$) at the connection of the plate to the footing. For an accurate estimate of the moments in each section of the stem, as a result of the vertical bending stress in the stem, the trapezoidal pressure distribution is considered [41]. A total of 50% of the maximum pressure at the top of the foundation is taken as the maximum value. Taking into account the vertical bending moment in the upper quarter part of the stem may be insignificant due to the involvement of [41].

$$s = 0.4 p_1 d$$

Verification of the bending stress in the T-shaped horizontal cross-section is made considering the effective width according to [43]. Mechanical bending and shear capacity are evaluated using the equations expressed in [42]. In this manual, the construction limit states of the EHE Structural Concrete Code are considered. The checks against sliding, overturning, and soil stresses are carried out taking into account the effect of the buttresses, and are given in Equations (5)–(7). In the overturning check, Equation (5) ensures that the favorable overturning moments are sufficiently greater than the unfavorable overturning moments. In Equation (6), $B_{of}$ is the total favorable overturning moment. In Equation (7), $B_{ou}$ is the unfavorable total overturning moment, and the overturning safety factor is $\gamma_{to}$ and is taken as 1.8 for frequent events. Equation (8) represents the reaction of soil against sliding. As $\mu$ is the base-friction coefficient, $N'$ corresponds to the total sum of the ground and wall weights located at the heel and toe, and $E_p$ determines the passive resistance against the toe defined by the Equation (9).

$$B_{of} - \gamma_{to} B_{ou} \geq 0$$

$$B_{of} = N'\left(\frac{B}{2} - e_p\right) - E_p (H_t - h')$$

$$B_{ou} = E_h h - E_v \left(\frac{B}{2} - f\right)$$

$$R = N' \mu + E_p$$

$$E_p = \frac{1}{2\gamma (H_t^2 - (H_t - c))^2 (1 - \sin(\phi))}$$

3. The Discrete Black Hole Algorithm

Using the analogy with a black hole, in [44], the Black Hole optimization algorithm was proposed. A region of space that concentrates a large amount of mass—therefore, there is no way for an object to escape from it—is considered a black hole. This same concept is used in the black hole optimization algorithm. In each iteration of the algorithm, best candidate is considered, and this is assigned as a black hole. Making the analogy, the selected candidate begins to attract other solutions. A solution is attracted to the black hole when the solution is too close to it, and disappears forever. A new solution
is generated in this case. Then, the movement of a solution in the search space is conditioned by the black hole according to the Equation (10).

\[ x^d_i(t + 1) = x^d_i(t) + r(x^d_{BH} - x^d_i(t)), \forall i \in \{1, ..., N\}, \]  

(10)

where N is the total number of solutions. \(x^d_i(t)\) and \(x^d_i(t + 1)\) define the i-th component obtained in the iterations \(t\) and \(t + 1\). Finally, \(x^d_{BH}\) represents the \(d\)-th component of the best solution obtained. The black hole pseudo-code is detailed in Algorithm 1.

\[ R = \frac{f_{BH}}{\sum_{i=1}^{N} f_i} \]  

(11)

Algorithm 1 Black Hole Algorithm

1: Initialize solutions
2: Select black hole \(x_{BH}\)
3: while Iteration < MaxIteration do
   4:   for all \(X \in \text{particle}\) do
      5:     apply objective movement operator
      6:     apply objective function \(f_X\)
      7:     if \(f_X < f_{BH}\) then
         8:         Replace the black hole with the new best solution
         9:      end if
      10:    if \(R > d(X, BH)\) then
          11:       Generate random new solution
          12:     end if
      13:   end for
   14: end while

The Discrete Algorithm

BH works in a natural way in continuous spaces, and, consequently, it must be adjusted to work properly in discrete spaces. The first step is to consider the velocity of the solution, which is \(x(t + 1) - x(t)\) and to normalize the vector using a min–max procedure. Subsequently, whether each component \(x^d\) of the solution should be modified or not is evaluated. This is done through comparison with a random number \(r_1\). In the case that change is selected, the movement can increase the value (+1) or decrease it (−1). Finally, the selected value is compared with the value obtained by BH and remains with the minimum of the two. The pseudocode of the binary procedure is shown in Algorithm 2.

Algorithm 2 Discrete Algorithm

1: movement = 0
2: nx ← normalize solution
3: if \(r_1 < nx^d\) then
   4:     if \(r_2 > 0.5\) then
       5:         movement = 1
       6:     else
       7:         movement = -1
   8:     end if
   9:     \(x^d = \max(1, \min(x^d_{BH}, x^d + \text{movement}))\)
10: end if
4. Results and Discussion

4.1. Wall Height Analysis

In this section, we will analyze the influence of wall height on the CO\(_2\) emissions and cost of the structure. The experiment consists of varying the height of the wall from 6 to 15 m with intervals of 1 m, keeping the rest of the parameters constant. For each height, the algorithm was executed 30 times, minimizing the cost. Subsequently, the same procedure was performed, but minimizing CO\(_2\) emissions. The results are shown in Figures 4 and 5 as well as Table 4.

In Figure 4, the green color represents the best value of the 30 executions that minimized the cost. The best value obtained by minimizing CO\(_2\) emissions is shown in blue. The size of the point quantifies the deviation of the variable not optimized with respect to the optimum obtained. For example, for the height of 6 m, the optimum cost value was 593, and the value of CO\(_2\) emissions obtained for that solution was 1270. The minimum emissions obtained were 1259; therefore, the emission deviation gets \(\text{Emission from optimum}\% = \frac{1270 - 1259}{1259} \times 100\%\).

The figure shows that for small heights, the deviations of CO\(_2\) emissions from the optimum are minimal. From the height of 8 m, these begin to grow, obtaining the maximum deviation at the height of 11 m. When analyzing the deviations of the cost variable from its minimum, we see that it has a similar behavior to that in the case of CO\(_2\) emissions.

In the second experiment, instead of plotting the minimum of the 30 executions, we will graph the average of these. The result is shown in Figure 5. The objective of this experiment is to analyze the stability of the solutions obtained by the algorithm when we consider different heights. In both series of points up to the height of 11 m, the average values vary less than 2% with respect to their minimum. From 11 m onwards, this variation increases, reaching over 10% with respect to the minimum in the case of 15 m. When we analyze the area of the points, we see that the series of points in green grows significantly unlike the blue one, which maintains a behavior similar to that of the Figure 4.

| Height (m) | Opt. Cost | Emissions | Cost | Opt. Emissions | Cost from Optimum | Emissions from Optimum |
|-----------|-----------|-----------|------|----------------|-------------------|------------------------|
| 6         | 593       | 1270      | 607  | 1259           | 2.36%             | 0.87%                  |
| 7         | 679       | 1455      | 694  | 1441           | 2.21%             | 0.97%                  |
| 8         | 774       | 1706      | 795  | 1659           | 2.71%             | 2.83%                  |
| 9         | 912       | 2046      | 930  | 1998           | 1.97%             | 2.40%                  |
| 10        | 1096      | 2589      | 1133 | 2478           | 3.56%             | 4.48%                  |
| 11        | 1309      | 3249      | 1407 | 3060           | 7.49%             | 6.18%                  |
| 12        | 1533      | 3841      | 1600 | 3716           | 4.37%             | 3.36%                  |
| 13        | 1783      | 4602      | 1876 | 4471           | 5.22%             | 2.93%                  |
| 14        | 2052      | 5523      | 2163 | 5291           | 5.41%             | 4.38%                  |
| 15        | 2363      | 7116      | 2491 | 6788           | 5.42%             | 4.83%                  |
Figure 4. Variation and dispersion of best costs and CO$_2$ emissions by the height of the wall.

Figure 5. Variation and dispersion of average costs and CO$_2$ emissions by the height of the wall.

4.2. Design Variable Analysis

This section aims to study the variations of geometric, concrete, and steel variables when we perform cost and emission optimizations. In the first analysis, we will consider the geometric variables. The results are shown in the Figures 6 and 7. In Figure 6, the optimal values of the geometric variables for different heights of the wall are shown. The figure shows that stem, footing, and buttress thicknesses suffer zero or small variations as the height of the wall increases. The toe and heel lengths increase as the height of the wall increases and the distance between buttresses oscillates. In Figure 7, we compare the optimal geometric variables when performing the optimization by emissions and cost. For this analysis, we define a geometric ratio that corresponds to the quotient between the value obtained in the emissions optimization and the value obtained in the cost optimization. The figure shows that most of the values are the same in both optimizations, except for the variable of distance between buttresses. For this variable, the value obtained from emission optimization is always lower than that
obtained from cost optimization. Additionally, we observe that for the height of 15 m, the variables of toe and heel length are modified in an inverse way.

Figure 6. Geometric variables depending on the height of the wall.

Figure 7. Ratio of geometrical variables.

In the second analysis, the variables of concrete and steel are studied. Each of these variables are separated in the material used in the stem and in the slab base. Then, the CO\textsubscript{2} emissions obtained from the optimization are calculated. The above is shown in Figure 8. The figure shows that for both concrete and steel, CO\textsubscript{2} emissions increase as the height of the wall increases. However, the interesting thing is that this increase is not linear, as the height increases the slope of the emissions increases as well.

Figure 9 compares the optimal concrete and steel variables when performing the optimization by emissions and cost. In both optimizations and for the different wall heights, the concrete and the resulting steel in all cases were the C25/30 and BS500. In this analysis, we define a concrete volume ratio that corresponds to the quotient between the value obtained in the emissions optimization and the value obtained in the cost optimization. The figure shows that the emissions of concrete in the stem are higher in the case of emissions optimization than in cost optimization. However, this increase is
offset by a decrease in emissions in steel, both in the stem and in the slab base. In Table 5, the values of concrete and steel are attached for both optimizations.

**Figure 8.** Emissions of concrete and steel in the stem and foundation for CO₂ optimization.

**Figure 9.** Ratio of concrete and steel variables.
Table 5. Optimal costs and emissions for concrete and steel variables.

| Height | Steel in Stem (Kg) | Steel in Base (Kg) | Concrete in Stem (m³) | Concrete in Base (m³) | Steel in Stem (Kg) | Steel in Base (Kg) | Concrete in Stem (m³) | Concrete in Base (m³) |
|--------|--------------------|--------------------|-----------------------|-----------------------|--------------------|--------------------|-----------------------|-----------------------|
| 6      | 53.27              | 30.51              | 1.88                  | 0.86                  | 48.48              | 23.96              | 1.97                  | 0.86                  |
| 7      | 79.91              | 45.90              | 2.13                  | 0.88                  | 68.73              | 32.80              | 2.24                  | 0.88                  |
| 8      | 121.48             | 40.39              | 2.38                  | 1.01                  | 92.81              | 37.42              | 2.55                  | 1.01                  |
| 9      | 134.06             | 66.03              | 2.75                  | 1.30                  | 110.55             | 59.20              | 2.91                  | 1.30                  |
| 10     | 187.74             | 98.09              | 3.16                  | 1.78                  | 139.04             | 77.53              | 3.51                  | 1.77                  |
| 11     | 234.57             | 156.61             | 3.70                  | 2.37                  | 167.98             | 103.98             | 4.21                  | 2.41                  |
| 12     | 272.33             | 197.82             | 4.17                  | 3.02                  | 220.12             | 160.13             | 4.69                  | 3.01                  |
| 13     | 372.58             | 293.64             | 4.80                  | 3.78                  | 270.65             | 230.85             | 5.16                  | 3.80                  |
| 14     | 411.92             | 365.27             | 5.13                  | 4.63                  | 312.40             | 316.09             | 5.77                  | 4.69                  |
| 15     | 481.51             | 503.15             | 5.87                  | 5.58                  | 356.85             | 424.82             | 6.02                  | 6.09                  |

4.3. Algorithm Comparison

This section aims to compare the results obtained by the BH algorithm with the results published in [10] and [13]. In these works, the harmony search algorithm was used to optimize a counterfort retaining wall. To make the comparison, we analyzed the best solution obtained for each of the different heights of the wall, in addition to comparing the distribution of the total solutions obtained for the different heights.

Harmony search (HS) is a swarm intelligence algorithm that was proposed in [27]. One of the important characteristics for which it was selected is that it allows the selection of features in discrete search spaces. For the study of earth-retaining wall buttresses, a variant of HS was used that additionally incorporates threshold acceptance, and was proposed in [45].

In Figure 10a, the best results for the BH and HS algorithms are compared. In the comparison, all parameters were kept constant except for height. From Figure 10a, it is observed that for small heights of the wall, the cost of the solutions obtained by both algorithms is similar. As the wall grows in height, the curves have a greater separation at the height of 14 m, which obtains the greatest difference, of 4.74% in favor of BH. In the case of optimization of CO₂ emissions, in Figure 10b, the curves have behavior similar to that in the case of cost optimization. For small values of the wall height, very similar values are obtained and, in particular, at the height of 6 m, HS is greater than BH by 0.72%. As the height of the wall grows, the quality of BH solutions improves with respect to HS again at 14 m, where the greatest difference of 4.67% is obtained.

To compare the solutions, we use violin plots. To make the comparison, we will normalize the points using the best values obtained independently of the algorithm and using the Equation (12).

\[
\text{Gap} = 100 \times \frac{\text{value} - \text{bestvalue}}{\text{bestvalue}}
\]  

The comparison between the BH and HS solutions in the case of costs is shown in Figure 11a. In this Figure, it is observed, in the case of BH, it obtains better interquartile ranges than in HS for all heights. The dispersion of the solutions is very similar in both algorithms. From the height of 12 m onwards, the dispersion increases significantly in both algorithms. The solutions obtained from the optimization of CO₂ emissions are shown in Figure 11b. Again, BH has a better interquartile range than HS, except for the height of 6 m. The increase in dispersion in both algorithms is observed from height of 12 m onwards.
Figure 10. Best solution comparison between BH and HS. (a) Cost (€); (b) Emissions (kg CO₂ eq.).
Figure 11. Comparison between BH and HS results. (a) % Cost gap; (b) % Emissions gap.

5. Conclusions

This article studies a parametric optimization of a buttressed earth-retaining wall using a discrete black hole algorithm. The analysis was developed considering two objective functions: One function that optimizes the cost of the structure and another that minimizes CO$_2$ emissions. In the different experiments, the height of the wall was varied, and we subsequently compared the results of both optimizations. Working with the target of reducing emissions provides stabilized results while maintaining the economic target. The results obtained with the BH heuristic also suggest that there is a relationship between cost and equivalent CO$_2$ emissions. For small heights of 6 and 7 m, the optimal CO$_2$ emission and structure costs do not deviate much from each other. As the wall
grows, this difference increases, reaching a maximum at 11 m, where the emission deviates 6.16% and the cost 7.49%. When we analyze the main cause of this difference, it is found that it is related to the use of steel and cement. Solutions that minimize emissions prefer to use more concrete and less steel than those that optimize cost. Regarding the design variables, for optimal solutions, most of the values are very similar in both optimizations, with the exception of the variable of distance between buttresses, whose emission optimization value is always less than that obtained from cost optimization. For high heights (15 m), there is an inversion between the toe and heel length variables. As a result of the second analysis, in both optimizations and for the different wall heights, the concrete and the resulting steel in all cases are the C25/30 and BS500. When analyzing the dispersion results of the solutions for the different heights of the wall, it is observed that the dispersion of the solutions (Figure 11a,b) increases. This increase is considerable from the height of 12 m onwards. The above is an indication that our optimization problem is becoming more difficult as the height of the wall increases. This is consistent with the fact that at higher heights, it is more difficult to obtain stability of the wall concerning overturning and sliding. Finally, when we compare BH with HS, we observe that as we increase the height, BH performs better than HS, arriving at the height of 14 m at a difference of 4.67% in favor of BH in the optimization of emissions and 4.74% in cost minimization.

As a new line of research, it is interesting to explore robust optimization. Consider the optimization of the wall, but incorporating different values of some of the design variables within the optimization, as well as edge conditions, such as natural disasters. This makes the optimization problem much more difficult to address. Aiming at the latter, hybrid techniques can be used where metaheuristic algorithms are integrated with machine learning [46,47] techniques in order to improve the quality and convergence time of the solutions. This allows the tackling of more difficult problems, such as robust optimization in reasonable execution times.
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