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Abstract

In this work, we adopt the emerging technology of mobile edge computing (MEC) in the Unmanned aerial vehicles (UAVs) for communication-computing systems, to optimize the age of information (AoI) in the network. We assume that tasks are processed jointly on UAVs and BS to enhance edge performance with limited connectivity and computing. Using UAVs and BS jointly with MEC can reduce AoI on the network. To maintain the freshness of the tasks, we formulate the AoI minimization in two-hop communication framework, the first hop at the UAVs and the second hop at the BS. To approach the challenge, we optimize the problem using a deep reinforcement learning (DRL) framework, called federated reinforcement learning (FRL). In our network we have two types of agents with different states and actions but with the same policy. Our FRL enables us to handle the two-step AoI minimization.
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and UAV trajectory problems. In addition, we compare our proposed algorithm, which has a centralized processing unit to update the weights, with fully decentralized multi-agent deep deterministic policy gradient (MADDPG), which enhances the agent’s performance. As a result, the suggested algorithm outperforms the MADDPG by about 38%.
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I. INTRODUCTION

A. Motivation

New generation wireless networks need to support a broader range of services such as low latency and reliable communication, massive communications, and enhanced mobile broadband. Consequently, traditional networks are forced to fulfill the requirements of all these various services [1] [2]. The unmanned aerial vehicles (UAVs) can provide feasible solutions for new generation networks and they are used as an aerial base station (BS) for gathering and transmitting data. Basically, the UAVs have emerged as an advanced technology with low cost, flexible mobility, and direct line-of-sight (LoS) communication with ground infrastructures [3]. The UAVs are able to perform computationally-intensive and latency-critical tasks in the future; however, in practice, they are limited by the amount of energy, weight, and space [4] [3]. Therefore, designing UAV networks to meet their different service requirements is challenging. We exploit mobile edge computing (MEC) techniques to address these challenges. The concept of MEC has evolved in recent years and has provided computing capability at the edge of wireless networks. MEC in high-mobility UAVs creates numerous opportunities and challenges in determining the optimal method for offloading computation. MEC provides the ability to perform computations close to the user, which reduces the energy consumption and the amount of time required to perform computationally intensive tasks. As a result, the MEC implementation is designed either to be
at the BS or other edge sites in order to provide customers with a rapid and flexible deployment of new applications and services. The amount of data to be offloaded to the MEC must be determined by factors influencing the network. The topic of edge processing in the UAVs has recently been raised, and it is expected to be more flexible and faster than the conventional MEC. UAV-aided MEC deployments in large-scale internet of thing (IoT) scenarios can increase users quality of service (QoS) by offloading some computing tasks to the UAV’s MEC [5]. In addition, a wide range of applications, for instance, mobile online games, face recognition, and augmented reality (AR), require a high performance and low latency network, which MEC can provide [6].

Several real-time applications have strict requirements in terms of freshness of status, and the information must be successfully delivered on time [7]. In these applications, timely information awareness is an important requirement for real-time monitoring and control. The users rely on the computation results on time to make the right decisions. To maintain the freshness of data at the destination, a new metric called the age of information (AoI) was introduced. AoI is defined as the time elapsed since the source’s latest update of received information status at the destination [8]. Data staleness can be measured by applying the AoI from the destination viewpoint [9]. Therefore, ensuring the QoS in AoI is necessary for each time-critical task. AoI minimization is fundamentally different from delay minimization, or throughput maximization [10]. In some services such as telemedicine and safety-related event broadcasting, ensuring a tolerable AoI is critical. In this case, the out-of-data measurement may lead to incorrect decisions since the data is incompatible with the current state of the target. Also, in some real-time processes, where the effect of task processing on AoI is unavoidable, MEC can be used for decreasing the AoI of computationally-intensive tasks. This paper also assumes BS’s are equipped with MEC to address the UAVs’ limited capacity and power for processing. By processing at different edges of the network, we can improve AoI and reduce processing time.
B. Related works

In this subsection, we discuss the related works in various categories, such as MEC in UAV, AoI with MEC, and AoI without MEC.

1) MEC and UAV: In [11], the authors jointly optimize device association, content assignment, and resource allocation to minimize the energy consumption of mobile devices in multi-UAV assisted MEC computing systems. An iterative block coordinate descent (BCD) algorithm is used in this study to solve the formulated problem after decomposing it into three subproblems. A UAV assisted MEC system is presented in [12], with the aim to minimize the energy consumption of IoT devices, including the energy used in local computation and uplink transmission, as well as the energy consumed by UAVs. Therefore, they develop a BCD algorithm for offloading tasks, allocating bandwidth, assigning local computation resources, and UAV computation resources. The authors in [13] minimize the total power by jointly optimizing power control, user association, computing capacity, and flight trajectory in the UAV network with MEC. Due to the processing limitations in IoT devices, multiple UAVs act as a MEC server in the network for some processing jobs [5]. A multi-UAV deployment mechanism based on differential evolution (DE) is proposed to balance the load on the UAVs. Furthermore, a deep reinforcement learning (DRL) is developed to schedule a particular UAV. According to [14], the authors study joint vehicle association and resource management in a vehicular network using macro eNodeB (MeNBs) and the UAVs, which are equipped with MEC, and they also use a deep deterministic policy gradient (DDPG) based algorithm. Furthermore, a UAV-based MEC framework is described in [15], in which several UAVs with different trajectories fly over the target area, and support the UEs on the ground. The authors propose a multi-agent DRL-based trajectory control algorithm that is optimizing geographical fairness among users, energy consumption, and UE-load for each UAV.
2) AoI without MEC: In previous works, the authors optimize AoI in UAV networks without MEC, and most of the papers focus on trajectory design. In [17], the authors consider a UAV trajectory planning pattern to minimize expired data packets from all sensors and then relax the unclear original problem into a Min-Max-AoI optimal path design, which is based on reinforcement learning (RL). In [19], the authors consider the UAV as a mobile relay and formulate the average peak AoI (PAoI) minimization problem to optimize the UAV’s flight trajectory, energy allocations, and periods for transmitting update packets in the source and the UAV. To solve this non-convex problem, they suggest an effective iterative algorithm and prove the convergence analytically. In [21], the authors investigate age-optimal trajectory planning in wireless sensor networks using UAVs to collect data from the ground sensor. There are two trajectory plans considered, Max-AoI and Ave-AoI. A genetic algorithm (GA) and dynamic programming (DP) approach are used to determine the age-optimal trajectory. Moreover, in [20] and [30], the UAV’s trajectory and the transmission schedule are optimized to achieve the
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**TABLE I: Previous works**

| Reference | Multi-UAV | MEC | Trajectory Design | Objective Function | Solution |
|-----------|-----------|-----|-------------------|--------------------|----------|
| [1]       | ✓         | ×   | ✓                 | Maximize EE under AoI constraint | DQN      |
| [16]      | ✓         | ×   | ✓                 | Minimize the accumulated AoI | CA2C, DDPG, and DQN |
| [17]      | ×         | ×   | ✓                 | Minimize the total number of expired packets and minimize AoI | RL |
| [18]      | ×         | ×   | ✓                 | Minimize AoI | DP |
| [19]      | ×         | ×   | ✓                 | Minimize PAoI | Iterative algorithm |
| [20]      | ×         | ×   | ✓                 | Minimize AoI | DRL |
| [21]      | ×         | ×   | ✓                 | Minimize AoI | DP, GA |
| [22]      | ×         | ×   | ✓                 | Minimize the AAoI | KKT, DP, Ant Colony |
| [23]      | ✓         | ×   | ✓                 | Minimize the Expected Weighted Sum AoI | DRL, DDPG |
| [24]      | ✓         | ×   | ✓                 | Minimize AoI | MADRL, DDPG |
| [25]      | ×         | ×   | ✓                 | Minimize AoI | RL, DP |
| [26]      | ×         | ×   | ✓                 | Minimize AoI | DRL |
| [27]      | ✓         | ✓   | ×                 | Minimize AoI | Heterogenous multi agent actor-critic (FRL) |
| [28]      | ×         | ✓   | ×                 | Minimize AoI | Markov chain |
| [29]      | ✓         | ×   | ×                 | Minimize AoI | DQN |
| **Our work** | ✓         | ✓   | ✓                 | Minimize AoI | FRL, MADDPG |

---
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minimum AoI. In [20], the authors have maintained the freshness of information in IoT networks using UAVs. The UAV collects status update packets during its flight and maintains non-negative residual energy while flying towards the sensors. They propose DRL algorithm to overcome this problem. In [23], the authors discuss UAV-assisted single-hop vehicular networks. They use DDPG for finding UAV trajectory and scheduling under minimal throughput requirements, while the deployed UAVs adjust their speeds during data gathering in order to minimize the AoI. In [26], an online UAV trajectory planning is derived in IoT networks with unknown traffic patterns, which minimizes AoI in a network. The trajectory design problem is formulated for the internet of UAVs as Markov decision process (MDP) to minimize AoI [16]. The authors develop a method to recognize compound-action actor-critics by a distributed sense-and-send protocol. In [31], the authors consider average AoI by examining throughput of networks and the minimum required throughput. They apply different policies, such as random and Max-Weight. In [1], the authors create a navigation method for multiple UAVs where BSs are utilized to enhance the data freshness and connection to IoT devices. This work maximizes the energy efficiency of UAV networks under the AoI constraint and AoI thresholds for each user, by using the DRL algorithm. In [22], the authors consider a UAV-assisted wireless powered IoT network, where a UAV is launched from a data center, flies to each of the ground SNs, and gathers data, then returns to the data center. The optimization problem is formulated to minimize the average AoI of the data collected from all SNs, which depends on the UAV’s trajectory, the time required for energy harvesting (EH), and data collection for each SN. The method used is DP and Ant Colony (AC) heuristic algorithms. A UAV to device (U2D) communication, underpinning the cellular internet of UAVs is discussed in [24], in which the authors design a cooperative sensing and transmission protocol. The goal is to minimize AoI through trajectory design, using multi-agent DDPG algorithm. Similary, [25] also minimizes AoI by optimizing cooperative sensing and transmission time, UAV trajectory, and task scheduling. In [18], the authors consider joint sensor association and UAV’s flight trajectory, which minimizes AoI. This paper uses DP and
Affinity Propagation (AP) based algorithms.

3) AoI with MEC: The authors in [27] focus on the timeliness of the MEC systems, where data freshness and computation tasks are important factors. This model is based on age-sensitive MECs, and minimizes AoI problems. A new multimodal DRL framework is suggested, called heterogeneous multi-agent actor-critic (H-MAAC), which is used to facilitate collaboration among edge devices and the central controller. Researchers in [28] develop an IoT network utilizing UAVs with MEC where the efficiency of data gathering was determined by measuring packet loss rate and total data quantity using a Markov chain. Also, the computation frequency of UAVs is designed according to the preferred cost coefficients for energy and time consumption in order to meet the diverse requirements of services. AoI is also used to measure the freshness of data packets. Table I summarizes the main differences between our paper and related works in the last two categories. In addition to considering scheduling policies for AoI optimization in two-hop, which is mentioned in [29], our paper focuses on edge processing capability and minimizing AoI in both hops. Unlike most articles, we optimize AoI before reaching the destination and consider the effect of different delays too. Moreover, due to the limited capacity of the UAV, we do not constrain the processing tasks to be performed only at the UAV.

C. Contribution

We propose an AI approach to solve the trajectory, task offloading, and resource allocation problem in a UAV-enabled MEC system. For the first time, we formulate AoI optimization for this problem by considering partial offloading in the UAVs and the BS. Our main contributions are as follows:

- For time-sensitive services and large-scale networks, we propose a new architecture. In this regard, we suggest a two-hop MEC-enabled UAV network at which we should guarantee the freshness of Information. To this end, we devise a new formula for AoI in which we focus on the transmission and processing times at the links between the BS and the UAVs and also between
the UAVs and the devices. In order to minimize AoI, we consider new constraints satisfying each task transmitted and processed at a one-time slot.

- We exploit multi-agent deep deterministic policy gradient (MADDPG) and federated reinforcement learning (FRL) methods to solve optimization problems. Our system evaluates a novel approach using two types of agents with different states and actions but the same goal. Our FRL enables us to handle the two-step age minimization and UAV trajectory problems. In addition, we present our proposed algorithm with a fully decentralized MADDPG agent that is deprived of the weights update center, which enhances the agent’s performance. Also, we investigate the problem in terms of convergence and complexity.

- Due to information sharing in the FRL method, simulation results show that this method performs on average 38% better than the MADDPG. Also, when network traffic increases, the use of MEC in UAVs and BS at the same time reduces network processing load and increases AoI performance by approximately 28%.

D. Paper Organization

The outline is summarized as follows. In Section II, the system model and problem formulation are discussed. In Section III, we propose the solution to the optimization problem. In Section IV, we transform the formulated problem using RL and resolve it with The FRL algorithm. Simulation results are presented in Section V. In Section VI, we conclude the paper.

II. SYSTEM MODEL

A. Overview

We present a UAV-enabled MEC system scenario as shown in Fig. 1. Assume there is a set of $\mathcal{K} = \{1, \ldots, K\}$ devices, which transmit the tasks to a set of $\mathcal{M} = \{1, \ldots, M\}$ UAVs for some processing task. Next, the UAV’s transmit results to the BS for the remaining processing. Each device is placed uniformly at random. Assume that all the UAVs are at the same altitude $h_m = h$
at their position $X_{m,t} = [x_{m,t}, y_{m,t}, h_m]$, and the position of each device is $\hat{X}_k = [\hat{x}_k, \hat{y}_k, 0]$. For better understanding, we summarize symbols and variables in Table II. We consider $T$ time slots in the network with one millisecond duration, represented by $t \in \{1, ..., T\}$. When a previous task is sent to and processed by the BS, a new task is generated. Each task is denoted by the function $S_k = (D_k, F_k), \forall k \in \mathcal{K}$, where $D_k$ represents the input data size (in bits) and $F_k$ shows the required CPU cycles to execute one-bit data of this task [32]. This paper considers

![Fig. 1: system model.](image)

one ground BS, which is equipped with an MEC server, which receives data from the devices through the UAV to support the computation-oriented communications task. The BS is located at the center with the height of $H$ [m]. Taking into consideration the mobility of the UAVs in the network to collect data and determine the optimal trajectory, we introduce the following mobility limitations [33]:

$$\|X_{m,t} - X_{m,(t-1)}\|^2 \leq D^2, \ \forall m, t,$$

$$\|X_{m,t} - X_{m',t}\|^2 \geq D_{\text{min}}, \ \forall m, m', t,$$

$$\sqrt{(X_{m,t} - \hat{X}_k)^2} \leq r_{\text{max}}, \ \forall m, k, t,$$

June 22, 2022 DRAFT
Table II: Main notations

| Notation | Definition | Notation | Definition |
|----------|------------|----------|------------|
| $K$ | Number of devices/UAVs/time | $T_{\text{MEC}}^{m,c}$ | Execution time of UA $m$ at $t$ [ms] |
| $X_k/X_m$ | Device/UA location | $T_{\text{MEC}}^{m,b,t}$ | Execution time of UA $m$ in BS at $t$ [ms] |
| $R_c$ | UAV radius [m] | $T_{\text{off}}^{k,m,t}$ | Data offloading time for device $k$ to UAV $m$ at $t$ [ms] |
| $D_k$ | Data volume of device $k$ [bits] | $\gamma_{l,m,b,t}$ | Computational capability of UAV $m$ at $t$ [GHz] |
| $F_x$ | CPU cycle of device $k$ [GHz] | $g_{l,m,k,t}$ | Channel gain between device $k$ and UAV $m$ at $t$ |
| $g_{l,m,k,t}$ | Channel gain between device $k$ and UAV $m$ at $t$ | $h_{l,m,b,t}$ | Channel coefficient between UAV $m$ and BS at $t$ |
| $F/L$ | Number of subcarriers between devices and UAVs/UA Vs and BS | $J_{l,m,b,t}$ | Transmit power of UAV $m$ at $t$ [dBm] [dBm] |
| $R_{l,m,k,t}$ | Data rate between device $k$ and UAV $m$ in subcarrier $f$ at $t$ [bits/ms] | $\zeta_{l,m,b}$ | Allocation of subcarrier $l$ to UAV $m$ |
| $R_{l,m,k,t}$ | Total data rate of device $k$ at $t$ [bits/ms] | $(\sigma_{l,m}^2)$ | Noise power of UAV $m$ on subcarrier $l$ |
| $\varphi_{l,m,b,t}$ | Transmission power of device $k$ at $t$ [dBm] | $\psi_{l,m,b}$ | SINR of UAV $m$ to BS on subcarrier $l$ |
| $\sigma^2$ | White Gaussian noise variance | $\psi_{k,f,t}$ | Binary variable for subcarrier $f$ assigned to device $k$ at $t$ |
| $\Delta_{l,m,b,t}$ | AoI of the processed status device $k$ at BS [ms] | $\bar{R}_{l,m,b,t}$ | Sum transmit rate of UAV $m$ at time $t$ [bit/ms] |
| $\Delta_{l,m,b,t}$ | AoI of the processed status device $k$ at UAV [ms] | $\lambda_k \in (0,1)$ | Ratio for the offloaded tasks $k$ to UAV [bit/ms] |

where $D = 1 \cdot v_{\text{max}}$ for all the UAVs and $v_{\text{max}}$ is the maximum speed of the UAVs. $D_{\text{min}}$ is the minimum distance between two UAVs. Device $k$ is in coverage of UAV $m$, if the horizontal distance is less than or equal to $r_{\text{max}}$. Eq. (1) in the above expressions shows the maximum distance that UAV $m$ can horizontally move in time slot $t$, (2) prevents the UAVs collision, and (3) guarantees that the devices stay in the coverage region of UAVs.

B. Computation and Communication Model

There are two channels in our work: 1) channel between the devices and the UAVs, and 2) channel between the UAVs and the BS. The computation tasks are offloaded to the UAV-MEC server for some processing, and then the results are passed to the BS for further processing. Fig. 2 illustrates the multi-tasks procedure. Depending on the transmission time and CPU processing capacity, the waiting time for changing states is between 0 and a few time slots. Now we consider the following steps:

- **Step 1** The devices use orthogonal frequency division multiplexing (OFDM) channel with $F$ subcarriers. We define $\psi_{m,k,t}^f = 1$ to indicate that device $k$ decides to offload task to UAV $m$.
Fig. 2: Transmission and procession of tasks: First, each task is received by the UAV (hop 1), and then part of the task is processed and sent to the BS (hop 2) at the appropriate time to continue processing.

at time slot $t$ on subcarrier $f$, otherwise $\psi_{m,k,t}^f = 0$. Each device can access the UAV via one subcarrier and can only connect to one UAV. Then we have \[32\]

$$
\sum_{m=0}^{M} \sum_{f=0}^{F} \psi_{m,k,t}^f \leq 1, \forall t, k \in K. \quad (4)
$$

We assume the communication channels from devices to the UAVs to be dominated by the LoS channel, and thus the channel gain between device $k$ and UAV $m$ at time slot $t$, is derived by \[5\]

$$
g_{m,k,t} = \frac{\beta_0}{h_m^2 + (x_{m,t} - \hat{x}_k)^2 + (y_{m,t} - \hat{y}_k)^2}, \forall k, m, t. \quad (5)
$$

where $\beta_0$ represents the channel gain at the reference distance of 1 [m]. Moreover $\rho_{k,t}$ denotes the transmit power of device $k$ at time slot $t$. The data rate in subcarriers $f$ can be expressed as

$$
R_{m,k,t}^f = B \log \left(1 + \frac{\rho_{k,t} g_{m,k,t}}{\sigma^2}\right), \forall k, m, t. \quad (6)
$$

where $B$ denotes the channel bandwidth, $\sigma^2$ represents the white Gaussian noise variance. The data offloading time to UAV $m$ at time slot $t$ is given by \[15\]

$$
T_{k,m,t}^{f,tr} = \frac{\psi_{m,k,t}^f D_k}{R_{m,k,t}^f} \forall k, m, t. \quad (7)
$$
In each UAV, the data offloading takes place over a maximum of one time slot, $T_{k,m,t}^{f,tr} \leq 1$. Moreover, the execution time of the tasks at UAV $m$ in time slot $t$ can be expressed as [34]

$$T_{m,t}^{MEC} = \sum_k \psi_{m,k,t}^f \Phi_{f,k,t}^m \lambda_k D_k F_k f_{m,t}^{MEC}, \forall m, t,$$ (8)

where $\lambda_k \in [0, 1]$ is the task-breaking ratio, which indicates how much of a task is handled by the UAV and $f_{m,t}^{MEC}$ represents the computational capability of UAV $m$ at time slot $t$. The processing time in each UAV must be done in one time slot, i.e., $T_{m,t}^{MEC} \leq 1$. Moreover $\Phi_{m,k,t}$ is a binary variable that indicates the task processing in UAV $m$ in time slot $t$ with $\Phi_{m,k,t} = 1$, otherwise $\Phi_{m,k,t} = 0$.

**Step 2** Finally, the task is sent to the BS for further processing. Power domain non-orthogonal multiple access (PD-NOMA) is deployed with $L$ subcarriers for the communication between the UAVs and the BS. In the PD-NOMA-based network each UAV eliminates the other UAV’s signals by using the SIC approach, if $|h_{m,b,t}^l|^2 \geq |h_{m',b,t}^l|^2$, where $|.|$ represents the absolute value, where the signal of UAV $m'$ is considered as noise. Therefore, the SINR of UAV $m$ on subcarrier $l$ at time slot $t$ is obtained by (9), where $h_{m,b,t}^l$ is the channel coefficient between the BS and UAV $m$ on subcarrier $l$, $p_{m,b,t}^l$ shows the transmit power at UAV $m$ to the BS on subcarrier $l$, $\zeta_{m,b,t}^l \in (0, 1)$ is a binary variable that indicates the subcarrier allocation of UAV $m$ at time slot $t$, $(\sigma_m^l)^2$ denotes the noise power of UAV $m$ on subcarrier $l$ [35].

$$\gamma_{m,b,t}^l = \frac{\zeta_{m,b,t}^l |h_{m,b,t}^l|^2 p_{m,b,t}^l}{\sum_{m' \neq m, |h_{m',b,t}^l|^2 \leq |h_{m,b,t}^l|^2} |h_{m',b,t}^l|^2 p_{m',b,t}^l \zeta_{m',b,t}^l + (\sigma_m^l)^2}, \forall m, t, l,$$ (9)

Moreover, each subcarrier can be assigned to $L_l$ UAVs $\sum_{m \in M} \zeta_{m,b,t}^l \leq L_l$ and a total transmit power constraint for each UAV is

$$\sum_{l \in L} \zeta_{m,b,t}^l p_{m,b,t}^l \leq P_{m,b,t}^{max}, \forall m, t.$$ (10)

The rate of UAV $m$ on subcarrier $l$ is formulated as $\bar{R}_{m,t} = \log(1 + \gamma_{m,b,t}^l), \forall m \in M$ and the
sum data rate of UAV \( m \) at time \( t \) is denoted by

\[
\tilde{R}_{m,t} = \sum_{l \in L} \log(1 + \gamma_{m,b,t}^l), \quad \forall m, t.
\] (11)

The total transmission time from UAV \( m \) to the BS can be evaluated as

\[
T_{m,b,t}^{d,tr} = \frac{\sum_{l} \sum_{k} z_{k,m,t} D_k'}{\tilde{R}_{m,t}}, \quad \forall m, t,
\] (12)

where \( z_{k,m,t} \) is a binary variable, for which \( z_{k,m,t} = 1 \), the task \( k \) in UAV \( m \) is selected for transmission to the BS in time slot \( t \), otherwise \( z_{k,m,t} = 0 \). \( D_k' \) represents the input data size after processing in the UAV (in bits). The total transmission time from UAV \( m \) to the BS is limited by one time slot, i.e., \( T_{m,b,t}^{d,tr} \leq 1 \). The execution time of UAV \( m \) in the BS can also be expressed as:

\[
T_{m,b,t}^{MEC} = \frac{\sum_{k} z_{k,m,t-1} j_{k,m,t}^b D_k' (1 - \lambda_k) F_{k_{MEC}}}{f_{m,b,t}}, \quad \forall m, t,
\] (13)

where \( f_{m,b,t} \) represents the computational capability of the BS, which can be allocated to UAV \( m \) at time slot \( t \), and \( j_{k,m,t}^b \) is a binary variable that shows the task processing in BS in time slot \( t \). Moreover, the processing time in the BS must be less than one time slot, i.e., \( T_{m,b,t}^{MEC} \leq 1 \).

C. Age of information

In order to determine the freshness of information, we consider AoI. We formulate the AoI of the task in different hops. Each task has an initial age before being sent to the UAV, which is obtained by

\[
\Delta_{k,t}^0 = (1 - \psi_{m,k,t}^f) + \Delta_{k,t}^0,
\] (14)

such that if the task is not sent to the UAV \( (\psi_{m,k,t}^f = 0) \), AoI will increase. In this part, we formulate AoI of the task processed in two hops [36]. For device \( k \), let \( \Delta_{k,t}^m \) and \( \Delta_{k,t}^b \) be AoI of task \( k \) at the UAV and at the BS at time slot \( t \). \( \Delta_{k,t}^m \) and \( \Delta_{k,t}^b \) depend on how the scheduling is done.

When task \( k \) arrives at the UAV for processing, \( \Delta_{k,t}^m \) will be equal to AoI of the task in device
plus one. In each time slot, AoI will increase by one until the task is inside the UAV and is not transmitted to the BS. Therefore, AoI of task \( k \) at the UAV, \( \Delta_{k,t+1}^m \), can be updated as (15), where \( t_k^0 \) shows the generation time of task \( k \).

\[
\Delta_{k,t+1}^m = \begin{cases} \\
\Delta_{k,t'}^m + 1, & \text{if} \quad \sum_{m=1}^{M} \sum_{f=1}^{F} \sum_{t=t_k^0}^{t-1} \psi_{m,k,t}^f = 0 \quad \& \quad \sum_{m=1}^{M} \sum_{f=1}^{F} \psi_{m,k,t'}^f = 1, \\
\Delta_{k,t'}^m + 1, & \text{if} \quad \sum_{m=1}^{M} \sum_{f=1}^{F} \sum_{t=t_k^0}^{t-1} \psi_{m,k,t}^f = 1 \quad \& \quad \sum_{m=1}^{M} \sum_{l=1}^{L} \zeta_{m,b,t}^l z_{k,m,t'} = 0.
\end{cases}
\]

(15)

Similarly, the AoI in BS, \( \Delta_{k,t+1}^b \), can be updated as (16).

\[
\Delta_{k,t'+1}^b = \begin{cases} \\
\Delta_{k,t'}^b + 1, & \text{if} \quad \sum_{m=1}^{M} \sum_{l=1}^{L} \sum_{t=t_k^0}^{t-1} \epsilon_{m,b,t}^l z_{k,m,t'} = 0 \quad \& \quad \sum_{m=1}^{M} \sum_{l=1}^{L} \zeta_{m,b,t}^l z_{k,m,t'} > 0, \\
\Delta_{k,t'}^b + 1, & \text{if} \quad \sum_{m=1}^{M} \sum_{l=1}^{L} \sum_{t=t_k^0}^{t-1} \epsilon_{m,b,t}^l z_{k,m,t'} > 0 \quad \& \quad \sum_{m=1}^{M} \sum_{l=1}^{L} \zeta_{m,b,t}^l z_{k,m,t'} = 0.
\end{cases}
\]

(16)

The AoI is extended per time slot as long as the task is within the BS and is not yet fully processed. The average AoI depends on the data size, the allocated resources, required number of CPU cycles, data rate, and computing capacity of the MEC in the UAV and the BS for data processing. We minimize an objective function of a weighted sum average AoI via optimizing offloading location, resource allocation and the UAVs trajectories. The optimization problem in one time period \( T \) can be expressed as follows:

\[
\min_{\psi, \Phi, z, j} \frac{1}{K T} \sum_{t=0}^{T} \sum_{k=1}^{K} \Delta_{k,t}^m
\]

s.t : \[
\sum_{m \in M} \epsilon_{m,b,t}^l \leq L_l, \\
T_{k,m,t}^{f, tr} \leq 1, \forall k, t \\
T_{m,t}^{MEC} \leq 1, \forall m, t \\
T_{m,b,t}^{l, tr} \leq 1, \forall m, t
\]

(17a)  
(17b)  
(17c)  
(17d)  
(17e)
\[ T_{m,b,t}^{\text{MEC}} \leq 1, \forall m, t \]  
(17f)

\[ \sum_{k \in K} \Phi_{m,k,t} \lambda_k D_k F_k \leq f_{m,t}^{\text{max}}, \forall m, k, t \]  
(17g)

\[ \sum_{k \in K} j_{k,m,t}^b (1 - \lambda_k) D_k F_k \leq f_{m,b,t}^{\text{max}}, \forall m, t \]  
(17h)

\[ \psi_{m,k,t}^f \Phi_{m,k,t} \in \{0, 1\}, \forall k, m, t \]  
(17i)

\[ s_{m,b,t}, z_{k,m,t}, j_{k,m,t}^b \in \{0, 1\}, \forall k, m, t \]  
(17j)

Eq. (1), (2), (3).

In the above formulated problem, constraint (17b) denotes subcarrier constraint in PD-NOMA link, (17c), (17d), (17e), (17f) indicate time limits for transmission and processing for each task and (17g) shows the maximum CPU processes cycle for each UAV in time slot \( t \), and (17h) deals with the maximum CPU processes cycle, which the BS allocates to UAV \( m \).

### III. MARL-based Resource Management Scheme

In this work, the computing resources and user association is coupled with each other. As a result of having both integer and continuous variables, the formulated problem is nonconvex, and the complexity of the problem is high. Since the action space is large, estimating state space is problematic, and solve the optimization problem globally is extremely hard. Furthermore, the problem grows in complexity as the number of devices covered by the UAVs increases. Using traditional methods to resolve the problem can be challenging, so it is better to use RL instead.

In this work, the optimization problem is modeled with a MDP. We propose the RL method for solving the MDP problem and present a multi-agent solution. RL is based on actor-critic systems; the direct agent corresponds to states and actions, rather than providing a probability distribution across a discrete action space. As a result, MADDPG algorithms are good solutions. Considering the collaboration between multiple agents in this article, we recommend using multi-agent methods. Q-learning and policy gradient as well as traditional reinforcement learning
methods, are not suitable to multi-agent environments. Using two different types of agents, each of which having a unique set of states and actions, this weakness is further elaborated on in our approach. Therefore, our proposed method here is federated learning, which by sharing information between agents, the efficiency of the model is increased.

A. Problem Transformation

We will describe the multi-agent environment here, including its associated states, actions, and rewards, and then we will discuss the multi-agent RL algorithm proposed here and relevant formulation.

A multi-agent environment aims to maximize the policy functions of each agent, which can be described as follows [37]:

\[
\max_{\pi_w} J_w(\pi_w), \ w \in \{M, b\}, \pi_w \in \Pi_w, \tag{18}
\]

where \(J_w(\pi_w) = E[\sum_{t=0}^{\infty} \gamma^t \tilde{\pi}_{w}^{t+1}|s_0^w] \) is a conditional expectation, where \(E[.]\) shows the statistical expectation. We denote \(\pi_w \in \{\pi_m \cup \pi_b\}\) for agents’s policy, where \(\pi_m = \{\pi_1, ..., \pi_M\}\) refers to the set of polies of the UAVs agent and \(\pi_b\) refers to policy of the BS agent, and \(\Pi_w\) is all possible policies for all agents. The goals of the agents policy are described in this section, as well as how each agent reacts to the UAV network environment. Solving the optimization problem is the final goal. In this paper, due to the existence of two hops to calculate the AoI, the network in both hops possess separate actions, states, and rewards, and we have two type of agents.

State: The state of the environment \(s \in S\) at the time \(t\) in UAV is expressed as

\[
s^U_t = \{\Delta_{k,t-1}^m, g_{m,k,t}, X_k, X_{m,t}, V_m\}, \ U \in M. \tag{19}
\]

The states of the UAV include all channel gains, all previous AoI, the velocity of the UAV, the user’s location and the UAV’s previous location. The state of the environment \(s \in S\) at the time \(t\) in the BS is expressed as

\[
s^b_t = \{\Delta_{k,t-1}^b, h_{m,b,t}, I_{m,b,t}\}. \tag{20}
\]
The state of BS includes channel gain, all AoI in previous time slot and interference. The whole state is shown by:

$$S_T = \{s^U_t, s^b_t\}, U \in \mathcal{M}. \tag{21}$$

**Action:** We model the actions of UAVs as their associations with devices, CPU cycle allocations, velocities and transmit powers to the UAV. We relaxed the binary variable to be continuous in order to deploy the RL-based method. The binary variable is mapped to be between 0 and 1. The action selected by the UAV at time $t$ is given by

$$a^U_t = \{p^l_{m,b,t}, \psi^f_{m,k,t}, f^\text{MEC}_m, V\}, U \in \mathcal{M}, \tag{22}$$

and the action of BS at time slot $t$ is

$$a^b_t = \{\zeta^l_{m,b,t}, f^\text{MEC}_{m,b,t}\}, \tag{23}$$

which includes the association with the UAV and CPU cycle allocation. The whole action is:

$$A_T = \{a_t^U, a_t^b\}, U \in \mathcal{M}. \tag{24}$$

**Reward:** The reward is a numerical value received by the agent from the environment and quantifies the degree to which the agent’s objective has been achieved. We must formulate a function correctly so that it can both represent the objective function and allow us to attain a faster and more stable convergence. We describe two types of reward functions in our work. First, we will define a reward for agents that collaborate to minimize the average age of tasks as part of an age-sensitive MEC system. The reward at time slot $t$ for each agent is expressed as

$$r^U_t = -k_1 \Delta^m_{k,t+1}, r^U_t \in J_w, \tag{25}$$

where $0 \leq k_1 \leq 1$ is the reward coefficient. Second, we determine the global optimization of the network, where the following long-time reward is examined:

$$r^b_t = -k_2 \Delta^b_{k,t+1}, r^b_t \in J_w, \tag{26}$$

where $0 \leq k_2 \leq 1$ is long-term reward coefficient.
B. Actor-Critic Network

Parameters of the actor and critic networks of the agents are \( \theta_\pi = (W_{1\pi}, \ldots, W_{L\pi}) \) and \( \phi_q = (W_{1q}, \ldots, W_{Lq}) \) and the parameter set for the global critic is \( \psi_g = (W_{1g}, \ldots, W_{Lg}) \). The W’s are the neural network’s weight matrices, and the number of nodes in the hidden layers determines the dimensions of each matrix. Accordingly, \( L_\pi, L_q, \) and \( L_g \) are the number of hidden layers in the actor and critic systems of agents, and the global critic. The global critic’s Q-function \( Q^g_{\psi} \) are parameterized by \( \psi \), and the Q-functions \( Q^m_{\phi_m} \) are parameterized by \( \phi_m \). The MADDPG for each agent is expressed as

\[
\nabla_{\theta_w} J_w = E[\nabla_{\theta_w} \pi^w(a_w|s_w) \nabla_{A_w} Q^g_{\psi}(s, a)|A_w = \pi_w(s_w)],
\]

(27)

where \( \theta_w \) is parameterized for agent’s policies \( \pi_w \) and the Q-function \( Q^\pi_w(s, a) \) is the global action value function that estimates Q-value based on the actions and states of the agents. Here we present the policy gradient for each agent, which consists of two critic networks:

\[
\nabla_{\theta_w} J_w = E_{s,b,a,b} [\nabla_{\theta_b} \pi^b(a_b|s_b) \nabla_{a_b} Q^g_{\psi}(s, a)] + E_{s,a,m} [\nabla_{\theta_m} \pi^m(a_m|s_m) \nabla_{a_m} Q^m_{\phi_m}(s, a)],
\]

(28)

where the first term depicts the global critic, which takes action and state from BS and calculates the global reward. The second term depicts the local critic, which takes action and state from UAVs. We update the loss function as follows:

\[
L(\psi) = E_{s,a,r,s'} [((Q^g_{\psi}(s, a) - y_g)^2],
\]

(29)

where \( y_g \) is the target value and can be written as

\[
y_g = r_g + \gamma Q^g_{\psi}(s', a'_{a'|a'|s'}).
\]

(30)

We also update the other loss function as

\[
L(\phi_m)^m = E_{s_m,a_m,r_m,s'_m} [((Q^m_{\phi_m}(s_m, a_m) - y_l^m)^2],
\]

(31)
where \( y_t^m \) is described as
\[
y_t^m = r_t^m + \gamma Q_{\phi_m}^m(s_t^m, a_t^m) | a_t^m = \pi_m(s_t^m). \tag{32}
\]

Even though the present approach can produce decent results, there is still the problem of overestimation and suboptimal strategies in Q-functions caused by the function estimate errors. Therefore, we replace the twin delayed deterministic policy gradient with the global critic \([37]\).

\[
\nabla_{\theta_w} J_w = E_{s,a \sim D} \left[ \nabla_{\theta_b} \pi_b^h(a_b|s_b) \nabla_{ab} Q_{\psi_1}^m(s, a) \right] + E_{s_m,a_m \sim D} \left[ \nabla_{\theta_m} \pi_m^m(a_m|s_m) \nabla_{a_m} Q_{\phi_m}^m(s, a) \right]. \tag{33}
\]

Accordingly, the twin global critics are updated as follows:
\[
L(\psi_j) = E_{s,a,r,s'} \left[ (Q_{\psi_j}^m(s, a) - y_g)^2 \right], \tag{34}
\]
where \( y_g \) is the target value and can be written as
\[
y_g = r_g + \gamma \min Q_{\psi_j}^m(s', a') | a' = \pi'_m(s'_m). \tag{35}
\]

Algorithm 1 presents our proposed RL-based method.

### C. Federated Model

The proposed RL-based solution is multi-agent-based and relies on a central weight-aggregator to manage and boost cooperation among agents via information sharing between the agents as well as having a local critic that estimates the local expected reward. In other words, the better we can foster cooperation between several agents, the more promising RL can learn the environment and lead us to stable convergence to achieve satisfactory results. As opposed to local information, such as state and action, an FRL agent transmits the weights of its actor-networks to a central server at every \( E_f \) learning epoch. The server collects these weights and runs them through a pre-set algorithm, then aggregates them and sends them back to the agents. The central server’s aggregation rules are acquired by \([27]\)
\[
\theta^{t+1} = \theta^t \cdot \Omega. \tag{36}
\]
Algorithm 1: FRL for AoI scheduling

1. Initiate environment, generate UAVs, BS and devices
2. Inputs: Enter number of AT, ST
3. Initialize all, global critic networks $Q^f \phi_1$ and $Q^f \phi_1$, target global critic networks $Q'^f \phi_1$ and $Q'^f \phi_1$ and agents policy and critic networks.
4. for $t=1$ to $T$
   5. for $n = 1 : N$
      6. if $n \geq 2$ then
         7. Aggregate the neural networks weights.
         8. Update the weights.
      9. for each agent $w$
         10. if $w=0$
             11. Observe state $s^b_t$ and take action $a^b_t$
         12. else
             13. Observe state $s^u_t$ and take action $a^u_t$
         14. $S^T = [s^b_t, s^r_t]$, $A^T = [a^b_t, a^u_t]$.
      15. Receive global and local rewards, $\tilde{r}_G,t$ and $\tilde{r}_t^f$.
      16. Store $(s^t, a^t, \tilde{r}^t_f, \tilde{r}^t_G, s^t_{t+1})$ in replay buffer $D$.
      17. Sample minibatch of size $S$, $(s^t_j, a^t_j, r^t_g, r^t_l, s^t_{j+1})$, from replay buffer $D$.
      18. Set $y^t_j = r^t_g + \gamma \min_i Q^f\psi^t_i(s^t_{j+1}, a^t_{j+1})$.
      19. Update global critics by minimizing the loss:
         20. $L(\psi^t_i) = \frac{1}{S} \sum_j \left( Q^f\psi^t_i(s^t_j, a^t_j) - y^t_j \right)^2$.
      21. Update target parameters: $\psi^t_i' \leftarrow \tau \psi^t_i + (1 - \tau) \psi^t_i$.
      22. end if episode mod $d$ then
      23. Train actor and critic networks:
      24. for each agent $f$
         25. if episode mod $d$ then
            26. Update critic networks:
               27. $L(\phi^t_i) = \frac{1}{S} \sum_j \left( Q^f\phi^t_i(s^t_j, a^t_j) - y^t_j \right)^2$.
               28. Update target networks parameters: $\phi^t_i' \leftarrow \tau \phi^t_i + (1 - \tau) \phi^t_i$.
            29. end if episode mod $d$ then
            30. Update local actors:
               31. $J_{\theta^t_i} \approx \frac{1}{S} \sum_j \left( \nabla_{\theta^t_i} \pi_i(s^t_j, a^t_j) \nabla_{a^t_1} Q^f\psi^t_1(s^t_j, a^t_j) \right)$.
               32. $J_{\phi^t_i} \approx \frac{1}{S} \sum_j \left( \nabla_{\phi^t_i} \pi_i(s^t_j, a^t_j) \nabla_{a^t_1} Q^f\phi^t_1(s^t_j, a^t_j) \right)$.
               33. $\phi^t_i' \leftarrow \tau \phi^t_i + (1 - \tau) \phi^t_i$.
            34. end if episode mod $d$ then
         35. end for each agent $f$.
   36. end for each agent $w$
   37. end for $n = 1 : N$
   38. end for $t=1$ to $T$

At the $t$-th learning epoch, we have $\theta^t = \{\theta^t_1, \ldots, \theta^t_M\}$, where $M$ denotes all the agents’ parameters at the $t$-th learning epoch, and vector $\Omega$ is calculated as follows:

$$
\Omega = \begin{pmatrix}
    w & \frac{1-w}{M-1} & \cdots & \frac{1-w}{M-1} \\
    \frac{1-w}{M-1} & w & \cdots & \frac{1-w}{M-1} \\
    \vdots & \vdots & \ddots & \vdots \\
    \frac{1-w}{M-1} & \frac{1-w}{M-1} & \cdots & w 
\end{pmatrix}.
$$
Agents now assess actions that reduce average AoI in the whole network to increase policy function, which is directly related to the other agents actions and behavior. By adhering to the multi-agent case, the agents do not necessarily need to take the other agents states and actions, and this is the superiority we can gain through multi-agent algorithms. However, the Achilles heel in MADDPG is that as the agents act somehow independently, the environment becomes highly susceptible to the agents actions. Introducing the federated model in the proposed algorithm can slightly mitigate this problem, which is inevitable in the conventional MADDPG. The proposed framework increases the cooperation among the agents, avoids the learning struggles and leads to a better performance.

D. Computational Complexity

Investigating the computational complexity is critical to the utility of the proposed algorithms. In essence, the complexity depend on four parameters, i) the number of trainable parameters, ii) the total number of neural networks used in the algorithms, iii) the computational complexity, iv) the communication overhead between the UAVs and the central server. We can sufficiently understand their relevance and practicality through this encyclopedic standpoint. In MADDPG method, all observations and actions of the agents are considered as inputs. Several parameters need to be defined, including action for the UAVs and the BS (denoted by \( a \) and \( a' \)), and state for the UAVs and the BS (denoted by \( s \) and \( s' \)). As a result, the number of trainable parameters for the MADDPG algorithm is \( O \left( n \left( a + s \right) + \left( a' + s' \right) \right) \), where \( n \) is the number of UAV agents and one BS as an agent, respectively. Both MADDPG and FRL algorithms follow the same pattern, the FRL method does not increase the number of trainable parameters. The number of networks in conventional MADDPG is \( 2 \times \left( n \left( 1_Q + 1_A \right) + \left( 1_{Q'} + 1_{A'} \right) \right) \). The reason for multiplying by two is the extra network as the target. Critic and actor networks for UAVs are represented by \( 1_Q \) and \( 1_A \), and critic and actor networks for the BS are represented by \( 1_{Q'} \) and \( 1_{A'} \) respectively. The number of nodes in the neural network in the FRL algorithm is similar to MADDPG.
E. Overhead

A performance metric often overlooked is the communication overhead, especially when communications are established using a MARL framework. MARL frameworks rely heavily on agents’ communication. This information exchange is essential for stabilizing the learning process and encouraging cooperation between agents. Still, it is necessary to keep the overhead as low as possible. As a means of calculating and analyzing this information, we assume that each matrix element can be decoded as a 16-bit binary vector. So, we use a type of float16 in Numpy. The overall communication overhead is provided in the following for each suggested framework. The overhead in MADDPG is equal to \((16 \times (M - 1) \times s^u + 16 \times 1 \times M \times S) \text{ KB}\), and the overhead in FRL is equal to \((16 \times L_T + 16 \times M \times L_N) \text{ KB}\). Consequently, the proposed method has less overhead than the MADDPG method. Table III compares the overhead of FRL and MADDPG method.

| Algorithm | Overhead |
|-----------|----------|
| MADDPG    | \((16 \times (M - 1) \times s^u + 16 \times 1 \times M \times S)\) bits |
| FRL       | \((16 \times L_T + 16 \times M \times L_N)\) bits |

### IV. Simulation

This section shows the average AoI at the UAVs and the BS, using the FRL method, and compares the results with the MADDPG method. There are 5 UAVs, 15 devices on the ground, and the environment is limited to an area of \(200 \times 200 \text{ [m]}\) during the simulation. A slot and a frame duration are 1 ms and 100 ms, respectively. Device generates a task with communication demand \(D_k \in [20, 50] \text{ KB}\) and computation requirement is \(F_K \in [3 \times 10^9, 3 \times 10^{10}] \text{ processes cycle}\). In the following neural network, hyper-parameter is summarized in Table IV. At the beginning of each slot, the velocity of each UAV is determined, and up to the next slot, the UAV
hovers based on it. Then during each slot within each frame, the UAV assignment and power allocation for users are handled. Furthermore, the RL selects the best user to connect with in order to minimize AoI. It is important to mention that during the initial phase of learning, the RL does not yield satisfactory results, and the value of reward function is small. As the system begins to learn and adapt to the environment, i.e., better estimation of the system dynamics is rendered, the reward function increases. In other words, the best power levels are selected for each UAV so that the interference between the UAVs becomes as small as possible and UAVs can deliver better quality of service. Finally, a proper trajectory design for UAVs is decided by RL so that they act more flexibly and precisely leading the tasks to be delivered at their earliest convenience. In the following, we present the results obtained from the numerical simulation.

First, we describe the effect of the number of subchannels and various multiple access methods, then examine the reward. Finally, we analyze the performance of the system model without UAV.

![Rewards achieved per episode during training.](image)

**Fig. 3:** Rewards achieved per episode during training.
TABLE IV: Network Parameters

| Neural networks hyper-parameters | Value | Neural networks hyper-parameters | Value |
|----------------------------------|-------|----------------------------------|-------|
| Number of local actor networks hidden layers | 3/2048/1024/512 | Critic/Actor networks learning rate | 0.001/0.0001 |
| Number of local critic networks hidden layers | 2/1024/512 | Discount factor | 0.99 |
| Number of global critic hidden layers | 2/2048/1024 | Number of episodes | 500 |
| Experience replay buffer size | 500000 | Number of iterations per episode | 100 |
| Mini batch size | 64 | Target networks soft update parameter | 0.0005 |

1) Trajectory: In Fig. 4, we illustrate the UAVs trajectories in the coverage area and the given locations of the users and the located BS. As the number of devices increases, the mobility of the UAVs to collect data increases to keep the information freshness at each receiver, which results in more overlap in the areas covered.

(a) The UAVs trajectories for 9 device. (b) The UAVs trajectories for 18 device.

Fig. 4: The trajectories of UAVs in the proposed scheme.

2) Baseline Model: In order to evaluate the proposed system model, we prepare scenarios as system model baselines for comparison. In our system model, we assumed two scenarios: **Network without UAV**, which means instead of having partially processing, the whole task is transmitted directly to BS. **Through a pure OFDMA**, we considered OFDMA between the
3) Effect of the number subchannels and devices on AoI: Due to the network’s limited capacity, we see that the information freshness status deteriorates as the number of users increases. Given current resources, there can only be a finite number of users scheduled to transmit their status data during the given time slots. Therefore, waiting times for submitting new updates are generally longer, which increases the AoI. Moreover, as the number of subcarrier increases, we observe a dramatic decrease in AoI both at UAV and BS in Fig. 5.

4) Network without UAV: Efficacy of collaboration between UAV and BS is yielded from the simulation result, especially as the number of devices increases. As seen in Fig. 6(a), in both
FRL and MADDG algorithms, the network without UAV perform better when the number of devices is smaller than about 16. As the number of devices exceed 16, UAVs and BS collaboration improves the AoI. In-line with to the increase in the number of tasks to be processed, network processing capacity needs to increase too. Lack of processing capacity increases the waiting time for processing, which affects the freshness of information. Therefore, the simultaneous use of MEC in UAVs and BS reduces network processing load and thus reduces AoI.

5) **Comparison between different multiple access scheme:** Despite the complexity of NOMA, the use of NOMA-OFDMA multiple access performs better than OFDMA-OFDMA and improves AoI in the network, as shown in Fig. 6(b). In the NOMA method, two UAVs can use the same subcarrier to send data, in other words, network capacity increases. Consequently, network performance is enhanced, leading to improved AoI.

6) **Comparison between FRL and MADDG:** As mentioned, increasing the number of subcarriers improves the AoI. In Fig. 7, the increase in number of subcarriers between the UAVs and the BS, along with different multiple access schemes using the two algorithms, is investigated.
(a) Mean AoI in BS with FRL and MADDPG algorithm under (OFDMA-NOMA) multiple access
(b) Mean AoI in BS with FRL and MADDPG algorithm under (OFDMA-OFDMA) multiple access

Fig. 7: Comparison of AoI between FRL vs MADDPG.

In either case, the FRL method performs better than MADDPG. The FRL has a weights update center, which improves agent efficiency, and thus it outperforms MADDPG.

V. CONCLUSION

In this paper, an FRL-based multi-task transmission and resource allocation method was developed for UAV-MEC systems, aiming at minimizing the two-hop AoI of UAV-BS while guaranteeing the task delivery to BS. Under the proposed MARL algorithm, with the central weight-aggregator, a group of UAVs can simultaneously learn how to maximize the cooperative global reward and their individual local rewards while sharing their collective model with other UAVs. Furthermore, UAVs are designed using a proper trajectory by RL so that they can act in a more precise and flexible manner in order to collect tasks. Via such a mechanism, we reveal that the proposed two-hop scheme is exceptionally vigorous and effective in boosting UAVs to improve system-level implementation, although the UAVs and BS independently select
their assignment, power levels, and trajectory. In conclusion, we validated the performance and effectiveness of the proposed FRL method through encyclopedic simulation. As a future work, an in-depth extension of the proposed system model can be conducted for mobile-users scenarios for the UAV system. A further promising direction will be examining the spectrum sharing scenarios in UAV networks.
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