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Abstract. Centered Gaussian random fields (GRFs) indexed by compacta such as smooth, bounded domains in Euclidean space or smooth, compact and orientable manifolds are determined by their covariance operators. We consider centered GRFs given sample-wise as variational solutions to coloring operator equations driven by spatial white noise, with pseudodifferential coloring operator being elliptic, self-adjoint and positive from the Hörmander class. This includes the Matérn class of GRFs as a special case. Using microlocal tools and biorthogonal multiresolution analyses on the manifold, we prove that the precision and covariance operators, respectively, may be identified with bi-infinite matrices and finite sections may be diagonally preconditioned rendering the condition number independent of the dimension $p$ of this section. We prove that a tapering strategy by thresholding as e.g. in [Bickel, P.J. and Levina, E. Covariance regularization by thresholding, Ann. Statist., 36 (2008), 2577–2604] applied on finite sections of the bi-infinite precision and covariance matrices results in optimally numerically sparse approximations. Numerical sparsity signifies that only asymptotically linearly many nonzero matrix entries are sufficient to approximate the original section of the bi-infinite covariance or precision matrix using this tapering strategy to arbitrary precision. This tapering strategy is non-adaptive and the locations of these nonzero matrix entries are known a priori. The tapered covariance or precision matrices may also be optimally diagonal preconditioned. Analysis of the relative size of the entries of the tapered covariance matrices motivates novel, multilevel Monte Carlo (MLMC) oracles for covariance estimation, in sample complexity that scales log-linearly with respect to the number $p$ of parameters. This extends [Bickel, P.J. and Levina, E. Regularized Estimation of Large Covariance Matrices, Ann. Stat., 36 (2008), pp. 199–227] to estimation of (finite sections of) pseudodifferential covariances for GRFs by this fast MLMC method. Assuming at hand sections of the bi-infinite covariance matrix in wavelet coordinates, we propose and analyze a novel compressive algorithm for simulating and kriging of GRFs. The complexity (work and memory vs. accuracy) of these three algorithms scales near-optimally in terms of the number of parameters $p$ of the sample-wise approximation of the GRF in Sobolev scales.

1. Introduction

1.1. Background and problem formulation. Several methodologies in uncertainty quantification and data assimilation require the storage of the covariance
matrix $\mathbf{C}$ or the precision matrix $\mathbf{P} = \mathbf{C}^{-1}$ corresponding to an underlying statistical model as well as computations involving these matrices. Explicit examples include simulations, predictions and Bayesian or likelihood-based inference in spatial statistics. Here, one of the main computational challenges is to handle large datasets, as the covariance and precision matrices $\mathbf{C}, \mathbf{P}$ are, in general, densely populated and, for this reason, the computational cost for predictions or inference is cubic in the number of observations.

A widely used class of statistical models is that of Gaussian processes, which are uniquely defined by their mean and covariance structure. These Gaussian processes may be indexed by subsets $\mathcal{X}$ of $\mathbb{R}^n$, such as bounded Euclidean domains and surfaces (or, more generally, manifolds), and also by graphs. In the former case, methods to cope with the computational challenges named above include low-rank approximations such as, e.g., fixed-rank kriging, predictive processes, and process convolutions [5, 17, 39]. Furthermore, approaches which reduce the computational cost by exploiting sparsity have been considered in the literature. More precisely, both sparse approximations of the covariance matrix $C_{ij} = \mathbb{E}[Z(x_i)Z(x_j)]$ (aka. covariance tapering [24]) and of the precision matrix [21] for a random field $Z$ have been proposed and used for statistical applications. Alternatively, one can approximate the random field $Z$ by a finite dimensional basis expansion,

$$Z(x) = \sum_{j=1}^{p} z_j \varphi_j(x), \quad x \in \mathcal{X}. \tag{1.1}$$

Here, it is the choice of the basis functions $\{\varphi_j\}_{j=1}^{p}$ that will determine the sparsity pattern of the covariance and precision matrices of the stochastic weights, $C_{ij} = \mathbb{E}[z_i z_j]$ as well as the corresponding computational cost. For instance, in the stochastic partial differential equation (SPDE) approach as proposed in [43], the Gaussian random field (GRF) $Z$ on $\mathcal{X} \subset \mathbb{R}^n$ is modeled as the solution of a white noise driven SPDE and its precision operator is, in general, a fractional power of an elliptic second-order differential operator. In the case that this power is an integer, the precision operator is local, which facilitates sparsity of $\mathbf{P}$ if the functions $\{\varphi_j\}_{j=1}^{p}$ in (1.1) are chosen, e.g., as a finite element basis. In the general (fractional-order) case, the covariance and precision operators for the SPDE approach are non-local and more sophisticated methods have to be exploited for computational efficiency [8, 36]. Note also that in the case that $\mathcal{X}$ is a manifold the fractional-order covariance and precision operators can be seen as pseudodifferential operators. As an alternative to the finite element method, multiresolution approximations of the process have been suggested, where the basis functions $\{\varphi_j\}_{j=1}^{p}$ in (1.1) originate from a multiresolution analysis (MRA), see [43, 49]. This approach seems to perform well (see also the comparison in [53]); however, to the best of our knowledge no error bounds for these approximations have been derived and, therefore, they need to be adjusted for each specific model.

In the context of graph-based data, significant attention has been directed in recent years at computational and statistical modeling in high dimensional settings, see e.g. [12, 62]. Here, Gaussian random fields play an important role, where the precision operator is a (regularized) discrete, fractional graph Laplacian. It is known that for large data, i.e., in the (high-dimensional) large graph limit, the graph Laplacian converges to a (pseudo)differential operator $\mathcal{P}$, see [23].
In the infinite-dimensional setting, for a compact Riemannian manifold $\mathcal{X} = \mathcal{M}$, we consider GRFs $\mathcal{Z}$ obtained by “coloring” white noise on the Hilbert space $L^2(\mathcal{M})$ with the compact inverse of a pseudodifferential operator $\mathcal{A}$ that is a positive, self-adjoint unbounded operator on $L^2(\mathcal{M})$. Then, the corresponding covariance and precision operators $\mathcal{C}$ and $\mathcal{P}$ are pseudodifferential operators, and we prove that $\mathcal{C} = \mathcal{A}^{-2}$ and $\mathcal{P} = \mathcal{A}^2$. The connection of this setting to the above, is facilitated through biorthogonal Riesz bases (wavelet bases) $\Psi$ and $\tilde{\Psi}$ of $L^2(\mathcal{M})$, which give rise to equivalent, bi-infinite matrix representations $\mathbf{C}, \mathbf{P} \in \mathbb{R}^{N\times N}$ of $\mathcal{C}$ and $\mathcal{P}$. Finite sections of these bi-infinite matrices with $p$ parameters, i.e., $\mathbf{C} \approx \mathbf{C}_p \in \mathbb{R}^{p\times p}$ and $\mathbf{P} \approx \mathbf{P}_p \in \mathbb{R}^{p\times p}$, correspond to approximate representations of the GRF as in (1.1), where the basis functions $\{\varphi_j\}_{j=1}^p$ are those functions of the wavelet basis $\Psi$ corresponding to the finite set of indices used to generate $\mathbf{C}_p, \mathbf{P}_p$.

1.2. Contributions. In this work we establish optimal numerical sparsity and optimal preconditioning of both, the precision operator $\mathcal{P}$ and the covariance operator $\mathcal{C}$ when represented in the wavelet bases $\Psi$. Specifically, our compression analysis reveals universal a-priori tapering patterns for finite sections $\mathbf{C}_p, \mathbf{P}_p \in \mathbb{R}^{p\times p}$ of both, the possibly bi-infinite covariance and the precision matrices $\mathbf{C} = \mathcal{C}(\Psi)(\Psi)$, $\mathbf{P} = \mathcal{P}(\Psi)(\Psi) \in \mathbb{R}^{N\times N}$. We prove that, in the above general setting, the number of nonvanishing coefficients in the numerically tapered matrices $\mathbf{C}_p, \mathbf{P}_p \in \mathbb{R}^{p\times p}$ scales linearly with $p$ at a certified accuracy $\varepsilon > 0$ compared to $\mathbf{C}_p, \mathbf{P}_p$. In addition, we prove diagonal preconditioning renders the condition numbers of the family of $p$-sections $\{\mathbf{P}_p\}_{p \geq 1}, \{\mathbf{C}_p\}_{p \geq 1}$ of $\mathbf{P}$ and $\mathbf{C}$, uniformly bounded with respect to $p \in \mathbb{N}$.

The sparsity bounds for these wavelet matrix representations are closely related to corresponding compression estimates for wavelet representation of elliptic pseudodifferential operators [18]. Our setting accommodates elliptic, self-adjoint pseudodifferential coloring operators $\mathcal{A}$ including, in particular, the Matérn class of GRFs on compact manifolds, but extending substantially beyond these. In particular, stationarity of $\mathcal{Z}$ is not required.

These results on sparsity and preconditioning of $\mathbf{C}_p, \mathbf{P}_p$ give rise to several applications which are developed in Section 4. Firstly, in Section 4.1 we consider the efficient numerical simulation of the GRF $\mathcal{Z}$ by combining our results on sparsity and preconditioning of the approximate covariance matrix $\mathbf{C}_p$ with an algorithm to compute the matrix square root based on a contour integral [29]. We furthermore propose and analyze a wavelet-based numerical covariance estimation algorithm for the $p \times p$ section $\mathbf{C}_p$ of the covariance matrix $\mathbf{C}$. The proposed method is of multilevel Monte Carlo type: Given i.i.d. realizations of the GRF $\mathcal{Z}$ in wavelet coordinates with different, sample-dependent spatial resolution, our multilevel, wavelet-based sampling strategy resulting in an approximate covariance matrix $\mathbf{C}_p \in \mathbb{R}^{p\times p}$ will require essentially $\mathcal{O}(p)$ data, memory and work. As a final application, we consider spatial prediction (aka. kriging) for the GRF $\mathcal{Z}$ in Section 4.3. Assuming at hand an approximate covariance matrix $\mathbf{C}_p$ in a wavelet-based multiresolution representation, we prove (cf. Remark 4.7) that approximate kriging, consistent to the order of spatial resolution and subject to $K$ noisy observation functionals, can be achieved in $\mathcal{O}(K + p)$ work and memory.

1.3. Outline. This paper is structured as follows. Section 2 introduces the abstract setting of GRFs on smooth, compact manifolds, pseudodifferential coloring operators and the corresponding estimates for the Schwartz kernels of these operators.
Section 3 recapitulates key technical results on wavelet compression of pseudodifferential operators on manifolds, with particular attention to numerical compression and multilevel preconditioning of covariance and precision matrices resulting as finite sections of the equivalent, bi-infinite matrix representations of the covariance and precision operators. Section 4 presents several major applications of the proposed wavelet compression framework for computational simulation. Specifically, Section 4.1 discusses a functional-integral based algorithm of essentially linear \( \mathcal{O}(p) \) work and memory for approximating the square root of the covariance matrix. Section 4.2 presents a multilevel covariance estimation algorithm from i.i.d. samples of a GRF, of essentially \( \mathcal{O}(p) \) complexity, and Section 4.3 a novel, sparse kriging algorithm for GRFs resulting from pseudodifferential coloring of white noise. Section 5 then presents a suite of numerical experiments for the simulation and estimation of GRFs on manifolds of dimension \( n = 1 \) and \( n = 2 \). We also comment on the use of the Cholesky decomposition in connection with wavelet coordinates to achieve efficient numerical simulation. Section 6 summarizes the main results, and indicates further applications and extensions of the sparsity and preconditioning results.

Finally, this work contains four appendices: Appendix A briefly recapitulates the Hörmander calculus of pseudodifferential operators on manifolds, Appendix B reviews construction and properties of MRAs on smooth, compact manifolds, Appendix C presents (Whittle–)Matérn covariance models \([45, 46]\) as particular instances of the general theory, and Appendix D provides the justification for the work–accuracy relation for the multilevel Monte Carlo algorithm in Section 4.2.

1.4. Notation. For an open domain \( G \subset \mathbb{R}^n \), the support of a real-valued function \( \phi : G \to \mathbb{R} \) is denoted by \( \text{supp}(\phi) := \{ x \in G : \phi(x) \neq 0 \} \), where the closure is taken in the ambient space \( \mathbb{R}^n \). If for some subset \( G' \subset G \subset \mathbb{R}^n \), there exists a compact set \( G'' \) such that \( G' \subset G'' \subset G \), we say that \( G' \) is compactly included in \( G \) and write \( G' \subset \subset G \). The space of all smooth real-valued functions in \( G \) is given by \( C^\infty(G) \), and \( C^0_n(G) \subset C^\infty(G) \) is the subspace of all smooth functions \( \phi \) with \( \text{supp}(\phi) \subset \subset G \). For a smoothness order \( s \in [0, \infty) \), \( H^s(G) \) is the Sobolev–Slobodeckij space. For a smooth, compact Riemannian manifold \( \mathcal{M} \) the geodesic distance on \( \mathcal{M} \) will be denoted by \( \text{dist}(\cdot, \cdot) \). For any \( q \in [1, \infty), s \in [0, \infty) \), the function spaces \( L^q(\mathcal{M}) \) and \( H^s(\mathcal{M}) \) denote the \( q \)-integrable functions with respect to the intrinsic measure on \( \mathcal{M} \) and the Sobolev–Slobodeckij spaces, respectively. We write \( \langle \cdot, \cdot \rangle \) for the duality pairing with respect to the spaces \( H^s(\mathcal{M}) \), where we shall not explicitly include the dependence on \( s \). For (pseudodifferential) operators on function spaces on \( \mathcal{M} \), we shall use calligraphic symbols. Particular such pseudodifferential operators are the coloring operator \( \mathcal{A} \), as well as the covariance and precision operators \( \mathcal{C}, \mathcal{P} \). A generic (pseudodifferential) operator shall often be denoted by \( \mathcal{B} \).

For a vector \( v \in \mathbb{R}^n \) or a square-summable sequence \( v \in \ell^2(\mathcal{J}) \) indexed by a countable set \( \mathcal{J} \), we define \( \| v \|_2 := \sqrt{\sum_j v_j^2} \). We shall also use the same notation for the operator norm induced by \( \| \cdot \|_2 \) (note that for \( \mathbb{R}^n \) this defines a matrix norm on \( \mathbb{R}^{n \times n} \)). The spectrum and condition number of a matrix \( \mathbf{A} \) or an operator \( \mathbf{A} \) on \( \ell^2(\mathcal{J}) \) with respect to the norm \( \| \cdot \|_2 \) is denoted by \( \sigma(\mathbf{A}) \) and \( \text{cond}_2(\mathbf{A}) \), respectively. In addition, \( \| \mathbf{A} \|_{\text{HS}} \) denotes the Frobenius norm if \( \mathbf{A} \in \mathbb{R}^{n \times n} \) and the Hilbert–Schmidt norm in the more general case that \( \mathbf{A} : \ell^2(\mathcal{J}) \to \ell^2(\mathcal{J}) \).
For any two sequences \((a_k)_{k \in \mathbb{N}}\) and \((b_k)_{k \in \mathbb{N}}\), we write \(a_k \lesssim b_k\), if there exists a constant \(C > 0\) independent of \(k\), such that \(a_k \leq Cb_k\) for all \(k\). Analogously, we write \(b_k \gtrsim a_k\), and \(a_k \simeq b_k\), whenever both relations hold, \(a_k \lesssim b_k\) and \(a_k \gtrsim b_k\).

Throughout this manuscript, we let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space with expectation operator \(\mathbb{E}[\cdot]\). For two random vectors or random sequences \(\mathbf{v}, \mathbf{w}\) on \((\Omega, \mathcal{F}, \mathbb{P})\), the notation \(\mathbf{v} \overset{d}{=} \mathbf{w}\) indicates that \(\mathbf{v}\) and \(\mathbf{w}\) have identical distribution, and \(\mathbf{v} \sim \mathbb{N}(\mathbf{m}, \mathbf{C})\) denotes a Gaussian distribution with mean \(\mathbf{m}\) and covariance \(\mathbf{C}\).

2. Gaussian random fields on manifolds

We first give a concise presentation of the Gaussian random fields (GRFs) of interest and of the basic setup. A GRF \(Z\) considered in this work on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\), is centered and indexed by a compact Riemannian manifold \(M\) of dimension \(n \in \mathbb{N}\). Specifically, we assume, \((Z(x))_{x \in M}\) is a family of \(\mathcal{F}\)-measurable \(\mathbb{R}\)-valued random variables such that for all finite sets \(\{x_1, \ldots, x_m\} \subset M\) the random vector \((Z(x_1), \ldots, Z(x_m))\) is centered Gaussian, and such that the mapping \(Z: M \times \Omega \rightarrow \mathbb{R}\) is \(\mathcal{B}(M) \otimes \mathcal{F}\)-measurable. Here, \(\mathcal{B}(M)\) denotes the Borel \(\sigma\)-algebra generated by a topology on \(M\) with respect to a distance \(\text{dist}(\cdot, \cdot) : M \times M \rightarrow \mathbb{R}\) which may be chosen, e.g., as the geodesic distance on \(M\). In this case, the covariance kernel \(k: M \times M \rightarrow \mathbb{R}\), \(k(x, x') := \mathbb{E}[Z(x)Z(x')]\) is a symmetric and positive definite function. Furthermore, we suppose that \((M, \mathcal{B}(M))\) is equipped with the surface measure \(\mu\) induced by the first fundamental form, see \[3\, \text{Def. 1.73}\] for a definition, see also Subsection \[A.1.2\] in Appendix \[A\]. The precise assumptions on the manifold are spelled out in Assumption \[2.1(1)\] below. For a recap on notation and definitions pertaining to smooth manifolds, the reader is referred to Appendix \[A.1\].

Specifically, we consider a GRF \(Z\) generated by a linear coloring (elliptic pseudo-differential) operator \(A \in OPS^{\hat{r}}_{1,0}(M)\) of order \(\hat{r} > n/2\) via the white noise driven stochastic (pseudo) differential equation (SPDE)

\[
(2.1) \quad AZ = \mathcal{W} \quad \text{on} \quad M.
\]

Here and throughout, \(\mathcal{W}\) denotes white noise on the Hilbertian Lebesgue space \(L^2(M)\), i.e., it is an \(L^2(M)\)-valued weak random variable, cf. \[4\, \text{Chap. 6.4}\], with characteristic function \(L^2(M) \ni \phi \mapsto \mathbb{E}[\exp(i\langle \phi, \mathcal{W}\rangle_{L^2(M)})] = \exp\left(-\frac{1}{2} \Vert \phi \Vert^2_{L^2(M)}\right)\).

Due to \(\hat{r} > n/2\), the Kolmogorov–Chentsov continuity theorem ensures that there exists a modification of \(Z\) in \((2.1)\) whose realizations are continuous on \(M\), \(\mathbb{P}\)-a.s. For some of our arguments, we assume that \(\{\gamma_i\}_{i=1}^M\) is a smooth atlas of \(M\) so that \(\tilde{\gamma}_i: G \rightarrow \tilde{\gamma}_i(G) =: \tilde{M}_i \subset M\) is diffeomorphic for some open set \(G \subset \mathbb{R}^n\) and \(M = \bigcup_{i=1}^M \tilde{M}_i\). Furthermore, we let \(\{\chi_i\}_{i=1}^M\) be a smooth partition of unity corresponding to the atlas \(\{\gamma_i\}_{i=1}^M\), i.e., for all \(i = 1, \ldots, M\), the function \(\chi_i: M \rightarrow [0, 1]\) is smooth and compactly supported in \(\tilde{M}_i\), and \(\sum_{i=1}^M \chi_i = 1\). For every \(r \in \mathbb{R}\), the operator class \(OPS^{\hat{r}}_{1,0}(M)\) is then defined through local coordinates and we will therefore first introduce the class \(OPS^{\hat{r}}_{1,0}(G)\) for an open set \(G \subset \mathbb{R}^n\). To this end, suppose that the symbol \(b \in C^\infty(G \times \mathbb{R}^n)\) satisfies that, for every compact set \(K \subset G\) and for any \(\alpha, \beta \in \mathbb{N}_0^n\), there exists a constant \(C_{K,\alpha,\beta} > 0\) such that

\[
(2.2) \quad \forall x \in K, \quad \forall \xi \in \mathbb{R}^n: \quad \left| D_x^\beta D_\xi^\alpha b(x, \xi) \right| \leq C_{K,\alpha,\beta} (1 + |\xi|)^{-|\alpha|}.
\]
The class of pseudodifferential operators $\text{OPS}_{1,0}^s(G)$ consists then of maps

\begin{equation}
B : C_0^\infty(G) \to C^\infty(G), \quad (Bf)(x) := \int_{\xi \in \mathbb{R}^n} b(x, \xi) \hat{f}(\xi) \exp(ix \cdot \xi) \, d\xi,
\end{equation}

where we note that the Fourier transform $\hat{f}$ of $f$ is well defined, since $f$ has compact support in $G$. For the manifold $\mathcal{M}$, the operator class $\text{OPS}_{1,0}^s(\mathcal{M})$ results by localization using coordinate charts of $\mathcal{M}$, i.e., an operator $B : C^\infty(\mathcal{M}) \to C^\infty(\mathcal{M})$ belongs to $\text{OPS}_{1,0}^s(\mathcal{M})$ if all of the transported operators do, i.e., $B_{i,i'} \in \text{OPS}_{1,0}^s(G)$ for all $i, i' = 1, \ldots, M$, where

\begin{equation}
B_{i,i'} f := \left[ \left( B \right|_{\mathcal{M}^i}(f \circ \tilde{\gamma}^{-1}_i) \right) \chi_{\mathcal{M}^i'} \right] \circ \tilde{\gamma}_i, \quad f \in C^\infty(G), \quad i, i' = 1, \ldots, M.
\end{equation}

We refer to Section A.2.4 in Appendix A for further details. There, also elements of the Hörmander pseudodifferential operator calculus of $\text{OPS}_{1,0}^s(\mathcal{M})$ are reviewed in Section A.2.4. The Laplace–Beltrami operator on $\mathcal{M}$ is denoted by $\Delta_{\mathcal{M}}$. It is a second-order, elliptic differential operator on $\mathcal{M}$ (e.g., [3, Chap. 4]) and, therefore, an element of $\text{OPS}_{1,0}^s(\mathcal{M})$. For $s > 0$, the Hilbertian Sobolev space $H^s(\mathcal{M})$ may thus be defined by (see, e.g., [3, Chap. 2])

\begin{equation}
H^s(\mathcal{M}) := (1 - \Delta_{\mathcal{M}})^{-s/2}(L^2(\mathcal{M})), \quad \|v\|_{H^s(\mathcal{M})} := \|(1 - \Delta_{\mathcal{M}})^{s/2} v\|_{L^2(\mathcal{M})},
\end{equation}

see also Subsection A.1.2. For $s > 0$, $H^{-s}(\mathcal{M})$ denotes the dual space of $H^s(\mathcal{M})$ (with respect to the identification $L^2(\mathcal{M}) \cong L^2(\mathcal{M})^*$).

Existence and uniqueness of a solution $Z$ to the SPDE (2.1) are ensured if the manifold $\mathcal{M}$ and the coloring operator $\mathcal{A}$ in (2.1) satisfy certain regularity and positivity assumptions. These conditions are summarized below.

**Assumption 2.1.**

(1) The manifold $\mathcal{M}$ is a smooth, closed, bounded and connected orientable Riemannian manifold of dimension $n$ immersed into Euclidean space $\mathbb{R}^D$ for some $D > n$. In particular, $\mathcal{M}$ has no boundary $\partial \mathcal{M} = \emptyset$.

(II) The operator $\mathcal{A} \in \text{OPS}_{1,0}^s(\mathcal{M})$ for some $\tilde{r} > n/2$ is self-adjoint and positive in the sense that there exists a constant $a_- > 0$ such that

\begin{equation}
\forall w \in H^{\tilde{r}/2}(\mathcal{M}) : \quad \langle \mathcal{A} w, w \rangle \geq a_- \|w\|_{H^{\tilde{r}/2}(\mathcal{M})}^2.
\end{equation}

Under Assumptions 2.1(I)–(II) the operator $\mathcal{A} \in \text{OPS}_{1,0}^s(\mathcal{M})$ is a bijective, continuous mapping from $H^{\tilde{r}}(\mathcal{M})$ to $H^{s-\tilde{r}}(\mathcal{M})$ for any $s \in \mathbb{R}$ (see Proposition A.2(iii)) and, therefore, $\mathcal{A}$ in (2.1) is well-defined. Moreover, the mapping properties of $\mathcal{A}$ imply regularity of the GRF $Z$. Since $W \in H^{-n/2-\varepsilon}(\mathcal{M})$ (P-a.s.) for any $\varepsilon > 0$,

\begin{equation}
Z \in H^s(\mathcal{M}), \quad \text{for every } s < \tilde{r} - n/2 \text{ (P-a.s.)},
\end{equation}

and, for any integrability $q \in (0, \infty)$, $0 \leq s < \tilde{r} - n/2$,

\begin{equation}
\mathbb{E}[\|Z\|^q_{H^s(\mathcal{M})}] < \infty.
\end{equation}

This follows, e.g., as in [16] Lem. 3 and [36] Lem. 2.2] using the asymptotic behavior of the eigenvalues of $\mathcal{A} \in \text{OPS}_{1,0}^s(\mathcal{M})$ (Weyl’s law).

**Example 2.2.** In models of Whittle–Matérn type (see also Appendix C), the pseudodifferential operator $\mathcal{A}$ in (2.1) takes the form $\mathcal{A} = (\mathcal{L} + \kappa^2)^\beta$ with base (pseudo)differential operator $\mathcal{L} \in \text{OPS}_{1,0}^s(\mathcal{M})$ for some $\beta, \tilde{r} > 0$. In particular, $\kappa \in C^\infty(\mathcal{M})$ determines the local correlation scale of the GRF $Z$. For any $\phi \in C^\infty(\mathcal{M})$, the multiplier with $\phi$, i.e., the operator $f \mapsto \phi f$, is an element of
the sphere $M$ in Appendix A. Explicit examples include the SPDE-based operators $C$ and, for every $(2.8)$

\[ C \text{∈} \mathbb{L}^2(M) \]

under these assumptions, the covariance operator $C$ is established in the classical Schwartz kernel theorem of white noise as in (2.1), their covariance operators, and their covariance kernels positive definite and compact on $L^2(M)$.\[ C \text{∈} \mathbb{L}^2(M) \]

The covariance operator $\mathcal{C} : L^2(M) \rightarrow L^2(M)$ of the GRF $\mathcal{Z}$ in (2.1) is defined through the relation

\[ (\mathcal{C}v, w)_{L^2(M)} = \mathbb{E}[(Z, v)_{L^2(M)}(Z, w)_{L^2(M)}] \quad \forall v, w \in L^2(M). \]

If it exists, we define the precision operator $\mathcal{P} := \mathcal{C}^{-1}$ corresponding to $\mathcal{Z}$. The operators $C, \mathcal{P}$ inherit several properties from the coloring operator $A$ in (2.1).

**Proposition 2.3.** Let $\hat{r} > n/2$ and suppose that $M$ and $A \in OPS^r_{1,0}(M)$ satisfy Assumptions 2.1. The covariance operator $\mathcal{C}$ of the GRF $\mathcal{Z}$ in (2.1) is then

\[ \mathcal{C} = A^{-2} \in OPS^{-2\hat{r}}_{1,0}(M) \]

and, for every $s \in \mathbb{R}, \mathcal{C} : H^s(M) \rightarrow H^{s+2\hat{r}}(M)$ is an isomorphism. Furthermore, under these assumptions, the covariance operator $\mathcal{C}$ in (2.8) is self-adjoint, (strictly) positive definite and compact on $L^2(M)$, with a finite trace.

Vice versa, the precision operator $\mathcal{P}$ of the GRF $\mathcal{Z}$ in (2.1) is

\[ \mathcal{P} = A^2 \in OPS^{2\hat{r}}_{1,0}(M) \]

and, for every $s \in \mathbb{R}$ it is an isomorphism as a mapping $\mathcal{P} : H^s(M) \rightarrow H^{s-2\hat{r}}(M)$. The precision operator $\mathcal{P} = A^2$ is a self-adjoint, positive definite, unbounded operator on $L^2(M)$, whose spectrum is discrete and accumulates only at $\infty$.

**Proof.** Assumption 2.1 implies that $A \in OPS^r_{1,0}(M)$ is boundedly invertible. For this reason, by Proposition A.2, the covariance operator $\mathcal{C} = A^{-2} \in OPS^{-2\hat{r}}_{1,0}(M)$ is well-defined, self-adjoint, and positive definite. By Proposition A.1(iii) continuity of $\mathcal{C} : H^s(M) \rightarrow H^{s+2\hat{r}}(M)$ for all $s \in \mathbb{R}$ follows. In particular, the choice $s = 0$ shows that $\mathcal{C} : L^2(M) \rightarrow L^2(M)$ is compact due to the compactness of the embedding $H^{2\hat{r}}(M) \subset L^2(M)$ for any $r > 0$ which, in turn, is a consequence of the assumed compactness of $M$ and of Rellich’s theorem.

To verify that $\mathcal{C}$ has a finite trace on $L^2(M)$, we let $\{\lambda_j(\mathcal{C})\}_{j \in \mathbb{N}}$ and $\{\lambda_j(A)\}_{j \in \mathbb{N}}$ denote the eigenvalues of $\mathcal{C}$ and $A$, respectively, and we note that self-adjointness of $A$ stipulated in Assumption 2.1 and the spectral mapping theorem imply, for all $j \in \mathbb{N}$, the asymptotic behavior $\lambda_j(\mathcal{C}) = \lambda_j(A)^{-2} \simeq j^{-2\hat{r}/n}$ for $j \rightarrow \infty$. Since $\{j^{-2\hat{r}/n}\}_{j \in \mathbb{N}} \in \ell^1(\mathbb{N})$ if and only if $2\hat{r}/n > 1$, the claim follows.

The assertions for $\mathcal{P}$ can be shown along the same lines by using that the eigenvalues of $\mathcal{P}$ are given by $\lambda_j(\mathcal{P}) = 1/\lambda_j(\mathcal{C})$. \[ \square \]

An important relation between GRFs obtained by “pseudodifferential coloring” of white noise as in (2.1), their covariance operators, and their covariance kernels is established in the classical Schwartz kernel theorem, see e.g. [40 Thm. 5.2.1]. Every continuous function $k \in C(X_1 \times X_2)$ on the Cartesian product of two open, nonempty sets $X_1, X_2 \subset \mathbb{R}^n$ defines an integral operator $\mathcal{K} : C(X_2) \rightarrow C(X_1)$ via

\[ (\mathcal{K}\phi)(x_1) = \int_{X_2} k(x_1, x_2)\phi(x_2) \, dx_2 \quad \forall x_1 \in X_1. \]

This definition may be extended to the case that $k$ is a generalized function and $\phi$ is smooth and compactly supported, cf. [40 Eq. (5.2.1)]. Suppose now that $G \subset \mathbb{R}^n$
is open and consider a generic $B \in OPS_{1,0}^r(G)$. By the Schwartz kernel theorem, cf.~[30] Thm. 5.2.1, the pseudodifferential operator $B$ admits a distributional Schwartz kernel $k_B$. We (formally) calculate for $u, v \in C_0^\infty(G)$ with integrals understood as oscillatory integrals

$$
(k_B, u \otimes v) = \int_{\text{supp}(v)} v(x) b(x, D) u(x) \, dx \\
= \int_{\text{supp}(v)} \int_S b(x, \xi) \exp(ix \cdot \xi) v(x) \hat{u}(\xi) \, d\xi \, dx \\
= (2\pi)^{-n} \int_{\text{supp}(v)} \int_S \int_{\text{supp}(u)} b(x, \xi) \exp(i(x-y) \cdot \xi) v(x) u(y) \, dy \, d\xi \, dx.
$$

In the sense of distributions we thus obtain

$$
k_B(x, y) = (2\pi)^{-n} \int_S b(x, \xi) \exp(i(x-y) \cdot \xi) \, d\xi,
$$

so that for $w \in \mathbb{R}^n$ and for $\alpha \in \mathbb{N}_0^n$

$$
(2.10) \quad w^\alpha k_B(x, w) = (2\pi)^{-n} \int_S \exp(iw \cdot \xi) D^\alpha \xi b(x, \xi) \, d\xi
$$

with $b(x, \xi) = \int_S \exp(-iw \cdot \xi) b(x, w) \, dw$ and $w^\alpha := \prod_{i=1}^n w_i^\alpha_i$. Since $b(x, \xi)$ satisfies (2.2), the integral in (2.10) is absolutely convergent for $r - |\alpha| < -n$, i.e., $|\alpha| > n + r$. On the compact manifold $M$, a corresponding result holds by repeating the preceding calculation in coordinate charts $\{\tilde{\gamma}_i\}_{i=1}^M$ of (a finite atlas of) $M$.

**Proposition 2.4.** Let $B \in OPS_{1,0}^r(M)$ with corresponding Schwartz kernel $k_B$. In addition, for $i, j = 1, \ldots, M$, let $B_{i,j} \in OPS_{1,0}^r(G)$ be defined according to (2.4), and denote the corresponding Schwartz kernel by $k_{B_{i,j}}$.

Then, for every $\alpha, \beta \in \mathbb{N}_0^n$ with $n + r + |\alpha| + |\beta| > 0$, there exist constants $c_{\alpha, \beta} > 0$ such that, for all $i, j = 1, \ldots, M$,

$$
(2.11) \forall x^*, y^* \in \tilde{M}_{i,j} \cap \tilde{M}_{j,i} \cap \tilde{M}_{i,i} \cap \tilde{M}_{j,j}, x^* \neq y^*: \quad |\partial_{x^*}^\alpha \partial_{y^*}^\beta k_{B_{i,j}}(x, y)| \leq c_{\alpha, \beta} \text{dist}(x^*, y^*)^{-(n+r+|\alpha|+|\beta|)},
$$

where we used the notation $\tilde{M}_{i,j} := \tilde{M}_i \cap \tilde{M}_j$, $x := \tilde{\gamma}_i^{-1}(x^*)$ and $y := \tilde{\gamma}_j^{-1}(y^*)$.

In particular, $k_B(\cdot, \cdot) \in C^\infty(M \times M \setminus \Delta)$ where $\Delta = \{(x^*, y^*) : x^* \neq y^* \in M\}$.

The kernel estimates (2.11) are in principle known. For a detailed derivation of (2.11), we refer, e.g., to [54] Lem. 3.0.2, 3.0.3.

**Remark 2.5.** The kernel bound (2.11) is stated with respect to the distance dist which could be either the geodetic distance intrinsic to $M$ or also the Euclidean distance of the points $x^*$, $y^*$ immersed via $M$ into $\mathbb{R}^D$. This follows directly from our assumptions on $M$, in particular its compactness. The numerical values of the constants $c_{\alpha, \beta} > 0$ in (2.11) will, of course, depend on the precise notion of distance employed in (2.11).

**Remark 2.6.** In the case that $M$ and the coefficients of $A$ in (2.1) are analytic, the kernel estimates (2.11) hold with explicit dependence of the constants $c_{\alpha, \beta}$ on the differentiation orders $|\alpha|, |\beta|$. This follows from an analytic version of the pseudodifferential calculus which was developed in [11]. It implies that the covariance kernel is asymptotically smooth in the sense of [25]. This, in turn, mathematically justifies low-rank compressed, numerical approximations of covariance matrices in $\mathcal{H}$-matrix format, as described in [25] and, in connection with GRFs on manifolds, in [22]. The presently proposed, wavelet-based compression results and (2.11) hold also for finite differentiability of the covariance function in greater generality.

---

The derivation is rigorous, when understood “in the sense of distributions”.
3. Covariance/precision preconditioning and compression

We consider a GRF \(Z\) indexed by a compact Riemannian manifold \(M\) as described in Assumption 2.1(I). We assume that \(Z\) is colored via the white noise driven SPDE \((2.1)\) with coloring operator \(A \in OPS^{r}_{1,0}(M)\) satisfying Assumption 2.1(II). We recall from Example 2.2 that the coloring operator \(A\) can possibly be obtained as a fractional power of a shifted base elliptic (pseudo)differential operator \(\mathcal{L} \in OPS^{r}_{1,0}(M)\). This Whittle-Matérn scenario is detailed in Appendix C.

The covariance and precision operators in \((2.8)\) and \((2.9)\) of the GRF \(Z\) allow for equivalent, bi-infinite matrix representations

\[
(3.1) \quad C = \mathcal{C}(\Psi)(\Psi) \in \mathbb{R}^{N \times N} \quad \text{and} \quad P = \mathcal{P}(\Psi)(\Psi) \in \mathbb{R}^{N \times N}
\]

when represented with respect to a MRA \(\Psi\) as introduced in Subsection 3.1 below.

For a suitable choice of the MRA \(\Psi\) we will show the following.

1. Diagonal preconditioning renders the condition numbers of arbitrary sections of the bi-infinite matrices \(C\) and \(P\) in \((3.1)\) uniformly bounded with respect to the number of active indices.

2. The covariance and precision operators admit numerically sparse representations with respect to the MRA \(\Psi\).

These are our main findings on the compression of the covariance matrix \(C\) and the precision matrix \(P\) and they are detailed in Subsections 3.2–3.3.

3.1. Multiresolution analysis on manifolds. We let \(\{V_j\}_{j \geq j_0}\) be a sequence of nested, linear subspaces \(V_j \subset V_{j+1} \subset \ldots \subset L^2(M)\). We then say that the family \(\{V_j\}_{j \geq j_0}\) has regularity \(\gamma > 0\) and (approximation) order \(d \in \mathbb{N}\) if

\[
\gamma = \sup \{ s \in \mathbb{R} : V_j \subset H^s(M) \forall j > j_0 \},
\]

\[
d = \sup \left\{ s \in \mathbb{R} : \inf_{v_j \in V_j} \| v - v_j \|_{L^2(M)} \lesssim 2^{-js} \| v \|_{H^s(M)} \forall v \in H^s(M) \forall j > j_0 \right\}
\]

We shall suppose that the subspaces \(\{V_j\}_{j \geq j_0}\) are \(H^{r/2}(M)\)-conforming, i.e., that in \((3.2)\) we have \(\gamma > \max\{0, r/2\}\) for some fixed order \(r \in \mathbb{R}\).

We furthermore assume that \(\dim(V_j) = O(2^n)\) and, for each \(j > j_0\), the space \(V_j\) is spanned by a single-scale basis \(\Phi_j\), i.e.,

\[
(3.3) \quad \forall j > j_0 : \quad V_j = \text{span } \Phi_j, \quad \text{where } \Phi_j := \{ \phi_{j,k} : k \in \Delta_j \}.
\]

Here, the index set \(\Delta_j\) describes the spatial localization of elements in \(\Phi_j\). We associate with these bases dual single-scale bases defined by

\[
(3.4) \quad \forall j > j_0 : \quad \tilde{\Phi}_j := \{ \tilde{\phi}_{j,k} : k \in \Delta_j \}, \quad \text{with } \langle \phi_{j,k}, \tilde{\phi}_{j,k'} \rangle = \delta_{k,k'} \quad \forall k, k' \in \Delta_j.
\]

The vector spaces \(\tilde{V}_j := \text{span } \tilde{\Phi}_j\), \(j > j_0\), are also nested, \(\tilde{V}_j \subset \tilde{V}_{j+1} \subset \ldots \subset L^2(M)\), and the family \(\{\tilde{V}_j\}_{j \geq j_0}\) provides regularity \(\tilde{\gamma} > 0\) and approximation order \(\tilde{d}\). In particular, having the dual bases at hand, we can define the projector onto \(V_j\) by

\[
(3.5) \quad \forall v \in L^2(M) : \quad Q_j v := \sum_{k \in \Delta_j} \langle v, \tilde{\phi}_{j,k} \rangle \phi_{j,k}.
\]

We refer to Appendix B for a summary of basic properties of the bases \(\Phi_j\) and \(\tilde{\Phi}_j\) and for a brief description how they can be constructed on manifolds.
Given single-scale bases $\Phi_j$ and $\tilde{\Phi}_j$, set $\nabla_j := \Delta_{j+1}\setminus \Delta_j$. One then can construct biorthogonal complement bases

\begin{equation}
\Psi_j = \{ \psi_{j,k} : k \in \nabla_j \} \quad \text{and} \quad \bar{\Psi}_j = \{ \bar{\psi}_{j,k} : k \in \nabla_j \}, \quad j > j_0,
\end{equation}

satisfying the biorthogonality relation

\begin{equation}
\langle \psi_{j,k}, \bar{\psi}_{j',k'} \rangle = \delta_{(j,k),(j',k')} = \begin{cases} 1, & \text{if } j = j' \text{ and } k = k', \\ 0, & \text{otherwise}, \end{cases}
\end{equation}

such that

\begin{equation}
\text{diam}(\text{supp} \psi_{j,k}) \lesssim 2^{-j}, \quad j > j_0,
\end{equation}

see Appendix B. For $j > j_0$, define $W_j := \text{span} \Psi_j$ and $\bar{W}_j := \text{span} \bar{\Psi}_j$. The biorthogonality relation implies that, for all $j > j_0$,

\begin{equation}
V_{j+1} = W_j \oplus V_j, \quad \bar{V}_{j+1} = \bar{W}_j \oplus \bar{V}_j, \quad \bar{V}_j \perp W_j, \quad V_j \perp \bar{W}_j.
\end{equation}

In what follows, we use the convention

\begin{equation}
W_{j_0} := V_{j_0+1}, \quad \bar{W}_{j_0} := \bar{V}_{j_0+1}, \quad \text{and} \quad \Psi_{j_0} := \Phi_{j_0+1}, \quad \bar{\Psi}_{j_0} := \bar{\Phi}_{j_0+1}.
\end{equation}

As explained in Appendix B, a biorthogonal dual pair $\Psi, \bar{\Psi}$ of wavelet bases is now obtained from the union of the coarsest single-scale basis and the complement bases, i.e.,

$$\Psi = \bigcup_{j \geq j_0} \Psi_j, \quad \bar{\Psi} = \bigcup_{j \geq j_0} \bar{\Psi}_j.$$ 

We refer to $\Psi$, resp. to $\bar{\Psi}$, as primal, resp. dual, multiresolution analysis (MRAs). Here and throughout, all basis functions in $\Psi$ and $\bar{\Psi}$ are assumed to be normalized in $L^2(\mathcal{M})$. Furthermore, they satisfy the vanishing moment property:

\begin{equation}
|\langle v, \psi_{j,k} \rangle| \lesssim 2^{-j(d+\gamma/2)} \sup_{|\alpha|=\tilde{d}, x \in \text{supp} \psi_{j,k}} |\partial^\alpha v(x)|, \quad \forall (j,k) \in \mathcal{J}.
\end{equation}

Here, the countable index set is defined by

\begin{equation}
\mathcal{J} := \{ (j,k) : j \geq j_0, \ k \in \nabla_j \},
\end{equation}

where we set $\nabla_{j_0} := \Delta_{j_0+1}$, and the constant implied in $\lesssim$ in (3.9) independent of $(j,k) \in \mathcal{J}$. A corresponding property holds for the duals $\bar{\psi}_{j,k}$. We note that the biorthogonality allows constructions of $\Psi, \bar{\Psi}$ with $\tilde{d} \gg d$, which will be crucial in effective compression of covariance operators.

The second key property of the multiresolution bases $\Psi, \bar{\Psi}$ is that they comprise Riesz bases for a range of Sobolev spaces on $\mathcal{M}$ and corresponding norm equivalences hold: For all $v \in H^t(\mathcal{M})$, we have

\begin{equation}
\|v\|^2_{H^t(\mathcal{M})} \simeq \sum_{j \geq j_0} \sum_{k \in \nabla_j} 2^{2j\gamma} |\langle v, \bar{\psi}_{j,k} \rangle|^2, \quad t \in (-\gamma, \gamma),
\end{equation}

\begin{equation}
\|v\|^2_{H^t(\mathcal{M})} \simeq \sum_{j \geq j_0} \sum_{k \in \nabla_j} 2^{2j\gamma} |\langle v, \psi_{j,k} \rangle|^2, \quad t \in (-\gamma, \gamma).
\end{equation}
3.2. Covariance and precision operator preconditioning. Recall the index set \( \mathcal{J} \) from (2.10). For \( \lambda = (j,k) \in \mathcal{J} \), we set \( |\lambda| := j \). Furthermore, \( D^s \) denotes the bi-infinite diagonal matrix
\[
D^s := \text{diag}(2^{s|\lambda|} : \lambda \in \mathcal{J}), \quad s \in \mathbb{R}.
\]
The next result is based on Proposition \[\text{B.1.1}\] in Appendix B.

**Proposition 3.1.** Let \( Z \) be a GRF indexed by a manifold \( \mathcal{M} \) which is defined through the white noise driven SPDE (2.1). Assume that the manifold \( \mathcal{M} \) and the coloring operator \( A \in OPS_{0,1}^T(\mathcal{M}) \) in (2.1) satisfy Assumptions 2.1(II)–(II) and Proposition 2.3. Let \( \Psi \) be a Riesz basis for \( L^2(\mathcal{M}) \) which, properly rescaled, is an MRA in \( H^{-\tilde{r}}(\mathcal{M}) \) for \( -\tilde{r} \leq s \leq 0 \) such that the norm equivalences (3.11) hold with \( \tilde{\gamma} \leq \tilde{r} < r \) and \( \gamma > 0 \).

Then, the bi-infinite matrix representation \( C \) for the covariance operator (2.8) in the MRA \( \Psi \), see (3.1), satisfies the following:

(i) The bi-infinite matrix representation \( C \) is symmetric positive definite, and it induces a self-adjoint, positive definite, compact operator on \( \ell^2(\mathcal{J}) \). Furthermore, there exist constants \( 0 < c_- \leq c_+ < \infty \) such that \( \sigma(D^sC^D) \subset [c_-, c_+] \), \( \sigma(D^sC^D^T) \subset [c_-, c_+] \), and \( \text{cond}_2(D^sC^D^T) \leq 1 \), with \( D^s \) defined according to (3.12).

(ii) For every index set \( \Lambda \subset \mathcal{J} \) with \( p = \#(\Lambda) \leq \infty \), the \( \Lambda \)-section of \( C \), \( C_\Lambda = \{ C_{\lambda,\lambda'} : \lambda, \lambda' \in \Lambda \} \subset \mathbb{R}^{p \times p} \), is symmetric, positive definite and it satisfies \( \sigma(D^s_\Lambda C_\Lambda D^s_\Lambda) \subset [c_-, c_+] \). Here, \( D^s_\Lambda := \{ D^s_{\lambda,\lambda'} : \lambda, \lambda' \in \Lambda \} \subset \mathbb{R}^{p \times p} \).

**Proof.** Under Assumptions 2.1(II)–(II) by Proposition 2.3, \( C = A^{-2} \in OPS_{0,1}^T(\mathcal{M}) \) is a self-adjoint, compact operator on \( L^2(\mathcal{M}) \). This implies that the bi-infinite matrix \( C \) is symmetric and compact as an operator on \( \ell^2(\mathcal{J}) \). In addition, Assumption 2.1(II) implies positivity of \( C \): by Proposition A.1(iii) and Proposition A.2, the linear operator \( C^{-1/2} : L^2(\mathcal{M}) \to H^{-\tilde{r}}(\mathcal{M}) \) is bounded. Thus, there is a constant \( C_0 > 0 \) such that
\[
\|v\|_{H^{-\tilde{r}}(\mathcal{M})}^2 = \|C^{-1/2}C^{1/2}v\|_{H^{-\tilde{r}}(\mathcal{M})}^2 \leq C_0\|C^{1/2}v\|_{L^2(\mathcal{M})}^2 = C_0\langle Cv, v \rangle \quad \forall v \in H^{-\tilde{r}}(\mathcal{M}).
\]
By writing \( v = v^T \Psi \in H^{-\tilde{r}}(\mathcal{M}) \) for \( v \in H^{-\tilde{r}}(\mathcal{M}) \), the norm equivalences in (3.11) imply that there exists a constant \( c_{-\tilde{r}} > 0 \) such that
\[
c_{-\tilde{r}} \|D^{-\tilde{r}}v\|_2 \leq \|v\|_{H^{-\tilde{r}}(\mathcal{M})}^2 \leq c_{-\tilde{r}} \|D^{-\tilde{r}}v\|_2
\]
and we conclude that, for every \( v \in \ell_2(\mathcal{J}) \),
\[
\|D^{-\tilde{r}}v\|_2 \leq \|v\|_{H^{-\tilde{r}}(\mathcal{M})}^2 \leq c_{-\tilde{r}} C_0\langle Cv, v \rangle = c_{-\tilde{r}} C_0 v^T C v.
\]
As \( \Psi \) is a Riesz basis, \( v \neq 0 \) holds if and only if \( v = v^T \Psi \neq 0 \), whence
\[
v^T C v \geq 0 \quad \iff \quad v \neq 0 \quad \text{and} \quad v^T C v \geq \tilde{c}\|D^{-\tilde{r}}v\|_2^2
\]
with \( \tilde{c} := c_{-\tilde{r}}^{-1} C_0^{-1} > 0 \) follow. Restricting this statement to sequences \( \{v \} \) which satisfy \( v_{\lambda} = 0 \) for \( \lambda \in \mathcal{J} \setminus \Lambda \), we obtain that also \( C_\Lambda \in \mathbb{R}^{p \times p} \) is symmetric positive definite, where we recall that \( p = \#(\Lambda) < \infty \). Furthermore,
\[
v^T C_\Lambda v \geq \tilde{c}\|D^{-\tilde{r}}_\Lambda v\|_2^2 \quad \forall v \in \mathbb{R}^p,
\]
where the constant \( \tilde{c} > 0 \) is independent of \( \Lambda \subset \mathcal{J} \).

The assumed norm equivalences (3.11) of \( \Psi \) show in particular stability for \( t = -\tilde{r} \) and for \( t = 0 \), and \( (B.1) \) holds with \( -2\tilde{r} \) in place of \( r \). Thus, \( B.2 \) with \( C_\mathcal{J} \) in place of \( B_\mathcal{J} \) and taking limit \( J \to \infty \) implies \( \sigma(D^sC^D) \subset [c_-, c_+] \) and
cond₂(ḊCD) ≃ 1 in [i]. From this, also σ(D̃C_Λ D̃A) ⊂ [c−, c+] in [ii] follows, as the convex hull of the spectrum σ(C_Λ) is contained in that of C. □

In the next proposition we state the corresponding result for the precision operator P of the GRF Z.

**Proposition 3.2.** Let Z be a GRF indexed by a manifold M which is defined through the white noise driven SPDE (2.1). Assume that the manifold M and the coloring operator A ∈ MPS_{1,0}(M) in (2.1) satisfy Assumptions (2.1) (II). Let Ψ be a Riesz basis for L²(M) which, properly rescaled, is a MRA in H¹(M) for 0 ≤ s ≤ ℓ such that the norm equivalences (3.11) hold with γ > ℓ and γ > 0.

Then, the bi-infinite matrix representation P for the precision operator (2.9) in the MRA Ψ, see (3.1), satisfies the following:

(i) The bi-infinite matrix representation P is symmetric positive definite and it induces a self-adjoint, positive, unbounded operator on ℓ²(J). Furthermore, there exist constants 0 < c− ≤ c+ < ∞ such that σ(D⁻¹PD⁻¹) ⊂ [c−, c+] and cond₂(D⁻¹PD⁻¹) ≃ 1, where D⁻¹ is defined according to (3.12).

(ii) For every index set Λ ⊆ J with p = #(Λ) < ∞, the Λ-section P_Λ of P is symmetric, positive definite and σ(D⁻¹ʰP_Λ D⁻¹) ⊂ [c−, c+].

**Remark 3.3.** At first glance, the implementation of the preconditioning in Proposition 3.1(ii) or Proposition 3.2(ii) requires knowledge of the order ℓ of the coloring operator A in (2.1). However, note that the diagonal entries of C_Λ satisfy

⟨C_Ψj,k, Ψj,k⟩ ≃ 2⁻²ℓj.

Therefore, in wavelet coordinates, a diagonal scaling would be sufficient for preconditioning and even improves it. Nonetheless, in covariance estimation from data, the order ℓ could be estimated from the coefficient decay rate from i.i.d. realizations of Z in wavelet coordinates. We refer to Subsection 5.4 for a numerical illustration.

### 3.3. Covariance and precision operator sparsity.

The GRF Z may be expanded in the MRA Ψ,

Z = zᵀΨ = \sum_{j ≥ j₀} \sum_{k ∈ \nabla_j} z_{j,k}Ψj,k := \sum_{j ≥ j₀} \sum_{k ∈ \nabla_j} ⟨Z, \tilde{Ψ}_j,k⟩Ψj,k,

or in the dual MRA Ψ̃,

(3.14) Z = \tilde{z}ᵀΨ̃ = \sum_{j ≥ j₀} \sum_{k ∈ \nabla_j} \tilde{z}_{j,k}Ψ̃j,k := \sum_{j ≥ j₀} \sum_{k ∈ \nabla_j} ⟨Z, \tilde{Ψ}_j,k⟩Ψ̃j,k.

The latter MRA representation of the GRF Z is related to the bi-infinite covariance matrix C via

(3.15) C_Λ,Λ′ = ⟨C_Ψ̃_Λ, Ψ̃_Λ′⟩ = E[⟨Z, Ψ̃_Λ⟩⟨Z, Ψ̃_Λ′⟩] = E[\tilde{z}_Λ ̃z_Λ′] \quad ∀ Λ, Λ′ ∈ J,

where we again used the notation Λ = (j, k) ∈ J with |Λ| = j ≥ j₀ and k ∈ \nabla_j. Note that for any f = fᵀΨ = \sum_{λ ∈ J} f_λΨ_λ the MRA coordinates of Cf are (formally) given by

Cf = \sum_{λ ∈ J} (Cf)_λ Ψ̃_λ.

Also the white noise driven SPDE (2.1) may be cast in the dual MRA coordinates Z = \tilde{z}ᵀΨ̃, which implies that \tilde{z} ~ N(0, A⁻¹̃MA⁻¹) and thus by (3.15),

C = A⁻¹̃MA⁻¹.
Here, we used the notation $\bar{A} = A(\bar{\Psi})/|\bar{\Psi}|$ and $\bar{M} = \text{Id}(\bar{\Psi})/|\bar{\Psi}|$ in $\mathbb{R}^{N \times N}$.

3.3.1. Matrix estimates. The significance of using MRAs $\bar{\Psi}$, $\bar{\Psi}$ for the representation (3.14) is in the numerical sparsity of the corresponding matrices that result after truncating the index set $J$ to finite index sets $\Lambda$. By numerical sparsity, we mean that for any $\varepsilon > 0$ there exists a sparse matrix, which is $\varepsilon$-close to the in general fully populated matrix.

In the following, we use index sets of the form $\Lambda_J = \{(j, k) : j_0 \leq j \leq J, k \in \nabla_j\}$, $J \geq j_0$, and define, throughout what follows, 

\begin{equation}
(3.16)
\quad p = p(J) = \#(\Lambda_J).
\end{equation}

The matrices will be denoted by $A_p := A_{\Lambda_J}$, $C_p := C_{\Lambda_J}$ and $P_p := P_{\Lambda_J}$. Specifically, when represented in the MRA $\Psi$, the matrices $A_p$, $C_p$ and $P_p$ of size $p \times p$ corresponding to coloring, covariance and precision (pseudodifferential) operators $A$, $C$ and $P$ of the GRF $Z$ can be replaced by compressed approximations $A^\varepsilon_p$, $C^\varepsilon_p$ and $P^\varepsilon_p$ of the same size $p \times p$ with $\mathcal{O}(p)$ nonvanishing entries while preserving the consistency orders $\mathcal{O}(p^{-\varepsilon})$ of these matrices with respect to the exact counterparts $A$, $C$ and $P$. Thus, the components $\tilde{z}_\lambda$ of the random coefficient vectors in the dual representation (3.14) of $Z$ are generically nonzero, but numerically decorrelated in the sense that $E[\tilde{z}_\lambda \tilde{z}_{\lambda'}]$ is negligible for most pairs $(\lambda, \lambda')$. This facilitates fast approximate simulation of $Z$ and efficient matrix estimation of $C$, $P$, see Section 4.

Specifically, for a generic pseudodifferential operator $B \in OPS_{1,0}(\mathcal{M})$ the kernel estimates (2.11) combined with the cancellation property (3.9) of the MRA $\Psi$ (and a related property of the dual basis $\bar{\Psi}$) imply that the majority of the $p^2$ entries 

\begin{equation}
[B_p]_{\lambda, \lambda'} = B(\psi_j, k')(\psi_{j, k}) = \langle B(\psi_j, k'), \psi_{j, k} \rangle, \quad \lambda = (j, k) \in \Lambda_J, \quad \lambda' = (j', k') \in \Lambda_J,
\end{equation}

are nonzero, in general, but negligibly small [18, 19, 57]. The following result quantifies this smallness. Recall that the singular support of a function $f$ on $\mathcal{M}$, denoted by $\text{sing supp}(f)$, is given by $\text{sing supp}(f) = \{x \in \mathcal{M} : f$ is not smooth at $x\}$ and define 

\begin{equation}
(3.17)
S_{j, k} := \text{conv hull}(\text{supp}(\psi_{j, k})) \subset \mathcal{M}, \quad S'_{j, k} := \text{sing supp}(\psi_{j, k}) \subset \mathcal{M},
\end{equation}

where $(j, k) \in J$, see (3.10). The next proposition presents asymptotic size bounds on the entries $[B_p]_{\lambda, \lambda'}$ taken from [18] Thms. 6.1, 6.3.

**Proposition 3.4.** Assume that $B \in OPS_{1,0}(\mathcal{M})$ and, furthermore, that a pair of mutually biorthogonal MRAs $\Psi$, $\bar{\Psi}$ with $n + r + 2\tilde{d} > 0$ as defined above in local coordinates are available on $\mathcal{M}$, where $\mathcal{M}$ fulfills Assumption 2.4 [14].

Then, the bi-infinite matrix representation $B = B(\Psi)(\bar{\Psi})$ of $B$ has entries which admit the following estimates, uniformly in $j \in \mathbb{N}$:

(i) For every $(j, k), (j', k') \in J$ such that $S_{j, k} \cap S'_{j', k'} = \emptyset$, we have 

\begin{equation}
|\langle B(\psi_j, k', \psi_{j, k}) \rangle| \lesssim 2^{-(j + j')(\tilde{d} + n/2)} \text{dist}(S_{j, k}, S'_{j', k'})^{-(n + r + 2\tilde{d})}.
\end{equation}

(ii) For every $(j, k), (j', k') \in J$ such that $\text{dist}(S_{j, k}, S'_{j', k'}) \geq 2^{-j'}$, we have 

\begin{equation}
|\langle B(\psi_j, k', \psi_{j, k}) \rangle| + |\langle B(\psi_j, k, \psi_{j', k'}) \rangle| \lesssim 2^{jn/2} 2^{-j'(\tilde{d} + n/2)} \text{dist}(S_{j, k}, S'_{j', k'})^{-(r + \tilde{d})}.
\end{equation}
3.3.2. Matrix compression. Proposition 3.4 allows to compress the (densely populated) matrices \( C_p, P_p \) corresponding to the action of the covariance and precision operators \( C \) and \( P \) on finite-dimensional subspaces to \( O(p) \) nonvanishing entries while retaining optimal asymptotic error bounds afforded by the regularity of \( Z \).

We describe the compression schemes for a generic, elliptic pseudodifferential operator \( \mathcal{B} \in OPS_{1,0}(\mathcal{M}) \) of order \( r \in \mathbb{R} \). Note that, for our purposes, we have \( \mathcal{B} \in \{ \mathcal{A}, C, \mathcal{P} \} \), where the pseudodifferential operators \( \mathcal{A}, C, \mathcal{P} \) are as introduced in Section 2. Furthermore, we write \( \lambda = (j, k) \in \Lambda, \lambda' = (j', k') \in \Lambda' \). With these multi-indices we associate supports \( S_\lambda, S_{\lambda'} \subset \mathcal{M} \) as well as singular supports \( S'_\lambda, S'_{\lambda'} \subset \mathcal{M} \) as defined in (3.17).

**Definition 3.5.** The a-priori matrix compression is defined in terms of positive block truncation (or “tapering”) parameters \( \{ \tau'_{jj'}, \tau_{jj'} : j_0 \leq j, j' \leq J \} \) as follows:

\[
[B_p^c]_{\lambda, \lambda'} := \begin{cases} 
0 & \text{dist}(S_\lambda, S_{\lambda'}) > \tau_{jj'} \text{ and } j, j' > j_0, \\
0 & \text{dist}(S_\lambda, S_{\lambda'}) \leq 2^{-\min(j,j')} \text{ and } \\
\langle B\psi_{\lambda'}, \psi_{\lambda} \rangle & \text{otherwise.}
\end{cases}
\]  

(3.18)

Here, with fixed, real-valued constants

(3.19)

\[ a, a' > 1 \text{ sufficiently large and } d < d' < \tilde{d} + r, \]

the parameters \( \tau_{jj'} \) and \( \tau'_{jj'} \) in (3.18) are

\[
\tau_{jj'} := a \max \left\{ 2^{-\min(j,j')}, 2^{2J(d' - r)/2 - (j + j')(d' + \tilde{d})}/(2\tilde{d} + r) \right\},
\]

\[
\tau'_{jj'} := a' \max \left\{ 2^{-\max(j,j')}, 2^{2J(d' - r)/2 - (j + j')(d' - \max(j,j'))}\tilde{d}/(\tilde{d} + r) \right\}.
\]  

(3.20)

The operator corresponding to the tapered matrix \( B_p^c \) will be denoted by \( B_p^c \).

The compression of (a \( p \times p \) section of) the matrix \( B = B(\Psi)(\tilde{\Psi}) \) is based on a-priori accessible information on the locations of supports \( S_\lambda, S_{\lambda'} \subset \mathcal{M} \) and of singular supports \( S'_\lambda, S'_{\lambda'} \subset \mathcal{M} \), respectively, and on sufficiently large (with respect to the order \( r \) of \( B \) and \( n = \dim(\mathcal{M}) \)) polynomial exactness orders \( d, \tilde{d} \) of the MRAs and norm equivalences \( \gamma, \tilde{\gamma} \) in (3.11). In particular, the second relation in (3.19) imposes an implicit constraint on the MRAs \( \Psi, \tilde{\Psi} \) in that the order \( \tilde{d} \) of exactness of \( \tilde{\Psi} \) is greater than the order \( d \) of exactness of \( \Psi \) reduced by the order \( r \) of \( B \), i.e., \( \tilde{d} > d - r \).

**Remark 3.6.** For a coloring operator \( \mathcal{A} \in OPS_{1,0}^r(\mathcal{M}) \) with \( \hat{r} > 0 \), the covariance operator satisfies \( C \in OPS_{1,0}^{-2\hat{r}}(\mathcal{M}) \) (see Proposition 2.3) so that optimal numerical covariance matrix compression requires MRAs with \( \tilde{d} > d + 2\hat{r} \) (or \( \tilde{d} > d + 2\beta \hat{r} \) if \( \mathcal{A} = \mathcal{L}^\beta \) with \( \mathcal{L} \in OPS_{1,0}^{\hat{r}} \) and \( \beta > 0 \)). Correspondingly, due to \( \mathcal{P} \in OPS_{1,0}^{2\hat{r}}(\mathcal{M}) \), optimal precision matrix compression requires MRAs with \( \tilde{d} > d - 2\hat{r} \), a much less restrictive requirement on the MRAs \( \Psi, \tilde{\Psi} \). Proposition 3.4 thus implies that in one common MRA the precision matrix \( P_p \) of the precision operator \( \mathcal{P} \) affords stronger compression than the corresponding covariance matrix \( C_p \), and that the dual system \( \tilde{\Psi} \) should have a correspondingly larger number \( \bar{d} \) of vanishing moments.
For a GRF $Z$ defined via the SPDE (2.1) with a coloring operator $A \in OPS_{1,0}^r(M)$, most of the $p$ coefficients of $Z$ have numerically negligible correlation when represented in the MRA $\Psi$. That is to say, MRA representations provide spatial numerical decorrelation of the GRF $Z$. By Propositions 3.1 and 3.4 when represented in suitable MRAs, the Galerkin-projected covariance matrices $\{C_p\}_{p \geq 1}$ of $Z$ furthermore are numerically sparse and well-conditioned, uniformly with respect to the level of spatial resolution $O(2^{-j})$ of $Z$ accessed by mesh level $J$, where we recall that $p = \#(\Lambda_J)$ and $\Lambda_J = \{(j,k) : j_0 \leq j \leq J, k \in \nabla_J\}$.

3.3.3. Consistency and convergence. The matrix compression in (3.18), (3.19), and (3.20) results in a family $\{B_\varepsilon^p(J)\}_{J \geq j_0}$ of compressed matrices $B_\varepsilon^p(J) \in \mathbb{R}^{p(J) \times p(J)}$ and, via the basis $\Psi$, in associated perturbed operators $\mathcal{B}_\varepsilon^p(J)$ where $p(J) = \#(\Lambda_J)$. It turns out that the consistency error in $B_\varepsilon^p(J) - \mathcal{B}_\varepsilon^p(J)$ can be quantified. The assertions of the next proposition are proven in [13] Thms. 9.1 & 10.1.

**Proposition 3.7.** Suppose that $M$ fulfills Assumption 2.1 and let $\Psi, \tilde{\Psi}$ be MRAs on $M$ which satisfy $d < \tilde{d} + r$. In addition, let $B \in OPS_{1,0}^r(M)$ for some $r \in \mathbb{R}$, and assume that $B$ is self-adjoint and elliptic.

Then, for $r/2 \leq t, t' \leq \tilde{d}$ and for every $w \in H^t(M)$, $v \in H^{t'}(M)$, the consistency estimate

$$
\left| \left< (B - \mathcal{B}_\varepsilon^p(J)) Q_J w, Q_J^* v \right> \right| \lesssim \varepsilon 2^{J(r-t-t')} \|w\|_{H^t(M)} \|v\|_{H^{t'}(M)}
$$

holds, where $\lesssim$ is uniform with respect to $J$, and where

$$
\varepsilon := a^{-2(d+r)/2} + (a')^{-(\tilde{d}+r)}.
$$

If, moreover, $\varepsilon > 0$ is sufficiently small (independently of $J$) (or, equivalently, the parameters $a, a' > 1$ in (3.22) are sufficiently large), the family of compressed operators $\{B_\varepsilon^p(J)\}_{J \geq j_0}$ is uniformly stable: There exists a constant $c > 0$, independent of $J$, such that

$$
\forall w_j \in V_J : \quad \left| \left< B_\varepsilon^p(J) w_j, w_j \right> \right| \geq c \|w_j\|_{H^{t'/2}(M)}^2.
$$

We apply these results to the representations of $C$ and $P$ in the MRA $\Psi$. They afford optimal compressibility of their equivalent, bi-infinite matrix representations (3.1) provided the biorthogonal pair of MRAs $\Psi, \tilde{\Psi}$ has sufficient regularity and vanishing moments: Whereas for the diagonal preconditioning results in Section 3.2 only stability in $H^t(M)$ was required ($t$ as specified in (3.11) and in Proposition 3.1 or Proposition 3.2, respectively), the numerical compressibility of the bi-infinite matrices $C$ and $P$ is based on additional properties of the MRAs $\Psi, \tilde{\Psi}$ quantified by parameters $\tilde{d}, d, \gamma, \tilde{\gamma}$ from Section 3.1.

**Proposition 3.8.** Let $M$ satisfy Assumption 2.1 and let the coloring operator $A \in OPS_{1,0}^r(M)$ fulfill Assumption 2.1 for some $\tilde{r} > n/2$. In addition, let $\Psi$ be a MRA such that (3.2)–(3.11) hold with $\tilde{\gamma} > \tilde{r}$ and $\gamma > 0$. Let $C = A^{-2}$ be the covariance operator of the GRF $Z$ in the SPDE (2.1). Denote the tapered covariance matrix by $C^\varepsilon_{0(J)}$, with tapering (3.18) and covariance tapering parameters $\{	au_{JJ'(C)}, \gamma_{J'(C)} : j_0 \leq j, j' \leq L\}$, defined as in (3.19)–(3.20) with $-2\tilde{r}$ in place of $r$.

---

bWe emphasize that the bi-infinite matrices $C$ and $P$ in (3.1) are in general densely populated. Sparsity can therefore only be asserted up to a numerical compression error which is bounded in Proposition 3.7.
Then, there exists $\epsilon_0 > 0$ such that, for every $\epsilon \in (0, \epsilon_0)$, there are parameter choices $a, a' > 0$ in \(3.19\), which are independent of $p(J)$, such that:

(i) For every $J \geq j_0$, the tapered matrix $\mathbf{C}^\epsilon_{p(J)}$ is symmetric, positive definite.

(ii) Diagonal preconditioning renders $\mathbf{C}^\epsilon_{p(J)}$ uniformly well-conditioned: There are constants $0 < \bar{c}_- \leq \bar{c}_+ < \infty$ such that

$$\forall J \geq j_0 : \sigma(\mathbf{D}^\epsilon_{p(J)} \mathbf{C}^\epsilon_{p(J)} \mathbf{D}^\epsilon_{p(J)}) \subset [\bar{c}_-, \bar{c}_+]$$

(iii) The tapered covariance matrices $\{\mathbf{C}^\epsilon_{p(J)}\}_{J \geq j_0}$ are optimally sparse in the sense that, as $J \to \infty$, the number of non-zero entries of $\mathbf{C}^\epsilon_{p(J)}$ is $O(p(J))$.

(iv) Let $\mathbf{C}^\epsilon_{p(J)}$ be the operator corresponding to the tapered covariance matrix $\mathbf{C}^\epsilon_{p(J)}$ and assume that

$$-\bar{r} \leq t, t' \leq d < \bar{d} - 2\bar{r}$$

Then, for every $J \geq j_0$ and all $v \in H^t(M), w \in H^t(M)$,

$$\|\langle (C - C^\epsilon_{p(J)}) Q_J w, Q_J v \rangle\| \lesssim \epsilon 2^{j/(-2\bar{r} - t - t')} \|w\|_{H^t(M)} \|v\|_{H^t(M)}$$

holds, where $Q_J$ is the projector in \(3.5\).

Proof: Throughout this proof, we write $p = p(J)$, see also \(3.16\).

Proof of (iv). The consistency estimate will follow from \(3.21\) in Proposition \(3.7\) once the assumptions of that proposition are verified. As Assumptions \(2.10, 11\) hold, $A \in OPS_{1, 0}(M)$ is self-adjoint, positive and $C = A^{-2} \in OPS_{1, 0}^{-2f}(M)$ satisfies the assumptions of Proposition \(3.7\) with $r$ replaced by $-2\bar{r}$. Since by assumption also the MRAs $\Psi, \hat{\Psi}$ satisfy \(3.2, 3.11\) with $-2\bar{r}$ in place of $r$, the tapering scheme \(3.18, 3.20\) with covariance tapering parameters $\tau_{j', \ell}(C), \tau'_{j', \ell}(C)$ corresponding to these orders will allow using Proposition \(3.7\). This implies assertion (iv). The moment conditions on the MRA $\Psi$ in Remark \(3.6\) also imply the sparsity assertion (iii) (see \[13\] Thm. 11.1), \[57\] Thm. 8.2.10).

To prove positive definiteness for the tapered covariance matrix $\mathbf{C}^\epsilon_{p(J)}$, we use positive definiteness of the finite section $\mathbf{C}_{p(J)}$, see (ii) of Proposition \(3.1\) combined with item (iv). Namely, choosing in the tapering parameters $\tau_{j', \ell}(C), \tau'_{j', \ell}(C)$ the parameter $\epsilon > 0$ sufficiently small, it follows from (iv) with $t = t' = -\bar{r}$ and the $H^{-t}(M)$ Riesz basis property of $\Psi$ that there exists a constant $C > 0$, independent of $J$ and $p = p(J)$, such that, for every $\epsilon \in (0, \epsilon_0)$,

$$\forall \epsilon \in \mathbb{R}^{p(J)} : \|v^\top (\mathbf{C}_{p(J)} - \mathbf{C}^\epsilon_{p(J)}) v\| \leq C\epsilon \|\mathbf{D}_{p(J)}^\epsilon v\|_2^2$$

We therefore find, for $v \in \mathbb{R}^{p(J)} \setminus \{0\}$ with $v = v^\top \Psi \in H^{-t}(M)$,

$$v^\top \mathbf{C}^\epsilon_{p(J)} v = v^\top \mathbf{C}_{p(J)} v + v^\top (\mathbf{C}^\epsilon_{p(J)} - \mathbf{C}_{p(J)}) v \geq (\bar{c} - C\epsilon) \|\mathbf{D}_{p(J)}^\epsilon v\|_2^2 > 0,$$

provided that $\epsilon > 0$ is so small that $\bar{c} - C\epsilon > 0$. Here $\bar{c} > 0$ is the constant in \(3.13\), which is independent of $p$. This proves (i).

To show (iii) we again combine (ii) of Proposition \(3.1\) with (iv). By (ii) there exists $c_- = c_+ > 0$ such that $\sigma(\mathbf{D}^\epsilon_{p(J)} \mathbf{C}^\epsilon_{p(J)} \mathbf{D}^\epsilon_{p(J)}) \subset [c_-, c_+]$. Furthermore, by \(3.24\)

$$\|\mathbf{D}^\epsilon_{p(J)} (\mathbf{C}_{p(J)} - \mathbf{C}^\epsilon_{p(J)}) \mathbf{D}^\epsilon_{p(J)}\|_2 \leq c_- / 2$$

for sufficiently small $\epsilon > 0$. Thus, we obtain assertion (iii) with $c_- \geq c_- / 2$ and $\bar{c}_- \leq \bar{c}_- + c_- / 2$.

Along the same lines, one proves the following result for the precision operator.
Proposition 3.9. Let \( \mathcal{M} \) satisfy Assumption 2.11 and let the coloring operator \( \mathcal{A} \in \text{OPS}_r^{[0]}(\mathcal{M}) \) fulfill Assumption 2.11 for some \( \hat{r} > n/2 \). In addition, let \( \Psi \) be a MRA such that (3.2) - (3.11) hold with \( \gamma > \hat{r} \) and \( \bar{\gamma} > 0 \). Let \( \mathcal{P} = \mathcal{A}^2 \) be the precision operator of the GRF \( \mathcal{Z} \) in the SPDE 2.1. Denote the tapered precision matrix by \( \mathcal{P}_{\hat{r}}^{\hat{r}} \) with tapering \( \hat{r} \) and precision tapering parameters \( \{\tau_{jj}(\mathcal{P})\}, \bar{\tau}_{jj}(\mathcal{P}) : j_0 \leq j, j' \leq J \}, \) defined as in (3.19) - (3.20) with \( 2\hat{r} \) in place of \( r \).

Then, there exists \( \varepsilon_0 > 0 \) such that, for every \( \varepsilon \in (0, \varepsilon_0) \), there are parameter choices \( a, a' > 0 \) in (3.19), which are independent of \( p(J) \), such that

(i) For every \( J \geq j_0 \), the tapered matrix \( \mathcal{P}_{\hat{r}}^{\hat{r}}(J) \) is symmetric, positive definite.

(ii) Diagonal preconditioning renders \( \mathcal{P}_{\hat{r}}^{\hat{r}}(J) \) uniformly well-conditioned: There are constants \( 0 < \bar{c}_- \leq \bar{c}_+ < \infty \) such that

\[
\forall J \geq j_0 : \quad \sigma(D_{\hat{r}}^{\hat{r}}(J) \mathcal{P}_{\hat{r}}^{\hat{r}}(J) D_{\hat{r}}^{\hat{r}}(J)) \subset [\bar{c}_-, \bar{c}_+].
\]

(iii) The tapered precision matrices \( \{\mathcal{P}_{\hat{r}}^{\hat{r}}(J)\}_{J \geq j_0} \) are optimally sparse in the sense that, as \( J \to \infty \) the number of non-zero entries of \( \mathcal{P}_{\hat{r}}^{\hat{r}}(J) \) is \( \mathcal{O}(p(J)) \).

(iv) Let \( \mathcal{P}_{\hat{r}}^{\hat{r}}(J) \) be the operator corresponding to the tapered precision matrix \( \mathcal{P}_{\hat{r}}^{\hat{r}}(J) \) and assume that

\[
\hat{r} \leq t, t' \leq d < \tilde{d} + 2\hat{r}.
\]

Then, for every \( J \geq j_0 \) and all \( v \in H^t(M), w \in H^t(M) \),

\[
\left| \left( (\mathcal{P} - \mathcal{P}_{\hat{r}}^{\hat{r}}(J)) Q_J w, Q_J v \right) \right| \leq \varepsilon 2^{J(2\hat{r} - t - t')} \|w\|_{H^t(M)} \|v\|_{H^t(M)}.
\]

holds, where \( Q_J \) is the projector in (3.5).

Remark 3.10. (i) Propositions 3.8 and 3.9 state that the matrix representations of both covariance and precision operator of the GRF \( \mathcal{Z} \) in suitable wavelet bases can be optimally compressed. We emphasize that in Proposition 3.8 the moment conditions (3.22) on the MRA \( \Psi \) for optimal covariance matrix compression are considerably stronger than (3.25) imposed for optimal precision matrix compression in Proposition 3.9. Note also that in Propositions 3.8 and 3.9 possibly different MRAs for covariance and precision matrix compression are admitted. With respect to one common MRA \( \Psi \) the compressibility of the precision operator matrix is higher than the compressibility of the covariance operator. This is consistent with the fact that a Gaussian Whittle–Matérn field with precision operator \( \mathcal{P} = (-\Delta_M + \kappa^2)^{2\beta} \) (see Appendix C) satisfies a Markov property whenever \( 2\beta \in \mathbb{N} \), compare e.g. [54, Chap. 3].

(ii) The results are robust with respect to the parameters \( a, a' > 1 \) in (3.19). Once \( a, a' > 1 \) are sufficiently large, increasing these values in the parameter choices (3.20) will not affect the asymptotic statements in Propositions 3.8 and 3.9.

Increasing \( a, a' \) will, however, change the constants in the asymptotic error bounds, e.g., the constant implied in \( \mathcal{O}(p(J)) \) will increase with \( a, a' \).

(iii) In the case of the Whittle–Matérn coloring, where \( \mathcal{A} = (L + \kappa^2)^3 \), see Example 2.2 and Appendix C a shift function \( \kappa^2 \in C^\infty(M) \), which takes large values \( \kappa^2(x) \geq \kappa^2 \gg 0 \) (corresponding to small spatial correlation lengths), might allow quantitative improvements in the matrix compression, see Subsection 3.3 for a numerical illustration.
For a fixed order \( \hat{r} > n/2 \) of the coloring operator \( \mathcal{A} \), the tapering pattern (3.18)–(3.20) is universal, i.e., independent of the particular (pseudodifferential) operators \( \mathcal{P} \) and \( \mathcal{C} \) and contains explicit a-priori information about the locations of the \( \mathcal{O}(p(J)) \) many “relevant” entries of \( \mathbf{C}_p \), \( \mathbf{P}_p^\tau \). It may be employed in constructing oracle estimators in graphical LASSO algorithms (e.g., [42, 62] and the references there) to infer \( \mathbf{P}_p \) from (multilevel) estimates for \( \mathbf{C}_p \).

4. Applications: simulation, estimation, and prediction

4.1. Efficient numerical simulation of colored GRFs. As a first application of the results from Section 3 we consider the problem of sampling from the GRF \( \mathcal{Z} \) which solves the white noise equation (2.1). We recall from (3.14)–(3.15) that the covariance \( \mathbf{Z} \) of the results from Section 3 we consider the problem of sampling from the GRF \( \mathcal{Z} \) of Proposition B.1 can also be obtained for the dual MRA \( \tilde{\mathcal{Z}} \). A similar approach employing MRAs has already been discussed in [36, Sec. 5].

Here, \( \tilde{\mathbf{A}} \) denotes the bi-infinite matrix \( \mathcal{A}(\tilde{\mathbf{\Psi}})(\tilde{\mathbf{\Psi}}) \) and the coefficient sequences \( \tilde{\mathbf{z}}, \mathbf{w} \) have entries \( \tilde{z}_\lambda = \langle \mathcal{Z}, \psi_\lambda \rangle \) and \( w_\lambda = \langle \mathcal{W}, \tilde{\psi}_\lambda \rangle \), respectively. By the properties of Gaussian white noise, the random vector \( \mathbf{w} \) is \( \mathcal{N}(0, \tilde{\mathbf{M}}) \)-distributed, where \( \tilde{\mathbf{M}} = \text{Id}(\tilde{\mathbf{\Psi}})(\tilde{\mathbf{\Psi}}) \) denotes the Gramian with respect to the dual MRA \( \tilde{\mathbf{\Psi}} \). For a sequence \( \xi \) of i.i.d. \( \mathcal{N}(0,1) \)-distributed random variables we therefore conclude that

\[
\mathbf{w} \overset{d}{=} \sqrt{\tilde{\mathbf{M}}} \xi \quad \text{and} \quad \tilde{\mathbf{z}} \overset{d}{=} \tilde{\mathbf{A}}^{-1} \sqrt{\mathbf{M}} \xi, \quad \tilde{z} \sim \mathcal{N}(0, \mathbf{C}), \quad \mathbf{C} = \tilde{\mathbf{A}}^{-1} \mathbf{M} \tilde{\mathbf{A}}^{-1}. \tag{4.2}
\]

We now consider the vector \( \tilde{\mathbf{z}}_p \in \mathbb{R}^p \), where the subscript \( p = p(J) \) corresponds to the finite index set \( \Lambda(J) \) as in (3.16). As a result of the distributional equalities in (4.2), sampling from \( \tilde{\mathbf{z}}_p \) can be realized efficiently in essentially (up to log factors) linear computational cost by approximating the matrix square root of the well-conditioned mass matrix \( \tilde{\mathbf{M}}_p \) as suggested in [29] and by preconditioning the compressed matrix \( \tilde{\mathbf{A}}_p^\tau \). (Note that an analogous preconditioning result as in (3.2) of Proposition B.1 can also be obtained for the dual MRA \( \tilde{\mathbf{\Psi}} \).)

In what follows, we discuss a different viewpoint. A common scenario in applications is that the coloring operator \( \mathcal{A} \) is not explicitly available, but the kernel related to the covariance operator \( \mathcal{C} \) via the Schwartz kernel theorem (see Section 2) is known. In this case, it is in principle possible to determine all entries for every finite section \( \mathbf{C}_p \) of the bi-infinite covariance matrix \( \mathbf{C} = \mathcal{C}(\mathbf{\Psi})(\mathbf{\Psi}) \) but not of \( \mathbf{A} \). For this reason, in order to sample from \( \tilde{\mathbf{z}}_p \sim \mathcal{N}(0, \mathbf{C}_p) \), we will focus on approximating the matrix square root \( \sqrt{\mathbf{C}}_p \) of the covariance matrix.

To this end, we first note the following: By letting \( \mathbf{I}_p \in \mathbb{R}^{p \times p} \) denote the identity matrix and \( \xi_p \in \mathbb{R}^p \) be a random vector with distribution \( \xi \sim \mathcal{N}(0, \mathbf{I}_p) \), we obtain

\[
\bar{\mathbf{z}}_p \overset{d}{=} \mathbf{D}_p^{-\hat{r}} \sqrt{\mathbf{D}_p^\tau \mathbf{C}_p \mathbf{D}_p^\tau} \xi_p, \quad \bar{\mathbf{z}}_p \sim \mathcal{N}(0, \mathbf{C}_p), \tag{4.3}
\]

where \( \hat{r} > n/2 \) is the order of \( \mathcal{A} \in \mathcal{O}P(S^1_0)(\mathcal{M}) \) and \( \mathbf{D}_p^\tau \) denotes the finite \( \Lambda_J \times \Lambda_J \) section of the diagonal matrix \( \mathbf{D}^\tau \) defined in (3.12). We let \( \mathbf{C}_p \) be the tapered covariance matrix with tapering (3.18)–(3.20) (with \(-2\hat{r}\) in place of \( r \)) and define
Employing the approximation \( \kappa \) elliptic integral of the second kind associated with the parameter \( \hat{R} \) (4.4)

approximation for \( \tilde{\sigma} \), where \( \varepsilon \) satisfy Assumptions 2.1 (i)

Suppose that the manifold \( \mathcal{M} \) and the operator \( \mathcal{A} \in \text{OPS}^0_{1,0}(\mathcal{M}) \) satisfy Assumptions 2.4 (i), (ii), (iii) for some \( \tilde{r} > n/2 \). Let \( C = A^{-2} \) be the covariance operator of the GRF \( Z \) that solves the SPDE (2.1), and let \( \tilde{\mu} = \langle Z, \mathcal{P} \rangle \) be the coordinates of \( Z \) when cast in the dual MRA \( \mathcal{P} \), see (3.14). For \( p = p(J) \), see (3.16), denote the tapered covariance matrix by \( C_{\ell}^{\varepsilon} \), with tapering (3.18)–(3.20), where \( \varepsilon \in (0, \varepsilon_0) \) is sufficiently small such that (3.3) holds.

(i) Let \( R_p \) be defined as in (4.4) and let \( \tilde{c}_-, \tilde{c}_+ > 0 \) be the constants in (4.6). Then, the family of matrices \( \{S_K\}_{K \in \mathbb{N}} \) defined by (4.7) satisfies

\[
\exists C > 0 \quad \forall K \in \mathbb{N} : \quad \| \sqrt{R_p} - S_K \|_2 \leq Ce^{-cK},
\]

where the constants \( C, c > 0 \) depend on \( \varepsilon_0 = \tilde{c}_+ / \tilde{c}_- \), but not on \( p \) and \( K \).

(ii) Let the \( \mathbb{R}^p \)-valued random vectors \( \tilde{z}_p, \tilde{z}_c^{\varepsilon}, \tilde{z}_p^{\varepsilon, K} \) be defined as in (4.3), (4.5), and (4.8), respectively. Then, there exist constants \( C, c > 0 \) such that for every \( p, K \in \mathbb{N} \), \( \varepsilon \in (0, \varepsilon_0) \), and \( 0 \leq s < \tilde{r} - n/2 \) we have

\[
\left( \mathbb{E} \left[ \| \tilde{z} - \tilde{z}_p^{\varepsilon, K} \|_2^2 \right] \right)^{1/2} \leq C(2^{-sJ} + \varepsilon + e^{-cK}).
\]

In (4.9), the integers \( J \) and \( p \) are related as in (3.16).
Proof. Part [1] is proven in [29, Thm. 4.1].
To show (4.9) of (ii) we first split the error as follows,
\[
(\mathbb{E}[\|\tilde{z} - \tilde{z}_{p,K}\|_2^2])^2 \leq (\mathbb{E}[\|\tilde{z} - \tilde{z}_p\|_2^2]^2 + (\mathbb{E}[\|\tilde{z}_p - \tilde{z}_{p,K}\|_2^2]^2 + (\mathbb{E}[\|\tilde{z}_p - \tilde{z}_{p,K}\|_2^2]^2)^2
= (A) + (B) + (C).
\]
To bound term (C), we note the identity
\[
\mathbb{E}[\|\tilde{z}_p - \tilde{z}_{p,K}\|_2^2] = \mathbb{E}[\|D_p^{-\hat{r}}(\sqrt{R_p^2 - S_K})\xi_p\|_2^2] = \|D_p^{-\hat{r}}(\sqrt{R_p^2 - S_K})\|_{HS}^2,
\]
which follows from the fact that $\xi_1, \ldots, \xi_p$ are i.i.d. N(0, 1)-distributed. Since
\[
\|D_p^{-\hat{r}}(\sqrt{R_p^2 - S_K})\|_{HS} = \|(\sqrt{R_p^2 - S_K})D_p^{-\hat{r}}\|_{HS} \leq \sqrt{R_p^2 - S_K}_2\|D_p^{-\hat{r}}\|_{HS},
\]
the estimate (C) $\lesssim C e^{-cK}$ follows from part (i) if $\|D_p^{-\hat{r}}\|_{HS} \lesssim 1$. Indeed, the assumption dim($V_j$) = $O(2^{2j})$ combined with the identity $V_{j+1} = V_j \oplus V_j$ yields that $\#(V_j) = \text{dim}(W_j) = O((2^{n-1})2^{nj})$, for all $j \geq j_0$, and by definition (3.12)
\[
\|D_p^{-\hat{r}}\|_{HS}^2 = \sum_{\lambda \in \Lambda_j} 2^{-2\hat{r}j|\lambda|} = \sum_{j=j_0}^\infty \sum_{k \in \nabla_j} 2^{-2\hat{r}j} \lesssim (2^n - 1) \sum_{j=j_0}^\infty 2^{-(2\hat{r}-n)j}.
\]
Since $\hat{r} > n/2$ is assumed, we conclude that
\[
\|D_p^{-\hat{r}}\|_{HS}^2 \lesssim \sum_{j=0}^\infty 2^{-(2\hat{r}-n)j} = (1 - 2^{-(2\hat{r}-n)})^{-1} < \infty,
\]
where the constant implied in $\lesssim$ is independent of $J$ and, thus, of $p = p(J)$.

Similar arguments yield the bound
\[
(B) = \|D_p^{-\hat{r}}(\sqrt{R_p^2 - \sqrt{R_p^2}})\|_{HS} \leq \sqrt{R_p^2 - \sqrt{R_p^2}}_2\|D_p^{-\hat{r}}\|_{HS}.
\]
We recall from Proposition [3.1(ii)] and Proposition [3.8(ii)] that
\[
\sigma(R_p) = \sigma(D_p^c C_p D_p^c) \subset [\bar{c}_-, c_+] \quad \text{and} \quad \sigma(R_p^c) = \sigma(D_p^c C_p^c D_p^c) \subset [\bar{c}_-, \bar{c}_+].
\]
This allows us to apply a Lipschitz-type estimate for the matrix square root (see, e.g., [58, Lem. 2.2]), which gives
\[
\|\sqrt{R_p} - \sqrt{R_p^c}\|_2 \leq \frac{1}{\sqrt{\bar{c}_-} + \sqrt{\bar{c}_+}}\|R_p - R_p^c\|_2 = \frac{1}{\sqrt{\bar{c}_-} + \sqrt{\bar{c}_+}}\|D_p^c(C_p - C_p^c)D_p^c\|_2.
\]
For the norm on the right-hand side, we then obtain
\[
\|D_p^c(C_p - C_p^c)D_p^c\|_2 = \sup_{x \in \mathbb{R}^p, ||x||_2 = 1} |x^T D_p^c(C_p - C_p^c)D_p^c x| = \sup_{x, v \in \mathbb{R}^p, v \neq 0} \frac{|v^T (C_p - C_p^c)v|}{\|D_p^{-\hat{r}}v\|_2^2} \lesssim \varepsilon,
\]
where the last estimate has already been observed in (3.24) in the proof of Proposition [3.3(i)]. Thus, (B) $\lesssim \varepsilon$.

Finally, for term (A) we find, for any $s \in [0, \hat{r} - n/2)$, that
\[
(A)^2 = \mathbb{E}\left[\sum_{j>j_0} \sum_{j \in \nabla_j} |(Z, \psi_{j,k})|^2\right] \leq 2^{-2js}\mathbb{E}\left[\sum_{j>j_0} \sum_{j \in \nabla_j} 2^{2js}|(Z, \psi_{j,k})|^2\right].
\]
For this reason, regularity of the GRF $Z$ in $L^2(\Omega; H^s(\mathcal{M}))$, see [27], combined with the second of the norm equivalences in (3.11) (recalling the approximation property $\hat{r} > n/2$ of the dual basis $\tilde{\psi}$) show that $(A) \lesssim 2^{-sJ}(E[\|Z\|_{H^s(\mathcal{M})}^2])^{1/2}$ for every $s \in [0, \hat{r} - n/2)$. This completes the proof of (ii).
4.2. Multilevel Monte Carlo covariance estimation. The estimation of covariance matrices \( \Sigma_p \in \mathbb{R}^{p \times p} \) of Gaussian random variables \( \alpha \) taking values in \( \mathbb{R}^p \) from \( M \) i.i.d. realizations of \( z \) has received attention in recent years (e.g. [7, 6, 52] and the references there). Focus in these references has been on incorporating a-priori structural assumptions on \( \Sigma_p \), such as bandedness etc. Here, we utilize the compression patterns from Subsection 3.3 (which are universal for pseudodifferential coloring \( A \) by our results in Section 3).

To this end, we estimate blocks of finite sections \( C_{A_j}, P_{A_j} \) for the bi-infinite matrix representations (3.1) which resolve the GRF \( Z \) at spatial resolution level \( J \), i.e., at spatial resolution \( O(2^{-J}) \). We will directly analyze a multilevel estimator. The number \( p \) of parameters (in the usual terminology as, e.g., in [52, 7, 6]) in the truncated MRA representation (3.14) of samples of \( Z \) is then \( p = \#(\Lambda_j) = O(2^{nJ}) \).

We suppose that we are given \( M \) approximate, i.i.d. samples of the GRF \( Z \) at various levels of spatial resolution with \( p = O(2^{nJ}) \) parameters at the highest resolution level \( J \). A plain Monte Carlo approach to sample the corresponding covariance matrix would result in computational cost \( O(Mp) \). The goal of multilevel Monte Carlo (MLMC) estimation is to reduce this computational cost while keeping the accuracy consistent: we aim at a sampling strategy reducing the cost of \( O(Mp) \) in certain cases to \( O(\max\{M, p\}) \) with asymptotically the same accuracy.

According to Proposition 3.8, the covariance operator \( C \) of the random field \( Z \) in (2.1) satisfies
\[
\forall v \in H^t(M), w \in H^t(M) : \quad \left| (C - C_p)Q_J w, Q_J v \right| \lesssim \varepsilon 2^J (-2^J - t - t') \| w \|_t v \|_{t'}.
\]

The matrix corresponding to the tapered covariance operator \( C_p \) may be represented as
\[
C_p = E \left[ (\tilde{Z}_p \tilde{Z}_p^\top)^\top \right],
\]

with the GRF \( Z \) being cast in the dual MRA, \( Z = \tilde{Z}^\top \Psi = \sum_{j \geq j_0} \sum_{k \in \nabla_j} \tilde{z}_{j,k} \tilde{\psi}_{j,k} \) and \( \tilde{z}_p \) denotes the truncated coefficient vector of \( Z \), see (3.14). In the MLMC sampling algorithm we exploit that in wavelet coordinates, the blocks of the covariance matrix need to be approximated with block-dependent threshold accuracy in order to obtain a consistent approximation of the covariance operator \( C \). For \( J \geq J_0 \), define the MLMC estimator by
\[
C_p^z \approx E_J(C_p) := \sum_{j,j' = J_0}^J E_{M_{j,j'}}(C^z_{global}(j,j')).
\]

Here, \( C^z(j,j') \) is the section of \( C^z \) corresponding to \( \{(j,k) : k \in \nabla_j \} \times \{(j',k') : k' \in \nabla_{j'} \} \) and \( C^z_{global}(j,j') \) is the respective global matrix with zeros at indices that are not in \( \{(j,k) : k \in \nabla_j \} \times \{(j',k') : k' \in \nabla_{j'} \} \). Furthermore, for \( j,j' \in \{j_0, \ldots, J\} \), \( E_{M_{j,j'}} \) denotes a Monte Carlo estimator with \( M_{j,j'} \) samples. More specifically, the Monte Carlo estimator \( E_{M_{j,j'}}(C^z_{global}(j,j')) \) is realized by \( M_{j,j'} \) i.i.d. samples of the coefficient vector \( \tilde{Z} \) at discretization levels \( j, j' \) of spatial resolution, i.e.,
\[
C_p^z(j,j') \approx E_{M_{j,j'}}(C^z(j,j')) := \frac{1}{M_{j,j'}} \sum_{i=1}^{M_{j,j'}} (\tilde{Z}(j)\tilde{Z}(j')^\top)^{\varepsilon},
\]

where \( \tilde{Z}(j')^{\varepsilon} \) is the restriction of the coordinate vector to the coordinates with indices in \( \{j'',k) : k \in \nabla_{j''} \} \). The operator that corresponds to the MLMC estimator \( E_j(C_p) \) will be denoted by \( E_j(C_p^z) \), i.e.,
\[
\forall \lambda, \lambda' \in \Lambda_J : \quad \langle E_j(C_p^z) \psi_\lambda, \psi_{\lambda'} \rangle = \langle E_j(C_p^z) \rangle_{\lambda, \lambda'}.
\]
Recall that $B^\varepsilon$ is the tapered version of some matrix $B$, as defined in Definition 3.5. We suppose that we are given samples, which are independent realizations of $Z$ at multiple scales of resolution, expressed in terms of the coordinate vector
\[
\{\tilde{z}^i_j : i = 1, \ldots, M_0\}, \ldots, \{\tilde{z}_j^i : i = 1, \ldots, M_J\},
\]
where $\tilde{z}_j^i$ denotes the truncation of the coordinate vector $\tilde{z}$ to coordinates with indices in $\{(j',k') : j_0 \leq j' \leq j, k' \in \nabla_j\}$. In this setting, the sample numbers $M_{j,j'}$ are given by

(4.10) \quad M_{j,j'} := \tilde{M}_{\max\{j,j'\}}, \text{ where } \tilde{M}_j := \sum_{j' = j}^J M_{j,j'}.

**Proposition 4.2.** Suppose Assumptions 2.1, 3.8 hold for some $\tilde{r} > n/2$. Let further the assumptions of Proposition 3.8 hold with wavelet and dual wavelet parameters $d, \tilde{d}$ such that $d < \tilde{d} - 2\tilde{r}$.

Then, for any $\beta < \tilde{r} - n/2$ and $-\tilde{r} \leq t, t' \leq d$, there exists a constant $C > 0$ such that the multilevel Monte Carlo estimator $E^*_j(C^\varepsilon)$ with sample numbers (4.10) satisfies the error bound

\[
\left\| \sup_{u \in H^s(\mathcal{M}) \setminus \{0\}} \sup_{v \in H^t(\mathcal{M}) \setminus \{0\}} \frac{\|\langle (C^\varepsilon - E^*_j(C^\varepsilon))QJu, QJv \rangle\|}{\|u\|_{H^s(\mathcal{M})}\|v\|_{H^t(\mathcal{M})}} \right\|_{L^2(\Omega)} \leq \frac{2C}{1 - 2^{-(\min\{t,t'\} + \beta)}} \sum_{j = j_0}^J \frac{1}{\sqrt{M_j}} 2^{-j(\min\{t,t'\} + \beta)} \|Z\|^2_{L^4(\Omega; H^\beta(\mathcal{M}))}.
\]

**Proof.** By the estimate in [18, Equation (9.3)] (also exploiting the estimates [18, Equations (4.3) and (4.2)])

\[
(\text{I}) := \left\| \sup_{u \in H^s(\mathcal{M}) \setminus \{0\}} \sup_{v \in H^t(\mathcal{M}) \setminus \{0\}} \frac{\|\langle (C^\varepsilon - E^*_j(C^\varepsilon))QJu, QJv \rangle\|}{\|u\|_{H^s(\mathcal{M})}\|v\|_{H^t(\mathcal{M})}} \right\|_{L^2(\Omega)} \leq \sum_{j, j' = j_0}^J 2^{-j't} 2^{-j'} \left\| C_p(j, j') - E_{M_{j,j'}}(C^\varepsilon(j, j')) \right\|_{L^2(\Omega)} \leq \sum_{j, j' = j_0}^J \frac{1}{\sqrt{M_{j,j'}}} 2^{-j't} 2^{-j'} \left\| \tilde{z}(j) \tilde{z}(j')^\top \right\|_{H^\beta(\mathcal{M})}.
\]

where we used that the operator matrix norm with respect to the Euclidean norm is upper bounded by the Hilbert–Schmidt (or Frobenius) norm. The Frobenius norm satisfies that $\|w^\top w\|_{H^\beta} \leq \|w\|_{2} \|w'\|_{2}$ for all $w \in \mathbb{R}^m$, $w' \in \mathbb{R}^{m'}$, $m, m' \in \mathbb{N}$. Also note that by (3.11), $\|\tilde{z}(j)\|_{2} \lesssim 2^{-j/2} \|Z\|_{L^4(\Omega; H^\beta(\mathcal{M}))}$. Thus,

\[
(\text{I}) \leq C \sum_{j, j' = j_0}^J \frac{1}{\sqrt{M_{j,j'}}} 2^{-j(t + \beta)} 2^{-j'(t' + \beta)} \|Z\|^2_{L^4(\Omega; H^\beta(\mathcal{M}))}.
\]
Furthermore,
\[
\sum_{j,j'=j_0}^{j} \frac{1}{\sqrt{M_{j,j'}}} 2^{-j(t+\beta)} 2^{-j'(t'+\beta)} = \sum_{j=j_0}^{j} \frac{1}{\sqrt{M_j}} \sum_{j': \max(j,j')=j} 2^{-j(t+\beta)} 2^{-j'(t'+\beta)}
\]
and
\[
\sum_{j,j': \max(j,j')=j} 2^{-j(t+\beta)} 2^{-j'(t'+\beta)} \leq 2^{-\hat{j}(t+\beta)} \sum_{j'=0}^{\hat{j}} 2^{-j'(t'+\beta)} + 2^{-\hat{j}(t'+\beta)} \sum_{j=0}^{\hat{j}} 2^{-j(t+\beta)}
\]
\[
\leq \frac{2^{-\hat{j}(t+\beta)}}{1-2^{-(t+\beta)}} + \frac{2^{-\hat{j}(t'+\beta)}}{1-2^{-(t'+\beta)}} \leq \frac{2^{-\hat{j}(\min\{t,t'+\beta\})}}{1-2^{-(\min\{t,t'+\beta\})}}.
\]
In conclusion the asserted estimate follows, i.e.,
\[
(I) \leq \frac{2C}{1-2^{-(\min\{t,t'+\beta\})}} \sum_{j=j_0}^{j} \frac{1}{\sqrt{M_j}} 2^{-\hat{j}(\min\{t,t'+\beta\})} \|Z\|_{L^4(\Omega; H^\beta(M_j))}^2.
\]

The required computational cost of the estimator $E_j^*$ is
\[
(4.11) \quad \text{work} = O \left( \sum_{j=j_0}^{j} M_j 2^{jn} \right)
\]
and by Propositions 3.8 and 4.2 the accuracy is
\[
(4.12) \quad \text{error} = O \left( 2^{-J_0} + \sum_{j=j_0}^{j} M_j^{-1/2} 2^{-j/2} \right),
\]
where $\alpha \leq \alpha_0 \leq \tilde{r} + t + t'$ and $\alpha = \tilde{r} - n/2 - \varepsilon_0 + \min\{t,t'\}$ and where we inserted $\beta = \tilde{r} - n/2 - \varepsilon_0$ for arbitrary small $\varepsilon_0 > 0$. It remains to choose the sample numbers $\tilde{M}_j$ and equivalently the sample numbers $M_j$, $j = j_0, \ldots, J$, in such a way to optimize accuracy versus computational cost. This has been considered in the context of multilevel integration methods and GRFs, e.g., [38]. Following this reference, we choose the following sample numbers
\[
\tilde{M}_j = \left[ \tilde{M}_0 2^{-j(n+\alpha)/2/3} \right], \quad j = j_0, \ldots, J,
\]
and
\[
\tilde{M}_j = \begin{cases} 2^{j2\alpha}, & \text{if } 2\alpha > n, \\ 2^{j2\alpha} j^2, & \text{if } 2\alpha = n, \\ 2^{j(2\alpha+2n/3-4\alpha/3)}, & \text{if } 2\alpha < n. \end{cases}
\]
The overall computational cost is
\[
\text{work} = \begin{cases} O(2^{j2\alpha}), & \text{if } 2\alpha > n, \\ O(2^{j2\alpha} j^3), & \text{if } 2\alpha = n, \\ O(2^{j(n+2(\alpha_0-\alpha))}), & \text{if } 2\alpha < n. \end{cases}
\]
The proof of the following theorem is postponed to Appendix D.

**Theorem 4.3.** Let the assumptions of Proposition 4.2 be satisfied. In addition, let $\alpha_0 \in [\alpha, 2\tilde{r} + t + t']$ for $\alpha < \tilde{r} - n/2 + \min\{t,t'\}$.
An error threshold $\epsilon > 0$ may be achieved, i.e.,

$$\sup_{u \in H_0^1(M) \setminus \{0\}} \sup_{v \in H_0^1(M) \setminus \{0\}} \frac{|\langle (C_p^e - E_p^e(C_p^e)) Q_J u, Q_J v \rangle|}{\|u\|_{H_0^1(M)} \|v\|_{H_0^1(M)}} \in \mathcal{O}(\epsilon)$$

with computational cost

$$\text{work} = \begin{cases} \mathcal{O}(\epsilon^{-2}) & \text{if } 2\alpha > n, \\ \mathcal{O}(\epsilon^{-2}\log(\epsilon^{-2})) & \text{if } 2\alpha = n, \\ \mathcal{O}(\epsilon^{-(n/\alpha - 2(1-\alpha/\alpha_0))}) & \text{if } 2\alpha < n. \end{cases}$$

Remark 4.4. The results of Proposition 3.8 on the compression of the covariance matrix can, of course, also be used in combination with single-level Monte Carlo estimation by computing only those entries of the sample covariance matrix which are needed according to the tapering scheme (3.18)-(3.20).

Remark 4.5. The MLMC convergence results of this section hold in the root mean squared sense. Bounds that hold in probability could also be derived. For the case of single-level Monte Carlo estimation with $M$ samples, a computational cost estimate of $\mathcal{O}(Mp)$ follows readily by [7] Lem. A.3. Specifically [7] Lem. A.3 (where convergence in probability is derived based on [55]) may be applied to the preconditioned compressed covariance matrix $D_p^e C_p^e D_p^e = (D_p^e C_p^e D_p^e)^\alpha \in \mathbb{E}_p ([D_p^e \Psi_p (D_p^e \Psi_p)^T]^\alpha)$. This matrix satisfies the assumptions of [7] Lem. A.3, since it is uniformly well-conditioned. This is a consequence of Proposition 3.8(ii). Similarly, the use of wavelet coordinates will imply $p$-uniform bounds in several classes of regression methods. Bounds of covariance estimators that hold in probability may be of interest when certified bounds on the condition number of the estimator are required. For example when the estimator of the covariance matrix is further used inside an iterative solver for linear systems to approximate the precision matrix.

4.3. Spatial prediction in statistics. Optimal linear prediction of random fields which is also known as “kriging”, is a widely used methodology in spatial statistics for interpolating spatial data subject to uncertainty (see, e.g., [59] and the references there). We note that the kriging predictor can be regarded as an orthogonal projection in $L^2(\Omega)$ onto the finite-dimensional subspace generated by the observations. Thus, the theory for kriging without observation noise may be formulated in an infinite-dimensional setting, with a separable Hilbert space as state space of a GRF, see e.g. [50]. For the computational algorithm discussed in this section we shall consider the GRF $Z$ defined through the SPDE (2.1) and its (bi-infinite) covariance matrix $C \in \mathbb{R}^{N \times N}$ represented in the MRA $\Psi$, which is truncated to a finite dimension $p$, see (3.18), $C \approx C_p \in \mathbb{R}^{p \times p}$.

A typical model in applications is to assume that $Z$ is observed at $K$ distinct spatial locations $\{x_i\}_{i=1}^K \subset M$ under i.i.d. centered Gaussian measurement noise:

$$y_i = Z(x_i) + \eta_i, \quad i = 1, \ldots, K, \quad \eta_i \sim \mathcal{N}(0, \sigma^2) \quad \text{i.i.d.}$$

One is now interested in predicting the field $Z$ at an unobserved location $x_0 \in M$ (or at several locations) conditioned on the observations $\{y_i\}_{i=1}^K$. In other words, one needs to calculate the posterior mean $\mathbb{E}[Z(x_0) \mid y_1, \ldots, y_K]$. However, this task turns out to be computationally challenging as, assuming a finite spatial resolution of dimension $p$ for approximating the GRF $Z$, direct approaches to solve the arising
linear systems of equations entail computational costs which are cubic either in $K$ or in $p$ or in both.

In this section we address how the multiresolution representation of the covariance and of the precision matrices of $\mathcal{Z}$ in the MRA $\Psi$ allow an approximate, compressed kriging process whereby the matrices and vectors are numerically sparse due to the cancellation properties of the MRAs. For $p \in \mathbb{N}$, we truncate the bi-infinite covariance matrix $C$ of the GRF $\mathcal{Z}$ in the MRA $\Psi$ to the “finite-section” matrix $C_p \in \mathbb{R}^{p \times p}$ using the index set $\Lambda_J \subset \mathcal{J}$, see (3.16), where $p = \#(\Lambda_J)$. Also, we consider an abstract setting with functionals $g_1, \ldots, g_K$ which gives us the model

$$y = G\tilde{z} + \eta,$$

where $y = (y_1, \ldots, y_K)^\top$ is the random vector corresponding to the observations, $G \in \mathbb{R}^{K \times p}$ is the observation matrix with entries $G_{i,j,k} := \langle g_i, \psi_{j,k} \rangle$, and $\tilde{z}, \eta$ are centered multivariate Gaussian distributed random vectors with covariance matrices $C_p \in \mathbb{R}^{p \times p}$ and $\sigma^2 I \in \mathbb{R}^{K \times K}$, respectively. We recall that the GRF $\mathcal{Z} = \tilde{z} \, \Psi$ is represented in the dual MRA $\Psi$, see (3.14). Admissible choices for the functionals $g_i$ are local averages around points $x_i \in \mathcal{M}$. The joint distribution of $\tilde{z}$ and $y$ is thus given by

$$\left(\tilde{z} \, y\right) \sim N \left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} C_p & C_p G^\top \\ G C_p & G C_p G^\top + \sigma^2 I \end{pmatrix} \right).$$

Then, the law of the posterior $\tilde{z} | y$ is again Gaussian and the kriging predictor is given by the posterior mean, namely,

$$(4.13) \quad \mu_{\tilde{z} | y} = C_p G^\top \left(G C_p G^\top + \sigma^2 I\right)^{-1} y.$$

In what follows, we will address how the posterior mean in (4.13) can be approximately realized with low computational cost when represented in the MRA $\Psi$ exploiting wavelet compression techniques.

We will proceed in two steps. First, we will analyze the computational cost for approximately computing the posterior mean. Secondly, we estimate the consistency error incurred by the compression of the covariance matrix.

The main challenge is the efficient numerical evaluation of $\left(G C_p G^\top + \sigma^2 I\right)^{-1} y$. It will be approximated numerically by the conjugate gradient (CG) method applied to approximately solve the linear system to find $v$ such that $(G C_p G^\top + \sigma^2 I) v = y$.

It is well-known that after $N$ iterations of CG to approximately solve the linear system $A w = f$ by $w^N \in \mathbb{R}^K$ for a SPD matrix $A$ starting from the initial guess being the zero vector, it holds [26 Thm. 10.2.6] with $\|w\|^2_A := w^\top A w$ that

$$(4.14) \quad \|w - w^N\|^2_A \leq 2 \left( \frac{\sqrt{\text{cond}_2(A)} - 1}{\sqrt{\text{cond}_2(A)} + 1} \right)^N \|w\|^2_A.$$

To estimate the condition number of the matrix $A := G C_p G^\top + \sigma^2 I$, we observe

$$\forall v \in \mathbb{R}^K : \quad v^\top G C_p G^\top v \geq 0.$$

On the other hand, by Proposition 3.1(ii)

$$\forall v \in \mathbb{R}^K : \quad v^\top G C_p G^\top v \leq c_+ v^\top G G^\top v.$$

We assume that $g_i \in L^2(\mathcal{M}), i = 1, \ldots, K$, and that they have disjoint supports, i.e., $\mu(\text{supp}(g_i) \cap \text{supp}(g_{i'})) = 0$ for any $i, i' = 1, \ldots, K$ such that $i \neq i'$. We obtain
with (3.11) that, for every $v \in \mathbb{R}^K$,
\[
v^T GCG^Tv = \sum_{i,j=1}^K v_i (g_i, \tilde{\psi}_{j,k}) (g_j, \tilde{\psi}_{j,k}) v_j,
\]
\[
= \sum_{j,k} \sum_{i=1}^K v_i (g_i, \tilde{\psi}_{j,k})^2 = \sum_{j,k} \left< \sum_{i=1}^K v_i g_i, \tilde{\psi}_{j,k} \right>^2 \simeq \left< \sum_{i=1}^K v_i g_i \right>^2_{L^2(\mathcal{M})}.
\]

The disjoint support property of $g_1, \ldots, g_K$ implies that
\[
\left\| \sum_{i=1}^K v_i g_i \right\|^2_{L^2(\mathcal{M})} = \sum_{i=1}^K v_i^2 \| g_i \|^2_{L^2(\mathcal{M})} \leq \| v \|^2_{L^2(\mathcal{M})} \max_{i=1,\ldots,K} \{ \| g_i \|^2_{L^2(\mathcal{M})} \}.
\]

Thus, there exists a constant $C > 0$ that depends neither on $K$ nor on $p$ such that for every $v \in \mathbb{R}^K$
\[
v^T GCG^Tv \leq C \| v \|^2_{L^2(\mathcal{M})} \max_{i=1,\ldots,K} \{ \| g_i \|^2_{L^2(\mathcal{M})} \}.
\]

We conclude that, for every $v \in \mathbb{R}^K$,
\[
\sigma^2 \| v \|^2_{L^2(\mathcal{M})} \leq v^T (GCG^T + \sigma^2 I)v \leq (C \| g \|_{L^2(\mathcal{M})})^2 \| v \|^2_{L^2(\mathcal{M})},
\]
which implies that
\[
\text{cond}_2(GCG^T + \sigma^2 I) \leq \frac{C \max_{i=1,\ldots,K} \{ \| g_i \|^2_{L^2(\mathcal{M})} \}}{\sigma^2} + 1.
\]

The argument applies verbatim to the compressed matrix $C^*_p$, i.e.,
\[
\text{cond}_2(GCG^T + \sigma^2 I) \leq \frac{C \max_{i=1,\ldots,K} \{ \| g_i \|^2_{L^2(\mathcal{M})} \}}{\sigma^2} + 1.
\]

Let us denote by
\[
\mu_{z|y}^\varepsilon := C^*_p G^T (GCG^T + \sigma^2 I)^{-1} y
\]
the posterior mean that results from the compressed covariance matrix $C^*_p$.

Furthermore, let $v^N$ be the result of $N$ iterations of CG to approximately solve the linear system $(GCG^T + \sigma^2 I)v = y$. Then, by (4.16), (4.15) and by (4.14)
\[
\| v - v^N \|_2 \leq 2\kappa \left( \frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1} \right)^N \| v \|_2,
\]
where $\kappa := \sigma^2 C \max_{i=1,\ldots,K} \{ \| g_i \|^2_{L^2(\mathcal{M})} \} + 1$. Furthermore, we denote by $\mu_{z|y}^{\varepsilon,N} := C^*_p G^T v^N$ and observe that
\[
\| \mu_{z|y}^\varepsilon - \mu_{z|y}^{\varepsilon,N} \|_2 \leq 2\kappa \left( \frac{\sqrt{\kappa} - 1}{\sqrt{\kappa} + 1} \right)^N \| C^*_p G^T \|_2 \| v \|_2.
\]

**Theorem 4.6.** The computational cost of $\mu_{z|y}^{\varepsilon,N}$ to achieve a consistency error for any $\delta \in (0,1)$
\[
\| \mu_{z|y}^\varepsilon - \mu_{z|y}^{\varepsilon,N} \|_2 = O(\delta)
\]
is $O((K \log(p) + p)\sigma^{-1} \log(\delta^{-1} \sigma^{-2}))$, where
\[
N \geq \sigma^{-1} \log(\delta^{-1} \sigma^{-2}).
\]
Proof. By elementary manipulations, we observe that the made choice on the number of iterations in CG
by T has O(p) non-zero entries and the matrix G has O(K log(p)) many non-zero entries. This implies
that the application of the matrix GC_{p}G^{T} to a vector has computational cost O(K log(p) + p),
which is required N times to compute v^N. The computational cost of the application of C_{p}G^{T}
again O(p + K log(p)). Thus, the claimed estimate on the computational cost follows. □

Remark 4.7. As single-scale basis functions have supports proportional to the step size, the observation matrix G has only O(K) many, nonzero entries when computed
with respect to the single-scale basis \{\phi_{j,k}\} in comparison with O(K + log(p)) many nonzero entries when computed with respect to the wavelet basis \{\psi_{j,k}\}. Denoting
by T_{\phi\rightarrow\psi} the dual fast wavelet transform, both versions of the observation matrix
are interconnected by G_{\phi} T_{\phi\rightarrow\psi} = G_{\psi}. Consequently, as the fast wavelet transform
is of linear complexity, computing the action of G_{\psi} C_{p}G^{T}_{\psi} to a vector via

\begin{equation}
G_{\phi} T_{\phi\rightarrow\psi} C_{p} T_{\psi\rightarrow\phi} \rightarrow \psi G^{T}_{\phi}
\end{equation}

(4.20)

reduces the complexity from O(K log(p) + p) to O(K + p). An illustration of this
matrix product is found in Figure 7, see Subsection 5.7 for the details.

We estimate the error \|\mu_{x,y} - \mu_{x,y}^{\epsilon}\|_{2} incurred by using the compressed covariance
matrix C_{p}^{\epsilon}.

Proposition 4.8. Let the assumptions of Proposition 3.8 hold. Recall that \(p = p(J)\)
for \(J \geq J_{0}\).

Then, there exists a constant \(C > 0\) independent of \(J\) such that

\[ \|\mu_{x,y} - \mu_{x,y}^{\epsilon}\|_{2} \leq C \sigma^{-4}\|y\|_{2} 2^{-2\sigma J}. \]

Proof. The result is an elementary bound obtained from the 2-norm of SPD matrices in terms of their spectrum. For any two symmetric, positive semi-definite matrices A, B \in \mathbb{R}^{K \times K} it holds that

\[ \| (A + \sigma^{2}I)^{-1} - (B + \sigma^{2}I)^{-1} \|_{2} \leq \sigma^{-4}\|A - B\|_{2}. \]

This can be seen by

\[ A^{-1} - B^{-1} = A^{-1}B^{-1}B - B^{-1} = (A^{-1}B - I)B^{-1}, \]

and

\[ A^{-1}B - I = A^{-1}B - A^{-1}A = A^{-1}(B - A), \]

which implies

\[ \|A^{-1} - B^{-1}\|_{2} \leq \|A^{-1}\|_{2}\|B - A\|_{2}\|B^{-1}\|_{2} = \|A^{-1}\|_{2}\|B^{-1}\|_{2}\|A - B\|_{2}, \]

where \(A_{\sigma} := A + \sigma^{2}I\) and \(B_{\sigma} := B + \sigma^{2}I\). The assertion of the proposition now follows by Proposition 3.8 with (4.13) and (4.18). □
5. Numerical experiments

5.1. Preliminary remarks and settings. For the numerical illustration of our results, we shall consider the boundary of the domain shown in Figure 1. It is given by the $2\pi$-periodic, analytic parametrization

$$\gamma : [0, 2\pi] \to \Gamma = \partial \Omega, \quad \gamma(\phi) = g(\phi) \begin{bmatrix} \cos(\phi) \\ \sin(\phi) \end{bmatrix},$$

where

$$g(\phi) = \alpha_0 + \frac{1}{100} \sum_{k=1}^{5} (\alpha_{-k} \sin(k\phi) + \alpha_k \cos(k\phi))$$

is a finite Fourier series with the following coefficients:

$$\alpha_{-5} = 2.2, \quad \alpha_{-4} = 0.56, \quad \alpha_{-3} = 0.14, \quad \alpha_{-2} = 1.1, \quad \alpha_{-1} = 1.4, \quad \alpha_0 = 50,$$
$$\alpha_5 = 0.89, \quad \alpha_4 = -1.5, \quad \alpha_3 = -1.2, \quad \alpha_2 = -1.5, \quad \alpha_1 = -0.57.$$

The covariance kernels under consideration are from the Matérn family \cite{30, 46}, namely:

$$k_{1/2}(z) = \exp\left(-\frac{z}{\ell}\right), \quad k_{3/2}(z) = \left(1 + \frac{\sqrt{3}z}{\ell}\right) \exp\left(-\frac{\sqrt{3}z}{\ell}\right),$$
$$k_{5/2}(z) = \left(1 + \frac{\sqrt{5}}{\ell}z + \frac{5}{3\ell^2}z^2\right) \exp\left(-\frac{\sqrt{5}z}{\ell}\right),$$

where $z = \|x - y\|_2$ for $x, y \in \Gamma$ and where the non-dimensional quantity $\ell > 0$ denotes the spatial correlation length. These covariance operators are pseudodifferential operators of order $r = -2$, $r = -4$, and $r = -6$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{domain.png}
\caption{The domain under consideration, with a co-ordinate grid. Its boundary is used for the numerical tests.}
\end{figure}

We discretize the covariance operators by the (periodic) biorthogonal spline wavelets $\Psi^{(d,d)}$ constructed in \cite{14}. This class of wavelet bases has two parameters, namely the order $d$ of the underlying spline space and the number of vanishing

\footnote{Here, we represented the Matérn kernel $k_{\nu}(z) = \frac{2^{1-\nu} \sqrt{\pi}}{\Gamma(\nu)} (\sqrt{2\nu \pi z})^\nu K_\nu(\sqrt{2\nu z})$, with $\sigma^2 = 1$, as a product of an exponential and a polynomial which is possible for $\nu = q - 1/2$ with $q \in \mathbb{N}$.}
moments $\tilde{d} \geq d$, where $d + \tilde{d}$ is even. When $\tilde{d}$ increases, then the dual wavelet functions become more regular, enabling preconditioning of pseudodifferential operators of negative order.

For computing the compressed covariance matrix, the domain is scaled to unit diameter. Then, we choose $a = a' = 2$ and $d' = d + (\tilde{d} - d + r)/4$ in (3.19). This choice turned out to be robust for different applications. The $p \times p$ compressed covariance matrix can be assembled in cost which scales linearly with $p$ if exponentially convergent $hp$-quadrature methods are employed for the computation of matrix entries, cf. [13, 32, 34]. Further matrix operations such as matrix-vector multiplications admit additional a-posteriori compression which is here applied. This was found to reduce the number of nonzero entries by an additional factor between 2 and 5, see [18, Thm. 8.3]. The pattern of the compressed system matrix shows the typical “finger-band” structure, see also Figure 2.

5.2. Condition numbers and compression rates. We choose first the correlation length $\ell = 1$ and focus on the covariance operators for $k_{1/2}$ and $k_{3/2}$. From the inequality $d < \tilde{d} + r$ for achieving optimal compression rates, we conclude that we need at least $\tilde{d} = 6$ vanishing moments to discretize $k_{1/2}$ and $\tilde{d} = 8$ vanishing moments to discretize $k_{3/2}$. In our experiments, we also include the borderline case of $\tilde{d} = d - r$ vanishing moments, which leads only to a loglinear compression rate.

The numerical results are listed in Table 1 for the Matérn covariance kernel $k_{1/2}$ and in Table 2 for the Matérn covariance kernel $k_{3/2}$. We find therein the condition numbers and the a-priori compression rates for the discretization by $p = 2^J$ piecewise linear hat functions and wavelets, respectively. It is seen from the column labeled “single-scale” that the condition number grows indeed by the factor $2^{J+1}$ in case of the discretization by piecewise linear hat functions. In contrast, the condition numbers in case of the discretization by wavelets is bounded for all choices of
\[ d \] except for the borderline case \( d = d - r \), where the condition numbers still grow, although quite moderately.

The compression rates, measured by the percentage of the number of nonzero coefficients (nnz) relative to \( p^2 \), are also good in the (borderline) case \( d = d - r \), although then only a loglinear compression rate can generally be expected. This is caused by wavelets with fewer vanishing moments tending to have smaller supports as is known to hold for the wavelets \( \psi^{(d,d)} \) from [14] which are presently used. Hence, we obtain less matrix coefficients in the system matrix which correspond to wavelets with overlapping supports. The compression pattern of the system matrices and \( p = 4096 \) wavelets are displayed for the Matérn covariance kernel \( k_{1/2} \) and \( \Psi^{(2,6)} \) on the left and in case of the Matérn covariance kernel \( k_{3/2} \) and \( \Psi^{(2,8)} \) on the right panel of Figure 2.

### Table 1

| \( p \) | \( J \) | single-scale | nnz | \( \Psi^{(2,4)} \) | nnz | \( \Psi^{(2,6)} \) | nnz | \( \Psi^{(2,8)} \) |
|-------|-------|--------------|-----|-----------------|-----|-----------------|-----|-----------------|
| 32    | 5     | \( 2.6 \cdot 10^3 \) | 100 | \( 2.4 \cdot 10^2 \) | 100 | \( 1.8 \cdot 10^2 \) | 100 | \( 6.6 \cdot 10^2 \) |
| 64    | 6     | \( 1.1 \cdot 10^4 \) | 80  | \( 2.7 \cdot 10^2 \) | 88  | \( 1.9 \cdot 10^2 \) | 98  | \( 6.7 \cdot 10^2 \) |
| 128   | 7     | \( 4.5 \cdot 10^4 \) | 60  | \( 3.1 \cdot 10^2 \) | 65  | \( 1.9 \cdot 10^2 \) | 71  | \( 6.8 \cdot 10^2 \) |
| 256   | 8     | \( 1.9 \cdot 10^5 \) | 40  | \( 3.4 \cdot 10^2 \) | 42  | \( 1.9 \cdot 10^2 \) | 48  | \( 6.8 \cdot 10^2 \) |
| 512   | 9     | \( 7.6 \cdot 10^5 \) | 25  | \( 3.7 \cdot 10^2 \) | 26  | \( 1.9 \cdot 10^2 \) | 30  | \( 6.8 \cdot 10^2 \) |
| 1024  | 10    | \( 3.1 \cdot 10^6 \) | 16  | \( 3.9 \cdot 10^2 \) | 16  | \( 1.9 \cdot 10^2 \) | 18  | \( 6.8 \cdot 10^2 \) |
| 2048  | 11    | \( 1.2 \cdot 10^7 \) | 9.4 | \( 4.0 \cdot 10^2 \) | 9.0 | \( 1.9 \cdot 10^2 \) | 10  | \( 6.8 \cdot 10^2 \) |
| 4096  | 12    | \( 5.0 \cdot 10^7 \) | 5.0 | \( 4.2 \cdot 10^2 \) | 5.0 | \( 1.9 \cdot 10^2 \) | 5.7 | \( 6.8 \cdot 10^2 \) |

Table 1. Condition numbers and compression rates in case of the Matérn covariance kernel \( k_{1/2} \). The compression rates validate the asymptotically linear behaviour. The condition numbers stay bounded for \( \Psi^{(2,6)} \) and \( \Psi^{(2,8)} \), whereas for \( \Psi^{(2,4)} \) a slight increase is observed.

### Table 2

| \( p \) | \( J \) | single-scale | nnz | \( \Psi^{(2,6)} \) | nnz | \( \Psi^{(2,8)} \) | nnz | \( \Psi^{(2,10)} \) |
|-------|-------|--------------|-----|-----------------|-----|-----------------|-----|-----------------|
| 32    | 5     | \( 3.2 \cdot 10^6 \) | 100 | \( 2.3 \cdot 10^4 \) | 100 | \( 1.9 \cdot 10^4 \) | 100 | \( 1.9 \cdot 10^4 \) |
| 64    | 6     | \( 5.8 \cdot 10^6 \) | 91  | \( 3.3 \cdot 10^3 \) | 98  | \( 2.3 \cdot 10^4 \) | 100 | \( 2.0 \cdot 10^4 \) |
| 128   | 7     | \( 1.1 \cdot 10^7 \) | 69  | \( 4.9 \cdot 10^3 \) | 75  | \( 2.5 \cdot 10^4 \) | 79  | \( 2.0 \cdot 10^4 \) |
| 256   | 8     | \( 1.9 \cdot 10^8 \) | 48  | \( 6.9 \cdot 10^3 \) | 51  | \( 2.6 \cdot 10^4 \) | 55  | \( 2.0 \cdot 10^4 \) |
| 512   | 9     | \( 3.3 \cdot 10^9 \) | 31  | \( 1.0 \cdot 10^4 \) | 33  | \( 2.6 \cdot 10^4 \) | 36  | \( 2.0 \cdot 10^4 \) |
| 1024  | 10    | \( 5.4 \cdot 10^{10} \) | 19  | \( 1.3 \cdot 10^4 \) | 20  | \( 2.7 \cdot 10^4 \) | 21  | \( 2.0 \cdot 10^4 \) |
| 2048  | 11    | \( 8.8 \cdot 10^{12} \) | 11  | \( 1.8 \cdot 10^4 \) | 12  | \( 2.7 \cdot 10^4 \) | 12  | \( 2.1 \cdot 10^4 \) |
| 4096  | 12    | \( 1.4 \cdot 10^{14} \) | 6.7 | \( 2.5 \cdot 10^4 \) | 6.8 | \( 2.8 \cdot 10^4 \) | 7.0 | \( 2.8 \cdot 10^4 \) |

Table 2. Condition numbers and compression rates in case of the Matérn covariance kernel \( k_{3/2} \). The numerical compression rates validate the asymptotically linear behaviour. The numerical condition numbers stay bounded for \( \Psi^{(2,8)} \) and \( \Psi^{(2,10)} \), whereas for \( \Psi^{(2,6)} \) a slight increase is observed.
5.3. Influence of the correlation length on the compression rates. We should finally comment on the dependence of the compression on the correlation length. Since we do not consider the correlation length in the a-priori compression, it has no effect on this compression. Nonetheless, the correlation length has a considerable effect on the a-posteriori compression. This can be seen in Figure 3 where we plotted the compression rates versus the correlation length in case of the Matérn covariance kernels $k_{1/2}$ and $k_{3/2}$ for a fixed level of resolution and wavelet basis (we use $\Psi^{(2,6)}$ for $k_{1/2}$ and $\Psi^{(2,8)}$ for $k_{3/2}$). While the a-priori compression rates are fixed, the a-posteriori compression improves as the correlation length decreases. This effect is clear as the correlation becomes more and more local, thus, the far-field interaction gets negligible.

![Figure 3](image)

**Figure 3.** Influence of the correlation length on the compression rates (measured by the number of nonzero matrix entries in percent) in case of the Matérn covariance kernel $k_{1/2}$ and $\Psi^{(2,6)}$ (left) and in case of the Matérn covariance kernel $k_{3/2}$ and $\Psi^{(2,8)}$ (right). While the a-priori compression is unchanged, a-posteriori compression improves as the spatial correlation length decreases.

5.4. Decay of the diagonal entries. We next consider the behavior of the diagonal of the covariance matrices in wavelet coordinates. In Figure $\text{III}$ we plotted the diagonal entries for the Matérn covariance kernels $k_{1/2}$, $k_{3/2}$, and $k_{5/2}$. We clearly see the transition between the levels at the abscissa values $2^j$. And indeed, if we compute the mean of the diagonal entries per level, the jump size between subsequent levels is precisely $4$, $16$, and $64$, which corresponds to $2^{-r}$ with $r$ being the operator order. As a consequence, the knowledge of the diagonal entries (or their mean) of just two subsequent levels is sufficient to estimate the coloring operator order, which, in turn, determines the path regularity and the tapering pattern.

5.5. Fast simulation. We shall next illustrate the efficient numerical simulation of GRF samples on the algorithm from Subsection $\text{II}$. We apply this algorithm to compute the square root of the compressed covariance matrix. To this end, we employ again the Matérn covariance kernel $k_{1/2}$ and $\Psi^{(2,6)}$ as well as the Matérn covariance kernel $k_{3/2}$ and $\Psi^{(2,8)}$. The correlation length is chosen as $\ell = 1$. We numerically evaluate the $\| \cdot \|_2$ norm error between the exact matrix square root
Size of the diagonal coefficients in case of the Matérn covariance kernels $k_{1/2}$, $k_{3/2}$, and $k_{5/2}$ for $\ell = 1$ and $n = 1$. We clearly observe the decay relative to the level, which depends on the order of the covariance operator. The jump between the level is of relative height 4, 16, and 64 and reflects the operator order. Jump height is $2^{|r|}$, where $r = -(2\nu + 1)$.

(computed by using the \texttt{sqrtm}-function from \texttt{Matlab}) and the approximation by (4.7) in dependence on the parameter $K$. A sensitive input parameter is $\hat{\kappa}^{-1}$, which is the ratio between the smallest and largest eigenvalue. Therefore, we use its exact value on one hand and its over- or underestimation by a factor of two on the other hand, which accounts for numerical approximation. The results are displayed in Figure 5. It turns out that the convergence heavily depends on $\hat{\kappa}^{-1}$ and, thus, on the condition number of the matrix under consideration. Especially,
underestimation of $\hat{R}^{-1}$ seems to be harmless while overestimation slows down convergence considerably. Nonetheless, in any case, we achieve after for $K = 40$ machine precision. Although the computations have been only carried out for fixed discretization level (namely, for $p = 1024$ wavelets), we obtain exactly the same plots for other values of $p$ as the condition number of the covariance matrix stays constant in accordance with Tables 1 and 2.

5.6. Covariance estimation. We shall next illustrate the multilevel Monte Carlo estimation of the covariance matrix. To that end, we consider the $\ell^2$-difference between the original (uncompressed) covariance matrix and its approximation by the multilevel Monte Carlo method, using wavelet matrix compression. As test case, we consider the Matérn kernel $k_{1/2}$, which is of order $-2$. Consequently, it holds $r = 1$, $n = 1$, and $t = t' = 0$ in Section 4.2. The wavelet basis used to discretize the covariance matrix is $Ψ_{(2,6)}$. For the Monte Carlo sampling, we choose the fixed number of $\tilde{M}_J = 100$ samples on the finest level $J$ of spatial resolution and increase the number $\tilde{M}_j$ of MC samples by the factor $2^{2(n+\alpha)/3} = 2$ when passing from spatial resolution level $j$ to $j-1$, $1 \leq j \leq J$.

There, we choose the borderline case $\alpha = 1/2$. This essentially yields the convergence order $2^{J/2}$ of the multilevel Monte Carlo method.

The results are presented in Table 3. Here, one figures out the sample numbers $\tilde{M}_j$ per level $j$ in case of discretization level $J = 12$. For smaller levels, one just has to remove the largest numbers accordingly. We moreover tabulated the $\ell^2$-error between the (uncompressed) covariance matrix and its estimate, where the given numbers correspond to the mean of 10 runs. The convergence order is like expected, as validated by the contraction factor 1.41 between the levels, which is approximately observed. In Figure 6, one finds the original covariance matrix of size $512 \times 512$ on the left and its Monte Carlo estimate on the right. In the (single-level) MC estimate, no a-priori (oracle) information on the sparsity pattern has been provided. Still, the compression pattern has clearly been identified.

Figure 6. Truth covariance matrix (left) in wavelet representation and its multilevel Monte Carlo estimation (right) for $p = 512$ parameters. Spatial dimension $d = 1$, Matérn-covariance kernel $k_{1/2}$, spatial correlation length $\ell = 1$, wavelet $Ψ_{(2,6)}$. 
Table 3. MLMC Covariance estimation. Sample sizes \( \tilde{M}_j \) and accuracy of the multilevel Monte Carlo covariance estimation, with \( \tilde{M}_j = 100 \), and with \( M_j = M_j 2^{J-j} \); presented here for \( J = 12 \).

| \( p \) | \( J \) | \( \tilde{M}_j \) | \( \ell^2 \)-error | (2.1) |
|---|---|---|---|---|
| 8 | 3 | 51200 | 1.1 \cdot 10^{-4} | — |
| 16 | 4 | 25600 | 5.4 \cdot 10^{-2} | (2.1) |
| 32 | 5 | 12800 | 4.9 \cdot 10^{-2} | (1.1) |
| 64 | 6 | 6400 | 2.9 \cdot 10^{-2} | (1.7) |
| 128 | 7 | 3200 | 1.9 \cdot 10^{-2} | (1.5) |
| 256 | 8 | 1600 | 1.3 \cdot 10^{-2} | (1.4) |
| 512 | 9 | 800 | 1.1 \cdot 10^{-2} | (1.3) |
| 1024 | 10 | 400 | 8.5 \cdot 10^{-3} | (1.2) |
| 2048 | 11 | 200 | 5.3 \cdot 10^{-3} | (1.6) |
| 4096 | 12 | 100 | 2.9 \cdot 10^{-3} | (1.3) |

5.7. Sparse approximate kriging. We next consider the kriging approach presented in Subsection 4.3 and especially in Remark 4.7. To this end, we consider that we have given \( K = 32 \) locally supported functionals \( g_i \) which are equidistantly distributed at the boundary \( \Gamma \) of the computational domain under consideration. Then, using \( p = 512 \) piecewise linear ansatz functions and wavelets \( \Psi^{(2,6)} \), we obtain the matrix representation (4.20) which is illustrated in Figure 7. We emphasize that the matrix which arises from the fast wavelet transform (second and fourth matrix in Figure 7) has obviously \( \mathcal{O}(p \log p) \) nonzero matrix coefficients. However, its application to a vector can be realized numerically in \( \mathcal{O}(p) \) operations with a very small constant that depends on the filter length of the wavelets.

5.8. Computations of a GRF on \( S^2 \). After having illustrated the theoretical findings on a manifold in two spatial dimensions, we shall also demonstrate the wavelet compression for GRFs in spatial dimension \( n = 2 \). We consider the simulation of the centered GRF \( Z \) on the unit sphere \( M = S^2 \subset \mathbb{R}^3 \). The covariance kernel under consideration is assumed to be the Matèrn kernel \( k_{1/2} \), defined in terms of the geodesic distance on \( S^2 \), with unit geodesic correlation length. We
apply piecewise constant wavelets with three vanishing moments, as constructed in \cite{33}. Since (3.19) is violated and the wavelets are also not suitable for preconditioning since \( \gamma = 1/2 \), we perform the matrix compression as for an operator of order 0. This is justified since also the Karhunen-Loève expansion is computed with respect to \( L^2(S^2) \). As pointed out in \cite{31}, the Cholesky decomposition of the compressed covariance matrix can efficiently computed with nested dissection reordering, compare Figure 8. Here, we see the original matrix pattern of the compressed covariance operator on the left, its reordered version in the middle, and the resulting Cholesky factor on the right. Indeed, the number of nonzero matrix coefficients of the Cholesky factor is only about 4–5 times higher than that of the compressed covariance operator (compare Table 4). This appears to be consistent with \cite[Proposition 1]{53}.

![Figure 8. GRF on \( M = S^2 \): sparsity pattern of the compressed covariance operator in wavelet coordinates (left), its nested dissection, “skyline” reordering (middle), and sparsity pattern of the exact Cholesky factor (right) of the compressed, reordered covariance matrix \( C_p \in \mathbb{R}^{p \times p} \) for \( p = 393216 \). Consistent with \cite[Proposition 1]{53}, see also \cite[Chap. 4.2]{25}.](image)

The efficient drawing of numerically approximated random samples proceeds as follows. Let \( C_j^\psi \) denote the compressed covariance operator, \( C_j^\psi = L_j^\psi (L_j^\psi)^\top \) its Cholesky decomposition, and \( G_j^\phi \) the mass matrix with respect to the piecewise constant single-scale basis, which is a diagonal matrix. Then, for a uniformly normally distributed random vector \( X(\omega) \), the random vector \( Y(\omega) = (G_j^\phi)^{-1} T_{\psi \rightarrow \phi} L_j^\psi X(\omega) \) represents the sought Gaussian random field on the unit sphere \( S^2 \), expressed with respect to the piecewise constant single-scale basis. As can be seen in the last column of Table 4, the computation time per sample is very small. Four realizations can be found in Figure 9.

All the computations have been carried out on a compute server with dual 20-core Intel Xeon E5-2698 v4 CPU at 2.2 GHz and 768 GB RAM. The computation of the compressed covariance operator has been done with the help of a C-program on a single core in line with \cite{34}, while nested dissection and the Cholesky factorization have been computed by using MATLAB.\footnote{Release 2018b}

Let us emphasize that, according to \cite{47, 60}, wavelets with the same properties are available also in case of unstructured triangulations. Furthermore, the efficient
assembly of the system matrix in case of such wavelets has been presented in [2]. Therefore, the algorithm proposed here can be expected to perform efficiently also in practical situations, e.g., for high-dimensional graphical models, where the present hypotheses may not hold or may be difficult to verify.

6. Conclusions

For a GRF \( Z \) indexed by a smooth manifold \( M \) which is obtained by “coloring” white noise \( W \) with an elliptic, self-adjoint pseudodifferential operator \( \mathcal{A} \) as in (2.1), we proved that in suitable wavelet coordinates in \( L^2(M) \) precision and covariance operators \( \mathcal{P} \) and \( \mathcal{C} \) of \( Z \) both admit numerical approximations that are optimally sparse. This is to say, for any number \( p \in \mathbb{N} \) of leading wavelet coordinates of \( Z \), the \( p \times p \) sections \( \mathcal{P}_p \) and \( \mathcal{C}_p \) of equivalent, bi-infinite matrix representations \( \mathcal{P}, \mathcal{C} \in \mathbb{R}^{n \times n} \) of \( \mathcal{C} \) and \( \mathcal{P} \) admit sparse approximations \( \mathcal{P}_p^\varepsilon \) and \( \mathcal{C}_p^\varepsilon \) with \( \mathcal{O}(p) \) nonzero entries that are optimally consistent with \( \mathcal{C} \) and \( \mathcal{P} \). The location of the \( \mathcal{O}(p) \) “essential” entries of \( \mathcal{P}_p^\varepsilon \) and \( \mathcal{C}_p^\varepsilon \) is universal (for the pseudodifferential colorings under consideration) and can either be given a-priori, based on regularity of \( Z \), or numerically estimated a-posteriori from the decay of the wavelet coefficients, see Figure 4. This a-posteriori compression is facilitated by a wavelet representation of the GRF \( Z \), since sample-wise smoothness of \( Z \) in Sobolev and Besov scales on \( M \) is encoded in the decay (of the components) of the random coefficient sequence \( \tilde{z} \) corresponding to the MRA. We furthermore have proven that diagonal preconditioning renders the condition numbers of both, \( \mathcal{P}_p^\varepsilon \) and \( \mathcal{C}_p^\varepsilon \), bounded uniformly with respect to the number of parameters, \( p \).
The theory and the algorithms do not rely on stationarity of the GRFs. Furthermore, the assumption of self-adjointness on the coloring operator $A$ was made only for ease of presentation. In the general case $A^* \neq A$ the covariance operator $C = (A^*A)^{-1}$ will still be self-adjoint and the GRF $Z = A^{-1}W$ colored by $A$ has the same distribution as a GRF colored by the self-adjoint operator $|A| = (A^*A)^{1/2}$.

The wavelet-based numerical covariance compression and preconditioning is in line with work to exploit a-priori structural hypotheses on covariance matrix sparsity for the efficient numerical approximation of (samples of) GRFs and of algorithms to estimate their covariance operators and functions. As one possible extension for the efficient numerical approximation of (samples of) GRFs and of algorithms in high-dimensional, graphical models (e.g. \cite{Condition A1}), where methodologies such as (group) LASSO. These are well established for statistical inference in high-dimensional, graphical models (e.g. \cite{Condition A1}), where numerical constructions of MRAs have been proposed e.g. in \cite{15}. The hierarchic nature of wavelet MRAs naturally facilitates novel, multilevel versions of established covariance estimation algorithms as described in \cite{17, 6, 52, 42} and the references there. They amount to sampling the GRF $Z$ represented in the MRA with a number of samples which depends on the spatial resolution level, with large numbers of low-resolution samples, and only few samples at the highest spatial resolution. We presented one such multilevel estimation algorithm and proved its asymptotically optimal, linear complexity for all pseudodifferential colorings under consideration. We introduced a novel, numerically sparse multilevel algorithm for kriging, i.e., for the spatial prediction given data. This is only a first application of the present results to methodologies in spatial statistics and more are conceivable. For instance, the computational benefits of wavelet representations may be exploited for computationally challenging tasks such as statistical inference of parameters.

**Appendix A. Pseudodifferential operators on manifolds**

We consider orientable manifolds satisfying Assumption \cite{11}. In the case that $\mathcal{M}$ is not orientable, there exists a covering manifold $\tilde{\mathcal{M}}$ of $\mathcal{M}$ with two sheets such that $\mathcal{M}$ is orientable \cite[Thm. I.58]{3} and of dimension $n \geq 1$.

**A.1. Surface differential calculus.** A tangent vector at $x \in \mathcal{M}$ is a mapping $X: f \to X(f) \in \mathbb{R}$ which is defined on the set of functions $f$ that are differentiable in a neighborhood of $x$ which satisfies a) for $\lambda, \mu \in \mathbb{R}$, $X(\lambda f + \mu g) = \lambda X(f) + \mu X(g)$, b) $X(f) = 0$ if $f$ is flat, c) $X(fg) = f(x)X(g) + g(x)X(f)$. The tangent space $T_x(\mathcal{M})$ to $\mathcal{M}$ at $x \in \mathcal{M}$ is the set of tangent vectors at $x$. In any coordinate system $\{x^i\}$ in $\mathcal{M}$ at $x$, the vectors $\partial/\partial x^i$ defined by $(\partial/\partial x^i)_x(f) = [\partial(f \circ \varphi^{-1})/\partial x^i]_{\varphi(x)}$ belong to $T_x(\mathcal{M})$, and form a basis of the tangent vector space at $x \in \mathcal{M}$. Here, $\varphi$ is any diffeomorphism on a neighborhood of $x$. Its dual vector space is denoted by $T^*_x(\mathcal{M})$. The tangent space $T(\mathcal{M})$ to $\mathcal{M}$ is $\bigcup_{x \in \mathcal{M}} T_x(\mathcal{M})$, the dual tangent space $T^*(\mathcal{M})$ is $\bigcup_{x \in \mathcal{M}} T^*_x(\mathcal{M})$. The tangent space $T(\mathcal{M})$ carries a vector fiber bundle structure. More generally, for $r,s \in \mathbb{N}$, the fiber bundle $T^*(\mathcal{M})$ of $(r,s)$ tensors is $\bigcup_{x \in \mathcal{M}} T^*_x(\mathcal{M}) \otimes^r \otimes T^*_x(\mathcal{M}) \otimes^s$.

The manifold $\mathcal{M}$ gives rise to the compact metric space $(\mathcal{M}, \text{dist}(\cdot, \cdot))$, where the distance $\text{dist}(\cdot, \cdot)$ can be chosen, for example, as the geodesic distance in $\mathcal{M}$ of two points $x, x' \in \mathcal{M}$, see \cite[Prop. I.35]{3}.
A.1.1. Coordinate charts and triangulations. Provided that the manifold $\mathcal{M}$ of dimension $n$ satisfies Assumption 2.1.1 it can be locally represented as parametric surface consisting of smooth coordinate patches. Specifically, denote by $\square = [0,1]^n$ the unit cube. Then we assume that $\mathcal{M}$ is partitioned into a finite number $M$ of closed patches $\mathcal{M}_i$ such that

$$\mathcal{M} = \bigcup_{i=1}^{M} \mathcal{M}_i, \quad \mathcal{M}_i = \gamma_i(\square), \quad i = 1, \ldots, M.$$ 

Here, each $\gamma_i : \square \to \mathcal{M}_i$ is assumed to be a smooth diffeomorphism. We also assume that there exist smooth extensions $\tilde{\mathcal{M}}_i \supset \mathcal{M}_i$ and $\tilde{\gamma}_i : \tilde{\square} \to \tilde{\mathcal{M}}_i$ such that $\tilde{\gamma}_i(\square) = \gamma_i$, where $\tilde{\square} = (-1,1)^n$. Note that, in the notation of Section 2, $G = \tilde{\square}$.

The intersections $\mathcal{M}_i \cap \mathcal{M}_j$ for $i \neq j$ are either assumed to be empty or to be diffeomorphic to $[0,1]^k$ for some $0 \leq k < n$. We assume the charts $\gamma_i$ to be $C^0$-compatible in the sense that for every $\hat{x} \in \mathcal{M}_i \cap \mathcal{M}_j$ exists a bijective mapping $\Theta : \square \to \square$ such that $(\gamma_i \circ \Theta)(x) = \hat{x}$ for $x = (x_1, \ldots, x_n)$ in $\square$ with $\gamma_i(x) = \hat{x}$. Note that $C^0$-compatibility admits $\mathcal{M} = \partial G$ for certain polytopal domains $G$. In the case that $\mathcal{M} = \partial G$ is smooth, we shall assume that the extensions satisfy $\mathcal{M}_i \subset \mathcal{M}$ and that the charts $\gamma_i$ are smoothly compatible.

In the construction of MRAs on $\mathcal{M}$, we shall require triangulations of $\mathcal{M}$. We shall introduce these in the Euclidean parameter domain $\square$ and lift them to the coordinate patches $\mathcal{M}_i$ on $\mathcal{M}$ via the charts $\gamma_i$.

A mesh of refinement level $j$ on $\mathcal{M}$ is obtained by dyadic subdivisions of depth $j$ of $\square$ into $2^{2n}$ subcubes $C_{j,k} \subset \square$, where the multi-index $k = (k_1, \ldots, k_n) \in \mathbb{N}_0^n$ tags the location of $C_{j,k}$ with $0 \leq k_m < 2^j$. With this construction in each coordinate patch, and taking into account the inter-patch compatibility of the charts $\gamma_i$, this results in a regular quadrilateral triangulation of $\mathcal{M}$ consisting of $2^{2n}M$ cells $\Gamma_{i,j,k} = \gamma_i(C_{j,k}) \subset \mathcal{M}_i \subset \mathcal{M}$.

A.1.2. Sobolev spaces. Let $\mathcal{M}$ denote a compact manifold as in Section A.1.1. Sobolev spaces on $\mathcal{M}$ are invariantly defined in the usual fashion, i.e., in local coordinates of a smooth atlas $\{\tilde{\gamma}_i\}_{i=1}^{M}$ of coordinate charts on $\mathcal{M}$.

As in Assumption 2.1.1 we assume that $\mathcal{M}$ has dimension $n \in \mathbb{N}$, $\partial \mathcal{M} = \emptyset$, and is equipped with a (surface) measure $\mu$. It is given in terms of the first fundamental form on $\mathcal{M}$ which, on $\mathcal{M}_i$, is given by

$$K_i(x) = (\partial_j \tilde{\gamma}_i(x) \cdot \partial_j \tilde{\gamma}_i(x))^{\frac{1}{2}}, \quad x \in \tilde{\gamma}_i^{-1}(\mathcal{M}_i).$$

The matrix $K_i$ in (A.1) is symmetric and positive definite uniformly in $x \in \tilde{\mathcal{M}}_i$. The $L^2(\mathcal{M})$ inner product on $\mathcal{M}$ can then be expressed in the local chart coordinates via

$$(v,w)_{L^2(\mathcal{M})} := \int_{\mathcal{M}} v(x)w(x) \, d\mu(x)$$

$$= \sum_{i=1}^{M} \int_{\square} ((\chi_i v) \circ \tilde{\gamma}_i)(x)((\chi_i w) \circ \tilde{\gamma}_i)(x) \sqrt{\det(K_i(x))} \, dx,$$

where $\{\chi_i\}_{i=1}^{M}$ denotes a smooth partition of unity which is subordinate to the atlas $\{\tilde{\gamma}_i\}_{i=1}^{M}$. For $1 \leq p \leq \infty$, $L^p(\mathcal{M})$ shall denote the usual space of real-valued, strongly measurable maps $v : \mathcal{M} \to \mathbb{R}$ which are $p$-integrable with respect to $\mu$. 

 Sobolev spaces on $\mathcal{M}$ are invariably defined by lifting their Euclidean versions on $\mathbb{R}^n$ to $\mathcal{M}$ via $\tilde{\gamma}_i$. For $s \geq 0$, the respective norm on $H^s(\mathcal{M})$ may be defined by
\[
\|v\|_{H^s(\mathcal{M})} := \sum_{i=1}^{M} \|\tilde{\gamma}_i(v)\|_{H^s(\mathbb{R}^n)}.
\]
This definition is equivalent to the definition of $H^s(\mathcal{M})$ and $\|\cdot\|_{H^s(\mathcal{M})}$ in (2.5). For further details the reader is referred to [37, pp. 30–31 of Appendix B] and the references therein. (Note that the proof of this equivalence on the sphere $\mathcal{M} = S^2$ as elaborated in [37] exploits only compactness and smoothness of $S^2$. Thus, it can be generalized to any manifold as considered in this work.)

For $s < 0$, the spaces $H^s(\mathcal{M})$ are defined by duality, here and throughout identifying $L^2(\mathcal{M})$ with its dual space.

A.2. (Pseudo)differential operators. We review basic definitions and notation from the Hörmander–Kohn–Nirenberg calculus of pseudodifferential operators, to the extent that they are needed in our analysis of covariance kernels and operators.

A.2.1. Basic definitions. Let $G$ be an open, bounded subset of $\mathbb{R}^n$, $r, \rho, \delta \in \mathbb{R}$ with $0 \leq \rho \leq \delta \leq 1$. The Hörmander symbol class $S^r_{\rho, \delta}(G)$ consists of all $b \in C^\infty(G \times \mathbb{R}^n)$ such that, for all $K \subset\subset G$ and for any $\alpha, \beta \in \mathbb{N}_0^n$, there is a constant $C_{K, \alpha, \beta} > 0$ with
\[
(A.2) \quad \forall x \in K, \forall \xi \in \mathbb{R}^n : \quad |\partial_x^\alpha \partial_\xi^\beta b(x, \xi)| \leq C_{K, \alpha, \beta}(1 + |\xi|)^{r - \rho|\alpha| + \delta|\beta|}.
\]
When the set $G$ is clear from the context, we write $S^r_{\rho, \delta}$. In what follows, we shall restrict ourselves to the particular case $\rho = 1, \delta = 0$, and consider $S^r_{1,0}$. In addition, we write $S^r_{1,0} := \bigcap_{r \in \mathbb{R}} S^r_{1,0}$. A symbol $b \in S^r_{1,0}$ gives rise to a pseudodifferential operator $B$ via the relation (2.3).

When $b \in S^r_{1,0}$, the operator $B$ is said to belong to $OPS^r_{1,0}(G)$ and it is (in a suitable topology) a continuous operator $B : C^\infty(G) \to C^\infty(G)$, cf. [61, Thm. II.1.5]. We write $OPS^{-\infty}_{1,0}(G) = \bigcap_{r \in \mathbb{R}} OPS^r_{1,0}(G)$. We say that the operator $B \in OPS^r_{1,0}(G)$ is elliptic of order $r$ if, for each compact $K \subset\subset G$ and $R > 0$ such that
\[
\forall x \in K, \forall |\xi| \geq R : \quad |b(x, \xi)| \geq C_K(1 + |\xi|^2)^r.
\]

A.2.2. (Pseudo)differential operators on manifolds. We suppose Assumption 2.1. Having introduced the class $OPS^r_{1,0}(G)$ for an Euclidean domain $G$, the operator class $OPS^r_{1,0}(\mathcal{M})$ is defined by the usual “lifting to $\mathcal{M}$ in local coordinates” as described, e.g., in [61, Sec. II.5]. The definition is based on the behavior of $OPS^r_{1,0}(G)$ under smooth diffeomorphic changes of coordinates which we consider first.

Let $G, \mathcal{O} \subset \mathbb{R}^n$ be open and let $\gamma : G \to \mathcal{O}$ be a diffeomorphism. Consider $B \in OPS^r_{1,0}(G)$, so that $B : C^\infty_0(G) \to C^\infty_0(G)$. We define the transported operator $\tilde{B}$ by
\[
\tilde{B} : C^\infty_0(\mathcal{O}) \to C^\infty_0(\mathcal{O}), \quad u \mapsto B(u \circ \gamma) \circ \gamma^{-1}.
\]
For $r \in \mathbb{R}$, we then consider $OPS^r_{1,0}(\mathcal{M})$, the Hörmander class of pseudodifferential operators on $\mathcal{M}$ (investigated earlier by Kohn and Nirenberg [44]). We alert the reader to the use of the notation $OPS^r(\mathcal{M})$ for the so-called classical pseudodifferential operators which afford (pseudo)homogeneous symbol expansions and comprise a strict subset of $OPS^r_{1,0}(\mathcal{M})$, see, e.g., [58].
Pseudodifferential operators in $OPS^r_{1,0}(M)$ on manifolds $M$ are defined in local coordinates. A linear operator $B: C^\infty(M) \to C^\infty(M)$ is a pseudodifferential operator of order $r \in \mathbb{R}$ on $M$, $B \in OPS^{r}_{1,0}(M)$, if for any finite, smooth partition of unity $\{\chi_i \in C^\infty_0(\tilde{M}_i) : i = 1, \ldots, \tilde{m}\}$ with respect to any atlas $\{(\tilde{M}_i, \tilde{\gamma}_i)\}^{\tilde{m}}_{i=1}$ of $M$ all transported operators satisfy

\[(A.3) \quad f \mapsto B_{i,i'}f = f \mapsto [(B[\chi_i(f \circ \tilde{\gamma}_i^{-1})])\chi_{i'}] \circ \tilde{\gamma}_{i'} \in OPS^{r}_{1,0}(\tilde{\gamma}_i^{-1}(\tilde{M}_i)) \quad \forall i, i' = 1, \ldots, \tilde{m}.
\]

The class of all such operators is denoted $OPS^{r}_{1,0}(M)$. Importantly, $OPS^{r}_{1,0}(M)$ defined in this way does not depend on the choice of the atlas of $M$ and is invariantly defined [61, Sec. II.5], [61, Def. 18.1.20].

A.2.3. Principal symbols. For a bounded, open set $O \subseteq \mathbb{R}^n$, the principal symbol $b_0(x, \xi)$ of $B \in OPS^{r}_{1,0}(O)$ is the equivalence class in $S_{1,0}^r(O)/S_{1,0}^{-1}(O)$ (see, e.g., [61, p. 49]). Any member of the equivalence class will be called a principal symbol of $B$. For $B \in OPS^{r}_{1,0}(M)$, its principal symbol $b_0(x, \xi)$ is invariantly (with respect to the choice of atlas on $M$) defined on $T^*(M)$ (see [61, Eq. (5.6)]).

A.2.4. Pseudodifferential calculus. The symbol class $S^{r}_{1,0}$ admits a symbolic calculus (e.g., [61, Prop. II.1.3]). In the sequel, we assume all pseudodifferential operators to be properly supported, see [61, Def. II.3.6]. This is not restrictive, as every $B \in OPS^{r}_{1,0}(M)$ can be written as $B = B_1 + \mathcal{R}$, where $B_1 \in OPS^{r}_{1,0}(M)$ is properly supported and where $\mathcal{R} \in OPS^{-\infty}(M)$ [61, Prop. 18.1.22].

**Proposition A.1.** Let $r, t \in \mathbb{R}$ and $A, B \in OPS^{r}_{1,0}(M)$, $B \in OPS^{t}_{1,0}(M)$ be properly supported. Then, it holds

(i) $A + B \in OPS^{\max\{r,t\}}_{1,0}(M)$,
(ii) $AB \in OPS^{r+t}_{1,0}(M)$,
(iii) $\forall s \in \mathbb{R}: A: H^s(M) \to H^{s-r}(M)$ is continuous.

**Proof.** The symbol class $S^{r}_{1,0}$ is constructed such that by \[(A.2) \quad S^{r}_{1,0} \subseteq S^{\max\{r,t\}}_{1,0}
\] and also $S^{r}_{1,0} \subseteq S^{\max\{r,t\}}_{1,0}$. Assertion (i) follows from the construction of the class $OPS^{r}_{1,0}(M)$ via an atlas, see Section A.2.2.

Recall the atlas $\{\tilde{\gamma}_i\}^{\tilde{m}}_{i=1}$ of $M$ with subordinate smooth partition of unity $\{\chi_i\}^{M}_{i=1}$. The transported operators $A_{i,i'}$ and $B_{i,i'}$ defined according to [A.3] belong to $OPS^{r}_{1,0}(\tilde{M})$ and to $OPS^{t}_{1,0}(\tilde{M})$. By [61, Thm. II.4.4], $A_{j,j'}B_{j,j'} \in OPS^{r+t}_{1,0}(\tilde{M})$. Thus, claim (ii) holds by the construction of the class $OPS^{r+t}_{1,0}(M)$ in Subsection A.2.2.

Finally, the third assertion (iii) follows from [61, Thm. II.6.5], which is elucidated on [61, p. 53 of Sec. II.7].

**Proposition A.2.** Let $r \in \mathbb{R}$ and $A \in OPS^{r}_{1,0}(M)$ be self-adjoint, positive definite, and elliptic, i.e., there exists a constant $a_- > 0$ such that

$$\forall w \in H^{r/2}(M) : \quad \langle Aw, w \rangle \geq a_- \|w\|_{H^{r/2}(M)}^2.$$ 

Then, for every $\beta \in \mathbb{R}$, $A^\beta \in OPS^{2\beta}_{1,0}(M)$.

**Proof.** Since $a_- > 0$, $A$ is invertible. The assertion follows from [58, Thm. 3].
APPENDIX B. Multiresolution bases on manifolds

In this section we briefly explain how the single-scale basis $\Phi_j$, the dual single-scale basis $\tilde{\Phi}_j$, as well as the biorthogonal complement bases $\Psi_j$ and $\tilde{\Psi}_j$ in (3.3), (3.4) and (3.6) can be constructed on a manifold $\mathcal{M}$ which satisfies Assumption 2.3.11. Furthermore, we collect some of their basic properties.

We recall from (3.3) that, for $j > j_0$, the subspaces $V_j \subset V_{j+1} \subset \ldots \subset L^2(\mathcal{M})$ are spanned by single-scale bases $\Phi_j := \{\phi_{j,k} : k \in \Delta_j\}$, where $\Delta_j$ denote suitable index sets describing spatial localization of the $\phi_{j,k}$. Furthermore, the subspaces are of cardinality $\dim(V_j) = O(2^{n j})$. We assume elements $\phi_{j,k} \in V_j$ to be normalized in $L^2(\mathcal{M})$, and their supports to scale according to $\text{diam}(\text{supp}\phi_{j,k}) \approx 2^{-j}$. We associate with these bases so-called dual single-scale bases $\tilde{\Phi}_j := \{\tilde{\phi}_{j,k} : k \in \Delta_j\}$, for which one has $\langle \tilde{\phi}_{j,k} , \phi_{j,k} \rangle = \delta_{k,k'}$ for $k,k' \in \Delta_j$. Such dual systems of one-scale bases on $\mathcal{M}$ can be lifted in charts $\mathcal{M}_j$ via parametrizations $\gamma_j$ from tensor products of univariate systems in the parameter domains $\square \subset \mathbb{R}^n$. For example, for primal bases $\Phi_j$ obtained from tensorized, univariate B-splines of order $d$ in $\square$ with dual bases of order $\tilde{d}$ such that $d + \tilde{d}$ is even, the $\Phi_j$ and $\tilde{\Phi}_j$ have approximation orders $d$ and $\tilde{d}$, respectively, see (3.2). The respective regularity indices $\gamma$ and $\tilde{\gamma}$, see (3.2), satisfy $\gamma = d - 1/2$, whereas $\tilde{\gamma} \sim \tilde{d}$. We refer to $[47, 20, 48]$ for detailed constructions.

The biorthogonality of the systems $\Phi_j, \tilde{\Phi}_j$ allows to introduce canonical projectors $Q_j$ and $Q_j^*$ for $j \in \mathbb{N}$ with $j > j_0$:

$$Q_j v := \sum_{k \in \Delta_j} \langle v, \tilde{\phi}_{j,k} \rangle \phi_{j,k}, \quad Q_j^* v := \sum_{k \in \Delta_j} \langle v, \phi_{j,k} \rangle \tilde{\phi}_{j,k},$$

associated with corresponding multiresolution sequences $\{V_j\}_{j > j_0}$ and $\{\widetilde{V}_j\}_{j > j_0}$.

The $L^2(\mathcal{M})$-boundedness of $Q_j$ implies the Jackson and Bernstein inequalities,

$$\|v - Q_j v\|_{H^s(\mathcal{M})} \leq 2^{-j(t-s)} \|v\|_{H^t(\mathcal{M})} \quad \forall v \in H^t(\mathcal{M}),$$

for all $-\tilde{d} \leq s \leq t \leq d$, $s < \gamma$, $-\tilde{\gamma} < t$, and

$$\|Q_j v\|_{H^s(\mathcal{M})} \leq 2^{j(s-t)} \|Q_j v\|_{H^t(\mathcal{M})} \quad \forall v \in H^t(\mathcal{M}),$$

for all $t \leq s \leq \gamma$, with constants implied in $\zeta$ which are uniform with respect to $j$.

To define MRAs, we start by introducing index sets $\nabla_j := \Delta_{j+1} \setminus \Delta_j$, $j > j_0$. Given single-scale bases $\Phi_j, \tilde{\Phi}_j$, the biorthogonal complement bases $\Psi_j$ and $\tilde{\Psi}_j$ in (3.6) satisfying the biorthogonality relation (3.7) can be constructed such that (3.8) holds. We refer to $[47, 38, 61]$ for particular constructions.

With the convention $Q_{j_0} = Q_{j_0}^* = 0$, one has for $v_j \in V_j$ and for $\tilde{v}_j \in \tilde{V}_j$ that

$$v_j := \sum_{j=j_0}^{j-1} (Q_{j+1} - Q_j) v_j, \quad \tilde{v}_j := \sum_{j=j_0}^{j-1} (Q_{j+1}^* - Q_j^*) \tilde{v}_j,$$

$$(Q_{j+1} - Q_j) v := \sum_{k \in \nabla_j} \langle v, \tilde{\psi}_{j,k} \rangle \psi_{j,k}, \quad (Q_{j+1}^* - Q_j^*) v := \sum_{k \in \nabla_j} \langle v, \psi_{j,k} \rangle \tilde{\psi}_{j,k}.$$
basis and complement bases, i.e.,
\[ \Psi = \bigcup_{j \geq j_0} \Psi_j \quad \text{and} \quad \overline{\Psi} = \bigcup_{j \geq j_0} \overline{\Psi}_j \]
where we use the convention \( \Psi_{j_0} := \Phi_{j_0+1} \), \( \overline{\Psi}_{j_0} := \Phi_{j_0+1} \) and assume that all basis functions are normalized in \( L^2(\mathcal{M}) \). The bases \( \Psi \) and \( \overline{\Psi} \) are called the primal and dual MRAs, respectively.

The key to the preconditioning results for the covariance and precision matrices in Subsection 3.2 is the effect of diagonal preconditioning for pseudodifferential operators in MRAs. To address this, we let \( B \in OPS_{1,0}(\mathcal{M}) \) be a pseudodifferential operator which satisfies Assumption 2.1(II), so that \( B: H^{r/2}(\mathcal{M}) \to H^{-r/2}(\mathcal{M}) \) is an isomorphism. Assume that \( \gamma > 0 \). By (3.11), \( \Psi \) is a Riesz basis for \( L^2(\mathcal{M}) \), so that the corresponding finite section matrices
\[ B_J = \left( \langle \psi_{j,k}^\gamma, \psi_{j',k}^\gamma \rangle \right)_{j_0 \leq j, j' \leq J, k \in \nabla_j, k' \in \nabla_j}, \]
are ill-conditioned, \( \text{cond}_2(B_J) \approx 2^{r/2} \). Stability of the Galerkin projection in \( H^{r/2}(\mathcal{M}) \) and the Riesz-basis property (3.11) in \( H^{r/2}(\mathcal{M}) \) imply the following result on diagonal preconditioning of \( B_J \).

**Proposition B.1.** For \( r \in \mathbb{R} \), define the diagonal matrix \( D_J^r \in \mathbb{R}^{p(J) \times p(J)} \) by
\[ D_J^r = \text{diag}(2^{|\lambda|} : \lambda \in \Lambda_J), \]
where \( |\lambda| = j \) for \( \lambda = (j,k) \) and, as in (3.16),
\[ \Lambda_J := \{(j,k) : j_0 \leq j, j' \leq J, k \in \nabla_j\}, \quad p(J) := \#(\Lambda_J). \]
Suppose that the manifold and the operator \( B \in OPS_{1,0}(\mathcal{M}) \) satisfy Assumptions 2.1(I) and (II) respectively. Furthermore, assume that (3.11) holds with
\[ r/2 \in (-\gamma, \gamma), \]
Then, for every \( J \in \mathbb{N} \), the diagonal matrices \( D_J^r \) define uniformly spectrally equivalent preconditioners for \( B_J \), i.e.,
\[ \text{cond}_2(D_J^{r/2} B_J D_J^{r/2}) \approx 1, \]
with constants implied in \( \simeq \) independent of \( J \).

**Proof.** Under Assumptions 2.1(I)(II), the operator \( B \in OPS_{1,0}(\mathcal{M}) \) defines an isomorphism between \( H^{r/2}(\mathcal{M}) \) and \( H^{-r/2}(\mathcal{M}) \), see Proposition A.1(iii) and Proposition A.2 and the norm equivalence
\[ ||v||_{H^{r/2}(\mathcal{M})}^2 \simeq \langle Bv, v \rangle \quad \forall v \in H^{r/2}(\mathcal{M}) \]
holds. Here, \( \langle \cdot, \cdot \rangle \) denotes the \( (H^{-r/2}(\mathcal{M}), H^{r/2}(\mathcal{M})) \) duality pairing. The assertion then follows from the Riesz basis property (3.11). \( \square \)

**Appendix C. Coloring of Whittle–Matérn Type**

Three essential characteristics of the covariance structure of a random field are given by its smoothness, the correlation length, and the marginal variance. A convenient approach to define models, for which these important properties can be parametrized, i.e., controlled in terms of certain numerical parameters, is to generalize the Matérn covariance family. Such a parametrization in turn facilitates for instance likelihood-based inference in spatial statistics.
Specifically, let us consider the white noise equation (2.1) for an elliptic, self-adjoint coloring pseudodifferential operator $A$ which is a fractional power $\beta > 0$ of an elliptic “base (pseudo)differential coloring operator” $\mathcal{L} \in OP_{1,0}^{\beta}(\mathcal{M})$ of order $\bar{r} > 0$, shifted by the multiplication operator with respect to a nonnegative length-scale function $\kappa: \mathcal{M} \to \mathbb{R}$, i.e.,

$$(C.1) \quad A = (\mathcal{L} + \kappa^2)^{\beta} \quad \text{for some } \beta > 0.$$ 

Here, $\beta > 0$ and $\mathcal{L}$ are such that the resulting coloring operator $A$ fulfills Assumption $A.1(\Pi)$.

For a linear, second-order (so that $\bar{r} = 2$) elliptic (surface) differential operator $\mathcal{L}$ on $\mathcal{M}$ in divergence form, models of this type have been developed, e.g., in $[10, 45]$. Moreover, computationally efficient methods to sample from such random fields or to employ the models in statistical applications, involving for instance inference or spatial predictions, have been discussed recently, e.g., in $[8, 9, 16, 36]$. The following proposition extends and unifies these approaches, admitting rather general operators $\mathcal{L}$ (which, in the classic Matérn case, see $[46, 63]$, is the Laplace–Beltrami operator $L$), since the $\beta$-th root $\sqrt{\beta}$ of the $\beta$-th power $\beta$ is self-adjoint and positive, compact operator on $L^2(\mathcal{M})$, with finite trace. Furthermore, the covariance operator of $Z_\beta$ is given by

$${\mathcal{C}}_\beta = (\mathcal{L} + \kappa^2)^{-2\beta} \in OP_{1,0}^{-2\bar{r}\beta}(\mathcal{M}).$$

It defines an isomorphism between $H^s(\mathcal{M})$ and $H^{s+2\bar{r}\beta}(\mathcal{M})$ for all $s \in \mathbb{R}$.

The associated precision operator $\mathcal{P}_\beta$ satisfies, for all $s \in \mathbb{R}$,

$${\mathcal{P}}_\beta = (\mathcal{L} + \kappa^2)^{2\beta} \in OP_{1,0}^{2\bar{r}\beta}(\mathcal{M})$$

and, for any $s \in \mathbb{R}$, it defines an isomorphism between $H^s(\mathcal{M})$ and $H^{s-2\bar{r}\beta}(\mathcal{M})$.

A GRF $Z_\beta$ defined as in (2.1) with coloring operator $A = (\mathcal{L} + \kappa^2)^{\beta}$ admits the regularity

$$Z_\beta \in H^s(\mathcal{M}), \quad \mathbb{P}\text{-a.s., for } s < \bar{r}\beta - n/2.$$ 

**Proof.** We first note that by Proposition $A.1[11] \quad \mathcal{L} + \kappa^2 \in OP_{1,0}^{\beta}(\mathcal{M})$, since the multiplication operator with the function $\kappa^2 \in C^\infty(\mathcal{M})$ is an element of $OP_{1,0}^{\beta}(\mathcal{M})$.

By Proposition $A.2$, $A = (\mathcal{L} + \kappa^2)^{\beta} \in OP_{1,0}^{2\bar{r}\beta}(\mathcal{M})$. Therefore all results follow by the same arguments as used in the proof of Proposition $2.3$. □

**Proposition C.1** shows that the covariance and precision operator of the GRF $Z_\beta$ defined by the white noise driven SPDE (2.1) with coloring operator of Whittle–Matérn type, $A = (\mathcal{L} + \kappa^2)^{\beta}$, satisfy $\mathcal{C}_\beta \in OP_{1,0}^{-2\bar{r}\beta}(\mathcal{M})$ and $\mathcal{P}_\beta \in OP_{1,0}^{2\bar{r}\beta}(\mathcal{M})$. For this reason, all results of Subsections $3.2$ and $3.3$ on optimal preconditioning and matrix compression are applicable for covariance operators $B = \mathcal{C}_\beta$ and precision operators $B = \mathcal{P}_\beta$ of Whittle–Matérn type, where the order $r \in \mathbb{R}$ is given by $-2\bar{r}\beta$ and $2\bar{r}\beta$, respectively.
Remark C.2. The coefficient $\beta > 0$ in the Whittle–Matérn like coloring operator $A = (\mathcal{L} + \kappa^2)^\beta$ and the order $r > 0$ of the base operator $\mathcal{L} \in OP\mathcal{S}_{1,0}^r(\mathcal{M})$ govern the spatial regularity of the GRF $Z_\beta$ (in $L^p(\Omega)$-sense and $\mathbb{P}$-a.s.). The shift $\kappa^2$ does not influence the the smoothness, but controls the spatial correlation length of $Z_\beta$. Allowing for a function-valued shift $\kappa^2 \in C^\infty(\mathcal{M})$ thus corresponds to models with a spatially varying correlation length which form an important extension of the classical Matérn model.

As noted in Proposition C.1 above, the corresponding Whittle–Matérn like covariance operator $C_\beta$ is a self-adjoint, positive definite, compact operator on the Hilbert space $L^2(\mathcal{M})$. By the spectral theorem and by the (assumed) nondegeneracy of $\mathcal{C}$, there exists a countable system $\{e_j\}_{j \in \mathbb{N}}$ of eigenvectors for $C_\beta$ which forms an orthonormal basis for $L^2(\mathcal{M})$. The corresponding positive eigenvalues $\{\lambda_j(C_\beta)\}_{j \in \mathbb{N}}$ accumulate only at zero and we may assume that they are in non-increasing order. This gives rise to a Karhunen–Loève expansion of the centered GRF $Z_\beta$,

\begin{equation}
Z_\beta(x, \omega) = \sum_{j \in \mathbb{N}} \sqrt{\lambda_j(C_\beta)} e_j(x) \xi_j(\omega),
\end{equation}

with equality in $L^2(\Omega; L^2(\mathcal{M}))$. Here, $\{\xi_j\}_{j \in \mathbb{N}}$ are i.i.d. $\mathcal{N}(0,1)$-distributed random variables.

Partial sums of the Karhunen–Loève expansion (C.2) are of great importance for deterministic numerical approximations of PDE models in UQ which take $Z_\beta$ as a model for a distributed uncertain input data, see, e.g., [12, 27, 36] and the references there. The error in a $J$-term truncation of the expansion (C.2) is governed by the eigenvalue decay $\lambda_j(C_\beta) \to 0$ as $j \to \infty$. Assuming that $\kappa > 0$ is constant on $\mathcal{M}$, we find by using the spectral asymptotics $\lambda_j(\mathcal{L}) = c_j r^\beta/n + o(r^\beta/n)$ for $\mathcal{L}$ [61] Thm. XII.2.1] as well as the spectral mapping theorem that

\[ \lambda_j(C_\beta) = (\kappa^2 + \lambda_j(\mathcal{L}))^{-2\beta} = \kappa^{-4\beta}(1 + \kappa^{-2} c_j r^\beta/n + o(r^\beta/n))^{-2\beta}. \]

This shows that the asymptotic behavior $\lambda_j(C_\beta) \simeq j^{-2\beta r/n}$, which is expected from [61] Thm. XII.2.1] applied for the operator $C_\beta \in OP\mathcal{S}_{1,0}^{2\beta r}(\mathcal{M})$, is only visible for $j > J^* = J^*(\kappa, C_\beta) = O(\kappa^{2n/r})$, where the constant implied in $O(\cdot)$ is independent of the value of $\beta > 0$. For $1 \leq j \leq J^*$, one expects an eigenvalue “plateau”

\begin{equation}
\lambda_j(C_\beta) \simeq \kappa^{-4\beta}, \quad 1 \leq j \leq J^* = O(\kappa^{2n/r}).
\end{equation}

Since in models of Whittle–Matérn type with $\mathcal{L} \in OP\mathcal{S}_{1,0}^r(\mathcal{M})$ the (nondimensional) spatial correlation length $\bar{\lambda}$ is $\kappa^{-2/r}$, (C.3) indicates that for small values of $\bar{\lambda}$, the plateau in the spectrum of $C_\beta$ scales as $J^* = O(\kappa^{2n/r}) = \bar{\lambda}^{-n}$. Due to $\lambda_j(\mathcal{P}_\beta) = \lambda_j(C_\beta^{-1}) = 1/\lambda_j(C_\beta)$, analogous statements hold for the precision operator $\mathcal{P}_\beta$.

**Appendix D. Proof of Theorem 4.3**

The idea of this proof is similar to techniques in [38] and the references therein.

**Proof of Theorem 4.3.** We recall the asymptotic estimates of the computational work and error of the MLMC covariance estimation from (4.11) and (4.12).

\begin{equation}
\text{work} = \mathcal{O} \left( \sum_{j=J_0}^{J} \bar{M}_j 2^{jn} \right)
\end{equation}

\begin{equation}
\text{error} = \mathcal{O} \left( \sum_{j=J_0}^{J} \bar{M}_j^{1/2} 2^{jn} \right)
\end{equation}
We seek to find sample numbers \( \tilde{M}_j, j = 0, \ldots, J \) that optimize the computational work to achieve a certain accuracy. We consider \( \tilde{M}_j \) as a continuous variable and seek to find stationary points of the Lagrange multiplier function

\[
\xi \mapsto g(\xi) := 2^{J\alpha_0} + \sum_{j=j_0}^{J} \tilde{M}_j^{-1/2} 2^{-j\alpha} + \xi \sum_{j=j_0}^{J} \tilde{M}_j 2^{jn}.
\]

Hence, we seek \( \tilde{M}_j, j = j_0, \ldots, J \) such that \( \partial g(\xi)/\partial \tilde{M}_j = 0, j = j_0, \ldots, J \). This results in the conditions

\[
\tilde{M}_j = \left[ \tilde{M}_{j_0} 2^{-j(n+\alpha)/3} \right], \quad j = j_0 + 1, \ldots, J,
\]

where \( \tilde{M}_{j_0} \) is still to be determined. This yields

\[
\text{work} = \mathcal{O} \left( \tilde{M}_{j_0} \sum_{j=j_0}^{J} E_j \right)
\]

and

\[
\text{error} = \mathcal{O} \left( 2^{-J\alpha_0} + \tilde{M}_{j_0}^{-1/2} \sum_{j=j_0}^{J} E_j \right),
\]

where \( E_j = 2^{-j\alpha/3 + jn/3}, j = j_0, \ldots, J \). It holds that

\[
\sum_{j=j_0}^{J} E_j = \begin{cases} 
\mathcal{O}(1) & \text{if } 2\alpha > n, \\
\mathcal{O}(J) & \text{if } 2\alpha = n, \\
\mathcal{O}(2^{J(n/3-\alpha)/3}) & \text{if } 2\alpha < n.
\end{cases}
\]

We choose \( \tilde{M}_{j_0} \) to equilibrate the error contributions in \( 2^{-J\alpha_0} + \tilde{M}_{j_0}^{-1/2} \sum_{j=j_0}^{J} E_j \), which leads us to

\[
\tilde{M}_{j_0} = \begin{cases} 
2^{2J\alpha_0} & \text{if } 2\alpha > n, \\
2^{2J\alpha_0} J^2 & \text{if } 2\alpha = n, \\
2^{J(2\alpha_0+2n/3-4\alpha/3)} & \text{if } 2\alpha < n.
\end{cases}
\]

By inserting the corresponding value of \( \tilde{M}_{j_0} \) and of \( \sum_{j=j_0}^{J} E_j \) into (D.1), we obtain that

\[
\text{work} = \begin{cases} 
\mathcal{O}(2^{J\alpha_0}) & \text{if } 2\alpha > n, \\
\mathcal{O}(2^{J\alpha_0} J^3) & \text{if } 2\alpha = n, \\
\mathcal{O}(2^{J(n-2(\alpha_0-\alpha)/3)}) & \text{if } 2\alpha < n.
\end{cases}
\]

The assertion now follows by expressing the computational work as a function of \( \varepsilon \) with the choice \( \varepsilon = 2^{2J\alpha_0} \). \( \square \)
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