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1 Introduction

There is compelling evidence that quantum information has a role to play in the gauge theory / gravity duality [1]. A central concept in quantum information theory is entanglement between quantum states. As a result of entanglement, even when the combined state of two particles can be completely specified, the state of each entangled particle can still be completely random when measured alone. Two-particle entanglement is well understood. In stark contrast to this, there is no specific measure of the amount of entanglement for three or more particles. One useful measure of entanglement, the entanglement entropy, characterizes what a subsystem knows about the full quantum state. Entanglement entropy marries the concept of entanglement with that of entropy, the degree of randomness of the system. Motivated by gauge theory / gravity duality a connection between the entanglement entropy of a subregion $\mathcal{R}$ of the CFT, and the area of a minimal surface tethered to the boundary of $\mathcal{R}$ and exploring the bulk, is now known [2–6]. Developing this geometrical approach towards entanglement entropy, a remarkable identity between
the connectivity of space and entanglement was described in [7]. The geometrization of entanglement entropy has also provided deep insights into the information loss puzzle and into how information is encoded in a quantum theory of gravity [8–11]. This progress motivates entanglement entropy as an interesting quantity to study. Entanglement entropy does not, however, completely capture correlations in quantum states [12]. Another important measure of quantum information is quantum computational complexity [13]. Quantum computational complexity estimates how hard it is to construct a given quantum state, starting from a fixed reference state and acting with elements of a set of elementary unitary operations [14, 15]. Computational complexity can be estimated by distances in the manifold of unitary operators and in this way the description of complexity is naturally couched in the language of differential geometry [16–18]. Through the AdS/CFT correspondence there is another geometrical connection, which links complexity to the geometry of black holes [12, 19]. Specifically, complexity is naturally related to the growth of the black hole interiors and the response of complexity to perturbations resembles how the back hole interior reacts to perturbations [20–25]. See also [26–30].

Motivated by these considerations, it is clearly interesting to consider the computation of complexity in conformal field theory and a number of interesting results have already been achieved. For free and weakly coupled quantum field theories, using the language of quantum circuits, complexity becomes the length of the shortest geodesic in the space of circuits [31, 32, 32–45]. This leads to a deep connection between complexity and geometry [46, 47]. Another setting in which complexity has been studied, is for two dimensional conformal field theories, which enjoy an enhanced (infinite dimensional) symmetry group that can effectively be used [48–52]. The two dimensional case is however special and it is clearly interesting to generalize the evaluation of computational complexity to higher dimensional conformal field theories. The paper [53] has outlined a practical approach to this problem. The idea is to use the conformal symmetry generators to define simple unitary operators (simple gates). These gates are then the building blocks of quantum circuits, defined in a unitary representation of the conformal group. The resulting unitary evolution defines a protocol whose computational cost is given by a suitable notion of length in the unitary manifold of conformal symmetries. In general computational costs can be used to penalize or reward certain gates. The choice of cost function is not unique and the answer for the computed complexity depends on the choice of the computational cost. Assuming that all symmetry transformations are equally easy to perform, the cost function for the class of simple gates we consider is fixed up to a global choice of units [54]. Using these circuits, [53] present explicit results for state dependent distance functions along such circuits, starting from a scalar primary state. The circuits live in a phase space which allows an intimate connection to coadjoint orbits from representation theory, following the work [48] which was foundational in establishing the connection between CFT complexity defined using the Nielsen approach and the geometry of coadjoint orbits. The coadjoint orbit can be identified with the coset space \( \text{SO}(d, 2)/\text{SO}(2) \times \text{SO}(d) \), and the geometry of the coadjoint orbit reproduces the results of the quantum circuit analysis. Further, [53] gives a general proof valid for any spin, relating the cost function and Fubini-Study metric to geometric quantities on an orbit with geometry \( G/H \) with \( H \) the stability group of the reference state. For \( d = 2 \) explicit formulas for the spinning case are also obtained in [53].
In this paper we generalize the results of [53] to circuits which start from arbitrary spinning primary states in $d = 3$ and $d = 4$ dimensions, where the relevant conformal groups are $\text{SO}(2,3)$ and $\text{SO}(2,4)$. The novel results obtained in this paper are explicit state dependent distance functions along circuits which start from primary states with an arbitrary spin, some technical tricks used to perform the calculation and surprisingly simple explicit results for the cost function. These results are again in complete agreement with results obtained by analyzing the geometry of the relevant coadjoint orbits, which were identified in [53]. There are a number of features of our final formulas that are noteworthy. In the quantum circuit approach, using the state operator correspondence of radial quantization, the distance functions which compute complexity are given in terms of matrix elements which can be related to specific two point functions of spinning primaries. This establishes a precise link between complexity and correlation functions of the conformal field theory. Since the form of two point functions are completely determined by conformal symmetry, we obtain concrete formulas for the relevant matrix elements. Working in the basis which diagonalizes suitably chosen rotation generators in the chosen Cartan sub algebra, we exhibit a remarkably simple dependence on the spin of the primary. A completely independent approach to these matrix elements, using the Baker-Campbell-Hausdorff formulas, confirms these conclusions.

The paper is organized as follows: in section 2 we study circuits in unitary representations of the three dimensional Lorentzian conformal group $\text{SO}(2,3)$. In the language of radial quantization the bulk of the computation entails evaluating matrix elements of the unitary operator defining the circuit. The computation is described in some detail because the structure of the result has direct application to four dimensional conformal field theories, with conformal group $\text{SO}(2,4)$. This is described in section 3. We confirm our conformal field theory results using a geometrical analysis of the relevant coadjoint orbits. In section 4 we discuss our results and describe some avenues that can be pursued. The appendix A collects results that are useful for the application of the Baker-Campbell-Hausdorff formulas, while appendix B discusses the dependence of the complexity geometry on the reference state chosen.

## 2 Complexity from $\text{SO}(2, 3)$ for a spinning primary reference state

The goal of this section is to compute complexity by considering a quantum circuit that starts from a spinning primary reference state. The construction of the circuit employs Euclidean conformal generators, which obey an $\text{SO}(1,d+1)$ algebra. Following [53] our choice of Hermiticity conditions ensures that we are building unitary circuits of the Lorentzian conformal group $\text{SO}(2,d)$. For more details the reader should consult [53, 55, 56].
2.1 Conformal algebra

Following the conventions of [53], the Euclidean algebra is \((\mu, \nu, \rho, \sigma = 1, 2, 3)\)

\[
[D, P_\mu] = P_\mu \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad[D, K_\mu] = -K_\mu
\]

\[
[K_\mu, P_\nu] = 2(\delta_{\mu\nu} D - L_{\mu\nu})
\]

\[
[L_{\mu\nu}, P_\rho] = \delta_{\nu\rho} P_\mu - \delta_{\mu\rho} P_\nu
\]

\[
[L_{\mu\nu}, L_{\rho\sigma}] = \delta_{\nu\rho} L_{\mu\sigma} - \delta_{\mu\rho} L_{\nu\sigma} - \delta_{\nu\sigma} L_{\mu\rho} + \delta_{\mu\sigma} L_{\nu\rho}
\]

(2.1)

together with the hermiticity conditions

\[
D^\dagger = D \quad K_\mu^\dagger = P_\mu \quad L^\dagger_{\mu\nu} = -L_{\mu\nu}
\]

(2.2)

The \(L_{\mu\nu}\)'s are anti-Hermitian generators of SO(3). After removing a factor of \(i\) we find Hermitian generators

\[
J_a = \frac{1}{2i} \epsilon_{abc} L_{bc}
\]

(2.3)

which obey the usual algebra

\[
[J_a, J_b] = i \epsilon_{abc} J_c
\]

(2.4)

Raising and lowering operators are given by the standard formulas

\[
J_{\pm} = J_1 \pm i J_2
\]

(2.5)

The highest weight state obeys

\[
J_+ |\Delta, j; j\rangle = 0 \quad \quad \quad \quad \quad \quad J_3 |\Delta, j; j\rangle = j |\Delta, j; j\rangle
\]

(2.6)

Finally a well known but useful formula for the analysis below is

\[
J_- |j; m\rangle = \sqrt{(j + m)(j - m + 1)} |j; m - 1\rangle
\]

(2.7)

2.2 Reference state

Our circuit will start from a reference state \(|\Delta, j; j\rangle\), which is a primary of dimension \(\Delta\) and a highest weight state of the spin \(j\) multiplet. Consequently we have

\[
D|\Delta, j; j\rangle = \Delta|\Delta, j; j\rangle \quad \quad \quad \quad \quad \quad K_\mu|\Delta, j; j\rangle = 0
\]

\[
J_3|\Delta, j; j\rangle = j|\Delta, j; j\rangle \quad \quad \quad \quad \quad \quad J_+|\Delta, j; j\rangle = 0
\]

(2.8)

2.3 Allowed gates

Circuits are generated using the unitary

\[
U(\sigma) = e^{i \alpha P} e^{i \gamma D} \left( e^{i \lambda_3 J_3} e^{i \lambda_+ J_+} e^{i \lambda_0 J_0} \right) e^{i \beta K}
\]

(2.9)

The coordinates \(\alpha^\mu, \gamma, \lambda_\pm, \lambda_3\) and \(\beta^\mu\) are all functions of \(\sigma\). When acting on our reference state with this primary there are a number of immediate simplifications: our target state
is primary so it is annihilated by $K_\mu$ and it is highest weight state, so it is annihilated by $J_+$. Consequently we have
\[
\left(e^{i\lambda_- J_-} e^{i\lambda_3 J_3} e^{i\lambda_+ J_+}\right) e^{ib \cdot K} |\Delta, j; j\rangle = e^{i\lambda_3 j} e^{i\lambda_- J_-} |\Delta, j; j\rangle = e^{i\lambda_3 j} \sum_{n=0}^{2j} (i\lambda_-)^n c_n |\Delta, j; j - n\rangle
\]
(2.10)
where $c_0 = 1$ and
\[
c_n = \prod_{k=0}^{n-1} \sqrt{\frac{2j - k}{k + 1}} = \sqrt{\left(\frac{2j}{n}\right)} \quad n \geq 1
\]
(2.11)
Thus, allowing $U(\sigma)$ to act on our target state, we find
\[
U(\sigma) |\Delta, j; j\rangle = e^{i\gamma \Delta + i\lambda_3 j} \sum_{n=0}^{2j} (i\lambda_-)^n c_n e^{i\alpha \cdot P} |\Delta, j; j - n\rangle \equiv |\alpha\rangle
\]
(2.12)

2.4 Cost function and Fubini-Study metric

To define computational complexity, we have a (typically simple) reference state and a target state. We have a task which entails acting on the reference state with a product of unitary operators (chosen from a set of simple gates) to produce the target state. Complexity is then defined as the minimal number of gates required to achieve the task. The discrete phrasing of complexity is not very useful in a field theory setting where we are dealing with systems that have an infinite number of degrees of freedom. A continuous notion of complexity is more natural. To achieve this, we can replace gate counting with the problem of computing geodesic lengths on the manifold of unitary operators used to define the quantum circuit. The circuit inherits a continuous parameter $\sigma$. As $\sigma$ is advanced from zero, the circuit takes the reference state into the target state. An evolution from $\sigma$ to $\sigma + d\sigma$ corresponds to an infinitesimally short path. We use a cost function to assign a length to this short path, and then compute lengths of finite paths by integration.

Following [48] we consider two distance functions: an $F_1$ cost function and the Fubini-Study norm. The cost function, which computes the length of an infinitesimally short path, is computing the norm of a tangent to the path. Tangents to paths on the manifold of unitaries are valued in the Lie algebra, so it’s natural to consider a cost $\propto U^\dagger dU$. The $F_1$ cost function gives a number by considering the expected value of $U^\dagger dU$ as follows
\[
F_1 = |\langle \Delta, j; j | U^\dagger dU | \Delta, j; j\rangle|
\]
(2.13)
As argued in [53], the $F_1$ cost function assigns zero cost to certain gates, which limits its effectiveness as a complexity measure. For this reason we focus on the closely related measure, the Fubini-Study norm
\[
ds^2 = |\langle \Delta, j; j | dU^\dagger dU | \Delta, j; j\rangle| - |\langle \Delta, j; j | U^\dagger dU | \Delta, j; j\rangle|^2
\]
(2.14)
We will argue, by explicit computation, that the resulting Fubini-Study metric is a positive definite Einstein-Kähler metric. Further, our results can be understood in terms of
the geometry of coadjoint orbits, in line with the discussion of [48]. A straightforward computation shows that

\[
\begin{align*}
 ds^2 &= \left( \langle \alpha| \alpha^* \cdot K \cdot \alpha \rangle \cdot P|\alpha \rangle - \langle \alpha| \alpha^* \cdot K \rangle \langle \alpha| \alpha \cdot P|\alpha \rangle + \langle \beta| \beta \rangle - \langle \beta| \alpha \rangle \langle \alpha| \beta \rangle \right) \\
&- i \langle \alpha| \alpha^* \cdot K \rangle \langle \beta| \alpha \rangle + i \langle \alpha| \alpha^* \cdot K \rangle \langle \beta| \alpha \rangle + i \langle \beta| \alpha \cdot P|\alpha \rangle - i \langle \alpha| \alpha \cdot P|\alpha \rangle \langle \beta| \alpha \rangle \big) ds^2
\end{align*}
\]  

(2.15)

where

\[
|\alpha \rangle = \sum_{m=0}^{2j} e^{i \gamma \Delta + i \lambda_3 \gamma}(i \lambda_-)^m e^{i \alpha \cdot P}|\Delta, j; j \rangle
\]  

(2.16)

\[
|\beta \rangle = \sum_{m=0}^{2j} i m \lambda_- e^{i \gamma \Delta + i \lambda_3 \gamma}(i \lambda_-)^{m-1} e^{i \alpha \cdot P}|\Delta, j; j \rangle
\]  

(2.17)

To evaluate this metric, we need to evaluate some expectation values. This is performed in detail in the next section. Freely using the relevant results, it is now straightforward to obtain the Fubini-Study metric

\[
\begin{align*}
 ds^2 &= 2(\Delta + j) \left( \frac{2(\alpha^* \cdot d \alpha - \alpha^* \cdot \alpha \cdot d \alpha)(\alpha \cdot d \alpha^* - \alpha \cdot \alpha^* \cdot \alpha \cdot d \alpha^*)}{(1 - 2 \alpha \cdot \alpha^* + |\alpha \cdot \alpha|^2)^2} + \frac{d \alpha^* \cdot d \alpha - 2 \alpha \cdot d \alpha^* \cdot d \alpha^*}{1 - 2 \alpha \cdot \alpha^* + |\alpha \cdot \alpha|^2} \right) \\
&- 2j \left( \frac{d \alpha^* \cdot M \cdot \alpha \cdot \alpha^* \cdot M \cdot d \alpha}{\Lambda^2} + \frac{d \alpha^* \cdot M \cdot d \alpha}{\Lambda} \right) + 2j \frac{1 - 2 \alpha \cdot \alpha^* + |\alpha \cdot \alpha|^2}{\Lambda^2} d \lambda_- d \lambda^*_-
\end{align*}

(2.18)

where

\[
M = \begin{pmatrix}
-\lambda_- \lambda^*_- - 1 & -i + i \lambda_- \lambda^*_- & i(\lambda_- + \lambda^*_-) \\
-i(\lambda_- \lambda^*_- - 1) & -\lambda_- \lambda^*_- - 1 & \lambda_- - \lambda^*_-
\end{pmatrix}
\]  

(2.19)

\[
L = \begin{pmatrix}
0 & 2 \lambda_- & 1 - \lambda^2 \\
-2 \lambda_- & 0 & i(\lambda^2 + 1) \\
\lambda^2 - 1 - i(\lambda^2 + 1) & 0 & 0
\end{pmatrix}
\]  

(2.20)

and

\[
\Lambda = -((1 - \alpha \cdot \alpha^*) (\lambda_- \lambda^*_- + 1) - i(\lambda_- \lambda^*_- - 1)(\alpha_1 \alpha^*_2 - \alpha_2 \alpha^*_1)) \\
- i(\lambda_- + \lambda^*_-)(\alpha_1 \alpha^*_3 - \alpha_3 \alpha^*_1) + (\lambda_- - \lambda^*_-)(\alpha_3 \alpha^*_2 - \alpha_2 \alpha^*_3)
\]  

(2.21)

The result (2.18) is one of the key new results of this paper.

The stability group of a scalar primary is SO(2) × SO(3). In this case the metric is defined on a 6 dimensional space with complex coordinates \(a^\mu\), which can be identified with the coset space SO(2,3)/SO(2) × SO(3) [53, 57]. The stability group of a spinning primary is SO(2) × SO(2). In this case the metric is defined on an 8 dimensional space with complex coordinates \(a^\mu\), \(\lambda_-\). This space is the coset space SO(2,3)/SO(2) × SO(2).
2.5 Some expectation values

In this section we will compute the matrix elements need to evaluate the Fubini-Study metric. Using the state operator correspondence of radial quantization, the matrix elements we need can be related to specific two point functions of primary operators. This is a useful observation because primary two point functions are completely determined by conformal symmetry. Working in the basis which diagonalizes $J_3$ and $\vec{J} \cdot \vec{J}$, we find a remarkably simple dependence on the spin of the primary. These results are in complete agreement with an independent evaluation making use of the Baker-Campbell-Hausdorff formulas. It is useful to start with a study of spin zero primaries. The operator state correspondence implies the following identity

$$\langle \Delta | e^{-iy' \cdot K} e^{ix \cdot P} | \Delta \rangle = \langle IO_{\Delta} (y') IO_{\Delta} (x) \rangle$$ (2.22)

between matrix elements and two point functions. Here $I$ is the inversion operation, a discrete conformal transformation which acts on the coordinate $y^\mu$ as follows

$$I : y^\mu \rightarrow y'^\mu = \frac{y^\mu}{y^2}$$ (2.23)

Following [58] we denote the inversion operation in the vector representation by $I_{\mu\beta}(y')$. The two point function is

$$\langle O_{\Delta,\mu} (y) O_{\Delta,\nu} (x) \rangle = \frac{1}{|x - y|^{2\Delta}} = \frac{1}{(x^2 - 2x \cdot y + y^2)^\Delta}$$

$$\frac{1}{(y^2)^\Delta (x^2y^2 - 2x \cdot y' + 1)^\Delta}$$ (2.24)

which implies that

$$\langle IO_{\Delta} (y') IO_{\Delta} (x) \rangle = \frac{1}{(x^2y^2 - 2x \cdot y' + 1)^\Delta}$$ (2.25)

Thus, the matrix element we want is

$$\langle \Delta | e^{-i\alpha^* \cdot K} e^{i\alpha \cdot P} | \Delta \rangle = \frac{1}{(\alpha^2 \alpha^* - 2\alpha \cdot \alpha^* + 1)^\Delta}$$ (2.26)

Here $\alpha^\mu$ is a complex four vector and $\alpha^{*\mu}$ its complex conjugate. Thus we are considering an analytic continuation of the correlator and one might be concerned about subtleties that arise in this continuation. In the case that a correlation function has a branch point, the value of the continuation is only well defined after the sheet onto which we continue has been chosen. In the present context, there is a branch point at $0 = \alpha^2 \alpha^* - 2\alpha \cdot \alpha^* + 1$ whenever $\Delta$ is not an integer. Note however that $\alpha^2 \alpha^* - 2\alpha \cdot \alpha^* + 1$ is always real. We always choose the sheet on which $(\alpha^2 \alpha^* - 2\alpha \cdot \alpha^* + 1)^\Delta$ is real and positive, consistent with the interpretation of $\langle \Delta | e^{-i\alpha^* \cdot K} e^{i\alpha \cdot P} | \Delta \rangle$ as a norm in radial quantization.

The above observation generalizes to spinning primary operators. The simplest spinning example we can consider is a spin one primary of dimension $\Delta$, denoted $O_{\Delta,\mu}(x)$. In this case the state operator correspondence implies that

$$\langle \Delta, \mu | e^{-iy' \cdot K} e^{ix \cdot P} | \Delta, \nu \rangle = \langle IO_{\Delta,\mu} (y') IO_{\Delta,\nu} (x) \rangle$$ (2.27)
Using \[58\]
\[
\langle O_{\Delta,\nu}(x') I \rangle = \frac{2}{x'^2} \left( \delta_{\mu\nu} - 2 \frac{x'^\mu x'^\nu}{x'^2} \right) O_{\Delta,\mu}(x)
\] (2.28)
as well as the two point function of the spinning primary \[58\]
\[
\langle O_{\Delta,\mu}(x) O_{\Delta,\nu}(y) \rangle = \frac{\delta_{\mu\nu} - 2 \frac{(x-y)_\mu (x-y)_\nu}{(x-y)^2}}{|x-y|^{2\Delta}}
\] (2.29)
we find
\[
\langle IO_{\Delta,\mu}(y') IO_{\Delta,\nu}(x) \rangle = \left( \frac{\delta_{\mu\nu} - 2 \frac{(y')_\mu (y')_\nu}{(y')^2}}{(y')^2} \right) \frac{\delta_{\mu\nu} - 2 \frac{(x-y)_\mu (x-y)_\nu}{(x-y)^2}}{(x-y)^2 - 2x \cdot y' + 1)^\Delta}
\] (2.30)
This spin 1 example generalizes easily to higher spins. As a final example, we consider the spin 2 primary \(O_{\Delta,\mu}(x)\). This operator is symmetric and traceless on the \(\mu\nu\) indices. The matrix element we wish to compute is
\[
\langle \Delta, \alpha \beta | e^{-iy^\nu K} e^{ix^\mu P} | \Delta, \mu \nu \rangle = \langle IO_{\Delta,\alpha \beta}(y') IO_{\Delta,\sigma \tau}(x) \rangle
\] (2.31)
Using the action of inversion \[58\]
\[
IO_{\Delta,\mu\nu}(x) = \frac{(x')^{2\Delta}}{2} \left( \langle I_{\mu\rho}(x') I_{\nu\beta}(x') + I_{\nu\rho}(x') I_{\mu\beta}(x') \rangle O_{\Delta,\rho\beta}(x') \right)
\] (2.32)
where
\[
I_{\mu\nu}(x') = \left( \delta_{\mu\nu} - 2 \frac{x'^\mu x'^\nu}{x'^2} \right)
\] (2.33)
and the two point function \[58\]
\[
\langle O_{\Delta,\mu\nu}(x) O_{\Delta,\rho\beta}(y) \rangle = \frac{I_{\mu\rho}(x-y) I_{\nu\beta}(x-y) + I_{\nu\rho}(x-y) I_{\mu\beta}(x-y) - \frac{2}{3} \delta_{\mu\nu} \delta_{\rho\beta}}{2|x-y|^{2\Delta}}
\] (2.34)
we find
\[
\langle IO_{\Delta,\rho\beta}(y') IO_{\Delta,\sigma \tau}(x) \rangle = I_{\rho \lambda}(x') I_{\beta \nu}(x')
\] (2.35)
\[
\times \frac{I_{\mu \sigma}(x-y) I_{\nu \tau}(x-y) + I_{\nu \sigma}(x-y) I_{\mu \tau}(x-y) - \frac{2}{3} \delta_{\mu \nu} \delta_{\rho \beta}}{2|x-y|^2 - 2x \cdot y' + 1)^\Delta}
\]
The generalization to arbitrary spin is now obvious.

The above argument demonstrates that the matrix elements relevant for the computation of complexity can be expressed in terms of correlation functions. Since the holographic computation of correlation functions is well developed, this connection may well find application in the computation of complexity at strong coupling in the conformal field theory.
The results obtained above can be simplified dramatically to make the dependence on the spin of the primary operator transparent. The discussion above expressed primary operators in terms of traceless symmetric tensors. There is an alternative description which uses states with definite $J_3$ and $\vec{J} \cdot \vec{J}$ quantum numbers. This description makes it simple to evaluate the action of the so(3) raising and lowering operators on the states and will ultimately exhibit the very simple dependence on the spin $j$ of the primary. The change of basis from the $|\Delta, \mu_1 \cdots \mu_j \rangle$ to the $|\Delta, j; m \rangle$ is the transformation from traceless symmetric tensors to spherical harmonics. Concretely, any function of the angles $\theta, \phi$ on the unit sphere can be expanded in two ways

\begin{equation}
F(\theta, \phi) = \sum_{l=0}^{\infty} c_{\mu_1 \cdots \mu_l}^{(l)} x^{\mu_1} x^{\mu_2} \cdots x^{\mu_l} = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_{lm} Y_{lm}(\theta, \phi) \tag{2.36}
\end{equation}

where $x^\mu$ is a coordinate on the unit sphere, so that

\begin{align*}
x^1 &= \sin \theta \cos \phi \\
x^2 &= \sin \theta \sin \phi \\
x^3 &= \cos \theta
\end{align*} \tag{2.37}

The relation between the two bases takes the form

\begin{equation}
C_{\mu_1 \cdots \mu_l}^{(j,m)} x^{\mu_1} \cdots x^{\mu_l} = Y_{lm}(\theta, \phi) \tag{2.38}
\end{equation}

We can use the coefficients of this change of basis to transform states

\begin{equation}
|\Delta, j; m \rangle = C_{\mu_1 \cdots \mu_l}^{(j,m)} |\Delta, j; \mu_1 \cdots \mu_l \rangle \tag{2.39}
\end{equation}

or to transform operators

\begin{equation}
\mathcal{O}_{\Delta, j; m} = C_{\mu_1 \cdots \mu_l}^{(j,m)} \mathcal{O}_{\Delta, j; \mu_1 \cdots \mu_l} \tag{2.40}
\end{equation}

Using (2.38) we can read off the coefficients for the change of basis $C_{\mu_1 \cdots \mu_l}^{(j,m)}$ directly from the spherical harmonics. The only tricky thing about this procedure is that traces must be subtracted off by hand

\begin{equation}
C_{\mu_1 \cdots \mu_l}^{(j,m)} = \frac{\partial}{\partial x^{\mu_1}} \cdots \frac{\partial}{\partial x^{\mu_l}} Y_{jm}(\theta, \phi) - \text{traces} \tag{2.41}
\end{equation}

This can efficiently be dealt with by employing the Thomas derivative

\begin{equation}
D_\mu = \left( h - 1 + x \cdot \frac{\partial}{\partial x} \right) \frac{\partial}{\partial x^\mu} - \frac{1}{2} x^\mu \frac{\partial}{\partial x} \cdot \frac{\partial}{\partial x} \tag{2.42}
\end{equation}

with $h = \frac{d}{2} = \frac{3}{2}$. Acting on any polynomial $D_\mu$ automatically subtracts the traces off, so that

\begin{equation}
C_{\mu_1 \cdots \mu_l}^{(j,m)} = D_{\mu_1} \cdots D_{\mu_l} Y_{jm}(\theta, \phi) \tag{2.43}
\end{equation}

This gives the change of basis for any spin $j$. We will use the primary that is the highest weight state of the spin $j$ multiplet. The highest weight state has $m = j$ so that a formula that will prove to be useful in what follows is

\begin{equation}
Y_{jj}(\theta, \phi) \propto (x^1 + ix^2)^j \tag{2.44}
\end{equation}
where we will not need the overall normalization. Applying the Thomas derivative, we easily find

\[ C_{\mu_1 \cdots \mu_j}^{(j \mu_1 \cdots \mu_j)} \propto (\delta_{\mu_11} + i \delta_{\mu_12})(\delta_{\mu_21} + i \delta_{\mu_22}) \cdots (\delta_{\mu_j1} + i \delta_{\mu_j2}) \]  

(2.45)

This product structure is a consequence of the fact that the highest weight state \(|j, j\rangle\) can be written as the tensor product of \(j\) copies of the state \(|1, 1\rangle\)

\[ |j, j\rangle = |1, 1\rangle \otimes |1, 1\rangle \otimes \cdots \otimes |1, 1\rangle = |1, 1\rangle \otimes j \]  

(2.46)

The action of the Lie algebra on a tensor product is through the usual co-product

\[ J_- |j, j\rangle = (J_- |1, 1\rangle) \otimes |1, 1\rangle \otimes \cdots \otimes |1, 1\rangle + |1, 1\rangle \otimes (J_- |1, 1\rangle) \otimes \cdots \otimes |1, 1\rangle \]

\[ + \cdots + |1, 1\rangle \otimes |1, 1\rangle \otimes \cdots \otimes (J_- |1, 1\rangle) \]  

(2.47)

It now easily follows that

\[ e^{i \lambda_- J_-} |j, j\rangle = (e^{i \lambda_- J_-} |1, 1\rangle) \otimes (e^{i \lambda_- J_-} |1, 1\rangle) \otimes \cdots \otimes (e^{i \lambda_- J_-} |1, 1\rangle) \]  

(2.48)

Thus, the product structure enjoyed by the highest weight state continues for \(e^{i \lambda_- J_-} |j, j\rangle\). This has immediate application when computing matrix elements using the state \(|\alpha\rangle\) defined in (2.12). A key result is

\[ \langle J, \mu_1 \cdots \mu_j | e^{-i \lambda_- J_+} e^{-i \alpha^* K} e^{i \alpha P} e^{i \lambda_- J_-} \Delta, \mu_1 \cdots \mu_j \rangle = C_{\mu_1 \cdots \mu_j}^{(j \mu_1 \cdots \mu_j)} C_{\nu_1 \cdots \nu_j}^{(j \nu_1 \cdots \nu_j)} \langle \Delta, \nu_1 \cdots \nu_j | e^{-i \lambda_- J_+} e^{-i \alpha^* K} e^{i \alpha P} e^{i \lambda_- J_-} | \Delta, \mu_1 \cdots \mu_j \rangle \]

\[ = \frac{\Lambda^{2j}}{(1 - 2 \alpha \cdot \alpha^* + \alpha \cdot \alpha \alpha^* \cdot \alpha^*)^{\Delta+j}} \]  

(2.49)

where \(\Lambda\) was defined in (2.21). The form given in the last line of (2.49) follows using (2.48), and the specific form of the polynomial given in (2.21) can be read from the \(j = 1\) result. Note the remarkably simple dependence of the last line of (2.49) on the spin \(j\) of the primary. The final result (2.49) can be recovered in a completely independent way, by using the Baker-Campbell-Hausdorff formula to evaluate the first line directly. See appendix A for the details.

Using the above result we easily find

\[ \langle \alpha | | \alpha \rangle = \frac{\Lambda^{2j}}{(1 - 2 \alpha \cdot \alpha^* + \alpha \cdot \alpha \alpha^* \cdot \alpha^*)^{\Delta+j}} \]  

(2.50)

Derivatives of this last expression, with respect to the appropriate parameters, gives the required matrix elements. For example

\[ \langle \alpha | P_\mu | \alpha \rangle = -i \frac{\partial}{\partial \alpha^\mu} \log \left( \frac{\Lambda^{2j}}{(1 - 2 \alpha \cdot \alpha^* + \alpha \cdot \alpha \alpha^* \cdot \alpha^*)^{\Delta+j}} \right) \]

(2.51)

and

\[ \langle \alpha | K_\mu | \alpha \rangle = i \frac{\partial}{\partial \alpha^\mu} \log \left( \frac{\Lambda^{2j}}{(1 - 2 \alpha \cdot \alpha^* + \alpha \cdot \alpha \alpha^* \cdot \alpha^*)^{\Delta+j}} \right) \]

(2.52)

Setting \(j = 0\) and evaluating the above two expression, we find complete agreement with the results given in [53].
2.6 Fubini-Study metric from coadjoint orbit

The above result for the Fubini-Study metric can be reproduced by studying coadjoint orbits of the conformal group. Denote the defining representation by $R(\cdot)$. The generators of $\text{so}(2,d)$ in the defining representation are given by

$$
(M_{AB})^C_D = \delta_A^C g_{BD} - \delta_B^C g_{AD} \quad A, B, C, D = -1, 0, 1, \ldots, d
$$

where the $d + 2$ dimensional metric $g = \text{diag}(-,-,+,,\ldots,+)$. The elements of the conformal algebra are represented as follows

$$
R(D) = -iM_{-1,0} \quad R(L_{\mu\nu}) = M_{\mu\nu} \quad R(P_\mu) = M_{-1,\mu} - iM_{0,\mu} \quad R(K_\mu) = -(M_{-1,\mu} + iM_{0,\mu})
$$

We can now construct $R(U)$, with

$$
U(\sigma) = e^{-i\alpha^\mu P_\mu} e^{i\gamma D} e^{i\lambda_{\mu\nu} L_{\mu\nu}} e^{i\beta K}
$$

The parameters $\alpha^\mu, \gamma, \lambda_{\mu\nu}, \beta$ are all complex numbers. Using the $\text{so}(2,3)$ algebra and requiring that $R(U)$ is unitary, the above expression simplifies to

$$
U = e^{i\alpha^\mu P_\mu} e^{i\gamma D} e^{i\lambda_{\mu\nu} L_{\mu\nu}} e^{i\beta K} + \log(\gamma)
$$

with parameters

$$
\sigma_u = -\frac{\partial}{\partial \alpha^\mu} \log(\gamma) \quad \lambda_+ = \frac{\partial}{\partial \lambda_-} \log(\Lambda) \quad \gamma = \sqrt{1 - 2\alpha \cdot \alpha^* + |\alpha \cdot \alpha|^2}
$$

and where $\Lambda$ is defined in (2.21). Thus, after imposing unitarity, the variables parametrizing the unitary $U(\sigma)$ are $\alpha^\mu$ which is a complex vector with three components, $\gamma$ a real number, $\lambda_{3R}$ a real number and $\lambda_-$ which is a complex number. This is a total of 10 real numbers which matches the dimension of $\text{so}(2,3)$. It is now possible to compute the Maurer-Cartan form

$$
\Theta = U^{-1} dU
$$

In terms of the Maurer-Cartan form, we can compute the symplectic form

$$
\text{Tr}(\eta \cdot dR(\Theta)) = \omega_{\mu\nu} d\alpha^{*\mu} \wedge d\alpha^\nu \quad R(\Theta) = R(U)^{-1} dR(U)
$$

where we have used the following element

$$
\eta = \frac{\Lambda}{2} M_{-1,0} - \frac{j}{2} M_{1,2}
$$

The stabilizer algebra of $\eta$ is $\text{so}(2) \times \text{so}(2)$. The choice of $\eta$ is made to match the stabilizer algebra of the spinning primary reference state. The metric on the orbit is then obtained by contracting with the complex structure

$$
J^\mu_\rho d\alpha^\rho = -i d\alpha^\mu \quad J^{\bar{\rho}}_\rho d\alpha^{\bar{\rho}} = i d\alpha^{\bar{\rho}}
$$

to yield

$$
ds^2 = -i \omega_{\mu\nu} d\alpha^{*\mu} d\alpha^\nu
$$

The result is in complete agreement with (2.18).
3 Complexity from SO(2, 4) for a spinning primary reference state

The quantum circuits considered in this section are in unitary representations of the Lorentzian conformal group SO(2,4). We will see that the computation is a simple generalization of the computation given in section 2. In particular, the matrix elements needed to evaluate the Fubini-Study metric can again be related to two point correlation functions and final results again have a remarkably simple dependence on the spin quantum numbers of the primary reference state. Once again, the final results also follow from an independent evaluation which employs the Baker-Campbell-Hausdorff formula.

3.1 Conformal algebra

Again following the conventions of [53], the Euclidean algebra is \((\mu, \nu, \rho, \sigma = 1, 2, 3, 4)\)

\[
[D, P_\mu] = P_\mu \quad [D, K_\mu] = -K_\mu
\]

\[
[K_\mu, P_\nu] = 2(\delta_\mu\nu D - L_{\mu\nu})
\]

\[
[L_{\mu\nu}, P_\rho] = \delta_{\nu\rho}P_\mu - \delta_{\mu\rho}P_\nu \quad [L_{\mu\nu}, K_\rho] = \delta_{\nu\rho}K_\mu - \delta_{\mu\rho}K_\nu
\]

This algebra is SO(1,5). We again impose Hermiticity conditions

\[
D^\dagger = D \quad K_\mu^\dagger = P_\mu \quad L_{\mu\nu}^\dagger = -L_{\nu\mu}
\]

to ensure that our circuit gives a unitary representations of the Lorentzian conformal group SO(2,4). Here the \(L_{\mu\nu}\)’s are anti-Hermitian generators of SO(4). As usual, we rewrite SO(4) as SU(2)\(\times\)SU(2) as follows (these are Hermitian generators)

\[
J_i^R = \frac{1}{2i} \left( L_{4i} + \frac{1}{2} \epsilon_{ijk} L_{jk} \right) \quad J_i^L = \frac{i}{2} \left( L_{4i} - \frac{1}{2} \epsilon_{ijk} L_{jk} \right)
\]

These obey the algebra (there is a sum on \(k\) on the r.h.s. and \(\epsilon_{123} = 1\))

\[
[J_i^R, J_j^R] = i\epsilon_{ijk} J_k^R \quad [J_i^L, J_j^L] = i\epsilon_{ijk} J_k^L \quad [J_i^R, J_j^L] = 0
\]

In a basis of \(J_3^R\) and \(J_3^L\) we have

\[
J_3^R |j_R, j_L; m_R, m_L\rangle = m_R |j_R, j_L; m_R, m_L\rangle \quad J_3^L |j_R, j_L; m_R, m_L\rangle = m_L |j_R, j_L; m_R, m_L\rangle
\]

The raising and lowering operators are given as usual by

\[
J_3^R = J_1^R \pm i J_2^R \quad J_3^R = J_1^L \pm i J_2^L
\]

We will use a reference state that is a highest weight state for both \((R\text{ and }L)\) SU(2)s.

3.2 Reference state

The reference state \(|\Delta, j_R, j_L; j_R, j_L\rangle\) is a primary of dimension \(\Delta\) and a highest weight state of the \((j_R, j_L)\) multiplet, so that

\[
D |\Delta, j_R, j_L; j_R, j_L\rangle = \Delta |\Delta, j_R, j_L; j_R, j_L\rangle \quad K_\mu |\Delta, j_R, j_L; j_R, j_L\rangle = 0
\]

\[
J_3^R |\Delta, j_R, j_L; j_R, j_L\rangle = j_R |\Delta, j_R, j_L; j_R, j_L\rangle \quad J_3^L |\Delta, j_R, j_L; j_R, j_L\rangle = j_L |\Delta, j_R, j_L; j_R, j_L\rangle
\]

\[
J_+^R |\Delta, j_R, j_L; j_R, j_L\rangle = 0 \quad J_+^L |\Delta, j_R, j_L; j_R, j_L\rangle = 0
\]

\[
J^-^R |\Delta, j_R, j_L; j_R, j_L\rangle = 0 \quad J^-^L |\Delta, j_R, j_L; j_R, j_L\rangle = 0
\]
3.3 Allowed gates

Circuits are generated using the unitary

$$U(\sigma) = e^{i\alpha} P e^{i\gamma \Phi} \left( e^{i\lambda_L^R J_R^R + i\lambda_L^L J_L^L} e^{i\lambda_R^R J_R^R + i\lambda_R^L J_L^L} e^{i\lambda_S^R J_R^R + i\lambda_S^L J_L^L} \right) e^{i\beta \Phi}$$

(3.7)

The coordinates $\alpha$, $\gamma$, $\lambda_L^R$, $\lambda_L^L$ and $\beta$ are all functions of $\sigma$. The action of this unitary on our reference state simplifies nicely. Using the fact that the reference state is both primary and highest weight, we find

$$U(\sigma) |\Delta, j_R, j_L; j_R, j_L\rangle = e^{i\gamma} e^{i\lambda_L^R j_R^R + i\lambda_L^L j_L^L} \sum_{n_R=0}^{2j_R} \sum_{n_L=0}^{2j_L} (i\lambda_R^R)^{n_R} (i\lambda_L^L)^{n_L} c_{n_R, n_L} e^{i\alpha} |\alpha\rangle |\Delta, j_R, j_L; j_R - n_R, j_L - n_L\rangle$$

(3.8)

where

$$c_{n_R, n_L} = \frac{1}{n_R! n_L!} \frac{1}{k_R!} \prod_{k_R=0}^{n_R-1} \prod_{k_L=0}^{n_L-1} \sqrt{(2j_R - k_R)(k_R + 1)(2j_L - k_L)(k_L + 1)}$$

$$= \sqrt{\frac{2j_L}{n_L}} \sqrt{\frac{2j_R}{n_R}}$$

(3.9)

3.4 Cost function and Fubini-Study metric

As discussed for SO(2,3) in section 2.4, we could study the $\mathcal{F}_1$ cost function

$$\mathcal{F}_1 d\sigma = |\langle \Delta, j_R; j_L; j_R, j_L | U^{\dagger} dU | \Delta, j_R; j_L; j_R, j_L \rangle|$$

(3.10)

Again, because $\mathcal{F}_1$ assigns zero cost to certain gates, we choose to rather focus on the Fubini-Study metric

$$ds^2 = \langle \Delta, j_R; j_L; j_R; j_L | dU^{\dagger} dU | \Delta, j_R; j_L; j_R; j_L \rangle - |\langle \Delta, j_R; j_L; j_R, j_R | U^{\dagger} dU | \Delta, j_R; j_L; j_R, j_L \rangle|^2$$

(3.11)

as a measure of complexity. The action of the unitary $U(\sigma)$ on the highest weight reference state $|\Delta, j_L; j_R; j_L, j_R\rangle$ again simplifies after using the fact that the reference state is both primary and highest weight

$$U(\sigma) |\Delta, j_L; j_R; j_L, j_R\rangle = e^{i\gamma} e^{i\lambda_L^R j_R^R + i\lambda_L^L j_L^L} e^{i\alpha} P e^{i\lambda_R^R j_R^R + i\lambda_R^L j_L^L} e^{i\lambda_S^R j_R^R + i\lambda_S^L j_L^L} |\Delta, j_L; j_R; j_L, j_R\rangle$$

(3.12)

The evaluation of the Fubini-Study metric is again a straightforward exercise, once the matrix element

$$\langle \Delta, j_L; j_R; j_L, j_R | U^{\dagger}(\sigma) U(\sigma) | \Delta, j_L; j_R; j_L, j_R \rangle$$

(3.13)

has been evaluated. The operator state correspondence can again be used to relate matrix elements to correlation functions. Matrix elements taken using highest weight states again exhibit a particularly simple dependence on the $j_L, j_R$ quantum numbers. By decomposing so(4) into su(2)$\times$su(2), the key formulas (2.44), (2.45) and (2.48) apply to each su(2) factor,
where
\[
M^L = - \begin{pmatrix}
1 + \lambda_L^2 (\lambda_L^2)^* & -i(\lambda_L^2 (\lambda_L^2)^* - 1) & -i(\lambda_L^2 + (\lambda_L^2)^*) \\
-i(\lambda_L^2 (\lambda_L^2)^* - 1) & 1 + \lambda_L^2 (\lambda_L^2)^* & -\lambda_L^2 + (\lambda_L^2)^* \\
\lambda_L^2 - (\lambda_L^2)^* & -i(\lambda_L^2 + (\lambda_L^2)^*) & 1 + \lambda_L^2 (\lambda_L^2)^* \\
\end{pmatrix}
\]

\[
M^R = - \begin{pmatrix}
1 + \lambda_R^2 (\lambda_R^2)^* & -i(\lambda_R^2 (\lambda_R^2)^* - 1) & -i(\lambda_R^2 + (\lambda_R^2)^*) \\
i(\lambda_R^2 (\lambda_R^2)^* - 1) & 1 + \lambda_R^2 (\lambda_R^2)^* & -\lambda_R^2 + (\lambda_R^2)^* \\
\lambda_R^2 - (\lambda_R^2)^* & -i(\lambda_R^2 + (\lambda_R^2)^*) & 1 + \lambda_R^2 (\lambda_R^2)^* \\
\end{pmatrix}
\]

The matrix elements needed for an evaluation of the Fubini-Study metric can now be obtained by taking appropriate derivatives of the above result. The final answer for the Fubini-Study metric is

\[
d\hat{s}^2 = 2(\Delta + j_L + j_R) \left( \frac{\dot{\alpha} \cdot \dot{\alpha} - 2|\dot{\alpha}|^2}{-2\alpha \cdot \alpha + (\alpha \cdot \alpha)^2 + 2|\dot{\alpha} - (\alpha \cdot \alpha)^2/2 \alpha |^2} \right)
\]
\[+ \sum_{A=L,R} \left( -2j_A \frac{(\alpha \cdot \mu)^2 M^A_{\mu \nu} \alpha \cdot \nu}{(\alpha \cdot \mu)^2 M^A_{\mu \nu} + (\alpha \cdot \mu)^2 M^A_{\mu \nu} \alpha \cdot \nu} + \frac{(\alpha \cdot \mu)^2 M^A_{\mu \nu} \alpha \cdot \nu}{(\alpha \cdot \mu)^2 M^A_{\mu \nu} + (\alpha \cdot \mu)^2 M^A_{\mu \nu} \alpha \cdot \nu} \right) \]
\[+ 2j_A \frac{1 - 2\alpha \cdot \alpha + (\alpha \cdot \alpha)^2}{(\alpha \cdot \mu)^2 M^A_{\mu \nu} + (\alpha \cdot \mu)^2 M^A_{\mu \nu} \alpha \cdot \nu} \hat{\lambda}^A \hat{\lambda}^A \]
\[+ 2i j_A \frac{(\alpha \cdot \mu)^2 L^A_{\mu \nu} \alpha \cdot \nu - (\alpha \cdot \mu)^2 L^A_{\mu \nu} \alpha \cdot \nu}{(\alpha \cdot \mu)^2 M^A_{\mu \nu} + (\alpha \cdot \mu)^2 M^A_{\mu \nu} \alpha \cdot \nu} \hat{\lambda}^A \hat{\lambda}^A \]

where
\[
L^L = -i(1 + \lambda_L^2 (\lambda_L^2)^*)^2 \frac{\partial}{\partial (\lambda_L^2)^*} \frac{M^L}{1 + \lambda_L^2 (\lambda_L^2)^*}
\]
\[= \begin{pmatrix}
0 & 2\lambda_L & 1 - (\lambda_L^2)^2 & i(1 + (\lambda_L^2)^2) \\
-2\lambda_L & 0 & i(1 + (\lambda_L^2)^2) & -1 + (\lambda_L^2)^2 \\
-1 + (\lambda_L^2)^2 & -i(1 + (\lambda_L^2)^2) & 0 & 2\lambda_L \\
i(1 + (\lambda_L^2)^2) & (1 - (\lambda_L^2)^2) & -2\lambda_L & 0
\end{pmatrix}
\]
\[
L^R \equiv -i(1 + \lambda^R_3)^2 \frac{\partial}{\partial (\lambda^R)^*} \frac{M^R}{1 + \lambda^R_3} \\
= \begin{pmatrix}
0 & 2\lambda^R_1 & 1 - (\lambda^R)^2 & -i(1 + (\lambda^R)^2) \\
-2\lambda^R_1 & 0 & i(1 + (\lambda^R)^2) & 1 - (\lambda^R)^2 \\
-1 + (\lambda^R)^2 & -i(1 + (\lambda^R)^2) & 0 & -2\lambda^R_1 \\
i(1 + (\lambda^R)^2) & (-1 + (\lambda^R)^2) & 2\lambda^R_1 & 0
\end{pmatrix}
\] (3.17)

For a scalar primary, all dependence on \(\lambda^R\) and \(\lambda^L\) drops out and we obtain a metric defined on an 8 dimensional space with complex coordinates \(\alpha^{\mu}\). This space can be identified with the coset space \(SO(2,4)/SO(2) \times SO(4)\) [53, 57], where we recognize the stability group of a scalar primary which is \(SO(2) \times SO(4)\). The stability group of a spinning primary is \(SO(2) \times SO(2) \times SO(2)\). In this case the metric is defined on an 12 dimensional space with complex coordinates \(\alpha^{\mu}, \lambda^R, \lambda^L\). This space is the coset space \(SO(2,4)/SO(2) \times SO(2) \times SO(2)\).

### 3.5 Fubini-Study metric from coadjoint orbit

The result (3.15) is again in complete agreement with the metric obtained by studying the geometry of coadjoint orbits of \(SO(2,4)\). The computation is a simple generalization of that of section 2.6, so we need only sketch the main points. Working in the defining representation and after imposing unitarity we find

\[
U = e^{i\alpha^\mu P_\mu} e^{i\sigma^K K} e^{i\gamma R D + \text{log} (\gamma) D} \prod_{A=L,R} e^{i\lambda^A J^A} e^{i\gamma^A J^A} e^{i\gamma^A J^A + \text{log} (\gamma) - \text{log} (\Lambda^A)} J^A
\] (3.18)

where \(\gamma\) is defined in (2.57),

\[
\sigma_\mu = -\frac{\partial}{\partial \alpha^\mu} \log (\gamma) \quad \lambda^A_\pm = \frac{\partial}{\partial \lambda^A} \log (\Lambda^A)
\] (3.19)

and

\[
\Lambda^A = -(1 + \lambda^A_3)^2 - (\alpha_3^*)^2 M^A_{\mu \nu} \alpha^{\nu}
\]

Notice that after imposing unitarity \(U(\sigma)\) depends on the complex vector \(\alpha^\mu\) with four components, the two complex numbers \(\lambda^R, \lambda^L\) and the three real numbers \(\gamma_R, \lambda^R_3, \lambda^L_3\). This gives a total of 15 real parameters, which matches the dimension of \(so(2,4)\). The computation of the Maurer-Cartan form, the symplectic form and the metric on the coadjoint orbit is now straightforward. To evaluate the symplectic form we choose

\[
\eta = i\Delta D + i\frac{jL}{2} (-L_{34} - L_{12}) + i\frac{jR}{2} (-L_{34} + L_{12})
\] (3.20)

Notice that the stabilizer algebra of \(\eta\) is \(so(2) \times so(2) \times so(2)\) which matches the stabilizer algebra of the spinning primary reference state. The resulting metric on the coadjoint orbit is in complete agreement with the Fubini-Study metric (3.15).
4 Discussion and conclusions

By studying quantum circuits that are irreducible representations of the Lorentzian conformal groups so(2,3) and so(2,4), we have obtained explicit formulas for the Fubini-Study metrics that give measures of computational complexity. In particular, by studying circuits that start from arbitrary spinning primary states we have generalized the formulas obtained in [53], which considered scalar primary states. The metrics we have obtained can be reproduced, in complete detail, from the geometry of coadjoint orbits.

Our results show a remarkable simplicity that warrants further discussion. The spinning primary reference state is labeled by it’s quantum numbers with respect to the Cartan subalgebra of the conformal group. This is a dimension \( \Delta \) and a single spin \( j \) for so(2,3) and two spins \((j_L, j_R)\) for so(2,4). We have seen that the Fubini-Study metric is easily computed once the overlap
\[
I = \langle \phi | U^\dagger(\sigma) U(\sigma) | \phi \rangle
\] (4.1)
has been evaluated. Setting \( I \) to 1 gives a set of unitarity conditions. Before imposing unitarity, taking derivatives of \( I \) we can evaluate the matrix elements that appear in the Fubini-Study metric. Our results show that \( I \) has a remarkably simple structure. Up to some overall phases which are trivially determined, there is a factor for each quantum number of the Cartan subalgebra. In three dimensions we have
\[
I = (A_{\Delta})^\Delta (A)^j
\] (4.2)
while in four dimensions we have
\[
I = (A_{\Delta})^\Delta (A_L)^j_L (A_R)^j_R
\] (4.3)
For both formulas we have
\[
A_{\Delta} = \frac{1}{1 - 2\alpha \cdot \alpha^* + |\alpha \cdot \alpha|^2}
\] (4.4)
The spin factors \( A \) in (4.3) and \( A_L, A_R \) in (4.4) also have a universal form. Collectively denoting these factors as \( A_{\text{spin}} \) we have
\[
A_{\text{spin}} = \frac{1 + \lambda \cdot \lambda^* + \alpha^* \cdot M \cdot \alpha}{\sqrt{1 - 2\alpha \cdot \alpha^* + |\alpha \cdot \alpha|^2}}
\] (4.5)
In the above formula, \( M \) is a \( d \times d \) matrix for so(2,d). Our results suggest that this matrix again has a universal form, easily written down using the defining representation of so(d).

For example, for so(2,3) we use the defining representation of so(3) which gives matrices
\[
J_3 = \begin{bmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad J_+ = \begin{bmatrix} 0 & 0 & -1 \\ 0 & 0 & -i \\ 1 & i & 0 \end{bmatrix}, \quad J_- = J_+^\dagger
\] (4.6)
In terms of these matrices \( M \) can be written as
\[
M = (1 - \lambda \cdot \lambda^*) J_3 - i\lambda^* J_+ + i\lambda J_- - (1 + \lambda \cdot \lambda^*) I_3
\] (4.7)
where $I_3$ is the three dimensional identity matrix. To illustrate why we claim $M$ takes a universal form, consider so(2,4) where we use the defining representation of so(4). The relevant matrices are

$$
J^L_3 = \frac{1}{2} (L_{12} + L_{34}) = \frac{1}{2} \begin{bmatrix}
0 & -i & 0 & 0 \\
0 & 0 & 0 & -i \\
0 & 0 & 0 & 0 \\
i & 0 & i & 0
\end{bmatrix}
$$

$$
J^L_+ = \frac{1}{2} (-L_{13} - iL_{14} - iL_{23} + L_{24}) = \frac{1}{2} \begin{bmatrix}
0 & 0 & -1 & -i \\
0 & 0 & -i & 1 \\
1 & i & 0 & 0 \\
i & -1 & 0 & 0
\end{bmatrix}
$$

$$
J^L_- = (J^L_+)^\dagger
$$

$$
J^R_3 = \frac{i}{2} (L_{34} - L_{12}) = \frac{1}{2} \begin{bmatrix}
0 & -i & 0 & 0 \\
i & 0 & 0 & 0 \\
0 & 0 & 0 & i \\
0 & 0 & -i & 0
\end{bmatrix}
$$

$$
J^R_+ = \frac{1}{2} (-L_{13} + iL_{14} - iL_{23} - L_{24}) = \frac{1}{2} \begin{bmatrix}
0 & 0 & -1 & i \\
0 & 0 & -i & -1 \\
1 & i & 0 & 0 \\
-i & 1 & 0 & 0
\end{bmatrix}
$$

$$
J^R_- = (J^R_+)^\dagger
$$

Using these matrices we can write

$$
M^L = 2((1 - \lambda^L_+^\ast \lambda^L_\ast) J^L_3 - i(\lambda^L_\ast J^L_+ + i\lambda^L_+ J^L_-) - (1 + \lambda^L_\ast (\lambda^L_\ast^\ast))I_4
$$

and

$$
M^R = 2((1 - \lambda^R_+^\ast \lambda^R_\ast) J^R_3 - i(\lambda^R_\ast J^R_+ + i\lambda^R_+ J^R_-) - (1 + \lambda^R_\ast (\lambda^R_\ast^\ast))I_4
$$

where $I_4$ is the four dimensional identity matrix. Notice that (4.7), (4.10) and (4.11) are almost in complete agreement. The only difference is in the coefficient of the term linear in the Lie algebra generators. This coefficient will depend on the choice of normalization for the Lie algebra elements. In the current setting notice that $J_3$ has integer eigenvalues while $J^L_+^\dagger$ and $J^R_-^\dagger$ both have half integer eigenvalues.

Based on our experience with SO(2,3) and SO(2,4) we might try to guess a formula for the overlap $I$ computed in $d$ dimensions, where the relevant conformal group is SO(2,$d$). The overlap has taken a striking form with a factor for each element in the Cartan sub algebra. We expect that the factor $A_\Delta$ will appear in the general SO(2,$d$) case, motivated by the answer from circuits which are in a representation of SO(2,$d$) and start from a scalar primary. In contrast to this, we expect that the factors associated with the spin, denoted $A_{\text{spin}}$ above, will change. It is because the compact subgroup associated to spin is SO(3)$\cong$SU(2) for SO(2,3), and is SO(4)$=SU(2)\times SU(2)$ for SO(2,4) that the $A_{\text{spin}}$ factors have taken such a uniform form in our results.

The Fubini-Study metrics we have computed furnish a concrete description of the spaces relevant for the computation of complexity in the conformal field theory. Using these
metrics we can study geodesics on the space of unitaries which correspond to trajectories emanating from a spinning primary. The time evolution resulting from the conformal field theory dynamics will also produce a trajectory on this same space, and for short enough times we expect the geodesic route to match the time evolution trajectory. This produces a linear growth in complexity for short time scales. However, we expect that at late enough times this growth stops and complexity saturates [19]. This saturation has been related to the appearance of conjugate points, a global feature of the space of geodesics [59]. Conjugate points appear where different geodesics reconnect, so that they reflect the fact that there are shorter paths that intersect the time evolution trajectory. These shorter paths become the geodesics relevant for the computation of complexity, and the linear growth in complexity halts. Do our geometries exhibit conjugate points? The basic theorem from Riemannian geometry, governing the appearance of conjugate points, is stated in terms of Jacobi fields [61]. Recall that, for a given geodesic $\gamma$ any field $X$ which obeys

$$\nabla_{\dot{\gamma}}\nabla_{\dot{\gamma}}X + R(\dot{\gamma}, X)\dot{\gamma} = 0$$

(4.12)

is called a Jacobi field. The basic theorem relating Jacobi fields to conjugate points states [61]

**Theorem.** Let $M$ be a Riemannian manifold and let $\gamma : [a, b] \to M$ be a geodesic. Then $q = \gamma(t_0)$ is a conjugate point of $p = \gamma(a)$ if and only if there exists a non-vanishing Jacobi field $X$ along $\gamma$ so that $X(a) = 0$ and $X(t_0) = 0$.

In general the construction of Jacobi fields has to be tackled numerically. An important special case, which can be handled analytically is when the manifold has constant sectional curvature. Let $\sigma_p$ denote the two-dimensional linear subspace of the tangent space at a point $p$ of the manifold. The sectional curvature $K(\sigma_p)$ is defined geometrically as the Gaussian curvature of the surface which has the plane $\sigma_p$ as a tangent plane at $p$. A manifold with constant section curvature has the same sectional curvature at all points $p$. If a manifold has constant sectional curvature $k$ we know that it is an Einstein manifold and that its Riemann tensor is given by the Kulkarni-Nomizu product of the metric with itself

$$R = \frac{k}{2} g \otimes g$$

(4.13)

Recall that the metric obtained from scalar primaries has constant negative sectional curvature. In this case the Jacobi fields can be constructed explicitly and it is known that these spaces, have no conjugate points [60] as pointed out in [53]. The geometries we have found using a spinning reference state have constant scalar curvature, but they are not Einstein manifolds and do not have constant sectional curvature. We have not considered the interesting problem of constructing the Jacobi fields associated to our complexity manifolds, and the subsequent implications for possible conjugate points. Constructing the Jacobi fields would allow us to rule out the existence of conjugate points, or to explicitly construct them, signaling the saturation of complexity. Towards this end it is useful to note that even for the case of the spinning reference states the metrics we have constructed are Kähler

$$g_{\mu\nu} = \partial_\mu \partial_\nu V_K.$$ 

(4.14)
with Kähler potential

\[ V_K = \log \left( \frac{1 - 2\alpha \cdot \alpha^* + \alpha \cdot \alpha^* \cdot \alpha^*}{\Lambda^2} \right) \]  

(4.15)

In this case, the Ricci tensor can be written as

\[ R_{\mu\bar{\nu}} = -\frac{1}{2} \partial_\mu \partial_{\bar{\nu}} \log (\det g) \]  

(4.16)

There is one clear deficiency with our analysis: our allowed gates have been restricted to conformal transformations. Since conformal transformations are symmetries, we have good motivation to assign allowed gates the same computational cost, and hence the arbitrariness associated with choosing a cost function is removed. However, this also means that starting with any reference state in a given conformal multiplet, our circuit can never produce a target state that belongs to a different multiplet. Symmetry operations do not provide a universal set of gates from which any desired circuit can be synthesized. In fact, if the set of allowed gates is not large enough we might not even see a saturation of complexity, because with the limited set of gates at our disposal, we might not have access to the more efficient unitaries which are responsible for the saturation of complexity. A first step towards a more complete set of gates might involve studying theories with a higher spin symmetry and allowing gates that correspond to the higher spin symmetries. We stress however that it is only after a complete set of allowed gates is defined, that the study of the saturation of complexity can be performed. The problem of characterizing a suitable set of allowed gates seems difficult. One possibility would be to take the minimal set of gates with which field theory computations reproduce expectations derived from the holographic dual theory. Clearly there are still very basic open questions that remain unresolved.
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**A Baker-Campbell-Hausdorff identities**

We will derive an identity for the operator $e^{-i\alpha^* K} e^{ia \cdot P}$ in $d = 3$ Euclidean space. An $\text{su}(2) \times \text{su}(2)$ subgroup of $\text{so}(2,3)$ plays an important role. The generators of the subgroup are defined by

\[
\begin{align*}
J^L_+ &= v_+ \cdot K \\
J^L_- &= -v_- \cdot P \\
J^L_3 &= -\frac{1}{2} D + v_+ \mu v_- \nu L_{\mu\nu}
\end{align*}
\]  

(Â.1)

and

\[
\begin{align*}
J^R_+ &= -v_+ \cdot P \\
J^R_- &= v_- \cdot K \\
J^R_3 &= \frac{1}{2} D + v_+ \mu v_- \nu L_{\mu\nu}
\end{align*}
\]  

(Â.2)
where \( v_+ \cdot v_+ = 0 = v_- \cdot v_- \) and \( v_+ \cdot v_- \). To obtain a null vector in Euclidean space the vectors \( v_{\mu\nu} \) and \( v_{\nu\nu} \) must have complex components. We can write \( \alpha_\mu \) and \( \alpha_\mu^* \) in terms of two null vectors as follows

\[
\alpha_\mu = i \sqrt{\alpha \cdot \alpha} (v_{\mu\nu} - v_{\nu\nu}) \\
\alpha_\mu^* = -i \sqrt{\alpha \cdot \alpha} (C_n v_{\mu\nu} - C_n v_{\nu\nu}) \\
C_\pm = -\alpha \cdot \alpha^* \pm i \sqrt{\alpha \cdot \alpha \alpha^* \cdot \alpha^* - (\alpha \cdot \alpha)^2}
\]

(A.3)

We can also express

\[
v_{\mu\nu} = \frac{1}{2C \sqrt{\alpha \cdot \alpha}} (C_\alpha \alpha_\mu + \alpha \cdot \alpha_\mu^*) \\
v_{\nu\nu} = \frac{1}{2C \sqrt{\alpha \cdot \alpha}} (C_\alpha \alpha_\mu + \alpha \cdot \alpha_\mu^*)
\]

(A.4)

where \( C = \frac{i}{2} (C_+ - C_-) \). Noting that

\[
\alpha \cdot P = \sqrt{\alpha \cdot \alpha} (J^R_+ - J^L) - i \alpha^* \cdot K = \frac{1}{\sqrt{\alpha \cdot \alpha}} (C_+ J^R_+ - C_- J^L_+)
\]

(A.5)

we can use the Baker-Campbell-Hausdorff identity

\[
e^{a_\mu J^L_+ + a_\mu^* J^L_-} e^{b_\mu J^L_+ + b_\mu^* J^L_-} = e^{\frac{b^L}{1 + a^L b^R_+}} J^L_+ + \frac{b^L}{1 + a^L b^R_+} J^L_- e^{2 \log(1 + a^L b^R_+) J^L_+ - 2 \log(1 + a^L b^R_+^*) J^L_-} \times e^{\frac{b^L}{1 + a^L b^R_+^*}} J^L_+ + \frac{b^L}{1 + a^L b^R_+^*} J^L_- e^{2 \log(1 + a^L b^R_+^*) J^L_+ - 2 \log(1 + a^L b^R_+^*) J^L_-}
\]

(A.6)

to obtain

\[
e^{-i \alpha^* \cdot K} e^{i \alpha \cdot P} = e^{g_\mu P} e^{-\log(1 + C_+ + C_- + C_+ C_-) D + \log(\frac{1 + C_+}{1 + C_-})} v_{\mu\nu} \nu_{\mu\nu} e^{h_\mu K}
\]

(A.7)

where the exact expressions for the vectors \( g_\mu \) and \( h_\mu \) are easy to obtain but will not be needed.

Next, we will derive an identity for the operator \( e^{-i \alpha^* \cdot J_+} e^{g_\mu P} e^{i \alpha \cdot J_+} \), again in \( d = 3 \) Euclidean space. Using the result (A.6) as well as

\[
e^{-i \alpha^* \cdot J_+} e^{g_\mu P} e^{i \alpha \cdot J_+} = e^{g_\mu P} e^{i \lambda_+ \cdot J_+} \quad e^{i \lambda_+ \cdot J_-} e^{-i \lambda_+ \cdot J_-} = e^{h_\mu K}
\]

(A.8)

the matrix element

\[
\langle \Delta, j; j | e^{-i \alpha^* \cdot J_+} e^{i \alpha \cdot J_+} e^{i \alpha \cdot P} e^{-i \alpha \cdot J_+} | \Delta, j; j \rangle
\]

(A.9)

simplifies to

\[
e^{-\log(1 + C_+ + C_- + C_+ C_-) \Delta} \langle \Delta, j; j | e^{-i \alpha^* \cdot J_+} e^{\log(\frac{1 + C_+}{1 + C_-})} v_{\mu\nu} \nu_{\mu\nu} e^{i \alpha \cdot J_-} | \Delta, j; j \rangle
\]

(A.10)

If we now write \( v_{\mu\nu} \nu_{\mu\nu} \) as \( J_3 J_3 - J_- J_- + J_+ J_+ \), then by making use of the following identity (again derived using the Baker-Campbell-Hausdorff formula)

\[
e^{-i J_+ \lambda^*} e^{i \lambda \lambda J_3 + J_- J_+} e^{i \lambda \lambda J_3} = e^{J_+} \Delta A_3 B_3 \Delta A_3 B_3 C
\]

(A.11)
where

\[
A = \frac{(2j_+ (e^{\bar{j}_+} - 1) + i\lambda_- (j_3 (-e^{\bar{j}_+}) + (e^{\bar{j}_+} + 1) |\bar{j}_+ + j_3))}{d_A}
\]

\[
d_A = \lambda_- \lambda_+ |\bar{j}_+| - j_3 (\lambda_- \lambda_+ - 1) (e^{\bar{j}_+} - 1) + e^{\bar{j}_+} \left((\lambda_- \lambda_+ + 1) |\bar{j}_+| - 2ij_- \lambda_+ + 2ij_+ \lambda_-ight)
\]

\[
|\bar{j}_+| = \sqrt{\frac{3}{4} j_+ + 4j_-}
\]

\[
B = \log \left( \frac{e^{-\frac{1}{2} j_+ d_A}}{2 |\bar{j}_+|} \right)
\]

\[
C = \frac{(2j_+ (e^{\bar{j}_+} - 1) - i\lambda_+ (j_3 (-e^{\bar{j}_+}) + (e^{\bar{j}_+} + 1) |\bar{j}_+ + j_3))}{d_A}
\]

(A.12)

we obtain (2.49).

A few comments are in order. First, notice that the \(\text{su}(2)\times\text{su}(2)\) subgroup identified above can be defined for any \(\text{so}(2,d)\) with \(d \geq 2\). In addition, the formulas (A.6) and (A.11) were established using a specific \(\text{su}(2)\) representation. It is however simple to check, by varying the representation used, that the identities are independent of the specific representation used.

The Baker-Campbell-Hausdorff formula is also useful for the \(d = 4\) computation of complexity. Using the logic above in (A.1) and (A.2) to extract an \(\text{su}(2)\times\text{su}(2)\) subgroup and imposing that \(U(\sigma)\) is unitary, we find

\[
\langle \Delta, j_L, j_R; j_L, j_R | U(\sigma) (U(\Delta, j_L, j_R; j_L, j_R) = e^{i\Delta (\gamma - \gamma^*) + i\lambda_+ (\lambda_-^* - (\lambda_+^*)^*) + i\lambda_- (\lambda_+^* - (\lambda_-^*)^*)}
\]

\[
\times (1 - 2\alpha \cdot \alpha^* + \alpha \cdot \alpha^* \cdot \alpha^*)^{\Delta} |\Delta, j_L, j_R; j_L, j_R | e^{-i(\lambda_+^* \cdot J_+ - \lambda_-^* \cdot J_-) e^{-i(\lambda_+^*)^* J_+}} e^{-i(\lambda_-^*)^* J_-}
\]

The final matrix element takes the form of a product of two copies of \(\text{SU}(2)\) matrix elements.

To evaluate the matrix element above, apply two copies of the \(\text{SU}(2)\) Baker-Campbell-Hausdorff formula. The following decomposition shows how to translate between \(\text{so}(4)\) and \(\text{su}(2)\times\text{su}(2)\), which is needed to carry the computation out

\[
L_{12} = i \left( J_3^L + J_3^R \right)
\]

\[
L_{13} = \frac{1}{2} \left( J_3^L + J_3^R - J_+ - J_+ \right)
\]

\[
L_{14} = -\frac{i}{2} \left( -J_3^L + J_3^R - J_+ + J_+ \right)
\]

\[
L_{23} = \frac{i}{2} \left( J_3^L + J_3^R + J_+ + J_+ \right)
\]

\[
L_{24} = \frac{1}{2} \left( -J_3^L + J_3^R + J_+ - J_+ \right)
\]

\[
L_{34} = i \left( J_3^L - J_3^R \right)
\]

(A.13)
B More geometry

The computation of complexity has been reduced to evaluating the length of a geodesic, with the starting point of the geodesic determined by a choice of reference state and ending point by a choice of target state. Our focus in this appendix is on the dependence of complexity on the choice of reference state. In the discussion that follows, we focus on SO(2,3). Choose the reference state \(|\phi_0\rangle = |\Delta, j; j - n\rangle\) which has definite scaling dimension \(\Delta\) and \(L_3\) spin \(j - n\). The resulting eight dimensional Fubini-Study metric is

\[
ds^2 = 2(\Delta + j - n) \left( \frac{d\alpha^* \cdot d\alpha - 2|d\alpha \cdot \alpha|^2}{1 - 2\alpha^* \cdot \alpha + (\alpha \cdot \alpha)(\alpha^* \cdot \alpha^*)} + 2 \frac{|d\alpha \cdot \alpha^* - (\alpha^* \cdot \alpha^*)\alpha \cdot d\alpha|^2}{(1 - 2\alpha^* \cdot \alpha + (\alpha \cdot \alpha)(\alpha^* \cdot \alpha^*))^2} \right) \\
- 2(j - n) \left( \frac{(\alpha^*)^\mu M_{\mu \nu}d\alpha^\nu (d\alpha^\sigma M_{\sigma \tau}d\alpha^\tau)}{1 + \lambda_- \lambda_+ + (\alpha^*)^\mu M_{\mu \nu}d\alpha^\nu} \right) \\
+ 2(j - n) \frac{\gamma^2}{\Lambda^2} (d\alpha \cdot L \cdot \sigma)(d\alpha^* \cdot L\dagger \cdot \sigma^*) + 2(j - n(n + 1 - 2j)) \frac{\gamma^2}{\Lambda^2} (-i\lambda_- - d\alpha \cdot L \cdot \sigma)(i\lambda_+ + d\alpha \cdot L\dagger \cdot \sigma^*)
\]

(B.1)

where \(\Lambda\) is defined in (2.21), \(M\) in (2.19) and \(L\) in (2.20). The scalar curvature of this geometry is

\[
R = \frac{-2\Delta^3 - 6j(1+j)(j-n)^2 + 6(j-n)^4 + 18\Delta^2(j+2jn-n^2) + 2\Delta(2j-n)^2 + (j+2jn-n^2)^2}{(j+n-j)^2 - 2\Delta^2} \\
(R.2)
\]

which is invariant under \(n \rightarrow 2j - n\) as expected. It is noteworthy that the scalar curvature has a non-trivial dependence on \(n\) and hence, on the initial reference state.

There are many initial states that could be considered which, for example, need not be eigenstates of \(L_3\). As a nice way to summarize this more general set up, we have been able to write the Fubini-Study metric for a reference state of scaling dimension \(\Delta\) and arbitrary spin as

\[
\frac{ds^2}{d\sigma^2} = 2(\Delta + \langle J_3 \rangle) \left( \frac{\dot{\alpha}^* \cdot \dot{\alpha} - 2|\dot{\alpha} \cdot \alpha|^2}{1 - 2\alpha^* \cdot \alpha + (\alpha \cdot \alpha)(\alpha^* \cdot \alpha^*)} + 2 \frac{|\dot{\alpha} \cdot \alpha^* - (\alpha^* \cdot \alpha^*)\alpha \cdot \dot{\alpha}|^2}{(1 - 2\alpha^* \cdot \alpha + (\alpha \cdot \alpha)(\alpha^* \cdot \alpha^*))^2} \right) \\
- 2\langle J_3 \rangle \left( \frac{(\alpha^*)^\mu M_{\mu \nu} \dot{\alpha}^\nu (\dot{\alpha}^\sigma M_{\sigma \tau} \dot{\alpha}^\tau)}{1 + \lambda_- \lambda_+ + (\alpha^*)^\mu M_{\mu \nu} \dot{\alpha}^\nu} \right) \\
+ 2\langle J_3 \rangle \frac{\gamma^2}{\Lambda^2} (\dot{\alpha} \cdot L \cdot \sigma)(\dot{\alpha}^* \cdot L\dagger \cdot \sigma^*) - \frac{4\langle L_{31} - iL_{32} \rangle}{\gamma^3 \Lambda^2} \left( e^{-i\lambda_\mu} d\alpha^* \cdot u \cdot L \cdot d\alpha \right) \\
+ \frac{4\langle L_{31} - iL_{32} \rangle}{\gamma^3 \Lambda^2} \left( e^{-i\lambda_\mu} d\alpha^* \cdot u \cdot L \cdot d\alpha \right) - (\langle J_+ J_- + J_- J_+ \rangle - 2\langle J_+ \rangle \langle J_- \rangle) f_+ f_- \\
- (\langle J_+ J_- \rangle - \langle J_- \rangle^2) f_+^2 - (\langle J_+ J_+ \rangle - \langle J_- \rangle^2) f_-^2 - (\langle J_3 J_3 \rangle - \langle J_3 \rangle^2) f_3^2 \\
- (\langle J_3 J_+ + J_+ J_3 \rangle - 2\langle J_3 \rangle \langle J_+ \rangle) f_3 f_+ - (\langle J_3 J_- + J_- J_3 \rangle - 2\langle J_3 \rangle \langle J_- \rangle) f_3 f_-
\]

(B.3)
where $\langle \cdot \rangle$ refers to the expectation value w.r.t. the initial state and

\[
u_{ij} = (1 - \delta_{ij}) (-2(\alpha_i \alpha_j^* + \alpha_j \alpha_i^*) - 2\alpha_i \alpha_j (\alpha^* \alpha - 2(\alpha_i^*)^2 - 2(\alpha_j^*)^2) - 2\alpha_i^* \alpha_j^*(\alpha \cdot \alpha - 2(\alpha_i^2 - 2(\alpha_j^2))
\]
\[+ 4(\alpha_i \alpha_j^* + \alpha_j \alpha_i^*)(\alpha^* \alpha^* - \alpha^* \alpha_i - \alpha_j \alpha_i^* + 4\alpha_j \alpha_i^*(1 - \alpha^* \alpha^*))
\]
\[+ \delta_{ij} (1 - 2\alpha^* \alpha + 4\alpha_i \alpha_i^*(\alpha^* \alpha - \alpha^* \alpha_i) + (\alpha \cdot \alpha - 2\alpha_i \alpha_j)(\alpha^* \alpha^* - 2\alpha_i^* \alpha_j^*))
\]
\[\tilde{\nu}_{ij} = (1 - \delta_{ij}) (-2(\alpha_i \alpha_j^* + \alpha_j \alpha_i^*) - 2\alpha_i \alpha_j (\alpha^* \alpha - 2(\alpha_i^*)^2 - 2(\alpha_j^*)^2) - 2\alpha_i^* \alpha_j^*(\alpha \cdot \alpha - 2(\alpha_i^2 - 2(\alpha_j^2))
\]
\[+ 4(\alpha_i \alpha_j^* + \alpha_j \alpha_i^*)(\alpha^* \alpha^* - \alpha^* \alpha_i - \alpha_j \alpha_i^* + 4\alpha_j \alpha_i^*(1 - \alpha^* \alpha^*))
\]
\[+ \delta_{ij} (1 - 2\alpha^* \alpha + 4\alpha_i \alpha_i^*(\alpha^* \alpha - \alpha^* \alpha_i) + (\alpha \cdot \alpha - 2\alpha_i \alpha_j)(\alpha^* \alpha^* - 2\alpha_i^* \alpha_j^*))
\]
\[f_+ = i \frac{\gamma}{\Lambda} (\hat{\lambda}^* - i \hat{\alpha}^* \cdot L \cdot \sigma^*) e^{-i\lambda n}
\]
\[f_- = i \frac{\gamma}{\Lambda} (\hat{\lambda} - i \hat{\alpha} \cdot L \cdot \sigma) e^{i\lambda n}
\]
\[f_3 = \frac{\gamma}{\Lambda} \left( \left( \frac{\alpha \cdot \partial}{\partial \alpha} + \frac{\hat{\lambda} \cdot \partial}{\partial \hat{\lambda}} \right) \left( \frac{\Lambda}{\gamma} \right) - \left( \frac{\alpha^* \cdot \partial}{\partial \alpha^*} + \frac{\hat{\lambda}^* \cdot \partial}{\partial \hat{\lambda}^*} \right) \left( \frac{\Lambda}{\gamma} \right) \right) + i\lambda n \]  

(Equation B.4)

Evaluating the geometry for a particular initial state is now reduced to evaluating the expectation values above. This proves to be useful for explicit computation. For example, explicit computation shows that reference states that are related by the action of a group element lead to metrics that can be related by performing a coordinate transformation.
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