A New Method to Trace Three-dimensional Magnetic Field Structure within Molecular Clouds Using Dust Polarization
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ABSTRACT
The complete three-dimensional structure of the magnetic field within molecular clouds has eluded determination despite its high value in determining controlling factors in the star formation process, as it cannot be directly probed observationally. Considering that inclination of the magnetic field relative to the plane of sky is one of the major sources of depolarization of thermal emission from dust in molecular clouds, we propose here a new method to estimate the inclination angle of the cloud-scale magnetic field based on the statistical properties of the observed polarization fraction. We test this method using a series of Monte Carlo experiments, and find that the method works well provided that deviations of magnetic field direction from the averaged values are small. When applied to synthetic observations of numerical simulations of star-forming clouds, our method gives fairly accurate measurements of the mean magnetic field inclination angle (within $10^\circ - 25^\circ$), which can further be improved if we restrict our technique to regions of low dispersion in polarization angles $S$. We tested our method on the BLASTPol polarimetric observations of the Vela C molecular cloud complex, which suggests that the magnetic field of Vela C has a high inclination angle ($\sim 60^\circ$), consistent with previous analyses.
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1 INTRODUCTION
Magnetic fields have long been known to play a vital role in the formation and evolution of molecular clouds (hereafter MCs), and their subsequent star formation (Mestel & Spitzer 1956; Mouschovias 1991; McKee & Ostriker 2007). In MCs, multi-scale supersonic flows intermittently compress material to initiate creation of a filamentary network that can be observed in both gas and dust emission (André et al. 2014). Prestellar cores arise from these turbulence-generated overdensities, and can collapse gravitationally to create protostellar systems and later become stars (Shu et al. 1987). Magnetic effects are considered to be one of the key agents affecting the dynamics of the star forming process in MCs, in combination with turbulence and gas gravity, at all physical scales and throughout different evolutionary stages (McKee & Ostriker 2007). Therefore, understanding the specific roles played by magnetic fields over a range of scales is a crucial and strongly-debated topic in studies of star formation.

It is generally recognized that non-spherical grains are oriented with their long axes perpendicular to the magnetic field lines, and thus the dust emission is linearly polarized perpendicular to the magnetic field (Davis & Greenstein 1951; Lazarian 2007). Polarimetric observations of thermal emission from dust at mm/far-IR wavelengths are therefore used to trace the projected magnetic field orientation on the plane of sky (e.g. Hildebrand et al. 1984; Novak et al. 1997; Matthews et al. 2001), at least on scales larger than protostellar disks.1

Intense observational effort has been undertaken to understand the role played by the magnetic field during star formation at different scales, including the all-sky coverage of Planck (e.g. Planck Collaboration Int. XXXV 2016) and
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the MC-scale survey by the Balloon-borne Large Aperture Submillimeter Telescope for Polarimetry (BLASTPol; Fissel et al. 2016). In addition, the Atacama Large Millimeter/submillimeter Array (ALMA), the Submillimeter Array (SMA), the James Clerk Maxwell Telescope (JCMT), and many other observatories have all successfully mapped dust polarization patterns at smaller scales in dense filaments, star-forming clumps, and protostellar envelopes and disks (e.g. Crutcher et al. 2004; Chapman et al. 2013; Hull et al. 2013; Stephens et al. 2014; Ching et al. 2017; Ward-Thompson et al. 2017). Despite this rich observational landscape, it remains unclear how dynamically significant the magnetic fields are at varying physical scales, because the field strength cannot be directly measured through polarization. Furthermore, the complete 3D structure of magnetic field (e.g. ratio between line-of-sight and plane-of-sky field components) is still unknown in nearby star-forming regions.

By comparing with synthetic observations of numerical simulation, the statistical power of polarization data becomes an important factor to constrain both the strength and direction of the MC-scale magnetic field. From numerical models of MCs, Soler et al. (2013) developed a new method for determining the relative importance of the magnetic field using the shape of the distribution of relative orientations between the gas structure and polarization vectors (histograms of relative orientation, or HROs). Using their prestellar core-forming simulations, Chen et al. (2016, hereafter CKL16) further proposed that the transition of the shape of HROs based on gas densities could be used to infer the total magnetic field strength of the cloud. Recent high-statistical power polarization observations like Planck and BLASTPol have therefore acquired new utility due to their statistical completeness: the method of HRO has been applied to Planck polarimetric data of nearby star-forming MCs (Planck Collaboration Int. XXXV 2016) as well as the Vela C cloud as observed by BLASTPol (Fissel et al. 2018), and King et al. (2018, hereafter KFCL18) compared their star-forming, MC-scale simulations with the BLASTPol polarimetric data from Vela C (Fissel et al. 2016) through detailed statistical studies, and concluded that the magnetic field direction within Vela C might be very close to our line of sight.

In this manuscript, we introduce a new yet simple method to estimate the overall inclination angle of the MC-scale magnetic field, based on the measured polarization fraction of thermal dust emission from the cloud. The intrinsic polarization coefficient $p_0$ (assumed to be constant across the cloud) can be derived from the measured maximum polarization fraction $p_{\text{max}}$ (assumed to be generated by a line of sight with uniform magnetic fields completely on the plane of sky) within the cloud. Under the assumption of perfect grain alignment, when the dispersion of plane-of-sky magnetic field direction is small, the inclination angle becomes the dominant source of depolarization. If cancellation within the line-of-sight can be neglected, one may obtain an estimate for the inclination angle of the magnetic field at every pixel from the observed polarization map. The characteristic inclination angle of the whole cloud can then be determined statistically using the location of the peak value of the probability distribution function (PDF) of these estimates, which is calculated from Gaussian kernel density estimation (KDE).

This paper is organized as follows. In Section 2 we briefly review the basic equations for calculating the Stokes parameters of polarized emissions from dust (Section 2.1), and show the derivation, from these equations, of the $p$-estimated magnetic field inclination angle $\gamma_{\text{obs}}$ (Section 2.2). A Monte Carlo study is presented in Section 3 as an independent test on the analytical method. We applied our method to fully-3D cloud-scale simulations in Section 4, where we performed two sets of tests on varying cloud environment (Section 4.2) and viewing angles (Section 4.3). Finally, in Section 5 we applied this new method on the Vela C molecular cloud using the polarization data from BLASTPol. We summarize our work in Section 6.

## 2 DUST POLARIZATION

### 2.1 Basic Equations

Here we review the widely adopted dust polarization equations based on previous work (e.g. Lee & Draine 1985; Fiege & Pudritz 2000; Soler et al. 2013; Planck Collaboration Int. XX 2015). Symbols are defined in Figure 1, which is adapted from Figure 1 of CKL16. The synthetic polarization is determined from the integrated Stokes parameters using the volume density $n$ and magnetic field $B = |\mathbf{B}| = |B_x \hat{x} + B_y \hat{y} + B_z \hat{z}|$

\[
q = \int n \frac{B_y^2 - B_z^2}{B^2} \, dz = \int n \cos 2\psi \cos^2 \gamma \, dz,
\]

\[
u = \int n \frac{2B_x B_y}{B^2} \, dz = \int n \sin 2\psi \cos^2 \gamma \, dz,
\]

where $\gamma$ is the inclination angle with respect to the plane of sky and $\psi$ is the position angle on the plane of sky (see Figure 1). The polarization fraction is

\[
p = p_0 \frac{\sqrt{q^2 + \nu^2}}{N - p_0 N_2},
\]

where $N = \int n \, dz$ is the column density integrated along the line of sight, and

\[
N_2 = \int n \left( \cos^2 \gamma - \frac{2}{3} \right) \, dz
\]

is a correction term considering reduced emission from inclined dust grains with smaller cross-section (Fiege & Pudritz 2000). $p_0$ is a coefficient determined by dust grain properties, and is assumed to be constant throughout a cloud.
The inferred polarization angle on the plane of sky is given using the four-quadrant arctangent

\[ \chi = \frac{1}{2} \arctan2(u, q). \]  (4)

The dispersion of polarization angle, \( S \), is defined at each pixel as the averaged difference between the direction of polarization vectors at this pixel \( x \) and other pixels \( x_i \) located a distance \( \delta \); (see e.g. Falceta-Goncalves et al. 2008; Planck Collaboration Int. XIX 2015; Fissel et al. 2016; CKL16; KFCL18)

\[ S^2(x, \delta) = \frac{1}{\text{number of } x_i} \sum \Delta \chi^2(x, x_i) \]  (5)

where the angular difference in polarization between pixels \( x \) and \( x_i \) can be written as

\[ \Delta \chi(x, x_i) = \frac{1}{2} \arctan2(q(x_i)u(x) - q(x)u(x_i), q(x_i)q(x) + u(x_i)u(x)), \]  (6)

which can be directly calculated from the Stokes parameters. In this study, we only consider the dispersion measured among the 8 nearest neighbors of a given pixel, but we caution the readers that dispersion could be a function of scale (see also Section 5).

### 2.2 Inclination Angle and Polarization Fraction

As discussed in CKL16, the polarization fraction is determined by two major factors: inclination angle \( \gamma \), and the dispersion of position angle \( \psi \) along the line of sight, because this dispersion gives rise to cancellation within the line-of-sight. If we consider the “perfect” scenario when there is no variation in neither \( \gamma \) or \( \psi \) along the line of sight, the polarization fraction from Equations (1)–(3) becomes

\[ p = \frac{p_0 \cos^2 \gamma}{1 - p_0 (\cos^2 \gamma - \frac{2}{3})}. \]  (7)

Theoretically, the maximum value of \( p \) happens when \( \cos^2 \gamma = 1 \) (\( \gamma = 0 \); the magnetic field is completely on the plane of sky). The maximum polarization fraction one can measure in a cloud is therefore

\[ p_{\text{max}} = \frac{p_0}{1 - \frac{3}{2}p_0}. \]  (8)

or equivalently,

\[ p_0 = \frac{3}{3 + p_{\text{max}}}. \]  (9)

This provides a way to estimate the polarization coefficient \( p_0 \). Once we have \( p_0 \) derived from the measured \( p_{\text{max}} \), we can calculate \( \cos^2 \gamma_{\text{obs}} \) explicitly from the observed polarization fraction \( p_{\text{obs}} \) using Equation (7):

\[ p_{\text{obs}} \left[ 1 - p_0 \left( \cos^2 \gamma_{\text{obs}} - \frac{2}{3} \right) \right] = p_0 \cos^2 \gamma_{\text{obs}}. \]  (10)

\[ p_0 (1 + p_{\text{obs}}) \cos^2 \gamma_{\text{obs}} = p_{\text{obs}} \left( 1 + \frac{2}{3} p_0 \right). \]  (11)

\[ \cos^2 \gamma_{\text{obs}} = \frac{p_{\text{obs}} \left( 1 + \frac{2}{3} p_0 \right)}{p_0 (1 + p_{\text{obs}})}. \]  (12)

As a result, \( \gamma_{\text{obs}} \) is the inclination angle from the plane of sky corresponding to \( p_{\text{obs}} \), and can be derived at every pixel from any polarimetric observation map.

However, note that we assumed no cancellation along the line-of-sight from variations of magnetic field directions, and that the inclination is the only source of depolarization (i.e. homogeneous grain alignment). The angle \( \gamma_{\text{obs}} \) derived from Equation (12) therefore also represents the largest-possible inclination angle corresponding to \( p_{\text{obs}} \) and \( p_0 \). Because of these uncertainties, when referring to the cloud-scale magnetic field orientation, we consider the most probable value of \( \gamma_{\text{obs}} \) of all detections of \( p_{\text{obs}} \) among the entire cloud, denoted as \( \gamma_{\text{obs}}^\wedge \), to potentially reduce the errors statistically. Since the clouds are expected to mostly be background with a few regions containing overdense structures like filaments and cores, the peak location of PDF, or the most probable value, could in principle represent the background value, which is what we are looking for: the inclination angle of cloud-scale magnetic field. Note that the most probable value is only significant with a large number of measurements, which are exactly the cases of numerical simulations and the BLASTPol data of Vela C (see Section 5) considered in this study. We perform various tests to investigate the accuracy of this \( p \)-derived inclination angle in the following sections.

### 3 MONTE CARLO EXPERIMENTS

To investigate the accuracy of our analytical correlation of \( p \) and \( \gamma \), we conducted Monte Carlo experiments to study the
effects of parametrized statistical perturbations on the theoretical estimate, Equation (7). Our Monte Carlo model for the polarization fraction consists of a set of \( N \) realizations of polarized emission due to a set of \( M \) random unit vectors (corresponding to magnetic field orientation within a single line-of-sight) which are used to generate a pair of Stokes parameters from Equation (1). This generates an ensemble of \( N \) polarization fractions, upon which KDE is used to estimate the polarization fraction PDF (see e.g. KFCL18). For simplicity, we assume in these Monte Carlo experiments that the gas density is the same everywhere.

To sample our random vectors, we assume that they are described by two independent distributions for the inclination angle \( \gamma \) and the plane-of-sky position angle \( \psi \) (see Figure 1). The von Mises distribution is a well-known analogue of the Gaussian for circular variables (Fisher 1995), and is a suitable parametric choice for these orientation angles for random vectors centered at an average quantity subject to statistical perturbation. For some angle \( \theta \) with circular mean \( \bar{\theta} \) and concentration \( \kappa \), the von Mises distribution for \( \theta \) is

\[
P(\theta) = \frac{e^{\kappa \cos(\theta - \bar{\theta})}}{2\pi I_0(\kappa)}
\]

where \( I_0 \) is the zeroth order modified Bessel function. The concentration, \( \kappa \), goes roughly as the inverse of the variance \( (\bar{\sigma}^2) \) where \( \bar{\sigma} \) is the standard deviation. Since the observer is free to rotate their coordinate system on the plane-of-sky such that \( \bar{\psi} = 0 \), we are free to simplify our model by observing that for any choice of \( \bar{\psi} \), provided that the sightline in question is taken out of context with its neighbors, we can rotate our sightline such that \( \bar{\psi} = 0 \). Under this assumption, each Monte Carlo simulation depends only on the three parameters, \( \bar{\gamma} \) (the mean inclination angle), \( \kappa_\gamma \) (the concentration of the inclination angle), and \( \kappa_\psi \) (the concentration of the position angle).

We conducted Monte Carlo simulations for five mean inclination angles \( (\bar{\gamma}) \triangleq 0.9, 0.7, 0.5, 0.3, 0.1 \), two inclination angle concentrations \( (\kappa_\gamma = 1, 16) \), and two position angle concentrations \( (\kappa_\psi = 1, 16) \). For each simulation, we adopted \( M = 50 \) (the number of random vectors per sightline) and \( N = 10^3 \) (number of polarization fraction samples) to be comparable with synthetic observations discussed in Section 4. The resulting KDE estimates of the polarization fraction PDFs are presented in Figure 2. The error in Monte Carlo simulations goes as \( N^{-1/2} \), which is annotated as a dashed black horizontal line in each plot; the adopted polarization fraction coefficient \( p_0 = 0.1 \) is also annotated as a vertical line.

We used the peak of the polarization fraction PDF (i.e. the most probable value) as an estimator for \( p_{\text{obs}} \) for each simulation, which is presented in the left panel of Figure 3 as a function of \( \cos^2 \bar{\gamma} \). It is immediately apparent that the Monte Carlo simulations with the smallest amplitude perturbations to either \( \gamma \) or \( \psi \) result in the best agreement with the analytic estimates (the dashed black line). Reducing the concentration \( \kappa_\gamma \) to 1 induces the Monte Carlo simulations to deviate more strongly from the analytic estimates, particularly as \( \cos^2 \bar{\gamma} \) varies far from the central value of 0.5. Reducing \( \kappa_\psi \) appears to have the same effect as the extreme inclination effects at low \( \kappa_\psi \). These results suggest that as the concentration \( \kappa_\gamma \) weakens, the value of \( \cos^2 \bar{\gamma} \) as an overall measure of inclination angle is reduced considerably. Extreme inclination values are therefore far more rarely realized, and as a result, the overall measured inclination angle should be driven away from such extreme values, even though the distributions themselves are centered at those values. This is consistent with the interpretation in KFCL18 of inclination as a mixing angle, which is not necessarily representative of a coherent inclination shared by all sightlines in any particular target.

Reducing the concentration of \( \kappa_\psi \) drives the Monte Carlo simulation results far from the simple analytic predictions, particularly at high \( \cos^2 \bar{\gamma} \) (small inclination angle; magnetic field almost parallel to the plane of sky); when reductions in polarization fraction due to inclination effects are expected to be minimized (also see discussion in Section 4.3). This suggests that at low concentration \( \kappa_\psi \) the effects of cancellation within the line-of-sight, where polarization signals interfere destructively, becomes more important. One indirect probe of cancellation effects is the dispersion in polarization angles \( \chi \) (see Equation (5)): as a population, measurements of \( \chi \) in regions with high cancellation should be higher on average than regions with low cancellation, neglecting coherent structures in \( \chi \) that arise due to dominant magnetohydrodynamical flows. Our Monte Carlo simulations are manifestly unable to compute \( \chi \) as each sightline is considered independently of other sightlines; however, a polarization angle \( \chi \) (see Figure 1) can be computed from the Stokes parameters used to compute the polarization fraction, and these may be considered as a population. We use the circular standard deviation of the polarization angles, \( \sigma_\chi \), as an estimator for \( \chi \). These are presented in the right panel of Figure 3. Those Monte Carlo simulations with high concentration \( \kappa_\psi \) tend to have the lowest \( \sigma_\chi \), and thus might be expected to correspond to regions with the lowest \( \chi \). We therefore conclude that the analytical solution, Equation (12), works better when the dispersion...
Table 1. Comparison between the analytical result and Monte Carlo test, both with $p_0 = 0.1$.

| $\cos^2 \gamma$ (y) | Estimated/measured polarization fraction $p$ |
|---------------------|------------------------------------------|
| Analytical Solution (Eq. (7)) | $\kappa_y = 1$, $\kappa_y = 1$, $\kappa_y = 1$, $\kappa_y = 1$, $\kappa_y = 1$, $\kappa_y = 1$, $\kappa_y = 1$, $\kappa_y = 1$ |
| Monte Carlo Method$^*$ | $0.092$ | $0.088$ | $0.068$ | $0.043$ | $0.038$ | $0.061$ | $0.034$ | $0.030$ |
| $0.9$ (18.4°) | $0.070$ | $0.068$ | $0.061$ | $0.034$ | $0.030$ |
| $0.7$ (33.2°) | $0.049$ | $0.049$ | $0.049$ | $0.024$ | $0.024$ |
| $0.5$ (45.0°) | $0.029$ | $0.029$ | $0.037$ | $0.014$ | $0.018$ |
| $0.3$ (56.8°) | $0.009$ | $0.010$ | $0.031$ | $0.005$ | $0.015$ |
| $0.1$ (71.6°) | $0.092$ | $0.088$ | $0.068$ | $0.043$ | $0.038$ |

$^*$ Columns (3)–(6) are values measured at the peaks of the PDFs, $p^*$.

Table 2 lists the major properties of the dense clouds formed in our simulations; roughly speaking, models L1 to L20 follow the trend from more magnetically-dominated to more turbulent (see Figure 4). Note that model L10 is previously reported as model A in KFCL18. Also, model L1 is actually a smaller-scale, prestellar core-forming simulation from CO15 (their model M10B10); for this type of “local” box embedded in MCs, the convergent flows are representing the cloud-scale ($\simeq L_{\text{box}}$) turbulence, and the velocity perturbation amplitude follows the scaling relation $\delta v \propto \ell^{1/2}$ (see Equation (21) of CO14).

For each simulated cloud, we considered three different ways to calculate the representative inclination angle $\gamma$. The most straightforward way is to take the average of the magnetic field $\mathbf{B}$ and use that direction as the mean inclination angle of the cloud:

$$\overline{\mathbf{B}} = \frac{\mathbf{B}_x \hat{x} + \mathbf{B}_y \hat{y} + \mathbf{B}_z \hat{z}}{\sqrt{\mathbf{B}_x^2 + \mathbf{B}_y^2 + \mathbf{B}_z^2}}.$$  (16)

$$\gamma_{\overline{\mathbf{B}}} = \cos^{-1} \left( \frac{\mathbf{B}_x^2 + \mathbf{B}_y^2}{|\mathbf{B}|^2} \right).$$  (17)

We can also directly calculate the inclination angle at each cell of the simulation box, $\gamma_{3D}$:

$$\gamma_{3D, (i,j,k)} = \cos^{-1} \left( \frac{\mathbf{B}_x^2 + \mathbf{B}_y^2}{|\mathbf{B}|^2} \right).$$  (18)

and use the most probable value (i.e. the peak location of PDF), $\gamma_{3D, \text{peak}}$, to represent the inclination angle of the cloud.

However, to be more comparable to the synthetic observations, which is projected onto 2D space, we define another quantity $\gamma_{2D}$:

$$\cos^2 \gamma_{2D, (i,j)} = \sum_k \rho_{i,j,k} \cdot \cos^2 \gamma_{3D, (i,j,k)}.$$  (19)

This is the density-weighted mean of inclination angle at each line of sight through the whole depth of the cloud. We again use the most probable value, $\gamma_{2D, \text{peak}}$, to represent the cloud-scale inclination angle.

For all tests discussed in Sections 4.2 and 4.3, we listed $\gamma_{\overline{\mathbf{B}}}$, $\gamma_{3D, \text{peak}}$, and $\gamma_{2D, \text{peak}}$ as comparisons to the $p$-derived inclination angle $\gamma_{\text{obs}}$ (see Tables 2 and 3). It is not surprising that $\gamma_{2D, \text{peak}}$ could deviate from $\gamma_{\overline{\mathbf{B}}}$ by a certain amount, because mathematically the inclination angle cannot take into account the $xy$ values; i.e. antiparallel vectors will add constructively instead of cancel each other out. This effect is more dramatic when the average magnetic field is around extreme values ($0°$ or $90°$), because by definition (Equation (18)) $\gamma_{3D}$ is always within $[0°, 90°]$; for example, both vectors $10 \hat{x} + 10 \hat{z}$ and $-10 \hat{x} - 10 \hat{z}$ would be considered to have inclination angle $\gamma = 60°$, and thus the median value would be $60°$ instead of $0°$ as if directly calculated from averaging the vectors first. The same happens to vectors $\hat{x} + 10 \hat{z}$ and $-\hat{x} + 10 \hat{z}$ around $\gamma = 90°$. Similar errors also apply to the projected inclination angle $\gamma_{2D, \text{peak}}$, as well as the measured polarization angle in real observations. The $\gamma x$ for a given $|\gamma|$ will both give a positive contribution (of the same amplitude) to polarization, because intrinsically it is the projected “shape” of the spinning grains that determines the orientation of polarization.
Figure 4. The structure of simulated clouds. Top row: number density of hydrogen nucleus $n_H$ (colormap, in log-scale) and magnetic field structures (white streamlines) of a slice cut through $y = 0.4 L_{\text{box}}$. Note that the pre-shock regions are not included in the synthetic observations and following analysis. Middle row: column density $N_H$ (colormap, in log-scale) integrated through $z$-axis with synthetic polarization vectors (color-coded by polarization fraction). Bottom row: maps of dispersion of polarization angle $S$ with synthetic polarization vectors. The colorscales of the $S$ maps are centered at the median value, $\langle S \rangle$; in principle, regions with $S < \langle S \rangle$ (i.e. brown-yellow regions) could give better estimate of the magnetic field inclination angle $\gamma$ (see Table 2).

Table 2. Major properties of simulations considered in this study, as well as the polarimetric properties and polarization-inferred inclination angles from synthetic observation of these models along the $z$ direction. The superscript $^\wedge$ represent the most probable values of that property (i.e. the peak locations of PDFs), and $\sigma$ represents the standard deviation. Results from Vela C cloud are also included for comparison.

| model | $L_{\text{box}}$ (pc) | $v_{\text{rms}}$ (km s$^{-1}$) | $\beta_{\text{plasma}}$ | $M_A$ | $p^\wedge$ | $\sigma_{\log p}$ | $\langle S \rangle$ | $\sigma_{\log S}$ | $\rho_{\text{max}}$ | $\gamma_B^{\wedge}$ | $\gamma_{2D}^{\wedge}$ | $\gamma_{2D}$ | $\gamma_{\text{obs}}^{\wedge}$ | $\gamma_{\text{obs}} < \langle S \rangle$ | $\gamma_{\text{obs}}$ |
|-------|-----------------|----------------|----------------|-------|----------|---------------|----------------|----------------|----------------|----------------|----------------|-------------|----------------|-----------------|-----------------|----------------|
| L1    | 1               | 0.76           | 0.15           | 1.01  | 0.089    | 0.09          | 0.85           | 0.36           | 0.101          | 0.098          | 7.7           | 1.4          | 11.2          | 20.6           | 18.5           |
| L5    | 5               | 0.99           | 0.14           | 1.33  | 0.068    | 0.18          | 1.95           | 0.37           | 0.096          | 0.093          | 8.7           | 2.2          | 17.5          | 39.0           | 31.9           |
| L10   | 10              | 1.87           | 0.05           | 1.45  | 0.067    | 0.22          | 2.85           | 0.41           | 0.100          | 0.097          | 17.6          | 9.7          | 19.8          | 38.8           | 34.8           |
| L20   | 20              | 2.15           | 0.03           | 1.39  | 0.060    | 0.25          | 4.4            | 0.41           | 0.100          | 0.097          | 15.2          | 4.0          | 19.6          | 44.0           | 39.3           |
| Vela C| --              | --             | --             | --    | 0.043    | 0.28          | 7.9            | 0.28           | 0.150          | 0.142          | --           | --           | --           | --             | --             |

$^\dagger$We note that these measurements only serve as references, not definite properties of individual clouds. Since every MC is spatially large and could cover a wide range of physical environments, it is inappropriate using a single value to represent the entire cloud.

Though $\gamma_B$ could in principle best represent the cloud-scale magnetic field direction, $\gamma_{2D}$ is more practical when comparing with observations. We therefore plotted $\gamma_B$ vs. $\gamma_{2D}^{\wedge}$ in Figure 5 (left panel) using all synthetic observations discussed in the following sections; though the projected inclination angle $\gamma_{2D}^{\wedge}$ has large errors with respect to the "real" inclination angle $\gamma_B$ when $\gamma_B \sim 90^{\circ}$, there seems to be a nearly linear trend that could be used to estimate $\gamma_B$ from $\gamma_{2D}^{\wedge}$. This could be useful when estimating the 3D magnetic field direction within individual MC from polarimetric observations, which we will discuss further in Section 5.

4.2 Test 1: Environmental Effect

The four simulations listed in Table 2 have the same initial velocity perturbation pattern (see Figure 4), and have similar overall magnetic field direction $\gamma_B$ (mostly on the plane of sky; average inclination angle $\lesssim 15^{\circ}$). Though these models are all magnetically-dominated ($\beta_{\text{plasma}} \lesssim 0.1 - 0.2$, which is common for shock-compressed regions), they are very different in terms of turbulence level ($v_{\text{rms}}$; column 3 of Table 2). This is reflected in the polarization level $p$ and the dispersion of polarization angle $S$. Figure 6 compares the PDFs of $p$ and $S$ for the four models; note that though the shape of $p$ distribution changes significantly from model L1 (the most quiescent) to model L20 (the most turbulent),
Figure 5. Left: Comparison of the most probable values of 2D projected inclination angle $\gamma_{\text{pos}}$ with the inclination angle of the average magnetic field in the 3D space $\gamma_B$ for all tests discussed in Sections 4.2 and 4.3. All dots are color-coded by the polarization angle dispersion (in log space) of corresponding models; the perfect scenario $\gamma_{2D} = \gamma_B$ is plotted (dotted diagonal line) to guide the eyes. The grey line represents the best linear fit. Right: Result from Section 4.2; scatter plot of the difference between the most probable values of $p$-derived and 2D projected inclination angles, $\gamma_{\text{pos}} - \gamma_{2D}$, as a function of $S$, for both original (smaller dots) and $S$-corrected (larger dots) inclination angles, color-coded by their corresponding $\gamma_{\text{obs}}$ values. Grey straight lines represent results from linear fitting, with thinner line representing fitting result using smaller dots (original $\gamma_{\text{obs}}$) and thicker line representing that from $S$-corrected values (larger dots). The median value of the polarization angle dispersion of Vela C (Fissel et al. 2016) is also included (vertical dashed lines, color-coded by its $p$-derived inclination angle; see Section 5).

Figure 6. The PDFs of polarization fraction (left) and dispersion of polarization angle (right) from synthetic observations (along the $z$ direction) of the four simulation models considered in this study. Note that though the shapes of $p$ distributions vary significantly among models, the peak locations (the most probable values; see Table 2) do not move far from the maximum value. In contrast, the shapes of $S$ remain almost the same (as well as the widths; see Table 2 for the standard deviation $\sigma_{\log S}$), regardless the very different peak locations (see the median values of $S$ listed in Table 2).

We made synthetic polarimetric observations (viewing along the $z$ direction with $p_0 = 0.1$ at grid-size resolution, which is $L_{\text{box}}/512$; we will discuss the effect of resolution in Section 5) of these simulations following Equation (1), then applied Equations (9) and (12) to calculate the $p$-derived inclination angle, $\gamma_{\text{obs}}$. The measured $p_{\text{max}}$ and the correspondingly derived $p_0$, as well as the median value of $\gamma_{\text{obs}}$, are listed in Table 2. Figure 7 compares the density-weighted average inclination angle $\gamma_{2D}$ (top row) and the $p$-derived $\gamma_{\text{obs}}$ (second row) for each model; one can clearly see that the $p$-derived angle follows the same patterns as the 2D projected angle, but is generally larger. This is expected, since Equation (12) considers the “perfect” scenario when there is no variation in position angle $\psi$ along the line of sight, and therefore $\gamma_{\text{obs}}$ could be considered as the maximum possible $\gamma$ instead of the actual inclination angle.

The difference between $\gamma_{2D}$ and $\gamma_{\text{obs}}$, or the “error” of the $p$-derived inclination angle, is thus defined as $\Delta \gamma \equiv \gamma_{\text{obs}} - \gamma_{2D}$ and is plotted as a PDF of all pixels from the synthetic observation map in Figure 7 (middle row). The error in estimated inclination angle is definitely dependent on the level of turbulence; for models with larger RMS velocity ($v_{\text{rms}}$), there are about half of the pixels with errors $\Delta \gamma \gtrsim 20^\circ - 30^\circ$ (models L10 and L20). In contrast, for the least perturbed model L1, almost all pixels have errors within $\sim 20^\circ$.

The correlation between the accuracy of the $p$-derived inclination angle and the turbulence level within the cloud can be inferred from the correlation between $\Delta \gamma$ and the dispersion in polarization angle $S$, which is illustrated as a 2D histogram in Figure 7 (fourth row). It is obvious that pixels with smaller $S$, in general, tend to have smaller errors in $p$-derived inclination angle; in fact, if we measure the most probable value of $\gamma_{\text{obs}}$ among only the pixels with $S$ less than its median value ($\langle S \rangle$; grey dashed line in the 2D histogram), i.e. considering only half of the pixels from the map that are less perturbed (the yellow-brown regions in the $S$ maps in Figure 4), it could be different from the most probable value of the whole map and could be more accurate (closer to $\gamma_B$). These $S$-corrected $\gamma_{\text{obs}}$ are also listed in Table 2.

We summarize the results from this set of tests in the bottom row of Figure 7. The cloud-scale inclination angle ($\gamma_B$, grey vertical lines), the averaged inclination angle in 3D ($\gamma_{3D}$, black solid curves), the averaged projected inclination angle ($\gamma_{2D}$, black dashed curves), and the $p$-derived inclination angle ($\gamma_{\text{obs}}$, blue curves) are plotted together for comparison. Generally speaking, our method of deriving magnetic field direction provides estimates of inclination angles within $\sim 30^\circ$. Also included in the bottom row of Figure 7 is the $S$-corrected $\gamma_{\text{obs}}$ (yellow curves), which only includes pixels with dispersions less than the median value ($\langle S \rangle$) of the entire map. The low-$S$-selected sightlines obviously give a better estimate for $\gamma_{\text{obs}}$, but only by a small amount ($\lesssim 5^\circ$). The most probable values (the location of the peak determined from Gaussian KDE) of both the original and $S$-corrected $\gamma_{\text{obs}}$ are also included as dashed vertical lines for easy comparisons.

A quantitative correlation between $\Delta \gamma \equiv \gamma_{\text{obs}} - \gamma_{2D}$ and thus the median value is a good representative of the level of dispersion for the entire cloud.

Note that while we consider the peak location of PDF, or the most probable value, as the characteristic value for both polarization fraction and inclination angle, we use the median value of $S$ to represent the level of polarization angle dispersion within the cloud. This is related to the fact that the PDFs of $S$ being more symmetric than $p$ and $\gamma$, but also because when measuring $S$ we are not trying to separate the background cloud (more pixels) from the overdense structures (smaller spatial coverage),

\[^{2}\text{Note that while we consider the peak location of PDF, or the most probable value, as the characteristic value for both polarization fraction and inclination angle, we use the median value of S to represent the level of polarization angle dispersion within the cloud. This is related to the fact that the PDFs of S being more symmetric than p and \gamma, but also because when measuring S we are not trying to separate the background cloud (more pixels) from the overdense structures (smaller spatial coverage), \} \]
Figure 7. Results of the $p$-derived inclination angle from each model listed in Table 2 (columns). Top row: Maps of the projected inclination angle $\gamma_{2D}$, with polarization vectors (color-coded by polarization fractions at the same colorscales as in the second row of Figure 4) and column density contours. Second row: Similar to the panels above, but showing $p$-derived inclination angle $\gamma_{obs}$. Note that $\gamma_{obs}$ almost follows the same pattern as $\gamma_{2D}$, just at larger angles, because by theory $\gamma_{obs}$ is the maximum-possible inclination angle at each location. Third row: Distributions of the difference between predicted and projected angles, $\gamma_{obs} - \gamma_{2D}$; the very few amount of negative values are not shown here. In all models, most of the sightlines have angle error less than $\sim 30^\circ$. Fourth row: 2D histograms (in log scale) of polarization angle dispersion $S$ and the angle difference $\gamma_{obs} - \gamma_{2D}$, which suggest the $p$-derived inclination angle is more accurate for regions with lower dispersion. The median values of $S$ are indicated by grey dashed lines. Bottom row: Comparisons of the theoretical ($\gamma_B, \gamma_{3D}, \gamma_{2D}$; grey vertical line, black solid and dashed curves) and estimated (the original and $S$-corrected $\gamma_{obs}$; blue and yellow curves) inclination angles, with dashed vertical lines showing the most probable values of corresponding $\gamma_{obs}$.

and ($S$) is shown in the right panel of Figure 5, for both the original (smaller dots) and $S$-corrected (larger dots) $\gamma_{obs}$. Clearly, for models with similar inclination angles (indicated by colors), the error in $p$-derived inclination angle follows roughly a linear dependence on the level of dispersion of the cloud (grey lines). Though this could be useful when applying this method to estimate the magnetic field direction within a cloud, we note that the inclination angle itself could be an important factor determining the error of this method (see Section 5 for the case of Vela C). This is because the basic theory of $p$-derived inclination angle, which assumes no structure along each sightline, is intrinsically less applicable when the inclination angle is small; when most of the magnetic field is aligned with the plane of sky, the effect of depolarization is dominated by variation of $\psi$ along the line of sight, which is neglected in Equation (7). It is not until the inclination angle is large enough to be responsible for most of the depolarization that our method would produce a more accurate prediction. Also, as discussed in Section 4.1, the projected inclination angle intrinsically has larger error when the average magnetic field orientation is roughly either on the plane of sky ($\gamma_B \approx 0^\circ$) or along the line of sight.
4.3 Test 2: Viewing Angle

Though the four simulations discussed in the previous section cover wide ranges of physical properties and dispersion levels, their average magnetic field orientations are similar and roughly centered on the plane of sky when viewed along the z-axis. We therefore selected model L10 as the test model, and rotated the simulation box to change the viewing angle so that the averaged magnetic field inclination angle varies between ~0–90°. The corresponding rotating angles are listed in Table 3; since model L10 initially has mean magnetic field inclination angle γF ≈ 15° (see Table 2 and Figure 4), we picked θrot = 15°, −15°, −45°, and −75° around y direction to get γF ≈ 0°, 30°, 60°, and 90°. This is demonstrated in Figure 8, and the resulting maps of synthetic observation (column density, polarization, and polarization angle dispersion) from each viewing angle are illustrated in Figure 9 (first and second columns).

Figure 10 draws the PDFs of polarization fraction and polarization angle dispersion. Compare to Figure 6, we clearly see that in addition to varying shapes of p distribution, the peak location of p (p^: see Table 3) also changes accordingly to the inclination angle. This reflects the core concept of our method of deriving the inclination angle based on the variation of polarization fraction. The angle dispersion, however, does not move as dramatically as in Figure 6 for varying turbulence level. This indicates that the polarization angle dispersion is more directly related to the physical properties of the cloud rather than the viewing angle. We discuss further details about other possible controlling factors of p and S in another study (King et al., in prep).

Similar to Figure 7, we investigate the correlation between polarization angle dispersion, S, and the error in p-derived inclination angle, Δγ ≡ γobs − γ2D, by plotting the 2D histogram in Figure 9 (third column). The range of the error is significantly reduced with larger inclination angle. In fact, after corrected by selecting only pixels with dispersions smaller than the median value (S) (grey dashed lines in the 2D histogram), the p-derived inclination angle could be as accurate as within ⩽ 10° from γ2D (models of θ = −45° and −75°; see columns 6 and 8 of Table 3).

The last column of Figure 9 summarizes and compares all theoretical and p-derived inclination angles from this set of data. Intriguingly, we note that for models with larger inclination angles (models of θ = −45° and −75°; γ ≈ 60° and 90°), the p-derived values follow the inclination angles averaged in 3D (γ3D, black curves), and therefore the theoretical, cloud-scale inclination angles (γF, grey vertical lines), better than the 2D projected values (γ2D, dashed black curves). As we already know there is intrinsic error between the 2D projected and the cloud-scale inclination angles (see Figure 5, left panel), these results suggest that the p-derived inclination angle could be more accurately tracing γF than the density-weighted mean, γ2D under certain circumstances, e.g., when the inclination angle is large and is the dominant effect controlling the depolarization of the cloud. We will make use of this result when applying this method to observational data of real clouds (see Section 5).

We again quantitatively investigate the dependence of angle difference Δγ ≡ γobs − γ2D on the inclination angle by scatter-plotting their most probable values in Figure 11 (left panel) for both original (smaller dots) and S-corrected (larger dots) γobs. Though we clearly see the error is reduced with larger inclination angle regardless of the increasing dispersion level (indicated by colors), the change is not monotonic, and therefore a simple linear fit would not be appropriate here as applied in Section 4.2. This is indeed expected, because (as discussed in Section 4.1) the projected angle γ2D could introduce further errors with respect to the cloud-scale value when the inclination angle is either small (≪ 10°) or large (≫ 60°; see the left panel of Figure 5). We therefore directly compare the p-derived values to the cloud-scale inclination angle, and plot γobs ∧ − γF in the right panel of Figure 11. The contamination from γ2D is now removed, and the angle difference γobs ∧ − γF for both the original and S-corrected γobs ∧ values seem to nicely follow linear correlations with γobs ∧ (grey straight lines). These promising results provide the basis for applying this method to real clouds, which we discuss in the following section.

5 APPLICATION: THE VELA C MOLECULAR CLOUD

We applied our method to 500 μm polarization observations of the Vela C giant molecular cloud using data from the BLASTPol telescope during its Antarctic flight of 2012–2013. Vela C has a mass of approximately ~10^3 M⊙ (Yamaguchi et al. 1999), is relatively nearby (d = 700 ± 200 pc; Liseau et al. 1992), and is generally cold (T ≤ 15 K) with the exception of one region where two O9.5 stars are powering a compact bipolar HII region (Netterfield et al. 2009; Hill et al. 2011; Ellerbroek et al. 2013). Since Vela C is the most detailed polarimetric map yet made of a star-forming MC (with > 10^3 independent polarization measurements made over the ~30 pc cloud), it is an excellent target for statistical studies such as KFCL18 and our proposed method here.

To ensure that the detected polarized emission is from...
Table 3. Similar to Table 2, but showing the results from different viewing angle of the same simulation (model L10).

| rotating angle | $P^\wedge$ | $\langle S \rangle$ | $\gamma_{3D}$ $^\wedge$ | $\gamma_{2D}$ $^\wedge$ | $\gamma_{obs}$ $^\wedge$ | $\gamma_{obs}, S < \langle S \rangle$ $^\wedge$ |
|---------------|-----------|---------------------|----------------------|----------------------|----------------------|-------------------------------|
| $-15^\circ$   | 0.073     | 2.8$^\circ$         | 2.5$^\circ$          | 1.3$^\circ$          | 15.6$^\circ$         | 32.6$^\circ$                 |
| $-45^\circ$   | 0.056     | 3.1$^\circ$         | 32.5$^\circ$         | 33.1$^\circ$         | 28.0$^\circ$         | 45.9$^\circ$                 |
| $-75^\circ$   | 0.035     | 5.0$^\circ$         | 62.5$^\circ$         | 55.6$^\circ$         | 46.4$^\circ$         | 58.9$^\circ$                 |

Vela C 0.043 7.9$^\circ$  –  –  –  64.9$^\circ$  54.5$^\circ$

Figure 9. Results of synthetic observations from different viewing angles of model L10, as listed in Table 3. **First column:** synthetic observations of rotated models along the new \( z \) direction, with column density \( N_H \) (colormap, in log-scale) and polarization vectors (color-coded by polarization fractions). **Second column:** maps of dispersion of polarization angle, \( S \), with polarization vectors. The colorbars of these maps are centered at the median values of \( S \) so that regions with \( S < \langle S \rangle \) are yellow-brown colored. **Third column:** 2D histograms (in log scale) of dispersion in polarization angles \( S \) and the angle difference \( \gamma_{obs} - \gamma_{2D} \), with the median values of \( S \) indicated by grey dashed lines. The \( p \)-derived inclination angle clearly is more accurate when the magnetic field is more aligned with the line of sight. **Fourth column:** Comparisons of the theoretical \( \gamma_{3D}, \gamma_{2D}; \) black solid and dashed lines) and estimated (the original and \( S \)-corrected \( \gamma_{obs}; \) blue and yellow lines) inclination angles, with dashed vertical lines showing the most probable values of corresponding \( \gamma_{obs} \). The inclination angles of the average magnetic field in 3D, \( \gamma_{3D} \), are also plotted as grey thin vertical lines for each viewing angle.
Vela C instead of background/foreground diffuse ISM dust, Fissel et al. (2016) used different methods to identify and subtract diffuse polarized emission. Here we consider only their “intermediate” method of diffuse emission subtraction, however, we have verified that the results do not change significantly for different diffuse emission separation methods. We also only include dust sightlines within the four Vela C cloud subregions defined in Hill et al. (2011). To avoid errors introduced by de-biasing the polarization data, we only include sightlines with polarization signal-to-noise levels > 5 (see Fissel et al. (2016) for more discussions). A polarization map of Vela C is shown in Figure 12 (middle and bottom panels).

To determine the best value of $p_{\text{max}}$, we examined the PDF of $p$ from the whole map (Figure 12, top panel), then picked the value that is on the edge between the Gaussian-like curve and the flat long tail. After zooming in (see the inset of the top panel of Figure 12), we picked $p_{\text{max}} = 0.15$ for the entire Vela C Cloud. Note that the choice of $p_{\text{max}}$ would definitely affect the derived values of $p_0$ and $\gamma_{\text{obs}}$; however, considering the intrinsic error between the projected ($\gamma_{2D}$) and the real-space magnetic field inclination angle ($\gamma_B$; see Figure 5, left), the error from $p_{\text{max}}$ is relatively insignificant in comparison. Figure 13 shows the PDF of $p$-derived inclination angle ($\gamma_{\text{obs}}$, bottom panel) as well as the correlation between the dispersion of polarization angle $S$ and $\gamma_{\text{obs}}$ as a 2D histogram (top panel). The most probable values of $p$-inferred inclination angles (i.e. the location of the peak measured from Gaussian KDE), both original (64.9°) and $S$-corrected (54.5°), are listed in both Tables 2 and 3.

We firstly refer to Figure 5 for investigating the accuracy of these $p$-derived inclination angle estimates. The right panel of Figure 5 shows the scatter plot of the angle difference between $p$-derived and the 2D projected values, $\Delta \gamma = \gamma_{\text{obs}} - \gamma_{2D}$, as a function of $\langle S \rangle$, using the set of models discussed in Sections 4.2. Though the linear fitting result from $\Delta \gamma$ vs. $\langle S \rangle$ indicates a very large error in $\gamma_{\text{obs}}$ of Vela C (∼ 30°), we note that the inclination angle itself
could be a critical factor in estimating the error of $\gamma_{\text{obs}}$ (see Section 4.3). This is illustrated in the left panel of Figure 11; considering the result from this set of models with varying inclination angles, the $p$-derived $\gamma_{\text{obs}}$ of Vela C could be only $\sim 10^\circ$ higher than the actual 2D projected inclination angle. Roughly speaking, this suggests $\gamma_{2D} \sim 45^\circ$ within Vela C (since the $p$-derived $\gamma$ is the maximum-possible inclination angle, theoretically $\gamma_{\text{obs}} \geq \gamma_{2D}$ should always hold). Considering the discrepancy between the 2D projected value and the cloud-scale inclination angle, if $\gamma_{2D} \approx 45^\circ$ for Vela C, our linear fit in Figure 5 (left panel) indicates that the actual inclination angle of the magnetic field within Vela C is $\sim 65^\circ$.

On the other hand, from Section 4.3 we find that when the average inclination angle of the cloud-scale magnetic field is not small ($\gtrsim 30^\circ$), it is possible to directly link the $p$-derived inclination angle to the cloud-scale value, as demonstrated in the left panel of Figure 11. Therefore, by comparing the measured inclination angle of Vela C and the linear fit using those from simulations (also, note that the $S$-corrected $\gamma_{\text{obs}}$ derived in Vela C is very close to that measured in our model $\theta = -45^\circ$, or $\gamma = 60^\circ$; see Table 3), our results suggest that the magnetic field in Vela C has an inclination angle $\gamma_\theta \sim 60^\circ$.

These values roughly agree with the results reported in KFCL18 using 2D correlations between polarization fraction, dispersion of polarization angle, and column density of the Vela C cloud and comparing with simulation models. Though the method adopted in KFCL18 is not completely independent from the analysis reported in this work (both methods consider the distribution of polarization fraction as a probe to magnetic field structure), the reliability of our new method is reassured by the consistency between these two studies. Therefore, it is likely that the cloud-scale magnetic field in Vela C has a large inclination angle, with a large line-of-sight component and only a relatively weak field on the plane of sky. However, we would like to point out that Vela C is a giant molecular cloud, which may contain regions with different magnetic field structures (see e.g. Soler et al. 2017; Fissel et al. 2018). As a result, the $p$-derived inclination angle may differ between regions. We will discuss this topic in a future study. Another caveat is that we assumed that, on the scale of MCs, the variation of the polarization is dominated by the variation of the magnetic field configuration rather than the grain alignment efficiency. The latter is explored in detail in King et al. (in prep.).

We would also like to note that spatial resolution could have crucial impact on polarization measurements, especially the level of dispersion in polarization angles (see e.g. Figure 3 of KFCL18). In this study, we considered grid-size resolution for all of our synthetic observations, which are $L_{\text{box}}/512 = 0.002, 0.001, 0.02, 0.04$ pc for models L1, L5, L10, L20, respectively. Though these isothermal, ideal-MHD simulations are free to be re-scaled (see discussions in KFCL18), we note here that the spatial resolutions adopted in our synthetic observations are very different from the beam size of BLASTPol ($\sim 0.5$ pc in Vela C), and therefore may introduce further uncertainties when we translate $\gamma_{\text{obs}}$ of Vela C into $\gamma_\theta$ or $\gamma_{3D}$ using the results from these synthetic observations.

6 SUMMARY

We propose a new method to estimate the direction of MC-scale magnetic field with respect to the plane of sky using dust polarization level measured in the cloud. By considering only regions with relatively low dispersion in polarization angles (where the depolarization is mostly determined by inclination angle), we successfully showed that this new method gives estimates for the magnetic field inclination angle with accuracy $\lesssim 10 - 30^\circ$. This method is further tested on BLASTPol polarimetric observation towards the Vela C Molecular Cloud, which suggests that the cloud-scale magnetic field direction in Vela C is inclined $\sim 60^\circ - 65^\circ$ away from the plane of sky.

We summarize our main conclusions below:

(i) Under the assumption of a uni-directional magnetic field along individual lines of sight, the basic equations for deriving dust polarization (Equations (1)–(3)) give a simple expression of the inclination angle of magnetic field $\gamma$ for each observed polarization fraction $p_{\text{obs}}$ (Equation (12)). Since any variation of the plane-of-sky magnetic field position angle $\psi$ along the line of sight will further reduce the polarization level in addition to that imposed by inclination angle, this inferred value of $\gamma$ only represents the upper limit of inclination angle of magnetic field at a given location.

Figure 13. The estimated magnetic field inclination angle of Vela C. Top: 2D histogram of log $S$ and $p$-derived $\gamma_{\text{obs}}$, with grey dashed line showing the median value of $S$. Bottom: PDFs of $p$-derived $\gamma_{\text{obs}}$, both original (blue) and $S$-corrected (yellow). Dashed lines indicate the most probable values ($64.9^\circ$ and $54.5^\circ$) for both distributions.
(ii) Assuming that the maximum polarization fraction within the cloud \(p_{\text{max}}\) can be measured (which only happens when there is at least one line of sight contains only uniform magnetic field on the plane of sky), the polarization coefficient \(p_\theta\) can be directly derived from this maximum polarization fraction (Equation (9)). Once \(p_\theta\) is derived, every measured polarization fraction value can be used to infer the local, averaged inclination angle of magnetic field at that particular line of sight using Equation (12).

(iii) We found that, using 3D MHD MC-scale simulations, the projected inclination angle \((\gamma_{\text{D}};\text{Equation} (19))\) could differ from the averaged inclination angles calculated in 2D space \((\gamma_{\text{P}}\text{ and } \gamma_{\text{D}};\text{Equations (17) and (18))}\), especially when the 3D inclination angle is close to extreme values (0° or 90°; see the left panel of Figure 5). Nevertheless, under the criterion of similar dispersion level \(S\), the 3D inclination angle can be inferred from \(\gamma_{\text{P}}\) using linear fitting from simulation data (see the left panel of Figure 5).

(iv) Based on previous work (CKL16; KFCL18), the major depolarization effects within MCs (in addition to dust grain alignment efficiency) are the relative strength of line-of-sight magnetic field (i.e. the inclination angle), and the dispersion level of the plane-of-sky magnetic field direction. This is further confirmed in our Monte Carlo experiments of measuring polarization fraction among models with different inclination angles and concentration levels of plane-of-sky magnetic field direction (Section 3). We found that the polarization fraction-inclination angle correlation in our less-perturbed Monte Carlo models agrees quantitatively better with the theoretical prediction (Figure 2), which is the analytic solution for a perfect scenario (uniform magnetic field at each line of sight).

(v) We examined the accuracy of the \(p\)-derived inclination angle in simulated clouds with different dispersion levels of polarization angle (Section 4.2), and different mean inclination angles of magnetic field (Section 4.3). We confirmed that the \(p\)-derived inclination angle is more accurate in clouds with smaller \(S\); in addition, we found that by excluding regions with \(S\) larger than the median value \(\langle S \rangle\), the error is reduced in these \(S\)-corrected values (see the yellow and blue curves in the bottom row of Figure 7). We also noted that our method of predicting \(\gamma\) from \(p\) is more applicable when the real \(\gamma\) is away from the extreme values (0° and 90°), as the error \(\gamma_{\text{obs}},S<\langle S \rangle\) is within \(\pm 10^\circ\) for simulated clouds with inclination angle 30°–60° (Figure 9, right panel).

(vi) We tested our method on the Vela C Molecular Cloud using polarimetric data from BLASTPol (Fissel et al. 2016). The results from simulations (Section 4) are adopted to correct the errors in the \(p\)-derived inclination angles (Figures 5 and 11). Though there are still uncertainties in determining \(p_{\text{max}}\) (and hence \(p_\theta\); see Table 2 for values), our result suggests that the cloud-scale magnetic field of Vela C is at \(\sim 60^\circ\) with respect to the plane of sky (see Figure 13), i.e. much closer to the line of sight than to the plane of sky. This is in good agreement with the conclusion of KFCL18. Considering Vela C contains sub-regions with very different physical properties (Soler et al. 2017; Fissel et al. 2018), future studies using the same method on individual sub-regions might be helpful to further improve the understanding of the magnetic field structure in Vela C.
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