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Abstract
Insufficient in situ observations in high winds make it difficult to verify climatological data sets and the results of tropical cyclone (TC) simulations. Reliable data sets are necessary for developing numerical models that predict TCs more accurately. This study attempted to compare the third-generation Japanese Ocean Flux Data Sets with Use of Remote-Sensing Observations (J-OFURO3) data, with TC simulations conducted by a 2 km mesh coupled atmosphere-wave-ocean model. This is a case study of Typhoon Dujuan (2015) and the area of approximately 20°N, 130°E, south of Okinawa, was selected. The comparison reveals that J-OFURO3 data are reliable for verifying the atmospheric and oceanic components of TC simulations with two different initial sea surface temperature (SST) conditions, although the blank area remains within the inner core area for air temperature, specific humidity, and latent heat flux owing to issues with the construction method. Simulated maximum surface wind speeds (MSWs) are significantly correlated with J-OFURO3 MSWs. The asymmetrical distribution of simulated surface wind speeds within the inner core area can be reproduced well in the J-OFURO3 data set. In terms of the oceanic response to the TC, TC-induced sea surface cooling was reproduced well in the J-OFURO3 data set and is consistent with the simulation results. Unlike simulated SST, simulated surface wind speeds, surface air temperature, and surface specific humidity are still inconsistent with the J-OFURO3 data, even when the J-OFURO3 SST is used as the initial condition. New algorithms, more satellite data used, and model improvement are expected in the future.
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1 Introduction

In the atmosphere and ocean, long-term data sets have been widely used for various purposes such as investigating the mechanisms of coupled atmosphere–ocean variabilities, verifying simulations of numerical models, and developing and understanding the global climate system. As the spatial and temporal resolution of these data sets increases, it is increasingly possible to consider their application for types of research that have not yet been undertaken, such as the ocean response to tropical cyclones (TCs) (e.g., Wada and Usui 2007) and the impact on TC intensity changes (e.g., Wada et al. 2013). Recent satellite remote sensing technologies for earth observations have made it possible to capture a decrease in sea surface temperature (SST) induced by a TC (Lin et al. 2003; Monaldo et al. 1997). However, monitoring the decrease in SST has been undertaken only in the last two decades.

Estimating air-sea surface fluxes such as heat, momentum, and freshwater by using satellite remote sensing techniques is currently achieved in the third generation Japanese Ocean Flux Data Sets with Use of Remote-Sensing Observations (J-OFURO3) (Tomita et al. 2019). Although the spatial resolution of J-OFURO3 is 0.25°×0.25° in latitude and longitude is adequate for resolving the inner core of a TC compared with previous similar datasets, there are several challenges associated with estimating changes in
wind direction around a TC (Tomita et al. 2019). Regarding other atmospheric and oceanic factors, it is not clear which TC characteristics and ocean responses can be analyzed using the daily J-OFURO3 product or to what extent.

The relationship between TCs and SST has long been investigated (Dare and McBride 2011; Evans 1993; Palmén 1948). In the 1990s, monthly mean SST data sets could not express TC-induced sea surface cooling due to coarse temporal and spatial resolutions (Evans 1993). The cooling event has begun to become well known after the 2000s because of the presence of a daily SST data set. This was due to the development of satellite remote sensing technologies for earth observations. The availability of the daily SST data set led to the reconfirmation that SST did vary significantly with depth near the air-sea interface (Kawai and Wada 2007), and air-sea momentum, heat, and freshwater fluxes can affect SST through the advection, mixing, and budget of air-sea net surface flux.

The variation in SST as one of the boundary conditions plays a crucial role in predicting TCs because SST can be an energy source for the evolution of a TC through diabatic heating. This means that accurate air-sea surface fluxes are important for understanding the evolution of a TC and improving TC predictions. It is difficult to verify the air-sea surface flux data set around TCs in the J-OFURO3 data set with in situ observations because the opportunity to observe underneath a TC is very rare, with the exception of big observational campaigns such as the Coupled Boundary Layer Air-sea Transfer (CBLAST)-Hurricane program (Chen et al. 2007) and the Impact of Typhoons on the Ocean in the Pacific (ITOP) program (D’Asaro et al. 2011; Pun et al. 2011).

In contrast, numerical simulation studies regarding TCs have increased due to the prevalence of atmosphere–ocean coupled modeling with a horizontal resolution of a few kilometers. Case studies of TCs reveal that numerical simulations have made it possible to calculate TC-induced sea surface cooling to some extent and to improve the prediction of TC intensity more realistically. In addition, various atmospheric and oceanic components can be obtained in a numerical simulation. Although challenging research topics remain with regards to the incompleteness of physical processes, and in the uncertainty of data necessary for solving initial and boundary value problems from external sources, the advantages of numerical simulations are the ability to simulate TC intensification processes and the structural changes in a three-dimensional view.

This study attempts to compare J-OFURO3 data with simulation results conducted by a coupled atmosphere-wave-ocean model (Wada et al. 2018) in the case of Typhoon Dujuan (2015). The key questions are listed below.

1. To what extent are daily atmospheric and oceanic data such as surface winds, SST, 2 m air-temperature, and 2 m specific humidity comparable to the simulation results, and is there a significant correlation between J-OFURO3 data and simulation results?
2. Are there any systematic differences between J-OFURO3 data, and simulation results? If the correlation coefficient is low, what is the reason for lowering the value? Do the reasons relate to the spatio-temporal scale of J-OFURO3 data or an algorithm problem in making the datasets?

The study area selected for this analysis is approximately 20° N, 130° E, south of Okinawa. In the past, the Japan Meteorological Agency was monitoring TCs in this area with a research vessel (Mori et al. 1999; Wada 2005). Some TCs pass over the area and make landfall in Taiwan while others make landfall in Japan; thus, it is important to monitor TCs around the region. In addition, north of 20° N in the western North Pacific, warm, and cold eddies frequently originated from baroclinic instability of the weak flow between the westward North Equatorial Current and the eastward Subtropical Countercurrent (Qiu 1999; Lin et al. 2005). A warm upper ocean with a deep mixed layer characterized by warm ocean eddies helps reduce TC-induced sea surface cooling. Such a suppression effect has been reported in the cases of Typhoons Maemi (Lin et al. 2005; Wu et al. 2007) and Songda (2004; Wada and Usui 2007) in the northwestern Pacific, and it also resulted in an intensification of Atlantic Hurricane Opal (2000) in the Gulf of Mexico (Shay et al. 2000). Analytic errors on the eddies cause TC intensity prediction errors in the framework of the atmosphere–ocean coupled modeling system (Wada 2019). Hence, the accuracy of the initial and boundary conditions necessary for TC predictions are as important as the precision of TC predictions in the current numerical prediction system.

The remainder of this paper is organized into the following sections: Sect. 2 describes the outline of Dujuan. Section 3 explains the data, experimental design, and analysis method used in this study. Section 4 shows the results of the climatological analysis, results of numerical simulations, and comparison of the simulations with J-OFURO3 data. Section 5 discusses model dependency, surface wind speeds, estimates of near-surface temperature, and specific humidity within the inner core of TCs. Concluding remarks are made in Sect. 6.

## 2 Typhoon Dujuan (2015)

Typhoon Dujuan (2015) was upgraded to a tropical cyclone at approximately 16.2° N, 137.5° E at 12 UTC on 22 September. Dujuan moved west northwestward throughout the...
period from the genesis to landfall in Taiwan. According to the Regional Specialized Meteorological Center (RSMC) Tokyo best track data (https://www.jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/besttrack.html), the minimum sea-level pressure was 925 hPa, with a maximum wind speed of 110 knots (approximately 56 m s⁻¹) from 00:00 UTC 27 to 06:00 UTC September 28.

Dujuan began to rapidly intensify from 00:00 UTC September 26 at approximately 20°N, 130°E. In one day, the minimum central pressure decreased by 35 hPa, while the maximum wind speed increased by 35 knots. These meet the criteria for rapid intensification according to the Glossary of National Hurricane Center (https://www.nhc.noaa.gov/aboutgloss.shtml).

### 3 Experimental design

#### 3.1 Data

The J-OFURO3 research project provides a data set comprising surface heat, momentum, freshwater fluxes, and related atmospheric and oceanic components over the global oceans (Tomita et al. 2019). The V1.0 data set offers data from 1988 to 2013, with daily temporal resolution and a horizontal resolution of 0.25°. In addition, a preliminary extended data set is available from 2014 to 2017. This study utilized twenty years of J-OFURO3 data spanning 1996–2015. The last year corresponds to the year of Dujuan. Atmospheric and oceanic components archived in the J-OFURO3 data set differ in quality and accuracy due to different construction methods. A brief description of the construction method for the main components is provided below.

SST in the J-OFURO3 data set is an ensemble median obtained from various global SST products listed in Table 3 of Tomita et al. (2019). Most global SST products provided to create the J-OFURO3 data set have already been gridded by combining in situ observations with multi-satellite data. The difference between global SST products depends on the differences in the observation characteristics of each satellite sensor, spatial, and temporal resolution, analysis method, SST representative depth, and other uncertainties. One of the merits of ensemble median SST is to be able to obtain a robust SST without being affected by outliers.

Surface wind speeds are estimated from two types of satellite microwave sensors, which are radiometers and scatterometers. The data obtained from a total of 18 satellite sensors are used to construct the J-OFURO3 surface wind speed data by averaging over a 0.25° × 0.25° grid space (Tomita et al. 2019). Wind direction is also estimated by an optimal interpolation method because the number of observations with scatterometers is much fewer than that of radiometers even though there are enough observations with WindSat, a satellite-based polarimetric microwave radiometer developed by the Naval Research Laboratory Remote Sensing Division, and the Naval Center for Space Technology for the US.

Near-surface air specific humidity in J-OFURO3 is estimated from multi-channel brightness temperatures measured by multi-satellite microwave radiometers. Special Sensor Microwave Imager (SSMI), Special Sensor Microwave Imager/Sounder (SSMIS), Tropical Rainfall Measurement Mission (TRMM) Microwave Imager (TMI), and Advanced Microwave Scanning Radiometer series (AMSR-E, and AMSR2). The estimation algorithm is based on the relationships between multi-channel brightness temperatures, surface humidity, and the vertical moisture structure (Tomita et al. 2018). The water vapor scale height data were used as an indicator of vertical moisture structure and were obtained from the surface water vapor mixing ratio obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis interim (Dee et al. 2011), and columnar water vapor from multi-satellite microwave radiometers. The daily mean surface air temperature at a height of 2 m from the surface was obtained from the National Center for Environmental Protection (NCEP)-Department of Energy (DOE) reanalysis 2 (NRA2; Kanamitsu et al. 2012) atmospheric reanalysis data.

The daily mean latent heat flux is calculated by using a bulk method, COARE3.0 that was proposed by Fairall et al. (2003). Detailed configuration of the COARE3.0 model in the J-OFURO3 data set was introduced in Tomita et al. (2019).

The RSMC Tokyo best track data set was used to verify the location and intensity of a simulated TC. The Japanese 55-year Reanalysis (JRA-55) 6-h product with the horizontal resolution of 1.25° × 1.25° (Kobayashi et al. 2015) was used for comparison with the J-OFURO3 data and simulation results.

We used the Four-dimensional variational Ocean ReAnalysis data set for the Western North Pacific (FORA) spanning 1996–2015 (FORA-WNP30; https://synthesis.jamstec.go.jp/FORA/e/index.html; Usui et al. 2017). The horizontal resolution of the North Pacific version of the data set was 0.5° in the longitude-latitude coordinate system. We also used the Microwave Optimally Interpolated SST (MW OISST, hereinafter OISST) daily product obtained from the Remote Sensing Systems site (https://www.remss.com/). OISST is the daily merged satellite data set that includes two satellite SST data sets measured by TRMM/TMI and AMSR-E satellite radiometers. OISST covers the global ocean with a 0.25° horizontal spacing at a depth of approximately 1 m. The value of OISST was corrected using a diurnal model, which represents the daytime temperature at 12 o’clock.
3.2 Model.

The atmosphere-wave-ocean coupled model used in this study has been used in many TC studies to understand the role of the ocean on TC predictions (e.g. Wada et al. 2018; Wada and Oyama 2018; Oyama and Wada 2019). The coupled model is constructed based on a nonhydrostatic atmospheric model (NHM; Saito 2012), a Meteorological Research Institute (MRI) third-generation ocean surface-wave model (MRI-III, Japan Meteorological Agency 2013), and an MRI multilayer ocean model developed based on Bender et al. (1993).

The NHM includes microphysics expressed in an explicit three-ice bulk microphysics scheme (Ikawa and Saito 1991; Lin et al. 1983), air-sea momentum, sensible, and latent heat fluxes with exchange coefficients for air–sea momentum and enthalpy transfers over the sea-based on bulk formulae (Kondo 1975) or, when the ocean-wave model is coupled (Wada et al. 2010) based on the roughness lengths proposed by Taylor and Yelland (2001), a sea spray formulation with whitecap coverage of only approximately 4% under TC conditions (Wada et al. 2018), a turbulent closure model (Klep and Wilhelmson 1978; Deardorff 1980), and a radiation scheme (Sugi et al. 1990).

The MRI-III predicts wave spectra as a function of space and time from an energy balance equation composed of the spectral energy input by the wind, the nonlinear transfer of spectral energy due to wave-wave interactions and the dissipation of energy due to breaking surface waves and whitecap formation. The wave spectrum had 900 components, each associated with one of 25 frequencies and one of 36 directions. The frequency of the wave spectrum was divided logarithmically from 0.0375 to 0.3000 Hz.

The MRI multilayer ocean model employs a reduced gravity approximation and a hydrostatic approximation, and it is assumed that the water is a Boussinesq fluid. The model has three layers and four interfaces at maximum. The uppermost layer is the mixed layer at which the density is vertically uniform. The middle layer is the seasonal thermocline, where the vertical temperature gradient is greatest. The bottom layer is assumed to be undisturbed by entrainment. The four levels are the sea surface, the base of the mixed layer, the base of the thermocline, and the sea bottom. The model calculates the water temperature and salinity at the surface and at the base of the mixed layer, the thickness of each layer, and horizontal flows between layers. The entrainment rate is calculated only at the base of the mixed layer (Deardorff 1983).

The following procedures are exchange processes between the NHM, MRI-III, and MRI multilayer ocean models, which are not modified from Wada et al. (2018). Each time step of the NHM, MRI-III, and MRI multilayer ocean model is explained in Sect. 3.3. Shortwave and longwave radiation, air-sea sensible, latent heat fluxes, wind stresses, cloud cover, and precipitation were calculated by the NHM and used in the MRI multilayer ocean model at every time step in the MRI multilayer ocean model. SST calculated by the MRI multilayer ocean model was instead used in the atmospheric model at every time step in the MRI multilayer ocean model. Wind speeds calculated by the NHM were provided to the MRI-III at every time step of the MRI-III. Wave heights calculated by the MRI-III were provided to the NHM to calculate the steepness of the ocean wave for estimating surface roughness lengths. The ocean currents at the uppermost layer calculated in the MRI multilayer ocean model were provided to the MRI-III at every time step of the MRI-III. The group velocity of ocean waves calculated by the MRI multilayer ocean model was modified by the ocean currents in the uppermost layer. Wave-induced stresses calculated by the MRI-III were provided to the MRI multilayer ocean model to modify the surface wind stress. The wave-induced stress was also used for estimating the entrainment rate of breaking surface waves.

3.3 Experimental design

In this study, the initial time and integration period for the numerical simulation of Dujuan were 00:00 UTC on September 23, 2015, and 120 h with a time interval of 3 s for the NHM, 18 s for the multilayer ocean model, and 6 min for the MRI-III. The computational domain was approximately 2360 km × 2160 km for the 2 km-mesh NHM and the coupled model. There were 55 levels in vertical coordinates, with the intervals ranging from 40 m for the near-surface layer to 1180 m for the uppermost layer in all experiments. The top height was approximately 27 km.

The Japan Meteorological Agency (JMA) global objective analysis with a horizontal resolution of 20 km and the FORA North Pacific Ocean analysis with a horizontal resolution of 0.5° were used for creating initial atmospheric and oceanic conditions as well as atmospheric lateral boundary conditions. For comparison, a numerical simulation was performed by the uncoupled NHM with the same initial and boundary conditions.

This study conducted two numerical simulations that differed in the initial condition of sea surface temperature. One used OISST, and the other used SST in the J-OFURO3 data set. The list of numerical simulations is shown in Table 1.

3.4 Analysis method

The target location is 20° N, 130° E; therefore, the analysis area was set to cover the area at 18–24° N and 127–133° E. Before observing the results of the comparison between the J-OFURO3 data and simulation results, we preliminarily investigated the climatological characteristics (maximum
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In this study, atmospheric and oceanic components such as SST (°C), surface wind speed (m s⁻¹), 2 m air temperature (°C), 2 m specific humidity (g kg⁻¹), and air-sea latent heat flux (W m⁻²) in the J-OFURO3 data set were compared with the results of numerical simulations. The domain for the comparison covers the area from 16° N to 32° N and 122°E to 138° E, which is wider than the analysis area because the moving speed was relatively rapid when the TC passed the analysis area. At approximately 20° N and 130° E, the location of the simulated storm was close to that of the best track, although the northward bias was found west of 130° E. The comparison was made between September 24 and 25, in 2015 at approximately 20° N and 130° E.

The atmospheric and oceanic components such as 6-hourly SST, surface wind speed, 2 m air temperature, 2 m specific humidity, and air–sea latent heat flux simulated by the 2 km-mesh coupled model were averaged over a 0.25° x 0.25° grid, corresponding to the horizontal resolution of the J-OFURO3 data set. Correlations between the simulation results and J-OFURO3 data were then investigated for each atmospheric and oceanic component, from 12:00 UTC September 24 to 06:00 UTC September 25, after correcting the difference of the location of the TC between the simulation and the best-track analysis. The range of the difference was within three grids (less than 1°).

It should be noted that the TC position for the best track and simulation results were determined based on the location of the lowest sea-level pressure. Conversely, there are no data on sea-level pressure in the J-OFURO3 data set. The distribution of surface winds in the J-OFURO-3 dataset was determined by optimally interpolating the incoming satellite data, and the time at the TC position depended on the time of the incoming data. Therefore, although the difference in positions caused by the TC movement within one day affected the verification results to some extent, this study assumed the center position of Dujuan in the J-OFURO3 data set as the average of the 6-hourly best track center positions during the analysis period (1 day).

### 4 Results

#### 4.1 Climatology

The scale of a TC varies from a few 100–1000 km in size when it measured by a domain surrounded with an isobar of 1000 hPa. The environmental vertical shear is defined as the difference in wind speeds between 200 and 850 hPa levels and is often determined within a radius of 500–800 km from the TC center. Therefore, this study defined a TC scale within a domain from 6° x 6° in a latitude–longitude coordinate system. This scale corresponds to the size of the analysis domain in Sect. 3.4.

The number of TCs that passed over the square domain of 18–24° N and 127–133° E from September to November was 50 during 1996–2015 (Fig. 1). This corresponded to approximately 26.2% of the total number of 191 TCs in the western North Pacific. Six TCs were relatively weak and corresponded to the genesis phase when they passed over the target domain. The TC with the longest duration (7.5 days) over the domain was Typhoon Prapiroon (2012), followed by Typhoons Kirogi (2005, 4.5 days), Nabi (2005, 3.25 days), and Dujuan (2015, 3.25 days).

Figure 2a shows the maximum surface winds (MSWs) relationship between the RSMC Tokyo best track data set, and the J-OFURO3 data set. Maximum surface winds in the

![Fig. 1 Track of Typhoon Dujuan (2015) and locations of TCs from September to November from 1996 to 2015. Circles with solid lines indicate the track of Dujuan. Small circles with gray lines indicate the location and track of TCs every 6 h in the RSMC best track data.](image)
J-OFURO3 data set were estimated within a $2.75^\circ \times 2.75^\circ$ box, centered at the best track TC position every 6 h. For comparison, the relationship between the RSMC Tokyo best track data set and the J-OFURO3 data set was also investigated (Fig. 2b). It should be noted that unlike the JRA-55 data set, the finest temporal resolution of the J-OFURO3 data set is daily, and therefore, the J-OFURO3 data set cannot capture rapid changes in MSWs that occurred within a day. Nevertheless, the relationship between the RSMC Tokyo best track data and the J-OFURO3 data was significantly correlated. The correlation was also significant between the RSMC Tokyo best track data set and the JRA-55 data, but both MSWs in the J-OFURO data set and the JRA-55 data set have a negative bias for MSWs in the RSMC best track data set. This suggests that high MSW analyzed in the RSMC best track data set cannot be reproduced in both the J-OFURO3 and JRA-55 data sets.

Figure 3 shows the time series of the cumulative number of TCs passing over the analysis area and the mean central pressure each year, averaged over twenty years, from 1996 to 2015. The number of TCs varied depending on the year. The number of TCs in 2012 was the highest, while the mean line indicates the linear correlation with the formula and correlation coefficient, respectively.
central pressure in 2005 and 2014 was the lowest. The intensity of TCs passing over the analysis area tended to increase significantly during 1996–2015, with a t value of 1.85, corresponding to the t test 99% significant level.

Figure 4a shows the time series of mean SST in each year in the J-OFURO3 data set from 1996 to 2015. There is no correlation between mean SST and mean central pressure on TCs passing over the analysis area (not shown). This study defines sea surface cooling as the difference in daily SST in each grid between pre-three days and post-three days when a TC exists in the analysis area. Figure 4b shows the time series of sea surface cooling in the J-OFURO3 data set. The number of TCs in 2012 is the highest, while daily mean SST is relatively low (Fig. 4a). Differing from the time series of mean SST, the amplitude of mean sea surface cooling tends to linearly increase significantly during 1996–2015 with the t value of 3.38, corresponding to the t test 99% significant level. Therefore, as TC intensity increased from September to November from 1996 to 2015, the SST became increasingly lower underneath a TC.

It should be noted that the impact of the mixture of bulk and skin temperature on the time series of SST was small. This is because there was no trend of SST in the J-OFURO3 data set during 1996–2015, despite an increase in the number of satellite observations, while in situ observations near the sea surface decreased. The number of satellite microwave radiometers and scatterometers available to construct the J-OFURO3 data set was 3 and 2, respectively, in 1996 but increased to 5 and 3, respectively, in 2013 (see Fig. 1 in Tomita et al. 2019). Relatively strong winds stir the upper ocean deeply and the layer of skin temperature is destroyed during the passage of a TC. In addition, MSWs in the RSMC Tokyo best track data are closely related to central pressures based on Koba’s relationship (Koba et al. 1990). Based on these prerequisites—and from a climatological viewpoint—the J-OFURO3 data set showed that increases in TC intensity resulted in decreasing SST underneath a TC by the passage of a TC over the analysis area. The increasing trend of TC intensity cannot be captured in the JRA-55 data set (Fig. 3b), and in that sense, the characteristics of the J-OFURO3 data set differ from those of the JRA55 data set. The question remained of which dataset was more realistic for studying TCs on a weather forecasting time scale.

4.2 Simulation results

It is very rare to directly observe the central pressure of a TC and the horizontal distribution of surface wind speed, particularly in the western North Pacific. The opportunity for aircraft observations within the inner core of a TC is so rare that it is difficult to obtain the entire TC wind distribution every 6 h, which is the time interval of the RSMC best track data and the JRA55 data set. To determine the TC wind distribution at shorter intervals, a model-based numerical simulation is effective, but there is an acknowledged problem that TC wind distribution differs depending on the numerical model used (Kanada et al. 2017). In this study, numerical simulations of Dujuan were conducted by using numerical models (see Sect. 3.2) that have been frequently used in TC case studies. The simulation results were then compared with the J-OFURO3 data for all atmospheric and oceanic components.

Figure 5a, b show the RSMC best track and two simulated tracks of Dujuan. These simulation tracks were obtained from two simulation results by the NHM and the coupled model (hereafter, CPM), respectively. The difference between simulations illustrated in Fig. 5a, b is SST at

![Fig. 4](image-url)
The central position of simulated TCs was determined by first determining the location of minimum central pressure and then by determining the location of the lowest wind speed within a domain where the simulated central pressure was within +4 hPa from the lowest central pressure. The location was finally determined as the central position of the simulated TC. This procedure helped to ensure that the location of the mesovortex generated near the TC center, and within the radius of MWS, was not mistaken for the central position of the simulated TC.

The central position of simulated TCs was determined by first determining the location of minimum central pressure and then by determining the location of the lowest wind speed within a domain where the simulated central pressure was within +4 hPa from the lowest central pressure. The location was finally determined as the central position of the simulated TC. This procedure helped to ensure that the location of the mesovortex generated near the TC center, and within the radius of MWS, was not mistaken for the central position of the simulated TC.

The simulated track was similar to the RSMC best track from 12:00 UTC on September 24 to 06:00 UTC on September 25 (Fig. 5). Compared with the RSMC best track, the simulated TC thereafter tended to move northward. The analysis period for comparison was from 12:00 UTC on September 24 to 06:00 UTC on September 25.

Figure 6 shows the time series of the RSMC best track central pressure, and two simulated central pressures. In Fig. 6, the period from 12:00 UTC on September 24 to 06:00 UTC on September 25 corresponds to the intensification phase; therefore, this study only demonstrates the availability of J-OFURO3 on TC studies in the intensification phase. Most of the simulated TC intensity shows overdevelopment, compared with the RSMC best track TC intensity. After 12:00 UTC on September 25, central pressures simulated by the CPM increased due to TC-induced sea surface cooling. Although the simulated track shifted northward during the period, the variation in central pressures simulated by the CPM was more consistent with the RSMC best track central pressures than that simulated by the NHM. The difference in SST at the initial time between the OISST data set and the J-OFURO3 data set resulted in a difference in simulated central pressures. In addition, the difference in intensity changes differed between simulation results by the NHM, and the CPM. Understanding the differences in TC intensity simulations caused by the SST at the initial time will contribute to improving the TC intensity prediction by developing the numerical model.

### 4.3 Comparison

The advantage of the J-OFURO3 data set is that it includes historical surface flux data such as daily-mean wind stresses, sensible, and latent heat fluxes with a horizontal resolution.
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of 0.25°, which is higher than that of JRA-55 and other atmospheric data sets for climatological use. These values are calculated based on atmospheric, and oceanic components such as surface wind speeds, SST, 2 m air temperature, and 2 m specific humidity. Therefore, the components and air-sea latent heat flux in the J-OFURO3 data set were compared with the simulation results. For surface wind speeds, JRA55 was also considered in the comparison. Air-sea latent heat flux was selected because the main energy source for TC intensification is latent heat flux (Emanuel 1986, 1995). This is the reason that wind stresses and sensible heat fluxes were not compared. For estimating wind stresses, in addition to errors in surface wind speeds, the difference in drag coefficients between the data set and simulation results makes it unsuitable for comparison. The drag coefficient in the CPM is calculated based on wave heights, and roughness length so that the CPM can simulate the level-off of drag coefficient under high winds within the inner core of a TC (Wada et al. 2013). The drag coefficient in the NHM, however, strongly depends on surface wind speeds. The drag coefficient in the J-OFURO3 is based on Fairall et al. (2003), which differs from the two coefficients mentioned above.

4.3.1 Surface wind speeds

The scatter diagrams in Fig. 7 indicate the significance of linear correlation in surface wind speeds between J-OFURO3 data and simulation results, with t values of 31.7 (CPLOI), and 27.4 (CPLJF), which corresponds to the t test 99% significant level. The correlation in the OISST experiment is relatively high compared with that in the J-OFURO3 experiment. The plots are separated into two branches when either

---

**Fig. 6** Time series of central pressures. Open circles indicate the best track central pressure of Typhoon Dujuan. Orange circles indicate the simulation results in the a NHMOI and b NHMJF experiments.

**Fig. 7** The relationship of wind speeds between J-OFURO3 data and simulation results. Scatter diagrams indicate the relationship. The dashed line in each panel indicates the linear correlation with the formula and correlation coefficient in the a CPLOI and b CPLJF experiments (color figure online)
surface wind speed is high. This is probably related to the difference in the TC center position between the simulation result, and the J-OFURO3 data set, and the difference in the horizontal resolution between them (0.25° in the J-OFURO3 data set, and 2 km in the simulation results). The impact of the difference of horizontal resolution on the spread of simulated surface wind speeds in a grid of J-OFURO3 is discussed in Sect. 5.

The horizontal distribution of surface wind speeds in the J-OFURO3 data set shows a wave-1 asymmetric pattern (Fig. 8a), which is consistent with the two simulation results (Fig. 8b, c). The radius of simulated MSW is approximately 30 km, and therefore, the J-OFURO3 data set barely captures the radius. In contrast, the JRA-55 data set could not reproduce the radius of MSW (Fig. 8d). This indicates that surface wind speed data in the J-OFURO3 data set has an advantage in the sense that it can reasonably express the inner-core asymmetry of a TC.

4.3.2 Sea surface temperature

Unlike the results of surface wind speeds, the correlation coefficient of SST in the J-OFURO3 experiment is higher than that of the OISST experiment, although the linear correlation between best track data and simulation results is significant with the $t$-values of 21.7 (CPLOI) and 39.7 (CPLJF), corresponding to the $t$ test 99% significant level (Fig. 9). The difference in the correlations is due to errors attributable to the SST at the initial time. The horizontal distribution of SST in the J-OFURO3 data set clearly shows sea surface cooling after the passage of Dujuan (Fig. 10a). The simulation results regarding TC-induced sea surface cooling (Fig. 10b, c) are consistent with the sea surface cooling analyzed in the J-OFURO3 data set. Furthermore, sea surface cooling in the CPLOI, and CPLJF experiments is slightly smaller than in the J-OFURO3 data set except for at approximately 18° N, 133° E in the CPLJF experiment (Fig. 10c), when the central TC position differs between the J-OFURO3 data and simulation results during the early intensification phase (Fig. 5).

The correlation coefficient of SST is higher in the CPLJF experiment than in the CPLOI experiment (Fig. 9). This indicates that the accuracy of the SST at the initial time is reflected in the following simulation results. For the central pressure during the mature phase, a simulated central pressure in the CPLJF experiment is closer to the best track central pressure than that in the CPLOI experiment (Fig. 6).
In contrast, the correlation of surface wind speed is higher in the CPLOI experiment than in the CPLJF experiment (Fig. 7). This is because the TC track in the CPLJF experiment shifted further northward to approximately 20.5° N, 131° E with respect to the RSMC best track (Fig. 5).

4.3.3 Air temperature, specific humidity, and latent heat flux

In the J-OFURO3 data set, unlike the results of surface wind speed and SST, there are no data within the inner core of a TC regarding 2 m air temperature, 2 m specific humidity, and latent heat fluxes. The scatter diagram on the components only shows the relationship between the J-OFURO3 data and simulation results in the environmental field rather than within the inner core of a TC. The correlation of 2 m air temperature is significant with the \( t \) values of 37.9 (CPLOI), and 36.4 (CPLJF), corresponding to the \( t \) test 99% significant level (Fig. 11). The correlation coefficient in the OISST experiment is a little higher than that in the J-OFURO3 experiment. The overall 2 m air temperature in the J-OFURO3 data set is relatively high, whereas 2 m air temperature is low, and surface wind speed is high in the CPLOI, and CPLJF experiments (Fig. 12). In Fig. 12b, c, we can find that relatively warm air is spirally transported ahead of the moving TC toward the TC center on the northern side of the TC center due to frictional convergence.

The scatter diagram for 2 m specific humidity has different characteristics to the other physical components (Fig. 13), although the correlation is significant with \( t \) values of 23.0 (CPLOI) and 27.6 (CPLJF), corresponding to the \( t \) test 99% significant level. Overall, 2 m specific
humidity in the J-OFURO3 data set is lower than that of the simulation results. Like the result of simulated 2 m air temperature, relatively moist air is spirally transported ahead of the moving TC toward the TC center on the northern side of the TC center due to frictional convergence (Fig. 14b, c). The frictional convergence of warm moist air plays a crucial role in TC intensification (e.g. Wada et al. 2018, Wada and Oyama 2018). However, 2 m specific humidity in the J-OFURO3 data set remains high at a saturated value of 21.5 g kg\(^{-1}\) on the northern side of the TC center, corresponding to the frictional-inflow area. In contrast, the simulated specific humidity is relatively low around the area of simulated accumulated precipitation from 12 UTC on September 24 to 06:00 UTC on September 25 in 2015 (Fig. 15).

Finally, the correlation between air-sea latent heat flux was investigated. The correlation is significant with the \(t\) values of 27.5 (CPLOI) and 24.1 (CPLJF), corresponding to the \(t\) test 99% significant level. Similar to the result of surface wind speed (Fig. 7), the air-sea latent heat flux in the J-OFURO3 data set is lower than that of simulation results, although the value of latent heat flux in the J-OFURO3 data set is higher than the simulated values when the simulated latent heat flux is lower than 300 W m\(^{-2}\) (Fig. 16). The high value is calculated outside the inner core of a TC (Fig. 17), and we must be aware that a high value of air-sea latent heat flux within the inner core of a TC cannot be evaluated in this study, even if a high value is seen in the J-OFURO3 data set.

It should be noted that the surface-specific humidity in the J-OFURO3 data set is missing data within...
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Fig. 13 The relationship of specific humidity at the 2 m height between J-O弗RO3 data and simulation results. Scatter diagrams indicate the relationship. The dashed line in each panel indicates the linear correlation with the formula and correlation coefficient in the a CPLOI and b CPLJF experiments.

Fig. 14 Horizontal distribution of specific humidity at the 2 m height a in the J-O弗RO3 data set, b in the CPLOI experiment and c in the CPLJF experiment. The J-O弗RO3 data set is a daily product, while the simulation results are the average from 12:00 UTC September 24 to 06:00 UTC September 25. The contour interval is 0.5 g kg⁻¹. Missing values within the TC inner core are masked in white.

Fig. 15 Horizontal distribution of accumulated precipitation from 12 UTC 24 September to 06:00 UTC 25 September a in the CPLOI experiment and b in the CPLJF experiment. The contour interval is 50 mm.
the inner core of TCs due to an issue with the satellite estimation algorithm. The algorithm used in J-OFURO3 cannot retrieve surface specific humidity in heavy rain conditions such as during a TC because the brightness temperature observed by satellite microwave radiometer is mostly influenced by rain rather than humidity. For the surface temperature estimation, the air-sea flux estimation algorithm is affected by atmospheric stability, and therefore, even if reanalysis surface temperature data exists within the inner core of TCs, the output data tend to be missing data because there are no surface-specific humidity data. This will be discussed in the next section.

**5 Discussion**

**5.1 Model dependency**

In this study, we used only one numerical model and compared the simulation results and J-OFURO3 data only for a limited analysis area. Recent studies have suggested that the inner-core structure of a TC differs depending on the model used (Kanada et al. 2017; Nakano et al. 2017). Even in the same numerical model, it was reported that the relationship between the central pressure and MSW differs by changing the atmospheric boundary-layer process and cloud physics (Chen et al. 2019). In contrast, the impact of the effect of ocean coupling on the inner-core structural change is relatively small (Wada et al. 2018).
Apart from the variety within the inner-core structure of simulated TCs, J-OFURO3 data are useful only for representing the inner-core structure of a real TC. They serve as a testbed to determine which numerical model realistically reproduces the inner-core structure of a real TC. Such intercomparison, and the associated improvement of model physics, will be able to contribute to the improvement of TC intensity prediction by the numerical model. These are important issues for future research.

5.2 MSW

Statistically, the MSW in the J-OFURO3 data set has a linear relationship with that of RSMC Tokyo best track data. In addition, the value of the slope in Fig. 2a shows that the MSW in the J-OFURO3 data set is lower than that of the RSMC Tokyo best track data. The slope difference between Fig. 2a, b is significant, with the $t$ values of 3.78, corresponding to the $t$ test 99% significant level. Moreover, Fig. 7 demonstrates that the surface wind speed in the J-OFURO3 data set is underestimated compared with the two numerical simulation results in the range of 10 m s$^{-1}$ or less and 20 m s$^{-1}$ or more. One of the factors causing underestimation is that numerical simulations with a horizontal resolution of 2 km can express small fluctuations in surface wind speeds caused by physical processes with finer spatial, and temporal scales than those of J-OFURO3 (0.25° and a day). Figure 18 displays histograms of simulated surface wind speeds and simulated SST at 18° N, 133° E and at 20° N, 130° E from 12:00 UTC September 24 to 06:00 UTC September 25. The simulation results include various values for one grid point of the J-OFURO3 data set. The spread of the simulated value is larger at 18° N, 133° E (Fig. 18a, c), which corresponds to the area during, and after the passage of TC, than at 20° N, 130° E (Fig. 18b, d). The range of the spread is larger in the simulated surface wind speed (Fig. 18a, b) than in the simulated SST (Fig. 18c, d). These results suggest the existence of small fluctuations in simulated surface wind speeds, which cannot be analyzed in the J-OFURO3 data set.

In contrast, the slope of the linear correlation function indicated that the MSW in the JRA-55 data set corresponds to that of the RSMC Tokyo best track. This is because an
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**Fig. 18** Histograms of simulated surface wind speeds in the CPLOI (orange) and CPLJF (blue) experiments from 12:00 UTC September 24 to 06:00 UTC 25 September a at 18°N, 133°E and b at 20° N, 130° E and those of simulated SST c at 18° N, 133° E and d at 20° N, 130° E. The number in the legend next to the title indicates the average value (color figure online)
artificial vortex (TC bogus) was embedded into the ‘guess’ analysis field every cycle (6 h) when a TC existed. Therefore, the MSW cannot be quantitatively reproduced in the J-OFURO3 data set, although the J-OFURO3 dataset was excellent for expressing the wind distribution within the inner core of a TC.

Most of the satellite retrieved surface wind speed data used in the J-OFURO3 data set have problems measuring surface wind speeds of 35 m s⁻¹ or more (Bourassa et al. 2019). In addition to heavy rainfall within the inner core of a TC, the effects of air-sea interfacial processes such as breaking waves and whitecapping on the surface wind speed are not fully understood (Zabolotskikh et al. 2014). Recently, Synthetic Aperture Radar (SAR) missions (Bourassa et al. 2019), and the Cyclone Global Navigation Satellite Systems (CYGNSS) constellation of eight small microsatellites (Morris and Ruf 2017) developed the surface wind speed measurement up to 75 m s⁻¹. As a climate data set, it is conceivable that the uniformity of data over a long period may be impaired. Tomita et al. (2019) have pointed out that the number and type of satellite sensors that J-OFURO3 uses differs from year to year, making it difficult to achieve a long-term uniform data set. The use of high-accuracy surface wind data may it more difficult to compile uniform climate data.

5.3 Temperature and specific humidity within a TC

Atmospheric reanalysis data such as ECMWF reanalysis interim and NRA2 are used to estimate near-surface air temperature and specific humidity in the J-OFURO3 data set, respectively (Tomita et al. 2019). Atmospheric reanalysis data is utilized to estimate near-surface air temperature, and specific humidity, not only in the J-OFURO3 data set but also in many air-sea latent heat flux products estimated by satellite observations (Crespo et al. 2019; Gao et al. 2019). One of the remarkable differences between the J-OFURO3 data set and these products is the specific humidity estimation method (Tomita et al. 2018). To the authors’ knowledge, there is little research on estimation methods that do not utilize atmospheric reanalysis data, aside from a study on near-surface air temperature and specific humidity estimates using multisensor microwave satellite observations (Jackson et al. 2006, 2009). There is no research regarding estimating near-surface air temperature and specific humidity, particularly within the inner core of a TC with or without utilizing atmospheric reanalysis data.

In Figs. 12 and 14, both the near-surface air temperature and specific humidity are seen to be relatively low over the area where the simulated accumulated precipitation is high (Fig. 15). The lowering indicates that surface cold pools are formed over the high-precipitation area in the simulation results, resulting from evaporatively cooled downdraft air that has spread out beneath a precipitating cloud (Eastin et al. 2012). The simulated air-sea latent heat flux is thus relatively high over the high-precipitation area because of the differences in temperature and specific humidity between the atmosphere and the ocean increase. By quantitatively evaluating the relationship between cold pool formation due to precipitation and the decrease in near-surface air temperature and specific humidity within the inner core of TCs, it will be possible to estimate air temperature and specific humidity there. Although the development of the method is beyond the scope of this study, future development is expected.

6 Concluding remarks

To investigate the extent to which the third generation Japanese Ocean Flux Data Sets with Use of Remote-Sensing Observations (J-OFURO3) is available for tropical cyclone research, this study compared the J-OFURO3 data with the Regional Specialized Meteorological Center (RSMC) Tokyo best track data, the Japanese 55-year Reanalysis (JRA-55) 6-hourly atmospheric reanalysis data, the simulation results conducted by a 2 km mesh regional nonhydrostatic atmosphere model (NHM), and the atmosphere-wave-ocean coupled model (CPM).

The climatological characteristics of TCs were first investigated by using the J-OFURO3 data set. During 1996–2015, the amplitude of TC-induced sea surface cooling became high south of Okinawa at approximately 20°N, 130°E. The result is consistent with the time trend of RSMC Tokyo best track central pressure over the area. With regards to the maximum wind speed (MWS), the correlation between the J-OFURO3 data and the RSMC Tokyo best track data was consistent with that of the JRA-55 data. The asymmetrical distribution of surface wind speeds within the inner core of a TC can be analyzed well in the J-OFURO3 data set to the same extent as the simulation results by the CPM. In contrast, the JRA-55 data cannot analyze the asymmetry of surface wind speed due to the relatively coarse resolution (1.25°).

Atmospheric and oceanic components such as surface wind speed and sea surface temperature (SST) in the J-OFURO3 data set were significantly correlated with the simulation results. There is, however, room for improvement for constructing atmospheric, and oceanic components such as 2 m air temperature, 2 m specific humidity, and air-sea latent heat flux within the inner core of a TC, although they are significantly correlated with the simulation results. Although this study is only one case analysis with a limited study area, this study demonstrates that the J-OFURO3 data set is useful for TC climatology studies.

In the J-OFURO3 data set, TC-induced sea surface cooling was well analyzed and was comparable with the simulation results. Although SST at the initial time affected the accuracy of the simulated SST, the simulations of the
surface wind speed, 2 m air temperature, and 2 m specific humidity were still inconsistent with the J-OFURO3 data set, although simulated SST was more accurate. Future investigations should be conducted by increasing the number of comparison cases and numerical simulations and focusing on other study areas. In addition, the surface air temperature and specific humidity data within the inner core of a TC will be enriched in the next generation J-OFURO data set. To improve the inconsistency between the simulations and J-OFURO3 data set, both new algorithms and more satellite data used are expected for accurately deriving 2 m air temperature, 2 m specific humidity, and air-sea latent heat flux data within the TC inner core in the J-OFURO3 data set. Moreover, there is room for improvement in the physical processes in the NHM because the NHM used in this study cannot reproduce the variation in observed air temperature even in the atmosphere–ocean coupled assimilation system (Fig. 11 in Wada and Kunii 2017). This will lead to an improvement of air-sea surface fluxes within the inner core of a TC.
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