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Abstract: Image and video data are today being shared between government entities and other relevant stakeholders on a regular basis and require careful handling of the personal information contained therein. A popular approach to ensure privacy protection in such data is the use of deidentification techniques, which aim at concealing the identity of individuals in the imagery while still preserving certain aspects of the data after deidentification. In this work, we propose a novel approach towards face deidentification, called $k$-Same-Net, which combines recent Generative Neural Networks (GNNs) with the well-known $k$-Anonymity mechanism and provides formal guarantees regarding privacy protection on a closed set of identities. Our GNN is able to generate synthetic surrogate face images for deidentification by seamlessly combining features of identities used to train the GNN model. Furthermore, it allows us to control the image-generation process with a small set of appearance-related parameters that can be used to alter specific aspects (e.g., facial expressions, age, gender) of the synthesized surrogate images. We demonstrate the feasibility of $k$-Same-Net in comprehensive experiments on the XM2VTS and CK+ datasets. We evaluate the efficacy of the proposed approach through reidentification experiments with recent recognition models and compare our results with competing deidentification techniques from the literature. We also present facial expression recognition experiments to demonstrate the utility-preservation capabilities of $k$-Same-Net. Our experimental results suggest that $k$-Same-Net is a viable option for facial deidentification that exhibits several desirable characteristics when compared to existing solutions in this area.
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1. Introduction

In recent years, an ever-increasing amount of image and video data is being recorded, stored or processed worldwide. A key factor that contributes towards this development is the widespread availability of personal gadgets, such as mobile phones or tablets, as well as other imaging devices (such as surveillance systems, security cameras and web-cams), which make capturing images and video footage an easy task. While these trends have contributed towards making peoples lives easier in many aspects, care needs to be taken that the captured data are not misused and the privacy of people visible in the imagery is adequately protected.

Privacy protection is especially important, when image and video data are recorded and shared between government entities and other relevant stakeholders, which may be inclined to exploit the data for purposes different from those for which they were recorded. Driver’s licenses, for example,
which are used in certain countries as a means of identification, may be exploited for screening purposes against existing watch lists by security agencies; traffic cameras may be used for surveillance purposes; and so on. This kind of function creep can be seen everywhere today and has major repercussions on our privacy and daily lives. While it is necessary to have the technology in place to ensure appropriate levels of security for people, measures also need to be taken to ensure a sufficient level of privacy protection. The outlined issues typically boil down to a single problem: how to perform secure data sharing, while at the same time preventing possible cases of misuse.

As illustrated in Figure 1, a common solution to address this problem is deidentification, a process that conceals personal identifiers present in image and video data and thus prevents the recovery and misuse of identity information (e.g., prevents face recognition). Deidentification commonly strives to hide personal information both from human inspection, as well as from automatic recognition techniques and, when applied to image and video data, is typically focused on face deidentification, as the appearance of the human face is by far the most prevalent personal identifier in this type of data.

Figure 1. The motivation behind deidentification: to prevent misuse of personal information and ensure privacy protection when data are shared between government entities or other relevant stakeholders, the data need to be appropriately deidentified before being shared.

According to [1,2], early face deidentification techniques mostly centered around naive approaches, such as blacking-out, pixelation or blurring, which are generally considered not to be very effective or suitable for this task. Blacking-out, for example, puts a black patch over the original face image to conceal identity. While this does guarantee anonymity, it also removes all of the non-identity-related information, including characteristics that could be useful for further analysis, but do not rely on identity information. Pixelation and blurring are also considered unsuitable for deidentification, as they are prone to imitation attacks (i.e., parrot attack [1]), where a probe image is simply subjected to the same degradation process as the deidentified images and can then be again recognized reliably (see [3] for empirical examples).

More recent techniques from the literature try to overcome the limitations outlined above and provide formal guarantees regarding the anonymity of the deidentified data, e.g., [4–6]. These techniques try to reduce the amount of information that is removed from the imagery, while ensuring upper bounds on the so-called reidentification risk: the risk of reidentifying an image after deidentification. We build on these techniques and present in this paper a novel deidentification approach called \(k\)-Same-Net. The proposed approach exploits a recent class of generative models, i.e., Generative Neural Networks (GNNs), and combines them with a formal anonymity scheme, i.e., \(k\)-Anonymity [4]. The generative model is capable of synthesizing natural, realistic-looking surrogate faces for deidentification and parameterizes some of the visual characteristics of the synthesized data. This property makes it possible to retain certain aspects of the original data (i.e., enabling data utility of describable non-identity-related attributes, such as facial expressions, age or gender), while replacing sensitive personal traits with synthetic content. We demonstrate the feasibility of
the proposed approach on a closed set of facial images and show comparative results for competing techniques from the literature. We observe that k-Same-Net generates convincing surrogate faces without artifacts and is flexible enough to ensure that selected aspects of the data can be retained even after deidentification if needed.

To summarize, the main contributions of this work are:

- We introduce a novel algorithm for face deidentification, called k-Same-Net, that is based on a formal privacy protection scheme and relies on GNNs.
- We introduce an additional (proxy) image set that can be used for model training in the deidentification approach, but preserves the formal guaranties that come with k-Anonymity-based privacy protection schemes.
- We present an in-depth analysis of the proposed approach centered on reidentification and facial expression recognition experiments.

Note that a preliminary version of this work appeared in [7]. Here, we extend the previous paper by presenting a more comprehensive literature review, providing a more in-depth discussion of key concepts and by adding an extensive experimental section that includes several important experiments aimed at demonstrating the merits of the proposed k-Same-Net deidentification approach.

The remainder of the paper is structured as follows. In Section 2, we review the related work including existing deidentification approaches and generative neural networks. In Section 3, we introduce our novel deidentification approach, k-Same-Net, that combines generative models with a formal anonymity model. In Section 4, we present qualitative, as well as quantitative experiments exploring different aspects of the proposed deidentification technique and also provide visual deidentification results to highlight the merits of our approach. We conclude the paper with some suggestions for future research in Section 5.

2. Background and Related Work

In this section, we describe relevant work from the literature. We discuss deidentification and existing privacy protection schemes, elaborate on existing face deidentification approaches (ad hoc and formal) and present a short overview of generative deep models.

**Deidentification and privacy protection schemes:** A plethora of privacy protection schemes emerged from the need to protect sensitive data mostly in relational databases, where the data reside in tables of columns (known as attributes or quasi-identifiers) and rows (also known as records). Private data holdings, such as hospital data, insurance records or bank-accounting data, are some well-known examples of such data corpora [4].

While large amounts of data are often desired, especially for analytical and data mining purposes, the main problem here is that the processed data may also contain sensitive information, which represents a threat to privacy. Because of that, numerous techniques for privacy-preserving data mining were presented in the literature, which proposed effective mining approaches without compromising privacy. Most of these techniques use some kind of data transformations that result in a trade-off between information loss and privacy. One early example of such techniques is the randomization method, which adds noise to the database entries with the goal of masking the attribute values [8]. A comprehensive review of existing privacy protection schemes can be found in the excellent survey by Aggrawal and Yu [9]. In the remainder of this section, we only focus on formal privacy protection schemes, which are also closely related to the topic of this paper.

Before going further, we note that formal privacy protection schemes, which are at the focus of this work, are currently limited to deidentification of the facial area only. If other biometric traits are present in the data (which is especially the case in video surveillance scenarios), then these schemes are less suitable, since re-identification can be conducted by analyzing the original biometric information beyond the facial area (e.g., gait, posture, clothes, etc.) using either hand-crafted feature extraction methods [10–12] or deep learning [13].
In [4], Sweeney introduced the \(k\)-Anonymity model for deidentifying entries in a relational database. According to her definition, a table adheres to \(k\)-Anonymity (after deidentification) if and only if each sequence of values for each attribute within that table appears with at least \(k\) occurrences. Because there are \(k\) copies of the same sequence in the dataset, the probability of linking an individual sequence to the original is bounded by \(1/k\). A constrained version of \(k\)-Anonymity was later proposed by Miller et al. [14] and refined by Campan et al. [15] with the \(p\)-Sensitive-\(k\)-Anonymity model, which limits the amount of allowed generalization when masking microdata. Recently, new extensions focusing on flexible \(k\)-Anonymity were proposed in [16,17] to enable the deployment of \(k\)-Anonymity to other application scenarios by defining a semantic ontology to generate suitable \(k\)-blocks of data.

Other privacy protection schemes (not based on \(k\)-Anonymity) have also been proposed in the literature with two of the better known being \(L\)-Diversity [5] and \(t\)-Closeness [6]. Machanavajjhala et al. [5] introduced three versions of \(L\)-Diversity: Distinct \(L\)-Diversity (which ensures at least \(L\) distinct values for the sensitive attribute in each equivalence class), Entropy \(L\)-Diversity (which incorporates entropy and ensures that the entropy of each equivalence class is greater or equal to \(\log(L)\)) or Recursive \((C\times\text{-})L\)-Diversity (which is an alternative definition that ensures meaningful appearances of the most common and the least common attribute values) [5]. \(t\)-Closeness, proposed by Li et al. [6], on the other hand, is defined as a property that holds for an equivalence class if the distance between the distribution of a sensitive attribute in this class and the distribution of the attribute is not greater than a threshold \(t\) [6].

**Face deidentification:** Several techniques have been presented in the literature that focus on face deidentification. While some of these build on the formal privacy protection schemes covered in the previous section, many are ad hoc and do not come with anonymity guarantees. We defer the discussion on the first group of techniques to the next section and focus here on the second group of ad hoc methods.

Examples of ad hoc methods include video scrambling [18], image puzzling [19], filtering [20], image foveation [21] or encryption. Face transfer, on the other hand, deals with a similar problem in the field of computer graphics, but is usually not considered in the area of face deidentification, although it could be applicable to this area as well [22,23].

Deidentification is not limited solely to static images, but is applicable to video data as well. Especially with the rise in Unmanned Aerial Vehicles (UAVs), this topic is receiving increased attention in the literature. Works that utilize deidentification on video data exploit JPEG encoding [24] or other compression approaches, e.g., based on the Discrete-Cosine-Transform (DCT) perceptual model [25]. Transform domain scrambling methods were also proposed [18], as well as warping [26], chaos-cryptography [27], blurring [28], pixelation and masking [29].

An example of using foveation in the DCT domain for the purpose of face deidentification was recently proposed by Alonso-Perez et al. [21]. Here, the authors report that DCT-foveation-based deidentification protects the individual’s identity, while preserving gender and expression. The level of privacy-protection ensured by the approach was compared to other naive ad hoc methods (pixelation, blurring, randomization using Gaussian noise and eigen-features) by performing recognition experiments using the \((2D)^2\) PCA-based algorithm at different deidentification strength levels. To evaluate awareness and data utility, the authors used an SVM classifier to classify gender and facial expressions.

A \(q\)-far deidentification technique is proposed by Samarzija et al. in [30]. The techniques uses Active Appearance Models (AAMs) for deidentification and swaps faces by mapping the texture triangles from the surrogate faces to the target faces. The authors argue that a many-to-many type of deidentification scheme is better than the standard many-to-one scheme (such as \(k\)-Anonymity), because it does not require knowledge about other identities and the facial replacement looks more natural [30].
entropy

Mosaddegh et al. [31] propose a part-based deidentification scheme by aggregating different donors’ face components. The proposed approach uses a bank of face components and Poisson image blending, which mitigates artifacts. Experiments show descriptor-based recognition tests and a qualitative evaluation.

Farrugia et al. [32] presents a reversible deidentification approach for losslessly compressed images, which is compatible with formal privacy protection schemes. Reversible deidentification in this case allows for the recovery of the original content containing private information. Deidentification is achieved using a two-level reversible watermarking scheme. The proposed method is compared with deidentification based on scrambling of DCT coefficients and encryption of pixel values.

Letournel et al. [20] presents a face deidentification method with expression preservation capabilities on the basis of variational adaptive filtering, where the filtering preserves the most important facial regions (i.e., the eyes, the gaze, the lips and their corners). The authors compare the proposed technique with the k-Same-Pixel and k-Same-M methods. Their evaluation includes software-based recognition tests, as well as the analysis of human recognition performance.

Brkic et al. [33] recently demonstrated face, hair and color deidentification on video data from the ChokePoint dataset. A follow-up work from the same authors using Generative Adversarial Networks (GANs) [34] demonstrated body and face deidentification of people in videos. The authors use human-figure segmentation and replace the segmented contents with synthetic human images with alternative appearance. Although the proposed approach relies on GANs, it is not formulated around any of the formal privacy schemes. Their generative network uses segmentation and replaces the original content with the generated content from the learned data distribution.

k-Anonymity and face deidentification: Formal face deidentification schemes are typically based on the k-Anonymity model [4], though many are compatible with related privacy protection schemes, such as L-Diversity [5] or t-Closeness [6] as well. The k-Anonymity model inspired the family of so-called k-Same deidentification algorithms, e.g., [1,2,35], which are among the most well-known techniques in this area.

The main idea of the k-Same family of algorithms is illustrated in Figure 2. The algorithms take a closed set of N images as input \( I = \{I_1, I_2, \ldots, I_N\} \) and produce a set of N deidentified images \( D = \{D_1, D_2, \ldots, D_N\} \) that cannot be linked to the inputs in an unambiguous manner. Here, anonymity is ensured by identifying clusters of k images in the input-image set \( I \) and replacing all k images of each cluster with the corresponding cluster centroid. As a result, the deidentified image set \( D \) contains \( k \) copies of each computed centroid, and consequently, each image (or centroid) in \( D \) bears similarities to all k images in the corresponding cluster. The outlined procedure makes it impossible to link any individual from \( D \) to the individuals from \( I \) with a probability higher than \( 1/k \) and provides formal guarantees with respect to the anonymity of the deidentified data. Note that these guarantees apply only if the images in \( I \) belong to exactly \( N \) identities, and hence, each subject in \( I \) is represented with a single image only.

The original k-Same algorithm, proposed by Newton et al. in [1], operates directly in the pixel space and, therefore, preserves visual characteristics of all k images of each cluster in the cluster centroids. The motivation for the algorithm comes from the fact that: (i) replacement of all images in the k-sized clusters of \( I \) with the same surrogate images ensures anonymity; and (ii) selecting the cluster centroids (of similar faces) as the surrogates minimizes information loss during deidentification. These properties are illustrated in Figure 2, where sample deidentification results for the original k-Same approach are presented. As can be seen, the deidentified images still preserve some of the visual information contained in the original images, but also exhibit ghosting effects that appear as a consequence of poor alignment of the images in \( I \).
Figure 2. Illustration of the idea behind the k-Anonymity mechanisms. The input image set $I$ on the left is mapped to the deidentified image set $D$ on the right. Anonymity is ensured by replacing $k$ images from $I$ with the same surrogate image. To preserve some of the information content of the original images, the surrogate images are computed as cluster centroids of the original images in $I$. The figure shows an example for $k = 2$.

To address these limitations, an extension of the k-Same algorithm was presented by Gross et al. in [36]. The algorithm, named k-Same-Model or k-Same-M, extends the idea of k-Anonymity to Active Appearance Models (AAMs) and applies the deidentification procedure in the AAM parameter space. Because AAMs ensure better alignment between images, the surrogate faces feature almost no ghosting effects and appear more realistic. Nevertheless, some potentially useful information (pertaining, for example, to facial expressions) may still get lost during the deidentification process due to the averaging step.

Many extensions of the above approach have been proposed in the literature focusing mainly on improving the naturalness of the deidentified faces and preservation of as much of the non-identity-related information in the original images as possible. These include the k-Same-Eigen [1], k-Same-Select [2], k-Same-furthest-FET (FET stands for Facial Expression Transfer) [37], k-Diff-furthest (“Diff” in method name denotes that this method generates different deidentified face for each of the $k$ original faces in a cluster) [38], k-SameClass-Eigen [39] and GARP-Face (“GARP” stands for Gender, Age, Race attribute Preservation) [40] algorithms, to name a few. A high-level overview of these algorithms is given in Table 1. For more information on face deidentification, the reader is referred to [41], where a recent survey on this topic is presented.

**Generative deep neural networks:** GNNs represent recent generative models capable of synthesizing artificial, but natural looking images of any object and are, therefore, also highly suitable for the task of deidentification.

Goodfellow et al. [42], for example, proposed the so-called Generative Adversarial Networks (GANs), which combine two competing deep architectures: a generative model that synthesizes artificial images and a second discriminator network that tries to classify the synthesized image as either real or artificially generated. The main idea here is to train the discriminator network as a standard classifier to distinguish between two image sources (real or artificial) and the generative network as a generative model capable of fooling the discriminator network. Back-propagation is used with both the discriminator and the generator network to find how the generator’s parameters should be changed in order to make the generated samples slightly more challenging for the discriminator. Once the training is completed, the generator network outputs images that are indistinguishable from real images for the discriminator and also look visually convincing for human observers.
Mirza and Osindero [43] added conditioning to the original GAN architecture (and called it cGAN), since in an unconditioned generative model, there is no control over the generated data. If the model is conditioned on additional information (such as labels, some part of data or even different modalities), it is possible to direct the generation process. The added information can be fed into both the discriminator and generator as an additional input layer during training. Srivastava et al. [44] recently presented a Semi-Supervised version of cGAN (SS-GAN). Their approach extends the discriminator to a pair of separated discriminators. One of the discriminators is unsupervised and distinguishes only between real and fake images, while the other is trained in a supervised manner (this means it distinguishes between real and fake pairs of images and relies on both the labeled and unlabeled data).

Radford et al. presented a DC-GAN architecture [45], which can be trained in an unsupervised manner. The network takes 100 random numbers (latent variables) drawn from a uniform distribution as input and outputs an image (in this case of size $64 \times 64 \times 3$ pixels). As the input variables are changed incrementally, the generated images are too, which shows that the model has learned features to describe how the world looks, rather than just memorizing examples. The experiments demonstrate real-life examples of generated bedroom images and also show promising vector arithmetic operations for visual concepts.

Arjovsky et al. [46] presented improved GANs called Wasserstein Generative Adversarial Networks (WGAN). This work improves the training of the discriminator in such a way that it achieves optimality during training by using a more meaningful loss metric (an approximation of the earth mover distance; also called the Wasserstein-1 metric) before each generator update. The new loss deals with the problem of vanishing gradients and converges to a linear function that gives remarkably clean gradients everywhere [46]. This process is beneficial for the generator due to the higher quality of the provided gradients during training. As reported in this work, none of the experiments showed a collapse of the model for the proposed WGAN algorithm, which shows improved training stability in comparison with the current DC-GAN architecture [45] that the authors used as a baseline.

Nowozin et al. [47] improves on the DC-GAN idea from [45] and shows that $f$-divergences can be used for training GANs. The authors derive GAN training objectives and demonstrate examples with Kullback–Leibler and Pearson divergences. They also simplify the saddle-point optimization procedure from [42] and suggest activation functions for the final layer for the proposed $f$-divergence functions. The use of this upgrade is reported to be limited, since after training, these models cannot be conditioned on the observed data.

Tran et al. [48] presented DR-GAN, which can produce a unified identity representation from one or multiple in-the-wild face images supplied as an input along with information about pose (in the form of pose code). The produced result is generated by virtually rotating the face to an arbitrary pose. This means that the generative part of the network is able to synthesize frontalization of the input face. The discriminative part can be, on the other hand, used as a predictor to infer the identity and pose of a face image.

Karras et al. [49] proposed a novel training methodology based on progressive training and growing of the GAN architecture. This means that both the generator and discriminator start from a low resolution, and during training, new layers are added to increase the image resolution and improve image details. As reported, this process increases the training speed and stabilizes the training process as well. Results show high resolution ($1024 \times 1024$) generated facial images, and the authors conclude that there is still room for improvement in the micro-structure of the generated images and a long way to true photorealism.

Dosovitskiy et al. [50] introduce a GNN, capable of drawing 2D images of 3D objects given the object style, viewpoint and color. The network architecture used in this work is identical to the standard Convolutional Neural Network (CNN) architectures commonly used for classification, but is turned “upside-down”, which makes it possible to generate synthetic images given high-level information. Thus, instead of learning a classification problem, the authors demonstrate how to generate images
from their high-level descriptions. The input parameters consist of three vectors: one-hot encoding of the model identity (which defines the style), azimuth and elevation of the camera position and the parameters of additional artificial transformations applied to the images. The higher network layers first build a shared, high dimensional hidden object representation from the input parameters, whereas the latter layers generate an image and object segmentation mask from the shared hidden representation.

While other generative models have been introduced recently in the literature, e.g., [45,51,52], we build on the work of Dosovitskiy et al. [50] in this paper and devise our k-Same-Net algorithm around this class of GNNs. Note, however, that the same idea could be extended to other model architectures as well.

3. Neural-Network-Based Deidentification

In this section, we introduce the proposed k-Same-Net algorithm. We first present a short overview of the approach, then discuss how deidentification and information preservation is achieved and finally describe the generative part of k-Same-Net including its architecture and training.

3.1. k-Same-Net Overview

A high-level overview of the k-Same-Net approach is presented in Figure 3. Similar to other algorithms from the k-Same family, our approach operates on a closed set of N input images \( I \) corresponding to N distinct identities. The algorithm maps the input set \( I \) to a target set of deidentified images \( D \), but unlike existing techniques relies on an additional proxy set of images \( P \) to implement the mapping. With our approach, formal anonymity guarantees are again ensured by replacing clusters of \( k \)-images from \( I \) with the same surrogate faces. However, different from competing techniques from the literature (such as [1] or [36]), these surrogate faces are not generated through image or model-parameter averaging, but are synthesized with a GNN and, therefore, bear no visual similarities to the original images from \( I \). More importantly, potentially useful information of the original images is preserved with k-Same-Net by exposing a set of appearance-related parameters at the input side of the GNN that affect the visual characteristics of the synthesized images (e.g., facial expression, age, gender, etc.), but not the identity. This approach differs significantly from competing solutions in this field, as useful information is “added back” to the deidentified images (as needed), instead of preserving parts of the appearance of the original images explicitly.

![Figure 3](image)

**Figure 3.** Overview of the k-Same-Net deidentification approach. Similar to other k-Same algorithms, each image in the input set \( I \) on the left is mapped to an image in the deidentified image set \( D \) on the right with \( k \) images from \( I \) mapping to the same image in \( D \). The surrogate faces in \( D \) are generated by a Generative Neural Network (GNN) that is trained to produce identities from a proxy image set \( P \). Other visual characteristics of the generated surrogate faces (pertaining, for example, to facial expressions, age, gender, etc.) are defined by a set of non-identity-related parameters of the GNN and depending on the application can be easily modified during the deidentification with k-Same-Net.
3.2. Deidentification with k-Same-Net

Consider a set of \( N \) input images \( I = \{ I_1, \ldots, I_N \} \) belonging to \( N \) identities and a second (proxy) set of \( M \) images \( P = \{ P_1, \ldots, P_M \} \) corresponding to \( Q \) identities, where \( M, Q \geq N \). Furthermore, assume that our goal is to map the images in \( I \) to a target set of deidentified images \( D = \{ D_1, \ldots, D_N \} \) in such a way that no relation between the subjects in \( I \) and the images in \( D \) can be established without ambiguity.

With the original \( k \)-Same algorithm, clusters of \( k \) images are generated from \( I \) based on image similarities and used to define surrogate faces \( D_i \) (for \( i = 1, \ldots, N \)) for deidentification (see Section 2 for details). It is straightforward to extend this approach to proxy clusters defined over \( P \) as long as the number of generated clusters for the image sets \( I \) and \( P \) is the same and a one-to-one correspondence between the clusters is established. Replacing all \( k \) images of each cluster of \( I \) with the same surrogate images achieves so-called \( k \)-Anonymity, where linking a deidentified image to one of the identities in \( I \) is limited to a guess with a success probability of \( 1/k \), regardless of how the surrogate faces are defined (refer to [1] for a formal proof). It is, therefore, possible to compute surrogate faces for deidentification from a proxy image set \( P \) that can in general contain an arbitrary number identities, \( Q \), as long as the same number of clusters can be computed as for the image set \( I \), i.e., \( Q \geq N \). Under these conditions, the proxy set \( P \) can be used as the training set for the GNN, and synthetic face images produced by the GNN can serve as surrogate faces for deidentification.

Table 1. Overview of some of the existing formal deidentification techniques based on the \( k \)-Anonymity scheme (AAM stands for Active Appearance Model, PCA is Principal Component Analysis and FET is abbreviation for Facial Expression Transfer).

| Year | Algorithm | Domain | # Assumptions |
|------|-----------|--------|---------------|
| 2005 | \( k \)-Same-Pixel [1] | Pixel | Client specific image set. |
| 2005 | \( k \)-Same-Eigen [1] | PCA space | Client specific image set. |
| 2005 | \( k \)-Same-Select [2] | AAM, PCA space | Need to specify selection criteria prior to deidentification. |
| 2008 | \( k \)-Same-Model (or \( k \)-Same:M for short) [35] (also known as the (\( \epsilon \), \( k \))-map algorithm) | AAM | Model parameters obtained during fitting are not unique due to ambiguities. |
| 2013 | Driessen–Durmuth’s algorithm [53] | PCA space, Gabor wavelets | Not achieving very strong \( k \)-Anonymity; human recognition is still possible. |
| 2014 | \( k \)-Same-furthest-FET [37] | AAM, PCA space | Neutral emotion not available explicitly; FET not satisfying \( k \)-Anonymity; efficacy experimentally proven. |
| 2014 | GARP-Face [40] (Gender, Age, Race Preservation) | AAM | Utility-specific AAMs for ethnicity, gender, expression. |
| 2015 | \( k \)-Diff-furthest [38] | AAM | Distinguishable client specific image set. |
| 2017 | \( k \)-SameClass-Eigen [39] | PCA, LDA space | Depends on LDA classifier accuracy; may fail on unknown faces. |

It needs to be noted that surrogate faces could also be generated based on a single identity from the proxy set \( P \) for each cluster of \( I \). However, for practical reasons, we generate the synthetic images of the \( k \)-Same-Net approach based on multiple (i.e., \( k \)) identities and, therefore, deal only with artificial identities and not synthetic images of real people present in our training data. We are able to generate images with multiple identities due to the fact that the input parameter, which denotes identity, is one-hot encoded. This means that we enable \( k \) identities on the Identity input, and the GNN incorporates these identities into the resulting output image (see Figure 4).

3.3. \( k \)-Same-Net and Data Utility

While the main goal of deidentification is facilitating data anonymity, the current trend in this area is to also ensure suitable levels of data utility after deidentification. With \( k \)-Same-Net, we preserve (or better said retain) some of the information content in the original images by probing the input
images for certain characteristics and then feed the results of this probing procedure to the GNN to generate images in accordance with the identified (or desired) characteristics. For example, if our goal is to preserve facial expressions after deidentification, we first recognize the facial expressions in the input data and then generate the surrogate faces in accordance with the identified expressions. This procedure is performed for each image separately, so after, deidentification images from the same cluster of $I$ are deidentified with a surrogate face of the same target identity, but may differ in terms of facial expressions. Such an approach allows us to devise selective deidentification schemes tailored towards specific target applications, where only certain visual attributes of the input images are preserved, while others are removed completely.

3.4. GNN Architecture and Algorithm Summary

The main component of our $k$-Same-Net approach is the GNN recently proposed in [50] and later extended for face synthesis by M.D. Flynn (https://zo7.github.io/blog/2016/09/25/generating-faces.html). The network consists of a hierarchy of fully-connected and deconvolutional layers and once trained is able to generate synthetic surrogate faces $D$ given: (i) information about the $k$ identities in the relevant proxy cluster of $P$ encoded in the vector $x$; and (ii) information about the non-identity-related appearance characteristics of $D$ encoded in the appearance-parameter vector $y$:

$$D = GNN(x, y).$$

![GNN Architecture Diagram](image)

**Figure 4.** Our GNN architecture is built using fully connected (dense) layers (denoted as FC1, FC2, FC3) and concatenation layer (denoted as C1), followed by six deconvolutional layers (performing upsampling and convolution, from layer UP1 to UP6 as denoted in the figure). Final layers in the network include combination of max pooling and upsampling (denoted as MaxUP) layers and the three-channel convolution (denoted as ToRGB) layer, respectively. Inputs to the GNN are one-hot encoded, which means that many input combinations are possible (e.g., multiple identities). On the output, GNN renders a colored face image through the layer ToRGB as illustrated in the figure.

We present the employed generative architecture in Figure 4, where our network with six deconvolution layers (denoted as UP1 to UP6) is illustrated. It is worth noting that the number of deconvolution layers (consisting of upsampling and convolution operations) is arbitrary and can be increased if larger images need to be generated. On the other hand, the number of layers can also be decreased if a more lightweight model is needed. As it is shown for up-sampling layers, the number of filters decreases deeper into the network while the spatial dimensions are doubled with each deconvolution layer. The max pooling layer (denoted as MaxUP) uses a kernel size of $1 \times 1$ for dimensionality reduction (essentially reducing the number of channels) just before the last
up-sampling is performed. This is followed by two convolutions, first one uses kernel size $5 \times 5$, and second uses kernel size $3 \times 3$. The last convolutional layer (denoted as ToRGB) performs $3 \times 3$ sized filtering over three channels and produces the final output image. The inputs of the network consist of an identity-encoding vector and high-level parameters encoding non-identity-related characteristics. Although we focus solely on facial expressions (or emotions) in this work, it is trivial to extend the architecture to other characteristics, as well (this is illustrated with the lowest part of the network input in Figure 4).

Training of the GNN requires an appropriately annotated training set with labels spanning all appearance characteristics that need to be altered during image generation. While there is no strict limit with respect to the number of input parameters and appearance variations our GNN can handle, it is necessary that suitable labels exist for all images present in the training set. Note, however, that if the network model is extended, it must be retrained and adapted for each additional input.

A summary of the complete $k$-Same-Net algorithm is given by Algorithm 1.

**Algorithm 1:** $k$-Same-Net.

```
Input : Input image set $I$, proxy image set $P$, parameter $k$, trained GNN
Output: Deidentified image set $D$
1 Compute clusters of $k$-images from $I$
2 Compute clusters of $k$-identities from $P$
3 Define correspondence $f$ between clusters of $I$ and $P$
4 for $i \in I$ do
5 Encode $k$-identities from $P$ in identity vector $x$ based on cluster correspondence $f$
6 Define appearance-parameter vector $y$ based on relevant recognition procedure applied to $I_i$ (e.g., we define $y$ as one-hot encoded facial expression labels)
7 Generate deidentified surrogate face $D_i$ based on GNN and add to $D$
8 end
```

4. Experiments and Results

In this section, we present experiments to demonstrate the feasibility of our $k$-Same-Net deidentification approach. We first discuss the datasets used for network training and experimentation and then present comprehensive experiments that illustrate some of the key characteristics of $k$-Same-Net.

4.1. Datasets

For our experiments, we use three publicly available datasets of face images, i.e., Radboud Faces Database (RaFD) [54], The Extended Multi Modal Verification for Teleservices and Security database (XM2VTS) [55] and The Extended Cohn-Kanade Dataset (CK+) [56,57]. We employ the first dataset to train our GNN and the latter two to demonstrate the deidentification and data utility-preservation capabilities of $k$-same-Net. Some example images from the three datasets are shown in Figure 5.

To train the generative network needed for $k$-Same-Net, we use the RaFD dataset [54], which contains high-quality images of 67 subjects with eight different facial expression (i.e., anger, disgust, fear, happiness, sadness, surprise, contempt and neutral) per subject. In RaFD, each subject is captured under three different gaze directions and from five camera angles under all eight facial expressions. From these images, we select the frontal images displaying 57 adult subjects for our training procedure, resulting in a training set size of 456 facial images. The RaFD dataset represents a suitable choice for the training of the generative network of $k$-Same-Net, as it includes aligned high-resolution facial images taken in controlled environments and most importantly because it ships with facial-expression annotations that can be used to demonstrate some of the advantages of the proposed deidentification approach.
We evaluate the deidentification performance of $k$-Same-Net on the XM2VTS dataset [55]. XM2VTS again contains images of good quality taken against a uniform background (see Figure 5b) and features mostly faces with a neutral facial expression. While there is a total of 2360 frontal face images of 295 subjects in the dataset (eight images per subject), we select a subset of the images for our experimentation. In particular, for each experimental run, we experiment with images of 50 subjects to conform with the requirement of $k$-Same-Net that the number of identities in the subject-specific image set $I$ that needs to be deidentified, $N$, is lower than the number of identities, $Q$, in the proxy set $P$ (see Section 3.2 for details). The relatively small number of subjects selected for our experiments makes recognition experiments fairly easy (as shown in the following sections), but at the same time results in a more difficult task for the deidentification procedure, which needs to conceal the identities more effectively to avoid reidentification.

We use the third dataset, CK+ [56,57], to demonstrate the data-utility-preservation capabilities of $k$-Same-Net. Specifically, we show how information on facial expressions can be preserved despite deidentification, thus enabling expression recognition on the deidentified data. The CK+ dataset comprises video sequences of 123 subjects expressing posed and non-posed (or natural) facial expressions/emotions, i.e., anger, disgust, fear, happiness, sadness, surprise and contempt. The sequences start with a neutral expression and proceed to a peak expression (a frame or still image) that is fully coded in accordance with the Facial Action Coding System (FACS) [58]) and associated with an emotion label. We use these peak-expression images for our expression-recognition experiments with the deidentified data. A few examples of these peak images in cropped form are shown in Figure 5c.

![Figure 5](image-url) Sample images from the three datasets used for our experiments: (a) RaFD [54]; (b) XM2VTS [55]; and (c) CK+ [56]. We use the RaFD dataset to train our generative network and the XM2VTS and CK+ datasets to highlight the merits of $k$-Same-Net.

4.2. Network Training

We train our GNN with selected 456 images (displaying eight emotions from 57 adults) from the RaFD dataset and rely on the implementation of M.D. Flynn (https://github.com/zo7/deconvfaces) for the training. We crop the images to remove some of the background from the images and down-sample them to a manageable size before feeding them to the network for training. We train the network with back-propagation using stochastic gradient descent and the Adam optimizer. We set the batch size to 16, the learning rate to 0.001 and limit the number of epochs to 500 [3]. The training requires approximately 24 h on a desktop PC with 32GB of RAM and a TitanX GPU.

Once the network is trained, it is able to output realistic, natural-looking facial images of size $640 \times 512$ corresponding to the identities from the training data or artificial, non-existing identities and displaying various facial expressions as seen in the examples in Figure 6. The synthesized images shown here are generated by mixing two identities from the training set (or in other words, selecting $k = 2$), so none of the depicted subjects represents a real person. The blue boxes show the image area that represents the surrogate faces, $D_s$, needed for deidentification. For the experiments presented in the remainder of the paper, the size and location of the bounding boxes are determined manually in the images, which are simply cropped to include only the facial area.
4.3. Qualitative Evaluation

We now present a few illustrative deidentification results based on a selection of images from the XM2VTS dataset. In Figure 7, the top row shows original XM2VTS face images that form our subject-specific input set $I$. The second row shows the same image set, but deidentified with a naive approach, where the images in $I$ are simply down-sampled (i.e., pixelated) to hide the identities. Note that while some facial features are concealed, a simple imitation attack may suffice to successfully link the naively deidentified images to the originals as shown in [3]. The third row of images shows sample results for the original $k$-Same-Pixel [1] algorithm for $k = 2$. Here, anonymity is guaranteed, and as emphasized in Section 2, it is impossible to link any image from the deidentified image set to the originals with a probability higher than 0.5 (i.e., $1/k = 1/2$). However, the quality and naturalness of the deidentified images is questionable as artifacts appear due to misalignment of the original images. The fourth row shows images deidentified with the $k$-Same-Model (also referred to as $k$-Same-M) approach using AAMs and $k = 2$. The images here appear more natural than images deidentified through pixelation or $k$-Same-Pixel and exhibit no ghosting effects as the facial texture is mapped to a common shape, but further modifications are needed to ensure that the utility of the data is preserved after deidentification. Our approach, shown in the last row of Figure 7, also comes with anonymity guarantees and again produces natural and realistic deidentification results without any artifacts. These findings are amongst other qualitative pros and cons also summarized in Table 2.

Table 2. Qualitative pros and cons comparison of the evaluated deidentification methods (based on the opinion of the authors).

| Type       | Method                  | Pros                                | Cons                                 |
|------------|-------------------------|-------------------------------------|--------------------------------------|
| Naive attack | Pixelization [1]         | Easy to implement. Training not required. | No formal privacy guarantees.       |
|            | Blurring [1]              |                                     |                                      |
| Formal     | $k$-Same-Pixel [1]       | Easy to implement.                  | Ghosting effect, visible artifacts.  |
|            | $k$-Same-M [5]           | Visually convincing.                |                                      |
|            | $k$-Same-Net (ours)      | Visually convincing. Offering data utilization. | Training required. |
Figure 7. Qualitative deidentification results (from top to bottom): the original images, pixelated images, the $k$-Same-Pixel algorithm ($k = 2$), the $k$-Same-M algorithm ($k = 2$) and the $k$-Same-Net approach ($k = 2$). Note how the deidentification schemes differ in the visual quality of the deidentified images, as well as the amount of preserved information content.

Figure 8. Preserving data utility. The top row shows the original images from the subject-specific input set $I$; the second row shows images deidentified with $k$-Same-Net without preserving any of the input information; and the last row shows $k$-Same-Net results where the facial expressions of the originals are retained in the deidentified images. Note that the two images that are marked red belong to the same cluster ($k = 2$) and have been deidentified in the last row using the same artificial target identity, but a different facial expression.

A key characteristic of the $k$-Same-Net approach is the possibility of preserving specific non-identity-related information (such as facial expressions) of the original images, while concealing facial identity information with the artificially-generated surrogate faces. Figure 8 illustrates this characteristic on a second subject-specific set of images from the XM2VTS dataset. Here, the top row again shows original images with two new images that were not present in Figure 7 that are highlighted in red. These two images form a cluster and are, therefore, replaced with the same surrogate face images during deidentification, as shown in the second row of Figure 7, where our $k$-Same-Net approach was applied, but the same appearance-parameter vector $y$ (see Equation (1)) was used for all images. The last row shows an oracle-type of experiment under the assumption that the facial expression of the input images is known. The images in this row illustrate how facial
expressions can be preserved if needed. The two images from the input set that are marked with red are still deidentified using the same artificial target identity, but now exhibit different facial expressions. Note that under the assumption that the facial expressions cannot be exploited for identity inference, the upper bound on the reidentification performance still equals $1/k$ in this case.

4.4. Recognition and Reidentification Experiments with k-Same-Net

To evaluate the efficacy of deidentification techniques, reidentification experiments are commonly conducted on the deidentified images. The goal of these experiments is to establish the risk of successfully identifying a subject included in the input set $I$ based on the deidentified data in $D$. The common assumption here is that the identities in $I$ are known, and the task is to link the deidentified images to the subjects in $I$.

We quantify the reidentification risk through recognition experiments with images from the XM2VTS dataset. We randomly sample 50 identities from the dataset during each experimental run and select one image per subject to include in the subject-specific image set (or probe set) to be deidentified and one image to serve as the gallery. We then perform identification experiments with the constructed probe and gallery sets. We repeat this process five times and report the identification performance in the form of the average rank one recognition rates (Rank-1) and corresponding standard deviations computed over the five experimental repetitions. Most importantly, we conduct the outlined experiments before and after deidentification to assess the level of privacy ensured by $k$-Same-Net.

To cover a broad range of recognition approaches, we select recognition techniques that exploited learned, as well as hand-crafted features for identity inference. Specifically, we include four recent state-of-the-art deep models in the experiments, i.e., AlexNet [59], VGG-Face [60], InceptionV3 [61] and SqueezeNet [62], and two techniques based on dense image descriptors, i.e., LBP (Local Binary Patterns) [63] and POEM (Patterns of Oriented Edge Magnitudes) [64]. We use pretrained publicly available deep models from [65] https://github.com/kgrm/face-recog-eval and the descriptor-based techniques from the AWE MATLAB toolbox [66] http://awe.fri.uni-lj.si/) for our experiments. With all recognition methods, we simply extract features using the publicly available code and then use the computed feature vectors with the cosine similarity for recognition.

The results of the recognition experiments on the unaltered XM2VTS images are shown in Figure 9a in the form of Cumulative Match Characteristics (CMC) curves and in Table 3 as mean Rank-1 rates with corresponding standard deviations. As can be seen, all reported approaches achieve high recognition rates, which suggests that the original images are relatively easy to identify. Figure 9b shows the recognition performance of the tested recognition approaches after deidentifying the subject-specific image set (the probes) with $k$-Same-Net. Here, the mean Rank-1 recognition rate is plotted against different values of $k$. For reference purposes, the theoretical upper bound on the reidentification risk is also included in the plots. Note that $k$-Same-Net is able to ensure effective deidentification for all values of $k$, as the average recognition performance of all methods is always around 2% regardless of $k$. These results are also supported by the last column of Table 3, where the mean Rank-1 recognition performance and standard deviations are tabulated for $k$-Same-Net deidentification with $k = 2$. All in all, the empirical evaluation suggests that the risk of reidentification for images deidentified with $k$-Same-Net is low, as a random pick from a gallery of 50 subjects is also expected to result in an average rank one recognition rate of 2%. The recognition performance of all tested recognition techniques has, hence, dropped to close to random after $k$-Same-Net deidentification.
Figure 9. Recognition and reidentification experiments: (a) average Cumulative Match Characteristics (CMC) curves of the recognition experiments on the original images of the XM2VTS dataset with five recognition techniques; (b) average Rank-1 recognition rates for all tested recognition approaches after deidentification as a function of $k$. The results show that the original identities are correctly determined most of the time on the original images with all techniques considered, while the performance is close to random after $k$-Same-Net deidentification regardless of the value of $k$. The graphs are best viewed in color.

Table 3. Recognition performance over five repetitions of recognition experiments with images from the XM2VTS dataset before and after $k$-Same-Net deidentification. Six different recognition approaches are included in the comparison exploiting learned, as well as hand-crafted features. The results suggest that the $k$-Same-Net deidentification approach ensures a high-level of privacy protection.

| Feature Type     | Method     | Rank-1 ($\mu \pm \sigma$)—Before deid. | Rank-1 ($\mu \pm \sigma$), $k = 2$—After deid. |
|------------------|------------|----------------------------------------|-----------------------------------------------|
| Learned          | Inception V3 [61] | 0.928 ± 0.035                          | 0.020 ± 0.000                                |
|                  | VGG-Face [60]   | 0.916 ± 0.040                          | 0.016 ± 0.012                                |
|                  | SqueezeNet [62] | 0.844 ± 0.055                          | 0.019 ± 0.016                                |
|                  | AlexNet [59]    | 0.786 ± 0.131                          | 0.021 ± 0.015                                |
| Hand-crafted     | LBP [63]       | 0.828 ± 0.094                          | 0.021 ± 0.016                                |
|                  | POEM [64]      | 0.892 ± 0.055                          | 0.019 ± 0.015                                |

4.5. Comparison with Competing Deidentification Techniques

We compare our $k$-Same-Net deidentification approach with a number of competing techniques from the literature using the same data and experimental protocol as described in the previous section. We deidentify the subject-specific probe sets using two naive and two formal techniques based on the $k$-Anonymity scheme. From the naive methods we select blurring and pixelation, and from the formal methods we choose: $k$-Same-Pixel [1] (applied in pixel space), $k$-Same-Model [36] (or $k$-Same-M, uses AAMs) for our experiments and compare them with our $k$-Same-Net procedure. We implement the blurring-based deidentification technique by filtering the probe sets with a Gaussian kernel of size $121 \times 121$ with $\sigma = 15$ and the down-sampling-based approach by subsampling the images to $10 \times 10$ pixels and upscaling them back to the initial size ($320 \times 320$ pixels) using nearest neighbor interpolation. To keep the results section uncluttered, we select the two best performing recognition techniques from the previous section for the experiments, i.e., InceptionV3 from the group of methods relying on learned features and the POEM-based approach from the group of methods exploiting hand-crafted features. We again report the average Rank-1 recognition rates on deidentified probe sets for both recognition approaches and all tested deidentification methods.

The results for the comparative experiments described above are shown in Figure 10. The performance of the formal methods is presented with respect to the parameter $k$. The upper
bound of the reidentification risk (i.e., the guaranteed recognition limit of \(1/k\)) is also displayed to illustrate the theoretical recognition probability of the \(k\)-Same family of algorithms. In general, all tested deidentification techniques are well below the theoretical upper bound in terms of reidentification performance for both recognition procedures considered. The \(k\)-Same-Pixel approach ensures the lowest level of privacy protection, but the reidentification performance decreases with higher values of \(k\), making the deidentification procedure more effective. The same behavior can be observed for the \(k\)-Same-M approach, though the reidentification risk is much lower here than with \(k\)-Same-Pixel. The naive techniques are independent of \(k\) and offer a good level of privacy protection, albeit at the expense of losing most of the information content of the images. The \(k\)-Same-Net approach also ensures a low risk of reidentification for both tested recognition techniques, but the reidentification rate does not seem to be dependent on \(k\), as faces from the input set \(I\) are replaced with artificially-generated surrogate faces that contain different identities from those being deidentified. As emphasized several times in the paper, the \(k\)-Same-Net approach still allows preserving certain aspects of the input data after deidentification, which may not necessarily be the case with the competing techniques. We evaluate this characteristic in the next section.

![Graph](image)

(a) Recognition (reidentification) results for InceptionV3 as a function of \(k\)

![Graph](image)

(b) Recognition (reidentification) results for the POEM descriptor-based approach as a function of \(k\)

Figure 10. Average Rank-1 recognition (reidentification) rates obtained on the deidentified probe sets over five experimental repetitions with five competing deidentification approaches as a function of \(k\): (a) results with the InceptionV3 face recognition model; (b) results for the POEM-based recognition approach. The results show that \(k\)-Same-Net is effective and offers high levels of privacy protection compared to competing techniques, while having desirable properties as shown in Section 4.6.
4.6. Utility Preservation

We demonstrate the ability of k-Same-Net to preserve certain characteristics of the data through facial expression (or emotion) recognition experiments. Our goal with this series of experiments is to demonstrate that with k-Same-Net, the deidentified data can still be used for applications where facial-expression information is important, but there is no need to retain identity-related cues. Similar experiments could also be performed for other aspects of the input data by incorporating additional modules into the analytical part of k-Same-Net that estimate salient visual characteristics of the input facial images. Due to recent advancements in different areas, such as facial landmarking [67–72], facial expression recognition [73–78], age estimation [79–83], gender recognition [84,85] and alike [86,87], there are several techniques with open-source implementations available that can be used for this task.

For the experiments presented in this section, we integrate the DeXpression model [88], a deep convolutional neural network for emotion recognition, into our pipeline and use the expression labels produced by the model to guide the generation process of our GNN. We train the model to recognize the seven established expression classes (i.e., anger, contempt, disgust, fear, happiness, sadness and surprise) on all 327 labeled peak-expression images of the CK+ dataset and the 399 annotated RaFD facial images. To test the performance of the expression recognition model, we again generate five probe sets, each comprised of a single peak-expression image of 50 randomly selected subjects from the CK+ dataset. We apply the trained DeXpression model and compare the predicted expression labels to the annotated ground truth. The results of this experiment are presented in the form of a confusion matrix in Figure 11a. As can be seen, the recognition performance of the trained model is 100%, which is expected, as all images used in this experiment were also included in the
training data. The generated confusion matrix serves as the ground truth for demonstrating the utility preservation capabilities of \( k \)-Same-Net in the following experiments.

Next, we deidentify the five probe sets from CK+ with \( k \)-Same-Net using different values of \( k \) and observe how the DeXpression model performs on the deidentified data. Since all of the surrogate face produced by \( k \)-Same-Net corresponds to artificial identities, none of the subjects produced were included in the training data. From Figure 11b–d, we can see that the expression recognition performance is still very high for all values of \( k \). Overall, we achieve an accuracy of 81.2% for \( k = 2 \), an accuracy of 86.4% for \( k = 3 \), 92.4% for \( k = 5 \), 90.4% for \( k = 7 \) and an accuracy of 90.4% for \( k = 9 \). It is interesting to observe that the performance peaks at \( k = 5 \), which also comes with better privacy protection guarantees than the implementations with the lower \( k \). This may be explained by the fact that with \( k = 5 \), the appearance of the generated surrogate faces is already quite similar to an average face. Thus, with limited variations in identity-related appearance, there is more room to better synthesize more explicit facial expressions.

5. Conclusions

In this work, we have presented a new approach to face deidentification that combines Generative Neural Networks (GNNs) and a formal privacy protection scheme based on \( k \)-Anonymity. The approach named \( k \)-Same-Net utilizes a GNN to generate synthetic face images for deidentification, but enables preservation of selected non-identity-related features (such as facial expressions, gender or age). Our future work will focus on assessing issues related to contextual information, which are known to degrade the effectiveness of deidentification. Since generative models represent the current state-of-the-art in the field of content generation, we expect that more generative deidentification approaches will be seen in the future following a similar methodology.

Acknowledgments: This research was supported in part by the ARRS(Slovenian Research Agency) Research Programme P2-0250 (B) Metrology and Biometric Systems, the ARRS Research Programme P2-0214 (A) Computer Vision. We also gratefully acknowledge the support of NVIDIA Corporation with the donation of the Titan X GPU used for this research.

Author Contributions: B.M. helped with writing the paper, implemented the \( k \)-Same-Net approach, performed the experiments and analyzed the data. Ž.E. prepared the feature extraction calculations of the descriptor-based methods. V.S. helped with writing the paper, conceived of and designed the experiments and also contributed to the implementation of the AAM framework to evaluate the \( k \)-Same-M approach. P.P. polished the paper, provided help regarding key concepts and supervised all research activities.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Newton, E.M.; Sweeney, L.; Malin, B. Preserving privacy by de-identifying face images. *IEEE Trans. Knowl. Data Eng.* **2005**, *17*, 232–243.
2. Gross, R.; Airoldi, E.; Malin, B.; Sweeney, L. Integrating Utility into Face De-identification. In *Proceedings of the 5th International Conference on Privacy Enhancing Technologies (PET’05)*, Cambridge, UK, 28–30 June 2006; Springer: Berlin, Heidelberg, 2006; pp. 227–242.
3. Meden, B.; Malli, R.C.; Fabijan, S.; Ekenel, H.K.; Struc, V.; Peer, P. Face deidentification with generative deep neural networks. *IET Signal Process.* **2017**, *11*, 1046–1054.
4. Sweeney, L. \( K \)-Anonymity: A Model for Protecting Privacy. *Int. J. Uncertain. Fuzziness Knowl.-Based Syst.* **2002**, *10*, 557–570.
5. Machanavajjhala, A.; Kifer, D.; Gehrke, J.; Venkitasubramaniam, M. \( L \)-diversity: Privacy Beyond \( K \)-Anonymity. *ACM Trans. Knowl. Discov. Data* **2007**, *1*, 1–12.
6. Li, N.; Li, T.; Venkatasubramanian, S. \( t \)-Closeness: Privacy Beyond \( k \)-Anonymity and \( l \)-Diversity. In *Proceedings of the IEEE 23rd International Conference on Data Engineering*, Istanbul, Turkey, 15–20 April 2007; pp. 106–115.
7. Meden, B.; Emersic, Z.; Struc, V.; Peer, P. x-Same-Net: Neural-Network-Based Face Deidentification. In Proceedings of the IEEE International Conference and Workshop on Bioinspired Intelligence (IWOBI), Funchal, Portugal, 10–12 July 2017; pp. 1–7.

8. Agrawal, D.; Aggarwal, C.C. On the Design and Quantification of Privacy Preserving Data Mining Algorithms. In Proceedings of the Twentieth ACM SIGMOD-SIGACT-SIGART Symposium on Principles of Database Systems (PODS ‘01), Santa Barbara, CA, 21–23 May 2001; ACM: New York, NY, USA, 2001; pp. 247–255.

9. Aggarwal, C.C.; Yu, PS. A General Survey of Privacy-Preserving Data Mining Models and Algorithms. In Privacy-Preserving Data Mining; Aggarwal, C.C., Yu, PS., Eds.; Springer: Berlin, Germany, 2008; pp. 11–52.

10. Kovaˇc, J.; Peer, P. Human skeleton model based dynamic features for walking speed invariant gait recognition. Math. Probl. Eng. 2014, doi:10.1155/2014/484320.

11. Martinel, N.; Das, A.; Micheloni, C.; Roy-Chowdhury, A.K. Re-Identification in the Function Space of Feature Warps. IEEE Trans. Pattern Anal. Mach. Intell. 2015, 37, 1656–1669.

12. Kovaˇc, J.; Štruc, V.; Peer, P. Frame-based classification for cross-speed gait recognition. Multimedia Tools Appl. 2017, 1–23, doi:10.1007/s11042-017-5469-0.

13. Wu, L.; Wang, Y.; Gao, J.; Li, X. Deep adaptive feature embedding with local sample distributions for person re-identification. Pattern Recognit. 2018, 73, 275–288.

14. Miller, J.; Campan, A.; Truta, T.M. Constrained K-Anonymity: Privacy with generalization boundaries. In Proceedings of the Practical Privacy-Preserving Data Mining, Atlanta, GA, USA, 26 April 2008; p. 30.

15. Campan, A.; Truta, T.M.; Cooper, N. P-Sensitive K-Anonymity with Generalization Constraints. Trans. Data Priv. 2010, 3, 65–89.

16. Hellani, H.; Kilany, R.; Sokhn, M. Towards internal privacy and flexible K-Anonymity. In Proceedings of the 2015 International Conference on Applied Research in Computer Science and Engineering (ICAR), Beirut, Lebanon, 8–9 October 2015; pp. 1–2.

17. Kilany, R.; Sokhn, M.; Hellani, H.; Shabani, S. Towards Flexible K-Anonymity. In Proceedings of the 7th International Conference on Knowledge Engineering and Semantic Web (KESW), Prague, Czech Republic, 21–23 September 2016; Ngonga Ngomo, A.C., Křemen, P., Eds.; Springer International Publishing: Cham, Switzerland, 2016; pp. 288–297.

18. Dufaux, F.; Ebrahimi, T. A framework for the validation of privacy protection solutions in video surveillance. In Proceedings of the IEEE International Conference on Multimedia and Expo, Suntec City, Singapore, 19–23 July 2010; pp. 66–71.

19. Bhattarai, B.; Mignon, A.; Jurie, F.; Furun, T. Puzzling face verification algorithms for privacy protection. In Proceedings of the IEEE International Workshop on Information Forensics and Security (WIFS), Atlanta, GA, USA, 3–5 December 2014; pp. 66–71.

20. Letournel, G.; Bugeau, A.; Ta, V.T.; Domenger, J.P. Face de-identification with expressions preservation. In Proceedings of the 2015 IEEE International Conference on Image Processing (ICIP), Quebec, QC, Canada, 27–30 September 2015; pp. 4366–4370.

21. Alonso, V.E.; Enriquez-Caldera, R.A.; Sucar, L.E. Foveation: An alternative method to simultaneously preserve privacy and information in face images. J. Electron. Imaging 2017, 26, doi:10.1117/1.JEI.26.2.023015.

22. Garrido, P.; Valgaerts, L.; Rehmsen, O.; Thormaehlen, T.; Perez, P.; Theobalt, C. Automatic Face Reenactment. In Proceedings of the 2014 IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2014, Columbus, OH, USA, 23–28 June 2014; pp. 4217–4224.

23. Thies, J.; Zollhöfer, M.; Stammering, M.; Theobalt, C.; Nießner, M. Face2Face: Real-Time Face Capture and Reenactment of RGB Videos. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Seattle, WA, USA, 27–30 June 2016; pp. 2387–2395.

24. Martinez-ponte, I.; Desurmont, J.; Meessen, J.; Francois Delaigle, J. Robust human face hiding ensuring privacy. In Proceedings of International Workshop on Image Analysis for Multimedia Interactive Services (WIAMIS), Melbourne, Australia, 24–26 October 2011.

25. Zhang, W.; Cheung, S.S.; Chen, M. Hiding privacy information in video surveillance system. In Proceedings of the IEEE International Conference on Image Processing, Genova, Italy, 14 September 2005; Volume 3.
26. Korshunov, P.; Ebrahimi, T. Using warping for privacy protection in video surveillance. In Proceedings of the 18th International Conference on Digital Signal Processing (DSP), Fira, Greece, 1–3 July 2013; pp. 1–6.
27. Rahman, S.M.M.; Hossain, M.A.; Moustah, H.; El Saddik, A.; Okamoto, E. Chaos-cryptography based privacy preservation technique for video surveillance. *Multimedia Syst.* **2012**, *18*, 145–155.
28. Agrawal, P.; Narayanan, P.J. Person De-identification in Videos. In Proceedings of the 9th Asian Conference on Computer Vision (ACCV), Xi’an, China, 23–27 September 2009; Revised Selected Papers, Part III; Zha, H., Taniguchi, R.I., Maybank, S., Eds.; Springer: Berlin/Heidelberg, Germany, 2010; pp. 266–276.
29. Korshunov, P.; Araimo, C.; Simone, F.; Velardo, C.; Dugelay, J.L.; Ebrahimi, T. Subjective study of privacy filters in video surveillance. In Proceedings of the IEEE 14th International Workshop on Multimedia Signal Processing (MMSP), Banff, AB, Canada, 17–19 September 2012; pp. 378–382.
30. Samarzija, B.; Ribaric, S. An approach to the de-identification of faces in different poses. In Proceedings of the 37th International Convention on Information and Communication Technology, Electronics and Microelectronics (MIPRO), Opatija, Croatia, 26–30 May 2014; pp. 1246–1251.
31. Mosaddegh, S.; Simon, L.; Jurie, F. Photorealistic Face De-Identification by Aggregating Donors’ Face Components. In Proceedings of the 12th Asian Conference on Computer Vision (ACCV), Singapore, Singapore, 1–5 November 2014; Revised Selected Papers, Part III; Cremers, D., Reid, I., Saito, H., Yang, M.H., Eds.; Springer International Publishing: Cham, Switzerland, 2015; pp. 159–174.
32. Farrugia, R.A. Reversible De-Identification for lossless image compression using Reversible Watermarking. In Proceedings of the 37th International Convention on Information and Communication Technology, Electronics and Microelectronics (MIPRO), Opatija, Croatia, 26–30 May 2014; pp. 1258–1263.
33. Brkic, K.; Hrkać, T.; Kalafatić, Z.; Sikirić, I. Face, hairstyle and clothing color de-identification in video sequences. *IET Signal Process.* **2017**, *11*, 1062–1068.
34. Brkic, K.; Sikiric, I.; Hrkac, T.; Kalafatic, Z. I Know that Person: Generative Full Body and Face De-Identification of People in Images. In Proceedings of the The IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops, Las Vegas, NV, USA, 26 June–1 July 2016.
35. Gross, R.; Sweeney, L.; de la Torre, F.; Baker, S. Semi-supervised learning of multi-factor models for face de-identification. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Anchorage, AK, USA, 23–28 June 2008; pp. 1–8.
36. Gross, R.; Sweeney, L.; de la Torre, F.; Baker, S. Model-Based Face De-Identification. In Proceedings of the IEEE Computer Vision and Pattern Recognition Workshop (CVPRW’06), New York, NY, USA, 17–22 June 2006; p. 161.
37. Meng, L.; Sun, Z.; Ariyaeinia, A.; Bennett, K.L. Retaining expressions on de-identified faces. In Proceedings of the 37th International Convention on Information and Communication Technology, Electronics and Microelectronics (MIPRO), Opatija, Croatia, 26–30 May 2014; pp. 1252–1257.
38. Sun, Z.; Meng, L.; Ariyaeinia, A. Distinguishable de-identified faces. In Proceedings of the 11th IEEE International Conference and Workshops on Automatic Face and Gesture Recognition (FG), Ljubljana, Slovenia, 4–8 May 2015; Volume 4, pp. 1–6.
39. Meng, L.; Shenoy, A. Retaining Expression on De-identified Faces. In Proceedings of the 19th International Conference of Speech and Computer (SPECOM), Hatfield, UK, 12–16 September 2017; Karpov, A., Potapova, R., Mparas, I., Eds.; Springer International Publishing: Cham, Switzerland, 2017; pp. 651–661.
40. Du, L.; Yi, M.; Blasc, E.; Ling, H. GARP-face: Balancing privacy protection and utility preservation in face de-identification. In Proceedings of the IEEE International Joint Conference on Biometrics, Clearwater, FL, USA, 29 September–2 October 2014; pp. 1–8.
41. Ribaric, S.; Ariyaeinia, A.; Pavesic, N. De-identification for privacy protection in multimedia content: A survey. *Signal Process. Image Commun.* **2016**, *47*, 131–151.
42. Goodfellow, I.; Pouget-Abadie, J.; Mirza, M.; Xu, B.; Warde-Farley, D.; Ozair, S.; Courville, A.; Bengio, Y. Generative Adversarial Networks. *arXiv* **2014**, arXiv:1406.2661.
43. Mirza, M.; Osindero, S. Conditional Generative Adversarial Nets. *arXiv* **2014**, arXiv:1411.1784.
44. Sricharan, K.; Bala, R.; Shreve, M.; Ding, H.; Saketh, K.; Sun, J. Semi-supervised Conditional GANs. *ArXiv* **2017**, arXiv:1708.05789.
45. Radford, A.; Metz, L.; Chintala, S. Unsupervised Representation Learning with Deep Convolutional Generative Adversarial Networks. *arXiv* 2015, arXiv:1511.06434.

46. Arjovsky, M.; Chintala, S.; Bottou, L. Wasserstein GAN. *arXiv* 2017, arXiv:1701.07875.

47. Nowozin, S.; Cseke, B.; Tomioka, R. f-GAN: Training Generative Neural Samplers Using Variational Divergence Minimization. *arXiv* 2016, arXiv:1606.00709.

48. Tran, L.; Yin, X.; Liu, X. Representation Learning by Rotating Your Faces. *arXiv* 2017, arXiv:1705.11136.

49. Karras, T.; Aila, T.; Laine, S.; Lehtinen, J. Progressive Growing of GANs for Improved Quality, Stability, and Variation. *arXiv* 2017, arXiv:1710.10196.

50. Dosovitskiy, A.; Springenberg, J.T.; Tatarchenko, M.; Brox, T. Learning to Generate Chairs, Tables and Cars with Convolutional Networks. *IEEE Trans. Pattern Anal. Mach. Intell.* 2017, 39, 692–705.

51. Kingma, D.P.; Welling, M. Auto-Encoding Variational Bayes. *arXiv* 2013, arXiv:1312.6114.

52. Chen, X.; Duan, Y.; Schulman, J.; Sutskever, I.; Abbeel, P. InfoGAN: Interpretable Representation Learning by Information Maximizing Generative Adversarial Nets. *arXiv* 2016, arXiv:1606.03657.

53. Driessen, B.; Dürmuth, M. Achieving Anonymity against Major Face Recognition Algorithms. In Proceedings of the 14th IFIP TC 6/TC 11 International Conference of Communications and Multimedia Security (CMS), Magdeburg, Germany, 25–26 September 2013; De Decker, B., Dittmann, J., Kraetzer, C., Vahlender, C., Eds.; Springer: Berlin/Heidelberg, Germany, 2013; pp. 18–33.

54. Langner, O.; Dotsch, R.; Bijlstra, G.; Wigboldus, D.; Hawk, S.; van Knippenberg, A. Presentation and validation of the Radboud Faces Database. *Cognit. Emot.* 2010, 24, 1377–1388.

55. Messer, K.; Kittler, J.; Sadeghi, M.; Marcel, S.; Marcel, C.; Bengio, S.; Cardinaux, F.; Sanderson, C.; Czyz, J.; Vandendorpe, L.; et al. Face Verification Competition on the XM2VTS Database. In Proceedings of the 4th International Conference on Audio- and Video-based Biometric Person Authentication (AVBPA’03), Guildford, UK, 9–11 June 2003; Springer: Berlin/Heidelberg, Germany, 2003; pp. 964–974.

56. Lucey, P.; Cohn, J.F.; Kanade, T.; Saragih, J.; Ambadar, Z.; Matthews, I. The extended cohn-kanade dataset (CK+): A complete dataset for action unit and emotion-specified expression. In Proceedings of the IEEE Computer Society Conference on Computer Vision and Pattern Recognition Workshops (CVPRW), San Francisco, CA, USA, 13–18 June 2010; pp. 94–101.

57. Kanade, T.; Cohn, J.F.; Tian, Y. Comprehensive database for facial expression analysis. In Proceedings of the Proceedings Fourth IEEE International Conference on Automatic Face and Gesture Recognition, Grenoble, France, 28–30 March 2000; pp. 46–53.

58. Ekman, P.; Friesen, W.V.; Hager, J.C. FACS investigator’s guide. In *A Human Face; Architectural Nexus:* Salt Lake City, UT, USA, 2002; p. 96.

59. Krizhevsky, A.; Sutskever, I.; Hinton, G. Imagenvet classification with deep convolutional neural networks. In Proceedings of the 25th International Conference on Neural Information Processing Systems (NIPS’12), Lake Tahoe, NV, USA, 3–6 December 2012; Volume 1, pp. 1097–1105.

60. Parkhi, O.; Vedaldi, A.; Zisserman, A. Deep Face Recognition. In Proceedings of the British Machine Vision Association (BMVC), Dundee, UK, 29 August–2 September 2015; Volume 1, p. 6.

61. Szegedy, C.; Vanhoucke, V.; Ioffe, S.; Shlens, J.; Wojna, Z. Rethinking the architecture of computer vision. *Comput. Vis. Pattern Recognit.* 2016, 2818–2826, doi:10.1109/CVPR.2016.308.

62. Iandola, F.; Han, S.; Moskewicz, M.; Ashraf, K.; Dally, W.; Keutzer, K. SqueezeNet: AlexNet-level accuracy with 0.5 MB model size. *arXiv* 2016, arXiv 1602.07360.

63. Ahonen, T.; Hadid, A.; Pietikäinen, M. Face recognition with local binary patterns. In Proceedings of the 8th European Conference on Computer Vision (ECCV), Prague, Czech Republic, 11–14 May 2004; pp. 469–481.

64. Vu, N.S.; Dee, H.M.; Caplier, A. Face recognition using the POEM descriptor. *Pattern Recognit.* 2012, 45, 2478–2488.

65. Grm, K.; Struc, V.; Artiges, A.; Caron, M.; Ekenel, H.K. Strengths and weaknesses of deep learning models for face recognition against image degradations. *IET Biom.* 2017, doi:10.1049/iet-bmt.2017.0083.

66. Emersic, Z.; Struc, V.; Peer, P. Ear Recognition: More Than a Survey. *Neurocomputing* 2017, 255, 1–22.

67. Kazemi, V.; Sullivan, J. One Millisecond Face Alignment with an Ensemble of Regression Trees. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Columbus, OH, USA, 23–28 June 2014.
68. Zhang, Z.; Luo, P.; Loy, C.C.; Tang, X. Facial Landmark Detection by Deep Multi-task Learning. In Proceedings of the 13th European Conference on Computer Vision—ECCV, Zurich, Switzerland, 6–12 September 2014; Fleet, D., Pajdla, T., Schiele, B., Tuytelaars, T., Eds.; Springer International Publishing: Cham, Switzerland, 2014; Part VI, pp. 94–108.

69. Ren, S.; Cao, X.; Wei, Y.; Sun, J. Face Alignment at 3000 FPS via Regressing Local Binary Features. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Columbus, OH, USA, 23–28 June 2014; pp. 1685–1692.

70. Peng, X.; Zhang, S.; Yang, Y.; Metaxas, D.N. PIEFA: Personalized Incremental and Ensemble Face Alignment. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Santiago, Chile, 7–13 December 2015; pp. 3880–3888.

71. Jourabloo, A.; Liu, X. Large-pose Face Alignment via CNN-based Dense 3D Model Fitting. In Proceedings of the IEEE Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016.

72. Zhu, X.; Lei, Z.; Liu, X.; Shi, H.; Li, S.Z. Face Alignment Across Large Poses: A 3D Solution. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Las Vegas, NV, USA, 26 June–1 July 2016.

73. Jung, H.; Lee, S.; Yim, J.; Park, S.; Kim, J. Joint Fine-Tuning in Deep Neural Networks for Facial Expression Recognition. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Los Alamitos, CA, USA, 7–13 December 2015.

74. Dapogny, A.; Bailly, K.; Dubuisson, S. Pairwise Conditional Random Forests for Facial Expression Recognition. In Proceedings of the The IEEE International Conference on Computer Vision (ICCV), Santiago, Chile, 7–13 December 2015.

75. Mollahosseini, A.; Hasani, B.; Salvador, M.J.; Abdollahi, H.; Chan, D.; Mahoor, M.H. Facial Expression Recognition from World Wild Web. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops, Seattle, WA, USA, 27–30 June 2016.

76. Afshar, S.; Ali Salah, A. Facial Expression Recognition in the Wild Using Improved Dense Trajectories and Fisher Vector Encoding. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops, Seattle, WA, USA, 27–30 June 2016.

77. Peng, X.; Xia, Z.; Li, L.; Feng, X. Towards Facial Expression Recognition in the Wild: A New Database and Deep Recognition System. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops, Seattle, WA, USA, 27–30 June 2016.

78. Gajšek, R.; Štruc, V.; Dobrišek, S.; Mihelič, F. Emotion recognition using linear transformations in combination with video. In Proceedings of the Tenth Annual Conference of the International Speech Communication Association, Brighton, UK, 6–10 September 2009; pp. 1967–1970.

79. Zhu, Y.; Li, Y.; Mu, G.; Guo, G. A Study on Apparent Age Estimation. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Santiago, Chile, 7–13 December 2015.

80. Ranjan, R.; Zhou, S.; Cheng Chen, J.; Kumar, A.; Alavi, A.; Patel, V.M.; Chellappa, R. Unconstrained Age Estimation With Deep Convolutional Neural Networks. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Santiago, Chile, 7–13 December 2015.

81. Huo, Z.; Yang, X.; Xing, C.; Zhou, Y.; Hou, P.; Lv, J.; Geng, X. Deep Age Distribution Learning for Apparent Age Estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops, Seattle, WA, USA, 27–30 June 2016.

82. Niu, Z.; Zhou, M.; Wang, L.; Gao, X.; Hua, G. Ordinal Regression With Multiple Output CNN for Age Estimation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR) Workshops, Seattle, WA, USA, 27–30 June 2016.

83. Konda, J.; Peer, P. Estimating people’s age from face images with convolutional neural networks. In Proceedings of the 25th International Electrotechnical and Computer Science Conference, Portoroz, Slovenia, 19–21 September 2016.

84. Jia, S.; Cristianini, N. Learning to classify gender from four million images. *Pattern Recognit. Lett.* 2015, 58, 35–41.

85. Mansanet, J.; Albiol, A.; Paredes, R. Local Deep Neural Networks for gender recognition. *Pattern Recognit. Lett.* 2016, 70, 80–86.

86. Levi, G.; Hassner, T. Age and Gender Classification Using Convolutional Neural Networks. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Santiago, Chile, 7–13 December 2015.
87. Ranjan, R.; Patel, V.M.; Chellappa, R. HyperFace: A Deep Multi-Task Learning Framework for Face Detection, Landmark Localization, Pose Estimation, and Gender Recognition. *arXiv* 2016, arXiv:1603.01249.

88. Burkert, P.; Trier, F.; Afzal, M.Z.; Dengel, A.; Liwicki, M. DeXpression: Deep Convolutional Neural Network for Expression Recognition. *arXiv* 2015, arXiv:1509.05371,