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ABSTRACT. By encoding configurations of the ultra-discrete Toda lattice by piecewise linear
paths whose gradient alternates between $-1$ and $1$, we show that the dynamics of the system
can be described in terms of a shifted version of Pitman’s transformation (that is, reflection
in the past maximum of the path encoding). This characterisation of the dynamics applies to
finite configurations in both the non-periodic and periodic cases, and also admits an extension
to infinite configurations. The latter point is important in the study of invariant measures for
the ultra-discrete Toda lattice, which is pursued in the parallel work [3]. We also describe a
generalisation of the result to a continuous version of the box-ball system, whose states are
described by continuous functions whose gradient may take values other than $\pm 1$.
1. Introduction

To introduce and motivate this study of the dynamics of the ultra-discrete Toda lattice, which were first defined in [9] (another version of the ultra-discrete Toda lattice was described in [7]), we start by recalling the related box-ball system (BBS) of [11]. We note that the link between the ultra-discrete Toda lattice and the BBS was initially presented in [8]. In particular, states of the BBS are particle configurations \( \eta = (\eta_n)_{n \in \mathbb{Z}} \in \{0, 1\}^\mathbb{Z} \), where we write \( \eta_n = 1 \) if there is a particle at site \( n \), and \( \eta_n = 0 \) otherwise. For simplicity, we begin by supposing that there is a finite number of particles, i.e. \( \sum_{n \in \mathbb{Z}} \eta_n < \infty \). The system evolution is then described by means of a particle ‘carrier’, which moves along \( \mathbb{Z} \) from left to right (that is, from negative to positive), being initially empty until it meets the first particle, picking up a particle when it crosses one, and dropping off a particle when it is holding at least one particle and sees a space (see the left-hand side of Figure 1). Writing \( \mathcal{T} \eta \) for the new configuration after one step of the dynamics, this description can be formalised in terms of the ultra-discrete Korteweg-de Vries (KdV) equation:

\[
(\mathcal{T} \eta)_n = \min \left\{ 1 - \eta_n, \sum_{m=-\infty}^{n-1} (\eta_m - (\mathcal{T} \eta)_m) \right\},
\]

where we suppose \( (\mathcal{T} \eta)_n = 0 \) for \( n \leq \inf \{ m : \eta_m = 1 \} \), so that the sums in the above definition are well-defined. An alternative characterisation of these dynamics can be given in terms of the vector \( ((Q_n)_{n=1}^N, (E_n)_{n=1}^{N-1}) \), where \( Q_n \in \mathbb{Z} \) is the length of the \( n \)th string of consecutive particles, and \( E_n \in \mathbb{N} \) is the length of string of empty spaces between the \( n \)th and \((n+1)\)st particle string (see the right-hand side of Figure 1). It is then possible to check that after one time step of the BBS dynamics, the lengths of strings of particles and empty spaces in \( \mathcal{T} \eta \) is given by a vector \( ((\mathcal{T} Q)_n)_{n=1}^N, ((\mathcal{T} E)_n)_{n=1}^{N-1} \in \mathbb{N}^{2N-1} \) of the same length as \( ((Q_n)_{n=1}^N, (E_n)_{n=1}^{N-1}) \) that arises as the solution of the ultra-discrete Toda lattice equation:

\[
(\mathcal{T} Q)_n = \min \left\{ \sum_{k=1}^{n} Q_k - \sum_{k=1}^{n-1} (\mathcal{T} Q)_k, E_n \right\},
\]

\[
(\mathcal{T} E)_n = Q_{n+1} + E_n - (\mathcal{T} Q)_n,
\]

where for the purposes of these equations we suppose that \( E_N = \infty \). Whilst the BBS naturally gives rise to vectors with integer-valued entries, the dynamics given by (1.2) makes sense for any vector \( ((Q_n)_{n=1}^N, (E_n)_{n=1}^{N-1}) \in (0, \infty)^{2N-1} \); it is this system that we call the ultra-discrete Toda lattice, and which will be the focus here.

Towards studying the BBS from a probabilistic viewpoint, including its invariant measures, in [11] a systematic extension of the BBS dynamics to configurations consisting of an infinite number of particles (in both the positive and negative directions) was presented. (Other recent probabilistic studies that have also considered examples of two-sided infinite configurations are [45].) At the heart of [11] was the observation that the BBS dynamics could be expressed in terms of a certain transformation of an associated path encoding, which we now describe. Firstly, let \( \eta \in \{0, 1\}^\mathbb{Z} \) be a particle configuration (now no longer restricted to a finite number of particles), and then define a path encoding of \( \eta \), denoted \( S : \mathbb{Z} \to \mathbb{Z} \), by setting \( S_0 := 0 \), and

\[
S_n - S_{n-1} := 1 - 2\eta_n, \quad \forall n \in \mathbb{Z}.
\]
We then introduce the transformation of reflection in the past maximum $TS: \mathbb{Z} \to \mathbb{Z}$ via the relation
\[(TS)_n := 2M_n - S_n - 2M_0, \quad \forall n \in \mathbb{Z},\]
where $M_n := \sup_{m \leq n} S_m$ is the past maximum of $S$; this operation of reflection in the past maximum is well-known in the probabilistic literature as Pitman’s transformation (after [10]).

Clearly, for $TS$ to be well-defined, we require $M_0 < \infty$. If this is the case, then we let $T\eta \in \{0, 1\}^\mathbb{Z}$ be the configuration given by
\[(T\eta)_n := 1_{(TS)_n - (TS)_{n-1} = -1}, \quad \forall n \in \mathbb{Z},\]
(so that $TS$ is the path encoding of $T\eta$). It is possible to check that the map $\eta \mapsto T\eta$ coincides with the original definition of the BBS dynamics $\eta \mapsto T\eta$ in the finite particle case [1, Lemma 2.3], and moreover is consistent with an extension to the case of a bi-infinite particle configuration satisfying $M_0 < \infty$ from a natural limiting procedure [1, Lemma 2.4]. Thus this description of the BBS could be seen as a natural generalisation of (1.1).

With a view to studying invariant measures for the ultra-discrete Toda lattice and its periodic variant, which is done in the sister article [3], the principal aim of this work is to show that Pitman’s transformation is also a suitable means by which to extend the definition of this model to infinite configurations. The one distinction that should be highlighted, however, is that for the ultra-discrete Toda lattice, we incorporate a spatial shift into the transformation of the associated path encoding. We note that the reason for this shift being needed relates to the fact that the ultra-discrete Toda lattice picture does not retain the information about the spatial location of particles that the BBS system does.

To explain the relevant transformation in detail, we first generalise the notion of a configuration for the ultra-discrete Toda lattice. Specifically, we will now consider states to be elements
of the form \((Q_n)_{n=N_1}^{N_2}, (E_n)_{n=N_1}^{N_2-1}\) \(\in (0,\infty)^{2(N_2-N_1)+1}\), where \(N_1, N_2 \in \mathbb{Z} \cup \{-\infty\} \cup \{\infty\}\) satisfy \(N_1 \leq 1 \leq N_2\). By convention, in the case \(N_1\) is finite, we set \(E_{N_1-1} = \infty\), and in the case \(N_2\) is finite, we set \(E_{N_2} = \infty\). Furthermore, we suppose that
\[
\sum_{n=N_1}^{1} (Q_n + E_{n-1}) = \infty, \quad \sum_{n=1}^{N_2} (Q_n + E_n) = \infty.
\]
The collection of such elements \((Q_n)_{n=N_1}^{N_2}, (E_n)_{n=N_1}^{N_2-1}\) will be denoted \(\mathcal{C}\). Given a member of \(\mathcal{C}\), the corresponding path encoding is then obtained by concatenating linear segments of length \(Q_{N_1}, E_{N_1}, Q_{N_1+1}, E_{N_1+1}, \ldots, E_{N_2-1}, Q_{N_2}\) whose gradient alternates between \(-1\) and \(1\), with the path being fixed by supposing that the segment arising from \(Q_1\) starts at \(0\) and has gradient \(-1\). More precisely, for \(n \in \{N_1, \ldots, N_2\}\), let
\[
O_n := \sum_{k=1}^{n-1} (Q_k + E_k) + \sum_{k=1}^{n-1} (Q_k + E_k) + Q_n,
\]
where we apply the convention that \(\sum_{j=1}^{0} = 0\) and \(\sum_{j=1}^{-n} = -\sum_{j=-n+1}^{0}\) for \(n \in \mathbb{N}_1\) and set \(O = \bigcup_{n=N_1}^{N_2} O_n\). We then define \(S \in C(\mathbb{R}, \mathbb{R})\) by setting, analogously to (1.3),
\[
(1.7) \quad S_x := \int_{0}^{x} (1 - 21_{y \in O}) \, dy, \quad \forall x \in \mathbb{R};
\]
the set of path encodings will be denoted \(\mathcal{F}\). (Note that the conditions set out at (1.5) are not necessary to ensure the function \(S\) is well-defined on the whole of \(\mathbb{R}\), but do mean that there is no accumulation of local maxima/minima.) It is easy to see that the operation of mapping an element of \(\mathcal{C}\) to its path encoding is a bijection. As at (1.4), we can define \(TS: \mathbb{R} \to \mathbb{R}\) by setting
\[
(1.8) \quad (TS)_x := 2M_x - S_x - 2M_0, \quad \forall x \in \mathbb{R},
\]
where \(M_x := \sup_{y \leq x} S_y\) is the past maximum of \(S\), and again we require \(M_0 < \infty\) for this operation to be well-defined. We will denote by \(\mathcal{C}^{\mathcal{F}}\) the set of configurations in \(\mathcal{C}\) whose path encodings satisfy the latter condition, and \(\mathcal{F}^{\mathcal{F}}\) the associated set of path encodings. Now, although \(\mathcal{T}S\) is again a piecewise linear element of \(C(\mathbb{R}, \mathbb{R})\) with gradient either \(-1\) or \(1\), it is not necessarily an element of \(\mathcal{F}\). To obtain a path that is in \(\mathcal{F}\), we introduce a shift operator. Indeed, for \(x \in \mathbb{R}\) and \(S \in C(\mathbb{R}, \mathbb{R})\), we characterise \(\theta^4 S\) by
\[
(\theta^4 S)_y := S_{y+x} - S_x, \quad \forall y \in \mathbb{R},
\]
let \(\tau(S) := \inf\{x \geq 0: x \in \text{LM}(S)\}\), where \(\text{LM}(S)\) is the set of local maxima of \(S\) (for the elements of \(C(\mathbb{R}, \mathbb{R})\) that will be considered in this article, \(\tau(S)\) is always well-defined and finite), and set
\[
\theta^\tau(S) := \theta^{\tau(S)}(S).
\]
We then define an operator \(\mathcal{F}\) on \(\mathcal{F}^{\mathcal{F}}\) by the composition of \(T\) and \(\theta^\tau\), that is
\[
(1.9) \quad \mathcal{F}S := \theta^\tau(TS), \quad \forall S \in \mathcal{F}^{\mathcal{F}}.
\]
It is possible to check from the definitions that for \(S \in \mathcal{F}^{\mathcal{F}}, \tau(TS) = Q_1 < \infty\), which means \(\mathcal{F}S\) is well-defined, and moreover \(\mathcal{F}S \in \mathcal{F}\) with the values of \(N_1\) and \(N_2\) preserved (see Lemma 2.1). Hence we can define an associated configuration \(((\mathcal{F}Q)_n)_{n=N_1}^{N_2}, ((\mathcal{F}E)_n)_{n=N_1}^{N_2-1}\) \(\in \mathcal{C}\) (see Figure 2 for an example). The following result demonstrates that this procedure is an extension of the dynamics of the ultra-discrete Toda lattice for finite configurations, as given by (1.2). In Subsection 2.2, we moreover show that the transformation of the path encoding we have
Theorem 1.1. Let $N \in \mathbb{N}$, \((Q_n)_{n=1}^{N}, (E_n)_{n=1}^{N-1}\) is in \((0, \infty)^{2N-1}\), and $S$ represent the associated path encoding, as defined by (1.7). It then holds that \(((TQ)_n)_{n=1}^{N}, ((TE)_n)_{n=1}^{N-1}\), as given by (1.2), has path encoding $\mathcal{S}$, as defined by (1.9).

In the final section of the article, Section 3, we generalise the above result to a version of the box-ball system on $\mathbb{R}$, as described in [1], where states of the system are described by a certain class of continuous functions, and the dynamics are given by Pitman’s transformation (1.8). Perhaps most significantly, the result we establish (see Proposition 3.1 below) allows us to handle functions $S$ whose gradient is not restricted to $\pm 1$, which is potentially relevant in the study of the scaling limits of box-ball systems where the box capacity is not restricted to one, see [2] for background on path encodings for such a model.

2. DYNAMICS OF THE PATH ENCODING

To check the claims of the introduction as we do in this section, it will be convenient to consider a decomposition of $\mathcal{C}$ into subsets. To this end, for $N_1, N_2 \in \mathbb{Z} \cup \{-\infty\} \cup \{\infty\}$ with $N_1 \leq 1 \leq N_2$, let $\mathcal{C}_{N_1,N_2}$ be the subset of $\mathcal{C}$ consisting of elements of the form \(((Q_n)_{n=N_1}^{N_2}, (E_n)_{n=N_1}^{N_2-1}\), and let $\mathcal{S}_{N_1,N_2}$ be the set of associated path encodings. It is easy to see that the latter set is given by functions $S : \mathbb{R} \to \mathbb{R}$ of the form

$$S_x = \int_0^x \left(1 - 21_{\{y \in \bigcup_{n=N_1}^{N_2} [a_n, b_n]\}}\right) dy,$$

where \([(a_n, b_n)]_{n=N_1}^{N_2}\) is a collection of disjoint intervals such that: $a_1 = 0$ and $a_n$ increases with $n$; $a_n < b_n$ for each $n$; and only a finite number of intervals intersect any compact set. Although this description is a little cumbersome, it is useful to introduce notation for the points $\{(a_n)_{n=N_1}^{N_2}\}$.
In the case for each \( n \)

From (2.1), (2.2) and (2.3), we obtain that

\[ [a_n, b_n] \]

is the interval \( O_n \), as defined at (1.6). We further define

\[ \mathcal{C}_{N_1, N_2} := \mathcal{C} \cap \mathcal{C}_{N_1, N_2}, \]

which corresponds to the set of path encodings given by

\[ \mathcal{J}_{N_1, N_2} := \mathcal{J} \cap \mathcal{J}_{N_1, N_2}. \]

The key step towards showing that the path transformation \( S \mapsto \mathcal{S} \) yields the dynamics of the ultra-discrete Toda lattice is the following lemma.

**Lemma 2.1.** Let \( N_1, N_2 \in \mathbb{Z} \cup \{-\infty\} \cup \{\infty\} \) be such that \( N_1 < N_2 \). For any \( S \in \mathcal{J}_{N_1, N_2} \), it holds that \( \mathcal{S} \in \mathcal{J}_{N_1, N_2} \). Moreover, the elements of \( (a_n(\mathcal{S}), b_n(\mathcal{S}))_{n=1}^{N_2} \) are given by

\[
a_n(\mathcal{S}) = b_n(S) - b_1(S),
\]

\[
b_n(\mathcal{S}) = \min \{ b_n(S) + M_{b_n(S)} - S_{b_n(S)} - a_n+1(S) \} - b_1(S),
\]

where we define \( a_{N_2+1} := \infty \) in the case \( N_2 < \infty \).

**Proof.** In the proof, we will denote \( a_n(S), b_n(S) \) by \( a_n, b_n \) for simplicity. For \( S \in \mathcal{J}_{N_1, N_2} \), it holds that

\[
M_x = M_{a_n} \quad \text{for} \quad a_n \leq x \leq b_n
\]

for each \( n \). It is also the case that, for each \( n < N_2 \), there exists a unique \( c_n \in (b_n, a_{n+1}] \) such that

\[
M_x = \begin{cases} 
M_{b_n} = M_{a_n}, & \text{for} \quad b_n \leq x \leq c_n, \\
S_x, & \text{for} \quad c_n \leq x < a_{n+1}.
\end{cases}
\]

In the case \( N_2 < \infty \), the previous claim is also true for \( n = N_2 \) in the sense that there exists a unique \( c_n \in (b_n, \infty) \) such that (2.2) holds with \( a_{N_2+1} = \infty \). Finally, if \( N_1 > -\infty \), observe that

\[
M_x = x + S_{a_{N_1}} - a_{N_1} \quad \text{for} \quad x \leq a_{N_1}.
\]

From (2.1), (2.2) and (2.3), we obtain that

\[
TS_x - TS_y = 2M_{a_n} - S_x - 2M_0 - (2M_{a_n} - S_y + 2M_0) = S_y - S_x = x - y \quad \text{for} \quad a_n \leq x, y \leq b_n,
\]

\[
TS_x - TS_y = 2M_{a_n} - S_x - 2M_0 - (2M_{a_n} - S_y + 2M_0) = S_y - S_x = x - y \quad \text{for} \quad b_n \leq x, y \leq c_n,
\]

and

\[
TS_x - TS_y = 2S_x - S_x - 2M_0 - (2S_y - S_y + 2M_0) = S_y - S_x = x - y \quad \text{for} \quad c_n \leq x, y < a_{n+1},
\]

for each \( n \), where we again interpret \( a_{N_2+1} = \infty \) in the case \( N_2 < \infty \). Moreover, in the case when \( N_1 > -\infty \), we have that

\[
TS_x - TS_y = 2(x + S_{a_{N_1}} - a_{N_1}) - S_x - 2M_0 - (2(y + S_{a_{N_1}} - a_{N_1}) - S_y - 2M_0)
\]

\[
= 2x - S_x - 2y + S_y
\]

\[
= x - y \quad \text{for} \quad x, y \leq a_{N_1}.
\]
In particular, $TS$ is a continuous function of gradient $-1$ or $1$, which is decreasing on the intervals $(b_n, c_n)_{n=1}^{N_2}$. It follows from this description that $\tau(TS) = b_1$, and so we obtain $\mathcal{S}$ is a function in $\mathcal{I}_{N_1,N_2}$ with

$$[a_n(\mathcal{S}), b_n(\mathcal{S})] = [b_n - b_1, c_n - b_1]$$

for each $n$.

To complete the proof, it remains to check that

$$c_n = \min\{b_n + M_{b_n} - S_{b_n}, a_{n+1}\},$$

with $a_{N_2+1} = \infty$ in the case $N_2 < \infty$. For $n < N_2$, we have that $S_{a_n+1} = S_{b_n} + a_{n+1} - b_n$, and so

$$\min\{b_n + M_{b_n} - S_{b_n}, a_{n+1}\} = \min\{b_n + M_{b_n} - S_{a_n+1} + a_{n+1} - b_n, a_{n+1}\} = a_{n+1} + \min\{M_{b_n} - S_{b_n+1}, 0\}.$$

Now, if $M_{b_n} \geq S_{a_{n+1}}$, then the above expression is equal to $a_{n+1}$. By the definition of $c_n$ at (2.2), it is clear that $c_n = a_{n+1}$ in this case as well. On the other hand, if $M_{b_n} < S_{a_{n+1}}$, then the above expression is equal to $a_{n+1} + M_{b_n} - S_{b_n}$. Moreover, we also have that $a_{n+1} - c_n = S_{a_{n+1}} - S_{b_n}$, i.e. $c_n = a_{n+1} + M_{b_n} - S_{a_{n+1}}$, as desired. Finally, when $N_2 < \infty$, the argument for $n = N_2$ is similar.

## 2.1. Finite configurations.

We are now ready to prove Theorem 1.1 which we recall concerns the dynamics of the ultra-discrete Toda lattice started from a finite initial configuration.

**Proof of Theorem 1.1.** Let $N \in \mathbb{N}$, $((Q_n)_{n=1}^{N}, (E_n)_{n=1}^{N-1}) \in (0, \infty)^{2N-1}$, and $S$ be the corresponding path encoding, which is clearly an element of $\mathcal{I}_{1,N}$. In particular, this allows us to apply Lemma 2.1 to deduce that $\mathcal{S} \in \mathcal{I}_{1,N}$, and it remains to prove that

$$\mathcal{Q}_n = b_n(\mathcal{S}) - a_n(\mathcal{S}),$$

$$\mathcal{E}_n = a_{n+1}(\mathcal{S}) - b_n(\mathcal{S}).$$

Denoting $a_n(S), b_n(S)$ by $a_n, b_n$ for simplicity, Lemma 2.1 further implies that the above equations are equivalent to

$$\mathcal{Q}_n = c_n - b_n,$$

$$\mathcal{E}_n = b_{n+1} - c_n,$$

where $c_n := \min\{b_n + M_{b_n} - S_{b_n}, a_{n+1}\}$. Since the dynamics of the ultra-discrete Toda lattice are given by

$$\mathcal{Q}_n = \min\left\{\sum_{k=1}^{n} Q_k - \sum_{k=1}^{n-1} (\mathcal{Q})_k, E_n\right\} = \min\left\{b_n + \sum_{k=1}^{n} Q_k - \sum_{k=1}^{n-1} (\mathcal{Q})_k, a_{n+1}\right\} - b_n,$$

$$\mathcal{E}_n = Q_{n+1} + E_n - (\mathcal{Q})_n = b_{n+1} - b_n - (\mathcal{Q})_n,$$

we only need to prove that

$$\sum_{k=1}^{n} Q_k - \sum_{k=1}^{n-1} (\mathcal{Q})_k = M_{b_n} - S_{b_n}$$

for each $n = 1, 2, \ldots, N$. We will do this by induction. For $n = 1$, (2.6) holds since

$$\sum_{k=1}^{1} Q_k - \sum_{k=1}^{0} (\mathcal{Q})_k = Q_1 = b_1 - a_1 = b_1 = 0 - (b_1) = M_{b_1} - S_{b_1}.$$
Next, suppose that (2.6) holds for some \( n \leq N - 1 \), and note that this implies that we also have (2.4) and (2.5) for indices up to this value. In particular, since (2.4) also holds for \( n \),

\[
\sum_{k=1}^{n+1} Q_k - \sum_{k=1}^{n} (T Q)_k = M_{b_n} - S_{b_n} + Q_{n+1} - (T Q)_n = M_{b_n} - S_{b_n} + b_{n+1} - a_{n+1} - c_n + b_n.
\]

Hence, to prove (2.6) for \( n + 1 \), it is enough to show that

\[
M_{b_{n+1}} - S_{b_{n+1}} = M_{b_n} - S_{b_n} + b_{n+1} - a_{n+1} - c_n + b_n.
\]

Since \( S_{b_{n+1}} - S_{b_n} = (a_{n+1} - b_n) - (b_{n+1} - a_{n+1}) \), this is equivalent to showing

\[
M_{b_{n+1}} - M_{b_n} = a_{n+1} - c_n.
\]

If \( S_{a_{n+1}} \leq M_{b_n} \), then \( M_{b_{n+1}} = M_{b_n} \) and \( a_{n+1} = c_n \) holds (cf. the proof of Lemma 2.1). Also, if \( S_{a_{n+1}} > M_{b_n} \), then \( M_{b_{n+1}} - M_{b_n} = S_{a_{n+1}} - M_{b_n} = S_{a_{n+1}} - S_{b_n} = a_{n+1} - c_n \). So, the desired relation holds.

To complete this subsection, we show, as a simple corollary of Theorem 1.1, that \( T \) preserves mass.

**Corollary 2.2.** Let \( N \in \mathbb{N} \) and \( ((Q_n)_{n=1}^{N}, (E_n)_{n=1}^{N-1}) \in (0, \infty)^{2N-1} \). It then holds that

\[
\sum_{n=1}^{N} Q_n = \sum_{n=1}^{N} (T Q)_n.
\]

**Proof.** For \( x \geq b_N \), it holds that

\[
Q_n = x - 2 \sum_{n=1}^{N} (b_n - a_n) = x - 2 \sum_{n=1}^{N} Q_n,
\]

where \( S \) is the path encoding of \( ((Q_n)_{n=1}^{N}, (E_n)_{n=1}^{N-1}) \). Moreover, for \( x \geq c_N \), as defined in the proof of Lemma 2.1, it holds that \( S_x = M_x \). In particular, for \( x \geq c_N \), we have \( (TS)_x = S_x \). By the definition of \( T \), it follows that, for \( x \geq c_N - b_1 \),

\[
(TS)_x = (TS)_{x+b_1} - (TS)_{b_1} = S_{x+b_1} - b_1 = x - 2 \sum_{n=1}^{N} Q_n.
\]

Since we also have, analogously to (2.4), that, for \( x \geq b_N (T S) = c_N - b_1 \),

\[
(TS)_x = x - 2 \sum_{n=1}^{N} (T Q)_n,
\]

the result follows.

2.2. Periodic configurations. In this subsection, we introduce the path encoding of the ultra-discrete periodic Toda lattice. For this model, which was first presented in [6], we describe the current state by a vector of the form \( ((Q_n)_{n=1}^{N}, (E_n)_{n=1}^{N-1}) \in (0, \infty)^{2N} \) for some \( N \in \mathbb{N} \). Although it appears we have an extra variable to the non-periodic finite configuration case, this is not so, because we assume that \( L = \sum_{n=1}^{N} Q_n + \sum_{n=1}^{N} E_n \) for some fixed \( L > 0 \). Moreover, in order to define the dynamics, we suppose that \( \sum_{n=1}^{N} Q_n < \frac{L}{2} \). The collection of such configurations will be denoted by \( \mathcal{C}_{(L),N}^{Per} \), and we further associate with \( ((Q_n)_{n=1}^{N}, (E_n)_{n=1}^{N-1}) \in \mathcal{C}_{(L),N}^{Per} \) an element
Figure 3. First 25 configurations for an example realisation of the periodic ultra-discrete Toda lattice; the top part of the figure shows the spatial position of the configuration, as determined by the unshifted Pitman’s transformation, and the bottom part of the figure shows the configuration shifted so that the interval of length $Q_1$ (shown in red in both depictions) is placed first.

$((Q_n)_{n \in \mathbb{Z}}, (E_n)_{n \in \mathbb{Z}}) \in \mathcal{C}^\mathcal{T}$ by extending the sequences $(Q_n)_n$ and $(E_n)_n$ periodically. Introducing the additional notation $(D_n)_n$ for convenience, the dynamics of the system are given by the following adaptation of (1.2):

$$(\mathcal{T}Q)_n := \min \{Q_n - D_n, E_n\},$$

$$(\mathcal{T}E)_n := E_n + Q_{n+1} - (\mathcal{T}Q)_n,$$

(2.8)

$$(D_n) := \min_{0 \leq s \leq N-1} \sum_{\ell=1}^{k} (E_n - \ell - Q_n - \ell).$$

(In this definition, we make use of the periodic extension of $((Q_n)_{n=1}, (E_n)_{n=1})$.)

Given a state vector $((Q_n)_{n=1}, (E_n)_{n=1}) \in \mathcal{C}^\mathcal{T}_{(L),N}$, we define an associated path encoding $S$ to be the element of $\mathcal{ST}$ associated with its periodic extension $((Q_n)_{n=Z}, (E_n)_{n=Z})$. We then have the following adaptation of Theorem 1.1 to the periodic case. See Figure 3 for an example realisation of the dynamics, as described by the unshifted Pitman’s transformation, and in the original coordinates.

**Theorem 2.3.** Let $L > 0$, $N \in \mathbb{N}$, $((Q_n)_{n=1}, (E_n)_{n=1}) \in \mathcal{C}^\mathcal{T}_{(L),N}$, and $S$ be the associated path encoding, as described above. It then holds that $((\mathcal{T}Q)_n)_{n=1}, ((\mathcal{T}E)_n)_{n=1})$, as given by (2.8), has path encoding $\mathcal{T}S$, as defined by (1.9). Moreover, it holds that $((\mathcal{T}Q)_n)_{n=1}, ((\mathcal{T}E)_n)_{n=1}) \in \mathcal{C}^\mathcal{T}_{(L),N}$. 

Proof. In the proof, we again denote $a_n(S), b_n(S)$ by $a_n, b_n$ for simplicity. Since Lemma 2.1 yields that $\mathcal{T}S \in \mathcal{T}$, to establish the first claim of the theorem we only need to prove that

$$(\mathcal{T}Q)_n = b_n(\mathcal{T}S) - a_n(\mathcal{T}S),$$

$$(\mathcal{T}E)_n = a_{n+1}(\mathcal{T}S) - b_n(\mathcal{T}S).$$

By the definition of $\mathcal{T}S$ and Lemma 2.1, this is equivalent to

$$(\mathcal{T}Q)_n = c_n - b_n,$$

$$(\mathcal{T}E)_n = b_{n+1} - c_n,$$

where $c_n := \min\{b_n + M_{b_n} - S_{b_n}, a_{n+1}\}$. Since the dynamics of the ultra-discrete periodic Toda lattice is given by

$$(\mathcal{T}Q)_n = \min\{Q_n - D_n, E_n\} = \min\{2b_n - a_n - D_n, a_{n+1}\} - b_n,$$

$$(\mathcal{T}E)_n = E_n + Q_{n+1} - (\mathcal{T}Q)_n = b_{n+1} - b_n - (\mathcal{T}Q)_n,$$

it will be sufficient to prove that

$$(2.9) \quad b_n - a_n - D_n = M_{b_n} - S_{b_n}$$

for $n \in \mathbb{Z}$. Now, since we assume that $\sum_{n=1}^{N} Q_n < \frac{1}{2}$, it holds that, for any $x \in \mathbb{R}$,

$$(2.10) \quad S_{x+L} - S_x = \sum_{n=1}^{N} E_n - \sum_{n=1}^{N} Q_n > 0.$$  

Moreover, since $\{a_n : n \in \mathbb{N}\}$ is the set of local maxima of $S$, we have

$$M_{b_n} = \max_{m \leq n} S_{a_m} = \max_{n-N+1 \leq m \leq n} S_{a_m}. $$

On the other hand, for any $n,k$,

$$\sum_{\ell=1}^{k} (E_{n-\ell} - Q_{n-\ell}) = \sum_{\ell=1}^{k} \{(S_{a_{n-\ell+1}} - S_{b_{n-\ell}}) + (S_{b_{n-\ell}} - S_{a_{n-\ell}})\}$$

$$= \sum_{\ell=1}^{k} (S_{a_{n-\ell+1}} - S_{a_{n-\ell}})$$

$$= S_{a_n} - S_{a_{n-k}}.$$ 

Hence we have

$$b_n - a_n - D_n = -S_{b_n} + S_{a_n} - \min_{0 \leq k \leq N-1} (S_{a_n} - S_{a_{n-k}})$$

$$= -S_{b_n} + \max_{0 \leq k \leq N-1} S_{a_{n-k}} = -S_{b_n} + \max_{n-N+1 \leq m \leq n} S_{a_m},$$

which establishes (2.9). Finally, to prove the claim that $((\mathcal{T}Q)_n)_{n=1}^{N},((\mathcal{T}E)_n)_{n=1}^{N}) \in C^{Per}_{(L)}$, we simply observe from Lemma 2.1 that

$$(2.11) \quad a_{N+1}(\mathcal{T}S) = b_{N+1} - b_1 = L. $$

□
To conclude this subsection, we demonstrate the periodic version of the mass preservation result of Corollary 2.2.

**Corollary 2.4.** Let $L > 0$, $N \in \mathbb{N}$ and $(Q_n)_{n=1}^N, (E_n)_{n=1}^N \in \mathcal{Q}^{Per}_{(L),N}$. It then holds that

$$\sum_{n=1}^N Q_n = \sum_{n=1}^N (\mathcal{T}Q)_n.$$  

**Proof.** By (2.10), there exists an $n_0 \in 1, \ldots, N$ such that $S_{a_{n_0}} = M_{a_{n_0}}$. Hence

$$L - 2 \sum_{n=1}^N Q_n = S_{a_{n_0}+N} - S_{a_{n_0}} = (TS)_{a_{n_0}+N} - (TS)_{a_{n_0}} = (\mathcal{T}S)_{a_{n_0}+L-b_1} - (\mathcal{T}S)_{a_{n_0}-b_1},$$

where $b_1 = b_1(S)$. Applying the fact that the increments of $\mathcal{T}S$ are $L$-periodic and also (2.11), we further have that

$$(\mathcal{T}S)_{a_{n_0}+L-b_1} - (\mathcal{T}S)_{a_{n_0}-b_1} = (\mathcal{T}S)_{b_{N+1}-b_1} - (\mathcal{T}S)_{b_{N+1}-b_1-L} = L - 2 \sum_{n=1}^N (\mathcal{T}Q)_n,$$

from which the result follows. $\square$

### 3. Relation to the Box-Ball System on $\mathbb{R}$

The BBS on $\mathbb{R}$ was introduced in [1] as a means to describing scaling limits of discrete models in a high density regime. Specifically, with states of the system being described by continuous functions $S : \mathbb{R} \rightarrow \mathbb{R}$ with $S_0 = 0$ and $M_0 = \sup_{x \leq 0} S_x < \infty$, the collection of which we will denote $\mathcal{S}^T_0$, its dynamics were defined in [1] to be given by Pitman’s transformation, as at (1.3). In this section, we will show that the link between the dynamics of the ultra-discrete Toda lattice and the BBS can be extended beyond the simple case discussed in the previous section.

We will denote the subset of $C(\mathbb{R}, \mathbb{R})$ of interest in this section by $\mathcal{S}^T_{N_1,N_2}$, where $(N_1, N_2) = (-\infty, \infty), (1, \infty), (-\infty, 1)$ or $(1, N)$ for some $N \in \mathbb{N}$. NB. This notation conflicts with that used in the previous section, however the set we now introduce includes the former definition, and so there should not be confusion. Specifically, $\mathcal{S}^T_{N_1,N_2}$ will be the class of $S \in C(\mathbb{R}, \mathbb{R})$ with $S_0 = 0$ that has local maxima at $(a_n)_{n=N_1}^{N_2}$, local minima at $(b_n)_{n=N_1}^{N_2}$ and is otherwise strictly increasing/decreasing, where $a_n < b_n < a_{n+1}$ and $\lim_{n \rightarrow \pm \infty} a_n = \pm \infty$ if $N_1$ or $N_2$ is not finite (cf. (1.5)). In the case $(N_1, N_2) = (-\infty, \infty)$, we choose the indices so that $a_0 < 0 \leq a_1$. For $S \in \mathcal{S}^T_{N_1,N_2}$, we let $Q_n = |S_{b_n} - S_{a_n}|$ for $N_1 \leq n \leq N_2$, $E_n = |S_{a_{n+1}} - S_{b_n}|$ for $N_1 \leq n < N_2 - 1$, and $||S||$ be the total variation of $S$, namely

$$||S||_x = \int_0^x |dS|,$$

which by assumption is well-defined and finite for each $x \in \mathbb{R}$. Clearly, a path $S \in \mathcal{S}^T_{N_1,N_2}$ is in one-to-one correspondence with the set of data

$$\left( a_1, ((Q_n)_{n=N_1}^{N_2}, (E_n)_{n=N_1}^{N_2-1}, ||S||) \right).$$

Moreover, if $S \in \mathcal{S}^T_{N_1,N_2} := \mathcal{S}^T_{N_1,N_2} \cap \mathcal{S}^T_0$, then it is not difficult to check that $TS \in \mathcal{S}^T_{N_1,N_2}$ for the same choice of $(N_1, N_2)$. Hence, to analyze the dynamics of BBS for functions in $\mathcal{S}^T_{N_1,N_2}$, we only need to study the dynamics of the data at (3.1) under $T$. In the following proposition, we show that these dynamics are essentially determined by the ultra-discrete Toda lattice equation.
Hence, since the ultra-discrete Toda lattice equation is integrable, the corresponding initial value problem of BBS on $\mathbb{R}$ restricted to elements of $\mathcal{S}_{N_1,N_2}$ can be solved explicitly.

**Proposition 3.1.** (i) Suppose $(N_1, N_2) = (1, \infty), (\infty, 1)$ or $(1, N)$ for some $N \in \mathbb{N}$. Then,

$$a_1(TS) = b_1(S), \quad ||TS|| = ||S||$$

and the dynamics of $\left((Q_n)_{n=N_1-1}^{N_2}, (E_n)_{n=N_2}^{N_1-1}\right)$ is given by the ultra-discrete Toda lattice equation (1.2). Namely, $Q_n(TS) = \mathcal{T}T S_{Q_n}$ and $E_n(TS) = \mathcal{T}T S_{E_n}$.

(ii) Suppose $(N_1, N_2) = (\infty, \infty)$. If $b_0(S) < 0$, then

$$a_1(TS) = b_1(S), \quad ||TS|| = ||S||$$

and the dynamics of $\left((Q_n)_{n=-\infty}^{\infty}, (E_n)_{n=-\infty}^{\infty}\right)$ is given by the ultra-discrete Toda lattice equation (1.2). Namely, $Q_n(TS) = \mathcal{T}T S_{Q_n}$ and $E_n(TS) = \mathcal{T}T S_{E_n}$. If $b_0(S) \geq 0$, then

$$a_1(TS) = b_0(S), \quad ||TS|| = ||S||$$

and the dynamics of $\left((Q_n)_{n=-\infty}^{\infty}, (E_n)_{n=-\infty}^{\infty}\right)$ is given by the ultra-discrete Toda lattice equation (1.2) with a spatial shift. Namely, $Q_n(TS) = \mathcal{T}T S_{Q_n-1}$ and $E_n(TS) = \mathcal{T}T S_{E_{n-1}}$.

**Proof.** (i) We will prove the result in the case $(N_1, N_2) = (1, N)$ for some $N \in \mathbb{N}$; the remaining cases are dealt with similarly. First, by assumption $S$ is strictly increasing on $(-\infty, a_1(S))$ and $(b_1(S), a_2(S))$ (where we interpret $a_2(S) = \infty$ if $N = 1$), and strictly decreasing on $(a_1(S), b_1(S))$. It readily follows from the definition of Pitman’s transformation at (1.8) that $TS$ is strictly increasing on $(-\infty, b_1(S))$, and strictly decreasing on $(b_1(S), b_1(S) + \varepsilon)$ for some $\varepsilon > 0$. Hence $a_1(TS) = b_1(S)$, as claimed. Second, note that on the set $\{x : S_x = M_z\}$ (which consists of a finite collection of closed intervals), we have $dT S_x = dS_x$. Similarly, we have on $\{x : S_x < M_z\}$ (which consists of a finite collection of open intervals) that $dT S_x = -dS_x$. Since the set $\{x : S_x > M_z\}$ is empty, it follows that $||TS|| = ||S||$. Thus it remains to check the claim involving the ultra-discrete Toda lattice equation. To this end, we observe that

$$Q_n(TS) + E_n(TS) = TS_{a_n(TS)} + TS_{a_{n+1}(TS)} - 2TS_{b_n(TS)}$$

$$= TS_{b_n(S)} + TS_{b_{n+1}(S)} - 2\max \left\{M_{a_n(S)}, 2M_{a_n(S)} - S_{a_{n+1}(S)}\right\}$$

$$= 2M_{a_n(S)} - S_{b_n(S)} + 2M_{a_{n+1}(S)} - S_{b_{n+1}(S)} - 2\max \left\{M_{b_n(S)}, 2M_{a_n(S)} - S_{a_{n+1}(S)}\right\}$$

$$= Q_{n+1}(S) + E_n(S) + 2\min \left\{M_{a_{n+1}(S)} - S_{a_{n+1}(S)}, M_{a_n(S)} - M_{a_n(S)}\right\}$$

$$= Q_{n+1}(S) + E_n(S)$$

(3.2)

for $n = 1, 2, \ldots, N - 1$, where we have used that $a_n(TS) = b_n(S)$ (which is checked similarly to the case when $n = 1$, as described above), $TS_{b_n(TS)} = \max \left\{M_{a_n(S)}, 2M_{a_n(S)} - S_{a_{n+1}(S)}\right\} - 2M_0$ (which follows from (1.8)), and applied that $-S_{b_n(S)} = E_n(S) - S_{a_{n+1}(S)}$ and $-S_{b_{n+1}(S)} = Q_{n+1} - S_{a_{n+1}(S)}$. Moreover,

$$Q_n(TS) = TS_{a_n(TS)} - TS_{b_n(TS)}$$

$$= TS_{b_n(S)} - \max \left\{M_{a_n(S)}, 2M_{a_n(S)} - S_{a_{n+1}(S)}\right\}$$

$$= 2M_{a_n(S)} - S_{b_n(S)} - \max \left\{M_{b_n(S)}, 2M_{a_n(S)} - S_{a_{n+1}(S)}\right\}$$

$$= \min \left\{M_{a_n(S)} - S_{b_n(S)}, E_n(S)\right\},$$

(3.3)
for $n = 1, 2, \ldots, N$, where we interpret $S_{a_N+1}(S) = \infty$. We next claim that
\begin{equation}
M_{a_n}(S) - S_{b_n}(S) = \sum_{k=1}^{n} Q_k(S) - \sum_{k=1}^{n-1} Q_k(TS), \tag{3.4}
\end{equation}
which, similarly to the proof of Theorem 1.1, we prove by induction. The result is obvious by definition for $n = 1$. Next, supposing $1 \leq n \leq N - 1$, we need to show that
\begin{equation}
M_{a_{n+1}}(S) - S_{b_{n+1}}(S) = M_{a_n}(S) - S_{b_n}(S) + Q_{n+1}(S) - Q_n(TS). \tag{3.5}
\end{equation}
The right-hand side here is given by
\begin{align*}
M_{a_n}(S) - S_{b_n}(S) + S_{a_{n+1}}(S) &- S_{b_{n+1}}(S) - \min \left\{ M_{a_n}(S) - S_{b_n}(S), S_{a_{n+1}}(S) - S_{b_{n+1}}(S) \right\} \\
&= \max \left\{ S_{a_{n+1}}(S), M_{a_n}(S) \right\} - S_{b_{n+1}}(S) \\
&= M_{a_{n+1}}(S) - S_{b_{n+1}}(S),
\end{align*}
thus establishing (3.5), and consequently (3.4). Returning to (3.3), this yields in turn that
\begin{equation*}
Q_n(TS) = \min \left\{ \sum_{k=1}^{n} Q_k(S) - \sum_{k=1}^{n-1} Q_k(TS), E_n(S) \right\}.
\end{equation*}
Together with (3.2), this establishes that the time evolution of the system is given by ultra-discrete Toda lattice equation (1.2), as desired.

(ii) This is proved similarly to (i), with the only difference being that care is needed about the indices depending on whether $b_0(S)$ is $< 0$ or $\geq 0$. \hfill \square
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