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1. Introduction

Traditional phase diagrams show equilibrium solubility lines determined for a bulk system, which as defined in ref. 1, consist of phases and interface layers with all of their dimensions greater than 100 nm such that the material resembles the bulk. However, when the dimensions of a significant fraction of particles is reduced to approximately below 100 nm, it has been observed in many experimental works, including and not limited to ref. 2–7, that these equilibrium lines are shifted from their original positions in the bulk phase diagram with the amount of shift depending on particle size, surface to volume ratio, and the material system. This not only changes the solubilities,8 and temperature and compositions of the invariant reactions9 of the phase diagram, but also affects material properties such as electronic,10 magnetic,11 optical,12 and catalytic13 properties. Additionally, the stabilization of phases that might otherwise be metastable with respect to the bulk ground state may also be promoted. These changes are attributed to the size effect caused due to the larger energies associated with surfaces.

The phenomenon of suppression of melting points in pure elements with a decrease in particle size was first experimentally shown about 60 years ago.14 Recently, it was shown by Chen et al. in ref. 15 that the melting points of Bi–Sn, In–Sn, and Pb–Sn alloys decreased more rapidly as a function of particle radius than those of the constituent metals. Additionally, in the work by Jesser et al.16 on the GaAs–GaSb pseudo-binary system, complete solid solubility was observed for particles of sizes 10–50 nm in regions of the phase diagram where a miscibility gap was expected from its bulk phase diagram. In the electronics industry, transistor sizes continue to pursue Moore’s law17 from current commercially used node sizes of 22 nm and below. It is important to note that even at the 22 nm technology node there are dimensions in the technology roadmap already less than 22 nm. At these sizes, we show that the change in alloy thermodynamic and phase stability from bulk will be pronounced. This makes the
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development of a thermodynamic model at these dimensions critical. Phase diagrams exhibited by materials used in devices are expected to be considerably different from their bulk counterparts. In compound semiconductors for example, samples are prepared with small particle sizes when one may not be able to achieve the target band gap due to changing miscibility. Thus, the evaluation of phase diagrams for systems containing particles of nanoscale dimensions is valuable to the process of selection of material alloys and fine-tuning of their composition in order to achieve the desired properties.

As materials/grain sizes are made smaller, surface to volume ratio increases. This leads to a much greater contribution of surface energy to the total Gibbs free energy of the material, and must be included in the calculation of phase equilibria. In this work, we have evaluated the phase diagrams for one semiconductor and two metallic systems at dimensions of several tens of nanometers (termed as nano dimensions): Au–Si, Ge–Si, and Al–Cu using the CALPHAD method by adding a surface energy term to the excess Gibbs free energy, which makes it a function of particle size in addition to composition and temperature.19 For the initial model development, an isolated particle-in-melt based surface energy formalism is presented to test against a wide range of experimental data. The first system Au–Si was chosen because it is one of the few systems for which the amount of shift in equilibrium lines in the phase diagram was experimentally estimated based on phase transitions observed using in situ microscopy of spherical nano-sized particles.20 This is one of the reasons for the selection of the spherical particle model in this work as it makes possible a direct comparison between the calculated Au–Si phase diagram and experimental data. In addition, since spheres have the minimum surface area to volume ratio, particles with this shape will be the lower bound of effects. In other words, the shift of phase equilibrium due to spherical particles will be the minimum compared to particles with other shapes (as shown in Table S1†). We then proceed on to test extending the model on particle and non-particle based experimental data sets, and calculate the phase diagram at nanoscale dimensions of Ge–Si, one of the most widely used and technologically important semiconductor alloy. Lastly, the phase diagram of Al–Cu nano-sized particles is also calculated. A comparison is made against measured experimental data on surface tension of spherically shaped alloy samples, and melting points of Al and Cu nano-particles. Unlike the first two systems, the bulk Al–Cu phase diagram exhibits numerous intermetallic phases, and thus its phase diagram at nanoscale dimensions should incorporate surface energies of all the equilibrium phases. However, such data is usually unavailable for phases other than the liquid and ground-state phases of the pure elements. Thus, we resort to using Density Functional Theory (DFT) to calculate the surface energy for one of the intermetallic phases Al2Cu, which is then used in its thermodynamic model to calculate the phase diagram at these small dimensions. In our study we also identified areas for future model development that were beyond the current scope of our work, and point in the directions for future enhancements of the model in cases of thin films and dimensions below 5 nm.

2. Method and computational details

2.1. Extension of the CALPHAD method to nanoscale systems

The CALPHAD (CALculation of PHase Diagrams) methodology18 (ESI S1†) is extended to nanoscale systems as explained by Park et al.19 where the total Gibbs free energy of a phase \( G_m^{\text{total}} \) includes the dominant surface energy term, and is given by,

\[
G_m^{\text{total}} = G_m^{\text{bulk}} + \Delta G_m^{\text{surface}},
\]

where, \( G_m^{\text{bulk}} \) is given by eqn (S2).† According to Gibbs,22 the molar surface Gibbs free energy is given by,

\[
\Delta G_m^{\text{surface}} = A^\text{spec}\phi_\text{abs}\phi_\text{spec},
\]

where, \( A^\text{spec}\phi \) is the specific area of the phase \( \phi \) given by a ratio of its absolute surface area to absolute volume, \( V^\phi \) is its molar volume, and \( \phi_\text{abs} \) is the interfacial/surface tension between the phase and its surroundings. In this work, the particles are assumed to be spherical in shape of radius \( r \) for reasons explained in the previous section, including the availability of experimental data.20 The specific area of such a phase is given by,

\[
A^\phi_\text{spec} = \frac{A^\phi_\text{abs}}{V^\phi_\text{abs}} = \frac{4\pi r^2}{\frac{4}{3}\pi r^3} = \frac{3}{r}.
\]

By inserting appropriate expressions in the equation above, this methodology can be extended to any geometrical shape, such as thin films or 3D structures. In the work by Eichhammer et al.23 a solid nanowire in contact with a hemispherical alloy nano-particle of different sizes was modeled to calculate its corresponding phase equilibria. As mentioned earlier, for more complicated particle shapes that are multi-faceted, the specific area above (or the surface area to volume ratio) is even higher than that for a sphere. For example in the case of an icosahedron, a regular polyhedron with 20 equilateral triangular faces, the specific area is \( A^\phi_\text{spec} = 3.970\frac{4\pi r^2}{\frac{4}{3}\pi r^3} = \frac{3}{r} \). This is slightly higher than that for a sphere, causing a shift in the phase equilibria in a direction such that the shift in phase equilibria due to spherical particles still remain at the minimum. Fig. S1† shows this effect in the case of the Ge–Si system, which will be discussed in detail in the subsequent section. This makes it more likely that particles form in the spherical shape than any other shape so as to obtain the lowest molar surface Gibbs free energy and total Gibbs free energy. Thus the phase diagrams calculated for spherical particle systems represent the lowest energy and most stable configuration for nano-particles.
Inserting eqn (3) into (eqn (2)) above, we get,
\[
\Delta G_m^{\phi, \text{surface}} = \frac{3V^\phi \sigma_s^\phi}{r}.
\]  

(4)

For some systems, information on grain-size distribution is available from experiments, in which case their weighted averages could be used to calculate the surface Gibbs energy. The corresponding Kelvin equation given by,
\[
\Delta G_m^{\phi, \text{surface}} = \frac{2V^\phi \sigma_s^\phi}{r}
\]  

(5)

is most often used in literature,\(^3,19,20,26,27\) and its incorrectness, as explained by Kaptay in ref. 1, is mainly due to the fact that the Kelvin equation is derived from substituting inner pressure for outer pressure. A correction factor \(C\) is commonly introduced in the equation above to take into account the effects from shape, surface strain due to non-uniformity, and uncertainty in surface tension measurements,\(^26\) and is estimated to be 1.00 for liquids and 1.05 for solids. Thus, eqn (4) becomes
\[
\Delta G_m^{\phi, \text{surface}} = \frac{3CV^\phi \sigma_s^\phi}{r}.
\]  

(6)

The molar volume \(V\) of the phase, assuming an ideal solution with no excess volume of mixing, is given by a fractional contribution of each of its pure components,
\[
V^\phi = x_A V_A^\phi + x_B V_B^\phi.
\]  

(7)

The surface tension of alloy solution phases is calculated for liquids using Butler’s model\(^28\) that assumes that the surface can be modeled as a single close-packed monolayer. The monolayer treatment is as an independent thermodynamic phase in equilibrium with the bulk phase. This model has been verified with experimental data,\(^29-33\) and according to this model, binary alloy surface tension is given by,
\[
\sigma_s^\phi = \sigma_A^\phi + \frac{RT}{A_A^\phi} \log_e \left( \frac{x_{A, \text{surface}}}{x_{A, \text{bulk}}} \right) + \frac{1}{A_A^\phi} \left[ G_A^{\phi, \text{surface}} - G_A^{\phi, \text{bulk}} \right],
\]  

(8)
\[
\sigma_B^\phi = \sigma_B^\phi + \frac{RT}{A_B^\phi} \log_e \left( \frac{x_{B, \text{surface}}}{x_{B, \text{bulk}}} \right) + \frac{1}{A_B^\phi} \left[ G_B^{\phi, \text{surface}} - G_B^{\phi, \text{bulk}} \right],
\]

where, \(\sigma_A^\phi\) (\(\sigma_B^\phi\)) is the surface tension of pure component \(A\) (\(B\)) in the phase \(\phi\), \(R\) is the gas constant, \(T\) is the temperature, \(A_A\) (\(A_B\)) is the molar surface area of component \(A\) (\(B\)) which is related to molar volumes through Avogadro’s number \(N_0\),
\[
A_A^\phi = 1.091 N_0 \frac{1}{V_A^\phi},
\]
\[
A_B^\phi = 1.091 N_0 \frac{1}{V_B^\phi}.
\]

\(x_{A, \text{surface}}\) (\(x_{B, \text{surface}}\)) and \(x_{A, \text{bulk}}\) (\(x_{B, \text{bulk}}\)) are the concentrations of \(A\) (\(B\)) in the surface and bulk phases, respectively, \(G_A^{\phi, \text{bulk}}\) (\(G_B^{\phi, \text{bulk}}\)) is the excess Gibbs free energy of \(A\) (\(B\)) in the bulk phase, similar to eqn (S3),\(^1\) and \(G_A^{\phi, \text{surface}}\) (\(G_B^{\phi, \text{surface}}\)) is the partial excess Gibbs free energy of \(A\) (\(B\)) in the surface and is a function of \(T\) and \(x_{A, \text{surface}}^\phi\) (\(x_{B, \text{surface}}^\phi\)). According to Yeum’s model,\(^34\)
\[
\begin{align*}
G_A^{\phi, \text{surface}} &= \beta^\text{mix} G_A^{\phi, \text{bulk}} \\
G_B^{\phi, \text{surface}} &= \beta^\text{mix} G_B^{\phi, \text{bulk}}.
\end{align*}
\]  

(10)

where, \(\beta^\text{mix}\) is a parameter corresponding to the ratio of the coordination number in the surface to that of the bulk. Tanaka et al.\(^30,35,36\) showed that \(\beta^\text{mix}\) is not surface concentration dependent for many liquid alloys, and that it can be assumed that \(\beta^\text{mix}\) is the same as \(\beta^\text{pure}\). Due to surface relaxation and surface atomic rearrangements, \(\beta^\text{pure}\) is estimated to be 0.83.\(^19\)\(^,29\) For solid metals too, \(\beta^\text{pure}\) is found to have the same value as liquid metals.\(^9\) Thus, if differences in shape and surface strains as a function of composition are ignored, surface tensions of solid alloys, can be calculated using Butler’s model in a similar way as for liquid alloys.\(^9\)

Combining \(G_m^{\phi, \text{bulk}}\) (from eqn (S2) and (S3)) and \(\Delta G_m^{\phi, \text{surface}}\) (from eqn (6)) in eqn (1), the total Gibbs free energy of a phase \(G_m^{\phi, \text{total}}\) consisting of particles of nanoscale dimensions is obtained,
\[
G_m^{\phi, \text{total}} = x_A G_A^{\phi, \text{nano}} + x_B G_B^{\phi, \text{nano}} + RT(x_A \log_e x_A + x_B \log_e x_B) + x_A x_B \sum_v L_v^\phi(x_A - x_B)^v + \frac{3CV^\phi \sigma_s^\phi}{r}.
\]  

(11)

Now, the total Gibbs free energy of this phase can also be defined similar to that of the bulk phase in eqn (S2),\(^1\) above as,
\[
G_m^{\phi, \text{total}} = x_A G_A^{\phi, \text{nano}} + x_B G_B^{\phi, \text{nano}} + RT(x_A \log_e x_A + x_B \log_e x_B) + x_A x_B \sum_v L_v^\phi(x_A - x_B)^v,
\]  

(12)

where, for nanoscale systems, the standard Gibbs free energy of pure components is redefined in terms of particle size \(r^\phi\) using the same spherical particle approximation as discussed earlier, and is given by,
\[
\begin{align*}
\alpha G_A^{\phi, \text{nano}} &= \alpha G_A^{\phi, \text{bulk}} + \frac{3CV^\phi \sigma_s^\phi}{r} \\
\alpha G_B^{\phi, \text{nano}} &= \alpha G_B^{\phi, \text{bulk}} + \frac{3CV^\phi \sigma_s^\phi}{r}.
\end{align*}
\]  

(13)

Following the work by Park et al.\(^19\) the non-ideal interaction parameter of a phase \(L_v^\phi\),\(^\text{nano}\) is not only temperature dependent as for a bulk phase in eqn (S4),\(^1\) but is now also made size-dependent by expanding it as,
\[
L_v^\phi = \frac{A_v^\phi + \frac{A_v^\phi}{r}}{\left( B_v^\phi + \frac{B_v^\phi}{r} \right) T},
\]  

(14)

where, \(A_v^\phi\) and \(B_v^\phi\) are also user-defined parameters in addition to \(A_v^\phi\) and \(B_v^\phi\). Using eqn (17) and (18) in eqn (15), and then comparing it to eqn (14), on re-arrangement, it is finally obtained,
\[
x_A x_B \sum_v (A_v^\phi + B_v^\phi T)(x_A - x_B)^v = 3C(V^\phi \sigma_s^\phi - x_A V_A^\phi \sigma_A^\phi - x_B V_B^\phi \sigma_B^\phi).
\]  

(15)
This equation is used to solve for the unknown parameters ‘A’ and ‘B’ as described in ESI S1.2† on the assessment methodology followed in this work.

2.2. Assessment methodology

In this work, we have used the Thermo-Calc37 package for the calculation of phase diagrams. To calculate a phase diagram, the first step is to determine the bulk Gibbs free energies $G_m^{\text{bulk}}$ (in eqn (S1) and (S2))† for each phase expected to participate in the bulk equilibrium phase diagram. For the binary systems studied in this work, bulk thermodynamic models have in the past been assessed and developed by various authors. This served as a starting point for the calculation of phase diagrams of nanoscale systems in this work. In cases where bulk models are not available, parameters can be optimized and fitted to either experimental or ab initio data using parameter optimization tools implemented in CALPHAD software (PARROT module in Thermo-Calc).

The next step involves the calculation of alloy surface tensions, which are functions of temperature and composition of the components, using Butler’s model in eqn (7). This requires temperature-dependent surface tensions and molar volumes of each pure component in the phase for which alloy surface tension is being calculated, and is collected from literature and shown in Table S2.† Then Butler’s equations are solved for alloy surface tension as follows: (i) a temperature $T$ and bulk composition $x_A^{\text{bulk}}$ is selected, (ii) $\sigma_A^\phi$, $\sigma_B^\phi$, $A_A^\phi$, and $A_B^\phi$ are inserted into eqn (7), (iii) using the condition for equilibrium: $G_A^{\text{surface}} = G_B^{\text{surface}}$, eqn (7) is solved by the Newton–Raphson method for $\sigma^\phi_A$ and $x_A^{\text{surface}}$ as functions of temperature and bulk compositions. This procedure is repeated at different temperatures, preferably in the range of stability of the phase, and the resulting data is inserted into eqn (14) to obtain the fitted parameters ‘A’ and ‘B’. In this work, surface tensions of liquid alloys in all three binary systems studied here are calculated using the above model, whereas in only the Ge–Si system, surface tension of the solid (diamond) phase is also calculated as it is the only system for which the ground state phase of both the pure element constituents Ge and Si exhibit continuous solid solubility across the entire composition space.

2.3. DFT calculations of surface energy

As stated in the Introduction section of the main text, no compound phases exist in the bulk equilibria of the Au–Si and Ge–Si systems (metastable phases are not considered in this work). However, the Al–Cu bulk phase diagram has numerous intermetallic phases in equilibrium.38,39 In this work we have followed the methodology presented by Kroupa et al. in ref. 40 by calculating the surface energy of one such compound Al2Cu from ab initio DFT calculations,21 which is then used in the CALPHAD model. A slab model with two surfaces of the same type is created by inserting a vacuum. The surface tension $\sigma^\phi$ of such a model is then obtained by subtracting the cohesive energy of the bulk structure $E_{\text{coh}}$ from the energy of the slab structure $E_{\text{slab}}$,

$$\sigma^\phi = \frac{1}{2A} (E_{\text{slab}} - NE_{\text{coh}}),$$

where, $N$ is the number of atoms in the slab structure, and $A$ is the area of the surface being considered. Cohesive energy is calculated using the following equation,

$$E_{\text{coh}}(\text{Al}_2\text{Cu}) = \frac{1}{3} \left[ E_{\text{tot}}(\text{Al}_2\text{Cu}) - 2E_{\text{atom}}(\text{Al}) - E_{\text{atom}}(\text{Cu}) \right],$$

where, $E_{\text{tot}}(\text{Al}_2\text{Cu})$ represents the total energy per formula unit of Al2Cu, and $E_{\text{atom}}(\text{Al})$ and $E_{\text{atom}}(\text{Cu})$ are the total energies of Al and Cu, respectively. The surface tension is then used to calculate the surface energy using the spherical particle approximation in a similar way as discussed in the main text (see eqn (5)),

$$\Delta G_{m_{\text{surface}}} = \frac{3CV^\phi \sigma^\phi}{r}.$$
3. Results and discussion

3.1. Au–Si

There are very few experimental results that allow a direct comparison with theoretical results, and the work by Kim et al.\textsuperscript{20} on the Au–Si system is one of the few. In their study, spherical Au nano-particles \( \approx 35 \) nm in diameter were continuously exposed to disilane (\( \text{Si}_2\text{H}_6 \)) gas, and imaged with a transmission electron microscope. It was observed that with time, solid Au shrinks and the added Si forms a liquid AuSi shell on its surface, which grows until no solid Au remains. Thus, the transition from the two-phase sol-Au + liq-AuSi region of the phase diagram to the single-phase liq-AuSi is recorded. It was concluded that at \( 500–525 \) °C the liquidus is shifted in composition by \( \Delta x = 3.5 \) at% more Au-rich, and that the transition temperature is lowered by \( \approx 240 \) °C. The use of sphere-shaped particles in this study, and the fact that the above experimental data was used to make a direct correlation to a shift in the liquidus line, made the Au–Si system a perfect candidate to verify the spherical particle approximation employed in the thermodynamic models shown in the Method section.

Table S2\textsuperscript{†} shows surface tensions and molar volumes of Au and Si, in the liquid and solid phases, as functions of temperature that are employed in this work. These functions lead to calculated melting points of Au and Si shown in Fig. S2 and S3,\textsuperscript{†} respectively, along with experimental data from literature which they are in fair agreement with. As expected from eqn (17), they vary inversely as a function of particle radius \( r \). The surface tension data of liquid Si from literature shows considerable scatter as discussed in ref. 51, and ranges anywhere between the so-called “high” and “low” values of \( \sigma = 0.86 \text{ J m}^{-2} \) and \( \sigma = 0.74 \text{ J m}^{-2} \), respectively. The resulting value is debated to depend on the measurement method (sessile drop, large drop, levitation techniques, oscillating drop method), the crucible/substrate material, and oxygen contamination.\textsuperscript{52} In this work we have chosen the “low” value from ref. 53, \textit{i.e.} \( \sigma_{\text{Si}}^{L} = 0.732 – 8.6 \times 10^{-6}(T – 1687.15) \), because when combined with surface tension of solid Si: \( \sigma_{\text{Si}}^{S} = 1.510 – 1.589 \times 10^{-4}(T – 298.2) \),\textsuperscript{34} the resulting melting points of Si lie within the upper and lower limits defined by Couchman \textit{et al.}\textsuperscript{53} Results from the study on isolated Si particles of sizes \( \leq 6 \) nm by Goldstein ref. 56 show a much more significant drop in melting points. Due to the previously mentioned size limitations in the CALPHAD model, the applicability of the spherical particle approximation in this current method is limited to radius exceeding \( 5 \) nm. cannot be neglected as in this study. Thus, the applicability of the spherical particle approximation in this method is limited to radius exceeding \( 5 \) nm. Curve \( \text{a} \) in Fig. S3\textsuperscript{†} is calculated using surface tension data of liquid and solid Si from ref. 57 and 58, respectively, and is in worse agreement with literature data. Discrepancies in melting temperatures can be attributed to several reasons: due to the fact that experimental melting temperatures are not defined by the equality of Gibbs energy of the solid and liquid phases; nanoparticles are prone to defects and impurities especially due to their relatively large surface areas; although phase-field theory has its own limitations, it has been demonstrated using phase-field approach\textsuperscript{57,60} that surface melting can begin at lower temperatures than complete melting and that complete melting occurs when the interface between the surface melt and solid core loses its stability as the surface melt propagates towards the center, which is determined by local equilibrium conditions at the interface; due to kinetics and thermal fluctuations, melting may start when the kinetic nucleation criterion is satisfied.

Following the methodology explained in the Method section, we first start with bulk thermodynamic data of Au–Si which is obtained from the work by Meng \textit{et al.}\textsuperscript{61} His model was optimized with measured data on mixing enthalpies of the liquid phase and activities of Au and Si. Then, using the surface tension and volumetric data of Au and Si, Butler's
equations are solved to calculate alloy surface tension of the liquid phase of Au–Si as a function of temperature and composition. Parameters $A'_\text{eq}$ and $B'_\text{eq}$ are then fitted to this data using eqn (15). Increasing the order parameters $v$ was found to have no significant effect on the phase diagrams, and thus its maximum value was kept the same between nano and bulk systems. Resulting non-ideal interaction parameters, combined with bulk parameters, are shown in Table S3† along with the modified standard Gibbs energies of pure components. This completes the thermodynamic model for nanosized particles, and the resulting phase diagrams can be calculated for different particle sizes by changing $r$.

Fig. 1a shows the calculated Au–Si phase diagram at $r = 7$ nm. Fig. 1b shows the same phase diagram, but now plotted to compare with the experimental data from ref. 20. The amount of shift of the liquidus solubility line, and the drop in transition temperature agrees very well with the predicted amounts in ref. 20. As discussed earlier, the use of spherical particles in ref. 20 serves as a direct validation of the spherical particle model used in this study to calculate surface energies. Table 1 shows the drop in eutectic temperatures and its compositional shifts in the Au–Si system as a function of particle size.

| Radius (nm) | $x(\text{Si})$ (at%) | $T$ ($^\circ\text{C}$) | $T$ (K) | $x(\text{Cu})$ (at%) | $T$ (K) |
|-------------|----------------------|---------------------|--------|---------------------|--------|
| Bulk        | 20.6                 | 364.2               | 226.5  | 17.5                | 821    |
| 90          | 20.6                 | 353.1               | 218.6  | 18.2                | 812.5  |
| 65          | 20.6                 | 348.8               | 215.6  | 18.4                | 810    |
| 45          | 20.5                 | 341.8               | 210.5  | 18.7                | 805    |
| 32          | 20.5                 | 332.6               | 204.2  | 19.3                | 799    |
| 22          | 20.3                 | 317.7               | 193.7  | 20.2                | 787.5  |
| 14          | 20.1                 | 289.9               | 174.3  | 21.8                | 767.5  |
| 10          | 19.8                 | 257.9               | 152.1  | 23.5                | 744    |
| 7           | 19.4                 | 207.4               | 117.5  | 25.1                | 717    |
| 5           | 18.6                 | 134.2               | 68.1   | 25.8                | 695    |

3.2. Ge–Si

Semiconductors based on GeSi are used in electronic devices for a wide variety of applications, making it of great industrial and technological importance. The above validated model is applied to the Ge–Si system following the same methodology, but this time, alloy surface tension of the solid diamond phase is also calculated in addition to that of the liquid phase. This is possible because the solid diamond phase in the Ge–Si system exhibits continuous solid solubility between its pure components Ge and Si up to very high temperatures in the order of 1200 K, as shown in Fig. 2a. This phase also exhibits a low-temperature symmetrical miscibility gap with its highest point at $\approx 226.5$ K. The bulk thermodynamic data of the liquid and diamond phases is extracted from ref. 63 and 64, respectively. Fig. 3 shows the calculated surface tensions of the liquid phase at various compositions and temperatures, and agrees very well with experimental data on Si and Ge melts from ref. 65. Complete thermodynamic functions of the model are listed in Table S3.† The functions for Ge lead to melting points shown in Fig. S4† compared with experimental data on Ge nanocrystals. The calculated phase diagram at particle radius $r = 22$ nm is shown in Fig. 2b, and as expected, equilibrium lines are lowered in temperature from their positions in the bulk phase diagram. At the suggested lowest particle size of $r = 5$ nm for the nano-CALPHAD method, the peak tempera-

Table 1 Change in points on the phase diagram for particles from bulk to nanoscale dimensions. Au–Si: temperature and composition of the eutectic point $\rightarrow$ Liq $\rightarrow$ fcc-Au + dia-Si. Ge–Si: peak temperature of the miscibility gap in the diamond phase, and Al–Cu: temperature and composition of the eutectic point $\rightarrow$ Liq $\rightarrow$ fcc-Al + Al$_2$Cu

(a)
ture of the solid phase miscibility gap is reduced to 68.1 K as shown in Fig. 2b. Table 1 lists the calculated peak temperatures of the miscibility gap. The depression of the miscibility gap at small particle sizes due to larger contributions of surface energy terms could have significant implications for engineering alloy design and fabrication which rely on phase diagram to tune thermodynamic, electrical, and transport properties.

### 3.3. Al–Cu

The Al–Cu system is different from the Au–Si and Ge–Si systems in that there are a number of intermetallic compounds, totaling to 13, both stoichiometric and non-stoichiometric, that participate in the equilibrium phase diagram, as shown in Fig. 4a. In principle, the thermodynamic model of Al–Cu must include surface energies of all these compounds in addition to those of the liquid and room-temperature solid phases. Since such data is largely unavailable for most systems from literature, one can resort to DFT to calculate the surface tension of each phase. However, calculating the surface tension of different planes in each of the 13 compounds is computationally expensive. For the purpose of demonstration, in this work we have calculated the surface energy of only one such compound Al$_2$Cu from DFT, and included that in the thermodynamic model to calculate the phase diagram of Al–Cu.

Details of the calculation methods used, and structural information about the Al$_2$Cu compound are mentioned in ESI S1.† Its unit cell is shown in Fig. S5.† The calculated structural and cohesive energies of the compound, along with those of Al and Cu, are compared with experimental data in Table S4.† These results are in accordance with the observation of under-estimation of lattice constants and over-estimation of cohesive energies by the LDA approximation to the exchange–correlation functional. Slab models were created for the (100), (110), and (111) surfaces as shown in Fig. 5. Both the height of the vacuum, and number of atomic layers were varied in each model so as to obtain converged surface tension values. Table 2 shows the resulting surface tensions of each surface as a function of vacuum height and number of atomic layers calculated using eqn (S5).† Since the surface tension of the (111) plane is the lowest, its surface energy calculated using eqn (S7)† is inserted into the thermodynamic model. Thermodynamic functions for this phase, along with non-ideal interaction parameters computed for the liquid phase, and standard Gibbs energies of Al and Cu are listed in Table S3.† Melting points of Al and Cu calculated using these functions as a function of particle size agree with experimental data on synthesized nano-particles as shown in Fig. S6 and
respectively, and so does the liquid phase surface tensions calculated using Butler's equations at $T = 1375$ K as shown in Fig. S8.† The good agreement of the model predictions and experimental data suggest that even for complex systems with many intermetallics such as Al–Cu, rigorous calculations of surface and phase data for a single or a limited number of critical compositions may be sufficient to eliminate the need for wide-ranging calculations for all intermetallics. The Al–Cu phase diagram calculated at $r = 10$ nm is shown in Fig. 4b. Only Al-rich compositions are shown in this figure as the surface tension of only one of several intermetallic compounds, Al$_2$Cu, is calculated in this work. Table 1 shows the drop in temperature and shift in composition of the eutectic reaction: Liq $\rightarrow$ fcc-Al + Al$_2$Cu as particle sizes are decreased.

### Table 2

| Plane  | Surface tension, $\sigma_{\text{Al}_2\text{Cu}}$ $\text{meV} \cdot \text{Å}^{-2}$ | $\text{J} \cdot \text{m}^{-2}$ |
|--------|---------------------------------|-----------------|
| (100)  | 0.079                           | 1.275           |
| (110)  | 0.099                           | 1.586           |
| (111)  | 0.077                           | 1.227           |

Fig. 5 (Color online) Slab models created for the calculation of surface energies of the (100), (110), and (111) planes in the Al$_2$Cu compound. These surface energies can then be used to calculate the surface energy contribution to the total Gibbs free energy of this phase which will lead to the estimation of the change in phase stability of this compound in the phase diagram as a function of particle radii. Since the surface energy can theoretically be calculated for any compound using DFT, this method can be applied to all the phases in a system including equilibrium, metastable and unstable phases.

4. Conclusions and outlook

In this work, by calculating phase diagrams at varying particle radii, we have shown the considerable changes in equilibrium thermodynamics resulting from decreasing particle sizes to nanoscale dimensions. At these particle sizes, the surface to
volume ratio is drastically increased, and so is the contribution of surface energy to the Gibbs free energies of the phases. This dominant surface energy term is calculated using the spherical particle approximation that assumes particles to be spherical in shape. In a similar way, this methodology can be extended to non-spherical particles using a non-ideality factor in the Gibbs surface energy term.

The Au–Si system was first chosen as it is one of the few systems for which experimental data that estimates shift in equilibrium lines for spherical nano-particles was available. This allowed for a direct verification of the surface energy depression of the miscibility gap was noted. This is vital when, for example, alloys are designed to achieve compositions that do not lie in the miscibility gap to achieve a desired band gap value. Finally, DFT was used to compute the surface energy of one of the many intermetallic compounds in the Al–Cu system. This was then added to its thermodynamic model, and a drop in the eutectic temperature in its phase diagram was tabulated.

To conclude, due to surfaces (and interfaces) materials can have considerably different thermodynamic and phase stability behavior from bulk systems, and as transistor and devices continue to be scaled down in sizes, the study of their phase stability becomes necessary. This is critical not only for designing semiconductor alloys and compounds, but also for tuning their electrical, thermodynamic, and transport properties in order to achieve optimum device performance.
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