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Abstract. In this paper we propose a variable bandwidth kernel regression estimator for i.i.d. observations in \( \mathbb{R}^2 \) to improve the classical Nadaraya-Watson estimator. The bias is improved to the order of \( O(h_n^4) \) under the condition that the fifth order derivative of the density function and the sixth order derivative of the regression function are bounded and continuous. We also establish the central limit theorems for the proposed ideal and true variable kernel regression estimators. The simulation study confirms our results and demonstrates the advantage of the variable bandwidth kernel method over the classical kernel method.
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1. Introduction

Let \((X_1, Y_1), \ldots, (X_n, Y_n)\) be i.i.d. observations in \( \mathbb{R}^2 \) such that

\[ Y_i = r(X_i) + \varepsilon_i \]

where the \(\varepsilon_1, \ldots, \varepsilon_n\) are i.i.d. random variables with \( E\varepsilon_1 = 0 \) and \( E\varepsilon_1^2 < \infty \), and \( \varepsilon_i \) and \( X_i \) are independent for every \( i \in [1, n] \). \( f(t) \) is the probability density function of \( X_1 \). One classical nonparametric estimator for the regression function \( r(t) \) introduced independently by Nadaraya [17] and Watson [25] is

\[ \hat{r}(t; h_n) = \frac{\hat{g}(t; h_n)}{f(t; h_n)}, \quad (1.1) \]

where

\[ \hat{g}(t; h_n) = \frac{1}{nh_n} \sum_{i=1}^{n} K \left( \frac{t - X_i}{h_n} \right) Y_i, \]
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\[
\hat{f}(t; h_n) = \frac{1}{nh_n} \sum_{i=1}^{n} K\left( \frac{t - X_i}{h_n} \right).
\] (1.2)

The kernel \( K \) satisfies \( K(x) \geq 0 \) and \( \int_{-\infty}^{\infty} K(x) dx = 1 \), and the bandwidth sequence \( h_n \) satisfies \( h_n \rightarrow 0 \) and \( nh_n \rightarrow \infty \) as \( n \rightarrow \infty \). (1.2) is the Parzen-Rosenblatt estimator for the density function \( f(t) \) of random variable \( X_i \). If \( K \) is symmetric to zero, \( f(t) \) and \( r(t) \) have bounded second order derivatives, then the bias of (1.1) has order of \( O(h_n^2) \) and the variance has order of \( O((nh_n)^{-1}) \). See, e.g., [3, 21]. Noda [19] established the convergence of the Nadaraya-Watson estimator to \( r(t) \) and the mean square error at a fixed point where \( r(t) \) is continuous. The uniform consistency of the Nadaraya-Watson estimator was shown in [2] for the case of discrete \( X_i \)'s. See [22, 24] and references therein for more literature on the Nadaraya-Watson estimator.

In general, for a measurable function \( l \), the regression function \( r(t, l) := E(l(Y)|X = t) \) if it exists. Notice that for \( l(y) = y \), we have the regression function \( r(t) \). The Nadaraya-Watson type kernel regression estimator has form

\[
\hat{r}_n(t, l) = \frac{\sum_{i=1}^{n} K\left( \frac{t - X_i}{h_n} \right) l(Y_i)}{nh_n f(t; h_n)}.
\] (1.3)

This estimator was studied by many authors, for example, Einmahl and Mason ([4, 5]) obtained the exact rate of uniform consistency \( O_{a.s.}(\sqrt{nh_n} \log h_n) \) of regression estimator (1.3) with some additional smoothness conditions for \( l(\cdot) \) in a compact interval.

For fixed value \( t \) with \( f(t) \neq 0 \), in the Nadaraya-Watson regression estimation (1.1) for \( r(t) \) or the Parzen-Rosenblatt density estimation for \( f(t) \), we use the same bandwidth \( h_n \) without considering the location of each data \( X_i \) relative to \( t \). The application of constant bandwidth everywhere makes bias to have the order of \( h_n^2 \). To reduce the order of the bias, in kernel density estimation, Abramson [1] applied the so called ‘square root law’ which allows the bandwidth to vary with the data. That is, if one takes the bandwidth \( h_n / \gamma_t^{1/2}(X_i) \) in the classical density estimator, with the same sequence \( h_n \rightarrow 0 \), where \( \gamma_t(x) = f(x) \lor (f(t)/10) \), then the estimator turns to be

\[
f_n(t) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{h_n/\gamma_t^{1/2}(X_i)} K\left( \frac{t - X_i}{h_n/\gamma_t^{1/2}(X_i)} \right).
\] (1.4)

The bias of this estimator is reduced to the order of \( h_n^4 \) under the assumption that \( f(t) \neq 0 \) and \( f \) has fourth order bounded and continuous derivatives around \( t \). The true bandwidth \( h_n / \gamma_t^{1/2}(X_i) \), at each observation \( X_i \) is inversely proportional to \( f^{1/2}(X_i) \) if \( f(X_i) \geq f(t)/10 \) (which is the square root law).

It was once believed that \( \gamma_t(x) \) in (1.4) could be replaced by \( f(x) \) and only the square root law with the bandwidth \( h_n / f^{1/2}(X_i) \) makes the bias reduction work. But Terrell and Scott [23] showed that the bias reduction can not be reached in some cases if only the square root law with this bandwidth \( h_n / f^{1/2}(X_i) \) is applied. In fact, the function \( \gamma_t(x) \) also has a clipping procedure. The true bandwidth is \( 10^{1/2}h_n / f^{1/2}(t) \) which is a constant if \( f(X_i) < f(t)/10 \). Besides of the square root law, the clipping procedure is also necessary to improve the bias from the order of \( h_n^2 \) to the order of \( h_n^4 \) for the estimator (1.4). The clipping procedures prevent too much contribution to the density estimation at \( t \) if the observation \( X_i \) is too far away from \( t \). Later works on variable bandwidth density estimation include [7, 8, 10, 11, 13–15, 18, 20, 23] and so on.

However, this variable bandwidth estimator (1.4) is not a density function since the integral of \( f_n(t) \) over \( t \) is not 1. McKay [14, 15] discovered a smooth clipping function and studied the following variable bandwidth kernel density estimation

\[
\tilde{f}_n(t) = \frac{1}{nh_n} \sum_{i=1}^{n} K\left( \frac{t - X_i}{h_n} \alpha(f(X_i)) \right) \alpha(f(X_i)).
\] (1.5)
The smooth function in [14, 15] has form

$$\alpha(w) = cp^{1/2}(w/c^2),$$  \hfill (1.6)

where $c > 0$ is a constant and the clipping function $p$ has at least fourth order derivative and satisfies $p(u) \geq 1$ for all $u$ and $p(u) = u$ for all $u \geq t_0$ for some $1 \leq t_0 < \infty$. The function $\alpha(w)$ provides the square root law since $\alpha(w) = w^{1/2}$ if $w \geq t_0 c^2$. It also provides the clipping procedure since $\alpha(w) \geq c$. This variable bandwidth estimator is a density function since the integral of $\tilde{f}_n(t)$ over $t$ is 1. See the study of this estimator in [8, 18].

Examples of clipping functions are given in [8, 14].

Motivated by the work in variable kernel density estimation, in particular the idea of square root law and clipping procedure in the paper [1, 14, 15], in this paper, to improve the accuracy of Nadaraya-Watson estimator (1.1), we propose the following version of the variable bandwidth regression estimator,

$$\tilde{r}(t; h_n) = \frac{\tilde{g}(t; h_n)}{\tilde{f}(t; h_n)},$$  \hfill (1.7)

where

$$\tilde{g}(t; h_n) = \frac{1}{n h_n} \sum_{i=1}^{n} K \left( \frac{t - X_i}{h_n} \alpha(q(X_i)) \right) \alpha(q(X_i)) Y_i,$$  \hfill (1.8)

$$\tilde{f}(t; h_n) = \frac{1}{n h_n} \sum_{i=1}^{n} K \left( \frac{t - X_i}{h_n} \alpha(q(X_i)) \right) \alpha(q(X_i)).$$  \hfill (1.9)

Here

$$q(x) = f(x) \sqrt{|r'(x)|}.$$  \hfill (1.10)

Notice that $\alpha(q(x)) = q^{1/2}(x)$ if $q(x) \geq t_0 c^2$ by the definition of $\alpha(\cdot)$ in (1.6). Similar to the square root law in the variable density estimation in [1], we use a variable bandwidth $h_n/q^{1/2}(X_i)$ at the observation $X_i$ to estimate $r(t)$ if $q(X_i) \geq t_0 c^2$. The intuition is, if $f$ or $|r'|$ is large at observation $X_i$, because of the continuity of $f(x)$ and $r'(x)$, one expects to have more observations in the neighborhood of that $X_i$, and one should choose a small bandwidth to prevent too much data involved in the estimation. If $f$ or $|r'|$ is small at observation $X_i$, one expects to have much less observations in the neighborhood of that $X_i$, and one should choose a relative large bandwidth to pick up more data in the estimation. On the other hand, if $q$ is close to zero at observation $X_i$ instead of the extremely large bandwidth $h_n/q^{1/2}(X_i)$, one should use a bandwidth proportional to $h_n$ to avoid over estimation. This is realized by the clipping procedure in $\alpha$ since $\alpha(q(x)) \geq c$. As stated in our main results, this selection of the bandwidth $h_n/\alpha(q(X_i))$ at each observation $X_i$ results in a bias with the order of $h_n^4$.

The estimator (1.7) is called ideal estimator because the function $q(x)$ in (1.10) involves the functions $f(x)$ and $r(x)$ which are to be estimated. To have a practical version, we shall take two sequences of bandwidth $h_{1,n}$ and $h_{2,n}$ with $h_{1,n}, h_{2,n} \to 0$ and $nh_{1,n}, nh_{2,n} \to \infty$ as $n \to \infty$. The first sequence $h_{1,n}$ is for the initial estimation of $q(x)$. Let

$$\tilde{q}(x; h_{1,n}) = \tilde{f}(x; h_{1,n}) \sqrt{|r'(x; h_{1,n})|}$$  \hfill (1.11)
where $\hat{f}(x; h_{1,n})$ and $\hat{r}(x; h_{1,n})$ are defined as in (1.2) and (1.1) with $h_n$ replaced by $h_{1,n}$ and $\hat{r}'(x; h_{1,n}) = d\hat{r}(x; h_{1,n})/dx$. Define the true estimator

$$
\hat{r}(t; h_{1,n}, h_{2,n}) = \frac{\hat{g}(t; h_{1,n}, h_{2,n})}{\hat{f}(t; h_{1,n}, h_{2,n})},
$$

where

$$
\hat{g}(t; h_{1,n}, h_{2,n}) = \frac{1}{nh_{2,n}} \sum_{i=1}^{n} K\left(\frac{t-X_i}{h_{2,n}}\alpha(\hat{q}(X_i; h_{1,n}))\right) \alpha(\hat{q}(X_i; h_{1,n}))Y_i,
$$

$$
\hat{f}(t; h_{1,n}, h_{2,n}) = \frac{1}{nh_{2,n}} \sum_{i=1}^{n} K\left(\frac{t-X_i}{h_{2,n}}\alpha(\hat{q}(X_i; h_{1,n}))\right) \alpha(\hat{q}(X_i; h_{1,n})).
$$

The idea of variable bandwidth is to assign a large bandwidth in sparse area and a small bandwidth in dense area. In an extremely sparse area, one applies a bandwidth proportional to $h_n$ to avoid over estimation. This procedure is smooth due to the differentiability of the clipping function.

An incomplete list of study on variable bandwidth kernel regression estimation includes [5, 6, 9, 16, 20]. Einmahl and Mason [5] worked on establishing consistence of kernel-type estimators (1.3) in the multidimensional case when the bandwidth $h_n$ is a function of the location $t$ or the data. M"uller and Stadtm"uller [16] studied kernel regression estimation with fixed design points $\{x_i\}_{i=1}^{n}$ and variable bandwidth depending on the estimation point $t$. Hall [9] used the variable bandwidth $h_{1,n}/\alpha_1(X_i)$ for the numerator and $h_{1,n}/\alpha_2(X_i)$ for the denominator of the regression estimator where $\alpha_1 = |f q|^{1/2} = f |q|^{1/2}$ and $\alpha_2 = f^{1/2}$ were recommended.

The paper is organized as follows. Section 2 gives the main results. We present a simulation study in Section 3. Section 4 concludes the paper with a brief summary. All proofs are reserved to Section 5.

2. Main results

Let $D_k(\cdot)$ denote the $k^{th}$ order derivative for $k \geq 1$ and $D_0(f) = f$. For integers $k \geq 0$ and $p \geq 1$, denote

$$
\mu_{k,p} = \int w^k K^p(w)dw.
$$

Denote $m(t) = E(Y_1^2 | X_1 = t)$ and $\sigma^2(t) = m(t) - \tau^2(t)$.

We heavily rely on the following propositions in the proof of the main theorems in this section. These two propositions are modification and generalization of the results in [8, 13, 15] (see also [9] or [18]). The density function $f(s)$ of random variable $X$ there can be replaced by the function $\eta(s)$ with the same smoothing property.

**Proposition 2.1.** Suppose that $K$ has bounded support $[-T,T]$ and integrates to 1. Assume that $\eta$ and $\xi$ have $l + 1$ bounded and continuous derivative, $\xi \geq c > 0$, and $\xi'/\xi$ is bounded in a neighborhood of $t$ for some $c > 0$. Then

$$
\frac{1}{h_n} \int K\left(\frac{t-s}{h_n}\xi(s)\right) \xi(s)\eta(s)ds = \sum_{k=0}^{l} a_k(t)h_n^k + o(h_n^l),
$$

as $h_n \to 0$, where the set of functions $a_k(t)$ are defined as

$$
a_k(t) = (-1)^k \frac{\mu_{k,l}}{k!} D_k\left(\frac{\eta(t)}{\xi^l(t)}\right).$$
If $K$ is symmetric with respect to zero, then $a_{2k+1}(t) = 0$.

**Proposition 2.2.** Under the same condition as in Proposition 2.1,

$$
\frac{1}{h_n} \int K^2 \left( \frac{t-s}{h_n} \xi(s) \right) \xi^2(s) \eta(s) ds = \sum_{k=0}^{l} a_k(t) h_n^k + o(h_n^l)
$$

as $h_n \to 0$. The functions $a_k(t)$ are defined as

$$
a_{2k+1}(t) = 0, \quad a_{2k}(t) = \frac{\mu_{2k,2}}{(2k)!} D_{2k} \left( \frac{\eta(t)}{\xi^{2k-1}(t)} \right).
$$

We take the following assumption on the kernel function $K$, the clipping function $p$, the density function $f(x)$ of $X_1$, the regression function $r$ throughout the paper.

**Assumption 2.3.** Assume that $K$ is non-negative, symmetric to zero, integrates to 1 and has support $[-T,T]$ for some $T < \infty$, $K$ has fourth order derivative, the clipping function $p$ (see the definition of function $\alpha$ in (1.6)) has fifth order derivative, $\alpha$ has fifth order bounded and continuous derivative in the neighborhood of $t$, $r$ has sixth order bounded and continuous derivative in the neighborhood of $t$. $f'/f$ and $r''/r'$ are bounded in the neighborhood of $t$.

**Remark 2.4.** For the proof of the main results in this section, we shall apply Propositions 2.1 and 2.2 several times with $\xi(s) = \alpha(q(s))$ and $l = 4$. Recall that $q(s) = f(s)/|r'(s)|^{1/2}$. Obviously, by the definition of function $\alpha$ in (1.6) and the condition on $p$, $f$ and $r$ in Assumption 2.3, $\alpha \geq c$ and $\xi$ has fifth order bounded and continuous derivative. We now show that this $\xi$ also satisfies the condition that $\xi'/\xi$ is bounded in a neighborhood of $t$ under the condition $f'/f, r''/r'$ are bounded in a neighborhood of $t$.

If $q(s) \geq t_0 c^2$, then $\xi(s) = \alpha(q(s)) = f^{1/2}(s)(r'(s))^{1/4}$. Hence

$$
\frac{d\alpha(q(s))}{\alpha(q(s))} = \frac{f'(s)}{2f(s)} + \frac{r''(s)}{4r'(s)}.
$$

If $q(s) < t_0 c^2$, $\xi(s) = \alpha(q(s)) = cp^{1/2}(q(s)/c^2)$, we have

$$
\frac{d\alpha(q(s))}{\alpha(q(s))} = \frac{q'(s)p(q(s)/c^2)}{2c^2 p(q(s)/c^2)}.
$$

Here

$$
q'(s) = (f(s)(r'(s))^{1/2})' = q(s) \left\{ \frac{f'(s)}{f(s)} + \frac{r''(s)}{2r'(s)} \right\},
$$

and $0 \leq q(s) < t_0 c^2$ in this case. $p'(q(s)/c^2)$ is bounded in a neighborhood of $t$ because of the continuity of $p'$. Therefore for all $s$ in a neighborhood of $t$, the boundedness of $f'(s)/f(s)$ and $r''(s)/r'(s)$ implies that $\xi'/\xi$ is bounded in a neighborhood of $t$.

**Remark 2.5.** In the proof of the theorems, we apply Propositions 2.1 and 2.2 and take the function $\eta$ there to be $f$ or $g = fr$. It is easy to see that the conditions on $f$ and $r$ in Assumption 2.3 imply that $\eta$ has $l + 1$ bounded and continuous derivative with $l = 4$. 
Remark 2.6. Giné and Sang [8] provided a five time differentiable clipping function $p$ with $t_0 = 2$.

$$p(t) = \begin{cases} 1 + \frac{\theta}{64} (1 - 2(t - 2) + \frac{9}{4}(t - 2)^2 - \frac{7}{4}(t - 2)^3 + \frac{7}{8}(t - 2)^4) & \text{if } 0 \leq t \leq 2 \\ \frac{\theta}{t} & \text{if } t \geq 2 \\ 1 & \text{if } t \leq 0 \end{cases}.$$  

We will use this clipping function in the simulation study.

Let $1 < t_0 < \infty$ and $0 < \alpha < \infty$ be the constants in the definition of $\alpha(w)$ in (1.6), we study the estimation of $r(t)$ for $t$ in the region $D_{rf}$,

$$D_{rf} = \{ t \in \mathbb{R} : q(t) \geq 2t_0c^2 \}. \quad (2.3)$$

Note that $f(t)$ is bounded away from zero for $t \in D_{rf}$. This is a necessary condition for the estimation of $r(t)$.

Remark 2.7. By the condition $q(t) = f(t)|r'(t)|^{1/2} \geq 2t_0c^2$ in the definition of region $D_{rf}$, $\alpha(q(t)) = q^{1/2}(t)$. This is a necessary requirement to remove the term with $h_n^2$ in the bias expansion. For example, see the proof of the following Theorem 2.8, Step 1. On the other hand, we can also observe this point from the simulation study in Section 3. The estimator does not have satisfied performance in the area where $r'$ is close to 0 (the area with flat tangent lines). See Figures 1 and 2 in Section 3.

Now we are ready to state the main theorems. The next two theorems are the results for the ideal estimator in (1.7).

Theorem 2.8. Under Assumption 2.3, assume that $h_n \to 0$ and $nh_n \to \infty$ as $n \to \infty$, then

$$E(\bar{r}(t;h_n)) = r(t) + \theta(t)h_n^4 + o(h_n^4) + o \left( \frac{1}{nh_n} \right) \quad (2.4)$$

and

$$E(\bar{r}(t;h_n) - r(t))^2 = \theta^2(t)h_n^8 + \frac{\mu_0.2|r'(t)|^{1/4} \sigma^2(t)}{nh_n \sqrt{f(t)}} + o(h_n^8) + o \left( \frac{1}{nh_n} \right) \quad (2.5)$$

for $t \in D_{rf}$, where

$$\theta(t) = \frac{\mu_{4.1}}{24f(t)} \left\{ D_4 \left( \frac{r(t)}{f(t)|r'(t)|} \right) - r(t)D_4 \left( \frac{1}{f(t)|r'(t)|} \right) \right\}. \quad (2.6)$$

Theorem 2.9. Under Assumption 2.3, if $h_n^4 \sqrt{nh_n} \to \lambda$ as $n \to \infty$, for some $0 \leq \lambda < \infty$, then

$$\sqrt{nh_n} \{ \bar{r}(t;h_n) - r(t) \} \overset{D}{\to} N \left( \lambda \theta(t), \frac{\mu_0.2|r'(t)|^{1/4} \sigma^2(t)}{\sqrt{f(t)}} \right)$$

for $t \in D_{rf}$.

Remark 2.10. Müller and Stadtmüller [16] worked on kernel regression estimation with fixed design points $\{x_i\}_{i=1}^n$ and variable bandwidth depending on the estimation point $t$. In this paper we study kernel regression estimation with random design points $\{X_i\}_{i=1}^n$ and variable bandwidth depending on the sample.

Hall [9] used the variable bandwidth $h_n/\alpha_1(X_i)$ for the numerator and $h_n/\alpha_2(X_i)$ for the denominator of the regression estimator where $\alpha_1 = |f g|^{1/2} = |f r'|^{1/2}$ and $\alpha_2 = f^{1/2}$. However, if we write Hall’s regression estimator as $\sum_{i=1}^n w_iY_i$, the sum of the weight $\sum_{i=1}^n w_i \not= 1$ since the bandwidths for the numerator and the
denominator are different. In this paper we use the same variable bandwidth \( h_n / \alpha(q(X_i)) \) for both the numerator and the denominator. Consequently, if we define the weight \( w_i = (nh_n)^{-1} K \left( \frac{t - X_i \alpha(q(X_i))}{h_n} \right) \alpha(q(X_i)) / f(t; h_n) \) for each \( X_i, i \in [1, n] \), then \( \sum_{i=1}^{n} w_i = 1 \).

On the other hand, Hall’s regression estimator has no clipping procedure. As Terrell and Scott [23] pointed out in variable kernel density estimation, one may not have bias reduction if we only use the square root law. This may apply to variable bandwidth kernel regression estimation if the estimation of the density function is involved.

The next two theorems are the results for the true estimator in (1.12).

**Theorem 2.11.** Denote \( U(h_{1,n}) := h_{1,n}^2 + (nh_{1,n}^2)^{-1/2} \) and assume \( h_{2,n} \to 0 \) and \( nh_{2,n} \to \infty \) as \( n \to \infty \), \( U(h_{1,n}) = o(h_{2,n}^2) \). Under Assumption 2.3,

\[
E \hat{r}(t; h_{1,n}, h_{2,n}) = r(t) + \theta(t) h_{2,n}^2 + o(h_{2,n}^2) + o \left( \frac{1}{nh_{2,n}} \right) \quad (2.7)
\]

and

\[
E \left( \hat{r}(t; h_{1,n}, h_{2,n}) - r(t) \right)^2 = \theta^2(t) h_{2,n}^2 + \frac{|r'(t)|^{1/4} \mu_{0,2} \sigma^2(t)}{nh_{2,n} \sqrt{f(t)}} + o(h_{2,n}^2) + o \left( \frac{1}{nh_{2,n}} \right) \quad (2.8)
\]

for \( t \in D_r \). Consequently, the optimal bandwidth

\[
h_{2,n}^* = \left( \frac{1}{n} \right)^{1/9} \left( \frac{\mu_{0,2} \sigma^2(t)}{8 \int_{t \in D_r} \theta^2(t) dt} \int_{t \in D_r} \frac{|r'(t)|^{1/4} \sigma^2(t)}{\sqrt{f(t)}} dt \right)^{1/9}.
\]

**Theorem 2.12.** Assume \( U(h_{1,n}) = o(h_{2,n}^2) \). Under Assumption 2.3, if \( h_{2,n}^2 \sqrt{nh_{2,n}} \to \lambda \) as \( n \to \infty \), for some \( 0 \leq \lambda < \infty \),

\[
\sqrt{nh_{2,n}} \{ \hat{r}(t; h_{1,n}, h_{2,n}) - r(t) \} \overset{D}{\rightarrow} N \left( \lambda \theta(t), \frac{\mu_{0,2} \sigma^2(t)}{\sqrt{f(t)}} \right)
\]

for \( t \in D_r \).

### 3. Simulation

In this section, we conduct simulation study to compare the performance of the variable bandwidth kernel regression estimator (VKRE) (1.12) with Nadaraya Watson estimator (NWE). The three regression functions used are:

1. \( Y_i = 2 + \sin(0.75X_i) + 0.3 \varepsilon_i \);
2. \( Y_i = \frac{1}{1 + X_i^2} + 0.3 \varepsilon_i \);
3. \( Y_i = \log |X_i| + 0.3 \varepsilon_i \),

where \( 1 \leq i \leq n \), \( \{ \varepsilon_i \}_{i=1}^{n} \) are i.i.d. random errors, \( \{ X_i \}_{i=1}^{n} \) are i.i.d. random variables, and they are independent. For NWE, we used the \( \text{npreg()} \) function from the \text{np} package [12] in the programming software R with their
default settings, i.e., Gaussian kernel and cross-validation bandwidth selection method. For VKRE, we applied the following kernel (tricube kernel)

$$K(u) = \frac{70}{81} (1 - |u|^3)^3 1_{|u| \leq 1},$$

and the five time differentiable clipping function $p$ in (2.6).

Recall that we estimate the regression function $r(t)$ for $t \in D_{rf}$. Hence, we can estimate $r(t)$ over a large range of $t$ if we choose a very small value of $c$. In this simulation study we set $c$ in (1.6) to be 0.000001. To apply the kernel method in an estimation, one should select an optimal bandwidth based on some criteria, for example, to minimize the mean squared error. We apply the cross-validation bandwidth selection method in NWE. It is interesting to investigate the bandwidth selection problem from both theoretical and application viewpoints for VKRE. However, the study in this direction is a new challenge and we leave it as an open question for future study. Instead, we take the bandwidths, $h_{1,n}$ and $h_{2,n}$, as $0.6 \times n^{-1/7}$ and $n^{-1/9}/4$ respectively for all following simulation study including the graphs and numerical comparison, which satisfy the assumptions in Theorem 2.11.

For the simulation study in Figures 1–3, the random errors are generated from the uniform distribution on interval $[-0.5, 0.5]$ with $n = 5000$. In Figure 1, the first regression function in (3.1) is chosen with the random variables $\{X_i\}_{i=1}^n$ generated from the Cauchy distribution with location parameter 3 and scale parameter 4. In Figure 2, the second regression function in (3.1) is chosen with $\{X_i\}_{i=1}^n$ generated from the $T$-distribution with degree of freedom 4. In Figure 3, the third regression function in (3.1) is chosen with $\{X_i\}_{i=1}^n$ generated from the standard normal distribution.

The simulation study in Figures 1–3 shows that, for each of the regression functions, VKRE has better performance than NWE. The only exception is the area around 0 in the third figure. For the regression function $r(x) = \log|x|$, if $x > 0$ is in a neighborhood of 0, $r''/r' = -1/x$ is not bounded. Hence the condition on $r$ in Assumption 2.3 is not satisfied. This is the reason VKRE has very bad performance around 0. Also we notice that the performance of VKRE is slightly worse in the area $r'$ is close to 0 (the area with horizontal tangent line).
than the other part in Figures 1 and 2. In some sense this confirms the condition $q(t) = f(t)|r'(t)|^{1/2} \geq 2t_0c^2$ in the definition of the region $\mathcal{D}_{rf}$ in (2.3).
Table 1. Comparing RMSE of VKRE and NWE with the random errors from different distributions.

| Errors $X$  | NWE RMSE  | VKRE RMSE |
|------------|-----------|-----------|
| $U[-0.5, 0.5]$ | 0.01165791 | 0.008649485 |
| $U[-1, 1]$   | 0.02135706  | 0.01474327  |
| $U[-2, 2]$   | 0.03912875  | 0.02785478  |

Table 2. Comparing RMSE of VKRE and NWE with $X$ from different distributions.

| $X$          | NWE RMSE  | VKRE RMSE |
|-------------|-----------|-----------|
| $T(df = 1)$ | 0.01973383 | 0.01215381 |
| $T(df = 4)$ | 0.01165791 | 0.008649485 |
| $T(df = 8)$ | 0.006720047 | 0.004981605 |
| Cauchy(3, 4) | 0.02445313 | 0.01189971 |
| Cauchy(5, 7) | 0.02656666 | 0.01461736 |
| $N(0, 1)$   | 0.007069801 | 0.005971244 |
| $N(5, 10)$  | 0.01349415 | 0.01335264 |

3.1. Numerical comparison using RMSE

We provide numerical comparison to further verify the advantage of VKRE. Tables 1, 2, and 3 demonstrate the difference between NWE and VKRE for the second regression function in (3.1) using the measure,

$$ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (r(X_i) - \hat{r}(X_i))^2}, $$

where $r(t)$ is the real regression function and $\hat{r}(t)$ is NWE or VKRE. Each entry of the tables is the average of RMSE from $N = 250$ samples.

In Table 1, we compare the RMSE for NWE and VKRE with the random errors from different distributions, $X$ from the T-distribution with degree of freedom 4, and the sample size of 5000. The table shows that as the bounds for the uniform distribution increases, the RMSE increases for both NWE and VKRE.

In Table 2, we list the RMSE for NWE and VKRE with $X$ generated from different distributions, $\varepsilon$ generated from the uniform distribution on the interval $[-0.5, 0.5]$, and $n = 5000$ with $N = 250$ repetitions. Recall that the T-distribution with degree of freedom 1 is same as the standard Cauchy distribution. It is interesting to see that as the degrees of freedom increase for T-distribution, the RMSE decreases for both of the estimators.

In Table 3, we compare the RMSE for NWE and VKRE with different sample sizes, $\varepsilon$ generated from the uniform distribution on the interval $[-0.5, 0.5]$, and $X$ generated from the T-distribution with degree of freedom 4. The table shows that the RMSE decreases as the sample size increases for both of the estimators.

Moreover, the results from all three tables indicate that the RMSE of VKRE is smaller than that of NWE in each case. Thus, in all situations considered, VKRE outperforms NWE.

3.2. Numerical comparison using Monte-Carlo estimation of MSE

This subsection covers Monte-Carlo simulation and approximation of the following mean square error,

$$ MSE = \mathbb{E}[(\hat{r}(t) - r(t))^2], $$
Table 3. Comparing RMSE of VKRE and NWE with different sample sizes.

| n   | NWE RMSE | VKRE RMSE |
|-----|----------|-----------|
| 500 | 0.01866795 | 0.01520967 |
| 1000| 0.01598541 | 0.01162556 |
| 2000| 0.01358658 | 0.01012766 |
| 5000| 0.01165791 | 0.008649485 |
| 8000| 0.009052834 | 0.00564806 |
| 10000| 0.007793899 | 0.004173846 |

Table 4. Comparing MSE of VKRE and NWE with $X \sim T(4)$ and $\varepsilon \sim N(0, 1)$.

| $t$  | NWE VKRE    | NWE VKRE    |
|------|-------------|-------------|
| $-7.161518$   | 0.082425068  | 0.022757438  | 0.952882068  | 0.012199782  |
| $-5.593896$   | 0.038621453  | 0.029278125  | 0.181799310  | 0.010549010  |
| $-4.026274$   | 0.001274921  | 0.001691833  | 0.059748939  | 0.000630284  |
| $-2.458652$   | 0.000693960  | 0.000953009  | 0.028731527  | 0.000743185  |
| $-0.89103$    | 0.000050333  | 0.000350961  | 0.003600552  | 0.000450090  |
| 0.676592      | 0.000470135  | 0.000042570  | 0.000808568  | 0.00039578   |
| 2.244214      | 0.000626251  | 0.000208169  | 0.002708418  | 0.002896018  |
| 3.811836      | 0.000611614  | 0.000129696  | 0.004925216  | 0.002134087  |
| 5.379458      | 0.021020283  | 0.000137274  | 0.067687352  | 0.014086197  |
| 6.94708       | 0.013454439  | 0.000442013  | 0.709749776  | 0.042635434  |

Table 5. Comparing MSE of VKRE and NWE with $X \sim T(4)$ and $\varepsilon \sim U[-1, 1]$.

| $t$  | NWE VKRE    | NWE VKRE    |
|------|-------------|-------------|
| $-7.161518$   | 0.037688485  | 0.015996216  | 1.4541232   | 0.088033    |
| $-5.593896$   | 0.017563571  | 0.003636569  | 0.223683    | 0.0268285   |
| $-4.026274$   | 0.000725586  | 0.000423212  | 0.0240457   | 0.0029750   |
| $-2.458652$   | 0.000536810  | 0.00052783   | 0.0103590   | 0.0001132   |
| $-0.89103$    | 0.000083700  | 0.00015774   | 0.0020801   | 0.0000299   |
| 0.676592      | 0.000015691  | 0.00047977   | 0.0019164   | 0.0000508   |
| 2.244214      | 0.000151535  | 0.00032906   | 0.0111435   | 0.0002437   |
| 3.811836      | 0.004435139  | 0.00604593   | 0.0250448   | 0.0005697   |
| 5.379458      | 0.016278344  | 0.004865297  | 0.1074176   | 0.0271930   |
| 6.94708       | 0.024189585  | 0.011530802  | 1.4184324   | 0.0756486   |

To compare NWE and VKRE estimators. We compare the regression estimators for the second regression function (Bounded RF) and the third regression function (Unbounded RF) in (3.1) in the following tables. Each entry in the tables is the average of $(\hat{r}(t) - r(t))^2$ from $N = 250$ random samples each with sample size $n = 5000$. In each table, we list the results at 10 points which are evenly selected from the range of $nN$ simulated $X$ values with the specified T-distribution or the standard normal distribution.

Tables 4 and 5 compares NWE and VKRE for the bounded and the unbounded regression functions in (3.1) where $X$ is generated from the T-distribution with degrees of freedom 4, whereas in Tables 6 and 7, $X$ is generated from the standard normal distribution. In Tables 4 and 6 the errors are from the standard normal
Table 6. Comparing MSE of VKRE and NWE with $X \sim N(0, 1)$ and $\varepsilon \sim N(0, 1)$.

| $t$          | NWE    | VKRE   | NWE    | VKRE   |
|--------------|--------|--------|--------|--------|
| $-3.166296000$ | 0.044502685 | 0.014599755 | 0.162391619 | 0.001478955 |
| $-2.476748778$ | 0.002788421 | 0.001986454 | 0.05269439 | 0.000617464 |
| $-1.787201556$ | 0.000879162 | 0.000831587 | 0.08172456 | 0.000803430 |
| $-1.097654333$ | 0.000227731 | 0.00011475 | 0.016341566 | 0.000075463 |
| $-0.40810711$ | 0.000120885 | 0.00020626 | 0.035076566 | 0.000617464 |
| 0.281440111 | 0.000061373 | 0.00020626 | 0.001005907 | 0.000117938 |
| 0.970987333 | 0.000007520 | 0.000083182 | 0.000117938 | 0.000086808 |
| 1.660534556 | 0.000365033 | 0.000184329 | 0.017263192 | 0.000617464 |
| 2.350081778 | 0.000365033 | 0.000184329 | 0.017263192 | 0.000617464 |
| 3.039629000 | 0.000365033 | 0.000184329 | 0.017263192 | 0.000617464 |

Table 7. Comparing MSE of VKRE and NWE with $X \sim N(0, 1)$ and $\varepsilon \sim U[-1, 1]$.

| $t$          | NWE    | VKRE   | NWE    | VKRE   |
|--------------|--------|--------|--------|--------|
| $-3.166296000$ | 0.030718309 | 0.002079258 | 0.067146594 | 0.051639374 |
| $-2.476748778$ | 0.000201962 | 0.000035443 | 0.018435422 | 0.006108237 |
| $-1.787201556$ | 0.000143322 | 0.000067562 | 0.003757715 | 0.000101261 |
| $-1.097654333$ | 0.000091673 | 0.000189295 | 0.002869324 | 0.000185627 |
| $-0.40810711$ | 0.000030893 | 0.000017899 | 0.001339005 | 0.000052513 |
| 0.281440111 | 0.000013158 | 0.000017005 | 0.001477281 | 0.000069223 |
| 0.970987333 | 0.000205468 | 0.000050455 | 0.001344766 | 0.000136607 |
| 1.660534556 | 0.000036136 | 0.000004868 | 0.004016354 | 0.000039407 |
| 2.350081778 | 0.013097496 | 0.000167359 | 0.041389033 | 0.035245030 |
| 3.039629000 | 0.013097496 | 0.000167359 | 0.041389033 | 0.035245030 |

distribution whereas the errors in Tables 5 and 7 are generated from the uniform distribution on the interval $[-1, 1]$.

In Tables 4–7, VKRE outperforms NWE for the unbounded regression function at all selected $t$ values. For the bounded regression function, VKRE has better performance than NWE at most of the $t$ values. On the other hand, for the $t$ values where NWE has better performance than VKRE, the difference between the corresponding MSEs is relatively very small. In summary, the Monte-Carlo approximation of MSE also shows that VKRE outperforms NWE in general.

4. Conclusion

In this article we propose a variable bandwidth kernel regression estimator. With this estimator, the bandwidth is proportional to $1/\sqrt{f(X_i)}$, $1 \leq i \leq n$, the inverse of the square root of the marginal density function value of the independent variable at the observation which is same as the square root law in the variable bandwidth kernel density estimation [1, 7, 8, 10, 11, 13–15, 18, 23]. The bandwidth is also proportional to the inverse of the absolute value of the fourth root of the derivative of the regression function. It intuitively sounds since there are much more observations in the area with a large marginal density of the independent variable or with a large derivative of the regression function and we therefore shall take a relatively small bandwidth. On the
other hand, this variable bandwidth method also selects a larger bandwidth in the sparse area to pick up more observations in the estimation. In the area where the marginal density of the independent variable is extremely small or the regression is very flat, the clipping procedure there will take a relative constant bandwidth to avoid over estimation since the the clipping function is bounded below.

Under some regular conditions on the kernel function and bandwidth sequence, we study the bias and mean squared error for both the ideal estimator and the true estimator. The order of the bias is \( h_n^4 \) instead of \( h_n^2 \) as in the classical Nadaraya-Watson kernel regression estimator. In consequence, the mean squared error has order of \( n^{-8/9} \) instead of \( n^{-4/5} \). We also obtain central limit theorem for the ideal estimator and the true estimator. The advantage of this variable bandwidth estimator over the classical Nadaraya-Watson kernel regression estimator is demonstrated by a simulation study.

It is also interesting to study the case when \( X_i \)'s are random variables on \( \mathbb{R}^d \). In [8], the authors studied variable bandwidth kernel density estimation (1.5) in \( d \)-dimensional case. However, the true bandwidth in multidimensional variable bandwidth regression estimation should also involve the regression function \( r \). It is an interesting problem to find the right variable bandwidth which can remove the term with \( h_n^2 \). We leave this part of work for future research.

5. Proofs

For convenience, we slightly modify the proofs of the theorems in [13, 15] or [8] and provide a proof for Proposition 2.1. The proof of Proposition 2.2 is similar.

Proof of Proposition 2.1. Since \( \xi \geq c \) and \( \xi'/\xi \) is bounded in a neighborhood of \( t \), there exists \( \delta > 0 \) such that \( (v\xi(t-v))' = \xi(t-v) - v\xi'(t-v) > 0 \) for \( v \in [-\delta, \delta] \). Hence the function \( U_i(v) := v\xi(t-v) \) is invertible for \( v \in [-\delta, \delta] \). The inverse function \( V_i(u) \) is \( l+1 \) times differentiable with continuous derivatives. Since \( K((t-s)\xi(s)/h_n) = 0 \) unless \( |t-s| \leq Th_n/\xi(s) \leq Th_n/c \), the change of variables

\[
h_n z = (t-s)\xi(t-(t-s)), \text{ or } t-s = V_i(h_n z)
\]

in the following integral is valid

\[
\frac{1}{h_n} \int K\left( \frac{t-s}{h_n} \xi(s) \right) \xi(s) \eta(s) ds
\]

\[
= - \int K(z) \xi(t-V_i(h_n z)) \eta(t-V_i(h_n z)) \frac{dV_i(h_n z)}{d(h_n z)} dz.
\]

Developing \( \xi(t-V_i(h_n z)) \eta(t-V_i(h_n z)) \frac{dV_i(h_n z)}{d(h_n z)} \) into powers of \( h_n z \), and the first statement of the proposition follows.

Let \( \psi \) be an infinitely differentiable function of finite support. Changing variable \( t = s + h_n u \), developing \( \psi \), changing variable \( \omega = u\xi(s) \), and integrating by parts, we have

\[
\frac{1}{h_n} \int \psi(t)K\left( \frac{t-s}{h_n} \xi(s) \right) \xi(s) \eta(s) ds
\]

\[
= \int \psi(s) \eta(s) ds + \sum_{k=1}^l (-1)^k \tau_k h_n^k \int \psi(s) D_k \left( \frac{\eta(s)}{\xi(s)} \right) ds + o(h_n^l)
\]

(5.1)
where \( \tau_k = 0 \) when \( k \) is odd by symmetry. By (2.1),

\[
\frac{1}{h_n} \int \psi(t) K\left(\frac{t-s}{h_n}\right) \xi(s) \eta(ds) = \sum_{k=0}^{l} h_n^k \int \psi(t) a_k(t) dt + o(h_n^l). \tag{5.2}
\]

Comparing the coefficients of (5.1) and (5.2), we obtain (2.2).

We shall use the following formula to estimate the expectation of a quotient of two random variables:

\[
\frac{1}{z} = 1 - (z - 1) + \cdots + (-1)^p (z - 1)^p + (-1)^{p+1} \frac{(z - 1)^{p+1}}{z}. \tag{5.3}
\]

**Proof of Theorem 2.8.** By (1.7) and (5.3) with \( p = 1 \) and \( z = f(t; h_n)/E f(t; h_n) \),

\[
E \tilde{r}(t; h_n) = \frac{E \tilde{g}(t; h_n)}{E f(t; h_n)} + \frac{-I_1 + I_2}{(E f(t; h_n))^2} \tag{5.4}
\]

where

\[
I_1 = E \left\{ \tilde{g}(t; h_n) (f(t; h_n) - E f(t; h_n)) \right\}, \tag{5.5}
\]

\[
I_2 = E \left\{ \tilde{r}(t; h_n) (f(t; h_n) - E f(t; h_n))^2 \right\}. \tag{5.6}
\]

**Step 1.** We estimate \( E \tilde{g}(t; h_n)/E \tilde{f}(t; h_n) \). Let \( g(t) = f(t)r(t) \). Then

\[
\frac{E \tilde{g}(t; h_n)}{E \tilde{f}(t; h_n)} - r(t) = \frac{f(t) E \tilde{g}(t; h_n) - g(t) E \tilde{f}(t; h_n)}{f(t) E \tilde{f}(t; h_n)}. \tag{5.7}
\]

Note that

\[
E \tilde{g}(t; h_n) = \frac{1}{h_n} \int K \left( \frac{t-s}{h_n} \right) \alpha(q(s)) g(s) ds.
\]

For \( t \in D_{rf} \), by Proposition 2.1 and Remark 2.4,

\[
E \tilde{g}(t; h_n) = g(t) + \frac{\mu_{2,1} h_n^2}{2} D_2 \left( \frac{g(t)}{q(t)} \right) + \frac{\mu_{4,1} h_n^4}{24} D_4 \left( \frac{g(t)}{q(t)} \right) + o(h_n^4).
\]

Similarly,

\[
E \tilde{f}(t; h_n) = f(t) + \frac{\mu_{2,1} h_n^2}{2} D_2 \left( \frac{f(t)}{q(t)} \right) + \frac{\mu_{4,1} h_n^4}{24} D_4 \left( \frac{f(t)}{q(t)} \right) + o(h_n^4). \tag{5.8}
\]

Hence

\[
\frac{f(t) E \tilde{g}(t; h_n) - g(t) E \tilde{f}(t; h_n)}{2} = \frac{f(t)}{2} \left\{ D_2 \left( \frac{g(t)}{q(t)} \right) - r(t) D_2 \left( \frac{f(t)}{q(t)} \right) \right\}
\]
We next show that the term with $h_n^2$ is zero. Let $\phi(t) = f(t)/q(t)$. Then

$$D_2 \left( \frac{g(t)}{q(t)} \right) - r(t)D_2 \left( \frac{f(t)}{q(t)} \right) = D_2 (r(t)\phi(t)) - r(t)D_2(\phi(t)) = r''(t)\phi(t) + 2r'(t)\phi'(t) = \frac{(r'(t)\phi^2(t))'}{\phi(t)}.$$  

Since $\phi(t) = f(t)/q(t) = |r'(t)|^{-1/2}$. Then $r'(t)\phi^2(t) = -1$ or 1. Hence

$$D_2 \left( \frac{g(t)}{q(t)} \right) - r(t)D_2 \left( \frac{f(t)}{q(t)} \right) = 0. \quad (5.10)$$

By (5.9) and (5.10), for $\theta(t)$ defined in (2.6),

$$f(t)E\tilde{g}(t; h_n) - g(t)E\tilde{f}(t; h_n) = f^2(t)\theta(t)h_n^4 + o(h_n^4). \quad (5.11)$$

Since $E\tilde{f}(t; h_n) = f(t) + o(1)$ by (5.8), then by (5.7) and (5.11),

$$E\tilde{g}(t; h_n) \over Ef(t; h_n) = r(t) + \theta(t)h_n^4 + o(h_n^4). \quad (5.12)$$

**Step 2.** We estimate $I_1$ in (5.5). Denote $W_i = (t - X_i)\alpha(q(X_i))/h_n$ and let $F_i = K(W_i)\alpha(q(X_i))$. By Propositions 2.1 and 2.2,

$$I_1 = \frac{1}{n^2h_n^2}E \sum_{i\neq j} F_iY_i \{F_j - EF_j \} + \frac{1}{nh_n^2}E \sum_{i=1}^n F_iY_i \{F_i - EF_i \}$$

$$= \frac{1}{nh_n^2}E (F_1^2Y_1) - \frac{1}{nh_n}E (F_1Y_1) \frac{1}{h_n}EF_1$$

$$= \frac{\sqrt{q(t)}g(t)\mu_0.2}{nh_n} + O \left( \frac{1}{n} \right). \quad (5.13)$$

**Step 3.** We estimate $I_2$ in (5.6). By Taylor expansion of the function $\gamma(y) = (1 + y)^{-1}$,

$$\frac{1}{\tilde{f}(t; h_n)} = \frac{1}{Ef(t; h_n) \{1 + \tilde{f}(t; h_n)/Ef(t; h_n) - 1 \}} = \frac{1}{Ef(t; h_n)} \left( 1 + \gamma'(\xi_t) \frac{\tilde{f}(t; h_n) - Ef(t; h_n)}{Ef(t; h_n)} \right)$$

where $\xi_t$ is between 0 and $\tilde{f}(t; h_n)/E\tilde{f}(t; h_n) - 1$. Then

$$I_2 = \frac{1}{Ef(t; h_n)}E \{ \tilde{g}(t; h_n) (\tilde{f}(t; h_n) - Ef(t; h_n))^2 \}$$
\[
\frac{1}{(E\bar{f}(t;h_n))^2} E \left\{ \gamma'(\xi_t)\bar{g}(t;h_n) \left( \bar{f}(t;h_n) - E\bar{f}(t;h_n) \right) \right\}^3 \\
\quad = \frac{1}{E\bar{f}(t;h_n)} I_{2,1} + \frac{1}{(E\bar{f}(t;h_n))^2} I_{2,2}.
\]

(5.15)

Similar to the estimate in (5.13),

\[
I_{2,1} = \frac{1}{n^3 h_n^3} E \sum_{i \neq j} F_i Y_i \{ F_j - EF_j \}^2 + \frac{1}{n^3 h_n^3} E \sum_{i=1}^n F_i Y_i \{ F_i - EF_i \}^2 \\
\quad = \frac{1}{nh_n} E\bar{g}(t;h_n) \left\{ \frac{1}{h_n} EF_1^2 - h_n \left( \frac{1}{h_n} EF_1 \right)^2 \right\} + O \left( \frac{1}{n^2 h_n^2} \right) \\
\quad = \frac{\sqrt{q(t) g(t) f(t) \mu_0^2}}{nh_n} + o \left( \frac{1}{nh_n} \right).
\]

(5.16)

By Hölder’s inequality,

\[
|I_{2,2}| \leq ||\gamma'(\cdot)||_{\infty} \left( E\bar{g}^2(t;h_n) \right)^{1/2} \left( E \left( \bar{f}(t;h_n) - E\bar{f}(t;h_n) \right)^6 \right)^{1/2}.
\]

Recall that \(F_i = K(W_i)\alpha(q(X_i))\). Then

\[
E \left( \bar{f}(t;h_n) - E\bar{f}(t;h_n) \right)^6 \\
\quad = \frac{1}{n^6 h_n^6} E \sum_{i,j,k \text{ are different}} (F_i - EF_i)^2 (F_j - EF_j)^2 (F_k - EF_k)^2 \\
\quad + \frac{1}{n^6 h_n^6} E \sum_{i \neq j} \left\{ (F_i - EF_i)^4 (F_j - EF_j)^2 + (F_i - EF_i)^3 (F_j - EF_j)^3 \right\} \\
\quad + \frac{1}{n^6 h_n^6} E \sum_{i=1}^n (F_i - EF_i)^6 \\
\quad = O \left( \frac{1}{n^3 h_n^3} \right).
\]

(5.17)

Hence

\[
I_{2,2} = o \left( \frac{1}{nh_n} \right).
\]

(5.18)

Since \(E\bar{f}(t;h_n) = f(t)(1 + o(1))\), then by (5.15), (5.16) and (5.18),

\[
I_2 = \frac{\sqrt{q(t) g(t) f(t) \mu_0^2}}{nh_n} + o \left( \frac{1}{nh_n} \right).
\]

(5.19)

By (5.4), (5.12), (5.13) and (5.19), we obtain (2.4).

**Step 4.** Now we prove (2.5). By (5.14),

\[
\tilde{r}(t;h_n) - r(t) = \frac{f(t)\bar{g}(t;h_n) - g(t)\bar{f}(t;h_n)}{f(t)\bar{f}(t;h_n)}.
\]
By Hölder's inequality,

\[
\begin{align*}
&= \frac{f(t)\bar{g}(t; h_n) - g(t)\bar{f}(t; h_n)}{f(t)E\bar{f}(t; h_n)} \\
+ & \frac{\gamma'(\xi_i)\{f(t)\bar{g}(t; h_n) - g(t)\bar{f}(t; h_n)\}\{\bar{f}(t; h_n) - E\bar{f}(t; h_n)\}}{f(t)(E\bar{f}(t; h_n))^2} \\
:= & \frac{J_1}{f(t)E\bar{f}(t; h_n)} + \frac{J_2}{f(t)(E\bar{f}(t; h_n))^2}.
\end{align*}
\]

Since \(E\bar{f}(t; h_n) = f(t)(1 + o(1))\), then

\[
E \{\bar{r}(t; h_n) - r(t)\}^2 = \left(\frac{EJ_1^2}{f^4(t)} + \frac{2E(J_1J_2)}{f^5(t)} + \frac{EJ_2^2}{f^6(t)}\right)(1 + o(1)). \tag{5.20}
\]

Recall that \(F_i = K(W_i)\alpha(q(X_i))\). Then

\[
EJ_1^2 = \frac{1}{n^2h_n^2}E\sum_{i\neq j} \{f(t)F_iY_i - g(t)F_i\} \{f(t)F_jY_j - g(t)F_j\} \\
+ \frac{1}{n^2h_n^2}E\sum_{i=1}^n \{f(t)F_iY_i - g(t)F_i\}^2. \tag{5.21}
\]

By (5.11),

\[
\frac{1}{h_n}E \{f(t)F_iY_1 - g(t)F_i\} = f(t)E\bar{g}(t; h_n) - g(t)\bar{f}(t; h_n) \\
= f^2(t)\theta(t)h_4^4 + o(h_4^4). \tag{5.22}
\]

Recall that \(m(t) = E(Y_i^2|X_1 = t)\) and \(\sigma^2(t) = m(t) - r^2(t)\). By Proposition 2.2,

\[
\frac{1}{h_n}E \{f(t)F_1Y_1 - g(t)F_1\}^2 \\
= \frac{f^2(t)}{h_n}E(F_1Y_1)^2 - \frac{2f(t)g(t)}{h_n}EF_1^2Y_1 + \frac{g^2(t)}{h_n}EF_1^2 \\
= f^2(t)\sqrt{q(t)m(t)f(t)\mu_{0,2}} - 2f(t)g(t)\sqrt{q(t)g(t)\mu_{0,2}} \\
+ g^2(t)\sqrt{q(t)f(t)\mu_{0,2}} + O(h_n^2) \\
= f^3(t)\sqrt{q(t)\sigma^2(t)\mu_{0,2}} + O(h_n^2). \tag{5.23}
\]

Applying (5.22) and (5.23) to (5.21), we have

\[
EJ_1^2 = \frac{f^7/2(t)|r'(t)|^{1/4}\sigma^2(t)\mu_{0,2}}{nh_n} + f^4(t)\theta^2(t)h_8^8 + o(h_8^8) + o\left(\frac{1}{nh_n}\right). \tag{5.24}
\]

By Hölder’s inequality,

\[
EJ_2^2 \leq \|\gamma'(\cdot)\|_{\infty}^2(EJ_1^4)^{1/2} \left(E \left\{\bar{f}(t; h_n) - E\bar{f}(t; h_n)\right\}^4\right)^{1/2}. \tag{5.25}
\]
Similar to the estimate in (5.21)–(5.23),

\[
EJ_1^4 = \frac{1}{n^4 h_n^4} E \sum_{i_1, i_2, i_3, i_4 \text{ are different}} \prod_{k=1}^4 \{ f(t) F_{i_k} Y_{i_k} - g(t) F_{i_k} \}
\]

\[
+ \frac{1}{n^4 h_n^4} E \sum_{i_1, i_2, i_3 \text{ are different}} \{ f(t) F_{i_1} Y_{i_1} - g(t) F_{i_1} \}^2 \prod_{k=2}^3 \{ f(t) F_{i_k} Y_{i_k} - g(t) F_{i_k} \}
\]

\[
+ \frac{1}{n^4 h_n^4} E \sum_{i \neq j} \{ f(t) F_i Y_i - g(t) F_i \}^2 \{ f(t) F_j Y_j - g(t) F_j \}^2
\]

\[
+ \frac{1}{n^4 h_n^4} E \sum_{i \neq j} \{ f(t) F_i Y_i - g(t) F_i \} \{ f(t) F_j Y_j - g(t) F_j \}^3
\]

\[
+ \frac{1}{n^4 h_n^4} E \sum_{i=1}^n \{ f(t) F_i Y_i - g(t) F_i \}^4
\]

\[
= f^8(t) \theta^4(t) h_n^{16} + o(h_n^6) + O \left( \frac{h_n^8}{n h_n} \right) + O \left( \frac{1}{n^2 h_n^2} \right) .
\]  

(5.26)

Similar to (5.17),

\[
E \left( \bar{f}(t; h_n) - E \bar{f}(t; h_n) \right)^4 = O \left( \frac{1}{n^2 h_n^2} \right).
\]

(5.27)

Applying (5.26) and (5.27) to (5.25), we have

\[
EJ_2^2 = o(h_n^8) + o \left( \frac{1}{n h_n} \right).
\]  

(5.28)

By (5.24) and (5.28), and by Hölder’s inequality, \( |E(J_1 J_2)| = o(h_n^8) + o(1/n h_n) \). Then by (5.20), (5.24) and (5.28), we obtain (2.5).

Proof of Theorem 2.9. By (2.4) and (2.5),

\[
E \bar{r}(t; h_n) - r(t) = \theta(t) h_n^4 + o(h_n^4) + o \left( \frac{1}{n h_n} \right)
\]

and

\[
\text{Var} \left( \bar{r}(t; h_n) - r(t) \right) = \frac{\mu_0.2 |r'(t)|^{1/4} \sigma^2(t)}{n h_n \sqrt{f(t)}} + o(h_n^8) + o \left( \frac{1}{n h_n} \right).
\]

If \( h_n^4 \sqrt{n h_n} \to \lambda \), then by the Lindeberg’s central limit theorem,

\[
\sqrt{n h_n} \left\{ \bar{r}(t; h_n) - r(t) \right\} \xrightarrow{D} N \left( \lambda \theta(t), \frac{\mu_0.2 |r'(t)|^{1/4} \sigma^2(t)}{\sqrt{f(t)}} \right).
\]
To prove Theorem 2.11, we first establish the following two lemmas. Note that \( \hat{q}(t; h_n) \) is a function of all observations \( X_1, \ldots, X_n \).

**Lemma 5.1.** Under the condition of Theorem 2.11, for any integer \( a \geq 1 \),

\[
E \left\{ (\hat{q}^4(X_1; h_{1,n}) - q^4(X_1)) \mid X_1, \ldots, X_a \right\} \\
= \Psi(X_1, h_{1,n})h^2_{1,n} + \frac{\phi(X_1)}{nh^3_{1,n}} + O \left( \frac{1}{nh^2_{1,n}} \right) + o(h^6_{2,n})
\]

for some functions \( \Psi \) and \( \phi \), where \( \Psi(x, h_{1,n}) = b(x) + d(x)h^2_{1,n} \) for some functions \( b(x) \) and \( d(x) \).

**Proof.** Fix \( X_1 = x_1 \). Since \( \hat{r}(x_1; h_{1,n}) = \hat{g}(x_1; h_{1,n})/\hat{f}(x_1; h_{1,n}) \), then by (1.11),

\[
\hat{q}^4(x_1; h_{1,n}) = \left\{ \hat{f}^2(x_1; h_{1,n})\hat{g}'(x_1; h_{1,n}) \right\}^2 \\
= \left\{ \hat{f}(x_1; h_{1,n})\hat{g}'(x_1; h_{1,n}) - \hat{g}(x_1; h_{1,n})\hat{f}'(x_1; h_{1,n}) \right\}^2,
\]

where

\[
\hat{g}'(x_1; h_{1,n}) := \frac{d\hat{g}(x_1; h_{1,n})}{dx} \bigg|_{x=x_1} = \frac{1}{nh^2_{1,n}} \sum_{i=1}^n K'(\frac{x_1 - X_i}{h_{1,n}}) Y_i, \\
\hat{f}'(t; h_{1,n}) := \frac{d\hat{f}(x_1; h_{1,n})}{dt} \bigg|_{x=x_1} = \frac{1}{nh^2_{1,n}} \sum_{i=1}^n K'(\frac{x_1 - X_i}{h_{1,n}}).
\]

For \( m \in [1, n] \), denote

\[
U_i^{(m)} = (X_m - X_i)/h_{1,n} \\
C_{i,j}^{(m)} = K(U_i^{(m)})K'(U_j^{(m)})Y_j - K(U_i^{(m)})Y_iK'(U_j^{(m)}) \\
H_{i,j,k,l}^{(m)} = G_{i,j}^{(m)}G_{k,l}^{(m)} - h_{1,n}^6 q^4(X_m) 
\]

(5.29)

Then \( C_{i,i}^{(m)} = 0 \) for any \( m, i \in [1, n] \), and

\[
\hat{q}^4(x_1; h_{1,n}) - q^4(x_1) = \frac{1}{n^4 h^6_{1,n}} \sum_{i,j,k,l} \left( C_{i,j}^{(1)}G_{k,l}^{(1)} - h_{1,n}^6 q^4(x_1) \right) \\
= \frac{1}{n^4 h^6_{1,n}} \sum_{i,j,k,l} H_{i,j,k,l}^{(1)}. 
\]

(5.30)

Denote \( E^* \) as the expectation of \( \{X_{a+1}, \ldots, X_n\} \). Write

\[
E^* [ \hat{q}^4(x_1; h_{1,n}) - q^4(x_1) ] = J_1 + J_2 + J_3, 
\]

(5.31)

where

\[
J_1 = E^* \left( \frac{1}{n^4 h^6_{1,n}} \sum_{i,j,k,l \text{ are different}} H_{i,j,k,l}^{(1)} \right),
\]
J_2 = E^* \left( \frac{1}{n^4 h_{1,n}^4 \textit{exactly two of } i,j,k,l \textit{ are equal}} \sum H_{i,j,k,l}^{(1)} \right),

J_3 = E^* \left( \frac{1}{n^4 h_{1,n}^4 \textit{other cases}} \sum H_{i,j,k,l}^{(1)} \right).

First we estimate \( E^* G_{i,j}^{(1)}/h_{1,n}^3 \) for \( i \neq j \) and \( i,j \in [a+1,n] \). Denote \( w_j = (x_1 - x_j)/h_{1,n} \). Then

\[
\frac{1}{h_{1,n}^3} E^* G_{i,j}^{(1)} = \frac{1}{h_{1,n}^3} \int K'(w_3) \int K(w_2) \left( r(x_3) - r(x_2) \right) f(x_2) dx_2 f(x_3) dx_3. \tag{5.32}
\]

Since \( g(x_2) = r(x_2) f(x_2) \), by Proposition 2.1 with \( \xi(s) = 1 \),

\[
\frac{1}{h_{1,n}} \int K(w_2) \left( r(x_3) - r(x_2) \right) f(x_2) dx_2 = r(x_3) \left\{ f(x_1) + \frac{f''(x_1) \mu_{2,1} h_{1,n}^2}{2} \right\} - \left\{ g(x_1) + \frac{g''(x_1) \mu_{2,1} h_{1,n}^2}{2} \right\} + O(h_{1,n}^4). \tag{5.33}
\]

By (5.32) and (5.33),

\[
\frac{1}{h_{1,n}^3} E^* G_{i,j}^{(1)} = \left\{ f(x_1) + \frac{f''(x_1) \mu_{2,1} h_{1,n}^2}{2} \right\} \frac{1}{h_{1,n}^2} \int K'(w_3) g(x_3) dx_3 - \left\{ g(x_1) + \frac{g''(x_1) \mu_{2,1} h_{1,n}^2}{2} + O(h_{1,n}^4) \right\} \frac{1}{h_{1,n}^2} \int K'(w_3) f(x_3) dx_3. \tag{5.34}
\]

Note that \( \int K'(w) w^{2k} dw = 0 \) for \( k = 0, 1, \cdots, 4 \), \( \int K'(w) w dw = -1 \) and \( \int K'(w) w^3 dw = -3 \mu_{2,1} \). Then by Taylor expansion,

\[
\frac{1}{h_{1,n}^3} \int K'(w_3) g(x_3) dx_3 = \frac{1}{h_{1,n}} \int K'(w_3) \left\{ g(x_1) - g'(x_1) w_3 h_{1,n} + \frac{g''(x_1)}{2} w_3^2 h_{1,n}^2 \right\} dw_3 + O(h_{1,n}^4)
\]

\[
- \left\{ g(x_1) + \frac{g''(x_1) \mu_{2,1} h_{1,n}^2}{2} \right\} \frac{1}{h_{1,n}^2} \int K'(w_3) f(x_3) dx_3.
\]

By Taylor expansion,

\[
\frac{1}{h_{1,n}^3} \int K'(w_3) g(x_3) dx_3 = g'(x_1) + \frac{g''(x_1) \mu_{2,1} h_{1,n}^2}{2} + O(h_{1,n}^4).
\]

Similarly,

\[
\frac{1}{h_{1,n}^3} \int K'(w_3) f(x_3) dx_3 = f'(x_1) + \frac{f''(x_1) \mu_{2,1} h_{1,n}^2}{2} + O(h_{1,n}^4).
\]
Applying (5.35) and (5.36) to (5.34), we have, for some function \( b_0 \),
\[
\frac{1}{h_{1,n}^4} E^* G^{(1)}_{i,j} = f(x_1)g'(x_1) - g(x_1)f'(x_1) + b_0(x_1)h_{1,n}^2 + O(h_{1,n}^4).
\]
Since \( q^4(x_1) = (f(x_1)g'(x_1) - g(x_1)f'(x_1))^2 \), then for some function \( b \),
\[
\left( \frac{1}{h_{1,n}^3} E^* G^{(1)}_{i,j} \right)^2 - q^4(x_1) = b(x_1)h_{1,n}^2 + O(h_{1,n}^4). \tag{5.37}
\]
If we apply the above Taylor expansion further, \( O(h_{1,n}^4) \) in (5.37) can be expressed as \( d(x_1)h_{1,n}^2 + O(h_{1,n}^6) \) for some function \( d \). Then
\[
\left( \frac{1}{h_{1,n}^3} E^* G^{(1)}_{i,j} \right)^2 - q^4(x_1) = \Psi(x_1, h_{1,n})h_{1,n}^2 + O(h_{1,n}^6) \tag{5.38}
\]
where \( \Psi(x_1, h_{1,n}) = b(x_1) + d(x_1)h_{1,n}^2 \).

Next we estimate \( J_1 \) in (5.31) with three cases. Case 1: \( i, j, k, l \in [a + 1, n] \). By (5.38),
\[
E^* \left( \frac{1}{n^4 h_{1,n}^6} \sum_{i,j,k,l \in [a+1,n]}^{\text{1,2,3,4 are different}} H^{(1)}_{i,j,k,l} \right) = \Psi(x_1, h_{1,n})h_{1,n}^2 + O(h_{1,n}^6) + O \left( \frac{1}{n} \right).
\]
Case 2: One of \( i, j, k, l \) is in \([2,a]\). If \( j \in [2,a] \), for example, then
\[
\frac{1}{n^4 h_{1,n}^6} E^* \left( \sum_{i,k,l \in [a+1,n], j \in [2,a]}^{\text{1,2,3,4 are different}} H^{(1)}_{i,j,k,l} \right) = \frac{K'(\frac{x_i - X_j}{h_{1,n}})r(X_j) E^* K(U_i^{(1)}) - K'(\frac{x_i - X_j}{h_{1,n}})E^* \left\{ K(U_i^{(1)})r(X_i) \right\}}{nh_{1,n}^3} \times \frac{E^* G^{(1)}_{k,l}}{h_{1,n}^3} - \frac{q^4(x_1)}{n}
\]
where \( E^* K(U_i^{(1)})/h_{1,n} = E^* \hat{f}(x_1; h_{1,n}) \) and \( E^* \left\{ K(U_i^{(1)})r(X_i) \right\}/h_{1,n} = E^* \hat{g}(x_1, h_{1,n}) \). Hence
\[
\frac{1}{n^4 h_{1,n}^6} E^* \left( \sum_{i,k,l \in [a+1,n], j \in [2,a]}^{\text{1,2,3,4 are different}} H^{(1)}_{1,i,j,k,l} \right) = O \left( \frac{1}{nh_{1,n}^2} \right).
\]
If \( i, k \) or \( l \) is in \([2,a]\), the results are similar. Hence
\[
E^* \left( \frac{1}{n^4 h_{1,n}^6} \sum_{\text{one of } i,j,k,l \text{ in } [2,a]}^{\text{1,2,3,4 are different}} H^{(1)}_{i,j,k,l} \right) = O \left( \frac{1}{nh_{1,n}^2} \right).
\]
Case 3: Two or more of $i, j, k, l$ are in $[2, a]$. The result is $O(1/(n^2h_{1,n}^4)) = o(h_{2,n}^{10})$. Combining the three cases, we have

$$J_1 = \Psi(x_1, h_{1,n})h_{1,n}^2 + o(h_{2,n}^6) + O\left(\frac{1}{nh_{1,n}^2}\right), \quad (5.39)$$

Now we estimate $J_2$ with two cases. Case 1: Two of $i, j, k, l$ are equal, and $i, j, k, l \in [a + 1, n]$. For example, if $j = l$ and $i, j, k \in [a + 1, n]$ are different, then

$$J_2 = \psi(x_1)h_{1,n} + o(h_{2,n}^8). \quad (5.40)$$

for some function $\psi$. Also

$$J_3 = O\left(\frac{1}{n^2h_{1,n}^4}\right) = o(h_{2,n}^{10}). \quad (5.41)$$

Applying (5.39), (5.40) and (5.41) to (5.31), we obtain the lemma.

**Lemma 5.2.** Denote $W_i = (t - X_i)\alpha(q(X_i))/h_{2,n}$ and let $L(w) = K(w) + wK'(w)$. Assume that $f'/f$ and $r''/r'$ are bounded in a neighborhood of $t$. For any function $H$ with bounded and continuous second order derivative,

$$\frac{1}{h_{2,n}^2}E\{L(W_1)H(X_1)\} = O(h_{2,n}^2).$$

**Proof.** We have

$$\frac{1}{h_{2,n}^2}E\{L(W_1)H(X_1)\} = \frac{1}{h_{2,n}^2} \int L((t - s)\alpha(q(s))/h_{2,n}) H(s)ds.$$

Let $U_i(v) = v\alpha(q(t - v))$. By a similar argument as in Remark 2.4, $U_i'(v) = \alpha(q(t - v)) - v\alpha'(q(t - v))q'(t - v) > 0$ in a small neighborhood of 0. Then $U_i(v)$ is invertible in a small neighborhood of 0. Denote $V_i(u)$ as the inverse
function of \( U_t(v) \). Let \( zh_{2,n} = (t-s)\alpha(q(s)) = (t-s)\alpha(q(t - (t-s))) \). Then \( zh_{2,n} = U_t(t-s) \) and hence \( t-s = V_t(zh_{2,n}) \). The change of variables from \( s \) to \( z \) gives

\[
\frac{1}{h_{2,n}}E\{L(W_t)H(X_1)\} = -\int L(z) H(t - V_t(zh_{2,n})) \frac{dV_t}{du} \bigg|_{u=zh_{2,n}} dz \\
:= -\int L(z) G_t(zh_{2,n}) dz.
\]

By Taylor expansion, \( G_t(zh_{2,n}) = G_t(0) + G_t'(0)zh_{2,n} + G_t''(\tau)(zh_{2,n})^2/2 \) where \( \tau \) is between 0 and \( zh_{2,n} \). By the condition on \( H \), \( G_t \) has bounded and continuous second order derivative. Also notice that \( \int L(z)dz = 0 \), \( \int zh(z)dz = 0 \). Then

\[
\frac{1}{h_{2,n}}E\{L(W_t)H(X_1)\} = O(h_{2,n}^2).
\]

\[\square\]

**Proof of Theorem 2.11.** By (5.3) with \( p = 1 \) and \( z = \hat{f}(t;h_{1,n},h_{2,n})/E\hat{f}(t;h_{1,n},h_{2,n}) \),

\[
E\hat{r}(t;h_{1,n},h_{2,n}) = \frac{E\hat{g}(t;h_{1,n},h_{2,n})}{E\hat{f}(t;h_{1,n},h_{2,n})} + \frac{-M_1 + M_2}{(E\hat{f}(t;h_{1,n},h_{2,n}))^2} \tag{5.42}
\]

where

\[
M_1 = E\left\{ \hat{g}(t;h_{1,n},h_{2,n}) \left( \hat{f}(t;h_{1,n},h_{2,n}) - E\hat{f}(t;h_{1,n},h_{2,n}) \right) \right\} \tag{5.43}
\]

and

\[
M_2 = E\left\{ \hat{r}(t;h_{1,n},h_{2,n}) \left( \hat{f}(t;h_{1,n},h_{2,n}) - E\hat{f}(t;h_{1,n},h_{2,n}) \right)^2 \right\}. \tag{5.44}
\]

**Step 1.** We estimate \( E\hat{g}(t;h_{1,n},h_{2,n})/E\hat{f}(t;h_{1,n},h_{2,n}) \). Define the function \( \beta(y) = \alpha(y^{1/4}) \) for \( y > 0 \). By Taylor expansion,

\[
\alpha(\hat{q}(X_i;h_{1,n})) - \alpha(q(X_i)) = \beta(q^4(X_i;h_{1,n})) - \beta(q^4(X_i))
\]

\[
= \beta(q^4(X_i)) \{ q^4(X_i;h_{1,n}) - q^4(X_i) \}
\]

\[
+ \frac{\beta''(\hat{v}_i)}{2} \{ q^4(X_i;h_{1,n}) - q^4(X_i) \}^2 \tag{5.45}
\]

where \( \hat{v}_i \) is between \( q^4(X_i;h_{1,n}) \) and \( q^4(X_i) \). Denote \( W_i = (t-X_i)\alpha(q(X_i))/h_{2,n} \). By Taylor expansion and (5.45),

\[
K\left( \frac{t-X_i}{h_{2,n}} \alpha(\hat{q}(X_i;h_{1,n})) \right)
\]

\[
= K(W_i) + \sum_{k=1}^{3} \frac{K^{(k)}(W_i)}{k!} \left( \frac{t-X_i}{h_{2,n}} \{ \beta(\hat{q}^4(X_i;h_{1,n})) - \beta(q^4(X_i)) \} \right)^k
\]

\[
+ \frac{K''''(\hat{v}_i)}{6} \left( \frac{t-X_i}{h_{2,n}} \{ \beta(\hat{q}^4(X_i;h_{1,n})) - \beta(q^4(X_i)) \} \right)^3
\]
\[
K(W_i) + K'(W_i) \frac{t - X_i}{h_{2,n}} \beta'(q^4(X_i)) \left\{ \dot{q}^4(X_i; h_{1,n}) - q^4(X_i) \right\} + \hat{\delta}_i
\]

(5.46)

where \( \hat{\xi}_i \) is between \((t - X_i)\alpha(\dot{q}(X_i; h_{1,n}))/h_{2,n} \) and \( W_i \), and

\[
\hat{\delta}_i = K'(W_i) \frac{t - X_i}{h_{2,n}} \left\{ \frac{1}{2} \beta''(\hat{\nu}_i) \left\{ \dot{q}^4(X_i; h_{1,n}) - q^4(X_i) \right\}^2 \right\} \\
+ \frac{K''(W_i)}{2} \left( \frac{t - X_i}{h_{2,n}} \{ \beta(\dot{q}^4(X_i; h_{1,n})) - \beta(q^4(X_i)) \} \right)^2 \\
+ \frac{K'''(\hat{\xi}_i)}{6} \left( \frac{t - X_i}{h_{2,n}} \left\{ \beta(\dot{q}^4(X_i; h_{1,n})) - \beta(q^4(X_i)) \right\} \right)^3. 
\]

(5.47)

Let \( L(w) = K(w) + wK'(w) \). Then by (5.45) and (5.46),

\[
K \left( \frac{t - X_i}{h_{2,n}} \alpha(\dot{q}(X_i; h_{1,n})) \right) \alpha(\dot{q}(X_i; h_{1,n})) \\
= K(W_i) \alpha(q(X_i)) + L(W_i)\beta'(q^4(X_i)) \left\{ \dot{q}^4(X_i; h_{1,n}) - q^4(X_i) \right\} + \hat{\eta}_i 
\]

(5.48)

where

\[
\hat{\eta}_i = K(W_i) \left\{ \frac{1}{2} \beta''(\hat{\nu}_i) \left\{ \dot{q}^4(X_i; h_{1,n}) - q^4(X_i) \right\}^2 \right\} \\
+ K'(W_i) \frac{t - X_i}{h_{2,n}} \beta'(q^4(X_i)) \left\{ \dot{q}^4(X_i; h_{1,n}) - q^4(X_i) \right\} \\
\times \left\{ \beta(\dot{q}^4(X_i; h_{1,n})) - \beta(q^4(X_i)) \right\} \\
+ \hat{\delta}_i \alpha(\dot{q}(X_i; h_{1,n})). 
\]

(5.49)

Similar to the proof of Lemma 5.1, by (5.47), (5.49), and using the second equation of (5.45),

\[
\frac{1}{h_{2,n}} E \left\{ E(\hat{\eta}_i Y_1 | X_1) \right\} = o(h_{2,n}^4). 
\]

(5.50)

Let

\[
\hat{\theta}_i = L(W_i)\beta'(q^4(X_i)) \left\{ \dot{q}^4(X_i; h_{1,n}) - q^4(X_i) \right\} + \hat{\eta}_i. 
\]

(5.51)

By (5.48),

\[
\hat{g}(t; h_{1,n}, h_{2,n}) = \bar{g}(t; h_{2,n}) + \frac{1}{nh_{2,n}} \sum_{i=1}^{n} \hat{\theta}_i Y_i 
\]

(5.52)

and

\[
\hat{f}(t; h_{1,n}, h_{2,n}) = \bar{f}(t; h_{2,n}) + \frac{1}{nh_{2,n}} \sum_{i=1}^{n} \hat{\theta}_i. 
\]

(5.53)
By Lemma 5.1 and Lemma 5.2,

\[
\frac{1}{h_{2,n}} E \left\{ L(W_1) \beta'(q^4(X_1)) Y_1 E \left( \{ \hat{q}^4(X_1; h_{1,n}) - q^4(X_1) \} | X_1 \right) \right\} \\
= \frac{1}{h_{2,n}} E \left\{ L(W_1) \beta'(q^4(X_1)) r(X_1) \left( \Psi(X_1, h_{1,n}) h_{1,n}^2 + \phi(X_1) \frac{1}{nh_{1,n}^2} + O \left( \frac{1}{nh_{1,n}^2} \right) + o(h_{2,n}^6) \right) \right\} \\
= O(h_{1,n}^2 h_{2,n}^2) + O\left(\frac{h_{2,n}^4}{nh_{1,n}^2}\right) \\
+ \left\{ O \left( \frac{1}{nh_{1,n}^2} \right) + o(h_{1,n}^6) \right\} \frac{1}{h_{2,n}} E \left\{ L(W_1) \beta'(q^4(X_1)) r(X_1) \right\} \\
= o(h_{2,n}^4).
\]  

(5.54)

Applying (5.50) and (5.54) to (5.51), we have

\[
\frac{1}{h_{2,n}} E\{ E(\hat{\theta}_1 Y_1 | X_1) \} = o(h_{2,n}^4).
\]  

(5.55)

By (5.52) and (5.55),

\[
E \hat{g}(t; h_{1,n}, h_{2,n}) = E \hat{g}(t; h_{2,n}) + o(h_{2,n}^4).
\]  

(5.56)

Similarly,

\[
E \hat{f}(t; h_{1,n}, h_{2,n}) = E \hat{f}(t; h_{2,n}) + o(h_{2,n}^4).
\]  

(5.57)

By (5.12) in the proof of Theorem 2.8,

\[
\frac{E \hat{g}(t; h_{1,n}, h_{2,n})}{E \hat{f}(t; h_{1,n}, h_{2,n})} = \frac{E \hat{g}(t; h_{2,n})}{E \hat{f}(t; h_{2,n})} + o(h_{2,n}^4) = r(t) + \theta(t) h_{2,n} + o(h_{2,n}^4).
\]  

(5.58)

**Step 2.** We estimate \( M_1 \) in (5.43). Applying (5.56) and (5.57) to (5.43), we have

\[
M_1 = E \left\{ \hat{g}(t; h_{1,n}, h_{2,n}) \hat{f}(t; h_{1,n}, h_{2,n}) \right\} - E \hat{g}(t; h_{2,n}) E \hat{f}(t; h_{2,n}) + o(h_{2,n}^4).
\]  

(5.59)

By (5.52) and (5.53),

\[
E \left\{ \hat{g}(t; h_{1,n}, h_{2,n}) \hat{f}(t; h_{1,n}, h_{2,n}) \right\} \\
= E \left\{ \hat{g}(t; h_{2,n}) \hat{f}(t; h_{2,n}) \right\} + E \left\{ \hat{f}(t; h_{2,n}) \frac{1}{nh_{2,n}} \sum_{i=1}^{n} \hat{\theta}_i Y_i \right\} \\
+ E \left\{ \hat{g}(t; h_{2,n}) \frac{1}{nh_{2,n}} \sum_{i=1}^{n} \hat{\theta}_i \right\} + E \left\{ \frac{1}{nh_{2,n}^2} \sum_{i=1}^{n} \hat{\theta}_i Y_i \sum_{i=1}^{n} \hat{\theta}_i \right\}.
\]  

(5.60)
Similar to (5.55),
\[
E\left\{ \hat{f}(t; h_{2,n}) \frac{1}{nh_{2,n}} \sum_{i=1}^{n} \hat{\theta}_i Y_i \right\} \\
= \frac{1}{n^2 h_{2,n}^2} E \sum_{i \neq j} K(W_j) \alpha(q(X_j)) \hat{\theta}_i Y_i + \frac{1}{n^2 h_{2,n}^2} E \sum_{i=1}^{n} K(W_i) \alpha(q(X_i)) \hat{\theta}_i Y_i \\
= o(h_{2,n}^4). \tag{5.61}
\]

Similarly, the third term on the right-hand side of (5.60) is \(o(h_{2,n}^4)\). Note that
\[
E\left\{ \frac{1}{n^2 h_{2,n}^2} \sum_{i=1}^{n} \hat{\theta}_i Y_i \sum_{i=1}^{n} \hat{\theta}_i \right\} = \frac{1}{n^2 h_{2,n}^2} E \sum_{i \neq j} \hat{\theta}_i Y_i \hat{\theta}_j + \frac{1}{n^2 h_{2,n}^2} E \sum_i \hat{\theta}_i^2 Y_i. \tag{5.62}
\]

For later use, we now show that it is \(o(h_{2,n}^2) + o(1/(nh_{2,n}))\). By (5.51) and letting \(\hat{\lambda}_i = L(W_i)\beta'(q^4(X_i)) \{q^4(X_i; h_{1,n}) - q^4(X_i)\}\), we have
\[
\frac{1}{n^2 h_{2,n}^2} E \sum_{i \neq j} \hat{\theta}_i Y_i \hat{\theta}_j = \frac{1}{n^2 h_{2,n}^2} E \sum_{i \neq j} \left( \hat{\lambda}_i Y_i + \hat{\eta}_i Y_i \right) \left( \hat{\lambda}_j + \hat{\eta}_j \right). \tag{5.63}
\]

By (5.29) and (5.30),
\[
\frac{1}{n^2 h_{2,n}^2} E \sum_{i \neq j} \hat{\lambda}_i Y_i \hat{\lambda}_j \tag{5.64}
\]
\[
= \frac{1}{n^2 h_{2,n}^2} E \sum_{i \neq j} \left\{ L(W_i)\beta'(q^4(X_i))L(W_j)\beta'(q^4(X_j)) \times \frac{1}{n^4 h_{1,n}^6} \sum_{k,l,p,q} H^{(i)}_{k,l,p,q} \frac{1}{n^4 h_{1,n}^6} \sum_{k',l',p',q'} H^{(j)}_{k',l',p',q'} \right\}.
\]

Write
\[
\frac{1}{n^4 h_{1,n}^6} \sum_{k,l,p,q} H^{(i)}_{k,l,p,q} \frac{1}{n^4 h_{1,n}^6} \sum_{k',l',p',q'} H^{(j)}_{k',l',p',q'} = T_1 + T_2 + T_3 \tag{5.65}
\]

where
\[
T_1 = \frac{1}{n^8 h_{1,n}^{12}} \sum_{i,j,k,l,p,q,k',l',p',q', \text{ are different}} H^{(i)}_{k,l,p,q} H^{(j)}_{k',l',p',q'},
\]
\[
T_2 = \frac{1}{n^8 h_{1,n}^{12}} \sum_{\text{exactly two of } i,j,k,l,p,q,k',l',p',q' \text{ are equal}} H^{(i)}_{k,l,p,q} H^{(j)}_{k',l',p',q'},
\]
\[
T_3 = \frac{1}{n^8 h_{1,n}^{12}} \sum_{\text{other cases}} H^{(i)}_{k,l,p,q} H^{(j)}_{k',l',p',q'}. \tag{5.66}
\]

Similar to the estimate of \(J_1\) in Lemma 5.1, and by Lemma 5.2,
\[
\frac{1}{n^2 h_{2,n}^2} E \sum_{i \neq j} \left\{ L(W_i)\beta'(q^4(X_i))L(W_j)\beta'(q^4(X_j))T_1 \right\}
\]
Similarly, the other terms in (5.63) are also $O(\sqrt{n})$. The result is $O(h_{2,n}^2) + o\left(\frac{1}{nh_{2,n}}\right)$.

We consider two cases when replacing $T_1$ by $T_2$ in the above analysis.

Case 1: The two equal indices are both in $\{i, k, l, p, q\}$ or both in $\{j, k', l', p', q'\}$. Suppose they are in $\{i, k, l, p, q\}$.

Similar to the estimates of $J_2$ and $J_1$ in Lemma 5.1, the result is

$$\begin{align*}
&= \frac{1}{n^2h_{2,n}^2} \sum_{i \neq j} E \left\{ L(W_i) \beta'(q^4(X_i)) \left(\phi(X_i) \frac{\beta(X_i)}{nh_{1,n}}\right) \right\} \\
&\quad \times E \left\{ L(W_j) \beta'(q^4(X_j)) \left(\phi(X_j) \frac{\beta(X_j)}{nh_{1,n}}\right) \right\} + o(h_{2,n}^2) + O\left(\frac{1}{n}ight) \\
&= o(h_{2,n}^8) + o\left(\frac{1}{nh_{2,n}}\right),
\end{align*}$$

(5.67)

Case 2: One of the equal indices is in $\{i, k, l, p, q\}$ and the other in $\{j, k', l', p', q'\}$. Suppose that $k = k'$. In this case we first fix $X_k$ and take conditional expectation of the other variables, and then take expectation of $X_k$. The result is $O(h_{2,n}^2/(nh_{1,n}^2)) = o(h_{2,n}^2)$. Combining the two cases, we conclude

$$\begin{align*}
&= \frac{1}{n^2h_{2,n}^2} \sum_{i \neq j} E \left\{ L(W_i) \beta'(q^4(X_i))L(W_j) \beta'(q^4(X_j))T_2 \right\} = o(h_{2,n}^8) + o\left(\frac{1}{nh_{2,n}}\right).
\end{align*}$$

(5.68)

If $T_1$ is replaced by $T_3$ in (5.67), similar to the estimate of $J_3$ in Lemma 5.1, the result is $o(h_{2,n}^{10})$. Together with (5.64)–(5.68), we have

$$\begin{align*}
&= \frac{1}{n^2h_{2,n}^2} \sum_{i \neq j} \hat{\lambda}_i Y_i \hat{\lambda}_j = o(h_{2,n}^8) + o\left(\frac{1}{nh_{2,n}}\right).
\end{align*}$$

Similarly, the other terms in (5.63) are also $o(h_{2,n}^8) + o(1/(nh_{2,n}))$. Hence

$$\begin{align*}
&= \frac{1}{n^2h_{2,n}^2} \sum_{i \neq j} \hat{\theta}_i Y_i \hat{\theta}_j = o(h_{2,n}^8) + o\left(\frac{1}{nh_{2,n}}\right).
\end{align*}$$

Then by (5.62),

$$\begin{align*}
&= \frac{1}{n^2h_{2,n}^2} \sum_{i=1}^n \hat{\theta}_i Y_i \sum_{i=1}^n \hat{\theta}_i = o(h_{2,n}^8) + o\left(\frac{1}{nh_{2,n}}\right).
\end{align*}$$

(5.69)

By (5.59)–(5.61) and (5.69),

$$M_1 = E \left\{ \frac{\ell}{t; h_{2,n}} f(t; h_{2,n}) \right\} - E \hat{g}(t; h_{2,n}) E \hat{f}(t; h_{2,n}) + o(h_{2,n}^4) + o\left(\frac{1}{nh_{2,n}}\right).$$
Then by (5.5) and (5.13),

\[
M_1 = \frac{\sqrt{q(t)}g(t)\mu_{0.2}}{nh_{2,n}} + o(\frac{1}{nh_{2,n}}),
\]

(5.70)

**Step 3.** We estimate \(M_2\) in (5.44). Let \(\gamma(y) = (1 + y)^{-1}\). By Taylor expansion,

\[
\frac{1}{\hat{f}(t; h_{1,n}, h_{2,n})} = \frac{1}{E\hat{f}(t; h_{1,n}, h_{2,n})} \left(1 + \frac{\gamma'(\hat{\rho}_i)}{\hat{E}} \left(\frac{\hat{f}(t; h_{1,n}, h_{2,n})}{E\hat{f}(t; h_{1,n}, h_{2,n})} - 1\right)\right)
\]

where \(\hat{\rho}_i\) is between 0 and \(\hat{f}(t; h_{1,n}, h_{2,n})/E\hat{f}(t; h_{1,n}, h_{2,n}) - 1\). Hence

\[
M_2 = \frac{1}{E\hat{f}(t; h_{1,n}, h_{2,n})} E \left\{ \hat{g}(t; h_{1,n}, h_{2,n}) \left(\hat{f}(t; h_{1,n}, h_{2,n}) - E\hat{f}(t; h_{1,n}, h_{2,n})\right)^2 \right\}
\]

\[+ \frac{1}{(E\hat{f}(t; h_{1,n}, h_{2,n}))^2} E \left\{ \gamma'(\hat{\rho}_i)\hat{g}(t; h_{1,n}, h_{2,n}) \left(\hat{f}(t; h_{1,n}, h_{2,n}) - E\hat{f}(t; h_{1,n}, h_{2,n})\right)^3 \right\}
\]

\[= \frac{1}{E\hat{f}(t; h_{1,n}, h_{2,n})} M_{2,1} + \frac{1}{(E\hat{f}(t; h_{1,n}, h_{2,n}))^2} M_{2,2}.
\]

(5.71)

By (5.52) and (5.53),

\[M_{2,1} = M_{2,1,1} + M_{2,1,2} + M_{2,1,3} + M_{2,1,4}\]

where

\[M_{2,1,1} = E \left\{ \hat{g}(t; h_{2,n}) \left(\hat{f}(t; h_{2,n}) - E\hat{f}(t; h_{2,n})\right)^2 \right\}\]

\[M_{2,1,2} = 2E \left\{ \hat{g}(t; h_{2,n}) \left(\hat{f}(t; h_{2,n}) - E\hat{f}(t; h_{2,n})\right) \frac{1}{nh_{2,n}} \sum_{i=1}^{n} (\hat{\theta}_i - E\hat{\theta}_i) \right\}\]

\[M_{2,1,3} = E \left\{ \hat{g}(t; h_{2,n}) \left(\frac{1}{nh_{2,n}} \sum_{i=1}^{n} (\hat{\theta}_i - E\hat{\theta}_i)\right)^2 \right\}\]

\[M_{2,1,4} = E \left\{ \frac{1}{nh_{2,n}} \sum_{i=1}^{n} \hat{\theta}_i Y_i \left(\hat{f}(t; h_{2,n}) - E\hat{f}(t; h_{2,n})\right) + \frac{1}{nh_{2,n}} \sum_{i=1}^{n} (\hat{\theta}_i - E\hat{\theta}_i) \right\}.
\]

Note that \(M_{2,1,1}\) is \(I_{2,1}\) in (5.15) with \(h_n\) replaced by \(h_{2,n}\). Then by (5.16),

\[
M_{2,1,1} = \frac{\sqrt{q(t)}g(t)f(t)\mu_{0.2}}{nh_{2,n}} + o\left(\frac{1}{nh_{2,n}}\right).
\]

(5.72)

By Lemma 5.1 and Lemma 5.2, and similar to (5.55),

\[E(E\{i(\hat{\theta}_i - E\hat{\theta}_i)|X_i, X_j, X_k\}|X_j, X_k) = o(h_{2,n}^4).
\]
Denote $F_i = K(W_i)\alpha(q(X_i))$. Then

$$M_{2,1,2} = \frac{2}{n^3 h_{2,n}^3} \sum_{i,j,k \text{ are not equal}} E \left\{ F_k Y_k \{ F_j - EF_j \} \times E \left\{ E(\hat{\theta}_i - E\hat{\theta}_i)|X_j, X_k \right\} \right\}$$

$$+ o\left( \frac{1}{nh_{2,n}} \right)$$

$$= o(h_{2,n}^4) \frac{E|F_k Y_k|}{h_{2,n}} E|F_j - EF_j| + o\left( \frac{1}{nh_{2,n}} \right)$$

$$= o(h_{2,n}^4) + o\left( \frac{1}{nh_{2,n}} \right). \quad (5.73)$$

Similarly,

$$M_{2,1,3} + M_{2,1,4} = o(h_{2,n}^4) + o\left( \frac{1}{nh_{2,n}} \right). \quad (5.74)$$

By (5.72)–(5.74),

$$M_{2,1} = \sqrt{q(t)g(t)f(t)} \mu_{2,2} n h_{2,n} + o(h_{2,n}^4) + o\left( \frac{1}{nh_{2,n}} \right). \quad (5.75)$$

For $M_{2,2}$ defined in (5.71), by Hölder’s inequality,

$$|M_{2,2}| \leq \| \gamma'(\cdot) \|_\infty \left\{ E \left( \hat{\theta}(t; h_{1,n}, h_{2,n}) \right)^2 \right\}^{1/2}$$

$$\times \left\{ E \left( \bar{f}(t; h_{2,n}) - E\bar{f}(t; h_{2,n}) \right)^6 + \frac{1}{nh_{2,n}} \sum_{i=1}^n (\hat{\theta}_i - E\hat{\theta}_i) \right\}^{1/2}. \quad (5.76)$$

By (5.17),

$$E \left( \bar{f}(t; h_{2,n}) - E\bar{f}(t; h_{2,n}) \right)^6 = O\left( \frac{1}{n^3 h_{2,n}^3} \right). \quad (5.77)$$

Similar to the estimate of (5.62),

$$E \left( \frac{1}{nh_{2,n}} \sum_{i=1}^n (\hat{\theta}_i - E\hat{\theta}_i) \right)^6 = o(h_{2,n}^4) + o\left( \frac{1}{n^2 h_{2,n}^2} \right). \quad (5.78)$$

Applying (5.77) and (5.78) to (5.76),

$$M_{2,2} = o(h_{2,n}^4) + o\left( \frac{1}{nh_{2,n}} \right). \quad (5.79)$$
Since $E \tilde{f}(t; h_{1,n}, h_{2,n}) = f(t) + o(1)$, by (5.71), (5.75) and (5.79),

$$M_2 = \frac{\sqrt{q(t)} g(t) \mu_{0.2}}{ nh_n } + o(h_{2,n}^4) + o \left( \frac{1}{nh_{2,n}} \right).$$  \hfill (5.80)

By (5.42), (5.58), (5.70) and (5.80), we obtain (2.7).

Now we prove (2.8). By the Taylor expansion of $1/\tilde{f}(t; h_{1,n}, h_{2,n})$ at the beginning of Step 3,

$$\hat{r}(t; h_{1,n}, h_{2,n}) - r(t) = \frac{f(t) \hat{g}(t; h_{1,n}, h_{2,n}) - g(t) \hat{f}(t; h_{1,n}, h_{2,n})}{f(t) \hat{f}(t; h_{1,n}, h_{2,n}) + \frac{N_1}{f(t) E \hat{f}(t; h_{1,n}, h_{2,n})^2}} + \frac{N_2}{f(t) E \hat{f}(t; h_{1,n}, h_{2,n})^2} (5.81)$$

where

$$N_1 = f(t) \hat{g}(t; h_{1,n}, h_{2,n}) - g(t) \hat{f}(t; h_{1,n}, h_{2,n})$$

$$N_2 = \left\{ f(t) \hat{g}(t; h_{1,n}, h_{2,n}) - g(t) \hat{f}(t; h_{1,n}, h_{2,n}) \right\} \times \left\{ \gamma'(\hat{\rho}_t) \left( \hat{f}(t; h_{1,n}, h_{2,n}) - E \hat{f}(t; h_{1,n}, h_{2,n}) \right) \right\}. \hfill (5.82)$$

Since $E \tilde{f}(t; h_{1,n}, h_{2,n}) = f(t)(1 + o(1))$, then

$$E \{ \hat{r}(t; h_{1,n}, h_{2,n}) - r(t) \}^2 = \left( \frac{EN_1^2}{f^4(t)} + \frac{2EN_1N_2}{f^5(t)} + \frac{EN_2^2}{f^6(t)} \right) (1 + o(1)). \hfill (5.83)$$

By (5.52) and (5.53),

$$EN_1^2 = E \left\{ f(t) \hat{g}(t; h_{2,n}) - g(t) \hat{f}(t; h_{2,n}) \right\}^2 + E \left\{ \frac{1}{nh_{2,n}} \sum_{i=1}^{n} \hat{\theta}_i \left( f(t) Y_i - g(t) \right) \right\}^2 + 2E \left\{ f(t) \hat{g}(t; h_{2,n}) - g(t) \hat{f}(t; h_{2,n}) \right\} \left\{ \frac{1}{nh_{2,n}} \sum_{i=1}^{n} \hat{\theta}_i \left( f(t) Y_i - g(t) \right) \right\}$$

$$:= EN_{1,1} + EN_{1,2} + 2EN_{1,3}. \hfill (5.84)$$

By (5.24),

$$EN_{1,1} = \frac{f^{7/2}(t) |r'(t)|^{1/4} \sigma^2(t) \mu_{0.2}}{nh_n} + f^4(t) \theta^2(t) h_n^8 + o(h_n^8) + o \left( \frac{1}{nh_n} \right). \hfill (5.85)$$

Similar to the estimate of (5.62) above,

$$EN_{1,2} = o(h_{2,n}^8) + o \left( \frac{1}{nh_{2,n}} \right). \hfill (5.86)$$
By Hölder’s inequality, (5.85) and (5.86),

\[ |EN_{1,3}| \leq (EN_{1,1})^{1/2}(EN_{1,2})^{1/2} = o(h_{2,n}^8) + o\left(\frac{1}{nh_{2,n}}\right). \]  \hspace{1cm} (5.87)

By (5.84)–(5.87),

\[ EN_1^2 = \frac{f(t)[r'(t)]^{1/4} \sigma^2(t) \mu_0,2}{nh_n} + f^4(t) \theta^2(t) h_n^8 + o(h_n^8) + o\left(\frac{1}{nh_n}\right). \]  \hspace{1cm} (5.88)

Next we estimate \( EN_2^2 \). By Hölder’s inequality,

\[ EN_2^2 \leq \|\gamma'\|_{\infty}^2 \left(EN_1^4\right)^{1/2} \left(E \left(\hat{f}(t; h_{1,n}, h_{2,n}) - E\hat{f}(t; h_{1,n}, h_{2,n})\right)^4\right)^{1/2}. \]  \hspace{1cm} (5.89)

By (5.52), (5.53), (5.26) and similar to the estimate of (5.62),

\[ EN_1^4 = E \left\{ f(t)\tilde{g}(t; h_{2,n}) - g(t)\tilde{f}(t; h_{2,n}) + \frac{1}{nh_{2,n}} \sum_{i=1}^n \hat{\theta}_i \{ f(t)Y_i - g(t) \} \right\}^4 \]
\[ \leq 8E \left\{ f(t)\tilde{g}(t; h_{2,n}) - g(t)\tilde{f}(t; h_{2,n}) \right\}^4 + 8E \left\{ \frac{1}{nh_{2,n}} \sum_{i=1}^n \hat{\theta}_i \{ f(t)Y_i - g(t) \} \right\}^4 \]
\[ = o(h_{2,n}^8) + o\left(\frac{1}{nh_{2,n}}\right). \]  \hspace{1cm} (5.90)

By (5.53), (5.27) and similar to the estimate of (5.62),

\[ E \left(\hat{f}(t; h_{1,n}, h_{2,n}) - E\hat{f}(t; h_{1,n}, h_{2,n})\right)^4 \]
\[ \leq 8E \{ \hat{f}(t; h_{2,n}) - E\hat{f}(t; h_{2,n}) \}^4 + 8E \left\{ \frac{1}{nh_{2,n}} \sum_{i=1}^n \hat{\theta}_i - E\hat{\theta}_i \right\}^4 \]
\[ = o(h_{2,n}^8) + o\left(\frac{1}{nh_{2,n}}\right). \]  \hspace{1cm} (5.91)

Applying (5.90) and (5.91) to (5.89), we have

\[ EN_2^2 = o(h_{2,n}^8) + o\left(\frac{1}{nh_{2,n}}\right). \]  \hspace{1cm} (5.92)

Since \(|E(N_1N_2)| \leq (EN_1^2)^{1/2}(EN_2^2)^{1/2} \), then applying (5.88) and (5.92) to (5.83), we obtain (2.8). The integrated mean squared error

\[ \int_{t \in D_f} E (\tilde{r}(t; h_{1,n}, h_{2,n}) - r(t))^2 dt \]
\[ = h_{2,n} \int_{t \in D_f} \theta^2(t) dt + \frac{\mu_0,2 \sigma^2}{nh_{2,n}} \int_{t \in D_f} \frac{|r'(t)|^{1/4}}{\sqrt{f(t)}} dt + o(h_{2,n}^8) + o\left(\frac{1}{nh_{2,n}}\right). \]
Taking derivative with respect to $h_{2,n}$ and letting the result equal to 0, we obtain the optimal bandwidth

$$h_{n}^* = \left( \frac{1}{n} \right)^{1/9} \left( \frac{\mu_{0,2}\sigma^2}{8} \int_{t \in D_r} \theta^2(t) dt \int_{t \in D_r} |r'(t)|^{1/4} \sqrt{f(t)} dt \right)^{1/9}. \quad \Box$$

**Proof of Theorem 2.12.** The proof is similar to the proof of Theorem 2.9 and use the results in Theorem 2.11. \Box
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