Delay Outage Probability of Multi-relay Selection for Mobile Relay Edge Computing Systems
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Abstract—In this paper, we deal with the problem of relay selection in mobile edge computing networks, where a source node transmits a computation-intensive task to a destination via the aid of multiple relay nodes. It differs from the traditional relay nodes in the way that each relay node is equipped with an edge computing server, thus each relay node can execute the received task and forwards the computed result to the destination. Accordingly, we define a delay outage probability to evaluate the impact of the relay computing ability on the link communications, and then propose a latency-best relay selection (LBRS) scheme that not only consider the communication capability, but also consider the computing ability. The performance of the proposed relay selection scheme with the traditional communication-only relay selection (CORS) and computing-only selection (CPORS) schemes in terms of the delay outage probability and the diversity order is analyzed, compared with other relay selection schemes. We show that the proposed LBRS scheme reduces to the traditional CORS scheme under the high signal-to-noise ratio (SNR) region. We further reveal that the diversity orders of both the proposed LBRS and CORS schemes are dependent on the computing ability of relay nodes.

I. INTRODUCTION

In the era of mobile internet, various mobile computing services are emerging, e.g., vehicular navigation, image recognition and augmented reality (AR). Such computation-intensive services are delay sensitive and have more and more demands on the computing ability of the network, imposing a real challenge in the resource allocation of both communication and computing resources [1], [2].

Motivated by the above analysis, we discuss a novel issue of relay selection in cooperative systems due to the introduction of computing in this paper. Considering a mobile relay edge systems, where a source $S$ transmits a computation-intensive task to a destination $D$ with the help of $N$ computing-enabled relay nodes, shown in Fig 1. Each relay node can execute the received task from $S$, and then forwards the computed results to $D$. One example of this model is mobile AR delivery in the vehicle network, where the road information, e.g., the road congestion waiting for reasons and expected waiting time collected by the front vehicle, can be computed and transmitted to the following vehicle by the relay node and displayed on the following vehicle in AR mode. This mobile edge computing (MEC) architecture is different from the classical MEC model [3]. In the classical MEC, each user offloads its own computation task to the MEC server in the base station (BS), and the output of the computation task is then transmitted to the user by the BS. Most of these works about this traditional model consider the cost of offloading data in the uplink while ignoring the cost of the transmission in the downlink [4], [5]. It is worth noting that a basic three-node MEC system, consisting of a user node, a helper node, and an AP node attached with a MEC server, is proposed in [6]. The main contribution of [6] is to optimize the task partition of the user to minimize the total energy consumption at both the user and the helper.

One of the key challenges in cooperative systems is relay selection. A variety of relay selection schemes for amplify-and-forward (AF) or decode-and-forward (DF) have been proposed [2] to cooperatively forward data to the destination. Such communication cooperative relaying schemes only consider the communication resource. However, for our considered system, the relay node not only needs to forward the data but also needs to compute the task. As a result, the available computing ability of the relay node plays an important role in the relay selection policy. In this paper, we propose a latency-best relay selection (LBRS) scheme for the mobile relay edge computing system that not only considers the communication capability but also considers the computing ability.

Furthermore, the traditional outage probability is usually used to analyze the PHY layer behavior of the cooperative system, but cannot qualify the impact of the computing ability on the relay selection. To address this problem, we define a delay outage probability to evaluate the impact of the relay
computing ability on the link communications. Accordingly, we derive the expressions of outage probability for the proposed LIRS scheme as well as conventional communication-only relay selection (CORS) and computing-only relay selection (CPORS) schemes. We show that the proposed LIRS scheme reduces to the conventional CORS scheme under the high signal-to-noise ratio (SNR) region. Additionally, we characterize the diversity orders of both the LIRS and CORS schemes as well as the CPORS schemes. It is demonstrated that the LIRS and CORS scheme not only have the same diversity order, but both are not always can achieve the full diversity order, depending on the computing ability of relay nodes. Finally, simulation results are done to validate the accuracy of our theoretical analysis, and show that the proposed LIRS scheme has the best performance compared with the CORS and CPORS schemes.

II. SYSTEM MODEL

As shown in Fig. 1, we assume there is no direct link between $S$ and $D$ and each node is equipped with one antenna. Let $h_i$ be the channel fading coefficient from $S$ to the $i$-th relay nodes $R_i$, and $g_i$ be the channel fading coefficient from $R_i$ to $D$, where we have $h_i \sim CN(0,1)$ and $g_i \sim CN(0,1)$ for $i = 1, \ldots, N$. Besides, let $d_{si}$ and $d_{di}$ be the distance between $S$ and $R_i$ and between $R_i$ and $D$, respectively. Thus we consider the path-loss channel coefficient is $1/(1+d_{si}^\alpha)$ and $1/(1+d_{di}^\alpha)$ for the $S-R_i$ link and $R_i-D$ link, respectively. Here, $\alpha > 2$ denotes the path-loss exponent.

The source $S$ has a computing task characterized by tuple $(L, K, \rho)$, where $L$ is the input size of the task (in bits), $K$ is the number of required CPU cycles per bit (in cycles/bit), and the output data size of the task divided by the input size $L$ is defined as the computing ratio $\rho \geq 0$. Each relay node $R_i$ has a computing server, which can run at a constant CPU-cycle frequency $f_i$ (in cycles/s).

Firstly, the source $S$ transmits the task to the relay nodes, and the received signal at the $i$-th relay node $R_i$ is

$$y_i = \sqrt{P_s} \frac{h_i}{\sqrt{1+d_{si}^{\alpha}}} x_1 + n_i. \quad (1)$$

where $P_s$ is the transmit power of $S$, $x_1$ denotes the input data signal of the task with normalized power and $n_i$ is additive white Gaussian noise (AWGN) with variance $\sigma^2$. If the $i$-th relay node $R_i$ is active, the achievable transmission rate is

$$\nu^1_i = W \log_2 (1 + \gamma^1_i) = W \log_2 \left(1 + \frac{P_s | h_i |^2}{(1+d_{si}^{\alpha}) \sigma^2} \right). \quad (2)$$

Here, let $W$ be the bandwidth of each link in this paper. Therefore, the transmission time can be given by

$$t^1_i = \frac{L}{\nu^1_i} = \frac{L}{W \log_2 \left(1 + \frac{P_s | h_i |^2}{(1+d_{si}^{\alpha}) \sigma^2} \right)}. \quad (3)$$

In this paper, each relay node operates in the DF mode. The $i$-th relay node $R_i$ decodes $x_1$ from $y_i$ and then compute it by using edge computing server. The computation latency is then given by $t^c_i = \frac{L}{f_i}$.

The output data signal $x_2$ is then transmitted to the destination $D$, and the received signal at $D$ is

$$y_d = \sqrt{P_r} \frac{g_i}{\sqrt{1+d_{ri}^{\alpha}}} x_2 + n_d. \quad (4)$$

where each relay node has the same transmit power $P_r$ and $n_d$ is additive white Gaussian noise (AWGN) with variance $\sigma^2$. Similarly, the achievable transmission rate and the transmission time are given by

$$\nu^2_i = W \log_2 (1 + \gamma^2_i) = W \log_2 \left(1 + \frac{P_r | g_i |^2}{(1+d_{ri}^{\alpha}) \sigma^2} \right). \quad (5)$$

$$t^2_i = \frac{\rho L}{\nu^2_i} = \frac{\rho L}{W \log_2 \left(1 + \frac{P_r | g_i |^2}{(1+d_{ri}^{\alpha}) \sigma^2} \right)}. \quad (6)$$

respectively. As a result, the source-to-destination delay for completing the service with the aid of $R_i$ is

$$t_i = t^1_i + t^c_i + t^2_i.$$

III. RELAY SELECTION SCHEME AND DELAY OUTAGE PERFORMANCE

In this section, we present three relay selection schemes and discuss the delay outage probability performance, by taking into consideration the computing ability at the relay node.

The delay outage probability is defined as the probability that the source-to-destination latency exceeds the maximum delay-bound $D_{\text{max}}$, which can be express as $\Pr \{\text{Delay} \geq D_{\text{max}}\}$. Note that we also assume in this paper that the source and destination have perfect channel state information (CSI) knowledge of all links.

A. Communication-only relay selection

The communication-only relay selection (CORS) scheme only considers the communication rate and selects the relay node whose has the maximum of the transmission rate, known as the best-relay selection scheme in cooperative communication systems. The collection $\theta = \{i | i = 1, \ldots, N\}$ is defined, and the relay node selected by the CORS policy is

$$i^* = \arg_{s_i \in \theta} \max_{s_i \in \theta} \left(\min(\nu^1_i, \nu^2_i)\right). \quad (7)$$

The delay outage probability of the CORS scheme can be described as

$$P_{\text{out}}^\text{CORS} = \Pr \left\{ \frac{L}{\nu^1_{i^*}} + \frac{L K}{f_{i^*}} + \frac{\rho L}{\nu^2_{i^*}} > D_{\text{max}} \right\} \leq \Pr \left\{ \frac{L + \rho L}{\nu} > D_{\text{max}} - \frac{L K}{f_{i^*}} \right\}. \quad (8)$$

where we use $\nu = \min(\nu^1_{i^*}, \nu^2_{i^*})$, and it is easy to see that if $\nu^1_{i^*} = \nu^2_{i^*}$, or $P_s \rightarrow \infty$ or $P_r \rightarrow \infty$, the equality in (8) clearly holds. Based on (7), the exact expression of delay outage probability of the CORS scheme is very difficult to obtain in (8). Thus we derive the upper bound of the delay outage probability for the CORS scheme based on (8).

Because the relay node needs to compute the task, it does not need the same the transmission rate for the source-relay link and the relay-destination link, even if the relay node operates in the DF mode.
Define \( \varphi_i = D_{\text{max}} - \frac{L \rho}{K} \) and \( \phi = \{i | \varphi_i > 0, i = 1 \cdots, N \} \). It is easy to see that when \( \varphi_{i^*} < 0 \), the outage probability is 1. As a result, if \( i^* \notin \phi \), we have \( P_{\text{out}_{\text{CORS}}} = 1 \). If \( i^* \in \phi \), we obtain

\[
\Pr\{ \nu < \frac{L + \rho L}{\varphi_{i^*}} \} = \Pr\{ \max_{i \in \theta, \varphi_i > 0} \{ \min(\nu_i^1, \nu_i^2) \} < \frac{L + \rho L}{\varphi_i} \} = \prod_{i=1, i \in \phi}^{N} \left[ 1 - \Pr\{ \nu_i^1 > \frac{L + \rho L}{\varphi_i} \} \Pr\{ \nu_i^2 > \frac{L + \rho L}{\varphi_i} \} \right].
\]

(9)

For \( h_i \sim \mathcal{CN}(0, 1) \), \( g_i \sim \mathcal{CN}(0, 1) \), \( |h_i|^2 \) and \( |g_i|^2 \) are the exponential distribution with parameter \( \lambda \), respectively. We have

\[
\Pr\{ \nu_i^1 > \frac{L + \rho L}{\varphi_i} \} = \exp\left\{ -\frac{1 + d_{\text{sat}}^a}{\varphi_i} \sigma^2 \left( \frac{\rho L}{2 + \varphi_i} - 1 \right) \right\}
\]

Substituting (10) into (9), the upper bound is

\[
P_{\text{out}_{\text{CORS}}} \leq \prod_{i=1, i \in \phi}^{N} \left[ 1 - \exp\left\{ -\frac{(1 + d_{\text{sat}}^a) \sigma^2 (2 - \varphi_i) - 1}{P_r} \right\} \right] \exp\left\{ -\frac{(1 + d_{\text{sat}}^a) \sigma^2 (2 - \varphi_i) - 1}{P_r} \right\}
\]

(11)

**Remark 1**: Considering the special case with \( f_i \rightarrow \frac{L \rho}{K} \), \( \forall i \in \theta \), i.e., \( \varphi_i \rightarrow 0 \), the outage probability of CORS scheme is given by \( \lim_{f_i \rightarrow \frac{L \rho}{K}} P_{\text{out}_{\text{CORS}}} = 1 \). If \( P_s \rightarrow \infty \) as a special condition, \( \nu_i^1 \gg \nu_i^2 \), \( \forall i \in \theta \) can be derived. The uplink transmission time can be ignored and the outage probability is

\[
\lim_{P_s \rightarrow \infty} P_{\text{out}_{\text{CORS}}} = \prod_{i=1, i \in \phi}^{N} \left[ 1 - \exp\left\{ -\frac{(1 + d_{\text{sat}}^a) \sigma^2 (2 - \varphi_i) - 1}{P_r} \right\} \right]
\]

(12)

for \( i^* \in \phi \). Similarly, if \( P_r \rightarrow \infty \), the outage probability can be obtained as following

\[
\lim_{P_r \rightarrow \infty} P_{\text{out}_{\text{CORS}}} = \prod_{i=1, i \in \phi}^{N} \left[ 1 - \exp\left\{ -\frac{(1 + d_{\text{sat}}^a) \sigma^2 (2 - \varphi_i) - 1}{P_r} \right\} \right]
\]

(13)

for \( i^* \in \phi \).

For the outage probability performance, we can see that the CORS scheme (traditional best-relay selection) does not consider the computing ability in the relay node, so that suffers from an outage pulse, which depends on the computing ability \( f_i \) of the selected relay node.

**B. Computing-only relay selection**

In contrary to the CORS policy, the computing-only relay selection (CPORS) only consider the computing ability of the relay nodes and selects the relay node with the maximum of computing ability. Specifically, the selection criterion of the CPORS policy is given by \( i^* = \text{argmax}_{i \in \phi} \max_{i=1 \cdots N} \{f_i\} \). Let \( f_{i^*} = \max_{i \in \phi} \{f_i\} \). The delay outage probability is given by

\[
P_{\text{out}_{\text{CPORS}}} = \Pr\{ Y \geq \frac{W \varphi_{i^*}}{L} \},
\]

(14)

where \( Y = \frac{1}{\log_2(1 + \frac{P_s |h_i|^2}{\rho \varphi_{i^*}})} \) and \( X = \frac{\rho}{\log_2(1 + \frac{P_s |g_i|^2}{\rho \varphi_{i^*}})} \), then we have cumulative distribution function (cdf) of \( Y \) and \( X \)

\[
F(Y) = \Pr\{ \log_2(1 + \frac{P_s |h_i|^2}{\rho \varphi_{i^*}}) \leq y \} = e^{-\frac{(1 + d_{\text{sat}}^a)^2}{P_s} (2^y - 1)},
\]

(15)

respectively. Based on (15), the probability density function (pdf) of \( Y \) and \( X \) can be written as

\[
f_y(y) = \frac{dF(Y)}{dy} = \frac{2^y}{P_s^2} e^{-2^{1 + \frac{(1 + d_{\text{sat}}^a)^2}{P_s} (2^y - 1)}},
\]

(16)

\[
f_x(x) = \frac{(1 + d_{\text{sat}}^a) \sigma^2 \ln 2}{P_r x^2} e^{-\frac{(1 + d_{\text{sat}}^a)^2}{P_r} (2^x - 1)}.
\]

(17)

Let \( Z = X + Y \). Based on the convolution formula, the pdf of \( Z \) is given by (17), as shown at the bottom of the page. Substituting (17) into (14), the outage probability can be expressed as

\[
P_{\text{out}_{\text{CPORS}}} = \Pr\{ X \geq \frac{L \varphi_{i^*}}{W} \} = \left\{ \begin{array}{ll}
O_i \int_{(1 + d_{\text{sat}}^a)^2 / (2 P_r)}^{\infty} Q_1 \cdot f_x(z) dz & \text{for } i^* \in \phi \\
1 & \text{for } i^* \notin \phi.
\end{array} \right.
\]

(18)

**Remark 2**: For the special case with \( P_s \rightarrow \infty \), the outage probability of the CPORS scheme is given by

\[
\lim_{P_s \rightarrow \infty} P_{\text{out}_{\text{CPORS}}} = \Pr\{ \frac{L \rho}{f_{i^*}} + \frac{\rho L}{K} \geq D_{\text{max}} \}
\]

\[
= \frac{\rho}{P_r} \frac{(1 + d_{\text{sat}}^a)^2}{P_r} (\frac{1}{P_r} - 1).
\]

(19)

Similarly, when \( P_r \rightarrow \infty \), the outage probability is given by

\[
\lim_{P_r \rightarrow \infty} P_{\text{out}_{\text{CPORS}}} = \Pr\{ \frac{L}{\varphi_{i^*}} + \frac{L K}{f_{i^*}} \geq D_{\text{max}} \}
\]

\[
= 1 - \exp\left\{ -\frac{(1 + d_{\text{sat}}^a)^2}{P_r} (2^x - 1) \right\}.
\]

(20)
Based on (18), the outage probability of the LBRS policy is
\[
\Pr\{\min_{i=1,\ldots,N} t_i \geq D_{\text{max}}\} = \prod_{i=1,\ldots,N} \Pr\{t_i^1 + t_i^2 + t_i^3 \geq D_{\text{max}}\}.
\]

Based on (18), the outage probability of the LBRS policy is
\[
\prod_{i=1,\ldots,N} \Pr\{t_i^1 + t_i^2 \geq \varphi_i\} = \prod_{i=1,\ldots,N} O_i \int_{\varphi_i}^{\infty} Q_i. \tag{21}
\]

**Remark 3:** For the special case with \( P_r \to \infty \), the outage probability of the LBRS policy is given by
\[
\lim_{P_r \to \infty} P_{\text{out}}^{\text{LBRS}} = \frac{N}{i=1,\ldots,N} \Pr\{t_i^1 + t_i^2 \geq D_{\text{max}}\} = \prod_{i=1,\ldots,N} \Pr\{t_i^1 + t_i^2 \geq \varphi_i\} = \prod_{i=1,\ldots,N} O_i \int_{\varphi_i}^{\infty} Q_i.
\]

Similarly, if \( P_s \to \infty \), the outage probability is
\[
\lim_{P_s \to \infty} P_{\text{out}}^{\text{LBRS}} = \prod_{i=1,\ldots,N} \Pr\{t_i^1 + t_i^2 \geq D_{\text{max}}\} = \prod_{i=1,\ldots,N} \Pr\{t_i^1 + t_i^2 \geq \varphi_i\} \tag{23}
\]

Remark 3 shows that for high SNRs, the outage probability of the LBRS policy is equal to that of the CORS policy. The intuition behind this result is that in the high SNR regime of one link, the optimal relay selection (LBRS) is independent of the computing ability of the relay node (CORS).

### IV. DIVERSITY ORDER ANALYSIS

In this section, we analyze the diversity order of the three schemes. Following the [8], the diversity order is defined as
\[
d = \lim_{\gamma \to \infty} \frac{\log P_{\text{out}}(\gamma)}{\log \gamma},
\]
where \( \gamma \) is an SNR and \( P_{\text{out}}(\gamma) \) is the delay outage probability function of \( \gamma \). In order to compute the diversity order, the distance between delay and source or destination can be infinitely closed to 0 for \( \gamma \to \infty \).

Supposed \( P_s = P_r, \beta_i = \frac{1+d_{si}^n}{1+d_{si}^n} \), \( \gamma = \frac{P_s}{(1+d_{si}^n)\sigma^2} \), \( \gamma \) can be seen as a constant independent of distance for \( \gamma \to \infty \).

**Theorem 1:** The diversity order of the CORS scheme for the mobile relay edge computing network is
\[
d_{\text{CORS}} = |\phi| \leq N, \tag{24}
\]
where \( |\phi| \) is the cardinality of the relay node set \( \phi \).

**Proof 1:** For the CORS scheme, (11) can be rewritten as
\[
p_{\text{out}}^{\text{CORS}} = \prod_{i=1,\ldots,N} \left(1 - \exp\left\{-\frac{2\gamma_{LW}}{\rho L} - 1\right\}\right) \exp\left\{-\frac{2\gamma_{LW}}{\rho L} - 1\right\} \beta_i. \tag{25}
\]

Using the Taylor expansion for \( \gamma \to \infty \)
\[
\lim_{\gamma \to \infty} \exp\left\{-\frac{2\gamma_{LW}}{\rho L} - 1\right\} = 1 - \frac{2\gamma_{LW}}{\rho L} - 1, \tag{26}
\]
\[
\lim_{\gamma \to \infty} \exp\left\{-\frac{2\gamma_{LW}}{\rho L} - 1\right\} = 1 - \frac{2\gamma_{LW}}{\rho L} - 1 \beta_i.
\]

Therefore, we have
\[
p_{\text{out}}^{\text{CORS}} = \frac{1}{\gamma_{|\phi|}} \prod_{i=1,\ldots,N} \left\{\left(\frac{2\gamma_{LW}}{\rho L} - 1\right)\left(\frac{2\gamma_{LW}}{\rho L} + d_{si}^n + d_{ri}^n\right)\right\} \tag{27}
\]

for \( \gamma \to \infty \). Thus, we have the theorem.

Theorem 1 implies that the diversity order of the CORS scheme is less than or equal to \( N \), and it is dependent on the computing ability of relay nodes.

From [8] the diversity order of multi-hop relay channel can be characterized by \( d = \min\{d_{r_i,D}, d_{R,D}\} \).

If \( \varphi_i \leq 0 \), the diversity order of the CPORS scheme is 0, and when \( \varphi_i > 0 \), the outage probability of the source-relay link and the relay-destination link are given by
\[
\Pr\{t_i^1 + t_i^2\} = (2\gamma_{LW} - 1)\frac{1}{\gamma_i}, \tag{27}
\]
\[
\Pr\{t_i^c + t_i^\gamma\} = (2\gamma_{LW} - 1)\frac{1}{\gamma_i}, \tag{28}
\]
respectively, for \( \gamma \to \infty \). We thus have \( d_{\text{CPORS}} = 1 \), when \( \varphi_i > 0 \). As a result, we have the following proposition for the CPORS policy.

**Proposition 2:** The diversity order of the CPORS scheme for the mobile relay edge computing network is
\[
d_{\text{CPORS}} = \begin{cases} 
1, & \text{if } \varphi_i > 0 \\
0, & \text{if } \varphi_i \leq 0.
\end{cases} \tag{29}
\]

Obviously, when the computing ability of the relay nodes are different, there is only one option: the maximum computing ability relay node and the computing ability determines the diversity order.

In the LBRS scheme, the outage probability of the source-relay link and the outage probability of the relay-destination link are given by
\[
\prod_{i=1,\ldots,N} \Pr\{t_i^1 + t_i^2 \geq D_{\text{max}}\} = \prod_{i=1,\ldots,N} \frac{1}{\gamma_i} \prod_{i=1,\ldots,N} \frac{2\gamma_{LW}}{\rho L} - 1, \tag{28a}
\]
\[
\prod_{i=1,\ldots,N} \Pr\{t_i^c + t_i^\gamma \geq D_{\text{max}}\} = \prod_{i=1,\ldots,N} \frac{1}{\gamma_i} \prod_{i=1,\ldots,N} \frac{2\gamma_{LW}}{\rho L} - 1 \beta_i, \tag{28b}
\]
respectively, for \( \gamma \to \infty \). Accordingly, the diversity order of the LBRS scheme is \( d_{\text{LBRS}} = |\phi| \leq N \), which is same with \( d_{\text{CORS}} \). This suggests that the optimal relay selection scheme (CORS) also can not always achieve the full diversity gain \( N \) for traditional relay nodes without computing.
significant lower in the high $P_r/\sigma^2$ region. This is because that the CPORS scheme takes into account the computing power of the relay to compensate for the delay loss caused by a certain low transmission rate.

Fig.3 depicts the outage probability of the three schemes versus the number of relays with different computing ability. Taking the mean of $5 \times 10^9$ (cycles/s) and $20 \times 10^9$ (cycles/s) as examples relays with high average CPU-cycle frequency, the overall outage probability is less than that of relays with a low average CPU-cycle frequency. As the number of relays increases, the outage probability decreases, and the relays with high average CPU-cycle frequency has a faster drop rate.

VI. CONCLUSION

In this paper, we have proposed a new relay selection scheme LBRS for mobile relay edge computing system, consisting of a source, a destination, and multiple relays which have computing servers to cooperative computing. In order to analyze the cooperative communications with computing, a delay outage probability is defined and then we have investigated the performance for the proposed LBRS scheme with two traditional relay selection schemes in terms of the delay outage probability and the diversity order. The key results of this work can be summarized as follows: i) The computing ability of relay nodes plays an important role in the relay selection policy; ii) The proposed LBRS scheme has a good performance in terms of the delay outage probability and the diversity order; iii) The proposed LBRS scheme reduces to the traditional CORS scheme for the high SNR region.
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