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Abstract
Working with a two-stage ice sheet model, we explore how statistical data assimilation methods can be used to improve predictions of glacier melt and relatedly, sea level rise. We find that the EnKF improves model runs initialized using incorrect initial conditions or parameters, providing us with better models of future glacier melt. We explore the necessary number of observations needed to produce an accurate model run. Further, we determine that the deviations from the truth in output that stem from having few data points in the pre-satellite era can be corrected with modern observation data. Finally, using data derived from our improved model we calculate sea level rise and model storm surges to understand the affect caused by sea level rise.
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1 Introduction
Research has shown that climate change will likely impact storm surge and make storm surges more severe ([1]). Storm surge occurs when high winds and low pressure from a tropical storm force ocean water into coastal regions. Inundation caused by storm surge has the potential to cause a great deal of damage in coastal regions when a storm makes landfall. Models have been developed in order to help predict storm surge during storm events, and researchers have begun to include future sea-level rise as a factor in these models. When studying the impact of recent tropical storms, [1] found that for all 14 storms simulated in the Gulf of Mexico and Atlantic Ocean, storm inundation increased by an average of 25%, likely due to the impacts of climate change. This illustrates the importance of modeling sea level rise and therefore improving glacier models by incorporating data assimilation. Doing so increases our understanding of how glacier melt will contribute to sea level rise, and in turn affect storm surge.

Sea level rise caused by climate change plays a significant part in this impact. To better model sea-level rise, we turn to glacier modeling, specifically marine-terminating glaciers. These have a natural flow towards the ocean, which contributes to sea level rise ([2]). By the year 2300, the Antarctic ice sheet is projected to cause up to 3 meters
of sea level rise globally ([3]). Due to the severe impacts of glacial melting, modeling changes in ice sheets is an important task. There are challenges to modeling sea level rise, as ice sheet instability leads to significant sea-level rise uncertainty ([2]).

Data assimilation is a method to move models closer to reality using real-world observations by readjusting the model state at specified times ([4]). Data assimilation was initially developed for use in weather models in the late 1990s in order to improve weather forecast accuracy on short-range weather models ([5]). These models would typically have a run time of 1-6 hours, and during that process real-time observations would be pulled for this purpose in order to readjust the current model run. Since its introduction, data assimilation has been incorporated into other geoscience models and radars, to name a few uses.

Data assimilation can also play a factor in decision making when it comes to collecting field data. In the field of glaciology, data is largely collected via satellite or in-person field data collection. While both methods collect valuable data for modeling glaciers, both are expensive and time-consuming. Using data assimilation can help to inform the glacier modelers and glaciologists who collect data about how to collect data in an efficient way. This can help researchers to more efficiently utilize funding and avoid unnecessarily expensive data collection that does not significantly improve glacier models.

2 Methods
2.1 Glacier Model

We have chosen a simplified two-stage ice sheet model for our exploration (Figure 1). This model describes the changes in ice mass of marine-terminating glaciers, which may be impacted over time by climate change ([6]).

A glacier can be represented with a simplified box model that has a length $L$, precipitation $P$, and height and flux at the grounding line, $h_g$ and $Q_g$, respectively. The two-stage model used in this paper incorporates a nested box into the system to more accurately represent a glacier. This new box has a thickness, $H$, and an interior flux, $Q$. The change in length and height of the glacier can be described with these differential equations:

$$\frac{dH}{dt} = P - \frac{Q_g}{L} - \frac{H}{h_g L} (Q - Q_g)$$  \hspace{1cm} (1)
\[ \frac{dL}{dt} = \frac{1}{h_g}(Q - Q_g). \]  
(2)

The following equations are used to calculate the variables used in this system:

\[ h_g = -\lambda b(L) \]  
(3)

\[ Q = \gamma \frac{H^{2n+1}}{L^n} \]  
(4)

\[ Q_g = \Omega h_g^\beta, \]  
(5)

where \( \gamma \) and \( \Omega \) are assumed to be constants for our purposes, and \( \lambda = \frac{\rho_w}{\rho_i} \), where \( \rho_w \) is seawater density and \( \rho_i \) is glacial ice density.

| Parameters and Initial Conditions | Value |
|----------------------------------|-------|
| smb\(_o\)                        | 0.3   |
| smb\(_1\)                        | 0.15  |
| smb\(_f\)                        | 0.0   |
| \(H_o\)                         | 2.18  |
| \(L_o\)                         | 4.44  |
| \(b_x\)                         | -0.001|
| sill\(_{min}\)                   | 415   |
| sill\(_{max}\)                   | 425   |
| sill\(_{slope}\)                 | 0.01  |

Despite the simplicity of this model, it offers a sufficient approximation of glacier melt using \( Q \) and \( Q_g \). As a result, findings we learn from this simplified model are worth evaluating in a more complex model. Further, for most of this study we will assume the initial conditions and parameters are what we see in Figure 2. We let \( smb_o, smb_1, \) and \( smb_f \) describe the surface mass balance (\( P \) in Equation 1) at three points over time. \( H_o \) and \( L_o \) are initial conditions for height and length at year 0. The parameter \( b_x \) is the slope of the Earth underneath the glacier. Finally, \( sill_{min} \) and \( sill_{max} \) describe the start point of the glacial sill (region of reverse slope) with \( sill_{slope} \) representing the slope of the sill. For a more in-depth explanation and justification of the model, see [6].

The program used to model the glacier behavior and assimilate the data requires choosing a set of initial conditions (Figure 3). Once the initial conditions are input to the model, a Runge-Kutta 4th order method is used to advance the model in time, and the model output can be used along with a data assimilation method. Then the analyzed data from the assimilation is fed back into the model, where time is advanced again.
Next, we give an overview of the data assimilation techniques used in this work.

### 2.2 Kalman Filter

The Kalman Filter is a data assimilation technique that uses the model, observations, and corresponding error covariance matrices in order to adjust model output to be closer to reality. The goal of the Kalman Filter is to compute an optimal estimate from a combination of the results of a previous forecast and observations. The key to this is the Kalman Gain, $K_t$, which decides the balance of how much this analysis relies on the model and the observations.

#### 2.2.1 Ensemble Kalman Filter

The Ensemble Kalman Filter (EnKF) is a nonlinear version of the Kalman filter fit for large problems. The model state is represented by an ensemble of states, and the covariance matrix is replaced by the sample covariance. An analysis is performed for each member of the ensemble.

Consider the following state estimation system:

$$ x^f(i)_t = M x^{a(i)}_{t-1} + w^i_t $$

$$ P_f = \frac{1}{N-1} \sum_{i=0}^{N} [x^i_{t} - x^{a(i)}_{t}] [x^i_{t} - x^{a(i)}_{t}]' $$

Let $M$ represent our model and $x^{a(0)}_t, x^{a(1)}_t, \ldots, x^{a(N)}_t$, be the ensemble members at time $t$. We initialize this ensemble by choosing values normally distributed around an estimated value. Here, $x^f(i)_t$ is the state system forecasted from the prior probability distribution (PD) at time $t$, and $P_f$ is the error covariance of that state.

Let $y_t$ be an observation at time $t$; the noise on our observations is assumed to be multivariate and normally distributed around 0. We reflect this using the measurement covariance matrix, $R_t$, i.e. $u^i_t \sim N_n(0,R_t)$; let the model noise be multivariate normally distributed around 0 using the model system covariance matrix, $Q_t$, or $v^i_t \sim N_{m_t}(0,Q_t)$; $H_t$ is the observation operator and $C_t = S_t$ where $S_t$ is the sample
covariance of the current ensemble. The three equations that describe the analysis step are as follows:

\[ x_{t}^{a,(i)} = x_{t}^{f,(i)} + K_{t}^{a}(y_{t} - H_{t}^{f}(i)x_{t}^{f,(i)}) \]  
\[ P_{t}^{a} = \frac{1}{N-1} \sum_{i=0}^{N} [x_{t}^{f,(i)} - x_{t}^{a}] [x_{t}^{f,(i)} - x_{t}^{a}]' \]  
\[ K_{t}^{a} = C_{t}H_{t}^{T}(H_{t}C_{t}H_{t}^{T} + R_{t})^{-1} \]

Here (3) is the state from data posterior PD, where (4) is the covariance matrix for the new prediction, and (5) is the Kalman gain. The notation for the sub-/superscripts are: \( f = \) forecast, \( a = \) analysis, \( t = \) time, and \( i \) indexes the ensembles.

It is worth noting that often the convention \( C_{t} = Q_{t} \) is used, and that is used for this research. Further, we calculate the covariance matrix of the analysis with each assimilation, \( P_{a} = \frac{1}{N-1} \sum_{i=0}^{N} [x_{t}^{a} - x_{t}^{a}][x_{t}^{a} - x_{t}^{a}]' \). **Algorithm 1** outlines the algorithm we use for a model in the time range of \( t = \{0, 1, \ldots, T\} \).

Can data assimilation also provide more accurate and timely forecasts of glacier melt? What is the computational cost, and can our experiments with data assimilation...
determine in what time frame observational data would be most critical to the quality of the model output?

2.2.2 Twin Experiments

We work with observing system simulation experiments (OSSE), or twin experiments, to perform different “stress tests” of our data assimilation system within a well-structured framework that does not require us to work with real-world data. The method is as follows: We fix all parameters and unknowns and define from the direct model a run which we call the “truth”. We perturb a set of synthetic measurements using a random normal distribution from the “true” run to generate our “observations”. Then we perturb our initial conditions and unknowns and define a false “initial guess”, different from the “true” initial state, which we are then able to use to evaluate the performance of the method. This is a standard tool for evaluating inverse problems ([7]).

2.2.3 Square Difference

The error measure we use to determine the best ensemble size and observation scheme (Figure 6b) is the square difference, $d^2$, which we define as

$$d_t^2 = (x_t - x_t^a)^2$$ (11)

where $x_t$ is the true state from the truth simulation at time $t$ and $x_t^a$ is the analysis state at time $t$.

2.3 Sensitivity Analysis

We also conduct sensitivity analyses to understand how various sources of uncertainty in a mathematical model contribute to the model’s overall uncertainty ([8]). In our analysis, we vary parameters by +/-10 percent of the nominal values originally given in our model code, with the understanding that if the outputs vary significantly, the output is considered sensitive to the specification of the input distributions. This provides insight into the most promising applications of data assimilation. For this analysis, the parameters are grouped together into three categories: initial conditions (initial height, length, and bed slope), sill parameters (sill minimum, maximum, and slope), and smb parameters (initial, mid, and final smb). The parameters in each category are perturbed together for simplicity, as they are related to one another. We analyze the spread of the glacier heights and lengths produced from the range of perturbed values for each of the three categories.

3 Results

In the following sections, we present the effect the data assimilation scheme has on the forecasts of glacier melt.
3.1 Sensitivity Analysis

In our study of the effect of varying the parameters of the model by ± 10%, we see that in Figures 4a, 4b and 4c that the height of the glacier decreases until 1950, then decreases more steeply until 2300 for all parameter values simulated. Despite this general pattern, we see that this implementation of 10% variation causes both a great deal of variation in model behavior and very little.

(a) ±10% surface mass balance (b) ±10% initial conditions and bed variables (c) ±10% sill variables

Fig. 4 Plots of t vs H(t) varying SMB, initial conditions, and sill values respectively

As we can see in Figure 4a, varying the SMB does not cause very much variation in the model run, and all simulations produces a generally similar shape. Varying initial conditions along with slope 4b and the sill variables 4c causes a great deal of variation. However, it should be noted that much of the variation in Figure 4b is actually due to changing the initial condition we chose in Figure 2, as we will see if we vary slope for a single initial condition as in Figure 5. Finally, we see that for the sill variables in Figure 4c that changing their values caused a great deal of variation. While each run maintained the same general shape, we see that the curvature before 1950 varies from a strong dip to seemingly approaching a constant before 1950.

Thus, when we decide on conditions and parameters to model a "truth" simulation, we know that if we change the sill parameters we get a more deviated case (and simulate real world measurement errors) to assimilate back to our truth simulation. We discuss our choice of initial conditions in the next section.

3.1.1 Parameters and Initial Conditions for Our Study

Presented in the following table are the parameters and initial conditions used for our study. The “True” column holds the values for the truth simulation, and
the “Inaccurate” column holds the slightly perturbed values that simulate our initial assumptions of truth values which would be hidden from us in the study of a real glacier.

| Parameters and Initial Conditions | True | Inaccurate | % variation |
|----------------------------------|------|------------|-------------|
| smb₀                             | 0.3  | 0.35       | + ≈ 16.67   |
| smb₁                             | 0.15 | 0.15       | n/a         |
| smb₂                             | 0.0  | 0.0        | n/a         |
| Ho                               | 2.18 | 2.3        | + ≈ 5.5     |
| Lo                               | 4.44 | 4.6        | + ≈ 3.3     |
| bₓ                               | -0.001 | -0.001   | n/a         |
| sillₘᵢₙ                          | 415  | 415        | n/a         |
| sillₘᵃₓ                          | 425  | 425        | n/a         |
| sillₘₛᵢₑ                         | 0.01 | 0.008      | -20         |

3.2 Data Assimilation

3.2.1 Ensemble Size

Using the square difference as described in Section 2.2.3, we examine the mean square difference for various ensemble sizes. We ran this calculation for ensembles sizes ranging from 2 to 75, and found that ensembles of sizes 7-10 were ideal, as the mean square difference hovers around the same value with larger ensemble sizes (Figures 6b).

![Fig. 6 Mean Square Difference for each Ensemble Size in height H (a) and length L (b)](image)

3.2.2 Observation Scheme

We run the model for various observation schemes to find the optimal scheme, i.e. the times frames and frequencies which can produce a sufficiently small average square...
difference over the course of the model run. We applied this process to our model and found that for before 1900 the best observation frequency, while still using a small number of observations, would be every 19 years for a total of 100 observations (Figure 9). Similarly, for the time frame of 1950-2300 we found that yearly observations for a total of 350 observations is the best frequency (Figure 10). Refer to Appendix 17 for a graphical comparison of assimilation frequency runs.

![Graph 1](image1)

(a) Assimilated every 19 years

(b) Assimilated yearly

**Fig. 7** Background, truth, and analysis for old data assimilated every 19 years (a) and assimilated yearly (b)

![Graph 2](image2)

(a) Assimilated every 19 years

(b) Assimilated yearly

**Fig. 8** Mean squared difference between analysis and truth for pre-satellite era data (a) and post-satellite era (b) data assimilation with different frequencies
3.3 Model Runs

We find that the best set up for the EnKF is an ensemble size of 7-10, pre-1900 observation frequency of every 19 years and yearly observations after 1950. Using these facts, we ran the model using EnKF for the time frame of 0-2300 using the “best” observation and ensemble scheme. For comparison, we also ran the model using EnKF for the time frame of 0-2300 using a “worse” observation and ensemble scheme with an ensemble size of 10, observations every 200 years starting in year 200, and measurements every year starting in 2000. We found that both runs were generally accurate, but the best observation and ensemble scheme was an improvement over our worse case.

Next, we ran the model following the best observation and ensemble scheme except with observations terminating in 2022 in order to project $H$ and $L$ into the future up to the year 2300. The following plots show the results of this experiment, which we will use to help calculate $Q_g$ over time, and in turn use it to calculate sea level rise.

![Fig. 9](image1.png)  
(a) Model run of H (a) and L (b) using best observation scheme and ensemble size. Note that we only have our final analysis displayed in the plot

| Projected Values |
|------------------|
| Year | H   | L   |
|------|-----|-----|
| 2000 | 2.1672 | 4.3532 |
| 2050 | 2.028 | 4.3028 |
| 2100 | 2.0207 | 4.1973 |
| 2150 | 2.0442 | 4.0063 |
| 2200 | 2.0549 | 3.845 |
| 2250 | 2.0461 | 3.7271 |
| 2300 | 2.0219 | 3.6438 |

![Fig. 10](image2.png)  
(b) Values of the model at various times. Note that the year 2000 was not a projection from our model but just put as a reference.
3.4 Sea Level Rise

As this glacier model calculates the behavior of the average length, $L$, and average thickness, $H$, over time, we can see how this process would prompt questions about the glacier mass lost after crossing the grounding line into the sea.

Recall the grounding line and interior fluxes, $Q$ and $Q_g$, defined in Equations 4 and 5. We can use Equations 4 and 5, and the following equation from Robet et. al 2019 to calculate the volume lost across the grounding:

$$\frac{dV_{gz}}{dt} = W(Q - Q_g).$$

(12)

If we integrate this equation assuming its initial condition is 0, we find

$$V_{gz} = W(Q - Q_g)t.$$  

(13)

We use this calculation to estimate the volume lost at each time step and summed them to estimate total accumulated volume loss. Because we cannot calculate $W$ from our model, we perform this calculation for glaciers of width 5 km, 50 km, and 100 km. To convert this to sea level rise, note that 394.67 km$^3$ of ice is equivalent 1 mm of sea level. Notice that sea level rise and cumulative volume out of glacier as shown in Figure 12 has the same shape but different values, which is to be expected since we divide by the conversion value to get sea level rise. We see that for widths between 5 km and 100 km, we get sea level rise ranging from 0.345 mm to 6.896 mm in the year 2300. We can add these values to the current sea level in order to project the overall future sea level.

In order to get an approximation for sea level rise we use the fact that there are 733 glaciers in Greenland according to [9]. In order to get an approximate value for total sea level rise, we will crudely assume the width of all the glaciers are the same and multiply its sea level rise by 733.

3.5 Storm Surge
We model storm surges using the Advanced Circulation (ADCIRC) model and assume these different values of total sea level rise. We run this model for various glacier widths, and determine the sea level rise that these are projected to cause in our model by the year 2300. We then look at differences in the maximum storm surge and the average change in storm surge over time. To do this, we look at the average max storm surge elevation across all grid points for two example problems from the ADCIRC website: Idealized Inlet and Hurricane Isabel. We see across all points in the model which had storm surge that the mean of the maximum storm surges increases when modeled for greater glacier width alongside the subsequent sea level rise by 2300. For the 5 km cases, we see that the Idealized Inlet increased by 445.6% and Hurricane Isabel increased by 158.6%. Thus, we find that there is a direct, positive relationship between the sea level rise caused by glacier melt and storm surge.

Further, when we choose a mesh grid point in the idealized inlet simulation, we see that storm surge increases directly with greater sea level rise (Figure 14). On the storm surge for the 6 different sea level rise situations, we see that the behavior of storm surge level is similar. Specifically, we observe a slight decrease in magnitude of change for higher sea level rise.

Now that we have seen that there appears to be an overall rise in storm surge levels with sea level rise, we want to check if this is still the case for a simulation of a real life event. To look at the affect of sea level rise on storm surge levels, we look at the square difference between the maximum storm surge over time at each grid point for the 0 km width and the 25 km width simulations. We see that the largest square difference is in the Chesapeake Bay Region, with the square
The similar square difference is likely a product of general sea level rise (it is constant throughout the model) and not storm surge.

Therefore, we decide to choose a specific location in the Chesapeake Bay Region in order to observe the affect of sea level rise on storm surge levels. The location is 39.132082° N -76.331032° E. We see in Figure 16b that this location is not affected until around time 576, which is likely when Hurricane Isabel approached the region. As before, we see that the model has similar behavior across all sea level rise simulations, but instead it appears that peak storm surge has greater magnitude during time of highest storm surge.

![Fig. 15](image)

**Fig. 15** Square Difference from 0 km Storm Surge to 25 km Storm Surge for Hurricane Isabel.

![Fig. 16](image)

**Fig. 16** Storm Surge level over time for our location in the Chesapeake Bay (a) and a closer look at the times when Storm Surge began to take effect (b).
4 Discussion

4.1 Data Assimilation impact on glacier studies

Using mean square difference calculations, we decide the best observation scheme and ensemble sizes for our chosen “true” and “inaccurate” parameters and initial conditions (Figure 3.1.1). Indeed, we see in our overall model results that utilizing EnKF improves the output of the model, moving the overall results closer to the “truth.” While this model is simplified, this suggests that using a similar data assimilation technique on a more complex model could help determine the quantity of measurements needed to accurately model ice sheets, and specifically that the increased costs from more observations does not increase accuracy of the model. This is important as it helps glacier modelers to determine the frequency of measurements that researchers should gather in order to get accurate model output. We found that in Section 3.2.2 there should be observations every 19 years before 1900 and yearly after 1950 in order best run the model with minimal error.

Our results show that once a threshold is reached for assimilation, the change in mean square difference is small for all further assimilation, so performing additional assimilations does not significantly improve the quality of the models analysis. For data assimilated in the post-satellite era, this threshold is assimilating data once per year. Using a greater number of assimilations is computationally more expensive, making it worthwhile to find an optimal assimilation scheme. More significant is the fact that it can be very expensive and time-intensive for researchers to collect glacier field data. We do not recommend that researchers stop collecting data more frequently than once a year as this data still could provide insight for different areas of research relating to glaciers and the systems they affect. Further, assimilation frequency should be further explored using more complicated models and/or using real observation data.

A more complicated model will also require larger ensemble sizes, something that can be computationally expensive to utilize. Therefore, we conjecture that it would be worthwhile to explore a more computationally efficient data assimilation method such as the singular evolutive interpolated Kalman filter (see [10] for more details) in more complex models.

The results of the sensitivity analysis show that the model itself is quite sensitive to variations in measurements, which is significant as measurements can often have a lot of error in the real world. For one, the knowledge of what range of accuracy in measurement is critical for each parameter may help guide instrumentation development. This underscores the importance of accurate measurements being used in our model, and further the important role that data assimilation may play in readjusting the model runs in accordance with the variations created by these errors.

4.2 Storm Surge

We have found that there is a connection between the sea level rise caused by glacial melt and possible increases in storm surge in the future. It is worth noting that while the relationship between these factors appear linear in Figure 15 and the following figures, these simulations were modeled using a limited number of data points and
in very specific cases, so it should not be assumed as a linear relationship. Further, the ADCIRC model physics is based on equations which are non-linear, an additional reason not to make that assumption without a more rigorous treatment. This non-linearity is especially clear when we look at storm surge for a specific grid point as there is both an increase and decrease in magnitude of storm surge for different sea level rise situations and in different locations. This shows the need for storm surge simulations to be produced for specific locations in order to see how sea level rise affects storm surge. In these simulations, we have shown that it would be worthwhile to use more complex glacier models to project sea level rise in the future and in turn calculate more accurate possible changes in storm surge. This is important in planning management of possible effects of climate change, especially those due to the increase in glacial melt.

A future research direction is exploration of possible increases in storm inundation. While some grid points in this study are over land, we did not make an effort to distinguish these points or to find ways to calculate resulting inundation where such grid points do not exist. It would be worthwhile to inspect changes in coastal inundation with regards to glacial melt driven sea level rise in future studies.

4.3 Study Limitations

It is worth noting that these calculations were performed using one specific set of parameters, so the findings are likely not universal. Further, when this method is implemented with more complicated glacier models it will still be worthwhile to find this observation scheme, and to determine it with more precision as small differences in observations number may be significant due to non-linearity.

5 Conclusions and Conjectures

In this work, we conducted sensitivity analyses, and investigated and compared the impacts of data assimilation, specifically the Ensemble Kalman Filter (EnKF), on a two-stage ice sheet model. We explore the variables height and length, in the context of glacier melt due to climate change. To the best of the authors’ knowledge, this is one of the only studies in which EnKF techniques are incorporated with ice sheet modeling. The experimental results showed that incorporating observational data with the EnKF technique improves the reliability of glacier height and length forecasts, and we determined that an ensemble size of 10 best minimizes computational cost while also minimizing error. The assimilation results also suggest the time frame in which observational data is most impactful to the output of the model, and that an ice sheet model may perform reasonably well even when only receiving modern observational data once yearly, without any historic data.

This work provides stimulus to implement a non-linear data assimilation scheme like the EnKF with a more complicated glacier model and real-world observations. From our ensemble size results (Section 3.2.1), we hypothesise that there is a relationship between the number of variables as well as the parameter sensitivity in the
two-stage glacier model and the small ideal ensemble size required. When this method is implemented with more complicated glacier models, the ideal ensemble size will likely be larger. We further postulate that a model supported by an observation scheme with a sufficient number of recent observations does not require much pre-satellite era observation data to make good predictions. “Sufficient” may be as low as one observation per year. However, if the model trajectory is quite far removed from the mean observation trajectory, long-term predictions will generally not be reliable using an EnKF alone.
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A Code

The full data file with the data we generated, as well as related code and further graphs of data assimilation schemes for this two-stage ice sheet model can be found at https://github.com/hakuupi/StormSurge.

The code used to run model and perform assimilation is in the Jupyter Notebook Code folder; we ran Python in Jupyter Notebook to generate data and run model.

Our data is stored in Experiment Data and is saved in csv files. Note that the parameters and initial conditions used are in the name of the file.

The MATLAB code used to generate graphics used in our paper is found in Matlab Plot Code.
Fig. 17  Assimilation dates and frequencies
Fig. 18 Model runs with worse observation and ensemble Scheme with mean square difference for H of 0.00982 and mean square difference for L of 0.00941. Note: mean square difference is rounded to 3 significant digits.
Fig. 19 Model Runs with best observation and ensemble scheme, with mean square difference for H of 0.00353 and mean square difference for L of 0.00328. Note: mean square difference is rounded to 3 significant digits.