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Self-testing has been a rich area of study in quantum information theory. It allows an experimenter to interact classically with a black box quantum system and to test that a specific entangled state was present and a specific set of measurements were performed. Recently, self-testing has been central to high-profile results in complexity theory as seen in the work on entangled games PCP of Natarajan and Vidick (FOCS 2018), iterated compression by Fitzsimons et al. (STOC 2019), and NEEXP in MIP* due to Natarajan and Wright (FOCS 2019). The most studied self-test is the CHSH game which features a bipartite system with two isolated devices. This game certifies the presence of a single EPR entangled state and the use of anti-commuting Pauli measurements. Most of the self-testing literature has focused on extending these results to self-test for tensor products of EPR states and tensor products of Pauli measurements.

In this work, we introduce an algebraic generalization of CHSH by viewing it as a linear constraint system (LCS) game, exhibiting self-testing properties that are qualitatively different. These provide the first example of LCS games that self-test non-Pauli operators resolving an open question posed by Coladangelo and Stark (QIP 2017). Our games also provide a self-test for states other than the maximally entangled state, and hence resolves the open question posed by Cleve and Mittal (ICALP 2012). Additionally, our games have 1 bit question and $\log n$ bit answer lengths making them suitable candidates for complexity theoretic application. This work is the first step towards a general theory of self-testing arbitrary groups. In order to obtain our results, we exploit connections between sum of squares proofs, non-commutative ring theory, and the Gowers-Hatami theorem from approximate representation theory. A crucial part of our analysis is to introduce a sum of squares framework that generalizes the solution group of Cleve, Liu, and Slofstra (Journal of Mathematical Physics 2017) to the non-pseudo-telepathic regime. Finally, we give a game that is not a self-test by "gluing" together two copies of the magic square game. Our results suggest a richer landscape of self-testing phenomena than previously considered.
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1 Introduction

In 1964, Bell showed that local hidden-variable theories, which are classical in nature, cannot explain all quantum mechanical phenomena [Bel64]. This is obtained by exhibiting a violation of a Bell inequality by correlations arising from local measurements on an entangled state. Furthermore, in some instances, it is known that only certain measurements can produce these correlations. So through local measurements not only is it possible to verify that nature is not solely governed by classical theories, it is also possible to obtain conclusive statistical evidence that a specific quantum state was present and specific measurements were performed. Results of this nature are often referred to as self-testing (also known as rigidity), first formalized by Mayers and Yao in [MY04]. Self-testing has wide reaching applications in areas of theoretical computer science including complexity theory [NV18, FJVY19, NW19], certifiable randomness [VV12], device independent quantum cryptography [ABG+07, VV14], and delegated quantum computation [CGJV19a]. See [SB19] for a comprehensive review. Below we visit five natural questions on the topic of self-testing that we answer in this paper.

The CHSH game [CHSH69] is the prototypical example of a non-local game. In CHSH, two separated players, Alice and Bob, are each provided with a single classical bit, \(s\) and \(t\), respectively, chosen uniformly at random by a referee; the players reply with single classical bits \(a\) and \(b\) to the referee; and win the game if and only if \(a \oplus b = s \land t\). Classically, the players can win the CHSH game with probability at most 75\%. Remarkably, if we allow Alice and Bob to share an entangled state and employ a quantum strategy, then the optimal winning probability is approximately 85\%. For an introduction to non-local games, see [CHTW04].

CHSH is also a canonical example of a self-testing game. Prior to the formalization of self-testing by Mayers and Yao it was already known [SW87, Tsi93] that any optimal quantum strategy for CHSH must be, up to application of local isometries, using the Einstein-Podolsky-Rosen (EPR) state
\[
|\psi\rangle = \frac{1}{\sqrt{2}} (|00\rangle + |11\rangle).
\]

Self-testing can be framed either as an statement about non-local games, Bell inequalities, or more generally correlations. CHSH is an instance of a non-pseudo-telepathic game. A pseudo-telepathic game is one that exhibits quantum advantage (i.e, its quantum value is strictly larger than that of its classical value) and its quantum value is 1. CHSH can also be viewed as a linear constraint system (LCS) game over \(\mathbb{Z}_2\) [CM12]. LCS games are non-local games in which Alice and Bob cooperate to convince the referee that they have a solution to a system of linear equations. We introduce a new generalization of CHSH to a family of non-pseudo-telepathic LCS games over \(\mathbb{Z}_n\) for all \(n \geq 2\). These games resolve the following questions.

**Question 1.1.** Are there states other than the maximally entangled state that can be self-tested by a non-local game?

To date much has been discovered about self-testing the maximally entangled state, \(\frac{1}{\sqrt{d}} \sum_{j=0}^{d-1} |j\rangle |j\rangle\). Mermin’s magic square game [Mer90] can be used to self-test two copies of the EPR state and the parallel-repeated magic square game can be used to self-test 2\(n\) copies of the EPR state [CN16].

The sum of squares (SOS) decomposition technique in [BP15] shows that the tilted CHSH is a self-test for any pure state of two entangled qubits. This self-testing is stated in terms of violation of Bell inequalities. It is an open problem if the same applies for non-local games. The case for self-testing in higher dimensions has proven more difficult to analyze. Remarkably, it is still possible to self-test any bipartite entangled state, in any dimension [CGS17]. However, these self-test results are presented in terms of violations of correlations, unlike the CHSH game.
which arises from a non-local game (with binary payoff). Our games also resolve in the negative the question “Can every LCS game be played optimally using the maximally entangled state?” posed in [CM12].

**Question 1.2.** Are there non-local games that provide a self-test for measurements that are not constructed from qubit Pauli operators?

The protocols in all of the above examples also provide a self-test for the measurement operators. That is if the players are playing optimally then they must, up to application of local isometries, have performed certain measurements. Self-testing proofs rely on first showing that operators in optimal strategies must satisfy certain algebraic relations. These relations help identify optimal operators as representations of some group. This is then used to determine the measurements and state up to local isometries. In the case of CHSH, one can verify that Alice and Bob’s measurements must anti-commute if they are to play optimally. These relations are then enough to conclude that operators of optimal strategies generate the dihedral group of degree 4 (i.e., the Pauli group). Thus CHSH is a self-test for the well-known Pauli matrices $\sigma_X$ and $\sigma_Z$ [MYS12].

Self-tests for measurements in higher dimensions have been primarily focused on self-testing $n$-fold tensor-products of $\sigma_X$ and $\sigma_Z$ [NV17, Coll16, Mck16]. It is natural to ask if there are self-tests for operators that are different than ones constructed from qubit Pauli operators. Self-testing Clifford observables has also been shown in [CGJV19b]. Our games provides another example that is neither Pauli nor Clifford. Since our games are LCS this resolves the question, first posed by [CS18], in the affirmative.

**Question 1.3.** Can we extend the solution group formalism for pseudo-telepathic LCS games to a framework for proving self-testing for all LCS games?

The solution group introduced in [CLS17] is an indispensable tool for studying pseudo-telepathic LCS games. To each such game there corresponds a group known as the solution group. Optimal strategies for these games are characterized by their solution group in the sense that any perfect quantum strategy must induce certain representations of this group. Additionally, the work in [CS18] takes this further by demonstrating a streamlined method to prove self-testing certain LCS games. It is natural to ask whether these methods can be extended to cover all LCS games. In this paper we make partial progress in answering this question by introducing a SOS framework, and use it to prove self-testing for our games. At its core, this framework utilizes the interplay between sum of squares proofs, non-commutative ring theory, and the Gowers-Hatami theorem [GH17, Vid18] from approximate representation theory.

**Question 1.4.** Is there a systematic approach to design self-tests for arbitrary finite groups?

Informally a game is a self-test for a group if every optimal strategy induces a state dependent representation of the group. In every example that we are aware of, the self-tested solution group for pseudo-telepathic LCS games is the Pauli group. Slofstra, in [Slo19], introduced an embedding theorem that embeds (almost) any finite group into the solution group of some LCS game. With the embedding theorem, the problem of designing games with certain properties reduces to finding groups with specific properties. Slofstra uses this connection to design games that exhibit separations between correlation sets resolving the ‘middle’ Tsirelson’s Problem. However, there are three shortcomings to this approach. Firstly, the resulting game is very complex. Secondly, not all properties of the original group are necessarily preserved. Finally, the game is not a self-test for the original group. Our games self-test an infinite family of groups, non of which are the Paulis. One such example is the alternating group of degree 4. The SOS framework makes partial progress towards a general theory for self-testing arbitrary groups.
Question 1.5. Is there a non-local game that is not a self-test?

In addition to the infinite family of games, we introduce an LCS game that is obtained from “gluing” together two copies of the magic square game. This glued magic square provides an example of a game that is not a self-test [Mer90].

1.1 Main Results

We introduce a family of non-local games $G_n$ defined using the following system of equations over $\mathbb{Z}_n$

$$
x_0 x_1 = 1, \\
x_0 x_1 = \omega_n.
$$

We are identifying $\mathbb{Z}_n$ as a multiplicative group and $\omega_n$ as the primitive $n$th root of unity. Note that the equations are inconsistent, but this does not prevent the game from being interesting.

Alice and Bob try to convince a referee that they have a solution to this system of equations. Each player receives a single bit, specifying an equation for Alice and a variable for Bob, and subsequently each player returns a single number in $\mathbb{Z}_n$. Alice’s response should be interpreted as an assignment to variable $x_0$ in the context of the equation she received, and Bob’s response is interpreted as an assignment to the variable he received. The referee accepts their response iff their assignments are consistent and satisfy the corresponding equation. The case $n = 2$ is the CHSH game. The classical value of these games is $\frac{3}{4}$. In Section 4, we give a lower-bound on the quantum value of this family of games. Specifically in Theorem 4.9, we show that the quantum value is bounded below by

$$
\frac{1}{2} + \frac{1}{2n} \sin\left(\frac{\pi}{n}\right) > \frac{3}{4}.
$$

We show that the lower-bound is tight in the case of $n \leq 5$. We have numerical evidence that these lower-bounds are tight for all $n$. Specifically, we can find an upper-bound on the quantum value of a non-local game using the well-known hierarchy of semi-definite programs due to [NPA08]. It is of interest to note that the upper-bound is not obtained using the first level of the NPA hierarchy, as is the case with the CHSH game. Instead, the second level of this hierarchy was needed for $n \geq 3$.

The optimal quantum strategy for these games uses the entangled state

$$
|\psi_n\rangle = \frac{1}{\gamma_n} \sum_{i=0}^{n-1} (1 - z^{n+2i+1})|\sigma^i(0), \sigma^{-i}(0)\rangle \in \mathcal{H}_A \otimes \mathcal{H}_B,
$$

where $\gamma_n$ is the normalization factor, $\sigma_n = (0, 1, \ldots, n - 1)$ is a permutation, and $z_n$ is a $4n$’th root of unity. Observe that the state $|\psi_n\rangle$ has full Schmidt rank. Despite this, in all cases except $n = 2$, the state $|\psi_n\rangle$ is not the maximally entangled state. For $n > 2$, the entropy of our state is not maximal, but approaches the maximal entropy of $\log(n)$ in the limit.

In Section 5, we show that the group generated by the optimal strategy has the following presentation

$$
G_n = \left\langle P_0, P_1, J \mid P_0^n, P_1^n, J^n, [J, P_0], [J, P_1], J^i \left( P_0^i P_1^{-i} \right)^2 \text{ for } i = 1, 2, \ldots, \lfloor n/2 \rfloor \right\rangle.
$$

For example $G_3 = \mathbb{Z}_3 \times A_4$ where $A_4$ is the alternating group of degree 4. We show that our games are a self-test for these groups, for $n \leq 5$, in the sense that every optimal play of this
game induces a representation of this group. We conjecture that this is true for all \( n \). This partially resolves Question 1.4.

In section 7, we analyze our game in the case \( n = 3 \) and show that it can be used as a robust self-test for the following state

\[
\frac{1}{\sqrt{10}} \left( (1 - z^4)|00\rangle + 2|12\rangle + (1 + z^2)|21\rangle \right) \in \mathbb{C}^3 \otimes \mathbb{C}^3,
\]

where \( z := e^{i\pi/6} \) is the primitive 12th root of unity. Since this state is not the maximally entangled state, we have thus provided an answer to Question 1.1. This game also answers Question 1.2 since it provides a robust self-test for the following operators

\[
A_0 = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad A_1 = \begin{pmatrix} 0 & 0 & -z^2 \\ z^2 & 0 & 0 \\ 0 & z^2 & 0 \end{pmatrix},
\]

\[
B_0 = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad B_1 = \begin{pmatrix} 0 & -z^2 & 0 \\ 0 & 0 & z^2 \\ z^2 & 0 & 0 \end{pmatrix},
\]

which do not generate the Pauli group of dimension 3.

In Section 6, we introduce the sum of squares framework, using an important lemma proven in Section 2.4, that gives a streamlined method for proving self-testing. We then use this framework to prove self-testing for our games. Furthermore, in Section 8, we show that when restricted to pseudo-telepathic games, the SOS framework reduces to the solution group formalism of Cleve, Liu, and Slofstra [CLS17].

In section 9, we construct an LCS game that is obtained from “gluing” two copies of the magic square game together. This game is summarized in Figure 1. We exhibit two inequivalent perfect strategies and thus provide an answer to Question 1.5.

![Figure 1](image_url)

Figure 1: This describes an LCS game with 18 variables \( e_1, e_2, \ldots, e_{18} \). Each single-line indicates that the variables along the line multiply to 1, and the double-line indicates that the variables along the line multiply to \(-1\).

1.2 Proof techniques

We prove self-testing in this paper following a recipe that we refer to as the **SOS framework**. At its core it applies the Gowers-Hatami (GH) theorem which is a result in approximate-representation theory. GH has been used previously in proving self-testing, but some of the details have been
overlooked in the literature. In this paper, we prove Lemma 2.4 that encapsulates the use of GH in proving self-testing. In Section 2.4, we define approximate representations, irreducible strategies, the Gowers-Hatami theorem and present the proof of the following lemma.

**Lemma (informal).** Let \( G_A, G_B \) be groups. Suppose every optimal strategy of the game \( G \) induces a pair of approximate representations of \( G_A \) and \( G_B \). Further suppose that there is a unique optimal irreducible strategy \((\rho, \sigma, |\psi\rangle)\) where \( \rho, \sigma \) are irreps of \( G_A, G_B \), respectively. Then \( G \) is a self-test.

Applying this lemma requires us to ascertain two properties of the game:

1. Every optimal strategy induces approximate representations of some groups \( G_A \) and \( G_B \).
2. There is a unique irreducible strategy \((\rho, \sigma, |\psi\rangle)\) for the game \( G \).

The first step is to obtain the bias expression for the game \( G \) that allows for a simple calculation of the winning probability of any strategy \( \mathcal{S} = (\{A_i\}, \{B_j\}, |\psi\rangle) \) (here \( A_i \) and \( B_j \) are Alice and Bob’s measurement observables, respectively, and \(|\psi\rangle\) is the shared state). The bias expression for \( \mathcal{G}_n \) is given by

\[
B_n(A_0, A_1, B_0, B_1) = \sum_{i=1}^{n-1} A_0^i B_0^{-i} + A_1^i B_1^{-i} + A_1^i B_0^{-i} + \omega^{-i} A_1^i B_1^i.
\]

Then the winning probability of \( \mathcal{S} \) is given by \( \nu(\mathcal{G}, \mathcal{S}) = \langle \psi | \left( \frac{1}{2n} B_n(A_0, A_1, B_0, B_1) + \frac{1}{n} I \right) |\psi\rangle \). For any real \( \lambda \) for which there exist some polynomials \( T_k \) giving a sum of squares decomposition such as

\[
\lambda I - B_n(A_0, A_1, B_0, B_1) = \sum_k T_k(A_0, A_1, B_0, B_1) T_k(A_0, A_1, B_0, B_1),
\]

provides an upper bound of \( \frac{\lambda}{4n} + \frac{1}{n} \) on the optimal value of the game (which we denote by \( \nu^*(\mathcal{G}_n) \)). This follows since expressing \( \lambda I - B_n \) as an SOS proves that it is a positive semidefinite operator and consequently \( \langle \psi | B_n |\psi\rangle \leq \lambda \) for all states \(|\psi\rangle\).

Now if we have an SOS for \( \lambda = 4n\nu^*(\mathcal{G}) - 4 \), then we can obtain some algebraic relations that every optimal strategy must satisfy. This follows since every optimal strategy must satisfy \( \langle \psi | (\lambda I - B_n) |\psi\rangle = 0 \), from which it follows \( T_k |\psi\rangle = 0 \) for all \( k \).

Let \( (M_j(A_0, A_1) - I) |\psi\rangle = 0 \) be all the relations derived from the SOS relations \( T_k |\psi\rangle = 0 \) such that \( M_i \) are monomials only in Alice’s operators, and let \( G_A \) be the group with the presentation

\[
G_A = \langle P_0, P_1 : M_i(P_0, P_1) \rangle
\]

We similarly obtain a group \( G_B \) for Bob. These are the group referred in the above lemma. For the first assumption one must show that any optimal strategy gives approximate representations of these groups.

The next step is to prove the second assumption. We need to show that among all the pairs of irreps of \( G_A \) and \( G_B \) only one could give rise to an optimal strategy. To this end, we let \( R_i(A_0, A_1) |\psi\rangle = 0 \) be all the relations derived from relations \( T_k |\psi\rangle = 0 \). These \( R_i \) are allowed to be arbitrary polynomials (as opposed to monomials in the case of group relations). So any optimal irrep must satisfy all these polynomial relations. In some special cases, e.g., games \( \mathcal{G}_n \), there is one polynomial relation that is enough to identify the optimal irreps.
1.3 Relation to prior work

Much work has been done to generalize CHSH to games over \( \mathbb{Z}_n \). Initial generalizations were done by Bavarian and Shor [BS15] and later extended in Kaniewski et al. [KvT+18]. The game we present in section 3 provides a different generalization by viewing CHSH as an LCS game. The classical value of our games is found to be \( \frac{3}{4} \) from casual observation. Furthermore, we showcase quantum advantage by providing a lower bound on the quantum value for all \( n \).

In contrast the generalization of CHSH discussed in Kaniewski et al. is so difficult to analyze that even the classical value is not known except in the cases of \( n = 3, 5, 7 \). Additionally the quantum value of their Bell inequality is only determined after multiplying by choices of “phase” coefficients. Self-testing for this generalization is examined by Kaniewski et al., where they prove self-testing for \( n = 3 \) and show a weaker form of self-testing in the cases of \( n = 5, 7 \). For the games we introduce, we have self-testing for \( n = 3, 4, 5 \) and we conjecture that they are self-tests, in the strict sense, for all \( n \).

Furthermore, in [Slo11], Slofstra exhibits a game whose correlations are not extreme point, which suggests that it is also not a self-test, his result is not formulated in the language of self-testing and it would be interesting to rigorously show this to be the case. Independently of our work, in [Kan20], a family of Bell inequalities, which includes the \( I_{3322} \) game, is shown to self-test the maximally entangled state but no measurement operators.

1.4 Further work

This paper leaves many open problems and avenues for further investigation. The most important of these follow.

1. We conjecture that the class of games \( G_n \) are rigid for all \( n \). The step missing from resolving this conjecture is an SOS decomposition \( \nu(G_n, S_n)I - B_n = \sum_k \alpha_{n,k} T^*_{n,k} T_{n,k} \) for \( n > 5 \) where polynomials \( T_{n,k} \) viewed as vectors have unit norms and \( \alpha_{n,k} \) are positive real numbers.

If this conjecture is true, then we have a simple family of games with 1 bit question and \( \log n \) bit answer sizes that are self-testing full-Schmidt rank entangled states of any dimension. In fact, we show that the amount of entanglement in these self-tested states rapidly approaches the maximum amount of entanglement. To the best of our knowledge this is the first example of a family of games with such parameters.

2. In Section 5, we give efficient explicit presentations for \( G_n \) and its multiplication table. Can we go further and characterize these groups in terms of direct and semidirect products of small well-known groups? The first few cases are as follows

\[
G_3 \cong \mathbb{Z}_3 \times A_4, G_4 \cong (\mathbb{Z}_2^3 \rtimes \mathbb{Z}_4) \rtimes \mathbb{Z}_4, G_5 \cong (\mathbb{Z}_2^3 \rtimes \mathbb{Z}_5) \times \mathbb{Z}_5, \\
G_6 \cong \mathbb{Z}_3 \times \left( \left( (\mathbb{Z}_4 \times \mathbb{Z}_2^3) \rtimes \mathbb{Z}_2 \right) \rtimes \mathbb{Z}_2 \right) \rtimes \mathbb{Z}_3.
\]

3. The third problem is to characterize all mod \( n \) games over two variables and two equations. Let \( (\mathbb{Z}_n, m_1, m_2) \) be the LCS game mod \( n \) based on the system of equations

\[
x_0 x_1 = \omega_n^{m_1} \\
x_0 x_1 = \omega_n^{m_2}.
\]

So for example \( (\mathbb{Z}_n, 0, 1) = G_n \). A full characterization includes explicit construction of optimal strategies, a proof of self-testing, and a characterization of the group generated.
by optimal strategies (i.e., the self-tested group). Interesting observations can be made
about these games. For example $\mathbb{Z}_4, 0, 2$ self-tests the same strategy as CHSH. Another
interesting observation is that the self-tested group of $(\mathbb{Z}_3, 0, 1)$ and $(\mathbb{Z}_3, 0, 2)$ is $G_3 \cong \mathbb{Z}_3 \times A_4$, whereas the self-tested group of $(\mathbb{Z}_3, 1, 2)$ is $A_4$.

These games have similar bias expressions to those of $G_n$. It is likely that the same kind of
methods can be used to find optimal strategies and establish self-testing for these games.
For example $(\mathbb{Z}_n, 0, m)$ for all $m \in [n] \setminus \{0\}$ self-test the same group $G_n$. Just like $G_n$, the representation theory of $G_n$ dictates the optimal strategies of all these games: the optimal irreducible strategies of $(\mathbb{Z}_n, 0, m)$ for all $m \in [n] \setminus \{0\}$ are distinct irreps of $G_n$.

For example optimal strategies for all games $(\mathbb{Z}_5, 0, m)$, where $m \in [5] \setminus \{0\}$, generate $G_5$. This group has 15 irreps of degree five. For each $m \in [5] \setminus \{0\}$, there are three irreps sending $J \to \omega_5^m I_5$. For each $m \in [5] \setminus \{0\}$, the unique optimal irrep strategy of $(\mathbb{Z}_5, 0, m)$ is one of these three irreps.

These games are a rich source of examples for self-testing of groups. A full characterization
is a major step toward resolving Question 1.4.

4. One drawback of mod $n$ games is that the size of the self-tested groups grows exponentially,
$|G_n| = 2^{n-1}n^2$. Where are the games that self-test smaller groups for example the dihedral
group of degree 5, $D_5$? It seems that to test more groups, we need to widen our search space.

In a similar fashion to mod $n$ games, define games $(G, g_1, g_2)$ where $G$ is a finite group and $g_1, g_2 \in G$, based on the system of equations

$$x_0x_1 = g_1$$
$$x_0x_1 = g_2.$$

Understanding the map that sends $(G, g_1, g_2)$ to the self-tested group helps us develop a richer landscape of group self-testing.

5. How far can the SOS framework be pushed to prove self-testing? The first step in answering
this question is perhaps a characterization of games $(G, g_1, g_2)$ (and their variants, e.g.,
system of equations with more variables and equations) using this framework.

6. Glued magic square, as presented in Section 9, is not a self-test for any operator solution,
but both inequivalent strategies that we present use the maximally entangled state. Is the
glued magic square a self-test for the maximally entangled state? If true, this would give
another example of a non-local game that only self-tests the state and not the measurement
operators.

After the publication of our work, Mančinska et al. [MNP21] showed that this is indeed the
case; specifically they showed that the glued magic square self-tests convex combinations
of the two inequivalent strategies we presented in our work. Along with [Kan20], these
positively resolve a question asked in [SB19] in the context of non-local games.

1.5 Organization of paper

In section 2, we fix the nomenclature and give basic definitions for non-local games, winning
strategies, self-testing, LCS games, approximate representation, and the Gowers-Hatami theo-
rem. In section 3, we give the generalization of CHSH and derive the bias operator of these
games, that is used in the rest of the paper. In Section 4, we establish lower-bounds on the quantum value for these games by presenting explicit strategies. In this section we also analyse the entanglement entropy of the shared states in these explicit strategies. In Section 5, we give a presentation for the groups generated by Alice and Bob’s observables. In Section 6, we present the SOS framework and give a basic example of its application in proving self-testing. In section 7, we use the SOS framework to show that our lower-bound is tight in the case of $n = 3$, and answer the questions we posed about self-testing. In section 8, we show that the SOS framework reduces to the solution group formalism in the case of pseudo-telepathic LCS games. Finally, in Section 9 we provide an example of a non-rigid game.
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2 Preliminaries

We assume the reader has a working understanding of basic concepts from the field of quantum information theory. For an overview of quantum information, refer to [Wat18, CN10, HPP16].

2.1 Notation

We use $G$ to refer to a group, while $\mathcal{G}$ is reserved for a non-local game. Let $[n,m]$ denote the set $\{n, n+1, \ldots, m\}$ for integers $n \leq m$, and the shorthand $[n] = [0, n-1]$. This should not be confused with $[X,Y]$, which is used to denote the commutator $XY - YX$. We let $I_n$ denote the $n \times n$ identity matrix and $e_i$, for $i \in [n]$, be the $i$th standard basis vector. The Pauli observables are denoted $\sigma_x, \sigma_y$, and $\sigma_z$. The Kronecker delta is denoted by $\delta_{i,j}$.

We will let $\mathcal{H}$ denote a finite dimensional Hilbert space and use the notation $|\psi\rangle \in \mathcal{H}$ to refer to vectors in $\mathcal{H}$. We use $L(\mathcal{H})$ to denote the set of linear operators in the Hilbert space $\mathcal{H}$. We use $U_n(\mathbb{C})$ to denote the set of unitary operators acting on the Hilbert space $\mathbb{C}^n$. The set of projection operators acting on $\mathcal{H}$ are denoted by $\text{Proj}(\mathcal{H})$. Given a linear operator $A \in L(\mathcal{H})$, we let $A^*$ be the adjoint operator. For $X, Y \in L(\mathcal{H})$, the Hilbert-Schmidt inner product is given by $\langle X, Y \rangle = \text{Tr}(X^*Y)$. We also use the following shorthands $\text{Tr}_\rho(X) = \text{Tr}(X\rho)$ and $\langle X, Y \rangle_\rho = \text{Tr}_\rho(X^*Y)$ where $X, Y \in L(\mathcal{H})$ and $\rho$ is a density operator acting on $\mathcal{H}$ (i.e., positive semidefinite with trace 1). The von Neumann entropy of a density matrix $\rho$ is given by $S(\rho) = -\text{Tr}(\rho \log \rho)$.

We use $\Re(\alpha)$ to denote the real part of a complex number $\alpha$. We let $\omega_n = e^{2\pi i/n}$ be the $n$th root of unity. The Dirichlet kernel is $D_m(x) = \frac{1}{2\pi} \sum_{k=-m}^{m} e^{ikx}$ which by a well known identity is equal to $\frac{\sin((m+\frac{1}{2})x)}{2\pi \sin(\frac{x}{2})}$.

The maximally entangled state with local dimension $n$ is given by $|\Phi_n\rangle = \frac{1}{\sqrt{n}} \sum_{i=0}^{n-1} |i\rangle \otimes |i\rangle \in \mathbb{C}^n \otimes \mathbb{C}^n$.

Let $\mathcal{H}_A, \mathcal{H}_B$ be Hilbert spaces of dimension $n$ and $|\psi\rangle \in \mathcal{H}_A \otimes \mathcal{H}_B$ be a bipartite state. Then there exists orthonormal bases $\{|i_A\rangle\}_{i=0}^{n-1}$ for $\mathcal{H}_A$ and $\{|i_B\rangle\}_{i=0}^{n-1}$ for $\mathcal{H}_B$ and unique non-negative real numbers $\{\lambda_i\}_{i=0}^{n-1}$ such that $|\psi\rangle = \sum_{i=0}^{n-1} \lambda_i |i_A\rangle \otimes |i_B\rangle$. The $\lambda_i$'s are known as Schmidt coefficients.

The Schmidt rank of a state is the number of non-zero Schmidt coefficients $\lambda_i$. The Schmidt rank is a rough measure of entanglement. In particular, a pure state $|\psi\rangle$ is entangled if and only if it has Schmidt rank greater than one.

Another measure of entanglement is the entanglement entropy. Given the Schmidt decomposition of a state $|\psi\rangle = \sum_{i=0}^{n-1} \lambda_i |i_A\rangle \otimes |i_B\rangle$, the entanglement entropy $S_\psi$ is given by $-\sum_{i=0}^{n-1} \lambda_i^2 \log(\lambda_i^2)$. The maximum entanglement entropy is $\log(n)$. A pure state is separable (i.e. not entangled) when the entanglement entropy is zero. If the entanglement entropy of a state $|\psi\rangle$ is maximum, then the state is the maximally entangled state up to local unitaries, i.e., there exist unitaries $U_A, U_B \in U_n(\mathbb{C})$, such that $|\psi\rangle = U_A \otimes U_B |\Phi_n\rangle$.

2.2 Non-local games

A non-local game is played between a referee and two cooperating players Alice and Bob who cannot communicate once the game starts. The referee provides each player with a question (input), and the players each respond with an answer (output). The referee determines whether the players win with respect to fixed conditions known to all parties. Alice does not know Bob’s question and vice-versa as they are not allowed to communicate once the game starts. However, before the game starts, the players could agree upon a strategy that maximizes their success probability. Below we present the formal definition and some accompanying concepts.
Definition 2.1. A non-local game $\mathcal{G}$ is a tuple $(\mathcal{I}_A, \mathcal{I}_B, \mathcal{O}_A, \mathcal{O}_B, \pi, V)$ where $\mathcal{I}_A$ and $\mathcal{I}_B$ are finite question sets, $\mathcal{O}_A$ and $\mathcal{O}_B$ are finite answer sets, $\pi$ denotes the probability distribution on the set $\mathcal{I}_A \times \mathcal{I}_B$ and $V : \mathcal{I}_A \times \mathcal{I}_B \times \mathcal{O}_A \times \mathcal{O}_B \rightarrow \{0, 1\}$ defines the winning conditions of the game.

When the game begins, the referee chooses a pair $(i, j) \in \mathcal{I}_A \times \mathcal{I}_B$ according to the distribution $\pi$. The referee sends $i$ to Alice and $j$ to Bob. Alice then responds with $a \in \mathcal{O}_A$ and Bob with $b \in \mathcal{O}_B$. The players win if and only if $V(i, j, a, b) = 1$.

A classical strategy is defined by a pair of functions $f_A : \mathcal{I}_A \rightarrow \mathcal{O}_A$ for Alice and $f_B : \mathcal{I}_B \rightarrow \mathcal{O}_B$ for Bob. The winning probability of this strategy is

$$\sum_{i,j} \pi(i,j)V(i,j,f_A(i),f_B(j)).$$

The classical value, $\nu(\mathcal{G})$, of a game is the supremum of this quantity over all classical strategies $(f_A, f_B)$.

A quantum strategy $\mathcal{S}$ for $\mathcal{G}$ is given by Hilbert spaces $\mathcal{H}_A, \mathcal{H}_B$, a state $|\psi\rangle \in \mathcal{H}_A \otimes \mathcal{H}_B$, and projective measurements $\{E_{i,a}\}_{a \in \mathcal{O}_A} \subset \text{Proj}(\mathcal{H}_A)$ and $\{F_{j,b}\}_{b \in \mathcal{O}_B} \subset \text{Proj}(\mathcal{H}_B)$ for all $i \in \mathcal{I}_A$ and $j \in \mathcal{I}_B$.

Alice and Bob each have access to Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$ respectively. On input $(i, j)$, Alice and Bob measure their share of the state $|\psi\rangle$ according to $\{E_{i,a}\}_{a \in \mathcal{O}_A}$ and $\{F_{j,b}\}_{b \in \mathcal{O}_B}$. The probability of obtaining outcome $a, b$ is given by $\langle \psi | E_{i,a} \otimes F_{j,b} | \psi \rangle$. The winning probability of strategy $\mathcal{S}$, denoted by $\nu(\mathcal{G}, \mathcal{S})$ is therefore

$$\nu(\mathcal{G}, \mathcal{S}) = \sum_{i,j,a,b} \pi(i,j) \langle \psi | E_{i,a} \otimes F_{j,b} | \psi \rangle V(i,j,a,b).$$

The quantum value of a game, written $\nu^* (\mathcal{G})$, is the supremum of the winning probability over all quantum strategies.

The famous CHSH game [CHSH69] is the tuple $(\mathcal{I}_A, \mathcal{I}_B, \mathcal{O}_A, \mathcal{O}_B, \pi, V)$ where $\mathcal{I}_A = \mathcal{I}_B = \mathcal{O}_A = \mathcal{O}_B = \{0, 1\}$, $\pi$ is the uniform distribution on $\mathcal{I}_A \times \mathcal{I}_B$, and $V(i, j, a, b) = 1$ if and only if $a + b \equiv ij \mod 2$.

The CHSH game has a classical value of 0.75 and a quantum value of $\frac{1}{2} + \frac{\sqrt{2}}{4} \approx 0.85$ [CHSH69].

A strategy $\mathcal{S}$ is optimal if $\nu(\mathcal{G}, \mathcal{S}) = \nu^* (\mathcal{G})$. When a game’s quantum value is larger than the classical value we say that the game exhibits quantum advantage. A game is pseudo-telepathic if it exhibits quantum advantage and its quantum value is 1.

An order-$n$ generalized observable is a unitary $U$ for which $U^n = I$. It is customary to assign an order-$n$ generalized observable to a projective measurement system $\{E_0, \ldots, E_{n-1}\}$ as

$$A = \sum_{i=0}^{n-1} \omega_n^i E_i.$$

Conversely, if $A$ is an order-$n$ generalized observable, then we can recover a projective measurement system $\{E_0, \ldots, E_{n-1}\}$ where

$$E_i = \frac{1}{n} \sum_{k=0}^{n-1} \left( \omega_n^{-i} A \right)^k.$$

In this paper, present strategies in terms of generalized observables.

Consider the strategy $\mathcal{S}$ consisting of the shared state $|\psi\rangle \in \mathcal{H}_A \otimes \mathcal{H}_B$ and observables $\{A_i\}_{i \in \mathcal{I}_A}$ and $\{B_j\}_{j \in \mathcal{I}_B}$ for Alice and Bob. We say the game $\mathcal{G}$ is a self-test for the strategy $\mathcal{S}$ if there exist $\varepsilon_0 \geq 0$ and $\delta : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ a continuous function with $\delta(0) = 0$, such that the following hold
1. $S$ is optimal for $G$.

2. For any $0 \leq \varepsilon \leq \varepsilon_0$ and any strategy $\tilde{S} = (\{\tilde{A}_i\}_{i \in I_A}, \{\tilde{B}_j\}_{j \in I_B}, |\tilde{\psi}\rangle)$ where $|\tilde{\psi}\rangle \in \tilde{H}_A \otimes \tilde{H}_B$ and $\nu(G, S) \geq \nu^*(G) - \varepsilon$, there exist local isometries $V_A$ and $V_B$, and a state $|\text{junk}\rangle$ such that the following hold

- $\|V_A \otimes V_B |\tilde{\psi}\rangle - |\psi\rangle|\text{junk}\rangle\| \leq \delta(\varepsilon)$,
- $\|V_A \tilde{A}_i \otimes V_B \tilde{B}_i |\tilde{\psi}\rangle - (A_i \otimes I_j |\psi\rangle)|\text{junk}\rangle\| \leq \delta(\varepsilon)$ for all $i \in I_A$,
- $\|V_A \otimes V_B \tilde{B}_j |\tilde{\psi}\rangle - (I \otimes B_j |\psi\rangle)|\text{junk}\rangle\| \leq \delta(\varepsilon)$ for all $j \in I_B$.

We use the terminology rigidity and self-testing interchangeably. Exact rigidity is a weaker notion in which, we only require the second condition to hold for $\varepsilon = 0$. In Section 6, we give as an example the proof of exact rigidity of the CHSH game.

2.3 Linear constraint system games

A linear constraint system (LCS) game is a non-local game in which Alice and Bob cooperate to convince the referee that they have a solution to a system of linear equations over $\mathbb{Z}_n$. The referee sends Alice an equation and Bob a variable in that equation, uniformly at random. In response, Alice specifies an assignment to the variables in her equation and Bob specifies an assignment to his variable. The players win exactly when Alice’s assignment satisfies her equation and Bob’s assignment agrees with Alice. It follows that an LCS game has a perfect classical strategy if and only if the system of equations, when viewed in the multiplicative form, has an operator solution [CM12].

To each LCS game there corresponds a group referred to as the solution group. The representation theory of solution group is an indispensable tool in studying pseudo-telepathic LCS games [CLS17, CS18]. In what follows we define these terms formally, but the interested reader is encouraged to consult the references to appreciate the motivations. In this paper, we are interested in extending solution group formalism to general LCS games using the sum of squares approach. We explore this extension in Section 7. When restricted to pseudo-telepathic LCS games, our SOS approach is identical to the solution group formalism. We present this in section 8 for completeness.

Consider a system of linear equations $Ax = b$ where $A \in \mathbb{Z}_n^{r \times s}$, $b \in \mathbb{Z}_n^r$. We let $V_i$ denote the set of variables occurring in equation $i$

$$V_i = \{j \in [s] : a_{i,j} \neq 0\}.$$  

To view this system of linear equations in multiplicative form, we identify $\mathbb{Z}_n$ multiplicatively as $\{1, \omega_n, \ldots, \omega_n^{n-1}\}$. Then express the $i$th equation as

$$\prod_{j \in V_i} x_j^{a_{ij}} = \omega_n^{b_i}.$$  

In this paper we only use this multiplicative form. We let $S_i$ denote the set of satisfying assignments to equation $i$. In the LCS game $G_{A,b}$, Alice receives an equation $i \in [r]$ and Bob receives a variable $j \in V_i$, uniformly at random. Alice responds with an assignment $x$ to variables in $V_i$ and Bob with an assignment $y_i$ to his variable $j$. They win if $x \in S_i$ and $x_j = y_i$.

The solution group $G_{A,b}$ associated with $G_{A,b}$, is the group generated by $g_1, \ldots, g_s, J$, satisfying the relations

1. $g_j^n = J^n = 1$ for all $j$,
2. \( g_jJ = Jg_j \) for all \( j \),

3. \( g_jg_k = g_kg_j \) for \( j, k \in V_i \) for all \( i \), and

4. \( \prod_{j \in V_i} g_j^{A_{ij}} = J^{h_i} \).

### 2.4 Gowers-Hatami theorem and its application to self-testing

In order to precisely state our results about self-testing in Section 7, we recall the Gowers-Hatami theorem and \((\varepsilon, |\psi\rangle)\)-representation [GHI17, CS18, Vid18].

**Definition 2.2.** Let \( G \) be a finite group, \( n \) an integer, Hilbert spaces \( \mathcal{H}_A, \mathcal{H}_B \) of dimension \( n \), and \( |\psi\rangle \in \mathcal{H}_A \otimes \mathcal{H}_B \) a state with the reduced density matrix \( \sigma \in \mathcal{L}(\mathcal{H}_A) \). An \((\varepsilon, |\psi\rangle)\)-representation of \( G \), for \( \varepsilon \geq 0 \), is a function \( f : G \to U_n(\mathbb{C}) \) such that

\[
\mathbb{E}_{x,y} \Re \left( \langle f(x)^* f(y), f(x^{-1} y) \rangle_\sigma \right) \geq 1 - \varepsilon. \tag{2.1}
\]

In the case of \( \varepsilon = 0 \), we abbreviate and call such a map a \( |\psi\rangle\)-representation, in which case the condition 2.1 simplifies to

\[
\langle f(x)^* f(y), f(x^{-1} y) \rangle_\sigma = 1,
\]

or equivalently

\[
f(y)^* f(x) f(x^{-1} y) |\psi\rangle = |\psi\rangle, \tag{2.2}
\]

for all \( x, y \in G \). In Condition (2.2), we are implicitly dropping the tensor with identity on \( \mathcal{H}_B \).

Note that a \( |\psi\rangle\)-representation \( f \) is just a group representation when restricted to the Hilbert space \( \mathcal{H}_0 = \text{span}\{f(g)|\psi\rangle : g \in G\} \), i.e., the Hilbert space generated by the image of \( f \) acting on \( |\psi\rangle \). To see this, we first rewrite (2.2) as

\[
f(x^{-1} y)|\psi\rangle = f(x)^* f(y)|\psi\rangle.
\]

Thus for any \( x, y \in G \) we have

\[
f(x^{-1})^* f(x^{-1} y)|\psi\rangle = f(x x^{-1} y)|\psi\rangle = f(y)|\psi\rangle.
\]

We can multiply both sides by \( f(x^{-1}) \) to obtain \( f(x^{-1} y)|\psi\rangle = f(x^{-1}) f(y)|\psi\rangle \) for all \( x, y \in G \) or equivalently

\[
f(x)f(y)|\psi\rangle = f(xy)|\psi\rangle \quad \text{for all} \quad x, y \in G. \tag{2.3}
\]

This shows that for all \( x \in G \), the operator \( f(x) \) leaves the subspace \( H_0 \) invariant. Thus we can view \( f(x)|\psi\rangle \) to this subspace, as an element of \( \mathcal{L}(H_0) \). Furthermore, by (2.3), the map \( x \mapsto f(x)|\psi\rangle \) is a homomorphism and thus a representation of \( G \) on \( H_0 \).

We need the following special case of the Gowers-Hatami (GH) theorem as presented in [Vid18]. The analysis of the robust rigidity of these games uses the general statement of GH, using \((\varepsilon, |\psi\rangle)\)-representation. Although skipped in this paper, the tools are in place to analyse the robust case.

**Theorem 2.3** (Gowers-Hatami). Let \( d \) be an integer, \( |\psi\rangle \in \mathbb{C}^d \otimes \mathbb{C}^d \) a bipartite state, \( G \) a finite group, and \( f : G \to U_d(\mathbb{C}) \) a \( |\psi\rangle\)-representation. Then there exist \( d' \geq d \), a representation \( g : G \to U_{d'}(\mathbb{C}) \), and an isometry \( V : \mathbb{C}^d \to \mathbb{C}^{d'} \) such that \( f(x) \otimes I|\psi\rangle = V^* g(x)V \otimes I|\psi\rangle \).
The general case follows similarly. For binary games we only need to consider strategies comprised of $\{ S, V \}$ strategy respectively, and isometries $\rho, \sigma$ respectively, and state $\psi$.

From the proof of this theorem in [Vid18], we can take $g = \oplus \rho I_d \otimes I_{d_p} \otimes \rho$ where $\rho$ ranges over irreducible representations of $G$ and $d_p$ is the dimension of $\rho$. Additionally, in the same bases, we can factorize $V$ into a direct sum over irreps such that $V u = \oplus \rho (V u)$, for all $u \in \mathbb{C}^d$ where $V_p \in L(\mathbb{C}^d \otimes \mathbb{C}^{d_p} \otimes \mathbb{C}^{d_p})$ are some linear operators. It holds that $\sum_\rho V_p^* V_p = V^* V = I_d$.

In some special cases, such as in our paper, we can restrict $g$ to be a single irreducible representation of $G$. In such cases we have a streamlined proof of self-testing. Lemma 2.4 below captures how GH is applied in proving self-testing in these cases.

Let $G = (\mathbb{I}_A, \mathbb{I}_B, \mathbb{O}_A, \mathbb{O}_B, \pi, V)$ be a game, $G_A$ and $G_B$ be groups with generators $\{ P_i \}_{i \in I_A}$ and $\{ Q_j \}_{j \in I_B}$, $G_A$ and $G_B$ be free groups over $\{ P_i \}_{i \in I_A}$ and $\{ Q_j \}_{j \in I_B}$, and $S = \{ \{ A_i \}, \{ B_j \}, |\psi\rangle \}$ be a strategy where $|\psi\rangle \in \mathbb{C}^{d_A} \otimes \mathbb{C}^{d_B}$ and $S$ is an optimal strategy for $G_A$ and $G_B$, respectively. Suppose that the game $G$ has the property that for every optimal strategy $\tilde{S} = \{ \{ \tilde{A}_i \}, \{ \tilde{B}_j \}, |\tilde{\psi}\rangle \}$, $f^\tilde{S}_A$ and $f^\tilde{S}_B$ are $|\tilde{\psi}\rangle$-representations for $G_A$ and $G_B$, respectively.

Now applying GH, for every optimal strategy $S$, there exist representations $g_A, g_B$ of $G_A, G_B$, respectively, and isometries $V_A, V_B$ such that

$$f^S_A(x) \otimes I |\tilde{\psi}\rangle = V_A^* g_A(x) V_A \otimes I |\tilde{\psi}\rangle \quad \text{for all } x \in G_A,$$

$$I \otimes f^S_B(y) |\tilde{\psi}\rangle = I \otimes V^*_B g_B(y) V_B |\tilde{\psi}\rangle \quad \text{for all } y \in G_B.$$ 

Unfortunately this is not enough to establish rigidity for $G$ as defined in Section 2.2. To do this, we need and extra assumption on $G$ that we deal with in the following lemma.

For any pair of representations $\rho, \sigma$ of $G_A, G_B$ respectively, and state $|\psi\rangle \in \mathbb{C}^{d_A} \otimes \mathbb{C}^{d_B}$, let $S_{\rho, \sigma, |\psi\rangle} = \{ \{ \rho(P_i) \}_{i \in I_A}, \{ \sigma(Q_j) \}_{j \in I_B}, |\psi\rangle \}$ be the strategy induced by the pair of representations $(\rho, \sigma)$. Also let $\nu(G, \rho, \sigma) = \max_{|\psi\rangle} \nu(G, S_{\rho, \sigma, |\psi\rangle})$.

**Lemma 2.4.** Suppose that there is only one pair of irreps $\bar{\rho}, \bar{\sigma}$ for which $\nu(G, \bar{\rho}, \bar{\sigma}) = \nu^*(G)$. Additionally assume that $|\psi\rangle$ is the unique state (up to global phase) for which $S_{\bar{\rho}, \bar{\sigma}, |\psi\rangle}$ is an optimal strategy. Let $\tilde{S} = \{ \{ \tilde{A}_i \}, \{ \tilde{B}_j \}, |\tilde{\psi}\rangle \}$ be an optimal strategy of $G$ such that $|\tilde{\psi}\rangle \in \mathbb{C}^{d_A} \otimes \mathbb{C}^{d_B}$, $f^\tilde{S}_A$ and $f^\tilde{S}_B$ are $|\tilde{\psi}\rangle$-representations for $G_A$ and $G_B$, respectively. Then there exist isometries $V_A : \mathbb{C}^{d_A} \to \mathbb{C}^{d_A|G_A|}$, $V_B : \mathbb{C}^{d_B} \to \mathbb{C}^{d_B|G_B|}$, and a state $|\text{junk}\rangle$ such that

$$V_A \otimes V_B |\tilde{\psi}\rangle = |\text{junk}\rangle |\psi\rangle,$$

$$V_A \tilde{A}_i \otimes V_B |\tilde{\psi}\rangle = |\text{junk}\rangle \tilde{\rho}(P_i) \otimes |I_{d_A}\rangle |\psi\rangle,$$

$$V_A \otimes V_B \tilde{B}_j |\tilde{\psi}\rangle = |\text{junk}\rangle |I_{d_B} \otimes \tilde{\sigma}(Q_j)|\psi\rangle,$$

for all $i \in I_A$, $j \in I_B$.

**Proof.** For simplicity, we only prove the case of binary games, i.e., we assume $|O_A| = |O_B| = 2$. The general case follows similarly. For binary games we only need to consider strategies comprised of binary observables ($A$ is a binary observable if it is Hermitian and $A^2 = I$). Without loss of generality, we can assume that there exist some complex numbers $\lambda_{ij}, \lambda_i, \lambda_j, \lambda$ such that for any strategy $S = \{ \{ A_i \}, \{ B_j \}, |\psi\rangle \}$

$$\nu(G, S) = |\psi\rangle \left( \sum_{ij \in I_A \setminus I_B} \lambda_{ij} A_i \otimes B_j + \sum_{i \in I_A} \lambda_i A_i \otimes I + \sum_{j \in I_B} \lambda_j I \otimes B_j + \lambda I \otimes I \right) |\psi\rangle. \quad (2.4)$$

As argued earlier, by GH, we have

$$f^\tilde{S}_A(x) \otimes I |\tilde{\psi}\rangle = V_A^* g_A(x) V_A \otimes I |\tilde{\psi}\rangle,$$

$$I \otimes f^\tilde{S}_B(y) |\tilde{\psi}\rangle = I \otimes V_B^* g_B(y) V_B |\tilde{\psi}\rangle,$$

(2.5) (2.6)
where $g_A = \oplus \rho_{I_{d_A d_p}} \otimes \rho, g_B = \oplus \sigma_{I_{d_B d_p}} \otimes \sigma$, where $\rho$ and $\sigma$ range over irreducible representations of $G_A$ and $G_B$, respectively. We also have the factorization $V_A u = \oplus \rho(V_A, \rho) u$, for all $u \in \mathbb{C}^{d_A}$ as well as $V_B u = \oplus \sigma(V_B, \sigma) u$, for all $u \in \mathbb{C}^{d_B}$. As mentioned above in the discussion that followed Theorem 2.3, $V_A, \rho$ and $V_B, \sigma$ are some linear operators for which $\sum \rho V^*_{A, \rho} V_{A, \rho} = I_{d_A}$ and $\sum \sigma V^*_{B, \sigma} V_{B, \sigma} = I_{d_B}$.

We want to write the winning probability of $\tilde{S}$ in terms of the winning probabilities of irrep strategies. To this end, let

$$p_{\rho, \sigma} = \|V_{A, \rho} \otimes V_{B, \sigma}|\tilde{\psi}\|^2,$$

and consider strategies

$$S_{I_{\otimes \rho, I_{\otimes \sigma}}|\tilde{\psi}_{\rho, \sigma}} = \left(\{I_{d_A d_p} \otimes \rho(P_i)\}, \{I_{d_B d_p} \otimes \sigma(Q_j)\}, |\tilde{\psi}_{\rho, \sigma}\rangle\right).$$

Using (2.4), we can write

$$\nu(G, S) = \langle \tilde{\psi} | \sum_{i \in I_A, j \in I_B} \lambda_{ij} \tilde{A}_i \otimes \tilde{B}_j + \sum_{i \in I_A} \lambda_i \tilde{A}_i \otimes I + \sum_{j \in I_B} \lambda_j I \otimes \tilde{B}_j + \lambda I \otimes I \rangle |\tilde{\psi}\rangle$$

$$= \sum_{\rho, \sigma} (|\tilde{\psi}| V^*_{A, \rho} \otimes V^*_{B, \sigma} \left( \sum_{i \in I_A, j \in I_B} \lambda_{ij} (I_{d_A d_p} \otimes \rho(P_i)) \otimes (I_{d_B d_p} \otimes \sigma(Q_j)) + \sum_{i \in I_A} \lambda_i (I_{d_A d_p} \otimes \rho(P_i)) \otimes I \right) + \sum_{j \in I_B} \lambda_j I \otimes (I_{d_B d_p} \otimes \sigma(Q_j)) + \lambda I \otimes I) V_{A, \rho} \otimes V_{B, \sigma} |\tilde{\psi}\rangle$$

$$= \sum_{\rho, \sigma} p_{\rho, \sigma} \nu(G, S_{I_{\otimes \rho, I_{\otimes \sigma}}|\tilde{\psi}_{\rho, \sigma}}).$$

Note that $\sum_{\rho, \sigma} p_{\rho, \sigma} = 1$. In other words, the winning probability of $\tilde{S}$ is a convex combination of the winning probabilities of irreducible strategies $S_{I_{\otimes \rho, I_{\otimes \sigma}}|\tilde{\psi}_{\rho, \sigma}}$. It is easily verified that $\nu(G, S_{I_{\otimes \rho, I_{\otimes \sigma}}|\tilde{\psi}_{\rho, \sigma}}) \leq \nu(G, \rho, \sigma)$. By assumption of the lemma $\nu(G, \rho, \sigma) < \nu^*(G)$ except when $(\rho, \sigma) = (\tilde{\rho}, \tilde{\sigma})$. Now since $\tilde{S}$ is an optimal strategy, we have

$$p_{\rho, \sigma} = \begin{cases} 1 & (\rho, \sigma) = (\tilde{\rho}, \tilde{\sigma}), \\ 0 & \text{otherwise.} \end{cases}$$

Therefore $\nu(G, \tilde{S}) = \nu(G, S_{I_{\otimes \rho, I_{\otimes \sigma}}|\tilde{\psi}_{\rho, \sigma}})$ and hence $S_{I_{\otimes \rho, I_{\otimes \sigma}}|\tilde{\psi}_{\rho, \sigma}}$ is an optimal strategy. From the assumption of the lemma $|\tilde{\psi}\rangle$ is the unique state optimizing the strategy induced by $(\tilde{\rho}, \tilde{\sigma})$. Therefore $|\tilde{\psi}_{\rho, \sigma}\rangle = |\text{junk}'\rangle |\psi\rangle$ where both $|\text{junk}'\rangle$ and $|\psi\rangle$ are shared between Alice and Bob such that $|\text{junk}'\rangle$ is the state of the register upon which the identities of Alice and Bob in the operators $(I \otimes \rho)_A \otimes (I \otimes \sigma)_B$ are applied. In summary

$$|\tilde{\psi}_{\rho, \sigma}\rangle = \begin{cases} |\text{junk}'\rangle |\psi\rangle & (\rho, \sigma) = (\tilde{\rho}, \tilde{\sigma}), \\ 0 & \text{otherwise.} \end{cases}$$

(2.7)

Now using (2.5), it follows that

$$\tilde{A}_i \otimes V_B |\tilde{\psi}\rangle = V^*_{A, g_A}(P_i) V_A \otimes V_B |\tilde{\psi}\rangle,$$
As is the case for where the third equality follows from (2.7), and in the fourth equality with a satisfying assignment. Therefore, the referee could always determine Alice’s assignment
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Z_2, is given by

The CHSH viewed as an LCS is first considered in [CM12]. We generalize this to a game \(G_n\)

over \(Z_n\) for each \(n \geq 2\)

as is the case for \(G_2 = CHSH\), the classical value of \(G_n\) is easily seen to be 0.75. In Section 4, we exhibit quantum advantage by presenting a strategy \(S_n\) showing that \(\nu^*(G_n) \geq \nu(G_n, S_n) = \frac{1}{2} + \frac{1}{2n \sin\left(\frac{\pi}{n}\right)} > \frac{1}{2} + \frac{1}{4} \approx 0.81\). In Section 5, we present the group \(G_n\) generated by the operators in \(S_n\). In Section 7, we show that \(G_3\) is a self-test, and conjecture that this is true for all \(n \geq 2\).

As defined in the preliminaries, conventionally, in an LCS game, Alice has to respond with an assignment to all variables in her equation. It is in Alice’s best interest to always respond with a satisfying assignment. Therefore, the referee could always determine Alice’s assignment to \(x_1\) from her assignment to \(x_0\). Hence, without loss of generality, in our games, Alice only responds with an assignment to \(x_0\).
Formally $G_n = ([2], [2], \mathbb{Z}_n, \mathbb{Z}_n, \pi, V)$ where $\mathbb{Z}_n = \{1, \omega_n, \ldots, \omega_n^{n-1}\}$, $\pi$ is the uniform distribution on $[2] \times [2]$, and

\[
V(0, 0, a, b) = 1 \iff a = b,
\]
\[
V(0, 1, a, b) = 1 \iff ab = 1,
\]
\[
V(1, 0, a, b) = 1 \iff a = b,
\]
\[
V(1, 1, a, b) = 1 \iff ab = \omega_n.
\]

Consider the quantum strategy $S$ given by the state $|\psi\rangle$, and projective measurements $\{E_{0,a}\}_{a \in [n]}$ and $\{E_{1,a}\}_{a \in [n]}$ for Alice, and $\{F_{0,b}\}_{b \in [n]}$ and $\{F_{1,b}\}_{b \in [n]}$ for Bob. Note that in our measurement systems, we identify outcome $a \in [n]$ with answer $\omega_n^a \in \mathbb{Z}_n$. As done in the preliminaries, define the generalized observables $A_0 = \sum_{i=0}^{n-1} \omega_n^i E_{0,i}, A_1 = \sum_{i=0}^{n-1} \omega_n^i E_{1,i}, B_0 = \sum_{i=0}^{n-1} \omega_n^i F_{0,i}, B_1 = \sum_{i=0}^{n-1} \omega_n^i F_{1,i}$. We derive an expression for the winning probability of this strategy in terms of the these generalized observables. We do so by introducing the bias operator

\[
B_n = B_n(A_0, A_1, B_0, B_1) = \sum_{i=1}^{n-1} A_0^i B_0^{-i} + A_1^i B_1^{-i} + A_0^i B_0^{-i} + \omega_n^{-i} A_1^i B_1^i,
\]
in which we dropped the tensor product symbol between Alice and Bob’s operators.

**Proposition 3.1.** Given the strategy $S$ above, it holds that $\nu(G_n, S) = \frac{1}{4n} \langle \psi | B_n | \psi \rangle + \frac{1}{n}$.

**Proof.**

\[
B_n + 4I = \sum_{i=0}^{n-1} A_0^i B_0^{-i} + A_0^i B_1^{-i} + A_1^i B_0^{-i} + \omega_n^{-i} A_1^i B_1^i
\]
\[
= \sum_{i=0}^{n-1} \sum_{a,b=0}^{n-1} \omega_n^{i(a-b)} E_{0,a} F_{0,b} + \omega_n^{i(a+b)} E_{0,a} F_{1,b} + \omega_n^{i(a-b)} E_{1,a} F_{0,b} + \omega_n^{i(a+b-1)} E_{1,a} F_{1,b}
\]
\[
= \sum_{i=0}^{n-1} \sum_{a,b=0}^{n-1} \omega_n^{i(a-b)} E_{0,a} F_{0,b} + \omega_n^{i(a+b)} E_{0,a} F_{1,b} + \omega_n^{i(a-b)} E_{1,a} F_{0,b} + \omega_n^{i(a+b-1)} E_{1,a} F_{1,b}
\]
\[
= n \sum_{a=0}^{n-1} E_{0,a} F_{0,a} + E_{0,a} F_{1,-a} + E_{1,a} F_{0,a} + E_{1,a} F_{1,1-a}
\]
in which in the last equality we used the identity $1 + \omega_n + \ldots + \omega_n^{n-1} = 0$. Also note that in $F_{1,-a}$ and $F_{1,1-a}$ second indices should be read mod $n$. Finally notice that

\[
\nu(G_n, S) = \frac{1}{4} \langle \psi | \left( \sum_{a=0}^{n-1} E_{0,a} F_{0,a} + E_{0,a} F_{1,-a} + E_{1,a} F_{0,a} + E_{1,a} F_{1,1-a} \right) | \psi \rangle.
\]

\[
\square
\]

### 4 Strategies for $G_n$

In this section, we present quantum strategies $S_n$ for $G_n$ games. In Section 4.2, we show that $\nu(G_n, S_n) = \frac{1}{2} + \frac{1}{2n \sin \left( \frac{\pi}{2n} \right)}$ and that this value approaches $\frac{1}{2} + \frac{1}{\pi}$ from above as $n$ tends to infinity. This lower bounds the quantum value $\nu^*(G_n)$, and proves that these games exhibit quantum
advantage with a constant gap $\frac{1}{\pi} - \frac{1}{4}$. We also show that the states in these strategies have full-Schmidt rank. Furthermore the states tend to the maximally entangled state as $n \to \infty$.

We conjecture that $S_n$ are optimal and that the games $G_n$ are self-tests for $S_n$. In Section 7, we prove this for $n = 3$. Using the NPA hierarchy, we verify the optimality numerically up to $n = 7$. If the self-testing conjecture is true, we have a family of games with one bit questions and $\log(n)$ bits answers, that self-test entangled states of local dimension $n$ for any $n$.

4.1 Definition of the strategy

Let $\sigma_n = (0 1 2 \ldots n − 1) \in S_n$ denote the cycle permutation that sends $i$ to $i + 1 \mod n$. Let $z_n = \omega_n^{1/4} = e^{i\pi/2n}$. Let $D_{n,j} = I_n - 2e_j e_j^*$ be the diagonal matrix with $-1$ in the $(j,j)$ entry, and $1$ everywhere else in the diagonal. Then let $D_{n,S} := \prod_{j \in S} D_{n,j}$, where $S \subset [n]$. Finally, let $X_n$ be the shift operator (also known as the generalized Pauli $X$), i.e., $X_ne_i = e_{\sigma_n(i)}$. For convenience, we shall often drop the $n$ subscript when the dimension is clear from context, and so just refer to $z, D_{n,j}, D_{n,S}, X_n$ as $z, D, j, D_S, X$, respectively.

Let $H_A = H_B = C^n$. Then Alice and Bob’s shared state in $S_n$ is defined to be

$$|\psi_n\rangle = \frac{1}{\gamma_n} \sum_{i=0}^{n-1} (1 - z^{n+2i+1})|\sigma^i(0),\sigma^{-i}(0)\rangle \in H_A \otimes H_B,$$

where $\gamma_n = \sqrt{2n + \frac{2}{\sin(\frac{\pi}{2n})}}$ is the normalization factor. The generalized observables in $S_n$ are

$$A_0 = X, \quad A_1 = z^2 D_0 X,$$
$$B_0 = X, \quad B_1 = z^2 D_0 X^*.$$

Example 4.1. In $S_2$, Alice and Bob’s observables are

$$A_0 = \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad A_1 = \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},$$
$$B_0 = \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad B_1 = \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},$$

and their entangled state is

$$|\psi_2\rangle = \frac{1}{\sqrt{4 + 2\sqrt{2}}} \left((1 + \frac{1-i}{\sqrt{2}})|00\rangle - \left(1 + \frac{1+i}{\sqrt{2}}\right)|11\rangle\right).$$

One can verify that this indeed give us the quantum value for CHSH $\frac{1}{2} + \frac{\sqrt{2}}{2}$.

Example 4.2. In $S_3$, Alice and Bob’s observables are

$$A_0 = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad A_1 = \begin{pmatrix} 0 & 0 & -z^2 \\ z^2 & 0 & 0 \\ 0 & z^2 & 0 \end{pmatrix},$$
$$B_0 = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}, \quad B_1 = \begin{pmatrix} 0 & -z^2 & 0 \\ 0 & 0 & z^2 \\ z^2 & 0 & 0 \end{pmatrix},$$

and their entangled state is

$$|\psi_3\rangle = \frac{1}{\sqrt{3}} \left((1 + \frac{1-i}{\sqrt{2}})|000\rangle - \left(1 + \frac{1+i}{\sqrt{2}}\right)|111\rangle\right).$$

One can verify that this indeed give us the quantum value for CHSH $\frac{1}{2} + \frac{\sqrt{3}}{2}$.
with the entangled state
\[ |\psi_3\rangle = \frac{1}{\sqrt{10}} \left( (1 - z^4)|00\rangle + 2|12\rangle + (1 + z^2)|21\rangle \right). \]

One can compute that \( \langle \psi | B_3 | \psi \rangle = 6 \). Hence, by Proposition 3.1, we have \( \nu^*(G_3) \geq \frac{5}{6} \).

4.2 Analysis of the strategy

In this section, we prove that \( S_n \) is a quantum strategy and calculate its winning probability. We then prove that the entanglement entropy of \( |\psi_n\rangle \) approaches the maximum entropy as \( n \) tends to infinity.

**Proposition 4.3.** For \( n \in \mathbb{N} \), it holds that \( \sum_{j=0}^{n-1} z^{2j+n+1} = \sum_{j=0}^{n-1} z^{-(2j+n+1)} \).

**Proof.** A direct computation gives
\[
\sum_{j=0}^{n-1} z^{2j+n+1} = \sum_{j=0}^{n-1} \frac{2z^{n+1}}{1 - z^2} = \frac{2z^{n-1}}{1 - z^2} = \sum_{j=0}^{n-1} z^{-(2j+n+1)},
\]
where we have used the fact that \( z^{2n} = -1 \).

**Proposition 4.4.** For \( n \in \mathbb{N} \), it holds that \( \sum_{j=0}^{n-1} z^{2j+n+1} = -\frac{1}{\sin(\frac{\pi}{2n})} \).

**Proof.** We handle the even and odd case separately, and in both cases we use the well-known identity for the Dirichlet kernel mentioned in preliminaries. For odd \( n \)
\[
-\sum_{j=0}^{n-1} z^{2j+n+1} = \sum_{j=0}^{n-1} z^{2j-(n-1)} = \sum_{j=0}^{n-1} \frac{1}{2} z^{2j} e^{\frac{\pi ij}{n}} = 2\pi D_{\frac{n}{2}} \left( \frac{\pi}{n} \right) = \frac{1}{\sin \left( \frac{\pi}{2n} \right)}.
\]

For even \( n \)
\[
-\sum_{j=0}^{n-1} z^{2j+n+1} = z \sum_{j=0}^{n-1} z^{2j} - z^{n+1} = z \sum_{j=0}^{n} z^{2j} - z^{n+1} = 2\pi z D_{\frac{n}{2}} \left( \frac{\pi}{n} \right) - z^{n+1}
\]
\[
\quad = \left( \cos \left( \frac{\pi}{2n} \right) + i \sin \left( \frac{\pi}{2n} \right) \right) \frac{\sin \left( \frac{n/2 + 1/2}{2} \frac{\pi}{n} \right)}{\sin \left( \frac{\pi}{2n} \right)} - i \left( \cos \left( \frac{\pi}{2n} \right) + i \sin \left( \frac{\pi}{2n} \right) \right)
\]
\[
\quad = \frac{\cos^2 \left( \frac{\pi}{2n} \right) + \sin^2 \left( \frac{\pi}{2n} \right)}{\sin \left( \frac{\pi}{2n} \right)} = \frac{1}{\sin \left( \frac{\pi}{2n} \right)}. \]

Now let’s observe a commutation relation between \( D_j \) and \( X^k \).

**Proposition 4.5.** \( X^i D_j = D_{\sigma^i(j)} X^i \), for all \( i, j \in [n] \).

**Proof.** It suffices to prove \( XD_j = D_{\sigma(j)} X \). We show this by verifying \( XD_j e_k = D_{\sigma(j)} X e_k \) for all \( k \in [n] \).

\[
XD_j e_k = (-1)^{\delta_{j,k}} e_{\sigma(k)} = (-1)^{\delta_{\sigma(j),\sigma(k)}} e_{\sigma(k)} = D_{\sigma(j)} X e_k
\]
Now we prove the strategy defined in section 4.1 is a valid quantum strategy.

**Proposition 4.6.** $A_0, A_1, B_0, B_1$ are order-$n$ generalized observables and $|\psi_n\rangle$ is a unit vector.

**Proof.** Observe that

$$A_0^n = B_0^n = X^n = I,$$

also

$$A_1^n = (z^2 D_0 X)^n = z^{2n} D_{(0,\sigma^1(0),\ldots,\sigma^{n-1}(0))} X^n = (-1)(-I)I = I.$$  

Similarly,

$$B_1^n = (z^2 D_0 X^*)^n = z^{2n} (X^*)^n D_{(0,\sigma^1(0),\ldots,\sigma^{n-1}(0))} = (-1)I(-I) = I.$$  

It is an easy observation that these operators are also unitary. To see that

$$\langle X|X\rangle = 1 = \langle D_0 X|D_0 X\rangle = \langle X^*|X^*\rangle = 1 = \langle D_0 X^*|D_0 X^*\rangle = 1,$$

it suffices to show these identities for $\phi_j$. The result then follows by simple induction. In other words, we prove

$$\langle \phi_j|\phi_j\rangle = \sum_{i=0}^{n-1} (1 - z^{2i+1})^2 = \sum_{i=0}^{n-1} \left( 1 - \cos \left( \frac{\pi(2i+1)}{2n} \right) \right)^2 + \sin \left( \frac{\pi(2i+1)}{2n} \right)^2$$

$$= \sum_{i=0}^{n-1} 2 \left( 1 - \cos \left( \frac{\pi(2i+1)}{2n} \right) \right)$$

$$= 2n - \sum_{i=0}^{n-1} \Re(z^{2i+1})$$

$$= 2n + \frac{2}{\sin(\pi/2n)}$$

$$= \gamma_n^2,$$

where we have used Proposition 4.4 in the third equality.  

**Lemma 4.7.** The entangled state $|\psi\rangle$ is an eigenvector for the bias $B = \sum_{j=1}^{n-1} A_0^j B_0^{-j} + A_1^j B_1^{-j} + z^{-4j} A_1^j B_1^j$ with eigenvalue $2n - 4 + \frac{2}{\sin(\pi/2n)}$.

**Proof.** For the sake of brevity, we drop the normalization factor $\gamma_n$ in the derivation below, and let $|\varphi\rangle = \gamma_n |\psi_n\rangle$. We write

$$B|\varphi\rangle = \sum_{j=1}^{n-1} A_0^j \otimes B_0^{-j} + A_0^j \otimes B_1^j + A_1^j \otimes B_0^{-j} + z^{-4j} A_1^j \otimes B_1^j |\varphi\rangle$$

$$= \sum_{j=1}^{n-1} (X \otimes X^*)^j + z^{-4j} (D_0 X \otimes X^*)^j + z^{4j} (D_0 X \otimes X^*)^j + (D_0 X \otimes D_0 X^*)^j \langle \varphi\rangle.$$  

**Lemma 4.8.** $(X \otimes D_0 X^*)^j |\varphi\rangle = (D_0 X \otimes X^*)^j |\varphi\rangle$ and $(X \otimes X^*)^j |\varphi\rangle = (D_0 X \otimes D_0 X^*)^j |\varphi\rangle$.

**Proof.** It suffices to show these identities for $j = 1$ on states $|\sigma_i(0),\sigma^{-i}(0)\rangle$, for all $i$, in place of $|\varphi\rangle$. The result then follows by simple induction. In other words, we prove

$$(X \otimes D_0 X^*) |\sigma_i(0),\sigma^{-i}(0)\rangle = (D_0 X \otimes X^*) |\sigma_i(0),\sigma^{-i}(0)\rangle,$$

$$(X \otimes X^*) |\sigma_i(0),\sigma^{-i}(0)\rangle = (D_0 X \otimes D_0 X^*) |\sigma_i(0),\sigma^{-i}(0)\rangle.$$
Note that $I \otimes D_0|\sigma^{i+1}(0), \sigma^{-i-1}(0)\rangle = D_0 \otimes I|\sigma^{i+1}(0), \sigma^{-i-1}(0)\rangle$ since $-i - 1 = 0 \mod n$ iff $i + 1 = 0 \mod n$. Therefore

$$(X \otimes D_0 X^*)|\sigma^i(0), \sigma^{-i}(0)\rangle = (I \otimes D_0)|\sigma^{i+1}(0), \sigma^{-i-1}(0)\rangle = (D_0 \otimes I)|\sigma^{i+1}(0), \sigma^{-i-1}(0)\rangle = (D_0 X \otimes X^*)|\sigma^i(0), \sigma^{-i}(0)\rangle.$$}

The other identity follows similarly.

Now we write

$$\mathcal{B}|\varphi\rangle = 2 \left( \sum_{j=1}^{n-1} (X \otimes X^*)^j + z^{2j} (D_0 X \otimes X^*)^j \right) |\varphi\rangle$$

$$= 2 \sum_{j=1}^{n-1} \left( 1 + z^{2j} (D_{[j]} \otimes I) \right) (X \otimes X^*)^j |\varphi\rangle$$

$$= 2 \sum_{j=1}^{n-1} \sum_{i=0}^{n-1-j} \left( 1 - z^{2i+n+1} \right) \left( 1 + z^{2j} (D_{[j]} \otimes I) \right) (X \otimes X^*)^j |\sigma^{i+j}(0), \sigma^{-(i+j)}(0)\rangle,$$

where in the second equality we use Proposition 4.5, and in the third equality we just expanded $|\varphi\rangle$. Note that

$$(D_{[j]} \otimes I)|\sigma^{i+j}(0), \sigma^{-(i+j)}(0)\rangle = \begin{cases} -|\sigma^{i+j}(0), \sigma^{-(i+j)}(0)\rangle & i \in [n-j, n-1], \\
|\sigma^{i+j}(0), \sigma^{-(i+j)}(0)\rangle & i \in [0, n-j-1], \end{cases}$$

and we use this to split the sum

$$\mathcal{B}|\varphi\rangle = 2 \sum_{j=1}^{n-1} \left( \sum_{i=0}^{n-j-1} \left( 1 - z^{2i+n+1} \right) \left( 1 + z^{2j} \right) |\sigma^{i+j}(0), \sigma^{-(i+j)}(0)\rangle \right)$$

$$+ \sum_{i=n-j}^{n-1} \left( 1 - z^{2i+n+1} \right) \left( 1 + z^{2j} \right) |\sigma^{i+j}(0), \sigma^{-(i+j)}(0)\rangle,$$

$$= 2 \sum_{i=0}^{n-1} \left( \sum_{j=1}^{n-i} \left( 1 - z^{2i+n+1} \right) \left( 1 + z^{2j} \right) |\sigma^{i+j}(0), \sigma^{-(i+j)}(0)\rangle \right)$$

$$+ \sum_{j=n-i}^{n-1} \left( 1 - z^{2i+n+1} \right) \left( 1 - z^{2j} \right) |\sigma^{i+j}(0), \sigma^{-(i+j)}(0)\rangle,$$

and make a change of variable $r = i + j$ to get

$$\mathcal{B}|\varphi\rangle = 2 \sum_{i=0}^{n-1} \left( \sum_{r=i+1}^{n-i} \left( 1 - z^{2r+n+1} \right) \left( 1 + z^{2(r-i)} \right) |\sigma^r(0), \sigma^{-r}(0)\rangle \right)$$

$$+ \sum_{r=n}^{n+i-1} \left( 1 - z^{2r+n+1} \right) \left( 1 - z^{2(r-i)} \right) |\sigma^r(0), \sigma^{-r}(0)\rangle.$$
We have \( z^{2(r-i)} = z^{2(r-n+i)} = z^{2n}z^{2(r-n-i)} = -z^{2(r-n-i)} \) and \( \sigma^r(0) = \sigma^{r+n}(0) \), so by another change of variable in the second sum where we are summing over \( r = [n, n+i-1] \) we obtain

\[
\mathcal{B}|\varphi\rangle = 2 \sum_{i=0}^{n-1} \left( \sum_{r=i+1}^{n-1} \left( 1 - z^{2i+n+1} \right) \left( 1 + z^{2(r-i)} \right) |\sigma^r(0),\sigma^{-r}(0)\rangle \right) \\
+ \sum_{i=0}^{n-1} \left( 1 - z^{2i+n+1} \right) \left( 1 + z^{2(r-i)} \right) |\sigma^r(0),\sigma^{-r}(0)\rangle \\
= 2 \sum_{i=0}^{n-1} \left( \sum_{r=0}^{n-1} \left( 1 - z^{2i+n+1} \right) \left( 1 + z^{2(r-i)} \right) |\sigma^r(0),\sigma^{-r}(0)\rangle - 2 \left( 1 - z^{2i+n+1} \right) |\sigma^i(0)\sigma^{-i}(0)\rangle \right) \\
= 2 \sum_{r=0}^{n-1} |\sigma^r(0)\sigma^{-r}(0)\rangle \left( \sum_{i=0}^{n-1} \left( 1 - z^{2i+n+1} \right) \left( 1 + z^{2(r-i)} \right) \right) - 4|\varphi\rangle \\
= 2 \sum_{r=0}^{n-1} \left( 1 - z^{2r+n+1} \right) \left( 1 + z^{2(r-i)} \right) |\sigma^r(0),\sigma^{-r}(0)\rangle - 4|\varphi\rangle.
\]

We also have

\[
\sum_{i=0}^{n-1} \left( 1 - z^{2i+n+1} \right) \left( 1 + z^{2(r-i)} \right) = \sum_{i=0}^{n-1} 1 - z^{2r+n+1} + z^{2(r-i)} - z^{2i+n+1} \\
= \sum_{i=0}^{n-1} 1 - z^{2r+n+1} + z^{2(r-i)} - z^{-(2i+n+1)} \\
= (1 - z^{2r+n+1}) \sum_{i=0}^{n-1} 1 - z^{-(2i+n+1)} \\
= \left( n + \frac{1}{\sin\left(\frac{\pi}{2n}\right)} \right) (1 - z^{2r+n+1}),
\]

where in the second and last equality we used Propositions 4.3 and 4.4, respectively. Putting these together, we obtain

\[
\mathcal{B}|\varphi\rangle = 2 \left( n + \frac{1}{\sin\left(\frac{\pi}{2n}\right)} \right) \sum_{r=0}^{n-1} \left( 1 - z^{2r+n+1} \right) |\sigma^r(0)\sigma^{-r}(0)\rangle - 4|\varphi\rangle \\
= \left( 2n - 4 + \frac{2}{\sin\left(\frac{\pi}{2n}\right)} \right) |\varphi\rangle.
\]
Figure 2: The figure on the left illustrates the fast convergence rate of the winning probabilities as they approach the limit $1/2 + 1/\pi$. The figure on the right illustrates the ratio of the entanglement entropy to the maximum entanglement entropy of the states for $n \leq 40$.

Next we calculate $\nu(G_n, S_n)$, its limit as $n$ grows and the entanglement entropy of states $|\psi_n\rangle$. See Figure 2.

**Theorem 4.9.** $\nu(G_n, S_n) = \frac{1}{2} + \frac{1}{2n \sin \left( \frac{\pi}{2n} \right)}$.

**Proof.**

\[
\nu(G_n, S_n) = \frac{1}{4n} \langle \psi | B | \psi \rangle + \frac{1}{n}
= \frac{1}{4n} \left( 2n - 4 + \frac{2}{\sin \left( \frac{\pi}{2n} \right)} \right) |\psi\rangle + \frac{1}{n}
= \frac{1}{4n} \left( 2n - 4 + \frac{2}{\sin \left( \frac{\pi}{2n} \right)} \right) + \frac{1}{n}
= \frac{1}{2} + \frac{1}{2n \sin \left( \frac{\pi}{2n} \right)}.
\]

**Theorem 4.10.** The following hold

1. $\lim_{n \to \infty} \nu(G_n, S_n) = 1/2 + 1/\pi$.
2. $\nu(G_n, S_n)$ is a strictly decreasing function.
3. The games $G_n$ exhibit quantum advantage, i.e., for $n > 1$

\[
\nu^*(G_n) > 1/2 + 1/\pi > 3/4 = \nu(G_n).
\]

**Proof.** For the first statement, it suffices to see that

\[
\lim_{x \to \infty} \frac{1}{2x \sin \left( \frac{x}{2x} \right)} = \lim_{x \to \infty} \frac{\frac{1}{2x}}{\sin \left( \frac{\pi}{2x} \right)} = \lim_{x \to \infty} \frac{x^2}{\pi^2} \cos \left( \frac{\pi}{2x} \right) = \frac{1}{\pi}.
\]

For the second statement, we show that the function $f(x) = 2x \sin(\pi/2x)$ is strictly increasing for $x \geq 1$. We have $f'(x) = 2 \sin(\pi/2x) - \pi \cos(\pi/2x)/x$. Then $f'(x) > 0$ is equivalent to $\tan(\pi/2x) \geq \pi/2x$. This latter statement is true for all $x \geq 1$. The third statement follows from the first two. 

\[\square\]
Theorem 4.11. States $|\psi_n\rangle$ have full Schmidt rank and the ratio of entanglement entropy to maximum entangled entropy, i.e., $S_{\psi_n} / \log(n)$ approaches 1 as $n \to \infty$.

Proof. Recall that

$$|\psi_n\rangle = \frac{1}{\gamma_n} \sum_{i=0}^{n-1} (1 - z^{2i+n+1}) |\sigma^i(0), \sigma^{-i}(0)\rangle \in \mathcal{H}_A \otimes \mathcal{H}_B.$$ 

Let $|i_A\rangle = \frac{1}{\|1 - z^{2i+n+1}\|} |\sigma^i(0)\rangle$ and $|i_B\rangle = |\sigma^{-i}(0)\rangle$. Clearly $\{i_A\}_i$ and $\{i_B\}_i$ are orthonormal bases for $\mathcal{H}_A$ and $\mathcal{H}_B$, respectively. The Schmidt decomposition is now given by

$$|\psi_n\rangle = \frac{1}{\gamma_n} \sum_{i=0}^{n-1} \|1 - z^{2i+n+1}\| |i_Ai_B\rangle.$$ 

To calculate the limit of $S_{\psi_n} / \log(n)$ first note that

$$S_{\psi_n} / \log(n) = -\sum_{i=0}^{n-1} \|1 - z^{2i+n+1}\|^2 \log \frac{\|1 - z^{2i+n+1}\|^2}{\gamma_n^2}$$

$$= -\sum_{i=0}^{n-1} \|1 - z^{2i+n+1}\|^2 \log \frac{\|1 - z^{2i+n+1}\|^2 - \log \gamma_n^2}{\gamma_n^2 \log(n)}$$

$$\geq -\frac{\log(4) \sum_{i=0}^{n-1} \|1 - z^{2i+n+1}\|^2}{\gamma_n^2 \log(n)} + \frac{\log \gamma_n^2 \sum_{i=0}^{n-1} \|1 - z^{2i+n+1}\|^2}{\gamma_n^2 \log(n)}$$

$$= -\frac{\log(4)}{\log(n)} + \frac{\log \gamma_n^2}{\log(n)}$$

where for the inequality we used the fact that $\|1 - z^{2i+n+1}\| \leq 2$, and for the last equality we used the identity $\gamma_n^2 = \sum_{i=0}^{n-1} \|1 - z^{2i+n+1}\|^2$. So it holds that

$$-\frac{\log(4)}{\log(n)} + \frac{\log \gamma_n^2}{\log(n)} \leq \frac{S_{\psi_n}}{\log(n)} \leq 1.$$ 

By simple calculus $\lim_{n \to \infty} \frac{\log \gamma_n^2}{\log(n)} - \frac{\log(4)}{\log(n)} = 1$. Therefore by squeeze theorem $\lim_{n \to \infty} \frac{S_{\psi_n}}{\log(n)} = 1$. \qed

5 Group structure of $S_n$

Let $H_n = \langle A_0, A_1 \rangle$ be the group generated by Alice’s observables in $S_n$. Note that since $(A_1A_0^*)^2 = z_n^4 I$, we could equivalently define $H_n = \langle A_0, A_1, z_n^4 I \rangle$. Also let

$$G_n = \left\langle P_0, P_1, J | P_0^n, P_1^n, J^n, [J, P_0], [J, P_1], J^i \left( P_0^i P_1^{-i} \right)^2 \text{ for } i = 1, 2, \ldots, \lfloor n/2 \rfloor \right\rangle.$$ 

In this section we show that $H_n \cong G_n$. So it also holds that $H_n$ is a representation of $G_n$. We conjecture that $G_n$ is a self-test for $G_n$, in the sense that every optimal strategy of $G_n$ is a $|\psi\rangle$-representation of $G_n$. In Section 7, we prove this for $n = 3$.

Remark 5.1. Note that the relations $J^i \left( P_0^i P_1^{-i} \right)^2$ holds in $G_n$ for all $i$.

The following lemma helps us develop a normal form for elements of $G_n$.  
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Lemma 5.2. For all $i, j$, the elements $P_0^i P_1^{-i}$ and $P_0^j P_1^{-j}$ commute.

Proof. 

\[
(P_0^i P_1^{-i}) (P_0^j P_1^{-j}) = J^{-i} P_0^i P_1^{-i} P_0^j P_1^{-j} \\
= J^{-i} P_0^i P_1^{-i} P_0^j P_1^{-j} \\
= J^{-i} (P_0^j P_1^{-j}) (P_0^i P_1^{-i}) \\
= J^{-j} (J P_0^i P_1^{-i}) (P_0^j P_1^{-j}) \\
= (P_0^j P_1^{-j}) (P_0^i P_1^{-i}).
\]

Lemma 5.3. For every $g \in G_n$ there exist $i, j \in [n]$ and $q_k \in \{0, 1\}$ for $k = 1, 2, \ldots, n - 1$ such that 

\[
g = J^i P_0^i (P_0 P_1^{-1})^{q_1} (P_0^2 P_1^{-2})^{q_2} \cdots (P_0^{n-1} P_1^{-n+1})^{q_{n-1}}.
\]

Proof. First note that $J$ is central, therefore we can write $g$ in $G_n$ as 

\[
g = J^i P_0^i P_1 P_0^j \cdots P_1^j,
\]

for some $k \in \mathbb{N}$, $i \in [n]$, $j_l \in [n]$ where $l = 1, 2, \ldots, k$. Without loss of generality, let $k$ be even. We perform the following sequence of manipulations 

\[
g = J^i P_0^i P_1 P_0^j \cdots P_1^j P_0^{k-2} P_1^{k-1} P_1^j \\
= J^i P_0^i P_1 P_0^j \cdots P_1^j P_0^{k-2} P_1^{k-1} P_1^j (P_0^{-j_k} P_1^{j_k}) \\
= J^i P_0^i P_1 P_0^j \cdots P_1^j P_0^{k-2} P_1^{k-1} P_1^j (P_0^{-j_k} P_1^{j_k}) (P_0^{j_k} P_1^{-j_k}) \\
= J^{i-(j_k-1+j_k)} P_0^i P_1 P_0^j \cdots P_1^j P_0^{k-2} P_1^{k-1} P_1^j (P_0^{j_k} P_1^{-j_k}) (P_0^{j_k} P_1^{-j_k}) \\
= \ldots \\
= J^{i-s} P_0^{s_l} (P_0^{s_l} P_1^{-s_l}) \cdots (P_0^{s_{k-1}} P_1^{-s_{k-1}}) (P_0^{s_k} P_1^{-s_k}),
\]

where $s_l = -\sum_{i=1}^{k} j_l$ and $s = -\sum_{l=1}^{(k-2)/2} s_{2l+1}$. Then we use the commutation relationship from lemma 5.2 to group the terms with the same $P_0$ and $P_1$ exponents, and use the relation $J^i (P_0^i P_1^{-i})^2$ to reduce each term to have an exponent of less than 1, introducing extra $J$ terms as needed. Finally after reducing the exponents of $J$ and $P_0$, knowing that they are all order $n$, we arrive at the desired form.

Corollary 5.4. $|G_n| \leq n^2 2^{n-1}$ for all $n \in \mathbb{N}$.

Proof. Follows from lemma 5.3.

Lemma 5.5. $|H_n| \geq n^2 2^{n-1}$ for all $n \in \mathbb{N}$.

Proof. We lower bound the order of the group $H_n$ by exhibiting $n^2 2^{n-1}$ distinct elements in the group. We divide the proof into cases depending on the parity of $n$.

First note that $z^2 D_i \in H_n$ for all $i \in [n]$ since 

\[
z^{-4i} A_1 A_0^{-i} A_1^{i+1} A_0^{-i} = z^{-4i} z^{2i} D_{[i]} X^i X^{-i} z^{2i+1} D_{[i+1]} X^{i+1} X^{-i-1} = z^2 D_i,
\]
where in the first equality we use Proposition 4.5. This allows us to generate \( z^2 D_{i_0} D_{i_1} \cdots D_{i_{k-1}} \) if \( k \) is odd via
\[
 z^{-4(k-1)/2} (z^2 D_{i_0})(z^2 D_{i_1}) \cdots (z^2 D_{i_{k-1}}) = z^2 D_{i_0} D_{i_1} \cdots D_{i_{k-1}}, \tag{1}
\]
and \( D_{i_0} D_{i_1} \cdots D_{i_{k-1}} \) if \( k \) is even by
\[
 z^{-4(k/2)} (z^2 D_{i_0})(z^2 D_{i_1}) \cdots (z^2 D_{i_{k-1}}) = D_{i_0} D_{i_1} \cdots D_{i_{k-1}}. \tag{2}
\]

Let \( n \) be odd. From (2) we will be able to generate elements of the form \( z^i D_0^q D_1^{q_1} \cdots D_{n-1}^{q_{n-1}} X^j \) where there are an even number of nonzero \( q_k \) for \( i, j \in [n] \). It should be clear that the elements with \( i \neq i' \in \{0, 1, \ldots, (n-1)/2\} \) will be distinct. For \( i \neq (n-1)/2 \), we simply note that we can factor out a \( z^{2n} = -1 \) and so we get elements of the form \( z^{i'+2} D_0^q D_1^{q_1} \cdots D_{n-1}^{q_{n-1}} X^j \), where there are an odd number of nonzero \( q_k \) for \( i' \in \{0, 1, \ldots, (n-3)/2\}, j \in [n] \). Each of these will be distinct from each other as, again, the powers of the \( n \)th root of unity will be distinct, and distinct from the previous case by the parity of the sign matrices. Therefore we are able to lower-bound \( |C_n| \) by \( n^2 2^{n-1} \).

If \( n \) is even, we will still be able to generate elements of the form \( z^i D_0^q D_1^{q_1} \cdots D_{n-1}^{q_{n-1}} X^j \) where there are an even number of nonzero \( q_k \) for \( i, j \in [n] \). However, note that for \( i > (n-2)/2 \), we begin to generate duplicates. So from (1) we can generate elements of the form \( z^{i+2} D_0^q D_1^{q_1} \cdots D_{n-1}^{q_{n-1}} X^j \) for \( i, j \in [n] \) and an odd number of nonzero \( q_k \). These will be distinct from the previous elements by the parity of the sign matrices but again will begin to generate duplicates after \( i > (n-2)/2 \). Therefore we have the lower-bound of \( \frac{1}{2} n 2^{n-1} + \frac{1}{2} n 2^{n-1} = 2n^{2n-1} \) elements.

**Lemma 5.6.** There exists a surjective homomorphism \( f : G_n \to H_n \).

**Proof.** Let us define \( f : \{J, P_0, P_1\} \to H_n \) by \( f(J) = z^4 I, f(P_0) = A_0, f(P_1) = A_1 \). We show that \( f \) can be extended to a homomorphism from \( G_n \) to \( H_n \). Consider the formal extension \( \tilde{f} \) of \( f \) to the free group generated by \( \{J, P_0, P_1\} \). We know from the theory of group presentations that \( f \) can be extended to a homomorphism if and only if \( f(r) = I \) for all relation \( r \) in the presentation of \( G_n \).

It is clear that \( \tilde{f} \) respects the first five relations of \( G_n \). Now we check the last family of relations:
\[
\tilde{f}(J' (P_0^i P_1^{-i})^2) = z^{4i} (A_0^i A_1^{-i})^2 \\
= z^{4i} (X^i z^{-2i} (D_0 X^{-i}))^2 \\
= (X^i X^{-i} D_{[i]})^2 \\
= D_{[i]}^2 \\
= I.
\]
The homomorphism \( f \) is surjective because \( A_0, A_1 \) generate the group \( H_n \).

**Theorem 5.7.** \( H_n \cong G_n \) for all \( n \in \mathbb{N} \).

**Proof.** Since \( f \) is surjective, then \( n^2 2^{n-1} \leq |H_n| = |G_n| \leq n^2 2^{n-1} \). Thus \( |H_n| = |G_n| \), so the homomorphism is also injective.

**Remark 5.8.** What about the group generated by Bob’s operators in \( S_n \)? We can define
\[
G'_n = \left\{ Q_0, Q_1, J \mid Q_0^n, Q_1^n, J^n, [J, Q_0], [J, Q_1], J^i \left(Q_0^{-i} Q_1^{-1}\right)^2 \text{ for } i = 1, 2, \ldots, [n/2]\right\}.
\]
and with a similar argument as in Theorem 5.7 show that \( \langle B_0, B_1, z_0^4 I \rangle \cong G'_n \). It is now easily verified that the mapping \( P_0 \mapsto Q_0^{-1}, P_1 \mapsto Q_1, J \mapsto J \) is an isomorphism between \( G_n \) and \( G'_n \). So Alice and Bob’s operators generate the same group, that is \( \langle A_0, A_1, z_0^4 I \rangle = \langle B_0, B_1, z_0^4 I \rangle \). The latter fact could also be verified directly.
6 Sum of squares framework

In this paper, the sum of squares (SOS) proofs are used to demonstrate that certain non-commutative polynomials are positive semidefinite. We use this approach to upper bound the quantum value of non-local games and to establish rigidity. This approach has been used previously in the literature, e.g., [NPA08, BP15]. We illustrate the basics of this framework by going over the proof of optimality and rigidity of CHSH. At the end of this section, we extend this method to deal with the complexities of $G_n$ and similar games.

By Proposition 3.1, the probability of winning $G_2$ using a strategy consisting of a state $|\psi\rangle$ and observables $A_0, A_1$ for Alice and $B_0, B_1$ for Bob is given by the expression

$$\frac{1}{2} + \frac{1}{8}\langle \psi |(A_0B_0 + A_0B_1 + A_1B_0 - A_1B_1)|\psi\rangle.$$

To prove $\nu^4(G_2) = \frac{1}{2} + \sqrt{2}$, we just need to show that

$$2\sqrt{2}I - (A_0B_0 + A_0B_1 + A_1B_0 - A_1B_1) \succeq 0,$$

for any observables $A_0, A_1, B_0, B_1$. This immediately follows from the following SOS decomposition

$$2\sqrt{2}I - (A_0B_0 + A_0B_1 + A_1B_0 - A_1B_1) = \frac{\sqrt{2}}{4}(A_0 + A_1 - \sqrt{2}B_0)^2 + \frac{\sqrt{2}}{4}(A_0 - A_1 - \sqrt{2}B_1)^2. \tag{6.1}$$

Next we use this SOS and the Gowers-Hatami theorem to establish that CHSH is a self-test for the strategy $S_2$ given in Example 4.1. We learned in Section 5 that $A_0 = B_0 = \sigma_x$ and $A_1 = B_1 = \sigma_y$ generate

$$G_2 = \langle P_0, P_1, J | P_0^2, P_1^2, J^2, [J, P_0], [J, P_1], J (P_0P_1)^2 \rangle,$$

which is in fact the dihedral group $D_4$ (also known as the Weyl-Heisenberg group).

The strategy $S_2$ gives a representation of $D_4$ as seen by the homomorphism $J \mapsto -I, P_0 \mapsto A_0$, and $P_1 \mapsto A_1$. Our first step in proving rigidity is to show that a weaker statement holds for any optimal strategy $\{(\tilde{A}_0, \tilde{A}_1), (\tilde{B}_0, \tilde{B}_1), |\tilde{\psi}\rangle\}$ where $|\tilde{\psi}\rangle \in \mathcal{H}_A \otimes \mathcal{H}_B$ and $\mathcal{H}_A = \mathbb{C}^{d_A}, \mathcal{H}_B = \mathbb{C}^{d_B}$. More precisely, we show that any optimal strategy gives rise to a $|\tilde{\psi}\rangle$-representation. By optimality

$$\langle \tilde{\psi} | (2\sqrt{2}I - (\tilde{A}_0\tilde{B}_0 + \tilde{A}_0\tilde{B}_1 + \tilde{A}_1\tilde{B}_0 - \tilde{A}_1\tilde{B}_1)) |\tilde{\psi}\rangle = 0.$$

Then by (6.1)

$$\tilde{B}_0|\tilde{\psi}\rangle = \frac{1}{\sqrt{2}}(\tilde{A}_0 + \tilde{A}_1)|\tilde{\psi}\rangle,$$

$$\tilde{B}_1|\tilde{\psi}\rangle = \frac{1}{\sqrt{2}}(\tilde{A}_0 - \tilde{A}_1)|\tilde{\psi}\rangle.$$

These then let us derive the state-dependent anti-commutation relation

$$(\tilde{B}_0\tilde{B}_1 + \tilde{B}_1\tilde{B}_0)|\tilde{\psi}\rangle = \frac{1}{\sqrt{2}}((\tilde{A}_0 + \tilde{A}_1)\tilde{B}_0 + (\tilde{A}_0 + \tilde{A}_1)\tilde{B}_1)|\tilde{\psi}\rangle$$

$$= \frac{1}{\sqrt{2}}((\tilde{A}_0 + \tilde{A}_1)(\tilde{A}_0 + \tilde{A}_1) + (\tilde{A}_0 + \tilde{A}_1)(\tilde{A}_0 - \tilde{A}_1))|\tilde{\psi}\rangle$$

$$= 0,$$
where in the second equality we used the fact that Alice and Bob’s operators commute. Similarly we have that
\[(\tilde{A}_0\tilde{A}_1 + \tilde{A}_1\tilde{A}_0)|\tilde{\psi}\rangle = 0.\]

Define the functions \(f_A : D_4 \to U_{d_A}({\mathbb{C}}), f_B : D_4 \to U_{d_B}\) by
\[f_A(J^iP_0^i P_1^j) = (-1)^i \tilde{A}_0^i\tilde{A}_1^j,\]
\[f_B(J^iP_0^i P_1^j) = (-1)^i \tilde{B}_0^i\tilde{B}_1^j,\]
for all \(i, j, k \in [2]\). This is well-defined because every element of \(D_4\) can be written uniquely as \(J^iP_0^i P_1^j\) (See Section 5). Next we show that \(f_A\) is a \(|\psi\rangle\)-representation, and a similar argument holds for \(f_B\). We show that for all \(i_1, j_1, k_1, i_2, j_2, k_2 \in [2]\)
\[f_A(J^{i_1}P_0^{i_1} P_1^{j_1})f_A(J^{i_2}P_0^{i_2} P_1^{j_2})|\psi\rangle = f_A((J^{i_1}P_0^{i_1} P_1^{j_1})(J^{i_2}P_0^{i_2} P_1^{j_2}))|\psi\rangle = f_A(J^{i_1+i_2+j_2}P_0^{i_1+i_2} P_1^{j_1+j_2})|\psi\rangle.
\]

We prove this as follows
\[f_A(J^{i_1}P_0^{i_1} P_1^{j_1})f_A(J^{i_2}P_0^{i_2} P_1^{j_2})|\psi\rangle = ((-1)^{i_1}\tilde{A}_0^{i_1}\tilde{A}_1^{j_1})((-1)^{i_2}\tilde{A}_0^{i_2}\tilde{A}_1^{j_2})|\psi\rangle
= (-1)^{i_1+i_2+j_1+j_2}\tilde{A}_0^{i_1+i_2+j_1+j_2}\tilde{A}_1^{j_1+j_2}|\psi\rangle
= f_A(J^{i_1+i_2+j_1+j_2}P_0^{i_1+i_2} P_1^{j_1+j_2})|\psi\rangle,
\]
where in lines 2 and 3, we make essential use of the fact that the exponents are modulo 2.

The representation theory of \(D_4\) is simple. There are four irreducible representations of dimension one: These are given by \(P_0 \mapsto (-1)^i, P_1 \mapsto (-1)^j, J \mapsto 1\) for \(i, j \in [2]\). The only irreducible representation of dimension larger than one is given by
\[\rho(P_0) = \sigma_x, \rho(P_1) = \sigma_y, \rho(J) = -I.
\]

Among these, \(\rho\) is the only irreducible representation that gives rise to an optimal strategy for CHSH. In addition \(|\psi_2\rangle\) is the unique state that maximizes \(\nu(\text{CHSH}, S_{\rho,\rho,|\psi\rangle})\). This follows since \(|\psi_2\rangle\) is the unique eigenvector associated with the largest eigenvalue of \(B_2(\sigma_x, \sigma_y, \sigma_x, \sigma_y)\). The rigidity of CHSH follows from Corollary 2.5.

Now we propose a general framework for proving rigidity of \(G_n\) and similar games. This framework extends the methods demonstrated in the CHSH example to deal with more complex games. For concreteness, we focus on \(G_n\). We use Corollary 2.5 to prove rigidity. This requires us to ascertain two facts about the game \(G\):

1. Every optimal strategy induces \(|\psi\rangle\)-representations of some groups \(G_A\) and \(G_B\).
2. There is a unique pair of irreducible representations \(\rho, \sigma\) of \(G_A, G_B\), respectively, such that \(\nu(\mathcal{G}, \rho, \sigma) = \nu^*(\mathcal{G})\).

The first step is to obtain algebraic relations (i.e., groups \(G_A\) and \(G_B\)) between the observables of optimal strategies. Suppose we found some SOS decomposition
\[\lambda_n I - \mathcal{B}_n(a_0, a_1, b_0, b_1) = \sum_k T_k(a_0, a_1, b_0, b_1)^*T_k(a_0, a_1, b_0, b_1),\]
where \( B_n \) is the bias polynomial for \( G_n \) and \( \lambda_n = 4n\nu^*(G_n) - 4 \). This equality is over 
\[
C^*\langle a_0, a_1, b_0, b_1 \rangle / \langle a^n - 1, b^n - 1, a_i b_j - a_j b_i : \forall i, j \in \{0, 1\} \rangle
\]
where \( C^*\langle a_0, a_1, b_0, b_1 \rangle \) is the ring of noncommutative polynomials equipped with adjoint, and 
\[
\langle a^n - 1, b^n - 1, a_i b_j - a_j b_i : \forall i, j \in \{0, 1\} \rangle
\]
is the ideal that forces Alice and Bob’s operators to form a valid strategy.

For any optimal strategy \( \{ A_0, A_1 \}, \{ B_0, B_1 \} ; \psi \), it holds that
\[
(\lambda_n I - B_n(A_0, A_1, B_0, B_1)) \psi = 0.
\]
So it must also hold that \( T_k(A_0, A_1, B_0, B_1) |\psi\rangle = 0 \). Let \( (M_j(A_0, A_1) - I) |\psi\rangle = 0 \) be all the relations derived from \( T_k \) such that \( M_i \) are monomials only in Alice’s operators. Similarly let \( (N_j(A_0, A_1) - I) |\psi\rangle = 0 \) be all the monomial relations involving only Bob’s operators. We call \( M_i, N_j \) the group relations. Define groups
\[
G_A = \langle P_0, P_1 : M_i(P_0, P_1) \rangle, \quad G_B = \langle Q_0, Q_1 : N_j(Q_0, Q_1) \rangle.
\]
In the case of \( G_n \), we in fact have \( G_A = G_B = G_n \). Next, prove that, for all optimal strategies, the functions \( f_A, f_B \) defined by \( f_A(P_i) = A_i \) and \( f_B(Q_j) = B_j \) (as in the preliminaries) are \(|\psi\rangle\)-representations of \( G_A, G_B \), respectively.

To prove the second assumption, one approach is the brute force enumeration of irreducible representation pairs. A more practical approach, when dealing with families of games, is to demonstrate uniqueness of the pair of optimal irreducible representations using ring relations. Let \( R_i(A_0, A_1) |\psi\rangle = 0 \) be all the relations derived from \( T_k \). We call \( R_i(A_0, A_1) |\psi\rangle = 0 \) ring relations. They are allowed to be arbitrary polynomials (as opposed to monomials in the case of group relations). Similarly let \( S_j(B_0, B_1) |\psi\rangle = 0 \) be all the relations derived from \( T_k \) involving only Bob’s operators. Then show that there is a unique irreducible representation \( \rho \) of \( G_A \) (resp. \( \sigma \) of \( G_B \)) satisfying the ring relations, i.e., \( R_i(\rho(P_0), \rho(P_1)) = 0 \) (resp. \( S_j(\sigma(Q_0), \sigma(Q_1)) = 0 \)). Note that here we require the stronger constraint \( R_i(\rho(P_0), \rho(P_1)) = 0 \) as opposed to \( R_i(\rho(P_0), \rho(P_1)) |\psi\rangle = 0 \).

In some special cases, e.g., games \( G_n \), there is one ring relation that rules them all. For \( G_n \) there is a unique irreducible representation of \( G_n \) satisfying the ring relation \( (H_n + (n-2)I) |\psi\rangle = 0 \) where
\[
H_n = H_n(A_0, A_1) = \omega \sum_{i=0}^{n-1} A_0^i A_1 A_0^{(n-i-1)}.
\] (6.2)

For example in the case of \( G_5 \), there are 25 degree one irreducible representations given by \( P_0 \mapsto \omega_5^i, P_1 \mapsto \omega_5^j, J \mapsto \omega^{2(j-i)} \) for all \( i, j \in [5] \). There are also 15 irreducible representations of degree five: For each \( i \in [5] \), there are three irreducible representations sending \( J \mapsto \omega_5^i I_5 \). Among these 40 irreducible representations only one satisfies the ring relation \( (H_5 + 3I) |\psi\rangle = 0 \). This unique irreducible representation is one of the three irreducible representations mapping \( J \mapsto \omega_5^i I_5 \).

---

*In Section 5, we gave a presentation for \( G_n \) using three generators, but in fact one could obtain a presentation using only two generators.

†The intuition behind this step is the one-to-one correspondence between the group representations of \( G_A \) and the ring representations of the group ring \( \mathbb{C}[G_A] \). The optimal pair of irreducible representations are in fact irreducible representations of rings \( \mathbb{C}[G_A]/(R_i(P_0, P_1)) \) and \( \mathbb{C}[G_B]/(S_j(Q_0, Q_1)) \).

‡Interestingly, cousin games of \( G_n \), defined using systems of equation \( x_0 x_1 = 1, x_0, x_1 = \omega^i \) for \( i \in [5] \), generate the same group \( G_5 \). For every \( i \), the unique optimal irreducible representation strategy is one of the three irreducible representations mapping \( J \mapsto \omega_5^i I_5 \).
In section 8, we show that in the special case of pseudo-telepathic games, this framework reduces to the solution group formalism of Cleve, Liu, and Sloystra [CLS17]. The group derived from the SOS is the solution group, and the analogue of the ring relation that hones in on the optimal irreducible representation $\rho$ is the requirement that $\rho(J) \neq I$.

In the next section, we use the SOS framework to give a full proof of the rigidity of $\mathcal{G}_3$. While omitted, the cases of $\mathcal{G}_4, \mathcal{G}_5$ follow similarly. The SOS decompositions of $B_4, B_5$ are comparatively long and tedious.

7 Optimality and rigidity for $\mathcal{G}_3$

In this section, we show that $S_3$ is optimal, and therefore $\nu^*(\mathcal{G}_3) = 5/6$. We also show that $\mathcal{G}_3$ is a self-test for the strategy $S_3$. We obtain these results by obtaining algebraic relations between operators in any optimal strategy using an SOS decomposition for $B_3$.

7.1 Optimality of $S_3$

For every operator $A_i, B_j$ for which $A_i^3 = B_j^3 = I$ and $[A_i, B_j] = 0$, we have the following SOS decomposition:

$$6I - A_0B_0^* - A_0^*B_0 - A_0B_1 - A_1B_0^* - A_1^*B_0 - \omega^*A_1B_1 - \omega A_1^*B_1^* = \lambda_1(S_1^1S_1 + S_2^1S_2) + \lambda_2(T_1^1T_1 + T_2^1T_2) + \lambda_3(T_3B_3 + T_4B_4) + \lambda_4(T_5B_5 + T_6B_6),$$ (7.1)

where

$$S_1 = A_0 + \omega A_1 + \omega^*B_0 + \omega B_1^*,$$
$$S_2 = A_0^* + \omega^*A_1^* + \omega B_0^* + \omega^*B_1,$$
$$T_1 = A_0B_0^* + aiA_0^*B_0 - aA_0B_1 + iA_0B_1^* + A_1B_0^* - aiA_1B_1^* - ai\omega A_1^*B_1^*,$$
$$T_2 = A_0B_0^* + aiA_0^*B_0 - aA_0B_1 + iA_0B_1^* + A_1B_0^* - aiA_1B_1^* + ai\omega A_1^*B_1^*,$$
$$T_3 = A_0B_0^* - aiA_0^*B_0 - aA_0B_1 - iA_0B_1^* + A_1B_0^* + aiA_1B_1^* - ai\omega A_1^*B_1^*,$$
$$T_4 = A_0B_0^* - aiA_0^*B_0 + aA_0B_1 + iA_0B_1^* - aiA_1B_1^* - ai\omega A_1^*B_1^*,$$
$$T_5 = A_0B_0^* + bA_0B_0 - bA_0B_1 - A_0B_1^* - bA_1B_1 - A_1B_1^* + \omega A_1B_1 + b\omega A_1^*B_1^*,$$
$$T_6 = 6I - A_0B_0^* - A_0^*B_0 - A_0B_1 - A_0^*B_0 - \omega A_1B_1 - \omega A_1^*B_1^*,$$

and

$$\lambda_1 = \frac{5}{86}, \quad \lambda_2 = \frac{14 + \sqrt{21}}{4 \cdot 86}, \quad \lambda_3 = \frac{14 - \sqrt{21}}{4 \cdot 86}, \quad \lambda_4 = \frac{7}{86},$$
$$a = \frac{2\omega + 3\omega^*}{\sqrt{7}}, \quad b = \frac{3\omega + 8\omega^*}{7}, \quad \omega = \omega_3.$$

This SOS decomposition tells us that $B_3 \preceq 6I$ in positive semidefinite order. So from Theorem 3.1, it holds that $\nu^*(\mathcal{G}_3) \leq 5/6$. Combined with Theorem 4.9, we have $\nu^*(\mathcal{G}_3) = 5/6$.

This SOS is obtained from the dual semidefinite program associated with the second level of the NPA hierarchy. Surprisingly, the first level of NPA is not enough to obtain this upper bound, as was the case with CHSH.

7.2 Algebraic relations

As in Section 6, we derive group and ring relations for optimal strategies of $\mathcal{G}_3$ from the SOS (7.1). For the rest of this section, let $(A_0, A_1, B_0, B_1, |\psi\rangle)$ be an optimal strategy. Then $(|\psi\rangle|6I -
\(B_3\ket{\psi} = 0\). So it also holds that \(S_i\ket{\psi} = 0\) and \(T_j\ket{\psi} = 0\) for all \(i \in [2]\) and \(j \in [6]\). Therefore

\[
(T_1 + T_2 + T_3 + T_4)\ket{\psi} = 0, \quad (T_1 + T_2 - T_3 - T_4)\ket{\psi} = 0,
\]

\[
(T_1 - T_2 + T_3 - T_4)\ket{\psi} = 0, \quad (T_1 - T_2 - T_3 + T_4)\ket{\psi} = 0.
\]

From which by simplification we obtain the four relations

\[
A_0 B_0^\dagger \ket{\psi} = \omega^* A_1 B_1 \ket{\psi}, \quad A_0 B_0 \ket{\psi} = \omega A_1^* B_1^\dagger \ket{\psi},
\]

\[
A_0 B_1 \ket{\psi} = A_1 B_0^\dagger \ket{\psi}, \quad A_0 B_1^\dagger \ket{\psi} = A_1^* B_0 \ket{\psi}.
\]

(7.2)

Now from these four relations and the fact that \(A_i, B_j\) are generalized observables satisfying \([A_i, B_j] = 0\), we obtain

\[
\omega^* A_0^* A_1 \ket{\psi} = B_1^* B_0 \ket{\psi}
\]

(7.3)

\[
\omega A_0 A_1^* \ket{\psi} = B_1 B_0^\dagger \ket{\psi}
\]

(7.4)

\[
A_0^* A_1 \ket{\psi} = B_0 B_1 \ket{\psi}
\]

(7.5)

\[
A_0 A_1^* \ket{\psi} = B_0^* B_1^\dagger \ket{\psi}
\]

(7.6)

\[
A_1^* A_0 \ket{\psi} = \omega^* B_0 B_1 \ket{\psi}
\]

(7.7)

\[
A_1 A_0^* \ket{\psi} = \omega B_0^* B_1^\dagger \ket{\psi}
\]

(7.8)

\[
A_1^* A_0 \ket{\psi} = B_1^* B_0 \ket{\psi}
\]

(7.9)

\[
A_1 A_0^* \ket{\psi} = B_1 B_0^\dagger \ket{\psi}
\]

(7.10)

From the pair of relations (7.3) and (7.9) as well as the pair of relations (7.4) and (7.10), we obtain the following relations between Alice’s observables acting on the state \(\ket{\psi}\):

\[
A_0^* A_1 \ket{\psi} = \omega A_1^* A_0 \ket{\psi},
\]

(7.11)

\[
A_1 A_0^* \ket{\psi} = \omega A_0 A_1^* \ket{\psi}.
\]

(7.12)

Next we prove two propositions regarding \(H = H_3 = \omega A_0 A_1 + \omega A_0^* A_1 + \omega A_1 A_0^*\) defined in (6.2).

**Proposition 7.1.** \((H + H^*) \ket{\psi} = -2 \ket{\psi}\)

**Proof.** We start by writing

\[
(\omega B_0^* + \omega^* B_1 + B_0 B_1^* + B_1^* B_0) \ket{\psi} = (\omega^* B_0 + \omega B_1^*) (\omega^* B_0 + \omega B_1^*) \ket{\psi}
\]

\[
= -(\omega^* B_0 + \omega B_1^*) (A_0 + \omega A_1) \ket{\psi}
\]

\[
= -(A_0 + \omega A_1) (\omega^* B_0 + \omega B_1^*) \ket{\psi}
\]

\[
= (A_0 + \omega A_1) (A_0 + \omega A_1) \ket{\psi}
\]

\[
= (A_0^* + \omega^* A_1^* + \omega A_0 A_1 + \omega A_1 A_0) \ket{\psi},
\]

where for the second and fourth equality, we used the relation \(S_1 \ket{\psi} = 0\), and for the third equality we used the fact that Alice and Bob’s operators commute. Now using \(S_2 \ket{\psi} = 0\), we obtain

\[
(B_0 B_1^* + B_1^* B_0) \ket{\psi} = (2 A_0^* + 2 \omega^* A_1^* + \omega A_0 A_1 + \omega A_1 A_0) \ket{\psi}.
\]

(7.13)

Similarly we have

\[
(B_1 B_0^* + B_0^* B_1) \ket{\psi} = (2 A_0 + 2 \omega A_1 + \omega^* A_0^* A_1^* + \omega^* A_1^* A_0) \ket{\psi}.
\]

(7.14)
We proceed by simplifying $T_0 |\psi\rangle = 0$ using relations (7.2) to obtain
\[
(3I - A_0 B_0^* - A_0^* B_0 - A_0 B_1 - A_0^* B_1^*) |\psi\rangle = 0.
\]
Let $P = A_0 B_0^* + A_0^* B_0 + A_0 B_1 + A_0^* B_1^*$, and write
\[
0 = (3I - A_0 B_0^* - A_0^* B_0 - A_0 B_1 - A_0^* B_1^*) (3I - A_0 B_0^* - A_0^* B_0 - A_0 B_1 - A_0^* B_1^*) |\psi\rangle
\]
\[
= (13I - 5P + A_0^* (B_1 B_0^* + B_0 B_1) + A_0 (B_0 B_1^* + B_1 B_0) + B_0^* B_1 + B_1 B_0 + B_1^* B_0^*) |\psi\rangle
\]
\[
= (-2I + A_0^* (B_1 B_0^* + B_0 B_1) + A_0 (B_0 B_1^* + B_1 B_0) + B_0^* B_1 + B_1 B_0 + B_1^* B_0^*) |\psi\rangle,
\]
where in the last line, we used $(3I - P) |\psi\rangle = 0$. Using identities (7.13) and (7.14)
\[
(A_0^* (B_1 B_0^* + B_0 B_1) + A_0 (B_0 B_1^* + B_1 B_0)) |\psi\rangle
\]
\[
= (4I + \omega A_0 A_1^* A_0 + 2 \omega^* A_0^* A_1 + 2 \omega^* A_0 A_1^* + \omega A_0^* A_1) |\psi\rangle.
\]
Transferring Bob’s operators to Alice using identities (7.3-7.6)
\[
(B_0^* B_1^* + B_0 B_1 + B_1 B_0 + B_1^* B_0^*) |\psi\rangle
\]
\[
= (A_0 A_1^* + A_0^* A_1 + \omega A_0 A_1^* + \omega^* A_0^* A_1) |\psi\rangle.
\]
Plugging these back in (7.15)
\[
0 = (2I + \omega A_0 A_1^* A_0 + \omega^* A_0^* A_1 A_0 + (3 \omega + \omega^*) A_0 A_1 + (3 \omega^* + \omega + 1) A_0 A_1^*) |\psi\rangle
\]
\[
= (2I + \omega A_0 A_1^* A_0 + \omega^* A_0^* A_1 A_0 + 2 \omega^* A_0^* A_1 + 2 \omega^* A_0 A_1^*) |\psi\rangle
\]
\[
= (2I + \omega A_0 A_1^* A_0 + \omega^* A_0^* A_1 A_0 + \omega^* A_0^* A_1 + \omega A_0 A_1^* + \omega A_1 A_0^*) |\psi\rangle,
\]
where in the first line we used $1 + \omega + \omega^* = 0$, and in the second line we used identities (7.11) and (7.12).

**Proposition 7.2.** $(H + I) |\psi\rangle = (H^* + I) |\psi\rangle = 0$.

**Proof.** First note
\[
\langle \psi | H^* H | \psi \rangle = \langle \psi | (3I + A_0 A_1^* A_0 + A_1^* A_0^* A_1 + A_1^* A_0^* A_0 A_1 + A_0 A_1^* A_0 A_1)
\]
\[
+ A_0 A_1^* A_0^* A_1^* A_0 A_1 + A_0 A_1^* A_0 A_1 A_0) |\psi\rangle.
\]
Using (7.11) and (7.12), we have
\[
\langle \psi | A_0 A_1^* A_0^* A_1 | \psi \rangle = \omega \langle \psi | A_0 A_1^* A_0 A_1 | \psi \rangle = \omega \langle \psi | A_0 A_1 A_0 | \psi \rangle,
\]
\[
\langle \psi | A_0 A_1^* A_0^* A_1 A_0 | \psi \rangle = \omega \langle \psi | A_0 A_1 A_0 A_1^* | \psi \rangle = \omega \langle \psi | A_0 A_1^* A_1 | \psi \rangle,
\]
and using (7.5) and (7.7)
\[
\langle \psi | A_0 A_1^* A_0 A_1 | \psi \rangle = \langle \psi | A_0 A_1 A_1^* A_0 A_1 | \psi \rangle = \omega \langle \psi | B_1^* B_0 A_0 B_1 | \psi \rangle = \omega \langle \psi | A_1 A_0^* | \psi \rangle,
\]
and taking conjugate transpose of these three we obtain
\[
\langle \psi | A_0 A_1^* A_0 A_1^* A_0^* A_1 | \psi \rangle = \omega \langle \psi | A_0^* A_1^* A_0 A_1 | \psi \rangle,
\]
\[
\langle \psi | A_0 A_1^* A_0 A_1 A_0^* A_1 | \psi \rangle = \omega \langle \psi | A_1 A_0 | \psi \rangle,
\]
\[
\langle \psi | A_1^* A_0 A_1 | \psi \rangle = \omega \langle \psi | A_0 A_1 | \psi \rangle.
\]

Plugging these back in (7.16), we obtain
\[
\|H|\psi\|^2 = (\psi|H^*H|\psi) \\
= (\psi|(3I + \omega A_0 A_1 A_0 + \omega A_0^* A_1 + \omega A_1 A_0^* + \omega^* A_0^* A_1^* A_0 + \omega^* A_1^* A_0 + \omega^* A_0 A_1^*)|\psi) \\
= (\psi|(3I + H + H^*)|\psi) \\
= (\psi|I|\psi) \\
= 1,
\]
where in fourth equality we used Proposition 7.1. Similarly \(\|H^*|\psi\| = 1\). From \((H + H^*)|\psi\) = \(-2|\psi\) and the fact that \(H|\psi\) and \(H^*|\psi\) are unit vectors, we get that \(H|\psi\) = \(H^*|\psi\) = \(-|\psi\). \(\Box\)

**Proposition 7.3.** \(A_0 A_1 A_0|\psi\) = \(\omega A_0^* A_1^* A_0^*|\psi\).

**Proof.** By Proposition 7.2, \(H|\psi\) = \(H^*|\psi\), and by identities (7.11), (7.12), \((\omega A_0 A_1 + \omega A_1 A_0^*)|\psi\) = \((\omega^* A_1^* A_0 + \omega^* A_0 A_1^*)|\psi\). Putting these together, we obtain \(A_0 A_1 A_0|\psi\) = \(\omega A_0^* A_1^* A_0^*|\psi\). \(\Box\)

**Proposition 7.4.** \(A_0 A_1^* A_0^* A_1|\psi\) = \(A_0^* A_1 A_0 A_1^*|\psi\) in other words \(A_0 A_1^*\) and \(A_0^* A_1\) commute on \(|\psi\).

**Proof.** To see this write
\[
A_0 A_1^* A_0^* A_1|\psi\) = \omega A_0 A_1^* A_0^* A_0|\psi) \\
= \omega A_0 A_1 A_0|\psi) \\
= \omega^* A_0^* A_1^* A_0^* A_0|\psi) \\
= \omega^* A_0^* A_1 A_1 A_0^* A_0|\psi) \\
= A_0^* A_0 A_1 A_1^* A_0|\psi),
\]
where in the first line we used 7.11, in the third line we used 7.3, and in the fifth line we used 7.12. \(\Box\)

### 7.3 Rigidity of \(G_3\)

Suppose \((\{A_0, A_1\}, \{B_0, B_1\}, |\psi\rangle)\) is an optimal strategy for \(G_3\). By Theorem 5.7, we know that the optimal operators of Alice defined in section 4.1 generate the group
\[
G_3 = \langle J, P_0, P_1 : J^3, P_0^3, P_1^3, [J, P_0], [J, P_1], J(P_0 P_1^{-1})^2 \rangle,
\]
The same group is generated by Bob’s operators as in Remark 5.8. We apply Corollary 2.5 with \(G_A = G_B = G_3\). In order to do this, we first prove the following lemma stating that every optimal strategy is a \(|\psi\rangle\)-representation of \(G\).

**Lemma 7.5.** Let \((\{A_0, A_1\}, \{B_0, B_1\}, |\psi\rangle)\) be an optimal strategy for \(G_3\). Define maps \(f_A, f_B : G_3 \rightarrow U_d(\mathbb{C})\) by
\[
f_A(J) = \omega_3 I, \quad f_A(P_0) = A_0, \quad f_A(P_0 P_1^{-1}) = A_0 A_1^* \quad f_A(P_0^{-1} P_1) = A_0^* A_1 \\
f_B(J) = \omega_3 I, \quad f_B(P_0) = B_0, \quad f_B(P_0 P_1^{-1}) = B_0 B_1^* \quad f_B(P_0^{-1} P_1) = B_0^* B_1
\]
and extend it to all of \(G_3\) using the normal form from Lemma 5.3. Then \(f_A, f_B\) are \(|\psi\rangle\)-representations of \(G_3\).
Proof. These maps are well defined since every element of $G_3$ can be written uniquely as

$$J^i P_0^j (P_0 P_1^{-1})^q_1 (P_0^{-1} P_1)^q_2$$

for $i, j \in [3]$, $q_1, q_2 \in [2]$. All we need is that $f_A(g) f_A(g') |\psi\rangle = f_A(g g') |\psi\rangle$ for all $g, g' \in G_3$. The proof is reminiscent of the proof that $g g'$ can be written in normal form for every $g, g' \in G_3$. Except that we need to be more careful here, since we are dealing with Alice’s operators $A_0, A_1$, and not the abstract group elements $P_0, P_1$. Therefore we can only use the state-dependent relations derived in the previous section. We must show that

$$f_A(J^i P_0^j (P_0 P_1^{-1})^q_1 (P_0^{-1} P_1)^q_2) f_A(J^j P_0^i (P_0 P_1^{-1})^q_2 (P_0^{-1} P_1)^q_3) = f_A(J^j P_0^i (P_0 P_1^{-1})^q_1 (P_0^{-1} P_1)^q_2) f_A(J^i P_0^j (P_0 P_1^{-1})^q_3 (P_0^{-1} P_1)^q_4)$$

for all $i, j, i', j' \in [3]$ and $q_1, q_2, q_1', q_2' \in [2]$.

Claim 1. Without loss of generality, we can assume $i = j = i' = q_1 = q_2 = 0$.

Proof. Fix $i, j, q_1, q_2, i', j', q_1', q_2'$. We first show that without loss of generality we can assume $q_1 = q_2 = 0$. By Lemma 5.3, there exist $i'', j'' \in [3], q_1'', q_2'' \in [2]$ such that

$$(J^i P_0^j (P_0 P_1^{-1})^q_1 (P_0^{-1} P_1)^q_2)(J^j P_0^i (P_0 P_1^{-1})^q_1 (P_0^{-1} P_1)^q_2) = J^{i''} P_0^{j''} (P_0 P_1^{-1})^{q_1''} (P_0^{-1} P_1)^{q_2''}.$$

So it also holds that

$$(J^i P_0^j (P_0 P_1^{-1})^q_1 (P_0^{-1} P_1)^q_2)(J^j P_0^i (P_0 P_1^{-1})^q_2 (P_0^{-1} P_1)^q_3) = J^{i''} P_0^{j''} (P_0 P_1^{-1})^{q_1''} + q_1 (P_0^{-1} P_1)^{q_2'' + q_2}$$

since by Lemma 5.2, $P_0 P_1^{-1}$ and $P_0^{-1} P_1$ commute. So the right-hand-side of (7.17) can be written

$$f_A(J^i P_0^j (P_0 P_1^{-1})^q_1 (P_0^{-1} P_1)^q_2) f_A(J^j P_0^i (P_0 P_1^{-1})^q_2 (P_0^{-1} P_1)^q_3) = \omega^{i''} A_0^{j''} (A_0 A_1^{-1})^{q_1''} (A_0^{-1} A_1)^{q_2'' + q_2}$$

where in the fourth equality, we used (7.5) and (7.6) and the fact that Alice and Bob’s operators commute.

Also since Alice and Bob’s operators commute

$$f_A(J^i P_0^j (P_0 P_1^{-1})^q_1 (P_0^{-1} P_1)^q_2) = \omega^{i''} A_0^{j''} (A_0 A_1^{-1})^{q_1''} (A_0^{-1} A_1)^{q_2''}$$

Therefore the left-hand-side of (7.17) can be written as

$$f_A(J^i P_0^j (P_0 P_1^{-1})^q_1 (P_0^{-1} P_1)^q_2) f_A(J^j P_0^i (P_0 P_1^{-1})^q_2 (P_0^{-1} P_1)^q_3) = (B_0 B_1)^{q_2} (B_0 B_1)^{q_1} f_A(J^i P_0^j (P_0 P_1^{-1})^q_1 (P_0^{-1} P_1)^q_2) f_A(J^j P_0^i (P_0 P_1^{-1})^q_2 (P_0^{-1} P_1)^q_3)$$

for all $i, j, i', j', q_1, q_2$.
Since $B_0, B_1$ are unitaries, (7.17) is equivalent to the following identity

$$f_A(J^iP_0^j(P_0P_1^{-1})^{q_1}(P_0^{-1}P_1)^{q_2})f_A(J^{i'}P_0^{j'})(|\psi\rangle) = f_A((J^iP_0^j(P_0P_1^{-1})^{q_1}(P_0^{-1}P_1)^{q_2})(J^{i'}P_0^{j'}))|\psi\rangle,$$

in other words we can assume without loss of generality $q'_1 = q'_2 = 0$. The case of $i = j = 0$ is handled similarly. Also since $J$ and $f(J)$ are both central, we can assume $i' = 0$.

By this claim, we just need to verify

$$f_A((P_0P_1^{-1})^{q_1}(P_0^{-1}P_1)^{q_2})f_A(P_0^{j'})(|\psi\rangle) = f_A((P_0P_1^{-1})^{q_1}(P_0^{-1}P_1)^{q_2}P_0^{j'})|\psi\rangle$$  \hspace{1cm} (7.18)

There are 12 cases to consider: $q_1, q_2 \in [2], j' \in [3]$. The case of $j' = 0$ is trivial, and the case of $j' = 2$ is handled similar to the case of $j' = 1$. So we only consider the case of $j' = 1$. The case of $q_1 = q_2 = 0$ is trivial. We analyse the remaining three cases one-by-one:

- $q_1 = 0, q_2 = 1$: First note that

$$(P_0^{-1}P_1)P_0 = P_0P_0^{-1}P_1^{-1}P_0 = J^2P_0(P_0P_1^{-1})(P_0^{-1}P_1),$$

which allows us to write

$$f_A((P_0^{-1}P_1))f_A(P_0)(|\psi\rangle) = A_0^*A_1A_0|\psi\rangle$$

$$= A_0^*A_1^*A_1A_0|\psi\rangle$$

$$= \omega^*A_0^*A_1^*A_0A_1|\psi\rangle$$

$$= \omega^*A_0(A_0A_1^*)A_0|\psi\rangle$$

$$= f_A(J^2P_0(P_0P_1^{-1})(P_0^{-1}P_1))|\psi\rangle$$

$$= f_A((P_0^{-1}P_1)P_0)|\psi\rangle,$$

where in the third line we used (7.11).

- $q_1 = 1, q_2 = 0$: 

$$(P_0P_1^{-1})P_0 = J^2P_0(P_0^{-1}P_1)$$

which allows us to write

$$f_A(P_0P_1^{-1})f_A(P_0)(|\psi\rangle) = (A_0A_1^*)A_0|\psi\rangle$$

$$= A_0(A_1^*A_0)|\psi\rangle$$

$$= \omega^*A_0(A_0^*A_1)|\psi\rangle$$

$$= f_A(J^2P_0(P_0^{-1}P_1))|\psi\rangle$$

$$= f_A((P_0P_1^{-1})P_0)|\psi\rangle,$$

where in the third line we used (7.11).

- $q_1 = q_2 = 1$: 

$$(P_0P_1^{-1})(P_0^{-1}P_1)P_0 = J(P_0P_1^{-1})(P_1^{-1}P_0)P_0 = JP_0(P_1P_0^{-1}) = J^2P_0(P_0P_1^{-1}).$$
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The proof that a strategy follows from Corollary 2.5.

The eigenvector associated with the largest eigenvalue of is the unique state that maximizes \( \nu \).

Example 4.2.

Relation also immediately see this, since follows from a simple enumeration of these 12 irreducible representations. However we could irreducible representations dimension one: These are given by The representation theory of Proof.

Define a unitarily equivalent irreducible representation \( g \) Among these is the only irreducible representation that gives rise to an optimal strategy. This follows since \( g \) is the only irreducible representation that satisfies the ring relation \( H_3 + I = 0 \).

Define a unitarily equivalent irreducible representation \( g' = U g_1 U^* \) where \( U = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} \).

Now \( \tilde{A}_0 = g_1(P_0), \tilde{A}_1 = g_1(P_1), \tilde{B}_0 = g'_1(P_0)^*, \tilde{B}_1 := g'_1(P_1) \) is the same strategy defined in example 4.2.

In addition

\[
|\psi_3\rangle = \frac{1}{\sqrt{10}} \left( (1 - z^4)|00\rangle + 2|12\rangle + (1 + z^2)|21\rangle \right)
\]

is the unique state that maximizes \( \nu(\mathcal{G}_3, S_{g_1, g'_1}, |\psi\rangle) \). This follows since \( |\psi_3\rangle \) is the unique eigenvector associated with the largest eigenvalue of \( \mathcal{B}_3(\tilde{A}_0, \tilde{A}_1, \tilde{B}_0, \tilde{B}_1) \). The rigidity of \( \mathcal{G}_3 \) follows from Corollary 2.5.

Remark 7.7. The game \( \mathcal{G}_3 \) is in fact a robust self-test. We omit the proof, but at a high-level, if a strategy (\( \{A_0, A_1\}, \{B_0, B_1\}, |\psi\rangle \)) is \( \varepsilon \)-optimal for \( \mathcal{G}_3 \), then

\[
\langle \psi | (6I - \mathcal{B}_3) |\psi\rangle \leq O(\varepsilon).
\]
Consequently, \( \|S_i|\psi\rangle\| \leq O(\sqrt{\varepsilon}) \), \( \|T_j|\psi\rangle\| \leq O(\sqrt{\varepsilon}) \) for all \( i \in [2], j \in [6] \). From which one obtains a robust version of every relation in this section.

8 SOS approach to solution group

In this section we show that the connection between an LCS game over \( \mathbb{Z}_2 \) and its solution group shown in [CLS17] can be determined using sum of squares techniques.

We will suppress the tensor product notation and simply represent a strategy for an LCS game \( G_{A,b} \) by a state \( |\psi\rangle \in \mathcal{H} \) and a collection of commuting measurement systems \( \{E_{i,x}\} \) and \( \{F_{j,y}\} \). Using the notation outlined in section 2.3 we define the following sets of observables

- Alice’s Observables: \( A_{j}^{(i)} = \sum_{x,x_j=1} E_{i,x} - \sum_{x,x_j=-1} E_{i,x}, \) for each \( i \in [r] \) and \( j \in V_i \)
- Bob’s Observables: \( B_j = F_{j,1} - F_{j,-1} \) for each \( j \in [s] \).

Note \( A_{j}^{(i)} \) commutes with \( A_{j'}^{(i)} \) for all \( i \in [r] \) and \( j, j' \in V_i \) and \( B_j \) commutes with \( A_{j'}^{(i)} \) for all \( i, j \).

These observables will satisfy the following identities:

\[
\sum_{x:x \in S_i} E_{i,x} = \frac{1}{2} \left( I + (-1)^{b_i} \prod_{k \in V_i} A_{k}^{(i)} \right) \tag{8.1}
\]

\[
\sum_{x:y=x_j} E_{i,x} = \frac{1}{2} \left( I + yA_{j}^{(i)} \right) \tag{8.2}
\]

The probability of Alice and Bob winning the game is given by evaluating \( \langle \psi|v|\psi\rangle \) where

\[
v = \sum_{i \in [r]} \sum_{j \in V_i} \frac{1}{r|V_i|} \left( \sum_{x,y} E_{i,x}F_{j,y} \right) = \sum_{i,j} \frac{1}{2r|V_i|} \left( 1 - \sum_{x,y: x \in S_i, \ y=x_j} E_{i,x}F_{j,y} \right)^2
\]

Observe using identities 8.1 and 8.2 we have
The above equalities will hold exactly when the following two identities hold for all $i, j \in V_i$:

\[
\left(1 - \sum_{x, y \in S_i \times S_j} E_{i,x} F_{j,y} \right) = I - \sum_{y} F_{j,y} \sum_{x \in S_i} E_{i,x}
\]

\[
= I - \frac{1}{4} \sum_{y} F_{j,y} \left( (1 + y A_j^{(i)})(I + (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)}) \right)
\]

\[
= I - \frac{1}{4} \sum_{y} F_{j,y} \left( I + y A_j^{(i)} + (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)} + y(-1)^{b_i} \prod_{k \in v_i} A_k^{(i)} A_j^{(i)} \right)
\]

\[
= I - \frac{1}{4} F_{j,1} \left( I + A_j^{(i)} + (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)} + (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)} A_j^{(i)} \right)
\]

\[
- \frac{1}{4} F_{j,-1} \left( I - A_j^{(i)} + (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)} - (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)} A_j^{(i)} \right)
\]

\[
= I - \frac{1}{4} I - \frac{1}{4} B_j A_j^{(i)} - \frac{1}{4} (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)} - \frac{1}{4} B_j (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)} A_j^{(i)}
\]

\[
= \frac{1}{8} \left( (I - B_j A_j^{(i)})^2 + (I - (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)})^2 + (I - (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)} B_j)^2 \right).
\]

Thus Alice and Bob are using a perfect strategy if and only if

\[
0 = (I - B_j A_j^{(i)})|\psi\rangle = (I - (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)})|\psi\rangle = (I - (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)} A_j^{(i)} B_j)|\psi\rangle.
\]

The above equalities will hold exactly when the following two identities hold for all $i$ and $j \in V_i$,

\[
B_j|\psi\rangle = A_j^{(i)}|\psi\rangle \quad \text{(8.3)}
\]

\[
|\psi\rangle = (-1)^{b_i} \prod_{k \in v_i} A_k^{(i)}|\psi\rangle \quad \text{(8.4)}
\]

Using identities 8.3 and 8.4 it is possible to define a $|\psi\rangle$-representation for the solution group $G_{A,b}$.

9 A non-rigid pseudo-telepathic LCS game

The canonical example of a pseudo-telepathic LCS games is the Mermin-Peres magic square game [Mer90] defined in the following figure.

```
e_1 - e_2 - e_3
|   |   |
e_4 - e_5 - e_6
|   |   |
e_7 - e_8 - e_9
```

Figure 3: This describes the Mermin-Peres magic square game. Each single-line indicates that the variables along the line multiply to 1, and the double-line indicates that the variables along the line multiply to $-1$. 
It is well-known that the Mermin-Peres magic square game has the following operator solution for which the corresponding quantum strategy is rigid [WBMS15].

\[ A_1 = I \otimes \sigma_Z, \quad A_2 = \sigma_Z \otimes I, \quad A_3 = \sigma_Z \otimes \sigma_Z \]
\[ A_4 = \sigma_X \otimes I, \quad A_5 = I \otimes \sigma_X, \quad A_6 = \sigma_X \otimes \sigma_X \]
\[ A_7 = \sigma_X \otimes \sigma_Z, \quad A_8 = \sigma_Z \otimes \sigma_X, \quad A_9 = \sigma_Y \otimes \sigma_Y, \]
\[ A_{10} = \sigma_X \otimes \sigma_Y, \quad A_{11} = \sigma_Y \otimes \sigma_X, \quad A_{12} = \sigma_Y \otimes \sigma_Y, \]
\[ A_{13} = I \otimes \sigma_Y, \quad A_{14} = \sigma_Y \otimes I, \quad A_{15} = \sigma_Y \otimes \sigma_Y, \]
\[ A_{16} = \sigma_X \otimes \sigma_Y, \quad A_{17} = \sigma_Y \otimes \sigma_X, \quad A_{18} = \sigma_Y \otimes \sigma_Y. \]

In this section, we provide an example of a non-local game whose perfect solutions must obey particular group relations but is not a self-test. This game, \textit{glued magic square}, is described in Figure 4.

\begin{figure}[h]
\centering
\begin{tikzpicture}
\node (e1) at (0,0) {$e_1$};
\node (e2) at (1,0) {$e_2$};
\node (e3) at (2,0) {$e_3$};
\node (e4) at (0,1) {$e_4$};
\node (e5) at (1,1) {$e_5$};
\node (e6) at (2,1) {$e_6$};
\node (e7) at (0,2) {$e_7$};
\node (e8) at (1,2) {$e_8$};
\node (e9) at (2,2) {$e_9$};
\node (e10) at (0,3) {$e_{10}$};
\node (e11) at (1,3) {$e_{11}$};
\node (e12) at (2,3) {$e_{12}$};
\node (e13) at (0,4) {$e_{13}$};
\node (e14) at (1,4) {$e_{14}$};
\node (e15) at (2,4) {$e_{15}$};
\node (e16) at (0,5) {$e_{16}$};
\node (e17) at (1,5) {$e_{17}$};
\node (e18) at (2,5) {$e_{18}$};
\draw (e1) -- (e2) -- (e3);
\draw (e4) -- (e5) -- (e6);
\draw (e7) -- (e8) -- (e9);
\draw (e10) -- (e11) -- (e12);
\draw (e13) -- (e14) -- (e15);
\draw (e16) -- (e17) -- (e18);
\end{tikzpicture}
\caption{This describes a LCS game with 18 variables \(e_1, e_2, \ldots, e_{18}\). Each single-line indicates that the variables along the line multiply to 1, and the double-line indicates that the variables along the line multiply to -1.}
\end{figure}

In order to show that this game is not a self-test, we first define two operator solutions, that give rise to perfect strategies. Let \(E = \{E_1, E_2, \ldots, E_{18}\}\) be defined as

\[
E_i = \begin{cases} 
(I_4 \quad 0) & \text{for } i = 1, 2, \ldots, 9 \\
(A_i \quad 0) & \text{for } i = 10, 11, \ldots, 18
\end{cases}
\]

and \(F = \{F_1, F_2, \ldots, F_{18}\}\) as

\[
F_i = \begin{cases} 
A_i & \text{for } i = 1, 2, \ldots, 9 \\
I_4 & \text{for } i = 10, 11, \ldots, 18
\end{cases}
\]

These two operators solutions \(E\) and \(F\) give rise to two quantum strategies with the entangled states \(|\psi_1\rangle = \frac{1}{\sqrt{8}} \sum_{i=0}^{7} |i\rangle |i\rangle\) and \(|\psi_2\rangle = \frac{1}{2} \sum_{i=0}^{3} |i\rangle |i\rangle\).

**Theorem 9.1.** The **glued magic square** game is not a self-test for any quantum strategy.

**Proof.** Suppose, for the sake of contradiction, there is a quantum strategy \((\{A_i\}_i, \{B_j\}_j |\psi\rangle)\) that is rigid. Then there exist local isometries \(U_A, U_B\) and \(V_A, V_B\) such that

\[
(U_A E_1 \otimes U_B) |\psi\rangle = ((A_1 \otimes I) |\psi\rangle) |\text{junk}_1\rangle \tag{9.1}
\]
\[
(U_A E_5 \otimes U_B) |\psi\rangle = ((A_5 \otimes I) |\psi\rangle) |\text{junk}_1\rangle \tag{9.2}
\]
\[
(V_A F_1 \otimes V_B) |\psi\rangle = ((A_1 \otimes I) |\psi\rangle) |\text{junk}_2\rangle \tag{9.3}
\]
\[
(V_A F_5 \otimes V_B) |\psi\rangle = ((A_5 \otimes I) |\psi\rangle) |\text{junk}_2\rangle. \tag{9.4}
\]
From relation (9.2), we obtain
\[ \langle \psi_1 | (E_5 U^*_A \otimes U^*_B) = (\text{junk}_1 | (\langle A_5^* \otimes I \rangle), \]
and hence together with relation (9.1), we obtain the following relation between \( E_5 E_1 \) and \( A_5^* A_1 \)
\[ \langle \psi_1 | (E_5 E_1 \otimes I) | \psi_1 \rangle = \langle \psi | (A_5^* A_1 \otimes I) | \psi \rangle. \]
Similarly, we also obtain
\[ \langle \psi_2 | (F_5 F_1 \otimes I) | \psi_2 \rangle = \langle \psi | (A_5^* A_1 \otimes I) | \psi \rangle, \]
and hence
\[ \langle \psi_1 | (E_5 E_1 \otimes I) | \psi_1 \rangle = \langle \psi_2 | (F_5 F_1 \otimes I) | \psi_2 \rangle. \]
By first applying the adjoint to relation (9.1) and (9.3), we obtain
\[ \langle \psi_1 | (E_1 E_5 \otimes I) | \psi_1 \rangle = \langle \psi_2 | (F_1 F_5 \otimes I) | \psi_2 \rangle. \]
Now, since \( F_1 \) and \( F_5 \) anti-commute, we get the following relation between \( E_5 E_1 \) and \( E_1 E_5 \)
\[ \langle \psi_1 | (E_5 E_1 \otimes I) | \psi_1 \rangle = -\langle \psi_1 | (E_1 E_5 \otimes I) | \psi_1 \rangle. \]
However, a direct computation of \( \langle \psi_1 | (E_5 E_1 \otimes I) | \psi_1 \rangle \) shows that
\[ \langle \psi_1 | (E_5 E_1 \otimes I) | \psi_1 \rangle = \frac{1}{8} \sum_{i=0}^{7} \langle i | E_5 E_1 | i \rangle = \frac{1}{8} \text{Tr}(E_5 E_1) = \frac{1}{8} \text{Tr}(E_1 E_5) = \langle \psi_1 | (E_1 E_5 \otimes I) | \psi_1 \rangle, \]
and \( \text{Tr}(E_1 E_5) = \text{Tr}(I_4) + \text{Tr}(I \otimes \sigma_Z \sigma_X) = 4 \neq 0 \). Hence, the glued magic square game is not rigid.

Although this game is not a self-test, we know from Section 8 Alice’s operators must provide a \( | \psi \rangle \)-representation for the solution group of glued magic square, and thus must satisfy particular group relations.
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