Modularized and scalable compilation for quantum program in double quantum dots
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Any quantum program requires compiling into an executable form according to the underlying hardware characteristics. While the stringent restrictions on control imposed by certain physical platforms may make this task challenging. In this paper, based on the quantum variational algorithm, we propose a novel scheme to train the Ansatz circuit and exemplarily realize high-fidelity compilation of a series of universal quantum gates for singlet-triplet qubits in semiconductor double quantum dots, a typical heavily constrained system. Furthermore, we propose a scalable architecture to modularly implement quantum programs in this constrained systems and validate its performance with two representative and meaningful demonstrations, i.e., the Grover’s algorithm for the database searching (static compilation) and a variant of variational quantum eigensolver for the Max-Cut optimization (dynamic compilation). Our work constitutes an important stepping-stone for exploiting the potential of this physical resource for advanced and complicated quantum algorithms.

Benefiting from the specific properties of superposition and entanglement, the quantum computers often admit superpolynomial or even exponential acceleration over their classical counterparts in solving certain important and intractable problems [1, 2]. In the race to construct quantum computing prototypes, a wide range of physical models have been proposed and experimentally demonstrated over the past decades, including trapped ions [3], ultracold atoms [4], nitrogen-vacancy centers [5], superconducting circuits [6–9], optical system [10, 11] and semiconductor quantum dots [12, 13], etc. Particularly, the semiconductor quantum dots is favored as a promising competitor, notable for researchers owing to the long-lived coherence of spins in solid-state systems, prospective scalability and compatibility with existing mature semiconductor manufacturing techniques [14–17]. By leveraging the degrees of spin and charge of electrons trapped in quantum dots, various qubit modalities have been suggested and realized in experiments, such as the single-electron spin-1/2 qubit [16], two-electron singlet-triplet (S-T₀) qubit in double quantum dots (DQDs) [18–21], three-electron exchange-only qubit [22, 23] and hybrid qubit [24, 25]. Among them, the S-T₀ qubit has attracted considerable interest because it can be manipulated all electrically and provides rapid gates in sub-nanosecond time scales, which is fast enough to enable 10⁴ gates before the decoherence falls [26].

Any high-level algorithm for quantum computation needs translating into low-level instructions that can be executed step by step on specific quantum hardware [27–30]. While the S-T₀ qubit is one of the most promising modalities towards a scalable quantum computer from the fabrication perspective, the tight restrictions on the control precludes the applications of many existing optimization methods and make it uniquely challenging to manipulate this quantum system for computational tasks on demand [31, 32]. The primary hurdles arise in physical details that 1) one could only precisely control the rotation rate around the +z-axis of a single-qubit state on the Bloch sphere, while the rotation rate around the x-axis is constant and non-zero; 2) the undesired coupling introduced by simultaneous operations on adjacent qubits would fail these intended individual operations.

To date, enormous ingenuities and efforts have been devoted to compiling required operations into sequential native gates on this platform, such as the so-called SUPCODE [32–34] for generating robust quantum gates and fast geometric gates [35] for cancelling out the accompanied dynamical phase during evolution. A native gate in this paper refers to an operation that can be readily implemented in DQDs with a single (for single-qubit operation) or pair (for two-qubit operation) of pulses. Typically, for performing arbitrary rotation gates, it is necessary to solve iteratively a set of nonlinear equations and therefore determine the appropriate composite pulse sequence [32, 36]. Thus it is an resource-expensive and time-demanding task in practice. Aimed at improving the efficiency of tailoring pulse sequence, a significant surge of interest recently is focused on nascent tools. For examples, by employing the machine learning [37], Ref. [36] studies how to predict directly the required pulse sequence with a well-trained neural network; Ref. [31] promises to steering dynamically a specific quantum state to another; Ref. [38, 39] could reset arbitrary quantum state to a target one, and contrastively Ref. [40] shows the capability of arbitrary quantum state preparation from |0⟩. Furthermore, high fidelity universal quantum state preparation is also
observed in [41] with the revised greedy algorithm. All of them exhibit excellent performance in universal gates construction or few-qubit state preparation, whereas the lack of an architecture that can properly combine together these pulse sequences of varying lengths makes it hard to perform practical computation due to the aforementioned second limitation in DQDs - an unfinished operation on one qubit will interfere with the execution of quantum gates on its neighboring qubits, thus resulting in the absence of scalability. An open problem and important direction of investigation for this special system is therefore to develop a compiling architecture which could layout varied native gates scalably for impactful computational tasks. Available traditional optimization approaches that could yield fixed-length pulse sequence are mainly based on the gradient, such as the stochastic gradient descent [42]. Partly due to the fact that each gradient evaluation requires two forward passes for loss function calculation, their resource consumption grows very quickly as the size of parameter space increases. In addition, their performance are sensitive to the random initialization, and as a consequence the optimization often be stucked in a local optimum and then quits with an inadequate fidelity.

In this paper, we enlist another emerging and powerful technique to compile the desired unitary into native gate sequence with unchanged length - the variational quantum algorithm (VQA) [43, 44], which has recently been used for decomposing complex unitary into ordered universal gates [45, 46] or Schmidt decomposition [47], etc. Utilizing the adjoint differentiation [43, 48], the VQA permits gradients collection of all parameters with only one forward pass and one recursive backward pass [43] - a tempting calculation saving compared to traditional gradient-based methods. Additionally, we suggest training the Ansatz, a circuit of parametric native gates, with random quantum states. Compared to the widely used matrix-based approaches [45–47], this training scheme offers reduced overhead in loss calculation and smaller possibility of being stucked in local optimums during optimization. Considering single-qubit rotations and entangling two-qubit gates are crucial ingredients for universal quantum computation, a series of them are exemplarily compiled and high fidelities are reached, underling the foundations for performing precisely quantum programs in DQDs.

More importantly, inspired by the special stacking style of Mahjong cards, a traditional Chinese chess game (see Fig. 4(a)), we present a modularized and scalable (MS) compilation architecture that can systematically combine native gate sequences served as logic operations to perform advanced and complex reference quantum circuit in DQDs. Finally, we demonstrate our MS compilation with two representative quantum computing tasks, i.e., the Grover’s algorithm [49–51] for database search and a variant [52] of variational quantum eigensolver (VQE) [53–56] for graph Max-Cut optimization [57], and achieve incredible results. These results show that our MS compilation can be a powerful tool used to exploit the potential of DQDs in current noisy intermediate-scale quantum era [58].

Results

Model

In the present work, the model of interest is the semiconductor DQDs system, where the S-T0 qubit is encoded in the collective spin states of two electrons confined in a double-well potential [26, 59]. The Hamiltonian of a single S-T0 qubit governed by external electric pulses reads [12, 13, 19, 60]

\[ H(t) = J(t)\sigma_z + h\sigma_x, \]

under the computational basis \(|0\rangle = |S\rangle = (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle)/\sqrt{2}, |1\rangle = |T_0\rangle = (|\uparrow\uparrow\rangle + |\downarrow\downarrow\rangle)/\sqrt{2}\rangle\). \(\sigma_z\) and \(\sigma_x\) are Pauli matrices and result in the rotations of the quantum state around the \(z\)- and \(x\)-axes with rates \(J(t)\) and \(h\), respectively. The coefficient \(h\) indicates the Zeeman energy splitting between \(|S\rangle\) and \(|T_0\rangle\), commonly raised by nearby deposited permanent micromagnet [60] and its value is difficult to vary during the quantum gate time in experiment [59, 60] (although tunable splitting stemmed by Overhauser field has been observed [26], its time consumption is much longer than a typical gate time). We assume \(h = 1\) here to facilitate our theoretical treatment, and take it as the energy unit. The only effective tunable parameter in this system is the exchange coupling \(J(t)\) between two captured electrons and can be rapidly manipulated by applying calibrated voltage pulses to the associated electrodes. In addition, for simplicity, the reduced Planck constant is also held \(h = 1\) and served as the time-scale throughout. Because of the nature of exchange interaction and to avoid altering the charge configuration of the quantum dots, \(J(t)\) is constrained to be non-negative and bounded, i.e., \(J_{\text{max}} \geq J(t) \geq 0\), where the maximal value \(J_{\text{max}} \sim h\) [33]. In other words, we have only precise control over the rotation rate of the quantum state around the \(+z\)-axis on Bloch sphere, while the rotation rate around the \(x\)-axis is always present and invariable.

Experimental available native gate (one-piece rotation) can be realized by applying electrical pulse with specific intensity \(J\) for a certain amount of time \(\Delta t\), which produces a rotation around the axis \(Jz + \hat{x}\):

\[ g(J, \Delta t) = \exp(-i(J\sigma_z + \sigma_x)\Delta t). \]

A special case is that if we set \(J = 0\), then \(g(0, \Delta t) = \cos(\Delta t) \cdot I + i\sin(\Delta t) \cdot \sigma_x\), where \(I\) refers to the identity operator. In this case, the identity gate \(g_I\) can be achieved, up to an irrelevant global phase, when \(\Delta t = k\pi\), where \(k\) are integers. This point will prove invaluable and plays the role of a major cornerstone for our MS compiling architecture in DQDs as we will discuss in Methods.

In order to generate entanglement between qubits, multi-qubit entangling gates are necessary. In DQDs,
the effective Hamiltonian of two adjacent qubits based on Coulomb interaction can be written as \[13, 61, 62\]

\[
H_{2\text{-qubit}} = \frac{\hbar}{2} (J_1(\sigma_z \otimes I) + J_2(I \otimes \sigma_z) + h_1(\sigma_x \otimes I) \\
+ h_2(I \otimes \sigma_x) + J_{12}^2((\sigma_z - I) \otimes (\sigma_z - I))),
\]

under the basis of \{\(|SS\rangle, |ST_0\rangle, |T_0S\rangle, |T_0T_0\rangle\}\). \(J_i\) and \(h_i\) are exchange interaction and Zeeman splitting respectively, with the subscript \(i = 1, 2\) referring to the corresponding qubit. Empirically, the inter-qubit coupling \(J_{12} \propto J_1 J_2\) \[61\] and here we assume \(J_{12} = J_1 J_2/2\) again for simplicity. As in the case of single \(S\cdot T_0\) qubit, the operation on this two-qubit system requires only pulsed electric fields, i.e., \(J_1\) and \(J_2\). To maintain the coupling between two qubits, it has to keep \(J_i > 0\) during entangling operations. It is important to notice that the coupling term in Eq. (3) also informs us that to manipulate a certain qubit individually, we have to suspend the control on its neighboring qubits to avoid undesired inter-qubit coupling. These restrictions should be kept in mind all the time when we design the architecture to run quantum program.

### Compilation for universal gates

Considering the necessity of universal quantum gates for the implementation of quantum programs \[1, 2\], in this subsection, we first study the applicability of the MS compilation in arbitrary single-qubit gates and then move attention to exploring common two-qubit entangling quantum gates. The details of the gate compiling process are shown in Methods. We stress that, for conciseness, the control pulses are assumed to be piecewise-constant that are turned on and off instantaneously. In real experiments, pulses possessing finite rise times will result in only a minimally alteration in pulse parameters yield by our work but does not fail the major conclusion, as clearly explained in Ref \[33\], thus leaving it an justified assumption.

We use the Ansatz circuit to approximate the reference gate, hence its structure is crucial to the final result. The performance of the Ansatz for same 32 random reference quantum gates versus the number of employed native gates is plotted in Fig. 1, whose caption captures the detail information, such as pulse duration and learning rate. Fig. 1(a) describes the distribution of Ansatz’ final errors compared to the associated reference quantum gates vary with the number of native gates, where the black dashed line is a predefined error threshold, 1E-5. When the validating error \(\epsilon\) reaches this expected threshold (compiling succeed) or the number of training exceeds 4000 (compiling failed), the optimization ends.

From the evaluation results on sampled reference gates showed in Fig. 1(a), we can learn that once the native gate count below 10, there always exist points that cannot reach the error threshold, and this phenomenon is originated from that the limited Ansatz space contributed by not enough native gates cannot cover the intended reference unitary. Although two bad points (which overlap because of similar error) are present when the native gate number is 11, they can also achieve the error requirement after 630 and 292 times of training respectively by changing the learning rate from 0.05 to 0.1. When the involved native gate count reaches 12 or more, arbitrary single-qubit operations can be implemented with a fair amount of confidence. Considering more native gates would impose additional overhead for optimization and experimental implementation, we believe that an Ansatz composed by 12 native gates is a beneficial trade-off between approximate precision and computational overhead for arbitrary single-qubit operation in our discussion.

This argument is also supported by Fig. 1(b), which depicts the averaged number of training for reaching the termination condition of optimization in terms of the applied native gate count. The required number of training gradually drops as the native gate count increases, implying that a deeper Ansatz circuit is more adequate for approximating the reference unitary. And this trend has been well maintained until the native gate count reaches 12. We emphasize that the above results are obtained under the assumption that the duration of the native gate is \(\pi/2\). Other settings may deliver different results, but the final conclusion will be similar.

Non-parametric universal quantum gates are necessary for the quantum algorithm implementations. For example, Hadamard transformations composed of \(H\) gates are indispensable in the Grover’s search algorithm, and \(X\) gates are also required in VQE to generate the Hartree-Fock initial states \[55, 64\]. Table 1 lists a series of common single- and two-qubit non-parametric quantum gates realized in the context of DQDs according to the MS compilation. We note, these solutions can be further used in different works, just as what we will demonstrate in the forthcoming subsection. After the optimization, all of the Ansatzs achieve the specified error, 1E-5, compared to the associated reference gates. All parameters are initialized to 1 before training and kept in the non-negative domain during the optimization to account for the experimental limitation. The Ansatzs used for realizing single-qubit gates employ 12 single-qubit native gates with \(\pi/2\) duration. The form of the Ansatz for two-qubit gate is that as depicted in Fig. 4(b) in Methods with pulse duration \(\pi/10\) for single-qubit native gates and \(\pi/2\) for two-qubit native gates, making a total of \(6\pi\) runtime. So that it can work in synergy with Ansatzs with the same runtime for arbitrary single-qubit gate. The corresponding learning rate and number of training used in optimization is collected in the second and third lines, respectively. More detailed information, e.g., the final pulse strengths, can be found in our online repository \[65\] in Gitee. In general, the design of two-qubit gates is more challenging than the single-qubit operations, as revealed by the fact that the former requires prudently selected learning rate and
FIG. 1: The performance of the Ansatz for 32 single-qubit random reference unitaries vary with the number of employed native
gates. (a) The distributions of the final errors run over the validating set with 100 random quantum states. The optimization
ends when the error reaches the expected threshold (the dash line) or the number of training exceeds 4000. (b) The required
averaged number to end the optimization as function of the number of native gates involved in the Ansatz. The duration of
the native gate is $\pi/2$ and the optimizer used here is the Adam [63] with learning rate 0.05. All parameters are ones initialized
before training and are kept in the non-negative domain during the optimization for respecting the experimental limitation.

much more times of optimization.

TABLE I: A series of common non-parametric universal quantum gate has been realized with MS compilation in
DQDs. After the number of training captured in the third
line, their validating errors relative to the associated reference
gate all below the threshold 1E-5. Every single-qubit logical
gate are brought about by 12 single-qubit native gates with
duration $\pi/2$. The structure of the Ansatz for two-qubit gates
is depicted in Fig. 4(b) in Methods with pulse duration $\pi/10$
for single-qubit native gates and $\pi/2$ for two-qubit native
gates. All parameters are initialized to 1 before training. The
learning rate for optimization is captured in the second lines.

| H | T | S | X | Y | Z | CX | CZ |
|---|---|---|---|---|---|----|----|
| Learning rate | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.1 | 0.02 |
| Number of training | 676 | 552 | 871 | 412 | 594 | 600 | 3308 | 1162 |

Compilation for quantum programs
In this subsection, we validate the performance of our
MS compilation with two demonstrations in DQDs: the Grover’s search algorithm [49–51] and graph Max-Cut
optimization [57]. Our first demonstration aims to check
whether the compiled circuit can faithfully execute the
pre-designed and non-parametric reference circuit, i.e.,
static compilation [27]. While the second demonstration
is to test if the MS compilation allows the DQDs native
circuit to dynamically update its parameters efficiently
to implement variational tasks, i.e., dynamic compilation
[27].

We first focus on how to implement the Grover’s search algorithm in DQDs system by leveraging the MS
compilation. For the problem of searching the target
items from an unordered database, the quantum Grover’s
search algorithm permits a quadratic speedup compared
to classical algorithms [1]. Here, we consider a two-qubit
Grover’s search algorithm, where the presumed target
state $|\omega\rangle = |11\rangle$. The reference circuit for this task
is showed in Fig. 2 (a), which contains one Hadamard
transformation and one Grover iteration carried out by
the Oracle operator $U_w$ and the Flip operator $U_s$. All
of logical gates in this reference circuit are compiled
by the MS compilation into a native gates sequence
which consists of only DQDs. In addition, the forms
and parameters of Ansatzs are directly copied from the
results in the previous subsection and Methods. After
execution, measurements are performed on the qubits
and the probability distributions of the different results
are shown in Fig. 2(b). From Fig. 2(b), we can learn
that the correct result “11” can be obtained with near
unit probability in measurement. This demonstrate that
the QDQs systems with MS compilation can precisely
execute pre-designed quantum programs.

The second demonstration for our MS compilation
is to solve the graph Max-Cut optimization in DQDs
system. The Max-Cut optimization is a typical NP-
hard problem [66], which divides the vertices of an
undirected graph into two parts and to maximize the
sum of weighted edges being cut. For a graph with few
vertices, its Max-Cut solution can be found within a
reasonable amount of time by exhaustive enumeration.
However, the classical algorithm will fail quickly because
the resource overhead rises exponentially as the graph
size scales up. Various of VQA were developed to provide
the quantum advantage [67, 68] with contemporary noisy
intermediate-scale quantum device, such as the quantum
FIG. 2: Two demonstrations of MS compilation in two-qubit DQDs system: the Grover’s search algorithm and the MBE-VQE for graph Max-Cut optimization. (a) The reference circuit for Grover’s search algorithm with presumed target item “11”. This reference circuit will be compiled, according to the MS compilation, into circuit of native gates with fixed structure and parameters before execution. (b) Numerically calculated probability distributions of different measurements, yield by the compiled version of the reference circuit (a) in DQDs system with MS compilation. (c) An undirected graph with 4 vertices and 3 edges can be represented with a two-qubit system by MBE-VQE. (d) The reference circuit with multiple basic layers used to implement a two-qubit MBE-VQE for graph Max-Cut problem. (e) The predicted cut result and loss value as functions of number of training in DQDs with MBE-VQE and MS compilation for the Max-Cut optimization of graph (c). The red and black dashed lines are the final values of cut count and loss obtained by unrestricted system, respectively.

approximate optimization algorithm [69] (QAOA), which utilizes $n$ qubits for the Max-Cut optimization of a graph with $n$ vertices. By virtue of multi-basis graph encoding and nonlinear activation functions, based on traditional VQE [53–55, 64] and tensor network [70–72], the multi-basis encodings VQE (MBE-VQE) acquires improved performance with only half quantum hardware overhead (qubit number) as well as shallower quantum circuit, and admits quadratic reduction in measurement complexity compared to the traditional VQE [52].

For concreteness, we consider an undirected graph with 4 vertices and 3 edges (see Fig. 2(c) for a schematic representation). In MBE-VQE algorithm, this graph can be represented with a two-qubit system: for example, vertices 0 and 2 are encoded into qubit $q_0$ while vertices 1 and 3 into qubit $q_1$. In addition, the vertices 0 and 1 are mapped to the $z$-axis while the vertices 2 and 3 to the $x$-axis as showed in Fig. 2(c). The loss function is made up with products of single-qubit measurements $\langle \sigma_z^i \rangle$ and $\langle \sigma_x^i \rangle$, which are dressed by function $\tanh(x)$ and edge-weight $\omega_{ij}$:

$$
Loss = \omega_{01} \tanh(\langle \sigma_z^0 \rangle) \tanh(\langle \sigma_z^1 \rangle) + \omega_{02} \tanh(\langle \sigma_z^0 \rangle) \tanh(\langle \sigma_x^2 \rangle) + \omega_{23} \tanh(\langle \sigma_x^0 \rangle) \tanh(\langle \sigma_x^3 \rangle).
$$

(4)

The Ansatz circuit in this task contains two basic layers composed of single-qubit rotation gates $R_Y$ and entangling two-qubit gate $CZ$, as illustrated in Fig. 2(d). Each rotation operation $R_Y$ is completed by 12 native gates with variable parameters and $\pi/2$ duration. While the structure and parameters for the $CZ$ gates are directly adopted from the results obtained in the previous subsection. According to the MBE-VQE algorithm, the
predicted cut count is defined as
\[ \text{Cut} = \frac{\omega_1}{2} [1 - R(\langle \sigma_0^z \rangle)R(\langle \sigma_1^z \rangle)] 
\quad + \frac{\omega_2}{2} [1 - R(\langle \sigma_0^z \rangle)R(\langle \sigma_0^z \rangle)] 
\quad + \frac{\omega_3}{2} [1 - R(\langle \sigma_0^z \rangle)R(\langle \sigma_1^z \rangle)], \tag{5} \]

where \( R(x) \) denotes the classically rounding procedure.

For simplicity, we assume the weights of all the edges \( \omega_{ij} = 1 \). In this case, the correct solution of this Max-Cut problem is 3. Fig. 2(e) displays the loss value \( \text{Loss} \) and predicted cut count \( \text{Cut} \) as functions of number of training, where the learning rate is set be 0.1 and all native gate parameters are ones initialized. The red and black dashed lines refer to the final values of \( \text{Cut} \) and \( \text{Loss} \) yielded by unrestricted system, respectively. It can be clearly learned from Fig. 2(e) that the results of variational native circuit compiled dynamically by the MS compilation, after about 18 times of training, has almost no difference in both the predicted cut count and loss value compared to ideal results obtained in unconstrained system. This reveals that the DQDs system empowered by our MS compilation possess the potential to allow applications of variational algorithms.

We accomplish these simulations with MindQuantum [73], a nascent and fast-expanding high-performance software package for quantum computation. It allows efficient problems solving in quantum machine learning, chemistry simulation, and optimization. All detailed code and data that support this work are available in our online repository [65] for interested readers.

Discussion

For portability, quantum algorithms are generally programmed hardware-independent, which necessitates the effective compilation platform-specifically for practical implementation. Due to the severe and special constraints in DQDs, what should be kept in mind during design the compilation architecture is not only the high fidelity quantum gates compilation but also the approach which could combine them together appropriately to prevent undesirable inter-qubit coupling.

In this work, we suggested the usage of random quantum states in training the Ansatz in VQA for compiling or decomposing unitary to reduce resource overhead in loss calculation and to avoid the optimization being stuck in local optimums. The performance of Ansatz consisting of various numbers of DQDs native gates to achieve single-qubit rotations was explored and the proper trade-off was found. And then, a series of common non-parametric universal quantum gates had been exemplarily compiled and fair high fidelities were observed. Most importantly, we emphasized the necessity of constant-runtime quantum gates for the scalability and set up a scalable architecture, the MS compilation, which is able to layout the modularized native gates served as logical operations to avoid unwanted coupling between surrounding qubits, and thus enable the faithful execution of the reference quantum circuit. Finally, to get an estimation of the performance, we presented two representative applications, the Grover’s search algorithm for static compilation and the Max-Cut optimization for dynamic compilation. Both deliver superb results, demonstrating its feasibility for realistic implementation in the experiments.

We believe these advances would be immensely helpful in exploiting the potential of DQDs system for performing complex and meaningful quantum programs, thereby reaching a further milestone in the path towards a practical large-scale general quantum computer.

Methods

In the section Model, we presented a typical restricted system, \( S-T_0 \) qubits in DQDs and pointed out where the difficulty of gate compiling lies. In this section, we start by explaining how to compile single-qubit arbitrary gate into sequential DQDs native gates by VQA and next describe an architecture that orchestrates operations on neighbor qubits to avoid unexpected interaction effects. Finally, a structure that enables two-qubit entangling gates is presented. With these elements, advanced quantum programs and algorithms can be performed in DQDs.

In our work, any reference unitary \( U_{\text{ref}} \) is compiled into DQDs native gates by leveraging the VQA. Taking the complication of an arbitrary single-qubit gate as an example, the overall workflow is schematically outlined in Fig. 3(a), where the Ansatz is composed of \( n \) native gates, denoted as blue blocks with subscript indicating which qubit is acted on. Each native gate is generated by an electric pulse with a certain strength \( J \) and duration. The process of achieving an appropriate native gates sequence that equivalent to the \( U_{\text{ref}} \) goes as follows:

**Step 1:** Ansatz’s variational parameters (\( JS \)) are all ones initialized before optimization and additionally restricted to the non-negative domain throughout the training process, accounting for realistic physical limitation of non-negative pulses strength as introduced in the previous sections.

**Step 2:** Certain amount of random quantum states are generated using quantum circuit containing random parameters, and divided into train and validation sets proportionally. The single- and two-qubit quantum circuit generating random states in this work are shown in Fig. 3(b) and (c), whose outputs can theoretically cover the entire Hilbert space as the real-valued parameters vary [74, 75].

**Step 3:** A random quantum state \( |\phi\rangle \) sampled from the train set will: 1) be fed to the Ansatz which then outputs the final state \( |\varphi\rangle \) after evolution; and 2) be acted by the \( U_{\text{ref}} \) and converted to the target state \( |\psi\rangle \).

**Step 4:** Compute the loss function \( \text{Loss} = -|\langle \psi |\varphi \rangle|^2 \), which quantifies the fit of the effect of Ansatz to the \( U_{\text{ref}} \). With the \( \text{Loss} \) available, the gradient with respect to each Ansatz’s parameter can be calculated [43, 76–78]...
FIG. 3: (a) The overall workflow of the compilation of a reference logical single-qubit unitary $U_{\text{ref}}$ with an Ansatz consisting of sequential native gates. Each native gate, denoted as a blue block, is carried out by a single electric pulse $J$ with a certain duration acted on the DQDs qubit. The details of this workflow is described in text. (b) The so-called U3 circuit [73, 74] used to generate single-qubit random quantum states for training one-qubit Ansatz. (c) The parametric circuit [75] used to generate two-qubit random quantum states for training two-qubit Ansatz.

and then used to update the parameters for improving the performance by an optimizer, such as the Adam [63, 79].

**Step 5**: Validate all random states in validation set using the process similar to the step 3 and then take the smallest $1 + \text{Loss}$ among them as the current error $\epsilon$ of the Ansatz relative to the reference unitary at this train step.

Repeat the sequential steps 3-5 until the error $\epsilon$ over the validation set smaller than an acceptability threshold, such as $1E-5$, where the effect of the Ansatz will be well equivalent to the target $U_{\text{ref}}$.

Compared to schemes [45–47] who update the Ansatz’s parameters in a closed-loop style, the application of random state reduces the susceptibility of the optimization to local optimas, akin to the usage of random samples in the training landscape of classical neural networks [38]. In addition, the utilization of quantum states are more resource efficient than commonly used approaches based on matrices in loss calculation, such as the Hilbert-Schmidt distance or other customized metrics between the associated unitary [45–47]. It is worth noting that this training approach is scalable and applicable generally to the construction or decomposition of unitary with any qubit count.

As for the implementation of individual operations on different qubits, the challenge raises from the fact that if the pulses imposed on adjacent qubits are non-zero simultaneously, these qubits will interact with each other due to capacitive coupling [13], and therefore precludes the access of intended manipulations. Inspired by the Mahjong (shown in Fig. 4(a)) whose cards are stacked upright so that no interaction produces between adjacent columns and thereby they can be operated independently, we propose the following architecture to circumvent this intractable problem.

We make the execution time of all Ansatzs for the associated logical gates to be the same (constant pulse sequence length), and when a certain qubit is operated on, its neighboring qubits are set to be idle (no pulses acting on), so as to avoid interferences between qubits. While the idle qubits undergo free evolution all the time due to invariable and non-zero rotation rate $h$ around the $x$-axis, as long as the gate time is chosen appropriately, these idle qubits will evolve exactly to their original status when the operations on the qubit of interest is completed. In other words, this period of free evolution is equivalent to identity gates acting on the idle qubits. For any two adjacent qubits, there always exists one qubit with no pulse acting on at any time, leaving them be free from the annoying coupling. With this principle, operations on adjacent qubits will be made alternately.

Fig. 4(b) outlines an example which allows individual arbitrary rotation operations $U_0 \otimes U_1 \otimes U_2$ on three adjacent qubits, subscript $i = 0, 1, 2$ referring to the corresponding qubit acted on. The red blocks “$g_i$” refer
FIG. 4: (a) The vertically stacked mahjong cards which inspires us to explore the MS compilation. (b) Schematic diagram of the compiling architecture formed according to the MS compilation that enables interference-free control between qubits. (c) An Ansatz constructed in accordance with the MS compilation which enables two-qubit entangling gates acted on $q_0$ and $q_1$, whose adjacent qubits, e.g., the $q_2$, remain idle during this phase to avoid excrescent interactions. The Ansatz contains three parts: two Individual Operations and one Entanglement Generation, which consist of only single-parameter native gates.

to identity gates, resulted by zero-strength pulses with $k\pi$ duration, where $k$ is an integer (as explained in Eq. (2)). The duration of $g_I$ here is selected twice the typical pulse time (the duration of a parametric native gate, or blue block) for clarity. This architecture possess profound implication - the allowed theme programs held on this platform will be no longer only the precise execution of quantum gates but also the meaningful implementation of quantum algorithms.

To create two-qubit entangling gates in DQDs, e.g., CX and CZ, we likewise design empirically an Ansatz form schematically visualized in Fig. 4(c), where the entangling gate acts on $q_0$ and $q_1$, while other adjacent qubits, e.g., the $q_2$, are left idle to avert interference generation. This entanglement gate consists of three parts: one Entanglement Generation sandwiched between two Individual Operations. The part of Entanglement Generation consists of 4 sequential native 2-qubit gates (cross-qubit purple and green blocks) for generating enough entanglement between two interested qubits. Considering the fact that a two-qubit native gate is brought about by two simultaneous pulses, which impose challenge in optimization by VQA, we fix one of them to be 1 and leave the other variable. For the first two two-qubit native gates (purple blocks) we fix their parameter on $q_0$, while the last two (green blocks) on $q_1$. The two Individual Operations parts located before and after the Entanglement Generation are used to apply additional rotations to each qubit to achieve fine tuning for improved entire performance.

Data and code availability

The code and data that support this work are available in the online repository [65].
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