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ABSTRACT

Following a pandemic disease outbreak, people travel to areas with low infection risk, but at the same time the epidemiological situation worsens as mobility flows to those areas increase. These feedback effects from epidemiological conditions to inflows and from inflows to subsequent infections are underexplored to date. This study investigates the two-way relationship between mobility flows and COVID-19 cases in a context of unrestricted mobility without COVID-19 vaccines. To this end, we merge data on COVID-19 cases in Spain during the summer of 2020 at the province level with mobility records based on mobile position tracking. Using a control function approach, we find that a 1% increase in arrivals translates into a 3.5% increase in cases in the following week and 5.6% ten days later. A simulation exercise shows the cases would have dropped by around 64% if the Second State of Alarm had been implemented earlier.

1. Introduction

Coronavirus disease 2019 (COVID-19) has completely disrupted the world economy and people’s lives. It was declared a pandemic by the World Health Organization (WHO) on March 11, 2020, and by April 2022 the WHO had counted more than 380 million confirmed cases and more than 5.6 million deaths globally. COVID-19 has substantially increased people’s economic anxieties and worries (Fetzer et al., 2021; Brodeur et al., 2021) and reduced people’s quality of life by around 10–20% through comorbidity (Briggs et al., 2021). In the short run, the pandemic has been associated with increases in unemployment (For-sythe et al., 2020), drops in household consumption (Chen et al., 2021) and has dramatically hit the restaurant, hospitality and travel sectors (Alexander and Karger, 2021).

Epidemics tend to follow a cycle dynamic: following a fast exponential growth process, once the infection curve peaks at a maximum, it is followed by a period of decreasing incidence until it starts growing again. During the so-called first wave of the COVID-19 pandemic (March–May 2020), many governments around the world implemented stay-at-home orders, mobility restrictions, and enforced lockdowns to contain the spread of the virus. After the worst phase of the curve, and due to the important social and economic effects of confinements, governments relaxed restrictions and allowed their populations to move freely while the number of cases remained under control. However, the premature relaxation of social distancing policies has been shown to contribute to rapid surges in COVID-19 cases (Pellegrini, 2021). In this context, accurate tracking of population flows and how they correlate with the number of cases might be highly informative from both an epidemiological (Jia et al., 2020) and an economic perspective (Qiu et al., 2020).

Recent evidence has shown that the number of cases depends on mobility flows (Carteni et al., 2020; Fang et al., 2020; Mangrum and Niekamp, 2022). Human mobility and interaction propagate the disease, either by personal contagion through travelling itself, at the destination by those who move, or though indirect dispersal. However, mobility does not translate into higher cases immediately but with some lag. In this regard, the medical literature indicates that COVID-19 has an incubation period that usually takes around 5 days (Lauer et al., 2020). At the same time, individuals make mobility decisions based on the threat of infection (Engle et al., 2020; Hu et al., 2021). A growing stream of literature documents substantial voluntary drops in consumption and nonessential mobility as the pandemic situation worsens (Chen et al., 2021; Alexander and Karger, 2021). As documented in Brinkman and Mangum (2022), a high level of infection in a region might reduce the willingness of both recreational travellers and daily commuters to travel there. An important question is how much voluntary drops in mobility...
due to exposure risk can help to mitigate the subsequent virus spread in a setting with no mobility restrictions.

The aim of this paper is to analyse (i) the influence of arrivals on the evolution of the disease during the reopening of the economy after a lockdown period and (ii) how flows react to the epidemiological situation at the destination. In this way, we assess the two-way relationship between flows and COVID-19 cases. While there is an emerging body of research concerned with how mobility propagates disease (Carteren et al., 2020; Fang et al., 2020; Mangrum and Niekamp, 2022; Wan and Waa, 2022) and how people avoid travelling to areas with high infection rates (Brinkman and Mangum, 2022; Goodsee and Syverson, 2021; Hu et al., 2021), the feedback effects from epidemiological conditions to inflows and from inflows to subsequent infections are underexplored to date. We aim to fill this gap.

Spain is taken as the case study for the analysis. This country was among the most affected in the first wave of the pandemic and by the beginning of 2022 it had counted more than 10 million cases and almost 94,000 deaths (World Health Organization, 2021). We use mobility data based on mobile phone signaling, which has started to be used to analyse the linkages between mobility flows and the spread of COVID-19 disease (Brinkman and Mangum, 2022; Mangrum and Niekamp, 2022; Jia et al., 2020). We consider the period from the end of the first State of Alarm (24 June) to the end of September (30 September) 2020. After a strict lockdown that started on March 15, 2020, the Spanish economy was ‘reopened’ and the country returned to the so-called ‘new normal’. During the summer period, people were free to move within the country without restrictions. Therefore, this time span is suitable to assess the bivariate relationship between mobility and cases because no lockdowns or government-mandated movement restrictions were in force. In this way, the paper studies whether unrestricted flows in the middle of the pandemic contribute to the appearance of small epidemic outbreaks that subsequently generated the second wave in October–November 2020. The time lag in the response of cases to inflows is exploited for identification. Furthermore, we also examine state dependence in cases by which the number of cases in period t depends on the accumulated incidence in both 7 and 14 days. To properly identify the causal relationship, we use exogenous variation in the moving average of weather conditions as instruments. Based on our model estimates, we conduct a counterfactual analysis to estimate the associated drop in COVID-19 cases if the second State of Alarm that reintroduced mobility restrictions had been passed earlier. From this perspective, the paper complements that by Orea and Alvarez (2022), who also study the potential reduction in cases if the Spanish lockdown during the first wave had been implemented earlier.

Our research connects other works that investigate the relationship between mobility and cases. Among this literature, the closely related studies are those by Glaeser et al. (2020) and Brinkman and Mangum (2022). On the one hand, Glaeser et al. (2020) study the relationship between the total cases per capita and mobility, finding that the elasticity of cases with respect to mobility is around 3. They focus on how drops in mobility due to restrictions during the first wave reduce the disease spread. In contrast, we pay attention to the reversal: how increases in mobility between the first and the second wave are associated with new outbreaks. From this viewpoint, the paper offers new insights into how the premature relaxation of social distancing policies contributes to new pandemic spikes (Pellegrini, 2021). On the other hand, Brinkman and Mangum (2022) show consistent evidence that people avoid travel to areas with larger outbreaks to reduce exposure. They also document that greater exposure to outside cases through mobility translates into higher local case numbers. However, they do not consider how the inflow of people to a region is determined by its epidemiological situation and how these arrivals contribute to the spread of COVID-19 within the region later on. Our paper thus differs from previous studies primarily in that we model the bidirectional relationship between accumulated incidence, contemporaneous arrivals in a province and subsequent local case numbers.

2. Background

Viruses spread through social interactions represent an important threat to human health and a costly externality. The economic literature on rational epidemics has put forward that behavioural responses are highly dependent on the degree of prevalence of the disease in the population and transmission rates (Oster, 2005; Auld, 2006) and personal beliefs about the true risks (Kremer, 1996). Usually, individuals’ microeconomic incentives are not aligned and require public intervention to contain the spread of viruses (Penichet, 2013). This body of research argues that public health authorities need to find a balance between protecting vulnerable and high-risk people while avoiding social panic. Typical non-pharmaceutical interventions range from travel-related controls or mobility restrictions that reduce social interactions to strict quarantines and lockdowns. In situations in which the epidemic becomes a pandemic, travel restrictions have less capacity to contain the virus spread and generally require more severe interventions.

Although there is some evidence of public acceptance of voluntary home confinement during an epidemic (Ores, 2018), the enforcement of movement restrictions and lockdowns is generally difficult for the population to accept and leads to important macroeconomic costs. For instance, Mesnard and Seabright (2009) show that quarantine measures can induce people to escape from centres of disease, thereby imposing important negative externalities on other communities. Brodeur et al. (2021) document a substantial increase in the Internet search intensity for the keywords ‘loneliness’, ‘worry’ and ‘sadness’ in Europe and the US caused by the pandemic and its associated lockdowns. Similarly, Fetzer et al. (2021) report that COVID-19 has produced a large increase in economic anxieties and worries.

To date, the work by Adda (2016) is possibly one of the most important contributions to the understanding of the economic determinants of the spread of viruses across time and space. Using high-frequency data for 25 years in France, this author documents that although the closure of schools or public transportation networks as a response to epidemic outbreaks reduces disease prevalence, it involves important trade-offs that are not cost-effective.

2.1. Mobility patterns and the spread of diseases

A growing body of literature has started to investigate the linkages between mobility flows, travel restrictions, and the spread of COVID-19 cases. We focus our attention on those works that study the first and second waves during 2020, when vaccines were still not developed. From a theoretical viewpoint, Cunat and Zymek (2022) develop a structural-gravity model in which mobility flows are governed by a gravity equation and contribute to the spread of the disease. Their model combines an epidemiological framework with a dynamic model of individual location choice, which is calibrated using data for Great Britain. They provide some evidence about the welfare trade-offs between mobility restrictions and disease control.

At the empirical level, most existing research has focused on the Chinese context. Wan and Waa (2022) document that intensive high-speed rail connections with Wuhan during the first wave of the pandemic accounted for around 45% of infections by facilitating human mobility and disease transmission. Chinazzi et al. (2020) examine the impact of travel restrictions on both national and international spread of COVID-19 in Wuhan. They show that travel limitations have modest effects on containing the spread of the disease unless paired with...
additional public health interventions and behavioural changes. In contrast, Fang et al. (2020) quantify the causal impact of the lockdown of Wuhan on the containment and delay of the spread of COVID-19. Using a difference-in-differences research design, they report that the lockdown was effective at reducing total cases outside the city. Drawing on different counterfactual analyses, Qiu et al. (2020) show that the different health policy measures implemented in China (mainly related to a massive and strict lockdown) were effective in achieving the goal of reducing the number of infections and deaths. These authors also present evidence that population outflows from Wuhan represented the most important determinant of the number of new cases.

An emerging body of research has started to make use of mobile-phone traffic data to analyse how real-time trends in movement patterns translate into cases. Jia et al. (2020) study the impact of population flows from Wuhan to mainland China in January 2020 on the spread of COVID-19. They document that flows from Wuhan accurately predict the relative frequency and geographical distribution of cases. Using data for 25 counties in the USA between January and April 2020, Badr et al. (2020) show that the drop in mobility is strongly correlated with lower COVID-19 case growth rates, especially for the most affected areas. Mangrum and Niekamp (2022) look at the role of university students’ mobility in the spread of COVID-19 cases and mortality, exploiting variation in spring breaks across US states. They find causal evidence that counties with earlier spring breaks had 20% higher cases per capita. Students who travelled to airports had a greater than average impact on COVID-19 cases. Carteni et al. (2020) study the effect of mobility habits in the spread of COVID-19 in Italy. These authors report that trips made three weeks before are the main determinants of daily new cases.

Glaeser et al. (2020) examine the relationship between mobility and the number of cases using mobile tracking data for five cities in the US. Using different model specifications, they show that a 10% decrease in mobility leads to a 30% fall in cases per capita. Nevertheless, they document important heterogeneity across cities. In their analysis, they consider the possible reverse causality between cases and mobility. Additionally, they show that mobility decreased in those areas in which COVID-19 cases were increasing, which suggests that the initial infection rate also affects mobility decisions.

Focusing on the Spanish case, Orea and Alvarez (2022) report that the onset of COVID-19 is significantly correlated with province characteristics. They show that the most-populated provinces and those areas that are more strongly connected to foreign countries have more intensive coronavirus epidemics. Saez et al. (2020) study the ex-ante effectiveness of the mitigation strategies launched by the Spanish government to battle the spread of COVID-19 in mid-March 2020. They find that the lockdown was effective at flattening the curve. More recently, Gutiérrez et al. (2021) evaluate the regional inequalities in cases and deaths across Spanish regions. They show that part of the heterogeneity in the disease incidence across territories is due to differences in mobility flows.

### 2.2. Infection risk and mobility flows

As introduced before, mobility flows not only contribute to the spread of a viral disease but also react to it. Consistent with utility maximization, people engage in public avoidance behaviour to minimize the likelihood of getting infected (Chen et al., 2011); as the epidemic becomes more prevalent and salient in the population, people increase their willingness to protect themselves against the disease (Geoffard and Phillipson, 1996). In this respect, previous health crises have shown that the disclosure of information by both public authorities and peers is a useful channel through which people learn to reduce their exposure gradually over time (Bennett et al., 2015), especially against novel risks. Recent evidence by Mendolia et al. (2021) supports this for the case of COVID-19. Although some people consciously avoid information (Golman et al., 2017), the media can exert a non-negligible role on the social awareness of COVID-19 (Allcott et al., 2020).

The theoretical rationale for why infection risks deter mobility flows can be found in the work by Engle et al. (2020). These authors show that the cost of travelling each unit of distance comprises one component that is independent of the epidemic and one component that directly depends on a risk index of contracting the disease. They show that mobility decreases as a response to rises in local infection rates and also due to increases in the number of cases in the neighbouring regions. Hu et al. (2021) examine the variation in the number of trips per person following the pandemic outbreak in the USA. They find that trips are negatively associated with the number of new cases in the county and the new cases in adjacent countries. Similarly, by examining the interconnections among coronavirus cases across 41 countries, Milani (2021) reports that social behaviour and risk perceptions are highly dependent on health shocks in neighbouring countries. Exploiting cellular phone records, Goolsbee and Syverson (2021) show that legal mobility restrictions only explain a small share of the decline in customer visits to individual businesses: the observed drop is more dependent on individual choices to avoid infection. These authors also document that traffic started dropping before the legal orders were in place and people switched their visits from “nonessential” towards “essential” businesses only. More recently, Briskman and Mangum (2022) find that people in the USA travelled less and avoided areas with relatively larger outbreaks during the early phase of COVID-19. These authors show that mobility voluntarily decreased more in counties with more cases, and the activity that did occur avoided areas with higher local cases.

Stay-at-home orders and recommendations and the development of new technologies have increased remote working (Brynjolfsson et al., 2020) and therefore reduced commuting mobility (Beck et al., 2020). Interestingly, evidence presented by Cronin and Evans (2020) shows that a large share of the drop in mobility is due to self-imposed precautionary behaviour. Borkowski et al. (2021) document that the decline in job-related mobility is strongly associated with the fear of getting infected with COVID-19. Relatedly, people have also reduced their leisure-related trips during the pandemic (Landry et al., 2021). In this vein, there is wide evidence in the tourism literature that people become reluctant to travel for recreation to risky areas if they perceive their health to be threatened (e.g., Chien et al., 2017). Using annual data on tourist flows for 188 countries during 2000–2018, Mertzanis and Papastathopoulos (2021) show that the number of inbound tourists is negatively affected by an index of epidemiological susceptibility conditional on a wide set of economic controls.

Some other studies have found a significant drop in spending in sectors associated with mobility because of COVID-19 and stay-at-home orders. By exploiting billions of daily and hourly individual transaction data for goods and services purchased at the local level in France, Bounie et al. (2020) document a shift from offline to online purchases. Chen et al. (2021) show that dining & entertainment and travel in China experienced expenditure declines of 72% and 64%, respectively, and that consumption responded negatively to day-to-day changes in epidemic severity. Similarly, Alexander and Karger (2021) report large reductions in spending in restaurants and retail stores in the USA. Menezes et al. (2022) show substantial drops in electricity consumption during the lockdown in Brazil. For the case of Mexico, Campos-Vazquez and Esquivel (2021) find a decline in points in interest expenditures. The authors suggest that this could be due to the fear of contagion among wealthy individuals.

### 3. Data

#### 3.1. Context and study period

Due to the fast propagation of COVID-19 disease, on 15 March 2020 the Spanish government passed a State of Alarm that dictated a strict national lockdown. This policy intervention forbade the population to go on the streets except for well-justified reasons and forced all shops (except pharmacies and stores selling basic necessities) to close. This
was similar to other European countries like France or Italy. Furthermore, during mid-April and because the number of cases continued growing, the government tightened the lockdown by instructing all non-essential workers to stay at home (telework if possible).

The State of Alarm was in force until June 21, 2020. Prior to that date, the provinces started to go back to normal life gradually and asymmetrically according to their respective epidemiological situations. From 21 June onwards, mobility restrictions were fully eliminated, and people were free to move within the whole country. Since at that time the epidemic was under control (national mean of 14-day accumulated incidence per 100,000 inhabitants = 7.9) and given the great contribution of tourism to the Spanish GDP (around 11%), there was a great interest at that moment in recovering mobility during the summer period to foster the recovery of the tourism industry.

Our study covers the period from the end of the State of Alarm (24 June) to the end of September (30 September) 2020, a time span during which people could move across the Spanish territory without any movement restriction. We do not consider the month of October because at that time some local governments imposed some lockdowns and mobility limitations due to the surge in the number of cases. On 25 October, the central government declared a second State of Alarm to battle the uncontrolled propagation of the virus.

### 3.2. Dataset on mobility flows

Data on mobility flows (e.g., workplace, retail, and recreational activities, etc.) is obtained from the Spanish National Statistics Institute (INE). In 2019, INE initiated an ambitious project aimed at measuring daily mobility based on tracking spatio-temporal mobile position data. Smartphone movement data has been shown to be a useful and reliable tool for analysing both job-related and recreational flows within the country (Couture et al., 2022). To this end, INE signed a contract with the big three mobile phone operators by which anonymized, population-aggregated, real-time, mobile device GPS location data would be exploited for statistical purposes. Following a preliminary experiment in November 2019, INE started to provide public-access files about aggregate mobility flows from mid-March 2020 to December 2020.

The area of residence of the owner of each mobile phone (mobility area, see below) is determined as the one in which the phone is observed most of the time between 0:00 and 6:00 h considering a 60-day period. This is provided by the corresponding mobile phone operator. To determine the destination mobility area, the operator provides daily information on the area(s) in which the phone is observed between 10:00 and 16:00 h. Based on this, the area in which most time is spent is taken as the destination area. If the area of most frequent stay is the one of residence, the individual is assumed to have not moved that day. In this way, short trips to non-residence areas are not counted as a flow if the representation of people that province $i$ receives and express it in arrivals per 100,000 inhabitants (denoted by $\text{arrivals}_{i}$), as is customary in the literature.

### 3.3. Dataset on cases

Information about the daily number of confirmed cases (through a positive PCR test) per province is collected from the National Epidemiological Surveillance Network (RENAVE). Since this data has daily frequency, we collect longitudinal data on a daily basis from 10 June to September 30, 2020. To make the number of cases comparable across provinces, they are also expressed in cases per 100,000 inhabitants ($\text{cases}_{i}$). Next, the accumulated incidence in the past 7 and 14 days (per 100,000 inhabitants) for each province is calculated as the corresponding rolling sum of daily cases up to each day ($\text{AI7days}_{i}$ and $\text{AI14days}_{i}$, respectively).

### 3.4. Dataset on weather conditions

The inflow of people to a region associated with recreational demand is likely to be affected by weather conditions (Dundas and von Haefen, 2020). Similarly, the accumulated COVID-19 incidence has been shown to correlate with atmospheric conditions (Méndez-Arriaga, 2020; Iqbal et al., 2020; Li et al., 2020; Notari, 2021). To consider meteorological conditions in the analysis, we gathered information on average temperature of each province on a daily basis from the Spanish Meteorological Agency (AEMET in Spanish), which provides detailed information on weather conditions based on data retrieved from more than 800 stations. That is, the original data consists of daily average temperatures for each province.

---

2 The three operators (Movistar, Orange, and Vodafone) represent 78.7% of the mobile phone market (more than 42 million users) in Spain (National Commission for Markets and Competence, 2019). Since all three have a significant market share in each province, this data is representative.

3 The dataset is freely available at: https://www.ine.es/experimental/movilidad/experimental_en.htm.

4 Mobile phones that are not registered in Spain (roaming by tourists) are excluded from the analysis so that the data only refers to Spanish residents.

5 We therefore work with data about mobility between areas but not within areas. As discussed in Brinkman and Mangum (2022) this form of mobility is the most likely to spread COVID-19 over the territory. Additionally, due to the impossibility of geolocating a mobile phone with full precision, there is some potential measurement error at the borders. Nevertheless, the impact of this is expected to be minimal.

6 Each mobility area corresponds to municipalities with between 5000 and 50,000 inhabitants or the aggregation of several municipalities having up to 5000 inhabitants. Mobility areas are thus more homogeneous than municipalities. The average size of each mobility area is 15,000 people (12,000 mobile phones). Cities with more than 50,000 inhabitants are disaggregated into several mobility areas (districts or neighbourhoods).

7 In Spain, the province is the geographical unit most commonly used by health authorities to track cases and impose mobility restrictions and lockdowns (Orea and Alvarez, 2022).

8 Counts of daily new cases come from the department of public health of each autonomous community, disaggregated into the different provinces that belong to each autonomous community. The data is available at: https://cronicascovid.isciii.es/covid19/.

9 As introduced before, the analysis starts on 24 June 2020. However, we collected data on cases starting in 10 June to compute the one-week and two-week accumulated incidence for each province for the first observation period.
temperature at several stations for each province (denoted by Temp\(_i\)).
With this information, we subsequently calculated (i) the 7-day (14-day) moving average of daily temperatures before period \(t\) (Temp7days\(_t\) and Temp14days\(_t\)) and (ii) the 7-day (14-day) moving average of the daily standard deviation of mean temperature of each province. The latter aims to capture the large heterogeneity in temperature across stations within provinces (SDTemp7days\(_t\) and SDTemp14days\(_t\)).

3.5. Descriptive statistics

Since we have bi-weekly observations of mobility flows (Fig. 1), we only consider the values of cases\(_i\), AI7days\(_t\), AI14days\(_t\), Temp\(_t\), Temp7days\(_t\), and SDTemp7days\(_t\) that correspond to the Wednesdays and Sundays of each week. Table 1 presents descriptive statistics of the merged dataset. The mean number of confirmed cases per 100,000 inhabitants is 10.2, ranging from 0 to 72.59. Nevertheless, compared to the figures by the end of March 2020 (161.2) or the end of November 2020 (275.5), the summer of 2020 was a ‘valley period’ between the first and the second wave in which the epidemic was quite controlled. The 7-day and 14-day accumulated incidences are about 71 and 133 cases per 100,000 inhabitants, on average. Finally, the average temperature is 22.6 °C, ranging from a minimum of 11.9 °C to a maximum of 31.7 °C.

Fig. 2 illustrates the time evolution of cases during the study period.\(^{10}\) COVID-19 cases increased over time but with notable heterogeneity across provinces. Similarly, Fig. 3 plots the time evolution of arrivals. We see that the inflow of people to the provinces is always higher during weekdays (Wednesdays) than during weekends (Sundays). Figures A3 and A4 in the Supplementary Material plot the inter-weekly percentage change in cases and arrivals over time, calculated as the rate of change with respect to the same day the week before. As can be seen there, despite the large level differences in both variables between provinces, there is also strong temporal variability. As illustrated in Figure A4, arrivals vary considerably for both Wednesdays and Sundays relative to their figures the week before.

4. Empirical strategy

In this section, we describe our empirical strategy. First, we characterize how arrivals translate into a greater number of cases some days later. Second, we model how arrivals depend at the same time on the epidemiological circumstances of the destination province, which act as a deterrence factor. Finally, we discuss some endogeneity aspects and the exclusion restrictions used for the model identification.

4.1. First way: the effect of arrivals on cases

One of the most important aspects when studying the relationship between COVID-19 cases and mobility flows is to define the time lag that elapses between potential contagiousness and detection. Although there is no clear consensus in the medical literature, Lauer et al. (2020) report that the average incubation time is 5.1 days and that 97.5% of the symptoms mainly occur within 11.5 days of infection.\(^{11}\) In the main analysis, we consider a 7-day time lag. Nonetheless, in robustness checks we expand the time span to 10 and 14 days.

We initially propose the following regression model to explain the role of inflows in the number of cases:

\[
\text{cases}_i = \alpha + \beta \ln \text{arrivals}_{i-t-2} + \gamma \text{AI7days}_t + \theta T_i + \mu_i + \epsilon
\]

where \(\alpha\) is a constant term, arrivals\(_{i-t-2}\) refers to the number of people per 100,000 inhabitants who arrived in province \(i\) the same day the week before (t-2), AI7days\(_t\) is the 7-day accumulated incidence per 100,000 inhabitants in province \(i\) in period \(t\), \(T_i\) is a vector of time controls including a time trend (in levels and in a squared form to capture non-linearities in the evolution of cases) and day (Sunday) and month (August and September) fixed effects, \(\beta\), \(\gamma\), and \(\theta\) are parameters to be estimated, \(\mu_i\) are provincial individual effects, and \(\epsilon\) is the idiosyncratic error term. Both cases\(_i\) and arrivals\(_{i-t-2}\) are specified in logs to facilitate interpretation so that \(\beta\) is understood as an elasticity (i.e. the percentage increase in new cases if there is a 1% increase in arrivals the week before).\(^{12}\) As done in Glaeser et al. (2020), we use the approximation \(\ln(x + 0.01)\) when the number of cases equals 0 (7.4% of the sample).

4.2. Second-way: how arrivals depend on epidemiological circumstances

Equation (1) models the role of the inflow of people to the province on COVID-19 cases a week later. However, as discussed before, it is

\(^{10}\) To illustrate the geographical variability, Figures A1 and A2 in the Supplementary Material map the normalized number of cases and arrivals in each province at four selected periods (24 June, 2 August, 2 September and 30 September).

\(^{11}\) Recall the analysis uses data for the summer of 2020. At that time, incubation rates were different from those of subsequent coronavirus variants.

\(^{12}\) Importantly, the calculation of AI7days\(_t\) does not include cases\(_i\) detected in period \(t\) but the ones 7 days before.
highly likely that \( \ln \text{arrivals}_{i,t-2} \) reacts to the epidemiological conditions in the province at that time. When threatened by the risk of infection, people engage in self-protective actions like avoiding unnecessary trips, changing the choice of destination, or staying at home. This pattern has been empirically documented in several works (Engle et al., 2020; Goolsbee and Syverson, 2021; Hu et al., 2021; Brinkman and Mangum, 2022), implying that part of the surge in cases associated with mobility could be subsequently compensated by the drop in arrivals in highly affected areas.

From an econometric viewpoint, \( \ln \text{arrivals}_{i,t-2} \) is a potentially endogenous variable in (1) since both recreational and job-related flows might share unobservables with the cases 7 days before. For instance, unmeasured events that decrease the inflow of people to region \( i \) are likely to also affect the contemporaneous contagion rate, which translates into cases some days later. In this regard, Glaeser et al. (2020) documents potential reverse causality. Similar to their two-stage approach, we specify a second reduced-form equation for modelling \( \ln \text{arrivals}_{i,t-2} \) as follows:

\[
\ln \text{arrivals}_{i,t-2} = \delta + \pi \text{AI}_{i,t-2} + \phi \text{AI}_{i,t-2} + \lambda \text{Temp}_{i,t-2} + \theta T + \omega_i + \xi_{it-2}
\]

where \( \delta \) is a constant term, \( \text{AI}_{i,t-2} \) is the accumulated incidence per 100,000 inhabitants in region \( i \) in period \( t-2 \) (one week before), \( \text{AI}_{i,t-2} \) is the 7-day mean accumulated incidence in period \( t-2 \) in all the other regions except region \( i \), \( \text{Temp}_{i,t-2} \) denotes the mean temperature in province \( i \) in period \( t-2 \), \( T_{t-2} \) is the same time controls defined for (1) but lagged two periods, \( \pi, \phi \) and \( \theta \) are parameters to be estimated, \( \omega_i \) are province individual effects, and \( \xi_{it-2} \) is the error term.

Consistent with the theoretical framework developed by Engle et al. (2020), we assume that the decision to travel to region \( i \) in period \( t-2 \) is
affected by the risk of contagion based on the accumulated incidence there at that time ($\text{AI}_{7\text{days}t_i-2}$). Weather conditions on that day ($\text{Temp}_{i,t-2}$) are also assumed to affect province inflows, particularly unscheduled trips. Time controls and province fixed effects capturing the heterogeneity in arrivals across provinces and over time are also considered here. The 7-day mean accumulated incidence in all the regions except region $i$ ($\text{AI}_{7\text{days}t_i-2}$) captures epidemiological circumstances in all other provinces at that time that might deter province inflows through increased perceived risk (Engle et al., 2020; Matsuura and Saito, 2022) and is computed as follows:

\[
\text{AI}_{7\text{days}t_i-2} = \frac{1}{N-1} \sum_{i=1}^{N-1} \text{AI}_{7\text{days}t_i-2} y_{i \neq i} 
\]

Note this variable varies over time and across regions. This variable together with province’s mean temperature are used as the exclusion restrictions for identification. It is assumed that the number of cases detected in region $i$ in period $t$ (equation (1)) is not affected by the mean national incidence excluding province $i$ nor by the mean temperature in province $i$ the week before conditional on the rest of controls including the instrumentalized $\text{AI}_{7\text{days}t_i}$ (see below).\footnote{For $\text{AI}_{7\text{days}t_i-2}$ being a valid instrument, we must also rule out potential indirect effects on $\ln\text{cases}_t$ through second-order autocorrelation in the residuals in (1). Inoue and Solon (2006) LM test does not reject the null hypothesis of no autocorrelation of order two ($\text{IS-stat} = 51.6, p\text{-value} = 0.451$). We thank an anonymous reviewer for spotting this issue.} Formal tests of these assumptions are presented in the Supplementary Material, Tables A1 and A2.

### 4.3. Endogeneity issues

The inclusion of $\text{AI}_{7\text{days}t_i}$ in (1) aims to capture the existence of state dependence in the evolution of cases by which the current state depends on the accumulated state in the last period (Adda, 2016), even after controlling for $\mu_i$ and $T_i$. Since $\text{AI}_{7\text{days}t_i}$ is constructed as the 7-day moving average of the number of cases, the strict exogeneity assumption is ruled out unless $\gamma = 0$ because shocks affecting $\ln\text{cases}_t$ in period $t$ affect future values of $\text{AI}_{7\text{days}t_i}$. In this case, the within-group (FE) estimator is inconsistent (Nickell, 1981). Similar to the empirical strategy implemented by Qiu et al. (2020), we specify a reduced-form equation using the 7-day moving average of provincial temperatures as instruments in the following manner:

\[
\text{AI}_{7\text{days}t_i} = \gamma + \tau_1 \text{Temp}_{7\text{days}t_i} + \tau_2 \text{SDTemp}_{7\text{days}t_i} + \kappa T_i + \eta_i + \upsilon_i 
\]

where $\gamma$ is a constant term, $\text{Temp}_{7\text{days}t_i}$ refers to the 7-day moving average of temperatures in province $i$ in period $t$, $\text{SDTemp}_{7\text{days}t_i}$ is the standard deviation of $\text{Temp}_{7\text{days}t_i}$, $T_i$ is the vector of time controls introduced before, $\tau_1$, $\tau_2$, and $\kappa$ are parameters to be estimated, $\eta_i$ are time-invariant province individual effects, and $\upsilon_i$ is the idiosyncratic error term.

The mean levels of temperature during a week are expected to determine the accumulated incidence but to be uncorrelated with the number of cases detected in period $t$ conditional on $\text{AI}_{7\text{days}t_i}$, $\ln\text{arrivals}_{t_i-2}$, $T_i$, and $\mu_i$. The rationale is that temperature and its variability across space have been shown to be negatively correlated with transmission rates (e.g., reproduction number) through different causal mechanisms, including less resistance of the virus in aerosols or better functioning of the immune system when temperatures are high (Notari, 2021; Ratnesar-Shumate and Williams, 2020). However, the moving average of temperature is unlikely to determine the specific cases detected in period $t$ except through its effect on $\text{AI}_{7\text{days}t_i}$ and on $\ln\text{arrivals}_{t_i-2}$. In other words, it is assumed that the rolling average of weather conditions affects the daily cases only through its effect on accumulated incidence/transmission rates but not through its effect on the specific cases detected in $t$. Table A3 in the Supplementary Material provides IV fixed-effects regression results showing that $\text{Temp}_{7\text{days}t_i}$ and $\text{SDTemp}_{7\text{days}t_i}$ are valid instruments: (i) they are sufficiently correlated with $\text{AI}_{7\text{days}t_i}$ according to the first-stage F statistic, and (ii) they comply with the exogeneity requirements according to the Sargan test. Moreover, the Durbin-Wu-Hausman test confirms that $\text{AI}_{7\text{days}t_i}$ is endogenous. Figures A5 and A6 in the Supplementary Material offer additional evidence on their uncorrelation with cases based on binned scattered regressions.

The model in (1-4) is estimated using the control function approach (Wooldridge, 2015) by which the predicted residuals from equations (2) and (4) conditional on the province effects ($\hat{\nu}_{it}$ and $\hat{\nu}_{it-2}$) are added to
The residuals of the auxiliary first-stage regressions in (5) and (6) are used
as if they were exogenous (Supplementary Material). The dummy variable for
arrivals_7 days is evidence of endogeneity in both the number of arrivals and the
accumulated incidence that needs to be accounted for. Specifically,
re-estimated using fixed effects for the main equation (1) together with AI7days,
in arrivals_7 days, and ln arrivals_{t-2}. In this way, the
effects of the accumulated incidence and (the lag of) the flow of arrivals
on cases can be consistently estimated.\cite{Glaeser2020} Because we use fitted values in
a two-stage procedure, standard errors are bootstrapped after 1000
replications following common practice.

Before moving on, as discussed in Mangrum and Niekamp\cite{2022},
we acknowledge that the data on the number of cases might not truly
represent the real incidence of the epidemic due to undetected cases,
unknown asymptomatic individuals, or differences in diagnostic tests.\cite{2020}
Unfortunately, there is no available data on PCR diagnostic tests for all
the provinces during the study period. Nevertheless, this is partially
alleviated by the inclusion of province fixed effects in the analysis, as
discussed in Glaeser et al.\cite{2020}. Although there might be time variation
in this, the time trend polynomial also partially controls for increases in the number of tests over time.

14 The CF method produces coefficient estimates that are equivalent to the
2SLS procedure\cite{Hausman1978}. However, it has the advantage that it provides
a heteroskedasticity-robust Hausman test of endogeneity by simply testing
whether the coefficient estimates for $\nu_t$ and $\xi_{t-2}$ are statistically significant in
the structural equation\cite{Wooldridge2015}.

15 Some recent works have started to focus on the estimation of unreported
cases by combining SIR (Susceptible-Infected-Recovered) models with stochasitic frontier analysis\cite{Ores2021, Millimet2022}.

| Table 2 |

| Dependent variable | (1) Main equation | (2) Reduced form equation | (3) Reduced form equation | (4) Main equation | (5) Reduced form equation | (6) Reduced form equation |
|--------------------|-------------------|---------------------------|---------------------------|-------------------|---------------------------|---------------------------|
| ln arrivals_7 days | 3.483*** (1.235)  | 0.022*** (0.003)          | 0.011*** (0.001)          | 4.080*** (1.246)  | 0.001*** (2.9e-04)       | 0.001*** (6.0e-05)        |
| AI7days            | 0.506*** (0.152)  | 10.410*** (5.183)         | 0.686*** (0.151)          | 0.004*** (0.015)  | -0.019 (0.012)           | -1.5e-04*** (3.3e-05)     |
| August_7           | 0.185 (0.204)     | 23.306*** (8.506)         | 0.472*** (0.193)          | 0.039*** (0.005)  | -0.016*** (0.003)        | -0.099*** (0.003)         |
| Sundays            | 0.726* (0.397)    | 2.020 (2.329)             | 0.917* (0.405)            | 0.347*** (0.039)  | -0.010*** (0.001)        | -0.144** (0.062)          |
| trend_7            | -0.099*** (0.001) | -0.039 (0.030)            | -0.010*** (0.001)         | -0.010*** (0.001) | -0.010*** (0.001)        | -0.010*** (0.001)         |
| ln temp            | 0.025*** (0.003)  | -3.819*** (1.129)         | 0.185 (0.204)             | -4.593*** (1.305) | -0.049*** (1.2e-04)      | -0.014*** (0.001)         |
| ln trend           | 0.025*** (0.003)  | -4.080*** (1.246)         | 0.001*** (2.9e-04)        | -0.014*** (6.0e-05)| 0.002* (0.001)           | 0.002* (0.001)            |
| ln temp_7          | 0.025*** (0.003)  | -3.750*** (0.740)         | -0.014*** (2.9e-04)       | 0.004*** (0.012)  | -0.016*** (0.003)        | -0.019 (0.012)            |
| SI temp_7          | 0.025*** (0.003)  | -26.318*** (4.966)        | 0.039*** (0.020)          | -0.031*** (0.005) | 0.001*** (1.2e-04)       | 0.019 (0.012)             |
| SI trend           | -37.208*** (12.375)| 116.771*** (18.371)       | -0.031*** (2.9e-04)       | -13.308*** (1.752)| 55.759*** (11.655)       | 348.805*** (40.394)       |
| SI trend_7          | 0.025*** (0.003)  | -43.103*** (12.467)       | 9.979*** (0.021)          | -14.103*** (2.9e-04)| 0.004*** (0.012)         | 348.805*** (40.394)       |
| SI trend_7          | 0.025*** (0.003)  | 9.941*** (0.031)          | 9.979*** (0.021)          | 0.001*** (1.2e-04)| 0.002* (0.001)           | 0.002* (0.001)            |
| SI trend_7          | 0.025*** (0.003)  | 116.771*** (18.371)       | -0.031*** (2.9e-04)       | -13.308*** (1.752)| 55.759*** (11.655)       | 348.805*** (40.394)       |
| SI trend_7          | 0.025*** (0.003)  | -43.103*** (12.467)       | 9.979*** (0.021)          | -14.103*** (2.9e-04)| 0.004*** (0.012)         | 348.805*** (40.394)       |
| SI trend_7          | 0.025*** (0.003)  | 9.941*** (0.031)          | 9.979*** (0.021)          | 0.001*** (1.2e-04)| 0.002* (0.001)           | 0.002* (0.001)            |

Note: Standard errors in parentheses; ***p < 0.01, **p < 0.05, *p < 0.1. Standard errors for the main equation have been bootstrapped after 1000 replications. The reference categories are June/July and Wednesday.

5. Results

5.1. Main findings

Columns 1–3 in Table 2 present the estimation results of the model in
equations (4)–(6). A Hausman test (chi2(6) = 26.61, p-value < 0.001) favours the treatment of province effects as parameters to be estimated
(as opposed to random effects). The dummies Wednesday, June, and July
are taken as the reference categories.

The residuals of the auxiliary first-stage regressions in (5) and (6) are
statistically significant for explaining the (log of) cases. This means there
is evidence of endogeneity in both the number of arrivals and the
accumulated incidence that needs to be accounted for. Specifically,
unobservable factors affecting the arrivals a week before (t-2) and the
cases detected in period t are negatively correlated. A naive model that
treats ln arrivals_{t-2} and AI7days as if they were exogenous (Supplementary Material, Table A4) renders a non-significant but negative co-
efficient estimate for ln arrivals_{t-2} (t = -0.73).

Once these residuals have been conditioned out, we find that a 1% increase in the number of arrivals in period t-2 translates into a 3.5% increase in the number of confirmed cases the following week (t). This
finding falls in line with the results by Carteni et al.\cite{2020} and Mang-
rum and Niekamp\cite{2022}. Compared to the IV and panel estimates by
Glaeser et al.\cite{2020} for the USA, the elasticity of cases to arrivals is
higher (3.5% vs 2.5–3.0%). Similarly, unobservable factors explaining the 7-day accumulated incidence negatively impact daily cases. Conditional
on that, there is evidence of state dependence in the
higher in August (relative to June/July) but does not differ significantly
We also document that the average number of cases is significantly
any factor that impacts cases in all the provinces and varies over time.
We also document that the average number of cases is significantly
epidemiological evolution, consistent with previous findings for other
diseases (Oster, 2005; Auld, 2006). A ten-case increase in
the 7-day accumulated incidence translates into a 2.2% increase in
daily cases. Furthermore, the number of cases has significantly increased over
the study period according to the positive and significant estimated time
trend (although at a decreasing rate). Note that these terms also capture
any factor that impacts cases in all the provinces and varies over time.
We also document that the average number of cases is significantly
higher in August (relative to June/July) but does not differ significantly
between Wednesdays and Sundays at a 95% confidence level.
Moving to the reduced form equation for ln arrivals0, the inflow of
people to the province in period t is negatively associated with both the
7-days accumulated incidence of the province and the 7-days accumu-
lated incidence of the rest of the country at that moment. This result is
consistent with Engle et al. (2020), Brinkman and Mangum (2022), Hu
et al. (2021), and Matsuura and Saito (2022). Specifically, an increase of
ten cases in AI7days0,2 translates into a 0.3% decrease in the number of
arrivals. This implies that as the epidemiological situation of the province
worsens, some people become reluctant to travel there. Nonethe-
less, the effect size is quite reduced. In the same fashion, an increase of
ten cases in the mean accumulated incidence of all the other provinces is
associated with a 1% decrease in the number of arrivals. Since this effect
is conditional on AI7days0,3, this indicates that a greater relative
worsening of the epidemiological situation in the provinces of origin
reduces total arrivals, in line with Matsuura and Saito (2022). Interest-
ingly, contemporaneous similarity is only weakly correlated with the
inflow of people to the province.
As for the reduced form equation for AI7days0, we find that the
accumulated incidence is negatively related to both the mean and the
standard deviation of temperatures within the province, with both
variables being statistically significant. This is consistent with previous
evidence on the spread of COVID-19 showing that temperatures nega-
tively affect COVID-19 transmission rates (Méndez-Arriaga, 2020; Iqbal
et al., 2020; Li et al., 2020; Notari, 2021).
Columns 4–6 in Table 2 report the coefficient estimates for a model
that replaces AI7days0, and AI7days0,2 by AI14days0, and AI14days0,2, respectively. The time span for the mean and standard deviation of
temperatures is also increased to 14 days. In this way, a longer period for
the accumulated incidence is considered. The sign of the coefficients
remains unchanged, and the magnitude of the estimates is very similar.
Fig. 4 presents a scatterplot of the province fixed effects (FEs) esti-
mates from equations (1) and (2). For the arrivals equation, these FEs
capture factors that determine mobility flows like connectivity between
provinces and their geographical position (Brinkman and Mangum,
2022), the sociodemographic structure of the population (Engle et al.,
2020), the degree of economic activity and structure of labour markets
for business trips, and regional attractiveness for leisure trips, among
others. For the cases equation, the FEs control for aspects like the pop-
ulation density (Orea and Alvarez, 2022), the ability of regional health
authorities to deal with the pandemic (Gutiérrez et al., 2021), potential
differences in cultural traits (Chen et al., 2021), air pollution (Carteri
et al., 2020), or the sociodemographic composition of the population
(Glaeser et al., 2020), all of which have been shown to affect infection
rates. There seems to be a negative association between the two,
implies that provinces with greater normalized inflows have fewer
normalized cases, ceteris paribus. Although the FEs capture a plethora of
time-invariant factors explaining both variables, this negative associa-
tion could suggest that areas that receive a small number of arrivals
(either due to reduced business activity or low tourism attractiveness)
are the most vulnerable to the pandemic. As discussed in Gutiérrez et al.
(2021), the large disparities in mean age, share of people in social
exclusion and public expenditure on health services across Spanish
regions partially explain the observed inequality in COVID-19 spread.

5.2. Robustness checks

Some robustness checks were performed. First, we consider both a
10-day and a 14-day lag period rather than a week to study the rela-
tionship between mobility flows and confirmed cases. That is, given the
structure of the data, ln arrivals0,2 is replaced by ln arrivals0,3 and
ln arrivals0,4. The regression outputs are presented in Tables A5 and A6
of the Supplementary Material, respectively. The results are similar,
although the impact of the number of arrivals on the number of cases is
greater as the time span increases. Specifically, a 1% increase in the
number of inflows is significantly associated with a 5.6% (5.2%) in-
crease in the number of confirmed COVID19 cases 10 days (14 days)
later. Second, since people typically schedule their trips some time in
advance, we used further lags of the accumulated incidence for
explaining arrivals in equation (2). The results are consistent with the
output in Table 2 (Table A7 in Supplementary Material).
Third, Fig. 2 shows notable level differences between Wednesdays
and Sundays. Although this is controlled for though the dummy indi-
cator for Sundays, we conducted separate regressions by day of the week
to inspect potential intra-week heterogeneity in the bivariate relation-
ship between mobility flows and cases. The estimation results can be
found in Tables A8 and A9 of the Supplementary Material. We find that
the elasticity of cases to arrivals is notably higher on Sundays than on
Wednesdays. This tentatively suggests that the propagation of COVID-19
cases is more sensitive to leisure than to labour mobility.
Fourth, authors like Glaeser et al. (2020) document substantial
geographical heterogeneity in the relationship between mobility flows
and cases. To explore this, we split the sample into two groups: northern
and inland provinces on the one hand and southern and Mediterranean
coastal provinces on the other. We find some heterogeneity in the
influence of lagged arrivals on cases, with the elasticity being higher in
southern-Mediterranean areas (Supplementary Material, Table A10).
Fifth, we have re-estimated the model including rainfall as an addi-
tional weather instrument. Specifically, we used the registered precipi-
tation (Rainfall0,2, measured in millimetres) in equation (2) and the 7-
day (14-day) moving average standard deviation of precipitation
(Rain7days0, and SDRain7days0,2) in equation (4). The data also
comes from the Spanish Meteorological Agency. The estimation results
are presented in Table A11. Contrary to temperature, rainfall is never
significant for explaining either the inflow of people or the accumulated
incidence. This is the reason why we only use temperature as the
exclusion restriction.
Finally, although PCR tests are the official and most common way to
detect cases, other methods like antigen or antibody tests are accepted.
We repeated the estimation using the total (normalized) number of
confirmed positive cases from any source instead of only from PCR tests.
The estimates remain very similar, although the sensitivity of cases to
flows is somewhat larger (Table A12 in the Supplementary Material).

5.3. Simulation analysis: what if the second State of Alarm had been
implemented earlier?

As mentioned before, the central government declared a second State
of Alarm on 25 October that set the following limitations: (i) a curfew
between 11:00 and 6:00 h, and (ii) restrictions on entering and exiting
the autonomous communities’ borders. Suppose that this second State
of Alarm had been passed earlier. What would have been the reduction in
cases if mobility flows had started to be restricted by, for instance, the
beginning of September? In what follows, we perform a simulation
analysis to answer this question based on our model estimates.
Assume that this hypothetical policy that restricts mobility reduces
the inflow of people to each province by a fixed proportion τ. Suppose
this policy is applied when some epidemiological criteria are met and
that is why τ varies across provinces and over time (i.e., a subset of
provinces are ‘treated’ by the policy and the rest are not). Let us adopt
a potential outcomes framework where ln cases0(1), and ln cases0(0), denote

the counterfactual (1) and actually observed (0) log of cases for province $i$ in each period $t$, respectively. Let $\theta_l$ measure the log variation (rate change) in cases associated with the policy scenario (counterfactual minus observed) for each province and period:

$$\theta_l = \ln \text{cases}_{st}(1) - \ln \text{cases}_{st}(0)$$

(5)

with $\theta_l = 0$ by construction for all non-treated provinces. For the subset of treated provinces, the log change in cases in $t + 2$ caused by the prior decrease in arrivals in $t$ (one week before) will be given by:

$$\theta_{t+2} \equiv \frac{\partial \ln \text{cases}_{st}(2)}{\partial \ln \text{arrivals}_s} - r_o$$

(6)

However, the expected drop in cases in $t + 2$ will also decrease the number of cases in subsequent periods through the decline in accumulated incidence ($AI_{7days}$). Therefore, the mobility limitation policy will produce two effects on the log variation in cases: (i) a direct drop caused by the decrease in the (log of) arrivals that would reduce the propagation of the virus through social interactions and (ii) an indirect effect associated with the decrease in the overall accumulated incidence among residents due to the prior drop in arrivals. For example, assuming $AI_{7days}t_{st+4} \equiv 7 \times \text{cases}_{st+2}$, for $t + 4$ we would have:

$$\theta_{t+4} \equiv \frac{\partial \ln \text{cases}_{st+4}(-r_o)}{\partial \ln \text{arrivals}_s} \times \frac{\partial AI_{7days}t_{st+4}}{\partial \text{cases}_{st+2}} \times \Delta \text{cases}_{st+2}$$

Direct effect

$$\theta_{t+4} = 3.48 \times [-r_o] + 0.022 \times 7 \times \Delta \text{cases}_{st+2}$$

Indirect effect

(7)

Since $\partial \ln \text{cases}_{st+4} = 3.48$ and $\partial \ln \text{cases}_{st+4}$ $\partial \ln \text{arrivals}_s = 0.022$ according to our model estimates in Table 2, equation (7) becomes:

$$\theta_{t+4} = 3.48 \times [-r_o] + 0.022 \times 7 \times \Delta \text{cases}_{st+2}$$

Direct effect

$$\theta_{t+4} = 5.84 \times [-r_o] + 0.022 \times 7 \times \Delta \text{cases}_{st+2}$$

Indirect effect

(8)

where $\Delta \text{cases}_{st+2} = \text{cases}_{t+2(1)} - \text{cases}_{t+2(0)}$. The log variation in cases for subsequent periods $t + s$ ($\theta_{t+s}$) is derived in a similar fashion. By rearranging equation (5), the predicted counterfactual number of cases under the policy scenario for each period $t + s$ is obtained as:

$$\text{cases}_{st+s(1)} = \exp \left( \ln \text{cases}_{st+s(0)} + \theta_{t+s} \right)$$

(9)

Note that by substituting (9) and (6) in (8), the indirect effect in equation (8) explicitly depends on $r_o$ (see Supplementary Material for further details).

To perform this counterfactual exercise, let us first define a threshold over which the pandemic situation starts to become uncontrolled. According to the Harvard Global Health Institute (2020), more than 25 daily cases per 100,000 inhabitants was considered to represent a very high risk of COVID-19 transmission at that time (summer of 2020). Suppose that on 1 September the central government had set movement restrictions in those provinces with daily cases over such a threshold that translate into a drop in (normalized) arrivals by 25% on average. Importantly, the restrictions take effect only when the province surpasses 25 cases per 100,000 inhabitants, so that provinces enter and exit mobility restrictions in any period depending on their epidemiological circumstances.

Fig. 5 plots the time evolution of normalized COVID-19 cases from this simulation analysis, separately for those with and without mobility restrictions since 1 September. Table A13 in the Supplementary Material presents actual and simulated cases for each calendar date in our sample. We document that even a relatively small reduction in mobility by the end of the summer could have produced large drops in daily cases. Had arrivals in caseload areas decreased by 25%, provinces would have had 58% fewer cases by the beginning of September and 64% fewer at the end of September. This falls in line with studies documenting that mobility restrictions are especially effective in the beginning stages of growth (Orea and Alvarez, 2022; Saez et al., 2020; Fang et al., 2020; Brinkman and Mangum, 2022). This implies that cutting down mobility flows before the pandemic runs out of control proves to be an effective mechanism to avoid stricter measures later.\(^\text{17}\)

6. Conclusions

At the start of disease epidemics and while pharmaceutical interventions like vaccines are under development, public authorities typically resort to mobility restrictions, perimetric enclosures, stay-at-home orders, and, in some cases, enforced lockdowns to contain the propagation of the virus in the phases of exponential growth. This imposes important economic and social effects. During those periods in which the disease spread is kept under control and the incidence ratio lies within acceptable levels, governments start to relax the distancing enforcement and the economy recovers certain dynamism (re-opening). However, the lifting of movement restrictions and resumption of normal activities make the risk of a flare-up in cases again a serious threat. The social benefits of mobility limitations therefore depend on the magnitude of the link between mobility and disease. The potential recurrence of distinct epidemic diseases in the near future calls for a deeper understanding of their driving sources.

Taking Spain as the case study, this paper has examined the bivariate (two-way) relationship between mobility flows and the spread of COVID-19 cases considering the time span between the first and second waves of the pandemic (summer of 2020). The high reliance of the Spanish economy on the tourism sector was one of the reasons why there was a need to incentivize domestic leisure trips. By combining longitudinal data on arrivals from mobile phone position tracking and official records of cases at the province level, the paper sheds light on how unrestricted flows contribute to disease recurrence.

Once having controlled for potential reverse causality and endogeneity using a control function approach, the estimates show that 1% increase in the number of arrivals in a province in period $t$ translates into an increase of around 3.5% in the number of cases seven days later and about 5.6% ten days later. This clearly suggests that inflows positively impact new cases. Given that the incubation period of COVID-19 is around a week, arrivals translate into disease spread though social interactions with some delay. Therefore, it seems that summer flows are partially responsible for the Spanish second wave that started in September 2020 and peaked in November 2020. The results from a simulation analysis suggest that early mobility restrictions in those provinces with more severe outbreaks could have been highly effective at containing the virus spread. According to our estimates, cutting down mobility by 25% by the beginning of September 2020 would have contained the subsequent COVID-19 spread that led to the second State of Alarm (~44 fewer cases by the end of September).

The results also show there is state dependence in the propagation of COVID-19. Consistent with epidemiological models, we document that a greater accumulated incidence in the province translates into more cases. This is robust to the time window considered. Interestingly, we show that arrivals in the province are negatively affected by its epidemiological situation. As the moving average of accumulated incidence rises, the province becomes less attractive to potential commuters and tourists. This is consistent with people engaging in avoidance behaviour to minimize risks when the risk becomes highly prevalent. As such, in the absence of further public intervention, a bad epidemiological situation in a province partially helps to contain the number of arrivals and the associated propagation to other areas. Put another way, the outbreak

\(^{17}\) Further descriptive statistics and details on the actual and simulated cases can be found in the Supplementary Material.
would have spread faster had mobility not partially dropped. However, since cases are detected with some delay, by the time a province starts to decrease its number of arrivals, the virus might have already spread to other areas. The main takeaway is therefore that unrestricted mobility contributes to the spread of COVID-19, but as the infection rate rises, voluntary reductions in arrivals through increased exposure help to partially control the virus outbreak.

The findings have some important implications that contribute to the existing debate about public interventions to battle COVID-19 and future epidemics. Public information about the spread of the virus appears to be highly relevant, since people voluntarily avoid caseload areas, which partially helps to naturally control case growth. Nonetheless, this is not enough. The analysis also suggests that a widespread relaxation of social distancing during periods in which the disease is apparently under control can quickly accelerate the resurgence of disease spread. Accurate tracking of mobility flows through anonymized mobile phone geolocation can help public authorities to identify those areas that are receiving greater inflows and to possibly reinforce controls and awareness messages, and even impose some restrictions if needed before the epidemiological situation becomes out of control again. Moderate mobility restrictions at early stages can help to quickly ‘flatten the curve’ through drops in social interactions between neighbouring regions and lead to a subsequent decline in local infections through decreased incidence.

The study has some limitations. First, we lack data on the number of diagnostic tests performed in each province. Similarly, official records on the number of cases might underestimate the true prevalence of the disease due to asymptomatic individuals and undetected cases. Nevertheless, we assume that they are an accurate approximation of the true cases. Second, we cannot determine whether the disease spread associated with province arrivals emerges from travelling itself or through interactions at the destination. Finally, the analysis is performed for the summer of 2020 after a strict lockdown period. This means that the value of the elasticity of cases to mobility flows could be different if computed in other countries or even considering a different time span for Spain. This calls for further studies on the two-way linkages between mobility flows and disease spread in different areas and periods.
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