This article evaluates the results of two prototype iterations of a design-based research project that explores the application of mobile mixed reality (MMR) to enhance critical care clinical health education simulation in Paramedicine. The project utilises MMR to introduce critical elements of patient and practitioner risk and stress into clinical simulation learning scenarios to create more authentic learning environments. Subjective participant feedback is triangulated against participant biometric data to validate the level of participant stress introduced to clinical simulation through the addition of MMR. Results show a positive impact on the learning experience for both novice and professional paramedic practitioners. The article highlights the development of implementation and data triangulation methodologies that can be utilised to enhance wider clinical simulation contexts than the original context of Paramedicine education. We argue that our collaborative transdisciplinary design team model provides a transferable framework for designing MMR-enhanced clinical simulation environments.
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**Introduction**

Since 2016 the authors have established a collaborative transdisciplinary project team (MESH360) that has explored the potential of mobile mixed reality (MMR) to enhance health education (https://www.researchgate.net/project/MESH360). The MESH360 team is focused upon preparing higher education health care students with the practice and critical diagnostic capabilities they will need as professional health practitioners in the 21st century. A design-based research methodology informs the design and refinement of low-cost MMR technologies to increase the authenticity of both low-fidelity and high-fidelity clinical simulation learning environments (Cochrane et al. 2016, 2018b, 2009). Through the initial scoping and literature analysis stage of the project, we identified a paucity of literature and longitudinal research that critically engages with the intersection of learning theory, the design of clinical simulation learning.
environments and the development of student critical thinking (Aguayo, Cochrane, and Narayan 2017; Stretton, Cochrane, and Narayan 2018). The specific context that this article explores is within Paramedic education. In this article, we detail the development of a framework that the MESH360 team employs in the implementation and data gathering process to critically evaluate the first two prototype MMR-enhanced clinical simulation learning environments. Uniquely we triangulate subjective participant feedback with biometric data stress indicators to gain insights into the impact of the MMR-enhanced scenarios upon participant learning. The MESH360 collaborative transdisciplinary development team provides a model for supporting the implementation of MMR within a design-based research (DBR) framework in clinical health education simulations.

**Literature review**

In this section, we outline the body of knowledge surrounding the key concepts that underpin our research, including low-fidelity clinical simulation, high-fidelity clinical simulation, pedagogical frameworks, biometrics, MMR in clinical health education, design-based research and design principles.

**Low-fidelity clinical simulation**

Fidelity is a measure of how authentic a simulation activity is in replicating a real-world experience (Laschinger et al. 2008). Low-fidelity clinical simulation involves the use of clinical scenarios that are described through text, imagery or verbally. Textbooks are the classic low-fidelity way of describing and illustrating a clinical scenario. Augmented reality (AR) has received a resurgence of interest in education with the development of technologies such as the Microsoft Hololens (Leonard and Fitzgerald 2018) and has been used to enhance textbook experiences through image recognition-triggered playback of multimedia. However, developing authentic learning experiences for devices such as the Hololens relying on high-end computing capacity is still prohibitively expensive, and most current examples bring little more authentic learning affordances than that of an interactive textbook. In Paramedicine education practice, low-fidelity clinical simulation is used to introduce students to a high-fidelity clinical simulation exercise.

**High-fidelity clinical simulation**

High-fidelity clinical simulation typically involves a high level of learner interaction with an authentic learning environment. Examples include mixing AR and virtual reality (VR) technologies to simulate instrumental feedback for virtual practice of clinical procedures (Birt, Moore, and Cowling 2017) and the use of high-fidelity mannequins (Kaufman 2010). High-fidelity mannequins are capable of replicating human physiology and biometric data and can simulate patient verbal responses to a student/practitioner via remote control and verbal questions from an expert observer in a co-located observation room – typically via a one-way window. However, the environment that the mannequins are usually deployed in during clinical simulation assessments is often sterile, non-authentic and low fidelity. Typically, mannequins are placed in environments that minimise learner and observer distractions, with expert
observers placed behind one-way mirrors providing real-time learner feedback and assessing their practice. This does not authentically replicate the messiness and complexity in real-world critical care environments. While these high-fidelity simulation settings provide safe learning environments, they can be enhanced through the introduction of immersion affordances (possibilities offered by technological tools), for example, through mobile head-mounted display (HMD) VR and cave automated virtual environment (CAVE) type display and audio feedback (Muhanna 2015) that better reflect the environmental stressors and interactions that guide professional practitioners in real-life critical care situations. The design of clinical education simulation experiences should be guided by appropriate pedagogical frameworks.

**Pedagogical frameworks**

In a 2018 systematic review of the literature (Stretton, Cochrane, and Narayan 2018), the authors identified a general lack of engagement with critical learning theory and the development of higher level critical thinking and creativity in the design of clinical simulation environments. The literature evidences that the design of clinical simulation learning environments is predominantly based around the development of learner core practice-based competencies. We argue that clinical simulation environments can be designed that focus upon ‘ontological pedagogies’ (Cochrane and Narayan 2014; Dall’Alba and Barnacle 2007) or the process of learners becoming professionals rather than knowledge transfer or simply competency based. In response to this, we have sought to ground our research and learning design on the principles of heutagogy. Heutagogy (or self-determined learning) is a learning framework that emphasises the development of learner capabilities to navigate the unknown (Hase and Kenyon 2007). Our core graduate capabilities map closely to the key principles of heutagogy – learner agency, self-efficacy and capability, reflection and metacognition, and non-linear learning (Blaschke and Hase 2019). According to Blaschke and Hase (2019), heutagogy builds upon several learner-centred learning theories including social constructivism, connectivism and the neuroscience of learning. Heutagogy does not deprecate the role of the teacher in learning, but focuses upon a change in the roles of the teacher and the learner whereby learners take a more active role in their learning, and teachers become designers and facilitators of authentic learning experiences rather than deliverers of content. Heutagogy exists on a continuum of pedagogical practice and strategies from teacher directed to student determined, or the PAH continuum (Pedagogy Andragogy Heutagogy). Thus, learners are scaffolded from a dependence upon the teacher towards developing the capabilities to navigate and problem solve in new and unknown environments. Blaschke and Hase (2019) argue that digital technologies and social media can support the design of learning environments that leverage the principles of Heutagogy. Measuring the impact of learning innovations is inherently difficult and often reliant upon subjective feedback from learners/participants. To add rigor to the evaluation of our learning innovations, we explored triangulating subjective participant feedback with biometric feedback data.

**Biometrics**

Physiological responses to simulated stress environments have been found to replicate those experienced in real life (Aguayo et al. 2018; Ming-Zher, Swenson, and Picard...
Wearable technologies are emerging as key tools for monitoring and measuring a users’ biometric health data (Edgerton 2019). Wearable technologies ‘constitutes a non-invasive way to evaluate the level of engagement, subjective experience and differential biological responses of learners to educational content and environments’ (Cochrane et al. 2018a). Measuring learning and the impact of the design of learning interventions is notoriously subjective. However, we argue that measuring participant biometric stress indicators (such as heart rate, blood pressure, and galvanic skin resistance or sweat) provides tangible quantitative feedback on the level of stress resulting from the introduction of VR-enhanced simulation learning environments and therefore a direct impact upon participant learning (Cochrane et al. 2019). Therefore, biometric data can be utilised to triangulate subjective learner feedback from an MMR-enhanced experience (Cochrane et al. 2018a).

**MMR in clinical health education**

MMR encompasses the technological spectrum from real-world experience to AR and VR, to fully digitally immersive experiences (Milgram and Kishino 1994). Barr and Foster (2017) note ‘Although the benefits of simulation in medical and health education have been well researched, there is a paucity of research into how to deliver simulation using immersive media (IM) due to its recency as a strategy in paramedicine’ (Barr and Foster 2017, p. 121). Foster (2017) summarises three key affordances of mobile VR in health (paramedic) education that facilitate authentic connections between higher education and professional practice:

- By creating explicit, tangible links to professional paramedic practice that extend beyond the usual didactic university environment.
- By constructing learning in such a way that enriches graduate skills such as information literacy, critical thinking, communication and reflection.
- By exposing the students to unique and complex learning and teaching environments to simulate reflection and metacognition.

Several contexts have been identified as being highly relevant to immersive learning environments, including clinical and critical care health, automation, high-risk environments, environments that are prohibitively costly to reproduce, and educational environments that utilise simulation. These can be directly mapped to mixed or immersive reality learning environments. Figure 1 illustrates mapping of the immersive reality continuum to a continuum of risk-level learning contexts: modified from Eames and Aguayo (2019).

Figure 1. Milgram and Kishino’s (1994) immersive reality continuum mapped to levels of learning environment risk. 

---

*Note: The figure illustrates the relationship between different levels of reality and virtuality, with a continuum ranging from real-world environments to fully immersive virtual environments.*
To guide the design of our MMR scenarios for clinical health education, we chose design-based research as a foundational methodology.

**Design-based research**

As our research essentially builds upon the foundation of mobile learning (Cochrane 2013a, 2013b), we leverage the maturing body of mobile learning research to guide the design of our projects. Cook and Santos (2016) argue that DBR provides a state-of-the-art framework for designing authentic mobile learning environments. We have chosen the McKenney and Reeves (McKenney and Reeves 2019; Reeves, Herrington, and Oliver 2005) model of design-based research. According to the McKenney and Reeves model, the four iterative stages of DBR include analysis and exploration, design and construction, evaluation and reflection, redesign and dissemination. The goal of DBR is the development of transferable design principles that can be utilised in contexts beyond that of the original research project and thus potentially generate a wide impact upon teaching and learning. For example, Narayan, Herrington and Cochrane (2019) describe the development of transferable design principles for utilising mobile devices to facilitate heutagogical learning.

**Design principles**

In a previous paper, we identified key design principles (DP) from the literature for designing authentic mobile learning and scaffolding innovative pedagogies (Cochrane et al. 2017), summarised here as five design principles:

- **DP1**: Basing the project within a design-based research methodology (Bannan, Cook, and Pachler 2015; Cook and Santos 2016)
- **DP2**: Supporting the project through the establishment of a community of practice (Cochrane 2014; Cochrane and Narayan 2016)
- **DP3**: Using heutagogy (student-determined learning) as a guiding pedagogical framework (Blaschke and Hase 2015; Hase 2014)
- **DP4**: Designing around the authentic use of mobile devices and VR (Burden and Kearney 2016; Cochrane and Narayan 2017; Kearney et al. 2012)
- **DP5**: Integrate collaboration and team-work into the project activities (Kearney et al. 2012; OECD 2015)

These five design principles informed the iterative design and development of a variety of projects in health care education disciplines at the university (Cochrane et al. 2018b). However, while the design principles have guided project development at a high level, each context requires the development of a targeted research and implementation methodology. Through two iterations of the MESH360 MMR project, we have refined a research and implementation methodology that we believe can be used as a transferable framework across the health disciplines, and we trace the development of this framework across two project design cycles in paramedic-enhanced simulation scenarios in the rest of this article.

**Methodology**

In this section, we outline the key elements of our research methodology.
Research questions

Our over-arching research question is: ‘How can we design clinical simulation learning environments that are more authentic (than current practice), facilitate the development of higher order critical thinking and are cost-effective?’ The iterations of our design-based research project tackle these issues and build our expertise as a learning design team to address them.

Transdisciplinary design team

The MESH360 project team is comprised of a collaborative transdisciplinary team of researchers, development team leaders, practitioners, students and professionals (Table 1).

DBR phases

We used McKenney and Reeves (2019) four-stage model of DBR (Figure 2) as a methodology for the project.

Table 1. Transdisciplinary design-based research project team.

| Team members                           | Role in project                                                                 |
|----------------------------------------|----------------------------------------------------------------------------------|
| Academic advisors                      | Principal investigator and educational technologist                              |
| Digital development team               | Co-principal investigator and immersive reality application development team     |
| Paramedicine lecturers                  | Paramedic lecturers and core members of the MESH360 enhanced simulation project development |
| Embodied reports, Santiago, Chile      | Biometric data researchers and tracking software development                      |
| Paramedic students and practitioners   | Simulation participants: 30 student volunteers from year 1–3, 5 invited professional paramedics |

Figure 2. MESH360 Design principles mapped to McKenney and Reeves (2019).
DBR provides a structured, four-phase iterative framework (McKenney and Reeves 2019) for designing MMR-enhanced clinical simulation learning environments for health education (Cochrane et al. 2017). The four phases of our project and timeline are:

**Phase 1:** Analysis and exploration – 2016–2017: Identification of the critical pedagogical issues surrounding the design of immersive reality (XR) learning environments and exploration of supporting literature to identify initial design principles to address these issues (Cochrane et al. 2017).

**Phase 2:** Design and construction – 2017: Prototyping of the design of an XR learning environment and pedagogical intervention informed by the identified design principles (Cochrane et al. 2018a).

**Phase 3:** Evaluation and reflection: Evaluation of the prototype XR learning environment design through user feedback and refinement of the design principles (Initial prototype evaluation 2018).

**Phase 2–3 Loop:** Iterative redesign and re-evaluation of the prototype XR learning environment (2017–2019).

**Phase 4:** Theory building: Development of transferable design principles and dissemination of findings (2019).

This article evaluates the first two iterations of prototype design and evaluation phase 2–3 loop, 2017–2018.

**Implementation framework**

We implemented several stages and strategies throughout each project to collect participant data for analysis on the impact of the MMR-enhanced clinical simulations (Table 2). This also involved on-going testing of rapidly developing new XR technologies. University ethics approval was sought prior to the initial data collection in 2017, and this was granted for a period of 3 years, followed by a modified ethics approval in 2018 to cover the new developments in the research project scope as the project moved from static scenario critique in 2017 to more advanced enhanced clinical simulation scenarios in 2018. Through these two project iterations, we developed an optimal implementation framework, as outlined in Table 2.

This implementation framework will continue to be refined in future iterations of the project. The focus of each project iteration reported in this article was as follows:

- **2017** – critical emergency scene analysis in Paramedic education.
- **2018** – a virtual ambulance callout to a critical care scenario, followed by initial patient diagnosis prior to clinical simulation with a high-fidelity mannequin.

**2017**

Paramedic’s scope of practice, in pre-hospital and out-of-hospital environments, requires a comprehensive understanding and application of a range of clinical procedures. These procedures require paramedics to work autonomously or as part of multidisciplinary teams, and to take a multi-system-based approach to managing patients’ conditions. In addition, they often work within multidisciplinary teams to manage patients who have sustained multiple injuries following traumatic events, such as road traffic collisions. Thus, we designed the first iteration of our mobile
VR learning experience in 2017 to help Paramedicine students develop critical scene awareness, to help prepare them for the wide variety of real-world contexts in which they will practice.

**Research question**

How can mobile VR and biometric sensor technology be utilised to study Paramedicine student’s response to analysing critical care environments?

**Intervention**

The MESH360 project aimed to give paramedic students a 360° overview of a critical care scenario before entering the simulation suite where they would then ‘treat’ a high-fidelity mannequin. The pre-simulation scenario was designed to allow the student a period of time to critically evaluate the scene, thereby allowing students to gain information to make informed decisions during the simulation. Typically, when doing

---

**Table 2. Mobile XR-enhanced critical care simulation implementation framework.**

| Data collection activities | Implications for enhancing critical care clinical simulation |
|----------------------------|-----------------------------------------------------------|
| Recruitment of volunteer participants and ethics procedures | Participants invited via Facebook, Instagram and announcement on the Learning Management System (LMS) to respond via email to a project email account. Respondents were then emailed a simulation booking, instructions, consent form and information sheet – in accordance with the MESH360 ethics approval from the university ethics committee AUTEC 17/29 |
| Pre-survey to gather participant demographic and prior experience data | Anonymously coding participants to map the impact of the VR-enhanced simulation |
| Biometric sensors worn on wrist by participants | Measure participant stress levels via GSR and HR |
| Pre-VR experience – head-mounted display (HMD) | Define baseline levels of stress |
| VR experience – HMD with eye-tracking, hot spot activation, user navigation of scenario, wirelessly mirrored to monitor for observation | Creating an authentic simulation within a real context that approximates real-world stress and risk elements and participant diagnostic skills via multi-sensory VR experience |
| Post-VR initial diagnosis | Participant initial diagnosis based upon VR simulation |
| Traditional clinical simulation treatment of high-fidelity mannequin | Participant treatment of mannequin based upon VR scenario |
| Post-clinical simulation diagnosis | Participant final diagnosis of VR + clinical simulation |
| Post-simulation participant interview – videoed | Brief subjective participant feedback on the impact of the VR experience |
| Post-simulation participant survey | Purposive sampling of subjective participant feedback on the impact of the VR experience |
simulations the teacher will provide scenario context information to the student verbally. Although this works, it can interfere with the students’ train of thought as they focus upon entering the simulation suite and potentially interrupt their learning. By engaging in 360° VR, the student experiences an authentic environment from which they can learn from by exploration in a more authentic manner as an on road paramedic does in real-life practice. A detailed outline of the development and deployment of the 2017 prototype is covered in a prior conference paper (Cochrane et al. 2018a), summarised here.

A 360° photograph was taken of a scene using a wireless LG 360 camera. The VR environment was captured from authentically staged scene contexts using a 360° camera. The scene was a building site with multiple potential hazards that included chemicals, people hiding and exposed electrical and water pipes. The image was peer reviewed to identify hazards and ensure the risks were clearly represented. The image was subsequently imported into the Seekbeak web-based VR platform where each hazard was converted to an invisible individual ‘hotspot’. During the study, the VR scenario was viewed by all participants on a smartphone using a Google Cardboard compatible VR headset and using the Seekbeak Web-based platform.

The initial project prototype was tested with 45 undergraduate AUT Paramedicine students volunteering to participate in a 1-min mobile VR simulation in August 2017 (Figure 3). Initial feedback and evaluation of the 2017 prototype experience included the need to redesign the embodied biometric instruments for ease of use and reliability; redesign of the enhanced simulation environment through adding development of multiple authentic scenarios that are linked through the VR experience; addition of new forms of user interaction; and exploring higher definition HMD. We addressed

Figure 3. 2017 Prototype deployment with students.
these issues in the design of the 2018 VR scenario that moved from a static 360 scenario viewed via a Google Cardboard compatible HMD to the development of a virtual ambulance callout involving a combination of 360° video and static scenario exploration via an Oculus Go HMD.

2018
The redesigned prototype was tested in 2018 with 30 volunteer Paramedicine students across all 3 years of the degree, and volunteer professional paramedics.

Research questions
The 2018 iteration of the MESH360 Paramedicine project explored the following research questions:

How effective is immersive reality for authentically preparing tertiary paramedic students and upskilling workplace paramedic professionals to develop the critical decision-making capabilities they need to best respond to unfamiliar high-risk critical care incidents?

What are the key elements of an implementation framework that can guide the scalable development of accessible immersive reality learning environments that enhance critical care simulation training for authentic real-world high-risk first responder scenarios?

Intervention
The 2018 MESH360 project aimed to give paramedic students a 360° overview of a critical care scenario before entering the simulation suite where they would then ‘treat’ a high-fidelity mannequin. The pre-simulation scenario was designed to allow the student a period of time to critically evaluate the scene, thereby allowing students to gain information to make informed decisions during the simulation. By engaging in 360° VR, the student experiences an authentic environment from which they can learn from by exploration in a more authentic manner as an on road paramedic does. A detailed outline of the development and deployment of the 2018 prototype is covered in a prior conference paper (Cochrane et al. 2019), summarised here.

The 2018 VR experience consisted of a 4-min long ‘Ambulance Ride’ VR experience, created using 360° cameras and edited with a combination of WondaVR and an interactive VR scenario via Seekbeak, which was deployed as follows:

1. Pre-VR and Water scene: Presentation of ‘calm’ scenario, a nature scene, to smoothly introduce participants to the VR experience (15 s),
2. Amb Start: Transition to static 360 Panorama of the back of the ambulance (45 s) to gain baseline biometric data via heart rate monitor app on smartwatch worn by participant. Transition to 360 video of the back of the ambulance ride including ambient sound (1 min),
3. Job: Presentation of job description by radio call first, then by text box providing more details, followed by a job update (cardiac arrest update) increasing complexity of job (radio first, then text box),
4. VR2A: Arrival at accident scene in a garage with patient for participants to explore,
5. VR2B: Close-up scene of patient with emergency care equipment laid out exactly as in the physical high-fidelity mannequin simulation suite.

The participant VR experience was wirelessly mirrored to a monitor for the research team to follow their progress and exploration of the VR scenario (Figure 4). Participant heart rate throughout the scenario was monitored by an observer checking the display of a smartwatch worn by the participant. Following the VR simulation experience, participants were asked to provide a preliminary diagnosis of the patient and were then ushered into the adjacent physical simulation suite with a high-fidelity mannequin and equipment to demonstrate treatment procedures while observed through a one-way window.

Results
In this section, we analyse the results of the 2017 and 2018 prototype design and evaluation of MMR-enhanced clinical simulation. For each iteration, we analyse participant’s pre- and post-survey responses, VR scenario eye-tracking heat maps and the development of biometric triangulation of subjective participant feedback.

2017

2017 Participants pre-simulation survey
In the 2017 project iteration, we used SurveyMonkey to host anonymous pre- and post-scenario participant prior experience and post-simulation feedback. The SurveyMonkey surveys were linked via Quick Response (QR) Codes for access via

Figure 4. 2018 Prototype deployment with students.
participants’ mobile devices. As we used a free SurveyMonkey account, we were limited to 10 questions per survey and therefore created two pre- and two post-surveys for a total of 20 questions pre- and post-simulation:

- Demographics: https://www.surveymonkey.com/results/SM-8FG777D6/
- Pre Survey: https://www.surveymonkey.com/results/SM-JWVDQDY6/

In summary, 67% of the participating students had never used an HMD before the project, and only one student had any significant prior experience with an HMD.

2017 Participant post-simulation survey

- Post Survey 1: https://www.surveymonkey.com/results/SM-XHBLJDY6/
- Post Survey 2: https://www.surveymonkey.com/results/SM-6L792DY6/

In summary, participating students’ feedback upon the prototype experience was very positive with 96% positive feedback and 94% agreeing they would like further use of MMR in their course; 92% of participating students agreed that MMR enhanced the quality of simulation-based learning, with 94% agreeing that the experience made them more aware of their critical environment, and 82% of participants found the use of the HMD easy. Participant feedback included:

Having a visual representation of a scene would be immensely beneficial as I find it hard to visual a scene when described to me. At the start of a scenario we have to ask lots of question about the scene which becomes tedious and takes away from the physical aspect of being part of a scenario. Having the VR will give you an accurate and consistent description of a scene instead of a subjective individual imagination of a scene. (Participant 1)

It was a bit disorientating at the start, forgot that there was room behind me but made for a very interactive experience in scene safety and danger identification. Much better than what is done in a classroom setting. (Participant 2)

I felt like I was at the scene and was completely different from what I have experienced before which made me want to interact with the scene more. (Participant 3)

Some participants found the quality of the HMD and the inability to adjust focal length initially distracting, but found the concept and overall experience valuable.

2017 Heat map and biometric feedback

The initial prototype biometric analysis indicated that there was a definite correlation between critical incidents in the VR scenario and participant biometric stress responses. Figure 5 illustrates the data recorded by the mobile VR environment back-end (Seekbeak) as a participant explored the scenario visually, showing the attention given to critical elements in the virtual environment via a gaze heat map.

Figure 6 illustrates the biometric data recorded over time while a participant explored the virtual scenario wearing an HMD. The three scales show the overlap between skin conductance Galvanic Skin Resistance (GSR), heart rate and subjective feedback via the pedal, illustrating a correlation between the three.
Triangulated with time-stamped Seekbeak hotspot activation data, this provides a graphical correlation between participant biometric stress indicators and the identification of critical elements in the virtual scenario. Evaluation of the 2017 project iteration highlighted the following areas for redesign (Aguayo et al. 2018):

- Redesign and alignment of the embodied biometric instruments and data triangulation methodology.
- Redesign of the MMR environments to address a selection of a wider variety of authentic scenarios, exploring student-generated scenarios, addition of new forms of user interaction within the Seekbeak environment.
• Exploring higher definition HMD: MMR technologies are developing at a rapid rate, and the price of higher definition devices and HMDs is dropping significantly.

2018

The second iteration of the project was informed by the feedback and lessons learnt from the first iteration in 2017. In the 2018 project iteration, we used Google Forms for the participant’s pre- and post-simulation prior experience and feedback.

Participants pre-simulation survey

• Pre-simulation survey results

In summary, only 16% of 2018 participants had previously taken part in the 2017 project. Of the 30 (2018) participants, we received 23 responses to the pre-simulation survey; 48% of participants were female and 52% of participants were male; 76% of participants were Paramedic students (21% were first-year students), while 24% were professional practicing Paramedics. This enabled a comparison between feedback on the MR-enhanced simulation experience from novices and experts. Only 16% of participants had more than 4 years of professional practice experience; 72% of participants indicated that they believed traditional mannequin-based simulation scenario assessments were effective or highly effective in providing them with the information needed to treat a real-life patient. Exposure to mannequin-based simulation depended upon progression through their degree (for students) or regularity of training (for professionals); 57% of participants had never used a VR headset prior to the project, and only one participant had used a VR headset more than five times prior to the project. Due to their limited exposure to VR headsets, participants reported a lack of negative effects from HMD VR usage. Only 13% of participants reported a visual impairment that they thought might create difficulty in viewing a small screen via the HMD.

Participant post-simulation survey

• Post-simulation survey results

Participant feedback included:

The experience was interesting and I think it could be a promising form of education in the ambulance setting. The virtual reality aspect made me a little dizzy but was good for giving an accurate insight into the scene. More guidance before the scenario would have been helpful as I felt unsure of what exactly to start with. (Participant 1)

The experience created a realistic scene which made it an engaging environment to be in and fully be aware of the situation, and have a good understanding of the job and the scene. This made me want to experience virtual reality more when continuing my degree. (Participant 2)

On a personal level clinically I feel I missed a few things but I really enjoyed the experience. It felt as though you were in a real ambulance, arriving at a real scene, with a real patient which made treating the patient very realistic. (Participant 3)
In summary, of the 30 (2018) participants, we received 19 post-simulation responses.

Post-simulation participant survey responses identified key trends in the impact of the MMR-enhanced clinical simulation. All participants reported that they found the VR experience immersive and authentic; 10% of participants did not find the VR experience engaging; however, only one participant disagreed that VR simulation increases the quality of clinical simulation learning and should be used more in future training. Feedback from the post-survey indicated that participants saw the potential of the value added by VR-enhanced clinical simulation, but generally wanted a higher fidelity VR experience, reducing the effects of vertigo. Suggestions for future improvements included more guidance leading into the VR experience and adding a virtual second crew member into the scenario to replicate the practice of working in teams in real critical care call-outs.

Heat map and biometric feedback

Figure 7 indicates that participants spent significant time exploring the 360 scene with the virtual patient discovering clues for diagnosis and treatment procedures.

In the 360 scenario with the high-fidelity mannequin surrounded by a selection of test equipment, the eye-tracking heat map (Figure 8) indicates that participants quickly scanned the available equipment resources as they decided upon an appropriate treatment procedure.

Figure 9 shows a selection of participant heart rate data (Y axis = BPM) measured via a smartwatch, and readings observed at eight different timestamps throughout the VR scenario as described in Table 2 (X axis = Pre-VR, Water scene, Ambulance start, Job notification while in ambulance, Cardiac arrest update while in ambulance, VR garage scene 2A, VR simulation room scene 2B, and post physical clinical simulation with the high-fidelity mannequin). The lowest four results are from participants who were professional Paramedics (indicated by P), while the rest were Paramedic students (S), including two first-year students (indicated by Y1). A baseline heart rate for each

Figure 7. Eye-tracking heat map of VR accident scene.
Figure 8. Eye-tracking heat map of VR pre-clinical simulation.

Figure 9. Example of participant heart rate data during VR simulation.
participant was determined during the ‘calming’ forest ‘water scene’ experience at the beginning of the VR scenario. As indicated by heart rate changes, stress levels tended to be highest in first-year students, and all student stress levels significantly increased when the job call came through in the VR scenario. There was one Y1 student ‘anomaly’ with the lowest student HR readings; however, this was from a student who was also a professional athlete. Conversely, practicing paramedics’ stress levels were the highest pre-simulation, and their stress levels tended to decrease as the VR scenario progressed. This biometric data aligned with the subjective feedback trends received from the participants through the post-simulation survey and post-simulation short video interviews.

Participant interviews

In 2018, we added short interviews of each participant immediately post-simulation. These were recorded via smartphone video for later analysis. In these short interviews, all participants agreed that the VR experience enhanced the traditional simulation and helped inform their patient diagnosis. Participants were asked three questions:

- What was the impact of the 360-virtual reality experience on the quality of your clinical simulation learning?
- Did you feel that you experience increased levels of stress during the VR scenario?
- Based on your experience during this project, would you like to make use of 360-degree virtual reality simulation for future practice/training?

Participants commented that the VR experience increased the authenticity of the pre-clinical simulation briefing and generally helped prepare them for the physical clinical simulation better than the traditional verbal briefing. Most participants felt that the VR experience introduced higher levels of pre-clinical simulation stress than a traditional verbal briefing and better represented real-world practice. All participants agreed that it would be beneficial to make more use of VR simulation in future paramedic training scenarios. Suggestions for future improvement included being able to reproduce the VR scenario on the walls of the physical simulation room – like a Star Trek ‘Holodeck’ experience.

Discussion

Here we explore the common emergent themes regarding the implementation of our design principles across the first two iterations of the MMR-enhanced clinical simulation project.

Revisiting the research questions

While each project iteration focused upon a specific research question linked to a predetermined pedagogical goal, they are both linked by a common research methodology (McKenney and Reeves 2019) and a research question: How can we design clinical simulation learning environments that are more authentic (than current practice), facilitate the development of higher order critical thinking and are cost-effective?
Thematic analysis of subjective participants’ data (Tobias and Duffy 2009; Vasilevski and Birt 2019) revealed that the most positive participant feedback was from the second-year students and the professional paramedics – both groups were the most enthusiastic about the value added by the VR-enhanced simulation to their learning. This indicated that there was a ‘sweet spot’ for the impact of the VR-enhanced simulation between non-experienced novices and third-year students who are highly experienced with traditional clinical simulation techniques. Practicing paramedics believed that VR provided a more authentic training experience than their prior educational experiences (Cochrane et al. 2018a).

Refining the design framework

In this section, we outline the refinement of our developing design framework for integrating MMR into the health education curriculum in light of the impact of the first two iterations. Similar to Luckin (2008), the design framework (Table 2) identifies a supporting MMR ecology of resources (Figure 2). The framework represents the outcome of reflection upon two prototype implementation cycles and addresses the key points from what we learnt from the first prototype data collection event (August 2017) and considerations in preparation for the second biofeedback data collection event in late July 2018. We categorised these under four main areas: methodology enhancement, participant data, pre-MR experience and during the MR experience.

Methodology enhancement

- Define baseline levels of stress: pre-simulation biofeedback measurement and questionnaire (Aguayo et al. 2018)
- Define baseline levels of GSR (Ming-Zher et al. 2010)
- Add sound stimulus (beep, crying person, etc.)
- Record VR experience (first person point of view)
- Ask participants if they recall external stimuli (multisensorial recall training)
- Measure how the job simulation emotionally affects the student
- Replace the pedal feedback mechanism with a handheld unit (e.g. including a gyroscope?). Note pedal will be replaced over time by algorithm (under development)
- Replace GSR and heart rate units with a less intrusive wearable sensor device (such as a glove or smartwatch), to enable measurement of participant biometric data during work with the high-fidelity mannequin

Participant data

- Determine level of qualification / expertise / clinical background
- Determine previous states potentially affecting biometric measurement, for example, recent consumption of coffee, medicine or other similar products pre-simulation
- Use Control participants (non-paramedicine related students or expert practitioners as control)
• Explore the use of cortisol measurement through saliva samples (Hellhammer, Wüst, and Kudielka 2009), to complement stress level measurements. Check for available kits and costings.

Pre-MR experience
• Determine the level of stress/anxiety before the VR simulation. This is very important in entering a simulation process to establish baseline biometrics for each individual participant to measure against throughout the scenario (Aguayo et al. 2018).

During the MR experience
• Increase duration of VR experience to standardise the experience across participants (needed for comparison purposes). Proposed ideal: Sequence of 2–3 VR scenarios, for example, ambulance + scene 1 + scene 2
• Make experience as immersive as possible (technology dependent). Level of VR technology used influences the experience
• Adding multisensorial elements, for example, sounds (ambulance, machinery, etc.) and smell, as appropriate to the scenario.

The implementation framework summarised in Table 2 will therefore be revised and updated to respond to this feedback in the 2019 project iteration and will be reported in subsequent articles from the authors.

Transferable design principles
The key contribution of this study iteration was the development of an implementation framework (Table 2) that effectively comprises a set of transferable design principles (McKenney and Reeves 2019). We envision that the same methodology will be able to be modified and implemented in the development of a broader suite of critical care clinical simulation scenarios and also in other educational contexts and faculties across the university.

Limitations and future directions
The main limitations of our MMR development methodology are reliance upon higher education practitioners who have the desire and time to explore innovation in their practice through the integration of new technologies into their curricula. The practitioners are supported through the development of a design team that includes academic advisors and an MMR development team (Table 1). In the future, we hope to expand the project into all seven health disciplines in the university, and this will require the identification and support of key practitioners in each of the remaining five disciplines. Converting interest into commitment is the main limitation of our approach (Porter and Graham 2016), but the benefit is the sense of ownership and empowerment that practitioners gain as a result.

The 2019 iteration of the project aims to better integrate the flow of the learning experience between the VR pre-simulation and the actual clinical mannequin-based
simulation. The third iteration ‘the MESH360 project’ in 2019 will refine the design principles and implementation framework established in the first two iterations of the DBR project.

Conclusions
In this article, we have discussed the development of a design-based research methodology and implementation framework (Table 2) to guide the design and implementation of MMR-enhanced clinical simulation within the health education curriculum. We have found that VR-enhanced clinical simulation creates a more authentic simulation experience, particularly for novice practitioners. We have also found that triangulating subjective participant feedback with participant biometric stress indicators provide evidence of the impact upon the effectiveness of the VR-enhanced learning experience. Refinement of the implementation framework will help us maximise the authenticity of clinical simulation training.
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