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**ABSTRACT**

Distributed in-memory data processing engines accelerate iterative applications by caching substantial datasets in memory rather than recomputing them in each iteration. Selecting a suitable cluster size for caching these datasets plays an essential role in achieving optimal performance. In practice, this is a tedious and hard task for end users, who are typically not aware of cluster specifications, workload semantics and sizes of intermediate data.

We present **Blink**, an autonomous sampling-based framework, which predicts sizes of cached datasets and selects optimal cluster size without relying on historical runs. We evaluate **Blink** on a variety of iterative, real-world, machine learning applications. With an average sample runs cost of 4.6% compared to the cost of optimal runs, **Blink** selects the optimal cluster size in 15 out of 16 cases, saving up to 47.4% of execution cost compared to average costs.

### 1 INTRODUCTION

With the recent advent of compute-intensive, iterative machine learning applications, modern distributed systems such as Spark [45], Storm [5], and Flink [14] enhance the performance of such applications by caching crucial datasets in memory instead of recomputing or fetching them from slower storage (e.g., disk or HDFS) in each iteration [42]. To measure the impact of repetitive re-computations on system performance, we run Support Vector Machine (SVM) application on an input dataset of 59.5 GB using different cluster sizes (1–12 machines) on our private cluster (cf. Section 6). We measure the actual execution time and the cost (#machines × time) of each application run. As depicted in Figure 1, we distinguish three areas:

- **Area A** (1–7 machines): Increasing the cluster size decreases both execution time and cost.
- **Area B** (7–12 machines): Increasing the cluster size decreases execution time but increases execution cost.
- **Area C** (7 machines): The junction of both areas, where the highest cost efficiency is achieved.

In area A, the total memory capacity of the cluster machines is not enough for caching all partitions of a certain crucial dataset in **SVM**. As a result, many of its partitions do not fit in memory and are recomputed in all iterations, which is very expensive. A deeper dive into a single iteration shows that: (1) The percentage of cached data partitions in area A for 7 to 1 machines are 100%, 92%, 87%, 70%, 52%, 35% and 17%, respectively. (2) On average, a task that reads an already cached partition runs 97% shorter than a task that recomputes a partition of equal size. On the other hand, in area B, increasing the cluster size reduces the execution time of the parallel part of the application but does not influence the serial part [13]. Also, there is an additional overhead of transferring data between more machines. All these decrease cost efficiency.

Even though area B reduces the system latency compared to area C, area C is considered as the optimal cluster size for the following reasons. First, in public clouds where a pay-as-you-go pricing model [18, 30] is used, running applications in area C minimizes monetary costs. Second, in resource-constrained private clouds, running applications in area C is a better utilization of these limited resources, resulting in increased system throughput. In area A, resources are wasted in repetitive re-computations and in area B, they are wasted while processing the serial part of the application and transferring datasets between many machines. Third, adding more machines reduces the application execution time (to some extent) in a non-linear way [13] while the cost increases linearly (see Figure 1). In other words, the optimum cost in area C is not at the expense of latency, as there is a correlation between the two (Cost = #Machine × Time). Fourth, minimizing the execution cost does not necessarily require runtime prediction. To run an application in area C, we just need to know the size of cached datasets and caching capacity of each machine. This is more adaptive to cluster changes (different machine/instance types) and much simpler than other runtime prediction approaches that require many experiments and are influenced by several configurations and system dynamics (concurrent jobs interference [40], application parameters [8], >200 Spark configurations [3], stragglers [32], operating system and JVM uncertainties [12], etc.).
Runtime prediction approaches carry out sample runs on small datasets to predict the execution time of the actual run, which processes the original huge input data. The challenging part of these approaches (besides the non-tolerable overhead of sample runs) comes when the sample datasets fit into memory and the original input data does not, which is most probably the case. In this case, these approaches predict the execution time accurately only if cache evictions do not take place in actual runs. We make predictions for the SVM experiments (cf. Figure 1) using Ernest [38] (cf. Section 2 for details) and realize that its prediction is accurate only in area B. But since its runtime model does not factor in memory limitation, its prediction is inaccurate in area A. Even worse, Ernest predicts that a single machine cluster size leads to minimal cost. However, the actual cost on a single machine is higher than the optimal cost (on 7 machines) by 12× and Ernest’s prediction by 16× (cf. Figure 1).

End users (or sometimes online schedulers) need additional support in selecting cloud configurations to run their (black-box) application binaries (e.g., jar files). Typically, they are not aware of application semantics, sizes of cached datasets, and cluster specification and it becomes crucial when historical runs and statistics are missing (more than 60% of jobs running in data production clusters are non-recurring [7, 12, 17]).

To tackle this problem, we need to predict the total size of cached datasets and, based on it, we deduce the amount of memory required for an eviction-free execution and, in turn, the cluster size. Since historical statistics are not available for non-recurring applications [7, 11, 22, 38], low overhead sample runs on a small amount of data are required. To this end, we present Blink.

Blink is an autonomous sampling-based framework that performs optimal resource provisioning for big data iterative applications. Blink performs lightweight sample runs with sample data size in the range of 0.1%–0.3% of the complete input data scale and even lower. By analyzing these sample runs, Blink predicts the size of cached datasets and the memory footprint of the application during the actual run. Then, it selects an optimal cluster size (area C) that provides the required amount of memory, meanwhile avoiding cache eviction to increase the cost efficiency of the application run. Blink is adaptive to cluster changes. In other words, a sampling phase is not required in case the cluster environment changes (e.g., new machine/instance type with larger memory size). Also, Blink can predict the performance boundary of a resource-constrained cluster. It indicates if a certain cluster can efficiently run an application with higher data sizes or not. This is particularly important for those application domains whose data sizes grow rapidly but need to pass over the same data production pipelines [16, 29, 36].

Although an autonomous selection of cluster size for caching crucial datasets is fundamental, we are not aware of a fast and cost-effective sampling-based approach that fully addresses it. Currently, optimal resource provisioning based on accurate prediction of the size of cached datasets remains an open challenge. In summary, we make the following contributions:

- We perform extensive analysis of different machine learning applications and stress their minimal sampling requirements for an optimal cluster size selection.
- We evaluate Blink on 8 real-world applications in the HiBench benchmark [6, 21]. Relying on tiny sample datasets (0.1%–0.3% of the original data), Blink selects the optimal cluster size for all 8 actual runs which reduces execution cost to 52.6% compared to the average cost across all cluster sizes. On average, Blink’s sample runs cost 4.6% of the optimal application actual run. Using the same sample runs, we evaluate the scalability of Blink with larger data scales (150%–18 × 10^4% of the original data). With these larger data scales, Blink selects the optimal cluster size in 7 out of the 8 evaluated cases. And Blink’s sample runs cost, on average, 1.08% of the optimal application actual run. Finally, Blink predicts for each application the maximum data scale that can be efficiently processed on a resource-constrained cluster, with less than 5% of an error.

2 RELATED WORK

Many contributions have tried to observe, analyze, predict and optimize the execution time and cost of big data applications running on distributed systems. We group the following related work according to the topic they have addressed.

Caching decision support tools help application developers to determine which datasets shall be cached and when to purge from memory [9, 26]. However, these tools do not consider the size of datasets and the required cluster configuration that guarantees eviction-free runs.

Cache eviction policies and auto-tuning of memory configuration approaches tackle cache limitation in a best-effort manner, but with penalties caused by cache eviction. This makes them suitable solutions if an inappropriate cluster size is selected (area A in Figure 1) or in the case of resource-constrained clusters where computation and storage resources are not extendable. MRD [33] and LRC [42, 43] are DAG-aware cache eviction policies in Spark that rank cached datasets based on their reference distance and reference count, respectively, but without considering their size. We apply both policies for the same SVM experiments (depicted in Figure 1) and do not realize any performance improvement. This is because only one dataset is cached in SVM. We further study the full set of HiBench applications and realize that most of them cache a single dataset, at most. For those few applications that cache multiple datasets, both eviction policies make, mostly, the same decision. MemTune [41] is a memory manager that observes memory usage during application run and dynamically re-adjusts storage and execution memory regions. It prioritizes execution over caching to reduce GC overhead. ReLM [25] introduces a safety factor to ensure error-free execution in resource-constrained clusters. Besides reducing the cache eviction ratio, it also considers provisioning more memory to ensure low GC overhead and improve task concurrency.

Runtime prediction approaches. Ernest [38] is a sampling-based framework that predicts the runtime of compute-intensive long-running Spark applications. Although it collects training data points by applying optimal experiment design [35] on sample datasets (1%–10% of the original dataset) to reduce the overhead of
sample runs, however, it also reduces the number of iterations during these sample runs to make their overhead tolerable. Reducing the number of iterations is not always practical because tuning an application parameter like the number of iterations during sample runs requires end users (or schedulers) to have knowledge of the application and its parameters, which they might lack. Furthermore, some iterative applications (e.g., Logistic Regression in HiBench) do not take number of iterations as parameter. Rather, they run until a predefined condition is met [34]. Ernest execution time model considers serial parts, parallel parts, and the overhead caused by increasing the cluster size but without considering cache limitations. Masha [11] is a sampling-based framework for runtime prediction of big data applications. In addition to parallel parts, the proposed runtime model in Masha considers the execution memory and data shuffling cost between consecutive stages. The design of sample runs presented by Masha is not generic for different applications. And similar to Ernest, it does not address cache limitations issues.

Approaches for recommendation of cluster configuration rely on sample (or historical) runs to predict (near-to-) optimal cluster configuration. The problem space of these studies is quite huge (thousands of different cloud configurations) [12, 23, 24, 27, 28] because they consider instance type and size (i.e., machine type and cluster size, respectively) as two optimization parameters. Therefore, these studies propose near-to-optimal configurations rather than the optimal ones. However, by knowing the size of cached datasets and the cache capacity of each machine (i.e., instance type), the optimal cluster size (i.e., instance size) can be predicted and, thus, the huge problem space can be reduced by only considering the machine-instance type (Azure and AWS provide 146 and 133 different instance types, respectively [27]). CherryPick [12] aims to be accurate enough to identify poor configurations, adaptive using a black-box approach without considering the hosting framework’s internals, and fast with low overhead by applying interactive searching while constructing the model and carrying out the required experiments. Sophia [28] is a framework that (re)configures the cluster environment on the fly. Selecta [23] is a framework for I/O-intensive recurring workloads that considers storage type as a new dimension of cluster configuration instead of instance type and size. Pocket [24] minimizes execution cost for serverless analytics by selecting suitable cluster configuration (remote storage) based on the job I/O requirements. OptimusCloud [27] considers two dependent configuration spaces: One related to the workload itself (data size, cached data, iterations, required execution memory) and the other related to the cluster (instance type and size). None of these contributions factor in cache limitations. Moreover, they require numerous non-short-running performance-based experiments. Juggler [10] considers application parameters to recommend cluster configurations with autonomous selection of datasets for caching. But, its offline-training overhead is not tolerable and, thus, it is limited to recurring applications.

3 BACKGROUND
In this section, we discuss details of Spark, our system use case for distributed in-memory data processing.

Figure 2: Merging DAGs: Logistic Regression use case.

3.1 Execution model
Spark runs applications on multiple executors that perform various parallel operations on partitioned data called Resilient Distributed Dataset or RDD [44]. A class of operations called transformations (e.g., filter, map) create new RDDs from existing ones while another class called actions (e.g., count, collect) return a value to the (driver) program after making computations on RDDs, and store results.

An application level is the highest level of computation and consists of one or more sequential jobs, each of which is triggered by an action. This means there are as many jobs in an application as there are number of actions. A job comprises of a sequence of the transformations, represented by a DAG of transformations, followed by a single action. When a transformation is applied on an RDD, a new one is created. The parent-child dependency between RDDs is represented in a logical plan, by way of a lineage or DAG starting from an action up to either the root RDDs that are cached or original data blocks from the distributed file system. Previous studies [20, 32, 39] presented Spark’s execution model in detail.

3.2 Iterative workloads
As different jobs may consist of many transformations in common, we merge all their DAGs to represent an application in a single DAG of transformations, as illustrated with the Logistic Regression application in Figure 2. The number of times a dataset is computed is determined by the number of its child branches in the resulting DAG. For example, datasets \( d_1 \) and \( d_2 \) are computed 8 and 6 times respectively. Starting from \( d_0 \), computing the datasets can be traced in a depth-first traversal order. If datasets are not cached, they will be recomputed in each iteration as follows. \( d_0 \rightarrow d_1 \rightarrow \text{action} \) then \( d_0 \rightarrow d_1 \rightarrow d_2 \rightarrow d_3 \rightarrow \text{action}_1 \), and so on until \( d_0 \rightarrow d_1 \rightarrow d_{24} \rightarrow \text{action}_7 \). In this case, \( d_0, d_1, d_2, \) and \( d_{11} \) are recomputed 7, 5, and 3 times, respectively. In the absence of caching or in the case of cache evictions, a huge number of iterations (e.g., hundreds of iterations) increases execution time and cost significantly, as seen in Figure 1.

3.3 Memory management
As depicted in Figure 3, Spark splits memory into multiple regions. We focus on the storage and the execution regions, respectively used for caching datasets and computation [46]. Both regions share the same memory space (i.e., the unified region \( M \)) such that if the execution memory is not utilized, all the available memory space can be used for caching, and vice versa. There is a minimum storage space \( R \) below which cached data is not evicted. That is, in each executor, at least \( R \) and at most \( M \) can be utilized to cache datasets.
As illustrated in Figure 4, we see that the size of the cached dataset remains constant in all runs of the same data scale. Also, we notice a considerable variance in execution time between the runs of the same data scale, which affects the construction and training of prediction models. One way to overcome this problem is to run several experiments on the same data scale and obtain the statistical average (or median). Another way is to increase the size of sample datasets to make sample runs longer and, thus, the execution time variance relatively lower. However, both solutions increase the cost of sample runs tremendously, which explains why runtime prediction approaches are limited to long-running applications.

To build robust models for predicting the size of the cached datasets in big data scale, we carry out sample runs on tiny datasets within the range of 0.1%–0.3% of the original data.

4.2 Parallelism

Distributed file systems (e.g., HDFS) store original data by fragmenting it into equal chunks, namely blocks. The size of blocks are configurable [2] (64 or 128 MB by default). In order to decrease the data size during sample runs, we either (1) reduce the size of each block (block-s), or (2) select few data blocks (block-n). For example, if the block size is configured to be 64 MB, 1 TB of data is stored in 16K blocks. Thus, 16 blocks out of them could be selected for a sample run of 0.1% of the original data.

block-n is less costly than block-s because it only requires selecting data blocks from a distributed file system during sample runs, whereas block-s brings extra overhead in preparing the sample data. And since we are not expecting memory limitation during sample runs, increasing the parallelism increases the execution time of each sample run (i.e., data shuffling and cleaning).

In order to validate this, we conduct two runs of svm with an input data of 1.2 GB on a single machine. The number of data blocks (i.e., number of tasks) in the first run is 10 and it takes 41 s. In the second run, the number of data blocks is 1000 and it takes 3.5 min. In addition, during the first and second run, the size of the cached dataset is 728.9 MB and 747.8 MB, respectively. This shows that the size of datasets is influenced by the parallelism level. Hence, in the case of block-n, if we significantly reduce the number of tasks during sample runs, then predicting the size of the cached datasets might be affected. To tackle this problem, we always keep the number of tasks proportional to the data scale by fixing the block size. For example, if the full-scale dataset consists of 16K blocks, then the sample runs with 0.1%, 0.2% and 0.3% of the input data scale will contain 16, 32, and 48 tasks respectively.

For some compute-intensive applications, the size of the original data is relatively small (as we will show in Section 6) and, thus, the number of its blocks in the distributed file system is not enough to apply block-n. In such cases, block-s is used in spite of its costs.

4.3 Cluster configuration

We carry out all sample runs on a single machine to reduce the cost of sample runs. The serial part of a short-running experiment is relatively high compared with the parallel part and, hence, adding more machines during a sample run might not speed up the execution time. Rather, it leads to higher execution cost because of the increased overhead of negotiating resources (e.g., by YARN) and the increase in data transfer overhead with addition of more machines. To validate this, we run svm on 1.2 GB input data using a single machine and also using 12 machines. The execution cost on 12 machines is 13.9× higher than on a single machine. The exception that makes carrying out sample runs on a single machine too costly is when cached datasets do not fit in memory of a single machine. However, this is unlikely for sample runs with tiny datasets.

4.4 Number of sample runs

Our experiments with all applications in HuBench show that the prediction models for the size of the cached (and non-cached)
datasets with respect to the input data scale are linear. Therefore, two sample runs are sufficient to construct a model. However, knowing that sample runs are lightweight, more sample runs could be conducted to apply cross validation to choose a well-fitting model.

5 BLINK

In this section, we present Blink, a lightweight sampling-based framework that performs autonomous and optimal resource provisioning for iterative big data applications. As depicted in Figure 5, firstly, Sample runs manager (Section 5.1) carries out lightweight sample runs on 0.1%–0.3% data samples of the original data. Then, based on these sample runs, size predictor (Section 5.2) and execution memory predictor (Section 5.3) train prediction models to predict the size of cached datasets and the required amount of execution memory per machine in the actual run, respectively. Finally, based on the extracted models and caching capacity of each machine, cluster size selector (Section 5.4) selects the optimal cluster size that guarantees eviction-free actual runs.

5.1 Sample runs manager

Sample runs manager carries out three sample runs on tiny data samples (0.1%–0.3% of the original data). It carries out the sample runs on a single machine and monitors every single run to make quick decisions regarding the following atypical cases:

- If there is no cached dataset in the application, sample runs manager directly selects a single machine for the actual runs (i.e., the longest execution time but the cheapest cost).
- If there is a cached dataset and eviction occurs, which is unusual while handling tiny datasets, it terminates the sample run and carries out new ones with lower sampling scales.

While conducting sample runs, SparkListener collects runtime metrics and stores them as log files in the distributed file system (e.g., HDFS). Sample runs manager analyzes the logs and collects the size of each cached dataset.

5.2 Data size predictor

After carrying out sample runs, the data size predictor trains a set of models to predict the size of cached datasets in actual runs. For each cached dataset, the data size predictor takes the scale of the data sample as a feature and its size as a label. Thus, the scales in sample runs are 1, 2, and 3; while in the actual run, the scale is 1000. The data size predictor applies cross validation to determine the error of each model. It does this by keeping each point among the three training experiments, in turn, as a test experiment and fitting the model with the remaining 2 experiments. Our experiments show that the sizes of all cached datasets fit into the model below, although the data size predictor evaluates many other models:

\[
d_{\text{size}} = \theta_0 + \theta_1 \times \text{datascale}
\]

We use the curve_fit solver [1] with enforced positive bounds to train the models while avoiding negative coefficients, and Root Mean Square Error (RMSE) to evaluate the models.

5.3 Execution memory predictor

The minimum and the maximum amount of memory for caching in each machine can be known (M and R in Figure 3) and, in turn, the minimum and the maximum number of machines can be determined using the following equations:

\[
\begin{align*}
M_{\text{min}} &= \left\lceil \frac{\sum \text{CachedDs} \cdot d_{\text{size}}}{M} \right\rceil \\
M_{\text{max}} &= \left\lceil \frac{\sum \text{CachedDs} \cdot d_{\text{size}}}{R} \right\rceil
\end{align*}
\]

where \(\sum \text{CachedDs} \cdot d_{\text{size}}\) is the total size of cached datasets, R is the memory region used for caching and M is the unified memory region for both caching and execution (cf. Figure 3). Selecting less than \(M_{\text{min}}\) leads to cache eviction because utilizing the whole unified memory space (i.e., M) in each machine for caching will not be enough to cache all datasets. In contrast, allocating more than \(M_{\text{max}}\) gives no caching benefits since utilizing the storage memory (i.e., R) in each machine will be enough for caching all datasets. In other words, \(M_{\text{max}}\) is required to cache datasets without eviction, when the entire \((M-R)\) memory region is utilized for execution. If M is not utilized at all, then the entire region can be used for caching and, hence, \(M_{\text{min}}\) is required to cache datasets without evictions. Considering that the gap between \(M_{\text{min}}\) and \(M_{\text{max}}\) may be quite wide and the execution memory utilization differs from one application
to another, there is a need for a precise prediction of the amount of memory required for execution. Similar to the data size predictor (cf. Section 5.2), the execution memory predictor analyzes the execution memory usage in sample runs and trains linear models to predict the total amount of execution memory required for the actual runs. Our experiments show that the relationship between the data sample scale and the amount of execution memory fits into the following model, although the execution memory predictor evaluates many other models:

\[
\text{Memory}_{\text{Execution}} = \theta_2 + \theta_3 \times \text{datascale}
\]

### 5.4 Cluster size selector

Based on M and R in Figure 3 (which are derived from machine-instance type), the cluster size selector calculates the required amount of memory for execution in each machine as follows:

\[
\text{Machine Memory}_{\text{Execution}} = \min(M - R, \frac{\text{Memory}_{\text{Execution}}}{\text{Machines}})
\]

Then, it selects the minimal number of machines that fulfills the following condition:

\[
\sum_{\text{Datasets}} \frac{d_{\text{size}}}{\text{Machines}} < (M - \text{Machine Memory}_{\text{Execution}}) \times \text{Machines}
\]

Note that Blink constructs the prediction models only once, and then reuses them to predict the optimal sizes for various clusters with different machine types. In addition, in multi-tenant environments, the recommended cluster configuration is not affected by concurrent application runs hosted on the same machines because they are deployed in isolated virtual machines, and cluster managers (e.g., YARN [37]) do not offer an occupied memory region (i.e., M) to newly submitted applications.

### 6 EVALUATION

For evaluation, we use 8 iterative, real-world machine learning applications from HiBENCH: Alternating Least Squares (ALS), Bayesian Classification (BAYES), Gradient Boosted Trees (GBT), K-means clustering (KM), Logistic Regression (LR), Principal Components Analysis (PCA), Random Forest Classifier (RFC), and Support Vector Machine (SVM). We exclude applications in HiBENCH that do not cache any dataset in memory.

**Sample runs.** For conducting sample runs and measuring the robustness of the extracted models for re-usability on clusters with different machine types, we use a single node - Intel Core i3-2370M CPU running at 4 x 2.40GHz, 3.8 GB DDR3 RAM, and 388 GB disk. For each application, we run 3 lightweight runs on sample data size in the range of 0.1% - 0.3% of the complete input data scale.

**Actual runs.** We made all actual runs on a private 12-node cluster equipped with Intel Core i5 CPU running at 4x 2.90 GHz, 16 GB DDR3 RAM, 1 TB disk, and 1 GBit/s LAN. All nodes (including the previously mentioned single node used for sample runs) used in the experiments run Hadoop MapReduce 2.7, Spark 2.4.0, Java 8u102, and Apache Yarn on top of HDFS.

To evaluate whether Blink recommends the optimal cluster size or not, we run each application on all cluster sizes (from 1 to 12 machines), as shown in Table 1 (with data scale 100%). We applied BLOCK-N sampling approach, on BAYES, LR, RFC, and SVM; and applied BLOCK-S sampling approach, on ALS, GBT, KM, PCA.

![Figure 6: Blink cost optimization.](image)

![Figure 7: Blink prediction error of cached dataset sizes.](image)

### 6.1 Selected cluster size

As mentioned in Section 1, we consider an optimal cluster size as the minimum number of machines that fit all cached datasets in memory without cache eviction. The green-colored cells in Table 1 show the cluster sizes where no eviction occurred, while the bold numbers indicate the cluster sizes selected by Blink for each application. Table 1 (with data scale 100%) shows that for all applications, Blink selects the optimal cluster size. We can observe this by a comparison between the first green-colored cell and the bold number for each application actual run.

To evaluate the efficiency of Blink, we compare the sum of sample runs cost and actual run cost for the cluster size selected by Blink to the average and worst costs of actual runs. Figure 6 shows that compared to the average and the worst costs, Blink reduces the cost to 52.6% and 25.1%, respectively. In some cases, the worst cluster size (that leads to the highest cost) is a single machine due to lots of recomputations (e.g., SVM) and in other cases, it is the maximum cluster size because resources are wasted during data shuffling and processing of serial parts (e.g., RFC).

### 6.2 Prediction accuracy

We compare the size of cached datasets in actual runs (cf. Table 1 with data scale 100%) with the ones that data size predictor (cf. Section 5.2) predicts from the 3 tiny samples (0.1% - 0.3%). Figure 7 shows the error of Blink in predicting the size of cached datasets. On average, the error is 7.4%. We observe the best case in svm (0.0008%) and the worst case in GBT (36.7%). With the exception of GBT, we see the high accuracy of Blink - higher than 85% in ALS and 95% in all remaining applications.

**GBT.** We discuss the relatively low size prediction accuracy for GBT (63.3%). To get better insights, we additionally run 7 sample experiments with new data scales (0.4% - 1.0% of the original data) and plot the change in cost of sample runs & prediction accuracy with an increase in the number of sample runs. Figure 8 shows that while the cost of sample runs increases, the prediction accuracy improves when we add more sample runs. For 10 sample runs, prediction accuracy is 98.9%. This indicates that the poor prediction accuracy of the size of cached datasets is due to insufficient sample runs, not due to the selected model (Equation 1). In spite of data
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Figure 8: Size of cached datasets during sample runs (GBT).

Figure 10: Cost of sample runs of Blink and Ernest compared to cost of optimal actual runs.

configuration. Figure 10 shows that on average, sample runs of an application cost 8.1% compared with the cost of its actual run on optimal cluster size. At worst, the overhead is 21.3% (ALS) while at best, it is 1.6% (RFC). Taking each sampling approach separately, we see that the average cost of sample runs of BLOCK-N is 2.7%, with a worst case of 5.1% (BAYES) and a best case of 1.6% (RFC). For BLOCK-s, the average cost of sample runs is 13.3%, with a worst case of 21.3% (ALS) and a best case of 8.6% (KM). Altogether, BLOCK-s costs about 4.9% more than BLOCK-N. Nonetheless, the cost of BLOCK-s is still tolerable because we are comparing its cost with costs of
optimal actual runs. It is worth mentioning that all sample runs are carried out without changing any application parameter (e.g., number of iterations). Taking KM as a short-running application (3.5 min on the optimal cluster size; cf. Table 1), sample runs cost 8.6% of the cost of the actual run on the optimal cluster size. Hence, Blink is also effective for short-running applications.

Even though Ernest (cf. Section 2) predicts application runtime rather than cluster size, we compare the cost of its sample runs with the cost of those carried out by the sample runs manager (cf. Section 5.1) to see how much cost savings can be achieved with the efficient sample runs applied in Blink. We carry out 7 sample runs, as recommended by Ernest’s optimal experiment design [35], on 1–12 machines with sample datasets (1%–10% of the original data). The sample runs of Ernest cost 16.4× more than those of Blink (as depicted in Figure 10) and 3.8× more than Cherrypick (as stated in [12]). Thus, the cost of sample runs of Blink is cheaper than those of both Ernest and Cherrypick.

6.4 Scalability

After demonstrating the efficiency of Blink using experimental evaluations based on 3 sample runs (0.1%–0.3% of the original data), we evaluate the accuracy of Blink in selecting optimal cluster size with larger input data sizes. In other words, we want to answer questions like: Will Blink still be effective when we use smaller sample data scales (less than 0.1%)? Can the same extracted size prediction models be reused for larger input data (more than 100%)? To answer these questions, we increase the size of input data (i.e., 150% - 18×10^5 instead of 100%) and reuse the previously extracted size prediction models to predict the optimal cluster sizes.

As an exception, to predict precisely the size of cached datasets in ALS and GBT, we conducted 5 and 10 sample runs respectively (cf. Section 6.2). We can see from Table 1 (with data scale +150%) that Blink still selects the optimal cluster size for all applications except KM. Comparing the cost of sample runs with the cost of actual runs on optimal cluster size, we see that the cost is 1.08% on average, 2.5% in the worst case (Bayes) and 0.2% in the best case (Pca). Although Blink made 10 sample runs for GBT, their cost is 2.35% compared with the actual run on optimal cluster size. It is worth highlighting cases like Pca and GBT where sampling data size to actual data size ratio are \((2 \times 10^{-3} \%-6 \times 10^{-3}%)\) and \((6 \times 10^{-5} \%-6 \times 10^{-4}%)\) respectively.

K-means. Blink predicts the size of cached datasets in KM with an accuracy of 99.7%. However, despite the high prediction accuracy, Blink selects 7 machines for KM, which costs 104.3 machine minutes, instead of 8 machines, which is the optimal cluster size with a cost of 36.4 machine minutes, as shown in Table 1 (with data scale +150%). The reason behind the selection of suboptimal cluster size is the unequal distribution of tasks among machines. The application parallelism is 100 and the number of recommended machines is 7. Thus, the capacity of each machine is 14 tasks. However, some machines run more than 14 tasks and therefore some cached data partitions get evicted. Figure 11 illustrates the distribution of tasks in KM on 7 machines. We observe that 7 cached data partitions are evicted from memory, which is the same number of tasks that are over-assigned to machines (i.e., 1, 2, 2, and 2 tasks in machines 6, 3, 4 and 7, respectively).

6.5 Cluster bounds

In addition to selecting the optimal cluster size, we also evaluate Blink with respect to predicting the maximum input data scale that guarantees eviction-free runs on a resource-constrained cluster. We fix the cluster size at 12 machines and predict for each application the maximum input data scale that the cluster runs efficiently. We identify whether Blink’s predicted data scale for each application is larger or smaller than the maximum data scale for an eviction-free run of the application and measure the difference. Table 2 shows the prediction accuracy of Blink for all the 7 applications, after excluding KM (cf. Section 6.4). Blink predicts, with a tolerance of ±5%, the input data scale for which the applications would execute without eviction. It can be seen that LR has the maximum upper bound for which eviction is guaranteed not to occur – 4% larger than the predicted scale by Blink. While GBT and Pca have the minimum upper bound for which eviction is guaranteed not to occur – 5% smaller than the predicted scale by Blink.

7 CONCLUSION

Blink is an autonomous sampling-based framework that selects an optimal cluster size with the highest cost efficiency for running non-recurring iterative big data applications. Overall, the evaluation of Blink shows very good results in terms of selecting an optimal cluster size with high prediction accuracy using lightweight sample runs. The evaluation also proves the re-usability of sample runs in new cluster environments and very large data scales.
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