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Abstract—Distributed computing enables parallel execution of smaller tasks that make up a large computing job. Its purpose is to reduce the job completion time. However, random fluctuations in task service times lead to straggling tasks with long execution times. Redundancy provides diversity that allows job completion when only a subset of redundant tasks is executed, thus removing the dependency on the straggling tasks. Under constrained resources (here, a fixed number of parallel servers), increasing redundancy reduces the available resources for parallelism. In this paper, we characterize the diversity vs. parallelism trade-off and identify the optimal strategy among replication, coding, and splitting, which minimizes the expected job completion time. We consider three common service time distributions and establish three models that describe the scaling of these distributions with the task size. We find that different distributions with different scaling models operate optimally at different redundancy levels, thus requiring very different code rates.

Index Terms—Distributed systems, straggler mitigation, diversity and parallelism trade-off, erasure coding, service time scaling

I. INTRODUCTION

Distributed parallel computing has become necessary for handling machine learning and other algorithms with ever increasing complexity and data requirements. This is because it provides simultaneous execution of smaller tasks that make up larger computing jobs. However, the large-scale sharing of computing resources causes random fluctuations in task service times [2]. Therefore, although executed in parallel, some tasks, known as stragglers, take much more time to complete, which consequently increases the job service time. Redundancy, in the form of simple task replication, and more recently, erasure coding, has emerged as a potentially powerful way to shorten the job execution time. Task redundancy allows job completion when only a subset of redundant tasks get executed, thus avoiding stragglers, see e.g. [3]–[18] and references therein. Redundancy provides diversity since job completion can be accomplished in different ways, e.g., when any fixed-size subset of tasks gets executed.

In distributed, parallel computing with redundancy, both parallelism and diversity are essential in reducing job service time. However, both parallelism and diversity are provided by the same limited system’s resources dedicated to the job execution, e.g., a fixed number of servers. To understand this tension on the system’s resources that parallelism and diversity bring about, let us consider two extreme ways to assign a job to n servers. One is splitting or maximum parallelism with no redundancy. Here, the job is divided equally among the n workers, and thus it gets completed when all workers execute their tasks. The other is n-fold replication or maximum diversity. Here, the entire job is given to each worker, and thus it gets completed when at least one of the workers executes its task. Roughly speaking, splitting (maximal parallelism) is appropriate for large jobs with almost deterministic service time (i.e., no straggling servers), and replication (maximal diversity) is appropriate for small jobs with highly variable service time (i.e., many straggling servers).

Given a fixed number of workers n, the general question is how much parallelism vs. diversity should be used. Consider a coding scheme where jobs are split in k tasks and encoded into n ≥ k s.t. execution of any k is sufficient for job completion. On the one hand, the smaller the k, the larger the task each server is given to execute. On the other hand, the smaller the k, the smaller the subset of tasks necessary for job completion. The choice of k thus dictates the trade-off between parallelism (increasing with k) and diversity (decreasing with k). We are here concerned with characterising the diversity vs. parallelism trade-off for different service time and task execution models, i.e., with finding an optimal k for a given n.

There is a large body of literature on replication and erasure codes for classical machine learning and other algorithms (see e.g. [11]–[15], [19]–[30] and references therein), and thus it is reasonable to assume that codes exist for many job types and any n and k combination. However, very little is known about what exact n and k should be selected in a given scenario in order to optimize a particular metric or goal of interest. When the goal is only to have the job completed by a certain time and it is known that at most ℓ workers will not respond by that time, then simply setting k = n − ℓ will achieve the goal. However, service time is a random variable, and one can only talk about the probability of task completion by a certain time [16], [31]–[33]. Therefore, the question one should ask is which k minimizes the expected job completion time.

Several recent papers asked how much redundancy should
be used in distributed systems. In particular, [17], [34], [35] are solely concerned with replication systems, and their results do not easily extend to erasure coding system. Coding systems were considered in e.g., [3], [36], [37]. However, the system’s resources were not assumed to be limited, and thus the diversity vs. parallelism trade-off was not addressed.

To study the diversity vs. parallelism trade-off in systems with limited resources, we need to know the service time probability density function (PDF) as well as how it scales (changes) with the size of the task. Various service time PDFs have been adopted in the literature. For theoretical analysis, Pareto distribution was used in e.g., [3], [38]–[43], Erlang was used in e.g., [44]–[49], Shifted-Exponential was used in e.g., [19], [36], [50], [51], the exponential distribution was used in [4], [37], [52], and a certain type of Bi-Modal distribution was used in e.g., [36], [53]. Some general classes of distributions (log-concave/convex) were considered in [17], [54]. The experiments with Amazon EC2 servers reported in [55, Fig. 2] show that the service time can be modeled by a Bi-Modal distribution (e.g., the one we use in this paper) or a heavy tail distribution (e.g., Pareto). On the other hand, a recent system-level work justifies the exponential distribution by considering their experimental results running on AWS [18].

There is no consensus on how the service time PDFs scale with the task size. For example, if the service time for some unit size task is Exponential, then some models assume that the service time for an $s$ times larger task is also Exponential with the $s$ times larger mean (i.e., scaled exponential [14], [19], [37]), while other models assume that it is Erlang (sum of $s$ exponential PDFs). If the service time for some unit size task is Shifted-Exponential, then some models assume that the service time for $s$ times larger task is also Shifted-Exponential, only with an $s$ times larger shift [20], [36], [56]. More sophisticated models studied how job size changes the tail of the Pareto service time [3]. In this paper, we consider a number of common service time and scaling models. We find that different models operate optimally at very different levels of redundancy, and thus may require very different code rates. The contributions of the paper are stated in more detail in Sec. III, after the computing system model is given in detail.

The paper is organized as follows: In Sec. II, we present the system architecture and the models for the service time and its scaling. In Sec. III, we state the problem and summarize the contributions of this paper. In Sec. IV, V, and VI, we characterize the diversity vs. parallelism trade-off for three common service time distributions with three different scaling models. Conclusions are given in Sec. VII.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Architecture

We adopt a system model as shown in Fig. 1, consisting of a single front-end master server and $n$ computing servers we refer to as workers. Such distributed, parallel computing system architectures where a single master node manages a computing cluster of nodes are commonly implemented in modern frameworks, e.g., Kubernetes [57] and Apache Mesos [58].

![Fig. 1. A Distributed Computing System: Master node $M$ partitions jobs $J_i$ into tasks, possibly generates redundant tasks, and dispatches them to workers $W_1, W_2, W_3, W_i$. Shaded regions in the pre-processed jobs $J_2, J_3$ indicate redundancy. Here, each job consists of 4 computing units. Job $J_1$ is executed with maximal parallelism (splitting), $J_2$ with maximal diversity (replication), and $J_3$ is encoded by a [4, 2] erasure code.]

B. Computing Jobs, Tasks, and Units

We are concerned with computing jobs that can be split into tasks which can then be executed independently in parallel by different workers. An example of such a job is vector by matrix multiplication, which is a basic operation in regression analysis and PageRank, and also in gradient descent, which resides at the core of almost any machine learning algorithm [59]–[66].

We assume that there is some minimum size task for a given job below which distributed computing would be inefficient, and refer to it as the computing unit (CU). A task given to each worker can have one or more computing units. For example, if the job is to find a product $A \cdot X$ of a $3 \times n$ matrix $A$ and an $n \times 1$ vector $X$, the computing unit could be a scalar product of a row of $A$ and $X$. Let the matrix $A$ be split into two submatrices: a $2 \times n$ submatrix $A_1$ and a $1 \times n$ submatrix $A_2$, as shown in Fig. 2. The job to compute $A \cdot X$, consisting

![Fig. 2. Multiplication $A \cdot X$ of a 3-row matrix $A$ by vector $X$ is accomplished by parallel multiplication is of a 2-row submatrix $A_1$ by vector $X$ and a 1-row submatrix $A_2$ by vector $X$.]

of 3 CUs, can be split in two tasks for parallel execution: task $A_1 \cdot X$ with two CUs, and task $A_2 \cdot X$ with one CU. We will measure the sizes of jobs and tasks by the number of their computing units. Although CU corresponds to the execution of identical tasks on different data sets, their execution times are not necessarily identical nor identically distributed, as we discuss in more detail below.

C. Erasure Encoding Model

We assume that each job consists of $n$ CUs where $n$ is the number of workers. The master node partitions each job into $k$ tasks, each of size $s = n/k$. It then generates $n - k$ redundant tasks, and dispatches the $n$ tasks to the $n$ workers. Therefore,
each worker is assigned a task of \( s = n/k \) CUs. The redundant tasks are generated by an erasure code. If an \([n,k]\) code with minimum distance \( d \) is used, then the job is completed when any \( m = n - (d - 1) \) out of \( n \) tasks are completed. The Singleton bound imposes the constraint \( m \geq k \), where \( m = k \) for MDS codes. In this paper, we limit our analysis to MDS codes for two main reasons: 1) MDS are the most common codes used in the literature on performance analysis of erasure coded distributed systems and 2) MDS codes are sufficient to show the diversity/parallelism tradeoff and its dependence on multiple features in the system model, which is the purpose of this paper. However, our analysis is not limited to MDS codes, and we outline how it can be extended to general erasure codes in Section VII.

Fig. 1 shows some possible ways in which the master server can preprocess a job, i.e., partition a job into CUs, group the CUs into tasks, and add redundancy. Because of redundancy, not all tasks assigned to the workers will be executed or even partially serviced. Because of that, we refer to the preprocessed jobs as virtual demands. Consider the virtual demands \( D_1, D_2, \) and \( D_3 \) in the figure (resulting from processing jobs \( J_1, J_2, \) and \( J_3 \)). Here, all tasks consist of 4 CUs. No redundant tasks are formed for job \( J_1 \), and thus the virtual demand \( D_1 \) and the original job are identical. Job \( J_2 \) is replicated on 4 workers, and thus the size of its virtual demand \( D_2 \) is 4 times the size of \( J_2 \). Job \( J_3 \) is encoded by a systematic \([4,2]\) MDS code that generates 2 coded tasks of 2 CUs size. Its virtual demand \( D_3 \) is organized as follows: Workers \( W_1 \) and \( W_2 \) are each given a task consisting of 2 different CUs of \( J_3 \). Workers \( W_3 \) and \( W_4 \) are each given a coded task of 2 CUs size. Job \( J_1 \) is handled by splitting, \( J_2 \) by replication, and \( J_3 \) by coding. Roughly speaking, the goal of this paper is to determine which of these three strategies should be used for several service time models for executing single and multiple CUs used in the literature.

D. Computing Unit Service Time Models

We model a computing unit service time as a random variable (RV) \( X \), and refer to the tasks that are still running after a given time as stragglers. As we discussed in the introduction, there is no consensus on what the probability distribution of \( X \) is. We adopt the following three service time models commonly used in the literature.

(Shifted)-Exponential: \( X \sim S-Exp(\Delta, W) \): Support of \( X \) is \([\Delta, \infty)\), \( \Delta \) is the minimum service time. The tail distribution is given as \( \Pr\{X > x\} = e^{- (x - \Delta)/W} \) for \( x > \Delta \). The larger the \( W \) the more likely straggling becomes. If \( \Delta = 0 \), then \( X \sim \text{Exp}(W) \) is exponential.

Pareto: \( X \sim \text{Pareto}(\lambda, \alpha) \): Support of \( X \) is \([\lambda, \infty)\) where \( \lambda \) is the minimum service completion time. Tail distribution is given as \( \Pr\{X > x\} = (\frac{x}{\lambda})^\alpha \) for \( x > \lambda \) where \( \alpha \) is known as the tail index and models tail heaviness. Smaller \( \alpha \) means a heavier tail, and thus more likely straggling.

Simple Bi-Modal: \( X \sim \text{Bi-Modal}(B, \epsilon) \): Under this distribution, \( X \) takes only two values:

\[
X = \begin{cases} 
1 & \text{w.p. } 1 - \epsilon \\
B > 1 & \text{w.p. } \epsilon \leftarrow \text{probability of straggling}
\end{cases}
\] (1)

This distribution features two important aspects of service straggling: probability of straggling \( \epsilon \) and magnitude of straggling \( B \).

E. Service Time Scaling with the Task Size

In the previous section, we listed three common models for the service time of a single computing unit. Together with those models, we will adopt three models for the service time of consecutive computing units that have frequently been used in the literature, as discussed in the introduction. The number of computing units that get assigned to each worker (that is, their task sizes) depends on the code rate \( k/n \) used in the system, and thus these scaling models are relevant because they tell us how the task service time scales with its size.

We consider three different commonly adopted models for the service time of consecutive CUs execution on the same server. For all three models, we assume independence across the servers. The models are described next, and their impact on the diversity vs. parallelism tradeoff is one of the main concerns of this paper.

Model 1 – Server-Dependent Scaling: The assumption here is that the straggling effect depends on the server and is identical for each CU executed on that server. Namely, there is some initial handshake time \( \Delta \) after which the server completes its first and each subsequent CU in time \( X \), i.e. \( Y = \Delta + s \cdot X \). E.g. \( X \sim \text{Exp}(W) \), then \( Y \sim S-\text{Exp}(\Delta, SW) \). Note that \( \Delta \) may be equal to 0, giving \( Y = s \cdot X \). For example, when \( X \sim \text{Pareto}(\lambda, \alpha) \), then \( Y \sim \text{Pareto}(s\lambda, \alpha) \).

Model 2 – Data-Dependent Scaling: The assumptions here are that 1) each CU in a task of \( s \) CUs takes \( \Delta \) time units to complete and 2) there are some inherent additive system randomness at each server which does not depend on the task size \( s \) that determines the straggling effect \( X \). Therefore, \( Y = s \cdot \Delta + X \).

Model 3 – Additive Scaling: The assumption here is that the execution times of CUs are i.i.d. Therefore, \( Y = \sum_{i=1}^{s} X_i \) where \( X_1, X_2, \cdots, X_s \) are independent.

F. Job Completion Time

As discussed above, the task execution times of the workers are i.i.d. RVs. The PDF of the RV \( Y \) modeling task execution time depends on the assumed model for the execution of a single and multiple CUs. When an \([n,k]\) code is used, the job is complete when any \( k \) out of \( n \) workers complete their size \( s \) tasks (\( s = n/k \)). Thus, the job completion time is also an RV, which we denote by \( Y_{k,n} \). Since it represents the \( k \)-th order statistic of \( n \) RVs distributed as \( Y \). Let \( Y_1, Y_2, \ldots, Y_n \) be \( n \) samples of some RV \( Y \). Then the \( k \)-th smallest is an RV, commonly denoted by \( Y_{k,n} \), and known as the \( k \)-th order statistic of \( Y_1, \ldots, Y_n \).

\[
\begin{align*}
& n \quad \text{number of workers and also the job size in CUs} \\
& k \quad \text{number of workers that have to execute their tasks for job completion (diversity/parallelism parameter)} \\
& s \quad \text{number of CUs per task, } s = n/k \\
& Y_{k,n} \quad \text{job completion time when each worker’s task size is } s
\end{align*}
\]
III. PROBLEM STATEMENT AND SUMMARY OF THE CONTRIBUTIONS

Our goal is to characterise the expected job completion time $\mathbb{E}[Y_{k,n}]$ for the service time and scaling models defined above. We are in particular interested in finding which $k$ (i.e., code rate $k/n$) minimizes $\mathbb{E}[Y_{k,n}]$. Recall that when $k = 1$, we have replication (maximum diversity, no parallelism), and when $k = n$, we have splitting (maximum parallelism, no diversity). When $1 < k < n$, we use MDS coding and have a diversity/parallelism trade-off determined by the value of $k$.

The following table summarizes our findings by indicating whether splitting, replication, or coding optimizes the average job completion time $\mathbb{E}[Y_{k,n}]$. Much more detail is given in the following sections.

We consider the service time PDF and scaling models that are most commonly adopted in the literature. However, some of our results (we believe) can be extended to general service time PDFs, as we indicate by the claims and conjectures stated throughout the paper. These observations are relevant to practitioners who may have limited knowledge about their systems’ behaviour.

To derive our results, we have relied on the following classical probabilistic models and arguments, which to the best of our knowledge, have not been previously used in this context. We introduce a generalized birthday problem to analyze the splitting strategy for the (Shifted-)Exponential service time with additive scaling. We recognize the stochastic dominance of splitting over coding. We show that the law of large numbers (LLN) can be used as an effective tool in finding the optimal code rate for systems with Bi-Modal service times and large number of workers. Moreover, we demonstrate how an LLN based analysis can be used to establish that for additive scaling and any service time distribution with the 4-th moment, splitting is a better strategy than replication for a sufficiently large number of workers.

IV. (SHIFTED-)EXPONENTIAL SERVICE TIME

Under the (Shifted-)Exponential model, the CU service time is given by $\Delta + X$, where $X \sim \text{Exp}(W)$. The expected job completion time $\mathbb{E}[Y_{k,n}]$ depends on the service time of $s = n/k$ CUs, which is determined by the service time scaling model. In the following three subsections, we determine $\mathbb{E}[Y_{k,n}]$ for our three scaling models. Some results in this section were published in [1].

A. Server-Dependent Scaling

Under the server-dependent scaling, the service time of a task consisting of $s$ CUs is given by $Y = \Delta + s \cdot X$, which means $Y \sim \text{S-Exp}(\Delta, sW)$. Therefore, the job completion time is given by

$$Y_{k,n} = \Delta + s \cdot X_{k,n}, \quad \text{where} \quad X \sim \text{Exp}(W)$$

and, by using the expression for $\mathbb{E}[X_{k,n}]$ in (19), we have

$$\mathbb{E}[Y_{k,n}] = \Delta + sW(H_n - H_{n-k}), \quad \text{where} \quad s = \frac{n}{k}$$

The minimum expected job completion time is given by the following theorem:

**Theorem 1.** The expected job completion time for S-Exp($\Delta, W$) service time with server-dependent scaling is minimized by replication (maximal diversity), i.e. $k = 1$.

**Proof.** From (2), we see that $\mathbb{E}[Y_{k,n}]$ is an increasing function of $k$ for a given $n$, as follows

$$\mathbb{E}[Y_{k+1,n}] = \Delta + W \frac{n}{k+1} (H_n - H_{n-k-1})$$

$$= \Delta + W \frac{n}{k+1} (H_n - H_{n-k} + 1)$$

$$= \mathbb{E}[Y_{k,n}] + \frac{Wn}{k+1} \left[ \frac{1}{n-k} - \frac{1}{k} (H_n - H_{n-k}) \right]$$

Since the term in square brackets above is positive, we have $\mathbb{E}[Y_{k+1,n}] > \mathbb{E}[Y_{k,n}]$ for any positive integer $k \leq n$. \hfill $\square$

**Numerical Analysis:** We evaluate (2) to see how the expected job completion time $\mathbb{E}[Y_{k,n}]$ changes with the diversity/parallelism parameter $k$. We consider a system with $n = 12$ workers and the following six different combinations of $W$ and $\Delta$: $\Delta = 1$ with $W \in \{0, 5, 10, 15\}$, and $W = 1$ with $\Delta \in \{0, 5, 10\}$. The results are plotted in Fig. 3. $W = 0$ corresponds to the special scenario where $\mathbb{E}[Y_{k,n}] = \Delta$, that is, the service time is deterministic and does not change with $k$. When $W > 0$, $\mathbb{E}[Y_{k,n}]$ reaches its minimum at $k = 1$. When $W = 1$ and $\Delta \in \{0, 5, 10\}$, $\mathbb{E}[Y_{k,n}]$ increases with $\Delta$, but changes little with $k$. When $\Delta = 1$ and $W \in \{0, 5, 10\}$, the slope of the corresponding curves increases with $W$. Although maximal diversity is optimal for all values of the parameters, it is much more effective in reducing the expected job completion time when $W$ is large compared to when $W$ is small.

B. Data-Dependent Scaling

Under the data-dependent scaling, the service time of a task consisting of $s$ CUs is given by $Y = s \cdot \Delta + X$, which means
Y \sim S\text{-Exp}(s\Delta, W)$, Therefore, the job completion time is given by

$$Y_{k:n} = s \cdot \Delta + X_{k:n}, \quad \text{where} \quad X \sim \text{Exp}(W)$$

and, by using the expression for $\mathbb{E}[X_{k:n}]$ in (19), we have

$$\mathbb{E}[Y_{k:n}] = s\Delta + W(H_n - H_{n-k}) = W\left[\frac{n}{k}\Delta + (H_n - H_{n-k})\right].$$

**Theorem 2.** The expected job completion time for S-Exp($\Delta, W$) service time with data-dependent scaling is minimal when $k = k^*$, where $k^* = \arg\min_k W\left[\frac{n}{k}d + (H_n - H_{n-k})\right]$, $d = \Delta / W$. Furthermore, $k^*$ takes the value $\lfloor n(-d/2 + \sqrt{d + d^2/4}) \rfloor$ or $\lceil n(-d/2 + \sqrt{d + d^2/4}) \rceil$.

**Proof.** The result is obtained by simple calculus using the log approximation to the harmonic numbers in (3).

Note that this expression depends only on the ratio $d = \Delta / W$. For $\Delta \gg W$ (large $d$), the service time is essentially deterministic and it is optimal to use maximum parallelism, that is, splitting ($k = n$) is optimal. On the other hand, when $W \gg \Delta$ (small $d$) execution time is much more variable and it is optimal to operate with maximum diversity, that is, replication ($k = 1$) is optimal (cf. [36]).

**Numerical Analysis:** We evaluate (3) for $\mathbb{E}[Y_{k:n}]$ vs. $k$. We consider a system with $n = 12$ workers the following five different values of $W/\Delta$: 1. $W = 0$ ($\Delta = 10$); 2. $W/\Delta = 0.1$ ($W = 1$, $\Delta = 10$); 3. $W/\Delta = 1$ ($W = 5$, $\Delta = 5$); 4. $W/\Delta = 10$ ($W = 10$, $\Delta = 1$); 5. $\Delta = 0$ ($W = 10$). The results are plotted in Fig. 4. By comparing different $W/\Delta$ scenarios, we conclude that when $W/\Delta$ (e.g. 0, 0.1) is small, then $\mathbb{E}[Y_{k:n}]$ decreases as $k$, increases, which means that splitting is optimal. When $W/\Delta$ is large (and $\Delta = 0$), the $\mathbb{E}[Y_{k:n}]$ increases with $k$, which means that replication is optimal. Otherwise, $\mathbb{E}[Y_{k:n}]$ reaches its minimum at $1 < k < 12$, which means that coding at a certain non-trivial rate is optimal. These observations are consistent with the theoretical analysis for $k^*$.

### C. Additive Scaling

Under the additive scaling, the service time of a task consisting of $s$ CUs is given by $Y = s \cdot \Delta + (X_1 + \cdots + X_s) = s \cdot \Delta + Z$.

**TABLE I**

| SCALING       | Server-Dependent | Data-Dependent | Additive |
|---------------|------------------|----------------|----------|
|               | Shifted Exponential | Pareto | Bi-Modal |
|               | R $^1$ | S $\rightarrow$ C $^2$ | S $\rightarrow$ C $\rightarrow$ S |

$^1$ Strategies: R - replication, S - splitting, C - coding.

$^2$ $\rightarrow$ indicates how the optimal strategy changes as the tail of the PDF becomes heavier (straggling becomes more likely).

where $Z \sim \text{Erlang}(s, W)$. Therefore, the job completion time is given by

$$Y_{k:n} = s \cdot \Delta + Z_{k:n}, \quad \text{where} \quad Z \sim \text{Erlang}(s, W)$$

The expectation of the $k$-th order statistic of Erlang distribution is given by (20), which can be used for numerical results but is unsuitable for theoretical analysis. Asymptotics are available for large $n$ and $k = \mathcal{O}(1)$. We now derive analytical expressions for the expected job completion time under splitting and replication, and show that splitting outperforms replication for sufficiently large $n$. We then show that rate 1/2 coding outperforms splitting when $\Delta = 0$.

**a) Splitting vs. Replication:** Under splitting, the job completion time is given by

$$Y_{n:n} = \Delta + X_{1:n} + X_{1:(n-1)} + \cdots + X_{1:2} + X_{1:1}$$

(4)

where $X_i$’s are i.i.d. $\text{Exp}(W)$, then $X_{1:n} = \text{Exp}(W/n)$, and therefore,

$$\mathbb{E}[Y_{n:n}] = \Delta + WH_n$$

Fig. 4. Expected job completion time $\mathbb{E}[Y_{k:n}]$ for (Shifted-)Exponential service time with data-dependent scaling as a function of the diversity/parallelism parameter $k$ (cf. (3)). The number of workers (job size) is $n = 12$, and task size per worker is $s = n/k$ (Since both $k$ and $s$ are integers, we have $k \in \{1, 2, 3, 4, 6, 12\}$). We use dashed curves to connect the points corresponding to different allowed values of $k$ for a given $\Delta$ and $W$ combination.) Parallelism outperforms diversity for small $W/\Delta$ and vice versa if $W/\Delta$ is large.
Under replication, we have
\[ E[Y_{1:n}] = n\Delta + W/n \int_0^\infty e^{-t} \left[ S_d\left(\frac{t}{n}\right)\right]^n dt \]
where \( S_d(x) = 1 + \frac{x}{n} + \frac{x^2}{2!} + \cdots + \frac{x^{d-1}}{(d-1)!} \).

This result is a corollary of Theorem 3.

**Theorem 3.** Let the service times of CUs be independent and exponential with rate 1. If a job with \( d \) CUs is replicated over \( n \) workers, then the expected job completion time is
\[ \frac{1}{n} \int_0^\infty e^{-t} \left[ S_d\left(\frac{t}{n}\right)\right]^n dt \]
where \( S_d(x) = 1 + \frac{x}{n} + \frac{x^2}{2!} + \cdots + \frac{x^{d-1}}{(d-1)!} \).

**Proof.** Let \( t_1, t_2, \ldots \) be time epochs at which a CU gets completed on any of the \( n \) servers. Because all \( d \) CUs of the job are replicated on each of the \( n \) servers, the job is completed when the first of the \( d \) CUs is completed on any single server, which happens at some time \( t_{\ell,d,n} \). Note that \( \ell_{d,n} \) is a random variable. We represent \( t_{\ell,d,n} \) as a sum of the CU inter-completion times.
\[ t_{\ell,d,n} = \sum_{j=1}^{\ell_{d,n}} (t_j - t_{j-1}), \text{ where } t_0 \text{ is set to 0.} \]

Note that 1) \( t_j - t_{j-1} \) are independent and exponentially distributed with rate \( n \) (the minimum of \( n \) independent exponentials with rate 1), and 2) \( t_j - t_{j-1} \) are independent from \( \ell_{d,n} \). Observe next that Wald’s identity (Ch.10.2 in [67]) can be applied to (6). Therefore,
\[ E[\ell_{d,n}] = \frac{1}{n} \cdot E[\ell_{d,n}] \]

Now observe that \( \ell_{d,n} \) corresponds to a generalized birthday problem that the expected number of draws from \( n \) coupons until a coupon shows up \( d \) times. The claim follows from the result for \( E[\ell_{d,n}] \) in Appendix A-B.

In Appendix A-B, we also have an asymptotic result for (5). For \( n \) large, we further simplify the expression of \( E[Y_{1:n}] \):
\[ E[Y_{1:n}] \approx n\Delta + \frac{W}{n} \sqrt{n/\Gamma(1 + 1/n)n^{1-\frac{1}{n}}} \]
as \( n \to \infty \) (7)

**Theorem 4.** For large enough \( n \), splitting (maximal parallelism) outperforms replication (maximal diversity).

**Proof.** By using the Stirling’s formula for \( \sqrt{n!} \) in (7), we have
\[ n\Delta + \frac{W}{n} \sqrt{n/\Gamma(1 + 1/n)n^{1-\frac{1}{n}}} \]
\[ \geq n\Delta + \frac{W}{n} \sqrt{2\pi n^{1+\frac{1}{n}}e^{-n}} \Gamma(1 + 1/n)n^{1-\frac{1}{n}} \]
\[ = n\Delta + \frac{W}{n} \sqrt{2\pi n^{1+\frac{1}{n}}e^{-n}} \frac{\Gamma(2 + 1/n)}{1 + 1/n} n^{1-\frac{1}{n}} \]
\[ > n\Delta + \frac{W}{en} \sqrt{2\pi n^{1+\frac{1}{n}}e^{-n}} \frac{1}{1 + 1/n} > n\Delta + \frac{W}{2e} n^{1-\frac{1}{n}} \]

For a large enough \( n \), \( E[Y_{1:n}] \) is well approximated by
\[ n\Delta + \frac{W}{n} \sqrt{n/\Gamma(1 + 1/n)n^{1-\frac{1}{n}}} \]
Recall that \( H_n = O(\log n) \) and \( n^{1-\frac{1}{n}}/2e > \sqrt{n}/2e = \Omega(\sqrt{n}) \). Therefore,
\[ E[Y_{1:n}] > n\Delta + WH_n = E[Y_{n:n}], \text{ as } n \to \infty \]

Note that the theorem holds for \( \Delta = 0 \).

**b)** Rate 1/2 Coding, \( s = 2 \): We consider the special case when \( \Delta = 0 \), \( n \) is even, and \( s = n/k = 2 \). Therefore, \( k = n/2 \) workers have to complete their two CUs in order for the job itself to be complete.

Let \( Y_{n:n} \) be the time to complete the job under splitting, as given by (4) for \( \Delta = 0 \), and \( Y_{n/2:n} \) the random time to complete the job under coding with \( s = 2 \). Theorem 5 below shows that \( P\{Y_{n/2:n} > x\} \leq P\{Y_{n:n} > x\} \). It follows that
\[ E[Y_{n/2:n}] \leq E[Y_{n:n}] \]

for any non-negative random variable \( X \), we have \( E[X] = \int_0^\infty P(X > x) \, dx \).

It is, therefore, better to use a rate half code than splitting.

**Theorem 5.** Suppose that \( n = 2k \geq 4 \) is even. Then \( Y_{n:n} \) stochastically dominates \( Y_{n/2:n} \), that is,
\[ P\{Y_{n/2:n} > x\} \leq P\{Y_{n:n} > x\} \]

**Proof.** Consider the system with \( s = 2 \) where scheduling until job completion is done as follows. The system runs until one server completes the first of its two CUs, at which point it is halted. This happens at a random time distributed as \( X_{1:n} \). The system of the remaining \( n - 1 \) servers runs until one server completes the first of its 2 CUs, at which point it is halted. This happens at a random time distributed as \( X_{1(n-1)} \) measured from the moment the first server was halted. The process continues in the same manner until \( k = n/2 \) servers have completed the first of their 2 CUs, at which point all remaining servers are halted. This happens at a random time \( T_1 \) given as
\[ T_1 = X_{1:n} + X_{1(n-1)} + \cdots + X_{1(n-k+1)} \]

At this point, the \( n - k = k \) servers which have completed one CU are restarted. The job is complete when each server completes the remaining CU, which happens at a random time \( T_2 \) given as
\[ T_2 = X_{1(n-k)} + X_{1(n-k-1)} + \cdots + X_{1:1} \]

Note that, because some servers are halted, this system cannot perform better than the original \( s = 2 \) system. On the other hand, it performs as well as the \( s = 1 \) system since we have \( Y_{n:n} = T_1 + T_2 \).

**c)** Numerical Analysis: We evaluate the derived expression for \( E[Y_{n:n}] \), and the results are shown in Fig. 5. We see that when \( W/\Delta \) is small (e.g. 0, 0.1), splitting (maximum parallelism) gives the best performance. On the other hand, when \( W/\Delta \) is large (e.g. 1, 10, \( \infty \)), we need coding in order to be optimal. The figure confirms Theorem 4 and Theorem 5 that say that splitting is better than replication and the rate half code is better than splitting when \( \Delta = 0 \).
Under the additive model, parallelism outperforms diversity, which was not always the case under the server-dependent and data-dependent models. Coding is optimal for some values of $\Delta$ and $W$, and the optimal code rate is around $1/2$.

V. PARETO SERVICE TIME

Under the Pareto model, the CU service time is given by $X$, where $X \sim \text{Pareto}(\lambda, \alpha)$. The expected job completion time $\mathbb{E}[Y_{k:n}]$ depends on the service time of $s = n/k$ CUs, which is determined by the service time scaling model. We next determine $\mathbb{E}[Y_{k:n}]$ for our three scaling models.

A. Server-Dependent Scaling

Under the server-dependent scaling, the service time of a task consisting of $s$ CUs is given by $Y = s \cdot X$. Therefore, the job completion time is given by

$$Y_{k:n} = s \cdot X_{k:n}, \text{ where } X \sim \text{Pareto}(\lambda, \alpha)$$

and, by using the expression for $\mathbb{E}[X_{k:n}]$ in (21), we have

$$\mathbb{E}[Y_{k:n}] = s\lambda \frac{n!}{(n-k)!} \frac{\Gamma(n-k+1-1/\alpha)}{\Gamma(n+1-1/\alpha)}$$

The minimum expected job completion time is given by the following theorem:

**Theorem 6.** The expected job completion time for Pareto($\lambda, \alpha$) service time with server-dependent scaling reaches the minimum when $k^*$ is the ceiling or floor of $\frac{\alpha n - 1}{\alpha + 1}$.

**Proof.** From the definition of Gamma function, we have $\Gamma(z+1) = z\Gamma(z)$, and thus

$$\mathbb{E}[Y_{k:n}] = s\lambda \prod_{i=0}^{k-1} \frac{n-i}{n-1/\alpha - i} = \frac{s\lambda}{k} \prod_{i=0}^{k-1} \frac{n-i}{n-1/\alpha - i}$$

Therefore,

$$\mathbb{E}[Y_{k:n}] \approx \frac{(k+1)(n-1/\alpha - k)}{k(n-k)}.$$

From this ratio, we see that when $k \leq \frac{\alpha n - 1}{\alpha + 1}$, then $\mathbb{E}[Y_{k:n}] \geq \mathbb{E}[Y_{k+1:n}]$, and when $k \geq \frac{\alpha n - 1}{\alpha + 1}$, then $\mathbb{E}[Y_{k:n}] \leq \mathbb{E}[Y_{k+1:n}]$. Since $k$ is an integer, the minimum $\mathbb{E}[Y_{k:n}]$ is reached by setting $k$ to the ceiling or floor of $\frac{\alpha n - 1}{\alpha + 1}$. \hfill \square

Pareto distribution has a finite mean only when $\alpha > 1$. As $\alpha$, the tail index, decreases, the right tail of Pareto becomes heavier. From Theorem 6, we know that the optimal $k$ ($k^*$) increases with $\alpha$. When $\alpha \downarrow 1$, $k^* \approx \left\lceil \frac{n-1}{2} \right\rceil$ or $\left\lfloor \frac{n-1}{2} \right\rfloor$, and $\mathbb{E}[Y_{k:n}]$ is minimized by coding. When $\alpha \to \infty$, then $k^* \approx n$, and $\mathbb{E}[Y_{k:n}]$ is minimized by splitting. Recall that $\alpha \to \infty$ implies an almost deterministic distribution, where splitting is expected to be optimal.

Numerical Analysis: We evaluate $\mathbb{E}[Y_{k:n}]$ to see how the expected job completion time changes with $k$. We consider a system with $n = 12$ workers for four different values of $\alpha \in \{1.5, 2, 3, 5\}$. We assume the Pareto scale parameter is $\lambda = 1$. The results are plotted in Fig. 6. When the tail is heavy ($\alpha=1.5$), then $\mathbb{E}[Y_{k:n}]$ reaches its minimum at $k = 6$, and coding with the rate 1/2 is optimal. Both replication and splitting have poor performance in this case. When the tail is light ($\alpha=5$), then $\mathbb{E}[Y_{k:n}]$ is minimized by splitting. Replication still performs poorly. Otherwise ($\alpha=2, 3$), coding with the rate 1/2 is optimal. Splitting performs better than replication. From Theorem 6, we calculate the optimal $k^* = 6.8, 7.7, 8.8,$ and $9.8$ respectively for the four scenarios. Since $k \in \{1, 2, 3, 4, 6, 12\}$, $k^*$ is either 6 or 12. The theoretically optimal $k^*$’s are consistent with the results in Fig. 6.

B. Data-Dependent Scaling

Under the data-dependent scaling, the service time of a task consisting of $s$ CUs is given by $Y = s \cdot \Delta + X$. Therefore,
the job completion time is given by
\[ Y_{k:n} = s \cdot \Delta + X_{k:n}, \quad \text{where } X \sim \text{Pareto}(\lambda, \alpha) \]
and, by using the expression for \( E[X_{k:n}] \) in (21), we have
\[ E[Y_{k:n}] = s\Delta + \lambda \frac{n!}{(n-k)!} \frac{\Gamma(n-k+1-1/\alpha)}{\Gamma(n+1-1/\alpha)} \quad (9) \]

We cannot easily derive the \( k^* \) that minimizes \( E[Y_{k:n}] \) from the above equation. However, according to the approximation for the ratio of two gamma functions given in (22), we have
\[ E[Y_{k:n}] \approx \frac{n\Delta}{k} + \lambda \left( \frac{n}{n-k} \right)^{1/\alpha}. \]

Notice that the first term decreases with \( k \), calling for maximal parallelism, whereas the second term increases with \( k \), calling for maximal diversity.

Since the service time \( Y = s \cdot \Delta + X \), we can understand \( Y \) as a shifted Pareto RV. Thus, \( Y \) can be approximated to a constant by Pareto RV based on whether the shift \( \Delta \) is far larger or smaller than the mean of Pareto \( \frac{\alpha\lambda}{\alpha-1} \). As for the Shifted-Exponential distribution with data-dependent scaling, we conclude the following. When \( \Delta \gg \frac{\alpha\lambda}{\alpha-1} \), i.e., \( E[Y_{k:n}] \approx \frac{\Delta}{\alpha} \), it is optimal to operate in the maximal parallelism mode. When \( \Delta \ll \frac{\alpha\lambda}{\alpha-1} \), i.e., \( E[Y_{k:n}] \approx \lambda \left( \frac{n}{n-k} \right)^{1/\alpha} \), it is optimal to operate in the maximal diversity mode.

Remark: We have concluded here for the Pareto service time and in the previous section for the exponential service time that replication is optimal when \( \Delta \ll E[X] \), splitting is optimal when \( \Delta \gg E[X] \), and coding is optimal otherwise. That conclusion applies to any service time PDF which has the first moment and the \( \Delta \) and \( X \) components as in the cases considered here. The optimal code rate depends on how \( \Delta \) compares to \( E[X] \).

Numerical Analysis: We evaluate \( E[Y_{k:n}] \) to see how the expected job completion time changes with the values of \( k \). We consider a system with \( n = 12 \) workers for four different values of \( \alpha \in \{1.5, 2, 3, 5\} \). The results are plotted in Fig. 7. We conclude that splitting is optimal when the Pareto tail is light (\( \alpha \) is large) and coding becomes optimal when the tail gets heavier (\( \alpha \) is small).

In Fig. 8, we consider the same system for four different values of \( \Delta \in \{0.1, 0.5, 5, 10\} \). It is easy to calculate the Pareto mean \( \frac{\alpha\lambda}{\alpha-1} \). When \( \Delta \ll 7.5 \) (e.g. 0.1, 0.5), replication or low-rate coding is optimal. When \( \Delta \) approaches 7.5 (e.g. 5, 10), splitting or high-rate coding is optimal. These observations validate the above analysis that the optimal strategy changes with the ratio of \( \Delta \) and the Pareto mean.

C. Additive Scaling

Under the additive scaling, the service time of a task consisting of \( s \) CU's is given by
\[ Y = X_1 + \cdots + X_s \quad \text{where } X_i \sim \text{Pareto}(\lambda, \alpha) \]
and the job completion time is \( Y_{k:n} \).

For splitting (\( s = 1 \)), \( Y \) is a Pareto RV. Thus, the job completion time \( E[Y_{n:n}] = E[X_{n:n}] = \lambda n! \frac{\Gamma(n+1-1/\alpha)}{\Gamma(n+1-1/\alpha)} \) [68]. For coding and replication, the corresponding expressions are difficult to derive. Nevertheless, we can compare splitting and replication when \( n \) is large by using the Law of Large Numbers (LLN). We conclude in Theorem 7 that splitting outperforms replication when \( n \) is sufficiently large.

Theorem 7. Under the Pareto(\( \lambda, \alpha \)) service time with additive scaling, if the 4-th moment exists, i.e., if \( \alpha > 4 \), when \( n \) is sufficiently large, we have \( E[Y_{1:n}] > E[Y_{n:n}], \) which means splitting outperforms replication by achieving a lower expected job completion time.

Proof. We prove that \( E[Y_{1:n}] > E[Y_{n:n}] \) for \( n \to \infty \), by showing that there is a function \( f(n) \) such that
\[ E[Y_{n:n}] \leq f(n) < E[Y_{1:n}] \quad (10) \]
We first show that there is a function \( f(n) \) which satisfies
\[ E[Y_{1:n}] > f(n) \] when \( n \to \infty \). For the Pareto distribution, the mean \( m_{\lambda,\alpha} = \lambda/\alpha - 1 \) exist if \( \alpha > 1 \). Therefore, by the LLN, we have \( \frac{1}{n} \sum_{j=1}^{n} X_j \to m_{\lambda,\alpha} \) as \( n \to \infty \).

If \( \alpha > 4 \), the 4-th moment of Pareto distribution exists. Let \( E[X^4] = \xi < \infty \) and \( Z = X - m_{\lambda,\alpha} \). By applying Jensen’s inequality and removing negative terms, it follows that \( E[Z^4] = E[X^4] - 4E[X^3]m_{\lambda,\alpha} + 6E[X^2]m_{\lambda,\alpha}^2 - 4m_{\lambda,\alpha}^3 \leq 7\xi \).

Next, define an RV \( S \) to be \( S = \sum_{i=1}^{n} Z_i \). Since \( Z_i \) are i.i.d. for \( i = 1, 2, \ldots, n \) and \( E[Z_i] = 0 \), by expanding \( S^4 \), we know the terms which have 4 or 3 different indices have 0 expectation. For example, \( E[Z_1^2Z_2Z_3] = E[Z_1^2]E[Z_2]E[Z_3] = 0 \).

The terms which have 2 different indices have the expectation \( E[Z_1^2Z_2^3] \leq \xi \) by Jensen’s inequality. And the coefficient is \( 3\xi^2 - 3\xi \). Similarly, the terms which have 1 index have the expectation \( 3\xi \). Thus we have \( E[S^4] \leq 3 \cdot 7\xi \cdot n^2 \).

Furthermore, by Markov’s inequality, we obtain
\[
p_n = \Pr\{|S|/n \geq \eta\} \leq \frac{E[S^4]}{n^4\eta^4} \leq \frac{21\xi}{n^2\eta^4},
\]
where \( |S| \) is the absolute value of \( S \), and \( \eta \) is a small positive number. Note that \( S + nm_{\lambda,\alpha} = \sum_{i=1}^{n} X_i \) is the time a worker takes to complete his task and the replication strategy. Let \( S_i + nm_{\lambda,\alpha} \) be the time that the \( i \)-th worker takes to complete his task. Then, the job completion time is \( Y_{1:n} = nm_{\lambda,\alpha} + \min S_i \). Since \( S_1, S_2, \ldots, S_n \) are independent, we have that \( \Pr\{Y_{1:n} > n(m_{\lambda,\alpha} - \eta)\} = \Pr\{Y_{1:n} > nm_{\lambda,\alpha} - n\eta\} = (\Pr\{S_i > -n\eta\})^n > (1 - \Pr\{|S|/n \geq \eta\})^n \).

By using the bound in (11), it follows that
\[
\Pr\{Y_{1:n} > n(m_{\lambda,\alpha} - \eta)\} > (1 - p_n)^n \geq \left(1 - \frac{21\xi}{n^2\eta^4}\right)^n
\]

When \( n \to \infty \), the rightmost term above tends to 1. Therefore, when \( n \) is sufficiently large, we have that \( \Pr\{Y_{1:n} > n(m_{\lambda,\alpha} - \eta)\} \to 1 \), and thus \( E[Y_{1:n}] > n(m_{\lambda,\alpha} - \eta) \). Let \( f(n) = n(m_{\lambda,\alpha} - \eta) \).

We next prove that \( f(n) = n(m_{\lambda,\alpha} - \eta) \) satisfies \( f(n) > E[Y_{1:n}] \) for \( n \to \infty \). The job completion time for splitting is \( Y_{2:n} = \max_{1 \leq i \leq n} X_i \). Since \( \alpha > 4 \), the second moment of Pareto distribution exists. Let \( E[X^2] = \zeta < \infty \). Then, by Markov’s inequality, we have
\[
g_n = \Pr\{X \geq n(m_{\lambda,\alpha} - \eta)\} \leq \frac{\zeta}{n^2(m_{\lambda,\alpha} - \eta)^2}
\]

Since \( X_1, \ldots, X_n \) are independent, we have that \( \Pr\{Y_{2:n} < n(m_{\lambda,\alpha} - \eta)\} = (1 - g_n)^n \). By using the bound in (13), it follows that
\[
\Pr\{Y_{2:n} < n(m_{\lambda,\alpha} - \eta)\} \geq (1 - q_n)^n \geq \left(1 - \frac{21\xi}{n^2\eta^4}\right)^n
\]

When \( n \to \infty \), the rightmost term above tends to 1. Therefore, when \( n \) is sufficiently large, we have \( \Pr\{Y_{2:n} < n(m_{\lambda,\alpha} - \eta)\} \to 1 \), and thus \( E[Y_{2:n}] < n(m_{\lambda,\alpha} - \eta) = f(n) \).

We have shown that when \( n \) is sufficiently large, the inequalities (10) hold, which proves the theorem.

From the proof of Theorem 7, we get the lower bound on the expected time for replication: \( E[Y_{1:n}] \geq n(m_{\lambda,\alpha} - \eta)r_n \).

Here \( \eta \) is a small and positive and \( r_n = (1 - \frac{21\xi}{n^2\eta^4})^n \) by (12).

Observe that having Pareto service time plays no special role, and the arguments we used apply to any PDF which has the 4-th moment, as we formally express in Corollary 1.

**Corollary 1.** For a general service time distribution with additive scaling as a function of the diversity/parallelism parameter \( k \), the number of workers (job size) is \( n = 12 \), and task size per worker is \( s = n/k \) (Since both \( k \) and \( s \) are integers, we have \( k \in \{1, 2, 3, 4, 6, 12\} \)). Results are obtained by simulation. We use dashed curves to connect the points corresponding to different allowed values of \( k \) for a given \( \alpha \). The Pareto scale parameter is \( \lambda = 1 \). Splitting or coding is optimal depending on the value of \( \alpha \).

**Simulation Analysis:** Although the expression of \( E[Y_{k:n}] \) is unknown, we can analyze \( E[Y_{k:n}] \) vs. \( k \) by simulation. For each worker, we sum \( s \) Pareto RVs samples. We then compare the \( n \) workers’ service times to get \( Y_{k:n} \). We estimate \( E[Y_{k:n}] \) by calculating the average of 10000 values of \( Y_{k:n} \). We consider a system with \( n = 12 \) workers and four different values of the tail index \( \alpha \in \{1, 2, 3, 5\} \). The simulation results are plotted in Fig. 9. We observe that splitting is optimal for a light tail (large \( \alpha \)), and coding is optimal for a heavy tail (small \( \alpha \)). When coding is optimal, the optimal code rate is close to 1/2. (Recall that we do not consider all fractions as possible code rates.)

In Fig. 10, we compare replication and its lower bound with splitting. The result for replication is from simulation, and the results for splitting and the lower bound are from their expressions. We observe that \( E[Y_{1:n}] \) with replication is much larger than its lower bound. Nevertheless, the lower bound is clearly larger than \( E[Y_{1:n}] \) with splitting. Thus we conclude that splitting outperforms replication by achieving a lower expected job completion time for the large \( n \) scenario.

**VI. BI-MODAL SERVICE TIME**

Under the Bi-Modal model, the CU service time is given by \( X \), where \( X \sim Bi-Modal(B, c) \) as given in (1). The expected job completion time \( E[Y_{k:n}] \) depends on the service time of \( s = n/k \) CUs, which is determined by service.
is when the magnitude of straggling in (1), we see that when the probability of straggling

calculate the approximate bound on the expected job completion time. The lower bound on replication
means that splitting is optimal.

Bound, we use (21) and (12), respectively. The lower bound on replication shows that splitting outperforms replication.

time scaling model. In the following three subsections, we determine $E[Y_{k:n}]$ for our three scaling models.

A. Server-Dependent Scaling

Under the server-dependent scaling, the service time of a task consisting of $s$ CUs is given by $Y = s \cdot X$. Therefore, the job completion time is given by

$$Y_{k:n} = s \cdot X_{k:n}, \text{ where } X \sim \text{Bi-Modal}(B, \epsilon)$$

It is easy to see that $X_{k:n}$ is a Bi-Modal random variable

$$X_{k:n} = \begin{cases} 
B & \text{w.p. } \sum_{i=0}^{k-1} \binom{n}{i}(1-\epsilon)^i \epsilon^{n-i} \\
1 & \text{w.p. } 1 - \sum_{i=0}^{k-1} \binom{n}{i}(1-\epsilon)^i \epsilon^{n-i} 
\end{cases}$$

and that its expectation is given by

$$E[Y_{k:n}] = s + s(B - 1) \sum_{i=0}^{k-1} \binom{n}{i} \epsilon^{n-i}(1-\epsilon)^i. \quad (14)$$

From the definition of the Bi-Modal($B, \epsilon$) distribution given in (1), we see that when the probability of straggling $\epsilon$ is small ($\epsilon \to 0$), then $X$ is highly concentrated around 1, and when $\epsilon$ is large ($\epsilon \to 1$), then $X$ is highly concentrated around $B$. Therefore, in these two extreme cases, we have little variation in $X$, and thus diversity at the expense of parallelism does not help. Therefore, $E[Y_{k:n}]$ reaches its minimum at $k = n$, which means that splitting is optimal.

Another case, in which we also have little variation in $X$, is when the magnitude of straggling $B$ is small. We formally show that splitting is optimal in Proposition 1 for $B \leq 2$.

**Proposition 1.** For Bi-Modal($B, \epsilon$) service time with server-dependent scaling, if $B \leq 2$, the expected job completion time $E[Y_{k:n}]$ reaches its minimum at $k = n$ (maximal parallelism).

**Proof.** Since $k$ is an integer that divides $n$, we know that either $k = n$ or $k \leq n/2$. When $k = n$, then $E[Y_{n:n}] = 1 + (B - 1) \sum_{i=0}^{n-1} \binom{n}{i} \epsilon^{n-i}(1-\epsilon)^i < B \leq 2$. When $k \leq n/2$, then $E[Y_{k:n}] > s = n/k \geq 2$.

When $B > 2$, computing $k$ that minimizes the expression for $E[Y_{k:n}]$ in (14) becomes harder, and we use the LLN to approximate $E[Y_{k:n}]$ for large $n$, as follows:

**Theorem 8.** For the Bi-Modal($B, \epsilon$), where $B > 2$, service time with server-dependent scaling, we have

$$E[Y_{k:n}] \sim \frac{1}{r} p_r + \frac{B}{r} q_r \text{ as } n \to \infty \quad (15)$$

Here, $r = k/n$ is the code rate, $p_r \to 1$ if $1 - \epsilon > r$ and $p_r \to 0$ if $1 - \epsilon < r$ and $q_r = 1 - p_r$.

**Proof.** At server $i$, $i = 1, \ldots, n$, the task completion time $Y_i$ is a Bi-Modal random variable taking value $s \cdot 1$ or $s \cdot B$. Therefore, the job completion time $Y_{k:n}$ is also a Bi-Modal random variable taking value $s$ or $sB$. We define an indicator function

$$I_{Y_i \{sB\}} = \{ Y_i \{s, sB\} \} \to \{0, 1\},$$

which takes value one when $Y_i$ takes value $s$ and zero otherwise. Let $M$ be the sum of $n$ i.i.d. indicators $I_{Y_i \{sB\}}$ where $i = 1, \ldots, n$. ($M$ is the number of servers whose completion time took value $s$ in a given realization.) Then $Pr(Y_{k:n} = s) = Pr(M \geq k)$ and $Pr(Y_{k:n} = sB) = Pr(M < k)$.

We next look into $M$ through the LLN lens. Let $r \equiv k/n$ and $M_n \equiv M/n$. Observe that $M_k \to 1 - \epsilon$ as $n \to \infty$. We see that $p_r = Pr(Y_{k:n} = s) = Pr(M \geq k) \to 1$ if $1 - \epsilon > r$ and and $0$ if the inequality is reversed. Since $s = 1/r$, the LLN approximation yields the expression (15).

From (15), we see that $E[Y_{k:n}]$ is a convex, unimodal function of $r$ on $[0, 1 - \epsilon]$, and a decreasing function of $r$ on $(1 - \epsilon, 1]$. Therefore, $E[Y_{k:n}]$ has two local minimums: $1/(1 - \epsilon)$ at $r = 1 - \epsilon$ and $B$ at $r = 1$, which we compare and conclude the following. Whether coding or splitting is optimal depends on how the probability of straggling $\epsilon$ and straggling magnitude $B$ compare to each other. When $\epsilon \leq (B - 1)/B$, the global minimum is $1/(1 - \epsilon)$, and thus coding with the code rate $r = 1 - \epsilon$ is optimal. When $\epsilon > (B - 1)/B$, the global minimum is $B$, and thus splitting is optimal.

Notice that the LLN based approximation provides both qualitative and quantitative insights. We obtain a useful approximation of the optimal code rate in (15), which is much simpler and insightful than the exact expression (14). Moreover, from the numerical analysis below, we can observe that the approximation is useful even for small $n$.

**Remark:** Based on the insight we gained from the above analysis, we make the following conjecture about the optimal strategy for a general class of service time PDFs. The claim in the conjecture holds for the PDFs considered in this paper.

**Conjecture 1.** Under server-dependent scaling and a CU service time $X = \delta + Z$ where $\delta \geq 0$ is a constant and $Z$ is a random variable whose support includes $0$, the expected job completion time is minimized by replication when $\delta = 0$ and by coding or splitting otherwise.

**Numerical Analysis:** In Fig. 11, we evaluate the expression of $E[Y_{k:n}]$ to see how the expected job completion time changes with the diversity/parallelism parameter $k$. We consider a system with $n = 12$ workers for six different values of $\epsilon \in \{0.005, 0.2, 0.4, 0.6, 0.8, 0.9\}$. Some observations can
From these observations, we conclude that as \( \epsilon \) reaches its minimum at \( \epsilon = 0 \), splitting is optimal. When \( \epsilon \) is large (e.g., \( \epsilon = 10, 15 \)), \( \mathbb{E}[k_{n,s}] \) is minimized by coding and the optimal code rate increases with \( B \). When \( B \) is very large (e.g., \( B > 150 \)), not shown in Fig. 12, replication is optimal. From the above, we conclude that the magnitude of \( B \) determines the diversity/parallelism trade-off: when \( B \) is small, we gain more from parallelism, s.t. splitting. When \( B \) is large, we gain more from diversity, s.t. coding or replication.

![Fig. 11. Expected job completion time \( \mathbb{E}[Y_{k,n}] \) for Bi-Modal service time with server-dependent scaling as a function of the diversity/parallelism parameter \( k \) (cf. (14)). The straggling magnitude \( B \) is 10. The number of workers (job size) is \( n = 12 \), and task size per worker is \( s = n/k \). (Since both \( k \) and \( s \) are integers, we have \( k \in \{1, 2, 3, 4, 6, 12\} \). We use dashed curves to connect the points corresponding to different allowed values of \( k \) for a given \( \alpha \).) The optimal code rate decreases as \( \epsilon \) increases, except when \( \epsilon \) approaches 1, where the maximal parallelism is optimal.

![Fig. 12. Expected job completion time \( \mathbb{E}[Y_{k,n}] \) for Bi-Modal service time with server-dependent scaling as a function of the diversity/parallelism parameter \( k \) (cf. (14)). The straggling magnitude \( B \) is 10. The number of workers (job size) is \( n = 12 \), and task size per worker is \( s = n/k \). (Since both \( k \) and \( s \) are integers, we have \( k \in \{1, 2, 3, 4, 6, 12\} \). We use dashed curves to connect the points corresponding to different allowed values of \( k \) for a given \( \alpha \).) The optimal code rate decreases with increasing \( B \).

be made from the figure: when \( \epsilon \to 0 \) (e.g., 0.005), \( \mathbb{E}[Y_{k,n}] \) decreases with \( k \), and splitting is optimal. When \( \epsilon \) is small (e.g., 0.2, 0.4, 0.6), \( \mathbb{E}[Y_{k,n}] \) reaches its minimum at \( k = 2, 6 \), thus coding is optimal and the optimal code rate decreases with increasing \( \epsilon \). When \( \epsilon \) is large (e.g., 0.8, 0.9), \( \mathbb{E}[Y_{k,n}] \) reaches its minimum at \( k = 12 \), and splitting is optimal. From these observations, we conclude that as \( \epsilon \) increases, \( \mathbb{E}[Y_{k,n}] \) is minimized by introducing more diversity. However, when \( \epsilon \) approaches 1, \( X \) approaches to a deterministic random variable, then \( \mathbb{E}[Y_{k,n}] \) is minimized by maximal parallelism.

In Fig. 12, we evaluate \( \mathbb{E}[Y_{k,n}] \) vs. \( k \) for four different values of \( B \) (from 2 to 15). We observe that when \( B \) is small (e.g., 2, 5), splitting is optimal. When \( B \) is large (e.g., 10, 15), \( \mathbb{E}[Y_{k,n}] \) is minimized by coding and the optimal code rate increases with \( B \).

In Fig. 13, we compare the LLN approximation of \( \mathbb{E}[Y_{k,n}] \) given by (15) and the exact result given by (14) for Bi-Modal service time with server-dependent scaling. The straggling magnitude \( B \) is 10. The number of workers (job size) is \( n = 60 \), task size per worker is \( s = n/k \). (upper) The LLN approximation shows the \( \mathbb{E}[Y_{k,n}] \) vs. the code rate \( r = k/n \). (lower) The exact dependence of \( \mathbb{E}[Y_{k,n}] \) on the diversity/parallelism parameter \( k \). Since both \( k \) and \( s \) are integers, we have \( k \in \{1, 2, 3, 4, 5, 6, 10, 12, 15, 20, 30, 60\} \). We use dashed curves to connect the points corresponding to different allowed values of \( k \) for a given \( \alpha \). The LLN approximation performs well here.
\( \epsilon = 0.6 \), the LLN approximate optimal value is \( r = 1/3 \) (\( k^* = 20 \)), whereas the exact value is \( k^* = 15 \). Third, the minimum \( E[Y_{k:n}] \)'s in the LLN are close to the values in the exact result. Therefore, we see that in spite of some differences, the LLN approximation is good, as it shows well the general trend and gives some exact results. Furthermore, the approximation should be even better for larger \( n \).

### B. Data-Dependent Scaling

Under the data-dependent scaling, the service time of a task consisting of \( s \) CUs is given by \( Y = s \cdot \Delta + X \). Therefore, the job completion time is given by

\[
Y_{k:n} = s \cdot \Delta + X_{k:n}, \text{ where } X \sim \text{Bi-Modal}(B, \epsilon)
\]

and, by using the expression for \( E[X_{k:n}] \) in (14), we have

\[
E[Y_{k:n}] = s\Delta + 1 + (B-1) \sum_{i=0}^{k-1} \binom{n}{i} e^{n-i}(1-\epsilon)^i \quad (16)
\]

Note that \( s\Delta \) is a decreasing function of \( k \) (since \( s = n/k \)), whereas \( E[X_{k:n}] \) is an increasing function of \( k \) (by the definition of order statistics). Then, there is a balance between \( s\Delta \) and \( E[X_{k:n}] \) that minimizes the expected job completion time \( E[Y_{k:n}] \). However, since the expression of \( E[Y_{k:n}] \) is very complicated, it is difficult to find the minimum value. Instead of finding the exact value of minimum \( E[Y_{k:n}] \), we can find the approximation by applying large numbers for the large \( n \) scenario.

**Large \( n \) Scenario:**

By applying LLN, we find the approximation for the expected job completion time \( E[Y_{k:n}] \) in Theorem 9.

**Theorem 9.** Considering Bi-Modal\((B, \epsilon) \) service time with data-dependent scaling, when \( n \) is sufficiently large, we find the LLN approximation for \( E[Y_{k:n}] \),

\[
E[Y_{k:n}] \sim \frac{\Delta}{r} + p_r + Bq_r, \text{ as } n \to \infty \quad (17)
\]

where \( r = \frac{k}{n} \) is the code rate, \( p_r \rightarrow 1 \) if \( 1-\epsilon > r \) and \( 0 \) if the inequality is reversed, and \( q_r = 1-p_r \).

**Proof.** At server \( i \), \( i = 1, \ldots, n \), the task completion time \( Y_i = s\Delta + X_i \), where \( X_i \) is a Bi-Modal random variable taking value 1 or \( B \). Therefore, the job completion time \( Y_{k:n} = s \cdot \Delta + X_{k:n} \). We define an indicator function \( 1_{\{X_i \leq 1\}} : \{X_i \} \{1, 2, B\} \rightarrow \{0, 1\} \). Let \( M \) be the sum of \( n \) i.i.d. indicators \( 1_{\{X_i \leq 1\}} \) where \( i \in \{1, \ldots, n\} \). Then \( \Pr[X_{k:n} = B] = \Pr[M < k] \) and \( \Pr[X_{k:n} = 1] = \Pr[M \geq k] \).

We next look into \( M \) through the LLN lens. Let \( r = \frac{k}{n} \) and \( M_n \equiv M/n \). Observe that \( M_n \rightarrow 1-\epsilon \) as \( n \to \infty \). From the above, we see that \( p_r = \Pr[X_{k:n} = 1] = \Pr[M_n \geq r] \rightarrow 1 \) if \( 1-\epsilon > r \) and \( 0 \) if the inequality is reversed, and \( q_r = 1-p_r \).

The values of local minimums: \( 1 + \Delta/(1-\epsilon) \) at \( r = 1-\epsilon \) and \( \Delta + B \) at \( r = 1 \), which we compare and reach the following conclusions. When \( \epsilon \leq (B-1)/(\Delta + B - 1) \), the global minimum is \( 1 + \Delta/(1-\epsilon) \), and thus coding at rate \( r = 1 - \epsilon \) is optimal. When \( \epsilon > (B-1)/(\Delta + B - 1) \), the global minimum is \( \Delta + B \), and thus splitting is optimal.

**Numerical Analysis:** In Fig. 14, we evaluate \( E[Y_{k:n}] \) vs. \( k \). There are \( n = 12 \) workers and \( \Delta = 5 \). By comparing five different values of \( \epsilon \in \{0.05, 0.2, 0.5, 0.6, 0.9\} \), we observe that when \( \epsilon \to 0 \) (e.g. 0.05), \( E[Y_{k:n}] \) decreases with increasing \( k \), thus splitting is optimal. When \( \epsilon \to \infty \) (e.g. 0.2, 0.5), \( E[Y_{k:n}] \) reaches its minimum at \( k = 6 \), thus coding is optimal. When \( \epsilon \) is large (e.g. 0.5, 0.6, 0.9), \( E[Y_{k:n}] \) decreases with increasing \( k \) again, thus splitting is optimal. From these observations, we conclude that as \( \epsilon \) increases, \( E[Y_{k:n}] \) is minimized by introducing more diversity, but when \( \epsilon \) approaches 1, maximal parallelism is optimal.

In Fig. 15, we analyze \( E[Y_{k:n}] \) vs. \( k \) in a system with \( n = 12 \) workers and \( \Delta = 5 \) for four different values of \( B \in \{2, 10, 30, 60\} \). The diversity/parallelism trade-off is determined by the magnitude of \( B \). When \( B \) is small (e.g. 2, 10), \( E[Y_{k:n}] \) decreases with increasing \( k \), thus splitting is optimal. When \( B \) is large (e.g. 30, 60), \( E[Y_{k:n}] \) reaches its minimum at \( k = 6 \), thus coding is optimal. Notice that if \( \Delta = 0 \), replication is optimal; If \( \Delta \gg B \), splitting is optimal. In Fig. 16, we compare the LLN approximation of \( E[Y_{k:n}] \) (upper) with the exact result (16) (lower). There are \( n = 60 \) workers, \( \Delta = 5 \), and three values of \( \epsilon \). Since \( E[Y_{k:n}] \) is very large when \( k \) (\( r \)) is small, we only plot the points for \( k \geq 5 \) (\( r > 1/12 \)). We compare three important metrics to evaluate the approximation: the local minimums, the optimal \( k^* \) and the minimum \( E[Y_{k:n}] \), and observe the following. First, for each value of epsilon, both the LLN and the exact result have the same number of local minimums. The values of local minimums in both graphs are close to each other. Second, the LLN shows the same values of \( k^* \)’s as the exact result. Third,
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### C. Additive Scaling

Under the additive scaling, the service time of a task consisting of \( s \) CUs is given by

\[ Y = X_1 + \cdots + X_s, \quad \text{where} \quad X_i \sim \text{Bi-Modal}(B, \epsilon). \]

We derive the expressions for \( Y \) and the expected job completion time \( \mathbb{E}[Y_{k,n}] \) in Lemma 1 (see Appendix A-A4). These expressions are unsuitable for theoretical analysis, but can be numerically evaluated. By theoretical analysis, we only find that splitting is optimal when \( B \leq 2 \) in Proposition 2.

**Proposition 2.** For Bi-Modal\((B, \epsilon)\) service time, if \( B \leq 2 \), the expected job completion time \( \mathbb{E}[Y_{k,n}] \) reaches its minimum when \( k = n \) (maximal parallelism).

**Proof.** When \( k = n \), we have \( s = n/k = 1 \), and thus \( Y \sim \text{Bi-Modal}(B, \epsilon) \). Then we have \( Y_{n,n} = 1 \) with the probability \((1 - \epsilon)^n\), and \( Y_{n,n} = B \) with the probability \(1 - (1 - \epsilon)^n\). Therefore, \( \mathbb{E}[Y_{n,n}] \leq B \leq 2 \). When \( k < n \), we have \( s = n/k \geq 2 \), then \( \mathbb{E}[Y_{k,n}] > 2 \).

\[ \mathbb{E}[Y_{k,n}] \]

this is not the case for server-dependent and data-dependent scaling, where replication may be optimal for certain (large) values of \( B \).

**Conjecture 2.** For Bi-Modal\((B, \epsilon)\) service time with additive scaling, either coding or splitting outperforms replication, i.e. there exists \( k \), \( 2 \leq k \leq n \) such that \( \mathbb{E}[Y_{k,n}] < \mathbb{E}[Y_{1,n}] \).

In Fig. 18, we plot \( \mathbb{E}[Y_{k,n}] \) vs. \( k \) in a system with \( n = 12 \) workers for four different values of \( B \in \{2, 5, 10, 20\} \). We see that the diversity/parallelism trade-off is determined by the magnitude of straggling \( B \). The figure also shows that the optimal code rate is either \( 1/2 \) or \( 1 \), which coincides with Conjecture 2.

**Remark:** Based on the insight we gained from the analysis up to this point, we make the following conjecture about the optimal strategy for general service time PDFs. The claim in the conjecture holds for the PDFs considered in this paper.

---

**Fig. 15.** Expected job completion time \( \mathbb{E}[Y_{k,n}] \) for Bi-Modal service time with data-dependent scaling as a function of the diversity/parallelism parameter \( k \) (cf. (16)). The straggling probability \( \epsilon \) is 0.6. The number of workers (job size) is \( n = 12 \), and task size per worker is \( s = n/k \). (Since both \( k \) and \( s \) are integers, we have \( k \in \{1, 2, 3, 4, 6, 12\} \). We use dashed curves to connect the points corresponding to different allowed values of \( k \) for a given \( \alpha \).)

---

**Fig. 16.** Comparisons between the LLN approximation of \( \mathbb{E}[Y_{k,n}] \) given by (17) and the exact result given by (16) for Bi-Modal service time with data-dependent scaling. The straggling magnitude \( B \) is 10. The number of workers (job size) is \( n = 60 \), task size per worker is \( s = n/k \). (upper) The LLN approximation shows the \( \mathbb{E}[Y_{k,n}] \) vs. the code rate \( r = k/n \). (lower) The exact dependence of \( \mathbb{E}[Y_{k,n}] \) on the diversity/parallelism parameter \( k \). (Since both \( k \) and \( s \) are integers, we have \( k \in \{1, 2, 3, 4, 5, 6, 10, 12, 15, 20, 30, 60\} \). We use dashed curves to connect the points corresponding to different allowed values of \( k \) for a given \( \alpha \).)
Depending on the level of redundancy used in the system, each worker has to execute a task consisting of one or more computing units (a minimum-size task below which distributed computing would be inefficient). In Sections IV, V, and VI, we considered three common models for the computing unit service time PDF. For each of these models, we adopted three common assumptions about service time scaling with the task size. For each service time model, the results are summarised in a table at the end of the corresponding section. We also drew several conclusions and conjectures about a general service time distributions with the finite fourth moment.

In our summary of the results in Table I, we distinguished only between the following three regimes: 1) maximum parallelism (splitting the job across the workers), 2) maximum diversity (replication of the job at each worker), and 3) the region where redundancy is added as a form of diversification that reduces diversity and parallelism. We indicated in the table how the optimal strategy changes as the tail of the service time PDF becomes heavier. The general conclusion is that the optimal level of redundancy strongly depends on the assumptions made about the task service time PDF and its scaling with the task size. This work sets the stage for many problems of interest to be studied in the future. We briefly describe three directions of immediate interest.

1) Diversity/parallelism tradeoff for non-MDS codes: As we mentioned in Sec. II-C, our system model and analysis approach are not limited to MDS codes. If an \([n, k] \) code with minimum distance \(d \) is used, then the job is completed when any \(m = n - (d - 1) \) out of \(n \) tasks are completed. The Singleton bound imposes the constraint \(m \geq k \), where \(m = k \) for MDS codes. When \(m > k \), the diversity/parallelism tradeoff may change, since for such systems, the task size \(s = n/k \) is the same as the MDS coded ones, but they are able to mitigate fewer stragglers. Of particular interest is characterizing the diversity/parallelism tradeoff for codes with features that are attractive in practice, e.g., the codes proposed in [23] with linear encoding and decoding. Observe that characterizing the diversity/parallelism tradeoff is a complementary task to code design and selection. It determines the code parameters within a class of codes that are optimal under the given system model.

2) Diversity/parallelism tradeoff for general job sizes: Since we are concerned with systems with a fixed number of workers \(n \), we have assumed that each job is split into \(b \) CUs (has size \(n \)). To generalize this assumption, we can set the job size to be \(bn \) CUs, where \(b \) is an integer and \(b \geq 2 \). This generalization will require that some of our results be slightly modified (Theorem. 1, 6 and 8). Some other claims may need new statements or proofs, e.g., Theorem. 4 and 7. This generalization will allow us to analyze the full spectrum of code rates. Further generalizations of job sizes may be much more difficult but worth studying.

3) Diversity/parallelism tradeoff for other system models: This paper analyzed the most common service time and scaling models. Some other distributions, e.g., Weibull distribution used in [14] are also of practical interest. In previous sections, we stated Conjectures 1, 2 and 3 regarding server-dependent and additive scaling. Conjectures 1 and 3 concern general service time distributions, but knowing whether they hold for
classes of distributions other than those considered in the paper is of interest. This paper considered distributed, parallel architectures commonly implemented in modern computing frameworks, e.g., Kubernetes and Apache Mesos, and adopted the model that corresponds to these systems. However, other computing architectures which give rise to different models are also important to study. One such example is the emerging wireless edge computing where, for example, the worker nodes may not be statistically identical.

**Appendix A**

**Mathematical Background**

**A. Order Statistics**

In executing jobs with redundant tasks, the notion of order statistics plays a central role. We here state the results we use throughout the paper. More information can be found in, e.g., [68]–[71]. Let $X_1, X_2, \ldots, X_n$ be $n$ samples of some RV $X$. Then the $k$-th smallest is an RV denoted by $X_{k:n}$ and known as the $k$-th order statistic of $X_1, X_2, \ldots, X_n$.

1) **Exponential Distribution:** If $X_1, X_2, \ldots, X_n$ are $\text{Exp}(W)$, then $X_{1:n}$ is $\text{Exp}(W/n)$, and

$$X_{k:n} = X_{1:n} + X_{1:(n-1)} + \cdots + X_{1:(n-k+1)}.$$  \hspace{1cm} (18)

The expectation of $X_{k:n}$ is given by

$$\mathbb{E}[X_{k:n}] = W \sum_{i=1}^{k} \frac{1}{n-k+i} = W(H_n - H_{n-k})$$ \hspace{1cm} (19)

where $H_n$ is (generalized) harmonic numbers defined as $H_n = \sum_{j=1}^{n} \frac{1}{j}$. We often use the approximation $H_n = \log n + \gamma + O(n^{-1})$, where $\gamma = 0.577$ is Euler’s constant.

2) **Erlang Distribution:** If $X_1, X_2, \ldots, X_n$ are $\text{Erlang}(s, W)$, then, according to the formula of gamma order statistics in [72], we have

$$X_{k:n} = Wk \frac{(n-1)!}{(s-1)!} \sum_{i=0}^{k-1} (-1)^i \binom{k-1}{i} \sum_{j=0}^{s-1} \alpha_j(s, n-k+i) \frac{(s+j)!}{(n-k+i+1)^{s+j+1}}$$ \hspace{1cm} (20)

where $\alpha_j(x, y)$ is the coefficient of $t^j$ in the expansion of $(\frac{t}{1+t})^{y}$.

3) **Pareto Distribution:** If $X_1, X_2, \ldots, X_n$ are $\text{Pareto}(\lambda, \alpha)$, then the expectation of $X_{k:n}$ for $\alpha > 1$ is given by

$$\mathbb{E}[X_{k:n}] = \lambda \frac{n!}{(n-k)!} \frac{\Gamma(n-k+1+1/\alpha)}{\Gamma(n+1+1/\alpha)}$$ \hspace{1cm} (21)

where the complete gamma function is defined as $\Gamma(x) = \int_{0}^{\infty} u^{x-1}e^{-u}du$.

In our work on straggler mitigation (see [41]), we have obtained the following approximation:

$$\Gamma(x+\beta)/\Gamma(x+\alpha) \sim x^{\beta-\alpha}$$ \hspace{1cm} (22)

by using Stirling’s approximation or by an induction on Gautschi’s inequality [73]. This result is useful in finding numerically good approximations of $\mathbb{E}[X_{k:n}]$ for large $n$.

4) **Bi-Modal Distribution:**

**Lemma 1.** If $Y = X_1 + \cdots + X_s$ is the sum of $s$ i.i.d. Bi-Modal($B, \epsilon$) RVs, then

$$Y = s - w + wB \ \text{w.p.} \ \binom{s}{w}(1-\epsilon)^{s-w}\epsilon^w, \ 0 \leq w \leq s.$$ \hspace{1cm} (23)

The expectation of $Y_{k:n}$ is

$$\mathbb{E}[Y_{k:n}] = s + (B-1) \sum_{w=1}^{s-1} \sum_{i=0}^{w-1} \binom{n}{i} \left( \sum_{j=0}^{w-1} p_j \right)^i \cdot \left[ \sum_{l=k-i}^{n-i} \binom{n-i}{l} p^l \left( \sum_{h=w+1}^{s} p_h \right)^{n-i-l} \right]$$ \hspace{1cm} (24)

$$+ s(B-1) \sum_{i=0}^{n-1} \binom{n}{i} p^{n-i}(1-p_s)^i$$

**Proof.** The expression in (23) is straightforward to derive. Since $Y_1, \ldots, Y_n$ are sums of $s$ i.i.d. Bi-Modal($B, \epsilon$) RVs, we deduce $Y_{k:n}$ by using the definition of order statistics,

$$Y_{k:n} = \begin{cases} s & \text{w.p.} \ \sum_{i=0}^{n-k} \binom{n}{i} p_i^{n-i}(1-p_0)^i \\ s - w + wB & \text{w.p.} \ \Pr(w) \leq w < s \\ sB & \text{w.p.} \ \sum_{i=0}^{n-1} \binom{n}{i} p_i^{n-i}(1-p_s)^i \end{cases}$$

where $p_v = \binom{s}{v}(1-\epsilon)^{s-v}\epsilon^v$ for $v = 0, \ldots, s$. When $w = 0$ and $w = s$, the respective probabilities of $Y_{k:n} = s$ and $Y_{k:n} = sB$ are straightforward to derive. We consider the case when $0 < w < s$ and $Y_{k:n} = s - w + wB$. Since we are concerned with $k$-th order statistics, we know that there are at most $k-1$ RVs among $\{Y_1, \ldots, Y_n\}$ whose values are smaller than $s - w + wB$. Consider the event that $i (i \leq k-1)$ of the RVs are smaller than $s - w + wB$. The probability of this event is $\binom{s}{i} \left( \sum_{j=0}^{w-1} p_j \right)^i$. Among the remaining $n-i$ RVs in $\{Y_1, \ldots, Y_n\}$, there are at most $n-k$ RVs whose values are larger than $s - w + wB$; the others are equal to $s - w + wB$. Consider an event where $\ell (k-1 \leq \ell \leq n-i)$ of these RVs take values larger than $s - w + wB$. Thus all other $n-i-\ell$ RVs take value $s - w + wB$. The probability of this event under the condition of the previous event is $\binom{n-i}{\ell} p^\ell \left( \sum_{h=w+1}^{s} p_h \right)^{n-i-\ell}$. Thus,

$$\Pr(w) = \sum_{i=0}^{k-1} \binom{n}{i} \left( \sum_{j=0}^{w-1} p_j \right)^i \cdot \left[ \sum_{l=k-i}^{n-i} \binom{n-i}{l} p^l \left( \sum_{h=w+1}^{s} p_h \right)^{n-i-l} \right]$$

Therefore, we have

$$\mathbb{E}[Y_{k:n}] = s + (B-1) \sum_{w=1}^{s-1} w \sum_{i=0}^{w-1} \binom{n}{i} \left( \sum_{j=0}^{w-1} p_j \right)^i \cdot \left[ \sum_{l=k-i}^{n-i} \binom{n-i}{l} p^l \left( \sum_{h=w+1}^{s} p_h \right)^{n-i-l} \right]$$

$$+ s(B-1) \sum_{i=0}^{n-1} \binom{n}{i} p^{n-i}(1-p_s)^i.$$
A Generalized Birthday Problem

A generalized birthday problem is stated as follows: "How many draws with replacement on average have to be made from a set of \( n \) coupons until one of the coupons is drawn \( d \) times?" The expected number of draws \( E(n, d) \) was determined in [74]:

\[
E(n, d) = \int_0^\infty e^{-t} \left[ \frac{S_d(t)}{n} \right]^n dt
\]

where \( S_d(x) = 1 + \frac{x}{1!} + \frac{x^2}{2!} + \cdots + \frac{x^{d-1}}{(d-1)!} \).

We also use an asymptotic expression for (25) given in [74], which says that for a fixed \( d \), we have

\[
E(n, d) \sim \sqrt{\frac{d}{n}} \Gamma(1 + 1/d) n^{1-\frac{1}{d}}, \quad \text{as } n \to \infty.
\]
