Quantum trajectories, interference, and state localisation in dephasing assisted quantum transport
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Dephased quantum transport of excitations occurs when energetic fluctuations in a system are sufficient to suppress the built-up of coherent amplitudes. While this has been extensively studied in many different systems, a unified and comprehensive understanding of quantum assisted transport via on-site and coupling-induced dephasing processes is lacking. The aim of the present work is to present a simple and unified understanding of the role of these two key dephasing processes in dephasing assisted transport. Our work explicitly links continuous dephasing to classical and quantum transitions. We present a natural quantum trajectories explanation of how different coupling and dephasing terms alter the diffusion rate of excitations and how this is impacted by the onset of Anderson localized eigenstates. Our results provide insight into understanding quantum transport in molecular semiconductors, artificial lattices and quantum features of excitonic solids.

I. INTRODUCTION

Quantum transport studies the transmission of an initial quantum excitation \cite{1,2,3,4,5}, typically on a site- or lattice-based model. It has been extensively studied in a wide context of applications including field theoretic models \cite{7}, general lattice models \cite{8}, and charge generation in molecular solids \cite{9} to name a few. The presence of dephasing terms (i.e. non-unitary evolution) and even static disorder have been shown to increase the efficiency of quantum transport processes \cite{5,10,11}. This so-called Dephasing Assisted Transport has been suggested as possible explanation for the efficiency of photosynthesis \cite{14,15} and organic photovoltaics \cite{16}. Dephasing assisted transport is an example of a stochastic resonance \cite{17} where random fluctuations can amplify an otherwise low probability process. It has been well studied both experimentally \cite{18,19,20,21} and theoretically \cite{8,22,23}, including the exploring the effects of non-Markovian fluctuations in the dephasing terms \cite{24}.

Although dephasing assisted transport has been studied extensively in the past, a simple yet comprehensive understanding of different dephasing mechanisms across a wide range of parameter regimes is lacking. Filling this gap is the aim of the present work. We begin by introducing a simple 1D spin chain Hamiltonian, and qualitatively analyse how dephasing influences site-to-site transition probabilities. We then show how (i) on-site, and (ii) coupling-induced dephasing can both assist transport albeit via different mechanisms. For each mechanism we show how considering quantum trajectories \cite{25,26} give an intuitive picture of the transport process properties, and the qualitative behaviour of simulations can be readily interpreted. Furthermore, we describe the role of delocalised and localised eigenstates and how they may effect transport.

II. TRANSPORT MODEL

In the following we will consider a simple 1D site-based model. While extending the model system to higher dimensions is only slightly more technical, it is no more illuminating for an intuitive interpenetration. Each site $j$ in the $N$ site Hamiltonian has on-site energy $E_j$ (taking $\hbar = 1$), and is coupled to it’s nearest neighbours via particle conserving transitions,

$$H = \sum_i E_i \sigma^z_i + \sum_{<j,k>} g_{jk}(\sigma_j^+\sigma_k^- + \sigma_j^-\sigma_k^+) \quad (1)$$

where $\sigma^z$ is the usual Pauli-Z operator, $\sigma^- (\sigma^+)$ is the lowering (raising) operator, and $g_{jk}$ is the coupling rate between (neighbouring) sites $j$ and $k$. We introduce dephasing as a stochastic time dependent addition to the on-site energy $E_j \rightarrow E_j + \epsilon_j(t)$, or coupling rates $g_{jk} \rightarrow g_{jk} + \delta_{jk}(t)$, see Fig. 1. We will set constant coupling rates $g_{jk} = g$, but the fluctuations on differing sites remain independent. The time-independent on-site energies $E_j$ are taken to be constant, but drawn from a normal distribution with variance $\Delta^2$, thereby adding static disorder to the system. In a physical system the time dependence arises from a bath of quantum degrees of freedom, for example neighbouring molecules/atoms, stray electromagnetic fields, or vibrational degrees of freedom. Treating these effects as a classical stochastic energy term is equivalent to an implicit Born-Markov approximation in the quantum system-bath coupling \cite{20} (which introduces a ultraviolet cut off, below which time scale the master equation is not longer Markovian). While not addressed here, we note that coupling the on-site energy to a single field degree of freedom results in polariton modes and has also been shown to speed up quantum transport processes \cite{5}, however this mechanism is quite different to dephased case. Incoherent coupling terms can arise from dipole or Jaynes-Cummings or dispersive coupling to a single field degree of freedom \cite{31,32}. 

Figure 1. State diagram showing the coupling and dephasing terms. The on-site energy \( E_j \) and nearest neighbour couplings \( g \) are time-independent, with the disordered \( E_j \) having characteristic spread of \( \Delta \). On site energy and couplings fluctuate with independent \( \epsilon_j(t) \) and \( \delta_{jk}(t) \) respectively.

Since the Hamiltonian preserves the total particle number \( \sum_j \sigma_j^z = 0 \), initial states with a single excitation can be understood as a single particle wave function (e.g. single first quantised particle) over a discrete lattice. We will therefore use shorthand notation \( |j\rangle \equiv |\ldots, 0_{-1}, 1, 0_{+1}, \ldots \rangle \) as a state with excitation at site \( j \). For constant coupling \( g \) and no disorder \( E_j = E_k \) the single particle wave function obeys a simple (discrete) wave equation with linear dispersion. In this case a localised initial state propagates with well defined velocity \( v \).

A. Rabi amplitude intuition

In the following show how Eq. (1) can already give insight as to how dephasing can assist or suppress transport. For the moment we focus on on-site dephasing only. Consider a single hopping term in the Hamiltonian in the interaction picture with \( H_0 = \sum_j [E_j + \epsilon_j(t)] \sigma_j^z \):

\[
H_{1,jk} = g e^{-i\phi_{jk}(t)} \sigma_j^x \sigma_k^x + \text{H.C.} \tag{2}
\]

where \( \phi_{jk}(t) = \int_0^t \{E_j - E_k + \epsilon_j(t) - \epsilon_k(t)\} dt \). This term generates Rabi-like\(^1\) oscillations (with coupling \( g \) and detuning \( d\phi/dt \)) between sites \( j \) and \( k \) — henceforth referred to as Rabi oscillations. The effective time dependent driving frequency is \( \omega(t) \approx d\phi/dt \), and gives an effective (instantaneous) square Rabi amplitude \(^2\) of

\[
A_{jk}^2 = g^2 + [E_j - E_k + \epsilon_j(t) - \epsilon_k(t)]^2 \tag{3}
\]

(as can be seen by diagonalising the \( jk \) hopping terms in the Hamiltonian). Note \( \epsilon_j(t) - \epsilon_k(t) \) is a stochastic process and a density matrix formalism is required before considering averages. However, by considering characteristic values of the noise term \( \epsilon \equiv |\epsilon_j(t) - \epsilon_k(t)| \), we can use Eq. (3) to qualitatively identify regimes where the noise will increase or decrease transition probabilities. As \( \Delta \) quantifies the on-site disorder, the characteristic value of \( |E_j - E_k| \) is simply \( \Delta \). As the fluctuations \( \epsilon_j(t) \) are zero-mean, the effective detuning term in the denominator takes values about the range \( \approx (\Delta \pm \epsilon)^2 \), and in the following we will only consider the \( \pm \) values, rather than the distribution.

For strongly unequal on-site energy \( \Delta \gg g \) (i.e. strong disorder), the Rabi amplitude, Eq. (3), increases as \( \epsilon \) approaches \( \Delta \) from below. In this case the transition probability is assisted by the presence of dephasing terms. However, when the dephasing term becomes larger than the characteristic on-site energy difference, \( \epsilon \gtrsim \Delta \), the dephasing contribution itself dominates the denominator of Eq. (3) — in this case dephasing is expected to suppress transport. For no disorder, \( E_j = E_k \), any dephasing reduces the Rabi amplitude, and is therefore expected to suppress transport.

The role of dephasing can now be intuitively understood for the case of non-negligible disorder \( \Delta > g \). Weak dephasing \( \epsilon < \Delta \) allows more resonant site-to-site transitions, assisting transport. When the dephasing becomes sufficiently large \( \epsilon > \Delta \), its starts pushing the transitions further from resonance, thereby suppressing transport. For zero disorder \( \Delta = 0 \), all transitions are pushed off resonance and dephasing suppresses transport. Refs. \(^3\) \(^4\) \(^5\) \(^6\) \(^7\) show there is a dephasing rate that optimises quantum transport, and is consistent with the simple Rabi amplitude example in Eq. (3) (e.g. \( \epsilon \approx \Delta \)).

The above discussion has focused solely on the Rabi amplitude, and has neglected physically important considerations, such as interference, the many-site Hilbert space, and long time-scale effects. For example, when \( \Delta > g \), a 1D lattice exhibits Anderson localisation in the low energy (i.e. single particle) eigenstates \(^8\). In this regime, the Rabi amplitude between neighbouring sites can be relatively large \( A_{jk}^2 \approx O(10^{-1}) \), yet long range transitions are suppressed by interference and an initial excitation quantisation on site \( j \) can never propagate. Any observed long range transport of such a particle must be dephasing induced (or at least dynamically driven) irrespective of the finite Rabi amplitude. These points can be intuitively understood by considering the role of interference (and how it is suppressed by dephasing) in quantum transport as addressed in the following section.

Firstly, we will consider on-site dephasing. The dynamics generated by Eq. (1) is analytically solvable for white noise dephasing and resulting equation of motion is equivalent to a stochastic measurement model. Secondly, we will consider analytic solution for fluctuations in the coupling rates. While both regimes are rightfully referred to as dephasing, the underlying physical mechanisms, and associated quantum trajectories are very different.

---

\(^1\) They are exactly Rabi oscillations if \( \phi_{jk}(t) = (E_j - E_k)t \), and all other sites are neglected.

\(^2\) For a white noise process the characteristic value has to be averaged over a short but finite time, i.e. \( \epsilon \equiv \int_0^\tau \epsilon_j(t) - \epsilon_k(t) dt \) with \( \tau \ll g^{-1} \).
Figure 2. Qualitative difference between (a) dephasing assisted and (b) incoherent hopping transport mechanisms. (a) Fluctuations in the on-site energy are equivalent to a jump process (shown here on site 3) with two possible wave function trajectories: (i) localise or (ii) exclude the excitation at a site with probabilities $|c_j|^2$ and $1 - |c_j|^2$ respectively. For a fast jump rate $\gamma \gg \delta$, the probabilities $|c_j|^2$ (which are second order in $g\nu$) do not appreciably change, and the jump almost certainly localises the particle on it’s initial site — the onset of the Zeno effect. (b) Fluctuations in the site-to-site coupling rate cause a guaranteed incoherent hopping process that guarantees (state independent) localisation of the particle, shown here as hop two-to-one, followed by two-to-three. The incoherent hopping trajectories only have some probability to hop from site $j$ to $k$. In both cases a jump is random, and the phase relations in the post-jump quantum state are destroyed, but with different limiting behaviour.

III. DEPHASING ASSISTED TRANSPORT

In the case of Gaussian noise in the on-site energy, the master equation can be solved exactly and analytically (see appendix). The Lindblad master equation is

$$\dot{\rho} = -i[H,\rho] + \sum_j \gamma_j \mathcal{L}[\sigma_j^z] \rho \quad (4)$$

where $\mathcal{L}[A] \rho = A \rho A^\dagger - \frac{1}{2} A^\dagger A \rho - \frac{1}{2} \rho A^\dagger A$, and $\gamma_j$ is related to the spectral density the noise term, $\mathcal{E}[\epsilon_j(t) \epsilon_k(t')] = \gamma_j \delta_{jk} \delta(t - t')$. Henceforth we will take constant $\gamma_j = \gamma$. The Hamiltonian $H$ includes the coherent hopping $g$, and fixed on-site energy terms $E_j$.

In Eq. (4) the jump operators are not the hopping terms $\sigma_j^\pm$, but rather jump localisation of excitations, $\sigma_j^z$. Nevertheless the $\sigma_j^x$ jumps can assist transport probabilities, even though there is no “classical” hopping process. Eq. (4) can be understood as a Poisson process (and see appendix): with probability $2\gamma dt$, the $j$th site is projected into an eigenstate of $\sigma_j^z$, Fig. 2 (a), where the Born rule gives the probability of which eigenstate is projected. The two possible projections, as well as the Poisson process jumps are then incoherently averaged.

Under the free evolution of $H$, a single excitation at site $|j\rangle$ evolves into $U(t) |j\rangle = \sum_k c_k |k\rangle$, with probability amplitude $c_k$ to be found at site $|k\rangle$. A jump event at site $k$ happens with probability $2\gamma dt$ and has two probabilistic outcomes: (i) fully localises the excitation on site $k$ with total probability $2\gamma |c_k|^2 dt$; or (ii) fully exclude the possibility that the excitation is on site $k$ with total probability $2\gamma (1 - |c_k|^2) dt$. This effectively resets the particle’s location. However, whether this is assists or suppresses transport depends on the relative quantum and classical rates $g/\gamma$, and disorder $\Delta$. The fact that exclusion is as possible outcome is a consequence of the spin chain Hamiltonian. On-site energy de-phasing of a single (non-spin) particle on a lattice only has the localisation possibility as there is no notion of spin-down to project into.

The free evolution changes the probability amplitude of finding the excitation on some site (at a rate $g$), which in turn changes the probability at which the jump operator fully localises (or excludes) the excitation on a given site $|k\rangle$. The localisation process can increase the diffusion rate in an intuitive way: a localisation (or exclusion) event breaks phase relations that could otherwise lead to interference. The particle’s location can therefore have a larger variance under this extra random process, depending on the disorder $\Delta$. For disorder free $E_j = E$, and constant coherent coupling $g$ the (effective single particle) wave equation causes destructive interference for trajectories where the particle returns to it’s initial position. Breaking phase relations will suppresses transport and can be intuitively understood from (i) the Rabi amplitude argument above, or (ii) suppressing the destructive interferences that results in wave like propagation with a well defined velocity (e.g. $\Delta = 0$ in Fig. 3 (a)). We therefore focus on the disordered case ($\Delta > 0$) in the following, differentiating between weak ($\Delta < g$) and strong ($\Delta > g$) disorder.

Even though the spin conserving interaction allows a single excitation to be treated as a single particle on a lattice, the $\sigma_j^z$ dephasing terms are are quite different to simple on-site dephasing terms for a single particle. The corresponding master equation for a single particle site-based model only has the possibility of localisation, i.e. there no possibility of exclusion. It is interesting that the existence of the larger Hilbert space of the spin chain, in contrast to a single particle on a lattice, has a material effect on allowed quantum trajectories, even though the system always remains in the single particle subspace.

Fig. 3 (a) and (b) show the evolution of the site dephased master equation, Eq. (4), plotting the probability distribution over times. In each case, the initial state is a single excitation in the middle of a 201 site chain. The plots systematically covers all parameter regimes with rows corresponding to zero ($\Delta = 0$), weak
Figure 3. Time evolution of probability distributions given a single excitation in the middle of a 201 site spin chains, showing different disorder (rows) and dephasing rates (columns). (a) Unitary evolution (no dephasing) showing the onset of Anderson localisation with increasing $\Delta$ (b) On site dephasing master equation, Eq. (4). For increasing $\gamma$ the Zeno effect is clearly seen, becoming more apparent with increasing $\Delta$. (c) Incoherent hopping master equation, Eq. (5). As $\Gamma$ increases the solutions closely resembles a classical random walk, and the disorder $\Delta$ has little effect. In both master equation solutions, (b) and (c), there is a noticeable change from unitary wave-like propagation ($\Delta = 0$) with a clear velocity, to the approximate classical random walk, with propagation distance proportional to $\sqrt{t}$.

$(\Delta = g/2)$, intermediate ($\Delta = g$), and strong ($\Delta > g$) disorder regimes. Fig. 3(a) shows the unitary solution (with $\gamma = 0$), and columns in Fig. 3 correspond to weak ($\gamma = g/10$), intermediate ($\gamma = g$), and strong ($\gamma = 10g$) dephasing regimes. In the following we discuss the interpretation for on-site dephasing.

### A. Weak dephasing

For weak dephasing $g \gg \gamma$, there are $g/\gamma \gg 1$ coherent transitions between jump localisation events. Hence on the localisation time scale $\gamma^{-1}$, the amplitudes $|c_k|^2$ change sufficiently fast, and can be approximated by their time averages (over $\gamma^{-1}$). This allows a coherent quantum transport process [19, 34] with an effective resetting of the excitation’s location on the $\gamma^{-1}$ time scale. For weak disorder $0 < \Delta < g$, wave-like transport causes fast diffusion and the corresponding probability of finding the particle on any specific site, $|c_k|^2$ is low. In this case, for a given localisation event, the probability of exclusion is significantly higher than the probability of localisation.

Dephasing assisted transport becomes pronounced as site-to-site disorder becomes comparable to, or larger than the coupling rate, i.e. the Anderson localisation regime, $\Delta \approx g$ or $\Delta > g$, Fig. 3(b). Without dephasing, an initial excitation is forever localised around its initial state (e.g. see Fig. 3(a) $\Delta = 10$). This can be understood from energetic [36], interference [40], and active Hilbert space perspectives. When the $\sigma^z$ jump process is included, there is some chance for the excitation to fully jump to a neighbouring site. From here it remains Anderson localised, but now at a new site. This adds classical random walk-like dynamics to the particle, giving mobility to an otherwise localised excitation. However, as the probability for coherently hopping to new site is low (i.e. Anderson suppressed), the jump localisation has a higher chance to localise the particle on its initial site. Hence, while there is an additional classical random walk happening, it is not simply given by the Poisson rate $\gamma$. This becomes particularity apparent in the strong dephasing limit.

### B. Strong dephasing

As $\gamma$ becomes larger than the coherent hopping rate $g$, the jump localisation begins to suppress the transport probability. This could be qualitatively seen from the
IV. INCOHERENT TRANSPORT

Incoherent transport can also arise from classical fluctuations ($\delta_{jk}(t)$) in Fig. 1) in the coupling term. These fluctuations also result in loss of phase coherence, and in
effectively the same basis. For clarity we will refer to this effect as incoherent transport instead of dephased transport. Averaging over fluctuations in the coupling terms result in the following non-perturbative master equation (see appendix),

\[ \dot{\rho} = -i[H, \rho] + \sum_{j<k} \Gamma_{jk} D[\sigma_j^+ \sigma_k] \rho. \tag{5} \]

We will consider the case of fixed $\Gamma_{jk} = \Gamma$. The the Lindblad terms admit a more obvious Poisson process interpretation: with probability $2\Gamma dt$ a particle incoherently hops from site $j$ to $k$ (see appendix for details). The Poisson hopping mechanism is far more intuitive than the localisation mechanism for the on-site dephasing case, and it nicely interpolates between classical and quantum transport processes. A similar incoherent hopping term can arise from coupling the spins to a field degree of freedom which is then (perturbatively) adiabatically eliminated \cite{31, 32}. When a particle hops from form $j$ to $k$, any phase relation between the all other amplitudes and $c_j$ vanish, Fig. 2(b). Again, this jump operator can again assist or suppress transport depending on the other rates in Hamiltonian. However, unlike the dephasing case where the Zeno effect completely suppresses transport to almost zero, “suppressed transport” here means a classical Poisson hopping process. Numerical solutions of the incoherent hopping master equation, Eq. (5) are shown in Fig. 3(c), covering the same regimes as site dephasing master equation.

In contrast to the dephasing regime, there is no state-dependent probability of localisation or exclusion, Fig. 2. Here the random hopping event always moves the particle from site $j$ to $k$, entirely localising it at site $k$, and effectively resetting the initial state. While there is no state-dependent probability for the jump event happening, the relative contribution of this event to the ensemble average does depend on the state. Fig. 3(c) plots the probability distribution (over a 201 site chain) over time for the incoherent hopping master equation, Eq. (5) with the same parameters as Fig. 3(c), and shows different limiting behaviour in $\Gamma$.

A. Weak incoherent coupling

When the incoherent process is slow compared to the coherent coupling $\Gamma < g$, there is sufficient time to allow the probability amplitudes to coherently evolve. If the on-site energy is only weakly disordered $\Delta < g$ (i.e. no eigenstate localisation), the slow classical hopping rates allow probability amplitudes to appreciably build up giving fast wave-like quantum transport over the short $t < \Gamma^{-1}$ time scale, with relocalisation events probabilistically happening over the $t > \Gamma^{-1}$ time scale. The incoherent hops break the destructive interference necessary that gives the fast wave-like prorogation, and therefore are expected to slow down the overall transport.

Similar to on-site dephasing, weak incoherent hopping is effected by Anderson localisation, albeit not as much. Under incoherent hopping, a jump operator $\sigma_j^+ \sigma_k^-$ acting on an excitation localised at site $j$ will localise it on site $k$, irrespective of any coherent amplitudes $c_j$, $c_k$. However, any free evolution between hopping events does not significantly contribute to the overall transport (in the Anderson case), see $\Gamma = 0.1$ in Fig. 3(c). Hence in the Anderson regime, the only appreciable transport mechanism is via the classical hopping process, and the effective diffusion rate is expected to asymptote to classical Poisson diffusion with rate $\Gamma$. This is in contrast to the weak on-site dephasing case, where transport rate is asymptotically suppresses as the localised eigenstates result in (asymptotically) no evolution of probability amplitudes, and therefore no possibility for the particle to become localised to any other state.

B. Strong incoherent coupling

Intuitively, the strong incoherent coupling regime, $\Gamma \gtrsim g$, asymptotically approaches a classical Poisson random walk, irrespective of the disorder $\Delta$, see $\Gamma = 10$ in Fig. 3(c). This is in contrast to DAT where the Zeno effect prevents any and all transport for strong dephasing. For $\Gamma \gg g$, there are $\Gamma/g \gg 1$ classical Poisson jumps for every single coherent transition. The small coherent coupling will always increase the transport probability, but the coherent effect effect becomes negligible as the number of Poisson jumps per coherent jump increase. As the coherent change in probabilities are at least second order in time (when starting with a fully localised initial condition), while Poisson jumps are first order, the classical diffusion process quickly dominates for $\Gamma > g$.

For very strong coherent coupling, disorder in the on-site energy plays very little role. The classical hopping term does not require any energy conservation — the jump is equally likely for equal on-site energies, and completely different on-site energies. This is a simple consequence of the $\delta_{jk}(t)$ term taken to be a (spectrally flat) white noise process that can supply or absorb any amount of energy.

V. QUANTUM TRAJECTORIES

We numerically simulate the quantum trajectories of the on-site dephasing and incoherent transport. Weak and strong dephasing regimes (as in Fig. 3) are covered to show example processes discussed in previous sections. Each trajectory represents a pure state unravelling of the corresponding master equation. In each case we consider a single excitation initially located in the centre of a 81 site chain, and simulate a trajectory for $gt = 20$.

Fig. 4 plots example quantum trajectories highlighting the effective difference between unitary (Fig. 4(a)) dephasing (Fig. 4(b)) and incoherent hopping (Fig. 4(c)).
For incoherent hopping, every jump event completely relocalises the particle as the $\sigma^- j \sigma^+_k$ term annihilates all but the $|j\rangle$ state, which jumps to $\sigma^- j \sigma^+_k |j\rangle = |k\rangle$. In contrast, the dephasing trajectories have two possible outcomes for every hopping event: localise or exclude. If the single particle wave function spreads sufficiently far between hopping events, the amplitude for any single site is relatively low, and the hopping events more often exclude rather than localise the particle. Fig. 5 (log colour scale) shows the exclusion processes for the $\gamma = \Delta = 1$ quantum trajectory of Fig. 4.

From the quantum trajectories, Fig. 4, it is clear the onset of Anderson localisation has little effect for strong incoherent hopping ($\Gamma = 10$) which well approximates a classical hopping process irrespective of $\Delta$. In contrast, Anderson localisation and the Zeno combine to reduce the diffusion rate for site dephasing. There is a noticeable, but highly suppressed classical random walk process for $\gamma = \Delta = 10$, which is not apparent for $\Delta = 10$, $\gamma = 0, 0.1$. The asymmetric ripples in the unitary case are due to a single instance of the randomly chosen on-site energy terms $E_j$ from a zero mean normal distribution and variance $\Delta^2$ (adding a non-zero mean to each $E_j$ does not change the dynamics).

Finally we analyse the diffusion rate and coefficients as a function of dephasing and disorder. For a classical hopping process from an initially localised point, the mean square distance travelled (denoted by $D_{\text{MS}}$) increases as $D_{\text{MS}}(t) = D t$ with diffusion constant $D$. For wave-like propagation the increase scales as $D_{\text{MS}}(t) = v^2 t^2$ with velocity $v$. Fig. 6 plots power and coefficients of mean square diffusion $D_{\text{MS}}(t) = ct^\alpha$ as fitted to numerical simulations. Curves are averaged over one hundred instances of random on-site disorders $\{E_j\}$. For both master equations the diffusion approaches classical hopping with $\alpha = 1$, but with oppositely scaling coefficients. For incoherent hopping, the diffusion rate approaches $\Gamma$ as expected. The dephasing case also approaches a classical random walk, but the diffusion rate becomes proportional to $1/\gamma$, as shown in section III B.

VI. CONCLUSION

We have analysed two types of dephasing: on-site [Eq. (4)], and site-to-site [Eq. (5)], for a simple spin chain model. We systematically coved weak, strong, ordered and disordered parameter regimes for both types of dephasing. Master equations were derived analytically for the simple case of white noise dephasing, and the qualitative difference between the jump processes were discussed. Given strong dephasing, both master equations results in an effective classical Poisson random walk, but with opposite limiting Poisson rates: $\propto \Gamma$ for incoherent hopping, and $\propto 1/\gamma$ for on-site dephasing.

In the case of no disorder, we noted that a single excitation in our model obeys a wave-equation on a discrete lattice (e.g. $\Delta = 0$ row in Fig. 5(a)), and any dephasing
reduces the diffusion rate \( D_{\text{MS}}(t) \). However, when disorder becomes comparable to, or greater than the coherent coupling rate \( \Delta \gtrsim g \), dephasing can increase the diffusion rate, e.g. see \( \Delta \geq 1 \) in Fig. 3 with \( \gamma = 0.1, 1, 10 \), or \( \Gamma = 0.1, 1, 10 \).
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Appendix A: On-site dephasing master equation

Here we consider the case of white noise dephasing, where $\epsilon(t)$ is a white noise process. Formally, this white noise arises form coupling to many bath degrees of freedom, and making the Born-Markov approximation for the bath. In this case the magnitude of the white noise process can then be related to the thermal properties of the bath e.g. in ref \[30\] \[41\]. For simplicity here we simply consider a classical while noise process.

A classical white noise process can be formally understood as the derivative of a Weiner process: $\epsilon(t) = \sqrt{dW(t)/dt}$. This can be see as follows: Choose $\epsilon_j(t)dt = \sqrt{\gamma_j}dW_j(t)$ and giving $E(\epsilon_j(t)\epsilon_j(t'))dt^2 = E(dW(t)dW(t'))\gamma = \delta_{tt'}\delta\gamma$, (where $dW(t)$ is an Ito increment) Therefore $E(\epsilon(t)\epsilon(t')) = \frac{\delta_{tt'}}{\delta\gamma} = \gamma\delta(t - t')$. This last expression, $\delta_{tt'}/dt = \delta(t-t')$ can be simply understood by considering discrete time intervals $\delta t$, with the kronoker-delta evaluated between interval beginning at $t$ and $t'$ (both beginning at the beginning of some discrete period) in the Ito frame.

Consider the infinitesimal evolution of an initial state $\rho \equiv \rho(t)$. Writing the white noise increment as a Weper process, and keeping terms to first order in $dt$ (second order in $dW$) we have,

$$
\rho(t + dt) = e^{-iHdt}\rho e^{iHdt}
= e^{-iHdt - i\sum_j \sqrt{\gamma_j}dW_j\sigma_j^x}\rho e^{iHdt + i\sum_j \sqrt{\gamma_j}dW_j\sigma_j^x}
= \left[1 - iHdt - \sum_j \left(i\sqrt{\gamma_j}dW_j\sigma_j^z + \frac{1}{2}\gamma_jdt\right) - \frac{1}{2}\sum_{j \neq k}\sqrt{\gamma_j}\gamma_k dW_j dW_k \sigma_j^z \sigma_k^z\right] \rho
\times \left[1 + iHdt + \sum_j \left(i\sqrt{\gamma_j}dW_j\sigma_j^z - \frac{1}{2}\gamma_jdt\right) - \frac{1}{2}\sum_{j \neq k}\sqrt{\gamma_j}\gamma_k dW_j dW_k \sigma_j^z \sigma_k^z\right]
= \rho - i[H_0, \rho]dt + \sum_j (-\gamma_jdt\rho + \gamma_j\sigma_j^z \rho \sigma_j^z - i\sqrt{\gamma_j}[\sigma_j^z, \rho]dW_j) + \sum_{k \neq j}\sqrt{\gamma_j}\gamma_k \left[\sigma_j^x \rho \sigma_k^z - \frac{1}{2}\{\sigma_j^x \sigma_k^z, \rho\}\right] dW_j dW_k
$$

(A1)

where the $\{\cdot,\cdot\}$ in the last line is the anti-commutator bracket. Different realisations of $dW_j$ correspond to different quantum trajectories taken by the state \[28\]. The stochastic master equation above preserves the purity, $Tr[\rho(t + dt)] = Tr[\rho]$, and therefore pure states remain pure. Taking the average of the noise process using $E(dW_j) = E(dW_j dW_k) = 0$ (for $j \neq k$), and noting that $\rho = \frac{1}{2}(\sigma_j^x \rho + \rho \sigma_j^x)$, we arrive at the dephasing induced master equation:

$$
\dot{\rho} = -i[H_0, \rho] + \sum_j \gamma_j D[\sigma_j^z] \rho
$$

(A2)

A similar calculation, with $E[\delta_jk(t)\delta_jk(t')] = \delta_{jj}\delta_{kk}\Gamma_{jk}\delta(t-t')$ is used to derive Eq. [4].
Appendix B: Dephasing as jump localisation

Here we show the dephasing master equation is entirely equivalent to continuous weak quantum measurement of the localisation. In a time step $dt$, we will consider the quantum state is projected in the $\sigma^z$ basis with probability $\gamma dt$. With complimentary probability $1 - \gamma dt$, noting happens.

The probabilities of which state is projected are given by the Born rule, $P_{+1} = \text{Tr}[\rho |1\rangle \langle 1|]$, and $P_{-1} = \text{Tr}[\rho |-1\rangle \langle -1|]$, with $P_i$ the probability of projecting into state $i = \pm 1$. If an initial state is projected into a $\sigma^z$ eigenbasis, the normalised state is $|i\rangle \langle i| / P_i = |i\rangle \langle i|$. Under this random measurement process, the resulting evolution over a $dt$ time step is,

$$
\rho(t + dt) = (1 - \gamma dt)\rho + \gamma dt (P_{+1} |+1\rangle \langle +1| + P_{-1} |-1\rangle \langle -1|)
$$

(B1)

where $|\pm 1\rangle = \frac{1}{2}(I_2 \pm \sigma^z)$. Expanding this in the above expression gives,

$$
d\rho = \rho(t + dt) - \rho = -\gamma dt \rho + \gamma dt \frac{1}{4} [2\sigma^z \rho \sigma^z + 2\rho]
$$

(B2)

which is exactly the on site dephased master equation up to a factor of $1/2$. Hence the dephased master equation admits a projective Poisson measurement process, with unknown measurement results. One can then study the quantum trajectories in the measurement process to understand the jumps in the dephasing induced transport. The Poisson process for incoherent hops can be derived in a similar way. E.g, with probability $\Gamma dt$ a jump is made, and incoherently sum the result normalised states.