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Abstract—Intelligent reflecting surface (IRS) is a promising technology being considered for future wireless communications due to its ability to control signal propagation. This paper considers the joint active and passive beamforming problem for an IRS-assisted radar, where multiple IRSs are deployed to assist the surveillance of multiple targets in cluttered environments. Specifically, we aim to maximize the minimum target illumination power at multiple target locations by jointly optimizing the active beamformer at the radar transmitter and the passive phase-shift matrices at the IRSs, subject to an upperbound on the clutter power at each clutter scatterer. The resulting optimization problem is nonconvex and solved with a sequential optimization procedure along with semidefinite relaxation (SDR). Simulation results show that IRSs can help create effective line-of-sight (LOS) paths and thus substantially improve the radar robustness against target blockage.

Index Terms—Intelligent reflecting surface, radar, non-line of sight, beamforming, optimization

I. INTRODUCTION

In recent years, intelligent reflecting surface (IRS) has been proposed as a promising technology for reconfiguring the wireless propagation environment via software-controlled reflections [1]–[4]. IRS is a planar surface comprising a large number of low-cost passive reflecting elements, which are capable of changing the phase and polarization of the impinging signals, thereby collaboratively achieving controllable signal reflection. In contrast to existing wireless link adaptation techniques at the transmitter/receiver, IRS proactively modifies the wireless channel between them and provides an additional degree of freedom to realize a programmable wireless environment [5].

Although the use of IRS was firstly proposed for communication purposes, it has recently gained significant attention within the radar research community. One group of works examined the integration of IRS for cooperative radar and communication systems [6]–[8]. Specifically, the IRS was employed to mitigate multi-user interference by joint waveform design and passive beamforming for a dual-functional radar-communication (DFRC) system [6], and respectively, spectrum sharing between multi-input multi-output (MIMO) radar and multi-user multi-input single-output communication systems [7]. In [8], the IRS was utilized in a DFRC system to improve target detection in environments with severe path loss, while [9] proposed to adaptively partition the IRS to enhance the radar sensing and communication capabilities of a millimeter-wave DFRC system. Another group of recent works, e.g., [10]–[13], focused on exploiting IRS to enhance the sensing performance in radar. Specifically, the phase-shift matrix of the IRS was optimized for colocated MIMO radar [10], and respectively, distributed MIMO radar [11] to improve the estimation and detection performance. Target detection was also considered in cases when the radar is aided by a single IRS [12] or multiple IRSs [13].

Detection and localization of moving targets such as pedestrians and vehicles in urban environments is a challenging radar problem [14]. Unlike conventional radar applications where targets are in line of sight (LOS) of the radar, the presence of buildings in urban environments may block the LOS path. One way to handle the problem is to use a radar network. For example, [15] proposed a distributed radar to create continuous coverage in urbanized environments. A different and more economic way is to employ the IRS technology. Along this direction, [16] analyzed the effect of IRS on radar equations for surveillance in non-line-of-sight (N-LOS) scenarios.

In this paper, we consider a scenario where multiple IRSs are deployed to assist radar surveillance in a cluttered environment, where the LOS paths from the radar transmitter to prospective targets may be blocked by clutter scatterers. A joint active and passive beamforming design problem is studied, where the minimum target illumination power of multiple targets is maximized by jointly optimizing the transmit beamforming vector and the IRSs’ phase-shift matrices under a total transmit power constraint as well as an upperbound on the tolerable clutter power at each clutter scatterer. The proposed design results in a nonconvex constrained optimization problem. We propose a sequential optimization procedure which employs semidefinite relaxation (SDR) to iteratively optimize the active and passive beamformers. Numerical results show that our joint design for the IRS-assisted radar can significantly decrease the probability of blockage for targets over conventional radar system that is not equipped with an IRS, or the IRS-assisted radar system that employs only the active or passive design.

II. PROBLEM FORMULATION

Consider an IRS-assisted radar system, where a multi-antenna transmitter tracks multiple targets with the help of multiple IRSs. The transmitter (TX) is equipped with $M$
antenna elements. A beamforming vector \( t \in \mathbb{C}^{M \times 1} \) is designed to transmit a common waveform. Suppose \( K \) IRSs are employed to assist the illumination of multiple prospective targets. Each IRS is equipped with \( N \) reflecting elements. Each element on the IRS combines all received signals and then re-scatters the combined signal with a certain phase shift \cite{17}. Let \( b_{k,n} \in [0, 2\pi] \) denote the phase shift associated with the \( n \)-th element of the \( k \)-th IRS. The diagonal matrix accounting for the phase response of the \( k \)-th IRS can be expressed as 
\[
\Theta_k \triangleq \text{diag}(e^{j\theta_{k,1}}, \ldots, e^{j\theta_{k,N}}).
\]
(1) 

Suppose there are \( L \) targets and \( Q \) clutter scatterers located in the surveillance area. Then, the signals from the radar TX and \( K \) IRSs superimposed at the \( \ell \)-th target is given by 
\[
(h^T_{t,\ell} + \sum_{k=1}^{K} h^T_{k,\ell} \Theta_k^H D_k) t,
\]
and, likewise, the signals from the TX and IRSs superimposed at the \( q \)-th clutter scatterer is given by 
\[
(g^T_{q,q} + \sum_{k=1}^{K} g^T_{k,q} \Theta_k^H D_k) t,
\]
where
- \( h_{k,\ell} \in \mathbb{C}^{M \times 1} \) denotes the channel from the TX to the \( \ell \)-th target, \( h_{k,\ell} \in \mathbb{C}^{N \times 1} \) the channel from the \( k \)-th IRS to the \( \ell \)-th target, and \( D_k \in \mathbb{C}^{N \times M} \) the channel from the TX to the \( k \)-th IRS.
- \( g_{q,q} \in \mathbb{C}^{M \times 1} \) and \( g_{k,q} \in \mathbb{C}^{N \times 1} \) denote the channel from the TX, and respectively, the \( k \)-th IRS to the \( q \)-th clutter scatterer.

The problem of interest is to jointly design the transmit beamformer \( t \) and the passive diagonal phase-shift matrices \( \{\Theta_k\} \) by maximizing the minimum illumination power at the target locations, subject to a total radar transmit power constraint as well as an upperbound on the clutter power for each clutter scatterer. Specifically, our joint design can be formulated as the following optimization problem:

\[
\max_{t,\{\Theta_k\}} \min_{\ell=1,\ldots,L} \left| (h^T_{t,\ell} + \sum_{k=1}^{K} h^T_{k,\ell} \Theta_k^H D_k) t \right|^2 
\]
(4a) 
\[
\text{s.t. } t^H t \leq \kappa,
\]
(4b) 
\[
\left| (g^T_{q,q} + \sum_{k=1}^{K} g^T_{k,q} \Theta_k^H D_k) t \right|^2 \leq \eta_q, \quad \forall q,
\]
(4c) 
\[
\Theta_k = \text{diag}(e^{j\theta_{k,1}}, \ldots, e^{j\theta_{k,N}}), \quad \forall k,
\]
(4d) 

where \( \kappa \) is the total transmit power and \( \eta_q \) is the upperbound of the tolerable clutter power for the \( q \)-th clutter scatterer.

### III. Proposed Solution

In this section, a solution to the joint design is presented. Note that problem (4) is nonconvex with respect to (w.r.t.) the design variables. However, if we solve the problem iteratively by fixing either \( t \) or \( \Theta_k \) from the last iteration, the original problem can be decomposed into two simpler subproblems. In other words, a sequential optimization procedure can be employed to solve the max-min problem (4) by iteratively optimizing the worst-case illuminated power at the target locations w.r.t. the transmit beamformer \( t \) and passive beamformers \( \Theta_k \).

Specifically, by fixing \( \Theta_k \) to the values obtained from the \( j \)-th iteration \( \Theta_k^{(j)} \), we can write (4) as

\[
\max_{t} \min_{\ell=1,\ldots,L} \left| (h^T_{t,\ell} + \sum_{k=1}^{K} h^T_{k,\ell} \Theta_k^{(j)} H D_k) t \right|^2 
\]
(5a) 
\[
\text{s.t. } t^H t \leq \kappa,
\]
(5b) 
\[
\left| (g^T_{q,q} + \sum_{k=1}^{K} g^T_{k,q} \Theta_k^{(j)} H D_k) t \right|^2 \leq \eta_q, \quad \forall q.
\]
(5c) 

This is a nonconvex quadratically constrained quadratic programming (QCQP) problem and can be solved with the semidefinite relaxation (SDR) technique. Specifically, by letting \( T = tt^H \) and dropping the rank-one constraint, problem (5) can be rewritten as

\[
\max_{T} \min_{\ell=1,\ldots,L} \text{tr}(A_{\ell} T)
\]
(6a) 
\[
\text{s.t. } \text{tr}(T) \leq \kappa,
\]
(6b) 
\[
\text{tr}(B_q T) \leq \eta_q, \quad \forall q.
\]
(6c) 

where \( A_{\ell} = a_{\ell} a_{\ell}^H \), \( a_{\ell} = h_{t,\ell}^H + \sum_{k=1}^{K} h_{k,\ell}^H \Theta_k^{(j)} H D_k \), \( B_q = b_{q} b_{q}^H \), and \( b_{q} = g_{q,q}^T + \sum_{k=1}^{K} g_{k,q}^T \Theta_k^{(j)} H D_k \).

The above problem is convex and can be solved by standard numerical solvers, e.g., CVX \cite{18}.

When employing the SDR approach, one has to convert the solution \( T^{(j+1)} \) to (9) into a feasible solution \( t^{(j+1)} \) to (5). We can use the randomization method to obtain a solution \( t^{(j+1)} \) from \( T^{(j+1)} \) \cite{19, 20}. Specifically, given \( T^{(j+1)} \), we can generate a set of independent and identically distributed Gaussian random vectors \( \xi_i \sim \mathcal{CN}(0, T^{(j+1)}) \), \( i = 1, \ldots, I \), where \( I \) is the number of randomization trials. Note that the random vectors \( \xi_i \) are not always feasible for (5), but we can apply a scaling to turn them into feasible solutions.

Specifically, \( \xi_i \) can be normalized w.r.t. the largest value of \( \{\xi_i^H \xi_i / \kappa, \xi_i^H B_i \xi_i / \eta_i, \cdots, \xi_i^H B_Q \xi_i / \eta_Q\} \), i.e.,

\[
\tilde{\xi}_i = \frac{\xi_i}{\sqrt{\max \{\xi_i^H \xi_i / \kappa, \xi_i^H B_i \xi_i / \eta_i, \cdots, \xi_i^H B_Q \xi_i / \eta_Q\}}}.
\]

(7)

After the randomization procedure, a feasible rank-one solution is obtained as \( t^{(j+1)} = \arg \max_{\tilde{\xi}_i} \min_{\ell=1,\ldots,L} \tilde{\xi}_i^H A_{\ell} \tilde{\xi}_i \).

Next, we find \( \Theta_k \) by fixing \( t \) to the value obtained from the latest updates, \( t^{(j+1)} \), in which case the optimization problem (4) becomes

\[
\max_{\{\Theta_k\}} \min_{\ell=1,\ldots,L} \left| (h^T_{t,\ell} + \sum_{k=1}^{K} h^T_{k,\ell} \Theta_k H D_k) t^{(j+1)} \right|^2
\]
(8a) 
\[
\text{s.t. } \left| (g^T_{q,q} + \sum_{k=1}^{K} g^T_{k,q} \Theta_k^H D_k) t^{(j+1)} \right|^2 \leq \eta_q, \quad \forall q,
\]
(8b) 
\[
\Theta_k = \text{diag}(e^{j\theta_{k,1}}, \ldots, e^{j\theta_{k,N}}), \quad \forall k.
\]
(8c) 

Let \( \tilde{h}_{k,\ell} \triangleq h_{k,\ell} \circ (D_k t^{(j+1)}) \), \( \tilde{g}_{k,q} \triangleq g_{k,q} \circ (D_k t^{(j+1)}) \), \( \theta_k = [e^{j\theta_{k,1}}, \ldots, e^{j\theta_{k,N}}]^T \), where \( \circ \) denotes the Hadamard
The optimization problem can be rewritten as

$$\begin{align}
\max_{\theta} \quad & \min_{\ell = 1, \ldots, L} \quad |h_{\ell}^T t^{(j+1)} + \sum_{k=1}^{K} \theta_{k}^H \mathbf{h}_{\ell, k, \ell}|^2 \\
\text{s.t.} \quad & |g_{\ell q}^T t^{(j+1)} + \sum_{k=1}^{K} \theta_{k}^H g_{\ell, k, q}|^2 \leq \eta_q, \ \forall q,
\end{align}$$

(9a) (9b) (9c)

To write the functions in a more compact form, we define $\mathbf{h}_{\ell} = [h_{\ell 1, \ell}, \ldots, h_{\ell K, \ell}]^T$, $\mathbf{g}_{q} = [g_{q 1, q}, \ldots, g_{q K, q}]^T$, and $\theta = [\theta_1^T, \ldots, \theta_K^T]^T$. Hence, (9) can be simplified as

$$\begin{align}
\max_{\theta} \quad & \min_{\ell = 1, \ldots, L} \quad |a_{\ell} + \theta^H \mathbf{h}_{\ell}|^2 \\
\text{s.t.} \quad & |b_{\ell} + \theta^H \mathbf{g}_{\ell}|^2 \leq \eta_q, \ \forall q, \\
& |\theta(l)| = 1, \ l = 1, \ldots, N K + 1,
\end{align}$$

(10a) (10b) (10c)

where $a_{\ell} = h_{\ell}^T t^{(j+1)}$ and $b_{\ell} = g_{\ell}^T t^{(j+1)}$. Due to the unit modulus constraint placed on the entries of $\theta$, the above optimization problem (10) is nonconvex. However, by observing that the objective function and constraint (10b) can be transformed into quadratic forms, we can apply the SDR technique to approximately solve (10) efficiently.

Specifically, the non-homogeneous QCQP problem (10) can be reformulated as a homogeneous one by introducing an auxiliary variable $t$:

$$\begin{align}
\max_{\theta} \quad & \min_{\ell = 1, \ldots, L} \quad \bar{\theta}^H \mathbf{H}_\ell \bar{\theta} + |a_{\ell}|^2 \\
\text{s.t.} \quad & \bar{\theta}^H \mathbf{G}_{\ell} \bar{\theta} + |b_{\ell}|^2 \leq \eta_q, \ \forall q, \\
& |\bar{\theta}(l)| = 1, \ l = 1, \ldots, N K + 1,
\end{align}$$

(11a) (11b) (11c)

where $\bar{\theta} = [\theta^H, t]^T$ and

$$\begin{align}
& \mathbf{H}_\ell = \begin{bmatrix} h_{\ell} h_{\ell}^H & h_{\ell} a_{\ell} \\ h_{\ell} a_{\ell}^H & 0 \end{bmatrix}, \\
& \mathbf{G}_{\ell} = \begin{bmatrix} g_{\ell} g_{\ell}^H & g_{\ell} b_{\ell} \\ g_{\ell} b_{\ell}^H & 0 \end{bmatrix}.
\end{align}$$

(12)

Similarly, problem (11) can be solved through the SDR technique. Specifically, by letting $\Theta = \theta \theta^H$ and dropping the rank-one constraint, problem (11) can be rewritten as

$$\begin{align}
\max_{\Theta} \quad & \min_{\ell = 1, \ldots, L} \quad \text{tr}(\Theta \mathbf{H}_\ell) + |a_{\ell}|^2 \\
\text{s.t.} \quad & \text{tr}(\Theta \mathbf{G}_{\ell}) + |b_{\ell}|^2 \leq \eta_q, \ \forall q, \\
& |\Theta(l, l)| = 1, \ l = 1, \ldots, N K + 1.
\end{align}$$

(13a) (13b) (13c)

It can be observed that problem (13) is a standard convex semidefinite program and can be solved by CVX. A similar randomization procedure as in (7) can be employed to obtain a solution $\Theta^{(j+1)}$ from $\Theta^{(j+1)}$ except that the scaling becomes

$$\hat{\xi}_i = \frac{\xi_i}{\sqrt{\max_{q=1, \ldots, Q} \xi_i^H \mathbf{G}_{\ell} \xi_i / (\eta_q - |b_{\ell}|^2)}},$$

(14)

which makes $\hat{\xi}_i$ to satisfy the constraint (11b). In addition, $\hat{\xi}_i$ should meet the unit modulus constraint (11c), which means the final solution can be recovered by

$$\tilde{\xi}_i = e^{j \arg(\frac{\hat{\xi}_i}{\xi_i(N K + 1)})},$$

(15)

where $\tilde{\xi}_i(N K + 1)$ denotes the $(N K + 1)$-st element of $\tilde{\xi}_i$.

Then, a feasible rank-one solution is obtained as $\hat{\Theta}^{(j+1)} = \arg \max_{\hat{\Theta}} \min_{\ell = 1, \ldots, L} \xi_i^H \hat{\Theta} \xi_i + |a_{\ell}|^2$. The alternating process is repeated until the algorithm converges, e.g., the minimum received signal power improvement is smaller than a tolerance $\varepsilon$. Our proposed sequential optimization algorithm for the joint design problem is summarized in Algorithm 1.

Note that the computational complexity of the proposed sequential optimization algorithm mainly depends on the number of iterations $J$ and the number of randomization trials for the semidefinite relaxation $I$. On one hand, the two convex problems are solved in each iteration with a complexity of $O(2 J N^3.5)$ if an interior-point method is used [21]. On the other hand, the computational complexities of $I$ randomization trials are in the order of $O(IM^2)$ for (7), and respectively, $O(I(N K + 1)^2)$ for (14). Thus, the overall complexity of the proposed alternating algorithm is $O(2 J N^3.5) + O(IM^2) + O(I(N K + 1)^2)$. Numerical results show that Algorithm 1 usually converges in less than 20 iterations and a sufficiently large number of randomization, e.g., $I = 5000$, is required to yield a good solution.

**Algorithm 1 Sequential Optimization Algorithm for the Joint Design Formulation in (4)**

**Input:** Channel information $\mathbf{h}_{\ell, \ell}$, $\mathbf{h}_{\ell, k, \ell}$, $\mathbf{h}_{\ell, k, \ell}$, $\mathbf{D}_{k}$, $\kappa$, $\eta_q$, and tolerance $\varepsilon$.

**Output:** Transmit beamformer $t$ and phase shift matrices $\Theta_k$.

**Initialization:** Initialize $\Theta_k^{(0)}$, and set iteration index $j = 0$.

**repeat**

1) Fix $\Theta_k^{(j)}$. Use (6) and randomization for (7) to obtain $t^{(j+1)}$.

2) Fix $t^{(j+1)}$. Use (13) along with randomization for (14) to find $\Theta_k^{(j+1)}$.

3) Use $\Theta_k^{(j+1)}$ to formulate $\Theta_k^{(j+1)}$.

4) Set $j = j + 1$.

**until** convergence.

**return** $t = t^{(j+1)}$ and $\Theta_k = \Theta_k^{(j+1)}$.

**IV. NUMERICAL RESULTS**

In this section, we present numerical results to illustrate the performance of the proposed IRS-assisted scheme. We consider a scenario where the transmitter employs a uniform linear
array (ULA) with \( M = 64 \) antennas and each IRS consists of a ULA with \( N = 100 \) reflecting elements. The channel vectors \( \mathbf{h}_{t,\ell}, \mathbf{h}_{k,\ell}, \mathbf{h}_{t,\ell}, \) and \( \mathbf{h}_{k,\ell} \) are generated according to the following geometric channel model [22] (here we take \( \mathbf{h}_{t,\ell} \) as an example and the other channel vectors are similarly generated): \( \mathbf{h}_{t,\ell} = \sqrt{M} \alpha_{t,\ell} \mathbf{r}_t(\phi_{t,\ell}) \), where \( \alpha_{t,\ell} \) is the complex gain associated with the path from the TX to the \( \ell \)-th target, \( \phi_{t,\ell} \) is the associated angle of departure, \( \mathbf{r}_t \) is the normalized array response vector, and \( \gamma \in \{1.0\} \) is a binary variable to specify if this path is blocked or not (more discussion on this in the next paragraph). The complex gain is generated according to a complex Gaussian distribution [23]:

\[
\alpha_{t,\ell} \sim CN(0, 10^{-0.1\rho}) \]

with \( \rho \) given as \( \rho = a + 10b \log_{10}(d) + \xi \)

where \( d \) denotes the distance between the transmitter and the target, and \( \xi \sim \mathcal{N}(0, \sigma^2) \). The values of \( a, b, \) and \( \sigma_\xi \) are set to be \( a = 64, b = 2, \) and \( \sigma_\xi = 5.8dB, \) as suggested by real-world LOS channel measurements [23]. In addition, the channel matrix between the transmitter and the \( k \)-th IRS is characterized by \( \mathbf{D}_k = \sqrt{M} \mathbf{N}_d \mathbf{a}_k \mathbf{d}^{H}_{t,k} \), where \( \mathbf{N}_d \) is the complex gain and can be similarly generated as \( \alpha_{t,\ell}, \mathbf{d}_{t,k}, \) and \( \mathbf{d}_{t,k} \) are the normalized array response vectors.

The simulation configuration is shown in Fig.1 where the \((x, y)\)-coordinates of the TX are \((0, 0)\) and those of the two IRSs are \((-130m, 75m)\) and \((130m, 75m)\). The locations of the targets are randomly distributed within a square box specified by \( x \in [-75m, 75m] \) and \( y \in [150m, 250m] \). To simulate the effect of blockage, we use the 3dB beamwidth of the TX [24]. Specifically, if the TX beam simultaneously covers multiple objects (targets or clutter scatterers) within the 3dB beamwidth, then the near object will block the far object, which is simulated by setting \( \gamma = 0 \) for the far path. Other system parameters are set as follows: \( \epsilon = 10^{-3}, \) \( \eta_\ell = 0.5\mu W, \forall \ell, I = 5000. \) All results are averaged over 100 random channel realizations (also the randomization of the target locations).

In the simulation, the performance of the following four design approaches are included: The joint design, passive design, and active design are the proposed joint active and passive beamforming (design \( t \) and \( \Theta_k \)), the passive-only beamforming (design \( \Theta_k \) by fixing \( t \) so that the TX illuminates toward the first IRS), and respectively, the active-only beamforming (design \( t \) by fixing \( \Theta_k \) as identity matrix) for the IRS-assisted radar system; without IRS is the conventional radar system that has the TX but no IRS (design \( t \)).

Fig.2 depicts the performance for the four design approaches versus the total transmit power \( \kappa \) when \( Q = 3 \) and the clutter scatterers locate at \((-75m, 125m), (0, 125m), \) and \((75m, 125m)\), respectively. In Fig.2(a) which shows the minimum target illumination power, it is seen that the three IRS-assisted radars outperform the conventional radar system because the IRSs can help create effective LOS paths to illuminate the targets and thus substantially improve the radar’s robustness against blockage. This can also been seen in Fig.2(b) where the probability of blockage (Pb) is plotted, where blockage occurs when the target illumination power is sufficiently small. In our simulation, the blockage power level is set to \( 0.5\mu W \). It is observed that although also assisted by IRSs, the active- and passive-only designs are significantly less effective than the joint design.

Fig.3 depicts the results for a more densely cluttered environment with \( Q = 9 \) clutter scatterers, where the clutter scatterer locations are \((-75m, 100m), (0, 100m), (75m, 100m), (-75m, 125m), (0, 125m), (75m, 125m), (-75m, 150m), (0, 150m), \) and \((75m, 150m)\). Similar behaviors among the four designs can be observed except that the performance of all decreases. This is because more clutters means that the targets have a higher possibility of being blocked, which reduces the propagation paths. However, the joint design for the IRS-assisted system still outperforms the other designs.

V. CONCLUSION

We proposed an approach to reducing the target blockage in radar systems in cluttered environments by leveraging passive IRSs. Under a total transmit power constraint as well as an upperbound on the tolerable clutter power at each clutter scatterer, the active transmit beamforming vector at the radar and the passive phase-shift matrices at the IRSs were jointly optimized to maximize the minimum target illumination power at multiple target locations. The resulting nonconvex problem was solved by applying the alternating optimization and SDR techniques. It was shown that the IRS-assisted radar system is more robust against target blockage over conventional radar system.
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