On the linear stability of $\ell$-boson stars with respect to radial perturbations
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Abstract

In previous work we constructed new boson star solutions consisting of a family of massive complex scalar fields minimally coupled to gravity in which the individual fields have angular momentum, yet the configuration as a whole is static and spherically symmetric. In the present article we study the linear stability of these $\ell$-boson stars with respect to time-dependent, radial perturbations. The pulsation equations, governing the dynamics of such perturbations are derived, generalizing previous work initiated by M Gleiser, and shown to give rise to a two-channel Schrödinger operator. Using standard tools from the literature, we show that for each fixed value $\ell$ of the angular momentum number, there exists a family of $\ell$-boson stars which are linearly stable with respect to radial fluctuations; in this case the perturbations oscillate in time with given characteristic frequencies which are computed and compared with the results from a nonlinear numerical simulation. Further, there is also a family of $\ell$-boson stars which are linearly unstable. The two families are separated by the configuration with maximum mass. These results are qualitatively similar to the corresponding stability results of the standard boson stars with $\ell = 0$, and they imply the
existence of new stable configurations that are more massive and compact than usual boson stars.
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1. Introduction

A boson star [1–5] is a hypothetical object described by a classical solution to the stationary Einstein–Klein–Gordon (EKG) system which is sourced by a complex, massive scalar field whose time-dependency is harmonic. In their most simple realization boson stars are static and spherically symmetric, although rotating generalizations which are stationary and axisymmetric have also been found long time ago [6, 7]. Beyond their simplicity, it has recently been shown using numerical evolutions of the fully nonlinear dynamical equations that static and spherically symmetric boson stars also naturally arise as the final state of binary boson star collisions, while rotating boson stars have not been observed to form in such a process [8]. This is due to gravitational cooling [9, 10], which radiates all the angular momentum of the system.

In a previous paper [11] we showed that boson stars, as they were originally introduced in the late sixties, do not constitute the most general solution to the static spherically symmetric EKG system. Standard boson stars can be easily generalized if the internal symmetry group is extended from $U(1)$ to $U(N)$ with arbitrary odd values of $N$. In this way, the internal group can hide not only the time dependency of the field but also the angular dependency of nontrivial harmonics if their amplitudes are excited in an appropriate way [12]. We dubbed these new states $\ell$-boson stars in [11], with $\ell = (N - 1)/2$ an arbitrary nonnegative integer.

Astrophysical realizations of $\ell$-boson stars demand such configurations to be dynamically stable. Thus, the study of their stability is of utmost importance. Previous stability studies of boson stars, which correspond to the particular case of $\ell$-boson stars with $\ell = 0$ and $N = 1$, have been performed based on different approaches. Early studies focused on semi-analytic methods based on linear perturbation theory [13–15] in which the EKG system is truncated at linear order. Later, these studies were complemented with nonlinear stability analyses evolving the full EKG equations with the help of numerical codes [16–19] (see also [20] for an analysis based on catastrophe theory). The results of both types of approaches show that static, spherically symmetric $\ell$-boson stars with $\ell = 0$ possess both stable and unstable branches in the solution space, similar to what occurs in spherical relativistic fluid stars [21–23].

$\ell$-boson stars have $N = 2\ell + 1$ scalar fields, and in principle each of these fields can be perturbed in an independent way. However, a simplification occurs if one assumes that the $2\ell + 1$ fields are described by the same radial perturbation, in which case spherical symmetry is preserved at the level of the perturbed configurations. Based on this assumption, in recent work [24] we have performed full nonlinear numerical simulations of the spherical EKG system. Our study indicates that $\ell$-boson stars have similar stability properties than the standard $\ell = 0$ stars, namely the $\ell$-boson stars possess both stable and unstable branches of solutions. Moreover, it was found in [24] that small perturbations of stable configurations may exhibit extremely long-lived oscillations. The main purpose of the present work is to perform a linear stability analysis of $\ell$-boson stars, based on the aforementioned assumption of spherical symmetry, and prove that there is, indeed, a stable branch which is characterized by the absence of growing modes and the presence of oscillatory modes in the spherically symmetric sector.
Regarding the stability of $\ell$-boson stars with respect to nonspherical perturbations, recent numerical evolutions of the full 3D EKG equations indicate that within the timescales explored, the configurations belonging to the spherical stable branch do not possess nonspherical growing modes [25]. In a recent work, Sanchis-Gual et al [26] have provided numerical evidence that $\ell$-boson stars are in fact symmetry-enhanced stable points of larger continuous families of multi-field, multi-frequency boson stars. Although it would be desirable to confirm these findings through a semi-analytic linear stability analysis including nonspherical modes, such a study lies beyond the scope of the present work. Therefore, as mentioned previously, here we restrict ourselves to spherical linear perturbations.

This work is organized as follows. We start in section 2 with a brief review on the spherically symmetric field equations and conserved quantities which are relevant for this work and provide a short description of the main behavior of the equilibrium configurations constructed in [11]. Next, in section 3 we derive the pulsation equations, describing the dynamics of linearized radial perturbations of the $\ell$-boson star ground state configurations, generalizing previous work by Gleiser [13] and by Gleiser and Watkins [14]. These equations have the form of a $2 \times 2$ coupled wave system with matrix-valued potential, and for modes with a harmonic time dependency they give rise to a self-adjoint coupled system of radial Schrödinger equations. We discuss various properties of the corresponding Schrödinger operator, including the asymptotic behavior of the mode solutions near the center and at infinity and the generalized nodal theorem proven in [27], which allows one to determine the number of bound states with negative energy (corresponding to unstable exponentially in time growing modes in our system) by counting the number of zeros of a certain determinant. In section 4 we present the main results of this paper, starting with a computation for the number of negative energy bound states for different $\ell$-boson star configurations. These results show that, as expected from the numerical simulations in our accompanying paper [24], the configurations on the stable branch are linearly stable, while the configurations lying on the unstable branch are linearly unstable. Next, based on a shooting algorithm for determining the ground state energy of the Schrödinger operator, we compute the oscillation frequencies of the perturbations for the stable configurations, and compare them to the frequencies found in the numerical simulations performed in [24]. Conclusions are drawn in section 5 and technical details used in the numerical integration and shooting algorithm are included in an appendix at the end of the article.

Throughout this work, we use the signature convention $(-,+,+,+)$ for the spacetime metric and Planck units such that $\mathcal{G} = c = \hbar = 1$. As in our previous articles [11, 24], for simplicity, we restrict our attention to the case in which the scalar field is minimally coupled to gravity and is not self-interacting.

2. Spherically symmetric field equations and equilibrium configurations

In this section we review briefly the construction leading to the $\ell$-boson stars [11]. These configurations give rise to a new class of static, spherically symmetric solutions of the EKG system, where the internal global $U(1)$ symmetry of the standard boson star model is promoted to the $U(N)$ group with arbitrary $N$.

Accordingly, the scalar field $\Phi$ consists of $N$ components, that for convenience can be seen as a collection of $N$ complex scalar fields $\Phi_i$, $i = 1, \ldots, N$, of equal mass $\mu$ that we choose without self-interaction and minimally coupled to gravity. The spacetime metric describing these solutions (and their time-dependent generalizations) is parametrized in terms of the
Misner–Sharp mass \( M(t, r) \) and the lapse \( \alpha(t, r) \) functions according to

\[
\text{d}s^2 = -\alpha^2 \text{d}t^2 + \gamma^2 \text{d}r^2 + r^2 \text{d}\Omega^2, \quad \gamma^2 := \frac{1}{1 - \frac{2M}{r}}.
\]

(1)

where \( r \) is the areal radial coordinate and \( \text{d}\Omega^2 \) denotes the standard line element on the unit two-sphere. The most simple realization of a nontrivial \( \ell \)-boson star appears for an odd \( N \) different from one, with the components of the scalar field given by

\[
\Phi_{\ell m}(t, r, \vartheta, \varphi) = \phi_{\ell}(t, r) \chi_{\ell m}(\vartheta, \varphi).
\]

(2)

Notice that the total angular momentum number \( \ell \) is given in terms of a fixed nonnegative integer, and \( m \) takes values \( m = -\ell, -\ell + 1, \ldots, \ell \), for a total of \( N = 2\ell + 1 \) components. As usual \( \chi_{\ell m} \) denotes the standard spherical harmonics normalized such that \( \sum_{m=-\ell}^{\ell} |\chi_{\ell m}|^2 = (2\ell + 1)/4\pi \), and the field amplitude \( \phi_{\ell}(t, r) \) is the same for all \( m \). As shown in [11] (see also [12]), this leads to a total stress energy–momentum tensor\(^6\)

\[
T_{\mu\nu} = \frac{1}{2} \sum_{m=-\ell}^{\ell} \left[ \nabla_{\nu} \Phi_{\ell m} \nabla_{\rho} \Phi_{\ell m} + \nabla_{\nu} \Phi_{\ell m} \nabla_{\rho} \Phi_{\ell m}^* - g_{\mu\rho} \right] \times \left( \nabla_{\lambda} \Phi_{\ell m}^* \nabla^{\lambda} \Phi_{\ell m} + \mu^2 \Phi_{\ell m}^* \Phi_{\ell m} \right),
\]

(3)

(\( \Phi_{\ell m}^* \) denoting the complex conjugate of \( \Phi_{\ell m} \)) which is spherically symmetric. If the symmetry group is large enough, different values of \( \ell \) could be excited at the same time in the configuration; however, for the purposes of this paper we restrict our attention to the case with only one \( \ell \).

With the ansätz described in equations (1) and (2), the EKG system reduces to the following system of equations [11]:

\[
\dot{M} = \kappa_r r^2 \frac{\alpha}{\gamma} \text{Re}(\Pi_\ell \chi_\ell),
\]

(4a)

\[
M' = \frac{\kappa_r}{2} \left[ |\Pi_\ell|^2 + |\chi_\ell|^2 + \left( \mu^2 + \frac{\ell(\ell + 1)}{r^2} \right) |\phi_\ell|^2 \right],
\]

(4b)

\[
\frac{\alpha'}{\alpha} = \gamma^2 \left( \frac{M}{r^2} + \frac{\kappa_r}{2} \left[ |\Pi_\ell|^2 + |\chi_\ell|^2 - \left( \mu^2 + \frac{\ell(\ell + 1)}{r^2} \right) |\phi_\ell|^2 \right] \right),
\]

(4c)

\[
\dot{\phi}_\ell = \alpha \Pi_\ell,
\]

(4d)

\[
\dot{\Pi}_\ell = \frac{1}{r^2 \gamma} \left( r^2 \frac{\alpha}{\gamma} \dot{\phi}_\ell \right)^\prime - \kappa_r r^2 \gamma \text{Re}(\Pi_\ell^* \chi_\ell) \Pi_\ell - \alpha \left( \mu^2 + \frac{\ell(\ell + 1)}{r^2} \right) \phi_\ell^*,
\]

(4e)

with \( \kappa_\ell = 2\ell + 1 \) and where \( \Pi_\ell := \alpha^{-1}\dot{\phi}_\ell \) and \( \chi_\ell := \gamma^{-1}\phi_\ell^\prime \). Here and in the following, a dot and a prime denote partial derivatives with respect to \( t \) and \( r \), respectively.

The \( \ell \)-boson star solutions described in [11] are obtained by integrating these equations for the time-harmonic ansatz

\[
\phi_{\ell}(t, r) = e^{i\omega t} \psi_{\ell}(r),
\]

(5)

\(^6\) Notice that in this paper we follow the same conventions as in reference [11] regarding the normalization of the scalar field, hence relative to reference [24] the normalization of the stress energy–momentum tensor, equation (3), and the conserved current, equation (7), differs by a factor of \((2\ell + 1)/4\pi\).
with $\omega$ a real frequency and $\psi_\ell$ a real-valued function of $r$, which behaves as $\psi_\ell \simeq r^\ell$ in the vicinity of the center $r = 0$ and decays exponentially fast as $r \to \infty$. In this way one finds, numerically and for each $\ell$, families of solutions $(\omega, \alpha(r), \gamma(r), \psi_\ell(r))$ which can be parametrized by $a^\ell_0 := (2\ell + 1)^{-1/2} r^\ell \psi_\ell(r)|_{r=0}$ and the number of nodes of the function $\psi_\ell(r)$ inside the interval $0 < r < \infty$. In this work we restrict our attention to ground state solutions, for which $\psi_\ell$ has no nodes. Similar to the case of the standard boson stars with $\ell = 0$, as the value of $a^\ell_0$ increases from zero, the total mass

$$M_T = \lim_{r \to \infty} M(t, r)$$

of the configurations (which coincides with the Arnowitt–Deser–Misner mass) starts increasing with $a^\ell_0$, but at some point develops a maximum after which it decreases, see the left panel of figure 1 for details. The numerical simulations performed in [24] indicate that the configurations belonging to values of $a^\ell_0$ below the one corresponding to the maximum of the mass are stable with respect to small (but nonlinear) spherical perturbations, while the configurations with larger $a^\ell_0$ are unstable, and either collapse to a black hole, or (depending on the sign of the binding energy) migrate to a stable configuration or disperse to infinity. Thus the behavior is analogous to the standard $N = 1$ boson star solutions in which the maximum mass configuration divides the solution curve into ‘stable’ and ‘unstable’ branches. Similarly, the compacticity, defined as $C = M_T / R_{99}$, where $R_{99}$ is the radius of a sphere containing $99\%$ of the total mass, starts increasing as $a^\ell_0$ increases, until it develops a maximum. However, note that this maximum occurs at a higher value of $a^\ell_0$ than the one corresponding to the maximum mass configuration, see the right panel of figure 1. As we can appreciate from this figure, larger values of $\ell$ allow not only for more massive (stable) solutions, but also for larger compacticities. That is, there exist stable solutions that can be more compact than the standard $\ell = 0$ boson stars. Furthermore, the larger the value of $\ell$, the more compact the stable solutions can be, at least for the first values of the angular momentum number that we have explored in this paper. As mentioned in the introduction, the main goal of this work is to prove that configurations belonging to the ‘stable branch’ are in fact linearly stable, whereas the remaining ones are linearly unstable.
Like in our accompanying work [24], the total mass $M_T$ and the total boson number $N_B$, which we define next, will play an important role in the analysis that we present below. Since the theory is invariant under internal $U(N)$ transformations, there are $N^2$ conserved current densities, one associated with each generator of the internal symmetry group. Among them, there is one corresponding to the total number of particles minus the antiparticles, given by

$$J^\mu = \frac{1}{2} \sum_{m=-l}^{l} [\Phi^*_m \nabla^\mu \Phi_{lm} - \Phi_{lm} \nabla^\mu \Phi^*_m],$$

(7)

which is conserved, $\nabla^\mu J^\mu = 0$. For the spherically symmetric configurations (1) and (2) analyzed in this work, $J^\mu$ has vanishing angular components and gives rise to the conserved boson number

$$N_B = (2\ell + 1) \int_0^\infty \text{Im} [\phi\Pi_\ell r^2] r^2 \mathcal{d}r = (2\ell + 1) \omega \int_0^\infty \psi^2 \gamma \mathcal{d}r,$$

(8)

where the second integral is restricted to the time-harmonic ansatz (5).

3. Linear stability analysis

After having reviewed the most relevant equations of reference [11], in this section we perform a linear stability analysis of the $\ell$-boson star ground state configurations. We start in section 3.1 by generalizing previous work by Gleiser [13] and by Gleiser and Watkins [14] to arbitrary values of $\ell$, and in this way we derive a coupled $2 \times 2$ wave-like system (the pulsation equations), governing the dynamics of linearized perturbations. By analyzing mode solutions with a harmonic time-dependency, this system reduces to a time-independent system of Schrödinger equations, and in section 3.2 we establish several important properties of the corresponding Schrödinger operator. In particular, we show that it is (formally) self-adjoint and discuss some tools that we shall use in this article, such as the generalized nodal theorem [27]. Sections 3.3–3.5 are dedicated to a further analysis of the Schrödinger operator as well as to the asymptotic behavior of the mode solutions in the vicinity of $r = 0$ and as $r \to \infty$. The findings of this section lay the theoretical ground for the numerical results presented in section 4.

3.1. Pulsation equations

In order to derive the pulsation equations it is convenient to write the field amplitude $\psi(t, r)$ as

$$\psi(t, r) = e^{i\omega t} \left[ \psi_1(t, r) + \delta \psi_2(t, r) \right],$$

(9)

where $\psi_1(t, r) = \psi_0(t, r) + \delta \psi_1(t, r)$ and $\psi_2(t, r) = \delta \psi_2(t, r)$ are real-valued, and where $\psi_0(r)$ and $\omega$ are the radial function and frequency, respectively, associated with the background solution. Following [14], the linearized fields are expanded in the form

$$\delta \psi_1(t, r) = \psi_0(t, r) \phi_1(t, r),$$

(10a)

$$\delta \psi_2(t, r) = \psi_0(t, r) \phi_2(t, r),$$

(10b)

$$\delta \alpha(t, r) = \frac{1}{2} \alpha_0(t, r) \delta \nu(t, r),$$

(10c)
\[
\delta \gamma(t, r) = \frac{1}{2} \gamma_0(r) \delta \lambda(t, r), \quad (10d)
\]
giving rise to small (but time-dependent) variations of the static configurations \((\omega, \alpha_0(r), \gamma_0(r), \psi_0(r))\) introduced in the previous section. Here the quantity \(\delta \lambda\) is related to the linearized mass function \(\delta \cal M\) via the relation \(\delta \lambda = 2 \gamma_0 \delta \cal M / r\). Note that there is a gauge ambiguity in the definition of the perturbations \(\delta \varphi_{12}\) and \(\delta \nu\), since one can still perform a redefinition of the time coordinate \(t \mapsto \tilde{t} = \tilde{t}(t)\) and maintain the same form of the line element as in equation (1). Under an infinitesimal transformation \(t \mapsto \tilde{t} = t + f(t)\), where \(f(t)\) is an arbitrary function of time, the fields \(\delta \varphi_{12}(t, r)\) and \(\delta \lambda(t, r)\) remain unaltered, whereas \(\delta \nu(t, r)\) change according to:

\[
\begin{align*}
\delta \varphi_{12}(t, r) &\mapsto \delta \tilde{\varphi}_{12}(t, r) = \delta \varphi_{12}(t, r) - \omega f(t), \\
\delta \nu(t, r) &\mapsto \delta \tilde{\nu}(t, r) = \delta \nu(t, r) - 2 \dot{f}(t).
\end{align*}
\]

(11a)

We stress that the decomposition (10a) and (10b) is only valid for the ground state configurations for which \(\psi_1(r)\) has no zeros in the interval \(0 < r < \infty\). Further below we shall also assume that the linearized fields \(\delta \varphi_{11}, \delta \varphi_{12}, \delta \alpha\) and \(\delta \lambda\) have a harmonic time-dependency of the form \(e^{-i\sigma t}\).

Linearizing equations (4a)–(4c), one obtains the following useful relations between the linearized metric coefficients and scalar fields:

\[
\begin{align*}
\delta \cal M &= \kappa \frac{r^2 \psi_1}{\gamma} \left[ \psi'_1 \delta \varphi_{11} + \omega \psi_1 \delta \varphi_{12} \right], \\
\delta \cal M' &= \kappa \frac{r^2}{\gamma} \left[ \frac{\psi'^2_1}{\gamma^2} + \left( \mu^2 + \frac{\ell(\ell + 1)}{r^2} + \frac{\omega^2}{\alpha^2} \right) \psi'^2_1 \right] \\
&\quad \times \delta \varphi_{11} + \frac{\psi_1 \psi'_1}{\gamma^2} \delta \varphi'_{11} + \frac{\omega \psi_1^2}{\alpha^2} \delta \varphi_{12} - \frac{\omega^2 \psi^2_1}{2 \alpha^2} \delta \nu - \frac{\psi^2_1}{2 \gamma^2} \delta \lambda, \\
\frac{\delta \nu' - \delta \lambda'}{4} &= \frac{\gamma^2}{r^2} \delta \cal M - \kappa \frac{r^2 \psi_1}{\gamma_0^2} \left( \mu^2 + \frac{\ell(\ell + 1)}{r^2} \right) (r \delta \varphi_{11} + \gamma^2 \delta \cal M),
\end{align*}
\]

(12a)

(12b)

(12c)

where from now on we omit the subscript 0 on the background quantities to simplify the notation. Eliminating \(\delta \varphi_{12}\) from the first two equations and linearizing the remaining equations (4d) and (4e), one obtains the following evolution system:

\[
\begin{align*}
\delta \varphi'_{11} + \left[ \frac{2}{r} + \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right] \delta \varphi_{11} + \frac{1}{\kappa r \psi_1^2} \delta \lambda' - \frac{\gamma^2}{\alpha^2} \delta \tilde{\varphi}_{11} \\
+ \left\{ 1 - 2r \frac{\omega'}{\kappa r \psi_1^2} + \psi_1' \left[ \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} + \frac{\gamma'}{\psi_1} + \frac{1}{r} \right] - \gamma^2 \left[ \mu^2 + \frac{\ell(\ell + 1)}{r^2} - \frac{\omega^2}{\alpha^2} \right] \right\} \delta \lambda \\
- 2 \gamma^2 \left\{ \mu^2 + \frac{\ell(\ell + 1)}{r^2} + \frac{\omega^2}{\gamma^2 \psi_1^2} + \kappa r \left[ \mu^2 + \frac{\ell(\ell + 1)}{r^2} \right] \psi_1' \right\} \delta \varphi_{11} &= 0,
\end{align*}
\]

(13a)
This determines univocally the initial data for the pulsation equations:

\[
\begin{align*}
\delta\phi_t(0, r) &= \psi_t(r) [\delta\varphi_{\ell1}(0, r) + i\delta\varphi_{\ell2}(0, r)], \quad \text{(14a)} \\
\delta\Pi_t(0, r) &= \frac{\psi_t(r)}{\alpha_t(r)} \left[ \delta\varphi_{\ell1}(0, r) - \omega\delta\varphi_{\ell2}(0, r) \\
&\quad + i \left( \delta\varphi_{\ell2}(0, r) + \omega \delta\varphi_{\ell1}(0, r) - \frac{\omega}{2} \delta\nu(0, r) \right) \right]. \quad \text{(14b)}
\end{align*}
\]

This determines univocally the initial data for the pulsation equations:

\[
\begin{align*}
\delta\varphi_{\ell1}(0, r) &= \frac{1}{\psi_t(r)} \text{Re} \, \delta\phi_t(0, r), \quad \text{(15a)} \\
\delta\varphi_{\ell2}(0, r) &= \frac{\alpha_t(r)}{\psi_t(r)} \text{Re} \, \delta\Pi_t(0, r) + \frac{\omega}{\gamma_t(r)} \text{Im} \, \delta\phi_t(0, r), \quad \text{(15b)} \\
\delta M(0, r) &= \kappa_\ell \int_0^r \frac{\omega}{\alpha_t(s)} \text{Im} \, \delta\Pi_t(0, s) + \left( \mu^2 + \frac{\ell(\ell + 1)}{r^2} \right) \\
&\times \text{Re} \, \delta\phi_t(0, s) + \frac{\psi_t(s)}{\psi_t(r)} \frac{\text{Re} \, \delta\phi_t(0, s)}{\gamma_t(s)} \psi(s) \gamma_t(s) \text{d}s, \quad \text{(15c)} \\
\delta\dot{M}(0, r) &= \kappa_\ell \frac{r^2 \psi_t(r)}{\gamma_t(r)} \left[ \frac{\psi_t(r)}{\psi_t(\alpha(r) \text{Re} \, \delta\Pi_t(0, r)} ight. \\
&\left. + \frac{\psi_t(r)}{\psi_t(s)} \omega \text{Im} \, \delta\phi_t(0, r) + \omega \text{Im} \, \delta\phi_t(0, r) \right], \quad \text{(15d)}
\end{align*}
\]
where

\[ a(r_1, r_2) := -\kappa_\ell \int_{r_1}^{r_2} r\psi_\ell^2(r) dr. \]  \hspace{1cm} (16)

(Remember that \( \delta M \) is related to \( \delta \lambda \) through a background function.) In order to obtain \( \delta M(0, r) \) we have integrated equation (12b) under the assumption that \( \delta M(0,0) = 0 \), a condition that is necessary to guarantee regularity at the origin, and \( \delta M(0, r) \) was obtained from the constraint (12a). Once these equations are solved, one acquires \( \delta \nu \) by integrating equation (12c), and subsequently \( \delta \varphi_{\ell 2} \) is obtained by integrating equations (12a) and (12b). Note that these two last quantities are defined only up to the gauge ambiguity that we identified in (11).

For practical purposes we will restrict our attention to initial data \( \delta \varphi_0(0, r) \) and \( \delta \Pi_{\ell}(0, r) \) that are smooth and of compact support in the interval \((0, \infty)\). Furthermore, we shall require that the initial data satisfies \( \delta M_T := \lim_{r \to \infty} \delta M(0, r) = 0 \), such that the perturbation does not change the total mass of the system. These conditions imply that \( \delta M(0, r) \) and \( \delta \lambda(0, r) \) are also compactly supported on \((0, \infty)\) and that the total particle number is unaffected. In order to see this more explicitly note that linearizing equation (8) one obtains (cf. equation (37) in [13])

\[ \delta N_B = (2\ell + 1) \int_0^\infty \left[ \frac{\omega}{2}(\delta \lambda - \delta \nu) + \delta \varphi_{\ell 2} + 2\omega \delta \varphi_1 \right] \frac{2r^2 \psi_\ell^2}{\kappa_\ell} dr. \]  \hspace{1cm} (17)

After some manipulations using the constraints (12) and the background equation (4) the integrand in the last expression can be re-written as a total differential, and one obtains the simpler expression

\[ \delta N_B(t) = (2\ell + 1) \left[ \frac{\alpha(r)}{\omega \gamma(r)} \left( \frac{\gamma^2(r)}{\kappa_\ell} \delta M(t, r) \right. \right. \\
\left. - r^2 \psi_\ell^2(r) \psi_\ell(r) \delta \varphi_{\ell 1}(t, r) \right. \left. \right] \bigg|_{r=0}^\infty. \]  \hspace{1cm} (18)

This equation has various important implications. First, it follows that any perturbation for which \( \text{Re} (\delta \varphi_0(t, r)) = \psi_\ell(r) \delta \varphi_{\ell 1}(t, r) \) is bounded at \( r = 0 \) and near \( r \to \infty \) yields the relation

\[ \delta N_B = \frac{1}{\omega} \delta M_T \]  \hspace{1cm} (19)

between the total particle number and total mass. In particular, it follows for such perturbations that \( \delta N_B = 0 \) if and only if \( \delta M_T = 0 \), and hence the class of compactly supported initial data described above leaves both the total particle number and mass invariant (to linear order in the perturbation). A further consequence of equation (19) (when applied to the solution curves of static \( \ell \)-boson stars) is that the total particle number \( N_B \) and mass \( M_T \) as functions of \( \delta \ell^2 \) have the same critical points, and this explains why the location of the extrema of \( N_B \) and \( M_T \) coincide (see figures 1 in [13, 14] for the \( \ell = 0 \) case, and figure 1 in [24] for \( \ell \)-boson stars with \( \ell = 1 \)). Another consequence of equation (19) is that the first variation of the binding energy \( E_B := M_T - \mu N_B \) satisfies \( \delta E_B = -(\mu - \omega)\delta N_B \). Since \( \mu - \omega > 0 \) this implies that a maximum of \( N_B \) corresponds to a minimum of \( E_B \) and the other way around. Finally, and most importantly for the purpose of this article, the existence of static perturbations at such extrema signals (but does not prove) the existence of mode solutions to the linearized equations which transition from stable to unstable, see the discussions in section 4 of reference [14] and in section 4.2 below.
3.2. Spectral properties and nodal theorem

An alternative way of writing the pulsation equations is based on the original work in [13] where the new quantities \( f_1 \) and \( f_2 \) are introduced, which are related to \( \delta \varphi_{\ell 1} \) and \( \delta \lambda \) through the expressions\(^7\)

\[
 f_1 = \delta \varphi_{\ell 1}, \quad f_2 = \frac{1}{\omega} \left[ \frac{\delta \lambda}{2 \kappa_r \rho r^2} - \frac{\psi'_r}{\psi} \right]. \tag{20}
\]

The system for \( f := \begin{pmatrix} f_1 \\ f_2 \end{pmatrix} \) can be written in the form

\[
 \frac{\gamma^2}{\alpha^2} A f = \frac{d}{dr} \left( A \frac{df}{dr} \right) + \frac{d}{dr} (B f) - B \frac{df}{dr} + C f, \tag{21}
\]

with the matrices \( A, B \) and \( C \) given by

\[
 A := \frac{\alpha}{\gamma} r^2 \psi_r^2 \begin{pmatrix} 1 & 0 \\ 0 & \frac{\alpha^2}{\gamma^2} \end{pmatrix}, \quad B := 2 \omega \frac{\alpha}{\gamma} r \psi_r^2 \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix}, \quad C := \frac{\alpha}{\gamma} r^2 \psi_r^2 \begin{pmatrix} V_{11} & V_{12} \\ V_{21} & V_{22} \end{pmatrix}, \tag{22}
\]

and the functions \( V_{11}, V_{12} = V_{21}, V_{22} \) defined by

\[
 V_{11} = -4 \gamma^2 \frac{\omega^2}{\alpha^2} - 2 \kappa_r \rho \psi'_r \left[ \psi''_r + \frac{\psi'_r}{r} + \gamma^2 \left( \frac{\mu^2}{r^2} + \frac{(\ell + 1)}{r^2} + \frac{\omega^2}{\alpha^2} \right) \psi_r \right] \\
 = -4 \gamma^2 \frac{\omega^2}{\alpha^2} - 2 \kappa_r \rho \psi'_r \left[ 2 \gamma^2 \left( \mu^2 + \frac{(\ell + 1)}{r^2} \right) \psi_r + \left( \frac{\gamma'}{\gamma} - \frac{\alpha'}{\alpha} - \frac{1}{\gamma} \right) \psi'_r \right], \tag{23a}
\]

\[
 V_{12} = -2 \kappa_r \rho \omega \psi'_r \left[ \psi''_r + \frac{\psi'_r}{r} + \gamma^2 \frac{\omega^2}{\alpha^2} \psi_r \right] \\
 = -2 \kappa_r \rho \omega \psi'_r \left[ \gamma^2 \left( \mu^2 + \frac{(\ell + 1)}{r^2} \right) \psi_r + \left( \frac{\gamma'}{\gamma} - \frac{\alpha'}{\alpha} - \frac{1}{\gamma} \right) \psi'_r \right], \tag{23b}
\]

\[
 V_{22} = \frac{\alpha^2}{\gamma^2} \left[ \left( \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right) + 2 \left( \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right) \left( \frac{2}{r} + \frac{\psi'_r}{\psi_r} + \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right) \right] \\
 = \frac{2}{r^2} \frac{\psi'_r}{\psi_r} - 2 \frac{\psi''_r}{\psi'_r} + 2 \kappa_r \rho \omega \psi'_r \left( \frac{1}{r} + \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right) \\
 = 2 \kappa_r \rho \gamma \gamma' \frac{\alpha'}{\alpha} - (\ell + 1) \gamma^2 \psi_r^2 \left[ \mu^2 - \frac{(\ell + 1)}{r^2} \right] \\
 + r \left( \frac{\gamma'}{\gamma} + \frac{\psi'_r}{\psi_r} \right) \left( \frac{(\ell + 1)}{r^2} + \mu^2 \right). \tag{24}
\]

\(^7\)Note that \( f_1 = \delta \varphi_{\ell 1} \) according to equation (12a). Also the perturbation of the boson number, equation (18), can be expressed in the more compact form (cf equation (38) in [13]) \( \delta N_b = (2 \ell + 1) \gamma^2 \psi_r^2 f_1 \big|_{\ell=0} \).
+ \frac{2\alpha^2}{\gamma^2} \left( \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right) \left( \psi''_r + \frac{2}{r} \psi'_r \right) - 4 \frac{\alpha^2}{\gamma^2} \psi'_r \left( \frac{1}{r} + \psi''_r \right) \\
- \frac{2\alpha^2}{r^2\gamma^2} + 2\alpha^2 \left( \mu^2 - \frac{\omega^2}{\alpha^2} + \frac{\ell(\ell + 1)}{r^2} \right). \quad (23c)

Equation (21) has the form \( \tilde{f} = -\mathcal{H}f \), with \( \mathcal{H} \) the Schrödinger-type operator given by

\[ \mathcal{H} = \frac{\alpha^2}{\gamma^2} A^{-1} \left[ -\frac{d}{dr} A \frac{d}{dr} - \frac{d}{dr} B + B^T \frac{d}{dr} - C \right]. \quad (24) \]

Due to the fact that the matrix \( A = A^T > 0 \) is symmetric positive definite and that the matrix \( C = C^T \) is symmetric, the operator \( \mathcal{H} \) is formally self-adjoint with respect to the scalar product

\[ \langle f, g \rangle := \int_0^\infty f(r)^T A g(r) \frac{\gamma^2}{\alpha^2} dr. \quad (25) \]

This means that \( \mathcal{H} \) satisfies

\[ \langle f, \mathcal{H}g \rangle = \langle \mathcal{H}f, g \rangle \quad (26) \]

for all sufficiently smooth functions \( f \) and \( g \) which are compactly supported on the interval \((0, \infty)\), or, more generally, which satisfy appropriate boundary conditions at \( r = 0 \) and as \( r \to \infty \). (We shall analyze these conditions further below.) Since \( \mathcal{H} \) commutes with complex conjugation, it follows from von Neumann’s theorem (see theorem X.3 in [28]) that \( \mathcal{H} \) possesses a self-adjoint extension. This offers the possibility of studying the dynamics of the pulsation equation (21) using the powerful tools of spectral theory for self-adjoint operators, for which there exists a vast literature, see for instance [29, 30].

The precise determination of the appropriate self-adjoint extension of \( \mathcal{H} \) and its properties lie way beyond the scope of this article. Instead, in what follows, we shall focus on the point spectrum of the operator \( \mathcal{H} \) (i.e. its eigenvalues and eigenfunctions), which in an analogous quantum mechanical problem would correspond to the energy levels \( E \) of the bound states. In our scenario, each negative eigenvalue \( E < 0 \) gives rise to a pair of mode solutions of \( \tilde{f} = -\mathcal{H}f \) proportional to \( e^{\pm \sqrt{-E} r} \) which are exponentially growing or decaying in time, and thus a negative eigenvalue implies the instability of the system. On the other hand, each positive eigenvalue \( E > 0 \) of \( \mathcal{H} \) corresponds to a pair of purely oscillating modes proportional to \( e^{\pm i\sqrt{E} r} \).

One of the useful tools we shall apply in the next section is the nodal theorem by Amann and Quittner [27], which allows one to determine the number of negative eigenvalues of \( \mathcal{H} \) by counting the zeros of a certain determinant which is constructed from two linearly independent zero modes of \( \mathcal{H} \). More precisely, one solves the differential system \( \mathcal{H} f^{(j)} = 0 \) with initial data \( f^{(j)}(r_0) = 0 \) and \( \frac{d}{dr} f^{(j)}(r_0) = \epsilon_j, \ j = 1, 2 \), with two linearly independent vectors \( \epsilon_1 \) and \( \epsilon_2 \) in \( \mathbb{R}^2 \). Then, for \( r_0 > 0 \) small enough and \( r_1 > r_0 \) large enough, the number of zeros of the determinant function \( D(r) := \det(f^{(1)}(r), f^{(2)}(r)) \) on the interval \((r_0, r_1)\) is equal to the number of bound states with negative energy (counted with multiplicities) of the operator \( \mathcal{H} \). The number of zeros is independent of \( r_0 \) and \( r_1 \), provided \( r_0 \) is sufficiently close to \( 0 \) and \( r_1 \) sufficiently large. Moreover, the number of zeros is independent of the choice of the basis vectors \( \epsilon_1 \) and \( \epsilon_2 \).

In addition to determining the number of negative eigenvalues of \( \mathcal{H} \) (which correspond to the number of unstable, exponentially in time growing mode solutions of the pulsation...
equations), we shall also compute numerically the eigenvalues \( E = \sigma^2 \) of \( H \) by means of a shooting algorithm. Since \( H \) is formally self-adjoint, \( \sigma \) is either real or purely imaginary. In the latter case, the norm of \( \sigma \) determines the growth rate of the unstable mode, while in the former case it determines the oscillatory frequency of the mode solutions, which will be compared to the results from a nonlinear numerical time evolution in section 4.

3.3. Transformation of the Schrödinger operator to a simpler form

The application of the nodal theorem requires the satisfaction of certain hypotheses we would like to comment on. To this purpose, we first transform the Schrödinger operator \( H \) to a simpler form in which the first-derivative terms are eliminated and the transformed operator is formally self-adjoint with respect to the usual scalar product for square-integrable (\( L^2 \)) functions. This new form will also simplify the analysis for the asymptotic behavior of the mode solutions in the limits \( r \to 0 \) and \( r \to \infty \).

The transformation we apply is \( f = Tv \) with

\[
T = \sqrt{\frac{1}{\gamma r \psi_r}} \begin{pmatrix} 1 & 0 \\ 0 & \gamma \frac{1}{\alpha} \end{pmatrix} R(r),
\]

where \( R(r) \) is a rotation matrix given by

\[
R(r) = \begin{pmatrix} \cos(\omega r_s) & -\sin(\omega r_s) \\ \sin(\omega r_s) & \cos(\omega r_s) \end{pmatrix}, \quad r_s := \int_0^r \frac{\gamma(\bar{r})}{\omega(\bar{r})} d\bar{r}.
\]

This transforms the problem \( \ddot{f} = -Hf \) into \( \ddot{v} = -H_Tv \), in which the new operator \( H_T := T^{-1}HT \) has the structurally simpler form

\[
H_T = -\frac{d}{dr} \left( \frac{\alpha^2}{\gamma^2} \frac{d}{dr} \right) + R^T WR,
\]

with the symmetric matrix \( W = W^T \) given by

\[
W = -\begin{pmatrix} \frac{\alpha^2}{\gamma^2} V_{11} & \frac{\alpha}{\gamma} V_{12} \\ \frac{\alpha}{\gamma} V_{21} & V_{22} \end{pmatrix} + \frac{d}{dr} \left( \frac{\alpha^2}{\gamma^2} Q \right) + \frac{\alpha^2}{\gamma^2} Q^2
\]

\[ -2\omega \frac{\alpha}{\gamma} \frac{(r \psi_r)' \psi'}{r \psi'} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} - \omega^2 I_2,
\]

where

\[
Q := \frac{(r \psi_r)' \psi'}{r \psi'} I_2 + \frac{1}{2} \left( \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right) \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},
\]

and \( I_2 \) denotes the \( 2 \times 2 \) identity matrix. Note that the transformed operator \( H_T \) is formally self-adjoint with respect to the standard \( L^2 \) scalar product

\[
(v, w) := \int_0^\infty v(r)^T w(r) dr.
\]
More generally, one has the identity

\[
(v, \mathcal{H}_T w) = (\mathcal{H}_T v, w) + \frac{\alpha^2}{\gamma^2} \left[ \frac{dv}{dr} - v^T \frac{dw}{dr} \right]_{r=0}^{\infty},
\]

(33)

for any pair of twice continuously differentiable functions \(v\) and \(w\) on \([0, \infty)\), and the boundary term vanishes if \(v\) and \(w\) are zero at \(r = 0\) and decay sufficiently rapidly as \(r \to \infty\). It is simple to verify that these conditions are automatically satisfied for the type of initial data specified towards the end of section 3.1, and hence the initial data belongs to the class of functions for which the operator \(\mathcal{H}_T\) is self-adjoint.

Next, we note that the function \(\alpha^2/\gamma^2\) appearing between the derivative operators \(d/dr\) in equation (29) is smooth, strictly positive and possesses the limits \(\alpha_c^2 := \alpha(0)^2 > 0\) and 1 as \(r \to 0\) and \(r \to \infty\), respectively. Furthermore, as follows from the results presented in the next two subsections, the transformed potential \(R^T WR\) is smooth on \((0, \infty)\), uniformly bounded near infinity, and near \(r = 0\) it has the form given in equation (40) below with the \(1/r^2\) matrix coefficient being nonnegative. The only additional assumptions made by the nodal theorem [27] are the requirements that the essential spectrum of \(\mathcal{H}\) contains no negative values and that \(\mathcal{H}\) has only a finite number of negative eigenvalues\(^8\). The strict verification of these last two conditions goes beyond the scope of this article; however, the numerical results presented in the next section offer a picture that is fully consistent with the results from the nodal theorem.

In the following, we analyze the asymptotic behavior of the effective potential \(R^T WR\) for \(r \to 0\) and \(r \to \infty\), and the corresponding behavior of the mode solutions.

3.4. Asymptotic behavior for \(r \to 0\)

As has been discussed in [11], the background solution has the following behavior near the center \(r = 0\):

\[
\alpha(r) = \alpha_c [1 + \mathcal{O}(r^{2\ell + 2})],
\]

(34a)

\[
\gamma(r) = 1 + \frac{1}{2} (\kappa_0^2 a_0^2 r^{2\ell} + \mathcal{O}(r^{2\ell + 2})),
\]

(34b)

\[
\psi(r) = a_0 r^\ell [1 + a_2 r^2 + \mathcal{O}(r^4)],
\]

(34c)

for some positive constants \(\alpha_c\) and \(a_0\), with \(a_0\) related to the previously defined quantity \(a_0^2\) through the relation \(a_0 = (2\ell + 1) a_0^2\). The expressions above include the next-to-leading order terms which will be required for the analysis in this subsection and the appendix. They can be computed from the background equations (17a)–(17c) in [11]. In particular, the coefficient \(a_2\) in equation (34c) can be determined by taking the limit \(r \to 0\) of the right-hand side of equation (17c) in [11], giving

\[
a_2 = \frac{1}{2(2\ell + 3)} \left( \mu^2 - \frac{\omega^2}{\alpha_c^2} + 3 \delta \kappa_0 a_0^2 \right).
\]

(35)

It follows from equations (34a) and (34b) and the definition of \(r_c\) in equation (28) that

\[
r_c = \frac{r}{\alpha_c} \left[ 1 + \frac{\ell \kappa_0}{2(2\ell + 1)} a_0^2 r^{2\ell} + \mathcal{O}(r^{2\ell + 2}) \right] = \frac{r}{\alpha_c} \left[ 1 + \mathcal{O}(r^2) \right],
\]

(36)

\(^8\) See [29] for a definition of the essential spectrum of an operator and [30] for theorems on its properties and estimates on the number of bound states.
for all $\ell \geq 0$.

After these preliminary remarks regarding the properties of the background solution near $r = 0$, we analyze the behavior of the solutions $v$ to the mode equation $\mathcal{H}_{TV} = \sigma^2 v$. For the remaining of this subsection, we only compute the leading order terms in $R^TWR$ and $v$. Higher-order contributions (which are required for the numerical shooting algorithm used in the next section) are worked out in the appendix. First, it follows from equations (28) and (36) that

$$R(r) = I_2 + \frac{\omega r}{\alpha_c} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} + \mathcal{O}(r^2).$$

(37)

Next, from equations (23a)–(23c) one easily finds

$$V_{11} = \mathcal{O}(1), \quad V_{12} = V_{21} = \mathcal{O}(r), \quad V_{22} = -2\alpha_c^2 \frac{\ell + 1}{r} + \mathcal{O}(1),$$

(38)

and from equation (31),

$$Q = \frac{\ell + 1}{r} I_2 + \mathcal{O}(r),$$

(39)

from which one finally obtains

$$R^TWR = \alpha_c^2 \frac{\ell + 1}{r^2} \begin{pmatrix} \ell & 0 \\ 0 & \ell + 2 \end{pmatrix} + \mathcal{O}(1).$$

(40)

Note that the matrix coefficient in front of the $1/r^2$ term on the right-hand side has nonnegative eigenvalues for all $\ell \geq 0$, which is one of the hypothesis in the nodal theorem of reference [27]. Furthermore, it follows from the regularity of $\alpha^2/\gamma^2$ at $r = 0$ and from equation (40) that the equation $\mathcal{H}_{TV} = \sigma^2 v$ has a regular singular point at $r = 0$, with four linearly independent solutions which behave as

$$r^{\ell+1} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad r^{\ell+2} \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad r^{-\ell} \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad r^{-(\ell+1)} \begin{pmatrix} 0 \\ 1 \end{pmatrix},$$

(41)

in the vicinity of $r = 0$. The physical relevant ones (i.e. those leading to perturbations $\delta \varphi_{\ell 1}$, $\delta \varphi_{\ell 2}$, $\delta \nu$ and $\delta \lambda$ that remain finite near the origin) give rise to the two-parameter family of solutions

$$v \simeq r^{\ell+1} \begin{pmatrix} \beta_1 \\ \beta_2 r \end{pmatrix}, \quad \text{or} \quad f \simeq \begin{pmatrix} b_1 \\ b_2 r \end{pmatrix},$$

with free constants $\beta_j$ and $b_i$. In terms of the fields $\delta \varphi_{\ell 1}$ and $\delta \lambda$ appearing in the original system (13a) and (13b) this leads to local solutions of the form (cf equation (20))

$$\delta \varphi_{\ell 1} = f_1 \simeq b_1,$$

(43a)

$$\delta \lambda = 2\kappa r \psi^2 \left[ \omega f_2 + \frac{\psi^j}{\psi^0} f_1 \right] \simeq 2\kappa \delta_0 \alpha^2 r^2 [\ell b_1 + \tilde{b}_2 r^2],$$

(43b)

with free constants $b_1$ and $\tilde{b}_2$. Note that the latter appears only in the $r^2$ correction term in the expansion. A consistent expansion (needed for the numerical implementation in the next section) which includes the $r^2$ and $r^3$ correction terms in both fields ($\delta \varphi_{\ell 1}, \delta \lambda$) will be given in the appendix. Finally, we note that the conditions (42) guarantee that the boundary terms in equations (18) and (33) vanish at $r = 0$. 
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3.5. Asymptotic behavior at \( r \to \infty \)

As \( r \to \infty \), the background metric fields \( \alpha \) and \( \gamma \) both converge to one while the background scalar field quantity \( \psi \) decays exponentially to zero. Therefore, for large \( r \) one can replace \( \alpha \) and \( \gamma \) by their Schwarzschild values,

\[
\alpha^2 \simeq \frac{1}{r^2} \simeq 1 - \frac{2M_T}{r},
\]

with \( M_T \) the total mass. (The error in these formulae is exponentially small, as follows from the background equations (7a) and (7b) in [11].) Using these expressions in the background equation (7c) in [11] it then follows that \( \psi \) has the following asymptotic expansion at \( r \to \infty \) (note that \( \omega^2 < \mu^2 \)):

\[
\psi(r) = Ke^{-\sqrt{\mu^2 - \omega^2}/r} \left[ 1 + \mathcal{O}\left(\frac{1}{r}\right) \right], \quad p = 1 + \frac{M_T(\mu^2 - 2\omega^2)}{\sqrt{\mu^2 - \omega^2}},
\]

for some constant \( K \neq 0 \). In particular, this implies that

\[
\frac{\psi'}{\psi} = -\sqrt{\mu^2 - \omega^2} - \frac{P}{r} + \mathcal{O}\left(\frac{1}{r^2}\right), \quad \frac{\psi''}{\psi'} = \mu^2 - \omega^2 + 2\sqrt{\mu^2 - \omega^2} \frac{P}{r} + \mathcal{O}\left(\frac{1}{r^2}\right),
\]

from which

\[
\frac{\alpha^2}{r^2} V_{11} = -4\omega^2 + \mathcal{O}\left(\frac{1}{r^2}\right), \quad V_{12} = V_{21} = V_{22} = \mathcal{O}\left(\frac{1}{r^2}\right),
\]

and

\[
\frac{\alpha^2 (r\psi')'}{r\psi} = -\sqrt{\mu^2 - \omega^2} + \frac{M_T\mu^2}{\sqrt{\mu^2 - \omega^2}} \frac{1}{r} + \mathcal{O}\left(\frac{1}{r^2}\right).
\]

Therefore,

\[
W = \left( \frac{\mu^2 + 2\omega^2}{2\omega\sqrt{\mu^2 - \omega^2}} + \frac{2\omega\sqrt{\mu^2 - \omega^2}}{\mu^2 - 2\omega^2} \right)
\]

\[
- \frac{2M_T\mu^2}{r} \left( \frac{1}{\sqrt{\mu^2 - \omega^2}} + \frac{\omega}{\sqrt{\mu^2 - \omega^2}} \right) + \mathcal{O}\left(\frac{1}{r^2}\right)
\]

in equation (30), and it follows that the potential term \( R^TWR \) of the Schrödinger-type operator (29) is uniformly bounded for large \( r \), which is also a necessary condition to apply the nodal theorem.

Using equation (49) and the fact that \( r = \mathcal{O}(r_*) \) one can rewrite the eigenvalue problem \( \sigma^2 v = \mathcal{H}_T v \) in the form \( \sigma^2(Rv) = R\mathcal{H}_TR(Rv) \) with
\[ RH_T R_T^T = -\frac{d^2}{dr_s^2} + \left[ 2\omega \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} + O \left( \frac{1}{r_s^2} \right) \right] \frac{d}{dr_s} \\
+ \left( \frac{\mu^2 + 3\omega^2}{2\omega \sqrt{\mu^2 - \omega^2}} \right) \frac{2\omega \sqrt{\mu^2 - \omega^2}}{\mu^2 - \omega^2} \\
= \frac{2M_T \mu^2}{r_s} \left( \begin{pmatrix} 1 \\ \omega \sqrt{\mu^2 - \omega^2} \end{pmatrix} \right) + O \left( \frac{1}{r_s^2} \right), \tag{50} \]

For given values of \( \sigma \), this problem has asymptotic solutions of the form

\[ R_0 = e^{\Lambda r_s} r_s^{-P} \left[ e_0 + O \left( \frac{1}{r_s} \right) \right], \tag{51} \]

with a nonvanishing two-vector \( e_0 \), an exponential factor \( \Lambda \) and a constant \( 2 \times 2 \) matrix \( P \). Here, \( r_s^{-P} \) refers to the matrix \( \exp(-\log(r_s)P) \), and its presence is needed in order to eliminate the \( 1/r_s \) term appearing in equation (50). Introducing the ansatz (51) into the equation \( \sigma^2(R_0) = RH_T R_T^T (R_0) \), one finds to leading order:

\[ \left[ (\mu^2 + \omega^2 - \sigma^2 - \Lambda^2)I_2 + 2\omega \left( \frac{\omega}{\sqrt{\mu^2 - \omega^2}} + \Lambda \right) \right] e_0 = 0. \tag{52} \]

For a nontrivial solution to exist, the determinant of the matrix appearing on the left-hand side must be zero, which yields

\[ \Lambda^2 = \mu^2 - \omega^2 - \sigma^2 \pm 2\omega \sigma = \mu^2 - (\omega \mp \sigma)^2, \tag{53} \]

with corresponding two-vectors proportional to

\[ e_0 = \left( \frac{\pm \sigma}{\Lambda + \sqrt{\mu^2 - \omega^2}} \right), \quad \text{or} \quad e_3 = \left( \frac{\Lambda - \sqrt{\mu^2 - \omega^2}}{2\omega \mp \sigma} \right). \tag{54} \]

(These expressions are equivalent to each other as long as \( \sigma \neq 0, \pm 2\omega \). When \( \sigma = \pm 2\omega \), the first expression should be used, for \( \sigma = 0 \) the second one.)

Equation (53) yields four solutions for \( \Lambda \), which, in general, lie in the complex plane. We are particularly interested in understanding the behavior of the real part of these roots, since they determine whether or not the corresponding mode solution decays as \( r \to \infty \). To analyze this, we first notice that \( \sigma^2 \) must be real, since it is an eigenvalue of a self-adjoint operator. Thus, \( \sigma \) must either lie on the real or on the imaginary axis of the complex plane. At the intersection, \( \sigma = 0 \), we have \( \Lambda = \pm \sqrt{\mu^2 - \omega^2} \), so in this case the roots are real, with one degenerated positive and one degenerated negative root. By continuity, for small enough values of \( |\sigma| \) there are two roots with positive and two roots with negative real parts. More precisely, when \( |\mu\sigma| \ll \mu^2 - \omega^2 \) one finds

\[ \Lambda = \pm \sqrt{\mu^2 - \omega^2} \left[ 1 \pm \frac{\omega - \mu^2}{2(\mu^2 - \omega^2)\sigma^2} + O(\sigma^3) \right], \tag{55} \]

where all four combinations of the signs are possible, the \( \pm \) sign choice inside the square parenthesis corresponding to the \( \pm \) sign in equation (53).
Figure 2. Properties of the roots $\Lambda$ of equation (53) as a function of the eigenvalue $\sigma^2$ of the operator $H_T$. Notice that the zero mode $\sigma = 0$ divides the stable, $\sigma^2 \geq 0$, from the unstable branch, $\sigma^2 < 0$. The number of roots with negative real parts leading to exponential decay of the eigenfunctions $v$ depends on the value of $\sigma^2$. Only for purely imaginary values of $\sigma$ (i.e. $\sigma^2 < 0$) or for real values of $\sigma$ lying in the interval $-(\mu + \omega) < \sigma < \mu + \omega$ (i.e. $0 \leq \sigma^2 < (\mu + \omega)^2$) does one have modes that decay exponentially to zero at spatial infinity.

Next, it follows from equation (53) and the fact that $\omega^2 < \mu^2$ that the real part of $\Lambda$ cannot vanish if $\sigma$ is purely imaginary. Since $\Lambda$ depends continuously on $\sigma$, we conclude there are two roots with positive and two roots with negative real parts as long as $\sigma$ is purely imaginary. On the other hand, we notice that $\Lambda^2$ is real when $\sigma$ is real. Assuming without loss of generality that $\sigma > 0$ and that $0 < \omega < \mu$, it follows from equation (53) that $\Lambda^2 = 0$ when $\sigma = \mu + \omega$ for the upper sign and $\sigma = \mu - \omega$ for the lower sign. Hence, for $0 < \sigma < \mu - \omega$ there are two roots with negative real part and two with positive real part, when $\mu - \omega < \sigma < \mu + \omega$ there is one root with negative and one with positive real part, the remaining two roots being purely imaginary, while for $\sigma > \mu + \omega$ it follows that all the roots are purely imaginary, giving rise to oscillatory modes. We summarize these findings in figure 2.

Translating these results to the function $f = (f_1, f_2)$ defined in equation (20) by means of the transformation (27), this yields the asymptotic behavior

$$f \sim e^{\sqrt{\mu^2 - \omega^2 + \Lambda^2} r} e_{0}. \tag{56}$$

For small positive $\sigma^2 > 0$ it follows from equation (55) that there are three exponentially growing modes and one exponentially decaying mode. By analyzing the sign of the term $-\sigma^2 \pm 2\omega \sigma = -\sigma(\sigma \mp 2\omega)$ in equation (53) it is not difficult to show that this behavior persists for $0 < \sigma < 2\omega$, while for $\sigma > 2\omega$ all four modes grow exponentially. When $\sigma^2 < 0$ the two roots with the positive real parts clearly give rise to exponentially growing modes. The behavior of the remaining two modes are exponentially damped, as can be seen from the quadratic term in equation (55) and the fact the real part of $\sqrt{\mu^2 - \omega^2 + \Lambda}$ cannot vanish for purely imaginary $\sigma$ different from zero. Therefore, for such $\sigma$, there are two exponentially growing and two exponentially decaying modes for $f$. For convenience, we summarize this behavior and the behavior of other fields in table 1.

For completeness, we also provide the result from the next-to-leading order contribution, which yields the following expression for the matrix $P$ in equation (51):

$$P = \frac{M_T \mu^2}{\Lambda^2 + \omega^2} \left( \begin{array}{cc} \Lambda - \frac{\omega^2}{\sqrt{\mu^2 - \omega^2}} & -\omega + \frac{\Lambda \omega}{\sqrt{\mu^2 - \omega^2}} \\ \omega + \frac{\Lambda \omega}{\sqrt{\mu^2 - \omega^2}} & \Lambda + \frac{\omega^2}{\sqrt{\mu^2 - \omega^2}} \end{array} \right). \tag{57}$$
Table 1. Asymptotic behavior at spatial infinity of different variables used along the text: $f_1$ and $f_2$ are the fields introduced in section 3.1, $\delta \phi_{11}$ and $\delta L$ are the code variables introduced in the appendix, and $\delta M$ is the linearized mass function, see section 3.1. The signs characterizing the roots of $\Lambda$ make reference to the four possible sign choices in equation (55). Here g.e. stands for ‘grows exponentially’, whereas d.e. for ‘decreases exponentially’, and we have assumed that $0 < \omega < \mu$ as is the case for the background solution.

| Roots | $f_1$, $f_2$ | $\delta \phi_{11}$, $\delta L$ | $\delta M$ |
|-------|--------------|-------------------------------|-----------|
| $\sigma$ purely imaginary | | | |
| $++$ | g.e. | g.e. | |
| $+-$ | g.e. | g.e. | |
| $-+$ | d.e. | d.e. | |
| $--$ | d.e. | d.e. | |
| $0 < \sigma < 2\omega$ | | | |
| $++$ | g.e. | g.e. | |
| $+-$ | g.e. | d.e. | |
| $-+$ | d.e. | d.e. | |
| $--$ | g.e. | d.e. | |
| $\sigma > 2\omega$ | | | |
| $++$ | g.e. | d.e. | |
| $+-$ | g.e. | d.e. | |
| $-+$ | g.e. | d.e. | |
| $--$ | g.e. | d.e. | |

When applied to the two-vector in equation (54), this gives

$$P e_0 = \frac{M T \mu^2}{\Lambda^2 + \omega^2} \begin{pmatrix} \Lambda + \frac{\omega^2 + \omega \sigma}{\sqrt{\mu^2 - \omega^2}} & 0 \\ 0 & \Lambda + \frac{\omega^2 \pm \omega \sigma}{\sqrt{\mu^2 - \omega^2}} \end{pmatrix} e_0, \quad (58)$$

and the solutions at infinity are

$$R_v = e^{\Lambda r}, \frac{M T \mu^2}{\Lambda^2 + \omega^2} \begin{pmatrix} \Lambda \sqrt{\mu^2 - \omega^2} + \omega \sigma \\ \frac{\Lambda \sqrt{\mu^2 - \omega^2} + \omega \sigma}{\sqrt{\mu^2 - \omega^2}} \end{pmatrix} \begin{pmatrix} 0 \\ \frac{M T \mu^2 \omega}{\Lambda^2 + \omega^2} \end{pmatrix} \frac{e_0 + O \left( \frac{1}{r} \right)}{r}, \quad (59)$$

with $(\Lambda, e_0)$ from equations (53) and (54).

To summarize the findings of this section, for $\sigma^2 < (\mu - \omega)^2$ there are two linearly independent mode solutions of the pulsation equations which are normalizable at infinity. The corresponding $v$ fields decay exponentially to zero as $r \to \infty$ and guarantee that the boundary terms in equations (18) and (33) vanish at $r = \infty$. In the next section we show (through numerical calculations) that for certain values of $\sigma^2$ an appropriate linear combination of these two modes can be matched to the boundary condition at the origin, see equation (42), which
yields an eigenfunction of the operator $\mathcal{H}_T$. For $\sigma^2 > (\mu - \omega)^2$, the number of independent mode solutions which are normalizable and cancel the boundary terms in equations (18) and (33) at infinity is less clear, since in this case there are solutions whose asymptotics is given by equation (59) with purely imaginary $\Lambda$. These modes have a power-law behavior of the type $\sim r^\delta$ and in principle, one could determine whether or not they are decaying by analyzing the real part of $q$. However, all the numerical eigenvalues found in the next section satisfy $\sigma^2 < (\mu - \omega)^2$, so that we do not pursue this issue further.

4. Results

After having derived the pulsation equations and discussed their most important properties, in this section we determine the number of negative energy bound states and the eigenvalues of the Schrödinger operator $\mathcal{H}$ by numerical means. Then we compare our results with those obtained from a fully nonlinear numerical evolution of the EKG system [24].

4.1. Number of negative energy bound states

As mentioned in section 3.2 the system of equation (13) forms a self-adjoint coupled system of radial Schrödinger equations, once the time-dependence $e^{-\sigma t}$ is assumed. This fact offers the possibility of studying the point spectrum of the operator $\mathcal{H}$ given by equation (24) in a way analogous to a quantum mechanical problem. Indeed, in order to find the number of bound states with negative energy it is sufficient to solve $\mathcal{H}f = 0$ which, as already shown, is equivalent to solving equation (13) in the time-independent case $\sigma = 0$. The nodal theorem requires finding two solutions $f^j$ with $j$ labeling the following boundary conditions at $r = r_0$: $f^j(r_0) = 0$ and $\frac{d}{dr}f^j(r_0) = e_l$, $j = 1, 2$, with two linearly independent vectors $e_1$ and $e_2$ in $\mathbb{R}^2$. Taking these two vectors to be the standard basis in $\mathbb{R}^2$ and translating the boundary conditions to the fields $\delta \varphi_{1l}$ and $\delta \lambda$ used in our code by means of equation (20), one obtains

- For $j = 1$ one imposes $\delta \varphi_{1l}(r_0) = 0$, $\delta \lambda(r_0) = 0$, $\delta \varphi'_{1l}(r_0) = 1$ and $\delta \lambda'(r_0) = 2\kappa r_0 \psi_l(r_0) \psi_l(r_0)$.
- For $j = 2$ one imposes $\delta \varphi_{1l}(r_0) = 0$, $\delta \lambda(r_0) = 0$, $\delta \varphi'_{1l}(r_0) = 0$ and $\delta \lambda'(r_0) = 2\omega r_0 \psi_l^2(r_0)$.

By numerically integrating equation (13) with these boundary conditions and $\sigma = 0$, one finally computes the determinant

$$D(r) = \det(f^{(1)}(r), f^{(2)}(r)),$$

(60)
on the interval $(r_0, r_1)$, and by counting the number of zeros of $D(r)$ one finds the number of unstable modes of the corresponding $\ell$-boson star solution. We have tested several choices for $r_0$ and $r_1$ to convince ourselves that the number of zeros of $D(r)$ is independent of the chosen intervals $(r_0, r_1)$.

In figure 3 we show our results for $\ell$-boson stars with $\ell = 1$. The upper panel of this figure shows the relation between the total mass $M_T$ and the parameter $a_l^0$ (i.e. the central value of $(2\ell + 1)^{-1} r^{-\ell} \psi_l(r)$), with the first maximum of the mass at $a_1^0 = a_2^0 \approx 0.1$. Recall from the review in section 2 that full nonlinear numerical simulations [24] indicate that configurations with $a_1^0 < a_1^\ast$ are stable, while those with $a_1^0 > a_1^\ast$ are unstable. In order to verify that these results are consistent with the nodal theorem, we have chosen one configuration on the stable branch (labeled (A) and corresponding to $a_1^0 = 0.08$), and two more configurations on the
Figure 3. The upper panel shows the total mass $M_T$ as a function of the parameter $a_0^2$. The lower panel shows the determinant function $D(r)$ for the three configurations (A): ($a_0^2 = 0.08$), (B): ($a_0^2 = 0.11$) and (C): ($a_0^2 = 3.0$). Note that the number of zeros of the function $D(r)$ increases by one as one crosses a critical point of the function $M_T(a_0^2)$.

unstable branch (labeled (B) and (C) and corresponding to $a_0^2 = 0.11$ and $a_0^2 = 3.0$, respectively). The behavior of the determinant $D(r)$ is shown for each of these configurations in the lower panel of figure 3. Observe that $D(r)$ is a monotonic decreasing function of $r$ for the stable configuration (A). No zeros of $D(r)$ are found in this case which proves that this configuration is linearly stable, consistent with the results from the numerical simulations. On the other hand, the function $D(r)$ for configuration (B) exhibits one zero, showing that it possesses a single unstable mode. Moreover, configuration (C), which lies to the right of the local minimum of $M_T$, has two unstable modes as can be seen from the plot of $D(r)$ in this case. The fact that there is an increasing number of unstable modes as $a_0^2$ increases and passes through local extrema of the mass will be further discussed in the next subsection, based on the properties of the mode solutions of the pulsation equations.

4.2. Mode solutions of the pulsation equations

We proceed to find the mode solutions (proportional to $e^{-i\sigma t}$) of the pulsation equation (13) by means of a numerical shooting algorithm. This system describes an eigenvalue problem for the frequency $\sigma^2$. In order to get a better handle on the solution in the vicinity of $r = 0$, we rescale the variable $\delta \lambda$ by a factor proportional to $r^{-2\ell}$ which is motivated by the asymptotic behavior in equation (43b). This yields the new system of equation (63) for the fields $\delta \varphi_{\ell 1}$ and $\delta L = \delta \lambda / (2K_\ell \psi^2)$ derived in the appendix. We numerically integrate this system from $r = 0$ outwards, starting with the boundary conditions at $r = 0$ given by equation (75) in the appendix, and fine-tune the values of $\sigma$ and the free parameter $c$ in equation (75a) until the boundary conditions at $r \to \infty$ discussed in section 3.5 are satisfied. In practice, this is achieved by choosing an outer radius $r_{\text{max}}$, which is the largest radius where the integration is
dependence of the linear modes is shown in figures 4 and 5 for the particular case of $\sigma$ value for $\sigma$ value problem performed, and by imposing the boundary conditions $v_1 = v_2 = 0$ at $r = r_{\text{max}}$. In terms of the code variables $\delta \varphi_{\ell}$ and $\delta L$ these conditions are equivalent to demanding (since $f = T\nu$)

\[
\sqrt{\frac{\gamma}{\alpha}} r_{\text{max}} \psi_{\ell} \delta \varphi_{\ell} = 0, \tag{61a}
\]

\[
\frac{1}{\omega} \sqrt{\frac{\alpha}{\gamma}} (\psi_{\ell} \delta L - r_{\text{max}} \psi_{\ell}' \delta \varphi_{\ell}) = 0, \tag{61b}
\]

at $r_{\text{max}}$. In summary, finding the mode solutions of the pulsation equations leads to an eigenvalue problem for $\sigma^2$, for which the solutions must be consistent with both boundary conditions at $r = 0$ and $r = r_{\text{max}}$. The double shooting algorithm thus finds both the value of $\sigma^2$ and the value of the free parameter $c$ in equation (75a) to satisfy correctly the boundary conditions. The value of $r_{\text{max}}$ is increased until the values of $\sigma^2$ and $c$ have converged within a tolerance value of 0.1%. Some examples showing the values for $\sigma^2$ and $c$ for different configurations with $\ell = 1, 2$ are shown in table 2.

| $\ell$ | $\omega$ | $\sigma_0^2$ | $c$ |
|-------|----------|-------------|-----|
| 1     | 0.050    | 8.332 × 10^{-1} | 3.80 × 10^{-4} | -1.92 × 10^{-2} |
| 1     | 0.080    | 8.519 × 10^{-1} | 2.40 × 10^{-4} | -2.78 × 10^{-2} |
| 1     | 0.085    | 8.475 × 10^{-1} | 1.91 × 10^{-4} | -2.92 × 10^{-2} |
| 1     | 0.090    | 8.434 × 10^{-1} | 1.35 × 10^{-4} | -3.06 × 10^{-2} |
| 1     | 0.095    | 8.394 × 10^{-1} | 7.27 × 10^{-5} | -3.20 × 10^{-2} |
| 1     | 0.100    | 8.356 × 10^{-1} | 3.95 × 10^{-6} | -3.33 × 10^{-2} |
| 1     | 0.105    | 8.320 × 10^{-1} | -7.11 × 10^{-5} | -3.47 × 10^{-2} |
| 1     | 0.110    | 8.285 × 10^{-1} | -1.53 × 10^{-4} | -3.60 × 10^{-2} |
| 2     | 0.006    | 8.755 × 10^{-4} | 2.12 × 10^{-4} | -9.33 × 10^{-3} |
| 2     | 0.008    | 8.614 × 10^{-1} | 1.96 × 10^{-4} | -1.09 × 10^{-3} |
| 2     | 0.010    | 8.498 × 10^{-1} | 1.61 × 10^{-4} | -1.24 × 10^{-2} |
| 2     | 0.012    | 8.400 × 10^{-1} | 1.11 × 10^{-4} | -1.38 × 10^{-2} |
| 2     | 0.014    | 8.316 × 10^{-1} | 4.95 × 10^{-5} | -1.51 × 10^{-2} |
| 2     | 0.016    | 8.242 × 10^{-1} | -2.21 × 10^{-5} | -1.63 × 10^{-2} |
| 2     | 0.018    | 8.176 × 10^{-1} | -1.02 × 10^{-4} | -1.75 × 10^{-2} |
| 2     | 0.020    | 8.117 × 10^{-1} | -1.88 × 10^{-4} | -1.86 × 10^{-2} |

Table 2. The central value $\omega_0^2$, the background frequency $\omega$, the ground state eigenvalue $\sigma_0^2$ and the parameter $c$ in equation (75a) for some configurations with $\ell = 1, 2$. Note that at some point the value of $\sigma_0^2$ turns negative signaling the onset of an instability.

For each $\ell$-boson star characterized by $\ell$ and $\omega_0^2$ we find a discrete family of mode solutions to the pulsation equations which is characterized by the number of nodes $n, n = 0, 1, 2, \ldots$, of the field $\delta \lambda$ in the interval $(0, \infty)$. The increasing number of nodes is associated with an increasing value for $\sigma_{n}^2$, i.e. $\sigma_{n+1}^2 > \sigma_{n}^2$, with $\sigma_n$ the frequency of the corresponding mode. Hence, similar to the properties of the background solution describing the $\ell$-boson star, for the solutions of the pulsation equations there are ground, $n = 0$, and excited states, $n > 0$. The typical radial dependence of these linear modes is shown in figures 4 and 5 for the particular case of $\omega_0^2 = 0.08$ and $\ell = 1$. The solution shown in figure 4 is the one with zero nodes in $\delta \lambda$ (the ground state),

\footnote{Theoretically, the boundary conditions (61a) are equivalent to setting $\delta \varphi_{\ell} = \delta L = 0$ at $r = r_{\text{max}}$. However, we have found that the former work much better in practice.}
Figure 4. The linearized fields $\psi_\ell \delta \varphi_\ell$ and $\delta \lambda$ as a function of the radial coordinate for the ground state of an $\ell$-boson star with $\ell = 1$ and $a_0^\ell = 0.08$. Note that the function $\delta \lambda$ has no nodes in the interval $(0, \infty)$. The inner plots correspond to the functions $\delta \varphi_\ell$ and $\delta L$ from which $\psi_\ell \delta \varphi_\ell$ and $\delta \lambda$ are computed. The results for different values of $r_{\text{max}}$ are shown. In these three cases the required tolerance in the convergence for $\sigma$ has been reached, and consequently the linearized fields $\psi_\ell \delta \varphi_\ell$ and $\delta \lambda$ show no appreciable difference. The differences in the fields $\delta \varphi_\ell$ and $\delta L$ near the boundary are due to the imposition of the boundary conditions (61) which, for finite values of $r_{\text{max}}$, are equivalent to setting $\delta \varphi_\ell = \delta L = 0$, although in the limit $r_{\text{max}} \to \infty$ these quantities are probably exponentially diverging (see table 1).

Figure 5. Same as the previous figure but now for the first excited mode with $\sigma_1 = 0.0907$. while the solution with one node in $\delta \lambda$ (the first excited state) is plotted in figure 5. The radial dependence of the linear modes with $\ell = 2, 3, \ldots$ and $n = 0$ are qualitatively similar to those with $\ell = 1$ and $n = 0$.

Next, we compare the eigenvalue $\sigma^2$ for the modes with zero nodes and $\ell = 1$ with the corresponding modes with $\ell = 2$. The results are shown in figure 6 where we show the value of $\sigma^2$ as a function of $a_0^\ell$. Table 2 presents the same results as in figure 6 for a more detailed list of values obtained for $\ell = 1, 2$. As can be seen from figure 6 and table 2, the configurations with
Figure 6. The ground state eigenvalues $\sigma_2^0$ as a function of $a_0\ell$ for $\ell = 1$ and $\ell = 2$. At some point the eigenvalues turn negative signaling the onset of an instability.

$a_0^0 < a_0^{0*}$ ($\ell = 1, 2$) have positive values of $\sigma_0^2 > 0$ which correspond to a pair of oscillating modes which do not grow in time\(^{10}\). However, when $a_0^0 > a_0^{0*}$, $\sigma_0^2 < 0$ is negative which gives rise to a pair of modes, one being exponentially growing in time and the other exponentially damped, showing that the corresponding $\ell$-boson star is linearly unstable. The configuration corresponding to the threshold value $a_0^0 = a_0^{0*}$ describes a static mode with $\sigma_0 = 0$, and since by construction our modes are restricted to spherically symmetric configurations which preserve the total mass (and particle number), this mode must represent a linearized solution along the $\ell$-boson star configurations at a point where the first variation of the mass is zero (cf [14]). In fact, it turns out that the threshold value $a_0^{0*}$ corresponds precisely to the value of the maximum mass configuration. These results explain the reason behind the transition stable-unstable at the first maximum of the mass that we pointed out in figure 1, and are fully compatible with the results from the full nonlinear numerical evolution of the $\ell$-boson star configurations performed in [24].

We conclude this subsection by commenting on the origin of the number of instabilities that the nodal theorem is counting, based on the mode solutions to the pulsation equations. As we have mentioned, it is possible to find solutions to the pulsation equations with $n = 0, 1, 2, \ldots$ nodes of the function $\delta \lambda$. For instance, in figure 7 we have plotted $\sigma_2^0$ and $\sigma_2^1$ for configurations with $\ell = 1$ as a function of $a_0^1$. For comparison, the top panel of figure 7 shows once more the total mass $M_T$ as a function of $a_0^0$. As discussed above, the ground state eigenvalue $\sigma_0^2$ is positive for $a_0^0 < a_0^{0*}$, which means that the corresponding one-boson star is stable under linear radial perturbation. In fact, the nodal theorem shows that the function $D(r)$ has no zeros for $a_0^1 < a_0^{1*}$ (cf configuration (A) in figure 3) showing that there are, in fact, no unstable modes in this region. For $a_0^1 > a_0^{1*}$, $\sigma_0^2$ becomes negative, the corresponding one-boson star is unstable, and

\(^{10}\)Recall that each eigenvalue $\sigma^2$ gives rise to a pair of mode solutions of the form $\delta \varphi_{\ell t}(t, r) = e^{i\sigma t} \delta \varphi_{\ell t}(r)$ and $\delta \lambda(t, r) = e^{i\sigma t} \delta \lambda(r)$.\[^{23}\]
Figure 7. The ground state eigenvalue $\sigma^2_0$ and its first excitation $\sigma^2_1$ for $\ell = 1$ as a function of $a^0_1$. Note that $\sigma^2_0$ remains always lower than $\sigma^2_1$, and that whereas the ground state eigenvalue crosses zero at $a^0_1 = a^0_1 \star$, the first excited eigenvalue does so at $a^0_1 = a^0_1 \star \star$. The nodal theorem shows that $D(r)$ has at least one zero in this region (cf configurations (B) and (C) in figure 3). Next, let us examine the behavior of the first excited eigenvalue $\sigma^2_1$ as a function of $a^0_1$ (see the lower panel of figure 7). Note that $\sigma^2_1 > 0$ is positive for values $a^0_1 < a^0_{1\star \star}$, where $a^0_{1\star \star}$ corresponds to the configuration for which $M_T$ has its first local minimum. This means that there are no additional unstable modes in this region, a fact that is confirmed by the results from the nodal theorem that show that $D(r)$ has only one zero for $a^0_{1\star} < a^0_1 < a^0_{1\star \star}$ (cf configurations (B) in figure 3). However, for $a^0_1 > a^0_{1\star \star}$, the eigenvalue $\sigma^2_1$ becomes negative meaning that in this region the configuration has two exponentially in time growing modes (one which is due to $\sigma^2_0 < 0$ and another one due to $\sigma^2_1 < 0$), a fact that is again confirmed by the nodal theorem (cf configurations (C) in figure 3). From this picture, we conjecture that as $a^0_1$ increases, the corresponding one-boson star acquires one additional unstable mode each time $a^0_1$ crosses an extremum of the mass.

4.3. Comparison of linear perturbation theory with numerical perturbations of $\ell$-boson stars

In this subsection we compare the results of the perturbation theory with those of a full nonlinear numerical evolution of a perturbed $\ell$-boson star in the stable branch.

For our perturbed initial data we follow the procedure described in [24]. We start from a solution corresponding to a stationary $\ell$-boson star and add a small, but finite, perturbation. The perturbation is constructed in such a way that the initial momentum density remains zero, in order to guarantee that the momentum constraint is trivially satisfied. Also, we choose a perturbation such that the local boson density does not change at $t = 0$, that is we keep $\text{Im}[\phi^\ell \Pi^\ell]$
constant in equation (8). We then solve again the Hamiltonian constraint in order to have fully consistent initial data and evolve the full EKG system numerically in time. Notice that keeping fixed the local boson density does not in fact keep the total boson number \( N_B \) conserved, as the volume element will change once we solve again the Hamiltonian constraint. Basically, when constructing our initial data we are ignoring the term \( \delta \lambda \) in equation (17). This changes slightly the background solution that we need to compare with the results of our numerical evolution, but the effects are so small that they are negligible for practical purposes, as we have corroborated.

We perform a very long time evolution in order to have a large number of oscillations of the system. To find the frequencies of the perturbed \( \ell \)-boson star, we Fourier transform the value of the lapse function \( \alpha_c := \alpha (r = 0) \) at the origin. Notice that for an unperturbed star this value should remain constant. Using a fast Fourier transform, we then compute the power spectrum of \( \alpha_c \).

Figure 8 shows the power spectrum of \( \alpha_c \) for the time interval \([0, 20000]\) for the case of a perturbed \( \ell \)-boson star with \( \ell = 1 \), and two different values of \( a_0^\ell \) corresponding to the background configurations in the first two rows of table 2. The power spectrum clearly indicates there are several frequencies at which the system oscillates. The largest (leftmost) peak in both cases corresponds to the value of \( \sigma_0 \) whose square is given in table 2, that is the fundamental mode of the perturbation analysis. The second dominant frequency corresponds to twice the frequency of the original unperturbed \( \ell \)-boson star. The reason for this is that the lapse function (as well as other metric quantities) depends on the energy density of the field, which is proportional to its square modulus, so it oscillates with twice the frequency.

The other peaks present in the power spectrum seem to correspond to linear combinations of twice the values of the overtones of the \( \ell \)-boson star (or the first two excited states) and halves of \( \sigma_0 \). At this point we do not have a clear understanding of exactly why these particular combinations appear in the spectrum, but they would seem to
originate in the nonlinear coupling among the different modes and depend on the initial perturbation. A further analysis of the exact modes that are excited is beyond the scope of the present work.

5. Conclusions

ℓ-boson stars [11] are a generalization of the standard boson stars with ℓ = 0 which are obtained from a collection of an arbitrary odd number \( N = 2\ell + 1 \) of complex massive scalar fields with an internal \( U(N) \) symmetry. Even if spherical as a whole, the individual scalar fields are described by an eigenstate of the angular momentum operator with angular momentum number \( \ell \), with fields belonging to different azimuthal number \( m \) having the same amplitude \( \psi_\ell(r) \). The resulting configurations are described by regular, asymptotically flat, static and spherically symmetric solutions to the classical EKG system, and they can be parametrized by \( \ell \), an excitation number \( n = 0, 1, 2, \ldots \) that counts the number of nodes of the wave function, and a continuous finite parameter \( a_\ell^0 \) representing the amplitude of the radial function \( (2\ell + 1)^{-1/2} r^{-\ell} \psi_\ell(r) \) at the origin.

In order to have a possible phenomenological impact, ℓ-boson stars need to be dynamically stable as solutions of the EKG equations. In this paper, by means of a linear perturbation analysis, we have studied the stability of ℓ-boson stars by analyzing the time evolution of linearized radial perturbations which conserve the total number of particles and mass. Our results support the previous findings of our numerical study in [24] by confirming that for a given \( \ell \), nodeless \( n = 0 \)ℓ-boson stars are stable if \( a_\ell^0 \) is smaller than a critical value \( a_\ell^\star \) which corresponds to the maximum mass configuration.

The existence of a branch of solutions that is stable under linear perturbations was confirmed in this work by two different methods:

(a) On the one hand we have derived the pulsation equations that describe the evolution of the linearized radial perturbations to the ℓ-boson star ground state configurations. These equations form a self-adjoint coupled system of Schrödinger equations, which is then suitable to the applicability of the generalized nodal theorem [27]. This theorem allows one to count the number of unstable modes of the pulsation equations by counting the number of zeros of a certain determinant function \( D(r) \) constructed from two independent zero modes. As we have shown, the configurations with \( a_\ell^0 < a_\ell^\star \) have no unstable modes while those with \( a_\ell^0 > a_\ell^\star \) have one, two or more unstable modes for the cases \( \ell = 1, 2 \) we have computed. Furthermore, the number of unstable modes associated with the configuration \( a_\ell^0 \) coincides with the number of critical points of the function \( M_T(a_\ell^0) \) in the interval \((0, a_\ell^0)\). See figure 3 for details.

(b) On the other hand, we have solved the pulsation equations for solutions with a harmonic time dependency of the form \( e^{-i\sigma t} \) by means of a numerical shooting algorithm. The mode solutions reveal that the linear radial perturbation of those ℓ-boson stars with \( a_\ell^0 < a_\ell^\star \) oscillates with a real frequency \( \sigma \) around the background configuration. In contrast, configurations with \( a_\ell^0 > a_\ell^\star \) possess linear modes growing exponential in time, for the cases \( \ell = 0, 1, 2 \) we have analyzed. In particular, our analysis allows us to compute numerically the frequency \( \sigma \) for the stable configuration (see figure 7), and we have found that this frequency correctly predicts the position of the highest peak in the Fourier spectrum of a perturbation obtained by numerically evolving the nonlinear EKG system (see figure 8).
Our results based on the nodal theorem and the computation of the mode solutions of the pulsation equations complement each other. The counting of the number of instabilities makes sure that no unstable modes have been missed in our shooting algorithm, and in particular shows the existence of a stable configurations, whereas the computation of the mode solutions allows one to compute the spectrum of frequencies $\sigma$ associated with the perturbations. Furthermore, the number of instabilities given by the nodal theorem corresponds to the number of the linear perturbations that grow in time exponentially.

Our results confirm that the pulsation equations capture the dynamics of the evolution of $\ell$-boson stars. All the results presented here, together with the numerical studies presented in [24], suggest that $\ell$-boson stars do have a branch which is stable, at least with respect to radial perturbations, thus making them suitable to model astrophysical objects.

If ultimately proven to be stable also with respect to non-spherical perturbations, confirming the findings in [25], one would have compact objects made of scalar fields that are stable and that can have compactness larger than standard $\ell = 0$ boson stars, as shown in figure 1. The astrophysical implications of these compact structures are still unknown. However, they should be of considerable interest for those dark matter models which are described by a (zero spin) scalar field.
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Appendix. The pulsation equations in a form more suitable for numerical integration

As discussed in section 4 the computation of the eigenvalues $\sigma^2$ and the associated linearized modes is based on a numerical shooting algorithm which integrates the pulsation equations outwards starting from the origin $r = 0$. To this purpose, and taking into account the asymptotic behavior of the fields near $r = 0$, see equation (43), it is convenient to replace $\delta \lambda$ with the rescaled quantity

$$\delta L := \frac{\delta \lambda}{2 \kappa \psi_l^2}.$$  (62)
After this rescaling, equations (13a) and (13b) assume the following form:

\[
\delta \varphi_{ll}'' = - \left( \frac{2}{r} + \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right) \delta \varphi_{ll} - \frac{2}{r} \delta l'
+ 2 \gamma^2 \left[ \frac{1}{2^2} \left( \frac{u_l'}{u_l} + \frac{\ell}{r} \right)^2 + \kappa_l r^{2l} \mu^2_l \right]
\times \left( r u_l' + \ell u_l + \mu^2_l + \frac{2 \omega^2 - \sigma^2}{2 \alpha^2} \right) \delta \varphi_{ll}
- 2 \left[ \frac{1}{r^2} + \frac{2}{r} \left( \frac{u_l'}{u_l} + \frac{\ell}{r} - \frac{\gamma'}{\gamma} \right) + \kappa_l r^{2l-1} \left( r u_l' + \ell u_l \right) \right]
+ \left( \alpha' - \frac{\gamma'}{\gamma} \right) + \frac{\ell}{r} + \frac{\ell}{r} - \frac{\gamma'}{\gamma} \right) \mu^2_l \right]
\times \left( r u_l' + \ell u_l + \mu^2_l + \frac{2 \omega^2 - \sigma^2}{2 \alpha^2} \right) \delta L
\]  

(63a)

\[
\delta l'' = -2 \left[ \frac{u_l'}{u_l} + \frac{\ell}{r} \right] - r \gamma^2 \mu^2_l \delta \varphi_{ll}' - \left[ 4 \frac{u_l'}{u_l} + 4 \frac{\ell}{r} + 3 \left( \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right) \right] \delta L
- 2 \gamma^2 \left[ \frac{2}{r^2} \left( \frac{u_l'}{u_l} + \frac{\ell}{r} \right) - r \mu^2_l \right]
\times \left( 2 \frac{u_l'}{u_l} + \frac{\ell}{r} + 2 \frac{\alpha'}{\alpha} + \frac{\gamma'}{\gamma} \right) + \frac{\ell}{r^2} \delta \varphi_{ll}
+ 2 \left[ 2 \kappa_l r^{2l-2} \left( r u_l' + \ell u_l \right) - \left( \frac{u_l'}{u_l} + \frac{\ell}{r} - \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right)^2 \right]
+ 2 \left[ 2 \kappa_l r^{2l-2} \left( r u_l' + \ell u_l \right) - \left( \frac{u_l'}{u_l} + \frac{\ell}{r} - \frac{\alpha'}{\alpha} - \frac{\gamma'}{\gamma} \right)^2 \right]
\times \left( \frac{2}{r^2} - \frac{4 \alpha'}{r} - \frac{\gamma'}{r} \right) + \left( \frac{2}{r^2} - \frac{\gamma'}{r} \right) \mu^2_l - \frac{2 \omega^2 - \sigma^2}{2 \alpha^2} \right] \delta L
\]  

(63b)

where we have introduced the shortcut notation \( \mu^2_l := \mu^2 + \ell (\ell + 1)/r^2 \) and set \( \psi_l := \psi u_l \), taking into account that the background field \( \psi_l \) scales like \( r^l \) near \( r = 0 \), see equation (34c). In these expressions, we eliminate the derivatives of the metric coefficients using the background equations (17a) and (17b) in reference [11] and

\[
\left( \frac{\gamma'}{\gamma} \right)' = \frac{\gamma^2 - \frac{1}{\gamma} \left( \frac{r}{r} - \gamma' \right) + \kappa_l r \left( \psi_l \psi_l\frac{r}{r} - \frac{\omega^2 \alpha'}{\alpha^3} + \frac{\ell (\ell + 1)}{r^3} \right) \times \gamma^2 \psi_l^2 + \left( \mu^2_l + \frac{\omega^2}{\alpha^2} \right) \left( \gamma \gamma' \psi_l^2 + \gamma^2 \psi_l \psi_l' \right) \right).
\]

(64)

where here \( \psi_l \) and its first two derivatives can be computed from \( \psi_l = r^l \psi_l \) and equation (17c) in [11].

The system (63) is singular at \( r = 0 \); however, as we have shown in section 3.4 there is a two-parameter family of solutions which are regular at the origin. To find the corresponding expansions of these solutions which can be used to start the numerical integration, we write
the system (63) in the form
\[ V'' = F(r)V' + G(r)V, \quad V := \left( \frac{\delta \varphi_1}{\delta L} \right), \]
and look for solutions of the form
\[ V(r) = V_0 + V_2 r^2 + V_4 r^4 + O(r^6), \]
near \( r = 0 \). It follows from equation (34) that the matrix-valued functions \( F(r) \) and \( G(r) \) have expansions of the following form:
\[ F(r) = F_{-1} + F_1 r + O(r^2), \quad G(r) = G_{-2} + G_0 + G_2 r^2 + O(r^3), \]
with constant matrices \( F_i \) and \( G_i \). Substituting the expansion (66) into equation (65) leads to
\[ G_{-2} V_0 = 0, \]
\[ (2I - 2F_{-1} - G_{-2}) V_2 = G_0 V_0, \]
\[ (12I - 4F_{-1} - G_{-2}) V_4 = (2F_1 + G_0) V_2 + G_2 V_0. \]

Since
\[ F_{-1} = -2 \begin{pmatrix} \frac{1}{1 - \ell} & 1 \\ -\ell & 2 \ell \end{pmatrix}, \quad G_{-2} = 2(2\ell + 1) \begin{pmatrix} \frac{1}{\ell} & -1 \\ \ell - 1 & -\ell - 1 \end{pmatrix}, \]
and
\[ G_0 = 2 \begin{pmatrix} \mu^2 + \frac{2\omega^2 - \sigma^2}{2\alpha^2} & 4\omega a_2 + 4\kappa_i a_0^2 \delta_{\ell,1} \\ 2\ell\mu^2 + 4\ell(\ell - 1)a_2 + 4\kappa_i a_0^2 \delta_{\ell,1} & -4\omega a_2 + 2\kappa_i a_0^2 \delta_{\ell,1} \end{pmatrix}, \]
it follows from the first relation in equation (68) that
\[ V_0 = b_1 \begin{pmatrix} 1 \\ \ell \end{pmatrix} \]
for some real coefficient \( b_1 \), while the second relation in equation (68) leads to
\[ 2(2\ell + 3) \begin{pmatrix} -\ell(\ell - 1) & 1 \\ -2(\ell - 1) & \ell \end{pmatrix} V_2 = G_0 V_0. \]
The matrix on the left-hand side is not invertible, meaning that \( G_0 V_0 \) needs to lie in its image and that \( V_2 \) contains an additional free parameter. A careful calculation reveals that for all \( \ell \geq 0 \),
\[ G_0 V_0 = b_1 \begin{pmatrix} 2\mu^2 + \frac{2\omega^2 - \sigma^2}{\alpha^2} + 12\kappa_i \delta_{\ell,1} a_0^2 \\ 1 \end{pmatrix}. \]
which means that the system (72) is solvable with

\[
(1 - \ell, 1) \cdot V_2 = \frac{b_1}{2\ell + 3} \left( \mu^2 + \frac{2\omega^2 - \sigma^2}{2\alpha_c^2} + 6\kappa_0 \delta_\ell a_0^2 \right).
\]  

(74)

This finally leads to the following expansion near \( r = 0 \) (setting \( b_1 = 1 \) without loss of generality)

\[
\delta \varphi_{\ell 1} = 1 + cr^2 + \mathcal{O}(r^4),
\]

\( (75a) \)

\[
\delta L = \ell \left[ \frac{1}{2\ell + 3} \left( \mu^2 + \frac{2\omega^2 - \sigma^2}{2\alpha_c^2} + 6\kappa_0 \delta_\ell a_0^2 \right) + (\ell - 1)c \right] r^2 + \mathcal{O}(r^4),
\]

\( (75b) \)

with \( c \) a free coefficient. For \( \ell = 0 \) we may redefine

\[
\frac{1}{3} \left( \mu^2 + \frac{2\omega^2 - \sigma^2}{2\alpha_c^2} \right) - c = \frac{\mu^2}{\sigma(0)^2} \gamma,
\]

(76)

and the resulting expansion seems to agree with the one in equation (38) in [14] (taking into account that \( x = \mu r \) and \( \sigma(0) = \sqrt{2\kappa_0 \psi(0)} \)).
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