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Time-series analysis of multidimensional clinical-laboratory data by dynamic Bayesian networks reveals trajectories of COVID-19 outcomes
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**A B S T R A C T**

**Background and Objective:** COVID-19 severity spans an entire clinical spectrum from asymptomatic to fatal. Most patients who require in-hospital care are admitted to non-intensive wards, but their clinical conditions can deteriorate suddenly and some eventually die. Clinical data from patients’ case series have identified pre-hospital and in-hospital risk factors for adverse COVID-19 outcomes. However, most prior studies used static variables or dynamic changes of a few selected variables of interest. In this study, we aimed at integrating the analysis of time-varying multidimensional clinical-laboratory data to describe the pathways leading to COVID-19 outcomes among patients initially hospitalised in a non-intensive care setting.

**Methods:** We collected the longitudinal retrospective data of 394 patients admitted to non-intensive care units at the University Hospital of Padova (Padova, Italy) due to COVID-19. We trained a dynamic Bayesian network (DBN) to encode the conditional probability relationships over time between death and all available demographics, pre-existing conditions, and clinical laboratory variables. We applied resampling, dynamic time warping, and prototyping to describe the typical trajectories of patients who died vs. those who survived.

**Results:** The DBN revealed that the trajectory linking demographics and pre-existing clinical conditions to death progressed directly through kidney dysfunction or, more indirectly, through cardiac damage. As expected, admission to the intensive care unit was linked to markers of respiratory function. Notably, death was linked to elevation in procalcitonin and D-dimer levels. Death was associated with persistently high levels of procalcitonin from admission and throughout the hospital stay, likely reflecting bacterial superinfection. A sudden raise in D-dimer levels 3–6 days after admission was also associated with subsequent death, possibly reflecting a worsening thrombotic microangiopathy.

**Conclusions:** This innovative application of DBNs and prototyping to integrated data analysis enables visualising the patient’s trajectories to COVID-19 outcomes and may instruct timely and appropriate clinical decisions.

© 2022 Elsevier B.V. All rights reserved.

1. Introduction

Coronavirus disease 2019 (COVID-19) is a heterogeneous clinical condition caused by infection with the severe acute respiratory syndrome coronavirus-2 (SARS-CoV-2). The clinical spectrum of the disease ranges from asymptomatic to mildly symptomatic to severe forms requiring hospitalisation. Hospitalised patients with COVID-19 can require intensive care support and mechanical ventilation to maintain adequate respiratory gas exchange. The overall mortality is 2.2%, but it increases substantially in those hospitalised (14%) and further so in those admitted to the intensive care unit (37%) [1]. The most common causes of death in COVID-19 patients are multiple organ dysfunction syndrome, secondary infections, refractory hypoxemia, and ischemic events [2, 3]. Pulmonary artery thrombosis and thrombotic microangiopathy are typically associ-
ated with diffuse alveolar damage, leading to multi-organ dysfunction [4,5]. It is still unclear what drives the transition through the various COVID-19 stages of severity. Although a few treatments have been approved for COVID-19, the exact timing of their use is debated [6]. Studying the trajectories of patients with COVID-19 from hospitalisation to recovery/death can unravel valuable information for monitoring the disease course and choosing the appropriate treatment at each stage.

To date, the detailed description of COVID-19 clinical course has been hampered by large patient heterogeneity, differences in data collection, and by the wide variety of variables being recorded during hospital stay. Integration of data time-series with clinical stage and outcomes requires complex analytical approaches and generally leads to complex input-output relationships. In this sense, following the paradigms of explainable AI, graphical methods are particularly suitable for providing a human-interpretable description of phenomena [7].

Here, we used dynamic Bayesian networks (DBNs) to model the trajectories of patients hospitalised for COVID-19 in a non-intensive care setting.

2. Methods

2.1. Database

This was a single-centre, retrospective, observational study. We collected data of 394 patients who were admitted to the non-intensive care units of the University Hospital of Padova between February 21st, 2020 and April 14th, 2020 due to COVID-19. Patients were followed over time until discharge, death, or May 25th, 2020 (median follow-up time: 18 days; IQR: 6 to 30 days). As shown in Table S1, we collected a wide range of variables, including demographics, pre-existing conditions, and clinical laboratory data. Such variables were logically grouped to inform on inflammation, metabolism, coagulation, tissue injury, as well as respiratory, cardiac renal, hepatic and pancreas function. We recorded information on ICU entry and death. Updated values of time-dependent variables and their acquisition times, as well as dates of death or hospital discharge, were also available.

2.2. Dynamic Bayesian networks

Bayesian networks (BNs) are graphical models that encode joint probabilistic relationships in the form of a directed acyclic graph (DAG), i.e., as a set of nodes (representing variables) connected by directed edges (signalling the existence of a conditional probability link) without self-feed or feedback loops [8,9]. The structure of a trained BN encapsulates the statistical independence properties of the underlying joint probability distribution that is factorised by the DAG. A set of conditional probability tables (CPTs) completes the representation by quantifying the strength of the association between each node and its parents, i.e., the nodes from which all edges pointing to the node start.

Standard BNs are implicitly static constructs because the mandated absence of cycles prevents variables from influencing their own future values. They can, however, be extended to encode conditional dependency relationships over time, defining a graphical model known as a dynamic Bayesian network (DBN) [10], whose fundamental structural unit is the two-timeslice BN (2TBN). Briefly, a 2TBN is a constrained DAG between a set of variables at a certain point in time (the t slice) and a subset of those that were also measured at the immediately preceding time point (the t − 1 slice). Following a first-order Markovianity assumption, edges can only exist between variables in the t slice, or they can follow an ideal arrow of time and go from the t − 1 slice to the t slice; edges among variables in the t − 1 slice are forbidden, and so are those from the t slice to the t − 1 slice. Furthermore, it is also assumed that network topology and CPTs do not change over time, i.e., between sets of t / t − 1 slices. In practice, this means that static or quasi-static variables (i.e., variables that are expected to change or be updated on a much larger time scale than the inter-slice period, if at all) belong to the t slice, while dynamic variables are replicated in both slices.

2.3. Data pre-processing

The raw data, collected during routine care, were inherently sparse and sparsely sampled. They also comprised a mixture of continuous and categorical variables, a problem currently intractable with state-of-the-art DBN software. To address these shortcomings, we applied a cascade of three pre-processing steps: 1) aggregation into multiple-day slices, 2) intra-subject forward and backward fill of sparse measurements, and 3) quantisation of continuous variables.

Variable update followed a real-life schedule, with new tests being requested by clinicians on an “as-needed” basis. To decrease the degree of missingness, and to avoid the interpretation difficulties associated with a direct modelling of the passage of time within the DBN, we divided each patient’s follow-up time into contiguous 3-day time slices, and aggregated all measurements collected within each 3-day interval. If more than one measurement was available within the same slice, we retained only the worst value (i.e. the maximum value, except for Antithrombin III, albumin, arterial pH, and oxygen saturation, of which we selected the minimum). This distinction was based on emphasising pathological vs. physiological states that might have been apparent during a slice. Due to the constraints imposed by the 2TBN structure, we excluded the 27 patients who did not have at least two consecutive slices. We selected a 3-day slice width to minimise the number of excluded subjects due to lack of contiguous visits: the next best alternatives, 2 and 4 days, would have resulted in >10% exclusion rates vs. the obtained 6.85%.

After aggregation, we further addressed intra-subject missingness due to lack of updates by progressively forward filling the most updated value of each missing variable. We also backward filled any remaining missing measurements at the beginning of follow-up. This is consistent with the assumption that clinicians would request a new batch of tests only if there were a suspicion of a meaningful change having happened since the least measurement. As for the remaining missing variables, we imputed their values via K-nearest neighbours with K = 10 after quantisation (see below), but before entering the DBN training algorithm.

Finally, we converted all continuous variables to categorical variables via quantisation. As shown in Table S2, we followed two distinct strategies: either we adhered to commonly-used, clinically significant thresholds (rule type = TH); or we defined three categories based on the terciles calculated on the original data, before forward and backward filling (rule type = Q). We preferred the latter approach when thresholds were undefined or outright meaningless in the context of hospitalisation for COVID-19 (e.g., as evidenced by the terciles reported in Table S2, C-reactive protein was consistently outside the reference range). In all but two cases, quantisation criteria were based on a single variable. The exceptions were HDL cholesterol, which has different thresholds in male and female subjects (40 vs. 50 mg/dL), and oxygen saturation, for which we designed four categories, three based on the 90% and 94% clinically significant thresholds, and a fourth one corresponding to absence of pneumonia without a recorded saturation measurement.
2.4. Structure and training of the DBN

Being completely data-driven and based on conditional probability refactorisation, DBNs might converge to a probabilistically sound, but difficult-to-interpretable structure. Hence, we imposed several constraints on network topology based on the distinction between static (or quasi-static) and dynamic variables, and on basic domain knowledge. This process is known as layering. Specifically, we treated all variables with repeated measurements as dynamic, except brain natriuretic peptide, total cholesterol, amylase, and creatine phosphokinase, which did not exhibit sufficient variability after quantisation. We also considered death as a quasi-static variable, because, by definition, it was always equal to 0 except, possibly, once at the end of follow-up. All other variables were inherently static. Additionally, we forbade age and sex from having parent nodes to avoid unrealistic edge directions (i.e., age or sex being determined by other variables). The final layering was as follows: age and sex could influence all other static/quasi-static variables and dynamic variables at time t, static/quasi-static variables could influence each other and dynamic variables at time t, dynamic variables at times t - 1 and t could only influence dynamic variables at time t.

After K-nearest neighbour imputation, we trained the DBN on 1464 pairs of contiguous t - 1 and t slices via the max-min hill-climbing algorithm [11] according to the Bayesian Dirichlet equivalent uniform (BDeu) score [12], followed by a maximum a-posteriori estimation of the CPDs. To confirm the stability of the network’s topology, we retrained the DBN on 200 bootstrap samples, each 90% as large as the initial dataset. The main objective of this sensitivity analysis was to exclude any undue effects of resampling on the network’s general structure, and especially on its connected components.

2.5. Resampling, dynamic time warping, and prototyping

A trained DBN lends itself to meaningful considerations on the probabilistic relationships that exist over time among the variables on its nodes. In other words, it allows to substantiate statements such as “variable A is conditionally independent of variable set B given variable set C,” or, equivalently, “knowledge of variable set C probabilistically characterises variable A, regardless of variable set B,” or, again, “measuring variable set B provides enough information on variable A that variable set C can be ignored.” While this type of inference is extremely valuable to describe the stochastic process encoded by the DBN, on the one hand, it is prone to overinterpretation (e.g., typically, edge direction is misunderstood as a cause-effect relationship), on the other, especially when a lot of variables are involved, it fails to give an intuitive, time-aware overview of the entire network of relationships.

One way to address this issue is to 1) go back to the original signals, 2) calculate a summary of the available trajectories, stratifying by one or more characteristics of interest (e.g., death vs. survival), and 3) compare these summary evolutions by focusing on the relationships highlighted by the DBN. However, this approach is inadequate for the purposes of the present work (or, indeed, many others based on routinely acquired data), because it is very sensitive to the relatively low sample size, and ill-equipped to deal with the high missingness of the variables involved. Hence, to partly overcome these limitations, we developed an alternative framework to highlight the differences, encoded by the DBN, between patients who died and those who did not. Specifically, we proceeded in three steps by mirroring the three points outlined above. First, we sampled from the trained DBN, obtaining 10,000 sets of 31 signals (connected component including the death variable), corresponding to 30 (or fewer, in case of simulated death) days of hospitalisation of 10,000 synthetic patients. At the same time, we rescaled the 10,000 sets of signals by substituting the sampled quantised values with the sample means in the corresponding quantisation bin estimated in the original dataset (e.g., as per Table S2, we substituted a simulated, quantised value of “1” for age with the average value 67.8). Conceptually, this was an amplification step of sorts, whereby we took the information encoded by the DBN and decoded it into a sufficiently large sample to obtain discernible summary statistics. Second, after excluding the 123 simulated patients who immediately died, we stratified the 1055 dead and 8822 survived patients and calculated the barycenters of their trajectories via dynamic time warping (DTW) [13], and, specifically, using the softDTW distance [14]. Thus, we obtained two sets of signals corresponding to the prototype evolution of all encoded covariates in survivors and non-survivors. These prototypes were the summaries to be compared. Note that, since DTW privileges the shape of a signal over its exact coordinates, the shown prototypes may be stretched across the horizontal (slice) axis and are, thus, mainly illustrative. Third, to make sure that the comparison was valid, we also verified, via the area under the receiver-operating characteristic curve (AUROC), that the soft-DTW distance between each simulated subject and the prototype of dead patients’ evolution was a good discriminator between simulated dead vs. survived patients. The idea was that a good summary of dead vs. survived simulated patients implies that a subject who died should be closer to the dead subjects’ prototype in the softDTW sense.

To further exemplify the way in which dynamic relationships are encoded by the network, we also produced an animated video comparing the probabilistic trajectories across 30 days of two sets of 1000 patients with the following characteristics at the start of the simulation: male, aged 61 to 74, affected by diabetes, dyslipidaemia, hypertension, and history of kidney disease. The first set of 1000 men maintained creatinine values between 71 and 93 μmol/L for the entire simulated observation time; the second set also started from the 71 to 93 μmol/L range, but permanently switched to the >93 μmol/L range between days 4 and 6. We carried forward the last set of observed values upon simulated death, and encoded the mean quantised value of each variable by filling the corresponding node with a colour ranging from white (all samples belonging to the lowest category) to deep red (all samples belonging to the highest category).

2.6. Software implementation

We carried out the analyses with the following software: bnstruct v1.0.8 R package to train the DBN [15], pgmmpy v0.1.11 python library to sample from it [16], tlearn v0.4.1 python library to implement DTW and compute the prototypes [17]. R version 4.0.2; python version 3.7.7.

3. Results

As shown in Table 1, the 394 patients encoded by the DBN were, on average, 64.7 years old, predominantly male (58.8%) and affected by hypertension (50.5%), likely to have diabetes (20.3%), dyslipidaemia (22.3%), cardiovascular disease (17.0%), or cancer (15.7%), and with a 71.5% chance of having chronic kidney disease or chronic obstructive pulmonary disease. 17.0% of the patients entered the ICU at some point during hospitalisation, and 12.7% died. The rate of missing basic patient information was very low (usually 0%, max 3.8%).

The resulting structure of the trained DBN comprised a main connected component, including most of the variables and death, and several independent, smaller components (1 to 4 variables each). The main connected component is shown in Fig. 1. The remaining, unshown, variables were LDL cholesterol, HDL cholesterol,
triglycerides, glucose, antithrombin-III, activated partial thromboplastin time, prothrombin time, sodium, potassium, urinary haemoglobin, proteins and ketone bodies, liver function markers (aspartate transaminase, alanine transaminase, alkaline phosphatase, gamma-glutamyl transferase, total bilirubin), lactate dehydrogenase, and swab test PCR results for SARS-CoV-2. All dynamic variables exhibited an inter-slice dependency from their previous values.

From the analysis of Markov blankets, we found that death was conditionally independent of all other variables given procalcitonin and D-dimer. Similarly, entering the ICU was conditionally independent of all other variables given urea, albumin, oxygen saturation, and arterial pCO2.

**Fig. 2** illustrates the prototypal temporal evolution of the 17 dynamic variables belonging to the DBN’s main connected component in simulated cases of patients recovering or dying from COVID-19. As expected, procalcitonin and D-dimer exhibited the most marked divergence between those who died and those who recovered. Elevated levels of procalcitonin and D-dimer were, indeed, associated with subsequent death. Levels of C-reactive protein, urea, creatinine, and fibrinogen were also higher among patients who died, but the difference between the two groups were much smaller than for procalcitonin and D-dimer. Prototyped temporal evolution of the variables of interest is also reported graphically as a heatmap in Figure S1.

The confirmatory analysis on the discrimination ability of the prototypes yielded a satisfactory 0.80 AUROC, suggesting that these were sufficiently representative of the simulated dead vs. survived patient populations.

**Fig. S2** presents a practical example of the way in which DBNs encode probabilistic relationships over time (also illustrated in the heatmap of Figure S3). Consistently with the barycentres shown in **Fig. 2,** of the 1000 simulated subjects with increasing creatinine levels, 24.4% died before the end of the 30-day simulations vs. 9.5% of those with consistently lower levels, despite both resampled subpopulations starting from approximately the same baseline conditions. Different probabilistic trajectories are also apparent in the neighbourhood of the creatinine node (e.g., urea, white blood cell count, procalcitonin, and C-reactive protein), confirming that the DBN has indeed encoded not only time-varying, but also multivariate dependencies. The links between urea and creatinine concentrations, as well as among inflammatory markers, highlight the biological plausibility of the resulting network.

### 4. Discussion

In this study, we used dynamic Bayesian networks (DBN) to analyse clinical variables time series from patients with COVID-19 initially hospitalised in a non-critical care setting. With this analysis, we found that admittance to the ICU was connected to blood gases reflecting respiratory function (oxygen saturation and pCO2), one marker of general anabolic status (albumin), and one marker of renal function (blood urea, which was itself linked to serum creatinine). Death was tightly connected to levels of procalcitonin and D-dimer. Although causation cannot be inferred from direction of the edges in the trained DBN, these findings are in line with prior knowledge on the clinical variables associated with progression from mild/moderate to severe COVID-19 requiring intensive care and eventually leading to patient’s death. Indeed, worsening respiratory function is the most common cause of admittance to the ICU, which is the appropriate setting for invasive ventilation. On the other side, variables connected to death were related to secondary infection (procalcitonin) and thrombotic microangiopathy (D-dimer), which, in fact, have been identified as frequent causes of death in COVID-19 patients.

Resampling the initial case series, prototyping patients who died vs. those who survived, and DTW allowed a graphical representation of the time trends in the variables included in the network. Notably, an early separation was observed for the trend in procalcitonin (at admission) and D-dimer (at 3–6 days) values, which remained markedly higher in prototyped patients who died vs. those who survived during a simulated 30-day disease course. On the other side, CRP was only mildly higher in patients who subsequently died, whereas it slowly decreased in patients who recovered. Interestingly, procalcitonin, more than CRP, can differentiate inflammation due to secondary bacterial infection from the hyperinflammatory state occurring in response to SARS-CoV-2 infection [18]. Therefore, an elevated procalcitonin level at admission, more than any elevation of CRP, should spotlight patients at higher risk of death and drive prompt therapeutic choices, including, e.g., use of antibiotics [19].

D-dimer levels have been shown to be elevated in patients with moderate COVID-19, possibly reflecting a diffuse thrombotic microangiopathy, rather than a localised pulmonary thromboembolism. At variance with procalcitonin, a steep increase in D-dimer levels within the first 3–6 days of admission, rather than merely elevated levels at admission, were associated with subsequent death. Therefore, closely looking at D-dimer dynamics during the early state in the non-intensive care setting can inform on mortality risk and possibly drive more aggressive therapy, including, e.g., use of anti-coagulants [20].

Based on these observations, results of our study also help clinicians in deciding whether and when biomarkers should be rechecked during the hospital stay in order to assess a patient’s risk. It appears that death is associated with elevated procalcitonin levels upon admission, such that further check may not change the expected patient’s trajectory. On the contrary, re-checking D-dimer at 3–6 days may identify patients who are likely to develop more severe COVID-19 and die.

### Table 1

Patient characteristics. Age, the only continuous variable, is shown as mean ± SD; all other variables are shown as percentages. The third column reports the fraction of missing values.

| Variable (units) | Values | Missing (%) [N = 394] |
|------------------|--------|-----------------------|
| Age (years)      | 64.7 ± 15.4 | 0.0 |
| Male sex (Y/N)   | 58.9% | 0.0 |
| Diabetes (Y/N)   | 20.3% | 0.0 |
| Hypertension (Y/N) | 50.5% | 0.0 |
| Dyslipidaemia (Y/N) | 22.3% | 0.0 |
| Cardiovascular disease (Y/N) | 17.0% | 3.6 |
| Chronic kidney disease (Y/N) | 7.1% | 0.0 |
| Chronic obstructive pulmonary disease (Y/N) | 7.1% | 3.6 |
| Cancer (Y/N)     | 15.7% | 3.8 |
| Death (Y/N)      | 12.7% | 0.0 |
| Entered ICU (Y/N) | 17.0% | 1.8 |
Outstanding is the observation that the probabilistic trajectories from static variables (such as comorbidities) to outcomes (ICU or death) inevitably proceeded through markers of kidney function (urea and creatinine). In the network, the link between ICU and death is only made possible through kidney function. Closely looking at the trained DBN, the only alternative pathway linking ICU admittance to static variables involves markers of cardiac damage (BNP and TnI), which is another established feature of multi-organ failure occurring during severe COVID-19 [21]. This pathway is, however, much less linear, spanning more nodes, and is not linked to death independently from kidney function. Figure S4 shows a simplified view of the DBN where these paths are highlighted.

Such findings are consistent with prior observations that kidney disease is associated with in-hospital death of patients with COVID-19 [22]. Several studies have reported that a history of chronic kidney disease at admission or the development of acute kidney injury during hospital stay predict poor COVID-19 outcomes [23, 24]. However, no prior study had examined the dynamic rela-
Fig. 2. Prototypes obtained via DWT. The 17 pairs of signals are the dynamic variables belonging to the connected components that includes death, extracted from the prototypes of dead and survived simulated patients.
tionships between changes in kidney function and mortality with the simultaneous changes of other relevant variables in a single model. This is particularly evident in the dynamic representation shown in Supplementary Fig. 1 where, at means of covariates, mild in-hospital elevations in serum creatinine drove changes in inflammatory markers and projected a 2.6 higher mortality rate. Of note, such trajectory is unrelated to changes in markers of respiratory function (oxygen saturation and CO2 levels)

BNs, in general, have been scarcely utilised to model COVID-19. The most prolific subfield of application appears to be that of population-level dynamics, investigating topics such as outbreak evolution [25], infection-fatality rates [26], or even the impact of economic disruptions [27]. Other applications involve the usage of DBNs as an explainability tool that is part of a larger experimental pipeline [28]. On the contrary, here, we have presented an approach that is fully based on DBNs and focused on hospitalised patients and their clinical parameters specifically, rather than the population as a whole.

We wish to acknowledge some limitations of the approach we have taken to describe the trajectories to COVID-19 outcomes. First, both the analysis of the DBN and that of the prototype signals are descriptive, rather than predictive. In fact, although we have trained the former using state-of-the-art methods and the latter passed a verification step regarding the separability of dead and survived simulated patients, the development of a prognostic model was out of scope for the present work. Moreover, although continuous variable quantisation and substitution with the statistical description of each quantile (here, the mean) is a relatively standard approach (e.g., for quantile normalisation), it inevitably leads to a loss in resolution with respect to biomarker values. Finally, since DWT is a warping technique rather than an instant-by-instant transformation, there was an implicit overweighting of the shape of each signal vs. the exact timing of shape changes, which, however, may be informative in their own right to describe the inhospital evolution of COVID-19.

Notwithstanding such limitations, our work has notable outputs. We combined innovative analytical approaches to model the dynamic clinical status of patients proceeding through different states of COVID-19 severity, from hospitalisation in non-critical conditions to ICU admittance and eventual death. This highlights the importance of choosing tools able to depict clinical trajectories in a way that is intelligible and useful to clinicians. DBN enabled us to describe the different dynamics of variables associated with COVID-19 mortality, especially procalcitonin, D-dimer and CRP. Such findings entail potential implications for clinical decision-making, including the timing of testing and the choice among therapeutic options. Finally, the DBN clearly identified kidney function as the fulcrum of pathways leading to poor COVID-19 outcomes, providing a strong contribution to our understanding of multi-organ dysfunction during COVID-19.
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