Brain region networks for the assimilation of new associative memory into a schema
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Abstract
Alterations in long-range functional connectivity between distinct brain regions are thought to contribute to the encoding of memory. However, little is known about how the activation of an existing network of neocortical and hippocampal regions might support the assimilation of relevant new information into the preexisting knowledge structure or ‘schema’. Using functional mapping for expression of plasticity-related immediate early gene products, we sought to identify the long-range functional network of paired-associate memory, and the encoding and assimilation of relevant new paired-associates. Correlational and clustering analyses for expression of immediate early gene products revealed that midline neocortical-hippocampal connectivity is strongly associated with successful memory encoding of new paired-associates against the backdrop of the schema, compared to both (1) unsuccessful memory encoding of new paired-associates that are not relevant to the schema, and (2) the mere retrieval of the previously learned schema. These findings suggest that the certain midline neocortical and hippocampal networks support the assimilation of newly encoded associative memories into a relevant schema.
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Introduction
Knowledge consisting of past experiences and facts stored in long-term memory is thought to be stored within anatomically distributed neuronal networks of cortical, allocortical and subcortical brain areas, an idea dating back to Hebb’s concept of ‘cell-assemblies’ [1]. The formation of long-term memories in vertebrates is mediated, in part, by activity-dependent changes in the strength of connections between neurons in the brain [1–4]. An initial trigger, at the time of the event, sets in motion a series of cellular and molecular changes within and across brain cells that give rise to the creation of a distributed ‘trace’ or ‘engram’ that outlasts the triggering event. Subject to a process called initial or ‘cellular’ consolidation, this can result in longer lasting changes in synaptic strength within brain structures such as the hippocampal formation [5, 6]. This initial process of memory persistence may then be accompanied or followed by a separate ‘systems’ consolidation process that somehow gives rise to lasting structural changes in neuronal connectivity in the neocortex [7–9]. Later neural activity can then activate relevant synapses to re-evoked activity patterns within these distributed networks that underlie retrieval of memory.

Distinct brain structures are important for different forms of memory with, for example, the hippocampal formation critical for the formation of declarative memory (episodic, spatial and semantic), the amygdala for...
emotional memory, and other structures for habit formation [10]. However, these and other brain structures are thought to encode information with regions of the neocortex [11, 12] and in parallel with neocortical regions during initial memory encoding [13–18]. If systems consolidation is activated, interaction between traces in these separate brain areas can lead to further changes in the neocortical network and so stabilize lasting memory. This ‘parallel’ framework differs from the sometimes stated textbook idea that memory traces are transferred between brain areas in sequence. However, direct evidence for these interacting network changes is lacking.

It has been challenging to define which subsets of neurons are parts of a distributed engram for two reasons [19]. First, the distributed nature of memory traces indicates that neurons in several brain regions will likely operate in a collective manner that may change with the passage of time. Second, it may not be the overall level of neural activity that is important but the spatiotemporal activation of cell-assemblies when memories are formed or retrieved. Using elegant immunocytochemical and statistical techniques, Wheeler and colleagues [19] showed how distributed patterns of expression of the immediate early gene (IEG) Fos protein products at the time of memory retrieval can shed light on time-dependent changes in connectivity throughout the brain over the course of systems memory consolidation. Their findings indicate that the cortical network activated at the time of retrieval a long time after context fear conditioning differs strikingly from that activated at the time of retrieval soon after learning. In a follow-up study, 21 different brain regions in mice were chemogenetically silenced one by one immediately after contextual fear conditioning and tested 10 days later [20]. It was observed that the degree of impaired memory consolidation and retrieval was correlated with the degree to which the brain region being silenced is functionally connected with other regions in the fear memory network.

Our project was conducted independently and focused on memory encoding rather than retrieval. Studies of the phenomenon of memory reconsolidation, in which memory retrieval conducted in the presence of a mRNA translation inhibitor (e.g. anisomycin) can sometimes result in the de-stabilization of memory, indicates that retrieval can be associated with gene activation [21]. In memory encoding, on the other hand, post-translational steps (such as synaptic potentiation) are a likely first step of regulating variety of cellular processes leading to the formation of a lasting memory trace [4] alongside gene activation in anticipation of other later events [22, 23]. Accordingly, we adopted similar methods to investigate the patterns of IEG product expression to those of [19] but in association with memory formation (encoding). Moreover, as our focus was less on de novo memory formation using un-trained animals but the assimilation of new information into existing networks, our studies were conducted using trained animals with previously acquired knowledge. Rather than use Fos, which is activated by neural activity [24], we monitored early growth response protein 1 (Egr1) and activity-regulated cytoskeleton-associated protein (Arc) that are activated in association with synaptic plasticity [25, 26]. Given the strong association between synaptic plasticity and memory formation, these IEGs are likely to be expressed more selectively at the time of, or soon after, memory encoding. Instead of investigating memory for the context of a fearful experience (contextual fear conditioning), we examined the ability of animals to remember specific paired-associations between (a) varying flavours of food and (b) the spatial locations in a testing arena where more of each type of flavoured food could be obtained [27]. Such paired-associates (PAs) are discrete memories that may collectively form an organized structure of knowledge called a ‘schema’ [28, 29]. The concept of a ‘schema’ and the likely defining features of such entities have been discussed in recent human neuropsychological literature [30, 31], with our understanding of these being developed further through human analogs of the rodent spatial schema task using functional neuroimaging [32–34]. The aim of the body of work of which this is a part, including these recent human studies, is to secure a better neurobiological understanding of the underlying mechanisms of ‘neural schemas.’

Specifically, the expression patterns of the protein products of the plasticity-related IEGs associated with remembering previously acquired flavour-place PAs and the learning of new ones were compared across four distinct groups of animals that had different experiences on a critical session prior to collection of the brains [14]. Once collected and sectioned, quantitative measurement of EGR-1 and ARC expression was conducted. We predicted that different patterns of IEG products expression would be observed across groups and sought to quantify and characterize their relative activation with regard to how networks of neurons are coordinated during the
initial stages of long-term memory formation against a backdrop of a prior knowledge.

**Materials and methods**

**Subjects and behavioural procedures**

The subjects (n = 28) were adult male Lister Hooded rats (Charles River), housed in groups and maintained at 90% of their free-feeding weight throughout the experiment. The details of the subjects and apparatus were described fully in our previous paper [14]. The ‘event arena’ was made of transparent Plexiglas (1.6 × 1.6 m), with four adjacent start boxes (Fig. 1A). The floor of the arena, arranged in a 7 × 7 grid of 49 circular holes, was covered with ~3 cm of sawdust and had two distinctive intra-arena landmarks (Fig. 1B). The Plexiglas sandwells (6 cm diameter, 5 cm depth) with a metal mesh grid 3.5 cm from the top, in which food rewards (0.5 g pellets manufactured in various flavors, Bio-Serv) could be placed, could be inserted into the circular holes in the floor of the arena. To mask olfactory cues from the rewarded pellets in the sandwell, the sand was mixed with ground pellets powder (25 g powder in 2.5 kg sand). In addition, all sandwells contained 6 g pellets (0.5 g × 2 pellets per flavour) at the bottom of the sandwell that could not be accessed by the animal due to the metal mesh grid. To make food reward available in a sandwell, 3 pellets (0.5 g each) were hidden on the upper surface of the metal mesh grid under the sand layer. The rats could then dig through the sand mixture to search for and retrieve each food pellet.

The behavioural experiment mainly divided into the following phases: habituation, pre-training, original PAs schema training and critical session (Fig. 2A, B). During original PAs schema training, rats were trained to learn six PAs of flavours of food and the locations in the event arena (Fig. 1B). Guided by the retrieval cue of different flavoured food given in one of the start boxes, the animals learned to recall the location of the appropriate sandwell, where they were rewarded by retrieving more of that same flavoured food. The timing of events on the critical session are outlined in Fig. 2B and were also described previously [14].

**Fig. 1** Analysis of functional brain networks. A Behavioural equipment called an ‘event arena’ in rat. B Behavioural training for an initial schema of 6 flavour-place paired-associates (PAs) in the event arena. C Immunohistochemistry for immediate early gene (IEG) products, EGR-1 and ARC, followed by cell counting. D Statistical data analysis including inter-regional correlation matrices, hierarchical clustering and network construction. ACC anterior cingulate cortex, CC caged-control group, PrL prelimbic cortex
Fig. 2 (See legend on previous page.)
During each trial, experimenters recorded the number of errors the rats made before approaching the rewarded correct sandwell. Using the number of errors, a performance index score is calculated using \(100 - [100 \times (\text{errors}/5)]\)—i.e., 50% at 2.5 errors. In the cued-recall test (probe test), all 6 sandwells were open as usual and the rats could dig in any of them, but none contained any accessible food pellets as reward. The rats were cued in the startbox with a single flavor as usual, and then allowed into the arena for a total of 120 s. Dig time at each sandwell was measured semi-automatically using custom built software (developed in LabVIEW, National Instruments). The experimenter recorded the time rats spent digging at each of 6 sandwells, and the relative proportion of time at original cued, new cued, original non-cued and new non-cued sandwells was calculated. All animal experimental procedures were compliant with the United Kingdom Home Office Animal Procedures Act (1986) conducted under a Project Licence (PPL 60/4566).

**Immunohistochemistry and IEG product counts**

On the last of the critical session, rats were perfused, the brains rapidly removed on ice, and then sectioned in the coronal plane (40 µm) throughout the full anterior–posterior extent of the brain. Different sections were then subject to immunohistochemical staining using a rabbit anti-EGR-1 antibody (sc-189, 1:3000 dilution; Santa Cruz Biotechnology) or a rabbit anti-ARC antibody (OP-1, 1:2000 dilution [35]). EGR-1 and ARC expressions were analysed in 12 brain regions, namely the prelimbic cortex (PrL), infralimbic cortex (IL), orbito-frontal cortex (Orb), insular cortex (Ins), anterior cingulate cortex (ACC), somatosensory cortex (Ssp), the anterior and posterior retrosplenial cortices (aRC and pRC), the hippocampus [dentate gyrus (DG), CA3 and CA1], and the entorhinal cortex (EC). The details of the immunocytochemical and microscopy procedures were described previously [14].

**Hierarchical clustering**

Average-linkage hierarchical clustering was performed for the 12 brain regions grouped by 4 groups (Fig. 3B) or individual groups (Fig. 4E–H) as described before [36]. Briefly, dissimilarity index (distance) between individual pairs of brain regions was computed based on the Pearson function in “amap” package (http://cran.r-project.org/web/packages/amap/index.html);

\[
\text{Distance} = \frac{1 - \sum_i x_i y_i}{\sqrt{\sum_i x_i^2 \sum_i y_i^2}}
\]

where x and y are IEG product counts in a pair of brain regions. Then, the most similar pair (i.e., the minimum distance) is joined in a dendrogram. This step was repeated until all brain regions are merged. For the dissimilarity index of a merged pair, average-linkage method [37] was used, where the dissimilarity between the merged pair and the others was the average of the pair of dissimilarities in each case. These analyses were performed using R (Ver 2.8.0, http://www.r-project.org/).

**R-value thresholding for network construction**

R-value based networks were constructed by thresholding inter-regional correlations in grouped by 4 experimental groups (Fig. 3C) or each of the 4 experimental groups (Fig. 4 I–L) by considering correlations with Pearson’s \(r > 0.80, > 0.87, \text{ or } > 0.92\) (corresponding to a significance level of \(p < 0.001, 0.0001, 0.00001\), respectively). The nodes represent each brain region and the correlations that survived thresholding were considered ‘connections’.

**Louvain method to detect modules without thresholds**

Module detection was carried out using the community_louvain function in the Brain Connectivity Toolbox within MATLAB [38]. This function implements the Louvain method for correlation-based cluster analysis without thresholding [39]. The community_louvain function includes a gamma parameter, which controls the size and number of detected modules. A smaller gamma value provides the detection of a small number of larger modules, while larger gamma values provide the detection of a high number of smaller modules [40]. To find an optimal gamma value, we carried out module detection using a range of values (0.1–2.0, increments of 0.01), and assessed the stability of the resultant modules as described previously [40]. Briefly, we carried out module detection 100 times on the correlation network.
followed by pairwise comparisons of the similarity of the module clustering between the runs. To assess similarity between two module groupings, we used ami function within MATLAB [41]. We have selecting a largest gamma parameter (i.e., 1.2) which shows the perfect similarity between the 100 runs to obtain the stable module detection results (Additional file 1: Fig. S1).

**Fisher z-transformation**

Fisher z-transformation was used to compare the difference between two correlation coefficients. Fisher z-transformation of correlation coefficient is defined as;

\[ z = \frac{1}{2} \ln \left( \frac{1 + r}{1 - r} \right) \]

where \( r \) is the correlation coefficient. Fisher's statistic for comparing the correlation coefficients from two samples is as follows;

\[ D = \frac{Z_1 - Z_2}{\sqrt{\frac{1}{n_1 - 3} + \frac{1}{n_2 - 3}}} \]

where \( D \) is the normalized differences between correlation coefficient of group1 and group2. \( Z_1 \) and \( Z_2 \) represent Fisher z-transformation of correlation coefficients and sample numbers of group t, respectively. Then, the \( p \)-values are computed by treating \( D \) as a normal random variable.

**Statistical analyses**

Statistical analyses were performed using SPSS version 19 (IBM). All data are expressed as mean ± SEM. Statistical significance was determined as follows. In behavioural tests (Fig. 2C, D), a one-way ANOVA and one-sample t-test were used. To compare the strength of functional connections (Fig. 5C), a paired t-test with Bonferroni correction was used. All statistical tests were two-tailed.

**Results**

**Differential behavioural patterns on the session when expression of immediate early gene product was measured**

The training and other aspects of the behaviour of the animals in an “event arena” have been described elsewhere [14]. Briefly, the event arena (Fig. 1A) contained 6 sandwells at various locations, from which food reward could be obtained, that were accessible from any of 4 start boxes at the sides of the arena. An initial schema of 6 flavour-place PAs is shown in Fig. 1B. The timeline of the 18 sessions of training are shown in Fig. 2A. The animals were decapitated 90 min after the start of training of the last two PAs of the critical session (Fig. 2B). The brains were removed and prepared for immunocytochemistry of EGR-1 and ARC. Twelve distinct brain regions (see “Materials and methods”) were identified for quantitative analysis, and EGR-1 and ARC positive cells were counted (Fig. 1C). Our previous analysis of the IEG product expression data indicated differential brain-region specific patterns of EGR-1 and ARC expression across groups, with a focus on the prelimbic cortex (PrL) and hippocampus [14]. Here, the focus of the new analyses is both different and novel. To identify brain region networks underlying successful assimilation of new information into the relevant schema, comparisons were made of the IEG product counts in the full set of pairs of brain regions across all 12 regions by using correlational and clustering analyses (Fig. 1D).

In the behaviouropical analysis, it is necessary to describe differential patterns of behaviour among groups that were observed on the critical session during which expression of IEG products was measured (Fig. 2). There were four groups of animals (n = 28) divided into three groups of trained animals (n = 7 in each group) and one caged-control group (Group CC; n = 7). The purpose of Group CC was to provide an initial baseline of IEG product expression against which overall changes in the other groups could be observed, with the primary focus of interest in this project being the spatial patterns of IEG product co-expression rather than the overall level of any one IEG product. The experimental groups had 17 sessions of training (Fig. 2A) and then different experiences on the critical session scheduled for session 18. These were: Group original PA (OPA) which was required to retrieve previously acquired knowledge—that is to remember each of the six flavour-place PAs that had been trained previously; Group new PA (NPA) which was required to remember 4 of the 6 PAs, but then also to learn 2 new PAs and assimilate them into the existing schema; and Group new map (NM) which was exposed to an entirely new map involving 6 new PAs with both new flavours and new locations, the learning of which normally takes approximately 15–20 sessions (Fig. 2B; see Tse et al. [14] for fuller details).

The timing of events on the critical session (CS in Fig. 2A) was considered carefully. This session lasted approximately 360 min, with the first 4 trials (trials 1–4) in each animal at 30 min intervals, followed by a delay of 180 min, and then 2 further trials (trials 5 and 6) at an interval of 5 min (Fig. 2B). This was followed by a cued-recall test at 80 min and collection of the brain samples at 85 min. This schedule enabled EGR-1 and ARC expression associated with the last 2 PAs (trials 5 and 6),
as measured using immunocytochemistry, would have occurred around 90 min after their training at the point that the brain samples were collected, whereas EGR-1 and ARC expression associated with the first 4 PAs (trials 1–4) would have been beyond the likely peak of expression [42, 43] (Fig. 2B). The cued-recall test was conducted 5 min before decapitation, a procedure that would have had no measurable effect on IEG product expression within such a short time period.

The behavioural results, divided between the first 4 (trials 1–4) and last 2 trials (trials 5 and 6), showed that Groups OPA and NPA were performing at about 70% correct over trials 1–4 (Fig. 2C). For the last 2 trials (trials 5 and 6), Group OPA had only to express their previously acquired knowledge and showed a trend towards even better performance; whereas Group NPA which had to learn 2 new PAs showed chance performance. Performance falling to chance in Group NPA on trials 5 and 6 is fully as expected, for while these animals would have been learning these new PAs, they would not have known which location to visit when confronted by a new flavoured pellet as a ‘cue’ in the start box (see “Materials and methods”). This is a critical point about the experimental design: Group NPA, showing good performance on the first 4 PAs reflected having ‘activated’ the existing neural schema. The following exposure to the two new flavours in the start box, and the finding of these flavoured foods in neighbouring sandwell locations, would have occurred against the backdrop of the activated schema. That they performed at chance on these last two trials was as expected, but memory encoding of 2 new PAs would have been happening. This was shown in Tse et al. (2007) [27] for which post-learning cued-recall test data is presented for the identical condition. Group NM, faced with 6 new PAs throughout both phases of training, performed at chance throughout the critical session because these animals would have been unable to benefit from previously acquired knowledge beyond the general requirements of the task. An ANOVA of these behavioural data showed a significant Groups × Trials interaction reflecting the pattern just described (F2, 18 = 4.52, p < 0.05). However, when the animals were given cued-recall test 5 min before collecting the brain samples, Group NPA now showed that the single experience of discovering the new flavoured foods at each of two novel locations in the arena (trials 5 and 6) had been enough for single-trial learning (Fig. 2D). In contrast, Group NM displayed no evidence of successful learning.

**Fig. 3** Functional connectivity in association with new memory encoding and/or retrieval of paired-associates. A Inter-regional correlation matrix for grouped IEG product counts (EGR-1 and ARC counts) in all 4 experimental groups (Groups OPA, NPA, NM and CC). Colors show correlation strength. Right, color scale. B Each brain region was hierarchically clustered by grouped IEG product counts (EGR-1 and ARC counts) in all 4 experimental groups with the Pearson’s correlation serving as the distance measure to represent average linkage. C A network graph was generated by connecting each brain region (node) based on the strongest correlations (Pearson’s r > 0.80 or 0.87). Modules were defined by correlation-based cluster analysis with the Louvain method. ACC anterior cingulate cortex, aRC anterior retrosplenial cortex, DG dentate gyrus, EC lateral entorhinal cortex, IL infralimbic cortex, Ins insular cortex, Orb orbitofrontal cortex, pRC posterior retrosplenial cortex, PrL prelimbic cortex, Ssp somatosensory cortex
Since these data indicate that the groups behaved differently on the 2 last training trials (trials 5 and 6) and cued-recall test in the critical session, EGR-1 and ARC expression triggered by these 2 trials is the focus of the remaining analyses. On these trials, Group OPA was well above chance, while Groups NPA and NM were at chance. However, Group NPA was successful in learning of new PAs that could be encoded and assimilated into the existing schema, and thus we may expect the expression pattern for plasticity-related IEG products of this group to be different from that of the others. Group OPA performed well in the final cued-recall test but would not have had to learn anything new during trials 5 and 6.

**Functional connectivity in association with memory encoding and/or retrieval of prior knowledge**

We performed the brain region network analysis using grouped normalized EGR-1 and ARC counts, because EGR-1 and ARC counts significantly correlated in some pairs of brain regions, but not in others (Additional file 1: Fig. S2). Correlational analyses with Pearson's moment product correlation coefficient were conducted to investigate whether the expression pattern of IEG products in one brain region was associated with that in another brain region in association with new memory encoding and/or retrieval of old prior knowledge. Figure 3A shows a correlation matrix for the 12 brain regions that we analysed with the 2 IEG products counts for whole 4 groups (i.e., Groups OPA, NPA, NM and CC). Warmer colours indicate stronger positive correlation. We found that several pairs of regions showed relatively strong correlation. We considered only the strongest correlations (Pearson’s \( r > 0.80 \)). One pattern represents the strong correlation between areas CA3 and CA1 of the hippocampal formation (see also Fig. 3C). Another pattern represents an association between certain neocortical structures along the midline of the brain—the prefrontal cortex (PrL), the anterior cingulate (ACC), and the anterior region of the retrosplenial cortex (aRC). The third pattern of relatively high association was between the orbitofrontal cortex (Orb) and posterior retrosplenial cortex (pRC).

Using the same data set, we performed hierarchical cluster analysis in which distances were measured with the Pearson function (see “Materials and methods”). This analysis demonstrated that the patterns of relatively high association shown in Fig. 3A are tightly clustered (Fig. 3B).

For identification of modules with correlation-based cluster analysis, the Louvain method was implemented to the correlational matrix. This analysis revealed 4 modules (Fig. 3C). Module 1 included dentate gyrus (DG), CA3 and CA1 of the hippocampal formation. Module 2 included midline neocortical regions (PrL, ACC and aRC). Module 3 included the infralimbic cortex (IL), Orb, pRC and the entorhinal cortex (EC). Module 4 included the insular cortex (Ins) and somatosensory cortex (Ssp).

Separate analyses for EGR-1 (Additional file 1: Fig. S3A, C) or ARC counts (Additional file 1: Fig. S3B, D) did not recapitulate those for combining EGR-1 and ARC counts (Fig. 3).

**Brain region networks associated with new PAs encoding against the background of a relevant schema**

We further examined the functional connectivity across the individual groups. Group OPA does not display any strong correlations except for DG-CA1, CA3-CA1 and aRC-Ssp pairs (Fig. 4A, E, I). We identified four “OPA modules” (Fig. 4I). Group NPA, the group that would have successfully assimilated two new PAs into the existing schema, shows a remarkably tight association between the hippocampus (DG, CA3 and CA1) and midline neocortical regions (PrL, ACC and aRC) (Fig. 4B, J). A hierarchical cluster analysis shows that hippocampal and midline neocortical regions clustered together in Group NPA (Fig. 4F). This tight cluster was identified “NPA module 1” (Fig. 4I) and not apparent in any other groups (Fig. 4I, K, L). Group NM shows a much more diffuse pattern (Fig. 4C, G, K), perhaps arising in association with the failure of this group to learn much new information in a single session in which they were presented with 6 new PAs that were unrelated to prior knowledge. Last, Group CC displays a kind of ‘resting state’ connectivity but a clear separation between allo- and neocortical regions (Fig. 4D, H, L).

(See figure on next page.)

**Fig. 4** Functional connectivity in the individual groups. A–D Inter-regional correlation matrices for grouped IEG product counts (EGR-1 and ARC) in Groups OPA (A), NPA (B), NM (C) and CC (D). Colors show correlation strength. Top, color scale. E–H Each brain region was hierarchically clustered by grouped IEG product counts with the Pearson’s correlation as the distance measure and average linkage in Groups OPA (E), NPA (F), NM (G) and CC (H). I–L Network graphs were generated by connecting each brain region (node) based on the strongest correlations (Pearson’s \( r > 0.80 \); 0.87 or 0.92) in Groups OPA (I), NPA (J), NM (K) and CC (L). Modules were defined by correlation-based cluster analysis with the Louvain method. In Group NPA, hippocampal regions (DG, CA3 and CA1) have strong connections with midline neocortical regions (PrL, ACC and aRC) and these 6 brain regions constitute NPA module 1. ACC anterior cingulate cortex, aRC anterior retrosplenial cortex, DG dentate gyrus, EC lateral entorhinal cortex, IL infralimbic cortex, Ins insular cortex, Orb orbitofrontal cortex, pRC posterior retrosplenial cortex, PrL prefrontal cortex, Ssp somatosensory cortex.
Fig. 4 (See legend on previous page.)
Our analyses reveal that: (1) successful assimilation of two new PAs into the existing relevant schema involves remarkable interactions between the hippocampus (DG, CA3 and CA1) and midline neocortical regions (PrL, ACC and aRC); and (2) these 6 brain regions were classified into NPA module 1 (Fig. 5B). To assess the strength of functional connections of NPA module 1 in each group, we compared all possible pairwise correlations of the Fisher z-transformed matrices of the 6 identified regions across groups (Fig. 5A). The z-scores of each group and their p values are shown in Additional file 2: Table S1. Groups NPA-OPA, NPA-NM and NPA-CC pairs show relatively bigger differences than other group pairs.

We further compared the mean correlation coefficients of every pair of the 6 identified regions across groups (Fig. 5C). Group NPA shows a significantly higher mean correlation coefficient compared to those of Groups OPA, NM and CC (paired t-test with Bonferroni correction: Group NPA vs Groups OPA, NM or CC, p < 0.001 in each case).

Discussion
The key findings of this study are: (1) the correlations of expression of plasticity-related IEG products between brain regions in association with new learning constitute a network of brain regions collectively involved in memory encoding and/or retrieval of PAs; (2) the coordinated network patterns vary as a function of the degree of congruence between the new information and the prior knowledge that the animals had acquired in earlier training; and (3) coordination of the neural network between midline neocortical structures (PrL, ACC and aRC) and hippocampal (DG, CA3 and CA1) regions is the strongest during the assimilation of new associative memories into the relevant schema.

We have previously shown that hippocampal lesions, if made at least 48 h after the assimilation of new PAs, leaves the memory of these new PAs intact. This indicates that activation of a neocortical network is enough for successful memory retrieval. However, such lesions completely disrupt the subsequent memory encoding of new PAs into the schema [27]. Additionally, pharmacological blockade of AMPA (α-amino-3-hydroxy-5-methyl-4-isoxazole propionate)-type glutamate receptor in prefrontal regions (PrL and ACC) immediately before encoding of new PAs inhibits successful learning of new PAs [14, 44]. These data raise the possibility that a coordinated functional network between the hippocampal formation and the neocortex regions causally supports the encoding of new PAs against the backdrop of relevant prior knowledge. Indeed, our correlational and clustering analyses (Fig. 4) reveals that hippocampal and midline neocortical regions are closely clustered and constitute one module in Group NPA, but not in the other groups. Group NPA also showed the highest mean correlation coefficient between pairs of midline neocortical-hippocampal networks (Fig. 5). Our previous pharmacological studies also showed an intriguing dissociation between encoding of new PAs and the retrieval of previously acquired knowledge in PrL and ACC. Specifically, blocking of the NMDA (N-methyl-D-aspartate)-type glutamate receptor, which is a key molecule for synaptic plasticity, by AP5 in either PrL or ACC disrupted encoding of new PAs, but had no effect on the retrieval of original schema [14, 44]. These results imply that midline neocortical and hippocampal connectivity based on
plasticity-related IEG product mapping in Group NPA might be 'plasticity-related' rather than 'activity-related' functional connectivity.

A number of studies of IEG activation have examined the relative activation of an IEG in one brain region compared to that in another in a range of different learning and memory tasks—spatial memory, recognition, procedural learning [11]. A key idea to emerge from these pioneering IEG studies, as well as lesion studies, is Aggleton’s concept of an “expanded hippocampal system” in which performance depends on the connectivity of the hippocampal formation to a number of thalamic and neocortical structures. Our findings with paired-associate learning are completely consistent with this general approach. More recent work has also raised critical issues about the nature of the control groups against which IEG expression in a specific training condition should be compared [45]. Shires and Aggleton [45] argued, for example, that we need to dissect the differential contributions of sensory experience, motor activity, stress and other variables beyond ‘cognition’ in assessing different patterns of IEG expression across the brain. Although our study did include Group CC (a caged-control), whose analytic value for assessing expression of IEG product can be questioned [45], it is really the different patterns across the three trained groups upon which our conclusions about extended encoding networks is based. The object of Group CC was precisely to provide a baseline with which to measure and then observe changes seen at the time of memory encoding and/or retrieval of PAs by trained animals.

Our analyses of Group OPA (original paired-associates, no new learning) are, in this respect, similar to those of Wheeler and colleagues [19] who identified distinct networks at different time-points after training, excepting that our experiment differs in one very important respect as stressed in the Introduction. Whereas Wheeler and colleagues [19] examined time-dependent changes in IEG product expression associated with memory retrieval, we looked at patterns of IEG product expression associated with memory encoding against the backdrop of the previously learned schema. We also focused on plasticity-related IEG products (EGR-1 and ARC) whereas Wheeler and colleagues [19] analysed a neural activity-related IEG product (c-Fos). Interestingly, in another study of context fear conditioning [15], Fos-associated channelrhodopsin tagging of neurons was observed in the retrosplenial cortex (RSC) that must have occurred at the time of memory encoding as selective optogenetic activation soon after encoding was successful in eliciting learned behavior. Like Wheeler et al. [19], however, Cowensage et al. [15] indicate that the memory traces in RSC formed
at encoding needed to be stabilised over time for natural cues (i.e., the context) to successfully elicit learned behavior in the absence of the hippocampus. A recent study demonstrated that the memory traces in PrL and rostral part of ACC formed during contextual fear conditioning were required for memory retrieval more than 12 days later, that hippocampal activity supported their functional maturation [17]. Our use of extensive previous training and the creation of a schema obviates the necessity for long periods of post-training memory consolidation as assimilation into such a schema appears to take place within 48 h [27].

The “association with” encoding and/or retrieval should not be taken as definitive that the patterns of IEG product expression observed, or the inter-regional connectivity measured, are necessarily caused by encoding or by retrieval. The associated pharmacological and optogenetic inhibition studies are suggestive, but there are conceptual issues also to consider. In the earlier study of Wheeler et al. [19], there was no opportunity for new fear learning in the sense that re-exposure to the context was not associated with additional presentations of the unconditional shock stimulus. However, the phenomenon of reconsolidation [46] raises the possibility that a retrieval procedure (re-exposure to the fearful context) could nonetheless be associated with new encoding (or at least updating), and the extent to which this happens could be time-dependent. Likewise, our Group OPA was subject to retrieval and thus the potential to re-encode the previously trained PAs, whereas Group NPA was subject to new learning procedures (i.e., memory encoding) and retrieval (of the schema). Group NPA displayed evidence of new learning of new PAs in a single critical session. Group NM received 6 new PAs and did not show evidence of learning.

Potential limitations of our approach include the followings: First, while the number of brain regions analyzed is relatively low (12 brain regions), we did find midline neocortical-hippocampal connectivity was strongly associated with successful memory encoding of new PAs against the backdrop of the schema. Second, we combined EGR-1 and ARC counts and used them for our brain region network analysis. The combined analysis of EGR-1 and ARC counts (Fig. 3) showed different results from separate analyses of EGR-1 and ARC counts (Additional file 1: Fig. S3), suggesting that the results are a consequence of combining 2 IEG product counts. Since spatio-temporal expression patterns and associated functions are not identical between EGR-1 and ARC [47], we reason that the combined analysis of EGR-1 and ARC counts provides additional insight in functional connectivity that separate analyses cannot. However, the conclusion requires further confirmation with independent samples.

The devil-is-in-the-detail and these qualifications point to complications in relating patterns of IEG product expression with putative memory-related processes such as encoding or retrieval. However, our findings do indicate that Group NPA was unusual in having demonstrable connectivity between hippocampal and certain midline neocortical structures in circumstances in which new PAs are processed and learned rapidly against the backdrop of relevant and activated prior knowledge. None of the other groups showed comparable patterns of functional connectivity. The patterns we have observed are consistent with an emerging framework (Fig. 6) in which novel information is associated within the hippocampal formation but that the assimilation of new PAs is then differentially assimilated into a neocortical network. For this task, the network involves the prefrontal, anterior cingulate and retrosplenial regions, but of course it will be task-specific. Such a framework is consonant with a study on the human analog of the rodent spatial schema task with neuro-imaging studies [33]. They showed that successful encoding of new object-location PAs in the backdrop of the relevant schema was associated with activity in the the ventromedial prefrontal cortex and retrosplenial cortex. Furthermore, the assimilation of new PAs was associated with coupling of the ventromedial prefrontal cortex with the hippocampus and retrosplenial cortex. Aggleton’s concept of an “extended hippocampal system” derived from early observations of IEG activation during different types of learning [11] and complementary ideas in the domain of human memory [48], are converging with the schema studies in rodents and humans onto new ideas about the interconnecting networks mediating memory formation and persistence.

Conclusion
In this study, we applied correlational and clustering analyses to data on expression of two IEG products that were acquired in one of our previous studies [14]. Our main finding is that midline neocortical-hippocampal connectivity is strongly associated with successful memory encoding of new PAs against the backdrop of the schema, compared to both (1) unsuccessful memory encoding of new PAs that are not relevant to the schema, and (2) the mere retrieval of the previously learned schema. This finding suggests that the certain midline neocortical and hippocampal networks support the assimilation of newly encoded associative memories into a relevant schema.
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