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Abstract

Potential buyers of a product or service, before making their decisions, tend to read reviews written by previous consumers. We consider Bayesian consumers with heterogeneous preferences, who sequentially decide whether to buy an item of unknown quality, based on previous buyers’ reviews. The quality is multi-dimensional and may occasionally vary over time; the reviews are also multi-dimensional. In the simple uni-dimensional and static setting, beliefs about the quality are known to converge to its true value. Our paper extends this result in several ways. First, a multi-dimensional quality is considered, second, rates of convergence are provided, third, a dynamical Markovian model with varying quality is studied. In this dynamical setting the cost of learning is shown to be small.
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1 Introduction

In our society many forms of learning do not stem from direct experience, but rather from observing the behavior of other people who themselves are trying to learn. In other words, people engage in social learning. For instance, before deciding whether to buy a product or service, consumers observe the past behavior of previous consumers and use this observation to make their own decision. Once their decision is made, this becomes a piece of information for future consumers. In the old days, it was common to consider a crowd in a restaurant as a sign that the food was likely good. Nowadays, there are more sophisticated ways to learn from previous consumers. After buying a product and experiencing its features, people often leave reviews on sites such as Amazon, TripAdvisor, Yelp, etc. When consumers observe only the purchasing behavior of previous consumers, there is a risk of a cascade of bad decisions: if the first agents make the wrong decision, the subsequent agents may follow them thinking that what they did was optimal and herding happens. Interestingly enough, this is not necessarily the effect of bounded rationality. It can actually be the outcome of a Bayesian equilibrium in a game with fully rational players. It seems reasonable to conjecture that, if consumers write reviews about the product that they bought, then social learning will be achieved. This is not always the case when consumers are heterogeneous and the
reviews that they write depend on the quality of the object but also on their idiosyncratic attitude towards the product they bought.

Consumers also tend to give higher value to recent reviews. As highlighted in a survey (Murphy, 2019) run on a panel of a thousand consumers, “48% of consumers only pay attention to reviews written within the past two weeks,” and this percentage is increasing over the years. A justification for this behavior may be that customers perceive the quality of the product that they consider buying as variable over time. The more recent the review, the more informative it is about the current state of the product. This work considers a dynamical environment and shows that, under some conditions, the outcome of the learning process in stationary and non-stationary environments are overall comparable.

1.1 Main contribution

We consider a model where heterogeneous consumers arrive sequentially at a monopolistic market and—before deciding whether to buy a product of unknown quality—observe the reviews (e.g., like/dislike) provided by previous buyers. Consumers are Bayesian and buy the product if and only if their expected utility of buying is larger than 0 (the utility of the outside option). Each buyer posts a sincere review that summarizes the experienced quality of the product, affected by an idiosyncratic attitude to the product. Ifrach et al. (2019) studied this model in the case where the intrinsic quality of the product is one-dimensional, fixed over time, and can assume just two values; they studied conditions for social learning to be achieved. We extend their results in two main directions. First, we allow the quality to be multidimensional, i.e., to have different features that consumers experience and evaluate. Second, we consider a model where the quality can occasionally change over time.

We start examining a benchmark model where the quality is actually static and we provide rates of convergence for the posterior distribution of the quality. We then move to the more challenging dynamical model where quality may change over time. The criterion that we use in this dynamical setting is the utility loss that a non-informed consumer incurs with respect to a fully informed consumer, who at every time knows the true quality of the product. We show that the learning cost is a logarithmic factor of the changing rate of the quality.

Table 1 below summarizes the proved bounds for the different settings. In the analysis we also consider the case of imperfect learners, who are not aware of the dynamical nature of the quality, and we quantify the loss they incur.

| Type of model | Utility Loss | Tight Bound |
|---------------|--------------|-------------|
| stationary    | $O(Md)$      | ✓           |
| dynamical     | $O(Md \ln(2/\eta)\eta T)$ | ✓ |

Table 1: Bounds summary, where the reward function is $M$-Lipschitz and $d$ is the dimension of the quality space. In a non-stationary environment, the quality changes with probability $\eta$ at each round, while the utility loss is summed over $T$ rounds.
1.2 Related literature

The problem of social learning goes back to Banerjee (1992) and Bikhchandani et al. (1992) who considered models where Bayesian rational agents arrive at a market sequentially, observe the actions of the previous agents, and decide based on their private signals and the public observations. These authors showed that in equilibrium, consumers may herd into a sequence of bad decisions; in other words, social learning fails with positive probability. Smith and Sørensen (2000) showed that this learning failure is due to the fact that signals are bounded. In the presence of unbounded signals that can overcome any observed behavior, herding cannot happen.

Different variations of the above model have been considered, where either agents observe only a subset of the previous agents (see e.g., Çelen and Kariv, 2004; Acemoglu et al., 2011; Lobel and Sadler, 2015), or the order in which actions are taken is not determined by a line, but rather by a lattice (Arieli and Mueller-Frank, 2019). A general analysis of social learning models can be found in (Arieli and Mueller-Frank, 2021).

A more recent stream of literature deals with models where agents observe not just the actions of the previous agents, but also their ex-post reaction to the actions they took. For instance, before buying a product of unknown quality, consumers read the reviews written by the previous consumers. In particular, Besbes and Scarsini (2018) dealt with some variation of a model of social learning in the presence of reviews with heterogeneous consumers. In one case, agents observe the whole history of reviews and can use Bayes rule to compute the conditional expectation of the unknown quality and learning is achieved. In the other case they only observe the mean of past reviews. Interestingly, even in this case, learning is achieved and the speed of convergence is of the same order. Ifrach et al. (2013) studied a model where the unknown quality is binary and the reviews are also binary (like or dislike). They considered the optimal pricing policy and looked at conditions that guarantee social learning. Correa et al. (2020) also considered the optimal dynamic pricing policy when consumers have homogeneous preferences. A non-Bayesian version of the model was considered by Crapis et al. (2017), where mean-field techniques were adopted to study the learning trajectory.

Papanastasiou and Savva (2017) studied a market where strategic consumers can delay their purchase anticipating the fact that other consumers will write reviews in the meanwhile. They examined the implication on pricing of this strategic interaction between consumers and a monopolist. Feldman et al. (2019) examined the role of social learning from reviews in the monopolist’s design of a product in a market with strategic consumers. Kakhbod and Lanzani (2021) studied heterogeneity of consumers’ reviews and its impact on social learning and price competition. Maglaras et al. (2020) considered a model of social learning with reviews where consumers have different buying options and a platform can affect consumers’ choice by deciding the order in which different brands are displayed. Park et al. (2021) dealt with the effect of the first review on the long-lasting success of a product. Chen et al. (2021) considered the issue of bias in reviews from a theoretical viewpoint. They quantified the acquisition bias and the impact on the rating of an arriving customer, characterized the asymptotic outcome of social learning, and we show the effect of biases and social learning on pricing decisions.

The speed of convergence in social learning was considered by Rosenberg and Vieille (2013) in models where only the actions of the previous agents are observed and by Acemoglu et al. (2017) when reviews are present. This last paper is the closest to the spirit of our own paper.

Learning problems in non-stationary environment have been largely considered in online learning with bandit feedback. Two different approaches are generally considered. First, the environment
can be abruptly changing, either following a non-parametric model (Yu and Mannor, 2009; Garivier and Moulines, 2011; Besson et al., 2019) or a Markov chain (Mellor and Shapiro, 2013; Alami et al., 2018) as in our model in Section 4. The regret then scales with the number of changes in the environment parameters. Conversely, the environment can be changing smoothly with time (see e.g., Besbes et al., 2015; Besbes et al., 2019; Keskin and Zeevi, 2017; Cheung et al., 2018). The regret then scales with the cumulated change in the parameters \( B = \sum_{t=1}^{T-1} \| \theta_{t+1} - \theta_t \| \), where \( \theta_t \) is the parameter vector at time \( t \). These models thus differ both in their practical motivations and technical solutions. We consider in this work the former setting, which is natural to use within a Bayesian framework.

Social learning however differs from bandits models, as the users act greedily and only maximize their reward over a single round. In bandits, a single meta-user chooses over repeated steps and thus maximizes its reward over multiple steps. Works in social learning often depict conditions under which the greedy policy still leads to learning the parameters, while it is unknown to generally fail in bandits problems.

1.3 Organization of the paper

Section 2 introduces the model of social learning from consumer reviews. Section 3 studies the stationary setting where the quality is fixed. Section 4 introduces the dynamical setting, where the quality changes over time. Section 5 consider a model with naive consumers and shows that knowledge of the dynamical structure is crucial for the consumer utility.

Appendix A provides a list of symbols, Appendix B contains additional proofs. Appendix C studies the continuous model where the quality space \( Q \) is convex.

2 Model

We consider a model of social learning where consumers read reviews before making their purchase decisions. A monopolist sells a product of unknown quality to consumers who arrive sequentially at the market. The quality may vary over time, although variations are typically rare. The quality of the product at time \( t \) is denoted by \( Q_t \) and the set of possible qualities is \( Q = \{0, 1\}^d \). For a vector \( x \), we denote by \( x(i) \) its \( i \)-th component, i.e., \( Q_t(i) \) represents the \( i \)-th feature of the product at time \( t \) and has a binary value (low or high).

The prior distribution of the quality at time 1 is \( \pi_1 \). Consumers are indexed by the time of their arrivals \( t \in \mathbb{N}\setminus\{0\} \). They are heterogeneous and consumer \( t \) has an idiosyncratic preference \( \theta_t \in \Theta \) for the product. This preference \( \theta_t \) is private information. These preferences are assumed to be i.i.d. according to some known distribution. In game-theoretic terms, \( \theta_t \) could be seen as the type of consumer \( t \). The sequences of preferences \( \theta_t \) and of qualities \( Q_t \) are independent.

A consumer who buys the product posts a review in the form of a multi-dimensional numerical grade. The symbol \( Z_t \) denotes the review posted by consumer \( t \). The notation \( Z_t = \ast \) indicates that consumer \( t \) did not buy the product. We call \( H_t := \{Z_1, \ldots, Z_{t-1}\} \) the history before the decision of consumer \( t \). We set \( H_1 := \emptyset \).

Since the preferences are independent of the quality, a no-purchase decision does not carry any information on the quality. As a consequence, the history \( H_t \) is informationally equivalent to the reduced history \( \tilde{H}_t \) that includes only the reviews of the buyers up to \( t - 1 \). This differentiates
this model from the classical social learning models, where consumers have private signals that are correlated with the quality.

Based on the history $H_t$ of past observations and her own preference $\theta_t$, consumer $t$ decides whether to buy the product. In case of purchase, she receives the utility $u_t := r(Q_t, \theta_t)$ where $r$ is the reward function. A consumer who does not buy the product gets $u_t = 0$.

Bayesian rationality is assumed, so consumer $t$ buys the product if and only if her conditional expected utility of purchasing is positive, that is, if and only if $E[r(Q_t, \theta_t) | H_t, \theta_t] > 0$. Consumer $t$ then reviews the product by giving the feedback $Z_t = f(Q_t, \theta_t, \varepsilon_t) \in Z \subset \mathbb{R}^d$ where $\varepsilon_t$ are i.i.d. variables independent from $\theta_t$. Also, the feedback function is assumed to take a finite number of values in $\mathbb{R}^d$ and to be of the form

$$f(Q, \theta, \varepsilon) = (f^{(i)}(Q^{(i)}_t, \varepsilon, \theta))_{i=1,...,d}.$$ 

In words, for each different feature $Q^{(i)}$ of the quality $Q$, consumers provide a separate feedback.

Previous works (Acemoglu et al., 2017; Ifrach et al., 2019) considered $Z = \{0, 1\}$ as the reviews were only the likes or dislikes of consumers. This model allows a more general and richer feedback, such as ratings on a five-star scale for each feature, or even sparse feedback where consumers do not necessarily review each feature.

In a model without noise $\varepsilon_t$, the learning process is much simpler, as already noted by Ifrach et al. (2019). Indeed, in this case, a single negative review rules out many possibilities as it means that the quality was overestimated. We here consider noise, which corresponds to variations caused by different factors such as fluctuations in the product quality or imperfect perception of the quality by the consumer. This also leads to a more interesting learning process with respect to the noiseless case.

In the following, $\pi_t$ denotes the posterior distribution of $Q_t$ given $H_t$ and, for any $i \in [d] := \{1, \ldots, d\}$, $\pi_t^{(i)}(q^{(i)}_t) = \mathbb{P}[Q_t^{(i)} = q^{(i)} | H_t]$ is the $i$-th marginal of the posterior. We also introduce the function $G$ and its componentwise equivalent $G^{(i)}$, defined as

$$G(z, \pi, q) = \mathbb{P}[Z_t = z | \pi_t = \pi, Q_t = q],$$  
$$G^{(i)}(z^{(i)}, \pi, q^{(i)}) = \mathbb{P}[Z_t^{(i)} = z^{(i)} | \pi_t = \pi, Q_t^{(i)} = q^{(i)}].$$  

In the following, we also use the notations

$$G(z, \pi) = \mathbb{E}_{q \sim \pi}[G(z, \pi, q)],$$  
$$G^{(i)}(z^{(i)}, \pi) = \mathbb{E}_{q \sim \pi}[G^{(i)}(z^{(i)}, \pi, q^{(i)})].$$

The following two assumptions will be used in the sequel.

**Assumption 1 (Purchase guarantee).** The reward function $r$ is weakly increasing in each feature $q^{(i)}$ and for any $q \in Q$, $\mathbb{P}_{\theta_t}(r(q, \theta_t) > 0) > 0$, i.e., there is always a fraction of consumers who buy the product.

Assumption 1 excludes situations where all consumers stop buying if the quality belief becomes too low. Without this condition, social learning fails with positive probability (Acemoglu et al., 2017; Ifrach et al., 2019).
Assumption 2 (Identifiability). For any \( i \in [d] \), any quality posterior \( \pi \in \mathcal{P}(Q) \) and quality \( q^{(i)} \), we have \( G^{(i)}(\cdot, \pi, q^{(i)}) > 0 \). Moreover, for \( q^{(i)} \neq q^{(i)}' \), there exists some \( z \in \mathcal{Z} \) such that \( G^{(i)}(z^{(i)}, \pi, q^{(i)}) \neq G^{(i)}(z^{(i)}, \pi, q^{(i)}') \).

Assumption 2 is needed to distinguish different qualities based on past reviews. Non-identifiability could lead to a considerable utility loss, as the set of consumers who should buy might differ for two undistinguishable qualities. The positivity of \( G \) is required to avoid trivial situations. The case of \( G = 0 \) for some variables is similar to the absence of noise \( \varepsilon_t \), as a single observation can definitely rule out several possibilities.

An interesting choice of reward function is, for instance, \( r(Q, \theta) = \langle Q, \theta \rangle \) where \( \langle \cdot, \cdot \rangle \) is the scalar product. In this case, \( \theta_t^{(i)} \) is the weight that customer \( t \) gives to feature \( i \) of the service. In practice, customers might also only focus on the best or worst aspects of the service, meaning their reward might only depend on the maximal or minimal value of the \( Q^{(i)} \)'s. The ordered weighted averaging operators (Yager, 1988) model these behaviors. In an additive model similar to the classical case in the literature, this leads to a reward function \( r(Q, \theta) = \sum_{i=1}^{d} w^{(i)}(Q + \theta)^{\sigma(i)} \) where \( \sigma \) is a permutation such that \( (Q + \theta)^{\sigma(i)} \) is the \( i \)-th largest component of the vector \( (Q^{(i)} + \theta^{(i)})_{i=1,...,d} \). If \( w^{(i)} = 1/d \) for all \( i \), this is just an average of all features’ utilities. When \( w^{(1)} = 1 \) and all other terms are 0, consumers are only interested in the maximal utility among all features.

Much of the existing literature has focused on the following unidimensional setting

\[
\begin{align*}
    r(Q, \theta) &= Q + \theta - p, \\
    f(Q, \theta, \varepsilon) &= \text{sign} (Q + \theta + \varepsilon - p),
\end{align*}
\]

where \( p \) is an exogenously fixed price. Since consumers review separately each feature of the service, the feedback function is a direct extension of the above unidimensional setting. It is then of the form

\[
f^{(i)}(Q^{(i)}, \varepsilon, \eta, \theta) = \text{sign} \left( Q^{(i)} + \theta^{(i)} + \varepsilon^{(i)} - p^{(i)} \right), \tag{2.5}
\]

for some constant price \( p^{(i)} \).

Having a sparse feedback is very common on platform reviews, where consumers only review a few features. This case can be modeled by

\[
f^{(i)}(Q^{(i)}, \varepsilon, \eta, \theta) = \text{sign} \left( Q^{(i)} + \theta^{(i)} + \varepsilon^{(i)} - p^{(i)} \right) \xi^{(i)}, \tag{2.6}
\]

with \( \varepsilon \in \mathbb{R}^d \) and \( \xi \in \{0, 1\}^d \). Although the noise vector is here given by the tuple \((\varepsilon, \xi)\) instead of \( \varepsilon \) alone, this remains a specific case of our model.

A multiplicative model can also be considered where the relevant quantity is \( Q^{(i)} \theta^{(i)} \), rather than \( Q^{(i)} + \theta^{(i)} \). This model is very similar to the additive one when using a logarithmic transformation.

### 3 Stationary Environment

As mentioned before, our aim is to consider a model where the quality of the product may occasionally change over time. As a benchmark, we start considering the case where the quality is constant: \( Q_t = Q_1 \) for all \( t \in \mathbb{N} \). We will leverage this case, when dealing with the dynamic model of variable quality. In the unidimensional case \( Q = \{0, 1\} \), Ifrach et al. (2019) showed that the
posterior almost surely converges to the true quality, and Acemoglu et al. (2017) showed an asymptotic exponential convergence rate. Besides extending these results to the multidimensional model, this section shows anytime convergence rates of the posterior. Convergence rates in social learning have been studied only recently (Acemoglu et al., 2017; Rosenberg and Vieille, 2019), despite being central to online learning (Bottou, 1999) and Bayesian estimation (Ghosal et al., 2000). Moreover, convergence rates are of crucial interest when facing a dynamical quality. The main goal of this section is thus to lay the foundation for the analysis of Section 4.

The posterior update is obtained using Bayes’ rule for any $q \in Q$,

$$\pi_{t+1}(q) = \frac{G(Z_t, \pi_t, q)}{G(Z_t, \pi_t)} \pi_t(q).$$  (3.1)

Theorem 3.1 below gives a convergence rate of the posterior to the true quality. Similarly to Acemoglu et al. (2017, Theorem 2), it shows an exponential convergence rate. The main difference with Acemoglu et al. (2017, Theorem 2) is that we here provide an anytime bound, while their Theorem 3.1 shows that almost surely $\lim_{t \to \infty} \log(p_t(q)) / t = -c$ for some constant $c$ of the same order than the exponential rate in Theorem 3.1. We focus on anytime rates as they are highly relevant in the model with a dynamical, evolving quality considered in Section 4.

**Theorem 3.1.** For $q \neq q'$, we have

$$\mathbb{E}[\pi_{t+1}(q') \mid Q = q] \leq \exp \left( -\frac{t\delta^4}{2\gamma^2 + 4\delta^2} \right) \frac{1}{\max_{i \in [d]} \pi^{(i)}_1(q^{(i)})},$$

where $\delta := \min_{i \in [d], \pi \in \mathcal{P}(Q)} \sum_{z \in Z} |G^{(i)}(z^{(i)}, \pi, 1) - G^{(i)}(z^{(i)}, \pi, 0)|$  

and $\gamma := 2 \max_{i \in [d], \pi \in \mathcal{P}(Q), z \in Z} \left| \ln \left( \frac{G^{(i)}(z^{(i)}, \pi, 1)}{G^{(i)}(z^{(i)}, \pi, 0)} \right) \right|$.  

Notice that $\delta$ is the minimal total variation between $Z^{(i)}_t$ conditioned either on $(\pi, Q^{(i)}_t = 1)$ or $(\pi, Q^{(i)}_t = 0)$. Thanks to Assumption 2 both $\delta$ and $\gamma$ are positive and finite. This guarantees an exponential convergence rate of the posterior as $\pi_t(q) = 1 - \sum_{q' \neq q} \pi_t(q')$.

**Proof.** Assume without loss of generality $Q^{(i)}_1 = 1$. Theorem 3.1 is a direct consequence of Equation (3.3), which we prove in the following:

$$\mathbb{E}[\pi^{(i)}_{t+1}(0) \mid Q^{(i)}_1 = 1] \leq \exp \left( -\frac{t\delta^4}{2\gamma^2 + 4\delta^2} \right) \frac{1}{\pi^{(i)}_1(1)}. \quad (3.4)$$

Similarly to Equation (3.1), we have the Bayesian update $\pi^{(i)}_{t+1}(q^{(i)}) = \frac{G^{(i)}(Z^{(i)}_t, \pi_t, q^{(i)})}{G^{(i)}(Z^{(i)}_t, \pi_t)} \pi_t(q^{(i)})$, which leads by induction to

$$\ln \left( \frac{\pi^{(i)}_{t+1}(1)}{\pi^{(i)}_{t+1}(0)} \right) = \ln \left( \frac{\pi^{(i)}_1(1)}{\pi^{(i)}_1(0)} \right) + \sum_{s=1}^t \ln \left( \frac{G^{(i)}(Z^{(i)}_s, \pi_s, 1)}{G^{(i)}(Z^{(i)}_s, \pi_s, 0)} \right).$$
In the following, we use the notation $\text{KL}(\mu, \nu)$ for the Kullback-Leibler divergence between the distributions $\mu$ and $\nu$, which is defined as

$$\text{KL}(\mu, \nu) = \mathbb{E}_{x \sim \mu} \left[ \ln \left( \frac{\mu(x)}{\nu(x)} \right) \right].$$

(3.5)

Now define $X_t := \ln \left( \frac{G^{(i)}(Z^{(i)}, \pi_t, 1)}{G^{(i)}(Z^{(i)}, \pi_t, 0)} \right) - \text{KL} \left( G^{(i)}(\cdot, \pi_t, 1), G^{(i)}(\cdot, \pi_t, 0) \right)$.

Notice that $\mathbb{E}[X_t \mid \mathcal{H}_t, Q_1^{(i)} = 1] = 0$. Also, by definition of $\gamma$, $X_t \in [Y_t, Y_t + \gamma]$ almost surely for some $\mathcal{H}_t$-measurable variable $Y_t$. Azuma-Hoeffding’s inequality for martingales (see, e.g., Cesa-Bianchi and Lugosi, 2006, Lemma A.7) then yields for any $\lambda \geq 0$:

$$\mathbb{P} \left[ \sum_{s=1}^{t} X_s \leq -\lambda \mid Q_1^{(i)} = 1 \right] \leq \exp \left( -\frac{2\lambda^2}{t\gamma^2} \right),$$

which is equivalent to

$$\mathbb{P} \left[ \frac{\pi_{t+1}^{(i)}(0)}{\pi_{t+1}^{(i)}(1)} \geq \exp \left( \lambda - \sum_{s=1}^{t} \text{KL} \left( G^{(i)}(\cdot, \pi_s, 1), G^{(i)}(\cdot, \pi_s, 0) \right) \right) \frac{\pi_{1}^{(i)}(0)}{\pi_{1}^{(i)}(1)} \mid Q_1^{(i)} = 1 \right] \leq \exp \left( -\frac{2\lambda^2}{t\gamma^2} \right).$$

By Pinsker’s inequality (see, e.g., Tsybakov, 2009, Lemma 2.5), we have

$$\text{KL} \left( G^{(i)}(\cdot, \pi_s, 1), G^{(i)}(\cdot, \pi_s, 0) \right) \geq \delta^2 / 2,$$

so the previous equation becomes

$$\mathbb{P} \left[ \pi_{t+1}^{(i)}(0) \geq \exp \left( \lambda - \frac{t\delta^2(1,0)}{2} \right) \frac{\pi_{1}^{(i)}(0)}{\pi_{1}^{(i)}(1)} \mid Q_1^{(i)} = 1 \right] \leq \exp \left( -\frac{2\lambda^2}{t\gamma^2} \right),$$

where we used the fact that $\pi_{t+1}^{(i)}(1) \leq 1$. This then yields

$$\mathbb{E}[\pi_{t+1}^{(i)}(0) \mid Q_1^{(i)} = 1] \leq \exp \left( \lambda - \frac{t\delta^2}{2} \right) \frac{\pi_{1}^{(i)}(0)}{\pi_{1}^{(i)}(1)} + \mathbb{P} \left[ \pi_{t+1}^{(i)}(0) \geq \exp \left( \lambda - \frac{t\delta^2}{2} \right) \mid Q_1^{(i)} = 1 \right]$$

$$\leq \exp \left( \lambda - \frac{t\delta^2}{2} \right) \frac{\pi_{1}^{(i)}(0)}{\pi_{1}^{(i)}(1)} + \exp \left( -\frac{2\lambda^2}{t\gamma^2} \right).$$

Let $x = t\gamma^2 / 4$ and $y = t\delta^2 / 2$. Setting $\lambda = -x + \sqrt{2xy + x^2}$ equalizes the exponential terms:

$$\mathbb{E}[\pi_{t+1}^{(i)}(0) \mid Q_1^{(i)} = 1] \leq \left( 1 + \frac{\pi_{1}^{(i)}(0)}{\pi_{1}^{(i)}(1)} \right) \exp \left( -x - y + \sqrt{x^2 + 2xy} \right)$$

$$\leq \frac{1}{\pi_{1}^{(i)}(1)} \exp \left( -\frac{y^2}{2(x + y)} \right).$$

The second inequality is given by the convex inequality $\sqrt{a} - \sqrt{a + b} \leq -\frac{b}{2\sqrt{a+b}}$, for $a = x^2 + 2xy$ and $b = y^2$. From the definitions of $x$ and $y$, this yields

$$\mathbb{E}[\pi_{t+1}^{(i)}(0) \mid Q_1^{(i)} = 1] \leq \frac{1}{\pi_{1}^{(i)}(1)} \exp \left( -\frac{t\delta^4}{2\gamma^2 + 4\delta^2} \right).$$

We conclude by noting that $\pi_{t}^{(i)}(q^{(i)}) \geq \pi_{t}(q')$. □
4 Dynamical Environment

We now model a situation where the quality $Q$ may change over time. We consider a general Markovian model given by the transition matrix $P$. Moreover, at each time step, the quality might change with probability at most $\eta \in (0, 1)$:

$$\mathbb{P}(Q_{t+1} = q' \mid Q_t = q) = P_{q,q'},$$

with $P(q,q) \geq 1 - \eta$ for all $q \in Q$. \hfill (4.1)

The use of a Markovian model is rather usual in such dynamical models and is reasonable when quality does not slowly drift, but rather changes abruptly; this can happen, for example, after a change of owner, employees, contractor of an establishment or after a technological advance in case of high tech products.

Assuming that the diagonal terms of the transition matrix $P$ are large ensures that changes of quality are rare. Consumers thus have some time to learn the current quality of the product.

Studying the convergence of the posterior is irrelevant, as the quality regularly changes. Instead, we measure the quality of the posterior variations in term of the total utility loss

$$R_T := \sum_{t=1}^{T} \mathbb{E}[r(Q_t, \theta_t) - u_t],$$

also known as “regret”. The first term $r(Q_t, \theta_t)$ corresponds to the utility a consumer would get if she knew the quality $Q_t$, whereas $u_t$ is the utility she actually gets.

**Lemma 4.1.** If $r$ is $M$-Lipschitz in its first argument for any $\theta \in \Theta$, i.e., $|r(q, \theta) - r(q', \theta)| \leq M\|q - q'\|_1$ for any $q, q' \in Q$, we have

$$R_T \leq M \sum_{i=1}^{d} \sum_{t=1}^{T} \mathbb{E}[1 - \pi_t^{(i)}(Q_t^{(i)})].$$

Lemma 4.1, proved in Appendix B.1, shows that bounding the cumulated estimation error $\sum_{t=1}^{T} \mathbb{E}[1 - \pi_t^{(i)}(Q_t^{(i)})]$ for each coordinate is sufficient to bound the total regret.

In this whole section, we use the notation $g(T, \eta) = \mathcal{O}(f(T, \eta))$ if there exists a positive constant $c$ such that for all $T \in \mathbb{N}^*$ and $\eta \in (0, 1)$, $g(T, \eta) \leq cf(T, \eta)$. Moreover, we write $g(T, \eta) = \Omega(f(T, \eta))$ if $f(T, \eta) = \mathcal{O}(g(T, \eta))$.

We consider in this section consumers who have perfect knowledge of the model, i.e., they know that the quality might change following (4.1). Recall that the prior is assumed uniform on $Q$. If $G$ is defined as in (2.1), the posterior update is given by

$$\pi_{t+1}(q) = \sum_{q' \in Q} P(q, q') \frac{G(Z_t, \pi_t, q')}{G(Z_t, \pi_t)} \pi_t(q').$$

$^1$Alternatively, it is the sum of the individual regret of all consumers.
The effect of the old reviews is mitigated by the multiplications by the transition matrix $P$. Consumers thus value more recent reviews in this model, as wished in its design. By induction, the previous equality leads to the following expression.

$$
\pi_{t+1}(q) = \sum_{(q_s) \in Q^t \atop q_{t+1} = q} \pi_1(q_1) \prod_{s=1}^{t} P(q_s, q_{s+1}) \frac{G(Z_s, \pi_s, q_s)}{G(Z_s, q_s)}. 
$$

(4.4)

This expression is more complex than the one in the stationary case, leading to a more intricate proof of error bounds. The multidimensional setting becomes significantly intricate in the dynamic case, as the transition matrix entails correlations between the different dimensions. To overcome this difficulty, we first bound the estimation error for a simpler, imperfect Bayesian estimator ignoring these correlations. It directly leads to a bound on the true utility loss, by optimality of the Bayesian estimator.

Theorem 4.1 below shows that the cumulated loss is of order $\ln(2/\eta) \eta T$. Perfect learners, who could directly observe $Q_{t-1}$ before making the decision at time $t$, would still suffer a loss of order $\eta T$ as there is a constant uncertainty $\eta$ about the next step quality\footnote{Equivalently, there are $\eta T$ changes of quality and a positive loss is unavoidable after each change.}. Theorem 4.1 thus shows that the cost of learning is just a logarithmic factor in the dynamical setting.

**Theorem 4.1.** If $r$ is $M$-Lipschitz, then $R_T = O(M d \ln(2/\eta) \eta T)$. Moreover, if $\eta T = \Omega(1)$, there is some $M$-Lipschitz reward $r$ and some transition matrix $P$ verifying the conditions of Equation (4.1) such that $R_T = \Omega(M d \ln(2/\eta) \eta T)$.

The hidden constants in the $O(\cdot)$ and $\Omega(\cdot)$ above only depend on the values of $\delta$ and $\gamma$ defined in Theorem 3.1.

The proof of Theorem 4.1 is divided into two parts: first, the upper bound $R_T = O(M d \ln(2/\eta) \eta T)$ and, second, the lower bound $R_T = \Omega(M d \ln(2/\eta) \eta T)$. The proof of the lower bound is postponed to Appendix B.5.

The assumption $\eta T = \Omega(1)$ guarantees that changes of quality actually have a non-negligible chance to happen in the considered time window. Without it, we would be back to the stationary case. In the extreme case $\eta T \approx 1$, the error is thus of order $\ln(T)$ against 1 in the stationary setting. This larger loss is actually the time needed to achieve the same precision in posterior belief anew after a change of quality. Indeed, let the posterior be very close to the true quality $q$, i.e., $\pi_t(q') \approx 0$ for $q' \neq q$; if the quality suddenly changes to $q'$, it will take a while to have a correct estimation again, i.e., to get $\pi_t(q') \approx 1$.

It can directly be seen from the proof that a similar regret bound also holds for imperfect consumers, who do not know the exact transition matrix $P$, but only an upper bound of the constant $\eta$ defined in Equation (4.1). Similarly, the results also hold for dynamic transition matrices $P_t$ as long as $P_t(q, q) \geq 1 - \eta$ for any $q$ and $t$. This describes a more general setting where a monopolist influences (with limits) the changes of quality that happen.
4.1 Proof of the Upper Bound.

In order to prove that $R_T = O(Md\ln(2/\eta)\eta T)$, we actually show the result marginally on each dimension, i.e., for any $i \in [d]$

$$
\sum_{t=1}^{T} 1 - \pi_t^{(i)}(q^{(i)}) = O(\ln(2/\eta)\eta T).
$$

(4.5)

Lemma 4.1 then directly leads to the upper bound. To prove Equation (4.5), we first consider another $\mathcal{H}_t$-measurable estimator defined for any $i$ by

$$
\tilde{\pi}_t^{(i)} = \pi_t^{(i)} \quad \text{and} \quad \tilde{\pi}_{t+1}^{(i)}(q^{(i)}) = (1 - 2\eta)G^{(i)}(Z_t^{(i)}, \pi_t^{(i)}(q^{(i)})) \tilde{\pi}_t^{(i)}(q^{(i)}) + \eta.
$$

(4.6)

The estimator $\tilde{\pi}_t$ can be seen as the Bayesian estimator, for the worst case of transition matrix, where each feature $i$ changes with probability $\eta$ at each step. As perfect Bayesian consumers’ decisions minimize the utility loss among the classes of $\mathcal{H}_t$-measurable decisions, having an $O(\ln(2/\eta)\eta T)$ error for $\tilde{\pi}_t^{(i)}$ directly yields Equation (4.5).

To prove Equation (4.5), we partition $\mathbb{N}^*$ into blocks $[t_k^{(i)} + 1, t_{k+1}^{(i)}]$ of fixed quality (for the $i$-th coordinate) and show that the error of $\tilde{\pi}_t^{(i)}$ on each block individually is $O(\ln(2/\eta))$,

$$
t_1^{(i)} := 0 \quad \text{and} \quad t_k^{(i)} := \min{\left\{t > t_k^{(i)} \mid Q_t^{(i)}(q^{(i)}) \neq Q_{t_k^{(i)} + 1}^{(i)}\right\}}.
$$

(4.7)

Define the stopping time

$$
\tau_k^{(i)} := \min{\left\{t \in [t_k^{(i)} + 1, t_{k+1}^{(i)}] \mid \frac{\tilde{\pi}_t^{(i)}(1)}{\tilde{\pi}_t^{(i)}(0)} \geq 1 \right\}}. \quad (4.8)
$$

This is the first time in block $k$ where the posterior belief of the true quality (for $\tilde{\pi}_t^{(i)}$) exceeds the one of the wrong quality. The error on the block is then decomposed as the terms before $\tau_k^{(i)}$, which contribute to at most 1 per timestep, and the terms after $\tau_k^{(i)}$. The remaining of the proof, postponed to Appendix B.2 due to space constraints, bounds the former term using Lemma 4.2 below, while Lemma 4.3 allows to bound the latter. The proofs of these lemmas are respectively given in Appendices B.3 and B.4.

Lemma 4.2. For any $k$,

$$
\Pr[\tau_k^{(i)} - t_k^{(i)} \geq 2 + \frac{2\gamma^2 + 4\delta^2}{\delta^4} \ln\left(\frac{1}{\eta}\right)] \leq \eta,
$$

where $\delta$ and $\gamma$ are defined as in Theorem 3.1.

Lemma 4.3. For any $k \in \mathbb{N}^*$ and $t \in [\tau_k^{(i)}, t_{k+1}^{(i)}]$,

$$
\mathbb{E}\left[\frac{1}{\tilde{\pi}_t^{(i)}(Q_t^{(i)})} \mid \tau_k^{(i)}, (t_n^{(i)})_n\right] \leq 2.
$$

It is set as the largest element of the block if such a criterion is never satisfied.
4.2 Proof of the Lower Bound.

The proof of the lower bound is postponed to Appendix B.5. The idea is that the posterior cannot converge faster than exponentially on a single block. Thus, if the posterior converged in the last block, e.g., \( \pi_t(q') \approx \eta \) in a block of quality \( q \), then it would require a time \( \ln(2/\eta) \) before \( \pi_t(q') \geq 1/2 \) in the new block of quality \( q' \), leading to a loss at least \( \ln(2/\eta) \) on this block.

5 Naive Learners

In Section 4 we showed that learning occurs for Bayesian consumers who are perfectly aware of the environment, and especially of its dynamical aspect. In some learning problems, Bayesian learners can still have small regret, despite having an imperfect knowledge of the problem parameters or even ignoring some aspects of the problem.

This section shows that awareness of the problem’s dynamical structure is essential here. In particular, naive learners incur a considerable utility loss.

In the following, we consider the setting described in Section 4 with naive learners, i.e., consumers who are unaware of possible quality changes over time. As a consequence, their posterior distribution \( \pi_{t}^{\text{naive}} \) follows the exact same update rule as in the stationary case:

\[
\pi_{t+1}^{\text{naive}}(q) = \frac{G(Z_t, \pi_t^{\text{naive}}, q)}{G(Z_t, \pi_t^{\text{naive}})} \pi_t^{\text{naive}}(q).
\]

The regret for naive learners is then

\[
\sum_{t=1}^{T} \mathbb{E} [r(Q_t, \theta_t) - u_t^{\text{naive}}],
\]

where \( u_t^{\text{naive}} = r(Q_t, \theta_t) I_{\sum_{q \in Q} \pi_t^{\text{naive}}(q) r(q, \theta_t) \geq 0} \).

Theorem 5.1 below states that the utility loss for naive learners is non-negligible, i.e., of order \( T \), which displays the significance of taking into account the dynamical structure of the problem in the learning process.

**Theorem 5.1.** If \( \eta T = \Omega(1) \), then there is some \( M \)-Lipschitz reward \( r \) and some transition matrix \( P \) verifying the conditions given by Equation (4.1) such that

\[
R_T^{\text{naive}} = \Omega(MdT).
\]

The proof of Theorem 5.1 can be found in Appendix B.6 and bears similarities with the proof of the lower bound in Theorem 4.1. The posterior of naive learners converges quickly to the true quality on a single block. Because of this, after a change of quality, it takes a long time before the posterior belief of naive learners becomes accurate again with respect to the new quality.

6 Conclusions and future work

This work was a first attempt to use a change-point framework for social learning in online markets with reviews when the qualities of a product vary over time. Leveraging convergence rates in the
stationary setting, we obtained regret bounds in a dynamical model when the quality space is \(\{0, 1\}^d\); our bound is tight. For more general quality spaces, determining the incurred regret is a much harder problem. We propose some partial results for continuous qualities in Appendix where we provide lower and upper bounds of the regret. Unfortunately the gap between these bounds remains to be closed.

Many other directions also remain open for review based markets. For instance, it would be interesting to study a model with a slowly drifting quality, rather than abrupt changes.

In this work we only focus on the consumer side, but the seller can also adaptively set the price (or the quality) of the item. What is a good seller strategy in this case? The selling platform can also design the format of the feedback given by the consumers. Determining the format which allows the best possible convergence rate might also be of great interest in practice. This work thus developed the techniques to analyze the customers’ behavior in social learning in non-stationary environments and thus opens possibilities for future developments on pricing or platform design to improve the revenue of the platform and/or the experience of the customer.

Considering perfect Bayesian consumers might be unrealistic. In reality, consumers have limited computation capacity or can be risk averse, leading to different behaviors. Studying the effects of these limitations is also of great interest.
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A List of symbols

This is a list of the symbols used throughout the paper.

- $f$: feedback function
- $G(z, \pi, q)$: $\mathbb{P}[Z_t = z \mid \pi_t = \pi, Q_t = q]$, defined in (2.1)
- $G'(z, \pi)$: $\mathbb{E}_{q \sim \pi}[G(z, \pi, q)]$, defined in (2.3)
- $G'(i)(z(i), \pi, q(i))$: $\mathbb{P}[Z_t = z(i) \mid \pi_t = \pi, Q_t = q(i)]$, defined in (2.2)
- $G'(i)(z(i), \pi)$: $\mathbb{E}_{q \sim \pi}[G'(i)(z(i), \pi, q(i))]$, defined in (2.4)
- $h(x)$: $\left(\frac{\eta}{2} + \frac{1 - \eta}{x}\right)^{-1}$, defined in (3.6)
- $\mathcal{H}_1$: history at time $t$
- $\bar{\mathcal{H}}_t$: reduced history at time $t$
- $\text{KL} (\mu, \nu)$: Kullback-Leibler divergence, defined in (3.5)
- $M$: Lipschitz constant of $r$, defined in Lemma 4.1
- $p(i)$: price of product $i$
- $Q_t$: quality at time $t$
- $r$: reward function
- $R_T$: $\sum_{t=1}^T \mathbb{E}[r(Q_t, \theta_t)_+ - u_t]$, regret, defined in (4.2)
- $u_t$: utility of consumer $t$
- $x^{(i)}$: $i$-th component of the vector $x$
- $X_t$: $\ln \left(\frac{G'(i)(Z(i), \pi, 1)}{G'(i)(Z(i), \pi, 0)}\right) - \text{KL} \left(G'(i)(\cdot, \pi_t, 1), G'(i)(\cdot, \pi_t, 0)\right)$, defined in the proof of Theorem 3.1
- $Z_t$: review of consumer $t$
- $\gamma$: $2 \max_{i \in [d], \pi \in \mathcal{P}(Q), z \in \mathcal{Z}} \ln \left(\frac{G'(i)(Z(i), \pi, 1)}{G'(i)(Z(i), \pi, 0)}\right)$, defined in (3.3)
- $\delta$: $\min_{i \in [d], \pi \in \mathcal{P}(Q)} \sum_{z \in \mathcal{Z}} \left|G'(i)(z, \pi, 1) - G'(i)(z, \pi, 0)\right|$, defined in (3.2)
- $\varepsilon_t$: noise of consumer $t$
- $\eta$: probability that the quality changes, defined in (4.1)
- $\theta_t$: preference of consumer $t$
- $\xi_t$: binary vector indicating which features are reviewed by consumer $t$
- $\pi_1$: prior distribution of the quality vector
- $\pi_t$: posterior distribution of the quality vector at time $t$

B Additional proofs

This section contains detailed proofs of lemmas and theorems postponed to the Appendix.

B.1 Proof of Lemma 4.1

The inequality actually holds for any term of the sum when conditioned on $\pi_t$, i.e., $\mathbb{E}[r(Q_t, \theta_t)_+ - u_t \mid \pi_t] \leq M \sum_{i=1}^d (1 - \pi_t^{(i)}(Q_t^{(i)}))$, which directly implies Lemma 4.1. By definition, $u_t =$
Recall that we partitioned $\mathbb{N}$ into blocks $[t_k^{(i)} + 1, t_{k+1}^{(i)}]$ of fixed quality and we also defined in Equation (4.8) the stopping time $\tau_k^{(i)}$ as the first time of the block where the posterior belief of the quality (for $\pi_t^{(i)}$) becomes larger than $\frac{1}{2}$.

We now only aim at bounding the estimation error on a single block $k$ and we assume w.l.o.g. that $Q_t^{(i)} = 1$ on this block.

Similarly to the proof of Theorem 3.1, Azuma-Hoeffding’s inequality on a single block $k$ leads to

$$\mathbb{E} \left[ \prod_{s=n}^{t-1} \frac{G(i)(Z_s^{(i)}, \pi_s, 0)}{G(i)(Z_s^{(i)}, \pi_s, 1)} \bigg| \pi_n, \forall s \in [n, t - 1], Q_s^{(i)} = 1 \right] \leq \exp \left( \frac{(t - n)\delta^4}{2\gamma^2 + 4\delta^2} \right).$$  \hspace{1cm} (B.1)

Also, note that Equation (4.3) leads to

$$\frac{G(i)(Z_t^{(i)}, \pi_t, 1)}{G(i)(Z_t^{(i)}, \pi_t, 1)} \leq \frac{\pi_t^{(i)}(1)}{(1 - 2\eta)\pi_t^{(i)}(1)}.$$

By induction, we get

$$\prod_{s=n}^{t-1} \frac{G(i)(Z_s^{(i)}, \pi_s, 1)}{G(i)(Z_s^{(i)}, \pi_s, 1)} \leq \frac{1}{\pi_t^{(i)}(1)(1 - 2\eta)^t-n}. \hspace{1cm} (B.2)$$

Multiplying the left hand side of (B.1) by the left hand side of (B.2), we obtain

$$\mathbb{E} \left[ \prod_{s=n}^{t-1} \frac{G(i)(Z_s^{(i)}, \pi_s, 0)}{G(i)(Z_s^{(i)}, \pi_s)} \bigg| \pi_n, \forall s \in [n, t - 1], Q_s^{(i)} = 1 \right] \leq \frac{(1 - 2\eta)^{(t-n)}}{\pi_t^{(i)}(1)} \exp \left( \frac{(t - n)\delta^4}{2\gamma^2 + 4\delta^2} \right).$$  \hspace{1cm} (B.3)
Similarly to Equation (4.4), starting from \( n_0 \geq 1 \), for the \( i \)-th coordinate it can be shown that

\[
\hat{\pi}_{t+1}^{(i)}(q^{(i)}) = (1 - 2\eta)^{t-n_0+1} \hat{\pi}_{n_0}^{(i)}(q^{(i)}) \prod_{s=n_0}^{t} \frac{G^{(i)}(\pi^s_t, \pi, q^{(i)})}{G^{(i)}(Z^s_{i,t}, \pi)}.
\]

\[
+ \eta \sum_{s=0}^{t-n_0} (1 - 2\eta)^s \prod_{l=t-s+1}^{t} \frac{G^{(i)}(Z_{i,l}^s, \pi_l, q^{(i)})}{G^{(i)}(Z_{i,l}^s, \pi)}.
\]

Define \( A_t^{\tau_i} := \{ \forall s \in [\tau_i^k, \tau_i^k + t], Q_s^i = 1 \} \). Combining this formula with Equation (B.3), we obtain

\[
\mathbb{E}\left[ \hat{\pi}_{\tau_i^k + t}^{(i)}(0) \mid H_{\tau_i^k}^{(i)}, A_t^{\tau_i} \right] \leq \frac{\hat{\pi}_{\tau_i^k}^{(i)}(0)}{\hat{\pi}_{\tau_i^k}^{(i)}(1)} \exp\left( -\frac{t\delta^4}{2\gamma^2 + 4\delta^2} \right)
\]

\[
+ 2\eta \sum_{s=0}^{t-1} \mathbb{E}\left[ \frac{1}{\hat{\pi}_{\tau_i^k}^{(i)} + t-s} \mid H_{\tau_i^k}^{(i)}, A_t^{\tau_i} \right] \exp\left( -\frac{s\delta^4}{2\gamma^2 + 4\delta^2} \right).
\]

Thanks to Lemma 4.3,

\[
\mathbb{E}\left[ \frac{1}{\hat{\pi}_{\tau_i^k}^{(i)} + t-s} \mid H_{\tau_i^k}^{(i)}, A_t^{\tau_i} \right] \leq 2 \quad \text{and} \quad \frac{\hat{\pi}_{\tau_i^k}^{(i)}(0)}{\hat{\pi}_{\tau_i^k}^{(i)}(1)} \leq 1,
\]

so that

\[
\mathbb{E}\left[ \hat{\pi}_{\tau_i^k + t}^{(i)}(0) \mid H_{\tau_i^k}^{(i)}, A_t^{\tau_i} \right] \leq \exp\left( -\frac{t\delta^4}{2\gamma^2 + 4\delta^2} \right) + 4\eta \sum_{s=0}^{t-1} \exp\left( -\frac{s\delta^4}{2\gamma^2 + 4\delta^2} \right)
\]

\[
\leq \exp\left( -\frac{t\delta^4}{2\gamma^2 + 4\delta^2} \right) + \frac{4\eta}{1 - \exp\left( -\frac{\delta^4}{2\gamma^2 + 4\delta^2} \right)}.
\]

Finally, the estimation error for \( \hat{\pi}_t^{(i)} \) incurred during the block \( k \) is at most

\[
\tau_i^{(i)} - t_k^{(i)} + \sum_{t=0}^{t_k^{(i)} - t_k^{(i)} - 1} \exp\left( -\frac{t\delta^4}{2\gamma^2 + 4\delta^2} \right) + \frac{4\eta}{1 - \exp\left( -\frac{\delta^4}{2\gamma^2 + 4\delta^2} \right)},
\]

i.e., it is of order \( \tau_i^{(i)} - t_k^{(i)} + \eta(t_k^{(i)} - t_k^{(i)}) \). Lemma 4.2 then yields

\[
\mathbb{E}[\tau_i^{(i)} - t_k^{(i)} \mid (t_n)_n] \leq 2 + \frac{2\gamma^2 + 4\delta^2}{\delta^4} \ln\left( \frac{1}{\eta} \right) + \eta(t_k^{(i)} - t_k^{(i)}).
\]

Thus in expectation, given \((t_n)_n\), the estimation error of \( Q_t^{(i)} \) over the block \( k \) for \( \hat{\pi}_t \) is of order \( \ln(2/\eta) + \eta(t_k^{(i)} - t_k^{(i)}) \). Note that \( t_k^{(i)} - t_k^{(i)} \) is stochastically dominated by a geometric distribution.
of parameter $\eta$. In expectation the number of blocks counted before $T$ is thus $O(\eta T)$ and summing over all these blocks yields
\[
\sum_{t=1}^{T} \mathbb{E}[1 - \tilde{\pi}_t(i) (Q_t(i))] = O(\ln(2/\eta)\eta T).
\]

When summing over all coordinates, this implies that the regret incurred by the estimator $\tilde{\pi}_t$ is of order $O(Md \ln(2/\eta)\eta T)$. Since the exact estimator $\pi_t$ minimizes the expected utility loss among the class of all $\mathcal{H}_t$-measurable estimators, the upper bound of Theorem 4.1 follows.

### B.3 Proof of Lemma 4.2

As a consequence of the posterior update of $\tilde{\pi}_t$ given by Equation (4.6), for $t + 1 \leq \tau_k(i)$,
\[
\tilde{\pi}_{t+1}(0) \leq \frac{G(i)(Z_t(i), \pi_t, 0)}{G(Z_t, \pi_t)} \tilde{\pi}_t(0) \quad \text{and} \quad \tilde{\pi}_{t+1}(1) \geq \frac{G(i)(Z_t(i), \pi_t, 1)}{G(Z_t, \pi_t)} \tilde{\pi}_t(1).
\]

We then get by induction
\[
\tilde{\pi}_{t+1}(0) \leq \frac{1}{\eta} \prod_{s=t^0 + 1}^{t} \frac{G(i)(Z_s(i), \pi_s, 0)}{G(Z_s, \pi_s)} \tilde{\pi}_t(0),
\]
\[
\tilde{\pi}_{t+1}(1) \geq \frac{1}{\eta} \prod_{s=t^0 + 1}^{t} \frac{G(i)(Z_s(i), \pi_s, 1)}{G(Z_s, \pi_s)} \tilde{\pi}_t(1).
\]

(B.5)

as $\tilde{\pi}_{t^0 + 1}(1) \geq \eta$. For $n = \left[\frac{\gamma^2 + 4\eta^2}{d^2} \ln\left(\frac{1}{\eta}\right)\right]$, it has been shown in the proof of Theorem 3.1 that:
\[
\mathbb{P} \left[ \prod_{s=t^0 + 1}^{t+n} \frac{G(Z_s, \pi_s, 0)}{G(Z_s, \pi_s, 1)} > \eta \middle| \pi_{t^0 + 1}, \forall s \in [t^0 + 1, t^0 + n], Q_s(i) = 1 \right] \leq \eta.
\]

Note that by definition of $\tau_k(i)$, $\tilde{\pi}_{t^0 + 1}(0) / \tilde{\pi}_{t^0 + 1}(1) \leq 1$. The above concentration inequality and (B.5) imply that $\mathbb{P}[\tau_k(i) - t^0(i) \geq n + 1] \leq \eta$.

### B.4 Proof of Lemma 4.3

By definition of $G(i)$ and the posterior update, given by Equations (2.2) and (4.6) respectively, we have
\[
\mathbb{E} \left[ \frac{1}{\tilde{\pi}_{t+1}(i)} \middle| Q_t(i) = 1, \mathcal{H}_t \right] = \sum_{z(i), z \in \mathcal{Z}} G(i)(z(i), \pi_t(i), 1) h \left( \frac{G(i)(z(i), \pi_t(i), 1)}{G(i)(z(i), \pi_t(i), 1) \tilde{\pi}_{t+1}(i)} \right),
\]
\[
\text{with } h(x) = \frac{1}{\eta + 1 - 2\eta x}.
\]
\[
(B.6)
\]

Note that $h$ is concave on $\mathbb{R}_+^*$, so by Jensen’s inequality:
\[
\mathbb{E} \left[ \frac{1}{\tilde{\pi}_{t+1}(i)} \middle| Q_t(i) = 1, \mathcal{H}_t \right] \leq h \left( \frac{1}{\tilde{\pi}_{t+1}(i)} \right).
\]
\[
(B.7)
\]
Lemma 4.3 then follows by induction

\[
\mathbb{E} \left[ \frac{1}{\tau_{k+1}^{(i)}} \mid \tau_{k}^{(i)}, \forall s \in [\tau_{k}^{(i)}, t + \tau_{k}^{(i)}], Q_s^{(i)} = 1 \right]
\]

\[
\leq \mathbb{E} \left[ h \left( \frac{1}{\pi^{(i)}_{t+\tau_{k}^{(i)}}(1)} \right) \mid \tau_{k}^{(i)}, \forall s \in [\tau_{k}^{(i)}, t + \tau_{k}^{(i)}], Q_s^{(i)} = 1 \right]
\]

\[
\leq h \left( \mathbb{E} \left[ \frac{1}{\pi^{(i)}_{t+\tau_{k}^{(i)}}(1)} \mid \tau_{k}^{(i)}, \forall s \in [\tau_{k}^{(i)}, t + \tau_{k}^{(i)}], Q_s^{(i)} = 1 \right] \right)
\]

\[
\leq h(2) = 2.
\]

The first inequality is a direct consequence of Equation (B.7), the second is Jensen’s inequality again, while the third one is obtained by induction using the fact that \( h \) is increasing and \( \tau_{k}^{(i)}(1) \geq \frac{1}{2} \).

### B.5 Proof of the lower bound in Theorem 4.1

In this proof we consider the following transition matrix:

\[ P(q, q) = 1 - \eta \quad \text{and} \quad P(q, 1 - q) = \eta, \]

i.e., all the features change simultaneously with probability \( \eta \) at each round. We also assume that the prior is only split between the vectors 00 and 11, i.e., the features are either all 0 or all 1. If we take the reward function \( r(q, \theta) = M \sum_{i=1}^{d} q_i + \theta_i \), then the regret scales as

\[
R_T = \Omega \left( M \sum_{i=1}^{d} \sum_{t=1}^{T} \mathbb{E}[1 - \pi_t^{(i)}(Q_t^{(i)})] \right)
\]

\[
= \Omega \left( Md \sum_{t=1}^{T} \mathbb{E}[1 - \pi_t(Q_t)] \right). \quad (B.8)
\]

In this model, we thus have the following posterior update

\[
\pi_{t+1}(1) = (1 - 2\eta) \frac{G(Z_t, \pi_t, 1)}{G(Z_t, \pi_t)} \pi_t(1) + \eta. \quad (B.9)
\]

This proof uses a partitioning in blocks as follows

\[
t_1 := 0 \quad \text{and} \quad t_{k+1} := \min \{ t > t_k \mid Q_{t+1} \neq Q_{t_k+1} \}. \quad (B.10)
\]

Consider the block \( k \) and assume w.l.o.g. that \( Q_t = 1 \) for this block. Define the stopping time

\[
\tau_k := \min \left( \left\{ t \in [t_{k+1}, t_{k+1}] \mid \pi_t(1) \geq \frac{1}{2} \right\} \cup \{t_{k+1}\} \right), \quad (B.11)
\]

and similarly for \( \tau_{k+1} \) (with 0).
The estimation error incurred during blocks $k$ and $k+1$ is at least $(\tau_k - t_k + \tau_{k+1} - t_{k+1})/2$. Given the posterior update, $\pi_{t+1}(1) \leq c\pi_t(1)$ where $c = 1 + \max_{\pi,z} G(z,\pi,1)$. As a consequence, $\tau_{k+1} - t_{k+1} \geq \min\left(-\frac{\ln(\pi_{t+1}(0))}{\ln(c)}, t_{k+2} - t_{k+1}\right)$. Assume in the following that $t_{k+2} - t_{k+1} \geq \frac{\ln(2\eta)}{\ln(c)}$, so that we actually have $\tau_{k+1} - t_{k+1} \geq \min\left(-\frac{\ln(\pi_{t+1}(0))}{\ln(c)}, t_{k+2} - t_{k+1}\right)$.

We now bound $\ln(\pi_{t+1}(0))$ in expectation. By concavity of the logarithm,

$$
\mathbb{E}[\ln(\pi_{t+1}(0)) \mid (t_n)_n, \tau_k] \leq \ln(\mathbb{E}[\pi_{t+1}(0) \mid (t_n)_n, \tau_k]).
$$

Note that the estimator $\tilde{\pi}_t$ in the proof of the upper bound is similar to $\pi_t$ for the transition matrix considered here. Equation (B.1) then yields

$$
\mathbb{E}[\pi_{t+1}(0) \mid (t_n)_n, \tau_k] \leq \exp\left(-\frac{(t_{k+1} - \tau_k)\tilde{\delta}^4}{2\tilde{\gamma}^2 + 4\delta^2}\right) + \frac{\eta}{1 - \exp\left(-\frac{\delta^4}{2\gamma^2 + 4\delta^2}\right)},
$$

where

$$
\tilde{\delta} := \min_{\pi \in \mathcal{P}(\mathcal{Q})} \sum_{z \in \mathcal{Z}} |G(z,\pi,1) - G(z,\pi,0)| \quad \text{and} \quad \tilde{\gamma} := 2 \max_{\pi \in \mathcal{P}(\mathcal{Q}), z \in \mathcal{Z}} \ln\left|\frac{G(z,\pi,1)}{G(z,\pi,0)}\right|.
$$

And so, with $t_{k+2} - t_{k+1} \geq -\frac{\ln(\eta)}{\ln(c)}$,

$$
\mathbb{E}[\tau_k - t_k + \tau_{k+1} - t_{k+1} \mid (t_n)_n, \tau_k] \geq \tau_k - t_k + \Omega\left(-\ln\left(\exp\left(-\frac{(t_{k+1} - \tau_k)\tilde{\delta}^4}{2\tilde{\gamma}^2 + 4\delta^2}\right) + \frac{\eta}{1 - \exp\left(-\frac{\delta^4}{2\gamma^2 + 4\delta^2}\right)}\right)\right)
\geq \tau_k - t_k + \Omega\left(-\ln(\eta) - \frac{1}{\eta} \exp\left(-\frac{(t_{k+1} - \tau_k)\tilde{\delta}^4}{2\tilde{\gamma}^2 + 4\delta^2}\right)\right).
$$

Where we used the convex inequality $-\ln(x + y) \geq -\ln(x) - y/x$.

When looking at the variations of the right hand side with $\tau_k$, it is minimized either when $\tau_k = t_k$ or when the second term is equal to 0, i.e., $t_{k+1} - \tau_k = \Omega(\ln(1/\eta))$. Finally this yields when $t_{k+2} - t_{k+1} \geq -\frac{\ln(2\eta)}{\ln(c)}$:

$$
\mathbb{E}[\tau_k - t_k + \tau_{k+1} - t_{k+1} \mid (t_n)_n] \geq \Omega\left(\min\left(\ln(1/\eta) - \frac{1}{\eta} \exp\left(-\frac{(t_{k+1} - t_k)\tilde{\delta}^4}{2\tilde{\gamma}^2 + 4\delta^2}\right), \ln(1/\eta) + t_{k+1} - t_k\right)\right). \tag{B.12}
$$

Case $\eta T \geq 32$. Recall that $t_{k+1} - t_k$ are i.i.d. geometric variables of parameter $\eta$. Lemma [B.1] below provides some concentration bound for the sum of such variables. Its proof is given at the end of the section.

**Lemma B.1.** Denote by $Y(n,p)$ the sum of $n$ i.i.d. geometric variables of parameter $p$. We have the following concentration bounds on $Y(n,p)$:
1. For $k \leq 1$ and $kn/p \in \mathbb{N}$, $\mathbb{P}[Y(n, p) < kn/p] \leq \exp\left(-\frac{(1-1/k)^2kn}{1+1/k}\right)$.

2. For $k \geq 1$ and $kn/p \in \mathbb{N}$, $\mathbb{P}[Y(n, p) > kn/p] \leq \exp\left(-\frac{(1-1/k)^2kn}{2}\right)$.

Let $\beta \in \left[\frac{1}{4}, \frac{1}{2}\right]$ such that $\beta \eta T \in 2\mathbb{N}$ and note that $I_{t_{k+1} \geq x}$ follows a Bernoulli distribution of parameter smaller than $(1-\eta)^x$. We then have the following concentration bounds:

$$\mathbb{P}\left[\sum_{k=1}^{\beta \eta T} t_{k+1} - t_k > T\right] \leq \exp\left(-\frac{(1-\beta)^2\eta T}{2}\right) \leq \exp\left(-\frac{\eta T}{8}\right) \leq e^{-4}. \quad (B.13)$$

and

$$\mathbb{P}\left[\sum_{k=1}^{\beta \eta T/2} I_{t_{2k+1} - t_{2k} \geq \frac{1}{\eta}} I_{t_{2k+2} - t_{2k+1} \geq -\frac{\ln(2\eta)}{\ln(c)}} \leq \frac{\beta \eta T}{4} (1-\eta)^{\frac{1}{\eta}} \frac{\ln(2\eta)}{\ln(c)}\right] \leq \exp\left(-\frac{\beta \eta T (1-\eta)}{16}\right). \quad (B.14)$$

The first bound is a direct consequence of Lemma [B.1] while the second one is an application of Chernoff bound to Bernoulli variables of parameter $(1-\eta)^{\frac{1}{\eta}} - \frac{\ln(2\eta)}{\ln(c)}$. Recall that we only consider small $\eta$. We can thus assume that $\eta$ is small enough so that $\frac{1}{\eta} \geq -\frac{\ln(2\eta)}{\ln(c)}$. The second bound then becomes:

$$\mathbb{P}\left[\sum_{k=1}^{\beta \eta T/2} I_{t_{2k+1} - t_{2k} \geq \frac{1}{\eta}} I_{t_{2k+2} - t_{2k+1} \geq -\frac{\ln(2\eta)}{\ln(c)}} \leq \frac{\beta \eta T}{4} (1-\eta)^{\frac{1}{\eta}} \frac{\ln(2\eta)}{\ln(c)}\right] \leq \exp\left(-\frac{\beta \eta T (1-\eta)^{\frac{3}{4}}}{16}\right).$$

Note that for any $x \in (0, \frac{1}{2})$, $e^{-3} \leq (1-x)^{2/x}$, so that the last inequality implies for $\eta \leq \frac{1}{7}$

$$\mathbb{P}\left[\sum_{k=1}^{\beta \eta T/2} I_{t_{2k+1} - t_{2k} \geq \frac{1}{\eta}} I_{t_{2k+2} - t_{2k+1} \geq -\frac{\ln(2\eta)}{\ln(c)}} \leq \frac{\beta \eta T}{4} e^{-3}\right] \leq \exp\left(-\frac{\beta \eta T e^{-3}}{16}\right) \leq \exp\left(-\frac{7e^{-3}}{8}\right).$$

Now note that $e^{-4} + e^{-\frac{7e^{-3}}{8}} < 1$ so that neither the event in Equation (B.13) nor in Equation (B.14) hold with some constant probability. In that case, Equation (B.13) means that the $\beta \eta T$ first blocks fully count in the regret. Equation (B.14) implies that Equation (B.12) holds for at least $\Omega(\eta T)$ pairs of blocks and for each of them, the incurred error is at least $\Omega(\ln(1/\eta))$. This finally implies that $L_T = \Omega(\ln(1/\eta)\eta T)$ and similarly for the regret. We conclude by summing over all the coordinates.

**Case** $\eta T \leq 32$. Since $\eta T = \Omega(1)$, we can consider a constant $c_0 > 0$ such that $\eta T > c_0$. In that case, the desired bound can actually be obtained on the two first blocks only. Assume w.l.o.g. for
simplicity that \( T \) is a multiple of 4.

\[
\mathbb{P} \left( t_1 - t_0 \in [T/4,T/2] \text{ and } t_2 - t_1 \in [T/4,T/2] \right) = \left( (1 - \eta)^{T/4} - (1 - \eta)^{T/2} \right)^2 \\
= e^{-\frac{T}{2} \ln(1-\eta)}(1 - e^{-\frac{T}{2} \ln(1-\eta)})^2 \\
= e^{-\eta T}(1 - e^{-\eta T/2})^2.
\]

With a positive probability depending only on \( c \)

\( \text{block} \)

\( k \)

\[ \text{Proof of Lemma B.1.} \]

Note that the probability that the sum of Bernoulli variables is smaller than \( n \) can be found below.

Equation (B.12) then gives that the loss incurred during the two first blocks is \( \Omega \left( \ln(1/\eta) \right) \). As \( \eta T = \mathcal{O}(1) \) in this specific case, this still leads to

\[ \sum_{t=1}^{T} \mathbb{E}[1 - \pi_t(Q_t)] = \Omega \left( \ln(1/\eta)\eta T \right). \]

This allows to conclude using Equation (B.8).

\[ \text{Proof of Lemma B.2.} \]

Consider two successive blocks \( k \) and \( k+1 \), where the quality is \( q \) on the block \( k \) and \( q' \) on the block \( k+1 \). Similarly to the proof of Theorem 4.1 define \( \tau_{k+1} = \min \left( \{ t \in [t_k+1, t_{k+2}] \mid \pi_t^{\text{naive}}(q') \geq 1/2 \} \cup \{ t_{k+2} \} \right) \). We define \( \tau_k \) similarly.

The first point of Lemma B.2 implies that \( \tau_{k+1} - t_{k+1} \geq \min \left( t_{k+2} - t_k + \frac{-\ln(2) - \ln(\pi_{tk+1}^{\text{naive}}(q'))}{\ln(c)} \right) \).

Moreover, thanks to the second and third points of Lemma B.2, with probability at least \( 1 - e^{-2\lambda^2} \) for some \( \lambda > 0 \),

\[ - \ln(\pi_{tk+1}^{\text{naive}}(q')) \geq (t_{k+1} - t_k) \frac{\delta^4}{2\gamma^2 + 4\delta^2} + \ln(\pi_t^{\text{naive}}(q)) - \lambda \gamma d \sqrt{t_{k+1} - t_k}. \quad (B.15) \]
Either \( \pi_k^{\text{naive}}(q) \geq \exp\left(- (t_{k+1} - t_k) \frac{\delta^4}{4 \gamma^2 + 8 \delta^2}\right) \), in which case the two first terms in Equation (B.15) are larger than \( (t_{k+1} - t_k) \frac{\delta^4}{4 \gamma^2 + 8 \delta^2} \).

Otherwise, \( \pi_k^{\text{naive}}(q) \leq \exp\left(- (t_{k+1} - t_k) \frac{\delta^4}{4 \gamma^2 + 8 \delta^2}\right) \). Using the first point of Lemma B.2 this yields that for the \( -\frac{\ln(2)}{\ln(c)} + (t_{k+1} - t_k) \frac{\delta^4}{(4 \gamma^2 + 8 \delta^2) \ln(c)} \) first steps of the block \( k \), \( \pi_k^{\text{naive}}(q) \leq \frac{1}{2} \), i.e., \( \tau_k - t_k \geq -\frac{\ln(2)}{\ln(c)} + (t_{k+1} - t_k) \frac{\delta^4}{(4 \gamma^2 + 8 \delta^2) \ln(c)} \).

So we can actually bound the error in expectation:

\[
\mathbb{E}[\tau_{k+1} - t_{k+1} + \tau_k - t_k | (t_n)_n] \geq (1 - e^{-2\lambda^2}) \min\left(t_{k+2} - t_{k+1}, \frac{\delta^4 (t_{k+1} - t_k)}{(4 \gamma^2 + 8 \delta^2) \max(1, \ln(c))}\right) - \frac{\ln(2) + \lambda \gamma d \sqrt{t_{k+1} - t_k}}{\ln(c)}.
\]  (B.16)

**Case** \( \eta \geq 32 \). Consider \( \beta \in \left[\frac{1}{4}, \frac{1}{2}\right] \) such that \( \beta \eta T \in 2\mathbb{N}^* \). As \( t_{k+1} - t_k \) are dominated by geometric variables of parameter \( \eta \), we can show similarly to Equations (B.13) and (B.14) in the proof of Theorem 4.1 that

1. \( \mathbb{P}\left[\sum_{k=1}^{\beta \eta T} t_{k+1} - t_k > T\right] \leq e^{-4}; \)

2. \( \mathbb{P}\left[\sum_{k=1}^{\beta \eta T/2} \mathbb{I}_{t_{k+1} - t_k > \frac{\delta}{\eta}} \mathbb{I}_{t_{k+2} - t_{k+1} \geq \frac{\delta}{\eta}} \leq \frac{\beta \eta T}{4} (1 - \eta/2)^{\frac{3}{2}}\right] \leq \exp\left(-\frac{7 \epsilon^{-3}}{8}\right). \)

Similarly to the proof of Theorem 4.1, the sum of these two probabilities is below 1, so that none of these two events can happen with probability \( \Omega(1) \). When it is the case, the first point yields that the \( \beta \eta T \) first steps are dominated by geometric variables of parameter \( \eta \), leading to the second point.

**Case** \( \eta T \leq 32 \). Since \( \eta T = \Omega(1) \), we can consider a constant \( c_0 > 0 \) such that \( \eta T > c_0 \). Similarly to the case \( \eta T \leq 32 \) in the proof of Theorem 4.1, we can show that with a positive probability depending only on \( c_0 \), the two first blocks are completed before \( T \) and \( \min(t_1 - t_0, t_2 - t_1) \geq T/4 \). In that case, Equation (B.16) yields that the estimation loss incurred during the two first blocks is \( \Omega(T) \), which leads to a regret \( \Omega(MdT) \).

**Proof of Lemma B.2**

1) This is a direct consequence of the posterior update given by Equation (3.1).

2) Jensen’s inequality gives that

\[
\mathbb{E}\left[\ln(\pi_k^{\text{naive}}(q)) | (t_n)_n, \pi_k^{\text{naive}}\right] \leq \ln\left(\mathbb{E}\left[\pi_k^{\text{naive}}(q) | (t_n)_n, \pi_k^{\text{naive}}\right]\right).
\]

**Theorem 3.1** claims that

\[
\mathbb{E}\left[\pi_k^{\text{naive}}(q) | (t_n)_n, \pi_k^{\text{naive}}\right] \leq \exp\left(- (t - t_k) \frac{\delta^4}{2 \gamma^2 + 4 \delta^2}\right) \frac{1}{\pi_k^{\text{naive}}(Q_t)}.
\]

leading to the second point.
3) Recall that \( \ln(\pi_{\text{naive}}(q)) = \ln(\pi_{\text{naive}}(q)) + \sum_{s=t_k}^{t-\gamma_d} \ln \left( \frac{G(Z_s, \pi_s, q)}{G(Z_s, \pi_s)} \right) \) and that \( \ln \left( \frac{G(Z_s, \pi_s, q)}{G(Z_s, \pi_s)} \right) \in [Y_s, Y_s + \gamma_d] \) for some variable \( Y_s \). The third point is then a direct application of Azuma-Hoeffding’s inequality as used in the proof of Theorem 3.1.

C Continuous quality

We consider in this section the continuous case where \( Q \) is some continuous set and show that, in the dynamic model described by Equation (4.1), the regret is upper bounded by \( O \left( M \eta^{1/4} T \right) \) and lower bounded by \( \Omega(M \eta^{1/2} T) \) when the reward function is \( M \)-Lipschitz. Closing the gap between these two bounds is left open for future work.

C.1 Continuous model

In the whole section, the quality space \( Q \) is a convex and compact subset of \( \mathbb{R}^d \). Assumption 4 is specific to the discrete model and we use an equivalent assumption in the continuous case.

**Assumption 3** (Purchase guarantee, continuous case). The function \( r \) is non-decreasing in each feature \( q^{(i)} \) and there is some \( q \in \mathbb{R}^d \) such that \( \forall i \in [d], q \in Q, q^{(i)} \leq q^{(i)} \) and \( \mathbb{P}_{\theta_t}(r(q, \theta_t) > 0) > 0 \).

In the continuous case, an additional assumption is required to get fast convergence of the posterior.

**Assumption 4** (Monotone feedback). For any \( i \in \{1, \ldots, d\} \) and \( \pi_t \in \mathcal{P}(Q) \), \( G^{(i)}(z^{(i)}, \pi_t, \cdot) \) defined by Equation (2.2) is continuously differentiable and strictly monotone in \( q^{(i)} \) for some \( z \in \mathcal{Z} \).

This assumption guarantees that for two different qualities, the distributions of observed feedbacks are different enough. Note that \( G_i \) does not have to be strictly monotone in \( q^{(i)} \) for all \( z \in \mathcal{Z} \), but only for one of them. For instance in the sparse feedback model, the probability of observing \( z^{(i)} = \ast \) indeed does not depend on the quality as it corresponds to the absence of review. Requiring the monotonicity only for some \( z_i \) is thus much weaker than for all of them.

C.2 Stationary environment

Consider as a warmup in this section the static case \( Q_t = Q_1 \) for all \( t \in \mathbb{N} \). The arguments from Section 3 cannot be adapted to this case for two reasons. First, the pointwise convergence was shown using the fact that the posterior was upper bounded by 1, but a similar bound does not hold for density functions. Second, even the pointwise convergence of the posterior does not give a good enough rate of convergence for the estimated quality. Instead, we first show the existence of a “good” non-Bayesian estimator. The Bayes estimator will also have similar, if not better, performances as it minimizes the Bayesian risk.

We first show the existence of a good non-Bayesian estimator. Define \( L_t(z) \) as the empirical probability of observing the feedback \( z \), i.e., \( L_t(z) = \frac{1}{t} \sum_{s=1}^{t-1} \mathbb{1}_{Z_s = z} \). Also define for any posterior \( \pi \) and quality \( q \):

\[
\psi(\pi, q) := (z \mapsto G(z, \pi, q)),
\]  

(C.1)

where \( G \) is defined by Equation (2.1). The function \( \psi(\pi, q) \) is simply the probability distribution of the feedback, given the posterior \( \pi \) and the quality \( q \).
Lemma C.1. Under Assumptions 3 and 4,

\[ \mathbb{E} \left[ \left\| \hat{\psi}_{t+1}^\dagger (L_{t+1}) - Q \right\|_2^2 \right] = O \left( \frac{1}{t} \right), \]

where

\[ \hat{\psi}_{t+1}(\cdot) := \frac{1}{t} \sum_{s=1}^t \psi(\pi_s, \cdot) \]

and

\[ \hat{\psi}_{t+1}^\dagger (L_{t+1}) := \arg\min_{Q \in \mathcal{Q}} \|L_{t+1} - \hat{\psi}_{t+1}(Q)\|_2^2 = \arg\min_{Q \in \mathcal{Q}} \sum_{z \in \mathcal{Z}} (L_{t+1}(z) - \hat{\psi}_{t+1}(Q)(z))^2. \]

The \( \dagger \) operator is a generalized inverse operator, i.e., \( f^\dagger \) is the composition of \( f^{-1} \) with the projection on the image of \( f \). For a bijective function, it is then exactly its inverse. The arg \( \min \) above is well defined by continuity of \( \bar{\psi}_{t+1} \) and compactness of \( \mathcal{Q} \). Assumption 1 implies that \( \bar{\psi}_{t+1} \) is injective. Thanks to this, the function \( \bar{\psi}_{t+1}^\dagger \) is well defined.

Here \( L_{t+1} \) is the empirical distribution of the feedback. The function \( \bar{\psi}_{t+1} \) then returns the quality that best fits this empirical distribution.

Proof. Note that \( L_{t+1}(z) = \frac{1}{t} \sum_{s=1}^t \mathbb{1}_{Z_s = z} \), where \( \mathbb{E} [\mathbb{1}_{Z_s = z} | H_s, Q] = G(z, \pi_s, Q) \). As we consider the variance of a sum of martingales, we have

\[ \mathbb{E} \left[ (L_{t+1}(z) - \bar{\psi}_{t+1}(Q)(z))^2 \right| Q] \leq \frac{1}{t^2} \sum_{s=1}^t \operatorname{Var}(\mathbb{1}_{Z_s = z} | Q, \pi_s). \]

From this, we deduce a convergence rate \( 1/t \):

\[ \mathbb{E} \left[ \|L_{t+1} - \bar{\psi}_{t+1}(Q)\|_2^2 \right| Q] \leq \frac{1}{t^2} \sum_{s=1}^t \sum_{z \in \mathcal{Z}} \operatorname{Var}(\mathbb{1}_{Z_s = z} | Q, \pi_s) \leq \frac{1}{t^2} \sum_{s=1}^t \sum_{z \in \mathcal{Z}} \mathbb{P}(Z_s = z | Q, \pi_s) = \frac{1}{t}. \quad (C.2) \]

As \( G^{(i)} \) is strictly monotone in \( q^{(i)} \) and continuously differentiable on \( Q \) for some \( z^{(i)} \), the absolute value of its derivative in \( q^{(i)} \) is lower bounded by some positive constant. As a consequence, for some \( \lambda > 0 \),

\[ \forall q, q' \in \mathcal{Q}, \|q - q'\| \leq \lambda \|\bar{\psi}_{t+1}(q) - \bar{\psi}_{t+1}(q')\|. \quad (C.3) \]

For \( \hat{Q} = \hat{\psi}_{t+1}^\dagger (L_{t+1}) = \arg\min_{Q \in \mathcal{Q}} \|L_{t+1} - \bar{\psi}_{t+1}(Q)\|_2^2 \), it follows

\[ \mathbb{E} \left[ \|\hat{Q} - Q\|_2^2 \right| Q] \leq \lambda \mathbb{E} \left[ \|\hat{\psi}_{t+1}(\hat{Q}) - \bar{\psi}_{t+1}(Q)\|_2^2 \right| Q] \leq 2\lambda \mathbb{E} \left[ \|L_{t+1} - \bar{\psi}_{t+1}(\hat{Q})\|_2^2 \right| Q] + 2\lambda \mathbb{E} \left[ \|L_{t+1} - \bar{\psi}_{t+1}(Q)\|_2^2 \right| Q] \leq 4\lambda \mathbb{E} \left[ \|L_{t+1} - \bar{\psi}_{t+1}(Q)\|_2^2 \right| Q] \leq \frac{\lambda}{t}. \]

The third inequality is given by the definition of \( \hat{Q} \) as a minimizer of the distance to \( L_{t+1} \), and Lemma C.1 follows thanks to Equation (C.2).
In the sequel we use the notation $M_t = \mathbb{E}[Q \mid \mathcal{H}_t]$. Lemma C.1 gives a non-Bayesian estimator that converges to $Q$ at rate $1/t$ in quadratic loss. Using arguments similar to Besbes and Scarsini, 2013, this implies that $M_t \overset{a.s.}{\to} Q$, thanks to a result from Le Cam and Yang, 2000. Theorem C.1 yields a different result: $M_t$ converges to $Q$ at a rate $1/\sqrt{t}$ in average.

**Theorem C.1.** Under Assumptions 3 and 4, then

$$\mathbb{E}\left[\left\|M_{t+1} - Q\right\|_1\right] = O\left(\sqrt{d/t}\right).$$

The hidden constant in the $O(\cdot)$ above depends only the parameter $\lambda$ appearing in Equation (C.3), which depends on the functions $G(i)$. The above bound directly leads to a $O(\sqrt{d/t})$ regret when the reward is $M$-Lipschitz (for the 1-norm).

**Proof.** A characterization of the Bayes estimator is that it minimizes the Bayesian mean square error among all $\mathcal{H}_t$-measurable functions. In particular,

$$\mathbb{E}\left[\left\|M_{t+1} - Q\right\|_2^2\right] \leq \mathbb{E}\left[\left\|\tilde{\psi}_{t+1}^1(L_{t+1}) - Q\right\|_2^2\right].$$

Thanks to Lemma C.1, this term is $O(1/t)$ and Theorem C.1 then follows by comparison of the 1 and 2-norms. \qed

### C.3 Dynamical environment

We now consider the dynamical setting given by Equation (4.1). The Markov chain is here continuous, but the quality still has a probability to stay the same $1 - \eta$ at each round. As in the stationary case, we first expose a satisfying non-Bayesian estimator, implying similar bounds on the posterior distribution.

In the stationary case, our non-Bayesian estimator comes from the empirical distribution of the feedback. As highlighted by Equation (4.4), with a dynamical quality, recent reviews have a larger weight in the posterior. This leads to the following adapted discounted estimator for $\eta_1 \in (0, 1)$:

$$L^n_t(z) := \eta_1 \sum_{s=1}^{t-1} (1 - \eta_1)^{t-s-1} \mathbb{1}_{Z_s = z}. \quad (C.4)$$

Lemma C.2 below bounds the mean error for the estimator $L^n_t$. **Lemma C.2.** Under Assumptions 3 and 4, for $\eta_1 = \sqrt{\eta}$,

$$\sum_{t=1}^{T} \sqrt{\mathbb{E}\left[\left\|L^n_t(z) - \tilde{\psi}_{t,\eta_1}(Q_t)\right\|_2^2\right]} = O\left(\eta^{1/4}T\right),$$

where

$$\tilde{\psi}_{t,\eta_1}(Q)(z) := \eta_1 \sum_{s=1}^{t-1} (1 - \eta_1)^{t-s-1} G(z, \pi_s, Q).$$
Proof. First fix the qualities \((Q_s)\) and blocks \((t_n)\) defined as in Equation \((B.10)\). Note that 
\[ G(z, \pi_t, Q_t) \]
is exactly the expectation of \(1_{Z_t = z}\) given \(H_t\) and \(Q_t\). Similarly to the stationary case, we have
\[
\mathbb{E}\left[ \left( L_t^{n_i}(z) - \eta_t \sum_{s=1}^{t-1} (1 - \eta_s)^{t-s-1} G(z, \pi_s, Q_s) \right)^2 \right| (Q_s)_s \right] = \eta_t^2 \sum_{s=1}^{t-1} (1 - \eta_s)^{2(t-s-1)} \text{Var}(1_{Z_t = z} | Q_s).
\]

When summing over all \(z \in Z\), we get the following inequality
\[
\mathbb{E}\left[ \left\| L_t^{n_i} - \eta_t \sum_{s=1}^{t-1} (1 - \eta_s)^{t-s-1} G(\cdot, \pi_s, Q_s) \right\|^2 \right| (Q_s)_s \right] \leq \frac{\eta_t^2}{1 - (1 - \eta_1)^2} \leq \eta_1. \tag{C.5}
\]

For \(t \in [t_i + 1, t_i+1]\), we can relate the expected value of \(L_t^{n_i}(z)\) to \(\tilde{\psi}_{t,\eta_1}(Q_t)(z)\):
\[
\left( \eta_t \sum_{s=1}^{t-1} (1 - \eta_s)^{t-s-1} G(z, \pi_s, Q_s) - \tilde{\psi}_{t,\eta_1}(Q_t)(z) \right)^2 = \eta_t^2 \left( \sum_{s=1}^{t-1} (1 - \eta_s)^{t-s-1} \left( G(z, \pi_s, Q_s) - G(z, \pi_s, Q_t) \right) \right)^2
\leq (1 - \eta_1)^{2(t-2(t_i+1))}. \tag{C.6}
\]
The second equality holds because \(Q_s = Q_t\) for \(s > t_i\) by definition of the blocks. In the last inequality, we used the fact that \(G\) has values in \([0, 1]\), besides comparing the partial sum with \((1 - \eta_1)^{t-(t_i+1)}/\eta_1\). This finally gives, for \(h(t) := \max\{\{t' < t \mid Q_{t'} \neq Q_t\} \cup \{0\}\),
\[
\mathbb{E}\left[ \left( \eta_t \sum_{s=1}^{t-1} (1 - \eta_s)^{t-s-1} G(z, \pi_s, Q_s) - \tilde{\psi}_{t,\eta_1}(Q_t)(z) \right)^2 \right| (Q_s)_s \right] \leq (1 - \eta_1)^{2(t-h(t)-1)}. \tag{C.7}
\]

When reversing the time, note that \(t - h(t) - 1\) is the minimum between a geometric variable of parameter \(\eta\) and \(t - 1\). It follows
\[
\mathbb{E}\left[ \left( \eta_t \sum_{s=1}^{t-1} (1 - \eta_s)^{t-s-1} G(z, \pi_s, Q_s) - \tilde{\psi}_{t,\eta_1}(Q_t)(z) \right)^2 \right] \leq \eta \sum_{s=0}^{\infty} (1 - \eta)^s (1 - \eta_1)^{2s} \leq \eta \frac{1}{1 - (1 - \eta)(1 - \eta_1)^2} \leq \frac{\eta}{\eta + \eta_1 - \eta_1 \eta}. \tag{C.8}
\]

Noting that \(2x^2 + 2y^2 \geq (x + y)^2\), we can now use Equations \((C.5)\) and \((C.8)\) to bound the total error on a round:
\[
\mathbb{E}\left[ \left( L_t^{n_i}(z) - \tilde{\psi}_{t,\eta_1}(Q_t)(z) \right)^2 \right] \leq 2\eta_t + \frac{2\eta}{\eta + \eta_1 - \eta_1 \eta}.
\]
The error on a single round is of order \(\mathcal{O} \left( \eta_1 + \frac{\eta}{\eta + \eta_1} \right)\) in average; and for \(\eta_1 = \sqrt{\eta}\), it is then \(\mathcal{O} \left( \sqrt{\eta} \right)\) in average. Summing the square root of this term over all rounds finally yields Lemma \(C.2\). \(\blacksquare\)
Theorem C.2. If the reward is $M$-Lipschitz (for the $1$-norm), the regret of Bayesian consumers in the dynamical continuous case is bounded as $R_T = O\left(M\sqrt{d\eta^4 T}\right)$ under Assumptions 3 and 4.

As in the stationary case, the hidden constant in the $O(\cdot)$ above depends only the parameter $\lambda$ appearing in Equation (C.3).

Proof of Theorem [C.2]. Similarly to the stationary setting, the error of the Bayesian estimator can be bounded by the error of the non-Bayesian one since the former is the minimizer of the quadratic loss among all $\mathcal{H}_t$-measurable functions:

$$E\left[\|E[Q_t | \mathcal{H}_t] - Q_t\|^2\right] \leq E\left[\|\tilde{\psi}^{\dagger}_{t,\eta_1}(L_{t}^{\eta_1}) - Q_t\|^2\right].$$

Thanks to Assumption 4, $\tilde{\psi}_{t,\eta_1}$ satisfies Equation (C.3) for some constant $\lambda > 0$ independent of $\eta_1$ and $T$ for any $t \geq \frac{1}{\eta_1}$. As we consider $\eta T = \Omega(1)$, the first terms in the loss are negligible compared to $\eta^{1/4} T$. The convergence rate is thus preserved when composing with $\tilde{\psi}^{\dagger}_{t,\eta_1}$. Theorem C.2 then follows using Lemma [C.2] and Jensen’s inequality as in the proof of Theorem C.1.

In contrast to the discrete case, determining a tight bound in the continuous case remains open for the dynamical setting. Note that the total error is of order at least $M\sqrt{d\eta T}$. Indeed, in the stationary case, no estimator converges faster than a rate $\sqrt{d/t}$. As the length of a block is around $1/\eta$, the loss per block is thus $\Omega\left(\sqrt{d/\eta}\right)$. Thanks to this, a tight bound should be between $M\sqrt{d\eta T}$ and $M\sqrt{d\eta^{1/4} T}$.

A reason for such a discrepancy between the discrete and continuous case might be that the analysis is not tight enough. Especially, the considered non-Bayesian estimators might have a much larger regret than the Bayesian estimator.

On the other hand, reversing the posterior belief after a change of quality already takes a considerable amount of time in the discrete case and causes a loss $\ln(1/\eta)$ against $1$ in the stationary case. Here as well, reversing this belief might take a larger time, causing a loss $\eta^{-\frac{3}{4}}$ per block, against $\eta^{-\frac{1}{2}}$ in the stationary case. Showing a tighter lower bound is yet much harder than for the discrete case, as working directly on the Bayesian estimator is more intricate.

Lemma [C.2] uses the non-Bayesian estimator $L_{t}^{\eta_1}$ with the parameter $\eta_1$. Quite surprisingly, $\sqrt{\eta}$ seems to be the best choice for the parameter $\eta_1$, despite $\eta$ being the natural choice. Figure [1] below confirms this point empirically on a toy example. The code used for this experiment can be found in the supplementary material. The experiment considers the classical unidimensional setting with:

$$r(Q, \theta) = Q + \theta,$$
$$f(Q, \theta, \varepsilon) = \text{sign}(Q + \theta + \varepsilon).$$

Here, $Q = [0, 1]$, $\eta = 10^{-4}$ and $\theta$ and $\varepsilon$ both have Gaussian distributions. The Markov Chain is here given as follows

$$\begin{cases} Q_{t+1} = Q_t \text{ with probability } 1 - \eta \\ Q_{t+1} = X_{t+1} \text{ otherwise}, \end{cases}$$

where $(X_t)$ is an i.i.d. sequence of random variables drawn from the uniform distribution on $[0, 1]$. 
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Figure 1: Behavior of $L^{\eta}$ for different $\eta$.

| Value of $\eta$ | $\eta^{1/3}$ | $\eta^{1/2}$ | $\eta^{2/3}$ | $\eta$ |
|-----------------|--------------|--------------|--------------|--------|
| Error           | 10166        | 4780         | 3060         | 6462   |

(a) Estimation error of $L^{\eta}$. The error is $\sum_{t=1}^{T} \sqrt{\mathbb{E} \left[ \left| L^{\eta}_{t} - \tilde{\psi}_{t,\eta_{1}}(Q_t) \right|_2^2 \right]}$ for $T = 10^5$, where the expectation is estimated by averaging over 2000 instances.

(b) Tracking of $\tilde{\psi}_{t,\eta_{1}}(Q_t)(1)$ by $L^{\eta}(1)$ over a single instance.

Computing the exact posterior $M_t = \mathbb{E} [Q_t \mid \mathcal{H}_t]$ is intractable, so we remedy this point by assuming $M_t = 1$ all the time. This simplification does not affect the experiments run here as $\tilde{\psi}_{t,\eta_{1}}$ uses $M_t$ only to determine the population of potential buyers.

A larger $\eta_{1}$ allows to forget faster past reviews and thus gives a better adaptation after a quality change. However, a larger $\eta_{1}$ also yields a less accurate estimator in stationary phases.

The choice $\eta^{2/3}$ seems to be the best trade-off in Figure 1. The optimal choice of $\eta_{1}$ does not only depend on $\eta$ but also on the distributions of $\theta$ and $\varepsilon$. In the considered experiments, $\eta$ is thus not small enough to ignore these other dependencies. Figure 1 yet illustrates the trade-off between small variance and fast adaptivity when tuning $\eta_{1}$.