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Abstract

We prove the large deviation principle (LDP) for the law of the one-dimensional semi-linear stochastic partial differential equations driven by a nonlinear multiplicative noise. Firstly, combining the energy estimate and approximation procedure, we obtain the existence of the global solution. Secondly, the large deviation principle is obtained via the weak convergence method.
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1 Introduction

In this paper, we consider the one-dimensional semi-linear stochastic partial differential equations,

\begin{equation}
\begin{aligned}
\frac{\partial u^\epsilon(t,x)}{\partial t} &= \frac{\partial^2 u^\epsilon(t,x)}{\partial x^2} + \frac{\partial}{\partial x} g(t,x,u^\epsilon(t,x)) + f(t,x,u^\epsilon(t,x)) + \sqrt{\epsilon} \sigma(t,x,u^\epsilon(t,x)) \frac{\partial^2 W}{\partial t \partial x}(t,x), \\
u^\epsilon(t,0) &= u^\epsilon(t,1) = 0, \\
u^\epsilon(0, x) &= \eta(x),
\end{aligned}
\end{equation}

(1.1)

where \(\frac{\partial W(t,x)}{\partial x}\) denotes the Brownian sheet which is defined on the probability space \((\Omega, \mathcal{F}, \mathbb{P})\), the corresponding filtration to Brownian sheet is \(\mathcal{F}_t\). In fact, \(\frac{\partial W(t,x)}{\partial x}\) is a two parameter center
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Gaussian process which has a covariance $\mathbb{E}\left\{ \frac{\partial W(t_1,x_1)}{\partial x} \frac{\partial W(t_2,x_2)}{\partial x} \right\} = \min\{t_1,t_2\}\min\{x_1,x_2\}, t_1,t_2 \in [0,T], x_1,x_2 \in [0,1]$. Furthermore, it can be written an explicit form

$$\frac{\partial W(t,x)}{\partial x} = \sum_{k \geq 1} h_k(x)w_k(t),$$

where $\{w_k(t), k \geq 1\}_k$ is a collection of independent standard Brownian motion, and $h_k(x) = \int_0^t h_k(r)dr$, $\{h_k(x), k \geq 1, x \in [0,1]\}$ is an orthonormal basis in the space $L^2[0,1]$, it is easy to see that $\sum_k h_k^2(x) = x$, more properties on Brownian sheet can be found in [9, Chapter 1].

The functions $f = f(t,x,r), g = g(t,x,r), \sigma = \sigma(t,x,r)$ are the Borel functions of $(t,x,r) \in [0,T] \times [0,1] \times \mathbb{R}$. We further assume that $\sigma$ is Lipschitz, $g$ and $f$ quadratic and linear growth respectively.

The equation (1.1) contains two main types of equations, one is the stochastic reaction diffusion equation ($g \equiv 0$) and the other is the stochastic Burger’s equation ($f \equiv 0, g(u) = u^2$) which describes the turbulence phenomenon in the fluid. For the study of semi-linear stochastic evolution equations driven by the space-time white noise, Gyöngy [5] first used the approximation methods to study the case of bounded diffusion term coefficients and obtained the existence of uniqueness of solutions of the equations as well as the comparison principle.

After that, Cardon-Weber [2] established the large deviation principle for such a class of semi-linear parabolic equations based on the time discretization method. In addition, Foondun and Selayeshar [4] generalized Selayeshar’s results [11] from Burgers’ equation to the general (i.e., semi-linear evolution equations) using a weak convergence method. Finally, for this class of equations, besides the large deviation principle, Xiong et al. [14] and Hu et al. [8] studied the central limit theorem for $C([0,T]; L^2([0,1]))$-valued solutions of the equation as well as the behavior of moderate deviations. It is worth noting that the diffusion terms are bounded in the above results, while the diffusion coefficients of the equations we study in this paper are locally bounded, and we try to establish the large deviation behavior to the solutions of the equations driven by a Brownian sheet.

In this paper, we first establish the well-posedness of (1.1). To this end, we make use of the approximation methods. Since the diffusion term coefficients are locally bounded and the noise is a Brownian sheet, our result is different from Gyöngy [5]. We establish $L^p(\rho \geq 2)$ estimates to ensure that the well-posedness of the solutions, but Itô formula can not apply to our situation. In order to overcome this difficulty, we first study a degenerate equation, and establish that there exists a family of degenerate equations and their solution converge to the solution of non-degenerate equation in $L^p$ space, thus we can use the uniform estimate to the solution of degenerate equation to get the uniform estimate for the solution of non-degenerate equation. In addition, we need the tightness for stochastic convolution term, so we impose the condition $\rho > 6$.

Instead of using the time discretization method to derive the large deviation principle, we use a similar argument in [1,4] to $C([0,T]; L^p([0,1]))$-valued solutions. For the time discretization method, one of Cardon-Weber’s assumption [2] is that the diffusion term coefficients are bounded, author can establish the maximum norm estimate of $Z(h)$ to control the continuity
of the skeleton equations, and then the Freidlin-Wentzell inequality can be obtained. In view of the diffusion term coefficients are locally bounded, we can not obtain the maximum norm estimate for the solution \( Z(h) \) of the skeleton equation as \([3]\) by using the continuity of the diffusion term \( \sigma \). Thus we adopt the weak convergence method to obtain large deviation principle. In addition, compared with \([1, 4]\), when we deal with the controlled equation converge to skeleton equation, the solutions to two class of equations do not lie in \( C([0, T] \times [0, 1]) \), we have to obtain the convergence in solution space \( C([0, T]; L^\rho([0, 1])) \).

This paper is organized as follows: In Section 2, we review some technical lemmas as well as the underlying assumptions. In Section 3, we obtain the existence and uniqueness of the global solution. In Section 4, we give the definition of the large deviation principle and state a sufficient condition to ensure the existence of large deviation principle. In Section 5, we introduce the controlled equation and skeleton equation. In Section 6, we respectively verify the conditions stated in Section 4 and prove the large deviation principle of the equation.

## 2 Preliminaries

In this Section, some basic assumptions and preliminaries are given to construct the global solution of (1.1):

(H1) \( \eta \in L^\rho \) and \( \rho > 6 \).

(H2) The function \( \sigma(t, x, r) \) is uniformly continuous for variable \( t, x, r \) and \( \sigma \) is globally Lipschitz with Lipschitz constant \( L_\sigma \) and \( |\sigma(t, x, r)| \leq K(1 + |r|) \).

(H3) \( f \) and \( g \) are locally Lipschitz for the third variable, i.e. there exists a constant \( L \) such that for \( (t, x, p, q) \in [0, T] \times [0, 1] \times \mathbb{R}^2 \),

\[
|f(t, x, p) - f(t, x, q)| + |g(t, x, p) - g(t, x, q)| \leq L(1 + |p| + |q|)|p - q|. \tag{2.1}
\]

(H4) The function \( g \) has the form

\[
g(t, x, r) = g_1(t, x, r) + g_2(t, r), \tag{2.2}
\]

where \( g_1 \) and \( g_2 \) are the Borel functions such that there exist a constant \( K > 0 \) for which for any \( (t, x, r) \in [0, T] \times [0, 1] \times \mathbb{R} \),

\[
|g_1(t, x, r)| \leq K(1 + |r|), \quad |g_2(t, r)| \leq K(1 + |r|^2). \tag{2.3}
\]

(H5) The function \( f \) satisfies linear growth condition: there exists a \( K > 0 \) such that for any \( (t, x, r) \in [0, T] \times [0, 1] \times \mathbb{R} \) we have

\[
|f(t, x, r)| \leq K(1 + |r|). \tag{2.4}
\]

As \([2, 4, 5]\), we impose the same conditions (H2)-(H5). For a class of semi-linear parabolic equations, we need to add the condition (H1) to obtain the global solutions. We denote the norm of \( L^\rho([0, 1]) \) as \( \| \cdot \|_{\rho} \), and \( C > 0 \) may be different from line to line.
Definition 2.1 (Mild solution). We say stochastic process $u^\epsilon = \{u^\epsilon(t, x) : t \in [0, T], \ x \in [0, 1]\}$ is the solution of (1.1) if the $u^\epsilon(t, x)$ is $\mathcal{F}_t$-adapted $L^\rho([0, 1])$-valued continuous solution and satisfy the formulation

$$u^\epsilon(t, x) = \int_0^t G_t(x, y)\eta(y)dy + \int_0^t \int_0^1 G_t-s(x, y)f(s, y, u^\epsilon(s, y))dyds$$

$$- \int_0^t \int_0^1 \partial_y G_t-s(x, y)g(s, y, u^\epsilon(s, y))dyds + \sqrt{\epsilon} \int_0^t \int_0^1 G_t-s(x, y)\sigma(s, y, u^\epsilon(s, y))W(dy, ds).$$

Remark 2.1. It is worth noting that the last integral of the above formula should be understood in the meaning of Itô integral sense and $W(dy, ds) = \sum_k h_k(y)dydw_k^\epsilon$, and $G_t(x, y)$ is the Green function of the heat operator $\frac{\partial}{\partial t} = \frac{\partial^2}{\partial x^2}$ with Dirichlet’s boundary condition. It has the explicit form

$$G_t(x, y) = \frac{1}{\sqrt{4\pi t}} \sum_{n=-\infty}^{n=+\infty} \exp \left\{ -\frac{(y-x-2n)^2}{4t} \right\} - \exp \left\{ -\frac{(y+x-2n)^2}{4t} \right\},$$

or

$$G_t(x, y) = 1_{\{t>0\}} \sum_{k=1}^{\infty} e^{\lambda_k t} \phi_k(x)\phi_k(y),$$

where $t \in [0, T], x \in [0, 1], y \in [0, 1]$. For $k = 1, 2, \ldots$

$$\left\{\begin{array}{l}
\phi_k(x) = \sqrt{2}\sin(2k\pi x), \\
\lambda_k = 4k^2\pi^2.
\end{array}\right.$$

The function $\{\phi_k(\cdot)\}_{k \in \mathbb{N}}$ are an orthonormal basis of $L^2([0, 1])$ consisted of the eigenfunction corresponding to the eigenvalue of the operator $\frac{\partial^2}{\partial x^2}$. $G_t(x, y)$ has the following useful estimates

$$|G_t(x, y)| \leq K_1 \frac{1}{t^{\frac{1}{2}}} \exp \left\{ -\frac{(x-y)^2}{t} \right\},$$

$$\left|\frac{\partial}{\partial y} G_t(t, x, y)\right| \leq K_1 \frac{1}{t} \exp \left\{ -\frac{(x-y)^2}{t} \right\},$$

$$\left|\frac{\partial}{\partial x\partial y} G_t(t, x, y)\right| \leq K_1 \frac{1}{t} \exp \left\{ -\frac{(x-y)^2}{t} \right\}.$$ (2.5)

(2.6)

(2.7)

The following result is from Lemma 3.1 of [5] and the appendix of Chenal and Millet [3].

Lemma 2.1. Let $J$ be a linear operator defined for $v \in L^\infty([0, T], L^1([0, 1]), t \in [0, T]$, and $x \in [0, 1]$ by

$$J(v)(t, x) = \int_0^t \int_0^1 H(r, t, x, y)v(r, y)dydr$$

with $H(t, s, x, y) = \partial_y G_{t-s}(x, y), \frac{\partial^2}{\partial x^2}H(t, t, x, y)$. Then for any $\rho \in [1, \infty], q \in [1, \rho), q < \infty$ such that $k = 1 + \frac{1}{\rho} - \frac{1}{q}$, $J$ is a bounded linear operator of $L^\rho([0, T]; L^q)$ in $C([0, T]; L^\rho([0, 1]))$ for $\gamma > 2k^{-1}$. Moreover $J$ satisfies the following inequality:

For any $T \geq 0$, for every $t \leq T$ and $\gamma > 2k^{-1}$,

$$|J(v)(t, \cdot)|_\rho \leq C \int_0^t \int_0^1 |v(r, \cdot)|_\rho dydr \leq C t^{\frac{\gamma}{2} - \frac{k}{4}} \left(\int_0^t |v(r, \cdot)|_\rho^2 dr\right)^{\frac{1}{2}}.$$ (2.8)
For $T > t > s \geq 0$, $0 < \alpha < \frac{1}{2\kappa}$, for any $\gamma > \frac{1}{\kappa} - \alpha$, there exists a constant $C$ such that
\[
\|J(v)(t, \cdot) - J(v)(s, \cdot)\|_\rho \leq C|t - s|^{\alpha} \left( \int_0^s \|v(r, \cdot)\|_{\rho}^2 \, dr \right)^{\frac{\gamma}{2}}.
\] (2.9)

For each $T > 0$, $\beta \in (0, \kappa)$, for any $\delta > 2(\kappa - \beta)^{-1}$, there is a constant $C$ such that
\[
\|J(v)(t, \cdot) - J(v)(t, \cdot + z)\|_\rho \leq C|z|^\beta \left( \int_t^T \|v(r, \cdot)\|_{\rho}^\Delta \right)^{\frac{\delta}{\beta}},
\] (2.10)
where $t \in [0, T]$ and $z \in [0, 1]$.

For all $t, x, y \in [0, 1], 0 < s < t \leq T$, we have
\[
\sup_{t \in [0, T]} \int_0^t \int_0^1 |G_u(x, z) - G_u(y, z)|^p dz \, du \leq C|x - y|^{3-p}, \quad \frac{3}{2} < p < 3,
\] (2.11)
\[
\sup_{x \in [0, 1]} \int_0^1 \int_0^t |G_{1-u}(x, z) - G_{1-u}(y, z)|^p dz \, du \leq C|t - s|^{\frac{3-p}{3}}, \quad 1 < p < 3,
\] (2.12)
\[
\sup_{x \in [0, 1]} \int_0^1 \int_s^t |G_u(x, z)|^p dz \, du \leq C|t - s|^{\frac{3-p}{3}}, \quad 1 < p < 3.
\] (2.13)

More properties of Green function $G_t(x, y)$ can be found in [3, 10].

3 The existence and uniqueness

Our objection in this Section is to construct the $\mathcal{F}_L$-adapted $L^p([0, 1])$-valued continuous global solution, it is equipped with a norm
\[
\|u\| = \left( \max_{t \in [0, T]} E\|u(t)\|_{\rho}^p \right)^{\frac{1}{p}}.
\]

We consider another space $B_{\delta, T}$, the definition of $B_{\delta, T}$ as follows
\[
B_{\delta, T} := \{u(t, x) : \max_{0 \leq t \leq T} e^{-\rho \delta t} E\|u(t)\|_{\rho}^p < \infty\},
\]
and equipped norm by
\[
\|u\|_{B_{\delta, T}} = \left( \max_{0 \leq t \leq T} e^{-\rho \delta t} E\|u(t)\|_{\rho}^p \right)^{\frac{1}{p}},
\]
where $\delta$ is a positive constant and will be determined later. It is obviously that $B_{\delta, T}$ is equivalent to $\mathcal{F}_L$-adapted $L^p([0, 1])$-valued continuous function space. Hence we only construct the solution in $B_{\delta, T}$. In order to get the well-posed of the solutions, we first construct the solutions of the truncated equations and then by the compactness argument to guarantee the existence and uniqueness of the original equation (1.1). Now consider the following truncated equation
\[
\frac{\partial u}{\partial t}(t, x) = \frac{\partial^2 u}{\partial x^2}(t, x) + \frac{\partial}{\partial x} \chi_R(\|u^*(t)\|_{\rho}) g(t, x, u^*(t, x)) + \chi_R(\|u^*(t)\|_{\rho}) f(t, x, u^*(t, x))
\]
\[
+ \sqrt{\chi_R(\|u^*(t)\|_{\rho})} \sigma(t, x, u^*(t, x)) \frac{\partial^2 W}{\partial t \partial x}(t, x),
\] (3.1)
with Dirichlet boundary condition \( u^\epsilon(t,0) = u^\epsilon(t,1) = 0 \) and initial condition \( \eta_0^\epsilon(0,x) = \eta(x) \) for \( t \in [0,T], x \in [0,1] \), where \( \chi_R(r) \) is a first-order differentiable function and its derivative is bounded, it satisfies

\[
\begin{align*}
\chi_R(r) &= 1, \quad |r| \leq R, \\
\chi_R(r) &= 0, \quad |r| \geq R + 1.
\end{align*}
\] (3.2)

**Theorem 3.1.** Assume that \( f, g, \sigma \) satisfy conditions **(H2)-(H5)** and \( \eta(x) \in L^\rho([0,1]), \rho > 6, \)
then there exists a unique \( L^\rho([0,1]) \)-valued continuous solution for the truncated equation (3.1).

**Proof.** The proof of this Theorem mainly applies the Banach fixed point argument. According to Definition 2.1, the solution is expressed as follows

\[
u^\epsilon(t,x) := A_1^\epsilon(t,x) + A_2^\epsilon(t,x) + A_3^\epsilon(t,x) + A_4^\epsilon(t,x), \tag{3.3}
\]

where

\[
A_1^\epsilon(t,x) = \int_0^1 G_t(x,y)\eta(y)dy,
A_2^\epsilon(t,x) = \int_0^t \int_0^1 G_{t-s}(x,y)\chi_R(\|u^\epsilon(t)\|_\rho)f(s,y,u^\epsilon(s,y))dyds,
A_3^\epsilon(t,x) = -\int_0^t \int_0^1 \partial_y G_{t-s}(x,y)\chi_R(\|u^\epsilon(t)\|_\rho)g(s,y,u^\epsilon(s,y))dyds,
A_4^\epsilon(t,x) = \sqrt{\tau} \int_0^t \int_0^1 G_{t-s}(x,y)\chi_R(\|u^\epsilon(t)\|_\rho)\sigma(s,y,u^\epsilon(s,y))W(dy,ds).
\]

Furthermore, for fixed \( R > 0 \), we consider the map \( M_T \) of the solution on \( B_{\delta,T} \)

\[
M_T(u^\epsilon(t,x)) = A_1^\epsilon(t,x) + A_2^\epsilon(t,x) + A_3^\epsilon(t,x) + A_4^\epsilon(t,x). \tag{3.4}
\]

Hence, (3.3) and (3.4) imply that we need to prove that there is a unique fixed point for the mapping \( M_T \), then we mainly check the invariance and contraction of \( M_T \) in the next discussion.

**Invariance:** For any \( u^\epsilon \in B_{\delta,T} \), checking \( M_T(u^\epsilon) \in B_{\delta,T} \). For \( A_1^\epsilon(t) \), with the help of Young’s inequality and (2.5), we have

\[
E\|A_1^\epsilon(t)\|_\rho^\rho = \int_0^1 \left( \int_0^1 G_t(x,y)\eta(y)dy \right)^\rho dx \leq C\|\eta\|_\rho^\rho. \tag{3.5}
\]

Owing to the assumption **(H5)**, Minkowski’s inequality, Young’s inequality and (2.5), we figure out

\[
E\|A_2^\epsilon(t)\|_\rho^\rho = E \int_0^1 \left( \int_0^1 \int_0^1 G_{t-s}(x,y)\chi_R(\|u^\epsilon(s)\|_\rho)f(s,y,u^\epsilon(s,y))dyds \right)^\rho dx
\]
\[
\leq E \left[ \int_0^t \left( \int_0^1 \int_0^1 G_{t-s}(x,y)\chi_R(\|u^\epsilon(s)\|_\rho)f(s,y,u^\epsilon(s,y))dyds \right)^\rho dx \right]^\frac{1}{\rho} ds \tag{3.6}
\]
\[
\leq E \left[ \int_0^t |G_{t-s}(\cdot)|_1 \chi_R(\|u^\epsilon(s)\|_\rho)f(s,\cdot,u^\epsilon(s,\cdot))ds \right]^\rho
\]
\[
\leq CR^\rho. \]
Similarly, using assumption (H4), Minkowski’s inequality, Young’s inequality and (2.6) we have
\[
\mathbb{E}\|A'_2(t)\|_\rho^\rho = \mathbb{E} \left[ \int_0^t \left( \int_0^1 \partial_y G_{t-s}(x,y) \chi_R(\|u'(s)\|_\rho) g(s,y,u'(s),y) dy ds \right) \rho dx \right]^ho
\leq \mathbb{E} \left[ \int_0^t \left( \int_0^1 \partial_y G_{t-s}(x,y) \chi_R(\|u'(s)\|_\rho) g(s,y,u'(s),y) dy \right) \rho dx \right] \frac{\rho}{\rho-1} ds
\leq C \int_0^t \int_0^1 \partial_y G_{t-s}(x,y) \chi_R(\|u'(s)\|_\rho) g(s,y,u'(s),y) dy ds \frac{\rho}{\rho-1} ds
\leq C \frac{t}{4} \frac{\rho}{\rho-1} ds.
\]

(3.7)

Finally, for \( A'_2(t, x) \) using Fubini’s theorem, B-D-G inequality, Hölder’s inequality, the assumption (H2), Young’s inequality and Minkowski’s inequality to get
\[
\mathbb{E}\|A'_2(t, x)\|_\rho^\rho = c \frac{\rho}{\rho-1} \mathbb{E} \left[ \int_0^t \int_0^1 G_{t-s}(x,y) \chi_R(\|u'(s)\|_\rho) \sigma(s,y,u'(s),y) W(dy, ds) \right] \rho dx
\leq c \frac{\rho}{\rho-1} \mathbb{E} \left[ \int_0^t \int_0^1 G_{t-s}(x,y) \chi_R(\|u'(s)\|_\rho) \sigma(s,y,u'(s),y) \sum_k h_k(y) dy k \rho dx
\leq c \frac{\rho}{\rho-1} \mathbb{E} \left[ \int_0^t \int_0^1 G_{t-s}(x,y) \chi_R(\|u'(s)\|_\rho) \sigma^2(s,y,u'(s),y) y dy ds \right] \frac{\rho}{\rho-1}
\leq C c \frac{\rho}{\rho-1} \mathbb{E} \left[ \int_0^t \int_0^1 G_{t-s}(x,y) \chi_R(\|u'(s)\|_\rho) \|u'(s)\|_\rho^2 ds \right] \frac{\rho}{\rho-1}
\leq C c \frac{\rho}{\rho-1} \mathbb{E} \left[ \int_0^t \int_0^1 G_{t-s}(x,y) \chi_R(\|u'(s)\|_\rho) \|u'(s)\|_\rho^2 ds \right] \frac{\rho}{\rho-1}
\leq C c \frac{\rho}{\rho-1} \mathbb{E} \left[ \int_0^t \int_0^1 G_{t-s}(x,y) \chi_R(\|u'(s)\|_\rho) \|u'(s)\|_\rho^2 ds \right] \frac{\rho}{\rho-1}
\leq C \frac{t}{4} \frac{\rho}{\rho-1} ds.
\]

(3.8)

Thus, by (3.4)-(3.8), we have
\[
\|\mathcal{M}_T(u')\|_{B_{h,T,\epsilon}} \leq C,
\]
where C is only depend on \( T, R \) and \( \epsilon \).

**Contraction:** For any \( u'(t, x), v'(t, x) \in B_{T,\delta} \), we need to estimate \( \mathcal{M}_T(u'(t, x)) - \mathcal{M}_T(v'(t, x)) \),
\[
\mathcal{M}_T(u'(t, x)) - \mathcal{M}_T(v'(t, x)) := B'_1(t, x) + B'_2(t, x) + B'_3(t, x),
\]
where
\[
B'_1(t, x) = \int_0^t \int_0^1 G_{t-s}(x,y) \left( \chi_R(\|u'(s)\|_\rho) f(s,y,u'(s),y) - \chi_R(\|v'(s)\|_\rho) f(s,y,v'(s),y) \right) dy ds,
\]
\[
B'_2(t, x) = -\int_0^t \int_0^1 \partial_y G_{t-s}(x,y) \left( \chi_R(\|u'(s)\|_\rho) g(s,y,u'(s),y) - \chi_R(\|v'(s)\|_\rho) g(s,y,v'(s),y) \right) dy ds,
\]
\[
B'_3(t, x) = \sqrt{t} \int_0^t \int_0^1 G_{t-s}(x,y) \left( \chi_R(\|u'(s)\|_\rho) \sigma(s,y,u'(s),y) - \chi_R(\|v'(s)\|_\rho) \sigma(s,y,v'(s),y) \right) W(dy, ds).
\]
For \( B'_1(t, x) \), either \( \|u'(s)\|_\rho \leq \|v'(s)\|_\rho \) or \( \|u'(s)\|_\rho \geq \|v'(s)\|_\rho \), for any \( s \in [0, T] \). Without
loss of generality, let \( \|u'(s)\|_\rho \leq \|v'(s)\|_\rho \), then
\[
\|\chi_R(\|u'(s)\|_\rho)f(s, u'(s)) - \chi_R(\|v'(s)\|_\rho)f(s, v'(s))\|_1 \\
\leq \|\chi_R(\|u'(s)\|_\rho)\|_1 \|\chi_R(\|v'(s)\|_\rho)\|_1 f(s, u'(s)) - f(s, v'(s))\|_1 \\
\leq \|\chi_R(\|u'(s)\|_\rho)\|_1 (1 + R) (2R + 1) \|u'(s) - v'(s)\|_\rho.
\]

By assumption (H3), Minkowski’s inequality, Young’s inequality and Hölder’s inequality we have
\[
\mathbb{E}\|B_1'(t, \cdot)\|_\rho^\delta = \mathbb{E}\left[ \int_0^t \int_0^1 G_{t-s}(x, y) (\chi_R(\|u'(s)\|_\rho)f(s, y, u'(s)) - \chi_R(\|v'(s)\|_\rho)f(s, y, v'(s))) dy ds \right] dx \\
\leq \mathbb{E} \left\{ 1 \int_0^t \int_0^1 G_{t-s}(x, y) \chi_R(\|u'(s)\|_\rho) f(s, y, u'(s)) - \chi_R(\|v'(s)\|_\rho) f(s, y, v'(s)) dy ds \right\}^\delta dx \\
\leq \mathbb{E} \left\{ \int_0^t (t-s)^{-\frac{\delta}{\rho} + \frac{\delta}{2}} \|u'(s) - v'(s)\|_\rho ds \right\}^\delta \\
\leq C_R \mathbb{E} \left\{ \int_0^t (t-s)^{-\frac{\delta}{\rho} + \frac{\delta}{2}} \|u'(s) - v'(s)\|_\rho ds \right\}^\delta.
\]

Furthermore, using (3.10) we have
\[
\|B_1'(t, \cdot)\|_{B_{T,s,\rho}}^\rho \leq C_R \left\{ \int_0^t e^{-\delta(t-s)} (t-s)^{-\frac{\delta}{\rho} + \frac{\delta}{2}} \|u'(s) - v'(s)\|_{B_{T,s,\rho}} ds \right\}^\rho \\
\leq C_R \left( \frac{1}{\delta} \right) \Gamma^\rho \left( \frac{\rho + 1}{2\rho} \right) \|u - v\|_{B_{T,s,\rho}}^\rho.
\]

And then, using the assumption (H3), (2.6) and the similar calculations as before, we obtain
\[
\mathbb{E}\|B_2'(t, \cdot)\|_\rho^\delta = \mathbb{E}\left[ \int_0^t \int_0^1 \partial_y G_{t-s}(x, y) (g(s, y, u'(s)) - g(s, y, v'(s))) dy ds \right] dx \\
\leq C_R \mathbb{E} \left\{ \int_0^t (t-s)^{-\frac{\delta}{\rho} + \frac{\delta}{2}} \|u'(s) - v'(s)\|_\rho ds \right\}^\delta.
\]

Similar to (3.11) we have
\[
\|B_2'(t, \cdot)\|_{B_{T,s,\rho}}^\rho \leq C_R \left( \frac{1}{\delta} \right)^{\frac{\delta}{2}} \Gamma^\rho \left( \frac{\rho + 1}{2\rho} \right) \|u' - v\|_{B_{T,s,\rho}}^\rho.
\]

Finally, applying the assumption (H2), Fubini’s theorem, the B-D-G inequality, Hölder’s inequality and similar calculations as before, one gets
\[
\mathbb{E}\|B_3'(t, \cdot)\|_\rho^\delta \leq C_R e^\rho \mathbb{E}\left[ \int_0^t \int_0^1 G_{t-s}(x, y) \left( \chi_R \left( \|u'(s)\|_\rho \right) \sigma(s, y, u'(s)) - \chi_R \left( \|v'(s)\|_\rho \right) \sigma(s, y, v'(s)) \right)^2 y dy ds \right]^{\frac{\delta}{2}} dx \\
\leq C_{R,\sigma,\rho} \left\{ \int_0^t (t-s)^{-\frac{\delta}{\rho} + \frac{\delta}{2}} \left( \mathbb{E}\|u'(s)' - v'(s)\|_\rho^{\frac{\delta}{2}} ds \right) \right\}^{\frac{\delta}{2}} \\
\leq C_{R,\sigma,\rho} \left\{ \int_0^t (t-s)^{-\frac{\delta}{\rho} + \frac{\delta}{2}} e^{2s} ds \right\}^{\frac{\delta}{2}} \|u' - v'\|_{B_{T,s,\rho}}^{\rho}.\]
3.13 Consider a bounded and smooth sequence $\sigma(t,x,r)$ for the global solution from the sequence $\{\sigma_t(t,x,r)\}$. To this end, we will use the compactness arguments to obtain the global solution. So let us consider the following approximate equation of $(3.11)$.

$$\|B^p_{\delta,\rho}(\frac{1}{\rho})\|_{\mathcal{B}_{T,\delta,\rho}} \leq CR_{\epsilon,\rho} \left( \frac{1}{\delta} \right)^{\frac{1}{2}} \Gamma^p\left( \frac{1}{p} \right)\|u - v\|_{\mathcal{B}_{T,\delta,\rho}}. \tag{3.15}$$

$(3.11), (3.13)$ and $(3.15)$ imply that we can choose a large enough $\delta > 0$ such that $C_R \left( \frac{1}{\delta} \right)^{\frac{1}{2}} \Gamma^p\left( \frac{1}{p} \right) + C_R \left( \frac{1}{\delta} \right)^{\frac{1}{2}} \Gamma^p\left( \frac{2p+1}{2p} \right) + \epsilon C_R \left( \frac{1}{\delta} \right)^{\frac{1}{2}} \Gamma^p\left( \frac{p}{p+1} \right) < 1$, we get the contraction of map $\mathcal{M}_T$. Then there exists a unique solution for equation $(1.1)$ by the Banach fixed point theorem.

Based on the well-posedness of the above local solution, if equation $(1.1)$ has a global solution, then it must be unique. Then we proceed to establish the global solution of $(1.1)$. To this end, we will use the compactness arguments to obtain the global solution. So let us consider the following approximate equation of $(1.1)$

$$\begin{align*}
\frac{\partial u_n^k(t,x)}{\partial t} &= \frac{\partial^2 u_n^k(t,x)}{\partial x^2} + \frac{\partial}{\partial x} g_n(t,x,u_n^k(t,x)) + f_n(t,x,u_n^k(t,x)) + \sqrt{\epsilon} \sigma_n(t,x,u_n^k(t,x)) \frac{\partial^2 W}{\partial t \partial x}(t,x), \\
u_n^k(t,0) &= u_n^k(t,1) = 0, \\
u_n^k(0,x) &= \eta_0(x),
\end{align*} \tag{3.16}$$

where we take sequences of bounded Borel functions $f_n := f_n(t,x,r), g_n := g_n(t,x,r)$ and $\sigma_n := \sigma_n(t,x,r)$ such that they are globally Lipshitz in $r \in \mathbb{R}$ and

- $f_n(t,x,r) = f(t,x,r), g_n(t,x,r) = g(t,x,r), \sigma_n(t,x,r) = \sigma(t,x,r)$ for $|r| \leq n$,
- $f_n(t,x,r) = 0, g_n(t,x,r) = 0, \sigma_n(t,x,r) = 0$ for $|r| \geq n + 1$.

$f_n(t,x,r), g_n(t,x,r) = g_1(t,x,r) + g_2(t,x,r), \sigma_n(t,x,r)$ satisfy the same growth and Lipschitz condition as $f(t,x,r), g(t,x,r), \sigma(t,x,r)$ and with constants which are independents of $n$. Consider a bounded and smooth sequence $\{\eta_0,n\}_{n \in \mathbb{N}}$ converges to $\eta$ in $L^p$. Similar to the previous section, the equation $(3.16)$ can be expressed in the form of a mild solution.

$$\begin{align*}
u_n^k(t,x) &= \int_0^1 G_t(x,y) \eta_0,n(y) dy + \int_0^t \int_0^1 G_{t-s}(x,y) f_n(s,y,u_n^k(s,y)) dy ds \\
&\quad - \int_0^t \int_0^1 \frac{\partial}{\partial y} G_{t-s}(x,y) g_n(s,y,u_n^k(s,y)) dy ds \\
&\quad + \sqrt{\epsilon} \int_0^t \int_0^1 G_{t-s}(x,y) \sigma_n(s,y,u_n^k(s,y)) W(dy,ds) \\
&= : J_{1,n} + J_{2,n}^k + J_{3,n}^k + J_{4,n}^k.
\end{align*} \tag{3.17}$$

In view of Theorem 3.1, equation $(3.16)$ exists a unique solution. Our final objection is to obtain the global solution from the sequence $\{u_n^k\}_{n \in \mathbb{N}}$, thus the next deliberation is the argument of the tightness of sequence $\{u_n^k\}_{n \in \mathbb{N}}$. Before that, it is necessary to establish uniform estimate of the solutions. To this end, we first consider a degenerate equation

$$\begin{align*}
\frac{\partial u_n^{k,\epsilon}}{\partial t}(t,x) &= \frac{\partial^2 u_n^{k,\epsilon}}{\partial x^2}(t,x) + f_n(t,x,u_n^{k,\epsilon}(t,x)) + \frac{\partial}{\partial x} g_n(t,x,u_n^{k,\epsilon}(t,x)) \\
&\quad + \sum_{i=1}^k \sigma_n(t,x,u_n^{k,\epsilon}(t,x)) h_i(x) dw_i(t)
\end{align*} \tag{3.18}$$
and its mild formulation

\[ u_n^{k,\epsilon}(t, x) = \int_0^t \int_0^1 G_t(x, y) \rho_0(y) dy + \int_0^t \int_0^1 G_{t-s}(x, y) f_n(s, y, u_n^{k,\epsilon}(s, y)) dy ds \]

\[ - \int_0^t \int_0^1 \partial_y G_{t-s}(x, y) g_n(s, y, u_n^{k,\epsilon}(s, y)) dy ds \]

\[ + \sum_{i=1}^k \sqrt{\epsilon} \int_0^t \int_0^1 G_{t-s}(x, y) \alpha_n(s, y, u_n^{k,\epsilon}(s, y)) h_i(y) dy dw_i(s) \]  

(3.19)

Equation (3.18) can be regarded as an evolution equation driven by a finite dimensional Brownian motion, thus [7, Lemma 4.3] can be applied here. We get the uniform estimate for \( \mathbb{E} \sup_{t \in [0, T]} \| u_n^\epsilon(t) \|_\rho^p \) by \( \mathbb{E} \sup_{t \in [0, T]} \| u_n^{k,\epsilon}(t) \|_\rho^p \), if we can show that \( \| u_n^{k,\epsilon}(t) \|_\rho^p \) converging to \( \| u_n^\epsilon(t) \|_\rho^p \) almost surely for sufficiently large \( k \).

**Lemma 3.1.** There exists a subsequence \( \{ k_n' \}_{n' \in \mathbb{Z}^+} \subset \{ k \}_{k \in \mathbb{Z}^+} \) such that

\[ \| u_n^\epsilon(t) - u_n^{k_n',\epsilon}(t) \|_\rho \to 0, \quad n' \to \infty \]

for any \( n > 0, \rho \geq 2 \), where the convergence takes place almost surely in a full measure set \( \Omega^0 \).

**Proof.** Note that we need only to consider \( n \in \mathbb{Z}^+ \). Let (3.17) minus (3.19), we have

\[ u_n^\epsilon(t, x) - u_n^{k_n',\epsilon}(t, x) = \int_0^t \int_0^1 G_{t-s}(x, y) \left( f_n(s, y, u_n^\epsilon(s, y)) - f_n(s, y, u_n^{k_n',\epsilon}(s, y)) \right) dy ds \]

\[ - \int_0^t \int_0^1 \partial_y G_{t-s}(x, y) \left( g_n(s, y, u_n^\epsilon(s, y)) - g_n(s, y, u_n^{k_n',\epsilon}(s, y)) \right) dy ds \]

\[ + \sum_{i=1}^{k_n'} \sqrt{\epsilon} \int_0^t \int_0^1 G_{t-s}(x, y) \left( \alpha_n(s, y, u_n^\epsilon(s, y)) - \alpha_n(s, y, u_n^{k_n',\epsilon}(s, y)) \right) h_i(y) dy dw_i(s) \]

\[ + \sum_{i=k_n'+1}^\infty \sqrt{\epsilon} \int_0^t \int_0^1 G_{t-s}(x, y) \sigma_n(s, y, u_n^\epsilon(s, y)) h_i(y) dy dw_i(s) \]

\[ = \Delta_1(t, x) + \Delta_2(t, x) + \Delta_3(t, x) + \Delta_4(t, x) \]  

(3.20)

Thus,

\[ \mathbb{E} \| u(t) - u_n^{k_n',\epsilon}(t) \|_\rho^p \leq \mathbb{E} \| \Delta_1(t) \|_\rho^p + \mathbb{E} \| \Delta_2(t) \|_\rho^p + \mathbb{E} \| \Delta_3(t) \|_\rho^p + \mathbb{E} \| \Delta_4(t) \|_\rho^p \]  

(3.21)

By Minkowski’s inequality, Young’s inequality, Hölder’s inequality, (2.5) and the property of global Lipschitz to \( f_n \), we have

\[ \mathbb{E} \| \Delta_1(t) \|_\rho^p \leq \mathbb{E} \left[ \int_0^t \left( \int_0^1 \left( \int_0^1 G_{t-s}(x-y) \left( f_n(s, y, u_n^\epsilon(s, y)) - f_n(s, y, u_n^{k_n',\epsilon}(s, y)) \right) dy \right) dx \right)^\rho ds \right]^{\frac{1}{\rho}} \]

\[ \leq \mathbb{E} \left[ \int_0^t \| G_{t-s}(\cdot) \|_1 \| f(s, \cdot, u_n^\epsilon(s)) - f_n(s, \cdot, u_n^{k_n',\epsilon}(s)) \|_\rho ds \right]^{\rho} \]

\[ \leq C(n, \rho, T) \int_0^t \mathbb{E} \| u_n(s) - u_n^{k_n',\epsilon}(s) \|_\rho^p ds. \]  

(3.22)
For $\Delta_2(t,x)$, By (2.6), the property of global Lipshitz to $g_n$ and similar inequalities as above, we obtain

$$
\mathbb{E}\|\Delta_2(t)\|_p^p \leq \mathbb{E} \left[ \int_0^t \left( \int_0^1 \left( \int_0^1 \partial_y G_{t-s}(x-y) \left( g_n(s, y, u^\epsilon_n(s, y)) - g_n(s, y, u^{k,\epsilon}_n(s, y)) \right) dy \right)^\rho dx \right]^\frac{1}{\rho} ds
\right]^p
\leq \mathbb{E} \left[ \int_0^t \left( \int_0^1 \left( \int_0^1 \partial_y G_{t-s}(\cdot) \|f(s, \cdot, u^\epsilon_n(s)) - f_n(s, \cdot, u^{k,\epsilon}_n(s))\|_p ds \right)^\rho dy \right) dx \right]^\frac{1}{\rho} ds
\leq C(n, \rho) \mathbb{E} \left[ \int_0^t (t-s)^{-\frac{1}{2}} \|u^\epsilon_n(s) - u^{k,\epsilon}_n(s)\|_p ds \right]^p
\leq C(n, \rho, T) \int_0^t (t-s)^{-\frac{1}{2}} \|u^\epsilon_n(s) - u^{k,\epsilon}_n(s)\|_p^p ds.
$$

(3.23)

Applying B-D-G inequality, Fubini’s Theorem, Hölder’s inequality, Minkowski’s inequality, Young’s inequality, (2.5) and the property of global Lipschitz to $\sigma_n$ to $\Delta_3(t,x)$, we get

$$
\mathbb{E}\|\Delta_3(t)\|_p^p \leq \epsilon^p \mathbb{E} \left[ \int_0^1 \left( \int_0^t \sum_{i=1}^k \left( \int_0^1 G_{t-s}(x,y) \left( \sigma_n(s, y, u^\epsilon_n(s, y)) - \sigma_n(s, y, u^{k,\epsilon}_n(s, y)) \right) h_1(y) dy \right)^2 ds \right]^\frac{1}{2} dx
\leq \epsilon^p \mathbb{E} \left[ \int_0^1 \left( \int_0^t \int_0^1 G_{t-s}^{2}(x,y) \left( \sigma_n(s, y, u^\epsilon_n(s, y)) - \sigma_n(s, y, u^{k,\epsilon}_n(s, y)) \right)^2 dy ds \right]^\frac{1}{2} dx
\leq \epsilon^p \mathbb{E} \left[ \int_0^1 \left( \int_0^t \int_0^1 G_{t-s}^{2}(x,y) \left( \sigma_n(s, y, u^\epsilon_n(s, y)) - \sigma_n(s, y, u^{k,\epsilon}_n(s, y)) \right)^2 dy ds \right]^\frac{1}{2} dx
\leq \epsilon^p \mathbb{E} \left[ \int_0^1 \left( \int_0^t \|G_{t-s}(\cdot)\|_2^2 \|\sigma_n(s, \cdot, u^\epsilon_n(s)) - \sigma_n(s, \cdot, u^{k,\epsilon}_n(s))\|_p^2 ds \right)^\frac{1}{2} dx
\leq C(n, \rho, T, \epsilon) \int_0^t (t-s)^{-\frac{1}{2}} \|u^\epsilon_n(s) - u^{k,\epsilon}_n(s)\|_p^p ds.
$$

(3.24)

For $\Delta_4(t,x)$, by Fubini’s theorem, B-D-G inequality, Hölder’s inequality, the boundedness of $\sigma_n$

$$
\mathbb{E}\|\Delta_4(t)\|_p^p \leq \epsilon^p \mathbb{E} \left[ \int_0^1 \left( \sum_{i=k+1}^\infty \int_0^t \left( \int_0^t G_{t-s}(x,y) \sigma_n(s, y, u^\epsilon_n(s, y)) h_1(y) dy \right)^2 ds \right)^\frac{1}{2} dx
\leq \epsilon^p \mathbb{E} \left[ \int_0^1 \left( \int_0^t \int_0^1 G_{t-s}^{2}(x,y) \sigma_n^2(s, y, u^\epsilon_n(s, y)) \sum_{i=k+1}^\infty h_i^2(y) dy ds \right)^\frac{1}{2} dx
\leq C(n, \rho, T, \epsilon) \left( \sum_{i=k+1}^\infty h_i^2(1) \right)^\frac{1}{2}.
$$

(3.25)

Together with (3.21)-(3.25), Grönwall’s inequality implies that

$$
\mathbb{E}\|u^\epsilon_n(t) - u^{k,\epsilon}_n(t)\|_p^p \leq C(n, \rho, T, \epsilon) \left( \sum_{i=k+1}^\infty h_i^2(1) \right)^\frac{1}{2},
$$

(3.26)

Note that $\sum_{i=1}^\infty h_i(y)^2 = y$, for $y \in [0,1]$, then we need to choose $\{k_n\}_{n \in \mathbb{Z}^+}$ such that $\sum_{i=k_{n'+1}}^\infty h_i^2(1) < 2^{-4n'}$ holds. By the Chebyshev’s inequality we have that

$$
P(\|u^\epsilon_n(t) - u^{k,\epsilon}_n(t)\|_p \geq 2^{-n'}) \leq \frac{\mathbb{E}\|u^\epsilon_n(t) - u^{k,\epsilon}_n(t)\|_p^p}{2^{-n'}} \leq C(n, \rho, T, \epsilon)2^{-n'}.
$$

(3.27)
By the Borel-Cantelli lemma, we conclude that there exists a set $\Omega^{(n)} \subset \Omega, n \in \mathbb{Z}^+$ of full $\mathbb{P}$-measure and $n'_0 = n'_0(\omega, n)$ such that for every $\omega \in \Omega^{(n)}$,

$$\|u_n^t - u_{k_n^{b,n}}(t)\|_\rho \leq 2^{-n'}$$

for $n' \geq n'_0$. Furthermore, taking $\tilde{\Omega}^0 = \cap_{n \geq 1} \Omega^{(n)}$, then $\mathbb{P}(\tilde{\Omega}^0) = 1$.

**Lemma 3.2.** For $n \geq 0, \rho \geq 2$, there is a constant $C > 0$ such that

$$\mathbb{E}(\sup_{0 \leq t \leq T} \|u_n^t(t)\|_\rho) \leq C(1 + \|\eta_{0,n}\|_\rho).$$

In particular, the random variable $\sup_{0 \leq t \leq T} \|u_n^t(t)\|_\rho$ is bounded in probability uniformly in $n$.

**Proof.** According to Lemma 4.3, we obtain

$$\|u_n^{b,n^{k_n^{b,n}}}(t)\|_\rho \leq \|\eta_{0,n}\|_\rho + \rho(\rho - 1) \int_0^t \int_0^1 |u_n^{b,n^{k_n^{b,n}}}(s, x)|^{\rho - 2} \left| \frac{\partial u_n^{b,n^{k_n^{b,n}}}(s, x)}{\partial x} \right|^2 \, dx \, ds$$

$$+ \rho \int_0^t \int_0^1 |u_n^{b,n^{k_n^{b,n}}}(s, x)|^{\rho - 2} u_n^{b,n^{k_n^{b,n}}}(s, x) f_n(s, x, u_n^{b,n^{k_n^{b,n}}}(s, x)) \, dx \, ds$$

$$- \rho(\rho - 1) \int_0^t \int_0^1 |u_n^{b,n^{k_n^{b,n}}}(s, x)|^{\rho - 2} \frac{\partial}{\partial x} u_n^{b,n^{k_n^{b,n}}}(s, x) g_n(s, x, u_n^{b,n^{k_n^{b,n}}}(s, x)) \, dx \, ds$$

$$+ \rho \sum_{i=1}^{k_n^{b,n}} \int_0^t \int_0^1 |u_n^{b,n^{k_n^{b,n}}}(s, x)|^{\rho - 2} u_n^{b,n^{k_n^{b,n}}}(s, x) \sigma_n(s, x, u_n^{b,n^{k_n^{b,n}}}(s, x)) h_i(x) \, dw_i(s)$$

$$+ \frac{\sqrt{\epsilon}}{2} \rho(\rho - 1) \int_0^t \int_0^1 |u_n^{b,n^{k_n^{b,n}}}(s, x)|^{\rho - 2} \sigma^2_n(s, x, u_n^{b,n^{k_n^{b,n}}}(s, x)) \, dx \, ds$$

$$= \|u_{0,n}\|_\rho + \tilde{A}_1(t) + \tilde{A}_2(t) + \tilde{A}_3(t) + \tilde{A}_4(t) + \tilde{A}_5(t) \quad \mathbb{P} \text{- a.s.}$$  \hspace{1cm} (3.28)

By the assumption (H5) and Young’s inequality, we have

$$|\tilde{A}_2(t)| \leq \rho \int_0^t \int_0^1 |f(s, x, u_n^{b,n^{k_n^{b,n}}}(s, x))||u_n^{b,n^{k_n^{b,n}}}(s, x)|^{\rho - 1} \, dx \, ds$$

$$\leq C(\rho, K, T) + C(\rho, K, T) \int_0^t \|u_n^{b,n^{k_n^{b,n}}}(s)\|_\rho \, ds.$$ \hspace{1cm} (3.29)

Similarly,

$$|\tilde{A}_5(t)| \leq C(\rho, K, T, \epsilon) + C(\rho, K, T, \epsilon) \int_0^t \|u_n^{b,n^{k_n^{b,n}}}(s)\|_\rho \, ds.$$ \hspace{1cm} (3.30)

By the assumption (H4), we have

$$\tilde{A}_3(t) := \tilde{A}_{3,1}(t) + \tilde{A}_{3,2}(t),$$

where

$$\tilde{A}_{3,1}(t) = -\rho(\rho - 1) \int_0^t \int_0^1 |u_n^{b,n^{k_n^{b,n}}}(s, x)|^{\rho - 2} \frac{\partial}{\partial x} u_n^{b,n^{k_n^{b,n}}}(s, x) g_{1,n}(s, x, u_n^{b,n^{k_n^{b,n}}}(s, x)) \, dx \, ds$$ \hspace{1cm} (3.31)

and

$$\tilde{A}_{3,2}(t) = -\rho(\rho - 1) \int_0^t \int_0^1 |u_n^{b,n^{k_n^{b,n}}}(s, x)|^{\rho - 2} \frac{\partial}{\partial x} u_n^{b,n^{k_n^{b,n}}}(s, x) g_{2,n}(s, x, u_n^{b,n^{k_n^{b,n}}}(s, x)) \, dx \, ds.$$ \hspace{1cm} (3.32)
In addition,

\[ \tilde{A}_{3,2}(t) = -\rho(\rho - 1) \int_0^t \int_0^1 \frac{d}{dx} \int_0^{u_n^{h_{\rho}}(s, x)} |r|^{\rho - 2} g_{2,n}(s, r) dr dx ds = 0. \] (3.33)

By the assumption (H4) and Young’s inequality, we obtain

\[ |\tilde{A}_3(t)| = |\tilde{A}_{3,1}(t)| \]
\[ \leq \rho(\rho - 1) \int_0^t \int_0^1 |u_n^{h_{\rho}}(s, x)|^{\rho - 2} \left| \frac{\partial}{\partial x} u_n^{h_{\rho}}(s, x) \right| |g_{1,n}(s, x, u_n^{h_{\rho}}(s, x))| |dx ds \]
\[ \leq C(\rho, K) \int_0^t \int_0^1 (1 + |u_n^{h_{\rho}}(s, x)|^{2}) |u_n^{h_{\rho}}(s, x)|^{\rho - 2} |dx ds \]
\[ + \rho(\rho - 1) \int_0^t \int_0^1 |\partial_x u_n^{h_{\rho}}(s, x)|^2 |u_n^{h_{\rho}}(s, x)|^{\rho - 2} |dx ds. \] (3.34)

Thus,

\[ \tilde{A}_1(t) + |\tilde{A}_3(t)| \leq C(\rho, K, T) \left( 1 + \int_0^t \int_0^1 |u_n^{h_{\rho}}(s, x)|^{\rho} |dx ds \right). \] (3.35)

Combining (3.28)-(3.30) and (3.35), we obtain

\[ \mathbb{E} \|u_n^{h_{\rho}}(t)\|_p^p \leq \|\eta_{0,n}\|_p^p + C(\rho, K, T, \epsilon) + C(\rho, K, T, \epsilon) \int_0^T \mathbb{E} \|u_n^{h_{\rho}}(s)\|_p^p |ds. \] (3.36)

According to Grönwall’s inequality, it follows that

\[ \sup_{t \in [0, T]} \mathbb{E} \|u_n^{h_{\rho}}(t)\|_p^p \leq C(\rho, K, T, \epsilon)(C(\rho, K, T, \epsilon) + \|\eta_{0,n}\|_p^p). \] (3.37)

Note that our aim is to estimate \( \mathbb{E} \left( \sup_{t \in [0, T]} \|u_n^{h_{\rho}}(t)\|_p^p \right) \), based on (3.37), we can get the estimate for \( \mathbb{E} \left( \sup_{t \in [0, T]} \|u_n^{h_{\rho}}(t)\|_p^p \right) \). Similarly, we only deal with the stochastic term, and the other terms can be dealt as above.

Applying to B-D-G inequality, Young’s inequality, Hölder’s continuity, Young’s inequality, and (3.37) to \( \tilde{A}_4(t, x) \)

\[ \mathbb{E} \sup_{t \in [0, T]} \left| \rho \sqrt{\sum_{i=1}^{k_n} \int_0^T \int_0^1 |u_n^{h_{\rho}}(s, x)|^{\rho - 2} u_n^{h_{\rho}}(s, x) \sigma_n(s, x, u_n^{h_{\rho}}(s, x)) h_i(x) dx dw_i(s) \right| \]
\[ \leq \rho \sqrt{\mathbb{E} \left( \sum_{i=1}^{k_n} \int_0^T \left( \int_0^1 \sigma_n(s, x, u_n^{h_{\rho}}(s, x)) |u_n^{h_{\rho}}(s, x)|^{\rho - 1} h_i(x) dx \right)^2 |ds \right)^\frac{\rho}{2} \]
\[ \leq C(\rho, K, \epsilon) \mathbb{E} \left( \sum_{i=1}^{k_n} \int_0^T \left( \int_0^1 (|u_n^{h_{\rho}}(s, x)|^{\rho} + 1) h_i(x) dx \right)^2 |ds \right)^\frac{\rho}{2} \]
\[ \leq C(\rho, K, T, \epsilon) + C(\rho, K, \epsilon) \mathbb{E} \left( \sum_{i=1}^{k_n} \int_0^T \int_0^1 |u_n^{h_{\rho}}(s, x)|^{\rho} h_i^2(x) dx \|u_n^{h_{\rho}}(s)\|_p^p |ds \right)^\frac{\rho}{2} \]
\[ \leq C(\rho, K, T, \epsilon) + \frac{1}{2} \mathbb{E} \sup_{t \in [0, T]} \|u_n^{h_{\rho}}(s)\|_p^p + C(\rho, K, \epsilon) \int_0^T \mathbb{E} \|u_n^{h_{\rho}}(s)\|_p^p |ds \]
\[ \leq \frac{1}{2} \mathbb{E} \sup_{t \in [0, T]} \|u_n^{h_{\rho}}(s)\|_p^p + C(\rho, K, T, \epsilon)(C(\rho, K, T, \epsilon) + \|\eta_{0,n}\|_p^p). \]
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Hence, we have
\[ \mathbb{E} \sup_{t \in [0,T]} \| u_{n,t}^{k,n}(t) \|_p^p \leq C(\rho, K, T, \varepsilon)(C(\rho, K, T, \varepsilon) + \| \eta_{0,n} \|_p^p), \]
then Lemma 3.1 shows that
\[ \mathbb{E} \sup_{t \in [0,T]} \| u_n^\varepsilon(t) \|_p^p \leq C(\rho, K, T, \varepsilon)(C(\rho, K, T, \varepsilon) + \| \eta_{0,n} \|_p^p) \]
\[ \leq C(\rho, K, T, \varepsilon)(1 + \| \eta_{0,n} \|_p^p). \]  
(3.39)
By the above (3.39), the random variable \( \sup_{t \in [0,T]} \| u_n(t) \|_p^p \) is bounded in probability, uniformly in \( n \).

The next Lemma is used in proving the tightness of \( J_{2,n}^\varepsilon \) and \( J_{4,n}^\varepsilon \) in equation (3.17), it can be found in [5].

Lemma 3.3. Let \( \zeta_n(t, x) \) be a sequence of random fields defined on \([0, T]\) such that \( \sup_{t \in [0,T]} \| \zeta_n(t, \cdot) \|_q \leq \theta_n \) for any \( \rho \in [1, \infty) \) and \( q \in [1, \rho) \), where \( \theta_n \) is a finite random variable. If \( \theta_n \) is uniformly bounded in probability. Then the sequence \( J(\zeta_n) := \int_0^t \int_0^{1} R(r, t, x, y) \zeta_n(r, y)dydr \), where \( R(r, t, x, y) = G(r, t, x, y) \) or \( R(r, t, x, y) = \partial_y G(r, t, x, y) \), is uniformly tight in \( C([0, T]; L^p([0, 1])) \).

For \( J_{1,n}^\varepsilon \), we know that it is tight by convolution operator \( G \) is uniformly bounded. Finally, we need to illustrate that \( J_{4,n}^\varepsilon \) has also such property.

Lemma 3.4. For the previous initial data \( \eta_{0,n} \in L^p([0, 1]), \rho > 6 \), the stochastic convolution term \( J_{4,n}^\varepsilon \) is uniformly tight in \( C([0, T] \times [0, 1]) \).

Proof. The proof of the Lemma is an application of Arzela-Ascoli theorem or Aldous’ tightness criterion. We first show the uniform boundedness of the stochastic terms \( J_{4,n}^\varepsilon \). For any \( x \in [0, 1], t \in [0, T] \), using Burkholder-Davis-Gundy inequality, Hölder’s inequality and Hölder’s inequality with exponent \( p \) and \( q \leq \frac{2}{3} \), Lemma 3.2, we have
\[ \mathbb{E} \left| \int_0^t \int_0^1 G_{t-s}(x, y) \sigma(s, y, u_n^\varepsilon(s, y)) W(dy, ds) \right| \leq \mathbb{E} \left| \int_0^t \int_0^1 G_{t-s}^{2}(x, y) \sigma^2(s, y, u_n^\varepsilon(s, y))dyds \right| \]
\[ \leq \left( \int_0^t \int_0^1 G_{t-s}^{2p}(x, y)dyds \right)^{\frac{q}{p}} \mathbb{E} \left( \int_0^t \int_0^1 \sigma^q(s, y, u_n^\varepsilon(s, y))dyds \right)^{\frac{p}{q}} \]
\[ \leq C(\rho, T)(1 + \mathbb{E} \left( \sup_{t \in [0,T]} \| u_n^\varepsilon(t) \|_p^p \right) \leq C(\rho, \eta_{0,n}). \]
(3.40)
And then, we need to illustrate the continuity of the variable \( t \) and \( x \). For any \( 0 \leq s < t \leq T \),
we have
\[
\int_0^t \int_0^1 G_{t-s'}(x, y)\sigma(s', y, u_n(s', y)) W(ds', dy) - \int_s^t \int_0^1 G_{s-s'}(x, y)\sigma(s', y, u_n(s', y)) W(ds', dy) \\
= \int_0^t \int_0^1 G_{t-s'}(x, y)\sigma(s', y, u_n(s', y)) W(ds', dy) \\
+ \int_0^s \int_0^1 (G_{t-s'}(x, y) - G_{s-s'}(x, y))\sigma(s', y, u_n(s', y)) W(ds', dy) \\
=: I_1 + I_2.
\]

Using Burkholder-Davis-Gundy inequality, Hölder’s inequality, Lemma 2.1 and Lemma 3.2, we obtain
\[
\mathbb{E}[I_2]^p \leq C(T, \rho) |t - s|^{ \frac{(3-2p)\rho}{2p} } \mathbb{E} \left( \int_0^s \int_0^1 \sigma^2(s', y, u_n(s', y)) dy ds \right)^{ \frac{q}{p} } \\
\leq C(T, \rho) |t - s|^{ \frac{(3-2p)\rho}{2p} } \mathbb{E} \int_0^s \int_0^1 \sigma^2(s', y, u_n(s', y)) dy ds ' \\
\leq C(T, \rho) |t - s|^{ \frac{(3-2p)\rho}{2p} } (1 + \mathbb{E} \sup_{0 \leq s \leq T} \|u_n(s)\|_p^q) \leq C(T, \rho, \eta_0, n) |t - s|^{ \frac{(3-2p)\rho}{2p} },
\]
where \( \frac{1}{p} + \frac{1}{q} = 1, \frac{3}{2p} > 1 \) and \( 1 < 2p < 3, \) thus \( \rho > 6. \) For term \( I_2, \) using the same estimate, we have
\[
\mathbb{E}[I_1]^p \leq C(T, \rho) \left( \int_0^t \int_0^1 G_{t-s}^p(x, y) dy ds \right)^{ \frac{q}{p} } \mathbb{E} \left( \int_0^t \int_0^1 \sigma^q(s', y, u_n(s', y)) df dy ds \right)^{ \frac{q}{p} } \\
\leq C(T, \rho) |t - s|^{ \frac{(3-2p)\rho}{2p} } (1 + \mathbb{E} \sup_{0 \leq s \leq T} \|u_n(s)\|_p^q) \leq C(T, \rho, \eta_0, n) |t - s|^{ \frac{(3-2p)\rho}{2p} },
\]
where \( C(T, \rho, \eta_0, n) \) is uniformly bounded with respect to \( n, \) since \( \eta_{0, n} \) converge to \( \eta. \) For any \( 0 \leq x_1 < x_2 \leq 1, \) similar to the above estimate, we obtain the continuity of the space variable,
\[
\mathbb{E} \left| \int_0^t \int_0^1 [G_{t-s}(x_1, y) - G_{t-s}(x_2, y)] \sigma(s, y, u_n(s, y)) W(dy, ds) \right|^p \\
\leq C(\rho, T) |x_1 - x_2|^{ \frac{(3-2p)\rho}{2p} } (1 + \mathbb{E} \sup_{0 \leq s \leq T} \|u_n(s)\|_p^q) \leq C(\rho, T, \eta_0, n) |t - s|^{ \frac{(3-2p)\rho}{2p} }.
\]

Hence, Chebyshev’s inequality and uniform boundedness of the stochastic terms shows that
\[
\lim_{K \to \infty} \lim_{n \to \infty} \mathbb{P}( \sup_{t \in [0, T], x \in [0, 1]} |J_{4,n}^\varepsilon| \geq K ) = 0
\]
Furthermore, under parabolic metric \( |(t, x)| = |t|^\frac{3}{2p} + |x|, \) the above continuity tells us that there exists a \( \delta(\varepsilon) = \varepsilon^{3/4} C^{3/2p} \) such that \( \delta < \delta(\varepsilon) \)
\[
\lim_{n \to \infty} \mathbb{P}( \sup_{t \in [0, T], x \in [0, 1]} |J_{4,n}^\varepsilon(t, x) - J_{4,n}^\varepsilon(s, y)| \geq \varepsilon^\delta ) \leq \varepsilon^\delta,
\]
namely,
\[
\lim_{\delta \to 0} \lim_{n \to \infty} \mathbb{P}( \sup_{t \in [0, T], x \in [0, 1]} |J_{4,n}^\varepsilon(t, x) - J_{4,n}^\varepsilon(s, y)| \geq \varepsilon ) = 0.
\]
Thus, \( J_{4,n}^\varepsilon \) is tight in \( C([0, T] \times [0, 1]). \)
From the above arguments we know that \( u_n^e \) is also uniformly tight in \( C([0,T];L^p(0,1)) \) for all \( n \). Based on the previous results we are able to show the well-posedness of the equation (1.1). Hence we have the following result.

**Theorem 3.2.** Let \( f, g, \sigma \) satisfy the assumption \( \mathbf{H} \). For any \( \rho > 6 \) and initial data \( \eta(x) \in L^\rho([0,1]) \), equation (1.1) has a unique \( \mathcal{F}_t \)-adapted \( L^\rho([0,1]) \)-valued continuous solution.

**Proof.** The uniqueness is very trivial, we can get this fact from Lemma 3.2. Indeed, let \( u \) and \( v \) are solution of equation (1.1) and \( \tau_R := \inf\{t \geq 0 : \|u(t)\|_\rho \geq R\} \wedge T \), \( \tau_R^2 := \inf\{t \geq 0 : \|v(t)\|_\rho \geq R\} \wedge T \). With the help of Theorem 3.1, we have \( u = v \) for any \( t \in [0, \tau_R^1 \wedge \tau_R^2] \).

Finally, by Lemma 3.2 and Chebyshev’s inequality, we have \( P(\tau_R^1 \wedge \tau_R^2 < T) \to 0 \) as \( R \to \infty \). Thus we obtain the uniqueness of the solution on the interval \([0,T]\).

Finally, we consider the existence of the solution \( u^e \). The main tool is the Lemma 1.1 [6] and Skorohod representation theorem. In view of Lemma 3.3, 3.4 and \( J_{1,n} \) is uniformly tight for \( n \), then \( u_n^e \) is tight. Thus for any two subsequence \( u_l^e \) and \( u_n^e \), then Prokhorov’s theorem and Skorohod representation theorem show that there exists subsequence \( l(k), m(k) \) of \( l, m \), and a sequence of random elements \( z_k := (\tilde{u}_k^e, \tilde{u}_{k,m}^e, \frac{\partial W}{\partial x})_{k \geq 1} \in \mathcal{E}' \times \mathcal{E}' \times C([0,T] \times [0,1]) \), where \( \mathcal{E}' := C([0,T];L^\rho([0,1])) \). And \( z_k \) converges to a random element \( z := (\tilde{u}^e, \tilde{u}^e, \frac{\partial W}{\partial x}) \) with probability one on some probability space \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})\). Furthermore, the law of \((u_{l(k)}, u_{m(k)}, \frac{\partial W}{\partial x})\) coincide with \( z_k \). Note that the filtration \( \hat{\mathcal{F}}_t \) and \( \hat{\mathcal{F}} \) are generated by \( z(s,x), x \in [0,1] \) and \( z_k(s,x), x \in [0,1] \), respectively. Based on the the Lemma 1.1 [6], it needs only to check \( z_k \) weakly converge. Due to the weak solution is equivalent to the mild solution, its proof can be found in [5]. Then, taking the limit \( k \to \infty \) for the weak formulation, we obtain the weak formulation

\[
\int_0^1 \tilde{u}^e(t,x) \varphi(x) dx = \int_0^1 u_0(x) \varphi(x) dx + \int_0^t \int_0^1 \tilde{u}^e(s,x) \varphi(x) dx ds \\
+ \int_0^t \int_0^1 f(s,x,\tilde{u}^e(s,x)) \varphi(x) dx ds \\
- \int_0^t \int_0^1 g(s,x,\tilde{u}^e(s,x)) \partial_x \varphi(x) dx ds \\
+ \int_0^t \int_0^1 \sigma(s,x,\tilde{u}^e(s,x)) \varphi(x) \tilde{W}(dx,ds) \quad a.s.
\]

for all \( t \in [0,T] \) on \((\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathcal{F}}_t, \hat{\mathbb{P}})\). In addition, \( \tilde{u}^e \) also satisfy the above equation, by the uniqueness of the solution, i.e. \( \tilde{u}^e = \tilde{u}^e \) and the main technique we mentioned, then \( u_n^e \) converges to some random element \( u \in \mathcal{E}' \) in probability. Hence, we complete the proof of the existence. \( \square \)

### 4 A criteria for large deviation Principle

First we give a general framework of the large deviation principle.

**Definition 4.1** (Large Deviation Principle). Let \( I : \mathcal{X} \to [0,\infty] \) be a rate function on Polish space. \( \mathcal{X} \).

...
space $\mathcal{X}$. The sequence of random variable $\{X^\epsilon\}$ satisfies the large principle on $\mathcal{X}$ with rate function $I$ if

1. For any closed subset $F \subset \mathcal{X}$,
   $$\limsup_{\epsilon \to 0} \log \mathbb{P}(X^\epsilon \in F) \leq -\inf_{x \in F} I(x).$$

2. For any open set $G \subset \mathcal{X}$,
   $$\liminf_{\epsilon \to 0} \log \mathbb{P}(X^\epsilon \in G) \geq -\inf_{x \in G} I(x).$$

The proof of the large deviation principle of equation (1.1) is based on the weak convergence method. For this approach, one proves the Laplace principle which is equivalent to the large deviation principle.

**Definition 4.2** (Laplace principle). The sequence of random $\{X^\epsilon\}$ on polish space $\mathcal{X}$ is said to satisfy the Laplace principle with rate function $I$ if for each $h \in C_b(\mathcal{X}; \mathbb{R})$,

$$\lim_{\epsilon \to 0} \epsilon \log \mathbb{E}\left\{\exp\left(\frac{-h(X^\epsilon)}{\epsilon}\right)\right\} = -\inf_{x \in \mathcal{X}} \{h(x) + I(x)\}.$$ 

Let $(\Omega, \mathcal{F}, \mathbb{P}, \mathcal{F}_t)$ be a filtered probability space which emerges in previous section, a predictable process $\psi : [0, T] \times \mathcal{X} \to L^2([0, T] \times [0, 1]; \mathbb{R})$. Introducing the following sets

$$S^N := \left\{\psi \in L^2([0, T] \times [0, 1]; \mathbb{R}) : \int_0^T \int_0^1 |\psi(s, y)|^2 dy ds \leq N\right\}, \quad N \in \mathbb{N},$$

$$\mathcal{A}_2 := \left\{\psi : \int_0^T \int_0^1 |\psi(s, y)|^2 dy ds < \infty \quad \mathbb{P} \text{ a.s.}\right\},$$

$$\mathcal{A}_2^N := \left\{\psi \in \mathcal{A}_2 : \int_0^T \int_0^1 |\psi(s, y)|^2 dy ds \leq N \quad \mathbb{P} \text{ a.s.}\right\},$$

where $S^N$ is a compact metric space, endowed with the weak topology on $L^2([0, T] \times [0, 1]; \mathbb{R})$. $\mathcal{A}_2^N$ is an admissible control set. Let $\mathcal{X}$ and $\mathcal{X}_0$ be Polish spaces. Assume that initial data takes value in a compact subspace of $\mathcal{X}_0$ and the solution in space $\mathcal{X}$. For each $\epsilon > 0$, let $\mathcal{G}^\epsilon : \mathcal{X}_0 \times C([0, T] \times [0, 1]) \to \mathcal{X}$ be a family of measurable maps. Define $Z^{\epsilon, \eta} = \mathcal{G}^\epsilon(\eta, \sqrt{\epsilon} \frac{\partial W}{\partial x})$. We state below a sufficient condition for the uniform Laplace principle for the family $Z^{\epsilon, \eta}$.

**Condition.** There exists a measurable map $\mathcal{G}^0 : \mathcal{X}_0 \times C([0, T] \times [0, 1]) \to \mathcal{X}$ such that the following conditions hold

(a) For $M \in \mathbb{N}$, let $\psi^n, \psi, \in S^M$, and $(\eta^n, \psi^n) \to (\eta, \psi)$ in distribution as $n \to \infty$. Then

$$\mathcal{G}^0(\eta^n, \int_0^t \int_0^x \psi^n(s, y) dy ds) \to \mathcal{G}^0(\eta, \int_0^t \int_0^x \psi(s, y) dy ds),$$

in distribution as $n \to \infty$.

(b) For $M \in \mathbb{N}$, let $\psi^\epsilon, \psi \in \mathcal{A}_2^N$ be such that $\psi^\epsilon \to \psi$ in distribution, and $\eta^\epsilon \to \eta$, as $\epsilon \to 0$. Then

$$\mathcal{G}^\epsilon(\eta^\epsilon, \sqrt{\epsilon} \frac{\partial W}{\partial x} + \int_0^t \int_0^x \psi^\epsilon(s, y) dy ds) \to \mathcal{G}^0(\eta, \int_0^t \int_0^x \psi(s, y) dy ds),$$

in distribution as $\epsilon \to 0$. 
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For $\phi \in \mathcal{X}$ and $\eta \in \mathcal{X}_0$, define $S_\phi := \left\{ \psi \in L^2([0,T] \times [0,1]; \mathbb{R}) : \phi = G^0(\eta, \int_0^1 \int_0^x \psi(s,y)dyds) \right\}$. Let $I_\eta : \mathcal{X} \to [0,\infty]$ be defined by

$$I_\eta(\phi) = \begin{cases} \inf_{\phi \in S_\phi} \left\{ \frac{1}{2} \int_0^T \int_0^1 |\psi(s,y)|^2dyds \right\} & \text{if } \phi \in \mathcal{X}, \\ +\infty & \text{if } S_\phi = \emptyset. \end{cases}$$

(4.1)

The following criteria was established in [1, Theorem 7].

**Lemma 4.1.** Let $G^0 : \mathcal{X}_0 \times C([0,T] \times [0,1]) \to \mathcal{X}$ be a measurable maps, and assume that the above conditions hold. Then the family $\{Z^{\epsilon,\eta}\}$ satisfies the uniform Laplace principle on $\mathcal{X}$ with rate function (4.1), uniformly $\eta$ on compact subsets of $\mathcal{X}_0$.

If we can verify condition (a) and (b), then a family of solution $\{Z^{\epsilon,\eta}\}$ satisfies the uniform Laplace principle, then we obtain the large deviation principle for $\{Z^{\epsilon,\eta}\}$ by [1]. Hence our next aim to verify condition (a) and (b). Before that, we introduce some results for the controlled and skeleton equations.

## 5 Controlled and skeleton equations

In this section, we mainly introduce some results on the controlled and skeleton equations. Let $\mathcal{X} = C([0,T],L^p([0,1]))$ and $\mathcal{X}_0 = L^p([0,1])$. And the solution map of (1.1) $u^\epsilon = G^\epsilon(\eta, \sqrt{\epsilon} \frac{\partial W}{\partial s})$. Denote $v^{\epsilon,\psi}_{\eta}(t,x) := G^\epsilon(\eta, \int_0^t \int_0^x \psi(s,y)dyds + \sqrt{\epsilon} \frac{\partial W}{\partial s})$, and it represents the solution of the controlled equation and it has the mild solution as follow

$$v^{\epsilon,\psi}_{\eta}(t,x) = \int_0^t \int_0^1 G_{t-s}(x,y)\psi(s,y,v^{\epsilon,\psi}_{\eta}(s,y))dyds$$

$$+ \int_0^t \int_0^1 G_{t-s}(x,y)f(s,y,v^{\epsilon,\psi}_{\eta}(s,y))dyds$$

$$+ \int_0^t \int_0^1 G_{t-s}(x,y)\sigma(s,y,v^{\epsilon,\psi}_{\eta}(s,y)) \int_0^y \psi(s,y')dy'dyds$$

$$+ \sqrt{\epsilon} \int_0^t \int_0^1 G_{t-s}(x,y)\sigma(s,y,v^{\epsilon,\psi}_{\eta}(s,y))W(dy,ds).$$

(5.1)

In particular, for $\epsilon = 0$, we obtain the skeleton equation or limiting equation, denote $v^{0,\psi}_{\eta} := G^0(\eta, \int_0^t \int_0^x \psi(s,y)dyds)$, with the following mild formulation

$$v^{0,\psi}_{\eta}(t,x) = \int_0^t \int_0^1 G_{t-s}(x,y)\psi(s,y,v^{0,\psi}_{\eta}(s,y))dyds$$

$$+ \int_0^t \int_0^1 G_{t-s}(x,y)f(s,y,v^{0,\psi}_{\eta}(s,y))dyds$$

$$+ \int_0^t \int_0^1 G_{t-s}(x,y)\sigma(s,y,v^{0,\psi}_{\eta}(s,y)) \int_0^y \psi(s,y')dy'dyds.$$ 

(5.2)

In addition, we need to specify the rate function. Let $\phi(t,x) \in C([0,T]; L^p([0,1]))$. We define the following rate function

$$I_\eta(\phi) := \frac{1}{2} \inf_{\psi} \int_0^T \int_0^1 |\psi(s,y)|^2dyds,$$ 

(5.3)
where $\psi \in L^2([0, T] \times [0, 1]; \mathbb{R})$ such that $\phi$ satisfies the following relation
\[
\phi(t, x) = \int_0^1 G_t(x, y)\eta(y)dy - \int_t^T \int_0^1 \partial_y G_{t-s}(x, y)g(s, y, \phi(s, y))dyds \\
+ \int_t^T \int_0^1 G_{t-s}(x, y)f(s, y, \phi(s, y)))dyds \\
+ \int_t^T \int_0^1 G_{t-s}(x, y)\sigma(s, y, \phi(s, y)) \int_0^y \psi(s, y')dy' dyds.
\] (5.4)

The following theorems states the existence and uniqueness of the controlled and skeleton equations.

**Theorem 5.1.** Let $\eta, f, g, \sigma$ satisfy condition (H1)-(H6) and $\psi \in A^N_2$, then the skeleton equation (5.1) has a unique solution on $C([0, T]; L^p([0, 1]))$ for $p > 6$ and $\epsilon > 0$.

**Proof.** Similar to [1] and [4], we mainly use Girsanov’s theorem to prove the well-posedness of controlled equation. For any fixed $\psi \in A^N_2$, define
\[
\frac{d\hat{\mathbb{P}}_{\psi, \epsilon}}{d\mathbb{P}} := e^{-\frac{1}{\epsilon} \int_0^T \int_0^1 \psi(s, y) \hat{\mathbb{W}}(ds, dy)} \\
\frac{d\mathbb{W}(s,y)}{d\mathbb{P}} := \hat{\mathbb{W}}(ds, dy).
\]

where $\frac{d\mathbb{W}(s,y)}{d\mathbb{P}}$ is a Brownian sheet and the integral $\int_0^T \int_0^1 \psi(s, y) \frac{d\mathbb{W}(ds, dy)}{d\mathbb{P}}$ should be understood in the sense of Walsh [12], the stochastic process
\[
\hat{W}(t, x) := \sqrt{\epsilon} \frac{\partial \mathbb{W}(t, x)}{\partial x} + \int_0^t \int_0^1 \psi(s, x)ds dxds, \quad (t, x) \in [0, T] \times [0, 1]
\]
is a Brownian sheet. Indeed, since
\[
e^{-\frac{1}{\epsilon} \int_0^T \int_0^1 \psi(s, y) \hat{\mathbb{W}}(ds, dy)} \\
\frac{d\mathbb{W}(s,y)}{d\mathbb{P}} := \hat{\mathbb{W}}(ds, dy)
\]
is a exponential martingale and $\hat{\mathbb{P}}_{\psi, \epsilon}$ is a probability measure on $(\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})$ and $\hat{\mathbb{P}}_{\psi, \epsilon}$ is equivalent to $\mathbb{P}$. Thus Girsanov’s theorem shows that $\hat{W}(t, x)$ is a real-valued Wiener process with respect $\hat{\mathbb{P}}_{\psi, \epsilon}$, by the equivalence of the measure, we know that $\hat{W}(t, x)$ is a Brownian sheet. On the probability space $(\Omega, \mathcal{F}, \mathcal{F}_t, \hat{\mathbb{P}}_{\psi, \epsilon})$, Theorem 3.2 can be applied here, we obtain the existence and uniqueness of the controlled equation for probability measure $\hat{\mathbb{P}}_{\psi, \epsilon}$, since $\hat{\mathbb{P}}_{\psi, \epsilon}$ is equivalent to $\mathbb{P}$, then we get the well-posedness of the skeleton equation with respect to $\mathbb{P}$. 

**Theorem 5.2.** Let $\eta, f, g, \sigma$ satisfy condition (H1)-(H6) and $\psi \in L^2([0, T] \times [0, 1]; \mathbb{R})$, equation (5.2) has a unique solution on $C([0, T]; L^p([0, 1]))$ for $p > 6$.

**Proof.** Due to $\phi(t, x) \in L^2([0, T] \times [0, 1])$, then we get the well-posedness of the skeleton equation by the Theorem 4.2 [11].

### 6 The proof of the Large deviation principle

In this Section, we state the main result of this paper. Based on the results of the previous section, we give our the main result as follow.
Theorem 6.1. Under condition (H1)-(H6) and \( \rho > 6 \), the solution processes \( \{u^\epsilon(t, x) : t \in [0, T], x \in [0, 1]\} \) satisfy the uniform Laplace principle on \( C([0, T]; L^\rho([0, 1])) \) with rate function \( I_\eta \) given by (5.3).

According to the Lemma 4.1, we need to the condition (a) and (b). Compared with condition (a), the verification of condition (b) is relatively complicated. We mainly give the verification of condition (b).

**Proof.** The first thing we want to obtain is that the convergence of the controlled process, namely, let \( M < \infty \), suppose that \( \eta^* \rightarrow \eta \) and \( \psi^* \rightarrow \psi \) in distribution as \( \epsilon \rightarrow 0 \), where \( \psi^*, \psi \in A_2^M \). Is this \( v^\epsilon_{\eta^*, \psi^*} \rightarrow v^0_{\eta, \psi} \) in distribution? In order to answer the question, we adopt the compactness arguments.

Let

\[
v^\epsilon_{\eta, \psi}(t, x) = \int_0^1 G_t(x, y)\eta(y)dy - \int_0^t \int_0^1 \partial_y G_{t-s}(x, y)g(s, y, v^\epsilon_{\eta^*, \psi^*}(s, y))dyds \\
+ \int_0^t \int_0^1 G_{t-s}(x, y)f(s, y, v^\epsilon_{\eta^*, \psi^*}(s, y))dyds \\
+ \int_0^t \int_0^1 G_{t-s}(x, y)\sigma(s, y, v^\epsilon_{\eta^*, \psi^*}(s, y))\int_0^y \psi^*(s, y')dy'ds \\
+ \sqrt{\epsilon} \int_0^t \int_0^1 G_{t-s}(x, y)\sigma(s, y, v^\epsilon_{\eta^*, \psi^*}(s, y))W(dy, ds)
\]

(6.1)

For \( J_1^* \), it is clear that \( \|J_1^*\|_\rho \leq C\|\eta^*\|_\rho \). Then Markov’s inequality shows that \( P(\|J_1^*\|_\rho > R) \leq \frac{2\|J_1^*\|_\rho}{R} \leq C\|\eta^*\|_\rho \) for any \( R > 0 \), this inequality implies \( J_1^* \) is tight in \( C([0, T]; L^\rho([0, 1])) \). For simplicity, we first deal with \( J_1^* \). By Minkowskii’s inequality, Young’s inequality and assumption (H5), one obtains

\[
\left\| \int_0^t \int_0^1 G_{t-s}(\cdot, y)f(s, y, v^\epsilon_{\eta, \psi}(s, y))dyds \right\|_\rho \leq \int_0^t \|G_{t-s}(\cdot)\|_\rho \|f(s, \cdot, v^\epsilon_{\eta, \psi}(s, \cdot))\|_1 ds \\
\leq C \int_0^t (t-s)^{-\frac{1}{2}+\frac{\rho}{2}} ds \sup_{s \in [0, T]} \|f(s, \cdot, v^\epsilon_{\eta, \psi}(s, \cdot))\|_1 \\
\leq CT^{-\frac{1}{2}+\frac{\rho}{2}} (K + K \sup_{s \in [0, T]} \|v^\epsilon_{\eta^*, \psi^*}(s, \cdot)\|_\rho).
\]

(6.2)

In terms of Lemma 3.3, let \( \zeta^* = K + K \sup_{s \in [0, T]} \|v^\epsilon_{\eta^*, \psi^*}(s, \cdot)\|_\rho \), then we need only to illustrate the boundedness of the \( \zeta^* \) in probability. Similar to the proof of the Lemma 3.2 and Theorem 3.2, consider the approximate process \( v^\epsilon_{\eta^*, \psi^*}(t, x) \), we have \( \sup_{t \in [0, T]} \|v^\epsilon_{\eta^*, \psi^*}(t, \cdot)\|_\rho \) is bounded in probability and \( v^\epsilon_{\eta^*, \psi^*}(t, x) \) converge to \( v^\epsilon_{\eta^*, \psi^*}(t, x) \) on \( C([0, T]; L^\rho([0, 1])) \) in probability. Then
we have

\[
\limsup_{C \to \infty} \mathbb{P}(\zeta^C \geq C) \leq \limsup_{C \to \infty} \mathbb{P}(K \geq \frac{C}{2}) + \limsup_{C \to \infty} \mathbb{P}(K \sup_{s \in [0, T]} \|v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot)\|_\rho \geq \frac{C}{2})
\]

\[
= \limsup_{C \to \infty} \mathbb{P}(K \sup_{s \in [0, T]} \|v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot)\|_\rho \geq \frac{C}{2})
\]

\[
\leq \limsup_{C \to \infty} \mathbb{P}(K \sup_{s \in [0, T]} (\|v^{\epsilon, \psi^\prime}_{\eta^C, n}(s, \cdot)\|_\rho + \|v^{\epsilon, \psi^\prime}_{\eta^C, n}(s, \cdot) - v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot)\|_\rho) \geq \frac{C}{4})
\]

\[
\leq \limsup_{C \to \infty} \mathbb{P}(\|v^{\epsilon, \psi^\prime}_{\eta^C, n}(s, \cdot) - v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot)\|_\rho) \geq \frac{C}{4}) = 0.
\]

(6.3)

Hence, \(J^3\) is tight. Similar to \(J^3\), By assumption \((H4)\), Minkowski’s inequality and Young’s inequality with exponent \(\frac{\rho}{\rho-1}\) and \(\frac{2}{\rho}\), we have

\[
\|J^2\|_\rho \leq C \int_0^t \|\partial_y G_{t-s}(\cdot)\|_\infty \|\tilde{g}(s, \cdot, v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot))\|_2 ds
\]

\[
\leq CT \frac{1}{\rho-1} \sup_{s \in [0, T]} \|\tilde{g}(s, \cdot, v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot))\|_2
\]

\[
\leq CT \frac{1}{\rho-1}(K + K \sup_{t \in [0, T]} \|v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot)\|_\rho + K \sup_{t \in [0, T]} \|v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot)\|_\rho^2).
\]

Let \(\zeta^C = K + \sup_{t \in [0, T]} \|v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot)\|_\rho + \sup_{t \in [0, T]} \|v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot)\|_\rho^2\). For \(J^3\), we obtain

\[
\limsup_{C \to \infty} \mathbb{P}(\zeta^C) = \limsup_{C \to \infty} \mathbb{P}\left(K + K \sup_{t \in [0, T]} \|v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot)\|_\rho + K \sup_{t \in [0, T]} \|v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot)\|_\rho^2 \geq C\right) = 0.
\]

(6.5)

Therefore, \(J^2\) is also tight. For the tightness of the \(J^4\), in view of the Cauchy-Schwarz inequality, Minkowski’s inequality and Young’s inequality, we have

\[
\|J^4\|_\rho \leq \left(\int_0^t \left(\int_0^1 \left(\int_0^1 \psi(s, y) dy\right)^2 dy ds\right)^{\frac{1}{2}} \right) \left(\int_0^t \left(\int_0^1 G^2_{t-s}(\cdot, \cdot)\|\sigma^2(s, y, v^{\epsilon, \psi^\prime}_{\eta^C}(s, y))dy ds\right)^{\frac{1}{2}} \right)
\]

\[
\leq C \left(\int_0^t \left(\int_0^1 \psi^\prime(y, s) dy ds\right)^{\frac{1}{2}} \left(\int_0^t \left(\int_0^1 G^2_{t-s}(\cdot)\|\sigma^2(s, \cdot, v^{\epsilon, \psi^\prime}_{\eta^C}(s, \cdot))dy ds\right)^{\frac{1}{2}} \right)
\]

\[
\leq CT \frac{1}{\rho-1}(K + K \sup_{t \in [0, T]} \|v^{\epsilon, \psi^\prime}_{\eta^C}(t, \cdot)\|_\rho).
\]

(6.6)

Similar to the terms \(J^2\) and \(J^3\), \(J^4\) is also tight. Finally, we illustrate the tightness of the stochastic convolution \(J^5\), similar to Lemma 3.4, we can prove that \(J^5\) is tight in \(C([0, T] \times [0, 1])\).

Hence, it is tightness in \(C([0, T]; L^p([0, 1]))\). Then \(v^{\epsilon, \psi^\prime}_{\eta^C}\) is also tightness in \(C([0, T]; L^p([0, 1]))\).

According to Prokhorov’s theorem, we can extract a subsequence of the controlled process \(\{v^{\epsilon, \psi^\prime}_{\eta^C}\}\) converge to \(v^{0, \psi}_{\eta^C}\) in distribution in \(C([0, T]; L^p([0, 1]))\), let us write it down as \(\{v^{\epsilon, \psi^\prime}_{\eta^C}\}\).
Hence we need to check that \( v_\theta^0, \psi \) satisfies (5.4), that is to say

\[
J_1' \to \int_0^1 G_t(x,y)\eta(y)dy \\
J_2' \to - \int_0^1 \int_0^1 \partial_y G_{t-s}(x,y)g(s,y,v_\theta^0,\psi(s,y))dyds \\
J_3' \to \int_0^1 \int_0^1 G_{t-s}(x,y)f(s,y,v_\theta^0,\psi(s,y))dyds \\
J_4' \to \int_0^1 \int_0^1 G_{t-s}(x,y)\sigma(s,y,v_\theta^0,\psi(s,y))\int_0^y \psi(s,y')dy'dyds \\
J_5' \to 0
\]

in distribution in \( C([0,T];L^p([0,1])) \). The convergence of \( J_1' \) is trivial. The Skorokhod representation theorem [13, Theorem 3.2.2] ensures that we can assume that almost convergence on a common probability space. Indeed, since 
\( v_\theta^0, \psi \) is tight, then random elements \( (v_\theta^0, \psi, \frac{\partial W}{\partial x}, \psi^\epsilon) \) is also tight. Appyling the Skorokhod representation theorem, we can find a common probability space \( (\Omega', \mathcal{F}', \mathbb{P}') \) and a sequences of random elements \( \left( \mu_\theta^{\epsilon, \psi^\epsilon}, \frac{\partial W}{\partial x}, \psi^\epsilon \right) \) such that

\[
\left( \mu_\theta^{\epsilon, \psi^\epsilon}, \frac{\partial W}{\partial x}, \psi^\epsilon \right) = \left( v_\theta^0, \psi, \frac{\partial W}{\partial x}, \psi^\epsilon \right)
\]

in distribution and \( \mathbb{P}' \)-almost surely, \( \left( \mu_\theta^{\epsilon, \psi^\epsilon}, \frac{\partial W}{\partial x}, \psi^\epsilon \right) \) converges to a random element \( \left( \mu_\theta^{\psi}, \frac{\partial W}{\partial x}, \psi \right) \) in the space

\[
C([0,T];L^p([0,1])) \times C([0,T] \times [0,1]; \mathbb{R}) \times \mathcal{S}^N.
\]

In addition, \( \mu_\theta^{\epsilon, \psi^\epsilon} \) satisfies the following equations

\[
\mu_\theta^{\epsilon, \psi^\epsilon}(t,x) = \int_0^1 G_t(x,y)\eta'(y)dy - \int_0^1 \int_0^1 \partial_y G_{t-s}(x,y)g(s,y,\mu_\theta^{\epsilon, \psi^\epsilon}(s,y))dyds \\
+ \int_0^1 \int_0^1 G_{t-s}(x,y)f(s,y,\mu_\theta^{\epsilon, \psi^\epsilon}(s,y))dyds \\
+ \int_0^1 \int_0^1 G_{t-s}(x,y)\sigma(s,y,\mu_\theta^{\epsilon, \psi^\epsilon}(s,y))\int_0^y \psi^\epsilon(s,y')dy'dyds \\
+ \sqrt{\epsilon} \int_0^1 \int_0^1 G_{t-s}(x,y)\sigma(s,y,\mu_\theta^{\epsilon, \psi^\epsilon}(s,y))\tilde{W}^\epsilon(dy,ds),
\]

and we can apply \( \mu_\theta^{\epsilon, \psi^\epsilon} \to \mu_\theta^{\psi} \) and \( \tilde{\psi}^\epsilon \to \tilde{\psi} \)-a.s. to prove that \( \mu_\theta^{\psi} \) satisfies the following equation

\[
\mu_\theta^{0, \tilde{\psi}}(t,x) = \int_0^1 G_t(x,y)\eta(y)dy - \int_0^1 \int_0^1 \partial_y G_{t-s}(x,y)g(s,y,\mu_\theta^{0, \tilde{\psi}}(s,y))dyds \\
+ \int_0^1 \int_0^1 G_{t-s}(x,y)f(s,y,\mu_\theta^{0, \tilde{\psi}}(s,y))dyds \\
+ \int_0^1 \int_0^1 G_{t-s}(x,y)\sigma(s,y,\mu_\theta^{0, \tilde{\psi}}(s,y))\int_0^y \tilde{\psi}(s,y')dy'dyds.
\]

Due to \( \psi^\epsilon \to \tilde{\psi} \) and \( \psi^\epsilon \) the same distribution as \( \psi^\epsilon \), then \( \tilde{\psi} \) has the same distribution as \( \psi \). It follows from the uniqueness of the solution of equation (6.8) that \( \mu_\theta^{0, \tilde{\psi}} \) has the same distribution
as \( v_0^{t,\psi} = \mathcal{G}^0 \left( \eta, \int_0^t \int \psi(s, x) dx ds \right) \), then \( v_0^{t,\psi} \) converge to \( v_0^{t,\psi} = \mathcal{G}^0 \left( \eta, \int_0^t \int \psi(s, y) dy ds \right) \) in distribution. For simplicity, we further assume that \( v_0^{t,\psi} \to v_0^{t,\psi} \) and \( \psi \to \psi, P' - a.s. \), we need to check \( \mu_0^{t,\psi} = \mathcal{G}^0 \left( \eta, \int_0^t \int \psi(s, y) dy ds \right) \) as \( \mu_0^{t,\psi} = \mathcal{G}^0 \left( \eta, \int_0^t \int \psi(s, y) dy ds \right) \). By Young’s inequality with exponent \( \frac{2}{2} \) and \( 1 - \frac{2}{p} \), Cauchy-Schwartz’s inequality and assumption (H3), we have

\[
\begin{align*}
\| J_2^t + \int_0^t \int_0^1 \partial_y G_{t-s}(x, y) g(s, y, v_0^{t,\psi}(s, y)) dy ds \|_{\rho} \\
= \left\| \int_0^t \int_0^1 \partial_y G_{t-s}(\cdot, y) \left( g(s, y, v_0^{t,\psi}) - g(s, \cdot, v_0^{t,\psi}) \right) dy ds \right\|_{\rho} \\
\leq C \int_0^t (t - s)^{-1 + \frac{3}{2p}} ds \left\| \left( 1 + |v_0^{t,\psi}(s, \cdot)| \right) (|v_0^{t,\psi}(s, \cdot) - v_0^{t,\psi}(s, \cdot)|) \right\|_{\frac{p}{2}} \\
\leq C \int_0^t (t - s)^{-1 + \frac{3}{2p}} ds (1 + \sup_{t \in [0, T]} \| v_0^{t,\psi}(t, \cdot) \|_{\rho} + \sup_{t \in [0, T]} \| v_0^{t,\psi}(t, \cdot) \|_{\rho}) \| v_0^{t,\psi}(s, \cdot) - v_0^{t,\psi}(s, \cdot) \|_{\rho} \\
\leq C \int_0^t (t - s)^{-1 + \frac{3}{2p}} ds (1 + \sup_{t \in [0, T]} \| v_0^{t,\psi}(t, \cdot) \|_{\rho} + \| v_0^{t,\psi}(t, \cdot) \|_{\rho}) \sup_{t \in [0, T]} \| v_0^{t,\psi}(t, \cdot) - v_0^{t,\psi}(t, \cdot) \|_{\rho}.
\end{align*}
\]

Since \( v_0^{t,\psi} \to v_0^{t,\psi} \) almost surely as \( \epsilon \to 0 \), then the above inequality converge to zero almost surely. Hence, we have

\[ J_2^t \to -\int_0^t \int_0^1 \partial_y G_{t-s}(x, y) g(s, y, v_0^{0,\psi}(s, y)) dy ds. \]  
\[(6.9)\]

For \( J_3^t \), we can obtain the convergence of \( J_3^t \) in similar way. By the assumption (H3), Young’s inequality and Cauchy-Schwartz’s inequality

\[
\begin{align*}
\| J_3^t - \int_0^t \int_0^1 G_{t-s}(x, y) f(s, y, v_0^{t,\psi}) dy ds \|_{\rho} = \| \int_0^t \int_0^1 G_{t-s}(\cdot, y) (f(s, y, v_0^{t,\psi}) - f(s, y, v_0^{t,\psi})) dy ds \|_{\rho} \\
\leq C \int_0^t (t - s)^{-1 + \frac{3}{2p}} ds (1 + \sup_{t \in [0, T]} \| v_0^{t,\psi}(t, \cdot) \|_{\rho} + \sup_{t \in [0, T]} \| v_0^{t,\psi}(t, \cdot) \|_{\rho}) \| v_0^{t,\psi}(t, \cdot) - v_0^{t,\psi}(t, \cdot) \|_{\rho}.
\end{align*}
\]

Hence, we have

\[ J_3^t \to \int_0^t \int_0^1 G_{t-s}(x, y) f(s, y, v_0^{0,\psi}(s, y)) dy ds. \]  
\[(6.11)\]

As for the convergence of \( J_4^t \), by triangle inequality, we obtain

\[
\begin{align*}
\| J_4^t - \int_0^t \int_0^1 G_{t-s}(x, y) \sigma(s, y, v_0^{t,\psi}(y)) \int_0^y \psi(s, y') dy' dy ds \|_{\rho} \\
\leq \| \int_0^t \int_0^1 G_{t-s}(\cdot, y) \| \sigma(s, y, v_0^{t,\psi}(y)) - \sigma(s, y, v_0^{t,\psi}(y)) \| dy' dy ds \|_{\rho} \\
+ \| \int_0^t \int_0^1 G_{t-s}(\cdot, y) \| \sigma(s, y, v_0^{t,\psi}) \| \int_0^y \psi(s, y') - \psi(s, y) dy' dy ds \|_{\rho} \\
:= J_4^{t,1} + J_4^{t,2}.
\end{align*}
\]

For \( J_4^{t,1} \), in view of Cauchy-Schwartz’s inequality, Minkowski’s inequality, Young’s inequality
Finally, we need to check the condition (a), it suffices to combine with the well-posedness of the skeleton equation and the result of convergence of $v^\epsilon_{\eta'}$ to check it. So, the proof of Theorem 6.1 is completed.
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