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Abstract

The problem of global-in-time regularity for the 3D Navier-Stokes equations, i.e., the question of whether a smooth flow can exhibit spontaneous formation of singularities, is a fundamental open problem in mathematical physics. Due to the super-criticality of the equations, the problem has been super-critical in the sense that there has been a fixed ‘scaling gap’ between any regularity criterion and the corresponding \textit{a priori} bound (regardless of the functional setup utilized). The purpose of this work is to present a mathematical framework—based on a suitably defined ‘scale of sparseness’ of the super-level sets of the positive and negative parts of the components of the higher-order spatial derivatives of the velocity field—in which the scaling gap between the regularity class and the corresponding \textit{a priori} bound (in the vicinity of a possible singular time) vanishes as the order of the derivative goes to infinity.

1 Prologue

3D Navier-Stokes equations (NSE) – describing a flow of 3D incompressible, viscous, Newtonian fluid – read

\[ u_t + (u \cdot \nabla)u = -\nabla p + \Delta u, \]

supplemented with the incompressibility condition \( \text{div} \, u = 0 \), where \( u \) is the velocity of the fluid and \( p \) is the pressure (here, the viscosity is set to 1 and the external force to zero). Taking the curl yields the vorticity formulation,

\[ \omega_t + (u \cdot \nabla)\omega = (\omega \cdot \nabla)u + \Delta \omega \]

where \( \omega = \text{curl} \, u \) is the vorticity of the fluid. The LHS is the transport of the vorticity by the velocity, the first term on the RHS is the vortex-stretching term, and the second one the diffusion.

There is a unique scaling that leaves the NSE invariant. Let \( \lambda > 0 \) be a scaling parameter; it is transparent that if \( u = u(x, t) \) and \( p = p(x, t) \) solve the NSE, then

\[ u_\lambda(x, t) = \lambda u(\lambda x, \lambda^2 t) \quad \text{and} \quad p_\lambda(x, t) = \lambda^2 p(\lambda x, \lambda^2 t) \]

solve the NSE as well (corresponding to the rescaled initial condition, and over the rescaled time interval).
3D NS regularity problem has been super-critical in the sense that there has been a ‘scaling gap’ between any known regularity criterion and the corresponding \( a \text{ priori} \) bound. An illustrative example is the classical Ladyzhenskaya-Prodi-Serrin regularity criterion, \( u \in L^p(0,T;L^q) \),

\[
\frac{3}{q} + \frac{2}{p} = 1
\]

vs. the corresponding \( a \text{ priori} \) bound \( u \in L^p(0,T;L^q) \),

\[
\frac{3}{q} + \frac{2}{p} = \frac{3}{2}
\]

(for a suitable range of the parameters). As a matter of fact, all the known regularity criteria are (at best) scaling-invariant, while all the \( a \text{ priori} \) bounds had been on the scaling level of the energy bound, \( u \in L^\infty(0,T;L^2) \), regardless of the functional framework utilized.

Spatial intermittency of the regions of intense fluid activity has been well-documented in the computational simulations of the 3D NSE. This phenomenon inspired a mathematical study of turbulent dissipation in the 3D NS flows based on the concept of sparseness at scale whose local-1D version was introduced in Grujić [7] – some key notions are recalled below. Let \( S \) be an open subset of \( \mathbb{R}^d \) and \( \mu \) the \( d \)-dimensional Lebesgue measure.

**Definition 1.1.** For a spatial point \( x_0 \) and \( \delta \in (0,1) \), an open set \( S \) is 1D \( \delta \)-sparse around \( x_0 \) at scale \( r \) if there exists a unit vector \( \nu \) such that

\[
\frac{\mu(S \cap (x_0 - r\nu, x_0 + r\nu))}{2r} \leq \delta.
\]

The volumetric version is the following.

**Definition 1.2.** For a spatial point \( x_0 \) and \( \delta \in (0,1) \), an open set \( S \) is \( d \)-dimensional \( \delta \)-sparse around \( x_0 \) at scale \( r \) if

\[
\frac{\mu(S \cap B_r(x_0))}{\mu(B_r(x_0))} \leq \delta.
\]

\( S \) is said to be \( r \)-semi-mixed with ratio \( \delta \) if the above inequality holds for every \( x_0 \in \mathbb{R}^d \). (It is straightforward to check that for any \( S \), \( d \)-dimensional \( \delta \)-sparseness at scale \( r \) implies 1D \( (\delta)^{\frac{1}{d}} \)-sparseness at scale \( r \) around any spatial point \( x_0 \); however the converse is false, i.e. local-1D sparseness is in general a weaker condition.)

The main idea in this approach is simple. Local-in-time analytic smoothing (in the spatial variables), measured in \( L^\infty \), represents a very strong manifestation of the diffusion in the 3D NS system. This provides a suitable environment for the application of the harmonic measure majorization principle – shortly, if the regions of the intense fluid activity are ‘sparse enough’, the associated harmonic measure will be ‘small enough’ to prevent any further growth of the \( L^\infty \)-norm and – in turn – any singularity formation. Essentially, it suffices that the scale of sparseness of the super-level sets of the field of interest, cut at a fraction of the \( L^\infty \)-norm, be dominated by a fraction of the scale of the analyticity radius.

In what follows, let us denote the positive and the negative parts of the vectorial components of \( f \) by \( f^+_i \), and compute the norm of a vector \( v = (a_1, a_2, a_3, \ldots, a_d) \) as \( |v| = \max_{1 \leq i \leq d} \{|a_i|\} \).
Definition 1.3 (Farhat et al. [4] and Bradshaw et al. [2]). For a positive exponent $\alpha$, and a selection of parameters $\lambda$ in $(0, 1)$, $\delta$ in $(0, 1)$ and $c_0 > 0$, the class of functions $Z_\alpha(\lambda, \delta; c_0)$ consists of bounded, continuous functions $f : \mathbb{R}^d \to \mathbb{R}^d$ subjected to the following uniformly local condition. For $x_0$ in $\mathbb{R}^d$, select the/a component $f_i^\pm$ such that $f_i^\pm(x_0) = |f(x_0)|$, and require that the set

$$S_i^\pm(x_0) := \left\{ x \in \mathbb{R}^d : f_i^\pm(x) > \lambda \|f\|_\infty \right\}$$

be $d$-dimensional $\delta$-sparse around $x_0$ at scale $c \frac{1}{\|f\|_\infty}$, for some $c$ comparable to $c_0$. Enforce this for all $x_0$ in $\mathbb{R}^d$. Here, $\alpha$ is the scaling parameter, $c_0$ is the size-parameter, and $\lambda$ and $\delta$ are the (interdependent) ‘tuning parameters’.

Remark 1.4. On one hand, it is plain that $f \in L^p_w$ implies $f \in Z^p_\frac{1}{2}$ (here $L^p_w$ denotes the weak Lebesgue space). On the other hand, in the geometrically worst case scenario for sparseness, the super-level set being a single ball, being in $Z^p_\frac{1}{2}$ is consistent with being in $L^p_w$ (of course, in general, $f \in Z^p_\frac{1}{2}$ gives no information on the decay of the distribution function of $f$).

Applying this methodology to the vorticity field $\omega$ led to the reduction of the scaling gap within the framework (Bradshaw et al. [2]) – the following table summarizes the results (whose precise statements will be recalled in Section 3, and in particular in Theorem 3.4). Let us clarify that the membership in $Z^{1}_\frac{1}{3}$ and the membership in $Z^{\frac{1}{2}}_5$ are both rooted in the energy-level $L^p$-bounds, $\omega \in L^{\infty}(0, T; L^1)$ and $u \in L^{\infty}(0, T; L^2)$, respectively. However, being in $Z^{1}_\frac{1}{3}$ corresponds to the geometrically worst case scenario (for sparseness) bringing no scaling gain, while being in $Z^{\frac{1}{2}}_5$ follows from Lemma 3.6 bringing the scaling gain (within the framework).

| Regularity class | A priori bound | Energy-level |
|------------------|----------------|--------------|
| $u \in L^{\infty}(0, T; L^3)$ | $u \in L^{\infty}(0, T; L^2)$ | $u \in L^{\infty}(0, T; L^2)$ |
| $\omega \in L^{\infty}(0, T; L^{\frac{1}{2}})$ | $\omega \in L^{\infty}(0, T; L^1)$ | $\omega \in L^{\infty}(0, T; L^1)$ |
| $\omega(\tau) \in Z^{1}_\frac{1}{3}$ for a suitable $\tau < \tilde{T}$, small size-parameter | $\omega(\tau) \in Z^{\frac{1}{2}}_5$ on $(0, T)$, whenever $\|\omega(\tau)\|_\infty$ is sufficiently large, the size-parameter uniform in time | $\omega(\tau) \in Z^{1}_\frac{1}{3}$ on $(0, T)$, the size-parameter uniform in time |

To illustrate the above comparison in a bit more tangible way, consider an isolated singularity of a Leray solution at $(x_0, T)$, and assume a simple buildup (the super-level sets being approximately balls) of the vorticity singular profile compatible with $\frac{1}{|x-x_0|^{\frac{\alpha}{2}}}$ Then, the standard $L^p$-theory confines the possible values of $\delta$ to the interval $[2, 3)$, while the $Z_\alpha$-theory confines them to the interval $[2, \frac{\alpha}{2})$, eliminating the $[\frac{\alpha}{2}, 3)$-range.
At this point, a natural question arose of whether a further reduction of the scaling gap within the $Z_\alpha$ framework might be possible or whether there might be an obstruction in the way. Before presenting the main result, let us briefly mention two instances of criticality and (a slight) sub-criticality of the NS regularity problem within the framework based on the vorticity as the underlying field of interest.

The first concerns a simple geometric scenario in which one arrives at criticality. Namely, suppose that the structure of the vorticity super-level sets is dominated by an ensemble of $O(1)$-long vortex filaments (formation and persistence of $O(1)$-long filaments has been observed in computational simulations of turbulent flows). Then the a priori bound $\omega \in L^\infty(0, T; L^1)$ and Chebyshev’s inequality imply that the solution in view is in $Z_1^{1/2}$ (in this case, the transversal scale of the filament is comparable to the scale of sparseness) (cf. Grujić [8]).

The second concerns a ‘non-filamentary’ scenario – more precisely – a flow initiated at the Kida vortex constrained with the maximal number of symmetries on the periodic cube. A careful computational study of the scale of sparseness in this case was performed in Rafner et al. [14] revealing that – within a time interval leading to the peak of the vorticity magnitude – the solution stabilized in $Z_1^{1/2+\epsilon}$, explaining the eventual slump as a consequence of turbulent dissipation and revealing a slight sub-criticality of the Kida flow within the framework.

In what follows, consider the higher-order spatial fluctuations of the velocity field (more spatial intermittency, an increased chance to deviate from the classical scaling) – more specifically – the sequence of functional classes $Z_{\alpha_k}^{(k)}$ defined by the following rule. For a positive, decreasing sequence $\{\alpha_k\}$,

$$u \in Z_{\alpha_k}^{(k)} \quad \text{if} \quad D^{(k)} u \in Z_\alpha$$

essentially, one is building a Sobolev scale based on $Z_\alpha$. Then, the main results of this paper can be summarized in the following table. In the first column, one can choose an arbitrary large $k^* \geq k^{**} (\|u_0\|_2, \|u_0\|_\infty)$.

| Regularity class | A priori bound |
|------------------|----------------|
| $u(\tau) \in \bigcap_{k \geq k^*} Z_{k+1}^{(k)}$ on a suitable $(T_\tau^* - \epsilon, T_\tau^*)$, small size-parameters (uniform in time) | $u(\tau) \in \bigcap_{k \geq 0} Z_{k+1/2}^{(k)}$ on a suitable $(T_\tau^* - \epsilon, T_\tau^*)$, the size-parameters uniform in time |

(The precise statements are given in Theorem 3.14 and Theorem 3.7, respectively.)

It is informative to present the level-$k$ scales of sparseness realizing the above functional classes.
A closer look at the scaling of dynamic quantities in the table reveals the following.

| Regularity class-scale | A priori bound-scale |
|------------------------|----------------------|
| $\frac{1}{C_1(k)} \frac{1}{\|D^{(k)}u\|_{\infty}^{k+1}}$ | $C_2(\|u_0\|_2, k) \frac{1}{\|D^{(k)}u\|_{\infty}^{k+\frac{3}{2}}}$ |

Since

$$r^{\frac{k+1}{2}} \to r, \quad k \to \infty$$

we arrive at asymptotic criticality.

**Remark 1.5.** This mathematical phenomenon can be given a physical interpretation of an ‘asymptotic turbulent cascade’ near a (potential) singularity. Namely, the scale of sparseness at time $t$ can be interpreted as a ‘size’ of the largest eddy within the corresponding time-slice and the level in view. Then, at any level $k$, the scale in the second column is a rigorous upper bound on this length-scale, while the scale in the first column is a rigorous lower bound on the dissipation scale. Asymptotically, as $k$ goes to infinity, they meet.

**Remark 1.6.** The 3D NS system features one (known) fundamental cancellation,

$$\int (u \cdot \nabla)u \cdot u \, dx = 0,$$

which – in turn – implies the a priori boundedness of the kinetic energy, i.e., $u \in L^\infty(0, T; L^2)$. This is away from the scaling level at which (at least formally) the nonlinearity and the diffusion equilibrate—the scaling-invariant level (e.g., $u \in L^\infty(0, T; L^3)$), illustrating the classical scaling gap.

A major challenge has been to find a mechanism by which the energy-level bounds would improve the scaling-invariant (or beyond) bounds. At first glance, this might seem implausible – however, this is precisely what the $Z^{(k)}_{\alpha_k}$ framework is designed to do: as $k$ increases, the energy bound provides enhanced sparseness (Theorem 3.7) which – via the harmonic measure majorization principle – yields the improved bounds on the $L^\infty$-norm of $D^{(k)}u$. 
The main results are detailed in Section 3. Here we present a bit of heuristics behind the proof, identifying the source of the scaling gain.

Consider a level-$k$ dynamics, and suppose that all lower-order derivatives are dominated by the derivative of order $k$, i.e.,

$$\|D^{(j)}u\|_{\infty}^{\frac{1}{j+1}} \lesssim_{j,k} \|D^{(k)}u\|_{\infty}^{\frac{1}{k+1}} \quad \text{for all} \quad 0 \leq j \leq k \quad (1.1)$$

(a ‘strongly turbulent’ scenario). Writing down Duhamel for $D^{(k)}u$ and performing the fixed-point algorithm in $L^\infty$ – taking into account (1.1) – yields the time of existence of at least

$$\frac{1}{c_1(k)} \frac{1}{\|D^{(k)}u_0\|_{\infty}^{\frac{3}{k+1}}}.$$

Once spatially complexified, this implies (to complete the argument, one needs to ‘lift’ the inequalities (1.1) into the complex space, dynamically) the lower bound on the analyticity radius (at the end point) of

$$\frac{1}{c_2(k)} \frac{1}{\|D^{(k)}u_0\|_{\infty}^{\frac{3}{k+1}}}.$$

Recall that – in order to prevent the blow-up – it suffices that the scale of the analyticity radius dominates the scale of sparseness, and in particular, the bound stemming from Lemma 3.6 (based on the a priori boundedness of the kinetic energy),

$$c_3(\|u_0\|_2,k) \frac{1}{\|D^{(k)}u\|_{\infty}^{\frac{3}{k+1}}}.$$

This demonstrates the asymptotic criticality. Note that the estimate on the analyticity radius conforms to the usual scaling, the scaling gain originates in the bound on the scale of sparseness.

In the other monotone case, the lower-order derivatives dominating the higher-order derivatives, it is possible to obtain a favorable lower bound on the analyticity radius (compared to the baseline estimate, valid for a general solution, and presented in Section 2) working with the Taylor series expansion. As a matter of fact, in this scenario, the scale of the analyticity radius matches the a priori scale of sparseness (for large enough $k$, cf. the proof of Theorem 3.9).

These are the ‘ascending’ and ‘descending’ chains in the proof. Once these two key scenarios are well understood, the task shifts to deconstructing the local dynamics accordingly. Synchronization of all the moving parts turned out to be intricate, and is presented as the proof of the main result (Theorem 3.14, including the three lemmas).

In what follows, we will consider the general NS system in $\mathbb{R}^d$,

$$u_t - \Delta u + u \cdot \nabla u + \nabla p = f, \quad \text{in} \quad \mathbb{R}^d \times (0, T) \quad (1.2)$$

$$\text{div } u = 0, \quad \text{in} \quad \mathbb{R}^d \times (0, T) \quad (1.3)$$

$$u(\cdot, 0) = u_0(\cdot), \quad \text{in} \quad \mathbb{R}^d \times \{t = 0\} \quad (1.4)$$
where $u$ is the velocity of the fluid, $p$ is the pressure, $f$ is the external force, and $u_0$ is the given initial velocity (here, the viscosity is set to 1 and the external force $f(\cdot, t)$ is a real-analytic vector field in space). More precisely, all the velocity-based results will be set up in $\mathbb{R}^d$, while all the vorticity-based results will be set up in $\mathbb{R}^3$.

## 2 Spatial analyticity initiated at level $k$

Since the notion of sparseness is utilized via the harmonic measure maximum (majorization) principle for subharmonic functions, and the spatial analyticity of solutions plays a key role in its application, the primary purpose of this section is to develop spatial analyticity results for the higher order derivatives, keeping in view our main goal of asymptotically reducing the scaling gap to zero as announced in the $Z^{(k)}_{\alpha_k}$-tables in the prologue. We start by recalling the results on the spatial analyticity of velocity and vorticity obtained in Guberović [11] and Bradshaw et al. [2], respectively, inspired by the method for determining a lower bound on the uniform radius of spatial analyticity of solutions in $L^p$ spaces introduced in Grujić and Kukavica [9].

**Theorem 2.1** (Guberović [11] and Bradshaw et al. [2]). Let the initial datum $u_0 \in L^\infty$ (resp. $\omega_0 \in L^\infty \cap L^1$). Then, for any $M > 1$, there exists a constant $c(M)$ such that there is a unique mild solution $u$ (resp. $\omega$) in $C_w([0, T], L^\infty)$ where $T \geq \frac{1}{c(M)\|u_0\|_\infty}$ (resp. $T \geq \frac{1}{c(M)\|\omega_0\|_\infty}$), which has an analytic extension $U(t)$ (resp. $W(t)$) to the region

$$D_t := \left\{ x + iy \in \mathbb{C}^3 : |y| \leq \sqrt{t/c(M)} \right\}$$

for all $t \in [0, T]$, and

$$\sup_{t \leq T} \|U(t)\|_{L^\infty(D_t)} \leq M\|u_0\|_\infty \quad \left(\text{resp.} \quad \sup_{t \leq T} \|W(t)\|_{L^\infty(D_t)} \leq M\|\omega_0\|_\infty\right).$$

The following two lemmas are included for the reader’s convenience.

**Lemma 2.2** (Nirenberg [13] or Gagliardo [5]). Suppose $p, q, r \in [1, \infty]$, $s \in \mathbb{R}$ and $m, j, d \in \mathbb{N}$ satisfy

$$\frac{1}{p} = \frac{j}{d} + \left(\frac{1}{r} - \frac{m}{d}\right)s + \frac{1-s}{q}, \quad \frac{j}{m} \leq s \leq 1.$$

Then there exists constant $C$ only depending on $m, d, j, q, r, s$ such that for any function $f : \mathbb{R}^d \to \mathbb{R}^d$

$$\|D^j f\|_{L^p} \leq C\|D^m f\|_{L^r}\|f\|_{L^q}^{1-s}. $$

**Lemma 2.3** (Montel’s). Let $q \in [1, \infty]$ and let $\mathcal{F}$ be a family of analytic functions $f$ on an open set $\Omega \subset \mathbb{C}^d$ such that

$$\sup_{f \in \mathcal{F}} \|f\|_{L^q(\Omega)} < \infty.$$

Then $\mathcal{F}$ is a normal family.
The main result of this section is as follows.

**Theorem 2.4.** Assume \( u_0 \in L^\infty(\mathbb{R}^d) \cap L^p(\mathbb{R}^d) \) for some \( p \geq 2 \) and \( f(\cdot, t) \) is divergence-free and real-analytic in the space variable with the analyticity radius at least \( \delta_f \) for all \( t \in [0, \infty) \) with the analytic extension \( f + ig \) satisfying

\[
\Gamma^k_u(t) := \sup_{s < t} \sup_{|y| < \delta_f} \left( \| D^k f(\cdot, y, s) \|_{L^\infty} + \| D^k g(\cdot, y, s) \|_{L^\infty} \right) < \infty ,
\]

\[
\Gamma_p(t) := \sup_{s < t} \sup_{|y| < \delta_f} \left( \| f(\cdot, y, s) \|_{L^p} + \| g(\cdot, y, s) \|_{L^p} \right) < \infty .
\]

Fix \( k \in \mathbb{N}, M > 1 \) and \( t_0 > 0 \) and let

\[
T_* = \min \left\{ \left( C_1(M)2^{2k} \left( \| u_0 \|_p + \Gamma_p(t_0) \right)^{2(k+\frac{d}{p})} \left( \| D^k u_0 \|_{L^\infty} + \Gamma^k_u(t_0) \right)^{\frac{2d}{(k+\frac{d}{p})}} \right)^{-1}, \right. \]

\[
\left. \left( C_2(M) \left( \| u_0 \|_p + \Gamma_p(T_*) \right)^{(k-1)/(k+\frac{d}{p})} \left( \| D^k u_0 \|_{L^\infty} + \Gamma^k_u(T_*) \right)^{(1+\frac{d}{p})/(k+\frac{d}{p})} \right)^{-1} \right\} \quad (2.1)
\]

where \( C_i(M) \) are constants depending only on \( M \). Then there exists a solution

\[
u \in C([0, T_*], L^p(\mathbb{R}^d)) \cap C([0, T_*], C^{\infty}(\mathbb{R}^d))
\]

of the NSE \((1.2)-(1.4)\) such that for every \( t \in (0, T_*) \), \( u \) is a restriction of an analytic function \( u(x, y, t) = iv(x, y, t) \) in the region

\[
D_t := \left\{ (x, y) \in \mathbb{C}^d \mid |y| \leq \text{min}\{c(M)t^{1/2}, \delta_f\} \right\} . \quad (2.2)
\]

Moreover, \( D^k u \in C([0, T_*], L^\infty(\mathbb{R}^d)) \) and

\[
\sup_{t \in (0, T_*)} \sup_{y \in D_t} \| u(\cdot, y, t) \|_{L^p} + \sup_{t \in (0, T_*)} \sup_{y \in D_t} \| v(\cdot, y, t) \|_{L^p} \leq M \left( \| u_0 \|_p + \Gamma_p(T_*) \right) , \quad (2.3)
\]

\[
\sup_{t \in (0, T_*)} \sup_{y \in D_t} \| D^k u(\cdot, y, t) \|_{L^\infty} + \sup_{t \in (0, T_*)} \sup_{y \in D_t} \| D^k v(\cdot, y, t) \|_{L^\infty} \leq M \left( \| D^k u_0 \|_{L^\infty} + \Gamma^k_u(T_*) \right) . \quad (2.4)
\]

A simplified version of the above result holds for real solutions, in which case, the time span \( T_* \) is larger for the same constant \( M \) while \( \Gamma_p(T_*) \) and \( \Gamma^k_u(T_*) \) do not contain the imaginary part \( g \).

**Proof.** We construct an approximating sequence as follows:

\[
u^{(0)} = 0 \quad , \quad \pi^{(0)} = 0 ,
\]

\[
\partial_t u^{(n)} - \Delta u^{(n)} = - \left( u^{(n-1)} \cdot \nabla \right) u^{(n-1)} - \nabla \pi^{(n-1)} + f ,
\]

\[
u^{(n)}(x, 0) = u_0(x) \quad , \quad \nabla \cdot u^{(n)} = 0 ,
\]

\[
\Delta \pi^{(n)} = - \partial_j \partial_k \left( u_j^{(n)} u_k^{(n)} \right) .
\]

By the induction argument as in Guberović [11], \( u^{(n)}(t) \in C([0, T], L^\infty(\mathbb{R}^d)) \) and each \( u^{(n)}(t) \) is real analytic for every \( t \in (0, T] \). Let \( u^{(n)}(x, y, t) + iv^{(n)}(x, y, t) \) and \( \pi^{(n)}(x, y, t) + i\rho^{(n)}(x, y, t) \) be
the analytic extensions of $u^{(n)}$ and $\pi^{(n)}$ respectively. Inductively we have analytic extensions for all approximate solutions and the real and imaginary parts satisfy

$$
\partial_t u^{(n)} - \Delta u^{(n)} = -\left( u^{(n-1)} \cdot \nabla \right) u^{(n-1)} + \left( v^{(n-1)} \cdot \nabla \right) v^{(n-1)} - \nabla \pi^{(n-1)} + f ,
$$

(2.5)

$$
\partial_t v^{(n)} - \Delta v^{(n)} = -\left( u^{(n-1)} \cdot \nabla \right) v^{(n-1)} - \left( v^{(n-1)} \cdot \nabla \right) u^{(n-1)} - \nabla \rho^{(n-1)} + g ,
$$

(2.6)

where

$$
\Delta \pi^{(n)} = -\partial_j \partial_k \left( u_j^{(n)} u_k^{(n)} - v_j^{(n)} v_k^{(n)} \right),
\Delta \rho^{(n)} = -2\partial_j \partial_k \left( u_j^{(n)} v_k^{(n)} \right).
$$

Now define

$$
U^{(n)}_\alpha(x,t) = u^{(n)}(x,\alpha t), \quad \Pi^{(n)}_\alpha(x,t) = \pi^{(n)}(x,\alpha t), \quad F_\alpha(x,t) = f(x,\alpha t),
$$

$$
V^{(n)}_\alpha(x,t) = v^{(n)}(x,\alpha t), \quad R^{(n)}_\alpha(x,t) = \rho^{(n)}(x,\alpha t), \quad G_\alpha(x,t) = g(x,\alpha t);
$$

then the approximation scheme becomes (for simplicity we drop the subscript $\alpha$)

$$
\partial_t U^{(n)} - \Delta U^{(n)} = -\alpha \cdot \nabla V^{(n)} - \left( U^{(n-1)} \cdot \nabla \right) U^{(n-1)} + \left( V^{(n-1)} \cdot \nabla \right) V^{(n-1)} - \nabla \Pi^{(n-1)} + F ,
$$

$$
\partial_t V^{(n)} - \Delta V^{(n)} = -\alpha \cdot \nabla U^{(n)} - \left( U^{(n-1)} \cdot \nabla \right) V^{(n-1)} - \left( V^{(n-1)} \cdot \nabla \right) U^{(n-1)} - \nabla R^{(n-1)} + G ,
$$

$$
\Delta \Pi^{(n)} = -\partial_j \partial_k \left( U_j^{(n)} U_k^{(n)} - V_j^{(n)} V_k^{(n)} \right),
\Delta R^{(n)} = -2\partial_j \partial_k \left( U_j^{(n)} V_k^{(n)} \right),
$$

supplemented with the initial conditions

$$
U^{(n)}(x,0) = u_0(x), \quad V^{(n)}(x,0) = 0 \quad \text{for all } x \in \mathbb{R}^d ,
$$

leading to the following set of iterations,

$$
U^{(n)}(x,t) = e^{t\Delta} u_0 - \int_0^t e^{(t-s)\Delta} \left( U^{(n-1)} \cdot \nabla \right) U^{(n-1)} ds + \int_0^t e^{(t-s)\Delta} \left( V^{(n-1)} \cdot \nabla \right) V^{(n-1)} ds
$$

$$
- \int_0^t e^{(t-s)\Delta} \nabla \Pi^{(n-1)} ds + \int_0^t e^{(t-s)\Delta} F ds - \int_0^t e^{(t-s)\Delta} \alpha \cdot \nabla V^{(n)} ds ,
$$

(2.7)

$$
V^{(n)}(x,t) = -\int_0^t e^{(t-s)\Delta} \left( U^{(n-1)} \cdot \nabla \right) V^{(n-1)} ds - \int_0^t e^{(t-s)\Delta} \left( V^{(n-1)} \cdot \nabla \right) U^{(n-1)} ds
$$

$$
- \int_0^t e^{(t-s)\Delta} \nabla R^{(n-1)} ds + \int_0^t e^{(t-s)\Delta} G ds - \int_0^t e^{(t-s)\Delta} \alpha \cdot \nabla U^{(n)} ds
$$

(2.8)

where

$$
\Pi^{(n)}(x,t) = -(\Delta)^{-1} \sum \partial_j \partial_k \left( U_j^{(n)} U_k^{(n)} - V_j^{(n)} V_k^{(n)} \right),
$$

$$
R^{(n)}(x,t) = -2(\Delta)^{-1} \sum \partial_j \partial_k \left( U_j^{(n)} V_k^{(n)} \right).
$$
In view of Theorem 2.1, without loss of generality assume \( u_0 \in C^\infty \) and \( \| D^k u_0 \| \lesssim k! \| u_0 \| ^k \). Taking the \( k \)-th derivative on both sides of (2.7) and (2.8) yields

\[
D^k U^{(n)}(x, t) = e^{t \Delta} D^k u_0 - \int_0^t e^{(t-s) \Delta} D^k (U^{(n-1)} \cdot \nabla) U^{(n-1)} ds + \int_0^t e^{(t-s) \Delta} D^k (V^{(n-1)} \cdot \nabla) V^{(n-1)} ds \\
- \int_0^t e^{(t-s) \Delta} \nabla D^k \Pi^{(n-1)} ds + \int_0^t e^{(t-s) \Delta} D^k F ds - \int_0^t e^{(t-s) \Delta} \alpha \cdot \nabla D^k V^{(n)} ds,
\]

(2.9)

\[
D^k V^{(n)}(x, t) = -\int_0^t e^{(t-s) \Delta} D^k (U^{(n-1)} \cdot \nabla) V^{(n-1)} ds - \int_0^t e^{(t-s) \Delta} D^k (V^{(n-1)} \cdot \nabla) U^{(n-1)} ds \\
- \int_0^t e^{(t-s) \Delta} \nabla D^k R^{(n-1)} ds + \int_0^t e^{(t-s) \Delta} D^k G ds - \int_0^t e^{(t-s) \Delta} \alpha \cdot \nabla D^k U^{(n)} ds.
\]

(2.10)

We claim that

\[
L_n := \sup_{t < T} \| U^{(n)} \|_{L^p} + \sup_{t < T} \| V^{(n)} \|_{L^p}, \quad L'_n := \sup_{t < T} \| D^k U^{(n)} \|_{L^\infty} + \sup_{t < T} \| D^k V^{(n)} \|_{L^\infty}
\]

are all bounded by a constant determined only by \( k \), \( \| u_0 \|_{L^\infty} \), \( \| u_0 \|_{L^p} \), \( F \) and \( G \).

**Proof of the claim:** At the initial step of the iteration, i.e.

\[
U^{(0)}(x, t) = e^{t \Delta} u_0 - \int_0^t e^{(t-s) \Delta} F ds - \int_0^t e^{(t-s) \Delta} \alpha \cdot \nabla V^{(0)} ds,
\]

(2.11)

\[
V^{(0)}(x, t) = \int_0^t e^{(t-s) \Delta} G ds - \int_0^t e^{(t-s) \Delta} \alpha \cdot \nabla U^{(0)} ds,
\]

(2.12)

the \( L^p \)-estimates are as follows:

\[
\| U^{(0)} \|_{L^p} \lesssim \| e^{t \Delta} u_0 \|_{L^p} + \int_0^t \| e^{(t-s) \Delta} F \|_{L^p} ds + \int_0^t \| e^{(t-s) \Delta} \alpha \cdot \nabla V^{(0)} \|_{L^p} ds \\
\lesssim \| u_0 \|_{L^p} + \int_0^t \| F \|_{L^p} ds + \| \alpha \| \int_0^t \| \nabla e^{(t-s) \Delta} V^{(0)} \|_{L^p} ds \\
\lesssim \| u_0 \|_{L^p} + t \sup_{s < t} \| F \|_{L^p} + \| \alpha \| \int_0^t (t-s)^{-1/2} \| V^{(0)} \|_{L^p} ds \\
\lesssim \| u_0 \|_{L^p} + t \sup_{s < t} \| F \|_{L^p} + |\alpha| t^{1/2} \sup_{s < t} \| V^{(0)} \|_{L^p}.
\]

(2.13)

Similarly,

\[
\| V^{(0)} \|_{L^p} \lesssim \| u_0 \|_{L^p} + t \sup_{s < t} \| G \|_{L^p} + |\alpha| t^{1/2} \sup_{s < t} \| U^{(0)} \|_{L^p}.
\]

(2.14)

If \( \alpha \) is a vector such that \( C |\alpha| t^{1/2} < 1/2 \) for all \( t < T \) (with a suitable \( C \)), then combining (2.13) and (2.14) gives

\[
\sup_{t < T} \| U^{(0)} \|_{L^p} + \sup_{t < T} \| V^{(0)} \|_{L^p} \lesssim \| u_0 \|_{L^p} + T \left( \sup_{t < T} \| F \|_{L^p} + \sup_{t < T} \| G \|_{L^p} \right).
\]

(2.15)
Taking the $L^\infty$-norms of the $j$th derivative on both sides of (2.11) and (2.12) yields
\[
\|D^k U^{(0)}\|_{L^\infty} \lesssim \|e^{t\Delta} D^k u_0\|_{L^\infty} + \int_0^t \|e^{(t-s)\Delta} D^k F\|_{L^\infty} ds + \int_0^t \|e^{(t-s)\Delta} \alpha \cdot \nabla D^k V^{(0)}\|_{L^\infty} ds \\
\lesssim \|D^k u_0\|_{L^\infty} + \int_0^t \|D^k F\|_{L^\infty} ds + |\alpha| \int_0^t (t-s)^{-1/2} \|D^k V^{(0)}\|_{L^\infty} ds \\
\lesssim \|D^k u_0\|_{L^\infty} + t \|D^k F\|_{L^\infty} + |\alpha| t^{1/2} \|D^k V^{(0)}\|_{L^\infty}.
\]
Similarly, if $\alpha$ is such that $C|\alpha| t^{1/2} < 1/2$ for all $t < T$ (with a suitable $C$), then
\[
\sup_{t < T} \|D^k U^{(0)}\|_{L^\infty} + \sup_{t < T} \|D^k V^{(0)}\|_{L^\infty} \lesssim \|D^k u_0\|_{L^\infty} + T \left( \sup_{t < T} \|D^k F\|_{L^\infty} + \sup_{t < T} \|D^k G\|_{L^\infty} \right). \tag{2.16}
\]
Collecting the estimates (2.15) and (2.16),
\[
L_0 \lesssim \|u_0\|_{L^p} + T \left( \sup_{t < T} \|F\|_{L^p} + \sup_{t < T} \|G\|_{L^p} \right) \\
L_0' \lesssim \|D^j u_0\|_{L^\infty} + T \left( \sup_{t < T} \|D^j F\|_{L^\infty} + \sup_{t < T} \|D^j G\|_{L^\infty} \right).
\]
To control the rest of $L_n$ and $L_n'$ in the iteration scheme, the nonlinear and the pressure estimates play the essential role. We demonstrate the $L^\infty$-estimates on the three representative terms, namely,
\[
\int_0^t e^{(t-s)\Delta} (U^{(n)} \cdot \nabla) U^{(n)} ds, \quad \int_0^t e^{(t-s)\Delta} (U^{(n)} \cdot \nabla) V^{(n)} ds \quad \text{and} \quad \int_0^t e^{(t-s)\Delta} \nabla \Pi^{(n)} ds.
\]
First, observe that by Lemma 2.2,
\[
\|D^j U^{(n)}\|_{L^\infty} \lesssim \|D^k U^{(n)}\|_{L^\infty}^{(j+\frac{d}{p})/(k+\frac{d}{p})} \|U^{(n)}\|_{L^p}^{(k-j)/(k+\frac{d}{p})}, \quad \forall \ 0 \leq j \leq k. \tag{2.17}
\]
In addition, since $\nabla \cdot U^{(n)} = 0$, $(U^{(n)} \cdot \nabla) U^{(n)} = \nabla \cdot (U^{(n)} \otimes U^{(n)})$. The first term is then estimated as follows,
\[
\left\| \int_0^t e^{(t-s)\Delta} \nabla D^k \left( U^{(n-1)} \otimes U^{(n-1)} \right) ds \right\|_{L^\infty} \lesssim \int_0^t \left( t-s \right)^{-\frac{d}{2}} ds \left( \sum_{i=0}^k \binom{k}{i} \|D^i U^{(n-1)}\|_{L^\infty} \|D^{k-i} U^{(n-1)}\|_{L^\infty} \right)
\]
\[
\lesssim t^{\frac{1}{2}} \left( \sum_{i=0}^k \binom{k}{i} \|D^i U^{(n-1)}\|_{L^\infty}^{(i+\frac{d}{p})/(k+\frac{d}{p})} \|U^{(n-1)}\|_{L^p}^{(k-i)/(k+\frac{d}{p})} \right)
\]
\[
\lesssim t^{\frac{1}{2}} \sum_{i=0}^k \binom{k}{i} \|U^{(n-1)}\|_{L^p}^{k/(k+\frac{d}{p})} \|D^k U^{(n-1)}\|_{L^\infty}^{(k+\frac{2d}{p})/(k+\frac{d}{p})}
\]
\[
\lesssim t^{\frac{1}{2}} \sum_{i=0}^k \binom{k}{i} \|U^{(n-1)}\|_{L^p}^{k/(k+\frac{d}{p})} \|D^k U^{(n-1)}\|_{L^\infty}^{(2d)/(k+\frac{d}{p})}.
\]
Similarly,
\[
\left\| \int_0^t e^{(t-s)\Delta} \nabla D^k \Pi^{(n-1)} ds \right\|_\infty \lesssim \int_0^t \left\| \nabla e^{(t-s)\Delta} D^k \Pi^{(n-1)} \right\|_\infty ds
\]
\[
\lesssim \int_0^t (t-s)^{-\frac{1}{2}} \left( \left\| D^k \left( U^{(n-1)} \otimes U^{(n-1)} \right) \right\|_{BMO} + \left\| D^k \left( V^{(n-1)} \otimes V^{(n-1)} \right) \right\|_{BMO} \right) ds
\]
\[
\lesssim t^{\frac{1}{2}} 2^k \left( \left\| U^{(n-1)} \right\|_{p}^{k/(k+\frac{d}{p})} \left\| D^k U^{(n-1)} \right\|_\infty^{(k+\frac{d}{p})/k} + \left\| V^{(n-1)} \right\|_{p}^{k/(k+\frac{d}{p})} \left\| D^k V^{(n-1)} \right\|_\infty^{(k+\frac{d}{p})/k} \right).
\]

For the mixed product term,
\[
\left\| \int_0^t e^{(t-s)\Delta} D^k \left( U^{(n-1)} \cdot \nabla \right) V^{(n-1)} ds \right\|_\infty \lesssim \int_0^t (t-s)^{-\frac{1}{2}} ds \left\| D^{k-1} \left( U^{(n-1)} \cdot \nabla \right) V^{(n-1)} \right\|_\infty
\]
\[
\lesssim \int_0^t (t-s)^{-\frac{1}{2}} ds \left( \sum_{i=0}^{k-1} \left( \begin{array}{c} k-1 \\ i \end{array} \right) \left\| D^i U^{(n-1)} \right\|_\infty \left\| D^{k-i} V^{(n-1)} \right\|_\infty \right)
\]
\[
\lesssim t^{\frac{1}{2}} \left( \sum_{i=0}^{k-1} \left( \begin{array}{c} k-1 \\ i \end{array} \right) \left\| D^k U^{(n-1)} \right\|_\infty^{(i+\frac{d}{p})/(k+\frac{d}{p})} \left\| U^{(n-1)} \right\|_{p}^{(k-i)/(k+\frac{d}{p})} \left\| D^{k-i} V^{(n-1)} \right\|_\infty^{i/(k+\frac{d}{p})} \right.
\]
\[
\lesssim t^{\frac{1}{2}} 2^{k-1} \left\| U^{(n-1)} \right\|_{p}^{(k-i)/(k+\frac{d}{p})} \left\| V^{(n-1)} \right\|_{p}^{i/(k+\frac{d}{p})} \left\| D^k U^{(n-1)} \right\|_\infty^{(i+\frac{d}{p})/(k+\frac{d}{p})} \left\| D^k V^{(n-1)} \right\|_\infty^{(k-i+\frac{d}{p})/(k+\frac{d}{p})}.
\]

The $L^p$-estimates are demonstrated on the pressure term,
\[
\left\| \int_0^t e^{(t-s)\Delta} \nabla \Pi^{(n-1)} ds \right\|_p \lesssim \int_0^t \left\| e^{(t-s)\Delta} (\Delta)^{-1} \sum \partial_j \partial_k \nabla \left( U^{(n-1)} U^{(n-1)} - V^{(n-1)} V^{(n-1)} \right) \right\|_p ds
\]
\[
\lesssim \int_0^t \left\| \nabla \left( U^{(n-1)} U^{(n-1)} - V^{(n-1)} V^{(n-1)} \right) \right\|_p ds
\]
\[
\lesssim t \left( \left\| \nabla U^{(n-1)} \right\|_\infty \left\| U^{(n-1)} \right\|_p + \left\| \nabla V^{(n-1)} \right\|_\infty \left\| V^{(n-1)} \right\|_p \right)
\]
\[
\lesssim t \left( \left\| U^{(n-1)} \right\|_p^{(2k-1+\frac{d}{p})/(k+\frac{d}{p})} \left\| D^k U^{(n-1)} \right\|_\infty^{(1+\frac{d}{p})/(k+\frac{d}{p})} \left\| D^k V^{(n-1)} \right\|_\infty^{(1+\frac{d}{p})/(k+\frac{d}{p})} \right)
\]

In conclusion, the above argument implies
\[
\left\| D^k U^{(n)} \right\|_{L^\infty} \lesssim \left\| D^k u_0 \right\|_{L^\infty} + T^{\frac{1}{2}} 2^k \left( L'_{n-1} \right)^{k/(k+\frac{d}{p})} \left( L'_{n-1} \right)^{k+\frac{d}{p})/k} \\
+ T \sup_{t<T} \left\| D^k F \right\|_{L^\infty} + |\alpha| T^{\frac{1}{2}} \left\| D^k U^{(n)} \right\|_{L^\infty}
\]
and
\[
\left\| U^{(n)} \right\|_{L^p} \lesssim \left\| u_0 \right\|_{L^p} + T \left( L_{n-1} \right)^{(2k-1+\frac{d}{p})/(k+\frac{d}{p})} \left( L'_{n-1} \right)^{1+\frac{d}{p})/(k+\frac{d}{p})} \\
+ T \sup_{t<T} \left\| F \right\|_{L^p} + |\alpha| T^{\frac{1}{2}} \left\| U^{(n)} \right\|_{L^p}.
\]
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Hence, with $|\alpha|t^{1/2} < 1/2$,
\begin{align*}
L_n' &\lesssim \|D^k u_0\|_{L^\infty} + T^{1/2} 2^k (L_n-1)^{k/(k+\frac{d}{p})} (L_n')^{(k+\frac{d}{p})/(k+\frac{d}{p})} + \Gamma_k^k (T), \\
L_n &\lesssim \|u_0\|_{L^p} + T (L_n-1)^{(2k-1+\frac{d}{p})/(k+\frac{d}{p})} (L_n')^{(1+\frac{d}{p})/(k+\frac{d}{p})} + \Gamma_p (T).
\end{align*}

In particular, if
\begin{align*}
T &\leq C \left(2^{2k} \cdot M^4/(M-1)^2 \cdot (\|u_0\|_p + \Gamma_p(T))^{2k/(k+\frac{d}{p})} \cdot (\|D^k u_0\|_\infty + \Gamma_k^k (T))^{\frac{2d}{p}}/(k+\frac{d}{p}) \right)^{-1}
\end{align*}
and
\begin{align*}
T &\leq C \left(M^2/(M-1) \cdot (\|u_0\|_p + \Gamma_p(T))^{(k-1)/(k+\frac{d}{p})} \cdot (\|D^k u_0\|_\infty + \Gamma_k^k (T))^{(1+\frac{d}{p})/(k+\frac{d}{p})} \right)^{-1}
\end{align*}
then an induction argument yields
\begin{align*}
L_n' &\leq M \left(\|D^k u_0\|_\infty + \Gamma_k^k (T)\right), \\
L_n &\leq M \left(\|u_0\|_p + \Gamma_p (T)\right),
\end{align*}
completing the proof of the claim.

Now the standard convergence argument based on Lemma 2.3 (applied for each $t$ with $q = p$ or $q = \infty$) completes the proof that the limit function $u$ (i.e. the complexified solution of the NSE (1.2)-(1.4)) exists and is bounded locally uniformly in time (the time interval depends only on $k$, $\|u_0\|_{L^\infty}$, $\|u_0\|_{L^p}$, $F$ and $G$) and uniformly in $y$-variables over the complex domain
\begin{align*}
D_t =: \{ (x, y) \in \mathbb{C}^d \mid |y| \leq \min\{ct^{1/2}, \delta_f \}\}
\end{align*}
with the upper bound only depending on $k$, $\|u_0\|_{L^\infty}$, $\|u_0\|_{L^p}$, $F$ and $G$. The analyticity properties of $u$, are justified by the uniform convergence on any compact subset of $D_t$, following from Lemma 2.3 (see Grujić and Kukavica [9] and Guberović [11] for more details). This ends the proof of Theorem 2.4.

An analogous result for the vorticity is the following.

**Theorem 2.5.** Assume the initial value $\omega_0 \in L^\infty(\mathbb{R}^3) \cap L^p(\mathbb{R}^3)$ where $1 \leq p < 3$. Fix $k \in \mathbb{N}$, $M > 1$ and $t_0 > 0$ and let
\begin{align*}
T_* = C(M) \cdot \min \left\{ 2^{-k} \left(\|\omega_0\|_p^{k/(k+\frac{d}{p})}, \|D^k \omega_0\|_\infty^{\frac{d}{p}}/(k+\frac{d}{p}) + \|\omega_0\|_p \right)^{-1}, \right. \\
&\left. \left(\|D^k \omega_0\|_\infty^{\frac{1}{k+\frac{d}{p}}} \cdot \|\omega_0\|_p^{\frac{k}{k+\frac{d}{p}}} + \|D^k \omega_0\|_\infty^{\frac{1}{k+\frac{d}{p}}} \cdot \|\omega_0\|_p^{\frac{k}{k+\frac{d}{p}}} + \|D^k \omega_0\|_\infty^{\frac{k-1}{k+\frac{d}{p}}} \cdot \|\omega_0\|_p^{\frac{k}{k+\frac{d}{p}}} \right)^{-1} \right\} \quad (2.18)
\end{align*}
where $C_t(M)$ is a constant only depending on $M$ and $d = 3$. Then there exists a solution
\begin{align*}
\omega \in C([0, T_*), L^p(\mathbb{R}^3)^3) \cap C([0, T_*), C^\infty(\mathbb{R}^3)^3)
\end{align*}
of the NSE (1.2)-(1.4) such that for every \( t \in (0, T_*) \), \( \omega \) is a restriction of an analytic function \( \omega(x, y, t) + i\zeta(x, y, t) \) in the region

\[
D_t = \left\{ (x, y) \in \mathbb{C}^3 \mid |y| \leq ct^{1/2} \right\}.
\] (2.19)

Moreover, \( D^k\omega \in C([0, T_*], L^\infty(\mathbb{R}^3)) \) and

\[
\sup_{t \in (0, T)} \sup_{y \in D_t} \|\omega(\cdot, y, t)\|_{L^p} + \sup_{t \in (0, T)} \sup_{y \in D_t} \|\zeta(\cdot, y, t)\|_{L^p} \leq M\|\omega_0\|_p,
\] (2.20)

\[
\sup_{t \in (0, T)} \sup_{y \in D_t} \|D^k\omega(\cdot, y, t)\|_{L^\infty} + \sup_{t \in (0, T)} \sup_{y \in D_t} \|D^k\zeta(\cdot, y, t)\|_{L^\infty} \leq M\|D^k\omega_0\|_{\infty}.
\] (2.21)

Similar results hold for real solutions.

**Sketch of the proof.** Similarly as in the proof of Theorem 2.4, we construct an approximating sequence for the vorticity-velocity formulation

\[
\partial_t \omega + (u \cdot \nabla)\omega = (\omega \cdot \nabla)u + \Delta \omega, \quad \omega(\cdot, 0) = \omega_0
\] (2.22)
as follows:

\[
\partial_t \omega^{(n)} - \Delta \omega^{(n)} = \omega^{(n-1)} - u^{(n-1)} \nabla \omega^{(n-1)}, \quad \omega^{(n)}(0, x) = \omega_0,
\]

\[
u_j^{(n-1)}(x, t) = \epsilon \int_{\mathbb{R}^3} \epsilon_{j,k,\ell} \partial_{y_k} \frac{1}{|x-y|} \omega^{(n-1)}(y, t) dy.
\]

We let \( u^{(n)} + i\nu^{(n)} \) and \( \omega^{(n)} + i\zeta^{(n)} \) be the analytic extension of the approximating sequence and let

\[
U^{(n)}(x, t) = u^{(n)}(x, \alpha t, t), \quad W^{(n)}(x, t) = w^{(n)}(x, \alpha t, t),
\]

\[
V^{(n)}(x, t) = v^{(n)}(x, \alpha t, t), \quad Z^{(n)}(x, t) = \zeta^{(n)}(x, \alpha t, t);
\]

then taking the \( k \)-th derivative (for the same reason as in the proof of Theorem 2.4 we can assume \( \omega_0 \in C^\infty \)) leads to the complexified iterations:

\[
D^kW^{(n+1)}(x, t) = e^{t\Delta}D^k\omega_0 + \int_0^t e^{(t-s)\Delta}D^k\left(W^{(n)} - \nabla U^{(n)}\right) ds - \int_0^t e^{(t-s)\Delta}D^k\left(Z^{(n)} - \nabla V^{(n)}\right) ds
\]

\[
- \int_0^t e^{(t-s)\Delta}D^k\left(U^{(n)} - \nabla W^{(n)}\right) ds + \int_0^t e^{(t-s)\Delta}D^k\left(V^{(n)} - \nabla Z^{(n)}\right) ds + \int_0^t e^{(t-s)\Delta}D^k\left(w^{(n)} - v^{(n)}\right) ds
\]

\[
D^kZ^{(n+1)}(x, t) = \int_0^t e^{(t-s)\Delta}D^k\left(Z^{(n)} - \nabla U^{(n)}\right) ds + \int_0^t e^{(t-s)\Delta}D^k\left(W^{(n)} - \nabla V^{(n)}\right) ds
\]

\[
- \int_0^t e^{(t-s)\Delta}D^k\left(V^{(n)} - \nabla W^{(n)}\right) ds - \int_0^t e^{(t-s)\Delta}D^k\left(U^{(n)} - \nabla Z^{(n)}\right) ds - \int_0^t e^{(t-s)\Delta}D^k\left(w^{(n)} - v^{(n)}\right) ds
\]

where

\[
U_j^{(n)}(x, t) = c \int_{\mathbb{R}^3} \epsilon_{j,k,\ell} \partial_{y_k} \frac{1}{|x-y|} W^{(n)}(y, t) dy,
\] (2.23)

\[
V_j^{(n)}(x, t) = c \int_{\mathbb{R}^3} \epsilon_{j,k,\ell} \partial_{y_k} \frac{1}{|x-y|} Z^{(n)}(y, t) dy.
\] (2.24)
We claim that

\[ K_n := \sup_{t < T} \|D^k W^{(n)}\|_{L^\infty} + \sup_{t < T} \|D^k Z^{(n)}\|_{L^\infty}, \quad L_n := \sup_{t < T} \|W^{(n)}\|_{L^p} + \sup_{t < T} \|Z^{(n)}\|_{L^p} \]

are all bounded by a constant only determined by \( k, \|\omega_0\|_{L^\infty}, \|\omega_0\|_{L^p} \).

Let \( W^{(n)}_x(y) \) denote the translation \( W^{(n)}(x - y) \) and \( B \) be the unit ball centered at 0. Then, from (2.23) it follows

\[
\left| D^j U^{(n)}(x, t) \right| \lesssim \int_B \frac{1}{|y|^2} \left| D^j W^{(n)}_x(y, t) \right| dy + \int_{B^c} \frac{1}{|y|^2} \left| D^j W^{(n)}_x(y, t) \right| dy
\]

\[
\lesssim \|D^j W^{(n)}_x\|_{L^\infty} \int_B \frac{1}{|y|^2} dy + \|D^j W^{(n)}_x\|_{L^p} \|y\|^{-2} \mathbb{1}_{B^c} \|L^p\|
\]

where we used that \( p' > \frac{3}{2} \) (since \( p < 3 \)); hence, by Lemma 2.2

\[
\|D^j U^{(n)}\|_{L^\infty} \lesssim \|D^j W^{(n)}\|_{L^\infty} + \|D^j W^{(n)}\|_{L^p}
\]

\[
\lesssim \|D^k W^{(n)}\|_{L^\infty}^{(j+\frac{d}{p})/(k+\frac{d}{p})} \|W^{(n)}\|_{L^p}^{(k-j)/(k+\frac{d}{p})} + \|D^k W^{(n)}\|_{L^\infty}^{j/(k+\frac{d}{p})} \|W^{(n)}\|_{L^p}^{1-j/(k+\frac{d}{p})}.
\]

Note that the map

\[(Tf)_j(x, t) := c \nabla \int_{\mathbb{R}^3} \epsilon_{j,k,\ell} \frac{1}{|x - y|} f(\ell, y, t) dy\]

defines a \( C^\infty \) operator. The \( L^\infty \)-estimates on the nonlinear terms are then as follows,

\[
\left\| \int_0^t e^{(t-s)\Delta} D^k \left( W^{(n)} \nabla U^{(n)} \right) ds \right\|_{L^\infty} \lesssim \sum_{i=0}^k \binom{k}{i} \int_0^t \left\| D^k-i W^{(n)} \right\|_{L^\infty} \left\| e^{(t-s)\Delta} |TD^j W^{(n)}| \right\|_{L^\infty} ds
\]

\[
\lesssim \sum_{i=0}^k \binom{k}{i} \int_0^t \left\| D^k-i W^{(n)} \right\|_{L^\infty} \left( \left\| D^j W^{(n)} \right\|_{L^\infty} + \left\| D^j W^{(n)} \right\|_{L^p} \right) ds
\]

\[
\lesssim t \sum_{i=0}^k \binom{k}{i} \left( K_n^{(k-i+\frac{d}{p})/(k+\frac{d}{p})} L_n^{i/(k+\frac{d}{p})} + K_n^{j/(k+\frac{d}{p})} L_n^{1-j/(k+\frac{d}{p})} \right)
\]

and

\[
\left\| \int_0^t \nabla e^{(t-s)\Delta} D^k \left( U^{(n)} W^{(n)} \right) ds \right\| \lesssim \int_0^t \left\| \sum_{i=0}^k \binom{k}{i} \|D^k-i W^{(n)}\|_{L^\infty} \left\| \nabla G_{t-s}(x - \cdot) D^j U^{(n)}(\cdot) \right\|_{L^1} ds
\]

\[
\lesssim \sum_{i=0}^k \binom{k}{i} \int_0^t \|D^k-i W^{(n)}\|_{L^\infty} \left( \left\| G_{t-s}(x - \cdot) \nabla |D^j U^{(n)}(\cdot)| \right\|_{L^1} + \|D^j U^{(n)}\|_{L^\infty} \right) ds
\]

\[
\lesssim \sum_{i=0}^k \binom{k}{i} \int_0^t \|D^k-i W^{(n)}\|_{L^\infty} \left( \left\| e^{(t-s)\Delta} |TD^j W^{(n)}| \right\|_{L^\infty} + \|D^j U^{(n)}\|_{L^\infty} \right) ds
\]
\[\lesssim \sum_{i=0}^{k} \binom{k}{i} \int_0^t \|D^{k-i}W^{(n)}(t)\|_{\infty} \left( \|D^iW^{(n)}\|_{L^\infty} + \|D^iW^{(n)}\|_{L^p} \right) ds\]
\[\lesssim t \sum_{i=0}^{k} \binom{k}{i} \left( K_n^{(k+\frac{d}{p})/k+\frac{d}{p}} L_n^{k/(k+\frac{d}{p})} + K_n L_n \right) .\]

The \(L^p\)-estimates are summarized as
\[\left\| \int_0^t e^{(t-s)\Delta} W^{(n)} \nabla U^{(n)} ds \right\|_p \lesssim \int_0^t \|W^{(n)}\|_\infty \left\| e^{(t-s)\Delta} |TW^{(n)}| \right\|_p ds \lesssim t \cdot K_n^{d/(k+\frac{d}{p})} L_n^{(2k+\frac{d}{p})/(k+\frac{d}{p})} \]
and
\[\left\| \int_0^t e^{(t-s)\Delta} U^{(n)} \nabla W^{(n)} ds \right\|_p \lesssim \int_0^t \|U^{(n)}\|_\infty \left\| e^{(t-s)\Delta} \nabla W^{(n)} \right\|_p ds \lesssim t \left( K_n^{d/(k+\frac{d}{p})} L_n^{k/(k+\frac{d}{p})} + L_n \right) K_n^{1/(k+\frac{d}{p})} L_n^{1-1/(k+\frac{d}{p})} .\]

Thus, with \(|\alpha|t^{1/2} < 1/2\),
\[K_n \lesssim \|D^{k}\omega_0\|_\infty + T^{2k} \left( K_n^{d/(k+\frac{d}{p})} L_n^{k/(k+\frac{d}{p})} + L_n \right) K_n ,\]
\[L_n \lesssim \|\omega_0\|_p + T \left( K_n^{d/(k+\frac{d}{p})} L_n^{k/(k+\frac{d}{p})} + K_n^{1/(k+\frac{d}{p})} L_n \right) L_n .\]

In particular, if
\[T \leq C \left( 2^k \cdot M^2/(M-1) \left( \|\omega_0\|_p^{k/(k+\frac{d}{p})} : \|D^k\omega_0\|_{L^\infty}^{d/(k+\frac{d}{p})} + \|\omega_0\|_p \right) \right)^{-1} \]
and
\[T \leq C \left( \frac{M^2}{M-1} \left( \|D^k\omega_0\|_{L^\infty}^{d/(k+\frac{d}{p})} \|\omega_0\|_p^{k/(k+\frac{d}{p})} + \|D^k\omega_0\|_{L^\infty}^{1/(k+\frac{d}{p})} \|\omega_0\|_p^{k+1/(k+\frac{d}{p})} \right) \right)^{-1} ,\]
then an induction argument gives
\[K_n \leq M \|D^k\omega_0\|_{L^\infty} , \quad L_n \leq M \|\omega_0\|_p ,\]
completing the proof.

3 Asymptotic Zero Scaling Gap

In the first part of this section we compile the notions and ideas introduced in the prologue (e.g. definitions 1.1-1.3 and the \(Z_\alpha\)-framework) with several results about sparseness of the regions of intense fluid activity whose mathematical setup was initiated in Grujič [6] and further developed and applied for various purposes in Grujič [7], Farhat et al. [4] and Bradshaw et al. [2], as well
as present their generalizations to the ‘$k$-th level’ based on the analyticity results derived in the previous section. In the second part of this section, we present a novel technique based on local-in-time dynamics of ‘chains of derivatives’ in preparation not only for the proof of the main theorem but also for a more general theory of the blow-up (or the lack thereof) in the super-critical parabolic problems featuring a baseline $a$ priori bound, and then state and prove the main theorem.

In the aforementioned articles, the ideas of the spatial intermittency were realized via the harmonic measure maximum principle for subharmonic functions as recorded, e.g., in Ahlfors [1] and Ransford [15]. Here we recall a result utilized in Bradshaw et al. [2] ($h(z, \Omega, K)$ denotes the harmonic measure of $K$ with respect to $\Omega$, evaluated at $z$).

**Proposition 3.1** (Ransford [15]). Let $\Omega$ be an open, connected set in $\mathbb{C}$ such that its boundary has nonzero Hausdorff dimension, and let $K$ be a Borel subset of the boundary. Suppose that $u$ is a subharmonic function on $\Omega$ satisfying

$$u(z) \leq M, \quad \text{for } z \in \Omega, \quad \limsup_{z \to \zeta} u(z) \leq m, \quad \text{for } \zeta \in K.$$  

Then

$$u(z) \leq m h(z, \Omega, K) + M(1 - h(z, \Omega, K)), \quad \text{for } z \in \Omega.$$  

The following extremal property of the harmonic measure in the unit disk $\mathbb{D}$ will be helpful in the calculations to follow.

**Proposition 3.2** (Solynin [16]). Let $\lambda \in (0, 1)$, $K$ a closed subset of $[-1, 1]$ such that $\mu(K) = 2\lambda$, and suppose that the origin is in $\mathbb{D} \setminus K$. Then

$$h(0, \mathbb{D}, K) \geq h(0, \mathbb{D}, K_{\lambda}) = \frac{2}{\pi} \arcsin \frac{1 - (1 - \lambda)^2}{1 + (1 - \lambda)^2}$$

where $K_{\lambda} = [-1, -1 + \lambda] \cup [1 - \lambda, 1]$.

As demonstrated in Farhat et al. [4] and Bradshaw et al. [2], the concept of ‘escape time’ allows for a more streamlined presentation.

**Definition 3.3.** Let $u$ (resp. $\omega$) be in $C([0, T^*], L^\infty)$ where $T^*$ is the first possible blow-up time. A time $t \in (0, T^*)$ is an escape time if $\|u(s)\|_\infty > \|u(t)\|_\infty$ (resp. $\|\omega(s)\|_\infty > \|\omega(t)\|_\infty$) for any $s \in (t, T^*)$. (Local-in-time continuity of the $L^\infty$-norm implies there are continuum-many escape times.)

Here we recall the main theorem about the spatial intermittency of the velocity presented in Farhat et al. [4] and an analogous result for the vorticity presented in Bradshaw et al. [2].

**Theorem 3.4** (Farhat et al. [4] and Bradshaw et al. [2]). Let $u$ (resp. $\omega$) be in $C([0, T^*], L^\infty)$ where $T^*$ is the first possible blow-up time, and assume, in addition, that $u_0 \in L^\infty$ (resp. $\omega_0 \in L^\infty \cap L^2$). Let $t$ be an escape time of $u(t)$ (resp. $\omega(t)$), and suppose that there exists a temporal point

$$s = s(t) \in \left[ t + \frac{1}{4c(M)^2\|u(t)\|_\infty^2}, \quad t + \frac{1}{c(M)^2\|u(t)\|_\infty^2} \right]$$

(resp. $s = s(t) \in \left[ t + \frac{1}{4c(M)^2\|\omega(t)\|_\infty}, \quad t + \frac{1}{c(M)^2\|\omega(t)\|_\infty} \right]$).
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such that for any spatial point \( x_0 \), there exists a scale \( \rho \leq \frac{1}{2c(M)\|u(s)\|_\infty} \) with the property that the super-level set
\[
V^j_\lambda = \left\{ x \in \mathbb{R}^d \mid u^\pm_j(x, s) > \lambda\|u(s)\|_\infty \right\}
\]
(resp. \( \Omega^j_\lambda = \left\{ x \in \mathbb{R}^3 \mid \omega^\pm_j(x, s) > \lambda\|\omega(s)\|_\infty \right\} \))
is 1D \( \delta \)-sparse around \( x_0 \) at scale \( \rho \); here the index \((j, \pm)\) is chosen such that \( |u(x_0, s)| = u^\pm_j(x_0, s) \) (resp. \( |\omega(x_0, s)| = \omega^\pm_j(x_0, s) \)), and the pair \((\lambda, \delta)\) is chosen such that the followings hold:
\[
\lambda h + (1 - h) = 2\lambda, \quad h = \frac{2}{\pi} \arcsin \frac{1 - \delta^2}{1 + \delta^2}, \quad \frac{1}{1 + \lambda} < \delta < 1.
\]
(Note that such pair exists and a particular example is that when \( \delta = \frac{3}{4}, \lambda > \frac{1}{3} \)) Then, there exists \( \gamma > 0 \) such that \( u \in L^\infty((0, T^\ast + \gamma); L^\infty) \), i.e. \( T^\ast \) is not a blow-up time.

With Theorem 2.4 (setting \( p = 2 \)) and Theorem 2.5 (setting \( p = 1 \)) we are able to generalize the above results as follows.

**Theorem 3.5.** Let \( u \) (resp. \( \omega \)) be in \( C([0, T^\ast), L^\infty) \) where \( T^\ast \) is the first possible blow-up time, and assume, in addition, that \( u_0 \in L^\infty \cap L^2 \) (resp. \( \omega_0 \in L^\infty \cap L^1 \)). Let \( t \) be an escape time of \( D^ku(t) \) (resp. \( D^k\omega(t) \)), and suppose that there exists a temporal point
\[
s = s(t) \in \left[ t + \frac{1}{4^k+1c(M, \|u_0\|_2)^2\|D^ku(t)\|_\infty^{2d/(2k+d)}}, \quad t + \frac{1}{4^k+1c(M, \|u_0\|_2)^2\|D^ku(t)\|_\infty^{2d/(2k+d)}} \right]
\]
(resp. \( s = s(t) \in \left[ t + \frac{1}{4^k+1c(M, \|\omega_0\|_1)^{3/(k+3)}}, \quad t + \frac{1}{4^k+1c(M, \|\omega_0\|_1)^{3/(k+3)}} \right] \))
such that for any spatial point \( x_0 \), there exists a scale \( \rho \leq \frac{1}{2c(M)\|D^ku(s)\|_\infty^{\frac{3}{k+3}}} \) (resp. \( \rho \leq \frac{1}{2c(M)\|D^k\omega(s)\|_\infty^{\frac{3}{k+3}}} \))
with the property that the super-level set
\[
V^j_\lambda = \left\{ x \in \mathbb{R}^d \mid (D^ku)^\pm_j(x, s) > \lambda\|D^ku(s)\|_\infty \right\}
\]
(resp. \( \Omega^j_\lambda = \left\{ x \in \mathbb{R}^3 \mid (D^k\omega)^\pm_j(x, s) > \lambda\|D^k\omega(s)\|_\infty \right\} \))
is 1D \( \delta \)-sparse around \( x_0 \) at scale \( \rho \); here the index \((j, \pm)\) is chosen such that \( |D^ku(x_0, s)| = (D^ku)^\pm_j(x_0, s) \) (resp. \( |D^k\omega(x_0, s)| = (D^k\omega)^\pm_j(x_0, s) \)), and the pair \((\lambda, \delta)\) is chosen as in Theorem 3.4. Then, there exists \( \gamma > 0 \) such that \( u \in L^\infty((0, T^\ast + \gamma); L^\infty) \), i.e. \( T^\ast \) is not a blow-up time.

**Proof.** The proof is similar to the proof of Theorem 3.4. \( \square \)

The following lemma is the Sobolev \( W^{-k,p} \)-version of the volumetric sparseness results presented in Farhat et al. [4] and Bradshaw et al. [2].
Lemma 3.6. Let \( r \in (0,1] \) and \( f \) a bounded function from \( \mathbb{R}^d \) to \( \mathbb{R}^d \) with continuous partial derivatives of order \( k \). Then, for any tuple \((\zeta, \lambda, \delta, p)\), \( \zeta \in \mathbb{N}^d \) with \( |\zeta| = k, \lambda \in (0,1), \delta \in (\frac{1}{1+\lambda},1) \) and \( p > 1 \), there exists \( c^*(\zeta, \lambda, \delta, d, p) > 0 \) such that if

\[
\|D^k f\|_{W^{-k,p}} \leq c^*(\zeta, \lambda, \delta, d, p) \ r^{k+\frac{d}{p}} \|D^k f\|_\infty
\]

then each of the super-level sets

\[ S_{\zeta,\lambda}^{i,\pm} = \left\{ x \in \mathbb{R}^d \mid (D^i f)_i^{\pm}(x) > \lambda \|D^k f\|_\infty \right\}, \quad 1 \leq i \leq d, \ \zeta \in \mathbb{N}^d \]

is \( r \)-semi-mixed with ratio \( \delta \).

Proof. Assume the opposite, i.e. there is either \( S_{\zeta,\lambda}^{i,+} \) or \( S_{\zeta,\lambda}^{i,-} \) which is not \( r \)-semi-mixed with the ratio \( \delta \). Suppose it is \( S_{\zeta,\lambda}^{1,+} \) (the proof is similar if it were \( S_{\zeta,\lambda}^{1,-} \)). Then there exists a spatial point \( x_0 \) such that

\[
\mu \left( S_{\zeta,\lambda}^{1,+} \cap B_r(x_0) \right) > \varpi \delta r^d
\]

where \( \varpi \) denotes the volume of the unit ball in \( \mathbb{R}^d \). Let \( \phi \) be a smooth, radially symmetric and radially decreasing function such that

\[
\phi = \begin{cases} 
1 & \text{on } B_r(x_0) \\
0 & \text{on } (B_{(1+\eta)r}(x_0))^c 
\end{cases} \text{ and } \ |D^i \phi| \leq 2^{|i|} (\eta \cdot r)^{-|i|} \text{ for all } |i| \leq k .
\]

By duality

\[
\left| \int_{\mathbb{R}^d} (D^k f)_1(y) \phi(y) dy \right| \lesssim \|D^k f\|_{W^{-k,p}} \|\phi\|_{W^{k,q}} .
\]

For sufficiently small \( \eta \cdot r \), an explicit calculation yields

\[
\|\phi\|_{W^{k,q}} \lesssim \left( \int_{\mathbb{R}^d} \sum_{|i| \leq k} |D^i \phi|^q dy \right)^{1/q} \lesssim (1 + \eta)^d - 1 \left( \frac{1}{2} \eta \right)^{-k} r^{-k} \frac{d}{q} .
\]

To develop a contradictive result to (3.1), we write

\[
\left| \int_{\mathbb{R}^d} (D^k f)_1(y) \phi(y) dy \right| \geq \int_{\mathbb{R}^d} (D^k f)_1(y) \phi(y) dy \geq I - J - K \]

where

\[
I = \int_{S_{\zeta,\lambda}^{1,+} \cap B_r(x_0)} (D^k f)_1(y) \phi(y) dy \\
J = \int_{B_r(x_0) \setminus S_{\zeta,\lambda}^{1,+}} (D^k f)_1(y) \phi(y) dy \\
K = \int_{B_{(1+\eta)r}(x_0) \setminus B_r(x_0)} (D^k f)_1(y) \phi(y) dy .
\]
Similar to the proof of Lemma 3.3 in Farhat et al. [4], the estimates (3.3) and (3.4) together with the opposite assumption about \( \delta \)-sparseness lead to

\[
(1 + \eta)^d - 1)^{1/q} (\frac{\eta}{2})^{-k} r^{-k + \frac{d}{p}} \|D^\zeta f\|_{W^{-k,p}} \lesssim \|D^\zeta f\|_\infty \left(\lambda \delta + \delta - (1 + \eta)^d\right);
\]

in other words, for some constant \( c \),

\[
\|D^\zeta f\|_{W^{-k,p}} > c \frac{(\eta/2)^k (\lambda \delta + \delta - (1 + \eta)^d)}{((1 + \eta)^d - 1)^{1/q}} \|D^\zeta f\|_\infty.
\]

Since \( \delta > \frac{1}{1 + \lambda} \), if we set \( (1 + \eta)^d = \frac{\delta(1 + \lambda) + 1}{2} \), then

\[
\|D^\zeta f\|_{W^{-k,p}} > c^* (\lambda, \delta, d, p) (\eta/2)^k r^{-k + \frac{d}{p}} \|D^\zeta f\|_\infty
\]

where \( c^*(\lambda, \delta, d, p) = \frac{1}{2} c \|D^\zeta f\|_\infty \), with \( (1 + \eta)^d = \frac{\delta(1 + \lambda) + 1}{2} \), producing a contradiction. \( \square \)

This leads to the following \textit{a priori} sparseness result announced in the prologue.

**Theorem 3.7.** Let \( u \) be a Leray solution (a global-in-time weak solution satisfying the global energy inequality), and assume that \( u \) is in \( C((0, T^*), L^\infty) \) for some \( T^* > 0 \). Then for any \( t \in (0, T^*) \) the super-level sets

\[
S_{\zeta, \lambda}^{i, \pm} = \left\{ x \in \mathbb{R}^d \mid (D^\zeta u)_{i, \pm}(x) > \lambda \|D^\zeta u\|_\infty \right\}, \quad 1 \leq i \leq d, \ \zeta \in \mathbb{N}^d
\]

(resp. \( S_{\zeta, \lambda}^{i, \pm} = \left\{ x \in \mathbb{R}^3 \mid (D^\zeta \omega)_{i, \pm}(x) > \lambda \|D^\zeta \omega\|_\infty \right\}, \quad 1 \leq i \leq 3, \ \zeta \in \mathbb{N}^3 \))

are \( d \)-dimensional (resp. 3D) \( \delta \)-sparse around any spatial point \( x_0 \) at scale

\[
r^* = c(\|u_0\|_2) \frac{1}{\|D^\zeta u(t)\|_{L^\infty}^{2/(2k+d)}} \quad \text{(resp. } r^* = c(\|u_0\|_2) \frac{1}{\|D^\zeta \omega(t)\|_{L^\infty}^{2/(2k+5)})}
\]

provided \( r^* \in (0, 1) \) and with the same restrictions on \( \lambda \) and \( \delta \) as in the preceding lemma. In other words, \( D^\zeta u(t) \in Z_\alpha(\lambda, \delta, c_0) \) with \( \alpha = 1/(k+2/2) \) (resp. \( D^\zeta \omega(t) \in Z_\alpha(\lambda, \delta, c_0) \) with \( \alpha = 1/(k+5/2) \)). Moreover, for any \( p > 2 \), if we assume

\[
u \in C((0, T^*), L^\infty) \cap L^\infty((0, T^*], L^p)
\]

then for any \( t \in (0, T^*) \) the super-level sets \( S_{\zeta, \lambda}^{i, \pm} \) are \( d \)-dimensional \( \delta \)-sparse around any spatial point \( x_0 \) at scale

\[
r^* = c \left( \sup_{t < T^*} \|u(t)\|_{L^p} \right) \frac{1}{\|D^\zeta u(t)\|_{L^\infty}^{1/(k+d/p)}};
\]

provided \( r^* \in (0, 1] \) and the same conditions on \( \lambda \) and \( \delta \) as in Lemma 3.6 are satisfied, i.e. \( D^\zeta u(t) \in Z_\alpha(\lambda, \delta, c_0) \) with \( \alpha = 1/(k + d/p) \).
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Proof. Note that, for any $p \geq 2$ and $\zeta \in \mathbb{N}^d$ with $|\zeta| = k$,

$$
\|D^\zeta u(t)\|_{W^{-k,p}} \leq \|u(t)\|_{L^p}
$$

If $u \in L^\infty((0,T^*],L^p)$, in order to meet the assumption in Lemma 3.6, it suffices to postulate

$$
\sup_{t < T^*} \|u(t)\|_{L^p} \lesssim c^*(\zeta, \lambda, \delta, p) \cdot t^{k+\frac{d}{p}} \|D^\zeta f\|_{L^\infty}
$$

with $c^*$ given in (3.1), which forces the scale of sparseness required by the theorem. The proof for the vorticity is similar.

In the rest of the paper, for simplicity, we will assume $D^\zeta = \partial^k_{x_1}$ (the proofs for other derivatives of order $k$ are analogous). In addition, $\| \cdot \|$ will denote the $L^\infty$-norm. The following four results, two theorems, a lemma and a corollary, as well as the last theorem, provide the foundation for a novel blow-up argument based on local-in-time dynamics of chains of derivatives.

**Theorem 3.8 (Ascending Chain).** Let $u$ be a Leray solution initiated at $u_0$ and suppose that for sufficiently large $\ell$ and $k$

$$
\frac{\|D^j u_0\|}{c^{j/2}(j)!} \leq \frac{\|D^k u_0\|}{c^{k/2}(k)!}, \quad \forall \ell \leq j \leq k. \tag{3.8}
$$

If $c$, $\ell$ and $k$ satisfy

$$
c\|u_0\|_2 \|u_0\|^{d/2-1} (\ell)!^{1/2-j} \lesssim (k!)^{1/(k+1)} \tag{3.9}
$$

and $T^{1/2} \lesssim C(\|u_0\|, \ell, k)^{-1} \|D^k u_0\|^{-\frac{1}{k+1}}$ (with $C(\|u_0\|, \ell, k)$ depending only on $u_0$, $\ell$, $k$ and a threshold $M$ introduced below; as we shall see later, the constant $c = c(k)$ in (3.8) will be chosen according to the formation of the ascending chains in Lemma 3.11 and Corollary 3.12, originally determined by the assumption (3.14) in Theorem 3.9), then for any $\ell \leq j \leq k$, the complex solution of (1.2)-(1.4) has the following upper bounds:

$$
\sup_{t \in (0,T)} \sup_{y \in \mathcal{D}_t} \|D^j u(\cdot, y, t)\|_{L^\infty} + \sup_{t \in (0,T)} \sup_{y \in \mathcal{D}_t} \|D^j v(\cdot, y, t)\|_{L^\infty}
$$

$$
\leq M \|D^j u_0\| + \left( j + c\|u_0\|_2 \|u_0\|^{d/2-1} (\ell)!^{1/2-j} \right) \frac{c^{j+1} j! \|D^k u_0\|^{j+1}}{c^{k/2}(k)!^{1/2-j}} \tag{3.10}
$$

where the multiplicative constant $M > 1$ can be set as desired, and $\mathcal{D}_t$ is given by (2.2). For the real solutions the above result becomes

$$
\sup_{t \in (0,\tilde{T})} \|D^j u(\cdot, t)\|_{L^\infty} \leq \|D^j u_0\| + \left( j + c\|u_0\|_2 \|u_0\|^{d/2-1} (\ell)!^{1/2-j} \right) \frac{c^{j+1} j! \|D^k u_0\|^{j+1}}{c^{k/2}(k)!^{1/2-j}} \tag{3.11}
$$

where $\tilde{T}$ does not depend on $M$. 

Proof. For simplicity assume the system (1.2)-(1.4) is homogeneous, i.e. \( f = 0 \). As in the proof of Theorem 2.4 we have the iteration formulas (2.9)-(2.10). With the assumption (3.8) we are able to reduce slightly, at level \( k \), the nonlinear effect by applying Lemma 2.2 to the lower order derivatives only. Let

\[
K_n := \sup_{t < T} \| U^{(n)} \|_{L^2} + \sup_{t < T} \| V^{(n)} \|_{L^2}
\]

and

\[
L_n^{(j)} := \sup_{t < T} \| D^j U^{(n)} \|_{L^\infty} + \sup_{t < T} \| D^j V^{(n)} \|_{L^\infty}, \quad \forall \ell \leq j \leq k.
\]

We will demonstrate the idea of the proof on the nonlinear term \( U^{(n)} \otimes U^{(n)} \) (the rest of the nonlinear terms can be estimated in a similar way) via an induction argument. For \( j > 2\ell \),

\[
\left\| \int_0^t e^{(t-s)\Delta} D^j (U^{(n)} \cdot \nabla) U^{(n)} \, ds \right\| \lesssim t^\frac{j}{2} \sum_{i=0}^{j} \binom{j}{i} \left[ \sup_{s < T} \| D^i U^{(n)}(s) \| \sup_{s < T} \| D^{j-i} U^{(n)}(s) \| \right]
\]

\[
\lesssim t^\frac{j}{2} \sum_{0 \leq i \leq \ell} \binom{j}{i} \left[ \sup_{s < T} \| U^{(n-1)}(s) \| \right] \left( \sum_{\ell \leq j-i \leq \ell} \binom{j}{i} \right) \left( \sum_{s < T} \| D^j U^{(n-1)}(s) \| \right)
\]

\[
+ 2 \sum_{0 \leq i \leq \ell} \binom{j}{i} \left[ \sup_{s < T} \| U^{(n)}(s) \| \right] \left( \sum_{\ell \leq j-i \leq \ell} \binom{j}{i} \right) \sup_{s < T} \| D^j U^{(n)}(s) \|
\]

\[
\lesssim t^\frac{j}{2} \sum_{\ell \leq j-i \leq \ell} \binom{j}{i} L_n^{(i)} L_n^{(j-i)} + 2 \sum_{0 \leq i \leq \ell} \binom{j}{i} K_n^{(i)} L_n^{(j-i)} := t^\frac{j}{2} (I + 2J).
\]

Via the induction hypothesis and the assumption (3.8), if \( c, \ell \) and \( k \) are chosen as in (3.9),

\[
I \lesssim \sum_{\ell \leq i \leq j-\ell} \binom{j}{i} \left( 1 + \frac{\ell + c \| u_0 \|_2 \| u_0 \|^{1/2} \| (t^\ell/2) \| \cdot \| D^k u_0 \|^{i+1} \| k+1 \| \right) \frac{c^{i+1} (k!)^{i+1}}{\ell+1}
\]

\[
\times \left( 1 + \frac{\ell + c \| u_0 \|_2 \| u_0 \|^{1/2} \| (t^\ell/2) \| \cdot \| D^k u_0 \|^{j-i+1} \| k+1 \| \right) \frac{c^{j-i} (j-i)! (k!)^{j-i+1}}{\ell+1}
\]

\[
\lesssim \sum_{\ell \leq i \leq j-\ell} \binom{j}{i} \frac{3 \cdot c^{i+1} (k!)^{i+1}}{\ell+1} \| D^k u_0 \|^{i+1} \| k+1 \| \cdot \frac{3 \cdot c^{j-i} (j-i)! (k!)^{j-i+1}}{\ell+1} \| D^k u_0 \|^{j-i+1} \| k+1 \|
\]

\[
\lesssim c^{j+1} \frac{(j-j)^{2\ell}}{(k!)^{j+1}} \| D^k u_0 \|^{i+1} \| k+1 \|
\]

\[
neg \text{22}
\]
Also, by Lemma 2.2 and the assumption (3.8)

$$\|u_0\| \lesssim \|u_0\| \frac{\ell}{\ell + d/2} \|D^\ell u_0\| \frac{\ell}{\ell + d/2} \lesssim \|u_0\| \frac{\ell}{\ell + d/2} \left( \frac{\ell}{\ell + d/2} \right)^{\frac{d/2}{\ell + d/2}} \|D^k u_0\| \frac{\ell + d/2}{\ell + d/2}.$$  

Without loss of generality, we can assume $\|D^k u_0\| \lesssim k! \|u_0\|^k$; then under the assumption (3.9) the above estimate implies

$$\|u_0\| \lesssim \|u_0\| \frac{\ell}{\ell + d/2} \left( \frac{\ell}{\ell + d/2} \right)^{\frac{d/2}{\ell + d/2}} \left( k! \|u_0\|^k \right)^{\frac{(d/2 - 1)\ell}{\ell + d/2}} \|D^k u_0\| \frac{1}{\ell + d/2} \lesssim c^{-\frac{d/2}{\ell + d/2}} \|D^k u_0\| \frac{1}{\ell + d/2}.$$  

Consequently, following the proof of Theorem 2.4 (with $k = 0$ and $p = 2$), if $t^{1/2} \lesssim c \|D^k u_0\| \frac{1}{\ell + d/2}$ one can show

$$\sup_{s \leq t} \|U_n(s)\| \lesssim \|u_0\| \frac{2}{\ell + d/2}$$  

for all $n$.

Thus, by induction and (3.8)-(3.9) we deduce

$$J \lesssim \sum_{0 \leq i \leq \ell} \left( \begin{array}{c} j \vspace{1mm} \\ i \end{array} \right) \|u_0\| \frac{\ell}{\ell + d/2} \left( 2 + \frac{\ell}{\ell + d/2} \left( \frac{\ell}{\ell + d/2} \right)^{\frac{(d/2 - 1)\ell}{\ell + d/2}} \|D^k u_0\| \frac{1}{\ell + d/2} \right)^{\frac{(d/2 - 1)\ell}{\ell + d/2}} \|D^k u_0\| \frac{1}{\ell + d/2}$$

$$\times \left( 2 + \frac{j - i}{(k!) \frac{1}{\ell + d/2}} \right) \frac{c^{j-i} (j-i)!}{\left( \frac{c}{k+1} (k!) \frac{1}{\ell + d/2} \right)^{j-i+1}} \|D^k u_0\| \frac{1}{\ell + d/2} \|D^k u_0\| \frac{1}{\ell + d/2}$$

$$\lesssim \sum_{0 \leq i \leq \ell} 9 \cdot \|u_0\| \frac{\ell - 1}{\ell + d/2} \frac{c^j}{\left( \frac{c}{k+1} (k!) \frac{1}{\ell + d/2} \right)^{j+2}} \|D^k u_0\| \frac{1}{\ell + d/2}$$

$$\times \frac{\left( k \frac{1}{c+1} (k!) \frac{1}{\ell + d/2} \right)^{i+1}}{c^i i!} \left( \frac{\ell}{\ell + d/2} \right)^{\frac{d/2}{\ell + d/2}} \|D^k u_0\| \frac{1}{\ell + d/2}.$$  

23
Again, without loss of generality, assume \( \|D^k u_0\| \lesssim k! \|u_0\|^k \). Then

\[
J \lesssim \|u_0\|_2 \left( \frac{c^j j!}{(c + \epsilon (k!))^{j+2}} \right)^{j+2} \|D^k u_0\| \frac{j+2}{j+1} \\
\times \sum_{0 \leq i \leq \ell} \left( \frac{c^k (k!)}{c^{k+\epsilon} (k!)} \right)^{i+1} \left( \frac{c^\ell (\ell!)}{c^{\ell+\epsilon} (\ell!)} \right)^{\ell+1} \|D^k u_0\| \frac{\ell+1}{\ell+1} \\
\lesssim \frac{c^j j! \|u_0\|_2}{(c + \epsilon (k!))^{j+2}} \|D^k u_0\| \frac{j+2}{j+1} \\
\times \sum_{0 \leq i \leq \ell} c^\ell (\ell!) \left( \frac{c^k (k!)}{c^{k+\epsilon} (k!)} \right) \left( \frac{c^\ell (\ell!)}{c^{\ell+\epsilon} (\ell!)} \right) \frac{d/2(\ell-i)}{(\ell+1)!} \frac{d/2(\ell-i)+1}{(\ell+2)!} \|D^k u_0\| \frac{j+2}{j+1} \\
\lesssim c \|u_0\|_2^{d/2-1} \|D^k u_0\| \frac{j+2}{(\ell/2)!} \|D^k u_0\| \frac{\ell+1}{\ell+1}.
\]

To sum up we have shown that if (3.9) is satisfied, for any \( j > 2\ell \),

\[
I + 2J \lesssim \left( j + c \|u_0\|_2 \|D^k u_0\|^{d/2-1} \frac{(\ell/2)!}{\ell!} \right) \frac{j+1}{(c + \epsilon (k!))^{j+2}} \|D^k u_0\| \frac{j+2}{j+1}.
\tag{3.12}
\]

Now if \( \ell \leq j \leq 2\ell \),

\[
\left\| \int_0^t e^{(t-s)\Delta} D^j (U^{(n)} \cdot \nabla) U^{(n)} ds \right\| \lesssim t^{1/2} \left( \sum_{j-\ell \leq i \leq j} \sum_{0 \leq i \leq j-\ell} \left( \sum_{j-\ell \leq i \leq j} K_{n-1}^{\ell-i/2} (L_{n-1}^{(\ell)} + L_{n-1}^{(\ell)}) \right) \right)^{j+1} \|D^k u_0\| \frac{\ell+1}{\ell+1} \|D^k u_0\| \frac{\ell+1}{\ell+1} \\
\lesssim t^{1/2} \left( \sum_{j-\ell \leq i \leq j} \left( \sum_{j-\ell \leq i \leq j} K_{n-1}^{\ell-i/2} (L_{n-1}^{(\ell)} + L_{n-1}^{(\ell)}) \right) \right)^{j+1} \|D^k u_0\| \frac{\ell+1}{\ell+1} \|D^k u_0\| \frac{\ell+1}{\ell+1} \\
\lesssim \|u_0\|_2 \left( \sum_{j-\ell \leq i \leq j} \left( \sum_{j-\ell \leq i \leq j} K_{n-1}^{\ell-i/2} (L_{n-1}^{(\ell)} + L_{n-1}^{(\ell)}) \right) \right)^{j+1} \|D^k u_0\| \frac{\ell+1}{\ell+1} \|D^k u_0\| \frac{\ell+1}{\ell+1}.
\]

Similarly, via the induction hypothesis and the assumption (3.9),

\[
I \lesssim \sum_{j-\ell \leq i \leq j} \left( \frac{j}{i} \right) \|u_0\|_2^{\ell-i/2} \left( 2 + \frac{\ell}{(k!)} \right) \frac{j+1}{j} \|D^k u_0\| \frac{j+1}{j+1} \\
\lesssim \|u_0\|_2 \sum_{j-\ell \leq i \leq j} \left( \frac{j}{i} \right) \frac{\ell+1}{j+1} \frac{i+1}{i+1} \|D^k u_0\| \frac{j+1}{j+1} \|D^k u_0\| \frac{j+1}{j+1}.
\]
Similarly, for all $c_0$ and if—in addition—$T$.

Then, (3.12) still holds for $\ell \leq j \leq 2\ell$, with the assumption (3.9). Hence, as long as $|\alpha|t^{1/2} \lesssim 1 - M^{-1}$,

$$
\|D^j U_n(t)\| \leq M \|D^j u_0\| + T^{1/2} \left( j + c \|u_0\|_2 \|u_0\|^{d/2-1} (\ell !)^{1/2}/(\ell /2)! \right) \left( j^{+1} j! \|u_0\|^{d/2-1} (\ell !)^{1/2}/(\ell /2)! \right) \left( j^{+1} j! \|D^k u_0\|^{d/2-1} (\ell !)^{1/2}/(\ell /2)! \right)
$$

and if—in addition—$T^{1/2} \lesssim c(M - 1)\|D^k u_0\|^{-1/k+1}$, then for all $\ell < j \leq k$ and for all $n$

$$
\sup_{s < T} \|D^j U_n(s)\| \leq M \|D^j u_0\| + \left( j + c \|u_0\|_2 \|u_0\|^{d/2-1} (\ell !)^{1/2}/(\ell /2)! \right) \left( j^{+1} j! \|u_0\|^{d/2-1} (\ell !)^{1/2}/(\ell /2)! \right) \left( j^{+1} j! \|D^k u_0\|^{d/2-1} (\ell !)^{1/2}/(\ell /2)! \right)
$$

Similarly, for all $\ell < j \leq k$ and for all $n$

$$
\sup_{s < T} \|D^j V_n(s)\| \leq \left( j + c \|u_0\|_2 \|u_0\|^{1/2} (\ell !)^{1/2}/(\ell /2)! \right) \left( j^{+1} j! \|u_0\|^{1/2} (\ell !)^{1/2}/(\ell /2)! \right) \left( j^{+1} j! \|D^k u_0\|^{1/2} (\ell !)^{1/2}/(\ell /2)! \right)
$$

Finally, a standard convergence argument yields (3.10).

\[\square\]

**Theorem 3.9** (Descending Chain). Let $u$ be a Leray solution of (1.2)-(1.4) initiated at $u_0$, and $\epsilon > 0$. Suppose $\ell$ is sufficiently large such that $\|u_0\| \lesssim (1 + \epsilon)^{\ell}$. For a fixed $k \geq \ell$, suppose that

$$
\frac{\|D^k u_0\|^{1/k}}{c^{k+1} (k!)^{1/k+1}} \geq \frac{\|D^j u_0\|^{1/j}}{c^{j+1} (j!)^{1/j+1}}, \quad \forall \ j \geq k
$$

for a suitable constant $c = c(k)$ which also satisfies

$$
\lambda h^* + \exp \left( (2c/\eta)(1 + \epsilon)^{\ell/k} c^{k+1} \right) (1 - h^*) \leq \mu
$$
where \( h^* = \frac{2}{\pi} \arcsin \frac{1-\delta^{2/d}}{1+\frac{1}{d}} \), \((1+\eta)^{d/2} = \frac{\delta(1+\lambda)+1}{2}\) and \( \mu \) is a positive constant. Then there exist \( T_*>t_0 \) and a constant \( \mu_* \) such that
\[
\|D^k u(s)\| \leq \mu_* \|D^k u_0\|, \quad \forall \ t_0 < s \leq T_* .
\]

Here \( \mu_* \) is smaller than the threshold \( M \) for \( D^k u \) given in Theorem 2.4 (and could be less than 1 with proper choices of \( c \) and \( \mu \)). A particular consequence (with an argument by contradiction) of this result is that—for sufficiently small values of \( \mu \)—(3.13) cannot coexist with (3.14).

Proof. Pick \( k_* \) such that (3.9) holds for \( \ell = k \) and \( k = k_* \). According to Theorem 2.4, there exists
\[
T_* = C(M)\|u_0\|_2^2 \cdot \min_{k\leq j \leq k_*} 4^{-j} \|D^j u_0\|^{-\frac{d}{2j+2}}
\]
such that
\[
\sup_{t_0<s<t_0+T_*} \|D^j u(s)\| \leq M \|D^j u_0\|, \quad \forall \ k \leq j \leq k_*,
\]
i.e. the uniform time span for the real solutions from \( k \)-th level to \( k_* \)-th level.

We first consider the case in which the order of ‘the tail of (3.13) after \( k_* \)’ continues for all \( s \) up to \( t_0 + T_* \), that is assuming, for any \( t_0<s<t_0+T_* \),
\[
\frac{\|D^k u(s)\|^{\frac{1}{k+1}}}{c^{k+1}(k!)^{\frac{1}{k+1}}} \geq \frac{\|D^j u(s)\|^{\frac{1}{j+1}}}{c^{j+1}(j!)^{\frac{1}{j+1}}}, \quad \forall \ j \geq k_* . \tag{3.15}
\]

Fix an \( x_0 \in \mathbb{R}^d \). Following the assumption (3.15), if \( z \in B_{r_0}(x_0,0) \subset \mathbb{C}^d \) with
\[
r_s = \left( \sup_{s}[u(s)\|^{L^2}] \left( \frac{1}{\epsilon^{(\zeta,\lambda,\delta,d,p)}} \right) \frac{1}{k+d/2} \|D^k u(s)\|^{-\frac{d}{2k+d/2}} \right)^{-1} (\eta/2)^{-1} \|D^k u(s)\|^{-\frac{1}{d+1/2}} \tag{3.16}
\]
(where \( c^* \) is given in (3.6) and such choice for the radius becomes natural as we apply Theorem 3.7 later and Proposition 3.1 at the end of the proof) the complex extension of \( D^k u_s(x) \) at any spatial point \( x_0 \) satisfies (for \( z \neq x_0 \))
\[
|D^k u_s(z)| \leq \left( \sum_{0\leq i \leq k_*-k} + \sum_{i>k_*-k} \right) \frac{|D^{k+i} u_s(x_0)|}{i!} |z-x_0|^i =: \mathcal{I}_s(z) + \mathcal{J}_s(z)
\]

where (with (3.15) in mind )
\[
\mathcal{J}_s(z) \leq \sum_{i>k_*-k} \left( \frac{\|D^{k+i} u(s)\|^{\frac{1}{k+i+1}}}{c^{k+i}(k+i!)^{\frac{1}{k+i+1}}} \right) \frac{(k+i)!}{i!} c^{k+i} |z-x_0|^i \leq \sum_{i>k_*-k} \left( \frac{\|D^k u(s)\|^{\frac{1}{k+1}}}{c^{k+1}(k!)^{\frac{1}{k+1}}} \right) \frac{(k+i)!}{i!} c^{k+i} |z-x_0|^i , \quad \forall \ t_0 < s < t_0 + T_* .
\]
Thus, for any $s < t_0 + T_*$, (with (3.16) in mind)

$$
\sup_{z \in B_r(x_0,0)} J_s(z) \leq \|D^k u(s)\| \sum_{i > k_* - k} \left( \frac{\|D^k u(s)\|_\infty}{c^{i+1} (k!)^{i+1}} \right) \frac{(k+i)!}{i!} c^i r_s^i \\
\leq \|D^k u_0\| \sum_{i > k_* - k} \frac{(k+i)!}{k! i!} \left( \frac{c r_s \|D^k u_0\|_\infty}{c^{i+1} (k!)^{i+1}} \right) i \\
\leq \|D^k u_0\| \sum_{i > k_* - k} \frac{(k+i)!}{k! i!} \left( \frac{\frac{1}{c^{k+i+1}} \|D^k u_0\|_\infty d/2-1}{(k+1)(k+2)} (\eta/2) (k!)^{k+1} \right) i.
$$

By Theorem 2.4 and the assumption (3.13), if $s \leq t_0 + T_*$ then

$$
\sup_{z \in B_r(x_0,0)} I_s(z) \leq M \sum_{0 \leq i \leq k_* - k} \frac{\|D^k+i u_0\|}{i!} r_s^i \\
\leq M \sum_{0 \leq i \leq k_* - k} \left( \frac{\|D^k u_0\|_\infty}{c^{k+i+1} (k!)^{k+i+1}} \right) \frac{(k+i)!}{i!} c^{k+i} r_s^i \\
\leq M \|D^k u_0\| \sum_{0 \leq i \leq k_* - k} \frac{(k+i)!}{k! i!} \left( \frac{c r_s \|D^k u_0\|_\infty}{c^{k+i+1} (k!)^{k+i+1}} \right) i.
$$

We will complete the proof by way of contradiction. Suppose there exists an $t < t_0 + T_*$ such that $\|D^k u(t)\| > \mu_* \|D^k u_0\|$, then $r_t \leq \mu_* \frac{1}{\eta^{d/2}} r_0$ and

$$
\sup_{z \in B_r(x_0,0)} I_t(z) \leq M \|D^k u_0\| \sum_{0 \leq i \leq k_* - k} \frac{(k+i)!}{k! i!} \left( \frac{\frac{1}{c^{k+i+1}} \|D^k u_0\|_\infty d/2-1}{(k+1)(k+2)} (\eta/2) (k!)^{k+1} \right) i.
$$

Combining the estimates for $J_t(z)$ and $I_t(z)$ yields

$$
\sup_{z \in B_r(x_0,0)} |D^k u_t(z)| \leq M \|D^k u_0\| \sum_{i > k_* - k} \frac{(k+i)!}{k! i!} \left( \frac{\frac{1}{c^{k+i+1}} (M \|D^k u_0\|_\infty d/2-1)}{(\eta/2) (k!)^{k+1}} \right) i \\
+ M \|D^k u_0\| \sum_{0 \leq i \leq k_* - k} \frac{(k+i)!}{k! i!} \left( \frac{\frac{1}{c^{k+i+1}} \|D^k u_0\|_\infty d/2-1}{(k+1)(k+2)} (\eta/2) (k!)^{k+1} \right) i \\
\leq M \|D^k u_0\| \sum_{i \geq 0} \frac{(k+i)!}{k! i!} \left( \frac{\frac{1}{c^{k+i+1}} (M \|D^k u_0\|_\infty d/2-1)}{\mu_*^{k+d/2} (\eta/2) (k!)^{k+1}} \right) i \\
\leq M \|D^k u_0\| \left( 1 - \frac{\frac{1}{c^{k+i+1}} \|D^k u_0\|_\infty d/2-1}{\mu_*^{k+d/2} (\eta/2) (k!)^{k+1}} \right) \frac{1}{k-1}.
$$
Without loss of generality, one can assume $u_0$ evolves from a negative temporal point so that $\|D^k u_0\| \lesssim k!\|u_0\|^k$; thus

$$\sup_{z \in B_{r^*}(x_0, 0)} |D^k u_*(z)| \leq M \|D^k u_0\| \left( 1 - \frac{c_{k+1}^k (M \frac{k! \|u_0\|^k}{\mu_{k/d^2}})^{\frac{d/2}{(k+1)(k+d/2)}}}{\mu_*^{k/d^2}} \right)^{-k-1}.$$ 

Since the above estimates hold for all $x_0$, if $\|u_0\| \lesssim (1 + \epsilon)^k$, $M, \mu_* \approx 1$ and $k$ is sufficiently large,

$$\sup_{y \in B_{r^*}(0)} \|D^k u(\cdot, y, t)\|_{L^\infty} + \sup_{y \in B_{r^*}(0)} \|D^k v(\cdot, y, t)\|_{L^\infty} \leq M \|D^k u_0\| \exp \left( \frac{c_{k+1}^k (k! \|u_0\|^k)^{d/2}}{(\eta/2) (k!)^{k+1}} / (k + 1) \right) \lesssim M \exp \left( (2c/\eta)(1 + \epsilon) \frac{c_{k+1}^k}{(k+1)} \right) \|D^k u_0\| .$$

By Theorem 3.7, for any spatial point $\nu$ along which the super-level set

$$S_{k, \lambda}^i, \pm = \left\{ x \in \mathbb{R}^d \mid (D^k u_t)_i^\pm(x) > \lambda \|D^k u_t\|_\infty \right\}$$

is 1-D $\delta^{1/d}$-sparse at scale $r^*_T$ given in (3.16). Note that the results in Proposition 3.1 are scaling invariant and—for simplicity—assume $r^*_T = 1$ and $\nu$ is a unit vector. Define

$$K = (x_0 - \nu, x_0 + \nu) \setminus S_{k, \lambda}^{i, \pm} .$$

Then—by sparseness—$|K| \geq 2(1 - \delta^{1/d})$. If $x_0 \in K$, the result follows immediately. If $x_0 \notin K$, then by Proposition 3.1 and the above estimate for $D^k u_*(z)$,

$$|D^k u_t(x_0)| \leq \lambda \|D^k u_t\|_\infty h^* + \sup_{z \in B_{r^*}(x_0, 0)} \left| D^k u_*(z) \right| (1 - h^*) \leq \lambda M \|D^k u_0\|_\infty h^* + M \exp \left( (2c/\eta)(1 + \epsilon) \frac{c_{k+1}^k}{(k+1)} \right) \|D^k u_0\|_\infty (1 - h^*)$$

where $h^* = \frac{2}{\pi} \arcsin \left( \frac{1}{1 + \delta^{2/d}} \right)$. Hence, if condition (3.14) is satisfied, we observe a contradiction (from the above result) that $\|D^k u(t)\| \leq \mu_* \|D^k u_0\|$ with $\mu_* = M \mu$.

Now we consider the opposite case, that is the order (3.15) stops at some temporal points $t_\tau < t_0 + T_\tau$ for some indexes $k_\tau > k_*$. For convenience we define

$$R(j, c, t) := \frac{\|D^j u(t)\|^{1/1+}}{c^{1/1+} (j!)^{1/1+}} , \quad T_j(t) := (M_* - 1)^2 c_0^{2j} \|D^j u(t)\|^{-2} , \quad \mathcal{C}(j, c, \varepsilon, t_0, t) := \left( \|D^j u(\cdot, \varepsilon(t - t_0)^{1/2}, t)\| + \|D^j v(\cdot, \varepsilon(t - t_0)^{1/2}, t)\| \right)^{1/1+} / \left( c^{1/1+} (j!)^{1/1+} \right) ,$$

where $M_*$ is chosen such that

$$T_* = (M_* - 1)^2 (k_*!)^{-2} R(k, c, t_0)^{-2} .$$
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For any such \( t_\tau \), one can assume that at least one index \( k_\tau \) (at \( t_\tau \)) satisfies
\[
\mathcal{R}(k_\tau, c, t_\tau) \geq M^{-\frac{1}{p+1}} \mathcal{R}(k, c, t_0),
\]
(3.18)
because the opposite for all \( k_\tau \) implies \( \|D^k u(t_\tau)\| \leq \mu_* \|D^k u_0\| \), using the same argument as before. Moreover, we place such indexes in ascending order: \( k_* < k_1 < k_2 < \cdots < k_\tau < k_{\tau+1} < \cdots \) and assume (if such \( t_\tau \) exists) \( t_p \) is the first time that (3.18) occurs for \( k_p \) (so the order (3.15) persists (for \( k_p \)) at most until \( s = t_p \)) while
\[
\mathcal{R}(k_p, c, t_p) = \max_{k \leq j < k_p} \mathcal{R}(j, c, t_p).
\]

We claim that, for some \( n_p \leq (k_p/k_*)^2 \),
\[
\sup_{t_p < s < t_0 + T_*} \mathcal{R}(k_p, c, s) \leq M_{n_p}^{1/p+1} \mathcal{R}(k_p, c, t_p).
\]
(3.19)

Proof of the claim: Based on the choice of \( T_* \) and the assumption (3.13),
\[
\sup_{t_0 < s < t_0 + T_*} \max_{k \leq j \leq k_\tau} \mathcal{R}(j, c, s) \leq \max_{k \leq j \leq k_\tau} M^{ \frac{1}{p+1}} \mathcal{R}(j, c, t_0) \leq M^{ \frac{1}{p+1}} \mathcal{R}(k, c, t_0) \leq \mathcal{R}(k_*). \tag{3.20}
\]
Recall that \( k_* \) is chosen according to the condition (3.9), while \( k_1 \) and \( t_1 \) are, respectively, the smallest index and the first temporal point for which (3.18) is realized as an equality, implying
\[
\sup_{t_0 < s < t_1} \max_{k_* \leq i \leq k_1} \mathcal{R}(i, c, s) < M^{ \frac{1}{p+1}} \mathcal{R}(k, c, t_0),
\]
which, together with (3.20), guarantees (3.8) (at \( s = t_1 \), with \( \ell = k \) and \( k = k_1 \)). Then, by Theorem 3.8
\[
\sup_{t_1 < s < t_1 + T_{k_1}} \mathcal{R}(i, c, s) \leq M_{n_1}^{1/p+1} \mathcal{R}(k_1, c, t_1), \quad \forall k_* \leq i \leq k_1.
\]
If \( \sup_{t_1 + T_{k_1} < s < t_0 + T_*} \mathcal{R}(k_1, c, s) \leq M^{ \frac{1}{p+1}} \mathcal{R}(k_1, c, t_1) \), then (3.19) is achieved immediately; otherwise we repeat the above procedure until the above inequality is attained at some \( s = t_1 + r \cdot T_{k_1} \) or until \( t_1 + n_1 T_{k_1} \geq t_0 + T_* \), and this shall lead to
\[
\sup_{t_0 < s < t_0 + T_*} \max_{k_* \leq j \leq k_1} \mathcal{R}(j, c, s) \leq \left( M_{n_1}^{1/p+1} \right)^{n_1} \mathcal{R}(k_1, c, t_1)
\]
where, based on the choice of \( T_* \) and \( M_* \),
\[
n_1 \leq \frac{(t_0 + T_* - t_1)/T_{k_1}(t_1)}{T_*} (M_* - 1)^{-2(k_1)} \frac{2}{k_1 + 1} \mathcal{R}(k_1, c, t_1)^2 \leq T_* (M_* - 1)^{-2(k_1)} \frac{2}{k_1 + 1} \mathcal{R}(k, c, t_0)^2 \leq (k_1/k_*)^2.
\]
Consequently, if \( k_1 \) satisfies \( M_*^{k_1/k_*^2} \leq M \) then
\[
\sup_{t_0 < s < t_0 + T_*} \max_{k_* \leq j \leq k_1} \mathcal{R}(j, c, s) \leq M \mathcal{R}(k_1, c, t_1).
\]
If $k_p$ is such that $\prod_{\tau=1}^{p} M_{n_{\tau}/(k_{\tau}+1)} \leq M$, an induction argument leads to

$$\sup_{t_0 < s < t_0 + T_*} \max_{k_0 \leq j \leq k_p} \mathcal{R}(j, c, s) \leq M \mathcal{R}(k_p, c, t_p) \leq M \mathcal{R}(k_1, c, t_1),$$

where $n_{\tau} \leq (t_0 + T_* - t_\tau)/T_{k_\tau}(t_\tau) \lesssim (k_{\tau}/k_\tau)^2$. In fact, for any $k_p$ such that $M_{n_\tau/k_{\tau}^2}^{k_p/k_{\tau}^2} \leq M$,

$$\sup_{t_0 < s < t_0 + T_*} \max_{k_0 \leq j \leq k_p} \mathcal{R}(j, c, s) \leq M \mathcal{R}(k_1, c, t_1) \lesssim M \mathcal{R}(k, c, t_0).$$

This proves the claim (stronger than the claim). On the other hand, we claim that, ‘for however large index $k_1$ is’,

$$\sup_{t_0 < s < t_0 + T_*} \max_{k_0 \leq j \leq k_1} \mathcal{R}(j, c, s) \leq M^\beta \mathcal{R}(k_1, c, t_0) \quad \text{with} \quad \beta < 1. \quad (3.21)$$

**Proof of the claim:** Recall that $k_1$ is the foremost index for (3.18), so

$$\sup_{s < t_0 + T_*} \max_{k_0 \leq i < k_1} \mathcal{R}(i, c, s) \leq \sup_{s < t_0 + T_*} \max_{k_0 \leq i \leq k_*} \mathcal{R}(i, c, s) \leq M^{k_1/k_*} \mathcal{R}(k, c, t_0).$$

The opposite of the claim, together with the above restriction (for $i < k_1$), implies there exists $t < t_0 + T_*$ such that, for some $\tilde{\beta} < \beta$,

$$\max_{k_0 \leq i < k_1} \mathcal{R}(i, c, t) \leq M^{-\tilde{\beta}} \mathcal{R}(k_1, c, t)$$

and with a similar argument to the proof of Theorem 3.8 we deduce that

$$\sup_{t < s < t + \tilde{T}} \mathcal{C}(k_1, c, e, t, s) \leq M^{\tilde{\beta}} \mathcal{R}(k_1, c, t)$$

where $|e| \gtrsim 1 - M^{-\tilde{\beta}}$ and $\tilde{T} \gtrsim (\eta/2)^{-2} \left(1 - M^{-\tilde{\beta}}\right)^{-2} \|D^{k_1} u(t)\|^{\frac{2}{4 + 2}}$. Then, by Theorem 3.7, Proposition 3.1 and the above estimate for $D^{k_1} u$,

$$\mathcal{R}(k_1, c, t + \tilde{T}) \leq \tilde{\mu} \cdot \mathcal{R}(k_1, c, t) \quad \text{with} \quad \tilde{\mu} < 1,$$

which shows that either spatial intermittency of $D^{k_1} u$ occurs before $s = t + \tilde{T} (< t_0 + T_*)$ with $\mathcal{R}(k_1, c, s) \leq M^{2\tilde{\beta}} \mathcal{R}(k, c, t_0)$ or

$$\sup_{s < t_0 + T_*} \mathcal{R}(k_1, c, s) < M^{2\tilde{\beta}} \mathcal{R}(k, c, t_0).$$

This proves that (3.21) must hold provided $k_1( > k_\tau)$ is the foremost index for (3.18) to occur. Summarizing the above two claims (i.e. (3.19) and (3.21)), we have shown that

$$\sup_{t_0 < s < t_0 + T_*} \max_{k_0 \leq j \leq k_*} \mathcal{R}(j, c, s) \leq M \mathcal{R}(k, c, t_0)$$
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where \( \ell_* \) is chosen such that \( M_*^{\ell_* / k^2} \leq M \) (where \( \ell_* \gg k_* \) since \( M_* \ll M \)). Finally, we claim that
\[
\sup_{t_0 < s < t_0 + T_*} \max_{\ell_* < j \leq 2\ell_*} R(j, c, s) \leq M^\beta \sup_{t_0 < s < t_0 + T_*} \max_{k \leq \ell_*} R(j, c, s) \quad \text{with} \quad \beta \lesssim k_*^{-1}.
\]
Assume the opposite. Then there exist \( \ell_* < i \leq 2\ell_* \) and \( t < t_0 + T_* \) such that
\[
\sup_{t_0 < s < t_0 + T_*} \max_{k \leq \ell_*} R(j, c, s) < M^{-\beta} R(i, c, t).
\]
With a similar argument to the proof of Theorem 3.8 we deduce that
\[
\sup_{t < s < t + \tilde{T}} C(i, c, \varepsilon, t, s) \leq \tilde{M} R(i, c, t)
\]
where \(|\varepsilon| \gtrsim 1 - \tilde{M}^{-1}\) and \( \tilde{T} \gtrsim \eta, \beta \|D^\varepsilon u(t)\|^{\frac{1}{\tilde{M}}}. \) Similarly to the above argument for \( k_1 \), by Theorem 3.7 and Proposition 3.1, spatial intermittency of \( D^\varepsilon u \) occurs at \( s = t + \tilde{T} \). Thus, \( \|D^\varepsilon u\| \) starts decreasing whenever it reaches the critical state as above, and this proves the claim. Inductively, one can show
\[
\sup_{t_0 < s < t_0 + T_*} \max_{2^n \ell_* < j \leq 2^{n+1} \ell_*} R(j, c, s) \leq M^{\beta_n} \sup_{t_0 < s < t_0 + T_*} \max_{k \leq \ell_*} R(j, c, s) \quad \text{with} \quad \beta_n \lesssim 2^{-n} k_*^{-1},
\]
and therefore
\[
\sup_{t_0 < s < t_0 + T_*} \max_{j \geq k} R(j, c, s) \leq M^{2/k_*} \sup_{t_0 < s < t_0 + T_*} \max_{k \leq \ell_*} R(j, c, s),
\]
which, together with the summary of the previous two claims, yields
\[
\sup_{t_0 < s < t_0 + T_*} \max_{j \geq k} R(j, c, s) \lesssim M R(k, c, t_0)
\]
and the complex extension \( \sup_{z \in B_{r_\varepsilon}(x_0, 0)} |D^k u_t(z)| \) has the same upper estimate as in the initial case; an application of Proposition 3.1 then completes the proof.

\[\square\]

Remark 3.10. If we assume \( D^j u(t) \in Z_j(\lambda, \delta, c) \) with \( \alpha = 1/(k + 1) \) for all \( j \geq k_* \), then one can prove the statement with the same \( \mu_* \) for much longer duration \( T_* \).

Lemma 3.11. Let \( u \) be a Leray solution to (1.2)-(1.4) initiated at \( u_0 \) and \( \ell \) large enough such that \( \|u_0\| \lesssim (1 + \varepsilon)\)\(^{\ell} \). For any fixed \( \kappa > \ell \), if (3.14) is satisfied (for \( \kappa = \ell \)) with \( \mu_* \leq 1 \) in Theorem 3.9, with the notation introduced in (3.17), one of the following two cases must occur:

(1)\(^*\) There exist \( t \) and \( k \geq \kappa \) such that
\[
R(j, c, t) \leq R(k, c, t) \quad \forall \ell \leq j \leq k
\]
and
\[
R(k, c, t) \leq \max_{\ell \leq j \leq \kappa} R(j, c, t_0).
\]

(II)\(^*\)
\[
\sup_{s > t_0} \max_{j \geq \ell} R(j, c, s) \leq \max_{\ell \leq j \leq \kappa} R(j, c, t_0).
\]
\textbf{Proof.} At } t = t_0 \text{ assume the opposite of Case (I)*, i.e. there exists } \ell \leq k_1 < \kappa \text{ such that}

\[ R(j, c, t_0) \leq R(k_1, c, t_0) \quad \forall \ell \leq j \leq k_1 \]  

(3.22)

while

\[ R(k_1, c, t_0) > R(j, c, t_0) \quad \forall j > k_1 . \]  

(3.23)

Then, one of the following two cases must occur,

(I)' Such order remains for all time;

(II)' Such order remains until } t = t_1 \text{ at which point } R(k_2, c, t) \text{ becomes the maximal among all } R(j, c, t) \text{ for all } j \geq \ell .

If Case (I)' occurs, we claim that

\[ \sup_{s > t_0} R(j, c, s) \leq R(k_1, c, t_0) , \quad \forall j \geq \ell . \]  

(3.24)

Proof of the claim: It suffices to show

\[ \sup_{s > t_0} \| D^{k_1} u(s) \| \leq \| D^{k_1} u_0 \| . \]  

Since the order in (3.23) remains for all } s \text{, by Theorem 3.9 (applied with } \mu_* \leq 1; \text{ condition (3.14) holds for } \kappa, \text{ thus also for } k_1 \text{ as } k_1 < \kappa \text{ and } c < 1),

\[ \| D^{k_1} u(s) \| \leq \| D^{k_1} u_0 \| , \quad \forall t_0 < s < T_* \]

and we can extend the result past } T_* \text{ given in Theorem 2.4 because } \| u(s) \| \text{ is restricted by } \| D^{k_1} u(s) \| \text{ (recall that } u(s) \text{ is a Leray solution and Lemma 2.2, plus, without loss of generality we can assume } \| D^j u_0 \| \leq j! \| u_0 \|^j \text{ as a consequence of the analyticity result in Theorem 2.1) and this in turn restricts the growth of } \| D^{k_1} u(s) \| . \text{ This proves the claim. So, if Case (I)' occurs, Case (II)* is achieved for all } t > t_0 . \]

If Case (II)' occurs and } k_2 \geq \kappa, \text{ Case (I)* is achieved at } t = t_1 . \text{ If } k_2 < \kappa, \text{ then one of the following two cases must occur,}

(I)'' } R(k_2, c, t) \text{ remains the maximal for all } t > t_1 ;

(II)'' Such order remains until } t = t_2 \text{ at which point } R(k_3, c, t) \text{ becomes the maximal among all } R(j, c, t) \text{ for all } j \geq \ell .

If Case (I)'' occurs, we claim that

\[ \sup_{t_0 < s < t_1} R(j, c, s) \leq R(k_1, c, t_0) , \quad \forall j \geq \ell , \]  

(3.25)

and

\[ \sup_{s > t_1} R(j, c, s) \leq R(k_2, c, t_1) , \quad \forall j \geq \ell . \]  

(3.26)

Proof of the claim: (3.24) holds because } t = t_1 \text{ is the transition time between } D^{k_1} u(s) \text{ and } D^{k_2} u(s) . \text{ An argument similar to the previous step implies (3.25) and (3.26). In particular, we have}

\[ \sup_{s > t_1} \| D^{k_2} u(s) \| \leq \| D^{k_2} u(t_1) \| , \quad \sup_{t_0 < s < t_1} \| D^{k_1} u(s) \| \leq \| D^{k_1} u_0 \| . \]  
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Thus, for all $s > t_0$ and all $j \geq \ell$,
\[
\mathcal{R}(j, c, s) \leq \max \left\{ \sup_{t_0 < s < t_1} \mathcal{R}(j, c, s), \sup_{s > t_1} \mathcal{R}(j, c, s) \right\}
\leq \max \{ \mathcal{R}(k_1, c, t_0), \mathcal{R}(k_2, c, t_1) \}
= \max \{ \mathcal{R}(k_1, c, t_0), \mathcal{R}(k_1, c, t_1) \}
\leq \mathcal{R}(k_1, c, t_0) .
\]

Hence, if Case (I)' occurs, Case (II)* of the lemma is achieved.

Inductively, if $k_j < \kappa$ in Case (II)\(^{(j-1)}\) for all $j \leq i$, a similar argument (utilizing Theorem 3.9) leads to
\[
\sup_{t_0 < s < t_1} \max_{j \geq \ell} \mathcal{R}(j, c, s) \leq \mathcal{R}(k_1, c, t_0)
\]
meaning that Case (II)* is maintained until $t = t_i$. If $k_i \geq \kappa$ occurs (at the first time) in Case (II)\(^{(i-1)}\), then Case (I)* is achieved at $t = t_{i-1}$.

**Corollary 3.12.** Let $u$ be a Leray solution of (1.2)-(1.4). Suppose $\ell$ is sufficiently large such that $\|u_0\| \lesssim (1 + \epsilon)\ell$. For any $\kappa > \ell$, if there exists a sequence of positive numbers $\{c_j\}_{j=\ell}^\infty$ such that $c_{j+1} \leq c_j < 1$ and for some fixed $p \in \mathbb{N}^+$
\[
\left( A h^* + \exp \left( (2\epsilon/\eta)(1 + \epsilon)\frac{\epsilon}{\kappa} c_j^{1/p+1} \right) (1 - h^*) \right) M \leq 1
\]
is satisfied for each $j$ (where $\eta$ and $h^*$ are defined as in Theorem 3.9 and $M$ is given in Theorem 2.4), then for sufficiently large $t$, one of the following two cases must occur:

(I)* There exist temporal point $t \geq t_0$, $k \geq \kappa + p$ and constants $B_{k,i} \leq \prod_{j=i}^k c_j^{1/(j+1)(j+2)}$ such that
\[
\mathcal{R}(i, c_\ell, t) \leq B_{k,i} \cdot \mathcal{R}(k, c_\ell, t) \quad \text{for all } \ell \leq i \leq k
\]
and $\mathcal{R}(i, c_\ell, t) \leq \max_{\ell \leq j \leq i} \mathcal{R}(j, c_\ell, t_0)$ for all $\ell \leq i \leq k$.

(II)* Otherwise there exist $t \geq t_0$, $r < \kappa$ and constants $B_{r,i} \leq \prod_{j=i}^r c_j^{1/(j+1)(j+2)}$ such that
\[
\sup_{s > t} \mathcal{R}(i, c_\ell, s) \leq B_{r,i} \cdot \mathcal{R}(r, c_\ell, t) \quad \text{for all } \ell \leq i \leq r
\]
and constants $C_{i,r} \leq c_{i+r}^{1/(i+r+1)}$ such that
\[
\sup_{s > t} \mathcal{R}(i, c_\ell, s) \leq C_{i,r} \cdot \max_{\ell \leq j \leq i+p} \mathcal{R}(j, c_\ell, t_0) \quad \text{for all } i > r .
\]

**Proof.** By Lemma 3.11 (applied with $\kappa = \ell + p$), one of the following two cases must occur:

(I) There exist $t_1$ and $k_1 \geq \ell + p$ such that
\[
\mathcal{R}(j, c_\ell, t_1) \leq \mathcal{R}(k_1, c_\ell, t_1) , \quad \forall \ell \leq j \leq k_1 ;
\]

(3.28)
(II) Otherwise
\[ \sup_{s > t_0} \max_{j \geq \ell} \mathcal{R}(j, c_\ell, s) \leq \max_{\ell \leq j \leq \ell + p} \mathcal{R}(j, c_\ell, t_0) . \]
If Case (II) occurs, suppose \( \mathcal{R}(r, c_\ell, t_0) \) is the maximal among all \( \mathcal{R}(j, c_\ell, t_0) \) for \( \ell \leq j \leq \ell + p \); then
\[ \sup_{s > t_0} \max_{j \geq \ell} \mathcal{R}(j, c_\ell, s) \leq \mathcal{R}(r, c_\ell, t_0) . \]
Thus, Case (II)* in the lemma is achieved (for some \( \ell \leq r \leq \ell + p \)) at \( t = t_0 \).

If Case (I) occurs in the above argument (we assume \( k_1 < \kappa + p \), otherwise if one can find arbitrarily large \( k_1 \) for (3.28), then Case (I)* is achieved at \( t = t_1 \), by Lemma 3.11 (applied with \( \kappa = k_1 \)), one of the following two cases must occur:

(i) There exist \( t_2 \) and \( k_2 \geq k_1 + p \) such that
\[ \mathcal{R}(j, c_{k_1}, t_2) \leq \mathcal{R}(k_2, c_{k_1}, t_2) \quad \forall k_1 \leq j \leq k_2 ; \quad (3.29) \]

(ii) Otherwise
\[ \sup_{s > t_1} \max_{j \geq k_1} \mathcal{R}(j, c_{k_1}, s) \leq \mathcal{R}(r_1, c_{k_1}, t_1) . \]
If Case (ii) occurs, suppose \( \mathcal{R}(r_1, c_{k_1}, t_1) \) is the maximal among all \( \mathcal{R}(j, c_{k_1}, t_1) \) for \( k_1 \leq j \leq k_1 + p \); then
\[ \sup_{s > t_1} \max_{j \geq k_1} \mathcal{R}(j, c_{k_1}, s) \leq \mathcal{R}(r_1, c_{k_1}, t_1) \quad (3.30) \]
while (3.28) holds. Without loss of generality, we suppose \( t_1 \) is the first temporal point where Case (I) is achieved and \( k_1 \) is the maximal possible index for (3.28) (recall that \( k_1 < \kappa + p \)). Then
\[ \max_{\ell \leq j \leq \ell + p} \mathcal{R}(j, c_\ell, s) > \max_{j > \ell + p} \mathcal{R}(j, c_\ell, s) , \quad \forall t_0 < s < t_1 \quad (3.31) \]
while
\[ \max_{j > k_1} \mathcal{R}(j, c_\ell, t_1) < \mathcal{R}(k_1, c_\ell, t_1) = \max_{\ell \leq j \leq k_1} \mathcal{R}(j, c_\ell, t_1) . \]
By (3.31) and Theorem 3.9 (which is applicable since \( \| u_0 \| \lesssim (1 + \epsilon)^{\ell} \) and (3.27) holds),
\[ \max_{\ell \leq j \leq \ell + p} \sup_{t_0 < s < t_1} \mathcal{R}(j, c_\ell, s) \leq \max_{\ell \leq j \leq \ell + p} \mathcal{R}(j, c_\ell, t_0) . \]
Recall that since \( k_1 \) is the maximal possible index for (3.28),
\[ \mathcal{R}(r_1, c_\ell, t_1) \leq \mathcal{R}(k_1, c_\ell, t_1) = \max_{\ell \leq j \leq k_1} \mathcal{R}(j, c_\ell, t_1) \leq \max_{\ell \leq j \leq \ell + p} \mathcal{R}(j, c_\ell, t_0) . \]
Presently, we are in Case (ii) under Case (I); thus
\[ \sup_{s > t_1} \max_{j \geq k_1} \mathcal{R}(j, c_{k_1}, s) \leq \mathcal{R}(r_1, c_{k_1}, t_1) \]
\[ \leq (c_{\ell}/c_{k_1}) \max_{\ell \leq j \leq \ell + p} \mathcal{R}(j, c_\ell, t_0) . \]
Keeping in mind that \( \max_{t \leq j < k_1} \mathcal{R}(j, c_\ell, t_1) = \mathcal{R}(k_1, c_\ell, t_1) \) (recall that \( k_1 \) is the maximal index for (3.28)) and \( c_j < c_\ell \), applying Theorem 3.9 for each \( c_j \) (from \( j = k_1 \) to \( j = i \)), we deduce that, for any \( \ell \leq i < k_1 \),

\[
\begin{align*}
\sup_{s > t_1} \max_{k_1 - p \leq j < k_1} \mathcal{R}(j, c_{k_1-p}, s) & \leq \sup_{s > t_1} \max_{j \geq k_1} \mathcal{R}(j, c_{k_1-p}, s) , \\
\sup_{s > t_1} \max_{k_1 - 2p \leq j < k_1 - p} \mathcal{R}(j, c_{k_1-2p}, s) & \leq \sup_{s > t_1} \max_{j \geq k_1 - p} \mathcal{R}(j, c_{k_1-2p}, s) , \\
& \vdots \\
\sup_{s > t_1} \max_{i \leq j < k_1 - np} \mathcal{R}(j, c_i, s) & \leq \sup_{s > t_1} \max_{j \geq k_1 - np} \mathcal{R}(j, c_i, s) ,
\end{align*}
\]

where \( i < k_1 - np \leq i + p \). Combining the above chain of relations with (3.30) we obtain

\[
\sup_{s > t_1} \mathcal{R}(i, c_i, s) \leq \left( \frac{c_{k_1-np}}{c_i} \right)^{k_1-np} \left( \frac{c_{k_1-(n-1)p}}{c_{k_1-np}} \right)^{k_1-(n-1)p} \cdots \left( \frac{c_{k_1-p}}{c_{k_1-np}} \right)^{k_1-p} \sup_{s > t_1} \max_{j \geq k_1} \mathcal{R}(j, c_{k_1}, s) \\
\leq \left( \frac{c_{k_1-np}}{c_i} \right)^{k_1-np} \cdots \left( \frac{c_{k_1-p}}{c_{k_1-np}} \right)^{k_1-p} \mathcal{R}(r_1, c_\ell, t_1) \\
\leq \mathcal{B}_{r_1,i} \cdot \max_{\ell < j \leq \ell + p} \mathcal{R}(j, c_\ell, t_0) ,
\]

for all \( \ell \leq i < k_1 \). (3.33)

Thus, in view of (3.33) and (3.32), Case (II)* of the corollary is achieved (at \( t = t_1 \)).

If Case (I)* occurs in the above argument (we assume \( k_2 < \kappa + p \), otherwise Case (I)* is achieved at \( t = t_2 \), again by Lemma 3.11 (applied with \( \kappa = k_2 \)), one of the following two cases must occur:

(I)** There exist \( t_3 \) and \( k_3 \geq k_2 + p \) such that

\[
\mathcal{R}(j, c_{k_2}, t_3) = \mathcal{R}(k_3, c_{k_2}, t_3) \quad \forall k_2 \leq j \leq k_3 ;
\]

(II)** Otherwise

\[
\sup_{s > t_2} \max_{j \geq k_2} \mathcal{R}(j, c_{k_2}, s) \leq \max_{k_2 \leq j \leq k_2 + p} \mathcal{R}(j, c_{k_2}, t_2) .
\]

If Case (II)** occurs, suppose \( t_2 \) is the first temporal point where Case (I)* is achieved and \( k_2 \) is the maximal possible index for (3.29), and—in addition—suppose \( \mathcal{R}(r_2, c_{k_2}, t_2) \) is the maximal among all \( \mathcal{R}(j, c_{k_2}, t_2) \) for \( k_2 \leq j \leq k_2 + p \). Then,

\[
\mathcal{B}_{r_2,k_2} \leq \mathcal{B}_{r_1,i} \cdot \max_{\ell < j \leq \ell + p} \mathcal{R}(j, c_\ell, t_0) ,
\]

and

\[
\mathcal{B}_{r_2,k_2} = \mathcal{B}_{r_1,i} \cdot \max_{\ell < j \leq \ell + p} \mathcal{R}(j, c_\ell, t_0) .
\]
Recall that we are in Case (II)'' under Case (I)' and $k_2$ is the maximal possible index for (3.29); similarly to the previous step, we deduce

\[
\mathcal{R}(r_2, c_{k_1}, t_2) \leq \max_{k_1 \leq j \leq k_2} \mathcal{R}(j, c_{k_1}, t_2) \leq \max_{k_1 \leq j \leq k_1 + p} \mathcal{R}(j, c_{k_1}, t_1),
\]

\[
\sup_{s > t_2} \max_{j \geq k_2} \mathcal{R}(j, c_{k_2}, s) \leq \mathcal{R}(r_2, c_{k_2}, t_2) \leq (c_{k_1}/c_{k_2})^{\frac{r_2}{r_2 + 1}} \max_{k_1 \leq j \leq k_1 + p} \mathcal{R}(j, c_{k_1}, t_1).
\]

Combining the above estimates with the similar ones in the previous step, we obtain

\[
\sup_{s > t_2} \max_{j \geq k_2} \mathcal{R}(j, c_{k_2}, s) \leq \left(\frac{c_{k_1}}{c_{k_2}}\right)^{\frac{r_2}{r_2 + 1}} \mathcal{R}(r_1, c_{k_1}, t_1) \leq \left(\frac{c_{k_1}}{c_{k_2}}\right)^{\frac{r_1}{r_1 + 1}} \max_{\ell \leq j \leq \ell + p} \mathcal{R}(j, c_{\ell}, t_0).
\] (3.36)

Following an argument similar to the derivation of (3.33) (applying Theorem 3.9 step by step), combined with (3.32), we deduce

\[
\sup_{s > t_2} \mathcal{R}(i, c_i, s) \leq \tilde{B}_{k_2, i}^{(p)} \left(\frac{c_{k_1}}{c_{k_2}}\right)^{\frac{r_2}{r_2 + 1}} \cdot \mathcal{R}(r_2, c_{k_1}, t_2)
\]

\[
\leq \tilde{B}_{k_2, i}^{(p)} \left(\frac{c_{k_1}}{c_{k_2}}\right)^{\frac{r_2}{r_2 + 1}} \cdot \mathcal{R}(r_1, c_{k_1}, t_1)
\]

\[
\leq \tilde{B}_{k_2, i}^{(p)} \left(\frac{c_{k_1}}{c_{k_2}}\right)^{\frac{r_2}{r_2 + 1}} \left(\frac{c_{i}}{c_{k_1}}\right)^{\frac{r_1}{r_1 + 1}} \max_{\ell \leq j \leq \ell + p} \mathcal{R}(j, c_{\ell}, t_0), \quad \forall k_1 \leq i < k_2. \quad (3.37)
\]

By (3.35) and Theorem 3.9

\[
\sup_{t_1 < s < t_2} \max_{j \geq k_1} \mathcal{R}(j, c_{k_1}, s) \leq \max \left\{ \sup_{t_1 < s < t_2} \max_{k_1 \leq j \leq k_1 + p} \mathcal{R}(j, c_{k_1}, s), \sup_{t_1 < s < t_2} \max_{k_1 \leq j \leq k_1 + p} \mathcal{R}(j, c_{k_1}, s) \right\}
\]

\[
\leq \sup_{t_1 < s < t_2} \max_{k_1 \leq j \leq k_1 + p} \mathcal{R}(j, c_{k_1}, s) \leq \max_{k_1 \leq j \leq k_1 + p} \mathcal{R}(j, c_{k_1}, t_1).
\]

Recall that we are in Case (II)'' under the Subcase (I)' of Case (I); utilizing (3.31), Theorem 3.9 and the above result,

\[
\sup_{t_1 < s < t_2} \max_{j \geq k_1} \mathcal{R}(j, c_{k_1}, s) \leq \left(\frac{c_{i}}{c_{k_1}}\right)^{\frac{r_1}{r_1 + 1}} \max_{k_1 \leq j \leq k_1 + p} \mathcal{R}(j, c_{\ell}, t_1)
\]

\[
\leq \left(\frac{c_{i}}{c_{k_1}}\right)^{\frac{r_1}{r_1 + 1}} \max_{\ell \leq j \leq \ell + p} \mathcal{R}(j, c_{\ell}, t_1) \leq \left(\frac{c_{i}}{c_{k_1}}\right)^{\frac{r_1}{r_1 + 1}} \max_{\ell \leq j \leq \ell + p} \mathcal{R}(j, c_{\ell}, t_0).
\]

Following an argument similar to the derivation of (3.33) (applying Theorem 3.9 ‘pointwise in $s$’), combined with the above result, we deduce that, for any $t_1 < s < t_2$,

\[
\mathcal{R}(i, c_i, s) \leq \tilde{B}_{k_1, i}^{(p)} \cdot \max_{j \geq k_1} \mathcal{R}(j, c_{k_1}, s) \leq \tilde{B}_{k_1, i}^{(p)} \left(\frac{c_{i}}{c_{k_1}}\right)^{\frac{r_1}{r_1 + 1}} \max_{\ell \leq j \leq \ell + p} \mathcal{R}(j, c_{\ell}, t_0), \quad \forall \ell \leq i \leq k_1.
\]

In particular, when $s = t_2$, the above result and (3.29) (recall that we are in Case (I)' and $t_2$ is the first time (3.29) occurs)

\[
\mathcal{R}(i, c_i, t_2) \leq \tilde{B}_{k_1, i}^{(p)} \cdot \max_{j \geq k_1} \mathcal{R}(j, c_{k_1}, t_2) = \tilde{B}_{k_1, i}^{(p)} \cdot \mathcal{R}(k_2, c_{k_1}, t_2), \quad \forall \ell \leq i \leq k_1. \quad (3.38)
\]
The synthesis of (3.36) and (3.37) with the uniform constant \( c_k \) gives

\[
\sup_{s > t_2} \max_{j \geq k_1} R(j, c_k, s) \leq \max \left\{ \sup_{s > t_2} \max_{j > k_2} R(j, c_k, s), \sup_{s > t_2} \max_{k_1 \leq j \leq k_2} R(j, c_k, s) \right\}
\leq \max \left\{ \left( \frac{c_{k_2}}{c_k} \right)^{k_2} \sup_{s > t_2} \max_{j > k_2} R(j, c_k, s), \max_{k_1 \leq j \leq k_2} \sup_{s > t_2} \left( \frac{c_j}{c_k} \right)^{\frac{1}{r+1}} R(j, c_j, s) \right\}
\leq \tilde{B}_{k_2, k_1}^{(p)} \left( \frac{c_k}{c_{k_2}} \right)^{\frac{r+1}{2k_2}} \left( \frac{c_j}{c_k} \right)^{\frac{1}{r+1}} \max_{\ell \leq \ell' \leq \ell + p} R(j, c_{\ell}, t_0), \forall \ell \leq i < k_1.
\]

(3.39)

With (3.38) in mind and the above restriction, Theorem 3.9 implies (similar to the derivation of (3.33))

\[
\sup_{s > t_2} R(i, c_i, s) \leq \tilde{B}_{k_1, i}^{(p)} \sup_{s > t_2} \max_{j \geq k_1} R(j, c_k, s)
\leq \tilde{B}_{k_2, i}^{(p)} \left( \frac{c_k}{c_{k_2}} \right)^{\frac{r+1}{2k_2}} \left( \frac{c_j}{c_k} \right)^{\frac{1}{r+1}} \max_{\ell \leq \ell' \leq \ell + p} R(j, c_{\ell}, t_0), \forall \ell \leq i < k_1.
\]

Thus, in view of (3.36), (3.37) and (3.39), Case (II)* of the corollary is achieved (at \( t = t_2 \)).

Inductively, if Case \((I)^{(r)}\) repeats for multiple times (and \( k_r < \kappa + p \)), then by Lemma 3.11 (applied with \( \kappa = k_r \)), one of the following two cases must occur:

(I)\((r+1)\) There exist \( t_{r+1} \) and \( k_{r+1} \geq k_r + p \) such that

\[
R(j, c_{k_r}, t_{r+1}) \leq R(k_{r+1}, c_{k_r}, t_{r+1}), \forall k_r \leq j \leq k_{r+1};
\]

(II)\((r+1)\) Otherwise

\[
\sup_{s > t_r} \max_{j \geq k_r} R(j, c_{k_r}, s) \leq \max_{k_r \leq j \leq k_r + p} R(j, c_{k_r}, t_r).
\]

Note that the induction terminates when \( k_r \) reaches \( \kappa \) at which point Case (I)* is achieved; at this level, (3.38) (together with (3.29) at \( s = t_r \)) becomes

\[
R(i, c_i, t_r) \leq \tilde{B}_{k_r, i-1}^{(p)} \cdot R(k_r, c_{k_r-1}, t_r), \forall \ell \leq i \leq k_r
\]

which proves the desired inequality in Case (I)*. If Case \((I)^{(r)}\) stops repeating at some \( k_r \) and \( k_r < \kappa + p \), then Case (II)* is achieved at \( t = t_r \).

Remark 3.13. For the vorticity, the results analogous to Theorem 3.8, Theorem 3.9, Lemma 3.11 and Corollary 3.12 (with the a priori bound in \( L^1 \)) hold as well.

The above four results lead to the main theorem.

**Theorem 3.14 (Asymptotic Criticality).** Let \( u_0 \in L^\infty \cap L^2 \) (resp. \( \omega_0 \in L^\infty \cap L^1 \)) and \( u \) in \( C([0, T^*), L^\infty) \) where \( T^* \) is the first possible blow-up time. Let \( c, \ell, k \) be such that \( \|u_0\| \lesssim (1 + \epsilon)^{(2/d)\ell} \) (resp. \( \|\omega_0\| \lesssim (1 + \epsilon)^{(2/d)\ell} \)) and (3.9) holds. For any index \( k \geq \ell \) and temporal point \( t \) such that (3.8) is satisfied and

\[
\frac{1}{C(\|u_0\|, \ell, k)^2\|D^k u(t)\|_{L^\infty}^{2/(k+1)}} < T^*
\]

\[
\left( \text{resp. } \frac{1}{C(\|\omega_0\|, \ell, k)^2\|D^k \omega(t)\|_{L^\infty}^{2/(k+2)}} < T^* \right)
\]

(3.40)
we assume that there exists a temporal point
\[
s = s(t) \in \left[ t + \frac{1}{4 \cdot \tilde{C}(\|u_0\|, \ell, k) \|D^k u(t)\|_{2, \infty}^{(k+1)/2}}, t + \frac{1}{\tilde{C}(\|u_0\|, \ell, k) \|D^k u(t)\|_{2, \infty}^{(k+1)/2}} \right]
\]
(resp. \( s = s(t) \in \left[ t + \frac{1}{4 \cdot \tilde{C}(\|\omega_0\|, \ell, k) \|D^k \omega(t)\|_{2, \infty}^{(k+2)/2}}, t + \frac{1}{\tilde{C}(\|\omega_0\|, \ell, k) \|D^k \omega(t)\|_{2, \infty}^{(k+2)/2}} \right] \))
such that for any spatial point \( x_0 \), there exists a scale
\[
\rho \leq \frac{1}{2 \cdot \tilde{C}(\|u_0\|, \ell, k) \|D^k u(s)\|_{\infty}^{1/2}} \left( \text{resp. } \rho \leq \frac{1}{2 \cdot \tilde{C}(\|\omega_0\|, \ell, k) \|D^k \omega(s)\|_{\infty}^{1/2}} \right)
\]
with the property that the super-level set
\[
V^{j, \pm}_{\lambda} = \left\{ x \in \mathbb{R}^d \mid (D^k u)^{\pm}_j(x, s) > \lambda \|D^k u(s)\|_{\infty} \right\}
\]
(resp. \( \Omega^{j, \pm}_{\lambda} = \left\{ x \in \mathbb{R}^3 \mid (D^k \omega)_j^{\pm}(x, s) > \lambda \|D^k \omega(s)\|_{\infty} \right\} \))
is 1D \( \delta \)-sparse around \( x_0 \) at scale \( \rho \), with each constant \( \tilde{C}(\|u_0\|, \ell, k) \) chosen such that
\[
\tilde{C}(\|u_0\|, \ell, k) \geq k^2 \cdot C(\|u_0\|, \ell, k), \quad \forall k \geq \ell
\]
(resp. \( \tilde{C}(\|\omega_0\|, \ell, k) \geq k^2 \cdot C(\|\omega_0\|, \ell, k), \quad \forall k \geq \ell \))
where \( C(\|u_0\|_2, \ell, k) \)'s are given in Theorem 3.8; here the index \( (j, \pm) \) is chosen such that \( |D^k u(x_0, s)| = (D^k u)^{\pm}_j(x_0, s) \) (resp. \( |D^k \omega(x_0, s)| = (D^k \omega)_j^{\pm}(x_0, s) \)), and the pair \((\lambda, \delta)\) is chosen such that \((3.14)\) in Theorem 3.9 holds. Then, there exists \( \gamma > 0 \) such that \( u \in L^\infty((0, T^* + \gamma); L^\infty) \).

In other words, if \( D^k u(s) \in Z_{\alpha_k}(\lambda, \delta, c_0) \) (resp. \( D^k \omega(s) \in Z_{\alpha_k}(\lambda, \delta, c_0) \)) with \( \alpha_k = 1/(k+1) \) (resp. \( \alpha_k = 1/(k+2) \)) for all \( k \geq \ell \), then \( T^* \) is not a blow-up time.

In order to streamline the proof of the theorem, we start with a definition followed by three lemmas.

**Definition 3.15.** We divide all the indexes into sections at \( \ell = \ell_0 < \ell_1 < \cdots < \ell_i < \ell_{i+1} < \cdots \) such that \( \ell_{i+1} = \phi(\ell_i) \) for some increasing function \( \phi(x) \geq 2x \) and each pair \((\ell_i, \ell_{i+q})\) satisfies the condition (3.9) (with \( \ell = \ell_i \) and \( k = \ell_{i+q} \)) for some fixed integer \( q \). With the notation introduced in (3.17), at any temporal point \( t < T^* \) and for each index \( i \) we pick \( m_i \in [\ell_i, \ell_{i+1}] \) such that
\[
\mathcal{R}(m_i, c(\ell_i), t) = \max_{\ell_i \leq j \leq \ell_{i+1}} \mathcal{R}(j, c(\ell_i), t)
\]
while
\[
\mathcal{R}(m_i, c(\ell_i), t) > \max_{\ell_i \leq j < m_i} \mathcal{R}(j, c(\ell_i), t)
\]
where \( c(\ell_i) := c_{\ell_{i+1}} \) which is the constant defined by (3.27) with \( j = \ell_{i+1} \). (If such index \( m_i \) does not exist in \([\ell_i, \ell_{i+1}]\) then we let \( m_i = \ell_i \).) Note that \( m_i(t) \) may be variant in time, and we will
always assume \( m_i \) corresponds to the temporal point \( t \) in \( R(m_i, \cdot, t) \). Then, we divide the proof into two basic scenarios: (I) either there exists \( k_i > \ell_{i+1} \) such that

\[
R(k_i, c(\ell_i), t) \geq \max_{m_i \leq j < k_i} R(j, c(\ell_i), t) ,
\]

(3.43)

(II) or

\[
R(m_i, c(\ell_i), t) > \max_{j > n_i} R(j, c(\ell_i), t) .
\]

(3.44)

We call a section \([\ell_i, \ell_{i+1}] := \{R(j, c(\ell_i), t) \}_{j=\ell_i}^{\ell_{i+1}}\) Type-\( A \) if it satisfies (3.43) and Type-\( B \) if it satisfies (3.44). We call the union of sections \([\ell_i, \ell_j] := \cup_{i \leq r \leq j-1}[\ell_r, \ell_{r+1}]\) a string if \( j - i \geq q \) or the condition (3.9) is satisfied with \( \ell = \ell_i \) and \( k = \ell_j \), and we call a string Type-\( A \) if it consists of only Type-\( A \) sections and Type-\( B \) if it contains at least one Type-\( B \) section.

**Lemma 3.16.** Suppose \( \sup_{t \geq t_0} \|u(t)\| \lesssim (1 + \epsilon)^{t_i} \), (3.9) holds at any temporal point with \( \ell = \ell_i \) and \( k = \ell_{i+q} \), and the assumption (3.41) holds for all \( k \geq \ell_i \). If a string \([\ell_i, \ell_{i+q}]\) is of Type-\( A \) at an initial time \( t_0 \), then for any \( i \leq r < i + q \),

\[
\max_{t_r \leq j \leq t_{i+q}, t_0 < s < i} \frac{R(j, c(\ell_r), s)}{s} \leq (1 + \epsilon(\ell_{i+q}))^{1/q} \Theta(p^*, r) \max_{i \leq p \leq i + q} R(m_p, c(\ell_p), t_0) \tag{3.45}
\]

where \( \Theta(p^*, r) \lesssim \tilde{B}_{t^*, t_r} \cdot c(\ell_{p^*})/c(\ell_r) \) is a constant which only depends on \( c(\ell_{p^*}) \) and \( c(\ell_r) \), with \( \tilde{B}_{t^*, t_r} := B_{t^*, t_r} \) defined in Corollary 3.12 if \( i > j \) and \( \tilde{B}_{t^*, t_r} := (B_{t^*, t_r})^{-1} \) if \( i < j \), and \( \epsilon(\ell_{i+q}) \) is a small quantity which will be given explicitly in the proof; the subscript \( p^* \) is the index for the maximal \( R(m_p, c(\ell_p), t_0) \), and \( \ell \) is the first time when \([\ell_i, \ell_{i+q}]\) switches to a Type-\( B \) string; we set \( \ell = \infty \) if \([\ell_i, \ell_{i+q}]\) is always of Type-\( A \).

**Proof.** Several notions and basic results for Type-\( A \) sections are developed before proceeding to the proof.

We claim that if \([\ell_i, \ell_{i+1}]\) is of Type-\( A \) and \( k_r \in [\ell_r, \ell_{r+1}] \) is one of the indexes in (3.43), then all the \([\ell_j, \ell_{j+1}]\)’s with \( i \leq j \leq r \) are Type-\( A \) sections. Note that if \( k_r \) satisfies (3.43), then

\[
\max_{m_i \leq r < k_r} R(r, c(\ell_i), t_0) \leq R(m_i, c(\ell_i), t_0) < R(k_r, c(\ell_i), t_0) .
\]

Recall that \( c(\ell_j) < c(\ell_i) \) if \( j > i \); hence, the above inequality implies

\[
\max_{\ell_j \leq r < k_r} R(r, c(\ell_j), t_0) < R(k_r, c(\ell_j), t_0) \quad \text{for all} \quad i \leq j \leq r .
\]

This ends the proof of the claim.

Next, for any index \( k \geq \ell_r \) (\( r \geq q \)) define

\[
T_k(t) := \tilde{C}(\|u_0\|, \ell_{\tau-q}, \ell_{\tau})^{-2}(M_k - 1)^2 D^k u(t)\| D^k u(t)\|^{-\frac{2}{k+1}} ,
\]

\[
\theta(i, j, \ell, t) := \frac{R(i, c(\ell), t)}{R(j, c(\ell), t)} , \quad \zeta^{(i)}(r, j) := \theta(j, r, \ell_i, t)^{j+1} + \frac{c(k)}{c(\ell_i)}(M_k - 1) ,
\]

\[
\mu^{(i)}(r, j) := \lambda h^* + (1 - h^*) \left( M_k + \frac{c(k)}{c(\ell_i)} \theta(r, j, \ell_i, t)^{j+1} \right)
\]
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where \( \tilde{c}(k) := \tilde{C}(\|u_0\|_2, \ell_{t-q}, \ell_t)^{-1} \leq 2^{-k} (B_{\ell_t, \ell_{t-q}})^{-k} \) and the constants \( \lambda, h^* \) are chosen as in Theorem 3.9. In the rest of the proof we will write \( \tilde{c}(k) \) for \( \tilde{C}(\|u_0\|_2, \ell_{t-q}, \ell_t) \) and \( \theta(i, j, t) \) for \( \theta(i, j, \ell, t) \) whenever there is no ambiguity. For convenience, we write \( \zeta_k(i) \) and \( \mu_k(i) \) if \( r = j \) (in which case \( \theta = 1 \)). Without loss of generality we assume that each section \([\ell_i, \ell_{i+1}] \) after \( \ell_i \) contains at most one \( k_\tau \) which satisfies (3.43) (otherwise one can pick only the maximal one in \([\ell_i, \ell_{i+1}] \)). So for each \([\ell_i, \ell_{i+1}] \) one can find a section: \( \ell_i < k_i < k_{i+1} < \cdots < k_\tau < \cdots \) such that \( k_{\tau+1} - k_\tau \geq \ell_{i+1} - \ell_i \) and for all \( \tau \)

\[
\theta(k_\tau, k_{\tau+1}, t_0) \leq 1, \quad \min_{k_r < j < k_{r+1}} \theta(k_r, j, t_0) > 1. \tag{3.46}
\]

This implies \( T_{k_i} > T_{k_{i+1}} > \cdots > T_{k_\tau} > T_{k_{\tau+1}} > \cdots \) and moreover,

\[
\mathcal{R}(j, c(\ell_i), t_0) \leq \theta(k_\tau, k_{\tau+1}, t_0) \cdot \mathcal{R}(k_{\tau+1}, c(\ell_i), t_0), \quad \forall \ j \leq k_{\tau+1}.
\]

Since \( \|u_0\| \lesssim \|u_0\|_{2, \ell_{t-q}}^{d/(\ell_{t+q})} \|D^{k_{\tau+1}} u_0\|_{2, \ell_{t+q}}^{d/(\ell_{t+q})} \) (by Lemma 2.2) and \( \|D^{k_{\tau+1}} u_0\| \lesssim (k_{\tau+1}) \|u_0\|_{2, \ell_{t+q+1}} \) (by Theorem 2.1), \( \theta \) has the lower bound

\[
\theta(k_\tau, k_{\tau+1}, \ell_i, t_0) = \frac{\|D^{k_{\tau+1}} u_0\|_{2, \ell_{t+q+1}}^{d/(\ell_{t+q})}}{\|D^{k_{\tau+1}} u_0\|_{2, \ell_{t+q+1}}^{d/(\ell_{t+q})}} \cdot \frac{\theta(k_\tau, k_{\tau+1}, \ell_i, t_0)}{\theta(k_\tau, k_{\tau+1}, \ell_i, t_0)}
\]

\[
\geq c(\ell_i)^{1/k_{\tau+1} - 1/k_{\tau+1}^{q_{\tau+1}}} \cdot (k_{\tau+1})^{1/k_{\tau+1}^{q_{\tau+1}}} \cdot \|D^{k_{\tau+1}} u_0\|_{2, \ell_{t+q+1}}^{d/(\ell_{t+q})} \cdot \frac{2^{k_{\tau+1}^d}}{d^{k_{\tau+1}^d}} \|u_0\|_{2, \ell_{t+q+1}}^{2/(d-1)}.
\]

First, we assume that for each \([\ell_j, \ell_{j+1}] \) within \([\ell_i, \ell_{i+q}] \) there are finitely many \( k_\tau \)'s as described in (3.46), and then consider the case where there are infinitely many \( k_\tau \)'s for at least one \([\ell_j, \ell_{j+1}] \). Note that if \([\ell_j, \ell_{j+1}] \) is a Type-A string, then the maximal \( k_\tau \) (for all \([\ell_j, \ell_{j+1}] \)'s within \([\ell_i, \ell_{i+q}] \)) is greater than \( \ell_{i+q} \). Without loss of generality we may assume that the maximal \( k_\tau \in [\ell_{i+q}, \ell_{i+q+1}] \), otherwise one can make the same argument over the string \([\ell_i, \ell_{\tau}] \).

We prove (3.45) in two steps. In the first step, assume that the maximal index \( \ell_i \) for \([\ell_i, \ell_{i+1}] \) as described in (3.43) is greater than \( \ell_{i+q} \), and without loss of generality \( k_i \in [\ell_{i+q}, \ell_{i+q+1}] \) and such order remains within \([t_0, \tilde{t}] \) (the proof is the same if \( k_i \) is \([\ell_{i+q}, \ell_{i+q+1}] \) and is variant as time goes towards \( \tilde{t} \), that is

\[
\max_{m_i \leq j \leq k_i} \sup_{t_0 \leq \ell_i \leq \tilde{t}} \theta(j, k_i, \ell_i, s) \leq 1, \quad \max_{m_i \leq j \leq k_i} \sup_{t_0 \leq \ell_i \leq \tilde{t}} \theta(j, k_i, \ell_i, s) < 1. \tag{3.48}
\]

Suppose the second maximal index for (3.43) is \( k_i^* \) and such order remains within \([t_0, \tilde{t}] \) (the proof is the same if \( k_i^* \) is variant as time goes towards \( \tilde{t} \), that is

\[
\max_{m_i \leq j \leq k_i^*} \sup_{t_0 \leq \ell_i \leq \tilde{t}} \theta(j, k_i^*, \ell_i, s) \leq 1, \quad \max_{m_i \leq j \leq k_i^*} \sup_{t_0 \leq \ell_i \leq \tilde{t}} \theta(j, k_i^*, \ell_i, s) < 1. \tag{3.49}
\]

With the above assumptions, it follows from the proof of Theorem 3.8 (with \( \ell = \ell_i \) and \( k = k_i \)) that

\[
\sup_{t_0 \leq \ell_i \leq t + T_{k_i}} \mathcal{C}(k_i, c(\ell_i), \varepsilon, t, s) \leq \left( M_{k_i} + \tilde{c}(k_i)/c(\ell_i) \right)^{1/k_{\tau+1}} \mathcal{R}(k_i, c(\ell_i), t)
\]
and, for any $m_i \leq j < k_i$,
\[
\sup_{t < s < t + T_{k_i}} \mathcal{R}(j, c(\ell_i), s) \leq \left( \frac{\theta(j, k_i^*, t)_{j+1}}{c(\ell_i)} (M_{k_i} - 1) \right)^{\frac{1}{k_i+1}} \mathcal{R}(k_i^*, c(\ell_i), t)
\]
where the constant $M_{k_i} < 2$. As the assumption (3.41) holds at $t_0$, i.e. $D^{k_i}u(s_1) \in Z_{\alpha_{k_i}}(\lambda, \delta, c(\ell_i))$ with $\alpha_{k_i} = 1/(k_i + 1)$, where $s_1 \in [t_0 + T_{k_i}/4, t_0 + T_{k_i}]$, and without loss of generality we can assume it is located at the right endpoint, that is $s_1 = t_0 + T_{k_i}$, by the above estimate for the complex solutions and Proposition 3.1 (applied with $\lambda h^* + M_{k_i} (1 - h^*) \leq \mu$ where $h^*$ is given in Theorem 3.9 and the constant $\mu$ is chosen such that $M_{k_i, \mu} \leq 1$), we know
\[
\mathcal{R}(k_i, c(\ell_i), t_0 + T_{k_i}) \leq (\mu_{k_i}(i))^{\frac{1}{k_i+1}} \mathcal{R}(k_i, c(\ell_i), t_0).
\]
At the same time, for any $m_i \leq j < k_i$, by the estimate for the real solutions,
\[
\mathcal{R}(j, c(\ell_i), t_0 + T_{k_i}) \leq \left( \zeta_{k_i}(i) \frac{k_i^*}{j+1} \right)^{\frac{1}{k_i+1}} \mathcal{R}(k_i^*, c(\ell_i), t_0).
\]
As the assumption (3.41) still holds at $t_0 + T_{k_i}$ (with $s_2 = t_0 + 2T_{k_i}$), if the order (3.48) remains at $t_0 + T_{k_i}$, then we can repeat the above procedure (Theorem 3.8 and Proposition 3.1) for $n_{k_i}$ times (with $s_n = t_0 + n \cdot T_{k_i}$) until
\[
\mathcal{R}(k_i, c(\ell_i), t_0 + n_{k_i}T_{k_i}) \leq \mathcal{R}(k_i^*, c(\ell_i), t_0 + n_{k_i}T_{k_i})
\]
(3.50)
i.e. the order (3.48) remains until some time approximately at $t_0 + n_{k_i}T_{k_i}$ and $\tilde{t} \approx t_0 + n_{k_i}T_{k_i}$, and $k_i$ must switch to the index $k_i^*$ in (3.48) at $\tilde{t}$ because $k_i^*$ is always the second maximal index before $\tilde{t}$ as shown in (3.49). Note that $\mu_{k_i}(i) < 1$ before $t_0 + n_{k_i}T_{k_i}$ while $\zeta_{k_i}(i) > 1$, so when applying Proposition 3.1 each time, $\mathcal{R}(k_i, c(\ell_i), t)$ is decreasing with possible slight perturbation which is less than $(\zeta_{k_i}(i))^{\frac{1}{k_i+1}}$ multiple of the current size, that is, for each $\nu < n_{k_i}$,
\[
\sup_{t_0 + \nu T_{k_i} < s < t_0 + (\nu + 1)T_{k_i}} \mathcal{R}(k_i, c(\ell_i), s) \leq (\zeta_{k_i}(i))^{\frac{1}{k_i+1}} \mathcal{R}(k_i, c(\ell_i), t_0 + \nu T_{k_i})
\]
while (3.48) and (3.49) are preserved. Therefore
\[
\max_{\nu \leq j < k_i} \sup_{t_0 < s < \tilde{t}} \mathcal{R}(j, c(\ell_i), s) \leq \mathcal{R}(k_i, c(\ell_i), t_0 + n_{k_i}T_{k_i}) \leq \mathcal{R}(k_i^*, c(\ell_i), t_0 + n_{k_i}T_{k_i})
\]
On the other hand, multiple iterations (for $n_{k_i}$ times) in Theorem 3.8 imply that
\[
\mathcal{R}(k_i, c(\ell_i), t_0 + n_{k_i}T_{k_i}) \lesssim (\mu_{k_i}(i))^{n_{k_i}/k_i} \mathcal{R}(k_i, c(\ell_i), t_0),
\]
\[
\mathcal{R}(k_i^*, c(\ell_i), t_0 + n_{k_i}T_{k_i}) \lesssim (\zeta_{k_i}(i))^{n_{k_i}/k_i^*} \mathcal{R}(k_i^*, c(\ell_i), t_0).
\]
Note that the right hand side of the second inequality above gives the maximum possible value of $\mathcal{R}(k_i^*, c(\ell_i), s)$ before $\tilde{t}$ if (3.50) occurs at $n_{k_i}$-th iteration and $\mathcal{R}(k_i^*, c(\ell_i), s)$ is multiplied by $(\zeta_{k_i}(i))^{\frac{1}{k_i^*+1}}$ after each iteration. So the maximal number of iterations $n_{k_i}$ that guarantees (3.50) is determined by
\[
(\mu_{k_i}(i))^{n_{k_i}/k_i} \mathcal{R}(k_i, c(\ell_i), t_0) \approx \mathcal{R}(k_i, c(\ell_i), t_0 + n_{k_i}T_{k_i})
\]
\[
\approx \mathcal{R}(k_i^*, c(\ell_i), t_0 + n_{k_i}T_{k_i}) \approx (\zeta_{k_i}(i))^{n_{k_i}/k_i^*} \mathcal{R}(k_i^*, c(\ell_i), t_0).
\]
From (3.47) we know the lower bound for $\theta(k_i^*, k_i, t_0) \left( = R(k_i^*, c(\ell_i), t_0)/R(k_i, c(\ell_i), t_0) \leq 1 \right)$ is a constant multiple of $(k_i^*)^{-\frac{1}{k_i+1}} \|u_0\|^{\frac{2}{d}-1}$ which is approximately $(k_i^*)^{-1} (1 + \epsilon) (\frac{2}{d}-1) \ell$, so $\ln \theta(k_i^*, k_i, t_0) \geq -\ln k_i^* + (2/d - 1) \ell \cdot \ln(1 + \epsilon)$.

Recall that $\zeta_k(i) \approx 1 + (M_{k_i} - 1) \cdot \bar{c}(k_i)/c(\ell_i)$ and $(\zeta_k(i))^{-k_i/k_i^*} \approx 1$, therefore

$$n_{k_i} \leq \frac{k_i \ln \theta(k_i^*, k_i, t_0)}{\ln(\mu_k(i))} \leq k_i \left( \ln k_i^* + (1 - 2/d) \ell \right) - \ln(\mu_k(i))$$

and $(\zeta_k(i))^{\frac{n_{k_i}}{k_i}} \leq 1 + \delta_{k_i}$ for some negligible quantity $\delta_{k_i}$. Since $R(k_i^*, c(\ell_i), s)$ is at most multiplied by $(\zeta_k(i))^{\frac{1}{k_i^*+1}}$ within each $[t_0 + \nu T_{k_i}, t_0 + (\nu + 1) T_{k_i}]$,

$$\max_{\ell_i \leq j < \ell_{i+q}} \sup_{t_0 \leq s \leq t} R(j, c(\ell_i), s) \leq (\zeta_k(i))^{n_{k_i}/k_i} R(k_i^*, c(\ell_i), t_0) \leq (1 + \delta_{k_i})^{1/k_i} R(k_i^*, c(\ell_i), t_0).$$

Now we prove (3.45) without assuming $k_i > \ell_{i+q}$, i.e. for each $[\ell_j, \ell_{j+1}] \subset [\ell_i, \ell_{i+q}]$ the maximal index in (3.43) can be less than $\ell_{i+q}$ (the second step). Since $[\ell_i, \ell_{i+1}]$ is a Type-A section (recall that we are still in the case where the $k_i$’s for each $[\ell_j, \ell_{j+1}]$ are finitely many), similarly to (3.48) one can find the maximal index $k_{r_1} \in [\ell_{r_1}, \ell_{r_1+1}]$ (for some $\ell_{r_1} > \ell_i$) such that

$$\max_{m_i \leq j \leq k_{r_1}} \sup_{t_0 \leq s \leq t} \theta(j, k_{r_1}, \ell_i, s) \leq 1,$$  

$$\max_{j > k_{r_1}} \sup_{t_0 \leq s \leq t} \theta(j, k_{r_1}, \ell_i, s) < 1.$$ (The proof is the same if $r_1$ is variant as time goes forwards $\ell$.) In the rest of the proof we write $\theta(j, \tau, r, s)$ for $\theta(j, k_{r_1}, \ell_i, s)$ if there is no ambiguity. If $\ell_{r_1} < \ell_{i+q}$ or $(\ell_i, \ell_{r_1})$ does not satisfy the condition (3.9), we repeat the above procedure for $[\ell_{r_1}, \ell_{r_1+1}]$, and in general we find the maximal index $k_{r_p} \in [\ell_{r_p}, \ell_{r_p+1}]$ (for some $\ell_{r_p} > \ell_{r_{p-1}}$) such that

$$\max_{m_i \leq j \leq k_{r_p}} \sup_{t_0 \leq s \leq t} \theta(j, r_p, \tau, r_{p-1}, s) \leq 1,$$  

$$\max_{j > k_{r_p}} \sup_{t_0 \leq s \leq t} \theta(j, r_p, \tau, r_{p-1}, s) < 1,$$ (3.51)

until $(\ell_i, \ell_{r_n})$ satisfies the condition (3.9) or $\ell_{r_n} > \ell_{i+q}$, prior to which such $k_{r_p}$ always exists since $[\ell_{r_p}, \ell_{r_{p+1}}]$ is contained in $[\ell_i, \ell_{i+q}]$ which is a Type-A string up to $\ell$. Without loss of generality we may assume $k_{r_n} \in [\ell_{i+q}, \ell_{i+q+1}]$, i.e. $\ell_{r_n} = \ell_{i+q}$ (recall that we are still in the case where the $k_i$’s for each $[\ell_j, \ell_{j+1}]$ are finitely many) and the order (3.51) remains within $[t_0, t]$, i.e. the indexes $\{\tau_1, \cdots, \tau_n\}$ determined by (3.51) remain the same until $\ell_i$, in which case $[\ell_i, \ell_{i+q}]$ switches to a Type-B string at $\ell_i$ because one of the sections $[\ell_{r_1}, \ell_{r_1+1}], \cdots, [\ell_{r_{n-1}}, \ell_{r_{n-1}+1}]$ becomes a Type-B section at $\ell_i$. With the above settings for $k_{r_p}$’s, it follows again by the proof of Theorem 3.8 (with $\ell = \ell_i$ and $k = k_{r_n}$) that

$$\sup_{t < s < t + T_{k_{r_n}}} C(k_{r_n}, c(\ell_{r_{n-1}}), \epsilon, t, s) \leq \left( M_{k_{r_n}} + \bar{c}(k_{r_n}) \right)^{\frac{1}{k_{r_n}^*+1}} R(k_{r_n}, c(\ell_{r_{n-1}}), t)$$

$(\tau_0 := i)$ and for any $\ell_i \leq j < k_{r_n}$ and any $1 \leq p \leq n - 1$,

$$\sup_{t < s < t + T_{k_{r_n}}} R(j, c(\ell_{r_p}), s) \leq \left( 1 + \frac{\bar{c}(k_{r_n}) \cdot (M_{k_{r_n}} - 1)}{c(\ell_{r_p}) \cdot \theta(j, \tau_{p+1}, \tau_p, t)^{\frac{1}{k_{r_n}^*+1}}} \right)^{\frac{1}{k_{r_n}}} R(j, c(\ell_{r_p}), t),$$
where the constant $M_{k_{r_n}} < 2$ and we used implicitly the fact that $k_{r_n} \geq 2k_{r_{p-1}}$ since we assumed (without loss of generality) earlier that each $[\ell, \ell_{r+1}]$ contains at most one $k_r$ for (3.43) and from the setup for \{\ell_j\} we know $\ell_{j+1} = \phi(\ell_j) \geq 2\ell_j$. As presented in the previous step, multiple applications of Theorem 3.8 and Proposition 3.1 to the above estimates yield

$$
\mathcal{R}(k_{r_n}, c(\ell_{r_n-1}), t_0 + \nu_{r_n} T_{k_{r_n}}) \leq \left( \mu_{k_{r_n}}(\tau_{r_n-1}) \right)^{\frac{\nu_{r_n}}{\nu_{r_n-1}}} \cdot \mathcal{R}(k_{r_n}, c(\ell_{r_n-1}), t_0) ,
$$

$$
\mathcal{R}(j, c(\ell_{\tau_p}), t_0 + \nu_{r_n} T_{k_{r_n}}) \leq \left( \zeta_{k_{r_n}}^{(\tau_p)}(k_{\tau_{p+1}}, j) \right)^{\frac{\nu_{r_n}}{\nu_{r_p}}(\tau_{r_p+1})} \cdot \mathcal{R}(k_{r_{p+1}}, c(\ell_{\tau_p}), t_0) ,
$$

for any $\ell_i \leq j < k_{r_n}$ and any $1 \leq p \leq n - 1$. Recall that \{\tau_1, \cdots, \tau_n\} in (3.51) is retained up to $\tilde{t}$, so $t_0 + \nu_{r_n} T_{k_{r_n}}$ reaches $\tilde{t}$ until

$$
\mathcal{R}(k_{r_{p+1}}, c(\ell_{\tau_p}), t_0 + \nu_{r_n} T_{k_{r_n}}) \leq \mathcal{R}(k_{r_p}, c(\ell_{\tau_p}), t_0 + \nu_{r_n} T_{k_{r_n}}) .
$$

As the order (3.51) remains until $\tilde{t}$, the maximum possible value of $\mathcal{R}(k_{r_p}, c(\ell_{\tau_p}), \tilde{t})$ is achieved only if $\mathcal{R}(k_{r_{p+1}}, c(\ell_{\tau_p}), \tilde{t})$ attains its possible maximum. By a recursive argument, any of $\mathcal{R}(k_{r_p}, c(\ell_{\tau_p}), \tilde{t})$'s (1 $\leq p$ $\leq n - 1$) reaches its possible maximum only if $\mathcal{R}(k_{r_{p-1}}, c(\ell_{\tau_{p-2}}), \tilde{t})$ reaches its possible maximum, i.e. it is multiplied by $(\zeta_{k_{r_n}}^{(\tau_{n-2})})^{1/k_{r_{n-1}^{-1}}}$ after each iteration. With the same reasoning as in the previous step, the maximal number of iterations $\nu_{r_n}$ that guarantees (3.52) ($p = n - 1$) is determined by

$$
\left( \mu_{k_{r_n}}(\tau_{r_n-1}) \right)^{\frac{\nu_{r_n}}{\nu_{r_n-1}}} \mathcal{R}(k_{r_n}, c(\ell_{r_n-1}), t_0) \approx \mathcal{R}(k_{r_{n-1}}, c(\ell_{r_{n-1}}), t_0 + \nu_{r_n} T_{k_{r_n}}) \approx \left( \frac{c(\ell_{r_{n-2}})}{c(\ell_{r_{n-1}})} \right)^{\frac{k_{r_{n-1}}}{k_{r_{n-2}}} - 1} \mathcal{R}(k_{r_{n-1}}, c(\ell_{r_{n-2}}), t_0 + \nu_{r_n} T_{k_{r_n}}) \approx \left( \zeta_{k_{r_n}}^{(\tau_{n-2})} \right)^{1/k_{r_{n-1}^{-1}}} \mathcal{R}(k_{r_{n-1}}, c(\ell_{r_{n-1}}), t_0) ,
$$

thus $\nu_{r_n}$ has upper bound

$$
\nu_{r_n} \lesssim \frac{k_{r_n} \ln \theta(k_{r_{n-1}}, \tau_n, \tau_{n-1}, t_0)}{\ln \left( \mu_{k_{r_n}}(\tau_{r_n-1}) \cdot \left( \zeta_{k_{r_n}}^{(\tau_{n-2})} \right)^{1/k_{r_n}} \right)} \approx \frac{k_{r_n} (\ln k_{r_n} + (1 - 2/d) \ell)}{\ln \left( \mu_{k_{r_n}}(\tau_{r_n-1}) \right)} .
$$

For the same reason as in the previous step,

$$
\sup_{\ell_i \leq j < k_{r_n}, t_0 < s < \tilde{t}} \mathcal{R}(j, c(\ell_{r_{n-2}}), s) \leq (1 + \tilde{\varepsilon}_{k_{r_n}})^{1/k_{r_n}} \mathcal{R}(k_{r_{n-1}}, c(\ell_{r_{n-2}}), t_0)
$$

(3.53)

as $(\zeta_{k_{r_n}}^{(\tau_{n-2})})^{\nu_{r_n}} \leq 1 + \tilde{\varepsilon}_{k_{r_n}}$ with some negligible quantity $\tilde{\varepsilon}$, while, for any $1 \leq p \leq n - 3$,

$$
\max \sup_{\ell_i \leq j < k_{r_n}, t_0 < s < \tilde{t}} \mathcal{R}(j, c(\ell_{r_p}), s) \leq \sup_{t_0 < s < \tilde{t}} \mathcal{R}(k_{r_{p+1}}, c(\ell_{r_p}), s)
$$

max $\sup_{t_0 < s < \tilde{t}} \mathcal{R}(k_{r_{p+1}}, c(\ell_{r_p}), s)
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as (3.51) is preserved until $\tilde{t}$. Recursion of the above inequalities together with (3.53) leads to, for any $k_{\tau_0} \leq j < k_{\tau_{n+1}}$ with $0 \leq \nu \leq n - 2$ ($\tau_0 := i$),

$$
\sup_{t_0 < s < \tilde{t}} \mathcal{R}(j, c(\ell_{\tau_0}), s) \leq \prod_{\nu + 1 \leq p \leq n - 2} \left( \frac{c(\ell_{\tau_p})}{c(\ell_{\tau_{p-1}})} \right)^{k_p/(k_p+1)} \sup_{t_0 < s < \tilde{t}} \mathcal{R}(k_{\tau_{n-1}}, c(\ell_{\tau_{n-2}}), s) \lesssim \prod_{\nu + 1 \leq p \leq n - 2} \left( \frac{c(\ell_{\tau_p})}{c(\ell_{\tau_{p-1}})} \right)^{k_p/(k_p+1)} \mathcal{R}(k_{\tau_{n-1}}, c(\ell_{\tau_{n-2}}), t_0).
$$

The estimates for $k_{\tau_{n-1}} \leq j < k_{\tau_n}$ was already obtained in (3.53). For the terminal index $k_{\tau_n}$, referring to (3.53) again,

$$
\mathcal{R}(k_{\tau_n}, c(\ell_{\tau_{n-1}}), \tilde{t}) \leq \mathcal{R}(k_{\tau_{n-1}}, c(\ell_{\tau_{n-2}}), \tilde{t}) \leq \left( \frac{c(\ell_{\tau_{n-2}})}{c(\ell_{\tau_{n-1}})} \right)^{k_{\tau_{n-1}}-1} \mathcal{R}(k_{\tau_{n-1}}, c(\ell_{\tau_{n-2}}), \tilde{t}) \lesssim \mathcal{R}(k_{\tau_{n-1}}, c(\ell_{\tau_{n-2}}), t_0).
$$

Lastly, we establish the lemma if all the sections after $\ell_{i+q}$ are of Type-A. For simplicity we assume that the indexes $k_i$ for $[\ell_i, \ell_{i+1}]$ in (3.43) are infinitely many, which implies that the indexes $k_r$’s as described in (3.46) are infinitely many as well and we can pick an infinite sequence $\{k_p\}_{p=0}^\infty$ such that $k_{p+1} - k_p \geq \ell_{p+1} - \ell_p$ (by the settings for $k_r$’s). Without loss of generality, we assume $\{k_p\}$ remains until $\tilde{t}$ (otherwise we rearrange the indexes $k_p$’s at the temporal point when the order in (3.46) stops). Similarly to the previous step of the proof, by the proof of Theorem 3.8 with $\ell = k_{p-q}$ and $k = k_p$, for any $p \geq i + q$,

$$
\sup_{t < s < t + T_{k_p}} \mathcal{C}(k_p, c(\ell_{k_{p-1}}), \varepsilon, t, s) \leq \left( M_{k_p} + \frac{\tilde{c}(k_p)}{c(k_{p-1})} \right)^{\frac{1}{1+1}} \mathcal{R}(k_p, c(\ell_{k_{p-1}}), t),
$$

and for any $\ell_i \leq j < k_{i+q}$ and any $i \leq r < i + q$,

$$
\sup_{t < s < t + T_{k_p}} \mathcal{R}(j, c(k_r), s) \leq \left( 1 + \frac{\tilde{c}(k_p) \cdot (M_{k_p} - 1)}{c(k_r) \cdot \theta(j, k_{p+1}, k_r, t)^{r+1}} \right)^{\frac{1}{r+1}} \mathcal{R}(j, c(k_r), t)
$$

where the constant $M_{k_p} < 2$. By Proposition 3.1 (applied to $D^{k_p}u_t$) and the above estimates,

$$
\mathcal{R}(k_p, c(k_{p-1}), t + T_{k_p}) \leq \left( \mu_{k_p}(k_{p-1}) \right)^{\frac{1}{r+1}} \mathcal{R}(k_p, c(k_{p-1}), t), \quad \forall \ p \geq i + q.
$$

Recall that it is shown in the previous step that the maximal number of iterations which guarantees

$$
\mathcal{R}(k_p, c(k_{p-1}), t_0 + \nu_{k_p} T_{k_p}) \leq \mathcal{R}(k_{p-1}, c(k_{p-1}), t_0)
$$

is $\nu_{k_p} \lesssim -k_p \ln k_{p-1} / \ln \mu_{k_p}$. Notice that $t_0 + \nu_{k_p} T_{k_p} \ll t_0 + T_{k_p}$ because

$$
\frac{T_{k_p-1}}{T_{k_p}} = \frac{\tilde{c}(k_{p-1})^2}{c(k_{p-1})^2} \cdot \frac{(M_{k_{p-1}} - 1)^2}{(M_k - 1)^2} \cdot \frac{||D^{k_p}u(t)||_{k_p+1}^2}{||D^{k_p}u(t)||_{k_p+1}^{k_p+1}} \geq \frac{\tilde{c}(k_{p-1})^2}{c(k_{p-1})^2} \cdot \frac{2^{k_{p-1}}}{c(k_{p-1})} \cdot \frac{k_p^2}{2^{k_p}} \cdot \theta(k_{p-1}, k_p, t_0)^{-2} \geq 2^{k_p-k_{p-1}} (B_{k_p, k_{p-1}})^{k_p-k_{p-1}}
$$
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which is essentially greater than $\nu_{k_p}$ for large $k_p$. Therefore, for each $p > i + q$, the time span $T_{k_{p-1}}$ is sufficient for $\mathcal{R}(k_p, c(k_{p-1}), t)$ to decrease to a level comparable to $\mathcal{R}(k_{p-1}, c(k_{p-1}), t_0)$, that is

$$\mathcal{R}(k_p, c(k_{p-1}), t_0 + T_{k_{p-1}}) \leq \mathcal{R}(k_{p-1}, c(k_{p-1}), t_0).$$

A recursion (with index $p$) of this argument shows that, within $[t_0, t_0 + T_{k_{i+q}}]$, all $\mathcal{R}(k_p, c(k_{p-1}), t)$’s with $p > i + q$ decreases to a level comparable to $\mathcal{R}(k_{i+q}, c(k_{i+q}), t_0)$, more precisely,

$$\max_{p > i + q} \mathcal{R}(k_p, c(k_{p-1}), t_0 + T_{k_{i+q}}) \leq B_{k_p, k_{i+q}} \cdot \mathcal{R}(k_{i+q}, c(k_{i+q}), t_0).$$

At the same time, by the estimates in the previous step, we know

$$\max_{\ell_i \leq j < k_{i+q}} \sup_{t_0 < s < t_0 + T_{k_{i+q}}} \mathcal{R}(j, c(k_{i+q}), s) \leq (1 + \tilde{\epsilon}_{k_{i+q}})^{1/k_{i+q}} \cdot \mathcal{R}(k_{i+q}, c(k_{i+q}), t_0)$$

with some negligible quantity $\tilde{\epsilon}_{k_{i+q}}$. Then, the argument in the previous step (within the string $[\ell_i, \ell_{i+q}]$) leads to (3.45). □

**Lemma 3.17.** Suppose $\sup_{t > t_0} \|u(t)\| \lesssim (1 + \epsilon)^{\ell_i}$ and (3.14) is satisfied at any temporal point with $\ell = \ell_i$ and $(k, c(k)) = (l_p, c(l_p))$ for any $i \leq p \leq i + q$. If a string $[\ell_i, \ell_{i+q}]$ is of Type-B at an initial time $t_0$, then for any $i \leq r < i + q$,

$$\max_{\ell_r \leq j < \ell_{i+q}} \sup_{t_0 < s < t_0 + T_{k_{i+q}}} \mathcal{R}(j, c(\ell_r), s) \leq \max_{r \leq p \leq i + q} \mathcal{R}(m_p, c(\ell_p), t_0)$$

(3.54)

where $\tilde{\ell}$ is the first time when $[\ell_i, \ell_{i+q}]$ switches to a Type-A section; we set $\tilde{\ell} = \infty$ if $[\ell_i, \ell_{i+q}]$ is always of Type-B.

**Proof.** Let $p_1$ be the index for the maximal one in $\{\mathcal{R}(m_\nu, c(\ell_\nu), t_0)\}_{i \leq \nu \leq i + q}$, and in general let $p_{j+1}$ be the index for the maximal one in $\{\mathcal{R}(m_\nu, c(\ell_\nu), t_0)\}_{i \leq \nu \leq i + q}$. (pick the minimal $p_j$ if not unique).

In fact, all $[\ell_{p_j}, \ell_{p_{j+1}}]$’s are Type-B sections at $t_0$ because for any $\ell_\nu \leq r \leq \ell_{\nu + 1}$ with $\nu > p_j$

$$\mathcal{R}(r, c(\ell_{p_j}), t_0) < \mathcal{R}(r, c(\ell_r), t_0) \leq \mathcal{R}(m_\nu, c(\ell_\nu), t_0) \leq \mathcal{R}(m_{p_j}, c(\ell_{p_j}), t_0)$$

where we used the definition of $m_\nu$ and the fact that $c(\ell_\nu) < c(\ell_{p_j})$.

Let $t_1(r)$ be the first time that $[\ell_r, \ell_{r+1}]$ switches to a Type-A section if $[\ell_r, \ell_{r+1}]$ is a Type-B section at $t_0$. Note that, by how $t_1(r)$ is defined, the assumption (3.13) in Theorem 3.9 is satisfied for all $s < t_1(p_j)$ with $\mu_* \leq 1$ and $k = \ell_{p_j}$, so by the theorem, for any $p_j$,

$$\max_{r \geq \ell_{p_j}} \mathcal{R}(r, c(\ell_{p_j}), s) \leq \mathcal{R}(r, c(\ell_{p_j}), t_0) \leq \mathcal{R}(m_{p_j}, c(\ell_{p_j}), t_0), \quad \forall \ s \leq t_1(p_j).$$

(3.55)

By how we pick the indexes $p_j$’s,

$$\max_{p_j \leq \nu \leq p_{j+1}} \mathcal{R}(m_\nu, c(\ell_\nu), t_0) \leq \mathcal{R}(m_{p_j}, c(\ell_{p_j}), t_0)$$

and by Corollary 3.12, for any $p_j$,

$$\max_{p_j \leq \nu \leq p_{j+1}} \mathcal{R}(m_\nu, c(\ell_\nu), t_0) \leq \max_{r \geq \ell_{p_j}} \mathcal{R}(r, c(\ell_{p_j}), s) \leq \mathcal{R}(m_{p_j}, c(\ell_{p_j}), t_0), \quad \forall \ s \leq t_1(p_j).$$

(3.56)
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If \( t_1(p_j) < t_1(p_{j+1}) \), then the maximal index \( k \) for \( [\ell_{p_j}, \ell_{p_j+1}] \) in (3.43) is contained in \( [\ell_{p_j+1}, \ell_{p_j+1+1}] \) (otherwise \( t_1(p_j) > t_1(p_{j+1}) \)). Suppose \( k \in [\ell_{\nu}, \ell_{\nu+1}] \) \((\nu \leq p+1)\); by how \( t_1(p_j) \) is defined and (3.56),

\[
R(m_{p_j}, c(\ell_{p_j}), t_1(p_j)) = R(k, c(\ell_{p_j}), t_1(p_j)) \\
\leq R(k, c(\ell_{\nu}), t_1(p_j)) \leq \max_{r \geq p_{j+1}} R(r, c(\ell_{p_j+1}), t_1(p_j)).
\]

Then, by the above result, Corollary 3.12 and (3.56),

\[
\max_{p_j \leq \nu < p_{j+1}} R(m_{\nu}, c(\ell_{\nu}), s) \leq \max_{r \geq p_{j+1}} R(r, c(\ell_{p_{j+1}}), s), \quad \forall t_1(p_j) \leq s \leq t_1(p_{j+1}).
\]

Let \( t^{(1)}_{\text{max}} = \max \{ t_1(p_j), t_1(p_{j+1}) \} \). Collecting (3.55), (3.56) and the above estimate yields

\[
\max_{\nu \geq p_j} \max_{t_0 < s < t^{(1)}_{\text{max}}} R(m_{\nu}, c(\ell_{\nu}), s) \\
\leq \max_{\nu \geq p_{j+1}} \max_{t_0 < s < t_1(p_j+1)} R(m_{\nu}, c(\ell_{\nu}), s) \max_{p_j \leq \nu < p_{j+1}} \max_{t_0 < s < t_1(p_j+1)} R(m_{\nu}, c(\ell_{\nu}), s) \\
\leq \max_{p_j < \nu < p_{j+1}} \max_{t_0 < s < t_1(p_{j+1})} R(m_{\nu}, c(\ell_{\nu}), s) \max_{p_j \leq \nu < p_{j+1}} \max_{t_0 < s < t_1(p_{j+1})} R(m_{\nu}, c(\ell_{\nu}), s) \leq R(m_{p_j}, c(\ell_{p_j}), t_0).
\]

If \( t_1(p_j) > t_1(p_{j+1}) \), then (3.55) already shows

\[
\max_{\nu \geq p_j} \max_{t_0 < s < t^{(1)}_{\text{max}}} R(m_{\nu}, c(\ell_{\nu}), s) = \max_{\nu \geq p_j} \max_{t_0 < s < t_1(p_j)} R(m_{\nu}, c(\ell_{\nu}), s) \leq R(m_{p_j}, c(\ell_{p_j}), t_0).
\]

Now let \( t^{(1)}_{\text{max}} = \max_{\nu \geq \alpha} t_1(p_j) \). A recursion (backward) of the above argument leads to

\[
\max_{\nu \geq p_\alpha} \max_{t_0 < s < t^{(1)}_{\text{max}}} R(m_{\nu}, c(\ell_{\nu}), s) \leq R(m_{p_\alpha}, c(\ell_{p_\alpha}), t_0).
\]

In particular, if \( \alpha = 1 \), the above result indicates

\[
\max_{\nu \geq p_1} \max_{t_0 < s < t^{(1)}_{\text{max}}} R(m_{\nu}, c(\ell_{\nu}), s) \leq R(m_{p_1}, c(\ell_{p_1}), t_0)
\]

where \( t^{(1)}_{\text{max}} = \max_{\nu \geq 1} t_1(p_j) \). If \( t^{(1)}_{\text{max}} = \tilde{t} \) then the proof is complete. If \( t^{(1)}_{\text{max}} < \tilde{t} \), then we pick new indexes \( \tilde{p}_j \)'s as shown at the beginning of the proof and repeat the above argument again until some \( t^{(n)}_{\text{max}} = \tilde{t} \), and in each process all \( R(m_{\nu}, c(\ell_{\nu}), s) \)'s are restricted by some \( R(m_{\tilde{p}_1}, c(\ell_{\tilde{p}_1}), t^{(n)}_{\text{max}}) \) which is less than \( R(m_{p_1}, c(\ell_{p_1}), t_0) \).

**Lemma 3.18.** Suppose \( \sup_{t_0 < t_0} \|u(t)\| \lesssim (1 + \epsilon)^{t} \) and (3.14) is satisfied at any temporal point with \( \ell = \ell_i \) and \((k, c(k)) = (\ell_p, c(\ell_{p}))\) for any \( i \leq p \leq i + q \). If a string \( [\ell_i, \ell_{i+q}] \) is of Type-B at an initial time \( t_0 \) and \( \tilde{t} \) is the first time when it switches to a Type-A string, then the index \( k_p \) described in
(3.43) for any \( i \leq p \leq i + q \) has a maximum; more precisely, with the notation in the proof of Lemma 3.16 and \( p^* \) being the index for the maximum in \( \{ R(m_p, c(\ell_p), \tilde{t}) \} _{i \leq p \leq i + q} \), there exists an index \( k_* \) such that

\[
\max _{m_{p^*} \leq j \leq k_* } \theta(j, m_{p^*}, c(\ell_{p^*}), \tilde{t}) \leq 1 , \quad \theta(j, m_{p^*}, c(\ell_{p^*}), \tilde{t}) < 1 , \quad \forall j > k_* ,
\]

and at \( j = k_* \), in particular, \( \theta(k_*, m_{p^*}, c(\ell_{p^*}), \tilde{t}) = 1 \). Moreover, \( k_* \leq \ell_{i+3q} \).

**Proof.** Suppose there is \( k_* > \ell_{i+3q} \) as described above and without loss of generality we assume \( k_* \in [\ell_{i+3q}, \ell_{i+3q+1}] \). Then \([\ell_{i+q}, \ell_{i+2q}]\) and \([\ell_{i+2q}, \ell_{i+3q}]\) are both Type-A strings at \( \tilde{t} \) and

\[
\max _{m_{p^*} \leq j \leq k_* } R(j, c(\ell_{p^*}), \tilde{t}) \leq R(k_*, c(\ell_{p^*}), \tilde{t}) ;
\]

thus \( \max _{m_{p^*} \leq j < k_* } R(j, c(\ell_{i+q}), \tilde{t}) < R(k_*, c(\ell_{i+q}), \tilde{t}) \) as \( c(\ell_{i+q}) < c(\ell_{p^*}) \), which implies

\[
\max _{\ell_{i+2q} \leq j \leq k_* } R(j, c(\ell_{i+2q}), \tilde{t}) \leq \left( \frac{c(\ell_{i+q})}{c(\ell_{i+2q})} \right) \frac{1}{\theta_i \cdots \theta_k} R(k_*, c(\ell_{i+2q}), \tilde{t}) .
\]

Then by the continuity of \( D^j u \)'s there must exist a temporal point \( t_* < \tilde{t} \) such that

\[
\max _{\ell_{i+2q} \leq j < k_* } R(j, c(\ell_{i+2q}), t_*) \leq \left( \frac{c(\ell_{i+q})}{c(\ell_{i+2q})} \right) \frac{1}{\theta_i \cdots \theta_k} R(k_*, c(\ell_{i+2q}), t_*)
\]

which means \([\ell_{i+2q}, \ell_{i+3q}]\) is already a Type-A string before \( \tilde{t} \), and by the proof of Lemma 3.16

\[
\max _{\ell_r \leq j \leq \ell_{i+3q} } \sup _{t_* < s < \tilde{t} } R(j, c(\ell_r), s) \lesssim \Theta(p^*, r) \max _{i+2q \leq p \leq i+3q } R(m_p, c(\ell_p), t_* ) ,
\]

for any \( i+2q \leq r \leq i+3q \), where \( \tilde{t} \) is the first time \([\ell_{i+2q}, \ell_{i+3q}]\) switches to a Type-B string, while

\[
R(k_*, c(\ell_{i+2q}), \tilde{t}) \lesssim \max _{i+2q \leq p \leq i+3q } R(m_p, c(\ell_p), t_* ) .
\]

If \( \tilde{t} < \tilde{t} \), then by Lemma 3.17 (or Corollary 3.12)

\[
\max _{i \leq p \leq i+q } R(m_p, c(\ell_p), \tilde{t}) \leq \max _{i \leq p \leq i+q } R(m_p, c(\ell_p), t_0 ) ,
\]

and combination of Lemma 3.16 and Lemma 3.17 guarantees

\[
R(k_*, c(\ell_{i+2q}), s) \lesssim \max _{i+2q \leq p \leq i+3q } R(m_p, c(\ell_{i+2q}), s) , \quad \forall \tilde{t} < s < \tilde{t} .
\]

In particular, at \( \tilde{t} \), the above restriction contradicts with \( \theta(k_*, m_{p^*}, c(\ell_{p^*}), \tilde{t}) = 1 \).

If \( \tilde{t} > \tilde{t} \) (\( > t_* \)), then by Lemma 3.17

\[
\max _{i \leq p \leq i+q } R(m_p, c(\ell_p), \tilde{t}) \leq \max _{i \leq p \leq i+q } R(m_p, c(\ell_p), t_* ) .
\]

In general, \( \max _{i \leq p \leq i+q } R(m_p, c(\ell_p), s) \) is decreasing within \([t_*, \tilde{t}]\) as \([\ell_i, \ell_{i+q}]\) is of Type-B before \( \tilde{t} \). Without loss of generality we may assume \( k_* \) is invariant in time until \( \tilde{t} \); then by the same reasoning as in
the proof of Lemma 3.16, \( R(k_*, c(\ell_{i+2q}), s) \) is, in general, decreasing (with negligible perturbation) within \([t_*, \hat{t}]\), more precisely, each time Proposition 3.1 is applied within \([t, t + T_{k_*}]\),

\[
R(k_*, c(\ell_{i+2q}), t + T_{k_*}) \leq \left( \mu_{k_*} (i + 2q) \right)^{\frac{1}{k_* + 1}} R(k_*, c(\ell_{i+2q}), t)
\]

where \( \mu_{k_*} (i + 2q) < 1 \) is a constant defined in the proof of Lemma 3.16. Assuming \( \hat{t} > \tilde{t} \), there exists a temporal point \( t_* + \tilde{v} T_{k_*} < \hat{t} \) such that (for convenience we write \( p \) for \( p^* \))

\[
R(m_p, c(\ell_{i+2q}), t_* + \tilde{v} T_{k_*}) \approx R(k_*, c(\ell_{i+2q}), t_* + \tilde{v} T_{k_*})
\]

By \( \tilde{v} \) times iterations of Proposition 3.1 and the above result,

\[
R(m_p, c(\ell_{i+2q}), t_* + \tilde{v} T_{k_*}) \leq \left( \mu_{k_*} (i + 2q) \right)^{\frac{\tilde{v}}{k_* + 1}} R(k_*, c(\ell_{i+2q}), t_*)
\]

Recall that \( R(k_*, c(\ell_{p^*}), t_*) \leq R(m_p, c(\ell_{p^*}), t_*) \) and \( c(\ell_{i+2q}) < c(\ell_{p^*}) \), so

\[
R(m_p, c(\ell_{i+2q}), t_* + \tilde{v} T_{k_*}) \leq \left( \mu_{k_*} (i + 2q) \right)^{\frac{\tilde{v}}{k_* + 1}} R(m_p, c(\ell_{i+2q}), t_*)
\]

(3.57)

On the other hand,

\[
\| D^{m_p} u(t_*) \| - \| D^{m_p} u(t_* + \tilde{v} T_{k_*}) \| \leq \tilde{v} T_{k_*} \sup_{t_* < s < t_* + \tilde{v} T_{k_*}} \| D^{m_p+1} u(s) \|
\]

\[
\leq \tilde{v} T_{k_*} \sup_{t_* < s < t_* + \tilde{v} T_{k_*}} \left( c(\ell_{p})^{\frac{1}{\ell_{p} + 1}} (\ell_{p})^{\frac{1}{\ell_{p} + 1}} R(m_p + 1, c(\ell_{p}), s) \right)^{m_p + 2}
\]

\[
\leq \tilde{v} T_{k_*} \left( c(\ell_{p})^{\frac{1}{\ell_{p} + 1}} (\ell_{p})^{\frac{1}{\ell_{p} + 1}} R(m_p, c(\ell_{p}), t_*) \right)^{m_p + 2}
\]

which implies

\[
1 - \left[ \frac{R(m_p, c(\ell_{p}), t_* + \tilde{v} T_{k_*})}{R(m_p, c(\ell_{p}), t_*)} \right]^{m_p + 1} \leq \tilde{v} T_{k_*} \cdot c(\ell_{p})^{\frac{1}{\ell_{p} + 1}} (\ell_{p})^{\frac{1}{\ell_{p} + 1}} R(m_p, c(\ell_{p}), t_*)
\]

Recall that \( T_{k_*} \lesssim 2^{-2k_*} (B_{\ell_{i+2q}, \ell_{i+2q}})^{-2k_*} \| D^{k_*} u(t) \|^{-\frac{2}{k_* + 1}} \), and the above result contradicts with (3.57) for any \( \tilde{v} \)-value.

\[ \square \]

**Proof of Theorem 3.14.** The proof is organized as follows. As have been shown in the above three lemmas, a string gets stabilized either by the assumption (3.41) starting from a Type-A string or by Theorem 3.9 (and Corollary 3.12) from a Type-B string. In the following we will prove that on one hand all the higher order derivatives remain within certain ranges up to \( T_* \) as a result of the dynamical restriction of a single type or mixing types of strings by Theorem 3.8 with the assumption (3.41); on the other hand the lower order derivatives are restricted by Corollary 3.12 and interpolation (Lemma 2.2), thus establishing the solution is regular on \([t_0, T_*]\).

Define \( \hat{\ell}_i := \ell_{iq} \) and \( \hat{m}_i := m_{\hat{\ell}_i} \), where \( \hat{\ell}_i \) is the minimal index within \( \{ iq, \cdots, (i+1)q \} \) such that

\[
R(m_{\hat{\ell}_i}, c(\hat{\ell}_{\hat{\ell}_i}), t) = \max_{iq \leq p \leq (i+1)q} R(m_p, c(\ell_{p}), t).
\]
Note that $\tilde{p}_1(t)$ and $\tilde{m}_i(t)$ may be variant in time, and we will always assume $\tilde{p}_1$ and $\tilde{m}_i$ correspond to the temporal point $t$ in $R(\cdot, \cdot, t)$ if there is no ambiguity. Let $\tilde{t}_1(i)$ be the first time when $[\hat{t}_i, \hat{t}_{i+1}]$ switches to a Type-$A$ string if it is of Type-$B$ at $t_0$ (in particular, $\tilde{t}_1(i) = t_0$ if $[\hat{t}_i, \hat{t}_{i+1}]$ is of Type-$A$ at $t_0$) and let $\hat{t}_1(i)$ be the first time when $[\tilde{t}_i, \tilde{t}_{i+1}]$ switches to a Type-$B$ string after $\hat{t}_1(i)$. Inductively, we let $\tilde{t}_n(i)$ (resp. $\hat{t}_n(i)$) be the first time when $[\tilde{t}_i, \tilde{t}_{i+1}]$ switches to a Type-$A$ (resp. Type-$B$) string after $\tilde{t}_{n-1}(i)$ (resp. after $\hat{t}_n(i)$).

We will verify in the proof step by step that Lemma 3.16 and Lemma 3.17 are applicable for all $i$ by showing $\sup_{t_0 < t < T^*} \|u(t)\| \lesssim (1 + \epsilon)\ell$. With this and the assumption (3.41) for all $k \geq \ell_0$, in particular, for $i = 0$, the proofs of Lemma 3.17 and Lemma 3.16 indicate that, for any $0 \leq r \leq q$,

$$
\max_{\ell_r, j \leq \ell_q} \sup_{t_0 < s < \tilde{t}_1(0)} R(j, c(\ell_r), s) \leq \max_{r \leq p \leq q} R(m, c(\ell_p), t_0),
$$

$$
\max_{\ell_r, j \leq \ell_q} \sup_{t_1(0) < s < \tilde{t}_1(0)} R(j, c(\ell_r), s) \leq (1 + \tilde{\epsilon}_q)^{1/\ell_q} \Theta(\hat{p}_0, r) \cdot R(\tilde{m}_0, c(\ell_{\hat{p}_0}), \hat{t}_1(0)),
$$

(3.58)

where $\Theta(\tilde{p}_0, r)$ is a constant given by Lemma 3.16. (Note that the first estimate above can be trivial in a sense that $\hat{t}_1(i) = t_0$.) Application of the above results at $\hat{t}_1(0)$ yields, for any $0 \leq r \leq q$,

$$
\max_{\ell_r, j \leq \ell_q} \sup_{t_0 < s < \tilde{t}_1(0)} R(j, c(\ell_r), s) \leq (1 + \tilde{\epsilon}_q)^{1/\ell_q} \Theta(\tilde{p}_0, r) \cdot R(\tilde{m}_0, c(\ell_{\tilde{p}_0}), t_0).
$$

In particular, $\Theta(\tilde{p}_0, 0) \leq (1 + \tilde{\epsilon}_q)^{1/\ell_q} B_{\ell_{\tilde{p}_0}, \ell} \cdot c(\ell_{\tilde{p}_0})/c(\ell)$ where $\tilde{\epsilon}_q$ is a small quantity given explicitly in the proof of Lemma 3.16. By Lemma 2.2 and the above result, for any $t_0 < s < \tilde{t}_1(0)$,

$$
\|u(s)\| \lesssim \|u_0\|_2 \|D^{\ell/2}u(s)\| \leq \|u_0\|_2 \left( c(\ell) \frac{\ell}{\ell_1} \frac{\ell}{\ell_1} R(\ell, c(\ell), s) \right)^{(d/2)(\ell+1)/(\ell+1)}.
$$

At the same time, by Theorem 2.1 and the assumption for $\|u_0\|$ imposed by Theorem 3.14, we may assume without loss of generality that

$$
\|D^{\ell/2}u_0\| \leq \|u_0\| \lesssim (\tilde{m}_0! \frac{1}{m_0+1}) \|u_0\| \lesssim (\tilde{m}_0!) \frac{1}{m_0+1} (1 + \epsilon)^{(2/d)\ell}.
$$

Combining the above results yields

$$
\sup_{t_0 < s < \tilde{t}_1(0)} \|u(s)\| \lesssim \|u_0\|_2 \left( c(\ell) \frac{\ell}{\ell_0+1} \frac{1}{\ell_1} \frac{1}{\ell_1} B_{\ell_{\tilde{p}_0}, \ell} \cdot (1 + \epsilon)^{(2/d)\ell} \right)^{d/2}
$$

$$
\lesssim \|u_0\|_2 \left( (\tilde{m}_0/\ell) \ln(2\epsilon/n) (1 + \epsilon)^{(2/d)\ell} \right)^{d/2} \lesssim \|u_0\|_2 \left( \ell_q/\ell \right)^{d/2} \ln\left(\frac{2\epsilon}{\tilde{m}}\right) (1 + \epsilon)^\ell,
$$

which justifies the size assumption in the two lemmas for $t < \tilde{t}_1(0)$. With in mind that $[\hat{t}_0, \hat{t}_1]$ is of Type-$B$ at $\hat{t}_1(0)$, the particular restriction of (3.58) at $\hat{t}_1(0)$ together with Lemma 3.17 (starting at $\tilde{t}_1(0)$) indicates that, for any $0 \leq r \leq q$,

$$
\max_{\ell_r, j \leq \ell_q} \sup_{t_0 < s < \hat{t}_2(0)} R(j, c(\ell_r), s) \leq (1 + \tilde{\epsilon}_q)^{1/\ell_q} \Theta(\hat{p}_0, r) \cdot R(\tilde{m}_0, c(\ell_{\hat{p}_0}), \hat{t}_1(0))
$$

$$
\leq (1 + \tilde{\epsilon}_q)^{1/\ell_q} \Theta(\hat{p}_0, r) \cdot R(\tilde{m}_0, c(\ell_{\hat{p}_0}), t_0).
$$
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And the same argument as above leads to

\[
\sup_{t_0 < s < t_2(0)} \| u(s) \| \leq (1 + \epsilon_{\ell_0})^{1/\ell_0} \| u_0 \|_2 (\ell_q/\ell)^{\frac{2}{2} \ln \left( \frac{2\epsilon}{\eta} \right)} (1 + \epsilon)^{\ell},
\]

which justifies the size assumption in the two lemmas up to \( t < \hat{t}_2(0) \).

In the following, we provide a precise measurement for the slight increment of \( \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), s) \) within each time interval \([t, t + T_{k_q}]\) that Proposition 3.1 is applied to; the reason is twofold – on one hand, although the increment of \( \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), s) \) is negligible in a short period, the accumulative effect can be significant in a relatively long time interval since the time span \( T_{k_q} \) for each intermittency argument is very small compared to \( T^* \) and large increment of \( \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), s) \) may cause the increment of \( \| u(s) \| \) which would not guarantee the size condition for applying the two lemmas, in which case, it is necessary to transfer the above argument from \([\hat{t}_0, \hat{t}_1]\) to \([\hat{t}_1, \hat{t}_{i+1}]\) with larger index \( i \) so that the two lemmas can be applied at \([\hat{t}_i, \hat{t}_{i+1}]\). On the other hand, the increment of \( \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), s) \) will reduce the time span \( T_{k_q} \) for the intermittency argument and this, in turn, makes \( \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), s) \) get multiplied faster when \( s \) approaches \( T^* \). Our purpose is to quantify such increment and explore how it affects the size of \( T_{k_q} \), in order to decide whether a finite repetition of the above argument can lead to the regularity up to \( T^* \).

We continue the previous argument at \( \hat{t}_2(0) \). Again, by Lemma 3.16, for any \( 0 \leq r \leq q \),

\[
\max_{\ell_r \leq j \leq \ell_q} \sup_{\hat{t}_2(0) < s < t_2(0) + T_{k_q}} \mathcal{R}(j, c(\ell_r), s) \leq (1 + \epsilon_{\ell_0})^{1/\ell_0} \Theta(\hat{p}_0, r) \cdot \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), \hat{t}_2(0)),
\]

where \( T_{k_q} \approx 2^{-2\ell_q} (B_{\ell_q, \ell})^{-2\ell_q} \| D^{k_q} u(\hat{t}_2(0)) \|^{-\frac{\ell}{2\ell_q - \ell}} \), and by Lemma 3.18 we know \( k_q \leq \ell_{3q} \); thus

\[
T_{k_q} \geq 2^{-2\ell_{3q}} (B_{\ell_q, \ell})^{-2\ell_{3q}} \| D^{k_{3q}} u(\hat{t}_2(0)) \|^{-\frac{\ell}{2\ell_{3q} - \ell}}.
\]

Without loss of generality, we assume that \( \hat{p}_0 \) is invariant in time and that \( \hat{t}_2(0) \in [\hat{t}_2(0), \hat{t}_2(0) + T_{k_q}] \). In general, we assume \( \hat{t}_n(0) \in [\hat{t}_n(0), \hat{t}_n(0) + T_{k_q}] \), and by Lemma 3.16 and Proposition 3.1

\[
\sup_{\hat{t}_n(0) < s < \hat{t}_n(0) + T_{k_q}} \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), s) \leq (1 + \epsilon_{\ell_0})^{1/\ell_0} \cdot \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), \hat{t}_n(0)),
\]

and

\[
\mathcal{R}(k_q, c(\ell_{\hat{p}_0}), \hat{t}_n(0) + T_{k_q}) \leq (\mu_{k_q}(\hat{p}_0))^{\frac{1}{\ell_{3q} - \ell}} \cdot \mathcal{R}(k_q, c(\ell_{\hat{p}_0}), \hat{t}_n(0)).
\]

We claim that with the above settings, one of the followings occurs:

(I) \( \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), \hat{t}_{n+1}(0)) \leq \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), \hat{t}_n(0)) \);

(II) \( \hat{t}_{n+1}(0) - \hat{t}_n(0) \geq C (M_{k_q}) 2^{-2\ell_q} \| D^{\ell_q} u(\hat{t}_n(0) + T_{k_q}) \|^{-\frac{\ell}{2\ell_{3q} - \ell}} \) with \( M_{k_q} = (\mu_{k_q}(\hat{p}_0))^{-1} \).

**Proof of the claim:** Assume the opposite of (I), i.e. \( \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), \hat{t}_{n+1}(0)) \geq \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), \hat{t}_n(0)) \). Without loss of generality we assume that \( k_q \) is invariant with \( \hat{t}_n(0) \), and that \( \hat{t}_{n+1}(0) > \hat{t}_n(0) + T_{k_q} \). With in mind that \([\hat{t}_0, \hat{t}_1]\) is of Type-A at \( \hat{t}_n(0) \) and at \( \hat{t}_{n+1}(0) \), the opposite of (I) indicates that

\[
\mathcal{R}(k_q, c(\ell_{\hat{p}_0}), \hat{t}_{n+1}(0)) = \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), \hat{t}_{n+1}(0)) \geq \mathcal{R}(\hat{m}_0, c(\ell_{\hat{p}_0}), \hat{t}_n(0)) = \mathcal{R}(k_q, c(\ell_{\hat{p}_0}), \hat{t}_n(0))
\]
which, combined with \((3.60)\), yields
\[
\mathcal{R}(k_q, c(\ell_{p_0}), \hat{t}_{n+1}(0)) \geq (\mu_{k_\ell}(\hat{p}_0))^{-\frac{1}{q-1}} \cdot \mathcal{R}(k_q, c(\ell_{p_0}), \hat{t}_n(0) + T_{k_q}) ,
\]
in other words, \(\|D^{k_q}u(\hat{t}_{n+1}(0))\| \geq (\mu_{k_\ell}(\hat{p}_0))^{-1} \|D^{k_q}u(\hat{t}_n(0) + T_{k_q})\|\). By Theorem 2.4 (applied in a contrapositive form), the time span required for \(D^{k_q}u\) to increase by \(M_{k_q} = (\mu_{k_\ell}(\hat{p}_0))^{-1}\) is at least (with in mind that \(\hat{t}_{n+1}(0) > \hat{t}_n(0) + T_{k_q}\)),
\[
T_{k_q}^* := C \left( M_{k_q} \right) 2^{-2k_q} \|D^{k_q}u(\hat{t}_n(0) + T_{k_q})\|^{-\frac{d}{\nu_{q-1}^d}}.
\]
Recall that \(\hat{t}_n(0) < \hat{t}_n(0) + T_{k_q}\), so
\[
\hat{t}_{n+1}(0) - \hat{t}_n(0) \geq T_{k_q}^* := C \left( M_{k_q} \right) 2^{-2k_q} \|D^{k_q}u(\hat{t}_n(0) + T_{k_q})\|^{-\frac{d}{\nu_{q-1}^d}}.
\]
This ends the proof of the claim. Moreover, by Lemma 3.18 we know \(k_q \leq \ell_{3q}\) and
\[
\hat{t}_{n+1}(0) - \hat{t}_n(0) \geq T_{k_q}^* \geq C \left( M_{k_q} \right) 2^{-2\ell_{3q}} \|D^{\ell_{3q}}u(\hat{t}_n(0) + T_{k_q})\|^{-\frac{d}{\nu_{3q-1}^d}}.
\]
The above claim together with multiple iterations of \((3.59)\) lead to
\[
\mathcal{R}(\hat{m}_0, c(\ell_{p_0}), \hat{t}_{n+1}(0)) \leq (1 + \tilde{\epsilon}_{\ell_q})^{n/\ell_q} \cdot \mathcal{R}(\hat{m}_0, c(\ell_{p_0}), \hat{t}_2(0))
\]
where \(\nu\) is the total number of times that Case (II) in the claim occurs within \([\hat{t}_2(0), \hat{t}_{n+1}(0)]\). The worst scenario is \(\nu = n\), that is, Case (II) in the claim occurs throughout \([\hat{t}_2(0), \hat{t}_{n+1}(0)]\), in which case, the above restriction, together with Lemma 3.16 and Lemma 3.17 (applied \(n\) times), indicates that, for any \(0 \leq r \leq q\),
\[
\max_{\ell_{r} \leq j \leq \ell_{q-1}} \sup_{s_{t_0} < s < \ell_{n+1}(0)} \mathcal{R}(j, c(\ell_{r}), s) \leq (1 + \tilde{\epsilon}_{\ell_q})^{n/\ell_q} \Theta(\hat{p}_0, r) \cdot \mathcal{R}(\hat{m}_0, c(\ell_{p_0}), t_0) .
\]
Recall that the precise upper bound for \(1 + \tilde{\epsilon}_{\ell_q}\) was given in the proof of Lemma 3.16:
\[
1 + \tilde{\epsilon}_{\ell_q} \lesssim \chi_{\ell_q}(\ell_{q-1}) \lesssim 1 + (M_{\ell_q} - 1) \cdot \hat{c}(\ell_{q-1})/c(\ell_{q-1}) \lesssim 1 + 2^{-\ell_{\ell_q}} (B_{\ell_q, \ell})^{-\ell_{\ell_q}} / c(\ell_{q-1}).
\]
In the rest of the proof, we show that the above iterations of Lemma 3.16 and Lemma 3.17 repeat for finitely many times as \(\hat{t}_n(0)\) is approaching \(T^*\) by revealing that the time span \(\hat{t}_{n+1}(0) - \hat{t}_n(0)\) (or \(\hat{t}_{n+1}(i_+) - \hat{t}_n(i_+)\) for some index \(i_+)\) for each application of Lemma 3.16 and Lemma 3.17 remains greater than a fixed number. Note that the above argument guarantees that at least for small values of \(n\) this is the case:
\[
\hat{t}_{n+1}(0) - \hat{t}_n(0) \geq T_{k_q} + T_{k_q}^* \geq 2^{-2\ell_{3q}} \|D^{\ell_{3q}}u(\hat{t}_n(0) + T_{k_q})\|^{-\frac{d}{\nu_{3q-1}^d}}.
\]
Assuming this would continue as \(\hat{t}_n(0)\) goes towards \(T^*\), the maximal number of iterations until \(\hat{t}_n(0)\) reaches \(T^*\) is
\[
n^* := T^*/(\hat{t}_{n+1}(0) - \hat{t}_n(0)) \leq T^* \cdot 2^{2\ell_{3q}} \|D^{\ell_{3q}}u(\hat{t}_n(0) + T_{k_q})\|^{-\frac{d}{\nu_{3q-1}^d}} \leq T^* \cdot 2^{2\ell_{3q}} \cdot \ell_{3q} \cdot \|u_0\|d.
\]
while $\mathcal{R}(\tilde{m}_0, c(\ell_{\tilde{p}_0}), s)$ increases at most by

$$(1 + \tilde{\ell}_q)^{\nu_q/\ell_q} \leq \left(1 + 2^{-\ell_q} (B_{\ell_q, t})^{-\ell_q}/c(\ell_{q-1})\right)^{T^* \cdot 2^{2\ell_q} \cdot \ell_q \cdot (1 + e)^{2t/\ell_q}} \leq \exp(T^* \cdot 2^{2\ell_q} \cdot \ell_q \cdot (1 + e)^{2t/\ell_q}) =: C^*,$$

provided $T^* \ll (B_{\ell_q, t})^{\ell_q}$. Then, similarly to the estimates for $\|u(s)\|$ within $[t_0, \tilde{t}_1(0)]$,

$$\sup_{t_0 < s < \tilde{t}_n(0)} \|u(s)\| \lesssim \|u_0\|_2 \sup_{t_0 < s < \tilde{t}_n(0)} \left(c(\ell) \frac{\ell}{(\ell)!} \frac{1}{\ell + 1} B_{\ell_p, t} \cdot \mathcal{R}(\tilde{m}_0, c(\ell), s)\right)^{(d/2)(\ell + 1)} t_0^\ell \lesssim \|u_0\|_2 \left(c(\ell_{\tilde{p}_0}) \cdot \ell_{\tilde{p}_0} \cdot B_{\ell_{\tilde{p}_0}, t} \cdot (1 + \tilde{\ell}_{\tilde{p}_0})^{\nu_q/\ell_q} \mathcal{R}(\tilde{m}_0, c(\ell_{\tilde{p}_0}), t_0)\right)^{(d/2)(\ell + 1)} t_0^\ell;$$

thus

$$\sup_{t_0 < s < \tilde{t}_n(0)} \|u(s)\| \lesssim (C^*)^{\frac{d}{2}} \|u_0\|_2 (\ell_q/\ell)^{\frac{d}{2}} \ln \left(\frac{2\ell}{\pi}\right) (1 + e)^\ell.$$

As $C^* \approx 1$, this justifies the condition $\sup_{t_0 < s < T^*} \|u(s)\| \lesssim (1 + e)^\ell$, Lemma 3.16 and Lemma 3.17 are applicable, and the process described above may continue until $T^*$.

If $T^* \gtrsim (B_{\ell_q, t})^{\ell_q}$, we separate $[t_0, T^*]$ at some $T_1 \ll (B_{\ell_q, t})^{\ell_q}$ such that the condition for Lemma 3.16 and Lemma 3.17 is satisfied within $[t_0, T_1]$, and regularity of the solution holds up to $T_1$. Then, similarly, we separate $[T_1, T^*]$ at some $T_2 \ll (B_{\ell_2, \ell_q})^{\ell_{2q}}$ such that

$$\sup_{T_1 < s < T_2} \|u(s)\| \lesssim (1 + e)^\ell$$

which justifies the size condition in Lemma 3.16 and Lemma 3.17 applied to the string $[\hat{\ell}_1, \hat{\ell}_2]$, and regularity remains until $T_2$. Inductively, we divide $[T_i, T^*]$ at some $T_{i+1} \ll (B_{\ell_{i+1}, \ell_i})^{\ell_{i+1}}$ so that

$$\sup_{T_i < s < T_{i+1}} \|u(s)\| \lesssim (1 + e)^\ell_i$$

and Lemma 3.16 and Lemma 3.17 are applicable to the string $[\hat{\ell}_i, \hat{\ell}_{i+1}]$ up to $T_{i+1}$. This dividing process stops at some index $i_*$ such that $T^* \ll (B_{\ell_{i_*+1}, \ell_{i_*}})^{\ell_{i_*+1}}$ and regularity remains until $T^*$ with $\|u(T^*)\| \lesssim (1 + e)^{\hat{\ell}_{i_*}}$. In particular, $T^*$ is not a blow-up time.

The proof for the vorticity is similar.

\[ \Box \]

4 Epilogue

The main goal of this paper was to demonstrate asymptotically critical nature of the NS regularity problem within the framework of sparseness of the super-level sets of the higher-order derivatives of the velocity field. The principal mechanism behind the proof is weakening the nonlinear effect at
high (differential) levels through the interplay between the spatial intermittency (utilized via the harmonic measure majorization principle) and the local-in-time monotonicity properties of chains of derivatives (ascending vs. descending).

The follow up work includes repurposing and refining the techniques presented here to obtain stronger and/or more classical manifestations of criticality – and in particular – criticality with respect to the strength of diffusion in the context of the 3D hyper-dissipative (HD) NS system. In a work Grujić and Xu [10], the authors have presented the first mathematical evidence of criticality of the Laplacian. More precisely, it was demonstrated that – as long as the hyper-diffusion exponent is greater than 1, and the flow is in a ‘turbulent scenario’ – the 3D HD NS system does not allow spontaneous formation of singularities. To illustrate the impact of this result in a ‘methodology free’ setting, the authors considered a two-parameter family of the rescaled (potential) blow-up profiles and showed that as soon as the hyper-diffusion exponent is greater than 1, a new region in the parameter space, completely in the super-critical regime, ruling out the blow-up is identified. In particular, a neighborhood (in the parameter space) of the self-similar profile, i.e., the ‘approximately self-similar’ blow-up, a leading candidate for the singularity formation, is ruled out (Grujić and Xu [10]).
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