Khuri-Treiman equations for $3\pi$ decays of particles with spin
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Abstract: Khuri-Treiman equations have proven to be a useful theoretical tool in the analysis of 3-body decays, specially into the $3\pi$ final state. In this work we present in full detail the necessary generalization of the formalism to study the decays of particles with arbitrary spin, parity, and charge conjugation. To this extent, we find it most convenient to work with helicity amplitudes instead of the so-called invariant amplitudes, specially when dealing with the unitarity relations. The isobar expansions in the three possible ($s$-, $t$-, and $u$-) final channels are related with the appropriate crossing matrices. We pay special attention to the kinematical singularities and constraints of the helicity amplitudes, showing that these can be derived by means of the crossing matrix.
1 Introduction

As our knowledge of the hadron spectrum increases, so does the complexity of the necessary experiments and the need for better theoretical methods to analyze the experimental data. Three-body spectra from 2-to-3 scattering or 1-to-3 decays are a fundamental tool to study both electroweak and strong physics. For example, the XYZ phenomena observed in the spectrum of charmonia are almost exclusively seen in strong decays to three particle final states [1]. Furthermore, constraining strong amplitudes describing three hadron final states e.g. in heavy flavor meson or τ lepton decays is crucial in testing various BSM scenarios references [1]. Finally reaction amplitudes describing three-hadron interactions will soon be needed for analysis of lattice QCD simulations which are gearing towards simulations of three particle spectra [2–4].

The presence of hadrons in any reaction complicates the analysis of the amplitude of the process because of the final state interactions (FSI) of the former. In a three-body hadronic decay \( X \rightarrow ABC \) there are three possible two-hadron subsystems, \( AB \), \( BC \), \( CA \). If, for any reason, one can ignore the FSI (and the resonant content) of two of those channels, one can perform a resumation of the interaction of the remaining channel, as it is often done in 2-to-2 scattering processes. This is not feasible in many three-body decays, and certainly not possible in \( 3\pi \) decays, which is an important decay channel for many resonances.

Among three-body hadron decays, one of the first reactions to be studied was the \( K \rightarrow 3\pi \) decay. In Ref. [5] Khuri and Treiman (KT) proposed for this reaction a dispersive approach with a set of approximations, leading to a system of linear integral equations for functions depending on a single Mandelstam variable and which build up the full amplitude. Soon after, several papers appeared discussing different aspects of the formalism [6–10] and, in particular, the first application to the decay \( \eta \rightarrow 3\pi \) [11] (see also the recent lectures in Ref. [12]). Since its appeareance, the KT formalism has been applied to various three-body decay channels of both light and heavy mesons [13–27]. The extension of the formalism to include coupled channels was achieved in Ref. [24] (see also Ref. [28]). Besides the practical applications, some theoretical studies about the formalism itself have also been presented. For the decay of light mesons, for instance, KT equations can be justified in chiral perturbation theory (\( \chi PT \)) at lowest orders via the so-called reconstruction theorem [29–31]. In Ref. [32] the KT formalism is applied to \( \pi\pi \) scattering, finding it to be equivalent to Roy equations [33, 34] when both formalisms are restricted to \( S \)- and \( P \)-waves, whereas when higher waves are included, good agreement is found with other dispersive approaches [35].

An amplitude \( \mathcal{A}(s, t, u) \) for a scattering (2-to-2) or decay (1-to-3) process can be expanded in an infinite sum of partial wave amplitudes in one of the Mandelstam variables, say \( s \). As it is well known, these partial waves are functions of a single variable, and have both right- and left-hand cut (RHC and LHC, respectively) discontinuities. Furthermore, they can contain singularities of dynamical origin, \( i.e., \) resonances or bound states of the

\[ ^1 \text{We also point out that the KT decomposition of } \pi\pi \text{ scattering in Ref. [32] is compatible with the form of the amplitude obtained in Ref. [36] imposing crossing and chiral symmetries.} \]
s-channel can show up as poles in the partial wave amplitudes. Because these singularities are only in the s-channel, those in the t- and u-channels can appear in the full amplitude $A(s, t, u)$ if and only if an infinite number of partial waves is kept in the partial wave expansion. Sure, this can only be done at a theoretical level, and on practical terms a truncation to a finite number of partial waves is always necessary. In this way, crossing symmetry is lost. In the KT formalism, the infinite sum of partial waves in the s-channel is substituted by three finite sums of so-called isobar amplitudes, one for each of the s-, t-, and u-channels. The isobar amplitudes are also functions of a single Mandelstam variable, but, unlike the partial wave amplitudes, they only have RHC discontinuities. In this way, the full amplitude $A(s, t, u)$ can have singularities coming from all the three channels, and crossing symmetry can be restored.

A quick look shows that most of the reactions to which the KT formalism has been applied are decays of pseudoscalars (P) or, at most, vector (V) mesons. As will be seen below, the KT decomposition of the decay amplitude for $V \rightarrow 3P$ is very similar to that of the decay $P \rightarrow 3P$. Therefore, it feels necessary to present a generalization of the KT formalism to the decay of mesons with any spin, parity, and charge conjugation. In this work we present such a generalization, focusing, for its ubiquity, into the decays to three pions. It will be convenient to work with helicity amplitudes. As mentioned before, the KT formalism allows one to keep crossing symmetry in a given amplitude. When spin appears, the crossing relations become more complicated and must be carefully dealt with. We combine the standard crossing relations for helicity amplitudes with the underlying ideas of the KT formalism to obtain amplitudes KT equations for the decays of particles with spin. The crossing matrix relating the three isobar expansions serves also to derive reduced isobar amplitudes, free of kinematical singularities. These reduced isobars are thus suitable for a dispersive approach, based on the unitarity relations that we derive for them.

The structure of the manuscript is as follows. We start in Sec. 2 by discussing our kinematic conventions, paying special attention to the relation between the s- and t-channels center-of-mass frames. In Sec. 3 we introduce the helicity amplitudes and its properties, in particular, crossing symmetry and how it is expressed in terms of the so-called crossing matrix. In Sec. 4 we discuss the kinematical singularities and constraints of the helicity amplitudes. In Sec. 5 we obtain the KT decomposition and integral equations for the helicity amplitudes.

2 Kinematics

We start by discussing our conventions and notation for the kinematics of the process

$$X_J(p_X) \pi(p_3) \rightarrow \pi(p_1) \pi(p_2)$$

(2.1)

where the meson $X_J$ has arbitrary quantum numbers $I$ and $J^{PC}$ (the $G$-parity quantum number, $G = -1$, is fixed by the three pion final state). Although we are primarily interested in the physical decay, $X_J \rightarrow 3\pi$, amplitudes are more easily formulated in the

---

2Our notation, and the forthcoming discussions, are similar to those in Ref. [40].
\[ \vec{p}_3 = -p(s) \hat{z} \quad \vec{p}_1 = +q(s) \hat{q}_s \quad -\vec{p}_1' = -p(t) \hat{z} \]
\[ -\vec{p}_2' = -q(t) \hat{q}_t \]
\[ \vec{p}_X = +p(s) \hat{z} \]
\[ \vec{p}_2 = q(s) \hat{q}_s \]
\[ \vec{p}_X' = +p(t) \hat{z} \]

\textbf{Figure 1.} Representation of the $s$- and $t$-channel kinematics.

scattering picture, Eq. (2.1), and related by crossing to the decay process through analytic continuation of momenta. For completeness, our derivations will be done at length with particular care in distinguishing kinematic quantities in different frames. This connection between different reference frames is vital in formulating a KT decomposition with the correct crossing symmetry structure.

The $X_J$ and $\pi$ masses are denoted by $M$ and $m$, respectively and invariant Mandelstam variables are defined through:

\[ s = (p_X + p_3)^2 = (p_1 + p_2)^2, \]
\[ t = (p_X - p_1)^2 = (p_2 - p_3)^2, \]
\[ u = (p_X - p_2)^2 = (p_3 - p_1)^2, \]

(2.2a)

with

\[ s + t + u = M^2 + 3m^2. \]  

(2.2b)

In the $s$-channel center-of-mass (CM) frame, the $z$-axis is chosen such that the four-momenta of the incoming particles have the components (see Fig. 1):

\[ p_X = (E_X(s), +p(s) \hat{z}) \quad \text{and} \quad p_3 = (E_\pi(s), -p(s) \hat{z}). \]  

(2.3a)

Similarly the outgoing pions have:

\[ p_1 = \left( \frac{\sqrt{s}}{2}, q(s) \hat{q}_s \right) \quad \text{and} \quad p_2 = \left( \frac{\sqrt{s}}{2}, -q(s) \hat{q}_s \right), \]  

(2.3b)

where the unit vector, $\hat{q}_s$, is defined as:

\[ \hat{q}_s = (\sin \theta_s, 0, \cos \theta_s). \]  

(2.4)

The modulus of the three-momentum of the $X_J \pi$ and the $\pi \pi$ systems are respectively given by:

\[ p(s) = \sqrt{\frac{\lambda_X(s)}{4s}}, \quad \text{and} \quad q(s) = \sqrt{\frac{\lambda_\pi(s)}{4s}}, \]  

(2.5)
where we introduce the shorthands:

\[ \lambda_X(s) = \lambda(s, M^2, m^2) \quad \text{and} \quad \lambda_\pi(s) = \lambda(s, m^2, m^2) . \]  

Above, \( \lambda(x, y, z) = x^2 + y^2 + z^2 - 2(xy + yz + zx) \) is the well-known Källén or triangle function \([41]\). The energies \( E_X(s) \) and \( E_\pi(s) \) in Eqs. (2.3a) and (2.3b) are given by:

\[ E_X(s) = \frac{s + M^2 - m^2}{2 \sqrt{s}} \quad \text{and} \quad E_\pi(s) = \frac{s + m^2 - M^2}{2 \sqrt{s}} . \]  

From Eqs. (2.3a) and (2.3b), we obtain the cosine of the scattering angle \( \theta_s \),

\[ \cos \theta_s = \frac{t - u}{4 p(s) q(s)} . \]  

As mentioned above, we may analogously define kinematics in the \( t \)-channel CM frame, i.e. the \( X_J(p'_X) \pi(-p'_1) \rightarrow \pi(p'_2) \pi(-p'_3) \) process. The prime over the four-momenta is introduced to distinguish the four-vectors evaluated in the \( t \)-channel instead of in the \( s \)-channel, c.f. Eqs. (2.3a) and (2.3b). In this frame, the four-momenta for the incoming particles are given by (see Fig. 1):

\[ p'_X = (E_X(t), +p(t) \hat{z}) , \quad -p'_1 = (E_\pi(t), -p(t) \hat{z}) , \]  

and for the outgoing particles

\[ -p'_3 = \left( \frac{\sqrt{t}}{2}, +q(t) \hat{q}_t \right) , \quad p'_2 = \left( \frac{\sqrt{t}}{2}, -q(t) \hat{q}_t \right) . \]  

The corresponding unit vector \( \hat{q}_t \) is defined as:

\[ \hat{q}_t = (-\sin \theta_t, \ 0, \ \cos \theta_t) , \]  

with the cosine of the scattering angle \( \theta_t \) given by:

\[ \cos \theta_t = \frac{s - u}{4 p(t) q(t)} . \]  

The relative sign of the \( \hat{x} \) component of the \( \hat{q}_t \) vector compared to Eq. (2.4) is by convention and chosen for simplicity in later developments. This choice is related to the fact that, while the signs of \( \cos \theta_s \) and \( \cos \theta_t \) in Eqs. (2.4) and (2.10) are determined through kinematics (e.g., from the product \( p \cdot p_2 \)), \textit{a priori} the signs of \( \sin \theta_{s,t} \) are not fixed. In other words we have a freedom to choose the orientation of the \( \hat{y} \) axis, which translates into a freedom of choosing independent \( \eta_{s,t} = \pm 1 \) in defining:

\[ \sin \theta_s = \eta_s \sqrt{1 - \cos^2 \theta_s} = \frac{\eta_s \sqrt{\phi(s, t, u)}}{2 \sqrt{s} p(s) q(s)} \]  

and

\[ \sin \theta_t = \eta_t \sqrt{1 - \cos^2 \theta_t} = \frac{\eta_t \sqrt{\phi(t, s, u)}}{2 \sqrt{t} p(t) q(t)} , \]  

\[ -5 - \]
Figure 2. Schematic representation of the successive Lorentz transformations in Eq. (2.19) (for the case $\eta_s = \eta_t = 1$). The first and last subfigures respectively correspond to the $s$- and $t$-channel CM frames given by Eqs. (2.3) and (2.9), and shown in the left and right subfigures of Fig. 1. In each of the intermediate figures the dashed lines correspond to the three-momenta prior to the applied Lorentz transformation. The last step is not a transformation but a reversal of some of the shown momenta, to match Eq. (2.9) and Fig. 1 (right).

where $\phi$ is the Lorentz-invariant Kibble function [42],

$$\phi \equiv \phi(s, t, u) = s t u - m^2(M^2 - m^2)^2 = (2 \sqrt{s} \sin \theta_s p(s) q(s))^2 . \quad (2.14)$$

The boundaries of the physical regions are defined through $\phi(s, t, u) = 0$. From the 4 four-momenta we can define an additional, fifth four-vector, that we call the Kibble vector,$^3$

$$K_\mu = \epsilon_{\mu\alpha\beta\gamma} p_3^\alpha p_1^\beta p_2^\gamma . \quad (2.15)$$

We note that, since none of the momenta has $\hat{y}$ component, both in the $s$- and $t$-channel CM frames $K$ can only have $\hat{y}$ component. In the $s$-channel frame then,$^4$

$$K = (0, -\sqrt{s} p(s) q(s) \sin \theta_s \hat{y}) = \left(0, -\eta_s \sqrt{\phi(s, t, u)} \hat{y}\right) , \quad (2.16)$$

while in the $t$-channel frame we have:

$$K' = (0, -\sqrt{t} p(t) q(t) \sin \theta_t \hat{y}) = \left(0, -\eta_t \sqrt{\phi(t, s, u)} \hat{y}\right) . \quad (2.17)$$

$^3$Because of its transformation under parity, it is actually an axial-vector, but we shall keep the name vector since no confusion can arise.

$^4$We are taking $\epsilon_{0123} = 1$. 

- 6 -
Covariant quantities in the $s$- and $t$-channel CM frames may be related to each other by a Lorentz transformation. In other words there exists a $\Lambda$ satisfying:

$$\{p'_1, p'_2, p'_3, p'_X, K'\}_\mu = \Lambda_{\mu\nu} \{p_1, p_2, p_3, p_X, K\}_\nu \ , \tag{2.18}$$

where the four-vectors on the l.h.s. are expressed in the $s$-channel, Eqs. (2.3) and (2.16), and the four-vectors on the r.h.s. are expressed in the $t$-channel, Eqs. (2.9) and (2.17). The transformation, $\Lambda$, can be expressed as a series of simpler Lorentz transformations written compactly as:

$$\Lambda = \Lambda_t \Lambda_\eta \Lambda_\omega \Lambda_\eta \Lambda_s \ . \tag{2.19}$$

The transformations $\Lambda_s$ and $\Lambda_t$, defined as:

$$\Lambda_s = \begin{pmatrix} \gamma(s) & 0 & 0 & -\gamma(s)\beta(s) \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ -\gamma(s)\beta(s) & 0 & 0 & \gamma(s) \end{pmatrix}, \quad \Lambda_t = \begin{pmatrix} \gamma(t) & 0 & 0 & +\gamma(t)\beta(t) \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ +\gamma(t)\beta(t) & 0 & 0 & \gamma(t) \end{pmatrix}, \tag{2.20}$$

with

$$\gamma(s) = \frac{E_X(s)}{M_X} \quad \text{and} \quad \beta(s) = \frac{p(s)}{E_X(s)} \ , \tag{2.21}$$

are boosts along the $\hat{z}$-axis connecting the $s$- and $t$-channel CM frames respectively with a frame in which $X_J$ is at rest. The transformations

$$\Lambda_\eta_s = \text{diag}(1, \eta_s, \eta_s, 1) \ , \quad \Lambda_\eta_t = \text{diag}(1, \eta_t, \eta_t, 1) \ , \tag{2.22}$$

represent rotations of $\pi$ radians around the $\hat{z}$-axis when $\eta_s$ and/or $\eta_t$ are $-1$, and correspond to the identity transformation when $\eta_s$ and/or $\eta_t$ are $+1$. They take into account the arbitrary phases introduced in Eq. (2.12). Finally,

$$\Lambda_\omega = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \cos \omega & 0 & -\sin \omega \\ 0 & 0 & 1 & 0 \\ 0 & \sin \omega & 0 & \cos \omega \end{pmatrix} \tag{2.23}$$

is a counterclockwise rotation around the $\hat{y}$-axis by an angle $\omega$ given by

$$\cos \omega = \frac{n(s,t)}{4\sqrt{st \ p(s) \ p(t)}}, \quad \text{and} \quad \sin \omega = \frac{M \sqrt{\phi(s,t,u)}}{2\sqrt{st \ p(s) \ p(t)}} \ , \tag{2.24}$$

with

$$n(s,t) = (s + M^2 - m^2)(t + M^2 - m^2) - 2M^2(M^2 - m^2) \ . \tag{2.25}$$

Fig. 2 presents a schematic representation of each transformation of the total Lorentz transformation in Eq. (2.19). As we will see in Sec. 3, the angle $\omega$ in Eq. (2.24) will appear as the argument of additional Wigner $d$-functions in the crossing relations when considering decays with spin.
It is straightforward to check that \( \det(\Lambda) = 1 \), since all the matrices appearing in the product in Eq. (2.19) have unit determinant. We note the determinant of Eq. (2.24) additionally gives the relation:

\[
n^2(s, t) + 4 M^2 \phi(s, t, u) = \lambda_X(s) \lambda_X(t) .
\]  

(2.26)

Computing explicitly the matrix elements of \( \Lambda \), it can be seen that the only finite \((s, t)\) point where the off-diagonal ones vanish is \( s = t = \frac{M^2 - m^2}{2} \). At this point,

\[
\Lambda = \text{diag}(1, \eta_s\eta_t, \eta_s, \eta_t, 1) .
\]  

(2.27)

The most natural option is thus to take \( \eta_s = \eta_t (= 1) \), because then we can always connect the transformation between the two frames with the identity. This is indeed the convention we use in this manuscript. In this case,

\[
\sqrt{s} p(s) q(s) \sin \theta_s = \sqrt{t} p(t) q(t) \sin \theta_t .
\]  

(2.28)

If we were to take \( \eta_s = -\eta_t \), then \( \Lambda(s = t = \frac{M^2 - m^2}{2}) = \text{diag}(1, -1, -1, 1) \), which corresponds to a rotation of \( \pi \) around the \( \hat{z} \)-axis. In any case, the final Khuri-Treiman equations for the \( X_J \, \pi \to \pi \pi \) amplitudes shall be independent of this convention.

3 Helicity amplitudes

We may denote the transition amplitude for the process Eq. (2.1) by:

\[
A^{abcd}(\epsilon(p_X), p_3; p_1, p_2) = \langle \pi^c(p_1) \pi^d(p_2) | \hat{T} | X^a_J(\epsilon(p_X)) \pi^b(p_3) \rangle \]

(3.1)

which can be decomposed into \( s \)-channel helicity amplitudes,

\[
A^{(s)abcd}(s, t, u) = A^{abcd}(\epsilon^{(s)}(p_X), p_3; p_1, p_2) ,
\]  

(3.2)

determined by polarization tensor \( \epsilon^{(s)}(p) \) and the helicity projection of the decaying meson, \( \lambda = -J, \ldots, J \) in the \( s \)-channel CM frame. For \( J = 1 \), the components of \( \epsilon^{(s)}(p) \) are given by Eqs. (C.3). Higher rank polarization tensors may also be constructed from Eq. (C.3) but analytic forms of the polarization tensor will not be necessary for the construction of amplitudes in the helicity representation [c.f. Eq. (C.13)].

For physical decays the helicity amplitudes in Eq. (3.2) are projected into a basis of definite isospin in the \( s \)-channel through the projectors (here we assume \( X \) is an isovector for concreteness; the isoscalar case is treated specifically in Sec. 5 but for the purposes of discussing symmetries it is identical to the \( I = 1 \) amplitude):

\[
P^{(0)}_{abcd} = \frac{1}{3} \delta_{ab} \delta_{cd} ,
\]

(3.3a)

\[
P^{(1)}_{abcd} = \frac{1}{2} (\delta_{ac} \delta_{bd} - \delta_{ad} \delta_{bs}) ,
\]

\[
P^{(2)}_{abcd} = \frac{1}{2} (\delta_{ac} \delta_{bd} + \delta_{ad} \delta_{bs}) - \frac{1}{3} \delta_{ab} \delta_{cd}
\]

This value corresponds to \( u = 4m^2 \). It can be seen that this point lies in the boundary of the \( M \to 3m \) decay region.
with
\[ A_\lambda^{(t)}(s, t, u) \equiv \frac{1}{(2I + 1)} \sum_{a, b, c, d} P_{abcd}^{(t)} A_{abcd}^{(s)}(s, t, u) . \] (3.3b)

To avoid confusion with later discussion of crossing symmetry, we define and use only isospin definite amplitudes in the s-channel as in Eq. (3.3b). Finally, the isospin amplitudes are expanded into partial waves as
\[ A_\lambda^{(t)}(s, t, u) = \sum_{j \geq |\lambda|} (2j + 1) d_{j0}^{(t)}(\theta_s) A_{j\lambda}^{(t)}(s) , \] (3.4)
where \( \theta_s \equiv \theta_s(s, t, u) \) is the s-channel center-of-mass scattering angle given in Eqs. (2.8) and (2.12), and \( d_{j0}^{(t)}(\theta_s) \) are Wigner d-functions.\(^6\)

### 3.1 Crossing symmetry

As previously mentioned, the crossing properties between the s- and t-channel scattering (physical) regions are needed as they will be the basis for the isobar decomposition in Sec. 5. To this end we define the t-channel helicity amplitudes in analogy to Eq. (3.2) by:
\[ A_{\lambda'}^{(t)abcd}(t, s, u) = A^{abcd}_{\lambda'}(\epsilon_{\lambda'}^{(t)}(p'_X), -p'_1, p'_2, -p'_3) . \] (3.5)

We remind the reader that primes denote quantities evaluated in the t-channel such that \( \epsilon_{\lambda'}^{(t)} \) is the polarization tensor for t-channel helicity \( \lambda' \), with components also given by Eqs. (C.3), with \( |p'_X| \rightarrow p(t) \) and \( E_X \rightarrow E_X(t) \). We also note that Eq. (3.5) is a definition, and that the order of the arguments and of the isospin indices \( A^{(t)abcd} \) is an arbitrary choice, made to simplify future formulæ.

The amplitudes in Eqs. (3.2) and (3.5) then are related by crossing symmetry [37–40], and we see that complications because of the spin arise due to the transformation of the polarization vector. We may express the s-channel polarization vector in the t-channel frame with the Lorentz transformation identified in Eq. (2.19), \( \epsilon_{\lambda'}^{(t)} = \Lambda \epsilon_{\lambda}^{(s)} \) as discussed in Sec. 2. However this is not the same as the polarization vector initially defined in the t-channel, \( \epsilon_{\lambda'}^{(t)} \), because unlike the momenta four-vectors, there is additional dependence on the helicities, \( \lambda \) and \( \lambda' \) which are defined with respect to their original scattering kinematics and require an additional transformation. Thus with our conventions and definitions, the crossing relation reads:
\[ A_{\lambda'}^{(t)abcd}(t, s, u) = \sum_{\lambda} d_{\lambda\lambda'}(\omega_t) A^{abcd}_{\lambda}(s, t, u) , \] (3.6a)
or, equivalently,
\[ A^{abcd}_{\lambda}(s, t, u) = \sum_{\lambda'} (-1)^{\lambda'-\lambda} d_{\lambda\lambda'}(\omega_t) A_{\lambda'}^{(t)abcd}(t, s, u) , \] (3.6b)

\(^6\)For completeness, we specify that our convention for the latter are such that the rotation operator matrix elements are:
\[ T^{(j)}_{m' m}(\alpha, \beta, \gamma) = \langle jm' | R(\alpha, \beta, \gamma) | jm \rangle = \langle jm' | e^{-i\alpha J_z} e^{-i\beta J_y} e^{-i\gamma J_z} | jm \rangle = e^{-i\gamma m'} d_{m'm}(\beta) e^{-i\gamma m} . \]

For instance, \( d_{00}(\beta) = \sin \beta / \sqrt{2} \).
where the angle $\omega_t \equiv \omega(s, t, u)$ has been defined in Eqs. (2.24). These relations were originally deduced by Trueman and Wick [38] (see also Ref. [39] and, in particular, Ref. [40]). They can also be directly deduced from the definitions of the amplitudes, Eq. (3.2) and (3.5). Finally, we also mention that these relations are obtained for some particular examples in Appendix C in connection with the relation between helicity amplitudes and invariant functions.

A crucial step is to relate $A_{\lambda}^{(s)abcd}(s, t, u)$ and $A_{\lambda}^{(t)acbd}(t, s, u)$. Now, the next, crucial step is to relate $A_{\lambda}^{(t)acbd}(t, s, u)$ with some $A_{\lambda}^{(s)a'b'c'd'}(t, s, u)$ pinning down the appropriate prefactors, such that the expansion of $A_{\lambda}^{(t)acbd}(t, s, u)$ into partial waves does not involve new functions $A^{(I)}_{j\lambda}$, but the already introduced $s$-channel partial waves, $A^{(I)}_{j\lambda}$. With our conventions, the sought relation is:

$$A_{\lambda}^{(t)acbd}(t, s, u) = (-1)^{\lambda'} A_{\lambda}^{(s)acbd}(t, s, u) .$$  \hspace{1cm} (3.7)

The proof of this relation, starting from the definitions of $A_{\lambda}^{(s)}$ and $A_{\lambda}^{(t)}$, is given in Appendix A. In Appendix C the relation between helicity amplitudes and invariant functions is discussed, where this expression is explicitly cross-checked for particular $X_j \to 3\pi$ decays. Putting together Eqs. (3.6) and (3.7), we have the $t$-channel helicity amplitude crossing relation:

$$A_{\lambda}^{(s)abcd}(s, t, u) = \sum_{\lambda'} (-1)^{\lambda} d_{\lambda\lambda}(\omega_t) A_{\lambda'}^{(s)acbd}(t, s, u) .$$  \hspace{1cm} (3.8)

With respect to the amplitude on the left, that on the right has two indices ($b$ and $c$) and two Mandelstam variables ($s$ and $t$) swapped. Using Eq. (3.12), the analogous relation for the $u$-channel can be written as:

$$A_{\lambda}^{(s)abcd}(s, t, u) = \sum_{\lambda'} (-1)^{\lambda'} d_{\lambda\lambda}(\omega_u) A_{\lambda'}^{(s)acbd}(u, t, s) ,$$  \hspace{1cm} (3.9)

where $\omega_u(s, t, u) \equiv \omega(s, u, t)$. Acting on both sides of Eqs. (3.8) and (3.9) with the isospin projectors [cf. Eq. (3.3)] gives us the crossing relations needed for the isobar expansion.

### 3.2 Discrete symmetries

Here we discuss additional symmetries that serve to constrain the helicity amplitudes. First, the parity relation for helicity amplitudes of definite isospin is [37]:

$$A_{-\lambda}^{(I)}(s, t, u) = \eta_{X}^{3} \eta_{P} (-1)^{\lambda} A_{\lambda}^{(I)}(s, t, u) ,$$  \hspace{1cm} (3.10)

where the naturality, $\eta_{X} = P (-1)^{J}$ depends on the total spin, $J$, and parity quantum number, $P$, of the decaying particle, and $\eta_{P} = -1$. This relates helicities of different parity such that only $J$ or $J + 1$ helicity amplitudes are independent for natural and unnatural decays respectively. Thus we may choose to only consider those $0 \leq \lambda \leq J$.

Next, because the sum over index $j$ in Eq. (3.4) represents the total angular momentum of the initial ($X_J \pi$) and final ($\pi \pi$) states, it is restricted, at least, to values which satisfy Bose symmetry, $j + I = \text{even}$. From Eqs. (2.8) and (2.12), we see that:

$$\cos \theta_s(s, u, t) = - \cos \theta_s(s, t, u) \quad \text{and} \quad \sin \theta_s(s, u, t) = \sin \theta_s(s, t, u) ,$$  \hspace{1cm} (3.11)
which imply:

$$\theta_s(s, u, t) = \pi - \theta_s(s, t, u) .$$

(3.12)

Therefore, we can write:

$$\mathcal{A}_\lambda^{(I)}(s, u, t) = \sum_j (2j + 1) d_{j0}^i (\pi - \theta_s(s, t, u)) A_{j\lambda}^{(I)}(s)$$

(3.13)

$$= (-1)^{\lambda + I} \sum_j (2j + 1) d_{j0}^i (\theta_s(s, t, u)) A_{j\lambda}^{(I)}(s) ,$$

this is,

$$\mathcal{A}_\lambda^{(I)}(s, u, t) = (-1)^{\lambda + I} A_{j\lambda}^{(I)}(s, t, u) ,$$

(3.14a)

or, in terms of the amplitudes of Eq. (3.2),

$$\mathcal{A}_\lambda^{(s)abcd}(s, u, t) = (-1)^\lambda A_{j\lambda}^{(s)abde}(s, t, u) .$$

(3.14b)

4 Kinematic singularities and constraints

The identification of kinematic singularities is particularly important within the KT formalism as the unitarity equations involve an analytic continuation between the s- and t-channel physical regions as well as the three-body decay region. Furthermore, unitarity is easily imposed within a dispersive approach, and thus kinematical singularity-free (KSF) amplitudes are best suited for our purposes.

The construction of KSF helicity amplitudes has been the focus of many papers in the past [39, 43–50]. (See further discussions in Refs. [51, 52].) In particular, Refs. [43] and [48] show that all singularities arising from the kinematics of the reaction can be identified by the analytic structure of the crossing relation, Eq. (3.6). Here we will present results for use in the derivation of KT equations and we refer to the literature for a more complete discussion of kinematic singularities.

To motivate the systematic construction of amplitudes within the Khuri-Treiman framework for the $X_J \rightarrow 3\pi$ reaction with arbitrary quantum numbers, we demonstrate this process for two cases of interest: the $a_1$ ($J^{PC} = 1^{++}$) and $\pi_2$ ($J^{PC} = 2^{-+}$). By using the crossing relation for helicity amplitudes to identify kinematic singularities, we alleviate the need to write amplitudes in terms of general Lorentz covariant structures which can prove nontrivial and unwieldy for particles with spin. Connections to the conventional method of identifying kinematic singularities, i.e. by matching to Lorentz invariant amplitudes, are illustrated in Appendix C.

4.1 Example: $a_1$ ($J^{PC} = 1^{++}$)

As mentioned above, the starting point given a set of quantum numbers, $J^{PC}$, for the decaying particle is the crossing relation, Eq. (3.6). Using the parity relation, Eq. (3.10), with $J^P = 1^+$ we see the process, $a_1 \pi \rightarrow \pi \pi$ has only two independent helicity amplitudes
for which we choose $\lambda = 0, +1$. This allows us to write Eq. (3.6) compactly as (we remove isospin indices as the kinematic singularities do not depend on the isospin projection):

\[
\begin{pmatrix}
\sqrt{2} \hat{A}^{(s)}_+(s, t, u) \\
\hat{A}^{(s)}_0(s, t, u)
\end{pmatrix}
= \begin{pmatrix}
\cos \omega - \sin \omega \\
\sin \omega \cos \omega
\end{pmatrix}
\begin{pmatrix}
\sqrt{2} \hat{A}^{(t)}_+(t, s, u) \\
\hat{A}^{(t)}_0(t, s, u)
\end{pmatrix}
\equiv \mathbb{C}(s, t)
\begin{pmatrix}
\sqrt{2} \hat{A}^{(t)}_+(t, s, u) \\
\hat{A}^{(t)}_0(t, s, u)
\end{pmatrix}
\]

(4.1)

where the angle $\omega$ is given by Eq. (2.24). We now define

\[
\hat{A}^{(s)}(s, t, u) = K_\lambda(s, t) \hat{A}^{(s)}_\lambda(s, t, u)
\]

such that $\hat{A}^{(s)}_\lambda$ has only dynamical singularities, with the function $K_\lambda(s, t)$ factoring out the kinematic singularities in direct and cross-channel variables. With these functions, we construct the diagonal kinematic function matrix $\mathbb{K}(s, t)$ by:

\[
\mathbb{K}(s, t) = \text{diag}(K_+(s, t), K_0(s, t))
\]

(4.3a)

Then, inserting Eq. (4.2) into Eq. (4.1), we have:

\[
\begin{pmatrix}
\sqrt{2} \hat{A}^{(s)}_+(s, t, u) \\
\hat{A}^{(s)}_0(s, t, u)
\end{pmatrix}
= \mathbb{K}^{-1}(s, t) \mathbb{C}(s, t) \mathbb{K}(t, s) \times \begin{pmatrix}
\sqrt{2} \hat{A}^{(t)}_+(t, s, u) \\
\hat{A}^{(t)}_0(t, s, u)
\end{pmatrix}
\]

(4.3b)

Now we want to determine the functions $K_\lambda$ such that, by construction, the vectors on the l.h.s and r.h.s in Eq. (4.3b) have no kinematic singularities, for which the matrix product must then also be kinematic-singularity-free. Using Eqs. (2.24), we identify:

\[
\mathbb{K}(s, t) = \text{diag}(s^{-1/2} \sin \theta, \lambda_n^{1/2}(s), \lambda_X^{-1/2}(s))
\]

\[
= \lambda_X^{-1/2}(s) \text{diag}(\sqrt{\phi}/2, 1)
\]

(4.4)

such that the elements of the crossing matrix

\[
\begin{pmatrix}
\sqrt{2} \hat{A}^{(s)}_+(s, t, u) \\
\hat{A}^{(s)}_0(s, t, u)
\end{pmatrix}
= \frac{1}{\lambda_X(t)} \begin{pmatrix}
n(s, t) & M \\
-M \phi & n(s, t)
\end{pmatrix}
\begin{pmatrix}
\sqrt{2} \hat{A}^{(t)}_+(t, s, u) \\
\hat{A}^{(t)}_0(t, s, u)
\end{pmatrix}
\]

(4.5a)

are regular in $s$ and $t$. Additionally we may invert Eq. (4.5a) and use Eq. (3.7) [together with Eq. (2.26)] to write everything in terms of $s$-channel helicity amplitudes:

\[
\begin{pmatrix}
\sqrt{2} \hat{A}^{(s)}_+(t, s, u) \\
\hat{A}^{(s)}_0(t, s, u)
\end{pmatrix}
= \frac{1}{\lambda_X(s)} \begin{pmatrix}
-n(s, t) & M \\
4M \phi & n(s, t)
\end{pmatrix}
\begin{pmatrix}
\sqrt{2} \hat{A}^{(s)}_+(s, t, u) \\
\hat{A}^{(s)}_0(s, t, u)
\end{pmatrix}
\]

(4.5b)

Except for the factor $1/\lambda_X(s)$, the crossing matrix between the l.h.s. and the r.h.s. has no kinematics singularities. Because $\lambda_X(s) \rightarrow 0$ as $s \rightarrow (M \pm m)^2$, the r.h.s. of Eq. (4.5b) would develop a singularity at threshold and pseudo-threshold. Since the l.h.s. is expanded into helicity partial waves in the $t$ variable, this singularity could not be reabsorbed into
the definition of $\hat{A}_\lambda^{(s)}(t, s, u)$. Thus, in order to have the l.h.s. free of kinematic singularities,
the amplitudes $\hat{A}_\lambda^{(s)}(t, s, u)$ on the r.h.s. cannot be independent at these points. Specifically,
in order to cancel this behaviour, they must obey the kinematic constraint:

$$\left[ \sqrt{2} n(s, t) \hat{A}_\lambda^{(s)}(s, t, u) - M \hat{A}_0^{(s)}(s, t, u) \right] \sim (\sqrt{\mathcal{M}})^2 \lambda X(s).$$

We note that the singularities in Eq. (4.4) are identical to those tabulated in Refs. [39, 53] for the $a_1$ quantum numbers. This includes powers of $(\sin \theta_s)^{|\lambda|}$ corresponding to the so-called “half-angle factors” which contain all singularities in the cross-variable. The $s$-dependence additionally includes necessary powers of $\sqrt{s}$ to ensure the factorization of Regge poles and correct behavior of partial waves near threshold.

We now generalize the results obtained for the $a_1$ case before. For $X J \pi \rightarrow \pi \pi$, we may write:

$$K_\lambda(s, t) = (s^{-1/2} \sin \theta_s)^{|\lambda|} (\lambda^{1/2}_X(s))^{-Y_X} (\pi^{1/2}_X)^{|\lambda|}$$

where the exponent

$$Y_X = J - \frac{1}{2}[1 + \eta_X]$$

depends on the spin and naturality of the decaying particle to compensate for the possible mismatch between factors of momentum at the $X J \pi$ vertex in the helicity and $LS$ bases.

For a crossing matrix $\mathbb{C}(s, t)$ given by the Trueman-Wick crossing relation, Eq. (3.6) and kinematic-singularity matrices $\mathbb{K}(s, t)$ whose elements are given by Eq. (4.7), the matrix

$$\mathbb{\hat{C}}(s, t) = \mathbb{K}^{-1}(s, t) \mathbb{C}(s, t) \mathbb{K}(t, s)$$

is free of kinematic singularities and is regular in all variables (except at threshold and pseudo-threshold where additional constraints may apply) and satisfies

$$\mathbb{\hat{C}}^{-1}(s, t) = \mathbb{\hat{C}}(t, s).$$

4.2 Example: $\pi_2$ ($J^{PC} = 2^{-+}$)

The $\pi_J$ family of mesons are of particular interest as candidates for QCD structure beyond typical $q\bar{q}$ states. Although the $\pi_1$ state is more established both theoretically and experimentally as a spin-exotic hybrid candidate, we focus on the $\pi_2$ as a more illuminating example for its non-trivial helicity structure.

As before, using the parity relation of Eq. (3.10), we choose the three independent helicity amplitudes to correspond to $\lambda = 0, +1, +2$. Then the analogous expression to Eq. (4.5b) for the $\pi_2$ is

$$\begin{pmatrix}
\hat{A}_2^{(s)}(t, s, u) \\
\hat{A}_1^{(s)}(t, s, u) \\
\hat{A}_0^{(s)}(t, s, u)
\end{pmatrix}
= \mathbb{C}(s, t)
\begin{pmatrix}
\hat{A}_2^{(s)}(s, t, u) \\
\hat{A}_1^{(s)}(s, t, u) \\
\hat{A}_0^{(s)}(s, t, u)
\end{pmatrix}$$

(4.10a)
where

\[ C = C(s, t) = C(t, s) = \begin{pmatrix} (1 + \cos^2 \omega)/2 & -(\sin 2\omega)/2 & \sqrt{3/8} \sin^2 \omega \\ -(\sin 2\omega)/2 & 1 - 2\cos^2 \omega & \sqrt{3/8} \sin 2\omega \\ \sqrt{3/2} \sin^2 \omega & \sqrt{3/2} \sin 2\omega & (3\cos^2 \omega - 1)/2 \end{pmatrix}. \] (4.10b)

Directly from Eq. (4.7), with \( \eta_{\pi_2} = -1 \), we write

\[ K_s \equiv K(s, t) = \lambda_s^{-1}(s) \text{diag}(\phi/4, \sqrt{\phi}/2, 1) \] (4.11)

and verify that (with \( n_{st} \equiv n(s, t) \) and \( \lambda_s^x \equiv \lambda_X(s) \))

\[ \tilde{C}(t, s) = \tilde{K}_t^{-1} \tilde{C}_s = \frac{1}{\lambda_X^2(s)} \begin{pmatrix} (\lambda_X^2 \lambda_X^1 + n_{st}^2)/2 & -M n_{st} & 16 \phi^2 M^2 \\ -4M \phi n_{st} & (4M^2 \phi - n_{st}) & \sqrt{3/2} M n_{st} \\ 8\sqrt{6} M^2 \phi^2 & 4\sqrt{6} M \phi n_{st} & (n_{st} - 2M^2 \phi) \end{pmatrix} \] (4.12)

is free of singularities except at (pseudo-)threshold. The factor of \( \lambda_X^2(s) \) in front gives the kinematic constraints analogous to Eq. (4.6) for the \( \pi_2 \) as \( s \to (M \pm m)^2 \). It is worth noting that the matrices in Eqs. (4.5b) and (4.12) are not only free of singularities, but that are their own inverse up to the interchange of \( s \leftrightarrow t \). This is a manifestation of the crossing property of Eq. (3.7) whereby helicities amplitudes in different channels are related by the interchange of variables.

### 4.3 Partial-wave expansion

In the previous subsection we have derived the KSF helicity amplitudes \( \hat{A}_\lambda^{(s)}(s, t, u) \) in terms of the original ones, \( A_\lambda^{(s)}(s, t, u) \), see e.g. Eqs. (4.2) and (4.4). In this section, building upon the previous examples, we discuss additional steps required to define KSF partial wave amplitudes.

Because the kinematic structure is independent of isospin we trivially extend these results to the \( s \)-channel helicity amplitudes of definite isospin in Eq. (3.3b), where analogous to Eq. (4.2),

\[ A_\lambda^{(I)}(s, t, u) = K(s, t) \hat{A}_\lambda^{(I)}(s, t, u) \] (4.13)

with the kinematic function being exactly the same as in Eq. (4.7). These amplitudes may then be expanded into helicity partial waves as in Eq. (3.4).

We recall that Eq. (4.7) includes appropriate half-angle factors which can be pulled out from the Wigner-\( d \) function, by defining the reduced \( d \)-function \( d_{j0}^I(\theta_s) \) as:

\[ d_{j0}^I(\theta_s) \equiv (\sin \theta_s)^{|I|} d_{j0}^I(\theta_s). \] (4.14)

However, because of the denominator in its definition, Eq. (2.8), \( \cos \theta_s \) becomes singular as \( s \) approaches (pseudo-)threshold at \( (M \pm m)^2 \). Specifically, it develops a square-root
The partial wave amplitude, in fact, is expected to behave as \[53\]:

\[
\lambda_j \sim \sqrt{s} \left[ \frac{A_{j\lambda}(s)}{\sqrt{\lambda^2}} \right].
\]

near threshold where \(L_i\) and \(L_f\) are the minimal orbital angular momentum allowed for the helicity/parity combination of the \(X\pi\) and \(\pi\pi\) states respectively. This is the so-called angular momentum barrier factor for particles with spin which depends on the spin of the partial wave, corrected by the additional power \(Y_X\) in the \(K_\lambda\) function in Eq. (4.7). Here we note that there are in fact three different threshold points associated with the behavior in Eq. (4.17): \((M \pm m)^2\) and \(4m^2\) which may give rise to kinematic square-root type singularities. The orbital angular momentum of the final \(\pi\pi\) system is clearly \(L_f = j\), which agrees with Eqs. (4.17) and (4.16). The orbital angular momentum of the initial state with total angular momentum \(j\) however obeys

\[
L_i \geq |j - Y_X|, \tag{4.18}
\]

where the minimally allowed \(L_i\) for \(j < J - 1\) \((J)\) for natural (unnatural) decays respectively is different than those with \(j \geq J - 1\) \((J)\). Examining Eq. (4.16) we see we need to account for this dependence.

We combine the half-angle factors and the behaviors in Eqs. (4.16) and (4.18) to define the kinematic function for KSF partial waves:

\[
K_{j\lambda}(s, \theta_s) = (s^{-1/2} \sin \theta_s)^{|\lambda|} \sqrt{(\lambda^2)} \left( \frac{A_{j\lambda}(s)}{\sqrt{\lambda^2}} \right)^{|\lambda|} \left( \frac{Y_j}{\sqrt{\lambda^2}} \right)
\]

with the exponent \(Y_j\) now having the additional \(j\) dependence for lowest partial wave [cf. Eq. (4.8)]:

\[
Y_j = |j - Y_X| - j. \tag{4.19b}
\]
\[ \mathcal{A}_\lambda^{(I)}(s, t, u) = \sum_{j \geq |\lambda|} (2j + 1) K_{j\lambda}(s, \theta_s) \hat{d}_{j0}^\lambda(\theta_s) \hat{A}_{j\lambda}^{(I)}(s) \]  

where the we see KSF partial-wave amplitudes given by

\[ \hat{A}_{j\lambda}^{(I)}(s) = \frac{1}{2} \int d\cos \theta' (\sin^2 \theta')^{|\lambda|} \hat{d}_{j0}^\lambda(\theta') \frac{\mathcal{A}_\lambda^{(I)}(s, t(s, \theta'), u(s, \theta'))}{K_{j\lambda}(s, \theta')} \]  

are left as dynamical functions to be constrained by the KT equations in the following section. We note here that angular momentum conservation restricts \( j \geq |\lambda| \) and we thus do not need to cases with \( j < |\lambda| \).

To end our discussion about the partial wave expansion, we note that the kinematical constraint in Eq. (4.6) is expressed in terms of the KSF full amplitude, \( \hat{A} \), and, upon projection of the l.h.s. into helicity partial waves [Eq. (3.4)], can be expressed as kinematical constraints for the latter. When this is done, it is easy to check that Eq. (4.6) is completely equivalent, up to some redefinitions, to the kinematical constraints obtained in Ref. [51]. Furthermore, the fulfillment of the kinematical constraints by the partial waves can modify the definition of the KSF isobar in Eq. (4.16), \( \hat{A}_{j\lambda}^{(I)} \), for lower (in \( j \)) partial waves, and these cases must be specifically checked.

## 5 Khuri-Treiman equations

At the heart of the KT formalism is the isobar decomposition which truncates the infinite series of \( s \)-channel helicity partial wave amplitudes in favor of a finite series of isobar amplitudes in each channel. Later, elastic (\( \pi\pi \rightarrow \pi\pi \)) unitarity is imposed on each channel simultaneously. To treat all possible decays, \( X_J \rightarrow 3\pi \), tabulated in Table 1, we consider two cases based on their isospin structure. Specific implementation between different mesons of the same isospin amounts only to different parity constraints as seen in Eq. (3.10).

### 5.1 Isoscalar decay (\( \omega_J/\phi_J \) and \( h_J \))

**Isobar Decomposition.** We start with the case where the decaying particle \( X_J \) has total isospin, \( I = 0 \) and therefore does not have additional complications from different isospin

| \( PC \) | \( J_{\text{min}} \) | \( I \) notation (for \( I = 0,1 \) |
|---|---|---|
| ++ | 1 | odd \( a_J \) |
| +− | 1 | even \( h_J \) |
| −+ | 0 | odd \( \pi_J \) |
| −− | 0 | even \( \omega_J/\phi_J \) |

Table 1. Allowed quantum numbers of \( X_J \) in \( X_J \rightarrow 3\pi \) decays.
projections as the only allowed intermediate states must be isospin-1. In other words, for the s-channel scattering process \( X J(p) \pi(p_3) \to \pi(p_1) \pi(p_2) \), the only allowed amplitudes are

\[
\mathcal{A}_\lambda^{(s)}(s, t, u) = \sum_{a, b, c} P_{abc} \mathcal{A}_\lambda^{(s)abc}(s, t, u) \quad (5.1)
\]

where \( P_{abc} = -i \epsilon_{abc} / \sqrt{2} \) is the anti-symmetric isospin factor corresponding to the coupling of three isospin-1 pions to the isoscalar initial state. In Sec. 3 we discussed the crossing symmetry relations for the case of an isovector decay. For the case we are discussing here, the formulae equivalent to Eqs. (3.6) and (3.7) are:

\[
\mathcal{A}_\lambda^{(s)abc}(s, t, u) = \sum_{\lambda'} (-1)^{\lambda - \lambda'} d_{s, \lambda'}^j(\omega_t) \mathcal{A}_\lambda^{(t)bac}(t, s, u) , \quad (5.2a)
\]

and

\[
\mathcal{A}_\lambda^{(t)bac}(t, s, u) = (-1)^{\lambda} \mathcal{A}_\lambda^{(s)bac}(t, s, u) . \quad (5.2b)
\]

Inserting these into Eq. (5.1), we get:

\[
\mathcal{A}_\lambda(s, t, u) = (-1)^{\lambda + 1} \sum_{\lambda'} d_{s, \lambda'}^j(\omega_s) \mathcal{A}_{\lambda'}(t, s, u) . \quad (5.3)
\]

The full amplitude, \( \mathcal{A}_\lambda(s, t, u) \) is projected into partial waves as in Eq. (3.4) but with the isoscalar decay condition we may drop the superscript isospin index:

\[
\mathcal{A}_\lambda(s, t, u) = \sum_{j \geq |\lambda|} (2j + 1) d_{\lambda 0}^j(\theta_s) A_{j\lambda}(s) . \quad (5.4)
\]

Now we need to perform the KT decomposition of this full amplitude. As said, this consist in substituting the infinite sum of helicity partial waves above by three truncated sum of helicity isobars. The expansion reads:

\[
\mathcal{A}_\lambda(s, t, u) = \tilde{\mathcal{A}}_\lambda(s, t, u) + \sum_{\lambda'} (-1)^{\lambda + 1} d_{s, \lambda'}^j(\omega_t) \tilde{\mathcal{A}}_{\lambda'}(t, s, u)
+ \sum_{\lambda'} (-1)^{\lambda + 1} d_{t, \lambda'}^j(\omega_u) \tilde{\mathcal{A}}_{\lambda'}(u, t, s) , \quad (5.5)
\]

where, analogous to Eq. (5.4), each of the “amplitudes” \( \tilde{\mathcal{A}}_\lambda(s, t, u) \) is defined as a truncated sum of isobars \( a_{j\lambda}(s) \):

\[
\tilde{\mathcal{A}}_\lambda(s, t, u) = \sum_{j \geq |\lambda|} (2j + 1) d_{\lambda 0}^j(\theta_s) a_{j\lambda}(s) . \quad (5.6)
\]

In the following, we make some points about this expansion.

First, by virtue of Eq. (5.6), the isobar sums in Eq. (5.5) must be truncated at the same \( j_{\text{max}} \) for each channel in order to maintain crossing symmetry. By adding the t- and u-channel isobar expansions, we recover some of the singularity structure in these

\[ -17 - \]
variables corresponding to exchange physics that is lost when the infinite sum in Eq. (3.4) is truncated.

Second, the cross-channel isobar terms must include the additional rotation by $\omega_t$ and $\omega_u$ as per Eq. (3.6) for particles with spin. From the discussion in Sec. 3, it is intuitive why Eq. (5.5) restores crossing symmetry. For completeness, though, we present a detailed proof in Appendix B. We stress here that any KT-like expansion which does not take into account this structure does not preserve crossing symmetry, contrary to the original program.

Third, we make the necessary distinction that the isobar amplitudes are not the same as the partial wave amplitudes of Eq. (3.4). By assumption, each isobar amplitude only has a RHC opening from the two pion threshold as opposed to both LHC and RHC structure in the whole partial-wave. This is equivalent to assuming that the (reduced) isobar amplitude only satisfies the single-variable dispersion relation (shown here as unsubtracted but in general may have additional polynomial dependence):

$$\hat{a}_{j\lambda}(s) = \frac{1}{\pi} \int_{4m^2}^{\infty} ds \frac{\text{Disc} \hat{a}_{j\lambda}(s')}{s' - s - i\epsilon}$$  \hspace{1cm} (5.7)

as opposed to the more general dispersion relation for the partial wave amplitude, that involves also an integral along the LHC.

To make this difference more concrete, we write out the full expansion in isobar amplitudes:

$$A_{\lambda}(s, t, u) = \sum_{j \geq |\lambda|}^{j_{\text{max}}} (2j + 1) \ d_{\lambda 0}^{j}(\theta_s) \ a_{j\lambda}(s)$$

$$+ \sum_{\lambda'} (-1)^{\lambda+1} d_{\lambda' \lambda}^{I}(\omega_t) \ \sum_{j' \geq |\lambda'|}^{j_{\text{max}}} (2j' + 1) \ d_{\lambda' 0}^{j'}(\theta_t) \ a_{j'\lambda'}(t)$$

$$+ \sum_{\lambda'} (-1)^{\lambda+1} d_{\lambda' \lambda}^{I}(\omega_u) \ \sum_{j' \geq |\lambda'|}^{j_{\text{max}}} (2j' + 1) \ d_{\lambda' 0}^{j'}(\theta_u) \ a_{j'\lambda'}(u)$$  \hspace{1cm} (5.8)

and project out the $j$-th partial wave:

$$A_{j\lambda}(s) = \frac{1}{2} \int d\cos \theta' d_{\lambda 0}^{j}(\theta') \ A_{\lambda}(s, t(s, \theta'), u(s, \theta'))$$

$$= a_{j\lambda}(s) + (-1)^{\lambda+1} \ \sum_{\lambda', j'} (2j' + 1) \ \int d\cos \theta' d_{\lambda 0}^{j}(\theta') d_{\lambda' \lambda}^{I}(\omega_t) d_{\lambda' 0}^{j'}(\theta_u) a_{j'\lambda'}(t')$$  \hspace{1cm} (5.9)

where $t' = t(s, \theta')$ and $\theta'_t = \theta_t(s, \theta')$ according to Eq. (2.11). We see isobars in both the direct- and cross-channels must contribute to the full partial wave. Additionally, we see Eq. (5.8) satisfies Bose symmetry—by exchanging $u$ and $t$, one gets a relative factor $(-1)^{I+\lambda}$ as Eq. (3.14a), with $I = 1$ in this case.

Physically these isobar amplitudes may be thought of in terms of sequential two-body decays, with $a_{j\lambda}(s)$ representing the particle $X_J$ decaying with helicity-$\lambda$ into an intermediate two-pion state of spin-$j$ and a spectator pion. Crossing and Bose symmetry allow for every such intermediate state to propagate in each of the $s$-, $t$-, and $u$-channels thus motivating the expansion in Eq. (5.8).
Lastly, from the definition Eq. (5.6), we see that the isobar partial wave amplitudes have the same kinematic singularities as the partial wave amplitudes of Eq. (3.4), as discussed in Sec. 4. This means we can define KSF isobar amplitudes exactly as in Eq. (4.21). The t- and u-channel terms in Eq. (5.8) seemingly introduce kinematic singularities in the cross-channel variables which are not present in our previous discussion of KSF partial waves. Specifically, looking at only the t-channel piece of Eq. (5.8) together with Eq. (4.2):

\[ \hat{A}_\lambda(s, t, u) \propto \left[ K^{-1}_{j\lambda}(s, t) \ d^j_{\lambda\lambda}(\omega t) \ K_{j'\lambda'}(t, s) \right] \ d^j_{\lambda 0}(\theta t) \ a_{j'\lambda'}(t) . \]  

(5.10)

We see the term in square brackets are the elements of the KSF matrix \( \hat{C}(s, t) \) in Eq. (4.9a). Similarly the u-channel term is proportional to the elements of \( \hat{C}(s, u) \). This means the kinematic singularities introduced by cross-channel isobars are taken care of by the crossing matrix such that Eq. (5.9) still satisfies Eq. (4.21).

**Unitarity Relations.** Unitarity serves as a constraint on the discontinuity across the RHC of each isobar in Eq. (5.7). Specifically, at fixed t and u we compute the discontinuity:

\[ \text{Disc} \ A_\lambda(s, t, u) = \frac{1}{2i} \left[ A_\lambda(s + i\epsilon, t, u) - A_\lambda(s - i\epsilon, t, u) \right] \]  

(5.11)

by assuming a two-pion intermediate state,

\[ X_f(p_X) \pi(p_3) \rightarrow \pi(q_1)\pi(q_2) \rightarrow \pi(p_1)\pi(p_2) \]  

(5.12)

and integrating over the allowed two-body phase space. This amounts to calculating

\[ \text{Disc} \ A_\lambda(p_X p_3 \rightarrow p_1 p_2) = \frac{\rho(s)}{64\pi^2} \int d\Omega_{s}^{'t} \ T^{(1)}(q_1 q_2 \rightarrow p_1 p_2) \ A_\lambda(p_X p_3 \rightarrow q_1 q_2) \]

\[ = \frac{\rho(s)}{64\pi^2} \int d\Omega_{s}^{'t} \ T^{(1)}(s, t'', u'') \ A_\lambda(s, t', u') \]  

(5.13)

from the isobar expanded amplitude, Eq. (5.8), with \( t' = t(s, \theta_s^t) \), \( t'' = t(s, \theta_s^u) \) and

\[ T^{(1)}(s, z_s) = 32\pi \sum_{\ell=0}^{\infty} (2\ell + 1) \ P_{\ell}(\cos \theta_s) \ \tau_{\ell}^{(1)}(s) \]  

(5.14)

is the standard decomposition of elastic pion scattering amplitude into partial waves, \( \tau_{\ell}^{(1)}(s) \), and \( \rho(s) = \sqrt{1 - 4m^2/s} \) is the two-body phase space function. The integration in Eq. (5.13) is over the solid angle \( d\Omega_{s}^{'t} = \sin \theta_s^t d\theta_s^t d\phi^t \) of the intermediate state momenta related by:

\[ \cos \theta_s^u = \cos \theta_s \cos \theta_s^t + \cos \phi^t \sin \theta_s \sin \theta_s^t . \]  

(5.15)

Inserting Eqs. (5.8) and (5.14) into Eq. (5.13), carrying out the angular integration, and taking the partial wave projection we arrive at the unitarity equation:

\[ \text{Disc} \ a_{j\lambda}(s) = \rho(s) \ \tau_{\ell}^{(1)}(s) \times \]

\[ \left[ a_{j\lambda}(s) + (-1)^{\lambda+1} \sum_{\lambda', j'} (2j' + 1) \int d\cos \theta' \ d\omega' \ d^j_{\lambda\lambda}(\omega') d^j_{\lambda 0}(\theta') a_{j'\lambda'}(t') \right] . \]  

(5.16)
In terms of KSF functions, we write the unitarity relation in the compact form:

\[
\text{Disc } \tilde{a}_{j\lambda}(s) = \rho(s) \tau^{(1)}_j(s) \left[ \tilde{a}_{j\lambda}(s) + \tilde{a}_{j\lambda}(s) \right] \tag{5.17a}
\]

where

\[
\tilde{a}_{j\lambda}(s) = (-1)^{\lambda+1} \sum_{\lambda'} (2j' + 1) \int d\cos \theta' \tilde{C}^{\lambda\lambda'}_{j\lambda'}(s, \theta') \tilde{d}_{\lambda 0}^{\prime}(\theta') \tilde{d}_{\lambda 0}^{\prime}(\theta') \tilde{a}_{j\lambda'}(t') \tag{5.17b}
\]

contains the three-body contribution from the cross-channel and is often referred to as the inhomogeneity of the KT equation. The kernel function,

\[
\tilde{C}^{\lambda\lambda'}_{j\lambda'}(s, \theta) = (\sin^2 \theta)^{\lambda'} \left[ K_{j\lambda}^{-1}(s, \theta) d_{j\lambda}^{\prime}(\omega_t(s, \theta)) K_{j\lambda'}(t(s, \theta), \theta_t(s, \theta)) \right] \tag{5.18}
\]

contains the appropriate combination of crossing-matrix and factored out kinematic functions such that Eq. (5.17) is free of all non-dynamical singularities except at (pseudo-)threshold. We note that the kernel itself is a KSF quantity in the scattering kinematics of Eq. (2.1). Complications may arise in numerical solutions of the KT equations near the three thresholds such that Eq. (5.17) is free of all non-dynamical singularities except at (pseudo-)threshold.

We see the simplest case is that considered in Refs. [19, 20] for the \(J^{PC} = 1^{--}\) decay, in which when truncated to \(j_{\text{max}} = 1\) gives the only nonzero inhomogeneity kernel, \(C^{11}_{11}(s, \theta) = \sin^2 \theta\). Using the parity relation Eq. (3.10), the KT equations of Eq. (5.17) reduce to the equations derived by the authors:

\[
\text{Disc } \hat{a}(s) = \rho(s) \tau^{(1)}_j(s) \left[ \hat{a}(s) + \frac{3}{2} \int d\cos \theta' \sin^2 \theta' \hat{a}(t(s, \theta')) \right]. \tag{5.19}
\]

### 5.2 Isovector decay (\(a_J\) and \(\pi_J\))

The derivation for the \(I = 1\) case proceeds very similar as the isoscalar case except now we must allow the possibility of intermediate states with \(I = 0, 1, \) or \(2\). In this case we write the isospin decomposition right away with Eqs. (3.8) and (3.9):

\[
\mathcal{A}_\lambda^{(s)abcd}(s, t, u) = \tilde{\mathcal{A}}_\lambda^{(s)abcd}(s, t, u) + \sum_{\lambda'} (-1)^\lambda d_{\lambda'\lambda}(\omega_t) \tilde{\mathcal{A}}_\lambda^{(s)abcd}(t, s, u) + \sum_{\lambda'} (-1)^\lambda' d_{\lambda\lambda'}(\omega_u) \tilde{\mathcal{A}}_{\lambda'}^{(s)abcd}(u, t, s) \tag{5.20}
\]

and project out the \(I\)-th isospin projection in the \(s\)-channel with Eq. (3.3b) and with similar definitions for \(\tilde{\mathcal{A}}_\lambda^{(I)}(s, t, u)\). Then the isobar decomposition for the isovector case is:

\[
\mathcal{A}_\lambda^{(I)}(s, t, u) = \tilde{\mathcal{A}}_\lambda^{(I)}(s, t, u) + \sum_{\lambda'} (-1)^\lambda d_{\lambda'\lambda}(\omega_t) \tilde{\mathcal{A}}_{\lambda'}^{(I)}(t, s, u) \frac{1}{2} C_{II'} + \sum_{\lambda'} (-1)^\lambda' d_{\lambda\lambda'}(\omega_u) \tilde{\mathcal{A}}_{\lambda'}^{(I)}(u, t, s) \frac{1}{2} C_{II'} (-1)^{I+I'} \tag{5.21}
\]
where the coefficients $C_{II'}$ are the elements of the isospin crossing matrix:

$$
\frac{1}{2}C_{II'} = \sum_{a,b,c,d} P^{(I)}_{abcd} P^{(I')}_{acbd} = \begin{pmatrix}
\frac{1}{3} & 1 & \frac{5}{3} \\
\frac{1}{3} & \frac{1}{2} & -\frac{3}{6} \\
\frac{1}{3} & -\frac{2}{3} & \frac{1}{6}
\end{pmatrix}.
$$

(5.22)

In terms of isobar amplitudes,

$$
A^{(I)}_{\lambda}(s, t, u) = \sum_{j=|\lambda|}^{j_{\max}} (2j + 1) a_{j\lambda}^0(\theta_s) a_{j\lambda}^0(s)
$$

$$
+ \sum_{\lambda'j\lambda'} (-1)^{\lambda} (2j' + 1) d_{j\lambda}(\omega_t) d_{j'\lambda'}(\omega_t) a_{j'\lambda'}^0(t) \frac{1}{2} C_{II'}
$$

$$
+ \sum_{\lambda'j\lambda'} (-1)^{\lambda'} (2j' + 1) d_{j\lambda}(\omega_u) d_{j'\lambda'}(\omega_u) a_{j'\lambda'}^0(u) \frac{1}{2} C_{II'} (-1)^{I+I'}
$$

(5.23)

where the sums over $j$ are restricted to $j + I$ is even by Bose symmetry. We additionally see the appropriate relative factor of $(-1)^{\lambda+I}$ between the cross-channel sums. The isospin-projected partial wave amplitude is then related to the isobar amplitudes by:

$$
A^{(I)}_{j\lambda}(s) = a_{j\lambda}^0(s)
$$

$$
+ (-1)^{\lambda} \sum_{\lambda'j\lambda'} \left[(2j' + 1) \frac{1}{2} C_{II'} \int d\cos\theta' d_{j\lambda}(\omega_t) d_{j'\lambda'}(\omega_t) a_{j'\lambda'}^0(t)\right].
$$

(5.24)

Now to derive the KT equations for the isoscalar case, we write the analogous unitarity relation to Eq. (5.13):

$$
\text{Disc} \; A^{(I)}_{\lambda}(s, t, u) = \frac{\rho(s)}{64\pi^2} \int d\Omega_s \; T^{(I)}(s, t'', u'') \times A^{(I)}_{\lambda}(s, t', u')
$$

(5.25)

where the only difference is that isospin conservation requires the intermediate $\pi\pi$ amplitude to have the same isospin projection as the total amplitude for $I = 0, 1,$ or 2. Then carrying out the angular integration and taking the partial-wave projection of Eq. (5.25), the unitarity relation for the isovector amplitude is

$$
\text{Disc} \; a_{j\lambda}^{(I)}(s) = \rho(s) \tau^{(I)}_{j}(s) \times \frac{1}{2} C_{II'} \int d\cos\theta' d_{j\lambda}(\omega_t) d_{j'\lambda'}(\omega_t) a_{j'\lambda'}^0(t') \]

(5.26)

which, as expected, is similar to Eq. (5.16) with an additional sum over cross-channel isospin. Finally, in terms of KSF quantities, we generalize Eq. (5.17a) as:

$$
\text{Disc} \; a_{j\lambda}^{(I)}(s) = \rho(s) \tau^{(I)}_{j}(s) \left[a_{j\lambda}^{(I)}(s) + \tilde{a}_{j\lambda}^{(I)}(s)\right]
$$

(5.27a)

for the inhomogeneity for isospin $I$ given by

$$
\tilde{a}_{j\lambda}^{(I)}(s) = (-1)^{\lambda} \sum_{j'\lambda'} (2j' + 1) \frac{1}{2} C_{II'} \int d\cos\theta' \; C_{\lambda\lambda'}^{j\lambda}(s, \theta_t) d_{j\lambda}(\theta_t) d_{j'\lambda'}(\omega_t) \tilde{a}_{j'\lambda'}^{(I)}(t'),
$$

(5.27b)
where the kernel function is independent of isospin and is the same as Eq. (5.18).

We note Eqs. (5.27a) and (5.27b) reduce to the unitarity equations for the ππ scattering case derived in Ref. [32] when \( J = 0 \). Additionally a similar isobar decomposition is considered in Ref. [54] in the context of the \( a_1 \to 3\pi \) decay.

### 6 Summary and outlook

The KT formalism has recently acquired great importance, and it has been applied to study many reactions. In view of this, in this manuscript we have generalized it to make it usable in the decays of particles with arbitrary spin, parity, and charge conjugation. To perform the KT decomposition in a proper way, the crossing symmetry relation of the helicity amplitudes has been carefully taken into account. By analyzing the crossing matrix, we have also been able to derive reduced helicity isobars which are free of kinematic singularities, as well as the kinematic constraints that they must satisfy.

Because of its more immediate interest, we have focused on the cases of isoscalar and isovector particles decaying into three pions. The formalism presented can be readily applied to study important processes, such as the decays \( a_1 \to 3\pi \), or similar ones. The generalization to decays of particles with \( I = 2, 3 \) should be quite straightforward. Indeed, the key step of our construction of KT equations is incorporating in the decomposition crossing relations, which are easily generalized to other isospin values.

We also note that the formalism presented here does not apply only to strong, isospin-conserving processes. It can be readily applied to other non-isospin-conserving (either strong or electroweak) reactions, where the amplitudes are decomposed into isospin components by means of Wigner-Eckart theorem (see e.g. Ref. [24]).
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### A Derivation of crossing relation

In this Appendix we present a general derivation of Eq. (3.7) which relates the helicity amplitudes defined in the different scattering frames by the permutation of Mandelstam variables,

\[
\mathcal{A}_\lambda^{(t)abcd}(t, s, u) = (-1)^\lambda \mathcal{A}_\lambda^{(s)abcd}(t, s, u). \tag{A.1}
\]
We recall that the amplitudes are defined by the representations of the four-momenta and polarization vectors in their respective frames as in Eqs. (3.2) and (3.5). We make use of the expressions of the momenta of the particles expressed in the s- and t-channel frames, Eqs. (2.3) and (2.9) to first relate the arguments of the r.h.s. in Eq. (A.1), in each frame. The usual polarization vectors have components [see Eq. (C.1)] which satisfy:

\[ \epsilon^{r(i)}_{\pm}(s, t, u) = \epsilon^{(s)}_{\pm}(t, u, s) , \quad \text{and} \quad \epsilon^{r(i)}_{0}(s, t, u) = \epsilon^{(s)}_{0}(t, u, s) , \]  

(A.2)

and, since the polarization tensor of any order \( J > 1 \) can be built from the above polarization vectors (see e.g. Eq. (C.13) for \( J = 2 \)), the relations above are more generally:

\[ \epsilon^{r(i)}(s, t, u) = \epsilon^{(s)}(t, u, s) . \]  

(A.3)

Now, we relate the momenta \( p'_{1}(s, t, u) \) (see Fig. 1) with the analogous momenta \( p_{1}(t, u, s) \) in the s-channel. For the initial state pion, \( p'_{1}(s, t, u) \), we find:

\[ p'_{1}(s, t, u) = (-E_{u}(t), p(t) \hat{z}) = -p_{3}(t, u, s) . \]  

(A.4)

To relate the final state momenta, \( p'_{2,3}(s, t, u) \), in the t-channel with the four-vectors \( p_{2,1}(t, u, s) \) in the s-channel, we must first relate \( \tilde{q}_{i}(s, t, u) \) with \( \tilde{q}_{i}(t, u, s) \). From their definitions, Eqs. (2.4), (2.10), and (2.12):

\[ \tilde{q}_{i}(s, t, u) = -\sin \theta_{i}(s, t, u) \hat{x} + \cos \theta_{i}(s, t, u) \hat{z} = -\sin \theta_{s}(t, u, s) \hat{x} - \cos \theta_{s}(t, u, s) \hat{z} = -\tilde{q}_{s}(t, u, s) , \]  

(A.5)

and therefore the momenta satisfy:

\[ p'_{2}(s, t, u) = \left( \frac{\sqrt{1}}{2}, q(t) \tilde{q}_{2}(s, t, u) \right) = -\left( \frac{\sqrt{1}}{2}, -q(t) \tilde{q}_{s}(t, u, s) \right) = -p_{2}(t, u, s) , \]  

(A.6a)

and

\[ p'_{2}(s, t, u) = \left( \frac{\sqrt{1}}{2}, -q(t) \tilde{q}_{2}(s, t, u) \right) = \left( \frac{\sqrt{1}}{2}, +q(t) \tilde{q}_{s}(t, u, s) \right) = p_{1}(t, u, s) . \]  

(A.6b)

Combining Eqs. (A.3), (A.4), and (A.5), with the definitions Eq. (3.2) and (3.5), we have:

\[ A_{\lambda}^{(t)abcd}(t, s, u) = A_{\lambda}^{abcd}(\epsilon^{(t)}_{\lambda}(s, t, u), p'_{1}(s, t, u), p'_{2}(s, t, u), p'_{3}(s, t, u)) \]

\[ = A_{\lambda}^{abcd}(\epsilon^{(s)}_{\lambda}(t, u, s), -p_{3}(t, u, s), +p_{1}(t, u, s), -p_{2}(t, u, s)) \]

\[ = A_{\lambda}^{acbd}(\epsilon^{(s)}_{\lambda}(t, u, s), +p_{2}(t, u, s), +p_{1}(t, u, s), +p_{3}(t, u, s)) \]

\[ = A_{\lambda}^{acbd}(\epsilon^{(s)}_{\lambda}(t, u, s), +p_{2}(t, u, s), +p_{1}(t, u, s), +p_{3}(t, u, s)) \]

\[ = A_{\lambda}^{(s)acbd}(t, s, u) = (-1)^{\lambda}A_{\lambda}^{(s)acbd}(t, s, u) , \]  

(A.7)

which is the result in Eq. (3.7). In the intermediate steps above we have used the additional result regarding the interchange of pion isospin indices:

\[ A_{\lambda}^{abcd}(\epsilon, p_{1}, p_{2}, p_{3}) = A_{\lambda}^{acbd}(\epsilon, -p_{3}, p_{2}, -p_{1}) = A_{\lambda}^{abcd}(\epsilon, p_{2}, p_{1}, p_{3}) . \]  

(A.8)
Proof of crossing symmetry of KT decomposition

The KT formalism aims to restore the crossing symmetry of the full amplitude using a decomposition into a truncated sum of isobar amplitudes. As such we have paid particular attention to the crossing relations between helicity amplitudes in different scattering frames in Sec. 3. The resulting isobar decomposition in Eq. (5.5) presents the combination of truncated isobar sums in each channel: $\bar{A}_{\lambda}(s,t,u)$, $\bar{A}_{\lambda}(t,s,u)$, $\bar{A}_{\lambda}(u,t,s)$ that satisfies the crossing symmetry relation in Eq. (5.3). This appendix provides an explicit proof of this fact.

We start by inserting the definition (5.5) into the r.h.s. of Eq. (5.3), using $\omega_{t}(s,t,u) = \omega_{t}(s,t,u)$:

$$
\sum_{\lambda'} (-1)^{\lambda}\sum_{\lambda''} (-1)^{\lambda' + \lambda} d_{\lambda' \lambda}^{J}(\omega_{t}(s,t,u)) d_{\lambda'' \lambda}^{J}(\omega_{t}(s,t,u)) \bar{A}_{\lambda''}(s,t,u) \bar{A}_{\lambda}(t,s,u)
$$

(B.1)

The first term in Eq. (B.1) is clearly equal to the second term in the definition of $A_{\lambda}(s,t,u)$ in Eq. (5.5). To identify the second term in Eq. (B.1), we perform the $\lambda'$ summation, obtaining:

$$
\sum_{\lambda'} (-1)^{\lambda'} d_{\lambda' \lambda'}^{J}(\omega_{t})(\omega_{t}) = (-1)^{\lambda''} \delta_{\lambda \lambda''} .
$$

(B.2)

Inserting this into the second term of Eq. (B.1), we get:

$$
\sum_{\lambda'} \sum_{\lambda''} (-1)^{\lambda' + \lambda} d_{\lambda' \lambda}^{J}(\omega_{t}(s,t,u)) d_{\lambda'' \lambda}^{J}(\omega_{t}(s,t,u)) \bar{A}_{\lambda''}(s,t,u) \bar{A}_{\lambda}(t,s,u) = \bar{A}_{\lambda}(s,t,u) ,
$$

(B.3)

which we identify as the first time of $A_{\lambda}(s,t,u)$ in Eq. (5.5). Finally to match the third term we note that $\omega_{u}(t,s,u) = \omega_{t}(t,u,s)$ and the $\lambda'$ summation becomes:

$$
\sum_{\lambda'} d_{\lambda' \lambda}^{J}(\omega_{t}(s,t,u)) d_{\lambda'' \lambda}^{J}(\omega_{t}(t,u,s)) = d_{\lambda' \lambda}^{J}(\omega_{t}(s,t,u) + \omega_{t}(t,u,s)) .
$$

(B.4)

From definitions Eq. (2.24), we see

$$
\cos (\omega_{t}(s,t,u) + \omega_{t}(t,u,s)) = \cos (\omega_{t}(s,u,t)) ,
$$

(B.5a)

and

$$
\sin (\omega_{t}(s,t,u) + \omega_{t}(t,u,s)) = -\sin (\omega_{t}(s,u,t)) ,
$$

(B.5b)

which imply the argument of the single Wigner function in Eq. (B.4) is:

$$
\omega_{t}(s,t,u) + \omega_{t}(t,u,s) = -\omega_{t}(s,u,t) = -\omega_{u}(s,t,u) .
$$

(B.6)
Therefore, inserting Eq. (B.6) to Eq. (B.4) and using the Bose symmetry relation of Eq. (3.14a), the third term in Eq. (B.1) becomes:

\[
\sum_{\lambda''} (-1)^{\lambda + \lambda''} d^J_{\lambda'' \lambda} (\omega_u(s, t, u)) \bar{A}_{\lambda''}(u, s, t) = \sum_{\lambda''} (-1)^{1 + \lambda'} d^J_{\lambda'' \lambda} (\omega_u(s, t, u)) \bar{A}_{\lambda'}(u, t, s),
\]

which corresponds to the final remaining term in the definition of \(A_{\lambda}(s, t, u)\) in Eq. (5.5).

C Relation between helicity amplitudes and invariant functions

In this appendix we study the relation between invariant and helicity amplitudes. This is done for particular cases of \(X_J\) quantum numbers. The purpose of the appendix is twofold: first, to show how to compute the invariant amplitudes from the helicity amplitudes that we have used through the manuscript; and second, to give an example of how the crossing relations, Eqs. (3.6) and (3.7), emerge from the definitions of the amplitudes.

C.1 Axial vector meson, \(a_1 : I^G(J^{PC}) = 1^-((1^{++})

We start by considering the specific process

\[
a_1^a(\epsilon, p_X) \pi^b(p_3) \rightarrow \pi^c(p_1) \pi^d(p_2),
\]

which is also the subject of Sec. 4.1. As before, the amplitude is denoted \(A^{abcd}(\epsilon(p_X), p_3; p_1, p_2)\) [cf. Eq. (3.1)] but instead of the decomposition into helicity partial wave amplitudes as in Eq. (3.2), we write the amplitude in terms of the most general Lorentz covariant structure satisfying parity and Bose symmetry (c.f. Eqs. (3.10) and (3.14a)) as:

\[
A^{abcd}(\epsilon(p_a), p_3; p_1, p_2) = \epsilon \cdot (p_1 + p_2) F^{abcd}(s, t, u) + \epsilon \cdot (p_1 - p_2) G^{abcd}(s, t, u).
\]

We see the functions \(F\) and \(G\) are Lorentz scalars and are thus referred to as invariant amplitudes.

The components of the usual rank-one polarization vector, are

\[
\epsilon_0 = \left( |p_X|, \frac{E_X}{M} \hat{z} \right), \quad \text{and} \quad \epsilon_+ = \left( 0, \frac{\hat{x} + i \hat{y}}{\sqrt{2}} \right),
\]

for helicity projection, \(\lambda = 0, \pm 1\) respectively. We see in the covariant representation of Eq. (C.2), the helicity amplitude is dictated by the form of the polarization vector. From this we may derive relations between the \(s\)- and \(t\)-channel helicity amplitudes and the invariant amplitudes. For the \(s\)-channel, from Eq. (3.2)

\[
\begin{pmatrix}
\sqrt{2} A^{(s)abcd}_{s}(s, t, u) \\
A^{(s)abcd}_{0}(s, t, u)
\end{pmatrix}
= \frac{1}{M} \begin{pmatrix}
0 & 2 M q(s) \sin \theta_s \\
p(s) \sqrt{s} & -2 q(s) E_{a_1}(s) \cos \theta_s
\end{pmatrix}
\begin{pmatrix}
F^{abcd}(s, t, u) \\
G^{abcd}(s, t, u)
\end{pmatrix}
\equiv \Omega(s, t)
\begin{pmatrix}
F^{abcd}(s, t, u) \\
G^{abcd}(s, t, u)
\end{pmatrix}
\]

(C.4)
where the factor $\sqrt{2}$ in front of $A^{(s)abcd}(s,t,u)$ and kinematic matrix $Q(s,t)$ are introduced for later convenience.

Using Eq. (3.5) we may derive the analogous equation for the $t$-channel with appropriate changes of momenta and isospin indices by enforcing

$$A^{abcd}(\epsilon,p_3,p_1,p_2) = A^{acbd}(\epsilon,-p_1,-p_3,p_2).$$

From Eq. (C.2), we notice:

$$\left( \epsilon \cdot (-p_3 + p_2) \right) \epsilon \cdot (-p_3 - p_2) = M \left( \epsilon \cdot (p_1 + p_2) \epsilon \cdot (p_1 - p_2) \right).$$

where the constant matrix:

$$M = -\frac{1}{2} \begin{pmatrix} 1 & 3 \\ 1 & -1 \end{pmatrix}, \quad \text{with} \quad M^{-1} = M,$$

connects the covariant kinematic factors in the different channels. Combining Eq. (C.5) and (C.6), we find invariance under isospin rotations requires the invariant amplitudes to satisfy:

$$\begin{pmatrix} F^{abcd}(s,t,u) \\ G^{abcd}(s,t,u) \end{pmatrix} = M \begin{pmatrix} F^{acbd}(t,s,u) \\ G^{acbd}(t,s,u) \end{pmatrix}.$$

Now we find the write the analogous expression to Eq. (C.4) for the $t$-channel:

$$\begin{pmatrix} \sqrt{2} A^{(t)abcd}(t,s,u) \\ A^{(t)abcd}(t,s,u) \end{pmatrix} = \text{diag}(-1,1) Q(t,s) \begin{pmatrix} F^{acbd}(t,s,u) \\ G^{acbd}(t,s,u) \end{pmatrix}.$$

Combining Eqs. (C.4) and (C.1) with Eq. (C.7), we may equate helicity amplitudes in different channels up to a combination of kinematic matrices:

$$\begin{pmatrix} \sqrt{2} A^{(s)abcd}(s,t,u) \\ A^{(s)abcd}(s,t,u) \end{pmatrix} = Q(s,t) M Q^{-1}(t,s) \begin{pmatrix} \sqrt{2} A^{(t)abcd}(t,s,u) \\ A^{(t)abcd}(t,s,u) \end{pmatrix}.$$

Calculating the matrix explicitly and using definitions in Eq. (2.24), we find

$$Q(s,t) M Q^{-1}(t,s) = \begin{pmatrix} \cos \omega & -\sin \omega \\ \sin \omega & \cos \omega \end{pmatrix},$$

which is exactly the crossing relation Eq. (3.6) for $J^{PC} = 1^{++}$ (c.f. Eq. (4.1) for the explicit evaluation of $d$-matrix elements for this case). We note that taking Eq. (C.1) with the interchange $s \leftrightarrow t$ and Eq. (C.4), we arrive at:

$$\begin{pmatrix} -\sqrt{2} A^{(t)abcd}(s,t,u) \\ A^{(t)abcd}(s,t,u) \end{pmatrix} = Q(s,t) \begin{pmatrix} F^{acbd}(s,t,u) \\ G^{acbd}(s,t,u) \end{pmatrix} = \begin{pmatrix} \sqrt{2} A^{(s)abcd}(s,t,u) \\ A^{(s)abcd}(s,t,u) \end{pmatrix}.$$

which is the relation between $s$- and $t$-channel kinematics with the interchange of energy variables in Eq. (3.7).
C.2 Tensor meson, $a_2$: $I^G(J^{PC}) = 1^-(2^{++})$

Similar to the above derivations we may consider the process

$$a_2^a(\epsilon, p_{a_2}) \pi^b(p_3) \rightarrow \pi^c(p_1) \pi^d(p_2),$$  \hspace{1cm} (C.12)

to illustrate how things change when considering the decay a natural parity meson and higher spin.

To build the general most covariant structure and identify the invariant amplitudes we first construct the rank-two polarization tensor for the $J = 2$ meson from Eq. (C.3) as:

$$\epsilon^{(\lambda)}_{\mu\nu} = \sum_{\lambda',\lambda''} \langle 1 \lambda'; 1 \lambda'' | 2 \lambda \rangle \epsilon^{(\lambda')}_{\mu} \epsilon^{(\lambda'')}_{\nu}. \hspace{1cm} (C.13)$$

Explicitly this gives us for $\lambda = 0, +1, +2$:

$$\epsilon^{(2)}_{\mu\nu} = \epsilon_{\mu}^{(+)} \epsilon_{\nu}^{(+)} ,$$
$$\epsilon^{(1)}_{\mu\nu} = \epsilon_{\mu}^{(+)} \epsilon_{\nu}^{(0)} + \epsilon_{\mu}^{(0)} \epsilon_{\nu}^{(+)} \sqrt{2},$$
$$\epsilon^{(0)}_{\mu\nu} = \epsilon_{\mu}^{(+)} \epsilon_{\nu}^{(-)} + \epsilon_{\mu}^{(-)} \epsilon_{\nu}^{(+)} - 2 \epsilon_{\mu}^{(0)} \epsilon_{\nu}^{(0)} \sqrt{6}. \hspace{1cm} (C.14)$$

The decomposition of Eq. (C.13), may be used as a template to define the polarization tensor or arbitrary rank.

With eq. (C.14), we write the “master amplitude” as a covariant expression as in Eq. (C.2):

$$A^{abcd}(\epsilon(p_{a_2}), p_3, p_1, p_2) = -i \sqrt{2} \epsilon_{\mu\nu} K^\mu \times$$
$$\left( (p_1 + p_2)^\nu B^{abcd}(s, t, u) + (p_1 - p_2)^\nu C^{abcd}(s, t, u) \right), \hspace{1cm} (C.15)$$

where $K$ is the kibble vector defined in Eq. (2.16) and we take $\epsilon_{0123} = +1$. As before, the Lorentz scalar functions $B$ and $C$ are the invariant amplitudes for this process. There are only two independent invariant functions because due to the parity relation in Eq. (3.10) which enforces the amplitude vanishes for $\lambda = 0$.

Now we use Eq. (C.15) to relate the $s$-channel helicity amplitudes of Eq. (3.2) (for $\lambda = 1, 2$) to the invariant functions:

$$\begin{pmatrix} A_2^{s(abcd)}(s, t, u) \\ A_1^{s(abcd)}(s, t, u) \end{pmatrix} = Q_2(s, t) \begin{pmatrix} B^{abcd}(s, t, u) \\ C^{abcd}(s, t, u) \end{pmatrix}, \hspace{1cm} (C.16)$$

where by explicitly doing the Lorentz contraction one may show the kinematic matrix is related to the matrix considered in Eq. (C.4) by:

$$Q_2(s, t) = \sqrt{s} \frac{p(s) q(s)}{\sqrt{2}} \sin \theta_s \hspace{1cm} Q(s, t) = \sqrt{\frac{1}{2}} \left( \frac{\phi}{4} \right) Q(s, t). \hspace{1cm} (C.17)$$
As before, we may also write the analogous expression for the $t$-channel by interchanging $p_1 \to -p_3$ and $b \leftrightarrow c$ in Eq. (C.15). Carrying out the Lorentz contractions one will find:

$$\begin{pmatrix}
A_2^{(t)abcd}(t, s, u) \\
A_1^{(t)abcd}(t, s, u)
\end{pmatrix} = \text{diag}(1, -1) \ Q_2(t, s) \begin{pmatrix}
B^{abcd}(t, s, u) \\
C^{abcd}(t, s, u)
\end{pmatrix}.$$ \hspace{1cm} (C.18)

Since we have identical isospin structure as in the vector case, the invariant amplitudes in this case can be shown to obey the same relations as in Eq. (C.7):

$$\begin{pmatrix}
B^{abcd}(s, t, u) \\
C^{abcd}(s, t, u)
\end{pmatrix} = \mathbb{M} \begin{pmatrix}
B^{abcd}(t, s, u) \\
C^{abcd}(t, s, u)
\end{pmatrix}.$$ \hspace{1cm} (C.19)

for the same constant matrix $\mathbb{M}$ in eq. (C.6). Combining Eqs. (C.16), (C.18), and (C.19) we arrive at the crossing relations for helicity amplitudes for the $a_2$:

$$\begin{pmatrix}
A_2^{(s)abcd}(s, t, u) \\
A_1^{(s)abcd}(s, t, u)
\end{pmatrix} = \text{diag}(1, -1) \ Q_2(s, t) \ \mathbb{M} \ Q_2^{-1}(t, s) \begin{pmatrix}
A_2^{(t)abcd}(t, s, u) \\
A_1^{(t)abcd}(t, s, u)
\end{pmatrix}$$ \hspace{1cm} (C.20)

and

$$\begin{pmatrix}
A_2^{(t)abcd}(t, s, u) \\
-A_1^{(t)abcd}(t, s, u)
\end{pmatrix} = Q_2(s, t) \begin{pmatrix}
B^{abcd}(t, s, u) \\
C^{abcd}(t, s, u)
\end{pmatrix} = \begin{pmatrix}
A_2^{(s)abcd}(t, s, u) \\
A_1^{(s)abcd}(t, s, u)
\end{pmatrix}.$$ \hspace{1cm} (C.21)

Which are the analogous relations for Eqs. (C.9) and (C.11) for $J = 2$. In fact, solving for the elements of the matrix above, we see:

$$\text{diag}(1, -1) \ Q_2(s, t) \ \mathbb{M} \ Q_2^{-1}(t, s) = \begin{pmatrix}
\cos \omega & -\sin \omega \\
\sin \omega & \cos \omega
\end{pmatrix}$$ \hspace{1cm} (C.22)

which is identical to the crossing relation we found above a fact that can also be verified by explicitly evaluating the elements of the $d$-matrix in eq. (3.6).

### D Solution strategies

In the main body of the paper we introduced a systematic construction of amplitudes based on analyticity, crossing symmetry, and subchannel unitarity based on the KT formalism. In order to further make this manuscript as self-contained as possible we include a schematic for finding numerical solutions to the above KT equations.

For simplicity, let us consider a single reduced partial wave, for a single helicity value, that we denote by $\hat{a}$. The generalization to include other reduced partial waves is straightforward. Furthermore, in what respects the numerical solution, the inclusion of coupled channels in the unitarity relations does not bring forth additional complications [24]. With these simplifications in mind, Eq. (5.17a) reads:

$$\text{Disc } \hat{a}(s) = \rho(s) \ \tau^s(s) (\hat{a}(s) + \tilde{a}(s)) ,$$ \hspace{1cm} (D.1)
where the $\pi\pi$ scattering amplitude $\tau(s)$ is given, and the inhomogeneity $\tilde{a}(s)$ is given in terms of $\tilde{a}(s)$ as an angular integral, so we generically write Eq. (5.17b) as:

$$\tilde{a}(s) = \int_{-1}^{+1} \, dz \, C(s, z) \tilde{a}(t(s, z)) = \int_{t_{-}(s)}^{t_{+}(s)} \, dt \, K(s, t) \tilde{a}(t) \, .$$

where the kernels $C(s, z)$ and $K$ [$K$ is defined such that $C(s, z) = K(s, t(s, z))$] can be known, for each different case, from the analyses in the previous sections. The dependence on $s$ of the endpoints arises because of the $z$ to $t$ variable transformation in the integral, and the relation of $t$ and $z$ is given by [cf. Eq. (2.8)]:

$$t(s, z) = \frac{3m^2 + M^2 - s}{2} + 2 \, p(s) \, q(s) z \, .$$

so that the endpoints are given by:

$$t_{\pm}(s) = t(s, \pm 1) = \frac{3m^2 + M^2 - s}{2} \pm 2 \, p(s) \, q(s) \, .$$

An $n$-subtracted dispersion relation\footnote{For simplicity, the subtractions, if any, are taken at $s = 0$.} of Eq. (D.1) gives:

$$\tilde{a}(s) = \tilde{P}_{n-1}(s) + \tilde{I}_{n-1}(s) \, ,$$

where $\tilde{P}_{n-1}(s)$ is a $n - 1$ degree polynomial (with the understanding that $P_{i<0} = 0$), and the dispersive integral $\tilde{I}_{n-1}(s)$ is given by:

$$\tilde{I}_{n-1}(s) = \frac{s^n}{\pi} \int_{4m^2}^{\infty} \, ds' \, \text{Disc} \tilde{a}(s') \, .$$

If, for a moment, we ignore the inhomogeneity $\tilde{a}(s)$, then Eq. (D.1) becomes a standard Omnès problem, and the solution for $\tilde{a}(s)$ is simply the Omnès function, $\Omega(s)$, times a polynomial. The Omnès function satisfies in turn the following unitarity-like relation,

$$\text{disc} \, \Omega(s) = \rho(s) \, \tau^+(s) \, \Omega(s) \, .$$

For our problem of elastic $\pi\pi$ rescattering at hands, $\Omega(s)$ is given by:

$$\Omega(s) = \exp \left( \frac{s}{\pi} \int_{4m^2}^{\infty} \, ds' \, \frac{\delta(s')}{s'(s' - s)} \right) \, ,$$

where $\delta(s')$ is the $\pi\pi$ scattering phase shift associated to the amplitude $t(s)$. Reintroducing in our considerations the inhomogeneity $\tilde{f}(s)$, the most general solution of Eq. (D.1) is given by:

$$\tilde{a}(s) = \Omega(s) \left( P_n(s) + I_n(s) \right) \, ,$$

where $P_n(s)$ and $I_n(s)$ are hereafter referred to as polynomial and dispersive terms, and $I_n(s)$ is given by:

$$I_n(s) = \frac{s^n}{\pi} \int_{4m^2}^{\infty} \, ds' \, \frac{\sin \delta(s') \, \tilde{a}(s')}{\Omega(s') \, s^n(s' - s)} \, .$$
The function $a(s)$ is computed through Eqs. (D.5) and/or (D.9), and $\tilde{a}(s)$ is computed through (D.2) [or, as shown below, Eq. (D.11)], and thus these equations constitute a closed system of linear integral equations for $a(s)$ and $\tilde{a}(s)$. Experience shows that, because of its linearity, iteration is a good method to numerically solve this system, since convergence is usually found after five to ten iterations. Alternatively, an approach based on the matrix inversion of the discretized integral system of equations can also be exploited [22].

The most subtle point in the solution of the integral equations is related to the function $\tilde{a}(s)$, Eq. (D.2), and the endpoints of its defining integral, $t_{\pm}(s)$. The real part of $t_{\pm}(s)$ is shown in Fig. 3 as a function of $s$. We are considering here the physical decay $X \to 3\pi$. For values of the decaying particle mass such that $m_X < 3m$, the cuts of $\tilde{a}(s)$ functions lie in a region $\text{Re} \, s < 4m^2$, and thus it does not overlap with the RHC, $s > 4m^2$. For physical values $m_X \geq 3m$, the cuts would seem to overlap (see Fig. 3), but the prescription $m_X^2 + i\epsilon$ [55] allows the complex cuts of $\tilde{f}(s)$ to be unambiguously separated from the RHC, as shown in the right panel of Fig. 3. In practice, this analytic continuation in $m_X^2$ implies that the $t$ integration contour in Eq. (D.2) must be deformed such that it does not cross the $s$ integration contour, i.e., the right-hand cut, $4m^2 \leq s < \infty$. A possible such deformation is shown in Fig. 4. Thus, to compute $\tilde{a}(s)$ from Eq. (D.2), one possibility is to evaluate the integrand in the $t$ complex plane, since the kernel $K(s,t)$ is analytically known, and either of Eqs. (D.5) and (D.9) allow to compute the function $\tilde{a}(t)$ in the complex plane.

We discuss now another possibility, which allows to analytically compute the integrals in $t$. This is achieved by inserting the representation for $\tilde{a}(s)$ given in Eq. (D.5) into the definition of $\tilde{a}(s)$, Eq. (D.2). By doing so, and reversing the integration order, we get:

$$
\tilde{a}(s) = Q(s) + \int_{s_{\text{th}}}^{\infty} ds' \, \text{Disc} \, a(s') \, \mathcal{L}(s,s'),
$$

(D.11)
\[ 4m^2 \leq s \leq \frac{M^2 - m^2}{2} \]

\[ t_- (s) \quad t_+ (s) \]

\[ 4m^2 \]

\[ s_- \leq s \leq M^2 - 5m^2 \]

\[ t_+ (s) \quad t_- (s) \]

\[ 4m^2 \]

\[ M^2 - 5m^2 \leq s \leq s_+ \]

\[ t_- (s) \]

\[ 4m^2 \]

\[ s_+ \leq s \]

\[ t_- (s) \quad t_+ (s) \quad 4m^2 \]

\[ \text{Figure 4. Location of the endpoints } t_{\pm} (s) \text{ for different values of } s \text{ with respect to the branch points } 4m^2 \text{ and the cut. Also shown is the path deformation discussed in the text.} \]

where \( Q(s) \) is a polynomial,

\[ Q(s) = \int_{t_- (s)}^{t_+ (s)} dt \ K(s, t) \ \tilde{P}(t) , \quad \text{(D.12)} \]

and \( \mathcal{L}(s, s') \) is given by:

\[ \mathcal{L}(s, s') = \frac{1}{\pi} \int_{t_- (s)}^{t_+ (s)} dt \ \frac{t \bar{m} K(s, t)}{s' m (s' - t)} = \mathcal{Z}(s, s') + K(s, s') \ L(s, s') , \quad \text{(D.13)} \]

where the function \( L(s, s') \) is given by:

\[ L(s, s') = \frac{1}{\pi} \int_{t_- (s)}^{t_+ (s)} dt \ \frac{1}{s' - t} = \log (s' - t_- (s)) - \log (s' - t_+ (s)) . \quad \text{(D.14)} \]

The advantage of computing \( \tilde{a}(s) \) through Eq. (D.11) instead of Eq. (D.2) is two-fold. First, in this way the function \( \tilde{a}(s) \) [through its discontinuity, \( \text{Disc} \ \tilde{a}(s) \)] is needed only along the RHC. Second, and more importantly, what is achieved with this decomposition is the isolation of the effect of the necessary contour deformation into a single function, \( L(s, s') \). We can explicitly separate the function \( L(s, s') \) as follows:

\[ L(s, s') = \mathcal{Z}(s, s') + 2i \ \theta (s - s_A) \ \theta (s_B - s) \ \theta (\text{Re} [t_- (s)] - s') , \quad \text{(D.15)} \]
and it can be seen that the second term is the one that arises from the deformation of the contour. This piece is the one that gives rise to a well-known [13, 27] square-root type singularity of the \( \alpha(s) \) function for \( s \to (M-m)^2 \).\(^3\) The integration limits for the \( t \) integral are \( t_{\pm}(s) \), so, if no deformation needs to be done, the interval length is \( t_+(s) - t_-(s) \propto \sqrt{s - s_-} \), which would, in principle, cancel the singularity. By deforming the contour one is including an integral which has not this length, and thus a singularity arises. Care must be taken in dealing with this singularity when a numerical solution of the integral equation system is attempted.

Let us consider how to numerically cope with this singularity, for example, in the integral \( I_n(s) \), Eq. (D.10), necessary for the calculation of \( \hat{a}(s) \) by means of Eq. (D.9). For compactness, we define the function \( \beta(s) \):

\[
s^{-n} I_n(s) = \frac{1}{\pi} \int_{4m^2}^{\infty} ds' \frac{\sin \delta(s') \hat{a}(s')}{|\Omega(s')| s^n (s' - s)} = \int_{4m^2}^{\infty} ds' \frac{\tilde{b}(s')}{s' - s} .
\]

Let us consider, as the simplest case, a singularity of \( \hat{a}(s) \) such as:

\[
\hat{a}(s) = \frac{\alpha}{\sqrt{s_- - s}} + \cdots ,
\]

which in turn allows one to deduce:

\[
\tilde{b}(s) = \frac{\beta}{\sqrt{s_- - s}} + \cdots .
\]

The explicit value of \( \alpha \) can be computed (in each iteration along the solution procedure) from the integral representations of \( \hat{a}(s) \), and \( \beta \) can be computed from the knowledge of \( B_0 \) and the functions \( \Omega(s) \) and \( \delta(s) \). Then, one can write:

\[
s^{-n} I_n(s) = \int_{4m^2}^{\infty} ds' \frac{\tilde{b}(s')}{s' - s} = \int_{4m^2}^{\infty} ds' \frac{1}{s' - s} \left( \beta(s') - \frac{\beta_0}{\sqrt{s_- - s}} \right) + i\pi \left( \beta(s) - \frac{\beta_0}{\sqrt{s_- - s}} \right) + \beta_0 \beta_1(s) .
\]

Above, \( \int \) stands for the principal value integral. The first integral is suitable for numerical integration, and the function \( \beta_1(s) \), the remainder integral, can be explicitly computed, and it is indeed analytical at \( s = s_- \). Furthermore, the singularity of \( \beta(s) \) cancels with the term \( \beta_0/\sqrt{s_- - s} \) inside the parenthesis. Similar methods can be applied to deal with the singularities of \( \hat{a}(s) \) in the different integrals in which it appears.

\(^3\) Generally speaking, the power of the singularity, \( \sqrt{s - s_-} \) for some integer \( \ell \geq 1 \), increases with the isobar total angular momentum. The minimum value one find is \( \ell = 1 \).

\(^4\) We remind here that the functions that we have defined as free of kinematical singularities are actually the \( \hat{a}(s) \) ones. One could still say that the \( \hat{a}(s) \) enter into the discontinuity of \( a(s) \), thus making it singular. This argument, however, is not correct, since the discontinuity is \( \propto \hat{a}(s + i\epsilon) - \hat{a}(s - i\epsilon) \). The term that is actually diverging is \( \hat{a}(s - i\epsilon) \), and the physical amplitude, \( \hat{a}(s + i\epsilon) \), remains finite.
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