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ABSTRACT

Recently, the example-based single image spectral reconstruction from RGB images task aka spectral super-resolution was approached by means of deep learning by Galliani et al. [1]. The proposed very deep convolutional neural network (CNN) achieved superior performance on recent large benchmarks. However, Aeschbacher et al. [2] showed that comparable performance can be achieved by shallow learning method based on A+, a method introduced for image super-resolution by Timofte et al. [3]. In this paper, we propose a moderately deep CNN model and substantially improve the reported performance on three spectral reconstruction standard benchmarks: ICVL, CAVE, and NUS.

Index Terms— spectral reconstruction, CNN, super-resolution

1. INTRODUCTION

There is a wide variety and huge number of sources of visual data in today’s world. The most common form of these visual data is the RGB images collected from standard cameras. The spectrum of the scene is mapped to three values, matching the human vision system’s three cones system. However, capturing and analyzing a wider range of spectrum offers benefits. Medical applications utilize hyperspectral data extensively [4, 5, 6] as well as segmentation tasks [7, 8]. Remote sensing is another area that hyperspectral systems are used [9, 10, 11]. The problem is, however, capturing more spectral information and more spatial information create a trade-off. Most systems evolve to focus on spatial resolution, rather than hyperspectral information.

The focus of this work is increasing the spectral resolution of a single RGB image by reconstructing channels/images for a desired set of wavelengths. In other words, given a coarse description of the spectrum of the scene, such as RGB image, infer the missing spectral information. This problem can be named as spectral reconstruction or spectral super-resolution. The problem of spectral super resolution is under constrained since the aim is to estimate a larger number spectral bands (over 30) from generally much lower number of channels (usually the R,G,B channels). However, it has been shown that there is significant correlation between spectral bands [12]. This correlation can be used to infer the missing information.

The complementary problem of spatial super resolution is extensively studied in literature [13, 14, 15]. However, there are much less studies on spectral super resolution, most recent ones of which are summarized in section 1.1.

In this paper, a Convolutional Neural Network (CNN) based approach is proposed. Considering the limitations inherent to the problem such as lack of data and differences among the response functions of hyperspectral sensors, it will be argued that a relatively shallow CNN can avoid overfitting and manage to learn the latent mapping from RGB images to the desired spectral resolution.

1.1. Related Work

The extensive study of the spatial super resolution problem in literature led to methods with impressive performances [3, 15, 17, 18, 15]. The current state-of-the-art methods are CNN-based. In comparison, the complementary spectral reconstruction problem attracted much less attention. One proposed method tries to find the illumination conditions and uses radial basis functions to model the correspondence between RGB values of the given image and the reflectance of the objects in the scene [19]. Other approaches focus on sparse dictionary learning. Arad et al. [20] learn a sparse dictionary method with K-SVD and OMP, they also introduce ICVL with 201 image pairs, the largest dataset for spectral reconstruction to date. Recently, Galliani et al. [11] propose a CNN architecture based on Tiramisu network [21] to map the RGB values to hyperspectral bands. Their (very) deep CNN has 56 layers and learns an end-to-end mapping. The input patch is downsampled by max pooling through several layers and the upscaled back to original size through some layers of sub pixel upsampling. Very recently Aeschbacher et al. [2] proposed an A+ based method. They build upon the A+ method of Timofte et al. [3], originally introduced for the spatial super resolution problem. Aeschbacher et al. proposes a sparse dictionary representation based method. It operates directly on pixel values and trains dictionaries using K-SVD and OMP. Offline anchored regressors are learned from the training samples, to map the low spectral resolution space (RGB) to the higher spectral resolution. Aeschbacher et al. also reimplemented and improved the performance of the method of Arad et al.. In this paper, we
compare with the state-of-the-art methods: Galliani’s deep CNN, Aeschbacher’s A+ based method and reimplementation of Arad’s method.

2. PROPOSED METHOD

Spectral reconstruction from an input RGB image is heavily ill-posed. Moreover, the existing datasets and train data are relatively small in size when compared with those available in the related problem of spatial super resolution. We place ourselves in between the shallow A+ method of Aeschbacher et al. [2] and the (very) deep Tiramisu-based method of Galliani et al. [1] and avoid overfitting to the training data with a novel moderately deep, rather shallow CNN with residual blocks.

The proposed architecture can be considered as two networks: the main network and the 7 × 7 conv layer. The architecture is created to form residual blocks all along the network. The 7 × 7 conv layer can be considered as a skip connection of the residual block while the main network is core of the residual block. The 7 × 7 conv layer estimates the basic mapping from RGB to hyperspectral. For standard spatial super resolution, estimating the difference of high resolution image and the bicubic upsampled low resolution image is a common practice [15]. This convolution layer basically implements this operation but instead of a hand crafted method it learns the upsampling mapping. In the main network, the sub-network formed by layers from 2nd to 6th can be regarded as the residual block of the last layer and so on.

Apart from the idea of forming residual sub-networks, we use regular residual blocks in the network. As shown in Figure 1 we opted for 2 residual blocks. Increasing the number of residual blocks brings only small benefits at the expense of runtime and potentially can lead to overfitting especially in our settings, some hyperspectral datasets have a small number of samples.

The output of the residual blocks are expanded from 32 back to the original feature map count of 128. This ensures that more features are available to the final layer. Since the bulk of the processing has past, this expansion does not increase computation time heavily. This layer can be seen as counterpart of the second layer where the initial features were shrunk. After the expansion of the output of the residual block, the resulting maps are passed to the final layer of 5 × 5 convolution. There are 31 maps in this layer corresponding to the 31 channel images we are reconstructing. The shrunk features are then processed by the residual blocks. The blocks are composed of 3 × 3 convolutional filters just like the original Residual Network paper [23]. Different than the original block, we have PReLU as activation function.

The initial features extracted from the input are shrunk with 1 × 1 conv layers to form a bottleneck and decrease the computation cost and time. The bottleneck decreases overfit and forces the network to learn more compact and relevant features. However, the pre-shrink features are utilized further in the network through the skip connections. Therefore, the source of the learned complex features is also used. This idea aligns with the main concept of the network which is forming residual parts all along the network. Generally, the initial layers of CNNs are responsible for learning simple features such as gradients or blobs. Although combining them to form more complex features and using them to make decisions in further segments of the network is beneficial, the simple features can also be useful in the further stages. The shrunk features are then processed by the residual blocks. The blocks are composed of 3 × 3 convolutional filters just like the original Residual Network paper [23]. Different than the original block, we have PReLU as activation function.

The output of the residual blocks are expanded from 32 back to the original feature map count of 128. This ensures that more features are available to the final layer. Since the bulk of the processing has past, this expansion does not increase computation time heavily. This layer can be seen as counterpart of the second layer where the initial features were shrunk. After the expansion of the output of the residual block, the resulting maps are passed to the final layer of 5 × 5 convolution. There are 31 maps in this layer corresponding to the 31 channel images we are reconstructing. The spatial extent of this layer is kept high to ensure that the nearby pixels are also taken into consideration. Finally, the result from the 7 × 7 convolution layer is added to form the output.

The network’s receptive field is 17 × 17. This means a pixel in the output is calculated using a local neighborhood of 17 × 17 pixels. With the 7 × 7 convolution layer, the local neighborhood of 7 × 7 pixels have an extra effect on the resulting pixel.
3. EXPERIMENTAL RESULTS

We compare our proposed approach against the methods from Galliani et al. [1] and Aeschbacher et al. [2] as roughly described in Section 1. We adhere to the experimental setup from [2,1] and report RMSE and relative RMSE (rRMSE) as defined in [2] for 3 benchmarks: ICVL [20], CAVE [24], and NUS [19]. Because Galliani measured the errors using 8bit images, we report also our results w.r.t. 8 bit images.

In NUS dataset we use the provided train/test split and for ICVL and CAVE we apply a 2 fold validation by dividing the images into two sets and training 2 models for each set. On each test RGB image we employ the model that did not use it in training. The results are averaged to give the final test error.

3.1. Datasets

ICVL dataset of Arad et al. [20] includes 201 hyperspectral images with 1392 × 1300 resolution over 519 spectral bands (400-1,000nm). The images were captured by a line scanner camera (Specim PS Kappa DX4 hyperspectral). Although there are 519 bands, we used the downsampled version which has 31 bands from 400nm to 700nm with 10nm increments. Following the practice of Galliani and Aeschbacher we use the CIE 1964 color matching functions to prepare the corresponding RGB images of the hyperspectral images.

CAVE database proposed by Yasuma et al. [24] has 32 images with 512 × 512 resolution. There are 31 bands for each image, ranging from 400 to 700 nm with 10 nm increments. The pictures were taken with a cooled CCD camera (Apogee Alta U260). The dataset contains various objects including food, fabric, faces and paints. In this dataset, Aeschbacher et al. [2] followed a 4 fold cross validation.

NUS dataset introduced by Nguyen et al. [19] contains 66 spectral images and their corresponding illuminations. Just like the other 2 datasets, the spectral bands range between 400 to 700nm, with 10nm increments. The pictures were taken with a Specims PFDCM-65-V10E spectral camera. Different illumination conditions were used. Natural daylight and metal halide bands were utilized to form a diverse set. Here, following Galliani and Aeschbacher, instead of CIE 1964 mapping, Canon 1D Mark III response function was used to map the hyperspectral images to RGB space.

3.2. Implementation Details

Training The proposed network was trained with Tensorflow from scratch with Adam optimizer. The learning rate was initially set to 0.0005 while multiplied by 0.93 at every 50000 iterations. The networks were trained for 400000 iterations. Xavier initializer was used to initialize weights. Batch size is 64. The network was trained to minimize $l_2$-loss. The convolutions are implemented with no padding. Therefore, for each skip connection, the previous layer’s output is cropped to match the input layer.

For the training process, patches of size 36 were used. Because we used convolution with no padding, patches get smaller at every layer and the output of the network is $20 \times 20$. Therefore, while the input patch is $36 \times 36$ the corresponding label is of size $20 \times 20$. For each image in the set, as suggested in [25] data augmentation is performed by rotating the image.
by 90, 180, 270 degrees, flipping and downscaling with 0.9, 0.8, 0.7. This produces 32 image pairs for each training image pair of low (RGB) and corresponding high resolution spectral image.

**Testing** At test time, we use our model without (‘ours’ setting) and with the enhanced prediction (‘ours+E’) as suggested in [25]. For the enhanced prediction the input image is rotated and flipped to obtain 8 images processed separately and mapped back to the original state to then average these resulting images for the final result. Generally, using the enhanced prediction is beneficial accuracy-wise (see Table 1).

### 3.3. Design choices vs. performance

Figure 3 shows validation errors for our model with 4 different settings. The number of residual blocks, the number of feature maps and the patch size, respectively, was varied in the default configuration of our model. For this comparison the ICVL dataset with Canon 1D Mark III response function was used. The dataset was divided into 2 sets and for each set 10 images were set as validation images. For each model, one network is trained on 90 images and tested on corresponding validation images. The results are averaged. As it can be seen from the figure, after 400,000 iterations the default configuration of our model with 2 residual blocks, 128 features maps and patch size 20 performs the best. Patch size 40 model has a significant problem since training with larger patch size results in a substantial increase in the training time. Moreover, due to memory restrictions, one cannot extract equal number of patches from the training images as the smaller patch size setting which results in higher number of epochs with same iteration number. The runtime is also directly affected by the number of features maps and the number of residual blocks/layers in the model.

### 3.4. Quantitative results

Table 1 demonstrates the quantitative results of ours and the compared methods. On ICVL and CAVE benchmarks, our method has substantially improved over the competing methods on all metrics. The mean values of the samples in the CAVE dataset are generally lower than those in ICVL, resulting in smaller differences in absolute RMSE. NUS benchmark proved to be more challenging for our network to create the same level of improvement. However, at most metrics our method managed to surpass the state-of-the-art.

### 3.5. Runtime

Apart from surpassing the state of the art, due to its shallow architecture, our method is fast. The spectral reconstruction of a RGB image patch of $722 \times 644$ pixels takes 0.29 seconds on GPU. In order to avoid boundary artifacts, usually, the patches with overlap are given to network at test time. The shallow architecture of our system leads to the ability of operating on larger patches, possibly on whole image, without experiencing RAM issues. This leads to an additional increase in speed of reconstruction.

### 3.6. Visual results

Figure 2 depicts a qualitative comparison between the reconstruction result at 3 wavelengths achieved by our method and that of A+ for an image from ICVL dataset. For reference we show also the ground truth images. For all 3 wavelengths there is a large and visible improvement, as shown also by the quantitative results on ICVL (Table 1).

![Fig. 3. Validation errors (on ICVL) for our method with different design choices.](image_url)

### 4. CONCLUSION

We proposed a novel method for spectral reconstruction from a single RGB image. We avoided overfitting by designing a moderately deep (6 layers) CNN model and careful training. The power of our solution is shown by the relatively low runtime and the state-of-the-art results achieved on the 3 most used spectral reconstruction benchmarks.
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