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With the technological advancements, practical challenges of establishing long-distance communication should be addressed using hop-oriented routing networks. However, long-distance data transmissions usually deteriorate the quality of service (QoS) especially in terms of considerable communication delay. Therefore, in the presented work, a reward-based routing mechanism is proposed that aims at minimizing the overall delay which is evaluated under various scenarios. The routing process involved a refined CH selection mechanism based on a mathematical model until a threshold simulation is not attained. The illustrations for the coverage calculations of CH in the route discovery are also provided for possible routes between the source and the destination to deliver quality service. Based on this information, the data gathered from the past simulations is passed to the learning mechanism using the Q-learning model. The work is evaluated in terms of throughput, PDR, and first dead node in order to achieve minimal transmission delay. Furthermore, area variation is also involved to investigate the effect of an increase in the deployment area and number of nodes on a Q-learning-based mechanism aimed to minimize the delay. The comparative analysis against four existing studies justifies the success of the proposed mechanism in terms of throughput, first dead node, and delay analysis.

1. Introduction

Wireless sensor networks (WSN) are made of tiny sensor nodes that are powered by small batteries that provide power to the sensor node. The sensor nodes are designed to transfer data from one end to another end, or in other words, the sensor nodes transfer the data from the source node to the terminal node. The transfer of the data takes place in collaboration with other nodes in the network and a multihop path is used as a route for the data transfer. Every data transfer follows a process of broadcasting the signals (R-REQ) in order to get the responses against the transferred signals and are termed as route replies (R-REP). This process is categorized under hierarchal routing [1]. When the sensor node is overoccupied with data to be transferred or if the sensor node is not able to transfer the data due to any physical or software-oriented barriers, a time-lapse is generated, and it is termed as delay [2]. One of the major reasons for the delay is node overhead, and in order to reduce the overhead of the nodes, the concept of clustering was introduced in the early stage of the development of the WSN [3]. When a sensor node is unable to transfer or receive the
data, it is indicated that the node has run out of stored energy which is also called residual energy (RE). A node with 0 residual energy is termed as a dead node. The researchers have focused on maximizing the time interval when the first node is dead in order to increase the lifetime and reduce the overall delay of the network. More number of dead nodes in the network will produce packet overhead and delay. The CH selection method plays a crucial role in order to reduce the overall computation complexity and delay in the network. Since WSN is scalable, it can always make room for more nodes or gadgets. Since it is adaptable, physical divisions are possible. The centralized monitoring system provides access to all WSN nodes. It does not need cords or wires because it is wireless. WSNs may be used extensively and across a wide range of industries, including mining, healthcare, surveillance, and agriculture. It employs various security algorithms in accordance with the underlying wireless technology and thereby offers customers or users a dependable network.

The use of procedures or technologies on a network to manage traffic and assure the functioning of key applications that require limited network capacity is known as quality of service (QoS). It enables enterprises to prioritize certain high-performance apps while adjusting total network traffic. QoS is commonly used in networks that transport traffic for resource-intensive systems. It is commonly required for services such as Internet protocol television (IPTV), online gaming, streaming media, videoconferencing, video on demand (VOD), and voice over IP (VoIP). Organizations may use QoS in networking to improve the performance of various applications running on their network and obtain insight into its bit rate, latency, jitter, and packet rate. By doing so, companies may control network traffic and alter how packets are sent to the Internet or other networks to prevent transmission delays. In addition, this makes sure that the company provides apps with the desired service quality and user experiences. According to the definition of QoS, the main objective is to give networks and organizations the ability to prioritize traffic. This is accomplished by providing dedicated bandwidth, managed jitter, and decreased latency. The technologies that are employed to make this possible are crucial for improving the functionality of corporate applications and wide-area networks.

There are certain methods that may be applied to raise the service quality. Scheduling, traffic shaping, admission control, and resource reservations are the four most often used techniques. A switch or router receives packets from various flows for processing. A good scheduling method addresses the various flows equally and correctly. Several scheduling strategies are intended to raise the level of service. Here, we will talk about three of them: weighted fair queuing, priority queuing, and FIFO queuing. A method of regulating the volume and speed of traffic transmitted to the network is called traffic shaping. A token bucket and a leaky bucket are two methods that can influence traffic. Resources such as buffer, bandwidth, CPU time, and others are required for a data flow. Admission control is the technique through which a router or switch accepts or rejects a flow based on established parameters known as flow requirements. Before accepting a flow for processing, a router examines the flow requirements to see whether its capacity (in terms of bandwidth, buffer size, CPU speed, and so on) and past commitments to other flows can handle the incoming flow.

Reward-based routing encourages adopting the pathways that result in the least amount of interaction between intermediate nodes while simultaneously taking into account the fact that each freshly forwarded packet results in some more exposure. The reward (metric) connected with each routing choice is carried out through incentive-based packets, which enables routers to assess their rules in light of past usage. In order to avoid the most vulnerable locations, reward-based routing is intended as a technology-neutral routing technique that develops a link between route cost and population exposure. Reward-based routing uses virtual currency (reward) to forward packets; therefore, the more exposure a node causes, the more reward it needs to do so. Reward-based routing, which is a legitimate stand-in for the aforementioned EI, takes into consideration exposure in terms of the number of packets. There are two underlying ideas in reward-based routing. The first is to adjust the hop cost in a way that considers exposure, and the second is to create and keep the least-exposed routes in place. The reward-based routing behavior may have the fascinating side effect of reducing the frequency of retransmissions, which would assist in further limiting the exposure. Reward-based routing attempts to avoid routes with greater loads, which results in fewer crashes and retransmission occurrences. A longer (average) battery lifespan, which encourages energy-aware behaviors, is another benefit of load balancing promoted by the RBR strategy.

Wireless sensor networks are gaining popularity in contemporary IoT-enabled industrial and home applications that use either heterogeneous or homogeneous sensors to gather intent data. Because their application is geographically essential, WSNs are intended to function utilizing self-powered sensor nodes. Such nodes must enable energy efficiency to ensure network lifespan. Cluster head selection is an important element in a WSN design that focuses on minimizing network energy usage. It organizes sensor nodes in such a manner that a complex network cluster is produced, resulting in an increased lifetime and reduced power consumption. The stability of the cluster head (CH) has a significant impact on the network’s robustness and scalability. The overhead is decreased since the stable CH assures little intracluster and intercluster communication. This article proposes a novel CH selection method based on a reward mechanism generated by the application of the proposed Q-learning method to enhance the network performance and to reduce the overall delay. Routing decisions are made using the shortest path algorithms in typical routing algorithms. As a result, nodes typically selected along the shortest pathways deplete faster than other nodes, resulting in a shorter network lifespan. Numerous routing techniques have been developed to increase network longevity. The energy-efficient algorithm takes coverage into account. It can maintain k-coverage while achieving maximum coverage for a given region while
using the least amount of energy. Low energy usage does not, however, guarantee a long network lifetime. The network lifespan is also impacted by the residual energy distribution. Q-learning follows a reward generation mechanism which is defined based on the agents carrying state variables against a specified set of actions defined in the methodology section of this paper. The proposed network model is scalable, and Q-learning algorithms have been found to be the most suitable for scalable problems [4]. The Q-learning algorithm produces a Q-value against each defined action. The proposed overall algorithm architecture is compared with other state-of-the-art techniques being discussed in the related work section. The predominant objective of this article is to reduce the overall delay of the network by opting for the most suitable CH based on the generated reward by Q-learning. The main contributions of this article are as follows.

(1) The article considers a quality of service (QoS)-oriented network considering minimization of the delay as the primary objective. The defined network focuses to illustrate the delay minimization by considering packet delivery ratio and packet flow ratio alias throughput.

(2) The article proposes a reward-based routing mechanism in order to reduce the overall delay in the network with all the encapsulated scenarios in the article. The routing mechanism is performed utilizing the formed CHs in the network. The CH formation is done by utilizing the mathematical model until a threshold simulation is not attained. The gathered information for the “t” number of threshold simulations is passed on to the learning mechanism of the proposed Q-learning model. Once a historical diagram of the participant CHs is created, a hybrid mechanism is applied which combines the current selection through the mathematical model, and the reward generated by the proposed Q-learning mechanism and the CH selection is performed on the base of a hybrid score of the node. Table 1 illustrates the notations used in the paper.

The rest of the article is organized in the following manner. Section 2 illustrates the related work which encapsulates route selection methods using machine learning and QoS. The third section presents the detailed work architecture of the proposed hybrid protocol route selection, path optimization, and delay minimization.

2. Related Works

The passing of time has witnessed a revolution in the design of sensors used in wireless networks. The sensors that have been advanced are characterized by lightweight, miniature size, and low power feasting. However, the delay observed in the data transmission process remained a critical challenge constantly drawing high attention of the scientific community. The rising impact of WSN in real-world applications has added pace to the research pertaining to various strategies to guarantee network reliability and minimize energy consumption and end-to-end delay during data transfer. However, such issues still penetrate at some step during communication. Förster and Murphy conducted an investigational study of machine learning at all layers in the WSN network stack. A detailed outline of various machine learning algorithms including decision trees, neural networks, and reinforcement learning was provided. The study was mainly referred to for the discussion and implication of the RL algorithm. The existing work illustrates the efforts and applications at each level of the stack [5]. Predictive analytics, as we are all aware, uses methods such as predictive modeling and machine learning to examine historical data and forecast future patterns contrary to conventional forecasting techniques; neural networks are unique. In contrast to a neural network, the most popular model, linear regression, is actually a pretty straightforward approach to problem-solving. Because of their hidden layers, neural networks perform predictive analytics more effectively. Only input and output nodes are used in linear regression models to generate predictions. The hidden layer is also used by the neural network to improve prediction accuracy. That is because it “learns” similarly to how people do. They are prohibitively expensive due to their high computing power requirements. In addition, massive data sets are required to train neural networks, which a company might not have. But as IT technology becomes more affordable, the first obstacle could soon vanish. Soon, there will not be “unpleasant shocks” any more because of technologies such as ANNs. In this respect, Velman and Kaarthick proposed a simple scheme to mitigate node mobility and delay issues. The proposed cluster-independent data collection tree scheme addressed the challenges of cluster formation and selection of CH based on CH location. The simulation analysis depicted that the scheme provided a better quality of service in terms of throughput, energy consumption, network lifetime, and end-to-end delay [6]. In the same year, Alsheikh et al. presented a review of machine learning algorithms in WSN in which they evaluated the advantages and disadvantages of existing machine learning algorithms. They also outlined the existing challenges while summarizing the adopted machine learning-based methods to address these challenges pertaining to distinct research areas [7]. Han et al. had evaluated CH selection strategies in different routing protocols. The nodes in the existing heterogeneous WSN network were analyzed to investigate when

| Table 1: Notations used. |
|--------------------------|
| De | Delay efficacy |
| ∅ | Policies |
| A(r) | Action |
| RREQ | Route request |
| S(t) | State function |
| T[A(r), S(r)] | Transition function |
| W_D | Act as a destination node |
| W_S | Number of nodes |
| W_s | Act as a source node |
| WSN–FR | Final route from W_s to W_D |
| Ψ | Transitionh_mess |
the first node died and its impact on the number of packets transferred from source to sink. The most important aspect of the research was the evaluation of the monitoring ability of each protocol understudy for the selection of the number of CHs in the defined network [8]. Levendovszky and Thai had developed a quality-aware routing algorithm that could perform routing in an energy-efficient manner. This energy efficiency was achieved by selecting some particular nodes in the multihop network for packet transfer. The algorithm achieved energy balancing under various reliability constraints and was also named as the high quality-of-service routing algorithm by the authors due to the selection of near-optimal paths within the network [9]. Chen et al. had addressed various constraints such as high energy consumption, more transmission time, and constraints of path movement that are important to be dealt with for network optimization. Furthermore, the work also led to the reduction in the energy consumption by the node during latency [10]. Wang et al. had adopted a cross-layered routing protocol that was capable of power control and could adapt and coordinate with network dynamics. In the process, researchers had implemented a multiagent Q-learning mechanism which was analyzed using the delay-based nonselfish cost function. The simulation analysis performed using reward functioning improved the throughput and end-to-end latency [11]. Fei et al. made development efforts to address various conflicting optimization criteria. The work was mainly referred to for its metrics curves and concept of multiobjective optimizations. This study also summarized the energy consumption and latency trade-offs along with the latency vs. performance trade-offs of existing approaches [12]. Kumar and Kumar used hierarchical clustering in which two swarm intelligence algorithms were integrated one after the other. The artificial bee colony (ABC) was implemented for the selection of CH, and ant colony optimization (ACO) was used for efficient data transmission. The CHs were selected, and subclusters were formed based on the threshold value resulting in an enhanced stability of the designed network architecture [13]. Sun and Park had provided route choice modeling using SVM and neural network architecture and was mainly referred to for distinguishing route prediction accuracy. The predicted root prediction accuracy using NN was 0.6833 and using SVM was 0.7086 with a computing time of 7640.20 s with NN and 602.27 s with SVM [14]. SVM is one of the most effective machine learning algorithms since it is a highly complex and mathematically sound method. It is a dynamic method that can resolve a variety of issues, including regression issues, binary, binomial, and multiclass classification issues, as well as linear and nonlinear issues. By utilizing the idea of the margins and attempting to maximize the distinction between two classes, SVM lowers the likelihood of model overfitting and increases the model’s stability. Because kernels are readily available and because SVM is based on fundamental principles, it can operate with ease whenever the data are in a high-dimensional state and are precise in high-dimensional datasets to the point where it can compete with other algorithms such as Naïve Bayes, which is adept at handling classification problems with extremely high dimensions. SVM is renowned for its memory management and processing speed. In particular, when compared to machine learning and deep learning algorithms, with which SVM frequently competes and occasionally even exceeds to this day, it requires less memory. Jin et al. found that in some circumstances, the replacement of batteries becomes too difficult. Therefore, in addition to low network latency and a high transmission rate, an extended network lifetime is a necessity. In this context, the authors had postulated a Q-learning-based delay-aware routing algorithm that could easily adapt to the changing environment in the vicinity of the sensor nodes. Furthermore, an action utility function was defined in which decisions were based on observed delay and residual energy to assure uniform routing. Simulation analysis showed that the mechanism achieved 20% to 25% minimization of end-to-end delay [15]. Jan et al. had addressed the energy utilization issues in WSN. However, balanced energy consumption was achieved at the cost of a slight increase in the end-to-end delay observed during transmission in WSN [16]. Li et al. adopted optimized CH selection to minimize network delay and reduce the energy consumed in the process of the CH selection process. A variable step size firefly algorithm was adopted by the researchers for the identification of the head node to assign CH within each cluster. The objective function was based on a number of parameters such as intracluster distance, probable cluster heads, and residual energy. The delay and the latency observed during data transmission were observed due to the controlled size of data packet transfer. It was observed that lower duty cycle operation followed by efficient cluster formation significantly reduced the network delay and latency of the sensor network [17]. Li et al. had proposed a routing algorithm that could minimize the interference delay during data transmission. Furthermore, it was also associated with efficient management of the energy resources resulting in quality routing [18]. Elappila et al. had presented survival path routing that was based on the survivability factor, the observed interference, and the noise within the traced path from one hop to another. The evaluation studies showed that the designed protocol improved the throughput and packet delivery at the destination with comparatively lesser end-to-end delay. However, the number of packets delivered decreased due to congestion observed during data transmission [19]. Ilamathi and Rangarajan had focused on determining the shortest distant path that was determined using optimization techniques and neural network architecture. The simulation analysis had shown that integration of harmony search as an optimization technique resulted in reduced time complexity and energy consumption [20]. Alghamdi had addressed the challenges of CH selection based on delay, energy, distance, and security. In WSN, optimal CH selection is the key element of data transmission which was addressed using hybrid optimization in which the firefly optimized and replaced the positions and updated them by using the dragonfly. Thus, more refined CH selection was performed resulting in the least computational time of 9102 ms which was consumed using the proposed CH selection work based on hybrid optimization and was analyzed using 1000
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Figure 1: Proposed system architecture.
simulation rounds. It was observed that the risk probability, energy, and the number of live node analysis was performed for 2000 simulations, but delay analysis was restricted to only 1000 simulations. It was concluded that further analysis may affect the presented observations if performed for more simulation rounds [21]. Adil et al. adopted a hybrid routing scheme that combines three routing protocols. The CH formation was performed dynamically for a particular time duration using the dynamic cluster-based static routing protocol (DCBSRP) associated with the AODV routing protocol and low-energy adaptive clustering hierarchy (LEACH) protocol. It was observed that static routing limited the number of nodes selected for a fixed interval for the CH selection process. Once that particular interval was completed, the nodes associated with the CH were released, and reassignment of the CH node was performed. The simulation analysis showed that by using the proposed scheme, 95.9% of the total nodes participated in routing that significantly balanced the network load and minimized the transmission delay. The latency of the network using the designed scheme was found to be quite consistent due to the unicast communication of the clusters [22]. On large networks, dynamic routing is seen to be simple to set up. It is also believed to be more user-friendly than static routing in terms of choosing the optimum path, detecting route modifications, and discovering faraway networks. However, because routers constantly exchange updates, they always use more bandwidth than static routing does. The extra burdens caused by routing protocols are also felt by the router’s CPUs and RAM. Finally, it is believed that dynamic routing is less secure than static routing. There are several IGP or inner gateway routing protocols. The protocols listed here are those that might be applied within the network. Every router and server operating system, including Windows 2003 Server and Linux, supports these protocols. So, it follows that the routing protocols are really a collection of languages that the router employs to share routing data with other routers. The capacity of the routing protocol to adapt to changing network topology is its key advantage.

Routes are only created when they are required in the reactive protocol known as ad-hoc on-demand distance vector (AODV). The mobile network is where AODV is most commonly used. One entry is used in the routing table for each destination. In order to ensure that routing information is current and to avoid routing loops, sequence numbers are employed. Reactive protocols, such as AODV, have a tendency to reduce the overhead of control traffic messages. Only the nodes affected by network topological changes receive updates from AODV, which responds to these changes reasonably quickly. The AODV routing protocol conserves energy and storage space. They only reply once to the initial request made by the destination node and disregard the subsequent ones. Each destination has a maximum of one entry in the routing table. AODV grows to a high number of mobile nodes and is loop-free. The processing of routing is handled by AODV without the need for any central management.

Leach is a clustering hierarchy protocol that uses less energy. The leach procedure has various benefits. First, the cluster heads integrate the whole data, which reduces network traffic overall. Second, since there is only one hop in routing from nodes to cluster heads, there is a significant reduction in energy usage. Thirdly, this protocol enhances and lengthens the network’s life. Fourthly, it is not required to know the node’s location to construct a cluster. Leach is entirely dispersed and self-organized since it does not require any control of the flow of information from the ground station. The first hierarchical routing protocol that enabled data fusion was the leach protocol. In the clustering routing protocol, this protocol is crucial. In addition to the discussed literature, numerous researchers had combined the multi-path techniques with the machine learning approaches. A handful of the referred machine learning-inspired research publications are further summarized in Table 2.

It has been observed that the selection of CH in each cluster is one of the most challenging tasks to minimize transmission delays and energy consumption. The aforementioned literature shows that the efficacy of CH selection was addressed by numerous researchers to minimize the transmission delay, increase network lifetime, and reduce energy consumption.

3. Proposed Algorithm Architecture

The proposed algorithm architecture is a three-phase model. The first phase performs data aggregation based on the statistical approaches of routing. The second phase generates a reward mechanism that utilizes the data aggregated in the first phase using Q-learning architecture, and the third phase incorporates the reward generated in the second phase into the first phase of routing architecture. The overall system architecture can be explained using Figure 1. Simulated on the elastic idea of area and node variation is the suggested network. The energy associated at the beginning of the simulation, RE = 100 mJ, is distributed across the “n” number of nodes in the specified network N. Each of the four zones that make up the full simulated region is patrolled by a different drone. There might be several clusters in a zone. To save communication overhead, the drones only communicate with the cluster’s cluster head (CH). The sensor nodes’ deployment locations are chosen at random. In order to adjust for “n” in the network, a total number of CH must be determined before the simulation can begin. For the initial simulation, the maximum RE is used to determine each region’s CH. To make the most of the available resources, each node in the proposed simulation environment may receive and send data from other nodes. Source and terminal nodes are created that identify their CH and pass the data packet to the CH carrying packet characteristics in order to comprehend routing.

3.1. Phase 1: The Routing Architecture and the Data Aggregation with Action Label Generation. The proposed network is simulated under the elastic concept of area and node variation. The designed network N has “n” number of nodes with RE = 100 mJ, the amount of energy associated at the start of the simulation, and the Econ model for energy
### Table 2: Machine learning-inspired work.

| Citation            | Key elements/techniques        | Purpose of article reference | Routing          | Cluster size | Deployment type | Packet size | Clustering Additional techniques | Alive nodes | Dead nodes | Energy | Lifetime | Packet-based analysis | Delay/latency | Results and findings                                                                 |
|---------------------|-------------------------------|------------------------------|------------------|--------------|-----------------|------------|------------------------------|--------------|------------|--------|----------|----------------------|---------------|---------------------------------------------------------------------------------|
| Arjunan and Sujatha [25] | ACO and fuzzy logic          | Network division into unequal clusters | Hybrid routing protocol | Variable (from very small to very large) | 200 m × 200 m | 300 | Random | Not mentioned | Yes | Yes | Yes | Yes | Yes | — | — | Performed first node die and half node die analysis resulting in the following outcomes: (i) Improved lifetime (ii) Eliminated hot spot problem (iii) Balanced energy consumption |
| Gowda and Jayasree [26] | Hybrid neural network-based energy-efficient routing | Improved PDR and throughput | HNN_GTOA         | Variable | 100 m × 100 m | 500 | Random | 512 bytes | Yes | — | — | Yes | Yes | — | Yes | The proposed approach achieved the following: (i) Highest PDR of 96% (ii) Minimum delay of 3.7 s (iii) High throughput of 1 Mbps |
| Guo et al. [27]     | Reinforcement learning        | RL-based routing             | RL-based routing | Variable | 100 m × 100 m | 100 | Random | 512 bits  | Yes | — | — | Yes | Yes | Yes | — | Energy minimization was achieved using a reward function based on the following elements: (i) Residual energy (ii) Link distance (iii) Hop count Further, Q-learning achieved minimal energy consumption but a relatively lower network lifetime |
| John and Rodrigues [29] | Taylor series and crow optimization | Energy and throughput | Multiojective Taylor Crow optimization (MOTCO) algorithm | Variable | 50, 100 | Random | Not mentioned | Yes | Yes | Yes | — | — | Yes | Yes | Despite of decrease in the energy at higher simulation rounds, MOTCO exemplified the following: Throughput at a rate of 0.6834 (highest among other algorithms) Energy left at a rate of 0.1007 (highest among other algorithms) |
| Huynh et al. [30]   | Delay constraint energy multihop strategy | Energy-efficient cluster-based multihop routing | Variable | 100 m × 100 m | 100 | Random | 30 bytes | Yes | — | — | Yes | Yes | — | Yes | Designed energy cost function resulted in lowest cost route selection Intercluster multihop routing resulted in energy-efficient data transfer with minimum end-to-end delay |
Table 2: Continued.

| Citation                  | Key elements/techniques                                                                 | Purpose of article reference | Routing | Cluster size | Topological area | Total number of nodes | Deployment type | Packet size | Clustering | Additional techniques | Alive node | Dead nodes | Energy | Lifetime | Packet-based analysis | Delay/latency | Results and findings                                                                 |
|---------------------------|----------------------------------------------------------------------------------------|------------------------------|---------|--------------|-------------------|-----------------------|-----------------|-------------|------------|-----------------------|------------|------------|--------|----------|----------------------|--------------|--------------------------------------------------------------------------------------------|
| Elhabyan et al. [28]      | Nondominated sorting genetic algorithm II and speed-constrained multiobjective particle swarm optimization | SMPSO for clustering and routing protocol (SMPSO-CR) | Multiobjective minimization | Variable 100 m × 100 m | 100, 200, 300, 400, 500 | Random | Not mentioned | Yes | Yes | — — — — | Yes | — | Simulation analysis showed that SMPSO-CR exhibited higher average throughput for more than 60% of cases SMPSO-CR minimized the number of active CHs per round that reduced the overall energy consumption |
| Chang et al. [29]         | Machine-learning-based parallel genetic algorithm (MLPGA), PCA, K-means                 | Ultra-reliable and low-latency Internet of Things (uRLIoT)-based efficient routing | Multiobjective optimization | Variable 100 m × 100 m | 50, 100, 150, 200, 250, 300 | Random | Not mentioned | Yes | Yes | — Yes | Yes | — | Simulation analysis showed that involvement of PCA had significantly improved the network performance using MLPGA in terms of network lifetime, energy consumption, reliability, and complexity |
consumption which is defined in Table 1, and “Ar” is the area of simulation. 4 mobile sinks based on the geographic location of the sensor nodes are shown in Figure 2. The mobile sinks are drones and are there to assist the faulty wireless nodes in the network. CH formation is different from zone formation for the drone in the proposed work. The total number of CHs in the network is decided by the following ordinal measures.

- The entire simulation area is divided into 4 zones, and each zone is covered by one drone.
- One zone may have more than one drone.
- The drones communicate only with the cluster head (CH) of the cluster to avoid communication overhead.
- The deployment position of the sensor nodes is random.

The existing literature referred for various parameters is listed in Table 3.

The simulation starts with the identification of the total number of CH required in order to compensate for “n” in the network. As the RE is similar for each node at the start of the simulation, distance to the base station becomes the only way to select the CH. Drones follow a random walk model to move from one location to another location [23].

The CH selection process utilizes the following equation in order to determine the total number of CHs required for the supplied number of nodes and area [24]:

$$T = \sum_{i=1}^{n} \frac{\text{distance}_{i}}{\text{Network Width/Attraction}_{i}} \times \ln (n)$$  

(1)

The attraction index is calculated as follows:
For the first simulation, the CH of every region is selected based on the maximum available RE.

In the proposed simulation environment, each node can receive and transfer data from multiple nodes in order to utilize the resources as much as possible. In order to comprehend routing, source and terminal nodes are generated that identify their CH and forward the data packet to the CH containing packet attributes. This node vector used in the present work is inspired by Lee's work [31] and comprises 7 features as shown in Table 4. In further processing, each feature becomes a part of the learning architecture. The device type considers the type of device that needs to forward the data (sensor node or drone). RSSI is an abbreviation for the received signal strength indicator. It is an approximated measure of the power level received by an RF client device from an access point or router. At greater distances, the signal weakens, and wireless communication speeds decline, resulting in reduced total data throughput. The receive signal strength indicator (RSSI) measures signal strength and, in most circumstances, displays how effectively a specific radio can hear the remote-linked client radios. RSSI levels are often lower in wider channels. Smaller channel widths are thus advised in all but except for a few exceptional cases when installing EnGenius APs. Signal strength is passed on in the form of RSSI value computed in the algorithm. Hop number is given to count the hop number in that particular route. Cov list is the neighbouring node of the sendernode. Neighbournodenumbergivesthenumberof the next node to which data are being currently forwarded. REleftwillmeasuretheleftresidualenergyofthe sender node. Distance will depict the current distance between the sender and the current intermediate node to which the data are being forwarded.

\[
2 \text{ if } \frac{n}{\text{network width}} < .10 \text{ and } n > 50. \\
1 \text{ otherwise}
\]
The CH uses a broadcast mechanism and follows an ad-hoc on-demand vector routing (AODV) protocol for the dynamic response messages as route replies (R-REP). The process of broadcasting the route request (R-REQ) keeps on rolling in between the CHs until the CH which is associated with the terminal alias destination is not found.

### 3.1.1. The Routing Protocol

The AODV protocol was first developed without any thought to security. Therefore, no protective system was created to recognize the presence of a malicious assault. Due to the fast change in network structure, maintaining a new route to the target is one of AODV’s essential jobs. The route discovery procedure is used to carry it out. In AODV, the destination node number and the number of hops are crucial characteristics to identifying the route’s freshness, and these characteristics are simple for attackers to influence. Because of this, the security of ad hoc routing protocols such as the AODV is essential, and researchers in MANET from all over the world are always looking for ways to create a routing protocol that is both safe and effective for wireless ad hoc networks. A dynamic reactive routing protocol is what AODV is. A route will be constructed via a reactive routing protocol based on the requirement (upon request by the source node). Route request (RREQ) and route reply are two crucial control messages in AODV route finding (RREP). Both control messages contain a crucial property called the destination sequence number, which has the incremental value to assess the route’s freshness. The proposed routing protocol is inspired by the AODV routing protocol which uses the broadcast mechanism. Cluster-oriented routing has been incorporated to reduce the computation delay of data communication. In order to demonstrate the routing strategy, a working example of 80 nodes is illustrated as follows.

Figure 3 represents the deployment of a network having an area of 1000 m² where network height and width are 600 m and 800 m, respectively. The CHs are distributed across the network, and the source node (CH 1) is connected to the destination node (CH 8) through a path of CHs. The selected CHs and their coverage are summarized in Table 6.

**Table 6: CH and their coverage.**

| Selected CH               | Coverage CHs          |
|---------------------------|-----------------------|
| CH 1                      | CH 3 and CH 7         |
| CH 2                      | CH 4 and CH 6         |
| CH 3                      | CH 8                  |
| CH 4                      | CH 2 and CH 6         |
| CH 5 (containing source)  | CH 4 and CH 7         |
| CH 6                      | CH 2 and CH 4         |
| CH 7                      | CH 2 and CH 3         |
| CH 8 (containing destination) | CH 2 and CH 3      |

The CH uses a broadcast mechanism and follows an ad-hoc on-demand vector routing (AODV) protocol for the dynamic response messages as route replies (R-REP). The process of broadcasting the route request (R-REQ) keeps on rolling in between the CHs until the CH which is associated with the terminal alias destination is not found.

**Figure 4:** Coverage calculation of CH for route discovery.
considered as 1000 m. Here, 80 nodes are deployed, and the total network is clustered into 8 segments based on its coverage capability. Afterwards, a cluster head (CH) is selected in each region that is represented by a red color in Figure 3, and their node numbers are 48, 60, 9, 8, 20, 62, 76, and 50. In this scenario, node 11 is considered the source, and node 28 is considered the destination node. Here, the source node belongs to CH5, and the destination node belongs to CH8, and a route formation mechanism is needed to transmit data packets from the source to the destination node. The most suitable and fast routing protocol is used to discover a route from the source to the destination node via CHs based on demand. The used "Request (RREQ)–Reply (RREP)" routing mechanism helps to minimize the transmission delay by avoiding the routing loops according to Table 5.

Here, the source node is the member node of the CH and transfers data packets to CH5. Afterwards, CH5 starts broadcasting a RREQ message packet to neighbour CHs based on the coverage limit. According to Figure 4, the calculated coverage of CHs is given in Table 6.

Here, CH5 starts broadcasting a RREQ message packet to neighbours CH4 and CH7. The structure of the broadcast contains the information about the source CH and the destination CH, and it could be illustrated as (source CH, hops, and destination CH). In the case of the current

Table 7: Routing table.

| Possible routes | Member nodes                        |
|-----------------|--------------------------------------|
| Route 1         | [Node 11, CH5, CH7, CH3, CH8, Node 28] |
| Route 2 (optimal) | [Node 11, CH5, CH7, CH2, CH8, Node 28] |
| Route 3         | [Node 11, CH5, CH4, CH2, CH8, Node 28] |
| Route 4         | [Node 11, CH5, CH4, CH6, CH2, CH8, node 28] |
example, it would be (CH5, hops, and CH8) CH4 and CH7 that receive this packet and revert to CH5 with a RREP = [CH5, Hop-Count, CH4/CH7]. R-REQ indicates the "hello message" having information about source CH and destination CH with their hop count, and RREP is generated after the response of neighbour nodes that indicates the identification of nodes. This process continues until destination CH is not found, and the entire route discovery mechanism is shown in Figure 5.

The CH of Node 11 starts to send routing request packets RREQ to all neighboring CHs to find an optimal path through the calculation of total power consumption and transmission delay. After receiving the RREQ, the intermediate CHs reply to the sender CH by creating a reverse path to the CH of Node 11 with a RREP packet. This process continues and sends the RREQ message to neighbour CH until the message packet is not received by the CH of destination Node 28. At the same time, the destination CH of Node 28 generates a RREP message and transmits this message through the reverse path to the CH of source Node 11. After the CH of source Node 11 receives the RREP message through various possible routes, a forward route is selected based on the minimum power consumption and transmission delay. There are a total of four possible routes from source to destination via CHs using the routing mechanism. Based on Figure 5, a constructed routing table is given in Table 7.

Based on the concept of minimum power consumption and transmission delay, route 2 is selected as an optimal route for data transmission from the source to the destination node. The algorithmic structure of the protocol is given as follows.

### 3.1.2. AODV Routing Protocol

**Input:**
- $W_N$ → Number of Node
- $W_S$ → Act as a Source Node
- $W_D$ → Act as a Destination Node

**Output:** WSN-FR → from $W_S$ to $W_D$ developed a final route

1. **Start**
2. $W_N$ start broadcasting an RREQ (Route Request) message to neighbor nodes and CHs, Where CH → Cluster Head
3. Create an RREQ message, RREQ = [$W_N$, Hop Count, $W_D$]
4. Initially consider, Hop Count = 0 // because at starting of route formation, there is no node that can be considered as an intermediate node.
5. Consider an array for routing, W-Route = [] // take an empty variable to store route information
6. W-Route (1st Node) = $W_S$ // because routing always starts from the source node
7. Set a Variable, $W_D$-Found = 0 // initially, destination is not founded
8. **While** ($W_D$-Found ≠ 1)
   a. 1st Node Broadcast RREQ to neighbors is own coverage and record Hop Count
   b. Neighbor node receives and analyzes the requirements
   c. If W-Route (Node [$W_N$, Hop Count, $W_D$]) = $N_N$[$W_S$, Hop Count, $W_D$] // Where Neighbor Node $\rightarrow$ $N_N$
      i. W-Route + = Neighbor $N_N$ is a $W_D$
      ii. Each node sends RREP (Route Reply) to $W_S$ // Feedback sent by a node in coverage of $N_N$
      iii. Hop Count = 1
   d. Else
      i. W-Route = Neighbor $W_N$
      ii. Send RREP to $W_S$
      iii. Hop Count = +1
   e. **End-If**
   (i) Update the Route array and repeat the above steps until $W_D$ not founded
9. **If** ($W_D = 1$)
   a. $W_D$-Found = 1
   b. **Break**
10. **End-If**
   (i) Possible Route, $R = R_1, R_2, R_3, \ldots, R_N$
   (h) **For** $r = 1$ → $R$
      a. Current W-Route, $R = R (r)$
      b. Calculate to distance ($D$) from $W_S$ to $W_D$
      c. **If** $D$ is minimum then
         i. WSN-FR = $R (r)$ // Current W-Route becomes the final route
      d. **Else**
         i. Check the next route condition
   (v) **End-If**
      (i) **End-For**
   (g) **End-If**
   (f) **End-While**
   (10) **Return:** WSN–FR as a final route from $W_S$ to $W_D$ in WSN
11. **End-Function**

### 3.1.3. The Ground Truth

A formed route is categorized as a good and effective route if the evaluated QoS parameters fit perfectly as per the network demand. The proposed solution evaluates throughput, energy consumption, network delay, and packet deliver ratio (PDR) by using
Throughput = \frac{\text{Total Received Packets}}{\text{Per Unit Time}},

\text{Energy Consumption} = \sum E_{\text{transmitting}}, E_{\text{receiving}}, E_{\text{amplification}}, E_{\text{aggregation}},

\text{Network Delay} = \int_{t=1}^{r} \sum_{i=1}^{P_n} \text{Route}_{ij} \text{timelapse} ( ).

where \( r \) is the total number of simulation rounds and \( P_n \) is the total number of participating nodes under one route, and timelapse ( ) computes the time interval between the expected arrival time "at" and the actual time of arrival "act."

\[
PDR = \frac{\text{Received packets}}{\text{Transferred packets}}
\]

The aggregated parameters are passed to the \( k \)-means algorithm keeping the attribute list centric centroid in order to reduce the convergence issue of \( k \)-means. Two action labels "Stable" and "NonStable" are considered to be applied to the aggregated data. Suitable and nonsuitable action labelling has been performed by calculating the root mean squared value (R-MSE) between the route that is classified under its class and the centroid of the class. The less R-MSE value will indicate the record that belongs to the good class due to its correlation between the data elements.

\[
R - \text{MSE} = \int_{t=1}^{r} \frac{1}{r} \times \left[ \sum_{i=1}^{r} (x_{ij} - C_{ij})^2 \right]
\]

where \( t \) is the total number of attributes getting used for centroid calculation. \( C \) is the centroid for the respective cluster.

3.2. Phase 2: Proposed Learning Algorithm for Reward Generation for Optimal Route Selection. The proposed learning mechanism for reward generation follows the Q-learning mechanism, and it integrates the support vector machine (SVM) for the classification of the action labels. The action labels are defined as stable and nonstable routes based on the R-MSE calculated in phase 1. The description of naming is deliberated in algorithm description. The learning mechanism is illustrated as follows.

3.2.1. State. In the case of the proposed solution, the state variables are collected over "\( r^2 \)" number of simulations in which "\( rt \)" is the number of routes that were formed. The proposed solution aggregated the data from the discovered routes defined in the multiroute description in the later section of this phase. In the case of the proposed solution, \( tr \) is equal to 10,000. Hence, in an interval of \( 1 - r \), the state is defined as \( S (t) = \int_{i=1}^{r} \text{Th}, \text{pdr}, \text{econ}, \text{delaydr} \). Two binary indicators alias the ground truth \( SI \in \{0, 1\} \). When the R-MSE value is higher, the binary indicator is set to be 1 and remains 0 in the other case. The binary indicators are also referred to as action labels in this article.

3.2.2. Action. The action is the selection of the CH in the route with the maximum value of the objective function defined as \( A_i (t) = (A_{x=1}, R_e) \) where \( R \) is the estimation function that is defined as follows:

\[
R_e = \min \left\{ \int_{i=0}^{r} \sum_{j=1}^{n} d_i d_n, R_{x=\max} \right\}.
\]

Figure 6: Construction of Q-table.
3.2.3. Reward. The reward function is defined as the delay efficacy by executing the action $A(r)$ in the state $S(t)$.

$$ H(r) = DE_t(A(r), S(r)). $$ (8)

Delay efficacy is measured in terms of the difference between the minimum delay and the average delay of the discovered routes up to now. The reward is generated if the transition function does not cross the limit of delay efficacy (DE).

3.2.4. Transition Function. As a result of the data transfer in the network as a given simulation round $r$, a transition function $T(A(r), S(r))$ is evaluated under the architecture of the policies $\emptyset \in \prod$ Svm rating generated through the training
The man's optimality equation can be written as maximizing the long-term reward, which is obvious. Bellmann succeeded in maximizing the long-term reward, which the Bellman equation may be used to determine if we have an action and the anticipated rewards from the subsequent acts, an action that maximizes the expected return from starting state \( s \), taking action \( a \), and then with the optimal policy afterwards. The key point is that a reinforcement learning system can determine the action that maximizes \( q \) using this equation to get optimum \( q \) and optimal policy \( s, a \) This equation is crucial for this reason. The Bellman optimality equation and the optimal value function are connected iteratively. The Q-table is updated by using Bellman's optimality equation for the reward generation and is defined as follows. The proposed algorithm uses the discount factor by evaluating the record with SVM and is illustrated as follows. The proposed algorithm views every CH as a node and every root as the link edge between the CHs. If there ever exists a route between the node and the CH, the Q-table represents it as 1, and if there does not exist a direct link between a node to another node, it would be represented as -1.

Table 8: Parameters used in the simulation.

| Parameters                  | Values                   |
|-----------------------------|--------------------------|
| Network dimensions          | \(1000 \times 1000 \text{m}^2\) |
| The initial energy of nodes (residual energy) | 100 mJ |
| Total number of simulations | 8000                     |
| Nodes                       | 50 to 300                |
| Amplification energy        | 0.0000001 mJ             |
| \(E_{\text{elec}}\)         | 50 nJ/bit                |
| Packet injection rate       | 2800 P/sec               |
| Channel                      | AWGN                     |
| Packet size                  | 2000 Bytes/P             |

As the Q-learning algorithm initially selects random action from the list of policies that are defined by the broadcast mechanism, the transition function provides a discount factor \( \tau \) based on the semisupervised policy imposed by the RBF kernel. If the selected CH is classified as true against its own action label, it would get a discount and will be not penalized. If the selected CH is not classified as true against its own action label, the transition function computes the following equations:

\[
\psi_1 = \frac{\sum_{j=1}^{\text{max}} \text{throughput}_{\text{direct, max,}}}{\sum_{j=1}^{\text{throughput}}},
\]

\[
\psi_1' = 1 - \psi_1,
\]

\[
\psi_2 = \frac{\sum_{j=1}^{\text{delay, direct,}}}{\sum_{j=1}^{\text{delay}}},
\]

\[
\psi_2' = 1 - \psi_2,
\]

where the reward generation and is defined as follows. The proposed algorithm uses the discount factor by evaluating the record with SVM and is illustrated as follows. The proposed algorithm views every CH as a node and every root as the link edge between the CHs. If there ever exists a route between the node and the CH, the Q-table represents it as 1, and if there does not exist a direct link between a node to another node, it would be represented as -1.

The performance of the RBF kernel depends on the adjustable parameter sigma and should be carefully tuned according to the dataset. If overestimated, the exponential would behave almost linearly, and the higher-dimensional projection will start to lose its nonlinear power. On the other hand, if underestimated, the function will lack regularization, and the decision boundary will be highly sensitive to noise in training data. The learning of the engine is based on a learning rate, which indicates how often the learning agent changes its Q-value. \( \delta = 0 \) denotes no learning, but \( \delta = 1 \) indicates that new information has totally replaced the old one. The learning rate of the proposed model is stored in a feature containing all the information. As the Bellman equation states that the long-term benefit for a particular activity is equal to the sum of the rewards from the present action and the anticipated rewards from the subsequent acts, the Bellman equation states that, at time \( t \), for any state-action pair \((s, a)\), we can get the expected reward \( R_{t+1} \) by choosing an action in state \( s \), in addition to the maximum of “expected discounted return” that is achievable by any \((s', a')\), where \((s', a')\) is a potential next state-action pair, and will be equal to the expected return from starting state \( s \), taking action \( a \), and then with the optimal policy afterwards. The key point is that a reinforcement learning system can determine the action that maximizes \( q \) using this equation to get optimum \( q \) and optimal policy \((s, a)\). This equation is crucial for this reason. The Bellman optimality equation and the optimal value function are connected iteratively. The Q-table is updated by using Bellman’s optimality equation for the reward generation and is defined as follows. The proposed algorithm uses the discount factor by evaluating the record with SVM and is illustrated as follows. The proposed algorithm views every CH as a node and every root as the link edge between the CHs. If there ever exists a route between the node and the CH, the Q-table represents it as 1, and if there does not exist a direct link between a node to another node, it would be represented as -1.

If there is no direct communication link between node A and node B but communication exists through any other node, then the connection value is 0. In order to illustrate the architecture, a 5-node sample architecture is presented in Figure 6.

As the Q-learning algorithm initially selects random action from the list of policies that are defined by the broadcast mechanism, the transition function provides a discount factor \( \tau \) based on the semisupervised policy imposed by the RBF kernel. If the selected CH is classified as true against its own action label, it would get a discount and will be not penalized. If the selected CH is not classified as true against its own action label, the transition function computes the following equations:

\[
\psi_1 = \frac{\sum_{j=1}^{\text{max}} \text{throughput}_{\text{direct, max,}}}{\sum_{j=1}^{\text{throughput}}},
\]

\[
\psi_1' = 1 - \psi_1,
\]

\[
\psi_2 = \frac{\sum_{j=1}^{\text{delay, direct,}}}{\sum_{j=1}^{\text{delay}}},
\]

\[
\psi_2' = 1 - \psi_2,
\]
\[
\psi_3 = \frac{\sum_{i=1}^{\text{rd}} E_{\text{on direct connections}_i}}{\sum_{j=1}^{\text{rt}} E_{\text{on } j}}, \tag{16}
\]

\[
\psi_3' = 1 - \psi_3, \tag{17}
\]

\[
\psi_4 = \frac{\sum_{i=1}^{\text{rd}} P_{\text{dr direct connections}_i}}{\sum_{j=1}^{\text{rt}} P_{\text{dr}_j}}, \tag{18}
\]

where \text{rd} is the total number of discovered routes with all the nodes having a direct connection to each other as per the Q-table explained in Table 4 and \text{rt} is all the discovered routes. The proposed transition function aims to optimize delay as reward utilizing throughput, PDR, and energy consumption considering that raise in delay will necessarily provide a raise in the energy consumption. Looking at the other scenario, a sustainable PDR can be attained via a sustainable route itself, and hence, energy consumption is

\[
\psi_4 = 1 - \psi_4, \tag{19}
\]
Output of Q-Learning Algorithm

Based on the generated rewards according to all possible route, Route: [32, 6, 4, 5, & 19] is selected

```
| Possible Route | Average Throughput | Average PDR     | Average Consumed Energy in mJ | Delay in seconds |
|----------------|--------------------|-----------------|-------------------------------|------------------|
| [32, 6, 4, 5, 19] | 4810.2412          | 0.48102412      | 2.07681893                   | 2.07681893       |
| [32, 6, 1, 5, 19] | 3500.70427        | 0.35007043      | 1.75327254                   | 2.81352834       |
| [32, 6, 2, 5, 19] | 3281.2873         | 0.32812873      | 1.98639803                   | 3.04553833       |
| [32, 6, 3, 5, 19] | 3162.52665        | 0.31625267      | 1.70709964                   | 2.76537752       |
| [32, 6, 5, 5, 19] | 3291.70546        | 0.32917055      | 1.97875782                   | 3.04940994       |
| [32, 6, 6, 5, 19] | 3383.42715        | 0.33834271      | 1.99444322                   | 2.95262749       |
| [32, 6, 7, 5, 19] | 3714.24222        | 0.37142422      | 1.63133114                   | 2.68964688       |
```

\[ \text{Figure 7: Q-learning-based optimal route selection.} \]

\[ \text{Figure 8: } K\text{-means cluster distribution.} \]
directly proportional to produced delay. The proposed transition function is to take maximum reward in order to reduce the chances of a delay getting reduced through the most sustainable route [18]. The generation of the reward mechanism is illustrated by the algorithm reward mechanism as follows (Algorithm1).

With the updated set of Q-table, the proposed algorithm selects the route with maximum reward and transfers the data through the route.

4. Results and Analysis

The result section is illustrated in two subsequent segments. The first segment illustrates the working behavior analysis for Q-learning and its update in the Q-table, and the second segment illustrates the effects of the Q-learning mechanism on the quality-of-service (QoS) parameters. The parameters are evaluated on the base of throughput, PDR, and delay. The preliminary objective is to minimize the overall delay, and hence, segment 2 is more illustrated towards the delay architecture. Simulation parameters of the proposed work are summarized in Table 8.

4.1. Segment 1: The Q-Learning Behavior Results and Illustrations. The architecture system for Q-learning can be explained by utilizing the Q-table. In order to illustrate the same, a selected route architecture system with Q-learning is presented in Table 9. The selected routes have demonstrated the least delay in each selection of Q-learning through the Q-table. Each possible discovered route is treated as a candidate in the table. To show the separation of the route, we have underlined the end of that particular route having multiple paths, and the route with the minimum delay is selected as shown and is marked in red color.

Figure 7 represents the route formation and optimal route selection mechanism in the network. In the network, total 7 routes are possibly based on the QoS parameters that is shown in the first segment of Table 9, and possible routes are (32, 6, 4, 5, 19), (32, 6, 1, 5, 19), (32, 6, 2, 5, 19), (32, 6, 3, 5, 19), (32, 6, 5, 5, 19), (32, 6, 6, 5, 19), and (32, 6, 7, 5, 19). Here, nodes 32 and 19 are the source and destination, respectively. In the figure, a total of possible 7 routes are represented with different colors, but the selected route is marked with a bidirectional green color. Based on the reward mechanism using the Q-learning algorithm, an optimal route (that is represented by green color) is selected for data transmission within the network.

Table 10: The index value of the discovered routes.

| Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index | Index |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 1     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 1     | 2     | 1     | 2     | 2     | 2     | 1     | 2     |
| 1     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | 2     | —     | —     | —     |

Table 11: Centroid values.

| Throughput | PDR         | Energy consumed | Delay       |
|------------|-------------|-----------------|-------------|
| C1:5036.61675 | 0.50366167 | 1.72692851      | 2.16897609  |
| C2:767.734244 | 0.07677342 | 1.73980045      | 18.2631773  |

Table 12: SVM evaluation measures.

| Support vectors | Support vector indexes | Data scale shift | Scaling value |
|----------------|------------------------|------------------|---------------|
| 0.94006433     | −0.3865938             | −1998.9299       | −1.8292453    | −0.195419    |
| 0.83872792     | 0.34073533             | 7                | −0.5390605    |
| −0.1933212     | 0.00046155             | 10               | Scale factor  |
| −0.2165793     | 0.72779066             | 15               | 0.0006058     |
| −0.1716727     | −0.6472768             | 16               | 5.22616563    |

Table 13: Classified learning and the rate of learning.

| Itr 1 |
|-------|
| 2     |
| 2     |
| 2     |
| 2     |
| 2     |
| 2     |
| 2     |
| 2     |
| 1     |
| 1     |
| 1     |
| 1     |
| 1     |
| 1     |
| 1     |
| 1     |
| 1     |
| 1     |
| 1     |
| 2     |
| -     |
| -     |
| -     |
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Table 14: Classified learning for the next two iterations.

| Instances |   1 |   2 |   3 |   4 |   5 |   6 |   7 |   8 |   9 |  10 |  11 |  12 |  13 |  14 |  15 |  16 |  17 |  18 |  19 |  20 |  21 |  22 |  23 |  24 |  25 |  26 |  27 |  28 |  29 |  30 |  31 |  32 |  33 |  34 |  35 |  36 |  37 |  38 |  39 |  40 |  41 |  42 |  43 |  44 |  45 |  46 |  47 |  48 |  49 |  50 |
|------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Instance result | 2  |   1 |   2 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   2 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   2 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |

| Instances |   1 |   2 |   3 |   4 |   5 |   6 |   7 |   8 |   9 |  10 |  11 |  12 |  13 |  14 |  15 |  16 |  17 |  18 |  19 |  20 |  21 |  22 |  23 |  24 |  25 |  26 |  27 |  28 |  29 |  30 |  31 |  32 |  33 |  34 |  35 |  36 |  37 |  38 |  39 |  40 |  41 |  42 |  43 |  44 |  45 |  46 |  47 |  48 |  49 |  50 |
| Instance result | 2  |   1 |   2 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   2 |   1 |   1 |   1 |   1 |   1 |   1 |   2 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |   1 |
**Table 15:** Updated vector values using learning.

| Support vectors | Scaling value |
|-----------------|---------------|
| –0.3865938      | 0.63267223    |
| 0.34073533      | 0.63267223    |
| –1662.9294      | –2.3843431    |
| 0.63267223      | 0.63267223    |
| –0.1716727      | –0.6472768    |

**Table 16:** Throughput comparison of varying number of nodes.

| Number of nodes | Throughput proposed | Throughput Adil et al. [22] | Throughput Janakiraman et al. [32] | Throughput Tong et al. [33] | Throughput Jothikumar et al. [34] |
|-----------------|---------------------|------------------------------|-------------------------------------|-------------------------------|-----------------------------------|
| 50              | 3245                | 3010.4322                    | 3089.663                            | 3081.774                      | 3097.776                          |
| 60              | 3446.17543          | 3112.39412                   | 3192.3479                           | 3134.48563                    | 3166.24921                        |
| 70              | 3637.32473          | 3192.03396                   | 3231.9778                           | 3216.00814                    | 3289.3447                         |
| 80              | 3644.766            | 3303.93115                   | 3288.2257                           | 3286.8048                     | 3413.21594                        |
| 90              | 3891.6457           | 3400.33877                   | 3488.9855                           | 3376.86181                    | 3530.3617                         |
| 100             | 4080.65244          | 3812.00244                   | 3674.8769                           | 3401.97335                    | 3709.4399                         |
| 110             | 4174.58523          | 4173.87104                   | 3760.50581                          | 3646.94716                    | 3875.78546                        |
| 120             | 4376.4123           | 4193.92941                   | 3940.53937                          | 3906.92483                    | 4091.9419                         |
| 130             | 4708.72529          | 4318.81971                   | 4087.94395                          | 3942.71978                    | 4241.58929                        |
| 140             | 5353.72388          | 4949.13731                   | 4315.18153                          | 4098.72728                    | 4479.95819                        |
| 150             | 5876.14379          | 5532.5628                    | 4424.02818                          | 4425.70629                    | 4731.42408                        |
| 160             | 6363.63952          | 6290.71477                   | 4504.16529                          | 4778.94179                    | 4998.89386                        |
| 170             | 6492.0629           | 7108.35414                   | 4920.28003                          | 4861.02262                    | 5226.9789                         |
| 180             | 6707.19731          | 7274.11871                   | 5305.95674                          | 5206.73921                    | 5503.06103                        |
| 190             | 7504.93633          | 7496.69471                   | 5608.26372                          | 5323.83566                    | 5818.46178                        |
| 200             | 7853.86691          | 7626.83521                   | 5709.70214                          | 5354.57397                    | 6179.06194                        |
| 210             | 8805.59068          | 7867.88746                   | 6222.60822                          | 5809.81012                    | 6397.3553                         |
| 220             | 8839.68004          | 8072.96055                   | 6696.45979                          | 5901.37601                    | 6729.67178                        |
| 230             | 8947.1148           | 8097.97255                   | 6805.44776                          | 5969.44892                    | 7118.59148                        |
| 240             | 9344.39954          | 8515.6455                    | 7198.29703                          | 6527.6943                     | 7377.55619                        |
| 250             | 10518.6957          | 8754.0543                    | 7702.78221                          | 6962.35297                    | 7756.21863                        |
| 260             | 10925.9141          | 9441.32893                   | 7879.73576                          | 7262.5191                     | 8206.20773                        |
| 270             | 12199.5986          | 10012.5662                   | 7937.42459                          | 7473.36552                    | 8570.05995                        |
| 280             | 13135.9515          | 11128.2878                   | 8072.55283                          | 7547.09722                    | 8856.04343                        |
| 290             | 13491.2721          | 11797.5584                   | 8379.82703                          | 7656.42254                    | 9270.22723                        |
| 300             | 14653.2772          | 12548.9491                   | 9005.73384                          | 7823.11966                    | 9734.57875                        |

**Figure 9:** First dead.
Table 17: First dead node analysis.

| Total number of nodes | First dead node proposed | First dead node Adil et al. [22] | First dead node Janakiraman et al. [32] | First dead node Tong et al. [33] | First dead node Jothikumar et al. [34] |
|-----------------------|--------------------------|----------------------------------|-----------------------------------------|----------------------------------|---------------------------------------|
| 180                   | 1652                     | 1631                             | 1616                                    | 1454                             | 1428                                  |
| 190                   | 1698                     | 1676                             | 1661                                    | 1497                             | 1494                                  |
| 200                   | 1747                     | 1725                             | 1708                                    | 1547                             | 1565                                  |
| 210                   | 1803                     | 1781                             | 1772                                    | 1633                             | 1658                                  |
| 220                   | 1869                     | 1854                             | 1839                                    | 1677                             | 1696                                  |
| 230                   | 1937                     | 1922                             | 1902                                    | 1762                             | 1757                                  |
| 240                   | 2001                     | 1987                             | 1967                                    | 1847                             | 1824                                  |
| 250                   | 2065                     | 2047                             | 2039                                    | 1908                             | 1946                                  |
| 260                   | 2146                     | 2132                             | 2115                                    | 2069                             | 2024                                  |
| 270                   | 2215                     | 2206                             | 2190                                    | 2087                             | 2147                                  |
| 280                   | 2288                     | 2276                             | 2258                                    | 2266                             | 2271                                  |
| 290                   | 2376                     | 2371                             | 2355                                    | 2356                             | 2322                                  |
| 300                   | 2459                     | 2448                             | 2443                                    | 2389                             | 2399                                  |

Figure 10: 30% improvement after 170 nodes.

Table 18: Area 1000 × 1000.

| "Node count" | "Delay proposed in ms" | "Delay Adil et al. in ms" [22] | "Delay Janakiraman et al. in ms" [32] | "Delay Tong et al." | "Delay Jothikumar et al. in ms" [34] |
|-------------|------------------------|---------------------------------|----------------------------------------|---------------------|---------------------------------------|
| 50          | 32.2873679             | 36.932468                       | 39.153866                              | 39.237847           | 39.7768266                           |
| 70          | 33.1606471             | 37.7698548                      | 38.315566                               | 39.805161           | 39.8076779                           |
| 90          | 30.9266673             | 34.9384715                      | 37.3427305                              | 39.321663           | 37.383953                            |
| 120         | 27.3980742             | 27.9429802                      | 36.465805                               | 36.940264           | 37.3669213                           |
| 150         | 25.4706602             | 26.8721583                      | 33.502769                               | 32.9370081          | 37.9056775                           |
| 170         | 23.0747941             | 24.2530223                      | 32.1434133                               | 31.9786625          | 36.8844247                           |

Table 19: Area 1200 × 1200.

| "Node count" | "Delay proposed in ms" | "Delay Adil et al. in ms" [22] | "Delay Janakiraman et al. in ms" [32] | "Delay Tong et al." | "Delay Jothikumar et al. in ms" [34] |
|-------------|------------------------|---------------------------------|----------------------------------------|---------------------|---------------------------------------|
| 50          | 32.6179758             | 36.4508125                      | 39.111538                               | 40.3419632          | 39.4658325                           |
| 70          | 32.4941836             | 36.5501697                      | 37.1592111                               | 39.8756931          | 40.1298338                           |
| 90          | 30.8102917             | 35.0508881                      | 38.1256756                               | 38.5018943          | 37.7813995                           |
| 120         | 27.8814697             | 28.5773844                      | 36.4270542                               | 35.8252124          | 37.4886949                           |
| 150         | 27.0045548             | 28.5593033                      | 33.9712062                               | 34.2376274          | 36.5340843                           |
| 170         | 23.1033163             | 24.888012                       | 31.9534859                               | 31.5716343          | 35.8185035                           |
K-means divides the aggregated data into two segments. “X” marks the centroid of the clusters. The x-axis contains the PDR ∈ [0,1], and the energy consumption is calculated in kW which is plotted on the y-axis. It is evident from the distribution that one segment contains the PDR values that are just below the 0.4 mark.

The divided index can be seen in Table 10, and the formed centroids are given in Table 11.

The separated class is treated as states for the routes, and the action is set to be $R_A \in \{0,1\}$ where $R_A$ is the action taken against the state variable. To modify the current policy update rule that is applied using Bellman’s equation, the separated data are passed to SVM for binary distributed labeling of the routes.

The trained SVM provides the training architecture as illustrated in Table 12.

The update over the trained sample based on the selected policy of learning is defined under the Q-learning architecture, and the following results have been attained that are displayed in Tables 13 and 14.

When compared to the ground truth values of the data, it is evident that the learning rate gets stable in the 3rd iteration, and more than 90% of data are classified correctly. The scaling values of SVM also get updated using the modified learning system and are presented in Table 15.

In order to demonstrate the performed algorithm action, a sample of 49 discoveries has been presented. The proposed algorithm has utilized more than 71361 discovered routes. Amplified learning helps in route optimization as false classified routes are not pursued for long intervals, and hence, QoS does not get affected. This results in optimal QoS values as illustrated in the second segment of this section.

4.2. Segment 2: The Improvisation in QoS. The QoS parameters are evaluated in order to check the effects of the proposed algorithm over the routes. The evaluation contains two parameters, namely, the throughput and delay. As the network remains to sustain when the nodes are alive, and hence, first dead node and the last dead node for 5000 simulations have also been noted and are illustrated as a part of the overall result. The proposed work is compared to other state-of-the-art techniques that are illustrated in the literature as well. The evaluation has been conducted for 5000 test simulations apart from the data aggregation simulations. The comparison of throughput and PDR is demonstrated as an overall architecture of the increasing number of nodes. The delay is illustrated with the variation in size and variation in nodes as well to support the elasticity of the network.

The throughput is evaluated under a standard 1500 x 1500 network layout. As it is evident from Table 16 that with the increasing number of nodes, every algorithm demonstrates an increase in the throughput. It is obvious that if the number of nodes will increase, the number of carriers to data packets will also increase, and hence, the table demonstrates an uprising behavior. The proposed algorithm stands high in terms of throughput in comparison to other state-of-the-art techniques. The significant improvement in throughput is due to the proposed algorithm architecture which boosts the route selection policy by embedding the classification system to discoveries. The proposed routing policies enable the sensor nodes to serve more in the network, and as a result, the average throughput is most efficient for the proposed simulation setup. The most second efficient algorithm next to the proposed algorithm is observed to be the routing policy proposed by Adil et al. For 300 nodes, the proposed algorithm provided 14653 packets/second, whereas Adil et al. resulted in 12548 packets/second. In terms of improvement, the proposed algorithm is 14.77% more efficient in terms of throughput as compared to Adil et al.

The evaluation of the first dead node and the last dead node is evaluated for 5000 iterations, but the maximum sustainability was attained at 3500
iterations. Figure 9 represents the evaluation of the first dead node.

As displayed in Figure 9, as the number of nodes increases, the active number of participants increases, and hence, less energy is consumed per node. It further results in less amount of battery drainage and fewer dead penalties. In comparison to other state-of-the-art techniques, the proposed algorithm performs significantly better. A margin of 8–9% has been attained prior to 170 nodes in the list. After 170 nodes, it has been observed that the growth in attainment efficiency becomes static in terms of dead nodes. When compared to Adil et al., the percentage difference is quite low after 170 nodes and is illustrated in Table 17.

After 170 nodes, it has been observed that the growth in attainment efficiency becomes static in terms of dead nodes. When compared to Adil et al., the percentage difference is quite low after 170 nodes and is illustrated in Table 17 and is presented in Figure 10.

This research article aims to minimize the overall propagation delay, and hence, the delay is evaluated under different varying area sizes as well. The evaluation has been performed keeping 4 different area sizes i.e., \(1000 \times 1000, 1200 \times 1200, 1500 \times 1500, 1800 \times 1800\). The purpose is to check the elasticity of the proposed algorithm against the other state-of-the-art algorithms. The tabular analysis is presented in Tables 18–21.

The evaluated delay values are computed in ms. As the network deployment area increases, the propagation delay increases throughout the network. As with the increasing number of nodes and as the participants are more available to transfer the data, the delay decreases in the deployment area size, but it is also evident that increase in the area raises the propagation delay. As for example, the delay for the proposed algorithm in area size \(1800 \times 1800 \text{m}^2\), with a full stack node of 170, is noted to be 26.334 ms where as for the same simulation setup with decreased area by 200 units viz. in the area size of \(1500 \times 1500 \text{m}^2\) the delay is noted to be 25.435 ms which is approximately 1 ms less than next area size This pattern could also be observed in other algorithmic architectures, but still, the proposed algorithm outcasts the existing algorithms by more than 3 sec on an average in any overall scenario which marks an improvement of 7% from the existing algorithms.

5. Conclusion

In the present work, an improved route discovery mechanism is proposed based on the Q-learning model of reinforcement learning. This reward-based learning mechanism is used to significantly minimize the overall communication delay observed during communication performed over long distances in WSN. To evaluate the work, deployment areas are varied from \(1000 \text{ m}^2\) to \(1800 \text{ m}^2\) along with variation in the number of nodes deployed in the network. The number of nodes here varies from 50 to 300 that provided a comprehensive investigation of the designed mechanism. In addition to delay analysis, throughput, PDR, and first dead node analysis were also performed to justify the effectiveness of the enhanced routing mechanism to deliver a quality of service with minimal communication delay. The practical difficulties of creating long-distance communication may now be overcome by adopting hop-oriented routing networks thanks to technical improvements. However, the quality of service (QoS), particularly in terms of significant communication latency, is often deteriorated by long-distance data transmissions. As a result, in the work that is being given, a reward-based routing system that tries to minimize the total latency and is assessed under various circumstances provided. Up until a threshold simulation was not reached, the routing method entailed fine-tuning the CH selection mechanism based on a mathematical model. To provide a high-quality service, examples of CH coverage estimations are also given for potential paths between the source and the destination. Based on this knowledge, the Q-learning model’s learning process receives the data obtained from previous simulations. In order to obtain the shortest possible transmission delay, the job is assessed in terms of throughput, PDR, and the first dead node. Area variation is also investigated in order to determine how an increase in the deployment area and node count affects the Q-learning-based approach designed to reduce latency. The success of the suggested method in terms of throughput, the first dead node, and delay analysis is justified by a comparison to four other research studies. Q-learning is a prominent technique right now since it lacks modeling. Deep learning may be used to help the Q-learning model as well. Numerous artificial neural networks used in deep learning choose the appropriate weights to get the best potential answer. Deep Q-learning is a type of Q-learning using neural networks. These methods help firms make significant progress in job completion and decision making.
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