Approximate Solutions of Dirac Equation with Hyperbolic-Type Potential
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Abstract The energy eigenvalues of a Dirac particle for the hyperbolic-type potential field have been computed approximately. It is obtained a transcendental function of energy, \( \mathcal{F}(E) \), by writing in terms of confluent Heun functions. The numerical values of energy are then obtained by fixing the zeros on “E-axis” for both complex functions \( \text{Re}[\mathcal{F}(E)] \) and \( \text{Im}[\mathcal{F}(E)] \).
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1 Introduction

The Schrödinger equation is the starting point to taking into account the quantum mechanical effects in physical systems. The Klein–Gordon (KG) and Dirac equations have to be investigated if one also would study the relativistic effects on them. It is well known that the potential forms for which KG and Dirac equations can be solved exactly are very restricted. So, the approximate solutions of the above equations for equal and/or unequal scalar and vector potentials become important to achieve some informations about physical system. The potential fields having exponential shapes are one of the important part having exact or approximate solutions for KG and Dirac equations, and have received great attention in the last few decades.[1–15]

The case where scalar and vector potentials are nearly equal in magnitude with opposite sign, \( S(r) \approx -V(r) \), is called the pseudospin symmetry, and the Dirac equation has pseudospin symmetric solutions in that case.[16–17] If scalar and vector potentials satisfy the condition \( S(r) \approx V(r) \) then the Dirac Hamiltonian has the spin symmetry.[18] The pseudospin symmetry is an exact symmetry for Dirac Hamiltonian under the condition \( d(S(r) + V(r))/dr = 0 \) while the spin symmetry is an exact one under the condition \( d(-S(r) + V(r))/dr = 0 \).[19–20] We present here the approximate analytical solutions of Dirac equation for the case where \( S(r) \approx -V(r) \) corresponding to pseudospin symmetry for a potential field which could be written in an exponential form. This hyperbolic-type potential has been studied for the non-relativistic case,[21–22] and the effects of position-dependent mass on spectrum have also been computed.[23] The explicit form of the potential (Fig. 1) is

\[
V(r) = -V_0 \frac{\sinh^2(r/2d)}{\cosh^2(r/2d)},
\]

where the potential parameters \( V_0 \) and \( d \) correspond to depth, and width of potential, respectively. Becasue of the \( p \) and \( q \) the above expression defines a class of potentials such as \( q = -2, 0, 2, 4, 6 \) and \( p = -2, 0, \ldots, q \). The case \( (q, p) = (2, 0) \) describes the Pöschl–Teller potential. For the potentials with \( q = -2, 0, 2 \), the Schrödinger equation can be converted into the type of hypergeometric equations.[24] The Schrödinger equation for the case where \( q = 4, 6 \) could be written in the form of a confluent Heun equation.[24] In the present work, we achieve also a confluent Heun differential equation[25–26] by converting the Dirac equation for the case where \( (q, p) = (6, 4) \) by using suitable transformations on coordinate variable \( r \).

![Fig. 1 The hyperbolic-type potential for \( V_0 = 200 \), \( d = 0.5 \).](http://www.iop.org/EJ/journal/ctp http://ctp.itp.ac.cn)
we give the basic equations briefly which also contain some mathematical properties of the solutions of confluent hypergeometric-type equation. In Sec. 3, we handle a transcendental equation which could be solved numerically for the bound states. This equation is written in terms of the wave functions, and we provide the zeros of the real and imaginary parts of transcendental equation which correspond to the points on “E-axis” where the two curves cross. We finally give our conclusions.

2 The Outline of Dirac Equation

The Dirac equation for a particle with mass $\mu'$ is written as\cite{27}
\[
[\vec{\alpha} \cdot \vec{p} + \beta [\mu' + S(r)] + V(r) - E] \Psi(r) = 0, \quad (2)
\]
where $E$ is the energy, $\vec{p}$ is the linear momentum, $\vec{\alpha}$ and $\beta$ are $4 \times 4$ matrices having following form, respectively,\cite{27}
\[
\vec{\alpha} = \begin{pmatrix} 0 & \sigma \\ -\sigma & 0 \end{pmatrix}, \quad \beta = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}.
\]
Here, $\sigma$ is Pauli matrix, and $I$ corresponds to $2 \times 2$ unit matrix. The spherically symmetric Dirac spinor is written in terms of the quantum numbers $n$ (usual quantum number), $\kappa$ (spin-orbit quantum number), $\ell$ (orbital angular momentum quantum number), $m$ (z-component of angular momentum quantum number), and has the following form
\[
\Psi(r) = \frac{1}{r} \left( F(r) Y^j_{\ell m}(\theta, \phi) \right), \quad (3)
\]
where $\ell = \ell + 1$, and $\kappa = \pm (j + 1/2)$ with $j = \ell \pm 1/2$ (total angular momentum quantum number). The functions $Y^j_{\ell m}(\theta, \phi)$ and $\tilde{Y}^j_{\ell m}(\theta, \phi)$ are spherical harmonics, and $F(r)/r$ and $G(r)/r$ are radial part of the Dirac spinor. By inserting Eq. (3) into Eq. (2), we have two coupled differential equations
\[
\left( \frac{d}{dr} - \frac{\kappa}{r} \right) G(r) - [\mu' - E + V(r) + S(r)] F(r) = 0, \quad (4a)
\]
\[
\left( \frac{d^2}{dr^2} - \frac{\kappa(\kappa - 1)}{r^2} + (\mu' - E + C) [V(r) - S(r)] \right) G(r) = \left[ \mu'^2 - E^2 + C(\mu' + E) \right] G(r), \quad (5a)
\]
By using Eq. (4a) for $F(r)$, and substituting it into Eq. (4b), we obtain two independent, second-order differential equations as
\[
\left\{ \frac{d^2}{dr^2} - \frac{\kappa(\kappa + 1)}{r^2} - (\mu' + E - C') [V(r) + S(r)] \right\} F(r) = \left[ \mu'^2 - E^2 - C'(\mu' - E) \right] F(r), \quad (5b)
\]
where the constants $C = V(r) + S(r)$ (i.e., $dC/dr = 0$), and $C' = V(r) - S(r)$ (i.e., $dC'/dr = 0$), respectively. In the next section, we deal with the solutions of Eq. (5a) for the potential under consideration.

3 Hyperbolic-Type Potential

Inserting the potential with (6, 4) into Eq. (5a), taking into account $V(r) + S(r) = C$, and using the approximation instead of the centrifugal term
\[
1/r^2 \approx \frac{1}{4 \sinh^2(r/2d)}
\]
gives us
\[
\left[ \frac{d^2}{dr^2} - 4d^2 \left( \frac{\kappa(\kappa - 1)}{4 \sinh^2(x)} - M V_0 \sinh^4(x) - \varepsilon \right) \right] G(x) = 0, \quad (6)
\]
where $x = r/2d$, $M = \mu' - E + C$, and $\varepsilon = \mu'^2 - E^2 + C(\mu + E)$. By making a new transformation $y = 1/\cosh^2(x)$, writing the wave function $G(y) = e^{Ay} f(y)$, and with the help of following abbreviations
\[
a_1 = -\frac{1}{4} d^2 M V_0 - d^2 \varepsilon, \quad (7a)
\]
\[
a_2 = a_1 + d^2 M V_0, \quad (7b)
\]
we obtain a differential equation for $f(y)$ as
\[
\left\{ \frac{d^2}{dy^2} + \left( 2A + 1 \frac{1}{y} - \frac{1/2}{1 - y} \right) \frac{dy}{dy} + \left[ A + a_1 \frac{dy}{dy} - \frac{a_2 - A/2}{1 - y} - \frac{d^2 \varepsilon}{y^2} - \frac{d^2 \kappa(\kappa - 1)}{4 (1 - y)^2} \right] \right\} f(y) = 0, \quad (8)
\]
with $A^2 = -d^2 M V_0$.

Finally, the transformation such as $f(y) = y^{p'} (1 - y)^{q'} H(y)$ gives us a second-order differential equation
\[
\left\{ \frac{d^2}{dy^2} + \left( 2A + 1 + 2p'/y - \frac{2q' + 1/2}{1 - y} \right) \frac{dy}{dy} + \left[ 2A p' + A + a_1 - 2p' q' - q' - \frac{p'}{2} \frac{1}{y} \right] \frac{1}{y} \right\} H(y) = 0, \quad (9)
\]
where the constant $p'$ and $q'$ in this equation should satisfy the equalities $p' (p' - 1) + p' - d^2 \varepsilon = 0$, and $q' (q' - 1) + q'/2 - (1/4) d^2 \kappa (\kappa - 1) = 0$, respectively, for getting a confluent Heun-type equation.\cite{25-26} If we write Eq. (9) as
\[
\left\{ \frac{d^2}{dy^2} + \left( 2A + 1 + B_1/y + 1 + B_2/y - 1 \right) \frac{dy}{dy} + \frac{B_3 y + B_4}{y(y - 1)} \right\} H(y) = 0, \quad (10)
\]
where
\[
B_1 = 2p', \quad B_2 = 2q' - (1/2), \quad B_3 = 2A(p' + q') + a_1 - a_2 + 3A/2, \quad B_4 = (1 + 2p')(q' - A) - a_1 + p'/2, \quad (11)
\]
and compare with the form\textsuperscript{[26]}:
\[
\left\{ \frac{d^2}{dz^2} + \left( \frac{A + \beta + 1}{z} + \frac{\gamma + 1}{z-1} \right) \frac{d}{dz} + \left( \frac{\nu}{z - 1} \right) \right\} H(z) = 0,
\]
we write the solution of Eq. (10) as \( H(y) = \text{HeunC}(\alpha, \beta, \gamma, \delta, \eta, y) \). Equation (10) has two regular singularities at \( y = 0 \), \( y = 1 \), and an irregular singularity at \( y \to \infty \). So, the solution is given by\textsuperscript{[26]}
\[
H(y) = \sum_{n=1}^{\infty} d_n y^n,
\]
where the coefficients \( d_n \) satisfy the relation \( A_n d_n = B_n d_{n-1} + C_n d_{n-2} \) with the conditions \( d_0 = 1 \) and \( d_1 = 1 \) with initial conditions \( d_{-1} = 0 \) and \( d_0 = 1 \). The coefficients in this summation are
\[
A_n = 1 + \beta/n,
\]
\[
B_n = 1 + (\beta + \gamma - \alpha - 1)/n + (\eta - \beta)/2 + (\gamma - \alpha + \beta + 1)/n^2,
\]
\[
C_n = \alpha(\beta + \gamma + 2/n - 1)/n^2.
\]
where \( A_n \to 1 \), \( B_n \to 1 \) and \( C_n \to 0 \) if \( n \to \infty \). It is assumed that the normalization of \( \text{HeunC}(\alpha, \beta, \gamma, \delta, \eta, y) = 1 \). The parameters introduced in last equation satisfy the relations
\[
\mu = (1/2)(\alpha - \beta - \gamma + \beta(\alpha - \beta)) - \eta,
\]
\[
\nu = (1/2)(\alpha + \beta + \gamma + \gamma(\alpha + \beta)) + \delta + \eta.
\]
In the present work, we have the set of equations about parameters
\[
\alpha = 2A, \quad \beta = B_1, \quad \gamma = B_2, \quad \mu = -B_4, \quad \nu = B_3 + B_4,
\]
\[
\eta = A(1 + 2B_1) + B_4 - \frac{1}{2}(B_1 + B_2 + B_1B_2), \quad \delta = B_3 - A(2 + B_1 + B_2).
\]
We need two conditions as follows\textsuperscript{[24]–[26]}
\[
\delta = -\frac{\alpha(N + 1 + \beta + \gamma)}{2},
\]
\[
\Delta_{N+1} = 0,
\]
to obtain a confluent Heun polynomial of degree \( N \geq 0 \) for \( y \) (see Ref. [21], for details). \( \Delta_{N+1} \) in Eq. (17b) is an \((N + 1) \times (N + 1)\) determinant. In the light of the above requirements, we write two linearly independent solutions\textsuperscript{[26]}
\[
G^{(1)}(x) \sim \exp[\text{Asech}^2(x)] \text{sech}^{2\nu}(x) \text{tanh}^{2\nu}(x) \text{HeunC}(\alpha, \beta, \gamma, \delta, \eta, \text{sech}^2(x)),
\]
\[
G^{(2)}(x) \sim \exp[\text{Asech}^2(x)] \text{sech}^{2(\nu-B_1)}(x) \text{tanh}^{2\nu}(x) \text{HeunC}(\alpha, \beta, \gamma, \delta, \eta, \text{sech}^2(x)).
\]
The confluent Heun functions \( \text{HeunC}(\alpha, \beta, \gamma, \delta, \eta, y) \) are convergent within \(|y| < 1\), and asymptotic behaviour at \( y = 1 \) is not known.\textsuperscript{[21,23–28]} So, by expanding the solution about the other singular point we could obtain an analytical continuation for the Heun function. We find a transcendental function corresponding also the Wronskian written in terms of wave functions\textsuperscript{[25,28]} which could be solved numerically for relating two solutions. The other set of solutions can be obtained by defining a new variable \( z = 1 - y \), in this instance Eq. (10) becomes
\[
\left\{ \frac{d^2}{dz^2} + \left( \frac{2A + 1 + B_1}{z} + \frac{1 + B_2}{z-1} \right) \frac{d}{dz} + \left( -\frac{B_3 + B_4}{z} + \frac{B_4}{z-1} \right) \right\} H(z) = 0,
\]
with two linearly independent solutions
\[
G^{(3)}(x) \sim \exp[\text{Asech}^2(x)] \text{sech}^{2\nu}(x) \text{tanh}^{2\nu}(x) \text{HeunC}(\alpha, \beta, -\gamma, \delta, \eta + \delta, \text{tan}^2(x)),
\]
\[
G^{(4)}(x) \sim \exp[\text{Asech}^2(x)] \text{sech}^{2(\nu-B_1)}(x) \text{tanh}^{2\nu}(x) \text{HeunC}(\alpha, -\gamma, \beta, -\delta, \eta + \delta, \text{tanh}^2(x)).
\]
Within the quantum mechanics, we should construct mathematical equalities for the wave functions satisfying the continuity conditions which will be discussed in next section.

4 Bound States

We could require that two solutions, \( G^{(1)}(x) \) and \( G^{(3)}(x) \), are sufficient to obtain the energy spectrum. Quantum mechanical restrictions say us that the wave functions and its derivatives must be continuous such as
\[
\frac{dG^{(1)}(x)}{dx} \bigg|_{x_1} = \frac{dG^{(3)}(x)}{dx} \bigg|_{x_1},
\]
\[
G^{(1)}(x) \bigg|_{x_1} = G^{(3)}(x) \bigg|_{x_1}.
\]
which could be combined as a determinant
\[
\left| \begin{array}{cc}
G^{(1)}(x_1) & G^{(3)}(x_1) \\
\frac{dG^{(3)}(x)}{dx} |_{x_1} & \frac{dG^{(1)}(x)}{dx} |_{x_1}
\end{array} \right| = 0,
\]
(21)
where providing a point \((x_1)\) in analytical domains of both \(G^{(1)}(x)\) and \(G^{(3)}(x)\). Equation (21) gives us a transcendental equation, and we write for nontrivial solutions
\[
\mathcal{F}(E) = G^{(1)}(x)|_{x_1} \left( \frac{dG^{(3)}(x)}{dx} \right)|_{x_1} - G^{(3)}(x)|_{x_1} \left( \frac{dG^{(1)}(x)}{dx} \right)|_{x_1} = 0.
\]
(22)

Fig. 2 The energy spectrum is derived by solving numerically the transcendental equations \(\text{Re}[\mathcal{F}(E)] = 0\) and \(\text{Im}[\mathcal{F}(E)] = 0\). In the figure, we show \(\text{Re}[\mathcal{F}(E)]\) (solid line) and \(\text{Im}[\mathcal{F}(E)]\) (dashed line). The energy eigenvalues are given by the points on horizontal line where two curves cross. Parameters: \(\kappa = 1, C = 0, \hbar = c = 1\).

Since the function \(\mathcal{F}(E)\) is complex, the independent equations \(\text{Re}[\mathcal{F}(E)] = 0\) and \(\text{Im}[\mathcal{F}(E)] = 0\) should be solved to obtain real solutions (bound states energies). These two equations can be solved numerically because they are transcendental equations and the energy eigenvalues are the points, which correspond to the one on “E-axis” where plots of \(\text{Re}[\mathcal{F}(E)] = 0\) and \(\text{Im}[\mathcal{F}(E)] = 0\) are cross. In Fig. 2, we show the dependence of \(\mathcal{F}(E)\) on \(E\) with \(x_1 = 1\) for the potential parameters \(V_0 = 200\), and \(d = 0.5\). The trigonometric potential has three states at points \(E = -6.60, -11.83\) and \(-16.13\) for \(\mu' = 2.0\), while the ones at points \(E = -5.99, -11.26\) and \(-15.63\) for \(\mu' = 0.5\), and also at points \(E = -5.88, -11.12\) and \(-15.53\) for \(\mu' = 0.01\), respectively. The values of bound state energies shift to left on “E-axis” while the mass increases which means that the energy levels appear in more deeper of potential-well.

5 Conclusion
The hyperbolic-type potential has been solved for a Dirac particle under the case where scalar and vector potentials are equal in magnitude with opposite in sign. The solutions have been computed in terms of confluent Heun functions. The reader can find a detailed review about using these functions in physics in Ref. [29] where the author(s) collect also many of works in literature about this subject. The bound state energies have been found numerically by obtaining the zeros of transcendental function \(\mathcal{F}(E)\) on “E-axis”. It has been given two plots of \(\mathcal{F}(E)\) for different mass values to see the bound state energies clearly.
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