Interpretation of Four Unique Phenomena and the Mechanism in Unsteady Flow Separation Controls
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Abstract: Unsteady flow separation controls are effective in suppressing flow separations. However, the unique phenomena in unsteady separation control, including frequency-dependent, threshold, location-dependent, and lock-on effects, are not fully understood. Furthermore, the mechanism of the effectiveness that lies in unsteady flow controls remains unclear. Thus, this study aims to interpret further the unique phenomena and mechanism in unsteady flow separation controls. First, numerical simulation and some experimental results of a separated curved diffuser using pulsed jet flow control are discussed to show the four unique phenomena. Second, the bases of unsteady flow control, flow instability, and free shear flow theories are introduced to elucidate the unique phenomena and mechanism in unsteady flow separation controls. Subsequently, with the support of these theories, the unique phenomena of unsteady flow control are interpreted, and the mechanisms hidden in the phenomena are revealed.
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1. Introduction

Flow separations often occur on airplane wings or compressor blades and result in lift losses or total pressure losses. In some serious cases, they may even cause airplane stall or engine surge. The use of design optimization technique of wings or blades effectively delays the occurrence of separation. However, for a near-stall wing or blade, the margin for design optimization to delay separations is small, whereas its difficulty is high. Thus, flow control methods are useful in suppressing or completely eliminating separation for fluid machinery with high-risk of flow separations. Unsteady flow controls are demonstrated to be more efficient than steady flow controls because less energy is needed to achieve the same control performance [1,2]. Typical unsteady flow control methods include acoustic excitation [3], synthetic jet [4], pulsed jet [5], wall oscillation [6], traveling wave wall [7] and plasma actuator [8] (see Table 1).

As nonlinear systems, unsteady flow separations with external excitations have many different characteristics from linear systems, as well as the existence of unique phenomena. On the basis of existing numerical and experimental results, the typical phenomena include frequency-dependent, threshold, position-dependent, and lock-on effects. Frequency-dependent effect indicates that the best control performance occurs when the external excitation frequency is near a certain value. Hence, an optimal non-dimensional external excitation frequency exists; this frequency is defined as $f_{opt}^+ = f_e X_{te}/U_\infty = O(1)$, where $f_e$ is the external excitation frequency, $X_{te}$ is the distance from the excitation to the trailing edge of the wing or blade, and $U_\infty$ is the inflow velocity [1]. Seifert [9], Hsiao [10], and our study [11] also achieved similar results. Notably, frequency-dependent effect also exists in linear systems; for example, resonance in linear vibration depends on the excitation frequency but may share
different mechanisms with unsteady flow control. Threshold effect means that only when the intensity of external excitation reaches a certain value or more can a significant control effect be achieved. This effect is a typical nonlinear one. In linear vibration, the response amplitude is simply proportional to the excitation amplitude, and no such threshold exists. The intensity of external excitation is often evaluated by the momentum coefficient $C_\mu$. With regard to different cases (e.g., different geometries and Reynolds numbers), the threshold value of $C_\mu$ will vary from $O(10^{-4})$ to $O(10^{-2})$ [1]. Moreover, excessive $C_\mu$ may result in negative effects; therefore, the optimal value of $C_\mu$ is determined in some studies [9]. Location-dependent effect refers to the fact that the optimal location of external excitation is generally at or near the separation point. For example, excitation is usually applied at the shoulder of a defected flap or at the leading-edge of a sharp airfoil [1]. Another unique phenomenon in unsteady separation controls is the lock-on effect. Effective unsteady control with calibrated parameters is often accompanied by a lock-on effect, including phase- and frequency-lock [12]; otherwise, lock-on may not happen. However, in a linear vibration system, the vibration will consistently be locked to the excitation, regardless of the excitation frequency. This phenomenon indicates that effective control is related to the specific details of the coherent structures (no such structures lies in solids for vibration analysis). Thus, the understanding of these four unique phenomena is a key step in revealing the nonlinearity of unsteady flow separation controls.

### Table 1. Typical unsteady flow control methods.

| Unsteady Flow Control Methods | Brief Description |
|-------------------------------|-------------------|
| Acoustic excitation           | Acoustic excitation is produced by a sound source and is used to excite the boundary layer to control its transition or separation. |
| Synthetic jet                 | Synthetic jet uses the wall vibration of a cavity to form periodic suction and blowing. Its mass flow input is zero, while momentum output is not zero. |
| Pulsed jet                    | Pulsed jet uses high-pressure air sources and periodically opens and closes valves to form periodic jet disturbance. |
| Wall oscillation              | Wall oscillation is set a movable wall, which can vibrate periodically at the appropriate position, so as to reduce the flow resistance or separation. |
| Traveling wave wall           | Traveling wave wall control originated from bionics. Proper Travelling Wave can capture a series of stable vortices and separate the mainstream from the wall (serving as “Fluid Roller Bearings”), resulting in the reduction of flow resistance or separation. |
| Plasma actuator               | Plasma actuator uses the plasma motion under electromagnetic force or the temperature and pressure changes caused by gas discharge to control the flow field. |

Aside from the understanding of the phenomena, the mechanism of unsteady flow controls remains unclear [13]. However, widely accepted consensuses are observed on unsteady flow control. The first consensus is that periodic excitation is relevant with flow instability. Transition is related to Tollmein–Schlichting (T–S) waves generated by instability in laminar flows. In addition, flow instability, such as Kelvin–Helmholtz (K–H) instability, exists in turbulent flows. The external excitation with proper parameters can use flow instability and interact with coherent structures caused by instability [2]. On this basis, some unsteady flow control studies (e.g., acoustic excitation and pulsed jet flow control) use Orr–Sommerfeld (O–S) equation or its variants in linear stability theory to the quantitative analysis of flow instabilities [3,14]. Notably, although some weakly nonlinear stability theories (e.g., Stuart–Landau (S–L) theory [15]) can describe particular and simple phenomena, nonlinear stability theory remains immature. Another consensus is that excited free shear flow is the basis of unsteady flow control [1]. For typical wings and blades, although flow instabilities lie in the shear layer, separation bubbles, wakes and their coupling interactions [16], the free shear flow and its corresponding K–H instability are considered to be the most important and representative. From the theoretical and experimental studies of unexcited [17] and excited free shear flows [18], the relationship between the external excitation and coherent structures in the free shear layer is simple and well revealed in comparison with other complex flow structures (e.g., flow separations). Thus,
flow instability and excited free shear flow are now the foundations of unsteady flow control, despite the vagueness of unsteady flow separation control mechanisms.

In this study, we initially present the four unique phenomena of pulsed jet flow control in a curved diffuser with flow separation. Second, the two foundations for unsteady flow control, flow instability, and excited free shear flow are briefly introduced. Then, the four phenomena of unsteady flow control (i.e., frequency-dependent, threshold, position-dependent, and lock-on effects) are interpreted in detail on the basis of basic theories. Furthermore, we discuss the mechanism of unsteady flow control that the phenomena imply to increase the understanding of unsteady flow controls further.

2. Unique Phenomena of Pulsed Jet Flow Control in a Curved Diffuser

2.1. Adopted Diffuser and Pulsed Jet Flow Control

The phenomena of unsteady flow separation control are presented in this section. The typical flow separation is realized by a curved diffuser, as shown in Figure 1a. The diffuser is used to simulate the flow separation on the suction side of a compressor blade, and is sufficiently simple to avoid the complex coupling between the flow separation and the wake to a certain extent. The geometry of the diffuser consists of three parts, that is, a 34.3-mm-long inlet, an 80-mm-long (chord length) blade section, and a 55.5-mm-long outlet. The height of the diffuser is 100 mm. In this study, the angle of attack (α) of the diffuser is defined as the angle between the inlet flow and the blade angle at its leading edge. In some simulated cases, we adjust the angle of attack to change the size of the separation zone. For numerical simulation and experiment, the Mach number of the inlet is set to 0.1 to avoid the effect of compressibility. Moreover, the corresponding Reynolds number characterized by the chord length is $1.81 \times 10^5$.

(a) The Curved Diffuser

(b) Front View, Back View, and Part View

(c) Experimental Devices

Figure 1. Diagram of the (a) curved diffuser and (b) pulsed jet flow control device; (c) experimental devices.

The unsteady flow control method is based on the pulsed jet without external energy [11]. The pulsed jet device uses the pressure difference between the pressure and suction sides of the blade as the driving force of the jet, thereby avoiding complex air source and energy supply. The pulsed jet can then be produced using a valve that can open and close periodically at a certain frequency. Figure 1b
shows that the valve is a hollow shaft driven by a micro motor. Thus, a certain speed of the motor corresponds to a particular pulsed jet frequency. Additional details about the pulsed jet flow control without external energy can be found in Reference [11].

2.2. Numerical and Experimental Methods

Large eddy simulation is used to simulate numerically the flow field of the curved diffuser with pulsed jet flow control. ANSYS Fluent software is used for the numerical simulation. The near-wall grids are densified to ensure that $y^+ \approx 1$ ($y^+ = y \sqrt{\tau_w / \rho / \nu}$, where $y$ is the distance to the wall, $\tau_w$ is the wall shear stress, $\rho$ is density and $\nu$ is kinematic viscosity). Given the total pressure at the inlet and the static pressure at the outlet, the inlet Mach number is approximately 0.1. A flux boundary condition with sinusoidal signal is used to simulate the pulsed jet. Dual-time stepping is used to solve the unsteady process, and the physical time step is set as $10^{-5}$ s. For pulsed jet control, we focus on the fully developed state rather than the transient state. Thus, when the mass flow rate of the diffuser is quasi-periodic, the flow field is considered fully developed and only $10^4$ physical time steps of the fully developed unsteady flow field are analyzed. Moreover, the key parameters, such as total and static pressure of the inlet/outlet, are monitored during the iteration. Furthermore, we discuss the time-varying static pressure at the monitoring point (Figure 1a).

In addition, some experimental data are obtained to verify the simulated characteristics. The experimental and measuring devices are shown in Figure 1c. Moreover, the pulsed jet without external energy is used as the flow control device. The hollow rotating shaft is driven and controlled by a stepping motor to adjust the jet frequency. The time-averaged measurement parameters mainly include the total and static pressure of the inlet/outlet. The pressure probes are located at 50% of the blade height in the diffuser to avoid the three-dimensional effect to a feasible extent. Reference [19] provides additional details about the numerical simulation and experiment.

2.3. Definition of the Parameters in Pulsed Jet Flow Control

We initially define some important parameters to analyze the phenomena in unsteady flow control. In pulsed jet flow control, the definition of the reduced frequency (or non-dimensional frequency) $F^+$ is:

$$F^+ = f_e / f_n$$

where $f_e$ is the pulsed jet frequency, and $f_n$ is the natural frequency of the uncontrolled flow field.

The momentum coefficient $C_\mu$ in pulsed jet flow control is defined as [1]:

$$C_\mu = \frac{h_j}{0.5 \rho_0 V_0^2 L_0} \int_0^T \rho_j V_j^2 dt$$

where $\rho_j$, $V_j$, $h_j$, and $T$ are the density, velocity, slot width, and period of the pulsed jet, respectively; and $\rho_0$, $V_0$, and $L_0$ are the characteristic density, velocity, and length, respectively (parameters at the inlet of the diffuser are used in this case). The momentum coefficient $C_\mu$ is usually used to evaluate the intensity of flow control.

The reduced jet location $x^+$ is defined as:

$$x^+ = \frac{x - x_s}{c},$$

where $x$ is the location of the pulsed jet, $x_s$ is the location of the separation point, and $c$ is the chord length in the curved diffuser.

The non-dimensional parameters $F^+$, $C_\mu$, and $x^+$ are used to describe the frequency, intensity, and location of pulsed jet flow control, respectively. Furthermore, we need a parameter to evaluate the flow loss or control performance of the curved diffuser. Assuming that $P_0^*$ and $P_1^*$ are the total pressure
at the inlet and at the outlet of the curved diffuser, the total pressure loss coefficient $\omega$ of the curved diffuser is defined as:

$$\omega = \frac{p^*_b - p^*_1}{0.5\rho_0 V_0^2}. \tag{4}$$

Subsequently, we can calculate the total pressure loss coefficients with and without pulsed jet control (denoted as $\omega_c$ and $\omega_n$, respectively). Flow controls are aimed to reduce flow loss. Thus, we define the relative total pressure loss coefficient $\omega_R$, which bridges the flow losses with and without control, as follows:

$$\omega_R = \frac{\omega_c - \omega_n}{\omega_n}. \tag{5}$$

This parameter is used to evaluate the overall effect on the separation in the curved diffuser.

2.4. Unique Phenomena of Pulsed Jet Flow Control

2.4.1. Frequency-Dependent Effect

The frequency-dependent effect indicates that the flow control is relevant with the frequency of external excitation. This effect also exists in the pulsed flow separation control of a curved diffuser.

When $\alpha = 9^\circ$, $C_\mu = 0.45\%$, and other parameters of the pulsed jet remain unchanged, the numerical simulation and experiment show that the relative total pressure loss coefficient varies with the pulsed jet frequency (Figure 2a). Notably, when $F^+ = 1$, the total pressure loss coefficient is the lowest, whereas the flow control performance is the best. Moreover, when $\alpha = 12^\circ$ and $C_\mu = 1.2\%$, the numerical simulation shows that the relative total pressure loss coefficient is also the lowest when $F^+ = 1$ (Figure 2b). The frequency-dependent effect is reflected in both cases.
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**Figure 2.** Relative total pressure loss coefficient ($\omega_R$) of the curved diffuser versus reduced pulsed jet frequency ($F^+$): (a) $\alpha = 9^\circ$, $C_\mu = 0.45\%$; (b) $\alpha = 12^\circ$, $C_\mu = 1.2\%$.

2.4.2. Threshold Effect

Threshold effect also exists in the pulse jet flow control of the curved diffuser. Figure 3 shows the relative total pressure loss coefficient ($\omega_R$) of the diffuser versus the momentum coefficient ($C_\mu$) of the pulsed jet when $\alpha = 12^\circ$ through numerical simulation. The threshold of momentum coefficient is approximately 1%. When the momentum coefficient is lower than this threshold, the total pressure loss coefficient does not considerably change. However, when the momentum coefficient is higher than this threshold, the total pressure loss coefficient decreases considerably with the momentum coefficient.
2.4.3. Location-dependent Effect

The numerical and experimental results show the relationship between the relative total pressure loss coefficient \( \omega_R \) of the curved diffuser and the reduced position of the pulsed jet \( x^+ \) when \( \alpha = 9^\circ \), \( C_\mu = 0.45\% \), and \( F^+ = 1 \) (Figure 4). The relative total pressure loss coefficient is the lowest when the pulsed jet is placed at the separation point, and the corresponding flow control performance is the best. As the position of the pulsed jet moves upstream or downstream of the separation point, the flow control performance decreases gradually.

Figure 3. Relative total pressure loss coefficient \( \omega_R \) of the curved diffuser versus momentum coefficient \( C_\mu \) of the pulsed jet (\( \alpha = 12^\circ \) and \( F^+ = 1 \)).

Figure 4. Relative total pressure loss coefficient \( \omega_R \) of the curved diffuser versus reduced position \( x^+ \) of the pulsed jet (when \( \alpha = 9^\circ \), \( C_\mu = 0.45\% \), and \( F^+ = 1 \)).

2.4.4. Lock-on Effect

Lock-on effect reflects the relationship between the phase of external excitation and the control performance. Frequency and phase locking are the main characteristics of the lock-on effect [20,21]. Figure 5a shows the relationship between the reduced dominant frequency of the system (the flow field) \( F_s^+ \) (\( F_s^+ = f_s / f_n \), where \( f_s \) is the dominant frequency of static pressure at the monitoring points) versus the reduced frequency of the pulse jet \( F^+ \). Frequency locking \( (F_s^+ \approx F^+) \) only occurs near the region where \( F^+ \approx 1 \), which is called the lock-on region. Inside this region, the control performance is also remarkable by coincidence. Outside the lock-on region, the main frequency of the system is the same \( (F_s^+ \approx 1 \neq F^+) \), which is approximately equal to that of the uncontrolled flow field.
Figure 5b shows the dimensionless fluctuating pressure \( p' \) \((p' = (p - \bar{p})/(0.5\rho_0 V_0^2))\), where \( \bar{p} \) is the time-averaged static pressure) at the monitoring point that varies with time when \( F^+ = 1 \) and under different pulse jet phases \( \varphi_e \). Although the amplitude of pressure changes in the actual flow, \( \varphi_s - \varphi_e \approx \text{const} \) (\( \varphi_e \) and \( \varphi_s \) are the phases of the pulsed jet and the system, respectively), which indicates the occurrence of phase locking.

\[ F^+ \]

\[ p' \]

Figure 5. Lock-on effect in the curved diffuser with pulsed jet flow control: (a) Frequency locking (reduced dominant frequency of the system \( F_s^+ \) versus reduced frequency of pulse jet \( F^+ \)); (b) phase locking (\( F^+ = 1 \) with different values of \( \varphi_e \)).

The phenomenological analysis of pulse jet flow control in a curved diffuser exhibits frequency-dependent, threshold, position-dependent, and lock-on effects, which correspond to the frequency, intensity, position, and phase of the external excitation, respectively. These unique phenomena need further explanation to reveal the hidden control mechanism.

3. Theoretical Basis of Unsteady Flow Controls

Flow instability is the main factor in the generation of dominant coherent structures in flow separations, and the excited shear flow is the basis of unsteady flow control. Therefore, the basic theories of these two aspects are briefly introduced in this section. On the basis of these theories, the unique phenomena in unsteady flow separation control can be interpreted.

3.1. Linear and Weakly Nonlinear Stability Theory

3.1.1. Linear Stability Theory and O–S Equation

Some time-averaged velocity profiles are inherently unstable, and small disturbances in the environment can be amplified through flow instability and produce vortical structures. O–S equation is used to describe flow instability when the initial amplitude of disturbance is small. For two-dimensional parallel flow and given the \( x \)-direction velocity profile \( U(y) \), the stream function of the initial disturbance can be expressed as a normal mode, shown as follows [19]:

\[ \psi(x, y, t) = \phi(y) e^{i(kx - \omega t)} + \overline{\phi}(y) e^{-i(kx - \omega t)}, \]  

where \( \overline{\phi}(y) \) is conjugate with \( \phi(y) \), \( k \) (complex) is the wave number of perturbation wave, and \( \omega \) (complex) is the angular frequency of perturbation wave. The non-dimensional O–S equation can be deduced by the linearization of N–S equation, as shown as follows [22]:

\[ \text{Energies 2018, 11, x FOR PEER REVIEW 8 of 19} \]
\[
\left( \frac{d^2}{dy^2} - \tilde{k}^2 \right)^2 \tilde{\phi} = i\tilde{k}\text{Re}(\tilde{U} - \tilde{\omega})(\frac{d^2}{dy^2} - \tilde{k}^2) - \frac{d^2}{dy^2} \tilde{\phi},
\]

(7)

where \(\tilde{x}\) is the dimensionless form of \(x\), \(c\) (complex) is the phase velocity of perturbation wave, and \(\text{Re}\) is the Reynolds number. A series of discrete (or continuous, taking discrete as an example) eigenvalues \(c_n\) and eigenfunctions \(\phi_n(y)\) can be obtained by solving this equation.

Equation (6) describes the stream function (as a special solution) of a perturbation wave and can be further expressed as follows:

\[
\psi(x, y, t) = 2e^{-k_1x + \omega_it}\left[\phi_r(y) \cos(k_rx - \omega_rt) - \phi_i(y) \sin(k_rx - \omega_it)\right],
\]

(8)

where subscripts \(r\) and \(i\) represent the real and imaginary parts of a complex number, respectively; \(\omega_i\) and \(k_i\) are the temporal and spatial growth rates of the perturbation, respectively; and \(\omega_r\) and \(k_r\) are the angular frequency and wave number of the perturbation, respectively. In view of the temporal growth mode \((k_1 = 0)\) and by linear superposition, the general solution at a certain Reynolds number is [22]

\[
\psi(x, y, t) = \int_{-\infty}^{\infty} \sum_{n=1}^{\infty} A_{0n}(k_r)e^{i\omega_{nt}t}\left[\phi_{nr}(y, k_r) \cos(k_rx - \omega_{nt}t) - \phi_{ni}(y, k_r) \sin(k_rx - \omega_{nt}t)\right]dk_r,
\]

(9)

where \(A_{0n}\) is the initial amplitude of each mode. For a fixed point of coordinates \(x\) and \(y\) in the flow field, the following can be obtained:

\[
\psi(t) = \sum_{n=1}^{\infty} A_n e^{i\omega_{nt}t} \sin(\omega_{nt}t + \varphi_n),
\]

(10)

where \(A_n\) and \(\varphi_n\) represent the amplitude and phase, respectively. Similar forms can be obtained for other parameters in the flow field.

3.1.2. Weakly Nonlinear Stability Theory and S–L Equation

To make the O–S equation linear, a hypothesis of small perturbations was made, resulting in failure of describing nonlinear phenomenon, such as saturation of perturbation. However, the S–L equation is a weakly nonlinear model, which is used to model supercritical bifurcations and is able to deal with some typical nonlinear phenomena such as saturation of perturbation.

Equation (10) shows that in linear stability theory, the amplitude of perturbation increases exponentially, and the amplitude of a normal mode has the following relation:

\[
\begin{align*}
A(t) &= A(0)e^{\omega ti} \\
\frac{dA}{dt} &= \omega_i A
\end{align*}
\]

(11)

Thus, the growth rate of perturbation consistently remains constant \(\omega_i\), and the perturbation increases infinitely with time, which is contrary to the actual physics. Only the time-averaged flow and the dominant normal modes of two-dimensional parallel flow are considered. Thus:

\[
\psi(x, y, t) \approx \phi_0(y) + \phi(y)e^{i(kx - \omega t)} + \bar{\phi}(y)e^{-i(kx - \omega t)}.
\]

(12)

The nonlinear Reynolds stress term is neglected in linear stability theory, and is considered by an approximate method; hence, the following can be derived [15]:

\[
\frac{1}{A} \frac{dA}{dt} = \omega_i - lA^2,
\]

(13)

where \(\omega_i\) is the growth rate of perturbation in linear stability theory, and \(l\) is the Landau constant. This equation is an S–L equation that can accurately describe the flow phenomena near the critical point.
Equation (13) shows that when $t \to \infty$, $A \to \sqrt{\omega_i/1}$, which means the disturbance amplitude will saturate due to the nonlinear effect.

For the spatial growth mode, the time-related $t$ and $\omega_i$ need to be replaced by space-related $x$ and $-k_i$ in Equation (13), which yields:

$$\frac{1}{A} \frac{dA}{dx} = -k_i - lA^2.$$  

Equation (14) can be used to describe the nonlinear spatial evolution of the dominant disturbance amplitude approximately.

3.2. Free Shear Flow Theory

3.2.1. Free Shear Flow without Excitation

A free shear layer is composed of two parallel flows with different velocities $U_1$ and $U_2$ (the difference of density is not considered), as shown in Figure 6. Small disturbances in the environment will destabilize the shear layer, and vortical structures will roll up because the velocity profile is unstable. This unstable phenomenon is called K–H instability. Similar to the concept of boundary layer thickness, the shear layer thickness $\delta$ gradually increases downstream. Two other important parameters in the free shear layer are the characteristic velocity $\overline{U}$ ($\overline{U} = (U_1 + U_2)/2$) and velocity ratio $R$ ($R = (U_1 - U_2)/(U_1 + U_2)$). Moreover, the velocity profiles of the same shear flow at different streamwise locations are approximately similar, which indicates that:

$$\frac{U(x, y)}{\overline{U}} \approx f(\frac{y}{\delta}, R).$$

Figure 6. Schematic representation of free shear flow development.

On the basis of linear stability theory, an analytical relationship is observed between the non-dimensional growth rate and frequency of the piecewise linear free shear flow, that is, [23]

$$\tilde{\omega}_1 = \frac{1}{2} \sqrt{e^{-2\tilde{\omega}_r} - (1 - \tilde{\omega}_c)^2},$$

where $\tilde{\omega}_1$ is the non-dimensional growth rate of perturbation ($\tilde{\omega}_1 = \omega_1 \delta / \overline{U}$), and $\tilde{\omega}_r$ is the non-dimensional angular frequency of perturbation ($\tilde{\omega}_r = \omega_r \delta / \overline{U}$). Figure 7 shows the relationship between $\tilde{\omega}_1$ and $\tilde{\omega}_r$. When $\tilde{\omega}_r$ is approximately 0.8 (denoted as $\tilde{\omega}_{rd}$), $\tilde{\omega}_1$ reaches its maximum (denoted as $\tilde{\omega}_{rd}$). The corresponding mode is the most unstable in the free shear flow (with a maximum growth rate). This mode will then develop rapidly, thereby suppressing other modes with a smaller growth rate, developing into the dominant mode, and generating into large-scale vortices. $\tilde{\omega}_{rd}$ at different stream-wise positions are the same due to the similarity of velocity profiles of the shear layer. However,
with the stream-wise development of the shear layer and the increase of $\delta$, the dimensional frequency of the dominant mode $\omega_{rd}$ ($\omega_{rd} = \tilde{\omega}_{rd} U / \delta$) decreases gradually. Therefore, the low-frequency vortices will gradually dominate downstream in the shear layer, and this process is usually accomplished by the merging of small high-frequency vortices into large low-frequency ones.

![Figure 7. Growth rate of different frequencies in free shear flow by linear stability theory.](image)

The laminar free shear flow is easy to develop into turbulence due to flow instability. For turbulent free shear layers, theoretical and experimental studies show that the thickness of the shear layer has the following relationship [17]:

$$\delta = C_\delta R_x,$$

where $C_\delta$ is a constant. Therefore, the thickness of turbulent free shear layer develops linearly along the stream-wise direction. Moreover, the most unstable frequency at different stream-wise positions in turbulent free shear flow has the following relationship:

$$\omega_{rd} \propto \frac{U}{\delta} \propto \frac{U}{K_x}. \quad (18)$$

That is, the characteristic frequency of turbulent free shear flow is proportional to the average velocity and inversely proportional to the velocity ratio and stream-wise distance.

### 3.2.2. Turbulent Free Shear Flow under Periodic Excitation

Turbulent free shear flow under periodic excitation has different flow characteristics from that without excitation; thus, it becomes the theoretical basis of unsteady flow control. The streamwise development of the momentum thickness of turbulent free shear flow under periodic excitation is shown in Figure 8, in which the excitation is located at the beginning of the shear flow. In this figure, $\delta^+$ is defined as the nondimensional momentum thickness, and $\delta^+ = \delta_f / U$; $f^+$ is another nondimensional parameter, and $f^+ = x f_e / U$, where $f_e$ is the excitation frequency [1]. As shown in Figure 8, the development of the excited turbulent free shear flow can be divided into three stages as follows (see References [24] and [25] for more information). $R f^{+}$ of the first stage is between 0 and 1, and the momentum thickness of the shear layer increases rapidly due to K–H instability with external excitation. $R f^{+}$ of the second stage is approximately between 1 and 2, and the growth of perturbation is saturated or neutrally stable. $R f^{+}$ of the third stage is more than 2, and the momentum thickness of the shear layer increases linearly, similar to that without external excitation. The comparison of the linear development of the turbulent free shear flow without external excitation (Figure 8) shows that the main difference between the two situations is caused by the first two stages influenced by excitation. Hence, external excitation can change the development of momentum thickness and corresponding momentum transfer between high- and low-velocity fluids.
In sum, under the influence of external excitation, the development of vortices and momentum thickness at the first and second stages is determined by external excitation, and the dominant frequency is equal to the excitation frequency. The third stage is characterized by the pairing and merging of vortices, that is, the dominant frequency decreases downstream; whereas the development of momentum thickness is not controlled by external excitation, and its behavior is similar to what is described in Equation (17). Further analysis of the second stage shows that $\delta^+ \approx 0.075$ and $Rf^+ \approx 1 \sim 2$. Thus, $\delta_2 \propto 1/f_e$ and $x_2 \propto 1/f_e$ (subscript 2 denotes the second stage), which indicates that a higher frequency of external excitation results in faster occurrence of saturation (neutrally stable state) and a smaller corresponding saturated momentum thickness.

![Figure 8. Momentum Thickness Development of Excited Turbulent Free Shear Flows (Referring to [1]).](image)

4. Interpretation of Unique Phenomena and Mechanism in Unsteady Separation Flow Control

Unique phenomena are observed in unsteady flow separation control, such as frequency-dependent, threshold, position-dependent, and lock-on effects. These phenomena can be explained by the theories of flow stability and excited free shear flow, from which the mechanism of unsteady flow control can be inferred.

4.1. Interpretation of Frequency-Dependent Effect Based on Excited Free Shear Flow Theory

The momentum thickness of free shear layer measures the momentum transfer between high- and low-velocity fluids. Figure 9a shows that given $U_2 = 0$ in a free shear flow, an imaginary plate is assumed to be inserted into the stationary lower half plane of fluid to form a virtual wall. Without considering viscosity and instability, a stagnant area formed between the virtual plate and the $x$-axis can be approximately considered a “separation zone,” whereas the fluid of the upper half plane is the mainstream. When the coherent structures and the corresponding momentum thickness in the shear layer develop along the $x$-direction, they are unaffected by the virtual plate (“separation” will not “reattach”). Then, half of the integral of the momentum thickness along the $x$-axis reflects the influence area of the coherent structures of the shear layer on the separation zone. To reflect the proportion of momentum transferred from mainstream into the separation zone by shear layer, the entrainment ratio (the ratio of the fluid mass gaining momentum in the separation zone $M_e$ to the total mass available $M_a$) is defined as follows [1]:

$$\frac{M_e}{M_a} \propto \frac{1}{x_1} \int_{0}^{x_1} \delta(x)dx \propto \frac{1}{f_1^+} \int_{0}^{f_1^+} \delta^+(f^+)df^+. \quad (19)$$

where $\delta^+ = f_e \delta / (0.5U_1)$, $f^+ = f_e x / (0.5U_1)$, and $f_1^+ = f_e x_1 / (0.5U_1)$. The development curve of the entrainment ratio can be obtained through the relationship in Figure 8, as shown in Figure 9b [1]. The entrainment ratio reaches its largest when $f_1^+ = 1 \sim 2$. Under this situation, the momentum transferred
from the mainstream to the separation zone is the largest by changing the development characteristics of the shear flow. Notably, the shear flow is now at the second stage (neutrally stable stage) in Figure 8. On the basis of the definition of $f_1^+$, $f_e = O(1)U_1/x_1$, which indicates the frequency dependence of the unsteady excitation.

Figure 9. Entrainment ratio of free shear layer (referring to [1]): (a) Diagram of entrainment ratio; (b) curve of entrainment ratio.

The momentum thickness or the scale of coherent structures can increase ceaselessly because no global characteristic scale is observed for free shear flow; this condition is inconsistent with common engineering applications of a determined characteristic scale. Thus, the shear layers with global characteristic scale is further analyzed, as shown in Figure 10. From the figure, the virtual plate only restricts the momentum thickness of the shear layer to not exceed $2\delta_{\text{max}}$ (twice the distance between the virtual plate and the $x$-axis). Hence, on the basis of Equation (18), the natural frequency at the end of the shear flow is:

$$f_n = \omega_{\text{ed}}/(2\pi) \propto 1/\delta_{\text{max}}. \quad (20)$$

Figure 10. Momentum thickness development diagram of the shear layer with characteristic scale under typical excitation frequencies.

The development of momentum thickness of the shear layer under three typical excitation frequencies is illustrated in Figure 10. When $f_e > f_n$, the shear layer saturates fast, and the saturated momentum thickness is less than $2\delta_{\text{max}}$; when $f_e = f_n$, the saturated momentum thickness is equal to $2\delta_{\text{max}}$; when $f_e < f_n$, the shear layer is not saturated spontaneously but is limited to $2\delta_{\text{max}}$ at the end of its development. In this figure, the area wrapped by the development curve of momentum thickness and the $x$-axis can reflect the momentum transfer from the mainstream to the separation

\begin{align*}
\delta &\propto x \\
f_e &> f_s \\
f_e = f_s \\
f_e &< f_s \\
\delta_{\text{max}} &
\end{align*}
zone. The momentum transfer when \( f_e < f_n \) is less than that when \( f_e = f_n \). Moreover, from the analysis of Equation (19) and in the region that \( x_1 > x_0 \), only the situation that \( f_e = f_n \) can make the shear layer end up at the second stage. Therefore, when the excitation frequency is equal to the natural frequency that corresponds to the characteristic scale of the shear flow, the most momentum transfer can be reached and the most effective "suppression" on "separation" is achieved from the perspective of time-averaged flow. This interpretation of frequency-dependent effect is based on shear flow theory. The optimum excitation frequency should be selected as the natural frequency (vortex shedding frequency) of the uncontrolled flow field in pulsed jet flow control.

4.2. Interpretation of Threshold and Lock-On Effects Based on Linear Stability Theory

The precondition for effective unsteady flow control is that the excitation has sufficient influence on or even dominates the flow field. Within a certain range of parameters (e.g., the excitation intensity is greater than a certain threshold \( (C_{\mu} > C_{\mu_t}) \), and \( C_{\mu_t} \) is the threshold momentum coefficient) or its frequency near the natural frequency \( (F^+ \approx 1) \), the unsteady separated flow can be synchronized with or locked by the external excitation. This phenomenon can be explained by linear stability theory. Although the nonlinear characteristics cannot be described, linear stability theory can accurately predict the dominant frequency of an unstable flow without external excitation, which is due to the fact that the vortical structures in the nonlinear stage are mainly developed from the dominant perturbation wave in the linear stage. On the basis of Equation (13), the sensitivity or growth rate of perturbation decreases with the increase in disturbance amplitude; thus, the flow field is the most sensitive at its initial development stage of perturbation wave and is the most effective stage for external excitation.

For unstable flows (e.g., separated flows) under external excitation, the dominant frequency of large-scale coherent structures is assumed to be determined by the dominant mode, which is competed by environmental white noise perturbations and external excitations in the linearly developing stage. And the dominant saturated mode then develops nonlinearly to be the dominant mode. Thus, the main characteristics of fully developed perturbation waves can be roughly understood by analyzing its linear stage. In the linear stage, given the discrete form of the characteristic functions, the stream function in Equation (10) can be replaced by any parameter of the flow field (pressure and velocity) and the external excitation term (denoted by the subscript \( e \)) is added. Thus:

\[
A(t) = A_0 e^{\omega_1 t} \sin(\omega_1 t + \phi_1) + \sum_{n=1}^{\infty} A_n e^{\omega_n t} \sin(\omega_n t + \phi_n),
\]

where \( A_0, \omega_1, \omega_n, \) and \( \phi_1 \) are the amplitude, growth rate, angular frequency, and initial phase of external excitation, respectively. For simplification, the initial amplitude of white noise perturbation of each frequency is considered \( A_0 \). For the perturbation growth rate, \( \omega_{11} > \omega_{33} > \omega_{31} \cdots \) is stipulated; hence, \( \omega_{11} \) is the dominant or natural frequency of flow without excitation (the same to \( \omega_{ad} \)), and its corresponding growth rate is \( \omega_{11} \). The value of \( \phi_n \) is random due to the characteristics of white noise. Several situations are discussed as follows.

a. Under the situation of no external excitation, the unstable flow is still in the linear growth stage after a period of time (assuming the critical time between linear and nonlinear stage is \( t_c \)). Exponential growth in the linear stage will soon widen the gap between the perturbation amplitudes of different growth rates; thus, the perturbation frequency of the maximum growth rate will quickly dominate. Hence, when \( t \to t_c \):

\[
A(t) \approx A_0 e^{\omega_{11} t} \sin(\omega_{11} t + \phi_1),
\]

where the dominant frequency of the flow field is \( \omega_{11} \), and the corresponding phase is \( \phi_1 \).

b. External excitation is added, and \( A_e \ll A_0 \). When \( t \to t_c \), the expression of \( A(t) \) is the same with Equation (22) because the external excitation will be submerged in environmental noise and does not result in effective control. This result implies that the intensity of external excitation needs to reach a certain threshold to achieve effective control; this phenomenon is called threshold effect.
c. External excitation is added, and \( A_e \approx A_0 \). When \( \omega_e \neq \omega_{1r} \) and \( t \to t_c \), the expression of \( A(t) \) is presented in Equation (22). The external excitation fails to function due to the low growth rate of the external frequency. However, when \( \omega_e = \omega_{1r} \) and \( t \to t_c \):

\[
A(t) \approx \max[2 \cos(\frac{\phi_1 - \phi_e}{2}) A_0 e^{\omega_{1l} t} \sin(\omega_{1r} t + \frac{\phi_1 + \phi_e}{2}), A_0 e^{\omega_{2l} t} \sin(\omega_{2r} t + \phi_2)].
\]  

Under this situation, if \( \phi_e \approx \phi_{1l} \), then \( A(t) \to 2A_0 e^{\omega_{1l} t} \sin(\omega_{1r} t + \phi_1) \), and the dominant perturbation wave will saturate faster. If \( \phi_e \approx \phi_1 \pm \pi \), then the original perturbation wave will be counteracted, and the perturbation wave that corresponds to \( \omega_{2r} \) will dominate. However, in the free shear flow, the frequency of the perturbation wave varies continuously (Figure 7). Thus, \( \omega_{2r} \approx \omega_{1r} \) and \( \omega_{2l} \approx \omega_{1l} \), which indicate that the expression of \( A(t) \) tends to approach Equation (22). The original dominant perturbation wave is suppressed; thus, the second-order perturbation wave develops into the dominant one, which is similar to the original. Notably, the guarantee of \( \phi_e \approx \phi_{1l} \) or \( \phi_e \approx \phi_1 \pm \pi \) needs the aid of closed-loop control, whereas the relationship between \( \phi_e \) and \( \phi_1 \) in open-loop control is random.

d. External excitation is added, and \( A_e \gg A_0 \). On the basis of Equation (21), when \( \omega_e = \omega_{1r} \) and \( t \to t_c \):

\[
A(t) \approx A_0 e^{\omega_{2l} t} \sin(\omega_{1r} t + \phi_e).
\]  

Under this situation, the main flow frequency is still the dominant frequency without excitation; however, its phase is locked to \( \phi_e \) by the external excitation, and the saturation of the perturbation wave is faster, which is similar to the resonance phenomenon in the linear vibration theory. If \( \omega_e \neq \omega_{1r} \) and \( \omega_{ei} \ll \omega_{1l} - (\ln A_e - \ln A_0)/t_c \), then the expression of \( A(t) \) still tends to Equation (22) when \( t \to t_c \) due to the low growth rate of the excitation frequency. Then, the external excitation has no considerable control effect, which is different from the linear vibration theory. However, if \( \omega_e \neq \omega_{1r} \) and \( \omega_{ei} \gg \omega_{1l} - (\ln A_e - \ln A_0)/t_c \), then the growth rate of the excitation frequency is sufficiently high. Thus, when \( t \to t_c \):

\[
A(t) \approx A_0 e^{\omega_{2l} t} \sin(\omega_{1r} t + \phi_e).
\]  

Similar to the resonance in linear vibration theory, the main frequency and phase of fluid system are determined by external excitation, which is called the frequency- and phase-lock or lock-on phenomenon. Thus, although \( \omega_e \neq \omega_{1r} \), lock-on will occur if the growth rate of external excitation is sufficiently large, which is why a lock-on region exists in Figure 5a. The threshold and lock-on effects are interpreted in this section based on linear stability theory.

### 4.3. Interpretation of Location-Dependent Effect Based on Nonlinear Stability Theory

Unsteady flow control has a position-dependent effect; that is, the flow control performance is usually the best when the control is applied near the separation point. This phenomenon can be explained by the theory of nonlinear flow stability. For a typical two-dimensional flow separation, the separation point can be approximated as the starting point of the K–H instability, such that the flow separation can be idealized as the shear flow illustrated in Figure 9a from the view of stability analysis. The flow upstream the separation point is similar to the boundary layer flow on a flat plate. K–H instability does not exist, and the spatial growth rate of perturbation is less than zero. The flow downstream the separation point is similar to the shear flow. K–H instability exists, and the spatial growth rate of perturbation is greater than zero. In linear stability theory, the growth rate of perturbation (\( \omega_1 \) in temporal mode or \( -k_i \) in spatial mode) reflects the receptivity or sensitivity of the flow field to a certain mode, and the perturbation with the largest growth rate can quickly form the dominant mode in the flow field. The actual flow field is affected by nonlinearity; thus, the growth rate of perturbation decreases gradually with the increase in perturbation amplitude. The sensitivity of flow field to external perturbation decreases accordingly. On the basis of the approximate expression
of spatial development of perturbation amplitude in weakly nonlinear stability theory (Equation (14)),
the spatial growth rate of disturbance amplitude is shown as follows (in non-dimensional form):

\[-k_i(x) = \frac{dA}{dx} = -k_i + \frac{lA_0^2k_i}{lA_0^2 - (lA_0^2 + k_i)e^{2k_0^2x}},\]

where \(A_0\) is the initial perturbation amplitude. When \(l = 1\), \(-k_i = 0.2\) and \(A_0 = 0.05\), the spatial
growth rate of perturbation amplitude \(-k_i(x)\) is illustrated in Figure 11. In this figure, the abscissa is
the distance \(x\), the ordinate is the spatial growth rate \(-k_i(x)\), and the separation point (the starting point
of instability) is located at \(x = 0\). Upstream the separation point of \(x < 0\), \(-k_i(x) \leq 0\), and the blue
dotted line of \(k_i(x) = 0\) is used to indicate this point. At the separation point of \(x \approx 0\), \(-k_i(x) \approx -k_i\).
hence, the growth rate of perturbation reaches its maximum. Downstream the separation point of
\(x > 0\), \(-k_i(x) > 0\), and \(-k_i(x)\) decreases gradually with the increase of \(x\) until it approaches zero, as
shown in the red solid line in Figure 11. In this simplified flow diagram, the flow field has the strongest
sensitivity to external perturbation in the vicinity of the separation point; hence, the excitation placed
near here tends to play an effective role in flow control. If the excitation is placed far away from the
separation point, then the excitation intensity received by the flow near the separation point (nearby
which is the most sensitive flow field) is inevitably lower than the original intensity of the excitation.
Thus, the threshold effect jeopardizes the control performance.

![Graph of \(-k_i(x)\) versus non-dimensional distance \(x\)](image)

\[\text{Figure 11. Non-dimensional growth rate of perturbation } (-k_i(x)) \text{ versus non-dimensional distance } (x, \text{ which is to the initial position of instability}).\]

These analyses briefly interpret the frequency-dependent, threshold, lock-on, and position
dependent phenomena in unsteady flow separation control. Moreover, the mechanism of unsteady
flow separation control will be discussed in the following section.

4.4. Interpretation of Unsteady Flow Separation Control Mechanism

The four phenomena in unsteady flow control provide clues of unsteady flow control mechanisms.
Frequency- and location-dependent effects are closely related to the receptivity or sensitivity of flow
separation. As interpreted previously, location-dependent effect occurs because the separation point
is the starting point of K–H instability, and the flow field has the most sensitivity nearby. Moreover,
frequency-dependent effect indicates that the optimum excitation frequency is the natural frequency
of the uncontrolled flow. Notably, natural frequency happens to be the most unstable. Thus, the
optimum excitation frequency and location correspond to the most sensitive frequency and location.
The concurrence of this phenomenon is not just a coincidence, and there lie profound mechanisms
behind them. Unsteady flow control has the advantage of using minimal control energy to achieve
the same performance compared with steady control. Thus, the use of sensitivity is an economic way to
amplify the effect of external excitation with minimal energy. Hence, the first mechanism of unsteady flow separation control is to utilize flow instability and excite the most unstable or sensitive mode in the flow.

Another mechanism functions when the external excitation interacts with the vortical structures in flow separation. According to threshold and lock-on effects, when the intensity and frequency of the excitation are proper, the dominant vortical structures in flow separation will be synchronized or locked with external excitation. The lock-on parameters coincide with those of effective control. Thus, although the optimum frequency and location of excitation are selected, effective flow control may not be achieved. At this time, the excitation intensity matters, and only if lock-on occurs, can the flow field be entirely manipulated by external excitation, which results in effective control performance. This condition is the second mechanism of unsteady flow control related to the lock-on.

Exciting the most unstable mode is not the final step. After the most unstable mode of perturbation is excited externally, the mode subsequently forms into vortical structures. The aforementioned analysis of frequency-dependent effect and entrainment ratio shows that proper external excitation will promote the saturation of vortical structures at appropriate positions while maximizing the momentum transfer from the mainstream to the separation zone. The momentum transfer will then suppress the time-averaged flow separation. This condition is the third mechanism of unsteady flow separation control, which is related to saturation and momentum transfer under external excitation.

Therefore, an effective unsteady flow control initially uses flow instability (sensitivity) to amplify itself. The flow field is then locked with its own pace (frequency and phase), the momentum is transferred from the mainstream to the separation zone through the excited coherent structures (excited modes), and the time-averaged flow separation is finally suppressed.

5. Conclusions

Unsteady flow controls are effective for suppressing flow separations. In this study, unique phenomena, namely, frequency-dependent, threshold, location-dependent, and lock-on effects, are discussed and interpreted. We initially present the results by numerical simulation and experiment of a separated curved diffuser using pulsed jet flow control to show these four phenomena. Then, to elucidate the phenomena and mechanism in unsteady flow separation control, we introduce the basis of unsteady flow control, which are the theories of flow instability and free shear flow. Finally, using these theories, the four phenomena of unsteady flow control are interpreted, as well as the hidden mechanisms. The main conclusions are obtained as follows:

1. Four phenomena, namely, frequency-dependent, threshold, position-dependent, and lock-on effects, lie in unsteady flow control. Frequency-dependent effect indicates that when the external excitation frequency is near a certain value (usually the natural frequency of the flow), the control performance is the best. Threshold effect implies that only when the intensity of external excitation reaches a certain value or more can a significant control effect be achieved. Location-dependent effect refers to the fact that the optimal location of external excitation is generally at or near the separation point. Lock-on effect includes phase- and frequency-lock; it indicates that when the control parameters are proper, the flow field will be locked to the external excitation. These four unique phenomena are found in the separated curved diffuser with pulsed jet flow control.

2. The basis of unsteady flow control includes stability and free shear flow theories. In this study, the stability theory of O–S and S–L equations and the unexcited and excited free shear flow theories are introduced. Moreover, the interpretations of the four phenomena are all based on these theories.

3. Frequency-dependent effect is interpreted on the basis of excited free shear flow theory. The momentum transferred through coherent structures in shear flow or entrainment ratio is greatly dependent on the excitation frequency because the external excitation can determine when and where neutral stability will occur. On the basis of an idealized flow model (with characteristic scale) that bridges the shear flow and flow separation, the optimum excitation frequency happens
to be the natural frequency without control, which interprets the frequency-dependent effect found in the unsteady flow control.

(4) Threshold and lock-on effects are interpreted on the basis of linear stability theory. For unstable flows under external excitation, the dominant frequency of large-scale coherent structures is assumed to be determined by the dominant mode competed by environmental white noise perturbations and external excitations in the linear stage. Discussion on the linear stage indicates that the flow will be locked to the excitation only when excitation intensity is sufficiently large; otherwise, the excitation will be submerged in environmental noise. The excitation frequency for lock-on is specified because its corresponding growth rate must be sufficiently large to exceed a naturally developed dominant mode.

(5) Location-dependent effect is interpreted on the basis of weakly nonlinear stability theory. The separation point of a typical two-dimensional flow separation can be approximated as the starting point of the K–H instability, such that the flow separation can be idealized as the shear flow from the view of stability analysis. On the basis of weakly nonlinear stability theory, the flow field has the strongest sensitivity to external perturbation in the vicinity of the separation point. Thus, the excitation placed near it tends to result in effective flow control.

(6) The four phenomena in unsteady flow control show clues of the control mechanism. In this study, an effective unsteady flow control initially uses flow instability (sensitivity) to amplify itself, lock the flow field with its own pace (frequency and phase), transfer the momentum from the mainstream to the separation zone through the excited coherent structures (excited modes), and finally suppress the time-averaged flow separation.
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