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ABSTRACT

Let $K$ be a finite simplicial, cubical, delta or CW complex. The persistence map $\text{PH}$ takes a filter $f : K \to \mathbb{R}$ as input and returns the barcodes $\text{PH}(f)$ of the associated sublevel set persistent homology modules. We address the inverse problem: given a target barcode $D$, computing the fiber $\text{PH}^{-1}(D)$. For this, we use the fact that $\text{PH}^{-1}(D)$ decomposes as complex of polyhedra when $K$ is a simplicial complex, and we generalise this result to arbitrary based chain complexes. We then design and implement a depth first search algorithm that recovers the polyhedra forming the fiber $\text{PH}^{-1}(D)$. As an application, we solve a corpus of 120 sample problems, providing a first insight into the statistical structure of these fibers, for general CW complexes.
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Introduction

Persistent Homology (PH) is a computable descriptor [10,19] for data science problems where topology is prominent, e.g. for analysing graphs and simplicial complexes $K$. Given a function $f : K \rightarrow \mathbb{R}$, one assembles the homology groups of the sub complexes $f^{-1}((\infty, t])$ into a module which is faithfully represented by a so-called barcode $D = \text{PH}(f)$. Using vectorisation methods [1,4] the topological information of the barcode can then be used in statistical studies and machine learning problems.

To gain an a priori understanding of the problems where PH is applied, it is key to know about the invariance of PH, i.e. the context in which it is a discriminating descriptor. Hence the general inverse problem: what are the different functions $f$ giving rise to the same barcode $D = \text{PH}(f)$? Equivalently we are interested in the properties of the fiber $\text{PH}^{-1}(D)$ over a target barcode $D$. Prior work [14] has shown the fiber to be the geometric realization of a polyhedral complex; each polyhedron represents the restriction of the fiber to strata of the space of filters. Similarly the space of barcodes is given a stratification, and $\text{PH}^{-1}(D)$ is piecewise-affinely isomorphic to $\text{PH}^{-1}(D')$ for any $D, D'$ that belong to the same barcode stratum. Furthermore, if $D'$ lies in the closure of the stratum containing $D$, then there is a natural map $\text{PH}^{-1}(D) \rightarrow \text{PH}^{-1}(D')$ that respect the polyhedral structure of $\text{PH}^{-1}(D)$ and $\text{PH}^{-1}(D')$.

However, understanding the fiber $\text{PH}^{-1}(D)$ remains a challenge, in general. If the underlying simplicial complex $K$ is a subdivision of the unit interval or of the circle, then the fiber $\text{PH}^{-1}(D)$ is a disjoint union of contractible sets [7] and circles [15], respectively. Outside these and a few other 1-dimensional examples, however, little is known. Even establishing that $\text{PH}^{-1}(D) \neq \emptyset$ can be difficult, as we shall see in appendix A.

Algorithm development represents an important step toward addressing this challenge. Computerized calculations offer a range of new examples (intractable by hand) with which to test hypotheses and search for patterns, thus contributing to the growth of theory. They also represent an essential prerequisite to many scientific applications.

In this paper we propose an algorithmic approach to compute the fiber of the persistence map PH, for an arbitrary finite simplicial complex $K$, over an arbitrary barcode $D$. We then generalize this approach to include finite CW complexes.

Outline of contributions After introducing elementary material from Persistence theory (section 1), we define in section 2 the key data structures used in our method. The algorithm, presented in section 3, computes the list of polyhedra in the fiber $\text{PH}^{-1}(D)$. For this, we adopt an inductive approach that constructs filtrations of $K$ simplex by simplex, and simultaneously, an associated barcode via the standard reduction algorithm for computing persistent homology. Through this incremental construction, we ensure that the filtrations remain compatible with the target barcode $D$. The resulting collection of polyhedra is the polyhedral complex that characterises the homeomorphism type of $\text{PH}^{-1}(D)$.

That the fiber $\text{PH}^{-1}(D)$ is a polyhedral complex is generalised to arbitrary based chain complexes in section 4, in particular including CW complexes, delta complexes, cubical complexes, on which we can take arbitrary filter functions, or the sub spaces of lower-star and lower-edge filter functions. In turn our algorithm adapts to these situations.

In section 5 dedicated to experiments, we apply the algorithm to multiple complexes and barcodes, and report statistics about the fiber $\text{PH}^{-1}(D)$, such as its number of polyhedra and its Betti numbers. Sometimes unexpectedly, most of the properties observed for the 1-dimensional complexes studied in [7,14,15] do not hold for more general complexes. For instance, already for a triangulated 2-sphere the fiber $\text{PH}^{-1}(D)$ over some barcodes $D$ has non-trivial homology in degree 3, unlike all the existing examples of graphs, for which $\text{PH}^{-1}(D)$ has vanishing homology in dimension greater

\[^{1}\text{For certain types of barcode } D, \text{ we show that } \text{PH}^{-1}(D) = \emptyset \text{ iff } K \text{ is collapsible.}\]
We also abuse notation and write \( PH^{-1}(D_K) \) such that the fiber \( PH^{-1}(D_K) \) and \( K \) have the same Betti numbers (see conjecture \([1] \)). Our code base has private dependencies, hence will be made public at a later time.

Related works Finally we note that for related inverse problems algorithmic approaches to reconstruct the fiber have been designed. For instance instead of taking a single function the Persistent Homology Transform (PHT) of \([16]\) computes the barcodes of a family of functions over a fixed shape in \( \mathbb{R}^3 \), which is enough to completely characterise this shape, see \([6,12]\) for generalisations to higher dimensions. These sorts of results motivated the design of algorithms to reconstruct the complex \( K \) from the associated family of barcodes \([3,11]\).
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1 Background

We fix a finite simplicial complex \( K \) of dimension \( \dim K \) and with \( \# K \) many simplices. Throughout, (simplicial) homology is taken with coefficients in a fixed field \( k \). A filter over \( K \) is a map \( f : K \to I \) valued in the interval \( I := [1, \# K] \subset \mathbb{R} \), whose sublevel sets are subcomplexes of \( K \). If we regard \( K \) as a poset partially ordered by face inclusions \( \sigma \subseteq \sigma' \), then \( f \) can be regarded, equivalently, as an order-preserving function into \( I \). The set of filters is a polyhedron contained in the Euclidean space \( \mathbb{R}^K \).

For each homology degree \( 0 \leq p \leq \dim K \), we have a (finite) persistent homology module arising from the sublevel sets of \( f \). The isomorphism type of each module of this form is uniquely determined by the associated barcode \( PH_p(f) \); concretely, the barcode is a finite multi-set of pairs \((b,d)\) called intervals, each of which characterizes the appearance and annihilation of a class of \( p \)-cycles in the filtration. For further details, see \([19,9]\). We denote the set of all barcodes by \( \text{Bar} \).

The persistence map \( PH \) takes a filter \( f \) and returns the \( \dim K + 1 \) barcodes of interest:

\[
PH : f \in \text{Filt}(K) \mapsto \left( PH_0(f), PH_1(f), \ldots, PH_{\dim K}(f) \right) \in \text{Bar}^{\dim K + 1}.
\]

Our goal is to compute the fiber \( PH^{-1}(D) \) over some \((d+1)\)-tuple of barcodes \( D = (D_0, D_1, \ldots, D_{\dim K}) \in \text{Bar}^{\dim K + 1} \), from now on called barcode for simplicity.

There is another, equivalent formulation of \( D \) which is sometimes better suited to formal arguments. In this approach, we replace the sequence of multisets \( D \) with a single, bona fide set \( X \). We regard \( X \) as a set of indices \( x \), with one index for each interval in the barcode, and write \( \text{birth}(x), \text{death}(x), \text{and dim}(x) \) for the birth time, death time, and dimension, respectively, of the corresponding interval. Thus \( D_p \) is the multi-set \( \{ \text{birth}(x), \text{death}(x) : x \in X, \text{dim}(x) = p \} \). The set \( X \) is especially useful for algorithms, e.g. when writing for-loops, however it is nonstandard as a convention.

By way of compromise, we will identify \( D \) with \( X \). When we refer to fixing \((b,d)\) in \( D \), we mean fixing \( x \in X \) such that \( \text{birth}(x) = b \) and \( \text{death}(x) = d \). By \( \text{dim}(b,d) \), we then mean \( \text{dim}(x) \).

We also abuse notation and write \((b,d) \in D \) whenever \((b,d) \in D_p \) for some \( 0 \leq p \leq \dim K \), and we set \( \text{dim}(b,d) := p \).

Given a barcode \( D \), let

\[
\text{End}(D) = \{ b : (b,d) \in D \text{ for some } d \} \cup \{ d : (b,d) \in D \text{ for some } b \} \subseteq \mathbb{R} \cup \{-\infty, +\infty\}
\]

denote the set of all endpoints of intervals in \( D \). Set \( \text{End}^+(D) = \text{End}(D) \setminus \{ -\infty \} \) and write \( \text{dim} D = |\text{End}^+(D)| \) for the number of finite endpoints. In particular, \( \text{dim} D \leq \# K \). By normalizing, we may assume without loss of generality that \( \text{End}^+(D) \) has form \( \{1, \ldots, \text{dim } D\} \). For instance, the barcode \( D \) with 4 intervals (in possibly different homology degrees) \((1, 2), (1, 3), (2, 3) \) and \((2, +\infty) \) has dimension 3, since the endpoints values form the set \( \{1, 2, 3\} \).

For any pair of filters \( f, g : E \to I \), let us define the relation \( f \sim g \) by either of the following two equivalent axioms:

(A1) There exists an order-preserving map \( \psi : I \to I \) such that \( \psi(i) = i \) for each \( i \in \{1, \ldots, \text{dim } D\} \), and \( g = \psi \circ f \).

(A2) The function \( g \) satisfies

\[
f(e) \in \text{End}^+(D) \implies g(e) = f(e) \quad f(e) \leq f(e') \implies g(e) \leq g(e'). \tag{1}
\]
Note that \( \sim \) is reflexive and transitive but not symmetric. Given a filter \( f \) we write \( \eta^i := f(E) \cap (i, i + 1) \) and
\[
\mathcal{P}(f) := \{g \in E : f \sim g\} \subseteq \mathbf{1}^{K}.
\]
Theorems \[1.1\] and \[1.2\] below are proved in [14] Theorem 2.2. Recall that a finite set \( \mathcal{P} \) of polyhedra in \( \mathbb{R}^K \) is a \textit{polyhedral complex} if for each polyhedron \( X \in \mathcal{P} \), the faces of \( X \) belong to \( \mathcal{P} \) as well, and if, furthermore, any two polyhedra \( X, X' \in \mathcal{P} \) intersect at a common face. The underlying space of \( \mathcal{P} \) is \( |\mathcal{P}| = \bigcup_{X \in \mathcal{P}} X \).

Theorem 1.1. Let \( f \in \text{PH}^{-1}(D) \) be a filter in the fiber. Then \( \mathcal{P}(f) \subseteq \text{PH}^{-1}(D) \), and \( \mathcal{P}(f) \) is a polyhedron which is affinely isomorphic to the product \( \Delta_{\#\eta^1} \times \cdots \times \Delta_{\#\eta^\dim f} \), where \( \Delta_k \) stands for the standard geometric simplex of dimension \( k \).

The polyhedra \( \mathcal{P}(f) \) then assemble into a polyhedral complex with underlying space the fiber \( \text{PH}^{-1}(D) \):

Theorem 1.2. The set \( \{\mathcal{P}(f) \mid f \in \text{PH}^{-1}(D)\} \) is a polyhedral complex.

In section 4 we extend Theorems \[1.1\] and \[1.2\] to CW complexes and more generally to based chain complexes.

2 Data structures

2.1 Classifications of simplices compatible with a barcode

Let us fix a finite simplicial complex \( K \) and a barcode \( D \).

An important part of our strategy will be to introduce the concept of \( D \)-compatible factorization. This object allows one to define clean correspondences between simplices in \( K \) and interval endpoints. This, in turn, allows one to define equivalence classes of simplices according to whether or not they contribute to the barcode \( D \) -- a major benefit, in terms of overall organization.

Let \( f \in \text{PH}^{-1}(D) \) be given. Then \( \text{End}^\ast(D) = \{1, \cdots, \dim D\} \subseteq \text{Im}(f) \). Note that containment may be proper because \( f \) can take non-integer values, in general. However, we claim \( \{1, \cdots, \dim D\} = \text{Im}(f) \) when \( f \) is injective; in this case simplices appear “one at a time” in the corresponding filtration, and a simple counting argument allows one to infer that \( \dim D = \#K = \#\text{Im}(f) \) as a result. We make use of this property in the general case.

![Figure 1: Given an injective filter \( f \), the finite endpoints in the barcode \( \text{PH}(f) \) are canonically identified with simplices in \( K \). Here, \( K \) is the triangle with vertices denoted by \( a, b \) and \( c \). The values (in dark blue) of the bijection \( f : K \rightarrow \{1, \cdots, 6\} \) are displayed along the simplices of \( K \). No two distinct intervals in the resulting barcode (all homology degrees included) share a common end value, and these endpoints are annotated with the corresponding simplex.

Definition 2.1. Let \( f \) be an injective filter valued in \( \{1, \cdots, \#K\} \). The \textit{associated total order} is the unique total order on simplices \( \sigma_1 < \cdots < \sigma_{\#K} \) such that \( f(\sigma_k) = k \) for each \( k \). If there exists a non-decreasing continuous map \( \phi : \mathbb{R} \rightarrow I \) such that \( \text{PH}(\phi \circ f) = D \), we say that \( (f, \phi) \) is a \textit{\( D \)-compatible factorization}.

Remark 2.2. Given a non-decreasing continuous map \( \phi \) and an arbitrary barcode \( D' = [D'_0, \cdots, D'_{\#K}] \), let \( \phi(D') \) be the barcode such that \( \phi(D')_p \) contains one interval of form \( (\phi(b'), \phi(d')) \) for each interval \( (b', d') \) in \( D'_p \) that satisfies \( \phi(b') \neq \phi(d') \). Here, by convention, we define \( \phi(\infty) = \infty \). Then the persistence map is equivariant with respect to this action, in the sense that \( \text{PH}(\phi \circ f) = \phi(\text{PH}(f)) \); see for instance [14] Lemma 1.5. This gives another perspective on the idea of \( D \)-compatibility: The barcode \( \text{PH}(f) \) has endpoints in bijection with the simplices of \( K \), and \( \phi \) ‘contracts’ this barcode into \( D \). See Fig. 2 for illustration.
We now describe how a $D$-compatible factorization $(f, \phi)$ allows one to disambiguate the homological roles of each simplex. Let $\sigma \in K$ be a given. By injectivity of $f$, there exists a unique $\sigma' \in K$ such that $(f(\sigma), f(\sigma'))$ or $(f(\sigma'), f(\sigma))$ lies in the barcode $\text{PH}(f)$. We write $[\sigma, \sigma']$ for this pairing; where context leaves no room for confusion, we simply write $[\sigma, \sigma']$. There is also the case where $\sigma$ is unpaired, i.e. when it corresponds to an infinite interval $(f(\sigma), \infty)$. We then write $[\sigma, \infty]$. Then $(f, \phi)$ gives rise to the following classification of pairs of simplices $[\sigma, \sigma']$ (with the possibility that $\sigma' = \infty$) according to whether or not $(\phi \circ f(\sigma), \phi \circ f(\sigma'))$ is an interval in the barcode $D$:

**Critical** $(\phi \circ f(\sigma), \phi \circ f(\sigma')) = (b, d)$ for some non-trivial interval $(b, d) \in D$: We say that $[\sigma, \sigma']$ is $(f, \phi)$-critical for $(b, d)$ and record this association via $\pi_+(b, d) := \sigma$ and $\pi_-(b, d) := \sigma'$; 

**Non-Critical** Otherwise $\phi$ cancels the interval $(f(\sigma), f(\sigma'))$, i.e. $\phi \circ f(\sigma) = \phi \circ f(\sigma')$; We say that $[\sigma, \sigma']$ is $(f, \phi)$-non-critical.

In particular we have a well-defined bijection of intervals in $D$ with critical pairs:

$$\pi : D \to K \times (K \cup \{\infty\}), \quad (b, d) \mapsto [\pi_+(b, d), \pi_-(b, d)].$$

By abuse of terminology we say that a simplex $\sigma$ is critical if it is part of a critical pair, and that it is non-critical otherwise. Note that an unpaired simplex is necessarily critical for some $(b, \infty) \in D$. In Fig. 2, we provide an example of $D$-compatible $(f, \phi)$ and the resulting critical and non-critical simplices.

There are uncountably infinitely many $D$-compatible factorizations. In the two following definitions we compress the necessary information into finitely many equivalence classes of $D$-compatible factorizations.

**Definition 2.3.** A classification $\mathcal{K}$ of simplices of $K$ relative to $D$, or classification for short, consists of:

(i) A bijective filter $f : K \to \{1, \cdots, \#K\}$, or equivalently a total ordering $\sigma_1 < \cdots < \sigma_{\#K}$;
(ii) A partition of simplices into consecutive ordered sets $\Phi_1, \cdots, \Phi_m$, which we refer to as classes:

$$\frac{\sigma_1 < \sigma_2 < \cdots < \sigma_{\#K}}{\Phi_1} < \cdots < \frac{\sigma_{(\#K-m+1)} < \cdots < \sigma_{\#K}}{\Phi_m};$$

(iii) For each interval endpoint $j$, a class $\Phi_{i_j}$, with $j \mapsto i_j$ a non-decreasing assignment.

**Definition 2.4.** A $D$-compatible classification $\mathcal{K}$ is a classification induced by a $D$-compatible factorization $(f, \phi)$ as follows:

(i) $f : K \to \{1, \cdots, \#K\}$ equals the bijective filter of $\mathcal{K}$ inducing the order $\sigma_1 < \cdots < \sigma_{\#K}$;
(ii) The image of $\phi \circ f$ has cardinality $m$, i.e. we can write $\text{Im}(\phi \circ f) = \{t_1 < \cdots < t_m\}$, and the associated sequence of pre-images equal the classes of $\mathcal{K}$:

$$(\phi \circ f)^{-1}(t_1) = \Phi_1, \cdots, (\phi \circ f)^{-1}(t_m) = \Phi_m;$$

(iii) For each interval endpoint $j \in \text{End}^+(D)$, we have $(\phi \circ f)^{-1}(j) = \Phi_{i_j}$.

We depict all this data in Fig. 2. Note that given a classification $\mathcal{K}$ the filter $f$ induces pairings $[\sigma, \sigma']$.

**Proposition 2.5.** A classification $\mathcal{K}$ is the $D$-compatible classification induced by some $D$-compatible factorization if and only if the following two rules are satisfied:

**Critical rule:** For any $1 \leq j < j' \leq \dim D$ and $0 \leq p \leq \#K$, there are as many pairs $[\sigma_j, \sigma_j']_f$ with $\sigma_j \in \Phi_{i_j}$ and $\sigma_{j'} \in \Phi_{i_{j'}}$, here $\dim \sigma_j = p$, as there are copies of the interval $(j, j')$ in $D_p$.

**Non-critical rule:** For any remaining pair $[\sigma, \sigma']$, both $\sigma$ and $\sigma'$ belong to the same class $\Phi_i$.

**Proof.** Indeed, when these two rules are satisfied, we can define $\phi$ directly on the classes $\Phi_1, \cdots, \Phi_m$ as any order-preserving map sending $f(\Phi_{i_j})$ to $j$. 

It is natural to group $D$-compatible factorizations $(f, \phi)$ according to the classification $\mathcal{K}$ they induce: it is clear that whenever factorizations induce the same classification, then they induce the same pairs $[\sigma, \sigma']$ of simplices, the same critical and non-critical pairs (and simplices) and the same bijection $\pi$ from intervals in $D$ to critical pairs. Therefore these concepts are defined as well given a $D$-compatible classification $\mathcal{K}$. 

5
We explain how to retrieve the polyhedra that compose the fiber \( \text{PH} \) via the arrows going up, so that \((f, \phi)\) is \(D\)-compatible. In the corresponding \(D\)-compatible classification, there are 4 distinct equivalence classes \( \Phi_i \) of simplices, and they are distinguished by the use of different colors. Critical simplices are grayed and correspond to intervals via the upward solid arrows. Here \( \pi(b_1, d_1) = [\sigma_1, \sigma_8] \), \( \pi(b_2, d_2) = [\sigma_6, \sigma_9] \) and \( \pi(b_3, \infty) = [\sigma_{11}, \infty] \), hence the critical simplices form the set \( \{\sigma_1, \sigma_6, \sigma_8, \sigma_9, \sigma_{11}\} \). The other simplices are non-critical and cancelled in pairs by the dotted arrows: \( \{\sigma_2, \sigma_3, \sigma_4, \sigma_5, \sigma_7, \sigma_{10}\} \).

### 2.2 Relations to the fiber

We explain how to retrieve the polyhedra that compose the fiber \( \text{PH}^{-1}(D) \) (see Theorem 1.2) from the set of \(D\)-compatible classifications \( K \). Note that if two \( D\)-compatible factorizations \((f, \phi)\) and \((f', \phi')\) induce the same classification \( K \), then by Axiom (A2), they determine the same polyhedron, \( \mathcal{P}(\phi \circ f) = \mathcal{P}(\phi' \circ f') \). Thus the following definition is unambiguous:

\[
\mathcal{P}(K) := \mathcal{P}(\phi \circ f).
\]

Moreover, \( \mathcal{P}(K) \subseteq \text{PH}^{-1}(D) \) by Theorem 1.1 because \((f, \phi)\) is \(D\)-compatible. Conversely, a filter \( g \in \text{PH}^{-1}(D) \) can always be written as \( g = \phi \circ f \) for some injective filter \( f \) and non-decreasing map \( \phi : I \rightarrow I \), so that \( \mathcal{P}(g) = \mathcal{P}(\phi \circ f) \). Therefore we have the following result:

**Theorem 2.6.** The set \( \{ \mathcal{P}(K) \mid K \text{ is a } D\text{-compatible classification} \} \) is the polyhedral complex underlying \( \text{PH}^{-1}(D) \).

The upshot is that it is enough to compute the \( D\)-compatible classifications \( K \) in order to cover the fiber \( \text{PH}^{-1}(D) \).

### 3 Algorithm

We now propose an algorithm to retrieve the fiber \( \text{PH}^{-1}(D) \), i.e. that computes all the \( D\)-compatible classifications \( K \) of the previous section. Our implementation is simple in spirit: Algorithm 2 builds these classifications from scratch, simplex by simplex, and tries all the possible ways to do so. Along the way the algorithm manipulates partial \( D\)-compatible classifications, which can be thought of as the result of cutting a \( D\)-compatible classification \( K \) at a given step (see Fig. 3).

Given an integer \( 1 \leq j \leq \dim D + 1 \), let \( D^{\leq j} = (D_0^{\leq j}, \ldots, D_{\dim K}^{\leq j}) \) be the truncated version of \( D \) such that

\[
\begin{align*}
D_p^{\leq j} := & \left\{ (b, d) \in D_p : d < j \right\} \cup \left\{ (b, \infty) \in D_p : (b, d) \in D_p, \ b < j \leq d \right\},
\end{align*}
\]

for each \( 0 \leq p \leq \dim K \).

**Definition 3.1.** A partial classification is a tuple

\[
\mathcal{F} = (K_{in}, \Phi_{\text{cur}}, I_{\text{cur}}, \Phi_{\text{cur}}^{n,c})
\]

where \( K_{in} \) is a \( D^{\leq j} \)-compatible classification, and the set \( \Phi_{\text{cur}} \) is a linearly ordered subset of \( K \setminus K_{in} \) called the current class. We say that the current class \( \Phi_{\text{cur}} \) is incomplete under either of the following two non-exclusive conditions:

- **Critical rule violation**: \( I_{\text{cur}} \neq \emptyset \); and
- **Non-critical rule violation**: \( \Phi_{\text{cur}}^{n,c} \neq \emptyset \).
Algorithm 2 builds all the partial classifications starting with the empty one: $\Phi$.

For each interval $I$, we can pair the non-critical simplex $\sigma$ with the next class $\Phi$.

Non-critical rule violation: The non-critical birth simplices $\tau \in \Phi$ creates a $\dim \tau$-cycle which must be destroyed in the same class. These unpaired non-critical simplices are stored in $\Phi^{n,c}$.

Critical rule violation: The critical class $\Phi_{cur}$ is complete. The Critical rule violation occurs when the current class $\Phi_{cur}$ is a truncated version of the critical class $\Phi_{ij}$ containing the simplices critical for the interval endpoint $j$, and there are still intervals $(b, j)$ or $(j, d)$ that are unpaired with simplices of $K$. These missing intervals are stored in $I_{cur}$. Meanwhile, the Non-critical rule violation indicates that some non-critical birth simplices $\tau \in \Phi_{cur}$ are not yet paired with a death non-critical simplex, i.e. $\tau$ creates a $\dim \tau$-cycle which must be destroyed in the same class. These unpaired non-critical simplices are stored in $\Phi^{n,c}$.

Figure 3: We consider the barcode $D$ (top) and cut the $D$-compatible classification at $\sigma_d$ to get a partial classification. The first three classes $\Phi_1$, $\Phi_2$, $\Phi_3$ are fully present in the resulting partial classification $\mathcal{F}$. So here $\mathcal{K}_{in}$ is a $D^<j$-compatible classification where $D^<j$ (bottom) is the barcode spanned by the interval endpoints 1 and 2. The next endpoint value to consider is then $j = 3$. The current class $\Phi_{cur} = \{\sigma_7, \sigma_8\}$ is incomplete for two reasons. On the one hand, Critical rule is violated: The current class $\Phi_{cur}$ is intended to contain critical simplices for the endpoint $j = 3$, as already it contains the critical simplex $\sigma_8 = \pi_-(b_1, d_1)$, but the intervals $(b_2, d_2)$ and $(b_3, \infty)$ (in red) also have the endpoint $j = 3$ and are yet unmatched: so $I_{cur} = \{(b_2, d_2), (b_3, \infty)\}$. Hence we should define the simplex $\pi_-(b_2, d_2)$ that destroys the cycle generated by $\sigma_d = \pi_+(b_2, d_2)$, and a simplex $\pi_+(b_3, \infty)$ that creates a $\dim(b_3, \infty)$-cycle, before completion of the class. On the other hand, Non-critical rule is violated: here $\Phi_{cur}^c = \{\sigma_7\}$ contains the unpaired simplex $\sigma_7$ which generates an unexpected (dotted red) interval, which shall be destroyed by another simplex before completion of the class.

Algorithm 2 builds all the partial classifications starting with the empty one:

$$\mathcal{F} = (\mathcal{K}_{in}, j, \Phi_{cur}, I_{cur}, \Phi_{cur}^{n,c}) = (\emptyset, 1, \emptyset, D^<2, \emptyset),$$

and records complete $D$-compatible classifications in a list Results. Note that the set $I_{cur}$ of intervals is initialised with intervals starting at the first endpoint 1 of $D$, since it is necessary that the first simplex to enter the filtration will be critical for such an interval. To check that $\mathcal{K}$ is complete is done at line 1 of Algorithm 2 and means that all the simplices of $K$ have entered the filtration and that the target barcode $D$ has been reached.

If the partial classification $\mathcal{F}$ is not complete but the current class $\Phi_{cur}$ is complete, i.e. the algorithm checks that Critical rule and Non-critical rule are satisfied (line 3), then $\Phi_{cur}$ is added to the classification (line 4), and the algorithm prepares the next class to build according to the following alternative. Either the next class will be the class $\Phi_{cur} = \Phi_{ij}$ that will contain all simplices critical for intervals that have the endpoint $j$ (lines 6 to 9), or the next class will contain only non-critical simplices (line 10). In practice either we fill $I_{cur}$ with all intervals $(b, j)$ and $(j, d)$ in $D$ that have $j$ as endpoint, or we set $I_{cur} = \emptyset$.

The remainder of the algorithm enumerates all ways to extend the partial classification (which is provided by the user as input) by adding one simplex to the current class $\Phi_{cur}$. There are four possible types of extensions, which we explain and illustrate with the example depicted in Fig. 4.

Figure 4: We consider the part of the partial classification from Fig. 3 that is relevant to the current class $\Phi_{cur}$ only. For $\Phi_{cur}$ to be completed we must at least find critical simplices $\pi_+(b_1, \infty)$ and $\pi_-(b_2, d_2)$ to account for the red intervals $(b_2, d_2)$ and $(b_3, \infty)$, and pair the non-critical simplex $\sigma_7$ with another non-critical simplex to destroy the unexpected dotted red interval.
Theorem 3.2. Algorithm ComputeFiltrations$(K, D)$ returns the list of all $D$-compatible classifications.

To figure out which simplices

(a) Finding a simplex $\sigma$ to destroy the cycle generated by an unpaired non-critical simplex $\sigma  \in \Phi^{\text{cur}}_{\text{cur}}$, resulting in the removal of $\sigma  \in \Phi^{\text{cur}}_{\text{cur}}$.

(b) Adding a death simplex $\pi_-(b_2, d_2)$ destroying the $\dim(b_2, d_2)$-cycle generated by $\pi_+(b_2, d_2)$.

(c) Finding a simplex $\sigma$ to destroy the cycle generated by an unpaired non-critical simplex $\sigma  \in \Phi^{\text{cur}}_{\text{cur}}$, resulting in the removal of $\sigma  \in \Phi^{\text{cur}}_{\text{cur}}$.

(d) Finding a non-critical simplex $\sigma$ generating a new cycle, resulting in the addition of $\sigma$ in $\Phi^{\text{cur}}_{\text{cur}}$.

Figure 5: The four types of extensions of $\Phi^{\text{cur}}_{\text{cur}}$ (highlighted in blue).

- (Lines 14 to 19) The first type of extension consists in adding a simplex $\pi_+(j, d)$ critical for the birth of an interval $(j, d) \in \mathcal{I}_{\text{cur}}$, as in Fig. 5a
- (Lines 20 to 26) The second type of extension consists in adding a critical simplex $\pi_-(b, j)$ to account for the death of an interval $(b, j) \in \mathcal{I}_{\text{cur}}$ as in Fig. 5b.
- (Lines 27 to 31) The third type of extension consists in adding a simplex $\sigma$ to pair with a non-critical unpaired simplex $\sigma' \in \Phi^{\text{cur}}_{\text{cur}}$ as in Fig. 5c, i.e. a simplex that creates a $\dim\sigma$-cycle that shall later be destroyed.

To figure out which simplices $\sigma \notin K_{\text{in}} \cup \Phi_{\text{cur}}$ can extend the partial $D$-compatible classifications $\mathcal{F}$ through the algorithm, we maintain a matrix $\delta$ which is derived from the boundary matrix $\partial$ via elementary row and column operations. The range of possible extensions can be deduced from the sparsity pattern of $\delta$ as follows; see [5] and Remark 3.4 for full details on the construction and interpretation of this matrix.

- Simplex $\sigma$ can be added as a (critical or non-critical) simplex to $\Phi_{\text{cur}}$ if and only if $\delta \sigma = 0$ or the lowest non-zero entry of column associated to $\sigma$ corresponds to another simplex $\sigma'$ that already belongs to the partial classification: $\sigma' \in K_{\text{in}} \cup \Phi_{\text{cur}}$. We then write low$(\delta \sigma) := \sigma'$;
- If a simplex $\sigma$ such that $\delta \sigma = 0$ is added to $\Phi_{\text{cur}}$, then it is a birth simplex and creates a new pair $[\sigma, \infty]$;
- If a simplex $\sigma$ such that low$(\delta \sigma) = \sigma' \in K_{\text{in}} \cup \Phi_{\text{cur}}$ is added to $\Phi_{\text{cur}}$, then it is a death simplex, which has the effect to replace a pair $[\sigma', \infty]$ in $\mathcal{F}$ with a new pair $[\sigma', \sigma]$.

Given a complete $D$-compatible classification, recall that we have a correspondence $\pi$ of intervals in $D$ with critical pairs. When $\mathcal{F}$ is a (non-complete) partial $D$-compatible classification, the correspondence is not necessarily defined for all intervals in $D$: For instance there are no birth and death critical simplices for $(b, d)$ in $\mathcal{F}$, for any interval $(b, d) \in D$ such that $j < b < d$. In this case we only have a partially defined correspondence, which we indicate by the conventions $\pi_+(b, d) := \emptyset$ and $\pi_-(b, d) := \emptyset$. Note that it is also possible to have $\pi(b, d) = (\sigma, \emptyset)$ whenever we already have a birth critical simplex $\sigma = \pi_+(b, d)$ in $\mathcal{F}$ that is not yet associated with a death critical simplex. In the algorithm, we store and update the partially defined correspondence $\pi$ as we incrementally construct the partial classification $\mathcal{F}$.

Finally, to improve the time-efficiency of our algorithm, we maintain an array $M \in \mathbb{N}^{\dim K + 1}$ of integers that constrain the non-critical simplices that can be added to the classification in each dimension. In the array $M = (M_0, \cdots, M_{\dim K})$, each $M_p$ is the number of non-critical positive $p$-simplices that remain to be added in the classification. Since non-critical simplices come in pairs, $M_p$ is also the number of non-critical negative $(p + 1)$-simplices that remain to be added in the classification: At initialization this is the rank $\text{rank}(\partial_{p+1})$ of the boundary matrix restricted to $(p + 1)$-simplices, minus the number of bounded bars $(b, d) \in D$ in degree $p$ (because those bars are in 1-1 correspondence with negative critical $(p + 1)$-simplices). By convention $M_{-1} = M_{\dim K + 1} = 0$.

In practice we call the main algorithm $\text{ComputeFiltrations}(K, D)$ (see Alg. 1) to build the initial partial classification and then call the exploration (see Alg. 2) as a subroutine $\text{ExtendFiltration}(\mathcal{F}, \text{Results}, \delta, \pi, M)$.

**Theorem 3.2.** Algorithm $\text{ComputeFiltrations}(K, D)$ returns the list of all $D$-compatible classifications.
Algorithm 1 ComputeFiltrations($K, D$)

**Input:** Finite simplicial complex $K$ and target barcode $D$  
**Output:** List Results of all $D$-compatible classifications

1. $F = (K_{in}, j, \Phi_{cur}, \tau_{cur}, \Phi_{n, cur}) \leftarrow (\emptyset, \emptyset, 1, \emptyset, D^{<2}, \emptyset)$
2. Initialise $\delta$ as the boundary matrix of $K$
3. Initialise correspondence $\pi(b, d) := [\emptyset, \emptyset]$ for bounded $(b, d) \in D$ and $\pi(b, \infty) := [\emptyset, \emptyset]$ for infinite $(b, \infty) \in D$
4. $M_p \rightarrow \text{rank}(\delta_{p+1}) - 2\{b, d \in D| \dim(b, d) = p + 1, d < \infty\}$, for $0 \leq p \leq \dim K$
5. return ExtendFiltration($F$, Results, $\delta$, $\pi$, $M$)

**Proof.** From Line 1 of Alg. 2, the output consists of the $D$-compatible classifications $K_{in}$ extracted from complete partial classifications $F$ that are encountered by the algorithm. Thus it suffices to show that any given partial classification $F$ is explored by the algorithm. We proceed by induction on the number $m$ of classes $\Phi_1, \ldots, \Phi_m$ forming $K_{in}$, and on the number of simplices in $\Phi_1 \cup \cdots \cup \Phi_m \cup \Phi_{cur}$. Note that the empty partial classification is visited at the beginning of the algorithm, so we may assume that $\Phi_1 \cup \cdots \cup \Phi_m \cup \Phi_{cur} \neq \emptyset$. If $\Phi_{cur} = \emptyset$, we have $m \geq 1$ and $\Phi_m \neq \emptyset$. We can then form the partial classification $F'$ with $K'_{in} := \Phi_1 \cup \cdots \cup \Phi_{m-1}, \Phi'_{cur} := \Phi_m, \tau'_{cur} := \emptyset, (\Phi'_{n, cur})' := \emptyset$, and $j' := j - 1$ or $j' := j$ depending on whether $\Phi_m = \Phi_{j-1}$ or not. Clearly then, by Lines 3 – 10 of Alg. 2, if $F'$ is explored by the algorithm, then so is $F$. Otherwise, $\Phi_{cur} \neq \emptyset$ has a last simplex $\sigma$. We can then form $F''$ by removing $\sigma$, i.e. $\Phi'_{cur} := \Phi_{cur} \setminus \{\sigma\}$, with $K'_{in} := K_{in}$ and $j' := j$ unchanged, and with the obvious changes in $\tau'_{cur}$ if $\sigma$ was a critical simplex, or in $(\Phi'_{n, cur})'$ if it were non-critical. Then $F$ is one of the four incremental extensions of $F''$ depicted in Fig. 5, therefore by Lines 14 – 37 of Alg. 2 if $F''$ is explored by the algorithm, then so is $F$. □

**Remark 3.3.** The exploration of Alg. 2 is equivalently viewed as a Depth-First Search (DFS) on the tree of partial $D$-compatible classifications: each node is a partial classification, whose children differ by the addition of a single simplex according to the four types of extension depicted in Fig. 5. The algorithm records the subset of leaves that correspond to $D$-compatible classifications. It would also have been possible to design a Breadth-First-Search (BFS) algorithm. However the BFS approach requires more storage, because we can forget the information stored in a node (e.g. the boundary matrix of a partial classification) only when all its children are treated. Hence in a BFS version of the algorithm we would eventually need to store the information of the entire tree, while in the DFS version at most one branch is stored at a time.

**Remark 3.4.** We implicitly maintain a matrix factorization $\delta = \hat{\delta} V$ at each step of the algorithm, where $\hat{\delta} \in \mathbb{K}^{K \times K}$ is the total boundary matrix of $K$ and $V \in \mathbb{K}^{K \times K}$ are square. This factorization must satisfy two conditions, each of which is stated in terms of a sequence of form $\xi = (\sigma_1, \ldots, \sigma_p, \tau_1, \ldots, \tau_q, \upsilon_1, \ldots, \upsilon_r)$, where $\sigma_1 < \cdots < \sigma_p$ is the linear order on $K_{in}$ and $\upsilon_1 < \cdots < \upsilon_r$ is the linear order on $\Phi_{cur}$. We write $\hat{\delta}$ for the matrix obtained by permuting rows and columns of $\hat{\delta}$ such that simple $\xi_k$ indexes the $k$th row and column of $\hat{\delta}$, for each $k$. Matrices $\hat{\delta}$ and $V$ are defined similarly, by permuting rows and columns to ensure that $\xi_k$ indexes the $k$th row and column of each matrix. Our two conditions can now be stated as follows:

- Matrix $V$ must be upper unitriangular.
- Matrix $\hat{\delta}$ must be partially reduced in the following sense. For each birth-death pair $[\tau, \tau']$ in $K_{in} \cup \Phi_{cur}$ (including non-critical pairs and excluding pairs of form $[\tau, \infty]$), the entry $\delta(\tau, \tau')$ must be nonzero, and each entry that lies either directly below $\delta(\tau, \tau')$ in column $\tau'$ (respectively, each entry to the right of $\delta(\tau, \tau')$ in row $\tau$) must equal zero.  

It can be shown that the low function of $\hat{\delta}$ agrees with the low function of any $R = DV$ decomposition of $\hat{\delta}$ (when restricting each of these functions to the subset $K_{in} \cup \Phi_{cur}$; their values may differ for $\tau \notin K_{in} \cup \Phi_{cur}$), c.f. 5.

To obtain such a factorization after we have added $\sigma$ to $\Phi_{cur}$, first fix a compatible sequence $\xi$ and permute the columns of $\delta$ accordingly; then perform one further swap to ensure that the column indexed by $\sigma$ appears directly to the right of the last column indexed by $K_{in}$, keeping the location of all columns indexed by $K_{in}$ fixed. Perform the same permutation on rows. Then add multiples of column $\sigma$ to columns on its right as necessary to ensure that the unique nonzero entry in row low$(\sigma \delta)$ appears in column $\sigma$. A routine exercise shows that the resulting matrix $\hat{\delta}'$, fits into a matrix factorization $\hat{\delta}' = \hat{\delta} V$ of the appropriate form.

**Remark 3.5.** From Theorem 2.6, the polyhedra $P(K)$ induced by the $D$-compatible classifications $K$ describe the fiber $PH^{-1}(D)$ as a polyhedral complex. In applications where it is desirable to dispose of a simplicial complex structure for $PH^{-1}(D)$, we can simply form the nerve of the cover associated to the polyhedra $P(K)$, which by the
We include the construction of this simplicial complex for describing

Algorithm 2 ExtendFiltration(\(\mathcal{F}, \text{Results}, \delta, \pi, M\))

Input: Partial classification \(\mathcal{F}\), list Results of \(D\)-compatible classifications, matrix \(\delta\), pairing \(\pi\), integers \(M \in \mathbb{N}^{d+1}\)
Output: List Results enriched with \(D\)-compatible classifications that extend the classification \(\mathcal{K}_{\text{in}}\)

1: if \(|\mathcal{K}_{\text{in}}| = 2K\) and \(D_{\mathcal{K}_{\text{in}}} = D\) and \(\Phi_{\text{cur}} = \emptyset\) then
2: return Results \(\cup \{\mathcal{K}_{\text{in}}\}\)
3: else if \(\Phi_{\text{cur}} \neq \emptyset\) and \(I_{\text{cur}} = \emptyset\) and \(\Phi_{\text{cur}}^{n.c} = \emptyset\) then
4: \(\mathcal{K}_{\text{in}}' \leftarrow \mathcal{K}_{\text{in}} \cup \Phi_{\text{cur}}\)
5: if \(\Phi_{\text{cur}}\) contains critical simplices for the endpoint \(j\) then \(j' \leftarrow j + 1\) else \(j' \leftarrow j\)
6: if \(D_{\mathcal{K}_{\text{in}}} = D\) then
7: \(I_{\text{cur}}' \leftarrow \{(b, d) \in D | b = j'\} or d = j'\}
8: \(\mathcal{F}' \leftarrow (\mathcal{K}_{\text{in}}', j', \emptyset, \emptyset, I_{\text{cur}}')\)
9: Results \(\leftarrow\) ExtendFiltration(\(\mathcal{F}', \text{Results}, \delta, \pi, M\))
10: \(\mathcal{F}' \leftarrow (\mathcal{K}_{\text{in}}', j', \emptyset, \emptyset, \emptyset)\)
11: return ExtendFiltration(\(\mathcal{F}', \text{Results}, \delta, \pi, M\))
else if \(d = j\) then
20: for simplex \(\sigma \notin \mathcal{K}_{\text{in}} \cup \Phi_{\text{cur}}\) such that \(\delta\sigma = 0\) and \(\dim \sigma = \dim(b, d) + 1\) do
21: \(\Phi_{\text{cur}}' \leftarrow \Phi_{\text{cur}} \cup \{\sigma\}\) and \(I_{\text{cur}}' \leftarrow I_{\text{cur}} \cup \{(b, d)\}\)
22: \(\mathcal{F}' \leftarrow (\mathcal{K}_{\text{in}}', j, \Phi_{\text{cur}}', I_{\text{cur}}', \Phi_{\text{cur}}^{n.c})\)
23: \(\pi' \leftarrow \pi\) where \(\pi'\) agrees with \(\pi\) on all inputs, except that \(\pi'_{\mathcal{F}}(b, d) := \sigma\) instead of \(\emptyset\)
24: Results \(\leftarrow\) ExtendFiltration(\(\mathcal{F}', \text{Results}, \delta, \pi', M\))
27: for simplex \(\tau \in \Phi_{\text{cur}}^{n.c.}\) do
28: for simplex \(\sigma \notin \mathcal{K}_{\text{in}} \cup \Phi_{\text{cur}}\) such that \(\delta\sigma = \tau\) and \(\delta\sigma = \dim \tau + 1\) do
29: \(\Phi_{\text{cur}}' \leftarrow \Phi_{\text{cur}} \cup \{\sigma\}\) and \(I_{\text{cur}}' \leftarrow I_{\text{cur}} \cup \{\tau\}\)
30: \(\delta' \leftarrow \delta\) with respect to the column of \(\sigma\), c.f. Remark 3.4
31: \(\pi' \leftarrow \pi\), where \(\pi'\) agrees with \(\pi\) on all inputs, except that \(\pi'_{\mathcal{F}}(b, d) := \sigma\) instead of \(\emptyset\)
32: Results \(\leftarrow\) ExtendFiltration(\(\mathcal{F}', \text{Results}, \delta', \pi', M\))
33: if \(\text{M}_{\text{dim} \sigma} > 0\) then
34: \(\text{M}_{\text{dim} \sigma} \leftarrow \text{M}_{\text{dim} \sigma} - 1\)
35: \(\mathcal{F}' \leftarrow (\mathcal{K}_{\text{in}}', j, \Phi_{\text{cur}} \cup \{\sigma\}, I_{\text{cur}}', \Phi_{\text{cur}}^{n.c.} \cup \{\sigma\})\)
36: Results \(\leftarrow\) ExtendFiltration(\(\mathcal{F}', \text{Results}, \delta, \pi, M\))
37: return Results

Nerve theorem for Euclidean closed convex sets is homotopy equivalent to \(\text{PH}^{-1}(D)\) (see e.g. [17], §5). In practice, computing the nerve amounts to finding non-empty intersections \(\bigcap_{i=1}^{n} \mathcal{P}(K_i)\), which in a polyhedral complex boils down to intersecting vertex sets:

\[ V\left(\bigcap_{i=1}^{n} \mathcal{P}(K_i)\right) = \bigcap_{i=1}^{n} V(\mathcal{P}(K_i)).\]

We include the construction of this simplicial complex for describing \(\text{PH}^{-1}(D)\) in our implementation.

Remark 3.6. Since the polyhedral decomposition of the fiber realizes a regular CW complex, computing the \(\mathbb{Z}_2\) linear boundary operator of this object reduces to enumerating the codimension-1 faces of each polyhedron. These may be computed from the standard formula for the boundary of a product of copies of standard geometric simplices:

\[ \partial(\sigma_1 \times \cdots \times \sigma_m) = \bigcup_k [\sigma_1 \times \cdots \times \partial(\sigma_k) \times \cdots \times \sigma_m] \]

Computing the coefficients of the \(\mathbb{Z}\)-linear boundary matrix is slightly more involved, due to orientation. We defer this problem to later work.

Remark 3.7 (Generalization to barcodes for persistent (relative) (co)homology). The discussion this far has focused exclusively on barcodes of the homological persistence module (obtained by applying the homology functor to a nested
sequence of cell complexes). However, there are several other formulae for generating persistence modules from a filtered cell complex. While each construction has distinct and useful algebraic properties, their barcodes are completely determined by that of the homological barcode \[8\]. Thus the procedure to compute fiber of \(PH\) also serves to compute the persistence fiber of these other constructions. For a detailed discussion, see Appendix B.

4 Generalisation to based chain complexes

We generalise the fact that the fiber of the persistence map \(PH\) is a polyhedral complex to filters defined directly at the level of based chain complexes. These include filters on simplicial complexes, cubical complexes, delta complexes and CW complexes. In turn our approach for computing \(PH^{-1}(D)\) adapts to these situations as well.

**Definition 4.1.** A based, finite-dimensional, \(k\)-linear chain complex is a pair \((C, E)\) such that \(\sum_i \dim(C_i) < \infty\) and \(E\) is a union of bases \(E_i\) of \(C_i\) for all \(i\). A filter on \((C, E)\) is a real-valued function \(f: E \to \mathbb{I}\) such that the linear span of \(\{e \in E : f(e) \leq \ell\}\) forms a linear subcomplex of \(C\), for each \(\ell \in \mathbb{I}\).

Here are some examples of \((C, E)\) induced by combinatorial complexes:

1. **Simplicial Complexes.** Basis \(E\) is the collection of simplices in a simplicial complex \(K\). We recover the standard setting of filters over \(K\).
2. **Cubical complexes.** Basis \(E\) is the collection of cubes in a cubical complex.
3. **Delta and CW Complexes.** Basis \(E\) is the collection of cells in a delta complex or CW complex \(K\).

These variations are of interest in practice: For instance with delta and CW complexes we can decompose topological spaces with much fewer simplices, while cubical complexes appear naturally e.g. in image analysis. The main result of this section, Theorem 4.14, generalizes the structure theorem for simplicial complexes (Theorem 1.2) to these important variants. In particular, Theorem 4.14 implies each of the following results.

**Theorem 4.2.** Let \(K\) be a simplicial, cubical, delta or CW complex and let \(D\) be a barcode. Then the fiber \(PH^{-1}(D)\) is the underlying space of a polyhedral complex whose polyhedra are products of standard simplices.

**Theorem 4.3.** Theorem 4.2 remains true if we restrict to lower-star filtrations or Vietoris-Rips filtrations.

4.1 Polyhedral decomposition of the ambient cube

Let \(E\) be a finite set, and let \(\Gamma = \{\gamma_0 < \cdots < \gamma_m\}\) be a finite subset of the interval \(I\), where \(\gamma_0 = 1\) and \(\gamma_m \equiv \#K\). For any pair of functions \(f, g: E \to I\), let us define the relation \(f \sim_{\Gamma} g\) by either of the following two equivalent axioms:

(A1) There exists an order-preserving map \(\psi: I \to I\) such that \(\psi(\gamma_i) = \gamma_i\) for each \(i\), and \(g = \psi \circ f\).

(A2) The function \(g\) satisfies

\[
\begin{align*}
  f(e) \in \Gamma \implies g(e) &= f(e) \\
  f(e) \leq f(e') \implies g(e) &\leq g(e').
\end{align*}
\]

Note that the relation \(\sim_{\Gamma}\) is reflexive and transitive but not symmetric. We write

\[\mathcal{P}_{\Gamma}(f) := \{g \in I^E : f \sim_{\Gamma} g\} .\]

**Lemma 4.4.** The set \(\mathcal{P}_{\Gamma}(f)\) is a compact polyhedron.

**Proof.** Axiom \((A2)\) represents a family of logical conditions, each of which determines either a hyperplane, i.e. \(\{g : g(e) = c\}\), or a closed half-space, i.e. \(\{g : g(e') - g(e) \geq 0\}\). The intersection of these sets, \(\mathcal{P}_{\Gamma}(f)\), is a bounded polyhedron.

**Lemma 4.5.** If \(g \in \mathcal{P}_{\Gamma}(f)\) then \(\mathcal{P}_{\Gamma}(g) \subseteq \mathcal{P}_{\Gamma}(f)\).

**Proof.** Relation \(\sim_{\Gamma}\) is transitive.

**Proposition 4.6.** The set of convex polyhedra \(\mathcal{P}_{\Gamma} = \{\mathcal{P}_{\Gamma}(f) : f: E \to I\}\) is a polyhedral complex; the underlying space is \(|\mathcal{P}_{\Gamma}| = I^E\).

**Proof.** Follows from Lemmas 4.4 and 4.5.
Then we provide the description of each polyhedron $P_{T}(f)$ in the complex as a product of standard simplices. For convenience let $\gamma_{m+1} := \infty$, and for each $i \in \{1, \ldots, m\}$, let $\eta^{i} = f(E) \cap (\gamma_{i}, \gamma_{i+1})$.

**Lemma 4.7.** If each $\eta^{i}$ is nonempty, then $P_{T}(f)$ is affinely isomorphic to $\Delta_{#\eta^{0}} \times \cdots \times \Delta_{#\eta^{m}}$, where $\Delta_{k}$ stands for the standard geometric simplex of dimension $k$.

**Proof.** Follows from Axiom (A1).

### 4.2 Polyhedral decomposition of $PH^{-1}(D)$ for based chain complexes

Let $(C, E)$ be a based, finite-dimensional, $k$-linear chain complex.

**Lemma 4.8.** Let $f$ be a filter on $(C, E)$; $D$ be the associated (total) barcode; and $\Gamma := \text{End}^{\ast}(D)$ be the set of finite endpoints of intervals in $D$. Then each element of $P_{T}(f)$ is a bona fide filter on $(C, E)$ with barcode $D$.

**Proof.** The persistence map is equivariant in the sense that $PH(\psi \circ f) = \psi . PH(f)$ for $\psi : I \rightarrow I$ a non-decreasing map, as can be proven e.g. following [14, Lemma 1.5]. Here $\psi$ acts point-wise on intervals of $PH(f)$, i.e. each interval $(b, d) \in PH(f)$ produces an interval $(\psi(b), \psi(d))$ in $\psi . PH(f)$ whenever $\psi(b) \neq \psi(d)$. The result follows from Axiom [A1].

Given $S$ a union of polyhedra in a polyhedral complex $P$, then the subcomplex induced by $S$ is defined as

$$P[S] = \{ X \in P : X \subseteq S \}. \quad (3)$$

**Theorem 4.9.** Let $(C, E)$ be a point-wise finite dimensional based chain complex; $D$ be a barcode; $\Gamma := \text{End}^{\ast}(D)$; and $PH^{-1}(D)$ be the set of filters on $(C, E)$ with barcode $D$. Then $PH^{-1}(D)$ is a union of polyhedra in $P_{T}$, hence there exists a well-defined polyhedral subcomplex

$$P_{T}[PH^{-1}(D)] \subseteq P_{T}$$

with underlying space $[P_{T}[PH^{-1}(D)]] = PH^{-1}(D)$.

**Proof.** Lemma 4.8 implies that $PH^{-1}(D)$ is a union of the polyhedra in $\{ P_{T}(f) : f \in PH^{-1}(D) \}$, and by continuity it is a closed subset of the polyhedral complex $P_{T} = \{ P_{T}(f) : f : E \rightarrow I \}$ (Proposition 4.6). Therefore $PH^{-1}(D)$ is a sub-polyhedral complex.

### 4.3 Polyhedral decomposition of $PH^{-1}(D)$ for CW complexes

The polyhedral decomposition of $PH^{-1}(D)$ for based chain complexes (Theorem 4.9) does not carry over directly to arbitrary CW complexes because given a CW complex $K$, there may exist filters on the associated based chain complex $(C, E)$ that do not correspond to valid filters of $K$. Here the notion of filter on a CW complex (respectively, delta or cubical complex) naturally generalises the simplicial situation: it qualifies any function $f : K \rightarrow I$ whose sub-level sets are sub-CW complexes (respectively, sub-delta or sub-cubical complexes).

**Example 4.10.** Let $K = \{ v, e \}$ be the CW decomposition of $S^{1}$ with one vertex, $v$, and one edge, $e$. Since all boundary maps are 0, the filtration $\{ e \} \subseteq \{ v, e \}$ is perfectly valid for $(C, E)$, but not for $K$.

Fortunately this problem is simple to address. Lemma 4.11 represents the only technical observation needed to extend our polyhedral characterization of the persistence fiber from regular finite CW complexes to arbitrary finite CW complexes. The proof is vacuous.

**Lemma 4.11.** Suppose that a function $P : I^{E} \rightarrow \{ \text{True}, \text{False} \}$ satisfies the condition that

$$P(f) = \text{True} \implies P \text{ evaluates to True on each element of } P_{T}(f). \quad (4)$$

Then $P^{-1}(\text{True})$ is a union of polyhedra in $P_{T}$, hence $P_{T}[P^{-1}(\text{True})]$ is a polyhedral subcomplex.

**Theorem 4.12.** Let $K$ be a simplicial, cubical, delta or CW complex. Let $D$ be a barcode, and let $(C, E)$ be the induced based chain complex. Then the fiber $PH^{-1}(D)$ is a polyhedral complex whose polyhedra are products of standard simplices.
Proof. Let $K$ be a finite CW complex, and let $P(f) = \text{True}$ iff $f^{-1}(-\infty, t)$ is a CW subcomplex of $K$ for each $t \in I$. Then $P(f) \Rightarrow P(g)$ for each $g$ such that $f \sim g$, by Axiom $[A1]$ Lemma $4.11$ therefore implies that $\text{PH}^{-1}(D)$ is the underlying space of a polyhedral complex. The polyhedra in this complex are isomorphic to products of simplices, by Lemma $4.7$. 

In practice, it is simple to adapt the $\text{ExtendFiltration}$ algorithm to compute $\text{PH}^{-1}(D)$ for a CW complex. One must simply add the condition that $\mathcal{K}_{\text{in}} \cup \{\sigma\}$ be a bona fide subcomplex to each of the lists of criteria found on lines $15, 21, 28$, and $32$.

4.4 Polyhedral decomposition of $\text{PH}^{-1}(D) \cap S$, for a restricted family $S$

It is common in practice to restrict one’s attention to a restricted family of filters, $S$. A noteworthy family of examples come from the lower-$p$ filtrations. Given a CW complex $K$ with associated based chain complex $(C, E)$, we define the space of lower-$p$ filtrations on $K$ as

$$\text{Low}_p(K) = \{ f : E \rightarrow I : \text{ for each cell } \tau \in I, \text{ one has } f(\tau) = \max \{ f(\sigma) : \sigma \subseteq \text{cl}(\tau), \dim(\sigma) \leq p \} \}$$

Examples include

1. The space of lower-star filtration, $\text{Low}_0(K)$.
2. The space of lower-edge filtrations, $\text{Low}_1(K)$. These include the so-called Vietoris-Rips filtrations of a combinatorial simplicial complex.

The important fact about these spaces is that they are unions of polyhedra in the polyhedral decomposition of the ambient cube:

Lemma $4.13$. For each $p$ and each finite subset $\Gamma \subseteq I$, the space $\text{Low}_p(K)$ is a union of polyhedra in $\mathcal{P}_\Gamma$.

Proof. Fix $f \in \text{Low}_p(K)$, and suppose that $f \sim g$ for some $g$. Then it follows from Axiom $[A1]$ that $g \in \text{Low}_p(K)$. In particular, if $\text{Low}_p(K)$ contains an element of a polyhedron in $\mathcal{P}_\Gamma$, then it contains the entire polyhedron.

Then we have the following.

Theorem $4.14$. Suppose that $(C, E)$ is the based chain complex associated with a finite simplicial complex, a delta complex or a CW complex $K$. Let $D$ be a barcode and $\Gamma = \text{End}^*(D)$ be the associated set of finite endpoints. Then

$$S = \text{PH}^{-1}(D) \cap \text{Low}_p(K)$$

is a union of polyhedra in $\mathcal{P}_\Gamma$. Consequently there is a nested sequence of polyhedral subcomplexes

$$\mathcal{P}_\Gamma[S] \subseteq \mathcal{P}_\Gamma[\text{PH}^{-1}(D)] \subseteq \mathcal{P}_\Gamma.$$

When $p = 0$, the set $S$ is the space of lower-star filters with barcode $D$. When $p = 1$, the set $S$ is the space of lower-edge filters with barcode $D$.

Proof. Follows from Lemma $4.13$.

Remark $4.15$ (Adapting the $\text{ExtendFiltration}$ algorithm). If we wish only to compute a polyhedral decomposition of $D$-compatible lower-$p$ filters, then the exploration of Alg. $2$ can be considerably reduced. For this we maintain a list $L$ of simplices $\sigma \notin \mathcal{K}_{\text{in}}$ whose faces $\tau$ with $\dim(\tau) \leq p$ satisfy $\tau \in \mathcal{K}_{\text{in}}$; we deem the current class $\Phi_{\text{cur}}$ incomplete as long as $L$ is non-empty. In practice this simply amounts to modifying Line 3 to:

(Line 3’) \quad \text{else if } L = \emptyset \text{ and } \Phi_{\text{cur}} \neq \emptyset \text{ and } I_{\text{cur}} = \emptyset \text{ and } \Phi_{\text{n.c}}^I = \emptyset \text{ then} \quad$

In addition we need to update the list $L$ each time we add a new vertex $\tau$ in the classification (which can happen at lines $16, 22, 29$ and $35$) simply by adding the following line:

Add to list $L$ all simplices $\sigma$ such that $\mathcal{K}_{\text{in}} \cup \Phi_{\text{cur}} \cup \{\tau\}$ contains the $k$-dimensional faces of $\sigma$ for each $k \leq p$.

5 Experiments

Using our algorithm we compute the number of polyhedra in $\text{PH}^{-1}(D)$, binned by dimension, and the non-zero Betti numbers $\beta_p(\text{PH}^{-1}(D))$. We also record the special cases where the facets, i.e. polyhedra in $\text{PH}^{-1}(D)$ that are maximal w.r.t. inclusions, do not consist only in the top-dimensional polyhedra.
Implementation Algorithm 1 was implemented in the programming language Rust. This implementation accommodates user-defined coefficient fields, based complexes, and restricted families of filters, e.g. lower-star. The implementation uses several dependencies from the ExHACT library [13] for low-level functions, including reduction of boundary matrices and implementation of common coefficient fields. Source code for both libraries is to be made available in the near future.

Reading the results The outputs of the algorithm are reported in figures. Each figure corresponds to a specific simplicial, or CW complex and provides statistics about the fiber $\text{PH}^{-1}(D)$ for various barcodes in a table. By convention, black intervals in the target barcode $D$ are of dimension 0, blue intervals are of dimension 1, while green intervals are of dimension 2. In all cases the number of polyhedra in $\text{PH}^{-1}(D)$ is binned by dimension in the form of an array, and the Betti numbers are computed with coefficients in $\mathbb{Z}_2$. Unless explicitly stated otherwise:

- The facets are the top dimensional polyhedra. Otherwise, we explicitly report in red the facets binned by dimension in an array;
- The persistence modules associated to barcodes $D$ are computed with coefficients in $\mathbb{Z}_2$. Otherwise, in special cases where we also compute persistence modules with coefficients in $\mathbb{Q}$, the coefficient field is indicated in blue by a specific mention;
- The fiber is computed inside the space of all filters. Otherwise, we provide as many columns for statistics about $\text{PH}^{-1}(D)$ as there are categories of filters to consider.

5.1 Simplicial Complexes

In all the examples of this section $K$ is a simplicial complex. When $K$ is a tree (Figure 6), we report these statistics both when the domain of PH consists of all filters and when it is restricted to lower star filters. For lower star filters on the interval the fiber is shown by [7] to consist of contractible components. Our computations indicate that this property holds as well for general filters on the interval, however it breaks for other trees where the fiber has loops as indicated by non-trivial Betti numbers $\beta_i$.

![Figure 6: Some statistics about fibers $\text{PH}^{-1}(D)$ when $K$ is a tree.](image)

For lower star filters on arbitrary subdivisions of the circle it is proven in [15] that the fiber is made of circular components. Our computations (Figure 7) suggest that this property holds as well for general filters on the interval, however it breaks for other trees where the fiber has loops as indicated by non-trivial Betti numbers $\beta_i$.

When $K$ is homotopy equivalent to a bouquet of two circles (Figure 8), the fiber itself has trivial homology in degree higher than 1 and we observe cases (indicated in red) where some facets are not top-dimensional polyhedra.

In light of all the previous calculations, we can conjecture that when $K$ is a graph the fiber $\text{PH}^{-1}(D)$ has trivial homology in degrees higher than 1. However, when $K$ is the 2-skeleton of the 3-simplex (Figure 9), for some barcodes $D$ the fiber has non-trivial degree 3 homology. Therefore in general the fiber $\text{PH}^{-1}(D)$ may have higher non-trivial homologies than the base complex $K$. 

For lower star filters on arbitrary subdivisions of the circle it is proven in [15] that the fiber is made of circular components. Our computations (Figure 7) suggest that this property holds as well when allowing general filters and adding dangling edges to the circle.

When $K$ is homotopy equivalent to a bouquet of two circles (Figure 8), the fiber itself has trivial homology in degree higher than 1 and we observe cases (indicated in red) where some facets are not top-dimensional polyhedra.

In light of all the previous calculations, we can conjecture that when $K$ is a graph the fiber $\text{PH}^{-1}(D)$ has trivial homology in degrees higher than 1. However, when $K$ is the 2-skeleton of the 3-simplex (Figure 9), for some barcodes $D$ the fiber has non-trivial degree 3 homology. Therefore in general the fiber $\text{PH}^{-1}(D)$ may have higher non-trivial homologies than the base complex $K$. 
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Let $K$ be an arbitrary connected simplicial complex, and let $D_K$ be the barcode with one infinite bar $(0, +\infty)$ in degree 0, with no finite bars, followed by infinite bars $(1, +\infty)$ of multiplicity $\beta_p(K)$ in each degree $p \geq 1$. In all the examples computed with $\mathbb{Z}_2$ coefficients by our algorithm, the fiber $\text{PH}^{-1}(D_K)$ and the base complex $K$ have the same Betti numbers (with coefficients in $\mathbb{Z}_2$). This motivates the following conjecture.

**Conjecture 1.** Let $K$ be a simplicial complex. Then the fiber $\text{PH}^{-1}(D_K)$ and $K$ have the same Betti numbers.

### 5.2 CW Complexes

In this section $K$ is a surface with a CW structure: the torus (Fig.10), the Klein bottle (Fig.11), the real projective plane (Fig.12), the Möbius strip (Fig.13), the cylinder (Fig.14) and the Dunce Hat (Fig.15). Indeed from section 4 our algorithm adapts to CW complexes and more generally to based chain complexes. This is a precious feature since simplicial triangulations of our surfaces have many simplices, hence our algorithm struggles to compute the associated fibers, while it handles cellular decompositions which are much smaller.

For cellular triangulations that are too small (e.g. the first two decompositions of the torus in Fig.10), fibers are not interesting. This is why we consider cellular decompositions that are not minimal and have sufficiently many simplices for the fibers to be interesting. For such fibers, the remarks of section 5.1 about simplicial complexes apply as well. In particular, the fiber $\text{PH}^{-1}(D_K)$ and the base complex $K$ have the same Betti numbers.

We also find novel behaviours:

| Complex $K$ | Barcode $D$ | Fiber |
|-------------|-------------|-------|
| ![Complex](image1) | Polyhedra: $[9, 21, 12]$ | $\beta_0 = 1, \beta_1 = 1$ |
| ![Complex](image2) | Polyhedra: $[25, 91, 106, 40]$ | $\beta_0 = 1, \beta_1 = 1$ |
| ![Complex](image3) | Polyhedra: $[16, 64, 80, 32]$ | $\beta_0 = 1, \beta_1 = 1$ |
| ![Complex](image4) | Polyhedra: $[25, 150, 305, 260, 80]$ | $\beta_0 = 1, \beta_1 = 1$ |
| ![Complex](image5) | Polyhedra: $[66, 358, 664, 526, 152]$ | $\beta_0 = 2, \beta_1 = 1$ |
| ![Complex](image6) | Polyhedra: $[183, 1388, 3501, 4572, 2808, 672]$ | $\beta_0 = 1, \beta_1 = 1$ |
| ![Complex](image7) | Polyhedra: $[224, 224]$ | $\beta_0 = 4, \beta_1 = 4$ |
| ![Complex](image8) | Polyhedra: $[192, 192]$ | $\beta_0 = 4, \beta_1 = 4$ |
| ![Complex](image9) | Polyhedra: $[288, 288]$ | $\beta_0 = 4, \beta_1 = 4$ |
| ![Complex](image10) | Polyhedra: $[2100, 4500, 2400]$ | $\beta_0 = 4, \beta_1 = 4$ |
| ![Complex](image11) | Polyhedra: $[1500, 3400, 1840]$ | $\beta_0 = 4, \beta_1 = 4$ |
| ![Complex](image12) | Polyhedra: $[3420, 7420, 4000]$ | $\beta_0 = 4, \beta_1 = 4$ |
| ![Complex](image13) | Polyhedra: $[13440, 46272, 53416, 19984]$ | $\beta_0 = 4, \beta_1 = 4$ |
| ![Complex](image14) | Polyhedra: $[8736, 31904, 36192, 13824]$ | $\beta_0 = 4, \beta_1 = 4$ |
| ![Complex](image15) | Polyhedra: $[27560, 96672, 111906, 62624]$ | $\beta_0 = 4, \beta_1 = 4$ |
| ![Complex](image16) | Polyhedra: $[10980, 21216, 11136]$ | $\beta_0 = 8, \beta_1 = 8$ |

Figure 7: Some statistics about fibers $\text{PH}^{-1}(D)$ when $K$ is homotopy equivalent to a circle.
For some CW complexes that are topological manifolds, such as the real projective plane and the Klein bottle, there are fibers whose facets do not consist only in top-dimensional polyhedra. In particular these fibers are not manifolds.

For some CW complexes that are topological manifolds, such as the real projective plane, there are fibers whose connected components don’t have the same homotopy type. This situation is detected whenever \( \beta_0(\text{PH}^{-1}(D)) \geq 2 \) and \( \beta_p(\text{PH}^{-1}(D)) = 1 \) for some \( p \geq 1 \).

For some spaces like the Klein bottle and the real projective plane whose homology with coefficients in \( \mathbb{Z}_2 \) differ from that with coefficients in \( \mathbb{Q} \), the fibers \( \text{PH}^{-1}(D) \) strongly depend on the choice field. Namely, the number of polyhedra in the fibers, the dimensions of the facets and the Betti numbers are not the same whether the persistence module associated to \( D \) is computed with coefficients in \( \mathbb{Z}_2 \) or \( \mathbb{Q} \).

The dunce hat is contractible but some fibers have non-trivial 2-dimensional homology.

## 6 Conclusion

This work introduces and implements the first algorithm to compute the fiber \( \text{PH}^{-1}(D) \subseteq \mathbb{R}^K \). Each fiber \( \text{PH}^{-1}(D) \) admits a canonical polyhedral decomposition \( [14] \), and the output of the algorithm is a collection of polyhedra, with each polyhedron represented in computer memory as an ordered partitions of \( K \).

The proposed algorithm leverages the combinatorial structure of \( \text{PH}^{-1}(D) \) to organize the computation as a depth-first search; this ensures that the memory requirement to run the computation (excluding the list of polyhedra returned) scales quadratically with the size of \( K \), rather than exponentially, as would naïve implementations.

In addition, we extend the polyhedral decomposition of the fiber from \( [14] \) Theorem 2.2 to encompass not only simplicial complexes but CW complexes generally, including cubical and delta complexes. We also incorporate
variations on the notion of filter that arise naturally in applications, e.g. the lower-star filtration and Vietoris-Rips filtration. The proposed algorithm adapts naturally to these settings, and we include these variants in the implementation. Indeed, this flexibility proves useful in experiments, since several computations which proved intractable on a simplicial complex $K$ due to excessive time demands later proved feasible for homeomorphic CW complexes that had fewer cells.

This work enables the research community to study persistence fibers empirically, for the first time. As a demonstration, we compute the fibers of approximately 120 barcode strata, the only corpus of its kind. The Betti statistics of the associated polyhedral complexes suggest several numerical trends, and provide counterexamples which would be impossible to replicate by hand.

An interesting feature of these complexes is their size. In each of our experiments, the underlying simplicial or CW complex had fewer than 20 cells; however the associated fibers often had hundreds of thousands of polyhedra – in some cases, millions. It is surprising that so many distinct solution classes should exist, given the size of $K$ and the number of conditions imposed by the persistence map. These examples should inform general approaches to computation in the future, and motivate the mathematical problem of formulating new, more compact representations of the fiber.

Even in cases where the fiber remains small enough to fit comfortably in computer memory, we find that challenges remain vis-a-vis overall execution time. Most computations that are run on complexes with 15 cells or more consume hours or days; run time also depends, to a large degree, on the barcode selected. Moreover, the overwhelming majority of internal calls to our recursive depth-first-search algorithm yield only proper faces of polyhedra that have already been computed. This points to several natural and concrete directions either for development of new algorithms or improvement of the methods presented here.

### A Connection with Simple Homotopy Theory

In this section we show that collapsibility of a complex $K$, which is a combinatorial and stronger notion of contractibility, is equivalent to the fiber $\text{PH}^{-1}(D)$ over a well-chosen barcode $D$ being non-empty. In particular we can use our algorithm for computing $\text{PH}^{-1}(D)$ to determine whether $K$ is collapsible.
Given \( \tau, \sigma \) two simplices, \( \tau \subseteq \sigma \) and \( \dim \sigma = \dim \tau + 1 \), such that \( \sigma \) is a maximal face of \( K \) and no other simplex contains \( \tau \), we say that \( \tau \) is a free face. The operation of removing \( \tau, \sigma \) is called an elementary collapse, and if \( L := K \setminus \{ \tau \subseteq \sigma \} \) is the resulting complex we write \( K \setminus L \). Finally \( K \) is said to be collapsible if there is a sequence of elementary collapses from \( K \) to one of its vertices:

\[
K = L_n \setminus L_{n-1} \setminus L_{n-2} \setminus \cdots \setminus L_1 \setminus L_0 = \{ v \}.
\]

Collapsibility implies contractibility but the reverse is false; the dunce hat and the house with two rooms are instances of contractible 2-complexes that are not collapsible. However we have the following well-known Zeeman’s conjecture, appropriately phrased in [2] for simplicial complexes:

**Conjecture 2 (Zeeman [18]).** Let \( K \) be a contractible 2-complex. Then after taking finitely many barycentric subdivisions the product \( K \times I \) is collapsible.

This conjecture remains open and implies the 3-dimensional conjecture [18].

Next we bridge the question of the collapsibility of a complex \( K \) to the fiber of \( \text{PH} \) over barcodes \( D \) that are elementary: those have 1 infinite bar \((b_0, \infty)\) in dimension 0 followed by \( \frac{iK-1}{2} \) non-overlapping intervals \((b_i, d_i)\), that is:

\[
b_0 < b_1 < d_1 < b_2 < d_2 < \cdots < b_i < d_i < \cdots < b_{iK-1} < d_{iK-1}.
\]

**Proposition A.1.** Let \( K \) be a contractible complex. Then \( K \) is collapsible if and only if there exists an elementary barcode \( D \) with nonempty fiber, i.e. \( \text{PH}^{-1}(D) \neq \emptyset \).

**Proof.** If \( K \) is collapsible let \( K = L_n \setminus L_{n-1} \setminus L_{n-2} \setminus \cdots \setminus L_1 \setminus L_0 = \{ v \} \) be a sequence of elementary collapses, with notations \( n = \frac{iK-1}{2} \) and \( L_{i+1} = L_i \cup \{ \tau_i \subseteq \sigma_i \} \), and define a filter \( f \) by \( f(v) := 0, f(\tau_i) := 2i + 1 \) and \( f(\sigma_i) := 2i + 2 \). Then the barcode of \( f \) is clearly elementary by definition of an elementary collapse.

Conversely, let \( D = \{(b_0, \infty)\} \cup \{(b_i, d_i)\} \) be an elementary barcode and \( f \) a filter in the fiber, i.e. \( \text{PH}(f) = D \). Since \( D \) has exactly \( iK \) distinct endpoint values, \( f \) establishes a bijection \( v \mapsto b_0, (\tau_i, \sigma_i) \mapsto (b_i, d_i) \), from simplices of \( K \) to these endpoints. In particular \( \tau_n \) and then \( \sigma_n \) are the last two simplices to enter the sub-level set filtration of \( f \), so that \( \sigma_n \) is a maximal face and no other simplex can contain \( \tau_n \). However \( \sigma_n \) itself contains \( \tau_n \) because the \( \dim \tau_n = \dim \sigma_n - 1 = \dim(b_n, d_n) \)-cycle created by \( \tau_n \) becomes a boundary when adding \( \sigma_n \) in the filtration. Thus removing \( \tau_n \) and \( \sigma_n \) defines an elementary collapse, and we conclude by induction.

## B Adaptation for persistent (relative) (co)homology

In addition to the homology functor, the relative homology, cohomology, and relative cohomology functors engender distinct persistence modules of their own, each of which determines a barcode and thus a new persistence map. We claim that the procedure described to compute the fiber of the persistent homology map in this work also suffices to compute the fibers of these other maps.

Let \((C, E)\) be a based, finite-dimensional, \( \mathbb{K} \)-linear chain complex equipped with a filter \( f : E \to \mathbb{I} \) that surjects onto a finite subset of the unit interval \( \mathbb{I} \), denoted \( \Gamma = \{ \gamma_0 < \cdots < \gamma_m \} \), where \( \gamma_0 = 0 \) and \( \gamma_m < 1 \). Write \( L_t \) for the linear span of \( \{ e \in E : f(e) \leq t \} \), which forms a subcomplex of \( C \) by hypothesis.

From these data we can construct four distinct sequences of vector spaces and homomorphisms, induced by either inclusion or quotient:

\[
\begin{align*}
H_\bullet(L) : & \quad H_\bullet(L_{\gamma_0}) \longrightarrow \cdots \longrightarrow H_\bullet(L_{\gamma_m}) \longrightarrow H_\bullet(L_1) \\
H^\bullet(L) : & \quad H^\bullet(L_{\gamma_0}) \longleftarrow \cdots \longleftarrow H^\bullet(L_{\gamma_m}) \longleftarrow H^\bullet(L_1) \\
H_\bullet(L_1, L) : & \quad H_\bullet(L_1) \longrightarrow H_\bullet(L_1, L_{\gamma_0}) \longrightarrow \cdots \longrightarrow H_\bullet(L_1, L_{\gamma_m}) \\
H^\bullet(L_1, L) : & \quad H^\bullet(L_1) \longleftarrow H^\bullet(L_1, L_{\gamma_0}) \longleftarrow \cdots \longleftarrow H^\bullet(L_1, L_{\gamma_m})
\end{align*}
\]

We refer to these as the homology, cohomology, relative homology, and relative cohomology persistence modules, respectively.

A classic result of [8] states that the barcode for \( H_\bullet(L) \) uniquely determines the barcodes for \( H^\bullet(L), H_\bullet(L_1, L), \) and \( H^\bullet(L_1, L) \).
To compute the fiber of one of these other maps, therefore, one must simply convert the barcode to the associated PH barcode and apply any algorithm that is specialized to compute fibers for $H_\bullet(L)$. Barcodes in persistent homology can be converted into barcodes for the other three standard persistence modules as follows:

1. $H_\bullet(L)$ from $H^\bullet(L)$: no change
2. $H_\bullet(L)$ from $H_\bullet(L_1, L)$ or $H^\bullet(L_1, L)$: subtract 1 from the homology degree of each finite bar; replace each infinite bar of form $(-\infty, a)$ with $[a, \infty)$, leaving degree unchanged

### Additional computations

| CW complex (Torus) | Barcode $D$ | Fiber |
|-------------------|-------------|-------|
| ![Figure 10](image1.png) | Polyhedra: [2] $\beta_0 = 2$ | | |
| ![Figure 10](image2.png) | Polyhedra: [12, 12] $\beta_0 = 2, \beta_1 = 2$ | | |
| ![Figure 10](image3.png) | Polyhedra: [64, 448, 832, 576, 128] $\beta_0 = 1, \beta_1 = 2, \beta_2 = 1$ Facets: [0, 0, 0, 128, 128] | | |
| ![Figure 10](image4.png) | Polyhedra: [1832, 19776, 77344, 140688, 140688, 147792, 153600] $\beta_0 = 1, \beta_1 = 4, \beta_2 = 5, \beta_3 = 2$ | | |
| ![Figure 10](image5.png) | Polyhedra: [1472, 8928, 20096, 21856, 11776, 2560] $\beta_0 = 6, \beta_1 = 8, \beta_2 = 2$ Facets: [0, 0, 0, 448, 0, 2560] | | |
| ![Figure 10](image6.png) | Polyhedra: [18496, 153856, 505280, 852352, 786560, 378880, 74752] $\beta_0 = 6, \beta_1 = 14, \beta_2 = 10, \beta_3 = 2$ | | |
| ![Figure 10](image7.png) | Polyhedra: [2368, 6800, 5924, 1408] $\beta_0 = 1, \beta_1 = 17$ Facets: [0, 0, 1408, 1408] | | |
| ![Figure 10](image8.png) | Polyhedra: [64, 256, 320, 128] $\beta_0 = 4, \beta_1 = 4$ | | |
| ![Figure 10](image9.png) | Polyhedra: [2112, 3072, 896] $\beta_0 = 2, \beta_1 = 66$ Facets: [0, 896, 896] | | |
| ![Figure 10](image10.png) | Polyhedra: [1152, 2560, 1408] $\beta_0 = 8, \beta_1 = 8$ | | |
| ![Figure 10](image11.png) | Polyhedra: [2240, 7872, 10432, 6336, 1536] $\beta_0 = 8, \beta_1 = 16, \beta_2 = 8$ Facets: [0, 320, 0, 1536] | | |
| ![Figure 10](image12.png) | Polyhedra: [8320, 28824, 39936, 24320, 5888] $\beta_0 = 16, \beta_1 = 32, \beta_2 = 16$ Facets: [0, 896, 0, 5888] | | |

Figure 10: Some statistics about fibers $PH^{-1}(D)$ when $K$ is a CW decomposition of the torus.
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| Polyhedra: [207, 1996, 3844, 5102, 3769, 960] | $b_0 = 1, b_1 = 1$ |
| Polyhedra: [63624, 23676, 620056, 908696, 762356, 542948, 64296] | $b_0 = 1, b_1 = 1, b_2 = 2, b_3 = 1$ |
| Polyhedra: [1064, 2384, 91966, 91994, 91994] | $b_0 = 1, b_1 = 1, b_2 = 2, b_3 = 2, b_4 = 1$ |
| Polyhedra: [698, 2386, 3694, 3091, 1296] | $b_0 = 1, b_1 = 1, b_2 = 2, b_3 = 2, b_4 = 1$ |
| Polyhedra: [26840, 81288, 81548, 28910] | $b_0 = 1, b_1 = 57$ |
| Polyhedra: [17432, 53816, 74394, 17836] | $b_0 = 1, b_1 = 57$ |
| Polyhedra: [243392, 114582, 373000, 3655488, 2220792, 504832] | $b_0 = 3, b_1 = 50, b_2 = 57$ |

Figure 12: Some statistics about fibers $\text{PH}^{-1}(D)$ when $K$ is a CW decomposition of the real projective plane, and when persistence modules are computed with coefficients in the field $\mathbb{Q}$ or $\mathbb{Z}_2$.

| CW complex (Möbius Strip) | Barcode $D$ | Fiber |
|----------------------------|------------|-------|
| Polyhedra: [106, 1206, 5000, 9340, 39532, 4720, 900] | $b_0 = 1$ |
| Polyhedra: [11348, 67224, 115406, 165432, 96752, 16800] | $b_0 = 1, b_1 = 3, b_2 = 2$ |
| Polyhedra: [4900, 51904, 33584, 938900, 76512, 312984, 61256] | $b_0 = 1, b_1 = 2, b_2 = 2, b_3 = 1$ |
| Polyhedra: [23752, 122700, 176040, 111920, 2664] | $b_0 = 1, b_1 = 33$ |
| Polyhedra: [28002, 78964, 116032, 73048, 17886] | $b_0 = 1, b_1 = 33$ |
| Polyhedra: [3056, 3300, 100800, 188800, 177810, 87296, 17604] | $b_0 = 4, b_1 = 9, b_2 = 6$ |
| Polyhedra: [2994, 14584, 84356, 141594, 142006, 71388, 14302] | $b_0 = 4, b_1 = 3, b_2 = 5, b_3 = 4$ |

Figure 13: Some statistics about fibers $\text{PH}^{-1}(D)$ when $K$ is a CW decomposition of the Möbius strip.
Figure 14: Some statistics about fibers $\Phi H^{-1}(D)$ when $K$ is a CW decomposition of the cylinder.

| CW complex (Cylinder) | Barcode $D$ | Fiber |
|-----------------------|-------------|-------|
|                      | Polyhedra: [328, 2040, 4700, 5052, 2944, 629] | \(b_0 = 1, b_1 = 1\) |
|                      | Polyhedra: [5612, 23528, 33520, 22112, 5584] | \(b_0 = 1, b_1 = 5\) |
|                      | Polyhedra: [86, 448, 736, 512, 128] | \(b_0 = 2, b_1 = 2\) |
|                      | Polyhedra: [4482, 11776, 10992, 3264] | \(b_0 = 2, b_1 = 18\) |
|                      | Polyhedra: [5712, 15104, 13536, 4160] | \(b_0 = 2, b_1 = 18\) |
|                      | Polyhedra: [1904, 7056, 9700, 6080, 1472] | \(b_0 = 4, b_1 = 8, b_2 = 4\) |
|                      | Polyhedra: [496, 1824, 2528, 1584, 384] | \(b_0 = 2, b_1 = 4, b_2 = 2\) |
|                      | Polyhedra: [1120, 2840, 2460, 768] | \(b_0 = 4, b_1 = 12\) |

Figure 15: Some statistics about fibers $\Phi H^{-1}(D)$ when $K$ is a CW decomposition of the Dunce Hat.

| CW complex (Dunce Hat) | Barcode $D$ | Fiber |
|------------------------|-------------|-------|
|                      | Polyhedra: [15, 54, 64, 24] | \(b_0 = 1\) |
|                      | Polyhedra: [120, 220, 96] | \(b_0 = 2, b_1 = 6\) |
|                      | Polyhedra: [63, 790, 1356, 1020, 288] | \(b_0 = 1, b_1 = 4\) |
|                      | Polyhedra: [34, 24] | \(b_0 = 10\) |
|                      | Polyhedra: [34, 24] | \(b_0 = 10\) |
|                      | Polyhedra: [286, 628, 828, 288] | \(b_0 = 6, b_1 = 10, b_2 = 2\) |
|                      | Polyhedra: [196, 2370, 2836, 964] | \(b_0 = 2, b_1 = 4\) |
|                      | Polyhedra: [288, 628, 828, 288] | \(b_0 = 6, b_1 = 10, b_2 = 2\) |
|                      | Polyhedra: [41, 243, 515, 508, 244, 48] | \(b_0 = 1\) |
|                      | Polyhedra: [500, 1518, 1720, 964, 192] | \(b_0 = 1, b_1 = 15\) |
|                      | Polyhedra: [1956, 19060, 81350, 183396, 242534, 188644, 79216, 14016] | \(b_0 = 1, b_1 = 1\) |
|                      | Polyhedra: [132, 272, 184, 48] | \(b_0 = 16\) |
|                      | Polyhedra: [132, 272, 184, 48] | \(b_0 = 16\) |
|                      | Polyhedra: [1088, 21522, 63778, 99044, 86132, 41456, 8064] | \(b_0 = 4, b_1 = 4\) |
|                      | Polyhedra: [504, 2796, 6324, 7248, 4176, 960] | \(b_0 = 4, b_1 = 4\) |