QoS-aware User Grouping Strategy for Downlink Multi-Cell NOMA Systems

Fengqian Guo, Hancheng Lu, Xiaoda Jiang, Ming Zhang, Jun Wu, and Chang Wen Chen

In multi-cell non-orthogonal multiple access (NOMA) systems, designing an appropriate user grouping strategy is an open problem due to diverse quality of service (QoS) requirements and inter-cell interference. In this paper, we exploit both game theory and graph theory to study QoS-aware user grouping strategies, aiming at minimizing power consumption in downlink multi-cell NOMA systems. Under different QoS requirements, we derive the optimal successive interference cancellation (SIC) decoding order with inter-cell interference, which is different from existing SIC decoding order of increasing channel gains, and obtain the corresponding power allocation strategy. Based on this, the exact potential game model of the user grouping strategies adopted by multiple cells is formulated. We prove that, in this game, the problem for each player to find a grouping strategy can be converted into the problem of searching for specific negative loops in the graph composed of users. Bellman-Ford algorithm is expanded to find these negative loops. Furthermore, we design a greedy based suboptimal strategy to approach the optimal solution with polynomial time. Extensive simulations confirm the effectiveness of grouping users with consideration of QoS and inter-cell interference, and show that the proposed strategies can considerably reduce total power consumption comparing with reference strategies.
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I. INTRODUCTION

As the mobile communications develop with great speed, higher system throughput and massive connectivity are needed for 5th-generation (5G) mobile communication systems [1]–[3]. To address these challenges, non-orthogonal multiple access (NOMA) is recognized as a potential technique [1]. In NOMA systems, signals of multi-users can be transmitted on the same frequency domain simultaneously by superposition coding (SC) [4]. These signals are distinguished according to their different transmit power. Then successive interference cancellation (SIC) is used to detect and decode these signals [5].

Due to the power domain multiplexing, NOMA can serve more users than traditional orthogonal multiple access (OMA) and provide higher multi-user diversity gain and spectrum efficiency [6], [7]. There have been many attempts on power allocation to optimize the performance of NOMA, including energy efficiency (EE) [6], [9], fairness [10], [11] and sum rate [12], [13]. Power allocation in multi-cell NOMA networks has been studied in [14], [15]. However, there will be severe inter-user interference and error propagation of SIC if too many users sharing the same time-frequency resource. In addition, more users sharing the same time-frequency resource means higher computation complexity of SIC at the receiver. User grouping has been considered as an effective way to alleviate inter-user interference and error propagation, achieving a balance between the system performance and computation complexity [1]. With user grouping, users are divided into groups, and the radio resources among different groups are orthogonal. Inter-user interference and power consumption are closely related to user grouping, thus total transmit power can be reduced by an appropriate user grouping strategy [16], [17].

Many studies have been done on user grouping in NOMA systems [16], [18]–[21]. Among them, authors in [16] propose to select two users with large differences on channel coefficients into one group to improve the overall system throughput of NOMA systems. This strategy is expanded to the scenario with more users in each group by Ali et al. in [19]. Moreover, matching theory and matching game are also applied into user grouping [22]–[25]. To increase the system capacity in half-duplex cognitive orthogonal frequency division multiplexing (OFDM)-NOMA systems Xu et al. in [24] propose a user grouping strategy depending on matching theory. To balance the weighted sum rate (WSR) and fairness among users, in [25], the authors assign users into different groups depending on matching theory.

Some researchers have focused on user grouping in multi-cell NOMA systems [26]–[28]. The authors in [26] and [29] expanded the strategy of selecting two users whose channel conditions are more distinctive into the same group in [16] to multi-cell NOMA systems and multi-cell downlink multiple-input multiple-output NOMA networks, respectively. In addition, joint optimization of user grouping and power allocation has been investigated. L. You et al in [30] derive a unified optimization framework for the joint optimization problem of user grouping and power allocation in multi-cell NOMA systems. To maximize the download elastic traffic rate in multi-cell NOMA systems, a joint optimization strategy of subchannel assignment and power allocation was proposed in [27]. In these studies, the impact of inter-cell interference on SIC has not been well addressed. The SIC decoding order is still the same as that in single-cell systems, i.e., the increasing order of channel gains.
It is still challenging for existing user grouping strategies to achieve the optimal performance, like power consumption, for multi-cell NOMA systems. First, in practice, QoS requirements, such as target data rate, of different users have also not been well concerned in the existing user grouping strategies in multi-cell NOMA systems. Diverse QoS requirements may impact the way to allocate power and group users. The reason is that, to satisfy the various QoS requirements of users, adequate power is needed, where more power will be allocated to the high target data rates users. It means that more inter-user interference will be produced by the users with higher target data rates. Therefore, to alleviate inter-user interference in each group, it is important to avoid high target data rates users being assigned into the same group. If we group users considering diverse QoS requirements, total transmit power can be further reduced due to the alleviating of inter-user interference. It is also the meaning of “QoS-aware” in the title of this paper. In existing studies, this issue has not been addressed. Second, inter-cell interference is necessary to be considered in practical multi-cell NOMA systems. The efficiency of SIC will be seriously affected by inter-cell interference and inter-cell interference is different among different groups in each base station (BS). The widely used SIC decoding order of increasing channel gains in existing studies is no longer optimal, in which inter-cell interference is not well considered [1], [14]. Last, to reduce the complexity of user grouping, the number of users in each group is assumed to be equal in most existing user grouping strategies. If the number of users in each group is unfixed and arbitrary, a better user grouping strategy with less inter-user interference may be found.

To address aforementioned challenges, in this paper, we study QoS-aware user grouping strategy that minimizes power consumption in multi-cell NOMA systems with inter-cell interference. Our preliminary work was presented in [31]. In [31], we solved the user grouping problem in single-cell NOMA systems with QoS constraints using graph theory. In this paper, we extend our work in [31] to multi-cell NOMA systems with inter-cell interference. The novelty of this paper mainly lies in two aspects: 1) We focus on a novel QoS aware user grouping problem in a downlink multi-cell NOMA system, while most existing studies perform user grouping based on channel conditions. Furthermore, the optimal SIC decoding order is derived with consideration of diverse QoS requirements in this system, which is different from that based on channel conditions. 2) We propose a novel method to solve the problem from the perspective of graph theory. Particularly, we convert the problem of finding a grouping strategy into the problem of looking for some specific negative loops in the graph composed of users. The main contributions are described as follows.

- Under different QoS requirements, we first analyze the optimal SIC decoding order and the optimal power allocation strategy for any given user grouping strategy considering downlink multi-cell NOMA scenario with inter-cell interference. Then we formulate the user grouping problem for power minimization in multi-cell NOMA systems.

- The game model of the multi-cell user grouping problem is obtained, where each BS is a player with goal to find an action to reduce its action effect function. We prove that the obtained game model can be classified as an exact potential game. In addition, the existence of the Nash Equilibrium(NE) and the finite improvement property (FIP) of the proposed game are also proved.

- To find the grouping strategy of each player in the obtained game, a weighted directed graph is constructed, and the problem of grouping users in each BS is converted into the problem of looking for some specific negative loops in this graph. Then we extend Bellman-Ford algorithm to find these negative loops to minimize total transmit power. To approach the optimal user grouping strategy within polynomial time, a fast greedy strategy is also proposed.

Extensive simulations are carried out to evaluate the performance of the proposed strategies. We first show that the proposed two strategies can converge to stable solutions after finite iterations. Then the traditional successive interference cancellation(SIC) decoding order of increasing channel gains is proved to be not optimal. By comparing with two reference user grouping strategies, we show that the proposed two user grouping strategies can significantly reduce inter-cell interference as well as total transmit power. Furthermore, the simulation results indicate that the proposed two strategies avoid users with high target data rate or poor channel condition being grouped into the same group as much as possible, resulting in reduction of inter-cell interference and total transmit power.

The rest of this paper is organized as follows. Section II outlines the model of the downlink multi-cell NOMA systems. We analyze and formulate the problem of user grouping for transmitting power minimization with QoS constraints in Section III. In Section IV, we prove that this problem can be formulated as an exact potential game. In Section V, we convert the action selection problem of each player, i.e., each BS, into the problem of looking for some specific negative loops in the graph composed of users and propose two strategies to solve it. Systems performance is evaluated in Section VI. Finally, Section VII concludes the paper.

Notations: Bold and calligraphic letters denote vectors and sets, respectively. ∪ and \ represent set union and set difference operators, respectively. ⌈·⌉ denotes the ceiling function. |·| denotes the number of elements in ·. ∥·∥_1 is the 1-norm.

Table I lists the main notations used in this paper.

### Table I

| Notation | Description |
|----------|-------------|
| M        | Set of BSs |
| N        | Set of users |
| G        | Set of channels |
| m        | Index of BS |
| g        | Index of channel |

---

**II. Systems Model**

We consider a downlink multi-cell NOMA system with M BSs and N users as shown in Fig. 1. We assume that all BSs share the same spectrum, and all the BSs can communicate and coordinate with each other, similar to that in [27], [32]. There are G channels in each BS. Let \( \mathcal{M} = \{1, \cdots, M\} \), \( \mathcal{N} = \{1, \cdots, N\} \) and \( \mathcal{G} = \{1, \cdots, G\} \) denote the index sets of BSs, users and channels, respectively. The users in the range of BS m \( (m \in \mathcal{M}) \) simultaneously associating channel g \( (g \in \mathcal{G}) \)
TABLE I
MAIN NOTATIONS

| Symbol | Description |
|--------|-------------|
| $N$    | Index set of all users |
| $\mathcal{G}$ | Index set of subchannels/groups |
| $M$    | Index set of BSs |
| $\mathcal{U}^m,g$ | Index set of users in group $m$ |
| $p_n$  | Transmit power allocated to user $n$ |
| $p_{k,n}^m$ | Transmit power allocated to the $k$-th user in group $m$ |
| $P_t$  | Total transmit power |
| $\pi$  | Vector of grouping strategy of all users |
| $\pi_{-n}$ | Vector of grouping strategy of users except user $n$ |
| $(n\rightarrow g)$ | Operation that moving user $n$ into group $g$ |
| $(n\rightarrow \tilde{n})$ | Operation that moving user $n$ into the group including user $\tilde{n}$, and moving user $\tilde{n}$ out of its original group |

For convenience, according to the Shannon’s theorem, the achievable data rate for user $i$ to decode the signal of user $n$ is denoted by $R_{i\rightarrow n}$ (particularly, $R_{i\rightarrow n} = R_n$), which is expressed as $\left[14\right]$

$$R_{i\rightarrow n} = \log_2 \left( 1 + \frac{|H_{i,n}^m|_2^2}{|\mathcal{I}_{i,n}^m|_2^2 + \sigma^2} \right), \quad n, i \in \mathcal{U}^m,g,$$

(1)

where $S_{m,g}^n$ is associated with the proposed SIC decoding order in Theorem 1 of the next section, and the user with lower $S_{m,g}^n$ has higher priority detecting order, $I_n$ denotes the total interference from the other BSs, i.e., $I_n = \sum_{m' \in M \setminus m} |H_{i,n}^{m'}|^2 \sum_{j \in U^{m',g}} p_j, \quad n \in \mathcal{U}^{m,g}.$

(2)

By SIC, a user should correctly detect information of the users with higher priority detecting order in the same group $\mathcal{G}$. Therefore, to make sure that the information of one user can be detected by the users with lower priority detecting order, i.e., $R_n < R_{i\rightarrow n}$, $\forall i, n \in \mathcal{U}^{m,g}$, $S_{i,n}^m > S_{m,n}^i$, we will have

$$R_n = \min_{s' \in \mathcal{U}^{m,g}} R_{n\rightarrow s'},$$

(3)

$$= \min_{s' \in \mathcal{U}^{m,g}} \log_2 \left( 1 + \frac{|H_{n,s'}^m|_2^2}{|\mathcal{I}_{n,s'}^m|_2^2 + \sigma^2} \right), \quad n \in \mathcal{U}^{m,g}.$$

To satisfy the QoS requirement of each user, the achievable data rate of a user should be no less than its target data rate: $R_n \geq r_n, \quad n \in \mathcal{N}.$

(4)

Combine (3) with (4), the following constraint about power allocation is obtained.

$$\min_{s' \in \mathcal{U}^{m,g}} \log_2 \left( 1 + \frac{|H_{n,s'}^m|_2^2}{|\mathcal{I}_{n,s'}^m|_2^2 + \sigma^2} \right) \geq r_n, \quad n \in \mathcal{N}.$$

Then the minimal transmit power allocated to user $n$ is expressed as follows.

$$p_n \geq (2^r_n - 1) \left( \sum_{s' \in \mathcal{U}^{m,g}} p_j + \max_{s' \in \mathcal{U}^{m,g}} \frac{\sigma^2 + I_n}{|H_{n,s'}^m|_2^2} \right), \quad n \in \mathcal{U}^{m,g}. \quad \left(5\right)$$

The total transmit power can be obtained as follows.

$$P_t = \sum_{m \in M} \sum_{g \in \mathcal{G}} \sum_{n \in \mathcal{U}^{m,g}} p_n. \quad \left(6\right)$$

III. PROBLEM FORMULATION

Based on the analysis above, the joint user grouping and power allocation problem for minimizing total transmit power in multi-cell NOMA systems is formulated as follows.

$$\min_{U^{m,g}} P_t = \sum_{m \in M} \sum_{g \in \mathcal{G}} \sum_{n \in \mathcal{U}^{m,g}} p_n,$$

(7a)

s.t. $p_n \geq (2^r_n - 1) \left( \sum_{s' \in \mathcal{U}^{m,g}} p_j + \max_{s' \in \mathcal{U}^{m,g}} \frac{\sigma^2 + I_n}{|H_{n,s'}^m|_2^2} \right), \quad n \in \mathcal{U}^{m,g}. \quad \left(7b\right)$

$$\bigcup_{m \in M} \mathcal{U}^{m,g} = \mathcal{N}, \quad \left(7c\right)$$

$$\mathcal{U}^{m,g} \cap \mathcal{U}^{m',g'} = \emptyset, \quad g, g' \in \mathcal{G}, g \neq g', \quad \left(7d\right)$$

$$\mathcal{U}^{m,g} \cap \mathcal{U}^{m',g'} = \emptyset, \quad m, m' \in M, m \neq m'. \quad \left(7e\right)$$

where (7c), (7d) and (7e) mean that every user should be assigned into one group.

Since the radio resources among different subchannels are orthogonal, there is no inter-user interference among different subchannels. Furthermore, the minimal power consumption compose group $mg$. Perfect channel state information (CSI) is assumed to be available at BSs and users $\left[33\right]$. The indexes set of users assigned into BS $m$ and group $mg$ are denoted by $\mathcal{U}^m$ and $\mathcal{U}^{m,g}$, respectively, where the number of users in $\mathcal{U}^{m,g}$ is $|\mathcal{U}^{m,g}|$. We assume that each user associates to the nearest BS $\left[28\right]$.

According to the NOMA principle, BS $m$ exploits SC and broadcasts signal $\sum_{n \in \mathcal{U}^{m,g}} \sqrt{p_n} s_n$ to users in group $mg$, where $s_n$ denotes the transmitted symbol of user $n$, and $E[s_n] = 0$ and $E[|s_n|^2] = 1$ for $\forall n \in N$. The signal that user $n$ receives is given by $y_n = H_{n,m}^m \sum_{i \in \mathcal{U}^{m,g}} \sqrt{p_i} s_i + n_n \in \mathcal{U}^{m,g}$, where $n_n \sim N(0, \sigma^2)$ is Additive White Gaussian Noise (AWGN). $H_{n,m}^m$ denotes the channel coefficient between BS $m$ ($m \in \mathcal{M}$) and user $n$ ($n \in \mathcal{N}$) on subchannel $g$ ($g \in \mathcal{G}$).

The process of downlink multi-cell NOMA with SIC is presented in Fig. [2] As shown in the upper right part of Fig. 1 and lower right part of Fig. 2, the users with different target transmission rates are distinguished by their colors. In Fig. 1, the distances between users and BSs indicate their channel conditions. To make it more clear, each user in Fig. 2 is indexed with the same index with the user in the same color in Fig. 1. First, each user associates to the nearest BS $\left[28\right]$. Then user association and grouping are executed based on their channel condition and target transmission rate. BS allocates different transmit power to different users and users distinguish received signals by SIC $\left[7\right]$. A simple process of SIC in downlink NOMA taking the case of user 1 and user 3 is shown at the right of Fig. [2] where $x_1$ and $x_3$ are signals transmitted to user 1 and user 3 from BS 1, respectively. $h_1$ and $h_3$ are channel coefficients between BS 1 and user 1 and user 3, respectively.

With SIC, each user needs to decode the signals of users with higher priority detecting order. Therefore, if $n, i \in \mathcal{U}^{m,g}$ and user $n$ has higher priority detecting order than user $i$, user $i$ needs to decode the signal of user $n$ before decoding its own signal. When user $i$ decodes the signal of user $n$, i.e., $\sqrt{p_n} s_n$, all the signals of users with lower detecting order than user $n$, i.e., $H_j^m \sum_{j \in \mathcal{U}^{m,g}} \sqrt{p_j} s_j$, will be regarded as interference. When user $i$ decodes the signal of user $n$, i.e., $\sqrt{p_n} s_n$, all the signals of users with lower detecting order than user $n$, i.e., $H_j^m \sum_{j \in \mathcal{U}^{m,g}} \sqrt{p_j} s_j$, will be regarded as interference.
of each user in $\mathcal{N}$ can be obtained by (5). But (5) is very complicated due to the maximization function. To simplify (5), the optimal SIC decoding order is required. However, due to serious inter-cell interference, the existing SIC decoding order that sorting users by the increasing order of channel gains in single-cell system is not optimal in multi-cell system [14]. Therefore, we propose a novel SIC decoding order for multi-cell system in Theorem 1. For simplification, we define a channel coefficient to interference plus ratio(CCINR) as

$$S_{m,g}^{n} = \frac{|H_{m,g}^{n}|^2}{I_{m,g} + \sigma^2}, \quad n \in \mathcal{T}^{m,g}. \quad (8)$$

**Theorem 1.** To minimize total transmit power while satisfying the QoS requirement of each users, the optimal SIC decoding order is the ascending order of $S_{m,g}^{n}$ and we should allocate power according to (9) to each user in group $m,g$ in descending order of $S_{m,g}^{n}$.

$$p_{n} = (2^n - 1)\left(\frac{a_{n}\sigma^2}{|H_{m,g}^{n}|^2}\right) + \sum_{n' \in \mathcal{T}^{n',g} \land n' > n} p_{n'}, \quad n \in \mathcal{N}. \quad (9)$$

**Proof.** See Appendix A. \qed

Let $p^{m,g}$ denote total power consumption of users in group $mg$, i.e.,

$$p^{m,g} = \sum_{n \in \mathcal{T}^{m,g}} p_{n} = \sum_{n \in \mathcal{T}^{m,g}} (2^n - 1)\left(\frac{a_{n}\sigma^2}{|H_{m,g}^{n}|^2}\right) \prod_{i = 1}^{2^n} 2^{x_i} + \sum_{m' \in \mathcal{M} \backslash \{m\}}\sum_{n \in \mathcal{T}^{m,g}} (|H_{m',g}^{n}|^2)\left(\frac{2^{n-1}}{|H_{m',g}^{n}|^2}\right) \prod_{i = 1}^{2^n} 2^{x_i}. \quad (10)$$

The detailed derivation process of (10) is proposed in Appendix B.

Let $A^g$ denote a $M \times M$ matrix, where

$$A^g_{m,m'} = \begin{cases} \sum_{n \in \mathcal{T}^{m,g}} (|H_{m',g}^{n}|^2)\left(\frac{2^{n-1}}{|H_{m',g}^{n}|^2}\right) \prod_{i = 1}^{2^n} 2^{x_i}, & m \neq m' \\ -1, & m = m' \end{cases}, \quad (11)$$

Let $b$ denote a $M \times 1$ vector, where

$$b_{m} = -\sum_{n \in \mathcal{T}^{m,g}} (2^n - 1)\left(\frac{a_{n}\sigma^2}{|H_{m,g}^{n}|^2}\right) \prod_{i = 1}^{2^n} 2^{x_i}. \quad (12)$$

Let $P^g$ denote a $M \times 1$ vector, where $P^g_{m} = p^{m,g}$. Then according to (10), we have:

$$A^g P^g = b \implies P^g = \overline{A}^g b. \quad (13)$$

where $\overline{A}^g$ is the inverse matrix of $A^g$. The reversibility of matrix $A^g$ is proved in Appendix C. Then the total power consumption of all users on channel $g$ is:

$$\sum_{m \in \mathcal{M}} p^{m,g} = \|P^g\|_1 = \|\overline{A}^g b\|_1. \quad (14)$$

where $\| \cdot \|_1$ is the 1-norm.

Since the minimal transmit power can be calculated through Theorem 1 for any user grouping strategies, what we need to do next is to find the optimal user grouping strategy under Theorem 1 to minimize total transmit power. Therefore,
problem (7) can be rewritten as follows.

\[
\min_{\user^m} \quad P_t = \sum_{m \in \userspace} \sum_{g \in \grpspace} p^{m,g} \tag{15a}
\]

s.t. \[ \sum_{m \in \userspace} p^{m,g} \leq \| \user^m \|_1, \tag{15b} \]

\[
\begin{align*}
K_{m,m}^g &= \left\{ \sum_{n \in \user^m} (|H_{m,n}^g|^2) \frac{p^{m,n}}{2^{i_n}} \prod_{i \neq n} 2^{i_i}, \quad m \neq m' \\
&= -1, \quad m = m' \}
\end{align*}
\]

\[ \mathcal{U}^{m,g} = \mathcal{N}, \tag{15c} \]

\[ \mathcal{U}^{m,g} \cap \mathcal{U}^{m',g} = \emptyset, \quad g, g' \in \Grpspace, g \neq g'. \tag{15d} \]

\[ \mathcal{U}^{m,g} \cap \mathcal{U}^{m',g} = \emptyset, \quad m, m' \in \userspace, m \neq m'. \tag{15e} \]

Since the number of users that we assigned into each group is unixed, the existing user grouping strategies based on matching theory or the matching game are no longer applicable. Besides, inter-cell interference is not considered in existing strategies, which has severe impact on NOMA transmission. This problem is a mixed-integer non-linear programming (MINLP) problem whose feasible region is non-convex. The solution to such problem generally yields unacceptable computation burden by exhaustive search or similar algorithms. To solve this problem practically, we model it as an exact potential game where each BS is a player. We also propose an expanded Bellman-Ford algorithm and a greedy based suboptimal algorithm for each player to group users with lower computational complexity. The details of the proposed modeling and algorithms are presented in Section IV and Section V, respectively.

IV. POTENTIAL GAME

We define a subchannel assigning vector \( \user = \{ \pi_n \}_{1 \leq n \leq N} \), where \( \pi_n \) is the subchannel index of user \( n \). Let \( \user_{-n} \) denote the vector of subchannel indexes of users in \( \mathcal{N} \{ n \} \), i.e., \( \user_{-n} = (\pi_1, \ldots, \pi_{n-1}, \pi_{n+1}, \ldots, \pi_N) \). Let \( (n \rightarrow g) \) denote the operation that user \( n \) is moved into the group served by subchannel \( g \) in the same BS. Similarly, \( (n \rightarrow \pi_n) \) denotes the operation that user \( n \) is moved into the group containing user \( n \).

We assume that all users associated to BS \( m \) have been numbered from 1 to \( |\user^m| \). We assume that user \( m_k \) is the \( k \)-th user in BS \( m \). Then the group containing the \( k \)-th user in BS \( m \) can be expressed as \( \pi_{m_k} \). To describe the action of all users in BS \( m \) when the user grouping strategy of BS \( m \) changes, a \( |\user^m| \times \Grpspace \) action matrix \( \user^m \) is introduced, where \( \user^m_{k,g} \) is the element of this matrix at the \( k \)-th row and the \( g \) column. \( \user^m_{k,g} = 1 \) means that user \( m_k \) is not in group \( g \) and user \( m_k \) should be moved into group \( g \), i.e., action \( (m_k \rightarrow g) \), and \( \user^m_{k,g} = 0 \) otherwise. With initial grouping strategy \( \user \), this definition can be expressed by the following formula:

\[
\user^m_{k,g} = \begin{cases} 
1 & \text{if } (m_k \rightarrow g) \text{ and } \pi_{m_k} \neq g \\
0 & \text{otherwise}
\end{cases} \tag{16}
\]

where \( \pi_{m_k} \neq g \) means the \( k \)-th user associated to BS \( m \) is not in group \( g \) with grouping strategy \( \user \) before \( \user^m_{k,g} \) being executed. Then any change in the grouping strategy of users served by BS \( m \) can be presented by \( \user^m \). For instance, we assume that there are 5 users associated to BS \( m \), with initial user grouping strategy \( \user \), these users are assigned into 3 groups: users \( m_1, m_2 \) in group 1, users \( m_3, m_4 \) in group 2, users \( m_5 \) in group 3. If the grouping strategy \( \user \) is changed to \( \user' \) by moving user 1 into group 2, moving user 3 into group 3 and moving user 5 into group 1, then the action matrix \( \user^m \) can be written as \( \user^m = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \end{bmatrix} \).

Let \( \user \xrightarrow{g} \user' \) indicate that \( \user \) can be changed into \( \user' \) by action \( \user^m \). We define an action effect function \( \effect^m(\user \xrightarrow{g} \user') \) as the difference of total transmit power after \( \user \xrightarrow{g} \user' \), i.e.,

\[
\effect^m(\user \xrightarrow{g} \user') = P_{\text{total}}(\user') - P_{\text{total}}(\user) = \sum_{g \in \Grpspace} \sum_{m \in \userspace} p^{m,g} \left| (\user') - (\user) \right| - \sum_{g \in \Grpspace} \| \user^m_{b^g} \|_1 \left| (\user') - (\user) \right| = \sum_{m \in \userspace} p^{m,g} \left| (\user') - (\user) \right| = \sum_{m \in \userspace} \| \user^m_{b^g} \|_1 \left| (\user') - (\user) \right|
\]

It should be noted that \( \user = \{ \pi_n \}_{1 \leq n \leq N} \) contains the group information of all users, where \( \pi_n \) is the subchannel index of user \( n \). As mentioned in (14), \( \sum_{m \in \userspace} p^{m,g} = \| \user^m_{b^g} \|_1 \). Therefore, the utility change due to unilaterally strategy deviation can exactly indicate the difference of total transmit power. In the following, we prove that game \( \Grpspace \) is an exact potential game.

**Theorem 2.** Game \( \Grpspace \) admits an exact potential function,
which is expressed as follows:
\[ \Phi_m(\pi^m \mapsto \pi') = D_m(\pi^m \mapsto \pi') \]  
(21)

**Proof.**
\[
D_m(\pi^m \mapsto \pi') - D_m(\pi^m \mapsto \pi'') = (P_{total}(\pi') - P_{total}(\pi)) - (P_{total}(\pi') - P_{total}(\pi))
\]
which satisfies (20) in Definition 2. Therefore, the proof of Theorem 2 is concluded.

Accordingly, game \( \mathcal{G} \) is an exact potential game and admits an exact potential function \( D_m(\pi^m \mapsto \pi') \). Then if we reduce the value of \( D_m(\pi^m \mapsto \pi') \) by action \( \mathbb{J}^m \), total transmit power will also reduce. Based on this, we prove the existence of FIP of this game as follows.

**Corollary 1.** Game \( \mathcal{G} \) is bound to stop at a NE, and has the FIP.

**Proof.** The FIP is a property for the game that is bound to stop after a limited number of iterations \([37]\). It should be noted that every finite ordinal exact potential game has the FIP \([37]\) and there is at least one NE \([36]\) in a finite exact potential game \([36]\), \( \mathcal{G}, M \) and \( \mathcal{N} \) are all finite, and every time we change a BS’s grouping strategy to reduce the value of its exact potential function, total transmit will also reduce. Thus a grouping strategy profile will not be selected repeatedly. So the proof of Corollary 1 is concluded.

### A. Algorithm Description

Based on the above analysis, the detailed game procedure is described in Algorithm 1. It is a dynamic potential game strategy with complete information. A dynamic game is a game where players make decisions, i.e., choosing a grouping strategy, one by one but not in the meantime. Complete information means that all players know the strategies of the other players. As mentioned in section II, all the BSs can communicate and coordinate with each other \([27], [32]\). Thus in Algorithm 1, the grouping strategy of each BS is chosen one by one according to the strategies of the other BSs.

Once a user connects/disconnects a BS, what we need to do is to continue the game process based on the original strategy but not re-execute it. In the next section, the grouping strategy of each BS is analyzed by graph theory.

### V. Directed Graph for User Grouping in Downlink Multi-cell NOMA

In this section, we will solve the problem that how to find an appropriate action \( \mathbb{J}^m \) for each player, i.e., each BS. Based on the model of game \( \mathcal{G} \), a weighted directed graph is built, and the problem that how to find an appropriate strategy for each player, i.e., each BS, is solved based on graph theory. According to the game process as described in Algorithm 1, we need to find action \( \mathbb{J}^m \) s.t. \( D_m(\pi^m \mapsto \pi') < 0 \). First we divide the actions into two types, _shift league_ and _exchange league_:
by searching for i-shift league or i-exchange league. In this paper, when a new user connects a BS, the new user will first be assigned to the group with the highest channel gain. So once a user connects/disconnects a BS, there may be new shift league or exchange league, and the new subchannel assigning vector π’ will not be stable. What we need to do is finding out the shift leagues and the exchange leagues in π’ and updating the subchannel assigning vector according to these leagues but not re-execute Algorithm 1. To find i-shift league or i-exchange league in Algorithm 1 graph theory is applied.

A. Directed Graph

Let \( (n \rightarrow \tilde{n}) \) stand for the operation that moving user \( n \) into the group including user \( \tilde{n} \), and then moving user \( \tilde{n} \) out of its original group. We assume that \( \pi_n = g \), and \( \pi_{\tilde{n}} = \tilde{g} \). Then the difference of power consumption of all users on channel \( \tilde{g} \) before and after \( (n \rightarrow \tilde{n}) \) is

\[
\Delta \hat{\eta}(n \rightarrow \tilde{n}, \pi_{\{n, \tilde{n}\}}) = \| \hat{A} \hat{b} \|_1 \bigg| (n \in U^{\hat{\eta}, m}, \tilde{n} \notin U^{\hat{\eta}, m}, \pi_n) - (\tilde{n} \in U^{\hat{\eta}, m}, \pi_{\tilde{n}}) \bigg| \tag{22}
\]

For convenience, users served by BS \( m \) are indexed from 1 to \( \|U^m\| \), and \( m_k \) denotes the \( k \)-th user in BS \( m \). A weighted directed graph \( G^m(V, E; W; \pi) \) is constructed based on (22), where \( V = U^m \) is the set of nodes, \( E \) denotes the set of edges (these edges only exist between two users served by the same BS and in different groups), \( W \) denotes the set of weights on the edges. The weight on each edge of the weighted directed graph \( G^m(V, E; \pi) \) is calculated according to the adjacent matrix \( C \). The adjacent matrix \( C \) is formed as follows:

\[
C_{ij} = \begin{cases} \Delta \hat{\eta}_{m_j} (m_i \rightarrow m_j, \pi_{\{m_i, m_j\}}), & \pi_{m_i} \neq \pi_{m_j} \\ \infty, & \text{else} \end{cases} \tag{23}
\]

where \( C_{ij} = \infty \) means that node \( m_i \) is not connected with node \( m_j \). For instance, if users \( m_i \) and \( m_j \) are in different groups, the weight on edge \( m_i \rightarrow m_j \) is \( W_{m_i \rightarrow m_j} = C_{ij} = \Delta \hat{\eta}_{m_j} (m_i \rightarrow m_j, \pi_{\{m_i, m_j\}}) \). The adjacent matrix \( C \) is calculated according to the current subchannel assigning vector \( \pi \). Therefore, although a single node may be involved into many loops, the adjacent matrix \( C \) can be calculated by (23) and the sum of the weight of a loop \( m_{i_1} \rightarrow m_{j_1} \rightarrow \cdots \rightarrow m_{k} \rightarrow m_{j_2} \rightarrow m_{i_2} \rightarrow \cdots \) can be calculated by \( C_{ij_1} + \cdots + C_{kj} \). Then we have:

Lemma 1. For any \( i \) users in different groups of one BS, the following statements are equivalent:

1. These \( i \) users compose an i-shift league.
2. These \( i \) users compose a negative loop in graph \( G^m(V, E; W; \pi) \).

Proof. We assume that in subchannel assigning vector \( \pi \), users \( n_1, \cdots, n_i \) are in the same BS and in different groups, and we assume \( \pi_{n_1} = g_1, \cdots, \pi_{n_i} = g_i \). If we change user grouping vector \( \pi \) by \( \pi' \) (\( \pi' = \{n_1 \rightarrow g_2, \cdots, (n_{i-1} \rightarrow g_i), (n_i \rightarrow g_1)\} \)), according to (22), (1) is equivalent to that the difference of total transmit power is negative, i.e.,

\[
\Delta_{\pi_1} (n_1 \rightarrow g_2, \cdots, (n_{i-1} \rightarrow g_i), (n_i \rightarrow g_1))
\]

\[
= \sum_{k=1}^{i} \Delta \hat{\eta}_{k} (n_k' \rightarrow n_k, \pi_{\{n_k', n_k\}}) < 0 \tag{24}
\]

is equivalent to that the sum of edge weights of loop \( n_1 \rightarrow n_2 \rightarrow \cdots \rightarrow n_{i-1} \rightarrow n_i \rightarrow n_1 \) is negative, i.e.,

\[
\sum_{k=1}^{i} \Delta \hat{\eta}_{k} (n_k' \rightarrow n_k, \pi_{\{n_k', n_k\}}) < 0 \tag{25}
\]

Therefore, according to (24) and (25), the proof of Lemma 1 is concluded.

We can reduce total transmit power by searching for the exchange leagues, and changing user grouping strategy according to Definition 2. To find the optimal user grouping strategy where number of users in each group is unfixed, shift leagues are needed to be found.

To find the i-shift leagues by graph theory, we create a virtual user for each group, and let \( N^v \) denote the set of indexes of virtual users. Then graph \( G^m(V, E, W; \pi) \) is extended to \( G^m(V^v, E^v, W^v; \pi^v) \), where \( V^v = V \cup N^v \), and \( \pi^v \) is the subchannel assigning vector of all users in \( V^v \).

We assume that the target data rates of these virtual users are 0. Then according to (24), transmit power of these virtual users is 0, i.e.,

\[
p_n = 0, \quad n \in N^v. \tag{26}
\]

Therefore, transmit power allocated to the real users will not be affected by the virtual users.

Lemma 2. We can convert any of shift leagues into exchange league with virtual users.

Proof. We assume that in subchannel assigning vector \( \pi^v \), users \( n_1, \cdots, n_i \) are served by the same BS and can compose an i-shift league, i.e., we can reduce total transmit power by operations \( (n_1 \rightarrow \pi_{n_2}), \cdots, (n_{i-1} \rightarrow \pi_{n_i}) \). We also assume that the virtual user added to the group containing user \( n_i \) is user \( n_v \). If we change subchannel assigning vector \( \pi^v \) by \( (n_1 \rightarrow \pi_{n_2}), \cdots, (n_{i-1} \rightarrow \pi_{n_i}), (n_v \rightarrow \pi_{n_i}) \), since the virtual users will not affect the transmit power of real users, total transmit power will be reduced. In other words, users \( n_1, \cdots, n_i \) can compose an i-exchange league with user \( n_v \).

![Fig. 3. Illustration of Directed Graph](image-url)

In order to describe these leagues more intuitively, in Fig. 3 we show a simple case of the weighted directed graph. In this figure, five users(solid borders) and three virtual users (dashed borders) are assigned into three groups in BS 1, and the edges in this weighted directed graph only exist between the users in different groups. For convenience, the negative loop composed by users in the same BS and in different
groups is called negative differ-group loop. In this figure, \( n_{1} \rightarrow n_{3} \rightarrow n_{5} \rightarrow n_{1} \) is a negative differ-group loop, and all these three users are real users, so these three users can compose a 3-exchange league. Therefore, total transmit power can be reduced by operations \( (n_{1} \rightarrow \pi_{n_{1}}), (n_{3} \rightarrow \pi_{n_{3}}), (n_{5} \rightarrow \pi_{n_{5}}) \). In addition, \( n_{4} \rightarrow n_{2} \rightarrow n_{4} \) is a negative differ-group loop, where user \( n_{4} \) is a virtual user in group 3, so users \( n_{4}, n_{2}, n_{5}(n_{8}) \) compose a 3-shift league \( (n_{8}, n_{5} \in U^{3}) \). That means total transmit power can be reduced by operations \( (n_{1} \rightarrow \pi_{n_{1}}), (n_{2} \rightarrow \pi_{n_{2}}) \). Combine Lemma 1 and Lemma 2 with Definition 3 [5] we can obtain Theorem 3 and Theorem 4.

**Theorem 3.** In weighted directed graph \( G^{m}(\mathcal{V}^{m}, \mathcal{E}^{m}, \mathcal{W}^{m}; \pi^{e}) \), if no negative differ-group loop can be found, the user grouping strategy based on subchannel assigning vector \( \pi^{e} \) is an all-stable solution.

**Proof.** For any \( i \) users that can compose an i-exchange league in the user grouping strategy based on subchannel assigning vector \( \pi \), on the basis of Lemma 1, these users can compose a negative differ-group loop in weighted directed graph \( G^{m}(\mathcal{V}^{m}, \mathcal{E}^{m}, \mathcal{W}^{m}; \pi^{e}) \). Similarly, for any \( i \) users that can compose an i-shift league in the user grouping strategy based on subchannel assigning vector \( \pi \), on the basis of Lemma 1 and Lemma 2, these users can compose a negative differ-group loop in weighted directed graph \( G^{m}(\mathcal{V}^{m}, \mathcal{E}^{m}, \mathcal{W}^{m}; \pi^{e}) \). Therefore, if no negative differ-group loop can be found in graph \( G^{m}(\mathcal{V}^{m}, \mathcal{E}^{m}, \mathcal{W}^{m}; \pi^{e}) \), no i-shift league or i-exchange league can be found in the user grouping strategy based on subchannel assigning vector \( \pi^{e} \). So the proof of Theorem 3 is concluded.

**Theorem 4.** In weighted directed graph \( G^{m}(\mathcal{V}^{m}, \mathcal{E}^{m}, \mathcal{W}^{m}; \pi^{e}) \), if users \( n_{1}, \ldots, n_{i} \) can compose a negative differ-group loop \( n_{i-1} \rightarrow \cdots \rightarrow n_{i} \rightarrow n_{1} \), total transmit power can be reduced by operations \( (n_{1} \rightarrow \pi_{n_{1}}), \ldots, (n_{i-1} \rightarrow \pi_{n_{i-1}}), (n_{i} \rightarrow \pi_{n_{i}}) \).

**Proof.** In weighted directed graph \( G^{m}(\mathcal{V}^{m}, \mathcal{E}^{m}, \mathcal{W}^{m}; \pi^{e}) \), if users \( n_{1}, \ldots, n_{i} \) can compose a negative differ-group loop \( n_{i-1} \rightarrow \cdots \rightarrow n_{i} \rightarrow n_{1} \), combine (24) with (25), we have

\[
\sum_{k=1}^{i} C_{k} = \Delta p_{i}(n_{1} \rightarrow \pi_{n_{1}}), \ldots, (n_{i-1} \rightarrow \pi_{n_{i-1}}), (n_{i} \rightarrow \pi_{n_{i}}) < 0.
\]

In other words, we can reduce total transmit power allocated to all real users and virtual users by operations \( (n_{1} \rightarrow \pi_{n_{1}}), \ldots, (n_{i-1} \rightarrow \pi_{n_{i-1}}), (n_{i} \rightarrow \pi_{n_{i}}) \). In addition, according to (26), transmit power allocated to the virtual users is 0. Therefore, we can reduce total transmit power allocated to all real users by operations \( (n_{1} \rightarrow \pi_{n_{1}}), \ldots, (n_{i-1} \rightarrow \pi_{n_{i-1}}), (n_{i} \rightarrow \pi_{n_{i}}) \). So the proof of Theorem 4 is concluded.

**B. Algorithm Description**

As stated in Theorem 3 and Theorem 4, the action \( J^{m} \mid P_{m}^{n}(\pi^{m} \rightarrow \pi^{e}) < 0 \) in Algorithm 1 can be found by searching for the negative differ-group loops in weighted directed graph \( G^{m}(\mathcal{V}^{m}, \mathcal{E}^{m}, \mathcal{W}^{m}; \pi^{e}) \) and update user grouping strategy according to these loops, until no negative differ-group loop can be found in the graph. In order to find these loops, extended Bellman-Ford algorithm (EBA) is described in Algorithm 2. We first add a super node to this graph, the super node has outgoing edges to all the other nodes. The main procedure of EBA is searching for the shortest path from the super node to all other nodes and relaxing the outgoing edges from the super node until no outgoing edges can be relaxed [10]. When relaxing these outgoing edges, users in the same group are avoided to appear in the same path, which is the main difference between EBA and original Bellman-Ford algorithm. Then if the length of the shortest path from the super node to a node is greater than \( G \), in this path, there must exist a negative differ-group loop in this graph. In EBA, we relax the shortest path from the super node to node \( n_{i} \), i.e., \( T_{n_{i}} \), \((\forall n \in \mathcal{V}^{m})\) in step 6 or step 11 repeatedly until \( T_{n_{i}} \) (\( \forall n \in \mathcal{V}^{m} \)) does not change any more. Step 9 is a recursive procedure by calling EBA repeatedly. Hence the computational complexity of EBA increases exponentially with the dimensions of \( G \) and the number of users in each group.

In order to reduce the computational complexity of EBA, we also design a suboptimal fast strategy based on a greedy strategy (FGA) to search for these negative differ-group loops as described in Algorithm 3. In FGA, we first initialize some variables in step 1-2, where \( T \) records the searching path in each iteration, \( c_{i} \) is the sum weights of edges in this path, and \( c_{e} \) is the sum weights of edges in the loop \( L \) which is the minimal loop we have found. Second we look for the minimum edge \( C_{n_{1}n_{2}} \in C \), and calculate the sum weights.
Algorithm 3: Fast Greedy-Strategy (FGA) for Finding the Negative Differ-Group Loop

Input: Group \( G(V, \mathcal{E}, \mathcal{W}; \pi^*) \),
Adjoint matrix \( C = \{C_{ij}\}_{i,j \in V} \)
Output: Negative differ-group loop \( \mathcal{L} \)

1. \( T = \emptyset, C_t = 0; \)
2. \( c_s = 0; \)
3. for \( x = 1 \) to \( \lfloor \alpha(N + G) \rfloor \) do
   4. \( T = \emptyset; \)
   5. Find the minimal edge \( C_{ij} = \min \{C_{ij} | j \in V \}; \)
   6. \( T = T \cup \{i\} \cup \{j\}, C_t = C_{ij} + C_{ji}; \)
   7. \( C_{ij} = \infty, i = j; \)
   8. for \( l = 3 \) to \( G \) do
      9. Find the minimal output edge of node \( i \): \( C_{ij} = \min \{C_{ij} | j \in V, C_{jk} \neq \infty, \forall k \in T \}; \)
      10. \( C_t = C_t + C_{ij}, T = T \cup \{j\}; \)
      11. if \( c_s > C_t + C_{ji} \) then
         12. \( \mathcal{L} = T, C_s = C_t + C_{ji}; \)
      13. end
      14. \( i = j; \)
   15. end
   16. return \( \mathcal{L} \).

of edges in the loop composed by user \( n_1 \) and \( n_2 \), i.e., \( n_1 \rightarrow n_2 \rightarrow n_1 \), in step 5. This loop is recorded in \( T \) as step 6 stated. In step 9-14, we look for the minimum output edge \( C_{n_2 n_3}(\pi_{n_3} \neq \pi_{n_1}, \pi_{n_3} \neq \pi_{n_2}) \) of node \( n_2 \), and calculate the sum weights of edge in loop \( n_1 \rightarrow n_2 \rightarrow n_3 \rightarrow n_1 \). The operations of looking for next minimum output edge and calculating sum weights are repeatedly until there is no next output edge. If the loop \( T \) in step 10 is negative, we can output this loop as negative differ-group loop. Steps 4-15 are repeated \( \lfloor \alpha(\|U\| + G) \rfloor \) times (\( \alpha \in [\frac{1}{\|U\| + G}, \|U\|] \)), where \( \alpha \) is a regulating factor to reduce unnecessary computation. As shown in the simulation results in VI-A, the total transmit power will not be reduced with the number of iterations after only several iterations. Therefore, unnecessary computation can be reduced with very few transmit power loss by adjusting regulating factor \( \alpha \).

Computational complexity Comparison of FGA and the EBA: In this paper, step 9 of Algorithm 2 (EBA) is a recursive procedure by calling EBA repeatedly. Hence the computational complexity of EBA increases exponentially with the dimensions of \( G \) and the number of users in each group. In order to reduce the computational complexity of EBA, we also design a suboptimal fast algorithm based on a greedy strategy (FGA) to search for these negative differ-group loops as described in Algorithm 3. In FGA, the computational complexity of steps 8-15 is \( O(G(G + N)) \). Therefore, the computational complexity of FGA is \( O(G(G + N)^2) \). If FGA repeats \( C \) times in Algorithm 1, the computational complexity of the proposed fast user grouping strategy is \( O(CGM(G + N)) \). According to the simulation results in section VI, \( C \) is much less than \( (G + N) \).

C. The Relationship between EBA and FGA with An Example

EBA and FGA are two algorithms to find an appropriate action for each player in the potential game, i.e., to find the user grouping strategies of users associated to each BS. Based on the potential game model, the grouping strategy of each BS is chosen one by one according to the strategies of the other BSs. In this paper, the problem of finding an appropriate user grouping strategy for each BS is converted into the problem of searching for negative differ-group loops in the graph composed of users. This problem is solved by EBA and FGA. We show the detailed procedure of reducing total transmit power by EBA algorithm in Fig. 4 in single-cell scenario. The simulation settings are consistent with section VI. As shown in Fig. 4 when a negative differ-group loop \((\text{group 4}) \rightarrow (\text{group 3}) \rightarrow (\text{group 2}) \rightarrow (\text{group 1}) \rightarrow (\text{group 5}) \rightarrow (\text{group 4}) \) is found as shown in Fig. 6, if we change the user grouping strategy by putting user 2 into group 3, putting user 6 into group 2, putting user 15 into group 1, putting user 29 into group 5, and putting user 18 into group 4 (the updated grouping strategy is shown in Fig. 7(c)), the total transmit power will be reduced. In order to find those negative differ-group loops, the EBA algorithm is first proposed.

The main procedure of EBA is searching for the shortest path from the super node to all other nodes, i.e., all users, and avoiding the users in the same group being putted into this path. If there is a negative loop with user \( n \) in this graph, the shortest path from the super node to user \( n \) will be negative and the number of nodes of this path will be larger than the number of groups. The reason is that, this shortest path can be reduced by crossing this negative differ-group loop many times. Therefore, we can find the negative differ-group loop by searching for the shortest path from the super node to all other nodes until this path is longer than the number of groups.

The EBA algorithm can find all the negative differ-group loop in this graph, however, the computational complexity of EBA increases exponentially with the dimensions of \( G \) and the number of users in each group. In order to reduce the computational complexity of EBA, we also design a suboptimal fast strategy based on greedy strategy (FGA) to search for these negative differ-group loops. The main procedure of FGA is searching for the minimal edge (e.g. \( i \rightarrow j \)) in this graph firstly, and then looking for the node \( k \) with the minimal edge to node \( j \) as the next hop node. The latter is repeated until there is no next output edge or the negative differ-group loop that can be found.

VI. PERFORMANCE EVALUATION

In this section, the performance of the proposed two user grouping strategies, i.e., EBA and FGA, in downlink multi-cell NOMA systems is evaluated by simulations. In the simulations, four BSs are respectively placed in (250m, 250m), (750m, 250m), (250m, 750m), and (750m, 750m) and some users are randomly distributed in a 1000m × 1000m rectangular area around the BSs. We set the minimum distance from user to BS to 15m. The large-scale channel gain is
128.1+37.6\log_{10}(d_n[\text{km}]) \text{ dB}. The Rayleigh fading coefficient follows an i.i.d. Gaussian distribution as $\beta \sim \mathcal{CN}(0, 1)$. We set the noise power to $\sigma^2 = BN_0$, where $B=200$ kHz and $N_0=-174$ dBm/Hz. The targeted data rate of each user is randomly chosen from 60 to 600 kbps.

A. Convergence Performance

We first compute the average number of iterations of FGA to stop in single-cell scenario. In the simulations of single-cell scenario, the BS is located in the cell center and the users are randomly distributed in a circular range with a radius of 500m. We vary the number of groups and the number of users. The results presented in Fig. 5(a) show that the average number of iterations slowly increases when the number of groups increases. This is because that the size of adjacent matrix will grow as the number of groups increases. In addition, the average number of iterations of our strategy is below 26 in the scenario where 26 groups and 50 users in total exist. The reason is that, in each iteration of FGA, we try to search for the minimum negative differ-group loop to accelerate convergence. Fig. 5(b) shows total transmit power for all users with iterations when grouping users by FGA in multi-cell scenario, where $G=10$, $N=[50, \ldots, 65]$. We can see that total transmit power declines rapidly and tends to a stable value after only several iterations. These results verify the statement that $C$ is much less than $(G+N)$ in section V-B.

B. Impacts of $\alpha$

In FGA strategy, $\alpha$ is a regulating factor to limit the number of iterations. If $\alpha$ increases, more negative differ-group loops might be found and computational complexity will increase, then more transmit power might be reduced. In Fig. 6(a) we show total transmit power in single-cell scenario with $G=[10, 20, \cdots, 50]$ and number of users being two times of groups. The results show that total transmit power increases with $G$, decreases slowly with the increase of $\alpha$ and almost changes no more when $\alpha \geq 5$. Fig. 6(b) shows total transmit power in multi-cell scenario with $N=[50, 55, \cdots, 70]$ and $G=10$. In this figure, power consumption also decreases slowly with the increase of $\alpha$ and almost changes no more when $\alpha \geq 5$. These results show that impacts of $\alpha$ will not change as the increase of the number of BSs. Note that performance of $\text{FGA}(\alpha=5)$ approaches that of EBA. Therefore in the following simulations, we set $\alpha=5$. Furthermore, we can see that compared with OMA system, more users can be served at the same resource block in NOMA system (only one user can be served at the same resource block in OMA system).

C. Performance Comparison

As stated in section III, due to severe inter-cell interference, the traditional SIC decoding order based on channel condition is no longer applicable. We compare the performance of the proposed SIC decoding order stated in Theorem 1 with two different SIC decoding orders, one is the order of channel coefficient, and the other one is the descending order of target data rate. The logic behind this is that, in general, the user with high target data rate need more transmit power from BS and will bring more interference to the users being decoded after this user. To reduce those interference, the signals of the users with higher target data rates are set to be decoded firstly. We varied the number of users from 50 to 75. Fig. 7 shows total transmit power of all users for the three orders. We can see that the proposed decoding order outperforms the other two decoding orders. It is noted that we should allocate power to users according to their SIC decoding order to make sure every user can correctly detect its information. Different power allocation orders lead to different total transmit power and it is important to take inter-cell interference into consideration when allocating power. Therefore, in order to minimize total transmit power, it is essential to consider the impact of inter-cell interference when choosing SIC decoding order. This is the reason that the proposed decoding order outperforms the other two decoding orders.

Next, the proposed two strategies are compared with two existing user grouping strategies, where one is selecting users whose channel conditions are more distinctive into the same...
Fig. 5. Convergence Performance of FGA: a. Average Number of Iterations (Single-Cell); b. Total Transmit Power vs. Number of Iterations (Multi-Cell).

Fig. 6. Impacts of $\alpha$ on FGA: a. Total Transmit Power vs. Number of Groups (Single-Cell); b. Total Transmit Power vs. Number of Users (Multi-Cell).

Fig. 7. Impacts of Decoding Order. (Total Transmit Power vs. Number of Users)

group ("SCCD") [19], [28], with SCCD, the user with the highest channel gain is grouped with the user with the lowest channel gain, and the user with the second highest channel gain is grouped with the user with the second lowest channel gain, and so on; the other one is based on Gale-Shapley algorithm ("Gale-Shapley") [23]. With Gale-Shapley algorithm, users and groups are considered as two player sets with their own preference lists. Each user prefers the group with better channel condition and each group prefers the user with higher channel gain. The number of users in each group is no more than $\left\lceil \frac{\|U\|}{G} \right\rceil$.

As mentioned in Section I, inter-cell interference is necessary to be considered in multi-cell networks with NOMA. The efficiency of SIC will be seriously affected by inter-cell interference and inter-cell interference is different among different groups in each BS. According to Section II, $I_n$ denotes total interference from the other BSs, and is used to measure inter-cell interference. Fig. 8(a) shows average total interference from the other BSs with varied number of users and 10 groups in each BS. As expected, average total interference increases with the number of users for all the four strategies. Furthermore, the proposed strategies can effectively reduce inter-cell interference compared with the reference strategies. The reason is that, in constraint (15), $I_n$ is an important variable. In other words, in the proposed strategies, not only reducing the transmit power of each BS but also alleviating inter-cell interference is taken into consideration. The interference among users in some group can be partly reduced by selecting users whose channel conditions are more distinctive into the same group ("SCCD") and avoiding too many users being allocating into the same group ("Gale-Shapley"). However, to reduce inter-cell interference, the cooperation among base stations is important and is not considered in these strategies.

In Fig. 8(b), we vary the range of preset data rate from [60, 200] to [60, 700] kbps to observe its effect on total
transmit power with 15 groups in each BS and 150 users in total, respectively. We can see that the total transmit power increases with the preset data rate for all the four strategies. As mentioned in Section I, high target data rates users being assigned into the same group will leads to severe interference among the users in this group. As shown in (7), diverse QoS requirements are taken into consideration of the problem formulation, and are not considered in the reference user grouping strategies, which means that users with high target data rate may be assigned into the same group with the reference user grouping strategies. Then more power is required to satisfied the QoS requirements of those users, which will leads severe interference among the users in these groups. This result confirms the importance of taking QoS requirements into consideration when grouping users.

Fig. 8(a) shows total transmit power with varied number of users and 10 groups in each BS. Fig. 8(b) shows total transmit power with \( G = [11, 13, 15, 17, 19, 21] \) and 100 users in total. As expected, total transmit power increases rapidly as the number of users increases while decreases as the number of groups increases in each BS for all the four curves. The reason is that inter-user interference in each group will rises as the number of users in each group increases as shown in Fig. 8(a). This result confirms that implementing NOMA among all users simultaneously is impracticable. We can also see that total transmit power of the proposed strategies is less than that of the reference strategies. The reason is that the proposed strategies can reduce total transmit power more effectively with the consideration of interference and QoS constraints as shown in problem (14). As shown in Fig. 8(a) and Fig. 8(b) inter-cell interference and diverse QoS requirements are affected distinctly by user grouping strategy, and which are not considered in the reference user grouping strategies. As the total number of users increases or the total number of groups decreases, the average number of users in each group increases. The interference among the signals of users served on the same channel will strengthen. The advantage of the proposed user grouping strategies compared with the reference user grouping strategies will be more obvious.

According to the analysis in Section I, to reduce inter-user interference, two important principles should be taken into consideration: (a) we should avoid the high target data rates users be assigned into the same group; (b) we should avoid the users with poor channel condition be assigned into the same group. Fig. 10 shows the distribution of BSs and users, where \( N = 40 \) and \( G = 5 \). We narrow the range of user distribution into a 300m × 300m rectangular area, where each user is represented by a dot. The users in the same color are in the same group. The distance between the user and the BS indicates this user’s channel condition, and the size of each dot indicates this user’s target data rate. As each user prefers the group with less users and each group prefers the user with higher channel gain with Gale-Shapley algorithm, users with high channel gains may be assigned into one group, and the users with poor channel condition being assigned into one group. In Fig. 10(d), there are three users close to the edge of the BS range in group 4 of the higher right BS, which will lead to severe inter-user interference in this group. Although the users with poor channel condition can be avoided to be assigned into the same group with SCCD due to its objective of selecting users whose channel conditions are more distinctive into the same group, the users with high target data rate are unavoidable to be assigned into the same group. In Fig. 10(e), there are three users with high target data rates (more than 200 kbps) in group 5 of the higher left BS, which will also make inter-user interference in this group severe. By contrast, such inter-user interference is avoided in the proposed strategies as 10(a) and 10(b) show. Besides, with much lower computation complexity, the performance of FGA is close to that of EBA.

VII. CONCLUSION

In this paper, we study the user grouping problem in downlink multi-cell NOMA systems with QoS constraints based on game theory and graph theory. We prove that the optimal SIC decoding order is the ascending order of CCINR parameter and give the optimal power allocation strategy for any given user grouping strategy. Based on these, we
formulate the game model of the problem, and we prove that it can be classified as an exact potential game. We convert the problem for each player, i.e., each BS, to find an appropriate action into the problem of searching for specific negative loops in the graph composed of the users. We obtain the all-stable solution by searching for those negative loops and updating user grouping strategy. We extend Bellman-Ford algorithm to search for these negative loops. A greedy fast strategy has also been proposed to solve the problem with polynomial time. We show the detailed procedure of reducing total transmit power by the proposed strategy through simulation. Then inter-cell interference can be reduced by the proposed strategies compared with two reference strategies as the simulation results indicate. As inter-cell interference be reduced, the proposed strategies outperform existing grouping strategies for each BS (100 Users in Total).

APPENDIX A

The proof is divided into three steps:

Step 1: When the SIC decoding order is the ascending order of $S_{m,g}^{n}$, every user can correctly detect the information of users with higher priority detecting order.

According to the NOMA principle, BS $m$ exploits SC and broadcasts signal $\sum_{i\in U^{m,g}} \sqrt{p_{i}}s_{i}$ to users in group $mg$, where $s_{i}$ denotes the transmitted symbol of user $n$, and $E[s_{i}]=0$ and $E[|s_{i}|^{2}]=1$ for $\forall n \in U^{m,g}$. The signal that user $n$ receives is given by

$$y_{n} - H_{n}^{m,g} \sum_{i\in U^{m,g}} \sqrt{p_{i}}s_{i} + \sum_{m' \in M \setminus m} H_{m',g}^{m} \sum_{i \in U^{m',g}} \sqrt{p_{i}}s_{i} + n_{n}, \quad n \in U^{m,g},$$

where $n_{n} \sim \mathcal{N}(0, \sigma^{2})$ is Additive White Gaussian Noise (AWGN). $H_{m,g}^{m}$ denotes the channel coefficient between BS $m$ ($m \in M$) and user $n$ ($n \in N$) on subchannel $g$ ($g \in G$).

With SIC, user $i$ can cancel the interference from the signal of user $n$ if user $i$ can decode any data that user $n$ can decode \cite{41}, i.e., $R_{i-n} \geq R_{n}$. This condition can be written as: for $\forall n, i \in U^{m,g}, S_{m,g}^{i} > S_{m,g}^{n}$, we have

$$R_{n} = \log_{2} \left( 1 + \frac{|H_{n}^{m,g}|^{2} p_{n}}{\sum_{j \in U^{m,g}} |H_{n}^{m,g} s_{j}| + \sigma^{2}} \right)$$

$$\leq \log_{2} \left( 1 + \frac{|H_{n}^{m,g}|^{2} p_{n}}{\sum_{j \in U^{m,g}} |H_{n}^{m,g} s_{j}| + \sigma^{2}} \right) = R_{i-n}. \tag{27}$$

It should be noted that the terms of $\sum p_{j}$ are the same in $R_{n}$ and $R_{i-n}$. The reason is that, no matter in $R_{n}$ or $R_{i-n}$, it is always desired to decode the signal of user $n$. When user $i$ decodes the signal of user $n$, all the signals that have not been decoded, i.e., $\sum_{j \in U^{m,g}} \sqrt{P_{j}}s_{j}$ in $R_{i-n}$, are regarded as noise, which is the same as this part in $R_{n}$, when user $n$ decodes its own signal.

We have assumed that the SIC decoding condition can be satisfied if every user can decode any data that the user with lower priority detecting order can decode \cite{41}, i.e., $R_{i-n} \geq R_{n}$ and $S_{m,g}^{i} > S_{m,g}^{n}$ for $\forall n, i \in$ the same group. This condition can be written as \cite{41}, and \cite{27} is equivalent.
to
\[
\frac{\sum_{j \in \mathcal{M}^{m,g}} p_j \left( \frac{1 + \sigma_j^2}{|H_{r_m,g}|^2} \right)}{\sum_{j \in \mathcal{M}^{m,g}} \max_{j \in \mathcal{M}^{m,g}} \frac{p_j}{1 + \sigma_j^2}} \leq \frac{\sum_{j \in \mathcal{M}^{m,g}} p_j \left( \frac{1 + \sigma_j^2}{|H_{r_m,g}|^2} \right)}{\sum_{j \in \mathcal{M}^{m,g}} \max_{j \in \mathcal{M}^{m,g}} \frac{p_j}{1 + \sigma_j^2}}.
\]
(28)

According to the definition of \(S_m^{m,g}\), we have \(\frac{1 + \sigma_j^2}{|H_{r_m,g}|^2} \geq \frac{1 + \sigma_j^2}{|H_{r_m,g}|^2}\), so (28) is valid. Therefore, the SIC decoding condition can be met with the proposed SIC decoding order.

**Step 2:** Power allocation will be the minimal if we allocate power to users according to (29) for any SIC decoding order.

\[
p_{k}^{m,g} = (2^m - 1)(\sum_{i < k} p_{i}^{m,g} + \frac{1}{\varsigma_k^m}).
\]
(29)

where all users in group \(mg\) have been numbered from 1 to \(|\mathcal{U}^{m,g}|\) according to their SIC decoding order, \(p_{k}^{m,g}\) is the minimal transmit power, \(\varsigma_k^m\) are the transmit power, target data rate and CCINR of the \(k\)-th users in group \(mg\).

Firstly, it should be noted that according to the principle of SIC, for any SIC decoding order, the SIC decoding order should be the descending order of transmit power. With SIC, the signal of the user with the lowest transmit power in each group would be decoded after the signals of the other users and would not be interfered by the signals of the other users. Therefore, the minimal power should be allocated to the last user to be decoded in group \(mg\), i.e. \(p_{1}^{m,g}\) is

\[
p_{1}^{m,g} = (2^m - 1)(\frac{1}{\varsigma_1^m}).
\]
(30)

Similarly, the minimal power allocated to the next to last user to be decoded in group \(g\) is

\[
p_{2}^{m,g} = (2^m - 1)(\frac{1}{\varsigma_2^m} + p_{1}^{m,g}).
\]
(31)

By repeating the process, we can get the best power allocation strategy of all users as stated in Theorem I.

**Step 3:** The optimal SIC decoding order is in ascending order of \(\varsigma_k^m\), if we allocate power according to step 2. We w.l.o.g. assume that the CCINR of the users in group \(mg\) have been ordered as \(\varsigma_1^m \geq \ldots \geq \varsigma_{|\mathcal{M}^{m,g}|}^m\).

The minimal total transmit power of users in group \(mg\) is

\[
P_{m,g} = \sum_{1 \leq j < |\mathcal{M}^{m,g}|} p_{j}^{m,g} = \sum_{1 \leq j < |\mathcal{M}^{m,g}|} p_{j}^{m,g} + \sum_{1 \leq j < |\mathcal{M}^{m,g}|} p_{j}^{m,g} + \sum_{1 \leq j < |\mathcal{M}^{m,g}|} p_{j}^{m,g},
\]
where the minimal transmit power of the \(j\)-th and the \(j+1\)-th, \(1 \leq j < |\mathcal{M}^{m,g}|\), in group \(mg\) is

\[
p_{j}^{m,g} = (2^m - 1)(\sum_{i < j} p_{i}^{m,g} + \varsigma_j^m) + (2^{m+1} - 1)(\sum_{i < j+1} p_{i}^{m,g} + \varsigma_j^m).
\]
(32)

Assume that user a and user b are the \(j\)-th and the \((j+1)\)-th in group \(g\), respectively, and \(h_a > h_b\). Then their total minimal transmit power is

\[
p_a + p_b = (2^m - 1)(\sum_{1 \leq i < j} p_{i}^{m,g} + \varsigma_i^m) + (2^{m+1} - 1)(\sum_{1 \leq i < j+1} p_{i}^{m,g} + \varsigma_i^m).
\]
(33)

their total minimal transmit power will be

\[
p_a + p_b = (2^m - 1)(\sum_{1 \leq i < j} p_{i}^{m,g} + \varsigma_i^m) + (2^{m+1} - 1)(\sum_{1 \leq i < j+1} p_{i}^{m,g} + \varsigma_i^m).
\]
(34)

It is obvious that user a and user b consume less transmit power after exchanging their detecting order. In other word, the \(j\)-th and the \((j+1)\)-th in group \(g\) will consume less total transmit power if \(\varsigma_j^m < \varsigma_j^m\). Similarly, the channel condition order of all users should satisfy \(\varsigma_k^m < \varsigma_k^m\), for \(\forall k < k', k, k' \in \mathcal{U}^{m,g}\). Therefore, if the grouping strategy is settled, the optimal detecting order in each group is also settled. Then if user \(n\) is assigned into group \(g\), the formula for calculating the minimal transmit power can be rewritten as (29). Therefore, the proof of Step 3 is concluded.

**APPENDIX B**

According to (30) and (31), we have

\[
\sum_{1 \leq k \leq 3} p_{k}^{m,g} = p_{1}^{m,g} + p_{2}^{m,g} = (2^m - 1)(\frac{1}{\varsigma_1^m} + (2^m - 1)(\frac{1}{\varsigma_2^m} + p_{1}^{m,g}).
\]
(32)

\[
= (2^m - 1)(\frac{1}{\varsigma_1^m} + (2^m - 1)(\frac{1}{\varsigma_2^m} + (2^m - 1)\frac{1}{\varsigma_3^m} + p_{1}^{m,g}).
\]
(32)

Combine (29) with (32), we have

\[
\sum_{1 \leq k \leq 3} p_{k}^{m,g} = p_{1}^{m,g} + p_{2}^{m,g} = (2^m - 1)(\frac{1}{\varsigma_1^m} + (2^m - 1)(\frac{1}{\varsigma_2^m} + (2^m - 1)\frac{1}{\varsigma_3^m}).
\]
(32)

\[
= (2^m - 1)(\frac{1}{\varsigma_1^m} + (2^m - 1)(\frac{1}{\varsigma_2^m} + (2^m - 1)\frac{1}{\varsigma_3^m} + 2^m - 1\frac{1}{\varsigma_3^m}).
\]
(32)

By repeating the process, we can get the minimal transmit power of users in group \(mg\):

\[
P_{m,g} = \sum_{n \in \mathcal{U}^{m,g}} p_{n}^{m,g} = \sum_{n \in \mathcal{U}^{m,g}} 2^{n-1} \prod_{h \in \mathcal{U}^{m,g} < h_{n}} 2^{h}. \quad (33)
\]

Combine (2) and (3) with (34), we have

\[
P_{m,g} = \sum_{n \in \mathcal{U}^{m,g}} p_{n}^{m,g} = \sum_{n \in \mathcal{U}^{m,g}} (2^{n-1}) \prod_{h \in \mathcal{U}^{m,g} < h_{n}} 2^{h}. \quad (33)
\]

\[
= \sum_{n \in \mathcal{U}^{m,g}} (2^{n-1}) \prod_{h \in \mathcal{U}^{m,g} < h_{n}} 2^{h} + \sum_{n \in \mathcal{U}^{m,g}} (2^{n-1}) \prod_{h \in \mathcal{U}^{m,g} < h_{n}} 2^{h}. \quad (33)
\]

The derivation process of (10) is finished.
APPENDIX C

To be brief, we define a $k \times k (1 \leq k \leq ||M||)$ matrix $X^k$, a $k \times 1 (1 \leq k \leq ||M||)$ matrix $Y^k$ and a $1 \times k (1 \leq k \leq ||M||)$ matrix $Z^k$ as follows:

$X^k_{ij} = A^k_{ij} \quad \forall i \leq k, 1 \leq j \leq k$

$Y^k_{i1} = A^k_{i1} \quad \forall 1 \leq i \leq k$

$Z^k_{1j} = A^k_{1j} \quad \forall 1 \leq i \leq k$

It is obvious that

$X^{k+1} = [X^k, Y^k, Z^k]$

and

$X^k = A^k, \quad k = ||M||$

We prove the reversibility of matrix $A^k$ using mathematical induction:

1. $X^1 = [-1]$, therefore if $k = 1$, matrix $X^k$ is invertible.
2. If matrix $X^k$ is invertible, the necessary and sufficient condition of the reversibility of matrix $X^{k+1}$ is that matrix $-1 - Z^k X^k Y^k$ is invertible [42].

The channel coefficient $H^{m,n}_{n,m}$ is a continuous random variable, so according to (11), $-1 - Z^k X^k Y^k$ is also a continuous random variable. Therefore the probability of continuous random variable $Z^k X^k Y^k = -1$ is 0. So the probability of continuous random variable $-1 - Z^k X^k Y^k = 0$ is 0. In other words, the probability that matrix $X^{k+1}$ is irreversible is 0.
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