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Many quantum programs are assured by formal verification, but such verification is usually laborious and time-consuming. This paper proposes quantum natural proof (QNP), an automated proof system for verifying hybrid quantum-classical algorithms. Natural proofs are a subclass of proofs that are amenable to completely automated reasoning, provide sound but incomplete procedures, and capture common reasoning tactics in program verification. The core of QNP is a type-guided quantum proof system, named QAfny, which views quantum operations as some classical array operations that can be modeled as proof rules in a classical separation logic framework, suitable for automated reasoning. We proved the soundness and completeness of the QAfny proof system as well as the soundness of the proof system compilation from QAfny to Dafny. By using the QNP implementation in Dafny, automated verification can be efficiently perform for many hybrid quantum-classical algorithms, including GHZ, Shor’s, Grover’s, and quantum walk algorithms, which saves a great amount of human efforts. In addition, quantum programs written in QAfny can be compiled to quantum circuits so that every verified quantum program can be run on a quantum machine.

1 INTRODUCTION

Quantum computers offer unique capabilities that can be used to program substantially faster algorithms compared to those written for classical computers. For example, Shor’s algorithm [42] can factor a number in polynomial time (compared to the sub-exponential time for the best known classical algorithm). Most quantum algorithms are not classically simulatable; therefore, they are verified through rigorous formal methods. Many frameworks have been proposed to verify quantum algorithms [4, 15, 20, 25, 48, 51], which established quantum semantic interpretations and libraries in some interactive theorem provers, such as Isabelle and Coq. Some attempts towards proof automation have been made by providing some contrived tactics or using solver-based techniques, yet building and verifying quantum algorithms in these frameworks are still time-consuming and require great human efforts. Meanwhile, automated verification is an active research field in classical computation with many proposed frameworks [7, 16, 17, 21, 26, 29, 32, 34, 38–40, 44]. All of these works show strong results in relieving programmers’ pain when verifying classical programs. Is there a way to utilize classical automated verification frameworks in verifying quantum programs?

In this paper, we propose Quantum Natural Proof (QNP), a framework that empowers programmers to develop and verify hybrid quantum-classical programs based on the marriage of quantum program semantics and classical automated verification infrastructure. It has several elements, as shown in Figure 1. The core of QNP is a strongly typed, flow-sensitive imperative quantum programming language LQAfny and a classical separation logic style proof system QAfny for LQAfny. In QNP, users specify hybrid quantum-classical programs and input the properties to be verified as pre- and post-conditions and loop invariants. The quantum components of the programs and properties are defined on QAfny and verified by compiling to Dafny [22], a classical separation logic framework, while the classical components are based on the Dafny infrastructure. The quantum
program components written in $L_{QAFNY}$ can be compiled to quantum circuits and run on a quantum computer via the $L_{QAFNY}$ to SQIR and SQIR to OpenQASM 2.0 \cite{8} compilers, along with the classical components being extracted to general-purpose languages by Dafny. The extracted code can then call the compiled quantum components as library functions.

In QAFNY, quantum states are encoded as arrays and the interpretations of quantum operations are based on the array representations of states. For example, in Figure 2, a quantum state in superposition $|\psi\rangle = \sum_{j=0}^{2^n} |j\rangle$ is prepared by applying a Hadamard gate to each qubit. In QAFNY, this can be treated as an $2^n$-array, denoted by $\overline{\psi}$. Each $\overline{\psi}$ element, which corresponds to each indexed basis element in $|\psi\rangle$, is a pair of a complex and a natural number. Applying a quantum oracle ($f(|j\rangle) = (-i)^j |j\rangle$) on $|\psi\rangle$, which essentially evolves each indexed element $1 |j\rangle$ in $|\psi\rangle$ to $(-i)^j |j\rangle$, can be therefore analogized to an array map function that applies $f'(\alpha_j, j) = ((-1)^j \alpha_j, j)$ to each element in $\overline{\psi}$. In fact, the design and analysis of many quantum algorithms leveraged the integration of representing different groups of qubits as different state representations, many of which can be viewed as some types of classical arrays \cite{13, 31, 43}. In QAFNY, we identify different types of quantum state representations that are formatted as some classical array data structures (Section 2). Then, the QAFNY type system tracks the qubit arrays and their state type transformations, so that specific QAFNY proof rules can be defined based on the classification of state types. With such representations, predicates over quantum operations can be trivially translated into predicates over array operations that can be reasoned in Dafny.

Besides the opportunity of automation provided by representing quantum states as arrays, QAFNY also utilizes language abstractions such as quantum conditionals and loops, which generalize controlled gates, to enable local reasoning in the presence of quantum entanglement states. In prior works, the common approach in reasoning about quantum controlled gates such as (CNOT) and controlled-$U$ gates is to transform these operations into a single inseparable representation such as an unitary matrix, which does not scale up well in an automated verification framework. In QAFNY, reasoning about controlled structures amounts to building a structural inductive relation between a quantum conditional and the subpart reasoning about its body, through a deliberately designed proof rule in Sections 3.2 and 4.3. However, this comes with price: QAFNY needs to know which qubits are entangled to apply the proof rule correctly. We address this problem by introducing the QAFNY type system that is capable of over-approximating the sets of qubits being probably entangled at the type level and providing the proof system with hints for local reasoning.

The $L_{QAFNY}$ operation set is universal to define all quantum programs. The proving power of QAFNY depends on the classical probability distribution library in Dafny, because we encode the
density matrix semantics of quantum measurement as an array filter operation with the Dafny probability library. See Appendix A.9. As the evidence presented in Figure 15, the QAFNY proof system is capable of verifying properties for many quantum algorithms, including GHZ, Shor’s, Grover’s, quantum walk and other algorithms. We identify several QNP achievements and its correctness statement as follows, which are partly indicated in Figure 1.

- We present a type-guided proof system QAFNY based on viewing quantum operations as classical array operations and a language abstraction LQAFNY featuring quantum conditionals and loops including its small-step semantics and type system. We also proved in Coq the type soundness for LQAFNY and both soundness and relative completeness for QAFNY. Thus, the QAFNY proof system respects the LQAFNY program semantics. To the best of our knowledge, QAFNY provides the first proof rule definitions for quantum conditionals and for-loops. See Section 7 for comparison.
- We present a tested circuit compiler from LQAFNY to SQIR. This is validated by testing program behaviors in an extracted LQAFNY interpreter against the ones in the extracted OpenQASM code from SQIR. Since QAFNY respects the LQAFNY semantics and LQAFNY is correctly compiled to quantum circuits, It means that QAFNY correctly reflects quantum program semantics.
- We proved in Coq the QAFNY to separation logic proof system compilation correctness, as a verification for the QAFNY to Dafny compiler, by viewing Dafny as a separation logic framework and formalize it in Coq. To the best of our knowledge, this is the first work that connects a quantum proof system and classical separation logic proof system.
- We implemented a QAFNY to Dafny compiler and verified many quantum algorithms (Figure 15) at a high degree of automation. Section 6 shows how QNP can save human efforts in verifying quantum programs.
- We also show in Section 6 two case studies to demonstrate that QNP can help programmers to construct verification for new quantum algorithms based on the reuse of verified quantum algorithm theorems, and to ascertain the intuitive behaviors of quantum programs that are previously described as physical procedures, such as Hamiltonian simulation evolving.

2 BACKGROUND

Here, we provide background information for quantum computing, and the details of Dafny and classical separation logic methodologies are in Section 7.

Quantum Value States and Alternative Value Representations. A quantum value state consists of one or more quantum bits (qubits). A qubit can be expressed as a two-dimensional vector \(\begin{pmatrix} \alpha \\ \beta \end{pmatrix}\) where \(\alpha, \beta\), called amplitudes, are complex numbers such that \(|\alpha|^2 + |\beta|^2 = 1\). We frequently write the qubit vector as \(|0\rangle + \beta |1\rangle\) where \(|0\rangle = \frac{1}{\sqrt{2}}|0\rangle\) and \(|1\rangle = \frac{1}{\sqrt{2}}|1\rangle\) are computational basis kets. When both \(\alpha\) and \(\beta\) are non-zero, we can think of the qubit as being “both 0 and 1 at once,” a.k.a. a superposition [31]. For example, \(\frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)\) is an equal superposition of \(|0\rangle\) and \(|1\rangle\). Joining multiple qubits together can form a larger value state with the tensor product (\(\otimes\)) from linear algebra. For example, the two-qubit value state \(|0\rangle \otimes |1\rangle\) (also written as \(|01\rangle\)) corresponds to vector \(|0 \ 0 \ 1 \ 0 \rangle^T\). Sometimes a multi-qubit value state cannot be expressed as the tensor of individual value states; such value states are called entangled. One example is the value state \(\frac{1}{\sqrt{2}}(|00\rangle + |11\rangle)\), known as a Bell pair.

\(n\)-qubit quantum value states are typically represented as \(2^n\) dimensional vectors. Alternatively, the values can be represented as different forms. For example, an initialized qubit typically has a value \(|0\rangle\) or \(|1\rangle\), which is named normal typed value state (Nor) in QNP. \(n\) qubits that are in superposition but not entangled, such as \(\frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) \otimes \cdots \otimes \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)\), can be expressed as a summation of tensor products as \(\frac{1}{\sqrt{2^n}} \otimes_{j=0}^{n} (|0\rangle + \alpha(r_j) |1\rangle)\), where \(\alpha(r_j) = e^{\frac{2\pi i}{j}}\) and \(r_j \in \mathbb{R}\), which is named Hadamard typed value state (Had) in QNP. \(\alpha(r_j)\) is named the local phase of the value state,
which are special quantum amplitudes (see below) such that the norm is 1, i.e., \( |\alpha(j)| = 1 \). In the above value state, we can view the local phase as \( e^0 \), and \( \frac{1}{\sqrt{2^n}} e^0 \) is the amplitude for every basis ket. This is not a standard form for all unentangled multi-qubit value states, but rather a convenient way of representing a particular class of value states that are common in many quantum algorithms and QAFNY can utilize for proof automation.

The most general representation is to express quantum value states as a linear combination of basis kets \([31]\), which is named path-sum formula in \([2]\), as \( \sum_{j=0}^{m} z_j |c_j\rangle \), where \( z_j \in \mathbb{C} \) is an amplitude, \( c_j \) is an \( n \)-length bitstring named basis, and \( m \leq 2^n \). The path-sum formula is same as \( z_0 |0\rangle + \ldots + z_{m-1} |c_{m-1}\rangle \), such that each \( j \)-th element \( z_j |c_j\rangle \) represents a basis ket in the superposition value state. This is named entanglement typed value state (CH) in QNP. For example, the bell pair can be represented as \( \sum_{j=0}^{2} \frac{1}{\sqrt{2}} |c_j\rangle \) with \( c_0 = 00 \) and \( c_1 = 11 \). Notice that the bases \( |c_j\rangle \) of basis kets are all distinct in a value state. QNP identifies these three different representations and uses a type system to properly transform quantum value state forms.

**Quantum Computations and Conditionals.** High-level quantum programming languages are usually designed to follow the QRAM model \([19]\), where quantum computers are used as co-processors to classical computers. The classical computer generates descriptions of circuits to send to the quantum computer and then processes the measurement results. Computation on a quantum value state consists of a series of quantum operations, each of which acts on a subset of qubits in the value state. In the standard presentation, quantum computations are expressed as circuits, as shown in Figure 3a, which constructs a circuit that prepares the Greenberger-Horne-Zeilinger (GHZ) value state \([11]\), which is an \( n \)-qubit entangled value state of the form: \( |\text{GHZ}^n\rangle = \frac{1}{\sqrt{2}} (|0\rangle^\otimes n + |1\rangle^\otimes n) \). In these circuits, each horizontal wire represents a qubit and boxes on these wires indicate quantum operations, or gates. The circuit in Figure 3a uses \( n \) qubits and applies \( n \) gates: a Hadamard (\( H \)) gate and \( n - 1 \) controlled-not (\( CNOT \)) gates. Applying a gate to a value state evokes it.

**Measurement.** A special, non-unitary measurement operation is used to extract classical information from a quantum value state, typically when a computation completes. Measurement collapses the value state to one of the basis kets with a probability related to the value state’s amplitudes. For example, measuring \( \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \) will collapse the value state to \( |0\rangle \) with probability \( \frac{1}{2} \) and likewise for \( |1\rangle \), returning classical values 0 or 1, respectively.

**Quantum Oracles.** Quantum algorithms manipulate input information encoded in "oracles," which are callable black box circuits. Oracles are typically viewed as quantum reversible implementations of classical operations, especially arithmetic operations. The quantum oracle behaviors are typically defined in terms of transitions between single basis kets. Through a quantum summation formula that has the behavior as an array map operation in Figure 2, we can infer its global state behavior based on the single basis ket behavior. oQASM \([23]\) is a language that permits the definitions of quantum oracles with efficient verification and testing facilities by using the summation formula.

### 3 QAFNY Examples and Key Design Principles

Here, we first use two quantum algorithms—GHZ state preparation and quantum order finding—as examples to give an informal overview of our language L_QAFNY and then highlight several key design principles in QAFNY. Figure 3c lists the GHZ proof outline, with \( x \) initialized to an \( n \)-qubit Nor typed value \( |\overline{0}\rangle \) (\( n \) number of \( |0\rangle \) qubits). After preparing a superposition state for a single qubit \( x|0\rangle \) in line 2, the program executes a for-loop that creates entanglement between each adjacent qubits in \( x \). Breaking down the loop statement into pieces, we can view each iteration as a quantum conditional statement \((i f (b) (s))\). In QAFNY, an \( i f \) statement couples all quantum basis kets mentioned in \( b \) with ones mentioned in \( s \), stashes those basis kets not satisfying \( b \) and finally executes \( s \) in the remaining state. In the GHZ example, the \( j \)-th iteration is unrolled
Appendix A.7.

In implementing quantum order finding, applying similar proof techniques to the program in Figure 4, we can assert that the loop statement on line 3-5 entangles $x$ respectively. In particular, if $(x[j-1]) \{ x[0,n) \rightarrow |i⟩ \} \}
$$

1. $x[0,n) \rightarrow \hat{0}$
2. $x[0] \leftarrow H$
3. $\{ x[0,1) \rightarrow \frac{1}{\sqrt{2}} (|0⟩ + |1⟩) \} \star x[1,n) \rightarrow \hat{0}$
4. $\text{for } j \in [1,n) \& \& x[j-1]$
5. $\{ x[0,j) \rightarrow \sum^{2}_{i=0} \frac{1}{\sqrt{2}} |i⟩ \star x[j,n) \rightarrow |0⟩ \} \ star j \leq n$
6. $x[j] \leftarrow x[j] + 1$
7. $\{ x[0,n) \rightarrow \sum^{2}_{i=0} \frac{1}{\sqrt{2}} |i⟩ \star x[n,n) \rightarrow |0⟩ \}$
8. $\{ x[0,n) \rightarrow \sum^{2}_{i=0} \frac{1}{\sqrt{2}} |i⟩ \}$

Fig. 3. GHZ Examples. $x[t_1, t_2) \rightarrow |0⟩$ means that $0$ is a bitstring of length $t_2 - t_1$. $x[t_1, t_2) \rightarrow \sum^{2}_{i=0} |i⟩$ means that $i$ is a bitstring of length $t_2 - t_1$ and $i \in [0, 1]$ is a bit. In term $\sum^{2}_{i=0}$, $2$ is excluded. $*$ is the separation conjunction. In (c), black parts are $L_{QAFNY}$ programs, while blue and gray parts are QAFNY state predicates.

$$1 < a < N \quad E(t) = x[0,t,n) \leftarrow \frac{1}{\sqrt{2}} \otimes^{n-1}_{i=0} (\hat{0} + |1⟩) \ast \{ x[0,t), y[0,n) \rightarrow \sum^{2}_{i=0} \frac{1}{\sqrt{2}} |i⟩ \ast a^t \% N \}$
$$

1. $\{ x[0,n) \rightarrow \sum^{2}_{i=0} \frac{1}{\sqrt{2}} (|0⟩ + |1⟩) \} \ast \{ x[0,t), y[0,n) \rightarrow |0⟩ \} \}$
2. $\{ E(0) \}$
3. $\{ x[0,0] : \text{Had}, [x[0,0), y[0,n)] : \text{CH} \}$
4. $\{ x[j,n] : \text{Had}, [x[j,0], y[0,n)] : \text{CH} \}$
5. $\{ y[0,n) \leftarrow a^{2j} \cdot y[0,n) \% N ; \}$
6. $\{ E(n) \}$
7. $\{ x[0,0] : \text{Had}, [x[0,n), y[0,n)] : \text{CH} \}$
8. $\{ x[0,n) \rightarrow \sum^{2}_{i=0} \frac{1}{\sqrt{2}} |i⟩ \ast a^t \% N \}$
9. $\{ x[0,0] : \text{CH} \}$

Fig. 4. Snippets from the quantum order finding procedure in Shor’s algorithm. Full proof can be found in Appendix A.7. ord(a, N) gets the order of a and N. $\text{rnd}(r)$ rounds r to the nearest integer. The right column presents the types of all sessions involved. $|i⟩$ is an abbreviation of $|\langle ii⟩⟩$. $|\langle ii⟩⟩$ turns a number i to a bitstring.

into if $(x[j-1]) \{ x[j] \leftarrow x[j] + 1 \}$, where the first j qubits in x (denoted by $x[0,j)$) refer to a $j$-qubit CH-typed value $\frac{1}{\sqrt{2}} |0⟩ + \frac{1}{\sqrt{2}} |1⟩$. The if statement appends qubit $x[j]$ (value $|0⟩$), to the end of $x[0,j)$, and transforms the qubit array and its value to $x[0,j+1)$ and $\frac{1}{\sqrt{2}} |0⟩ \rightarrow \frac{1}{\sqrt{2}} |0⟩ + \frac{1}{\sqrt{2}} |1⟩ |0⟩$, respectively. In $x[0,j+1)$’s value state, only the basis ket $\frac{1}{\sqrt{2}} |1⟩ |0⟩$ has $x[j-1]$ equal to 1; Therefore, the application $(x[j] \leftarrow x[j]+1)$ only evolves the basis ket $\frac{1}{\sqrt{2}} |1⟩ |0⟩$ to $\frac{1}{\sqrt{2}} |1⟩ |1⟩$, which maintains the loop invariant specified on line 5 because $x[0,j+1)$’s value is now $\frac{1}{\sqrt{2}} |0⟩ |0⟩ + \frac{1}{\sqrt{2}} |0⟩ |1⟩$.

Besides the minimal yet practical proof illustrated in the GHZ example, the quantum conditional structure cooperates well with complicated structures, such as the modulo multiplication that’s crucial in implementing quantum order finding. Applying similar proof techniques to the program in Figure 4, we can assert that the loop statement on line 3-5 entangles $x[0,n)$ with $y[0,n)$ having a
3.1 Monitoring Possibly Entangled Qubits with Types

Recall in GHZ (Figure 3c), each loop step in line 4–6 entangles $x[j]$ with $x[0, j]$. However, the entanglement here is implicit: the program structure doesn’t tell directly that $x[j]$ is entangled with each qubit in $x[0, j]$ since it’s a property from the program semantics. Our systematic approach to resolving the scopes of entanglement is to introduce sessions ($\kappa$) to group possibly entangled qubits, standard kind environments ($\Omega$) to record kinds of each variable and session type environments ($\sigma$) to keep track of both sessions and their quantum value type.

In QAfny, variables may refer to one of three kinds\(^3\) of values in Figure 5: integers \(^4\) (kind C), measurement outcomes ($r, n$) (kind M), and quantum values (kind (Q m)), where $r$ represents the probability of measurement with the outcome $n$, and $m$ represents the number of qubits. (Q m)

\(^2\)Line 1 and 9 in Figure 4 are also automatically inferred. See Appendix A.7.

\(^3\)C and M kinds are also used as context modes in type checking. See Figure 8.

\(^4\)In the QAfny implementation, any classical values in Dafny are permitted. For simplicity, we only consider integers here.
variable represents a physical $m$-length qubit array. For simplicity, we assume there is neither alias in variable names nor overlapping between arrays referred to by any two different identifiers. Every session can then be defined by disjoint ranges, each of which re is represented by $(x[n,m])$, an in-place array slice selected from $n$ to $m$ (exclusive) in $x$, and there is no shared part between any two ranges in one session, written as $re_1 \perp re_2$. We abbreviate a singleton session $(x[n,m])$ as $x[n,m]$ and similarly a singleton range $x[j,j+1]$ as $x[j]$.

A session type environment ($\sigma$) maps sessions to quantum types ($\text{Nor}$, $\text{Had}$, or $\text{CH}$ in Section 2), where sessions in the domain are pairwise disjoint \(^5\). While kind environment is local and persistent—the variable kinds do not change unless it goes out of scope—session type environments are ephemeral: a statement that starts with the environment $\sigma$ could end up with a different one $\sigma'$ since a session could be modified during the execution. By design, a $\text{Nor}$ or $\text{Had}$ typed quantum value describes an array of qubits of normal typed $(|0\rangle$ or $|1\rangle$) and superposition value states, respectively; while elements in an array of type $\text{CH}$ are basis kets $z |c\rangle$. We have subtyping relations over quantum types, i.e., $\text{Nor}$ and $\text{Had}$ are subtypes of $\text{CH}$, which means that $\text{Nor}$ and $\text{Had}$ typed quantum values can be rewritten as $\text{CH}$-typed ones. The index of session refers to the same position in a value state, which means if $\kappa = x[0,n]$, $q$ is $|\overline{0}\rangle$ and $\kappa \Rightarrow q$, then $x[0]$ refers to the first qubit $|0\rangle$ in $q$.

One primary role of sessions and types in QAFNY tracks an operation’s session scope, approximating a collection of qubits directly and indirectly affected by the operation application. Figure 3b provides a typical scenario appearing in many quantum algorithms, including the GHZ and order finding examples above, where qubits in the blue part are added to the orange part one by one. In each loop-step in Figure 3c, a $\text{Nor}$-typed qubit $x[j]$ is split from session $x[j,n]$ and added to session $x[0,j]$. In Figure 4, a $\text{Had}$-typed qubit $x[j]$ is split from $x[j,n]$ and added to session $x[0,j], y[0,n]$ in each iteration. The former step appends a qubit $|0\rangle$ to the end of every basis ket in the $x[0,j]$’s $\text{CH}$-typed value, while the latter duplicates $x[0,j], y[0,n]$’s value and maintains the basis kets being distinct (see Section 4.2 for details). All these rewrites are automated in QAFNY because we permit the type guided state equational rewrites ($\Rightarrow$), which transform states to ideal forms that can facilitate our automated verification tool to apply proper QAFNY proof rules. In QAFNY, we enforce any state predicate representing a state $\varphi$ to associate with a type environment $\sigma$ by sharing the same domain, i.e., $\text{dom}(\varphi) = \text{dom}(\sigma)$. Thus, the environment rewrites ($\Rightarrow$) gear the state rewrites. For example, the bottom proof step of Figure 6 transforms session $x[0,j]$ in $\sigma$ to session $\kappa$ above it, and the state rewrites in the pre-condition happen accordingly as (rewrites from left to right):

\[
\begin{align*}
\Omega; \{ \kappa_2 : \text{CH} \} \vdash \{ \kappa_2 \mapsto \frac{1}{\sqrt{2}} |0\rangle \langle T| |1\rangle \} \ s \ \{ \kappa_2 \mapsto \frac{1}{\sqrt{2}} |T\rangle \langle I| |1\rangle \} \\
\Omega; \{ \kappa_1 : \text{CH} \} \vdash \{ \kappa_1 \mapsto \frac{1}{\sqrt{2}} |T\rangle \langle 0| |1\rangle \} \ s \ \{ \kappa_1 \mapsto \frac{1}{\sqrt{2}} |T\rangle \langle I| |1\rangle \} \\
\Omega; \{ \kappa_1 : \text{CH} \} \vdash \{ M(x[j-1], \kappa_1) \mapsto \sum_{i=0}^{2} \frac{1}{\sqrt{2}} |T\rangle |0\rangle \} \ s \ \{ \kappa_1 \mapsto \frac{1}{\sqrt{2}} |T\rangle \langle I| |1\rangle \} \\
\Omega; \{ \kappa : \text{CH} \} \vdash \{ \kappa \mapsto \sum_{i=0}^{2} \frac{1}{\sqrt{2}} |T\rangle \} \ s \ \{ \kappa \mapsto \frac{1}{\sqrt{2}} |T\rangle \} \\
\Omega; \sigma \vdash \{ x[0,j] \mapsto \sum_{i=0}^{2} \frac{1}{\sqrt{2}} |T\rangle \ast x[j,n] \mapsto |\overline{0}\rangle \} \ s \ \{ x[0,j] \mapsto \sum_{i=0}^{2} \frac{1}{\sqrt{2}} |T\rangle \ast x[j+1,n] \mapsto |\overline{0}\rangle \} \\
\kappa = x[j-1] \cup \kappa_1 \quad \kappa_1 = x[0,j-1] \cup x[j] \quad \kappa_2 = x[j] \cup x(0,j-1) \\
s = x[j] \leftarrow x[j]+1; \quad \sigma = \{ x[0,j] : \text{CH}, x[j,n] : \text{Nor} \} \quad U(b) = U(1, b, \kappa)
\end{align*}
\]

Fig. 6. Detailed proof for a loop-step in GHZ. Constructed from the bottom up.
\[
\begin{aligned}
x[0,j] & \mapsto \Sigma_{i=0}^{2-1} \frac{1}{\sqrt{2}} |i\rangle \\ x[0,j] & \mapsto \text{CH} \\ x[0,j] & \mapsto CH \leq x[0,j+1] \mapsto \text{CH} \leq \kappa \mapsto CH
\end{aligned}
\]

Here, we add qubit \(x[j]\) (|0\rangle) to the end of session \(x[0,j]\) and transform session \(x[0,j+1]\) to \(\kappa\), so that the upper proof steps in Figure 6 can proceed, which will be discussed in the next subsection. The above example only develops intuition about the QAFNY type system and equations. More details about them are explained in Section 4.2.

### 3.2 QAFNY: A Type-Guided Proof System

As indicated by the above equation rewrites guided by types, the QAFNY proof system is integrated with a type system, where QAFNY’s type-guided proof triple \((\Omega; \sigma \vdash_g \{P\} \{Q\})\) states that if \(P\) is a well-formed precondition with respect to \(\sigma\), then executing \(s\) will result in a well-formed postcondition \(Q\) w.r.t. \(\sigma\) where \(\Omega, \sigma \vdash_g s \triangleright \sigma\) is a valid typing judgment (explained in Section 4.2). The well-formedness of predicates \(P\) and \(Q\) mandates that each session mentioned in them must be in \(\text{dom}(\sigma)\) and \(\text{dom}(\sigma')\) respectively.

On the bottom of Figure 6, other than the session rewrites from \(x[0,j]\) to \(\kappa\) described above, a classical separation logic styled frame rule (rule P-Frame in Section 4.3) is applied to ignore the session \(x[j+1,n]\) that has no effect on the rest proofs, and the type environment is transformed accordingly. On the top of Figure 6, we apply an oracle operation (\(x[j] \leftarrow x[j+1]\)). The behavior of the oracle application in QAFNY is analogized to an array map function described in Figure 2. For every \(x[j]\) position in session \(\kappa_2\)’s basis kets, we flip its bit. Since \(x[j]\) locates at the first position in session \(\kappa_2\) and it is a singleton CH-typed array, we then transform the pre-state \(\frac{1}{\sqrt{2}} |0\rangle |\bar{1}\rangle|1\rangle\) to post-state \(\frac{1}{\sqrt{2}} |1\rangle |\bar{1}\rangle|1\rangle\), by flipping the first bit.

In QAFNY, asserting an atomic operation application (state preparations, oracles, and diffusions) on a session always happens at the session’s prefix positions, such as the \(x[j]\) position above. We enable state rewrites for permuting qubit positions, guided by type environment rewrites, to adjust qubit positions. For example, to perform the oracle application on the top, we first rewrite \(\kappa_1\) to \(\kappa_2\) in Figure 6, which transforms the pre-state from \(\frac{1}{\sqrt{2}} |\bar{1}\rangle |0\rangle|1\rangle\) to \(\frac{1}{\sqrt{2}} |0\rangle |\bar{1}\rangle|1\rangle\), by pulling \(x[j]\) with value \(|0\rangle\), to the first position. During this process, the post-state is also transformed accordingly.

The middle proof applies a rule (labeled as P-If in Section 4.3) for a quantum conditional (\(I f (b \ s)\)). In the proof rule design for a CH-typed state, it is favorable if we can classify all basis kets satisfying \(b\) in the state, so that we can design a recursive step to handle the proof for \(s\) applying only on these basis kets. This proof rule constructs an inductive relation between the conditional and its sub-component \(s\). Through the QAFNY type system, we ascertain the sessions \(\kappa\) and \(\kappa'\) that can be accessed or manipulated in \(b\) and \(s\), respectively, without consulting the semantics. Because of the no-cloning theorem that is guaranteed by our type system, the two sessions cannot overlap. In addition, we can always manage the CH-typed state as \(\kappa \triangleright \kappa' \mapsto q\); then, for each basis ket in \(q\), we can group the prefix \(|\kappa|\) positions together, check if they satisfy \(b\), collect basis kets satisfying \(b\), execute \(s\) on these basis kets, and assemble the result of executing \(s\) back with those basis kets unsatisfying \(b\). In QAFNY, we create a frozen construct \(M\) to collect basis kets and an unfrozen construct \(U\) to assemble the result back to previously frozen basis kets.

In Figure 6 (line P-If), we apply \(M\) on the pre-state, and it does two things. For the value state \(\frac{1}{\sqrt{2}} |\bar{0}\rangle |0\rangle + \frac{1}{\sqrt{2}} |\bar{1}\rangle |0\rangle\), it removes the \(\frac{1}{\sqrt{2}} |\bar{0}\rangle |0\rangle\) part, because the \(x[j-1]\) position is 0. For the remaining basis ket \(\frac{1}{\sqrt{2}} |\bar{1}\rangle |0\rangle\), it freezes the \(x[j-1]\) qubit, by pushing its bit 1 to the end of the basis ket as \(\frac{1}{\sqrt{2}} |\bar{1}\rangle |0\rangle|1\rangle\), highlighted by [1]. The \(x[j-1]\) location represents the qubit appearing in the Boolean guard that should not join any computation in \(s\), so we push it to an unreachable position. Notice that the session is transformed from \(\kappa\) to \(\kappa_1\) by removing qubit \(x[j-1]\), so \(|\kappa_1|\) is one less
than $|\psi|$, but the above basis ket manipulation does not shrink its length, which means that $|1\rangle$ locates at a place beyond the reachability of session $\kappa$, named unreachable positions. In the post-state, we manipulate two $U$ constructs to assemble computation results. The post-state above the line $P$-Ir $(1, b, \kappa) (b = x[j-1])$, indicating that the Boolean guard is 1-bit length. This $U$ refers to the satisfying $b$ basis kets, and the result session is $\kappa$. For the value state in the pre-state $(\kappa \mapsto \sum_{i=0}^{2} |i\rangle |0\rangle)$, we replace $\kappa$ with $U(-b)$ representing the basis kets unsatisfying $b$. The two $U$ constructs can merge to the final post-state at the bottom. We only keep the basis kets unsatisfying $b$ in $U(-b)$ and assemble it with the basis kets in the $U(1, b, \kappa)$ part by pulling the frozen $|1\rangle$ to its corresponding location.

The detailed formalism of these QAFNY design features is given in Section 4.3.

### 4 FORMALISM OF QAFNY AND LQAFNY

This section presents the LQAFNY language’s syntax, the QAFNY type system, the proof system, as well as the soundness and completeness theorems.

#### 4.1 LQAFNY Syntax

LQAFNY is a C-like flow-sensitive language equipped with quantum data-flow operations, quantum conditionals, and for-loops. We intend to permit high-level quantum operations, such as state preparation ($H$ and $QFT^{-1}$), oracle ($\mu$ in Appendix B.4), and quantum reflection operations (Appendix A.1). Figure 7 shows the syntax of the language. Aside from standard form such as sequence ($s ; s$) and skip {}, statements $s$ also includes let binding ($\text{let } x = e \text{ in } s$), two forms of quantum data-flow statements ($\_ \leftarrow \_ $), quantum/classical conditional ($\text{if } (b) s$) and loop ($\text{for } j \in [a_1, a_2] \&\& b \{s\}$). The let statement binds either the result of an arithmetic expression ($a$) or a computational basis measurement operator ($\text{measure}(y)$) to an immutable C/M kind variable $x$ and provides the binding to the body $s$. This design ensures that all classical variables are immutable and well-scoped to avoid quantum observer effects by preventing any attempts to mutate a classical variable in the body of a quantum conditional. A quantum data-flow statement is one of $l \leftarrow op$ that applies state preparation operations (Hadamard $H$, quantum Fourier transformation $QFT$, or its inverse $QFT^{-1}$) to qubits in $l$, or $\kappa \leftarrow \mu$ that applies an oracle operation to a session $\kappa$ \footnote{We can define quantum arithmetic ops such as $x[j]+1$ in Figure 3c and $a^j y[0, n] \% N$ in Figure 4 by $\mu$. See Appendix B.4.}. Other operations, including quantum diffusion and amplification operations, are in Appendix A.1.
4.2 QAFNY Session Type System

Each L_{QAFNY} typing judgment is written as $\Omega; \sigma \vdash_g s \triangleright \sigma'$, which states that $s$ is well-typed under the context mode $g$ and environments $\Omega$ and $\sigma$. The kind environment $\Omega$ is populated through $\text{let}$ and for loops that introduce variables. Kinds $g$ are reused as context modes ($C$ and $M$) to enforce no quantum observer effects in a quantum conditional, explained shortly below. L_{QAFNY} is a flow-sensitive language that utilizes context mode $g$ to detect the location where quantum measurement is not allowed. Selected type rules are given in Figure 8; the rules not mentioned are similar and can be found in Appendix A. The type system enforces three system invariants.

**Well-formedness.** The type system enforces well-formedness and context restrictions on quantum programs. Well-formedness refers to the no-cloning theorem that qubits mentioned in a quantum conditional Boolean guard cannot be accessed in its body. In rule T-If, the $FV$ side-condition ensures that the session for the Boolean and the conditional body does not overlap. Context restriction prevents quantum observer effects, that quantum conditional bodies cannot create and measure qubits. Each program begins with the context mode $C$, which permits most L_{QAFNY} operations. Once a type rule switches the mode to $M$, as in T-If, measurement operations are then suspended in this scope, as T-Mea is valid only if the context mode is $C$. Apart from the no-cloning theorem and the quantum observer effect, well-formed domains ($\Omega \vdash \text{dom}(\sigma)$) and well-formed predicates ($\Omega, \sigma \vdash P$) guarantee that every variable used in all sessions of $\sigma$ can be found in $\Omega$ and all sessions used in logical predicates can also be found in a well-formed environment $\sigma$ respectively. These two judgments maintain the scoping of assertions for the proof system. Their definitions are standard and can be found in Definitions A.1 and A.2.

---

Note: $a_1$ and $a_2$ can possibly apply on a range $x \{0, n\}$ in an entangled session.
**Session Equivalence and Rewriting.** The type system tracks the qubit arrangement of sessions and permits the session type environment partial order rewrites (\(\preceq\)) through rule T-Par. In Qafny, we introduce equivalence relations for type environments (partial order \(\preceq\)) and states (\(\equiv\)) to permit automated state rewrites, as discussed in Section 3.1. We develop equivalence relations over quantum sessions, quantum values, type environments, and states (Appendix A.3). The common equivalence relations are state type rewrites, permutations, split and joins. Recall in Section 3.1 that state rewrites are guided by type environment rewrites. Similarly, type rewrites would also transform quantum state value forms. An example is to rewrite a CH-typed value state \(\sum_{i=0}^{2^n} |i\rangle |a^i \% N\rangle\) to Nor-typed \(z_0 b_0\) in Section 6.2. Permutation equivalence refers to two-qubit arrays that are equivalent under permutation. One example is to rewrite the session in Figure 4 line 7 from left to right, as:

\[
\{x[0, n), y[0, n)\} \mapsto \text{CH} \\
\{x[0, n), y[0, n)\} \mapsto \sum_{i=0}^{2^n} \frac{1}{\sqrt{N}} |i\rangle |a^i \% N\rangle 
\]

State joins merge two sessions. Merging a Nor-typed and CH-typed state puts extra qubits in the right location in every basis ket in the CH-typed state as the example in Section 3.1. Merging a Had-typed and CH-typed state duplicates the CH-typed basis kets. In a loop step in Figure 4 line 3-5, we add a Had-typed qubit \(x[j]\) to a CH-typed session \(\{x[0, j), y[0, n)\}\), transform the state to:

\[
\{x[0, j+1), y[0, n)\} \mapsto \sum_{i=0}^{2^j} \frac{1}{\sqrt{N}} |i\rangle |0\rangle |a^i \% N\rangle + \sum_{i=0}^{2^j} \frac{1}{\sqrt{N}} |i\rangle |1\rangle |a^i \% N\rangle
\]

The state can be further rewritten to the one in Figure 4 by merging the two parts of the state value. Notice that the basis kets are still all distinct because the two parts above are distinguished by the \(|0\rangle\) and \(|1\rangle\) of the \(x[j]\) position. Merging two CH-typed states computes the Cartesian product of basis kets in the two sessions (Appendix A.3). State split cuts a session into two individual sessions. The split of Nor and Had types is no more than an array split, while the split of a CH-type is equal to disentanglement, a hard problem. In quantum algorithms, splitting Nor and Had types are more common than disentanglement and is permitted in Qafny. For splitting CH-type, we invent an upgraded type system in Appendix A.5 to permit a few cases.

**Session Scope Approximation.** The type system approximates the session scopes. In rule T-If, we use \(\kappa \cup \kappa'\), as the approximate session that is large enough to describe all possible qubits directly and indirectly mentioned in \(s\)\(^8\). Such scope approximation might be over-approximated, which does not cause incorrectness in our proof system, while under-approximation is forbidden. For example, if we combine two Had-typed qubits in our system and transform the value to CH-typed as \(\frac{1}{2}(|00\rangle + |01\rangle + |10\rangle + |11\rangle)\), this is an over-approximation since the two qubits are not entangled. Partially measuring the first qubit leaves the second qubit’s value unchanged as \(\frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)\).

In addition to these system invariants, the type system allows \(\mathcal{C}\) classical variables introduced by let to be evaluated to values in the type checking stage of the compilation time\(^9\), while tracks \(\mathcal{M}\) variables in \(\Omega\). Rule T-Exp enforces that a classical variable \(x\) is replaced with its assignment value \(n\) in \(s\), and classical expressions in \(s\) containing only \(x\) are evaluated, so the proof system does not need to handle constants.

### 4.3 The Qafny Semantics and Proof System

Qafny sessions play two roles: as variable names representing quantum arrays and as qubit array structure indicators. We enforce the correctness by well-formedness and well-typed restrictions on states and proof system predicates. Qafny semantics is formalized as a small-step transition \((\psi, \varphi, s) \rightarrow (\psi', \varphi', s')\), where \(\psi\) and \(\psi'\) are stacks storing local classical variables, and \(\varphi\) and \(\varphi'\)

\(^8\)Notice that \(\kappa\) is \(b\)'s session, so the operations in \(s\) only applies on the qubits in the \(\kappa'\) portion.

\(^9\)We consider all computation that only needs classical computers is done in the compilation time.
are quantum states. To preserve the system invariants mentioned in Section 4.2, every valid proof judgment \( \Omega; \sigma \vdash_g \{ P \} s \{ Q \} \) also needs to satisfy an implicit type constraint TC as:

\[
TC(\sigma, P, Q) \triangleq \Omega; \sigma \vdash_g s \triangleright \sigma_1 \land \Omega; \sigma \vdash P \land \Omega; \sigma_1 \triangleright Q
\]

Rule P-Con describes the proof consequence rule where a well-formed precondition \( P \) under \( \sigma \) is replaced by \( P' \) that’s well-formed under \( \sigma' \). This also shifts the type constraint judgment \( TC(\sigma, P, Q) \) to \( TC(\sigma', P', Q') \). Rule P-Frame is a specialized separation logic frame rule 10 that separates both the session type environment and the quantum value state to support local reasoning on quantum states. Rule M-Frame in Figure 9 models the separating conjunction \( \ast \). In addition to predicate well-formedness, the predicate semantic judgment \((\Omega, \sigma, \psi \models_g P)\) also put restrictions on domains \( \text{dom}(\psi) \subseteq \text{dom}(\Omega) \) and demands the states \((\mu)\) well-formededness \((\Omega; \sigma \vdash_g \varphi)\), defined as follows:

**Definition 4.1 (Well-formed Qafny state).** A state \( \varphi \) is well-formed, written as \( \Omega; \sigma \vdash_g \varphi \), iff \( \text{dom}(\sigma) = \text{dom}(\varphi) \), \( \Omega \vdash \sigma \rightarrow \sigma \), and:

- For every \( \kappa \in \text{dom}(\sigma) \) such that \( \sigma(\kappa) = \text{Nor}, \varphi(\kappa) = z | c \) and \( |c| \leq |c| \) and \(|z| \leq 1 \); specifically, if \( g = \mathbb{C} \), \( |c| = |c| \) and \(|z| = 1 \).
- For every \( \kappa \in \text{dom}(\sigma) \) such that \( \sigma(\kappa) = \text{Had}, \varphi(\kappa) = \frac{1}{\sqrt{2^m}} \otimes_{j=0}^n (|0\rangle + \alpha(r_j)|1\rangle) \) and \( |\kappa| = n \).
- For every \( \kappa \in \text{dom}(\sigma) \) such that \( \sigma(\kappa) = \text{Ch}, \varphi(\kappa) = \sum_{j=0}^m z_j |c_j\rangle \) and \( |c_j| \leq |c| \) and \( \sum_{j=0}^m |z_j|^2 \leq 1 \) and for \( i, k \in [0, m], |c_i| = |c_k| \); specifically, if \( g = \mathbb{C}, |c| = |c| \) and \( \sum_{j=0}^m |z_j|^2 = 1 \).

M-mode states have a relaxed well-formedness, \( |c| \leq |c| \) and \( \sum_{j=0}^m |z_j|^2 \leq 1 \). Recall that, in the example of Section 3.2, the \( |1\rangle \) position is frozen, the session is shrunk, and the session and basis ket qubit length is not the same. The definition models such a case, as it appears in the conditional rule introduced below. There is a trick to utilize the frozen positions for promoting proof automation, as the modeling rule M-Map equates two quantum values by discarding the frozen position qubits, and we will see an example in Section 6.1.

Rule P-Oracle is a classical separation logic style rule for oracles \( \kappa \leftarrow \mu \), which analogizes such operations as classical array map operations mentioned in Figure 2. Each cell in the array represents a basis ket \( z_j |c_j\rangle \beta_j \) in \( \kappa \). P-Oracle applies \( \mu \) only to the \( c_j \) part with type information in \( \sigma \) that \( \kappa \) is a subpart of session \( \kappa \otimes \kappa' \) and corresponds to the \( c_j \) part of every basis ket.

---

10We use \( FV(\Omega, s) \cap FV(\Omega, R) = 0 \) here because \( FV(\Omega, s) \) produces the session that \( s \) modifies in Qafny.

11\(|\kappa| \) and \(|c| \) are the lengths of \( \kappa \) and \( c \), and \(|z| \) is the norm.
\[
M \cdot M \quad R \Rightarrow (M(b, \kappa) \Rightarrow \sum_{j=0}^{m} z_j |c_j\rangle \beta_j + q(\kappa, \neg b) \Leftrightarrow \kappa \Rightarrow \sum_{j=0}^{m} z_j \beta_j^* |c_j\rangle)
\]

\[
M \cdot U
\]

\[
\forall j, n = |c_j\rangle \Rightarrow (U(n, \neg b, \kappa) \Rightarrow \sum_{j=0}^{m} z_j |c_j\rangle \beta_j + q(\kappa, \neg b) \Rightarrow \sum_{j=0}^{m'} z_j' \beta_j' |c_j\rangle \Rightarrow \kappa \Rightarrow \sum_{j=0}^{m'} z_j' |c_j\rangle \beta_j' + q(\kappa, \neg b))
\]

\[
S \cdot I F
\]

\[
R \quad \text{FV}(\Omega, s) \subseteq \kappa' \quad (\psi, \varphi[\kappa' \Rightarrow \sum_{j=0}^{m} z_j \beta_j |c_j\rangle], s) \quad \text{FV}(\psi', \varphi[\kappa' \Rightarrow \sum_{j=0}^{m'} z'_j \beta'_j |c_j\rangle], s')
\]

\[
P \cdot I F
\]

\[
\text{FV}(\Omega, b) = \kappa \quad \Omega; [\kappa' : \text{CH}] \vdash Q' \quad \Omega; \sigma[\kappa' \Rightarrow \text{CH}] \vdash \{P[M(b, \kappa')/\kappa \cup \kappa']\} s \{Q * Q'\}
\]

\[
\text{S-Loop}
\]

\[
\begin{align*}
&n_1 < n_2 \quad b' = b[n_1/j] \quad s' = s[n_1/j] \\
&(\psi, \varphi, \text{for } j \in [n_1, n_2) \& \& b \{s\}) \quad (\psi, \varphi, \text{if } (b') \quad s'; \text{for } j \in [n_1, n_2) \& \& b \{s\})
\end{align*}
\]

\[
q(\kappa, \neg b) = \sum_{i=0}^{m} z_i |c_i\rangle \beta_i \quad \text{where } \forall i, |c_i\rangle = |\kappa\rangle \land \neg b |c_i/\kappa\rangle \quad R \Rightarrow \text{FV}(\Omega, b) = \kappa \land \forall j, |c_j\rangle = |\kappa\rangle \land b |c_j/\kappa\rangle
\]

Fig. 10. Semantic and Proof Rules for Quantum Conditions. \(b[c_j/\kappa]\) is the interpretation of Boolean guard \(b\) by replacing qubits mentioned in \(\kappa\) with bits in basis \(c_j\).

The rest rules similar to those in standard separation logic but with additional QAFNY type constraints can be found in Appendix A.4.

**Quantum Conditions.** As in Section 3.1, the key in designing a proof rule for a quantum conditional \(i f \{b\} \{s\}\), having the session scope \(\kappa \cup \kappa'\), is to encode two constructs: \(M\) and \(U\). In rule P-Ir (Figure 10), \(M(b, \kappa')\) freezes all basis kets that are irrelevant when reasoning about the body \(s\). This freezing mechanism illustrated in Figure 11 and modeled by \(M \cdot M\) is accomplished at two levels: stashing all kets not satisfying \(b\) into \(q(\kappa', \neg b)\) and moving qubits satisfying \(b\) in \(\kappa\) to the end of \(\kappa'\) in each ket. After substituting \(\kappa \cup \kappa'\) for \(M(b, \kappa')\), besides expelling the parts not satisfying \(b\), we also shrink the session \(\kappa \cup \kappa'\) to \(\kappa'\), which in turn marked the \(\kappa\) portion in every basis ket inaccessible as \(\kappa\) is now invisible in the session type environment. Since type-checking \(s\) preserves the fact that \(\kappa' \Rightarrow \text{CH}\) (rule T-Ir), \(Q'\) must only mention \(\kappa'\), as it is required to be well-formed regarding the new environment. To retrieve frozen parts, we substitute session \(\kappa \cup \kappa'\) for \(U(|\kappa\rangle, \neg b, \kappa \cup \kappa')\) in \(P\) and \(\kappa\) for \(U(|\kappa\rangle, b, \kappa \cup \kappa')\) in \(Q'\) to represent the part satisfying \(b\) and its complement. The semantics \((M \cdot U)\), defined as a logical equivalence, describe a special predicate that utilizes the innate relation of separating conjunction and logical complement to assemble the previously frozen, thus unmodified part with the basis kets evolved during the execution of \(s\).

Rules S-Loop and P-Loop are the semantic and proof rules for a \(\text{for}\) loop where \(P(j)\) is the loop invariant parameterized over the loop counter \(j\). There are other rules in Appendix A.4 that are similar the rules in a separation logic framework with additional QAFNY type restrictions.

**Measurement.** A measurement \(1e t x = \text{measure}(y) \in s\) collapses a qubit array \(y\), binds a \(M\)-kind outcome to \(x\) and restricts its usage in \(s\). In QAFNY, we encode the density matrix semantics for measurement by an array filter and a classical probability distribution library in Dafny (Appendix A.9). Figure 13 shows an analogy of the measurement behavior (proof rule P-Mea in Figure 12).
Assume that the session containing $y$ is $y[0, n] \cup \kappa$. The measurement is essentially a two-step array filter: 1) The CH type state, $\sum_{j=0}^{m} z_{j} |c_{j}\rangle + q(n, \neq c)$ in rule S-Mea, is partitioned into two parts by randomly picking a basis ket’s first portion as the partition key (the peach part in Figure 13 and $c$ in the state); and 2) we create a new array by removing the non-key basis kets (the $q(n, \neq c)$ part) and also remove the $y[0, n]$ portion in every remaining basis ket, so that the above state becomes $\sum_{j=0}^{m} z_{j} |c_{j}\rangle$ as the c part is removed. Notice that the newly created array’s basis ket size is smaller than the original array; thus, the amplitude of each element is increased by a factor of $1/\sqrt{\theta}$.

Notice that the orange basis kets appear in a periodical pattern in the whole array in many cases. Many quantum algorithms utilize the periodical pattern. In designing the proof rule P-Mea, a session type operation $F(x, n, \kappa)$, with its modeling rule PMODEL, is introduced to do exactly the two steps above by selecting an $n$-length prefix bitstring $c$ in a basis ket for the range $y[0, n)$, computing the probability $r$, and assigning $(r, \|c\|)$ to variable $x$. Rule P-Mea replaces session $y[0, n] \cup \kappa$ in $P$ with the type state $\Omega$ and $\sigma$ by replacing $y[0, n] \cup \kappa$ with $\kappa$.

Here, we show a proof fragment above for the partial measurement in Figure 4 line 8. The proof applies rule P-Mea by replacing session $\{y[0, n), x[0, n]\}$ with $F(u, n, x[0, n])$. On the top, the pre- and post-conditions are equivalent, as explained below. In session $\{y[0, n), x[0, n]\}$, range $y[0, n)$ stores the basis $|a\rangle \% N$, which contains value $j$ that represents the basis ket bitstring for range $x[0, n)$. Randomly picking a bitstring $a^t \% N$ also filters a specific $j$ in range $x[0, n)$, i.e., we collect any $j$ having the relation $a^l \% N = a^t \% N$. Notice that modulo multiplication is a periodical function, which means that the relation can be rewritten $a^{t+kp} \% N = a^t \% N$, and $p$ is the order. Thus, the $x[0, n)$ state is rewritten as a summation of $k$: $\sum_{k=0}^{s} t+kp).$ The probability of selecting $|a^l \% N\rangle$ is $\frac{a}{m_n}$. In QAFNY, we set up additional axioms for these periodical theorems to grant this kind of pre- and post-condition equivalence.
4.4 Qafny Metatheory

Here, we show the type soundness and proof system soundness and completeness. **Type Soundness.** We prove that well-typed Qafny programs are well-defined, i.e., under the well-formedness assumption, the type system is sound with respect to the semantics, (Definition A.1 and Definition 4.1). The Qafny type soundness is stated as two theorems, type progress and preservation. The proofs are done by induction on statements s and mechanized in Coq.

**Theorem 4.2 (Qafny Type Progress).** If $\Omega \vdash \psi, \Omega; \sigma \vdash_{g} s \triangleright \sigma'$ and $\Omega; \sigma \vdash_{g} \phi$, then either $s = \{\}$, or there exists $\psi'$ and $\phi'$ and $s'$ such that $(\psi, \phi, s) \rightarrow (\psi', \phi', s')$.

**Theorem 4.3 (Qafny Type Preservation).** If $\Omega \vdash \psi, \Omega; \sigma \vdash_{g} s \triangleright \sigma'$, $\Omega; \sigma \vdash_{g} \phi$, and $(\psi, \phi, s) \rightarrow (\psi', \phi', s')$, then there exists $\Omega'$ and $\sigma''$, $\sigma'' \vdash_{g} s \triangleright \sigma'$ and $\Omega'; \sigma'' \vdash_{g} \phi'$.

**Proof System Soundness and Completeness.** Qafny proof system is sound and complete with respect to its semantics for well-typed Qafny programs. This is formalized as theorems and proved in Coq. A critical concept in these theorems is the most general state representation $\phi^*$ of evaluating $(\psi, \phi, s)$ defined in Definition A.3. In Qafny, CH is taken as the most general state representation over Nor and Had since they can all be converted into a CH-typed quantum value, but not the other way around. In proving the theorems, we rewrite post-states to most general forms, then relate the states with predicates. The Qafny proof system only describes the quantum portion built on top of the Dafny system. Since every quantum program in L$_{Qafny}$ doesn’t diverge, the soundness and completeness refers to the total correctness of the Qafny proof system. The L$_{Qafny}$ proof system correctness is defined in terms of programs and predicates being well-typed.

**Theorem 4.4 (Proof System Soundness).** For a well-typed program $s$, such that $\Omega; \sigma \vdash_{g} s \triangleright \sigma'$, $\Omega; \sigma \vdash_{g} \{P\} s \{\}$, and $\Omega; \sigma; \psi; \phi \vdash_{g} P$, thus, there exists a state $\psi'$, with $(\psi, \phi, s) \rightarrow^* (\psi', \phi', \{\})$, and there is a most general state representation $\phi^*$ of evaluating $(\psi, \phi, s)$ and $\Omega; \sigma^* \vdash_{g} \phi^*$, such that $\phi' \equiv \phi^*$ and $\Omega; \sigma'; \psi' \vdash_{g} \phi^*$.

**Theorem 4.5 (Proof System Relative Completeness).** For a well-typed program $s$, such that $\Omega; \sigma \vdash_{g} s \triangleright \sigma'$, $(\psi, \phi, s) \rightarrow^* (\psi', \phi', \{\})$ and $\Omega; \sigma \vdash_{g} \phi$, and there is a most general state representation $\phi^*$ of evaluating $(\psi, \phi, s)$ and $\Omega; \sigma^* \vdash_{g} \phi^* \equiv \phi^*$ and $\Omega; \sigma \vdash_{g} s \triangleright \sigma^*$, thus, there are predicates $P$ and $Q$, such that $\Omega; \sigma; \psi; \phi \vdash_{g} P$ and $\Omega; \sigma^*; \psi'; \phi^* \vdash_{g} Q$ and $\Omega; \sigma \vdash_{g} \{P\} s \{Q\}$.

5 Qafny Proof System and Program Compilation

Here, we discuss the proof system compilation from Qafny to Dafny, as well as the quantum language compilation from L$_{Qafny}$ to sqir.

5.1 Translation from Qafny to Dafny

The Qafny quantum state representation design in Section 3.1 makes the compilation from Qafny to a classical separation logic framework trivial. Qafny utilizes an extra type environment to track sessions and value form transformations. However, there is no Dafny support for automatic equational rewrites of value forms, neither do Dafny predicate variables permit session structures. All of these require additional constructs and annotations to be inserted to the compiled predicates and programs when translating Qafny to Dafny. This section shows how additional constructs and annotations are inserted, with no loss of expressiveness. The compilation is defined by extending Qafny’s typing judgment thusly: $\Xi; \Omega; \sigma \vdash_{g} (P, Q, s) \triangleright (P', Q', s', \sigma')$. We now add the pre- and post-conditions $P$ and $Q$ for $s$, as well as the compilation
result of the Dafny conditions $P'$ and $Q'$, and compiled program $s'$, such that if the proof $\Omega; \sigma \vdash_g \{P\} s \{Q\}$ is valid in Qafny, then $\{P'\} s' \{Q'\}$ is valid in Dafny. $\Xi$ is a map from sessions to Dafny predicate variables, holding variables used in $P'$ and $Q'$ to represent sessions. We formalize rules for this judgment in Coq and prove the compilation correctness, explained shortly below. We also faithfully implement the compiler in Dafny and verify many quantum programs in Section 6.

In a separation logic framework, there are stack and heap variables. The former represents pointers, and the latter represents accesses to physical memory locations. In Qafny, sessions are conceptual pointers, such that they identify the scopes of entangled qubits and direct the pointed-to locations of qubits; while quantum values represent quantum heaps that store qubit values. However, sessions are virtual qubit arrays whose scopes can be dynamically modified, and quantum values have three different representations that can also change dynamically. Classical arrays with fixed value forms and sizes cannot capture these features. Therefore, in framing the target compilation data structure, we arrange it as the one in Figure 14. We map sessions to stack variables and quantum values to recursive datatypes of physical arrays. Different physical arrays refer to different range variables in Figure 5 that essentially define physical qubit arrays. Recursive datatypes provide a way of managing different ranges together and forming virtual qubit arrays. Instead, we manipulate the recursive datatype to perform the proper virtual qubit array type transformation. The physical array qubit locations and values do not change in these two steps. Instead, we manipulate the recursive datatype to perform the proper virtual qubit array arrangement and value type transformation. Third, we generate additional Dafny axioms and inference rules for capturing the QAFNY operation semantics and additional construct modeling, such as the oracle operation semantics, frozen and unfrozen construct modeling rules in Section 4.3.

As a highlight of the compilation, we first see how to compile a simple proof of a statement $\{x[0,n], y[0]\} \leftarrow x < 5@y[0]$. Above, which computes the Boolean comparison of $x < 5$ and stores the value to $y[0]$. The result of the computation is an CH-typed value having $2^n$ basis kets. For every basis ket, the $y[0]$ bit position stores the result of computing $j < 5$. In the compiled code, $x$’s type is transformed from Had to CH by a lift statement, then a join statement merges the CH type $(x)$ and Nor type $(y)$ values. Here, we use variables $u_1, u_2$ to refer to the sessions $x[0,n]$ and $y[0]$, a new variable $u_3$ to represent the intermediate value of session $x[0,n]$ after its type is turned to CH, and variable $u_4$ to represent the session $\{x[0,n], y[0]\}$ after the join statement application.
In the compiled program, we replace session \( \kappa \) with variable \( u_4 \). In the pre- and post-condition compilation, we connect variables with sessions using the ses function that takes a variable and outputs its pointed-to session. In the QAfny compiler, we use \( \Xi \) to track such information, e.g., we need to generate a new variable \( u_4 \) in \( \Xi \) to represent the join session \( \{x[0], n\}, y[0]\} \) after the join statement. In addition, we use type predicates to track variable types in the compiled conditions.

In compiling quantum conditionals, not only do we need to do the above type conversion, but will also explicitly insert frozen \((M)\) and unfrozen \((U)\) functions, e.g., in computing the conditional \( f(x[0])\ y[0] \) with \( x[0] \) and \( y[0] \) having types \( \text{Had} \) and \( \text{Nor} \), respectively, \( \text{lift} \) and \( \text{join} \) functions are added first, then we also add the \( M \) and \( U \) before and after the conditional as:

\[
\text{lift}(u_1, x[0]) \; \text{; join}(u_2, x[0], y[0]) \; \text{; set}(u_3, y[0]) \; \text{; } M(u_2, x[0], u_3) \; \text{; } f(x[0]) \; y[0] \; \text{; } U(1, x[0], u_2, u_3)
\]

Here, the set function renames range \( y[0] \) as variable \( u_3 \), frozen function \( M \) has an extra variable \( u_2 \) referring to \( y[0]'s \) value in the conditional body, which is part of the session \( \{x[0], y[0]\} \) whose \( x[0] \) part is frozen. Function \( U \) also has an additional field \( u_3 \) in the end, which represents the assembling result of merging \( y[0] \) back to \( \{x[0], y[0]\} \) represented by \( u_3 \). We implemented the compiler in Dafny and formalized it with the correctness theorem proof in Coq. The target Dafny formalism is a separation logic framework \cite{separating_logic}, and we implemented its proof rules in Coq with additional axioms for capturing QAfny operation semantics and additional proof construct modeling rules in Sections 3 and 4.3.

**Theorem 5.1 (QAfny to Dafny Compilation Correctness).** If a proof \( \Omega; \sigma \vdash_g \{P\} s \{Q\} \) is valid to derive in QAfny, through the compilation process \( \Xi; \Omega; \sigma \vdash_g (P, Q, s) \rightarrow (P', Q', s', \sigma') \), then the proof \( \{P'\} s' \{Q'\} \) is valid to derive in Dafny.

### 5.2 Translation from LQAFNY to SQIR

QNP translates LQAFNY to SQIR by mapping LQAFNY qubit arrays to SQIR concrete qubit indices and expanding LQAFNY instructions to sequences of SQIR gates. The translation is expressed as the judgment \( \Omega; y; n \vdash s \rightarrow e \) where \( \Omega \) maps LQAFNY variables to their sizes, \( e \) is the output SQIR circuit, \( y \) maps a LQAFNY range variable position \( x[i] \), in the range \( x[j, k) \) where \( i \in [j, k) \), to a SQIR concrete qubit index (i.e., offset into a global qubit register), and \( n \) is the current qubit index bound. At the start of translation, for every variable \( x \) and \( i < \text{nat}(\Omega(x)) \) \( (\Omega(x) = Q \_ m \text{ and } \text{nat}(Q \_ m) = m) \), \( y \) maps \( x[i] \) to a unique concrete index chosen from \( 0 \) to \( n \).

\[
\begin{align*}
\Omega; y; n \vdash b @ x[i] & \rightarrow e \\
\Omega; y; n \vdash \mathbb{I} (b @ x[i]) & \rightarrow e \\
\Omega; y; n \vdash \mathbb{I} f (b @ x[i]) s & \rightarrow e \; ; \; \mathbb{I} r \mathbb{I} (y(x[i]), e') \\
\forall t \in [i, j]. \; \Omega; y; n \vdash f (b @ x[i]) s[t/x] & \rightarrow e_t \\
\Omega; y; n \vdash \mathbb{I} f x & \rightarrow e; \; \mathbb{I} r \mathbb{I} (y(x[i]), e') \\
\Omega; y; n \vdash \mathbb{I} f x & \rightarrow e; \; \mathbb{I} r \mathbb{I} (y(x[i]), e') \\
\Omega; y; n \vdash \mathbb{I} f x & \rightarrow e; \; \mathbb{I} r \mathbb{I} (y(x[i]), e') \\
\end{align*}
\]

The above figure depicts two translation rules with the blue part being the SQIR circuits,\(^{12}\) while the rest is in Appendix A.6. The first rule describes the translation of a quantum conditional to a controlled operation in SQIR. Here, we first translate the Boolean guard \( b @ x[i] \)\(^{13}\), and sequentially we translate the conditional body as an SQIR expression controlled on the \( x[i] \) position. \( \mathbb{I} r \mathbb{I} \) generates the controlled version of an arbitrary SQIR program using standard decompositions \cite[Chapter 4.3]{standard_decompositions}. The last rule translates LQAFNY for-loops. Essentially, a for-loop is compiled to a series of conditionals with different loop step values. The compiler is implemented in Coq and validated through testing. We extract the LQAFNY semantic interpreter and the LQAFNY to SQIR compiler to OCaml and compile the compiled SQIR programs to OpenQASM \cite{openqasm} via the SQIR compiler. Then, we run the test programs in the LQAFNY OCaml interpreter and compiler and to see if the results match.

\(^{12}\)Translation in fact threads through the typing judgment, but we elide that for simplicity.

\(^{13}\)Here, \( b \) is \( a < a \), \( a = a \), or \( \text{false} \) referring to the Boolean equation parts of \( a < a @ x[i] \), \( a = a @ x[i] \), or \( x[i] \).
## 6 EVALUATION AND CASE STUDIES

We evaluate QNP by (1) demonstrating how many efforts are required to verify existing quantum algorithms, and (2) showing how the design of the system can empower users to prototyping and verifying their new ideas.

Figure 15 shows the algorithms being verified in Qafny. The QNP project began with the attempt to verify Shor’s algorithm directly on Dafny, which took a researcher 30 days to finish. We then generalized proof techniques, abstracted over the similarities in program structure, and implemented a compiler that transforms Qafny to Dafny, which permits the algorithm expressing in a much cleaner way with the verification completed in 36.3 seconds. Performing most Qafny verification does not take more than a minute to finish, which is relatively comparable to most automated verification frameworks [22, 35], and better than the existing quantum automated frameworks, such as QBricks [4], as indicated in Figure 15.

Besides shorter running time, verification in QNP saves programmers’ human efforts, indicated by the number of lines (LOC) in writing algorithm specifications in QNP. As shown in Figure 15, all the algorithms are written in less than 49 LOCs. In contrast, algorithm specifications and verification in other frameworks require much more lines. For example, Grover’s search specification in quantum Hoare Logic [25] takes 3184 LOCs, and Shor’s algorithm specification in QBricks [4] has 1163 LOCs in Figure 15. Concise specifications usually indicates saving human efforts. Most algorithms except Shor’s algorithm that was constructed along the development of Qafny (Figure 15) are verified by a single researcher within three days. As a comparison, the complete Shor’s algorithm correctness proof [33] was finished by four researchers and took two years.

In addition, we also envision the QNP framework as a rapid prototyping tool for quantum programs with two examples, controlled GHZ gates and quantum walk algorithm.

### 6.1 Controlled GHZ Case Study: Building Quantum Algorithms on Others

Automated verification frameworks such as Dafny encourages programmers to build a program proof based on the reuse of subprogram proofs. However, this perspective is more or less overlooked in previous quantum proof systems. In Voqc, verifying the correctness of a controlled GHZ, a simple circuit constructed by extending GHZ with an extra control qubit, requires generalizing the GHZ circuit to any arbitrary inputs. In the QNP, users do not need to undergo this involved process.

Figure 16 provides a proof of the Controlled GHZ algorithm based on a proven GHZ method in Figure 3c. The focal point is the quantum conditional on line 5. For verifying a GHZ circuit, its input

| Algorithm          | Run Time (sec) | QBricks Run Time (sec) | # Lines | QBricks # Lines | Human Effort (days) |
|--------------------|----------------|------------------------|---------|-----------------|---------------------|
| GHZ                | 14.2           | -                      | 16      | -               | < 1                 |
| Controlled GHZ     | 6.4            | -                      | 12      | -               | < 1                 |
| Deutsch–Jozsa      | 8.3            | 79                     | 13      | 57              | < 1                 |
| Grover’s search    | 26.7           | 283                    | 27      | 193             | 2                   |
| Shor’s algorithm   | 36.3           | 1380                   | 36      | 1163            | 30                  |
| Quantum Walk       | 43.1           | -                      | 49      | -               | 3                   |

Fig. 15. Computer running time, program line numbers, and human effort for verifying algorithms in Qafny. Verification running time (Run Time) is measured in an i7 windows computer. QBricks running time is based on [4], and - means no data. Human efforts measure the time for a single person to finish programming and verifying an algorithm. We do not mean to compare the coding lines to other frameworks since the coding line numbers might vary depending on many factors. We only provide a hint about the automation in Qafny.
Quantum walk \[5, 46, 47\] is a quantum version of the classical random walk \[37\], and an important algorithmic frameworks for writing quantum algorithms. However, most quantum walk analyses were based on Hamiltonian simulation evolving, which deters many computer programmers from inventing quantum walk algorithms. Here, we show that the discrete-time quantum walk, at its very least, is a quantum version of breadth first search.

6.2 Case Study: Understanding Quantum Walk

Quantum walk \[5, 46, 47\] is a quantum version of the classical random walk \[37\], and an important algorithmic frameworks for writing quantum algorithms. However, most quantum walk analyses were based on Hamiltonian simulation evolving, which deters many computer programmers from inventing quantum walk algorithms. Here, we show that the discrete-time quantum walk, at its very least, is a quantum version of breadth first search.

Figure 17 lists the proof outline for the core loop of a discrete-time quantum walk algorithm on a complete binary tree. We first prepare four ranges (registers): a \( t \)-qubit loop step register in superposition \( x \), an \( m \)-qubit ancilla register \( m = 2^t \) where \( y[j] \) keeps the result of evaluating \( x[0, t] \) < \( j+1 \) for \( j \)-th loop step, a single qubit coin \( u \) that determines the moving direction of the next step, 1 for the left and 0 for the right, and an \( n \)-qubit node register \( w \) that stores the node keys with 0 for the root node. This loop statement entangles all these four registers together as session \( x[0, t], y[0, j], u[0], w[0, n] \).

In executing the \( j \)-th loop step, all basis kets are divided into two sets, described by the two parts separated by + in \( q(j) \). If a basis ket’s \( x[0, t] \) portion is less than \( j \), it belongs to the active set, while the other ones are inactive. We also have an invariant that all basis kets in the active set have distinct non-zero node keys. Each loop step performs three operations. First, a basis ket with the \( x[0, t] \) part equal to \( j \) is moved to the active set, done by surprisingly the Boolean guard

\[
\begin{align*}
1 & \{ x[0] \mapsto |0\rangle, y[0, n] \mapsto \langle 0 | \} \\
2 & x[0] \leftarrow H; \\
3 & \{ x[0] \mapsto \frac{1}{\sqrt{2}} (|0\rangle + |1\rangle) \ast y[0, n] \mapsto \langle 0 | \} \\
4 & \Rightarrow \{ \{ x[0], y[0, n] \} \mapsto \Sigma_{j=0}^{2} (j) \langle 0 | \} \\
5 & \text{if } (x[0]) \text{ ghz}(y); \\
6 & \{ \{ x[0], y[0, n] \} \mapsto \frac{1}{\sqrt{2}} |\overline{0}\rangle + \frac{1}{2} |1\rangle |\overline{0}\rangle + \frac{1}{2} |\overline{1}\rangle \}
\end{align*}
\]

After rule P-If is applied on the second and third line, session \( y[0, n] \)’s value is rewritten to a Nor type value on the top as \( |\overline{0}\rangle |1\rangle \), where \( |\overline{0}\rangle \) is \( n \) qubits and \( |1\rangle \) is frozen. Since two values are equivalent as QAFNY discards frozen bits, \( |\overline{0}\rangle |1\rangle \) is equivalent to \( |\overline{0}\rangle \), which satisfies the input condition for GHZ, so that all proof obligations introduced to invoke the ghz method are discharged.
\begin{enumerate}
\item \(x(0,t) \mapsto \frac{1}{\sqrt{2^t}} \bigotimes_{i=0}^{\lfloor \log_2 t \rfloor} (|0\rangle + |1\rangle) \ast y(0, m) \mapsto |0\rangle \ast u(0) \mapsto |0\rangle \ast w(0, n) \mapsto |0\rangle \ast m = 2^t \ast m < n\)
\item for (int \(j \in [0, m] \&\& x(0, t) < j+1 @ y[j])
\item \(|\{x(0, t), u(0, j), u(0), w(0, n)\} \mapsto q(j) \ast is\_steps(j, q(j))\})
\item \{ \(u \leftarrow H;\)
\item \(\text{if } \(u[0]) \text{ left(w);}\)
\item \(\text{if } \neg(u[0]) \text{ right(w);}\)
\item \(|\{\{x(0, t), y(0, m), u(0), w(0, n)\} \mapsto q(m) \ast is\_steps(m, q(m))\})
\end{enumerate}

\text{pat}(i, j) = |0\rangle^{\otimes \lfloor \log_2 i \rfloor} |1\rangle^{\otimes (j - \lfloor \log_2 i \rfloor)}
\text{q}(j) = \sum_{i=0}^{\lfloor \log_2 i \rfloor} \cdot 2^z_i \cdot \text{pat}(i, j) \cdot |u_i\rangle \cdot |\text{key}(i)\rangle + \sum_{k=0}^{\lfloor \log_2 k \rfloor} \cdot 2^z_k \cdot |k\rangle \cdot |\text{H}\rangle \cdot |0\rangle \cdot |\text{H}\rangle
\text{is\_steps}(j, q(j)) = \forall i, \lfloor \log_2 i \rfloor \cdot |\text{pat}(i, j)\rangle \cdot |u_i\rangle \cdot |\text{key}(i)\rangle \in q(j) \Rightarrow \text{is\_suc}(j - \lfloor \log_2 i \rfloor, \text{key}(i))

\begin{equation}
\text{Fig. 17. Quantum walk reachable node verification for a complete binary tree. left and right reach the left and right children in a tree. q(j) is a quantum value with variable j. key(i) is the key of the node in a tree. is\_suc}(t, i) \text{ judges if i is a t-depth node. } [r] \text{ rounds } r \text{ down to nearest nat.}
\end{equation}

\(x(0, t) < j+1\). The Boolean guard also freezes inactive basis kets, so the next two operations are only applied on active basis kets. Second, the Hadamard operation on \(u\) in line 4 creates a mirrored copy for every active basis ket. Recall that active basis kets have distinct keys; thus, the mirrored copy of every active basis ket must have 0 amplitude before the \(H\) application, because it is not existed. The \(H\) operation creates the mirrored copy of every active basis ket by averaging the two amplitudes. Finally, the operations in line 5-6 transform every active set basis ket’s node key stored in \(w(0, n)\) to its child’s key depending on the coin direction. Notice that mirror basis kets always reach two different children nodes and the i-depth nodes become \((i+1)\)-depth after the two applications, so the distinct key property is resumed.

Executing \(m\)-steps of the for-loop results in a quantum value containing all possible tree nodes up to \(m\)-depth except the root node, stored as basis kets; stated as the post-condition in Figure 17. The verification in Figure 17 describes the basic property for the quantum walk algorithm framework. The biggest advantage of the framework is to allow the manipulation of different quantum programs, from Grover’s

7 RELATED WORK

Quantum Proof Systems and Verification Frameworks. Previous quantum proof systems, including quantum Hoare logic [10, 25, 48, 49], quantum separation logic [20, 51], quantum relational logic [24, 45], and probabilistic Hoare logic for quantum programs [18], enlightened the development of QNP. The problems of these works are three: 1) their conditionals are solely classical, while QNP has quantum conditionals; 2) most of them are theoretical works or implemented as tactics in interactive theorem provers; thus, it is unclear if they can be implemented in a framework that utilizes classical SMT solvers for proof automation for verifying comprehensive quantum programs; and 3) they did not compile quantum programs to circuits. Quantum separation logic [20] develops a frame rule and suggests that a Had typed state can be split into two parts, which is similar to our Had typed state split equation but different from the frame rule in QNP that is based on classical separation logic.

There are works on formally verifying quantum programs, including Qwire [36], SQIR [14], and QBricks [4]. These tools have been used to verify a range of quantum algorithms, from Grover’s

\text{\textsuperscript{14}}A pair of mirror basis kets are defined as they have the same bitstrings except that their coin positions are flipped.

\text{\textsuperscript{15}}The tree representations and left and right functions can be implemented as data structures based on QASM.
to Shor’s algorithms. The former two tools provided libraries in a proof assistant to help verify quantum programs, and they have circuit compilation models, while the latter one built a proof system on top of a proof assistant to achieve some proof automation without providing a circuit compilation model. Some comparison between QBricks and QNP are given in Section 6. The key difference between QBricks and Qafny is that QBricks’ deductive system is based on classical operations, such as classical conditionals and sequencing operations, and views quantum operations as nonseparable units; while Qafny develops proof rules for quantum operations, such as state preparation, measurement, and quantum conditionals, such that quantum operations are verified based on the recursive proof of merging sub-proof steps for separable components, as the rules in Figure 10 and the proof in Section 6.1.

Classical Proof Systems. Qafny is enlightened by the classical separation logic [38], and many others [17, 26, 30, 41, 44, 50]. Especially, the Qafny proof system is compiled to Dafny [21], a language that is designed to make it easy to write correct code. It permits imperative programming with logical specifications that can be automatically verified through the Dafny proof system, a separation logic based system. The natural proof methodology enlightens the QNP development [26, 28, 32], which was first proposed by Madhusudan et al. [28, 34]. It exploits a fixed set of proof tactics, keeping the expressiveness of powerful logic, retaining the automated nature of proving validity but giving up on completeness, e.g., the Qafny to Dafny compilation is only sound but not complete, and the Qafny type system essentially classifies a subset of hybrid quantum-classical programs that can be compiled to Dafny for automated verification.

8 CONCLUSION

We present QNP, a system for expressing and automatically verifying hybrid quantum-classical programs whose quantum components can be compiled to quantum circuits. QNP’s methodology is to develop a proof system, Qafny, that views quantum operations as classical array aggregate operations, e.g., viewing quantum measurements as array filters, so that we can map the proof system to classical verification infrastructure. The Qafny proof system is sound and complete with respect to the $L_{Qafny}$ semantics for well-typed $L_{Qafny}$ programs. We have verified the soundness of the compilation from Qafny to Dafny and utilized the Dafny proof infrastructure to verify many quantum programs. We also compile Qafny programs to SQIR, which permits quantum programs to run on a quantum computer. We believe that programmers can utilize QNP to develop quantum algorithms and verify them through our automated verification engine with a great saving of human efforts, as demonstrated in Section 6.

REFERENCES

[1] A. Ambainis. 2004. Quantum walk algorithm for element distinctness. In 45th Annual IEEE Symposium on Foundations of Computer Science. 22–31. [https://doi.org/10.1109/FOCS.2004.54]
[2] Matthew Amy. 2019. Formal Methods in Quantum Circuit Design. Ph.D. Dissertation. University of Waterloo.
[3] Stephane Beauregard. 2003. Circuit for Shor’s Algorithm Using 2n+3 Qubits. Quantum Info. Comput. 3, 2 (March 2003), 175–185.
[4] Christophe Chareton, Sébastien Bardin, François Bobot, Valentin Perrelle, and Benoît Valiron. 2021. An Automated Deductive Verification Framework for Circuit-building Quantum Programs. In Programming Languages and Systems - 30th European Symposium on Programming, ESOP 2021, Held as Part of the European Joint Conferences on Theory and Practice of Software, ETAPS 2021, Luxembourg City, Luxembourg, March 27 - April 1, 2021, Proceedings (Lecture Notes in Computer Science, Vol. 12648), Nobuko Yoshida (Ed.). Springer, 148–177. [https://doi.org/10.1007/978-3-030-72019-3_6]
[5] Andrew Childs, Ben Reichardt, Robert Spalek, and Shengyu Zhang. 2007. Every NAND formula of size $N$ can be evaluated in time $N^{1/2+o(1)}$ on a Quantum Computer. (03 2007).
[6] Andrew M. Childs. 2009. On the Relationship Between Continuous- and Discrete-Time Quantum Walk. Communications in Mathematical Physics 294, 2 (Oct 2009), 581–603.
[7] Ernie Cohen, Markus Dahlweid, Mark Hillebrand, Dirk Leinenbach, Michal Moskal, Thomas Santen, Wolfram Schulte, and Stephan Tobies. 2009. VCC: A Practical System for Verifying Concurrent C. In Theorem Proving in Higher Order Logics, Stefan Berghofer, Tobias Nipkow, Christian Urban, and Makarius Wenzel (Eds.). Springer Berlin Heidelberg, Berlin, Heidelberg, 23–42.

[8] Andrew W. Cross, Lev S. Bishop, John A. Smolin, and Jay M. Gambetta. 2017. Open quantum assembly language. arXiv e-prints (Jul 2017). arXiv:1707.03429 [quant-ph]

[9] Andrew W. Cross, Ali Javadi-Abhari, Thomas Alexander, Niel de Beaudrap, Lev S. Bishop, Steven Heidel, Colm A. Ryan, John Smolin, Jay M. Gambetta, and Blake R. Johnson. 2021. OpenQASM 3: A broader and deeper quantum assembly language. arXiv:2104.14722 [quant-ph]

[10] Yuan Feng and Mingsheng Ying. 2021. Quantum Hoare Logic with Classical Variables. ACM Transactions on Quantum Computing 2, 4, Article 16 (dec 2021), 43 pages. https://doi.org/10.1145/3456877

[11] Daniel M. Greenberger, Michael A. Horne, and Anton Zeilinger. 1989. Going beyond Bell’s Theorem. Springer Netherlands, Dordrecht, 69–72. https://doi.org/10.1007/978-94-017-0849-4_10

[12] Lov K. Grover. 1996. A Fast Quantum Mechanical Algorithm for Database Search. In Proceedings of the Twenty-Eighth Annual ACM Symposium on Theory of Computing (Philadelphia, Pennsylvania, USA) (STOC ’96). Association for Computing Machinery, New York, NY, USA, 212–219. https://doi.org/10.1145/237814.237866 arXiv:quant-ph/9605043

[13] Lov K. Grover. 1997. Quantum Mechanics Helps in Searching for a Needle in a Haystack. Phys. Rev. Lett. 79 (July 1997), 325–328. Issue 2. https://doi.org/10.1103/PhysRevLett.79.325 arXiv:quant-ph/9706033

[14] Kesha Hietala, Robert Rand, Shi-Han Hung, Liyi Li, and Michael Hicks. 2021. Proving Quantum Programs Correct. In Proceedings of the Conference on Interactive Theorem Proving (ITP).

[15] Kesha Hietala, Robert Rand, Shi-Han Hung, Xiaodi Wu, and Michael Hicks. 2021. A Verified Optimizer for Quantum Circuits. In Proceedings of the ACM Conference on Principles of Programming Languages (POPL).

[16] C. A. R. Hoare. 1969. An axiomatic basis for computer programming. Commun. ACM 12, 10 (Oct. 1969), 576–580. https://doi.org/10.1145/363235.363259

[17] Shachar Itzhaky, Hila Peleg, Nadia Polikarpova, Reuben N. S. Rowe, and Ilya Sergey. 2021. Cyclic Program Synthesis. In Proceedings of the 42nd ACM SIGPLAN International Conference on Programming Language Design and Implementation (Virtual, Canada) (PLDI 2021). Association for Computing Machinery, New York, NY, USA, 944–959. https://doi.org/10.1145/3453483.3454087

[18] Yoshihiko Kakutani. 2009. A Logic for Formal Verification of Quantum Programs. In Advances in Computer Science - ASIAN 2009. Information Security and Privacy, Anupam Datta (Ed.). Springer Berlin Heidelberg, Berlin, Heidelberg, 79–93.

[19] Emmanuel Knill. 1996. Conventions for quantum pseudocode. Technical Report. Los Alamos National Lab., NM (United States).

[20] Xuan-Bach Le, Shang-Wei Lin, Jun Sun, and David Sanan. 2022. A Quantum Interpretation of Separating Conjunction for Local Reasoning of Quantum Programs Based on Separation Logic. Proc. ACM Program. Lang. 6, POPL, Article 36 (jan 2022), 27 pages. https://doi.org/10.1145/3498697

[21] K. Rustan M. Leino. 2010. Dafny: An Automatic Program Verifier for Functional Correctness. In Logic for Programming, Artificial Intelligence, and Reasoning, Edmund M. Clarke and Andrei Voronkov (Eds.). Springer Berlin Heidelberg, Berlin, Heidelberg, 348–370.

[22] K. Rustan M. Leino and Michal Moskal. 2014. Co-induction Simply. In FM 2014: Formal Methods, Cliff Jones, Pekka Pihlajasaari, and Jun Sun (Eds.). Springer International Publishing, Cham, 382–398.

[23] Liyi Li, Finn Voichick, Kesha Hietala, Yuxiang Peng, Xiaodi Wu, and Michael Hicks. 2022. Verified Compilation of Quantum Oracles. In OOPSLA 2022. https://doi.org/10.48550/ARXIV.2112.06700

[24] Yangjia Li and Dominique Unruh. 2021. Quantum Relational Hoare Logic with Expectations. In Proceedings of the ACM SIGPLAN International Conference on Programming Language Design and Implementation (Virtual, Canada) (PLDI 2021). Association for Computing Machinery, New York, NY, USA, 944–959. https://doi.org/10.1145/3453483.3454087

[25] Junyi Liu, Bohua Zhan, Shuling Wang, Shenggang Ying, Tao Liu, Yangjia Li, Mingsheng Ying, and Naijun Zhan. 2019. Formal Verification of Quantum Algorithms Using Quantum Hoare Logic. In Computer Aided Verification, Isil Dillig and Serdar Tasiran (Eds.). Springer International Publishing, Cham, 187–207.

[26] Christof Löding, P. Madhusudan, and Lucas Peña. 2017. Foundations for Quantifier Instantiation. Proc. ACM Program. Lang. 2, POPL, Article 10 (dec 2017), 30 pages. https://doi.org/10.1145/3158098

[27] Guang Hao Low and Isaac L. Chuang. 2017. Optimal Hamiltonian Simulation by Quantum Signal Processing. Physical Review Letters 118, 1 (Jan 2017).

[28] Parthasarathy Madhusudan, Xiaokang Qiu, and Andrei Stefanescu. 2012. Recursive Proofs for Inductive Tree Data-Structures. SIGPLAN Not. 47, 1 (jan 2012), 123–136. https://doi.org/10.1145/2103621.2103673
[29] Narciso Martí-Oliet and José Meseguer. 2000. Rewriting logic as a logical and semantic framework. In Electronic Notes in Theoretical Computer Science, J. Meseguer (Ed.), Vol. 4. Elsevier Science Publishers.

[30] Daniel Neider, Pranav Garg, P. Madhusudan, Shambwaditya Saha, and Daejun Park. 2018. Invariant Synthesis for Incomplete Verification Engines. In Tools and Algorithms for the Construction and Analysis of Systems, Dirk Beyer and Marieke Huisman (Eds.). Springer International Publishing, Cham, 232–250.

[31] Michael A. Nielsen and Isaac L. Chuang. 2011. Quantum Computation and Quantum Information (10th anniversary ed.). Cambridge University Press, USA.

[32] Edgar Pek, Xiaokang Qiu, and P. Madhusudan. 2014. Natural Proofs for Data Structure Manipulation in C Using Separation Logic. In Proceedings of the 35th ACM SIGPLAN Conference on Programming Language Design and Implementation (Edinburgh, United Kingdom) (PLDI ‘14). Association for Computing Machinery, New York, NY, USA, 440–451. https://doi.org/10.1145/2594291.2594325

[33] Yuxiang Peng, Keshia Hietala, Runzhou Tao, Liyi Li, Robert Rand, Michael Hicks, and Xiaodi Wu. 2022. A Formally Certified End-to-End Implementation of Shor’s Factorization Algorithm. https://doi.org/10.48550/ARXIV.2207.01112

[34] Xiaokang Qiu, Pranav Garg, Andrei Ștefanescu, and Parthasarathy Madhusudan. 2013. Natural Proofs for Structure, Data, and Separation. SIGPLAN Not. 48, 6 (June 2013), 231–242. https://doi.org/10.1145/2499370.2462169

[35] Xiaokang Qiu, Pranav Garg, Andrei Ștefanescu, and Parthasarathy Madhusudan. 2013. Natural proofs for structure, data, and separation. In ACM SIGPLAN Conference on Programming Language Design and Implementation (PLDI ’13, Seattle, WA, USA, June 16–19, 2013) Hans-Juergen Boehm and Cormac Flanagan (Eds.). ACM, 231–242. https://doi.org/10.1145/2491956.2462169

[36] Robert Rand. 2018. Formally verified quantum programming. Ph.D. Dissertation. University of Pennsylvania.

[37] Rayleigh. [n. d.]. The Problem of the Random Walk. Nature 72 ([n. d.]), 318–318.

[38] J.C. Reynolds. 2002. Separation logic: a logic for shared mutable data structures. In Proceedings 17th Annual IEEE Symposium on Logic in Computer Science. 53–74. https://doi.org/10.1109/LICS.2002.1029817

[39] Grigore Roşu and Andrei Ștefanescu. 2011. Matching Logic: A New Program Verification Approach (NIER Track). In ICSE'11: Proceedings of the 33th International Conference on Software Engineering. ACM, 868–871. https://doi.org/10.1145/1985793.1985928

[40] Grigore Roşu, Andrei Ștefanescu, Ștefan Ciobâcă, and Brandon M. Moore. 2013. One-Path Reachability Logic. In Proceedings of the 28th Symposium on Logic in Computer Science (LICS’13). IEEE, 358–367.

[41] Michael Sammler, Rodolphe Lepigre, Robbert Krebbers, Kayvan Memarian, Derek Dreyer, and Deepak Garg. 2021. RefinedC: Automating the Foundational Verification of C Code with Refined Ownership Types. In Proceedings of the 42nd ACM SIGPLAN International Conference on Programming Language Design and Implementation (Virtual, Canada) (PLDI 2021). Association for Computing Machinery, New York, NY, USA, 158–174. https://doi.org/10.1145/3453483.3454036

[42] P.W. Shor. 1994. Algorithms for quantum computation: discrete logarithms and factoring. In Proceedings 35th Annual Symposium on Foundations of Computer Science. 124–134. https://doi.org/10.1109/SFCS.1994.365700

[43] P. W. Shor. 1994. Algorithms for quantum computation: Discrete logarithms and factoring. In Proceedings 35th Annual Symposium on Foundations of Computer Science (FOCS ‘94).

[44] Quang-Trung Ta, Ton Chanh Le, Siau-Cheng Khoo, and Wei-Ngan Chin. 2016. Automated Mutual Explicit Induction Proof in Separation Logic. https://doi.org/10.48550/ARXIV.1609.00919

[45] Dominique Unruh. 2019. Quantum Relational Hoare Logic. Proc. ACM Program. Lang. 3, POPL, Article 33 (Jan 2019), 31 pages. https://doi.org/10.1145/3290346

[46] Salvador Elias Venegas-Andraca. 2012. Quantum walks: a comprehensive review. Quantum Information Processing 11, 5 (Jul 2012), 1015–1106. https://doi.org/10.1007/s11128-012-0432-5

[47] Thomas G. Wong. 2022. Unstructured search by random and quantum walk. Quantum Information and Computation 22, 182 (Jan 2022), 53–85. https://doi.org/10.26421/qic22.1-2-4

[48] Mingsheng Ying, 2012. Floyd–Hoare Logic for Quantum Programs. ACM Trans. Program. Lang. Syst. 33, 6, Article 19 (Jan 2012), 49 pages. https://doi.org/10.1145/2049706.2049708

[49] Mingsheng Ying. 2019. Toward Automatic Verification of Quantum Programs. Form. Asp. Comput. 31, 1 (feb 2019), 3–25. https://doi.org/10.1007/s00165-018-0465-3

[50] Bohua Zhan. 2018. Efficient Verification of Imperative Programs Using Auto2. In Tools and Algorithms for the Construction and Analysis of Systems, Dirk Beyer and Marieke Huisman (Eds.). Springer International Publishing, Cham, 23–40.

[51] Li Zhou, Gilles Barthe, Justin Hsu, Mingsheng Ying, and Nengkun Yu. 2021. A Quantum Interpretation of Bunched Logic and Quantum Separation Logic. In Proceedings of the 36th Annual ACM/IEEE Symposium on Logic in Computer Science (Rome, Italy) (LICS ’21). Association for Computing Machinery, New York, NY, USA, Article 75, 14 pages. https://doi.org/10.1109/LICS52264.2021.9470673
A QAFNY FULL DEFINITION AND MORE EXAMPLES
Here, we provide the details of the QAFNY language and proof system, with more examples.

A.1 Full Syntax

\[
\begin{align*}
\text{OQASM} & \quad \mu \quad ::= \quad x \mid x[a] \\
\text{Parameter} & \quad l \quad ::= \quad x \mid a + a \mid a \ast a \mid \ldots \\
\text{Arith Expr} & \quad a \quad ::= \quad x[0] \mid (a = a) \oplus x[a] \mid (a < a) \ominus x[a] \mid \ldots \\
\text{Bool Expr} & \quad b \quad ::= \quad x[0] \mid (a = a) \oplus x[a] \mid (a < a) \ominus x[a] \mid \ldots \\
\text{Predicate} & \quad P, Q, R \quad ::= \quad a = a \mid a < a \mid \kappa \mapsto q \mid P \land P \mid P \lor P \mid \ldots \\
\text{Gate Expr} & \quad o \quad ::= \quad H \mid \text{QFT}[-1] \\
\text{C/M Mode Expr} & \quad e \quad ::= \quad a \mid \text{measure}(y) \\
\text{Statement} & \quad s \quad ::= \quad \{ \} \mid \text{let } x = e \text{ in } s \mid l \leftarrow o \mid \kappa \leftarrow \mu \\
& \quad | \quad s ; s \mid \text{if } (b) s \mid \text{for } j \in [a_1, a_2] \& \& b s \\
& \quad | \quad l \leftarrow \text{dis} \mid x \leftarrow \text{init } n \mid l \leftarrow \text{reduce}(c, n)
\end{align*}
\]

Fig. 18. QAFNY Syntax

Figure 18 provides the QAFNY syntax definition. In the Boolean guard syntax, the marked red parts can be omitted if the expressions do not contain any quantum variables, e.g., if variables \(x\) and \(y\) in expression \(x = y\) are classical, we do not need an additional field after it to store the Boolean result. The marked red part in a statement syntax contains three additional operations. \(\text{init } n\) allocates \(n\) clean qubits, qubits being \(|0\rangle\), and name the physical array as variable \(x\). A quantum diffusion operation \(l \leftarrow \text{dis}\) manipulates the amplitude of basis kets of a session containing \(l\), i.e., \(l\) could be a part of a session \(\kappa\), and diffusion operation applies on the \(l\) portion. \(l \leftarrow \text{reduce}(c, n)\) is a quantum amplification operation that multiplies the basis ket \(|c\rangle\) in \(l\) with an amplitude \(\frac{1}{\sqrt{2^n}}\) and any other basis kets with an amplitude \(\sqrt{1 - \frac{1}{2^n}}\). Essentially, it reduces the amplitude volume in the basis ket \(|c\rangle\) while keeping the amplitudes of other basis kets stable.

A.2 QAFNY FV function with Session Generation

Here, we discuss the \(FV\) function for calculating a session in an expression, such as arithmetic and Boolean equations, which is related to a hidden check-in QAFNY – the kind check. The \(FV\) calculation for other kinds of statements and expressions follows the same pattern. Figure 19 provides the kind check rules for arithmetic and Boolean equations. Here, we enforce a partial order on variables kinds as \(C \leq M \leq Q\), such that the kind of an expression depends on the most general variable kind in the expression. \(C\) and \(M\) kind variables are associated with \(\emptyset\) sessions, while \(Q\) kind variables \(x\) and \(x[n]\) are associated with a range \(x[0, m]\) (\(m\) is the number of qubits in the range) and \(x[n]\), respectively. To enforce the reversibility of quantum operations, we require ranges from different portions of an expression disjoint from each other. Based on the kind check, the \(FV\) definition is defined as follows:

\[\Omega \vdash - : (\bar{g}, \kappa) \Rightarrow FV(\Omega, -) = \kappa\]

The construct – here refers to arithmetic, Boolean equations, or a statement.

A.3 State Equivalence

As we suggested in Section 4.3, QAFNY utilizes type environment and quantum state equations to rewrite sessions and states in predicates to a canonical form, where the automated verification tool can apply proof rules by pattern matching. Essentially, quantum computation is implemented as
circuits. In Figure 3a, if the first and second circuit lines and qubits are permuted, it is intuitive that the two circuit results are equivalency up to the permutation. Additionally, as mentioned in Section 4.3, we sometimes need quantum sessions to be split and regrouped. All these properties are formulated in QAFNY as equational properties in Figure 20 that rely on session rewrites, which can then be used as built-in libraries in the proof system. As one can imagine, the equational properties might bring non-determinism in the QAFNY implementation, such that the automated system does not know which equations to apply in a step. In dealing with the non-determinism, we design a type system for QAFNY to track the uses, split, and join of sessions, as well as the three value state types in every transition step so that the system knows how to apply an equation.

Figure 20 shows the equivalence relations on types and values. Figure 20a shows the subtyping relation such that Nor and Had subtype to CH. Correspondingly, the subtype of Nor to CH represents the first line equation in Figure 20b, where a Nor-type value is converted to a CH form. Similarly, a Had-typed value can also be converted to a CH value in the second line. Additionally, Figure 20c defines the equivalence relations for the session concatenation operation ; it is associative, identified with the identity empty session element ∅. We also view a range x[i, n] to be empty (∅), and a range x[i, m] can be split into two ranges in the session as x[i, j] ; x[j, m].

The main result to define state equivalence is to capture the permutation symmetry, split, and join of sessions introduced in Section 4.3. The first rule describes the case for the empty session, while the second rule in Figure 20e connects the quantum value state equivalence to the state equivalence. The third rule describes the qubit permutation equivalence by the nut function. The fourth rule describes the joining of two sessions in a state. A join means an array concatenation for the two sessions of the type Nor and Had. If the two sessions have CH types, a join means a Cartesian product of the two basis kets. The final rule is to split a session, where we only allow the split of a Nor and Had-typed state, and their splits are simply array splits. Splitting a CH-typed state is equivalent to qubit disentanglement, which is a hard problem, and we need to upgrade the type system to permit certain types of such disentanglement. In Appendix A.5, we upgrade the QAFNY type system to a dependent type system to track the disentanglement of CH-typed state; thus, we upgrade the equivalence relations to a new set.

A.4 Additional Typing Semantic and Proof Rules and Well-formedness

Here, we first provide the well-formed session domain and state predicate definitions below.

**Definition A.1 (Well-formed session domain).** The domain of a environment σ (or state φ) is well-formed, written as $\omega \vdash \text{dom}(\sigma)$ (or $\text{dom}(\phi)$), iff for every session $\kappa \in \text{dom}(\sigma)$ (or $\text{dom}(\phi)$):
Fig. 20. QAFNY type/state relations. \( \langle j \rangle \mid j \in [0, 2^n) \rangle \) \( (2^n) \) defines a set \( \{ \langle j \rangle \mid j \in [0, 2^n) \rangle \} \) with the emphasis that it has \( 2^n \) elements. \( \{0, 1\} \) is a set of two single bit strings 0 and 1. \( \cdot \) is the multiplication operation, \( \langle j \rangle \) turns a number \( j \) to a bitstring basis, \( \langle j \rangle[k] \) takes the \( k \)-th element in the basis \( \langle j \rangle \), and \( |j| \) is an abbreviation of \( |\langle j \rangle| \). We use set union \( \cup \) to describe the state concatenation with the empty set operation \( \emptyset \) and is a single bit either 0 or 1. The \( \cdot \) operation is a bitstring concatenation. Term \( \Sigma^{n+m} P \) is a summation formula that omits the indexing details. Term \( \langle \frac{1}{\sqrt{2^{m}}} \otimes^m_{j=0} q_j \rangle \otimes \langle \frac{1}{\sqrt{2^{m}}} \otimes^m_{j=0} q_j \rangle \) is equivalent to \( \langle \frac{1}{\sqrt{2^{m}}} \otimes^m_{j=0} q_j \rangle \).

- \( \kappa \) is disjoint unioned, i.e., for every two ranges \( x[i, j) \) and \( y[i', j') \), \( x[i, j) \cap y[i', j') = \emptyset \).
- For every range \( x[i, j) \in \kappa, \Omega(x) = Q n \) and \( [i, j) \subseteq [0, n) \).

**Definition A.2 (Well-formed state predicate).** A predicate \( P \) is well-formed, written as \( \Omega, \sigma \vdash P \), iff every variable and session appearing in \( P \) is defined in \( \Omega \) and \( \sigma \), respectively; particularly, if \( P = \kappa \mapsto q \neq P' \), \( \kappa \in \text{dom}(\sigma) \).

Figure 21 provides additional QAFNY type rules. Here, we have additional rules TP-N, TP-H, and TP-CH to track the type transformations for state preparation operations if the initial values are in Nor, Had, and CH types, respectively. If a session has Had type, the type transformation is allowed only for H operations. Rule TRed types the amplification operation, similar to the diffusion typing rule. Rule TIntr provides the type judgment for qubit allocations. Here, we assume that variable
\(x\) is a fresh variable, and once the allocation happens, the variable represents a physical qubit array location named \(x\), and its scope is global to the whole program execution, as \(x[0, n]\) stays at the type environment \(\sigma\). We handle the variable scope in the QAFNY implementation by always converting newly introduced variables, appearing in \texttt{let} and qubit allocation operations, to the fresh variable by proper alpha conversions.

Figure 22 and Figure 23 provide additional QAFNY semantic and proof rules. Rules SExpM and PExpM are the semantic and proof rules for introducing \texttt{M}-kind classical variables. Rules SSeq-1, SSeq-2, and PSeq are the semantic and proof rules for the sequence operation. In the proof rule, we must recalculate a type environment \(\sigma'\) for the intermediate predicate \(R\). Rules SH-N, PH-N, SH-CH, and PH-CH are the semantic and proof rules for the \texttt{H} operation with its value being different types. Nor and Had typed values can be rewritten to a CH typed one; thus, only rules SH-CH and PH-CH are necessary. The other rules for state preparation operations are shortcuts for our automated verification tool.

Quantum diffusion operations (\(l \leftarrow \text{dis}\)) reorient the amplitudes of basis kets. They are analogized to an aggregate operation of reshape and mean computation; both appeared in some programming languages, such as Python. The aggregate operation first applies a reshape, where elements are regrouped into a normal form, as the first arrow of Figure 24. More specifically, the diffusion function \(D(n, q)\) (Rule SDIs and PDIs in Figure 23) first takes an \(n'\)-element CH typed value state \(\Sigma_{t=0}^{t=n} z_t |c_t\), where
\[ SPar \quad \varphi \equiv \varphi' \quad \text{(} (\varphi, s) \longrightarrow (\varphi', s) \text{)} \]

| SH-N | \begin{align*} FV(\Omega, I) &= \kappa \\ \varphi(\kappa) &= |c| \end{align*} |
|------------------|----------------------------------------------------------------------------------|
| \begin{align*} (\psi, \varphi, I \leftarrow H) &\longrightarrow (\psi, \varphi[\kappa \mapsto \frac{1}{\sqrt{2^{|\kappa|}}} \bigotimes_{j=0}^{|\kappa|} (|0\rangle + \alpha(\frac{1}{2^{|j|}})|1\rangle)], \{} \end{align*} |

| PH-N | \[ FV(\Omega, I) = \kappa \]
|------------------|----------------------------------------------------------------------------------|
| \[ \Omega; \{\kappa \mapsto \text{Nor} \} + g \{\kappa \mapsto |c|\} I \leftarrow H \{\kappa \mapsto \frac{1}{\sqrt{2^{|\kappa|}}} \bigotimes_{j=0}^{|\kappa|} (|0\rangle + \alpha(\frac{1}{2^{|j|}})|1\rangle)\} \]

| SH-CH | \[ FV(\Omega, I) = \kappa \quad \varphi(\kappa) = \{\kappa \uplus \kappa' \mapsto \sum_{j=0}^m z_j |c_j\beta_j| \} \quad \forall j, |\kappa| = |c_j| \]
|------------------|----------------------------------------------------------------------------------|
| \begin{align*} (\psi, \varphi, I \leftarrow H) &\longrightarrow (\psi, \varphi[\kappa \uplus \kappa' \mapsto \sum_{j=0}^m z_j [\bigotimes (c_j)]\beta_j], \{} \end{align*} |

| PH-CH | \[ FV(\Omega, I) = \kappa \]
|------------------|----------------------------------------------------------------------------------|
| \[ \Omega; \{\kappa \mapsto \text{CH} \} + g \{\kappa \uplus \kappa' \mapsto \sum_{j=0}^m z_j |c_j\beta_j| \} I \leftarrow \text{op} \{\kappa \uplus \kappa' \mapsto \sum_{j=0}^m z_j [\bigotimes (c_j)]\beta_j\} \]

| SDis | \[ FV(\Omega, I) = \kappa \quad \varphi(\kappa) = \{\kappa \uplus \kappa' \mapsto q\} \]
|------------------|----------------------------------------------------------------------------------|
| \[ (\psi, I \leftarrow \text{dis}) \longrightarrow (\varphi[\kappa \uplus \kappa' \mapsto \mathcal{D}(|\kappa|, q)], \}) \]

| PDis | \[ FV(\Omega, I) = \kappa \quad \sigma = \{\kappa \uplus \kappa : \text{CH}\} \]
|------------------|----------------------------------------------------------------------------------|
| \[ \Omega; \sigma + g \{\kappa \uplus \kappa' \mapsto q\} I \leftarrow \text{dis} \{\kappa \uplus \kappa' \mapsto \mathcal{D}(|\kappa|, q)\} \]

| SRed | \[ FV(\Omega, I) = \kappa \quad \varphi(\kappa) = \{\kappa \uplus \kappa' \mapsto q\} \]
|------------------|----------------------------------------------------------------------------------|
| \[ (\psi, I \leftarrow \text{reduce}(c, n)) \longrightarrow (\varphi[\kappa \uplus \kappa' \mapsto \mathcal{A}(|\kappa|, q)], \}) \]

| PRed | \[ FV(\Omega, I) = \kappa \quad \sigma = \{\kappa \uplus \kappa : \text{CH}\} \]
|------------------|----------------------------------------------------------------------------------|
| \[ \Omega; \sigma + g \{\kappa \uplus \kappa' \mapsto q\} I \leftarrow \text{reduce}(c, n) \{\kappa \uplus \kappa' \mapsto \mathcal{A}(|\kappa|, q)\} \]

\begin{align*} \mathcal{D}(n, \sum_{i=0}^m \sum_{j=0}^i z_{ij} |j\rangle |c_{ij}\rangle) &= \sum_{i=0}^m \sum_{j=0}^i \frac{1}{\sqrt{2^i}} \sum_{u=0}^{2^i} z_{iu} - z_{ij} |j\rangle |c_{ij}\rangle \\ \mathcal{A}(n, \sum_{i=0}^m \sum_{j=0}^i z_{ij} |j\rangle |c_{ij}\rangle) &= \sum_{i=0}^m \sum_{j=0}^i \frac{1}{\sqrt{2^i}} \sum_{u=0}^{2^i} z_{cu} \cdot z_{iu} - z_{cij} \cdot z_{ij} |j\rangle |c_{ij}\rangle \\ \forall u \in \{0, 2^i\}, (|u\rangle = c) \Rightarrow z_{cu} = \frac{1}{\sqrt{2^i}} \land (|u\rangle \neq c) \Rightarrow z_{cu} = \sqrt{1 - \frac{1}{2^i}} \end{align*}

Fig. 23. Additional Semantic and Proof Rules B

\( n \) corresponds to the number of qubits in \( I \). Then, we rearrange the value by extending the element number from \( n' \) to \( m \cdot n \) by probably adding new elements that originally have zero amplitude (the white elements in Figure 23). Here, let us view a basis \( c_t \) as a small-endian (LSB) number \( \{|c_t\}\). The rearrangement of changing bases \( c_t \) (for all \( t \)) to \( \{|j\rangle\}c_{ij} \) is analogized to rewrite a number \( \{|c_t\}\) to be the form \( 2^i + j \), with \( j \in \{0, 2^i\} \), i.e., the reshape step rearranges the basis kets to be a periodical counting sequence, with \( 2^i \) being the order. The mean computation analogy (the second arrow in Figure 24) takes every period in the reshaped value state, and for each basis ket in a period, we redistribute its amplitude by the formula \( \frac{1}{\sqrt{2^{i+1}}} \sum_{u=0}^{2^i} z_{iu} - z_{ij} \). An example of the quantum walk algorithm that uses diffusion operations is given in Appendix A.8.8.

Rules SRed and PRed are the semantic and proof rules for the quantum amplification (reduce). It is similar to the diffusion operation, except we only need to multiply an additional amplitude factor \( z_{cu} \) for each amplitude term. For each \( u \in \{0, 2^i\} \), if \( |u\rangle = c \), we multiply the factor \( \frac{1}{\sqrt{2^i}} \), if \( |u\rangle \neq c \), we multiply the factor \( \sqrt{1 - \frac{1}{\sqrt{2^i}}} \). One example usage is to rewrite the quantum walk algorithm in Figure 17 to a new one by replacing the diffusion operation with \( u \leftarrow \text{reduce}(\overline{0}, n) \), where \( n \) is an
The flag \( c \) opt for \( \text{Nor} \) means that we can track the basis ket bitstring of the \( \text{Nor} \) typed value state \( z \ket{c} \) in the type checking stage. Sometimes, we might be unable to track the basis, so we will classify it as \( \infty \). Similar to the \( \text{Nor} \) typed situation, we use \( \bigcirc \) to represent that a \( \text{Had} \) typed value state is in unformed superposition. If not, we can classify the \( \text{Had} \) typed basis ket as \( \infty \). In dealing with \( \text{CH} \) typed value states, we will use a set of bases \( \mathcal{E}(m) \) to refer to the basis ket bitstrings appearing in a \( \text{CH} \) typed value state \( \sum_{j=0}^{m} z_j \ket{c_j} \). In \( \mathcal{E}(m) \), \( \mathcal{E} \) is a basis set and \( m \) is the element number, and it can be abbreviated as \( \mathcal{E} \).

The biggest advantage of the upgraded type system is to permit additional quantum state equa-
tional rewrites based directly on type predicates without developing additional built-in predicates

### A.5 An Upgraded Type System and Equivalence Relations

Here, we describe an upgraded type system based on the one in Figure 7, which upgrades it
to a dependent type system by including bases in every basis kets. The type system is under
construction in the \( \text{QAFNY} \) implementation. We first show some additional syntax below:

\[
\begin{align*}
\text{Indexed basis set} & \quad \mathcal{E}(m) \quad :\quad \{c_0, c_1, \ldots, c_{m-1}\} \\
\text{Option} & \quad p \in \ 'a\ \text{opt} \quad :\quad 'a \mid \infty \\
\text{Uniform Distribution} & \quad \bigcirc \\
\text{Type} & \quad r \quad :\quad \text{Nor} \ (c\ \text{opt}) \mid \text{Had} \ (\bigcirc\ \text{opt}) \mid \text{CH} \ (\mathcal{E}(m)\ \text{opt})
\end{align*}
\]

Each construct type is only associated with additional flags depending on the quantum states.
The flag \( c \) opt for \( \text{Nor} \) means that we can track the basis ket bitstring of the \( \text{Nor} \) typed value state \( z \ket{c} \) in the type checking stage. Sometimes, we might be unable to track the basis, so we will classify it as \( \infty \). Similar to the \( \text{Nor} \) typed situation, we use \( \bigcirc \) to represent that a \( \text{Had} \) typed value state is in unformed superposition. If not, we can classify the \( \text{Had} \) typed basis ket as \( \infty \). In dealing with \( \text{CH} \) typed value states, we will use a set of bases \( \mathcal{E}(m) \) to refer to the basis ket bitstrings appearing in a \( \text{CH} \) typed value state \( \sum_{j=0}^{m} z_j \ket{c_j} \). In \( \mathcal{E}(m) \), \( \mathcal{E} \) is a basis set and \( m \) is the element number, and it can be abbreviated as \( \mathcal{E} \).

The biggest advantage of the upgraded type system is to permit additional quantum state equa-
tional rewrites based directly on type predicates without developing additional built-in predicates
the QAFNY to Dafny compilation. We have new subtyping and quantum value state equivalence relations in Figure 25. The subtyping relation $\sqsubseteq_n$ and the value state equivalence $\equiv_n$ are not associated with a qubit number (session length number) $n$, such that they establish relations between two quantum values describing a session of length $n$. $\sqsubseteq_n$ in Figure 25a describes a type term on the left that can be used as a type on the right. For example, a Nor type qubit array $\text{Nor} c$ can be used as a single element entanglement type term $\text{CH} \{c\}$. Correspondingly, value state equivalence relation $\equiv_n$, in Figure 25b, describes the two value states to be equivalent; specifically, the left state term can be used as the right one, e.g., a single element entanglement value state $\Sigma_{j=0}^1 |z_j| |c_j\rangle$ can be used as a Nor typed value state $|c_0\rangle$ with the fact that $z_0$ is now a global phase that can be neglected.

In addition to the rewrites in Figure 20, we now permit the rewrites from a CH typed value to a Nor typed one if we find that the CH typed value contains a singleton basis ket, while a CH typed value state can also be rewritten to a Had typed one if we find that the length of the CH typed value state is 1, and it contains exactly two basis kets.

Figure 26 and Figure 27 provide upgraded equivalence relations for type environments and quantum states. The biggest improvement compared to the ones in Figure 20d and Figure 20e is the split of a CH typed quantum state. Notice that splitting a CH typed quantum state is equivalent to disentanglement, and we only provide one case for such splitting. The split function (spt) sees if every basis ket in the CH type has a common factor. If so, we can split the state by factoring in the common factor. For example, $|00\rangle + |10\rangle$ can be disentangled as $(|0\rangle + |1\rangle) \otimes |0\rangle$, as the common factor $|0\rangle$ is factored out from the original formula $|00\rangle + |10\rangle$.

Figure 28 provides some rules in the upgraded type system. Other than the functionality we discussed in Appendix A.1. The biggest difference is that we now need to track the basis ket bitstrings appearing in CH, Had, and CH typed value states. In rule TA-CH, we find that the oracle $\mu$ is applied on $\kappa$ belonging to a session $\kappa \cup \kappa'$. Correspondingly, the session’s type is $\text{CH} \mathcal{E}(m)$, for each basis $c_1, c_2 \in \mathcal{E}$, with $|c_1| = |\kappa|$, we apply $\mu$ on the $c_1$ and leave $c_2$ unchanged. Here, we utilize the OQASM semantics that describes transitions from a Nor-type value state to another Nor one, and we generalize it to apply the semantic function on every element in the CH type. During the transition, the number of elements $m$ does not change. Similarly, applying a partial measurement on range $y[0, j]$ of the session $y[0, j] \cup \kappa$ in rule TMEA-N can be viewed as an array filter, i.e., for an element, $c_1, c_2$ in set $\mathcal{E}$ of the type $\text{CH} \mathcal{E}(m)$, with $|c_1| = j$, we keep only the ones with $c_1 = |\{n\}|$ (n

\footnote{If a qubit array only consists of 0 and 1, it can be viewed as an entanglement of unique possibility.}
Fig. 27. Upgraded quantum state equivalence. We use set union (∪) to describe the state concatenation with the empty set operation 0. i is a single bit either 0 or 1. The + operation is a bitstring concatenation. Term $\sum^{n+m}p$ is a summation formula that omits the indexing details. Term $\left(\frac{1}{\sqrt{2^{m+n}}}\bigotimes_{j=0}^{n}q_{j}\right)$ is equivalent to $\frac{1}{\sqrt{2^{n+m}}}\bigotimes_{j=0}^{n}q_{j}$.

\[
\begin{align*}
\text{TMEA} & : \Omega(y) = Q \quad \sigma(y) = \{y[0.0], j \mapsto k \mapsto t\} \\
\Omega[x \mapsto M], \sigma[k \mapsto CH \infty] \vdash c \triangleright \sigma' \\
\Omega, \sigma \vdash c \text{ let } x = \text{measure}(y) \text{ in } s \triangleright \sigma'
\end{align*}
\]

\[
\begin{align*}
\text{TA-CH} & : FV(\mu) = k \quad \sigma(k \lor k') = CH (\tau(m)) \\
\mu, c \vdash (\mu \mid c_1, c_2 \mid c_1, c_2 \in \tau \land |c_1| = |k|) \\
\Omega, \sigma \vdash k \triangleright \mu \triangleright \{k \lor k' : CH (\tau(m))\}
\end{align*}
\]

\[
\begin{align*}
\text{TMEA-N} & : \Omega(y) = Q \quad \sigma = \{c_2 \mid (|n|, c_2 \in \tau \land |(|n|) = j) \\
\Omega[x \mapsto M], \sigma[k \mapsto CH (\tau(m))] \vdash c \triangleright \sigma' \\
\Omega, \sigma[y[0.0], j \mapsto CH \tau(m)] \vdash c \text{ let } x = \text{ret}(y, (r, n)) \text{ in } s \triangleright \sigma'
\end{align*}
\]

\[
\begin{align*}
\text{TIF} & : FV(b@x[j]) = k \lor x[j, S \mid j] \\
\sigma(k \lor x[j, S \mid j] \lor k_1) = CH (\tau(m)) \\
\Omega, \sigma \vdash M \triangleright \{k \lor x[j, S \mid j] \lor k_1 : CH (\tau(m))\}
\end{align*}
\]

\[
\begin{align*}
\vdash \{\{n\}, 0, c_1 \mid (|n|), d_1 \in \tau \land |(|n|) \lor \{n\}, d_2 \in \tau \land b[(|n|)/k] \lor \{(|n|) = |k|) \\
\lor \{(|n|), 0, c_2 \mid (|n|), d_2 \in \tau \land \neg b[(|n|)/k] \lor \{(|n|) = |k|)\}
\end{align*}
\]

Fig. 28. QAFNY type system. $\llbracket \mu \rrbracket_c$ is the oqasm semantics of interpreting reversible expression $\mu$ in Figure 39. Boolean expression $b$ can be $a_1 = a_2$, $a_1 < a_2$, $\text{false}$. $b[|n|/k]$ means that we treat $b$ as a oqasm $\mu$ expression, replace qubits in array $k$ with bits in bitstring basis $|n|$, and evaluate it to a Boolean value. $\sigma(y) = \{k \mapsto t\}$ produces the map entry $k \mapsto r$ and the range $y[0, |y|]$ is in $k$. $\sigma(k) = r$ is an abbreviation of $\sigma(k) = \{k \mapsto r\}$. $FV(\neg)$ produces a session by union all qubits appearing in $\neg$.

is the measurement result in the new set $\tau'$ and recompute $|\tau'|$. In QAFNY, the tracking procedure is to generate symbolic predicates that permit the production of the set $\bigotimes_{j=0}^{n}q_{j}$, not to produce such sets. If the predicates are not effectively trackable, we can always use $\infty$ to represent the set.
We first discuss Shor’s algorithm [43]. Given an integer $k$ whose first part is checked to be true by computing the Boolean guard $b$, we compute Boolean guard $b$. The process is the same as qubits in session $\nu$ are the same as qubits in session $\nu$, otherwise, we repeat step 2. Step (2) is Shor’s algorithm’s quantum component, which is an order-finding algorithm.

**A.6 Translation from $L_{QAFNY}$ to $SQIR$ Full Rules**

In addition to Section 5.2, Figure 29 provides the other compilation rules for the operations in Figure 7. In compiling the value and diffusion operations, we utilize the verified voqc infrastructure [15] for the $H$, $QFT$, and diffusion circuits. The function $y(\kappa)$ translates the session $\kappa$ to a qubit array with the physical indices required in $SQIR$. The last two rules in the first line show how a $let$-binding is handled for a $C$ and $M$ kind variable. Similar to the type system, we assume that $let$-binding introduces new variables, probably with proper variable renaming. The rule for $\kappa \leftarrow \mu$ describes an oracle application compilation, which is handled by the oqasm compiler [23]. The $QAFNY$ type system ensures that the qubits mentioned in $\mu$ are the same as qubits in session $\kappa$ so that the translation does not rely on $\kappa$ itself.

**A.7 The Proof of the Order Finding Portion in Shor’s Algorithm**

We first discuss Shor’s algorithm [43]. Given an integer $N$, Shor’s algorithm finds its nontrivial prime factors, which has the following step: (1) randomly pick a number $1 < a < N$ and compute $k = \gcd(a, N)$; (2) if $k \neq 1$, $k$ is the factor; (3) otherwise, $a$ and $N$ are coprime and we find the order $\rho$ of $a$ mod $N$; (4) if $\rho$ is even and $a^{\rho/2} \neq \pm 1 \mod N$, $\gcd(a^{\rho/2} \pm 1, N)$ are the factors, otherwise, we repeat the process. Step (2) is Shor’s algorithm’s quantum component, which is an order-finding algorithm. Figure 4 discusses its pre-measurement part. Without the type environments, we show the full $QAFNY$ proof in Figure 30. In the Qafny implementation, verifying a quantum program requires only the user input of the pre-, post-, and loop invariant. For example, the proof of Figure 30 in QAFNY requires no states grayed out; only the conditions marked blue.
we will get the period $p$ filter operation, given in Figure 31. Figure 4 discusses all the steps up to line 15 in Figure 30. Here, types of sessions involved.

| Fig. 30. The order finding of Shor’s algorithm as the quantum portion. Type environments are on the right. |
| --- |
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```latex
\begin{align*}
1 & \{A(x) \ast A(y) \ast B\} \text{ where } A(\beta) = \beta(0, n) \mapsto |\beta\rangle \\
2 & B = 1 < a < N \ast n > 0 \ast N < 2^n \ast \gcd(a, N) = 1 \\
3 & x \leftarrow H; \\
4 & \{x[0, n] \mapsto \|H\|(\langle\overline{0}\rangle) \ast A(y) \ast B\} \\
5 & \Rightarrow \{x[0, n] \mapsto C \ast A(y) \ast B\} \text{ where } C = \frac{1}{\sqrt{2^n}} \bigotimes_{j=0}^{n-1} (|0\rangle + |1\rangle) \\
6 & y \leftarrow y + 1; \\
7 & \{x[0, n] \mapsto C \ast y[0, n] \mapsto \|y+1\|(\langle\overline{0}\rangle) \ast B\} \\
8 & \Rightarrow \{E(0) \ast B\} \text{ where } E(t) = \\
9 & \{x[n, t] = \frac{1}{\sqrt{2^n}} \bigotimes_{i=0}^{n-1} (|0\rangle + |1\rangle) \ast \\
10 & \{x[0, t], y[0, n] \mapsto \sum_{i=0}^{2^n} \frac{1}{\sqrt{2^n}} |i\rangle |a^i \% N\} \}
\end{align*}
```

Fig. 30. The order finding of Shor’s algorithm as the quantum portion. Type environments are on the right.

| for $(j \in [0, n - 1] \&\& x[j])$ |
| --- |

| E(j) \ast B; |
| --- |

| y \leftarrow a^y \% N; |
| --- |

| (E(n) \ast B) |
| --- |

| \{x[0, n], y[0, n] \mapsto \sum_{i=0}^{2^n} \frac{1}{\sqrt{2^n}} |i\rangle |a^i \% N\} + B\} |
| --- |

| let $u = \text{measure}(y)$ in |
| --- |

| x \leftarrow \text{QFT$^{-1}$}; |
| --- |

| \{x[0, n] \mapsto \frac{1}{\sqrt{2^n}} \sum_{k=0}^{2^n} (\omega^{ik} \sum_{j=0}^{s} \omega^{jk}) |k\rangle \ast p = \text{ord}(a, N) \ast u = \frac{p}{2^n}, a^i \% N \ast s = \text{rnd}(\frac{2^n}{p}) \ast B\} |
| --- |

| let $w = \text{measure}(x)$ in |
| --- |

| \{w = \frac{1}{\sqrt{2^n}} \sum_{k=0}^{2^n} (\omega^{ik} \sum_{j=0}^{s} \omega^{jk}) |k\rangle \ast p = \text{ord}(a, N) \ast u = \frac{p}{2^n}, a^i \% N \ast s = \text{rnd}(\frac{2^n}{p}) \ast B\} |
| --- |

| post(w) |
| --- |

| \{post(w) = \frac{1}{\sqrt{2^n}} \sum_{k=0}^{2^n} (\omega^{ik} \sum_{j=0}^{s} \omega^{jk}) |k\rangle \ast p = \text{ord}(a, N) \ast u = \frac{p}{2^n}, a^i \% N \ast s = \text{rnd}(\frac{2^n}{p}) \ast B\} |
| --- |

Fig. 31. The array analogy of Shor’s first half in Figure 4.

The core of the ordering finding algorithm in Figure 4 can be analogized as an efficient array filter operation, given in Figure 31. Figure 4 discusses all the steps up to line 15 in Figure 30. Here, we focus on the later parts. Line 16–18 is the quantum phase estimation part of the order finding algorithm. In line 16, we apply an inverted QFT gate. The main functionality is to push the $k$ values to the basis state’s amplitudes as $\omega^{ik} \sum_{j=0}^{s} \omega^{jk}$. Then, line 18 measures variable $x$. In this procedure, we will get the period $p$ as part of the measurement result $w$ as $\frac{1}{\sqrt{2^n}}$. However, in the actual
order-finding implementation, \( w \) cannot be directly used as an order number. Instead, we need a post step, the continued fraction method, to retrieve the order, which is stored as post \( t(w) \) in line 20. The post step takes an \( M \)-kind value and returns a \( M \)-kind value post \( t(w) = (\frac{4e^{-2}}{\pi^2 \log^2 N}, p) \), where \( p \) is the order number that we are looking for, and \( \frac{4e^{-2}}{\pi^2 \log^2 N} \) is its probability value.

In the QNP implementation, we implement the conditioned fraction post steps and all the probability theorems in Dafny by writing them as a Dafny library and providing mechanized proofs by mimicking the proofs in [33].

\[
\begin{align*}
\Omega; \sigma_2 & \vdash \{ X(S) = \{ y(0, n) \} \} \iff C(j).1 \ s \ \{ X(S) = \{ y(0, n) \} \} \iff C'(j).1 \\
\Omega; \sigma_1 & \vdash \{ X(S) = \{ y(0, n) \} \} \iff 0.C(j) + 1.C(j) \ s \ \{ X(S) = \{ y(0, n) \} \} \iff C'(j).1 \\
\Omega; \sigma & \vdash \{ X(j) + \{ x(0, j), y(0, n) \} \} \iff C(j) \ s \ \{ X(j) + \{ x(0, j), y(0, n) \} \} \iff 0.C(j) + 1.C'(j)(j)
\end{align*}
\]

As an additional example for the frozen and unfrozen functions in the proof rule of quantum conditionals in Section 4.3, we provide an additional proof tree for the quantum conditional in a loop step in line 9-11 in Figure 30. The proof is built from the bottom up. We first cut the Had type state into two sessions \( \{ x(0, n-(j+1)) \} \) and \( x[j] \), join \( x[j] \) with session \( \{ x(0, j), y(0, n) \} \), and duplicate the state elements to be \( 0.C(j) + 1.C'(j) \), which is proved by applying the consequence rule in Figure 9. Notice that the type environment is also transitioned from \( \sigma \) to \( \sigma_1 \). By the same strategy of the \( \mathcal{U} \) rule in Figure 10, we combine the two \( \mathcal{U} \) terms into the final result. The second step applies rule PIF to substitute session \( \{ x(0, j+1), y(0, n) \} \) with the mask construct \( \mathcal{M}(b, \{ y(0, n) \}) \) in the pre-condition and create two \( \mathcal{U} \) terms in the post-condition. The step on the top applies the modulo multiplication on every element in the masked state \( \iff C(j).1 \) by rule PA-CH.

A.8 The Program and Proof of Grover’s Search in QAFNY

Here, we show the QAFNY program and proof for Grover’s search algorithm [12]. Figure 32 provides the proof steps of the algorithm in QAFNY. The QAFNY proof system can automatically infer the gray parts in the proof with some understanding of trigonometric theorems provided by our researcher in the Dafny framework. The function \( U() \) is a predefined oracle function. There are two properties for it. First, we know that \( k \) is the key in the oracle function. \( U() \mid j \rangle = -1 \cdot \mid j \rangle \), if \( j = k \); otherwise, \( U() \mid j \rangle = -1 \cdot \mid j \rangle \). Second, we also require that such a key is unique for all \( j \in \{0, 2^n\} \). Thus, if we input a \( \mathcal{CH} \) typed value state \( \Sigma_{j=0}^n |j \rangle \) to the oracle function, the result value can be divided into two parts: \( -\frac{1}{\sqrt{2^n}} |k \rangle + \frac{1}{\sqrt{2^n}} \sum_{j \neq k}^n |j \rangle \).

Notice that for any quantum value \( \sum_{j=0}^m |j \rangle |c_j \rangle \), we have \( \sum_{j=0}^m |j \rangle |c_j \rangle = 1 \). For the above two parts, if we view \( \frac{1}{\sqrt{2^n}} \) as \( \gamma \), the second part can be rewritten as \( \sin \gamma \cdot q \) with \( q = \frac{1}{\sqrt{2^n}} \sum_{j \neq k}^n |j \rangle \). Thus, the loop invariant in line 7 is given as \( x[0, n] \iff \cos \delta \cdot |k \rangle + \sin \delta \cdot q \iff N \iff \frac{N}{2} \). Here, we define \( \delta \) as \( \gamma - j \cdot \theta \), so \( \delta \) is \( \gamma = \cos^{-1} \left( \frac{1}{\sqrt{2^n}} \right) \). When we apply the \( U() \) function inside the loop, we can see that \( x \)'s value state is transformed to \( -\cos \delta \cdot |k \rangle + \sin \delta \cdot q \). The second step is to apply the quantum diffusion operation, which increases the amplitude values. The result gives us the
The universal $RzQ$ gate set pattern introduced here. A quantum diffusion operation can also be viewed as a trigonometric rotation, and the above
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post-loop step state for $x$ as $\cos\delta_{j+1} |k\rangle + \sin\delta_{j+1} \cdot q$. The reason is set up as an additional theorem in Dafny, and the transitions are as follows:

$$2 \left( -\cos y \cos \delta_j + \sin y \sin \delta_j \right) |k\rangle + \sin y \cdot q = -\left( -2 \cos y \cos \delta_j + \sin y \sin \delta_j \right) |k\rangle$$

$$= (1 - 2 \cos y) \cos \delta_j |k\rangle + \left( -2 \sin y \sin \delta_j \right) |k\rangle - \left( -2 \sin y \sin \delta_j \right) |k\rangle$$

$$= \cos\left( \theta \right) \cos \delta_j + \sin\left( \theta \right) \sin \delta_j |k\rangle + \left( -\sin\left( \theta \right) \cos \delta_j + \sin \delta_j \cos\left( \theta \right) \right) \cdot q$$

$$= \cos\left( \delta_{j+1} \right) |k\rangle + \sin\left( \delta_{j+1} \right) \cdot q$$

A quantum diffusion operation can also be viewed as a trigonometric rotation, and the above calculation shows that the rotation eventually turns the $\delta_j$ degree to $\delta_{j+1}$. At the end of the program in Figure 32, before the measurement, the $x$’s value is $\cos\delta_N |k\rangle + \sin\delta_N \cdot q$ with $\delta_N = y - \left\lfloor \frac{N}{Q} \right\rfloor \cdot \theta$. Notice that $0 \leq \delta_N < \theta$, so we will have the probability of $p$ reaching the measurement result $k$ to be greater than $\cos^2(\theta)$. The estimation can be better, but any other analysis will follow the same pattern introduced here.

In the QAFNY implementation, we set up trigger rules to rewrite the term in line 4 in Figure 32 to the trigonometric format in line 5. Then, we also provide theorems to support the rewrite of $x$’s value state from $-\cos\delta_j |k\rangle + \sin\delta_j \cdot q$ to $\cos\left( \delta_{j+1} \right) |k\rangle + \sin\left( \delta_{j+1} \right) \cdot q$ in line 10. The Dafny proof system automatically derives the other proof.

A.9 The Limitation of the Dafny Classical Distribution Library

The $L_{QAFNY}$ is universal in terms of the power of expressing quantum programs since all gates in the universal $RzQ$ gate set $\{H, X, RZ, CNOT\}$. $H$ can be defined by the $L_{QAFNY}$ state preparation operation, $X$ and $RZ$ can be defined by the oracle operation, and CNOT gate can be defined by the quantum conditional in $L_{QAFNY}$. The measurement operation in $L_{QAFNY}$ allows us to define a computational
basis (|0⟩ and |1⟩) measurement, which permits us to define any measurement operations with the universal gate set.

However, being able to define all possible quantum programs does not mean that we can utilize QNP to automatically verify all quantum programs, especially hybrid quantum-classical programs. QNP permits automated verification for programs in Figure 15, with some supporting library theorems in Dafny. We can summarize a common pattern QNP can verify from these programs as a structure U; measure, where we first apply some quantum unitary operations with measurement operations at the end. The measurement operations do not need to happen simultaneously, as we permit partial measurement operations. However, each qubit can only measure once. Any program with such a structure can be largely verified automatically in QNP by the methodology shown in this paper.

If programmers want to measure some qubits resulting in (r, n), with r being the probability and n being the measurement result, and then utilize the result n as an input to another quantum program s; the QNP’s proving power depends on the properties the programmers want to verify. If the programmers only want to verify the post-state of executing s with the input n, this is a perfect scenario for QNP. On the other hand, if programmers want to know the probability of having the post-state of executing s with the input probability of r, this scenario will require additional theorems to be proved in the Dafny’s classical probability distribution library, which is out of the scope of the paper mainly focusing on the Qafny proof system. In the current stage, the library in Dafny is not powerful enough to automatically verify many cases. The above scenario typically appears in quantum cryptography protocol algorithms. In verifying such algorithms, it is not likely that Dafny’s probability library will be able to infer the probability bound of encryption breaking with a large degree of proof automation.

In future work, we intend to enhance Dafny’s probability distribution library to automatically verify many of these kinds of hybrid quantum-classical programs. Essentially, the QAFNY’s encoding of the density operators for quantum measurements is to model them as array filter operations with the support of Dafny’s classical probability distribution library. If the library is powerful enough, the QAFNY’s proof system can perform proof automation on questioning properties related to probability bounds such as the one above.

B  OQASM: AN ASSEMBLY LANGUAGE FOR QUANTUM ORACLES

The oqasm expression $\mu$ used in Figure 7 places an additional wrapper on top of the oqasm expression $\iota$ given in Figure 35. Here, we first provide a step-by-step explanation of OQASM; then show the additional wrapper in Appendix B.4.

OQASM is designed to express efficient quantum oracles that can be easily tested and, if desired, proved correct. OQASM operations leverage both the standard computational basis and an alternative basis connected by the quantum Fourier transform (QFT). OQASM’s type system tracks the bases of variables in OQASM programs, forbidding operations that would introduce entanglement. OQASM states are therefore efficiently represented, so programs can be effectively tested and are simpler to verify and analyze. In addition, OQASM uses virtual qubits to support position shifting operations, which support arithmetic operations without introducing extra gates during translation. All of these features are novel to quantum assembly languages.

This section presents OQASM states and the language’s syntax, semantics, typing, and soundness results. As a running example, the QFT adder [3] is shown in Figure 33. The Coq function rz_adder generates an OQASM program that adds two natural numbers a and b, each of length n qubits.
which is a computational basis value. A qubit value $|q⟩$ indicates the precision of the state $\phi$, which could be either $\text{Nor}$ or $\Phi$. A $\text{Nor}$ qubit has form $|b⟩$ (where $b \in \{0, 1\}$), which is a computational basis value. A $\Phi$ qubit has the form $|\Phi(r)⟩ = \frac{1}{\sqrt{2}}(|0⟩ + \alpha(r)|1⟩)$, which is a value of the (A)QFT basis. The number $n$ in $\Phi$ indicates the precision of the state $\phi$. As shown by Beauregard [3], arithmetic on the computational basis can sometimes be more efficiently carried out on the QFT basis, which leads to the use of quantum operations (like QFT) when implementing circuits with classical input/output behavior.

**B.2 oqasm Syntax, Typing, and Semantics**

Figure 35 presents oqasm’s syntax. An oqasm program consists of a sequence of instructions $i$. Each instruction applies an operator to either a variable $x$, representing a group of qubits, or a position $p$, which identifies a particular offset into a variable $x$.

The instructions in the first row correspond to simple single-qubit quantum gates—$\text{ID}$, $\text{X}$, $\text{RZ}$, and $\text{SR}$—and instruction sequencing. The instructions in the next row apply to whole variables: $\text{QFT}$ applies the AQFT to variable $x$ with $n$-bit precision and $\text{QFT}^{-1}$ applies its inverse. If $n$ is equal to the size of $x$, then the AQFT operation is exact. $\text{SR}^{-1}$ applies a series
Position \( p \) ::= \((x, n)\) Nat. Num \( n \) Variable \( x \)
Instruction \( i \) ::= ID \( p \) | X \( p \) | RZ\([−1]\) \( n \) \( p \) | \( i ; i \) | 
| \( \text{SR}^{-1} \) \( n \) \( x \) | QFT\([−1]\) \( n \) \( x \) | CU \( p \) \( i \) 
| Lshift \( x \) | Rshift \( x \) | Rev \( x \)

Fig. 35. oqasm syntax. For an operator \( O \), \( O^{-1} \) indicates that the operator has a built-in inverse available.

\[
\begin{align*}
X(n) &= \text{Nor} \quad n < \Sigma(x) \\
\Sigma; \Omega + X(x, n) &\to \Omega \\
SR(n) &= \text{Phi} \quad m < n \\
\Sigma; \Omega + SR(m, x) &\to \Omega \\
\text{QFT}(n) &= \text{Nor} \quad n \leq \Sigma(x) \\
\Sigma; \Omega + \text{QFT} \( n \) \( x \) \to \Omega[x \mapsto \text{Phi} \( n \)] \\
\text{RQFT}(n) &= \text{Phi} \quad n \leq \Sigma(x) \\
\Sigma; \Omega + \text{RQFT} \( n \) \( x \) \to \Omega[x \mapsto \text{Nor}]
\end{align*}
\]

\[
\begin{align*}
\text{RZ}(n) &= \text{Nor} \quad n < \Sigma(x) \\
\Sigma; \Omega + \text{RZ} q(x, n) &\to \Omega \\
\text{CU}(n) &= \text{Nor} \quad \text{fresh} \( x, n \) \( i \) \\
\Sigma; \Omega + i \to \Omega &\to \text{neutral} \( i \) \\
\Sigma; \Omega + \text{CU} \( n \) \( x \) \( i \) &\to \Omega
\end{align*}
\]

\[
\begin{align*}
\text{LShift}(n) &= \text{Nor} \\
\Sigma; \Omega + \text{Lshift} \( x \) &\to \Omega \\
\text{SEQ}(n) &= \text{Nor} \quad \text{fresh} \( x, n \) \( \Omega' \) \( \Omega'' \) \\
\Sigma; \Omega + i_1 \to \Omega' &\to \text{neutral} \( i_1 \) \( i_2 \) \to \Omega''
\end{align*}
\]

Fig. 37. Select oqasm typing rules

of RZ gates (Figure 36). Operation CU \( p \) \( i \) applies instruction \( i \) controlled on qubit position \( p \). All of the operations in this row—SR, QFT, and CU—will be translated to multiple sQIR gates. Function \( \text{rzadder} \) in Figure 33(b) uses many of these instructions; e.g., it uses QFT and QFT\([−1]\) and applies CU to the \( m \)th position of variable \( a \) to control instruction \( \text{SR} \) \( m \) \( b \).

In the last row of Figure 35, instructions Lshift \( x \), Rshift \( x \), and Rev \( x \) are position shifting operations. Assuming that \( x \) has \( d \) qubits and \( x_k \) represents the \( k \)-th qubit state in \( x \), Lshift \( x \) changes the \( k \)-th qubit state to \( x \( (k+1) \% d \) \), Rshift \( x \) changes it to \( x \( (k+d-1) \% d \) \), and Rev changes it to \( x_{d-1-k} \). In our implementation, shifting is virtual, not physical. The oqasm translator maintains a logical map of variables/positions to concrete qubits and ensures that shifting operations are no-ops, introducing no extra gates.

Other quantum operations could be added to oqasm to allow reasoning about a larger class of quantum programs while still guaranteeing a lack of entanglement.

**Typing.** In oqasm, typing is concerning a type environment \( \Omega \) and a predefined size environment \( \Sigma \), which map oqasm variables to their basis and size (number of qubits), respectively. The typing judgment is written \( \Sigma; \Omega \vdash i \to \Omega' \) which states that \( i \) is well-typed under \( \Omega \) and \( \Sigma \), and transforms the variables’ bases to be as in \( \Omega' \) (\( \Sigma \) is unchanged). \( \Sigma \) is fixed because the number of qubits in execution is always fixed. It is generated in the high-level language compiler, such as OQIMP in [23]. The algorithm generates \( \Sigma \) by taking an OQIMP program and scanning through all the variable initialization statements. Select type rules are given in Figure 37; the rules not shown (for ID, Rshift, Rev, RZ\([−1]\), and SR\([−1]\)) are similar.
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The type system enforces three invariants. First, it enforces that instructions are well-formed, meaning that gates are applied to valid qubit positions (the second premise in X) and that any control qubit is distinct from the target(s) (the fresh premise in CU). This latter property enforces the quantum no-cloning rule. For example, applying the CU in \( r_{z,adder'} \) (Figure 33) is valid because position \( a, m \) is distinct from variable \( b \).

Second, the type system enforces that instructions leave affected qubits on a proper basis (thereby avoiding entanglement). The rules implement the state machine shown in Figure 38. For example, QFT \( n \) transforms a variable from Nor to Phi \( n \) (rule QFT), while QFT\(^{-1} \) \( n \) transforms it from Phi \( n \) back to Nor (rule RQFT). Position shifting operations are disallowed on variables \( x \) in the Phi basis because the qubits that makeup \( x \) are internally related (see Definition B.1) and cannot be rearranged. Indeed, applying a Lshift and then a QFT\(^{-1} \) on \( x \) in Phi would entangle \( x \)’s qubits.

Third, the type system enforces that the effect of position-shifting operations can be statically tracked. The neutral condition of CU requires that any shifting within \( i \) is restored by the time it completes. For example, CU \( p \) (Lshift \( x \)) ; \( X(x,0) \) is not well-typed because knowing the final physical position of qubit \( x,0 \) would require statically knowing the value of \( p \). On the other hand, the program \( CU e \) (Lshift \( x \); \( X(x,0) \); Rshift \( x \)) ; \( X(x,0) \) is well-typed because the effect of the Lshift is “undone” by an Rshift inside the body of the CU.

**Semantics.** The semantics of an OQASM program is a partial function \( \llbracket \cdot \rrbracket \) from an instruction \( i \) and input state \( \varphi \) to an output state \( \varphi' \), written \( \llbracket i \rrbracket \varphi = \varphi' \), shown in Figure 39.

Recall that a state \( \varphi \) is a tuple of \( d \) qubit values, modeling the tensor product \( q_1 \otimes \cdots \otimes q_d \). The rules implicitly map each variable \( x \) to a range of qubits in the state, e.g., \( \varphi(x) \) corresponds to some sub-state \( q_k \otimes \cdots \otimes q_{k+n-1} \) where \( \Sigma(x) = n \). Many of the rules in Figure 39 update a *portion* of a state. \( \varphi[(x,i) \mapsto \psi] \) updates the \( i \)-th qubit of variable \( x \) to be the (single-qubit) state \( \psi \).
and $\varphi[x \mapsto q_x]$ to update variable $x$ according to the qubit tuple $q_x$. $\varphi[(x, i) \mapsto \uparrow q_{(x,i)}]$ and $\varphi[x \mapsto \uparrow q_x]$ are similar, except that they also accumulate the previous global phase of $\varphi(x, i)$ (or $\varphi(x)$). $\downarrow$ is to convert a qubit $\alpha(b)\varrho$ to an unphased qubit $\varrho$.

Function $\times$ updates the state of a single qubit according to the rules for the standard quantum gate $X$. $\times$ is a conditional operation depending on the Nor-basis qubit $(x, i)$. $RZ$ (or $RZ^{-1}$) is an $z$-axis phase rotation operation. Since it applies to Nor-basis, it applies a global phase. By Theorem B.4, when it is compiled to $\text{sqir}$, the global phase might be turned into a local one. For example, to prepare the state $\sum_{j=0}^{2^m}(-i)^x|\varphi\rangle$ [5], a series of Hadamard gates are applied, followed by several controlled-$RZ$ gates on $x$, where the controlled-$RZ$ gates are definable by $\text{OQASM}$. $\text{SR}$ (or $\text{SR}^{-1}$) applies an $m + 1$ series of $RZ$ (or $RZ^{-1}$) rotations where the $i$-th rotation applies a phase of $\alpha(\frac{1}{2^{m-1}})$ (or $\alpha(-\frac{1}{2^{m-1}})$). $\text{qt}$ applies an approximate quantum Fourier transform; $|y\rangle$ is an abbreviation of $|b_1\rangle \otimes \cdots \otimes |b_l\rangle$ (assuming $\Sigma(y) = i$) and $n$ is the degree of approximation. If $n = i$, then the operation is the standard QFT. Otherwise, each qubit in the state is mapped to $|\Phi(\frac{y}{2^n})\rangle$, which is equal to $\frac{1}{\sqrt{2}}(|0\rangle + \alpha(\frac{y}{2^n})|1\rangle)$ when $k < n$ and $\frac{1}{\sqrt{2}}(|0\rangle + |1\rangle) = |\rangle$ when $n \leq k$ (since $\alpha(n) = 1$ for any natural number $n$). $\text{qt}^{-1}$ is the inverse function of $\text{qt}$. Note that the input state to $\text{qt}^{-1}$ is guaranteed to have the form $\bigotimes_{k=0}^{i-1}(|\Phi(\frac{y}{2^n})\rangle)$ because it has type $\Phi n$. $\text{pm}_{l}$, $\text{pm}_{r}$, and $\text{pm}_{u}$ are the semantics for $\text{Lshift}$, $\text{Rshift}$, and $\text{Rev}$, respectively.

### B.3 OQASM Metatheory

**Soundness.** The following statement is proved: well-typed $\text{OQASM}$ programs are well-defined; i.e., the type system is sound concerning the semantics. Below is the well-formedness of an $\text{OQASM}$ state.

**Definition B.1 (Well-formed $\text{OQASM}$ state).** A state $\varphi$ is well-formed, written $\Sigma; \Omega \vdash \varphi$, iff:

- For every $x \in \Omega$ such that $\Omega(x) = \text{Nor}$, for every $k < \Sigma(x)$, $\varphi(x, k)$ has the form $\alpha(r)|b\rangle$.
- For every $x \in \Omega$ such that $\Omega(x) = \Phi n$ and $n \leq \Sigma(x)$, there exists a value $\nu$ such that for every $k < \Sigma(x)$, $\varphi(x, k)$ has the form $\alpha(r)|\Phi(\frac{\nu}{2^n})\rangle$.

Type soundness is stated as follows; the proof is by induction on $i$ and is mechanized in Coq.

**Theorem B.2.** [OQASM type soundness] If $\Sigma; \Omega \vdash i \triangleright \Omega'$ and $\Sigma; \Omega \vdash \varphi$ then there exists $\varphi'$ such that $\llbracket i \rrbracket \varphi = \varphi'$ and $\Sigma; \Omega' \vdash \varphi'$.

**Algebra.** Mathematically, the set of well-formed $d$-qubit $\text{OQASM}$ states for a given $\Omega$ can be interpreted as a subset $S^d_d$ of a $2^d$-dimensional Hilbert space $\mathcal{H}^d$, and the semantics function $\llbracket \rrbracket$ can be interpreted as a $2^d \times 2^d$ unitary matrix, as is standard when representing the semantics of programs without measurement [14]. Because $\text{OQASM}$'s semantics can be viewed as a unitary matrix, correctness properties extend by linearity from $S^d_d$ to $\mathcal{H}^d$—an oracle that performs addition for classical Nor inputs will also perform addition over a superposition of Nor inputs. The following statement is proved: $S^d_d$ is closed under well-typed $\text{OQASM}$ programs.

Given a qubit size map $\Sigma$ and type environment $\Omega$, the set of $\text{OQASM}$ programs that are well-typed concerning $\Sigma$ and $\Omega$ (i.e., $\Sigma; \Omega \vdash i \triangleright \Omega'$) form an algebraic structure $(\{i\}, \Sigma, \Omega, S^d_d)$, where $\{i\}$ defines the set of valid program syntax, such that there exists $\Omega'$, $\Sigma; \Omega \vdash i \triangleright \Omega'$ for all $i$ in $\{i\}$; $S^d_d$ is the set of $d$-qubit states on which programs $i \in \{i\}$ are run, and are well-formed ($\Sigma; \Omega \vdash \varphi$) according to Definition B.1. From the $\text{OQASM}$ semantics and the type soundness theorem, for all $i \in \{i\}$ and

---

17Note that $\Phi(x) = \Phi(x + n)$, where the integer $n$ refers to phase $2\pi n$; so multiple choices of $v$ are possible.

18A Hilbert space is a vector space with an inner product that is complete with respect to the norm defined by the inner product. $S^d_d$ is a subset, not a subspace of $\mathcal{H}^d$ because $S^d_d$ is not closed under addition: Adding two well-formed states can produce a state that is not well-formed.
\[ x (x, n) \xrightarrow{\text{inv}} x (x, n) \quad \text{SR} \ m x \xrightarrow{\text{inv}} \text{SR}^{-1} m x \quad \text{QFT} \ n x \xrightarrow{\text{inv}} \text{QFT}^{-1} n x \quad \text{Lshift} \ x \xrightarrow{\text{inv}} \text{Rshift} x \]

Fig. 40. Select oQASM inversion rules

\[
\begin{align*}
(x + a)_n &= \begin{array}{c}
\text{SR 0} \\
\text{SR 1} \\
\vdots \\
\text{SR} \ (n - 1)
\end{array} \\
(x - a)_n &= \begin{array}{c}
\text{SR}^{-1} \ (n - 1) \\
\text{SR}^{-1} \ 1 \\
\vdots \\
\text{SR}^{-1} \ 0
\end{array}
\end{align*}
\]

Fig. 41. Addition/subtraction circuits are inverses

\( \varphi \in S^d \), such that \( \Sigma; \Omega \vdash \iota \sigma \Omega' \) and \( \Sigma; \Omega \vdash \varphi \), and \( \| i \| \varphi = \varphi' \), \( \Sigma; \Omega' \vdash \varphi' \), and \( \varphi' \in S^d \). Thus, \( \{(\iota), \Sigma; \Omega, S^d\} \), where \( \iota \) defines a groupoid.

The groupoid can be certainly extended to another algebraic structure \( \{(\iota'), \Sigma; \mathcal{H}^d\} \), where \( \mathcal{H}^d \) is a general 2\(^d\) dimensional Hilbert space \( \mathcal{H}^d \) and \( \{(\iota')\} \) is a universal set of quantum gate operations. Clearly, the following is true: \( S^d \subseteq \mathcal{H}^d \) and \( \{(\iota)\} \subseteq \{(\iota')\} \), because sets \( \mathcal{H}^d \) and \( \{(\iota')\} \) can be acquired by removing the well-formed \( \{(\Sigma; \Omega \vdash \varphi) \) and well-typed \( \{(\Sigma; \Omega \vdash \iota \sigma \Omega') \) definitions for \( S^d \) and \( \{(\iota)\} \), respectively. \( \{(\iota'), \Sigma; \mathcal{H}^d\} \) is a groupoid because every oQASM operation is valid in a traditional quantum language like sqir. The following two theorems are to connect oQASM operations with operations in the general Hilbert space:

**Theorem B.3.** \( \{(\iota), \Sigma; \Omega, S^d\} \subseteq \{(\iota), \Sigma; \mathcal{H}^d\} \) is a subgroupoid.

**Theorem B.4.** Let \( |y\) \) be an abbreviation of \( \bigotimes_{m=0}^{d-1} \alpha (r_m) |b_m\) for \( b_m \in \{0, 1\} \). If for every \( i \in [0, 2^d), \| i \| |y\rangle = |y_i\rangle \), then \( \| i \| (\sum_{i=0}^{d-1} |y_i\rangle) = \sum_{i=0}^{d-1} |y_i\rangle \).

The following theorems are proved as corollaries of the compilation correctness theorem from oQASM to sqir ([23]). Theorem B.3 suggests that the space \( S^d \) is closed under the application of any well-typed oQASM operation. Theorem B.4 says that oQASM oracles can be safely applied to superpositions over classical states.\(^{19}\)

OQASM programs are easily invertible, as shown by the rules in Figure 40. This inversion operation is useful for constructing quantum oracles; for example, the core logic in the QFT-based subtraction circuit is just the inverse of the core logic in the addition circuit (Figure 40). This allows us to reuse the proof of addition in the proof of subtraction. The inversion function satisfies the following properties:

**Theorem B.5.** [Type reversibility] For any well-typed program \( \iota \), such that \( \Sigma; \Omega \vdash \iota \sigma \Omega' \), its inverse \( \iota' \), where \( \iota \xrightarrow{\text{inv}} \iota' \), is also well-typed and \( \Sigma; \Omega' \vdash \iota' \sigma \Omega \). Moreover, \( \| i; \iota' \| \varphi = \varphi \).

### B.4 Explaining the Oracle Expression \( \mu \) in QAFNY

The oQASM expression \( \mu \) used in Figure 7 places an additional wrapper on top of the oQASM expression \( \iota \) given in Figure 35. The wrapper is given as:

\(^{19}\)Note that a superposition over classical states can describe any quantum state, including entangled states.
\[ \mu \equiv \lambda \overrightarrow{p}. \iota \]

Here \( \overrightarrow{p} \) is a list of positions, and \( \iota \) is an \texttt{oqasm} instruction in Figure 35. Here, we require that all qubit positions mentioned in \( \iota \) must be in \( \overrightarrow{p} \). Ranges and sessions are directly related to positions.

Given a range \( x[n, m) \), it is equal to a list of positions: \( (x, n), (x, n+1), \ldots, (x, m-1) \), while a session is a list of disjoint ranges and it can be understood as concatenations of different ranges in the session. For simplicity, we can understand the above \( \mu \) definition as \( \lambda \kappa. \iota \) by rearranging the positions as a session. In the predicate \( FV(\Omega, \mu) = \kappa \) in rule \texttt{TA-CH} in Figure 8, function \( FV(\Omega, \mu) \) returns \( \kappa \), which means that the \( \mu \) lambda expression is given as \( \lambda \kappa. \iota \). Given a \( \mu \) expression as \( \lambda \kappa. \iota \), to evaluate an oracle expression \( \kappa' \leftarrow \mu \), we actually do the following:

\[ \kappa' \leftarrow \lambda \kappa. \iota \rightarrow \llbracket \iota[\kappa'/\kappa] \rrbracket \]

Here, we first replace the positions \( \kappa \) in \( \iota \) with qubits mentioned in session \( \kappa' \) and then evaluate the expression \( \iota[\kappa'/\kappa] \). In the paper, we also utilize some oracle expressions from OQIMP [23], the arithmetic operation language based on \texttt{oqasm}. The expression \( y[0, n) \leftarrow y[0, n]+1 \) is actually a syntactic sugar for the expression: \( y[0, n) \leftarrow (\lambda u[0, n). u \leftarrow u+1) \). Here, the expression \( u \leftarrow u+1 \) is an OQIMP expression, meaning that we apply the function \( \lambda x. x+1 \) to a qubit array \( u \), where \( u \) is a \( n \)-length qubit array. In addition, the expression \( y[0, n) \leftarrow a^2 y[0, n) \% N \) is a syntactic sugar for the expression: \( y[0, n) \leftarrow (\lambda u[0, n). u \leftarrow a^2 u \% N) \).

Sometimes, in OQIMP, we will need additional ancillary qubits to guarantee that an arithmetic operation is reversible, a requirement in quantum oracle computation. For example, if we want to express a modulo expression in OQIMP, we need to write \( \lambda \{u[0, n), w[0, n)} : u \leftarrow (u \% m, w) \), meaning that \( u \) and \( w \) are \( n \)-length qubit array. We compute the modulo operation \( u \% m \) and put the result in \( u \), while \( w \) is an additional ancillary qubits required for the computation. Then, the oracle operation for the modulo function in \texttt{Qafny} is written as:

\[ \{x[0, n), y[0, n)} \leftarrow (\lambda \{u[0, n), w[0, n}) : u \leftarrow (u \% m, w) \} \]

In \texttt{Qafny}, the expression computes \( x \% m \) and then assigns the value to the range \( x[0, n) \), while \( y \) is an array of additional ancillary qubits required for the computation. In the Shor’s example in Appendix A.7, the oracle application \( (y[0, n) \leftarrow a^2 y[0, n) \% N) \) requires hidden ancillary qubits, but builtin reversed circuits will clean up those qubits in the modulo multiplication itself, i.e., before the modulo multiplication function ends, all ancillary qubits are reversed to their initial values \( |0 \rangle \). In all oracle examples in the paper, either they do not have ancillary qubits, or they only have hidden ones that will be cleaned up before the oracle execution ends. Thus, \texttt{Qafny} treats them as nonexistence and leaves them for \texttt{oqasm} to handle.