The formation of human relationships is important to form communities. As a supporting system to strengthen the bonding among community members, we firstly tried to connect users by co-occurrence and mutual assistance matching to form relationships. Then, we brought them together. At the time of this experiment, users can easily carry on animated conversations if a common topic is suggested to them. In this study, we utilized a questionnaire to acquire user’s personal characteristics for co-occurrence and mutual assistance matching. Next, we conducted a conversation experiment via Skype to investigate activation and inactivation during user's conversations by using speech dialogue and the LF/HF ratio calculated from user’s heart rates. During the conversation experiment, matched users made conversations for 10 min on each common topic based on their interests suggested. The result showed that users could easily have animated conversations when a common topic was suggested to them. In addition, we investigated acoustic features, the overlap of utterances, and the number of utterances, backchannel feedbacks, and laughter.
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1. Introduction

In modern society, there are more opportunities for people to meet together owing to the widespread availability of the Internet and SNS. We should be able to build up and develop human relationships more easily than before. On the other hand, there are many people isolating from their local communities, such as elderly people. Developed countries around the world faced serious problems of rapid aging and a low birthrate. In 2050, people over 60 years old will account for one in five of the world’s population [1]. According to the
Ministry of International Affairs and Communications of Japan, the population of over 65 years old accounted for 27.3% of the total population of Japan in 2016 [2]. Moreover, elderly people who live alone and require nursing care have been continuously increasing. They often face the two major problems of isolations from their local societies and lack of communication with other people. Facing natural disasters, they may not be rescued because of their isolation. Involvements of such isolated elderly people into formation and vitalization of local communities is considered to be an effective approach for solving this isolation problem. For example, the trailer house shown in Figure 1 has been proposed. In daily life, the trailer house can be utilized as a kind of community houses for supporting formations of better communities, as well as to support the community in disasters. As mentioned before, it is important to form human relationships and better communities in people’s daily lives. For all these reasons, it is easy to help each other when disasters occur.

There is a system which was developed by some Japanese researchers to prevent social isolation with self-efficacy scale of community-dwelling older people [3]. We can visualize monitoring networks on a neighborhood scale as part of support networks in community-scale. Such a system from being overlooked system prevents that matching based on isolated people.

In our consideration, ‘co-occurrence’ and ‘mutual assistance’ are beneficial for supporting community strength. In this research, we defined ‘co-occurrence relationship’ as a relationship connected by common hobbies and topics. Moreover, we define ‘mutual assistance relationship’ as a relationship in which two people with different strengths and weakness matching based on. For proceeding both ‘co-occurrence’ and ‘mutual assistance’, we need to collect personal characteristics, including each user’s favorites and abilities. However, it can be difficult to support people who are isolated from their communities. We expect to promote the mutual assistance in the process of community that includes those isolated people. To this end, human relationships are required. To help form relationships, it is important for people to be connected by common interests and to be able to help each other on the basis of their personal characteristics. This can be facilitated by a matching system. Moreover, we need a good support system to facilitate smooth conversation when people meet face to face.

Our final goal is to develop a conversation support robot such as that shown in Figure 2. Firstly, this system conducts ‘co-occurrence’ and ‘mutual assistance matching’ by using the acquired information of user’s personal characteristics. Secondly, this system supports conversations between users connected by the matching. Thirdly, this system detects active conversation and a lapse in conversations in real time. If the system detects active status in the user's conversations, the support robot will start monitoring the user’s conversations. On the other hand, if this system detects in a lapse activation in the user’s conversation, the support robot will suggest suitable topics.

In conversations among users, a variety of non-verbal information is used for promoting smooth communications. We mainly focus on two items of non-verbal information to develop the conversation support robot. One is an acoustic feature such as volume control of speeches or the tone of voice. The other is biological information: the synchronization of user’s heart rates. In this study, we conducted a co-occurrence and mutual assistance matching and conversation experiment via Skype. We analyzed user's dialogue speeches to detect active conversation and a lapse in conversation as described in detail in Section 3 to Section 4.3. Moreover, we analyzed the synchronization levels of user’s heart rates during their conversations and investigated its relationship with active conversation and a lapse in conversation as shown in detail in Section 4.4.

![Fig. 2 An image of the support system by the conversation support robot based on co-occurrence, mutual assistance matching and personal characteristics](image-url)
2. Related Research

2.1 Matching between users

Recently, there have been much researches on support for forming human relationships. For example, there is a system in which a complex network theory is combined with the genetic algorithm of Pareto optimality to recommend friends [4]. Through the combination of algorithms and social networks, this system can give recommendations suited to individual needs. Moreover, there is a research on improving such recommendation systems using relationships in SNS (i.e. social networks) [5]. Also, there is a system which refers to the features of co-author networks for the formation of research groups [6]. Moreover, another system utilizes the common feature detected in pictures to form recommendations in addition to the information of genders and affiliations of LinkedIn accounts [7]. In this way, there are various existing studies on information analysis and recommendation systems based on SNSs.

However, we focused on a user's daily life in this research. Therefore, we needed to analyze a user's private information such as their hobbies, interests, and abilities. As one of the elements to connect people, we focused on their interests and abilities. For example, it is important to learn how user's qualifications were acquired and careers were chosen to estimate user’s abilities. By controlling our robot’s utterances, we were able to ask ‘Do you like ~?’ or ‘Are you interested in ~?’. Therefore, we were able to focus exclusively on obtaining the necessary information. This robot conversation was effective for presenting recommendations as well as asking the users questions. There is a similar research on recommendation methods based on user’s interests in SNSs [8].

The most conventional survey method of personal characteristics is a questionnaire. However, a questionnaire is difficult to conduct frequently. Moreover, it does not allow us to inspect transitions of user’s interests. We investigated how to acquire their personal characteristics by using our questionnaire. We apply the results to the robot dialogue updates and the utterance control. In this research, we focused on conversation support after robot questioning. We investigated user's interests by the questionnaire and matched them as conversation mates according to the questionnaire results.

In our previous research, we developed a matching system for co-occurrence and mutual assistance [9]. We acquired each participant’s personal characteristics such as abilities/disabilities and interests. According to the results, we selected user pairs to use this system. Moreover, in our previous research, we conducted a conversation experiment for users connected by mutual assistance matching with a help of mediators [10]. Topics suggested by a mediator in their conversation topics are likely to support smoother communication. This result was shown by the physiological phenomenon: the synchronization of the heart rates.

2.2 Toward the implementation of conversation support system

After assigning pairs on the basis of co-occurrence and mutual assistance matching, opportunities to form co-occurrence and mutual assistance relationships beyond greetings and self-introductions are needed. Thus, we aim to develop a conversation robot which can act as a mediator in user’s conversation. The robot is expected to provide proper suggestions of co-occurrence and/or mutual assistance topics in time the end of greetings and self-introductions by the users. This system leads active conversations between the users.

As research related to the conversation robot, there is a research on a robot that communicates naturally in accordance with different behaviors [11]. This robot is capable of several speaking patterns such as a daily dialogue and information assistance. There is also a survey on what robot characteristics are suitable for communicating with humans [12]. Recently, a method of calculating a robot's emotional empathy models on the basis of human emotions has been proceeded [13]. Such research is aiming to achieve natural communication between human and a robot. At this point, these researches are somehow similar to our research. However, we propose that our conversation robot acquire a user's personal characteristics and match with their daily conversations at the same time. This is the unique point of our research.

There is a research on a conversation robot supporting people who have seldom chances to communicate with others such as elderly people who live alone [14]. In the other case, a robot communicates with users who are watching TV, and encourages them to start communication. In the same way, there is also a conversation robot to share past experiences with people afflicted with dementia [15]. In this way, there are many researches on conversation robots as conversational partners for humans. Conclusively, we aim to acquire personal characteristics through user’s conversations with our robot system. In this situation, the robot can be a conversational partner in the phase of acquiring personal characteristics, similar to the related research. However, it is not enough to merely make converse as a conversational partner. The robot is unable to judge whether the users are interested in suggested topics or not, although the robot has to understand whether users are interested in the topic of the conversation. In particular, to support human-human conversation, a robot must understand whether users are interested in the topic. Therefore, we conducted an experiment and analysis to
search for a barometer which is useful in supporting conversations from various acoustic features by observing human-to-human conversation. For a robot system that supports conversations, there has been a research focused on the user’s acoustic features. Moriya et al. proposed a method for automatically displaying an avatar of non-verbal information such as glances and facial expressions [16]. Their research was aimed at linking humans and robot. We aim for robot systems that can mediate between users, so our research is different from theirs.

3. Survey of Personal Characteristics and Experiment to Acquire Conversation Data

In this work, firstly, we used a questionnaire to acquire personal characteristics of users. Secondly, we conducted both co-occurrence and mutual assistance matching using the acquired data of their personal characteristics and selected user pairs for a conversation experiment via Skype. In the Skype conversation experiment, we collected dialogue speech data for each user by recording the user’s conversations. Students in our laboratory were recruited as examinees for these experiments. In fact, it is difficult to gain cooperation from elderly people as examinees, even though we pointed that elderly people were the good example in Section 1. This is because one attendee converse with multiple people on the matching results. However, conversation topics may differ among age groups. Therefore, we considered a survey of suitable topics for each age group after developing youth-focused of conversation system.

3.1 Survey of personal characteristics

We used a questionnaire to acquire user’s personal characteristics. In our previous research, we adopted two methods including the questionnaire and conversations with a robot [17]. There were no differences between the results of these two methods. In this research, our primary aim is making the robot be able to support human-to-human conversations by digitalizing the observed users’ conditions during conversation, so we adopted the questionnaire. We prepared 60 questions comprising 30 questions on user’s abilities and another 30 questions for user’s interests. Table 1 shows the topics in the questionnaire. In our research, ability means the user's strong points. Interest means the level for which the user is interested in each topic. They answered the questions on a 5-point scale. We referred to ‘Yahoo! Answers’ for the categories and personal profiles of Facebook for interest category. The attendees in this experiment were 12 students in their twenties who belong to the same laboratory in our university.

3.2 Co-occurrence and mutual assistance matching

We utilized the matching method from our previous research [18]. First, a user was selected and was compared with other participants in terms of the ability. Then, levels of similarity were calculated by using all the ability lists other than the selected users. The levels of similarity were calculated by using the Pearson correlation. Table 2 shows the results of matching.

The users in a mutual assistance relationship help each other to overcome their respective weak points. For example, firstly, user A is good at cooking, while user B is not good at cooking, but is interested in cooking. Second, user B is good at DIY (i.e. do-it-yourself), while user A is not good at DIY, but is interested in DIY. In this case, user A can teach cooking to user B and user B can teach DIY to user A. Therefore, user A and user B are able to help each other with respect to their weak points. The mutual assistance matching system performs the results of co-occurrence matching and selects a suitably matched. The system refers to the others as those who have a low co-occurrence levels, i.e. whose similarity degree is less than 0.05, relative to the selected user. The system also refers to the user's interests. For example, one user may be good at sports. While another may be interested in sports but is not athletic. In this study, we selected other pairs to compare with co-occurrence or mutual assistance pairs. The other pairs gave responses of ‘3’ for levels of interest in certain topics.

3.3 Conversation experiment via Skype - 10 minutes separated conversations

Using the results of a conversation experiment with natural language dialogue [19], we changed the timing of suggesting topics because it was necessary to eliminate variability in the time and the number of utterances for each topic of conversation. We conducted the

| cooking       | cleaning  | Laundry | rising early | sewing |
|---------------|-----------|---------|--------------|--------|
| drive a car   | tidying   | conversation | drinking | ironing |
| reading books | karaoke   | detailed work | taking pictures | games |
| instrument    | programming | DIY    | Shopping | outdoors |
| teaching      | sports    | diary   | Planning | joining events |
| acquisition of qualification | language learning | Fitness | drawing | taking care of pets |
conversation experiment for seven pairs. Figure 3 shows a view of the experiment. Three members attended the experiment including two users conversing and a mediator who instead the support robot.

The users were each situated in a quiet room. Users paired by the matching had conversations via Skype on a PC. Then, the conversation was recorded via a voice recorder placed next to the PC during this conversation experiment at a constant distance from the user. A mediator was able to hear the user’s conversations. There were three co-occurrence pairs, two mutual assistance pairs, and two other pairs. A mediator suggested 3 topics to each pair by text chat and allotted 10 minutes for each topic which are listed in Table 3. We prepared 2 topics of co-occurrence and mutual assistance and 1 another topic selected randomly among those unrelated to co-occurrence and mutual assistance. The topics of the other pairs were selected at random among all the topics.

4. Results and Analysis of Dialogue Speech Data

It is important to consider the appropriate time of changing the conversation topics. Therefore, we tried to classify only the user’s utterance intervals by topic. However, we found it difficult to estimate dialogue contents from dialogue speech data from the previous analysis results [19]. This time, we prepared dialogue speech data because we need to acquire acoustic features of all dialogue speech data. We tried to classify dialogue speech data into three stages: beginning of conversation, active conversation and a lapse in conversation.

4.1 Preparation—splitting every 5 seconds

We equally split all the dialogue speech data every 5 seconds. This is because we must analyze the dialogue speech data periodically in real time when we utilize the conversation support robot. Using the Praat software [20] we acquired 8 acoustic features: acoustic pressure effective values, maximum and minimum acoustic pressures, a range of acoustic pressures, pitches in average, maximum and minimum pitches, and a range of pitches.

![Fig. 3 A view of the conversation experiment](image-url)

Table 3 Example of topics suggested for each pair

| Topic | User Pair | User 1, User 2 | User 3, User 4 | User 5, User 6 | User 7, User 8 | User 9, User 10 | User 11, User 12 |
|-------|-----------|----------------|----------------|----------------|----------------|-----------------|-----------------|
| Topic 1 | Cooking | Fitness | Joining events |
| Topic 2 | Reading books | License | Sports |
| Topic 3 | Karaoke | Sewing | Taking care of pets |

Note: The double underlines = Topics of both co-occurrence and mutual assistance

4.2 Classification by active and lapse in conversation

We classified dialogue speeches by active/lapse in conversation to investigate whether we can utilize acoustic features to judge active/lapse for conversation support. We verified the detection of the start of conversation, active conversation, and lapse in conversation. Compared with the case of natural conversation [19], we predicted to ensure a sufficient

Table 2 Matching results

| User 1 | User 2 | User 3 | User 4 | User 5 | User 6 | User 7 | User 8 | User 9 | User 10 | User 11 | User 12 |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 0.428  | 0.172  | 0.186  | 0.185  | 0.372  | 0.063  | -0.136 | 0.044  | 0.047  | 0.201  | -0.777 |
| 0.218  | 0.179  | 0.000  | 0.060  | 0.180  | 0.299  | 0.115  | 0.265  | 0.504  | 0.230  |
| 0.271  | 0.312  | -0.136 | -0.030 | 0.272  | 0.009  | -0.019 | 0.382  | 0.475  |
| 0.488  | -0.379 | -0.438 | 0.238  | 0.191  | 0.193  | 0.069  | 0.349  |
| -0.131 | -0.296 | 0.085  | 0.040  | 0.080  | 0.037  | 0.172  |
| 0.362  | -0.400 | 0.018  | 0.004  | 0.013  | -0.215 |
| -0.091 | -0.152 | 0.180  | 0.370  | -0.390 |
| 0.308  | 0.054  | 0.401  | 0.158  |
| 0.118  | 0.124  | 0.030  |
| 0.126  | 0.391  |
| 0.264  |
number of utterances. We manually attached three tags to dialogue speech data by listening to the conversation data. The three tags mean "introduction", "active", and "lapse" respectively. First, we defined the intervals of the start of each topic as "introduction". Second, we defined the intervals including several instances of overlap and talking with laughing as "active". Table 4 shows a sample transcript of active conversation. Third, we defined the intervals including several instances of silence before utterance and no overlap and no laughing as "lapse in conversation". Table 5 shows a sample transcript of lapse in conversation.

We acquired acoustic features using Praat. Next, we classified the acoustic features data for each user by 10-fold cross-validation utilizing the multilayer perceptron in WEKA software [21]. WEKA showed high accuracy at the same classification problem utilizing the acoustic feature in the previous research [22]. Table 6 shows the classification accuracy rate for the acoustic feature we tagged manually. The highest accuracy rate is 75.9% from user1. All of these accuracy rates are not high, so we conclude that the use of only the acoustic feature is unsatisfactory. Next, we investigated the time taken for a conversation to become active. The results are shown in Figure 4 for each topic, user, and conversation time. These results were obtained by calculation utilizing manually tagged data. The blue zone in Figure 4 shows the interval of the beginning of conversation. The orange zone in Figure 4 shows the interval of active conversation. ‘t1’, ‘t2’, and ‘t3’ refering to each topic number. We focus on the three pairs in the red frame in Figure 4. We investigated whether there are differences between the user’s relationship and active/lapse or not. The users 9 and 11 pair were suggested an other topic after two topics related to mutual assistance. Moreover, the users 2 and 11 pair were suggested two topics related to co-occurrence after the other random topic. We focus on the time users need to reach activation in topic3 for all pair in red frames. The time to reach active conversation in topic3, which of co-occurrence and mutual assistance pairs are shorter than that of the other two pairs. Therefore, the time that users need to active conversation is likely to become shorter by co-occurrence and mutual assistance relationships.

4.3 Verification of turn-taking, overlap and active conversation interval

We investigated overlap and turn-taking in a conversation for the three pairs indicated in Figure 4.

### Table 4 Sample transcript of active conversation

| user | utterance |
|------|-----------|
| B    | 4時むっちゃ明るいもん, 朝4時 |
| A    | ((laughing))に悩むんでしょ？ |
| AB   | ((laughing A and B)) |
| A    | [もうあれから)tなるよね朝4時((laughing)) |
| B    | [そうそうそう)((laughing)) |
| A    | [今から寝る]だけどまだいいな((laughing)) |
| B    | [そうそうそう]|今から |
| A    | [ふざけんなよ]みたい((laughing)) |

Note: "[=" start of overlap, "]" = end of overlap, "((") = description of circumstance

### Table 5 Sample transcript of lapse in conversation

| user | utterance |
|------|-----------|
| B    | すごく昔のことですね |
| A    | そうですね, だいぶ前でしたもんね映画自体が |
| B    | すっごく静かになんですね |
| A    | ちょっと隠れてたかな？ |
| B    | ジュラシックも最近見ますけど, これ前は, でも |
| A    | すっごく期待 |
| B    | このあと8月は外国の映画をたくさん見に行きたいです |
| A    | あー |
| B    | じゃあミッションインポッシブルとか |
| A    | ああはいそれも見たいです |

Note: "[=" start of overlap, "]" = end of overlap, "((") = description of circumstance

### Table 6 Classification result by active conversation and lapse in conversation.

|          | user12 | user3  | user2  | user11 | user1  | user2  | user11 | user1  | user7  |
|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| co-occurrence | 58.1%  | 51.8%  | 54.1%  | 60.2%  | 75.9%  | 68.2%  | 68.6%  | 62.5%  | 49.7%  |
| mutual assistance | 58.1%  | 62.5%  | 49.7%  | 68.9%  | 59.2%  | 59.2%  | 67.0%  |
| other    | 58.1%  | 62.5%  | 59.2%  | 67.0%  |
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Overlap usually occurs when the dialogist is interested in conversation [16]. Moreover, we can judge a conversation to be animated when many turns are taken [23]. In particular, we estimated we were able to know the trend of listener and speaker from the number of utterances and back-channel feedbacks. Therefore, we adopted three new tags: back-channel feedback, laughing, and utterance. Table 7 shows the number of tags for each pair. In the co-occurrence and the other pair, we focus on the number of back-channel feedback tags and utterance tags. In both pairs, the number of utterance tag of user11 is larger than that of the pair mate. Moreover, in both pairs, the number of back-channel feedback tags of the pair mate is larger than that of user11. Therefore, we estimate that user11 tends to act as a speaker in co-occurrence and the other pair.

Next, we investigated the time of overlaps. When a user's utterance overlaps another’s utterance or back-channels feedback, we defined it as an overlap. Table 8

| co-occurrence | back-channel feedback | laughing (times) | utterance (times) |
|---------------|-----------------------|------------------|------------------|
| user2         | 243                   | 53               | 183              |
| user11        | 128                   | 49               | 243              |
| mutual assistance |                  |                  |                  |
| user9         | 110                   | 22               | 177              |
| user11        | 81                    | 74               | 170              |
| the other     |                       |                  |                  |
| user7         | 169                   | 90               | 221              |
| user11        | 139                   | 58               | 234              |

| co-occurrence | cooking | reading books | karaoke |
|---------------|---------|---------------|---------|
| times         | 127     | 127           | 124     |
| mutual assistance |     |               |         |
| users 9,11    |         |               |         |
| fitness       | 87      | 85            | 97      |
| license       |         |               |         |
| users 7,11    |         |               |         |
| joining events| 120     | 117           | 126     |
| sports        |         |               |         |
| taking care of pets |     |               |         |

Note: double-underline = topics of co-occurrence and mutual assistance

Overlap usually occurs when the dialogist is interested in conversation [16]. Moreover, we can judge a conversation to be animated when many turns are taken [23]. In particular, we estimated we were able to know the trend of listener and speaker from the number of utterances and back-channel feedbacks. Therefore, we adopted three new tags: back-channel feedback, laughing, and utterance. Table 7 shows the number of tags for each pair. In the co-occurrence and the other pair, we focus on the number of back-channel feedback tags and utterance tags. In both pairs, the number of utterance tag of user11 is larger than that of the pair mate. Moreover, in both pairs, the number of back-channel feedback tags of the pair mate is larger than that of user11. Therefore, we estimate that user11 tends to act as a speaker in co-occurrence and the other pair.

Next, we investigated the time of overlaps. When a user's utterance overlaps another’s utterance or back-channels feedback, we defined it as an overlap. Table 8
shows the number of overlaps for each topic and each pair. We focus on the mutual assistance pair and the other pair. In both pairs, the number of overlaps for topic3 is the largest. In particular, the overlap result shows the tendency of which increment for the mutual assistance pair is larger than that for the other pair. Therefore, there is possible co-occurrence and mutual assistance relationships are considered to be valuable for supporting formation of human relationships.

We manually tagged active and lapse by listening to dialogue speech between two persons. We defined the durations of period of both evaluations as final periods of active and lapse. Table 9 shows active and lapse duration of periods. These periods are calculated as the start time of a period subtracted from the finish time. We focus on the co-occurrence pair. For each successive topic, the active period becomes longer. The active periods for the third topic of co-occurrence are the longest. Therefore, conversation easily becomes active for topics on users’ common interests.

4.4 Heart rate analysis in the durations of active periods

The active phenomenon is not only overlap. When conversation is animated, physiological phenomena such as HRV (heart rate variability) and breathing intervals synchronize between participants. Such synchronized biorhythm is called ‘entrainment’. In the previous section, we focused on an acoustic feature in non-verbal information. In this section, we focus on biorhythm. The user wore a heart rate sensor on the ear to monitor the heart rate during conversation. We analyzed the shift in the heart rate interval being an indicator of stress, when a topic was suggested during the conversation by a mediator. In an electrocardiogram, the sharpest peak is called the R-wave. The interval between two consecutive R-waves is called the RR interval. In this study, RR interval data were collected at a sampling rate of 1Hz. The power spectral density is calculated from the RR interval data with 100 s window size and shift size of 1 s. It has been confirmed that there are two peaks in a power spectrum of HRV wave [24]. The low-frequency band (0.05 – 0.14Hz) is called LF. This region reflects blood-pressure fluctuation. Moreover, LF is associated with both the sympathetic and parasympathetic nerves. The high-frequency band (0.15 – 0.40Hz) is called HF. This region reflects the breath-interval variability. In addition, HF is associated with only the parasympathetic nerve. Therefore, the LF/HF ratio is utilized as an assessment of sympathetic nerve stress [25]. There is a study in which the LF/HF ratio was calculated by real-time processing [26]. Therefore, a robot may be able to detect the user's mental state from the LF/HF ratio depending on the presented topic. In this study, we compared the difference in the LF/HF ratio in the presented topic, and analyzed the variability of the LF/HF ratio as well.

To counter noise, a linear interpolation is performed for error of the heart rate value. Figure 5 shows a graph of the LF/HF ratio. A normal R-R interval is determined from the normal heart rate interval. In rare cases, out-of-order values were outputted as R-R interval because of facial movement during conversation. Heart rates under 40 and over 120 are defined as sickly bradycardia and tachycardia respectively [27]. We converted to heart rate interval and defined the normal interval to be from 500 to 1,333ms. For an example of an out-of-order value, we measured 252ms that might be affected by facial movement. Moreover, the major methods of interpolation to determine the LF/HF are linear interpolation and spline interpolation [28]. In this research, we utilized linear interpolation because it was necessary to utilize a simple method for real-time processing.

The top of Figure 5 shows a wave before interpolation. The bottom shows a wave after interpolation. At the part with a red background, there is a difference between the waves before and after interpolation. In the waves before interpolation, because of noise, the LF/HF ratio is lower than those in other regions. On the other hand, in the wave after interpolation, there is no difference among the other regions.

As an example, Figure 6 shows the LF/HF ratio graph for the users 9 and 11 pair. In the region with the red background in Figure 6, we can confirm that the
transition of heart rate is synchronized. During this interval, the topic “sewing” was suggested as the other topic after the two topics of mutual assistance. In the questionnaire, the users indicated their depth of interest to be 3. However, one user is good at sewing while the other is not. We found that the topic “sewing” was nearly equal to a mutual assistance topic. Table 10 to 12 shows the average LF/HF ratios for co-occurrence, mutual assistance, and the other pair respectively. In Table 10, “c.o.” indicates a co-occurrence topic, and “-” means missing data. In Table 11, “m.a.” indicates a mutual assistance topic.

### Table 10: Average LF/HF ratio of for each topic for co-occurrence pair

| pair     | topic            | first-shown user’s LF/HF average | second-shown user’s LF/HF average |
|----------|------------------|----------------------------------|-----------------------------------|
| user3    | programming(c.o.)| 2.593                            | 1.819                             |
| user12   | waking up early(c.o.) | 2.452                        | 2.259                             |
|          | conversation(other) | 1.830                          | 1.652                             |
| user1    | cleaning(c.o.)   | -                               | -                                 |
| user2    | drawing(other)    | -                               | -                                 |
|          | game(c.o.)        | 2.267                            | 1.047                             |
| user2    | cooking(other)    | 1.612                            | 1.753                             |
| user11   | reading books(c.o.) | 1.258                      | 1.699                             |
|          | karaoke(c.o.)     | 1.735                            | 2.060                             |

### Table 11: Average LF/HF ratio of for each topic for mutual assistance pair

| pair     | topic            | first-shown user’s LF/HF average | second-shown user’s LF/HF average |
|----------|------------------|----------------------------------|-----------------------------------|
| user9    | fitness(m.a.)    | 1.831                            | 3.758                             |
| user11   | license(m.a.)     | 1.329                            | 3.324                             |
|          | sewing(other)     | 1.968                            | 2.339                             |
| user4    | reading books(m.a.) | 2.915                     | 2.023                             |
| user7    | license(other)    | 2.258                            | 1.692                             |
|          | drawing(m.a.)     | 1.970                            | 1.605                             |
| user1    | detailed work(other) | 2.652                    | 2.195                             |
| user10   | programming(m.a.) | 2.950                            | 1.127                             |
|          | waking up early(m.a.) | 3.012                 | 1.663                             |

### Table 12: Average LF/HF ratio of for each topic for the other pair

| pair     | topic            | first-shown user’s LF/HF average | second-shown user’s LF/HF average |
|----------|------------------|----------------------------------|-----------------------------------|
| user3    | DIY(other)       | 2.386                            | 1.897                             |
| user7    | tidy(other)      | 2.721                            | 1.550                             |
|          | instrument(other) | 1.825                         | 1.491                             |
| user2    | diary(other)     | 2.244                            | 1.626                             |
| user7    | sewing(other)    | 1.712                            | 1.637                             |
|          | shopping(other)  | 1.702                            | 1.497                             |
| user7    | joining events(other) | 1.776                      | 1.833                             |
| user11   | sports(other)    | 2.255                            | 1.767                             |
|          | taking care(other) | 2.107                         | 1.340                             |
Moreover, Figure 7 to 9 shows the LF/HF ratio correlation graph and overlap time graph for each pair. The time at which we were able to measure the LF/HF was over 100 s after starting the experiment. At the top of Figure 7 to 9, the top graph shows overlap time every 100 s and the bottom graph shows the LF/HF correlation. The horizontal axis of those show the intervals as 101—200, 201—300, 1701—1800. The overlap interval means the number of seconds that the utterances of two persons was overlapped. Figure 7 to 9 shows that overlaps coincide with the LF/HF ratio several times, as marked with red circles. This overlap phenomenon is often seen when users are interested in the topic of the conversation. The correlation between the overlap occurrence rate and the LF/HF ratio was found to be 0.4 using the CORREL function in Excel, which indicates a weak correlation. We investigated the relationship between the overlap time interval and LF/HF correlation. During active conversation or lapse in conversation, two phenomena may occur: positive/negative perception of users toward conversation and the effects on biological signals such as heart rates. However, there is a time lag when multiple biological reactions appear [29]. In this research, we estimate there is a time lag between positive/negative aesthetic of users toward conversation and effects to biological signal as heart rate. However, we estimate that the correlation coefficient is improved by considering the time lag. Therefore, we must investigate the time lag to determine whether it depends on the users and topics.

The average of all participants’ LF/HF ratio is 2.182 for topic1, 1.999 for topic2, and 1.862 for topic3. Regardless of the topic contents, sympathetic nervous activity tended to decrease as the experiment progressed (p < 0.02 between topic1 and topic3, calculated with a Wilcoxon signed-rank test). Prior to experiments, the user might be nervous. Besides, the sympathetic nervous system exerts more effect than the parasympathetic nervous system. As the experiment progresses, the users could relax, would explain the observed trend. Furthermore, the same trend was also observed in the result of the questionnaire on ease of talking Table 14. In this experiment, ten participants responded to the questionnaire. According to the result, there is no respondent that topic3 is the worst conversable. Rather, all respondents said that indicated topic3 was the most conversable. Thus, when considering the order of topics, it is better to present the topic that garners the most interest last.

Fig. 7 Overlap time graph (top) and LF/HF ratio correlation graph (bottom) for the users 2 and 11 pair

Fig. 8 Overlap time graph (top) and LF/HF ratio correlation graph (bottom) for the users 9 and 11 pair

Fig. 9 Overlap time graph (top) and LF/HF ratio correlation graph (bottom) for the users 7 and 11 pair
speech dialogue, which includes utterances, overlap of utterances, and type of speeches from the other pair mate. Moreover, in both pairs, the number of utterance tags of user1 is larger than that of user11. Therefore, we assume that users have the role of speaker or listener. The increments of overlap time for each topic for the mutual assistance pair were larger than that for the other pair. Moreover, the increment of the active conversation interval for each topic for the co-occurrence pair was larger than that for the other pair. Therefore, it is considered that co-occurrence and mutual assistance relationships may contribute to active conversation. Then, we investigated the LF/HF ratio calculated from heart rate during conversation for the mutual assistance pair. It was confirmed that synchronized LF/HF transition was observed in the interval when the other topic "sewing" was suggested. This topic was suggested after two topics of mutual assistance. To confirm user's answers of the questionnaire, we found users were connected by this topic as nearly mutual assistance relation.

We found that as the experiment progressed, the users become relaxed. The same trend was also observed in the results of the questionnaire about the ease of talking. All respondents had answered that topic3 was the easiest one to talk. From this, when thinking about the order of topics, it is better to present the topic that includes the most active conversation last. Moreover, there is likely to be some connection between active conversation and lapse in conversation, and co-occurrence and mutual assistance relationships. This is because the transition of the LF/HF ratio is similar to the transition of the overlap time interval in co-occurrence and mutual assistance pairs. For example, a high LF/HF ratio means the occurrence of the entrainment phenomenon, which indicates that the users are interested in conversation and its perpetuation. Moreover, a long overlap means frequent and the conversation was animated. The detection accuracy of active conversation and lapse in conversation is not very high. We assume two causes of this result. First, the topics we prepared for the experiments are likely difficult to talk about. So, we will have to review the questionnaire. Second, in some situations that users exhibit a strong trend of speaker and listener, active conversation may be difficult. Therefore, we need to reselect topics for experiments and consider the intensity level of the trend of speaker and listener.

In the future, to judge active conversation and lapse in conversation in real time, we detected both dialogue speech and heart rate. The use of these two factors was considered to ensure effective conversation support. In addition, in the future, as our further work, we will investigate whether the order effect of topics has an effect on active conversation and lapse in conversation. Therefore, a robot intervenes in a user's conversation at a suitable timing will become possible.

### Table 13 Correlation between overlap occurrence rate and the correlation graph of the LF/HF ratio

| relation       | user ID   | correlation |
|----------------|-----------|-------------|
| co-occurrence  | user2,11  | 0.05        |
| mutual assistance | user9,11  | 0.40        |
| the other      | user7,11  | -0.53       |

### Table 14 The result of the questionnaire on ease of talking

| topic       | worst ease of talk | most ease of talk |
|-------------|--------------------|-------------------|
| topic1      | 7                  | 0                 |
| topic2      | 3                  | 0                 |
| topic3      | 0                  | 10                |

5. Summary

Forming stronger human relationships is vital for better community formation. As a supporting system to strengthen bond among community members, we firstly tried to connect users by the co-occurrence and mutual assistance matching to form relationships. Then, we bring users together, and at which time, users may easily fall into an animated conversation upon the suggestion of a common topic. We conducted a questionnaire to acquire user’s personal characteristics, and co-occurrence and mutual assistance matching. Next, we conducted conversation experiments via Skype to investigate active conversation and lapses in conversation by using speech dialogue and the LF/HF ratio calculated from the user's heart rates. During the experiment, matched users had conversations centering on a common topic for 10 min. Users easily fell into an animated conversation when a common topic was suggested. We also investigated acoustic features, overlap of utterances, and type of speeches from the speech dialogue, which includes utterances, backchannel-feedbacks, and laughing.

We found that it is likely to detect active conversation and lapse in conversation on the basis of information of the heart rate and speech dialogue data. We investigated the types of utterance (back-channel feedback, utterance, and laughing), overlap time, and the durations of active conversation periods. We focused on the number of utterances and back-channel feedbacks. In the co-occurrence and the other pair, we focus on the number of back-channel feedback tags and utterance tags. In both pairs, the number of utterance tag of user11 is larger than that of the pair mate. Moreover, in both pairs, the number of back-channel feedback tags of the pair mate is larger than that of user11. Therefore, we assume that users have the role of speaker or listener. The increments of overlap time for each topic for the mutual assistance pair were larger than that for the other pair. Moreover, the increment of the active conversation interval for each topic for the co-occurrence pair was larger than that for the other pair. Therefore, it is considered that co-occurrence and mutual assistance relationships may contribute to active conversation. Then, we investigated the LF/HF ratio calculated from heart rate during conversation for the mutual assistance pair. It was confirmed that synchronized LF/HF transition was observed in the interval when the other topic "sewing" was suggested. This topic was suggested after two topics of mutual assistance. To confirm user's answers of the questionnaire, we found users were connected by this topic as nearly mutual assistance relation.

We found that as the experiment progressed, the users become relaxed. The same trend was also observed in the results of the questionnaire about the ease of talking. All respondents had answered that topic3 was the easiest one to talk. From this, when thinking about the order of topics, it is better to present the topic that includes the most active conversation last. Moreover, there is likely to be some connection between active conversation and lapse in conversation, and co-occurrence and mutual assistance relationships. This is because the transition of the LF/HF ratio is similar to the transition of the overlap time interval in co-occurrence and mutual assistance pairs. For example, a high LF/HF ratio means the occurrence of the entrainment phenomenon, which indicates that the users are interested in conversation and its perpetuation. Moreover, a long overlap means frequent and the conversation was animated. The detection accuracy of active conversation and lapse in conversation is not very high. We assume two causes of this result. First, the topics we prepared for the experiments are likely difficult to talk about. So, we will have to review the questionnaire. Second, in some situations that users exhibit a strong trend of speaker and listener, active conversation may be difficult. Therefore, we need to reselect topics for experiments and consider the intensity level of the trend of speaker and listener.

In the future, to judge active conversation and lapse in conversation in real time, we detected both dialogue speech and heart rate. The use of these two factors was considered to ensure effective conversation support. In addition, in the future, as our further work, we will investigate whether the order effect of topics has an effect on active conversation and lapse in conversation. Therefore, a robot intervenes in a user's conversation at a suitable timing will become possible.
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