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This chapter is a pedagogical review of methods and results for studying wave propagation in one-dimensional complex structures. We describe and compare the tight-binding, scattering matrix, transfer matrix and Riccati formalisms. We present examples for transport through finite-sized layered dielectric systems with periodic, quasi-periodic, fractal, disordered, and random structure, illustrating how can spatial structure affect the spectrum of modes as well as the local mode intensity.

1.1. Introduction

Both classical and quantum waves are highly sensitive probes of the details of the physical and geometric structure of the medium in which they propagate. Periodic structures produce spectra with transmission bands, leading to the remarkable physics of photonic band gaps.\(^{1}\) Other kinds of structure, quasi-periodic,\(^{2,3}\) fractal, disordered or random,\(^{4-7}\) lead to other distinct spectral features, some of which suggest certain advantages for physical and engineering applications. Important questions include the frequency distribution of modes, as well as their spatial localization. Recent experimental advances suggest that various types of complex media can now be fabricated with high precision. This review is designed to summarize some basic theoretical tools for designing layered structures in order to produce desired properties of the mode spectra and the local mode densities.

We describe the density of states, the counting function (the integrated density of states), the transmission probability, and the local field amplitude and intensity, each of which has a direct physical meaning. We compare and contrast different computational methods: the tight-binding, scattering matrix, transfer matrix, and Riccati methods, and we present a variety of results to illustrate the effect of the layered structure type on the aforementioned physical quantities.
1.2. Wave equations

The general aspects of coherent propagation are common to a wide variety of waves which propagate in scattering media. This notwithstanding, each type of wave exhibits its own characteristic behavior. In this section, we present several examples of wave equations, and we study two important classes in greater detail: the Helmholtz equation, which describes scalar wave propagation suited for electromagnetic TE or TM modes propagating in a dielectric, and the Schrödinger equation associated with a non-interacting electron gas (weakly disordered metals or semiconductors).

1.2.1. Helmholtz equation

The case of electromagnetic waves is special, for several reasons. It is probably one of the earliest examples where changes in wave phase coherence due to passage through a random medium was examined. In the beginning of the twentieth century, very precise studies were carried out on electromagnetic wave propagation through diffusive media, specifically the atmosphere. From a conceptual viewpoint, this problem stimulated the community working in the theory of probability, who regarded it as a new field for the application of methods developed for the study of Brownian motion. For the atmosphere, the description in terms of a static disordered medium is not appropriate. For many other cases, however, the description in terms of static disorder described by a time-independent potential works well, and it is this case that we consider in the present section.

For a TE mode propagating in the $x$ direction along a medium with spatially varying dielectric function $\epsilon(x)$, Maxwell’s equations for the electromagnetic field amplitudes, $E_z = \psi(x)e^{-i\omega t}$ and $H_y = \chi(x)e^{-i\omega t}$, become two coupled equations:

$$\frac{d\psi}{dx} = i k_0 \chi,$$
$$\frac{d\chi}{dx} = i k_0 \frac{\epsilon(x)}{\bar{\epsilon}} \psi$$

where $k_0 = \frac{\pi \omega}{c}$, namely for an average dielectric of refractive index $\bar{n} = \sqrt{\frac{\epsilon}{\epsilon_0}}$ and average dielectric constant $\bar{\epsilon}$ (See for instance, Chap.2). This reduces to a scalar Helmholtz equation for $\psi(x)$:

$$-\frac{d^2\psi}{dx^2} - k_0^2 \psi = E \psi(x)$$

where $\psi(x) \equiv \frac{\epsilon(x)}{\bar{\epsilon}} - 1 \equiv n^2(x) - 1$, with refractive index $n(x)$.

1.2.2. Schrödinger equation

The Schrödinger wave equation for a particle of mass $m$ in a one dimensional potential $V(x)$ also has a Helmholtz-like form:

$$-\frac{\hbar^2}{2m} \frac{d^2\psi}{dx^2} + V(x) \psi = E \psi(x)$$

This can be formally written as $H \psi = k^2 \psi$.
1.3. Tight binding formalism

The two examples we have discussed are not the only ones to exhibit effects related to coherent propagation in complex media. In fact, these effects are common to all wave phenomena (quantum, optical, hydrodynamic, etc), independent of dispersion relation and space dimension, provided that there are no nonlinear effects. Indeed, these may hide complexity effects. Moreover, nonlinear equations often have special solutions (solitons, vortices,...) whose stability is ensured by a topological constraint which is very difficult to destabilize by means of a disordered potential. The competitive role of disorder and nonlinearity is important but is still relatively poorly understood.

1.3. Tight binding formalism

For certain applications, a discrete version of the Helmholtz and Schrödinger equations may be more appropriate or more tractable numerically. The tight-binding version of the Schrödinger equation is widely used, for example in condensed matter physics. We write (1.3) in the general form:

$$\frac{1}{2} \frac{d^2 \psi}{dx^2} - v(x) \psi = -k^2 \psi$$

(1.4)

Discretize space into a succession of identical layers of thickness $\Delta$:

$$\frac{1}{2\Delta^2} [\psi_{n+1}(k) - 2\psi_n(k) + \psi_{n-1}(k)] + [k^2 - v_n] \psi_n(k) = 0$$

(1.5)

In the limit $\Delta \to 0$, the previous equation can be rewritten as:

$$\frac{1}{2\Delta^2} \psi_{n+1}(k) + \frac{1}{2\Delta^2} \psi_{n-1}(k) = \left(1 - k^2 \Delta^2\right) e^{\Delta^2 v_n} \psi_n(k)$$

(1.6)

Defining the dimensionless quantities: $e = 1 - k^2 \Delta^2$, $\phi_n(e) = e^{\Delta^2 v_n/2} \psi_n$ and $t_{n,n+1} = e^{-(\Delta^2/2)(v_n+v_{n+1})}$, the wave equation takes the canonical discrete form:

$$t_{n,n+1} \phi_{n+1}(e) + t_{n,n-1} \phi_{n-1}(e) = 2e \phi_n$$

(1.7)

often referred to as non-diagonal tight-binding description. The equivalent diagonal tight-binding form is:

$$\phi_{n+1}(e) + \phi_{n-1}(e) + v_n \phi_n = 2e \phi_n$$

(1.8)

These two equivalent forms define three-term recursion relations, whose solutions are families of polynomials. They show up in various problems such as the master equation, random walks, and laplacian problems. An important issue is to determine the corresponding family of properly normalized orthogonal polynomials and their spectral distribution. For example, the solutions for a periodic potential are in terms of Chebychev polynomials, as discussed below in Section 1.8.3.

For a system of length (number of sites) $N$, the tight-binding equation can be written in a matrix form $H_N \Phi = e \Phi$. The system has thus $N$ eigenenergies, we shall denote by $e_1, \ldots, e_N$. The counting function, $\mathcal{N}(e)$, or integrated density of states, is defined as the fraction of eigenenergies that are smaller than a given energy $e$:

$$\mathcal{N}(e) = \frac{1}{N} \sum_{i=1}^{N} \theta(e - e_i)$$

(1.9)
where \( \theta(x) \) is the Heaviside step function, equal to 1 (resp. 0) for \( x \geq 0 \) (resp. \( x < 0 \)). For large enough \( N \), the counting function is independent of the choice of boundary conditions. The counting function is usually a well defined and continuous function of energy. Its derivative, \( \rho(e) = \frac{dN}{de} \), if it exists, is called the density of states (or density of modes). It is a sum of Dirac delta functions,

\[
\rho(e) = \frac{1}{N} \sum_{i=1}^{N} \delta(e - e_i).
\] (1.10)

As we shall see, for fractal systems, the counting measure \( dN(e) \) exhibits a singular behavior related to divergences of the density of states.

**Remark:** There is a connection between the counting function and the zeroes of the wave function in one-dimensional systems. Consider for simplicity the form (1.8) of the tight-binding wave equation for \( N \) sites. Assuming zero boundary conditions (Dirichlet), \( \phi_0 = \phi_{N+1} = 0 \), and \( \phi_1 = 1 \) as a normalization, we have, \( \phi_2 = e - \nu_1 \), \( \phi_3 = (e - \nu_1)(e - \nu_2) - 1 \), and so on, so that,

\[
\phi_{N+1} = \prod_{i=1}^{N} (e - e_i),
\] (1.11)

namely the zeroes of the wave function are related to the location of eigen-energies.

The tight binding description allows to make interesting connections to other descriptions such as the transfer matrix approach (see sections 1.5 and 1.8.3). A simple illustration for the connection is the simple case of the laplacian evolution in the absence of scattering potential. It corresponds to (1.4) for \( v(x) \equiv 0 \). For the tight binding problem it corresponds to taking \( t_{n,m} \equiv 1 \) for all sites, namely to solve the three term recursion:

\[
\phi_{n+1}(e) = 2e \phi_n - \phi_{n-1}(e).
\] (1.12)

The solution of this specific recursion is well known and given by the Chebyshev polynomials of the first kind. For \(-1 \leq e \leq 1\), the solutions are \( \phi_n(e) = T_n(\cos \theta) = T_n(\cos \theta) = \cos n\theta \), where \( e = \cos \theta \), and \( \theta \in [-\pi, \pi] \) is the so called Bloch angle. Their spectral distribution is characterized by the density of states:

\[
\rho(e) = \frac{1}{2\pi} \frac{d\theta}{de} = \frac{1}{2\pi} \frac{1}{\sqrt{1 - e^2}}
\] (1.13)

which corresponds to a well known results both in tight-binding and for the invariant spectral measure of Chebyshev polynomials.\(^{12}\)

**1.3.1. Tight-binding approach to the Helmholtz equation**

The tight binding version of the scalar wave (Helmholtz) equation is obtained along the same lines.\(^{11}\) To derive it, consider instead of the continuous variation of the refractive index \( n(x) \), a succession of \( N \) dielectric layers extending from \( 0 \leq x \leq x_1 \), \( x_1 \leq x \leq x_2 \), \( \ldots \), \( x_{N-1} \leq x \leq x_N \). For each layer of thickness \( l_i \) there is a constant refractive index \( n_i \). We can then rewrite (1.6) as:

\[
\psi_{i+1} = \lambda_i \psi_i - \mu_i \psi_{i-1}
\] (1.14)
1.4. Scattering matrix formalism

Propagation through a one-dimensional structure can be described by a scattering matrix, or S-matrix, $S(k)$, relating incoming and outgoing amplitudes of propagating plane waves of wave vector $k = \omega / c$ (see Figure 1.1). Excellent pedagogical discussions, particularly for one-dimensional systems, can be found in.\(^{13–15}\)

Figure 1.1. Schematic description of the scattering matrix setup, showing the incoming ($i_R, i_L$) and outgoing ($o_R, o_L$) amplitudes on the left and right of the scattering region.

With obvious notations, the scattering S matrix is defined as:

$$
\begin{pmatrix}
  o_L \\
o_R
\end{pmatrix} = \begin{pmatrix}
r & t \\
t & r'
\end{pmatrix} \begin{pmatrix}
i_L \\
i_R
\end{pmatrix} \equiv S \begin{pmatrix}
i_L \\
i_R
\end{pmatrix}.
$$

(1.16)

We consider the system to be invariant under time reversal, so that the matrix $S$ is symmetric. Furthermore, it is unitary ($S^{-1} = S^\dagger$) as a consequence of conservation of probability (for the Schrödinger equation), or of the intensity of the field (for the Helmholtz equation). This leads to the set of relations:

$$
|r|^2 + |t|^2 = 1 \quad (1.17)
$$

$$
|r'|^2 + |t'|^2 = 1 \quad (1.18)
$$

$$
t^* r + r' t^* = 0. \quad (1.19)
$$

These equations imply that $\det S = r r' - t^2 = -t / t^*$. Since $S$ is unitary, it can be diagonalized by a unitary transformation into the diagonal form:

$$
\begin{pmatrix}
e^{i\phi_1} & 0 \\
0 & e^{i\phi_2}
\end{pmatrix}.
$$

(1.20)

Defining the total phase shift, $\delta(k) \equiv (\phi_1(k) + \phi_2(k)) / 2$, we then have:

$$
\det S(k) = e^{2i\delta(k)} = -\frac{t}{t^*}. \quad (1.21)
$$
From the definition of the phase of the transmission amplitude, \( t = |t|e^{i\alpha} \), and from (1.21), we obtain the relation \( \delta(k) = \alpha(k) + \pi/2 \). A simple and elegant relation exists between the phase shift \( \delta(k) \) and the change of density of states \( \rho(k) \):

\[
\rho(k) - \rho_0(k) = \frac{1}{2\pi} \Im \frac{\partial}{\partial k} \ln \det S(k) \tag{1.22}
\]

where \( \rho_0(k) \) is the density of states for the free system, namely with zero potential for the Schrödinger equation in (1.3), or \( \epsilon(x) = \epsilon_0 \) for the Helmholtz equation (1.2).

The source of scattering in either Schrödinger or Helmholtz equations is the potential \( V(x) \) (or the varying refractive index \( n(x) \)). Should they vanish, the \( S \)-matrix reduces to the identity. Now assume that they decrease fast enough so that we can enclose the scattering system (the “black box” in Fig. 1.1.) inside a region of size \( L \), much larger than the support of the scattering potential. Apply periodic boundary conditions, \( \psi(0) = \psi(L) \) and \( \psi'(0) = \psi'(L) \), at the boundary of the large box, noting that for large enough \( L \), the physics is independent of the precise boundary conditions. For large enough \( L \),

\[
\psi(0) = \psi(L) \quad \Rightarrow \quad iL + o_L = oRE^{ikL} + iRE^{-ikL}
\]

\[
\psi'(0) = \psi'(L) \quad \Rightarrow \quad ik(iL - o_L) = ik(oRE^{ikL} - iRE^{-ikL}) \tag{1.23}
\]

These algebraic relations may be written as a spectral condition:

\[
\det \left( 1 - e^{ikL} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} S(k) \right) = 0. \tag{1.24}
\]

Solving for \( S \), leads to the following relation between the total phase shift defined in (1.21) and the possible wave vectors:

\[
k_n(L) = \frac{\pi n}{L} - \frac{\delta(k_n)}{L} \tag{1.25}
\]

Noting that \( k_n(0) = \pi n/2L \) are the eigenmodes in the absence of scattering potential, namely for \( \delta(k) = 0 \), we can rewrite (1.25) for two consecutive values of \( n \) under the form,

\[
(k_{n+1} - k_n) \left( L + \frac{d\delta(k)}{dk} \right) = \pi \tag{1.26}
\]

Defining the density of states, or density of modes (DOM) as \( \rho(k) = 1/(k_{n+1} - k_n) \) leads to (1.22):

\[
\rho(k) - \rho_0(k) = \frac{1}{\pi} \frac{d\delta(k)}{dk} \tag{1.27}
\]

Recalling the definition in (1.9) of the counting function, \( N'(k) = \int k \rho(k') dk' \), and its relation to the DOM in (1.10), we obtain:

\[
\delta(k) = \pi \Delta N(k) = \pi (N(k) - N_0(k)) \tag{1.28}
\]

which relates the total phase shift of the \( S \)-matrix to a spectral quantity. Both (1.22) and (1.28) are rather remarkable (and well-known) results since they express the fact that a measurement of the scattering data from a black box allows one to retrieve its spectral information provided it is coupled to the external environment. Some further details are given in the next section.
1.4. Scattering matrix formalism

1.4.1. Derivation 2: Green’s function and resolvent

A more formal derivation, valid for all types of waves, is formulated in terms of Green’s functions. A thorough description for the cases of interest here is presented (among others) in Chapter 3 of. Here we present some salient results as well as new expressions obtained using the Gelfand-Yaglom description. For practical purpose, we consider the Schrödinger equation, but we keep in mind that these considerations apply equally to other wave equations. We denote by $H$ the Hamiltonian of the scattering system and by $H_0$ those of the free system, so that $V = H - H_0$ defines the scattering potential.

We define the Green’s operators (resolvents) for the systems with and without the potential:

$$G_{\pm} = \frac{1}{E \pm i\epsilon - H}, \quad G_{\pm}^{(0)} = \frac{1}{E \pm i\epsilon - H_0}, \quad \epsilon \to 0^+$$

(1.29)

The relation to density of states $\rho(E)$ defined in (1.10) follows from the identity:

$$G_+ - G_- = \frac{-2i\epsilon}{(E - H)^2 + \epsilon^2} = -2\pi i \delta(E - H)$$

(1.30)

Thus, we have

$$\rho(E) \equiv \text{tr} \delta(E - H) = -\frac{1}{2\pi i} \text{tr} (G_+ - G_-)$$

$$= \frac{1}{2\pi i} \frac{\partial}{\partial E} \ln G_+ - \frac{1}{2\pi i} \frac{\partial}{\partial E} \ln \det G_+$$

(1.31)

Here we have used the fundamental relation:

$$\text{tr} \ln(\text{operator}) = \ln \det(\text{operator})$$

(1.32)

which is clear for diagonalizable matrices, but which also applies to the operators being considered here. In fact, the density of states should be defined relative to the free density of states:

$$\Delta \rho(E) = \rho(E) - \rho_0(E) = \frac{1}{2\pi i} \frac{\partial}{\partial E} \ln \det \left( \frac{G_+}{G^{(0)}_+} \frac{G^{(0)}_-}{G_-} \right)$$

$$= \frac{1}{2\pi i} \frac{\partial}{\partial E} \ln \left( \frac{G_+}{G^{(0)}_+} \right)$$

(1.33)

For a hermitian Hamiltonian $H$, the S-matrix is defined as

$$S \equiv \frac{G_+ + G^{(0)}_+}{G^{(0)}_+} \Rightarrow S^\dagger = S^{-1} \quad \text{(unitarity)}$$

(1.34)

and so the result (1.22) follows.

These results are part of a vast literature on the subject generally known as the Krein-Birman-Schwinger formulation. It is based on the generalization of the resolvent operator $G(z) = 1/(z - H)$ to the complex $z$-plane. The determinant
of the S-matrix defined in (1.34) can be related to the resolvents defined in the presence \((G)\) and in the absence \((G^{0})\) of the scattering potential,

\[
\ln \det S(z) = \ln \det(z - H) - \ln \det(z - H_{0}). \tag{1.35}
\]

Thus,

\[
\text{Im} \text{Tr} [G(E + i0^{+}) - G_{0}(E + i0^{+})] = \pi \frac{d}{dE} \left( \frac{i}{2\pi} \ln \det S(E) \right). \tag{1.36}
\]

Recalling that the density of states is given by \(\pi \rho(E) = -\text{Im} \text{Tr} G(E + i0^{+})\) leads again to (1.22). This relation is a particular case of a more general set of relations known as the Krein-Birman-Schwinger relations which can be rewritten as,

\[
\text{Tr} [G(z) - G_{0}(z)] = \int_{-\infty}^{\infty} dE \frac{i}{2\pi} \ln \det S(E) \tag{(1.37)}
\]

or more generally,

\[
\text{Tr} [\Phi(H) - \Phi(H_{0})] = \int_{-\infty}^{\infty} dE \frac{d\Phi}{dE} \frac{i}{2\pi} \ln \det S(E) \tag{(1.38)}
\]

where \(\Phi(H)\) is some regular function of the Hamiltonian \(H\). When applied to \(\Phi(x) = e^{-tx}, \tag{(1.38)}\) gives the well known relations between the heat kernel \(P(t) \equiv \text{Tr} (e^{-tH})\) and the S-matrix:

\[
P(t) - P_{0}(t) = \int_{-\infty}^{\infty} dE e^{-tE} [\rho(E) - \rho_{0}(E)] \tag{(1.39)}
\]

and between the zeta function \(\zeta_{H}(s) = \text{Tr} H^{-s}\) and the total phase shift:

\[
\zeta_{H}(s) - \zeta_{H_{0}}(s) = -\int_{-\infty}^{\infty} dE dE^{-s} \frac{d\delta(E)}{dE} \tag{(1.40)}
\]

We now introduce some terminologies used in different fields to describe related quantities. From (1.34), we have that

\[
\det S(z) = \det \frac{z - H}{z - H_{0}} \tag{(1.41)}
\]

We can rewrite (1.35) in the form \(\ln \det S(z) = \text{Tr} \ln(z - H) - \text{Tr} \ln(z - H_{0})\). Then, using the definition of the counting function \(N(E)\), we have

\[
i\delta(z) = \int dN(E) \ln(z - E) - \int dN_{0}(E) \ln(z - E) \tag{(1.42)}
\]

The quantity \(i\delta(z) = L(z)\) is sometimes called the Lyapunov function.\(^{6}\) Taking \(z = E + i\varepsilon\) with \(\varepsilon \to 0^{+}\), we obtain

\[
\delta(E) = \pi (N(E) - N_{0}(E)) \tag{(1.43)}
\]

which states that the total phase shift measures the change of counting function up to energy \(E\) in the presence of the scattering potential. The quantity \(\Delta(z) = e^{2L(z)} = \det(z - H)/(z - H_{0})\) is often called the Fredholm determinant or the Böttcher function in the mathematics literature.\(^{17}\)

There is an interesting relation established by Herbert and Jones and by Thouless,\(^{21}\) which identifies the real part of the Lyapunov function

\[
\gamma(E) \equiv \text{Re} L(E + i\varepsilon) = \int dN(E') \ln |E - E'| \tag{(1.44)}
\]
as the spatial decay (or localization) length of the corresponding energy state.
1.4.2. **Gelfand-Yaglom description and Transmission Probability**

In fact, in addition to the density of states $\Delta \rho(E)$, the Green’s functions defined in the previous section 1.4.1 can also be used to compute the transmission probability $T = |t|^2$. Such a combined description of spectral (density of states) and transport (total transmission probability) provides a very useful and powerful description of physical properties of quantum mesoscopic systems.\(^7,22\) The results can be summarized as follows. Define the ratios of Green’s functions to free Green’s functions as: $W_\pm = G_\pm / G_\pm^{(0)}$. Then the transmission probability can be computed as the product of determinants:

$$T(E) = |t(E)|^2 = \det (W_+(E)) \det (W_-(E)) = |\det W_+(E)|^2$$ \hspace{1cm} (1.45)

while the density of states follows from the ratio of determinants:

$$\Delta \rho(E) = \frac{1}{2\pi i} \frac{\partial}{\partial E} \ln \left| \frac{\det (W_+(E))}{\det (W_-(E))} \right|$$ \hspace{1cm} (1.46)

These relations are valid in any space dimension, but are sometimes difficult to implement in specific problems since they involve formal definitions of determinants. However, for one-dimensional scattering problems these calculations simplify dramatically using the Gelfand-Yaglom theorem, which we now describe.

**Gelfand-Yaglom theorem:**

At first sight one might think that computing the determinant of a differential operator is a hopeless task, as there are infinitely many eigenvalues, which then need to be multiplied together. However, the Gelfand-Yaglom theorem is a remarkable result that allows one to compute the determinant of a (one-dimensional) differential operator without computing any eigenvalues.\(^23-26\)

Consider the one-dimensional scattering problem with potential $V(x)$, as illustrated in the Figure 1.2 and the Hamiltonians $H = -\frac{d^2}{dx^2} + V$, and $H_0 = -\frac{d^2}{dx^2}$. According to (1.45), the transmission probability is

$$T(E) = |t(E)|^2 = \left| \frac{\det (H_0 - E - i\epsilon)}{\det (H - E - i\epsilon)} \right|^2.$$ \hspace{1cm} (1.47)

The determinant can be computed in an efficient way using the Gel’fand-Yaglom theorem, which for our purposes can be stated as follows:

Consider the Schrödinger eigenvalue problem $H\psi = \lambda\psi$, on the interval $x \in \left[ -\frac{L}{2}, \frac{L}{2} \right]$, where $L$ is, as previously, much larger than the range of the potential $V(x)$. We apply Dirichlet boundary conditions, as this is relevant for the scattering problem, but the Gelfand-Yaglom theorem can be generalized to other boundary conditions.\(^26\) Then the determinant of $H$ can be computed as follows: solve the zero eigenvalue initial value problem: $Hu = 0$, with $u\left( -\frac{L}{2} \right) = 0$ and $u'\left( -\frac{L}{2} \right) = 1$, and similarly for $H_0u_0 = 0$. Then the Gelfand-Yaglom result\(^23-26\) states that

$$\frac{\det H}{\det H_0} = \frac{u\left( L \frac{L}{2} \right)}{u_0\left( L \frac{L}{2} \right)}$$ \hspace{1cm} (1.48)
Notice that this means that all one needs to do is to numerically integrate, with simple initial value boundary conditions, from one end of the interval to another, which is straightforward to implement numerically, as illustrated in figure 1.2. For other boundary conditions there are analogous results.

\[ u \sim \frac{\sin \left( k \left( x + \frac{L}{2} \right) \right)}{k} \approx \frac{1}{2ik} \left( e^{ik(x+L/2)} - e^{-ik(x+L/2)} \right) \] (1.49)

which has been decomposed into its “right-mover” and “left-mover” parts. Similarly, near \( x = +L/2 \), again the potential vanishes, so we can write

\[ u \sim A e^{ik(x+L/2)} + B e^{-ik(x+L/2)} \] (1.50)

for some coefficients \( A \) and \( B \). To describe scattering from the right (for the probability, the direction does not matter), we take \( k \to k + i\varepsilon \), with \( \varepsilon \to 0^+ \), so that as \( L \to \infty \) we select only the left-mover near \( x = -L/2 \). Near \( x = +L/2 \), this selects the left-mover, \( e^{-ik(x+L/2)} \) term, which is the incident wave. Thus, the transmission amplitude is

\[ T(k) = \frac{\frac{1}{2ik} e^{-ikL/2}}{B e^{-ikL/2}} = -\frac{1}{2ikB} \] (1.51)

But \( u_0 = \frac{1}{2ik} \left( e^{ik(x+L/2)} - e^{-ik(x+L/2)} \right) \), so that \( u_0(L/2) = -\frac{1}{2ik} e^{-ikL} \) at \( x = +L/2 \). Similarly, \( u'(L/2) = B e^{-ikL} \). So:

\[ \frac{u(L/2)}{u_0(L/2)} = -2ikB = \frac{1}{T} \] (1.52)

from which the result \( (1.47) \) follows.
1.5. Transfer matrix formalism

In the previous section, we have advocated the description of wave propagation in complex systems using the S-matrix. It relates outgoing to incoming amplitudes in a unitary way, and provides a number of elegant expressions for spectral and transport quantities. However, in certain situations, such as for transport in one-dimensional problems, the transfer matrix formalism offers computational advantages. For example, in layered systems it is useful to take advantage of the propagation of an incoming wave along a given fixed direction using the multiplicative property of the transfer matrix. To see how this works, rewrite (1.16) in an equivalent form, relating left-bound and right-bound amplitudes, instead of incoming and outgoing amplitudes (see figure 1.1.):

\[
\begin{pmatrix}
    i_R \\
    o_R
\end{pmatrix} = \begin{pmatrix}
    i_L \\
    o_L
\end{pmatrix} \equiv M \begin{pmatrix}
    0_t \\
    0_t
\end{pmatrix}
\]

which defines the transfer matrix \( M \). Note that \( \det M = 1 \). For a symmetric potential, namely for \( r' = r \), \( M \) takes the interesting symmetric form:

\[
M = \begin{pmatrix}
    1/t & -r/t \\
    -r/t^* & 1/t^*
\end{pmatrix}
\]

(1.54)

Remark: A great asset of the S-matrix and M-matrix formulations is that they are very general and they do not require to specify a wave equation or any local properties such as group velocity, dispersion at least until some more specific calculations.

The main advantage of the transfer matrix description (1.54) over the S-matrix is that it allows to perform the calculation of the total transfer \( M \) matrix for the case of a one-dimensional periodic, quasi-periodic (fractal) case since we have a multiplication structure. The transfer matrix can be viewed as a mapping transforming the wave after it passes through each scatterer or layer. Note first that the eigenvalues \( \lambda_\pm \) of (1.54) are solutions of \( \lambda^2 - 2\lambda \text{Re}(1/t) + 1 = 0 \). Since \( M \) is unimodular, \( \lambda_+ \lambda_- = 1 \) and propagating wave solutions correspond to \( -2 \leq 2\text{Re}(1/t) = \text{Tr}M \leq 2 \), we can parameterize:

\[
\text{Tr}M \equiv 2 \cos \theta(k)
\]

(1.55)

which defines the so-called Bloch angle \( \theta(k) \). The eigenvalues of \( M(k) \) are thus \( e^{\pm i\theta(k)} \). There is an important relation between the Bloch angle and the total phase shift \( \delta(k) \) defined in (1.21). To establish it, we start from the relation \( 1 - e^{2i\delta} = 2t \cos \theta \) between the two equivalent S and M formulations. Multiplying both sides by its complex conjugate, we obtain:

\[
\sin \delta(k) = \pm |t| \cos \theta(k)
\]

(1.56)

Using the expression (1.9), we obtain a relation between the counting function and the Bloch angle:

\[
\pi \Delta N(k) = \delta(k) = \text{Arcsin}(|t| \cos \theta(k))
\]

(1.57)

This expression is useful numerically. It allows one to obtain directly the counting function and the density of modes by derivation from a counting of the accumulated Bloch angle. Before entering into more details for the case of the Helmholtz equation, we present now a slightly different but yet closely related point of view.
1.6. Transfer matrices and a discrete Riccati equation

For convenience, we consider in this section the case of the Schrödinger equation. Consider scattering above a single step, as indicated in the figure 1.3. The wavefunctions to the left and right of the step, located at $x = a_n$, can be expressed as:

$$\psi_n = \frac{1}{\sqrt{2k_n}} \left( A_n e^{ik_n x_n} + B_n e^{-ik_n x_n} \right), \quad x_n < a_n$$  \hspace{1cm} (1.58)

$$\psi_{n+1} = \frac{1}{\sqrt{2k_{n+1}}} \left( A_{n+1} e^{ik_{n+1} x_{n+1}} + B_{n+1} e^{-ik_{n+1} x_{n+1}} \right), \quad x_{n+1} > a_n$$  \hspace{1cm} (1.59)

where $k_n = \sqrt{E - V_n}$ and $k_{n+1} = \sqrt{E - V_{n+1}}$.

![Figure 1.3.](image)

Matching $\psi$ and $\psi'$ at $x = a_n$, we connect the coefficients of the left- and right-moving waves as:

$$\begin{pmatrix} A_{n+1} \\ B_{n+1} \end{pmatrix} = \begin{pmatrix} \alpha_n & \beta_n \\ \beta_n^* & \alpha_n^* \end{pmatrix} \begin{pmatrix} A_n \\ B_n \end{pmatrix}$$  \hspace{1cm} (1.60)

where

$$a_n = \frac{k_{n+1} + k_n}{2\sqrt{k_n k_{n+1}}} e^{i(k_n - k_{n+1})a_n}, \quad \beta_n = \frac{k_{n+1} - k_n}{2\sqrt{k_n k_{n+1}}} e^{-i(k_n + k_{n+1})a_n}$$  \hspace{1cm} (1.61)

For scattering from the left we set $B_{n+1} = 0$ and deduce the reflection and transmission amplitudes:

$$r_n = \frac{B_n}{A_n} = -\frac{\beta_n^*}{\alpha_n^*}, \quad t_n = \frac{A_{n+1}}{A_n} = \frac{1}{\alpha_n}$$  \hspace{1cm} (1.62)

Conservation of probability is satisfied at each step, since $|r_n|^2 + |t_n|^2 = 1$, which is equivalent to $|a_n|^2 - |\beta_n|^2 = 1$, and which corresponds to the fact that the transfer matrix defined in (1.60) has unit determinant. The transfer matrix equation (1.60) can also be expressed as an evolution equation for the $r_n$:

$$r_{n+1} = \frac{\beta_n^*}{\alpha_n^*} + r_n \frac{\beta_n}{\alpha_n} r_n$$  \hspace{1cm} (1.63)

which we recognize as a discrete form of a Riccati equation.
1.6. Transfer matrices and a discrete Riccati equation

1.6.1. Continuous limit of discrete Riccati equation

In order to take the continuous limit of a smoothly varying potential, for scattering above the potential, we think of the potential as broken into a series of discrete steps and successively apply the transfer matrix formalism of the previous section to pass from one step to the next. It proves convenient to use a slightly modified phase convention than in (1.59): in the $x_n$ segment, $a_n < x_n < a_{n+1}$ we define

$$
\psi_n = \frac{1}{\sqrt{2k_n}} \left( e^{i\sum_{j=0}^{n-1} k_j (a_j - a_{j-1})} \tilde{A}_n e^{ik_n (x_n - a_{n-1})} + e^{-i\sum_{j=0}^{n-1} k_j (a_j - a_{j-1})} \tilde{B}_n e^{-ik_n (x_n - a_{n-1})} \right)
$$

and in the $x_{n+1}$ segment, $a_n < x_{n+1} < a_{n+1}$ we define

$$
\psi_{n+1} = \frac{1}{\sqrt{2k_{n+1}}} \left( e^{i\sum_{j=0}^{n} k_j (a_j - a_{j-1})} \tilde{A}_{n+1} e^{ik_{n+1} (x_{n+1} - a_n)} + e^{-i\sum_{j=0}^{n} k_j (a_j - a_{j-1})} \tilde{B}_{n+1} e^{-ik_{n+1} (x_{n+1} - a_n)} \right)
$$

This phase convention refers the phase to the left-hand end of the segment, and keeps a total accumulated phase from previous segments. Then the transfer matrix relation (1.60) becomes:

$$
\begin{pmatrix}
\tilde{A}_{n+1} \\
\tilde{B}_{n+1}
\end{pmatrix} =
\begin{pmatrix}
\tilde{A}_n & \tilde{B}_n \\
\tilde{B}_n^* & \tilde{A}_n^*
\end{pmatrix}
\begin{pmatrix}
\tilde{A}_n \\
\tilde{B}_n
\end{pmatrix}
$$

(1.66)

where now $\tilde{A}_n$ is real:

$$
\tilde{A}_n = \frac{k_n + k_{n+1}}{2\sqrt{k_n k_{n+1}}}, \quad \tilde{B}_n = \frac{k_{n+1} - k_n}{2\sqrt{k_n k_{n+1}}} e^{-2i\sum_{j=0}^{n} k_j (a_j - a_{j-1})}
$$

(1.67)

Clearly we still have unitarity: $|\tilde{A}_n|^2 - |\tilde{B}_n|^2 = 1$, for all $n$. Defining a reflection amplitude at step $n$ as $\tilde{r}_n \equiv \tilde{B}_n / \tilde{A}_n$, the evolution equation (1.63) can be written as

$$
\tilde{r}_{n+1} - \tilde{r}_n = \frac{\tilde{B}_n \tilde{r}_n}{\tilde{A}_n} + \frac{\tilde{B}_n \tilde{r}_n}{\tilde{A}_n} \tilde{r}_n = \frac{\tilde{B}_n}{\tilde{A}_n} \left( 1 - \frac{\tilde{B}_n \tilde{r}_n}{\tilde{A}_n} \right)
$$

(1.68)

where we have used the fact that the $\tilde{A}_n$ are real with this phase convention.

To take the continuous limit, we take the $a_n$ to be equally spaced by distance $\Delta$, and note that

$$
\frac{k_{n+1} - k_n}{\Delta} \to -\frac{1}{2} V_{n+1} - V_n \quad \frac{1}{2 \Delta \sqrt{E - V_n}} \to -\frac{1}{2 Q(x)}
$$

(1.69)

$$
\frac{1}{k_{n+1} + k_n} \to \frac{1}{2 Q(x)}
$$

(1.70)

where $Q(x) = \sqrt{E - V(x)}$. Therefore,

$$
\frac{1}{\Delta \tilde{A}_n^*} = \frac{1}{\Delta} \left( \frac{k_{n+1} - k_n}{k_{n+1} + k_n} \right) e^{2i\sum_{j=0}^{n} k_j (a_j - a_{j-1})} \to \frac{Q'(x)}{2Q(x)} e^{2i \int x' Q(x') dx'}
$$

(1.71)

and similarly for the conjugate. Furthermore, $\tilde{B}_n / \tilde{A}_n = O(\Delta) \to 0$. Therefore, the continuum limit of the discrete Riccati equation (1.68) is

$$
\tilde{p}'(x) = \frac{Q'}{2Q} \left( e^{2i \int x' Q(x') dx'} - \tilde{p}^2(x) e^{-2i \int x' Q(x')} \right)
$$

(1.72)
This is straightforward to implement numerically: integrate for scattering from
the left with the initial condition \( \tilde{r}(-\infty) = 0 \), yielding the reflection amplitude as
\( \tilde{r}(+\infty) \).

For comparison we briefly recall the derivation of this continuous Riccati equation (1.72) for one-dimensional scattering. Re-write the wavefunction \( \psi(x) \) in terms of WKB adiabatic solutions with coefficients \( \tilde{A}(x) \) and \( \tilde{B}(x) \) as:

\[
\psi(x) = \frac{1}{Q(x)} \left( \tilde{A}(x)e^{i \int^x Q} + \tilde{B}(x)e^{-i \int^x Q} \right) \tag{1.73}
\]

\[
\psi'(x) = \frac{iQ(x)}{2Q(x)} \left( \tilde{A}(x)e^{i \int^x Q} - \tilde{B}(x)e^{-i \int^x Q} \right) \tag{1.74}
\]

where, as above, \( Q(x) = \sqrt{E - V(x)} \). The decomposition (1.74) requires the following relation between the (complex) coefficient functions:

\[
\begin{pmatrix}
\tilde{A}'(x) \\
\tilde{B}'(x)
\end{pmatrix} = \frac{Q'(x)}{2Q(x)} \begin{pmatrix}
0 & e^{-2i \int^x Q} \\
e^{2i \int^x Q} & 0
\end{pmatrix} \begin{pmatrix}
\tilde{A}(x) \\
\tilde{B}(x)
\end{pmatrix} \tag{1.75}
\]

Then defining the reflection coefficient amplitude \( \tilde{r}(x) = \frac{\tilde{B}(x)}{\tilde{A}(x)} \), we see that it satisfies the differential equation

\[
\tilde{r}' = \frac{\tilde{A}B' - B\tilde{A}'}{A^2} = \frac{Q'}{2Q} \left( e^{2i \int^x Q} - \tilde{r}^2 e^{-2i \int^x Q} \right) \tag{1.76}
\]

in agreement with the limit (1.72) of the discrete transfer matrix approach.

Comments:

1. We should distinguish the Riccati form (1.76) from another, perhaps more familiar, realization of the Schrödinger equation as a Riccati equation: define a “momentum” function in terms of the derivative of the wavefunction \( \psi(x) \) as \( p = -i \alpha \ln \psi \), and the Schrödinger equation for \( \psi(x) \) becomes a Riccati equation for \( p(x) \)

\[
p' = iQ - ip^2 \tag{1.77}
\]

A simple computation shows that the two Riccati equations (1.76) and (1.77) are completely equivalent, with the functions \( p(x) \) and \( \tilde{r}(x) \) related by:

\[
p = -Q \left( \frac{1 - \tilde{r} e^{2i \int^x Q}}{1 + \tilde{r} e^{2i \int^x Q}} \right) , \quad \tilde{r} = e^{-2i \int^x Q} \left( \frac{Q + p}{Q - p} \right) \tag{1.78}
\]

2. It is worth noting that when integrating a Riccati differential equation, such as \( y'(x) = b(x) - c(x)y^2(x) \), it often proves numerically useful to use a Möbius integrator\(^{28}\) for step \( \Delta \)

\[
y_{n+1} = \frac{b_n \Delta + y_n}{1 + c_n y_n \Delta} , \tag{1.79}
\]

rather than a conventional Numerov integrator. Clearly, the discrete Riccati equation (1.63) is precisely of this form, when we make the phase choice (1.67).
1.7. Transfer matrix description for the Helmholtz equation

The purpose of this section is to implement the previous methods in the case of the propagation of electromagnetic waves in one-dimensional (1D) waveguide structures built out of complex media. We first reiterate the basic equations and then consider specific cases of layered dielectric media: free space, Fabry-Perot structure, periodic structures (photonic crystals), random systems and single impurity. Finally, we discuss in more detail the case of a Fibonacci potential. In all these cases, we obtain spectral quantities (transmission, counting function and density of modes) and the steady state (stationary) local structure of the electric field.

The use of the transfer matrix method for solving Maxwell equations in photonic systems essentially converts them into a set of finite difference equations in any dielectric stratified medium with $\epsilon(z)$, plane those in an adjacent plane. The method can serve as an approximation for the use of the transfer matrix method for solving Maxwell equations in photonic crystals, random systems and single impurity.

In 1D structures, transfer matrices relate the electric and magnetic fields in one plane those in an adjacent plane. The method can serve as an approximation for any dielectric stratified medium with $\epsilon = \epsilon(z)$, $\mu = \mu(z)$. In the case of an arbitrary finite structure of piecewise constant potential, the transfer matrix method is an exact solution.

The general solution for the transverse electric (TE) electric field $E_x$ propagating along the $z$-direction in a 1D structure is obtained from the solution of the wave equation $c^2 \partial^2 E_x / \partial t^2 - \partial^2 E_x / \partial z^2 = 0$. It takes the form

$$E_x(z,t) = E_x^{(R)}(z_0) e^{i(k_z(z)z-\omega t)} + E_x^{(L)}(z_0) e^{i(-k_z(z)z-\omega t)}$$  \hspace{1cm} (1.80)

where $E_x^{(R)}(z_0)$ and $E_x^{(L)}(z_0)$ denote rightbound ($R$) and leftbound ($L$) waves steady-state amplitudes evaluated at the origin $z_0$ of the structure. Setting $k(z) = n(z) k$, we can write for a monochromatic wave of frequency $\omega$,

$$E_x(z) = E_x^{(R)}(z_0) e^{ik(z)z} + E_x^{(L)}(z_0) e^{-ik(z)z}.$$  \hspace{1cm} (1.81)

Using the definition (1.53) of the transfer matrix $M$, we obtain

$$\begin{pmatrix} E_x^{(R)} \\ E_x^{(L)} \end{pmatrix}_{z_{\text{end}}} = M \begin{pmatrix} E_x^{(R)} \\ E_x^{(L)} \end{pmatrix}_{z_0}$$  \hspace{1cm} (1.82)

where $z_0$ and $z_{\text{end}}$ are the coordinates of the two outer boundaries of the structure. In non-absorbing dielectric structures considered here, conservation of energy implies that $M$ is a unitary $2 \times 2$ complex valued matrix of unity determinant. In a layered structure $z_0 < z_1 < \cdots < z_{\text{end}}$, and denoting $M_{z_i \rightarrow z_{i+1}}$ the transfer matrix associated to a layer, we have a general multiplication scheme:

$$M_{z_0 \rightarrow z_{\text{end}}} = M_{z_{\text{end}} \rightarrow z_{\text{end}}} \cdots M_{z_2 \rightarrow z_1} M_{z_0 \rightarrow z_1}.$$  \hspace{1cm} (1.83)

For practical purposes we consider from now on, the scheme represented in Figures 1.4 and 1.5 is a bit more intricate. Namely, each $M_{z_i \rightarrow z_{i+1}}$ appears as a product of sub-matrices responsible either for an interface boundary between two adjacent dielectrics or for the free propagation through a homogeneous dielectric slab.

We will now restrict ourselves to the more specific case of a binary layered structure built out of $N$ slabs of two types of dielectrics $A$ and $B$, where $n_{A,B}$ are
the respective refractive indices in type $A$ and $B$ slabs of respective corresponding thicknesses $d_{A,B}$. The notations for this case are given in figures 1.4 and 1.5. The solution (1.81) for the electric field in a single slab of type $A$ or $B$ can be written as:

$$E_{A,B}^{(R)} = E_{A,B}^{(R)}(R) e^{i(n_{A,B} k z)} + E_{A,B}^{(L)}(L) e^{i(-n_{A,B} k z)}$$ \hfill (1.84)

where $E_{A,B}^{(R)}$ and $E_{A,B}^{(L)}$ are the right-bound and left-bound electric fields evaluated at the left boundary of slab $A, B$.

**Remark:** As stated in the Remark in section 1.5, the $M$ (or $S$)-matrix formalism does not require precise knowledge of a local wave equation inside the structure and can be formulated without the input of a local group velocity (even ill-defined in the present case due to the discontinuity of the refractive index in the layered structure). But at some point the writing of relations (1.81) and (1.84) rely on the definition of a wave vector and a group velocity: here we assume free propagation in each individual slab.

![Figure 1.4. Setup of notations for the continuity relations at an interface ABA (upper figure) and for the free propagation through a slab (lower figure). Upper part: fields at the interfaces AB and BA are noted. Lower part: fields at the right and left ends of slab A and B are noted.](image)

An interface $I \equiv A \leftrightarrow B$ between adjacent slabs $A$ and $B$ is defined in figure 1.4. The boundary conditions at a dielectric interface are imposed through continuity relations:

$$E_A^{(R)} + E_A^{(L)} |_{I_{+_A}} = E_B^{(R)} + E_B^{(L)} |_{I_{-_B}} \quad \text{(continuity)}$$ \hfill (1.85)

and

$$n_A \left( E_A^{(R)} - E_A^{(L)} \right) |_{I_{+_A}} = n_B \left( E_B^{(R)} - E_B^{(L)} \right) |_{I_{-_B}} \quad \text{(derivative-continuity)}$$ \hfill (1.86)

The phase accumulation which accounts for free propagation through a slab $A$ or...
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Figure 1.5. Setup of notation for the 1D transfer matrix model for a binary layered structure. Here \( z \) is the 1D coordinate, \( d_{A,B} \) is the slab thickness, \( n_{A,B} \) is the refractive index, and \( E^{A,B} \) is the right-bound and left-bound electric field amplitudes.

\[ B \text{ is:} \]
\[
\begin{align*}
E^{(R)}_{A \rightarrow B} & = E^{(R)}_{A \rightarrow B} + e^{i\delta_{A,B} d_{A,B}} \equiv E^{(R)}_{A \rightarrow B} e^{i\delta_{A,B}} \\
E^{(L)}_{A \rightarrow B} & = E^{(L)}_{A \rightarrow B} - e^{-i\delta_{A,B} d_{A,B}} \equiv E^{(L)}_{A \rightarrow B} e^{-i\delta_{A,B}}
\end{align*}
\]  
(1.87)

where we have defined,
\[
\delta_{A} \equiv n_{A} d_{A} k , \quad \delta_{B} \equiv n_{B} d_{B} k .
\]  
(1.88)

It is convenient to set the layer thickness so that \( n_{A} d_{A} = n_{B} d_{B} \) which leads to \( \delta_{A} = \delta_{B} \). With the change of variables:
\[
\begin{align*}
E^{(+)}_{A,B} & \equiv E^{(R)}_{A,B} + E^{(L)}_{A,B}, \\
E^{(-)}_{A,B} & \equiv -i (E^{(R)}_{A,B} - E^{(L)}_{A,B}),
\end{align*}
\]  
(1.89)

continuity equations (1.85) and (1.86) can be rewritten as:
\[
\begin{align*}
E^{(+)}_{A,B} \bigg|_{I^{-}} & = E^{(+)}_{B,A} \bigg|_{I^{-}}, \\
E^{(-)}_{A,B} \bigg|_{I^{-}} & = \frac{n_{B,A}}{n_{A,B}} E^{(-)}_{B,A} \bigg|_{I^{-}}.
\end{align*}
\]  
(1.90)

This leads to the definition of four transfer matrices defined by the two sets of relations,
\[
\begin{align*}
\begin{pmatrix} E^{(+)} \\ E^{(-)} \end{pmatrix} & \bigg|_{L} \equiv T_{AB} \begin{pmatrix} E^{(+)} \\ E^{(-)} \end{pmatrix} \bigg|_{L}, \\
\begin{pmatrix} E^{(+)} \\ E^{(-)} \end{pmatrix} & \bigg|_{L} \equiv T_{BA} \begin{pmatrix} E^{(+)} \\ E^{(-)} \end{pmatrix} \bigg|_{L},
\end{align*}
\]  
(1.91)

and
\[
\begin{align*}
\begin{pmatrix} E^{(+)} \\ E^{(-)} \end{pmatrix} & \bigg|_{L} \equiv \tilde{T}_{A} \begin{pmatrix} E^{(+)} \\ E^{(-)} \end{pmatrix} \bigg|_{L}, \\
\begin{pmatrix} E^{(+)} \\ E^{(-)} \end{pmatrix} & \bigg|_{L} \equiv \tilde{T}_{B} \begin{pmatrix} E^{(+)} \\ E^{(-)} \end{pmatrix} \bigg|_{L},
\end{align*}
\]  
(1.92)

With the aid of equations (1.88) and (1.89), we obtain four real valued matrices:
\[
T_{AB} = \begin{pmatrix} 1 & 0 \\ 0 & \frac{n_{B}}{n_{A}} \end{pmatrix} = T_{BA}^{-1} , \quad T_{BA} = \begin{pmatrix} 1 & 0 \\ 0 & \frac{n_{A}}{n_{B}} \end{pmatrix} = T_{AB}^{-1}
\]  
(1.93)
and

\[ T_{A,B} = \begin{pmatrix} \cos \delta_{A,B} & -\sin \delta_{A,B} \\ \sin \delta_{A,B} & \cos \delta_{A,B} \end{pmatrix} \] (1.94)

so that the total transfer matrix \( M_N \) of \( N \) dielectric slabs is

\[ \begin{pmatrix} E^+ \\ E^- \end{pmatrix}_0 \equiv M_N \begin{pmatrix} E^+ \\ E^- \end{pmatrix}_0. \] (1.95)

To illustrate the efficiency of this systematic approach to the calculation of \( M_N \) as a product of an appropriate sequence of the four sub-matrices (1.94), we consider the matrix \( M_8 \) describing an arbitrary structure inserted between slabs of type A (to preserve unitarity) as:

\[ M_8(\begin{bmatrix} A \\ ABABAABA \end{bmatrix}A) = T_A T_{AB} T_B T_{BA} T_A T_{AB} T_B T_{BA} T_A T_{AB} T_B T_{BA} \] (1.96)

Once the transfer matrix is obtained, an algebraic transformation between (1.16) and (1.53) allows to derive the scattering matrix

\[ \begin{pmatrix} E_0^{(R)} \\ E_0^{(L)} \\ E_N^{(R)} \\ E_N^{(L)} \end{pmatrix} = S_N \begin{pmatrix} E_0^{(R)} \\ E_0^{(L)} \\ E_N^{(R)} \\ E_N^{(L)} \end{pmatrix} \] (1.97)

which relates incoming to outgoing fields. From these expressions, we deduce the transmission and reflection coefficients \( T(\omega) \) and \( R(\omega) \), the density of modes \( \rho(\omega) \) and the counting function \( N(\omega) \).

**Transmission and reflection spectra:** The transmission and reflection spectra are calculated for the case of an incident wave from the left (see 1.98) and spectra are normalized by the incoming plane wave electric field amplitude, namely,

\[
\begin{align*}
E_0^{(R)} &= 1 \\
E_0^{(L)} &= t(\omega) \\
E_N^{(L)} &= r(\omega) \\
E_N^{(R)} &= 0
\end{align*}
\] (1.98)

Using the transfer matrix \( M_{tot} \), defined by

\[
\begin{pmatrix} 1 \\ t(\omega) \\ r(\omega) \\ 1 \end{pmatrix} \equiv M_{tot} \begin{pmatrix} 1 + r \\ 1 - t \end{pmatrix},
\]

yields:

\[
\begin{align*}
T(\omega) &= \frac{4|M(\omega)|^2}{\|M(\omega)\|^2 + 2} = \frac{4}{\|M(\omega)\|^2 + 2} \\
R(\omega) &= \frac{\|M(\omega)\|^2 - 2|M(\omega)|}{\|M(\omega)\|^2 + 2|M(\omega)|} = \frac{\|M(\omega)\|^2 - 2}{\|M(\omega)\|^2 + 2} = 1 - T(\omega)
\end{align*}
\] (1.99)

where \( \|M\|^2 = M_{11}^2 + M_{12}^2 + M_{21}^2 + M_{22}^2 \), and \( M = [M_{ij}] \).
Density of modes spectrum calculation: The density of modes (DOM), $\rho(\omega)$, can now be calculated from either the scattering or transfer matrix, utilizing the total phase shift $\delta(\omega)$ or the phase of the transmitted amplitude $\alpha(\omega)$ defined in section (1.4). For a 1D system of length $L$, the normalized DOM given by (1.22) is

$$\rho(\omega) = \frac{1}{L} \text{Im} \left( \frac{\partial}{\partial \omega} \ln \det S(\omega) \right)$$

(1.100)

The normalization with the length $L$ is convenient as it keeps the DOM of a free system equal to one, and simplifies the evaluation of the relative enhancement of $\rho(\omega)$ for a structured system compared to a free one. This normalization also allows, in the case of aperiodic inhomogeneous systems, to give a meaning to otherwise ill defined quantities such as the effective group velocity and wave vector. The calculation of $\rho(\omega)$ using either scattering or transfer matrices is thus based on,

$$\rho(\omega) = \frac{1}{L} \text{Im} \left( \frac{\partial}{\partial \omega} \ln \det S(\omega) \right)$$

(1.100)

**Amplitude of the local electric field:** The electric field amplitude and intensity $\omega - z$ maps are obtained by calculating $E(\omega)$ for each $z$ coordinate inside the structure, using two transfer matrices: the total transfer matrix $M_{tot}$, and the partial transfer matrix from the left end to the point of interest $M_j$. Firstly, $r$ and $t$ are calculated as before using $M_{tot}$, and then we can use $M_j$ to calculate the field and intensity in slab $j$ using:

$$\begin{align*}
E^{(+)}_j &= M_j \begin{pmatrix} 1 + r \\ 1 - r \end{pmatrix} \\
E^{(-)}_j &= M_j \begin{pmatrix} 1 - r \\ 1 + r \end{pmatrix} \\
E_{net}^j &= \text{Re} \left[ E^{(+)}_j \right] \\
I_{net}^j &= \left( E_{net}^j \right)^2
\end{align*}$$

(1.101)

The net electric amplitude $E(z)^{\text{net}}$ at a point $z$, is the coherent amplitude sum of multiply reflected right-bound and left-bound waves, incorporating interference effects inside the system. This process is repeated for all $j$ in order to create the full electric field $E^{\text{net}}(\omega, z)$ and intensity distribution $I^{\text{net}}(\omega, z)$ maps. The spatial resolution can be enhanced by numerical subdivisions of the slabs. This calculation can be performed for the cases of an incident wave either from left, right or from both sides.

1.8. Illustrative Examples of Layered Systems

1.8.1. Free space

In this illustration, the entire structure is composed of type A slabs. The transmission spectrum and the normalized density of modes are shown in figure (1.6). As expected, both quantities are equal to one and independent of $\omega$. The electric field amplitude map is displayed in figure (1.7). The map shows the fundamental sinusoidal oscillations of the traveling plane wave, as seen in the cross section of the map on the right part of the figure.
Figure 1.6. The normalized density of modes (left part) and the transmission spectrum (right part), for free space (no scattering structure).

Figure 1.7. Left panel: the electric field amplitude $\omega - z$ map for free space. Right panel: a cross section of the map along the entire stack at a single frequency ($L/\lambda = 3$).

1.8.2. Fabry-Perot structure

The all dielectric Fabry-Perot resonator is realized here by placing two type B slabs separated by several type A slabs, and for illustration we have chosen the refractive index $n_B$ to be three times larger than $n_A$. The transmission spectrum and the normalized density of modes are presented in figure 1.8.
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Figure 1.8. The normalized density of modes (left part) and the transmission spectrum (right part), for a Fabry-Perot resonator.

Although this simple realization serves as a poor resonator, transmission peaks and dips are distributed according to the Fabry-Perot resonance condition

$$\frac{2L}{\lambda N} = \{n\}_{n=0,1,2,3}$$

where the density of modes is enhanced above the free one at resonances and attenuated off-resonance. This is, of course, due to interference effects inside the resonator as displayed by the corresponding electric amplitude map in figure (1.9).

The electric field amplitude map is identical to the free space map with the additional “selection rules” for the Fabry-Perot cavity (“allowed” and “forbidden” modes). The two different cross sections of the map shown in the right part of figure (1.9) make clear the strong destructive interference effects taking place in ‘off resonance’ frequencies inside the structure.

Figure 1.9. Left panel: the electric field amplitude map for a Fabry-Perot resonator. Right panel: a cross-section of the map along the entire stack at a frequency of an allowed mode ($2L = 6\lambda$) in blue and of a forbidden mode ($2L = 7.5\lambda$) in red.

1.8.3. Periodic structure - photonic crystal

The transfer matrix formalism introduced in section (1.5) is particularly convenient to study the case of a periodic layered system. In this case, the calculation of
the total transfer matrix \((M_{cell}(\omega))^{N}\) for a sequence of \(N\) slabs, simplifies considerably thanks to the Cayley-Hamilton theorem which states that for unimodular matrices,

\[
M^{2} - (\text{Tr} M) \cdot M + 1 = 0
\]  

(1.102)

This allows to easily obtain in a recursive way, powers \(M^n\) of the transfer matrix

\[
M^{n}(k) = U_{n-1}(\cos \theta)M(k) - U_{n-2}(\cos \theta)
\]  

(1.103)

where \(U_n(\cos \theta) = \frac{\sin(n+1)\theta}{\sin \theta}\) are the Chebychev polynomials of the second kind. A direct calculation shows that

\[
\text{Tr} M^n = \cos n\theta(k) = T_n(\cos \theta)
\]  

(1.104)

where \(T_n(\cos \theta)\) are the Chebychev polynomials of the first kind. It is also straightforward to obtain the expression of the transmission coefficient \(T_N = |t_N|^2\) for a Bragg system made of \(N\) identical layers each described by the same transfer matrix \(M\). From (1.103), we have the expression of \(M^N\), which by definition is of the form (1.54), namely,

\[
\frac{1}{t_N} = \frac{U_{N-1}}{t} - U_{N-2}
\]

\[
\frac{r_N}{t_N} = \frac{r}{t} - U_{N-1}
\]  

(1.105)

Since \(\det M^N = 1\), then

\[
\left| \frac{1}{t_N} \right|^2 - \left| \frac{r_N}{t_N} \right|^2 = 1,
\]

so that

\[
T_N = |t_N|^2 = \frac{1}{1 + \left| \frac{r}{t} \right|^2 \left( \frac{\sin N\theta}{\sin \theta} \right)^2}
\]  

(1.106)

This is a straightforward way to numerically obtain the well known Bragg spectrum (see Figs. 1.10 and 1.11.).

Figure 1.10. Periodic Bragg system. The band structure is calculated using both the Chebychev polynomials (1.106) and via the transfer matrix approach (1.100). Right part - a close up on the long wavelength band edge mode.
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Figure 1.11. The transmission spectrum for a 40 slab long photonic crystal whose structure is illustrated in the inset.

Figure 1.12. The transmission spectrum (top part) and the normalized density of modes (bottom part) for a 40 slab photonic crystal. The figures on the right show a close-up on the long wavelength band edge mode.

Remark

The transmission coefficient $T_N(\theta)$ for a finite periodic system (10 unit cells in length) were calculated using both a direct transfer matrix calculation and the relation (1.22) and more directly (1.106). Both are plotted in figure (1.10.) and the agreement is perfect. From the relation (1.106), it appears clearly that the resonances are given by the condition $\frac{\sin N\theta}{\sin \sigma} = 0$. Note that this is specific to the periodic case and cannot be generalized to other more complex structures, for which
the general relation (1.22) must be used to obtain the spectrum.

The dielectric photonic crystal analyzed from here forth is composed of alternating type A and B slabs with 20 repetitions of the unit cell [AB]. The refractive index is chosen to be $n_B = \frac{3}{2} n_A$. The transmission spectrum for this 40 slab photonic crystal is shown in Figure [1.11]. The periodicity gives rise to transmission bands and photonic band gaps centered at the $\frac{1}{4}$ condition, as expected. A closer look at the transmission and the density of modes spectrum near the first stop band is depicted in Figure [1.12].

The sharp band edge modes with a 50-fold enhancement in the DOM compared to a free system can be seen in the close up figures. The number of resonant modes corresponds to the number of unit cells.

Remark: All spectral quantities presented here were calculated using the total transfer or the total scattering matrix, but are are completely equivalent to (1.106).

The electric field amplitude map corresponding to this photonic crystal is displayed in Figure [1.13], as well as a close up look at the band edge modes. Figure [1.13] shows that the band edge modes also have an enhanced electric field distribution peaks - up to 12 times that of the incoming field, due to constructive interference effects and transient energy buildup. It is also visible that while the electric field “hot-spots” in the long wavelength band edge mode tends to be located in one type of slab, it tends to be located in the other type for the short wavelength band edge mode. This feature is presented more clearly in Figure [1.14].
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1.8.4. Random structure

Disordered layered structures have been studied in very great details as a successful and easy to implement model for 1D realization of Anderson localization\(^4-6\) (and references therein) and other related complex systems. It would be a hopeless task to list all relevant works here and it is also not our purpose to study this class of systems in greater details. We discuss them in this review mostly for the sake of completeness and also to present results for the electric field amplitude map not so often discussed in the existing literature.

A dielectric random system is generated here by a random sequence of type A and B slabs. Weak disorder is obtained by setting the refractive index \(n_B\) to be 10% larger than \(n_A\), and for strong disorder, the refractive index contrast is set as \(n_B = 2n_A\). The transmission spectrum and the normalized density of modes for a weakly disordered structure is displayed in figure 1.15. It can be seen in the right part of figure 1.15 that a weak disorder can attenuate the transmission spectrum significantly, but as seen in the left part of figure 1.15, the density of modes shows no localized modes - the localization length in this case is greater than the total length of the structure, so the modes appear “smeared” into each other. The transmission spectrum and the normalized density of modes for strong disorder is shown in figure 1.16.

Figure 1.14. the electric field amplitude cross section for the long and short wavelength band edge modes in a 40 slabs photonic crystal. Electric field of the short and long wavelength modes concentrate on different slab types.
In contrast to the previous case of weak disorder, the transmission for strong disorder is inhibited for all frequencies except for a set of discretely distributed modes. The density of modes shows the same discrete resonant frequency pattern together with a significant enhancement of the DOM compared to a free system. The electric field amplitude map for weakly and strongly disordered structures is shown in figure 1.17.

The modes of a weakly disordered structure shown in subplot (a) of figure 1.17. are smeared spatially and the spatial distribution of electric field extends to the edges of the stack. For the case of strong disorder in subplot (b) of figure 1.17. the electric field amplitude map displays vanishingly small values for all frequencies except some discrete isolated modes as the one shown in subplot (d) of figure 1.17. These modes are spatially localized with a localization length smaller than the structure length. The electric field amplitude is greatly enhanced in the resonant modes - about 70 times that of the incoming wave - also due to constructive interference and transient energy buildup.
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1.8.5. Fibonacci structure

Among the large variety of complex structures, quasi-periodic distributions play a special role. One of the many reasons for this ongoing and continuous interest, is that quasi-periodic structures are deterministic (non random) but nevertheless display interesting qualitative similarities (but quantitative distinct features) with random structures, e.g. localization of the modes, insulating behavior, structured spectra,\(^2,3\)\ldots.

Moreover, quasi-periodic 1D structures can be viewed as realizations of quasicrystalline order and there are interesting candidates to study transport and thus understand the insulating behavior of these structures. In this short review, we consider a two-word Fibonacci and a Cantor set structure as working examples to test our approach to obtain spectral properties using the $S$-matrix as in (1.22). An interesting point about the Fibonacci case is that while this real space structure is not fractal (it does not display a discrete scaling symmetry leading to a self-similar order), the corresponding spectral quantities display a self-similarity property yet to be fully defined\(^3,6,30,31,33\).

The literature on quasi-periodic distributions is extremely rich. Here we present some references which may be considered as leads to a more complete bibliography. The initial interest in such problems traces back to works by Dyson and Schmidt.\(^6\) For a recent review on spectral properties see,\(^2\) and\(^3\). Applications
of quasi-periodic structures to electronic transport properties and to electromagnetic wave propagation are numerous. More closely related to the topics covered in this book are\textsuperscript{2,30,31,34,35}

The Fibonacci structure can be defined in many different ways. Generally, consider an alphabet $\mathcal{A} = \{A, B, C, \cdots \}$ composed of different letters, and a substitution rule $\xi(A)$, so that

$$\xi(ABC \cdots) = \xi(A)\xi(B)\xi(C) \cdots$$

Then, a Fibonacci sequence is $F_n = \xi^n(W_0)$, where $w_0$ is some initial word. Her, we consider an alphabet composed of two letters $A$ and $B$ namely slabs of type $A$ and type $B$ arranged according to a Fibonacci sequence $\xi(A) = BA$, $\xi(B) = A$ and $F_n = \xi^n(B)$, namely,

$$A \rightarrow BA \rightarrow ABA \rightarrow BAABA \rightarrow ABABAABA \rightarrow \cdots$$

Alternatively, the same structure can be defined by the first two words, and a building rule stating that the third word and on is composed of the sum of the previous two words, namely,

$$F_0 = B; \ F_1 = A; \ F_{j>1} = [F_{j-2} F_{j-1}]$$

An illustration of the resultant structures is depicted in figure 1.18. Setting the refractive indices to be $n_B = \frac{3}{2} n_A$, the transmission spectrum and the normalized density of modes for 10th generation Fibonacci structure are shown in figure 1.19.

![Fibonacci Structures](image)

**Figure 1.18.** A schematic view of generations 0-6 of the Fibonacci structure used in the calculations.

The spectrum shows two distinct band gaps, and some spectrally isolated band edge modes with enhanced DOM, arranged according to a self-similar “fractal like” structure. Note that the DOM does not obey an exact self-similarity, but only an approximate one. However, it has been established\textsuperscript{3,33} that the energy spectrum of an infinitely long Fibonacci structure is multi-fractal from the cantor set family (see figure 1.23.). To explore this self similarity, we consider the transmission spectrum for two different generations of the structure. The spectrum is depicted in figures 1.20 and 1.21.
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**Figure 1.19.** The normalized density of modes (left part) and the transmission spectrum (right part), for the 10th generation Fibonacci structure. The structure of the stack is illustrated above the two spectra.

**Figure 1.20.** Transmission spectrum and stack structure for 8th generation (left part), and 14th generation Fibonacci structure (right part). Structures are illustrated above the spectra. The self similarity of the spectra is evident in the close-up on the middle part of the two spectra.

**Figure 1.21.** the counting function $N(\omega)$ for a 10th generation Fibonacci structure. The middle and right figures are a gradual zoom on the counting function depicted on the left figure. A qualitative self similarity is observed.

The similarity between the middle section of the transmission spectra for different Fibonacci structure can be seen in the close up figures (the middle spectral
feature is the same for very different bandwidths). This result initially obtained in \cite{30,31} is reproduced here. The electric intensity map for the 8th generation Fibonacci structure, and a close up look at some interesting modes is shown in figure 1.22. The plots in figure 1.22 show that the electric field intensity is vanishingly small for almost all frequencies except for some discrete modes. For some of these modes the electric intensity spatial distribution is localized and (surprisingly) symmetric around the middle of the stack, and self similar as it resembles the Cantor set structure - see figure 1.23. The reason for the symmetry is believed to be the palindromic nature of the Fibonacci sequence.\cite{32} This somewhat odd electric field spatial structure is probed due to the enhanced intra-slab resolution of the calculation. Here too there is a strong enhancement of the electric field amplitude in the band edge modes - up to 60 times that of the incoming field.

![Figure 1.22](image)

**Figure 1.22.** The electric field intensity map for the 8th generation Fibonacci structure. Left- full spectrum. Other plots: closeup zoom on some isolated modes. Spatial localization and spatial self-similarity are apparent.

![Figure 1.23](image)

**Figure 1.23.** A schematic view of generations 0-6 of a triadic cantor set.

1.8.6. **Fractal Cantor set structure**

The Cantor set structure is realized here by arranging type A and type B slabs according to the triadic Cantor sequence (see figure 1.23), and setting the refractive index $n_B$ to be 50% larger than $n_A$. The transmission spectrum and the normalized density of modes for a 4th generation Cantor set structure is shown in figure 1.24. Figure 1.24 shows that as for the random and the Fibonacci structures, this structure too possesses a jagged energy spectrum with discrete resonant modes accompanied by a DOM enhancement. A close up look at the transmission curve of one of these modes, and the electric field intensity map for the same mode is given in figure 1.25.
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Figure 1.24. The normalized DOM (left part) and the transmission spectrum (right part), for the 4th generation triadic Cantor set structure. The structure of the stack is illustrated above the two spectra.

Figure 1.25. A close-up on the transmission curve (left) and electric field intensity map (right) for a resonant mode in a 4th generation Cantor set structure.

Figure 1.25. shows that as for the Fibonacci structure, the resonant modes in a Cantor set structure are isolated spectrally, and localized spatially. However, the spatial localization in the Cantor case is geometric in nature - the electric field spatial distribution is enclosed in the middle third of the structure, while the smaller Cantor motifs at both sides serve as dielectric mirrors.

1.8.7. Defect modes in photonic crystal structure:

The Fibonacci and Cantor set structures are examples for quasi-periodic structures which give rise to deterministic modes isolated spectrally and localized spatially. The “work horse” of this kind of modes is the defect mode - a defect (say an [AA] segment) is inserted to the center of a photonic crystal to produce a mid gap mode, localized spatially inside the defect. The transmission spectrum and the normalized density of modes for a photonic crystal hosting a single impurity is shown in
Figure 1.26. The normalized density of modes (left part) and the transmission spectrum (right part), for a photonic crystal hosting a single defect.

Figure 1.27. A close-up on the transmission curve (left part) and the electric field intensity map (right part) for the resonant defect mode in the photonic crystal structure.

A close up look at the defect mode transmission and its electric field amplitude map, is depicted in figure 1.27. The defect mode is indeed isolated spectrally and localized spatially. However, if unintentional defects also exist, additional defect modes can exist and may “smear” each other spatially and spectrally.

1.9. Discussion

This chapter has presented the basic theoretical tools needed to describe the spectral and transport properties of complex layered systems. These techniques are quite standard in the fields of electrodynamics and quantum mechanics, but interesting new effects emerge when applied to transport in complex layered structures. The explicit numerical results for various types of layered samples show
that deterministic a-periodic structures can serve as a deterministic complex cavity, hosting localized modes which are also narrow-band and spectrally isolated. In the Fibonacci dielectric structure, these modes also appear to be spatially self-similar. This suggests promising applications for the physics of spontaneous and stimulated emission, and these initial results deserve to be explored further, experimentally and numerically.

This work was supported by US DOE under grant DE-FG02-92ER40716, and by the Israel Science Foundation Grant No.924/09. We thank E. Gurevich for helpful discussions and for relevant remarks.
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