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ABSTRACT
This paper introduces a lightweight Convolutional Neural Networks (CNN) method for image classification in COVID-19 diagnosis. The proposed approach emphasizes simplicity while achieving high performance, and it leverages a meticulously annotated database. The CNN model consists of four convolutional layers, followed by flattening and two dense layers. The methodology focuses on classifying 2D slices of Computed Tomography (CT) scans. To enhance accuracy, the slices undergo anatomy-relevant masking and the removal of non-representative slices from the CT volume. This is achieved by cropping a fixed-sized rectangular area to capture the relevant region of interest and using a threshold based on bright pixels in binarized slices. The proposed methodology demonstrates improved quantitative results in slice classification by employing slice processing techniques. Additionally, augmentation techniques such as class weight balancing, slice flipping, and a learning rate scheduler are applied to diagnose at the slice level. For patient-level diagnosis, a majority voting method is employed by considering the slices of each CT scan. The proposed method surpasses the baseline approach and other alternatives in terms of macro F1 score, both on the validation set and a test partition containing previously unseen images from the rigorously annotated dataset.

1. Introduction
The COVID-19 virus, or the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), is believed to have initially originated from a species of bats and was transmitted to human beings in December 2019. The virus spread rapidly all around the world, affecting lots of people and claiming lives (Hassanin et al 2021). COVID-19-infected individuals have experienced fever at the onset, generalised fatigue, dry coughing, and diarrhoea among other possible symptoms (Mizrahi et al 2020). Early detection and isolation are vital to successfully handle the COVID-19 pandemic.

Studies have shown the importance of lung imaging for that cause as in (Rosenthal 2020). The traditional method of detecting COVID-19 is through a Polymerase Chain Reaction (PCR) test. This test involves taking a sample from the respiratory tract (usually a nasal or throat swab) and amplifying any viral genetic material present in the sample. PCR is a highly sensitive and specific test and is considered the gold standard for diagnosing COVID-19. On the other hand, a CT (Computed Tomography) scan is a type of medical imaging that uses X-rays to produce detailed images of the body. While a CT scan can help diagnose certain conditions, it is not typically used as a primary diagnostic tool for COVID-19. This is because CT scans are less sensitive and less specific than PCR tests for detecting the virus. Additionally, CT scans involve the use of ionising radiation, which can potentially be harmful to the body, especially with repeated exposure. Therefore, CT scans are considered to be more invasive than PCR tests, which only require a simple swab of the respiratory tract. Nevertheless, a CT scan is needed when the infection is so severe that it spreads to the lungs, and detection by nose or oral swabs may not be possible. As reported by the Republic of Turkey, Ministry of Health (2020), a CT scan is advised in either or both of the following:

(1) History of fever in child patient or body temperature at or above 38 degrees Celsius.
(2) Existence of any findings during auscultation.

Furthermore, a CT scan may also be conducted depending on the status of the patient, whose respiratory findings cannot be examined with X-ray image modality, or who deteriorates clinically. The reasons for using CT image modalities for COVID-19 diagnosis are further explained in the following paragraph.

CT scans can provide additional information about the severity and progression of COVID-19 that traditional PCR testing may not always be sufficient for. CT scans can identify lung damage, inflammation, blood clots, and pneumonia associated with COVID-19, which can help doctors assess the severity of the disease and allocate resources efficiently (Xiong et al 2020). Moreover, CT can be used to triage patients, particularly those with negative initial RT-PCR but clinically suspected of COVID-19 (He et al 2020). Therefore, the use of CT is justified as a complementary tool for diagnosing and managing COVID-19. In certain cases, such as when checking the severity of the illness and monitoring the progress of the disease, CT imaging is vital. All in all, we can see the importance and necessity of acquiring CT images for accurate diagnosis of COVID-19 in certain cases mentioned above. In our work, we chose to develop a method using CT scans.
Automated solutions were proposed by (Rahmani et al. 2022) for COVID-19 detection from images of different modalities using various algorithmic methods. The proposed methods would report classification performances using different measures including accuracy, precision, recall, specificity, and F1 scores as in an example reported by Islam et al. (2021). However, in case of an unequal number of observations in the classes (unbalanced data), the accuracy of the solutions is important, but it might be misleading. If this is the case, then the model can be assessed in terms of its ‘Precision’ and ‘Recall’. If the former is high, then that means the model gives more relevant results than irrelevant ones. On the other hand, if the latter is high then that means the model gives most of the relevant results (whether irrelevant ones are also returned). Therefore, for unbalanced classification problems, the weighted average of the two scores or the macro F1 score can be used to evaluate the classification performance of a model in a more reliable manner as discussed in different papers, such as the one proposed by Waleed Salehi et al. (2020).

If a model has a high precision score, it means that the model is making very few false positive predictions. On the other hand, if the recall score is high, it means that the model is correctly identifying a high proportion of the actual positive instances in the dataset. However, optimising for precision or recall alone may not be enough in unbalanced classification problems. For example, a model that always predicts the majority class may achieve a high precision score but a low recall score. In this case, the model is only detecting a small proportion of the actual positive instances in the dataset. Assuming we have 100 instances, out of which 95 belong to class A and 5 belong to class B, and the model predicts two instances for class B correctly, then the macro F1 score for class B would be 0.5, indicating the model needs improvement in correctly identifying the minority class instances. Therefore, to evaluate the performance of a model in unbalanced classification problems, both precision and recall metrics are used together. The F1 score is a metric that combines precision and recall into a single score. A high F1 score indicates that the model has a good balance between precision and recall. In addition, for unbalanced classification problems, the weighted average of the F1 scores or the macro F1 score can be used to evaluate the classification performance. The weighted average F1 score gives more weight to the performance of the minority class, which can be useful in cases where the minority class is of particular interest or concern. The macro F1 score gives equal weight to the performance of all classes, which can be useful in cases where all classes are equally important.

In our work, the macro F1 score was used to compare the performances of different deep learning models and methods validated on the same dataset. The comparison was made at two levels: slice level and patient level. Our deep learning model resulted in a state-of-the-art macro F1 score at the slice level. Results at the patient level were obtained by combining the deep learning model with two essential processing techniques: slice processing and hyperparameter tuning. The final method achieved a sufficiently high macro F1 score at the patient level such that it well exceeds the baseline score and many other alternatives on the COV19-CT-DB database.

The design of those models/methods is aimed at finding an automated solution for COVID-19 diagnosis via CT images. The proposed classification solution in this paper progresses from a deep learning model consisting of four similar 2D convolutional layers, followed by a flattening layer and two dense layers, to a method that is then used to make diagnosis predictions at the patient’s level using different thresholds via class probabilities and voting from the slices.

The main contributions of this work can be listed as follows:

- We propose a less complex methodology to achieve COVID-19 diagnosis from CT images.
- We show that processing CT images with a Region of Interest (ROI) dedicated to the lung region improves diagnostic performance.
- We propose a mechanism to take patient-level diagnosis from slice-level in each CT scan.
- We evaluate the performance of the proposed solution on a relatively large, and rigorously annotated dataset designed solely for COVID-19 diagnosis.

2. Related work

Recently, deep learning-based decision support systems are proposed for COVID-19 diagnosis using either CT or X-ray modalities (Wynnats et al. 2020; Huang et al. 2020; Fang et al. 2022). Some of these systems are developed based on pre-trained models with transfer learning, such as in (Panwar et al. 2020; El Asnaoui and Chawki 2021), while a few others are introduced using customised networks trained from scratch, such as in (Fan et al. 2020; Nayak et al. 2021; Mary Shyni and Chitra 2022). In these solutions and many others, high performances were mainly reported, rather than method complexity.

One approach by Fan et al. (2020) proposed a novel COVID-19 lung CT infection segmentation network, named Inf-Net. The work utilised implicit reverse attention and explicit edge attention aiming at the identification of infected regions in CT images. They also introduced a semi-supervised solution, Semi-Inf-Net, aiming at alleviating the shortage of high-quality labelled data. The proposed method was designed to be effective in case of low contrast regions between infections and normal tissues.

Another approach, by Nayak et al. (2021), presented a deep learning-based automated method validated using chest X-ray images collected from different sources. Different pre-trained CNN models were compared, and the impact of several hyperparameters was analysed to eventually obtain the best-performing model. In this work, the ResNet-34 model outperformed other competitive networks, and thus the development of effective deep CNN models (using residual connections) proved to give more accurate diagnoses of COVID-19 infection.

More recent work, by Ali Ahmed et al. (2022), introduced an ensemble deep neural network (IST-CovNet), providing an evaluation of different 2D and 3D approaches on two different datasets and discussing the effects of pre-processing, segmentation, and classifier combination steps on the performance of the approach. The final model combined the use of a novel attention mechanism with a slice-level combination using LSTMs (Long Short-Term Memory) and an extended architecture for 3D data. This approach has proven to increase accuracies in both 2D and 3D models validated on the public dataset.
‘MosMedData’, introduced by Morozov et al. (2020), achieving state-of-the-art performance. Furthermore, the authors introduced a large, collective dataset referred to as ‘IST-C’, which was made public to contribute to the literature. Their approach also achieved high performance on their introduced dataset.

Another recent work, by Wang et al. (2022), used a chest CT dataset with four categories/class labels and incorporated a 12-layer attention-based VGG-style network with a convolutional block attention module and improved multiple-way data augmentation to resist overfitting. The proposed AVNC achieved high sensitivity/precision/F1 scores per class and a micro-averaged F1 score of 96.87%, outperforming 11 state-of-the-art approaches. Overall, the AVNC model is effective in recognising COVID-19 diseases.

Yet another work by Zhang et al. (2022) introduced a novel seven-layer convolutional neural network-based smart diagnosis model for COVID-19 diagnosis (7-L-CNN-CD) using chest CT images. The model used 14-way data augmentation and introduced stochastic pooling to replace traditional pooling methods. Results from 10 runs of a 10-fold cross-validation experiment showed that the proposed 7-L-CNN-CD approach achieved a sensitivity of 94.44 ± 0.73, a specificity of 93.63 ± 1.60, and an accuracy of 94.03 ± 0.80, outperforming several state-of-the-art algorithms.

While there is a multitude of studies aiming at COVID-19 diagnosis using different datasets or combinations of these, we focused on a recent, heterogeneous database of CT scan images, called ‘COV19-CT-DB’. Our work was employed on this particular database for the advantages that come from its large size, challenging nature, and its rigorous and accurate annotation process. The reasons and the advantages are further explained in the ‘DATASET’ section.

The database was shared via an international competition about mid of the year 2021 and was used by several international teams for COVID-19 diagnosis. At the time of conducting this research, such a big number of annotated CT scans was not possible to come by to the best of our knowledge. Furthermore, we believe that reaching high performance on the COV19-CT-DB database will confirm the robustness of our methodology for other similar CT scan problems, given the challenging nature of the database.

Using the COV19-CT-DB series of images, introduced by Kollias et al. (2021a), a baseline approach introduced a deep neural network based on CNN-Recurrent Neural Network (RNN) architecture. The CNN part of the model extracts features from the images while the following RNN part takes the final diagnostic decision as published in Kollias et al. (2018, 2020, 2021b).

Another study by Anwar (2021), which used the same database (COV19-CT-DB) for validation, introduced a different method. In this study, 2D deep CNN models were trained on individual slices of the database. Performances of the following pre-trained models were compared: VGG, ResNet, MobileNet, and DenseNet. Evaluation of the models was reported both at slice level (2D) as well as at patient/volumetric level (3D) using different thresholding values for voting at the patient level for the latter. The best results were achieved using the ResNet14 architecture (referred to as the AutoML model) via 2D images.

In another study, conducted by Tan and Liu (2021), a 3D CNN-based network with BERT was used to classify slices of CT scans. Only part of the images from the COV19-CT-DB database was used in this work. Firstly, the training and validation sets of images were passed through a lung segmentation process to filter out images of closed lungs and to remove the background. Secondly, a resampling method was used to select a set of a fixed number of slices for training and validation. Finally, a 3D CNN-based model was used followed by a second-level MLP classifier to capture all the slices’ information from 3D-volumetric images. The final model architecture achieved improved accuracy and macro F1 score on the validation set.

Hsu et al. (2021) introduced 2D and 3D deep learning models to predict COVID-19 cases. The 2D model, named Deep Wilcoxon signed-rank test (DWCC), adopted non-parametric statistics for deep learning, making the predicted result more stable and explainable, finding a series of slices with the most significant symptoms in a CT scan. On the other hand, the 3D model was based on pixel- and slice-level context mining. The model was termed a Convolutional CT scan Aware Transformer (CCAT) and used to further explore the intrinsic features in temporal and spatial dimensions.

More work on the same dataset involved deploying a hybrid deep learning framework named CTNet which combines a CNN and a transformer network for the detection of COVID-19. The method proposed by Liang et al. (2021) deployed a CNN feature extractor module with Squeeze-and-Excitation (SE) attention to extract features from the CT scans, together with a transformer model to model the discriminative features of the 3D CT scans. The CTNet provides an effective and efficient method to perform COVID-19 diagnosis via 3D CT scans with a data resampling strategy. The method’s macro F1 score exceeded the baseline on the test partition of the COV19-CT-DB database.

Additionally, on the COV19-CT-DB, two experimental methods that customised and combined Deep Neural Networks to classify the series of 3D CT scans chest images were deployed. The proposed methods included experimenting with two backbones: DenseNet 121 and ResNet-101. The experiments were separated into two tasks, one was for the combination of ResNet and DenseNet backbones while the other one was for the DenseNet backbones combination. Introduced by Trinh and Van Nguyen (2021), the method’s macro F1 score on the test partition of COV19-CT-DB exceeded the baseline score as can be seen on the leader board of ICCV 2021 Workshop: MIA-COV19D, introducing AI-enabled Medical Image Analysis and COVID-19 Diagnosis Competition’.

The proposed deep learning approaches in the literature summarised above achieved high macro F1 scores on the COV19-CT-DB database and other data. However, these methodologies can be quite complex; implementing a full pipeline of segmentation, slice removal, and then classification, or using transfer learning architectures with borrowed model weights to obtain high performance. For example, the baseline methodology (Kollias et al. 2020, 2021b), focuses on implementing a rather complex CNN-RNN architecture. In our paper, however, we present a computationally less expensive and less complex solution for COVID-19 diagnosis and detection. Despite the simplicity of our solution, the performance of our methodology is comparable to the state-of-the-art methods on the same dataset and thus provides a noteworthy alternative.
3. Methodology

The methodology used in this work includes slice processing before inputting images into a CNN model, which is tuned to predict the probability of CT slices being COVID. Then we use a majority voting method in each CT scan to take the final diagnosis decision of COVID-19 existence in patients. Figure 1 shows a flow diagram of the proposed methodology. Section 3 discusses the model architecture and hyperparameters tuning, slice processing techniques for slice removal as well as taking a diagnostic decision from slice-level to patient-level in detail.

3.1 The model architecture

The proposed model’s architecture consists of four similar sequential 2D convolutional layers followed by a flattened layer, and two dense layers. The input images are designed to have one channel, greyscale. The flattened layer is used to transform the 2D feature maps into a 1D vector that can be fed into the dense layers. The first dense layer is responsible for mapping the input features to a higher-dimensional space, while the second dense layer maps the features to the output classes, using a softmax activation function. The input images are originally one-channelled and therefore the model architecture takes one-channel input. This makes the process less complex and matches the original image shapes at the same time. These tie well with the aim of our work.

The numbers of filters in the convolutional layers are 16, 32, 64, and 128, in order. All filters are 2D, and \(3 \times 3\) in size. Padding was also applied in all four convolutional layers, to match input and output image sizes \(\text{Padding}=\text{same}\). Padding allows for more space for the kernel to cover the image. Adding padding to an image processed by a CNN allows for a more accurate analysis of images (Tang et al. 2019). The four layers had batch normalisation and max pooling \((2,2)\), and ReLu (Rectified Linear unit) activation functions with a binary output for the final diagnosis. The batch Norm is a normalisation technique applied between the layers of a Neural Network instead of in the raw data. It is done along mini-batches instead of the full data set and serves to speed up training and use higher learning rates, making learning easier (Chen et al. 2017). Figure 2 shows the proposed CNN model’s architecture.

Following the four convolutional layers was a flattening layer, followed by a dense layer with a dimensionality of 256, batch normalisation, ReLu activation function, and a dropout of 0.1. The model then ends with a dense layer using a sigmoid activation function.

The model could be replicated in the following sequence:

- Convolutional layer \((512, 512, 16)\) with padding, Batch Norm, Relu activation
- Max pooling 2D \((256, 256, 16)\).

![Figure 1. Block diagram of the proposed approach.](image)

![Figure 2. Visualization of the layers of the proposed CNN model.](image)
• Convolutional layer (256, 256, 32) with padding, Batch Norm, ReLu activation
• Max pooling 2D (128, 128, 32)
• Convolutional layer (128, 128, 64) with padding, Batch Norm, ReLu activation
• Max pooling 2D (64, 64, 64)
• Convolutional layer (64, 64, 128) with padding, Batch Norm, ReLu activation
• Max pooling 2D (32, 32, 128)
• Flatten (131072)
• Dense (256)
• Batch Norm (256)
• ReLu activation (256)
• Dropout (256)
• Dense (1)

The output of the final dense layer ‘Dense (1)’ is class 1 probability, i.e. the probability of the CNN model predicting class 1 corresponding to the Non-COVID class.

The motivation behind the model architecture is to adopt symmetric and less complex deep learning network architecture with standard components. For example, using a $3 \times 3$ filter was preferred since the processing time of $5 \times 5$ or larger filters would be almost three times longer or more. Another example is the use of the ReLu activation function. Apart from helping with the gradient vanishing problem, ReLu Function is very simple to calculate, as it involves only a comparison between its input and the value ‘0’. Consequently, its usage helps to prevent the exponential growth in the computation required to operate the neural network compared to non-linear functions such as sigmoid as explained by Kiliçaslan et al. (2021)’s work. What is more, using a $2 \times 2$ 2D max pooling with 'same' padding is a common choice as it can help improve the performance of a neural network by reducing the computational complexity and memory requirements of subsequent layers, increasing robustness to small translations, promoting non-linear feature extraction, and acting as a form of regularisation to prevent overfitting.

To build an efficient and less hand-engineered CNN model, different numbers of hidden layers were tested against the validation accuracy at the slice level. Using a three-layer depth model has substantially reduced validation accuracy as compared to the 4-layer depth usage. Furthermore, using more complex model architectures only trivially increased the validation accuracy. Therefore, a consensus was on using a four-layer depth CNN model in our methodology.

3.2 Slice processing

The activation visualisation results of classification on the database show room for improvement in terms of accuracy. Following the Grad-Cam visualisation in Figure 9, one can theorise that masking the images with the lung area should improve the performance as the model can better learn to discriminate COVID from Non-COVID. To prove the theory and improve the performance, a fixed-sized rectangular Region of Interest (ROI) was applied to localise the anatomy of interest (lung regions) in the slices. The rectangular area was empirically set to contain both left and right lungs over all slices of every scan in the database. Figure 3 shows this ROI overlaid on an original slice.

The above-mentioned fixed-sized masking may be affected by variations in the sizes and shapes of the lung seen at different slices. For example, in the upper slices, the lungs appear smaller (relative to the mid-slices), while the lower slices display the lungs in the shape of a banana. Nevertheless, the fixed-size cropping proposed is an attempt to localise the lung region from the slices in a simple and less complex way. It was conducted by choosing one fully representative slice from a CT scan in the training set and a manually drawn rectangle aimed to capture the lung area. The resulting size of the rectangle is $227 \times 300$, which is the size of the input image to the CNN model. In an attempt to account for varying sizes of the lung region in the slices, we work on removing non-representative slices as follows.

After cropping, thresholding was applied to identify and remove the uppermost and lowermost slices of the CT scans, corresponding to non-representative slices of the lung volume, aiming to achieve better performance at the patient-level diagnosis. Identification of the non-representative slices was realised based on the number of bright pixels in a binarised slice. This procedure is explained below.

Firstly, the cropped images were blurred by using a Gaussian filter to suppress noise and thus enhance large structures in the image. A Gaussian function with a standard deviation of one was convolved with the cropped image's pixel intensity values. The Gaussian function can be expressed in two dimensions as in Equation 1:

$$G(x,y) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \quad (1)$$

Where $x$ and $y$ are the distances from the origin in the horizontal and vertical directions, respectively, and $\sigma$ is the standard deviation ($\sigma = 1$).

The Gaussian filtering was chosen over other filters because it is less computationally expensive to implement thanks to its filter separability property. The 2D Gaussian filter is separable into two 1D filters and can be expressed as the outer product of the two, which in turn means that the filter can be split into two

Figure 3. Static rectangular cropping of images.
passes, horizontal and vertical (Talbi et al. 2015). With a square image \( x[k,l] \) of size \( N \times N \) and a square filter kernel \( h[n,m] \) such as the Laplacian filter of size \( M \times M \), the raw 2D convolution to produce the cropped output image of size \( N \times N \) requires about \( N^2 \times M^2 \). Multiply – Accumulates (MACs). The raw 2D convolution between \( x[k,l] \) and the filter \( h[n,m] \) is implemented by using two ‘for loops’ to range through each output pixel and two additional for loops to perform the 2D convolution at that pixel location. Hence a total of four nested for-loops are required resulting in a complexity of \( O(N^2 \times M^2) \). With a separable filter \( h[n,m] \), such as the Gaussian filter, we can have \( h[n,m] = f[n] \times g[m] \), where \( f[n] \) and \( g[m] \) are the one-dimensional filters. In this case, the convolution between the image \( x[k,l] \) and the filter \( h[n,m] \) can be performed without a raw 2D convolution sum, by the following approach:

- First, perform a 1D convolution between columns of \( x[k,:) \) and the 1D filter \( f[n] \), which requires about \( N \times M \) MACs to complete. This operation should be performed for each column of \( x[k,l] \) by proceeding along its horizontal, \( N \) many, columns. Hence a total of \( N \times M \times N \) MACs will be required to complete the first step to produce the intermediate image \( w[o,p] \).
- Then, apply a similar algorithm, with the filter \( g[m] \) and rows of the intermediate image \( w[,:p] \), which will require a similar number of MACs as \( N \times M \times N \).

Hence in total, only about \( 2 \times N^2 \times M \) MACs will be needed for the separable implementation of the 2D convolution. The actual number depends on the cropping type applied. Thus, a complexity of only about \( O(N^2 \times M) \) is attained. In conclusion, for the implementation of the separable convolution algorithm, only three nested ‘for loops’ are required. This filtering method helps to keep the approach drastically less time and memory-consuming when training or testing our method.

Secondly, a histogram-based binarization was applied to the resulting blurred images. By looking at the slice’s histograms, an estimated threshold for histogram-based image binarization was empirically chosen to be 0.45. This fixed threshold was chosen after applying scale ([0,1]) normalisation to the voxel intensities of each scan. Figure 4 illustrates an exemplary histogram of one of the Gaussian blurred images in the database and the corresponding resulting binarized image.

Finally, the binarized image’s pixels were used to find a threshold to remove non-representative slices of the CT volume. To choose the threshold, four candidate CT scans were arbitrarily selected from the training set (CT scans 5, 6, 7, and 8) and random slices from them were processed as explained above. To indicate the importance of the slices in the CT volume, labels from one to three were visually assigned by careful examination; three being the most representative slice and one being the least representative; a representative slice means a slice that shows a large area of the lung. Similarly,

**Figure 4.** Histogram of cropped and blurred image (top) and the resulting binary image (bottom).
less representative slices are those that display little to no lung area. Figure 5 shows the results of four candidate CT scan slices.

The chosen filtering threshold ratio for the number of bright pixels was 0.066 (corresponding to 4500 out of a total of 68,100 pixels in a 227 × 300 sized slice). Consequently, if the resulting binarized image has a bigger number of bright pixels than the threshold, this indicates that the slice corresponding to the binarized image will be kept in the CT scan, otherwise, it will be removed. The threshold was chosen carefully so that at least one slice in each CT scan volume is not removed which will allow us to take the final diagnosis decision for all CT scans or all patients. Table 1 shows the error percentage, where errors indicate CT scan images left fully empty (zero slices) after our selected filtering threshold and slightly higher one on all three partitions. The error is then calculated by dividing the number of CT scans left empty after slice removal divided by all the CT scan in the partition. The results indicate that a filtering threshold in the range of [3400,3500] is optimum for the given data partitions to capture all the CT scans.

The slice processing methodology reduces the number of slices in the dataset by including only the representative slices. Accordingly, the numbers of training and validation slices were reduced to 280,462 (corresponding to a 16% reduction) and 63,559 (15.3% reduction), respectively. Please note that the original number of the slices is as shown in the ‘DATASET’ section.

The motivation behind slice processing is to localise the lung region of the images simply and efficiently. It also aims at removing non-representative slices from each CT scan in a way that will keep at least one slice for each scanned image to take the final diagnosis for each patient in all sets of the COV19-CT-DB.

### 3.3 Hyperparameters tuning

Hyperparameters were tuned while training the CNN model by changing the learning rate, and class weight balance, and using augmentation techniques.

Adam optimiser was used with an initial learning rate of 0.1. The learning rate decreased exponentially via a learning rate scheduler. The decay of the learning is calculated as in Equation 2:

\[
\text{LearningRate} = \text{Initial Learning Rate} \times \text{Decay Rate}^\frac{\text{Optimiser Step}}{\text{Optimiser Decay Step}}
\]  

(2)

The decay rate was set to 0.96. The value of steps divided by decay steps is an integer division, i.e. the decayed learning rate follows a staircase function.

The optimiser’s steps were defined using floor divisions as in Equation 3:

\[
\text{train step} = \left\lfloor \frac{\text{number of training slices}}{\text{batch size}} \right\rfloor
\]

\[
\text{validation step} = \left\lfloor \frac{\text{number of validation slices}}{\text{batch size}} \right\rfloor
\]

(3)

Decay steps were set every 100,000 steps.

Furthermore, class weights were used to balance out varying numbers of input images in the classes. The number of training samples after using non-representative slices removal is reported in Section 3.2. The class weight is calculated using the formula in Equation 4:

\[
\text{class weight} = \frac{\text{number of slices for a class in the training set}}{\text{number of all slices in the training set}}
\]

(4)

**Table 1.** Percentage errors of different filtering thresholds on all dataset partitions (no error is observed on the Validation COVID [165 CTs], Validation Non-Covid [209 CTs], or Training Covid [690 CTs] sets).

| Data Partition/Threshold | 3400 (Selected Threshold) | 3500 |
|--------------------------|---------------------------|------|
| Training Non-Covid [870 CTs] | 0% (No Empty CT) | 0.090% (1 Empty CT) |
| Test [3455 CTs] | 0% (No Empty CT) | 0.005% (5 Empty CTs) |
Finally, horizontal and vertical flipping were used as augmentation techniques. These image-flipping techniques aimed at improving the accuracy by smoothing the effects of the content variations present in the slice as explained by Hussain et al. (2017).

3.4 Patient-level decision

At the patient level, different class probability thresholds were tried and compared using class prediction probability to achieve the highest diagnosis accuracy. The class probability thresholds were based on the probability of predicting class 1 (Non-COVID); if the output probability for class 1 is greater than the chosen threshold, then the slice would be predicted as Non-COVID. Otherwise, the slice would be predicted as COVID. In that, if the number of COVID slices is equal to the number of Non-COVID slices in any one of a CT volume, then the decision is that the patient is a Non-COVID. This slice-level decision can be expressed as follows:

if Class1 probability > class probability threshold:
    Predict slice as Non-COVID
else:
    Predict slice as COVID

After slice-level predictions are obtained, a patient is diagnosed based on the presence/absence of COVID slices in his/her CT: if the patient’s CT data contains more Non-COVID predicted slices than COVID predicted slices, the patient is diagnosed as Non-COVID else the patient is diagnosed as COVID (majority voting method).

The clinical relevance of the patient-level diagnosis approach we presented above can be explained as follows. Assuming that a patient has lung damage due to COVID seen in 30% of its slices. So, our network classifies around 30% of the slices as COVID and the rest as Non-COVID, and thus the final result will be Non-COVID (in line with majority voting).

While even a minor anomaly seen in a single slice may be attributed to a disease, we speculate that in the Covid case, a reasonable amount of involvement is necessary for the diagnostic decision to be taken, and our deep learning model is highly sensitive to even the smallest anomalies observed in the slices.

Please note that we also tried the ‘all-or-nothing approach’ where the COVID diagnosis decision is taken even though a single slice is predicted as COVID, but that approach yielded less accurate results – as elaborated in the results section – supporting our above observations.

3.5 Performance evaluation

At the slice level, validation accuracy was used to evaluate the method’s performance. The accuracy is calculated as in Equation 5:

\[
\text{Accuracy} = \frac{\text{number of correct predictions}}{\text{total number of predictions}}
\]  

(5)

Over the training, the maximum validation accuracy reached was used as a model performance measurement.

Furthermore, to report the confidence intervals of the results obtained, the Binomial proportion confidence intervals for the macro F1 score are used. The confidence intervals were calculated as discussed in (28 May 2018 posting Jason Brownlee in Statistics on machinelearningmastery; unreferenced, see ‘confidence-intervals-for-machine-learning’), where the radius of the interval is defined as in Equation 6:

\[
\text{radius of interval} = z \times \sqrt{\frac{\text{accuracy} \times (1 - \text{accuracy})}{n}}
\]  

(6)

n is the number of samples used.

In the above formulation, z is the number of standard deviations from the Gaussian distribution, which is taken as \(z = 1.96\) for a significance level of 95%.

At the patient level, the proposed model was evaluated via the COV19-CT-DB database. As explained in Takahashi et al. (2022) and Opitz and Burst (2019), the macro F1 score was calculated after averaging precision and recall matrices (the arithmetic mean) at patient-level as in Equation 7:

\[
\text{macro F1} = \frac{2 \times \text{average precision} \times \text{average recall}}{\text{average precision} + \text{average recall}}
\]  

(7)

Performance evaluation of our method is conducted at the slice level and at the patient level, where the former corresponds to considering 2D slices individually in any quantitative or qualitative analysis. Whereas, in patient-level results, CT volumes are considered as a whole, and thus the prediction is emphasising 3D-CT prediction value or patient-level rather than each 2D slice’s predicted value.

4. Dataset

COV19-CT-DB is the dataset used for validating the methodology proposed in this paper. The CT images in the database were manually annotated by experts and distributed for academic research purposes via the ‘AI-enabled Medical Image Analysis Workshop and COVID-19 Diagnosis Competition’

The database consists of about 5000 3D chest CT scans acquired from more than 1000 patients. The training set contains 1560 scans in total with 690 of the cases – being COVID while the rest (870) belong to the Non-COVID class. The validation set contains, in total, 374, where 165 are COVID cases and 209 are Non-COVID cases. Figure 6 shows the distribution of the CT images concerning the classes in the training and validation sets. The CT scans in the database contain largely varying slice numbers, ranging from 50 to 700. Please note that the COV19-CT-DB database includes three different sets/partitions: a training set, a validation set, and a test set.

The data is unbalanced in terms of the number of 2D slices for both COVID and Non-COVID classes. The images, which are input to the model, were received mainly in Joint Photographic Experts Group (JPEG) format, greyscale images, with 8-bit depth. The images were all resized to an original size of 512 × 512 and processed as such.

The dataset used in our paper is preferred for its rigorous and accurate annotation process and its large size. The COV19-CT-DB database was annotated with the help of two radiologists and two pulmonologists with more than 20 years of medical experience in
the field. Annotation of the dataset had been realised via the results of a PCR test and a consensus agreement among all medical experts involved, where the agreement reached 98%. Furthermore, COV19-CT-DB is a large dataset, and we believe its use will ensure the robustness of our methodology and will make it generalisable on other smaller datasets.

The dataset was also preferred for its challenging nature. In the provided COV19-CT-DB, the slice thickness, the number of slices, and the observed anatomy in the 3D field-of-view in each CT scan vary – as elaborated in the dataset section. This variability further increases the challenging nature of the problem and potentially makes an accurate predictive method pervasive and robust. The model reaching high performance on the COV19-CT-DB is expected to perform well on more consistent datasets.

5. Results

5.1 Slice-level results

Training the CNN model using a batch size of 128 took about two and half days over a workstation using GNU/Linux operating system on 62GB System memory with Intel X1(R) W-2223 CPU @ 3.60 GHz processor.

Our method achieved an accuracy of 84.5% on the validation set at the slice level. Figure 7 shows the evolution of validation and training accuracies when using slice processing techniques. Early stopping was used during training to halt the training if the validation accuracy does not show improvement after 7 epochs.

The interval of the validation accuracy score with a 95% significance level is calculated as in Equation 8:

$$ interval = 1.96 \times \sqrt{\frac{0.845(1 - 0.845)}{7532}} \approx 0.0013 \quad (8) $$

The results show a narrow deviation from our reported validation accuracy.

To evaluate the improved results achieved by using the slice processing technique before training, we use validation accuracy at the slice level as a performance metric. The proposed CNN model reaches a maximum of 80.8% accuracy on the validation set when the original-sized images are used as input, with similar hyperparameters tuning. That concludes that processing the slices as
described above is a major factor to improve the validation accuracy at the slice level. Figure 8 shows the evolution of training and validation accuracies when slice processing is not employed.

In terms of the model over/underfitting, we realise a trend where the validation accuracy keeps increasing but the validation loss starts to increase instead of decreasing during training. We understand that accuracy and loss are not necessarily exactly (inversely) correlated, as loss measures a difference between the raw prediction (float) and the class label (0 or 1), while accuracy measures the difference between the threshold prediction (0 or 1) and the class label. So, if raw predictions change, loss changes but accuracy is more ‘resilient’ as predictions need to go over/under a threshold to affect the accuracy. Here, we present our analysis of this issue and our CNN model. Two phenomena can be discussed here:

1. Some images with borderline predictions get predicted better and so their output class changes (for example, a Covid image whose prediction was 0.4 becomes 0.6). This explains the regular ‘loss decreases while accuracy increases’ behaviour that we expect.

2. Some images with very bad predictions keep getting worse (for example, a Covid image whose prediction was 0.2 becomes 0.1). This leads to a less expected ‘loss increases while accuracy stays the same’ behaviour. Note that cross-entropy loss measures the calibration of a model and when it is used for classification as we did in our methodology, bad predictions are penalised much more strongly than good predictions are rewarded. For a Covid image, the loss is \(\log(1 - \text{prediction})\), so even if many Covid images are correctly predicted (low loss), a single misclassified Covid image will have a high loss, hence ‘blowing up’ the average loss.

![Figure 8. Evolution of training and validation accuracy without slice processing.](image)

![Figure 9. Evolution of training and validation losses with slice processing techniques.](image)
The network is starting to learn the patterns that are only relevant for the training set, which hinders its generalisation capability, leading to phenomenon 2. Some images from the validation set get predicted to increase incorrectly. However, the model is at the same time still learning some patterns, which are useful for generalisation (phenomenon 1, ‘good learning’) as more and more images are being correctly classified. All that being said, our resulting model was chosen so long as it was learning and thus the model was trained for the full 40 epochs. Figure 9 shows the validation loss relative to the training loss, proving that the model is doing not as well on validation, but eventually, it is still learning.

The effect of increasing and decreasing the batch size on diagnostic performance has been explored as well. In that, using a batch size of 64 allowed the model to reach a slice-level validation accuracy of 83.3% with slice processing techniques. A batch size of 128 increased the resulting validation accuracy to the number reported above. With that, we can consent to use a 128-batch size.

The effect of varying the number of hidden layers was also explored. The results show slice-level validation accuracy of 81.7% when a three-layer deep CNN model was used. To achieve that, the last hidden layer with 128 filters was eliminated. The validation accuracy is sufficiently less than the number reported above as compared to a four-layer deep model when slice processing techniques are used. On the other hand, using more layers in the CNN model was tried by starting by adding one layer. As we move forward in adding the layers, the detected patterns get more complex; hence there are larger combinations of patterns to capture. That is why we increase the filter size in subsequent layers to capture as many combinations as possible as explained by (31 December 2018 posting Adrian Rosebrock on pyimage-search; unreferenced). Therefore, we multiply the number of filters in the fifth layer to have 256 filters, leaving all other convolutional layer settings the same. Using a five-layer deep CNN model increased the validation accuracy at the slice level only trivially to 84.8%.

To assess the model’s complexity, the number of trainable parameters was used as a measuring factor for different CNN models with varying depths. The number of parameters was compared by eliminating the fully connected layer and the output layer. As observed in Table 2 validation accuracy improves as complexity increases.

The complexity seems to increase about four times as we add one more convolutional layer to the CNN model. However, the accuracy only increases by a factor of 0.038 by adding a fifth hidden layer. Looking at the complexity results of different layer depths and considering the improvement achieved in validation accuracy at the slice level, a consensus was on using a four-layer deep CNN model as our standard model architecture.

It is well established that improved quantitative results often come at the cost of increased complexity and computational resources required for a model. However, this should not be seen as a limitation or a drawback, but rather as a necessary trade-off to achieve better performance. In many cases, the benefits of improved accuracy or efficiency far outweigh the added cost, especially in high-stakes applications such as medical diagnosis or financial forecasting.

Despite the increase in cost associated with achieving better performance, it remains well within acceptable limits when compared to other available alternatives on the dataset as can be seen in our results. Moreover, it serves the essential purpose of developing a lightweight solution for COVID-19 diagnosis. As such, this model represents a highly competitive option for researchers seeking to implement an efficient and effective solution for diagnosing COVID-19, while simultaneously minimising computational requirements and costs.

On the other hand, to understand how our proposed model performs the classification, Guided Grad-cam class activation visualisation was used at the last convolutional layer of the model – the layer followed by a (256) flattening layer (Zhang et al. 2021). Figure 10 shows the Grad-cam visualisation for a slice in the validation set. The slice belongs to a COVID case and was correctly classified by the model. The outputs for the correct and incorrect classifications are adapted to the input image. They show that the model pays attention to:

- the lung area, and
- the posterior and anterior walls (with the anterior walls getting very strong attention values).

The results, however, show that the model also pays attention to areas outside of the lung, mainly to the patient’s sitting table. For further understanding of the model’s prediction mechanism, correctly and incorrectly classified slices were checked, and we can observe a similar attention distribution on the COVID cases incorrectly classified and Non-COVID cases (correctly and incorrectly classified slices) as well.

As for the slice-level decision, the proposed model can sometimes incorrectly predict the uppermost and the lowermost slices as Non-COVID (specifically, 20 out of 24 extreme slices in the validation partition are misclassified). These extreme slices correspond to the anatomical regions where COVID involvement is not seen and therefore can be considered the least representative slices for the diagnosis.

| Network’s Depth       | No. of Model Parameters | Increase Rate in Complexity | Validation Accuracy | Improvement Rate in Accuracy |
|-----------------------|-------------------------|-----------------------------|---------------------|-------------------------------|
| 3 Hidden Layers       | 23744                   | -                           | 81.7%               | -                             |
| 4 Hidden Layers (standard) | 98122         | x4.132                      | 84.5%               | x0.034                        |
| 5 Hidden Layers       | 394304                 | x16.606                     | 84.8%               | x0.038                        |
of the illness. Figure 11 shows exemplary slices that are correctly classified by our proposed model, while Figure 12 depicts exemplary slices that are incorrectly classified where the extreme slices can be observed.

### 5.2 Patient-level results

To obtain a patient-level diagnosis from slice-level decisions different class probability thresholds (for slice prediction) varying in the range of [0, 1] were tried as explained in Section 3.5, and the corresponding macro F1 scores were compared. The majority voting was used at the patient level (for CT prediction). As observed in Figure 13, the model achieves the highest macro F1 score with a class probability threshold of 0.40, followed by a class probability threshold of 0.15. The validation accuracies at the patient level when using the mentioned thresholds are 88.5% and 87.7%, respectively. With that, the results demonstrate that at patient-level a class probability threshold of 0.40 gives the best performance when used with a majority voting in terms of macro F1 score. The patient-level macro F1 score achieved using that class probability threshold with the proposed methodology reaches 0.882 on the validation set. The resulting macro F1 score of the proposed model comfortably exceeds that of the baseline model on the validation set. The baseline score on the COV19-CT-DB validation set is 0.70, as reported by Kollias et al. (2021b).
Figure 12. Examples of incorrectly classified slices from COVID (right) and Non-COVID (left) cases.

Figure 13. Different class probability thresholds (horizontal axis) for making predictions at the patient level and the corresponding macro F1 scores.

Table 3. Confusion matrix on patient-level decision using a voting threshold of 0.40. Columns refer to actual cases while rows display predictions of the proposed model.

| Actual  | Predicted | COVID | Non-COVID |
|---------|-----------|-------|-----------|
| COVID   | 135       | 13    |           |
| Non-COVID | 30       | 196   |           |
In general, the model misclassifies 13 Non-COVID cases out of 209, and 30 COVID ones out of 165. Class-specific macro F1 scores of the proposed method are 0.86 for the COVID class and 0.90 for the Non-COVID. Table 3 shows the confusion matrix of the proposed method at the patient level for the best threshold value.

Although the misclassification of 13 Non-COVID cases out of 209 is less problematic than a misclassification of 30 COVID cases out of 165, the model aimed mainly at increasing the quantitative results.

Additionally, to validate the results the method was tested on the test partition of the COV19-CT-DB database (unseen images). On an unseen dataset of images, the method’s performance exceeded those of the baseline and other works. Within the context of the MIA-COVID19 competition, the teams were provided with a test partition of images. The model achieved a 0.82 macro F1 score, with a 0.96 F1 score for Non-COVID and a 0.68 F1 score for COVID. This score is above the baseline, which is a 0.67 macro F1 score.

Our proposed method did not only exceed the baseline macro F1 score (0.67) but also outperformed other alternatives that entered the competition and reported accuracies on COV19-CT-DB’s test partition as reported on the MIA-COVID19 competition’s leaderboard. Table 4 compares our model to other alternatives on the test partition (unseen images) of COV19-CT-DB. Our team is named ‘IDU-CVLab’ and the code was developed using Python.3 Our proposed solution outperforms almost all state-of-the-art alternatives with an exception of the CCAT and DWCC by Hsu et al. (2021). The solution by Hsu et al. (2021) is based on ensembled deep learning models; firstly, a proposed Deep Wilcoxon signed-rank test for COVID-19 classification adopts nonparametric statistics for deep learning to find a series of slices with the most significant symptoms in CT scan. Secondly, a Convolutional CT scan Aware model is used to further explore the intrinsic features in temporal and spatial dimensions. Finally, a three-layer perceptron is used as a classifier to take final diagnosis decisions. While our method uses one simple deep neural network, the ‘CCAT and DWCC’ method uses more. This makes our solution much less complex while achieving good performance.

Table 4. Comparison of the proposed method with the baseline and other state-of-the-art models on the COV19-CT-DB test partition (unseen images).

| The Method                                      | Macro F1 |
|-------------------------------------------------|----------|
| ResNet50-GRU (Baseline model) (Kollias et al. 2021b) | 0.67     |
| A hybrid deep learning framework (CTNet) (Liang et al. 2021) | 0.78     |
| Custom Deep Neural Network (Trinh and Van Nguyen 2021) | 0.78     |
| Our proposed methodology (IDU-CVLab)             | 0.82     |
| CCAT and DWCC (Hsu et al. 2021)                  | 0.88     |

6. Conclusion and discussion

This paper proposes a solution for COVID-19 diagnosis using deep learning and image processing techniques. The adopted CNN model architecture was trained, validated, and tested on the recently carefully annotated COV19-CT database. Proposing a simple and efficient solution was the main aim of this study. CT scan image process techniques aimed at non-representative slice removal. The resulting slices were used as input to train a simple and symmetric CNN model where the validation accuracy at the slice level was monitored for several architectural modifications. To achieve that, different numbers of model layers and different training batch sizes were tested. The proposed CNN method was tested with different class probability thresholds to make a diagnosis decision.

Next and to achieve predictions at the patient level, majority voting on each CT/for each patient scan was used. The method achieved a macro F1 score exceeding the baseline score and other alternatives on the test partition of the COV19-CT-DB database. More complex modelling techniques do not reach as high macro F1 scores as the CNN model trained. With that, we encourage researchers, programmers, and otherwise to consider simpler and from-scratch deep learning models with appropriate modifications to suit the task.

One gap in this study is that the non-representative slice removal threshold may require fine-tuning for other CT datasets. This threshold should guarantee that the CT scan is not fully void of any 2D slice to allow our proposed model to make diagnosis decisions at the patient level.

Another gap in this work is using majority voting after non-representative slice removal in each CT scan. Since the removal of the slices is subject to a threshold-biased, then the majority vote should not be the best method to make patient-level diagnosis decisions. This gap could be closed by performing further tuning between the slice removal approach and the patient-level voting methods. Some examples of closing such a gap can be to find a synchronised dynamic between the number and the type (uppermost, central, or lowermost) of slices left in the CT and the voting method at the patient level. Finding such a synchronisation should maximise the performance of the proposed method for each diagnostic decision on a CT scan/patient.

Even though the rectangular region selection for slice processing along with other slice processing and hyperparameters tuning techniques improved the method’s performance or accuracy, using a manually fixed-size rectangular shape to crop the slices can still be considered another gap of this presented methodology. The reason is that this slice cropping approach will perform poorly in localising the lung region in the lowermost and uppermost slices in the CT image. Further improvement in limiting the region of interest with the lung volumes instead of processing the whole CT scan will be a promising approach that can be realised through segmenting lung parenchyma prior to classification. This approach could ultimately improve the diagnostic performance of the proposed method.

One more gap in this research is in focusing on the noise suppression of slices. In an attempt to reach an appropriate
threshold for non-representative slice removal, the Gaussian filter is used to suppress the noise in the slices. However, other filters could have achieved better results in reaching more appropriate image enhancement results and therefore finding a better threshold for non-representative slices removing. Further improvement could include comparing different noise-compressing filters or techniques to reach better performance.

Finally, we should mention utilising Service Oriented Networks (SONs) for reliable and effective COVID-19 diagnosis from CT images. The use of automated tools for COVID-19 diagnosis from CT images has the potential to significantly improve personalised medicine in clinical environments. However, for these tools to be effective, they must be reliable and consistent. A SON architecture is a suitable solution to ensure the continuity and reliability of these tools. An example is presented by Conti et al. (2021). Their work is an architecture proposed for SON using a bio-inspired management approach based on the functioning of cell metabolism. The nodes in the network communicate with each other by stimulation or suppression chains, similar to the processes in metabolic networks. The proposed methodology aims to improve network reliability and robustness for maintaining service continuity. The paper also outlines a case study for a healthcare imaging application using the proposed framework, which achieved a 4x speed-up factor compared to the software counterpart. The results show the effectiveness of the proposed computational framework for SON analysis. With that in mind, the proposed architecture for COVID-19 image classification, based on the SON architecture, could be a valuable tool for clinicians in the diagnosis and treatment of COVID-19. Further research can be done to optimise and improve the proposed architecture to meet the demands of clinical environments.

Notes
1. 512x512 was the size of the original images in COVID-19-CT-DB database. Cropped images are of size 227x300.
2. https://mlearn.lincoln.ac.uk/mia-cov19d/
3. https://github.com/IDU-CVLab/COV19D
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