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We introduce a generic algorithm to determine the time delays and spacecraft (S/C) positions to compose any time-delay interferometry (TDI) channel in the dynamical case and evaluate its sensitivity by using a full numerical method. We select 11 second-generation TDI channels constructed from four approaches and investigate their gravitational wave responses, noise levels, and averaged sensitivities under a numerical LISA orbit. The sensitivities of selected channels are various especially for frequencies lower than 20 mHz. The optimal channel A2 (or equivalently E2) combined from second-generation Michelson TDI channels (X1, X2, and X3) achieves the best sensitivity among the channels, while the Sagnac a1 channel shows the worse sensitivity. Multiple channels show better sensitivities at some characteristic frequencies compared to the fiducial X1 channel. The joint A2 + E2 + T2 observation not only enhances the sensitivity of the X1 channel by a factor of $\sqrt{2}$ to 2 but also improves the capacity of sky coverage.

I. INTRODUCTION

Advanced LIGO and Advanced Virgo have observed a score of gravitational wave (GW) signals since the first detection of binary black hole (BH) coalescence–GW150914 [1, 2], and references therein]. Most of the detections were identified as binary neutron star coalescence [3, 4]. The recently announced detection, GW190521, was inferred as intermediate mass BH coalescence [5].

LISA is scheduled to be launched around the 2030s and is targeting to detect the GW in frequency 0.1 mHz to 100 mHz. By employing the drag-free technology, three spacecraft (S/C) follow their respective geodesics to form a triangular laser interferometer with an arm length of 2.5 x 10^6 km. If traditional laser metrology is utilized for the long and unequal interferometer arms, laser frequency noise will be too overwhelming to detect the GW signals. To achieve the targeting sensitivity, time-delay interferometry (TDI) is proposed for the LISA to suppress the laser frequency noise. In the previous literature, TDI had been well studied and demonstrated for the first-generation [11, 12, and references therein] and the second-generation [20, 27, and references therein]. The first-generation TDI configurations are designed to cancel the laser noise for a static constellation. The second-generation TDI is proposed to suppress laser frequency fluctuations in the case of time-varying arm lengths up to the first order derivative and solving a more realistic situation.

With the implementation of TDI, the secondary noises and GW signals could be accumulated or canceled with the path combination. The acceleration noise and optical path noise are supposed to be the leading noises in the second-generation TDI. The cancellations/suppressions of other secondary noises are in an active study stage. For instance, the clock jitter noise could be reduced using new measurement combinations [24, 28, 30], and the tilt-to-length noise could be resolved by a new optical designs [31, 32]. The GW response in the TDI channels could also be suppressed/enhanced by the path combination. To investigate the noise level and GW response in TDI channels, multiple simulators have been developed for LISA mission with the different focuses [17, 18, 22, 33, 34]. Considering the complexity of the TDI calculation, most of the investigations implemented the analytical or semi-analytical algorithms for the calculations.

We have developed a numerical algorithm to calculate the path mismatches in TDI for LISA-like missions and ASTROD-GW concept since 2011 [33, 34]. In previous work [11], by using a set of numerical orbit, we investigated the GW responses, noise levels and sensitivities of
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the first-generation TDI channels for LISA and TAIJI. We adopted a semi-analytical approach to evaluate the GW response and secondary noises in an instantaneous static TDI configuration, and implemented the numerical method to calculate the laser frequency noise raised by the path mismatches in a dynamic TDI configuration. For the second-generation TDI, their configurations could be flexibly constructed from different approaches \[20, 22, 28, 29]\ and references therein. Therefore, due to the versatility and flexibility of path combinations, the complexity of analytical evaluation would significantly increase to adapt to various TDI channels. Furthermore, compared to the first-generation TDI, the second-generation TDI would involve more links in a wider time span, the static approximation would increase the inaccuracy of the calculations.

To investigate TDI performances in the realistic dynamical case, by using numerical mission orbit and an ephemeris framework, we start from our previous algorithm which can determine the S/C positions and laser propagation time between S/C incorporating relativistic time delays during TDI. And we develop new modules in this work to thoroughly evaluate the GW response, noise level, and sensitivity for any TDI observable by using a numerical algorithm. As a preparation for algorithm implementation, a S/C layout-time delay diagram is employed to illustrate the paths of a TDI channel and streamline the calculations procedures. We select 11 second-generation TDI channels constructed from four approaches and investigate their yearly averaged sensitivities. The investigations show that mismatches of laser paths in selected channels are sufficiently decreased and could make the laser frequency noise well below the secondary noises. The optimal channels $A_{\text{opt}}/E_{\text{opt}}$ achieved from second-generation Michelson TDI channels ($X_1, X_2,$ and $X_3$) achieves the best sensitivity in selected channels for frequencies lower than $50 \, \text{mHz}$, while the Sagnac $\alpha_1$ channel shows the worse sensitivity. Multiple TDI channels could have better sensitivities at some characteristic frequencies compared to the fiducial $X_1$ channels. The sensitivities of Michelson-type TDI channels would be identical considering the noise level increase/decrease with the GW response increase/decrease.

This paper is organized as follows. In Sec. II, we introduce the numerical algorithm to determine the time delay and S/C positions in TDI, and the selected TDI channels constructed from different approaches. In Sec. III, we present the TDI response calculation by using the obtained time delay and S/C positions, and analyze the yearly averaged responses for the selected channels. In Sec. IV, we examine laser frequency noise due to the path mismatch in TDI channels, and numerically evaluate the noise levels generated from the acceleration noise and optical path noise. In Sec. V, we synthesize yearly averaged sensitivities of each TDI channel, and compare their sensitivities with the fiducial first-generation Michelson X channel. We give our conclusions in Sec. VI (We set $G = c = 1$ in this work except specified in the equations.)

II. TIME DELAY DETERMINATION AND TDI CHANNEL SELECTIONS

A. Algorithm for TDI diagram

The purpose of TDI is to construct the equivalent equal arm interferometer by combining multiple arm links in sequence and cancel laser frequency noise. The path matching of a TDI configuration depends on the arm lengths and relative motions between the S/C. A numerical LISA orbit is utilized in this investigation as shown in Fig. 2 of \[10\]. The orbit is achieved based on the LISA 2017 requirements that the amplitudes of relative velocities between S/C are less than $5 \, \text{m/s}$ for $2.5 \times 10^6 \, \text{km arm length} \[17\]. The original LISA optical design is to equip two optical benches on each S/C and collects two measurements on each optical bench. \[12, 17, 18\] and references therein. A newly designed configuration has been proposed that three/four measurements are gathered on each optical bench to remove some secondary noises more effectively \[24, 25, 28, 29\] and references therein. And we employ the newly designed measurements on each optical bench in this work.

The expressions of the first-generation TDI channels have been formulated in previous works \[11, 14, 16, 20, 22, 23\], for instance, the expression of measurements in the Michelson-X channel could be simplified as

$$X = [\eta_{31} + D_{31}\eta_{13} + D_{13}D_{31}\eta_{21} + D_{21}D_{13}D_{31}\eta_{12}] - [\eta_{21} + D_{21}\eta_{12} + D_{12}D_{21}\eta_{31} + D_{31}D_{12}D_{21}\eta_{13}],$$

(1)

by implementing the combined observables $\eta_{ji}$ for S/C$j$ to S/C$i$ ($j \to i$) as defined in \[24, 28, 29\],

\[
\eta_{ji} = s_{ji} + \frac{1}{2}[\tau_{ij} - \varepsilon_{ij} + D_{ji}(2\tau_{ji} - \varepsilon_{ji} - \tau_{jk})]
\]

for $(2 \to 1), (3 \to 2)$ and $(1 \to 3)$,

(2)

\[
\eta_{ji} = s_{ji} + \frac{1}{2}[\tau_{ij} - \varepsilon_{ij} + D_{ji}(\tau_{ji} - \varepsilon_{ji}) + \tau_{ik} - \tau_{ij}]
\]

for $(1 \to 2), (2 \to 3)$ and $(3 \to 1),$

where $s_{ji}$, $\varepsilon_{ij}$ and $\tau_{ij}$ are described in Appendix A. $D_{ij}$ is a time-delay operators and act on a measurement $y(t)$ by

$$D_{ij}y(t) = y(t - L_{ij}(t)),$$

$$D_{mn}D_{ij}y(t) = y(t - L_{ij}(t) - L_{mn}(t - L_{ij}(t))),$$

(3)

To visualize the paths of TDI and streamline the calculations, we developed a S/C layout-time delay diagrams for TDI configurations \[26\], Muratore et al. \[26\] developed their similar space-time diagram in recent work. The diagrams for four first-generation TDI channels are
shown in Fig. 1. The x-axis shows the spatial separation between S/C, and the y-axis shows the time direction. Each vertical line indicates the trajectories of one S/C with time \((\mathcal{I})\) indicates S/C\(_i\), \(i = 1, 2, 3\), and the ticks on each left y-axis show the value of time delay with respect to the TDI ending time \(\tau = 0\). We clarify that \(t_{\text{rel}}\) is the time with respect to the starting time \(t_0\) at starting S/C of TDI. To avoid paths cross at non-integer delay time and show the paths tidy, extra trajectory lines are plotted for S/C2 (dotted green lines) and S/C3 (dashed orange lines). The blue lines show the paths of the TDI channels, the solid line and dashed line indicate two groups of interfered laser beams, as well as the signs in the TDI expression.

We select the Michelson-X to specify the procedures of diagram implementation as shown in the upper left plot of Fig. 1 and Table I. The calculation starts from the mission time \(t_0 = 0\) at point \(\xi(\mathcal{I}; t_{\text{rel}} = 0; \tau \approx -4L)\) toward the \(\xi(\mathcal{I}; t_{\text{rel}} = L_{12}; \tau \approx -3L)\) (the link \(a\), corresponding to the last term in the first row of Eq. (4)), and determine the relative time \(t_{\text{rel}} = 8.3474947\) s with respect to \(t_0\) and register the position of \(\mathcal{I}\) at updated \(t_0 + t_{\text{rel}}\). The following steps are implemented based on alphabetical order from the link \(c\) until final link \(h\) by using the same method. For the links with backward time direction, a minus sign will be implemented which corresponds to the terms with minus signs in Eq. (4). The process of each step could be expressed as

\[
\text{\(lth\) link : } \xi(r_{i,l-1}; t_{\text{rel}}, t_{l-1}; \tau_{i,l-1}) \rightarrow \xi(r_{j,l}; t_{\text{rel}}, t_{l}; \tau_{j,l}). \tag{4}\]

After all steps are implemented, the final ending S/C will be the initial sending S/C. The relative time \(t_{\text{rel}}\) would differ from starting \(t_{\text{rel}} = 0\) due to the relative motion between S/C during TDI which is the path mismatch \(\delta t\). In previous works [36–43], we implemented this algorithm to calculate the path mismatch for laser frequency noise suppression and verify the feasibility of TDI configurations. Another purpose of the calculation is to determine time delay in each link and the S/C positions, since the response to a GW signal will depend on the time delay factors and instantaneous positions of S/C, and the noises in TDI channels are related to the time delay.

For a TDI channel, the time at the top vertex point is defined as \(t_m = t_0 + \max(t_{\text{rel}})\) and time delay is set to be \(\tau = 0\) except for Beacon-P configuration, and then the time delay at each step is calculated by \(t_{\text{rel}} - \max(t_{\text{rel}})\). The results of each step for the Michelson-X channel at starting mission time are shown in Table II.

### Table I. The results of the first-generation Michelson-X channel calculation in each step at staring mission time \(t_0 = 0\).

| step | mission time | relative time | delay time | S/C Position (SSB) |
|------|--------------|---------------|------------|--------------------|
| 0    | 0            | 0             | -33.4510480| \(r_1\)            |
| 1    | 0            | 8.3474947     | -25.1035533| \(r_2\)            |
| 2    | 0            | 16.6934247    | -16.7576233| \(r_1\)            |
| 3    | 0            | 25.0728702    | -3.871778  | \(r_3\)            |
| 4    | 0            | 33.4510480    | 0          | \(r_1\)            |
| 5    | 0            | 25.1051181    | -3.4350929 | \(r_2\)            |
| 6    | 0            | 16.7576236    | -16.6934244| \(r_1\)            |
| 7    | 0            | 8.3794460     | -25.0716020| \(r_3\)            |
| 8    | 0            | 6.3697e-7     | -33.4510474| \(r_1\)            |

* the positions in the solar-system barycentric coordinates.

The combined measurement of one TDI channel is the sum of each step,

\[
\text{TDI} = \sum_{i=1}^{n} \text{sgn}(\tau_i - \tau_{i-1})\theta_{i,l}(t_m + \tau_{j,l}), \tag{5}\]

with sign function

\[
\text{sgn}(\tau_i - \tau_{i-1}) = \begin{cases} 1 & \text{if } \tau_i - \tau_{i-1} > 0, \\ -1 & \text{if } \tau_i - \tau_{i-1} < 0. \end{cases} \tag{6}\]
The time delay between the laser beam sender and receiver is essential for TDI calculation as aforementioned. Due to the gravitational field of celestial bodies, there will be extra relativistic time delay during the light propagation besides the delay from coordinate distance, and its leading order is required to be considered during the calculation \cite{48}. The time delay from the sending time $T^s$ at $r_1$ to the receiving time $T^r$ at $r_2$ is calculated by \cite{49, 50}

$$T^r - T^s = \frac{R}{c} + \Delta T_{PN},$$

(7)

where $R$ is the coordinate distance between the sender and receiver S/C, $c$ is speed of light, and $\Delta T_{PN}$ is the relativistic time delay caused by the gravitational field,

$$\Delta T_{PN} = \frac{2GM}{c^3} \ln \left( \frac{R_1 + R_2 + R}{R_1 + R_2 - R} \right) + \frac{G^2M^2}{c^5} \frac{R}{R_1R_2} \left[ 15 \arccos(\mathbf{N}_1 \cdot \mathbf{N}_2) - \frac{4}{1 + \mathbf{N}_1 \cdot \mathbf{N}_2} \right],$$

(8)

where $G$ is gravitational constant, $M$ is the gravitational body, $\mathbf{N}_1$ and $\mathbf{N}_2$ are the respective unit vector from the gravitating body to the sender and receiver, and $R_1$ and $R_2$ is the radial distances of sender and receiver from gravitating body. The leading order relativistic time delay caused by gravitational field of the Sun is included in our current calculation, the effects from other planets should be orders lower than the Sun’s for LISA mission.

On the other side, due to the relative motion between S/C, the displacement of receiver during the light propagation is also considered. The receiving time is determined by using iteration in numerical calculation,

$$T_0^r = T_0^s + T_1 + T_2 + T_3 + \ldots$$

$$T_1 = \frac{\left| r_s(T_0^s) - r_s(T_0^r) \right|}{c} + \Delta T_{1,PN}$$

$$T_1 + T_2 = \frac{\left| r_s(T_0^s + T_1) - r_s(T_0^r) \right|}{c} + \Delta T_{2,PN}$$

$$T_1 + T_2 + T_3 = \frac{\left| r_s(T_0^s + T_1 + T_2) - r_s(T_0^r) \right|}{c} + \Delta T_{3,PN}$$

......

(9)

During the iteration calculation, the Chebyshev polynomial interpolation is utilized to precisely obtain the position of S/C at any moment \cite{51, 52}.

C. Selection of TDI channels

For the first-generation TDI, there are five recognized configurations which are Sagnac, Michelson, Relay, Beacon, and Monitor. However, the configurations of the second-generation TDI are more flexible and could be constructed from different approaches \cite{21, 22, 23, 26, 45} and references therein. In this work, we select 11 typical TDI channels derived from four methods as follows.

- the first group of the second-generation TDI channels is derived from two same first-generation TDI channels, and the channels are constructed from two same first-generation channels with a relative time shift. The expressions could be described as,

$$X_1(t) \approx X(t - 4L) - X(t),$$

$$\alpha_1(t) \approx \alpha(t - 3L) - \alpha(t),$$

$$U_1(t) \approx U(t - 2L) - U(t),$$

$$P_1(t) \approx P(t - L) - P(t + L),$$

$$D_1(t) \approx D(t - 2L) - D(t).$$

The subscript 1 indicates the first channel of second-generation TDI combining from its first-generation family. By using four first-generation TDI channels from each configuration shown in Fig. 1 their corresponding second-generation diagrams are shown in Fig. 2. The approximation is used to emphasize that time delay between two TDI channels is not exactly equal to the integer times of arm length in numerical calculation. Similar to the first-generation, as we can expect, the performances of P/P1 and D/D1 will be identical. And we will choose P/P1 to represent these two configurations in the following investigations.

- the second group of TDI channels is the optimal channels combined from three channels of one configuration. Similar to the optimal TDI channels, (A, E, and T), generated from three first-generation Michelson channels (X, Y, and Z) \cite{53, 54}, three optimal channels can be constructed from the second-generation Michelson channels (X1, X2, and X3, the X2 and X3 channels are obtained by cyclical permutation of the spacecraft indices from X1) by using the corresponding linear combinations,

$$A_2 = \frac{X_3 - X_1}{\sqrt{2}},$$

$$E_2 = \frac{X_1 - 2X_2 + X_3}{\sqrt{6}},$$

$$T_2 = \frac{X_1 + X_2 + X_3}{\sqrt{3}}.$$ 

The $A_2$ and $E_2$ are also expected to have equivalent performance, and we choose the $A_2$ channel to represent their results.

- the third group is extended TDI channels from two different first-generation channels. A second-generation TDI channel could be formed by combining one first-generation TDI channel with its time flipped one. The Monitor-D channel could be recognized as a time flipped Beacon-P as shown in Fig. 11 and their combination is named PD as
shown in Fig. 3. Moreover, the diagram could also indicate the reason for an identical performances of Beacon and Monitor as we have shown in [44]. The $U$ denotes the flipped $U$ channel, and the combined channel is named $UU$ as shown in Fig. 3. Their expressions could be described as

$$PD(t) \approx P(t + L) + D(t - 3L),$$
$$UU(t) \approx U(t - 4L) + \overline{U}(t).$$

Due to the symmetry of the Michelson and Sagnac configuration, the $X_1$ and $a_1$ essentially could also be obtained from this method. This approach could be extended to the various combination from any two or more channels from the 15 first-generation channels, and we only select these two channels in this work.

- the last group is the Michelson-type TDI channels proposed in Dhurandhar et al. [23] which only employ two interferometer arms. A bunch of TDI channels could be derived from two arms/four links by using this approach. By defining $a$ as the round trip along Arm3 ($a$: S/C1 → S/C2 → S/C1) and $b$

$$X_{aabb} = [aabb, bbaa] \equiv aabbbbaa - bbaaaabb.$$  (13)

The motivation for this selection is that this channel is twice expanded $X_1$ channel and we may expect better performance than $X_1$ in lower frequency band.

The investigations for these selected TDI channels will be implemented by following four steps, 1) the TDI paths calculation using the algorithm in Section II A, 2) the GW response analysis for TDI channels (in Section III), 3) the noise level evaluation of the channels (in Section IV), and 4) their sensitivities synthesis (in Section V).

### III. GW RESPONSE

The response of a TDI channel to GW signal is the combination of the response in every single link. And the GW response formula for a single link has been specified in $[54–57]$. We reiterate the response formulation as follow.

For a GW source located at a direction ($\lambda, \beta$) in the SSB coordinates, where $\lambda$ and $\beta$ is the ecliptic longitude and latitude, the propagation vector $\hat{k}$ is

$$\hat{k} = - (\cos \lambda \cos \beta, \sin \lambda \cos \beta, \sin \beta).$$  (14)

The plus and cross polarization tensors of the GW signal are

$$e_+ \equiv O_1 \cdot \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \cdot O_1^T, \quad e_\times \equiv O_1 \cdot \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \cdot O_1^T,$$

with

\[E = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \cdot O_1^T.\]
\[
\mathcal{O}_l = \begin{pmatrix}
\sin \lambda \cos \psi - \cos \lambda \sin \beta \sin \psi & - \sin \lambda \sin \psi & - \cos \lambda \sin \beta \cos \psi & - \cos \lambda \cos \beta \\
- \cos \lambda \cos \psi - \sin \lambda \sin \beta \sin \psi & \cos \lambda \sin \psi & \sin \lambda \sin \beta \cos \psi & \sin \lambda \cos \beta \\
\cos \beta \sin \psi & \cos \beta \cos \psi & - \sin \beta & \end{pmatrix}, \tag{16}
\]

where \( \psi \) is the polarization angle. The GW response in the \( l \)-th link in TDI paths from sender S/Cs to receiver S/Cr is

\[
y_{sr,l}^h(f, \Omega, r_s, r_r, l) = \frac{(1 + \cos^2 \iota) \hat{n}_{sr} \cdot e_+ \cdot \hat{n}_{sr} + i(-2 \cos \iota) \hat{n}_{sr} \cdot e_x \cdot \hat{n}_{sr}}{4(1 - \hat{n}_{sr} \cdot k)} \times [e^{2\pi i f(k \cdot r_s - \tau_s)} - e^{2\pi i f(k \cdot r_r - \tau_r)}], \tag{17}
\]

where \( \iota \) is the inclination angle of GW source, \( \hat{n}_{sr} \) is the unit vector from sender S/Cs to receiver S/Cr, and \( r_{s/r} \) is the position of laser sender/receiver in the SSB coordinates as determined in the first step calculation. The \( \hat{n}_{sr} \) and \( r_{s/r} \) correspond to the values of \( l \)-th link and the symbol \( l \) is omitted in the right part of Eq. (17).

As Eqs. (14)–(17) show, the response depends on four geometric angles \( \Omega(\lambda, \beta, \psi, \iota) \), GW frequency \( f \), time delay factors, and the positions of sender and receiver. Since the time delay and positions of S/C have been determined in the first step as the result in Table I, the response of TDI for a given \( \Omega \) will be straightforward to calculate along with all TDI links,

\[
F_{TDI}^h(f, \Omega) = \sum_{l=1}^{n} \text{sgn}(\tau_l - \tau_{l-1}) y_{sr,l}^h(f, \Omega, r_l, r_j, l). \tag{18}
\]

To evaluate the response for different \( \Omega \) and frequency \( f \) in a yearly orbit, we randomly sample \( 10^5 \) sources in the \( \Omega(\lambda, \beta, \psi, \iota) \) parameter space, and select the 26 time points in one year with a 14 days interval to calculate the responses in each TDI channel. This sampling method has been verified in Vallisneri and Galley [57] to achieve sufficient accuracy. And the average response of one TDI channel to a monochromatic source in one year-observation will be

\[
\mathcal{R}_{TDI}^2(f, \Omega) = \frac{1}{T} \int_0^T |F_{TDI}^h(f, \Omega)|^2 \, dt, \tag{19}
\]

where \( T \) is the observation time and is set to be one year. The median response to GW sources over sky location, polarization, and inclination is employed to represent the responsiveness of each channel, and the curves are shown in Fig. 4. The differences of GW response for TDI channels are the amplitudes at frequency region below 20 mHz and the spikes drop at their higher characteristic frequencies. The curve of the \( X_1 \) channel is treated as the fiducial response and shown in both upper and lower panels. In the lower frequency band, the response of \( X_{aabb} \) is the highest in selected channels, and the response of \( T_2 \) is the lowest. The performance \( X_{aabb} \) is supposed to be the result that its double round trip along each arm can cumulate more low frequency GW signal and its links are most in selected channels. For the response of \( T_2 \) channel, based on our investigation for T channel in Wang et al. [40], we infer that its low response is caused by cancellation from \( X_1, X_2 \) and \( X_3 \) equal part combination, and the inequality between arms would uplift its responsiveness. For other channels, the \( A_2 \) channel has a slightly higher response than \( X_1 \), and the response from the rest channels are modestly lower than \( X_1 \).

FIG. 4. The median responses of TDI channels in the frequency spectrum over one year and \( \Omega(\text{sky location } \lambda \text{ and } \beta, \text{polarization } \psi \text{ and inclination } \iota) \). The upper panel shows the first and second TDI groups, and the lower panel shows the third and fourth groups. The \( X_1 \) curve is treated as fiducial and shown also in the lower panel.
IV. NOISES IN TDI CHANNELS

TDI is targeting to suppress laser frequency noise beneath the secondary noises. The first-generation TDI configurations can not sufficiently suppress the laser frequency noise for LISA as we investigated in Wang et al. [14]. In this section, we investigate the residual laser noise and the secondary core noises (acceleration noise and optical path noise) levels in selected second-generation TDI channels. Other secondary noises (for instance, clock noise, tilt-to-length noise) are supposed to be resolved by the new designs/methods [24, 28-32]. By substituting Eqs. (A1) and (A2) into Eqs. (2) and (20) and summing up noises along the paths, we can obtain the noise level for a given TDI channel,

\[ S_{n,TDI} = \left| \sum_{l=1}^{n} \text{sgn}(\tau_l - \tau_{l-1})\tilde{\eta}_{ij,l}(t_m + \tau_{j,l}) \right|^2, \tag{20} \]

where \( n \) is the number of links in a TDI channel, and \( \tilde{\eta} \) is the amplitude spectral density of \( \eta \). We decompose the laser frequency noise and secondary noise to show the impact of laser noise suppression and secondary noise level.

A. Laser frequency noise

The laser noise terms after TDI combination could be obtained by substituting Eqs. (A1), (A2) and (2) into (5). For instance, the laser noise in the first-generation Michelson-X will be [14],

\[ X_{\text{laser}}(t) = C_{12}(t_m + \tau_{1,0}) - C_{12}(t_m + \tau_{1,8}) \tag{21} \]

where \( C_{12} \) is the noise from laser source on the optical bench S/C1 pointing to S/C2 (as described in Appendix A). \( \tau_{1,0} \) and \( \tau_{1,8} \) are the first and last values of \( \tau \) in Table 1 respectively. And the mismatch between two laser paths is \( \delta t = \tau_{1,0} - \tau_{1,8} \). The amplitude of the Fourier components of residual laser noise would be [19],

\[ \left| \tilde{X}_{\text{laser}} \right| \simeq 2\pi f |\tau_{1,0} - \tau_{1,8}| |\tilde{C}(f)| \]

\[ \simeq 2\pi f |\delta t||\tilde{C}(f)| \tag{22} \]

where \( \tilde{C}(f) \simeq 1 \times 10^{-13}/\sqrt{\text{Hz}} \) is the one-sided square-root spectrum density of the Nd:YAG laser requirement for LISA [47].

By employing a set of 2200 days numerical orbit for LISA [42, 46], the mismatching time for each TDI channel is calculated for each day by the algorithm in Section II.A and their cumulative histograms are shown in Fig. 5. By assuming the mismatch in 100 ns (30 m) is sufficient for laser noise cancellation for LISA [14], all the selected channels satisfy the requirement by several orders lower and can suppress laser noise effectively. The levels of path mismatch are varying with TDI channels, and we infer that the mismatch of a TDI channel increases with larger time span. And this inference could be reflected in the diagrams in Figs. 2 and 3 and Eq. (13): the X_{\text{alpha}} channel with the largest mismatch has a longest time span (16L), the mismatches of X_1 and U_{L1} with 8L time range is larger than the channels expanded 6L (\( \alpha_1 \), \( U_1 \), and PD), and P_1 has the least mismatch for its 5L time span.

B. Secondary noise

After the laser frequency noise is substantially suppressed by the second-generation TDI, the secondary noises, especially acceleration noise and optical path noise become the dominant noise sources. By assuming that no correlation between the different test masses and optical benches, the noise level is evaluated by substituting the corresponding terms in Eqs. (A1) and (A2) into Eqs. (2) and (20). Considering the upper limits of requirements for acceleration noise \( S_{n,\text{acc}} \) and optical path noise \( S_{n,\text{opt}} \) for LISA mission [17],

\[ \sqrt{S_{n,\text{acc}}} = 3 \times 10^{-15} \frac{\text{m/s}^2}{\sqrt{\text{Hz}}} \left( 1 + \left( \frac{0.4 \text{mHz}}{f} \right)^2 \right) \left( 1 + \left( \frac{f}{8 \text{mHz}} \right)^4 \right), \]

\[ \sqrt{S_{n,\text{opt}}} = 10 \times 10^{-12} \frac{\text{m}}{\sqrt{\text{Hz}}} \left( 1 + \left( \frac{2 \text{mHz}}{f} \right)^4 \right), \tag{23} \]

the noise levels for selected TDI channels are shown in Fig. 6. The upper panel shows the noise power spectrum...
density (PSD) of TDI channels in the first group (X₁, α₁, U₁, and P₁) and optimal channels (A₂ and T₂), and the lower panel shows noise PSD in TDI channels U, PD, and X₀abb. By employing an unequal-arm numerical calculation, we find that the noise PSD of T, channel has a visible variance with time (or with the inequality of arm lengths) for frequencies lower than 1 mHz, and this phenomenon also appeared in the PSD calculation for the first-generation T channel as shown in Wang et al. [14]. The dark grey in the upper panel shows the 50% percentile highest noise level in the first 300 days, and light grey together with dark grey show 90% percentile noise level in 300 days for T₂ channel.

![FIG. 6. The secondary noise PSD of selected TDI channels in the frequency spectrum. The upper panel shows the noise PSD in the first group channels (X₁, α₁, U₁, and P₁) and optimal channels (A₂ and T₂), and the lower panel shows noise PSD in the channels U, PD, and X₀abb. The dark grey in upper panel shows the 50% percentile highest noise level in T₂ channel in the first 300 mission days, and light grey together with dark grey show 90% percentile.]()

For the TDI channels in the first group, their PSD is approximately proportional to 4 sin²(απfL) of their corresponding first-generation TDI PSDs, where n is the number of time shifted arm length L between two first-generation TDI channels as shown in Eq. (10) and Fig. 2.

Therefore, the first dropping spike appears at f = 1/(4L) ≈ 0.03 Hz for X₁, A₂ and T₂, f = 1/(3L) ≈ 0.04 Hz for α₁, f = 1/(2L) ≈ 0.06 Hz for U₁ and P₁, and f = 1/(8L) ≈ 0.015 Hz for X₀abb channel. The rule is not adaptable for the U and PD channels which utilize two different first-generation channels.

V. SENSITIVITIES OF TDI CHANNELS

Based on the response and noise level for a GW source with Ω (eccentric longitude λ, latitude β, polarization ψ, inclination ι), the optimal signal-to-noise ratio (SNR), ρopt, for one mission will be the joint SNRs from three optimal TDI channels (for instance, A₂, E₂, T₂) [19],

\[ \rho^{2}_{opt} = \int_{f_{min}}^{f_{max}} \sum_{A_{2},E_{2},T_{2}} \frac{|F_{TDI}^{h}(f,L,\Omega) \ast \tilde{h}(f)|^{2}}{S_{n,TDI}(f,L)} df, \] (24)

where \( \tilde{h}(f) \) is the GW signal in frequency domain. The instantaneous optimal sensitivity, \( S_{opt}(f,L,\Omega) \), could be derived from Eq. (23) as [19]

\[ S_{opt}(f,L,\Omega) = \left[ \sum_{A_{2},E_{2},T_{2}} \frac{|F_{TDI}^{h}(f,L,\Omega)|^{2}}{S_{n,TDI}(f,L)} \right]^{-1}, \] (25)

and \( S_{opt} \) represents the strain precision which could be measured when the six laser links of mission are functional. Considering the constellation orbital motions and time-varying arm lengths, \( F_{TDI}^{h}(f,L,\Omega) \) and \( S_{n,TDI}(f,L) \) will change with mission time, especial for the T₂ channel. Therefore, the yearly averaged sensitivity for a source with \( \Omega \) could evaluated as,

\[ \overline{S}_{opt}(f,\Omega) = \left[ \sum_{A_{2},E_{2},T_{2}} \left\langle \frac{|F_{TDI}^{h}(f,L,\Omega)|^{2}}{S_{n,TDI}(f,L)} \right\rangle_{1yr} \right]^{-1} \]

\[ = \left[ \sum_{A_{2},E_{2},T_{2}} \frac{1}{T} \int_{0}^{T} \frac{|F_{TDI}^{h}(f,L,\Omega)|^{2}}{S_{n,TDI}(f,L)} df \right]^{-1}. \] (26)

And the yearly averaged sensitivity for a single TDI channel will be

\[ \overline{S}_{TDI}(f,\Omega) = \left[ \frac{1}{T} \int_{0}^{T} \frac{|F_{TDI}^{h}(f,L,\Omega)|^{2}}{S_{n,TDI}(f,L)} dt \right]^{-1}. \] (27)

To make following content more readable, we clarify that \( S_{n,TDI} \) denotes the noise PSD from the instruments/measurements in a TDI channel, and \( S_{TDI} \) is the sensitivity of a TDI channel which is the GW response weighted \( S_{n,TDI} \).
As we can expect, the sensitivity of a TDI channel will be different for various $\Omega (\lambda, \beta, \psi, \iota)$, the histograms of sensitivities at 10 mHz for multiple channels are shown in inset plots of lower panels of Fig. 7. Comparing to the single channel with a longer tail at the sensitivity becoming worse, the histogram of joint $A_2 + E_2 + T_2$ channel narrows down the sensitivity range which indicates the more homogeneous space coverage. The most sensitive direction is around the ecliptic plane, while the insensitive direction is around the ecliptic polar directions in one-year observation as shown in Fig. 8. The further calculation shows that the mean value of sensitivity over $\Omega$ is $\sim 1.14$ times worse than its median value except $A_2 + E_2 + T_2$’s $\sim 1.1$. The curve of median values is employed to represent the performance of each TDI channel over $\Omega$ parameter space, and the curves of selected channels are shown in Fig. 7. Note that, this sensitivity is averaged over sky location, polarization and inclination $(\lambda, \beta, \psi, \iota)$, the sky location and polarization $(\lambda, \beta, \psi, \iota = 0)$ averaged sensitivity will be lower than these results by a factor of $\frac{\sqrt{2}}{\pi} \approx 0.51$.

The curves of yearly averaged median sensitivity over $\Omega$ for channels $(X_1, \alpha_1, U_1, P_1, A_2, \text{and } T_2)$ are shown in the left panel of Fig. 7 and curves for other channels $(X_1, \alpha_1, U\bar{U}, \text{PD}, \text{and } X_{aabb})$ are shown in the right panel, as well as the curves of $X_1$ and $A_2 + E_2 + T_2$ in both panels for comparison. As we can see from the left plot, compared to the first-generation TDI channels shown in Figs. 14, 15, the sensitivities of channels $(X_1, U_1 \text{ and } P_1, A_2 \text{ and } T_2)$ are expected to be equal to their corresponding first-generation TDI channels when the laser frequency noise is not considered. The sensitivity of the $T_2$ channel is irregular and should be the result of unequal arm configuration as we investigated in Figs. 14, 16. The joint $A_2 + E_2 + T_2$ channel not only improves the sensitivity of $X_1$ by a factor of $\sqrt{2}$ to $\sqrt{3}$ for frequencies lower than 30 mHz, and by a factor of 2 at some higher frequencies as shown in the upper panel; it also achieves a better sky coverage as shown by the histograms in the inset plots.

The major differences of sensitivities in the right panel of Fig. 7 are in frequency range lower than 20 mHz. The sensitivity of $\alpha_1$ channel is the worst in selected channels at lower frequencies. However, it can reach a relatively good level at some higher frequencies (e.g. 30 mHz, 120 mHz). The PD channel has the second worse sensitivity at low frequencies, and reach $\sim 2$ times better than $X_1$ at frequencies 0.12 Hz and 0.24 Hz. The $U\bar{U}$ channel has a worse sensitivity than $X_1$ channel in lower frequency band, and has better sensitivity at some frequencies. The sensitivity of $X_{aabb}$ is identical to $X_1$ even its response in lower frequency band is higher than $X_1$, the higher noise level counteracts the advantage in response. And we infer that all Michelson-like TDI combinations have identical sensitivity since the GW response and noise level are proportional.

VI. CONCLUSIONS

In this work, we introduce a generic algorithm to investigate the performance of TDI. By employing a numerical mission orbit for LISA, as the first step, the algorithm determines the time delays and S/C positions in a realistic dynamical case. And then the algorithm can numerically evaluate the GW response, PSD of noise sources, and sensitivity for a TDI channel based on the obtained time delays and S/C positions. As assistance to sequence the links in TDI, a S/C layout-time delay diagram is developed to streamline the calculation procedures in the algorithm. And the algorithm should be feasible for any TDI observable and other missions employing the TDI technology.

We select 11 second-generation TDI channels constructed from four approaches and implement our algorithm for their performance investigations. Based on the numerical results, the interference paths of selected TDI channels are well matched and the laser frequency noise should be sufficiently suppressed beneath the secondary noise. Without considering laser frequency noise and only including secondary core noises (acceleration noise and optical path noise), the second-generation TDI channels composed from two same first-generation channels would have equivalent sensitivities as their corresponding first-generation channels. This is also applicable to the optimal TDI channels $(A_2, E_2, \text{and } T_2)$ combined from the second-generation Michelson channels $(X_1, X_2, \text{and } X_3)$ compared to the first-generation optimal channels $(A, E \text{ and } T)$. The joint $A_2 + E_2 + T_2$ channel would have $\sqrt{2}$ to 2 times better sensitivity than $X_1$ channel in full frequency band, and the joint observation could also cover all sky directions with more even sensitivity. In one-year’s observation, the sensitive direction is around the ecliptic plane, while the insensitive directions are around the ecliptic polar.

The Sagnac $\alpha_1$ together with PD and $U\bar{U}$ channels have the worse sensitivity at low-frequency band compared to the fiducial $X_1$ channel, although they could
FIG. 7. The yearly median sensitivity over Ω(λ, β, ψ, ε) for selected TDI channels. The left panel shows the curves for channels X1, U1, and P1 and optimal channels (A2 and T2), and the right panel shows channels α1, UU, PD and Xaabb as well as X1. The joint sensitivity A1 + E2 + T2 is plotted in both panels for comparison. The upper panels show the histograms of sensitivities at 10 mHz for multiple channels. (Note that, these sensitivities are averaged over the sky location, polarization and inclination Ω(λ, β, ψ, ε), the sensitivity over sky location and polarization (λ, β, ψ, ε) = 0 will be lower than these results by a factor of $\frac{1}{\sqrt{s}} \approx 0.51$)

have better sensitivities at multiple characteristic higher frequencies. For the Michelson-like channels which employing four links from two arms, X, X1, and Xaabb are investigated, and their sensitivities are identical when the secondary core noises are considered. Even Xaabb channel improves the GW response in the low-frequency band, the noise level uplifted due to the path combination counteracts the increase of the response. And all Michelson-like TDI channels are inferred to have equal sensitivity.
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Appendix A: Appendix

1. The observables on optical benches

Observables $s_{ji}$, $\varepsilon_{ij}$ and $\tau_{ij}$ for j = S/C2 → i = S/C1, S/C3 → S/C2 and S/C1 → S/C3

$$s_{ji} = y_{ji}^h : h + D_{ji} C_{ji}(t) - C_{ij}(t)$$

$$+ D_{ji} N_{ji}(t) - N_{ij}(t) + n_{ij}(t),$$

$$\varepsilon_{ij} = C_{ik}(t) - C_{ij}(t) + 2n_{ij}^{acc}(t) - 2N_{ij}(t),$$

$$\tau_{ij} = C_{ik}(t) - C_{ij}(t),$$

and observables $s_{ij}$, $\varepsilon_{ij}$ and $\tau_{ij}$ (for 1 → 2, 2 → 3 and 3 → 1)

$$s_{ji} = y_{ji}^h : h + D_{ji} C_{ji}(t) - C_{ij}(t)$$

$$- D_{ji} N_{ji}(t) + N_{ij}(t) + n_{ij}(t),$$

$$\varepsilon_{ij} = C_{ik}(t) - C_{ij}(t) - 2n_{ij}^{acc}(t) + 2N_{ij}(t),$$

$$\tau_{ij} = C_{ik}(t) - C_{ij}(t).$$
The symbols are specified as follows.

- $y_{ij}^L$ is the response function to the GW signal $h$.
- $C_{ij}$ denotes laser noise on the optical bench in $S/C_i$ pointing to $S/C_j$.
- $N_{ij}^\text{OB}$ is the effect from displacement along the arm $L_{ji}$ for the optical bench on $S/C_i$ pointing to $S/C_j$.
- $L_{ij}$ is the arm length or propagation time from $S/C_i$ to $j$ which includes the relativistic delay caused by gravitational field. The $L_{ij}$ and $L_{ji}$ are treated as unequal in this dynamical scenario, and the calculation is described by Eq. (7).
- $n_{ij}^\text{op}$ represents the optical path noise on the $S/C_i$ pointing to $j$.
- $n_{ij}^\text{acc}$ denotes the acceleration noise from test mass on the $S/C_i$ pointing to $j$.
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