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Abstract

This paper continues the development of regularity results for nonlinear measure data problems

\[
\begin{aligned}
-\text{div}(A(x, \nabla u)) &= \mu \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]

in Lorentz and Lorentz-Morrey spaces, where \( \Omega \subset \mathbb{R}^n \) (\( n \geq 2 \)), \( \mu \) is a finite Radon measure on \( \Omega \), and \( A \) is a monotone Carathéodory vector valued operator acting between \( W^{1,p}_0(\Omega) \) and its dual \( W^{-1,p'}(\Omega) \). It emphasizes that this paper covers the ‘very singular’ case of \( 1 < p \leq \frac{3n-2}{2n-1} \) and the problem is considered under the weak assumption that the \( p \)-capacity uniform thickness condition is imposed on the complement of domain \( \Omega \). There are two main results obtained in our study pertaining to the global gradient estimates of solutions (renormalized solutions), involving the use of maximal and fractional maximal operators in Lorentz and Lorentz-Morrey spaces, respectively. The idea for writing this working paper comes directly from the results of others for the same research topic, where estimates for gradient of solutions cannot be obtained for the ‘very singular’ case, still remains a challenge. Our main goal here is to develop results and improve methods in \[64, 66\] to the case when \( 1 < p \leq \frac{3n-2}{2n-1} \). In order to derive the gradient estimates in Lorentz and Lorentz-Morrey spaces, our approach is based on the good-\( \lambda \) technique proposed early by Q.-H. Nguyen et al. in \[55, 56\] and our previous works in \[64, 66\].
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1 Motivation and main results

The presence of quasilinear elliptic equations with measure data $-\text{div}(A(x, \nabla u)) = \mu$ and their regularity results were early studied by P. Benilan et al. in [3], L. Boccardo et al. in [8, 9, 10]. In recent years, many different models arising in physics, chemistry, biology and various scientific fields that involve the measure data problems were also the subject of many researchers. Later, in this class of elliptic problems, there has been a growing interest in the research about existence, uniqueness of solutions and/or some regularity results. For instance, many notions of solutions (very weak solutions, entropy solutions, renormalized solutions and SOLA-Solutions Obtained by Limits of Approximations) were introduced in [63, 43, 54, 45], and theory of regularity was early studied by F. Murat et al. in [53, 54, 45], M. F. Betta et al. in [5, 4, 6] and L. Boccardo et al. in [8, 9, 10] etc. Afterwards, the development of solution estimates in weak Lebesgue and Sobolev spaces has been extensively studied in recent years, therein Lorentz spaces, Lorentz-Morrey and Orlicz spaces (weighted or non-weighted) could be listed. Lately, there have been many regularity results concerning to nonlinear elliptic equations with measure data have been extensively obtained. We refer the interested reader to [48, 49, 51, 50, 40, 41, 42] for potential estimates, to [34, 19, 21] for some estimates in Orlicz spaces and to [56, 64, 60, 67, 68, 69] for gradient estimates in Lorentz and Lorentz-Morrey spaces under various assumptions on domain $\Omega$ and the range of $p$.

1.1. Elliptic equations with measure data. Before diving into the motivation of our study, it is important to start with the problem description and some of its assumptions. Let us now consider the quasilinear elliptic equations in the presence of measure as following

$$-\text{div}(A(x, \nabla u)) = \mu \text{ in } \Omega, \quad u = 0 \text{ on } \partial\Omega,$$ (1.1)
where $\Omega$ is a bounded open subset of $\mathbb{R}^n$ ($n \geq 2$); the datum measure $\mu$ is defined in $\mathcal{M}_b(\Omega)$—the space of all Radon measures on $\Omega$ with bounded total variation; the nonlinearity $A$ here is a Carathéodory vector valued function defined on $W_0^{1,p}(\Omega)$ only satisfying the growth and monotonicity conditions:
\[
|A(x, \xi)| \leq \Lambda |\xi|^{p-1},
\]
\[
\langle A(x, \xi) - A(x, \eta), \xi - \eta \rangle \geq \Lambda^{-1} (|\xi|^2 + |\eta|^2)^{\frac{p-2}{2}} |\xi - \eta|^2,
\]
for every $(\xi, \eta) \in \mathbb{R}^n \times \mathbb{R}^n \setminus \{(0,0)\}$ and a.e. $x \in \mathbb{R}^n$, $\Lambda$ is a positive constant. This operator and its properties are described in Section 2.

In the study of solution regularity estimates, we restrict ourselves to the very ‘singular’ case for which $1 < p \leq \frac{2n}{n+2}$, and we discuss how results in extending to this case. The solution to our problem (1.1) is set in the context of renormalized solutions, that will be addressed the precise definition in the next section. Moreover, in the present work, domain assumptions specify the domain $\Omega \subset \mathbb{R}^n$ has its complement $\mathbb{R}^n \setminus \Omega$ is uniformly $p$-capacity thick. One notices that this $p$-capacity density condition is stronger than the Weiner criterion described in [50] as:
\[
\int_0^1 \left( \frac{\text{cap}_p((\mathbb{R}^n \setminus \Omega) \cap B_r(x), B_{2r}(x))}{\text{cap}_p(B_r(x), B_{2r}(x))} \right)^{\frac{1}{p-1}} dr = \infty,
\]
which characterizes regular boundary points for the $p$-Laplace Dirichlet problem, where one measures the thickness of complement of $\Omega$ near boundary by capacity densities. This class of domains is relatively large (including those with Lipschitz boundaries), and its definition will be highlighted in Section 2. Otherwise, this condition is weaker than the Reifenberg flatness assumption on $\Omega$, that was discussed in various studies, see [62, 24, 35, 47].

1.2. Previous research and Motivation. There have been long-standing contributions in the research of regularity of solutions to the class of nonlinear elliptic equations with measure data. For instance, firstly by L. Boccardo et al. in [8, 9, 10], under the assumption that $\Omega$ is bounded, when $\mu \in L^m(\Omega)$ for $1 \leq m < \frac{np}{n(p-1)+p}$, authors proved that the unique solution $u$ belongs to $W_0^{1,nm/(n-p+1)}(\Omega)$. Later, the borderline case when $m = \frac{np}{n(p-1)+p}$ ($p < n$) was derived locally by G. Mingione et al. in [49]. Since then, whenever $2 - \frac{1}{n} < p \leq 2$, several local Calderón-Zygmund type estimates for the elliptic problems (1.1) were developed in different works [41, 42, 48, 49, 50] via potential estimates. Particularly, authors therein proposed the local estimates of solution at least for the case $2 \leq p \leq n$, and the extension to global estimates has also been obtained by using maximal function.

More recently, under the $p$-capacity assumption on the complement of $\Omega$ (boundary is thick enough to satisfy a uniform density condition) for the regular case $2 - \frac{1}{n} < p \leq n$, the global gradient estimates of solutions to problem (1.1) have been obtained in the Lorentz setting due to [60]; and it enables author further to treat the global regularity estimates in Morrey spaces in supercritical case, see [59]. According to the range value of $p$, our previous works in [64, 67] studied the gradient regularity to equation (1.1) in the framework of Lorentz spaces $L^{s,t}(\Omega)$, and in Lorentz-Morrey spaces $L^{s,t;\infty}(\Omega)$ respectively, for $0 < s < p + \varepsilon$ remains bounded, $0 < t \leq \infty$ and $0 \leq \kappa < n$. 

3
In order to achieve better results where \( L^{s,t} \) and \( L^{s,t,n} (\Omega) \) estimates are obtained for all \( 0 < s < \infty \), it requires some additional structural assumptions of the problem setting. For instance, domain \( \Omega \) is assumed under Reifenberg flatness condition (Lipschitz domains with small Lipschitz constants, with fractal boundaries), and more information to operator \( A \) that \( A(x, \xi) \) is continuously differentiable in \( \xi \) away from the origin and satisfies the smallness condition of BMO type. According to these assumptions, Q.-H. Nguyen et al. very recently have got better Lorentz \( L^{s,t} (\Omega) \) estimates to (1.7) in [56] for singular case (that is, \( \frac{2n}{2n-1} < p \leq 2 - \frac{1}{n} \)). Further on, there have been numerous studies over Reifenberg domain for divergence type elliptic equations (This class of domains include all \( C^1 \)-domains, Lipschitz domains with small Lipschitz constants, and domains with fractal boundaries). For related results, we refer to [18, 15, 16, 17, 22, 1, 23, 11, 14, 39, 57, 58, 69] and the reader can consult also the references therein.

Our study is motivated by the question raised in some recent advances by above cited papers, that how to treat such regularity results for the ‘very singular’ problem when \( 1 < p \leq \frac{3n-2}{2n-1} \). There are two main results obtained in this work, where we prove the Lorentz and Lorentz-Morrey gradient norm estimates of solutions in term of fractional maximal functions. To our knowledge, the technique using maximal functions has been a lot of works developed. The main tool of our work is that we rely on the method introduced in [56] and those of recent papers in [64, 66, 67, 68, 69] to obtain gradient estimates for the ‘very singular’ problem. We face with two difficulties in this research paper. On the one hand, how we construct and prove the comparison estimates when \( 1 < p \leq \frac{3n-2}{2n-1} \); another hand that a weak assumption of the boundary is considered (\( p \)-capacity assumption on domain) instead of the stronger Reifenberg condition.

1.3. Main results. Let us now state here for convenience the main results, via four important theorems presented as below. Throughout the paper, we always assume that complement of the bounded domain \( \Omega \) satisfies the \( \mu \) setting. For instance, domain \( \Omega \) is assumed under Reifenberg flatness condition with positive constants \( c_0 \) and \( r_0 \). Moreover, for simplicity and conciseness of notations, we introduce

\[
m^* = \frac{n}{2n(p - 1) + 2 - p} \quad \text{and} \quad m^{**} = \frac{np}{n(p - 1) + p}
\]  

in main theorems and their proofs.

**Theorem A** Let \( 1 < p \leq \frac{3n-2}{2n-1} \), \( \mu \in \mathcal{M}_b (\Omega) \) and \( Q = B_{\text{diam}(\Omega)} (x_0) \) with \( x_0 \) is fixed in \( \Omega \). Assume in addition that \( \mu \in L^m (\Omega) \) for some \( m \in (m^*, m^{**}) \). Then, for any renormalized solution \( u \) to (1.1) and \( \frac{n}{2n-1} < q < \frac{nm(p-1)}{n-m} \), there exist some constants

\[
a = a(n, p, \Lambda, c_0) \in (0, 1), \quad b = b(n, p, q, \Lambda, c_0) \in \mathbb{R}, \quad \varepsilon_0 = \varepsilon_0(n, p, q, \Lambda) > 0 \quad \text{and} \quad C = C(n, p, q, \Lambda, c_0, \text{diam}(\Omega)/r_0) > 0
\]

such that the following inequality

\[
\mathcal{L}^n \left( \left\{ (M(|\nabla u|^q))^{\frac{1}{q}} > \varepsilon^{-a} \lambda, (M_{\mu}(|\mu|^{m}))^{\frac{1}{m(p-1)}} < \varepsilon^b \lambda \right\} \right) \leq C \varepsilon \mathcal{L}^n \left( \left\{ (M(|\nabla u|^q))^{\frac{1}{q}} > \lambda \right\} \right),
\]

holds for all \( \lambda > 0 \) and \( \varepsilon \in (0, \varepsilon_0) \).
Throughout this paper, we use $\mathcal{L}^n(E)$ for the $n$-dimensional Lebesgue measure of a set $E \subset \mathbb{R}^n$. Moreover, for the sake of convenience, in Theorem A, Theorem B and in what follows, the set $\{x \in \Omega : |g(x)| > \lambda\}$ is simply denoted by $\{|g| > \lambda\}$.

As we mentioned above, the value of $m^{**}$ is prescribed to guarantee the existence of renormalized solution to equation (1.1). In addition, to conclude the Lorentz and Lorentz-Morrey gradient estimates, it is critically important for us to construct the good-$\lambda$ inequalities, in which some comparison estimates in the interior and on the boundary of domain have been effectively employed. In our analysis, results obtained in this paper are comparable with those in [56] Lemma 2.2] when $\frac{3n-2}{2n-1} < p \leq 2 - \frac{1}{n}$. However, in our work, an additional assumption on the datum $\mu$ is imposed, for which $\mu$ is a function belonging to $L^m(\Omega)$ for $m > 1$. More specifically, we will focus our attention on datum $\mu$ assumed to be a function belonging to $L^m(\Omega)$, for $m > m^*$ specified above in Theorem A. Indeed, we notice that

$$p \leq \frac{3n-2}{2n-1} \iff m^* \geq 1,$$

and in this case, generally speaking, based on methods given in [2, 56], we cannot expect to obtain comparison results for a general measure datum $\mu$ (as a function in $L^1$) and the range of $p$: $p < \frac{3n-2}{2n-1}$. Otherwise, in [56], authors dealt with the case $p > \frac{3n-2}{2n-1}$ (implies further that $m^* < 1$), and this suffices to prove both interior and boundary estimates with $\mu \in L^1(\Omega)$ (generally a measure). Therefore, it is natural to expect a more appropriate method or to require that one or more assumptions on our initial data. For the reader’s convenience, in Section 3 we explain in details how to treat in particular the case of $1 < p < \frac{3n-2}{2n-1}$.

The next theorem B constructs the improved version of good-$\lambda$ inequality presented in Theorem A that can be applied to prove Lorentz-Morrey gradient estimates in Theorem D later. However, the proof of Theorem B is rather similar to that of Theorem A except for some estimates.

**Theorem B** Let $1 < p \leq \frac{3n-2}{2n-1}$, $\mu \in \mathcal{M}_b(\Omega)$ and $Q_1 = B_\rho(x_0)$, $Q_2 = B_{10\rho}(x_0)$, with $0 < \rho < \text{diam}(\Omega)$ and $x_0$ is fixed in $\Omega$. Assume in addition that $\mu \in L^m(\Omega)$ for some $m \in (m^*, m^{**})$. Then, for any renormalized solution $u$ to (1.1) and for $\frac{n}{n-1} < q < \frac{nm(m-1)}{n-m}$, there exist some constants $a = a(n,p,\Lambda,c_0) \in (0,1)$, $b = b(n,p,q,\Lambda,c_0) \in \mathbb{R}$ and $C = C(n,p,q,\Lambda,c_0,\text{diam}(\Omega)/\rho_0) > 0$ such that the following inequality

$$\mathcal{L}^n \left( \left\{ (M(\chi_{Q_2} \nabla u)^q)^{\frac{1}{q}} > \varepsilon^{-a} \lambda, (M_m(\chi_{Q_2} |\mu|^m)^{\frac{1}{m-q}} \leq \varepsilon^b \lambda \right\} \cap Q_1 \right)$$

$$\leq C \mathcal{L}^n \left( \left\{ (M(\chi_{Q_2} \nabla u)^q)^{\frac{1}{q}} > \lambda \right\} \cap Q_1 \right)$$  (1.4)

holds for any $\lambda > \varepsilon^{-b} p^{-\frac{n}{q}} \|\nabla u\|_{L^q(Q_2 \cap \Omega)}$ with $\varepsilon \in (0,1)$ small enough.

In following Theorems C and D some improved results of Lorentz and Morrey-Lorentz gradient estimates are given. This work extends our earlier works in [64, 67] when $\Omega$ satisfies the $p$-capacity condition and $p$ is singular. It also remarks that for specific case when $m \equiv 1$, the statements in Theorem C and D still hold, but they only make sense for a certain range of $p$, i.e. $\frac{3n-2}{2n-1} < p \leq 2 - \frac{1}{n}$. A detailed explanation will be discussed in Section 3.
Theorem C Let $1 < p \leq \frac{3n-2}{2n-1}$ and $\mu \in \mathcal{M}_{b}(\Omega)$. Assume that the given measure data $\mu \in L^{n}(\Omega)$ for some $m \in (m^{*}, m^{**})$. Then there exists a constant $\Theta_{0} = \Theta_{0}(n, p, \Lambda, c_{0}) > p$ such that for any renormalized solution $u$ to (1.1), there holds
\begin{equation}
\|\nabla u\|_{L^{n}(\Omega)} \leq C \left\{ M_{m}(|\mu|^{m}) \right\}^{\frac{1}{m(n-1)}} \|\mu\|_{L^{n}(\Omega)},
\end{equation}
for any $0 < s < \Theta_{0}$ and $0 < t \leq \infty$. The constant $C$ depends on $n$, $p$, $\Lambda$, $s$, $t$, $c_{0}$ and $D_{0}/r_{0}$.

Theorem D Let $1 < p \leq \frac{3n-2}{2n-1}$ and $\mu \in \mathcal{M}_{b}(\Omega) \cap L^{m}(\Omega)$ for some $m \in (m^{*}, m^{**})$. Then, there exist $\Theta_{0} = \Theta_{0}(n, p, \Lambda, c_{0}) > p$, $\beta_{0} = \beta_{0}(n, p, \Lambda) \in (0, 1/2)$ such that for any renormalized solution $u$ to (1.1) with given data $\mu \in L^{m_{s}, m_{t}, \kappa}(\Omega)$ satisfying $0 < \kappa < \min \left\{ \frac{(n-m)^{\beta_{0}}}{m(p-1)}, n \right\}$, $0 < t \leq \infty$ and
\begin{equation}
\frac{\kappa}{n} \leq s < \min \left\{ \frac{\kappa}{m + m(p-1)(1 - \beta_{0})}, \frac{\kappa \Theta_{0}}{m \Theta_{0} + m(p-1)\kappa} \right\},
\end{equation}
there holds
\begin{equation}
\left\| |\nabla u|^{p-1} \right\|_{L_{\kappa}^{\frac{\infty}{\kappa}, \kappa} \cap \kappa \frac{\infty}{\kappa} m_{t}, \kappa}(\Omega) \leq C \left\{ |\mu|_{m} \right\}^{\frac{1}{m(n-1)}} \|\mu\|_{L^{n}(\Omega)}^{\frac{1}{m(n-1)}}.
\end{equation}

Here the positive constant $C$ depends on $n$, $m$, $p$, $\Lambda$, $s$, $t$, $\kappa$, $c_{0}$ and $\text{diam}(\Omega)/r_{0}$.

1.4. Contents and highlights of the paper. Let us briefly summarize the contents of the paper as follows. We begin with a few preliminaries about notation, definitions and some assumptions of the problem in Section 2. In Section 3 we prove some preparatory lemmas including some comparison estimates that are very important to prove the main theorems. It is worth emphasizing that most of comparison results have been formulated and proved regarding to (1.1) up to the boundary. As we mentioned above, these proofs are highlighted with specific data $p$, $\mu$ and the idea behind the proofs is the choice of an appropriate test function. It is important to realize that the comparison estimates for the case $1 < p \leq \frac{3n-2}{2n-1}$ is not new, Q.-H. Nguyen and N.C. Phuc have already stated and proved in their unpublished work earlier. Here, for the convenience of reader, we only present another route to the proof. We also thank and refer to the works by G. Maso et al. in [14] Section 4 and Q.-H. Nguyen et al. in [60] Lemma 2.2 in which the authors have shown some examples of test functions, that inspired us in these proofs.

For $1 < p \leq \frac{3n-2}{2n-1}$, we indicate in the last section some new results that we planned to develop in this paper. Section 4 is devoted to proofs of gradient norm regularity in both Lorentz and Lorentz-Morrey spaces applying useful results of the previous section. This part has two main features: on one hand including the proofs of proposed method so-called “good-$\Lambda$” that is very important and useful in our work, on the other hand the proofs of Theorems C and D are obtained.

2 Preliminaries

This section will introduce some convenient notations, assumptions on the problem (1.1): review a number of the most important definitions and collect some additional useful results that related to our study. For further details, the interested reader can also consult the literature through the mentioned citations therein.
2.1 Assumptions on domain, measure and operator

Capacity and Measures. In this paper, our results are obtained under a weak condition on the domain $\Omega \subset \mathbb{R}^n$ ($n \geq 2$), the uniform capacity density condition. To our knowledge, this condition is very important for the existence of a solution to our problem, for a higher integrability property of the gradient. We first recall the definition of $p$-capacity of a set.

**Definition 2.1** Let $K \subset \Omega$ be a compact set. For any $p > 1$, the $p$-capacity of $K$ is defined as:

$$
cap_p(K, \Omega) = \inf \left\{ \int_{\Omega} |\nabla \varphi|^p dx : \varphi \in C^\infty_c, \varphi \geq \chi_K \right\},
$$

where $\chi_K$ is the characteristic function of $K$.

This definition can be extended to capacity of any open set $U \subseteq \Omega$ by taking the supremum over the capacities of the compact sets $K \subseteq U$ as follows

$$
cap_p(U, \Omega) = \sup \left\{ \cap_p(K, \Omega), \ K \text{ compact, } K \subseteq U \right\}.
$$

Consequently, the $p$-capacity of any subset $B \subseteq \Omega$ is defined by:

$$
cap_p(B, \Omega) = \inf \left\{ \cap_p(U, \Omega), \ U \text{ open, } B \subseteq U \right\}.
$$

**Definition 2.2** ($p$-capacity uniform thickness) The set $\mathbb{R}^n \setminus \Omega$ is uniformly $p$-thick condition if there exist two constants $c_0, r_0 > 0$ such that

$$
\cap_p((\mathbb{R}^n \setminus \Omega) \cap \overline{B}_r(x), B_{2r}(x)) \geq c_0 \cap_p(\overline{B}_r(x), B_{2r}(x)), \tag{2.1}
$$

for every $x \in \mathbb{R}^n \setminus \Omega$ and $0 < r \leq r_0$.

Based on what we know, domains satisfy definition of $p$-capacity uniform thickness include those with Lipschitz boundaries or even those that satisfy a uniform corkscrew condition (see [33]) and (2.1) still remains valid for balls centered outside a uniformly $p$-thick domain. Moreover, the uniform $p$-capacity is necessary for the validity of Poincaré’s and Sobolev’s inequalities, that are very helpful in our proofs later.

Every nonempty $\mathbb{R}^n \setminus \Omega$ is uniform $p$-thick for $p > n$ and this condition is nontrivial only when $p \leq n$. It is also clear that if $\mathbb{R}^n \setminus \Omega$ is uniformly $p$-thick then it is uniformly $q$-thick for every $q > p$. For further properties of the $p$-capacity condition we refer to the books [33, Chater 2] and [33, Chapter 2].

Otherwise, in the problem setting, we define $\mathcal{M}_b(\Omega)$ is the space of all Radon measures on $\Omega$ with bounded total variation and $C_b(\Omega)$ as the space of all bounded, continuous functions on $\Omega$, so that $\int_{\Omega} \varphi d\mu < +\infty$ for all $\varphi \in C_b(\Omega)$ and $\mu \in \mathcal{M}_b(\Omega)$. The positive part, negative part and the total variation of a measure $\mu$ in $\mathcal{M}_b(\Omega)$ are denoted by $\mu^+$, $\mu^-$ and $|\mu|$, respectively.
Definition 2.3 We say that a sequence \((\mu_n)\) converges to \(\mu\) in \(\mathcal{M}_b(\Omega)\) in a narrow topology if
\[
\lim_{n \to +\infty} \int_{\Omega} \varphi d\mu_n = \int_{\Omega} \varphi d\mu,
\] (2.2)
for every \(\varphi \in C_b(\Omega)\). Moreover, if (2.2) holds for all continuous functions \(\varphi\) with compact support in \(\Omega\), then we have the weak convergence in \(\mathcal{M}_b(\Omega)\).

Remark 2.4 It has been noted in [10] that a measure \(\mu \in \mathcal{M}_0(\Omega)\) if and only if \(\mu\) belongs to \(L^1(\Omega) + W^{-1,p'}(\Omega)\).

Remark 2.5 For every measure \(\mu\) in \(\mathcal{M}_b(\Omega)\), there exists a unique pair of measures \((\mu_0, \mu_s)\), with \(\mu_0 \in \mathcal{M}_0(\Omega)\) and \(\mu_s \in \mathcal{M}_s(\Omega)\) (the set of all measures \(\mu\) in \(\mathcal{M}_b(\Omega)\) for which there exists a Borel set \(E \subset \Omega\) with \(\text{cap}_p(E, \Omega) = 0\)), such that \(\mu = \mu_0 + \mu_s\), is \(\mu\) is nonnegative, so are \(\mu_0\) and \(\mu_s\). Therefore, the measures \(\mu_0\) and \(\mu_s\) will be called the absolutely continuous and the singular part of \(\mu\) with respect to the \(p\)-capacity.

Operator. In the setting of equation 
\[-\text{div}(A(x, \nabla u)) = \mu,\]
the nonlinear operator \(A : \Omega \times \mathbb{R}^n \to \mathbb{R}\) satisfies the following conditions:

(i) \(A\) is a Carathéodory vector valued function. That is, \(A(\cdot, \xi)\) is measurable on \(\Omega\) for every \(\xi \in \mathbb{R}^n\), and \(A(x, \cdot)\) is continuous on \(\mathbb{R}^n\) for almost every \(x\) in \(\Omega\).

(ii) Growth and Monotonicity. That is, for some \(1 < p \leq n\) there exist two positive constants \(\Lambda_1\) and \(\Lambda_2\) such that
\[
|A(x, \xi)| \leq \Lambda_1 |\xi|^{p-1},
\] (A1)
and
\[
\langle A(x, \xi) - A(x, \eta), \xi - \eta \rangle \geq \Lambda_2 (|\xi|^2 + |\eta|^2)^{\frac{p-2}{2}} |\xi - \eta|^2
\] (A2)
holds for almost every \(x\) in \(\Omega\) and every \((\xi, \eta) \in \mathbb{R}^n \times \mathbb{R}^n \setminus \{(0,0)\}\).

From above assumptions, one sees that the operator \(A\) is defined on \(W^{1,p}_0(\Omega)\) with values in its dual space \(W^{-1,p'}(\Omega)\) (\(p'\) is the Hölder conjugate of \(p\)).

2.2 Renormalized solutions
The problem (1.1) does not admit a weak solution under these above assumptions. However, in general, one can expect to establish a notion of weak solution such that we can prove the existence and uniqueness of such solution. The concept of renormalized solution, was first introduced by R.J. DiPerna et al. in [25] when studying of the Boltzmann equation, and then adapted to nonlinear elliptic problems with Dirichlet boundary conditions by Boccardo et al. in [8]. An equivalent notion of solutions, called entropy solution, was then introduced by Bénilan et al. in [2].
In this part, let us also recall and reproduce the definition of renormalized solution, that was early studied in \cite{7, 10, 45}. To do this, we first introduce the truncature operator. For a given constant \( k > 0 \), we follow the notation of truncation operator at level \( \pm k \), that is \( T_k : \mathbb{R} \to \mathbb{R} \) defined by

\[
T_k(s) = \max \{-k, \min\{k, s\}\}, \quad k \in \mathbb{R}^+, \ s \in \mathbb{R},
\]

that belongs to \( W^{1,p}_0(\Omega) \), which satisfies \(-\text{div}A(x, \nabla T_k(u)) = \mu_k \) in the sense of distribution in \( \Omega \) for a finite measure \( \mu_k \) in \( \Omega \).

**Definition 2.6** Let \( u \) be a measurable function defined on \( \Omega \) which is finite almost everywhere, and satisfies \( T_k(u) \in W^{1,1}_0(\Omega) \) for every \( k > 0 \). Then, there exists a unique measurable function \( v : \Omega \to \mathbb{R}^n \) such that:

\[
\nabla T_k(u) = \chi_{\{|u| \leq k\}}v, \quad \text{almost everywhere in} \ \Omega, \ \text{for every} \ k > 0.
\]

Moreover, the function \( v \) is so-called “generalized distributional gradient” of \( u \), still denoted by \( \nabla u \). If \( u \in L^1_{\text{loc}}(\Omega) \), this differs from the distributional gradient of \( u \), and it coincides with the usual gradient for every \( u \in W^{1,1}(\Omega) \).

There are several equivalent definitions of renormalized solutions (see \cite{44, 45} and related references), here we will use the following Definition 2.7 throughout this paper.

**Definition 2.7** (Renormalized solution) Let \( \mu = \mu_0 + \mu_s \in \mathcal{M}_b(\Omega) \), where \( \mu_0 \in \mathcal{M}_0(\Omega) \) and \( \mu_s \in \mathcal{M}_s(\Omega) \). A measurable function \( u \) defined in \( \Omega \) and finite almost everywhere is called a renormalized solution of (1.1) if \( T_k(u) \in W^{1,p}_0(\Omega) \) for any \( k > 0 \), \( |\nabla u|^{p-1} \in L^r(\Omega) \) for any \( 0 < r < \frac{n}{n-1} \), and \( u \) has the following additional property. For any \( k > 0 \) there exist nonnegative Radon measures \( \lambda^+_k, \lambda^-_k \in \mathcal{M}_0(\Omega) \) concentrated on the sets \( u = k \) and \( u = -k \), respectively, such that \( \mu^+_k \to \mu^+_s \), \( \mu^-_k \to \mu^-_s \) in the narrow topology of measures and that

\[
\int_{\{|u| < k\}} (A(x, \nabla u), \nabla \varphi)dx = \int_{\{|u| < k\}} \varphi d\mu_0 + \int_{\Omega} \varphi d\lambda^+_k - \int_{\Omega} \varphi d\lambda^-_k,
\]

for every \( \varphi \in W^{1,p}_0(\Omega) \cap L^{\infty}(\Omega) \).

The following Lemmas 2.8 were given in \cite{45} Theorem 4.1], that characterize the classical global Lebesgue gradient estimate for solution \( u \) to (1.1) with given measure data \( \mu \in L^1(\Omega) \) and the convergence result. And we refer the reader to \cite{2, 9, 10} for the proofs.

**Lemma 2.8** Let \( \Omega \) is an open bounded domain in \( \mathbb{R}^n \). Then, there exists \( C = C(n, p) > 0 \) such that for any the renormalized solution \( u \) to (1.1) with a given finite measure data \( \mu \) there holds:

\[
\|\nabla u\|_{L^{\frac{(p-1)n}{n-1}}(\Omega)} \leq C \|\mu(\Omega)\|^{\frac{1}{p-1}}.
\]

**Proposition 2.9** Let \( \mu \in L^1(\Omega) \) and a sequence \((u_k)_k\) be the renormalized solution of (1.1) with data \( \mu_k \in L^{\frac{n}{p}}(\Omega) \) such that \( \mu_k \to \mu \) weakly in \( L^1(\Omega) \). Then, there exists a subsequence \( \{u_{k'}\}_k' \) which converges to \( u \) in \( L^q(\Omega) \) for all \( q < \frac{(p-1)n}{n-1} \). Moreover, \( \nabla u_{k'} \to \nabla u \) in \( L^q(\Omega) \) for all \( q < \frac{(p-1)n}{n-1} \).
2.3 The Lorentz and Lorentz-Morrey spaces

Definition 2.10 (Lorentz spaces) For $0 < s < \infty$ and $0 < t \leq \infty$, we denote by $L^{s,t}(\Omega)$ (see [31]) the Lorentz spaces is the set of all Lebesgue measurable functions $g$ on $\Omega$ such that:

$$\|g\|_{L^{s,t}(\Omega)} = \left[ \int_0^\infty \lambda^s L^n (\{x \in \Omega : |g(x)| > \lambda\})^{\frac{t}{s}} \frac{d\lambda}{\lambda} \right]^\frac{1}{t} < +\infty. \quad (2.6)$$

If $t = \infty$, the space $L^{s,1}(\Omega)$ is the usual weak-$L^s$ or Marcinkiewicz spaces with the following quasinorm:

$$\|g\|_{L^{s,\infty}(\Omega)} = \sup_{\lambda > 0} \lambda L^n (\{x \in \Omega : |g(x)| > \lambda\})^{\frac{1}{s}}. \quad (2.7)$$

Cavalieri’s principle shows that when $s = t$, the Lorentz space $L^{s,s}(\Omega)$ becomes the Lebesgue space $L^s(\Omega)$. More precisely, the spaces are nested increasingly with respect to the second parameter $t$:

$$L^{s,1}(\Omega) \subset L^{s,t}(\Omega) \subset L^{s,\infty}(\Omega).$$

Definition 2.11 (Lorentz-Morrey spaces) A function $g \in L^{s,t}(\Omega)$ for $0 < s < \infty$, $0 < t \leq \infty$ is said to belong to the Lorentz-Morrey functional spaces $L^{s,t;\kappa}(\Omega)$ for some $0 < \kappa \leq n$ if

$$\|g\|_{L^{s,t;\kappa}(\Omega)} := \sup_{0 < \rho < \text{diam}(\Omega); x \in \Omega} \rho^{-\frac{n-\kappa}{s}} \|g\|_{L^{s,t}(B_{\rho}(x) \cap \Omega)} < +\infty. \quad (2.8)$$

When $\kappa = n$ the space $L^{s,t;n}(\Omega)$ is exactly the Lorentz space $L^{s,t}(\Omega)$.

2.4 Hardy-Littlewood Maximal functions

For the reader’s convenience, we abbreviate the open ball in $\mathbb{R}^n$ with center $x_0$ and radius $r$ by $B_r(x_0)$. And in this paper, we denote the average of a function $f \in L^1_{\text{loc}}(\Omega)$ over a ball $B_r(x) \subseteq \Omega$ by

$$\frac{1}{|B_r(x)|} \int_{B_r(x)} f(y)dy.$$

Definition 2.12 (Fractional maximal functions, [37, 38]) Let $0 \leq \alpha \leq n$, the fractional maximal function $M_\alpha$ of a locally integrable function $g : \mathbb{R}^n \to [-\infty, \infty]$ is defined by:

$$M_\alpha g(x) = \sup_{\rho > 0} \rho^\alpha \frac{1}{|B_\rho(x)|} \int_{B_\rho(x)} |g(y)|dy. \quad (2.9)$$
For the case $\alpha = 0$, one obtains the Hardy-Littlewood maximal function, $Mg = M_0g$, defined for each locally integrable function $g$ in $\mathbb{R}^n$ by:

$$Mg(x) = \sup_{\rho > 0} \int_{B_\rho(x)} |g(y)| dy, \quad \forall x \in \mathbb{R}^n. \quad (2.10)$$

Fractional maximal operators have many applications in partial differential equations, potential theory and harmonic analysis. Once we need to estimate some quantities of a function $g$, they can be shown to be dominated by $Mg$, or more generally by $M_\alpha g$.

The fundamental result of maximal operator is that the boundedness on $L^p(\mathbb{R}^n)$ when $1 < p \leq \infty$, that is there exists a constant $C = C(n, p) > 0$ such that:

$$\|Mg\|_{L^p(\mathbb{R}^n)} \leq C\|g\|_{L^p(\mathbb{R}^n)}, \quad \forall g \in L^p(\mathbb{R}^n).$$

Moreover, $M$ is also said to be weak-type $(1,1)$, this means there is a constant $C(n) > 0$ such that for all $\lambda > 0$ and $g \in L^1(\mathbb{R}^n)$, it holds that

$$\mathcal{L}^n (\{M(g) > \lambda\}) \leq C(n)\frac{\|g\|_1}{\lambda}.$$

The standard and classical references can be found in many places such as [30, 31], and later also in [12]. Besides that, there are some well-known properties of maximal operators, that will be shown in following lemmas.

**Lemma 2.13** It refers to [31] that the operator $M$ is bounded from $L^s(\mathbb{R}^n)$ to $L^{s,\infty}(\mathbb{R}^n)$, for $s \geq 1$, this means,

$$\mathcal{L}^n (\{M(g) > \lambda\}) \leq \frac{C}{\lambda^s} \int_{\mathbb{R}^n} |g(x)|^s dx, \quad \text{for all } \lambda > 0. \quad (2.11)$$

**Lemma 2.14** In [31], it allows us to present a boundedness property of maximal function $M$ in the Lorentz space $L^{q,s}(\mathbb{R}^n)$, for $q > 1$ as follows:

$$\|Mg\|_{L^{q,s}(\Omega)} \leq C\|g\|_{L^{q,s}(\Omega)}. \quad (2.12)$$

### 3 Comparison results

The purpose of this section is to construct and prove some comparison estimates between solutions of (1.1) in $\Omega$ and the ones of homogeneous equations in arbitrary balls, that are very important to obtain our main results later.

In the remaining parts of this paper, we always mention $u$-the solution of our problem (1.1), the renormalized solution in which the existence and uniqueness always make sense. In addition, for the sake of simplicity, we assume in some lemmas below that $\Omega$ is the domain whose complement satisfies the $p$-capacity uniform thickness condition (2.1), $p$ is ‘very singular’ and two parameters $m^*$ and $m^{**}$ are clarified as in (1.2).
3.1 A priori global estimates for the gradient

Lemma 3.1 Let \( \mu \in L^m(\Omega) \) for some \( m \in (1, m^*) \) and \( u \) be the solution to (1.1). Then \( \nabla u \in L^{\frac{nm(p-1)}{n-m}}(\Omega) \) and there exists a positive constant \( C \) such that

\[
\|\nabla u\|_{L^{\frac{nm(p-1)}{n-m}}(\Omega)} \leq C \|\mu\|_{L^m(\Omega)}. \tag{3.1}
\]

Lemma 3.2 Let \( u \) be the renormalized solution to (1.1) with measure data \( \mu \in L^m(\Omega) \) for some \( m \in (1, m^*) \). Assume that a sequence \( (\mu_k)_k \) is the renormalized solution to (1.1) with data \( \mu_k \in L^\frac{m(p-1)}{n-m}(\Omega) \) such that \( \mu_k \) converges to \( \mu \) weakly in \( L^m(\Omega) \). Then, there exists a subsequence \( (\mu_{k'})_k' \) such that \( \mu_{k'} \) converges to \( u \) and \( \nabla \mu_{k'} \) converges to \( \nabla u \) in \( L^q(\Omega) \) for all \( 0 < q < \frac{nm(p-1)}{n-m} \).

These obtained results remain valid in the case of measure data \( \mu \in L^1(\Omega) \), i.e. \( m \equiv 1 \) and they are exact the ones concluded in Lemma 2.8 and Proposition 2.9, respectively. We next derive local interior and boundary estimates in terms of given data \( \mu \) in following lemmas, they are independent of the above ones.

3.2 Interior estimates

One firstly makes attention to the interior estimates. Let us fix a point \( x_0 \in \Omega \), for \( 0 < 2R \leq r_0 \) (\( r_0 \) is the constant given in (2.1)). For each ball \( B_R := B_R(x_0) \subset \Omega \) and \( u \in W^{1,p}_{\text{loc}}(\Omega) \), let \( w \in W^{1,p}_0(B_R) + u \) be the unique solution to the following equation

\[
-\text{div}(A(x, \nabla w)) = 0 \quad \text{in} \quad B_R, \quad w = u \quad \text{on} \quad \partial B_R. \tag{3.2}
\]

Here, we recall the following version of interior Gehring’s lemma applied to solution \( w \) of (3.2). This is also known as the “reverse” Hölder integral inequality with increasing supports (see [29], [28, Theorem 6.7]). Technique of using this inequality with small exponents to gradient estimates was proposed by G. Mingione et al. in [48] and along with it, many research approaches have since been developed.

Lemma 3.3 Let \( u \in W^{1,p}_{\text{loc}}(\Omega) \) be a solution to equation (1.1) and \( w \in W^{1,p}_0(B_R) + u \) be the unique solution to equation (3.2). There exists a constant \( \Theta_0 > p \) such that

\[
\left( \int_{B_{2r}(y)} |\nabla w|^\Theta_0 dx \right)^{\frac{1}{\Theta_0}} \leq C \left( \int_{B_{2r}(y)} |\nabla w|^{p-1} dx \right)^{\frac{p}{p-1}}, \tag{3.3}
\]

for all \( B_{2r}(y) \subset B_R \) and the positive constant \( C \) depends on \( n, p, \Lambda \).

We next perform a comparison gradient result for solutions to both problems (1.1) and (3.2). The conclusion of following result is a modified version of a result has been proved in [56] when \( \mu \in L^1(\Omega) \) and \( \frac{2n-2}{2n-1} < p \leq 2 - \frac{1}{n} \). Our approach is based on methods given in [2, 50], where the utilization of Hölder’s and Sobolev’s inequalities are very important to conclude some estimates. However, the method cannot be directly applied itself to obtain comparison results for a general measure datum \( \mu \) (as a function in \( L^1 \)) and the range of \( p; p < \frac{2n-2}{2n-1} \). In our discussion, one comes to expect a more
appropriate method or the requirement that one or more assumptions on initial data. And in this study, to overcome the difficulty of the very singular $p$, authors impose a stronger assumption on datum $\mu$, to be a function belonging to $L^m(\Omega)$, with $m > 1$ will be specified later in the proof. It is worth emphasizing that, the statement and proof of comparison estimates for the case $1 < p \leq \frac{3n-2}{m-1}$ are not new, Q.-H. Nguyen and N.C. Phuc have already written in their unpublished work earlier. Here, for the convenience of reader, we present another route to the proof.

Let us state that important result via following lemma whose proof is included in Appendix A at the very end of this paper. Here, it is noticeable that we derive the local estimates, in the ball $B_R$.

**Lemma 3.4** Let $1 < p \leq \frac{3n-2}{m-1}$ and $\mu \in L^m(B_R)$ for some $m \in (m^*, n)$. Assume that $u \in W^{1,p}_{\text{loc}}(\Omega)$ be a solution to equation (1.1) and $w \in W^{1,p}_0(B_R) + u$ be the unique solution to equation (3.2). For any $q$ satisfying the following condition

$$\frac{n}{2n-1} < q < \frac{nm(p-1)}{n-m},$$

(3.4)

there exists a constant $C > 0$ only depending on $n$, $p$, $q$ and $m$ such that

$$\left( \int_{B_R} |\nabla u - \nabla w|^q dx \right)^{\frac{1}{q}} \leq CF_R(\mu)^{\frac{p}{m-1}} + CF_R(\mu) \left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{2-p}{q}},$$

(3.5)

where the function $F_R$ is defined by

$$F_R(\mu) = \left( R^n \int_{B_R} |\mu|^m dx \right)^{\frac{1}{m}}.$$  

(3.6)

The following result holds.

**Lemma 3.5** Let $w$ be solution to (3.2). Then, there exist two constants $\beta_0 = \beta_0(n, p, \Lambda) \in (0, 1/2]$ and $C_1 = C_1(n, p, \Lambda) > 0$ such that

$$\left( \int_{B_{\rho}(y)} |\nabla w|^p dx \right)^{\frac{1}{p}} \leq C_1 \left( \frac{\rho}{r} \right)^{\beta_0-1} \left( \int_{B_{r}(y)} |\nabla w|^p dx \right)^{\frac{1}{p}},$$

(3.7)

for any $B_{\rho}(y) \subset B_{r}(y) \subset B_R$. Moreover, for any $s \in (0, p]$ there exists a positive constant $C_2 = C_2(n, p, \Lambda, s)$ such that

$$\left( \int_{B_{\rho}(y)} |\nabla w|^s dx \right)^{\frac{1}{s}} \leq C_2 \left( \frac{\rho}{r} \right)^{\beta_0-1} \left( \int_{B_{r}(y)} |\nabla w|^s dx \right)^{\frac{1}{s}},$$

(3.8)

for any $B_{\rho}(y) \subset B_{r}(y) \subset B_R$.

**Proof.** The inequality (3.7) comes from the standard interior Hölder continuity of solutions, its proof can be found in [28, Theorem 7.7] and we do not write down all the details here. Applying the inequality (3.7) and Lemma 3.3 one obtains (3.8).

In order to prove the key lemma below, it will be necessary to refer to Lemma 3.6 in [28, Lemma 1.4] as follows, where its proof can be found therein.
Lemma 3.6 Let \( \eta \in (0, 1) \), \( 0 \leq \beta < \alpha \) and \( h : [0, R] \rightarrow [0, \infty) \) be a non-decreasing function. Suppose that

\[
h(\rho) \leq P \left[ \left( \frac{\rho}{R} \right)^\alpha + \varepsilon \right] h(r) + Q r^\beta,\]

for any \( 0 < \rho \leq \eta r < R \) and \( \varepsilon > 0 \), with positive constants \( P, Q \). Then, there exists a constant \( \varepsilon_0 = \varepsilon_0(P, \alpha, \beta, \eta) \) such that if \( \varepsilon \in (0, \varepsilon_0) \) then

\[
h(\rho) \leq C \left[ \left( \frac{\rho}{R} \right)^\alpha h(r) + Q \rho^\beta \right],\]

for all \( 0 < \rho \leq r \leq R \), where \( C \) is a positive constant depending on \( P, \alpha, \beta \).

Lemma 3.7 Let \( 1 < p \leq \frac{3n-2}{2n-1} \) and \( u \) be a solution to equation (1.1) with \( \mu \in L^m(\Omega) \) for some \( m \in (m^*, n) \). Let \( \beta_0 \in (0, 1/2] \) be as in Lemma 3.5. Then, for any \( q \in \left( \frac{n}{2n-1}, \frac{nm(p-1)}{n-m} \right) \) and

\[
m + m(p-1)(1 - \beta_0) < \sigma \leq n,
\]

there exists a constant \( C = C(n, p, \Lambda, c_0, \sigma) > 0 \) such that

\[
\left( \int_{B_{\rho}(y)} |\nabla u|^q dx \right)^{\frac{1}{q}} \leq C \rho^{\frac{n-\delta}{\sigma}} \left[ M_\sigma^D \left( |\mu|^m \right)(y) \right]^{\frac{1}{m(p-1)}}, \quad (3.9)
\]

for all \( B_{\rho}(y) \subset \subset \Omega \), where \( \delta = \frac{\sigma-m}{m(p-1)} \) and \( D_0 = \text{diam}(\Omega) \).

**Proof.** Let us take \( B_{\rho}(y) \subset \subset \Omega \) and \( 0 < \rho \leq r/2 \). Applying Lemma 3.3 with \( B_{2\rho} = B_{2\rho}(y) \), one gives:

\[
\left( \int_{B_{\rho}(y)} |\nabla(u-w)|^q dx \right)^{\frac{1}{q}} \leq C \left( \int_{B_{\rho}(y)} |\mu|^m dx \right)^{\frac{1}{m(p-1)}} \left( \int_{B_{\rho}(y)} |\nabla u|^q dx \right)^{\frac{2-n}{q}} + C \left( \int_{B_{\rho}(y)} |\mu|^m dx \right)^{\frac{1}{m}} \left( \int_{B_{\rho}(y)} |\nabla u|^q dx \right)^{\frac{2-n}{q}}. \quad (3.10)
\]

Thanks to Lemma 3.3 with \( B_{\rho}(y) \subset \subset B_{2\rho} \subset B_R \) and \( s = q \), we obtain that

\[
\left( \int_{B_{\rho}(y)} |\nabla w|^q dx \right)^{\frac{1}{q}} \leq C \left( \frac{\rho}{R} \right)^{\beta_0-1} \left( \int_{B_{2\rho/3}(y)} |\nabla w|^q dx \right)^{\frac{1}{q}}. \quad (3.11)
\]

Combining (3.10), (3.11) with the fact that

\[
\int_{B_{2\rho/3}(y)} |\nabla w|^q dx \leq C \int_{B_{\rho}(y)} |\nabla u|^q dx,
\]
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we obtain
\[
\left( \int_{B_p(y)} |\nabla u|^q \, dx \right)^{\frac{1}{q}} \leq \left( \int_{B_p(y)} |\nabla w|^q \, dx \right)^{\frac{1}{q}} + \left( \int_{B_p(y)} |\nabla u - \nabla w|^q \, dx \right)^{\frac{1}{q}}
\]
\[
\leq C \left( \frac{\rho}{r} \right)^{\frac{n}{q} + \beta_0 - 1} \left( \int_{B_r(y)} |\nabla u|^q \, dx \right)^{\frac{1}{q}}
\]
\[
+ C \rho^{\frac{n}{q}} \left( \int_{B_r(y)} |\mu|^m \, dx \right)^{\frac{1}{m}} + C \rho^{\frac{n(p-1)}{q}} \left( \int_{B_r(y)} |\mu|^m \, dx \right)^{\frac{m}{m(p-1)}} \left( \int_{B_r(y)} |\nabla u|^q \, dx \right)^{\frac{2-q}{q}}.
\]

(3.12)

For any \( \varepsilon \in (0, 1) \), using Young’s inequality for the last term on the right hand side of (3.12) and notice that \( \rho < r \), one finds
\[
\left( \int_{B_p(y)} |\nabla u|^q \, dx \right)^{\frac{1}{q}} \leq C \left( \frac{\rho}{r} \right)^{\frac{n}{q} + \beta_0 - 1} \left( \int_{B_r(y)} |\nabla u|^q \, dx \right)^{\frac{1}{q}}
\]
\[
+ \varepsilon \left( \frac{\rho}{r} \right)^{\frac{n}{q}} \left( \int_{B_r(y)} |\nabla u|^q \, dx \right)^{\frac{1}{q}} + C \varepsilon \rho^{\frac{n}{q}} \left( \int_{B_r(y)} |\mu|^m \, dx \right)^{\frac{1}{m}}
\]
\[
\leq C \left[ \left( \frac{\rho}{r} \right)^{\frac{n}{q} + \beta_0 - 1} + \varepsilon \right] \left( \int_{B_r(y)} |\nabla u|^q \, dx \right)^{\frac{1}{q}} + C \varepsilon \rho^{\frac{n}{q}} \left( \int_{B_r(y)} |\mu|^m \, dx \right)^{\frac{1}{m}}.
\]

(3.13)

For any \( m + m(p-1)(1 - \beta_0) < \sigma \leq n \), let us set \( \delta = \frac{\sigma - m}{m(p-1)} \), the inequality (3.13) can be rewritten as follows
\[
h(\rho) \leq C \left[ \left( \frac{\rho}{r} \right)^{\frac{n}{q} + \beta_0 - 1} + \varepsilon \right] h(r) + C r^{\frac{n}{q} - \delta} \left( \int_{B_r(y)} |\mu|^m \, dx \right)^{\frac{1}{m(p-1)}}
\]
\[
\leq C \left[ \left( \frac{\rho}{r} \right)^{\frac{n}{q} + \beta_0 - 1} + \varepsilon \right] h(r) + C r^{\frac{n}{q} - \delta} \left( M^D_\sigma(|\mu|^m) \right)^{\frac{1}{m(p-1)}}.
\]

where the function \( h : [0, D_0] \to [0, \infty) \) defined by
\[
h(\rho) = \left( \int_{B_{\rho\varepsilon}(y)} |\nabla u|^q \, dx \right)^{\frac{1}{q}}, \quad \rho > 0.
\]

(3.14)

Applying Lemma 3.3 with \( Q = C \left( M^D_\sigma(|\mu|^m) \right)^{\frac{1}{m(p-1)}} \), \( \alpha = \frac{n}{q} + \beta_0 - 1 \) and \( \beta = \frac{n}{q} - \delta \), there exists \( \varepsilon_0 > 0 \) such that for any \( \varepsilon \in (0, \varepsilon_0) \) and \( 0 < \rho < r \leq D_0 \) there holds
\[
h(\rho) \leq C \left[ \left( \frac{\rho}{r} \right)^{\frac{n}{q} - \delta} h(r) + \rho^{\frac{n}{q} - \delta} \left( M^D_\sigma(|\mu|^m) \right)^{\frac{1}{m(p-1)}} \right],
\]

15
and we thus get
\[
\left( \int_{B_{\rho}(y)} |\nabla u|^q dx \right)^{\frac{1}{q}} \leq C \rho^{\frac{n}{q} - \delta} \left[ \left( \frac{1}{D_0} \right)^{\frac{n}{q} - \delta} \left( \int_{\Omega} |\nabla u|^q dx \right)^{\frac{1}{q}} + \left( M_{D_0}(|\mu|^m) \right)^{\frac{1}{m(p-1)}} \right].
\]
(3.15)

According to Hölder’s inequality and (3.1) in Lemma 3.1, it gives that
\[
\left( \frac{1}{D_0} \right)^{\frac{n}{q} - \delta} \left( \int_{\Omega} |\nabla u|^q dx \right)^{\frac{1}{q}} \leq C \left( \frac{1}{D_0} \right)^{\frac{n}{q} - \delta} D_0^{\frac{n}{q} - \delta} \left( \int_{\Omega} |\nabla u|^{\frac{n}{m(p-1)} m} dx \right)^{\frac{1}{m(p-1)}} 
\leq C \left( M_{D_0}(|\mu|^m) \right)^{\frac{1}{m(p-1)}}.
\]
(3.16)

From (3.15) and (3.16) we may conclude that (3.9) holds.

3.3 Boundary estimates

In the remaining part of this section, we are able to deal with the comparison results near the boundary of domain. Under the hypothesis that \( \mathbb{R}^n \setminus \Omega \) is uniformly \( p \)-thickness with constants \( c_0, r_0 \) as in (2.1), it is possible to prove estimates similar to what obtained in the interior of domain.

Let \( x_0 \in \partial \Omega \) be a boundary point and \( R \in (0, r_0/2) \), we set \( \Omega_{2R} = B_{2R}(x_0) \cap \Omega \). For any \( u \in W^{1,p}_{loc}(\Omega) \) being a solution to equation (1.1), let \( w \in W^{1,p}_{0}(\Omega_{2R}) + u \) be the unique solution to the following equation
\[-\text{div}(A(x, \nabla w)) = 0 \quad \text{in} \quad \Omega_{2R}, \quad w = u \quad \text{on} \quad \partial \Omega_{2R}.\]
(3.17)

Lemma 3.8 Let \( u \in W^{1,p}_{loc}(\Omega) \) be a solution to equation (1.1) and \( w \in W^{1,p}_{0}(\Omega_{2R}) + u \) be the unique solution to equation (3.17). There exists a constant \( \Theta_0 > p \) such that
\[
\left( \int_{B_{\rho}(y)} |\nabla w|^{\Theta_0} dx \right)^{\frac{1}{\Theta_0}} \leq C \left( \int_{B_{2\rho}(y)} |\nabla w|^{p-1} dx \right)^{\frac{1}{p-1}},
\]
(3.18)
for all \( B_{2\rho}(y) \subset B_{2R}(x_0) \) and the positive constant \( C \) depends on \( n, p, \Lambda \).

We remark that in several articles such as [56], the reverse Hölder are usually stated as the following form
\[
\left( \int_{B_{\rho/2}(y)} |\nabla w|^q dx \right)^{\frac{1}{q}} \leq C \left( \int_{B_{3\rho/2}(y)} |\nabla w|^{p-1} dx \right)^{\frac{1}{p-1}},
\]
for all \( B_{3\rho}(y) \subset B_{2R}(x_0) \). However, we can prove (3.18) by the same technique as the proof of [64, Lemma 3.5]. We next state the counterpart of Lemmas 3.4 up to the boundary of the domain \( \Omega \).
Lemma 3.9 Let $1 < p \leq \frac{3n-2}{2n-1}$ and $\mu \in L^m(B_{2R})$ for some $m \in (m^*, n)$. Assume that $u \in W^{1,p}_{\text{loc}}(\Omega)$ be a solution to equation (1.1) and $w \in W^{1,p}_0(\Omega_{2R}) + u$ be the unique solution to equation (3.17). For any $q$ satisfying the following condition

$$\frac{n}{2n-1} < q < \frac{nm(p-1)}{n-m},$$

there exists a constant $C > 0$ only depending on $n, p, q$ and $m$ such that

$$\left(\int_{B_{2R}(x_0)} |\nabla u - \nabla w|^q dx\right)^\frac{1}{q} \leq C \left(\int_{B_{2R}(x_0)} |\mu|^m dx\right)^\frac{1}{m(p-1)} + C \left(\int_{B_{2R}(x_0)} |\mu|^m dx\right)^{\frac{1}{m}} \left(\int_{B_{2R}(x_0)} |\nabla u|^q dx\right)^{\frac{2-p}{q}}.$$

Lemma 3.10 Let $w$ be solution to (3.17). Then, there exist two constants $\beta_0 = \beta_0(n, p, \Lambda) \in (0, 1/2]$ and $C_1 = C_1(n, p, \Lambda) > 0$ such that

$$\left(\int_{B_\rho(y)} |\nabla w|^p dx\right)^\frac{1}{p} \leq C_1 \left(\frac{\rho}{r}\right)^{\beta_0-1} \left(\int_{B_r(y)} |\nabla w|^p dx\right)^\frac{1}{p}$$

for any $B_\rho(y) \subset B_r(y) \subset B_{2R}(x_0)$. Moreover, for any $s \in (0, p]$ there exists a positive constant $C_2 = C_2(n, p, \Lambda, s)$ such that

$$\left(\int_{B_\rho(y)} |\nabla w|^s dx\right)^\frac{1}{s} \leq C_2 \left(\frac{\rho}{r}\right)^{\beta_0-1} \left(\int_{B_r(y)} |\nabla w|^s dx\right)^\frac{1}{s}$$

for any $B_\rho(y) \subset B_r(y) \subset B_{2R}(x_0)$.

We next state the selection Lemma 3.11 which establishes $L^q$-estimate for gradient of solution $u$ up to the boundary. The proof of such result is very similar and follows the argument of Lemma 3.10.

Lemma 3.11 Let $1 < p \leq \frac{3n-2}{2n-1}$ and $u$ be a solution to equation (1.1) with $\mu \in L^m(\Omega)$ for some $m \in (m^*, n)$. Let $\beta_0 \in (0, 1/2]$ be as in Lemma 3.10. Then, for any $m + m(p-1)(1-\beta_0) < \sigma \leq n$,

there exists a constant $C = C(n, p, \Lambda, c_0, \sigma) > 0$ such that

$$\left(\int_{B_\rho(y)} |\nabla u|^q dx\right)^\frac{1}{q} \leq C \rho^{\sigma-\delta} \left[ M_{\sigma}^{D_0}(|\mu|^m)(y)\right]^{\frac{1}{m(p-1)}},$$

for all $B_\rho(y) \cap \partial \Omega \neq \emptyset$, where $\delta = \frac{\sigma-m}{m(p-1)}$ and $D_0 = \text{diam}(\Omega)$. 
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4 Lorentz and Lorentz-Morrey global gradient estimates

In this section, the proofs of Theorem C and D are shown to give the global Lorentz and Lorentz-Morrey gradient estimates, respectively. To this end, we mainly use the good-\(\lambda\) method. It is worth mentioning that these results are connected to our previous ones in [64, 67], but for \(\frac{3n-2}{2n-1} < p \leq 2 - \frac{1}{n}\).

4.1 Good-\(\lambda\) type bounds

The good-\(\lambda\) method, roughly speaking, the good-\(\lambda\) inequality, allows to derive the local or point-wise estimates between operators, in terms of theoretical measure. It was first used by D. L. Burkholder et al. in [13]. As far as the authors know, gradient estimates of a class of general elliptic equations using this method were strongly applied by many authors. For instance, regularity results obtained in [52] for fractional integral operators, in [49] for fractional maximal operators. Later, several research papers also applied this method in their proofs of gradient estimates, such as [55, 56, 60, 61, 64, 66, 67, 68, 69], etc.

In order to obtain the good-\(\lambda\) type bounds, the main idea is to use the following lemma which is well-known as a substitution of the Calderón-Zygmund-Krylov-Safonov decomposition. The reader is referred to [20] for the proof of this lemma.

**Lemma 4.1** Let \(\varepsilon \in (0, 1), 0 < R_1 < R_2\) and the ball \(Q := B_{R_2}(x_0)\) for some \(x_0 \in \mathbb{R}^n\). Let \(V \subset W \subset Q\) be two measurable sets satisfying two following properties:

i) \(L^n(V) < \varepsilon L^n(B_{R_1})\);

ii) for all \(x \in Q\) and \(r \in (0, R_1]\), if \(L^n(V \cap B_r(x)) \geq \varepsilon L^n(B_r(x))\) then \(B_r(x) \cap Q \subset W\).

Then there exists a positive constant \(C\) depending on \(n\) such that \(L^n(V) \leq C\varepsilon L^n(W)\).

**Proof of Theorem A.** Let \(u\) be the renormalized solution to (1.1) and \(q < \frac{nm(p-1)}{n-m}\). We denote by \(Q\) the ball \(B_{D_0}(x_0)\) with \(x_0 \in \Omega\) fixed and \(D_0 = \text{diam}(\Omega)\). We need to find three constants \(a \in (0, 1), b \in \mathbb{R}\) and \(\varepsilon_0 > 0\) such that (1.3) holds for any \(\lambda > 0\) and \(\varepsilon \in (0, \varepsilon_0)\).

The main idea of the proof is to apply Lemma 4.1 for two measurable sets \(V_{\lambda, \varepsilon}\) and \(W_\lambda\) which are respectively defined by

\[
V_{\lambda, \varepsilon} = \left\{ (M(|\nabla u|^q))^{\frac{1}{q}} > \varepsilon^{-a} \lambda, (M_m(|\mu|^m))^{\frac{1}{m(p-1)}} \leq \varepsilon^b \lambda \right\} \cap Q,
\]

and

\[
W_\lambda = \left\{ (M(|\nabla u|^q))^{\frac{1}{q}} > \lambda \right\} \cap Q.
\]

for \(\lambda, \varepsilon > 0\). So we need to show that \(V_{\lambda, \varepsilon}\) and \(W_\lambda\) satisfy two hypotheses i) and ii) in Lemma 4.1. For the first one, we prove that

\[
L^n(V_{\lambda, \varepsilon}) \leq C\varepsilon L^n(B_{R_0}(0)),
\]

(4.1)
for all $\lambda > 0$, where $R_0 = \min\{D_0, r_0\}$. Without loss of generality, we may assume that $V_{\lambda, \varepsilon} \neq \emptyset$ which implies that there is $x_1 \in Q$ such that $(M_{\mu}(|\mu|^m)(x_1))^{\frac{1}{m(p-1)}} \leq \varepsilon b\lambda$, which implies from the definition of fractional maximal function $M_{\mu}$ that

$$
\|\mu\|_{L^m(\Omega)} \leq D_0^{\frac{n}{p-1}}(\varepsilon b\lambda)^{p-1}.
$$

(4.2)

Using the boundedness of the Hardy-Littlewood function $M$ from Lebesgue space $L^1(\mathbb{R}^n)$ into Marcinkiewicz space $L^{1,\infty}(\mathbb{R}^n)$ and Hölder’s inequality, one obtains that

$$
\mathcal{L}^n(V_{\lambda, \varepsilon}) \leq \frac{C}{(\varepsilon^{-a}\lambda)^q} \int_{\Omega} |\nabla u|^q dx
\leq \frac{C}{(\varepsilon^{-a}\lambda)^q} D_0^{-\frac{q(n-m)}{m(p-1)}} \left( \int_{\Omega} |\nabla u|^{\frac{nm(p-1)}{n-m}} \right)^{\frac{q}{n-m}},
$$

(4.3)

with notice that $q < \frac{nm(p-1)}{n-m}$. On the other hand, the gradient bound of $u$ in Lemma 3.1 states that

$$
\|\nabla u\|_{L^{\frac{nm(p-1)}{n-m}}(\Omega)} \leq C\|\mu\|_{L^m(\Omega)}^{\frac{1}{q}},
$$

which follows from (4.2) and (4.3) that

$$
\mathcal{L}^n(V_{\lambda, \varepsilon}) \leq \frac{C}{(\varepsilon^{-a}\lambda)^q} D_0^{-\frac{q(n-m)}{m(p-1)}} \left[ D_0^{\frac{n}{p-1}}(\varepsilon b\lambda)^{p-1} \right]^{\frac{q}{n-m}}
\leq C\varepsilon^{(a+b)q} \left( \frac{D_0}{R_0} \right)^{n} \mathcal{L}^n(B_{R_0}).
$$

(4.4)

It is very easy to see from (4.4) that (4.1) holds if provided $(a+b)q \geq 1$, where the constant $C$ depending on $(D_0/R_0)^n$.

In the next step, we must to verify that for all $x \in Q, r \in (0, R_0]$ and $\lambda > 0$, the following statement does hold:

$$
\mathcal{L}^n(V_{\lambda, \varepsilon} \cap B_r(x)) \geq C\varepsilon \mathcal{L}^n(B_r(x)) \implies B_r(x) \cap Q \subset W_\lambda.
$$

Indeed, let $x \in Q$ and $0 < r \leq R_0$, and by contradiction, let us assume that $B_r(x) \cap Q \cap \hat{W}_\lambda \neq \emptyset$ and $V_{\lambda, \varepsilon} \cap B_r(x) \neq \emptyset$. Then, there exist $x_2, x_3 \in B_r(x) \cap Q$ such that

$$
|M(|\nabla u|^q)(x_2)| \leq \lambda,
$$

(4.5)

and

$$
(M_{\mu}(|\mu|^m)(x_3))^{\frac{1}{m(p-1)}} \leq \varepsilon b\lambda.
$$

(4.6)

The proof is completed by showing that the following estimate

$$
|V_{\lambda, \varepsilon} \cap B_r(x)| < C\varepsilon |B_r(x)|
$$

(4.7)

holds for a constant $C$ depending on $n, p, \Lambda, m, q, c_0$. 
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For every \( y \in B_r(x) \) and \( \rho \geq r \), we note that
\[
B_{\rho}(y) \subset B_{\rho+r}(x) \subset B_{\rho+2r}(x_2) \subset B_{3\rho}(x_2),
\]
which deduces to
\[
\sup_{\rho \geq r} \int_{B_{\rho}(y)} |\nabla u|^q \, dx \leq 3^n \sup_{\rho \geq 3r} \int_{B_{\rho}(x_2)} |\nabla u|^q \, dx \leq 3^n M(|\nabla u|^q)(x_2) \leq 3^n \lambda^q.
\]
Here the last inequality yields from (4.3). Thus,
\[
M(|\nabla u|^q)(y) \leq \max \left\{ \sup_{0 < \rho < r} \int_{B_{\rho}(y)} \chi_{B_{2r}(x)} |\nabla u|^q \, dx; \sup_{\rho \geq r} \int_{B_{\rho}(y)} |\nabla u|^q \, dx \right\}
\leq \max \left\{ M(\chi_{B_{2r}(x)}|\nabla u|^q)(y); 3^n \lambda^q \right\}, \quad \text{for all } y \in B_r(x),
\]
which implies that
\[
\left\{ (M(|\nabla u|^q))^\frac{1}{q} > 3^n \lambda \right\} \cap B_r(x) = \emptyset.
\]
Therefore, by choosing \( \varepsilon_0 \in (0, 1) \) such that \( \varepsilon_0^{-n} > 3^n \), we will get that
\[
V_{\lambda, \varepsilon} \cap B_r(x) = \left\{ (M(\chi_{B_{2r}(x)}|\nabla u|^q))^\frac{1}{q} > \varepsilon^{-n}\lambda, (M_m(|\mu|_m))^{\frac{1}{m-1}} \leq \varepsilon^p \lambda \right\} \cap Q \cap B_r(x)
\]  
(4.8)
for all \( \varepsilon \in (0, \varepsilon_0) \). Let \( u_k \in W^{1, q}_{0}(\Omega) \) be the unique solution to the following problem:
\[
\begin{cases}
-\text{div}(A(x, \nabla u_k)) = \mu_k & \text{in } \Omega, \\
u_k = 0 & \text{on } \partial \Omega,
\end{cases}
\]  
(4.9)
where \( \mu_k = T_k(\mu) \). In order to prove (4.7), for the sake of clarity we will consider two cases: \( B_{4r}(x) \subset \subset \Omega \) and \( B_{4r}(x) \cap \Omega^c \neq \emptyset \).

Let us consider the first case \( B_{4r}(x) \subset \subset \Omega \). Applying Lemma 3.4 for \( w_k \) being the unique solution to:
\[
\begin{cases}
-\text{div}(A(x, \nabla w_k)) = 0, & \text{in } B_{4r}(x), \\
w_k = u_k, & \text{on } \partial B_{4r}(x),
\end{cases}
\]  
(4.10)
with \( \mu = \mu_k \) and \( B_R = B_{4r}(x) \), one has a constant \( C = C(n, p, \Lambda, q, m) > 0 \) such that:
\[
\left( \int_{B_{4r}(x)} |\nabla u_k - \nabla w_k|^q \, dx \right)^{\frac{1}{q}} \leq C [\mathcal{F}_{4r}(\mu_k)]^{\frac{1}{m-1}} + C \mathcal{F}_{4r}(\mu_k) \left( \int_{B_{4r}(x)} |\nabla w_k|^q \, dx \right)^{\frac{2-n}{m}},
\]  
(4.11)
where the function \( \mathcal{F}_{4r} \) is defined by
\[
\mathcal{F}_{4r}(\mu_k) = \left( (4r)^m \int_{B_{4r}(x)} |\mu_k|^m \, dx \right)^{\frac{1}{m}}.
\]
\[20\]
Moreover, applying the reverse Hölder’s inequality in Lemma 3.3 there exists a constant \( \Theta_0 > p \) such that

\[
\left( \frac{1}{B_{2r}(x)} \int |\nabla w_k|^{\Theta_0} dx \right)^{\frac{1}{\Theta_0}} \leq C \left( \frac{1}{B_{4r}(x)} \int |\nabla w_k|^{p-1} dx \right)^{\frac{1}{p-1}} \\
\leq C \left( \frac{1}{B_{4r}(x)} \int |\nabla u_k|^q dx \right)^{\frac{1}{q}} + C \left( \frac{1}{B_{4r}(x)} \int |\nabla u_k - \nabla w_k|^q dx \right)^{\frac{1}{q}},
\]

(4.12)

where the second inequality is obtained by using Hölder’s inequality with notice that \( q > p - 1 \).

On the other hand, it easy to see that the Lebesgue measure of \( V_{\lambda,\varepsilon} \cap B_r(x) \) given in (4.5) can be decomposed as follows

\[
\mathcal{L}^n(V_{\lambda,\varepsilon} \cap B_r(x)) \leq \mathcal{L}^n \left( \left\{ M \left( \chi_{B_{2r}(x)} |\nabla (u - u_k)|^q \right) > 3^{-\frac{1}{q}} \varepsilon^{-a} \lambda \right\} \cap B_r(x) \right) \\
+ \mathcal{L}^n \left( \left\{ M \left( \chi_{B_{2r}(x)} |\nabla (u_k - w_k)|^q \right) > 3^{-\frac{1}{q}} \varepsilon^{-a} \lambda \right\} \cap B_r(x) \right) \\
+ \mathcal{L}^n \left( \left\{ M \left( \chi_{B_{2r}(x)} |\nabla w_k|^q \right) > 3^{-\frac{1}{q}} \varepsilon^{-a} \lambda \right\} \cap B_r(x) \right).
\]

(4.13)

Using the boundedness of the maximal function \( M \) from \( L^s(\mathbb{R}^n) \) into \( L^{s,\infty}(\mathbb{R}^n) \) with \( s = 1, s = \frac{2a}{q} > 1 \) for three terms on the right hand side of (4.13) respectively, one obtains that

\[
\mathcal{L}^n(V_{\lambda,\varepsilon} \cap B_r(x)) \leq \frac{C r^n}{(\varepsilon^{-a} \lambda) q} \int_{B_{2r}(x)} |\nabla u - \nabla u_k|^q dx \\
+ \frac{C r^n}{(\varepsilon^{-a} \lambda) q} \int_{B_{2r}(x)} |\nabla u_k - \nabla w_k|^q dx \\
+ \frac{C r^n}{(\varepsilon^{-a} \lambda) q_0} \int_{B_{2r}(x)} |\nabla w_k|^{\Theta_0} dx.
\]

(4.14)

Combining both estimates (4.11) and (4.12) to (4.14) we get

\[
\mathcal{L}^n(V_{\lambda,\varepsilon} \cap B_r(x)) \leq \frac{C r^n}{(\varepsilon^{-a} \lambda) q} \int_{B_{4r}(x)} |\nabla u - \nabla u_k|^q dx \\
+ \frac{C r^n}{(\varepsilon^{-a} \lambda) q} \left[ \mathcal{F}_{4r}(\mu_k)^{\frac{1}{p-1}} + \mathcal{F}_{4r}(\mu_k) \left( \int_{B_{4r}(x)} |\nabla u_k|^q dx \right)^{\frac{2-q}{q}} \right] \\
+ \frac{C r^n}{(\varepsilon^{-a} \lambda) q_0} \left[ \left( \int_{B_{4r}(x)} |\nabla u_k|^q dx \right)^{\frac{1}{q}} + \mathcal{F}_{4r}(\mu_k)^{\frac{1}{p-1}} \right] \\
+ \mathcal{F}_{4r}(\mu_k) \left( \int_{B_{4r}(x)} |\nabla u_k|^q dx \right)^{\frac{2-q}{q}} \Theta.
\]
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Passing $k \to \infty$ and applying Lemma 3.2 the above inequality becomes
\[
\mathcal{L}^n(V_{\lambda, \varepsilon} \cap B_r(x)) \leq \frac{C r^n}{(\varepsilon^{-a} \lambda)^q} \left[ \mathcal{F}_{4r}(\mu)^{\frac{1}{p-1}} + \mathcal{F}_{4r}(\mu) \left( \int_{B_{4r}(x)} |\nabla u|^q dx \right)^{\frac{2-p}{q}} \right]^q
\]
\[
+ \frac{C r^n}{(\varepsilon^{-a} \lambda)^{\Theta_0}} \left( \int_{B_{4r}(x)} |\nabla u|^q dx \right)^{\frac{1}{q}} + \mathcal{F}_{4r}(\mu) \left( \int_{B_{4r}(x)} |\nabla u|^q dx \right)^{\frac{2-p}{q}} \right]^\Theta_0 .
\] (4.15)

Since $|x - x_2| < r$, it follows $B_{4r}(x) \subset B_{5r}(x_2)$. Thus one obtains from (4.12) that
\[
\left( \int_{B_{4r}(x)} |\nabla u|^q dx \right)^{\frac{1}{q}} \leq \left( \left( \frac{5}{4} \right)^n \int_{B_{5r}(x_2)} |\nabla u|^q dx \right)^{\frac{1}{q}}
\]
\[
\leq C \left( \mathcal{M}(|\nabla u|^q)(x_2) \right)^{\frac{1}{q}} \leq C \lambda .
\] (4.16)

Similarly, from $|x - x_3| < r$, we can get $B_{4r}(x) \subset B_{5r}(x_3)$, it gives from (4.10) that
\[
\mathcal{F}_{4r}(\mu) \leq C \left( \int_{B_{5r}(x_3)} |\mu|^m dx \right)^{\frac{1}{m}}
\]
\[
\leq C \left( \mathcal{M}_n(|\mu|^m)(x_3) \right)^{\frac{1}{m}} \leq C (\varepsilon^b \lambda)^{p-1}.
\] (4.17)

Taking into account (4.10) and (4.17) to (4.15), we may conclude that
\[
\mathcal{L}^n(V_{\lambda, \varepsilon} \cap B_r(x)) \leq \frac{C r^n}{(\varepsilon^{-a} \lambda)^q} \left[ (\varepsilon^b \lambda + (\varepsilon^b \lambda)^{p-1} \lambda^{2-p})^q \right]
\]
\[
+ \frac{C r^n}{(\varepsilon^{-a} \lambda)^{\Theta_0}} \left[ \lambda + (\varepsilon^b \lambda)^{p-1} \lambda^{2-p} \right]^{\Theta_0}
\]
\[
\leq C r^n \left( (\varepsilon^{a+b})^q + (\varepsilon^{a+b(p-1)})^q \right) + C r^n \varepsilon^{a\Theta_0} .
\] (4.18)

We are reduced to proving (4.17) by choosing $a, b$ in (4.26) such that $a\Theta_0 = 1$ and $(a + b(p - 1))q = 1$. Note that with this choice, we also have $a \in (0, 1)$ and $(a+b)q > 1$ which is assumed in (4.1).

We next consider the second case $B_{4r}(x) \cap \Omega^c \neq \emptyset$. Let $x_4 \in \partial \Omega$ such that
\[
|x_4 - x| = \text{dist}(x, \partial \Omega) \leq 4r .
\]

It is easy to see that $B_{4r}(x) \subset B_{5r}(x_4)$. Applying Lemma 3.9 with $v_k$ being the solution to:
\[
\begin{align*}
-\text{div}(A(x, \nabla v_k)) &= 0, & \text{in } B_{5r}(x_4), \\
v_k &= u_k, & \text{on } \partial B_{5r}(x_4),
\end{align*}
\] (4.19)
for \( \mu = \mu_k \) and \( B_{2R} = B_{8r}(x_4) \) and \( u_k \in W^{1,n}_0(\Omega) \) being the solution to (4.9), one has a constant \( C = C(n, p, \Lambda) > 0 \) such that:

\[
\left( \int_{B_{8r}(x_4)} |\nabla u_k - \nabla v_k|^q dx \right)^{\frac{1}{q}} \leq C \left[ \tilde{F}_{8r}(\mu_k) \right]^{\frac{p-1}{p}} + C \tilde{F}_{8r}(\mu_k) \left( \int_{B_{8r}(x_4)} |\nabla u_k|^q dx \right)^{\frac{2-p}{q}},
\]

(4.20)

where the function \( \tilde{F}_{8r} \) is defined by

\[
\tilde{F}_{8r}(\mu_k) = \left( (8r)^n \int_{B_{8r}(x_4)} |\mu_k|^m dx \right)^{\frac{1}{m}}.
\]

Moreover, following the reverse Hölder’s inequality in Lemma 3.9 with \( \rho = 4r \) and notice that \( B_{4r}(x) \subset B_{8r}(x_4) \), one has

\[
\left( \int_{B_{2r}(x)} |\nabla v_k|^{\Theta_0} dx \right)^{\frac{1}{\Theta_0}} \leq C \left( \int_{B_{4r}(x)} |\nabla v_k|^{p-1} dx \right)^{\frac{1}{p-1}} \leq C \left( \int_{B_{8r}(x_4)} |\nabla v_k|^{p-1} dx \right)^{\frac{1}{p-1}},
\]

which follows from Hölder’s inequality that

\[
\left( \int_{B_{2r}(x)} |\nabla v_k|^{\Theta_0} dx \right)^{\frac{1}{\Theta_0}} \leq C \left( \int_{B_{8r}(x_4)} |\nabla v_k|^q dx \right)^{\frac{1}{q}} \leq C \left( \int_{B_{8r}(x_4)} |\nabla u_k|^q dx \right)^{\frac{1}{q}} + C \left( \int_{B_{8r}(x_4)} |\nabla u_k - \nabla v_k|^q dx \right)^{\frac{1}{q}}.
\]

(4.21)

As the proof in the first case, we first obtain the following estimate from (4.8)

\[
\mathcal{L}^n(V_{\lambda,\epsilon} \cap B_r(x)) \leq \mathcal{L}^n \left( \left\{ M \left( \chi_{B_{2r}(x)} |\nabla (u - u_k)|^q \right) \right\} \cap B_r(x) \right)
\]

\[
+ \mathcal{L}^n \left( \left\{ M \left( \chi_{B_{2r}(x)} |\nabla (u_k - v_k)|^q \right) \right\} \cap B_r(x) \right)
\]

\[
+ \mathcal{L}^n \left( \left\{ M \left( \chi_{B_{2r}(x)} |\nabla v_k|^q \right) \right\} \cap B_r(x) \right),
\]

and then using the boundedness of the maximal function \( M \) on the right hand side to yield that

\[
\mathcal{L}^n(V_{\lambda,\epsilon} \cap B_r(x)) \leq \frac{C r^n}{(\epsilon - a \lambda)^q} \int_{B_{2r}(x)} |\nabla u - \nabla u_k|^q dx + \int_{B_{2r}(x)} |\nabla u_k - \nabla v_k|^q dx
\]

\[
+ \frac{C r^n}{(\epsilon - a \lambda)^q} \int_{B_{2r}(x)} |\nabla v_k|^{\Theta_0} dx
\]

\[
\leq \frac{C r^n}{(\epsilon - a \lambda)^q} \int_{B_{8r}(x_4)} |\nabla u - \nabla u_k|^q dx + \int_{B_{8r}(x_4)} |\nabla u_k - \nabla v_k|^q dx
\]

\[
+ \frac{C r^n}{(\epsilon - a \lambda)^q} \int_{B_{2r}(x)} |\nabla v_k|^{\Theta_0} dx.
\]

(4.22)
Taking into account (4.20) and (4.21) to (4.22), there holds
\[
\mathcal{L}^n(V_{\lambda, \varepsilon} \cap B_r(x)) \leq \frac{C r^n}{(\varepsilon - a\lambda)^q} \int_{B_{8r}(x_4)} |\nabla u - \nabla u_k|^q dx \\
+ \frac{C r^n}{(\varepsilon - a\lambda)^q} \left[ \tilde{F}_{8r}(\mu_k)^\frac{p-1}{q} + \tilde{F}_{8r}(\mu_k) \left( \int_{B_{8r}(x_4)} |\nabla u_k|^q dx \right)^\frac{2}{q-p} \right] \\
+ \frac{C r^n}{(\varepsilon - a\lambda)^q} \left[ \left( \int_{B_{8r}(x_4)} |\nabla u_k|^q dx \right)^\frac{1}{q} + \tilde{F}_{8r}(\mu_k) \right] \\
+ \tilde{F}_{8r}(\mu_k) \left( \int_{B_{8r}(x_4)} |\nabla u_k|^q dx \right)^\frac{2}{q-p} \Theta_0 .
\]

Sending \( k \to \infty \) and using Lemma 3.2, the above inequality becomes
\[
\mathcal{L}^n(V_{\lambda, \varepsilon} \cap B_r(x)) \leq \frac{C r^n}{(\varepsilon - a\lambda)^q} \left[ \tilde{F}_{8r}(\mu_k)^\frac{p-1}{q} + \tilde{F}_{8r}(\mu_k) \left( \int_{B_{8r}(x_4)} |\nabla u_k|^q dx \right)^\frac{2}{q-p} \right] \\
+ \frac{C r^n}{(\varepsilon - a\lambda)^q} \left[ \left( \int_{B_{8r}(x_4)} |\nabla u_k|^q dx \right)^\frac{1}{q} + \tilde{F}_{8r}(\mu_k) \right] \\
+ \tilde{F}_{8r}(\mu_k) \left( \int_{B_{8r}(x_4)} |\nabla u_k|^q dx \right)^\frac{2}{q-p} \Theta_0 . \quad (4.23)
\]

It is similar to the previous case, we estimate the right hand side of (4.23) by using (4.12) and (4.6) with the fact that
\[
B_{8r}(x_4) \subset B_{13r}(x_2) \cap B_{13r}(x_3).
\]

With this notice, thanks to (4.12) and (4.6) one obtains that
\[
\left( \int_{B_{8r}(x_4)} |\nabla u|^q dx \right)^\frac{1}{q} \leq C \left( \int_{B_{13r}(x_2)} |\nabla u|^q dx \right)^\frac{1}{q} \\
\leq C(M(\|\nabla u\|)(x_2))^\frac{1}{q} \leq C\lambda, \quad (4.24)
\]
and
\[
\tilde{F}_{8r}(\mu) \leq C \left( (13r)^m \int_{B_{13r}(x_3)} |\mu|^m dx \right)^\frac{1}{m} \\
\leq C(M_m(\|\mu\|^m)(x_3))^\frac{1}{m} \leq C(\varepsilon^b\lambda)^{p-1} . \quad (4.25)
\]

Taking into account (4.24) and (4.25) to (4.23), we may conclude that
\[
\mathcal{L}^n(V_{\lambda, \varepsilon} \cap B_r(x)) \leq C r^n \left( \varepsilon^{(a+b)q} + \varepsilon^{(a+b(p-1))q} \right) + C r^n \varepsilon^{a} \Theta_0 , \quad (4.26)
\]
which guarantees (4.7) by the same value of $a$, $b$ as in the first case. This ends the proof of Theorem A.

**Proof of Theorem B.** For any $\lambda > \epsilon^b \cdot \rho^{-\frac{n}{p-1}} \|\nabla u\|_{L^q(Q_2 \cap \Omega)}$, we have the following estimate

\[
\mathcal{L}^n \left( \left\{ (M(\chi_{Q_2}|\nabla u|^q))^{\frac{1}{q}} > \epsilon^{-a} \lambda, (M_m(\chi_{Q_2}|\mu|^m))^{\frac{1}{m(p-1)}} \leq \epsilon^b \lambda \right\} \cap Q_1 \right) \\
\leq \frac{C}{(\epsilon^{-a} \lambda)^q} \int_\Omega \chi_{Q_2} |\nabla u|^q \, dx \\
\leq \frac{C}{(\epsilon^{-a} \epsilon^{-b} \rho^{-\frac{n}{p-1}} \|\nabla u\|_{L^q(Q_2 \cap \Omega)})^q} \int_\Omega \chi_{Q_2} |\nabla u|^q \, dx \\
\leq C \epsilon^{(a+b)q} \mathcal{L}^n(Q_2) \\
\leq C \epsilon \mathcal{L}^n(Q_2).
\]

As in the proof of Theorem A we recall that $a$, $b$ will be chosen such that $(a+b)q \geq 1$ which guarantees the last inequality. The other steps of the proof can be performed by the same way as in Theorem A.

Using aforementioned technique, we next give short proofs of results in two sections as below.

### 4.2 Gradient estimate in Lorentz spaces

**Proof of Theorem C.** In what follows we prove Theorem C only for the case $t \neq \infty$, and for $t = \infty$ the proof is similar. Let us fix $\frac{p}{p-1} < q < \frac{mn(p-1)}{m-m}$. Thanks to Theorem A there exist constants $\Theta_0 > p$, $a = \Theta_0^{-1}$, $b \in \mathbb{R}$, $C > 0$ and $0 < \epsilon_0 < 1$ such that the following inequality

\[
\mathcal{L}^n \left( \left\{ (M(|\nabla u|^q))^{\frac{1}{q}} > \epsilon^{-a} \lambda, (M_m(|\mu|^m))^{\frac{1}{m(p-1)}} \leq \epsilon^b \lambda \right\} \cap \Omega \right) \\
\leq C \epsilon \mathcal{L}^n \left( \left\{ (M(|\nabla u|^q))^{\frac{1}{q}} > \lambda \right\} \cap \Omega \right),
\]

(4.27)

holds for any $\epsilon \in (0, \epsilon_0)$ and $\lambda > 0$. By changing of variables from $\lambda$ to $\epsilon^{-a} \lambda$ in the standard definition of Lorentz space, one has

\[
\| (M(|\nabla u|^q))^{\frac{1}{q}} \|_{L^t,1(\Omega)} = s \int_0^\infty \lambda^t \mathcal{L}^n(\left\{ (M(|\nabla u|^q))^{\frac{1}{q}} > \lambda \right\} \cap \Omega) \frac{d\lambda}{\lambda} \\
= \epsilon^{-at} s \int_0^\infty \lambda^t \mathcal{L}^n(\left\{ (M(|\nabla u|^q))^{\frac{1}{q}} > \epsilon^{-a} \lambda \right\} \cap \Omega) \frac{d\lambda}{\lambda}.
\]

(4.28)

Applying (4.27) to (4.28), we obtain that

\[
\| (M(|\nabla u|^q))^{\frac{1}{q}} \|_{L^t,1(\Omega)} \leq C \epsilon^{-at} \frac{s}{\lambda} \int_0^\infty \lambda^t \mathcal{L}^n(\left\{ (M(|\nabla u|^q))^{\frac{1}{q}} > \lambda \right\} \cap \Omega) \frac{d\lambda}{\lambda} + C \epsilon^{-at} s \int_0^\infty \lambda^t \mathcal{L}^n(\left\{ (M_m(|\mu|^m))^{\frac{1}{m(p-1)}} > \epsilon^b \lambda \right\} \cap \Omega) \frac{d\lambda}{\lambda}.
\]

(4.29)
Performing change of variables in the second integral on right-hand side of (4.29), one gets

\[
\left\| (\mathcal{M}(|\nabla u|^q))^\frac{1}{q} \right\|_{L^{s,t}(\Omega)}^t \leq C\varepsilon^{-a+\frac{1}{q}}\left\| (\mathcal{M}(|\nabla u|^q))^\frac{1}{q} \right\|_{L^{s,t}(\Omega)}^t \\
+ C\varepsilon^{-a-b}\left\| (\mathcal{M}_m(|\mu|^\alpha))^\frac{1}{m-\beta} \right\|_{L^{s,t}(\Omega)},
\]

which deduces to

\[
\left\| (\mathcal{M}(|\nabla u|^q))^\frac{1}{q} \right\|_{L^{s,t}(\Omega)}^t \leq C\varepsilon^{-a+\frac{1}{q}}\left\| (\mathcal{M}(|\nabla u|^q))^\frac{1}{q} \right\|_{L^{s,t}(\Omega)}^t \\
+ C\varepsilon^{-a-b}\left\| (\mathcal{M}_m(|\mu|^\alpha))^\frac{1}{m-\beta} \right\|_{L^{s,t}(\Omega)}. \tag{4.30}
\]

For any \(0 < s < a^{-1} = \Theta_0\) and \(0 < t < \infty\), we may choose \(\varepsilon \in (0, \varepsilon_0)\) small enough such that \(C\varepsilon^{-a+\frac{1}{q}} \leq 1/2\) and in conclusion we have obtained (1.5).

\[\square\]

### 4.3 Gradient estimate in Lorentz-Morrey spaces

In this subsection, we prove the Lorentz-Morrey gradient estimate for renormalized solution to (1.1). The following standard lemma is useful for our proof.

**Lemma 4.2** Let \(f \in L^{s,\kappa}(\Omega)\) for \(0 < s < \infty\), \(0 < t \leq \infty\) and \(0 < \kappa \leq n\). For \(0 < \sigma \leq \frac{\sigma_0}{n}\), there exists a constant \(C = C(n, s, \kappa, \sigma) > 0\) such that

\[
M_{\sigma}(f)(y) \leq C [M(f)(y)]^{1-\frac{\sigma_0}{\sigma}} \left( \| f \|_{L^{s,\kappa}(\Omega)} \right)^{\frac{\sigma_0}{\sigma}}, \tag{4.31}
\]

for \(\rho > 0\) and \(y \in \Omega\). In particular, there holds

\[
\| M_{\sigma}(f) \|_{L^{\infty}(\Omega)} \leq C \| f \|_{L^{s,\kappa}(\Omega)}, \tag{4.32}
\]

where \(D_0 = \text{diam}(\Omega)\).

**Proof.** Let \(\rho > 0\) and \(y \in \Omega\). For any \(0 < \alpha \leq 1\), we have

\[
\rho^{\alpha-n} \int_{B_{\rho}(y)} f(x) dx = \left( \rho^{-n} \int_{B_{\rho}(y)} f(x) dx \right)^{1-\alpha} \left( \rho^{\alpha-n} \int_{B_{\rho}(y)} f(x) dx \right)^{\alpha} \\
\leq C [M(f)(y)]^{1-\alpha} \left( \rho^{\alpha-n} \rho^{-\alpha} \| f \|_{L^{s,\kappa}(B_{\rho}(y))} \right)^{\alpha} \\
\leq C [M(f)(y)]^{1-\alpha} \left( \rho^{\alpha-n} \| f \|_{L^{s,\kappa}(B_{\rho}(y))} \right)^{\alpha} \\
\leq C [M(f)(y)]^{1-\alpha} \left( \| f \|_{L^{s,\kappa}(\Omega)} \right)^{\alpha}.
\]

Let us take \(\alpha = \frac{\sigma}{n}\), we obtain (4.31). By choosing \(\alpha = 1\) and taking the supremum both sides of this inequality for all \(0 < \rho < D_0\) and \(y \in \Omega\), we obtain (4.32) which completes the proof.

**Proof of Theorem D.** For simplicity of notation, we denote \(B_\rho := B_\rho(x_0)\) and \(B_{10\rho} := B_{10\rho}(x_0)\) with \(0 < \rho < D_0 = \text{diam}(\Omega)\) and \(x_0 \in \Omega\). Thanks to Theorem B
with \( q \in \left(\frac{n}{m-1}, \frac{nm(p-1)}{n-m}\right) \), there exist \( a = a(n,p,\lambda,c_0) \in (0,1), \ b \in \mathbb{R} \) and \( C = C(n,p,\lambda,c_0, D_0/r_0) > 0 \) such that the following estimate holds

\[
L^n \left( \left\{ (M(\chi_{B_{10\rho}}|\nabla u|^q))^{\frac{1}{q}} > \varepsilon^{-a} \lambda \right\} \cap B_{\rho} \right) \leq C \varepsilon L^n \left( \left\{ (M(\chi_{B_{10\rho}}|\nabla u|^q))^{\frac{1}{q}} > \lambda \right\} \cap B_{\rho} \right),
\]

for any \( \varepsilon \in (0,1) \) small enough and \( \lambda > \lambda_0 \), where

\[
\lambda_0 = \varepsilon^{-b} \rho - \frac{\beta}{q} \| \nabla u \|_{L^q(B_{10\rho} \cap \Omega)}.
\]

Thus, for all \( \lambda > \lambda_0 \) it gives

\[
L^n \left( \left\{ (M(\chi_{B_{10\rho}}|\nabla u|^q))^{\frac{1}{q}} > \varepsilon^{-a} \lambda \right\} \cap B_{\rho} \right) \leq C \varepsilon L^n \left( \left\{ (M(\chi_{B_{10\rho}}|\nabla u|^q))^{\frac{1}{q}} > \lambda \right\} \cap B_{\rho} \right) + L^n \left( \left\{ (M_m(\chi_{B_{10\rho}}|\mu|^m))^{\frac{1}{m(p-1)}} > \varepsilon^{b} \lambda \right\} \cap B_{\rho} \right).
\]

For the convenience of the reader, let us denote

\[
\alpha := \frac{m\kappa(p-1)}{\kappa - ms} \quad \text{and} \quad \beta := \frac{m\kappa(p-1)}{\kappa - mt}.
\]

By changing of variables in the definition of Lorentz norm we obtain that

\[
\| (M(\chi_{B_{10\rho}}|\nabla u|^q))^{\frac{1}{q}} \|_{L^{\beta}(B_{\rho})} \leq C \varepsilon^{-a} \lambda_0^\beta \| \nabla u \|_{L^q(B_{10\rho} \cap \Omega)}^\beta
\]

and

\[
C \varepsilon^{-a+b} \rho_0^\beta + C \varepsilon^{-a+b} \| (M(\chi_{B_{10\rho}}|\nabla u|^q))^{\frac{1}{q}} \|_{L^{\beta}(B_{\rho})}^\beta
\]

Then, it gives us the estimate:

\[
\| (M(\chi_{B_{10\rho}}|\nabla u|^q))^{\frac{1}{q}} \|_{L^{\beta}(B_{\rho})} \leq C \varepsilon^{-a} \lambda_0^\beta + C \varepsilon^{-a+b} \| (M(\chi_{B_{10\rho}}|\nabla u|^q))^{\frac{1}{q}} \|_{L^{\beta}(B_{\rho})}^\beta + C \varepsilon^{-a+b} \| (M_m(\chi_{B_{10\rho}}|\mu|^m))^{\frac{1}{m(p-1)}} \|_{L^{\beta}(B_{\rho})}^\beta.
\]
The inequality (4.37) holds for any $\alpha > 0$ and $0 < \beta < \infty$. We remark that this inequality even holds for $\beta = \infty$ by the same method. For $0 < \alpha < \Theta_0 := a^{-1}$, we may choose $\varepsilon \in (0, 1)$ small enough such that $C\varepsilon^{-a+\frac{1}{\alpha}} < 1/2$ in (4.37), then one obtains from (4.33) that
\[
\| (\mathcal{M}(\chi_{B_{10\rho}}|\nabla u|^q))^{\frac{1}{q}} \|_{L^{\alpha,\beta}(B_{\rho})} \leq C \rho^{\frac{\mu q}{p} - \frac{\mu}{q}} \| \nabla u \|_{L^{\alpha}(B_{10\rho} \cap \Omega)} + C \| (\mathcal{M}(\chi_{B_{10\rho}}|\mu|^m)) \|_{L^{\alpha,\beta}(B_{\rho})}^{\frac{1}{m(p-1)}}
\] (4.38)
Applying Lemma 3.7 with $\sigma = \frac{\kappa}{s}$ and $\delta = \frac{s-m\kappa}{m\kappa(p-1)}$ satisfying
\[
m + m(p-1)(1 - \beta_0) < \frac{\kappa}{s} \leq n,
\]
which deduces from (4.38) that
\[
\rho^{\frac{\mu q}{p} - \frac{\mu}{q}} \| (\mathcal{M}(\chi_{B_{10\rho}(x_0)}|\nabla u|^q))^{\frac{1}{q}} \|_{L^{\alpha,\beta}(B_{\rho}(x_0))} \leq C \| \mathcal{M}_0^\alpha (|\mu|^m) \|_{L^{\infty}(\Omega)}^{\frac{1}{m(p-1)}}
\] (4.39)
Here it is very easy to check that $\delta \alpha = \kappa$ using the definition of $\alpha$ in (4.35). By taking the supremum both sides of (4.39) for $0 < \rho < D_0$ and $x_0 \in \Omega$, it guarantees that
\[
\| \nabla u \|_{L^{\alpha,\beta,\kappa}(\Omega)} \leq C(I_1 + I_2),
\] (4.40)
where $I_1$ and $I_2$ are defined by
\[
I_1 = \| \mathcal{M}_0^\alpha (|\mu|^m) \|_{L^{\infty}(\Omega)}^{\frac{1}{m(p-1)}},
\]
\[
I_2 = \sup_{0 < \rho < D_0, x_0 \in \Omega} \rho^{\frac{\mu q}{p} - \frac{\mu}{q}} \| (\mathcal{M}(\chi_{B_{10\rho}(x_0)}|\mu|^m)) \|_{L^{\alpha,\beta}(B_{\rho}(x_0))}^{\frac{1}{m(p-1)}}.
\] (4.41)
Applying (4.31) in Lemma 1.2, one easily estimates $I_1$ as
\[
I_1 \leq C \| |\mu|^m \|_{L^{s,t,\kappa}(\Omega)}^{\frac{1}{m(p-1)}}.
\] (4.42)
It is necessary to estimate $I_2$ by the same norm in $L^{s,t,\kappa}(\Omega)$. For any $y \in B_{\rho}(x_0)$, thanks to (4.32) in Lemma 1.2 we have
\[
(\mathcal{M}(\chi_{B_{10\rho}(x_0)}|\mu|^m))(y) \leq C \left[ (\mathcal{M}(\chi_{B_{10\rho}(x_0)}|\mu|^m))(y) \right]^{1 - \frac{\mu q}{p}} \left( \| |\mu|^m \|_{L^{s,t,\kappa}(B_{10\rho}(x_0))} \right)^{\frac{\mu q}{p}},
\]
which implies that
\[
\|M_m(\chi_{B_{10^\rho}(x_0)}|\mu|^m)\|_{L^{\alpha,\beta}(B_\rho(x_0))}^{\frac{1}{m(p-1)}} \leq C \|M(\chi_{B_{10^\rho}(x_0)}|\mu|^m)\|_{L^{\alpha,\beta}(B_\rho(x_0))}^{\frac{1}{m(p-1)}} \|\mu\|_{L^{\alpha,\beta}(B_\rho(x_0))}^{\frac{1}{m(p-1)}}
\]
\[
\leq C \|M(\chi_{B_{10^\rho}(x_0)}|\mu|^m)\|_{L^{\alpha,\beta}(B_\rho(x_0))} \|\mu\|_{L^{\alpha,\beta}(B_\rho(x_0))}^{\frac{1}{m(p-1)}}
\]
\[
= C \|M(\chi_{B_{10^\rho}(x_0)}|\mu|^m)\|_{L^{\alpha,\beta}(B_\rho(x_0))} \|\mu\|_{L^{\alpha,\beta}(B_\rho(x_0))}^{\frac{1}{m(p-1)}}
\]
Using the boundedness of the Hardy-Littlewood maximal function \(M\), one obtains that
\[
\|M_m(\chi_{B_{10^\rho}(x_0)}|\mu|^m)\|_{L^{\alpha,\beta}(B_\rho(x_0))} \leq C \|\mu\|_{L^{\alpha,\beta}(B_\rho(x_0))} \|\mu\|_{L^{\alpha,\beta}(B_\rho(x_0))}^{\frac{1}{m(p-1)}}
\]
By the definition of Lorentz-Morrey norm with remark that \(\frac{s}{\alpha} = \frac{\kappa-ms}{m(p-1)\kappa}\), we deduce from the above inequality that
\[
\|M_m(\chi_{B_{10^\rho}(x_0)}|\mu|^m)\|_{L^{\alpha,\beta}(B_\rho(x_0))} \leq C \|\mu\|_{L^{\alpha,\beta}(B_\rho(x_0))} \|\mu\|_{L^{\alpha,\beta}(B_\rho(x_0))}^{\frac{1}{m(p-1)}}
\]
Combining \((4.41)\) and \((4.43)\), we get that
\[
I_2 \leq C \|\mu\|_{L^{\alpha,\beta}(B_\rho(x_0))} \|\mu\|_{L^{\alpha,\beta}(B_\rho(x_0))}^{\frac{1}{m(p-1)}}
\]
Taking into account \((A.20)\) and \((A.23)\), we may conclude \((1.7)\). Finally, we note that all hypotheses that we need on parameters \(s\), \(\kappa\) are
\[
m + m(p-1)(1-\beta) = \frac{\kappa}{s} < n, \quad 0 < \frac{m(p-1)s\kappa}{\kappa-ms} < \Theta_0,
\]
which are equivalent to \((1.6)\). Moreover, we remark that
\[
\frac{\kappa}{n} < \frac{\kappa\Theta_0}{m\Theta_0 + m(p-1)\kappa} \iff \frac{\kappa}{m(p-1)} < \frac{(n-m)\Theta_0}{m(p-1)}
\]
and
\[
\frac{\kappa}{n} < \frac{\kappa}{m + m(p-1)(1-\beta)} \iff m < \frac{n}{1 + (p-1)(1-\beta)},
\]
which is always true for \(m < m^{**}\). The proof is complete.
Appendix A  Proof of Lemma 3.4

**Proof.** Here and in the following, for simplicity, let us denote \( v = u - w \). Then, for any \( q \in (0,1) \) and \( s > 0 \), using the Hölder inequality, one has

\[
\int_{B_R} |\nabla v|^q dx = \int_{B_R} |\nabla v|^q |v|^{-\frac{q}{q-1}} |v|^s dx \\
\leq \left( \int_{B_R} |\nabla v||v|^{-\frac{q}{q-1}} dx \right)^q \left( \int_{B_R} |v|^{1-\frac{s}{q}} dx \right)^{1-q}.
\]

(A.1)

Moreover, if \( q \) and \( s \) satisfy two conditions

\[
0 < s < q < 1 \text{ and } 1 \leq \frac{qs}{(q-s)(1-q)} \leq \frac{n}{n-1},
\]

(A.2)

then using Sobolev’s inequality for the function \( |v|^{1-\frac{s}{q}} \), there holds

\[
\int_{B_R} |v|^{\frac{q}{(q-s)(1-q)}} dx = \int_{B_R} \left( |v|^{1-\frac{s}{q}} \right)^{\frac{q}{(q-s)(1-q)}} dx \\
\leq C \left( \int_{B_R} |\nabla \left( |v|^{1-\frac{s}{q}} \right)| dx \right)^{\frac{q}{(q-s)(1-q)}} \\
\leq C \left( \int_{B_R} |\nabla v||v|^{-\frac{s}{q}} dx \right)^{\frac{q}{(q-s)(1-q)}}.
\]

(A.3)

Taking into account the estimate (A.3), we deduce from (A.1) that

\[
\left( \int_{B_R} |\nabla v|^q dx \right)^{\frac{1}{q}} \leq C \left( \int_{B_R} |\nabla v||v|^{-\frac{s}{q}} dx \right)^{\frac{q}{q-1}}.
\]

(A.4)

The main point of proof we highlight here is to bound the following quantity

\[
K = \int_{B_R} |\nabla v||v|^{-\frac{s}{q}} dx,
\]

under conditions (A.2). We first remark that for \( 1 < p < 2 \), there holds

\[
|\nabla v| \leq C \left( (|\nabla u|^2 + |\nabla w|^2)^{\frac{p-2}{2}} |\nabla v|^\frac{p}{2} + (|\nabla u|^2 + |\nabla w|^2)^{\frac{p-2}{2}} |\nabla v||\nabla u|^{\frac{2-p}{2}} \right),
\]

which implies that

\[
K \leq C \int_{B_R} \left( |v|^{-\frac{q}{2}} \mathcal{G}(u,w)^\frac{p}{2} + |v|^{-\frac{q}{2}} \mathcal{G}(u,w)^\frac{1}{2} |\nabla u|^{\frac{2-p}{2}} \right) dx,
\]

(A.5)

where the function \( \mathcal{G} \) is defined by

\[
\mathcal{G}(u,w) = (|\nabla u|^2 + |\nabla w|^2)^{\frac{p-2}{2}} |\nabla u - \nabla w|^2.
\]

(A.6)
In order to estimate $K$, we apply the variational form of equations (1.1) and (3.2) with a consistent test function. By subtracting two variational formulas of (1.1) and (3.2), we obtain that the following equation

$$
\hat{B}_R (A(x, \nabla u) - A(x, \nabla w), \nabla \varphi) dx = \hat{B}_R \varphi \mu dx,
$$

(A.7)

holds for any $\varphi \in W^{1,p}_0(B_R)$. The main idea of proof is to apply an appropriate test function $\varphi$ in (A.7).

For $k > 0$ and $\varepsilon > 0$, let us consider the truncation function defined for every $t \in \mathbb{R}$ as follows

$$T_k(t) = \max \{-k, \min \{k, t\}\},
$$

and

$$T^\varepsilon_k(t) = (k + \varepsilon) \text{sign}(t) \max \left\{0, \min \left\{1, \frac{|t| - \varepsilon}{k}\right\}\right\}.
$$

For any $\alpha > 0$, one can see that $T^\varepsilon_k(|v|^\alpha - 1)v \in W^{1,p}_0(B_R)$. Applying techniques related to the method we use (see [45] or [56] for some examples of formally test functions), we may choose this function as a test function $\varphi$ in (A.7) and notice that

$$|T^\varepsilon_k(t)| \leq |T_k(t)|
$$

for all $t \in \mathbb{R}$, to obtain that

$$\hat{\{x \in B_R : |v|^\alpha - 1 G(u, v) \leq \lambda\}} |v|^\alpha - 1 G(u, v) dx \leq C \hat{B}_R |\mu| dx,
$$

(A.8)

Let $m \in (1, n)$ and $m' = \frac{m}{m-1}$ denotes the Hölder conjugate exponent to $m$. Thanks to Hölder inequality, it follows from (A.8) that

$$\int_{\{x \in B_R : |v| < k\}} |v|^\alpha - 1 G(u, v) dx \leq C \left( \int_{B_R} (T_k^\alpha(|v|^\alpha))^{m'} dx \right)^{\frac{1}{m}} \left( \int_{B_R} |\mu|^m dx \right)^{\frac{1}{m'}}.
$$

Moreover, using an interesting property of $T_k^\alpha$ that

$$T_k^\alpha(|v|^\alpha) \leq k^{\alpha - \gamma} |v|^\gamma,
$$

for any $\gamma \in (0, \alpha)$, it deduces to

$$\int_{\{x \in B_R : |v| < k\}} |v|^\alpha - 1 G(u, v) dx \leq C k^{\alpha - \gamma} \left( \int_{B_R} |v|^\gamma m' dx \right)^{\frac{1}{m'}} \left( \int_{B_R} |\mu|^m dx \right)^{\frac{1}{m}}.
$$

(A.9)

For $k, \lambda > 0$, let us now introduce the following function

$$\mathcal{H}(k, \lambda) = \mathcal{L}^n \left( \{x \in B_R : |v| > k; |v|^\alpha - 1 G(u, v) > \lambda\} \right),
$$
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which is non increasing in the second variable $\lambda$. This follows that
\[
\mathcal{H}(0, \lambda) \leq \frac{1}{\lambda} \int_0^\lambda \mathcal{H}(0, t) dt \leq \mathcal{H}(k, 0) + \frac{1}{\lambda} \int_0^\lambda (\mathcal{H}(0, t) - \mathcal{H}(k, t)) dt,
\]
which can be rewritten as follows
\[
\mathcal{L}^n \left( \{ x \in B_R : |v|^{\alpha-1} \mathcal{G}(u, w) > \lambda \} \right) \leq \mathcal{L}^n \left( \{ x \in B_R : |v| > k \} \right) + \frac{1}{\lambda} \int_0^\lambda \mathcal{L}^n \left( \{ x \in B_R : |v| \leq k, |v|^{\alpha-1} \mathcal{G}(u, w) > t \} \right) dt
\]
\[
\leq k^{-\beta} \|v\|_{L^\beta(B_R)}^\beta + \frac{1}{\lambda} \int_{\{x \in B_R : |v| \leq k\}} |v|^{\alpha-1} \mathcal{G}(u, w) dx,
\]
where $\beta = \gamma m'$. Combining between (A.9) and (A.10), one gets that
\[
\mathcal{L}^n \left( \{ x \in B_R : |v|^{\alpha-1} \mathcal{G}(u, w) > \lambda \} \right) \leq k^{-\beta} \|v\|_{L^\beta(B_R)}^\beta + \frac{1}{\lambda} C k^{\alpha-\gamma} \|v\|_{L^\gamma(B_R)}^\gamma \|\mu\|_{L^m(B_R)}. \quad (A.11)
\]
In order to balance contributions coming from two terms on the right hand side of (A.11), we may choose
\[
\begin{align*}
k = \left( \lambda \|v\|_{L^\beta(B_R)}^\beta \|\mu\|_{L^m(B_R)}^{-1} \right)^{1/\alpha+\beta-\gamma}.
\end{align*}
\]
Thus for any $\lambda > 0$, there holds
\[
\lambda \mathcal{L}^n \left( \{ x \in B_R : |v|^{\alpha-1} \mathcal{G}(u, w) > \lambda \} \right) \leq C \|\mu\|_{L^m(B_R)} \|v\|_{L^\beta(B_R)}^\alpha,
\]
which leads to
\[
\| |v|^{\alpha-1} \mathcal{G}(u, w) \|_{L^{\alpha+\beta-\gamma, \infty}(B_R)} \leq C \|\mu\|_{L^m(B_R)} \|v\|_{L^\beta(B_R)}^\alpha, \quad (A.12)
\]
for all $\alpha, \beta > 0$. For any $0 < \eta < \frac{\beta}{\alpha+\beta-\gamma}$, using the boundedness property from Marcinkiewicz space $L^{\frac{\eta(\alpha+\beta-\gamma)}{\alpha+\beta}}(B_R)$ to Lebesgue space $L^1(B_R)$ (see for instance [31] or [65, Lemma 2.1]) and (A.12), we obtain that
\[
\begin{align*}
\int_{B_R} |v|^{\eta(\alpha-1)} \mathcal{G}(u, w) \eta dx &\leq C \mathcal{L}^n(B_R)^{1-\frac{\eta(\alpha+\beta-\gamma)}{\beta}} \| |v|^{\eta(\alpha-1)} \mathcal{G}(u, w) \eta \|_{L^{\frac{\eta(\alpha+\beta-\gamma)}{\alpha+\beta}}(B_R)}^{\beta} \\
&\leq CR^{-\frac{\eta(\alpha+\beta-\gamma)}{\beta}} \| |v|^{\alpha-1} \mathcal{G}(u, w) \|_{L^{\frac{\eta(\alpha+\beta-\gamma)}{\alpha+\beta}}(B_R)}^{\beta} \\
&\leq CR^{-\frac{\eta(\alpha+\beta-\gamma)}{\beta}} \|\mu\|_{L^m(B_R)} \|v\|_{L^\beta(B_R)}^{\eta}.
\end{align*}
\]
Moreover, it is similar to estimate (A.13) using Sobolev’s inequality, one easily concludes
\[
\|v\|_{L^\beta(B_R)} \leq C \|\nabla \left( |v|^{1-\frac{\eta}{\beta}} \right) \|_{L^1(B_R)}^{\frac{\beta}{\eta+\beta}} \leq C \|\nabla \left( |v|^{1-\frac{\eta}{\beta}} \right) \|_{L^1(B_R)}^{\frac{\beta}{\eta+\beta}},
\]
which can be rewritten as follows
\[
\mathcal{L}^n \left( \{ x \in B_R : |v|^{\alpha-1} \mathcal{G}(u, w) > \lambda \} \right) \leq \mathcal{L}^n \left( \{ x \in B_R : |v| > k \} \right) + \frac{1}{\lambda} \int_0^\lambda \mathcal{L}^n \left( \{ x \in B_R : |v| \leq k, |v|^{\alpha-1} \mathcal{G}(u, w) > t \} \right) dt
\]
\[
\leq k^{-\beta} \|v\|_{L^\beta(B_R)}^\beta + \frac{1}{\lambda} \int_{\{x \in B_R : |v| \leq k\}} |v|^{\alpha-1} \mathcal{G}(u, w) dx,
\]
for any \( \beta \) satisfying the following constraint
\[
1 \leq \frac{q\beta}{q-s} \leq \frac{n}{n-1}.
\] (A.14)

We remark here \( \frac{1}{m} = \frac{\beta - \gamma}{\beta} \), it deduces from (A.13) and the above inequality that
\[
\left( \int_{B_R} |v|^\eta G(u, w)^q dx \right)^{\frac{1}{\eta}} \leq CR^n \left( \frac{\eta - \alpha + \frac{\beta - \gamma}{\beta}}{\eta - \alpha} \right)^{-1} \left\| \mu \right\|_{L^m(B_R)} \left\| \frac{u}{q-s} \right\|_{L^\infty} \left( \frac{\eta}{\eta - \alpha} \right)^{-1} F_R(\mu) K^\frac{q}{q-s},
\] (A.15)

where \( F_R(\mu) \) defined as in (3.6).

Let us now comeback to estimate \( K \). We can rewrite (A.5) as
\[
K \leq C(I_1 + I_2),
\] where \( I_1 \) and \( I_2 \) are defined by
\[
I_1 = \int_{B_R} |v|^{\frac{q}{\eta}} G(u, v)^{\frac{1}{p}} dx, \quad I_2 = \int_{B_R} |v|^{\frac{q}{\eta}} G(u, v)^{\frac{1}{p}} |\nabla u|^{\frac{2-p}{2}} dx.
\] (A.16)
The first term \( I_1 \) can be estimated by applying (A.15) with \( \eta = \frac{1}{p} \) and \( \alpha = 1 - \frac{sp}{q} \), under the following conditions
\[
s < \frac{q}{p} \quad \text{and} \quad \frac{1}{p} < 1 - \frac{2p}{q} + \beta - \gamma.
\] (A.17)

Proceeding in the calculations under these above conditions and with notation \( \delta_1 = n \left( p - \frac{1-2p}{p} \right) - 1 \), one has
\[
I_1 = \int_{B_R} |v|^{\frac{q}{\eta}} G(u, v)^{\frac{1}{p}} dx \leq C\varepsilon K^\frac{q}{p(\eta - s)} \left( R^\delta_1 F_R(\mu) \right)^{\frac{1}{p}}. \tag{A.18}
\]
Let us recall a type of Young inequality for two positive number \( a, b \) below. For \( r \in (0, 1) \) and \( \varepsilon > 0 \), there exists a positive constant \( c(\varepsilon, r) \) only depending on \( r \) and \( \varepsilon \) such that
\[
a^r b \leq c(\varepsilon, r) b^{1-r}.
\] (A.19)

Using this inequality with \( r = \frac{2 - sp}{p(q-s)} \in (0, 1) \), we deduce from (A.18) that
\[
I_1 \leq C\varepsilon K + c(\varepsilon) \left( R^\delta_1 F_R(\mu) \right)^\frac{1}{p(1-r)} = C\varepsilon K + c(\varepsilon) \left( R^\delta_1 F_R(\mu) \right)^\frac{q}{n(p-1)}. \tag{A.20}
\]

In order to estimate the second term \( I_2 \), we first use Hölder inequality with \( q > \frac{2-p}{2} \) as follows
\[
I_2 = \int_{B_R} |v|^{\frac{q}{\eta}} G(u, v)^{\frac{1}{p}} |\nabla u|^{\frac{2-p}{2}} dx
\leq \left( \int_{B_R} |v|^{\frac{2q}{q-s}} G(u, v)^\frac{q}{q-s} dx \right)^{\frac{2q-p}{2q}} \left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{2-p}{2q}}. \tag{A.21}
\]
Applying (A.15) with $\eta = \frac{q}{2q+p-2}$, $\alpha = 1 - \frac{2s}{q}$ and let us denote

$$\delta_2 = n \left( \frac{2q + p - 2}{q} - \frac{1 - \frac{2s}{q}}{\beta} \right) - 1,$$

we obtain from (A.21) that the following inequality

$$I_2 \leq C \kappa^{\frac{q-2s}{2(q-s)}} \left( R^{\delta_2} F_R(\mu) \right)^{\frac{1}{q}} \left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{2-p}{2q}}$$

holds under the conditions

$$s < \frac{q}{2} \quad \text{and} \quad \frac{q}{2q + p - 2} < \frac{1 - \frac{2s}{q}}{\beta - \gamma}. \quad (A.22)$$

Applying Young inequality (A.19) again with $r = \frac{q-2s}{2(q-s)} \in (0,1)$, one has

$$I_2 \leq C \varepsilon \kappa + c(\varepsilon) \left[ \left( R^{\delta_2} F_R(\mu) \right)^{\frac{1}{q}} \left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{2-p}{2q}} \right]. \quad (A.23)$$

Combining between (A.16) to (A.20) and (A.23) with a small enough $\varepsilon$, we obtain that

$$\kappa \leq C \left( R^{\delta_1} F_R(\mu) \right)^{\frac{q-s}{q}} + C \left( R^{\delta_2} F_R(\mu) \right) \left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{2-p}{q}}. \quad (A.24)$$

Thanks to (A.4) and (A.24), it follows that

$$\left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{1}{q}} \leq C \left( R^{\delta_1} F_R(\mu) \right)^{\frac{1}{q}} + C \left( R^{\delta_2} F_R(\mu) \right) \left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{2-p}{q}}$$

which leads to

$$\left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{1}{q}} \leq C \left( R^{\delta_1} F_R(\mu) \right)^{\frac{1}{q}} + R^{\delta_2} F_R(\mu) \left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{2-p}{q}}. \quad (A.25)$$

Combining all conditions on $\beta$, it is easy to see that the optimal choice of $\beta$ is the largest value in (A.14). So we can fix $\beta = \frac{q-s}{n-1}$. By taking $s = \frac{nq(1-q)}{n-1}$ we may obtain that

$$\frac{\delta_1}{p-1} - \frac{n}{q} = \frac{\delta_2}{q} - \frac{n}{q} + \frac{n(2-p)}{q} = 0,$$

which guarantees that

$$\left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{1}{q}} \leq C \left( F_R(\mu) \right)^{\frac{1}{q}} + F_R(\mu) \left( \int_{B_R} |\nabla u|^q dx \right)^{\frac{2-p}{q}}. \quad (A.25)$$

It is worth mentioning that in this case $\frac{q-s}{q} = \frac{n}{n-1}$ which yields the condition (A.2). The final task is to set a range of $q$ such that (A.17) and (A.22) satisfy.
By simple computation with notices that $\beta = \frac{nm}{n-q}$ and $s = (1-q)\beta$, one obtains that (A.25) holds under several conditions as follows

\[
s < \frac{q}{2} \quad \text{and} \quad q > \frac{2-p}{2} \iff q > \max \left\{ \frac{n}{2n-1}, \frac{2-p}{2} \right\} = \frac{n}{2n-1},
\]

\[
\frac{1}{p} < \frac{1}{1 - \frac{nm}{n} + \beta - \gamma} \iff q < \frac{nm(p-1)}{n-m},
\]

\[
\frac{q}{2q + p - 2} < \frac{1}{1 - \frac{2p}{q} + \beta - \gamma} \iff q < \frac{nm(p-1)}{n-m}.
\]

We remark moreover that

\[
\frac{n}{2n-1} < \frac{nm(p-1)}{n-m} \iff m > m^*.
\]

Hence, we may conclude the proof that all conditions in (A.17) and (A.22) hold for any $q$ satisfying (3.4). 

\section*{References}

[1] K. Adimurthi, N. C. Phuc, \textit{Global Lorentz and Lorentz-Morrey estimates below the natural exponent for quasilinear equations}, Calc. Var. Partial Differential Equations \textbf{54}(3) (2015), 3107–3139.

[2] P. Benilan, L. Boccardo, T. Gallouët, R. Gariepy, M. Pierre, J.-L. Vazquez, \textit{An $L^1$-theory of existence and uniqueness of solutions of nonlinear elliptic equations}, Ann. Scuola Norm. Sup. Pisa, \textbf{22}(4) (1995), 241–273.

[3] P. Benilan, H. Brezis, M. Crandall, \textit{A semilinear equation in $L^1$}, Ann. Scuola Norm. Sup. Pisa \textbf{2} (1975), 523–555.

[4] M.F. Betta, V. Ferone, A. Mercaldo, \textit{Regularity for solutions of nonlinear elliptic equations}, Bull. Sci. Math. \textbf{118} (1994) 539-567.

[5] M.F. Betta, A. Mercaldo, \textit{Existence and regularity results a nonlinear elliptic equation}, Rend. Mat. Appl. \textbf{11} (1991) 737-759.

[6] M.F. Betta, T. Del Vecchio, M.R. Posteraro, \textit{Existence and regularity results for nonlinear degenerate elliptic equations with measure data}, Ric. Mat. \textbf{47} (1998) 277-295.

[7] M. F. Betta, A. Mercaldo, F. Murat, and M. M. Porzio, \textit{Existence of renormalized solutions to nonlinear elliptic equations with a lower-order term and right-hand side a measure}, J. Math. Pures Appl. \textbf{80} (2003), 90–124.

[8] L. Boccardo, T. Gallouët, \textit{Nonlinear elliptic and parabolic equations involving measure data}, J. Funct. Anal. \textbf{87} (1989), 149–169.

[9] L. Boccardo, T. Gallouët, \textit{Nonlinear elliptic equations with right hand side measures}, Comm. Partial Differential Equations \textbf{17}(3,4) (1992), 641–655.
[10] L. Boccardo, T. Gallouët, L. Orsina, *Existence and uniqueness of entropy solutions for nonlinear elliptic equations with measure data*, Ann. Inst. H. Poincaré Anal. Non Linéaire 13 (1996) 539-551.

[11] D. Breit, A. Cianchi, L. Diening, T. Kuusi, S. Schwarzacher, *The p-Laplace system with right-hand side in divergence form: inner and up to the boundary pointwise estimates*, Nonlinear Anal. 153 (2017), 200–212.

[12] E. Bruè, Quoc-Hung Nguyen, G. Stefani, *A maximal function characterization of absolutely continuous measures and Sobolev functions*, https://arxiv.org/abs/1807.08266.

[13] D. L. Burkholder, R. F. Gundy, *Extrapolation and interpolation of quasilinear operators on martingales*, Acta Math. 124 (1970), 249-304.

[14] S.-S. Byun, D. K. Palagachev, P. Shin, *Global Sobolev regularity for general elliptic equations of p-Laplacian type*, Calc. Var. Partial Differential Equations 57 (2018), pp 135.

[15] S.-S. Byun, S. Ryu, *Global weighted estimates for the gradient of solutions to nonlinear elliptic equations*, Ann. Inst. H. Poincaré Anal. Non Linéaire 30 (2013), 291–313.

[16] S.-S. Byun, L. Wang, *Elliptic equations with BMO coefficients in Reifenberg domains*, Comm. Pure Appl. Math. 57 (2004), 1283–1310.

[17] S.-S. Byun, L. Wang, *Elliptic equations with BMO nonlinearity in Reifenberg domains*, Adv. Math. 219(6) (2008), 1937–1971.

[18] S.-S. Byun, L. Wang, S. Zhou, *Nonlinear elliptic equations with BMO coefficients in Reifenberg domains*, J. Funct. Anal. 250(1) (2007), 167-196.

[19] S.-S. Byun, F. Yao, S. Zhou, *Gradient estimates in Orlicz space for nonlinear elliptic equations*, J. Funct. Anal., 255(8) (2008), 1851-1873.

[20] L.A. Caffarelli, X. Cabré, *Fully nonlinear elliptic equations*, American Mathematical Society Colloquium Publications, American Mathematical Society, Providence 43(1) (1995), 1–21.

[21] I. Chlebicka, *Gradient estimates for problems with Orlicz growth*, Nonlinear Anal. (2018), doi:10.1016/j.na.2018.10.008.

[22] A. Cianchi, V.G. Mazya, *Global boundedness of the gradient for a class of nonlinear elliptic systems*, Arch. Ration. Mech. Anal. 212(1) (2014), 129–177.

[23] M. Colombo, G. Mingione, *Calderón- Zygmund estimates ans non-uniformly elliptic operators*, J. Funct. Anal. 136(4) (2016), 1416–1478.

[24] G. David, T. Toro, *Reifenberg flat metric spaces, snowballs, and embeddings*, Math. Ann. 315 (1999), 641–710.
[25] R.J. DiPerna and P.-L. Lions, *On the Cauchy problem for Boltzmann equations: global existence and weak stability*, Ann. of Math. **130** (1989), no. 2, 321-366.

[26] F. Duzaar, G. Mingione, *Gradient estimates via linear and nonlinear potentials*, J. Funct. Anal. **259** (2010), 2961–2998.

[27] F. Duzaar, G. Mingione, *Gradient estimates via non-linear potentials*, Amer. J. Math. **133** (2011), 1093–1149.

[28] E. Giusti, *Direct Methods in the Calculus of Variations*, World Scientific Publishing Co., Inc., River Edge, (2003).

[29] F. W. Gehring, *The $L^p$ integrability of partial derivatives of a quasiconformal mapping*, Acta Math. **130** (1973), 265–277.

[30] L. Grafakos, S. Montgomery-Smith, *Best constants for uncentred maximal functions*, Bull. London Math. Soc. **29** (1997) 60-64.

[31] L. Grafakos, *Classical and Modern Fourier Analysis*, Pearson/Prentice Hall, (2004).

[32] Q. Han, F. Lin, *Elliptic Partial Differential Equations*, 2nd edn. American Mathematical Society, Providence, RI, (2011).

[33] J. Heinonen, T. Kilpeläinen and O. Martio, *Nonlinear potential theory of degenerate elliptic equations*, Clarendon Press, 1993.

[34] H. Jia, D. Li, L. Wang, *Regularity in Orlicz spaces for the Poisson equation*, Manuscripta Math. **122** (2007) 265-275.

[35] C. Kenig, T. Toro, *Poisson kernel characterization of Reifenberg flat chord arc domains*, Ann. Sci. Ec. Norm. Super. **4**(36) (2003), 323–401.

[36] T. Kilpeläinen, J. Malý, *The Wiener test and potential estimates for quasilinear elliptic equations*, Acta Math. **172** (1994), 137–161.

[37] J. Kinnunen, *The HardyLittlewood maximal function of a Sobolev-function*, Israel J. Math. **100** (1997), 117-124.

[38] J. Kinnunen, E. Saksman, *Regularity of the fractional maximal function*, Bull. Lond. Math. Soc. **35** (2003), 529-535.

[39] J. Kinnunen, S. Zhou, *A local estimate for nonlinear equations with discontinuous coefficients*, Commun. Partial Differ. Equ. **24**(11-12) (1999) 2043–2068.

[40] T. Kuusi, G. Mingione, *Linear potentials in nonlinear potential theory*, Arch. Ration. Mech. Anal. **207** (1) (2013), 215-246.

[41] T. Kuusi, G. Mingione, *Guide to nonlinear potential estimates*, Bull. Math. Sci. **4** (2014), 1–82.

[42] T. Kuusi, G. Mingione, *Vectorial nonlinear potential theory*, J. Eur. Math. Soc. **20** (2018), 929–1004.
[43] P.-L. Lions, F. Murat, *Solutions renormalisées d’équations elliptiques non linéaires*, to appear.

[44] G. Dal Maso, F. Murat, L. Orsina, A. Prignet, *Definition and existence of renormalized solutions of elliptic equations with general measure data*, Comptes Rendus de l’Académie Des Sciences - Series I - Mathematics, 325(5) (1997), 481-486.

[45] G. Dal Maso, F. Murat, L. Orsina, A. Prignet, *Renormalized solutions for elliptic equations with general measure data*, Ann. Sc. Norm. Super Pisa Cl. Sci. 28 (1999) 741-808.

[46] V.G. Maz’ya, *Sobolev spaces*, Springer Series in Soviet Mathematics, Springer-Verlag, Berlin, 1985. Translated from the Russian by T. O. Shaposhnikova.

[47] E. Milakis, T. Toro, *Divergence form operators in Reifenberg flat domains*, Math. Z. 264(1) (2010), 15–41.

[48] G. Mingione, *The Calderón-Zygmund theory for elliptic problems with measure data*, Ann. Scuola. Norm. Super. Pisa Cl. Sci. (V) 6 (2007), 195–261.

[49] G. Mingione, *Gradient estimates below the duality exponent*, Math. Ann. 346 (2010), 571–627.

[50] G. Mingione, *Gradient potential estimates*, J. Eur. Math. Soc. 13 (2011), 459–486.

[51] G. Mingione, *Nonlinear Measure Data Problems*, Milan Journal of Mathematics 79(2) (2011), 429-496.

[52] B. Muckenhoupt, R. L. Wheeden, *Weighted norm inequalities for fractional integrals*, Trans. Amer. Math. Soc. 192 (1974.), 261-274.

[53] F. Murat, *Solutions renormalizadas de EDP elipticas no lineales*, Preprint 93023, Laboratoire d’Analyse Numérique de l’Université Paris VI, 1993.

[54] F. Murat, *Équations elliptiques non linéaires avec second membre $L^1$ ou mesure*, in: Actes du 26ème Congrès National d’Analyse Numérique, Les Karellis, France, 1994, pp. A12-A24.

[55] Q.-H. Nguyen, *Potential estimates and quasilinear parabolic equations with measure data*, arXiv:1405.2587v2.

[56] Q.-H. Nguyen, N. C. Phuc, *Good-λ and Muckenhoupt-Wheeden type bounds, with applications to quasilinear elliptic equations with gradient power source terms and measure data*, Math. Ann. 374 (2019), 67-98.

[57] T. Nguyen, *Boundary regularity for quasilinear elliptic equations with general Dirichlet boundary data*, arXiv:1811.03947.

[58] T. Phan, *Regularity estimates for BMO-weak solutions of quasilinear elliptic equations with inhomogeneous boundary conditions*, T. Nonlinear Differ. Equ. Appl., 25(8)(2018), https://doi.org/10.1007/s00030-018-0501-2.
[59] N. C. Phuc, *Morrey global bounds and quasilinear Riccati type equations below the natural exponent*, J. Math. Pures Appl. (9) **102** (2014), 99–123.

[60] N. C. Phuc, *Global integral gradient bounds for quasilinear equations below or near the natural exponent*, Arkiv for Matematik **52** (2014), 329-354.

[61] N. C. Phuc, *Nonlinear Muckenhoupt-Wheeden type bounds on Reifenberg flat domains, with applications to quasilinear Riccati type equations*, Adv. Math. **250** (2014), 387-419.

[62] E. Reifenberg, *Solutions of the plateau problem for m-dimensional surfaces of varying topological type*, Acta Math. **104** (1960), 1–92.

[63] J. Serrin, *Pathological solutions of elliptic differential equations*, Ann. Sc. Norm. Super Pisa Cl. Sci. **18** (1964) 385-387.

[64] M.-P. Tran, *Good-λ type bounds of quasilinear elliptic equations for the singular case*, Nonlinear Anal. **178** (2019), 266-281.

[65] M.-P. Tran, T.-N. Nguyen, *Existence of a renormalized solution to the quasilinear Riccati-type equation in Lorentz spaces*, C. R. Acad. Sci. Paris, Ser. I **357** (2019), 59-65.

[66] M.-P. Tran, T.-N. Nguyen, *Lorentz-Morrey global bounds for singular quasilinear elliptic equations with measure data*, Commun. Contemp. Math. (2019), DOI: https://doi.org/10.1142/S0219199719500330.

[67] M.-P. Tran, T.-N. Nguyen, *Generalized good-λ techniques and applications to weighted Lorentz regularity for quasilinear elliptic equations*, C. R. Acad. Sci. Paris, Ser. I (2019), DOI: https://doi.org/10.1016/j.crma.2019.08.002.

[68] M.-P. Tran, T.-N. Nguyen, *New gradient estimates for solutions to quasilinear divergence form elliptic equations with general Dirichlet boundary data*, J. Differ. Equations (2019), DOI: https://doi.org/10.1016/j.jde.2019.08.052.

[69] M.-P. Tran, T.-N. Nguyen, *Weighted Lorentz gradient and point-wise estimates for solutions to quasilinear divergence form elliptic equations with an application*, arXiv:1907.01434.