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Abstract

In a recent article [AZ15], Alishahi and Zamani discuss the spherical ensemble, a rotationally invariant determinantal point process on $S^2$. In this paper we extend this process in a natural way to the $2d$-dimensional sphere $S^{2d}$. We prove that the expected value of the Riesz $s$-energy associated to this determinantal point process has a reasonably low value compared to the known asymptotic expansion of the minimal Riesz $s$-energy.
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1. Introduction

Determinantal point processes (DPPs) are becoming a standard tool for generating random points on a set $X$. One of the main properties of these processes is that some statistical properties of the generated points can be described in terms of a kernel $K(x,y)$, $x, y \in X$, which generally turns out to be the reproducing kernel of a finite dimensional subspace of $L^2(X)$. The complete theory of DPPs can be found in the excellent book [HKPV09]; see
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also [BE18] for a brief (yet, sufficient for many purposes) introduction and explanation of the main concepts.

We are interested in using DPPs for generating points on the sphere $\mathbb{S}^d$ that are well distributed in some sense. For this aim, it is essential to find subspaces of $L^2(\mathbb{S}^d)$ whose kernels preserve the properties of the structure of the sphere. In [BMOC16] a DPP using spherical harmonics (i.e. associated to the subspace of $L^2(\mathbb{S}^d)$ given by the span of bounded degree real–valued spherical harmonics) is described. The random configurations coming from that point process are called the harmonic ensemble, that turns out to be optimal in the sense that it minimizes Riesz 2-energy (see Sec. 5) among a certain class of DPPs obtained from subspaces of real–valued functions defined in $\mathbb{S}^d$.

However in the very special case of the sphere of dimension two, there exists another DPP, the so–called spherical ensemble, that corresponds to a subspace of $L^2(\mathbb{S}^2)$ coming from a weighted space of polynomials in the complex plane. The spherical ensemble produces low–energy configurations that are indeed better than those of the harmonic ensemble, see [AZ15]. A fundamental property of the spherical ensemble proved in [Kri09] is that it is equivalent to computing the generalized eigenvalues of pairs of matrices $(A, B)$ with complex Standard Gaussian entries. Generalized eigenvalues live naturally in the complex projective space $\mathbb{P}(\mathbb{C}^2)$ which is by the Riemann sphere model equivalent to the 2–sphere.

In [BE18] a generalization of the spherical ensemble to the general projective space $\mathbb{P}(\mathbb{C}^d)$ was presented and called the projective ensemble. Its natural lift to the odd dimensional sphere in $\mathbb{C}^{d+1} \equiv \mathbb{R}^{2d+2}$ was proved to have lower energy (for a family of energies) than those coming from the harmonic ensemble.

In this paper we generalize the spherical ensemble to the case of spheres of even dimension. We are also able to compute a bound for the expected value of the Riesz $s$-energy of a set of $N$ points coming for this generalization. In order to obtain this bound we prove an inequality regarding the incomplete beta function that we have not found in the literature.

The structure of the paper is as follows. In section 2 we discuss the properties that a reproducing kernel on the sphere might have. In section 3 we present briefly the spherical ensemble in the 2–dimensional sphere. In section 4 we describe our generalization to the $2d$–dimensional sphere. We state our main result bounding the Riesz $s$-energy of this DPP in section 5 and in section 6 we prove an inequality regarding the incomplete beta function.
function. Finally, in section 7 we give the proofs of the theorems.
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2. Homogeneous vs isotropic kernels

The symmetries of the sphere suggests what type of properties the “good kernels” should satisfy. As a final goal, we would like the kernels to be invariant under the isometry group of the sphere, but weaker statements could also be useful. A lot of adjectives describing kernels can be found in the literature; we now state our terminology in aims of clarity.

Definition 2.1. A DPP of N points on $S^d$ has isotropic associated reproducing kernel $K(p, q)$ if there exists a function $f : [0, 2] \rightarrow [0, \infty)$ such that

$$|K(p, q)| = f(||p - q||)$$

for all $p, q \in S^d$.

When the kernel is isotropic, we say that the DPP is rotationally invariant. A weaker property will be that of homogeneous intensity.

Definition 2.2. A DPP of $N$ points on $S^d$ has homogeneous associated reproducing kernel if $K(p, p)$ is constant for all $p \in S^d$.

Actually, the value of this constant is determined by the volume of the sphere:

$$\text{Vol}(S^n) = \frac{2\pi^{\frac{n+1}{2}}}{\Gamma\left(\frac{n+1}{2}\right)}.$$ 

(1)

Proposition 2.3. If a DPP of $N$ points on $S^{2d}$ has homogeneous associated reproducing kernel, then

$$K(p, p) = \frac{N}{\text{Vol}(S^{2d})} = \frac{NT(d + \frac{1}{2})}{2\pi^{d+\frac{1}{2}}}, \quad \forall p \in S^{2d}.$$
The proof follows the definition of first intensity function (see [HKPV09, Definition 1.2.2.]). Given a DPP of \( N \) points with kernel \( K(p,q) \) in \( S^d \) then the average number of points contained in the subset \( A \subset S^d \) is given by

\[
\int_A \rho_1 dp = \int_A K(p,p) dp = \text{Vol}(A)K(p,p),
\]

where \( \rho_1 \) is the first intensity joint function. Note that if we have a homogeneous kernel then the expected number of points contained on any Borel subset depends only on its volume.

3. An isotropic projection kernel in the 2–sphere

In [AZ15] Alishahi and Zamani study the energy of the spherical ensemble. A brief description of this point process is as follows: let \( A, B \) be \( N \times N \) matrices with complex Standard Gaussian entries, that is, each of the entries of \( A \) and \( B \) is independently and identically distributed by choosing its real and imaginary parts according to the real Gaussian distribution with mean 0 and variance 1/2. Then, the spherical ensemble is obtained by sending the generalized eigenvalues \( \lambda_1, \ldots, \lambda_N \in \mathbb{C} \) of the matrix pencil \((A, B)\) to the sphere via the stereographic projection. Note that these \( \lambda_i \) are the complex numbers \( \lambda \) such that \( \det(\lambda A - B) = 0 \) and there are (for generic \( A, B \)) \( N \) solutions to this equation. Equivalently, one can search for the generalized eigenvalues of \((A, B)\) in the complex projective space, i.e. for points \((\alpha, \beta) \in \mathbb{C}^2\) such that \( \det(\alpha B - \beta A) = 0 \), consider them as points in the Riemann sphere and send them to the unit sphere through an homothety. These two processes are equivalent.

It has been shown by Krishnapur in [Kri09, Theorem 3] that this process is determinantal and the kernel comes from the projection kernel of the \( N \)-dimensional subspace of \( L^2(\mathbb{C}, \mathbb{C}) \) with basis

\[
\left\{ \int \frac{N}{\pi} \binom{N-1}{k} \frac{z^k}{(1 + |z|^2)^{N+1}} : 0 \leq k \leq N - 1 \right\},
\]

where we are taking the usual Lebesgue measure \( \mu \) in \( \mathbb{C} \) which makes this
basis orthonormal. The projection kernel is then given by

\[ K(z,w) = \sum_{k=0}^{N-1} \frac{N}{\pi} \binom{N-1}{k} \frac{(zw)^k}{(1+|z|^2)^{N+\frac{1}{2}}(1+|w|^2)^{N+\frac{1}{2}}} \]

\[ = \frac{N}{\pi} \frac{(1+z\overline{w})^{N-1}}{(1+|z|^2)^{N+\frac{1}{2}}(1+|w|^2)^{N+\frac{1}{2}}} \]

The push–forward projection DPP in \( S^2 \) given by the stereographic projection \( \Pi: S^2 \to \mathbb{C} \) (see [BE18, Proposition 2.5]) has kernel:

\[ K_s^{(N)}(p,q) = K_s^{(N)}(\Pi^{-1}(z),\Pi^{-1}(w)) = \frac{N}{4\pi} \frac{(1+z\overline{w})^{N-1}}{(1+|z|^2)^{N+\frac{1}{2}}(1+|w|^2)^{N+\frac{1}{2}}} \]

This point process has a number of nice properties, including \( K_s^{(N)}(p,p) = N/(4\pi) \) (i.e. the process is homogeneous) and even more, following the equality \( ||p-q||^2 = 2(1-\langle p,q \rangle) \) for points on \( S^2 \) one can easily check that the kernel is, in fact, isotropic:

\[ |K_s^{(N)}(p,q)| = \frac{N}{4\pi} \frac{(1+\langle p,q \rangle)^{N-1}}{2} \]

From this fact, the expected s–energy (as well as other interesting quantities) of random configurations drawn from this DPP can be computed, see [AZ15].

4. A homogeneous projection kernel in the 2d–sphere

It is not a trivial task to generalize the spherical ensemble to high–dimensional spheres. Here is the reason: the most natural approach is to take the subspace of \( L^2(\mathbb{C}^d, \mathbb{C}) \) spanned by the family

\[ I_{d,L} = \left\{ \sqrt{C_{\alpha_1,\ldots,\alpha_d}^L} \frac{z_1^{\alpha_1} \cdots z_d^{\alpha_d}}{(1+||z||^2)^{d+L+1}} : \alpha_1 + \cdots + \alpha_d \leq L \right\} \]

where \( C_{\alpha_1,\ldots,\alpha_d}^L \) is a constant that makes the basis orthonormal. See [Ber14, BL15] for a more general construction coming from the same subspace (2). From [BE18, Definition 3.1] we know that the reproducing kernel of the space spanned by \( I_{d,L} \) is

\[ K(z,w) = \frac{Nd!}{\pi^d} \frac{(1+\langle z,w \rangle)^L}{(1+||z||^2)^{d+L+1} (1+||w||^2)^{d+L+1}} \]

(3)
Then it is tempting to just map the associated reproducing kernel into the sphere $S^{2d}$ by the stereographic projection. It turns out that the resulted associated DPP in $S^{2d}$ is not isotropic nor even homogeneous, and thus it does not satisfy the most basic properties required in a “good” kernel. In order to avoid this problem, we will modify the corresponding DPP on $S^{2d}$ by a weight function. Consider the stereographic projection from $S^{2d}$ to $\mathbb{C}^d$:

$$
\Pi = \Pi_d: \quad S^{2d} \quad \mapsto \quad \mathbb{C}^d \equiv \mathbb{R}^{2d}
$$

where the identification $\mathbb{C}^d \equiv \mathbb{R}^{2d}$ is given by

$$(z_1, \ldots, z_d) \equiv (\text{Re}(z_1), \text{Im}(z_1), \ldots, \text{Re}(z_d), \text{Im}(z_d)).$$

**Definition 4.1.** Let $g: (0, \infty) \mapsto (0, \infty)$ be an increasing $C^1$ function such that $\lim_{x \to 0} g(x) = 0$ and $\lim_{x \to \infty} g(x) = \infty$. Now, we define the associated function

$$
\varphi = \varphi_g: \quad \mathbb{R}^{2d} \setminus \{0\} \quad \mapsto \quad \mathbb{R}^{2d} \setminus \{0\}.
$$

$$
x \quad \mapsto \quad g(\|x\|) \frac{x}{\|x\|}.
$$

Note that $\varphi$ is bijective and its inverse is given by $\varphi^{-1}(y) = \frac{g^{-1}(\|y\|)}{\|y\|} y$.

Let $I_{d,L}$ be as in equation (2). Then for all $N$ of the form $N = \binom{d+L}{d}$ there exists a projection DPP of $N$ points $x_H$ in $\mathbb{C}^d$. Let us consider the map $\phi = \Pi_d^{-1} \circ \varphi_g: \mathbb{C}^d \mapsto S^{2d}$ for any fixed $g: (0, \infty) \to (0, \infty)$ as in Definition 4.1. Then there exists a push–forward projection DPP in $S^{2d}$ (see [BE18, Proposition 2.5]). We denote this process by $\mathbb{X}^{(N,d,g)}_s$.

**Proposition 4.2.** Let $d \geq 1$, let $g: (0, \infty) \to (0, \infty)$ be as in Definition 4.1 and let $N$ be of the form $N = \binom{d+L}{d}$. Then, $\mathbb{X}^{(N,d,g)}_s$ is a DPP in $S^{2d}$ with associated kernel

$$
K^{(N,d,g)}(p, q) = \frac{N d! (1 + \langle z, w \rangle)^L R(\|z\|) R(\|w\|)}{\pi^{d+2d}},
$$

where $z = \varphi^{-1}_g(\Pi_d(p))$, $w = \varphi^{-1}_g(\Pi_d(q))$ and

$$
R(t) = \frac{(g(t)^2 + 1)^{d+L - \frac{1}{2}}}{\sqrt{g(t)^2 g(t)^{d-\frac{1}{2}}(1 + t^2)^{d+L + 1}}}.
$$
We now describe how to choose \( g \) in such a way that the kernel \( K^{(N,d,g)}_*(p,q) \) is homogeneous for all \( N = \binom{d+L}{d} \).

**Proposition 4.3.** Let \( d \geq 1 \). There exists a unique function \( g = g_d = g(t) \) satisfying the conditions of Definition 4.1 that makes \( K^{(N,d,g)}_*(p,p) \) constant for all \( N \) of the form \( N = \binom{d+L}{d} \). Moreover, \( g \) satisfies

\[
I_{\frac{t^2}{1+t^2}}(d,d) = \left( \frac{t^2}{1+t^2} \right)^d,
\]

where \( I_{\frac{t^2}{1+t^2}}(d,d) \) is the incomplete beta function (see equation (9) for a definition).

We denote simply by \( K^{(N)}(p,q) \) and \( \mathfrak{X}^{(N)}_a \) the associated kernel and projection DPP, dropping in the notation the dependence on \( d \). Note that for \( d = 1 \) we have

\[
I_{\frac{t^2}{1+t^2}}(1,1) = \frac{g(t)^2}{1+g(t)^2} = \frac{t^2}{1+t^2} \Rightarrow g(t) = t,
\]

due to \( \phi_g : \mathbb{R}^2 \to \mathbb{R}^2 \) is the identity function and we recover the original spherical ensemble. The plot of \( g \) for some values of \( d \) can be seen in Figure 1.

Proposition 4.3 leads us to the following statement, which shows our generalization of the spherical ensemble to even dimensional spheres.

**Theorem 4.4 (Main result 1).** Let \( d \geq 1 \) and let \( N \) be of the form \( N = \binom{d+L}{d} \). Then, \( \mathfrak{X}^{(N)}_a \) is a homogeneous projection DPP in \( S^{2d} \) with kernel

\[
K^{(N)}_*(p,q) = \frac{N}{\text{Vol}(S^{2d})} \frac{(1 + \langle z,w \rangle)^L}{(1 + \|z\|^2)^{\frac{L}{2}}(1 + \|w\|^2)^{\frac{L}{2}}}
\]

where \( z = \varphi^{-1}_g(\Pi_d(p)) \), \( w = \varphi^{-1}_g(\Pi_d(q)) \).

5. **The expected Riesz s-energy of the generalized spherical ensemble**

The Riesz \( s \)-energy of a set of points \( \omega_N = \{x_1, \ldots, x_N\} \) on the sphere \( S^d \) with \( s > 0 \) is

\[
\mathcal{E}_s(\omega_N) = \sum_{i \neq j} \frac{1}{\|x_i - x_j\|^s}.
\]
Figure 1: The function $g$ for different values of $d$: from top to bottom, $d = 2, 3, 4, 5, 6, 7$ and 8.

An interesting problem regarding this energy consists in looking for the minimal value that the energy can reach for a set of $N$ points on a sphere of dimension $d$. The asymptotic behavior (for $N \to \infty$) has been extensively studied. In [Bra06, KS98] it was proved that for $d > 2$ and $0 < s < d$ there exist constants $c > C > 0$ (depending only on $d$ and $s$) such that

$$\min_{\omega_N} (\mathcal{E}_s(\omega_N)) \leq V_s(\mathbb{S}^d) N^2 - CN^{1+\frac{s}{d}} + o(N^{1+\frac{s}{d}}),$$

$$\min_{\omega_N} (\mathcal{E}_s(\omega_N)) \geq V_s(\mathbb{S}^d) N^2 - cN^{1+\frac{s}{d}} + o(N^{1+\frac{s}{d}}),$$

where $V_s(\mathbb{S}^d)$ is the continuous $s$-energy for the normalized Lebesgue measure,

$$V_s(\mathbb{S}^d) = \frac{1}{\text{Vol}(\mathbb{S}^d)^2} \int_{p,g \in \mathbb{S}^d} \frac{1}{\|p - q\|^s} dp dq = 2^{d-s-1} \Gamma \left( \frac{d+1}{2} \right) \Gamma \left( \frac{d-s}{2} \right) \frac{\Gamma \left( d - \frac{s}{2} \right)}{\sqrt{\pi} \Gamma \left( d - \frac{s}{2} \right)}.$$

Finding precise bounds for the constants in (6) is an important open problem and has been addressed by several authors, see [BHS14, BS18] for some very precise conjectures and [BG15] for a survey paper. A strategy for the upper bound is to take collections of random points in $\mathbb{S}^d$ coming from DPPs and
then compute the expected value of the energy (which is of course greater than or equal to the minimum possible value). This was done in the case of the harmonic ensemble (see [BMOC16, Theorem 2]), obtaining the best bounds known until date for general $s$ and even $d$. Namely,

$$\min_{\omega_N} (\mathcal{E}_s(\omega_N)) \leq V_s(S^d) N^2 - \frac{2s^\frac{s}{2} V_s(S^d) d \Gamma \left(1 + \frac{d}{2}\right) \Gamma \left(1 + \frac{s}{2}\right)}{\sqrt{\pi} \Gamma \left(1 + \frac{s}{2}\right) \Gamma \left(1 + \frac{d}{2} + \frac{s}{2}\right)} N^{1+\frac{s}{2}} + o(N^{1+\frac{s}{2}}).$$

(7)

In the case of odd-dimensional spheres, the best bound is obtained from a point process that is not determinantal but follows from a DPP (the projective ensemble described above), see [BE18]. For example the expression for the 2-energy that one gets with this process is:

$$\min_{\omega_N} (\mathcal{E}_2(\omega_N)) \leq V_2(S^d) N^2 - \frac{3^{1-\frac{s}{2}} (2d-1)^{1-\frac{s}{2}} (2d+1) \Gamma \left(d - \frac{1}{2}\right)^{2-\frac{s}{2}}}{2^{1-\frac{s}{2}} (d!)^{2-\frac{s}{2}}} N^{1+\frac{s}{2}} + o(N^{1+\frac{s}{2}}).$$

(8)

For the generalized spherical ensemble, our result can be written as follows.

**Theorem 5.1** (Main result 2). Let $N$ be of the form $N = \left(\frac{d+L}{d}\right)^d$, $d \geq 1$ and $0 < s < 2d$, then

$$\mathbb{E}_{x \sim X_s^{(N)}} [\mathcal{E}_s(\omega_N)] \leq V_s(S^d) N^2 - \frac{\text{Vol}(S^{2d-1}) \left(\frac{(2d-s)(1-\frac{1}{2d})}{2e}\right)^{d-\frac{s}{2}}}{(2d-s) \text{Vol}(S^{2d}) (d!)^{1-\frac{s}{2}}} \left(1 - \frac{e^{-1+\frac{s}{2d}}}{2 \sqrt{1 - \frac{1}{2d}}}\right) N^{1+\frac{s}{2d}} + o(N^{1+\frac{s}{2d}}).$$

If we compare our result with that from (7), we note that our bound is worst (see figure 2). Nevertheless, the points coming from this generalized spherical ensemble do respect the asymptotic of the minimal energy, getting the correct exponent $1 + \frac{s}{d}$ for the second term in the expansion.

The technical version of Theorem 5.1 is a bound of the expected value of Riesz $s$-energy for points drawn from $X_s^{(N)}$. 
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Figure 2: Difference between the 6-energy of the harmonic ensemble (blue solid line) and the 6-energy of the generalized spherical ensemble (red dashed line) in $S^8$. The harmonic ensemble shows a better behavior regarding energy asymptotics.

**Theorem 5.2.** Let $d \geq 1$ and let $N$ be of the form $N = \binom{d+L}{d}$. Then, for $\tau > 0$ such that $\tau < 1 - 1/\sqrt{d}$ we have:

$$E_{x \sim X_s(N)} [\mathcal{E}_s(\omega_N)] \leq N^2 V_s(S^{2d}) - \frac{N^2 \text{Vol}(S^{2d-1})}{(2d - s) \text{Vol}(S^{2d})} \times$$

$$\left(1 - \frac{\tau^2}{4}\right)^{d-1} \tau^{2d-s} \left(1 - \frac{\tau^2}{2} \frac{(1 + \tau^2)^2}{1 - \left(\frac{1}{\sqrt{d}} + \tau\right)^2}\right)^L \left(1 - \frac{e^{-1 + \frac{1}{2d}}}{2\sqrt{1 - \frac{1}{2d}}} \right)$$

Theorem 5.1 will follow from Theorem 5.2 by choosing the optimal value for $\tau$.

**6. An inequality regarding the incomplete Beta function**

In order to prove Theorem 5.1 we will need an inequality regarding Euler’s incomplete Beta function. This inequality, which is sharp and might be of independent interest, is stated and proved in this section. Let us recall the definition of Euler’s incomplete Beta function (and its regularized version).
Let \( x \in [0, 1] \), \( a, b \in \mathbb{C} \) such that \( \text{Re}(a) > 0 \) and \( \text{Re}(b) > 0 \), then the Euler’s incomplete Beta function is

\[
B_x(a, b) = \int_0^x t^{a-1}(1-t)^{b-1} \, dt, \quad I_x(a, b) = \frac{B_x(a, b)}{B(a, b)},
\]

which satisfies \( I_1(a, b) = 1 \).

**Theorem 6.1.** Let \( d \geq 1 \) and \( s \in [0, 1] \). Then,

\[
dB_s(d, d) \sqrt{1 - (I_s(d, d))^{\frac{1}{2}}} \geq s^d(1-s)^d,
\]

with an equality if and only if \( s \in \{0, 1\} \).

Before proving Theorem 6.1 we state a technical lemma:

**Lemma 6.2.** Let \( d \geq 1 \), then the function

\[
f(s) = dB_s(d, d) + s^d(1-s)^d \left( d - 2ds - \sqrt{d^2(1-2s)^2 + 1+2d} \right)
\]

satisfies \( f(s) \geq 0 \) for \( s \in (0, 1) \).

**Proof.** We note that \( f(0) = 0 \) and we compute \( f'(s) = ds^{d-1}(1-s)^{d-1}h(s) \) where

\[
h(s) = 1 + (1-2s) \left( d - 2ds - \sqrt{d^2(1-2s)^2 + 1+2d} \right) + s(1-s) \left( -2 + \frac{2d(1-2s)}{\sqrt{d^2(1-2s)^2 + 1+2d}} \right).
\]

It suffices to prove that \( h(s) \geq 0 \) for \( s \in (0, 1) \). Denoting \( u(s) = d^2(1-2s)^2 + 1 + 2d \) we have

\[
h(s) = 1 + d(1-2s)^2 - 2s(1-s) + (1-2s) \sqrt{u(s)} \left( \frac{2ds(1-s) - u(s)}{u(s)} \right).
\]

Since \( 2ds(1-s) < u(s) \) for all \( s \in (0, 1) \) we conclude that if \( s > 1/2 \) then the terms \( 1 + d(1-2s)^2 - 2s(1-s) \) and \( (1-2s) \sqrt{u(s)} \left( \frac{2ds(1-s) - u(s)}{u(s)} \right) \) are positive and \( h(s) \geq 0 \). It remains to prove \( h(s) \geq 0 \) for \( s \in (0, 1/2) \). Then, the claim is equivalent to

\[
(1 + d(1-2s)^2 - 2s(1-s))^2 \geq (1-2s)^2u(s) \left( \frac{2ds(1-s) - u(s)}{u(s)} \right)^2.
\]
that is
\[ u(s) \left( 1 + d(1 - 2s)^2 - 2s(1 - s) \right)^2 - (1 - 2s)^2(2ds(1 - s) - u(s))^2 \geq 0. \]
Expanding the terms, the last expression equals
\[ s^2(1 - s)^2(4 + 8d) \geq 0, \]
which trivially holds, thus proving the lemma.

6.1. Proof of Theorem 6.1
Some elementary algebraic manipulations show that the inequality of the theorem is equivalent to:
\[ u(s) \geq \frac{1}{B(d, d)}, \quad u(s) = Q(s)(1 - Q(s)^2 A(s))^d \]
where \( Q(s) = B_s(d, d)^{-1} \) and \( A(s) = s^{2d}(1 - s)^{2d}/d^2 \). Now, note that
\[ u(1) = \frac{1}{B(d, d)}, \]
and hence it suffices to show that \( u \) is a non-increasing function. We compute the derivative
\[ u'(s) = (1 - Q(s)^2 A(s))^{d-1} (Q'(s) - (1 + 2d)Q'(s)Q(s)^2 A(s) - dQ(s)^3 A'(s)). \]
The first factor is positive since \( s^d(1 - s)^d \leq dB_s(d, d) \), as it can be easily seen by comparing the derivatives of these two terms. Hence it suffices to see that
\[ Q'(s) - (1 + 2d)Q'(s)Q(s)^2 A(s) - dQ(s)^3 A'(s) \leq 0, \quad s \in (0, 1), \]
or equivalently we just have to see that
\[ dA'(s)B_s(d, d) + s^{d-1}(1 - s)^d - (1 + 2d)A(s) \geq 0, \quad s \in (0, 1). \]
Computing the derivative \( A'(s) \) and simplifying, this last inequality is equivalent to
\[ B_s(d, d)^2 + 2s^d(1 - s)^d(1 - 2s)B_s(d, d) - \frac{1 + 2d}{d^2} s^{2d}(1 - s)^{2d} \geq 0, \]

12
and hence also to

\[
\left( B_s(d, d) + s^d(1 - s)^d(1 - 2s) \right)^2 \geq s^{2d}(1 - s)^{2d}(1 - 2s)^2 + \frac{1 + 2d}{d^2} s^{2d}(1 - s)^{2d}
\]

\[
= s^{2d}(1 - s)^{2d} \left( (1 - 2s)^2 + \frac{1 + 2d}{d^2} \right),
\]

which follows from Lemma 6.2 after taking square roots. Theorem 6.1 now follows.

7. Proofs of the main results

In order to prove the results presented in this paper, we will define two more functions.

**Definition 7.1.** Let \( \theta : \mathbb{C}^d \to \mathbb{S}^{2d} \) be the mapping defined by \( \theta(x) = (x, 1) \frac{\|x, 1\|}{\|x\|}. \)

We denote by \( \phi(x) = (\theta \circ \varphi^{-1} \circ \Pi)(x) \), where \( \varphi^{-1} \) and \( \Pi \) are defined in Definition 4.1.

Note that \( \phi \) maps \( \mathbb{S}^{2d} \) into its upper half.

7.1. Derivatives of the stereographic projection and other mappings

In this section we state an elementary lemma with the computation of the derivatives of the stereographic projection and other mappings.

Let \( n = (0, \ldots, 0, 1) \in \mathbb{S}^{2d} \) be the north pole and let \( p \in \mathbb{S}^{2d}, p \neq \pm n \). It is useful to consider an orthonormal basis \( \{\hat{p}^1, \ldots, \hat{p}^{2d-1}, \hat{p}^{2d}\} \) of tangent space of the sphere at \( p \) such that \( \hat{p}^i \perp n \) for \( 1 \leq i \leq 2d - 1 \) and

\[
\hat{p}^{2d} = \frac{n - p^{2d+1}p}{\sqrt{1 - p_{2d+1}^2}}.
\]

**Lemma 7.2.** Let \( \Pi \) be the stereographic projection (4), let \( \varphi_p \) be as defined in Definition 4.1 and let \( \theta \) be as defined in Definition 7.1. Let \( \hat{p} \) be a point in the tangent space to \( \mathbb{S}^{2d} \) at the point \( p \), \( y \) a point in the tangent space to \( \mathbb{R}^{2d} \setminus \{0\} \) at the point \( y \) and \( \hat{x} \) a point in the tangent space to \( \mathbb{C}^d \) at the point \( x \). Then, for all \( p \in \mathbb{S}^{2d}, y \in \mathbb{R}^{2d} \setminus \{0\} \) and \( x \in \mathbb{C}^d \) we have
\[ D\Pi(p)\dot{p} = \begin{bmatrix} \frac{\dot{p}_1}{1 - p_{2d+1}} + \frac{p_1\dot{p}_{2d+1}}{(1 - p_{2d+1})^2} & \cdots & \frac{p_{2d}}{1 - p_{2d+1}} + \frac{p_{2d}\dot{p}_{2d+1}}{(1 - p_{2d+1})^2} \end{bmatrix}, \]

\[ D\varphi^{-1}_g(y)\dot{y} = (g^{-1})'(\|y\|)\frac{y\Re(\langle y, \dot{y} \rangle)}{\|y\|^2} + g^{-1}(\|y\|)\frac{\dot{y}\|y\| - y\Re(\langle y, \dot{y} \rangle)}{\|y\|^2}, \]

\[ D\theta(x)\dot{x} = \frac{(\dot{x}, 0)(x, 1)\| (x, 1) \| - (x, 1)(\dot{x}, 0)\Re(\langle x, 1 \rangle, (x, 0)))}{\| (x, 1) \|^2}. \]

Here we are denoting by \( \Re(z) \) the real part of a complex number \( z \).

**Proof.** From the definition of the derivative,

\[ D\theta(x)\dot{x} = \frac{d}{dt}\bigg|_{t=0} \theta(x + t\dot{x}) = \frac{d}{dt}\bigg|_{t=0} \frac{(x + t\dot{x}, 1)}{\| (x + t\dot{x}, 1) \|} = \frac{(\dot{x}, 0)(x, 1)\| (x, 1) \| - (x, 1)(\dot{x}, 0)\Re(\langle x, 1 \rangle, (x, 0)))}{\| (x, 1) \|^2}. \]

The two other cases can be done in a similar way.

\[ \square \]

**Corollary 7.3.** The Jacobian determinants of \( \Pi \) and \( \varphi^{-1}_g \) satisfy:

\[ \text{Jac}\Pi(p) = \frac{1}{(1 - p_{2d+1})^{2d}} = \left(1 + \|\Pi(p)\|^2\right)^{-2d}, \]

\[ \text{Jac}\varphi^{-1}_g(y) = (g^{-1})'(\|y\|) \left(\frac{g^{-1}(\|y\|)}{\|y\|}\right)^{2d-1}. \]

**Proof.** Let \( p \neq \pm n \) and let \( p^1, \ldots, p^{2d-1}, p_{2d} \) be the basis described at the beginning of this section. Then, it is clear from Lemma 7.2 that \( D\Pi(p) \) preserves the orthogonality of the basis and a little algebra shows that it is an homothetic transformation with ratio \( (1 - p_{2d+1})^{-1} \), hence

\[ \text{Jac}\Pi(p) = \frac{1}{(1 - p_{2d+1})^{2d}}. \]

Noting that

\[ \|\Pi(p)\|^2 = \frac{1 + p_{2d+1}}{1 - p_{2d+1}} \Rightarrow p_{2d+1} = \frac{\|\Pi(p)\|^2 - 1}{\|\Pi(p)\|^2 + 1}, \]
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the first claim of the corollary follows.

For the second Jacobian, given \( y \in \mathbb{C}^d \equiv \mathbb{R}^{2d} \) we consider an orthonormal basis \( \hat{v}^1, \ldots, \hat{v}^{2d} \) whose last vector is \( y/\|y\| \). Then, \( D\varphi_g^{-1} \) preserves the orthogonality of this basis and hence we have

\[
\text{Jac}\varphi_g^{-1}(y) = \|D\varphi_g^{-1}(y/\|y\|)\| \cdot \prod_{i=1}^{2d-1} \|D\varphi_g^{-1}(y)\hat{v}^i\|,
\]

which from Lemma 7.2 equals

\[
(g^{-1})'(\|y\|) \cdot \prod_{i=1}^{2d-1} \frac{g^{-1}(\|y\|)}{\|y\|},
\]

and the corollary follows.

### 7.2. Proof of Proposition 4.2

The push-forward of a projection DPP is a DPP, see [BE18, Proposition 2.5] for a proof. So \( X^{(N,d,g)}_* \) is a DPP in \( S^d \), and from the same proposition and equation (3), we know that its associated kernel is

\[
K^{(N,d,g)}_*(p,q) = \frac{N!}{\pi^d} \left(1 + \langle z, w \rangle\right)^L \sqrt{\text{Jac}(\varphi_g^{-1} \circ \Pi)(z)\text{Jac}(\varphi_g^{-1} \circ \Pi)(w)} \left(1 + \|z\|^2\right)^{d+L+1} \left(1 + \|w\|^2\right)^{d+L+1},
\]

where \( z = \varphi_g^{-1}(\Pi(p)) \), \( w = \varphi_g^{-1}(\Pi(q)) \). Now, from the chain rule,

\[
\text{Jac}(\varphi_g^{-1} \circ \Pi)(p) = \text{Jac}(\varphi_g^{-1})(\Pi(p))\Pi(\Pi(p)).
\]

From Corollary 7.3, this last equals

\[
(g^{-1})'(\|\Pi(p)\|) \left( \frac{g^{-1}(\|\Pi(p)\|)}{\|\Pi(p)\|} \right)^{2d-1} \left(1 + \|\Pi(p)\|^2\right)^2
\]

Now, \( \|\Pi(p)\| = \|\varphi_g(z)\| = g(\|z\|) \) and thus we have:

\[
\text{Jac}(\phi^{-1})(p) = (g^{-1})'(g(\|z\|)) \left( \frac{\|z\|}{g(\|z\|)} \right)^{2d-1} \left(1 + g(\|z\|)^2\right)^2,
\]

namely:

\[
\text{Jac}(\phi^{-1})(p) = \frac{1}{g'(\|z\|)} \left( \frac{\|z\|}{g(\|z\|)} \right)^{2d-1} \left(1 + g(\|z\|)^2\right)^2,\quad (11)
\]

and the same holds changing \( p \) to \( q \) and \( z \) to \( w \). Putting together (10) and (11) we get Proposition 4.2.
7.3. Proof of Proposition 4.3

During this proof, we denote by \( K_* \) the kernel \( K_*^{(N,d,g)} \). From Proposition 4.2:

\[
K_*(p,p) = \frac{Nd!}{\pi^{d/2} d!} \left( g(\|z\|^2 + 1) \right)^{2d-1} \frac{\|z\|^{2d-1}}{(1 + \|z\|^2)^{d+1}}.
\]

From Proposition 2.3, if the DPP associated to \( K_* \) is homogeneous then \( K_*(p,p) = N/\text{Vol}(S^{2d}) \) for all \( p \in S^{2d} \). Thus, in order for the process to be homogeneous one must have:

\[
\frac{Nd!}{\pi^{d/2} d!} \left( g(t)^2 + 1 \right)^{2d-1} \frac{t^{2d-1}}{(1 + t^2)^{d+1}} = \frac{N N \Gamma \left( d + \frac{1}{2} \right)}{2\pi^{d+1/2}}, \quad t \in (0, \infty),
\]

namely,

\[
g'(t)g(t)^{2d-1} = \frac{\sqrt{\pi} d!}{2^{2d-1} \Gamma \left( d + \frac{1}{2} \right) (1 + t^2)^{d+1}} = dB(d,d) \frac{t^{2d-1}}{(1 + t^2)^{d+1}}, \quad (12)
\]

where we have used Legendre’s duplication formula for the Gamma function (see [NIST:DLMF, Formula 5.5.5]),

\[
\Gamma(z) \Gamma \left( z + \frac{1}{2} \right) = 2^{1-2z} \sqrt{\pi} \Gamma(2z).
\]

(13)

Now we compute primitives in (12) in both sides. On one hand,

\[
\int dB(d,d) \frac{t^{2d-1}}{(1 + t^2)^{d+1}} dt = \frac{B(d,d)}{2} \frac{t^{2d}}{(1 + t^2)^d}.
\]

On the other hand,

\[
\int \frac{g^{2d-1}}{(g^2 + 1)^{d/2}} dg = \frac{1}{2} \left[ B(d,d) - B_{1+g^2}(d,d) \right],
\]

where \( B_x \) denotes Euler’s incomplete Beta function (see equation (9) for a definition). We thus have (using the regularized incomplete Beta function):

\[
1 - I_{1+g^2}(d,d) = \frac{t^{2d}}{(1 + t^2)^d},
\]
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where the chosen integration constant is the unique with the property that $g(0) = 0$. Recall that $I_x(a, b) = 1 - I_{1-x}(b, a)$ (see for example [NIST:DLMF, Formula 8.17.4]). Hence, the function $g$ we are looking for must satisfy:

$$I_{\frac{g^2}{1+g^2}}(d, d) = \left(\frac{t^2}{1 + t^2}\right)^d.$$

Note that $g$ is well-defined since the regularized Beta function is bijective in the range $[0, 1]$ and for all $t \in (0, \infty)$, $0 < \frac{t^2}{1 + t^2} < 1$.

We also check that $g$ satisfies the claimed properties:

- **$g$ is an increasing function:** $g$ satisfies the differential equation (12) and thus its derivative is positive.
- **$g(0) = 0$** since we have chosen the correct integration constant.
- **$\lim_{t \to \infty} g(t) = \infty$:** we have $\lim_{t \to \infty} I_{\frac{g^2}{1+g^2}}(d, d) = \lim_{t \to \infty} \left(\frac{t^2}{1 + t^2}\right)^d = 1$.

Now if $\lim_{t \to \infty} I_{\frac{g^2}{1+g^2}}(d, d) = 1 \Rightarrow \lim_{t \to \infty} \frac{g^2}{1+g^2} = 1 \Rightarrow \lim_{t \to \infty} g = \pm \infty$. Since $g$ is increasing and $g(0) = 0$, the only possible solution is $\lim_{t \to \infty} g = \infty$.

- **$g$ is $C^\infty$:** since $t \to \left(\frac{t^2}{1 + t^2}\right)^d$ is $C^\infty$ and so is the inverse regularized incomplete Beta function, we conclude that $t \to s(t) = \frac{g(t)^2}{1 + g(t)^2}$ is $C^\infty$. Then we can solve $g = \sqrt{\frac{s}{1 - s}}$, so in the interval $s \in (0, 1)$, $g$ is a composition of $C^\infty$ functions whose denominator does not vanish and thereby is $C^\infty$.

\qed

### 7.4. Proof of Theorem 4.4

We only have to replace the expression for $g'(t)$ given in equation (12) to compute $R(t)$ from Proposition 4.2:

$$R(t) = \frac{1}{\sqrt{dB(d, d)(1 + t^2)^{L/2}}}.$$  

We then have:

$$K_p^{(N)}(p, q) = \frac{Nd!}{\pi^d 2^d dB(d, d)} \frac{(1 + \langle z, w \rangle)^L}{(1 + \|z\|^2)^{\frac{L}{2}} (1 + \|w\|^2)^{\frac{L}{2}}}.$$  

The expression for the constant $N/\text{Vol}(S^{2d})$ follows using (13) and (1).
7.5. Proof of Theorem 5.2

It is well known (see [BMOC16, Proposition 1] that follows from [HKPV09, Formula 1.2.2.]) that the expected value of the Riesz energy of a set of \( N \) points coming from \( X^{(N)} \) satisfies (recall that \( K^{(N)}_s(p, p) = \frac{N}{\text{Vol}(S^d)} \)):

\[
\mathbb{E}_{x \sim X^{(N)}}[\mathcal{E}_s(x_1, \ldots, x_N)] = \int_{S^d \times S^d} \frac{K^{(N)}_s(p, p)^2 - |K^{(N)}_s(p, q)|^2}{\|p - q\|^s} \, dpdq
\]

\[
= \frac{N^2}{\text{Vol}(S^d)^2} \int_{S^d \times S^d} 1 - \left( \frac{|K^{(N)}_s(p, q)|}{K^{(N)}_s(p, p)} \right)^2 \frac{dpdq}{\|p - q\|^s}
\]

\[
= N^2 V_s(S^d) - \frac{N^2}{\text{Vol}(S^d)^2} \int_{S^d \times S^d} \left( \frac{|K^{(N)}_s(p, q)|}{K^{(N)}_s(p, p)} \right)^2 \, dpdq.
\]

Bounding the integral in the last term is a non-trivial task. We will do it in several steps.

**Proposition 7.4.** Let \( p, q \) be points of \( S^d \), then

\[
\left( \frac{|K^{(N)}_s(p, q)|}{K^{(N)}_s(p, p)} \right)^2 \geq \max \left\{ (1 - \|\phi(p) - \phi(q)\|^2)^2 L, 0 \right\}
\]

where \( \phi \) was defined in Definition 7.1.

**Proof.** It is obvious that \( \left( \frac{|K^{(N)}_s(p, q)|}{K^{(N)}_s(p, p)} \right)^2 \geq 0 \). We will use the fact that for every unit vectors \( x, y \in \mathbb{C}^d \), for every \( a \in \mathbb{N} \), we have

\[
|\langle x, y \rangle|^2 \geq \Re(\langle x, y \rangle)^2 = \left( 1 - \frac{\|x - y\|^2}{2} \right)^2 \geq 1 - \|x - y\|^2.
\]

Then,
\[
\left( \frac{|K_n(p, q)|}{K_n(p, p)} \right)^2 = \left( \frac{|1 + \langle z, w \rangle|^2}{(1 + \|z\|^2)(1 + \|w\|^2)} \right)^L = \left( \frac{\langle (z, 1), (w, 1) \rangle}{\sqrt{1 + \|z\|^2 \sqrt{1 + \|w\|^2}}} \right)^{2L} = \left( 1 - \left\| \left( \frac{\varphi^{-1}(\Pi(p)), 1}{\varphi^{-1}(\Pi(p)), 1} \right) \right\|^{2L} \right.
\]
\[
= (1 - \|\phi(p) - \phi(q)\|^2)^L.
\]

Lemma 7.5. Let \( p, q \in S^d \), then the following inequality holds.
\[
\|\phi(p) - \phi(q)\| \leq (\|p - q\| + \|p - q\|^3) \sup \|D\phi(x)\|
\]
where the supremum is taken for \( x \) in the geodesic from \( p \) to \( q \).

Proof. Given two points \( p, q \in S^d \), let \( \alpha = d_{S^d}(p, q) \) where \( d_{S^d} \) is the distance in the sphere, and let \( \gamma \) be the geodesic segment from \( p \) to \( q \). Then we have
\[
\|\phi(p) - \phi(q)\| = \|\phi(\gamma(0)) - \phi(\gamma(\alpha))\| \leq \left\| \int_0^\alpha D\phi(\gamma(t)\dot{\gamma}(t))dt \right\|
\]
\[
\leq \int_0^\alpha \|D\phi(\gamma(t))\dot{\gamma}(t)\| dt \leq \alpha \sup \|D\phi(x)\|
\]
where \( x \) lies on the geodesic from \( p \) to \( q \). We now note that
\[
\alpha = d_{S^d}(p, q) = 2 \arcsin \left( \frac{\|p - q\|}{2} \right) \leq \|p - q\| + \|p - q\|^3,
\]
the last since \( 2 \arcsin(x/2) \leq x + x^3 \) for \( 0 \leq x \leq 2 \) (a simple exercise left to the reader). The lemma follows.

\[\square\]

Proposition 7.6. Let \( n = (0, \ldots, 0, 1) \in S^d \) be the north pole and let \( p \in S^d \), \( p \neq n \). Let \( \tilde{p}^1, \ldots, \tilde{p}^d \) be the orthonormal basis of the tangent space of the
sphere at $p$ defined in Section 7.1. Then, $D\phi(p)$ preserves the orthogonality of the basis and we have

$$\| D\phi(p)p^i \| = \frac{g^{-1} \left( \sqrt{\frac{1+p_{2d+1}}{1-p_{2d+1}}} \right)}{\sqrt{1-p_{2d+1}^2}} \sqrt{1 + \left( g^{-1} \left( \sqrt{\frac{1+p_{2d+1}}{1-p_{2d+1}}} \right) \right)^2} \quad 1 \leq i \leq 2d - 1,$$

and

$$\| D\phi(p)p^{2d} \| = \frac{(g^{-1})' \left( \sqrt{\frac{1+p_{2d+1}}{1-p_{2d+1}}} \right)}{\left( 1 + g^{-1} \left( \sqrt{\frac{1+p_{2d+1}}{1-p_{2d+1}}} \right)^2 \right) \left( 1 - p_{2d+1} \right)}.$$

In particular, $\| D\phi(p) \|$ is the supremum of these two quantities.

**Proof.** We recall that $\phi(p) = (\theta \circ \varphi^{-1} \circ \Pi)(p)$. Using the chain rule,

$$D\phi(p)\dot{p} = D(\theta \circ \varphi^{-1} \circ \Pi)(p)\dot{p} = D\theta(\varphi^{-1}(\Pi(p))) D\varphi^{-1}(\Pi(p)) D\Pi(p)\dot{p}.$$

From Lemma 7.2, after some algebra we get for $1 \leq i \leq 2d - 1$:

$$D\theta(\varphi^{-1}(\Pi(p))) D\varphi^{-1}(\Pi(p)) D\Pi(p)\dot{p}^i = \frac{g^{-1} \left( \sqrt{\frac{1+p_{2d+1}}{1-p_{2d+1}}} \right)}{\sqrt{1-p_{2d+1}^2}} \sqrt{1 + \left( g^{-1} \left( \sqrt{\frac{1+p_{2d+1}}{1-p_{2d+1}}} \right) \right)^2} \dot{p}^i,$$

while for $\dot{p}^{2d}$ we get

$$D\theta(\varphi^{-1}(\Pi(p))) D\varphi^{-1}(\Pi(p)) D\Pi(p) \frac{n - p_{2d+1}p}{\sqrt{1-p_{2d+1}^2}} = \frac{(g^{-1})' \left( \sqrt{\frac{1+p_{2d+1}}{1-p_{2d+1}}} \right)}{\sqrt{1-p_{2d+1}^2(1-p_{2d+1})}} \sqrt{1 + \left( g^{-1} \left( \sqrt{\frac{1+p_{2d+1}}{1-p_{2d+1}}} \right) \right)^2} \left( \begin{array}{c} p_1 \\ \vdots \\ p_{2d} \end{array} \right).$$

Both the preservation of the orthogonality of the basis through $D\phi(p)$ and the formulas for the norm of $D\phi(p)\dot{p}^i$ follow, and the proposition is proved.

\[\square\]
We need to compute the supremum among the two quantities of Proposition 7.6, which is a nontrivial task. Following the same notation we have:

**Lemma 7.7.** Fix any \( d \geq 1 \). The two following claims are equivalent:

1. For all \( p = (p_1, \ldots, p_{2d+1}) \in S^{2d} \) we have
   \[
   \|D\phi(p)\dot{p}_i\| \geq \left\| \text{Proposition 7.6} \right\|
   \]
   (Here, \( \dot{p}_i, 1 \leq i \leq 2d-1 \), are as in Proposition 7.6.)

2. For all \( s \in (0,1) \) we have
   \[
   dB_s(d, d) \sqrt{1 - (1_s(d, d))^{1/2}} \geq s^d(1 - s)^d.
   \]

**Proof.** The claim is the result of a lengthy computation obtained by working on the expressions from Proposition 7.6 using the definition of \( g \) given in Proposition 4.3, which can be written as:

\[
g^{-1}(s) = \left( \frac{I_{s^2} + d}{1 - I_{s^2} + d} \right)^{1/2}, \quad (14)
\]

\( \square \)

From Lemma 7.7 and Theorem 6.1 we readily have:

**Proposition 7.8.** For all \( d \geq 1 \) and all \( p \in S^{2d} \)

\[
\|D\phi(p)\dot{p}_i\| \geq \left\| \text{Proposition 7.6} \right\|
\]

where \( \dot{p}_i, 1 \leq i \leq 2d-1 \), are as in Proposition 7.6.

**Corollary 7.9.** Let \( p, q \in S^{2d}, \|p - q\| \leq \tau \) and \( p_{2d+1} < \epsilon \) where \( 0 < \epsilon + \tau < 1 \). Then, for every \( x \in S^{2d} \) in the geodesic segment from \( p \) to \( q \) we have

\[
\|D\phi(x)\| \leq \frac{g^{-1}\left( \sqrt{\frac{1+\tau+\epsilon}{1-\tau+\epsilon}} \right)}{\sqrt{1 - (\tau + \epsilon)^2}} \sqrt{1 + \left( g^{-1}\left( \frac{1+\tau+\epsilon}{1-\tau+\epsilon} \right) \right)^2} \leq \frac{1}{\sqrt{1 - (\tau + \epsilon)^2}} =: M_{\epsilon, \tau}.
\]

(15)
Proof. The second inequality is trivial. For the first one, note that from propositions 7.6 and 7.8, for \( x \) as in the hypotheses we have

\[
\|D\phi(x)\dot{x}\| \leq \frac{g^{-1}\left(\sqrt{\frac{1+x_{2d+1}}{1-x_{2d+1}}}\right)}{\sqrt{1-x_{2d+1}^2}\sqrt{1+\left(g^{-1}\left(\sqrt{\frac{1+x_{2d+1}}{1-x_{2d+1}}}\right)\right)^2}} \quad (14)
\]

It is clear that the right-side term is an increasing function of \( x_{2d+1} \). The claim of the proposition follows noting that \( p_2d+1 \leq \epsilon \) and \( \|p-q\| \leq \tau \) implies \( |x_{2d-1}-p_{2d+1}| \leq \tau \) and hence \( x_{2d+1} \leq \tau + \epsilon \). □

**Proposition 7.10.** If \( \tau, \epsilon > 0 \) and \( 0 < \tau + \epsilon < 1 \), then for all \( p, q \in S^{2d} \) we have

\[
\int_{p,q \in S^{2d}} \frac{\left(\frac{|K^{(x)}(p,q)|}{K^{(x)}(p,p)}\right)^2}{\|p-q\|^s} dpdq \geq W(\epsilon)\text{Vol}(S^{2d-1}) \left(\frac{1}{2d-s}\right)^{d-1} \left(1 - \frac{\tau^2}{4}\right)^{d-1} \tau^{2d-s} \left(1 - \frac{\tau^2}{4}\left(1 + \frac{(\tau^2)^2}{1 - (\epsilon + \tau)^2}\right)^L\right),
\]

where \( W(\epsilon) \) is the volume of the set of \( p \in S^{2d} \) such that \( p_{2d+1} \leq \epsilon \).

In order to prove Proposition 7.10, we present Lemma 7.11 (that follows from the change of variables formula applied to the projection from the cylinder to the sphere).

**Lemma 7.11.** If \( f : S^m \rightarrow \mathbb{R} \) satisfies \( f(q) = g(\langle p, q \rangle) \), for some \( p \in S^m \) and some \( g : [-1, 1] \rightarrow \mathbb{R} \), then

\[
\int_{p \in S^m} f(p) dp = \text{Vol}(S^{m-1}) \int_{-1}^{1} g(t)(1 - t^2)^{\frac{m}{2}-1},
\]

assuming that \( f \) is integrable or \( f \) is measurable and non-negative.

**Proof (Proof of Proposition 7.10).** From lemmas 7.4 and 7.5 and Corollary...
We apply Fubini's theorem and Lemma 7.11, transforming the last integral into:

\[
\int_{\|p-q\| \leq \tau, p_{d+1} \leq \epsilon} \left[ \int_{\|p-q\| \leq \tau} \frac{1 - \frac{(1+\tau^2)^2}{1-(\epsilon+\tau)^2} \|p-q\|^2}{\sqrt{2 - 2(p,q)}} \right] dp =
\]

\[
= \int_{p_{d+1} \leq \epsilon} \left[ \int_{\sqrt{2-2(p,q)} \leq \tau} \frac{1 - \frac{(1+\tau^2)^2}{1-(\epsilon+\tau)^2} (2 - 2(p,q))^2}{\sqrt{2 - 2(p,q)}} \right] dp =
\]

\[
= \text{Vol}(S^{d-1}) \int_{1 - \frac{r^2}{2}}^1 \frac{1 - \frac{(1+\tau^2)^2}{1-(\epsilon+\tau)^2} (2 - 2t)^2}{\sqrt{2 - 2t}} (1 - t^2)^{d-1} dt \int_{p_{d+1} \leq \epsilon} dp. \quad (16)
\]

Then, (16) equals:

\[
W(\epsilon) \text{Vol}(S^{2d-1}) \int_{1 - \frac{r^2}{2}}^1 \frac{1 - \frac{(1+\tau^2)^2}{1-(\epsilon+\tau)^2} (2 - 2t)^2}{\sqrt{1 - t^2}} (1 - t^2)^{d-1} dt.
\]

where \( W(\epsilon) \) is the volume of the set of points of \( S^{2d} \) such that their last coordinate is less or equal to \( \epsilon \). With the change of variables \( u = 1 - t \) and using \( 1 - t^2 = (1 - t)(1 + t) \) we have proved that:

\[
\int_{S^{2d} \times S^{2d}} \frac{|K^{(N)}_{p,q}|}{|K^{(N)}_{p,p}|} dpdq \geq
\]

\[
\frac{W(\epsilon) \text{Vol}(S^{2d-1})}{2\pi} \left( 2 - \frac{\tau^2}{2} \right)^{d-1} \int_0^{\frac{\tau^2}{2}} \left( 1 - 2 \frac{(1+\tau^2)^2}{1-(\epsilon+\tau)^2} u \right)^L u^{d-1-\frac{2}{2}} du. \quad (17)
\]
Since \( u \leq \frac{\tau^2}{2} \), \((1 - 2\frac{(1+\tau^2)^2}{1-(\epsilon+\tau)^2})u \) \( \geq (1 - \tau^2 \frac{(1+\tau^2)^2}{1-(\epsilon+\tau)^2})^L \) and so

\[
\int_{S^{2d} \times S^{2d}} \left( \frac{||K^{(n)}(p,q)||}{K^{(n)}(p,p)} \right)^2 \frac{dpdq}{||p - q||^8} \geq \frac{W(\epsilon)Vol(S^{2d-1})}{2\pi} \left( 2 - \frac{\tau^2}{2} \right)^{d-1} \left( 1 - \tau^2 \frac{(1+\tau^2)^2}{1-(\epsilon+\tau)^2} \right)^L \int_0^{\frac{\pi^2}{2}} u^{d-1} \frac{du}{u}. \quad (18)
\]

We then have proved the following lower bound for the integral in the proposition:

\[
\frac{W(\epsilon)Vol(S^{2d-1})}{(2d - s)} \left( 1 - \frac{\tau^2}{4} \right)^{d-1} \frac{\tau^{2d-s}}{\sqrt{\frac{\pi^2}{2} + \frac{s}{2}}} \left( 1 - \tau^2 \frac{(1+\tau^2)^2}{1-(\epsilon+\tau)^2} \right)^L.
\]

The proof is now complete.

\[
\square
\]

7.5.1. Proof of Theorem 5.2

First we are going to give a bound for \( W(\epsilon) \).

**Proposition 7.12.** Let \( r > 0 \) and let \( \vartheta \left( \frac{\pi}{2} + r \right) \) be the volume of the spherical cap of radius \( \frac{\pi}{2} + r \) in \( S^{n+1} \), then

\[
\vartheta \left( \frac{\pi}{2} + r \right) \geq Vol(S^{n+1}) \left( 1 - \frac{e^{-\frac{\pi^2}{4}}}{\sqrt{1 + \frac{1}{n}}} \right).
\]

**Proof.** As in [MS86, Corollary 2.2] we consider the normalized measure of \( \vartheta \left( \frac{\pi}{2} + r \right) \),

\[
\frac{\vartheta \left( \frac{\pi}{2} + r \right)}{Vol(S^{n+1})} = \int_{\frac{\pi}{2}}^{\pi} \frac{\cos^n \theta d\theta}{\int_{\frac{\pi}{2}}^{\pi} \cos^n \theta d\theta}.
\]

The same result shows that

\[
1 - \frac{\vartheta \left( \frac{\pi}{2} + r \right)}{Vol(S^{n+1})} \leq \frac{e^{-\frac{\pi^2}{4}} \sqrt{\frac{\pi}{2}}}{2\sqrt{n}I_n},
\]

where \( I_n = \int_0^{\frac{\pi}{2}} \cos^n \theta d\theta = \frac{\pi^{\frac{n}{2}}}{2\Gamma\left(\frac{n+1}{2}\right)} \). Applying Gautschi’s inequality (see [Luk16, Theorem 1]) we obtain that \( \frac{\Gamma\left(\frac{n}{2}+\frac{1}{2}\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{2}\right)} \geq \sqrt{\frac{2}{n+1}} \), so
\[ 1 - \frac{\vartheta \left( \frac{\pi}{2} + r \right)}{\text{Vol}(S^{n+1})} \leq \frac{e^{-\frac{r^2}{2}}}{2} \sqrt{1 + \frac{1}{n}} \]

and Proposition 7.12 is proved.

□

Now, taking \( n = 2d - 1 \) in Proposition 7.12,

\[ W \left( \frac{1}{\sqrt{d}} \right) \geq \vartheta \left( \frac{\pi}{2} + \frac{1}{\sqrt{d}} \right) \geq \text{Vol}(S^{2d}) \left( 1 - \frac{e^{-1+\frac{1}{2d}}}{2Vd - \frac{1}{2d}} \right) \]

hence we can substitute in the formula from Proposition 7.10 obtaining

\[
\mathbb{E}_{x \sim X^{(N)}} [\mathcal{E}_s(\omega_N)] \leq N^2 V_s(S^{2d}) - \frac{N^2 \text{Vol}(S^{2d-1})}{(2d - s) \text{Vol}(S^{2d})} \times \left( 1 - \frac{\tau^2}{4} \right)^{d-1} \tau^{2d-s} \left( 1 - \frac{\tau^2}{4} \frac{(1 + \tau^2)^2}{1 - \left( \frac{1}{\sqrt{d}} + \tau \right)^2} \right)^L \left( 1 - \frac{e^{-1+\frac{1}{2d}}}{2\sqrt{1 - \frac{1}{2d}}} \right),
\]

where \( 0 < \tau < 1 - 1/\sqrt{d} \). This finishes the proof of Theorem 5.2.

□

7.6. Proof of Theorem 5.1

From Theorem 5.2,

\[
\mathbb{E}_{x \sim X^{(N)}} [\mathcal{E}_s(\omega_N)] - N^2 V_s(S^{2d}) \leq - \frac{N^1 - \frac{n}{d} \text{Vol}(S^{2d-1})}{(2d - s) \text{Vol}(S^{2d})} \times \left( 1 - \frac{\tau^2}{4} \right)^{d-1} \tau^{2d-s} \left( 1 - \frac{\tau^2}{4} \frac{(1 + \tau^2)^2}{1 - \left( \frac{1}{\sqrt{d}} + \tau \right)^2} \right)^L \left( 1 - \frac{e^{-1+\frac{1}{2d}}}{2\sqrt{1 - \frac{1}{2d}}} \right).
\]

Fix any \( C > 0 \) and let \( \tau = \sqrt{C/L} \) (which satisfies \( \tau < 1 - \frac{1}{\sqrt{d}} \) for large enough \( L \)). Then, the expression above equals

\[
\frac{-N^1 - \frac{n}{d} \text{Vol}(S^{2d-1})}{\text{Vol}(S^{2d})(2d - s) L^{d-\frac{2}{5}} e^{ \frac{dC}{2\sqrt{1 - \frac{1}{2d}}}}} \left( 1 - \frac{e^{-1+\frac{1}{2d}}}{2\sqrt{1 - \frac{1}{2d}}} \right) Q_L,
\]
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where $Q_L$ is a sequence with $\lim_{L \to \infty} Q_L = 1$.
We recall that $N = \left( \frac{d+L}{d} \right)$, which implies
\[
\frac{L^d}{d!} \leq \frac{(L + d) \cdots (L + 1)}{d!} = \binom{d+L}{d} = N.
\]
We then have proved:
\[
\mathbb{E}_{x \sim \mathbb{X}_s^{(N)}} \left[ \mathcal{E}_s(\omega_N) \right] - N^2 V_s(S^{2d}) \leq \frac{N^{1 - \frac{1}{2d}} \text{Vol}(S^{2d-1})}{\text{Vol}(S^{2d})(2d - s)(Nd!)^{1 - \frac{1}{2d}} \left( 1 - \frac{e^{-1 + \frac{1}{2d}}}{2\sqrt{1 - \frac{1}{2d}}} \right)} \frac{C^{d - \frac{1}{2}}}{e^{\frac{dC}{2}}} Q_L,
\]
which is valid for all $C > 0$. The optimal $C$ is easily computed:
\[
C = d - 1 - \frac{d - 1}{2d} s.
\]
The theorem follows substituting this value of $C$ in the formula above.
\[\square\]

References

[AZ15] K. Alishahi and M. Zamani, The spherical ensemble and uniform distribution of points on the sphere, Electron. J. Probab. 20 (2015), no. 23, 1-27. ↑1, 2, 4, 5

[BE18] C. Beltrán and U. Etayo, The Projective Ensemble and Distribution of Points in Odd-Dimensional Spheres, Constructive Approximation 48 (2018), no. 1, 163-182. ↑2, 5, 6, 9, 15

[BMOC16] C. Beltrán, J. Marzo, and J. Ortega-Cerdà, Energy and discrepancy of rotationally invariant determinantal point processes in high dimensional spheres, J. Complexity 37 (2016), 76–109. ↑2, 9, 18

[Ber14] R. Berman, Determinantal point processes and fermions on complex manifolds: large deviations and bosonization, Comm. Math. Phys. 327 (2014), no. 1, 1–47. ↑5

[BS18] L. Betermin and E. Sandier, Renormalized Energy and Asymptotic Expansion of Optimal Logarithmic Energy on the Sphere, Constructive Approximation 47 (2018), no. 1, 39–74. ↑8

[BL15] T. Bloom and N. Levenberg, Random Polynomials and Pluripotential-Theoretic Extremal Functions, Potential Analysis 42 (2015), no. 2, 311–334. ↑5
[BCLO10] R. Boisvert, C. Clark, D. Lozier, and F. Olver (eds.), *NIST Handbook of Mathematical Functions*, Cambridge University Press, New York, NY, 2010. Print companion to [NIST:DLMF]. ↑27

[BHS14] S. Borodachov, D. Hardin, and E. Saff, *Low Complexity Methods For Discretizing Manifolds Via Riesz Energy Minimization*, Foundations of Computational Mathematics 14 (2014), no. 6, 1173–1208. ↑8

[Bra06] J. Brauchart, *About the second term of the asymptotics for optimal Riesz energy on the sphere in the potential-theoretical case*, Integral Transforms and Special Functions 17 (2006), no. 5, 321-328. ↑8

[BG15] J. Brauchart and P. Grabner, *Distributing many points on spheres: Minimal energy and designs*, Journal of Complexity 31 (2015), no. 3, 293 - 326. Oberwolfach 2013. ↑8

[HKPV09] J. B. Hough, M. Krishnapur, Y. Peres, and B. Virág, *Zeros of Gaussian analytic functions and determinantal point processes*, University Lecture Series, vol. 51, American Mathematical Society, Providence, RI, 2009. ↑1, 4, 18

[Kri09] M. Krishnapur, *From random matrices to random analytic functions*, Ann. Probab. 37 (2009), no. 1, 314–346. ↑2, 4

[KS98] A. Kuijlaars and E. Saff, *Asymptotics for Minimal Discrete Energy on the Sphere*, Transactions of the American Mathematical Society 350 (1998), no. 2, 523-538. ↑8

[Luk16] M. Lukarevski, *A note on Gautschi’s inequality and application to Wallis’ and Stirling’s formula*, Publications de l’Institut Mathematique 113 (2016), 121–124. ↑24

[MS86] V. Milman and G. Schechtman, *Asymptotic Theory of Finite Dimensional Normed Spaces*, Lecture Notes in Mathematics, Springer-Verlag, 1986. ↑24

[NIST:DLMF] *NIST Digital Library of Mathematical Functions*. Online companion to [BCLO10]. ↑16, 17, 27