

**Abstract**

Asynchronous time series are often observed in several applications such as health care, astronomy, and climate science, and pose a significant challenge to the standard deep learning architectures. Interpolation of asynchronous time series is vital for many real-world tasks like root cause analysis, and medical diagnosis. In this paper, we propose a novel encoder-decoder architecture called Tripletformer, which works on the set of observations where each set element is a triple of time, channel, and value, for the probabilistic interpolation of the asynchronous time series. Both the encoder and the decoder of the Tripletformer are modeled using attention layers and fully connected layers, and are invariant to the order in which set elements are presented. The proposed Tripletformer is compared with a range of baselines over multiple real-world and synthetic asynchronous time series datasets, and the experimental results attest that it produces more accurate and certain interpolations. We observe an improvement in negative loglikelihood error up to 33% over real and 800% over synthetic asynchronous time series datasets compared to the state-of-the-art model by using the Tripletformer.

**1 Introduction**

In the domains like medical applications (Yadav et al. 2018), multivariate time series (MTS) are often observed asynchronously, meaning the variables (or sensors) are observed independent to each other, and we call such time series as Asynchronous Time Series (AsTS). Practitioners often want to determine the data that is not observed while data collection, but within the observed time range for a better analysis. As an example, a person being treated for some health issue missed a medical test. Later, a situation arises which makes the doctor think about the probable result of the missed test. An interpolation model can be used in order to obtain the probable values of the missed test result, and treat the patient in a better manner. In such situations, it is desired that interpolation models predict not only the observation measurement but also the uncertainty surrounding it such that overly confident values can be avoided.

Deep learning models are widely studied for the imputation tasks (Jäger, Ailhorn, and Bießmann 2021) in general MTS with missing values where i) the time series is observed at regular intervals, ii) sparsity (number of missing values over the number of observed values) is small, iii) all the channels are of equal lengths. On the contrary, AsTS often consist of i) non-periodic observations in a channel, ii) extremely sparse channels when one tries to align the AsTS iii) variable channel lengths in a single example, and iv) totally unobserved channels (missing entire channel). Because of these properties, modeling AsTS is often difficult for the standard deep learning models. In Figure 1, we delineate interpolation in AsTS from MTS.

While most of the existing literature concentrates on the classification of the AsTS (Shukla and Marlin 2021; Li and Marlin 2016; Rubanova, Chen, and Duvenaud 2019; Kidger et al. 2020; Horn et al. 2020; Shukla and Marlin 2019), a few works (Shukla and Marlin 2018; Rubanova, Chen, and Duvenaud 2019) study deterministic interpolation. Among them, multi Time Attention Network (mTAN) (Shukla and Marlin 2021) that uses Variational Autoencoder (VAE) based approach produces the state-of-the-art results for the deterministic interpolation. Recently, Sukla et. al. (Shukla and Marlin 2022) proposed Heteroscedastic Variational Autoencoder (HETVAE), a model that uses an Uncertainty aware multi Time Attention Network (UnTAN) and outputs heteroscedastic variance for
probabilistic interpolation in AsTS. Similar to mTAN, UnTAN converts the time series with variable channel lengths to fixed dimension using a time attention model. However, HETVAE struggles to learn the cross channel interactions because it utilizes a separate time attention model for each channel. We show through our experiments that encoding observations in all the channels using a single encoder is useful and produces better interpolations.

In this work, we propose a novel encoder-decoder architecture, that we call Tripletformer, made of attention layers and feed forward layers that are similar to Transformer model (Vaswani et al. 2017) for the probabilistic interpolation of AsTS. As the name suggests, our Tripletformer operates on the set of observations that are in triplet form (time, channel and value of the observation). We model time and channel as the independent variables, and the observation measurement (value) as the dependent variable. The encoder of the Tripletformer learns the interactions among the inter and intra channel observations of the AsTS simultaneously, while the decoder produces the probability distributions of the dependent variable over the set of reference (or target) independent variables. In order to overcome the computational complexity bottleneck of canonical attention and provide restricted attention mechanism for better learning, we use induced multi-head attention block (Lee et al. 2019) that has near linear computational complexity depending on the corresponding hyperparameter (that we explain in Section 3.4).

We evaluate the proposed Tripletformer over multiple real-world and synthetic AsTS datasets at varying observation levels and two different missing patterns. The Tripletformer is compared with the state-of-the-art probabilistic interpolation model, HETVAE, and a range of baselines using Negative Loglikelihood loss (NLL) as the evaluation metric. Our experimental results attest that the proposed Tripletformer provides significantly better interpolations compared to its competitors.

Our contributions are summarized as follows:

- We propose a novel model called Tripletformer that can learn both inter and intra channel interactions simultaneously in the AsTS by operating on the set of observations for the problem of probabilistic interpolation.
- We employ induced multi-head attention in order to reduce the computational complexity, and learn restricted attention for the better predictions. To the best of our knowledge, we are the first to use induced multi-head attention for AsTS.
- We perform extensive experimental evaluation of AsTS on three real and two synthetic AsTS datasets, under two different missing patterns. Our experimental results attest that Tripletformer provides up to 33% and 800% improvement in NLL over real and synthetic AsTS datasets, respectively compared to the HETVAE.

We provide the source code for the Tripletformer in https://github.com/yalavarthivk/tripletformer

2 Related Work

The focus of this work is on probabilistic interpolation in asynchronous time series. We briefly discuss the recent works in the next few paragraphs.

Researchers proposed various models that use Variational Autoencoders (VAE) and provide homoscedastic outputs. (Chen et al. 2018) proposed Neural Ordinary Differential Equations (ODE) network for modeling time series using a continuous time function in the hidden state. Later, (Rubanova, Chen, and Duvenaud 2019) proposed an architecture with ODE-RNN as the encoder which uses Neural ODE to model the latent state dynamics, and an RNN to update it when a new observation is made. (Li et al. 2020) proposed stochastic differential equations (SDEs), generalizing ODEs, defined using nonstandard integrals usually relying on Ito calculus. (Noricliffe et al. 2021) proposed Neural ODE processes (NPs) by combining the Neural ODEs with Neural Process (Garnelo et al. 2018). NPs are a class of stochastic processes that are determined by a distribution over Neural ODEs. (Shukla and Marlin 2021) proposed multi-Time Attention Networks (mTAN) that uses a temporal attention network at both encoder and decoder for producing the deterministic interpolations. mTAN provides the state-of-the-art results for deterministic interpolation.

While VAE based models produce homoscedastic variance; one can produce heteroscedastic variance by outputting the distribution parameters. Gaussian Process Regression (GPR) (Williams and Rasmussen 2006) provides full joint posterior distributions over interpolation outputs. GPR models can be directly implemented on AsTS by applying one model for each channel. On the other hand, GPRs can be used in multivariate setting but it requires a positive definite constraint on the co-variance matrix. (Shukla and Marlin 2022) show that the GPR that uses a single GP for channel provides better results compared to the GPR that works in multivariate setting (Bonilla, Chai, and Williams 2007) for AsTS. Finally, (Shukla and Marlin 2022) proposed HETVAE model which is the first work (and only work that is prior to us to the best of our knowledge) that deals with the problem of probabilistic interpolation in AsTS. It consists of an Uncertainty aware multi-Time Attention Networks (UnTAN) that uses a combination of probabilistic and deterministic paths to output heteroscedastic variance.

In our work, we use an attention based model for the probabilistic interpolation. Our model operates on a set of observations and produces heteroscedastic variance.

3 Background and Preliminaries

3.1 AsTS as set of observations

Our set representation of AsTS follows the representation provided in (Horn et al. 2020). Given an AsTS dataset $X = \{X^n\}_{n=1}^N$ of $N$ many examples, an AsTS $X^n$ can be formulated as set of observations $x^n_i$ such that $X^n = \{x^n_1, x^n_2, ..., x^n_T\}$. We omit superscript $n$ when the context is clear. Each observation $x_i$ is a triple consisting of time, channel and value (observation measurement), $x_i = (t_i, c_i, v_i)$, with $t_i \in T = \{t_1, t_2, ..., t_T\}$, $T$ being the set of all the observation times in the series $X$, $c_i \in C = \{1, 2, 3, ..., C\}$, $C$ being the set of channels in all the AsTS dataset $X$. In Figure 2 we demonstrate the representation of
terministic interpolation provides a single estimate, probabilistic interpolation outputs the probability distribution that explains the prediction’s uncertainty.

AsTS as set of observations.

3.2 Probabilistic Interpolation of AsTS

In deterministic interpolation, one wants to estimate the most probable value of the dependent variable. While deterministic interpolation provides a single estimate, probabilistic interpolation outputs the probability distribution that explains the prediction’s uncertainty.

Given an asynchronous time series \( X \in \mathcal{X} \), independent variables \( w = (t', c') \) in the target observations that are time-synchronized, \( \min(T) < t' < \max(T) \), channel indicator \( c' \in C \); the goal is to predict the probability distribution of the dependent variable \( u' \) i.e., find \( Pr(u'|X, w) \).

3.3 Multihead Attention Block (MAB)

MAB (Vaswani et al. 2017; Lee et al. 2019) consists of two sublayers: i) Multihead Attention (MHA) (Vaswani et al. 2017), and ii) a pointwise feed forward layer (MLP) as shown in Figure 3(a). We have a residual connection around both the sublayers.

\[
\text{MAB}(q, k, v) = \alpha(H + \text{MLP}(H))
\]

with \( q, k, v \) being query, key and value sequences and, \( \alpha \) is a non-linear activation function.

In MHA, the attention matrix \( A \) which requires the multiplication of \( L_q \times d \) and \( L_k \times d \) sized matrices has a computational complexity of \( O(L_q L_d + L_k L_d) \). \( L_q, L_k, d \) are the query length, key length and embedding dimensions respectively. When both \( L_q \) and \( L_k \) are large, computing \( A \) will be a bottleneck because of its quadratic computational complexity.

3.4 Induced Multihead Attention Block (IMAB)

Because computing \( A \) in MHA is infeasible for long sequences, (Lee et al. 2019) proposed the Induced Multihead Attention Block (IMAB) that consists of two MABs and \( l \) many \( d_h \) dimensional induced points \( h \in \mathbb{R}^{l \times d_h} \), which are trainable parameters. An IMAB can be given as:

\[
\text{IMAB}(q, k, v) = \text{MAB}(q, \mathcal{H}, \mathcal{H})
\]

where \( \mathcal{H} = \text{MAB}(h, k, v) \)

Figure 3: Architectures of Multihead Attention Block (a) and Induced Multihead Attention Block (b) (Lee et al. 2019)

The architecture of IMAB is shown in Figure 3(b). The computational complexity of the IMAB is \( O(L_q l d + L_k l d) \) which is near linear when \( l << L_q, L_k \).

IMAB is the optimal choice of model because i) it reduces the computational complexity and ii) provides learned restricted attention phenomena. Probsparse attention (Zhou et al. 2021) which provides restricted attention is the state-of-the-art model used in time series forecasting. It ranks the key tokens by their impact on the query, and restricts its attention to the top-\( K \) tokens only rather than the entire key set. It was shown that using restricted attention provides similar or better results compared to the canonical attention (see Zhou et al. 2021) for more details). However, the main drawback of Probsparse attention is, it assumes the lengths of all the series in a batch are equal which is not the case while working with AsTS. In order to have a consistent batch, we pad the series of smaller lengths with zeros, and the sparse attention treat observations and zeros padding in the same manner for sampling the important key tokens which is incorrect. On the other hand, when we are operating on sets, it is not trivial to find the key tokens that are important to the query, manually. Hence, one can learn a set of clusters called reference clusters \( \mathcal{H} \) in equation 2) using \( h \) that act as basis for the restriction. Then, the queries attend to those reference clusters rather than the entire key set.

4 Proposed Model: Tripletformer

Our proposed Tripletformer holds an encoder-decoder architecture for the problem of probabilistic interpolation in AsTS. It leverages on the asynchronous sampling of observations, and operates on the observations directly.

Our encoder \( E \), similar to that of the transformer model (Vaswani et al. 2017), maps the input time series \( X \) which is a set of \( s = |X| \) many observations \( \{x_1, \ldots, x_s\} \) to a set of continuous representations \( Z^{(c)} = \{z_1^{(c)}, \ldots, z_s^{(c)}\} \) corresponding to \( X \). Our decoder outputs the parameters of the probability distribution of the target observation value \( Pr(u'|Z^{(c)}, w) \) conditioning on the encoder output \( Z^{(c)} \), and independent variables \( w = (t', c') \) of the target observation \( x' \). The architecture of the proposed model is shown in Figure 4. We explain the encoder and decoder blocks in the following sections.

4.1 Encoder

Our encoder consists of i) an input embedding layer (iFF) and ii) a Self-attention layer (SA) which is an IMAB.

Our iFF is a pointwise feed forward layer that provides learned embeddings to the set elements. Because our iFF
works only on the vectors, we convert \( x \in X \) into a vector \( x \in \mathbb{R}^{C+2} \) by concatenating the time, channel indicator and value of the observation. We use one-hot encoding of the channel as its indicator. \( iFF \) takes \( X \) as input, and outputs its embeddings \( Y^{(c)} = \{y_{1}^{(c)}, \ldots, y_{r}^{(c)}\} \). These input embeddings are passed through Self-attention layer \( SA \) that consists of \( L \) many Induced Multihead Attention Blocks to produce latent embeddings \( Z^{(c)} = \{z_{1}^{(c)}, \ldots, z_{r}^{(c)}\} \).

Employing attention mechanism is a principled approach for the interpolation problem in AStS. In AStS, the length of a series (size of the set) varies, and we need a model that does not depend on the length of the series in order to learn the latent embeddings. For this, we can sort the set elements over time, and apply a Convolutional (CNN) or Recurrent Neural Networks (RNN). Although CNNs and RNNs are highly researched for the classification and forecasting tasks, they are not useful for interpolation tasks as the query time point is in between the observation times where convolution (or RNN) is already applied. Hence, the attention mechanism is a better choice as each observation attends to every other observation in the set. Also, the attention mechanism is permutation invariant which helps in applying them to sets.

### 4.2 Decoder

Our decoder takes the encoder output \( Z^{(c)} \), set of \( r \) many target queries \( \{W = w_{1}, \ldots, w_{r}\} \) as inputs, and outputs the distribution parameters of the target values \( \{U = u_{1}', \ldots, u_{r}'\} \). \( M = \{\mu_{1}, \ldots, \mu_{r}\} \) and \( \Sigma = \{\sigma_{1}, \ldots, \sigma_{r}\} \) are the corresponding distribution parameters (mean and standard deviation assuming the underlying distribution as Gaussian) of \( W \).

Our decoder consists of i) target embedding block \((tFF)\), ii) Cross-attention block \((CA)\) and iii) output layer \((O)\).

Our target embedding layer \( tFF \) is a point wise feed forward layer that provides latent representation to the learned embedding of the target queries. For a target query \( w \in W \), we concatenate the time \( t' \) and channel indicator \( c' \) (one hot encoding), and get \( w \in \mathbb{R}^{C+1} \). We pass \( W = \{w_{1}, \ldots, w_{r}\} \) through \( tFF \) to obtain their latent representation \( Y^{(d)} = \{y_{1}^{(d)}, \ldots, y_{r}^{(d)}\} \). Our Cross-attention layer \((CA)\) takes the \( Y^{(d)} \) as query, and \( Z^{(c)} \) as keys and values for a MAB, and outputs the learned embeddings \( Z^{(d)} = \{z_{1}^{(d)}, \ldots, z_{r}^{(d)}\} \). Finally, \( Z^{(d)} \) is passed through the output layer \((O)\) which is a feed forward layer with two output heads. The output layer produces the distribution parameters \( M \) and \( \Sigma \) corresponding to the elements present in \( W \). We assume for a predictor \( w \in W \), \( Pr(u'|X, w) \) defines the final probability distribution of \( u' \) (target observation value) with \( Pr(u'|X, w) = \mathcal{N}(u'|\mu, \sigma) \).

The following equations describe the flow of data in the model. \( E_{\Lambda} \) indicates embedding dimension of layer \( \Lambda \) with \( \Lambda \in \{iFF, SA, tFF, CA\} \).

$$\begin{align*}
iFF &: X \rightarrow Y^{(c)} \in \mathbb{R}^{s \times E_{iFF}} \\
SA &: Y^{(c)} \rightarrow Z^{(c)} \in \mathbb{R}^{s \times E_{SA}} \\
tFF &: W \rightarrow Y^{(d)} \in \mathbb{R}^{r \times E_{tFF}} \\
CA &: Y^{(d)}, Z^{(c)} \rightarrow Z^{(d)} \in \mathbb{R}^{r \times E_{CA}} \\
O &: Z^{(d)} \rightarrow M, \Sigma \in \mathbb{R}^{r}, \mathbb{R}^{r}_{+} \\
u' &\sim Pr(u'|X, w) = \mathcal{N}(u'|\mu, \sigma),
\end{align*}$$

where \( w = (t', c') \in W, \mu \in M, \sigma \in \Sigma \).

In various transformer like models (Vaswani et al. 2017; Zhou et al. 2021) that are used for time series forecasting, the decoder consists of a (masked or causal) Self-attention layer on the target query embeddings. This step consists of a transductive bias among the independent variables (covariates). In this work, we do not have covariates other than the time and channel of the observations. Hence, we do not require Self-attention among the target queries. Also, it is not necessary to apply any positional embeddings (Vaswani et al. 2017) to both encoder and decoder inputs because, our triplet already consists of time and channel information which act as a natural positional embedding of the observation. Further, because we use attention and position wise feed forward layers which do not depend on the location of the observation in the sequence (Lee et al. 2019), we say that our Tripletformer is invariant to the order in which set elements are presented to it.

In the proposed Tripletformer, we use IMAB in encoder and MAB in the decoder. Although IMAB can be used for both Self-attention (in the encoder) and Cross-attention (in the decoder), we observed that using IMAB for Cross-attention is not providing consistent advantage over MAB in terms of prediction accuracy (see Supp. material).

### 4.3 Supervised learning

Our Tripletformer works in a heteroscedastic manner outputting probability distribution for each query. We assume...
that the data is following a Gaussian distribution, and use NLL as the main loss for training the model. In addition to NLL, we also use mean square error as the augmented loss in order to avoid the model sticking in local optima when the mean is almost flat after a few iterations. We optimize the following loss function $\mathcal{L}$:

$$\mathcal{L} = \sum_{n=1}^{N} -E[\log \hat{P}(U^n|X^n, W^n)] + \lambda E\Vert U^n - M^n \Vert^2_2$$

with $\hat{P}(U^n|X^n, W^n) = \prod_{j=1}^{n} \hat{P}(u_j^n|X^n, w_j^n)$ \hspace{1cm} (9)

5 Experiments

5.1 Datasets

We experimented the proposed Tripletformer on three real world AsTS datasets: Physionet2012 [Silva et al. 2012; Goldberger et al. 2000], MIMIC-III [Johnson et al. 2016; Harutyunyan et al. 2019] and Physionet2019 [Reyna et al. 2019] datasets. We also created two synthetic AsTS datasets from real world MTS namely PenDigits and PhonemeSpectra (Ruiz et al. 2021) (see Section 5.6).

5.2 Competing Models

Our Tripletformer competes with the following models.

First, we compare with deterministic models that were made probabilistic by adding a homoscedastic variance which is a hyperparameter searched on the validation dataset. Mean Imputation always predicts the mean value of the channel in the training dataset. Forward Imputation predicts the value of the previous observation in the channel. If there is no value observed in that particular channel, which is usual for AsTS, we impute with zero. L-ODE-RNN (Chen et al. 2018) is a Neural Ordinary Different Equation (ODE) model where the decoder is an ODE-RNN while the encoder is made of an RNN. L-ODE-ODE (Rubanova, Chen, and Duvenaud 2019) is also an ODE model where the encoder consists of an ODE-RNN instead of an RNN. mTAN (Shukla and Marlin 2021). Multi-Time attention Network is the state-of-the-art deterministic interpolation model that uses time attention networks for the series encoding and decoding.

We also compare with the following heteroscedastic models. GPR (Williams and Rasmussen 2006) is the Gaussian Process regression modality where one model is trained per channel. HETVAE (Shukla and Marlin 2022). Heteroscedastic Temporal Variational Autoencoder for Irregular Time Series (HETVAE) is the state-of-the-art probabilistic interpolation model for Asynchronous time series. To the best of our knowledge, this is the only work, prior to ours, that deals with the problem of probabilistic interpolation.

5.3 Experimental Setup

We randomly split each dataset into train and test with 80% and 20% samples, and 20% of the train data for validation.

We search the following hyperparameters: $L \in \{1, 2, 3, 4\}$, hidden units in MLP layers (feed forward layers in both encoder and decoder) from $\{64, 128, 256\}$, attention layers dimension from $\{64, 128, 256\}$, number of induced points in IMAB from $\{16, 32, 64, 128\}$, and $\lambda$ augmented loss weight from $\{0, 1, 5, 10\}$. Similar to (Horn et al. 2020), we trained all the competing models for 5 different random hyperparameter setups, and chose the one that has the least NLL on the validation dataset. We independently run the experiments for 5 times using the best hyperparameters and different random seeds. The best hyperparameters for all the competing models are provided in the supplementary material. We code all the models using PyTorch, and trained on NVIDIA GeForce RTX 3090 GPUs.

5.4 Sampling techniques

In the experiments, we considered two types of setups for sampling $X$ (observations on which interpolations are conditioned) for the interpolation task.

**Random missing:** In this setup, we assume that the sensors are missed at random time points. Hence we condition on the random time points and predict the observation values of all the available channels for the remaining time points.

**Burst missing:** Here, we assume that the sensors are not observed for a series of time points. We randomly choose a start time point, and use $p$ many time points after that for prediction by conditioning upon the remaining.

5.5 Results on real AsTS datasets

Our main experimental results using two different sampling techniques on real AsTS datasets are presented below.

**Results on random sampling:** In Table 1 we present the results for the random sampling technique. We use three different conditioning ranges (tp.obs) which are 10%, 50% and 90% of all the observations in the series. We were not able to run ODE models on MIMIC-III and Physionet2019 datasets

| Observed % | 10% | 50% | 90% |
|------------|-----|-----|-----|
| Mean       | 1.406 | 1.406 | 1.402 |
| Forward    | 1.371 | 1.217 | 1.164 |
| GPR        | 0.956 ± 0.001 | 0.767 ± 0.006 | 0.796 ± 0.004 |
| L-ODE-RNN  | 1.268 ± 0.012 | 1.233 ± 0.027 | 1.280 ± 0.029 |
| L-ODE-ODE  | 1.211 ± 0.003 | 1.168 ± 0.001 | 1.170 ± 0.003 |
| mTAN       | 1.110 ± 0.000 | 0.934 ± 0.001 | 0.923 ± 0.002 |
| HETVAE     | 0.849 ± 0.008 | 0.578 ± 0.005 | 0.551 ± 0.011 |
| Tripletformer | 0.780 ± 0.013 | 0.455 ± 0.011 | 0.373 ± 0.040 |

| Physionet 2012 | Mean       | 1.508 | 1.508 | 1.507 |
|-----------------|------------|-----|-----|-----|
| Forward         | 1.750 | 1.423 | 1.328 |
| GPR             | 1.201 ± 0.003 | 0.979 ± 0.006 | 0.919 ± 0.000 |
| mTAN            | 1.209 ± 0.000 | 1.066 ± 0.001 | 1.065 ± 0.001 |
| HETVAE          | 1.077 ± 0.003 | 0.828 ± 0.001 | 0.774 ± 0.008 |
| Tripletformer   | 1.056 ± 0.006 | 0.789 ± 0.006 | 0.710 ± 0.010 |

| MIMIC-III      | Mean       | 1.421 | 1.420 | 1.425 |
|-----------------|------------|-----|-----|-----|
| Forward         | 1.361 | 1.205 | 1.433 |
| GPR             | 1.136 ± 0.000 | 0.907 ± 0.012 | 0.851 ± 0.007 |
| mTAN            | 1.152 ± 0.001 | 0.988 ± 0.002 | 0.982 ± 0.006 |
| HETVAE          | 1.091 ± 0.001 | 0.855 ± 0.002 | 0.835 ± 0.005 |
| Tripletformer   | 1.079 ± 0.001 | 0.806 ± 0.004 | 0.752 ± 0.007 |
because of the high computational requirement. However, for the datasets we evaluated, ODE models performed significantly worse than Tripletformer. Hence, it is safe to assume that ODE models perform worse in the remaining datasets as well. We see that our Tripletformer outperforms all the competing models with a huge margin. Especially, we see significant lifts with the Physionet2012 dataset compared to the next best model, HETVAE. As an example, when we condition on 90% of the times, we achieve an improvement of 33% in the NLL.

We note that the published results \cite{shukla2022face} with 50% time points in conditioning range using random missing for both the Physionet2012 and MIMIC-III differ from ours. For the Physionet2012, this can be attributed to the following: 1) in \cite{shukla2022face}, the dataset was normalized using the parameters computed on the entire dataset instead of training dataset, 2) inclusion of erroneous observations in \cite{shukla2022face} (see suppl. material). Also, we were not able to reproduce the results with the preprocessing details provided in \cite{shukla2022face}. Whereas, for MIMIC-III dataset, we could not extract the splits used in \cite{shukla2022face}, hence used another standard version \cite{horn2020harutyunyan}.

**Results on burst sampling:** We present the results for burst sampling in Table 2. Interpolating the burst missing values is a difficult task compared to that of random missing. Because, in burst missing, conditioning time points are far from the query time point whereas in random sampling they are close by. The results on burst sampling show a similar pattern to random sampling. Our Tripletformer outperforms all the models with a significant margin; HETVAE and GPR are the second and third best models. We see significant lifts in this setup as well compared to the state-of-the-art model, HETVAE. Again, in Physionet2012 dataset with 50% of the observations in the conditioning range, our Tripletformer has around 12% improvement in NLL.

We perform a qualitative comparison of the predictions made by the Tripletformer and HETVAE models in Figure 5. We observe that the Tripletformer provides not only accurate predictions but also with higher certainty which is desirable in probabilistic interpolation.

![Figure 5: Comparison of qualitative performance between Tripletformer and HETVAE. Plots are the predictions (95th quantile) of both the models for heart rate in all the three datasets conditioned on the 50% of the time points.](image-url)

### 5.6 Experiments with synthetic AsTS datasets

Here, we impose synthetic AsTS setup on real world MTS. Because in AsTS sensors are observed asynchronously and independently, we assume that at every point of time only one sensor is observed. Hence, from MTS, we randomly chose one variable at a single point of time, and remove all the remaining variables making the number of observations in synthetic AsTS is same as the length of the source MTS.

For this, we choose PenDegits and PhonemeSpectra datasets which are the second and third largest datasets used in \cite{ruiz2021}. Although FaceDetection is the largest dataset, it does not show any variance in the interpolation results across models, across sampling rates and sampling techniques. Hence, we use the next best dataset available. Experimental results for random and burst sampling are presented in Tables 3 and 4. Because PenDigit5s has short time series (series length = 8), burst sampling and random sampling gives same observations in the conditioning and target ranges when 90% of the series is observed, hence, we get same results for both sampling techniques. It can be observed that for both the sampling types, and all the conditioning ranges, Tripletformer outperforms all the other competing models with a significant margin. Especially, for PhonemeSpectra, random sampling and conditioning range of 90%, Tripletformer produces 800% better predictions compared to HETVAE.

The reason for the poor performance of the HETVAE on
Table 3: Results of synthetic AsTS for observations missing at random. Evaluation measure is NLL, lower the best.

| Observed % | 10% | 50% | 90% |
|------------|-----|-----|-----|
| Pen        |     |     |     |
| Mean       | 1.424 | 1.420 | 1.424 |
| Forward    | 1.550 | 1.626 | 1.596 |
| GPR        | 1.411±0.001 | 1.350±0.003 | 1.279±0.055 |
| L-ODE-RNN  | 1.285±0.005 | 1.183±0.012 | 1.102±0.014 |
| L-ODE-ODE  | 1.307±0.001 | 1.182±0.002 | 1.108±0.004 |
| mTAN       | 1.307±0.001 | 1.050±0.013 | 0.882±0.020 |
| HETVAE     | 1.267±0.003 | 1.207±0.025 | 1.326±0.013 |
| Tripletformer | 1.115±0.003 | 0.693±0.019 | 0.463±0.027 |

| Digits     |     |     |     |
|------------|-----|-----|-----|
| Mean       | 1.437 | 1.437 | 1.435 |
| Forward    | 1.553 | 1.559 | 1.528 |
| GPR        | 1.378±0.002 | 1.271±0.005 | 1.176±0.009 |
| L-ODE-RNN  | 1.327±0.006 | 1.289±0.010 | 1.263±0.025 |
| L-ODE-ODE  | 1.304±0.002 | 1.273±0.006 | 1.264±0.008 |
| mTAN       | 1.225±0.003 | 0.963±0.009 | 1.097±0.010 |
| HETVAE     | 1.033±0.031 | 0.699±0.004 | 0.804±0.002 |
| Tripletformer | 0.923±0.008 | 0.413±0.005 | 0.115±0.024 |

Table 4: Results of synthetic AsTS for observations missing at burst. Evaluation measure is NLL, lower the best.

| Observed % | 10% | 50% | 90% |
|------------|-----|-----|-----|
| Pen        |     |     |     |
| Mean       | 1.427 | 1.396 | 1.424 |
| Forward    | 1.556 | 1.683 | 1.596 |
| GPR        | 1.386±0.006 | 1.413±0.000 | 1.279±0.055 |
| L-ODE-RNN  | 1.271±0.002 | 1.184±0.005 | 1.144±0.007 |
| L-ODE-ODE  | 1.269±0.002 | 1.207±0.020 | 1.171±0.035 |
| mTAN       | 1.277±0.002 | 1.061±0.004 | 0.882±0.023 |
| HETVAE     | 1.270±0.003 | 1.188±0.006 | 1.326±0.033 |
| Tripletformer | 1.115±0.000 | 0.787±0.015 | 0.463±0.027 |

| Digits     |     |     |     |
|------------|-----|-----|-----|
| Mean       | 1.441 | 1.436 | 1.456 |
| Forward    | 1.583 | 1.643 | 1.610 |
| GPR        | 1.387±0.000 | 1.331±0.000 | 1.309±0.001 |
| L-ODE-RNN  | 1.385±0.010 | 1.356±0.013 | 1.309±0.002 |
| L-ODE-ODE  | 1.367±0.001 | 1.343±0.002 | 1.290±0.001 |
| mTAN       | 1.350±0.003 | 1.285±0.001 | 1.314±0.008 |
| HETVAE     | 1.237±0.003 | 1.057±0.002 | 1.006±0.002 |
| Tripletformer | 1.180±0.008 | 1.025±0.005 | 0.975±0.009 |

Table 5: Comparison of competing models for deterministic interpolation on Physionet2012 dataset and random missing. Evaluation metric Mean Squared Error, lower the best.

| Model                    | Mean Squared Error (×10−4) |
|--------------------------|----------------------------|
| L-ODE-RNN                | 8.132±0.020               |
| L-ODE-ODE                | 6.721±0.019               |
| mTAN                     | 4.139±0.029               |
| HETVAE                   | 4.200±0.000               |
| Tripletformer            | 3.500±0.100               |

Table 6: Comparing Tripletformer and Tf-enc-MAB. Tf-enc-MAB is a variant of Tripletformer and consists of the MAB in the encoder instead of the IMAB. Results of synthetic AsTS. Evaluation measure is NLL, lower the best.

| tp. obs. | 10% | 50% | 90% |
|----------|-----|-----|-----|
| Pen      |     |     |     |
| Digits   |     |     |     |
| Mean     | 1.117±0.001 | 0.713±0.009 | 0.551±0.026 |
| Forward  | 1.115±0.003 | 0.693±0.019 | 0.463±0.027 |
| GPR      | 1.096±0.010 | 0.626±0.142 | 0.504±0.156 |
| L-ODE-RNN| 1.130±0.008 | 0.413±0.005 | 0.115±0.024 |
| L-ODE-ODE| 1.115±0.000 | 0.787±0.015 | 0.463±0.027 |
| mTAN     | 1.125±0.002 | 0.511±0.004 | 0.504±0.029 |
| HETVAE   | 1.115±0.000 | 0.787±0.015 | 0.463±0.027 |
| Tripletformer | 1.100±0.008 | 1.025±0.005 | 0.975±0.009 |

Observe that the Tripletformer outperforms all the models with a significant margin for deterministic interpolation as well.

5.8 Ablation Study:

In Table 6 we compare the performance of Tripletformer with its variant Tf-enc-MAB which consists of MAB in the encoder. We use synthetic AsTS datasets for comparison because we could not run Tf-enc-MAB on all the splits of real AsTS datasets.

We see that choosing IMAB instead of MAB in the encoder is optimal. As mentioned in Section 5.4 Tripletformer that has IMAB in the encoder provides similar or better performance compared to Tf-enc-MAB demonstrating the advantage of restricted attention in IMAB. We see significant lifts when conditioning range increases from 10% to 90%.

Conclusions

In this work, we propose a novel model called Tripletformer for the problem of probabilistic interpolation in Asynchronous Time Series. Our Tripletformer consists of a transformer like architecture, operates on a set of observations. We employ induced multi-head attention block in the encoder in order to learn the restricted attention mechanism, and to circumvent the problem of quadratic computational complexity of the canonical attention. We experimented on multiple real and synthetic asynchronous datasets, various conditioning ranges and two different sampling techniques. Our experimental results attest that the proposed Tripletformer provides better interpolations compared to the state-of-the-art methods.
of-the-art model HETVAE.
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A Experiments for deterministic interpolation

Although in the current work, we focus on probabilistic interpolation, a reader would be interested in seeing the performance of the model only in the deterministic setting. In Section 4.8, we compare the competing models for deterministic interpolation on the published results. Here, in Table 7 we present the results for all the 5 datasets using the preprocessing steps mentioned in Section 4. We observe that Tripletformer provides best performance in 24 out of 30 comparisons making it a promising model for deterministic interpolation as well.

B Ablation study: Tripletformer vs. Tf-dec-IMAB

Here, we compare the Tripletformer with Tf-dec-IMAB which is a variant of Tripletformer where MAB is replaced with IMAB in the decoder. Comparisons are made using all the datasets for both random and burst sampling. We see that, among 17 out of 30 comparisons Tripletformer performs better than Tf-dec-IMAB. Among real AsTS datasets, Tf-dec-IMAB provides better performance in burst sampling for MIMIC-III with 50% and 90% time points and Physionet2019 in 90% time points in conditioning range. Whereas Tripletformer has better performance in Physionet2012 dataset for both sampling techniques when conditioned up of 50% and 90% of the available time points. We see similar behavior for synthetic AsTS datasets as well. While Tf-dec-IMAB performs better for PenDigits, Tripletformer performs better in PhonemeSpectra. We see that though Tf-dec-IMAB predicts well in some scenarios, on average Tripletformer provide around 5% less error compared to Tf-dec-IMAB.

C Datasets

We use the following real world AsTS datasets in the experiments.

physionet2012: The PhysioNet Challenge 2012 dataset (Silva et al. 2012; Goldberger et al. 2000) comprises AsTS data extracted from the records of 8,000 patients admitted to ICU. Up to 41 variables were measured for the first 48 hours after the patient’s admission.

MIMIC-III: The MIMIC-III dataset (Johnson et al. 2016) also comprises records of ICU patients at Beth Israel Deaconess Medical Center. All the time series contain asynchronous measurements. We follow the procedures of (Horn et al. 2020; Harutyunyan et al. 2019) for splitting the dataset that contains around 21,000 stays with 17 physiological variables being observed.

Physionet2019: The Physionet2019 sepsis early prediction challenge dataset (Reyna et al. 2019) was launched for the early detection of sepsis from the clinical data. Dataset consists of the observations collected from patients admitted into intensive care units at three different hospitals in the U.S.A. It consists of around 40,000 samples with 38 variables being observed.

D Hyperparameters searched for the baseline models

Following hyperparameters are searched for the competing models

GPR Following (Shukla and Marlin 2022) we use squared exponential kernel. We search learning rate from \{0.1, 0.01, 0.001\} and batch size from \{32, 64, 128, 256\}. In Table 14 we provide best hyperparameters used for GPR.

ODE models: We search the standard deviation over the range of \{0.01, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0\}. We select the number of GRU hidden units, latent dimension, nodes in the fully connected network for the ode function in both encoder and decoder from \{20, 32, 64, 128\}. Number of fully connected layers are searched in the range of \{1, 2, 3\}. In Tables 12 and 10 we provide best hyperparameters used for L-ODE-ODE and L-ODE-RNN respectively.

mTAN: We search the standard deviation from \{0.01, 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6, 1.8, 2.0\}. We select number of attention heads from \{1, 2, 4\}, reference points from \{8, 16, 32, 64, 128\}, latent dimensions from \{20, 30, 40, 50\}, generator layers from \{25, 50, 100, 150\}, and reconstruction layers from \{32, 64, 128, 256\}. We provide best hyperparameters for mTAN in Table 13.

HETVAE: We search the same hyperparameter range mention in (Shukla and Marlin 2022). We set time embedding dimension to 128, search hidden nodes in the decoder from \{16, 32, 64, 128\}, number reference points from \{4, 8, 16, 32\}, latent dimension from \{8, 16, 32, 64, 128\}, width of the fully connected layers from \{128, 256, 512\} and augmented learning objective from \{1.0, 5.0, 10.0\}. Best hyperparameters used for HETVAE are provided in Table 11.

Tripletformer: We search the following hyperparameters: \( L \in \{1, 2, 3, 4\} \), hidden units in MLP layers (feed forward layers in both encoder and decoder) from \{64, 128, 256\}, attention layers dimension from \{64, 128, 256\}, number of induced points in IMAB from \{16, 32, 64, 128\}, and \( \lambda \) augmented loss weight from \{0.1, 1, 5, 10\}. We use softplus activation \( f(x) = \log (1 + \exp (x)) \) with a bias of \( 10^{-8} \) for outputting the variance of the prediction. The best hyperparameters of Tripletformer are provided in Table 9.

We provide the source code of the Tripletformer with instructions in https://anonymous.4open.science/r/tripletformer-735B.

Data preprocessing

We observe that the datasets contain erroneous observations. For example, in Physionet dataset we observe that a few readings in the Ph Value are around 700 which is clearly an error as the Ph value ranges from 0 to 14. Hence, as a standard practice for all the real world AsTS datasets, we consider the observations that are beyond 99.9th percentile of the observation range in the training data as anomalies and removed those observations from the entire dataset. We rescale the time between [0,1] for all the datasets. We standardize each channel in the series. First we compute the
Table 7: Results for deterministic interpolation on all the datasets. Evaluation measure is Mean Squared Error, lower the best.

| tp. obs. | 10% | 50% | 90% | 10% | 50% | 90% |
|----------|-----|-----|-----|-----|-----|-----|
|          | random missing | burst missing | random missing | burst missing | random missing | burst missing |
|          | Physionet  | MIMIC-III | Physionet  | MIMIC-III | Physionet  | MIMIC-III |
| Mean     | 1.198 | 1.947 | 1.210 | 1.199 | 1.973 | 1.199 |
| Forward  | 1.893 | 0.984 | 0.792 | 2.388 | 1.436 | 0.953 |
| GPR      | 1.055 | 0.480 | 0.825 | 1.164 | 0.761 | 0.468 |
| L-ODE-RNN| 0.661 | 0.477 | 0.474 | 0.805 | 0.710 | 0.511 |
| mTAN     | 0.676 | 0.472 | 0.430 | 0.804 | 0.727 | 0.446 |
| HEITVAE  | 0.646 | 0.419 | 0.415 | 0.737 | 0.541 | 0.461 |
| Tripletformer | 0.585 | 0.392 | 0.371 | 0.591 | 0.392 | 0.370 |

Table 8: Comparing Tripletformer and Tf-dec-IMAB. Tf-enc-MAB is a variant of Tripletformer and consists of the IMAB in the decoder instead of the MAB. Results of synthetic AsTS. Evaluation measure is NLL, lower the best.

| tp. obs. | 10% | 50% | 90% | 10% | 50% | 90% |
|----------|-----|-----|-----|-----|-----|-----|
|          | random sampling | bursts sampling | random sampling | bursts sampling | random sampling | bursts sampling |
|          | Physionet2012 | Mimic-III | Physionet2019 | PenDigits | Physionet2012 | Mimic-III |
| Tripletformer | 0.870 | 0.845 | 0.847 | 0.885 | 0.812 | 0.813 |
| Tf-dec-IMAB  | 0.545 | 0.565 | 0.570 | 0.570 | 0.589 | 0.590 |
| HEITVAE     | 0.581 | 0.582 | 0.584 | 0.588 | 0.593 | 0.593 |
| Tripletformer | 0.695 | 0.637 | 0.620 | 0.644 | 0.648 | 0.651 |

| tp. obs. | 10% | 50% | 90% | 10% | 50% | 90% |
|----------|-----|-----|-----|-----|-----|-----|
|          | random sampling | bursts sampling | random sampling | bursts sampling | random sampling | bursts sampling |
|          | Physionet2012 | Mimic-III | Physionet2019 | PenDigits | Physionet2012 | Mimic-III |
| Tripletformer | 0.925 | 0.946 | 0.943 | 0.988 | 0.989 | 0.989 |
| Tf-dec-IMAB  | 0.777 | 0.821 | 0.821 | 0.885 | 0.885 | 0.885 |
| HEITVAE     | 1.079 | 1.106 | 1.106 | 1.079 | 1.106 | 1.106 |
| Tripletformer | 1.115 | 1.113 | 1.113 | 1.115 | 1.113 | 1.113 |
mean and standard deviation of all the observations present in a channel; and for each observation measurement, we subtract mean and divide the residual with the standard deviation.
### Table 9: Best hyperparameters used in Tripletformer

| Dataset   | Samp. Type | Obs. % | batch size | lr  | mse wt | IMAB dim | CAB dim | dec. dim | nlayers | #ref-points |
|-----------|------------|--------|------------|-----|--------|----------|---------|----------|---------|-------------|
| Phys.2012 | random     | 0.1    | 128        | 0.001 | 1      | 64       | 256     | 128      | 1       | 128         |
| Phys.2012 | random     | 0.5    | 128        | 0.001 | 1      | 128      | 126     | 64       | 4       | 32          |
| Phys.2012 | random     | 0.9    | 128        | 0.001 | 5      | 256      | 256     | 256      | 3       | 128         |
| Phys.2012 | bursts     | 0.1    | 128        | 0.001 | 5      | 128      | 256     | 64       | 3       | 32          |
| Phys.2012 | bursts     | 0.5    | 128        | 0.001 | 10     | 128      | 256     | 128      | 3       | 128         |
| Phys.2012 | bursts     | 0.9    | 128        | 0.001 | 10     | 128      | 128     | 128      | 2       | 32          |
| mimiciii  | random     | 0.1    | 128        | 0.001 | 10     | 256      | 256     | 64       | 3       | 16          |
| mimiciii  | random     | 0.5    | 128        | 0.001 | 0      | 128      | 256     | 256      | 1       | 128         |
| mimiciii  | random     | 0.9    | 128        | 0.001 | 1      | 64       | 256     | 256      | 4       | 16          |
| mimiciii  | bursts     | 0.1    | 128        | 0.001 | 0      | 128      | 256     | 256      | 1       | 32          |
| mimiciii  | bursts     | 0.5    | 128        | 0.001 | 5      | 128      | 128     | 256      | 4       | 64          |
| mimiciii  | bursts     | 0.9    | 128        | 0.001 | 10     | 256      | 256     | 128      | 4       | 128         |
| Phys.2019 | random     | 0.1    | 64         | 0.001 | 0      | 128      | 64      | 256      | 3       | 128         |
| Phys.2019 | random     | 0.5    | 64         | 0.001 | 5      | 128      | 128     | 256      | 4       | 16          |
| Phys.2019 | random     | 0.9    | 64         | 0.001 | 1      | 128      | 128     | 128      | 1       | 128         |
| Phys.2019 | bursts     | 0.1    | 64         | 0.001 | 0      | 128      | 128     | 128      | 2       | 32          |
| Phys.2019 | bursts     | 0.5    | 64         | 0.001 | 0      | 64       | 128     | 256      | 3       | 16          |
| Phys.2019 | bursts     | 0.9    | 64         | 0.001 | 1      | 128      | 64      | 256      | 4       | 16          |
| PenDigits  | random     | 0.1    | 128        | 0.001 | 1      | 128      | 128     | 128      | 3       | 128         |
| PenDigits  | random     | 0.5    | 128        | 0.001 | 10     | 128      | 128     | 128      | 4       | 16          |
| PenDigits  | random     | 0.9    | 128        | 0.001 | 1      | 64       | 256     | 64       | 2       | 16          |
| PenDigits  | bursts     | 0.1    | 128        | 0.001 | 10     | 64       | 256     | 64       | 3       | 64          |
| PenDigits  | bursts     | 0.5    | 128        | 0.001 | 5      | 256      | 256     | 128      | 4       | 16          |
| Phon.Spec. | random     | 0.1    | 128        | 0.001 | 5      | 256      | 64      | 256      | 4       | 16          |
| Phon.Spec. | random     | 0.5    | 128        | 0.001 | 5      | 64       | 256     | 64       | 4       | 16          |
| Phon.Spec. | random     | 0.9    | 128        | 0.001 | 5      | 128      | 256     | 256      | 2       | 64          |
| Phon.Spec. | bursts     | 0.1    | 128        | 0.001 | 10     | 64       | 128     | 256      | 1       | 16          |
| Phon.Spec. | bursts     | 0.5    | 128        | 0.001 | 5      | 256      | 64      | 256      | 3       | 64          |
| Phon.Spec. | bursts     | 0.9    | 128        | 0.001 | 0      | 64       | 256     | 128      | 1       | 32          |

### Table 10: Best hyperparameters used for L-ODE-RNN

| Dataset   | Sampling Type | Obs. % | batch size | lr  | rec dims | gru units | units | gen layers | rec layers | z0 encoder |
|-----------|---------------|--------|------------|-----|----------|-----------|-------|------------|------------|-------------|
| Phys.2012 | random        | 10     | 64         | 0.0001 | 64       | 32       | 256   | 1          | 1          | rnn         |
| Phys.2012 | random        | 50     | 64         | 0.0001 | 256      | 256      | 64    | 1          | 2          | rnn         |
| Phys.2012 | random        | 90     | 64         | 0.0001 | 64       | 128      | 256   | 1          | 2          | rnn         |
| Phys.2012 | burst         | 10     | 64         | 0.0001 | 256      | 20       | 20    | 1          | 3          | rnn         |
| Phys.2012 | burst         | 50     | 64         | 0.0001 | 32       | 256      | 64    | 3          | 2          | rnn         |
| Phys.2012 | burst         | 90     | 64         | 0.0001 | 256      | 64       | 32    | 2          | 3          | rnn         |
| PenDigits  | random        | 10     | 64         | 0.0001 | 128      | 20       | 256   | 3          | 2          | rnn         |
| PenDigits  | random        | 50     | 64         | 0.0001 | 256      | 32       | 64    | 3          | 1          | rnn         |
| PenDigits  | random        | 90     | 64         | 0.0001 | 256      | 256      | 128   | 1          | 1          | rnn         |
| PenDigits  | burst         | 10     | 64         | 0.0001 | 256      | 64       | 256   | 1          | 3          | rnn         |
| PenDigits  | burst         | 50     | 64         | 0.0001 | 256      | 32       | 64    | 3          | 3          | rnn         |
| PenDigits  | burst         | 90     | 64         | 0.0001 | 256      | 128      | 256   | 1          | 3          | rnn         |
| Phonspec.  | random        | 10     | 64         | 0.0001 | 128      | 20       | 256   | 1          | 3          | rnn         |
| Phonspec.  | random        | 50     | 64         | 0.0001 | 256      | 20       | 128   | 2          | 1          | rnn         |
| Phonspec.  | random        | 90     | 64         | 0.0001 | 256      | 128      | 256   | 1          | 3          | rnn         |
| Phonspec.  | burst         | 10     | 64         | 0.0001 | 64       | 128      | 256   | 2          | 3          | rnn         |
| Phonspec.  | burst         | 50     | 64         | 0.0001 | 32       | 64       | 256   | 2          | 3          | rnn         |
| Phonspec.  | burst         | 90     | 64         | 0.0001 | 64       | 20       | 256   | 1          | 1          | rnn         |
Table 11: Best hyperparameters of HETVAE model

| Dataset   | Samp. Type | Obs. % | learn. rate | batch size | rec hid. | rec dim | width | embed time | # ref points | mse wt. |
|-----------|------------|--------|-------------|------------|----------|---------|-------|------------|-------------|---------|
| Phys.2012 | random     | 10     | 0.0001      | 128        | 128      | 128     | 128   | 16         | 5           |         |
| Phys.2012 | random     | 50     | 0.0001      | 128        | 128      | 64      | 128   | 128        | 8           | 1       |
| Phys.2012 | random     | 90     | 0.0001      | 128        | 32       | 128     | 128   | 128        | 32          | 5       |
| Phys.2012 | burst      | 10     | 0.0001      | 128        | 64       | 128     | 128   | 128        | 32          | 1       |
| Phys.2012 | burst      | 50     | 0.0001      | 128        | 64       | 128     | 128   | 128        | 16          | 10      |
| Phys.2012 | burst      | 90     | 0.0001      | 128        | 128      | 128     | 128   | 128        | 32          | 10      |
| MIMIC-III | random     | 10     | 0.0001      | 128        | 128      | 128     | 128   | 128        | 16          | 1       |
| MIMIC-III | random     | 50     | 0.0001      | 128        | 128      | 64      | 128   | 128        | 8           | 1       |
| MIMIC-III | burst      | 90     | 0.0001      | 128        | 128      | 32      | 128   | 128        | 4           | 1       |
| Phys.2019 | random     | 10     | 0.0001      | 128        | 128      | 128     | 128   | 128        | 16          | 5       |
| Phys.2019 | random     | 50     | 0.0001      | 128        | 128      | 32      | 128   | 128        | 16          | 1       |
| Phys.2019 | burst      | 90     | 0.0001      | 128        | 128      | 32      | 128   | 128        | 16          | 10      |
| PenDigits  | random     | 10     | 0.0001      | 128        | 128      | 128     | 128   | 128        | 8           | 1       |
| PenDigits  | random     | 50     | 0.0001      | 128        | 128      | 32      | 128   | 128        | 8           | 1       |
| PenDigits  | burst      | 90     | 0.0001      | 128        | 128      | 32      | 128   | 128        | 10          | 10      |
| Phon.Spec. | random     | 10     | 0.0001      | 128        | 128      | 32      | 128   | 128        | 10          | 10      |
| Phon.Spec. | random     | 50     | 0.0001      | 128        | 128      | 32      | 128   | 128        | 10          | 10      |
| Phon.Spec. | burst      | 90     | 0.0001      | 128        | 128      | 32      | 128   | 128        | 10          | 10      |
| Phon.Spec. | burst      | 10     | 0.0001      | 128        | 128      | 32      | 128   | 128        | 10          | 10      |

Table 12: Best hyperparameters used in L-ODE-ODE

| Dataset   | Sampling Type | Obs. % | batch size | lr            | rec dims | gru units | units | gen layers | rec layers | rec hidden |
|-----------|---------------|--------|------------|---------------|----------|-----------|-------|------------|------------|------------|
| Phys.2012 | random        | 10     | 64         | 0.0001        | 32       | 128       | 32    | 1          | 1          | 128        |
| Phys.2012 | random        | 50     | 64         | 0.0001        | 32       | 256       | 32    | 1          | 3          | 64         |
| Phys.2012 | random        | 90     | 64         | 0.0001        | 32       | 256       | 64    | 3          | 3          | 64         |
| Phys.2012 | burst         | 10     | 64         | 0.0001        | 64       | 256       | 64    | 2          | 1          | 16         |
| Phys.2012 | burst         | 50     | 64         | 0.0001        | 20       | 32        | 64    | 1          | 1          | 128        |
| Phys.2012 | burst         | 90     | 64         | 0.0001        | 128      | 32        | 32    | 3          | 2          | 128        |
| PenDigits  | random        | 10     | 64         | 0.0001        | 256      | 32        | 256   | 2          | 3          | 32         |
| PenDigits  | random        | 50     | 64         | 0.0001        | 32       | 64        | 128   | 1          | 3          | 128        |
| PenDigits  | burst         | 10     | 64         | 0.0001        | 32       | 256       | 128   | 2          | 2          | 32         |
| PenDigits  | burst         | 50     | 64         | 0.0001        | 64       | 256       | 256   | 3          | 3          | 128        |
| PenDigits  | burst         | 90     | 64         | 0.0001        | 64       | 256       | 128   | 3          | 2          | 16         |
| Phon.Spec. | random        | 10     | 64         | 0.0001        | 64       | 256       | 128   | 1          | 2          | 128        |
| Phon.Spec. | random        | 50     | 64         | 0.0001        | 32       | 128       | 32    | 2          | 6          | 64         |
| Phon.Spec. | burst         | 10     | 64         | 0.0001        | 128      | 20        | 128   | 3          | 2          | 16         |
| Phon.Spec. | burst         | 50     | 64         | 0.0001        | 32       | 256       | 64    | 1          | 1          | 16         |
| Phon.Spec. | burst         | 90     | 64         | 0.0001        | 64       | 20        | 32    | 1          | 3          | 64         |
| Dataset    | Samp. Type | Obs. % | batch size | embed time | gen hid. | latent dim | lr   | # ref points | rec hid. |
|------------|------------|--------|------------|------------|----------|------------|------|--------------|----------|
| Phys.2012  | random     | 10     | 128        | 128        | 128      | 32         | 0.001| 8            | 128      |
| Phys.2012  | random     | 50     | 128        | 128        | 128      | 32         | 0.001| 16           | 64       |
| Phys.2012  | random     | 90     | 128        | 32         | 128      | 0.001      | 8    | 64           |
| Phys.2012  | burst      | 10     | 128        | 128        | 16       | 64         | 0.001| 16           | 16       |
| Phys.2012  | burst      | 50     | 128        | 128        | 128      | 64         | 0.001| 16           | 128      |
| Phys.2012  | burst      | 90     | 128        | 64         | 32       | 0.001      | 8    | 128           |
| MIMIC-III  | random     | 10     | 128        | 128        | 32       | 8          | 0.001| 16           | 128      |
| MIMIC-III  | random     | 50     | 128        | 128        | 64       | 16         | 0.001| 8            | 128      |
| MIMIC-III  | random     | 90     | 128        | 128        | 8        | 0.001      | 8    | 16            |
| MIMIC-III  | burst      | 10     | 128        | 128        | 128      | 16         | 0.001| 16           | 64       |
| MIMIC-III  | burst      | 50     | 128        | 128        | 128      | 16         | 0.001| 16           | 32       |
| MIMIC-III  | burst      | 90     | 128        | 128        | 128      | 16         | 0.001| 16           | 128      |
| Phys.2019  | random     | 10     | 128        | 128        | 32       | 128        | 0.001| 32           | 128      |
| Phys.2019  | random     | 50     | 128        | 128        | 128      | 16         | 0.001| 16           | 16       |
| Phys.2019  | random     | 90     | 128        | 128        | 64       | 0.001      | 32   | 16           |
| PenDigits  | random     | 10     | 128        | 128        | 128      | 32         | 0.001| 16           | 128      |
| PenDigits  | random     | 50     | 128        | 32         | 32       | 0.001      | 16   | 128           |
| PenDigits  | random     | 90     | 128        | 128        | 128      | 64         | 0.001| 16           | 32       |
| PenDigits  | burst      | 10     | 128        | 128        | 128      | 16         | 0.001| 16           | 16       |
| PenDigits  | burst      | 50     | 128        | 32         | 8        | 0.001      | 16   | 128           |
| PenDigits  | burst      | 90     | 128        | 128        | 8        | 0.001      | 16   | 16           |
| Phon.Spec. | random     | 10     | 128        | 128        | 32       | 64         | 0.001| 16           | 128      |
| Phon.Spec. | random     | 50     | 128        | 128        | 128      | 64         | 0.001| 16           | 64       |
| Phon.Spec. | random     | 90     | 128        | 32         | 64       | 0.001      | 32   | 16           |
| Phon.Spec. | burst      | 10     | 128        | 128        | 128      | 16         | 0.001| 16           | 16       |
| Phon.Spec. | burst      | 50     | 128        | 32         | 32       | 0.001      | 32   | 16           |
| Phon.Spec. | burst      | 90     | 128        | 128        | 16       | 0.001      | 16   | 16           | 16       |
Table 14: Best hyperparameters used for GPR

| dataset    | Samp. Type | Obs. % | batch size | lr   |
|------------|------------|--------|------------|------|
| Phys.2012  | random     | 0.1    | 64         | 0.01 |
| Phys.2012  | random     | 0.5    | 32         | 0.01 |
| Phys.2012  | random     | 0.9    | 32         | 0.001|
| Phys.2012  | bursts     | 0.1    | 128        | 0.01 |
| Phys.2012  | bursts     | 0.5    | 128        | 0.001|
| Phys.2012  | bursts     | 0.9    | 32         | 0.01 |
| mimicii    | random     | 0.1    | 64         | 0.001|
| mimicii    | random     | 0.5    | 32         | 0.001|
| mimicii    | random     | 0.9    | 32         | 0.01 |
| mimicii    | bursts     | 0.1    | 32         | 0.01 |
| mimicii    | bursts     | 0.5    | 128        | 0.001|
| mimicii    | bursts     | 0.9    | 32         | 0.0001|
| Phys.2019  | random     | 0.1    | 64         | 0.001|
| Phys.2019  | random     | 0.5    | 32         | 0.01 |
| Phys.2019  | random     | 0.9    | 32         | 0.001|
| Phys.2019  | bursts     | 0.1    | 128        | 0.001|
| Phys.2019  | bursts     | 0.5    | 32         | 0.001|
| Phys.2019  | bursts     | 0.9    | 32         | 0.0001|
| PenDigits  | random     | 0.1    | 64         | 0.001|
| PenDigits  | random     | 0.5    | 128        | 0.001|
| PenDigits  | random     | 0.9    | 32         | 0.0001|
| PenDigits  | bursts     | 0.1    | 32         | 0.01 |
| PenDigits  | bursts     | 0.5    | 32         | 0.001|
| PenDigits  | bursts     | 0.9    | 32         | 0.0001|
| Phon.Spec. | random     | 0.1    | 32         | 0.001|
| Phon.Spec. | random     | 0.5    | 64         | 0.01 |
| Phon.Spec. | random     | 0.9    | 32         | 0.001|
| Phon.Spec. | bursts     | 0.1    | 32         | 0.01 |
| Phon.Spec. | bursts     | 0.5    | 64         | 0.01 |
| Phon.Spec. | bursts     | 0.9    | 32         | 0.01 |