ABSTRACT

Waterfall Recommender System (RS), a popular form of RS in mobile applications, is a stream of recommended items consisting of successive pages that can be browsed by scrolling. In waterfall RS, when a user finishes browsing a page, the edge (e.g., mobile phones) would send a request to the cloud server to get a new page of recommendations, known as the paging request mechanism. RSs typically put a large number of items into one page to reduce excessive resource consumption from numerous paging requests, which, however, would diminish the RSs’ ability to timely renew the recommendations according to users’ real-time interest and lead to a poor user experience. Intuitively, inserting additional requests inside pages to update the recommendations with a higher frequency can alleviate the problem. However, previous attempts, including only non-adaptive strategies (e.g., insert requests uniformly), would eventually lead to resource overconsumption. To this end, we envision a new learning task of edge intelligence named Intelligent Request Strategy Design (IRSD). It aims to improve the effectiveness of waterfall RSs by determining the appropriate occasions of request insertion based on users’ real-time intention. Moreover, we propose a new paradigm of adaptive request insertion strategy named Uplift-based On-edge Smart Request Framework (AdaRequest). AdaRequest 1) captures the dynamic change of users’ intentions by matching their real-time behaviors with their historical interests based on attention-based neural networks. 2) estimates the counterfactual uplift of user purchase brought by an inserted request based on causal inference. 3) determines the final request insertion strategy by maximizing the utility function under online resource constraints. We conduct extensive experiments on both offline dataset and online A/B test to verify the effectiveness of AdaRequest. Remarkably, AdaRequest has been deployed on the Waterfall RS of Taobao and brought over 3% lift on Gross Merchandise Value (GMV).
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1 INTRODUCTION

Modern Recommender Systems (RS) [7, 19, 36, 40, 41] often expose a list of items to the users on the edges (e.g., mobile phones) where the items are sorted by the relevance to users’ interests. Waterfall RS, a popular form of RS, is a stream of recommended items consisting of successive pages that can be browsed by scrolling, as shown in Fig. 1, e.g., the homepage commodity RS Guess You Like in Mobile Taobao [7] and the homepage video RS in Mobile YouTube [5]. In traditional waterfall RSs, the number of items in each page (page size) is generally fixed. Once a user finishes browsing a page and continuously scrolls down, the edge would communicate with the cloud server to get a new page of recommendations by initiating a request, which is called paging request, as shown in Fig. 1. In paging request, the cloud would re-analyze the user’s new intention,
generate the next page of recommendations, and then send the page back to the edge for subsequent exposure. In order to reduce the vast computational resource consumption arising from numerous paging requests, RSs typically set the page size to a large one (e.g., 50 items). However, the paging request mechanism with a large page size seriously undermines RSs’ ability to timely update the recommendations according to users’ real-time interest. For instance, if a user suddenly changes his intention when he/she reaches the middle of a page and clicks on an item that the user has never followed before, the RS with a non-adaptive paging request mechanism would not provide any real-time feedback. Therefore, the user may get bored and quit early before he/she browsed through the whole page to get the updated recommendations. Empirically, we provide statistic evidence from the RS Guess You Like. As shown in Fig., there is a significant decrease in users’ click-through-rate (CTR) when they are browsing items before the next paging request, which reflects their loss of interest, and a sharp increase of CTR appears after the recommendation is updated via the paging request. The RS with a non-adaptive paging request mechanism cannot provide real-time feedback on the decline of user CTR and a poorer user experience.

Intuitively, inserting additional requests between adjacent paging requests to update the recommendations with a higher frequency can alleviate the above problem. However, previous attempts in this direction include only simple non-adaptive strategies, e.g., uniformly or randomly inserting requests between paging requests. Take the example of randomly inserting requests with a certain probability in the RS Guess You Like. As shown in Fig., when additional requests are increasingly imposed with a higher probability, there is a consistent improvement in the number of transactions, indicating that inserting more additional requests is indeed effective. However, non-adaptive request strategies pose another problem: massive additional requests from an enormous number of users would consume vast amounts of bandwidth and computational resources. Since non-adaptive request insertion strategies do not take users’ intention into consideration, many users do not purchase or browse more after a request is imposed, resulting in a significant waste of request resources.

To solve the problem above, we propose a brand new task of edge intelligence: Intelligent Request Strategy Design (IRSD). It requires us to design an adaptive request insertion strategy to determine the appropriate occasions of request insertion to trade off the uplift [12, 21] in positive user feedback (e.g., purchase), aka the request reward, and the computational resource consumption. To the best of our knowledge, this is the first attempt to investigate the task IRSD in the literature of waterfall RS. The major challenges of this task are summarized as the following:

- Capturing the dynamic change of the user’s intention is non-trivial since the user’s intention changes implicitly [9, 10].
- Since the feedback of individual users with and without requests cannot be obtained simultaneously, the groundtruth uplift of positive user feedback brought by requests cannot be observed counterfactually, making the uplift estimation a big challenge.
- Trading off the sum of all the request rewards and the resource consumption is challenging, especially when the number of users varies dynamically over time.

To address the above challenges, we propose a new paradigm of adaptive request insertion strategy named the Uplift-based On-edge Smart Request Framework (AdaRequest). AdaRequest is deployed on edge, enabling it to collect and analyze user behavior in an ultra-real-time manner. AdaRequest consists of three critical components, i.e., comprehensive user behavior modeling (CUBE), counterfactual request reward estimator (CREST), and dynamic request programming (DRP). Specifically, CUBE performs user real-time interest mining by comprehensively modeling users’ diverse real-time behavior sequences, long-term behavior sequences, and interaction commodity sequences. Since the candidate items for subsequent exposure on edge are selected by the cloud based on user’s historical interest, by comparing user’s real-time intention with the historical interest, CUBE evaluates whether the user’s intention has changed. For the lack of the groundtruth uplift of positive user feedback, we divide the population into the TREATMENT group imposing additional requests and the CONTROL group without additional requests. CREST aims to model the user behavior...
of the two groups separately and estimate the uplift by causal inference. To avoid the overconsumption of resources, typically, a budget would be set for the resources of additional requests. DRP would dynamically select a fraction of cases with a higher ratio of the request reward to the resource consumption for requests insertion, maximizing the sum of all the request rewards under limited resources. Remarkably, AdaRequest has been deployed on the Guess You Like in Mobile Taobao and brought over 3% lift on GMV, compared to the previous online baseline through A/B test. Specifically, the previous online baseline is a request strategy that uniformly inserts a constant number of requests between paging requests. To summarize, this paper makes the following contributions:

- We propose and investigate a new task IRSD in the literature of waterfall RS. IRSD will play a critical role in scenarios that require trading off the request rewards and resource consumption, and can be widely studied in most RSs and search systems.
- We devise a novel paradigm AdaRequest to accomplish the IRSD task, where CUBE captures the dynamic change of users’ intentions, CREST estimates the counterfactual uplift of positive user feedback by causal inference, and DRP maximizes the overall rewards of requests dynamically under limited resources.
- We conduct extensive offline and online experiments on a real-world RS, where the qualitative and quantitative results jointly demonstrate the effectiveness of AdaRequest. Remarkably, AdaRequest deployed on Mobile Taobao improved the GMV by over 3% percent compared to the previous online baseline.

2 RELATED WORKS

Edge Computing. Edge computing has merits in reducing latency [6], personalizing services [13, 14, 20], resource optimization [15, 18], and strengthening privacy and security [23, 29, 32]. Edge computing for recommendation is still a nascent research area [3, 7, 9, 36, 37]. [9] monitor users’ timely multi-intentions on edge, such as whether a particular user will buy some goods within an hour, via binary classification. [36] introduce a collaborative learning framework to make on-edge training and on-cloud training benefit from each other. [7] focus on item re-ranking in the waterfall RS, providing more accurate recommendation while reducing the communication overhead on-edge. Different from these works, we aim to devise intelligent request strategies that actively request the server to update the candidate item pool on edge. In technique, we differ existing works by comprehensively understanding users’ multi-grained behavior features and estimating the uplift rather than the absolute revenue for decision-making.

Uplift Modeling. Uplift modeling aims to estimate the incremental effect of taking action on an outcome through causal inference [16, 34, 39], which has broad applications varying from marketing [8] to medical [1, 17, 44] domains. Class Transformation methods [2, 28] directly estimate the uplift based on two assumptions, i.e., binary outcome variable and balanced dataset between control and treatments, which might not be satisfied in real-world scenarios. Two-Model [2, 24, 38] is a straightforward solution that models the treatment group data and control group data separately. Direct estimation modifies existing machine learning algorithms for uplift prediction, such as logistic regression [21], SVM [38], and tree-based approaches [26, 27]. In this paper, we mainly follow the Two-Model line of research but enable backbone parameter-sharing, which leads to more robust and consistent user representation learning. Another advantage of our model is the uplift prediction head, which prevents the twice inference in Two-Model methods.

Occasion-based Recommendation. Recommendation occasion refers to the time point where users’ preferences have significantly changed. Occasion modeling [31, 33] is tightly related to sequential recommendation [22, 35]. Typically, OAR [31] leverage the attention mechanisms [30, 43] eliciting global occasion signal (e.g., festival) and local occasion signal (e.g., birthday), and accordingly make recommendations. Different from previous works, we model personalized occasion on edge, pursuing real-time analysis.

3 METHODS

We first introduce the notations used in this paper and formulate the problem of the task IRSD. The algorithm for IRSD would be deployed on edge to determine whether to insert a request or not whenever it is invoked. Let \( X = \{X_1, \ldots, X_N\} \) denote a collection of \( N \) cases where the algorithm is invoked and \( O^X = \{c^X_1, \ldots, c^X_N\} \) denote the corresponding local contextual information in the waterfall RS. Let \( U^X = \{u^X_1, \ldots, u^X_N\} \) denote the users who invoke the algorithm and \( B^u = \{b^u_1, \ldots, b^u_N\} \) denote the users’ behavior history. To avoid the overconsumption of computational resources, we typically set a upper bound \( \theta \) for the resource consumption of additional requests over a period of time. Given all the cases \( X \), the local contextual information \( O^X \), the corresponding users \( U^X \) and their historical behaviors \( B^u \), we aim to find the best algorithm \( F \) to maximize the overall positive feedback from all the users while keeping the sum of the resource consumption brought by additional requests within the upper bound \( \theta \), i.e.,

\[
\text{Maximize} \sum_{i \in [1, N]} S\left(F(c^X_i, u^X_i, b^u_i), X_i\right), \quad (1)
\]

subject to \( \sum_{i \in [1, N]} R\left(F(c^X_i, u^X_i, b^u_i), X_i\right) < \theta \). \quad (2)

where \( F \) denotes the algorithm of which the output is a binary request decision, \( S \) denotes the positive user feedback, \( R \) denotes the additional resource consumption. We conducted experiments in the commodity RS Guess You Like in Mobile Taobao and used the occurrence of purchase behaviors as the positive user feedback.

3.1 Overview of AdaRequest

To solve the above problem, we propose the AdaRequest framework. The AdaRequest deployed on edge can collect and store user behavior in real-time. As shown in the Fig. 3, first, the module CUBE in Sec 3.1.1 would perform user real-time intention mining by comprehensively analyzing and modeling the users’ behavior sequences and the interaction commodity sequences. Candidate items, stored on edge for subsequent exposure as recommendations, are selected by the cloud server based on the user’s historical interest. CUBE would infer the user’s historical interest based on the candidate items and compare it with the user’s real-time intention by multi-head attention to capture the dynamic change in the user’s intention. Then, since the additional requests are expected to bring in more online purchases, the module CREST in Sec 3.1.2 would estimate the uplift of purchase brought by each request, i.e., the
request reward, by taking the contextual information and the output of CUBE as input. Since the groundtruth of the purchase uplift cannot be observed, CREST would model the user behavior in the CONTROL and TREATMENT groups by two separate branches and perform the uplift estimation by causal inference. After that, the DRP algorithm in Sec 3.1.3 would make the final decision of request insertion by dynamically selecting a fraction of cases with a higher ratio of the request reward to the resource consumption, aiming to maximize the sum of all the request rewards under limited resources. Finally, if AdaRequest decides to insert a request, the edge would communicate with the cloud and upload the user’s real-time behaviors. The cloud would then re-analyze the user’s intention and send back new items that better match the user’s new interests for subsequent recommendations.

**Feature System.** We refer to a session as the period from the time a user enters the waterfall RS to the moment he/she leaves. For case \( X_i \), we divide all the features into the following groups:

- User attribute features \( F_{user} \)
- Features of candidate items \( F_{cands} \)
- User’s fine-grained behaviors and interacted items
  - User’s browsing history in the current session \( F_{exp} \)
  - User’s click history in the current session \( F_{clk} \)
  - User’s long-term click history \( F_{clkt} \)
- Coarse-grained features of the current session’s context \( F_{context} \)

where fine-grained user behavior features \( b^X_t = \{F_{exp}, F_{clkt}, F_{clk}\} \), and coarse-grained context features \( c^X_t = \{F_{user}, F_{cands}, F_{context}\} \). Notably, each of the feature groups \( F_{exp}, F_{clkt}, F_{clk} \) includes two chronological sequences: a user behavior sequence and an interacted items sequence. In these feature groups, \( F_{clkt} \) and \( F_{clk} \) indicate users’ real-time interest and long-term interest, respectively. \( F_{exp} \) is used to indicate the items boring the user after exposure since users’ negative feedback is also valuable. Features in \( F_{context} \) indicate the user’s satisfaction in the recommendations they have just viewed, e.g., the depth of view. More details on the feature can be found in Appendix A.3.

### 3.1.1 Comprehensive User Behavior Modeling (CUBE)

The module CUBE aims to infer whether users’ intentions have changed from their real-time behaviors. Since the candidate items are selected by the cloud based on the user’s interest history, CUBE would match the candidate items with the items that users have just interacted with and the corresponding user behaviors. If they are less matched, it indicates that the candidate items will not satisfy users’ current intentions, which further implies that users’ intentions may have changed, and thus an additional request at this moment may lead to a significant purchase uplift.

Specifically, as shown in the Fig. 3, CUBE takes \( F_{exp}, F_{clkt}, F_{clk} \) and \( F_{cands} \) as the input data and models the complex and diverse user behavior in an interpretable way. Different behavior sequences are heterogeneous both in structures and semantics. For example, \( F_{clkt} \) and \( F_{clk} \) reflect short-term and long-term user interests, respectively. Besides, \( F_{exp} \) is far denser than \( F_{clkt} \), and might dominate the final representation if encoded jointly. Therefore, feature groups \( F_{exp}, F_{clkt}, F_{clk} \) of different types are encoded separately with three structurally identical but parameter-independent model branches. Similarly, the user behavior sequence and the interacted item sequence in each of these three feature groups are encoded separately by two encoders in each model branch. Taking \( F_{clkt} \) as an example, for the discrete values in \( F_{clkt} \), we first transform them into embeddings by retrieving the embedding matrices, while the continuous values in \( F_{clk} \) would be input directly. After that, as Eq. 3-5, we encode the user behavior sequence \( F_{clkt} \), the interacted item sequence \( F_{clkt} \) into two embedding sequences \( \tilde{F}_{clkt} \), \( \tilde{F}_{clkt} \) with different Encoders, which two are then concatenated to obtain \( \tilde{F}_{clkt} \). Since \( F_{clkt} \) are two chronological sequences, we use Gate Recurrent Unit [4] (GRU) as the Encoder to encode the temporal evolution of user behavior.

\[
\tilde{F}_{clkt} = \text{Encoder}(F_{clkt}), \quad (3)
\]

\[
\tilde{F}_{clkt} = \text{Encoder}(F_{clkt}), \quad (4)
\]

\[
\tilde{F}_{clkt} = \tilde{F}_{clkt}||\tilde{F}_{clkt} \quad (5)
\]

where \( \|| \) denotes the concatenation operation. Similarly, we can derive embedding sequences \( \tilde{F}_{exp}, \tilde{F}_{exp}, \tilde{F}_{exp} \) and
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where the weight \( \hat{w}_{\text{clk-beh}}, \hat{w}_{\text{clk-item}}, \hat{w}_{\text{clk-emb}} \) from \( F_{\text{exp}}, F_{\text{clk}} \) respectively.

\[
F_{\text{cands-emb}} = \text{Fusion}(\text{self-attention}(\text{Encoder}(F_{\text{cands}}))).
\]

(6)

After that, we encode the sequence of candidate items \( F_{\text{cands}} \) to extract a single embedding \( F_{\text{cands-emb}} \) representing the overall characteristics of the candidate items, as Eq. 6. Since candidate items \( F_{\text{cands}} \) have been ranked by the cloud according to their relevance to the user’s preferences, we use GRU as the Encoder to encode the sequential relevance in \( F_{\text{cands}} \). Besides, mean-pooling operation is used as the Fusion function.

Finally, as the CUBE part in Fig. 3, we use multi-head attention as the operator for matching candidate items with user behavior and interacted item sequence. \( F_{\text{cands-emb}} \) is used as the query in multi-head attention to match the interacted item embedding sequences to evaluate whether the candidate items will satisfy the user’s real-time intention. Taking \( F_{\text{clk}} \) as an example, as in Eq. 7-8,

\[
a_i = \frac{\text{exp}(\text{Match}(F_{\text{cands-emb}}, \hat{F}_{\text{clk-item}}))}{\sum_{j \in [0,L]} \text{exp}(\text{Match}(F_{\text{cands-emb}}, \hat{F}_{\text{clk-item}}))},
\]

(7)

\[
M_{\text{clk}} = \sum_{i \in [0,L]} a_i \hat{F}_{\text{clk-emb}}
\]

(8)

where the weight \( a_i \) denotes the matching score between the \( i \)th item in the interacted item sequence \( F_{\text{clk-item}} \) and the candidate items \( F_{\text{cands}} \). The resulting embedding \( M_{\text{clk}} \) contains clues about whether the candidate items match the user’s real-time intention. \( L \) is the length of sequences \( F_{\text{clk-item}} \) and \( F_{\text{clk-emb}} \). Match( ) refers to the matching score function, which measures the similarity between the recommended candidate items and the items meeting user’s real-time interests. This paper uses the inner product as the matching score function for simplicity. Similar to the derivation of \( M_{\text{clk}} \), we can obtain the embedding \( M_{\text{exp}} \) and \( M_{\text{clk}} \) which contains the information about whether the candidate items match the items boring the user and user’s long-term interest, respectively.

3.1.2 Counterfactual Request Reward Estimator (CREST).

The module CREST aims to estimate the purchase uplift brought by inserting an additional request, i.e., the reward request. However, since the feedback of individual users with and without requests cannot be obtained simultaneously at a particular time point, one cannot counterfactually observe the ground truth of purchase uplift. To bridge the gap, we propose to train two separate prediction networks, i.e., the Control Net, which predicts the purchase rate if a request is not triggered, and the Uplift Net, which estimates the request reward. The Control Net together with the Uplift Net predicts the purchase rate if a request is triggered, as depicted in Fig. 3. For training two prediction networks, we divide the experimental users randomly into two groups in data collection: 1) the CONTROL group where no additional request is triggered and 2) the TREATMENT group where additional requests are triggered randomly. The Control Net is trained with the data from the CONTROL group, and the Uplift Net is trained with the data from the CONTROL group and TREATMENT group. During inference, only the Uplift Net would be run to estimate the request reward, which serves as the basis for deciding whether a request should be triggered.

To summarize the modeling via the language of causality [11], in the context satisfying the Conditional Independent Assumption (CIA), CREST aims to estimate the Conditional Average Treatment Effect (CATE) of the additional request, which can be written as:

\[
\text{CIA} : \{Y_i(0), Y_i(1)\} \perp z_i | X_i,
\]

(9)

\[
\text{CATE}(X_i) = E[Y_i(1)|X_i] - E[Y_i(0)|X_i].
\]

(10)

where \( \text{CATE}(X_i) \) denotes the uplift of purchase stimulated by a request in the case \( X_i, z_i \) denotes whether a request is applied, and \( Y_i(1), Y_i(0) \) denote whether a user makes purchase with or without an inserted request, respectively.

Specifically, as presented by the CREST part of Fig. 3, we first concatenate the outputs of CUBE with \( F_{\text{user}}, F_{\text{context}} \) to obtain the fusion embedding \( F_{\text{fusion}} \). Then, we take \( F_{\text{fusion}} \) as input and build two networks named Control-net and Uplift-net. Control-net models the user behavior from the CONTROL group and outputs the purchase logits \( \text{Logits}_{\text{ctrl}} \) when there is no additional request. Uplift-net models the difference between the user behavior in the CONTROL group and the TREATMENT group, and outputs the logits of the purchase uplift \( \text{V}_{\text{uplift}} \). Formally, we have:

\[
F_{\text{fusion}} = F_{\text{cands-emb}}[M_{\text{exp}}, M_{\text{clk}}]|F_{\text{user}}|F_{\text{context}}.
\]

(11)

\[
\text{Logits}_{\text{ctrl}} = \text{Control-net}(F_{\text{fusion}}),
\]

(12)

\[
\text{V}_{\text{uplift}} = \text{Uplift-net}(F_{\text{fusion}}).
\]

(13)

We use two MLPs as the Control-net and the Uplift-net for simplicity. The sum of Logits_{\text{ctrl}} and V_{\text{uplift}} refers to the purchase logits when making an additional request, i.e., Logits_{\text{ctrl}}. Finally, we obtain the purchase rate estimation of the CONTROL group and the TREATMENT group \( P_{\text{ctrl}}, P_{\text{trt}} \), and the estimation of \( \text{CATE} \):

\[
P_{\text{ctrl}} = \text{Sigmoid}(\text{Logits}_{\text{ctrl}}),
\]

(14)

\[
P_{\text{trt}} = \text{Sigmoid}(\text{Logits}_{\text{ctrl}} + \text{V}_{\text{uplift}}),
\]

(15)

\[
\text{CATE}(P_{\text{trt}}) = P_{\text{trt}} - P_{\text{ctrl}}.
\]

(16)

where \( \text{CATE}(P_{\text{trt}}) \) is the estimation of purchase uplift \( \text{CATE} \). Since \( \text{V}_{\text{uplift}} \) is positively correlated with \( \text{CATE} \), we substitute \( \text{V}_{\text{uplift}} \) for \( \text{CATE} \) as the basis for request decision in the DRP module.

Loss. We use the purchase behavior as labels for users in the CONTROL group and the TREATMENT group, i.e., Label_{\text{ctrl}} and Label_{\text{trt}}, which is equal to one if the purchase behavior happens otherwise zero. We use cross-entropy as the loss function.

\[
\text{Loss}_{\text{ctrl}} = -\text{Label}_{\text{ctrl}} \log(P_{\text{ctrl}}) - (1 - \text{Label}_{\text{ctrl}}) \log(1 - P_{\text{ctrl}}),
\]

(17)

\[
\text{Loss}_{\text{trt}} = -\text{Label}_{\text{trt}} \log(P_{\text{trt}}) - (1 - \text{Label}_{\text{trt}}) \log(1 - P_{\text{trt}}).
\]

(18)

\[
\text{Loss}_{\text{all}} = \text{Loss}_{\text{ctrl}} + \text{Loss}_{\text{trt}}.
\]

3.1.3 Dynamic Request Programming (DRP). Due to the constraints on computational resource and communication bandwidth in industrial systems, one needs to trade off the rewards and the resource consumption brought by requests. In industrial scenarios, it is common to set an upper bound \( \theta \) on the resource consumption of additional requests over a period of time. In this context, DRP aims to maximize the purchase uplift while keeping the resource consumption of additional requests under the upper bound \( \theta \). The problem can be formulated as follows:

\[
\text{Maximize} \sum_{i \in X} z_i \text{CATE}(X_i),
\]

(18)

subject to \( \sum_{i \in X} z_i \text{CATE}(X_i) < \theta \),

(19)

\[
\text{CATE}(X_i) = E[Q_i(1)|X_i] - E[Q_i(0)|X_i] = \lambda,
\]

(20)
where \( CATE_p(X_i) \) and \( z_i \) has been defined in Eq. 9-10, \( Q_i(1) \), \( Q_i(0) \) denote the resource consumption when inserting a request or not, respectively, and \( CATE_q(X_i) \) refers to the uplift of resource consumption brought by an additional request in the case \( X_i \). Since each request consumes almost the same, \( CATE_q(X_i) \) can be approximated by a constant \( \lambda \). This is a typical binary knapsack problem since a request either occurs or not. Furthermore, since the resource consumption of each request is almost constant, we can use the commonly adopted greedy algorithm to obtain an optimal solution.

\[
g(X_i) = \frac{CATE_p(X_i)}{CATE_q(X_i)} = \frac{1}{\lambda} CATE_p(X_i). \tag{21}
\]

A straightforward solution with the greedy algorithm for request programming is to use \( g(X_i) \), which is the ratio of purchase uplift to resources consumption as in Eq. 21, as the basis to rank all the cases where request decisions need to be made in a period of time, and select the top \( M \% \) cases. Since \( V_{uplift} \) is positively correlated with the purchase uplift estimation \( CATE_p \), we can substitute \( V_{uplift} \) for \( g(X_i) \) as the ranking score. However, we cannot obtain the \( V_{uplift} \) of all the cases until the end of a time period, while we need to timely make a decision for each case. As an approximation, we take the \( V_{uplift} \) scores of all the cases in the previous time period as guidance. Specifically, if we aim to pick up the top \( M \% \) requests in the current period, we set the threshold as the minimum score of the top \( M \% \) cases in the previous time period as an approximation.

4 EXPERIMENTS

We conduct extensive offline and online experiments to answer the following research questions:

- **RQ1**: How does the model of AdaRequest perform as compared to baseline methods?
- **RQ2**: How do different model building blocks and critical behavior features affect the effectiveness of AdaRequest?
- **RQ3**: What is AdaRequest’s online performance when deployed in Mobile Taobao?

4.1 Experimental Setup

**Dataset.** For offline experiments, we collected a large-scale industrial dataset TaoBao Request from the homepage waterfall RS Guess You Like in Mobile Taobao, containing \( 1.76 \times 10^8 \) user behavior and request records. More details can be found in Appendix A.1.

**Baselines.** To the best of our knowledge, there are no existing methods doing precisely the same task as ours. Therefore, we construct model-based methods based on representative related works and incorporate non-adaptive request strategy as baselines.

- **StaticR, PoolR, RandR.** StaticR and RandR insert a fixed number of requests between adjacent page breaks in a uniform and random manner, respectively. PoolR inserts requests based on the number of candidate items on edge.
- **Greedy.** Greedy uses all features as in AdaRequest and uses average pooling plus DNNs for prediction. Greedy directly pursues the absolute purchase rate and uses the purchase rate rather than the uplift as the criterion for request decision.
- **ClassTrans** [42]. ClassTrans differs from Greedy by predicting the uplift directly estimated by the class transformation method.

- **TwoModel** [24]. Different from ClassTrans, TwoModel incorporates two independent models trained on the control group and the treatment group separately. The uplift is estimated as the difference of two models.

- **OneModel** [45]. OneModel differs TwoModel by taking a 0/1 signal indicating whether there is an additional request imposed currently as input. The uplift is estimated as the prediction difference of two forward passes with different signal values.

**Evaluation Metrics.**

- **Offline Evaluation.** We consider two kinds of metrics for offline evaluation, i.e., uplift related (Qini AUUC, Qini 50, and MSE \( Y^* \)) and purchase rate related (AUC and MSE). For simplicity, throughout the experiment section, we use the term uplift to denote the difference of predicted purchase rates if a request is made and if not. Uplift measures the real purchase rate gain rather than the absolute purchase rate, as illustrated in Eq. 10. The details of metrics can be found in Appendix A.2. Since non-adaptive strategies RandR, PoolR, and StaticR can only give binary outputs 1/0 when they decide to or not to insert a request, we take these binary outputs directly as their predictions for uplift or purchase rate when computing above metrics.

- **Online Evaluation.** We use two online metrics for evaluation, i.e., purchase rate in the subsequent N items (PR in N), and Gross Merchandise Volume (GMV). We measure the GMV w.r.t. different Query-Per-Second constraints, and obtain the GMV-QPS plot, which reveals the platform-level revenue of models under different resource constraints. For simplicity, we omit the scales of metric values, which are \( 10^{-4} \) for Qini AUUC, \( 10^{-4} \) for Qini 50, \( 10^{-3} \) for MSE \( Y^* \), \( 10^{-3} \) for MSE, and \( 10^{-3} \) for PR in N.

4.2 Overall Performance (RQ1)

Table 1 shows the prediction performance of diverse baselines and AdaRequest. Not surprisingly, the Greedy method that considers user behavior and context outperforms simple non-adaptive baselines (PoolR, StaticR, and RandR). However, Greedy solely pursues the absolute purchase rate brought by a request, resulting in that its performance on uplift prediction (e.g., Qini AUUC) is one order of magnitude worse than baselines (ClassTrans, TwoModel) that explicitly pursues the uplift. ClassTrans directly predicts the uplift in one step under the Conditional Independent Assumption (CIA) between the treatment and user attribute/behaviors. Obviously, this assumption might not hold in real-world systems due to the ubiquitous data biases. For example, with more interactions in RS, active users inevitably obtain more treatments and dominate the treatment group data. In this case, treatment is no longer independent of user behavior in the observational training dataset. Therefore, although ClassTrans can beat Greedy, it is still inferior compared to TwoModel, which is less affected by CIA by using two independent models to estimate the purchase rate of the treatment group and the control group, respectively. OneModel achieves comparable performance with TwoModel and outperforms it on Qini related metrics. We attribute the improvement to the shared parameters for the treatment group and the control group, leading to consistent and less-overfitting training with more data samples.
Table 1: Offline experiment on a large-scale industrial dataset. We conduct two-sided test and \( p \)-value < 0.05 shows the improvement of AdaRequest over the strongest baseline (underlined) is statistically significant.

| Metric          | AdaRequest | OneModel | TwoModel | ClassTrans\(^1\) | Greedy | RandR | PoolR | StaticR | p-value |
|-----------------|------------|----------|----------|-------------------|--------|-------|-------|---------|---------|
| Qini AUUC \( \uparrow \) | 1.8288     | 1.4767   | 1.4007   | 1.3558            | 0.4802 | 0.0398 | -3.0404 | -1.6724 | 2.3130 \( \times 10^{-6} \) |
| Qini (50) \( \uparrow \) | 4.3450     | 3.8859   | 3.8061   | 3.7662            | 2.8371 | 1.9209 | -2.3353 | 0.1229  | 3.0514 \( \times 10^{-3} \) |
| MSE Y\(^*\) \( \downarrow \) | 4.3497     | 4.3526   | 4.3524   | -                  | -      | -     | -     | -       | 7.5479 \( \times 10^{-6} \) |
| AUC \( \uparrow \) | 0.8145     | 0.7980   | 0.7980   | 0.7974            | 0.5017 | 0.4706 | 0.4817 | 3.5235 \( \times 10^{-9} \) |
| MSE \( \downarrow \) | 1.0833     | 1.0843   | 1.0839   | 1.0840            | 504.9  | 711.9 | 846.6 | 6.3846 \( \times 10^{-3} \) |

Figure 4: Qini curves which reveal the uplift prediction performance \( w.r.t. \) different request resource constraints.

AdaRequest consistently yields the best performance across different metrics. Remarkably, AdaRequest improves the best-performing baseline by relatively 29.5% in terms of Qini AUUC. We attribute the performance gain to the superiority of the user intention capturing module (CUBE), and the counterfactual request reward estimator module (CREST). Specifically, CUBE performs user real-time intention mining by comprehensively and chronologically modeling users’ diverse behavior and interaction commodity sequences. Based on attention-based neural networks and using candidate items as the query, CUBE compares user’s real-time intention with their historical interest. Furthermore, different from TwoModel which independently models the treatment and the control groups using two models, CREST reuses the backbone CUBE for the representation learning of all users, leading to robust and consistent user modeling.

Uplift \( w.r.t. \) Resource Limitation. We plot the Qini curves of different models in Figure 4. The proposed AdaRequest model shows consistent quantitative improvement over all baselines under a variety of resource limitation configurations, which demonstrates the rationality of our analysis and the merits of our model. By taking an in-depth analysis of different resource thresholds, we found that the performance gain of AdaRequest over the best-performing baseline is significantly larger when the resource is more limited, especially when the percentage \( K < 50 \). In the deployed system, the empirical maximum resource limitation nearly corresponds to \( K = 50 \). These results further reveal the practical value of AdaRequest on real-world resource-limited scenarios.

4.3 Ablation Studies (RQ2)

Ablating Architectures. To show the effectiveness of different components in AdaRequest, we remove one component at a time and obtain multiple architectures. The results are shown in Table 2. We use w/o and w. to denote without and with, respectively.

- w/o CUBE means that we aggregate all features using mean-pooling rather than the proposed CUBE. The large-margin performance gap reveals that comprehensive and in-depth user understanding in CUBE is a critical contributing factor to request strategy design.
- w/o BShare. This means we imitate the structure of TwoModel by using two CUBEs to model user behavior separately, and use the outputs of the two CUBEs as inputs to the Control-net and the Uplift-net in CREST respectively. The performance drop demonstrates the effectiveness of the design of backbone sharing which lead to consistent and less-overfitting training.
- w/o CREST, w. CT. We substitute CREST with the method of uplift prediction in ClassTrans[42]. The poorer performance shows the merits of CREST in uplift prediction.

Table 2: Ablation Study on Model Architecture.

| Model                    | Qini AUUC \( \uparrow \) | Qini (50) \( \uparrow \) | MSE Y\(^*\) \( \downarrow \) |
|--------------------------|-------------------------|-------------------------|-------------------------|
| AdaRequest               | 1.8288                  | 4.3450                  | 4.3497                  |
| w/o CUBE                 | 1.5894                  | 4.0260                  | 4.3504                  |
| w/o BShare               | 1.6629                  | 4.0852                  | 4.3521                  |
| w/o CREST w. CT          | 1.4722                  | 3.9057                  | -                       |
| w/o CREST w. CO          | 1.7300                  | 4.2053                  | 4.3522                  |
| w/o Uplift               | 0.5339                  | 3.3332                  | -                       |

Table 3: Ablation Study on Feature System.

| Model                    | Qini AUUC \( \uparrow \) | Qini (50) \( \uparrow \) | AUC \( \uparrow \) | MSE \( \downarrow \) |
|--------------------------|-------------------------|-------------------------|-------------------|-------------------|
| AdaRequest               | 1.8288                  | 4.3450                  | 0.8145            | 1.0833            |
| w/o \( F_{context} \)    | 1.7480                  | 4.3251                  | 0.8107            | 1.0843            |
| w/o \( F_{exp} \)        | 1.6980                  | 4.1253                  | 0.8110            | 1.0833            |
| w/o \( F_{clk} \)        | 1.7899                  | 4.3250                  | 0.8134            | 1.0834            |
| w/o \( F_{ckl} \)        | 1.8188                  | 4.2852                  | 0.8137            | 1.0833            |

\(^1\)ClassTrans does not predict the purchase rate and thus without AUC and MSE.
\(^2\)MSE Y\(^*\) is only valid for methods that predict uplift. MSE Y\(^*\) of ClassTrans is not meaningful due to its distinctive uplift prediction distribution.
Ablating Feature Schema. To reveal how the features in the proposed feature schema contribute to AdaRequest, we remove one kind of feature at one time. Table 3 lists the results. In a nutshell, removing any feature leads to a performance drop which reveals the effectiveness of the proposed feature schema.

- w/o \( F_{\text{context}} \). This means that we disregard coarse-grained context features such as the view depth and the number of clicks. Apparently, these features are essential for analyzing whether the user is interested in the current recommendations. Therefore, these features largely contribute to the performance.

- w/o \( F_{\text{exp}} \). \( F_{\text{exp}} \) indicates the exposed item sequence in current session, including items users are interested in and, perhaps more importantly, items users are not interested in. Along with user click sequences, we can effectively measure whether the candidate items still satisfy the user’s intentions. As such, \( F_{\text{exp}} \) contributes the most Qini AUUC and Qini (50) scores.

- w/o \( F_{\text{clk}} \). \( F_{\text{clk}} \) denotes the long-term clicked item sequence. Due to the sparsity of user behaviors, it might be error-prone to capture users’ inherent interests in the current session. Therefore, long-term behaviors lay the foundation of analyzing the change of users’ intentions. The performance drop after removing the long-term behaviors is evidence of this analysis.

- w/o \( F_{\text{clk}} \). \( F_{\text{clk}} \) includes behavior sequence in the current session, which is more real-time and can be essential to analyze users’ current intention change. Therefore, although the behavior data within the scope of a session can be sparse and sometimes noisy, it still has a moderate contribution to the Qini (50) metric.

### 4.4 Online Performance and Analysis (RQ3)

Currently, the AdaRequest has been fully deployed on the homepage waterfall RS Guess You Like in Mobile Taobao, and serves billions of users. We quantitatively show the benefit of deployed AdaRequest as follows. The online experiment lasted 7 days and covered more than 10 million users. The qualitative results (Case Study) can be found in Appendix A.4.

**Deployment.** We deploy the AdaRequest in the waterfall RS Guess You Like in Mobile Taobao on edge. The AdaRequest takes about 500ms for each run, which is a very efficient operation. We use the following four types of user behaviors as the trigger of AdaRequest: 1) user clicks on an item, 2) user slides down more than \( n \) items, 3) user slides down and stops, 4) user deletes an item.

**Direct Benefit.** The direct benefit can be reflected by the average purchase rate in the following \( N \) items after a request is imposed, i.e., PR in \( N \). Previous online baselines include RandR, PoolR, StaticR, and No Request (NoR) which means sole paging request mechanism without any additional requests, as illustrated in Section 4.1. The results are listed in Table 4. Due to confidentiality considerations, we solely show the results with \( N = 10, 20 \). We observe that the direct online benefit brought by AdaRequest is consistently better than those of previous online baselines. The results are consistent with the findings in offline experiments, and, more importantly, demonstrate the practical value of AdaRequest in real-world scenarios.

**Platform Benefit.** The direct benefit reflects the timely benefit brought by additional requests. It is noteworthy that in some situations, the direct benefit might sacrifice the benefit of other components in the whole platform and even hurt the overall benefit in the long run. Therefore, we take a step further to reveal the overall platform benefit through online A/B test. Remarkably, the platform’s GMV improvement of AdaRequest reaches over 3% compared to the previous online baseline StaticR.

To reveal the online platform benefit w.r.t. different QPS constraints, we view the QPS of No Request (NoR) as the starting point, and vary the relative QPS increase from 5% to 21%. Through A/B test, we obtain the GMV improvement of AdaRequest over the No Request baseline for each QPS constraint. We also obtain the results of three online baselines, including RandR, PoolR and StaticR, for comparison. It is noteworthy that AdaRequest and other baselines work with EdgeRec [7] online. Note that since the online QPS cannot be precisely controlled, we cannot compare the effects of different methods in the same abscissa. The results are shown in Figure 5. We can see that AdaRequest achieves consistent GMV improvement over other baselines across different QPS constraints. These results show that AdaRequest not only improves the timely benefit reflected in users’ short-term purchase rate, but also contributes to the overall platform revenue in the long run.

![Figure 5: Online A/B test which reveals GMV improvement w.r.t. increased Query-Per-Second (QPS) upper bound.](image-url)

| PR in N | NoR | RandR | PoolR | StaticR | AdaRequest |
|--------|-----|-------|-------|---------|------------|
| 10     | 0.889 | 1.174 | 1.177 | 1.130 | 2.289 |
| 20     | 1.660 | 2.197 | 2.164 | 2.045 | 4.173 |

**Table 4: Direct benefit from inseted requests of AdaRequest and online baselines. PR in \( N \) indicates the purchase rate in the following \( N \) items.**
5 CONCLUSION

In this paper, we investigate a novel research and industrial problem, i.e., Intelligent Request Strategy Design, aiming to capture users’ real-time intention change, and accordingly request the server for candidate item update. We summarize the critical challenges, including the non-trivial user intention mining from real-time implicit behavior features, accurately measuring the request reward, and request programming with server Query-Per-Second (QPS) constraint. We propose a novel framework AdaRequest to address these challenges. Extensive offline and online experiments demonstrate the significance of this problem, the rationality of our analysis, and the effectiveness of AdaRequest.
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A APPENDIX

A.1 Dataset

The order of magnitude of the records in the dataset Taobao Request reach $10^8$ and the detailed statistics in listed in Table 5. Specifically, it includes information associated with candidate items and the items that have been exposed, as well as users’ browsing history, click history, and coarse-grained context features (e.g., view depth), and the number of clicks. In addition, the dataset includes user purchase records in the current session as the training labels.

Note that in a particular time point, we cannot simultaneously observe users’ behaviors when there is a request made or not made. Therefore, in order to train models, we divide users into the CONTROL group, where there is no request made, and the TREATMENT group, where requests are randomly inserted, in the data collection phase. We keep the number of data samples in the control group and the treatment group nearly the same to prevent model training bias caused by data imbalance. We split data samples into training and testing datasets with the ratio of 85% and 15%, respectively.

A.2 Metrics

- **Offline Evaluation.**
  - Qini (50). It is infeasible to measure the uplift for a particular data sample since we solely have the factual purchase rate when a request is made or not made. Therefore, we measure the statistical dispersion of the predicted uplift scores for the samples in the control group and the treatment group. Specifically, we adopt Qini score [25]:
    \[
    Q(\phi) = \frac{n_{t, y=1}(\phi)}{N_t} - \frac{n_{c, y=1}(\phi)}{N_c}
    \]  
  where we measure the Top $\phi$% samples with the highest predicted uplift scores. It is noteworthy that $\phi$ corresponds precisely to the request resource constraint as defined in Section 3.1.3. Therefore, Qini score reflects the performance in uplift prediction and selecting cases with high ratio $g(X_t)$ under a particular resource limitation. We adopt $\phi = 50$, which is used in industrial scenarios. $n_{t, y=1}$, $n_{c, y=1}$ refer to the number of cases where purchases eventually happened in the treatment and the control group of the Top $\phi$% samples, respectively. $N_t$ and $N_c$ refer to the total number of cases in the treatment and the control group, respectively.
  - Qini AUUC. Different from Qini 50, we vary $\phi$ and obtain different Qini scores, resulting in a Qini curve. We measure the area between the Qini curve of a particular model and the theoretical Qini curve of random request strategy. Qini AUUC reflects an overall performance covering different request resource constraints.
  - MSE $Y^*$. We borrow the MSE Metric Based on $Y^*$ from [11] to measure the uplift.
  - AUC & MSE. Two widely known metrics to measure the purchase rate prediction performance.

A.3 Feature Details

In the deployed system, we consider heterogeneous features for a comprehensive understanding of user intention and whether the candidate items satisfy the current user. As illustrated in Section 3.1, all features can be roughly divided into two kinds, i.e., fine-grained user behavior features and coarse-grained context features. We listed the detailed features of these two kinds in Table 6.

- **Behavior Feature.** We consider three kinds of features, i.e., items exposed in the current session, items clicked in the current session, items historically clicked. For each item, we consider heterogeneous categorical features and continuous features for item representation learning, which lays the foundation of further intention understanding. For example, item category could help the model identify whether the user becomes interested in a different category of items from clicked and exposed item sequences.

- **Context Feature.** Besides behavior features, we also take heterogeneous context features, including user features, candidate item features, and session features, into consideration. Candidate item representation learning is similar to that of interacted items, i.e., with similar feature inputs. Differently, we consider the position of a candidate item in the candidate pool as input. User features include inherent ones such as gender/age, and statistical ones such as click-through-rate, and estimated ones such as purchasing power. Session features mainly include statistical ones related to page and request.

### Table 5: Offline Dataset Statistics.

| #Num of Records | #Num of Users | #Num of Items |
|-----------------|--------------|--------------|
| $1.76 \times 10^8$ | $1.01 \times 10^7$ | $2.98 \times 10^7$ |

### Table 6: Fine-grained user behavior features.

| Item Type | Feat. Name | Description | Feature Type |
|-----------|------------|-------------|--------------|
| Exposed   | exp_item_fea_seq | CTR, CVR, etc. | embedding    |
|           | exp_item_id_seq | ID          | bucketize    |
|           | exp_item_cat_seq | Category     | bucketize    |
|           | exp_item_brand_seq | Brand       | bucketize    |
|           | exp_item_pos_seq | Position in Page | bucketize |
|           | exp_item_page_seq | Page Num. | bucketize |
|           | exp_item_price_seq | Price Level | bucketize    |
| Clicked in History | clk_item_fea_seq | CTR, CVR, etc. | embedding    |
|           | clk_item_id_seq | ID          | bucketize    |
|           | clk_item_cat_seq | Category     | bucketize    |
|           | clk_item_brand_seq | Brand       | bucketize    |
|           | clk_item_pos_seq | Position in Page | bucketize |
|           | clk_item_page_seq | Page Num. | bucketize |
|           | clk_item_price_seq | Price Level | bucketize    |
| Clicked in Session | sclk_item_fea_seq | CTR, CVR, etc. | embedding    |
|           | sclk_item_id_seq | ID          | bucketize    |
|           | sclk_item_cat_seq | Category     | bucketize    |
|           | sclk_item_brand_seq | Brand       | bucketize    |
|           | sclk_item_pos_seq | Position in Page | bucketize |
|           | sclk_item_page_seq | Page Num. | bucketize |
|           | sclk_item_price_seq | Price Level | bucketize    |
The user showed his interest in the backpack by clicking. The RS has no feedback on the user’s click behavior. Therefore, when a user clicks a backpack, potentially showing his interest in related items, the candidate items might fail to satisfy the user’s need. Therefore, the user might scroll through a lot of items until he/she meets a physical page break, or just leave the platform in the middle feeling disinterested, hurting users’ experiences. On the contrary, as shown in Figure 6, AdaRequest successfully captures users’ intention change after he/she clicks a backpack, and sends a request to update the candidate items. After the request, the system exposes related items (i.e., backpacks) in order to better satisfy users’ new intentions.