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Abstract

In the process of intelligent system operation fault diagnosis and decision making, the multi-source, heterogeneous, complex, and fuzzy characteristics of information make the conflict, uncertainty, and validity problems appear in the process of information fusion, which has not been solved. In this study, we analyze the credibility and variation of conflict among evidence from the perspective of conflict credibility weight and propose an improved model of multi-source information fusion based on Dempster-Shafer theory (DST). From the perspectives of the weighting strategy and Euclidean distance strategy, we process the basic probability assignment (BPA) of evidence and assign the credible weight of conflict between evidence to achieve the extraction of credible conflicts and the adoption of credible conflicts in the process of evidence fusion. The improved algorithm weakens the problem of uncertainty and ambiguity caused by conflicts in the information fusion process, and reduces the impact of information complexity on analysis results. And it carries a practical application out with the fault diagnosis of wind turbine system to analyze the operation status of wind turbines in a wind farm to verify the effectiveness of the proposed algorithm. The result shows that under the conditions of improved distance metric evidence discrepancy and credible conflict quantification, the algorithm better shows the conflict and correlation among the evidence. It improves the accuracy of system operation reliability analysis, improves the utilization rate of wind energy resources, and has practical implication value.

Introduction

Information fusion technology has solved many troubles [1–7] in the military, engineering, and environment since it developed in the 1970s [8]. The application have expanded to much more areas, such as extra energy, new materials, manufacturing, medicine, agriculture, transportation, and economy [9–15]. The utilization of information fusion technology enhances the
system fault tolerance, self-adaptability, and reduces inference fuzziness. It meets the requirement of traditional algorithms for a priori probability and provides a basis for event decision-making. Its typical features make it widely used in fault diagnosis, anomaly detection, reliability, inference, prognosis, and early prediction [16–19].

In the information explosion era, information presents a massive, multi-source, heterogeneous, multi-dimensional, complex, and fuzzy feature. It has developed rapidly emerging information technology. The development of intelligence has significantly increased the complexity of the various levels of the system, which makes the system faces reliable operation challenges [20, 21]. Under this condition, the Chinese government actively encourages researchers to organize fundamental research on the reliable operation of important equipment and components in key areas, including extra energy, energy conservation, emission reduction, and environmental protection. The data-driven multi-source information fusion technology has become one concern of system operation reliability research.

With extended the prior research, the Dempster-Shafer theory (DST) fusion algorithm has achieved better performance in comprehensive system state analysis and decision making. However, it has a strong subjective dependence [22] on basic probabilities assignment (BPA) and the independence of evidence, and the correlation relationship between evidence affects the fusion [23]. There are even troubles with distortion and disorder in the practical application process. Thus, based on previous studies, this study argues that quantifying the correlation between evidence and fairly assigning the fusion weights of evidence features is crucial to the fusion results. In response to these questions, researchers have studied the DST fusion algorithm from the perspectives of fusion framework, weight allocation, and method combination.

In terms of fusion frameworks, researchers have proposed different framework models, which improved the algorithm effectiveness. Brommer et al. [24] proposed a modular multi-sensor fusion framework, which is better efficient in dealing with delayed statistics collection, disordered updates, and monitoring the health of sensors themselves in complex systems. Xiao [25] discussed the modeling of uncertainty based on the framework of Triangular fuzzy numbers for fuzzy complex event processing systems in an uncertain environment, and proposed a fault-tolerant and reliable strategy for scheduling. Wang et al. [26] dealt with evidence conflicts in DST under the framework of fuzzy preference relationships, which improved the diagnostic accuracy of hybrid classifier integration. Prior research improved the idea and effectiveness of the integration to different degrees under the idea of modularity and different attention allocation.

To deal with the diversity, uncertainty, and conflict of information, researchers have proposed ideas of feature correlation, difference, different conflict values, and non-similarity measures. They improved and integrated algorithms [27–31] from mathematical perspectives, such as mean, combination, and entropy. Zhang et al. [32] proposed a method incorporating fuzzy object elements, Monte Carlo simulation, and DST, through weighted averaging and data deblurring rules, the result has clear analytical values to represent the final risk level. Xiao [33] combined the complex D-S theory and Quantum mechanics, to express and handle the uncertain information in the framework of the complex plane, and reduce the interference effects caused by uncertainty.

Wu et al. [34] proposed an improved evidence aggregation strategy combining the Dempster-Shafer rule and the weighted average rule. It overcomes the counterintuitive dilemma existing in the high conflict evidence combination by constructing the BPA under relevance metric. Jiang et al. [35] used evidence theory to model uncertainty, adopted a weighted average combination method to merge BPAs. Finally, it validated the method by motor empirical cases under the decision rules. Li et al. [36] proposed a weighted conflicting evidence combination method based on Hellinger distance and belief entropy, and uses distance to measure the
conflict between evidence and applies belief entropy to quantify the uncertainty of basic belief assignments.

Under the Dempster-Shafer framework, Tang et al. [37] proposed a weighted belief entropy which is based on Dunn’s entropy, to quantify the uncertainty in uncertain information and reduce information loss during information processing. Ullah et al. [38] designed a data fusion scheme based on improved BPA belief entropy and quantified the uncertainty in information and transform conflicting data into decision results. The simulation result showed that the proposed scheme had stronger performance in terms of uncertainty, reason, and decision accuracy in an intelligent environment. Brumancia et al. [39] proposed an information fusion algorithm for decision making under different information conditions, which is based on D-S theory and adaptive neuro-fuzzy reasoning (DSANFI) system, it has widely used in robotics, statistics, control, and other fields.

From the researchers’ exploration, the information fusion algorithm based on Dempster-Shafer has always been a hot focus of research, which has a broad theoretical and practical value. In the current development process, the widespread application of intelligent systems increases the demand for system operation and maintenance. However, the existing algorithms [40–42] still have different degrees of information loss, fusion disorder, and low fusion accuracy in practical application, and the algorithms have the problem of universality [43].

Some studies [44–46] suggested that the main problem of the affected fusion results are the incomplete identification framework of evidence features, and the basic reliability probability of evidence is difficult to calculate completely and accurately, which lead to information loss and disorder. Therefore, in this research, the DST fusion model is promoted from the perspectives of the knowledge fusion framework, quantification of correlations, and extraction of credible conflicts to overcome the information loss problem.

Propose a fusion framework

The multi-source information fusion problem in this paper refers to integrating multiple sources of information. Multiple sources are information originates from different means of monitoring the same part of the same thing. Therefore, in our proposed fusion framework, the multi-source information fusion problem [47] is summarized as a ternary problem, as shown in Eq (1).

\[
Q = \{N_i, <N_i>, D\}
\]  

Where, \(N_i\), \(<N_i>\), and \(D\) represent data, features, and decisions respectively.

The type, state, format, and scenario of data lead to its multi-source heterogeneity and complexity in the information management. Data set \(N_i\) contains an enormous amount of information, and the information is represented in the knowledge form, and the data feature set \(<N_i>\) is constructed by mining the information of potential features’ data from the perspective of knowledge management. The knowledge is fused with algorithms to improve the recognition framework, and the accuracy and reliability of algorithms in the fusion process are improved to provide the foundation for management decisions. The relationship between data, features, and decisions is shown in Fig 1.

Data fusion is mainly reflected by the fusion of data features. It fuses the features exhibited by multiple homogeneous or heterogeneous data in the time or frequency domain which is beneficial to decision making. Considering the different data exhibits different features, assuming that \(V_i\) is different perspectives, then there is some correspondence between the whole process from the mapping of perspective space to data space and then to data feature space, as shown in Eq (2). When the data features or attributes cannot be directly fused, some
kind of consistency processing needs to be performed before fusion.

\[
\begin{pmatrix}
V_1 \\
V_2 \\
\vdots \\
V_i
\end{pmatrix}
\Rightarrow
\begin{pmatrix}
\overrightarrow{N_1} \\
\overrightarrow{N_2} \\
\vdots \\
\overrightarrow{N_m}
\end{pmatrix}
\Rightarrow
\begin{pmatrix}
<\overrightarrow{N_1}> \\
<\overrightarrow{N_2}> \\
\vdots \\
<\overrightarrow{N_m}>
\end{pmatrix}
\]  \hspace{1cm} (2)

It studies the multi-source information fusion analysis framework from three perspectives: information, algorithm, and decision making, and presents the problems of data ambiguity, conflicting evidence, and low fusion degree in the fusion process. It takes data represented as knowledge and classifies information features from different sources. Considering features similarity and conflict, data features should be quantified and changing rules should be found out, to weaken data ambiguity and keep the potential value of information [48]. Regarding the shortage of algorithms, it deals with the consistency of features and adopts methods of conflict weight assignment to reduce the impact of evidence association and evidence conflict on the fusion results. According to the feature performance, it can make a judgment on the system condition, to rationalize the system failure management in time and effectively reduce the loss. The fusion analysis framework is shown in Fig 2.

**Materials and methods**

This study divides the algorithm into two stages, including the BPA calculation session and the fusion session. In parts “Improved algorithm under the weighting strategy” and “Improved algorithm under Euclidean distance weighting strategy”, improvements to the BPA calculation process are proposed, in part “Fusion algorithm under Improved Euclidean distance weighting strategy”, improvements of the fusion session is proposed. The fusion improvements are based on the BPA calculation.
Improved algorithm under the weighting strategy

The feature information in different data sources of the same type has a certain similarity, and the feature information in different heterogeneous data sources also has a certain similarity. Studying the homogeneity and heterogeneity of data, it is necessary to analyze the data similarity when analyzing faults, to reduce the repetitive calculation work. Therefore, it defines a formal concept of data feature similarity, which is the degree of the similarity of the features in the information. As known that the data set is composed of multiple data, so it can be as a matrix.

Therefore, the features of the data can be denoted as \( <E_i, N_i> \), then the similarity between the corresponding features of the two data sets is denoted as \( Sim(<E_i, N_i>, <E_k, N_j>) \).

According to the data time domain, the data is paired by pair, and the weight of the \( q \)th pair of data features is denoted as \( w_q \), then the similarity between the features of the two sets can be expressed by Eq (3).

\[
Sim(<E_i, N_i>, <E_k, N_j>) = \sum_k w_q Sim_q(<E_i, N_i>, <E_k, N_j>)
\]  

(3)

Where, \( N_i \in N, i \neq k, i, j, k, q \) is not equal to 0. The weight \( w_q \) are assigned according to the importance of the features characterized by the data and need to satisfy \( w_1 + w_2 + \ldots + w_q = 1 \).

There is a similarity between evidence \( i \) and \( j \), so it introduces the similarity factor \( S_i \). The weighting strategy is used to quantify the similarity between evidence features, then the specific formula for quantifying the similarity between the two evidence is shown in Eq (4).

\[
S_i = \frac{<E_i, N_j> \cdot <E_k, N_j>}{\sqrt{<E_i, N_i>^2 + <E_k, N_j>^2}}
\]  

(4)

Let the similarity of the evidence be \( Sim_z \), then the similarity of evidence \( i \) is shown in
Eq (5).

\[
\text{Sim}_z = \sum \left( < E_iN_j > \ast < E_iN_j > / \sqrt{< E_iN_j >^2 + < E_iN_j >^2} \right)
\]  

Then, it gets a set of similarity sequences of length \(n'(n-1)/2\), where \(n>1\). Each group of evidence that forms a series of similarities with other evidence and the number of similarity data between evidence \(i\) and other evidence is \((n-1)\).

Therefore, the total similarity between evidence \(i\) and other evidence can be expressed by Eq (6).

\[
\text{Sim} = \sum_{n-1} (\text{Sim}_z_j)
\]

Where, \(i\) is the specified evidence, and when \(i\) is fixed without change, the dynamic value is taken for \(j, i \neq j\).

Then, the weights of the evidence are assigned as shown in Eq (7).

\[
w_i = \text{Sim}_i / \sum \text{Sim}
\]

When the similarity of data features is high, the weight of evidence is correspondingly high, shows that the supporting evidence for a certain type of event occurrence is high. And it can use more complete evidence data for two types of evidence factors that have high similarities. When the similarity is low, the weight declines, means that the perspective of making a judgment on event occurrence between data may be different, rather than the completely untrustworthy evidence. So it adopts multiple evidence factors to mine valuable conflicting information, to improve the accuracy of system fault diagnosis.

Once the similarity of the characteristics of the evidence is mastered, it can perform a new fusion of the evidence.

**Improved algorithm under Euclidean distance weighting strategy**

**Degree of evidence variation.** In practice, there are conflicts among evidence [49]. Conflict is a kind of information related to the similarity of data features and is likely to have some value. The BPA of the evidence shows the credibility level of the evidence and reflects consistency in the assignment of the basic credibility probability of the evidence to the focal elements. Therefore, this study performs dynamic extraction of BPA, and based on this, adjusts the weight of evidence under conflict conditions, assigns conflict coefficients to different focal elements, reduces the weight of evidence with lower confidence in the fusion process, to improve the reliability of fusion results.

According to the relation between the variation in historical data features and the reliability of the system, it sets a reasonable threshold value. Dynamically monitor and extract the frequency of data features emerging in different threshold ranges to get the BPA of dynamic changes, as shown in Eq (8).

\[
P(A_i) = \frac{f_i}{\sum f_i}
\]

The primary methods to measure the correlation between data include distance measure, Pearson relationship coefficient, cosine similarity, and deviation measure. Among them, the Pearson relationship coefficient is usually used to measure the inconsistency of data scale, when there is a subjective judgment standard inconsistency scenario. The cosine similarity
coefficient is acting on data sparsity. The deviation is to reflect the difference between the basic credible probability distribution of focal elements and the average similarity value, but its use of the average similarity value weakens the measure of the true difference of data. Euclidean distance is a simple method to measure the distance between two points in the m-dimensional space and especially has a significant advantage with integrity data. Therefore, this paper adopts distance \[d_{ij}\] to reflect the difference between two sets of data. Assuming that the difference between two pieces of evidence \(i\) and \(j\) is \(d_{ij}\), to ensure that the data is positive, Eq (9) can express the calculation of the difference between two pieces of evidence.

\[
d_{ij} = \sqrt{\sum_{B \subseteq A} \left(m_i(A_i) - m_j(A_j)\right)^2}
\]  

When the difference between two pieces of evidence is high, the similarity between the evidence is low and the conflict is high. When the difference is low, the similarity between the evidence is high and the conflict low.

The total number of data on the variation among the evidence is \(n(n-1)/2\), where, \(n > 1\). It aggregates the differences between one evidence and the other to get \(n\) sets of variation data.

Then, Eq (10) can express the difference between evidence \(i\) and all others that affects the conclusion.

\[
d(m_i(A_i)) = \sum_{j=1}^{n} d_{ij}, \quad i, j = 1, 2, \ldots, n.
\]  

Normalizing the difference between evidence \(i\) and others is the difference of evidence \(i\), which can be expressed by Eq (11).

\[
d(m_i) = \frac{d(m_i(A_i))}{\sum_{i=1}^{n} d(m_i(A_i))}
\]  

Where, \(n\) denotes the number of evidence, and the credibility of evidence \(i\) is low when it conflicts with other evidence at a high level.

**Credible weight of evidence.** The confidence level of the evidence reflects the credibility level of the evidence, and the similarity of the focal elements reflects the similarity of the evidence, which reflects the consistency in the assignment of the basic credibility probability of the evidence to the focal elements. So this is an entry point for adjusting the weight under conflict conditions. Assigning the conflict coefficient \(K\) to different focal elements \(A_i\), reduces the weight of evidence with lower confidence in the fusion process, thus increasing the weight of evidence with high confidence and improving the reliability of fusion results.

Confidence is the support of data features to the event results, and it is the trustworthiness of the evidence information. The confidence function on the identification framework can be expressed by Eq (12).

\[
\text{Bel}(\overline{A}) = \sum_{B \subseteq A} m(B)
\]  

The equation shows that the confidence function is the sum of the probabilities of event support for all subsets of that event, and \(B\) is a subset of \(A\). The confidence function has a certain influence on the reliable transmission of the system.

The likelihood function is the degree to which the evidence information does not negate the occurrence of an event, and it shows that the likelihood function is the sum of the
probabilities that the intersection with that event is not empty. In the identification framework, it can express the likelihood function in Eq (13).

\[
PL(\overline{A}) = \sum_{B: A \neq B} m(B)
\]  

(13)

The likelihood function contains both credible and implausible information, as shown in Eq (14). Therefore, the credibility of the evidence needs to be analyzed.

\[
PL(\overline{A}) \rightarrow (\text{Cre}(m), n\text{Cre}(m))
\]  

(14)

There is a correlation between the support and the discrepancy of the evidence, as expressed in Eq (15).

\[
\text{Sup}(m_i) = 1 - d(m_i)
\]  

(15)

Therefore, the credible weight of evidence to focal element support can be expressed in Eq (16).

\[
\text{Cre}(m_i) = \frac{\text{Sup}(m_i)}{\sum_{i=1}^{n} \text{Sup}(m_i)}
\]  

(16)

Where, \( \text{Cre}(m_i) \in [0,1] \), \( \sum \text{Cre}(m_i) = 1 \).

When the credibility weight of evidence to focal element support is high, it shows that the supports of other evidence is to a high degree. The credible weight corresponds to the confidence function in the identification framework, and the product of the credible weight and the confidence function is the reliability of that subsystem. Then the reliability transfer function of the entire system is the product of the subsystem reliability.

**Fusion algorithm under improved Euclidean distance weighting strategy.** The BPA calculation session introduces evidence similarity, evidence difference, and evidence trustworthiness weights to improve the BPA calculation process of the original algorithm. To fully retain the trustworthy conflicts, this part improves the fusion session of the algorithm based on the improved BPA calculation session.

The conflict involvement in fusion directly affects the BPA of the event. Therefore, we construct an improved probability assignment model in terms of the credible weight assignment of conflict information, which uses the product of the credibility of evidence to focal element support and the original probability assignment function. Then, it shows the BPA function of evidence under the new probability assignment model calculated through the BPA calculation session in Eq (17).

\[
m'_i(\overline{A}) = \text{Cre}(m_i) \ast m_j(\overline{A})
\]  

(17)

By introducing credible conflict, the sum of the fusion results of the relevance of evidence and the fusion results of the credible conflicting evidence makes up a new fusion function. The improved probability assignment function is a fusion calculation of the BPA of the non-conflicting information and the credible conflicting information in the conflict under the new support condition. It means that the improved BPA function is the fusion calculation of the basic probability assignment of the non-conflicting information under the new support condition and the credible conflicting information in the conflict. Thus, the improved probability assignment function is the sum of the BPA function of evidence to a focal element and the support of other evidence to that focal element under the conflict condition, which contains the credible conflict extraction treatment under the new weight for the changed evidence. It shows
the new probability distribution function in Eq (18).

\[ m_j(A_i) = m_j(A_i) + \text{Cre}(m_j) \sum m_i'(A_i) \] (18)

Where, \( s \neq j, i, j, s \leq n \). \( \text{Cre}(m_j) \sum m_i'(A_i) \) denotes the extent to which other evidence agrees with evidence \( j \) in support of focal element \( A_i \).

Normalizing the improved probability assignment to keep the probabilities are in the same mapping environment. Reassigning the weights of conflict and the sum of all evidence probabilities is 1. Under the new conditions, we classify the features of credible conflicts into the category of trustworthy features; the evidence is independent of each other, and the remaining conflicts that are not considered are discardable.

Therefore, the evidence under the new BPA is re-fused, and it shows the fusion rule in Eq (19).

\[ E_1 \oplus E_2 \ldots \oplus E_n = \frac{1}{1 - K'} \sum_{\forall A_i = \emptyset, A_j \in \mathcal{A}} m_j(A_i) \] (19)

Where, \( K' = \sum_{\forall A_i = \emptyset, A_j \in \mathcal{A}} m_j(A_i) \), \( A \neq \emptyset \), indicates that the conflicting factors in the original evidence are involved in the fusion by credible weights.

**Experiment and analysis**

**Analysis of improved algorithms in wind turbine operation**

Wind power generation technology is mature in renewable energy generation. China has abundant wind energy resources, especially on the southeast coast, Liaotung Peninsula, and northeast. Compared with fossil fuels, the use of clean energy such as wind power can have an effect on reducing carbon dioxide emissions and mitigating global climate change trends. According to a study [51], nearly 80% of power plants in Asia have lost over 30% of their wind energy potential since 1979. Therefore, it takes a wind farm in Jilin province, northeast of China, as an example to analyze the wind turbine operation data, diagnose the fault state, improve system reliability, and increase the efficiency of wind energy utilization.

According to the preliminary analysis, we find that wind speed is one of the key parameters of wind turbine operation; some data showed consistency in the variation pattern; parameters such as pressure and temperature are more sensitive to environmental changes; changes in voltage and current are associated with other parameters, and the overall fluctuations of different wind turbine operations have some similarity. Therefore, we organize and analyze data with a tendency, and select a representative wind turbine in the wind farm to study the parameters such as generator speed, gearbox low-speed bearing temperature, gearbox oil pressure, gearbox inlet oil temperature, and grid current in a certain period. And it does not describe the screening process here. Table 1 shows some of the underlying data sets in the experiment.

When the wind speed is in the steady-state range, the wind turbine speed in the normal operation state of the system is also in the steady-state range. So we analyze the relative change trends of generator speed, gearbox low-speed bearing temperature, gearbox oil pressure, gearbox inlet oil temperature, and grid current during the operation of the wind turbine at a certain time with the wind turbine speed as the base reference parameter. And we find that there is a correlation between the change patterns of some data; the variation trend of different data is different, and the inconsistency of variation shows that there is a conflict between the evidence. Therefore, according to the difference in the changing pattern of data features, we judge whether there is a credible part of the evidence conflict, dig deeply into the consistency
information and conflict information in the data, extract credible fault features, analyze the system operation status, and diagnose the system fault.

Let the relative change trends of parameters such as generator speed, gearbox low-speed bearing temperature, gearbox oil pressure, gearbox inlet oil temperature, and grid current are the evidence $E_1$, $E_2$, $E_3$, $E_4$, and $E_5$, respectively. According to the characterization of distinct features, we excerpt valid and representative data periods from the data set, select the basic feature parameters of the evidence in the operation state, and map them into the [0,1] interval to eliminate the influence of data heterogeneity on feature fusion, as shown in Table 2.

In Table 2, we can see that the selected evidence is overall well aggregated. From the variance and root mean square, the dispersion of evidence $E_1$ and $E_2$ is higher than that of $E_3$, $E_4$, and $E_5$; from the cliff factor, the fluctuation of the evidence is roughly a continuous flat change, showing that the data situation is more stable, and it can select the above parameters for the next analysis of the wind turbine.

We divide the mapping of the evidence to system fault support into four types: normal state, implicit fault, explicit fault, and warning. According to the actual occurrence of faults, we identify the points with a more stable change trend in the evidence, define the distribution of the evidence characteristics in the fault characterization, and determine the interval of the fault characterization, as shown in Table 3.

Since 0 in the mapping interval [0,1] contains the cases of the continuous shutdown without starting and shutdown due to fault, we remove element 0 from the normal state $F_0$, which means that it excludes the status data at the moment of normal wind turbine start-up. While

Table 1. Partial base dataset.

| Time | Generator speed | Gearbox low-speed bearing temperature | Gearbox oil pressure | Gearbox inlet oil temperature | Grid current | Wind turbine rotation speed |
|------|----------------|--------------------------------------|---------------------|-------------------------------|--------------|-----------------------------|
| 1    | 495            | 105                                  | 1                   | 26                            | 64           | 46                          |
| 2    | 11025          | 155                                  | 76                  | 19                            | 730          | 114                         |
| 3    | 11015          | 257                                  | 75                  | 9                             | 626          | 104                         |
| 4    | 10957          | 308                                  | 74                  | 11                            | 650          | 104                         |
| 5    | 10974          | 335                                  | 74                  | 15                            | 653          | 104                         |
| 6    | 10984          | 352                                  | 73                  | 21                            | 626          | 104                         |
| 7    | 11001          | 363                                  | 72                  | 29                            | 645          | 104                         |
| 8    | 10999          | 372                                  | 70                  | 39                            | 672          | 104                         |
| 9    | 11243          | 379                                  | 68                  | 52                            | 818          | 114                         |
| 10   | 12156          | 387                                  | 68                  | 46                            | 1618         | 119                         |
| ...  | ...            | ...                                  | ...                | ...                           | ...          | ...                         |
| n    | 11000          | 497                                  | 43                  | 325                           | 825          | 100                         |
processing element 0 in the fault state by adding 1 and classifying it into the warning state $F_3$. The fault interval varies for different systems under different climatic conditions and needs to be determined dynamically based on historical state data.

Organize the data of wind turbine operation, and analyze the fluctuation of data characteristics under different state conditions in the historical data. According to the distribution of the points of the evidence fluctuation interval in different states, such as normal state, hidden fault, explicit fault, and warning, we select a certain moment region with certain credibility and representativeness and calculate the dynamic BPA of each evidence. Depending on the selected interval of the system, it dynamically changes the basic probability distribution. The basic probabilities of selected regions in this paper are calculated and derived, as shown in Table 4.

From Table 4, it shows that there are different levels of conflicting situations among the evidence, with Evidence $E_1$, $E_4$, and $E_5$ considering the system to have a higher probability of explicit failure, Evidence $E_2$ considering the system to have a higher probability of hidden failure, and Evidence $E_3$ considering the system to have a higher probability of normal state. Exhibit $E_5$ considers that the system also has a higher risk of implicit failure under the high probability of explicit failure.

### Fusion results of the classical algorithm

Based on the typical DST, we fuses the above evidence and it shows the fusion results in Table 5.

From Table 5, we see that after the evidence fused by the original algorithm, the system has a probability of 69.63% of the occurrence of explicit failure, 18.38% of the occurrence of implicit failure, 11.86% of being in a normal state, and a low probability of 0.12% of the occurrence of warning. If evidence $E_1$, $E_4$, and $E_5$ consider the system to have a higher probability of explicit failure, it significantly weakens the support of evidence $E_3$ for the system to be in a normal state and the support of evidence $E_2$ and $E_5$ for the occurrence of implicit failure to some extent. If evidence $E_2$ considers the system to be in a warning state with a lower probability, it weakens the support of evidence $E_1$ for the system to be in a warning state. The trends of the same features strengthen each other and the trends of distinct features weaken each other.

### Table 3. Fault characterization interval of characteristic parameters.

| Evidence | $m(F_0)$          | $m(F_1)$          | $m(F_2)$          | $m(F_3)$          |
|----------|-------------------|-------------------|-------------------|-------------------|
| $E_1$    | [0.0.0.0685]       | [0.0686,0.2307]   | [0.2308,0.6576]   | [0.6577,1]       |
| $E_2$    | [0.0.0276]        | [0.0277,0.1886]   | [0.1887,0.5625]   | [0.5626,1]       |
| $E_3$    | [0.0.0343]        | [0.0344,0.0512]   | [0.0513,0.1768]   | [0.1769,1]       |
| $E_4$    | [0.0.0310]        | [0.0311,0.1041]   | [0.1042,0.3158]   | [0.3159,1]       |
| $E_5$    | [0.0.0201]        | [0.0202,0.0842]   | [0.0843,0.2009]   | [0.2010,1]       |

### Table 4. BPA values for each evidence.

| Evidence | $m(F_0)$ | $m(F_1)$ | $m(F_2)$ | $m(F_3)$ |
|----------|----------|----------|----------|----------|
| $E_1$    | 0.2254   | 0.1765   | 0.4020   | 0.1961   |
| $E_2$    | 0.2549   | 0.3824   | 0.3137   | 0.0490   |
| $E_3$    | 0.4216   | 0.2451   | 0.2255   | 0.1078   |
| $E_4$    | 0.2059   | 0.2549   | 0.4412   | 0.0980   |
| $E_5$    | 0.1765   | 0.3235   | 0.4118   | 0.0882   |

https://doi.org/10.1371/journal.pone.0262883.t003

https://doi.org/10.1371/journal.pone.0262883.t004
Fusion results of the algorithm under the improved weighting strategy

Calculate the similarity of the above evidence using a fusion model improved by the weighting method. Then we can get:

\[
\begin{bmatrix}
0.1689 & 0.1603 & 0.2473 & 0.0475 \\
0.1988 & 0.1432 & 0.1967 & 0.0945 \\
0.1520 & 0.1451 & 0.2972 & 0.0877 \\
0.1390 & 0.1549 & 0.2877 & 0.0804 \\
0.2181 & 0.2064 & 0.1831 & 0.0446 \\
0.1602 & 0.2121 & 0.2557 & 0.0438 \\
0.1451 & 0.2470 & 0.2495 & 0.0428 \\
0.1850 & 0.1767 & 0.2008 & 0.0725 \\
0.1628 & 0.1954 & 0.1978 & 0.0683 \\
0.1340 & 0.2002 & 0.3010 & 0.0656 \\
\end{bmatrix}
\]

\[S_i = \begin{bmatrix}
0.2204 & 0.2589 & 0.4838 & 0.0369 \\
0.3449 & 0.2355 & 0.4049 & 0.0147 \\
0.2282 & 0.1930 & 0.5742 & 0.0046 \\
0.1186 & 0.1838 & 0.6963 & 0.0012 \\
\end{bmatrix}\]

\[Sim_z = [0.6240, 0.6331, 0.6819, 0.6620, 0.6522, 0.6718, 0.6845, 0.6620, 0.7008]^T\]

\[Sim = [2.6010, 2.6324, 2.5445, 2.6895, 2.6715]^T\]

From this, calculate the weight of evidence, as 0.1980, 0.2003, 0.1937, 0.2047, and 0.2033, respectively.

After reassigning the weights, calculate the new BPA values for each piece of evidence:

\[
\begin{bmatrix}
0.2420 & 0.2323 & 0.3788 & 0.1469 \\
0.2552 & 0.3238 & 0.3395 & 0.0815 \\
0.3296 & 0.2627 & 0.3000 & 0.1076 \\
0.2335 & 0.2672 & 0.3960 & 0.1033 \\
0.3247 & 0.2653 & 0.3377 & 0.0723 \\
\end{bmatrix}
\]
The fusion results under the new probability are shown in Table 6.

**Fusion results of the algorithm under the improved Euclidean distance weighting strategy**

Analyze the above evidence using the algorithm under the improved distance strategy of this paper. Calculate the variance of distinct evidence for event support.

\[
d_{ij} = \begin{bmatrix} 0.0295 & 0.2059 & 0.0883 & 0.1471 \\ 0.1962 & 0.0686 & 0.1765 & 0.0883 \\ 0.0195 & 0.0784 & 0.0392 & 0.0981 \\ 0.0489 & 0.1470 & 0.0098 & 0.1079 \\ 0.1667 & 0.1373 & 0.0882 & 0.0588 \\ 0.0490 & 0.1275 & 0.1275 & 0.0490 \\ 0.0784 & 0.0589 & 0.0981 & 0.0392 \\ 0.2157 & 0.0098 & 0.2157 & 0.0098 \\ 0.2451 & 0.0784 & 0.1863 & 0.0196 \\ 0.0294 & 0.0686 & 0.0294 & 0.0098 \\ \end{bmatrix}
\]

\[
d(m_i) = [0.4708, 0.5296, 0.2352, 0.3136, 0.4510, 0.4510, 0.2746, 0.3530, 0.2746, 0.5294, 0.1372]^T
\]

The normalized variance is:

\[
d(m_i)/\sum d(m_i) = [0.1257, 0.1414, 0.0628, 0.0837, 0.1204, 0.0942, 0.0733, 0.1204, 0.1413, 0.0366]^T
\]

Calculate the conflicting credible weights of the evidence, and the credible weights of evidence for event support are 0.1983, 0.1983, 0.1846, 0.2107, and 0.2081, respectively, as shown in Table 7.

Based on the reassigned weights, calculate the new basic probability function values of the evidence, as shown in Table 8.

| Evidence | \(d(m_i)\) | \(d(m_i)\) | \(Sup(m_i)\) | \(Cre(m_i)\) |
|---|---|---|---|---|
| \(E_1\) | 1.5492 | 0.2068 | 0.7932 | 0.1983 |
| \(E_2\) | 1.5492 | 0.2068 | 0.7932 | 0.1983 |
| \(E_3\) | 1.9610 | 0.2618 | 0.7382 | 0.1846 |
| \(E_4\) | 1.1764 | 0.1570 | 0.8430 | 0.2107 |
| \(E_5\) | 1.2548 | 0.1675 | 0.8325 | 0.2081 |

Table 7. Credibility weight of evidence in support of the event.

https://doi.org/10.1371/journal.pone.0262883.t007

| Evidence | \(m(F_0)\) | \(m(F_1)\) | \(m(F_2)\) | \(m(F_3)\) |
|---|---|---|---|---|
| \(E'_1\) | 0.2408 | 0.2323 | 0.3799 | 0.1469 |
| \(E'_2\) | 0.2539 | 0.3240 | 0.3406 | 0.0815 |
| \(E'_3\) | 0.3288 | 0.2627 | 0.3008 | 0.1076 |
| \(E'_4\) | 0.2323 | 0.2673 | 0.3971 | 0.1033 |
| \(E'_5\) | 0.3230 | 0.2659 | 0.3385 | 0.0725 |

Table 8. The new BPA values for each evidence.

https://doi.org/10.1371/journal.pone.0262883.t008
From Table 8, we see that it redistributes the probabilities after adopting the trusting attitude to a part of the inter-evidence conflict, the implicit failure rate of evidence $E_2$ decreases, and the explicit failure rate increases; the probability of the normal state of evidence $E_3$ decreases and the probability of explicit failure increases; the probability of the normal state of evidence $E_5$ increases, and the changes of evidence $E_1$ and $E_4$ are smaller. Re-fused them, and it shows the new fusion results in Table 9.

### Comparative analysis of fusion results under different algorithms

This paper introduces the improved weighting strategy and distance strategy to quantify the correlation and conflict between evidence features in the research process. Compares the fusion results of the original, and improved algorithms, with the actual situation, as shown in Table 10.

From Table 10, the evidence after improved algorithm fusion under the weighting and distance strategies, reduces the probability of explicit failure of the system by 5.48% ~6.03% compared with the original algorithm; it reduces the probability of implicit failure by 1.12% ~1.15% and increases the probability of being in a normal state by 6.64% ~7.16%; the probability of early warning is 0.12%, which is consistent with the original algorithm fusion.

The analysis of the fusion results, as shown in Fig 3, leads to the following conclusions.

1. The changes in the fusion of evidence $E_1$ and $E_2$ before and after the algorithm improved are small, show that the conflicting nature between the two pieces of evidence is small and the conflict participation in the fusion has little impact on the results, as shown in Fig 3(A).

2. In the fusion with evidence $E_3$ and $E_4$, there is a significant change in the judgment that the system is in the $F_0$ state and $F_2$ state. The improved algorithm discards part of the worthless conflicting information in the evidence and absorbs part of the conflicting information in the two states of $F_0$ and $F_2$, leading to a large deviation before and after the improvement, as shown in Fig 3(B) and 3(C).

3. When fused with $E_5$, the probability that the system is in each state shows irregular fluctuations, but overall, the probability that the system is in $F_3$ state has been decreasing, as shown in Fig 3(D).

4. Fig 3(D) and 3(E) demonstrate the gap between the overall trend of fusion change and the actual situation. We can see that the improved fusion algorithm fully considers the conflict

| Table 9. Fusion results of improved algorithm under Euclidean distance strategy. |
|--------------------------|-----------------|-----------------|-----------------|-----------------|
| Value                    | $m(F_0)$ | $m(F_1)$  | $m(F_2)$  | $m(F_3)$  |
| $E''_1, E''_2$           | 0.2201   | 0.2709    | 0.4658    | 0.0431   |
| $E''_1, E''_2, E''_3$    | 0.2501   | 0.2469    | 0.4860    | 0.0161   |
| $E''_1, E''_2, E''_3, E''_4$ | 0.1829 | 0.2069    | 0.6050    | 0.0052   |
| $E''_1, E''_2, E''_3, E''_4, E''_5$ | 0.1850 | 0.1723    | 0.6415    | 0.0012   |

https://doi.org/10.1371/journal.pone.0262883.t009

### Comparative analysis of fusion results under different algorithms

| Table 10. Comparative analysis of fusion results under different algorithms. |
|--------------------------|-----------------|-----------------|-----------------|-----------------|
| Value                    | $m(F_0)$ | $m(F_1)$  | $m(F_2)$  | $m(F_3)$  |
| Dempster-Shafer Value    | 0.1186   | 0.1838    | 0.6963    | 0.0012   |
| Weighting strategy value | 0.1902   | 0.1726    | 0.6360    | 0.0012   |
| Distance strategy value  | 0.1850   | 0.1723    | 0.6415    | 0.0012   |
| Actual target            | 0.1695   | 0.1156    | 0.6450    | 0.0699   |

https://doi.org/10.1371/journal.pone.0262883.t010
factors between the evidence $E_2$ and $E_3$ and $E_1$, $E_4$ and $E_5$ if the evidence $E_2$ and $E_3$ have fully support for the hidden fault and normal states, respectively.

The stability analysis of the changing trend of the fusion results, as shown in Fig 4, reveals that the original algorithm fusion results fluctuate more with the actual value fitting curve, and the fluctuation of the fusion results with the actual value fitting curve under the weighting strategy and the distance strategy are the same, both improvements have a certain effect, but
the improved algorithm under the distance strategy is slightly better than the weighting strategy, and the target value of the fit is better. The improved algorithm under the distance strategy improves the fit with the actual situation by 9.47% compared with the original algorithm, and the improved algorithm under the weighting strategy improves the fit with the actual situation by 8.37%. Overall, the improved algorithm under the distance strategy has better results in diagnosing and predicting system faults and it is more effective in improving energy utilization efficiency.

**Conclusion**

In this paper, we propose an improved model of multi-source information fusion under the weighting strategy and distance strategy and check the validity by a case of wind turbine system fault diagnosis in northeastern China. The research results show that the improved algorithm approach under distance strategy has a better adaptability and fits to conflicting information, and quantifies the discrepancy of evidence to event support, credibility, and credible conflict weights considering the fit to reality. The involvement of credible conflicts in the
fusion diagnosis solves some uncertainties caused by the loss of credible conflicts and weakens the interference of untrustworthy conflicts on the results.

The proposed algorithm in this paper improves the accuracy of the calculation model, reduces the relevance and uncertainty in the process of using information features, and interprets the practical application significance of the evidence factors after readjusting the basic probability of the evidence. It also improves the scientific and rational system management, enables managers to have a better understand to the system operation status in time. Effectively reducing the system operation and maintenance costs and losses caused by the faults as well as improves the energy utilization efficiency and it has certain advantages in accuracy and timeliness of fault diagnosis.

The method is not only applicable to the wind farm calculations but also to the operational reliability analysis of other energy utilization systems that require comprehensive consideration of multiple factors. Considering the resource utilization efficiency in China, and the complexity and uncertainty of the system operational environment, in the future, we will study the complex system operation reliability in information technology development to improve the overall accuracy of the model and realize efficient management of system operation.
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