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ABSTRACT

Introduction: This study examined the effect of proficiency level on the second Language (L2) syntactic and semantic processing by addressing the role of procedural and declarative memory systems in light of the Declarative/Procedural (DP) model. The primary purpose was to determine to what extent proficiency accounts for native-like language processing in L2 in adult bilinguals who learned English (L2) after the age of 15 under explicit instruction.

Methods: Using a mixed-method design and an oddball violation paradigm, we examined the functional neural correlates of syntactic and semantic processing in two groups of Persian-English bilinguals (L1=Persian, L2=English; N=10 high-proficient, N=10 pre-intermediate levels; Gender= Female; mean age=25.50 years, SD = 5.09 years, age range = 19-35 years of age) across 6 different conditions. They included a visual stimulus task of 240 English sentences with three different experimental conditions (violated regular past forms or phrase structure rules or final-word semantic violation) and three control conditions (sets of correct sentences for each experimental condition). Both groups started learning English late (age of onset=15+) and under an explicit learning context. To evaluate the effect of L2 proficiency, Event-related potentials (ERPs) to target words in each condition were elicited across the N400 time window (300-500 ms) and the P600 time window (500-700 ms).

Results: Results showed different cortical responses in the two groups. Upon processing the violated forms, high-proficient subjects showed more native-like patterns of scalp activity in both lexical-semantic and syntactic processing. In contrast, less proficient learners have shown delayed onsets and or peaks of components, reduced amplitudes, or absent components in some regions. For instance, the difference in N400 amplitude for the incorrect regular past conditions was observed only in the pre-intermediate (PI) subjects in the O1 channel. This finding is compatible with the DP Model in that at lower levels of L2 proficiency, the participants show N400s or N400-like posterior negativities instead of Anterior Negativities (ANs). This finding shows the initial reliance on the declarative memory system for syntactic processing at lower levels of L2.

Conclusion: Our findings suggest that attained proficiency was a more determinant factor in the L1-like cortical representation of L2 than the age of acquisition and or the type of instruction/context. Several brain areas, similar to those observed for L1, were activated during L2 syntactic processing in high-proficient subjects addressing their reliance on the procedural memory system for syntactic processing to gain more proficiency. For instance, our results showed a significant difference in N400 amplitude for the incorrect regular past conditions in O1 for the PI subjects, which shows the initial reliance on the declarative memory system for syntactic processing at lower levels of L2.
1. Introduction

Unlike acquiring the first Language (L1), which is commonly considered natural and effortless, adult second Language (L2) learning is relatively laborious. Some scholars believe that adults cannot learn a second language using the same neurocognitive mechanisms children rely on for their first language (Lenneberg, 1967). According to Paradis (1994, 2004), L1 is generally acquired implicitly. In contrast, a second language will be acquired explicitly through different brain mechanisms if learned after a critical period (around the age of puberty). However, recent evidence indicates that even for language aspects such as grammar, L1-like brain processing may eventually be attained (Gilon-Dowens, Vergara, Barber, & Carreiras, 2010; Hahne, Mueller, & Clahsen, 2006; Stein- hauer, White, & Drury, 2009).

So far, many Second Language Acquisition (SLA) theories have accounted for the L1 versus L2 learning differences. For example, the proponents of the Critical Period Hypothesis (CPH) address the presence of a window of opportunity showing a limited developmental sensitive period beyond which the ability to learn language declines and consequently the ultimate L1 native-like proficiency seems far-fetched for L2 learners (Lenneberg, 1967). On the other hand, the Declarative/Procedural (DP) model (Ullman, 2001) proposes that L1 and L2 are initially processed by different underlying systems. While syntactic processing in L1 is procedural, aspects of L1 semantics related to the facts and meaning of words are processed in an explicit conscious manner through the declarative memory system. However, in L2, the syntax is initially processed consciously as rules are just learned. Practice and increased proficiency lead to automatic and less conscious L2 syntax processing. Unlike native speakers, low proficiency subjects relied on their declarative memory for processing L2 syntax as they needed more practice to process automatically. Several brain areas, similar to those observed for L1, were activated during L2 syntactic processing in high-proficient subjects addressing their reliance on the procedural memory system for automatic processing. Findings were opposite for the semantic processing. This finding shows that L2 learners initially draw on the concepts and semantic processing mechanism of their L1. With an increase in their L2 proficiency, diverging areas are activated as an independent meaning system is built for the L2.

Highlights

- Second Language (L2) proficiency significantly affects the first Language (L1)-like processing of L2 violations.
- Components close to N400 showed conscious syntactic processing in low proficiency.
- Components close to P600 showed automatic syntactic processing in high proficiency.
- L2 semantic violations activate similar areas as L1 in low proficiency.
- L2 semantic violations activate different areas from L1 in high proficiency.

Plain Language Summary

This study examined the underlying brain mechanisms responsible for the first Language (L1) and second Language (L2) syntactic and semantic processing. Proficiency level, age of acquisition, and type of learning/context are three significant factors accounting for the differences between L1 and L2 processing. According to the declarative/procedural (DP) memory model, drawing on the procedural memory system, syntactic processing in L1 is automatic and unconscious. Aspects of L1 semantics related to the facts and meaning of words are processed in an explicit conscious manner through the declarative memory system. However, in L2, the syntax is initially processed consciously as rules are just learned. Practice and increased proficiency lead to automatic and less conscious L2 syntax processing. Adult Persian-English bilinguals of high and low proficiency levels in English as their L2 were compared based on the components extracted from their processing of syntactic and semantic violations. Unlike native speakers, low proficient subjects relied on their declarative memory for processing L2 syntax as they needed more practice to process automatically. Several brain areas, similar to those observed for L1, were activated during L2 syntactic processing in high-proficient subjects addressing their reliance on the procedural memory system for automatic processing. Findings were opposite for the semantic processing. This finding shows that L2 learners initially draw on the concepts and semantic processing mechanism of their L1. With an increase in their L2 proficiency, diverging areas are activated as an independent meaning system is built for the L2.
Basic and Clinical neuroscience methods (Perani et al., 1998). The differences in the pattern of cerebral activation associated with the bilingual subjects’ L1 versus L2 using various neuroimaging methods (Perani et al., 1998). The different activation patterns could be ascribed to several confounding conditions, e.g. the Age of Acquisition (AoA), proficiency level, type of instruction (implicit vs. explicit), and so on. These studies show that L2 proficiency modulates the Event-Related Potential (ERP) signatures associated with L2 syntactic processing. In this regard, high proficient L2 learners often display L1-like patterns, whereas the ERP responses of low-proficient L2 learners demonstrate quantitative and qualitative differences (Diaz et al., 2016). Additionally, comparing with semantic processing, ERP effects of syntactic processing are more affected by AoA (Hahme & Friederici, 2001).

More significant differences between L1 and L2 in syntactic processing, but not semantic processing, suggest that while the same underlying structures (i.e. the declarative memory system) are responsible for semantic processing, L1 and L2 syntactic processing rely on different structures. That is, while syntactic processing in L1 is procedural, it relies on declarative memory in L2. The DP model describes both syntax and semantics and can account for the effect of individual differences on bilingual language processing. Similarly, some other SLA theories emphasize the distinction between these two memory systems, e.g. De Keyser’s (2007) skill acquisition theory, Anderson’s (1993, 2013) ACT (adaptive control of thought) model, Ellis’(2008) model of implicit and explicit knowledge, and Paradis (1994, 2004, 2009, 2013). Based on these theories, the two systems play a crucial role in language learning in a way that early L2 development is dependent on declarative memory, while later stages of learning are more dependent on procedural memory as the individual gains more proficiency in L2. As a consequence of increased exposure, experience, and proficiency, L2 learners rely more on their procedural (non-declarative) and implicit knowledge. Another confounding condition accounting for L1 vs. L2 learning differences is the learning context. For example, studies have shown that under implicit training conditions, L2 acquisition at later stages involves procedural memory functioning. However, when adult learners are exposed to a second language under explicit instruction of grammatical rules in the classroom context, the evidence suggests different L2 learning and neurocognitive outcomes from L1 (Brill-Schuetz & Morgan-Short, 2014).

ERP research has provided us with several activation patterns as a clear reference for examining the attainment of native language processing in L2 studies (Friederici, Steinhauser, & Pfeifer, 2002). Difficulties in lexical/semantic processing in L1 elicit central or posterior bilaterally-distributed negativities (N400). Fkjfhgor semantic violations, in both L1 and L2, N400 was elicited even after minimal L2 exposure, although in some cases, the N400 in L2 was delayed or last longer (Steinhauer et al., 2009; Ullman, 2001). On the contrary, L2 differs from L1 in syntactic processing aspects, particularly at lower levels of proficiency in which Anterior Negativities (ANs) do not appear. Instead, participants show N400s or N400-like posterior negativities and a typically larger positivity for higher proficient bilinguals in response to syntactic violations (P600) (Osterhout et al., 2008). P600 is associated with the activation of procedural memory areas while processing violated L2 regular past tense and phrase structures, although inconsistent results have been reported about this component (Ullman, 2003, 2006, 2015). Accordingly, this study was conducted to investigate the significant differences between the ERP components elicited from the processing of English regular past tense verbs, phrase structure, and final semantic word violations in pre-intermediate and high proficient adult L2 learners.

2. Methods

2.1. Participants

A total number of 20 healthy right-handed adult subjects (L1=Persian, L2=English; 10 high-proficient/Advanced (Ad), 10 Pre-Intermediate (PI) levels; the age of learning onset >15 years; Gender = Female; mean age=25.50 years, SD = 5.09 years, age range = 19-35 years of age), without any neurological or psychiatric pathology, were enrolled in this study. Sampling was non-probability
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purposive. The initial population included 51 Persian EFL (English as a foreign language) learners who filled out the Language Experience and Proficiency Questionnaire (LEAP-Q). For assessing language profiles and demographic questions in bilinguals and multilingual (Marian, Blumenfeld, & Kaushanskaya, 2007), they did the Edinburgh inventory of handedness (Oldfield, 1971) and took the online Oxford Placement Test (OPT).

The subjects were assigned into two groups of Pre-Intermediate (B1) and high proficient (C1) levels based on the Common European Framework of Reference (CEFR) (N=14 in each group). Eight subjects were selected randomly (four from each group) for piloting the task conditions in terms of both behavioral data and the ERPs. Extracted data from these subjects were not included in the final study analysis due to the learning and noticing effect. Some variables were controlled through the demographic questionnaire. The age of acquisition, i.e. the age of onset for participants in both groups, was over 15 years (around puberty). The pre-intermediate group had the language experience of fewer than 5 years, and the advanced group had the experience of learning English of between 5 to 8 years. The educational level of all participants was either a BA or MA in Psychology, Linguistics, Engineering, Neuroscience, and Law. They all learned English explicitly through English language institutes or school courses and mainly through the grammar-translation methods, therefore, regarded as “compound bilinguals” (Nilipour, 1973, p. 3). They all knew only two languages, and their mother tongue was Persian. They either volunteered or accepted to participate for monetary rewards. All participants signed a standard international consent based on the Declaration of Helsinki for Medical Studies (2018).

2.2. Stimuli

The ERP task data (including the list of sentences for all 6 conditions) were adopted from Newman, Tremblay, Nichols, Neville, and Ullman (2012). The list consisted of 240 simple declarative English sentences, 40 in each of the 6 conditions (Table 1).

For each correct sentence, an anomalous version was created to correspond to the experimental version. Stimuli were counterbalanced across subjects such that each subject saw only the control or the anomalous version of a given sentence. Condition 1b (CV) included 40 sentences (control) with the regular past tense verb; all sentences had similar structures, beginning with “Yesterday...” or “Last week...” or “any other past tense marker adverb,” followed by a pronoun (I, he, she, etc.), the verb, and then the post-verbal argument. For each sentence, a corresponding anomalous experimental sentence was created by replacing the past tense inflected form of the verb with its stem (unmarked) form (e.g. Last week, he fail the exam.) (Condition 1a, ICV). In condition 2a (ICEMV), 40 sentences (experimental) belonged to the syntactic condition in which phrase structure anomalies were created by reversing the order of the object noun and the closed-class function word following it, e.g. “Yesterday I cut Max’s with apple caution” instead of apple with”. Or “Martha had to leader the follow at school” instead of follow the leader. Condition 2b (CSEMV) included 40 sentences of the similar phrase structure as condition 2b, only with correct sentences. Condition 3a (ICEMW) included 40 experimental sentences with the anomalous version of each being created by replacing the object noun in the final position of the sentence with another noun that was semantically incongruent, given the preceding context, e.g. “Yesterday I sailed Todd’s hotel instead of boat”. All sentences in conditions 1a and 1b, and 3a and 3b had similar structures, consisting of two words (including the grammatical subject), followed by a verb and a proper noun (except in the case of phrase structure violations of conditions 2a and 2b, where the violation was produced by swapping the positions of this noun and the following closed-class word). Correctly-formed control sentences for the phrase structure and lexical-semantic conditions were quite similar to each other.

The presentation of each sentence was initiated by the subject’s pressing either of the two response buttons, which caused the outline of a box (7×3 degrees of visual angle) to appear in the center of the screen, followed by the first word after a variable (random) delay of 300-1100 ms to attenuate ERP effects associated with the expectation of forthcoming stimuli. Each trial (word) was shown to the participants at a rate found to be comfortable for them in the pilot testing of the task by Newman et al. (2012). The trial presentation duration was 300 ms (SOA 500 ms). To forestall subjects’ responding, and possibly generating ERP artifacts, the box outline remained on the screen for a random period of 300 to1100 ms following the onset of the final word of each sentence. The words of the sentence were presented one at a time, with each word displayed for 300 ms and a 200-ms delay between words. The outline of the box remained for 1500 ms after the last word of the sentence. After the box disappeared from the screen, the correct or incorrect sentence should be pointed via a right click or left click, respectively. After the last word of each sentence, the fixation cross remained on the screen for an additional 500 ms. Afterward, the participants had up to 5 seconds to make a judgment about whether the sentence
was correct or incorrect, using the buttons of a computer mouse. The next sentence and the fixation cross came up immediately after the response.

2.3. The ERP recording

The recording duration was 25-30 minutes using an EEG amplifier (Mitsar) and the WinEEG software at the Psychology Lab of Shahid Beheshti University, Department of Psychology, Tehran, Iran. The stimuli were presented visually on an 18.5” computer screen of 1369×768 Pixels quality using Psystask 1.52. The stimuli were given, and data were recorded via a dual-core Pentium computer under Windows 7 Ultimate.

The EEG cap of the right size was placed on the subjects’ head and then attached to the EEG electrodes while the subjects were sitting still on chairs. The subjects were asked to fixate their eye movement into the screen and push the right and the left button on the computer mouse without moving their hands, body, or eyes. The right bottom entailed the correctness of the trials, and the left bottom represented the incorrect responses. There was a pilot of random 10 sentences for each subject to warm up and practice the procedure. The subjects had two intervals when the researcher paused the recording and gave them drinks or food to prevent fatigue or muscle tension. After the data were recorded, they were extracted in EDF format and provided for the data analysis.

Continuous ERP data were recorded from each participant via 32 tin electrodes, only 19 of which were active. Electrode positions were specified by the international 10–20 system (FP1, FP2, FPz, Fz, F3, F4, FCz, C3, Cz, C4, CPz, P3, T3, T4, T5, T6, Pz, P4, O1, O2 left/right auricles). Impedances were lowered to <5 kΩ. EEG was amplified using an online bandpass filter of 208 Hz. Trials with blinks, eye movements, or excessive noise were identified off-line (using a maximum peak-to-peak amplitude threshold tailored to each participant’s data) and discarded.

2.4. Data analysis

A 2-sample t test was used to compare the ERP latency and amplitude of the two groups on each condition, and each group’s performance on the violated and correct sets of conditions. One-way ANOVA was used to compare the ERPs of the groups across different conditions. ERPs to target words in each condition were elicited across the N400 time window (300-500 ms) and the P600 time window (500-700 ms), i.e. 100 ms before and after the target word.

3. Results

3.1. Between-group comparisons

Figures 1 and 2 show the distribution of t value for the comparison of P600 (peak latency and amplitude, respectively) between the Ad and PI subjects in all 6 conditions. In general, the results showed that the P600 latency between Ad and PI subjects was different for the conditions shown in Table 2 among the experimental conditions, the t value for P600 peak latency was different significantly only for the incorrect past tense verb (ICV) condition and in O2 (P=0.039463, t=2.2205, con-

Table 1. Summary of the stimuli task condition

| Condition No. | Label*  | Type       | Type of Violation                                                                 | No. of Sentences | Sample Sentence                              |
|---------------|---------|------------|-----------------------------------------------------------------------------------|-----------------|----------------------------------------------|
| 1a            | ICV     | Experimental | Incorrect regular simple past tense verbs in English with –ed inflections          | 40              | Last week, he fail the exam.**              |
| 1b            | CV      | Control    | Correct regular simple past tense verbs in English with –ed inflections            | 40              | Yesterday he seemed to be happy.            |
| 2a            | ICSMV   | Experimental | Incorrect phrase structure                                                          | 40              | Martha had to leader the follow at school.** |
| 2b            | CSMV    | Control    | Correct phrase structure                                                           | 40              | I need to bring some lemonade to my friend. |
| 3a            | ICSEMWM | Experimental | Incorrect final word (semantically)                                               | 40              | She loved playing the guitar, so she joined the text.** |
| 3b            | CSEMWM  | Control    | Correct final word (semantically)                                                 | 40              | They raise pigs on their farm.              |

*ICV: Incorrect regular past verb, CV: Correct regular past verb, ICSMV: Incorrect word order (Phrase Structure), CSMV: Correct word order (Phrase Structure), ICSEMWM: Incorrect final word semantic, CSEMWM: Correct final word semantic

**Sentences with semantic or syntactic violation
Table 2. Between-group comparison, P600 Latency across the task conditions

| Condition | Channel | P       | t      | Confidence Interval (CI) | Upper Bound | Lower Bound |
|-----------|---------|---------|--------|--------------------------|-------------|-------------|
| CV        | T6      | 0.023561| 2.4737 |                          | 0.0087095   | 0.10689     |
| ICV       | O2      | 0.039463| 2.2205 |                          | 0.003112    | 0.11249     |
| CSEMW     | T5      | 0.016073| -2.6563|                          | -0.11498    | -0.013423   |
| CSEMW     | P3      | 0.029353| -2.3669|                          | -0.131      | -0.0077976  |

*ICV: Incorrect regular past verb, CV: Correct regular past verb, ICSEM: Incorrect word order (Phrase Structure), CSEM: Correct word order (Phrase Structure), ICSEM: Incorrect final word semantic, CSEM: Correct final word semantic

Table 3. Between-group comparison, P600 amplitude across the task conditions

| Condition | Channel | P       | t      | Confidence Interval (CI) | Upper Bound | Lower Bound |
|-----------|---------|---------|--------|--------------------------|-------------|-------------|
| CSEMV     | F4      | 0.044343| -2.1619|                          | -2.5495     | -0.036458   |
| CSEMV     | Pz      | 0.034565| -2.2864|                          | -3.4137     | -0.14433    |
| CSEMW     | F7      | 0.024598| -2.4529|                          | -2.0626     | -0.1594     |
| CSEMW     | T3      | 0.045798| -2.1456|                          | -2.0382     | -0.021421   |
| CSEMW     | Pz      | 0.037971| -2.2397|                          | -3.2092     | -0.10262    |
| CSEMW     | O1      | 0.005137| -3.1842|                          | -2.8377     | -0.58166    |

Figure 1. Distribution of t-value for the P600 peak latency, comparison between the Ad and PI group. The more the color goes red, the larger the P600 peak latency for the Ad group as compared with the PI group. Conversely, blue areas are the regions where the p600 peak latency is greater for the PI group.

CV: Correct regular past tense verb; ICV: Incorrect regular past tense verb; CSEM: Correct phrase structure; ICSEM: Incorrect phrase structure (word order); CSEM: Correct Semantic Final Word; ICSEM: Incorrect Semantic Final Word; denotes P<0.05.
For correct sentences in all conditions, the P600 peak amplitude was smaller for the Ad group as compared with the PI (Table 3). P600 peak amplitude between the Ad and PI subjects was significantly different for the correct final semantic word sentences (CSEMW) and correct phrase structure (CSEMV) conditions (P<0.05).

Results (Table 4) showed that the t-value for N400 peak latency differed between the two groups (higher in the advanced group) in correct and incorrect past tense verb (CV & ICV), correct and incorrect phrase structure (CSEMV & ICSEMV). For correct sentences in all conditions, the P600 peak amplitude was smaller for the Ad group as compared with the PI (Table 3).

Figure 2. Distribution of t value for the P600 peak amplitude, comparison between the Ad and PI group. The more the color goes red, the larger the P600 amplitude is for the Ad group compared with the PI group. Conversely, blue areas are the regions in which peak amplitude is greater for the PI group.

Table 4. Between-group comparison, N400 latency across the task conditions

| Condition | Channel | p  | t   | Confidence Interval (CI) |
|-----------|---------|----|-----|--------------------------|
| CV        | Cz      | 0.038889 | 2.2278 | 0.002631 - 0.089769 |
|           | T5      | 0.025347 | 2.4383 | 0.008081 - 0.10872  |
|           | P3      | 0.00072753 | 4.0645 | 0.036136 - 0.11346  |
|           | Pz      | 0.011512 | 2.813  | 0.01458 - 0.10062   |
|           | P4      | 0.0014373 | 3.7589 | 0.030258 - 0.10694  |
|           | T6      | 0.014718 | 2.6979 | 0.012435 - 0.099965 |
|           | O1      | 0.027025 | 2.4072 | 0.0072012 - 0.106  |
|           | O2      | 0.014873 | 2.6929 | 0.014817 - 0.11998  |
| ICV       | T6      | 0.013021 | 2.7554 | 0.016532 - 0.12267  |
|           | O2      | 0.025093 | 2.4432 | 0.0077334 - 0.10267 |
| CSEMV     | T5      | 0.044242 | 2.163  | 0.0017111 - 0.11749 |
|           | Pz      | 0.04008 | 2.2127 | 0.0021823 - 0.084218 |
|           | O1      | 0.024955 | 2.4459 | 0.0084623 - 0.11154 |
| ICSEMV    | O2      | 0.015952 | 2.6599 | 0.012147 - 0.10345  |
| ICSEMW    | T6      | 0.0079752 | 2.983  | 0.021231 - 0.12237  |
|           | O2      | 0.016468 | 2.6448 | 0.012298 - 0.1073   |

*CSEMV: Correct word order (Phrase Structure), CSEMW: Correct final word semantic
Comparison between the Ad and PI group. The more the color goes blue, the larger the N400 latency is for the Ad group compared with the PI group. Conversely, red areas are the regions in which the latency is smaller for the PI group (Negative wave).

CV: Correct regular past tense verb; ICV: Incorrect regular past tense verb; CSEMV: Correct phrase structure; ICSEMV: Incorrect phrase structure (word order); CSEMW: Correct semantic final word; ICSEMW: Incorrect semantic final word; * Denotes P<0.05.

ICSEMV), and Incorrect Semantic Final Word (ICSEMW) conditions. In all of the experimental conditions significant difference was seen in T6 and O2 regions, i.e. for ICV (T6, Pval=0.013021, tval=2.7554, confidence interval: 0.016532-0.12267; and O2, Pval=0.025093, tval=2.4432, confidence interval: 0.0077334-0.10267, P <0.05), for ICSEMV (O2, Pval=0.015952, tval=2.6599, confidence interval: 0.012147-0.10345, P <0.05), and for ICSEMW (T6, Pval=0.0079752, tval=2.983, confidence interval: 0.021231-0.12237; and O2, Pval=0.016468, tval=2.6448, confidence interval: 0.012298-0.1073, P <0.05).

Figure 3. Distribution of t value for the N400 peak latency

Figure 4. Distribution of t value for the N400 peak amplitude, comparison between the Ad and PI group
N400 latency between Ad and PI subjects was different in T5, Pz, and O1 for condition 3b (CSEMW). Results showed that the incorrect semantic sentences increased the latency of N400 in the Ad group. More significant differences were found for the correct sentences than the incorrect ones. Semantic processing caused some significant differences in the temporal, parietal, and occipital regions. T5, Pz, and O1 for correct sentences and O2 (ICSEMW, O2: Pval=0.015952, Table 5.

| Condition         | Channel | P      | t      | Upper Bound | Lower Bound |
|-------------------|---------|--------|--------|-------------|-------------|
| CV                | Fp1     | 0.041391 | -2.1966 | -3.5647     | -0.079336   |
|                   | Fp2     | 0.038226 | -2.2364 | -3.0354     | -0.094797   |
|                   | F7      | 0.018462 | -2.5906 | -3.8022     | -0.39683    |
|                   | Fz      | 0.049009 | -2.1111 | -4.3778     | -0.01061    |
|                   | F4      | 0.032091 | -2.3231 | -3.9137     | -0.19653    |
|                   | F8      | 0.025726 | -2.4311 | -3.769      | -0.27461    |
|                   | T4      | 0.033886 | -2.2962 | -2.0268     | -0.09002    |
| ICV               | T5      | 0.046913 | 2.1334  | 0.024962    | 3.2233      |
| CSEMV             | Fp1     | 0.0023067 | -3.5463 | -3.5648     | -0.9124     |
|                   | Fp2     | 0.0055033 | -3.1529 | -2.1374     | -0.42798    |
|                   | F7      | 0.03935  | -2.2219 | -5.995      | -0.16778    |
|                   | F3      | 0.015191 | -2.683  | -4.1053     | -0.49949    |
|                   | Fz      | 0.023114 | -2.4829 | -3.3988     | -0.28323    |
|                   | F4      | 0.049945 | -2.1015 | -2.6306     | -0.00035436 |
| ICSEMV            | T3      | 0.02055  | -2.5394 | -2.2271     | -0.21045    |
|                   | C3      | 0.026832 | -2.4107 | -3.1973     | -0.21952    |
|                   | C4      | 0.02183  | -2.5104 | -2.3009     | -0.20432    |
|                   | Pz      | 0.021878 | -2.5094 | -3.608      | -0.31964    |
|                   | P4      | 0.027124 | -2.4038 | -3.4377     | -0.23114    |
| CSEMW             | F7      | 0.03929  | -2.2227 | -4.625      | -0.13023    |
|                   | F3      | 0.034858 | -2.2822 | -3.645      | -0.15072    |
| ICSEMW            | O1      | 0.044959 | 2.1549  | 0.040498    | 3.1927      |

*ICV: Incorrect regular past verb, CV: Correct regular past verb, ICSEMV: Incorrect word order (Phrase Structure), CSEMV: Correct word order (Phrase Structure), ICSEMW: Incorrect final word semantic*
a negative component appeared in the frontal regions (Fp1, Fp2, Fp3, F7, F4, & Fz) upon processing the incorrect English regular past tense verbs in high-proficient EFL learners. Also, the grand average results for the Ad group show P600 in Pz, P3, and O1 during the processing of the incorrect regular past verb.

Figure 5 shows the difference between the ERP data elicited by the experimental and control conditions related to the processing of correct and incorrect phrase structure by the Ad subjects in P3 and T5 electrodes; however, further statistical analysis showed that this difference was only statistically significant in T5.

Within the time window of 100-200 ms, a negative component (N400) appeared in the frontal regions (FZ, F4, F7, FP1, FP2, F3) upon the processing of Incorrect Final Word Semantic Sentences (ICSEMW) in the Ad subjects. However, no statistically significant N400 difference was observed in the Ad subjects while processing correct and incorrect final word semantic sentences. On the other hand, only at T3, there was a significant P600 amplitude difference between the two conditions (CSEMW & ICSEMW) (Figure 7).

Figure 6 shows the significant difference in N400 amplitude for the incorrect regular past conditions only in O1 for the PI subjects. P600 amplitude did not differ significantly between the two conditions for these subjects; however, not significantly, the P600 latency in F7 was bigger for the PI as compared with the Ad subjects.

There was no significant P600 and N400 amplitude difference between the CSEMW and ICSEMW conditions for the PI subjects.

4. Discussion

A negative component appeared in the frontal regions (Fp1, Fp2, Fp3, F7, F4, & Fz) upon processing the incorrect English regular past tense verbs in high-proficient EFL learners, which confirms Newman, Pancheva, Ozawa, Neville, and Ullman (2001)'s findings in which syntactic violations elicited greater activation than semantic anomalies in several regions of the superior frontal lobe.
In the left hemisphere, the study showed a significant difference in N400 amplitude for the incorrect regular past conditions only in O1 for the PI subjects. This finding is compatible with Osterhout et al. (2008)'s explanation in that L2 differs from L1 in aspects of syntactic processing, in particular at lower levels of proficiency in which Anterior Negativities (ANs) do not appear and instead participants show N400s or N400-like posterior negativities. This result shows the initial reliance on the declarative memory system for syntactic processing at lower levels of L2. On the contrary, in higher L2 proficiency levels, ANs are reported (Gilon-Dowens et al., 2010), which shows the reliance on native language processing mechanisms in syntactic processing (i.e. procedural memory and the basal ganglia) for more proficient L2 users.

In addition, the grand average results showed P600 amplitude differences in Pz, P3, and O1 during the processing of the incorrect regular past verb for the Ad subjects of this study. And it did not differ significantly between the correct and incorrect regular past tense conditions of the PI group. Instead, during the processing of the incorrect regular past verbs, the P600 latency in F7 was bigger for the PI as compared with the Ad subjects, which could reflect the time the PI subjects needed for retrieval of the elements. This larger P600 latency for the PI subjects could be explained in light of the discussions of the P600 by Friederici et al. (2002) and Hagoort (2003). They claimed that if the P600 reflects the creation or destruction of syntactic relations, then the latency of the P600 should reflect the time needed for retrieval of the elements that participate in those relations. In contrast, the duration and amplitude of the P600 should be a function of the structure-building processes themselves. They then predicted that different structural and lexical manipulations should impact the P600 differently. Manipulations that impact retrieval processes should change the latency of the P600. In contrast, manipulations that impact the number and type of syntactic relations should change the amplitude and or duration of the P600.

Our findings showed that within the time window of 300-500 ms, a negative component appeared in the parietal regions (P3, Pz, and P4) upon the processing of both correct and incorrect phrase structures. The negative wave was stronger in the case of correct sentences as opposed to the incorrect word orders, which contrasts with Weber-Fox and Neville (1996)'s who reported no early negativity compared to monolinguals in all but one of the 5 groups of L2 learners in the phrase struc-
ture condition. This part of our findings is not consistent with the critical period hypothesis, which maintains that there is a biologically determined critical period in language acquisition, implying that late learners of an L2 cannot achieve native-like proficiency. Our findings also showed that word order violation caused another negative component, mostly in the frontal and central regions; furthermore, within the time window of 100-300 ms, a negative component appeared in the left anterior electrodes of F3, T3, FP1, and F7. This finding is consistent with Newman, Pancheva, Waligura, and Neville (2001)'s who reported that syntactic violations typically elicit one or more ERP components that are distinct from the N400. The most widely-reported components are left anterior negativities (LANs2-150–500 ms) and later positivities (500-1000 ms), frequently labeled P600s3. A biphasic LAN-late positivity pattern has been observed for phrase structure violations, syntactic agreement violations, and violations of morphological structure. According to one view, early (100-200 ms) LANs, which are frequently observed in response to phrase structure violations, reflect early word category identification and syntactic structure building, while LANs in the 300–500 ms range reflect morphological processing, as well as syntactic and lexical integration (Friederici, 2002). Left anterior negativities have been observed in correlation with phrase structure violations also in Friederici, Pfeffer, and Hahne (1993), Friederici, Hahne, and Mecklinger (1996), and Münte, Heinze, and Mangun (1993).

Moreover, P600 latency showed no significant differences between the two groups of subjects during the final word semantic condition. P600 peak amplitude between the Ad and PI subjects was significantly different for the correct final semantic word sentences only (F4 and Pz). This finding agrees with Newman et al. (2007). They asserted that since the P600 was first identified, it has been widely assumed to be observed in anomalous or difficult sentences that reflect syntactic processes.

Our analysis showed that the latency of the P600 component for incorrect regular past tense sentences in the occipital region (O2) was significantly higher in the Ad than in the PI group. Besides, based on the t value results and the confidence intervals obtained, it can be deduced that the P600 amplitude was smaller for the Ad group than the PI group when the correct sentences were shown to subjects. In other words, it seems that the PI subjects did expect to observe a conceptual error (semantic violation) because they did not have sufficient English control in correct sentences. However, the statistical analysis does not show a significant difference in the P600 amplitude between the Ad and PI groups while processing sentences with violations. It is important to note that this finding does not mean the absence of the P600 component. Rather it implies that the amplitude of this component between the two groups was not significantly different.
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