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Abstract Minimizing the sum of a convex function and a composite function appears in various fields. The generalized Levenberg–Marquardt (LM) method, also known as the prox-linear method, has been developed for such optimization problems. The method iteratively solves strongly convex subproblems with a damping term.

This study proposes a new generalized LM method for solving the problem with a smooth composite function. The method enjoys three theoretical guarantees: iteration complexity bound, oracle complexity bound, and local convergence under a Hölderian growth condition. The local convergence results include local quadratic convergence under the quadratic growth condition; this is the first to extend the classical result for least-squares problems to a general smooth composite function. In addition, this is the first LM method with both an oracle complexity bound and local quadratic convergence under standard assumptions. These results are achieved by carefully controlling the damping parameter and solving the subproblems by the accelerated proximal gradient method equipped with a particular termination condition. Experimental results show that the proposed method performs well in practice for several instances, including classification with a neural network and nonnegative matrix factorization.
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1 Introduction

We consider the nonconvex optimization problem of minimizing the sum of a convex function and a composite function:

\[ \min_{x \in \mathbb{R}^d} \left\{ F(x) := g(x) + h(c(x)) \right\} \tag{1.1} \]

Here, \( g : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\} \) is proper closed convex (but possibly nonsmooth), \( h : \mathbb{R}^n \to \mathbb{R} \) is smooth convex, and \( c : \mathbb{R}^d \to \mathbb{R}^n \) is smooth. The function \( g \) can also represent convex constraints by setting \( g \) to an indicator function. Optimization problems of this form appear in various fields, including statistics, signal processing, and machine learning. A typical example is regression and classification; the task is learning a function that predicts \( y \in \mathbb{R}^q \) from \( x \in \mathbb{R}^p \), given many data pairs, \((x_1, y_1), \ldots, (x_N, y_N)\). Let \( \phi_w : \mathbb{R}^p \to \mathbb{R}^q \) be the function to be learned, and \( \ell : \mathbb{R}^q \times \mathbb{R}^q \to \mathbb{R} \) be a function that measures the error. The function \( \phi_w \) is parametrized by \( w \in \mathbb{R}^d \), and its modern example is neural networks. Then, the task is formulated as

\[ \min_{w \in \mathbb{R}^d} \frac{1}{N} \sum_{i=1}^N \ell(\phi_w(x_i), y_i), \]

and this optimization problem is an instance of (1.1).

The Levenberg–Marquardt (LM) method \([28, 31]\) was first introduced for least-squares problems, \( h(\cdot) = \frac{1}{2}\|\cdot\|^2 \), and has been extended to the general problem (1.1) \([18, 29, 34]\). The generalized LM method,\(^1\) given the \( k \)-th iterate \( x_k \in \mathbb{R}^d \), defines the next one \( x_{k+1} \) as an exact or approximate solution to the subproblem

\[ \min_{x \in \mathbb{R}^d} \left\{ \bar{F}_{k, \mu}(x) := g(x) + h(c(x_k)) + \nabla c(x_k)(x - x_k) + \frac{\mu}{2}\|x - x_k\|^2 \right\}, \tag{1.2} \]

where \( \mu > 0 \). This problem is strongly convex and hence has a unique optimum. The objective function \( \bar{F}_{k, \mu} \) is obtained by approximating \( c \) in \( F \) with the Jacobian matrix \( \nabla c(x_k) \in \mathbb{R}^{n \times d} \) and adding a damping term that enforces the next iterate \( x_{k+1} \) to be close to \( x_k \). As we will see in the next section, various LM methods have been proposed, and the difference lies in, for example, the choice of the damping parameter \( \mu \). We propose a new LM method that achieves theoretically fast global and local convergence.

To evaluate the global convergence rate of LM methods, several studies \([10, 18, 32, 38, 42]\) have derived upper bounds on iteration complexity, which is the number of iterations required to find an \( \varepsilon \)-stationary point. The iteration complexity makes sense as a measure for the whole running cost if we explicitly compute \( c(x_k) \) and \( \nabla c(x_k) \) before solving subproblem (1.2) and their computational costs are dominant; then,

\(^1\) In this paper, we refer to the LM method extended to the general case as the generalized LM method or simply the LM method. In some literature (e.g., [18]), it is called the proximal linear method or the prox-linear method.
Fig. 1.1: Minimization of the Rosenbrock function [37]: \( \min_{(x,y) \in \mathbb{R}^2} (x - 1)^2 + 100(y - x^2)^2 \). GD is gradient descent where the step-size is adaptively chosen by standard backtracking with the Armijo condition. The starting point of each algorithm is \((0,0)\) and the optimal solution is \((1,1)\). The left figure shows the sequences generated by each method.

The total cost of LM is proportional to the iteration complexity. On the other hand, computing the \( n \times d \) matrix \( \nabla c(x_k) \) should be avoided from a practical standpoint for large-scale problems where \( n \) and \( d \) amount to thousands or millions. For such problems, it is practical to access \( c \) through the Jacobian-vector products \( \nabla c(x_k)u \) and \( \nabla c(x_k)^\top v \) without explicitly computing \( \nabla c(x_k) \) [19]. This case, the iteration complexity is no longer appropriate as a measure of complexity because it hides how many times the Jacobian-vector products are computed to solve subproblem (1.2), and oracle complexity is used instead. The oracle complexity is the number of oracle calls required to find an \( \epsilon \)-stationary point. In this paper, we assume that we have access to oracles that compute \( c(x), \nabla c(x)u, \nabla c(x)^\top v, h(y), \nabla h(y), \) and

\[
\text{prox}_{\eta g}(x) := \arg\min_{z \in \mathbb{R}^d} \left\{ g(z) + \frac{1}{2\eta} \|z - x\|^2 \right\}
\]

for given \( x, u \in \mathbb{R}^d, y, v \in \mathbb{R}^n, \) and \( \eta > 0, \) as in [19]. We analyze the iteration complexity of the proposed LM method for small-scale problems and the oracle complexity for large-scale problems.

The local behavior of the sequence \((x_k)_{k \in \mathbb{N}}\) should also be investigated because some algorithms move faster in the neighborhood of a stationary point. For example, Newton’s method (with regularization) achieves local quadratic convergence but requires the costly computation of Hessian matrices; the gradient descent (GD) method does not use Hessian but fails quadratic convergence. Some LM methods, including ours, achieve local quadratic convergence without Hessian by exploiting the composite structure of \( h(c(x)) \) in problem (1.1). Fig. 1.1 shows that our LM method has a better local performance than GD.

\[\text{Automatic differentiation libraries such as JAX [11] compute the Jacobian-vector products at several times the cost of evaluating } c(x). \text{ See, e.g., the JAX documentation [40].}\]
Our contribution

We define the set $S_{k,\mu}$ of approximate solutions to subproblem (1.2) (see (3.7) for the definition of $S_{k,\mu}$) and propose an LM method (Algorithm 1) that computes a point in $S_{k,\mu}$ at each iteration $k \in \mathbb{N}$. Our theoretical contributions are listed below.

- **Iteration complexity.** The proposed method has parameters $g^*$ and $h^*$ such that $g^* \leq \inf_{x \in \mathbb{R}^d} g(x)$ and $h^* \leq \inf_{y \in \mathbb{R}^n} h(y)$. Define $\Delta_k$ and $F^*$ by
  \[
  \Delta_k := F(x_k) - (g^* + h^*), \quad F^* := \inf_{x \in \mathbb{R}^d} F(x).
  \]  
  (1.3)
  Note that $\Delta_k \geq 0$ by definition.) Our LM method has the following iteration complexity bound for an $\varepsilon$-stationary point:
  \[
  O\left( \frac{L_c \sqrt{L_h \Delta_0}}{\varepsilon^2} (F(x_0) - F^*) \right),
  \]  
  where $L_c$ and $L_h$ denote the Lipschitz constants of $\nabla c$ and $\nabla h$.

- **Oracle complexity.** When a point in $S_{k,\mu}$ is computed by an accelerated method (Algorithm 2), our LM method has the following oracle complexity bound for an $\varepsilon$-stationary point:
  \[
  O\left( \frac{L_c \sqrt{L_h \Delta_0}}{\varepsilon^2} (F(x_0) - F^*) \left( 1 + \sqrt{\kappa \log \kappa} \right) \right),
  \]  
  (1.5)
  where
  \[
  \kappa := 1 + \frac{\sqrt{L_h \sigma^2}}{L_c \sqrt{\Delta_0}}, \quad \sigma := \sup_{k \in \mathbb{N}} \|\nabla c(x_k)\|_{\text{op}},
  \]  
  (1.6)
  and $\|\cdot\|_{\text{op}}$ denotes the operator norm.

- **Local convergence.** For our method, the sequences $(F(x_k))_{k \in \mathbb{N}}$ and $(\Delta_k)_{k \in \mathbb{N}}$ are ensured to converge to some values, say $F_\infty$ and $\Delta_\infty$. We analyze the order of convergence of $(F(x_k))_{k \in \mathbb{N}}$ assuming the following Hölderian growth condition: for some $1 \leq r < 3$, $\gamma > 0$, and $K \in \mathbb{N}$,
  \[
  \frac{\gamma}{r} \dist(x_k, X^*)^r \leq F(x_k) - F_\infty, \quad \forall k \geq K,
  \]  
  (1.7)
  where $\dist(x, X^*)$ denotes the distance between the point $x \in \mathbb{R}^d$ and the set $X^* \subseteq \mathbb{R}^d$ of stationary points. In particular,
  \begin{itemize}
    \item if $r = 2$ and $\Delta_\infty = 0$, then $(F(x_k))_{k \in \mathbb{N}}$ converges quadratically;
    \item if $r = 2$ and $\Delta_\infty$ is small enough, then $(F(x_k))_{k \in \mathbb{N}}$ converges linearly.
  \end{itemize}
  A significant result is that our LM method simultaneously achieves both an oracle complexity bound and local quadratic convergence under standard assumptions. As shown in Table 2.1 later, some existing LM methods have iteration and oracle complexity bounds, and other LM methods have an iteration complexity bound and local quadratic convergence. However, to the best of our knowledge, no methods exist with an oracle complexity bound and local quadratic convergence, even for least squares.
Achieving an oracle complexity bound and local quadratic convergence simultaneously is challenging due to the following two conflicts. First, the damping parameter $\mu$ needs to be small for local quadratic convergence, while a small $\mu$ increases the cost for the subproblem, hence the oracle complexity. Second, local quadratic convergence requires subproblem (1.2) to be solved with high accuracy, meaning that the approximate solution set $S_k, \mu$ needs to be small. However, a smaller set $S_k, \mu$ increases the oracle complexity. To resolve these conflicts, we carefully define $\mu$ and $S_k, \mu$; such $\mu$ and $S_k, \mu$ are small enough for local convergence, and at the same time, a point in $S_k, \mu$ can be found quickly using an accelerated method. Thus, our method has succeeded in having such theoretical guarantees.

To investigate the practical performance of the proposed method, we conducted several numerical experiments. The results show that our method converges faster than existing methods for large-scale problems with $10^4$ to $10^6$ variables.

**Paper organization** Section 2 reviews existing methods and compares our results with them. Section 3 describes our LM method and presents an accelerated method for the subproblems. We also show a key lemma for the LM method and provide the complexity result for the accelerated methods. Sections 4 and 5 show the global complexity and local convergence results, respectively. Section 6 provides several numerical results, and Section 7 concludes the paper. Some lemmas and proofs are deferred to the appendix.

**Notation** Let $\mathbb{N}$ denote the set of nonnegative integers: $\mathbb{N} := \{0, 1, \ldots\}$. The symbol $\langle \cdot, \cdot \rangle$ denotes the dot product, $\|\cdot\|$ denotes the Euclidean norm, and $\|\cdot\|_{\text{op}}$ denotes the operator norm of a matrix with $\|\cdot\|$, which is equivalent to the largest singular value. Let $\lceil \cdot \rceil$ denote the ceiling function.

2 Comparison with existing methods

We review the existing theoretical results and compare our work with them. This section uses the same notations as used in (1.4), (1.5) and (1.7), and the algorithms discussed in this section are summarized in Table 2.1.

2.1 Methods for least squares

For least-squares problems, $h(\cdot) = \frac{1}{2} \|\cdot\|^2$, some LM methods [38, 42] achieve the iteration complexity bound of

$$O\left( \frac{Lc \sqrt{\Delta_0 \kappa}}{\varepsilon^2} (F(x_0) - F^*) \right)$$

with exact solutions to subproblem (1.2), where $\kappa$ is defined in (1.6). The LM method in [9] deals with cases where errors are included in the computation of $c$ and $\nabla c$ or in the subproblem solutions, achieving the same iteration complexity. Solving the
Table 2.1: Comparison of methods for problem (1.1) with smooth \( h \) and \( c \). For readability, the iteration and oracle complexity bounds are divided by a common factor, \( L_c \). For convex, smooth problems, \( h(\cdot) = \frac{1}{2} \| \cdot \|^2 \). The notation \( \tilde{O} \) hides logarithmic factors in \( L_c, L_h, K_h, \sigma, \Delta_0, \kappa, \kappa' \), and \( \varepsilon^{-1} \). The mark ✓ in “Local” indicates that the local quadratic convergence is ensured under \( \Delta_\infty = 0 \) and the quadratic growth condition.

| Assumption for \( h \) | Algorithm | #Iteration | #Oracle | Local |
|------------------------|-----------|------------|---------|-------|
| \( h(\cdot) = \frac{1}{2} \| \cdot \|^2 \) | Proximal gradient | \( O\left(\sqrt{\Delta_0} \kappa\right) \) | \( O\left(\sqrt{\Delta_0} \kappa\right) \) | ✓ |
| | [9, 38, 42] | \( O\left(\sqrt{\Delta_0} \kappa\right) \) | ✓ |
| | [1, 4, 6–8, 16, 20–23, 25, 39, 41] | | |
| | [10] A | \( \tilde{O}\left(\frac{\Delta_0}{\kappa} \sqrt{\Delta_0} \kappa\right) \) | \( \tilde{O}\left(\frac{\Delta_0}{\kappa} \sqrt{\Delta_0} \kappa\right) \) | ✓ |
| | [10] B | \( \tilde{O}\left(\frac{\Delta_0}{\kappa} \sqrt{\Delta_0} \kappa\right) \) | ✓ |
| | [32] A | \( O\left(\sqrt{\Delta_0} \kappa\right) \) | \( O\left(\sqrt{\Delta_0} \kappa\right) \) | ✓ |
| | [32] B | \( O\left(\sqrt{\Delta_0} \kappa\right) \) | ✓ |
| | This work | \( O\left(\sqrt{\Delta_0} \kappa\right) \) | \( O\left(\sqrt{\Delta_0} \kappa\right) \) | ✓ |
| convex, smooth | Proximal gradient | \( O\left(\sqrt{L_h} \kappa\right) \) | \( O\left(\sqrt{L_h} \kappa\right) \) | |
| | This work | \( O\left(\sqrt{L_h} \kappa\right) \) | \( O\left(\sqrt{L_h} \kappa\right) \) | ✓ |
| convex, smooth, Lipschitz | [19] | \( O(K_h) \) | \( O(K_h \sqrt{\kappa}) \) | ✓ |

Subproblem inexactly with first-order methods yields LM methods [10, 32] that enjoy the iteration and oracle complexity bounds, which are the same order as (2.1).

For local quadratic convergence of LM-type methods, standard assumptions are \( \Delta_\infty = 0 \) and the Hölderian growth condition (1.7) with \( r = 2 \), also known as a quadratic growth condition or an error-bound condition. Pioneered by Yamashita and Fukushima [41], many studies have shown local quadratic convergence under these assumptions or essentially equivalent assumptions [6–8, 10, 16, 20–23, 25, 32]. Recently, local convergence studies with different \( \Delta_\infty \) and \( r \) have been advanced. Bergou et al. [10] showed local linear convergence with small \( \Delta_\infty \) and \( r = 2 \). Superlinear convergence under \( r \geq 2 \) has been developed [1, 4, 39].

Some studies achieve fast global and local convergence simultaneously. Marumo et al. [32] proposed an LM method with both an iteration complexity bound and local quadratic convergence guarantee under \( \Delta_\infty = 0 \) and the quadratic growth. The proximal gradient method can also be applied to problem (1.1), having iteration and oracle complexity bounds. See Appendix E for the details. We note that accelerated proximal gradient methods do not improve the theoretical complexity bound for nonconvex problems under standard assumptions [13, 14].

Bergou et al. [10] also consider these convergence properties, but the proposed algorithm has either property depending on \( \Delta_\infty \): the iteration complexity bound for \( \Delta_\infty > 0 \) and local quadratic convergence for \( \Delta_\infty = 0 \).
2.2 Methods for convex $h$

There is another research stream for solving (1.1) with general convex (but possibly nonsmooth) $h$. Some studies \cite{15, 18, 19, 34} provide complexity results assuming $h$ is globally Lipschitz continuous, while others \cite{12, 18, 30, 34} do local convergence results assuming $h$ is **sharp**.\footnote{See \cite[Eq. (31)]{18} for the definition of sharpness. The sharpness implies non-differentiability at the optimal solution.} Note that these results do not cover the least-squares setting in the previous section because $h(\cdot) = \frac{1}{2}||\cdot||^2$ is neither globally Lipschitz nor sharp.\footnote{Suppose that $g(\cdot) = 0$. One might think that setting $h(\cdot) = ||\cdot||$ could cover the least-squares settings because such $h$ is Lipschitz continuous, but that is not the case. That $h$ makes subproblem (1.2) nonsmooth and increases the computational cost compared to the case $h(\cdot) = \frac{1}{2}||\cdot||^2$.} The most relevant result to our study is that by Drusvyatskiy and Paquette \cite{19}; assuming $h$ is smooth in addition to Lipschitz continuity, the article \cite{19} developed a method with the oracle complexity of

$$
O\left(\frac{L_hK_h}{\epsilon^2}(F(x_0) - F^\ast)\left(1 + \sqrt{\kappa' \log \kappa'}\right)\right), \quad \text{where} \quad \kappa' := 1 + \frac{L_h\sigma^2}{L_cK_h} \quad (2.2)
$$

and $K_h$ and $L_h$ are the Lipschitz constants of $h$ and $\nabla h$, respectively. The main idea is employing an accelerated method to solve subproblem (1.2) approximately.

Removing the Lipschitz assumption for complexity analysis seems non-trivial. The assumption yields a simple upper bound on the objective function (see \cite[Lemma 3.2]{19}), and existing complexity results such as (2.2) are based on the upper bound.

2.3 Methods for nonconvex $g$

All the studies mentioned above assume the convexity of $g$. Some recent studies \cite{2, 3} deal with problems where the regularizer $g$ is nonconvex. Aravkin et al. \cite{3} developed an LM method for regularized least squares with iteration and oracle complexity of $O(\epsilon^{-2})$; Aravkin et al. \cite{2} developed a quasi-Newton method for a more general problem with similar complexity bounds. However, these algorithms do not guarantee the local quadratic convergence unlike the proposed method and many of the existing LM methods in Table 2.1.

2.4 Our method in comparison with previous work

Our method solves problem (1.1) without the Lipschitz continuity of $h$, and hence generalizes the classical LM method for least squares. Our iteration complexity bound (1.4) improves the existing bound (2.1) by $\tilde{O}(\kappa)$, and our oracle complexity bound (1.5) does the existing bound by $\tilde{O}(\sqrt{K})$. On the other hand, the oracle complexity result can also be viewed as removing the Lipschitz assumption for $h$ in the existing result in (2.2). Technically, this alleviation is accomplished by taking full advantage of the convexity and smoothness of $h$ to construct another upper bound for the objective.
function (see (3.15)) that is different from the existing one, [19, Lemma 3.2]. Our complexity bounds are also better than the bounds of the proximal gradient method. Our method also achieves local quadratic convergence under \( \Delta_\infty = 0 \) and the quadratic growth. To the best of our knowledge, this is the first generalization of the classical quadratic convergence result for \( h(\cdot) = \frac{1}{2} \|\cdot\|^2 \) to general smooth functions \( h \).

Furthermore, we analyze our method under a more general condition, the Hölderian growth (1.7) with \( 1 \leq r < 3 \). Our linear convergence result for small \( \Delta_\infty > 0 \) and \( r = 2 \) is similar to that of [10], but their assumptions are different. The details will be discussed later in Remark 5.1.

Our complexity bounds (1.4) and (1.5) are derived with the appropriate setting of the algorithm’s parameter based on \( L_c \) and \( L_h \). However, even if the parameter is set arbitrarily, we can obtain bounds of the same order with respect to \( \epsilon \); see Theorem 4.1 for the formal statement. It is a common practice to make assumptions in the parameter setting of algorithms in order to derive simpler or better complexity bounds (e.g., Assumption 4 in [9] and the paragraph below Theorem 6.4 in [19]).

Our algorithm needs parameters \( g^* \) and \( h^* \) satisfying \( g^* \leq \inf_{x \in \mathbb{R}^d} g(x) \) and \( h^* \leq \inf_{y \in \mathbb{R}^n} h(y) \) under the assumption of \( \inf_{x \in \mathbb{R}^d} g(x) > -\infty \) and \( \inf_{y \in \mathbb{R}^n} h(y) > -\infty \). Especially for local quadratic convergence, we have to set \( g^* = \inf_{x \in \mathbb{R}^d} g(x) \) and \( h^* = \inf_{y \in \mathbb{R}^n} h(y) \), which is implied by \( \Delta_\infty = 0 \), and so we need the knowledge of the infimum of \( g \) and \( h \). Although this assumption may seem quite restrictive, it is not stronger than that made by existing analyses of LM methods for least squares (or non-Lipschitz \( h \)). We know \( \inf_{y \in \mathbb{R}^n} h(y) = 0 \) if \( h(\cdot) = \frac{1}{2} \|\cdot\|^2 \); existing LM methods [1, 4, 6–8, 10, 16, 20–23, 25, 32, 38, 39, 41, 42] for least squares assume that \( g(\cdot) = 0 \) or that \( g \) is the indicator function of a convex set, and hence, we know \( \inf_{x \in \mathbb{R}^d} g(x) = 0 \). We believe that it is non-trivial and interesting that the knowledge of the infimum of \( g \) and \( h \) suffices to generalize the results for least-squares to a smooth convex \( h \).

### 3 Our generalized Levenberg–Marquardt method

This section describes our LM method and show a key lemma called a descent lemma, which will be used for our analysis. We also present an accelerated method for solving subproblem (1.2) and provide a complexity result for the method.

#### 3.1 Notations

Let us introduce some notations to describe the algorithm. Recall that the functions \( F \) and \( \bar{F}_{k,\mu} \) are defined in (1.1) and (1.2). Let \( H \) and \( \bar{H}_{k,\mu} \) be the differentiable part of \( F \) and \( \bar{F}_{k,\mu} \), respectively:

\[
H(x) := h(c(x)), \quad \bar{H}_{k,\mu}(x) := h(c(x_k) + \nabla c(x_k)(x - x_k)) + \frac{\mu}{2} \|x - x_k\|^2, \quad (3.1)
\]
and we then have
\[ F(x) = g(x) + H(x), \quad F_k(x) = g(x) + H_k(x). \]  
(3.2)

Let \( \operatorname{dom} g \) denote the effective domain of \( g \), and let \( \partial g(x) \) denote the subdifferential of \( g \) at \( x \in \operatorname{dom} g \):
\[
\operatorname{dom} g := \left\{ x \in \mathbb{R}^d \mid g(x) < +\infty \right\}, \\
\partial g(x) := \left\{ p \in \mathbb{R}^d \mid g(y) - g(x) \geq \langle p, y - x \rangle, \quad \forall y \in \mathbb{R}^d \right\}. 
\]  
(3.3)

We define the first-order optimality measures for problems (1.1) and (1.2) as follows:
\[
\omega(x) := \min_{p \in \partial g(x)} \| p + \nabla H(x) \|, \quad \bar{\omega}_{k, \mu}(x) := \min_{p \in \partial g(x)} \| p + \nabla H_{k, \mu}(x) \|. 
\]  
(3.4)

Our goal is to find a point \( x \in \operatorname{dom} g \) such that \( \omega(x) \leq \varepsilon \), an \( \varepsilon \)-stationary point of problem (1.1).

3.2 Assumptions on problem (1.1)

We formally state basic assumptions for our LM method.

**Assumption 1.**

(a) \( g : \mathbb{R}^d \to \mathbb{R} \cup \{ +\infty \} \) is proper closed convex.
(b) \( h : \mathbb{R}^n \to \mathbb{R} \) is convex.
(c) \( \inf_{x \in \mathbb{R}^d} g(x) > -\infty \).
(d) \( \inf_{y \in \mathbb{R}^n} h(y) > -\infty \).
(e) There exists a constant \( L_h > 0 \) such that \( \| \nabla h(y) - \nabla h(x) \| \leq L_h \| y - x \| \) for all \( x, y \in \mathbb{R}^n \).
(f) There exists a constant \( L_c > 0 \) such that \( \| \nabla c(y) - \nabla c(x) \|_{\text{op}} \leq L_c \| y - x \| \) for all \( x, y \in \operatorname{dom} g \).

Assumptions 1(a), 1(b), 1(c) and 1(d) are standard ones that are also assumed for existing generalized LM method [19] for smooth \( h \).

Assumptions 1(c) and 1(d) are necessary to set the parameters \( g^*, h^* \in \mathbb{R} \) of the proposed algorithm as
\[
g^* \leq \inf_{x \in \mathbb{R}^d} g(x), \quad h^* \leq \inf_{y \in \mathbb{R}^n} h(y). 
\]  
(3.5)

Throughout the paper, we use \( g^* \) and \( h^* \) to denote such parameters. It may not be common practice to impose Assumptions 1(c) and 1(d) in general nonconvex optimization. However, it is reasonable for the theoretical guarantee of LM methods, as discussed in Section 2.4. In practical applications, many functions \( g \) and \( h \) are bounded below, and their infima are known. For example, Assumption 1(c) holds for the \( \ell_1 \)-norm, the nuclear norm, and the indicator function of a convex set, and Assumption 1(d) holds for square loss, logistic loss, and Kullback–Leibler divergence. For the examples of \( g \) and \( h \) mentioned above, we know \( \inf_{x \in \mathbb{R}^d} g(x) = \inf_{y \in \mathbb{R}^n} h(y) = 0 \) and can set \( g^* = h^* = 0 \).
Algorithm 1: Generalized LM method for problem (1.1)

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{Input:} $x_0 \in \text{dom} g$, $0 < \theta < 1$, $\rho_{\text{min}} > 0$, $\alpha > 1$, and $g^*, h^* \in \mathbb{R}$ satisfying (3.5)
\State $\rho \leftarrow \rho_{\text{min}}$
\For{$k = 0, 1, \ldots$}
\State $\mu \leftarrow \rho \sqrt{F(x_k) - (g^* + h^*)}$
\State Find $x \in S_{k,\mu}$ by e.g., Algorithm 2 // $S_{k,\mu}$ is defined by (3.7)
\If{$F(x) \leq F(x_k) - \frac{1-\theta}{2} \mu \|x - x_k\|^2$ does not hold}
\State $\rho \leftarrow \alpha \rho$
\EndIf
\State $(x_{k+1}, \mu_k) \leftarrow (x, \mu)$
\EndFor
\end{algorithmic}
\end{algorithm}

Assumptions 1(e) and 1(f) impose the Lipschitz continuity of $\nabla h$ and $\nabla c$ on $\mathbb{R}^n$ and dom $g$. These assumptions can be restricted to the sublevel sets as in the existing analysis [32]; we can also show the complexity bounds and local convergence shown in Sections 4 and 5 by assuming

$$
\|\nabla h(y) - \nabla h(x)\| \leq L_h \|y - x\|, \quad \forall x, y \in \{ z \in \mathbb{R}^n \mid h(z) \leq F(x_0) \}
$$

and

$$
\|\nabla c(y) - \nabla c(x)\|_{\text{op}} \leq L_c \|y - x\|, \quad \forall x, y \in \{ z \in \text{dom} g \mid F(z) \leq F(x_0) \},
$$

where $x_0$ is the starting point of the algorithm. This allows us to handle a function $h$ whose gradient is not Lipschitz continuous globally, such as exponential functions.

3.3 Algorithm

Our LM method is described in Algorithm 1. This algorithm sets the damping parameter to

$$
\mu = \rho \sqrt{F(x_k) - (g^* + h^*)} = \rho \sqrt{g(x_k) + h(c(x_k)) - (g^* + h^*)},
$$

where $\rho > 0$ is a parameter explained later, and computes an approximate solution $x \in S_{k,\mu}$ to subproblem (1.2), where

$$
S_{k,\mu} := \{ x \in \text{dom} g \mid \partial_k h(x) \leq \theta \mu \|x - x_k\| \}
$$

and $0 < \theta < 1$ is a constant. The method to find a solution in $S_{k,\mu}$ is described in the next section.

When constructing an LM method to achieve small oracle complexity and local quadratic convergence, we face two types of conflicts. First, the damping parameter $\mu$ should converge to 0 for local quadratic convergence, while a small $\mu$ increases the cost for the subproblem, hence the oracle complexity. Second, subproblem (1.2) needs to be solved accurately for local quadratic convergence, while solving the subproblem too accurately increases the oracle complexity. The damping parameter in (3.6) and the approximate solution set in (3.7) resolve these conflicts and enable us
to achieve both small oracle complexity and local quadratic convergence. We should note that Eq. (3.6) is inspired by the existing choice of $\mu = \rho \|c(x_k)\|$ for the case where $g$ is an indicator function and $h(\cdot) = \frac{1}{2} \| \cdot \|^2$ [32].

Algorithm 1 employs backtracking to choose the parameter $\rho$ and ensures that the objective function value decreases sufficiently; for $(x_k)_{k \in \mathbb{N}}$ and $(\mu_k)_{k \in \mathbb{N}}$ obtained by Algorithm 1, we have

$$F(x_{k+1}) \leq F(x_k) - \frac{1 - \theta}{2} \mu_k \| x_{k+1} - x_k \|^2.$$  \ 
(3.8)

The following lemma, called a descent lemma, justifies the backtracking by showing that the inequality in Line 5 of Algorithm 1 holds if $\rho$ is sufficiently large. The lemma also demonstrates one of the benefits of defining $\mu$ and $S_k^\mu$ by (3.6) and (3.7). To prove the lemma, we use some inequalities given in Appendix A.

**Lemma 3.1** Suppose that Assumption 1 holds, and set $\mu$ as in (3.6) with

$$\rho \geq \frac{L_c \sqrt{2L_h}}{1 - \theta}.$$  \ 
(3.9)

Then, the following holds:

$$F(x) \leq F(x_k) - \frac{1 - \theta}{2} \mu \| x - x_k \|^2, \quad \forall x \in S_k^\mu.$$  

**Proof.** To simplify notation, let

$$u := x - x_k, \quad w := c(x_k) + \nabla c(x_k)u.$$  

By using $\bar{F}_k(x_k) = F(x_k)$, we decompose $F(x) - F(x_k)$ as

$$F(x) - F(x_k) = (\bar{F}_k(x) - \bar{F}_k(x_k)) + (\bar{F}_k(x) - \bar{F}_k(x)).$$  \ 
(3.10)

Each term can be bounded as follows:

$$\bar{F}_k(x) - \bar{F}_k(x_k) \leq \delta_k \mu \| x - x_k \| - \frac{\mu}{2} \| x - x_k \|^2 \quad \text{(by (A.6))}$$  
(3.11)

and

$$F(x) - \bar{F}_k(x) = h(c(x)) - h(w) - \frac{\mu}{2} \| u \|^2$$  

$$\leq \langle \nabla h(w), c(x) - w \rangle + \frac{L_h}{2} \| c(x) - w \|^2 - \frac{\mu}{2} \| u \|^2 \quad \text{(by (A.1))}$$  

$$\leq \| \nabla h(w) \| \| c(x) - w \| + \frac{L_h}{2} \| c(x) - w \|^2 - \frac{\mu}{2} \| u \|^2.$$  \ 
(3.12)

Furthermore, we have

$$\| c(x) - w \| = \| c(x) - c(x_k) - \nabla c(x_k)(x - x_k) \| \leq \frac{L_c}{2} \| x - x_k \|^2 = \frac{L_c}{2} \| u \|^2,$$  \ 
(3.13)
where we use (A.4), and

\[
\| \nabla h(w) \| - \frac{(1 - \theta) \mu}{2L_c} \leq \frac{L_c}{2(1 - \theta) \mu} \| \nabla h(w) \|^2 \quad (\text{since } 2\sqrt{ab} - a \leq b \text{ for } a, b \geq 0)
\]

\[
\leq \frac{L_c L_h}{(1 - \theta) \mu} (h(w) - h^*) \quad (\text{by } (A.2))
\]

\[
= \frac{L_c L_h}{(1 - \theta) \mu} \left( \tilde{F}_{k, \mu}(x) - g(x) - h^* - \frac{\mu}{2} \| u \|^2 \right) \quad (\text{by } (3.2))
\]

\[
\leq \frac{L_c L_h}{(1 - \theta) \mu} (F(x_k) - g(x) - h^* - (1 - \theta) \mu \| u \|^2) \quad (\text{by } (3.11) \text{ and } \tilde{F}_{k, \mu}(x_k) = F(x_k))
\]

\[
= \frac{L_c L_h}{(1 - \theta) \mu} (F(x_k) - g(x) - h^*) - L_c L_h \| u \|^2
\]

\[
\leq \frac{(1 - \theta) \mu}{2L_c} - L_c L_h \| u \|^2 \quad (\text{by } (3.6) \text{ and } (3.9)).
\]

Plugging (3.13) and (3.14) into (3.12), we obtain

\[
F(x) - \tilde{F}_{k, \mu}(x) \leq \left( \frac{(1 - \theta) \mu}{L_c} - L_c L_h \| u \|^2 \right) \left( \frac{L_c}{2} \| u \|^2 \right) + \frac{L_h}{2} \left( \frac{L_c}{2} \| u \|^2 \right)^2 - \frac{\mu}{2} \| u \|^2
\]

\[
= - \frac{\theta \mu}{2} \| u \|^2 - \frac{3L_c^2 L_h}{8} \| u \|^4 \leq - \frac{\theta \mu}{2} \| u \|^2.
\]

(3.15)

The result follows from (3.10), (3.11) and (3.15). \qed

Lemma 3.1 immediately yields the following proposition.

**Proposition 3.1** Suppose that Assumption 1 holds. Let

\[
\rho_{\max} \coloneqq \begin{cases} \frac{L_c \sqrt{L_h}}{1 - \theta} \rho_{\min}, & \text{if } \rho_{\min} < \frac{L_c \sqrt{L_h}}{1 - \theta}, \\ \rho_{\min}, & \text{otherwise.} \end{cases}
\]

(3.16)

In Algorithm 1, the parameter \( \rho \) always satisfies

\[\rho_{\min} \leq \rho \leq \rho_{\max}.\]

Furthermore, Line 6 is executed at most

\[\max \left\{ \left\lceil \log_a \left( \frac{L_c \sqrt{L_h}}{(1 - \theta) \rho_{\min}} \right) \right\rceil, 0 \right\}\]

times, where \( \lceil \cdot \rceil \) denotes the ceiling function.
In each iteration of Algorithm 1, we have to find an approximate solution $x \in S_{k,\mu}$ to subproblem (1.2). Such a point can be obtained by the accelerated proximal gradient (APG) method, Algorithm 2, which is [17, Algorithm 31] tailored to our setting.

Let us verify that Algorithm 2 outputs a solution $x \in S_{k,\mu}$ when it terminates. From Line 6, we have

$$-(\nabla \hat{h}_{k,\mu}(y_t) + \eta (\bar{x}_{t+1} - y_t)) \in \partial g(\bar{x}_{t+1}),$$

(3.17)
which implies that
\[
\bar{\omega}_{k, \mu}(\bar{x}_{t+1}) = \min_{p \in \partial g(\bar{x}_{t+1})} \left\| p + \nabla \bar{H}_{k, \mu}(\bar{x}_{t+1}) \right\| \\
\leq \left\| \nabla \bar{H}_{k, \mu}(\bar{x}_{t+1}) - \nabla \bar{H}_{k, \mu}(y_t) - \eta (\bar{x}_{t+1} - y_t) \right\|. 
\tag{3.18}
\]
This bound shows that when the termination condition in Line 10 is satisfied, the inequality
\[
\bar{\omega}_{k, \mu}(\bar{x}_{t+1}) \leq \theta \mu \| \bar{x}_{t+1} - x_0 \| = \theta \mu \| \bar{x}_{t+1} - x_k \|
\]
holds and hence \( \bar{x}_{t+1} \in S_{k, \mu} \).

Next, we will show the iteration and oracle complexity bounds of Algorithm 2. We assume the boundedness of \( \| \nabla c(x_k) \|_{op} \) to derive the complexity, which is also a standard assumption for LM methods [10, 19, 32, 38, 42].

**Assumption 2.** Let \((x_k)_{k \in \mathbb{N}}\) be generated by Algorithm 1. For some \( \sigma > 0 \),
\[
\| \nabla c(x_k) \|_{op} \leq \sigma, \quad \forall k \in \mathbb{N}.
\]

The complexity is expressed using the Lipschitz constant of \( \nabla \bar{H}_{k, \mu} \) shown in the following lemma.

**Lemma 3.2** Suppose that Assumptions 1 and 2 hold. Then, \( \nabla \bar{H}_{k, \mu} \) is \( \bar{L} \)-Lipschitz continuous, where
\[
\bar{L} := \mu + L_h \sigma^2.
\tag{3.19}
\]

**Proof.** See Appendix B.1.

**Lemma 3.3 (Iteration complexity of Algorithm 2)** Suppose that Assumptions 1 and 2 hold. Then, Algorithm 2 terminates within
\[
2 \sqrt{\bar{\alpha} \bar{\kappa}} \log \left( 2 \sqrt{\bar{\alpha} \bar{\kappa}} \left( 1 + \frac{2(1 + \bar{\alpha}) \bar{\kappa}}{\theta} \right) \right) = O \left( 1 + \sqrt{\kappa} \log \bar{\kappa} \right) \tag{3.20}
\]
iterations, where
\[
\bar{\kappa} := \frac{\bar{L}}{\mu} = 1 + \frac{L_h \sigma^2}{\mu} \tag{3.21}
\]
is the condition number of \( \bar{H}_{k, \mu} \).

**Proof.** See Appendix B.2.

\footnote{The \( O \)-notation in (3.20) shows the behavior in the limit with respect to \( \bar{\kappa} \). Since \( \sqrt{\kappa} \log \bar{\kappa} \to 0 \) if \( \bar{\kappa} \to 1 \), the term \( O(1) \) in (3.20) cannot be omitted.}
Algorithm 2 fails to update the solution, i.e., reaches Line 8, at most
\[
\log_\bar{\alpha} \left( \frac{L}{\bar{\alpha} \mu} \right) = O(\log \bar{k})
\]
times. Putting together this and the iteration complexity in Lemma 3.3, we obtain the following oracle complexity bound of Algorithm 2. The oracle complexity bound for the subproblem will be used to derive the overall oracle complexity of Algorithm 1 combined with Algorithm 2 in the next section.

**Proposition 3.2 (Oracle complexity of Algorithm 2)** Suppose that Assumptions 1 and 2 hold. Algorithm 2 outputs a solution \( x \in S_{k, \mu} \) after calling the oracles
\[
O \left( 1 + \sqrt{\bar{k}} \log \bar{k} \right)
\]
times, where \( \bar{k} \) is defined in (3.21) and depends on \( \mu \).

Checking the termination condition in Line 10 of Algorithm 2 requires an additional gradient computation of \( \nabla \bar{H}_{k, \mu}(\bar{x}_t+1) \), while the gradient \( \nabla \bar{H}_{k, \mu}(\bar{y}_t) \) is already computed in Line 6. To reduce this cost, we can check the termination condition every \( T \) iterations. Although this modification does not affect the order of oracle complexity of Algorithm 2, it is helpful in practice.

While this section describes APG to compute a point in \( S_{k, \mu} \), we could use another suitable algorithm that takes advantage of problem structures. For example, for least-squares problem without regularization (i.e., when \( g(\cdot) = 0 \) and \( h(\cdot) = \frac{1}{2} \|\cdot\|_2^2 \)), the conjugate gradient (CG) method is probably the best choice for solving the subproblem. The CG method achieves linear convergence for strongly convex quadratic functions, and its convergence rate is better than that of APG (see e.g., [36, Eq. (5.36)])

## 4 Iteration and oracle complexity

We will derive the iteration complexity of Algorithm 1 and the oracle complexity of Algorithm 1 combined with Algorithm 2.

### 4.1 Notation

Let \((x_k)_{k \in \mathbb{N}}\) and \((\mu_k)_{k \in \mathbb{N}}\) be generated by Algorithm 1, and define \( \Delta_k \) by (1.3). Then, it follows from (3.8) that
\[
\Delta_{k+1} \leq \Delta_k,
\]
and it follows from Line 3 of Algorithm 1 and Proposition 3.1 that
\[
\rho_{\min} \sqrt{\Delta_k} \leq \mu_k \leq \rho_{\max} \sqrt{\Delta_k}.
\]
We assume that \( \Delta_k > 0 \) for all \( k \in \mathbb{N} \) without loss of generality because \( \Delta_k = 0 \) for some \( k \) means that the algorithm finds the optimal solution in a finite number of steps, and the complexity is \( O(1) \).
4.2 Convergence and complexity results

First, we show the following lemma.

**Lemma 4.1** Suppose that Assumptions 1 and 2 hold. For the sequences \((x_k)_{k \in \mathbb{N}}\) and \((\mu_k)_{k \in \mathbb{N}}\) generated by Algorithm 1, the following holds for all \(k \in \mathbb{N}\) such that \(F_k(\mu_k) \leq F(x_k)\):

\[
\omega(x) \leq \omega_k(\mu_k)(x) + \left( \mu_k + L_c \sqrt{2L_h \Delta_k} \right) \|x - x_k\| + \frac{L_c L_h \sigma}{2} \|x - x_k\|^2 + \frac{L^2_c L_h}{2} \|x - x_k\|^3,
\]

(4.3)

where \(\omega(x)\) and \(\omega_k(\mu_k)(x)\) are defined in (3.4). Furthermore, the following holds for all \(k \in \mathbb{N}\):

\[
\omega(x_{k+1}) \leq \left( (1 + \theta) \mu_k + L_c \sqrt{2L_h \Delta_k} \right) \|x_{k+1} - x_k\| + \frac{L_c L_h \sigma}{2} \|x_{k+1} - x_k\|^2.
\]

(4.4)

**Proof.** See Appendix C.1. \(\square\)

Eq. (4.4) shows that if \(x_{k+1}\) is sufficiently close to \(x_k\), then \(x_{k+1}\) is an \(\varepsilon\)-stationary point. Combining this bound with (3.8) yields the following lemma.

**Lemma 4.2** Suppose that Assumptions 1 and 2 hold. Let \((x_k)_{k \in \mathbb{N}}\) and \((\mu_k)_{k \in \mathbb{N}}\) be generated by Algorithm 1. Then, for each \(k \in \mathbb{N}\), at least one of the following holds:

\[
\omega(x_{k+1})^2 \leq \frac{8}{1 - \theta} \left( (1 + \theta) \mu_k + L_c \sqrt{2L_h \Delta_k} \right)^2 \Delta_k (\Delta_k - \Delta_{k+1}),
\]

(4.5)

or

\[
\omega(x_{k+1}) \leq \frac{4L_c L_h \sigma}{(1 - \theta) \rho_{\min}} \left( \sqrt{\Delta_k} - \sqrt{\Delta_{k+1}} \right).
\]

(4.6)

**Proof.** From definition (1.3) of \(\Delta_k\), we have

\[
F(x_k) - F(x_{k+1}) = \Delta_k - \Delta_{k+1}.
\]

(4.7)

If the first term of the right-hand side of (4.4) is larger than the second term, we have

\[
\omega(x_{k+1})^2 \leq 4 \left( (1 + \theta) \mu_k + L_c \sqrt{2L_h \Delta_k} \right)^2 \|x_{k+1} - x_k\|^2
\]

\[
= 4 \left( (1 + \theta) \sqrt{\frac{\mu_k}{2L_h}} + L_c \sqrt{2L_h \sqrt{\frac{\Delta_k}{L_h}}} \right)^2 \Delta_k \mu_k \|x_{k+1} - x_k\|^2
\]

\[
= 4 \left( (1 + \theta) \sqrt{\frac{\mu_k}{2L_h}} \right)^2 \Delta_k \mu_k \|x_{k+1} - x_k\|^2
\]

(4.2)

\[
\leq 4 \left( (1 + \theta) \sqrt{\frac{\rho_{\max}}{2L_h \rho_{\min}}} \right)^2 \Delta_k \mu_k \|x_{k+1} - x_k\|^2
\]

(by (4.2))

\[
\leq 4 \left( (1 + \theta) \sqrt{\frac{\rho_{\max}}{2L_h \rho_{\min}}} \right)^2 \Delta_k \left( \frac{2}{1 - \theta} (\Delta_k - \Delta_{k+1}) \right)
\]

(by (3.8) and (4.7)),
which yields (4.5). Otherwise, we obtain (4.6) as follows:

$$\omega(x_{k+1}) \leq L_c L_\theta \sigma \| x_{k+1} - x_k \|^2$$

$$\leq \frac{2L_c L_\theta \sigma}{(1 - \theta) \mu_k} (\Delta_k - \Delta_{k+1})$$

(by (3.8) and (4.7))

$$= \frac{2L_c L_\theta \sigma}{(1 - \theta) \mu_k} \left( \sqrt{\Delta_k + \Delta_{k+1}} \right) \left( \sqrt{\Delta_k} - \sqrt{\Delta_{k+1}} \right)$$

$$\leq \frac{2L_c L_\theta \sigma}{(1 - \theta) \mu_k} 2 \sqrt{\Delta_k} \left( \sqrt{\Delta_k} - \sqrt{\Delta_{k+1}} \right)$$

(by (4.1))

$$\leq \frac{4L_c L_\theta \sigma}{(1 - \theta) \rho_{\min}} \left( \sqrt{\Delta_k} - \sqrt{\Delta_{k+1}} \right)$$

(by (4.2)),

which completes the proof.

Since the sequence $\{\Delta_k\}_{k \in \mathbb{N}}$ is nonincreasing and lower-bounded, it converges to some value, and therefore the right-hand side of (4.5) and (4.6) converges to 0. Thus, we obtain the global convergence property of Algorithm 1.

**Proposition 4.1 (Global convergence)** Suppose that Assumptions 1 and 2 hold. For the sequence $\{x_k\}_{k \in \mathbb{N}}$ generated by Algorithm 1, the following holds:

$$\lim_{k \to \infty} \omega(x_k) = 0.$$

The following theorem shows the iteration and oracle complexity of our LM method.

**Theorem 4.1 (Iteration and oracle complexity)** Suppose that Assumptions 1 and 2 hold.

(a) Algorithm 1 finds a point $x \in \text{dom} \ g$ satisfying $\omega(x) \leq \varepsilon$ within

$$O \left( \frac{\sqrt{\Delta_0}}{\varepsilon^2} (F(x_0) - F^*) \left( \rho_{\max} + \frac{L_c^2 L_\theta}{\rho_{\min}} \right) \right)$$

iterations, where $\rho_{\max}$ is defined by (3.16). Such a point is included in the sequence $(x_k)_{k \in \mathbb{N}}$ generated by Algorithm 1. Furthermore, if we set the input parameter $\rho_{\min}$ of Algorithm 1 as $\rho_{\min} = \Theta(L_c \sqrt{L_h})$, the iteration complexity bound simplifies to

$$O \left( \frac{L_c \sqrt{L_h \Delta_0}}{\varepsilon^2} (F(x_0) - F^*) \right).$$

(b) For sufficiently small $\varepsilon > 0$, Algorithm 1 with Algorithm 2 finds a point $x \in \text{dom} \ g$ satisfying $\omega(x) \leq \varepsilon$ by calling the oracles

$$O \left( \frac{\sqrt{\Delta_0}}{\varepsilon^2} (F(x_0) - F^*) \left( \rho_{\max} + \frac{L_c^2 L_\theta}{\rho_{\min}} \right) \left( 1 + \log \left( \frac{L_c \sqrt{L_h}}{\rho_{\min}} \right) \right) \right)$$

$$\times \left( 1 + \sqrt{1 + \frac{L_\theta \sigma^2}{\rho_{\min} \sqrt{\Delta_0}} \log \left( 1 + \frac{L_\theta \sigma^2}{\rho_{\min} \sqrt{\Delta_0}} \right)} \right) \left( \rho_{\max} + \frac{L_c^2 L_\theta}{\rho_{\min}} \right)$$

(4.10)
times. Such a point is included in sequences \((\bar{x}_t)_{t \in \mathbb{N}}\) generated by Algorithm 2. Furthermore, if we set \(\rho_{\min} = \Theta(L \sqrt{L_h})\), the oracle complexity bound simplifies to

\[
O\left(\frac{L \sqrt{L_h \Delta_0}}{\epsilon^2} (F(x_0) - F^*) \left(1 + \sqrt{\kappa \log \kappa}\right)\right), \quad \text{where} \quad \kappa := 1 + \frac{\sqrt{L_h \sigma^2}}{L \sqrt{\Delta_0}}.
\]

(4.11)

Proof. See Appendix C.2.

More precisely speaking, in order to guarantee \(\omega(\bar{x}_1) \leq \epsilon\) in Theorem 4.1(b), \(\epsilon\) needs to be so small that \(\epsilon \lesssim \rho_{\min} (L_h \sigma^2)^2\), where the notation \(\lesssim\) hides constant factors. We should note that the right-hand side \(\rho_{\min} (L_h \sigma^2)^2\) could be small depending on the values of \(L_h\), \(\sigma\), and \(\rho_{\min}\). See the proof, (C.25) in particular, given in Appendix C.2 for details.

Remark 4.1 Setting \(\mu = \rho \sqrt{F(x_k) - (g^* + h^*)} = \rho \sqrt{\Delta_k}\) in Line 3 of Algorithm 1 is necessary to derive local convergence in the next section. If we give up the local convergence guarantee, the oracle complexity can be obtained more easily by setting \(\mu = \rho \sqrt{\Delta_0}\) instead of \(\rho \sqrt{\Delta_k}\). Then, the oracle complexity per iteration is bounded as \(O(1 + \sqrt{\kappa \log \kappa})\) by Proposition 3.2, and multiplying this bound by the iteration complexity in Theorem 4.1(a) immediately yields the same oracle complexity as Theorem 4.1(b).

5 Local convergence under Hölderian growth condition

We will see that Algorithm 1 achieves faster convergence under the Hölderian growth condition.

5.1 Notation and assumptions

Let \((x_k)_{k \in \mathbb{N}}\) be generated by Algorithm 1. Since \((F(x_k))_{k \in \mathbb{N}}\) is nonincreasing and lower-bounded, the sequence converges to some value. Let

\[
F_\infty := \lim_{k \to \infty} F(x_k), \\
\Delta_\infty := \lim_{k \to \infty} \Delta_k = F_\infty - (g^* + h^*) \geq 0, \\
X^* := \{ x \in \text{dom}g \mid \omega(x) = 0, F(x) \leq F_\infty \}, \\
\text{dist}(x, X^*) := \min_{y \in X^*} \|y - x\|.
\]

(5.1) (5.2) (5.3)

The set \(X^*\) is a closed subset of the set of stationary points of problem (1.1).\(^8\) Hence, (5.3) is properly defined in that a minimizer exists.

\(^8\) The set \(X^*\) is closed because it is the intersection of two closed sets. The set \(\{ x \in \text{dom}g \mid F(x) \leq F_\infty \}\) is closed since \(F\) is continuous, and we can also check that the set \(\{ x \in \text{dom}g \mid \omega(x) = 0 \}\) is closed since the subdifferential \(\partial g(x)\) is closed and \(VH(x)\) is continuous.
To derive local convergence, we assume the following in addition to Assumptions 1 and 2.

**Assumption 3.**

(a) $X^*$ is nonempty.
(b) Let $(x_k)_{k \in \mathbb{N}}$ be generated by Algorithm 1. For some $1 \leq r < 3$, $\gamma > 0$, and $K \in \mathbb{N}$,

$$\frac{\gamma}{r} \text{dist}(x_k, X^*)^r \leq F(x_k) - F_\infty, \quad \forall k \geq K.$$  

Assumption 3(a) holds when problem (1.1) has an optimal solution; the set $X^*$ contains the optimal solution.

Assumption 3(b) is essential, and this type of condition is called a Hölderian growth condition or a Hölderian error-bound condition. The condition with $r = 2$ is called quadratic growth and widely used in optimization, regardless of whether the problem is convex or nonconvex and least-squares or not (e.g., [18, 26, 33]). Furthermore, the condition is not restrictive; [26, Theorem 2] describes the relationship between various conditions, such as strong convexity and the Polyak–Lojasiewicz condition, of which the quadratic growth is the weakest. Similar results can be found in [33, Theorem 4 and Fig. 1].

The Hölderian growth with $r \geq 2$ has been used to analyze LM methods with $h(\cdot) = \frac{1}{2} \|\cdot\|^2$ [1, 4, 39, 41], and the Hölderian growth with $r = 1$ has been used for general Lipschitz $h$ [12, 18, 30]. We analyze our LM method for general smooth $h$ under the Hölderian growth with $1 \leq r < 3$ in a unified manner.

**Remark 5.1** Let us focus on the case where $g(\cdot) = 0$ and $h(\cdot) = \frac{1}{2} \|\cdot\|^2$. Bergou et al. [10] showed linear convergence of an LM method under a different condition than the quadratic growth when $\Delta_\infty$ is small. Their assumption is of the form

$$\frac{\gamma}{2} \text{dist}(x_k, X^*)^2 \leq \frac{1}{2} \|c(x_k) - c(x_k^*)\|^2$$

for some $x_k^* \in \arg\min_{x \in X^*} \|x - x_k\|$, while the quadratic growth is

$$\frac{\gamma}{2} \text{dist}(x_k, X^*)^2 \leq \frac{1}{2} \left( \|c(x_k)\|^2 - \|c(x_k^*)\|^2 \right).$$

Because $\|c(x_k) - c(x_k^*)\|^2 \leq \|c(x_k)\|^2 - \|c(x_k^*)\|^2$ in some cases and not in others, we cannot conclude which condition is stronger. However, using Assumption 3(b), which extends the quadratic growth, helps allow comparison with problem settings other than least squares.

5.2 Convergence results

As confirmed by (4.4), $x_{k+1}$ is an $\varepsilon$-stationary point when $\|x_{k+1} - x_k\|$ is sufficiently small. The following lemma shows that small $\text{dist}(x_k, X^*)$ implies small $\|x_{k+1} - x_k\|$.
Lemma 5.1 Suppose that Assumptions 1–3 hold. Let \((x_k)_{k \in \mathbb{N}}\) be generated by Algorithm 1, and let

\[
C_1 := \frac{L_c \sqrt{2L_h}}{1 - \theta} \rho_{\min} + \frac{1}{\sqrt{1 - \theta^2}}.
\]

If \(k \geq K\) and

\[
dist(x_k, X^*) \leq \left( \frac{8 \sqrt{2r}}{L_c \sqrt{rL_h}} \right)^{2/(4-r)},
\]

then the following holds:

\[
\|x_{k+1} - x_k\| \leq C_1 \cdot dist(x_k, X^*). \tag{5.6}
\]

Proof. In Appendix D.1. 

Using (4.4) and Lemma 5.1, we obtain the following proposition.

Proposition 5.1 Suppose that Assumptions 1–3 hold. Let \((x_k)_{k \in \mathbb{N}}\) be generated by Algorithm 1, and let

\[
\delta_k := F(x_k) - F_{\infty}
\]

and

\[
C_2 := (1 + \theta)\rho_{\max} + L_c \sqrt{2L_h}, \quad C_3 := 2C_1C_2 \left( \frac{r}{\gamma} \right)^{2/r}, \quad C_4 := 2C_1^2 L_c \sqrt{rL_h} \sigma \left( \frac{r}{\gamma} \right)^{3/r},
\]

where \(\rho_{\max}\) and \(C_1\) are defined in (3.16) and (5.4). If \(k \geq K\), \((5.5)\), and

\[
L_c \sqrt{2L_h}(\delta_{k+1} + \Delta_{\omega}) \left( \frac{r \delta_{k+1}}{\gamma} \right)^{2/r} \leq \delta_{k+1}
\]

hold, then \(\delta_{k+1} = 0\) or

\[
\delta_{k+1}^{1-1/r} \leq \left( C_3 \sqrt{\delta_k + \Delta_{\omega}} + C_4 \delta_k^{1/r} \right) \delta_k^{1/r}. \tag{5.10}
\]

Proof. In Appendix D.2. 

The above proposition yields the convergence order of Algorithm 1.

Theorem 5.1 (Order of local convergence) Suppose that Assumptions 1–3 hold. Let \((x_k)_{k \in \mathbb{N}}\) be generated by Algorithm 1.

(a) If \(r = 1\), then \(F(x_k) \to F_{\infty}\) for some \(k \in \mathbb{N}\).

(b) If \(1 < r < 2\) and \(\Delta_{\omega} = 0\), then \((F(x_k))_{k \in \mathbb{N}}\) converges with order \(\frac{r+2}{2r-1}\).

(c) If \(1 < r < 2\) and \(\Delta_{\omega} > 0\), then \((F(x_k))_{k \in \mathbb{N}}\) converges with order \(\frac{1}{r-1}\).

(d) If \(2 \leq r < 3\) and \(\Delta_{\omega} = 0\), then \((F(x_k))_{k \in \mathbb{N}}\) converges with order \(\frac{1}{r-1}\).

(e) If \(r = 2\) and \(0 < \Delta_{\omega} < 1/C_3^2\), then \((F(x_k))_{k \in \mathbb{N}}\) converges with order 1 (i.e., linearly), where \(C_3\) is defined in (5.8).

Proof. The sequence \((\delta_k)_{k \in \mathbb{N}}\) converges to 0 by definition (5.7). In addition, the sequences \((\text{dist}(x_k, X^*))_{k \in \mathbb{N}}\) also converges to 0 from Assumption 3(b). Therefore, condition (5.5) holds for all sufficiently large \(k \in \mathbb{N}\).
Case (a): $r = 1$. Condition (5.9) holds for sufficiently small $\delta_{k+1}$ and hence for sufficiently large $k$. Thus, Proposition 5.1 implies that $\delta_{k+1} = 0$ or (5.10) holds for all large $k$. However, (5.10) does not hold if $\delta_{k+1} > 0$, and hence we have $\delta_{k+1} = 0$. This completes the proof of Case (a).

Below, we assume that $\delta_k > 0$ for all $k \in \mathbb{N}$. If $\delta_k = 0$ for some $k$, Cases (b)–(e) are obvious.

Case (b): $1 < r < 2$ and $\Delta_\infty = 0$. Condition (5.9) holds for all sufficiently large $k$. From Proposition 5.1, we have (5.10) for all large $k$ and hence

$$\frac{\delta_{k+1}^{1-1/r}}{\delta_k^{1/r}} \leq C_3 + C_4 \delta_k^{1/r-1/2} \to C_3$$

as $k \to \infty$. Hence, the order of convergence is $\frac{1/r+1/2}{1-r/1} = \frac{r+2}{2(r-1)}$.

Case (c): $1 < r < 2$ and $\Delta_\infty > 0$. As with Case (b), we have (5.10) for all large $k$ and hence

$$\frac{\delta_{k+1}^{1-1/r}}{\delta_k^{1/r}} \leq C_3 \sqrt{\delta_k + \Delta_\infty} + C_4 \delta_k^{1/r} \to C_3 \sqrt{\Delta_\infty}$$

as $k \to \infty$. Hence, the order of convergence is $\frac{1/r}{1-r/1} = \frac{1}{r-1}$.

Case (d): $2 \leq r < 3$ and $\Delta_\infty = 0$. As with Case (b), we have (5.10) for all large $k$ and hence

$$\frac{\delta_{k+1}^{1-1/r}}{\delta_k^{1/r}} \leq C_3 \delta_k^{1/2-1/r} + C_4 \to \begin{cases} C_3 + C_4 & \text{if } r = 2, \\ C_4 & \text{if } 2 < r < 3 \end{cases}$$

as $k \to \infty$. Hence, the order of convergence is $\frac{2/r}{1-r/1} = \frac{2}{r-1}$.

Case (e): $r = 2$ and $0 < \Delta_\infty < 1/C_3^2$. Since

$$C_1 = \frac{L_c \sqrt{2L_h}}{(1-\theta)\rho_{\min}} + \frac{1}{\sqrt{1-\theta^2}} \geq \frac{1}{\sqrt{1-\theta^2}} \geq 1,$$

$$C_2 = (1+\theta)\rho_{\max} + L_c \sqrt{2L_h} \geq L_c \sqrt{2L_h},$$

we have

$$\frac{1}{C_3^2} < \Delta_\infty < \frac{\gamma}{4C_1C_2} \leq \frac{\gamma^2}{32L_c^2L_h}.$$ 

Thus, condition (5.9) holds if

$$\delta_{k+1} \leq \left(\frac{\gamma}{32L_c \sqrt{2L_h}}\right)^2 - \frac{\gamma^2}{32L_c^2L_h} = \frac{3\gamma^2}{32L_c^2L_h}.$$
or if $k$ is sufficiently large. From Proposition 5.1, we have (5.10) for all large $k$ and hence

$$\frac{\delta_{k+1}^{1/2}}{\delta_k^{1/2}} \leq C_3 \sqrt{\delta_{k+1} + \Delta_\infty} + C_4 \delta_k^{1/2} \to C_3 \sqrt{\Delta_\infty} < 1$$

as $k \to \infty$. Hence, the order of convergence is $\frac{1}{2} = 1$.

The assumption of Case (a) of Theorem 5.1 holds when, for example, $d = n = 1$ and $g(x) = \begin{cases} 0 & \text{if } |x| \leq 1, \\ +\infty & \text{otherwise}, \end{cases}$ $h(y) = y^2$, $c(x) = x^2 - 2$.

Existing analyses [12, 18, 30] of LM methods for a general function $h$ provide local quadratic convergence under the Lipschitz continuity of $h$, while we obtain faster convergence, convergence in finite iterations, under the Lipschitz continuity of $\nabla h$.

We do not have a clear answer to the question of whether there are instances that satisfy the assumptions in Cases (b) or (c) but not Case (a).

Case (d) with $r = 2$ yields quadratic convergence. This result extends local quadratic convergence of LM methods for $h(\cdot) = \frac{1}{2} \|\cdot\|^2$, which has been extensively studied [6–8, 16, 20–23, 25, 41], to general $h$. Similarly, our result in Case (e) extends the existing linear convergence result for $h(\cdot) = \frac{1}{2} \|\cdot\|^2$ [10].

We have shown the convergence of the sequence $(F(x_k))_{k \in \mathbb{N}}$, and we see from Assumption 3(b) that $(\text{dist}(x_k, X^*))_{k \in \mathbb{N}}$ converges equally or faster. Furthermore, we show that the solution sequence $(x_k)_{k \in \mathbb{N}}$ also converges to a stationary point in $X^*$.

**Theorem 5.2** Suppose that Assumptions 1–3 hold. Let $(x_k)_{k \in \mathbb{N}}$ be generated by Algorithm 1. If one of the following holds:

1. $1 \leq r < 2$,
2. $r = 2$ and $\Delta_\infty < 1/C_3^2$, or
3. $2 < r < 3$ and $\Delta_\infty = 0$,

then the sequence $(x_k)_{k \in \mathbb{N}}$ converges to a stationary point $x^* \in X^*$.

**Proof.** Assumption 3(b) implies that the sequences $(\text{dist}(x_k, X^*))_{k \in \mathbb{N}}$ converges to 0 and Theorem 5.1 shows that the sequence $(F(x_k))_{k \in \mathbb{N}}$ converges with order at least 1. Therefore, we have some constants $K' \in \mathbb{N}$ and $0 < C_5 < 1$ such that (5.6) and

$$F(x_{k+1}) - F_\infty \leq C_5 (F(x_k) - F_\infty)$$

hold for all $k \geq K'$. Using this bound, we obtain for all $l \geq k \geq K'$,

$$\|x_l - x_k\| \leq \sum_{i=0}^{\infty} \|x_{k+i+1} - x_{k+i}\|$$

(by the triangle inequality)

$$\leq \sum_{i=0}^{\infty} C_1 \text{dist}(x_{k+i}, X^*)$$

(by (5.6))
\[
\begin{align*}
\leq \sum_{i=0}^{\infty} C_1 \left( \frac{r}{\gamma} (F(x_{k+1}) - F_{x_0}) \right)^{1/r} & \quad \text{(by Assumption 3(b))} \\
\leq \sum_{i=0}^{\infty} C_1 \left( \frac{r}{\gamma} (F(x_k) - F_{x_0}) \right)^{1/r} C_5^{i/r} & \quad \text{(by using (5.11) recursively)} \\
= C_1 \left( \frac{r}{\gamma} (F(x_k) - F_{x_0}) \right)^{1/r} \frac{1}{1 - C_5^{1/r}}.
\end{align*}
\]

This upper bound converges to 0 as \( k \to \infty \), and hence \((x_k)_{k \in \mathbb{N}}\) is a Cauchy sequence and converges to a point \( x^* \in X^* \).

6 Numerical experiments

We compare the proposed algorithm with existing algorithms on three instances of problem (1.1). We implemented all methods in Python with JAX [11] and Flax [24] and executed them on a computer with Apple M1 Chip (8 cores, 3.2 GHz) and 16 GB RAM.

6.1 Problem setting

The four instances used in our experiments are described below.

1. **Multidimensional Rosenbrock function.** The first optimization problem is the following:

   \[
   \min_{x=(x_1, \ldots, x_d) \in \mathbb{R}^d} \sum_{i=1}^{d-1} \left( (x_i - 1)^2 + 100(x_{i+1} - x_i^2) \right)^2.
   \]

   The objective function is a multidimensional extension of the Rosenbrock function [37]. We set the dimension as \( d = 10^4 \) and initialized \( x \) to \((0.5, \ldots, 0.5) \in \mathbb{R}^d \).

2. **Supervised classification with MNIST handwritten digit dataset.** The second optimization problem is to construct a deep linear neural network model for classification problems:

   \[
   \min_{w \in \mathbb{R}^d} -\frac{1}{N} \sum_{i=1}^{N} (y_i, \text{LogSoftmax}(\Phi_w(x_i))).
   \]

   Here, \( x_i \in \mathbb{R}^{784} \) is the \( i \)-th image data, and \( y_i \in \{0, 1\}^{10} \) is the corresponding one-hot vector that indicates the class label. The function \( \Phi_w : \mathbb{R}^{784} \to \mathbb{R}^{10} \) is a three-layer fully connected neural network with parameter \( w \in \mathbb{R}^d \) that receives image data as input and outputs a 10-dimensional vector. Two hidden layers have 128 and 32 nodes,
respectively, and a sigmoid activation function, and thus the dimension of the parameter $w$ is $d = 104,938$, including bias parameters. The $i$-th entry of $\text{LogSoftmax}(z)$ is defined by

$$(\text{LogSoftmax}(z))_i := \log \left( \frac{\exp(z_i)}{\sum_j \exp(z_j)} \right).$$

The MNIST dataset contains 60,000 training data, of which $N = 6000$ were randomly chosen for use. We initialized the parameter $w$ by using `flax.linen.Module.init` method.\footnote{See the documentation, \url{https://flax.readthedocs.io/en/latest/flax.linen.html}, for the detail of `flax.linen.Module.init`.

3. Nonnegative matrix factorization (NMF) with MovieLens 100K dataset. The third optimization problem is the following:

$$\min_{U \in \mathbb{R}^{p \times r}, V \in \mathbb{R}^{q \times r}} \frac{1}{N} \sum_{(i,j,s) \in \Omega} ((u_i, v_j) - s)^2 + \lambda \left( \|U\|_F^2 + \|V\|_F^2 \right)$$

subject to $U \geq O$, $V \geq O$.

Here, $u_i \in \mathbb{R}^r$ and $v_j \in \mathbb{R}^r$ denotes the $i$-th row of $U$ and $V$, respectively, and the inequalities in the constraints are elementwise. The set $\Omega$ consists of training data of size $N$; each element $(i,j,s) \in \Omega$ means that user $i \in \{1, \ldots, p\}$ rated movie $j \in \{1, \ldots, q\}$ as $s \in \{1, \ldots, 5\}$. The MovieLens dataset contains 100,000 ratings from $p = 943$ users on $q = 1682$ movies and these ratings are split into $N = 80,000$ training data and 20,000 test data.\footnote{The dataset provides five train-test splits $u_1$ to $u_5$, of which we used $u_1$.} We set the dimension of the latent features to $r = 500$ and the regularization parameter to $\lambda = 10^{-10}$. The dimension of the parameter to be estimated is $pr + qr = 1,312,500$. We initialized each entry of $U$ and $V$ by the uniform distribution on $[0, 10^{-3}]$.

4. Inverse problem on wave equation. The fourth is a data assimilation problem for the following nonlinear partial differential equation (PDE) from [9]:

$$\frac{\partial^2 u}{\partial t^2}(z, t) = \frac{\partial^2 u}{\partial z^2}(z, t) - e^{u(z,t)}, \quad \forall z, t \in [0, 1],$$

$$u(0, t) = u(1, t) = 0, \quad \forall t \in [0, 1],$$

$$\frac{\partial u}{\partial t}(z, 0) = 0, \quad \forall z \in [0, 1].$$

Let us consider estimating the solution $u(z, 0)$ at time $t = 0$, given some observed data of a function $u$ that follows the PDE. To solve this problem, we discretize the function $u$ using a $K \times T$ mesh as $u_{ij} := u(i/K, j/T)$, where $0 \leq i \leq K$ and $0 \leq j \leq T$. Given

$9 \ d = (784 \times 128 + 128 \times 32 + 32 \times 10) + (128 + 32 + 10) = 104,938.$
(u_{i,0})_{0 \leq i \leq K}$, we compute an estimate $\hat{u}_{i,j}$ for $u_{i,j}$ via a discrete system for the PDE. Then, the data assimilation problem can be formulated as the optimization problem:

$$
\min_{(u_{i,0})_{0 \leq i \leq K}} \frac{1}{N} \sum_{(i,j,v) \in \Omega} (\hat{u}_{i,j} - v)^2.
$$

Above, the set $\Omega$ consists of observed data of size $N$; each element $(i,j,v) \in \Omega$ means that the observed value of $u_{i,j}$ is $v$. Note that $\hat{u}_{i,j}$ is a function of $(u_{i,0})_{0 \leq i \leq K}$. We set the parameters as $K = 2^6$, $T = 2^6$, and $N = 2^7$, and set the ground truth of $u(z,0)$ as

$$
u(z,0) = \sin(6\pi z) + \begin{cases} 1 - \cos(20\pi z) & \text{if } \frac{4}{10} \leq z \leq \frac{5}{10}, \\ 0 & \text{otherwise.} \end{cases}
$$

The observed data were generated by computing $\hat{u}_{i,j}$ with the above $u(z,0)$ and adding random noise that follows the Gaussian distribution $\mathcal{N}(0, \sigma^2)$ with $\sigma = 10^{-2}$. We used the Euler method to discretize the PDE.

### 6.2 Algorithms

We implemented the following four algorithms.

- ** Proposed (Algorithm 1 with Algorithm 2).** We set the parameters as $\theta = 0.5$, $\alpha = \bar{\alpha} = 2$, $\beta = 0.95$, and $\rho_{\min} \in \{10^{-4}, 10^{-3}, \ldots, 10^0\}$, and denote this algorithm by $\text{Proposed}(\rho_{\min})$. Because we can check that $\inf_{x \in \mathbb{R}^d} g(x) = \inf_{y \in \mathbb{R}^e} h(y) = 0$ in all four problem setups presented in the previous section, we set $\rho = h^* = 0$ unless otherwise mentioned.

- ** DP [19, Algorithm 6].** This is an LM method that solves the subproblem with an accelerated method like ours but fixes the damping parameter $\mu$ to a constant, which is an input parameter. The method assumes the value of $L_b \sigma^2$ is known, where $L_b$ and $\sigma$ are the same as those in Assumptions 2 and 1(e). Since this value is not actually known, we treat it as another input parameter, $L$. We set the parameters as $\mu \in \{10^{-4}, 10^{-3}, \ldots, 10^2\}$ and $L \in \{10^{-1}, 10^0, \ldots, 10^5\}$, and denote this algorithm by $\text{DP}(\mu, L)$.

- ** ABO [2, Algorithm 3].** This is a trust-region method that employs quasi-Newton models for subproblems. We used L-BFGS approximations with memory 5 and solved the subproblem via the proximal gradient method in accordance with the original paper. We set the step-size and termination condition for the proximal gradient method as in [2, Corollary 4.3 and Section 7], respectively. The input parameters of [2, Algorithm 3] were set to $\eta_1 = 1/4$, $\eta_2 = 3/4$, $\gamma_1 = \gamma_2 = 1/2$, $\gamma_3 = \gamma_4 = 2$, $\alpha = 1$, $\beta = 2$, and $\Delta_0 = 1$.

- ** PG (proximal gradient).** The step-size is automatically selected by backtracking, similar to $\rho$ in Algorithm 1. This algorithm has parameters $\alpha$ and $L_{\min}$ corresponding to $\alpha$ and $\rho_{\min}$ in Algorithm 1. We set them as $\alpha = 2$ and $L_{\min} \in \{10^{-4}, 10^{-3}, \ldots, 10^0\}$, and denote this algorithm by $\text{PG}(L_{\min})$. 

See Appendix F for the detail of the implementation.

We note that Proposed and DP assume the smooth term of the objective function to be written as \( h(c(\cdot)) \) and call oracles on \( c \) and \( h \), while ABO and PG make no such assumptions and can handle more general problems.

### 6.3 Results

Figs. 6.1(a)–6.1(d) show the results of the experiments. We ran each algorithm with several parameter settings as described in the previous section; only the results with the best performing parameters are plotted. If the best one cannot be determined, multiple lines are plotted. In the setup shown in Fig. 6.1(c), ABO could not complete the first iteration within the time limit (200 seconds), so the plot was omitted. In all four instances, the proposed method decreases the objective function value faster than or as fast as the compared methods.

The main difference between DP and our method is how to set the damping parameter \( \mu \); DP fixes \( \mu \) as a constant while we adaptively choose it at each iteration. This adaptability is considered one reason for the fast convergence of the proposed method. Fig. 6.1(a) shows that, for DP, \( \mu = 10^1 \) is faster in the early stage while \( \mu = 10^0 \) is faster at the end, which also supports the importance of the adaptability of \( \mu \).

ABO and Proposed differ in many respects, the most significant difference being the form of the subproblems. ABO updates (a compact form of) approximated Hessian as in the quasi-Newton method, while Proposed constructs the LM subproblem and uses a Jacobian-vector oracle. The latter method seems to be more advantageous, especially for large-scale problems. In fact, Fig. 6.1(d) shows that ABO performs well for a small problem with 63 variables, but it performs worse for a large-scale problem with 1312500 variables, as in Fig. 6.1(c). Another possible reason our method outperformed ABO is that our termination condition (Line 10 of Algorithm 2) for the subproblem was carefully designed based on theoretical analysis. Generally speaking, solving subproblems too accurately or inaccurately will degrade the overall performance of algorithms; our condition enables us to solve the subproblem with just the right amount of accuracy. We should mention that ABO can be applied even if \( g \) is nonconvex or if the smooth term of the objective function is not a composite function.

While PG is a first-order method and thus cannot hope for local superlinear convergence, the proposed method achieves the theoretical guarantee of locally fast convergence. This local convergence of our method was also observed in the experiments. The figures on the right side of Figs. 6.1(a) and 6.1(c) suggest that Proposed converges superlinearly.

**Sensitivity to \( \rho_{\min} \).** The proposed algorithm has an input parameter \( \rho_{\min} \). Fig. 6.2 shows the performance of the proposed algorithm with several settings of \( \rho_{\min} \). The results suggest that setting \( \rho_{\min} \) too large can deteriorate performance to a greater extent than setting \( \rho_{\min} \) too small. This is because Algorithm 1 can increase \( \rho \) but not decrease it. A practical (but not theoretically grounded) way to reduce the sensitivity of Algorithm 1 to \( \rho_{\min} \) is to insert a step to decrease \( \rho \) in Line 8.
Fig. 6.1: Numerical results of each instance and method.
Fig. 6.2: Performance of the proposed algorithm with different values of $\rho_{\text{min}}$.

Sensitivity to $g^* + h^*$. The proposed algorithm has other input parameters, $g^*$ and $h^*$, that should be set as in (3.5). So far, we have set $g^* = h^* = 0$ since we know that $\inf_{x \in \mathbb{R}^d} g(x) = \inf_{y \in \mathbb{R}^n} h(y) = 0$ in all four experimental settings. Here, let us hypothetically consider the case where we do not know the infimum of $g$ or $h$. A practical choice in such cases is to compute numerically the minimum of the convex functions $g$ and $h$. Numerical solutions often give an upper bound, but subtracting a small value from the upper bound is expected to result in a lower bound. Assuming such a case, we tested the proposed algorithm with different values of $g^* + h^*$, and the results are presented in Fig. 6.3.\(^{12}\) The results suggest that the algorithm’s performance is not significantly affected as long as $g^* + h^*$ is close to 0 (i.e., $\inf_{x \in \mathbb{R}^d} g(x) + \inf_{y \in \mathbb{R}^n} h(y)$). However, if their differences become too large, the performance deteriorates. Note that we should consider the scale of the function value to compare the magnitude of the value of $g^* + h^*$. For example, in the NMF setting, the function $h$ has the form

$$h(u, v, w) = \frac{1}{N} \|w\|^2 + \lambda \left(\|u\|^2 + \|v\|^2\right)$$

with $N = 8 \times 10^5$ and $\lambda = 10^{-10}$, which suggests that $-10^0$ is too small as $g^* + h^* (< 0)$ considering the scale of the function.

\(^{12}\) Since Algorithm 1 uses $g^*$ and $h^*$ only in the form $g^* + h^*$, we need only to focus on the value of $g^* + h^*$. 
7 Conclusion

We proposed a new LM method (Algorithm 1) for minimizing the sum of a convex function and a smooth composite function, problem (1.1). The proposed method enjoys the following three theoretical guarantees: iteration complexity bound, oracle complexity bound when combined with an accelerated method (Algorithm 2), and local convergence under the Hölderian growth condition. As shown in Table 2.1, our iteration complexity bound improves existing bounds by $\Theta(\kappa)$, and our oracle complexity bound improves by $\tilde{\Theta}(\sqrt{\kappa})$ for non-Lipschitz $h$, where $\kappa$ is a constant like the condition number. Our local convergence results include local quadratic convergence under the quadratic growth condition; this is the first to extend the classical result [41] for least-squares problems, $h(\cdot) = \frac{1}{2} \| \cdot \|^2$, to a general function $h$. In addition, this is the first LM method with both an oracle complexity bound and local quadratic convergence for smooth problems to the best of our knowledge.

Our numerical experiments show that our method is effective for large-scale problems with $10^4$ to $10^6$ variables, but there is potential for further speed-up, mainly when the functions $h$ and $c$ can be decomposed as follows:

$$ h(y_1, \ldots, y_N) = \frac{1}{N} \sum_{i=1}^{N} h_i(y_i), \quad c(x) = (c_1(x), \ldots, c_N(x)). $$

Fig. 6.3: Performance of the proposed algorithm with different values of $g^* + h^*$. 

(a) Rosenbrock

(b) Classification

(c) NMF

(d) Wave equation
Such a finite-sum setting often appears in machine learning, and stochastic methods [27] effectively solve the problem when $N$ is large. An interesting direction for future work would be to investigate whether oracle complexity bound and local convergence can still be achieved with stochastic LM methods.
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A Lemmas for analysis

We show several lemmas used for our analysis. First, the following two lemmas may be standard in optimization.

**Lemma A.1** Suppose that Assumption 1 holds. Then, the following hold:

\[ h(y) - h(x) \leq \langle \nabla h(z), y - x \rangle + \frac{L}{2} \| y - z \|^2, \quad \forall x, y, z \in \mathbb{R}^n, \]  
\[ h(x) - h^* \geq \frac{1}{2L} \| \nabla h(x) \|^2, \quad \forall x \in \mathbb{R}^n. \]  

**Proof.** From [35, Eq. (2.1.9)], we have

\[ h(y) - h(z) \leq \langle \nabla h(z), y - z \rangle + \frac{L}{2} \| y - z \|^2, \quad \forall y, z \in \mathbb{R}^n. \]  

On the other hand, from Assumption 1(b), we have

\[ h(z) - h(x) \leq \langle \nabla h(z), z - x \rangle, \quad \forall x, z \in \mathbb{R}^n. \]  

Putting these inequalities together yields (A.1). Using (3.5) and taking \( y = z - \frac{1}{L} \nabla h(z) \) for (A.3) yields

\[ h^* - h(z) \leq h(y) - h(z) \leq - \frac{1}{2L} \| \nabla h(z) \|^2, \quad \forall z \in \mathbb{R}^n, \]  

which is equivalent to (A.2). \( \square \)

**Lemma A.2** Suppose that Assumption 1 holds. Then, the following holds:

\[ \| c(y) - c(x) - \nabla c(x)(y - x) \| \leq \frac{L}{2} \| y - x \|^2, \quad \forall x, y \in \text{dom } g. \]  

**Proof.** We can prove this lemma in the same way as [35, Lemma 1.2.3]. \( \square \)

Next, the following lemma bounds the function value using the first-order optimality measures defined in (3.4).

**Lemma A.3** Suppose that Assumption 1 holds. Then, the following hold:

\[ g(y) - g(x) + \langle \nabla H(x), y - x \rangle \geq -\omega(x) \| y - x \|, \quad \forall x, y \in \text{dom } g, \]  
\[ \tilde{F}_{\mu}(y) - \tilde{F}_{\mu}(x) - \frac{\mu}{2} \| y - x \|^2 \geq -\Phi_{\mu}(x) \| y - x \|, \quad \forall x, y \in \text{dom } g. \]  

**Proof.** For all \( p \in \partial g(x) \), we have

\[ g(y) - g(x) + \langle \nabla H(x), y - x \rangle \geq \langle p + \nabla H(x), y - x \rangle \geq -\| p + \nabla H(x) \| \| y - x \|, \]  

and hence

\[ g(y) - g(x) + \langle \nabla H(x), y - x \rangle \geq -\min_{p \in \partial g(x)} \| p + \nabla H(x) \| \| y - x \| = -\omega(x) \| y - x \|, \]  

which completes the proof of (A.5). Similarly to (A.5), we have

\[ g(y) - g(x) + \langle \nabla \tilde{H}_{\mu}(x), y - x \rangle \geq -\Phi_{\mu}(x) \| y - x \|, \]  

and on the other hand, we have

\[ \tilde{F}_{\mu}(y) - \tilde{F}_{\mu}(x) \geq \langle \nabla \tilde{H}_{\mu}(x), y - x \rangle + \frac{\mu}{2} \| y - x \|^2 \]  

since \( \tilde{H}_{\mu} \) is strongly convex. Combining these bounds yields

\[ \tilde{F}_{\mu}(y) - \tilde{F}_{\mu}(x) = g(y) - g(x) + \tilde{H}_{\mu}(y) - \tilde{H}_{\mu}(x) \]  
\[ \geq \frac{\mu}{2} \| y - x \|^2 - \Phi_{\mu}(x) \| y - x \|, \]  

which completes the proof of (A.6). \( \square \)
The following lemma is used to bound the oracle complexity of our algorithm.

**Lemma A.4** Let

\[ P(z) := 1 + \sqrt{\log z}. \]  

(A.7)

Then,

(a) \( P(z) \) is increasing with respect to \( z \geq 1 \);
(b) \( P(z) \) is concave with respect to \( z \geq 1 \);
(c) \( \frac{1}{z} P(1 + z) \) is decreasing with respect to \( z > 0 \).

**Proof.** For \( z \geq 1 \), we have

\[
\frac{d}{dz} P(z) = \frac{\log z + 2}{2\sqrt{z}} > 0, \\
\frac{d^2}{dz^2} P(z) = -\frac{\log z}{4z\sqrt{z}} < 0,
\]

which implies Lemmas A.4(a) and A.4(b). To prove Lemma A.4(c), we use the following inequality:

\[
\log(1 + z) \geq \frac{2z}{z + 2}, \quad \forall z \geq 0,
\]  

(A.8)

which can be proved by using

\[
\frac{d}{dz} \left( \log(1 + z) - \frac{2z}{z + 2} \right) = \frac{z^2}{(z + 1)(z + 2)} \geq 0.
\]

For \( z > 0 \), we have

\[
\frac{d}{dz} \left( \frac{1}{z} P(1 + z) \right) = \frac{2z - (z + 2)\log(1 + z) - 1}{2z\sqrt{1 + z}} \leq -\frac{1}{2z} < 0 \quad \text{(by (A.8)),}
\]

which implies Lemma A.4(c).

\[ \square \]

**B Proofs for Section 3**

**B.1 Proof of Lemma 3.2**

**Proof.** As

\[
\nabla H_{\mu}(x) = \nabla c(x)\top \nabla h(c(x) + \nabla c(x)(s - x)) + \mu(s - x),
\]

we have

\[
\|\nabla H_{\mu}(y) - \nabla H_{\mu}(x)\| \\
\leq \|\nabla c(x)\|_{op} \|\nabla h(c(x) + \nabla c(x)(y - x)) - \nabla h(c(x) + \nabla c(x)(s - x))\| + \mu\|y - x\| \quad \text{(by Assumption 1(e))}
\]

\[
\leq L_0\|\nabla c(x)\|_{op} \|\nabla c(x)(y - x)\| + \mu\|y - x\| \quad \text{(by Assumption 2),}
\]

which completes the proof.  

\[ \square \]
B.2 Proof of Lemma 3.3

Before the proof, we show some standard inequalities on Algorithm 2, which will be also used for Theorem 4.1(b).

The parameter \( \eta \) is initialized to \( \bar{\alpha} \mu \) (\( \leq \bar{\alpha}L \)) in Line 2, and the inequality in Line 7 must hold if \( \eta \geq L \). This implies that the parameter \( \eta \) in Algorithm 2 always satisfies
\[
\eta \leq \bar{\alpha}L. \tag{B.1}
\]

Using this bound, we can bound the left-hand side of the termination condition in Line 10 as
\[
\begin{align*}
\|\nabla B_{k, \mu}(\bar{x}_{k+1}) - \nabla B_{k, \mu}(y) - \eta(\bar{x}_{k+1} - y)\| \\
\leq \|\nabla B_{k, \mu}(\bar{x}_{k+1}) - \nabla B_{k, \mu}(y)\| + \eta\|\bar{x}_{k+1} - y\| \\
\leq \bar{L}\|\bar{x}_{k+1} - y\| + \eta\|\bar{x}_{k+1} - y\| \quad \text{(by Lemma 3.2)} \\
\leq (1 + \bar{\alpha})\bar{L}\|\bar{x}_{k+1} - y\| \quad \text{(by (B.1)).} \tag{B.2}
\end{align*}
\]

Now, we prove Lemma 3.3.

**Proof of Lemma 3.3.** Let \( \bar{x}^* \) denote the optimal solution to subproblem (1.2). At Line 10 of Algorithm 2, we have
\[
\begin{align*}
\|\nabla B_{k, \mu}(\bar{x}_{k+1}) - \nabla B_{k, \mu}(y) - \eta(\bar{x}_{k+1} - y)\| \\
\leq (1 + \bar{\alpha})\bar{L}\|\bar{x}_{k+1} - y\| \quad \text{(by (B.2))} \\
= (1 + \bar{\alpha})\bar{L}\|\bar{x}_{k+1} - (1 - \tau)\bar{x}_k - \tau y\| \quad \text{(by Line 5)} \\
\leq (1 + \bar{\alpha})\bar{L}\|\bar{x}_{k+1} - \bar{x}^*\| + \|\eta(\bar{x}_{k+1} - y)\| + \eta\|\bar{x}_{k+1} - y\| \quad \text{(by (B.3))} \\
\leq (1 + \bar{\alpha})\bar{L}\|\bar{x}_{k+1} - \bar{x}^*\| + \|\bar{x}_{k+1} - \bar{x}^*\| + \|\bar{x}_{k+1} - y\| \quad \text{(by 0 \leq \tau \leq 1).} \tag{B.3}
\end{align*}
\]

Here, we can check \( 0 \leq \tau \leq 1 \) from the definitions of \( b_{k+1} \) and \( \tau \). To bound (B.3), we will show several inequalities.

With a slight modification of [17, Corollary B.3], we obtain
\[
F_{k, \mu}(\bar{x}) - F_{k, \mu}(\bar{x}^*) + \frac{\mu}{2}\|\bar{x} - \bar{x}^*\|^2 \leq \bar{\alpha}\kappa \mu \left(1 - \frac{1}{\sqrt{\bar{\alpha} \kappa}}\right)^2 \|\bar{x}_0 - \bar{x}^*\|^2 \tag{B.4}
\]
for all \( t \geq 1 \). On the other hand, from the strong convexity of \( F_{k, \mu} \), we have
\[
F_{k, \mu}(\bar{x}) - F_{k, \mu}(\bar{x}^*) \geq \frac{\mu}{2}\|\bar{x} - \bar{x}^*\|^2. \tag{B.5}
\]

Combining these two bounds yields
\[
\begin{align*}
\|\bar{x}_k - \bar{x}^*\| + \|\bar{x} - \bar{x}^*\| \\
\leq \sqrt{2\|\bar{x}_k - \bar{x}^*\|^2 + 2\|\bar{x} - \bar{x}^*\|^2} \quad \text{(since } a + b \leq \sqrt{2(a^2 + b^2)} \text{ for all } a, b \in \mathbb{R}) \\
\leq \sqrt{\frac{4}{\mu} (F_{k, \mu}(\bar{x}) - F_{k, \mu}(\bar{x}^*) + \frac{\mu}{2}\|\bar{x} - \bar{x}^*\|^2)} \quad \text{(by (B.5))} \\
\leq p_t \|\bar{x}_k - \bar{x}^*\| \quad \text{(by (B.4)),} \tag{B.6}
\end{align*}
\]

where
\[
p_t := 2\sqrt{\bar{\alpha} \kappa} \left(1 - \frac{1}{\sqrt{\bar{\alpha} \kappa}}\right)^{1/2} \leq 2\sqrt{\bar{\alpha} \kappa} \exp\left(-\frac{t}{2\sqrt{\bar{\alpha} \kappa}}\right).
\]

By setting \( t \) to
\[
t \geq 2\sqrt{\bar{\alpha} \kappa} \log\left(2\sqrt{\bar{\alpha} \kappa} \left(1 + \frac{2(1 + \bar{\alpha}) \kappa}{\bar{\alpha}}\right)^{1/2}\right)
\]
as in (3.20), we have
\[ p_t \leq \left(1 + \frac{2(1 + \alpha)}{\theta} \right)^{-1} < 1. \] (B.7)

From (B.6), we also have
\[ \|\bar{x}_{t+1} - \bar{x}^*\| \leq p_{t+1} \|\bar{x}_0 - \bar{x}^*\| \leq p_t \|\bar{x}_0 - \bar{x}^*\|. \] (B.8)

This inequality implies
\[ \|\bar{x}_0 - \bar{x}^*\| \leq \|\bar{x}_{t+1} - \bar{x}_0\| + \|\bar{x}_{t+1} - \bar{x}^*\| \leq \|\bar{x}_{t+1} - \bar{x}_0\| + p_t \|\bar{x}_0 - \bar{x}^*\|, \]
and hence
\[ \|\bar{x}_0 - \bar{x}^*\| \leq \frac{1}{1 - p_t} \|\bar{x}_{t+1} - \bar{x}_0\|. \] (B.9)

Now, we can bound (B.3) as follows:
\[
\begin{align*}
\|\nabla R_{k,N}(\bar{x}_{t+1}) - \nabla R_{k,N}(y) - \eta(\bar{x}_{t+1} - y)\| \\
\leq (1 + \alpha)\bar{L}(\|\bar{x}_{t+1} - \bar{x}^*\| + \|\bar{x}_0 - \bar{x}^*\| + \|\bar{x}_0 - \bar{x}^*\|) \\
\leq 2p_t(1 + \alpha)\bar{L}\|\bar{x}_0 - \bar{x}^*\| \quad \text{(by (B.6) and (B.8))} \\
\leq \frac{2p_t}{1 - p_t} (1 + \alpha)\bar{L}\|\bar{x}_{t+1} - \bar{x}_0\| \quad \text{(by (B.9))} \\
\leq \theta \mu \|\bar{x}_{t+1} - \bar{x}_0\| \quad \text{(by (B.7) and definition (3.21) of \( \bar{k} \)).}
\end{align*}
\]
which completes the proof.

C Proofs for Section 4

Under Assumption 1, we have
\[ \|\nabla h(c(x_k))\| \leq \sqrt{2L_h \Delta_k}, \quad \forall k \in \mathbb{N} \] (C.1)
as
\[
\frac{1}{2L_h} \|\nabla h(c(x_k))\|^2 \leq h(c(x_k)) - h^* \quad \text{(by (A.2))} \\
\leq g(x_k) + h(c(x_k)) - (g^* + h^*) \quad \text{(by (3.5))} \\
= \Delta_k \quad \text{(by definition (1.3) of \( \Delta_k \)).}
\]
Similarly, we have
\[ \|\nabla h(c(x_k) + \nabla c(x_k)(x - x_k))\| \leq \sqrt{2L_h(\bar{F}_{k,N}(x) - (g^* + h^*))}, \quad \forall k \in \mathbb{N}, x \in \mathbb{R}^d \] (C.2)
as
\[
\frac{1}{2L_h} \|\nabla h(c(x_k) + \nabla c(x_k)(x - x_k))\|^2 \leq h(c(x_k) + \nabla c(x_k)(x - x_k)) - h^* \\
\leq g(x_k) + h(c(x_k) + \nabla c(x_k)(x - x_k)) - (g^* + h^*) \\
\leq \bar{F}_{k,N}(x) - (g^* + h^*).
\]
We will use inequalities (C.1) and (C.2) to prove Lemma 4.1 and Proposition 5.1.
C.1 Proof of Lemma 4.1

Proof. To simplify notation, let

\[ u = x - x_k, \quad w := c(x_k) + \nabla c(x_k) u. \]

From definition (3.4) of \( \partial \), we can take \( p \in \partial g(x) \) such that

\[ \| p + \nabla H_k \partial p_k (x) \| = \partial \partial p_k (x). \]

Then, from definition (3.4) of \( \omega \), we also have

\[ \omega (x) \leq \| p + \nabla H_k \partial p_k (x) \| + \| \nabla H_k \partial p_k (x) - \nabla H (x) \|
\]

\[ = \partial \partial p_k (x) + \| \nabla H_k \partial p_k (x) - \nabla H (x) \|. \quad \text{(C.3)} \]

We will bound \( \| \nabla H_k \partial p_k (x) - \nabla H (x) \| \) in (C.3). As

\[ \nabla H_k \partial p_k (x) - \nabla H (x) = \nabla c(x_k)^T \nabla h(u) - \nabla c(x)^T \nabla h(c(x)) + \mu_k u \]

\[ = \nabla c(x_k)^T (\nabla h(u) - \nabla h(c(x))) - \nabla c(x) + c(x_k) \nabla h(c(x)) + \mu_k u, \]

we have

\[ \| \nabla H_k \partial p_k (x) - \nabla H (x) \| \leq \| \nabla c(x_k) \|_\infty \| \nabla h(u) - \nabla h(c(x)) \| + \| \nabla c(x) - \nabla c(x_k) \|_\infty \| \nabla h(c(x)) \| + \mu_k \| u \|. \quad \text{(C.4)} \]

Each term of (C.4) can be bounded as follows: first,

\[ \| \nabla c(x_k) \|_\infty \leq \sigma \quad \text{(by Assumption 2)}; \]

second,

\[ \| \nabla h(u) - \nabla h(c(x)) \| \leq L_u \| w - c(x) \| \quad \text{(by Assumption 1(e))} 
\]

\[ = L_u \| c(x_k) + \nabla c(x_k) (x - x_k) - c(x) \|
\]

\[ \leq \frac{L_u L_c}{2} \| u \|^2 \quad \text{(by (A.4));} \quad \text{(C.5)} \]

third,

\[ \| \nabla c(x) - \nabla c(x_k) \|_\infty \leq L_c \| u \| \quad \text{(by Assumption 1(f)).} \]

Plugging these bounds into (C.4), we obtain

\[ \| \nabla H_k \partial p_k (x) - \nabla H (x) \| \leq \sigma \left( \frac{L_u L_c}{2} \| u \|^2 \right) + (L_u \| u \|) \| \nabla h(c(x)) \| + \mu_k \| u \|. \]

Again, plugging this bound into (C.3) yields

\[ \omega (x) \leq \partial \partial p_k (x) + \frac{L_u L_c}{2} \| u \|^2 + L_u \| u \| \| \nabla h(c(x)) \| + \mu_k \| u \|. \quad \text{(C.6)} \]

We first show (4.4). Setting \( x = x_{k+1} \in S_k \partial p_k \) in (C.6) gives

\[ \omega (x_{k+1}) \leq \left( 1 + \theta \right) \mu_k + L_u \| \nabla h(c(x_{k+1})) \| \| x_{k+1} - x_k \| + \frac{L_u L_c}{2} \| x_{k+1} - x_k \|^2 \]

since \( \partial \partial p_k (x_{k+1}) \leq \theta \mu_k \| x_{k+1} - x_k \| \) by the definition of \( S_k \partial p_k \). From (4.1) and (C.1), we have \( \| \nabla h(c(x_{k+1})) \| \leq \sqrt{2} \mu_k \| x_{k+1} - x_k \| \) and hence obtain (4.4).
Next, we prove (4.3). We have
\[ \| \nabla h(c(x)) \| \leq \| \nabla h(w) \| + \| \nabla h(w) - \nabla h(c(x)) \| \]
\[ \leq \| \nabla h(w) \| + \frac{L_h L_b}{2} \| u \|^2 \] (by (C.5))
\[ \leq \sqrt{2L_h(\bar{F}_{x,\mu_b}(x) - (g^* + h^*))} + \frac{L_h L_b}{2} \| u \|^2 \] (by (C.2))
\[ \leq \sqrt{2L_h \Delta} + \frac{L_h L_b}{2} \| u \|^2 \] (by \( \bar{F}_{x,\mu_b}(x) \leq F(x_b) \)).

Plugging this bound into (C.6) yields
\[ \omega(x) \leq \omega_{x,\mu_b}(x) + \frac{L_h L_b}{2} \| u \|^2 + L_c \| u \| \left( \sqrt{2L_h \Delta} + \frac{L_h L_b}{2} \| u \|^2 \right) + \mu_b \| u \|, \]
and rearranging the terms completes the proof of (4.3).

C.2 Proof of Theorem 4.1

To prove Theorem 4.1, we introduce some notations. Let
\[ B_1 := \frac{8}{1 - \theta} \left( (1 + \theta) \sqrt{\rho_{\max}} + \frac{L_c \sqrt{T_b}}{\rho_{\min}} \right)^2 = O \left( \rho_{\max} + \frac{L_c^2 L_b}{\rho_{\min}} \right), \] (C.7)
\[ B_2 := \frac{4L_c L_b \sigma^2}{(1 - \theta) \rho_{\min}}, \]
\[ B_3 := \frac{L_c \sigma^2}{\rho_{\min}}, \]
\[ B_4 := \max \left\{ \log_a \left( \frac{L_c \sqrt{T_b}}{(1 - \theta) \rho_{\min}} \right), 0 \right\} = O \left( 1 + \log \left( \frac{L_c \sqrt{T_b}}{\rho_{\min}} \right) \right), \] (C.9)
where we have used \( (a + b)^2 \leq 2(a^2 + b^2) \) for \( B_1 \). Let \( N \) be the least \( k \) satisfying \( \omega(x_k) \leq \varepsilon \), and let \( V := \{ 0, 1, \ldots, N - 1 \} \). Then, we have
\[ \omega(x_k) > \varepsilon, \quad \forall k \in V. \] (C.10)

Let \( S \subseteq V \setminus \{ N - 1 \} \) and \( T \subseteq V \setminus \{ N - 1 \} \) be the sets of \( k \) such that (4.5) and (4.6) hold, respectively. From Lemma 4.2, we have
\[ S \cup T = V \setminus \{ N - 1 \}, \] (C.11)
and hence, \( N \leq |S| + |T| + 1. \)

Now, we prove Theorem 4.1(a).

Proof. We will derive upper bounds on \( |S| \) and \( |T| \). We have
\[ \sum_{k \in S} \frac{1}{\sqrt{A_k}} \leq B_1 \sum_{k \in S} \frac{A_k - A_{k+1}}{\omega(x_{k+1})^2} \] (by (4.5))
\[ \leq B_1 \sum_{k \in S} \frac{A_k - A_{k+1}}{e^2} \] (by (C.10))
\[ \leq B_1 \sum_{k \in S} \frac{A_k - A_{k+1}}{e^2} \] (by \( S \subseteq V \) and (4.1))
\[ = \frac{B_1}{e^2} (F(x_0) - F(x_k)) \leq \frac{B_1}{e^2} (F(x_0) - F^*), \] (C.12)
and this bound implies

\[ |S| = \sum_{k \in S} 1 \leq \sum_{k \in S} \frac{\Delta_k}{\Delta_k} \leq \frac{B_1\sqrt{\Delta_k}}{\varepsilon^2} (F(x_0) - F^*). \]  

(C.13)

As with |S|, it follows from (4.6) and (C.10) that

\[ |T| \leq \sum_{k \in T} 1 \leq \sum_{k \in T} \frac{B_2}{\omega(\Delta_k)} \leq \frac{B_2}{\varepsilon} (\sqrt{\Delta_k} - \sqrt{\Delta_{k+1}}) \leq \frac{B_2\sqrt{\Delta_k}}{\varepsilon}. \]  

(C.14)

Putting (C.13) and (C.14) together yields

\[ |S| + |T| + 1 \leq \frac{B_1\sqrt{\Delta_k}}{\varepsilon^2} (F(x_0) - F^*) + \frac{B_2\sqrt{\Delta_k}}{\varepsilon} + 1 \]

\[ = O\left(\frac{B_1\sqrt{\Delta_k}}{\varepsilon^2} (F(x_0) - F^*)\right) \]

\[ = O\left(\frac{\sqrt{\Delta_k}}{\varepsilon^2} (F(x_0) - F^*) \left(\rho_{\text{max}} + \frac{L^2 \rho_0}{\rho_{\text{min}}} \right)\right) \]  

(by definition (C.7) of \(B_1\)),

which completes the proof of (4.8). If we set \(\rho_{\text{min}} = \Theta_L \sqrt{\Delta_k}\), definition (3.16) of \(\rho_{\text{max}}\) gives \(\rho_{\text{max}} = \Theta_L \sqrt{\Delta_k}\). We thus obtain (4.9).

Next, we prove Theorem 4.1(b).

Proof. Proposition 3.1 shows that subproblems are solved \(B_k\) times per iteration, where \(B_k\) is defined by (C.9). On the other hand, the parameter \(\mu\) in Algorithm 1 satisfies \(\mu \geq \rho_{\text{min}} \sqrt{\Delta_k}\) throughout the \(k\)-th iteration. Thus, from Proposition 3.2, the oracle complexity for the \(k\)-th iteration is

\[ O\left( B_k \left( 1 + \frac{L \sigma^2}{\sqrt{\rho_{\text{min}} \Delta_k}} \right) \right) = O\left( B_k \left( 1 + \frac{B_3}{\sqrt{\Delta_k}} \right) \right), \]

where \(B_3\) is defined by (A.7) and (C.8), and we used Lemma A.4(a).

First, we will bound the complexity for the first \(N - 1\) iterations, i.e.,

\[ O\left( B_3 \sum_{k \in \mathcal{V}_{[N-1]}} P \left( 1 + \frac{B_1}{\sqrt{\Delta_k}} \right) \right). \]  

(C.15)

Using (C.11), we decompose this bound as

\[ \sum_{k \in \mathcal{V}_{[N-1]}} P \left( 1 + \frac{B_1}{\sqrt{\Delta_k}} \right) \leq \sum_{k \in \mathcal{S}} P \left( 1 + \frac{B_1}{\sqrt{\Delta_k}} \right) + \sum_{k \in \mathcal{T}} P \left( 1 + \frac{B_1}{\sqrt{\Delta_k}} \right). \]  

(C.16)

Each term can be bounded as follows:

\[ \sum_{k \in \mathcal{S}} P \left( 1 + \frac{B_1}{\sqrt{\Delta_k}} \right) \leq |S| P \left( 1 + \frac{B_1}{\sqrt{\Delta_k}} \right) \text{ (by Lemma A.4(b) and Jensen’s inequality)} \]

\[ \leq |S| P \left( 1 + \frac{B_1 B_2}{\sqrt{\Delta_k} \varepsilon^2} (F(x_0) - F^*) \right) \text{ (by Lemma A.4(a) and (C.12))} \]

\[ \leq \frac{B_1\sqrt{\Delta_k}}{\varepsilon^2} (F(x_0) - F^*) P \left( 1 + \frac{B_3}{\sqrt{\Delta_k}} \right) \text{ (by Lemma A.4(c) and (C.13))} \]  

(C.17)

and

\[ \sum_{k \in \mathcal{T}} P \left( 1 + \frac{B_1}{\sqrt{\Delta_k}} \right) \leq \sum_{k \in \mathcal{T}} P \left( 1 + \frac{B_2 B_1}{\sqrt{\Delta_k} \omega(\Delta_k)} \right) \text{ (by Lemma A.4(a) and (4.6))} \]
from Line 7. Putting (C.21) and (C.22) together yields

\[ \omega \text{ satisfies } \]

\[ \text{from definition (A.7) of } P \]

\[ \text{and } \partial \text{ } \]

\[ \text{Next, we will bound the complexity for the last iteration, i.e., the iteration with } k = N - 1. \text{ As we obtained (C.15) from Proposition 3.2, the complexity for the last iteration is upper-bounded by} \]

\[ O\left( B_4 \left( 1 + \frac{B_3}{\sqrt{\Delta N-1}} \right) \right). \]

If \( \Delta N - 1 \geq \epsilon^6 \), then

\[ B_4 \left( 1 + \frac{B_3}{\sqrt{\Delta N-1}} \right) = O\left( \epsilon^{-3/2} \log \epsilon^{-1} \right) \]

from definition (A.7) of \( P \). Thus, the overall oracle complexity is equal to (C.19).

Below, assuming \( \Delta N - 1 < \epsilon^6 \), we will show that the point \( \bar{x}_k \) computed by Algorithm 2 for \( k = N - 1 \) satisfies \( o(\epsilon) \leq \epsilon \) when \( \epsilon > 0 \) is sufficiently small. To simplify notation, let \( k := N - 1 \). We show several inequalities on Algorithm 2: first,

\[ \delta \leq \left\| \nabla H_{\mu}(\bar{x}_k) - \nabla H_{\mu}(y_0) - \eta(\bar{x}_k - y_0) \right\| \leq (1 + \alpha)(\mu + L_a \sigma^2) \left\| \bar{x}_k - y_0 \right\| \text{(by (3.18))} \]

\[ = 1 + (1 + \delta)(\mu + L_a \sigma^2) \left\| \bar{x}_k - y_0 \right\| \text{(by (3.19) and (B.2))} \]

\[ \text{C.20} \]

second,

\[ g(\bar{x}_k) - g(y_0) \leq -\langle \nabla H_{\mu}(y_0), \eta(\bar{x}_k - y_0) \rangle \text{(C.21)} \]

from (3.17) and definition (3.3) of \( \delta g \); third,

\[ R_{\mu}(\bar{x}_k) - R_{\mu}(y_0) \leq \langle \nabla R_{\mu}(y_0), \bar{x}_k - y_0 \rangle + \frac{\eta}{2} \left\| \bar{x}_k - y_0 \right\|^2 \text{(C.22)} \]

from Line 7. Putting (C.21) and (C.22) together yields

\[ R_{\mu}(\bar{x}_k) - R_{\mu}(y_0) = \left( g(\bar{x}_k) + R_{\mu}(\bar{x}_k) \right) - \left( g(y_0) + R_{\mu}(y_0) \right) \]

\[ \leq -\frac{\eta}{2} \left\| \bar{x}_k - y_0 \right\|^2 \text{.} \]
Using this bound, we obtain
\[
\|\bar{x}_1 - x_k\|^2 \leq \frac{2}{\eta} (\hat{F}_{k,h} (x_k) - \hat{F}_{k,h} (s_1)) \quad \text{(by (C.23) and } y_0 = x_k) \\
\leq \frac{2}{\eta} (\hat{F}_{k,h} (x_k) - (g^* + h^*)) \\
= \frac{2 \Delta_k}{\eta} \quad \text{(by } \hat{F}_{k,h} (x_k) = F(x_k) \text{ and definition (1.3) of } \Delta_k) \\
\leq \frac{2 \sqrt{\lambda_0}}{\rho_{\min}} \quad \text{(by } \eta \geq \mu_k \text{ and (4.2))} \\
\leq \frac{2 \epsilon^3}{\rho_{\min}} \quad \text{(by } \Delta_k = \Delta_{k-1} < \epsilon^3). \quad \text{(C.24)}
\]

Now, we bound \(\omega(\bar{x}_1)\) as follows:
\[
\omega(\bar{x}_1) \leq \phi_{h,h} (\bar{x}_1) + \left( \mu_k + L_c \sqrt{2 \lambda_0 h_0} \right) \| \bar{x}_1 - x_k \| + \frac{L_c h_0 \sigma}{2} \| \bar{x}_1 - x_k \|^2 \\
+ \frac{L_c^2 h_0}{2} \| \bar{x}_1 - x_k \|^3 \quad \text{(by (4.3))} \\
\leq \left( 2 + \bar{\alpha} \right) (\mu_k + L_c \sigma^2) + \left( 2 + \bar{\alpha} \right) L_c \sqrt{2 \lambda_0 h_0} \| \bar{x}_1 - x_k \| + \frac{L_c h_0 \sigma}{2} \| \bar{x}_1 - x_k \|^2 \\
+ \frac{L_c^2 h_0}{2} \| \bar{x}_1 - x_k \|^3 \quad \text{(by (C.20))} \\
\leq (2 + \bar{\alpha}) L_c \sigma^2 \sqrt{\frac{2 \epsilon^3}{\rho_{\min}}} + \left( 2 + \bar{\alpha} \right) \rho_{\min} + L_c \sqrt{2 \lambda_0} \| \bar{x}_1 - x_k \| + O(\epsilon^3) \\
\leq (2 + \bar{\alpha}) L_c \sigma^2 \sqrt{\frac{2 \epsilon^3}{\rho_{\min}}} + O(\epsilon^3) \quad \text{(by (4.2))} \\
\leq (2 + \bar{\alpha}) L_c \sigma^2 \sqrt{\frac{2 \epsilon^3}{\rho_{\min}}} \quad \text{(by } \Delta_k < \epsilon^3). 
\]

Therefore, using the last inequality and taking \(\epsilon > 0\) so small that
\[
L_c \sigma^2 \sqrt{\frac{\epsilon^3}{\rho_{\min}}} \leq \epsilon, \quad \text{i.e.,} \quad \epsilon \leq \frac{\rho_{\min}}{(L_c \sigma^2)^2}, \quad \text{(C.25)}
\]
we ensure \(\omega(\bar{x}_1) \leq \epsilon\). We now have proved that the overall oracle complexity is equal to (C.19), i.e., (4.10). If we set \(\rho_{\min} = \Theta (L_c \sqrt{\lambda_0})\), this complexity simplifies to
\[
O \left( \frac{\sqrt{\lambda_0} (F(x_0) - F^*) \left( \rho_{\max} + \frac{L_c h_0}{\rho_{\min}} \right) \left( 1 + \log \frac{L_c \sqrt{\lambda_0}}{\rho_{\max}} \right)}{\frac{\sqrt{\lambda_0} (F(x_0) - F^*) \left( 1 + \frac{L_c \sigma^2}{\rho_{\min} \sqrt{\lambda_0}} \left( 1 + \frac{L_c \sigma^2}{\rho_{\min} \sqrt{\lambda_0}} \right) \right) \left( 1 + \frac{L_c \sigma^2}{\rho_{\min} \sqrt{\lambda_0}} \right)}{\frac{L_c h_0}{\rho_{\min}} \left( 1 + \frac{L_c \sigma^2}{\rho_{\min} \sqrt{\lambda_0}} \right) \left( 1 + \frac{L_c \sigma^2}{\rho_{\min} \sqrt{\lambda_0}} \right) \right)} \right) \\
= O \left( \frac{L_c \sqrt{\lambda_0} h_0}{\epsilon^2} \left( F(x_0) - F^* \right) \left( 1 + \frac{\sqrt{\lambda_0} \sigma^2}{L_c \sqrt{\lambda_0}} \log \left( 1 + \frac{\sqrt{\lambda_0} \sigma^2}{L_c \sqrt{\lambda_0}} \right) \right) \left( 1 + \frac{\sqrt{\lambda_0} \sigma^2}{L_c \sqrt{\lambda_0}} \log \left( 1 + \frac{\sqrt{\lambda_0} \sigma^2}{L_c \sqrt{\lambda_0}} \right) \right) \right) \
\]
since \(\rho_{\max} = \Theta (L_c \sqrt{\lambda_0})\). We thus obtain (4.11).

\section*{D Proofs for Section 5}

Under Assumption 1, we have
\[
\| \nabla h(c(x^*)) \| \leq \sqrt{2 L_c A_{\infty}}, \quad \forall x^* \in X^* \quad \text{(D.1)}
\]
as

\[
\frac{1}{2L_0} \| \nabla h(c(x^*_k)) \|^2 \leq h(c(x^*_k)) - h^*
\]  
(by (A.2))

\[
\leq h(c(x^*_k)) - h^* + g(x^*_k) - g^*
\]  
(by (3.5))

\[
= F(x^*_k) - (g^* + h^*)
\]

\[
\leq F_* - (g^* + h^*) = \Delta_
\]  
(by definition (5.2) of \( X^* \)).

We will use (D.1) to prove Lemma 5.1.

D.1 Proof of Lemma 5.1

Proof. We fix a point \( x^*_k \in X^* \) closest to \( x_k \) arbitrarily. To simplify notation, let

\[
u := x_{k+1} - x_k, \quad v := c(x_k) + \nabla c(x_k) u, \quad z := c(x_k) + \nabla c(x_k) v.
\]  
(D.2)

We will prove the result by deriving upper and lower bounds for \( \bar{F}_{\mu, \mu} (x^*_k) - \bar{F}_{\mu, \mu} (x_{k+1}) \). We have the following lower bound:

\[
\bar{F}_{\mu, \mu} (x^*_k) - \bar{F}_{\mu, \mu} (x_{k+1})
\]

\[
\geq \nabla \theta \sum_{k} \left[ \| x^*_k - x_{k+1} \|^2 - 6\theta \mu \| x_{k+1} - x_k \| \| x^*_k - x_{k+1} \| \right]
\]  
(by (A.6))

\[
\geq \nabla \theta \sum_{k} \left[ \| x^*_k - x_{k+1} \|^2 - \theta \mu \| x_{k+1} - x_k \|^2 \| x^*_k - x_{k+1} \| \right]
\]  
(by \( x_{k+1} \in S_{\mu, \mu} \))

\[
= \frac{\mu}{2} \| u - v \|^2 - \theta \mu \| u - v \|^2.
\]  
(D.3)

To derive the upper bound, we decompose \( \bar{F}_{\mu, \mu} (x^*_k) - \bar{F}_{\mu, \mu} (x_{k+1}) \) as

\[
\bar{F}_{\mu, \mu} (x^*_k) - \bar{F}_{\mu, \mu} (x_{k+1}) = (g(x^*_k) - g(x_{k+1}) + (\nabla h(c(x^*_k)), z - w))
\]

\[
+ (h(z) - h(w) - (\nabla h(c(x^*_k)), z - w)) + \frac{\mu}{2} \left( ||v||^2 - ||u||^2 \right).
\]  
(D.4)

Each term is bounded as follows: first,

\[
g(x^*_k) - g(x_{k+1}) + (\nabla h(c(x^*_k)), z - w)
\]

\[
\leq \langle \nabla h(c(x^*_k)), x_{k+1} - x_k \rangle + \langle \nabla h(c(x^*_k)), z - w \rangle
\]  
(by (A.5) and \( \omega(x^*_k) = 0 \))

\[
= \langle \nabla h(c(x^*_k)), (\nabla c(x^*_k) - \nabla c(x_k))(u - v) \rangle
\]  
(by \( \nabla H(x^*_k) = \nabla c(x^*_k) \nabla h(c(x^*_k)) \) and (D.2))

\[
\leq \| \nabla h(c(x^*_k)) \| \| \nabla c(x^*_k) - \nabla c(x_k) \|_{\text{op}} \| u - v \|
\]  
(by (D.1) and Assumption 1(f))

\[
\leq \frac{L_c \sqrt{\Delta}}{\rho_{\text{min}}} \mu \| u - v \|
\]  
(by \( \Delta = \Delta_k \) and (4.2));

(D.5)

second,

\[
h(z) - h(w) - (\nabla h(c(x^*_k)), z - w)
\]

\[
= \frac{\mu}{2} \| c(x_k) + \nabla c(x_k) v - c(x^*_k) \|^2
\]  
(by (A.1))

\[
\leq \frac{\mu}{2} \left( \frac{L_c}{2} \| v \|^2 \right)^2
\]  
(by (A.4)),

(D.6)

Let

\[
\phi := \frac{L_c \sqrt{\Delta}}{\rho_{\text{min}}}
\]  
(D.7)
Putting (D.3)-(D.6) together yields
\[
\left\| \frac{\mu}{2} \|u - v\|^2 - \theta \mu \|u\| \|u - v\| \leq \Delta_{\mu, k}(x_k^*) - \Delta_{\mu, k}(x_{k+1})
\]
\[
\leq \phi \mu \|v\| \|u - v\| + L_k \left( \frac{\mu}{2} \|v\|^2 \right)^2 + \frac{\mu}{2} \left( \|v\|^2 - \|u\|^2 \right).
\]
Rearranging the terms and using \(2ab - b^2 \leq a^2\) for \(a, b \in \mathbb{R}\), we obtain
\[
\|u\|^2 \leq \|v\|^2 + \frac{L_k}{4\mu} \|v\|^4 + 2(\theta \|u\| + \phi \|v\|)\|v - u\| - \|v - u\|^2
\]
\[
\leq \|v\|^2 + \frac{L_k}{4\mu} \|v\|^4 + (\theta \|u\| + \phi \|v\|)^2. \tag{D.8}
\]
Here, from \(\Delta_{\mu} \geq 0\) and Assumption 3(b), we have
\[
\Delta_k \geq \Delta_k - \Delta_{\mu} = F(x_k) - F_\mu \geq \frac{\gamma}{L_k} \|v\|^2. \tag{D.9}
\]
Using this bound, we bound the second term of (D.8) as follows:
\[
\frac{L_k^2 \mu}{4\mu_0} \|v\|^2 \leq \frac{L_k^2 \mu}{4\mu_0 \sqrt{\gamma}} \|v\|^2 \tag{by (4.2)}
\]
\[
\leq \frac{L_k^2 \mu}{4\mu_0 \sqrt{\gamma}} \|v\|^{2 - r/2} \tag{by (D.9)}
\]
\[
\leq \frac{L_k^2 \mu}{4\mu_0 \sqrt{\gamma}} \times \frac{8\sqrt{\gamma}}{\gamma^{r/2} \gamma^{r/2}} = 2\phi \tag{by (5.5) and definition (D.7) of \(\phi\)},
\]
and we thus have
\[
\|u\|^2 \leq \|v\|^2 + 2\phi \|v\|^2 + (\theta \|u\| + \phi \|v\|)^2.
\]
As this inequality is quadratic for \(\|u\|\), we can solve it as follows:
\[
\|u\| \leq \frac{1}{1 - \theta^2} \left( \theta \phi + \sqrt{(\theta \phi)^2 + (1 - \theta^2)(1 + \phi)^2} \right) \|v\|
\]
\[
\leq \frac{1}{1 - \theta^2} \left( \theta \phi + \Phi \sqrt{(1 - \theta^2)} \right) \|v\| = C_1 \|v\|,
\]
which completes the proof. \(\square\)

D.2 Proof of Proposition 5.1

Proof. We fix a point \(x_k^* \in X^*\) closest to \(x_{k+1}\) arbitrarily. To simplify notation, let
\[
u := x_{k+1} - x_k, \quad v^+ := x_k^* - x_{k+1}.
\]
We will prove (5.10) assuming \(\delta_{k+1} \neq 0\). First, since \(F(x_k^*) \leq F_\mu\) and \(h\) is convex, we have
\[
\delta_{k+1} = F(x_{k+1}) - F_\mu
\]
\[
\leq g(x_{k+1}) - g(x_k^*) + h(c(x_{k+1})) - h(c(x_k^*))
\]
\[
\leq g(x_{k+1}) - g(x_k^*) + (\nabla h(c(x_{k+1})), c(x_{k+1}) - c(x_k^*))
\]
\[
= g(x_{k+1}) - g(x_k^*) + (\nabla h(c(x_{k+1})), v^+)
\]
\[
+ (\nabla h(c(x_{k+1})), c(x_{k+1}) - c(x_k^*)). \tag{D.10}
\]
Each term of (D.10) is bounded as follows: first,
\[
g(x_{k+1}) - g(x^*_k) - \langle \nabla H(x_{k+1}), v^+ \rangle \\
\leq \omega(x_{k+1})\|v^+\| \quad \text{(by Lemma A.3)}
\]
\[
\leq \left( (1 + \theta)\mu_k + L_n \sqrt{\Delta_k} + \frac{L_n L_k}{2} \|u\| \right) \|u\|\|v^+\| \quad \text{(by (4.4))}
\]
\[
\leq \left( (1 + \theta)\mu_{\text{max}} + L_n \sqrt{\Delta_k} \sqrt{\Delta_k} + \frac{L_n L_k}{2} \|u\| \right) \|u\|\|v^+\| \quad \text{(by (4.2))}
\]
\[
= \left( C_2 \sqrt{\Delta_k} + \frac{L_n L_k}{2} \|u\| \right) \|u\|\|v^+\| \quad \text{(by definition (5.8) of } C_2) \quad \text{(D.11)}
\]
second,
\[
\langle \nabla h(c(x_{k+1})), c(x_{k+1}) + \nabla c(x_{k+1})v^+ - c(x_{k+1}) \rangle \leq \|\nabla h(c(x_{k+1}))\|\|c(x_{k+1}) + \nabla c(x_{k+1})v^+ - c(x_{k+1})\| \\
\leq \sqrt{2L_n \Delta_k + \frac{L_n}{2} \|v^+\|^2} \quad \text{(by (A.4) and (C.1))}
\]
\[
= \frac{L_n}{2} \sqrt{2L_n (\delta_{k+1} + \Delta_w)} \|v^+\|^2 \\
\leq \frac{\delta_{k+1}}{2} \left( \frac{r \delta_{k+1}}{\gamma} \right)^{-2/r} \|v^+\|^2 \quad \text{(by (5.9)).} \quad \text{(D.12)}
\]
Plugging (D.11) and (D.12) into (D.10) yields
\[
\delta_{k+1} \leq \left( C_2 \sqrt{\Delta_k} + \frac{L_n L_k}{2} \|u\| \right) \|u\|\|v^+\| + \delta_{k+1} \left( \frac{r \delta_{k+1}}{\gamma} \right)^{-2/r} \|v^+\|^2. \quad \text{(D.13)}
\]
Here, from Assumption 3(b) and Lemma 5.1, we have
\[
\|u\| \leq C_1 \text{dist}(x_k, X^*) \leq C_1 \left( \frac{r \delta_k}{\gamma} \right)^{1/r},
\]
\[
\|v^+\| = \text{dist}(x_{k+1}, X^*) \leq \left( \frac{r \delta_{k+1}}{\gamma} \right)^{1/r}.
\]
Plugging these bounds into (D.13), we obtain
\[
\delta_{k+1} \leq \left( C_2 \sqrt{\Delta_k} + \frac{L_n L_k}{2} C_1 \left( \frac{r \delta_k}{\gamma} \right)^{1/r} \right) C_1 \left( \frac{r \delta_k}{\gamma} \right)^{1/r} \left( \frac{r \delta_{k+1}}{\gamma} \right)^{1/r} + \delta_{k+1} \frac{1}{2},
\]
and rearranging the terms yields
\[
\delta_{k+1}^{1/r} \leq 2C_1C_2 \left( \frac{r}{\gamma} \right)^{1/r} \sqrt{\Delta_k} + 2C_1^2L_n L_k \left( \frac{r}{\gamma} \right)^{3/r} \delta_{k+1}^{3/r} \delta_{k+1}^{1/r} = \left( C_3 \sqrt{\Delta_k + \Delta_w} + C_4 \delta_{k+1}^{1/r} \right) \delta_{k+1}^{1/r},
\]
which completes the proof.

\[\square\]

### E Complexity of proximal gradient method

We describe the complexity of the proximal gradient (PG) method in Table 2.1. We define a function $H$ by (3.1) and suppose that Assumption 1 holds.
The oracle complexity and iteration complexity of PG methods are equal since the method computes the gradient and the proximal mapping only once per iteration. The following result on the iteration complexity is standard (see, e.g., [5, Theorem 10.15]): the iteration complexity of the proximal gradient method is

\[ O\left(L_H \epsilon^{-2} (F(x_0) - F^*)\right), \]

(E.1)

where \(L_H\) is the Lipschitz constant of \(\nabla H\).

The following proposition provides upper bounds on the Lipschitz constant \(L_H\), which yields the complexity bounds listed in Table 2.1. We can check that these upper bounds are tight for some instances but omit the details.

**Proposition E.1** Suppose that Assumption 1 holds and that for some \(\sigma > 0\),

\[ \|\nabla c(x)\|_{op} \leq \sigma, \quad \forall x \in \text{dom} g. \]  (E.2)

Then, the following holds:

\[ \|\nabla H(y) - \nabla H(x)\| \leq \left( L_0 \sigma^2 + L_c \sqrt{2L_0 \Delta_0} \right) \|y - x\|, \quad \forall x, y \in \text{dom} g \text{ s.t. } F(x) \leq F(x_0), \]  (E.3)

where \(\Delta_0\) is defined by (1.3). Furthermore, if \(h\) is \(K_h\)-Lipschitz continuous, then the following holds:

\[ \|\nabla H(y) - \nabla H(x)\| \leq \left( L_0 \sigma^2 + L_c K_h \right) \|y - x\|, \quad \forall x, y \in \text{dom} g. \]  (E.4)

**Proof.** As

\[ \nabla H(y) - \nabla H(x) = \nabla c(y)^\top \nabla h(c(y)) - \nabla c(x)^\top \nabla h(c(x)) \]

we have

\[ \|\nabla H(y) - \nabla H(x)\| \leq \|\nabla c(y)\|_{op} \|\nabla h(c(y)) - \nabla h(c(x))\| + \|\nabla c(y) - \nabla c(x)\|_{op} \|\nabla h(c(x))\| \]

\[ \leq L_0 \sigma \|c(y) - c(x)\| + L_c \|\nabla h(c(x))\| \|y - x\|. \]  (E.5)

It follows from the mean value theorem and (E.2) that \(\|c(y) - c(x)\| \leq \sigma \|y - x\|\), and it follows, similarly to (C.1), that

\[ \|\nabla h(c(x))\| \leq \sqrt{2L_0 (F(x) - (g^* + h^*))} \leq \sqrt{2L_0 (F(x_0) - (g^* + h^*))} = \sqrt{2L_0 \Delta_0}. \]

for \(x \in \text{dom} g\) such that \(F(x) \leq F(x_0)\). Plugging these bounds into (E.5) yields (E.3). We also obtain (E.4) by using

\[ \|\nabla h(z)\| = \lim_{t \to 0} \frac{|h(z + t\nabla h(z)) - h(z)|}{t\|\nabla h(z)\|} \leq K_h \]

with \(z = c(x)\), which follows from the Lipschitz continuity of \(h\), in (E.5).

\[ \square \]

Bounds (E.1) and (E.3) yield the complexity \(O\left(\sqrt{L_0 \Delta_0 k}\right)\) of PG in Table 2.1 as follows:

\[ \frac{L_0 H \epsilon^{-2} (F(x_0) - F^*)}{L_c \epsilon^{-2} (F(x_0) - F^*)} = \frac{L_H}{L_c} \leq \frac{L_0 \sigma^2 + L_c \sqrt{2L_0 \Delta_0}}{L_c} = O\left(\sqrt{L_0 \Delta_0 k}\right), \]

where \(k\) is defined in (1.6).

**F Details of implementation for numerical experiments**

In the numerical experiments, we implemented all the methods using automatic differentiation with JAX [11]. The LM methods, DP and Proposed, access the oracles several times to compute the Jacobian-vector products \(\nabla c(x) u\) and \(\nabla c(x)^\top v\) to solve subproblem (1.2). Note that \(u\) and \(v\) take on various vectors, but \(x\) is fixed at \(x_t\). In such cases, using the jax.linearize method is efficient, which generates the function \(u \mapsto \nabla c(x) u\), and we can also get the function \(v \mapsto \nabla c(x)^\top v\) using the jax.linear_transpose method. We used these two methods to implement the LM methods.

For BFGS method, we implemented a compact representation of BFGS update [36, p. 181]. In the BFGS computation ([36, Eq. (7.29)]), we used LU factorization via scipy.linalg.lu_factor.