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Abstract

The study of belief change has been an active area in philosophy and AI. In recent years, two special cases of belief change, belief revision and belief update, have been studied in detail. Roughly speaking, revision treats a surprising observation as a sign that previous beliefs were wrong, while update treats a surprising observation as an indication that the world has changed. In general, we would expect that an agent making an observation may both want to revise some earlier beliefs and assume that some change has occurred in the world. We define a novel approach to belief change that allows us to do this, by applying ideas from probability theory in a qualitative setting. The key idea is to use a qualitative Markov assumption, which says that state transitions are independent. We show that a recent approach to modeling qualitative uncertainty using plausibility measures allows us to make such a qualitative Markov assumption in a relatively straightforward way, and show how the Markov assumption can be used to provide an attractive belief-change model.

1 INTRODUCTION

The question of how an agent should change his beliefs after making an observation or performing an action has attracted a great deal of recent attention. There are two proposals that have received perhaps the most attention: belief revision [Alchourrón, Gardenfors, and Makinson 1985; Gardenfors 1988] and belief update [Katsuno and Mendelzon 1991]. Belief revision focuses on how an agent changes his beliefs when he acquires new information; belief update, on the other hand, focuses on how an agent should change his beliefs when he realizes that the world has changed. Both approaches attempt to capture the intuition that to accommodate a new belief, an agent should make minimal changes. The difference between the two approaches comes out most clearly when we consider what happens when an agent observes something that is inconsistent with his previous beliefs. Revision treats the new observation as an indication that some of the previous beliefs were wrong and should be discarded. It tries to choose the most plausible beliefs that can accommodate the observation. Update, on the other hand, assumes that the previous beliefs were correct, and that the observation is an indication that a change occurred in the world. It then tries to find the most plausible change that accounts for the observation and to predict what else has changed as a result.

In general, we would expect that an agent making an observation may want both to revise some earlier beliefs and to assume that some change has occurred in the world. To see this, consider the following example (which is a variant of Kautz's stolen car example [1986], and closely resembles the borrowed-car example in [Friedman and Halpern 1994b]): A car is parked with a full fuel tank at time 0; at time 2, the owner returns to find it parked where he left it. If the owner believes that parked cars tend to stay put, then he would believe that no changes occurred between time 0 and 2. What should he believe when, at time 3, he discovers that the fuel tank is empty? Update treats this observation as an indication of a change between time 2 and 3, for example, a gas leak. Revision, on the other hand, treats it as an indication that previous beliefs, such as the belief that the tank was full at time 2, were wrong. In practice, the agent may want to consider a number of possible explanations for his time-3 observation, depending on what he considers to be the most likely sequence(s) of events between time 0 and time 3. For example, if he has had previous gas leaks, then he may consider a gas leak to be the most plausible explanation. On the other hand, if his wife also has the car keys, he may consider it possible that she used the car in his absence. Is there a reasonable approach that lets us capture these considerations in a natural manner? In this paper, we show that there is and, indeed, we can get one by applying straightforward ideas from probability theory in a qualitative setting.

To understand our approach, it is helpful to review what a probabilist would do. The first step is to get an appropriate model of the situation. As was argued in [Friedman and Halpern 1995a; Friedman and Halpern 1994b], to capture belief change appropriately, we need a model of how the system changes over time. We assume that at each point in time, the system is in some state. A run of the system is a function from time (which we assume ranges over
the natural numbers) to states; thus, a run is essentially a sequence of states. A run can be thought of as a description of how the system changes over time. We identify a system with a set of runs. Intuitively, we are identifying the system with its possible behaviors.

The standard probabilistic approach would be to put a probability on the runs of the system. This is the agent’s prior probability, and captures his initial beliefs about the relative likelihood of runs. As the agent receives information, he changes his beliefs using conditioning.

One obvious problem with this approach is that, even if there are only two possible states, there are uncountably many possible runs. How can an agent describe a prior probability over such a complex space? The standard solution to this problem is to assume that state transitions are independent of when they occur, that is, that the probability of the system going from state $s$ to state $s'$ is independent of the sequence of transitions that brought the system to state $s$. This Markov assumption significantly reduces the complexity of the problem. All that is necessary is to describe the probability of state transitions. Moreover, the Markov assumption has been shown to be widely applicable in practice [Kemeny and Snell 1960; Howard 1971].

Another problem with a straightforward use of probability is that, in many situations, an agent may not know the exact probability of various state transitions, although he may have some more qualitative information about them. In the literature, there are many approaches to representing qualitative beliefs: preferential structures [Kraus, Lehmann, and Magidor 1990], possibilistic measures [Dubois and Prade 1990], $\kappa$-rankings [Spohn 1988; Goldszmidt and Pearl 1992], and logics of extreme probabilities [Pearl 1989]. We represent beliefs here using plausibility measures [Friedman and Halpern 1995b], an approach that generalizes all the earlier approaches. A plausibility measure is a qualitative analogue of a probability measure; it associates with every event its plausibility, which is just an element in a partially ordered space.

As shown in [Friedman and Halpern 1995a], we can define a natural notion of belief using plausibility, where a proposition is believed exactly if it is more plausible than its complement. It is also easy to define a notion of conditioning in plausibility spaces (as done in [Friedman and Halpern 1995b]). Once we apply conditioning to the notion of belief, we get a notion of belief change. Interestingly, it can be shown that belief revision and belief update both can be viewed as instances of such belief change [Friedman and Halpern 1994b]. That is, we can get belief revision and belief update when we condition on the appropriate plausibility measures. Not surprisingly, the plausibility measures that capture belief revision are ones that consider plausible only runs where the world never changes over time. On the other hand, the plausibility measures that capture belief update are ones that make plausible those runs in which, in a precise sense, abnormalities are deferred as late as possible.

The plausibility measures that give us belief revision and belief update are fairly special, and do not capture many typical situations. We would like to specify a prior plausibility measure over runs that captures our initial assessment of the relative plausibility of runs. As in the probabilistic settings, such a prior can be quite complex. We can use a qualitative analogue of the Markov assumption to simplify the description of the prior plausibility.

Making a (qualitative) Markov assumption gives us a well-behaved notion of belief change, without making the occasionally unreasonable assumptions made by belief revision and update. In particular, it allows a user to weigh the relative plausibility that a given observation is due to a change in the world or due to an accuracy in previous beliefs. In the car example, this means that the agent can decide the relative plausibility of a gas leak and his wife’s taking the car, without making the commitment to one or the other, as required by update and revision.

This paper is organized as follows. In Section 2, we review the probabilistic approach. Then, in Section 3, we review the definition of plausibility and discuss conditional plausibility. In Section 4, we introduce Markovian plausibility measures and show how they can be used to induce an interesting notion of belief change. In Section 5, we examine the situation where the user is willing only to compare the plausibility of transitions, without committing to their magnitude. We characterize what beliefs follow from such a partial specification. In Section 6, we compare our approach to others in the literature. We end with a discussion of these results and directions of future research in Section 7.

2 PROBABILISTIC BELIEF CHANGE

To reason about a space $W$ probabilistically, we need a probability measure on $W$. Formally, that means we have a probability space $(W, \mathcal{F}, \Pr)$, where $\mathcal{F}$ is an algebra of measurable subsets of $W$ (that is, a set of subsets closed under union and complementation, to which we assign probability) function mapping each event (i.e., a subset of $W$) in $\mathcal{F}$ to a number in $[0, 1]$, satisfying the well-known Kolmogorov axioms ($\Pr(\emptyset) = 0$, $\Pr(W) = 1$, and $\Pr(A \cup B) = \Pr(A) + \Pr(B)$ if $A$ and $B$ are disjoint).\footnote{For ease of exposition, we do not make the requirement that probability distributions be countably additive here.}

Probability theory also dictates how we should change our beliefs. If the agent acquires evidence $E$, his beliefs after learning $E$ are specified by the conditional probability $\Pr( \cdot | E)$. Note that by using conditioning, we are implicitly assuming that the information $E$ is correct (since we assign $E$—the complement of $E$—probability 0), and that discovering $E$ is telling us only that $E$ is impossible; the relative probability of subsets of $E$ is the same before and after conditioning.

We want to reason about a dynamically changing system. To do so, we need to identify the appropriate space $W$ and the events of interest (i.e., $\mathcal{F}$). We assume that the system changes in discrete steps, and that after each step, the system is in some state. We denoted by $S$ the set of possible states of the system. As we said in the introduction,
There are various events that will be of interest to us; we always assume without comment that the events of interest are in \( \mathcal{F} \). One type of event of interest is denoted \( S_n \); this is the set of all runs in \( \mathcal{W} \) with initial prefix \( s_0, \ldots, s_n \). We call such an event an \( n \)-prefix. Note that any time-\( n \) event is a union of \( n \)-prefixes.

As discussed in the introduction, describing a distribution \( \text{Pr} \) on runs can be difficult. Even when \( \mathcal{S} \) contains only two states, \( \mathcal{W} \) is uncountable. In the probabilistic literature, this difficulty is often dealt with by making a Markov assumption.

**Definition 2.1:** A Markov chain [Kemeny and Snell 1960] over \( S_1, S_2, \ldots \) is a measure \( \text{Pr} \) on \( \mathcal{W} \) that satisfies

\[
\begin{align*}
\text{Pr}(S_{n+1} = s_{n+1} \mid E, S_n = s_n) &= \text{Pr}(S_{n+1} = s_{n+1} \mid S_n = s_n), & \text{for any time-} n \text{ event,} \\
\text{Pr}(S_{m+1} = s' \mid S_m = s) &= \text{Pr}(S_{n+1} = s' \mid S_n = s).
\end{align*}
\]

We say that \( \text{Pr} \) is a Markovian measure if it is a Markov chain over \( S_0, S_1, \ldots \).

The first requirement states that the probability of \( S_{n+1} = s_{n+1} \) is independent of preceding states given the value of \( S_n \): The probability of going from state \( S_n = s_n \) to \( S_{n+1} = s_{n+1} \) is independent of how the system reached \( S_n = s_n \). The second requirement is that the transition probabilities, i.e., the probabilities of transition from state \( s \) to state \( s' \), do not depend on the time of the transition. Many systems can be modeled so as to make both assumptions applicable.

If we assume that the system has a unique initial state \( s_0 \) (that is, \( r(0) = s_0 \) for all runs \( r \in \mathcal{W} \)), and specify transition probabilities \( p_{s,s'} \), with \( \sum_{s' \in S} p_{s,s'} = 1 \), for each \( s \in \mathcal{S} \), then it is easy to show that there is a unique Markovian measure \( \text{Pr} \) on the algebra generated by events of the form \( S_j = s \) such that \( \text{Pr}(S_{n+1} = s' \mid S_n = s) = p_{s,s'} \). We can define \( \text{Pr} \) on the \( n \)-prefixes by induction on \( n \). The case of \( n = 0 \) is given by \( \text{Pr}([s_0]) = 1 \).

**A Qualitative Markov Assumption and Its Implications for Belief Change**

Since a time-\( n \) event is a union of \( n \)-prefixes, this shows that \( \text{Pr} \) is determined for all time-\( n \) events.

If \( S \) is finite, this gives us a compact representation of the distribution over \( \mathcal{W} \). Of course, even if we do not have a unique initial state, we can construct a Markovian probability distribution from the transition probabilities and the probabilities \( \text{Pr}(s) \) for \( s \in \mathcal{S} \). For ease of exposition, throughout this paper, we make the following simplifying assumption.

**Simplifying assumption:** \( S \) contains the state \( s_0 \) and \( \mathcal{W} \) is a set of runs over \( \mathcal{S} \), all of which have initial state \( s_0 \).

Obvious analogues of our results hold even without this assumption.

**3 PLAUSSION MEASURES**

Our aim is to find analogues of probabilistic belief change in situations where we do not have numeric probabilities. We do so by using notion of a **plausibility space**, which is a natural generalization of probability space [Friedman and Halpern 1995b]. We simply replace the probability measure \( \text{Pr} \) by a **plausibility measure** \( \text{Pl} \), which, rather than mapping sets in \( \mathcal{F} \) to numbers in \([0,1]\), maps them to elements in some arbitrary partially ordered set. We read \( \text{Pl}(A) \) as "the plausibility of set \( A \)". If \( \text{Pl}(A) \leq \text{Pl}(B) \), then \( B \) is at least as plausible as \( A \). Formally, a **plausibility space** is a tuple \( \mathcal{S} = (\mathcal{W}, \mathcal{F}, \mathcal{D}, \text{Pl}) \), where \( \mathcal{W} \) is a set of worlds, \( \mathcal{F} \) is an algebra of subsets of \( \mathcal{W} \), \( \mathcal{D} \) is a domain of **plausibility values** partially ordered by a relation \( \leq \), so that \( \leq \) is reflexive, transitive, and anti-symmetric, and \( \text{Pl} \) maps the sets in \( \mathcal{F} \) to \( \mathcal{D} \). We assume that \( \mathcal{D} \) is pointed: that is, it contains two special elements \( \top \) and \( \bot \) such that \( \bot \leq d \leq \top \) for all \( d \in \mathcal{D} \); we further assume that \( \text{Pl}(\mathcal{W}) = \top \) and \( \text{Pl}(\emptyset) = \bot \). The only other assumption we make is

\[ A1. \] If \( A \subseteq B \), then \( \text{Pl}(A) \leq \text{Pl}(B) \).

Thus, a set must be at least as plausible as any of its subsets. As usual, we define the ordering \( \prec \) by taking \( d_1 \prec d_2 \) if \( d_1 \leq d_2 \), \( d_1 \neq d_2 \). We omit the subscript \( D \) from \( \leq, \prec, \top, \bot \) whenever it is clear from context.

Clearly plausibility spaces generalize probability spaces. They also are easily seen to generalize Dempster-Shafer **belief functions** [Shafer 1976] and **fuzzy measures** [Wang and Klir 1992], including **possibility measures** [Dubois and Prade 1990]. Of more interest to us here is another approach that they generalize: An ordinal ranking (or \( \kappa \)-ranking) on \( \mathcal{W} \) (as defined by [Goldszmidt and Pearl 1992], based on ideas that go back to [Spohn 1988]) is a function \( \kappa : 2^\mathcal{W} \rightarrow \mathbb{N}^* \), where \( \mathbb{N}^* = \mathbb{N} \cup \{\infty\} \), such that \( \kappa(\emptyset) = 0 \), \( \kappa(\top) = \infty \), and \( \kappa(A) = \min_{x \in A} \kappa(\{x\}) \) if \( A \neq \emptyset \). Intuitively, an ordinal ranking assigns a degree of surprise to each subset of worlds in \( \mathcal{W} \), where 0 means unsurprising, and higher numbers denote greater surprise. Again, it is easy to see that if \( \kappa \) is a ranking on \( \mathcal{W} \), then \( (\mathcal{W}, \mathbb{N}^*, \kappa) \) is a plausibility space, where \( x \leq y \) if and only if \( y \leq x \) under the usual ordering on the ordinals.
Conditioning plays a central role in probabilistic belief change. In [Friedman and Halpern 1995b], we define an analogue of conditioning for plausibility. Just as a conditional probability measure associates with each pair of sets \( A \) and \( B \) a number, \( \Pr(A|B) \), a conditional plausibility measure associates with pairs of sets a conditional plausibility. Formally, a conditional plausibility measure maps \([A \cup B, A \cap B] \) to a plausibility measure usually denoted \( \Pi(A|B) \), where for each fixed \( B \neq \emptyset \), \( \Pi(\{B\}) \) is a plausibility measure, satisfying a coherence condition described below. A **conditional plausibility space** is a tuple \( (W, \mathcal{F}, D, \Pi) \), where \( \Pi \) is a conditional plausibility measure. In keeping with standard practice in probability theory, we also write \( \Pi(A, B|D, E) \) rather than \( \Pi(A \cap B|D \cap E) \). The coherence condition is

\[
\Pi(A|C, E) \leq \Pi(B|C, E) \quad \text{if and only if} \quad \Pi(A, C|E) \leq \Pi(B, C|E).
\]

C1 captures the relevant aspects of probabilistic conditioning: after conditioning by \( C \), the plausibility of sets that are disjoint from \( C \) becomes \( \perp \), and the relative plausibility of sets that are subsets of \( C \) does not change.

As we mentioned in the introduction, we are interested here in plausibility measures that capture certain aspects of qualitative reasoning. We say that an event \( A \) is **believed** given evidence \( E \) according to plausibility measure \( \Pi \) if \( \Pi(A, E) > \Pi(A, \neg E) \), that is, if \( A \) is more plausible than its complement when \( E \) is true. Notice that, by C1, this is equivalent to saying that \( \Pi(A \cup E) > \Pi(A|E) \). Moreover, note that if \( \Pi \) is a probability function, this just says that \( \Pr(A|E) \) is greater than \( 1/2 \). Probabilistic beliefs defined this way are, in general, not closed under conjunction. We may believe \( A \) and believe \( A' \) without believing \( A \cap A' \). In [Friedman and Halpern 1996], we show that a necessary and sufficient condition for an agent's beliefs to be closed under conjunction is that the plausibility measure satisfies the following condition:

\[
\text{A2. If } A, B, \text{ and } C \text{ are pairwise disjoint sets, } \Pi(A \cup B) > \Pi(C), \text{ and } \Pi(A \cup C) > \Pi(B), \text{ then } \Pi(A) > \Pi(B \cup C).
\]

Plausibility measures that satisfy A2 are called **qualitative**. We can now state precisely the property captured by A2. Given a plausibility measure \( \Pi \), let \( \text{Bel}_\Pi(E) = \{ A : \Pi(A|E) > \Pi(A|\neg E) \} \). We then have:

**Theorem 3.1:** [Friedman and Halpern 1996] \( \Pi \) is a qualitative plausibility measure if and only if, for all events \( A, B, \) and \( E \), if \( A, B \in \text{Bel}_\Pi(E) \) then \( A \cap B \in \text{Bel}_\Pi(E) \).

It is easy to show that possibility measures and \( \kappa \)-rankings define qualitative plausibility spaces. In addition, as we show in [Friedman and Halpern 1996], preferential orderings [Kraus, Lehmann, and Magidor 1990], and PPDs (parameterized probability distributions, which are used in defining \( \kappa \)-semantics [Pearl 1989]) can be embedded into qualitative plausibility spaces. On the other hand, probability measures and Dempster-Shafer belief functions are in general not qualitative. Since our interest here is in qualitative reasoning, we focus on qualitative plausibility spaces (although some of our constructions hold for arbitrary plausibility measures).

Using qualitative (conditional) plausibility spaces we can model belief change in dynamic systems. Both revision and update are concerned with beliefs about the current state of the world. We follow this tradition, although most of our results also apply to richer languages (which allow, for example, beliefs about past and future states). Suppose \( (W, \mathcal{F}, D, \Pi) \) is a plausibility space, where \( W \) is a system consisting of all the runs over some state space \( S \). Informally, we want to think of a language that makes statements about states. That means that each formula in such a language can be identified with a set of states. In particular, a proposition (set of states) \( A \) in such a language is true at time \( n \) in a run if \( r(n) \in A \). Using the notion of belief defined earlier, \( A \) is believed to be true at time \( n \) if the plausibility of the set of runs where \( A \) is true at time \( n \) is greater than the plausibility of the set of runs where it is false. To make this precise, if \( A \) is a set of states, let \( A^{(n)} = \{ r \in W : r(n) \in A \} \). Thus, \( A^{(n)} \) is the set of runs where \( A \) is true at time \( n \). Then we define

\[
\text{Bel}_\Pi^n(E) = \{ A \subseteq S | \Pi(A^{(n)}|E) > \Pi(A^{(n)}|\neg E) \}.
\]

We can think of \( \text{Bel}_\Pi^n(E) \) as characterizing the agent's beliefs about the state of the world at time \( n \), given evidence \( E \). (We omit the subscript \( \Pi \) from \( \text{Bel}_\Pi^n(E) \) whenever it is clear from the context.)

This construction—which essentially starts with a prior on runs and updates it by conditioning in the light of new information—is analogous to the probabilistic approach for handling observations.

We can also relate our approach to the more standard approaches to belief change [Alchourrón, Gärdenfors, and Makinson 1985; Katsuno and Mendelzon 1991]. In these approaches, it is assumed that an agent has a belief set \( K \), consisting of a set of formulas that he believes. \( K \ast A \) represents the agent’s belief set after observing \( A \). We can think of \( \text{Bel}_\Pi^n(S) \) as characterizing the agent’s initial belief set \( K \). For each proposition \( A \), we can identify \( \text{Bel}_\Pi^n(A) \) with \( K \ast A \). In this framework, we can also do **iterated change:** \( \text{Bel}_\Pi^n(A_1 \land \ldots \land A_n) \) is the agent’s belief state after observing \( A_1 \), then \( A_2 \), and then \( A_n \).

As we have shown in previous work [1995a, 1994b], conditioning captures the intuition of minimal change that underlies most approaches to belief change. In particular, both belief revision and belief update can be viewed as instances of conditioning on the appropriate prior. As expected, the prior plausibility measures that correspond to revision as-
sign plausibility only to runs where the system does not change, but are fairly unstructured in other respects. On the other hand, the prior plausibility measures that correspond to update allow the system to change states, but put other constraints on how change can occur. Roughly speaking, they prefer runs where surprising events occur as late as possible.

4 MARKOVIAN BELIEF CHANGE

As we said in the introduction, we would like a notion of belief change that allows us both to revise our previous beliefs about the world and to allow for a change in the world occurring. Moreover, we need to address the question of representing the plausibility measure on runs. Can we get measures with reasonable belief-change properties that can be represented in a natural and compact manner? In the probabilistic framework, the Markov assumption provides a solution to both problems. As we now show, it is also useful in the plausibilistic setting.

The definition of Markovian probability measures generalizes immediately to plausibility measures. A conditional plausibility space \((W, \mathcal{F}, D, \text{Pl})\) is Markovian if it satisfies the same conditions as in Definition 2.1, with \(\text{Pr}\) replaced by \(\text{Pl}\). Given a Markovian plausibility space \((W, \mathcal{F}, D, \text{Pl})\), we define the transition plausibilities analogously to the transition probabilities: that is, \(t_{s,s'} = \text{Pl}(S_{n+1} = s' \mid S_n = s)\).

In the probabilistic setting, the Markov assumption has many implications that can be exploited. In particular, we can easily see the existence and uniqueness of a Markovian prior with a given set of transition probabilities. Can we get a similar result for Markovian plausibility spaces? In general, the answer is no. To get this property, and the other desirable properties of Markovian plausibility spaces, we need to put more structure on plausibility measures.

In showing that there is a unique Markovian measure determined by the transition probabilities, we made use of two important properties of probability: The first is that \(\text{Pr}(A, B) = \text{Pr}(B | A) \times \text{Pr}(A)\). (We used this to calculate \(\text{Pr}[S_0, \ldots , S_n]\).) The second is that \(\text{Pr}(A \cup B) = \text{Pr}(A) + \text{Pr}(B)\), if \(A\) and \(B\) are disjoint. (This was used to get the probability of an arbitrary time-\(n\) event from the probability of the time-\(n\) prefixes.) We would like to have analogues of \(\times \) and \(\oplus\) for plausibility.

We next want to get an analogue of \(\times\), to make sure that conditioning acts appropriately. More precisely, we want there to be a function \(\otimes\) that is commutative, associative, strictly monotonic (so that if \(d > d'\) and \(e \neq \perp\), then \(d \otimes e > d' \otimes e\)), and bottom-preserving (so that \(d \otimes \perp = \perp\)) such that \(\text{Pl}(A | B, C) \otimes \text{Pl}(B | C) = \text{Pl}(A, B | C)\).

An algebraic domain is a tuple \((D, \oplus, \ominus)\) where \(D\) is a partially-ordered pointed domain, and \(\oplus\) and \(\ominus\) are binary operations on \(D\) satisfying the requirements we described above, such that \(\ominus\) distributes over \(\oplus\). Algebraic domains are typically used in quantitative notions of uncertainty. For example, \(([0, 1], +, \cdot, \times)\) is used for probability and \((\mathbb{N}^*, \min, +)\) is used for \(\kappa\)-rankings. The standard examples of algebraic domains in the literature are totally ordered. However, it is not hard to construct partially-ordered algebraic domains. For example, consider \((\{0, 1\}^\infty, \oplus, \ominus)\), where \(\oplus\) and \(\ominus\) are defined pointwise on sequences, and \((x_1, \ldots , x_n) \leq (y_1, \ldots , y_n)\) if \(x_i \leq y_i\) for \(1 \leq i \leq n\). This is clearly a partially-ordered algebraic domain.

In this paper, we focus on plausibility spaces that are based on algebraic domains. A **structured** plausibility space \((W, \mathcal{F}, D, \text{Pl})\) is one for which there exist \(\ominus\) and \(\oplus\) such that \((D, \ominus, \oplus)\) is an algebraic domain, and \(\text{Pl}\) is such that \(\text{Pl}(A \cup B | E) = \text{Pl}(A | E) \oplus \text{Pl}(B | E)\) for disjoint \(A\) and \(B\). (We remark that Dawid [1999] and Weydert [1994] consider notions similar to structured plausibility spaces; we refer the reader to [Friedman and Halpern 1995b] for a more detailed discussion and comparison.)

From now on we assume that that Markovian plausibility spaces are structured. In the probabilistic setting, Markovian priors are useful in part because they can be described in a compact way. Similar arguments show that this is the case in the plausibilistic setting as well.

**Theorem 4.1:** Let \((D, \oplus, \ominus)\) be an algebraic domain, and let \(t_{s,s'} : t_{s,s'} \in D\) be a set of transition plausibilities such that \(t_{s,s'} \leq t_{s,s'}'\) for all \(s \in S\). Then there is a unique Markovian plausibility space \((W, \mathcal{F}, D, \text{Pl})\) such that \(\text{Pl}(S_{n+1} = s' \mid S_n = s) = t_{s,s'}\), for all states \(s\) and \(s'\) and for all times \(n\).

**Proof:** (Sketch) Define \(\text{Pl}\) so that
\[
\text{Pl}(s_0, \ldots , s_n) = t_{s_0,s_1} \otimes \ldots \otimes t_{s_{n-1},s_n}.
\]

It is straightforward to show, using the properties of \(\oplus\) and \(\ominus\) that \(\text{Pl}\) is uniquely defined.

Since we want to capture belief, we are particularly interested in qualitative plausibility spaces. Thus, it is of interest to identify when this construction results in a qualitative plausibility measure. It turns out that when the domain is totally ordered, we can ensure that the plausibility measure is qualitative by requiring \(\ominus\) to be max.

---

5For possibility, \((\mathbb{R}, \max, \min)\) is often used; this is not quite an algebraic domain, since \(\min\) is not strictly monotonic. However, all our results but one—Theorem 5.3—holds as long as \(\ominus\) is monotonic, even if it is not strictly monotonic.
Proposition 4.2: Let \( \langle D, \oplus, \otimes \rangle \) be an algebraic domain such that \( \leq_D \) is totally ordered and \( d \oplus d' = d \) whenever \( d' \leq_D d \). Then the plausibility space of Theorem 4.1 is qualitative.

It remains an open question to find natural sufficient conditions to guarantee that the plausibility space of Theorem 4.1 is qualitative when \( D \) is only partially ordered.

We now have the tools to use the Markov assumption in belief change. To illustrate these notions, we examine how we would formalize Kautz’s “stolen car” example [1986] and the variant discussed in the introduction.

Example 4.3: Recall that in the original story, the car is parked at time 0 and at time 3 the owner returns to find it gone. In the variant, the car is parked with a full fuel tank at time 0, at time 2 the owner returns to find it parked where he left it, but at time 3 he observes that the fuel tank is empty. To model these examples we assume there are three states: \( \text{spe}, \text{spe}, \text{spe} \). In \( \text{spe} \), the car is parked with a full tank; in \( \text{spe} \), the car is parked with an empty tank; and in \( \text{spe} \) the car is not parked and the tank is full. We consider two propositions: \text{Parked} = \{\text{spe}, \text{spe} \} and \text{Full} = \{\text{spe}, \text{spe} \}.

In the original story, the evidence at time 3 is captured by \( E_{\text{stolen}} = \text{Parked} \cap \text{Full} \cap \text{Parked} \) since \( \text{Parked} \cap \text{Full} \) is observed at time 0, and \text{Parked} is observed at time 3. Similarly, the evidence in the variant at time 2 is captured by \( E_{\text{borrowed}} = \text{Parked} \cap \text{Full} \cap \text{Parked} \), and at time 3 by \( E_{\text{borrowed}} = E_{\text{borrowed}}^2 \cap \text{Full} \).

We now examine one possible Markovian prior for this system. The story suggests that the most likely transitions are the ones where no change occurs. Suppose we attempt to capture this using \( \kappa \)-rankings. Recall that \( \kappa \)-rankings are based on the algebraic domain \( \langle N^+, \min, + \rangle \). We could, for example, take \( t_{\text{spe}, \text{spe}} = t_{\text{spe}, \text{spe}} = 1 \). If we believe that the transition from \( \text{spe} \) to \( \text{spe} \) is less likely than the transition from \( \text{spe} \) to \( \text{spe} \) and from \( \text{spe} \) to \( \text{spe} \), we can take \( t_{\text{spe}, \text{spe}} = 3, t_{\text{spe}, \text{spe}} = 1 \), and \( t_{\text{spe}, \text{spe}} = 1 \).

Suppose we get the evidence \( E_{\text{stolen}} \); that the car is parked at time 0 but gone at time 3. It is easy to verify that there are exactly three 3-prefixes with plausibility 0 after we condition on \( E_{\text{stolen}} \): \{\text{spe}, \text{spe}, \text{spe}, \text{spe}, \text{spe}, \text{spe} \}, \{\text{spe}, \text{spe}, \text{spe}, \text{spe}, \text{spe}, \text{spe} \} \), and \{\text{spe}, \text{spe}, \text{spe}, \text{spe}, \text{spe}, \text{spe} \} \). Thus, the agent believes that the car was stolen before time 3, but has no more specific beliefs as to when.

Suppose we instead get the evidence \( E_{\text{borrowed}}^2 \), i.e., that the car is parked and has a full tank at time 0, and is still parked at time 2. In this case, the most plausible time-2 prefix is \{\text{spe}, \text{spe}, \text{spe} \}; the expected observation that the car is parked does not cause the agent to believe that any change occurred. What happens when he observes that the tank is empty, i.e., \( E_{\text{borrowed}}^2 \)? There are two possible explanations: Either the gas leaked at some stage (so that there was a transition from \( \text{spe} \) to \( \text{spe} \) before time 3) or the car was “borrowed” without the agent’s knowledge (so that there was a transition from \( \text{spe} \) to \( \text{spe} \) and then from \( \text{spe} \) to \( \text{spe} \)). Applying the definition of \( \otimes \) we conclude that \( \text{Pl}([\text{spe}, \text{spe}, \text{spe}]) = 2 \) and \( \text{Pl}([\text{spe}, \text{spe}, \text{spe}]) = 3 \). Thus, the agent considers the most likely explanation to be that the car was borrowed.

It is worth noticing how the agent’s beliefs after observing \( E_{\text{borrowed}}^2 \) depend on details of the transition plausibilities and the \( \otimes \) function. For the \( \kappa \)-ranking above, we have \( t_{\text{spe}, \text{spe}} > t_{\text{spe}, \text{spe}} = t_{\text{spe}, \text{spe}} = 1 \); with this choice, the most likely explanation is \{\text{spe}, \text{spe}, \text{spe} \}. If, instead, we had used a \( \kappa \)-ranking such that \( t_{\text{spe}, \text{spe}} < t_{\text{spe}, \text{spe}} = t_{\text{spe}, \text{spe}} = 1 \), then the most likely explanation would have been \( \text{Pl}([\text{spe}, \text{spe}, \text{spe}]) \).

Finally, if we had used a \( \kappa \)-ranking such that \( t_{\text{spe}, \text{spe}} = t_{\text{spe}, \text{spe}} = t_{\text{spe}, \text{spe}} = 1 \), then the agent would have considered both explanations possible.

As this example shows, using qualitative Markovian plausibilities, the agent can revise earlier beliefs as revision does (for example, the agent may revise his beliefs regarding whether the car was parked at time 1 once he sees that the fuel tank is no longer full), or he may think that a change occurred in the world that explains his current beliefs (the gas tank leaked). Of course, the agent might also consider both explanations to be likely.

It is interesting to compare the behavior of Markovian plausibility measures in this example to that of Katsuno and Mendelzon’s update [1991]. As Kautz [1986] noted, given \( E_{\text{stolen}} \), we should believe that the car was stolen during the period we were gone, but should not have more specific beliefs. Markovian measures give us precisely this conclusion. Update, on the other hand, leads us to believe that the car was stolen just before we notice that it is gone [Friedman and Halpern 1994b]. To see this, note that any observation that is implied by the agent’s current beliefs does not change those beliefs (this is one of Katsuno and Mendelzon’s postulates). Combined with the fact that update never revises beliefs about the past, we must conclude that the agent believes that the car was not stolen at time 1 or 2. In the second variant, the differences are even more significant. Using update, we conclude that there was a gas leak. Update cannot reach the conclusion that the car was borrowed, since that involves changing beliefs about the past: For the agent to consider it possible at time 3 that the car was borrowed, he has to change his belief that the car was parked at time 2. Moreover, update does not allow us to compare the relative plausibility of a gas leak to that of the car being borrowed. (See [Friedman and Halpern 1994b] for further discussion of update’s behavior in this example.)

This discussion shows that Markovian priors are useful for representing plausibility measures compactly. Moreover, they give the user the right level of control: by setting the transition plausibilities, the user can encode his preference regarding various explanations. Markovian priors have computational advantages as well, as we now show.

Given \( \otimes \) and the transition plausibilities, the Markov assumption allows us to compute the plausibilities of every
n-prefix; then using (3), we can compute whether an event \( A \) is in \( \text{Bel}^n_{PL}(E) \). When \( n \) is large, this procedure is unreasonable. We do not want to examine all \( n \)-prefixes in order to evaluate our beliefs about time \( n \). Fortunately, the Markov assumption allows us to maintain our beliefs about the current state of the system in an efficient way.

Suppose that the agent makes a sequence of observations \( O_1, O_2, \ldots \). Each observation is a proposition (i.e., a set of states). The evidence at time \( n \) is simply the accumulated evidence: \( E_n = O^{(1)} \cap \ldots \cap O^{(n)} \). We are interested in testing whether \( A^{(n)} \in \text{Bel}^n_{PL}(E_n) \). According to C1, this is equivalent to testing whether \( \text{Pl}(A^{(n)}, E_n) > \text{Pl}(\bar{A}^{(n)}, E_n) \).

It is easy to see that the plausibilities \( \text{Pl}(S_n = s, E_n) \), \( s \in S \), suffice for determining whether the agent believes \( A \). This follows from the observation that

\[
\text{Pl}(A^{(n)}, E_n) = \bigoplus_{s \in E} \text{Pl}(S_n = s, E_n),
\]

and similarly for \( \text{Pl}(\bar{A}^{(n)}, E_n) \).

In addition, it is straightforward for an agent who has the plausibilities \( \text{Pl}(S_n = s, E_n) \), \( s \in S \), to update them when he makes a new observation. To see this, observe that

\[
\text{Pl}(S_{n+1} = s, E_{n+1}) = \text{Pl}(S_{n+1} = s, E_n, O^{(n+1)})
\]

Thus, \( \text{Pl}(S_{n+1} = s, E_{n+1}) = 1 \) if \( s \notin O^{(n+1)} \); otherwise, it is \( \text{Pl}(S_{n+1} = s, E_n) \). In algebraic domains, we can compute the latter plausibility using much the same techniques as in probabilistic domains:

\[
\text{Pl}(S_{n+1} = s \cap E_n) = \bigoplus_{s' \in S} \text{Pl}(S_{n+1} = s|S_n = s', E_n) \otimes \text{Pl}(S_n = s').
\]

Using the Markov assumption, \( \text{Pl}(S_{n+1} = s|S_n = s', E_n) = \text{Pl}(S_{n+1} = s|S_n = s') = t_{s', s} \). Thus, we can compute \( \text{Pl}(S_{n+1} = s, E_{n+1}) \) using \( \text{Pl}(S_n = s', E_n) \) and the transition plausibilities \( t_{s', s} \).

To summarize, there is a simple two-stage procedure for updating beliefs given new observations. In the first stage, we compute the plausibility of the current states using our beliefs about the previous state. In the second stage, we prune states that are inconsistent with the current observation.

Again, it is interesting to compare this approach to Katsuno and Mendelzon's belief update. One of the assumptions made by update is that the agent maintains only his beliefs about the current state of the system. Roughly speaking, this amounts to tracking only the states of the system that have maximal plausibility given past observations. Thus, update can require less information to update beliefs. This, however, comes at the price of assuming that abnormalities are delayed as much as possible. This, as we saw in the case of the borrowed car example, may lead to unintuitive conclusions.

We conjecture that to avoid such conclusions, agent must keep track of either information about past events or degrees of plausibilities of all possible states of the system at the current time.

### 4.1 Characterizing Markovian Belief Change

Our formalization of belief change is quite different from most in the literature. Most approaches to belief change start with a collection of postulates, argue that they are reasonable, and prove some consequences of these postulates. Occasionally, a semantic model for the postulates is provided and a representation theorem is proved (of the form that every semantic model corresponds to some belief revision process, and that every belief revision process can be captured by some semantic model).

We have not discussed postulates at all here. There is a good reason for this: Markovian belief change does not satisfy any postulates of the standard sort beyond those of any other notion of belief change. To make this precise, assume that we have some language \( L \) that includes the usual propositional constructs (i.e., \( \lor, \land, \neg \), and \( \rightarrow \)). A plausibility structure (over \( L \)) is a tuple \( PL = (W, F, D, \pi) \), where \((W, F, D, \pi)\) is a conditional plausibility space, and \( \pi \) is a truth assignment that associates with each world in \( W \) a complete consistent set of formulas in \( L \). Given a plausibility structure, we can associate with each formula \( \varphi \) in \( L \) the set of states where \( \varphi \) is true: \([\varphi]_PL = \{ s \in S : \pi(s)(\varphi) = \text{true} \} \). Observing the sequence \( \varphi_1, \ldots, \varphi_n \) at times \( 1, \ldots, n \) amounts to conditioning on the event \( E_{\varphi_1 \wedge \cdots \wedge \varphi_n} = \bigcap \{ [\varphi_n^{(1)}, \ldots, [\varphi_1^{(1)}]_PL \} \). Similarly, \( \varphi \) is believed at time \( n \), given \( E \), if \([\varphi]_PL \in \text{Bel}_n^m(E) \).

We now define two classes of structures. Let \( PQL \) consist of all qualitative plausibility structures, and let \( PQLM \) consist of all qualitative plausibility structures with a Markovian plausibility measure. Since \( PQLM \subset PQL \), any formula valid in \( PQL \) (that is, true in every plausibility structure in \( PQL \)) must also be valid in \( PQLM \).

**Theorem 4.4:** Let \( PL = (W, F, D, \pi) \) be a plausibility structure in \( PQL \) and let \( n > 0 \). Then there is a plausibility structure \( PL' = (W', F', D', \pi') \) in \( PQLM \) such that for all sequences of formulas \( \varphi_1, \ldots, \varphi_m \), \( m \leq n \) and all formulas \( \psi \), \([\psi]_PL \in \text{Bel}_n^m(E_{PL', \varphi_1 \wedge \cdots \wedge \varphi_m}) \) if and only if \([\psi]_PL \in \text{Bel}_n^m(E_{PL', \varphi_1 \wedge \cdots \wedge \varphi_m}) \).

**Proof:** (Sketch) Define \( S' = \{ s_1, \ldots, s_m : s_1, \ldots, s_m \in S, m \leq n \} \) and \( \pi'(s_1, \ldots, s_m) = \pi(s_m) \). We can then construct a Markovian plausibility measure over \( W' \) that simulates \( PL \) up to time \( n \). The Markov condition then follows.

It follows from Theorem 4.4 that for any Markovian plausibility structure \( PL_1 \), there is a non-Markovian plausibility structure \( PL_2 \) such that, for every sequence \( \varphi_1, \ldots, \varphi_n \) of observations in \( L \), the agent has the same beliefs (in the language \( L \)) after observing \( \varphi_1, \ldots, \varphi_n \), no matter whether his plausibility is characterized by \( PL_1 \) or \( PL_2 \). Thus, there are no special postulates for Markovian belief change over and above the postulates that hold for any approach to belief change.
5 PARTIALLY SPECIFIED TRANSITIONS

Up to now, we have implicitly assumed that when the user specifies transition plausibilities, he has some underlying algebraic domain in mind. This assumption is quite strong, since it assumes that the user knows the exact plausibility value of the transitions, and the functions $\otimes$ and $\oplus$ that relate them.

In this section, we focus on situations where the user only specifies a partial order on transitions. This is a natural form of knowledge that can be specified/assessed in a relatively straightforward manner. Given a set $S$ of states, consider transition variables of the form $x_{s,s'}$, for $s, s' \in S$. We think of $x_{s,s'}$ as a variable representing the plausibility of the transition from $s$ to $s'$. Assume that we are given constraints on these transition variables, specified by a partial order $\leq$ on the variables, together with constraints of the form $x_{s,s'} \leq s'$. These can be thought of as constraints on the relative plausibility of transitions, together with constraints saying that some transitions are impossible. $x_{s,s'} = \perp$. We are interested in plausibility measures that are consistent with sets of such constraints.

We say that a set $C$ of constraints is safe if there is no variable $y$ and state $s$ such that the $x_{s,s'} < y$ is in $C$ for all $s' \in S$. There is no qualitative plausibility measure that satisfies an unsafe set of constraints. To see this, note that, for a given $s, t_{s,s'}$ represents the plausibilities of disjoint events for different choices of $s'$. If we are dealing with qualitative plausibility, if $t_{s,s'} < t$ for all $s'$, then $\oplus_{s'} t_{s,s'}$ is consistent with $C$. However, we also have $\oplus_{s'} t_{s,s'} = T$, and we cannot have $t > T$. Thus, no qualitative plausibility measure can satisfy an unsafe set of constraints. However, any safe set of constraints is satisfiable.

Theorem 5.1: Given a safe set $C$ of constraints on the transitions over $S$ as above, there is a qualitative Markovian plausibility space $(W, F, D, P_I)$ consistent with $C$.

Note that this theorem guarantees the existence of a qualitative prior. Unlike the situation described in the previous section, where transition plausibilities were fully specified, there is not in general a unique (qualitative) plausibility measure $P_I$ consistent with $\preceq$. This is due to the fact that we can choose various plausibility values as well as various operators $\otimes$ and $\oplus$ in the algebraic domain, while remaining consistent with $\preceq$. To see this, consider the following variant of Example 4.3.

Example 5.2: Using the notation of Example 4.3, consider the constraints $x_{s,p,e} \preceq t, x_{s,p,e} \preceq t, x_{s,p,e} \preceq t, x_{s,p,e} \preceq t, x_{s,p,e} \preceq t$. One way of satisfying these constraints is by using the standard $\kappa$-ranking described in Example 4.3, for which we have $t_{s,p,e} = 3, t_{s,p,e} = 1, t_{s,p,e} = 1, t_{s,p,e} = 1, t_{s,p,e} = 1$. We have $\preceq$ satisfied.

We define $\preceq$ and $\approx$ using $\preceq$ in the standard manner. If $[s_0, s_1, \ldots, s_n] \preceq [s_0, s_1, \ldots, s_n]$ we say these two $\preceq$, and $\approx$ captures what is forced by all Markov plausibility measures consistent with $\preceq$, since it captures what is true for all choices of $\otimes$ in normal conditional plausibility spaces.

Theorem 5.3: Let $P_I$ be a Markovian plausibility measure consistent with some constraints $C$, and let $\preceq$ be defined as above in terms of $C$. If $[s_0, s_1, \ldots, s_n] \preceq [s_0, s_1, \ldots, s_n]$, then $P_I([s_0, s_1, \ldots, s_n]) \leq P_I([s_0, s_1, \ldots, s_n])$. Moreover, if $[s_0, s_1, \ldots, s_n] \preceq [s_0, s_1, \ldots, s_n]$, then $P_I([s_0, s_1, \ldots, s_n]) \leq P_I([s_0, s_1, \ldots, s_n])$.

The converse to Theorem 5.3 does not hold in general. A Markovian plausibility measure consistent with $C$ may introduce more comparisons between $\preceq$ than those determined by the $\preceq$ ordering.

Example 5.4: Consider again the setup of Example 4.3, using the constraints on transitions considered in Example 5.2. Applying the definition of $\preceq$, we find that $[s_{p,e}, s_{p,e}, s_{p,e}]$ is the plausibility function generated by this $\kappa$-ranking, we have $P_I([s_{p,e}, s_{p,e}, s_{p,e}]) = 3$ and $P_I([s_{p,e}, s_{p,e}, s_{p,e}]) = 2$, since $\otimes$ is $+$ for $\kappa$-rankings.

However, now consider another way of satisfying the same constraints, again using $\kappa$-rankings. Let $P_I'$ be a Markovian plausibility measure with the following transition plausibilities: $t_{s,p,e} - t_{s,p,e} = 3, t_{s,p,e} - t_{s,p,e} = 3, t_{s,p,e} - t_{s,p,e} = 2$, and $t_{s,s} = 0$ for all states $s$. It is easy to verify that $P_I'$ satisfies the constraints we described above. However, it is easy to check that we have $P_I'([s_{p,e}, s_{p,e}, s_{p,e}]) = 4$ and $P_I'([s_{p,e}, s_{p,e}, s_{p,e}]) = 3$. This means that $P_I'([s_{p,e}, s_{p,e}, s_{p,e}]) > P_I'([s_{p,e}, s_{p,e}, s_{p,e}])$, while $P_I'([s_{p,e}, s_{p,e}, s_{p,e}]) < P_I'([s_{p,e}, s_{p,e}, s_{p,e}])$. Thus, although $P_I$ and $P_I'$ satisfy the same constraints on transition plausibilities, they lead to different orderings of the 3-prefixes, and thus to different notions of belief change.
Theorem 5.5: Given a safe set of constraints $C$, there is a qualitative Markovian plausibility measure $P_1$ consistent with $C$ such that $[s_0, s_1, \ldots, s_n] \preceq [s_0', s_1', \ldots, s_n']$ if and only if $P_1([s_0, s_1, \ldots, s_n]) \leq P_1([s_0', s_1', \ldots, s_n'])$.

These results show that examining the relative plausibility of transitions allows to deduce the relative plausibilities of some $n$-prefixes. We can use this knowledge to conclude what beliefs must hold in any Markovian measure with these transition plausibilities. We need an additional definition:

$$MAX^n(E) = \{ [s_0, s_1, \ldots, s_n] \subseteq E | \forall [s_0', s_1', \ldots, s_n'] \subseteq E, [s_0, s_1, \ldots, s_n] \preceq [s_0', s_1', \ldots, s_n'] \}.$$

$MAX^n(E)$ is the event defined as the union of $n$-prefixes in $E$ that are maximal according to $\preceq$. It easily follows from axiom A2 that in any qualitative Markovian measure consistent with $\preceq$, the plausibility of $MAX^n(E)$ given $E$ is greater than the plausibility of $MAX^n(E)$ given $E$. As a consequence, we have the following result.

Theorem 5.6: Suppose $P_1$ is a qualitative Markovian measure consistent with some set $C$ of constraints, $E$ is a time-$n$ event, and $A \subseteq S$. If $MAX^n(E) \subseteq A^{(n)}$, then $A \in \text{Bel}^n(E)$.

Thus, by examining the most plausible (according to $\preceq$) $n$-prefixes, we get a sufficient condition for a set $A$ to be believed. The converse to Theorem 5.6 does not hold: the agent might believe $A$ even if some of the $n$-prefixes are not in $A^{(n)}$. However, the $n$-prefixes in $MAX^n(E)$ are equally plausible, then the converse does hold.

Proposition 5.7: Suppose $P_1$ is a qualitative Markovian measure consistent with some set $C$ of constraints, $E$ is a time-$n$ event, and $A \subseteq S$. If all the $n$-prefixes in (i.e., the ones that are subsets of) $MAX^n(E)$ are equivalent, then $MAX^n(E) \subseteq A^{(n)}$ if and only if $A \in \text{Bel}^n(E)$.

Example 5.8: We now examine the setup of Example 4.3 using partially specified transition plausibilities. To capture our intuition that changes are unlikely, we require that $x_{s,s'} \leq x_{s',s''}$ for all $s, s', s'' \in \{s_{pe}, s_{pl}, s_{pe}\}$. We also assume that $x_{s_{pe}, s_{pl}, s_{pe}} \leq x_{s_{pe}, s_{pl}, s_{pe}}$ and $x_{s_{pe}, s_{pl}, s_{pe}}$ are all strictly less likely than $x_{s_{pe}, s_{pl}, s_{pe}}$, but are not comparable to each other. Finally, we assume all other transitions are impossible.

Suppose we get the evidence $E_{\text{stolen}}$, that the car is parked at time 0 but gone at time 3. It is easy to verify that $MAX^3(E_{\text{stolen}})$ consists of the three 3-prefixes $[s_{pe}, s_{pe}, s_{pe}, s_{pe}], [s_{pe}, s_{pe}, s_{pe}, s_{pe}]$, and $[s_{pe}, s_{pe}, s_{pe}, s_{pe}]$. Moreover, it is easy to check that these three 3-prefixes are equivalent. From Proposition 5.7, it now follows that if $P_1$ is a qualitative Markovian measure, then $MAX^3(E_{\text{stolen}})$ characterizes the agent’s beliefs. The agent believes that the car was stolen before time 3, but has no more specific beliefs as to when. This proves that all Markovian priors that are consistent with $\preceq$ generate the same beliefs as the $\kappa$-ranking described in Example 5.2, given this observation.

We suppose instead get the evidence $E^3_{\text{borrowed}}$ that the car is parked and has a full tank at time 0, and is still parked at time 2. In this case, we have $MAX^3(E_{\text{borrowed}}) = [s_{pe}, s_{pe}, s_{pe}]$—the expected observation that the car is parked does not cause the agent to believe that any change occurred. What happens when we observe that the tank is empty, i.e., $E^3_{\text{borrowed}}$? As noted in Example 4.3, there are two possible explanations: either the gas leaked or the car was “borrowed.” Without providing more information, we should not expect the agent to consider one of these cases to be more plausible than the others. Indeed, it is easy to verify that $MAX^3(E_{\text{borrowed}})$ contains all the 3-prefixes that correspond to these two explanations. Unlike the previous case, some of these 3-prefixes are not equivalent. Thus, different qualitative Markovian plausibility measures may lead to different beliefs at time 3, even if they are consistent with the specifications.

If we add the further constraint $x_{s_{pe}, s_{pe}, s_{pe}} < x_{s_{pe}, s_{pe}, s_{pe}}$ (so that a gas leak is more plausible than a theft), then the most likely 3-prefixes are the ones where there is a gas leak. However, if we specify that $x_{s_{pe}, s_{pe}, s_{pe}}$ is less likely than both $x_{s_{pe}, s_{pe}, s_{pe}}$ and $x_{s_{pe}, s_{pe}, s_{pe}}$ (so that a gas leak is less plausible than the car being taken or returned), then $MAX^3(E^3_{\text{borrowed}})$ will still contain both explanations. Even with this additional information, $\preceq$ cannot compare $[s_{pe}, s_{pe}, s_{pe}, s_{pe}]$ to $[s_{pe}, s_{pe}, s_{pe}, s_{pe}]$, because although $t_{s_{pe}, s_{pe}, s_{pe}} < t_{s_{pe}, s_{pe}, s_{pe}}$ and $t_{s_{pe}, s_{pe}, s_{pe}} < t_{s_{pe}, s_{pe}}$, it might be that $t_{s_{pe}, s_{pe}} \otimes t_{s_{pe}, s_{pe}} < t_{s_{pe}, s_{pe}} \otimes t_{s_{pe}, s_{pe}}$. Our specification, in general, does not guarantee that one explanation is preferred to the other.

We note that we can use the procedure described above to maintain an estimate of the agents beliefs at each time point. This involves using the Markovian plausibility space $P_1$ of Theorem 5.5. We discuss the details in the full paper.

6 RELATED WORK

We now briefly compare our approach to others in the literature.

Markovian belief change provides an approach for dealing with sequences of observations. Iterated belief revision, which also deals with sequences of observations, has been the focus of much recent attention (see [Lehmann 1995] and the references therein). Conditioning a prior plausibility measure provides a general approach to dealing with iterated belief revision. By using conditioning, we are implicitly assuming that the observations made provide correct information about the world. We cannot condition on an
inconsistent sequence of observations. This assumption allows us to avoid some of the most problematic aspects of belief revision, and focus our attention instead on putting additional structure into the prior, so as to be able to express in a straightforward way natural notions of belief change.

One of the goals of Markovian belief change is to be able to combine aspects of revision and update. Recent work of Boutilier [1995] is similarly motivated. Essentially, Boutilier proposes conditioning on sequences of length two, using \( \kappa \)-rankings. While he does not pursue the probabilistic analogy, his discussion describes the belief change operation as a combination of beliefs about the state of the system, i.e., \( \Pr(S_1 = s) \) and beliefs about the likelihood of transitions, i.e., \( \Pr(S_2 = s' | S_1 = s) \). Boutilier proposes a two-stage procedure for updating belief which is similar to the one we outlined in Section 4. It is important to note that we derived this procedure using standard probabilistic arguments, something that Boutilier was not able to do in his framework. Our work, which was done independently of Boutilier's, can be viewed as extending his framework. We have arbitrary sequences of states, not just one-step transitions. In addition, because our approach is based on plausibility, not \( \kappa \)-rankings, we can deal with partially-ordered plausibilities.

Finally, we note that the Markov assumption has been used extensively in the literature on probabilistic reasoning about action. Papers on this topic typically represent situations using dynamic belief networks [Dean and Kanazawa 1989]. Dynamic belief networks are essentially Markov chains with additional structure on states: A state is assumed to be characterized by the values of a number of variables. The probability of a transition is described by a belief network.

Belief networks allow us to express more independence assumptions than just those characterizing Markovian plausibilities. For example, using a belief network, we can state that the value of variable \( X_2 \) at time \( n + 1 \) is independent of the value of \( X_1 \) at time \( n \) given the value of \( X_2 \) at time \( n \). Darwiche [1992] showed how qualitative Bayesian networks could be captured in his framework; it should be straightforward to add such structure to the plausibility framework as well, once we restrict to structured plausibility spaces.

7 DISCUSSION

This paper makes two important contributions. First, we demonstrate how the Markov assumption can be implemented in a qualitative setting that allows for a natural notion of belief. While similar intuitions regarding independence may have guided previous work on belief change (e.g., [Katsuno and Mendelzon 1991]), we are the first to make an explicit Markovian assumption. We believe that this approach provides a natural means of constructing a plausibility assessment over sequences given an assessment of the plausibility of transitions. Moreover, as we have seen, this assumption also leads to computational benefits similar to those found in the probabilistic setting.

Second, we examined what conclusions can be drawn given only an ordering on the transition plausibilities. Starting with a specification of constraints on the relative plausibility of transitions, we describe properties of the belief change operation. Since all we consider are comparisons between plausibilities of transitions, our conclusions are not always that strong. Of course, it is reasonable to consider richer forms of constraints, that might also constrain the behavior of \( \mathcal{X} \) and \( \mathcal{Y} \). With more constraints, we can typically prove more about how the agent's beliefs will change. In future work, we plan to examine the consequences of using richer constraints.

One of the standard themes of the belief change literature is the effort to characterize a class of belief-change operators by postulates, such as the AGM postulates for belief revision [Alchourrón, Gärdenfors, and Makinson 1985] and the Katsuno-Mendelzon postulates for belief update [Katsuno and Mendelzon 1991]. As the discussion in Section 4.1 shows, characterizing Markovian belief change with such postulates does not provide additional insight. The trouble is that such postulates do not let us reason about relative likelihoods of transitions and independence of transitions. But this is precisely the kind of reasoning that motivates the use of Markovian plausibility (and probability) measures. Such reasoning clearly plays a key role in modeling the stolen car problem and its variants. If the language is too weak to allow us to express such reasoning (as is the case for the language used to express the AGM postulates), then we cannot distinguish the class of Markovian plausibility measures from the class of all plausibility measures.

This suggests that the right language to reason about belief change should allow us to talk about transitions and their relative plausibility. As our examples show, applications are often best described in these terms. This observation has implications for reasoning about action as well as belief change. Typical action-representation methodologies, such as the situation calculus [McCarthy and Hayes 1969], describe the changes each action brings about when applied in various states. Such a description talks about the most likely transition, given that the action occurred. Most approaches, however, do not explicitly deal with the less likely effects of actions. In a certain class of problems (called predictive problems in [Lin and Shoham 1991]), it suffices to specify only the most likely transitions. Roughly speaking, in these problems we are given information about the initial state, and we are interested in the beliefs about the state of the world after some sequence of actions. In such theories, we never get a surprising observation. Thus, only the most likely transitions play a role in the reasoning process. Problems appear when surprising observations are allowed. Kautz's stolen car problem is a canonical example of a situation with a surprising observation. As our example illustrates, in order to get reasonable conclusions in such theories, we need to provide information about the relative likelihood of all transitions, instead of identifying just the most likely transitions. We believe that a language for reasoning about actions and/or beliefs that change over time should allow the user to compare the plausibility of transitions (and sequences of transitions), giving as much or as little detail as desired. We believe that our approach
provides the right tools to deal with these issues. We hope to return to this issue in future work.
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