COMPACT EMBEDDING THEOREMS AND A LIONS’ TYPE LEMMA FOR FRACTIONAL ORLICZ–SOBOLEV SPACES
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Abstract. In this paper we are concerned with some abstract results regarding to fractional Orlicz-Sobolev spaces. Precisely, we ensure the compactness embedding for the weighted fractional Orlicz-Sobolev space into the Orlicz spaces, provided the weight is unbounded. We also obtain a version of Lions’ “vanishing” Lemma for fractional Orlicz-Sobolev spaces, by introducing new techniques to overcome the lack of a suitable interpolation law. Finally, as a product of the abstract results, we use a minimization method over the Nehari manifold to prove the existence of ground state solutions for a class of nonlinear Schrödinger equations, taking into account unbounded or bounded potentials.

1. Introduction

Nonlinear Schrödinger equations naturally arise as models to describe many physical phenomena in a mathematical point of view. For this reason, the study of such equations has made great progress and attracted many authors attention in the last decades. An important example is the following class of equations

\[-\Delta u + V(x)u = f(x, u), \quad x \in \mathbb{R}^N,\]

which is a reducing of the well known Schrödinger equation after making a standing wave ansatz. The literature contains many existence, nonexistence and multiplicity results about its solutions and we do not even try to review the huge bibliography. When looking for solutions via Variational Methods, an important feature of this class of problems relies on the “lack of compactness” inherit by the unbounded domain \(\mathbb{R}^N\). In order to overcome such difficulty, some authors regaining some sort of compactness working with radial symmetric functions. The first in this direction is due to Strauss [29] where the potential \(V(x)\) is constant. In this important work it was introduced the nowadays well-known Strauss’s compactness Lemma for radial symmetric functions. Another way to deal with the lack of compactness is to consider a potential \(V(x)\) which is “large” at infinity. In this direction, we cite the seminal work of Rabinowitz [24] where it was considered a class of potentials coercive and bounded away from zero. This class of potentials was extended by Bartsch and Wang [6] where it was introduced the following assumptions:
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(V_0) It holds that V(x) ≥ V_0 for any x ∈ \( \mathbb{R}^N \) where V_0 > 0;

(V_1) The set \( \{ x ∈ \mathbb{R}^N ; V(x) < M \} \) has finite Lebesgue measure for each M > 0.

Under the above conditions the authors were able to restore some compactness. The works [6,24] have motivated many works regarding to nonlinear Schrödinger equations involving different operators and potentials that are large at infinity. Our main contribution here is to extend some “classical results” to a general class of operators which generalizes many problems previously studied.

This work is motivated by a very recent trend in the fractional framework, which is to consider a new nonlocal and nonlinear operator, the so-called \( \text{fractional } \Phi \)-Laplacian. Throughout this work, we shall consider \( \Phi : \mathbb{R} → \mathbb{R} \) an even function defined by

\[
\Phi(t) = \int_0^t s \varphi(s) \, ds,
\]

where \( \varphi : \mathbb{R} → \mathbb{R} \) is a \( C^1 \)-function satisfying the following assumptions:

(\( \varphi_1 \)) \( t \varphi(t) → 0 \), as \( t → 0 \) and \( t \varphi(t) → ∞ \), as \( t → ∞ \);

(\( \varphi_2 \)) \( t \varphi(t) \) is strictly increasing in \( (0, ∞) \);

(\( \varphi_3 \)) there exist \( ℓ, m ∈ (1, N) \) such that

\[
ℓ ≤ \frac{t^2 \varphi(t)}{\Phi(t)} ≤ m \quad \text{for all } t > 0.
\]

For \( s ∈ (0, 1) \) and \( u \) smooth enough, the \textit{fractional } \( \Phi \)-Laplacian operator is defined as

\[
(-Δ_Φ)^s u(x) := P.V. \int \varphi(|D_s u|) \frac{D_s u}{|x - y|^{N + s}} \, dy, \quad \text{where} \quad D_s u := \frac{u(x) - u(y)}{|x - y|^s}
\]

and \( P.V. \) denotes the principal value of the integral. Throughout the paper we write \( \int u \, dx \) instead of \( \int_{\mathbb{R}^N} u(x) \, dx \). The fractional \( \Phi \)-Laplacian extends a large class of known nonlocal operators. For instance, if \( \varphi ≡ 1 \), then (1.2) becomes

\[
(-Δ)^s u(x) = P.V. \int \frac{(u(x) - u(y))}{|x - y|^{N + 2s}} \, dy,
\]

which is the well known \textit{fractional Laplace operator}. For works involving this class of operators, we refer the interested reader to [4,13,16,19,20,28]. Furthermore, when \( \varphi(t) = t^{p-2} \), \( p ∈ (1, N) \) then (1.2) reduces to

\[
(-Δ)^p u(x) = P.V. \int \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{N + ps}} \, dy,
\]

which is the \textit{fractional p-Laplace operator}. In a similar way, if \( \varphi(t) = t^{p-2} + t^{q-2} \), \( 1 < p < q < N \), then we have the fractional \( (p,q) \)-Laplacian operator given by the following way

\[
(-Δ_p - Δ_q)^s u = P.V. \int \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{N + ps}} \, dy + P.V. \int \frac{|u(x) - u(y)|^{q-2}(u(x) - u(y))}{|x - y|^{N + qs}} \, dy.
\]

Due to the generality of the fractional \( \Phi \)-Laplacian operator (1.2) and motivated by the very recent papers [2,5,7,10–12], mainly taking into account the work of Bonder and Salort [11], our goal is to study the following class of fractional Schrödinger equations

\[
(-Δ_Φ)^s u + V(x)Φ(u)u = f(x,u), \quad x ∈ \mathbb{R}^N,
\]

\[ (P) \]
where $N > 2s$, $0 < s < 1$ and the nonlinear term $f$ is of $C^1$ class and satisfies suitable assumptions. Due to the presence of the potential $V(x)$, we introduce the following suitable weighted fractional Orlicz-Sobolev space

$$X := \left\{ u \in W^{s,\Phi}(\mathbb{R}^N) : \int V(x)\Phi(|u|) \, dx < +\infty \right\},$$

endowed with the norm

$$\|u\| = [u]_{s,\Phi} + \|u\|_{V,\Phi},$$

where

$$\|u\|_{V,\Phi} = \inf \left\{ \lambda > 0 : \int_{\mathbb{R}^N} V(x)\Phi\left(\frac{u(x)}{\lambda}\right) \, dx \leq 1 \right\}.$$

It is important to emphasize that $X$ is a reflexive Banach space, see [8]. Furthermore, $X \subset W^{s,\Phi}(\mathbb{R}^N)$ is a closed set. In order to study Problem $(P)$ variationally, we need to deal with the “lack of compactness” due to the fact that the embedding $X \hookrightarrow L_A(\mathbb{R}^N)$ is not compact for all $N$-function $A < \Phi_s$. Thus, we consider both cases when $V(x)$ satisfies $(V_0), (V_1)$ or it is bounded. In the first case, we borrow some ideas discussed in Bartsch–Wang [6] to prove compact embedding results of $X$ into the Orlicz spaces. When $V(x)$ is bounded, versions of “vanishing lemma” or “Lions’s Lemma” play a very important role in order to obtain a nontrivial solution for Problem $(P)$. The pioneer result was introduced by Lions in [21] for the standard Sobolev space. After that, many versions were introduced based on the class of operators involved in the problem, see for instance, [1,17,27]. We point out [1] where the authors have introduced a version of the “vanishing Lemma” for Orlicz–Sobolev spaces. However, up to now, a fractional version for Orlicz-Sobolev spaces was not considered. In general, the proof of these results are based on estimates involving derivatives and some interpolations inequalities. For instance, one can observe that $W^{1,\Phi}(\mathbb{R}^N)$ and $L_\Phi(\mathbb{R}^N)$ are interpolation spaces. In our case, for fractional Orlicz–Sobolev space we are not able to apply the interpolation law. Thus, we introduce new tricks and a fine analysis on the sequences $(u_n)$ in $W^{s,\Phi}(\mathbb{R}^N)$ that weakly converges to zero.

Summarizing, our work is divided into two parts:

**Part I** – In the first part, we develop classical abstract results regarding to the fractional Orlicz–Sobolev spaces. Precisely, we obtain compact embedding results on the weighted fractional Orlicz–Sobolev space $X$ into the Orlicz space $L_\Phi(\mathbb{R}^N)$, we study the operator $(-\Delta_\Phi)^s + V(x)\varphi(\cdot)$ and we introduce a very useful version of the “vanishing” Lions’ Lemma to the fractional Orlicz–Sobolev framework.

**Part II** – In the second part of our work we make use of the abstract results to give two applications regarding to existence of ground state solutions for Problem $(P)$, taking into account unbounded or bounded potential $V(x)$. For this purpose, we use a variational approach based on Nehari method together with a fine analysis on the behavior of minimizing sequences. The main point is to restore the compactness using the abstract results obtained in Part I.
Now we state our abstract results regarding to the Part I. The first main result can be state as follows:

**Theorem 1.1 (Compact embedding).** Assume that \((\varphi_1) - (\varphi_3)\) and \((V_0)-(V_1)\) hold. Then, the embedding \(X \hookrightarrow L_\Phi(\mathbb{R}^N)\) is compact.

**Remark 1.2.** We point out that Theorem 1.1 implies that

\[
\lambda_1 := \inf_{u \in X \setminus \{0\}} \left\{ \int \int \Phi \left( \frac{|u(x) - u(y)|}{|x - y|^s} \right) \frac{dxdy}{|x - y|^N} + \int V(x)\Phi(|u|) \, dx \right\}
\]

is attained. In particular, \(\lambda_1 > 0\). On this subject, for bounded domains we refer the interested reader to \([25, 26]\).

In order to state our second main result on compact embedding, we recall the property from \([23, \text{Theorem 2}]\), precisely, for given \(\Psi\) such that \(\Psi \ll \Phi^*\) with \(\Psi \in \Delta_2\), there exists an \(N\)-function \(R\), such that \(\Psi \circ R < \Phi^*\). In this way, we can state our second main result as follows:

**Theorem 1.3 (Compact embedding).** Assume that \((\varphi_1) - (\varphi_3)\) and \((V_0)-(V_1)\) hold. Suppose that \(\Phi < \Psi \ll \Phi^*\) and at least one of the following conditions hold:

(i) The following limit holds

\[
\limsup_{|t| \to 0} \frac{\Psi(|t|)}{\Phi(|t|)} < +\infty.
\]

(ii) Suppose that \(\Psi \in \Delta_2\) and there exists \(b \in (0, 1)\) such that

\[
\Psi(\tilde{R}(|t|^{1-b})) \leq C\Phi(|t|), \quad |t| \leq 1,
\]

where \(\tilde{R}\) is the complementary function of \(R\).

Then, the space \(X\) is compactly embedded into \(L_\Phi(\mathbb{R}^N)\).

**Remark 1.4.** It is important to stress that in item (i) for Theorem 1.3 the limits (1.4) may not be zero. Furthermore, for item (i) the \(\Delta_2\) condition is not required for \(\Psi\). This fact allows us to consider several \(N\)-functions \(\Psi\). Notice also that assumption \(\ell^* > m\) is used only in order to ensure the continuous embedding \(X \hookrightarrow L_\Phi(\mathbb{R}^N)\). Here we refer the interested reader to \([8]\) where some continuous embedding are proved. The item (ii) for Theorem 1.3 is related with the fact that the interpolation law in our framework is not available. Hence we need to control the sequences in \(W^{s,\Phi}(\mathbb{R}^N)\) proving that compact embedding for the fractional Orlicz-Sobolev spaces into the Orlicz spaces are verified.

In order to prove the strong convergence of minimizing sequences in Part II, we prove the following result:

**Theorem 1.5.** Assume that \((\varphi_1)-(\varphi_3)\) and \((V_0)-(V_1)\) hold. Then the operator \((-\Delta_\Phi)^s + V(x)\varphi(\cdot)\) is a homeomorphism.
The proof of Theorem 1.5 relies on the theory of monotone operators together with the Browder–Minty Theorem, see [30]. Finally, we obtain a useful version of the “vanishing” Lions’ Lemma to the fractional Orlicz–Sobolev framework.

**Theorem 1.6** (Lions’ Lemma type result). Suppose that \((\varphi_1)\)–\((\varphi_3)\) hold and

\[
\lim_{|t| \to 0} \frac{\psi(t)}{\Phi(t)} = 0. \tag{1.6}
\]

Let \((u_n)\) be a bounded sequence in \(W^{s,\Phi}(\mathbb{R}^N)\) in such way that \(u_n \to 0\) in \(X\) and

\[
\lim_{n \to +\infty} \left[ \sup_{y \in \mathbb{R}^N} \int_{B_r(y)} \Phi(u_n) \, dx \right] = 0, \tag{1.7}
\]

for some \(r > 0\). Then, \(u_n \to 0\) in \(L_\Psi(\mathbb{R}^N)\), where \(\Psi\) is an \(N\)-function such that \(\Psi << \Phi^*\).

Regarding to Part II, it is worthwhile to mention that \(u \in W^{s,\Phi}(\mathbb{R}^N)\) is said to be a weak solution for the Problem \((P)\) whenever

\[
\int \int \varphi(|Du|) |Du| Du h \, d\mu + \int V(x)\varphi(|u|) uh \, dx - \int f(x,u)h \, dx = 0, \quad \text{for all } h \in W^{s,\Phi}(\mathbb{R}^N),
\]

where \(d\mu(x,y) := \frac{dx dy}{|x-y|^s}\). In order to use a variational approach to obtain solutions, we suppose that \(f \in C^1(\mathbb{R}^N \times \mathbb{R}, \mathbb{R})\) satisfies the following assumptions:

\((f_0)\) there exist a function \(\psi : [0, +\infty) \to [0, +\infty)\) and a constant \(C > 0\) such that

\[
|f(x,t)| \leq C \psi(t) t, \quad \text{for all } (x,t) \in \mathbb{R}^N \times [0, +\infty),
\]

where \(\Psi(t) = \int_0^t \psi(s) \, ds\) is an \(N\)-function satisfying \(\Psi << \Phi^*\) (for definitions and properties see Section 2 ahead) and

\[
1 < \ell \leq m < \ell_\Psi := \inf_{t > 0} \frac{t \psi(t)}{\Psi(t)} \leq \sup_{t > 0} \frac{t \psi(t)}{\Psi(t)} =: m_\Psi < \ell^* := \frac{\ell N}{N - \ell}. \tag{1.8}
\]

\((f_1)\) \(\lim_{|t| \to 0} \frac{f(x,t)}{t \varphi(t)} = 0\), uniformly in \(x \in \mathbb{R}^N\).

\((f_2)\) \(\lim_{|t| \to +\infty} \frac{f(x,t)}{|t|^{m-1}} = +\infty\), uniformly in \(x \in \mathbb{R}^N\).

\((f_3)\) the map \(t \mapsto \frac{f(x,t)}{|t|^{m-2}}\) is strictly increasing for \(t > 0\) and strictly decreasing for \(t < 0\).

\((f_4)\) There exists \(\theta > m\) such that \(\theta F(x,t) := \theta \int_0^t f(x,s) \, ds \leq tf(x,t)\), for \((x,t) \in \mathbb{R}^N \times \mathbb{R}\).

**Remark 1.7.** We point out that assumption \((f_0)\) implies that

\[
\lim_{|t| \to +\infty} \frac{f(x,t)}{t \varphi^*(t)} = 0
\]

holds uniformly in \(x \in \mathbb{R}^N\) where \(t \varphi^*(t)\) is an \(N\)-function. In fact, this function is the Sobolev conjugate function \(\Phi^*\) of \(\Phi\), see Section 2.1. In particular, we have that \(\Phi^*(t) = \int_0^t \tau \varphi^*(\tau) \, d\tau\) holds for each \(t \geq 0\).
It is important to emphasize that hypothesis $(V_1)$ is related to the existence of compact embedding for the Orlicz-Sobolev spaces into Orlicz spaces. As a consequence, we obtain that

$$
\lambda_1 := \inf_{u \in X \setminus \{0\}} \left\{ \int \frac{\Phi\left(\frac{|u(x) - u(y)|}{|x-y|^s}\right)}{|x-y|^N} \, dx dy + \int V(x) \Phi(|u|) \, dx \right\} > 0. \tag{1.9}
$$

In fact, by using the compact embedding proved in Theorem 1.1 or Theorem 1.6, taking any minimizer sequence for (1.9) we prove that $\lambda_1$ is attained. In particular, we know that $\lambda_1 > 0$. On this subject for bounded domains we refer the interested reader to [25, 26].

In order to apply the Nehari method in our framework, we also suppose the following hypothesis:

$(\varphi_4)$ There holds

$$\ell - 2 \leq \frac{t\varphi'(t)}{\varphi(t)} \leq m - 2 < \ell^* - 2. \tag{1.10}$$

We point out that (1.10) implies that hypothesis $(\varphi_3)$ is satisfied.

Now, we are in a condition to state our first result of Part II.

**Theorem 1.8 (Unbounded potential).** Assume that the function $\varphi$ satisfies $(\varphi_1), (\varphi_2)$ and $(\varphi_4)$. Suppose that $V(x)$ verifies $(V_0), (V_1)$ and $f$ satisfies hypotheses $(f_0)-(f_4)$. Then, Problem $(P)$ admits at least one ground state solution $u \in W^{s, \Phi}(\mathbb{R}^N)$.

Now we shall study the case when $V(x)$ is bounded. For this purpose, we consider the following hypothesis:

$(V_2)$ Assume that $x \mapsto V(x)$ and $x \mapsto f(x, u)$ are 1-periodic functions.

Finally, we state the existence result regarding bounded potential.

**Theorem 1.9 (Bounded potential).** Assume that the function $\varphi$ satisfies $(\varphi_1), (\varphi_2)$ and $(\varphi_4)$. Suppose that $V(x)$ verifies $(V_0), (V_2)$ and $f$ satisfies hypotheses $(f_0)-(f_4)$. Then, Problem $(P)$ admits at least one ground state solution $u \in W^{s, \Phi}(\mathbb{R}^N)$.

It is worthwhile to mention that for $\Phi(t) = |t|^2(\ln(1+|t|))^q$, $2+q < 2^*$ we deduce that embedding $X \hookrightarrow L_\Phi(\mathbb{R}^N)$ is compact for each $\Psi$ such that $\Psi << \Phi^*$. Similarly, we apply Theorem 1.6 proving that $u_n \rightarrow 0$ in $L_\Phi(\mathbb{R}^N)$ for all $N$-function $\Psi$ with $\Psi << \Phi^*$ such that (1.6) is satisfied. Notice also that the Orlicz space given by the $N$-function $\Phi(t) = |t|^2(\ln(1+|t|))^q$ does not coincide with any Lebesgue space $L^p(\mathbb{R}^N)$ with $p \in [1, \infty)$. Hence for our setting Lebesgue spaces $L^p(\mathbb{R}^N)$ are not sufficient. Furthermore, considering the fractional $\Phi$-Laplace operator defined in the whole space $\mathbb{R}^N$, we can prove our main results taking into account the Orlicz-Sobolev framework.

The remainder of this work is organized as follows: In the forthcoming Section we introduce some preliminary concepts and auxiliary results that will be useful throughout the work. In Section 3 we give the proofs of the abstract results. In Section 4 we prove the existence results regarding Problem $(P)$. 

2. Preliminary results

2.1. Fractional Orlicz–Sobolev spaces. In this section we introduce some preliminary concepts about fractional Orlicz-Sobolev spaces. For a more complete discussion about this subject we refer the readers to [11].

Let $\Phi : \mathbb{R} \to [0, +\infty)$ be convex and continuous. We recall that $\Phi$ is an $N$-function if it satisfies the following conditions:

(i) $\Phi$ is even;
(ii) $\lim_{t \to 0} \frac{\Phi(t)}{t} = 0$;
(iii) $\lim_{t \to \infty} \frac{\Phi(t)}{t} = \infty$;
(iv) $\Phi(t) > 0$, for all $t > 0$.

Notice that by using assumptions ($\varphi_1$) and ($\varphi_2$) we conclude that $\Phi$ is an $N$-function. We say that an $N$-function satisfies the $\Delta_2$-condition if there exists $K > 0$ such that

$$\Phi(2^t t) \leq K \Phi(t), \quad \text{for all } t \geq 0.$$ 

Throughout the work we use the following notation:

$$\xi^-(t) = \min\{t^\ell, t^m\} \quad \text{and} \quad \xi^+(t) = \max\{t^\ell, t^m\}, \quad t \geq 0.$$ 

We recall the following Lemma due to N. Fukagai et al. [18] which can be written in the following form:

**Proposition 2.1.** Assume that ($\varphi_1$) − ($\varphi_3$) hold. Then, $\Phi$ satisfies the following estimates:

$$\xi^-(t) \Phi(p) \leq \Phi(p^t) \leq \xi^+(t) \Phi(p), \quad p, t > 0,$$

$$\xi^-(\|u\|_\Phi) \leq \int_\Omega \Phi(u) \, dx \leq \xi^+(\|u\|_\Phi), \quad u \in L_\Phi(\Omega).$$

We consider the spaces

$$L_\Phi(\Omega) := \{u : \Omega \to \mathbb{R} \text{ measurable such that } \rho_{\Phi,\Omega}(u) < \infty\},$$

$$W^{s,\Phi}(\Omega) := \{u \in L_\Phi(\Omega) \text{ such that } \rho_{s,\Phi,\mathbb{R}^N}(u) < \infty\},$$

$$W^{s,\Phi}_0(\Omega) := \{u \in W^{s,\Phi}(\mathbb{R}^N) : u = 0 \text{ a.e. in } \mathbb{R}^N \setminus \Omega\},$$

where the modulars $\rho_{\Phi,\Omega}$ and $\rho_{s,\Phi}$ are defined as

$$\rho_{\Phi,\Omega}(u) := \int_\Omega \Phi(|u(x)|) \, dx,$$

$$\rho_{s,\Phi,\mathbb{R}^N}(u) := \int_{\mathbb{R}^N \times \mathbb{R}^N} \Phi(|D_s u(x, y)|) \, d\mu,$$

and $d\mu(x, y) := \frac{dx \, dy}{|x |^\alpha |y |^\alpha}$. These spaces are endowed with the so-called Luxemburg norms

$$\|u\|_{L_\Phi(\Omega)} := \inf \left\{ \lambda > 0 : \rho_{\Phi,\Omega} \left( \frac{u}{\lambda} \right) \leq 1 \right\},$$

$$\|u\|_{W^{s,\Phi}(\Omega)} := \|u\|_{L_\Phi(\Omega)} + [u]_{W^{s,\Phi}(\mathbb{R}^N)},$$
where the \((s, \Phi)\)-Gagliardo semi-norm is defined as
\[
[u]_{W^{s, \Phi}(\mathbb{R}^N)} := \inf \left\{ \lambda > 0 : \rho_{s, \Phi, \mathbb{R}^N} \left( \frac{u}{\lambda} \right) \leq 1 \right\}.
\]

Since we assume \((\varphi_3)\), \(W^{s, \Phi}(\Omega)\) is a reflexive Banach space. Moreover \(C_0^\infty(\mathbb{R}^N)\) is dense in \(W^{s, \Phi}(\mathbb{R}^N)\). On this subject see [11, Proposition 2.11] and [15, Proposition 2.9].

In order to state some embedding results for fractional Orlicz-Sobolev spaces we introduce the following notation:

Given two \(N\)-functions \(A\) and \(B\), we say that \(B\) is essentially stronger than \(A\) or equivalently that \(A\) decreases essentially more rapidly than \(B\), and denoted by \(A \ll B\), if for each \(a > 0\) there exists \(x_a \geq 0\) such that \(A(x) \leq B(ax)\) for \(x \geq x_a\). Similarly, we write \(A < B\) whenever \(A(x) \leq B(x)\) for each \(x \geq x_0\) with \(x_0 > 0\) fixed.

When the \(N\)-function \(\Phi\) fulfills condition \((\varphi_4)\), the critical function for the fractional Orlicz-Sobolev embedding is given by
\[
\Phi^{-1}(t) = \int_0^t \frac{G^{-1}(\tau)}{\tau^{\frac{s}{N}}} d\tau.
\]

The following result can be found in [8]. On this subject see also [3] for further generalizations.

**Theorem 2.2.** Let \(\Phi\) be an \(N\)-function satisfying
\[
\int_0^1 \Phi^{-1}(\tau) d\tau < \infty \quad \text{and} \quad \int_1^{+\infty} \frac{\Phi^{-1}(\tau)}{\tau^{\frac{s}{N}}} d\tau = \infty,
\]
where \(0 < s < 1\) and \(\Omega \subseteq \mathbb{R}^N\) is a \(C^{0,1}\) bounded open subset. Then, the following statements hold:

(i) the embedding \(W^{s, \Phi}(\Omega) \rightarrow L^{\Phi}(\Omega)\) is continuous;

(ii) for any \(N\)-function \(B\) such that \(B \ll \Phi_s\), the embedding \(W^{s, \Phi}(\Omega) \rightarrow L_B(\Omega)\) is compact.

**Lemma 2.3.** [Lemma 3.1 [9]] Let \(\Omega \subseteq \mathbb{R}^N\) and consider an \(N\)-function \(\Phi\) satisfying \((\varphi_3)\). Then,
\[
\xi_-(|[u]_{s, \Phi}) \leq \int \Phi(|D_s u|) \, d\mu \leq \xi_+(|[u]_{s, \Phi}), \quad u \in W^{s, \Phi}(\Omega).
\]

**Lemma 2.4.** [Lemma 4.3 [8]] Let \(\Phi\) be an \(N\)-function satisfying \((\varphi_3)\). If \(V(x)\) satisfies \((V_1)\) and \((V_2)\), then
\[
\xi_-(\|u\|_{V, \Phi}) \leq \int_{\mathbb{R}^N} V(x) \Phi(u) dx \leq \xi_+(\|u\|_{V, \Phi}), \quad u \in X.
\]

2.2. **Technical lemmas.** We start this subsection by proving a result inspired by [23, Theorem 2, p.16]. This result plays a very important role in order to obtain compact embedding taking into account some hypothesis on the potential \(V\).

**Lemma 2.5.** Let \(M, N\) be \(N\)-functions such that \(M \ll N\). Then, there exists an \(N\)-function \(R\) satisfying \(R \circ M < N\).

**Proof.** Let \(r : [0, +\infty) \rightarrow \mathbb{R}\) be defined by
\[
r(t) := \begin{cases} \inf_{x > t} \frac{N \circ M^{-1}(x)}{x}, & t \geq 1 \\ r(1)t, & 0 \leq t < 1. \end{cases}
\]

It is not hard to verify that \(r(t)\) satisfies the following properties:
\[(i) \lim_{t \to \infty} r(t) = \infty; \]
\[(ii) \lim_{t \to 0} r(t) = 0; \]
\[(iii) t \mapsto r(t) \text{ is non increasing.} \]

Let \( R(t) := \int_0^t r(s) \, ds \) be the primitive of \( r(t) \). We consider the extension of \( R(t) \) to \( \mathbb{R}^+ \) by setting \( R(t) = R(-t) \). One may conclude that \( R \) is an \( N \)-function. Finally, it follows that

\[ R(t) \leq r(t)t = N \circ M^{-1}(t), \quad t \geq 1, \]

which is equivalent to \( R \circ M(s) \leq N(s), \quad s \geq M^{-1}(1) \).

**Remark 2.6.** By choosing \( M = \Phi \) and \( N = \Phi_* \) in Lemma 2.5, we obtain that \( R \circ \Phi < \Phi_* \). Thus, \( X \hookrightarrow L_{R \circ \Phi}(\mathbb{R}^N) \), that is, there exists \( S_{R \circ \Phi} > 0 \) such that

\[ \|u\|_{R \circ \Phi} \leq S_{R \circ \Phi} \|u\|. \]

**Lemma 2.7.** Let \( \Psi, R \) be \( N \)-functions. Then

\[ \Psi\left(\frac{xy}{4}\right) \leq \Psi(R(x)) + \Psi(\widetilde{R}(y)), \quad x, y \geq 0. \]

**Proof.** Using Young’s inequality and the fact that \( R, \widetilde{R}, \Psi \) are convex functions, we have

\[
\begin{align*}
\Psi\left(\frac{xy}{4}\right) & \leq \Psi\left(R\left(\frac{x}{2}\right) + \widetilde{R}\left(\frac{y}{2}\right)\right) \\
& \leq \frac{1}{2}\Psi(R(x)) + \frac{1}{2}\Psi(\widetilde{R}(y)) \\
& \leq \Psi(R(x)) + \Psi(\widetilde{R}(y)).
\end{align*}
\]

This ends the proof. \( \square \)

**Remark 2.8.** It is important to point out that in Lemma 2.5, we can redefine \( r \) near to the origin in such way that \( R \) is an \( N \)-function. For instance, given \( b \in (0, 1) \) we can redefine \( r \) by

\[ r(t) = \frac{br(1)}{\Phi'_*(1)} \Phi'_*(t^{1/b})t^{1/b-1}, \quad t < 1. \]

### 3. Part I – Proof of the abstract results

3.1. **Proof of Theorem 1.1 (Compact embedding).** Let \( \{u_n\} \subset X \) be such that \( u_n \rightharpoonup u \) weakly in \( X \). Thus, we have that \( u_n \rightharpoonup u \) strongly in \( L_{\Psi, loc}(\mathbb{R}^N) \) with \( \Phi < \Psi << \Phi_* \). Let us prove that \( u_n \to u \) strongly in \( L_\Phi(\mathbb{R}^N) \). In view of Brézis-Lieb’s Theorem, it suffices to show that

\[ \alpha_n := \int_{\mathbb{R}^N} \Phi(u_n) \to \int_{\mathbb{R}^N} \Phi(u). \]

Since \( \alpha_n \) is bounded we have, up to a subsequence, \( \alpha_n \to \alpha \). Hence, it follows from Fatou’s Lemma that \( \alpha \geq \int_{\mathbb{R}^N} \Phi(u) \, dx \). By using local convergence and that \( \Phi \in \Delta_2 \) we have

\[ \int_{B_R} \Phi(u_n) \to \int_{B_R} \Phi(u), \quad (3.1) \]

where \( B_R := B_R(0) \).
Claim. For given $\varepsilon > 0$, there exists $R = R(\varepsilon) > 0$ such that
\[
\int_{B_R^c} \Phi(u_n) < \varepsilon, \quad (3.2)
\]
for $n \in \mathbb{N}$ large.

If (3.2) holds, then
\[
\int_{\mathbb{R}^N} \Phi(u) = \int_{B_R} \Phi(u) + \int_{B_R^c} \Phi(u) \\
\geq \lim_{n \to \infty} \int_{B_R} \Phi(u_n) \\
= \lim_{n \to \infty} \int_{\mathbb{R}^N} \Phi(u_n) - \lim_{n \to \infty} \int_{B_R^c} \Phi(u_n) \\
\geq \alpha - \varepsilon.
\]

Now, let us prove the Claim. For given $\varepsilon > 0$, let $M > 0$ be such that
\[
\frac{2}{\varepsilon} \max\{B_1, \sup_n \xi_1(\|u_n\|)\} < M, \quad (3.3)
\]
where $B_1$ will be defined below. By choosing $M = \Phi$ and $N = \Phi_*$ in Lemma 2.5, we obtain that $R \circ \Phi < \Phi_*$. Define
\[
f(t) := tR^{-1}\left(\frac{1}{t}\right), \quad t > 0.
\]
One may check that $f$ is continuous and $\lim_{t \to 0} f(t) = 0$. In view of $(V_1)$, let $R > 1$ be sufficiently large such that
\[
f(|\{x \in B_R^c : V(x) < M\}|) \leq \frac{\varepsilon}{2B_1}. \quad (3.4)
\]

Let us define the sets
\[
\mathcal{A} := \{x \in B_R^c : V(x) \geq M\} \quad \text{and} \quad \mathcal{B} := \{x \in B_R^c : V(x) < M\}.
\]
In view of [8, Lemma 4.3] we have
\[
\int_{\mathcal{A}} \Phi(u_n) \leq \int_{\mathcal{A}} \frac{V(x)}{M} \Phi(u_n) \leq \frac{1}{M} \xi_1(\|u_n\|) \leq \frac{1}{M} \xi_1(\|u_n\|) < \frac{\varepsilon}{2}.
\]

On the other hand, it follows from Lemma 2.5 and Hölder’s inequality that
\[
\int_{\mathcal{B}} \Phi(u_n) \leq 2 \|\Phi(u_n)\|_R \|\chi_{\mathcal{B}}\|_{\hat{R}}, \quad (3.5)
\]
where $\hat{R}$ is the complementary function of $R$. But, from [22, Proposition 4.6.9]
\[
\|\chi_{\mathcal{B}}\|_{\hat{R}} \leq C_0 |\mathcal{B}| R^{-1}\left(\frac{1}{|\mathcal{B}|}\right) = C_0 f(|\mathcal{B}|). \quad (3.6)
\]
Moreover, since \( R \circ \Phi < \Phi_* \), there exist \( C_1, T > 0 \) such that \( R(\Phi(t)) \leq C_1 \Phi_*(t) \) for all \( t \geq T \). Consequently,

\[
\int_B R(\Phi(u_n)) \, dx = \left( \int_{B \cap \{|u_n| \leq T\}} + \int_{B \cap \{|u_n| > T\}} \right) R(\Phi(u_n)) \\
\leq |B| R(\Phi(T)) + \sup_n \int_{\mathbb{R}^N} \Phi_*(u_n) \, dx \\
\leq |B| R(\Phi(T)) + \sup_n \int_{\mathbb{R}^N} \Phi_*(u_n) \, dx \tag{3.7}
\]

where \( B \subset B_1 \) for all \( 0 < \epsilon < 1 \) small enough. Here, we define

\[ B_1 := 2C_0|B_1|R(\Phi(T)) + 2C_0 \sup_n \int_{\mathbb{R}^N} \Phi_*(u_n) \, dx. \]

Thus, by (3.5)-(3.7) and (3.4), we obtain

\[
\int_B \Phi(u_n) \leq B_1|B|R^{-1}\left( \frac{1}{|B|} \right) = B_1 f(|B|) \leq \frac{\epsilon}{2}.
\]

Therefore,

\[
\int_{B_1^c} \Phi(u_n) = \int_A \Phi(u_n) + \int_B \Phi(u_n) < \epsilon,
\]

which implies the \textit{Claim} and finishes the proof.

3.2. \textbf{Proof of Theorem 1.3 (Compact embedding).} Since \( \Psi << \Phi_* \), for given \( \epsilon > 0 \), there exists \( T > 0 \) such that

\[
\frac{\Psi(|t|)}{\Phi_*(|t|)} \leq \frac{\epsilon}{2\kappa}, \quad |t| \geq T, \tag{3.8}
\]

where \( \kappa > 0 \) will be chosen later. Let \( (u_n) \subset X \) be such that \( u_n \rightharpoonup 0 \) weakly in \( X \). In view of Proposition 1.1, it follows that \( u_n \to 0 \) strongly in \( L_\Phi(\mathbb{R}^N) \). Note that

\[
\int_{\mathbb{R}^N} \Psi(|u_n|) \, dx = \int_{\{|u_n| \geq T\}} \Psi(|u_n|) \, dx + \int_{\{|u_n| < T\}} \Psi(|u_n|) \, dx. \tag{3.9}
\]

Let us set

\[
\kappa = \sup_n \int_{\mathbb{R}^N} \Phi_*(|u_n|) \, dx.
\]

It follows from (3.8) that

\[
\int_{\{|u_n| \geq T\}} \Psi(|u_n|) \, dx \leq \frac{\epsilon}{2\kappa} \int_{\mathbb{R}^N} \Phi_*(|u_n|) \, dx \leq \frac{\epsilon}{2}. \tag{3.10}
\]

Now, we shall use assumption (1.4) or (1.5) to study the integral in (3.9) when \( |u_n| < T \).
3.2.1. **Proof of Theorem 1.3 assuming** (1.4). Given \( a \in (0, 1) \), it follows from Hölder’s inequality that
\[
\int_{\{|u_n|<T\}} \Psi(|u_n|) \, dx \leq \left[ \int_{\{|u_n|<T\}} \left( \frac{\Psi(|u_n|)}{\Phi(|u_n|)^a} \right) \frac{1}{1-a} \, dx \right]^{1-a} \left[ \int_{\mathbb{R}^N} \Phi(|u_n|) \, dx \right]^a.
\]
(3.11)

**Claim.** There exists \( \tilde{C} > 0 \) such that
\[
\frac{\Psi(|u|)}{\Phi(|u|)^a} \leq \tilde{C} \Phi(|u|), \quad |u| \leq T.
\]
(3.12)

In fact, in view of assumption (1.4), there exists \( \delta > 0 \) such that \( \Psi(|u|) \leq C \Phi(|u|) \), for all \( |u| \leq \delta \). If \( \delta < T \), then
\[
\Psi(|u|) \Phi(|u|) \leq \Psi(T) \Phi(\delta), \quad |u| \in [\delta, T].
\]

By defining \( \tilde{C}^{1-a} := \max \{ C, \frac{\Psi(T)}{\Phi(\delta)} \} \) we conclude that
\[
\frac{\Psi(|u|)}{\Phi(|u|)} \leq \tilde{C}^{1-a}, \quad |u| \leq T,
\]
which implies (3.12).

Finally, since \( u_n \to 0 \) strongly in \( L_\Phi(\mathbb{R}^N) \), there exists \( n_0 \in \mathbb{N} \) such that
\[
\int_{\mathbb{R}^N} \Phi(|u_n|) \, dx < \left( \frac{\varepsilon}{2\tilde{C}^{1-a}} \right)^{\frac{1}{a}}, \quad \text{for all } n > n_0.
\]
(3.13)

Therefore, it follows from (3.10)–(3.13) that
\[
\int_{\mathbb{R}^N} \Psi(|u_n|) \, dx < \varepsilon.
\]
(3.14)

This finishes the proof.

3.2.2. **Proof of Theorem 1.3 assuming** (1.5). Now, we shall prove that
\[
\lim_{n \to 0} \int_{\{|u_n|<1\}} \Psi(|u_n|) \, dx = 0.
\]
(3.15)

Recall that \( \Psi \) satisfies the \( \Delta_2 \) condition. Hence, by Proposition 2.1 one has
\[
\lim_{n \to 0} \int_{\{|u_n|<1\}} \Psi(|u_n|) \, dx \leq \max \{ \| u_n \chi_{|u_n|<1} \|_\Psi^{\ell_\Psi}, \| u_n \chi_{|u_n|<1} \|_\Psi^{m_\Psi} \}.
\]

In this case, to prove (3.15) it is sufficient to prove that
\[
\lim_{n \to \infty} \| u_n \chi_{|u_n|<1} \|_\Psi = 0.
\]

In this direction, considering N-function \( R \) defined in Lemma 2.7 and using [23, Theorem 1, page 179], we deduce
\[
\| u_n \chi_{|u_n|<1} \|_\Psi = \|(u_n \chi_{|u_n|<1})^b(u_n \chi_{|u_n|<1})^{1-b}\|_\Psi
\leq \|(u_n \chi_{|u_n|<1})^b\|_{\Psi \circ R} \|(u_n \chi_{|u_n|<1})^{1-b}\|_{\Psi \circ R}.
\]
(3.16)
2.8, by definition of $R$ and $X \mapsto L_{\Phi^*}(\mathbb{R}^N)$, there exist $C_0, C_1 > 0$ such that
\[ \int_{\mathbb{R}^N} \Phi(R((u_n x_{(u_n < 1)})) \, dx \leq C_0 \int_{\{u_n < 1\}} \Phi_s(|u_n|) \, dx < C_1, \]  
(3.17)
this implies that $(x_{(u_n < 1)} u_n)$ is bounded in $L_{\Phi \circ R}(\mathbb{R}^N)$. Now, using assumption (1.5) we have
\[ \Phi(R(x_{(u_n < 1)} |u_n|^{1-b})) \leq C \Phi(|u_n|), \]
where $C := \frac{\Phi(R(1))}{\Phi(1)}$.

### 3.3. Proof of Theorem 1.5

For the sake of simplicity we denote $L := (-\Delta \Phi)^s + V(x)\varphi(\cdot)$. It is not hard to see that $L$ is a continuous operator. Note that $L$ is bijective if and only if for given $f \in X^*$ the problem
\[ L(u) = (-\Delta \Phi)^s u + V(x)\varphi(u)u = f(x), \quad \text{in } \mathbb{R}^N, \]  
(3.18)
admits a unique solution $u \in X$. In order to do that we shall apply the Browder-Minty Theorem [14,30] finding at least one solution for the problem (3.18). In fact, we claim that the operator $L$ is coercive. Firstly, consider the Luxemburg’s norm given by
\[ \|u\|_1 := \inf \left\{ \lambda > 0 : \int \Phi \left( \frac{|D_s u|}{\lambda} \right) \, d\mu + \int V(x) \Phi \left( \frac{u}{\lambda} \right) \, dx \leq 1 \right\}. \]

It is not hard to prove that $\|u\| \leq 2\|u\|_1$ and
\[ \int \Phi \left( \frac{|D_s u|}{\|u\|_1} \right) \, d\mu + \int V(x) \Phi \left( \frac{u}{\|u\|_1} \right) \, dx = 1. \]

Under these conditions we obtain
\[ \frac{\langle L(u), u \rangle}{\|u\|} = \frac{1}{\|u\|} \left[ \int \varphi(|D_s u|)|D_s u|^2 \, d\mu + \int V(x) \varphi(u)u^2 \, dx \right] \]
\[ \geq \frac{\ell}{\|u\|} \left[ \int \Phi(|D_s u|) \, d\mu + \int V(x) \Phi(u) \, dx \right] \]
\[ = \frac{\ell}{\|u\|} \left[ \int \Phi \left( \frac{|D_s u|}{\|u\|} \right) \, d\mu + \int V(x) \Phi \left( \frac{u}{\|u\|} \right) \, dx \right] \]
\[ \geq \frac{\ell}{\|u\|} \max\{|u|, |u|^m\} \left[ \int \Phi \left( \frac{|D_s u|}{2\|u\|_1} \right) \, d\mu + \int V(x) \Phi \left( \frac{u}{2\|u\|_1} \right) \, dx \right] \]
\[ = \frac{\ell}{2^m \max\{|u|^{-1}, |u|^{m-1}\}} \rightarrow +\infty, \quad \text{as } \|u\| \rightarrow \infty. \]  
(3.19)

Here it was used the fact that $1 < \ell \leq m$. Throughout this work $\langle \cdot, \cdot \rangle$ denotes the dual pair between $X^*$ and $X$. Furthermore, the operator $L$ is monotone, that is, we have that $\langle L(u) - L(v), u - v \rangle \geq 0$ holds true for each $u, v \in X$. Indeed, by using hypothesis $(\varphi_2)$ we obtain that the function $t \mapsto \Phi(t)$ is convex. In particular, we obtain that the functional $R : X \mapsto \mathbb{R}$ given by
\[ R(u) := \int \Phi(|D_s u|) \, d\mu + \int V(x) \Phi(u) \, dx \]
is convex. Clearly, the functional $R$ is in $C^1$ class and taking into account the last assertion we obtain that $L$ is monotone. Hence the continuous operator $L$ is coercive and monotone proving that problem (3.18) has at least one solution for each $f \in X^*$. For the uniqueness we apply also the
theory of monotone operators, see [30]. More precisely, one may check that $L$ is strictly monotonic, that is, $\langle L(u) - L(v), u - v \rangle > 0$ holds true for each $u, v \in X$ such that $u \neq v$. This can be done thanks to hypothesis $(\varphi_2)$ which says that $t \mapsto t\varphi(t)$ is strictly increasing. Hence the functional $R$ given above is strictly convex. As a consequence, assuming that $u_1, u_2$ are solutions for the problem (3.18), we obtain
\[
\langle L(u_1) - L(u_2), u_1 - u_2 \rangle = \langle L(u_1), u_1 - u_2 \rangle - \langle L(u_2), u_1 - u_2 \rangle = 0. \tag{3.20}
\]
Using the fact that $L$ is strictly monotonic we conclude that $u_1 = u_2$ in $X$. Therefore, problem (3.18) admits a unique solution for each $f \in X^*$.

In fact, it follows from (3.19) and the fact that $(f_n)$ is bounded in $X'$ that
\[
\ell \min\{\|u_n\|', \|u_n\|''\} \leq \langle L(u_n), u_n \rangle = \langle f_n, u_n \rangle \leq C\|u_n\|,
\]
which implies that $(u_n)$ is bounded in $X$.

Claim 1. $(u_n)$ is bounded in $X$.

In fact, it follows from (3.19) and the fact that $(f_n)$ is bounded in $X'$ that
\[
\ell \min\{\|u_n\|', \|u_n\|''\} \leq \langle L(u_n), u_n \rangle = \langle f_n, u_n \rangle \leq C\|u_n\|,
\]
which implies that $(u_n)$ is bounded in $X$.

Claim 2. $u_n(x) \to u(x)$, almost everywhere in $\mathbb{R}^N$.

Since $(u_n)$ is bounded, one may deduce that
\[
0 \leq \int V_0[\varphi(u_n)u_n - \varphi(u)u][u_n - u] \, dx \\
\leq \int V(x)[\varphi(u_n)u_n - \varphi(u)u][u_n - u] \, dx \\
\leq \langle L(u_n) - L(u), u_n - u \rangle \\
= \langle f_n - f, u_n - u \rangle \\
\leq C\|f_n - f\| \to 0.
\]
Thus, we conclude that
\[
0 \leq (\varphi(u_n)u_n - \varphi(u)u)(u_n - u) \to 0, \quad \text{in } L^1(\mathbb{R}^N),
\]
which implies that $u_n(x) \to u(x)$ almost everywhere in $\mathbb{R}^N$.

Claim 3. There exist $(g_{1,n}) \subset L^1(\mathbb{R}^2N), g_1 \in L^1(\mathbb{R}^2N), (g_{2,n}) \subset L^1(\mathbb{R}^N)$ and $g_2 \in L^1(\mathbb{R}^N)$ such that
\[
G_1(u_n) := \Phi(|D_s u_n - D_t u_n|) \leq g_{1,n} \quad \text{and} \quad G_2(u_n) := V(.)\Phi(u_n - u) \leq g_{2,n}
\]
satisfying the following identities
\[
\lim_{n \to \infty} g_{1,n}(x, y) = g_1(x, y), \quad \text{almost everywhere in } \mathbb{R}^{2N}
\]
and
\[
\lim_{n \to \infty} g_{2,n}(x) = g_2(x), \quad \text{almost everywhere in } \mathbb{R}^N.
\]
In fact, by using the fact that \( \Phi \in \Delta_2 \) and \( \Phi \) is convex, we deduce that
\[
G_1(u_n) \leq 2^{m-1} \left[ \frac{1}{\ell} \varphi(|D_s u_n|) |D_s u_n| + \Phi(|D_s u|) \right] := g_{1,n}
\]
\[
G_2(u_n) \leq 2^{m-1} \left[ \frac{1}{\ell} V(x) \varphi(u_n) u_n^2 + V(x) \Phi(u) \right] := g_{2,n}
\]
Notice also that
\[
\lim_{n \to \infty} g_{1,n}(x) = 2^{m-1} \left[ \frac{1}{\ell} \varphi(|D_s u|) |D_s u| + \Phi(|D_s u|) \right] := g_1,
\]
\[
\lim_{n \to \infty} g_{2,n}(x) = 2^{m-1} \left[ \frac{1}{\ell} V(x) \varphi(u) u^2 + V(x) \Phi(u) \right] := g_2,
\]
which proves Claim 3.

Finally, since \( u_n(x) \to u(x) \) almost everywhere in \( \mathbb{R}^N \) and \( (u_n) \) is bounded in \( X \), it follows that \( u_n \rightharpoonup u \) weakly in \( L_\Phi(\mathbb{R}^N) \). Since \( (D_s u_n) \) is a bounded sequence in \( L_\Phi(\mathbb{R}^{2N}, d\mu) \) it follows that \( D_s u_n \rightharpoonup w \) in \( L_\Phi(\mathbb{R}^{2N}, d\mu) \) for some \( w \in L_\Phi(\mathbb{R}^{2N}, d\mu) \). In fact, \( w = D_s u \) a.e. in \( \mathbb{R}^{2N} \) proving that \( D_s u_n \rightharpoonup D_s u \) in \( L_\Phi(\mathbb{R}^{2N}; d\mu) \). Here was used the fact that the set \( \{(x, y) \in \mathbb{R}^N \times \mathbb{R}^N : x = y\} \) has zero Lebesgue measure in \( \mathbb{R}^N \times \mathbb{R}^N \) and \( D_s u_n \rightharpoonup D_s u \) a.e. in \( \mathbb{R}^{2N} \). Thus, one may conclude that \( \langle f_n, u_n \rangle \to \langle f, u \rangle \), as \( n \to \infty \). Therefore, it follows from Lebesgue generalized Theorem that
\[
\int \Phi(|D_s u_n - D_s u|) d\mu + \int V(x) \Phi(|u_n - u|) dx \to 0, \quad \text{as } n \to \infty.
\]
Since \( \Phi \in \Delta_2 \), we conclude that \( u_n = L^{-1}(f_n) \rightharpoonup u = L^{-1}(f) \) in \( X \). This ends the proof.

3.4. Proof of Theorem 1.6 (Lions’ Lemma type result). Let \((u_n) \subset X\) be satisfying (1.7). Since \( \Psi << \Phi \), for given \( \varepsilon > 0 \), there exists \( T > 0 \) such that
\[
\frac{\Psi(|t|)}{\Phi_s(|t|)} \leq \frac{\varepsilon}{3\kappa}, \quad |t| \geq T,
\]
where
\[
\kappa = \sup_n \int_{\mathbb{R}^N} \Phi_s(|u_n|) dx.
\]
From (1.6), there exists \( \delta > 0 \) such that
\[
\frac{\Psi(|t|)}{\Phi(|t|)} \leq \frac{\varepsilon}{3\theta}, \quad |t| < \delta,
\]
where
\[
\theta := \sup_n \int_{\mathbb{R}^N} \Phi(|u_n|) dx.
\]
Let us write
\[
\int_{\mathbb{R}^N} \Psi(|u_n|) dx = \int_{\{|u_n| \leq \delta\}} \Psi(|u_n|) dx + \int_{\{|u_n| < \delta\}} \Psi(|u_n|) dx + \int_{\{|u_n| \geq T\}} \Psi(|u_n|) dx.
\]
In view of (3.22) we have
\[ \int_{\{|u_n| \geq T\}} \Psi(|u_n|) \, dx \leq \frac{\varepsilon}{3} \int_{\mathbb{R}^N} \Phi(|u_n|) \, dx \leq \frac{\varepsilon}{3}. \tag{3.25} \]

It follows from (3.23) that
\[ \int_{\{|u_n| \leq \delta\}} \Psi(|u_n|) \, dx \leq \frac{\varepsilon}{3\theta} \int_{\{|u_n| \leq \delta\}} \Phi(|u_n|) \, dx \leq \frac{\varepsilon}{3}. \tag{3.26} \]

There are two cases to consider. In the first one we suppose that
\[ \lim_{n \to \infty} |\{\delta < |u_n| < T\}| = 0. \tag{3.27} \]

Thus, there exists \( n_0 \in \mathbb{N} \) such that
\[ |\{\delta < |u_n| < T\}| \leq \frac{\Phi(\delta)}{\Psi(T)\Phi(T)} \frac{\varepsilon}{3}, \quad n \geq n_0. \tag{3.28} \]

Hence, we obtain that
\[ |\{\delta < |u_n| < T\}| \leq \frac{1}{\Phi(\delta)} \int_{\{\delta < |u_n| < T\}} \Phi(u_n) \, dx \leq \frac{\Phi(T)}{\Phi(\delta)} \frac{\varepsilon}{3}. \tag{3.29} \]

For \( n \geq n_0 \), it follows from (3.28) and (3.29) that
\[ \int_{\{\delta < |u_n| < T\}} \Psi(u_n) \, dx \leq \frac{\Psi(T)}{\Phi(\delta)} \int_{\{\delta < |u_n| < T\}} \Phi(u_n) \, dx < \frac{\varepsilon}{3}. \tag{3.30} \]

Therefore, by using (3.25), (3.26) and (3.30), we deduce that
\[ \int \Psi(u_n) \, dx \leq \varepsilon \tag{3.31} \]
holds true for each \( \varepsilon > 0 \). This finishes the proof for the first case.

In the second case, up to a subsequence, we assume that
\[ \lim_{n \to \infty} |\{\delta < |u_n| < T\}| = L \in (0, \infty). \tag{3.32} \]

Let us prove that this case does not hold. For this purpose, we prove the following claim:

**Claim:** There exist \( y_0 \in \mathbb{R}^N \) and \( \sigma > 0 \) such that
\[ 0 < \sigma \leq |\{\delta < |u_n| < T\} \cap B_r(y_0)| \tag{3.33} \]
holds true for a subsequence of \( (u_n) \) which is also labeled as \( (u_n) \). The proof follows arguing by contradiction. Indeed, for each \( \varepsilon > 0, k \in \mathbb{N} \) we obtain that
\[ |\{\delta < |u_n| < T\} \cap B_r(y)| < \frac{\varepsilon}{2k} \tag{3.34} \]
holds for all \( y \in \mathbb{R}^N \). Notice also that the last estimate holds for any subsequence of \( (u_n) \). Without loss of generality we take just the sequence \( (u_n) \). Now, choose \( (y_k) \subset \mathbb{R}^N \) such that \( \bigcup_{k=1}^{\infty} B_r(y_k) = \mathbb{R}^N \) and using (3.34), we write
\[ |\{\delta < |u_n| < T\}| = |\{\delta < |u_n| < T\} \cap (\bigcup_{k=1}^{\infty} B_r(y_k))| \leq \sum_{k=1}^{\infty} |\{\delta < |u_n| < T\} \cap B_r(y_k)| \leq \sum_{k=1}^{\infty} \frac{\varepsilon}{2k} = \varepsilon \tag{3.35} \]
where \( \varepsilon > 0 \) is arbitrary. Up to a subsequence it follows from the last estimate that

\[
0 < L = \lim_{n \to \infty} |\{ \delta < |u_n| < T \}| \leq \varepsilon
\]

which does not make sense for \( \varepsilon \in (0, L) \). Thus the proof of Claim follows.

At this stage, by using Claim and (1.7), we observe that

\[
0 < \sigma \leq |\{ \delta < |u_n| < T \} \cap B_r(y_0)| \leq \frac{1}{\Phi(\delta)} \int_{B_r(y_0)} \Phi(u_n) \, dx
\]

\[
\leq \frac{1}{\Phi(\delta)} \sup_{y \in \mathbb{R}^N} \int_{B_r(y)} \Phi(u_n) \, dx \to 0
\]

as \( n \to \infty \). This contradiction proves that second case is impossible. In other words, we prove that \( L = 0 \) is always verified. Hence, our result follows from the first case. This ends the proof.

4. Part II – Applications

4.1. The variational framework and the Nehari manifold. In this section we shall consider the variational framework for our main problem. Namely, associated to Problem \((P)\) we have the energy functional \( J : X \to \mathbb{R} \) defined by

\[
J(u) := \int \int \Phi(|D_s u|) \, d\mu + \int V(x) \Phi(|u|) \, dx - \int f(x,u) \, dx,
\]

where \( d\mu(x,y) := \frac{d\mu(x) \, d\mu(y)}{|x-y|^N} \). It follows from (f0) and (f1) that for any \( \varepsilon > 0 \), there exists \( C_\varepsilon > 0 \) such that

\[
F(x,t) \leq \varepsilon \Phi(t) + C_\varepsilon \Phi(t), \quad \text{for all } (x,t) \in \mathbb{R}^N \times [0, +\infty).
\]

Thus, by using standard arguments we have that \( J \in C^1(X) \) and its derivative is given by

\[
\langle J'(u), h \rangle = \int \int \varphi(|D_s u|) |D_s u| D_s h \, d\mu + \int V(x) \varphi(|u|) u h \, dx - \int f(x,u) h \, dx, \quad u, h \in X.
\]

In this section we shall consider the Nehari method for the energy functional \( J \). Recall that associated to Problem \((P)\) we have the Nehari manifold

\[
\mathcal{N} := \{ u \in X \setminus \{0\} : J'(u)u = 0 \}.
\]

Notice that for any \( u \in \mathcal{N} \) we obtain

\[
\int \int \varphi(|D_s u|) |D_s u|^2 \, d\mu + \int V(x) \varphi(|u|) u^2 \, dx = \int f(x,u) u \, dx.
\]

Lemma 4.1. \( \mathcal{N} \) is a \( C^1 \)-manifold.

Proof. Let us define the \( C^1 \)-functional \( \tilde{J} : X \setminus \{0\} \to \mathbb{R} \) given by \( \tilde{J}(u) = J'(u)u \), that is

\[
\tilde{J}(u) = \int \int \varphi(|D_s u|) |D_s u|^2 \, d\mu + \int V(x) \varphi(|u|) u^2 \, dx - \int f(x,u) u \, dx.
\]
If \( u \in \mathcal{N} \), then by using (1.10) we can deduce that
\[
\dot{J}(u)u \leq m \left\{ \int \varphi(|D_x u|)|D_x u|^2 \, d\mu + \int V(x) \varphi(|u|)u^2 \, dx \right\} - \int [f'(x, u)u^2 + f(x, u)u] \, dx,
\]
which together with (4.2) implies that
\[
\dot{J}(u)u \leq \int [(m - 1)f(x, u)u - f'(x, u)u^2] \, dx.
\]

On the other hand, if \( t > 0 \) then it follows from assumption (f3) that
\[
0 < \frac{d}{dt} \left[ \int f(x, tu) \, dx \right] = \frac{t^{m-3}[f'(x, tu)t^2 - (m - 1)f(x, tu)]}{t^{2(m-1)}}.
\]

Analogously we obtain the same positivity when \( t < 0 \). Thus, it follows from (4.3) that \( \dot{J}(u)u < 0 \), for all \( u \in \mathcal{N} \). Therefore, 0 is a regular value of \( \dot{J} \) which implies that \( \mathcal{N} \) is a \( C^1 \)-manifold. \( \square \)

**Lemma 4.2.** The Nehari manifold \( \mathcal{N} \) is away from zero. In particular, \( \mathcal{N} \) is closed set in \( X \).

**Proof.** It follows from (4.1) and (4.2) that
\[
\int \varphi(|D_x u|)|D_x u|^2 \, d\mu + \int V(x) \varphi(|u|)u^2 \, dx \leq \varepsilon \int \Phi(u) \, dx + C_\varepsilon \int \Psi(u) \, dx, \quad u \in \mathcal{N}.
\]

Note that, by using assumptions (\( \varphi_3 \)) and (f0) imply that
\[
\int \Phi(|D_x u|) \, d\mu + \int V(x) \Phi(|u|) \, dx \leq C_\varepsilon \int \Psi(|u|) \, dx, \quad u \in \mathcal{N}.
\]

The last inequality together with Lemmas 2.3 and 2.4 leads to
\[
\ell (\xi^-([u], \varphi) + \xi^-([u], \Phi)) \leq C\xi^-\Phi([u]),
\]
where \( \xi^\pm(t) = \max\{t^{\ell_\varphi}, t^{\ell_{\Phi}}\} \). As a consequence, there exists \( c > 0 \) such that \( ||u|| \geq c \) holds true for any \( u \in \mathcal{N} \). Hence \( \mathcal{N} \) is a closed set. This ends the proof. \( \square \)

**Lemma 4.3.** For given \( u \in E \setminus \{0\} \), there exists a unique \( t_0 > 0 \), depending only on \( u \), such that
\[
t_0 u \in \mathcal{N} \quad \text{and} \quad J(t_0 u) = \max_{t \geq 0} J(tu).
\]

**Proof.** For given \( u \in E \setminus \{0\} \), let us define \( g : [0, +\infty) \to \mathbb{R} \) by \( g(t) = J(tu) \). Notice that
\[
g'(t) \equiv \frac{\int \varphi(|D_x tu|)|D_x tu|^2 \, d\mu + \int V(x) \varphi(|tu|)(tu)^2 \, dx - \int f(x, tu)tu \, dx}{t^m}.
\]

Thus, \( g'(t) = 0 \) if and only if \( tu \in \mathcal{N} \). Let us consider \( t \in (0, 1) \). By using (4.1) we deduce that
\[
\frac{g(t)}{t^m} \geq \frac{1}{t^m} \left\{ \int \Phi(|D_x tu|) \, d\mu + \int V(x) \Phi(|tu|) \, dx \right\} - \frac{\varepsilon}{tm} \int \Phi(|tu|) \, dx - C_\varepsilon \frac{1}{tm} \int \Phi([u]) \, dx,
\]
which together with Remark 1.9 and Proposition 2.1 implies that
\[
\frac{g(t)}{t^m} \geq \left( 1 - \frac{\varepsilon}{\lambda_1} \right) \left\{ \int \Phi(|D_x u|) \, d\mu + \int V(x) \Phi(|u|) \, dx \right\} - C_\varepsilon t^{m-\lambda_1} \max\{||u||_{\Phi^*}^\lambda, ||u||_{\Phi^*}^{m-\lambda_1}\}.
\]
Since \( l_s > m \) and taking \( \varepsilon > 0 \) small such that \( 1 - \varepsilon/\lambda_1 > 0 \), we conclude that \( g(t) > 0 \) for \( t > 0 \) sufficiently small. On the other hand, for \( t > 1 \) it follows from Proposition 2.1 that
\[
\frac{g(t)}{t^m} \leq \iint \Phi(|D_s u|) \, d\mu + \int V(x)\Phi(|u|) \, dx - \int \frac{F(x, tu)}{|tu|^m}|u|^m \, dx. \tag{4.6}
\]
Moreover, by using \((f_2)\) and Fatou’s Lemma we have that
\[
\lim_{|s| \to +\infty} \frac{F(x, s)}{|s|^m} = +\infty. \tag{4.7}
\]
Combining \((4.6)\) and \((4.7)\) we conclude that \( g(t) < 0 \) for \( t > 0 \) sufficiently large. Therefore, \( g \) admits maximum points in \((0, +\infty)\). Note that any maximum point \( t > 0 \) satisfies
\[
\frac{1}{t^m} \iint \varphi(|D_s tu|)|D_s tu|^2 \, d\mu + \int V(x)\frac{\varphi(|tu|)}{t^m}(tu)^2 \, dx = \int f(x, tu) tu \, dx. \tag{4.8}
\]
In view of \((f_3)\) one may conclude that the term on the right-hand side is strictly increasing for \( t > 0 \). In order to consider the terms on the left-hand side of \((4.8)\), we claim that the function \( t \mapsto \varphi(|t|)/|t|^{m-2} t \) is decreasing for \( t > 0 \). In fact, in view of hypothesis \((\varphi_4)\) we obtain
\[
\frac{d}{dt} \left[ \frac{\varphi(t)}{t^{m-2}} \right] = \frac{\varphi(t)}{t^{m-1}} \left[ \frac{\varphi'(t) t}{\varphi(t)} - (m-2) \right] \leq \frac{\varphi(t)}{t^{m-2}}[m-2 - (m-2)] = 0.
\]
Notice that the second term in the left-hand side of \((4.8)\) is
\[
\int V(x)\frac{\varphi(|tu|)}{t^m}(tu)^2 \, dx = \int V(x)\frac{\varphi(tu)}{tu^{m-2}}|u|^m \, dx,
\]
which is decreasing on \( t > 0 \) by the above discussion. Moreover, by similar arguments the following function
\[
t \mapsto \frac{\varphi(|D_s tu|) |u(x) - u(y)|^m}{|D_s tu|^{m-2} |x - y|^{N+sm}},
\]
is decreasing on \( t > 0 \), which implies that the first term of \((4.8)\) is decreasing. Therefore, there exists a unique \( t_0 > 0 \), depending only on \( u \), such that \( g'(t_0) = 0 \). This ends the proof.

**Lemma 4.4.** Let \((\varphi_3), (f_0)\) and \((f_3)\) hold. Then there exists \( \alpha > 0 \) such that
\[
J(u) \geq \alpha, \quad \text{for all } u \in \mathcal{N}.
\]
Furthermore, the functional \( J \) is coercive in the Nehari manifold \( \mathcal{N} \).

**Proof.** It follows from Lemma 4.2 that there exists \( c > 0 \) such that \( \|u\| \geq c \) holds true for any \( u \in \mathcal{N} \). On the other hand, for any \( u \in \mathcal{N} \), the conditions \((\varphi_3)\) and \((4.1)\) give
\[
J(u) \geq \iint \Phi(|D_s u|) \, d\mu + \int V(x)\Phi(|u|) \, dx - \frac{1}{\theta} \int f(x, u) u \, dx
\]
\[
= \iint \Phi(|D_s u|) \, d\mu + \int V(x)\Phi(|u|) \, dx - \frac{1}{\theta} \iint \varphi(|D_s u|)|D_s u|^2 \, d\mu - \frac{1}{\theta} \int V(x)\varphi(|u|)u^2 \, dx
\]
\[
\geq \left(1 - \frac{m}{\theta}\right) \left[ \iint \Phi(|D_s u|) \, d\mu + \int V(x)\Phi(|u|) \, dx \right]
\]
\[
\geq \left(1 - \frac{m}{\theta}\right) \left[ \xi^-(|u|_{s, \Phi}) + \xi^- (\|u\|_{V, \Phi}) \right]. \tag{4.9}
\]
Since $\theta > m$, we have $J(u) > \alpha_2$, for some $\alpha_2 > 0$. In particular, by using (4.9), we obtain that $J(u) \to \infty$ as $\|u\| \to \infty$ with $u \in \mathcal{N}$. Then, the functional $J$ is coercive over the Nehari manifold. This completes the proof.

Let us introduce the ground state energy level given by

$$
c_N := \inf_{u \in \mathcal{N}} J(u).
$$

Our goal is to ensure that level $c_N$ is attained by a function $u \in X$, which will be a critical point for the energy function $J$. Notice that $c_N > 0$ is satisfied whose the proof can be done using the fact that the functional $J$ is coercive in the Nehari manifold, see Proposition 4.4.

### 4.2. Proof of Theorem 1.8 (Unbounded potential).

In order to prove existence of solution for our main problem, we borrow and adapt some ideas from [6]. Let $(u_n) \subset \mathcal{N}$ be a $(PS)_{c_N}$-sequence, that is,

$$
J(u_n) \to c_N \quad \text{and} \quad J'(u_n)u_n \to 0. \tag{4.10}
$$

In view of Lemma 4.4 we have that $(u_n)$ is bounded in $X$. Thus, up to a subsequence, $u_n \rightharpoonup u_0$ weakly in $X$ for some $u_0 \in X$. In view of Theorem 1.3 it follows that $u_n \to u_0$ strongly in $L^\phi(\mathbb{R}^N)$ and consequently $u_n(x) \to u_0(x)$, a.e. in $\mathbb{R}^N$ and there exists $h \in L^\phi(\mathbb{R}^N)$ such that $|u_n| \leq h$ in $\mathbb{R}^N$. We claim that

$$
f(x, u_n) \to f(x, u_0), \quad \text{strongly in } L^\phi(\mathbb{R}^N).
$$

By using $(f_0)$ and the fact that $\Psi(t\psi(t)) \leq 2\Psi(t)$, one can deduce

$$
\Psi(|f(x, u_n) - f(x, u_0)|) \leq C[\Psi(h) + \Psi(u_0)] \in L^1(\mathbb{R}^N).
$$

The claim follows by applying the Lebesgue Dominated Convergence Theorem. Moreover, by using the fact that $u_n \rightharpoonup u_0$ weakly in $X$ we infer also that $J'(u_0)h = 0$ for each $h \in X$. In particular, $u_0$ is a weak solution to the elliptic problem $(P)$ which implies that $S(f(\cdot), u_0) = u_0$.

In view of Section 3.3, we have that $L := (-\Delta_\phi)^s + V(x)\varphi(\cdot)$ is a homeomorphism. Recall also that

$$
\langle L(u_n), h \rangle = \langle J'(u_n), h \rangle + \int f(x, u_n)h \to \int f(x, u_0)h, \quad \text{as } n \to \infty \tag{4.11}
$$

and

$$
\langle L(u_n), h \rangle \to \langle L(u_0), h \rangle, \quad \text{as } n \to \infty \tag{4.12}
$$

holds true for any $h \in X$. Thus, by using the fact that $L$ is a homeomorphism and taking into account (4.11) and (4.12), we obtain

$$
\lim_{n \to \infty} u_n = \lim_{n \to \infty} S(f(x, u_n)) = S(f(x, u_0)) = u_0.
$$

Therefore, $u_n \rightharpoonup u_0$ strongly in $X$. Now, by using a density argument mention also that $J'(u)h = 0$ holds for all $h \in W^{s,\Phi}(\mathbb{R}^N)$. Furthermore, using the fact $u_n \rightharpoonup u_0$ strongly in $X$, we deduce that $J(u) = c_N$, that is, $u$ is a ground state solution. Recall that the main tool used to obtain the assertion just above is the compact embedding $X \hookrightarrow L^\phi(\mathbb{R}^N)$. This finishes the proof.
4.3. **Proof of Theorem 1.9 (Bounded potential).** Since the potential $V$ is bounded, the natural framework will be $X = W^{s,\Phi}(\mathbb{R}^N)$. Analogously to the proof of Theorem 1.8, we may obtain a minimizing sequence $(u_n)$ such that $u_n \rightharpoonup u$ weakly in $X$. Notice that $u$ is in fact a critical point for $J$ by using a standard argument taking into account that $C^\infty_0(\mathbb{R}^N)$ is dense in $X$. Assuming that $u \neq 0$ we are done. If $u = 0$, then we use Lemma 1.6 and we define the shift sequence $v_n(x) = u(x + y_n), x \in \mathbb{R}^N$. Since $x \mapsto V(x)$ and $x \mapsto F(x,u)$ are 1-periodic we know that $J$ is invariant under translations. Notice also that

$$\|v_n\| = \|u_n\| \leq C.$$ 

holds for some constants $C > 0$. Thus, $v_n \rightharpoonup v$ weakly in $X$ for some $v \in X$. In view of Lemma 1.6 we conclude that $v \neq 0$. Moreover, due to the periodicity of the energy functional, we conclude that $J(v) = c_N$ and $J'(v) = 0$. Here we have to prove that $J'(v)h = 0$, for all $h \in W^{s,\Phi}(\mathbb{R}^N)$. This ends the proof.
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