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Abstract

Only few categories of free arrangements are known in which Terao’s conjecture holds. One of such categories consists of 3-arrangements with unbalanced Ziegler restrictions. In this paper, we generalize this result to arbitrary dimensional arrangements in terms of flags by introducing unbalanced multiarrangements. For that purpose, we generalize several freeness criterions for simple arrangements, including Yoshinaga’s freeness criterion, to unbalanced multiarrangements.

1 Introduction

In the theory of hyperplane arrangements, the freeness of an arrangement is one of the most important objects to study. Terao’s conjecture asserting the dependence of the freeness only on the combinatorics is the longstanding open problem in this area. The recent approach to this problem, which gives a partial answer, is based on multiarrangements due to Yoshinaga’s criterion in [18], [19], [8] and [1].

One of the most appealing results in this approach is the combinatorial dependence of the freeness of a 3-arrangement with an unbalanced Ziegler restriction. Namely, let $\mathcal{A}$ be a 3-arrangement and $(\mathcal{A}_H, m_H)$ the Ziegler restriction of $\mathcal{A}$ onto $H \in \mathcal{A}$, which is defined by $\mathcal{A}_H := \{ H \cap H' \mid H' \in \mathcal{A} \setminus \{ H \} \}$ and $m_H(X) := |\mathcal{A}_X \setminus \{ H \}|$ for $X \in \mathcal{A}_H$. We say that $(\mathcal{A}_H, m_H)$ is unbalanced if there is an $X \in \mathcal{A}_H$ such that $2m_H(X) \geq |m_H|$. For an unbalanced 2-multiarrangement $(\mathcal{A}_H, m_H)$, the exponents are of the form $(m_H(X), |m_H| - m_H(X))$, which is determined by the combinatorics of $(\mathcal{A}_H, m_H)$ (and also $\mathcal{A}$). We say that $\mathcal{A}$ has an
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unbalanced Ziegler restriction if the Ziegler restriction of \( A \) onto one of \( H \in A \) is unbalanced. In conclusion, the freeness of such \( A \) depends only on \( L(A) \), i.e., such an \( A \) is free if and only if \( \chi_0(A; 0) = m^H(X)(m^H| - m^H(X)) \) by [18].

Hence it is a natural and interesting progression to question whether we can generalize this formulation to arrangements in an arbitrary dimensional vector space. It was unclear in the beginning as to how we should define an unbalanced multiarrangement in the vector space whose dimension is at least three. The first aim of this paper is to provide the definition of “unbalanced” multiarrangements in an arbitrary dimensional vector space. This definition is analogue to the one for 2-multiarrangements.

**Definition 1.1.** Let \((A, m)\) be a multiarrangement in \( V = \mathbb{K}^\ell \).

1. We say that a hyperplane \( H_0 \in A \) is the **heavy hyperplane** with \( m_0 := m(H_0) \) if \( 2m_0 \geq |m| \). A multiarrangement \((A, m)\) is called **unbalanced** if it has the heavy hyperplane \( H_0 \in A \).

2. We say that \((A, m)\) has a **locally heavy hyperplane** \( H_0 \in A \) with \( m_0 := m(H_0) \) if \( 2m_0 \geq |m_X| \) for all the localization \((A_X, m_X)\) with \( X \in A_{H_0} \) satisfying \( |A_X| \geq 3 \).

3. Let \( H_0 \) be a locally heavy hyperplane in \((A, m)\). The **Euler-Ziegler restriction** \((A^{H_0}, m^{H_0})\) of \((A, m)\) onto \( H_0 \in A \) is defined by, \( A^{H_0} := \{ H \in A \mid H \in A \setminus \{H_0\} \} \), and \( m^{H_0}(X) := \sum_{H \in A_X \setminus \{H_0\}} m(H) \).

4. Let \((A, m)\) be an arbitrary multiarrangement and \( H_0 \in A \). The **multi-Ziegler restriction** \((A^{H_0}, m^{H_0})\) of \((A, m)\) onto \( H_0 \in A \) is defined by, \( A^{H_0} := \{ H_0 \cap H \mid H \in A \setminus \{H_0\} \} \), and \( m^{H_0}(X) := \sum_{H \in A_X \setminus \{H_0\}} m(H) \).

Note that clearly the heavy hyperplane is also a locally heavy one. Definition 1.1 (3) is a very simple generalization of the classical Ziegler restriction introduced in [20]. In general, this definition does not work as well as it does for simple arrangements. However, if we focus on a locally heavy hyperplane, then this simply generalized Ziegler multiplicity coincides with the Euler multiplicity defined in [4]. Hence this restriction can be useful, as the following main result shows:

**Theorem 1.2.** (1) Let \((A, m)\) be unbalanced with the heavy hyperplane \( H_0 \in A \) with \( m_0 := m(H_0) \). Then

\[
b_2(A, m) - m_0(|m| - m_0) \geq b_2(A^{H_0}, m^{H_0}).
\]

Moreover, \((A, m)\) is free if and only if the Euler-Ziegler restriction \((A^{H_0}, m^{H_0})\) of \((A, m)\) onto \( H_0 \) is free, and \( b_2(A, m) - m_0(|m| - m_0) = b_2(A^{H_0}, m^{H_0}) \). In this case, \( \exp(A, m) = (m_0, d_2, \ldots, d_\ell) \), where \( \exp(A^{H_0}, m^{H_0}) = (d_2, \ldots, d_\ell) \).
Let \((A, m)\) have a locally heavy hyperplane \(H_0 \in A\) with \(m_0 := m(H_0)\). Then \((A, m)\) is free if the Euler-Ziegler restriction \((A^{H_0}, m^{H_0})\) of \((A, m)\) onto \(H_0\) is free, and \(b_2(A, m) - m_0(|m| - m_0) = b_2(A^{H_0}, m^{H_0})\). In this case, \(\exp(A, m) = (m_0, d_2, \ldots, d_\ell)\), where \(\exp(A^{H_0}, m^{H_0}) = (d_2, \ldots, d_\ell)\).

Theorem 1.2 enables us to determine the freeness of an arbitrary unbalanced multiarrangement. The determination of the freeness of a given multiarrangement is far more difficult than that of a simple arrangement. There are only two ways to validate it: Ziegler's free restriction theorem in [20], or the addition-deletion theorem in [5]. To apply the former, we need to find a free simple arrangement whose Ziegler restriction is the given one. To apply the latter, we need a free multiarrangement close to the given one and then increase/decrease multiplicities by applying the addition-deletion theorem in [5]. Theorem 1.2 enables us to check the freeness only by using the information of the given one under the heaviness assumption. Let us see how to apply it in the following example:

**Example 1.3.** Let \((A, m)\) be a multiarrangement defined by
\[
x^5y^2z^{16}(x - y)^3(y - z)^2(x - z)^4 = 0.
\]
This has the heavy hyperplane \(H := \{z = 0\}\) by definition. We can easily compute both sides in Theorem 1.2 (1) as
\[b_2(A, m) - m(H)(|m| - m(H)) = 63 = b_2(A^H, m^H)\).

Note that the Euler-Ziegler restriction of \((A, m)\) onto \(H\) is free with exponents \((7, 9)\), see [17] for example. Hence \((A, m)\) is free with exponents \((7, 9, 16)\) by Theorem 1.2 (1). In fact, the multiarrangement \((A, m + k\delta_H)\) is free when \(-7 \leq k\) by Theorem 1.2 (2).

Let \((B, m)\) be a multiarrangement defined by
\[
x^2y^2z^{14}(x - y)^3(y - z)^3(x - z)^4 = 0.
\]
This has the heavy hyperplane \(H := \{z = 0\}\) by definition. We can easily compute both sides in Theorem 1.2 (1) as
\[b_2(B, m) - m(H)(|m| - m(H)) = 51 > 49 = b_2(B^H, m^H)\).

Hence \((B, m)\) is not free.

In particular, as an easy corollary, we have the following.

**Corollary 1.4.** Let \(A\) be the Weyl arrangement of the type \(A_3\). Assume that \((A, m)\) is unbalanced. Then the freeness of \(A\) depends only on \(L(A, m)\), where \(L(A, m)\) consists of \(L(A)\) with the information \(m(H)\) for each \(H \in L_1(A)\).
Definition 1.1 (4) is the simplest whose meaning has not yet been investigated. This restriction also plays an interesting role for general multiarrangements as shown in the next definition and theorem.

Definition 1.5. Let $(\mathcal{A}, m)$ be a multiarrangement and fix $H \in \mathcal{A}$. Then define

$$b^H_2(\mathcal{A}, m) : = b_2(\mathcal{A}, m) - m(H)(|m| - m(H)),$$

$$B^H_2(\mathcal{A}, m) : = \sum_{X \in L_2(\mathcal{A}) \setminus \mathcal{A}^H} b_2(\mathcal{A}_X, m_X).$$

Theorem 1.6. Let $(\mathcal{A}, m)$ be an $\ell$-multiarrangement and $H \in \mathcal{A}$. Then

$$b^H_2(\mathcal{A}, m) \geq B^H_2(\mathcal{A}, m) \geq b_2(\mathcal{A}^H, m^H) \geq b_2(\mathcal{A}^H, m^*),$$

where $m^*$ is the Euler multiplicity of $(\mathcal{A}, m)$ onto $H$ and $(\mathcal{A}^H, m^H)$ the multi-Ziegler restriction of $((\mathcal{A}, m))$ onto $H$.

We will show the above results by using a special derivation, which plays a similar role as the Euler derivation for unbalanced multiarrangements. In other words, we can apply several arguments valid for simple arrangements in [8], [10], [19], [20] and so on to unbalanced multiarrangements with slight modifications. In this paper we include all the proofs based on them for the completeness.

With Theorem 1.2 we can prove the following theorem.

Theorem 1.7. Let $\mathcal{A}$ be an arrangement in $V = \mathbb{K}^\ell$ and let $\{X_i\}_{i=0}^\ell$ be a flag of $\mathcal{A}$ such that $X_{i+1} \in \mathcal{A}^{X_i}$ is heavy in $(\mathcal{A}^{X_i}, m^{X_i})$ for $i = 0, \ldots, \ell - 1$. Then $\mathcal{A}$ is free with $\exp(\mathcal{A}) = (m^{X_0}(X_1), m^{X_1}(X_2), \ldots, m^{X_{\ell-1}}(X_\ell))$ if and only if

$$b_2(\mathcal{A}) = \sum_{0 \leq i < j \leq \ell - 1} m^{X_i}(X_{i+1})m^{X_j}(X_{j+1}).$$

(1.1)

Let us call the flag in Theorem 1.7 a heavy flag. Then Theorem 1.7 immediately implies the following corollary which shows Terao’s conjecture in the class of arrangements that admit a heavy flag:

Corollary 1.8. Let $\mathcal{HF}_\ell$ be the set of hyperplane arrangements in $V = \mathbb{K}^\ell$ such that every $\mathcal{A} \in \mathcal{HF}_\ell$ has a heavy flag. Then the freeness of $\mathcal{A} \in \mathcal{HF}$ depends only on combinatorics. In this case, this flag gives both a supersolvable filtration and a divisional flag as in [1].

Note that Terao showed in [15] for a 3-arrangement $\mathcal{A}$ with a heavy flag that (1.1) is equivalent to $\mathcal{A}$ being supersolvable. Together with [18] this implies Corollary 1.8 for the case $\ell = 3$. Corollary 1.8 generalizes it to the case of arbitrary dimension.
**Example 1.9.** Let $A$ in $V = \mathbb{K}^4$ be defined by

$$xy(x - y)(y - z)(x - z)(x + y + z)w(y - w)(y + w) \prod_{k=3}^{4} (z - kw) = 0,$$

Then, $A$ has the heavy flag $H := \{w = 0\} \in A$, $L := \{w = z = 0\} \in (A^H, m^H)$ and $K := \{w = z = y = 0\} \in (A^L, m^L)$, with $m^V(H) = 1$, $m^H(L) = 8$, $m^L(K) = 4$ and $m^K(0) = 4$. So the RHS of (1.1) evaluates to $1(8 + 4 + 4) + 8(4 + 4) + 4 \cdot 4 = 96$. We can compute $b_2(A) = 99$. Therefore, Theorem 1.7 implies that $A$ is non-free.

**Remark 1.10.** Without the assumption on the heaviness, we can show the following:

for an arbitrary flag $\{X_i\}_{i=0}^\ell$ of $A$.

$$b_2(A) \geq \sum_{0 \leq i < j \leq \ell - 1} m^{X_i}(X_{i+1})m^{X_j}(X_{j+1}).$$

The equality holds if and only if $A$ is supersolvable (hence free) with exponents $(m^{X_0}(X_1), m^{X_1}(X_2), \ldots, m^{X_{\ell-1}}(X_\ell))$.

For the proof, see [2], Proposition 4.2 for example. However, in this case, $A$ can be free even when the equality does not hold. For example, the Weyl arrangement of the type $D_\ell$ ($\ell \geq 4$) is free, but not supersolvable. Hence this gives an example of free arrangements which do not satisfy the $b_2$-equality above.

The organization of this article is as follows. In §2 we introduce several results used for the proof of results in §1. In §3 we prove Theorem 1.2. In §4 and §5, we give several applications of our main result related to the freeness of simple arrangements and multiarrangements, and the combinatorial dependence of freeness. Lemma 3.2, Theorem 3.4 and Proposition 3.6 are the main results of the second author’s bachelor degree thesis [10], completed at the University of Kaiserslautern under the supervision of Mathias Schulze. Their proofs are provided in this paper for the completeness.
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# 2 Preliminaries

In this section we fix some notations and introduce some known results, which will be used later.
Let $V$ be a vector space of dimension $\ell$ over a field $\mathbb{K}$ and $S = S(V^*)$ be the symmetric algebra. We can choose coordinates $x_1, \ldots, x_\ell$ for $V^*$ such that $S = \mathbb{K}[x_1, \ldots, x_\ell]$. A hyperplane $H$ in $V$ is a linear subspace of codimension 1. A (central) arrangement of hyperplanes $\mathcal{A}$ is a finite collection of hyperplanes. This article is mainly concerned with multiarrangements, which are defined to be an arrangement of hyperplanes $\mathcal{A}$ with a multiplicity function $m : \mathcal{A} \to \mathbb{Z}_{>0}$. Multiarrangements were first defined by Ziegler in \[20\] and are denoted by $(\mathcal{A}, m)$. Define $|m| = \sum_{H \in \mathcal{A}} m(H)$. A multiarrangement $(\mathcal{A}, m)$ with $m(H) = 1$ for all $H \in \mathcal{A}$ is sometimes called a simple hyperplane arrangement. For each hyperplane $H$ we can choose a linear defining equation $\alpha_H \in S$. It is ordered by reverse inclusion and ranked by the codimension. Denote by $L_r(\mathcal{A}) = \{X \in L(\mathcal{A}) \mid \text{codim}(X) = r\}$ the set of $X \in L(\mathcal{A})$ of codimension $r$. For any $X \subset V$ let $\mathcal{A}_X = \{H \in \mathcal{A} \mid X \subset H\}$ and $m_X = m|_{\mathcal{A}_X}$ be the localization of a multiarrangement $(\mathcal{A}, m)$ at $X$.

For any $X \subset V$ let $\mathcal{A}_X = \{H \in \mathcal{A} \mid X \subset H\}$ and $m_X = m|_{\mathcal{A}_X}$ be the localization of a multiarrangement $(\mathcal{A}, m)$ at $X$.

For $p \geq 1$, the $S$-module $\text{Der}^p(S)$ is the set of all alternating $p$-linear forms $\theta : S^p \to S$ such that $\theta$ is a $\mathbb{K}$-derivation in each variable. For $p = 0$ one defines $\text{Der}^0(S) := S$ and one also writes $\text{Der}(S) := \text{Der}^1(S)$. Since $\text{Der}(S)$ is a free $S$-module, it holds that $\text{Der}^p(S) = \wedge^p \text{Der}(S)$. A derivation $\theta \in \text{Der}^p(S)$ is called homogeneous of polynomial degree $p$ if $\theta(f_1, \ldots, f_p)$ is zero or a polynomial of degree $p$ for all $f_1, \ldots, f_p \in V^*$. It is denoted by $p\text{deg} \theta = p$. The logarithmic derivation modules of $(\mathcal{A}, m)$ are defined as

$$D^p(\mathcal{A}, m) := \{\theta \in \text{Der}^p(S) \mid \theta(\alpha_H, f_2, \ldots, f_p) \in \alpha_H^{m(H)} S \text{ for all } H \in \mathcal{A} \text{ and } f_2, \ldots, f_p \in S\},$$

and $D(\mathcal{A}, m) := D^1(\mathcal{A}, m)$. If $D(\mathcal{A}, m)$ is a free $S$-module, we call $(\mathcal{A}, m)$ a free multiarrangement. The fact that the $S$-module $D(\mathcal{A}, m)$ is reflexive implies the following proposition.

**Proposition 2.1.** \[20, \text{Theorem 5}\] A multiarrangement $(\mathcal{A}, m)$ is free whenever $r(\mathcal{A}) := \text{codim}_V(\bigcap_{H \in \mathcal{A}} H) \leq 2$.

If $(\mathcal{A}, m)$ is free, one can choose a homogenous basis $\theta_1, \ldots, \theta_\ell$ of $D(\mathcal{A}, m)$ and define $\exp(\mathcal{A}, m) = (p\text{deg} \theta_1, \ldots, p\text{deg} \theta_\ell)$ to be the exponents of $(\mathcal{A}, m)$. For $\theta_1, \ldots, \theta_\ell \in D(\mathcal{A}, m)$ an $(\ell \times \ell)$-matrix $M(\theta_1, \ldots, \theta_\ell)$ can be defined by setting...
the \((i, j)\)-th entry to be \(\theta_j(x_i)\). The determinant of this matrix gives a useful criterion to decide the freeness of a multiarrangement via the following theorem, first proved by K. Saito for simple arrangements [12, Theorem 1.8] and by Ziegler for multiarrangements [20, Theorem 8].

**Theorem 2.2.** (**Saito’s criterion**) Let \(\theta_1, ..., \theta_\ell\) be derivations in \(D(A, m)\). Then there exists some \(f \in S\) such that

\[
\det M(\theta_1, ..., \theta_\ell) = f Q(A, m).
\]

Furthermore, \(\{\theta_1, ..., \theta_\ell\}\) forms a basis of \(D(A, m)\) if and only if \(f \in K^*\). In particular, if \(\theta_1, ..., \theta_\ell\) are all homogeneous, then \(\{\theta_1, ..., \theta_\ell\}\) forms a basis of \(D(A, m)\) if and only if the following two conditions are satisfied:

(i) \(\theta_1, ..., \theta_\ell\) are independent over \(S\).

(ii) \(\sum_{i=1}^{\ell} \text{pdeg} \, \theta_i = |m|\).

One of the most important invariants of a (multi-) arrangement is its characteristic polynomial. It was first defined for simple arrangements combinatorially. We only use the following algebraic characterization, which is shown in [13] for simple arrangements and in [4] for multiarrangements. For a multiarrangement \((A, m)\), we define a function in \(x\) and \(t\).

\[
\psi(A, m; x, t) := \sum_{p=0}^{\ell} H(D^p(A, m), x)(t(x-1)-1)^p,
\]

where \(H(D^p(A, m), x)\) is the Hilbert series of the graded \(S\)-module \(D^p(A, m)\). Although \(\psi((A, m); x, t)\) is a priori a rational function with poles along \(x = 1\), it is shown in [4, Theorem 2.5] (see also [13]) that in fact \(\psi(A, m; x, t)\) is a polynomial in \(x\) and \(t\), and we can define the following.

**Definition 2.3.** [4, Definition 2.1] A **characteristic polynomial** of a multiarrangement \((A, m)\) is defined as

\[
\chi(A, m; t) = \lim_{x \to 1} (-1)^{\ell} \psi(A, m; x, t).
\]

Define the **Betti numbers** \(b_i(A, m) \in \mathbb{Z}_{\geq 0}\) of \((A, m)\) by

\[
\chi(A, m; t) = t^\ell - b_1(A, m)t^{\ell-1} + b_2(A, m)t^{\ell-2} - \cdots + (-1)^{\ell} b_\ell(A, m).
\]

Also in [4], the following local-global formula is shown:
Proposition 2.4. [4, Theorem 3.3] Let \((A, m)\) be a multiarrangement. Then
\[
b_k(A, m) = \sum_{X \in L_k(A)} b_k(A_X, m_X).
\]

Let \(X \in L_2(A)\). Since \((A_X, m_X)\) is an arrangement of rank two, it is free. We denote its exponents by \((e_1(X), e_2(X), 0, \ldots, 0)\). With the local-global formula, we can express \(b_1(A, m)\) and \(b_2(A, m)\) as follows:
\[
b_1(A, m) = |m| \quad (2.1)
b_2(A, m) = \sum_{X \in L_2(A)} e_1(X) e_2(X) \quad (2.2)
\]

If \((A, m)\) is free with exponents \((d_1, \ldots, d_\ell)\), Terao’s factorization theorem for multiarrangements [4, Theorem 4.1] implies
\[
\chi(A, m; t) = \prod_{i=0}^{\ell} (t - d_i). \quad (2.3)
\]

Next, we review the addition-deletion theorem for multiarrangements. Let \((A, m)\) be a multiarrangement and \(H_0 \in A\) a fixed hyperplane. The deletion \((A', m')\) of \((A, m)\) with respect to \(H_0\) is defined as follows:

1. If \(m(H_0) = 1\), then \(A' := A \setminus \{H_0\}\) and \(m'(H) = m(H)\) for all \(H \in A'\).
2. If \(m(H_0) \geq 2\), then \(A' := A\) and for \(H \in A' = A\), we set \(m'(H) = \begin{cases} m(H) & \text{if } H \neq H_0, \\ m(H) - 1 & \text{if } H = H_0. \end{cases}\)

The restricted arrangement is defined by \(A^{H_0} = \{H_0 \cap H \mid H \in A \setminus \{H_0\}\}\). Now for \(X \in A^{H_0}\), \((A_X, m_X)\) is a rank 2 arrangement and we can choose a basis \(\{\xi_1, \ldots, \xi_{\ell-2}, \theta_X, \psi_X\}\) of \(D(A_X, m_X)\) such that \(\deg \xi_i = 0\), \(\theta_X \notin \alpha_{H_0} \text{Der}_K(S)\) and \(\theta_X \in \alpha_{H_0} \text{Der}_K(S)\) as shown in [5]. Then the Euler multiplicity \(m^*\) on \(A^{H_0}\) is defined as \(m^*(X) := \deg \theta_X\) and \((A^{H_0}, m^*)\) is called the Euler restriction of \((A, m)\). If \(H_0\) is a locally heavy hyperplane in \((A, m)\), we can determine \(m^*\) by [5, Proposition 4.1] as
\[
m^*(X) = |m_X| - m(H_0) \quad (2.4)
\]
for any \(X \in A^{H_0}\). Hence in the locally heavy case, the Euler restriction \((A^{H_0}, m^*)\) coincides with the Euler-Ziegler restriction \((A^{H_0}, m^{H_0})\) (this is the reason why we call our new restriction the Euler-Ziegler restriction). For the Euler-restriction one can prove the following theorem.
Theorem 2.5. [5] (Addition-Deletion Theorem for multiarrangements)
Let \((A, m)\) be a multiarrangement and \(H_0 \in A\). Then any two of the following three statements imply the third:

1. \((A, m)\) is free with \(\exp(A, m) = (d_1, ..., d_{\ell - 1}, d_{\ell})\).
2. \((A', m')\) is free with \(\exp(A', m') = (d_1, ..., d_{\ell - 1}, d_{\ell} - 1)\).
3. \((A^{H_0}, m^*)\) is free with \(\exp(A^{H_0}, m^*) = (d_1, ..., d_{\ell - 1})\).

Proposition 2.6. [4, Proposition 1.6] Let \((A, m)\) be a multiarrangement and \(X \in L(A)\). If \((A, m)\) is free, then so is \((A_X, m_X)\).

Next we introduce supersolvable arrangements, which are defined as follows.

Definition 2.7. An arrangement \(A\) is **supersolvable** if there exists a filtration

\[ A = A_r \supset A_{r-1} \supset \ldots \supset A_2 \supset A_1 \]

such that

1. \(\text{rank}(A_i) = i\) for \(i = 1, \ldots, r\).
2. For any \(H, H' \in A_i \setminus A_{i-1}\) with \(H \neq H'\), there exists some \(H'' \in A_{i-1}\) such that \(H \cap H' \subset H''\).

With Theorem 2.5 the following theorem is shown in [5].

Theorem 2.8. [5, Theorem 5.10] Let \((A, m)\) be a multiarrangement such that \(A\) is supersolvable with a filtration \(A = A_r \supset A_{r-1} \supset \ldots \supset A_2 \supset A_1\) and \(r \geq 2\). Let \(m_i\) denote the multiplicity \(m|_{A_i}\) and \(\exp(A_2, m_2) = (d_1, d_2, 0, \ldots, 0)\). Assume that for each \(H' \in A_d \setminus A_{d-1}\), \(H'' \in A_{d-1}\) for \(d = 3, \ldots, r\) and \(X := H' \cap H''\), it holds that

\[ A_X = \{H', H''\}, \]

or that

\[ m(H'') \geq \left( \sum_{H \in (A_d \setminus (A_{d-1})_X)} m(H) \right) - 1. \]

Then \((A, m)\) is free with \(\exp(A, m) = (d_1, d_2, |m_3|-|m_2|, \ldots, |m_r|-|m_{r-1}|, 0, \ldots, 0)\).

The following theorems are fundamental in the study of freeness of simple arrangements. In the rest of this paper, we generalize these results to the setup of unbalanced multiarrangements.
Theorem 2.9. [20, Theorem 11] For a free arrangement $\mathcal{A}$ with $\exp(\mathcal{A}) = (1, d_2, \ldots, d_\ell)$, the Ziegler restriction $(\mathcal{A}^{H_0}, m^{H_0})$ is free for any hyperplane $H_0 \in \mathcal{A}$ and $\exp(\mathcal{A}^{H_0}, m^{H_0}) = (d_2, \ldots, d_\ell)$.

Theorem 2.10. [8, Theorem 5.1] Let $\mathcal{A}$ be an arrangement with a fixed hyperplane $H_0 \in \mathcal{A}$ and assume that $\ell \geq 3$. Let $(\mathcal{A}^{H_0}, m^{H_0})$ be the Ziegler restriction onto $H_0$. Then it holds that

$$b_2(\mathcal{A}) - (|\mathcal{A}| - 1) \geq b_2(\mathcal{A}^{H_0}, m^{H_0}).$$

Moreover, $\mathcal{A}$ is free if and only if the above inequality is an equality, and $(\mathcal{A}^{H_0}, m^{H_0})$ is free.

3 Proof of Theorem 1.2

The Ziegler restrictions of free simple arrangements are also free by Theorem 2.9. However, the multi-Ziegler restriction of a free multiarrangement is not necessarily free in general (e.g. see [10, Example 5.7]). In the following, our first goal is to generalize Theorem 2.9 to free unbalanced multiarrangements.

Definition 3.1. Fix a hyperplane $H_0 \in (\mathcal{A}, m)$ with $H_0 = \ker \alpha_{H_0}$. Define the submodules $D^p_0(\mathcal{A}, m)$ of $D^p(\mathcal{A}, m)$ by

$$D^p_0(\mathcal{A}, m) := \{ \delta \in D^p(\mathcal{A}, m) \mid \delta(\alpha_{H_0}, f_2, \ldots, f_p) = 0 \text{ for any } f_i \in S \}.$$

The next Lemma was already shown in [20, Theorem 11] for the Ziegler restriction of a simple arrangement and $p = 1$. The proof transfers directly. We give it here for the completeness.

Lemma 3.2. Let $(\mathcal{A}, m)$ be a multiarrangement and fix a hyperplane $H_0 \in \mathcal{A}$ with $H_0 = \ker \alpha_{H_0}$. If $\delta \in D^p_0(\mathcal{A}, m)$, then $\delta \mid_{H_0} \in D^p(\mathcal{A}^{H_0}, m^{H_0})$. In particular, this gives well-defined restriction maps $\text{res}^p_{H_0} : D^p_0(\mathcal{A}, m) \to D^p(\mathcal{A}^{H_0}, m^{H_0})$.

Proof. We may assume $\alpha_{H_0} = x_1$ by choosing suitable coordinates. Let $X \in \mathcal{A}^{H_0}$ and set

$$A_X = \{ H_0, H_1, \ldots, H_k \}.$$

Hence $H_0 \cap H_i = X$ for all $i = 1, \ldots, k$. We may assume that the defining linear forms $\alpha_i$ for $H_i$ are of the form

$$\alpha_i(x_1, \ldots, x_\ell) = c_i x_1 + \alpha'(x_2, \ldots, x_\ell)$$

for $i = 1, \ldots, k$, $\alpha' \in H_0^* \setminus \mathcal{A}^{H_0}$ a linear form and suitable $c_i \in \mathbb{K}$ which are pairwise distinct. In this situation, we have $\ker_{H_0} \alpha' = X$, i.e., $\alpha'$ is the defining equation.
of $X$ in $H_0$. Let $\delta \in D_0^0(A, m)$ and $f_2, \ldots, f_p \in V^*$. By definition of the derivation module, it holds for $i = 1, \ldots, k$,
$$
\delta(c_i x_1 + \alpha'(x_2, \ldots, x_\ell), f_2, \ldots, f_p) \in (c_i x_1 + \alpha'(x_2, \ldots, x_\ell))^{m(H_i)}S.
$$
Since $\delta(x_1, f_2, \ldots, f_p) = 0$ due to the definition of $D_0^0(A, m)$, $(c_i x_1 + \alpha'(x_2, \ldots, x_\ell))^{m(H_i)}$ is a divisor of $\delta(\alpha'(x_2, \ldots, x_\ell), f_2, \ldots, f_p)$ for all $i = 1, \ldots, k$. This fact yields
$$
\delta(\alpha'(x_2, \ldots, x_\ell), f_2, \ldots, f_p) \in \prod_{i=1}^k (c_i x_1 + \alpha'(x_2, \ldots, x_\ell))^{m(H_i)}S.
$$
Now, the restricting onto $H_0$ gives us
$$
\delta |_{H_0} (\alpha', \overline{f}_2, \ldots, \overline{f}_p) \in (\alpha')^{\sum_{i=1}^k m(H_i)S} = (\alpha')^{m_{H_0}(X)S},
$$
where $\overline{S} := S/Sx_1$ and $\overline{f}_i$ is the image of $f_i \in S$ under the canonical surjection $S \to \overline{S}$. Since $f_2, \ldots, f_p$ are chosen arbitrarily, it holds that $\delta |_{H_0} \in D^0(A^{H_0}, m^{H_0})$. □

Next we introduce a particular type of derivation and show its existence for two special classes of multiarrangements. This derivation will play the role of the Euler derivation of a simple arrangement.

**Definition 3.3.** Let $(A, m)$ be a multiarrangement with $H_0 \in A$. A derivation $\theta_0 \in D(A, m)$ is called a **good summand to** $H_0$, if $\text{pdeg} \theta_0 = m(H_0)$ and $\theta_0(\alpha_{H_0}) = \alpha_{H_0}^{m(H_0)}$. In this case, we also say $(A, m)$ has a good summand to $H_0$.

Let $\theta_0$ be a good summand to $H_0$ of a multiarrangement $(A, m)$ with $H_0 \in A$. Then we can decompose a general $\theta \in D(A, m)$ into
$$
\theta = \left( \theta - \frac{\theta(\alpha_{H_0})}{\alpha_{H_0}^{m(H_0)}} \theta_0 \right) + \frac{\theta(\alpha_{H_0})}{\alpha_{H_0}^{m(H_0)}} \theta_0.
$$
Since $\theta - \frac{\theta(\alpha_{H_0})}{\alpha_{H_0}^{m(H_0)}} \theta_0 \in D_0(A, m)$, we obtain a decomposition
$$
D(A, m) = S\theta_0 \oplus D_0(A, m).
$$
The next theorem shows that an unbalanced free multiarrangement has such a good summand.

**Theorem 3.4.** Suppose $(A, m)$ is a free multiarrangement with $\exp(A, m) = (d_1, \ldots, d_\ell)$ such that $H_0 \in A$ is the heavy hyperplane with multiplicity $m_0 = m(H_0)$. Then it holds that
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(1) \((A, m)\) has a good summand to \(H_0\), and \(m_0 \in \exp(A, m) = (m_0, d_2, \ldots, d_\ell)\).

(2) The Euler-Ziegler restriction \((A^{H_0}, m^{H_0})\) of \(A\) onto \(H_0\) is a free multarrangement with exponents \(\exp(A^{H_0}, m^{H_0}) = (d_2, \ldots, d_\ell)\).

Proof. We may choose coordinates such that \(H_0 = \{x_1 = 0\}\). Let \(\theta_1, \ldots, \theta_\ell\) be a homogeneous basis of \(D(A, m)\). By definition of \(D(A, m)\) it holds for \(i = 1, \ldots, \ell\)

\[(3.1) \quad \theta_i(x_1) \in x_1^{m_0} S.\]

Assume \(\pdeg \theta_i < m_0\) for all \(i = 1, \ldots, \ell\). Thus (3.1) implies \(\theta_i(x_1) = 0\) for all \(i = 1, \ldots, \ell\). Therefore,

\[(3.2) \quad \det M(\theta_1, \ldots, \theta_\ell) = \det \begin{bmatrix} 0 & \cdots & 0 \\ \theta_1(x_2) & \cdots & \theta_\ell(x_2) \\ \vdots & \ddots & \vdots \\ \theta_1(x_\ell) & \cdots & \theta_\ell(x_\ell) \end{bmatrix} = 0.\]

However, with Theorem 2.2 we may assume

\[(3.3) \quad \det M(\theta_1, \ldots, \theta_\ell) = Q(A, m).\]

In particular, \(\det M(\theta_1, \ldots, \theta_\ell) \neq 0\), which is a contradiction to (3.2), and hence we may assume that \(\theta_i(x_1) \neq 0\) with \(\pdeg \theta_i \geq m_0\). Theorem 2.2 further yields

\[(3.4) \quad |m| = \sum_{i=1}^\ell \pdeg \theta_i.\]

Together with our assumption \(2m_0 \geq |m|\), this yields \(\pdeg \theta_i < m_0\) for all \(i = 2, \ldots, \ell\). Thus (3.1) shows that \(\theta_i(x_1) = 0\) for all \(i = 2, \ldots, \ell\), and \(\theta_1(x_1) = px_1^{m_0}\) for some \(p \in S\). Hence

\[(3.5) \quad Q(A, m) = \det M(\theta_1, \ldots, \theta_\ell) = px_1^{m_0} \det \begin{bmatrix} \theta_2(x_2) & \cdots & \theta_\ell(x_2) \\ \vdots & \ddots & \vdots \\ \theta_2(x_\ell) & \cdots & \theta_\ell(x_\ell) \end{bmatrix}.\]

Let \(\theta'_i := \theta_i |_{x_1=0}\) be the restricted derivations for \(i = 2, \ldots, \ell\). Due to Lemma 3.2, \(\theta'_i \in D(A^{H_0}, m^{H_0})\) for all \(i = 2, \ldots, \ell\). Therefore, we obtain from Theorem 2.2

\[(3.6) \quad \det M(\theta'_2, \ldots, \theta'_\ell) \in Q(A^{H_0}, m^{H_0}) S.\]
Since \( x_1^{m_0} \) is the highest power of \( x_1 \) in \( Q(\mathcal{A}, m) \), (3.5) implies

\[
(3.7) \quad \det M(\theta'_2, \ldots, \theta'_\ell) = \det \begin{bmatrix} \theta_2(x_2) & \cdots & \theta_\ell(x_2) \\ \vdots & & \vdots \\ \theta_2(x_\ell) & \cdots & \theta_\ell(x_\ell) \end{bmatrix} \bigg|_{x_1=0} \neq 0.
\]

This shows already \( \text{pdeg} \theta_i = \text{pdeg} \theta'_i \) for \( i = 2, \ldots, \ell \) and \( \theta'_2, \ldots, \theta'_\ell \) are independent over \( S/(x_1) \). By (3.5) we have

\[
(3.8) \quad \deg \det M(\theta'_2, \ldots, \theta'_\ell) = \deg Q(\mathcal{A}, m) - \deg px_1^{m_0} = |m| - m_0 - \deg p.
\]

On the other hand, we obtain by (3.6) together with (3.7)

\[
\deg \det M(\theta'_2, \ldots, \theta'_\ell) \geq \deg Q(\mathcal{A}^{H_0}, m^{H_0}) = |m| - m_0.
\]

This inequality, together with (3.8), yields \( \deg p = 0 \), which shows that \( \theta_1 \) is a good summand to \( H_0 \). By (3.4) it holds that

\[
|m^{H_0}| = |m| - m_0 = \sum_{i=2}^\ell \deg \theta_i = \sum_{i=2}^\ell \deg \theta'_i.
\]

So Theorem 2.2 immediately implies that \( \{\theta'_2, \ldots, \theta'_\ell\} \) forms a basis of \( D(A^{H_0}, m^{H_0}) \).

For general multiarrangements, we can show the following:

**Proposition 3.5.** Let \( (\mathcal{A}, m) \) multiarrangement with \( H_0 \in \mathcal{A} \). Then \( (\mathcal{A}, m+k\delta_{H_0}) \) has a good summand to \( H_0 \) for all \( k \gg 0 \).

**Proof.** Set \( X_i := \cap_{j=1}^i \{x_j = 0\} \) (\( i = 1, \ldots, r \)), where \( x_1, \ldots, x_\ell \) form a \( \mathbb{K} \)-basis of \( V^* \) and \( r = \text{rank}(\mathcal{A}) \). We may assume that \( H_0 = X_1 \) and \( H \supseteq X_r \) for all \( H \in \mathcal{A} \). By definition, for \( H \in \mathcal{A}_{X_1} \setminus \mathcal{A}_{X_{r-1}} \), \( \alpha_H \) can be chosen to be of the form \( \alpha_H = a_1 x_1 + \ldots + a_{r-1} x_{r-1} + x_r \). Then \( \mathcal{A}_i := \mathcal{A}_{X_i} \) (\( i = 1, \ldots, r \)) defines a filtration \( \mathcal{A} = \mathcal{A}_r \supset \mathcal{A}_{r-1} \supset \ldots \supset \mathcal{A}_2 \supset \mathcal{A}_1 \) of \( \mathcal{A} \).

We can obtain a supersolvable arrangement \( \mathcal{B} \) with a filtration \( \mathcal{B} = \mathcal{B}_r \supset \mathcal{B}_{r-1} \supset \ldots \supset \mathcal{B}_2 \supset \mathcal{B}_1 \) such that \( \mathcal{A}_i \subset \mathcal{B}_i \) for \( i = 1, \ldots, r \) by adding hyperplanes to the filtered pieces \( \mathcal{A}_i \) as follows: First set \( \mathcal{B}_r := \mathcal{A}_r \). Now inductively define \( \mathcal{B}_i \) (\( i = r-1, \ldots, 2 \)) to be \( \mathcal{A}_i \) with the additional hyperplanes \( H' \) with \( H'' \supset H \cap H' \) if \( H'' \notin \mathcal{B}_i \), where \( H, H' \in \mathcal{B}_{i+1} \setminus \mathcal{A}_i \) are distinct hyperplanes. Finally, set \( \mathcal{B}_1 := \mathcal{A}_1 \) and the arrangement \( \mathcal{B} \) is supersolvable by Definition 2.7.

Now choose a multiplicity \( m_B \) on \( \mathcal{B} \) such that \( m_B(H) \geq m(H) \) for any \( H \in \mathcal{A} \), the hyperplane \( H_0 \) is heavy in \( (\mathcal{B}, m_B) \), and \( (\mathcal{B}, m_B) \) satisfies the assumptions of Theorem 2.8 as follows. First, we note that, for any distinct hyperplanes
then implies that \( \exp(H) = H' \cap H'' \). Now replace \( m(L) \) by \( m(L) + k \) for sufficiently large \( k \) in such a way that \( \sum_{X \in H \setminus A, L} m(H) \leq m(L) + k \). Proceed this replacement to obtain the desired new multiplicity \( m_{B} \). Hence Theorem 2.8 implies that \((B, m_{B})\) is free and Theorem 3.4 yields that the free and unbalanced multiarrangement \((B, m_{B})\) has a good summand \( \theta_0 \in D(B, m_{B}) \) to \( H_0 \). Now choose \( k \in \mathbb{Z} \) such that \( m_{B}(H_0) = (m + k \delta_{H_0})(H_0) \). Since \( D(A, m + k \delta_{H_0}) \supset D(B, m_{B}) \) by definition of logarithmic vector fields, it holds that \( \theta_0 \in D(A, m + k \delta_{H_0}) \), which completes the proof. \( \square \)

By (2.4) the Euler multiplicity coincides with the Ziegler multiplicity for unbalanced multiarrangements.

**Proposition 3.6.** Let \((A, m)\) be a multiarrangement with \( H \in A \) such that \( H \) is the heavy hyperplane with multiplicity \( m_0 = m(H) \). Furthermore choose \( k \in \mathbb{Z} \) in such a way that \((A, m + k \delta_{H})\) is still unbalanced. Note that \( k \) is allowed to be negative. Then \((A, m)\) is free if and only if \((A, m + k \delta_{H})\) is free.

**Proof.** Assume that \((A, m)\) is free. Theorem 3.4 then implies that \( \exp(A, m) = (m_0, d_2, \ldots, d_t) \) holds and \((A^{H_0}, m^{H_0})\) is also free with \( \exp(A^{H_0}, m^{H_0}) = (d_2, \ldots, d_t) \). This Euler-Ziegler restriction \((A^{H_0}, m^{H_0})\) coincides with the Euler restriction \((A^{H_0}, m^*)\) on \( A^{H_0} \) since \( H_0 \) is a heavy hyperplane. So repeated applications of Theorem 2.5 yields the freeness of \((A, m + k \delta_{H})\) since this arrangement is still heavy by assumption. Conversely, if one assumes that \((A, m + k \delta_{H})\) is free, the same argument shows the freeness of \((A, m)\). \( \square \)

**Remark 3.7.** With the above notation, the Euler-Ziegler multiplicity \((A^{H_0}, m^{H_0})\) coincides with the Euler multiplicity \((A^{H_0}, m^*)\) on \( A^{H_0} \) by (2.4) as long as \( H_0 \) is a locally heavy hyperplane. So, if \((A, m)\) is a free unbalanced multiarrangement, the above proof shows that \((A, m + k \delta_{H})\) is also a free multiarrangement for all \( k \in \mathbb{Z} \) such that \( H_0 \) is a locally heavy hyperplane in \((A, m + k \delta_{H})\).

**Theorem 3.8.** Let \((A, m)\) be a multiarrangement with a fixed hyperplane \( H_0 \in A \). Assume that \((A, m)\) has a good summand \( \theta_0 \in D(A, m) \) with respect to \( H_0 \). Then

\[
(t - m_0) \chi(A, m; t).
\]

In this case define \( \chi_0(A, m; t) := \frac{1}{t - m_0} \chi(A, m; t) \) to be the reduced characteristic polynomial of \((A, m)\).

The proof of Theorem 3.8 is similar to the one for simple arrangements in Proposition 4.4, 5.4 and 5.5 in [13] by replacing the role played by the Euler derivation by the derivation with respect to the good summand. We give it here for the completeness.
Proof. Let $\alpha$ be the defining equation of the fixed hyperplane $H_0$. By definition of $D^p(A, m)$ we have $\theta(\alpha, f_2, \ldots, f_p) \in \alpha^{m_0}S$, for $\theta \in D^p(A, m)$ and $f_2, \ldots, f_p \in S$. Thus we may define $\partial : D^p(A, m) \to D^{p-1}(A, m)$ by
\[
\partial(\theta)(f_2, \ldots, f_p) := \frac{(i(\alpha)\delta)(f_2, \ldots, f_p)}{\alpha^{m_0}} = \frac{\theta(\alpha, f_2, \ldots, f_p)}{\alpha^{m_0}},
\]
where $i(\alpha) : \text{Der}^p(S) \to \text{Der}^{p-1}(S)$ is defined as $(i(\alpha)\delta)(f_2, \ldots, f_p) := \delta(\alpha, f_2, \ldots, f_p)$ for $\delta \in \text{Der}^p(S)$ and $f_i \in S$. Thus, this map $\partial$ is homogeneous of degree $-m_0$ with
\[
\partial(\delta \wedge \psi) = (\partial \delta) \wedge \psi + (-1)^p \delta \wedge (\partial \psi)
\]
for $\delta \in D^p(A, m)$ and $\psi \in D^q(A, m)$. Since $\partial \circ \partial = 0$, this yields a complex
\[
(3.9) \quad 0 \longrightarrow D^k(A, m) \xrightarrow{\partial} D^{k-1}(A, m) \xrightarrow{\partial} \cdots \xrightarrow{\partial} D^0(A, m) \longrightarrow 0
\]
Now we use the good summand $\theta_0$ to show that this complex is acyclic. Let $\delta \in D^p(A, m)$ be a cycle, i.e., $\partial \delta = 0$. By the definition of $D^p(A, m)$ we know that $\theta_0 \wedge \delta \in D^{p+1}(A, m)$ which yields with the above skew-commutativity
\[
\partial(\theta_0 \wedge \delta) = (\partial \theta_0) \wedge \delta + (-1)^p \theta_0 \wedge (\partial \delta) = \frac{\alpha_{m_0}}{\alpha^{m_0}} \delta + 0 = \delta.
\]
Hence, $\delta$ is a boundary and the complex (3.9) is acyclic.

Let $H(D^p(A, m), x)$ be the Hilbert series of the module $D^p(A, m)$. Since the complex (3.9) is acyclic and the boundary map $\partial$ is of degree $-m_0$, it holds that
\[
0 = \sum_{p=0}^\ell (-1)^p H(D^p(A, m), x)x^{m_0(\ell-p)}.
\]
Simplifying and dividing by $x^{m_0 \ell}$ yields
\[
0 = \sum_{p=0}^\ell H(D^p(A, m), x) \left( \frac{-1}{x^{m_0}} \right)^p.
\]
Using the definition $\psi(A, m; x, t) := \sum_{p=0}^\ell H(D^p(A, m), x)(t(x-1)-1)^p$, we obtain:
\[
0 = \psi(A, m; x, \sum_{i=0}^{m_0-1} x^i)
\]
Since $\psi(A, m; x, t)$ is a polynomial in $t$ and $x$ by [5, Theorem 2.5], we can substitute $x = 1$ to obtain
\[
0 = (-1)^\ell \psi(A, m; 1, m_0) = \chi(A, m; m_0)
\]
by the definition of the characteristic polynomial $\chi(A, m; t) = (-1)^\ell \psi(A, m; 1, t)$. 

\[
\square
\]
In the situation of a multiarrangement with a good summand we can show the following.

**Lemma 3.9.** Let \((A, m)\) be a multiarrangement with a good summand with respect to \(H_0 \in A\) and \(\chi_0(A, m; t)\) the reduced characteristic polynomial. Then it holds that

\[
\chi_0(A, m; t) = t^{\ell-1} - (|m| - m_0) t^{\ell-1} + b_2^H(A, m) t^{\ell-2} + \cdots + (-1)^{\ell} \chi_0(A, m; 0).
\]

**Proof.** By definition, \(\chi(A, m; t)\) is of the form

\[
\chi(A, m; t) = t^{\ell} - |m| t^{\ell-1} + b_2(A, m) t^{\ell-2} + \cdots + (-1)^{\ell} b_\ell(A, m).
\]

Since \(\chi(A, m; t) = (t - m_0) \chi_0(A, m; t)\), comparing coefficients completes the proof. \(\square\)

The combination of the above results yields a result linking the freeness of an unbalanced multiarrangement with the freeness of its Euler-Ziegler restriction, which was first proved by Ziegler in [20] for simple arrangements and its Ziegler restriction.

**Theorem 3.10.** Let \((A, m)\) be a multiarrangement with the heavy hyperplane \(H_0 \in A\). Then the following are equivalent:

(i) \((A, m)\) is free.

(ii) The Euler-Ziegler restriction \((A^{H_0}, m^{H_0})\) is free and the restriction map \(\text{res}_1^{H_0} : D_0(A, m) \to D(A^{H_0}, m^{H_0})\) defined in Lemma 3.2 is surjective.

**Proof.** Proposition 3.5 enables us to choose \(k > 0\) such that \((A, m + k\delta_{H_0})\) has a good summand to \(H_0\). By Proposition 3.6 \((A, m)\) is free if and only if \((A, m + k\delta_{H_0})\) is free. Since \((A^{H_0}, m^{H_0}) = (A^{H_0}, (m + k\delta_{H_0})^{H_0})\), \(D_0(A, m) = D_0(A, m + k\delta_{H_0})\) and the restriction maps coincide, we may assume that \((A, m)\) itself has a good summand \(b_0 \in D(A, m)\) to \(H_0\).

The implication \((i) \Rightarrow (ii)\) was shown in Theorem 3.4. For the converse, assume that the map \(\text{res}_1^{H_0}\) is surjective, \((A^{H_0}, m^{H_0})\) is free and \(\theta_1, \ldots, \theta_{\ell-1}\) form a basis of \(D(A^{H_0}, m^{H_0})\). By the surjectivity of \(\text{res}_1^{H_0}\), we can find derivations \(\theta'_i \in D_0(A, m)\) for \(i = 1, \ldots, \ell - 1\) such that \(\text{res}_1^{H_0}(\theta'_i) = \theta_i\). Then by Saito’s criterion 2.2, the derivations \(\theta_0, \theta'_1, \ldots, \theta'_{\ell-1}\) form a basis of \(D(A, m)\). Hence \((A, m)\) is free. \(\square\)

Now we can give generalizations of Theorem 2.2 in [19] and Theorem 3.2 in [18] in the following.
Proposition 3.11. Let $(\mathcal{A}, m)$ be a multiarrangement in $V = \mathbb{K}^\ell$ with a fixed heavy hyperplane $H_0$ and $\ell \geq 4$. Assume that $\mathcal{A}$ is essential. Then $(\mathcal{A}, m)$ is free if and only if $(\mathcal{A}^H_0, m^H_0)$ is free and $(\mathcal{A}, m)$ is locally free along $H_0$, i.e., $(\mathcal{A}_X, m_X)$ is free for all $X \in L(\mathcal{A})$ with $X \subset H_0$ and $X \neq \{0\}$.

Proof. As in the above proof, we may assume that $(\mathcal{A}, m)$ has a good summand $\theta_0 \in D(\mathcal{A}, m)$ to $H_0$ by increasing the multiplicity on $H_0$. Thus, there is a decomposition $D(\mathcal{A}, m) = S\theta_0 \oplus D_0(\mathcal{A}, m)$. Then the proof is the same as in [19, Theorem 2.2] which shows the equivalence of the local freeness and the surjectivity of the residue map. Hence the result follows directly from Theorem 3.10. Here we give another proof by using the result in [7].

Since the “only if” part is easy, we show the “if” part. Since the $S$-module $D(\mathcal{A}, m)$ is reflexive, so is its direct summand $D_0(\mathcal{A}, m)$. From now on, consider the reflexive $\mathcal{O}_{\mathbb{P}^{\ell-1}}$-module $D_0(\mathcal{A}, m)$, which is the sheafification of the graded $\mathbb{K}[x_1, \ldots, x_\ell]$-module $D_0(\mathcal{A}, m)$. It is known by [11] that the stalk $D_0(\mathcal{A}, m)_{\bar{x}}$ for $\bar{x} \in \mathbb{P}^{\ell-1}$ is isomorphic to $D_0(\mathcal{A}_{x}, m_x)_{\bar{x}}$ for $x \in V \setminus \{0\}$, where $\bar{x} \in \mathbb{P}^{\ell-1}$ is the point determined by $x \in V \setminus \{0\}$. For $x \in H_0 \setminus \{0\}$, the multiarrangement $(\mathcal{A}_x, m_x)$ is unbalanced and free by the assumptions. Hence Theorem 3.10 shows that the map $\text{res}^1_{H_0}$ is locally surjective, i.e., surjective as a sheaf homomorphism. Thus we obtain an exact sequence of sheaves on $\mathbb{P}^{\ell-1}$:

\begin{equation}
0 \longrightarrow D_0(\mathcal{A}, m)(-1) \overset{\alpha_{H_0}}{\longrightarrow} D_0(\mathcal{A}, m) \overset{\text{res}^1_{H_0}}{\longrightarrow} D(\mathcal{A}^H_0, m^H_0) \longrightarrow 0
\end{equation}

$(\mathcal{A}^H_0, m^H_0)$ is free by the assumption, $D(\mathcal{A}^H_0, m^H_0)$ splits into the direct sum of line bundles. Also, clearly

$$
\text{coker}(D_0(\mathcal{A}, m)(-1) \overset{\alpha_{H_0}}{\longrightarrow} D_0(\mathcal{A}, m)) \simeq D_0(\mathcal{A}, m)|_{H_0}.
$$

Hence $D(\mathcal{A}^H_0, m^H_0) \simeq D_0(\mathcal{A}, m)|_{H_0}$ also splits into the direct sum of line bundles. Then apply the splitting criterion of reflexive sheaves (Theorem 0.2, [7]) to confirm that $D_0(\mathcal{A}, m)$ splits, equivalently $(\mathcal{A}, m)$ is free. \qed

Recall the definitions of $b^H_2(\mathcal{A}, m)$ and $b^H_2(\mathcal{A}, m)$ in Definition 1.5. Let us investigate some properties of these second Betti numbers.

Proposition 3.12. Let $(\mathcal{A}, m)$ be a multiarrangement in $V = \mathbb{K}^3$ with a fixed heavy hyperplane $H_0$. Then it holds that

\begin{equation}
b^H_2(\mathcal{A}, m) \geq b_2(\mathcal{A}^H_0, m^H_0).
\end{equation}

Furthermore, $(\mathcal{A}, m)$ is free if and only if (3.11) is an equality.
Proof. Note that we can prove Proposition 3.12 by using the method in the proof of Theorem 3.2 in [18] with a slight modification. Here we give the proof for the completeness. \( b_2^{H_0}(A, m) \) and \( b_2(A^{H_0}, m^{H_0}) \) are independent of the heavy multiplicity on \( H_0 \). Hence to determine freeness, Proposition 3.6 enables us to assume that \((A, m)\) has a good summand to \( H_0 \) by increasing the multiplicity of \( H_0 \). By Lemma 3.2 there are well-defined restriction maps \( \text{res}_{H_0}^p : D_0^p(A, m) \to D_0^p(A^{H_0}, m^{H_0}) \) for \( p = 0, 1, 2 \). Denote by \( M^p \subset D_0^p(A^{H_0}, m^{H_0}) \) the image of the maps \( \text{res}_{H_0}^p \). Our first aim is to deduce a relation between the Hilbert series of \( M^p \) and the one of \( D_0^p(A, m) \) via the modules \( D_0^p(A, m) \). Since \((A, m)\) has a good summand to \( H_0 \), the complex (3.9) is again acyclic and we have \( \ker \partial = D_0^0(A, m) \). This yields short exact sequences for \( p = 0, 1, 2, 3 \):

\[
\begin{array}{cccc}
0 & \longrightarrow & D_0^p(A, m) & \longrightarrow & D_0^p(A, m) \\
& & \partial & \longrightarrow & D_0^{p-1}(A, m) \longrightarrow & 0,
\end{array}
\]

where the first map is the inclusion. Since the map \( \partial \) is of degree \(-m_0\), we obtain the following for the Hilbert series:

\[
H(D_0^p(A, m), x) = H(D_0^p(A, m), x) + x^{m_0} H(D_0^{p-1}(A, m), x).
\]

Multiplying each equation by \( y^p \) and summing yields

\[
(3.12) \quad \sum_{p=0}^{3} H(D_0^p(A, m), x)y^p = (1 + yx^{m_0}) \sum_{p=0}^{2} H(D_0^p(A, m), x)y^p.
\]

Note that \( D_0^3(A, m) = 0 \) by the injectivity of the map \( \partial : D_0^3(A, m) \to D_0^2(A, m) \). On the other hand, we also have the following exact sequences for \( p = 0, 1, 2 \):

\[
\begin{array}{cccc}
0 & \longrightarrow & \alpha_{H_0} D_0^p(A, m) & \longrightarrow & D_0^p(A, m) \\
& & \text{res}_{H_0}^p & \longrightarrow & M^p \longrightarrow & 0,
\end{array}
\]

where the first map is the inclusion. Since these maps are all of degree 0,

\[
H(D_0^p(A, m), x) = H(\alpha_{H_0} D_0^p(A, m), x) + H(M^p, x).
\]

Thus we obtain for \( p = 0, 1, 2 \)

\[
(3.13) \quad H(M^p, x) = (1 - x)H(D_0^p(A, m), x).
\]

Combining Equations (3.12) and (3.13) gives us the desired relation

\[
(3.14) \quad \sum_{p=0}^{3} H(D_0^p(A, m), x)y^p = \frac{1 + yx^{m_0}}{1 - x} \sum_{p=0}^{2} H(M^p, x)y^p.
\]
Hence we get by the definition of the reduced characteristic polynomial
\[
\chi_0(\mathcal{A}, m; t) = \frac{1}{t - m_0} \chi(\mathcal{A}, m; t)
\]
\[
= \frac{(-1)^3}{t - m_0} \lim_{x \to 1} \sum_{p=0}^3 H(D^p(\mathcal{A}, m), x)(t(x - 1) - 1)^p
\]
\[
= (-1)^3 \lim_{x \to 1} \sum_{p=0}^3 \frac{1 + x^{m_0}(t(x - 1) - 1)}{1 - x} \sum_{p=0}^2 H(M^p, x)(t(x - 1) - 1)^p
\]
(3.14)
\[
= \lim_{x \to 1} \sum_{p=0}^2 H(M^p, x)(t(x - 1) - 1)^p.
\]
(3.15)

Since \((\mathcal{A}^{H_0}, m^{H_0})\) is a multiarrangement of rank two, it is free. Let \(\exp(\mathcal{A}, m) = (d_2, d_3)\). Hence the equation (2.3) implies that
\[
\chi(\mathcal{A}^{H_0}, m^{H_0}; t) = \lim_{x \to 1} \sum_{p=0}^2 H(D^p(\mathcal{A}^{H_0}, m^{H_0}), x)(t(x - 1) - 1)^p = (t - d_2)(t - d_3).
\]

Since \(d_2 + d_3 = |m| - m_0\), Lemma 3.9 implies that \(\chi_0(\mathcal{A}, m; 0) - d_2d_3 = \chi_0(\mathcal{A}, m; t) - (t - d_2)(t - d_3)\). Since the maps \(\text{res}^{H_0}_2\) and \(\text{res}^{H_0}_0\) are surjective by definition, this combined with (3.15) implies
\[
\chi_0(\mathcal{A}, m; 0) - d_2d_3 = \chi_0(\mathcal{A}, m; t) - (t - d_2)(t - d_3)
\]
\[
= \lim_{x \to 1} \left[ H(M^1, x) - H(D^1(\mathcal{A}^{H_0}, m^{H_0}), x) \right]
\]
\[
= \lim_{x \to 1} \left[ H(M^1, x) - H(D^1(\mathcal{A}^{H_0}, m^{H_0}), x) \right]
\]
\[
- \lim_{x \to 1} \left[ H(M^1, x) - H(D^1(\mathcal{A}^{H_0}, m^{H_0}), x) \right]
\]

Since the left hand side is a constant, we obtain that
\[
\chi_0(\mathcal{A}, m; 0) - d_2d_3 = \lim_{x \to 1} \left[ H(D^1(\mathcal{A}^{H_0}, m^{H_0}), x) - H(M^1, x) \right] \geq 0
\]
is finite and equal to \(\dim \text{coker} \text{res}^{H_0}_1\). Since \(b_2(\mathcal{A}^{H_0}, m^{H_0}) = d_2d_3\) and \(b_2^{H_0}(\mathcal{A}, m) = \chi_0(\mathcal{A}, m; 0)\) by Lemma 3.9, the inequality (3.11) is shown. This argument also shows that inequality (3.11) is in fact an equality if and only if the map \(\text{res}^{H_0}_1\) is surjective. Hence Theorem 3.10 completes the proof. \(\square\)

By Propositions 3.11 and 3.12, we can prove Theorem 1.2 in the following by slightly modifying an argument given in [8]:
Proof of Theorem 1.2. (1) Recall Proposition 2.4:

\[ b_2(A, m) = \sum_{X \in L_2(A)} b_2(A_X, m_X). \]

Since \( b_2^{H_0}(A, m) = B_2^{H_0}(A, m) \) for the locally heavy multiarrangement \((A, m)\), we have

\[ b_2^{H_0}(A, m) = b_2(A, m) - m_0(|m| - m_0) = \sum_{X \in L_2(A), X \not\subset H_0} b_2(A_X, m_X). \]

For \( Y \in L_2(A^{H_0}) \),

\[ b_2^{H_0}(A_Y, m_Y) = \sum_{X \in L_2(A), X \not\subset H_0, Y = X \cap H_0} b_2(A_X, m_X). \]

Hence

\[ b_2^{H_0}(A, m) = \sum_{X \in L_2(A), X \not\subset H_0} b_2(A_X, m_X) = \sum_{Y \in L_2(A^{H_0})} b_2^{H_0}(A_Y, m_Y). \]

Since \((A_Y, m_Y)\) is an unbalanced multiarrangement of rank 3 with the heavy hyperplane \( H_0 \) for \( Y \in L_2(A^{H_0}) \), Proposition 3.12 shows that

\[ b_2^{H_0}(A, m) \geq \sum_{Y \in L_2(A^{H_0})} b_2(A_Y^{H_0}, m_Y^{H_0}) = b_2(A^{H_0}, m^{H_0}). \]

(3.16)

Now assume that \((A^{H_0}, m^{H_0})\) is free. Then we claim that the following three statements are equivalent:

(i) \((A, m)\) is free.

(ii) \( b_2^{H_0}(A, m) = b_2(A^{H_0}, m^{H_0}) \).

(iii) \((A, m)\) is locally free in codimension 3 along \( H_0 \), i.e., \((A_X, m_X)\) is free for all \( X \in L_3(A) \) with \( X \subset H_0 \).

Note that (i) \(\Rightarrow\) (iii) follows immediately from Proposition 2.6. Also, Proposition 3.12 applied to each summand of (3.16) shows that (ii) and (iii) are equivalent.

We will prove (iii) \(\Rightarrow\) (i) by induction on \( \ell \). If \( \ell = 3 \), then \( L_3(A) = \{0\} \) and \((A_X, m_X) = (A, m)\) for \( X \in L_3(A) \). Hence \((A, m)\) is free. Next, let \( \ell \geq 4 \). We
will show that \((\mathcal{A}, m)\) is locally free along \(H_0\), which implies that \((\mathcal{A}, m)\) is free by Proposition 3.11. Let \(Z \in L(\mathcal{A})\) with \(0 \neq Z \subset H_0\). Then \((\mathcal{A}_Z, m_Z)\) has rank at most \(\ell - 1\). Since \(Z \subset H_0\), \((\mathcal{A}_Z, m_Z)\) is still unbalanced and since \((\mathcal{A}^{H_0}_Z, m^{H_0}_Z)\) is a localization of \((\mathcal{A}^{H_0}, m^{H_0})\), it is free by Proposition 2.6. Finally, we show that \((\mathcal{A}_Z, m_Z)\) satisfies (iii) and hence by induction assumption, \((\mathcal{A}_Z, m_Z)\) is free. So let \(W \in L_3(\mathcal{A}_Z)\) with \(W \subset H_0\). Then \(W \in L_3(\mathcal{A})\), and by definition of the localization,

\[(3.17) \quad ((\mathcal{A}_Z)_W, (m_Z)_W) = (\mathcal{A}_W, m_W).\]

By assumption, \((\mathcal{A}_W, m_W)\) is free. Hence \(((\mathcal{A}_Z)_W, (m_Z)_W)\) is free too by (3.17). Therefore, \((\mathcal{A}_Z, m_Z)\) satisfies (iii) and the proof of (1) is completed.

For (2) choose \(k \in \mathbb{Z}_{\geq 0}\) such that \(H_0\) is a heavy hyperplane in \((\mathcal{A}, m + k\delta_{H_0})\). Then it clearly holds that \((\mathcal{A}^{H_0}, m^{H_0})\) is free. Finally, Remark 3.7 also implies that \((\mathcal{A}, m)\) is free, since \(H_0\) is locally heavy in \((\mathcal{A}, m)\). \(\square\)

## 4 Heavy flags

In this section we will prove Theorem 1.6 and Theorem 1.7. First, we quote the following lemma.

**Lemma 4.1.** [3, Lemma 4.3] Let \((\mathcal{A}, m)\) be a multiarrangement with \(\exp(\mathcal{A}, m) = (d_1, d_2)\). Then for \(H \in \mathcal{A}\) it holds that \(\exp(\mathcal{A}, m - \delta_H) = (d_1 - 1, d_2)\) or \(\exp(\mathcal{A}, m - \delta_H) = (d_1, d_2 - 1)\). In particular, for two multiplicities \(m, m' : \mathcal{A} \to \mathbb{Z}_{\geq 0}\) with \(m(H) \geq m'(H)\) for all \(H \in \mathcal{A}\), it holds that \(b_2(\mathcal{A}, m) \geq b_2(\mathcal{A}, m')\).

Second, we show the following lemma.

**Lemma 4.2.** Let \((\mathcal{A}, m)\) be a (possibly unbalanced) multiarrangement in \(V = \mathbb{K}^2\) with \(\exp(\mathcal{A}, m) = (d_1, d_2)\) and \(d_1 \leq d_2\). Then for any \(H \in \mathcal{A}\) which is not heavy, it holds that

\[(4.1) \quad m(H) \leq d_1 \leq d_2 \leq |m| - m(H).\]

In particular,

\[(4.2) \quad b_2(\mathcal{A}, m) = d_1 d_2 \geq m(H)(|m| - m(H))\]

for any multiarrangement \((\mathcal{A}, m)\) of rank two and \(H \in \mathcal{H}\).

**Proof.** Fix a hyperplane \(H \in \mathcal{A}\) which is not heavy in \((\mathcal{A}, m)\), i.e., \(m(H) \leq |m| - m(H)\). Set \(k := |m| - 2m(H)\). Then \((\mathcal{A}, m + k\delta_H)\) is unbalanced with \(\exp(\mathcal{A}, m + k\delta_H) = (m(H) + k, m(H) + k)\). Note that (4.1) holds for \((\mathcal{A}, m + k\delta_H)\). Now taking \(k \to 0\) with Lemma 4.1 completes the proof. \(\square\)
Now we prove Theorems 1.6, 1.7 and Corollary 1.8.

Proof of Theorem 1.6. If $H$ is heavy in $(\mathcal{A}, m)$ we have $B_2^H(\mathcal{A}, m) = b_2^H(\mathcal{A}, m)$ and $b_2(\mathcal{A}^H, m^H) = b_2(\mathcal{A}^H, m^*)$. Hence the inequality was already shown in Theorem 1.2. Now assume that $H$ is not heavy in $(\mathcal{A}, m)$. We proceed in the following three steps.

(i) $b_2^H(\mathcal{A}, m) \geq B_2^H(\mathcal{A}, m)$: By the inequality (4.2) of Lemma 4.2, we obtain

\[
b_2^H(\mathcal{A}, m) - B_2^H(\mathcal{A}, m) = \sum_{X \in L_2(\mathcal{A})} b_2(\mathcal{A}_X, m_X) - m(H)(|m| - m(H)) - \sum_{X \in L_2(\mathcal{A}), X \not\subset H} b_2(\mathcal{A}_X, m_X) = m(H) \left( \sum_{X \in L_2(\mathcal{A}), X \subset H} (|m_X| - m(H)) - (|m| - m(H)) \right) = 0.
\]

(ii) $B_2^H(\mathcal{A}, m) \geq b_2(\mathcal{A}^H, m^H)$: The quantities $B_2^H(\mathcal{A}, m)$ and $b_2(\mathcal{A}^H, m^H)$ are clearly independent of $m(H)$. Hence we may assume that $H$ is the heavy hyperplane in $(\mathcal{A}, m)$. Then $B_2^H(\mathcal{A}, m) \geq b_2^H(\mathcal{A}, m)$ has already been proven in Theorem 1.2.

(iii) $b_2(\mathcal{A}^H, m^H) \geq b_2(\mathcal{A}^H, m^*)$: By the local-global formula in Proposition 2.4 we can reduce to the case $\mathcal{A}^H$ is an arrangement of rank two. The inequality (4.1) and the definition of the Euler multiplicity show that $m^H(X) \geq m^*(X)$ for any $X \in \mathcal{A}^H$. Then Lemma 4.1 completes the proof.

\[\square\]

Proof of Theorem 1.7. Agree that $\mathcal{A} = (\mathcal{A}^{X_0}, m^{X_0})$, where $m^{X_0}(H) = 1$ for all $H \in \mathcal{A}$. Theorem 2.10 applied to $\mathcal{A}$ yields

\[ (4.3) \ \mathcal{A} \text{ is free } \iff (\mathcal{A}^{X_i}, m^{X_i}) \text{ is free and } b_2(\mathcal{A}) -(|m^{X_0}| - 1) = b_2(\mathcal{A}^{X_i}, m^{X_i}). \]

Note that $((\mathcal{A}^{X_i})^{X_{i+1}}, (m^{X_i})^{X_{i+1}}) = (\mathcal{A}^{X_{i+1}}, m^{X_{i+1}})$ and the multiarrangements $(\mathcal{A}^{X_{i+1}}, m^{X_{i+1}})$ are unbalanced with the heavy hyperplane $X_{i+2} \in \mathcal{A}^{X_{i+1}}$ for $i =$
1, \ldots, \ell - 3$. Hence we can apply Theorem 1.2 to obtain, for \( i = 1, \ldots, \ell - 3 \),
\[
(4.4) \quad (A_{X_i}, m_{X_i}) \text{ is free} \iff \quad (A_{X_{i+1}}, m_{X_{i+1}}) \text{ is free and } b_2^{X_{i+1}} (A_{X_i}, m_{X_i}) = b_2 (A_{X_{i+1}}, m_{X_{i+1}}).
\]
Since \((A^{X_{\ell-2}}, m^{X_{\ell-2}})\) is a multiarrangement of rank 2, it is free by Proposition 2.1. So we can iteratively link the statements (4.3) and (4.4) to obtain
\[
(4.5) \quad A \text{ is free} \iff b_2^{X_{i+1}} (A_{X_i}, m_{X_i}) = b_2 (A_{X_{i+1}}, m_{X_{i+1}}) \text{ for all } i = 0, \ldots, \ell - 3.
\]
Since Theorem 2.10 and Theorem 1.2 imply that \(b_2^{X_{i+1}} (A_{X_i}, m_{X_i}) \geq b_2 (A_{X_{i+1}}, m_{X_{i+1}})\) for all \( i = 0, \ldots, \ell - 3 \), the right-hand side of (4.5) is equivalent to
\[
(4.6) \quad \sum_{i=0}^{\ell-3} b_2^{X_{i+1}} (A_{X_i}, m_{X_i}) = \sum_{i=0}^{\ell-3} b_2 (A_{X_{i+1}}, m_{X_{i+1}}).
\]
Noting that
\[
b_2^{X_{i+1}} (A_{X_i}, m_{X_i}) = b_2 (A_{X_i}, m_{X_i}) - m_{X_i} (X_{i+1}) (|m_{X_i}| - m_{X_i} (X_{i+1}))
\]
we find that (4.6) is in fact equivalent to
\[
(4.7) \quad b_2 (A) - \sum_{i=0}^{\ell-3} m_{X_i} (X_{i+1}) (|m_{X_i}| - m_{X_i} (X_{i+1})) = b_2 (A^{X_{\ell-2}}, m^{X_{\ell-2}}).
\]
Since \(\exp (A^{X_{\ell-2}}, m^{X_{\ell-2}}) = (m^{X_{\ell-2}} (X_{\ell-1}), |m^{X_{\ell-2}}| - m^{X_{\ell-2}} (X_{\ell-1}))\) we have
\[
b_2 (A^{X_{\ell-2}}, m^{X_{\ell-2}}) = m^{X_{\ell-2}} (X_{\ell-1}) (|m^{X_{\ell-2}}| - m^{X_{\ell-2}} (X_{\ell-1})).
\]
This shows that (4.7) is equivalent to
\[
b_2 (A) = \sum_{i=0}^{\ell-2} m_{X_i} (X_{i+1}) (|m_{X_i}| - m_{X_i} (X_{i+1})).
\]
Since \(|m_{X_i}| = \sum_{j=i}^{\ell-1} m_{X_i} (X_j+1)\), the above equality is equivalent to
\[
b_2 (A) = \sum_{i=0}^{\ell-2} m_{X_i} (X_{i+1}) \left( \sum_{j=i+1}^{\ell-1} m_{X_i} (X_{j+1}) \right)
\]
\[
= \sum_{0 \leq i < j \leq \ell-1} m_{X_i} (X_{i+1}) m_{X_j} (X_{j+1})
\]
This completes the proof, since by (4.5) this is equivalent to \((A, m)\) being free. \(\square\)
Proof of Corollary 1.8. Corollary 1.8 follows directly from Theorem 1.7, since the characteristic polynomial $\chi(A; t)$, and in particular also $b_2(A)$, of a simple arrangement $A$ is combinatorially determined. The same holds true for the multiplicities of the Euler-Ziegler restrictions. For the supersolvability, use Proposition 4.2 in [2].

Corollary 1.8 says that Terao’s conjecture holds true in the category of arrangements with a heavy flag.

Furthermore, we can show the following theorem, which links the freeness of an unbalanced multiarrangement in $\mathbb{K}^3$ with its combinatorics.

Corollary 4.3. Let $\langle A, m \rangle$ be a multiarrangement in $V = \mathbb{K}^3$ with a heavy hyperplane $H_0 \in A$. Assume that $\langle A^{H_0}, m^{H_0} \rangle$ and $\langle A_X, m_X \rangle$ are either unbalanced, or consist of up to three hyperplanes for all $X \in L_2(A)$. Then the freeness of $A$ depends only on the combinatorics of $\langle A, m \rangle$, i.e., on $L(A)$ and the multiplicity function $m$.

Proof. Let $\langle B, m \rangle$ be a multiarrangement of rank two. If $\langle B, m \rangle$ has the heavy hyperplane $H \in B$, then $\exp(B, m) = (m(H), \lvert m \rvert - m(H))$. If $B = \{H_1, H_2\}$, then $\exp(B, m) = (m(H_1), m(H_2))$. If $|B| = 3$ and $\langle B, m \rangle$ is balanced, Wakamiko showed in [16], that $\exp(B, m) = (\lceil \frac{|m|}{2} \rceil, \lceil \frac{|m|}{2} \rceil)$. Hence in all cases, the exponents are determined combinatorially. So by the assumption, $b_2(\langle A^{H_0}, m^{H_0} \rangle)$ and $b_2(\langle A_X, m_X \rangle)$ for all $X \in L_2(A)$ are determined combinatorially as well. By the local-global formula in Proposition 2.1, so is $b_2^{H_0}(A, m)$. Since $\langle A^{H_0}, m^{H_0} \rangle$ in $\mathbb{K}^2$ is free, we can determine the freeness of $A$ combinatorially with Theorem 1.2.

For the case of the Weyl arrangement of the type $A_3$, all non-trivial localizations and restrictions have at most three hyperplanes. So Corollary 4.3 immediately implies Corollary 1.4 from the introduction.

Next, we consider the following example of a Weyl multiarrangement of type $A_3$ to show that the heaviess assumptions in Theorem 1.2 can not be dropped in general.

Example 4.4. Let $\langle A, m \rangle$ be defined by

$$x^3y^3z^3(x - y)^3(y - z)^3(z - x)^3 = 0.$$ 

Then this is free (see [14] for example), but $b_2^H(A, m) = 107 - 3(18 - 3) = 62 > B_2^H(A, m) = 58 > b_2(A^H, m^H) = 56$ for any $H \in A$. 
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5 Multi-freeness and supersolvability

In this section we study the relation between the freeness of multiarrangements \((A, m)\) and the geometry of the underlying simple arrangement \(A\). For example, if any multiplicity on \(A\) is free, then \(A\) is known to be the product of one and two-dimensional simple arrangements ([6]). Hence freeness affects the geometry of the simple arrangement on which multiplicities are. Here, by using the results of the previous sections, we show a similar result in a wider category of free arrangements.

**Theorem 5.1.** Let \((A, m)\) be an essential free multiarrangement in \(V = \mathbb{K}^\ell\) with \(X_i \in L(A)\) for \(i = 0, \ldots, \ell\) such that \(X_i\) is the heavy hyperplane in \((A^{X_{i-1}}, m^{X_{i-1}})\) for \(i = 1, \ldots, \ell - 1\). Then \(A\) is supersolvable (hence free) with a supersolvable filtration \(A_{X_1} \subset \cdots \subset A_{X_{\ell-1}} \subset A_{X_\ell} = A\).

**Proof.** Set \(m_i := m^{X_{i-1}}(X_i)\) and define the filtration \(A_{X_1} \subset \cdots \subset A_{X_{\ell-1}} \subset A_{X_\ell} = A\). Now let \(A_{X_i} \setminus A_{X_{i-1}} = \{H_1^i, \ldots, H_{t_i}^i\}\) for \(i = 1, \ldots, \ell\) and some \(t_i\). First, by Theorem 1.2, \((A_{X_1}, m_{X_1})\) is free with \(\exp(A_{X_1}, m_{X_1}) = (m_2, \ldots, m_\ell)\) and

\[
b^H_2(A, m) = b_2(A_{X_1}, m_{X_1}) = \sum_{2 \leq i < j \leq \ell} m_i m_j.
\]

Second, we can show that

\[
\sum_{j=1}^{t_i} m(H_j^i) = m_i.
\]

To show the above, note that

\[A_{X_i} \setminus A_{X_{i-1}} = \{H \in A \mid X_{i-1} \not\subset H, H \cap X_{i-1} = X_i\}\].

Hence the definition of the Ziegler restriction ensures that

\[
\sum_{j=1}^{t_i} m(H_j^i) = m^{X_{i-1}}(X_i) = m_i.
\]

Set \(L_{\text{away}} := \{Y \in L_2(A) \mid X_1 \not\subset Y\}\) and \(L_{\text{diff}} := \{Y \in L_{\text{away}} \mid H_s^i \cap H_k^j = Y \text{ for some } i \neq j \text{ and any } s, k\}\). By Proposition 2.4,

\[
b^H_2(A, m) = \sum_{Y \in L_{\text{away}}} b_2(A_Y, m_Y) \geq \sum_{Y \in L_{\text{diff}}} b_2(A_Y, m_Y).
\]

Define \(L_{\text{diff}}^i := \{Y \in L_{\text{diff}} \mid H_s^i \cap H_k^j = Y \text{ for some } i < j \text{ and any } s, k\}\) for \(i = 2, \ldots, \ell - 1\). Then by (4.2)

\[
\sum_{Y \in L_{\text{diff}}^i} b_2(A_Y, m_Y) = \sum_{i=2}^{\ell-1} \sum_{Y \in L_{\text{diff}}^i} b_2(A_Y, m_Y) \geq \sum_{i=2}^{\ell-1} m_i \sum_{i<j} m_j = \sum_{2 \leq i < j} m_i m_j.
\]
By (5.1), (5.2) and (5.3) are both equalities. So
\[ \sum_{Y \in L^{\text{away}} \setminus L^{\text{diff}}} b_2(A_Y, m_Y) = 0, \]
i.e., \( L^{\text{away}} = L^{\text{diff}} \). Hence if \( H_i \cap H_r = Y \) for some \( s \neq r \) and \( Y \in L^{\text{away}} \), then there is \( H_i \supseteq Y \) with \( i \neq j \). Assume \( j > i \). Then \( \text{codim}(H_i \cap H_r) = 3 \) by the definition of the filtration. Hence \( Y \in L_3(A) \), which is a contradiction. Thus \( j < i \) in this situation, which shows that the given filtration is a supersolvable filtration.

As a corollary, we can relate the non-supersolvability with non-freeness and heavy flags.

**Corollary 5.2.** Let \((A, m)\) be a multiarrangement with a heavy flag, as in the above notation. If \(A\) is not supersolvable, then \((A, m)\) is not free.

The Euler restriction of a simple free arrangement is not necessarily free shown by Edelman and Reiner in [9]. However, in our setting we can show the following.

**Corollary 5.3.** Let \( A \) be a free arrangement and \( \{X_i\}_{i=0}^{\ell} \) be a heavy flag. Then \( A^{X_i} \) is supersolvable for all \( i = 1, \ldots, \ell - 1 \). In particular, \( A^{X_i} \) is free for all \( i = 1, \ldots, \ell - 1 \).

**Proof.** By Theorem 1.2 the unbalanced multiarrangements \((A^{X_i}, m^{X_i})\) are free and satisfy the conditions of Theorem 5.1. Hence Theorem 5.1 completes the proof.

**Example 5.4.** Let \((A, m)\) be defined by
\[ x^1y^2z^7(x + y)^1(y - z)^2(z - x)^1 = 0. \]
Then \((A, m)\) has the heavy flag \( H := \{z = 0\} \in (A, m) \) and \( \{y = z = 0\} \in (A^H, m^H) \) but it can easily be checked that the arrangement \( A \) is not supersolvable (assume \( \text{char } K \neq 2 \)). Hence, \((A, m)\) can not be free by Corolary 5.2.

Let \( B \) in \( V = K^4 \) be defined by
\[ xyw(x - z)(y - z)(y - w) \prod_{k=-2}^{2} (z - kw) = 0. \]
Then \( B \) has the heavy flag \( H := \{w = 0\} \in B, L := \{w = z = 0\} \in (B^H, m^H) \) and \( K := \{w = z = y = 0\} \in (B^L, m^L) \), with \( m^V(H) = 1, m^H(L) = 5, m^L(K) = 3 \) and \( m^K(0) = 2 \). So the RHS of (1.1) evaluates to \( 1(5 + 3 + 2) + 5(3 + 2) + 3 \cdot 2 = 41 \).

Further, we can compute \( b_2(B) = 41 \), which implies that \( B \) is free with \( \exp(A) = (1, 5, 3, 2) \) by Theorem 1.7.

Hence, Corolary 5.3 implies that the simple arrangements \( B^H \) and \( B^L \) are supersolvable (hence free) as well.
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