GEOMETRY OF THE ANALYTIC LOOP GROUP

CORRADO DE CONCINI, DAVID HERNANDEZ, AND NICOLAI RESHETIKHIN

Abstract. We introduce and study a notion of analytic loop group with a Riemann-Hilbert factorization relevant for the representation theory of quantum affine algebras at roots of unity $U_\epsilon(\hat{g})$ with non-trivial central charge. We introduce a Poisson structure and study properties of its Poisson dual group. We prove that the Hopf-Poisson structure is isomorphic to the semi-classical limit of the center of $U_\epsilon(\hat{g})$ (it is a geometric realization of the center). Then the symplectic leaves, and corresponding equivalence classes of central characters of $U_\epsilon(\hat{g})$, are parameterized by certain $G$-bundles on an elliptic curve.
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1. Introduction

Let $\mathfrak{g}$ be finite dimensional semi-simple Lie algebra and $U_q(\mathfrak{g})$ the corresponding quantized universal enveloping algebras. When $q$ is a formal variable the representation theory of $U_q(\mathfrak{g})$ is very similar to the representation theory of $\mathfrak{g}$. In particular the category of finite dimensional representation is semi-simple and simple (type 1) finite dimensional representations are parameterized by dominant integral weights.

When the formal variable $q$ is specialized at a root of unity $\epsilon$ the representation theory changes drastically. There are many such specializations of $U_q(\mathfrak{g})$. The best known are with divided powers [Lu1] and with the big center [DCK]. In the later case the algebra is a finite module over its center (see [DC, DCK, DCP, DCKP2, En1, En2] and references therein). The center of such a specialization is a finite module over a commutative Hopf algebra which is isomorphic to the algebra of polynomial functions on an affine algebraic Lie group whose Lie algebra is $\mathfrak{g}$. Thus, geometry comes into the picture.

Moreover the representation theory of $U_\epsilon(\mathfrak{g})$ is known to be closely related to that of Lie algebras in positive characteristic [AJS] (see [BMR] for recent results in positive characteristic, and [BaK, Kr] for related results on quantum groups.
at roots of unity). Recently the tensor product decomposition numbers of simple representations in the root of unity case have been studied in [DCPRR].

Affine Kac-Moody algebras \( \hat{\mathfrak{g}} \) are infinite dimensional analogues of semi-simple Lie algebras \( \mathfrak{g} \) [Ka]. They are also central extensions of loop algebras on \( \mathfrak{g} \). They and their quantum counterparts \( \mathcal{U}_q(\hat{\mathfrak{g}}) \), called quantum affine algebras, play an instrumental role in such areas of mathematical physics as conformal field theory and integrable quantum field theories. There are two important classes of irreducible representations of \( \hat{\mathfrak{g}} \) and of \( \mathcal{U}_q(\hat{\mathfrak{g}}) \) for generic \( q \). One class is highest weight representations and the other is finite dimensional representations. While the highest weight representations of \( \mathcal{U}_q(\hat{\mathfrak{g}}) \) are similar to those of \( \hat{\mathfrak{g}} \), finite dimensional representations are quite different, see for example [CP1] and references therein.

Also reduction of finite dimensional modules at roots of 1 have been studied, see for example [CP2, FM, H, N] and references therein.

In this paper we focus on the specialization of \( \mathcal{U}_q(\hat{\mathfrak{g}}) \) to roots of unity with the large center. In contrast with finite dimensional Lie algebras such specializations are not finite modules over their center. The center is an infinitely generated commutative algebra (a polynomial ring with some generators inverted). Finite dimensional representations of \( \mathcal{U}_q(\hat{\mathfrak{g}}) \) have been studied in [BeK]. These representations have trivial central charge. In this sense they are analogues of evaluation representations of loop groups. Here we will focus on representations with generic central charge. (see section 3 for a precise definition of what this means).

As for finite dimensional Lie algebras, the representation theory at roots of unity is closely related to the geometry of the corresponding Lie group, which is in our situation a certain extension of the loop group associated to \( \mathfrak{g} \). There are different topological versions of loop groups. The main purpose of this paper is the introduction of the version best suited for our goals.

The main results of this paper can be summarized as follows:

- First we introduce an analytic version of the loop group as the group of germs of holomorphic maps on the punctured disc. This group has the Riemann-Hilbert factorization (from Birkhoff factorization Theorem), it contains rational loops and admits central extension and the extension by the natural action of \( \mathbb{C}^* \). This Lie group has a natural Poisson Lie structure by the double construction.
- We prove that the center of the specialization of \( \mathcal{U}_q(\hat{\mathfrak{g}}) \) to a root of unity is naturally isomorphic as a Hopf Poisson algebra to a ring of functions on the Poisson dual of the analytic loop group. This geometric realization is first done for \( GL_1 \) and affine \( GL_2 \). For other affine Lie algebras it follows by a reduction to rank 2 argument.
- We prove that the symplectic leaves are parameterized by certain \( G \)-bundles on an elliptic curve. The module of the elliptic curve is determined by the central charge of the quantum affine algebra.

Although in the present paper we focus on the Poisson structure of the center of \( \mathcal{U}_q(\hat{\mathfrak{g}}) \) at roots of unity and on the geometry of the relevant loop groups itself, we have in mind the study of irreducible representations of these algebras with non-trivial corresponding central charge. Such representations are parameterized by finite covers of equivalence classes of holomorphic \( G \)-bundles over elliptic curves.

To sum up, we have a correspondence between the following various objects:
Isomorphism classes of $G$-bundle on an elliptic curve,
↔ Equivalence classes of $q$-difference equations,
↔ Twisted conjugation classes in loop groups,
↔ Symplectic leaves in loop groups,
↔ Equivalence classes of central characters of $\mathcal{U}_q(\hat{g})$.

Note that central characters of $\mathcal{U}_q(\hat{g})$ classify irreducible representations up to a finite cover. As in the finite dimensional case we expect that all irreducible representations for generic central characters will have the same graded dimensions.

As for quantum groups of finite type, one should expect that the study of quantum affine algebras at roots of unity will give an insight to the structure of irreducible representations of affine Lie algebras in positive characteristic.

The present paper is organized as follows: in Section 2 we give reminder on quantum algebras of finite type at roots of unity, Manin triples, Birkhoff factorizations, twisted conjugation orbits and elliptic curves. In Section 3 we recall the definition of quantum affine algebras with central charge and we prove the existence of a Frobenius isomorphism for the specializations at roots of unity (Proposition 3.3 and 3.6). In Section 4 the notion analytic loop, which is the main object studied in the present paper, is introduced with its Poisson group structure. We study a Riemann-Hilbert factorization (Theorem 4.3). In Section 5 we start with the $GL(1)$-case which is relevant for our study as it involves the quantum Heisenberg algebra $\mathcal{U}_q(\hat{gl}_1)$. In particular the elliptic curve $E$ already appears in this case. The main result (Theorem 5.5) identifies the Hopf Poisson structure with the semi-classical limit of the center of $\mathcal{U}_q(\hat{gl}_1)$. The symplectic leaves are described in Proposition 5.7. The next step is the $GL(2)$ (and $SL(2)$) situation studied in Section 6. We study a Riemann-Hilbert factorization of the analytic loop group (Theorem 6.1). In particular we see how the relation between Drinfeld generators appear and the main result is Theorem 6.3 where the Hopf Poisson structure is described. The holomorphic symplectic leaves are parameterized in Theorem 6.8. This case is crucial to study the general case in Section 7 (Theorem 7.1 and 7.2). In Section 8 the applications to representation theory and further projects are discussed.
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2. Some basic notions

In this section we start with some reminders, first of the now standard theory of quantum algebras of finite type at roots of unity, and then of results which will be used in the paper.

2.1. Quantum algebras of finite type at roots of unity. Let $g$ be finite dimensional semi-simple Lie algebra and let us consider the quantum group $\mathcal{U}_q(g)$ (quantum algebra of finite type) specialized at a root of unity $e$ in the sense of De Concini-Kac (we refer to [DCP] for details). Then $\mathcal{U}_q(g)$ has a large center $Z_e(g)$ and is finite over $Z_e(g)$. This is a fundamental property of quantum groups at roots of unity which is not satisfied for a generic parameter of quantization and it allows
to use the classical theory of algebras finite over their center. Moreover as we have a large commutative algebra $Z_\epsilon(g)$, geometry comes naturally into the picture. By the Schur Lemma, we have the central character map:

$$\chi : \text{Spec}(\mathcal{U}_\epsilon(g)) \to \text{Spec}(Z_\epsilon(g))$$

where $\text{Spec}(\mathcal{U}_\epsilon(g))$ is the set of simple representations of $\mathcal{U}_\epsilon(g)$ (they are finite dimensional of bounded dimension as $\mathcal{U}_\epsilon(g)$ is finite over its center). Moreover $\chi$ is surjective, has finite fibers and is bijective on a Zariski dense open subset of $\text{Spec}(Z_\epsilon(g))$. In particular we have a parametrization of generic simple representations by $\text{Spec}(Z_\epsilon(g))$.

An important point is that $Z_\epsilon(g)$ contains a Hopf subalgebra $Z$ of $\mathcal{U}_\epsilon(g)$ with respect to which $\mathcal{U}_\epsilon(g)$ is a free module of rank $\ell\dim g$. $Z$ inherits a Poisson algebra structure from the specialization (semi-classical limit) of the quantum group with generic quantization parameter and $\text{Spec}(Z)$ has a Poisson Lie group structure. $\text{Spec}(Z)$ is then identified, using the double construction, to the Poisson dual group to $G$. The symplectic leaves of $\text{Spec}(Z)$ correspond on one hand to conjugacy classes in $G$, and on the other hand via $\chi$ to equivalence classes of simple representations of $\mathcal{U}_\epsilon(g)$ (the equivalence for a group of automorphism of $\mathcal{U}_\epsilon(g)$).

A remarkable point in this theory is the relevance of the classical Lie group $G$ and its conjugacy classes for the representation theory of a quantum algebra, and how Poisson geometry comes into the picture. We have a correspondence between the various objects:

- Conjugacy classes in $G$,
- $\leftrightarrow$ Symplectic leaves in $\text{Spec}(Z)$,
- $\leftrightarrow$ Equivalence classes of central characters for $\mathcal{U}_\epsilon(g)$,
- $\leftrightarrow$ Equivalence classes of generic representations of $\mathcal{U}_\epsilon(g)$.

This is a very interesting example of interactions between various geometric objects and algebraic representation theory. One of the aims of the present paper is to extend this picture to the affine case. We will see that other geometric objects come into the picture.

2.2. Manin triple and Poisson Lie groups. We give some reminders (see [DCP] for details) about Manin triples and the corresponding Poisson Lie groups.

Consider $(G, H, K)$ Lie groups with $H, K \subset G$ and suppose that we have a Manin triple for the corresponding Lie algebras $(\mathfrak{g}, \mathfrak{h}, \mathfrak{k})$. This means that we have a decomposition $\mathfrak{g} = \mathfrak{h} \oplus \mathfrak{k}$ as vector spaces and we have a non-degenerated, symmetric and invariant bilinear form $(,)$ such that $\mathfrak{h}$, $\mathfrak{k}$ are maximal isotropic. There is an induced Poisson group structure on $H$. Consider $\pi : \mathfrak{g} \to \mathfrak{h}$ the projection with kernel $\mathfrak{k}$, and for $h \in H$ consider $\pi^h : \mathfrak{g} \to \mathfrak{h}$ defined by $\pi^h = \text{Ad}(h^{-1}) \circ \pi \circ \text{Ad}(h)$. For $x, y \in \mathfrak{k}$, we set $\langle x, y \rangle_h = (\pi^h(x), y)$. Then for $f_1, f_2$ functions on $H$, the bracket $\{f_1, f_2\}$ is defined for $h \in H$ by:

$$\{f_1, f_2\}(h) = \langle dl^*_h(df_1(h)), dl^*_h(df_2(h)) \rangle_h,$$

where $l_h : H \to H$ defined by $l_h(g) = hg$ gives an isomorphism

$$dl^*_h : (T_h H)^* \to \mathfrak{h}^* = \mathfrak{k}.$$
Remark 2.1. In the same way for \( \alpha, \beta \) differential forms we can define the function \( \{ \alpha, \beta \} \) by the formula \( \{ \alpha, \beta \}(h) = \langle dl^*_h(\alpha(h)), dl^*_h(\beta(h)) \rangle_h \).

Let \( p : H \to K \setminus G \) be the restriction to \( H \) of the projection to \( K \setminus G \). We suppose that \( G, K, H \) are connected. Then:

**Proposition 2.2.** The symplectic leaves in \( H \) are the connected components of the preimages under \( p \) of the \( K \) orbits in \( K \setminus G \).

If the triple \( (G, H, K) \) is algebraic, namely \( G \) is an algebraic group and \( H \) and \( K \) are algebraic subgroups in \( G \), then the Poisson bracket of two regular functions on \( H \) is again a regular function and the coordinate ring \( \mathbb{C}[H] \) becomes a Poisson Hopf algebra. This means that if we denote by \( \Delta : \mathbb{C}[H] \to \mathbb{C}[H] \otimes \mathbb{C}[H] \) the comultiplication, by \( S : \mathbb{C}[H] \to \mathbb{C}[H] \) the antipode

\[
\Delta([f, g]) = \{ \Delta f, \Delta g \}
\]

with \( \{ f_1 \otimes f_2, g_1 \otimes g_2 \} := f_1 g_1 \otimes f_2 g_2 + \{ f_1, g_1 \} \otimes f_2 g_2 \) for \( f_1, g_1, f_2, g_2 \in \mathbb{C}[H] \).

In what follows in order to compare different Poisson structures we are going to use the following simple facts which we recall here for convenience.

**Lemma 2.3.** Let \( H \) be an algebraic group. Given \( a \in \mathbb{C}[H] \), the left invariant differential form coinciding with \( da \) in \( 1 \) equals \( \sum S(a_{(1)}) da_{(2)} \) (here we use the Sweedler notations \( \Delta(a) = \sum a_{(1)} \otimes a_{(2)} \)).

**Lemma 2.4.** Let \( R, R' \) be the two Poisson Hopf algebras and \( \Psi : R \to R' \) a ring isomorphism. Assume that are given elements \( r_i \in R \) which generate \( R \) as a Poisson algebra and such that:

\[
\forall r \in R, \text{ we have } \Psi(\{ r_i, r \}) = \{ \Psi(r_i), \Psi(r) \},
\]

\[
(\Psi \otimes \Psi)(\Delta(r_i)) = \Delta(\Psi(r_i)),
\]

\[
\Psi(S(r_i)) = S(\Psi(r_i)).
\]

Then \( \Psi \) is an isomorphism of Poisson Hopf algebras.

2.3. Birkhoff factorization. Let \( S_1 = \{ z \in \mathbb{C} ||z| = 1 \} \) be the unit circle. Consider the covering \( (D^+, D^-) \) of the Riemann sphere \( \mathbb{P}_1(\mathbb{C}) \) defined by:

\[
D^+ = \{ z \in \mathbb{C} ||z| \leq 1 \}, \quad D^- = \{ z \in \mathbb{C} ||z| \geq 1 \} \cup \{ \infty \}.
\]

We also denote \( \mathbb{P}_1(\mathbb{C})^* = \mathbb{P}_1(\mathbb{C}) \setminus \{ 0 \} \) and for \( R > 0 \), \( D^R = \{ z \in \mathbb{C} ||z| \leq R \} \) and \( (D^R)^* = D^R \setminus \{ 0 \} \).

We recall that the Lie group \( GL_n(\mathbb{C}) \) is connected and non simply-connected with fundamental group \( \mathbb{Z} \).

Let \( G \) be a finite dimensional complex algebraic group and \( D \) a Cartan subgroup. \( D \) is a maximal torus of dimension \( n \) and so for \( a_1, \cdots, a_n \in \mathbb{Z} \), choosing coordinates in \( D \), we can consider the homomorphism \( \lambda_{(a_1, \cdots, a_n)} : S_1 \to D \) given by coordinates \( (z^{a_1}, \cdots, z^{a_n}) \). In the case of \( GL_n(\mathbb{C}) \) we get maps \( z \mapsto \text{diag}(z^{a_1}, \cdots, z^{a_n}) \).

From a theorem of Birkhoff [B1, B2] we have (we state the version of [PS, Theorem 8.1.2]; it is explained in [PS, Section 8] that it holds for general \( G \)):

**Theorem 2.5.** Let \( \gamma : S_1 \to G \) be a smooth map. Then \( \gamma \) can be factorized in the form:

\[
\gamma = \gamma_- \lambda \gamma_+
\]

where \( \gamma_{\pm} \) can be holomorphically extended to \( D^\pm \) and \( \lambda = \lambda_{(a_1, \cdots, a_n)} \) (where \( a_i \in \mathbb{Z} \)). \( \lambda \) is uniquely determined up to a permutation of the \( a_i \). If \( \lambda = 1 \), the decomposition is unique if we assume that \( \gamma_-(\infty) = 1 \).
This Theorem is a Riemann-Hilbert factorization result and will be used to prove other similar factorizations in what follows. It has many applications, as for example recently in [CM].

2.4. Twisted conjugacy classes and elliptic curves. Let $G$ be a connected complex Lie group and $G(\mathbb{C}^*)_{hol}$ be the group of all holomorphic maps $a : \mathbb{C}^* \to G$ (possibly with an essential singularity at $z = 0$). Fix $\Gamma \in \mathbb{C}^*$ with $|\Gamma| \neq 1$. Set $\Theta = \Gamma^4$. The group $G(\mathbb{C}^*)_{hol}$ is stable for the change of variable $g(z) \mapsto g(z\Theta)$ (the reason of this strange normalization will appear later on). So we can define the twisted conjugation of $G(\mathbb{C}^*)_{hol}$ on itself by:

$$g(z).a(z) = g(\Theta z)a(z)g(z)^{-1}.$$ 

Consider the elliptic curve:

$$\mathcal{E} = \mathbb{C}^*/(z \sim \Theta z).$$

As explained in [EF, BG], Looijenga (unpublished work) proved the following beautiful parametrization of twisted conjugation classes:

**Theorem 2.6.** There is a natural bijection between the set of all twisted conjugacy classes in $G(\mathbb{C}^*)_{hol}$ and the set of isomorphism classes of arbitrary holomorphic $G$-bundles on $\mathcal{E}$.

The bijection is constructed by associating to an element $a(z) \in G(\mathbb{C}^*)_{hol}$ the trivial holomorphic $G$-bundle $\mathbb{C}^* \times G \to \mathbb{C}^*$ on $\mathbb{C}^*$ with $\Theta^Z$-equivariant structure given by the action $(z, g) \mapsto (\Theta z, a(z)g)$.

In fact as mentioned in [BG], this result is directly related to a classification result of $q$-difference equations which is a more natural context for this parameterization.

Suppose that $G(\mathbb{C}^*)_{hol}$ acts on a space $V$ over the field of holomorphic maps $\mathbb{C}^* \to \mathbb{C}^*$. Then for $A(z) \in G(\mathbb{C}^*)_{hol}$ we consider the $q$-difference equation $X(\Theta z) = A(z)X(z)$ where $X(z) \in V$ is unknown. Then $X(z)$ is a solution of the equation if and only if $g(z)X(z)$ is a solution of the equation $Y(\Theta z) = (g(\Theta z)A(z)g(z)^{-1})Y(z)$. So the classification of twisted conjugacy classes is equivalent to the classification of the classes of these $q$-difference equations for the transformation described above.

**Remark 2.7.** A result similar to Theorem 2.6 for the formal loop group is proved in [BG]. We refer to [A, FMW, La] and references therein for vector and $G$-bundles on elliptic curves. We refer to [Et] to other connection between quantum affine algebras and vector bundles on elliptic curves, and to [BEG] for another connection to representation theory.

3. Quantum affine algebras and their specializations

We recall the definition of quantum affine algebras with central charge and we prove the existence of a Frobenius isomorphism for the specializations at roots of unity (Proposition 3.3 and 3.6). A particular attention is given to the quantum Heisenberg algebra $\mathcal{U}_q(\mathfrak{g}_1)$.

For $l \in \mathbb{Z}, r \geq 0, m \geq m' \geq 0$ we define in $\mathbb{Z}[q^\pm]$:

$$[l]_q = \frac{q^l - q^{-l}}{q - q^{-1}}, \quad [r]_q! = [r]_q[r-1]_q \cdots [1]_q, \quad [m]_q^m = \frac{[m]!}{[m-m']_q ![m']_q}.$$
3.1. The quantum Heisenberg algebra $\mathcal{U}_q(\hat{\mathfrak{g}}_1)$. Let us start with the simplest example of quantum affine algebra, that is to say the quantum Heisenberg algebra $\mathcal{U}_q(\mathfrak{gl}_1)$. It is a particular example as $\mathfrak{gl}_1$ is not a simple Lie algebra, but we will see in the following that it is of particular importance for the purposes of the present paper.

**Definition 3.1.** $\mathcal{U}_q(\mathfrak{gl}_1)$ is the $\mathbb{C}(q)$-algebra with generators $h_m$ $(m \in \mathbb{Z} - \{0\})$, $\Lambda^\pm$, central elements $\Gamma^\pm$, $k$, and relations:

$$[h_m, h_{-m}] = \delta_{m,-m} \frac{1}{m} [m]_q \frac{\Gamma^{2m} - \Gamma^{-2m}}{q - q^{-1}}, \quad h_m \Lambda = q^{2m} \Lambda h_m. $$

A priori $k$ does not have an important role in the structure of the algebra as it is central and does not appear in the relations, but its importance will appear in Section 5.2.

We have a Hopf algebra structure on $\mathcal{U}_q(\mathfrak{gl}_1)$ given by:

$$\Delta(h_m) = h_m \otimes \Gamma^{-|m|} + \Gamma^{|m|} \otimes h_m, $$

$$\Delta(\Gamma) = \Gamma \otimes \Gamma, \quad \Delta(\Lambda) = \Lambda \otimes \Lambda, \quad \Delta(k) = k \otimes k, $$

$$S(h_m) = -h_m, \quad S(\Gamma) = \Gamma^{-1}, \quad S(\Lambda) = \Lambda^{-1}, \quad S(k) = k^{-1}, $$

$$\varepsilon(h_m) = 0, \quad S(\Gamma) = S(\Lambda) = S(k) = 1. $$

Let $\epsilon$ be a primitive $\ell$-root of unity ($\ell \geq 3$ is odd). Let us consider the specialization $\mathcal{U}_q(\mathfrak{gl}_1)$ of $\mathcal{U}_q(\mathfrak{gl}_1)$ at $q = \epsilon$. In order to define it we consider the $\mathbb{C}[q^\pm 1]$-subalgebra generated by the $(q - q^{-1})h_m$, $\Lambda^\pm$, $\Gamma^\pm$ and we quotient by the ideal generated by $(q - \epsilon)$.

**Proposition 3.2.** The center of $\mathcal{U}_q(\mathfrak{gl}_1)$ is the algebra $Z_\epsilon(\mathfrak{gl}_1)$ generated by the elements $h_{r\ell}$, $k^\pm$, $\Gamma^\pm$, $\Lambda^\pm$ $(r \in \mathbb{Z} - \{0\})$.

**Proof:** The above elements are clearly central. There is a PBW theorem so we get a basis $\prod_{m \in \mathbb{Z} \setminus \{0\}} h_m^{s_m} \Lambda^t$, $0 \leq t \leq \ell - 1$, $s_m$ a non negative integer, for $\mathcal{U}_q(\mathfrak{gl}_1)$ over $Z_\epsilon(\mathfrak{gl}_1)$.

Then take a linear combination of these basis elements and take the lexicographically largest sequence $(t, s_{1-\ell}, s_{1-\ell+1}, \ldots, s_1, s_{1-\ell-1}, \ldots)$ such that the corresponding monomial appears in the linear combination with non zero coefficient. If $t > 0$ it suffices to commute with $h_1$ to show that the element cannot be in the center. Otherwise we commute with $h_m$ where $-m$ is the first index such that $s_{-m} > 0$. Also in this case we are done. So we remain with the zero sequence which means we are in $Z_\epsilon(\mathfrak{gl}_1)$.

Note that $\mathcal{U}_q(\mathfrak{gl}_1)$ is not a finite module over its center. We denote by $Z_\epsilon$ the subalgebra of the center generated by the $h_{r\ell}$, $k^\pm$, $\Gamma^\pm$, $\Lambda^\pm$ $(r \in \mathbb{Z} - \{0\})$. The center is free of rank $\ell$ over $Z_\epsilon$ and clearly $Z_\epsilon$ is a Hopf subalgebra of $\mathcal{U}_q(\mathfrak{gl}_1)$.

As in [DCKP2, Re, BeK], we can define a Poisson structure on $Z_\epsilon(\mathfrak{gl}_1)$. For $x, y \in Z_\epsilon(\mathfrak{gl}_1)$, we define $\{x, y\} = [\hat{x}, \hat{y}] / (\ell(q^\ell - q^{-\ell}))\text{Mod}(q - \epsilon)$ where $\hat{x}, \hat{y}$ are respective representative of $x, y$ in $\mathcal{U}_q(\mathfrak{gl}_1)$. Clearly $Z_\epsilon$ is a Poisson subalgebra and becomes a Poisson Hopf algebra.

In fact the specialization also makes sense for $\epsilon = 1$: we get a commutative algebra $Z_1 = \mathcal{U}_1(\hat{\mathfrak{g}})$. $Z_1$ is a Poisson Hopf algebra as above (in this case $\ell = 1$).

By using a Frobenius isomorphism, we can see that the structure is independent on $\ell$:
Proposition 3.3. There is a Hopf Poisson algebra isomorphism $Fr : Z_1 \rightarrow Z_c$ defined by
\[ Fr((q - q^{-1})h_m) = \ell(q - q^{-1})h_m, \quad Fr(\Gamma) = \Gamma^\ell, \quad Fr(\Lambda) = \Lambda^\ell. \]

Proof: The relation
\[ [\ell(q - q^{-1})h_m, \ell(q - q^{-1})h_{m'}] = \ell(q - q^{-1})\delta_{m,-m'} \frac{1}{m}[m\ell]_q(\Gamma^{2m\ell} - \Gamma^{-2m\ell}) \]
gives
\[ \{\ell(q - q^{-1})h_m, \ell(q - q^{-1})h_{m'}\} = \delta_{m,-m'} \frac{1}{m}[m\ell]_q(Fr(\Gamma^{2m}) - Fr(\Gamma^{-2m})). \]
This coincides with the relation in $Z_1$:
\[ \{(q - q^{-1})h_m, (q - q^{-1})h_{m'}\} = (\Gamma^{2m} - \Gamma^{-2m})\delta_{m,-m'}. \]
The relation $h_{\ell m}\Lambda^\ell = q^{2m\ell^2}\Lambda^\ell h_{\ell m}$ gives
\[ \{\ell(q - q^{-1})h_m, \Lambda^\ell\} = \frac{q^{2m\ell^2} - 1}{\ell(q^\ell - q^{-\ell})}\Lambda^\ell(\ell(q - q^{-1})h_m) = m\Lambda^\ell(\ell(q - q^{-1})h_m). \]
This coincides with the relation in $Z_1$:
\[ \{(q - q^{-1})h_m, \Lambda\} = m\Lambda(q - q^{-1})h_m. \]
The Hopf algebra structure is clearly preserved by the Frobenius map. \qed

3.2. Definition. Let $\mathfrak{g}$ be a simple Lie algebra, $C = (C_{i,j})_{1 \leq i, j \leq n}$ its Cartan matrix and $\mathfrak{h} \subset \mathfrak{g}$ is a Cartan subalgebra. We set $I = \{1, \ldots, n\}$. $C$ is symmetrizable, that is to say that there is a matrix $D = \text{diag}(r_1, \ldots, r_n)$ ($r_i \in \mathbb{N}^*$) such that $B = DC$ is symmetric. $\Pi = \{\alpha_1, \ldots, \alpha_n\} \subset \mathfrak{h}^*$ is set of the simple roots.

We consider the quantum affine algebra associated to the affine Kac-Moody algebra $\hat{\mathfrak{g}}$. We use the Drinfeld presentation of the algebra $[Dr2, Be]$:

Definition 3.4. $U_q(\hat{\mathfrak{g}})$ is the $\mathbb{C}(q)$-algebra with generators $h_{i, r}$ ($i \in I, r \in \mathbb{Z} - \{0\}$), $x_{i, m}$ ($i \in I, m \in \mathbb{Z}$), $k_i^{\pm 1}$, $\Lambda^{\pm 1}$, central elements $\Gamma^{\pm 1}$, and relations:

\[
[h_{i, m}, h_{j, -m'}] = \delta_{m,-m'} \frac{1}{m}[mB_{i,j}]_q \frac{\Gamma^{2m} - \Gamma^{-2m}}{q - q^{-1}},
\]

\[
h_m\Lambda = q^{2m}\Lambda h_m, \quad x_{m \Lambda} = q^{2m}\Lambda x_m, \quad [k_i, h_m] = [\Lambda, h_m] = 0, \quad k_i^{x_{i, m}}k_i^{-1} = q^{B_{i,j}x_{j, m}},
\]

\[
[h_{i, m}, x_{j, -m'}^{\pm}] = \pm \frac{1}{m}[mB_{i,j}]_q \frac{\Gamma^{\mp|m|}}{q^{r_i} - q^{-r_i}} x_{j, m+m'}^{\pm},
\]

\[
x_{i, m+1}x_{j, m}^{\pm} - q^{B_{i,j}}x_{j, m}^{\pm}x_{i, m+1}^{\pm} = q^{B_{i,j}}x_{i, m}^{\pm}x_{j, m+1}^{\pm} - x_{j, m+1}^{\pm}x_{i, m}^{\pm},
\]

\[
[x_{i, m}^{\pm}, x_{j, -m'}^{\mp}] = \delta_{i,j} \frac{\Gamma^{m-m'}\phi^{+}_{i, m+m'} - \Gamma^{m'-m}\phi^{-}_{i, m+m'}}{q^{r_i} - q^{-r_i}},
\]

\[
\sum_{\pi \in \Sigma, k_0 \cdots k_s} (-1)^k \frac{s!}{k!} x_{i, r_{\pi(1)}}^{\pm} \cdots x_{i, r_{\pi(s)}}^{\pm} x_{j, r_{\pi(s+1)}}^{\pm} \cdots x_{i, r_{\pi(s)}}^{\pm} = 0,
\]
where the last relation holds for all \( i \neq j \), \( s = 1 - C_{i,j} \), all sequences of integers \( r_1, \cdots, r_s \). \( \Sigma_s \) is the symmetric group on \( s \) letters. The \( \phi^\pm_{i,\pm m} \in U_q(\hat{\mathfrak{g}}) \) are defined for \( m \geq 0 \) by the formal power series

\[
\phi^\pm_i(u) = \sum_{m \geq 0} \phi^\pm_{i,\pm m} u^{\pm m} = k_i^{\pm 1} \exp(\pm \sum_{m' \geq 1} (q - q^{-1}) h_{i,\pm m'} u^{\pm m'}),
\]

and we set \( \phi^\pm_{i,\pm m} = 0 \) for \( m < 0 \).

The algebra \( U_q(\mathfrak{g}) \) has a Hopf algebra structure which is defined in terms of the Drinfeld-Jimbo generators (see [CP1]). Let \( \epsilon \) be a primitive \( l \)-root of unity \( (l \geq 3 \) is odd and prime with the \( r_j \)). Let us consider the specialization \( U_\epsilon(\mathfrak{g}) \) of \( U_q(\mathfrak{g}) \) at \( q = \epsilon \): we consider the \( \mathbb{C}[q^{\pm 1}] \)-subalgebra generated by the \((q - q^{-1}) h_m, (q^r - q^{-r}) x^\pm_{i,m}, \Lambda^{\pm 1}, \Gamma^m \) and we quotient by the ideal generated by \((q - \epsilon)\).

3.3. The center and its Poisson structure. Consider the set of real roots of the affine Lie algebra \( \hat{\Delta}^{\kappa} = \Delta + Z\delta \) where \( \Delta \) is the set of roots of \( \mathfrak{g} \) and \( \delta \) generates the imaginary roots. In [Be, Da1] root vectors \( x_\beta \in U_q(\mathfrak{g}) \) \( (\beta \in \hat{\Delta}^{\kappa}) \) are considered. This includes the \( x^\pm_{i,m} = x_{\pm \alpha_i + m\delta} \).

Under some additional condition (see [BeK, Corollary 2.1]), the center of \( U_\epsilon(\mathfrak{g}) \) was calculated in [Da2] and [BeK, Proposition 2.3, Remark 2.3] :

**Theorem 3.5.** \( Z_\epsilon(\mathfrak{g}) \) is generated by the \((x_\beta)^\ell, h_{r\ell}, k_i^{\pm \ell}, \Gamma^{\pm 1}, \Lambda^{\pm \ell} \) \( (\beta \in \hat{\Delta}^{\kappa}, r \in \mathbb{Z} - \{0\}) \).

Remarks :
- \( Z_\epsilon(\mathfrak{s}_2) \) is generated by \((x^\pm_{i,\ell})^\ell, h_{r\ell}, k_i^{\pm \ell}, \Gamma^{\pm 1}, \Lambda^{\pm \ell} \) \( (r \in \mathbb{Z} - \{0\}, m \in \mathbb{Z}) \).

- If \( E_i, F_i, K_i^{\pm 1} (0 \leq i \leq n) \) denote the Drinfeld-Jimbo generators of \( U_\epsilon(\mathfrak{g}) \) which give the Chevalley presentation of \( U_\epsilon(\mathfrak{g}) \), then \( E_\ell, F_\ell, K_\ell \) are in the center.

- \( U_\epsilon(\mathfrak{g}) \) is not of finite rank over its center.

As for \( \mathfrak{gl}_1 \), we define \( Z_\epsilon \) as the subalgebra of the center with the same generators except \( \Gamma^{\pm 2\ell} \) instead of \( \Gamma^{\pm 1} \) and we have a Poisson structure on \( Z_\epsilon(\mathfrak{g}) \) such that \( Z_\epsilon \) is a Poisson subalgebra of \( Z_\epsilon(\mathfrak{g}) \) and a sub Hopf algebra of \( U_\epsilon(\mathfrak{g}) \).

The specialization also makes sense for \( \epsilon = 1 \) and we get a commutative Poisson Hopf algebra \( Z_1 := U_1(\mathfrak{g}) \). We have

**Proposition 3.6.** There is a Hopf Poisson algebra isomorphism \( Fr : Z_1 \to Z_\epsilon \) defined by

\[
Fr((q^{-r} - q^r)x^\pm_{i,m}) = (x^\pm_{i,m})^\ell, \quad Fr((q - q^{-1}) h_{i,m}) = \ell(q - q^{-1}) h_{i,\ell m},
\]

\[
Fr(\Gamma) = \Gamma^\ell, \quad Fr(\Lambda) = \Lambda^\ell.
\]

**Proof:** When \( \Gamma = 1 \), the result is proved in [BeK, Section 3.2] by using results from [Lu2] for the subalgebra without \( \Lambda \). We work with the Drinfeld generators of the Poisson algebra. We can check as for \( \mathfrak{gl}_1 \) that the result is preserved with the additional generator \( \Lambda \). With the \( \Gamma \) it is a little bit more complicated as it appears in various relations between generators. The relations between the \( h_{i,r} \), which are trivial in the \( \Gamma = 1 \) case, give rise to quantum Heisenberg algebras and so can be treated as for \( \mathfrak{gl}_1 \). The relations between the \( x^+_{i,m} \) (resp. \( x^-_{i,m} \)) are not deformed.
For the relations between the $h_{i,m}$ and the $x^\pm_{j,m}$, if $m > 0$ it suffices to replace $x^\pm_{j,m}$ by $\Gamma^{\pm M} x^\pm_{j,m}$, that is to say:

$$[h_{i,m}, x^\pm_{j,m}, \Gamma^{\pm m}'] = \pm \frac{1}{m} [mB_{ij}], (\Gamma^{\pm(m+m')} x^\pm_{j,m+m'}).$$

Then we can use the result with trivial central charge as the relation between the $x^\pm_{j,m}$ is unchanged by the replacement. The case $m < 0$ is treated in the same way by using $\Gamma^{\pm M} x^\pm_{j,m}$ instead of $x^\pm_{j,m}$.

For the relations between the $x^+_{i,m}$ and the $x^-_{i,m}$, we study the case $m + m' \geq 0$ (the case $m + m' \leq 0$ is treated in an similar way). Then we have to use relations of the form

$$[x^+_{i,M}, x^-_{i,M'}, \Gamma^{M-M'}] = \Gamma^{M-M'} \phi^+_{i,M+M'}/(q_i^2 q_i^{-1}) , [h_{i,M}, x^\pm_{i,M}] = \pm [2M] q^{\mp M} x^\pm_{i,M+M'}/M.$$ 

So it suffices to replace as above $x^\pm_{i,m}$ by $\Gamma^{\mp 2} x^\pm_{i,m}$ and to use the result with trivial central charge.

As for the case $\Gamma = 1$, the Hopf algebra structure is clearly preserved on the Drinfeld-Jimbo generators by the Frobenius map.

As a Poisson algebra, $Z_1$ is generated by the Chevalley generators $E_i, F_i, K_i^{\pm 1}$, $\Lambda^{\pm 1} (0 \leq i \leq n)$ as well as by the Drinfeld generators $x^\pm_{i,m}, k_i^{\pm 1}, \Gamma^{\pm}, \Lambda^{\pm}$. Since the isomorphism $Fr$ maps the elements $E_i, F_i, K_i^{\pm 1}, \Lambda^{\pm 1}$ to the elements $E_i', F_i', K_i'^{\pm 1}$, $\Lambda'^{\pm 1} (0 \leq i \leq n)$, it follows that these elements generate $Z_e$ as a Poisson algebra.

4. Analytic loop groups and their extensions

4.1. Loop groups. Let $G$ be a finite dimensional complex algebraic group. We want to define a variant of the notion of the loop group $G$ that is something which should be "morally" a group of maps $S_1 \rightarrow G$.

Given a positive real number $R$ we shall denote by $D^*_R$ the pointed disk of radius $R$ i.e.

$$D^*_R = \{ z \in \mathbb{C} | 0 < |z| \leq R \}.$$ 

Take a finite dimensional complex manifold $M$. Consider pairs $(R, f)$ where $f : D^*_R \rightarrow M$ is a continuous map holomorphic in the interior of $D^*_R$. Two such pairs $(R, f)$ and $(R', f')$ are said to be equivalent if there exists $R'' \leq \min (R, R')$ such that $f|_{D^*_R''} = f'|_{D^*_R''}$. An equivalence class is called a germ of a holomorphic map on the punctured disc with values in $M$. In the following we will just write $f$ for $(R, f)$ and denote by $LM$ the set of germs of holomorphic maps on the punctured disc with values in $M$.

When the target manifold is the field of complex numbers $\mathbb{C}$ we set $\mathcal{L} := L\mathbb{C}$ and we have

**Lemma 4.1.** [ADCKP] There is a canonical decomposition :

$$\mathcal{L} = \mathcal{L}^+ \oplus \{ f \in \mathcal{L}^- | f(\infty) = 0 \}$$

where $\mathcal{L}^+$ is the space of germs of holomorphic functions around zero and $\mathcal{L}^-$ the space of holomorphic functions on $\mathbb{P}^1 \setminus \{0\}$ such that $f(\infty) = 0$.

A topology on $\mathcal{L}$ is defined in [ADCKP, Section 1] as the product topology of a Fréchet topology on $\mathcal{L}^-$ and a topology on $\mathcal{L}^+$ seen as a direct limit as $R$ goes to zero of the Banach spaces of holomorphic functions on $D^R$. We get a locally convex
topological vector space. In power series we can write $f \in \mathcal{L}$ as $f = \sum_{n \in \mathbb{Z}} f_n z^n$, $f_n \in \mathbb{C}$ and $f^+ = \sum_{n \geq 0} f_n z^n$, $f^- = f - f^+$.

Using this, we see that if $U \subset \mathbb{C}^n$ is an open set, then $LU$ is an open set in $\mathcal{L}^n$. It is then not hard to see that $LM$ has the structure of an infinite dimensional complex manifold based on $L$. When $G$ is a complex Lie group, we can give $LG$ the structure of an infinite dimensional complex Lie Group by defining charts as follows (see [PS]). Take a open neighborhood $A$ of the identity element in $G$ which is homeomorphic by the exponential map to an open neighborhood $\tilde{f}$ of $0$ in the Lie algebra $g$ of $G$. Then we can identify $LA$ with $L\tilde{A}$ via the exponential map. At this point for any $g \in LG$ we can translate $LA$ using right multiplication by $g$ to the neighborhood $LA_g := LA \cdot g$. The collection $\{LA_g\}$ gives the desired atlas for $LG$.

**Definition 4.2.** The infinite dimensional complex Lie group $LG$ is the analytic loop group of the group $G$.

From this it is then immediate that the Lie algebra $\mathfrak{L}g$ of $LG$ coincides with $Lg$ with the obvious Lie algebra structure. We define as above $\mathfrak{L}g^\pm \subset \mathfrak{L}g$.

There are various reasons to choose this definition. Let us list the three which we consider relevant for this paper.

1) The group of rational functions $G(z)$ that is the group of $\mathbb{C}(z)$-rational points embeds in $LG$. This is clear since any $G$ valued rational map $\tilde{g}$ is defined outside a finite subset in $\mathbb{C}$. Hence can be restricted to a map $\mathcal{D}_{R} \to G$ for a small enough $R$. By a similar argument $LG$ also contains the group of $G$ valued holomorphic maps on $\mathbb{C}^*$.

2) $\mathbb{C}^*$ acts on $LG$ by rescaling. Indeed take $g \in LG$ and fix a representative $(R, f)$ for $g$. Given $\gamma \in \mathbb{C}^*$ define $f^\gamma : D_{R/\gamma} \to G$ by $f^\gamma(z) = f(\gamma z)$. The equivalence class of $(R/\gamma, f^\gamma)$ depends only on $g$ and defines and element $g^\gamma \in LG$.

3) $LG$ naturally contains the subgroup $LG^+$ consisting of germs of $G$ valued holomorphic map around zero and the subgroup $LG^-$ consisting of $G$ valued holomorphic functions on $\mathbb{P}^1 \setminus \{0\}$ whose Lie algebras are $\mathfrak{L}g^+$ and $\mathfrak{L}g^-$ respectively.

In order to justify our definition we will briefly discuss different versions of loop groups studied in the literature and we are going to explain some of their properties and point out some of their drawbacks with respect the purposes of the present paper.

4.1.1. **Formal loop group.** The formal loop group $G((z))$ consists of invertible complex valued formal Laurent series in $z$.

Formal loop groups are of fundamental importance, as for example in the geometric Langlands program [F]. However, they do not work for our purposes for several reasons. The main reason is that although at the Lie algebra level formal power Laurent series $\mathfrak{g}((z))$ factorize into $z^{-1} \mathfrak{g}[z^{-1}] \oplus \mathfrak{g}[[z]]$, there is no such factorization at the level of Lie groups so there is no analog of property 3).

4.1.2. **Smooth Loop group.** The smooth loop group $L(G)$ consists of smooth maps $S_1 \to G$. $L(G)$ is considered in [PS] (we refer to this book as well as to [Fa1] for details about its structure of infinite dimensional Lie group).

There is an action by rescaling of $S_1$ on $L$ and so the change of variable makes sense for $|\gamma| = 1$, but for general $\gamma \in \mathbb{C}^*$ this makes no sense. So Property 2) is not satisfied.
However let us explain some properties of $L(G)$ which will be useful in the following.

Notice that an analogue of property 3) is satisfied taking as $L^\pm$ the subgroups of those $f \in L$ which are the boundary value of an holomorphic map $D^\pm \to G$. For $f \in L^\pm$ and $z \in D^\pm$ we still denote the extension of $f$ to $D^\pm$ by $f(z)$.

Theorem 2.5, gives a Riemann-Hilbert factorization of $f \in L$ in the form $f = f_+ + \lambda f_-$ where $f_\pm \in L^\pm$.

### 4.1.3. Holomorphic loop group

The holomorphic loop group $G_{hol}$ consists of holomorphic maps $\mathbb{C}^* \to G$.

The holomorphic loop group does not have the drawbacks mentioned above but on the other hand does not contain rational maps i.e. it does not satisfy our condition 1). Since rational maps are known to have particular importance in the representation theory of quantum affine algebras (see the discussions in [BeK] in the root of unity case, but also from the results in the restricted cases in [CP2] involving Drinfeld polynomials) it is important to consider our larger group $LG$ in what follows.

### 4.1.4. Riemann-Hilbert factorization

Let $G$ be a reductive complex algebraic group, $\mathfrak{g}$ be its Lie algebra, $D$ a maximal torus in $G$, $B^+, B^-$ opposite Borel subgroups with respect to a choice of positive roots so that $D = B^+ \cap B^-$. $U^\pm \subset B^\pm$ the corresponding unipotent subgroups. We set $\mathfrak{d} = \text{Lie}(D)$, $\mathfrak{b}_\pm = \text{Lie}(B^\pm)$, $\mathfrak{n}_\pm = \text{Lie}(U^\pm)$.

Passing to $LG$ we obtain inclusions of $LD$, $LB^\pm$, $LU^\pm$ into $LG$.

Let us now prove a Riemann-Hilbert factorization for $LG$.

#### Theorem 4.3.

An element $f \in LG$ can be written in the form $f = f_+ + \lambda f_-$ where $f_\pm \in LG^\pm$, $f_-(\infty) = 1$ and $\lambda$ is a one parameter subgroup of $D$, that is the germ of a homomorphism $\lambda : \mathbb{C}^* \to D$.

**Proof:** There is $R > 0$ such that $f$ is defined on $(D_R)^*$. Then $F(z) = f(zR)$ is in the smooth loop group $L(G)$ and can be extended to an holomorphic map $D^+ - \{0\} \to G$. We decompose $F = F^+ + F^-$ by using Theorem 2.5 for the smooth loop group where $\lambda$ is the restriction to $S^1$ of a one parameter subgroup in $D$. Then as $F^+$ and $F$ can be extended to an holomorphic map $D^+ - \{0\} \to G$, $F^-$ can be extended to an holomorphic map $F_1(\mathbb{C}) \setminus \{0\} \to G$. Now consider $f^+(z) = F^+(zR^{-1})\lambda(R^{-1})$, $f^-(z) = F^-(zR^{-1})$ as elements of $LG$ defined on $(D_R^*)^*$. Then in $LG$ we have $f = f^+\lambda f^-$. \qed

### 4.2. Extensions

Let $LG^0$ be the connected component of the origin in $LG$ (remark that if $G$ is simply connected then $LG^0 = LG$). Let us define a central extension $\tilde{LG}$ of $LG^0$. For each $R > 0$, by using the construction in [PS, Section 4] we have a central extension of the group of holomorphic maps $(D_R^*)^* \to G$ (as a topological space it is a non-trivial fiber bundle over the group with the circle as fibers). The construction relies on a 2-cocycle which does not depend on a rescaling, so the central extensions are compatible for various $R$ and we get a central extension $LG$ of the Lie group $LG^0$. Moreover the rescaling action $\tau : \mathbb{C}^* \to \text{Aut}(LG^0)$ can be lifted to an action $\tau : \mathbb{C}^* \to \text{Aut}(LG)$.

Then we consider an extension $\tilde{G}$ of $LG$. As a manifold $\tilde{G} = \tilde{LG} \times \mathbb{C}^*$. For $f, g \in LG$ we put

$$(f, \Gamma)(g, \Gamma') = (\tau(\Gamma')^{-1})(f)(\Gamma(g), \Gamma\Gamma').$$
The Lie algebra of $\hat{G}$ is the following extension $\hat{\mathfrak{g}}$ of $\mathfrak{Lg}$ (analog to the extension of the standard loop algebra, see [Ka]). As a topological vector space $\hat{\mathfrak{g}} = \mathfrak{Lg} \oplus \mathbb{C} \oplus \mathbb{C}d$. For $f, g \in \mathfrak{Lg}$, $\lambda, \lambda', \mu, \mu' \in \mathbb{C}$, the bracket is given by:

$$\left[ f + \lambda c + \mu d, g + \lambda' c + \mu' d \right] = \text{Res}_{z=0}(B(g, df))c - \mu' z \frac{df}{dz} + \mu z \frac{dg}{dz},$$

where $B$ is an invariant bilinear form obtained from an invariant bilinear non-degenerated form on $\mathfrak{g}$. We set $LG^{0, \pm} = LG^0 \cap LG^\pm$ and we define in the same obvious way $L^{\pm, \pm}, \hat{G}^{\pm}$.

4.3. A **Manin triple**. Starting from the Lie algebra $\hat{\mathfrak{g}}$ of the Lie group $\hat{G}$ we are going to construct a Manin triple. The definition of the triple is motivated by the Riemann-Hilbert factorization in Theorem 4.3.

We write $0^{-1} = \infty$. Let us consider the following connected Lie groups:

$$\hat{G} = \hat{G} \times \hat{\mathfrak{g}},$$

$$H = \{(f_+, \Lambda, \Gamma), (f_-, \Lambda^{-1}, \Gamma^{-1}) \in \hat{G}| f_\pm \in LG^\pm, f_\pm(0^{\pm 1}) \in h^{\pm 1}U^\pm, h \in D\},$$

$$K = \{(F, F)| F \in \hat{G}\}.$$

**Remark 4.4.** *A priori the group $H$ can not be defined as above as the central extension of $LG^0$ is given by non-trivial fiber bundles. But it follows from the construction in [PS, 6.6] the central extension is canonically trivial when restricted to $LG^{0, +}$ or to $LG^{0, -}$ (a canonical section is given by the determinant in [PS, 6.6]). So the group $H$ is well-defined and the formula for $H$ given above makes sense.*

Notice that $LG^{0, +} \cap LG^{0, -}$ consists of holomorphic maps $\mathbb{P}_1(\mathbb{C}) \to G$ and so it reduces to $G$. In particular $H \cap K \cong (\mathbb{Z}/2\mathbb{Z})^{n+2}$. Let us consider the respective Lie algebras of $\hat{G}$, $H$ and $K$:

$$\hat{\mathfrak{h}} = \hat{\mathfrak{g}} \times \hat{\mathfrak{g}},$$

$$\mathfrak{h} = \{(a_+, \lambda c + \mu d) \oplus (a_-, -\lambda c - \mu d) \in \hat{\mathfrak{g}}| a_\pm \in \mathfrak{Lg}^\pm, a_\pm(0^{\pm 1}) \in \pm d + \mathfrak{g}, d \in \mathfrak{d}\},$$

$$\hat{\mathfrak{K}} = \{g \oplus g| g \in \hat{\mathfrak{g}}\}.$$

As for usual Kac-Moody algebras [Ka] we have:

**Lemma 4.5.** *The bilinear form on $\hat{\mathfrak{g}}$ defined by $(f, g) \in \mathfrak{g}, \lambda, \mu, \lambda', \mu' \in \mathbb{C}$ : $(f + \lambda c + \mu d, g + \lambda' c + \mu' d) = \text{Res}_{z=0}(B(f, dg)) + \lambda \mu' + \mu \lambda'$, is symmetric, invariant and non degenerated.*

**Proof:** The symmetry is clear. For the invariance, as $\text{Res}_{z=0}B(g, df)$ is antisymmetric, we have:

$$([f + \lambda c + \mu d, g + \lambda' c + \mu' d], h + \lambda'' c + \mu'' d)$$

$$= (\text{Res}_{z=0}(B(g, df))c - \mu' z \frac{df}{dz} + \mu z \frac{dg}{dz}, h + \lambda'' c + \mu'' d)$$

$$= -\mu' \text{Res}_{z=0}B(h, df) + \mu \text{Res}_{z=0}(B(h, dg)) + \mu' \text{Res}_{z=0}B(g, df)$$

$$= (f + \lambda c + \mu d, \text{Res}_{z=0}(B(h, dg))c - \mu'' z \frac{dg}{dz} + \mu' z \frac{dh}{dz})$$

$$= (f + \lambda c + \mu d, [g + \lambda' c + \mu' d, h + \lambda'' c + \mu'' d]).$$

For the non-degeneracy, suppose that for any $g + \lambda' c + \mu' d \in \hat{\mathfrak{g}}$ we have:

$$(f + \lambda c + \mu d, g + \lambda' c + \mu' d) = 0.$$
As \( \det(\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}) \neq 0 \) we have clearly \( \lambda = \mu = 0 \). Write \( f = \sum_{n \in \mathbb{Z}} a_n z^n \). Then \( B(a_n, b) = 0 \) for any \( b \) so \( f = 0 \).

Using the bilinear form previously defined on \( \hat{\mathfrak{g}} \), we get a bilinear form on \( \hat{\mathfrak{g}} \) setting for \( a, b, c, d \in \hat{\mathfrak{g}} \):

\[
(a \oplus b, c \oplus d) = (a, c) - (b, d).
\]

**Proposition 4.6.** \( (\hat{\mathfrak{g}}, \hat{\mathfrak{h}}, \hat{\mathfrak{r}}) \) is a Manin triple with respect to the bilinear form \( \langle -, - \rangle \).

**Proof:** First as \( \langle -, - \rangle \) is non degenerated, symmetric and invariant on \( \hat{\mathfrak{g}}, \langle -, - \rangle \) has the same properties on \( \hat{\mathfrak{g}} \).

We have \( \hat{\mathfrak{g}} = \mathfrak{h} \oplus \mathfrak{r} \). Indeed if \( (f + \lambda c + \mu d) \oplus (g + \lambda' c + \mu' d) \in \mathfrak{h} \cap \mathfrak{r} \), then \( \lambda = \lambda' = 0 \) and in the same way \( \mu = \mu' = 0 \). We also have \( f = g \in \mathfrak{g}^+ \cap \mathfrak{g}^- \) and so \( f \) is constant. But \( f(0) = g(\infty) \in (\mathfrak{n}_+ + d) \cap (\mathfrak{n}_- - d) \) and so \( f = g = 0 \). For \( a \oplus b \in \hat{\mathfrak{g}} \), let us write \( a = a_++a_-+\lambda c+\mu d \) and \( b = b_++b_-+\lambda' c+\mu' d \) where \( a_\pm, b_\pm \in \mathfrak{g}^\pm \), \( (a_\pm)_0 = (b_\pm)_0 = 0 \) and \( a_0, b_0 \in \mathfrak{g} \). Let us write \( a_0 = a_0^++a_0^-+\lambda c_0+\mu d_0 \), \( b_0 = b_0^++b_0^-+\lambda c_0+\mu d_0 \) where \( a_0^\pm, b_0^\pm \in \mathfrak{n}_\pm \) and \( a_0^0, b_0^0 \in \mathfrak{g} \). Then let :

\[
\begin{align*}
  c &= a_- + b_+ + b_0^+ + a_0^+ (a_0^- + b_0^- + (\lambda + \lambda')c + (\mu + \mu')d)/2, \\
  d &= a_+ - b_- + a_0^- - b_0^+ + (a_0^+ - b_0^- + (\lambda - \lambda')c + (\mu - \mu')d)/2, \\
  e &= b_+ - a_+ - b_0^- + a_0^- + (b_0^+ - a_0^+ + (\lambda' - \lambda)c + (\mu' - \mu)d)/2.
\end{align*}
\]

We have \( c \oplus e \in \mathfrak{h} \) and \( d \oplus e \in \mathfrak{r} \), and \( a \oplus b = (c \oplus e) + (d \oplus e) \).

Let us show that \( \mathfrak{h}, \mathfrak{r} \) are maximal isotropic. Let \( a \oplus b \in \hat{\mathfrak{g}} \) such that \( (a \oplus b, h \oplus h) = 0 \) for any \( h \in g l_2 \). So \( (a - b, h) = 0 \) for any \( h \in \hat{\mathfrak{g}} \). So \( a = b \) and \( a \oplus b \in \mathfrak{r} \). Let \( a \oplus b \in \hat{\mathfrak{g}} \) such that \( (a \oplus b, d \oplus e) = 0 \) for any \( d \oplus e \in \mathfrak{h} \). We can suppose that \( a = b \). So \( (a, d - e) = 0 \), that is to say \( (a, h) = 0 \) for any \( h \in \hat{\mathfrak{g}} \) and \( a = 0 \).

As \( \hat{\mathfrak{g}} \) is graded by finite dimensional vector spaces, we have an isomorphism \( \mathfrak{r} \simeq \mathfrak{h}^* \). In the following we identify the two spaces (see [ES, Section 6.1] for Manin triples in the infinite dimensional case).

From the construction in Section 2.2, we have a Poisson group structure on \( H \). One of the main result of the present paper is a geometric realization of \( Z \), in terms of the geometry of \( H \) : we prove that \( Z \) is isomorphic as a Hopf Poisson algebra to an algebra of functions on \( H \) that is a ring of maps (which are polynomial in coordinates corresponding to the Drinfeld generators) which separate points. The proof is based on a reduction to rank 1 and 2, that is why we first study in more details \( GL_1 \) and \( GL_2, SL_2 \). From now on whenever the group \( G \) and its Lie algebra have been specified we shall denote \( LG \) simply by \( L \).

5. **Quantum Heisenberg Algebra and \( GL_1 \) Analytic Loop Group**

In this section we treat the case of \( GL_1 \). It is of particular importance as the quantum Heisenberg algebra appears in this situation, and with this toy example we see why a new notion of analytic loop group is necessary for our study and how the elliptic curve \( E \) comes into the picture. Moreover in this case most of the structures can be written very explicitly.
Remark 5.3. We have the following "twisted" commuting relation:

\( (z^n e^f, \Lambda, \Gamma') \cdot (\Lambda', \Gamma') = x (\Gamma^2 z^m e^{g(z\Gamma'})^2 \Lambda', \Gamma') \cdot ((\Gamma')^{-2} z^m e^{f(z-\Gamma')^{-2}}, \Lambda, \Gamma) \)

where \( x \) is the central element:

\[ x = (1, \exp(2(\frac{d}{dz}(f(z)))g(z\Gamma'))_{-1}, 1) \]
In \( \hat{\mathfrak{gl}}_1 = \mathcal{L} \oplus \mathbb{C}c \oplus \mathbb{C}d \), from Remark 5.3, for \( f, g \in \mathcal{L}, \lambda, \lambda', \mu, \mu' \in \mathbb{C} \), the bracket is given by:

\[
[f + \lambda c + \mu d, g + \lambda' c + \mu' d] = \text{Res}_{z=0}(gdf)c - \mu' z \frac{df}{dz} + \mu z \frac{dg}{dz}.
\]

We consider \( G\hat{L}_1, H, K \). We have moreover the descriptions:

\[
H = \{(f_+, \Lambda, \Gamma), (f_-, \Lambda^{-1}, \Gamma^{-1})\} \in GL_1 [f_+ \in (L^0)^{\pm}, f_+(0) = f_-(\infty)^{-1}],
\]

\[
\mathfrak{h} = \{(a + \lambda c + \mu d) \oplus (b - \lambda c - \mu d) \in \hat{\mathfrak{gl}}_1 | a \in \mathcal{L}^+, b \in \mathcal{L}^-, a(0) = -b(\infty) \}.
\]

5.2. Poisson Bracket. The Manin triple constructed in the previous sections should induce a Poisson bracket of suitable rings of functions on the groups \( H \) and \( K \) and give them the structure of Poisson Lie groups. We are going to analyze the case of the group \( H \).

An element \( h \in H \) can be written uniquely as

\[
h = ((a \sum_{n>0} a_n z^n, \lambda, \gamma),(a^{-1} e \sum_{n<0} a_n z^n, \lambda^{-1}, \gamma^{-1})) \in H.
\]

\( a, \lambda, \gamma \in \mathbb{C}^*, a_n \in \mathbb{C} \) for \( n \in \mathbb{Z} \setminus \{0\} \). We then define the functions \( k, \Lambda, \Gamma, h_m, m \in \mathbb{Z} \setminus \{0\} \) by

\[
k(h) = a, \quad \Lambda(h) = \lambda, \quad \Gamma(h) = \gamma, \quad h_m(h) = a_m.
\]

We now take the ring \( \mathbb{C} [H] \) as the ring of functions on \( H \) which are polynomials in the functions \( h_m, k^{\pm 1}, \Lambda^{\pm 1}, \Gamma^{\pm 1} \). It is clear that as a ring \( \mathbb{C} [H] \) is just the polynomial ring \( \mathbb{C} [\Lambda, \Gamma, k, h_m]_{m \in \mathbb{Z} \setminus \{0\}} \) with \( k, \Lambda, \Gamma \) inverted.

Thus by mapping each of the generators of \( \mathbb{C} [H] \) to the corresponding generator of the reduction \( Z_1 \) of \( \mathcal{U}_q(\mathfrak{gl}_1) \) at \( q = 1 \) considered in section 3, we get an obvious isomorphism \( \Phi : \mathbb{C} [H] \to Z_1 \).

Using the definition of the product on \( H \) we immediately get the following Lemma whose proof we leave to the reader.

Lemma 5.4. Let \( h, h' \in H \). Then

\[
k(hh') = k(h)k(h'), \quad \Lambda(hh') = \Lambda(h)\Lambda(h'), \quad \Gamma(hh') = \Gamma(h)\Gamma(h'),
\]

\[
h_m(hh') = h_m(h)\Gamma^{-|m|}(h') + \Gamma^{-|m|}(h)h_m(h'),
\]

\[
k(h^{-1}) = k(h)^{-1}, \quad \Lambda(h^{-1}) = \Lambda(h)^{-1}, \quad \Gamma(h^{-1}) = \Gamma(h)^{-1}, \quad h_m(h^{-1}) = -h_m(h),
\]

\[
k(1) = 1, \quad \Lambda(1) = 1, \quad \Gamma(1) = 1, \quad h_m(1) = 0,
\]

for each \( m \in \mathbb{Z} \setminus \{0\} \). In particular we get a Hopf algebra structure on \( \mathbb{C} [H] \) with respect to which \( \Phi \) is an isomorphism of Hopf algebras.

Our second task is the computation of the Poisson bracket of two elements in \( \mathbb{C} [H] \) with respect to the Poisson structure induced by the Manin triple.

The main result of this Section is

Theorem 5.5. The Poisson bracket of two elements in \( \mathbb{C} [H] \) lies in \( \mathbb{C} [H] \). Furthermore \( \Phi : \mathbb{C} [H] \to Z_1 \) is an isomorphism of Poisson Hopf algebras.

Proof: In the following, to simplify notations we are going to write, for \( h \in H \), just \( \Gamma, \Lambda, h_m \) for \( \Gamma(h), \Lambda(h), h_m(h) \).

Fix \( h, h' \in H \). By Lemma 5.4 we have for \( m > 0 \):

\[
h_m(hh') = h_m(h)(\Gamma(h'))^{-m} + (\Gamma(h))^m h_m(h'),
\]
We deduce:

\[ dl_h^*(dh_m) = \Gamma^m dh_m - h_m m \Gamma^{-1} d\Gamma \in \mathfrak{h}^* \]

\[ = (\Gamma^m z^{-m} - h_m mc) \oplus (\Gamma^m z^{-m} - h_m mc) \in \mathfrak{k}. \]

In the same way for \( m < 0 \):

\[ dl_h^*(dh_m) = -((\Gamma^{-m} z^{-m} + h_m mc) \oplus (\Gamma^{-m} z^{-m} + h_m mc)). \]

So for \( m > 0 \) we get that \( Ad(h)(dl_h^*(dh_m)) \) is equal to:

\[ \exp(h_+)z^{-m}\exp(-h_+)-h_m mc \oplus \exp(h_-)\Gamma^{3m} z^{-m}\exp(-h_-)-h_m mc \]

\[ =z^{-m}\Gamma^{-m} \oplus \Gamma^{3m} z^{-m} - h_m mc. \]

This implies:

\[ \pi(Ad(h)(dl_h^*(dh_m))) = (0 \oplus (\Gamma^{3m} - \Gamma^{-m}) z^{-m}) + mh_m(c \oplus (-c))/2, \]

\[ \pi_h(dl_h^*(dh_m)) = (0 \oplus (\Gamma^m - \Gamma^{-3m}) z^{-m}) + mh_m(c \oplus (-c))/2. \]

So for \( m' > 0 \) we have \( \{h_m, h_{m'}\} = 0 \) and for \( m' < 0 \):

\[ \{h_m, h_{m'}\} = \Gamma^{-m'}(\Gamma^m - \Gamma^{-3m})(z^{-m}, z^{-m'}) = (\Gamma^{2m} - \Gamma^{-2m}) \delta_{m,-m'}. \]

In the same way \( \{h_m, h_{m'}\} = 0 \) for \( m, m' < 0 \), and for \( m, m' \in \mathbb{Z} - \{0\} \):

\[ \{h_m, h_{m'}\} = (\Gamma^{2m} - \Gamma^{-2m}) \delta_{m,-m'}. \]

We have for \( h, h' \in H \)

\[ \Lambda(hh') = \Lambda(h)\Lambda(h'), \Gamma(hh') = \Gamma(h)\Gamma(h'), k(hh') = k(h)k(h'). \]

So the images by \( dl_h^* \) respectively of \( d\Gamma, d\Lambda, dk \) are:

\[ d\Gamma = \Gamma(c \oplus (-c)) , dl_h^*(d\Lambda) = d\Lambda = \Lambda(d \oplus (-d)) , dl_h^*(dk) = k(1 \oplus 1)/2. \]

So \( \{\Gamma, \mathbb{C}[H]\} = \{k, \mathbb{C}[H]\} = 0 \), and for \( m \neq 0 \):

\[ \{h_m, \Lambda\} = m\Lambda h_m. \]

This proves all our claims. \( \square \)

5.3. **Symplectic leaves.** In this section we describe the symplectic leaves of \( H \) (Proposition 5.7). We also see how an elliptic curve comes into the picture.

5.3.1. **Description.** Consider the map

\[ \gamma : \tilde{GL}_1 \to \tilde{GL}_1 , \gamma(a, b) = a^{-1}b. \]

We have remarked that \( H \cap K = (\mathbb{Z}/2\mathbb{Z})^3 \) and we claim that the restriction of \( \gamma \) to \( H \) is a Galois covering with group \( H \cap K \). Indeed for \( f^\pm \in \Sigma^\pm \) without constant term and \( \alpha, \Lambda, \Gamma \in \mathbb{C}^\ast \), we have

\[ \gamma^{-1}(\{\alpha^2 e_f^+ + f_- , \Lambda^2, \Gamma^2\}) \]

\[ = \{\{e_1^{-1}e_f^+, \epsilon_2 \Lambda^{-1}, \epsilon_3 \Gamma^{-1}\}, (e_1 \alpha e_f^-, \epsilon_2 \Lambda, \epsilon_3 \Gamma\}\}, \epsilon_1, \epsilon_2, \epsilon_3 \in \mathbb{Z}/2\mathbb{Z}. \}

Thus two elements in the fiber differ by multiplication times \( \{(e_1, \epsilon_2, \epsilon_3), (e_1, \epsilon_2, \epsilon_3)\} \in H \cap K \).

We have a commutative diagram:

\[ \begin{array}{ccc}
H & \xrightarrow{i} & \tilde{GL}_1 \\
\gamma \downarrow & & \downarrow p \\
\tilde{GL}_1 & \xleftarrow{j} & K \setminus \tilde{GL}_1
\end{array} \]
where \( i \) is the inclusion, \( p \) is the projection and \( j \) is the obvious isomorphism. By Proposition 2.2, the symplectic leaves of \( H \) are the connected components of the preimages under \( p \circ i \) of \( K \) orbits in \( K \setminus GL_1 \), thus they are the connected components of preimages under \( \gamma \) of conjugacy classes in \( GL_1 \). \( \Gamma \) is preserved along the symplectic leaves of \( H \) since it could only change his sign. So fix the value of \( \Gamma \) and assume that \( \Gamma \) is not a root of unity.

We have

**Lemma 5.6.** Let \( h = (e^f, \lambda, \Gamma) \in GL_1 \). Assume that \( \Gamma \) is not a root of unity. Then \( h \) is conjugated to a unique element of the form \( (\alpha, \lambda', \Gamma) \) with \( \alpha \in \mathbb{C} \).

*Proof.* Write \( f = \sum_{n \in \mathbb{Z}} a_n z^n \). If we take an element \( (e^g, \mu, \rho) \) with \( g = \sum_{n \in \mathbb{Z}} c_n z^n \) and we conjugate by it, we get that \( h \) is transformed into the element

\[
(e^{g(z^\rho^{-1} \Gamma)} + f(z^\Gamma^2) - g(z^\Gamma), \tilde{\lambda}, \rho)
\]

where \( \tilde{\lambda} \) is a suitable explicit non zero complex number. If we expand \( g(z^\Gamma^{-1}) + f(z^\Gamma^2) - g(z^\Gamma) = \sum_{n \in \mathbb{Z}} b_n z^n \) we get that for every integer \( n \)

\[
b_n = c_n \rho^n (\Gamma^{-n} - \Gamma^n) + a_n \rho^{2n}.
\]

If for \( n \neq 0 \) we take

\[
c_n = \frac{a_n \rho^n}{\Gamma^n - \Gamma^{-n}}
\]

which we can do since \( \Gamma \) is not a root of unity. We have conjugated \( h \) to an element of the form \( (\alpha, \lambda', \Gamma) \).

It remains to see that these elements are pairwise non conjugated. In fact for \( (\alpha, \lambda, \Gamma) \) conjugated by \( (e^g, \mu, \rho) \) to another such element, \( g \) is constant by the above computation, and the resulting element is \( (\alpha, \lambda', \Gamma) \). \( \square \)

Let us now assume we are in the generic case \(|\Gamma| \neq 1 \). In the next Proposition, we compute explicitly the middle term, and so we get an explicit description of the symplectic leaves :

**Proposition 5.7.** The symplectic leaves of \( H \) are the \((H_{\alpha, \Lambda})_{\alpha, \Lambda \in \mathbb{C}^*}\) where

\[
H_{\alpha, \Lambda} = ((\alpha^{-1}, \Lambda^{-1}, 1), (\alpha, \Lambda, 0)) H_{1,1}
\]

and \( H_{1,1} \) is equal to the set of elements of the form :

\[
((e^{f_+(t)} \exp(- \sum_{n \neq 0} \frac{n(f)_n (f^{-n}_n)}{2(1 - \Gamma^{-4n})^2}), \Gamma^{-1}), (e^{f_-(t)} \exp(\sum_{n \neq 0} \frac{n(f)_n (f^{-n}_n)}{2(1 - \Gamma^{-4n})^2}), \Gamma)) \in H
\]

where \( f_\pm \in \mathcal{L}^\pm \), \( f_-(\infty) = f_+(0) = 0 \), and \( f = f_+ - f_+ \in \mathcal{L} \).

*Proof.* First remarks that in the formulas of the lemma the middle term is well defined. Indeed let \( R > 0 \) such that \( f_+ \) is holomorphic on \( D_R \). We know that \( f_- \) is holomorphic on \( \mathbb{P}_1(\mathbb{C})^* \). So the term equal to

\[
- \sum_{n > 0} \frac{n(f)_n R^n}{(1 - 2n \Gamma^{-2n})^2} ((f)_- n R^{-n} \Theta^n) - \sum_{n < 0} \frac{n(f)_n R^{-n}}{(1 - 2n \Gamma^{-2n})^2} ((f)_n R^n \Theta^n).
\]

is a convergent sum.

Let \( \alpha, \Lambda \in \mathbb{C}^* \) and consider the following element

\[
h = ((\alpha^{-1}, \Lambda^{-1}, \Gamma^{-1}), (\alpha, \Lambda, \Gamma)) \in H.
\]
Let \( \tilde{g} = (e^{g(t)}, \Lambda', \Gamma') \in \tilde{GL}_1 \) where \( \Lambda', \Gamma' \in \mathbb{C}^* \) and \( g \in \mathfrak{L} \). Then we have
\[
\tilde{g}^{-1} \gamma(h) = (\alpha^2 e^{-g(t\Gamma')}, \Lambda^2(\Lambda'^{-1}), \Gamma^2(\Gamma'^{-1}),
\]
where \( F(t) = g(t\Gamma^2 (\Gamma'^{-1})) - g(t\Gamma^{-2} (\Gamma'^{-1})) \) and
\[
\Lambda'' = \Lambda^2 \exp(-\frac{d}{dt}(g(t\Gamma^2 (\Gamma'^{-1}))) g(t\Gamma^2 (\Gamma'^{-1})))^{-1}.
\]
We get the result as \( (F)_n = (g)_n(\Gamma')^{-n}(\Gamma^{2n} - \Gamma^{-2n}) \).

5.3.2. **Elliptic curve.** The symplectic leaves are parameterized by \( \mathbb{C}^* \times \mathbb{C}^* \). In fact if we consider the whole loop group \( L \) instead of \( L^0 \), we have additional elements \( z^n \) for \( n \neq 0 \). The conjugation by these elements changes \( \alpha \) to elements in \( \alpha \Theta^Z \) and we get a parametrization by \( \mathcal{E} \times \mathbb{C}^* \) where \( \mathcal{E} \) is the elliptic curve defined in Section 2. Such parameterizations related to \( \mathcal{E} \) will appear as well for other types.

6. **Analytic loop group for \( GL_2 \) and \( SL_2 \)**

In this section we treat the case of \( GL_2 \). This case is crucial as we will see in the last section that the general result can be proved by using a reduction to this case. We study a Riemann-Hilbert factorization of the analytic loop group (Theorem 6.1). In particular we see how the relation between Drinfeld generators appear and the main result is Theorem 6.3 where the Poisson structure is identified with the semi-classical limit of the center of the quantum affine algebra. The holomorphic symplectic leaves are parameterized in Theorem 6.8.

6.1. **Analytic loop group.** \( SL_2 \subset GL_2 \) is simply-connected, \( LSL_2 \subset LGL_2 \) is connected, but \( LGL_2 \) is not.

Remark: in addition to the good properties that we have already discussed, \( LGL_2 \) includes elements of the form \( A + z^{\pm 1}B \) with \( \det(A) \neq 0 \). So \( LSL_2 \) contains elements of the form \( (A + z^{\pm 1}B)(\det(A + z^{\pm 1}B))^{-\frac{1}{2}} \).

We can consider the Fourier coefficients \( \mathcal{F} = \{ \mathcal{F}_n \}_{n \in \mathbb{Z}} \) of elements in \( LGL_2 \). In the following \( \mathcal{F}_n(f) \) will be denoted by \( (f)_n \).

In this case the Riemann-Hilbert factorization takes the form:

**Theorem 6.1.** An element \( f \in LGL_2 \) can be written in the form
\[
f = f_+ \text{diag}(z^{n_1}, z^{n_2}) f_-
\]
where \( f_\pm \in LGL_2^\pm, n_1, n_2 \in \mathbb{Z} \).

Remark : \( n(f) = n_1 + n_2 \) is uniquely determined by \( f \) as it is equal to \( n(\det(f)) \) in the sense of the section on \( GL_1 \). It is the winding number (as defined for example in [HSW, Section 13]). Moreover \( n_1(f) = n_1 \) and \( n_2(f) = n_2 \) are also uniquely determined by \( f \) (Theorem 2.5). As for the case of usual loops, we have:

**Lemma 6.2.** The connected component of 1 in \( LGL_2 \) is
\[
LGL_2^0 = \{ f \in LGL_2 | n(f) = 0 \}.
\]

**Proof:** The connected component of 1 is included in \( \{ f \in LGL_2 | n(f) = 0 \} \). Then for \( f \in LGL_2 \), we have from Theorem 6.1
\[
f = \frac{f_+}{(\det(f_+))^\frac{1}{2}}(\text{diag}(z^{n_1}, z^{-n_1})(\det(f_+))\det(f_-))^\frac{1}{2} \frac{f_-}{(\det(f_-))^\frac{1}{2}}.
\]
Note that the root square can be chosen so that it is well-defined on the connected domain where the respective det are non zero. As $LSL_2$ is connected, it suffices to prove that $(\det(f_+\det(f_-))^\frac{1}{2}I_2$ is in the connected component of the identity. This follows from the $GL_1$-case studied above. \hfill \Box

6.2. Poisson bracket. In order to prove Theorem 6.3, we are now going to compute more explicitly the bracket defined in Section 2.

We use the strategy of [DCP]: we compute left invariant forms. We treat in this section the case $SL_2$, the results are analog for $GL_2$ (with modifications explained at the end of the Section).

An element $M \in SL_2$ can be written in the form $M = e^{M_+}e^{M_0}e^{M_-}$ where $M_\pm \in \mathfrak{n}^\pm$, $M_0 \in \mathfrak{d}$ if and only if $M_{1,1} \neq 0$ (this is the big cell of $SL_2$). In the same way we can consider the big cell of $H$, that is to say of elements $h \in H$ written in the form:

$$h = ((\exp(h^+_1)\exp(h^0_1)\exp(h^-_1),\Lambda,\Gamma), (\exp(h^+\exp(h^0)\exp(h^-)),\Lambda^{-1},\Gamma^{-1}))$$

where $h^+_1$ (resp. $h^-_1$, $h^0_1$) have value in $\mathfrak{n}^+$ (resp. $\mathfrak{n}^-$, $\mathfrak{d}$).

Thus, $\Lambda, \Gamma, \exp(h^+\exp(h^0)\exp(h^-))$ depend only of $h$ and so give maps $\Lambda, \Gamma : H \to C^*$ and $k : H \to C^*$ (for $\Lambda$ see Remark 4.4). But this is not a problem as we do not compute anything for the central elements here.

Remark 4.4. But this is not a problem as we do not compute anything for the central elements here.

In order to prove Theorem 6.3, we are now going to compute more explicitly the bracket defined in Section 2.

We work with the coordinate ring $C[H] = C[\Lambda^\pm,\Gamma^\pm, k^\pm, x^\pm, h_r]_{m \in \mathbb{Z}, r \in \mathbb{Z}, \Gamma = \{0\}}$ of maps which are polynomial in the $\Lambda^\pm, \Gamma^\pm, k^\pm, x^\pm, h_r$. The main result of this Section is:

**Theorem 6.3.** The Poisson bracket of two elements in $C[H] \in C[H]$. Furthermore $C[H]$ and $Z(sL_2)$ are isomorphic as Poisson Hopf algebras.

First note that for two elements in $SL_2$ of the form:

$$A \in (e^{aX}e^{bH}, e^{cX}, \Gamma), B = (e^{d'X}e^{b'H}, e^{c'X}, \Gamma'),$$

we have formally:

$$AB \in (\exp(X_-(a(t) + \frac{e^{-2b(t')(b'(t)^2)})}{1 + e(t(t')^2)a'(t(t')^2)}))$$

$$\times \exp(H_-(b(t'(t)^{(-1)}) + b'(t)^2 + ln(1 + a'(t')(t')^{-1})(e(t(t')^{-1}))))$$

$$\times \exp(X_-(e'(t) + \frac{e^{-2b(t'(t)^{-1})}}{1 + e(t(t')^{-2})a'(t(t')^{-2})})C^*, \Gamma')$$

$$A^{-1} \in (\exp(X_+(-a(t) - \frac{e^{2b(t(t)^{-1})}}{1 + e(t(t')^2)a(t(t')^2)}))$$

$$\times \exp(H(-b(t) + ln(1 + e(t)(e^{2b(t)}(a(t^{-1}))))\times \exp(X_+\frac{e^{2b(t)}(e(t(t'))}{1 + e(t(t')^2)a(t(t')^2)})C^*, \Gamma^{-1}).$$

Here we use an abuse of notation by writing $C^*$ for the central extension (see Remark 4.4). But this is not a problem as we do not compute anything for the central elements here.

We define $x^+\pm(z), h^+\pm(z) \in C[H][[z]]$ and $x^-\pm(z), h^-\pm(z) \in C[H][[z^{-1}]]$:

$$x^\pm,\pm(z) = \sum_{m>0} x^\pm_{\mp m} z^\pm m \in z^\pm C[z^\pm],$$

where $x^\pm = \sum_{m>0} x^\pm_{\mp m} z^\pm m$.
For a formal variable $X$ the following. For a give some technical results on series with two parameters which will be useful in

We have:

This gives the result. The proof is analog for the other forms.

The left invariant differential forms respectively coinciding in

By using Lemma 2.3, we get that

Note that all formulas involved in the Lemma make sense in $\mathbb{C}[H][[[z^{\pm 1}]]]$ in an obvious way.

**Lemma 6.4.** We have:

\[
\Delta(x^{\pm,-}(z)) = x^{\pm,-}(z) \otimes 1 + \frac{(\phi^\pm)^{-1}(z \Gamma^{\pm 1}) \otimes x^{\pm,-}(z \Gamma^{\pm 2} \otimes 1)}{1 + x^{\pm,-}(z \otimes \Gamma^{\pm 2}) \otimes x^{\pm,-}(z \Gamma^{\pm 2} \otimes 1)},
\]

\[
\Delta(x^{\pm,+}(z)) = 1 \otimes x^{\pm,+}(z) + \frac{x^{\pm,+}(z \otimes \Gamma^{\mp 2}) \otimes (\phi^\pm)^{-1}(z \Gamma^{\mp 1})}{1 + x^{\pm,+}(z \otimes \Gamma^{\mp 2}) \otimes x^{\pm,-}(z \Gamma^{\mp 2} \otimes 1)},
\]

\[
\Delta(h^\pm(z)) = h^\pm(z \otimes \Gamma^{\mp 1}) \otimes 1 + 1 \otimes h^\pm(z \Gamma^{\pm 1} \otimes 1) \\
\pm 2 \ln(1 + x^{\pm,+}(z \Gamma^{\pm 1} \otimes \Gamma^{\mp 1}) \otimes x^{\pm,-}(z \Gamma^{\mp 1} \otimes \Gamma^{\pm 1})),
\]

\[
\Delta(k) = k \otimes k, \Delta(\Gamma) = \Gamma \otimes \Gamma,
\]

\[
S(x^{\pm,-}(z)) = -\frac{\phi^\pm(z \Gamma^{\mp 1})x^{\pm,-}(1 \otimes \Gamma^{\pm 2})}{1 + x^{\pm,+}(z \otimes \Gamma^{\mp 2}) \otimes x^{\pm,-}(z \Gamma^{\pm 1} \otimes \Gamma^{\mp 1})},
\]

\[
S(x^{\pm,+}(z)) = -\frac{\phi^\pm(z \Gamma^{\pm 1})x^{\pm,+}(z \otimes \Gamma^{\pm 2})}{1 + x^{\pm,+}(z \otimes \Gamma^{\pm 2}) \otimes x^{\pm,-}(z \otimes \Gamma^{\pm 1})},
\]

\[
S(h^\pm(z)) = -h^\pm(z) \pm 2 \ln(1 + x^{\pm,+}(z \Gamma^{\pm 1})x^{\pm,-}(z \Gamma^{\mp 1}) \phi^\pm(z)),
\]

\[
S(k) = k^{-1}, S(\Gamma) = \Gamma^{-1}.
\]

Note that all formulas involved in the Lemma make sense in $\mathbb{C}[H][[[z^{\pm 1}]]]$. The left invariant differential form coinciding with $dk$ in $1$ is $k^{-1}dk$. We have:

**Lemma 6.5.** The left invariant differential forms respectively coinciding in $1$ with $d(x^{\pm,-}(z)), d(x^{\pm,+}(z)), d(h^\pm(z))$ are equal modulo $\mathbb{C}[H][[[z]]]\Gamma^{-1}d\Gamma$ to:

\[
d_{+,,-}(z) = \phi_+(z \Gamma^{-1})d(x^{\pm,-})(z \Gamma^{-2}),
\]

\[
d_{+,,+}(z) = d(x^{\pm,+}(z)) + x^{\pm,+}(z)d(h^+)(z \Gamma^{-1})
\]

\[
-\phi_+(z \Gamma^{-1})(x^{\pm,+}(z))^2d(x^{\pm,-})(z \Gamma^{-2}),
\]

\[
d_+(z) = d(h^+(z \Gamma^{-1})) - 2 \phi_+(z \Gamma^{-1})x^{\pm,+}(z)d(x^{\pm,-}(z \Gamma^{-2})).
\]

**Proof:** By using Lemma 2.3, we get that $d_{+,,-}(z \Gamma^{-1})$ is equal modulo $\mathbb{C}[H][[[z]]]\Gamma^{-1}d\Gamma$ to:

\[
\frac{S(\phi^+)(z \Gamma^{-1})(1 + S(x^{\pm,+})(z \Gamma^{-2})x^{\pm,-}(z \Gamma^{-2}))d(x^{\pm,-})(z \Gamma^{-2})}{(1 + S(x^{\pm,+})(z \Gamma^{-2})x^{\pm,-}(z \Gamma^{-2}))^2}
\]

\[
-\frac{S(\phi^+)(z \Gamma^{-1})x^{\pm,+}(z \Gamma^{-2})S(x^{\pm,+})(z \Gamma^{-2})d(x^{\pm,-})(z \Gamma^{-2})}{(1 + S(x^{\pm,+})(z \Gamma^{-2})x^{\pm,-}(z \Gamma^{-2}))^2}.
\]

This gives the result. The proof is analog for the other forms.

We now use these forms to compute brackets and to prove Theorem 6.3. Let us give some technical results on series with two parameters which will be useful in the following. For a a smooth map $S_1 \to \mathbb{C}$ and $m \in \mathbb{Z}$, we denote by $(a)_{\geq m}$ the truncation of $a$ at $m$, that is the smooth map such that $((a)_{\geq m})_p = (a)_p$ if $p \geq m$ and $((a)_{\geq m})_p = 0$ otherwise. We use an analogous definition for $(a)_{\geq m}, (a)_{\leq m}, (a)_{< m}$. For a formal variable $X$, $a(X)$ denotes the formal sum $\sum_{r \in \mathbb{Z}} a_r X^r$. 

\[
X^{\pm,\mp}(z) = \sum_{m \geq 0} x^{\mp,\pm}_m z^{\pm m} \in \mathbb{C}[[z^{\pm 1}]],
\]

\[
h^{\pm}(z) = \sum_{m > 0} h^{\pm m} z^{\pm m} \in z^{\pm 1}\mathbb{C}[[z^{\pm 1}]].
\]
Lemma 6.6. Let \( a, e \) be smooth maps \( S_1 \rightarrow \mathbb{C} \) such that \((a)_m = (e)_m = 0\) for \( m < 0 \). Then:

\[
\sum_{m, m' \geq 0} w^{m'} z^{m} (e(a)_{\geq m})_{m+m'} = e(w) \sum_{m, m' \geq 0} w^{m'} z^{m} (a)_{m+m'},
\]

\[
\sum_{m, m' \geq 0} w^{m'} z^{m} (e(a)_{\leq m})_{m+m'} = a(z) \sum_{m, m' \geq 0} w^{m'} z^{m} (e)_{m+m'},
\]

\[
\sum_{m \geq 0, m' > 0} w^{m'} z^{m} (e(a)_{\leq m})_{m+m'} = a(z) \sum_{m \geq 0, m' > 0} w^{m'} z^{m} (e)_{m+m'}.
\]

Proof: For the first equality, the left term is equal to:

\[
\sum_{m, m' \geq 0, r \geq 0} w^{m'} z^{m} e^{m-r} a_{m+r}
\]

\[
= \sum_{m' \geq 0} \sum_{r \geq 0} e^{m-r} w^{m'-r} (\sum_{m \geq 0} w^{r} z^{m} a_{m+r}),
\]

which is equal to the right term.

For the second equality the left term is equal to:

\[
\sum_{m, m' \geq 0, r \leq m} w^{m'} z^{m} e^{m+r} a_{m-r}
\]

\[
= \sum_{m \geq 0} \sum_{r \leq m} z^{r} a_{r} (\sum_{m' \geq 0} w^{m'} z^{m-r} e^{m'-m+r}),
\]

which is equal to the right term.

The last equality is proved in the same way. \( \square \)

We use similar notations and results for germs of analytic maps on the punctured disc. Now let us prove Theorem 6.3:

Proof: For the Poisson algebra isomorphism, this is a consequence of Lemma 6.5: as we have left invariant forms it suffices to compute the brackets at 0. Let us write in details the computation for the following formulas which hold in \( Z(\mathfrak{sl}_2) \) (other brackets are computed in the same way):

1. \( \{x_{-m}, x_{-m'}\} = 2 (\sum_{r \leq m} x_{-r} x_{-m-r} - \sum_{r \leq m} x_{-r} x_{-m-r}) \) for \( m, m' \geq 0 \).
2. \( \{x_{-m}, h_{-m'}\} = -4 \Gamma^{m'} x_{-m-m'} \) for \( m \geq 0, m' > 0 \).
3. \( \{x_{-m}, x_{+m'}\} = -2 \Gamma^{m-m'} ((\phi^+(t))^{-1})_{m+m'} \) for \( m \geq 0, m' > 0 \).
4. \( \{k, x_{-m}\} = 2 k x_{-m} \).

For any \( h \in H \) we have:

\[
\{(d_{+, -}(z), d_{+}(w))\}(h) = (\pi_h((dx_{+, -})(z)), ((dh)_0)(w))\).
\]

As \((dx_{+, -})(z) = 2 \sum_{m \geq 0} (zt^{-1})^m (X_+ \oplus X_+)\), the first member of \( \pi_h((dx_{+, -})(z)) \) is:

\[
2 \sum_{m \geq 0} (h_+)^{-1} (zt^{-1} \Gamma^{-2})^m \left( -(x_{+,-}(t) \phi^+(t \Gamma))_{\geq m} \right) \left( \phi^+(t \Gamma) \right)_{\geq m} (x_{+,-}(t) \phi^+(t \Gamma))_{\geq m} h_+ + \sum_{m \geq 0} (h_+)^{-1} (zt^{-1} \Gamma^{-2})^m (x_{+,-}(t) \phi^+(t \Gamma))_{m} H h_+.
\]

By computing \( \{(d_{+, -}(z), d_{+}(w))\} \) we get:

\[
\phi^+(z \Gamma^{-1}) \phi^+(w \Gamma^{-1}) \{(x_{+, -})(z \Gamma^{-2}), (x_{+, -})(w \Gamma^{-2})\}
\]

\[= 2 \sum_{m, m' \geq 0} w^{m'} z^{m} (\phi^+(t \Gamma^{-1}))_{\geq m} (x_{+,-}(t \Gamma^{-2})(x_{+,-}(t \Gamma^{-2}) \phi^+(t \Gamma^{-1}))_{\geq m} - (x_{+,-}(t \Gamma^{-2})^2 \phi^+(t \Gamma^{-1}))_{\geq m} - x_{+,-}(t \Gamma^{-2})^2 (\phi^+(t \Gamma^{-1}))_{\geq m} + m, m')
\]

\[= 2 \sum_{m, m' \geq 0} w^{m'} (zt^{-1})^m (x_{+,-}(t \Gamma^{-2}) \phi^+(t \Gamma^{-1}))_{m} (x_{+,-}(t \Gamma^{-2}) \phi^+(t \Gamma^{-1}))_{m} + m, m'
\]

\[= 2 \sum_{m, m' \geq 0} w^{m'} z^{m} (\phi^+(t \Gamma^{-1}))_{\geq m} (x_{+,-}(t \Gamma^{-2}) \phi^+(t \Gamma^{-1}))_{\geq m} + m, m'.
\]

By computing \( \{(d_{+, -}(z), d_{+}(w))\} \) we get:

\[
\phi^+(z \Gamma^{-1}) \phi^+(w \Gamma^{-1}) \{(x_{+, -})(z \Gamma^{-2}), (x_{+, -})(w \Gamma^{-2})\}
\]

\[= 2 \sum_{m, m' \geq 0} w^{m'} z^{m} (\phi^+(t \Gamma^{-1}))_{\geq m} (x_{+,-}(t \Gamma^{-2})(x_{+,-}(t \Gamma^{-2}) \phi^+(t \Gamma^{-1}))_{\geq m} - (x_{+,-}(t \Gamma^{-2})^2 \phi^+(t \Gamma^{-1}))_{\geq m} - x_{+,-}(t \Gamma^{-2})^2 (\phi^+(t \Gamma^{-1}))_{\geq m} + m, m')
\]

\[= 2 \sum_{m, m' \geq 0} w^{m'} (zt^{-1})^m (x_{+,-}(t \Gamma^{-2}) \phi^+(t \Gamma^{-1}))_{m} (x_{+,-}(t \Gamma^{-2}) \phi^+(t \Gamma^{-1}))_{m} + m, m'
\]

\[= 2 \sum_{m, m' \geq 0} w^{m'} z^{m} (\phi^+(t \Gamma^{-1}))_{\geq m} (x_{+,-}(t \Gamma^{-2}) \phi^+(t \Gamma^{-1}))_{\geq m} + m, m'.
\]
+ \phi^+(z_{\Gamma^{-1}}) \{d(x^{+,-}(z_{\Gamma^{-2}}),d(h^{+}(w_{\Gamma^{-1}}))) - 2x^{+,+}(w)\{d_{+,\,-}(z),d_{-,\,+}(w)\}\}

By computing \{d_{+,\,-}(z),d_{+,\,+}(w)\} we get:

\phi^+(z_{\Gamma^{-1}}) \{d(x^{+,-}(z_{\Gamma^{-2}}),d(h^{+}(w_{\Gamma^{-1}}))) - 2x^{+,+}(w)\{d_{+,\,-}(z),d_{+,\,+}(w)\}\}

and so the following expression equivalent to Formula (3):

\{x^{+,-}(z),x^{+,+}(w)\} = -2 \sum_{m \geq 0, m' > 0} w^{m'} (\Gamma^2 z^m (\phi^+(t_{\Gamma^{-1}})))_{m+m'}.

By computing \{d_{+,\,-}(z),d_{+,\,+}(w)\} we get:

k^{-1} \phi^+(z_{\Gamma^{-1}}) \{d(x^{+,-}(z_{\Gamma^{-2}}),d_{+,\,+}(w))\} = -2 \sum_{m \geq 0} z^{-m} \Gamma^{-m} [\phi^+(t_{\Gamma}) x^{+,-}(t)]_m.

and so Formula (4) follows.

We have a Poisson algebra isomorphism. Now we prove the compatibility with the Hopf algebra structure. First in \mathbb{C}[H] we get the formulas:

\Delta(x_0^+) = 1 \otimes x_0^+ + x_0^+ \otimes k, \Delta(x_0^-) = x_0^- \otimes 1 + k^{-1} \otimes x_0^-,

\Delta(x_1^+k) = (x_1^+ k^{-1}) \otimes k^{-1} + 1 \otimes (x_1^- k^{-1}), \Delta(x_1^- k) = k \otimes (x_1^+ k) + (x_1^- k) \otimes 1,

S(x_0^+) = -k^{-1} x_0^+, S(x_0^-) = -k x_0^-, S(x_1^+ k) = -x_1^-, S(x_1^- k) = -x_1^-.
But in $Z(\hat{\mathfrak{sl}_2})$, $x_0^+, x_0^-, x_1^+ k^{-1}, x_1^+ k$ correspond to the Chevalley generators. As we have an isomorphism of Poisson algebras, they are also generators in $\mathbb{C}[H]$ and we can conclude with Lemma 2.4.

Remark: if we replace $\text{SL}_2$ by $\text{GL}_2$, we get an isomorphism with $\mathcal{U}(\mathfrak{gl}_2)$ instead of $\mathcal{U}(\mathfrak{gl}_2)$ where $\mathcal{U}(\mathfrak{gl}_2)$ is defined for example as in [FR, Section 3]. In this case additional coordinates $k_2, k_2, r$ are obtained from the coefficients of $\exp(h_2^0)$.

### 6.3. Symplectic leaves and elliptic curves.

In this Section we study the symplectic leaves of $H$ and we see how they are related to $G$-bundle on $E$.

Consider the map

$$\gamma : H \to S\hat{\mathcal{L}}_2, \quad \gamma(a, b) = a^{-1}b.$$ 

The image of $\gamma$ consists of elements $f \in S\hat{\mathcal{L}}_2$ satisfying $n_1(f) = n_2(f) = 0$ and such that $f_-(\infty)f_+(0)$ lies in the big cell (here $n_1, n_2, f_+, f_-$ have been defined in Theorem 6.1). $\gamma$ is a 2 to 1 covering of its image. Indeed for $f^\pm \in S\hat{\mathcal{L}}_2^\pm$ without constant term, $A \in S\mathcal{L}_2$ in the big cell, $A, \Gamma \in \mathbb{C}^*$, we have

$$\gamma^{-1}((f^+^{-1}A f_-, \Lambda^2, \Gamma^2)) = \{(\epsilon_1 B^{-1} f_+, \epsilon_2 A^{-1}, \epsilon_3 \Gamma^{-1}), (\epsilon_1 C f_-, \epsilon_2 A, \epsilon_3 \Gamma)\}|_{\epsilon_1, \epsilon_2, \epsilon_3 \in \mathbb{Z}_2^3},$$

where

$$B = \begin{pmatrix} \beta & 0 \\ \Lambda_2 A^{-1} \beta & \beta \end{pmatrix}, \quad C = \begin{pmatrix} \beta & A_2 \beta^{-1} \\ 0 & \beta_2 \end{pmatrix},$$

and $\beta, -\beta$ are the square roots of $A_{1,1}$.

We have the following situation :

$$S\hat{\mathcal{L}}_2 \xrightarrow{\gamma} H \to S\hat{\mathcal{L}}_2 \to K \setminus S\hat{\mathcal{L}}_2,$$

and let us denote $p : H \to K \setminus S\hat{\mathcal{L}}_2$ the restriction to $H$ of the projection to $K \setminus S\hat{\mathcal{L}}_2$. From Proposition 2.2 we have :

**Proposition 6.7.** The symplectic leaves of $H$ are the connected components of the preimages under $\gamma$ of conjugacy classes in $S\hat{\mathcal{L}}_2$.

The value of $\Gamma$ is preserved along the symplectic leaves of $H$. As for $\text{GL}_1$, let us consider the generic case : $|\Gamma| \neq 1$. We suppose that $\Gamma$ is fixed (note that for the case $|\Gamma| = 1$, which is more complicated and not treated in the present paper, the classification of $q$-difference equations which is closely related to the classification of conjugacy orbits is discussed in [DV]).

As mentioned before, several subgroups of $H$ are relevant from the representation theoretical point of view. Notably the subgroup $H_{\text{hol}}$ (resp. $H_{\text{rat}}, H_{\text{mer}}, H_{\text{pos}}$) of holomorphic maps on $\mathbb{C}^*$ (resp. of rational maps, of meromorphic maps, of germs well defined at 0). We have corresponding symplectic leaves and analog subgroups of $S\hat{\mathcal{L}}_2 : S\hat{\mathcal{L}}_{2,\text{hol}}, S\hat{\mathcal{L}}_{2,\text{rat}}, S\hat{\mathcal{L}}_{2,\text{mer}}, S\hat{\mathcal{L}}_{2,\text{pos}}$.

As an illustration let us concentrate on $S\hat{\mathcal{L}}_{2,\text{hol}}$ (the other cases are analog, but additional analytic results should be proved to treat them with the same precision; for example more general analytic situations are considered in [DV, PR]).

**Theorem 6.8.** The holomorphic symplectic leaves are parameterized by :

$$\{\text{Isomorphism classes of holomorphic } SL_2\text{-bundles on } \mathcal{E}\} \times \mathbb{Z}_2 \times \mathbb{C}^*.$$
Proof: The term \( Z^2 \) comes from the covering for the upper left coefficient of the matrix, and the term \( C^* \) for the coefficient corresponding to \( \Lambda \). Then the intersection of a conjugacy class in \( \hat{SL}_2 \) with \( \hat{SL}_{2\text{hol}} \) is equal to the conjugacy class in \( SL_{2\text{hol}} \). Indeed from a relation \( f(z\Theta) = h(z)f(z)g(z)^{-1} \) where \( g, h \) are holomorphic on \( C^* \), it is clear that \( f \) is holomorphic on \( C^* \) as \( |\Gamma| \neq 1 \). So the result follows from Theorem 2.6.

We do not describe here explicitly the symplectic leaves as for the \( GL_1 \) case, but general results for generic holomorphic leaves will be given in Section 7. Let us give a few more precise results which can be proved in this case.

An element of \( SL_2 \) is said to be lower triangular (resp. upper triangular, diagonal) if its first term has values in lower triangular (resp. upper triangular, diagonal) matrices. An element of \( SL_2 \) is said to be constant if its first term is a constant germ. A symplectic leaf is said to be diagonal if its image by \( \gamma \) is contained in a conjugacy class which contains a diagonal element (we use the same terminology for conjugacy classes). In the following, for \( \alpha \) a germ of holomorphic map from the punctured disc to \( C^* \) we denote \( D_\alpha = \text{diag}(\alpha, \alpha^{-1}) \). Consider \( \mathcal{E}' = \mathcal{E}/(z \sim z^{-1}) \).

**Lemma 6.9.** The diagonal symplectic leaves are parameterized by \( \mathcal{E}' \times \mathbb{Z}_2 \). A generic conjugacy class in \( SL_2 \) containing a lower (resp. upper) triangular \( f \) such that \( n_1(f) = n_2(f) = 0 \) is diagonal.

Proof: We prove that for \( \alpha, \alpha' \in C^* \), \( \Lambda, \Lambda' \in C^* \), the elements \( (D_\alpha, \Lambda, \Theta) \) and \( (D_{\alpha'}, \Lambda', \Theta) \) are in the same conjugacy class if and only if \( \Lambda = \Lambda' \) and \( \alpha \in (\alpha'\Theta^2) \cup ((\alpha')^{-1}\Theta^2) \).

First we look at the if part. From conjugation by \( \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) \), it suffices to consider the case \( \alpha \in \alpha'\Theta^2 \). This case follows from conjugation by \( D_2 \) (the central extension part is not modified for such elements).

Now suppose that \( (D_\alpha, \Lambda, \Theta) \) and \( (D_{\alpha'}, \Lambda', \Theta) \) are conjugated by the element \( (A, 1, 1) \) (we can suppose that the last two term are equal to 1).

Suppose that \( A_{2,1} = 0 \). Then we have \( \alpha A_{1,1}(z)A_{1,1}^{-1}(z\Theta) = \alpha' \). So \( A_{1,1}(z) = \gamma z^n \) where \( \gamma \in C^*, n \in \mathbb{Z} \) and we have \( \alpha = \Theta^n\alpha' \). Let us look at the central extension term. We have \( -\alpha \gamma z^n A_{1,2}(z\Theta) + \alpha^{-1} A_{1,2}(z)\gamma z^n \Theta^n = 0 \). If \( A_{1,2}(z) = 0 \) the result follows from the discussion on the "if" part. If \( A_{1,2}(z) \neq 0 \), then \( A_{1,2}(z) = \delta z^m \) where \( \alpha^2 = \Theta^{(n-m)} \). But by the discussion for the "if" part, we can suppose that \( \alpha^2 = 1 \). So \( n = m \) and \( A = D_{z^n} \left( \begin{array}{cc} \gamma & \delta \\ 0 & \gamma^{-1} \end{array} \right) \). So the involved multiplications do not change the central charge and the result follows. The case \( A_{1,2} = 0 \) is treated in the same way.

Suppose that \( A_{2,2} = 0 \). Then we have \( \alpha^{-1} A_{2,1}(z)A_{2,1}^{-1}(z\Theta) = \alpha' \). So \( A_{2,1}(z) = \gamma z^n \) where \( \gamma \in C^*, n \in \mathbb{Z} \) and we have \( \alpha^{-1} = \Theta^n\alpha' \). Let us look at the central extension term. We have \( -\alpha \gamma z^n A_{1,1}(z\Theta^n + \alpha^{-1} A_{1,1}(z)\gamma z^n = 0 \). If \( A_{1,1} = 0 \) we can conclude as above. If \( A_{1,1}(z) \neq 0 \), then \( A_{1,1}(z) = \delta z^m \) where \( \alpha^2 = \Theta^{(n-m)} \). As above, we can suppose that \( \alpha^2 = 1 \). So \( n = m \) and \( A = D_{z^n} \left( \begin{array}{cc} \delta & \gamma \\ -\gamma^{-1} & 0 \end{array} \right) \). So the involved multiplications do not change the central charge and the result follows. The case \( A_{1,1} = 0 \) is treated in the same way.

Suppose that all coefficients of \( A \) are non zero. From the relation

\[
\alpha^2 A_{2,1}(z)A_{2,2}(\Theta) = A_{2,1}(z\Theta)A_{2,2}(z)
\]
we get the existence of \( n \in \mathbb{Z}, \gamma \in \mathbb{C}^* \) such that \( \alpha^2 = \Theta^n \) and \( \gamma A_{2,1}(z) = A_{2,2}(z)z^n \). Then as above we can suppose that \( \alpha^2 = 1 \) and so \( n = 0 \). As above \( \gamma A_{1,2}(z) = A_{1,1}(z) \). Moreover \( 1 = A_{1,2}(z)A_{2,1}(z)(\gamma \gamma' - 1) \). Then we have \( \alpha' = \alpha \gamma A_{1,2}(z)A_{2,1}(z) - \alpha^{-1}A_{1,2}(z)A_{2,1}(z)\Theta \). As \( \alpha = \alpha^{-1} \), we get \( \alpha' = \alpha A_{1,2}(z) \). So \( \alpha' = \Theta^M \) and \( A_{1,2}(z) = \delta z^M \). For the central extension term, we notice that

\[
A = D z^M \left( \delta^{-1} / (\gamma \gamma' - 1) \quad \gamma \delta^{-1} / (\gamma \gamma' - 1) \right),
\]

and so we can conclude as above.

Let us prove the second statement. In a generic situation we can suppose that the constant part of the diagonal coefficients are not powers of \( \Gamma^2 \). We suppose that we have a lower triangular element \( (A, \lambda, \Gamma^2) \) (the other case is analog). By conjugating by diagonal elements, we can see as in the proof of Proposition 5.7 that we can suppose that \( A_{1,1} \) is constant and not power of \( \Gamma^2 \). Then by conjugating by lower triangular elements with 1 on the diagonal, as in the proof of Proposition 5.7 we can suppose that \( A_{2,1} \) is constant. The term \( (A_{1,1} \Gamma^{2n} - A_{1,1}^{-1} \Gamma^{-2n}) \) appears instead of \( (\Gamma^{2n} - \Gamma^{-2n}) \). As this term is never equal to 0, we can choose \( A_{2,1} = 0 \).

So combined with Lemma 6.9, the generic triangular symplectic leaves are parameterized by \( E' \times \mathbb{Z}_2 \).

By this Lemma, to prove that an element \( (A, \lambda, \Theta) \) has a diagonal conjugacy class, it suffices to solve the following \( q \)-difference equation:

\[
-A_{2,1} g(\Theta z) g(z) - A_{1,1} g(\Gamma^2 z) + A_{2,2} g(z) + A_{1,2} = 0.
\]

(We refer to [DVRSZ, S] for general results on \( q \)-difference equations). Note that this equation is equivalent to an equation of the form \( G(z \Theta)(1 + G(z)) = \alpha(z) \).

7. Geometric realization of the center

Let us consider the case of a Lie group \( G \) of arbitrary type. In addition to the coordinates for \( \lambda, \Gamma \) corresponding to the extensions, we define coordinates for the analytic loop group \( LG \) corresponding to Drinfeld generators. This is totally analog to the case \( SL_2 \) studied above and the formula can be uniformly written in terms of root vectors of the affine Lie algebra. As the formula for these coordinates are explicitly written in [BeK, (5.2.2), (5.2.4)], we refer to them. We work with \( \mathbb{C}[H] \) the ring of maps which are polynomial in these coordinates. We have a structure of Poisson algebra on \( \mathbb{C}[H] \). It gives a geometric realization of \( Z_e \):

**Theorem 7.1.** \( \mathbb{C}[H] \) is isomorphic to \( Z_e \) as a Hopf Poisson algebra.

**Proof:** Although as explained above the point of view used in [BeK] is different from the point of view developed in the present paper, the rank 2 reduction argument of [BeK] makes perfectly sense in our situation. In fact the argument used in [BeK, Section 5.3] is the following: the main point is that for \( \alpha \in \Delta_+ + \mathbb{N} \delta \) and \( \alpha_1 \) a simple root \( (i \neq 0) \), either \( \alpha \in \alpha_i + \mathbb{N} \delta \) or \( (\alpha, \alpha_i) \) generates a subroot system of finite type. Then we have a reduction to finite rank 2 case (treated in [DCKP2]) and to the affine \( sl_2 \) and \( gl_1 \) cases which we have studied respectively in Theorem 6.3 and Theorem 5.5.

As a consequence of Looijenga Theorem, we have as above:
Theorem 7.2. The holomorphic symplectic leaves are parameterized by:
\[
\{ \text{Isomorphism classes of holomorphic } G \text{-bundles on } E \} \times (\mathbb{Z}/2\mathbb{Z})^n \times \mathbb{C}^*.
\]

Remark: the term \((\mathbb{Z}/2\mathbb{Z})^n\) comes from the fact that \(\gamma\) defines a \(2^n\) to 1 covering, as for the finite type in [DCP] (this is deduced from the finite type as a germ of holomorphic map on the punctured disc which is in both part of the Riemann-Hilbert factorization is holomorphic on \(\mathbb{P}_1(\mathbb{C})\) and so is constant).

In the case of \(GL_1\) we have computed explicitly the generic symplectic leaves. In general we have for \(G\) connected the following:

Theorem 7.3. A generic holomorphic symplectic leaf contains a constant element with value in \(D\).

Proof: As a consequence of general results in [NS, Ra] about vector bundles on elliptic curves, it is proved in [EFK, Cor. 3.5, Prop. 3.6] in the holomorphic case that almost all elements are twisted conjugated to an constant element with value in \(D\). \(\Box\)

8. Conclusion

We can now come back to the general picture described in the introduction, and we have a proof for the correspondence:

- Isomorphism classes of \(G\)-bundle on an elliptic curve,
- \(\leftrightarrow\) (by Looijenga Theorem) Equivalence classes of \(q\)-difference equations,
- \(\leftrightarrow\) (by trivial change of variable) Twisted conjugation classes in loop groups,
- \(\leftrightarrow\) (by the double construction) Symplectic leaves in loop groups,
- \(\leftrightarrow\) (by isomorphism) Equivalence classes of central characters of \(U_\varepsilon(\hat{\mathfrak{g}})\).

Although in the present paper we focused on the structure and the geometry of the relevant loop groups itself, as explained in the introduction we have in mind applications to the representation theory of quantum affine algebras at roots of unity which will be discussed in a separate publication.

Central characters of \(U_\varepsilon(\hat{\mathfrak{g}})\) classify irreducible representations up to a finite cover. A very rich representation theory occurs in this context: in general infinite dimensional representations do appear, as for example baby Verma modules and Wakimoto modules. This will be explained in more details in another paper, but as for the finite type case explained in Section 2.1, we can say that the symplectic leaves correspond to the action of a group of automorphisms of the quantum affine algebra, and so the statement of Theorem 6.8 is interpreted as a parametrization of equivalence classes of certain representations by \(G\)-bundles on the elliptic curve \(E\).

Moreover let us consider the category of representations with a nilpotent action of the generators with negative degree (\(E_0\) has a nilpotent action). Although in general the simple representations of this category are not finite dimensional, we have a well-defined notion of natural graded character in this category. As in the finite dimensional case we expect that all irreducible representations for generic central characters will have the same graded dimensions. Note that the holomorphic symplectic leaves studied above will give representations in this category. For such a representation we have a top irreducible component for \(U_\varepsilon(\mathfrak{g}) \subset U_\varepsilon(\hat{\mathfrak{g}})\) and so
such representations can be parameterized by these $\mathcal{U}_\epsilon(\mathfrak{g})$-submodules. We plan to study the corresponding graded branching rules to $\mathcal{U}_\epsilon(\mathfrak{g})$ which make sense in this category. The baby Verma modules correspond to central characters which are diagonal (they correspond to loop with value in $D$). Theorem 7.3 indicates that baby Verma modules will give informations on simple representations with generic central character.

Our future program includes also to extend the results in [DCP] for $\mathcal{U}_\epsilon(\hat{\mathfrak{g}})$ to analyse the graded decomposition numbers for the tensor products of these representations. In [DCP] one of the main point is that $\mathcal{U}_\epsilon(\mathfrak{g})$ is finite over its center; the quantum affine algebra $\mathcal{U}_\epsilon(\hat{\mathfrak{g}})$ is not finite over its center but has a corresponding grading, and so this is a motivating example to study in this spirit a theory of algebras graded over their center (graded Azumaya algebras).
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