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Abstract

This paper proposes a bidirectional hierarchical clustering algorithm for simultaneously clustering words of different parts of speech based on collocations. The algorithm is composed of cycles of two kinds of alternate clustering processes. We construct an objective function based on Minimum Description Length. To partly solve the problem caused by sparse data two concepts of collocational degree and revisional distance are presented.

1 Introduction

Recently research on the compositional frames (classification and collocaational relationship of words) for Chinese words has been described in Ji et al. (1996)[1], Ji (1997)[2]. The objective of their work is to obtain the clusters of words of different parts of speech and to derive the collocaational relationship between different clusters from the collocaational relationship between words of different categories.

There are two ways to construct the clusters: One is to get clusters from thesaurus classified manually by linguists. But the fact is that words with the same meanings do not always have the same ability of collocating with other words. The method isn’t fit for the NLP problems under our consideration. Another way is to get clusters automatically by computing on the distribution environments of words based on statistical method. The distribution environment of a word is the set of words of other parts of speech that can be collocated with it. We employ the second method in our work.

Previous research usually gets the clusters of words of a certain part of speech based on their distribution environments. But
we accept the assumption that the clustering processes of words of different parts of speech are inherently related. For example, having collocations between Chinese adjectives and nouns and if we take on nouns as entities and adjectives as features of nouns' distribution environments, we can obtain clusters of nouns and vice versa. The key of the relationship of the two clustering processes is that they use the same collocations. Therefore we consider the question of clustering the nouns and adjectives simultaneously. Li's work shows that they optimize the clustering results based on this viewpoint (Li et al., 1997)[3]. But they don't explain how to get initial clusters and their scale of problem is too small.

In this paper, we propose an algorithm named bidirectional hierarchical clustering to attempt answering the question.

2 Concepts

2.1 Problem Description

Our problem can be described as follows: given the set of adjectives \( A \), the set of nouns \( N \) and the collocation instances, our system will construct a partition \( P_A \) over \( A \) and a partition \( P_N \) over \( N \) that respectively contain sets of nouns and sets of adjectives. And both partitions meet the condition that words in the same set (called cluster) have similar semantic distribution environment.

2.2 Partitions and Clusters

Let \( S \) be a set, \( S_i \subset S(i=1,2,\ldots,n) \). If \( P_S=\{S_i\} \) satisfies that

\[
\bigcup_{i=1}^{n} S_i = S
\]

(1)

\[
S_i \cap S_j = \emptyset, \forall i, j = 1,2,\ldots,n, i \neq j
\]

(2)

Then \( P_S \) is a partition over \( S \).

In this paper, we call \( A_i \in P_A \) an "adjective cluster" and \( N_i \in P_N \) a "noun cluster". And we want to obtain the composition of partitions \( <P_A, P_N> \) as the clustering result.

2.3 Distance between Clusters

In order to measure the distance between clusters of the same part of speech, we use the following equations:

\[
dis_A(A_i, A_j) = 1 - \frac{|\Phi_i \cap \Phi_j|}{|\Phi_i \cup \Phi_j|} \quad (1)
\]

and

\[
dis_N(N_i, N_j) = 1 - \frac{|\Psi_i \cap \Psi_j|}{|\Psi_i \cup \Psi_j|} \quad (2)
\]

where \( \Phi_i \) is the distribution environment of \( A_i \) and is make up of nouns which can be collocated with \( A_i \). \( \Psi_i \) is the distribution environment of \( N_i \) and is composed of adjectives which can be collocated with \( N_i \). \( \Phi_j \) and \( \Psi_j \) follow similar definitions. This distance is a kind of Euclidean distance.
2.4 Collocational Degree

Since redundant collocations might be created during clustering, the concept "collocational degree" is used to measure the collocational relationship between a cluster and its distribution environment. The collocational degree is defined as the ratio of the existing collocation instances between the cluster and its distribution environment to all possible collocations generated by them. Thus,

\[
\text{deg}_A = \frac{|\{a \phi \mid a \in A, \phi \in \Phi, a \phi \in C\}|}{|A| \Phi} \quad (3)
\]

and

\[
\text{deg}_{N_i} = \frac{|\{n \psi \mid n \in N_i, \psi \in \Psi, n \psi \in C\}|}{|N_i| \Psi} \quad (4)
\]

where \(C\) is the set of all existing instances.

2.5 Redundant Ratio

After we get the collocational degree of a cluster, redundant ratio (marked as \(r\)) is calculated to measure the whole performance of the clustering result. We define the redundant ratio as 1 minus the ratio of all existing instances to all possible collocations generated by all clusters (including nouns and adjectives) and their distribution environments. So \(r\) is calculated as

\[
r = 1 - \frac{2|C|}{\sum_i |A_i| \Phi_i + \sum_i |N_i| \Psi_i} \quad (5)
\]

3 A Bidirectional Hierarchical Clustering Algorithm

Usually a hierarchical clustering algorithm [7] constructs a clustering "tree" by combining small clusters into large ones or dividing large clusters into small ones. The bidirectional hierarchical clustering algorithm proposed by us is composed of two kinds of alternate clustering processes.

The algorithm flow is described as follows:

1) Initially, regard every noun and adjective each as a cluster. Calculate the distances between clusters of the same part of speech.

2) Suppose without loss of generality that we choose to cluster nouns first. Select two noun clusters \(N_i\) & \(N_j\) of the minimum distance and integrate them into a new one \(N'_i\).

3) Calculate the collocational degree of the new cluster. Adjust the sequence numbers of the original clusters and the relational information of adjective clusters.

4) Calculate the distances between the new cluster and other clusters.

5) Repeat from step 2) to 4) until the satisfaction of certain condition. For example, the number of the clusters has decreased to certain amount.\(^2\)

6) Similarly, we can follow the same steps from 2) to 5) for constructing adjective clusters, completing one cycle of clustering processes of nouns and adjectives.

7) Repeat from step 2) to 6) until the

\(^2\) In this paper, we set the proportion is 20%.
objective function\(^3\) reaches the minimum value.

One advantage of this algorithm is that: when two clusters of nouns have similar distribution environments, they might be classified into one cluster. This information can be delivered to the clusters of adjectives that respectively collocate with them by the clustering process of nouns. Thus these clusters of adjectives have great possibility to be combined into one cluster, while the ordinary hierarchical clustering algorithm can not do it.

4 An Objective Function Based on MDL

The objective function is designed to control the processes of clustering words based on the Minimum Description Length (MDL) principle. According to MDL, the best probability model for a given set of data is a model that uses the shortest code length for encoding the model itself and the given data relative to it [4] [5]. We regard the clusters as the model for the collocations of adjectives and nouns. The objective function is defined as the sum of the code length for the model ("model description length") and that for the data ("data description length"). When the clustering result minimises the objective function, the bidirectional processes should be stopped and the result is the best probable one. The objective function based on MDL trade-offs between the simplicity of a model and its accuracy in fitting to the data, which are respectively quantified by the model description length and the data description length.

The following are the formulas to calculate the objective function \(L\):

\[ L = L_{\text{mod}} + L_{\text{dat}} \]  \hspace{1cm} (6)

\(L_{\text{mod}}\) is the model description length calculated as

\[ L_{\text{mod}} = -\sum_{i=1}^{k_A} \frac{1}{k_A} \log_2 \frac{1}{k_A} - \sum_{i=1}^{k_N} \frac{1}{k_N} \log_2 \frac{1}{k_N} + 1 \]  \hspace{1cm} (7)

\[ = \log_2 (k_A k_N) + 1 \]

Where \(k_A\) and \(k_N\) respectively denote the number of clusters of adjectives and nouns. "+1" means that the algorithm needs one bit to indicate whether the collocational relationship between the two clusters exists.

\(L_{\text{dat}}\) is composed of the data description length of adjectives and that of nouns, namely

\[ L_{\text{dat}} = L_{\text{dat}}(A) + L_{\text{dat}}(N) \]  \hspace{1cm} (8)

And the two types of data description length are calculated as follows

\[ L_{\text{dat}}(A) = -\sum_{i=1}^{k_A} \frac{1}{k_A k_N} \sum_{j=1}^{|\Phi_i|} \log_2 \frac{1}{|A_i||N_k|} \]  \hspace{1cm} (9)

\[ \forall j, \phi_j \in \Phi_i \text{ and } \phi_j \in N_k \]

\[ L_{\text{dat}}(N) = -\sum_{i=1}^{k_A} \frac{1}{k_A k_N} \sum_{j=1}^{|\Phi_i|} \log_2 \frac{1}{|A_i||N_k|} \]

\[ \forall j, \psi_j \in \Psi_i \text{ and } \psi_j \in A_k \]  \hspace{1cm} (10)

5 Our Experiment

We take the words and collocations

\(^3\) Described later in section 4.
gathered in Ni’s Thesaurus [6] to test our algorithm. From Ni’s thesaurus, we obtain 2,569 adjectives, 4,536 nouns and 37,346 collocations between adjectives and nouns.

Table 1 shows results of using 5 different revisional distance formulas discussed in the next section. Because the length of this paper is limited, we only give some examples (10 clusters for each part of speech) of clusters in section 8. We can see that the redundant ratio obviously decreases by using the revisional distance, and the result that has the lowest redundant ratio corresponds of the minimum value of the objective function. By human evaluation, most clusters contain the words that have similar meanings and distribution environments. So our algorithm proves to be effective for word clustering based on collocations.

| Revisional distance | $k_4$ | $k_n$ | $L$ | $r$ |
|---------------------|-------|-------|-----|-----|
| Not used            | 409   | 550   | 20.067 | 99.01% |
| $dis' = -\text{deg} \ln dis$ | 397   | 610   | 20.082 | 86.96% |
| $dis' = dis/\overline{\text{deg}}$ | 383   | 595   | 20.002 | 78.78% |
| $dis' = dis/\sqrt{\text{deg}}$ | 373   | 586   | 20.017 | 80.39% |
| $dis' = -dis/\overline{\text{deg}}$ | 395   | 557   | 20.007 | 80.08% |

However, the redundant ratio is still very large. The main cause is that existing instances are too sparse, covering only 0.32% of all possible collocations. So another advantage of our algorithm is that we can acquire many new reasonable collocations not gathered in the thesaurus. If we add the new collocations into initial thesaurus and execute the algorithm on new data set, the performance will have great potential to improve. It is further work that can be carried out in the future.

6 Discussions

6.1 Revisional Distance

When we combine clusters into a new cluster, their distribution environments will be combined as well. The combination of clusters and their distribution environments might very likely generate redundant collocations that are not listed in the thesaurus. With the word clustering processes going on, there might be more and more redundant collocations. They will obviously affect the accuracy of the distances between clusters. When calculating the distances, the redundant collocations must be considered. So the question is how to revise the distance equation. Notice that the collocational degree defined in the above measures the collocational relationship between a cluster and its distribution environment. Obviously under the same distance, clusters having higher collocational degree have more higher similarity between each other (because they have more actual collocations) than those having lower collocational degree. So the collocational degree can be used to revise the distance equations.

There are two problems that should be considered when we design the revisional distance equations. The first one is to convert
the collocational degrees of two clusters into one collocational degree as the revisional factor for distance equations. It is the average collocational degree, marked as $\deg$, calculated by

$$\deg_A = \frac{\deg A_{\Phi,|A|} + \deg A_{\Phi,|A|}}{|A| + |A|_\Phi} \tag{11}$$

and

$$\deg_N = \frac{\deg N_{\Psi,|N|} + \deg N_{\Psi,|N|}}{|N| + |N|_\Psi} \tag{12}$$

In fact it is the collocational degree of the new cluster into which if we assume combining the two original clusters.

The second problem is that the revisional distance equations should keep coherent of monotonicity with the original distance. It means that under the same average collocational degree, the revisional distance should keep the same (or opposite) monotonicity with the original distance, and under the same original distance, the revisional distance should keep the same (or opposite) monotonicity with the average collocational degree.

In this paper, four simple revisional distance equations are presented based on consideration of the upper two problems. They are:

a) $\text{dis}' = -\deg \ln \text{dis}$

b) $\text{dis}' = \frac{\text{dis}}{\deg}$

c) $\text{dis}' = \frac{\text{dis}}{\sqrt{\deg}}$

d) $\text{dis}' = -\text{dis} \ln \deg$

Where $\text{dis}'$ denotes the revisional distance and $\text{dis}$ denotes the original distance.

From the comparison of the upper different results (shown in Table 1), we can draw the conclusion that using revisional distance equations can increase the clustering accuracy remarkably.

6.2 Determinant of Objective Function's Minimum Value

The clustering algorithm terminates when the objective function is minimized. As a result it is very important to find out the function's minimum value. After analyzing the objective function, we find that it normally monotonically declines with clustering processes going on until it gets minimized. At the beginning, there are a large number of clusters with only one element in each of them. So the model description length is quite large while the data description length is quite small. Because the clustering process is hierarchical, every time when the combination occurs the number of clusters will decrease by one with the model description length's decreasing as well. At the same time the number of a certain cluster's elements will increase by one with the data description length's increment as well. However, the decrement is larger than the increment and it is getting smaller while the increment is getting larger. In this way, the objective function declines until the objective function reach its
minimum value. If we continue to execute the algorithm, we will see that the value of the objective function rises very fast like as is shown in Figure 1.

![Figure 1: Values of the Objective Functions](image)

Therefore we choose a fairly simple way to avoid the appearance of the local optimum: When there are two consecutive increases in the objective function during one clustering process, stop the process and start another one. When two consecutive clustering processes are stopped due to the same reason, we assume that we have got the minimum value and stop the whole clustering process. In our future work we will try to find a better way to determine the minimum value of the objective function.

7 Conclusion & Future Work

In this paper we have presented a bidirectional hierarchical clustering algorithm of simultaneously clustering Chinese adjectives and nouns based on their collocations. Our preliminary experiments show that it can distinguish different words by their distribution environments. In addition, the clustering algorithm may help to find new collocations that are not in the thesaurus. This algorithm can also be extended to other collocation models, such as verb-noun collocations.

Our future work includes:
1) Because the sparsity of collocations is a main factor of affecting the word clustering accuracy, we can use the clustering results to discover new data and enrich the thesaurus.
2) As there are yet no adjustments to the hierarchical clustering results, we are considering using some iterative algorithm, such as K-means algorithm, to optimise the clustering results.

8 Attachment (Examples)

We give 10 clusters of each part of speech clustered by our algorithm (using revisional distance formula b) as follows:

8.1 Chinese Adjective clusters (10 of 383)

A1 风趣 天生 雄辩
A2 慷慨 荒唐 虚伪 乐观 糊涂 天真 冷静 单纯 缓和 荒谬 苦闷 悲观 烦恼 灰心 慎重 果断 苦恼 清醒 雏嫩 稚气 清高 迫切
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