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Abstract—This paper proposes a scheme to efficiently execute distributed learning tasks in an asynchronous manner while minimizing the gradient staleness on wireless edge nodes with heterogeneous computing and communication capacities. The designed approach considered in this paper ensures that all devices work for a certain duration that covers the time for data/model distribution, learning iterations, model collection and global aggregation. The resulting problem is an integer non-convex program with quadratic equality constraints as well as linear equality and inequality constraints. Because the problem is NP-hard, we relax the integer constraints in order to solve it efficiently with available solvers. Analytical bounds are derived using the KKT conditions and Lagrangian analysis in conjunction with the suggest-and-improve approach. Results show that our approach reduces the gradient staleness and can offer better accuracy than the synchronous scheme and the asynchronous scheme with equal task allocation.

I. INTRODUCTION

The world is rapidly moving towards smart cities, smart grids and the internet of everything (IoE). Therefore, the number of host devices served by edge networks has exploded and there has been an exponential increase in the amount of data that needs to be processed. One example of such processing is machine learning (ML), which is used in all types of applications such as recognition and object segmentation in images. It is prohibitive to transmit these datasets to the clouds for centralized processing and also a burden on backbone networks [1]. The expectation is that the time-critical nature of such data would force us to do 90% of analytics on the edge servers and the nodes themselves (mobile phones, traffic cameras, UAV’s and autonomous vehicles) [2].

This paradigm of edge processing has been supported by the latest works in literature about Mobile Edge Computing (MEC) and Hierarchical-MEC (H-MEC) [3]–[6]. By taking into consideration the heterogeneous computing and communication resources at the edge nodes and links, offloading decisions are optimized to minimize certain metrics such as delays, energy consumption or latency. While most MEC research focuses on generic computational tasks, a lot of attention has recently been given to offloading machine learning tasks in a distributed manner [6]–[9].

DL is attracting a lot of attention in the ML community because of two practical scenarios: task-parallelization and distributed datasets. In task-parallelization, a central node (which may or may not be the edge server), also known as the orchestrator, distributes the learning tasks among other nodes to be performed locally on a subset of the complete data. The process cycles between randomly allocating batches for local learning, and collecting back the updated ML model and redistributing the data/model after aggregation. This is done due to multiple reasons (such as faster processing or lower energy consumption). In contrast, in the distributed dataset case, the local devices collect their own data and perform learning on parts of it as allocated by the orchestrator. The reason for keeping data local may be privacy or limited communication resources in the edge/host network.

Performing ML at the edge or in IoE environments is the manifestation of both scenarios described above. A lot of attention has been given to distributed learning as it relates to multi-core processing machines and graphical processing units. These are capable processors which are connected using wired protocols and where energy consumption is not an issue. One example of such networks is the downpour Stochastic Gradient Descent (SGD) [7]. Typically, in such schemes, the orchestrator waits for all learners to complete their tasks for each epoch/iteration of the ML algorithm. The idea behind this approach is to maximize accuracy by minimizing the discrepancy or ‘staleness’ among the gradients by having all learners do the same number of epochs per cycle. Recently, some work has been carried out on allowing some staleness so that powerful devices with good communication links may perform more updates [10]. The combined effect may be an increase in learning accuracy.

These techniques were not applied to MEL until a relatively recently [11]. The works of [8], [11], [12] aimed to optimize the local number of epochs per node with respect to total global iterations in generic resource-constrained edge environments. However, these works did not investigate optimizing the local updates while taking into account the heterogeneous nature of communication and computation in MEC’s. Recently, the work of [9] investigates the impact of optimizing the allocation of learning tasks as well as the number of local updates on the learning accuracy in MEC/H-MEC environments. The results show significant gains in achieving a certain level of accuracy with respect to the global cycle time. However, there may still be room for improvement as certain devices may be idle for long times and can do a higher number of updates which may raise the overall accuracy.
In an asynchronous environment, each learner will perform \( \tau_k \) epochs and forward its updated set of parameters \( w_k \) to the orchestrator. The orchestrator will aggregate the model parameters to form a globally optimized set \( w \) and send back the updated model to each learner in the next cycle. Based on the channel conditions and the compute capability of each individual device, it will also offload \( d_k \) samples (task parallelization) or assign a value for the subset size \( d_k \) (distributed dataset) to each node \( k \). In both scenarios, it will also assign the number of updates \( \tau_k \) to perform at each node. The learners will apply the ML algorithm to their assigned dataset and the process continues.

The time taken for offloading the optimal model and the partial dataset to each node, then for each learner to perform the ML task and send back the locally updated model, and for the orchestrator to perform global aggregation is defined as \( t_k \). In synchronous MEL, this time is bounded by \( T \) and usually excludes the global aggregation process because it requires a lot less time compared to transmission and ML execution; \( T \) is known as the global cycle clock. The orchestrator continues to repeat these global cycles for a certain number of global updates (for example, until a certain level of accuracy has been attained). In the current model, we will keep this time as \( T \) but make the model asynchronous in terms of the number of updates each learner is allowed to perform.

We assume channel reciprocity where the set of optimal weights \( w \) is transmitted back to learner \( k \) on the same channel with power \( P_{ko} \) and gain \( h_{ko} \) as the one on which the orchestrator receives the locally computed parameters \( w \). This is because the time taken for aggregation and optimization is less than the time for learning and transmission. The orchestrator will generate the global parameter matrix \( w \) as described in [8] and send the optimized number of updates \( \tau_k \) each learner \( k \) should perform along with the number of data samples \( d_k \) to process and (in task parallelization) the randomly picked subset of size \( d_k \).

Given the above description, the times of each learner \( k, \forall k \), whose sum must be bounded by the global update clock \( T \), can be detailed as follows. The time taken to transmit the global parameter set \( w \) and the allocated batch to learner \( k \) is denoted by \( t_k^S \) and can be expressed as:

\[
t_k^S = \frac{d_k F P_d + P_m (d_k S_d + S_m)}{W \log_2 \left( 1 + \frac{P_{ko} h_{ko}}{N_0} \right)}
\]

The first term in the numerator of (1) represents the size of the transmitted data where \( F \) represents the number of features per data sample (e.g. image pixels) and \( P_d \) represents the data-type (e.g. 32-bit float or 64-bit double). The second term represents the term taken for the orchestrator to send the optimal model \( w \) where \( P_m \) represents the precision with which model parameters are stored, \( S_d \) and \( S_m \) each

\[1\] Note that the first term of the numerator will not exist for the distributed-datasets scenario.
represent the size of the models as they relate to the size of the dispatched dataset and the ML model, respectively. The denominator represents the achievable rate with respect to the channel parameters where \( W \) is the available bandwidth and \( N_0 \) is the noise power spectral density.

The time needed by learner \( k \) to execute one update of the ML algorithm is given by (2) where \( C_m \) is the complexity of the learning technique in terms of clock cycles required and \( f_k \) is the processing power of each learner \( k \) in clocks per second. ML algorithms typically go over all features sequentially for each data sample at a time (or epoch), so the time for one update for one sample is multiplied by \( \tau_k \) and \( d_k \). (In case of batch learning at the local node, the complexity expression changes but \( t_k^C \) remains the same).

\[
t_k^C = \frac{\tau_k d_k C_m}{f_k} \tag{2}
\]

The final time \( t_k^R \) is the one needed for learner \( k \) to send its updated local parameter matrix \( \mathbf{w}_k \) back to the orchestrator. Using our assumption of channel reciprocity, \( t_k^R \) can be computed as:

\[
t_k^R = \frac{P_m (d_k S_d + S_m)}{W \log_2 \left( 1 + \frac{P_m b_k h_k}{N_0} \right)} \tag{3}
\]

Thus, the total time \( t_k \) taken by learner \( k \) to complete the above three processes is equal to:

\[
t_k = t_k^S + \tau_k t_k^C + t_k^R
= \frac{d_k F P_d + 2 P_m (d_k S_d + S_m)}{W \log_2 \left( 1 + \frac{P_m b_k h_k}{N_0} \right)} + \tau_k \frac{d_k C_m}{f_k} \tag{4}
\]

The total time \( t_k \) can be re-written as a quadratic expression of the optimization variables \( \tau \) and \( d_k \) as shown in (5)\(^2\). The quadratic, linear and constant coefficients are given by \( C_k^2, C_k^1 \) and \( C_k^0 \), respectively, where, \( C_k^2 = \frac{C_m}{F_k} \), \( C_k^1 = \frac{F P_d + 2 P_m S_d}{W \log_2 \left( 1 + \frac{P_m b_k h_k}{N_0} \right)} \), and \( C_k^0 = \frac{2 P_m S_m}{W \log_2 \left( 1 + \frac{P_m b_k h_k}{N_0} \right)} \).

\[
t_k = C_k^2 \tau_k d_k + C_k^1 \tau_k d_k + C_k^0 \tag{5}
\]

### III. Problem Formulation

In the synchronous case, the number of updates \( \tau \) for all learners and the dataset size for each \( d_k \) are optimized so that the global cycle clock does not exceed \( T \) for any device. However, this will mean that some devices are not working the full duration and waiting for others to complete their task. In the asynchronous setting, we allow devices to work for the full duration \( T \) and each learner \( k \) performs \( \tau_k \) updates. Hence, the system is asynchronous due to the fact that each learner performs different number of updates within the global cycle clock without waiting for slower learners to catch-up. The reason for this tweak is that the objective is to minimize the maximum staleness \( s \) of the gradients between any two learners as shown below:

\[
s = |\tau_k - \tau_l|, \ k \in \kappa \ \& \ l \in \{ \kappa \mid l < k \ \forall \ k \} \tag{6}
\]

So, the staleness between any two learners is the difference between the number of epochs each has performed. It has been shown in the literature that the loss function of SGD-based ML is minimized (and thus the learning accuracy is maximized) by minimizing the staleness between the gradients in Asynchronous SGD [10]. For synchronous MEL, accuracy is maximized by maximizing \( \tau \) in each global cycle \( [9] \). In the staleness-aware model presented in [10], the aggregator waits until at least one learner completes a preset maximum number of updates.

In our case, this will translate into a max-constrained optimization and our problem is already NP-hard. To ensure asynchronous operation, we bound each learner’s dataset size \( d_k \) such that \( d_l \leq d_k \leq d_u, \ \forall \ k \). This ensures that a scenario where a high-performing node with a good channel to the orchestrator does not receive a very small dataset just to minimize staleness but compromise on accuracy. This choice is also justified by the fact that having a very small dataset can lead to underfitting which degrades accuracy. In the future work, we will look into finding an efficient solution for the max-constrained problem.

Clearly, the relationship between \( t_k \) and the optimization variables \( d_k \) and \( \tau \) is quadratic. Furthermore, the optimization variables \( \tau \) and \( d_k \forall \ k \) are all non-negative integers. Consequently, the problem can be formulated as an ILP with quadratic and linear constraints as follows:\(^3\)

\[
\begin{align*}
\min_{\tau_k, \ d_k \land k} \quad & \max \{ s \} \\
\text{s.t.} \quad & C_k^2 \tau_k d_k + C_k^1 \tau_k d_k + C_k^0 = T, \quad k = 1, \ldots, K \quad (7b) \\
& \sum_{k=1}^{K} d_k = d \\
& \tau_k \in \mathbb{Z}^+, \quad k \in \kappa \\
& d_k \in \mathbb{Z}^+, \quad k \in \kappa \\
& d_l \leq d_k \leq d_u, \quad k \in \kappa
\end{align*}
\]

Constraint (7b) guarantees that \( t_k = T \land k \), which means that all devices work for the full allotted time though they may perform different number of epochs. Constraint (7c) ensures that the sum of batch sizes assigned to all learners is equal to the total dataset size that the orchestrator needs to analyze. Constraints (7d) and (7e) are simply non-negativity and integer constraints for the optimization variables. Please note that the solutions of (7) having any \( \tau_k \) and/or \( d_k \) being zero represent conditions where MEL is not feasible for learner \( k \). Constraint

\(^2\)Note that, for the distributed-datasets scenario, the only difference in the model is that the first term of the numerator in \( C_k^1 \) will not exist.

\(^3\)Note that, for the distributed-datasets scenario, the only difference in the formulation is the simpler expression of \( C_k^1 \). Thus, the problem type and solution remain the same with different \( C_k^1 \) expressions for the two scenarios.
(7f) bounds the number of data points dispersed to each learner in order to ensure that each node performs learning on some part of a dataset and no single node is burdened with too many data samples. Therefore, the problem is an ILPQC, which is well-known to be NP-hard [13]. We will thus propose a simpler solution to it through the relaxation of the integer constraints in the next section.

IV. PROPOSED SOLUTION

A. Problem Transformation and Relaxation

Firstly, the problem is transformed using min-max transformation and the introduction of a slack variable $z$. An additional constraint is added to ensure the staleness is less than the slack variable which will ensure that the maximum staleness is minimized. As described in the previous section, the problem of interest is NP-hard due to its integer decision variables. We simplify the problem by relaxing the integer constraints in (7d) and (7e), solving the relaxed problem, then flooring the obtained real results back into integers. Therefore, the relaxed problem can be written as follows:

$$\min_{\tau_k, d_k \forall k} z$$  \hspace{1cm} (8a)

subject to

$$|\tau_k - \tau_l| \leq z, \ k \in \kappa \ & \ l \in \{\kappa \mid l > k \ \forall \ k \}$$  \hspace{1cm} (8b)

$$C_k^2 \tau_k d_k + C_k^1 d_k + C_k^0 = T, \ k \in \kappa$$  \hspace{1cm} (8c)

$$\sum_{k=1}^{K} d_k = d$$  \hspace{1cm} (8d)

$$\tau_k \geq 0, \ k \in \kappa$$  \hspace{1cm} (8e)

$$d_l \leq d _k \leq d_u, \ k \in \kappa$$  \hspace{1cm} (8f)

Please note that constraint (7e) has been eliminated due to the lower bound on $d_k$. The above resulting program becomes a linear program with quadratic constraints. This problem can be solved by using interior-point or ADMM methods, and there are efficient solvers (such as OPTI, fmincon, IPOPT) that implement these approaches.

From the analytical viewpoint, the associated matrices to each of the quadratic constraints in (8c) can be written in a symmetric form. However, these matrices will have two non-zero values that are positive and equal. The eigenvalues will thus sum to zero, which means these matrices are not positive semi-definite, and hence the relaxed problem is not convex. Consequently, we cannot derive the optimal solution of this problem analytically. Yet, we can still derive upper bounds on the optimal variables and solution using KKT conditions. The philosophy of our proposed solution is thus to calculate these upper bounds values on the optimal variables, then implement suggest-and-improve (SAI) steps until a feasible integer solution is reached. Therefore, the next two subsections will show how to derive the upper bounds on the optimal variables using KKT conditions on the relaxed non-convex problem.

B. Upper Bounds using Lagrangian Analysis and the KKT conditions

Let $\tau = \{\tau_1, \ldots, \tau_k, \ldots, \tau_K\}$ and $d = \{d_1, \ldots, d_k, \ldots, d_K\}$. The Lagrangian of the relaxed problem is given by:

$$L(z, \tau, d, \lambda, \omega, \nu, \nu', \mu, \mu') = z +$$

$$\sum_{k=1}^{K} \lambda_k \left( C_k^2 \tau_k d_k + C_k^1 d_k + C_k^0 - T \right) + \alpha_k \tau_k +$$

$$\omega \left( \sum_{k=1}^{K} d_k - d \right) + \sum_{k=1}^{K} \nu_k (-d_k + d_l) + \sum_{k=1}^{K} \nu'_k (d_k - d_u) +$$

$$\sum_{n=1}^{N} \mu_n \left( -z - \tau_{c_n,1} - \tau_{c_n,2} \right) +$$

$$\sum_{n=1}^{N} \mu'_n \left( -z - \tau_{c_n,1} + \tau_{c_n,2} \right)$$  \hspace{1cm} (9)

where the $\lambda_k$'s $k \in \kappa$, $\omega$, and $\nu_k/\nu'_k \ k \in \kappa$, are the Lagrangian multipliers associated with the time constraints of the $K$ learners in (8e), the total batch size constraint in (8d), the non-negative constraints of the number of epochs at each node $\tau_k$ in (8e) and the lower and upper bounds in (8f), respectively. The multipliers $\mu_n$ and $\mu'_n$ $n \in \{1, \ldots, N\}$ are associated with the staleness between each two learners being less than the slack variable which we minimize over $\tau_k$ and $d_k$. Note that the absolute value constraint in (8b) can be decoupled as $\tau_k - \tau_l \leq z$ and $\tau_l - \tau_k \leq z$, $k \in \kappa$ & $l \in \{\kappa \mid l > k \ \forall \ k \}$. The matrix $c \in \mathbb{R}^{N \times 2}$ where $N$ is the number of possibilities of mutual staleness for $K$ set of users, i.e. $N = \binom{k}{2}$. For example, for a set of 4 users, $N = 6$ and the matrix of possibilities will be:

$$c = \begin{bmatrix}
1 & 2 \\
1 & 3 \\
1 & 4 \\
2 & 3 \\
2 & 4 \\
3 & 4 \\
\end{bmatrix}$$  \hspace{1cm} (10)

Using the KKT conditions $\nabla L = 0$, the following theorem gives a way to find the optimal values of $\tau_k$ and $d_k$ using the Lagrange multipliers.

**Theorem 1:** The optimal number of updates each user node can perform $\tau_k$ can be given by:

$$\tau_k^* = -\frac{\lambda_k C_k^1 + \nu_k + \nu'_k + \omega}{\lambda_k C_k^2} \ \forall \ k$$  \hspace{1cm} (11)

Moreover, the optimal value of $d_k$ can be given by the following equation:

$$d_k^* = -\frac{u_k + \nu'_k + \alpha_k}{\lambda_k C_k^2} \ \forall \ k$$  \hspace{1cm} (12)
This section presents the results of the proposed scheme by comparing the performance of the asynchronous learning with the equal task allocation (ETA) in terms of staleness and learning performance. The maximum staleness as described in (6) will give a measure of the mutual staleness between every two learners for all learners. As suspected, due to the relaxed problem being non-convex with quadratic constraints, in some situations, the approach described above resulted in infeasible solutions. In that case, we performed constraint checks and then used the initial solution to carry out suggest-and-improve (SAI) steps to reach a feasible solution. The set of feasible solutions was used as a starting point to the less complex improve method in order to reach the optimal solution.

V. RESULTS

This section presents the results of the proposed scheme by testing in MEL scenarios emulating realistic edge node environments and learning. We show the merits of the proposed solution compared to performing asynchronous learning with the equal task allocation (ETA) in terms of staleness and learning performance. For the staleness, one of the key metrics will be the maximum staleness as described in (6). In addition, we would like to introduce average staleness as shown in (13) which will give a measure of the mutual staleness between every two learners for all learners. The metric for evaluating the learning performance is validation accuracy.

\[
S_{avg} = \frac{1}{N} \sum_{n=1}^{N} |\tau_{cn,1} - \tau_{cn,2}| \tag{13}
\]

A. Simulation Environment, Dataset, and Learning Model

The simulation environment considered is an indoor environment which emulates 802.11-type links between the edge nodes that are located within a radius of 50m. We assume that that approximately half of the nodes have the processing capacities of typical computing devices such as desktops/laptops and the other half consists of industrial micro-controller type nodes such as a Raspberry Pi. The employed channel model is summarized in Table 1 of [9].

As a benchmark, the MNIST dataset [14] is used to evaluate the proposed scheme. The training data comprises 60,000 28x28 pixel images contributing 784 features each. The ML algorithm tested is the a simple deep neural network with the following configuration [784, 300, 124, 60, 10]. The input layer has 784 nodes for each feature and the output represents the number of classes (10 for each single-digit). The parameter set for this model consists of \( w = \{w_1, b_1, w_2, b_2, w_3, b_3, w_4, b_4\} \). The four sub-matrices that represent the weights \( w_1 \in \mathbb{R}^{784 \times 300}, w_2 \in \mathbb{R}^{300 \times 124}, w_3 \in \mathbb{R}^{124 \times 60} \) and \( w_4 \in \mathbb{R}^{60 \times 10} \). The biases denoted by \( b_1, b_2, b_3 \) and \( b_4 \) are vectors of length 300, 124, 60 and 10, respectively. Thus, the size of the model is 8,974,080 bits, which is fixed for all edge nodes. The forward and backward passes will require 1,123,736 floating point operations [15].

B. Staleness Analysis

Fig 2 shows the maximum and average staleness versus the number of nodes for global cycle times of 7.5s and 15s for the asynchronous schemes with optimized task allocation for both schemes (optimizer-based/numerical and SAI) and the ETA scheme as well. In general, the SAI based approach gives similar staleness to the numerical solution from the optimizer. The general trend is that as the number of updates \( \tau_k \) increases, the staleness tends to increase. However, for \( T = 7.5s \), the maximum staleness does not exceed around 1 and the average staleness is between 0.4-0.6 as \( K \) increases for the asynchronous scheme with optimized batch allocation.

For example, for our scheme with 20 users at \( T = 7.5s \), the maximum staleness is 1 compared to 4 for ETA which is 400% higher and the average staleness is 1.5 compared to 0.5 for our scheme which is 300% higher. One curious aspect to note is that for certain specific number of learners or \( K \), the asynchronous scheme is able to find an optimal solution where the staleness is zero. One such example is \( K = 14 \) for \( T = 15s \) and \( K = 18 \) for \( T = 7.5s \).

C. Learning Accuracy

Fig. 3 shows the learning accuracy for a system with a limit on the global cycle time of \( T = 15s \) consisting of 10, 15 and 20 learners, respectively. For example, in the case with 10 learners, the proposed scheme achieves an accuracy of 95% within 4 updates or 1 minute of learning as compared to the synchronous scheme which requires 8 updates, in other words, we obtain a gain of 50%. In contrast, the asynchronous scheme with equal task allocation fails to converge or even achieve a 95% accuracy. An accuracy of 95% is achieved by our scheme within 3 updates with 15 users whereas the other schemes require 4 updates; which gives us a gain of 25%. Moreover,
through extensive simulations on the well-known MNIST dataset, the proposed scheme was shown to perform better than the asynchronous ETA and the synchronous schemes in terms of learning accuracy and it was show that the analytical approximation closely matched the solution of the numerical solvers.

our scheme achieves an accuracy of 97% within 8 updates whereas the other 2 methods require 10 global cycles leading to a gain of 25%.

A similar gain is achieved for a system with 20 learners for the 95% accuracy mark. For the case of 97% accuracy, our scheme requires 7 updates whereas the ETA needs 11 cycles, representing a gain of about 64%. On the other hand, the synchronous scheme requires 8 updates which translates to a gain of only 12.5%. The gain appears marginal compared to the synchronous scheme because as the number of users increase, each learner has to process less data which means a larger number of synchronized updates can be done even in heterogeneous conditions. In contrast, the gain is significant compared to the ETA scheme because the staleness for ETA increases significantly versus \( K \) for a fixed global cycle \( T \).

**Fig. 3.** Learning accuracy progression after global update cycles for \( K = 10, 15 \) and \( 20 \) for \( T = 15s \)

| \( K \) | \( 2 \) | \( 4 \) | \( 6 \) | \( 8 \) | \( 10 \) | \( 12 \) |
|-----|-----|-----|-----|-----|-----|-----|
| Sync | 100 | 95  | 90  | 85  | 80  | 75  |
| Prop | 100 | 95  | 90  | 85  | 80  | 75  |
| ETA  | 100 | 95  | 90  | 85  | 80  | 75  |

**VI. CONCLUSION**

This paper extends the work done on synchronous MEL to cover the optimized task allocation for asynchronous MEL. The focus was reducing the staleness among the gradients of the MEL system by minimizing the maximum difference between the number of updates done by each learner while respecting the delay requirements in resource-constrained edge environments. The resulting optimization problem was an NP-hard IQCLP which was relaxed to a non-convex problem and solved using readily available solvers as well as theoretically using Lagrangian analysis followed by the SAI approach. Through extensive simulations on the well-known MNIST dataset, the proposed scheme was shown to perform better than the asynchronous ETA and the synchronous schemes in terms of learning accuracy and it was show that the analytical approximation closely matched the solution of the numerical solvers.
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APPENDIX A
PROOF OF THEOREM 1

From the KKT optimality conditions, we have the following condition on the Lagrangian in (9):

\[ \nabla L_{z, \tau, d} = \nabla z + \sum_{k=1}^{K} \lambda_k \nabla \left( C_k^2 \tau_k d_k + C_k^1 d_k + C_k^0 - T \right) - \sum_{k=1}^{K} \nabla \alpha_k \tau_k + \sum_{k=1}^{K} \mu_k \nabla (-d_k + d_1) + \sum_{k=1}^{K} \mu_k' \nabla (d_k - d_u) + \sum_{n=1}^{N} \mu_n \nabla (-z + \tau_{cn,1} - \tau_{cn,2}) + \sum_{n=1}^{N} \mu_n' \nabla (-z - \tau_{cn,1} + \tau_{cn,2}) + \omega \nabla \left( \sum_{k=1}^{K} d_k - d \right) = 0 \]  

(14)

The following sets of equations can be obtained after applying the derivatives for \( \tau_k \) and \( d_k \) in terms of the Lagrange multipliers, respectively, as shown in (15) and (16).

\[ \lambda_k C_k^2 \tau_k^2 + \lambda_k C_k^1 + \mu_k + \mu_k' + \omega = 0, \ \forall k \]  

(15)

\[ \lambda_k C_k^2 \tau_k^2 + \mu_k + \mu_k' + \alpha_k = 0, \ \forall k \]  

(16)

Solving for \( \tau_k^* \) and \( d_k^* \) will give the results shown in (11) and (12). The procedure to obtain \( u_k \) and \( u_k' \) is given in Appendix B.

APPENDIX B
OBTAINING \( u \) AND \( u' \)

The maximum staleness constraint in (8b) can be re-written as two separate inequalities as shown below:

\[ -z + \tau_k - \tau_l \leq 0 \]  

(17)

\[ -z - \tau_k + \tau_l \leq 0 \]  

(18)

The \( k^{th} \) element of the vector \( u \) denoted as \( u_k \) is associated with the lagrange multipliers of the maximum staleness constraint inequality in (17) whereas \( u_k' \) is associated with the inequality in (18), and the way to calculate them is shown in (19) and (20), respectively.

\[ u_k = \nabla \tau_k \sum_{n=1}^{N} \mu_n (-z + \tau_k - \tau_l) \]  

(19)

\[ u_k' = \nabla \tau_k \sum_{n=1}^{N} \mu_n' (-z - \tau_k + \tau_l) \]  

(20)

As defined earlier, \( k \in \kappa \) and \( l \in \{ \kappa | l > k \ \forall k \} \).

In this case, after some manipulations, \( u_k \) can be defined as the following:

\[ u_k = \sum_{j=n_k}^{N_k} \mu_j - \sum_{j=1}^{K-1} \mu_{n_j+(k-j)} \]  

(21)

The start index and end indices of the first summation in (21) are defined in (22) and (23), respectively.

\[ n_k = 1 + \sum_{m=0}^{k-1} (K - m) \]  

(22)

\[ N_k = \sum_{m=1}^{k} (K - m) \]  

(23)

On the other hand, \( u_k' \) can be simply be defined as the following:

\[ u_k' = -\sum_{j=n_k}^{N_k} \mu_j' + \sum_{j=1}^{K-1} \mu_{n_j+(k-j)} \]  

(24)