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Abstract

Testing (conditional) independence of multivariate random variables is a task central to statisti-
cal inference and modelling in general - though unfortunately one for which to date there
does not exist a practicable workflow. State-of-art workflows suffer from the need for heuristic or
subjective manual choices, high computational complexity, or strong parametric assumptions.

We address these problems by establishing a theoretical link between multivariate/conditional
independence testing, and model comparison in the multivariate predictive modelling aka super-
vised learning task. This link allows advances in the extensively studied supervised learning work-
flow to be directly transferred to independence testing workflows - including automated tuning
of machine learning type which addresses the need for a heuristic choice, the ability to quantita-
tively trade-off computational demand with accuracy, and the modern black-box philosophy for
checking and interfacing.

As a practical implementation of this link between the two workflows, we present a python
package 'pcit', which implements our novel multivariate and conditional independence tests, inter-
facing the supervised learning API of the scikit-learn package. Theory and package also allow
for straightforward independence test based learning of graphical model structure.

We empirically show that our proposed predictive independence test outperform or are on par
to current practice, and the derived graphical model structure learning algorithms asymptotically
recover the 'true' graph. This paper, and the 'pcit' package accompanying it, thus provide power-
ful, scalable, generalizable, and easy-to-use methods for multivariate and conditional independence
testing, as well as for graphical model structure learning.
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1. Introduction

1.1. Setting: testing independence

The study of dependence is at the heart of any type of statistical analysis, and independence testing is an important step in many scientific investigations, be it to determine if two things are related, or to assess if an intervention had the desired effect, such as:

- When conducting market research, one might be interested in questions such as “Are our advertisement expenditures independent of our profits?” (hopefully not), or the more sophisticated version “conditional on the state of the market, are advertisement expenditures independent of our profits?”, which, if found to be true, would mean we are unlikely to increase profits through an increase in our advertising budget (subject to the usual issue that inferring causality from data requires an intervention or instrument).

- When collecting data for a medical study on the occurrence of an outcome $Y$, one might ask “In the presence of data about attributes $A$ for the subjects, should we still collect data for attributes $B$”. If $Y$ is independent of attributes $B$ given attributes $A$, additionally collecting information about attributes $B$ will not improve the knowledge of the state of $Y$ (subject to the usual issue that this conclusion is valid only for patients sampled in the same way from the same population).

The difficulty of the independence testing task crucially relies on whether the following two complications present:

- **Multivariate independence testing.** This concerns the type of values which the involved variables, in the second example the values which attributes $A$ and attributes $B$ may take: if the domain of possible values consists either of a single number (continuous variable), or one class out of many (categorical variable), the hypothesis test is “univariate”, and powerful methodology exists that deals well with most scenarios, subject to some constraints. Otherwise, we are in the “multivariate hypothesis testing” setting.

- **Conditional independence testing.** Whether there are conditioning random variables which are to be controlled for, in the sense of testing independence conditional on a possible third attributes $C$. If so, we are in the “conditional hypothesis testing” setting.

For the task which is neither multivariate nor conditional, well-recognized and universally applicable hypothesis tests (such as the t-test or chi-squared test) are classically known. The multivariate setting and the conditional setting are less well studied, and are lacking approaches which are general and universally accepted, due to difficulties in finding a suitable approach which comes with theoretical guarantees and is free of strong model assumptions. The setting which is both multivariate and conditional is barely studied. The three major state-of-the-art approaches are density estimation, copula and kernel based methods. Most instances are constrained to specific cases or rely on subjective choices that are difficult to validate on real-world data. A more detailed overview of the state-of-art and background literature is given in Section 2.

1.2. Predictive independence testing

The methodology outlined in this paper will consider multivariate and conditional independence testing from a new angle. The underlying idea for the test is that if two random variables $X,Y$ are independent, it is impossible to predict $Y$ from $X$ - in fact it will be shown that these two properties are equivalent (in a certain quantitative sense). The same applies to conditional independence tests: two random variables $X,Y$ are conditionally independent given $Z$, if adding $X$ as predictor variable
above Z will not improve the prediction of Y. In both cases, the predictive hypothesis test takes the form of comparing a good prediction strategy against an optimal baseline strategy via a predictive loss function. By determining if losses stemming from two predictions are significantly different, one can then test statistically if a variable adds to the prediction of another variable (potentially in the presence of a conditioning set), which by the equivalence is a test for (conditional) independence.

1.3. Graphical model structure learning

Probabilistic graphical models are a concept that heavily relies on independence statements for learning and inference. Most structure learning algorithms to date are, as a result of the lack of a scalable conditional independence tests and additional combinatorial issues, constraint-based, or make heavy assumptions on underlying distributions of a sample. This paper will leverage the predictive independence test into a new routine to estimate the undirected graph for the distribution underlying a sample, based on conditional independence testing, allowing it to make only weak assumptions on the underlying distribution.

1.4. Principal contributions

The new approach to multivariate and conditional independence testing outlined in this paper improves concurrent methodology by deriving an algorithm that

- features a principled model selection algorithm for independence testing by linking the field of independence testing to the field of predictive modelling, thus filling a gap in state-of-the-art methodology,
- additionally allowing independence testing to directly benefit from the well-understood and efficiently implemented theory for model selection and parameter tuning in predictive modelling,
- is comparatively fast and scalable on a wide variety of problems and
- deals with the multivariate and conditional independence testing task in a straightforward manner.

Additionally, an algorithm leveraging the newly derived test into a scalable independence testing-based graphical model structure learning algorithm is outlined, which overcomes issues in the field by offering a test for undirected graph structure learning that

- has polynomial time complexity, $O(p^2)$ in the number of variables, $p$,
- is exact and
- offers stringent methodology to control the number of type 1 errors in the estimated graph.

1.5. Paper overview

Section 2 will provide an overview of the most important tasks in and approaches to statistical independence testing and outline the issues in current methodology. Section 3 will then propose and derive a novel approach to independence testing, the predictive conditional independence test (PCIT). After, section 4 will introduce the concept of a graphical model and survey the current structure learning algorithms. Section 5 will then state the relevant algorithms of the Python implementation, which is outlined in section 6. Section 7 provides performance statistics and examples for the conditional independence test as well as the graphical model structure learning algorithm. Lastly, section 8 will describe the advantages of using the PCIT for independence testing and outline drawbacks and directions for further research.
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2. Statistical independence testing

2.1. About (in)dependence

Statistical (in)dependence is a property of a set of random variables central to statistical inference. Intuitively, if a set of random variables are statistically independent, knowing the value of some will not help in inferring the values of any of the others.

Mathematically: let $X$, $Y$ and $Z$ be random variables taking values in $\mathcal{X}$, $\mathcal{Y}$ and $\mathcal{Z}$ respectively. As usual, we denote for $A \subseteq \mathcal{X}$ by $P(X \in A)$ the probability of $X$ taking a value in $A$, and for $A \subseteq \mathcal{X}$, $C \subseteq \mathcal{Z}$ by $P(X \in A | Z \in C) := P(X \in A, Z \in C) / P(Z \in C)$ be the conditional probability of $X$ taking a value in $A$ when $Z$ is known/observed to have taken a value in $C$.

**Definition 2.1.** $X$ and $Y$ are called **marginally independent** (of each other) if for all $A \subseteq \mathcal{X}$ and $B \subseteq \mathcal{Y}$ (where the below expression is defined) it holds that

$$P(X \in A, Y \in B) = P(X \in A)P(Y \in B).$$

This formulation allows for $X$ and $Y$ to be defined over sets of random variables that are a mixture of continuous and discrete, as well as being univariate or multivariate (thus implicitly covering the case of multiple univariate random variables as well).

**Definition 2.2.** $X$ and $Y$ are called **conditionally independent** (of each other) given $Z$ if for all $A \subseteq \mathcal{X}$, $B \subseteq \mathcal{Y}$, and $C \subseteq \mathcal{Z}$ (where the below expression is defined) it holds that

$$P(X \in A, Y \in B | Z \in C) = P(X \in A | Z \in C)P(Y \in B | Z \in C).$$

For absolutely continuous or discrete $X$ and $Y$, Definition 2.1 straightforwardly implies that marginal independence is equivalent to the joint distribution or mass function factorizing, i.e., it equals the product of the marginal distributions’ probability or mass function. The analogue result also shows for the conditional case.

We would like to note that the mathematical definition independence is symmetric, i.e., having the property from Definition 2.1 is unaffected by interchanging $X$ and $Y$. In contrast, the intuitive motivation we gave at the beginning however, namely that knowing the value of $X$ does not yield any additional restriction regarding the value of $Y$, is non-symmetric. This non-symmetric statement of statistical independence is commonly phrased mathematically as $P(Y \in B | X \in A) = P(Y \in B)$ which is directly implied by Definition 2.1 (and that of the conditional).

This non-symmetric characterization of statistical independence is also morally at the heart of the predictive characterization which we later give in the supervised learning setting: $Y$ cannot be predicted from $X$, phrased in a quantitative way that connects checking of statistical independence to estimation of a supervised generalization error difference which eventually allows for a quantitative testing of the hypothesis of independence.

2.2. Statistical independence testing

Testing whether two random variables are (conditionally) independent is one of the most common tasks in practical statistics (perhaps the most common one after summarization) and one of the most important topics in the theoretical study of statistical inference (perhaps the most important one). The most frequently found types of quantitative certificates for statistical independence are phrased in the (frequentist) Neyman-Pearson hypothesis testing paradigm. In terms of the methodological/mathematical idea, the main distinction of independence tests is into parametric (where the data is assumed to stem from a certain model type and/or distribution) and non-parametric (“distribution-free”) tests. The hypothesis tested usually takes one of the three following forms:
Marginal independence, $X \perp Y$

Marginal independence of two random variables is the topos of much of classical statistics. Well known classical test statistics for the continuous univariate case are the Pearson correlation coefficient, Kendall’s $\tau$ and Spearman’s $\rho$. For discrete variables, Pearson’s $\chi^2$-squared statistic can be used. From theoretical results on these statistics’ asymptotic or exact distribution, univariate independence tests may be derived. For $X$ being discrete and $Y$ being continuous, t-family tests or Wilcoxon family tests may be used. Testing with at least one of $X$ or $Y$ being multivariate is much more difficult and less standard, current methodology will be outlined in the next section.

Conditional independence, $X \perp Y \mid Z$

Testing for conditional independence is an inherently more difficult problem than marginal independence [7]. Hence, few viable options exist to date to test if two sets of variables are conditionally independent given a conditioning set. The most common instances are either based on parametric model assumptions (e.g., linear) or on binning $Z$ and $X$, then comparing if the distribution of $Y$ conditioned on $Z$ changes, when additionally conditioning on $X$. Strategies for of conditional independence testing may demand much larger sample sizes than marginal independence tests due to the explicitly modelling sub-domains of the values which $Z$ takes.

Equality of distribution of two unpaired samples, $X_1 \overset{d}{=} X_2$, where $\overset{d}{=}$ indicates equality in underlying distribution. An unpaired two-sample test for equality of distribution tests whether two unpaired i.i.d. samples from $X_1$ and $X_2$ are sampled from the same underlying distributions. The connection to independence testing is not obvious but may be established by pairing each draw from $X_1$ or $X_2$ with a draw from a variable $Y$ taking values in $\{1, 2\}$, indicating whether the draw was from $X_1$ or $X_2$, i.e., taking value $i$ if the draw was from $X_i$.

2.3. The state-of-art in advanced independence testing

The task of independence testing (in various settings) has been tackled from many different angles. As soon as one considers observations that are multivariate, or the conditional task, there is not one universally agreed-upon method, but many different approaches. The most prominent ideas used for multivariate and/or conditional independent testing will be presented in this section together with their advantages and shortcomings.

Density estimation

The classical approach. In case of existence, the joint probability density function contains all the necessary information about independence structures for a set of random variables in the multivariate case. While many univariate tests are based on or may be interpreted as being based on some sort of density estimation, for the multivariate and conditional case, density estimation is a difficult problem. One example is shown in [12], where density estimation-based information-theoretical measures are used to conduct multivariate marginal independence tests.

Copulas

An approach that is widely used in finance and risk management. Copulas are multivariate probability distributions with uniform marginals. To use copulas for independence tests, one transforms the marginals of a multivariate distribution into uniform distributions, and the resulting copula contains all information about the independence structure. A simple example using the empirical cdf can be found in [16]. Copulas have mainly been used for marginal multivariate independence tests, such as in
The task of testing for conditional independence has been attempted through the use of partial copulas \[6\], however strong assumptions (linearity) are made on the type of relationship between the variables that are to be tested for independence and the conditioning set. Two-sample testing has largely remain unaddressed, since its application in the financial sector are less relevant. \[33\] describes a two-sample test for the estimated copulas, and hence, the independence structures, but the test does not extend to a comparison of the joint distributions as a whole.

**Kernel methods**

A relatively recent approach using optimization techniques in reproducing kernel Hilbert spaces to answer independence queries based on various test-statistics. Kernel methods were first used for marginal multivariate independence testing via a quantitative measure of dependence, the Hilbert-Schmidt Independence Criterion (HSIC), which is defined as the squared Hilbert Schmidt norm of the cross-covariance operator (the covariance between two difference spaces), see \[19\]. \[20\] further expands on the theoretical foundations of the HSIC’s distribution under the null, resulting in a hypothesis test for the independence of two variables \(X\) and \(Y\) using the HSIC criterion. \[18\] outlines a non-parametric test for independence, and demonstrates its performance on samples of random variables with up to three dimensions.

The conditional case is tackled in \[37\], which derives a test statistic based on conditional cross-covariance operators, for which the asymptotic distribution under the null-hypothesis \(X \perp Y | Z\) is derived. They state that the manual choice of kernel can affect type II and, more importantly, type I errors, especially when the dimensionality of the conditioning set is large. Additionally, they found that the performance of their method decreases in the dimensions of the conditioning set, constraining the set of problems for which the test is viable for.

As for two-sample testing, \[3\] derive a test based on the Euclidean inter-point distances between the two samples. A different approach to the same test statistics with the additional use of characteristic functions was made by \[13\]. While the difficulty of density estimation is reduced when using the empirical distributions, the data requirements tend to be much larger, while additionally imposing a sometimes taxing computational complexity. Both of these methods can be related to kernel functions, which was picked up in \[22\], which proposed kernel-based two-sample test by deriving three multivariate tests for assessing the null-hypothesis that the distributions \(p\) and \(q\) generating two samples \(X \sim p\), \(Y \sim q\) are equal, \(p = q\). The criterion introduced is the “Maximum Mean Discrepancy” (MMD) between \(p\) and \(q\) over a function space \(\mathcal{F}\).

\[
\text{MMD} = \sup_{f \in \mathcal{F}} (E_{X \sim p}[f(X)] - E_{Y \sim q}[f(Y)])
\]

That is, the maximum difference between the expected function values with respect to the function space (in their case, a Reproducing Kernel Hilbert Space).

**Predictive independence testing: precursors**

There are a few instances in which independence testing has already been approached from the perspective of predictability: most prominently, Lopez-Paz and Oquab \[28\] present a two-sample test (on equality of distribution) based on abstract binary classifiers, e.g., random forests. The presented rationale is in parts heuristic and specific to the two-sample setting. Their main idea is as follows: if the null-hypothesis of the two samples being drawn from the same distribution is true, no classifier assigning to a data point the distribution from it was drawn should fare significantly better than chance, on an unseen test set.

The work of Lopez-Paz and Oquab \[28\] may be seen as a special case of our predictive independence test presented later, for \(Y\) taking values in a two-element set, and the loss being the misclassification loss. It is probably the first instance in which the abstract inability to predict is explicitly related to independence, albeit somewhat heuristically, and via the detour of two-sample testing for equality in
distribution.
In earlier work, Sriperumbudur et al. [35] already relate the kernel two-sample test to a specific classifier, the Parzen window classifier, evaluated by the misclassification loss. Thus this ideas of Sriperumbudur et al. [35] may in turn be seen as a precursor of the later work of Lopez-Paz and Oquab [28] which abstracts the idea that any classifier could be used to certify for equality of the two samples.

2.4. Issues in current methodology

Density estimation

While the probability density function is in some sense optimal for measuring dependence, since it contains all the information about the random variable, its estimation is a difficult task, which requires either strong assumptions or large amounts of data (or both). Furthermore, due to the curse of dimensionality, density estimation for 3 or more dimensions/variables is usually practically intractable, hence its practical usefulness is often limited to testing pairwise independence rather than testing for full (mutual) independence.

Copulas

Leaving aside issues arising by practitioners misunderstanding the method (which had a strong contribution to the 2007/2008 financial crisis, but no bearance whatsoever on the validity of the method when applied correctly), copula-based independence testing is largely a heuristics driven field, requiring many subjective manual choices for estimation and testing. Above all, copula methods require a user to subjectively choose an appropriate copula from a variety of options, such as for example the survival copula, the multivariate Gaussian or the multivariate Student's t-copula [9]. Additionally, two-sample testing is to date largely unaddressed in the field.

Kernels

As for the copula-based methods, kernels require many subjective and manual choices, such as the choice of kernel function, and its hyper-parameters. While in a theoretical setting, these choices are made by using the ground truth (and generating artificial data from it), in practice it is difficult to tune the parameters and make statements about the confidence in results. Additionally, the cost of obtaining the test statistic and its asymptotic distribution may be high for many of the proposed approaches. There are attempts at resolving these issues, [36] and [23] outline heuristics and strategies to minimize the heuristic choices, and [21] and [10] propose more computationally efficient strategies.

While all methods have their merits, and there is vast research on specific problems, providing specific solutions to the individual challenges, what is missing is an approach that is scalable and powerful not just for specific cases, but for the general case, that automatically finds good solutions to real problems, where the ground truth is not known and cannot be used for tuning.
3. Predictive independence testing

This section will explore the relationship between predictability and dependence in a set of variables. It will be shown that one can use supervised learning methodology to conduct marginal and conditional independence tests. This distinction between marginal and conditional dependence is not theoretically necessary (since the marginal case can be achieved by setting the conditioning set to the empty set), but is made to highlight specific properties of the two approaches. First, equivalence of independence statements and a specific supervised learning scenario will be shown. After, a routine leveraging this equivalence to test for conditional independence will be proposed.

3.1. Mathematical setting

The independence tests will be based on model comparison of supervised learning routines. Supervised learning is the task where given i.i.d. samples \((X_1, Y_1), \ldots, (X_N, Y_N) \sim (X, Y)\) taking values in \(X \times Y\), to find a prediction functional \(f: X \rightarrow Y\) such that \(f(X_i)\) well approximates a target/label variables \(Y_i\), where ”well” is defined with respect to a loss function \(L\) which is to be minimized in expectation.

Definition 3.1. A (point prediction) loss functional is an element of \([Y \times Y \rightarrow \mathbb{R}]\), i.e., a function with range \(Y \times Y\) and image \(\mathbb{R}\). By convention, the first argument will be considered the proposed/predicted value, the second the true value to compare to. By convention, a lower loss will be considered more beneficial.

A loss functional \(L: Y \times Y \rightarrow \mathbb{R}\) is called:

(i) convex if \(L(., y)\) is lower bounded and \(\mathbb{E}_{Y}[L(Y, y)] \leq L(\mathbb{E}[Y], y)\) for any \(Y\)-valued random variable \(Y\) and any \(y \in Y\), and

(ii) strictly convex if \(L(., y)\) is lower bounded and \(\mathbb{E}_{Y}[L(Y, y)] < L(\mathbb{E}[Y], y)\) for any non-constant \(Y\)-valued random variable \(Y\) and any \(y \in Y\).

More formally, a good prediction functional possesses a small expected generalization error

\[
\epsilon_L(f) := \mathbb{E}_D[L(f(X), Y)].
\]

In usual practice and in our setting \(f\) is estimated from training data

\[
D = \{(X_i, Y_i)\}_{i=1}^N,
\]

hence it is in fact a random object. The generalization error may be estimated from test data

\[
T = \{(X_i^*, Y_i^*)\}_{i=1}^M\text{ where } (X_1^*, Y_1^*), \ldots, (X_M^*, Y_M^*) \sim (X, Y),
\]

which we assume i.i.d. and independent of the training data \(D\) and \(f\), as

\[
\hat{\epsilon}_L(f) = \frac{1}{M} \sum_{i=1}^M L(f(X_i^*), Y_i^*).\]

Independence of training data \(D\) and test data \(T\) is required to avoid bias of the generalization error estimate (“over-fitting”). In the following sections, when estimating the generalization error, it will be assumed that \(f\) is independent of the test data set, and we condition on \(D\), hence treat \(f\) as fixed (i.e., conditional on \(D\)).

In the following, we assume that \(Y\) is a vector space, and \(Y \subseteq \mathbb{R}^q\), which naturally includes the setting of supervised regression. However, it also includes the setting of supervised classification through a special choice of loss:
Remark 3.2. Deterministic classification comprises the binary case of $Y = \{-1, 1\}$, or more generally $Y$ being finite. In neither case are additions or expectations defined on $Y$, as $Y$ is just a discrete set. Supervised classification algorithms in the deterministic case are asked to produce a prediction functional $f : X \to Y$, and are usually evaluated by the misclassification loss or 0/1-loss

$$L : Y \times Y \to \mathbb{R} : (y, y_*) \mapsto 1[y \neq y_*],$$

where $1[y \neq y_*]$ is the indicator function which evaluates to 0 if $y = y_*$ and to 1 otherwise. Hence, Definition 3.1 of convexity does not directly apply to the misclassification loss as expectations are not defined on $Y$.

However, by allowing all algorithms to make predictions which are $Y$-valued random variables (instead of constants), one finds that

$$E[L(Y, y)] = L'(p, y)$$

where $L'(p_Y, y) \mapsto 1 - p_Y(y)$ and $p_Y$ is the probability mass function of $Y$. Identifying $Y$-valued random variables with their probability mass functions, one may replace

(i) $Y$ by the corresponding subset $Y'$ of $\mathbb{R}^{#Y-1}$ which is the set of probability vectors (the so-called probability simplex). For example, $Y = \{-1, 1\}$ would be replaced by $[0, 1]$.

(ii) the misclassification loss by the probabilistic, convex (but not strictly convex) loss $L' : Y' \times Y' \to \mathbb{R}$, where the observations in the second $Y'$ argument are always pmf describing constant random variables.

A further elementary calculation (see appendix A.1 for an explicit derivation) shows that $L'$ is always minimized by making deterministic predictions:

$$\arg\min_{p \in Y'} E[L'(p, Y)] \cap \{Y \to \{0, 1\}\}$$

is non-empty, i.e., the $L'$-best classifier may always be chosen to be a deterministic one, i.e., one that always predicts a probability mass functions with probabilities 0 or 1.

This exhibits deterministic classification as a special case of probabilistic classification with a special choice of loss function.

3.2. Elicitation by convex losses

Loss functionals are canonically paired with summary statistics of distributions:

Definition 3.3. Let $L : Y \times Y \to \mathbb{R}$ be a convex loss functional. For a $Y$-valued random variable $Y$, we define

$$\mu_L([Y]) := \arg\min_{y \in Y} E[L(y, Y)]$$

where $[Y]$ denotes $Y$ as a full object (i.e., a measurable function), rather than its value. Following Gneiting and Raftery \[17\], we term the functional which maps $Y$-valued distributions to sub-sets of $Y$ the eliciting functional associated to $L$. We call $\mu_L([Y])$ the summary of $Y$ elicited by $L$.

Note that well-definedness, i.e., existence of the minimizer, is ensured by convexity of $L$ (and the implied continuity). If $L$ is strictly convex, there is furthermore a unique minimizer, in which case we will exchangeably consider $\mu_L$ to be a functional with target $Y$.

Well-known examples of elicited summaries are given in the following:

Lemma 3.4. The following relations between losses and elicited statistics of real-valued random variables hold:
Proof. (i) after substitution of definition, the claim is equivalent to the statement to the mean being the minimizer of squared distances. A more explicit proof is given in Appendix B.1.

(ii) follows, by setting $\alpha = \frac{1}{2}$, from (iii).

(iii) This is carried out in Appendix B.2. $\square$

In the supervised setting, the best possible prediction functional can be exactly characterized in terms of elicitation:

**Proposition 3.5.** Let $L$ be a (strictly) convex loss. Then, it holds that

$$\arg\min_{f \in [X \rightarrow Y]} \varepsilon_L(f) = [x \mapsto \mu_L[Y|X = x]].$$

That is, the best possible prediction as measured by $L$ is predicting the statistic which $L$ elicits from the conditional random variable $Y|X = x$.

Proof. The prediction functional $\omega : x \mapsto \mu_L[Y|X = x]$ is well-defined, hence it suffices to show that $\varepsilon_L(f) \geq \varepsilon_L(\omega)$ for any prediction functional $f : X \rightarrow Y$.

Now by definition of $\mu_L$, it holds that

$$\mathbb{E}[L(\omega(X), Y)|X] \leq \mathbb{E}[L(f(X), Y)|X].$$

Taking total expectations yields the claim. $\square$

Intuitively, the best prediction functional, as measured by a convex loss $L$, always predicts the statistic elicited by $L$ from the conditional law $[Y|X = x]$.

### 3.3. Predictive uninformedness

We will now introduce the notion of an uninformed baseline which will act as a point of comparison.

**Definition 3.6.** A prediction functional $f : X \rightarrow Y$ is called uninformed if it is a constant functional, i.e., if $f(x) = f(y)$ for all $x, y \in X$. We write $u_\alpha$ for the uninformed prediction functional $u_\alpha : x \mapsto \alpha$.

We will show that, for a given loss function, there is one single uninformed baseline that is optimal.

**Lemma 3.7.** Let $L$ be a (strictly) convex loss, let $\mu := \mu_L([Y])$ be the/a statistic elicited by $L$ (see Definition 3.3). Then, the following quantities are equal:

(i) $\inf \{\varepsilon_L(f) : f \text{ is an uninformed prediction functional}\}$

(ii) $\varepsilon_L(u_\mu)$

That is, $u_\mu$ is achieves the lowest possible ($L$-)loss amongst uninformed prediction functionals and prediction strategies.

Proof. Note that $\varepsilon(u_\alpha) = \mathbb{E}[L(\alpha, Y)]$. It follows hence by definition of $\mu$ that $\varepsilon(u_\mu) \leq \varepsilon(u_\alpha)$ for any (constant) $\alpha \in Y$. I.e., $u_\mu$ is the best uninformed prediction functional. $\square$
Lemma 3.7 motivates the definition of the best uninformed predictor:

**Definition 3.8.** We call $u_\mu$, as defined in Lemma 3.7, the (\(L-\))best uninformed predictor (even though it may not be unique, the choice, when possible, will not matter in what follows).

We call a prediction functional (\(L-\))better-than-uninformed if its expected generalization loss is strictly smaller than of the (\(L-\))best uninformed predictor. More formally, a prediction functional $f$ is \(L-\)better-than-uninformed if $\varepsilon_L(f) \leq \varepsilon_L(u_\mu)$.

For convenience, we further introduce some mathematical notation for best predictors:

**Notation 3.9.** Let $L$ be a (strictly) convex loss. We will write:

(i) $\omega^{(L)}_Y := [x \mapsto \mu_L[Y]]$ for the/a (\(L-\))best uninformed predictor as defined in Definition 3.8.

(ii) $\omega^{(L)}_{Y|X} := [x \mapsto \mu_L[Y|X = x]]$ for the/a (\(L-\))best predictor as considered in Proposition 3.5.

$\omega^{(L)}_Y$ and $\omega^{(L)}_{Y|X}$ are unique when $L$ is strictly convex, as per the discussion after Definition 3.3. When multiple choices are possible for the minimizer, i.e., if $L$ is convex but not strictly convex, an arbitrary choice may be made (not affecting subsequent discussion). The superscript $L$ may be omitted in situations where the loss is clear from the context.

An important fact which we will use in testing is that if a better-than-uninformed prediction functional exists, then $\omega_{Y|X}$ is an example:

**Proposition 3.10.** Fix a (strictly) convex loss. The following are equivalent:

(i) $\omega_{Y|X}$ is $L$-better-than-uninformed.

(ii) $\omega_{Y|X}$ is not $L$-uninformed.

(iii) There is an $L$-better-than-uninformed prediction functional.

Note that equivalence of (i) and (ii) is not trivial, since there are prediction functionals which are not better-than-uninformed but not uninformed.

**Proof.** The equivalence of (i) and (iii) follows directly from Lemma 3.7 and noting that (i) implies (iii).

(i)$\iff$(ii): By Proposition 3.5, $\varepsilon(\omega_{Y|X}) \leq \varepsilon(f)$ for any $f$, in particular also any uninformed $f$. By Lemma 3.7 and the above, the inequality is strict if and only if $\omega_{Y|X}$ is better-than-uninformed. \(\square\)

### 3.4. Statistical dependence equals predictability

We continue with a result that relates - or more precisely, equates - better-than-uninformed predictability with statistical dependence. As such, it shows that the choice of constant functions as a proxy for uninformedness was canonical.

We start with the more intuitive direction of the claimed equivalence:

**Proposition 3.11.** Let $X, Y$ be random variables taking values in $\mathcal{X}, \mathcal{Y}$. Let $L$ be any convex loss functional. If $X, Y$ are statistically independent, then: There exists no $L$-better-than-uninformed prediction functional for predicting $Y$ from $X$. More precisely, there is no prediction functional $f : \mathcal{X} \to \mathcal{Y}$ and no convex loss $L : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R}$ such that $f$ is $L$-better-than-uninformed.

**Proof.** Assume $X, Y$ are statistically independent. Let $L$ be a convex loss function, let $f : \mathcal{X} \to \mathcal{Y}$ be a prediction functional. Then, by convexity of $L$,

$$\mathbb{E}[L(f(X), Y)|Y] \geq L(\mathbb{E}[f(X)], Y).$$
Since $X$ is independent of $Y$ (by assumption) and $f$ is not random, it holds that $\mathbb{E}[f(X)|Y = \mathbb{E}[f(X)]$, i.e., $\mathbb{E}[f(X)|Y = y$, as a function of $y$, is constant. Writing $\nu := \mathbb{E}[f(X)]$, we hence obtain that

$$L(\mathbb{E}[f(X)], Y)|Y = L(\nu, Y) = L(u_\nu, Y).$$

After taking total expectations, it hence holds by the law of total expectation that

$$\mathbb{E}[L(f(X), Y)] \geq \mathbb{E}[L(u_\nu, Y)],$$

meaning that $f$ is not better-than-uninformed w.r.t. $L$. Since $f$ and $L$ were arbitrary, the statement holds.

Proposition 3.11 states that independence implies unpredictability (as measured per expected loss). A natural question to ask is whether the converse holds, or more generally which converses exactly, since the loss functional $L$ in (ii) and (iii) of Proposition 3.10 was arbitrary, and independence in (i) is a statement which remains unchanged when exchanging $X$ and $Y$, while predictability is not symmetric in this respect. Hence the weakest possible converse would require unpredictability w.r.t. all convex losses and w.r.t. either direction of prediction, however much stronger converses may be shown.

Before stating the mathematically more abstract general result for the converse direction, we first separately present special cases for the three important sub-cases, namely deterministic classification, probabilistic classification, and regression.

**Theorem 1.** As in our setting, consider two random variables $X, Y$, taking values in $\mathcal{X}$ and $\mathcal{Y}$. Assume $\mathcal{Y} = \{-1, 1\}$. The following are equivalent:

(i) $X$ and $Y$ are statistically independent.

(ii) There exists no better-than-uninformed prediction functional predicting $Y$ from $X$. More precisely, there is no prediction functional $f : \mathcal{X} \rightarrow \mathcal{Y}$ such that $f$ is $L$-better-than-uninformed for the misclassification loss $L : (p, y) \mapsto 1 - p(y)$.

Regarding the specific loss $L$, see Remark 3.2 for the identification of a class prediction with a probability-1 probabilistic prediction.

**Proof.** By Proposition 3.11 the only direction which remains to be proven is (ii)$\Rightarrow$(i): (i)$\Rightarrow$(ii) follows directly from substituting the specific $L$ into the implication between statements with the same numbers in Proposition 3.11.

(ii)$\Rightarrow$(i): We prove this by contraposition: we assume $X$ and $Y$ are statistically dependent and construct a better-than-uninformed prediction functional.

By the equivalence established in Remark 3.2, the best uninformed predictor $\omega_Y$ is predicting the most probable class, w.l.o.g. $1 \in \mathcal{Y}$, and its expected generalization loss is one minus its generative frequency $\varepsilon(\omega_Y) = P(Y = -1)$.

Since $X$ and $Y$ are statistically dependent, there is a positive probability $\mathcal{X}' \subseteq \mathcal{X}$ (measurable with positive probability measure) such that $P(Y = 1|X \in \mathcal{X}') \geq P(Y = -1|X \in \mathcal{X}')$ (the definition yields $\neq$, but w.l.o.g. replacing $\mathcal{X}'$ by its complement yields $\geq$). An elementary computation shows that the prediction functional $f : \mathcal{X} \rightarrow \mathcal{Y} : 2 \cdot \mathbb{1}[x \in \mathcal{X}'] - 1$ is better-than-uninformed.

The proof of Theorem 1 shows that for a converse, one does not necessarily need to consider predictability of $X$ from $Y$ as well. However, the deterministic binary classification case is somewhat special, since the misclassification loss is insufficient in the multi-class case, and in general a single loss function will be unable to certify for independence. In order to formulate these negative results, we define shorthand terminology for stating correctness of the converse.
Definition 3.12. Fix a (label) domain $Y$, let $L$ be a set with elements being convex loss functionals in $[Y \times Y \to \mathbb{R}]$. We call $L$ faithful for $Y$ if for every statistically dependent pair of random variables $X,Y$ taking values in $X,Y$, there is $L \in L$ and a prediction functional $f : X \to Y$ such that $f$ is $L$-better-than-uninformed. If $L$ is a one-element-set, we call its single element faithful for $Y$.

In this terminology, Theorem 1 states that the misclassification loss is faithful for the label domain $Y$. By definition (and strictly faithful, since any set smaller than an one-element set, as by the counting measure, is empty and by definition not faithful). We can now state some negative and positive results on deterministic multi-class classification and probabilistic classification:

Proposition 3.13. (i) The misclassification loss $L : (p, y) \mapsto 1 - p(y)$ is not faithful for deterministic multi-class classification, i.e., for $Y$ being finite and containing 3 or more elements.

(ii) The log-loss $L : (p, y) \mapsto -\log(p(y))$ is (strictly) faithful for probabilistic classification.

(iii) The squared probabilistic classification loss $L : (p, y) \mapsto (1 - p(y))^2$ is (strictly) faithful for probabilistic classification.

(iv) The Brier loss $L : (p, y) \mapsto (1 - p(y))^2 + \sum_{y' \neq y} p(y')^2$ is (strictly) faithful for probabilistic classification.

Proof. (i): It suffices to construct a counterexample for each possible $Y$, i.e., every finite $Y$ with 3 or more elements. Let $X = \{-1, 1\}$, and let $y \in Y$ be arbitrary. Define $X,Y$ such that $P(Y = y|X = 1) = P(Y = y'|X = -1) := 0.9$ and $P(Y = y'|X = 1) \neq P(Y = y|X = -1)$ for some class $y' \neq y$.

This choice is possible as $Y$ has 3 or more elements. The best uninformed predictor always predicts $y$, with expected generalization loss 0.1, while it cannot be outperformed, see e.g. the discussion in Remark 3.2.

(ii)-(iv): For faithfulness, it suffices to show that $\varepsilon(\omega_{Y|X}) = \varepsilon(\omega_Y)$ implies statistical independence of $X,Y$.

Explicit computations in each case (see Appendices A.2 and A.3) show that $\arg\min_p \mathbb{E}[L(p,Y)] = p_Y$, where $p_Y$ is the probability mass function of $Y$, implying that $\omega_Y = [x \mapsto [y \mapsto P(Y = y)|X = x]]$. By conditioning the same statement on $X$, this also implies that $\arg\min_p \mathbb{E}[L(p,Y)|X = x] = [y \mapsto P(Y = y)|X = x]$, which is the unique minimizer of the expected generalization loss. Thus, $\varepsilon(\omega_{Y|X}) = \varepsilon(\omega_Y)$ only if both functions are identical, i.e., $P(Y = y)|X = x) = P(Y = y)$ for all $x$, which is one possible definition of $X$ and $Y$ being statistically independent.

For regression, the usual loss functions are unable to certify for independence anymore:

Proposition 3.14. The following convex loss functions (taken as single-element sets) are not faithful for univariate regression, i.e., for the label domain $Y = \mathbb{R}$

(i) the squared loss $L(y, y_*) = (y - y_*)^2$

(ii) the absolute loss $L(y, y_*) = |y - y_*|

(iii) the distance loss $L(y, y_*) = d(y, y_*)^2$, for any metric $d : Y \times Y \to \mathbb{R}$

Proof. It suffices to construct, for each convex loss functional $L$, a counterexample where $X,Y$ are statistically dependent, but no prediction functional predicting $X$ from $Y$ is better-than-$L$-uninformed. In each case, one may construct two $Y$-valued random variables $Y_1, Y_2$ with distinct laws such that $\mu_L[Y_1] = \mu_L[Y_2]$ - for example, an arbitrary non-constant $Y_1$ and the $Y_2$ being constant $\mu_L[Y_1]$. Further
setting \( X = \{-1, 1\} \) and defining a non-constant \( X \)-valued random variable \( X \), together with a \( \mathcal{Y} \)-valued random variable such that \( Y_i = Y | X = i \) for \( i \in \mathcal{X} \) yields an example of a statistically dependent pair \( X, Y \) of random variables where the constant prediction of \( \mu_L[Y_1] = \mu_L[Y_2] \) is not only the \( L \)-best uninformed prediction functional, but also the \( L \)-best prediction functional. Using equivalence of (i) and (iii) in Proposition 3.10 proves the claim.

The previously introduced quantile losses form a strictly faithful set of losses for univariate regression:

**Theorem 2.** The set of \( Q \)-losses is strictly faithfully for \((\text{univariate})\) regression. More precisely, the set \( \mathcal{L} = \{ L_\alpha : \alpha \in [0, 1]\} \), where \( L_\alpha(y, y_*) = \alpha \cdot m(y, y) + (1 - \alpha) \cdot m(y, y_*) \), with \( m(x, z) = \min(x - z, 0) \) (see Lemma 3.4 (iii)), endowed with the Lebesgue measure through canonical identification of \( L_\alpha \) with \([0, 1]\), is strictly (Lebesgue-measure-)faithful for \( \mathcal{Y} = \mathbb{R} \).

**Proof.** For faithfulness, we show that impossibility of \((L_\alpha)\)-better-than-uninformed prediction of a \( \mathbb{R} \)-valued random variable \( Y \) from an \( \mathcal{X} \)-valued random variable \( X \) implies statistical independence of \( X \) and \( Y \).

Thus, assume that there is no \( \alpha \in \mathbb{R} \) and no prediction functional \( f \) such that \( f \) is \( L_\alpha \)-better-than-uninformed. By equivalence of (ii) and (iii) in Proposition 3.10 and negation/contraposition, \( \omega^\mathcal{L}_{Y|X} \) is uninformed hence constant. By Lemma 3.4 (iii), \( \mu_{L_\alpha}[Y|X = x] \) is the \( \alpha \)-quantile of the conditional random variable \( Y|X = x \), which by the previous statement does not depend on \( x \). Since \( \alpha \) was arbitrary, none of the quantiles of \( Y|X = x \) depends on \( x \), i.e., the cdf and hence the laws of all conditionals \( Y|X = x \) agree, which implies (by one common definition/characterization of independence) that \( X \) and \( Y \) are statistically independent.

Strict faithfulness follows by following through the above argument after removing a positive-measure open set \( U \subseteq [0, 1] \) from the indices, i.e., \( L_\alpha \) for \( \alpha \notin U \) from \( \mathcal{L} \). As \( U \) has positive measure, we may pick \( u \in U \) and \( \mathcal{X} = \{-1, 1\} \) as well as conditional cdf such that \( P(Y \leq u|X = 1) \neq P(Y \leq u|X = -1) \) while \( P(Y \leq x|X = 1) = P(Y \leq x|X = -1) \) for all \( x \notin U \). By the above argument, predicting the \( \alpha \)-quantile of \( Y \) is the \( L_\alpha \)-best prediction functional from \( X \) for any \( \alpha \notin U \), and it is furthermore a uninformed prediction strategy, thus \( \mathcal{L} \) is not faithful after removing \( L_\alpha, \alpha \in U \).

In the light of Theorem 2, it may be interesting to ask for a theoretical characterization of a strictly faithful set of losses for univariate regression (e.g., does it need to be infinite?), or what may be a set of strictly faithful losses for multivariate regression. A-priori, it is even unclear whether there is a set of (not necessarily strictly) faithful losses for general prediction tasks, which the following result answers positively:

**Theorem 3.** Assume that \( \mathcal{Y} \) may be identified (including the taking of expectations) with a sub-set of \( \mathbb{R}^n \), for some \( n \), e.g., in multivariate regression, or simultaneous prediction of multiple categorical and continuous outputs. Then, the set of convex losses is faithful for \( \mathcal{Y} \).

**Proof.** Consider random variables \( X \) and \( Y \) taking values in \( \mathcal{X} \) and \( \mathcal{Y} \), are statistically dependent. By definition of (in)dependence, this is equivalent to there existing \( \mathcal{X}' \subseteq \mathcal{X} \), \( \mathcal{Y}' \subseteq \mathcal{Y} \) (measurable with positive joint probability measure) such that \( P(Y \in \mathcal{Y}'|X \in \mathcal{X}') \neq P(Y \in \mathcal{Y}'|X \in \mathcal{X}) \). By taking (or not taking) the complement of \( \mathcal{X}' \) within \( \mathcal{X} \), we may assume without loss of generality that \( P(Y \in \mathcal{Y}'|X \in \mathcal{X}') \geq P(Y \in \mathcal{Y}') \).

Define \( g : \mathcal{Y} \to \mathbb{R} ; y \mapsto x^2 \) (where we have used the identification of \( \mathcal{Y} \) with \( \mathbb{R}^n \)). Define \( L : \mathcal{Y} \times \mathcal{Y} \to \mathbb{R} ; (y, y_*) \mapsto g(y) \cdot 1(y_* \in \mathcal{Y}') + g(y - \alpha) \cdot 1(y_* \notin \mathcal{Y}') \),

where \( 1(y_* \in \mathcal{Y}') \) is the indicator function for \( y_* \in \mathcal{Y}' \), and \( \alpha \in \mathcal{Y} \setminus \{0\} \) is arbitrary. Define \( f : \mathcal{X} \to \mathcal{Y} ; x \mapsto 0 \) if \( x \in \mathcal{X}' \), otherwise \( \alpha \). An elementary computation shows that \( \varepsilon_L(f) \) is better-than-uninformed, hence we have proved non-(ii).
For the general case, it seems interesting to ask what would be a strictly faithful set of losses, how such sets may be characterized, or whether they even exist (which seems neither obviously nor directly implied by the existence of a faithful set of losses).

Due to the constructive nature of respective proofs (or, more precisely, the semi-constructivity of the proof for multi-variate regression in Theorem 3.3, model comparison procedures suggested by Theorems 1 and 2 on univariate classification and regression will be used in the testing procedures. For convenience we briefly repeat the main results used in testing as a corollary:

**Corollary 3.15.** Consider two random variables $X, Y$, taking values in $\mathcal{X}$ and $\mathcal{Y}$, where $\mathcal{Y}$ is finitely supported pmf (classification) or where $\mathcal{Y} \subseteq \mathbb{R}^q$ (regression). The following are equivalent:

(i) $X$ and $Y$ are statistically dependent.

(ii) $\varepsilon(\omega^L_{Y|X}) \leq \varepsilon_L(\omega^L_Y)$ for $L$ the log-loss/Brier-loss (classification), resp. for some convex loss $L$ (regression). I.e., the $L$-best predictor is $L$-better-than-uninformed, for some $L$.

(iii) there exists a prediction functional $f : \mathcal{X} \rightarrow \mathcal{Y}$ such that $\varepsilon_L(f) \leq \varepsilon_L(\omega^L_Y)$ for $L$ the log-loss/Brier-loss (classification), resp. for some convex loss $L$ (regression). I.e., there exists an $L$-better-than-uninformed prediction functional, for some $L$.

Since Corollary [3.15](i) is the alternative hypothesis in an independence test, we may use a test for the equivalent hypothesis Corollary [3.15](iii), i.e., comparing the performance a learnt $f$ with the best uninformed baseline, as an independence test. Any choice of $f$ is sufficient for the methodology outlined in the latter Section 5.1. Since the null-hypothesis is that $X \perp Y$, choosing a bad $f$ or failing to detect multivariate dependence (a specific case) only decreases the power of the test, while the type 1-error remains unaffected.

### 3.5. Conditional independence

The last section established a theoretical foundation for marginal independence testing, now this foundation will be expanded by adding a framework for testing conditional independence.

The statement one would like to make thus connects two random variables:

Theorem 3.16. A prediction functional $f : \mathcal{X} \times \mathcal{Z} \rightarrow \mathcal{Y}$ is called conditionally uninformed if it does not depend on the first argument, i.e., if $f(x, z) = f(y, z)$ for all $x, y \in \mathcal{X}$ and $z \in \mathcal{Z}$. By notational convention, a functional $g : \mathcal{Z} \rightarrow \mathcal{Y}$ is identified with the conditionally uninformed prediction functional $(x, z) \mapsto g(z)$.

In the text, it will be implicitly understood that conditioning will happen on the second argument.

**Definition 3.17.** We define the following prediction functionals in $[\mathcal{X} \times \mathcal{Z} \rightarrow \mathcal{Y}]$:

The best conditionally uninformed prediction $\omega^L_{Y|Z} : (x, z) \mapsto \mu_L([Y|Z = z])$

The best conditional prediction $\omega^L_{Y|X, Z} : (x, z) \mapsto \mu_L([Y|X = x, Z = z])$

It is briefly checked that $\omega^L_{Y|Z}$ and $\omega^L_{Y|X, Z}$ have the properties their names imply:

**Lemma 3.18.** Let $L$ be a (strictly) convex loss. The following holds:

(i) $\varepsilon_L(\omega^L_{Y|Z}) = \min\{\varepsilon_L(f) : f$ is a conditionally uninformed prediction functional\}

(ii) \( \varepsilon_L(\omega_{Y|X,Z}^{(L)}) = \min \{ \varepsilon_L(f) : f \in [X \times Z \rightarrow \mathcal{Y}] \} \)

**Proof.**

(i) Conditioning on the event \( Z = z \), Lemma 3.7 for the unconditional case implies the equality conditional for the event. Since \( z \) was arbitrary, it holds without the conditioning.

(ii) This is directly implied by Proposition 3.5 by substituting the joint random variable \((X, Z)\) for the \( X \) in Proposition 3.5. \( \square \)

With these definitions, the conditional variant of Theorem 3 can be stated:

**Theorem 4.** As in our setting, consider three random variables \( X, Y, Z \), taking values in \( \mathcal{X}, \mathcal{Y}, \mathcal{Z} \), where \( \mathcal{Y} \) is finitely supported pmf (classification) or where \( \mathcal{Y} \subseteq \mathbb{R}^q \) (regression). The following are equivalent:

(i) \( X \) and \( Y \) are statistically dependent conditional on \( Z \).

(ii) \( \varepsilon_L(\omega_{Y|X,Z}^{(L)}) \leq \varepsilon_L(\omega_{Y|Z}^{(L)}) \) for \( L \) the log-loss/Brier-loss (classification), resp. for some convex loss \( L \) (regression)

(iii) there exists a prediction functional \( f : X \times Z \rightarrow \mathcal{Y} \) such that \( \varepsilon_L(f) \leq \varepsilon_L(\omega_{Y|Z}^{(L)}) \) for \( L \) the log-loss/Brier-loss (classification), resp. for some convex loss \( L \) (regression)

(iv) there exists a prediction functional \( f : X \times Z \rightarrow \mathcal{Y} \) such that for all conditionally uninformed prediction functionals \( g : (X \times Z) \rightarrow \mathcal{Y} \), one has \( \varepsilon_L(f) \leq \varepsilon_L(g) \) for \( L \) the log-loss/Brier-loss (classification), resp. for some convex loss \( L \) (regression)

The set of losses in which existence is required in (ii) may be restricted to a set of losses which is faithful for the unconditional setting (such as: quantile losses for \( \mathcal{Y} = \mathbb{R} \) as per Theorem 2), as in Section 3.4, without changing the fact that the stated equivalence is correct.

**Proof.** The proof is an analogue of that of Corollary 3.15. It may be obtained from following the whole proof through while in addition conditioning on \( Z = z \), and noting that (i) holds if and only if the conditionals \( X|Z = z \) and \( Y|Z = z \) are statistically dependent for some \( z \). \( \square \)

Our conditional independence test is based on statement (iv) in Theorem 4. Unlike in the unconditional case, there is no easy way to estimate \( \omega_{Y|Z}^{(L)} \) directly. Thus, in the algorithm in Section 5.1 the statement will be replaced by a slightly weaker statement, where automatic model selection will determine an \( f \) as well as a \( g \), without guarantees that \( f = \omega_{Y|X,Z}^{(L)} \) or that \( g = \omega_{Y|Z}^{(L)} \) are optimal.

This is in line with the usual approach to and caveats of supervised learning - if there were a universal way to estimate \( \omega_{Y|Z}^{(L)} \) that would amount to a universally perfect supervised learning strategy.

### 3.6. Testing prediction error against baseline

Theorems 3 or 4 in the previous sections establish a new basis for (marginal or conditional) independence testing. Namely, the theorems relate testing of (marginal or conditional) dependence between \( X \) and \( Y \) to testing predictability of \( Y \) from \( X \). Namely, Theorems 3 or 4 state the following: If there exists a significantly better-than-(conditionally-)uninformed prediction strategy \( f \), i.e,

\[
\varepsilon_L(f) \leq \varepsilon_L(g),
\]

where \( g \) is a suitable baseline (an approximation of \( \omega_{Y|X,Z}^{(L)} \) or \( \omega_{Y|Z}^{(L)} \)), then we may conclude by Theorem 3 or 4 that \( X \) and \( Y \) are not (marginally or conditionally) independent.

Thus the problem of independence testing is reduced to the problem of testing whether there exists a prediction functional \( f \) which outperforms the baseline \( g \) as measured by some convex loss function \( L \).

We make a few remarks about the strategy and logic of our proposed significance test.
• Neither the proposed functional $f$ nor the baseline $g$ are a-priori known in the usual practical setting, and neither is an $L$ which may make a difference apparent. However, both $f$ and $g$ may be seen to approximate a best prediction functional which is unknown, thus as instances of supervised learning. Hence, some choice has to be made, in absence of the “perfect learning strategy”. A bad choice will contribute to a loss of power only if type I error control is achieved.

• The baseline $g$ approximates $\omega^{(L)}_Y$ in the marginal case. For frequently used $L$, the baseline $g$ predicts constants which are the mean or the median or other well-studied statistics of a sample from $Y$, hence $g$ may have a beneficial asymptotic.

• Significance tests to compare prediction strategies are studied in [29], which proposes amongst others a paired sample test of prediction residuals.

The values $\varepsilon_L(f), \varepsilon_L(g)$ may be estimated by respective empirical estimates, by the usual estimator

$$\hat{\varepsilon}_L(f) := \frac{1}{M} \sum_{i=1}^{M} L_i(f) \quad \text{where} \quad L_i(f) = L(f(X_i^*, Y_i^*)), $$

and similar $\hat{\varepsilon}_L(g)$ for $g$. Since the test data $(X_i^*, Y_i^*)$ are independent of each other and of $f, g$, by the central limit theorem, one has

$$\sqrt{M}(\hat{\varepsilon}_L(f) - \varepsilon(f)) \overset{d}{\rightarrow} N(0, \text{Var}[L(f(X), Y)]), \ M \to \infty,$$

conditional on $f$ and $g$ being fixed. That is, the empirical mean of the loss residuals for prediction strategy $f$ and loss $L$ is asymptotically normal with mean $\varepsilon(f)$ and variance $\text{Var}[L(f(X), Y)]/N$.

Instead of directly estimating $\varepsilon_L(f)$ and $\varepsilon_L(g)$ with confidence intervals and then comparing, one notes (as also in [29]) that the samples of loss residuals $L_i(f)$ and $L_i(g)$ are inherently paired, which eventually leads to a more powerful testing procedure.

We hence consider the difference in the $i$-th loss residual, $R_i := L_i(g) - L_i(f)$. The $R_i$ are still i.i.d. (conditional on $f, g$) and also have a normal asymptotic, usually with smaller variance than either of $f, g$ in empiry. An effect size of the difference is obtained with normal confidence intervals, and one may conduct a one-sided paired two-sample test for the null

$$H_0 : \mathbb{E}(\varepsilon(g) - \varepsilon(f)) \leq 0 \quad \text{against} \quad H_A : \mathbb{E}(\varepsilon(g) - \varepsilon(f)) \leq 0.$$ 

Note that the test is one-sided since we test for $f$ to outperform the baseline $g$.

To assess this null-hypothesis, two simple tests, one parametric and one non-parametric, are implemented.

• **T-test for paired samples** [29]: A parametric test assuming that the sample mean of loss residual differences $R_i$ is normally distributed with mean 0 and standard deviation $\sigma$. Under the assumptions of the test and the null hypothesis, the normalized empirical mean $t := \hat{\mu}/\hat{\sigma}$, where $\hat{\mu}$ and $\hat{\sigma}$ are the sample mean and standard deviation of the $R_i$, respectively, follows a $t$-distribution with $M$ degrees of freedom, where we have used the fact that under $H_0$ it holds that $\mathbb{E}[R] = 0$.

• **Wilcoxon signed-rank test**: If the sample mean of loss residual differences $R_i$ is not normally distributed, an increase in power can be achieved by testing if the rank differences are symmetric around the median. Since the $R_i$ in question are differences in loss residuals, there is no ex-ante reason to assume normality, in particular for a “good” non-baseline method one may expect that most are positive, hence the normality assumption may be too strong. Hence the non-parametric Wilcoxon class test should be a better general approach to compare loss residuals (see pages 38-52 of [11] for the Wilcoxon tests).
One subtlety to notice is that instead of testing for the alternative hypothesis “there exists $f$ such that $\varepsilon_L(f) \leq \varepsilon_L(\omega_Y^{(L)})$” which certifies for independence, by the above strategy we are testing for the alternative “there exists $f$ such that for all/the best $g$ it holds that $\varepsilon_L(f) \leq \varepsilon_L(g)$” where $g$ is a fixed estimate of $\omega_Y^{(L)}$. However, $g$ is dependent on the training data and itself uncertain. Thus, for a conservative estimate of the significance level, uncertainty in $g$ estimating $\omega_Y^{(L)}$ needs to be taken into account.

In the unconditional case, $\omega_Y^{(L)}$ will be a constant predictor of an elicited statistic of the training labels, such as the mean, median or one minus the majority class frequency, with known central limit theorems that may be used to adapt the Student or Wilcoxon type tests (e.g., by explicitly increasing the variance in the t-test).

In either case, one may also bootstrap the distribution of $g$ and make use of it as follows: Since the training set is independent of the test set, the function $g$, is as a random variable which is a function of the training data, also independent of the test data. Thus instead of using a fixed $g$ in prediction, one can ensure a conservative test by using a bootstrap sample of pseudo-inputs for the predictions, a different sample of $g$ per test data point that is predicted.

Since the exact form of the correction appears an unresolved sub-problem of the predictive model validation and model selection process in general, and since bootstrapping of $g$ is computationally costly, we have implemented the “fixed $g$” variant (potentially liberal) in the package which can be easily adapted to potential corrections based on explicit asymptotics.

We will present an algorithmic implementation in Section 5.1 as an algorithmic conditional testing routine, which is later applied to graphical model structure learning, in Section 5.2.
4. Graphical Models

This section will briefly review graphical models and graphical model structure learning, which we will later address using the conditional independence test outlined in Section 3.

4.1. Informal definition of graphical models

A probabilistic graphical model is a graph-based description of properties of a joint probability distribution (possibly but not necessarily a full specification thereof). It usually consists of a directed or undirected graph, together with a fixed convention how to translate the graph structure into a full probability distribution, or more generally, into conditional independence statements about a distribution of not further specified type.

Graphs

A graph $G$ is an ordered pair $(V, E)$ where $V \subseteq E \times E$. The set $V$ are interpreted as vertices (nodes) of the graph, and the elements in $E$ are interpreted as edges (links) of the graph (ordered for directed graphs, unordered for undirected graphs). $G$ is usually visualized by drawing all vertices $V$ and edges between all pairs of vertices in $E$. In graphical models, the vertex set is identified with a collection of (possibly associated) random variables $X = \{X_1, ..., X_n\}$, and the edges encode some independence or conditional independence information about the components of $X$. Two popular choices are discussed in Section 4.2 below.

Probabilistic graphical models

Graphical model theory is usually concerned two main tasks, structure learning (of the graph) and inference (on a given graph). Inference is concerned with estimating parameters or statistics of the parametric distribution assuming the independence structure prescribed by a fixed graph, from a finite sample drawn from $X$. Structure learning is concerned with inferring the graph from such a sample, thus inferring the encoded independence relations. For an extended introduction to graphical models, the reader might refer to [26] or [2].

Graphical model structure learning is usually considered the more difficult of the two tasks, due to the combinatorial explosion of possible graphs. Manual approaches involve an expert encoding domain knowledge in presence or absence of certain edges; automated approaches usually conduct inference based on parametric distributional assumptions combined with selection heuristics [26].

4.2. Types of graphical models

We review two of the most frequently used types of graphical models.

4.2.1. Bayesian Networks

A Bayesian network is a graphical model which states conditional independence assumptions without making parametric distributional assumptions. The conditional independence assumptions are encoded in a directed acyclic graph over a set of random variables. Acyclicity of the graph implies that each node $X_i$ has a (potentially empty) set of descendants.

**Definition 4.1.** A node $X_j$ is a descendant of $X_i$ in the graph $G$ if there is a directed path from $X_i$ to $X_j$, where a path is any connection of links that lead from $X_i$ and $X_j$.

That is, if there is a path following the arrows in $G$, going from $X_i$ to $X_j$. Since the graph is acyclic, no cycles exist, and following the arrows in the graph, the same variable can never be reached twice. Examples of such a network are shown in Figure 1.
Bayesian Network graphs arise in a natural way when considering the factorization properties of a probability distribution. Assume we are interested in a probability distribution $P$ over the Difficulty of a course, a students Intelligence, the Grade a student achieved in a course, and the quality of a reference Letter received from the tutor of the course, $P(\text{Difficulty}, \text{Intelligence}, \text{Grade}, \text{Letter})$.

Further assume the following is true:

- The quality of the Letter is solely determined by the Grade a student received in the course. That is, $\text{Letter} \perp \{\text{Difficulty}, \text{Intelligence}\} | \text{Grade}$
- The Grade of a student depends on the Difficulty of the course and his Intelligence
- Difficulty and Intelligence are not causally influenced by any other variable in the graph

This gives a natural way to order the variables for factorization. Difficulty and Intelligence are so-called root nodes, hence their order is irrelevant, however Grade depends on both of them and Letter depends on Grade, giving the ordering: $\{\text{Letter}, \text{Grade}, \text{Difficulty}, \text{Intelligence}\}$, which will now be denoted as $\{L, G, D, I\}$. An ordering $\{X_1, \ldots, X_n\}$ implies that for $\forall i, j \in \{1, \ldots, n\}$ and $i < j$, $X_j$ can not be a descendant of $X_i$. The distribution is then factorized, according to the ordering,

$$P(L, G, D, I) = P(L|G, D, I)P(G, D, I)P(D)P(I),$$

a standard way to factorize distributions. Working in the independence statements gives

$$P(L, G, D, I) = P(L|G)P(G, D, I)P(D)P(I),$$

since $L \perp \{D, I\} | G$ and $D \perp I$. Returning to Figure 1 (b) shows that this factorized distribution exactly matches the arrows in the graph, which start at the parents (the conditioning variables) and lead to the children (the variable that the conditional distribution is over).

To understand the independence statements encoded in a Bayesian Network, one needs to first distinguish between active and passive trails [26] p. 71. Let a trail be any path between $X_i$ and $X_j$ on $G$ and a v-structure a structure such that $X_{i-1} \rightarrow X_i \leftarrow X_{i+1}$, where $X_i$ is a descendant of both $X_{i-1}$ and $X_{i+1}$. 

---

Figure 1: Example of expert based graphical model structure learning (backtracking), adapted from [26].

(a) The quality of an academic reference letter is determined by the grade
(b) The students intelligence and course difficulty determine the grade.
(c) Knowing a students GPA gives additional information about the state of intelligence.
A Markov Network, or Markov Random Field, is a graphical model which encodes conditional independence statements in an undirected graph over a set of random variables. While the Bayesian Network is defined in terms of probability distributions, the Markov Network is usually specified in terms of factor products which are unnormalized probability distributions. The scopes of these factors determine the complexity of the system, if the scope of a factor covers all the variables in the graph, the graph is unconstrained, whereas any constraint to smaller scopes decreases its complexity.

Figure 2 shows the Markov Network for the (normalized) factor product

\[ P(a, b, c, d, e, f, g) = \frac{1}{Z} \phi_1(a, b, c)\phi_2(b, c, d)\phi_3(c, e)\phi_4(e, f)\phi_4(f, g)\phi_5(e, g), \]

with the normalizing constant (partition function) \( Z \). Small letters denote realizations of the capital-lettered nodes. If \( P \) is a probability mass function,

\[ Z = \sum_{a, b, c, d, e, f, g} \phi_1(a, b, c)\phi_2(b, c, d)\phi_3(c, e)\phi_4(e, f)\phi_4(f, g)\phi_5(e, g), \]

where \( \phi(s) \) is such that \( \phi : S \rightarrow \mathbb{R}, \forall s \in S \).

If \( P \) is a probability density function over continuous variables, \( Z \) would be attained by integrating over the support of the variables in the scopes of \( P \).

Since the links are undirected, independence statements arising from Markov Networks are symmetric. A path between \( X_i \) and \( X_j \), \( i \neq j \) is called active given \( Z \), if no node on the path is in \( Z \). To determine whether \( X_i \) and \( X_j \) are conditionally independent given \( Z \) in all distributions consistent with \( G \), one again considers all paths going from \( X_i \) to \( X_j \). It holds that \( X_i \perp X_j | Z \) if there is no path between \( X_i \) and \( X_j \) that is active given \( Z \).

So to attain a Markov Network that is consistent with a probability distribution, one has to consider the pairwise conditional independence properties of the variables that the nodes in the graph represent. In general, if in a Markov Network there is no link between a variable \( X_i \) and \( X_j \), then \( X_i \perp X_j | X \setminus \{X_i, X_j\} \) in any distribution \( P \) over \( X \) consistent with the graph. These are called the pairwise Markov-independencies of the graph [15] ch. 17.2.

The independencies that can be encoded using Bayesian and Markov Networks differ. Bayesian
Networks are natural to express (hypothesized) causal relationships, distributions where an ordering can be attained and thus have nice factorization properties, while Markov Networks are natural for expressing a set of pairwise Markov independencies. Additionally, Bayesian Networks can be transformed into an undirected graph by a (potentially forgetful) process called "moralization" [26, p. 135].

4.3. Graphical model structure learning

There are two dominant approaches to structure learning, independence testing based and score-based methods, however they both suffer to a varying extent from the same underlying problem: combinatorial explosion. Given a probability distribution $P$ (with associated graph $G$) over a multivariate random variable $X = [X_1, ... , X_n]$, for undirected networks, between any pair of variables $X_i$ and $X_j$ there can be a link or no link in $G$. Since the links are undirected, there are thus $\binom{p(p-1)}{2}$ potential edges in the graph, and an exponential number of possible graphs. If one wants to test if $X_i$ and $X_j$ are independent given $Z$, $Z \subset X$, one needs to test if any path between the two is active, leading to a potentially very large number of tests. A graph’s complexity can be decreased by upper bounding the number of edges for each node, however, it was shown that, for directed graphs where each node can have $d$ parents, for $d > 1$, the problem a finding an optimal graph is NP-hard [26, p. 811]. Generally, the space of graphs is reduced by making structural (what type of relationships can be captured in the graph) and parametric (constraints on the distribution) assumptions. An additional problem is posed when there exists more than one optimum to the structure learning method, as a result of the fact that different graphs can be equivalent (and thus not identifiable) in the respective search space. An example of this are the two graphs shown in Figure 3, which arises from the fact that if $\{X,Y\} \sim P$, $P$ can be decomposed either into $P(X|Y)P(Y)$ or $P(Y|X)P(X)$, which are equivalent. There are different ways to approach these problems, some of which are outlined below.

4.3.1. Score-based methods

Score-based methods attempt to find a (usually local) optimum of a score function in the space of possible graphs. Examples of this can be the Kullback-Leibler divergence scoring function for directed graphical models, which can be used to find the optimal Chow-Liu tree graph [2, p.219]. While this is a convex algorithm, finding the global optimum, it does so under the heavy constraint that each node only has one parent at maximum (resulting in a tree-structured graph). For undirected graphs over discrete variables, gradient descent can be used directly on the log likelihood to find the local optimum [2, p. 221], however each gradient evaluation requires calculation of the partition function $Z$ (by summing over all discrete states), which makes this algorithm very expensive. Many of the algorithms for score-based methods are designed for discrete variables, and not applicable when the variables are continuous. Performance is usually evaluated by calculating the likelihood score on a hold-out sample. One other area not mentioned above is Bayesian model averaging (e.g. [14]), which seeks to improve the above methods by averaging over different model structures. It can be viewed as an ensembling method for the score-based methods mentioned above. State-of-the-art score based methods are oftentimes very expensive or make very strong assumptions on the underlying distribution $P$, such as tree-structure of the graph [26, ch. 18].

Figure 3: Two DAGs equivalent with respect to independence statements
4.3.2. Independence testing based methods

Unlike the score-based models, independence testing based models conduct independence tests between variables or sets of variables locally and then aggregate the information to produce the graphical model. These sets of independence tests are then used to infer the structure of the graph in a straightforward manner, based on the properties of the respective type of graphical model. An example of this is the PC-Algorithm [2, e.g. p. 214] which is used in attempts at causal discovery. Another algorithm for recovering the undirected skeleton is given by Algorithm 3.3 of [26].

There are probably two main reasons that this latter independence testing based method is not used for graphical modelling:

(a) it relies on a conditional independence test where the conditioning is on multiple variables, i.e., all except two. As outlined in Section 2, this is a largely unsolved problem expect when there is at most one conditioning variable, i.e., if there are three or less variables in total.

(b) It is hard to regulate the bias-variance trade-off, unlike for score-based methods where this may be achieved through the use of constraints such as an upper bound on the number of parents.

However, these two issues may be addressed through our novel predictive conditional independence testing framework:

(a) The predictive conditional independence test described in the subsequent Section [5.1] based on the theoretical insights in Section 3 allows for efficient conditional independence testing with variables of any dimension, and thus provides a predictive approach to learning graphical models.

(b) The link to the supervised learning workflow allows for direct adoption of well-known strategies to trade-off bias and variance and error estimation from supervised learning, such as regularization and cross-validated tuning, to the graphical modelling workflow.

In addition, our suggested algorithms have further desirable features:

• The intimate link to supervised learning also allows for a controlled trade-off between power of the algorithm and time complexity. This trade-off is readily available when using the conditional independence testing routine described in Section 5.1, since the user can choose estimation methods of varying power/complexity in order to influence the total run time needed by the algorithm.

• Section 5.1.1 will also introduce a false-discovery-rate control routine to provide a tool that lets a user control the proportion of false-positives (erroneously found edges in the estimated graphical model structure), regardless of the size of the graph.

Note on causal inference

Graphical models, and specifically Bayesian Networks, are a natural way to express hypothesized causality, since the arrows seem to express causation. However, when actually learning graphical models from data, causality may only be inferred by making strong (and often incorrect) assumptions on the underlying distribution, or by collecting data in a manner that allows for causal interpretation, namely in proper experimental set-ups (e.g., following Pearl’s do-calculus, or standard experimental study design). As generally for graphical model structure learning, all algorithms outlined in this paper are not to be interpreted as expressing causality, but merely as producing a collection of statements about association which certify for causality only in combination with the right experimental set-up.
5. Predictive inference algorithms

This section will first introduce the proposed predictive conditional independence testing routine (PCIT), which is based on the methodology outlined in Section 4.3, and important subroutines related to performance and error control of the test. After, an algorithm to leverage the independence test into a graphical model structure learning routine that addresses the issues outlined in 4.3.2 is presented.

5.1. Predictive conditional independence testing

Algorithm 1 implements the results from Section 3 to test if a set of variables \( Y \) is independent of another set of variables \( X \), given a conditioning set \( Z \) (optional, if not provided the algorithm tests for marginal independence). It will later be used as a subroutine in the graphical model structure learning, but can also be used in its own right for tasks such as determining if a subset \( X \) would add additional information when trying to predict \( Y \) from \( Z \).

**Algorithm 1** Predictive conditional independent test (PCIT)

1. Split data into training and test set
2. for all variables \( y \in Y \) do
3.  
4.  
5.  
6.  
7. on test data:
8.  
9.  
10. end for
11. if symmetric test needed then
12.  exchange \( X \) and \( Y \), repeat above process
13. end if
14. p_values_adjusted ← Apply FDR control to array of all calculated p-values
15. return p_values_adjusted

When the test is used as a marginal independence test, the optimal prediction functional for \( f \) is the functional elicited by the loss function, that is, the mean of \( y \) for continuous outputs, and the class probabilities of \( y \) for the discrete case (Appendix ??). The link to supervised learning further allows/forces the user to distinguish between two cases. Independence statements are symmetric, if \( X \) is independent of \( Y \), then \( Y \) is independent of \( X \), in both the marginal and conditional setting. The same cannot be said in supervised learning, where adding \( X \) to predicting \( Y \) from \( Z \) might result in a significant improvement, but adding \( Y \) does not significantly improve the prediction of \( X \), given \( Z \) (as can be seen in the asymmetry of OLS). So if a user is interested in a one-sided statement, the algorithm can be run for a single direction, for example to evaluate if a new set of variables improves a prediction method, and is thus worth collecting for the whole population. If one is interested in making a general statement about independence, the test is “symmetrized” by exchanging \( X \) and \( Y \), and thus testing in both directions, and FDR control be applied to the union of the p-values. It is important to distinguish between the two types of tests and null-hypotheses in this test. On one hand (in the symmetric case) for each variable in \( X \) and \( Y \), it will be assessed, if adding \( X \) to the prediction of \( y \in Y \) from \( Z \) results in an improvement (and vice versa). The null-hypothesis of this “prediction-null” is that no improvement is achieved. After all these p-values are collected, a multiple testing adjustment is applied (Section 5.1.1), after which the original null-hypothesis, that \( X \) and
Algorithm 2 The Benjamini-Hochberg-Yekuteli Procedure

**Require:** Set \( \{p(i)\}_{i=1}^m \) s.t. \( p(i) \): p-value for observing \( X_j \) under \( H_0^j \)

1. Sort the p-values in ascending order, \( p(1) \leq ... \leq p(m) \)
2. Let \( q = \alpha/\left(\sum_{i=1}^m 1/i\right) \) for chosen confidence level \( \alpha \)
3. Find the \( k \) s.t. \( k = \max(i : p(i) \leq \frac{i}{m}q) \)
4. Reject \( H_0^j \) for \( j \in 1,...,k \)

Y are conditionally independent, is assessed. We reject this “independence-null”, if any one of the “prediction-nulls” can be rejected after adjustment. The p-value of the “independence-null” hence reduces to the lowest p-value in all the “prediction-nulls”. As such, the null of the independence test is that all the “prediction-nulls” are true. False discovery rate control, the chosen multiple testing adjustment, is appropriate since it controls the family-wise error rate (FWER), the probability of making at least one type 1 error, if all the null-hypotheses are true [4].

5.1.1. False-discovery rate control

To account for the multiple testing problem in Algorithm 1, the Benjamini - Hochberg - Yekutieli procedure for false-discovery rate (FDR) control is implemented [5]. In their paper, they state that traditional multiple testing adjustments, such as the Bonferroni method, focus on preserving the FWER. That is, they aim to preserve the probability of making any one type 1 error at the chosen confidence level. As a result, tests are usually very conservative, since in many multiple-testing scenarios the p-values are not independently distributed (under the null), and thus the power of these tests can be significantly reduced.

In their 2001 paper, they propose to control the false discovery rate instead, “[...] the expected proportion of erroneous rejections among all rejections”, as an alternative to the FWER. The FDR allows for more errors (in absolute terms) when many null-hypothesis are rejected, and less errors when few null-hypotheses are rejected. Algorithm 2 shows the procedure outlined in [5]. They showed, that this procedure always controls the FDR at a level that is proportional to the fraction of true hypotheses. As hinted at before, while this algorithm controls the false-discovery rate, in the special case where all null-hypotheses in the multiple testing task are assumed to be true, it controls the FWER, which then coincides with the FDR. This is especially useful, since both scenarios occur in the graphical model structure learning routine described in Section 5.2.

For the choice of optimal false discovery-rate for an investigation, even more so than in the classical choice of appropriate type 1 error, there is no simple answer for which rate might serve as a good default, and it is highly application dependent. If the goal of the procedure is to gain some insight into the data (without dire consequences for a false-discovery), a user might choose a FDR as high as 20%, meaning that, in the case of graphical model structure learning, one in five of the discovered links is wrong on average, which might still be justifiable when trying to gain insight into clustering properties of the data. This paper will still set the default rate to 5%, but deviate willingly from this standard whenever deemed appropriate, as should any user of the test.

5.1.2. Improving the prediction functionals

In practice, when assessing the individual “prediction-nulls” in Algorithm 1 the power of the test (when holding the loss function constant) depends on the capability of the the prediction method to find a suitable functional \( g \) that outperforms the baseline \( f \). That means, a general implementation of the independence test needs to include a routine to automatically determine good prediction functionals for \( g \) and \( f \). The implementations in the pcit package presented in Section 6 support two methods for the automatic selection of an optimal prediction functional. Both methods ensemble over a set
| Stage 1       | Regression          | Classification       |
|---------------|---------------------|----------------------|
|               | ElasticNetCV        | BernoulliNB          |
|               | GradientBoostingRegressor | MultinomialNB       |
|               | RandomForestRegressor | GaussianNB           |
|               | SVR                 | SGDClassifier        |
|               |                     | RandomForestClassifier |
|               |                     | SVC                  |
| Stage 2       | LinearRegression    | LogisticRegression   |

Table 1: Prediction functionals used for Stacking/Multiplexing

of estimators, which are shown in Table 1. The prediction functionals refer to the estimator names in sklearn\(^1\). Some are constrained to specific cases (e.g. BernoulliNB, which only applies when the classification problem is binary).

**Stacking**  Stacking refers to a two-stage model, where in the first stage, a set of prediction function is fit on a training set. In the second stage, another prediction function is fit on the outputs of the first stage. If the prediction function in the second stage is a linear regression, this can be viewed as a simple weighted average of the outputs in the first stage. In theory, stacking allows the user to fit one single stacking predictor instead of having to compare many potential prediction functions based on the model diagnostics, as in the second stage, better methods get more weight (in the expectation). As an additional effect, improvement in the prediction accuracy through ensembling of predictors can take place (see e.g. Section 19.5 of \(^1\)). The used stacking regressor and classifier can be found in the Python package Mlxtend\(^2\).

**Multiplexing**  When multiplexing over estimators, the training set is first split into a training and validation set, a common procedure to find optimal hyperparameters. After, the predictors are fit individually on the training set, and each predictors expected generalization loss is estimated on the validation set. One then proceeds by choosing the predictor with the lowest estimate for the empirical generalization loss, and refits it using the whole training data (including the former validation set), and then uses the fitted estimator for prediction.

### 5.1.3. Supervised learning for independence testing

Algorithm \(^1\) shows how to leverage supervised learning methodology into a conditional independence test. This has a major advantage over the methods outlined in Section 2 as the supervised prediction workflow is of utmost interest to many areas of science and business, and, as a result, a lot of resources are going into development and improvement of the existing methods. By making a link between predictive modelling and independence testing, the power of independence testing will grow in the continuously increasing power of the predictive modelling algorithms.

### 5.2. Predictive structure learning of undirected graphical models

This section outlines a routine to learn the vertices in a directed graph (the skeleton) for a data set by conducting a range of conditional independence tests with the null hypothesis of conditional independence. Section 4.2 outlines the conditional independence statements of a Markov network. In a directed graph, if variables \(X_i\) and \(X_j\) have no direct edge between them, they are conditionally independent given all other variables in the network.

\(^1\)Details can be found here [http://scikit-learn.org/stable/modules/classes.html](http://scikit-learn.org/stable/modules/classes.html)
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Algorithm 3 Undirected graph structure estimation

1: for any combination $X_i, X_j$ s.t. $i \neq j$ do
2: \hspace{1em} $X_{-} \leftarrow X \setminus \{X_i, X_j\}$
3: \hspace{1em} $p_{val_{i,j}} \leftarrow$ p-value for test $X_i \perp \!\!\!\! X_j | X_{-}$
4: end for
5: $p_{\text{val}_{\text{adj}}} \leftarrow$ Apply FDR control on $p_{\text{val}}$ matrix
6: return $p_{\text{val}_{\text{adj}}}$

Algorithm 3 describes the skeleton learning algorithm for an input set $X = [X_1, ..., X_n]$, by considering all possible pairs of variables in the data set, and testing if they are conditionally independent given all other variables. The output $p_{\text{val}_{\text{adj}}}$ is a symmetric matrix with entries $i,j$ being the p-value for the hypothesis that in the underlying distribution, $X_i$ and $X_j$ are independent, given all other variables in $X$, and hence in the graph $G$ describing it, there is no link between the vertices for $X_i$ and $X_j$. Ultimately, links should be drawn where the adjusted p-values are below a predefined threshold. There are $O(n^2)$ function evaluations in the for-loop, where $n$ is the number of variables. Section 7 will provide experimental performance statistics for the algorithm and showcase applications on real data sets.
6. pcit package

6.1. Overview

The Python\footnote{https://www.python.org/} package implementing the findings and algorithms of this paper can be found on \url{https://github.com/SamBurkart/pcit} and is distributed under the name \texttt{pcit} in the Python Package Index. This section will first provide an overview of the structure and important functions of the package. As this implementation can be thought of as a wrapper for scikit-learn (sklearn) estimators, this section will then describe the sklearn interface and how the package interacts with the sklearn estimators. Lastly, simple application-examples are given.

6.1.1. Use cases

The package has two main purposes, independence testing and structure learning. While univariate unconditional independence testing is possible, it is not expected to outperform current methodology in the simple tasks, but the difficult ones, such as

Multivariate independence tests, such as for hedging purposes in a multivariate test to determine which financial products are independent from the ones already in the portfolio.

Conditional independence tests, such as assessing if a data set adds information to existing data in a prediction task.

Graphical model structure learning, such as for finding clusters in the data as part of an exploratory data analysis or thoroughly investigating associations in the data (both in section \ref{sec:structure}).

For these tasks, the PCIT serves as a readily available tool that works without the need for manual choices or hyperparameter tuning, and scales well in the dimensionality of the data.

6.1.2. Dependencies

The package has the following dependencies:

Scipy \cite{scipy}, for the calculation of p-values

Sklearn \cite{sklearn}, for its estimators (predictors)

Mlxtend \cite{mlxtend}, for the implementation of stacking

6.2. API description

The package introduces three main routines, one for automated prediction (MetaEstimator), conditional independence testing (PCIT), and undirected graph structure learning (find_neighbours). The following section gives an overview, the function signatures can be found in Appendix \ref{sec:api}.

MetaEstimator

The MetaEstimator class provides a user with a type-independent predictor that automates model selection for given training data, by automatically determining appropriate loss functions and prediction functionals. It is initialized for sensible defaults, which should generally lead to good results, but can be changed for specific tasks (such as the use of more complex base estimators for more powerful, but also more computationally demanding, predictions). The ensembling methods used for the estimator are described in Section \ref{sec:meta}. For regression, the square loss is used for training and calculation of the residuals, for classification, the logistic loss serves as the loss function.
PCIT

PCIT implements the conditional independence test in Algorithm 1 to test if two samples stem from conditionally (or marginally) independent random variables. The MetaEstimator class is used as a prediction functional, and hence the user can trade off between computational complexity and power by adjusting the chosen MetaEstimator. That is, if speed is important, the used MetaEstimator should be a combination of base estimators and ensembling method that is quick in execution, whereas if computational resources are vast and a more powerful test is needed, the used base-estimators should be highly tuned.

find_neighbours

find_neighbours implements Algorithm 5.2 to learn the undirected skeleton for an input data set $X$, using the PCIT.

6.3. Function signatures

PCIT

Type: function

| Name    | Description (type) | Default       |
|---------|--------------------|---------------|
| Inputs: |                    |               |
| x       | Input data set 1 ([n x p] numpy array) |               |
| y       | Input data set 2 ([n x q] numpy array) |               |
| z       | Conditioning set ([n x r] numpy array) | None (empty set) |
| estimator | Estimator object to use for test (MetaEstimator) | MetaEstimator() |
| parametric | Parametric or nonparametric test (bool), section 3.6 | False |
| confidence | Confidence level for test (float [0,1]) | 0.05 |
| symmetric | Conducts symmetric test (bool), section 5.1 | True |

| Outputs: |                    |               |
|---------|--------------------|---------------|
| p_values_adj | p-values for "prediction nulls" of each $y \in Y$ (list) |               |
| independent | tuple, first value shows if "independence-null" is rejected (bool) |               |
|           | second value is p-value of "independence-null" (float [0,1]) |               |
| loss_statistics | RMSE difference for baseline $f$ and altern. $g$, loss residuals with standard deviation, for each $y \in Y$. |               |
|           | Only applicable if Y continuous |               |

Note: The variance of the difference is estimated by assuming 0 covariance between the residuals of baseline $f$ and alternative $g$, which generally leads to more conservative confidence intervals for error residuals (due to the irreducible error, prediction residuals for different methods are generally positively correlated).
MetaEstimator
Type: class

Methods

| Method | Name | Description (type) | Default |
|--------|------|--------------------|---------|
| init   | method | Ensembling method ('stacking', 'multiplexing' or None) | 'stacking' |
|        | estimators | Estimators to ensemble over (2-tuple of lists of sklearn estim, estimators [regression estim, [classification estim]]) | None (default estim, section 5.1.2) |
|        | method_type | Task definition ('regr', 'classif', None) | None (auto selection) |
|        | cutoff | Cutoff for automatic selection of method_type (integer) | 10 |

get_estim

| Inputs: | y | Dependent variable ([n x 1] numpy array) |
| Outputs: | estimators | Appropriate set of estimators (list) |

fit

| Inputs: | x | Independent variables ([n x p] numpy array) |
|         | y | Dependent variable ([n x 1] numpy array) |
| Outputs: | fitted | Fitted estimator (MetaEstimator) |

fitBaseline

| Inputs: | x | Independent variables ([n x p] numpy array) |
|         | y | Dependent variable ([n x 1] numpy array) |
| Outputs: | fitted | Fitted uninformed baseline estimator (MetaEstimator) |

predict

Requires: MetaEstimator has been fitted

| Inputs: | x | Test set independent variables ([n x p] numpy array) |
| Outputs: | predictions | Predictions for test set ([n x 1] numpy array) |

get_resid

| Inputs: | x_train | Training set independent var. ([n x p] numpy array) |
|         | y_train | Training set dependent variables ([n x 1] numpy array) |
|         | x_test | Test set independent variables ([n x p] numpy array) |
|         | y_test | Test set dependent variables ([n x 1] numpy array) |
|         | baseline | Should baseline be fitted (boolean) | False |
| Outputs: | resid | Residuals for prediction strategy ([n x 1] numpy array) |
**find_neighbours**

*Type: function*

| Name       | Description (type)                                                                 | Default       |
|------------|-----------------------------------------------------------------------------------|---------------|
| Inputs: X  | Input data set ([n x p] numpy array)                                               |               |
| estimator  | Estimator object to use for test (MetaEstimator)                                  | MetaEstimator()|
| confidence | False-discovery rate (float [0,1])                                                 | 0.05          |
| Outputs: skeleton | Matrix, p-values for each indep test ([p x p] numpy array) |               |
| skeleton_adj | Learnt graph after applying FDR control ([p x p] numpy array)                 |               |

### 6.4. API design

The API is designed as a wrapper for Scikit-learn (sklearn), a package in the Python programming language, that aims to provide a user with a consistent, easy-to-use set of tools to analyze data [31]. It is one of the most-used tools in today’s supervised learning community, which is why it is chosen as the supervised prediction workflow to build on for the predictive conditional independence test. This section will outline the advantages of basing the test on the sklearn package.

#### 6.4.1. Sklearn interface

Sklearn is built around estimator objects, which implement a consistent set of methods. Estimators provide a fit and, if applicable, a predict method, in order to be able to fit the estimator to training data and then predict on a test set. Additionally, sklearn provides standardized approaches to model selection and hyperparameter-tuning as well as data transformation and ensembling methods (see [8] for a more thorough discussion). The methods can easily be combined to create more powerful estimators. Defaults are chosen sensibly so that in most cases, an initial fit of a method to data requires little manual parameter specification from the user’s side. While the highly automated and simplified approach of sklearn lowers the bar of entry when aiming to generate knowledge from data, it also comes with a downside. For most statistical applications that exceed fitting and predicting from a data set, such as inference on the parameters and hypotheses about prediction accuracies, the relevant subroutines are missing from the API. Relevant statistics can however be attained by interfacing it with other packages (such as SciPy).

#### 6.4.2. Wrapper for Sklearn estimators

As we saw in section [5.2], the conditional independence test described in Algorithm [1] uses the newly defined **MetaEstimator** class to automate determining the optimal prediction functional for a given task. It does so, by ensembling over a set of base estimators from sklearn. These are either chosen to be the sensible defaults described in Table [1] or can be passed by the user as a tuple of lists of sklearn base estimators. This is required since regression and classification tasks rely on vastly different prediction functionals, and thus need to be specified separately. As a general rule, the passed regressors need to have a fit and a predict method, whereas the classifiers need to have a fit and a predict_proba method. Requirements might be more stringent for certain types of data or certain estimators, however specifying an unsuitable estimator class will result in an error message as specified by the respective class, allowing the user to either remove the unsuitable class or proceed with the sensible defaults. As mentioned before, this gives a user a flexible tool to trade off between power and computational complexity. If in need of a fast method, one can use an algorithm that runs in linear time, such as stochastic gradient descent linear regression, whereas if a test with high power is needed, one can pass hyper-tuned estimators to the function, that take longer to run but generalizes better for prediction on unseen data.
6.5. Examples

This section will provide some simple examples of how the code is used. For the following it is assumed that data sets X, Y and Z, all of the size \( \text{[number of samples \times number of dimensions]} \), are loaded as numpy arrays, and have matching numbers of samples (sample indices in X, Y and Z correspond to the same sample). After installing the pcit package, import the relevant objects:

```
from pcit import MetaEstimator, StructureEstimation, IndependenceTest
```

Testing if \( X \perp Y \mid Z \), using the default values:

```
IndependenceTest.PCIT(X, Y, z = Z)
```

Testing if \( X \perp Y \mid Z \), with a custom MetaEstimator, multiplexing over a manually chosen set of estimators:

```
from sklearn.linear_model import RidgeCV, LassoCV,
    SGDClassifier, LogisticRegression

regressors = [RidgeCV(), LassoCV()]
classifiers = [SGDClassifier(), LogisticRegression()]

custom_estim = MetaEstimator.MetaEstimator(method = 'multiplexing',
    estimators = (regressors, classifiers))

IndependenceTest.PCIT(X, Y, z = Z,
    estimator = custom_estim)
```

Learning the undirected skeleton of X:

```
StructureEstimation.find_neighbours(X)
```

Concrete outputs will be shown in section 7 and can be found on GitHub.
7. Experiments

This section will first evaluate the performance of the proposed algorithms, and then provide some examples of applications on real world data sets. All performance tests can be found on Github.

7.1. Performance tests

This section will report on performance tests for the algorithms derived in Section 5. First the power of the predictive conditional independence routine is bench-marked against current state-of-the-art methodology, then various tests on the directed graph structure learning algorithm are conducted.

7.1.1. Performance of conditional independence test

In this section the conditional independence routine will be bench-marked against the previous research, namely the kernel based approach for conditional independence testing, which is shown to be more powerful than other conditional independence testing algorithms in [37] (on multivariate Gaussian data). The used code for the kernel test is taken from GitHub. To conduct a test using data that is drawn from a distribution that more closely resembles real world data, as opposed to the synthetic (Gaussian) data commonly used for performance tests, the UCI Wine Repository data set [27] is used as follows:

• The columns 'Alcohol', 'Malic Acid' and 'Magnesium' are randomly permuted (to make them independent) and will serve as $X$, $Y$ and noise arrays respectively

• Vector $Z$ is created by individually sampling vectors $X'$, $Y'$ and noise' of size $n$ with replacement from $X$, $Y$ and the noise vector, and then calculating

$$Z_i = \log(X'_i) \times \exp(Y'_i) + u \times \sqrt{\text{noise}'_i}; \ i \in \{1, ..., n\},$$

where $u$ is the sign, uniformly drawn from $\{-1, 1\}$

This results in a scenario, where $X \perp Y$, but $X \not\perp Y|Z$, and the signal to noise ratio is high for small sample sizes. The test will be conducted by increasing the sample size from 100 to 5000, and calculating the run times and power for both approaches. For each sample size, the PCIT is run 500 times, and the KCIT is run 200 times, since the KCIT is more computationally demanding than the PCIT. The only exception is $n = 5000$ for the KCIT, which is run 25 times, since the time complexity would be too high to draw more samples. Both methods are run for their default values, without additional manual tuning, and at a confidence level of 5%. Each time, $\{X', Y', Z\}$ is sampled, and then the conditional independence tests are applied and the run time is recorded. If they reject independence at a 5% level, the round counts as a success, 1, otherwise 0. The power and run times are then calculated by averaging over the results, and standard errors for the power are attained by realizing that the standard error of the power for a rerun number of $B$ is the standard error of $X_B$, where $X \sim \text{Bin}(B, \theta)$, where $\theta$ is the observed power (the sample mean).

The results are shown in Table 2. The power at the higher end of the sample sizes seems to be similar (it is important to note that the power of 1 for the KCIT for $n = 5000$ was achieved on 25 resamples only), where as in the range 500 to 1000 samples, the proposed predictive conditional independence test shows a significantly higher power. For small $n$, the KCIT seems to fare significantly better, however both approaches have a very low power, and the PCIT especially shows the power levels below the confidence levels, which might indicate a discrepancy between true type 1 error and expected type 1 error. Important to note is the very high computational complexity of the kernel-based approach for a data set of size 5000, with a run time of approximately 80 minutes per test, while the predictive

1. [https://github.com/SamBurkart/pcit/tree/master/tests](https://github.com/SamBurkart/pcit/tree/master/tests)
2. [https://github.com/devinjacobson/prediction/tree/master/correlations/samplecode/KCI-test](https://github.com/devinjacobson/prediction/tree/master/correlations/samplecode/KCI-test)
Table 2: Performance statistics for the newly proposed predictive conditional independence test (PCIT) and the kernel based approach (KCIT). The values in brackets show the estimated standard errors. The last row shows the standardized difference between the power estimates, PCIT - KCIT.

The conditional independence test still has a very low run time of 4.8 seconds. This is to be taken with a grain of salt, since the tests were run in different languages (PCIT in Python, KCIT in MATLAB), but it is apparent that PCIT scales much better than KCIT, while the both converge to a power of 1.

7.1.2. Performance of structure learning algorithm: Error rates

This test will show that the graphical model learning algorithm is capable of recovering the true graph with high probability as the sample size increases. No comparison with alternative tests is made, as it would lead to infeasible run times.

The data used in the performance tests is generated as follows:

1. Sample a random positive definite, sparse, symmetric precision matrix $M$. The size of the entries of this matrix (relative to the diagonal) determine the signal to noise ratio, and are thus thresholded to 0, if below a certain value.

2. Invert $M$, $M' = \text{inv}(M)$ and use $M'$ as covariance matrix to sample from a multivariate Gaussian distribution. This has the effect, that the zero-entries in $M$ express zero-partial correlations \[15, \text{ch. 17.3}\] between respective variables (and hence, lack of an edge between the two nodes in the graph). That is, for a multivariate Gaussian random variable $X$, $X = [X_1, ..., X_p]$, $M_{i,j} = 0 \implies X_i \perp \!\!\!\!\!\!\! X_j | X \setminus \{X_i, X_j\}$.

3. Sample $D$, a data set of size $n$, from the multivariate normal $P = N(0, M')$. The choice of $n$ will allow to evaluate the algorithms performance for an increasing signal to noise ratio.

4. The undirected graph $\mathcal{G}$ consistent with the probability distribution $P$ is given by $M$, where edges occur between variables $X_i$ and $X_j$, if $M_{i,j}$ is non-zero.

Then, Algorithm 3 will be tested by getting an estimate $\hat{\mathcal{G}}$ of the structure of an undirected graph $\mathcal{G}$ induced by the distribution $P$ from which the data set $D$ was drawn. The performance evaluation will be guided by three metrics:

- False-discovery rate: The FDR is the fraction of type 1 errors (edges in $\hat{\mathcal{G}}$ that are not in $\mathcal{G}$) over the total number of identified edges in the learned $\hat{\mathcal{G}}$. 

- Power: Number of found edges (links in true graph $\mathcal{G}$ that were found by the structure learning algorithm) over the total number of links in $\mathcal{G}$. 
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Table 3: False-discovery rates and run times for a data set of 22000 for all used methods

| Method         | FDR   | Time (sec) |
|----------------|-------|------------|
| No ensembling  | 3.09% | 30         |
| Stacking       | 3.03% | 450        |
| Multiplexing   | 2.75% | 1000       |

- **Time**: Run time needed to estimate $\hat{G}$

For the test, the number of random variables is chosen to be 10. This means, that each node in the graph has up to 9 neighbours, and the total number of possible undirected links (before inducing sparsity) is 45. The sparsity parameter is chosen in a way that generally between 10 and 15 of those links exist in the true graph. The size and sparsity of the graph are chosen to produce estimators of the metrics with reasonably low variance, but are otherwise arbitrary. The sample sizes range from approximately 400 to 20000, increasing in steps of 10%. For each sample size, 10 tests are run to decrease the variance in the estimators. The test is conducted for conditional independence testing using stacking and multiplexing, as well as without using any ensembling method, which, since the data is continuous, results in the usage of Elastic Net regularized regression.

If the algorithms work as expected, the FDR is expected to be at or below 5%. High power-levels indicate a better performance of the algorithm, with respect to this specific task. At the very least, the power level is expected to increase in the number of samples, suggesting that asymptotically the routine will find the correct graph.

Table 3 shows the average FDR and run times for each of the three methods. The average FDR seems to be similar across all three methods, whereas the computational complexities differ by a large amount. No ensembling PCIT runs very quick, about 15 times faster than stacking, which itself only takes about half as long as multiplexing. This is the case, since multiplexing requires the calculation of performance measures for each used estimator. Figure 4 shows the power and FDR of the algorithm for increasing sample size. The FDR for all 3 methods seem to be slightly higher for small sample sizes than they are for large sample sizes, but they are generally around or below the desired 5% in the expectation (the variances are quite high, as the number of possible reruns is low due to the computational complexity of the multiplexing method). While it might seem surprising that stacking and multiplexing are outperformed by the no-ensembling method, one has to remember that the ensembling is used to choose the optimal prediction functional automatically from a set of estimators. However, the data is multivariate Gaussian, for which ridge regression is optimal in terms of generalization performance. While stacking and multiplexing are tasked to find this property in a large set of estimators, the estimator used in the no ensembling case is Elastic Net regularized linear regression, a generalization of ridge regression, and hence fares better since there is less variance in finding the optimal estimator. For all three methods, the power increases roughly logarithmically in the sample size, implying that for a test that recovers the truth with high probability, a large data set or a more powerful set of estimators (see Section 7.2.2) might be needed for that specific task. However, asymptotically, all three tests seem to recover a graph that is close to the truth, in this specific scenario, unless the power starts to plateau before reaching 1 (which there is no indication for). Since the power for the no ensembling case is biased by the fact that it uses an optimal prediction functional, the power curves for stacking and ensembling provide a better estimate for the performance on an unseen data set of an unknown distribution family. As graphical model structure learning is an inherently hard problem (due to issues such as multiple testing, combinatorial explosion, as outlined in Sections 4), it is promising that the algorithm finds an increasing fraction of the links while keeping the ratio of false-discoveries constant.
Figure 4: Power (blue lines) and FDR (red lines) for increasing sample size for all 3 methods, showing that the performance increases as expected for all 3 methods, when the sample size is increased. The transparent blue and red areas denote the 90% confidence intervals, the dashed line shows the expected FDR (0.05)
7.1.3. Performance of structure learning algorithm: Variance of estimated model

As a second performance metric, this section will assess the consistency of the learned structures on resamples from a data set $\mathcal{D}$. Assuming that all the observations in $\mathcal{D}$ are identically distributed, the structure learning method should arrive at the same conclusions on the resamples, less some variance in the process. The Auto MPG Data Set\(^5\) containing various continuous and discrete car performance-attributes, from the UCI machine learning repository [27], is used to conduct the test. The data set contains 398 instances of 8 variables. For the purpose of the experiment, data sets of the same size will be sampled with replacement from the full data set 100 times. On each resample, a graph is learned using the stacking estimator on a 10% FDR level. Each subsample contains about two thirds of the original data points (with some instances repeated). This is a commonly used procedure to estimate the sampling distribution of a statistics, and which will here allow us to assess the variance in the learned graph structure. Figure 5 shows the results. On average, there are 6 links in the learned structure, hence the FDR advocates about 0.6 type 1 errors per learned model. The green lines are connections that are found less times than expected by the FDR and the blue lines are connections that are found in a large fraction of the models (over one third of the resamples). The concerning links are the ones in between, for which the null of independence is rejected more than occasionally, but not in a reasonably large fraction of the learned graphs. There are only 2 links in the model for which this occurs, so overall, the variance across learned graphs seems to be reasonably small and the learning process is hence consistent.

\(^5\)https://archive.ics.uci.edu/ml/datasets/auto+mpg

Figure 5: Frequencies of edge occurrence in the learned structure. Green denotes edges that occur in less than 7% (as advocated by FDR) of the models, blue for edges that occur in more than a third of the model, and red everything in between.
7.2. Experiments on real data sets

In this section, the outputs of the graphical model structure learning routine are shown on a selection of real world data sets. It will outline some possibilities of the user to trade off between power and computational complexity.

7.2.1. Sklearn data sets: Boston Housing and Iris

Setup: One receives a data set and is interested in initial data exploration. This involves finding related sets of variables, and variables that lack obvious relationships with other variables.

Boston Housing and Iris are two standard data sets from sklearn. The housing data set contains 506 samples of 14 variables, originally collected to build a model for predicting house prices (descriptions of the variables can be found online[^6]). The Iris data set is a data set for predicting flower species based on petal and sepal measurements with 150 observations in 5 dimensions.

Estimation will take place using the default stacking estimator. Since we are interested in initial exploration, and finding interesting groups of variables, a large FDR (20%) was chosen. Note that, unlike for other (mostly score-based) structure learning algorithms, the outcome of one experiment (the presence of an edge in the model) does not influence other experiments, and hence, false discoveries do not compromise the estimated structure additionally.

The results are shown in Figure 6 (graphs drawn with NetworkX[^24]). For the Boston housing data, seemingly sensible variable groupings occur. In the top left, the variables related to industrialization of a neighbourhood are shown, while on the right, demographic attributes form a cloud of related variables. For the Iris data set, while length and width of both sepal and petal are related, as expected, it seems that petal size has a higher association with class, and, in fact, width and length are independent given the class.

Both of these analyses require no parameter tuning (the only non-default chosen for this experiment was the adjusted confidence level) and take very little time (less than 15 seconds). The implementation of algorithm 3 thus provides a quick, ready to use tool for initial exploratory data analysis.

7.2.2. Key short-term economic indicators (UK)

Setup: One is interested in finding the relationships within a set of variables and making local conditional independence statements for sets of variables. The focus is on finding associations that we are confident about.

The economic indicator data set contains monthly data of key economic indicators between February

[^6]: [http://scikit-learn.org/stable/modules/classes.html#module-sklearn.datasets](http://scikit-learn.org/stable/modules/classes.html#module-sklearn.datasets)
1987 and June 2017 for the UK from the OECD statistics database [30]. The economics indicators are export and import figures, stock price and industrial production levels, overnight and 3 month Interbank interest rates, money supply (M4) and GDP. This rather small data set, around 369 instances of 9 variables, will outline the possibility of a user to trade off between computational complexity and power of the learning algorithm. As for most economic data sets, the signal to noise ratio can be quite low. Figure 7a shows the structure learned by the default approach for confidence (false discovery-rate) level of 5%, with a run time of 15 seconds. While the ground truth is not known (economic theory aside), it is apparent that many links are missed by the fast default approach. This becomes evident when considering a variable like the GDP, which (by definition) includes exports and imports, and hence some connection between the variables should exist. If there is need for a more powerful approach, a more powerful estimator can be chosen. Figure 7b show the learned structure for an estimator that resamples the data 50 times and learns 50 different Support Vector Machines with automatically tuned hyperparameters. The implementation of this is straightforward, since sklearn provides hyperparameter and bagging wrappers, so an estimator can be tuned easily and passed to the MetaEstimator. The graph shows the many edges that were found. While it is impossible to judge the correctness of the graph, it seems that some reasonable groups of variables are found, such as industrial production, exports and imports (in economic theory, countries seek to balance their trade deficit), or the grouping of stock prices and the main drivers of inflation, money supply and interest rates. Additionally, all the variables are connected in some way, which would be expected from a data set of economic indicators. The computational complexity of this approach was rather high, with a run time of about 20 minutes, however this shows how easily the user can trade off between power and complexity, without having a large effect on the false discovery-rate (as shown in Section 7.1).
8. Discussion

This paper has introduced a novel way for multivariate conditional independence testing based on predictive inference and linked to a supervised learning workflow, which addresses many of the current issues in independence testing:

- **Few subjective choices**: By connecting the classical task of independence testing to supervised learning, and its well-understood hyperparameter tuning capabilities, there is no need for the heuristics and manual tuning choices prevalent in current state-of-the-art conditional independence tests.

- **Low computational complexity**: By linking independence testing to one of the most-researched fields in data science, predictive modelling, the high level of power in the state-of-the-art prediction methods can be directly benefited from, and any efficiency gains in the latter directly benefits the former.

- **High-dimensional problems**: By connecting the problem to the task of supervised learning, the method easily deals with the multivariate case, largely removing any issues concerning dimensionality of the data.

It is important to note, that some choices remain necessary, as is the case in statistical methodology in general. Since it is not possible to test for an infinite amount of loss functions and predictive models, one has to decide on a subset to conduct this test. The larger the subset, the higher the data requirements to arrive at a respective power level. How the outlined methodology differs from the methods reviewed in section 2 is by outlining a principled way to choose from a set of subjective choices, and by using a subset of all-star predictive modelling algorithms to ensemble over as a default, a test that is expected to be able to deal with most of the usual scenarios, given a reasonable sample size.

To validate these claims, the test was benchmarked against current state-of-the-art conditional independence tests, and showed a similar or better performance in regions where the power of the tests exceeded 10%.

Subsequently, the PCIT was applied in a method for learning the structure of an undirected graph best describing the independence structure of an input data set. The combination of the new conditional independence test and the structure learning algorithm address some of the current issues in graphical model structure learning:

- **Low computational complexity**: While current exact algorithms, such as the PC-algorithm, often require a number of tests that is exponential in the number of variables, the proposed algorithm runs in quadratic time in the size of the graph. Additionally, a straightforward power-complexity trade off is provided.

- **Exact algorithm**: Unlike many scored-based methods, the algorithm does not make any strong constraints on the underlying distribution and is not subject to local optima.

- **False-discovery rate control**: FDR control is added to provide a powerful tool to control the fraction of type 1 errors when the number of variables is increasing.

Performance tests showed that the false-discovery rate is as advertised and the power of the test increases constantly in the number of samples. Additionally, consistency under perturbations in the data set was demonstrated.

The algorithms have been distributed in the pcit package, providing users with an easy-to-use implementation to test for multivariate and conditional independence, as well as to perform graphical model structure learning with little need for manual parameter tuning. The implementations are particularly interesting for users:

- assessing the value of collecting additional variables for a prediction task.
• in need of a conditional independence test for multivariate data
• performing exploratory data analysis
• looking for a visual way to communicate the structure in their data set

There are a few ways in which the current implementation can be generalized to make for a more powerful test. The power of the conditional independence test is directly linked to the power of the supervised learning algorithm to find the optimal prediction functional and the correct loss. Currently, only the necessary minimum of 2 loss functions is implemented, one for regression tasks and one for classification tasks, but this can easily be generalized by including more losses, and checking if the baseline can be beaten with statistical significance in any of them. This would also strengthen the argument when reasoning about variables being independent, when the null hypothesis cannot be rejected. What’s more, the current methodology connected single-output prediction with FDR control to make statements about the behaviour between the joint distributions. While this procedure results in a logically sound test, the feasibility of multi-output predictors, predicting several outputs at once, should be assessed, for appropriate multivariate loss functions.

On the other side, some extensions of the tests need to be conducted before a definitive conclusion can be made as to its power. In terms of performance evaluation, the power of the proposed routine was assessed for two specific cases only, for multivariate Gaussian data, and a simple conditional independence test. To get a better idea of the general feasibility of the algorithm, more scenarios need to be analyzed and performance tests conducted. Additionally, the power of the test in the context of alternative graphical model structure learning algorithms should be evaluated.
A. Best uninformed predictors: classification

This appendix collects proofs of number of elementary computations to obtain some of the explicit statements about classification losses found in the main corpus.

A.1. Misclassification loss is a probabilistic loss

In this sub-section, we consider the alternative misclassification loss

\[ L : \mathcal{Y}' \times \mathcal{Y} \to [0,1]; \quad (p, y) \mapsto 1 - p(y), \]

with \( \mathcal{Y}' \) being a discrete set, and \( \mathcal{Y}' \) being the probability simplex of probability mass functions on \( \mathcal{Y} \), as considered in Remark 3.2. In said remark, it is claimed that rounding a probabilistic prediction to a deterministic one never increases the generalization loss. We first prove this for the unconditional case which is equivalent to constant predictions:

**Lemma A.1.** Let \( Y \) be an \( \mathcal{Y} \)-valued random variable with probability mass function \( p_Y \). There is always a deterministic minimizer of the expected generalization loss, i.e., there exists a pmf \( p_0 : \mathcal{Y} \to \{0,1\} \) such that

\[ p_0 = \arg\min_{p \in \mathcal{Y}'} \mathbb{E}[L(p,Y)]. \]

**Proof.** Let \( p : \mathcal{Y} \to [0,1] \) be any pmf. For its expected generalization loss, one has, by substituting definitions,

\[ \mathbb{E}[L(p,Y)] = \sum_{y \in \mathcal{Y}} p(y)(1 - p_Y(y)) = 1 - \sum_{y \in \mathcal{Y}} p(y)p_Y(y). \]

Let \( y_0 := \arg\max_{y \in \mathcal{Y}} p_Y(y) \) (if there are multiple maximizers, choose arbitrary). By construction, \( p_Y(y_0) \geq \sum_{y \in \mathcal{Y}} p(y)p_Y(y) \). Thus, for \( p_0 : y \mapsto 1 \) if \( y = y_0 \); 0 otherwise, one has

\[ \mathbb{E}[L(p_0,Y)] = 1 - p_Y(y_0) \leq 1 - \sum_{y \in \mathcal{Y}} p(y)p_Y(y) = \mathbb{E}[L(p,Y)]. \]

Since \( p \) was arbitrary, this proves the claim. \( \square \)

Note that Lemma [A.1] does not exclude that there are other minimizers of the expected generalization loss (in general there will be an infinity), it only states that a deterministic minimizer may be found.

**Proposition A.2.** Let \( X, Y, Z \) be a random variables taking values in \( X, \mathcal{Y}, Z \). Then one can make choices which always predict a deterministic class, for the following prediction functionals as considered in Section 3:

(i) the best uninformed predictor \( \omega_Y^{(L)} : X \to \mathcal{Y}' \)

(ii) the best predictor \( \omega_{Y|X}^{(L)} : X \to \mathcal{Y}' \)

(iii) the best conditionally uninformed predictor \( \omega_{Y|Z}^{(L)} : X \times Z \to \mathcal{Y}' \)

(iv) the best conditional predictor \( \omega_{Y|X,Z}^{(L)} : X \times Z \to \mathcal{Y}' \)

That is, in all four cases, choices may be made where the image is always a deterministic pmf \( p : \mathcal{Y} \to \{0,1\} \).
Proof. (i) follows directly from Lemma A.1 which directly implies that the function $y \mapsto p_0$ is the best constant predictor and hence the best uninformed predictor, where $p_0$ is defined as in the statement (or more constructively in the proof) of Lemma A.1, thus $\omega^{(L)}_Y : x \mapsto p_0$ is a possible choice.

(ii) follows from noting that the Lemma A.1 and its proof remain still valid when considering the conditional under $X$, i.e., defining a conditional

$$p_0 : X \rightarrow y' : x \mapsto \arg\min_{p \in Y'} \mathbb{E}[L(p, Y) | X = x]$$

and thus $\omega^{(L)}_{Y|X} : x \mapsto p_0(x)$.

(iii) and (iv) follow analogously by additional conditioning on $Z$ in the same way. \hfill \square

A.2. Logarithmic loss is a proper loss

In this sub-section, we consider the logarithmic loss (or cross-entropy loss)

$$L : y' \times y \rightarrow \mathbb{R}^+ ; \ (p, y) \mapsto -\log p(y),$$

with $y$ being a discrete set, and $y'$ being the probability simplex of probability mass functions on $y$, as considered in Remark 3.2.

Proposition A.3. The expected generalization log-loss is minimized by the true distribution. I.e., let $Y$ be random variable taking values in $y$, with probability mass function $p_Y$. Then,

$$p_Y = \arg\min_{y \in y'} \mathbb{E}[L(y, Y)].$$

Proof. Let $p \in y$ be arbitrary. Substituting definitions, it holds that

$$\mathbb{E}[L(p, Y)] = -\sum_{y \in y} p_Y(y) \log p(y)$$

$$\geq -\sum_{y \in y} p(y) \log p(y)$$

$$= \mathbb{E}[L(p_Y, Y)],$$

where the inequality in the middle is Gibbs’ inequality. \hfill \square

A.3. Brier loss is a proper loss

In this sub-section, we consider the Brier loss (or squared classification loss)

$$L : y' \times y \rightarrow \mathbb{R}^+ ; \ (p, y) \mapsto (1 - p(y))^2 + \sum_{y' \neq y} p(y')^2,$$

with $y$ being a discrete set, and $y'$ being the probability simplex of probability mass functions on $y$, as considered in Remark 3.3.

Proposition A.4. The expected Brier loss is minimized by the true distribution. I.e., let $Y$ be random variable taking values in $y$, with probability mass function $p_Y$. Then,

$$p_Y = \arg\min_{y \in y'} \mathbb{E}[L(y, Y)].$$
Proof. Let \( p \in \mathcal{Y} \) be arbitrary. By applying the binomial rule, observe that
\[
L(p, y) = 1 - 2p(y) + \sum_{y' \in \mathcal{Y}} p(y')^2
\]
Substituting definitions, it holds that
\[
\mathbb{E}[L(p, Y)] = \sum_{y \in \mathcal{Y}} \left( p_Y(y) - 2p_Y(y)p(y) + p_Y(y) \sum_{y' \in \mathcal{Y}} p(y')^2 \right)
= 1 - 2 \sum_{y \in \mathcal{Y}} p_Y(y)p(y) + \sum_{y \in \mathcal{Y}} p(y)^2
= 1 - \sum_{y \in \mathcal{Y}} p_Y(y)^2 + \sum_{y \in \mathcal{Y}} (p(y) - p_Y(y))^2.
\]
Note that the first two terms (the 1 and the sum over \( p_Y(y) \)) do not depend on \( p \), while the last term is non-negative and minimized with a value of zero if and only if \( p = p_Y \).
Since \( p \) was arbitrary, this proves the claim. \( \Box \)

B. Elicited statistics for regression losses

This appendix collects explicit proofs of the elicited statistics for squared loss, and Q-loss (and the absolute loss which is a special case).

B.1. Squared loss elicits the mean

In this sub-section, we consider the univariate regression case \( \mathcal{Y} = \mathbb{R} \), and the squared loss
\[
L : \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}; \ (y, y^*) \mapsto (y - y^*)^2.
\]

Proposition B.1. The squared loss elicits the mean. I.e., let \( Y \) be random variable taking values in \( \mathcal{Y} \). Then,
\[
\mathbb{E}[Y] = \arg\min_{y \in \mathcal{Y}} \mathbb{E}[L(y, Y)].
\]

Proof. Substituting definitions, it holds that
\[
\mathbb{E}[L(y, Y)] = \mathbb{E}[(y - Y)^2]
= \mathbb{E}[y^2 - 2yY + Y^2]
= y^2 - 2y\mathbb{E}[Y] + \mathbb{E}[Y^2]
= \mathbb{E}[Y^2] - 2y\mathbb{E}[Y]^2 - \mathbb{E}[Y^2] + \mathbb{E}[Y^2]
= (\mathbb{E}[Y] - y)^2 + \text{Var}(Y),
\]
which is the well-known derivation of the bias-variance decomposition. The first term, \((\mathbb{E}[Y] - y)^2\), is minimized whenever \( \mathbb{E}[Y] = y \), and the second term, \( \text{Var}(Y) \), does not depend on \( y \). Thus, the sum of both terms is minimized (in \( y \) while fixing \( Y \)) for the choice \( y = \mathbb{E}[Y] \). \( \Box \)
B.2. Quantile loss elicits the quantile

In this sub-section, we consider the univariate regression case $y = \mathbb{R}$, and the Q-loss (or quantile loss)

$$L : y \times y \rightarrow \mathbb{R}; \quad (y, y^*) \mapsto \alpha \cdot m(y^*, y) + (1 - \alpha) \cdot m(y, y^*),$$

with $m(x, z) = \min(x - z, 0)$.

**Proposition B.2.** The Q-loss elicits the $\alpha$-quantile. I.e., let $Y$ be random variable taking values in $\mathbb{R}$ with cdf $F : \mathbb{R} \rightarrow [0, 1]$. Then,

$$F^{-1}_Y(\alpha) = \arg\min_{y \in \mathbb{R}} \mathbb{E}[L(y, Y)].$$

**Proof.** We first assume that $Y$ is absolutely continuous, i.e., $Y$ has a probability density function $p : \mathbb{R} \rightarrow \mathbb{R}^+$ and $F$ is bijective. One then computes

$$\mathbb{E}_Y[L_\alpha(y^*, Y)] = \int_{-\infty}^{y^*} (1 - \alpha)(y^* - y)p(y)dy - \int_{y^*}^{\infty} (\alpha)(y^* - y)p(y)dy$$

$$= y^*(F(y^*) - \alpha) + \alpha \mathbb{E}[Y] - \int_{-\infty}^{y^*} yp(y)dy$$

$$\frac{\partial \mathbb{E}_Y[L_\alpha(y^*, Y)]}{\partial y^*} = y^* p(y^*) + F(y^*) - \alpha - y^* p(y^*) = F(y^*) - \alpha \geq 0$$

$$\Rightarrow P(y^*) = \alpha$$

$$\frac{\partial^2 \mathbb{E}_Y[L_\alpha(y^*, Y)]}{\partial (y^*)^2} = p(y^*) \geq 0$$

Hence, the first order condition is a minimum, minimized by the $\alpha$-quantile of $Y$, and thus the quantile loss elicits the quantile.

For general $Y$, note that $F$ always exists, and thus when $p$ appears inside integrals, the integrals well-defined. The partial derivatives may not always be defined but is the same as the sign of sufficiently small finite differences, thus the proof logic follows through for the general case. In case of jump discontinuities of $F$, any monotone inverse $F^{-1}$ may be chosen for the statement. \qed
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