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We introduce an approach to compute the renormalisation group flow of relational observables in quantum gravity which evolve from their microscopic expressions towards the full quantum expectation value. This is achieved by using the composite operator formalism of the functional renormalisation group. These methods can be applied to a large class of relational observables within a derivative expansion for different physical coordinate systems. As a first application we consider four scalar fields coupled to gravity to represent the physical coordinate frame from which relational observables can be constructed. At leading order of the derivative expansion the observables are the inverse relational metric and the relational scalar curvature. We evaluate their scaling dimensions at the fixed point, both in the standard renormalisation group scheme and in the essential scheme. This represents the first steps to describe running observables within asymptotic safety; this treatment can be generalised to other observables constructed from different tensors and in different physical coordinate systems.
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I. INTRODUCTION

Asymptotic safety [1] is by now a well established approach to quantum gravity which attempts to make sense of gravity as a fundamental quantum field theory [2, 3]. A major critique of the current program is that it is not focused on observable quantities [4–6]. However, within the functional renormalisation group (FRG) framework the flow equation for composite operators [7] can be applied to investigate the scaling behaviour in quantum gravity. This formalism [7, 12–14] allows one to compute the expectation of observables by solving a flow equation where the flow parameter is the infra-red (IR) cut-off scale \( k \). The initial condition at the ultra-violet (UV) cutoff scale \( k = \Lambda \) is given by the expression of the observable as a function of the microscopic fields. At the end point of the flow when \( k = 0 \) the observable has evolved to the expectation value expressed as a function of the mean field. Crucially, in asymptotic safety the UV cutoff can be taken to infinity and hence the initial condition is taken defined in the limit \( k \to \infty \) due to the existence of an interacting Reuter fixed point [15–18]. Thus, this formalism allows the computation of observables in an asymptotically safe theory of quantum gravity.

Some applications have been performed considering powers of the Ricci scalar integrated over spacetime [19, 20]. These terms would also naturally appear as terms in the effective action. On the other hand, the composite operator formalism allows one to compute the flow of terms which are not simply scalar quantities integrated over spacetime. Therefore it provides a formalism to compute quantities that are in principle measurable by a local experiment.

For a quantum field theory in flat spacetime we could consider simply the values of the fields at a point in spacetime, or products thereof, as constituting observables. One of the greatest issues for a quantum theory of gravitation is how to generalise this notion of local observables [21–33]. Indeed, it is often stated that there are no local observables in a diffeomorphism invariant theory. However, this statement seems to contradict the fact that we are able to perform measurements of local fields: for example, measurements of the components of the Riemann tensor near the surface of the earth can be performed [34]. It is then natural to assume such measurements are possible due to the presence of additional matter fields which provide a preferred frame of reference. Indeed, the matter fields can be understood precisely as representing the readings on some physical coordinate scaffolding. More generally a ‘physical coordinate frame’ constitutes four independent spacetime scalars which are composed of the dynamical fields and their derivatives. In this way, one can construct a physical local reference frame and give physical meaning to the components of any tensor evaluated in this frame [35–37]. In a cosmological setting, for example, a dense dust of particles [38, 39], which in the continuum limit becomes a continuous fluid, is commonly used to set up a physical coordinate system, and so give a physical meaning to continuous tensor field, which can be measured in some region of spacetime. Further examples of physical frames include curvature scalars formed from the Riemann tensor in pure gravity [35–37, 40], massless scalar fields [41] and scalars derived from cosmological perturbation theory [42, 43]. For a review and recent applications see [44, 45]. All measurements of tensor or scalar fields, referring to such physical coordinate systems, can be thought of as measurements of relational observables.

Relational observables are therefore natural candidates for composite operators, which can be studied in asymptotic safety. Moreover at the Reuter fixed point the corresponding composite operators will have

\[ \text{For an application to the Polyakov-loop in QCD see [8].} \]
universal scaling exponents which, since they are observables, will not depend on unphysical elements of the scheme such as the gauge fixing conditions and choice of regulator. Physically these exponents should appear in the scaling behaviour of correlation functions of relational observables at small distances less than the Planck length where effects of the fixed point scaling are expected. Once approximations are made however, we expect some dependence on the scheme. As such the computation of these exponents can serve as a way to compare with different approaches to quantum gravity and allow one to test the reliability of approximations. The aim of this paper is to develop the appropriate formalism which allows these investigations. Furthermore, it is crucial that a consistent approximation scheme can be applied. In particular a general feature of the composite operator formalism is a mixing of operators along the flow. For this purpose we develop a derivative expansion for relational observables which can be truncated in a consistent manner.

The paper is organised as follows. In Section II we briefly review the ideas leading to the construction of relational observables through a physical coordinate system. In Section III we review the functional integral formulation of composite operators. We derive the flow equation for the composite operators following the procedure of the FRG. Furthermore, we introduce a general formalism to translate the composite operator setting to relational observables and we comment about a natural criterion of choice of observables within a derivative expansion. In Section IV we perform the first application to the flow of two relational observables corresponding to the inverse metric and the scalar curvature. In this example the physical coordinate system is composed of four massless scalar fields. The corresponding observables are those which are found at the leading order in the derivative expansion. In Section V after having reviewed the matter flow within asymptotically safe gravity, we derive the flow of various physical matter systems (the Standard Model and modifications thereof) allowing for the spacetime metric to be renormalised. Here we consider two schemes, one in which the anomalous dimension of the metric is set to zero, and another one in which we adopt the minimal essential scheme, where we fixed the value of the cosmological constant by a renormalisation condition. We then compute the scaling of the chosen observables and calculate their scaling dimensions on the fixed points. In Section VI we present the consistent extension of our application to the next order in the derivative expansion.

In Appendices A and B we review the essential renormalisation group scheme [46, 47] and we apply this to scalar tensor theories, deriving the flow equations. In Appendices C and D we compute the Hessian of the couplings of the observables.

II. PHYSICAL COORDINATE FRAME AND RELATIONAL OBSERVABLES

A. Physical coordinate frame

In order to construct relational observables we need a physical coordinate frame in which to evaluate tensors, or other diffeomorphism variant objects, such that when we transform both the tensor and the coordinate system the total transformation leaves the tensor invariant. In other words a physical coordinate frame is a way to label a spacetime point $\mathcal{P}$ not by abstract coordinates $x^\mu$, but by the values which physical quantities take at $\mathcal{P}$. Thus, for example the scalar curvature $R(x)$ is not an observable since the coordinates $x$ do not mean anything physically. However, if the point $\mathcal{P}$ is specified as the point where a particular physical event happens, then the scalar curvature at $\mathcal{P}$ is an observable. If $\phi^a(x)$ denotes the full set of dynamical fields, which includes the components of the metric tensor $g_{\mu\nu}$ as well as matter fields, we construct a set of four scalars from the dynamical fields and their derivatives

$$\hat{X}^\hat{\mu}(x) = \hat{X}^\hat{\mu}(\phi(x), \partial \phi(x), ...)$$

which constitute our physical coordinate frame with $\hat{\mu} = 0,1,2,3$. As a result a point $\mathcal{P}$ in spacetime is labelled by the values the scalar fields $\hat{X}^\hat{\mu}(x)$ take at $\mathcal{P}$.

Since they are scalars, they transform, under a diffeomorphism of the dynamical fields $\phi \rightarrow \phi_{\xi}$, as $\hat{X}^\hat{\mu}(x) \rightarrow \hat{X}_{\xi}^\hat{\mu}(x) = \hat{X}^\hat{\mu}(\xi(x))$. Where here $\phi_{\xi}$ is the transformed dynamic field. In order that (2.1) constitutes a set of coordinates, they must constitute a diffeomorphism from the manifold $\mathcal{M}$ to another manifold $\hat{\mathcal{M}}$ with coordinates $\hat{x}^\mu$ which is the space of all
values that the scalar fields \( \hat{X} \) can take. Invertibility of the diffeomorphism means that the equation

\[
\hat{X} \hat{\mu}(x) = \hat{x} \hat{\mu} ,
\]

(2.2)
can be solved for \( x \). We denote the solution

\[
x^\mu = X^\mu(\hat{x}) ,
\]

(2.3)
such that \( X = \hat{X}^{-1} \) is the inverse of the map \( \hat{X} \). Note that for this property to hold depends on the configuration \( \phi \) and the choice of scalars \( \hat{X}^\mu \). Thus, a given choice of the scalars \( \hat{X}^\mu \) may define a physical coordinate system for a subset of all possible field configurations \( \phi \). Given the set of scalars \( \hat{\phi} \) one has a set of four covariant vectors

\[
e^\mu_\mu(x) = \partial_\mu \hat{X}^\mu(x) .
\]

(2.4)
The frame fields \( e^\mu_\mu \) are the inverse of \( e^\mu_\mu \) and transform as contravariant vectors on spacetime such that

\[
e^\mu_\mu(x)e^\nu_\nu(x) = \delta^\mu_\nu , \quad e^\mu_\mu(x)e^\nu_\nu(x) = \delta^\mu_\nu .
\]

(2.5)
The frame fields \( e^\mu_\mu(x) \) can be obtained by differentiating the maps \( X^\mu(\hat{x}) \) and evaluating the derivative at \( \hat{x} = \hat{X}(x) \). This follows since

\[
\delta^\mu_\nu = \partial_\nu x^\mu = e^\mu_\nu(x) \frac{\partial}{\partial \hat{x}^\mu} X^\mu(\hat{X}(x))
\]

(2.6)
and hence we can write the frame field as

\[
e^\mu_\mu(x) = \frac{\partial}{\partial \hat{x}^\mu} X^\mu(\hat{X}(x)) .
\]

(2.7)
Since we assume \( e^\mu_\mu \) is invertible it allows us to define an invariant volume element on space-time \( d^4x \) where

\[
\hat{c} = \det e^\mu_\mu .
\]

(2.8)
This allows us also to write the following identity between Dirac delta functions

\[
\delta(X(\hat{x}), x) = \hat{c}(x) \delta(\hat{x}, \hat{X}(x)) .
\]

(2.9)
It is important to note that \( X^\mu(\hat{x}) \) is itself a functional of the dynamical fields. Let us change the field configuration \( \phi \rightarrow \phi' \) and we induce a change in \( \hat{X}(x) \rightarrow \hat{X}'(x) \) obtained by replacing \( \phi \) by \( \phi' \) in (2.1). Since the coordinates \( x \) are held fixed, we have that \( X(\hat{x}) \rightarrow X'(\hat{x}) \) such that

\[
X'(\hat{X}'(x)) = X(\hat{X}(x)) = x .
\]

(2.10)
If we consider the case where \( \phi' \) is obtained by a diffeomorphism of \( \phi \) such that \( \phi' = \phi \xi \), we have that \( X'(x) = \hat{X}(x) = \hat{X}(\xi(x)) \). We can then infer from (2.10) that \( X'(\hat{x}) = X(\hat{X}(\hat{x})) \) is given by

\[
X(\xi(\hat{x})) = (\xi^{-1} \circ X)(\hat{x}) .
\]

(2.11)
where \( \xi^{-1} \) is the inverse function and \( f \circ g \) denotes the composition of two functions.

B. Relational observables

Given a field \( \phi^\alpha(x) \), let us denote its transformation under a diffeomorphism \( \xi^\alpha(x) \) by

\[
\phi^\alpha_\xi = T^\alpha[\phi, \xi] ,
\]

(2.12)
which is a functional of both the field $\phi$ and the diffeomorphism $\xi^\mu(x)$. For example a scalar field $\psi$ transforms to

$$\psi_\xi(x) = \psi(\xi(x)), \quad (2.13)$$

while components of the metric transform as

$$g_{(\xi)\mu\nu}(x) = \partial_\mu \xi^\lambda(x) \partial_\nu \xi^\rho(x) g_{\lambda\rho}(\xi(x)). \quad (2.14)$$

The functionals $T^a[\phi, \xi]$ satisfy the composition identity

$$T^a[\phi_\xi, \xi'] = T^a[\phi, \xi \circ \xi'], \quad (2.15)$$

which follows from the properties that imply diffeomorphisms form a group where the group product is given by $(\xi' \circ \xi)(x) = \xi((\xi'(x)))$. For example if we consider a scalar $\psi(x)$, then applying first the diffeomorphism $\xi$ we have $T[\psi, \xi] = \psi_\xi(x) = \psi(\xi(x))$, then applying $\xi'$ we have $T[\psi_\xi, \xi'] = \psi_\xi(\xi'(x)) = \psi(\xi(\xi'(x)))$. Therefore the action of applying first $\xi$ and then $\xi'$ to $\psi$ is the same as applying the composition in the reverse order $\xi \circ \xi'$.

To obtain the gauge invariant fields, we transform the dynamical fields $\phi^a(x)$ into the physical coordinate frame

$$\hat{\phi}^\alpha(\hat{x}) = \phi^a(x) \quad (2.16)$$

such that it depends now on the coordinates $\hat{x}$. The fields $\hat{\phi}^\alpha(\hat{x})$ are then functionals $\hat{\phi}^\alpha[\hat{\phi}]$ of the original fields and constitute a set of local observables at each point $\hat{x}$. As functionals of the fields $\hat{\phi}$ we have that

$$\hat{\phi}^\alpha = T^a[\phi, X]. \quad (2.17)$$

For example, the relational observable corresponding to the spacetime metric is given by the three equivalent expressions

$$\hat{g}_{\hat{\mu}\hat{\nu}}(\hat{x}) = \partial_\mu X^\alpha(\hat{x}) \partial_\nu X^\alpha(\hat{x}) g_{\mu\nu}(X(\hat{x}))$$

$$= \int d^4x \delta(x, X(\hat{x})) e_i^\alpha(\hat{x}) e_j^\alpha(\hat{x}) g_{\mu\nu}(x) \quad (2.18)$$

$$= \int d^4x \hat{e}(x) \delta(\hat{x}, \hat{X}(x)) e_i^\alpha(x) e_j^\alpha(x) g_{\mu\nu}(x). \quad (2.19)$$

To see that $\hat{\phi}^\alpha$ are observables, i.e., that they are diffeomorphism invariant, we compute

$$\hat{\phi}^\alpha[\xi] = T^a[\phi_\xi, X_\xi]$$

$$= T^a[\phi_\xi, \xi^{-1} \circ X] \quad (2.21)$$

$$= T^a[\phi, X] = \hat{\phi}^\alpha, \quad (2.22)$$

where to arrive at the second line we used (2.21) and to arrive on the third line we used (2.15).

We can also take any composite operator $A[\phi]$ which transforms as $A[\phi_\xi] = A_\xi[\phi]$ and obtain a diffeomorphism invariant operator

$$\hat{A}[\hat{\phi}] = A_X[\phi] = A[\phi]$$

(2.24)

for any $A$ and any set of physical coordinates $\hat{A}[\hat{\phi}]$ constitutes relational observable. For example, if $A = R(x)$ is the Ricci-scalar then

$$\hat{R}(\hat{x}) = R(X(\hat{x}))$$

$$= \int d^4 x \delta(X(\hat{x}), x) R(x)$$

$$= \int d^4 x \hat{e}(x) \delta(\hat{x}, \hat{X}(x)) R(x) \quad (2.25)$$
is the corresponding relational observable which we dub the ‘relational Ricci-scalar’. While if $A = g^{\mu\nu}(x)$ is the inverse metric, then

$$\hat{g}^{\hat{\mu}\hat{\nu}}(\hat{x}) = e^{\hat{\mu}}_\mu(X(\hat{x}))e^{\hat{\nu}}_\nu(X(\hat{x})) g^{\mu\nu}(X(\hat{x}))$$

(2.26)

is the relational observable corresponding to the inverse metric or the ‘relational inverse metric’, and

$$\hat{g}^{\hat{\mu}\hat{\nu}}(\hat{x}) = \int d^dx \delta(X(\hat{x}), x) g^{\mu\nu}(x)$$

$$= \int d^dx \hat{c} e^{\hat{\mu}}_\mu(X(\hat{x})) e^{\hat{\nu}}_\nu(X(\hat{x})) \delta(\hat{x}, \hat{X}(x)) g^{\mu\nu}(x).$$

(2.27)

Thus, given any diffeomorphism variant composite operator $A[\phi]$, then the relational observable $\hat{A}[\phi]$ can be dubbed the ‘relational $A$’. If the variant composite operator $A[\chi]$ depends on the coordinates $x$ and some set of indices spacetime $I$ indices, e.g. $I = \mu\nu$, the corresponding relational observable $\hat{A}(\hat{x})$ instead depend on $\hat{x}$ and hatted indices e.g. $\hat{I} = \hat{\mu}\hat{\nu}$. In general, if $A[\chi]$ is a tensor, we can express the corresponding relational observable as

$$\hat{A}(\hat{x}) = \int d^4 x \hat{c}(\hat{x}) \delta(\hat{x}, \hat{X}(x)) E^I_\chi(x) A[\chi],$$

(2.28)

where $E^I_\chi(x)$ is a product of $e^{\hat{\mu}}_\mu$ and $e^{\hat{\nu}}_\nu$ depending on $I$, for example $E^I_\chi(x) = e^{\hat{\mu}}_\mu e^{\hat{\nu}}_\nu$ when $A[\chi] = g^{\mu\nu}$.

Given a relational tensor $\hat{A}(\hat{x})$ we can also take derivative of the observable with respect to $\hat{x}$ to get a new relational observable. If $D_\mu$ denotes the covariant derivative compatible with $e^{\hat{\mu}}_\mu$, then one can show that

$$\partial_{\hat{\mu}_1}...\partial_{\hat{\mu}_n}\hat{A} = D_{\hat{\mu}_1}...D_{\hat{\mu}_n}\hat{A}$$

(2.29)

simply by differentiating (2.28), using that $\partial_\mu \delta(\hat{x}, \hat{X}(x)) = -e^{\hat{\mu}}_\mu D_\mu \delta(\hat{x}, \hat{X}(x))$ and integrating by parts repeatedly.

Up till now we have assumed that $A$ is a tensor. However, we can consider relational observables which are not related to tensors. For example the Christoffel symbol $\Gamma^\lambda_{\mu\nu}$ transforms inhomogeneously. As a result the relational Christoffel symbol is given by

$$\hat{\Gamma}^\rho_{\hat{\mu}\hat{\nu}}(\hat{x}) = \int d^4 x \hat{c}(\hat{x}, \hat{X}) e^{\hat{\mu}}_\mu e^{\hat{\nu}}_\nu \left( e^{\hat{\rho}}_\rho \Gamma^\rho_{\mu\nu} - \partial_\mu \partial_\nu \hat{X}^\rho \right)$$

$$= -\int d^4 x \hat{c}(\hat{x}, \hat{X}) e^{\hat{\mu}}_\mu e^{\hat{\nu}}_\nu \nabla_\mu \nabla_\nu \hat{X}^\rho,$$

(2.30)

which is diffeomorphism invariant. However, we observe that this is the relational observable corresponding to the tensor $-\nabla_\mu \nabla_\nu \hat{X}^\rho$.

From these considerations we see that there are many different relational observables that one can construct since there is a immense freedom in both choosing the physical coordinate system and choosing which composite operator $A[\phi]$ to transform into the chosen coordinate system. From this point of view, there is no lack of observables in quantum gravity, but rather perhaps a lack of determining which observables are most relevant amongst the large number of relational observables we can consider in principle.

III. COMPOSITE OPERATOR FLOW EQUATION

In many applications of quantum field theory (QFT) we are interested in correlation functions of the fundamental fields $\hat{X}$. However, sometimes the physical quantities of interest may be composite operators

---

2 This means that $D_\mu$ is the covariant derivative compatible with the metric $e^{\hat{\mu}}_\mu e^{\hat{\nu}}_\nu$. Thus the connection for $\nabla_\mu$ is the Levi-Civita connection for $g_{\mu\nu}$ and the connection for $D_\mu$ is the Levi-Civita connection for $e^{\hat{\mu}}_\mu e^{\hat{\nu}}_\nu$. 
\(\hat{O}(x)\) which are functions of the field and its derivatives. For example, we could consider the field to some power \(n\) i.e. \(\hat{O}(x) = \hat{\chi}^n(x)\). In the functional integral formulation of standard QFT one can treat composite operators \(\hat{O}(x)\) coupling them to external sources by adding to the microscopic action a term

\[
\int d^d x \hat{O}(x) \varepsilon(x),
\]

where \(\varepsilon(x)\) denotes the source at the point \(x\). In this way one obtains insertions of composite operators in correlation functions by taking suitable functional derivatives of the path integral with respect to the source \[9.12\]. For example the expectation value of the operator \(\hat{O}(x)\) is given by

\[
\langle \hat{O}(x) \rangle = -\frac{\delta}{\delta \varepsilon(x)} \int (d\hat{\chi}) \ e^{-S[\hat{\chi}] - \varepsilon \hat{O}[\hat{\chi}]} \bigg|_{\varepsilon = 0}.
\]

Then, we define the generating functional \(W[J, \varepsilon]\) for the connected Green’s functions of the fields and the connected correlation functions of the composite operators by

\[
e^{W[J, \varepsilon]} = \int (d\hat{\chi}) \ e^{-S[\hat{\chi}] - \varepsilon \hat{O}[\hat{\chi}] + J \cdot \hat{\chi}}.
\]

The associated effective action is obtained via a Legendre transform with respect to \(J\) to obtain a functional \(\Gamma[\phi, \varepsilon]\) where \(\phi\) is the expectation value of the field \(\hat{\chi}\) in the presence of the source \(J\). The expectation of the composite operator is then given by expanding the effective action around \(\varepsilon = 0\)

\[
\Gamma[\phi, \varepsilon] = \Gamma[\phi] + \int d^d x \varepsilon(x) \langle \hat{O}(x) \rangle_{\phi} + O(\varepsilon^2),
\]

which depends on the value of the mean field.

The effective action \(\Gamma[\phi, \varepsilon]\) can also be modified to allow for a regulator \(R_k\) which suppresses infra-red fluctuations of the fields \(\hat{\chi}\) around their mean values. In particular, the effective average action \(\Gamma_k[\phi, \varepsilon]\) can be defined by its functional integro-differential representation

\[
e^{-\Gamma_k[\phi, \varepsilon]} = \int (d\hat{\chi}) \ e^{-S[\hat{\chi}] - \varepsilon \hat{O}[\hat{\chi}] + \phi \cdot \hat{\chi} - \frac{1}{2} \hat{\chi} \cdot R_k \cdot \hat{\chi}}.
\]

Note that \(R_k\) is an additive IR cut-off which suppresses fluctuations below momentum scales \(p^2 \approx k^2\) and vanishes for momenta \(p^2 \gg k^2\). The \(k\) and \(\phi\) dependent expectation value is given by \(O_k(x) = \langle \hat{O}(x) \rangle_{\phi,k}\) is again given by expanding \(\Gamma_k[\phi, \varepsilon]\) to first order in \(\varepsilon\)

\[
\Gamma_k[\phi, \varepsilon] = \Gamma_k[\phi] + \int d^d x \varepsilon(x) O_k(x) + O(\varepsilon^2).
\]

The exact FRG equation for \(\Gamma_k[\phi, \varepsilon]\) is given by the Wetterich-Morris equation \[48.49\]

\[
\partial_t \Gamma_k[\phi, \varepsilon] = \frac{1}{2} \text{Tr} \left( \left( \Gamma_k^{(2)} + R_k \right)^{-1} \partial_t R_k \right),
\]

where \(t = \log(k/k_0)\) is the RG time. Now comparing order by order in \(\varepsilon\), the flow equation for composite operators is given by \[7\]

\[
\int d^d x \varepsilon \partial_t \partial_t O_k = -\frac{1}{2} \text{Tr} \left( \left( \Gamma_k^{(2)} + R_k \right)^{-1} \left( \int d^d x \varepsilon \partial_t O_k^{(2)} \right)^{-1} \partial_t R_k \right),
\]

where \(O_k^{(2)}\) is the Hessian of the composite operator. The flow equation for the composite operator \(O_k\) must be supplied by an initial condition at \(k = \Lambda\). Since, in the limit \(k \to \infty\) we have that

\[
\lim_{k \to \infty} O_k = \hat{O}[\hat{\chi} = \phi]
\]

setting the initial condition for \(\Lambda \to \infty\) specifies which observable \(\hat{O}\) we are taking the expectation value of. Then by following the flow to \(k = 0\) we obtain the expectation value

\[
O_0 = \langle \hat{O} \rangle.
\]
In this manner solving the flow equation for the composite operator gives us a concrete method to compute expectation values of observables.

To concretely solve equation, some approximation must be implemented. In particular, one may expand the composite operator \( \mathcal{O}_k \) in a basis of \( k \)-independent operators

\[
\mathcal{O}_k(x) = \sum_i a_i(k) \mathcal{O}_i(x).
\] (3.11)

One can show that the scaling operators of the theory have dimensions, quantum corrections included, given by the eigenvalues of the matrix

\[
S_{ij} = d_i \delta_{ij} + \gamma_{ij}, \quad \partial_t a_j = \sum_i a_i \gamma_{ij},
\] (3.12)

where \( S_{ij} \) is a function of the couplings included in the effective action \( \Gamma_k \). The crucial matrix \( \gamma_{ij} \) can be directly found, inserting the expansion (3.11) in the flow equation and expanding the trace

\[
-\frac{1}{2} \text{Tr} \left[ \left( \Gamma^{(2)}_k + \mathcal{R}_k \right)^{-1} \left( d^d x \varepsilon(x) \mathcal{O}_i^{(2)}(x) \right) \left( \Gamma^{(2)}_k + \mathcal{R}_k \right)^{-1} \partial_t \mathcal{R}_k \right] = \sum_j \gamma_{ij} \int d^d x \varepsilon(x) \mathcal{O}_j(x).
\] (3.13)

Note that in the rhs of (3.13) no terms with derivatives of \( \varepsilon(x) \) appear since we can always integrate by parts such that all derivatives are included in \( \mathcal{O}_j(x) \).

### A. Role of the source

Before applying the composite operator formalism to relational observables, let us consider the role of the source \( \varepsilon(x) \) in calculating \( \gamma_{ij} \). In particular, suppose we choose to make the source a constant \( \varepsilon(x) = \varepsilon \). Then, we can factor our the source and it appears as a source for the observable integrated over spacetime

\[
\int d^d x \varepsilon \mathcal{O}_k(x) = \varepsilon \sum_i a_i(k) \int d^d x \mathcal{O}_i(x)
\] (3.14)

such that if \( \int d^d x \mathcal{O}_i(x) \) are linearly dependent then we are not able to determine all components of \( \gamma_{ij} \). Essentially this means that, in the absence of boundaries, the flow of all operators which are total derivatives are lost by taking the source to be constant. Let us therefore consider a basis where all linearly independent boundary operators of the form \( \mathcal{O}_i = \partial_\mu \mathcal{O}_i^\mu \) is a subset of the basis which is completed by taking a set of bulk operators which are linearly independent of boundary operators. Then, if \( i \) is a boundary index and \( j \) is a bulk index, then \( \gamma_{ij} = 0 \). To see this, note that

\[
\int d^d x \varepsilon(x)(\partial_\mu \mathcal{O}_i^{(2)}) = -\int d^d x (\partial_\mu \varepsilon(x)) \mathcal{O}_i^{(2)},
\] (3.15)

and thus if \( \mathcal{O}_i(x) = \partial_\mu \mathcal{O}_i^\mu \) is inserted into the lhs (3.13), then rhs must be given by \( -\sum_j \text{boundary indices} \gamma_{ij} \int d^d x \partial_\mu \varepsilon(x) \mathcal{O}_j^\mu(x) \). A consequence of this is that by taking the source to be constant, we are still able to compute the flow of the bulk terms in a consistent manner. Allowing the source to be non-constant, we are then able to compute the flow of the boundary operators in addition.

### B. Application to relational observables

To apply this formalism to a relational observables \( \hat{A}^I(\hat{x}) \) and their derivatives, we can consider a composite operator \( \mathcal{O}_k(\hat{x}) \) to be any function of relational observables at the point \( \hat{x} \). This can be decomposed as

\[
\mathcal{O}_k(\hat{x}) = \sum_i a_{i, k}(\hat{x}) \hat{A}_i^I(\hat{x}),
\] (3.16)
where the index $i$ runs over different relational observables, taking into account that the observables can mix under the RG flow. We note that in general each component of each observable can have a separate coupling $a_i^k(k)$. The source term can then be written as an integral over $\hat{x}$ as (2.28)

$$
\int d^4 \hat{x} \varepsilon(\hat{x}) O_k(\hat{x}) = \sum_i a_i^k(k) \int d^4 \hat{x} \varepsilon(\hat{x}) \hat{A}_i^k(\hat{x}),
$$

(3.17)

however we can also express the source term as an integral over the coordinates $x$ by using

$$
\int d^4 \hat{x} \varepsilon(\hat{x}) O_k(\hat{x}) = \int d^4 x \varepsilon(x) \sum_i a_i^k(k) \varepsilon(x) \hat{A}_i^k(x).
$$

(3.18)

Now since $\varepsilon(\hat{x})$ is independent of the dynamical fields, it is clear that variations of the source term with respect to dynamical fields must be proportional to the undifferentiated source $\varepsilon(\hat{x})$. However, in the form (3.18) $\varepsilon(\hat{X}(x))$ depends on the dynamical fields through the physical coordinate system. Thus, in computing the Hessian of the observable with a non-constant source we pick up terms from the variation of $(3.18)$ we have that

$$
\frac{\partial}{\partial \hat{X}^\mu(x)} \varepsilon(\hat{X}(x)) = e_\mu^I(x) \partial_\mu \varepsilon(\hat{X}(x)),
$$

(3.19)

and integrating by parts we can always write the variation such that it is proportional to $\varepsilon(\hat{X}(x))$.

According to our considerations in the last section, we can consider constant sources if we concentrate on relational observables which are linearly independent of total derivatives $\hat{A}_i^k(x) = \partial_\mu \hat{A}_i^k(\hat{x})$. Indeed, working with integrals over $\hat{x}$ the arguments of the last section go through unchanged. Let’s note that when we switch to the form (3.18) we have that

$$
\int d^4 \hat{x} \varepsilon(\hat{x}) \partial_\mu A_i^\mu(\hat{x}) = \int d^4 x \varepsilon(x) \varepsilon(\hat{X}(x)) E_i^\mu(x) e_\mu A_i^\mu(x),
$$

(3.20)

where the lhs is a boundary term when $\varepsilon(\hat{X}(x))$ is a constant. So as with any composite operator the computation of scaling dimensions of the subset of observables which are not total derivatives can be calculated at constant source.

Taking the source constant, we can define the relational EAA by

$$
\Gamma_k^{rel} \equiv \int d^4 x \varepsilon(x) \mathcal{L}_k^{rel}(x) \equiv \int d^4 x \varepsilon(x) \sum_i a_i^k(k) E_i^\mu(x) e_\mu A_i^\mu(x),
$$

(3.21)

where we note that the defining feature that separates terms in $\Gamma_k^{rel}$ from terms in the standard effective action is that the former is written as an integral over $x$ with the volume element given by $\varepsilon(x)$ rather than the usual density $\sqrt{\det g}$. Thus, for constant source, we can take the total EAA to be given by

$$
\Gamma_k[g, \ldots; \varepsilon] = \Gamma_k[g, \ldots] + \varepsilon \Gamma_k^{rel}[g, \ldots] + O(\varepsilon^2).
$$

(3.22)

Implicit in the construction of the relational EAA is that $\varepsilon$ is non-singular. The form (3.21) gives us two different starting points. On the one hand, we can consider a basis of relational observables and give each one a source. On the other hand, we can simply write down some form for $\mathcal{L}_k^{rel}(x)$ as a basis of scalars and the non-singular nature of $\varepsilon$ means we can construct these scalars with the vectors $e_\mu^I$ and their derivatives.

For a non-constant source we instead have the more general form

$$
\Gamma_k[g, \ldots; \varepsilon] = \Gamma_k[g, \ldots] + \int d^4 x \varepsilon(x) \varepsilon(\hat{X}(x)) \mathcal{L}_k^{rel}(x) + O(\varepsilon^2),
$$

(3.23)

which allows for the calculation of scaling dimensions for relational observables which are total derivatives and hence do not appear in the relational EAA.
C. Derivative expansion for the relational EAA

Applying the composite operator formalism to the relational EAA (to order $\varepsilon$) we have that

$$\partial_t \Gamma^{\text{rel}}_k = -\frac{1}{2} \text{Tr} \left[ \left( \Gamma^{(2)}_k + \mathcal{R}_k \right)^{-1} \left( \Gamma^{\text{rel},(2)}_k \right) \left( \Gamma^{(2)}_k + \mathcal{R}_k \right)^{-1} \partial_t \mathcal{R}_k \right]$$  \hspace{1cm} (3.24)

where $\Gamma^{\text{rel},(2)}_k$ is the Hessian of the relational EAA. An important question is how to close approximations to this equation in a consistent manner. A natural non-perturbative choice is to take $\mathcal{L}^\text{rel}_k(x)$ to have a derivative expansion and be approximated by terms with only a finite number of derivatives, however this only makes sense if $\nabla_\mu \hat{X}^\mu$ is polynomial in derivatives since otherwise $\hat{e}$ would be non-polynomial. This provided, we pick $\hat{X}^\mu$ only involve a finite number of derivatives, we can close our approximation for the relational EAA by also picking terms with a up to a finite number of derivatives in $\mathcal{L}^\text{rel}_k(x)$. This then gives us a natural basis of relational observables which we project onto when we use the derivative expansion. In particular, these observables are formed from tensors $A^I$ with all indices in the upper position, such as $g^{\mu\nu}$, $R$, $R^{\mu\nu}$ etc., since the corresponding $E^I_k$ are products of $\nabla_\mu \hat{X}^\mu$ and thus finite order in derivatives. Each order $s$ of the derivative expansion then corresponds to keeping only terms with up to $s$ derivatives in $\mathcal{L}^\text{rel}_k(x)$. At each finite order in the derivative expansion, we do not find relational observables corresponding to tensors with lower indices, e.g. $g_{\mu\nu}$, which are non-polynomial in derivatives.

IV. FIRST APPLICATION

We are now ready to apply the composite operator formalism to the investigation of relational observables in asymptotic safety. Here we employ the background field approximation where

$$\Gamma_k = \tilde{\Gamma}_k + \Gamma_{gkk} + \Gamma_{gfk}$$  \hspace{1cm} (4.1)

is split into a diffeomorphism invariant part $\tilde{\Gamma}_k$, a gauge fixing part $\Gamma_{gkk}$ and a ghost action $\Gamma_{gfk}$. Rather than working with pure gravity we take $\tilde{\Gamma}_k$ to depend on matter fields from which we construct the physical coordinate system $\hat{X}^\mu(x)$ that enters the relational observables. A simple example is the inclusion of a set of four massless scalar fields minimally coupled to gravity (see [50] for gravity coupled to matter in asymptotic safety and [51] for a more recent analysis of the fixed point existence).$^3$

$$\tilde{\Gamma}_k = \int_x \sqrt{\det g} \left( -\frac{1}{16\pi G_N} (R - 2\Lambda) + \frac{1}{2} \delta_{A\bar{B}} \varphi^\mu \partial_\mu \varphi^\bar{A} \partial_\bar{A} \varphi^{\bar{B}} \right) + \text{Additional Matter},$$  \hspace{1cm} (4.2)

where the index A, B, ..., = 1, 2, 3, 4 run over the internal space of the scalar fields and $\delta_{A\bar{B}}$ is a flat field space metric. For the theory described by (4.2) there are in principle many choices for the scalars $\hat{X}^\mu(x)$, here we identify the physical coordinate system with the four scalars $\varphi^A(x)$ such that

$$\hat{X}^\mu(x) = \varphi^\mu(x).$$  \hspace{1cm} (4.3)

In this case the physical coordinate system is just composed for fundamental scalars rather than composite fields. After having made the identification (4.3), we simply denote the scalar fields by $\hat{X}^\mu(x)$ and always use the hatted indices $\hat{\mu}$ such that the field space metric is $\delta_{\hat{\mu}\hat{\nu}}$. Let us note that the action (4.2) is invariant under shifts $\varphi^A(x) \rightarrow \varphi^A(x) + c$ and under a global $O(4)$ symmetry. For simplicity, we consider observables that are invariant under these symmetries also. Since these symmetries are not broken by the regularisation, the flow of symmetric composite operators is closed. One can consider observables which break these global symmetries however we don’t do so here.

---

$^3$ Here the anomalous dimension of the matter fields has been neglected and only one-loop results have been considered. In a more recent paper [52] the running of the anomalous dimension of all the involved matter fields has been taken into account.
For the gauge fixing action we take
\[ \Gamma_{\text{gf}}[g; \tilde{g}] = \frac{1}{2} \int d^4 x \sqrt{\det \tilde{g}} F^\mu_{\nu \lambda} F^\nu_{\mu \lambda}, \tag{4.4} \]
where we use the background covariant harmonic gauge
\[ F^\mu = \frac{1}{\sqrt{16 \pi G_k}} \left( \tilde{g}^{\mu \lambda} \tilde{g}^{\nu \rho} - \frac{1}{2} \tilde{g}^{\mu \rho} \tilde{g}^{\nu \lambda} \right) \nabla_\nu g_{\lambda \rho}. \tag{4.5} \]
This leads to the ghosts operator
\[ Q^\mu \nu \epsilon^\nu \equiv \mathcal{L}_\epsilon F^\mu = \frac{1}{\sqrt{16 \pi G_k}} \left( \tilde{g}^{\mu \lambda} \tilde{g}^{\nu \rho} - \frac{1}{2} \tilde{g}^{\mu \rho} \tilde{g}^{\nu \lambda} \right) \nabla_\nu \left( g_{\rho \sigma} \nabla_\lambda c^\sigma + g_{\lambda \sigma} \nabla_\rho c^\sigma \right), \tag{4.6} \]
which enters the ghost action
\[ \hat{\Gamma}_k[g,c,\tilde{c}; \tilde{g}] = \int d^4 x \sqrt{\det \tilde{g}} \tilde{c}_\mu Q^\mu \nu \epsilon^\nu. \tag{4.7} \]

### A. Inverse relational metric and relational curvature

In this work we use the composite operator formalism to compute the scaling dimensions of relational observables corresponding to the inverse metric and the scalar curvature where the physical coordinates \( \hat{X}^\mu(x) \) are taken to be a set massless minimally coupled scalars. To do so, it suffices to consider the integral of the relational observables over field space. In particular, we take the relational EAA to be linear in the relational inverse metric and the relational curvature integrated over the \( \dot{x} \) coordinate
\[ \Gamma_k^{\text{rel.}} = \int d^4 \dot{x} \left( \alpha_0(k) + \alpha_R(k) \dot{R}(\dot{x}) + \alpha_1(k) \delta_{\mu \nu} \dot{g}^{\mu \nu}(\dot{x}) \right), \tag{4.8} \]
where \( \delta_{\mu \nu} \) is the Kronecker delta which is the same the metric on field space that appears in the EAA. In this case, the sources which couple to the relational inverse metric and the relational curvature are taken to be equal to \( \delta_{\mu \nu} \) and 1 respectively. We note that the first term represents the volume of the field space which is independent of the dynamical fields. However, we see that \( \alpha_0(k) \) has a flow which depends on the other two couplings \( \alpha_1(k) \) and \( \alpha_R(k) \) which couple to the relational observables. We can then rewrite \( \Gamma_k^{\text{rel.}} \) in the form \( (4.2) \) where by we have
\[ \Gamma_k^{\text{rel.}} = \int d^4 x \tilde{c} \left( \alpha_0(k) + \alpha_R(k) R + \alpha_1(k) \delta_{\mu \nu} g^{\mu \nu}(\partial_\mu \hat{X}^\nu)(\partial_\nu \hat{X}^\nu) \right). \tag{4.9} \]

We note that the corresponding \( \mathcal{L}_k^{\text{rel.}}(x) \) contains terms with up to two derivatives of the field. Apart from the difference in the volume element the terms in \( \Gamma_k^{\text{rel.}} \) are the same as \( \Gamma_k \) indicating a consistency in the approximation of both functionals. Moreover, \( \mathcal{L}_k^{\text{rel.}}(x) \) contains all terms with up to two derivatives compatible with the symmetries of the action \( \Gamma_k \). Thus, here we are working at order \( \partial^2 \) in the derivative expansion.

Let us remark that since the relational action includes the volume element \( \tilde{c} \) one has that
\[ \int d^4 x \tilde{c} \delta_{\mu \nu} g^{\mu \nu}(\partial_\mu \hat{X}^\nu)(\partial_\nu \hat{X}^\nu) \neq - \int d^4 x \tilde{c} \delta_{\mu \nu} \hat{X}^\mu \hat{X}^\nu, \tag{4.10} \]
since integrating by parts leads to terms where the covariant derivatives act on \( \tilde{c} \). However, the term on the rhs, which can be expressed as
\[ - \int d^4 x \tilde{c} \delta_{\mu \nu} \hat{X}^\mu \hat{X}^\nu = \int d^4 \dot{x} \tilde{c} \delta_{\mu \nu} \hat{X}^\mu \hat{X}^\nu, \tag{4.11} \]
is not symmetric under the shift symmetry of the scalar field and so we do not consider it here.
B. Flow of the relational observables

We are now ready to compute the flow of the relational action (4.19) by using (3.24) where the EAA is given by (4.2). We use a type I cutoff for which the regulated Hessian is

$$\Gamma_k^{(2)} + R_k = \Gamma_k^{(2)} (-\nabla^2 \rightarrow P_k),$$

(4.12)

where $P_k = -\nabla^2 + R_k (-\nabla^2)$.

The trace in (3.24) is split into two contributions: the trace over the graviton fluctuations and the trace over the scalar fluctuations. Within our approximation, there are no contributions from the ghosts or any additional matter fields. An improved approximation would include terms in (4.19) containing ghosts and additional matter fields since such terms would be generated by the flow equation.

All the intermediate steps which lead to the following expressions can be found in Appendix D. Here we use the off-diagonal heat kernel techniques to evaluate the traces. We also allow for a non-zero anomalous dimension of the metric tensor $g_{\mu\nu}$ and the scalar fields $X^\alpha$. This has two effects on the flow Equations (3.24). In the lhs we replace

$$\partial_t \Gamma_k^{\text{rel}} \rightarrow \partial_t \Gamma_k^{\text{rel}} - \frac{1}{2} \dot{\eta}_k \int d^4x \hat{h}(x) \frac{\delta \Gamma_k^{\text{rel}}}{\delta \hat{h}(x)} + \gamma_g \int d^4x g_{\mu\nu}(x) \frac{\delta \Gamma_k^{\text{rel}}}{\delta g_{\mu\nu}}(x),$$

(4.13)

where $\dot{\eta}$ is the anomalous dimension of scalar fields and $\gamma_g$ accounts for the anomalous dimension of the metric tensor. In the rhs the derivative of the cutoff for the metric fluctuations is replaced by

$$\partial_t R_k \rightarrow \partial_t R_k + 2\gamma_g R_k,$$

(4.14)

while the derivative of the cutoff for the scalar fluctuations is replaced by

$$\partial_t R_k \rightarrow \partial_t R_k - \dot{\eta}_k R_k.$$

(4.15)

The flow of the coefficients $\alpha_0$, $\alpha_R$ and $\alpha_1$ is given by

$$\partial_t \alpha_0 = -\frac{\alpha_1}{2\pi^2} Q_3 \left[ \frac{(\partial_t - \dot{\eta}_k) R_k}{P_k^2} - \frac{12\alpha_R G_N}{\pi} Q_3 \left[ \frac{(\partial_t - \eta_\phi) R_k}{(P_k - 2\Lambda)^2} \right] \right],$$

(4.16)

$$\partial_t \alpha_R - \gamma_g \alpha_R = -\frac{\alpha_1}{24\pi^2} Q_2 \left[ \frac{(\partial_t - \dot{\eta}_k) R_k}{P_k^2} - \frac{5\alpha_R G_N}{3\pi} Q_2 \left[ \frac{(\partial_t - \eta_\phi) R_k}{(P_k - 2\Lambda)^2} \right] + \frac{12\alpha_R G_N}{\pi} Q_3 \left[ \frac{(\partial_t - \eta_\phi) R_k}{(P_k - 2\Lambda)^3} \right] \right],$$

(4.17)

$$\partial_t \alpha_1 - (\gamma_g + \dot{\eta}_k) \alpha_1 = -\frac{4\alpha_1 G_N}{\pi} Q_2 \left[ \frac{(\partial_t - \eta_\phi) R_k}{(P_k - 2\Lambda)^2} \right] - \frac{5\alpha_1 G_N}{8\pi} Q_3 \left[ \frac{(\partial_t - \dot{\eta}_k) R_k}{P_k^3} \right] - \frac{6\alpha_R G_N^2}{P_k^3} Q_3 \left[ \frac{(\partial_t - \eta_\phi) R_k}{(P_k - 2\Lambda)^3} \right].$$

(4.18)

where for a function of a Laplacian $W(-\nabla^2)$ we defined the $Q$-functional

$$Q_n[W] = \frac{1}{\Gamma(n)} \int_0^\infty dz \, z^{n-1} W(z),$$

(4.19)

and $\eta_\phi$ is the anomalous dimension of the graviton fluctuations

$$\eta_\phi = \eta_N - 2\gamma_g \quad \text{where} \quad \eta_N = \frac{\partial_t G_k}{G_k}.$$

(4.20)

The first term originates from the cutoff dependence on $G_k^{-1}$ and the second term arises due to the replacement (4.14). The anomalous dimension of the graviton fluctuations $\eta_\phi$ can be understood as the anomalous dimension of the graviton field $\phi_{\mu\nu}$ defined by

$$g_{\mu\nu} = \delta_{\mu\nu} + \sqrt{32\pi G_k} \phi_{\mu\nu}$$

(4.21)
where $\delta_{\mu\nu}$ is the flat metric and the factor $\sqrt{32\pi G}$ ensures that $\phi_{\mu\nu}$ has a canonically normalised kinetic term.

**Remark:** In four dimensions: the scalars have the canonical dimension $[\bar{X}] = 1$, the metric has dimension $[g_{\mu\nu} = -2]$, s.t. the determinant $[\bar{e}^4] = 4$ and the inverse relational metric $[\delta_{\mu\nu}g^{\mu\nu}\partial_{\mu}\bar{X}^i\partial_{\nu}\bar{X}^i] = 4$. In 4 dimensions then the coefficients $[\alpha_0] = -4$, $[\alpha_R] = -6$ and $[\alpha_1] = -8$ are irrelevant.

Going to dimensionless variables\(^4\) and specialising the $Q$-functionals in \([4.17]\) to the optimised cutoff

$$ R_{\lambda\phi}(-\nabla^2) = (k^2 + \nabla^2) \delta(k^2 + \nabla^2), \quad (4.22) $$

we can compute the beta functions ($\tilde{\beta}_i = \partial_{\lambda_1} \tilde{\alpha}$)

$$ \begin{align*}
\tilde{\beta}_0 &= 4\tilde{\alpha}_0 - \frac{\tilde{\alpha}_1}{6\pi^2} + \frac{\tilde{\alpha}_R g(\eta_\phi - 4)}{\pi(1 - 2\lambda)^2}, \\
\tilde{\beta}_R &= \tilde{\alpha}_R \gamma_g + 6\tilde{\alpha}_R - \frac{\tilde{\alpha}_1}{24\pi^2} + \frac{\tilde{\alpha}_R g(10\eta_\phi + 4\eta_\lambda - 30\lambda - 21)}{9\pi(2\lambda - 1)^3}, \\
\tilde{\beta}_1 &= \tilde{\alpha}_1 \gamma_g + 8\tilde{\alpha}_1 - \frac{\tilde{\alpha}_R g^2(\eta_\phi - 4)}{2(2\lambda - 1)^3} + \frac{\tilde{\alpha}_1 g(\eta_\phi - 3)}{6\pi(1 - 2\lambda)^2} - \frac{5\tilde{\alpha}_1 g}{24\pi}. \quad (4.25)
\end{align*} $$

where we have set the anomalous dimension $\hat{\eta}_k = 0$.

We can write down the stability matrix as $S = \partial \tilde{\beta}_i / \partial \tilde{\alpha}_j$:

$$ S = \begin{pmatrix}
4 & \frac{g(\eta_\phi - 4)}{\pi(1 - 2\lambda)^2} & -\frac{1}{6\pi^2} \\
0 & 6 + \gamma_g + \frac{2g(10\eta_\phi + 4\eta_\lambda - 30\lambda - 21)}{9\pi(2\lambda - 1)^3} & -\frac{1}{24\pi^2} \\
0 & \frac{g^2(\eta_\phi - 4)}{2(2\lambda - 1)^3} & 8 + \gamma_g + \frac{g(\eta_\phi - 3)}{6\pi(1 - 2\lambda)^2} - \frac{5g}{24\pi}
\end{pmatrix}. \quad (4.26) $$

When the couplings $\lambda$ and $g$ are $O(1)$ the dependence of the critical exponents $\theta_1$ and $\theta_R$ on $\gamma_g$ is approximately linear up to corrections $10^{-7}$ provided we are sufficiently far from the pole $\lambda = 1/2$

$$ \theta_i = \theta_i^{\text{canonical}} + a_i(\lambda, g) + b_i(\lambda, g) \gamma_g + O(\gamma_g^2). \quad (4.27) $$

Numerically $b_i(\lambda, g) \approx -1$. Therefore for every value of $g$ and $\lambda$ there is a critical value of $\gamma_g$ for which the quantum correction of the critical exponents vanishes. Increasing $\gamma_g$ always makes the critical exponents more irrelevant.

In the plots in Figure \([1]\) we are showing the critical exponents for $\theta_R$ and $\theta_1$ in the whole $g - \lambda$ plane. We set $\eta_N = -2$ and $\gamma_g = 0$ for the plots on the left and $\eta_N = -2$ and $\gamma_g = 0.3197$ for the plots on the right. These values correspond to the non-trivial fixed point values in two different renormalisation schemes (see Section \([\text{V}]\)).

\(^4\) Notation: the variables with a tilde are dimensionless.
FIG. 1: Plot of the critical exponents $\theta_R$ (up) and $\theta_I$ (down) of the stability matrix $S$ in the $\lambda - g$ - plane. The plots on the left are for $\eta_N = -2$ and $\gamma_g = 0$; the plots on the right are for $\eta_N = -2$ and $\gamma_g = 0.3197$ (these are the fixed points values which we discuss in Section V). The dashed region has been excluded from the plot because the critical exponents begin to diverge in this region due to the vicinity of a pole in the propagator. The black points represent the fixed point in the standard scheme with the Standard Model matter content.

We noticed that when $\gamma_g = 0$ the quantum corrections are negative, making the exponent more relevant, while when $\gamma_g = 0.3197$ the quantum corrections are positive, making the exponent more irrelevant. Note that along the axis $g = 0$ the quantum corrections vanish if $\gamma_g = 0$ but remain for $\gamma_g = 0.3197$ since the scaling dimension of the metric remains anomalous.

V. ASYMPTOTIC SAFETY

A. Matter in Asymptotically safe gravity

Here we compute general expression for the scaling dimensions of relational observables which depend on the dimensionless Newton’s constant $g$ and cosmological constant $\lambda$. The exact position of the fixed point depends on which matter fields we include. In general, we start considering for $N_S$ scalars, $N_D$ fermions, $N_V$ vectors and $N_D$ Dirac fermions minimally coupled to gravity. In order to write the beta functions, we
have to define the cutoff; or a type II cutoff we choose a real function \( R_k(S^{(2)}_{\text{matter}}) \) where \( S^{(2)}_{\text{matter}} \) is the inverse propagator of the matter field (for more details see e.g. \[2\]). In \( d = 4 \) the beta functions for the dimensionless Newton’s coupling \( g \) and the dimensionless cosmological constant \( \lambda \) with a type II cutoff for the matter fields become:

\[
\partial_\tau \lambda = \lambda (-2\gamma_g + \eta_N - 2) + \frac{g}{12\pi} \left( \frac{5(-2\gamma_g + \eta_N - 6)}{2\lambda - 1} + 2\eta_N - 12N_D + 3N_S + 6N_V - 24 \right),
\]

\[
\partial_\tau g = g(\gamma_g + 2) - \frac{g^2}{6\pi} \left( \frac{5(2\gamma_g - \eta_N + 2)}{4\lambda - 2} + \frac{3(2\gamma_g - \eta_N + 6)}{(1-2\lambda)^2} - \frac{3\eta_N}{2} + N_D - N_S + N_V + 14 \right).
\]

In the standard renormalisation scheme \( \gamma_g = 0 \). Since we neglect the anomalous dimensions of all the additional matter degrees of freedom (\( \eta_k = 0 \)), we do not consider the effect of the anomalous dimension of the scalars \( X \)'s. In this approximation the beta functions have a nontrivial fixed point (\( \partial_\tau g = 0 \) and \( \partial_\tau \lambda = 0 \)). Furthermore, the Newton’s constant is experimentally constrained to be positive, this puts a constraint on the matter content which possess a nontrivial fixed point.

### 1. Essential scheme

As it is explained in \([46]\) and the Appendix A, the essential scheme allows the fields to be reparameterised along the RG flow using the RG kernel. At order \( \partial^2 \) the RG kernel of the metric and of the scalars \( \tilde{X} \) contain both one gamma function, \( \gamma_g \) for the metric and minus one half times the anomalous dimension for the \( \tilde{X} \)'s. The anomalous dimension takes into account the normalisation of the kinetic term of the \( \tilde{X} \)'s, fixing their wave function renormalisation constant to one. The \( \gamma_g \) can be used to fixed the vacuum energy \( \tilde{\rho} \equiv \lambda/g \) to the value it takes at the Gaussian fixed point \((g, \lambda) = 0\), which is given by

\[
\tilde{\rho} \equiv \lambda/g = \frac{2 - 4N_D + N_S + 2N_V}{16\pi}.
\]

The anomalous dimension \( \gamma_g \) is determined as a function of \( g \) by setting \( \partial_\tau (\lambda/g) = 0 \), in addition to \((5.1)\) and \((5.2)\), with the vacuum energy fixed to the value \((5.3)\) for all scales. Indeed, at this order of the derivative expansion, the vacuum energy is the only inessential coupling, see \([46]\), and its flow can be fixed. Therefore, in the standard scheme, where we follow the flow of \((g, \lambda)\), we get that \( \eta_N = \partial_\tau G/G \equiv \eta_g \) is equal to \(-2\) at the Reuter fixed point. Using the essential scheme, instead, \( \eta_g = \eta_N - 2\gamma_g \), where \( \eta_N \) and \( \gamma_g \) are both functions of \( g \), because of the renormalisation condition that fixes the vacuum energy.

For the Standard Model and physically relevant modifications thereof, the fixed points have been computed in the standard and in the essential renormalisation scheme (see Table I). For the Standard Model, in order to investigate the cutoff dependence, we considered both a type II and a type I cutoff (with a type I cutoff we use the same profile function \( R_k \) but now with \(-\nabla^2\) as its argument). Furthermore, we added an extra Scalar Field (SF), that could be a dark matter particle or an inflaton, for example, and the three neutrinos (3 \( \nu \)) to the Standard Model matter content.

| Matter content | \( N_S \) | \( N_D \) | \( N_V \) | \( \lambda_* \) | \( g_* \) | \( \eta_g \) | \( \gamma_g \) | \( \lambda_* \) | \( g_* \) | \( \eta_g \) | \( \gamma_g \) |
|----------------|---------|---------|---------|---------------|-------|---------|----------|---------------|-------|---------|----------|
| SM (type II)   | 4       | 45/2    | 12      | -1.11626      | 0.834855 | -2       | 0        | -3.63186      | 3.04262 | -2.63939 | 0.319697  |
| SM (type I)    | 4       | 45/2    | 12      | -3.58874      | 2.59505  | -2       | 0        | -1.11795      | 0.936571 | -2.464896 | 0.232448  |
| SM + SF (type II) | 5     | 45/2    | 12      | -3.79874      | 2.77608  | -2       | 0        | -1.14584      | 0.959934 | -2.470238 | 0.235119  |
| SM + 3 \( \nu \) (type II) | 4   | 24      | 12      | -4.83385      | 3.19355  | -2       | 0        | -1.07367      | 0.899477 | -2.456218 | 0.228109  |

**TABLE I**: Non-Gaussian fixed points. In the left table we show the matter content for each model. In the central and in the right table we show the fixed point values of the coupling constants and scaling dimensions in standard and in the essential renormalisation scheme respectively.
Let us remark that $\gamma_g$ is positive for the fixed points displayed in Table I, where Standard Model like matter content were considered. This in contrast with the case of pure gravity where $\gamma_g$ is found to be negative at the Reuter fixed point [46].

### B. Results

We can now evaluate the scaling exponents on the non-Gaussian fixed points which are displayed in Table II.

| Matter content          | $\theta_0$ | $\theta_R$ | $\theta_1$ | $\theta_0$ | $\theta_R$ | $\theta_1$ |
|-------------------------|------------|------------|------------|------------|------------|------------|
| SM (type II)            | -4.97643   | 7.92358    | -4.6.28653 | -8.10472   | -4.6.20711 | -8.14459   |
| SM (type I)             | -4.97467   | -7.8177    | -4.6.20711 | -8.14459   | -4.6.20711 | -8.14459   |
| SM + SF (type II)       | -4.97505   | -7.80603   | -4.6.20467 | -8.14593   | -4.6.20711 | -8.14459   |
| SM + 3 $\nu$ (type II) | -4.98015   | -7.78084   | -4.6.1996  | -8.14236   | -4.6.20711 | -8.14459   |

TABLE II: Critical exponents $\theta_i$ of the stability matrix. In the central and right table we show the values of the exponents for the standard and essential scheme respectively.

The scaling exponent of the field space volume term is not affected by any correction and keeps the canonical dimension 4. The other two scaling exponents are affected by quantum corrections: $\theta_R$ and $\theta_1$, both become less irrelevant in the standard scheme, while they become more irrelevant in the essential one. This effect is due to the presence of $\gamma_g$ in the essential scheme, which pushes the scaling exponents in being more irrelevant (see [4,27]). In any case, it is remarkable that the quantum corrections are very small in both schemes.

### VI. HIGHER ORDER OBSERVABLES

In this section, we want to show how the procedure can be generalised to higher order observables. In fact, if we try to go to higher order in the derivative expansion, also terms at fourth order in derivative generated along the flow have to be taken into account.

By plugging the observable (4.9) in the composite operator flow equation, higher order relational observables are generated on rhs of the composite operator flow equation (3.24). For example we can consider higher powers of the relational metric. For this purpose we consider the ‘building block matrix’ $M$

$$M^\hat{\mu}_\nu(x) = g^\mu\nu(x) \partial_\mu X^{\hat{\mu}}(x) \partial_\nu X^{\hat{\nu}}(x) \delta_{\hat{\mu}\hat{\nu}}$$

(6.1)

is related to the relational inverse metric by

$$\hat{M}^\hat{\mu}_\nu(x) = M^\nu_\mu(X(\hat{x})) = \delta^{\hat{\mu}\hat{\nu}}(\hat{x}) \delta_{\hat{\mu}\hat{\nu}}$$.

(6.2)

For instance, at fourth order we come across terms like $\text{tr}[M^2]$ and $\text{tr}[M]^2$. However, at that order we also encounter other terms. Imposing the $O(N)$ and shift symmetry constraints we have the following terms$^5$

$$\Gamma_k = \int x (\alpha_0 + \alpha_1 \text{tr}[M] + \alpha_R R + \alpha_{1,2} (\text{tr}[M])^2 + \alpha_2 \text{tr}[M]^2 + \alpha_{\text{box} M} \Box (\text{tr}[M]) + \alpha_{\text{box} X, 1} \delta_{\hat{\mu}\hat{\nu}} (\Box \hat{X}^\hat{\mu}) (\Box \hat{X}^\hat{\nu}) + \alpha_{\text{box} X, 2} \delta_{\hat{\mu}\hat{\nu}} (\nabla_{\mu} \nabla_{\nu} \hat{X}^\hat{\mu}) (\nabla_{\nu} \nabla_{\mu} \hat{X}^\hat{\nu})$$

$$+ \alpha_{\text{Ricci}} R_{\mu \nu} (\nabla_{\mu} \hat{X}^\hat{\mu}) (\nabla_{\nu} \hat{X}^\hat{\nu}) \delta_{\hat{\mu}\hat{\nu}} + \alpha_{\text{Ricci}} R^\mu_{\nu} R^{\nu}_{\mu} + \alpha_{\text{Riemann}} R_{\mu \nu \alpha \beta} R^{\mu \nu \alpha \beta} + \alpha_{\text{box} R} \Box R)$$.

(6.3)

$^5$ It is important to emphasise that some terms which are absent in a $O(N)$ scalar model (see [53] for a complete derivative expansion) in this context cannot be omitted since they do not represent total derivatives. This is due to the different volume element $\hat{\epsilon}$. 

---

---
On the first line we have included the lower order terms already present in (4.8) and the two terms which are quadratic in \( M \) which therefore involve four powers of the scalar fields \( \hat{X} \). On the second line we include all terms with two powers of \( \hat{X} \) and four derivatives, of which there are three linearly independent terms. In the last line we have terms which involve scalars which are fourth order in derivatives with no powers of the fields \( \hat{X} \).

Now we want to express the terms in the relational action as relational observables integrated over \( \hat{x} \). One can introduce the connection

\[
\hat{\Gamma}_{\hat{\mu}\hat{\nu}} = -e^{\hat{\mu}}_\alpha e^\nu_\beta \partial_\alpha \hat{X}^\beta. \tag{6.4}
\]

The expression of (6.3) in terms of relational observable is given by

\[
\Gamma^\text{rel}_k = \int_\hat{x} \left\{ \alpha_0 + \alpha_1 \delta_{\hat{\mu}\hat{\rho}} \tilde{g}^{\hat{\mu}\hat{\rho}} + \alpha_R \hat{R} + \alpha_{1,2} (\delta_{\hat{\mu}\hat{\rho}} \tilde{g}^{\hat{\mu}\hat{\rho}})^2 + \alpha_2 \delta_{\hat{\mu}\hat{\rho}} \tilde{g}^{\hat{\mu}\hat{\rho}} \delta_{\hat{\lambda}\hat{\delta}} \tilde{g}^{\hat{\lambda}\hat{\delta}} \\
-2\alpha_{\text{box}M} \Gamma_{\hat{\mu}\hat{\rho}} g^{\hat{\lambda}\hat{\delta}} \delta_{\hat{\lambda}\hat{\delta}} \delta_{\hat{\mu}\hat{\rho}} + \alpha_{\text{Ric}} \hat{X} \delta_{\hat{\mu}\hat{\rho}} (\tilde{g}^{\hat{\mu}\hat{\rho}} \tilde{g}^{\hat{\tau}\hat{\sigma}} \hat{\Gamma}^{\hat{\tau}\hat{\sigma}}) + \alpha_{\text{Ric}} \hat{X} \delta_{\hat{\mu}\hat{\rho}} (\tilde{g}^{\hat{\mu}\hat{\rho}} \tilde{g}^{\hat{\tau}\hat{\sigma}} \hat{\Gamma}^{\hat{\tau}\hat{\sigma}}) + \alpha_{\text{box}R} \hat{R} \right\}. \tag{6.5}
\]

Note that the canonical dimension of the last two terms of the first line and the terms in the second line is \(-12\), the canonical dimension of the third line is \(-10\) and the canonical dimension of the last line is \(-8\). As we see, the terms in the second line are all expressed as different contractions of two powers of the relational inverse metric and two powers of the relational Christoffel symbol. While for the other terms the transition to relational observables is straightforward, the first term on the second line deserves some explanation. First we note that expanding \( \tilde{e} \square (\text{trM}) \) we have

\[
\tilde{e} \square (\text{trM}) = \tilde{e} g^{\mu\nu} \square (\partial_\mu \hat{X}^\rho \partial_\nu \hat{X}^\sigma \delta_{\hat{\mu}\hat{\sigma}}),
\]

which involves three derivatives acting on \( \hat{X} \). However, we can instead integrate by parts to obtain

\[
\tilde{e} \square (\text{trM}) + \text{boundary terms} = -\nabla_\mu \tilde{e} \nabla^\mu (\partial_\mu \hat{X}^\rho) \partial_\nu \hat{X}^\sigma \delta_{\hat{\mu}\hat{\sigma}},
\]

which now involves only one or two derivatives acting on each \( \hat{X} \). In terms of Christoffel symbols

\[
\nabla_\mu \tilde{e} = -\tilde{e} \partial_\mu \hat{\Gamma}^{\hat{\mu}}_{\hat{\rho}\hat{\sigma}}, \quad \nabla^\mu \partial_\mu \hat{X}^\sigma = -\tilde{e} \partial_\mu \hat{\Gamma}^{\hat{\mu}}_{\hat{\rho}\hat{\sigma}} \nabla^\sigma. \tag{6.6}
\]

It is then straightforward to see that this expression can be written in terms of the relational observables as in (6.5).

One last remark is in order: the scalar term \( \tilde{e} \square \hat{R} \) could also be expressed as relational observables linear in \( \hat{R} \) and in the connection. In fact, integrating by parts

\[
\tilde{e} \square \hat{R} + \text{boundary terms} = -\nabla_\mu \tilde{e} \nabla^\mu \hat{R} = \tilde{e} \partial_\mu \hat{\Gamma}^{\hat{\mu}}_{\hat{\rho}\hat{\sigma}} \nabla^\rho \nabla^\sigma. \tag{6.7}
\]

VII. CONCLUSIONS

Seeking a construction of observables within the asymptotic safety framework, we set up a general formalism for relational observables by introducing a set of four scalar fields. These fields represent the physical coordinate system upon which tensorial quantities can be evaluated and “measured”.

Inspired by the well-established composite operator flow equation, we set up a formalism to evaluate the scaling of the relational observables. We furnish a definition for a relational action (3.21) and derive an equation describing its flow (3.24). Therefore, alongside the flowing effective average action, which interpolates between the microscopic action fixed point action and the full effective action, we also have access to flowing observables.

Through this flow equation, we computed the scaling dimension of a selection of observables described in the relational action (4.9). This set of observables was chosen in order to self-consistently close the
composite operator flow and to keep the truncation under control within a derivative expansion. It turned out that only tensorial quantities with upper indices satisfied this truncation requirement. In particular, we selected the inverse relational metric and the relational scalar curvature. On the other hand, tensorial quantities with lower indices, such as the relational metric, are not generated at any finite order in derivative expansion.

This formalism allows access to universal critical exponents within any asymptotic safe quantum theory of gravity, beyond those that can be found by studying the flow of the effective action. This is important since it provides a new window through which we can compare different approaches to quantum gravity. For example the same exponents could be computed in Causal Dynamical Triangulations (see [56], [57] for curvature profiles, and [58] for a recent analysis including four scalar fields), Tensor Field Theories and within a perturbative expansion around two dimensions.

It is important also to study the dependence of the critical exponents on the choice of regulator and on the choice of gauge. Within simple approximation we might expect these dependencies to be strong and it will therefore be important to extend the current approximation by including more terms in the effective action beyond the Einstein-Hilbert action. We note however, that the value of critical exponent for the Newton’s coupling is stable in the essential scheme between the Einstein-Hilbert approximation and the approximation where all terms with four derivatives are taken into account in the flow equation [47].

Here we have applied our formalism within a simple approximation and taking the physical system to be a set of four scalar fields. This investigation can be extended in a number of ways. Firstly, as discussed in Section VI one could enlarge the set of observables in a consistent manner by going to higher orders in a derivative expansion. Furthermore, a more general set of observables is accessible both by including terms which break the shift and $O(N)$ symmetry and by including a non-constant source (see Section III A).

Finally, alternative coordinate systems can be constructed from other fields which allow access to an array of different relational observables [44].
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Appendix A: Essential scheme

In this section we review the essential RG approach \cite{46} using the case of a single scalar field to avoid pure technicalities and then we present the generalisation for gravity developed in \cite{47}. In the standard approach the EAA obtains a dependence on the RG scale $k$ from one source: a momentum-dependent IR cutoff which implements the coarse-graining procedure. In the essential scheme we introduce a second source of $k$ dependence, which takes into account the freedom to perform field reparameterisation along the flow parameterised by a $k$ diffeomorphism $\hat{\phi}_k(\hat{x})$ of configuration space which we integrate over in the functional integral. Explicitly, the EAA action $\Gamma_k[\phi]$ is defined by the functional integro-differential equation

$$e^{-\Gamma_k[\phi]} := \int (d\hat{x}) \, e^{-S(\hat{x}) + (\hat{\phi}_k(\hat{x}) - \phi) \frac{\delta}{\delta \phi} \Gamma_k[\phi] - \frac{1}{2} (\hat{\phi}_k(\hat{x}) - \phi) \mathcal{R}_k(\hat{\phi}_k(\hat{x}) - \phi)} \, ,$$  

(A1)

from which it follows that

$$\phi = \{ \hat{\phi}_k \}_{\phi, k} \, ,$$  

(A2)

and

$$\langle \hat{\mathcal{O}} \rangle_{\phi, k} := e^{\Gamma_k[\phi]} \int (d\hat{x}) \, e^{-S(\hat{x}) + (\hat{\phi}_k(\hat{x}) - \phi) \frac{\delta}{\delta \phi} \Gamma_k[\phi] - \frac{1}{2} (\hat{\phi}_k(\hat{x}) - \phi) \mathcal{R}_k(\hat{\phi}_k(\hat{x}) - \phi)} \mathcal{O}[\hat{x}] \, ,$$  

(A3)

is the $\phi$ and $k$ dependent expectation value. In general, during the renormalisation process all operators compatible with the symmetries of the theory are generated but not all of them are associated to essential coupling, i.e., couplings that appears in physical quantities. Some of the couplings are inessentials meaning that they can be removed by field redefinitions. The utility of $\hat{\phi}_k(\hat{x})$ is that we may choose to reparameterise the field to fix the values of inessential couplings. The generalised flow equation satisfied by $\Gamma_k[\phi]$ is given by \cite{7}

$$\left( \partial_t + \Psi_k[\phi] \cdot \frac{\delta}{\delta \phi} \right) \Gamma_k[\phi] = \frac{1}{2} \text{Tr} \mathcal{G}_k[\phi] \left( \partial_t + 2 \cdot \frac{\delta}{\delta \phi} \Psi_k[\phi] \right) \cdot \mathcal{R}_k \, ,$$  

(A4)

where $t := \log(k/k_0)$, with $k_0$ some physical reference scale, under the trace appearing in the rhs

$$\mathcal{G}_k[\phi] := (\Gamma_k^{(2)}[\phi] + \mathcal{R}_k)^{-1} \, ,$$  

(A5)

is the IR regularised propagator, with $\Gamma_k^{(2)}[\phi]$ denoting the Hessian of the EAA with respect to the field $\phi(x)$, and

$$\Psi_k[\phi] := \langle \partial_t \hat{\phi}_k(\hat{x}) \rangle_{\phi, k} \, ,$$  

(A6)

is the RG kernel which takes into account the $k$-dependent field reparameterisations. The flow equation [A4] reduces to the standard flow for the EAA \cite{48, 49} when $\Psi_k = 0$. For quantum gravity the EAA is denoted $\Gamma_k[f, g]$, where $f = \{ g_{\mu \nu}, c^a, e_{\mu} \}$ denotes the set of mean fields, where $g_{\mu \nu}$ is the (mean) metric, and $c^a$ and $e_{\mu}$ are the (mean) anti-commuting ghost and anti-ghost. In addition to the mean fields, $\Gamma_k[f, g]$ also depends on an auxiliary background metric $\bar{g}_{\mu \nu}$ in order to conserve background covariance. The EAA for gravity is defined analogously to the case of the scalar field \cite{11} though the functional integral

$$e^{-\Gamma_k[f, \bar{g}]} = \int (d\hat{x}) \, e^{-S(\hat{x}; \bar{g})} e^{\frac{1}{2} \int d^4x \partial(\hat{f}_{\mu \nu}(\hat{x}) - f_{\mu \nu}) \mathcal{R}_{\nu \lambda}(\hat{f}_{\nu \lambda}(\hat{x}) - f_{\nu \lambda})} \, ,$$  

(A7)

where $\hat{\chi}$ is a set of fields which parameterise the fields $\hat{f}_{\mu \nu}(\hat{x}) = \{ \hat{g}_{\mu \nu}(\hat{x}), \hat{e}_{\mu}(\hat{x}), \hat{e}_{\nu}(\hat{x}) \}$ such that the latter defines a $k$-dependent diffeomorphism of the configuration space to itself. Similarly to the case of the scalar field, it follows from \cite{7} that

$$f = \langle \hat{f}_{\mu \nu} \rangle_{f, k} \, ,$$  

(A8)

where the expectation value of any functional of the fields $\hat{\mathcal{O}}[\hat{x}]$ is defined by

$$\langle \hat{\mathcal{O}} \rangle_{f, k} := e^{\Gamma_k[f, \bar{g}]} \int (d\hat{x}) \, e^{-S(\hat{x}; \bar{g})} e^{\frac{1}{2} \int d^4x \partial(\hat{f}_{\mu \nu}(\hat{x}) - f_{\mu \nu}) \mathcal{R}_{\nu \lambda}(\hat{f}_{\nu \lambda}(\hat{x}) - f_{\nu \lambda})} \mathcal{O}[\hat{x}] \, .$$  

(A9)
The generalised flow equation for $\Gamma_k[f;\hat{g}]$ is given by

$$
\left(\partial_t + \Psi_k[f;\hat{g}]\right)\Gamma_k[f;\hat{g}] = \frac{1}{2} \text{STr} \mathcal{G}_k[f;\hat{g}](\partial_t + \delta \frac{\delta}{\delta f} \Psi_k[f;\hat{g}]) \cdot \mathcal{R}_k[\hat{g}],
$$

(A10)

where $f = \langle \hat{f} \rangle$ are the mean fields and $\mathcal{G}_k[f;\hat{g}]$ denotes the propagator

$$
\mathcal{G}_k[f;\hat{g}] := \left(\delta \frac{\delta}{\delta f} \Gamma_k[f;\hat{g}] \frac{\delta}{\delta f} + \mathcal{R}_k[\hat{g}]\right)^{-1},
$$

(A11)

with $\delta$ signifying that the derivative acts to the left. The $\cdot$ implies a continuous matrix multiplication including sum over all field components and integration over spacetime. The $\text{STr}$ denotes a supertrace in the same sense with a minus sign inserted for anti-commuting fields. For gravity the RG kernel now has component for each field $\Psi^k$ in the same sense with a minus sign inserted for anti-commuting fields. For gravity the RG kernel now has component for each field $\Psi^k$ in the same sense with a minus sign inserted for anti-commuting fields.

The generalised flow equation for $\Gamma_k[f;\hat{g}]$ is given by

$$
\left(\partial_t + \Psi_k[f;\hat{g}]\right)\Gamma_k[f;\hat{g}] = \frac{1}{2} \text{STr} \mathcal{G}_k[f;\hat{g}](\partial_t + \delta \frac{\delta}{\delta f} \Psi_k[f;\hat{g}]) \cdot \mathcal{R}_k[\hat{g}],
$$

(A10)

where $f = \langle \hat{f} \rangle$ are the mean fields and $\mathcal{G}_k[f;\hat{g}]$ denotes the propagator

$$
\mathcal{G}_k[f;\hat{g}] := \left(\delta \frac{\delta}{\delta f} \Gamma_k[f;\hat{g}] \frac{\delta}{\delta f} + \mathcal{R}_k[\hat{g}]\right)^{-1},
$$

(A11)

with $\delta$ signifying that the derivative acts to the left. The $\cdot$ implies a continuous matrix multiplication including sum over all field components and integration over spacetime. The $\text{STr}$ denotes a supertrace in the same sense with a minus sign inserted for anti-commuting fields. For gravity the RG kernel now has component for each field $\Psi^k$ in the same sense with a minus sign inserted for anti-commuting fields. For gravity the RG kernel now has component for each field $\Psi^k$ in the same sense with a minus sign inserted for anti-commuting fields.

**Appendix B: Scalar tensor theory’s flow equations**

In the standard approach the EAA that contains all terms at LPA’ in the derivative expansion for a general scalar tensor theory in Euclidean signature [53] is

$$
\Gamma_k = \int_x \sqrt{\text{det} g} \left[\frac{\rho_k}{8\pi} - Z_N R + \frac{1}{2} Z_k \delta_{\mu\nu} \nabla_{\mu} \nabla_{\nu} \hat{X}^\mu \hat{X}^\nu + S_{gf}[\hat{g}, g] + S_{gh}[g, \hat{g}, c, \bar{c}]\right],
$$

(B1)

where $\rho_k = \Lambda_k / G_k$ and $Z_N = 1/(16\pi G_k)$. Using the essential scheme we can choose the RG kernel in order to impose the following renormalisation conditions along the RG flow

$$
\rho_k = \rho_{GFP} = \frac{8\pi}{d(4\pi)^{d/2}} \int_0^\infty dz \frac{z^{d-1}}{z + \mathcal{R}_k(z)} \frac{\partial \mathcal{R}_k(z)}{z + \mathcal{R}_k(z)},
$$

(B2)

The first condition fixes the $k$-dependent vacuum energy to the value of the vacuum energy in the pure gravity GFP, while the second one is the standard renormalisation condition for the wave function renormalisation in order to canonically normalised the kinetic term. To achieve this, the RG kernels are

$$
\Psi_{\mu\nu}^g = \gamma_g g_{\mu\nu}, \quad \Psi_{\hat{\mu}} = \frac{-\hat{\gamma}_k}{2} \hat{X}^\hat{\mu},
$$

(B3)

and in this way the EAA takes the following form

$$
\Gamma_k = \int_x \sqrt{\text{det} g} \left[\frac{\rho_{GFP}}{8\pi} - Z_N R + \frac{1}{2} \delta_{\mu\nu} \nabla_{\mu} \hat{X}^\mu \nabla_{\nu} \hat{X}^\nu + S_{gf}[\hat{g}, g] + S_{gh}[g, \hat{g}, c, \bar{c}]\right].
$$

(B4)

Using the previous RG kernels, on the rhs of (A10) we get

$$
\int_x \left(\frac{\delta \Gamma}{\delta \hat{X}^\hat{\mu}} \Psi^g(x) + \frac{\delta \Gamma}{\delta g_{\mu\nu}(x)} \Psi^g(x)_{\mu\nu}\right)
$$

(B5)

$$
= \int_x \sqrt{\text{det} g} \left\{dZ_N \lambda_g + \left[-\frac{\hat{\gamma}_k}{2} + \frac{d-2}{4} \gamma_g \right] \delta_{\mu\nu} \nabla_{\mu} \hat{X}^\mu \nabla_{\nu} \hat{X}^\nu + \frac{2-d}{2} Z_N \gamma_g R\right\}.
$$

(B6)

6 For a complete analysis about scalar tensor theories in asymptotic safety see [51].
In order to evaluate the lhs of (A10), we use the background field method with linear parameterisation

\[ g_{\mu\nu} \rightarrow g_{\mu\nu} + \frac{1}{\sqrt{Z_N}} h_{\mu\nu}, \quad \hat{X}^{\hat{i}} \rightarrow \hat{X}^{\hat{i}} + \delta \hat{X}^{\hat{i}}, \]  
\[ (B6) \]

where both fluctuations around the background have the same dimensions. Because of the presence of \(1/\sqrt{Z_N}\) in front of \(h_{\mu\nu}\), the ghost are expanded in following way

\[ C^\mu \rightarrow Z_N^{-1/4} \epsilon^\mu, \quad \hat{C}_\mu \rightarrow Z_N^{-1/4} \tilde{c}_\mu, \]  
\[ (B7) \]

and we have

\[ \Psi_{\mu\nu}^h = -\frac{1}{2}(\eta_N - 2\gamma_g) h_{\mu\nu}, \quad \Psi_{\mu\nu}^c = -\frac{\eta_N}{4} \epsilon_{\mu\nu}, \quad \Psi_{\mu}^c = -\frac{\eta_N}{4} \tilde{c}_\mu. \]  
\[ (B8) \]

Using de Donder gauge, the Hessian evaluated at zero value of the fluctuations reads

\[ \frac{1}{\sqrt{\det g}} \frac{\delta^2 \Gamma_k}{\delta h_{\mu\nu} \delta h_{\rho\sigma}} = K^{\mu\nu,\rho\sigma} (\Delta - 2\Lambda) + U^{\mu\nu,\rho\sigma} + \frac{1}{Z_N} S^{\mu\nu,\rho\sigma}, \]  
\[ (B9) \]

\[ \frac{1}{\sqrt{\det g}} \frac{\delta^2 \Gamma_k}{\delta \tilde{h}_{\mu\nu} \delta \tilde{h}_{\rho\sigma}} = \delta_{\tilde{\mu},\tilde{\rho}} \Delta, \]  
\[ (B10) \]

\[ \frac{1}{\sqrt{\det g}} \frac{\delta^2 \Gamma_k}{\delta \tilde{h}_{\mu\nu} \delta h_{\rho\sigma}} = -\frac{1}{\sqrt{Z_N}} K^{\mu\nu,\rho\sigma} \nabla_\rho \hat{X}^{\tilde{\mu}} \nabla_\sigma, \]  
\[ (B11) \]

\[ \frac{1}{\sqrt{\det g}} \frac{\delta^2 \Gamma_k}{\delta h_{\mu\nu} \delta \tilde{h}_{\rho\sigma}} = \frac{1}{Z_N} K^{\mu\nu,\rho\sigma} \nabla_\rho \hat{X}^{\tilde{\mu}} \nabla_\sigma + \frac{1}{2Z_N} (g^{\mu\nu} \Delta + 2\nabla^\mu \nabla^\nu) \hat{X}^{\tilde{\mu}}, \]  
\[ (B12) \]

where

\[ U^{\mu\nu,\rho\sigma} = K^{\mu\nu,\rho\sigma} R + \frac{1}{2} g^{\mu\nu} R_{\rho\sigma} + \frac{1}{2} R^{\mu\nu} g_{\rho\sigma} - \delta^{(\mu}_{(\rho} R^{\nu)}_{\sigma)} - R^{(\mu}_{(\rho} \nu)_{\sigma)}, \]  
\[ (B13) \]

\[ S^{\mu\nu,\rho\sigma} = \left( -\frac{1}{2} K^{\mu\nu,\rho\sigma} g^{\alpha\beta} + g^{\alpha(\mu} R^{\rho\sigma)\nu - \frac{1}{4} g^{\rho\sigma} g^{\mu\nu} g^{\alpha}\beta - \frac{1}{4} g^{\rho\sigma} g^{\mu\nu} g^{\alpha}\beta \right) \delta^{\tilde{\mu}}_{\tilde{\nu}} \nabla_\alpha \hat{X}^{\tilde{\mu}} \nabla_\beta \hat{X}^{\tilde{\nu}}, \]  
\[ (B14) \]

\[ K^{\mu\nu,\rho\sigma} = \frac{1}{4} (g^{\mu\rho} g^{\nu\sigma} + g^{\mu\sigma} g^{\nu\rho} - g^{\mu\nu} g^{\rho\sigma}), \]  
\[ (B15) \]

\[ (K^{-1})^{\mu\nu,\rho\sigma} = g^{\mu\rho} g^{\nu\sigma} + g^{\mu\sigma} g^{\nu\rho} - \frac{2}{d-2} g^{\mu\nu} g^{\rho\sigma}. \]  
\[ (B16) \]

Since we have mixed terms in the Hessian, we can proceed in different ways that differs by the renormalisation scheme procedure.

1. First possibility

We are dealing with an Hessian of the form

\[ \frac{1}{\sqrt{\det g}} (\Gamma^{(2)})^{AB}_{\mu\nu} = -\delta^{AB} g^{\mu\nu} \nabla_\mu \nabla_\nu - 2\Gamma^{AB\mu} \nabla_\mu + E^{AB}, \]  
\[ (B17) \]

where

\[ \Gamma_{\sigma} = \frac{1}{2\sqrt{Z_N}} K^{\mu\nu,\rho\sigma} \nabla_\rho \hat{X}_\mu \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \]  
\[ (B18) \]

\[ E = \begin{pmatrix} -2\Lambda K^{\mu\nu,\rho\sigma} + U^{\mu\nu,\rho\sigma} + \frac{1}{Z_N} S^{\mu\nu,\rho\sigma} & 0 \\ 0 & 0 \end{pmatrix}. \]  
\[ (B19) \]
Defining
\[ D^{AB}_\sigma \equiv \delta^{AB} \nabla_\sigma + \Gamma^{AB}_\sigma, \] (B20)
such that this derivative applied to the fluctuations gives
\[ (Dh)_{\alpha\beta,\mu} \equiv \nabla_\mu h_{\alpha\beta} + \Gamma_{\alpha\beta,\mu,\lambda} \delta \hat{\xi}^\lambda, \] (B21)
\[ (DDh)_{\alpha\beta,\mu\nu} \equiv \nabla_\mu \nabla_\nu h_{\alpha\beta} + \Gamma_{\alpha\beta,\mu,\lambda} \Gamma^{\gamma\delta}_{\nu,\delta,\mu} h_{\gamma\delta} + \nabla_\mu \left( \Gamma_{\alpha\beta,\mu,\nu} \delta \hat{\xi}^\nu \right) + \Gamma_{\alpha\beta,\mu,\lambda} \nabla_\nu \delta \hat{\xi}^\lambda, \] (B22)
\[ (D\delta \hat{\xi})^\mu \equiv \nabla_\mu \delta \hat{\xi}^\mu + \Gamma^{\hat{\mu}}_{\alpha\beta,\mu} \Gamma^{\alpha,\beta,\mu}_{\nu,\nu} \delta \hat{\xi}^\nu + \nabla_\mu \left( \Gamma^{\hat{\mu}}_{\alpha\beta,\mu} h_{\alpha\beta} \right) + \Gamma^{\hat{\mu}}_{\alpha\beta,\mu} \nabla_\nu h_{\alpha\beta}, \] (B23)
\[ (DD\delta \hat{\xi})_{\mu\nu} \equiv \nabla_\mu \nabla_\nu \delta \hat{\xi}^\mu + \Gamma^{\hat{\mu}}_{\alpha\beta,\mu} \Gamma^{\alpha,\beta,\mu}_{\nu,\nu} \delta \hat{\xi}^\nu + \nabla_\mu \left( \Gamma^{\hat{\mu}}_{\alpha\beta,\mu} h_{\alpha\beta} \right) + \Gamma^{\hat{\mu}}_{\alpha\beta,\mu} \nabla_\nu h_{\alpha\beta}, \] (B24)
we can express the previous operator in the form
\[ O^{AB} = -g^{\mu\nu} D^{AC}_\mu D_C B_\nu + \tilde{E}^{AB}, \] (B25)
\[ \tilde{E}^{AB} = E^{AB} + \nabla_\mu \Gamma^{AB}_\mu + \Gamma^{AC}_\mu \Gamma_C B_\mu, \] (B26)
\[ \Omega^{AB}_{\mu\nu} \equiv \left[ D^A_{\mu\nu} D_C B_{\nu} \right] = \nabla_\mu \Gamma^{AB}_\nu - \nabla_\nu \Gamma^{AB}_\mu + \Gamma^{AC}_\mu \Gamma_C B_\nu - \Gamma^{AC}_\nu \Gamma_C B_\mu. \] (B27)

Note that \( \tilde{E} \) and \( \Omega \) have the following structures
\[ \tilde{E} = \left( -2\Lambda K^{\mu\nu,\rho,\sigma} + U^{\mu\nu,\rho,\sigma} + \frac{1}{2Z_N} S^{\mu\nu,\rho,\sigma} + \left( \Gamma_1^2 \right)^{\mu\rho,\sigma} \frac{\nabla_\alpha \Gamma^{\hat{\rho},\sigma,\alpha}}{\nabla_\alpha \Gamma^{\mu,\nu,\alpha}} \right), \] (B28)
\[ \Omega_{\alpha\beta} = \begin{pmatrix} (\Gamma_1^2)^{\mu\rho,\sigma} \left( \Gamma_2^2 \right)^{\mu\nu,\rho,\sigma} \\ -\frac{1}{2Z_N} K^{\mu\nu,\rho,\sigma} K^{\alpha,\beta,\gamma,\delta} \nabla_\rho \hat{X}_\gamma \nabla_\delta \hat{X}_\alpha \end{pmatrix}, \] (B29)
where
\[ (\Gamma_1^2)^{\mu\nu}_{\alpha\beta} = \Gamma^{AC}_\mu \Gamma_C B_\nu \big|_{A=\mu, B=\alpha, \beta}, \] (B30)
\[ \left( \Gamma_2^2 \right)^{\mu\nu}_{\alpha\beta} = \Gamma^{AC}_\mu \Gamma_C B_\nu \big|_{A=\alpha, B=\beta}, \] (B31)
It is important to stress out that the mixed terms of \( \Omega_{\alpha\beta} \) are total derivatives.

We then insert the regulator in such a way that
\[ -g^{\mu\nu} D^{AC}_\mu D_C B_\nu \rightarrow P_k^{AB} \equiv -g^{\mu\nu} D^{AC}_\mu D_C B_\nu + R_{k}^{AB}. \]

Thus, the propagator has the following form
\[ G_k = \frac{1}{\sqrt{\det g}} \begin{pmatrix} g_{gg} & 0 \\ 0 & G_{XX} \end{pmatrix}, \] (B32)
where
\[ (g_{gg})_{\mu\rho,\sigma} = \left( K^{-1} \right)_{\mu\rho,\sigma} \frac{1}{P_k - 2\Lambda} - \frac{1}{P_k - 2\Lambda} \left[ K^{-1} \left( U + \frac{1}{Z_N} S + \Gamma_1^2 \right) K^{-1} \right]_{\mu\rho,\sigma} \frac{1}{P_k - 2\Lambda}, \] (B33)
\[ (G_{XX})_{\mu\nu} = \frac{\delta_{\mu\nu}}{P_k} - \frac{1}{P_k} \left( \Gamma_2^2 \right)_{\mu\nu} \frac{1}{P_k}, \] (B34)
modulo four derivative terms, coming from squares of the curvature and derivatives of \( \hat{X} \). The lhs of \( \text{(A10)} \) is composed by three traces, which read the following
\[ T_{hh} = \frac{1}{2} \text{Tr} \left[ \frac{1}{P_k - 2\Lambda} - \frac{K^{-1}}{P_k - 2\Lambda} \left( U + \frac{1}{Z_N} S + \Gamma_1^2 \right) \frac{1}{P_k - 2\Lambda} \right] K^{-1} \left( \partial_t - \eta_N + 2\gamma_\eta \right) R_k^{hh}, \] (B35)
\[ T_{xx} = \frac{1}{2} \text{Tr} \left[ \frac{1}{P_k} - \frac{1}{P_k} \Gamma_2^2 \frac{1}{P_k} \right] \left( \partial_t - \eta_N \right) R_k^{xx}, \] (B36)
\[ T_{cc} = -\text{Tr} \left[ \frac{1}{P_k} + \text{Ricci} \frac{1}{P_k} \right] \left( \partial_t - \frac{\eta_N}{2} \right) R_k^{cc}, \] (B37)
and the regulator is chosen in the following way\(^7\)

\[
(R^{hh}_k)^{\mu\nu,\alpha\beta} = \sqrt{\det g} K^{\mu\nu,\alpha\beta} R_k, \quad (R^{xx}_k)^{\nu} = \sqrt{\det g} \delta^{\nu}_{\mu} R_k, \quad (R^{cc}_k)^{\nu} = \sqrt{\det g} \delta^{\nu}_{\mu} R_k. \tag{B38}
\]

Defining \(\eta_N = -\partial_t \ln Z_N\), the traces for a generic regulator \(R_k\) and generic dimensions are

\[
T_{hh} = \frac{1}{2(4\pi)^{d/2}} \int d^d x \sqrt{\det g} \left\{ \frac{d(d+1)}{2} Q_{d/2} \left[ \frac{(\partial_t - \eta_N + 2\gamma_g) R_k}{P_k - 2\Lambda} \right] + \frac{d(d+1)}{12} R Q_{d/2-1} \left[ \frac{(\partial_t - \eta_N + 2\gamma_g) R_k}{P_k - 2\Lambda} \right] \right\} \\
- \left( \frac{d(d-1)}{2} \right) R \frac{1}{Z_N} \left( (d+1)(d-4) + \frac{d}{16} \right) \left[ \nabla_\mu \hat{X}_\mu \nabla_\rho \hat{X}_\rho \right] Q_{d/2} \left[ \frac{(\partial_t - \eta_N + 2\gamma_g) R_k}{P_k - 2\Lambda} \right] \right\}.
\]

\[
T_{xx} = \frac{1}{2(4\pi)^{d/2}} \int d^d x \sqrt{\det g} \left\{ N_S \frac{(\partial_t - \hat{\eta}_k) R_k}{P_k} + \frac{N_S}{6} R Q_{d/2-1} \left[ \frac{(\partial_t - \hat{\eta}_k) R_k}{P_k} \right] \right\} + \frac{1}{Z_N} \frac{3d-2}{64} \nabla_\mu \hat{X}_\mu \nabla_\rho \hat{X}_\rho Q_{d/2} \left[ \frac{(\partial_t - \hat{\eta}_k) R_k}{P_k} \right].
\]

\[
T_{cc} = -\frac{1}{(4\pi)^{d/2}} \int d^d x \sqrt{\det g} \left\{ d Q_{d/2} \left[ \frac{(\partial_t - \frac{\eta}{2}) R_k}{P_k} \right] + \frac{d}{6} R Q_{d/2-1} \left[ \frac{(\partial_t - \frac{\eta}{2}) R_k}{P_k} \right] + R Q_{d/2} \left[ \frac{(\partial_t - \frac{\eta}{2}) R_k}{P_k} \right] \right\}.
\]

Putting everything together, the flow equations are

\[
(2\partial_t + d\gamma_g) Z_N \Lambda = \frac{1}{2(4\pi)^{d/2}} \left\{ \frac{d(d+1)}{2} Q_{d/2} \left[ \frac{(\partial_t - \eta_N + 2\gamma_g) R_k}{P_k - 2\Lambda} \right] + N_S Q_{d/2} \left[ \frac{(\partial_t - \hat{\eta}_k) R_k}{P_k} \right] \right\} - 2d Q_{d/2} \left[ \frac{(\partial_t - \frac{\eta}{2}) R_k}{P_k} \right], \tag{B39}
\]

\[
- \left( \partial_t + \frac{d - 2}{2} \gamma_g \right) Z_N = \frac{1}{2(4\pi)^{d/2}} \left\{ \frac{d(d+1)}{12} Q_{d/2-1} \left[ \frac{(\partial_t - \eta_N + 2\gamma_g) R_k}{P_k - 2\Lambda} \right] - \frac{d(d-1)}{2} Q_{d/2} \left[ \frac{(\partial_t - \eta_N + 2\gamma_g) R_k}{P_k - 2\Lambda} \right] \right\} - \frac{N_S}{6} \frac{Q_{d/2-1}}{Q_{d/2}} \left[ \frac{(\partial_t - \frac{\eta}{2}) R_k}{P_k} \right] - 2d Q_{d/2} \left[ \frac{(\partial_t - \frac{\eta}{2}) R_k}{P_k} \right] \tag{B40}
\]

\[
- \hat{\eta}_k + \frac{d - 2}{4} \gamma_g = \frac{1}{2(4\pi)^{d/2}} \left\{ \frac{(d+1)(d-4)}{4} + \frac{d}{16} Q_{d/2} \left[ \frac{(\partial_t - \eta_N + 2\gamma_g) R_k}{P_k - 2\Lambda} \right] \right\} + \frac{3d-2}{64} Q_{d/2} \left[ \frac{(\partial_t - \hat{\eta}_k) R_k}{P_k} \right]. \tag{B41}
\]

2. Second possibility

We insert the regulator in such a way that \(\Delta \rightarrow P_k \equiv \Delta + R_k(\Delta)\), i.e., Equation \(B38\), and then we calculate the inverse regularised propagator at first order in the curvature and second order in derivative of the scalars. The regularised Hessian takes the form

\[
\frac{1}{\sqrt{\det g}} \left( \Gamma^{(2)}_k + R_k \right) = \left( \begin{array}{c} K_{\mu \nu}^{\rho \sigma} (P_k - 2\Lambda) + U_{\mu \nu}^{\rho \sigma} + \frac{1}{Z_N} S_{\mu \nu}^{\rho \sigma} - \frac{1}{\sqrt{Z_N}} K_{\mu \nu}^{\rho \sigma} \gamma^{\delta} \nabla_{\gamma} \hat{X}_\mu \nabla_\delta \\ \frac{1}{\sqrt{Z_N}} K_{\rho \sigma}^{\gamma \delta} \nabla_{\gamma} \hat{X}_\mu \nabla_\delta \end{array} \right) \delta^{\mu \nu} P_k, \tag{B42}
\]

\(^7\) Note that the factor \(\sqrt{\det g}\) in the propagator and in the regulator cancels when they are multiplied.
and its inverse is
\[
\sqrt{\det g} \left[ (\Gamma^{(2)}_k + R_k)^{-1} \right]_{\rho\sigma}^{\alpha\beta} = \frac{1}{P_k - 2\Lambda} (K^{-1})_{\rho\sigma}^{\alpha\beta} - \frac{1}{(P_k - 2\Lambda)^2} (K^{-1})_{\rho\sigma}^{\gamma\delta} \left( U + \frac{1}{Z_N} S \right) \gamma^\delta (K^{-1})_{\gamma\delta}^{\epsilon\eta} \left( \frac{1}{Z_N} \right)_{\epsilon\eta}^{\alpha\beta}
\]
\[
\text{(B43a)}
\]
\[
\sqrt{\det g} \left[ (\Gamma^{(2)}_k + R_k)^{-1} \right]_{\rho\mu}^{\alpha\beta} = \frac{1}{\sqrt{Z_N} P_k (P_k - 2\Lambda)} K_{\rho\sigma}^{\lambda\omega} \nabla_\lambda \hat{X}_\mu \left( K^{-1} \right)_{\rho\sigma}^{\alpha\beta} \nabla_\omega, \quad \text{(B43b)}
\]
\[
\sqrt{\det g} \left[ (\Gamma^{(2)}_k + R_k)^{-1} \right]_{\mu\nu}^{\alpha\beta} = -\frac{1}{\sqrt{Z_N}} \frac{1}{P_k (P_k - 2\Lambda)} K_{\alpha\beta} \nabla_\mu \hat{X}_\nu + 2 \Lambda \nabla_\nu \hat{X}_\mu \left( K^{-1} \right)_{\mu\nu}^{\alpha\beta} \nabla_\omega, \quad \text{(B43c)}
\]
\[
\sqrt{\det g} \left[ (\Gamma^{(2)}_k + R_k)^{-1} \right]_{\mu\nu}^{\alpha\beta} = \frac{1}{P_k (P_k - 2\Lambda)} K_{\alpha\beta} \nabla_\mu \hat{X}_\nu, \quad \text{(B43d)}
\]

Then the traces read
\[
T_{hh} = \frac{1}{2(4\pi)^{d/2}} \int d^d x \sqrt{\det g} \left\{ \frac{d(d+1)}{2} Q_{d/2} \left[ (\partial_\mu - \eta_\mu + 2\gamma_\mu) R_k \right] \right\} + \frac{d(d+1)}{12} \left( \partial_\mu - \eta_\mu + 2\gamma_\mu \right) R_k
\]
\[
\text{(B44a)}
\]
\[
T_{xx} = \frac{1}{2(4\pi)^{d/2}} \int d^d x \sqrt{\det g} \left\{ N_S Q_{d/2} \left[ (\partial_\mu - \eta_\mu) R_k \right] \right\} + \frac{d}{6} \frac{d Q_{d/2}}{P_k \left( P_k - 2\Lambda \right)^2} \left[ (\partial_\mu - \eta_\mu) R_k \right]
\]
\[
\text{(B44b)}
\]
\[
\hat{T}_{cc} = -\frac{1}{2(4\pi)^{d/2}} \int d^d x \sqrt{\det g} \left\{ d Q_{d/2} \left[ (\partial_\mu - \eta_\mu) R_k \right] \right\} + \frac{d}{6} \frac{d Q_{d/2}}{P_k \left( P_k - 2\Lambda \right)^2} \left[ (\partial_\mu - \eta_\mu) R_k \right]
\]
\[
\text{(B44c)}
\]

Appendix C: Hessian of the observable

In this section, we present the details of the calculation of the Hessian of the observable
\[
\Gamma_k^{\text{rel.}} = \int_x \hat{e} \left( \alpha_0 + \alpha_R R + \alpha_1 \text{tr} [M] \right).
\]
\[
\text{(C1)}
\]

The first and second variations read
\[
\delta \hat{e} = \hat{e} e_\mu^{\mu} \partial_\mu \delta \hat{X}^\mu,
\]
\[
\delta^2 \hat{e} = 2 \hat{e} e_\mu^{[\nu} \partial_\mu \delta \hat{X}^\nu \partial_\nu \delta \hat{X}^\nu + \partial_\mu \hat{e} e_\nu^{\mu} \partial_\nu \partial_\mu \delta \hat{X}^\mu \partial_\nu \delta \hat{X}^\nu,
\]
\[
\delta \text{tr} M = 2 g_{\mu\nu} \delta_\rho \delta_\sigma \partial_\mu \delta \hat{X}^\rho \partial_\nu \hat{X}^\sigma + \partial g^{\mu\nu} \delta_\rho \delta_\sigma \partial_\mu \partial_\nu \delta \hat{X}^\rho \partial_\sigma \hat{X}^\nu + \partial g^{\mu\nu} \delta_\rho \partial_\sigma \partial_\mu \partial_\nu \delta \hat{X}^\rho \hat{X}^\sigma + 2 g^{\mu\nu} \delta_\rho \delta_\sigma \partial_\mu \partial_\nu \partial_\rho \partial_\sigma \delta \hat{X}^\rho \hat{X}^\sigma
\]
\[
\delta^2 \text{tr} M = 2 g_{\mu\nu} \delta_\rho \delta_\sigma \partial_\mu \partial_\nu \delta \hat{X}^\rho \partial_\sigma \hat{X}^\sigma + 4 \partial g_{\mu\nu} \delta_\rho \partial_\sigma \partial_\mu \partial_\nu \delta \hat{X}^\rho \hat{X}^\sigma + \partial^2 g^{\mu\nu} \delta_\rho \partial_\sigma \partial_\mu \partial_\nu \partial_\rho \partial_\sigma \delta \hat{X}^\rho \hat{X}^\sigma
\]
\[
\text{(C2)}
\]

Since it holds
\[
\nabla_\mu \hat{e} = \hat{e} e_\mu^{\mu} \nabla_\alpha \hat{e}_\mu^{\alpha} = -\hat{e} e_\mu^{\mu} \nabla_\alpha \hat{e}_\mu^{\alpha} \implies \nabla_\mu \left( \hat{e} e_\mu^{\mu} \right) = 0,
\]
\[
\text{(C3)}
\]

then
\[
\int_x \delta \hat{e} = \int_x \partial_\mu \left( \hat{e} e_\mu^{\mu} \delta \hat{X}^\mu \right).
\]
\[
\text{(C7)}
\]
Thus, the variation of the term coupled to $\alpha_0$ is identically zero: this is a consequence of the fact that this term is a total derivative and so it behaves like a topological term. Moreover, the following identities hold

$$
\delta \int_x \tilde{c} S = \int_x \tilde{c} \left( \delta S - e^\mu_\nu \delta \hat{X}^\rho \partial_\rho S \right),
$$

$$
\delta^2 \int_x \tilde{c} S = \int_x \tilde{c} \left( \delta^2 S - 2e^\mu_\nu \delta \hat{X}^\rho \partial_\rho S + 2e^\mu_\nu \delta \hat{X}^\rho \partial_\rho \delta \hat{X}^\rho S \right).
$$

Using the essential scheme on the lhs we have the following additional contribution

$$
\int_x \frac{\delta \Gamma_{\text{rel}}}{\delta g_{\mu\nu}} \Psi^\rho_{\mu\nu} + \frac{\delta \Gamma_{\text{rel}}}{\delta \hat{X}^\rho} \Psi_{\mu} = \int_x \tilde{c} \left\{ -\gamma_\alpha R - (\gamma_\alpha + \hat{\eta})_\alpha \Gamma_{\text{rel}} \right\}.
$$

The Hessian of the term associated to $\alpha_1$ is

$$
\frac{1}{Z_N} g_{\rho\sigma} g_{\mu\beta} \frac{\delta^2}{\delta g_{\mu\nu} \delta g_{\alpha\beta}} \int_x \tilde{c} \Gamma_{\text{rel}} = 2\tilde{c} \left[ \delta \Gamma_{\text{rel}} \right] = 2\tilde{c} \delta_{\rho\sigma} \delta_{\mu\nu} \delta_{\alpha\beta} \hat{X}^\rho \partial_\rho \hat{X}^\nu,
$$

$$
\frac{-2\delta}{\delta \hat{X}^\rho \delta \hat{X}^\sigma} \int_x \tilde{c} \Gamma_{\text{rel}} = \tilde{c} \left\{ 2\delta_{\rho\sigma} \partial_\rho \hat{X}^\nu \nabla _\nu + 4g^{\mu\nu} \delta_{\rho\sigma} \partial_\rho \hat{X}^\nu \nabla _\nu - 4g^{\mu\nu} \delta_{\rho\sigma} \partial_\rho \hat{X}^\nu \nabla _\nu \right\},
$$

$$
\frac{1}{\sqrt{Z_N}} \frac{\delta^2}{\delta g_{\mu\nu} \delta g_{\alpha\beta}} \int_x \tilde{c} \Gamma_{\text{rel}} = \tilde{c} \left\{ -2\delta_{\rho\sigma} \partial_\rho \hat{X}^\nu \nabla _\nu + 4g^{\mu\nu} \delta_{\rho\sigma} \partial_\rho \hat{X}^\nu \nabla _\nu \right\}.
$$

The Hessian of the term associated to $\alpha_R$ is

$$
\frac{1}{Z_N} g_{\rho\sigma} g_{\mu\beta} \frac{\delta^2}{\delta g_{\mu\nu} \delta g_{\alpha\beta}} \int_x \tilde{c} R = \tilde{c} \left\{ -\frac{1}{2} \left( 1^{\mu\nu}_{\rho\sigma} + g^{\mu\nu} g_{\rho\sigma} \right) \Delta - 2\delta^{(\mu}_{(\rho} g^{\nu)\sigma)} \partial_{(\sigma} \hat{X}^{\rho)} + \delta^{(\mu}_{(\rho} R^{\nu)} + R^{(\mu}_{(\rho} R^{\nu)} \right\},
$$

$$
\frac{-2\delta}{\delta \hat{X}^\rho \delta \hat{X}^\sigma} \int_x \tilde{c} R = \tilde{c} \left\{ -\frac{3}{2} \left( 1^{\mu\nu}_{\rho\sigma} \nabla _\gamma \nabla _\rho \nabla _\sigma \hat{X}^\mu \right) + \frac{3}{2} \left( 1^{\mu\nu}_{\rho\sigma} \nabla _\rho \nabla _\gamma \nabla _\sigma \hat{X}^\mu \right) - \frac{1}{2} 2^{\mu\nu}_{\rho\sigma} g_{\rho\sigma} \nabla _\gamma \nabla _\rho - \frac{1}{2} 2^{\mu\nu}_{\rho\sigma} g_{\rho\sigma} \nabla _\gamma \right\},
$$

$$
\frac{1}{\sqrt{Z_N}} \frac{\delta^2}{\delta g_{\mu\nu} \delta g_{\alpha\beta}} \int_x \tilde{c} R = \tilde{c} \left\{ -\frac{1}{2} \left( 1^{\mu\nu}_{\rho\sigma} + g^{\mu\nu} g_{\rho\sigma} \right) \nabla _\rho - \frac{1}{2} 2^{\mu\nu}_{\rho\sigma} g_{\rho\sigma} \nabla _\rho \right\}.
$$

### Appendix D: Calculations of Section IV

For the action in Equation (B1), in Appendix B1 we define the new covariant derivative in Equation (B20) in order to have the propagator in the form given in (B32). The same must be done also in the Hessian

---

8 Note that using Equations (C8) and (C7) the variation of $\tilde{c}$ gives no contribution.
of the observable. Therefore, we change the “free” derivatives acting on the right with the new covariant derivative \( [B20] \).

Using the following identities of the Heat Kernel machinery \([54]\)

\[
H = \frac{1}{(4\pi s)^2} (A_0 + s A_1), \\
H_{\mu} = \frac{1}{(4\pi s)^2} (\mathcal{D}_\mu A_0 + s \mathcal{D}_\mu A_1), \\
H_{(\mu\nu)}(x, s) = \frac{1}{(4\pi s)^2} \left( -\frac{1}{2s} g_{\mu\nu} A_0 - \frac{1}{2} g_{\mu\nu} A_1 + \mathcal{D}_{(\mu} \mathcal{D}_{\nu)} A_0 \right),
\]

where \( s \) represents the proper time and

\[
A_0 = 1, \quad \mathcal{D}_\mu A_0 = 0, \quad \mathcal{D}_{(\mu} A_0 = \frac{1}{6} R_{\mu\nu}, \quad \ldots \\
A_1 = \frac{1}{6} R, \quad \mathcal{D}_\mu A_1 = -\frac{1}{3} \nabla_\mu E + \frac{1}{6} \nabla_\nu \Omega^\nu_\mu + \frac{1}{12} \nabla_\mu R, \quad \ldots
\]

it is clear that all the terms in the Hessian of the observables with one derivative acting on the right contribute to order \( \partial^3 \) since they are proportional to the curvature or to at least one derivative of the scalar fields. The terms with three derivatives contains as well higher order terms.

Analysing in a schematic way the core of the rhs of Equation (3.24), we have

\[
\text{Tr} \left[ \mathcal{G}_k \cdot (\Gamma_k^{rel.(2)}) \cdot \mathcal{G}_k \cdot \partial_t \mathcal{R}_k \right] = \text{Tr} \left[ \frac{1}{\text{det} g} \begin{pmatrix} \mathcal{G}_{gg} & 0 \\ 0 & \mathcal{G}_{XX} \end{pmatrix} \left( \begin{pmatrix} \Gamma_k^{rel.(2)} \\ \Gamma_k^{rel.(2)} \end{pmatrix}_{gg} \mathcal{G}_{gg} \cdot \partial_t \mathcal{R}_{hh}^{kk} \mathcal{G}_{gg} \cdot \partial_t \mathcal{R}_{ex}^{kk} \\ \mathcal{G}_{gg} \cdot \partial_t \mathcal{R}_{hh}^{kk} \mathcal{G}_{gg} \cdot \partial_t \mathcal{R}_{ex}^{kk} \end{pmatrix} \right) \right] \\
= \text{Tr} \left[ \frac{1}{\sqrt{\text{det} g}} \begin{pmatrix} \mathcal{G}_{gg} \cdot \mathcal{G}_{gg} \cdot \partial_t \left( \mathcal{R}_{hh}^{kk} \right) \sqrt{\text{det} g} \\ \mathcal{G}_{gg} \cdot \partial_t \left( \mathcal{R}_{ex}^{kk} \right) \sqrt{\text{det} g} \end{pmatrix} \right] + \text{Tr} \left[ \frac{1}{\sqrt{\text{det} g}} \begin{pmatrix} \mathcal{G}_{XX} \cdot \mathcal{G}_{XX} \cdot \partial_t \left( \mathcal{R}_{ex}^{kk} \right) \sqrt{\text{det} g} \\ \mathcal{G}_{XX} \cdot \partial_t \left( \mathcal{R}_{ex}^{kk} \right) \sqrt{\text{det} g} \end{pmatrix} \right].
\]

We can see that defining the covariant derivative \( [B20] \), it is possible to simplify the analysis also for the flow of the observable since we don’t need the mixed terms of the Hessian at second order in derivative.

In Equation (D6) then the propagators must be expanded using Equations (B33) and (B34) keeping only terms at order \( \partial^2 \).

Moreover, note that the first factor \( 1/\sqrt{\text{det} g} \) simplify with the factor \( \sqrt{\text{det} g} \) coming from the heat kernel coefficients, while the second factor \( 1/\sqrt{\text{det} g} \) under the regulators cancels using the Equation (B38), which is needed to have the form \( [B32] \) for the propagator. This implies that in all the integrals we find only the factor \( \hat{e} \) in the measure, like the rhs of (C1).

At this point, we are ready to calculate the rhs of (3.24) using (D6).

The contributions on the rhs proportional to \( \alpha_1 \) from graviton

\[
= -\frac{\alpha_1 G_N}{2\pi} \left( \int_\mathcal{E} \hat{e} 8 \text{ tr } M \right) Q_2 \left[ \left( \partial_k - \eta_k \right) \mathcal{R}_k \right] \left( \frac{P_k - 2\Lambda}{P_k} \right)^2.
\]

The contributions on the rhs proportional to \( \alpha_1 \) from scalar

\[
= -\frac{\alpha_1}{16\pi^2} \left( \int_\mathcal{E} \hat{e} 8 \right) Q_3 \left[ \frac{\left( \partial_k - \hat{\eta}_k \right) \mathcal{R}_k}{P_k^2} \right] - \frac{\alpha_1}{16\pi^2} \left( \int_\mathcal{E} \hat{e} 3 \right) Q_2 \left[ \frac{\left( \partial_k - \hat{\eta}_k \right) \mathcal{R}_k}{P_k^2} \right] - \frac{\alpha_1 G_N}{\pi} \left( \int_\mathcal{E} \hat{e} 5 \right) Q_3 \left[ \frac{\left( \partial_k - \hat{\eta}_k \right) \mathcal{R}_k}{P_k^3} \right].
\]
The contributions on the rhs proportional to $\alpha$ from graviton

\[
= -\frac{\alpha R G_N}{\pi} \left( \int \hat{e} \frac{1}{12} \right) Q_3 \left[ \frac{(\partial_t - \eta \phi) R_k}{(P_k - 2\Lambda)^2} \right] - \frac{\alpha R G_N}{2\pi} \left( \int \hat{e} \frac{10}{3} \right) Q_2 \left[ \frac{(\partial_t - \eta \phi) R_k}{(P_k - 2\Lambda)^2} \right] 
+ \frac{\alpha R G_N}{\pi} \int \hat{e} \left( 12R - \frac{3}{8} 16\pi G_N \text{tr} M \right) Q_3 \left[ \frac{(\partial_t - \eta \phi) R_k}{(P_k - 2\Lambda)^3} \right].
\] (D9)

The contributions on the rhs proportional to $\alpha$ from the scalars are zero. Therefore, putting all the contributions together

\[
\partial_t \alpha_0 = -\frac{\alpha_1}{2\pi^2} Q_3 \left[ \frac{(\partial_t - \eta \phi) R_k}{P_k^2} \right] - \frac{12\alpha R G_N}{\pi} Q_3 \left[ \frac{(\partial_t - \eta \phi) R_k}{(P_k - 2\Lambda)^2} \right],
\] (D10)

\[
\partial_t \alpha_R - \gamma_g \alpha_R = -\frac{\alpha_1}{24\pi^2} Q_2 \left[ \frac{(\partial_t - \eta \phi) R_k}{P_k^2} \right] - \frac{5\alpha R G_N}{3\pi} Q_2 \left[ \frac{(\partial_t - \eta \phi) R_k}{(P_k - 2\Lambda)^2} \right] + \frac{12\alpha R G_N}{\pi} Q_3 \left[ \frac{(\partial_t - \eta \phi) R_k}{(P_k - 2\Lambda)^3} \right],
\] (D11)

\[
\partial_t \alpha_1 - (\gamma_g + \hat{\eta}) \alpha_1 = -\frac{4\alpha_1}{\pi} G_N \left[ \frac{(\partial_t - \eta \phi) R_k}{P_k^3} \right] - \frac{5\alpha R G_N}{8\pi} Q_3 \left[ \frac{(\partial_t - \eta \phi) R_k}{P_k^3} \right] - 6\alpha R G_N^2 Q_3 \left[ \frac{(\partial_t - \eta \phi) R_k}{P_k^3} \right].
\] (D12)