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Abstract

We consider Brownian motions and other processes (Ornstein-Uhlenbeck processes, spherical Brownian motions) on various sets of symmetric matrices constructed from algebra structures, and look at their associated spectral measure processes. This leads to the identification of the multiplicity of the eigenvalues, together with the identification of the spectral measures. For Clifford algebras, we thus recover Bott’s periodicity.
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1 Introduction

Many works on random matrix theory deal with the law of the spectrum on some specific sets: real symmetric, Hermitian, orthogonal or unitary, etc. There exists a large literature on this topic. We shall mention the early works of Wigner [17], Dyson [6], Mehta [15], Marčenko and Pastur [14], Soshnikov [16] and more recently Anderson, Guionnet and Zeitouni [1], Erdős and co [8, 9, 7], Forrester [10] and references therein. One may also consider stochastic processes on these sets of matrices (Euclidean Brownian motions, Ornstein-Uhlenbeck operators, spherical Brownian motions, Brownian motions on groups, see e.g. [5]): they are diffusion processes which are reversible under the laws we consider. One then consider the stochastic process which is the empirical measure of the spectrum of the matrix. It turns out that in many situation, these empirical measures are again stochastic diffusion processes, and their reversible measures are the image of the measure on the set of matrices. It may then be an easy way of computing those spectral measures, but the study of those spectral processes is by itself a topic of interest.

For, say Gaussian, symmetric, Hermitian or quaternionic matrices, when one considers the law of their eigenvalues ($\lambda_1, \cdots, \lambda_n$), ordered for example as $\lambda_1 < \cdots < \lambda_n$, it has a density with respect to the Lebesgue measure $d\lambda_1 \cdots d\lambda_n$ which is $C(\prod_{i<j} |\lambda_i - \lambda_j|)^a e^{-1/2 \sum \lambda_i^2}$, where $C$ is a normalizing constant and $a = 1, 2, 4$ according to the fact that we are in the real, complex or quaternionic case. This factor $(\prod_{i<j} |\lambda_i - \lambda_j|)^a$ also appears in many other situations ($SO(n), SU(n), Sp(n)$ matrices, for example). There are even some results for octonionic $2 \times 2$ matrices where $a = 8$. On the other hand, if one considers the real symmetric, Hermitian and quaternionic $n \times n$ matrices as real matrices (with size $n \times n$, $(2n) \times (2n)$ and
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respectively), their eigenspaces have dimension 1, 2 and 4 respectively (and 8 in the special case of octonionic matrices). Therefore, one may think that this factor a is due to the multiplicity of the eigenvalues for the real form of the matrices. We shall see that this is not the case.

In this paper, we go beyond the cases of real symmetric, Hermitian and quaternionic cases, and we consider some associative dimension 2p algebras of the Clifford type. With the help of the algebra structure, one may define real symmetric matrices with size \((n \times 2^p) \times (n \times 2^p)\), which have eigenspaces with dimension \(2^k\), where \(k\) is related to \(p\) in some specific way described below, and may be chosen as large as we wish. We then consider Brownian motion on these set of matrices, compute the spectral measure processes, which appear to be in many situations symmetric diffusion processes. This fact depends indeed on the algebra structure, and this leads to the computation of the law of the spectrum. It turns out that there is still a factor \(\prod_{i<j} |\lambda_i - \lambda_j|^a\) with \(a = 1, 2, 4\), and we do not produce in this way other values for \(a\) : these values reflect in fact a phenomenon which is known as Bott’s periodicity, and has nothing to do with the dimension of the eigenspaces (for references on Bott’s Periodicity Theorem, see [2, 3, 12]).

In order to deal with spectral measures, we consider processes on the characteristic polynomials \(P(X) = \det(M - X\text{Id})\). Indeed, functions of the spectral measures are nothing else than symmetric functions of the roots of \(P\). Usually, in order to characterize the laws of the spectral measure, one works with its moments, that is the functions \(\sum \lambda_i^k\), where \((\lambda_1, \cdots, \lambda_n)\) denote the eigenvalues of the matrix. We find more convenient to deal with the elementary symmetric functions of the roots, that is the coefficients of \(P\). Curiously, this approach is not that popular, although very close to the study of Stieltjes transform of the measure, and we therefore develop some light machinery in order to perform those computations. To understand the various quantities appearing in the computations, we first consider the diagonal cases (that is when we start directly on some processes on the roots of \(P(X)\)), that we analyze in the case of flat Brownian motion, Ornstein-Uhlenbeck operators and spherical brownian motions. Then, we pass to the analysis of the laws of the characteristic polynomials in various sets of symmetric matrices, starting with the classical settings(real symmetric, Hermitian and quaternionic), before going to the case of general Clifford algebras.

The paper is organized as follows. Section 2 is a short introduction to the methods and language of symmetric diffusion processes. In Sections 3, 4 and 5 we consider the simpler cases of diagonal matrices in the flat Euclidean, Gaussian and spherical cases respectively. We describe how to handle and identify various quantities (discriminants, metric structures, etc) which appear in the computations through the characteristic polynomials. Sections 6 and 7 are devoted to the analysis of the real symmetric, Hermitian and quaternionic cases (although the quaternionic case is just sketched since it is not simpler to handle than the general Clifford case). In Section 8 we introduce the general Clifford algebras we are dealing with, through a presentation which is quite handy for our purpose and does not seem to be classical. Finally, in Section 9, we give the complete description of the laws of the spectra for the standard Clifford algebras, where we recover Bott’s periodicity through the various laws appearing in the spectra of the matrices, for different values of the dimension of the algebra. For references on Clifford algebras see [13] and for some generalized Clifford algebras see [11].

2 Symmetric diffusion generators and their images

The general setting for symmetric diffusion generators we deal with is inspired from [4] and is the following: let \(E\) be a smooth manifold endowed with a \(\sigma\)-finite measure \(\mu\) and let \(A_0\) be be some algebra of smooth function on \(E\); typically when \(E\) is an open set in \(\mathbb{R}^n\), \(A_0\) is the smooth compactly supported functions or polynomials functions on \(E\). Any function of
\( \mathcal{A}_0 \) belongs to every \( L^p(\mu) \), for any \( 1 \leq p < \infty \), and \( \mathcal{A}_0 \) is dense in every \( L^p(\mu) \). Moreover, \( \mathcal{A}_0 \) is stable under any transformation \((f_1, \cdots, f_n) \mapsto \Phi(f_1, \cdots, f_n)\), where \( \Phi \) is a smooth function \( \mathbb{R}^n \rightarrow \mathbb{R} \) such that \( \Phi(0) = 0 \). For any linear operator \( L : \mathcal{A}_0 \mapsto \mathcal{A}_0 \), one defines its carré du champ operator

\[
\Gamma(f,g) = \frac{1}{2} \left( L(fg) - fL(g) - gL(f) \right).
\]

We have the following

**Definition 2.1.** A symmetric diffusion operator is a linear operator \( L : \mathcal{A}_0 \oplus 1 \mapsto \mathcal{A}_0 \), such that

1. \( L(1) = 0 \),
2. \( \forall f, g \in \mathcal{A}_0 \oplus 1, \int fL(g) \, d\mu = \int gL(f) \, d\mu \),
3. \( \forall f \in \mathcal{A}_0, \Gamma(f, f) \geq 0 \),
4. \( \forall f = (f_1, \cdots, f_n), \text{ where } f_i \in \mathcal{A}_0 \), \( \forall \Phi : \mathbb{R}^n \rightarrow \mathbb{R} \),

\[
L(\Phi(f)) = \sum_{i,j} \partial_i \Phi(f)L(f_i) + \sum_{i,j} \partial_{ij}^2 \Phi(f)\Gamma(f_i, f_j).
\]

Such an operator describes the law of a stochastic process with generator \( L \) and reversible measure \( \mu \). It is often important to be able to extend \( L \) on a larger class of functions (typically smooth functions), and we shall do this without further comments. For a consistent reference on these operators, see [4].

Let us consider an open set \( \Omega \subset E \), and a given system of coordinates \((x^i)\), then we can write

\[
L(f) = \sum_{ij} g^{ij}(x) \partial^2_{ij} f + b^i(x) \sum_i \partial_i f,
\]

where

\[
g^{ij}(c) = \Gamma(x^i, x^j), \quad b^i(x) = L(x^i).
\]

The positivity condition (see point 3. in Definition 2.1 above) imposes that for any \( x \in \Omega \), the symmetric matrix \((g^{ij}(x))\) is non negative. Moreover, provided \( \mu \) has a smooth positive density \( \rho \) with respect to the Lebesgue measure \( dx^1 \cdots dx^n \), the operator \( L \) is entirely described, up to a normalizing factor, by

\[
L(f) = \frac{1}{\rho} \sum_{ij} \partial_j (g^{ij} \rho \partial_j f).
\]  
(2.1)

Suppose that one may find functions \((a^1, \cdots, a^k)\) such that for some smooth functions \( B^i \) and \( G^{ij} \)

\[
L(a^i) = B^i(a^1, \cdots, a^k); \quad \Gamma(a^i, a^j) = G^{ij}(a^1, \cdots, a^k),
\]

then, writing \( a = (a^1, \cdots, a^k) \), we get readily

\[
L(f(a)) = \sum_{ij} G^{ij}(a) \partial^2_{ij} f(a) + \sum_i B^i(a) \partial_i f(a),
\]

and the operator

\[
\tilde{L} = \sum_{ij} G^{ij} \partial^2_{ij} + \sum_i B^i \partial_i
\]

is nothing else than the operator \( L \) acting on functions depending only on \( a = (a^1, \cdots, a^k) \). We shall say that \( \tilde{L} \) is the image of the operator \( L \) through \( a = (a^1, \cdots, a^k) \). As a consequence, the operator \( \tilde{L} \) is symmetric with respect to the image measure of \( \mu \) through
A special case concerns Laplace operators, where \((g^{ij})\) is everywhere non degenerate and \(\rho\) is by definition \(\det(g)^{-1/2}\). When \(x \mapsto a = (a^1, \cdots, a^k)\) is a local diffeomorphism (a simple change of coordinates), then the image of \(L\) is again a Laplace operator, (the Laplace operator written in the new system of coordinates), and the density measure is again \(\det(G)^{-1/2}\) is the new system of coordinates. It is however important to notice that we shall use this procedure even when \(x \mapsto a\) is not a diffeomorphism, for example with the map \(M \mapsto P(X)\), where \(M\) is a matrix and \(P\) its characteristic polynomial.

Those operators \(L\) are related with the associated stochastic processes \((X_t)\) by the requirement that, for any smooth function \(f\), \(f(X_t) = \int_0^t L(f)(X_s)\,ds\) is a local martingale (a true martingale if for example \(f\) and \(L(f)\) are bounded). This is enough to describe the law of \((X_t)\), or the joint laws of \((X_{t_1}, \cdots, X_{t_n})\) from the starting point \(X_0 = x\) and the knowledge of the operator \(L\), see [4]. Anyhow, we shall not really use this interpretation in terms of stochastic processes in what follows, since we shall mainly concentrate on the properties of the operator \(L\). As mentioned above, we deal with operators acting on the space of polynomials i.e. on \(\mathbb{R}^n\), when identifying \(\mathbb{R}^n\) with the set of the coefficients of the polynomial. The polynomials shall be monic in general, i.e. \(P(X) = X^n + \sum_{i=0}^{n-1} a_iX^i\), where \((a_0, \cdots, a_{n-1})\) is the stochastic process, and \(X\) may be considered as a parameter. The coefficients \((a_i)\) can be viewed as coordinates in this set of polynomials, writing for example \(L(P(X)) = \sum_i X^iL(a_i)\), and doing similarly for the operator \(\Gamma(P(X), P(Y))\). One may also consider a fixed \(X\) and see \(P(X)\) as an application \(\mathbb{R}^n \mapsto \mathbb{R}\), for which one can take \(\log(P(X))\) or \(P(X)^2\). Last, those function can be described as series in the variable \(X\) (even formal series, regardless of their domain of convergence), all computations on these expressions boiling down to algebraic computations involving \(L\), \(\Gamma\) and polynomial expressions in the coefficients \(a_i\) (see for example Lemma 7.2 below).

### 3 The image of the Euclidean Laplacian under elementary symmetric functions

Let \(x = (x_1, \cdots, x_n) \in \mathbb{R}^n\) and 

\[
P(X) = \prod_{i=1}^n (X - x_i) = \sum_{i=0}^n a_iX^i,
\]

such that \((-1)^i a_i(x_1, \cdots, x_n)\) are the elementary symmetric functions. If we want to describe the image of the Laplace operator \(\Delta_E\) on \(\mathbb{R}^n\) under symmetric functions of \((x_1, \cdots, x_n)\), we may look at smooth functions \(F(a_0, \cdots, a_{n-1})\). At least in the Weyl chamber \(\{x_1 < x_2 < \cdots < x_n\}\) the application \((x_1, \cdots, x_n) \mapsto \Phi(x_1, \cdots, x_n) = (a_0, \cdots, a_{n-1})\) is a local diffeomorphism. We first have to look at the image of the Lebesgue measure \(dx = dx_1 \cdots dx_n\) under \(\Phi\). For that purpose, we recall the definition of the discriminant of a polynomial \(P\). We consider monic polynomials: for two monic polynomials \(P(X) = \sum_{i=0}^n a_iX^i\) and \(Q(X) = \sum_{i=0}^p b_iX^i\), the resultant \(R(P, Q)\) is a polynomial in the coefficients \((a_0, \cdots, a_{n-1}, b_0, \cdots, b_{p-1})\) which vanishes exactly when \(P\) and \(Q\) have a common root (in the complex plane). Indeed, \(R(P, Q)\)
is the determinant of the $n \times p$ Sylvester matrix

$$
\begin{pmatrix}
1 & a_{n-1} & a_{n-2} & \cdots & a_0 & 0 & \cdots & 0 \\
0 & 1 & a_{n-1} & \cdots & a_1 & a_0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & a_2 & a_1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & b_{p-1} & b_{p-2} & \cdots & b_0 & 0 & \cdots & 0 \\
0 & 1 & b_{p-1} & \cdots & b_1 & b_0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & b_2 & b_1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\vdots & \vdots & \vdots & \cdots & \vdots & \vdots & \cdots & b_1 & b_0 \\
\end{pmatrix}
$$

It can be viewed as the determinant of the following system of linear equations in the unknown variables $\{1, X, \cdots, X^{n+p-1}\}$:

$$\{ P(X) = 0, XP(X) = 0, \cdots, P^{n-1}(X) = 0, Q(X) = 0, XQ(X) = 0, \cdots, X^{n-1}Q(X) = 0 \}$$

It turns out that, when $P(X) = \prod_i (X - x_i)$ and $Q(X) = \prod_j (X - y_j)$, then $R(P, Q) = \prod_{i<j} (x_i - y_j)$.

The discriminant $\text{discr}(P)$ is $D(P) = (-1)^{(n-1)/2} R(P, P')$ and expresses a necessary and sufficient condition for $P$ to have a double root. Then, when $P(X) = \prod (X - x_i)$, one has $\text{discr}(P) = \prod_{i<j} (x_i - x_j)^2$.

The discriminant is not an easy expression of the coefficients $\{a_0, \cdots, a_{n-1}\}$, and the following computations are here to make them easier.

**Proposition 3.1.** The image measure of $dx$ under $\Phi$ is

$$d\mu_0 = n!|\text{discr}(P)|^{-1/2} \mathbb{1}_{D>0} da_0 \cdots da_{n-1},$$

where $D$ is the connected component of the set $\{ \text{discr}(P) > 0 \}$ where all the roots of the polynomial $P$ are real.

**Proof.**

Let is first observe that for a polynomial $P$ having only distinct real roots, $\text{discr}(P) > 0$. However, the condition $\text{discr}(P) > 0$ is not sufficient to assert that $P$ has only real roots: it is also positive for example when $P$ has an even number of pairs of complex conjugate roots. The set where all the roots are real and distinct is obviously connected, and therefore there is only one connected component of this set where all the roots are real. This is our set $D$, the set which contains for example the point $\prod_{i=1}^{n-1} (X - i)$.

To compute the image measure of $\Phi$, it is enough to identify the image of $\Phi$ when restricted to the Weyl chamber $\{x_1 < \cdots < x_n\}$, since the same computation will hold true in any other Weyl chamber (that is the image of the first one under a permutation of the coordinates), and there are $n!$ of such chambers.

First, it is clear that the support of the image measure is included in the closure of $D \subset \{ \text{discr}(P) > 0 \}$, and, from the explicit expression of the discriminant in terms of the roots, is strictly positive in any Weyl chamber. The boundary of this set is a subset of the algebraic surface (in the space of the $(a_i)$ coordinates) $\{ \text{discr}(P) = 0 \}$.

Indeed, it is quite easy to see this result by induction on the degree $n$. It is clear that it is true for $n = 1$, since $a_1 = -x_1$.

Let us assume that the result is true for $n$ and set $P(X) = (X - x_{n+1})Q(x) = \sum_{i=0}^{n+1} a_i X^i$, where $Q(X) = \sum_{i=0}^n b_i X^i = \prod_{i=1}^n (X - x_i)$. Then

$$a_n = b_{n-1} - x_{n+1}, a_{n-1} = b_{n-2} - x_{n+1} b_{n-1}, \cdots, a_1 = b_0 - x_{n+1} b_1, a_0 = -x_{n+1} b_0.$$
The Jacobian of the transformation \((x_{n+1}, b_0, b_1, \ldots, b_{n-1}) \mapsto (a_0, \ldots, a_n)\) is easily seen to be
\[|x_{n+1}^n + b_n x_{n+1}^{n-1} + \cdots + b_0| = |Q(x_{n+1})| = |\prod_1^n (x_{n+1} - x_i)|.\]
Therefore, if \(db_0 \cdots db_{n-1} = |\prod_{1 \leq i < j \leq n+1} (x_i - x_j)| dx_1 \cdots dx_n\), then
\[da_0 \cdots da_n = |\prod_{1 \leq i < j \leq n+1} (x_i - x_j)|.\]

From what precedes, it is clear that the Jacobian of the transformation \((x_1, \ldots, x_n) \mapsto (a_0, \ldots, a_{n-1})\) is non zero on any Weyl chamber, and then the boundary of the image is included in the algebraic set \(\{\text{discr}(P) = 0\}\). This is enough to identify the support of the image measure as the closure of \(D\).

Let us now compute the image of the Laplace operator \(\Delta_X\) on \(\mathbb{R}^n\) under \(\Phi\). In what follows, and throughout the paper, \(\Gamma_E\) denotes the Euclidean carré du champ, that is, in the standard system of coordinates,
\[\Gamma_E(f, g) = \sum_i \partial_i f \partial_i g.\]
Fix \(X \in \mathbb{R}\), and consider the function
\[\mathbb{R}^n \setminus \{\exists i, x_i = X\} \mapsto \mathbb{R}
\[(x_1, \ldots, x_n) \mapsto \log P(X) = \sum_i \log(X - x_i)\]
We get
\[\text{Proposition 3.2.} \quad 1. \text{For any } X \in \mathbb{R}, \Delta_E(P(X)) = 0\]
\[2. \text{For any } (X, Y) \in \mathbb{R}^2,
\[\Gamma_E(\log(P(X), \log(P(Y)) = \frac{1}{Y - X} \left(\frac{P'(X)}{P(X)} - \frac{P'(Y)}{P(Y)}\right).\] (3.2)

\[\text{Proof.} \quad \text{The first assertion is immediate, since every function } a_i \text{ is an harmonic function on } \mathbb{R}^n \text{ (as a polynomial of degree 1 in any coordinate } x_i).\]
For the second one, one has
\[\Gamma_E(\log P(X), \log P(Y)) = \sum_i \partial_x, \log P(X) \partial_x, \log P(Y) = \sum_i \frac{1}{(X - x_i)(Y - x_i)}.\]
But
\[\frac{1}{(X - x_i)(Y - x_i)} = \frac{1}{Y - X} \left(\frac{1}{X - x_i} - \frac{1}{Y - x_i}\right)\]
and
\[\sum_i \frac{1}{(X - x_i)(Y - x_i)} = \frac{1}{Y - X} \left(\frac{P'(X)}{P(X)} - \frac{P'(Y)}{P(Y)}\right)\].
Corollary 3.3. Setting \( \alpha_{i,j} = (i+1)a_{i+1}a_j \), where \( a_i = 0 \) if \( i > n \) and \( a_n = 1 \), one has

\[
\sum_{i,j} \Gamma_{\vec{E}}(a_i, a_j) X^i Y^j = \sum_{i \neq j} \alpha_{i,j} \frac{X^i Y^j - X^j Y^i}{Y - X}.
\]

from which

\[
\Gamma_{\vec{E}}(a_k, a_p) = \sum_{(p-k)_{+} \leq l \leq p} \alpha_{p-l,k+l+1} - \sum_{(k-p)_{+} \leq l \leq k} \alpha_{p+l+1,k-l}. \tag{3.3}
\]

Moreover

\[
\partial_{a_k} \Gamma_{\vec{E}}(a_k, a_p) = \mathbb{I}_{p \geq k}(k - p - 2)a_{p+2} + \mathbb{I}_{p = k-1} k a_{p+2}. \tag{3.4}
\]

and

\[
\sum_k \partial_{a_k} \Gamma_{\vec{E}}(a_k, a_p) = -\frac{1}{2}(p+1)(p+2)a_{p+2}. \tag{3.5}
\]

Proof. — This is straightforward from equation (3.2), which gives

\[
\Gamma_{\vec{E}}(P(X), P(Y)) = \frac{1}{Y - X} (P'(X)P(Y) - P'(Y)P(X)).
\]

On the other hand, by bilinearity, one has

\[
\Gamma_{\vec{E}}(P(X), P(Y)) = \sum_{i,j} \Gamma_{\vec{E}}(a_i, a_j) X^i Y^j.
\]

We then obtain

\[
\sum_{i,j} \Gamma_{\vec{E}}(a_i, a_j) X^i Y^j = \sum_{i \neq j} \alpha_{i,j} \frac{X^i Y^j - X^j Y^i}{Y - X},
\]

from which formula (3.3) follows easily.

Formulæ (3.4) and (3.5) are easy consequences of the first one.

The application \((x_1, \ldots, x_n) \mapsto (a_0, \ldots, a_{n-1})\) is a local diffeomorphism. Therefore, the image of the Laplace operator in coordinates \((x_1, \ldots, x_n)\) is the Laplace operator in coordinates \((a_0, \ldots, a_{n-1})\). This leads to some formulæ which are not immediate.

Corollary 3.4. One has

1. \( \text{discr}(P) = \det(\Gamma_{\vec{E}}(a_i, a_j)) \).
2. For any \( i \in \{0, \ldots, n-1\} \), \( \sum_j \Gamma_{\vec{E}}(a_i, a_j) \partial_{a_j} \log \text{discr}(P) = 2 \sum_j \partial_{a_j} \Gamma_{\vec{E}}(a_i, a_j) \).
3. For any \( i \in \{0, \ldots, n-1\} \), \( \sum_{i,j} X^j \Gamma_{\vec{E}}(a_i, a_j) \partial_{a_j} \log \text{discr}(P) = -P''(X) \).

Proof. —

One the one hand, we know that in the coordinates \((a_0, \ldots, a_{n-1})\), the Laplace operator has carré du champ \( \Gamma_{\vec{E}}(a_i, a_j) \) and reversible measure (here the Riemann measure) density \( \text{discr}(P)^{-1/2} da_0 \cdots da_{n-1} \).

One the other hand, we know that this density measure is always, (for any Laplace operator \( \det(\Gamma_{\vec{E}}(a_i, a_j))^{-1/2} \)). This is enough to get point 1.

Point 2 comes from the observation that in these coordinates \((a_i)\), \( \Delta(a_i) = 0 \). Setting \( G^{ij} = \Gamma_{\vec{E}}(a_i, a_j) \), and \( \rho = \det(G^{ij})^{-1/2} \), the Laplace operator writes

\[
\Delta(f) = \sum_{ij} G^{ij} \partial_{a_j}^2 f + \sum_{ij} \partial_{a_j}(G^{ij}) \partial_{a_i} f + \sum_{ij} G^{ij} \partial_{a_i} f \partial_{a_j} \log \rho.
\]
From this, we know that
\[
\Delta(a_i) = \sum_j \partial_j G^{ij} - \frac{1}{2} \sum_j G^{ij} \partial_j \log \text{discr}(P).
\]

Applying \(\Delta(a_i) = 0\), point 2 is the direct translation of the previous.

For point 3, it suffices to combine point 2 together with formula (3.3) to obtain, for \(i = 0, \cdots, n - 1\)
\[
\sum_j \Gamma_E(a_i, a_j) \partial_{aj} \log \text{discr}(P) = -(i + 2)(i + 1)a_{i+2}.
\]

As a consequence

**Proposition 3.5.** \(\Gamma_E(P, \log \text{discr}(P)) = -P''\).

**Proof.** — This is just a rephrasing of point 3. in Corollary 3.4.

### 4 The image of the Ornstein-Uhlenbeck operator under elementary symmetric functions

In Euclidean spaces, the Ornstein-Uhlenbeck operator is defined as

\[
L_{\text{OU}}(f) = \Delta_E(f) - \frac{1}{2} \Gamma_E(||x||^2, f) = \Delta_E(f) - \sum_{i=1}^n x_i \partial_i f.
\]

It shares the same carré du champ operator than the Laplace operator, but has the standard Gaussian measure as reversible measure. It also admits a complete orthonormal system of eigenvectors, namely the Hermite polynomials, which are total degree \(n\) polynomials in the variables \(x_1, \cdots, x_n\) with associated eigenvalue \(L_{\text{OU}}(H) = -kH\).

**Proposition 4.1.** For \(P(X) = \prod_{i=1}^n (X - x_i) = \sum_{i=0}^n a_i X^i\), one has

1. \(L_{\text{OU}}(P) = -\sum_i x_i \partial_i P = \sum_i (n - i)a_i X^i = -nP(X) + XP'(X)\).
2. \(\frac{1}{2} \Gamma_E(a_{n-1}^2 - 2a_{n-2}, P(X)) = nP(X) - XP'(X)\).
3. \(\forall i = 0, \cdots, n - 1, a_{n-1} \Gamma_E(a_i, a_{n-1}) - \Gamma_E(a_i, a_{n-2}) = (n - i)a_i\).
4. The image of the Gaussian measure is

\[
\frac{n!}{(2\pi)^{n/2}} \exp(a_{n-2} - \frac{a_{n-1}^2}{2}) \text{discr}(P)^{-1/2} \prod_0^{n-1} da_i = \frac{n!}{(2\pi)^{n/2}} \exp(a_{n-2} - \frac{a_{n-1}^2}{2}) d\mu_0.
\]

**Proof.** — The first item 1 comes from the fact that since \(\Delta(a_i) = 0\), one has

\[
L_{\text{OU}}(P) = \sum_i X^i L_{\text{OU}}(a_i) = -\sum_{ij} X^i x_j \partial_j (a_j).
\]

But the functions \(a_j\) are homogeneous polynomial of degree \(n - i\) in the variables \(x_i\), and therefore \(\sum_j x_j \partial_j a_j = (n - i)a_i\).

If we observe that \(\sum_{ij} x_j \partial_j f = \frac{1}{2} \Gamma(||x||^2, f)\), and that \(\|x\|^2 = a_{n-1}^2 - 2a_{n-2}\), one sees that

\[
\frac{1}{2} \Gamma_E(a_i, a_{n-1}^2 - 2a_{n-2}) = (n - i)a_i,
\]
from which
\[ \frac{1}{2} \Gamma_\mathbb{E}(a_{n-1}^2 - 2a_{n-2}, P(X)) =nP(X) - XP'(X). \]

Points 3. and 4. are immediate consequences.

\[ \text{Remark 4.2. Observe also that if } U = a_{n-1}^2 - 2a_{n-2}, \text{ then, for the Euclidean quantities, } \]
\[ \Gamma_\mathbb{E}(U, U) = 4U \text{ and } \Delta_\mathbb{E}(U) = 2n, \text{ as expected.} \]

It is worth to observe that the measure \( \frac{a!}{(2\pi)^{\frac{n}{2}}} \exp(a_{n-2} - a_{n-1}^2) \) is orthogonal to the Gaussian measure, does not have in general exponential moments. Nevertheless, polynomials are dense in \( L^2(\mu) \). Indeed, any function \( f \) in \( L^2(\mu) \) which is orthogonal for the Gaussian measure to any polynomial \( Q(a_0, \cdots, a_{n-1}) \) may be lifted into a function \( \tilde{f} : \mathbb{R}^n \mapsto \mathbb{R} \) which is invariant under permutation of the variables \( (x_1, \cdots, x_n) \) and orthogonal to any symmetric polynomial. But such a function would then be orthogonal to any polynomial, (even non symmetric), and therefore zero since polynomials are dense for the Gaussian measure.

Since \( \Gamma_\mathbb{E}(a_i, a_j) \) are bilinear functions of the \( (a_i) \), and \( L_{\mathbb{G}}(a_i) \) are linear, it is clear from the change of variable formula that, for any \( k \in \mathbb{N} \), if \( Q(a_i) \) is a polynomial of total degree less than \( k \), then so is \( L_{\mathbb{G}}(Q) \). Since the set of polynomials in the variables \( a_i \), dense in \( L^2(\mu) \), the operator \( L_{\mathbb{G}} \) may be then diagonalized in a basis formed of orthogonal polynomials in the variables \( (a_0, \cdots, a_{n-1}) \).

\[ \text{Remark 4.3. As a consequence, it is worth to observe that if } Q \text{ is the mean value of } P, \text{ i.e. } Q := (P) = \int P(X) \mu(P), \text{ where } \mu \text{ is the image of the gaussian measure, then since } \int L_{\mathbb{G}}(P) \mu(P) = 0 \]
\[ XQ' = nQ. \]

Then, \( Q(X) = X^n \), which was obvious from the explicit expression of the \( a_i \) in terms of \( x_i \), which are independent centered Gaussian. But we shall see later (Remark 6.4) that the same computation performed on symmetric matrices leads to a more interesting result.

5 The image of the spherical Laplacian under elementary symmetric functions

In an Euclidean \( n \)-dimensional space, the spherical Laplace operator \( \Delta_\mathbb{S} \) may be written as the restriction to the unit sphere \( \|x\|^2 = 1 \) of some combinations of \( \Delta_\mathbb{R} \) and the Euler operator \( D(f) = \sum_i x_i \partial f \), namely
\[ \Delta_\mathbb{S}(f) = \Delta_\mathbb{R}(f) - D^2(f) - (n-2)Df. \]

Indeed, when considering the restriction to the sphere of coordinate \( x_i \) as a function \( S^{n-1} \mapsto \mathbb{R} \), one may describe the spherical Laplace operator \( \Delta_\mathbb{S} \) from
\[ \Gamma_\mathbb{S}(x_i, x_j) = \delta_{ij} - x_i x_j, \quad \Delta_\mathbb{S}(x_i) = -(n-1)x_i. \]

From this, when considering a smooth function \( F(x_1, \cdots, x_n) \), the change of variable formula gives immediately \( \Delta_\mathbb{S}(F) = \Delta_\mathbb{R}(f) - D^2f - (n-2)Df. \)

In the study of Ornstein-Uhlenbeck processes, we already computed the action of \( D \) on \( P(X) \). Then, we get

\[ \text{Proposition 5.1. For the Laplace-Beltrami operator } \Delta_\mathbb{S} \text{ acting on the unit sphere } S^{n-1} \subset \mathbb{R}^n, \text{ and for the polynomial } P(X) = \prod (X - x_i), \text{ one has} \]

1. \( \Gamma_\mathbb{S}(\log P(X), \log P(Y)) = \frac{1}{Y - X} \left( P'(X) \frac{P'(Y)}{P(Y)} - P'(X) \frac{P'(Y)}{P(Y)} - \left( n - X \frac{P'(X)}{P(X)} \right) \left( n - Y \frac{P'(Y)}{P(Y)} \right) \right) \)
Indeed, for any integer $p > n$ defined, for any more convenient to look at a more general operator, defined on the unit ball $B$.

The support of the image measure is included in the set $\{a_{n-1}^2 - 2a_{n-2} = 1\}$. It does not have a density with respect to the Lebesgue measure $da_0 \cdots da_{n-1}$. To deal with it, it is more convenient to look at a more general operator, defined on the unit ball $B \subset \mathbb{R}^n$, and defined, for any $p > 1$ from

$$\Gamma_B(x_i, x_j) = \delta_{ij} - x_i x_j, \quad \Delta(x_i) = -px_i.$$  

Indeed, for any integer $p > n - 1$, this operator is nothing else than the projection on the unit disk of the previous spherical operator on the sphere $S^p$. If one observes that

$$\Gamma_B(1 - \|x\|^2, x_i) = -2(1 - \|x\|^2)x_i,$$

comparing with equation (2.1), which gives for the density $\rho$ of the associated invariant measure $\Gamma(\log \rho, x_i) = (n + 1 - p)x_i$, one sees that this operator has invariant measure

$$C_{p,n}(1 - \|x\|^2)^{(p-n-1)/2}dx_1 \cdots dx_n$$
on the unit ball $B_n$.

Then, letting $p$ converging to $n - 1$, the measure concentrates on the uniform measure on the unit sphere $S^{n-1}$.

One may then consider the image measure through $(a_0, \cdots, a_{n-1})$ of this last operator, which is written as

$$\left\{ \begin{align*}
\Gamma_B(\log P(X), \log P(Y)) &= \frac{1}{Y - X} \left( \frac{P'(X)}{P(X)} - \frac{P'(Y)}{P(Y)} \right) - \left( n - X \frac{P'(X)}{P(X)} \right) \left( n - Y \frac{P'(Y)}{P(Y)} \right), \\
\Delta_B(\gamma(X)) &= -n(p + n - 1)P(X) + (p + 2(n - 1))XP'(X) - X^2P''(X).
\end{align*} \right.$$ 

Its reversible measure is then, up to some scaling factor

$$\Pi_B D(a_0, \cdots, a_{n-1})^{-1/2}(1 + 2a_{n-2} - a_{n-1}^2)^{(n-p-1)/2}da_0 \cdots da_{n-1},$$

which concentrates on the set $1 + 2a_{n-2} - a_{n-1}^2 = 0$ when $p \to n - 1$.

### 6 Symmetric operators on the spectrum of real symmetric matrices

The space of symmetric real matrices is an Euclidean space with the norm $\|M\|^2 = \text{trace}(M^2)$. The spectrum of such matrices is real and we want to describe the action of the Euclidean
and spherical Laplacians and the Ornstein-Uhlenbeck on the spectrum of the matrix. For the moment, we only deal with the Euclidean Laplacian.

For this, we use first start with the description of the Euclidean Laplace operator on the entries $M_{ij}$ of the matrix. One has

$$\Gamma_{E,R}(M_{ij}, M_{kl}) = \frac{1}{2} (\delta_{ik}\delta_{jl} + \delta_{il}\delta_{jk}), \quad L_{E,R}(M_{ij}) = 0.$$  

This formula just captures the fact that the entries of the matrix are independent Brownian motions, subject to the restriction that the matrix is symmetric. More precisely, it encodes by itself the fact the associated process lives in the space of symmetric matrices. Since we shall use this kind of argument in many places, it is worth to explain why in this simple case. In terms of the stochastic process $(X_t)$ associated with $L_{E,R}$, which lives a priori in the space of matrices, and for the functions $h_{ij}(x) = M_{ij} - M_{ji}$, it is not hard to see that $L_{E,R}(h_{ij}) = 0$ and $\Gamma(h_{ij}, h_{ij}) = 0$. Therefore, for the associated Brownian motion $(X_t)$, and any smooth function $f$, $L_{E,R}(f(h_{ij})) = 0$ and, provided $f(h_{ij})$ and $L_{E,R}(f(h_{ij}))$ are bounded, $\mathbb{E}(f(h_{ij}(X_t))/X_0 = x) = f(h_{ij})(x)$. This shows that $h_{ij}(X_t)$ remains constant (almost surely). Then, if the process starts from a symmetric matrix, it stays forever in the space of symmetric matrices (we shall not need this fact for what follows).

We start with the following elementary lemma, which will be in full use through the rest of the paper

**Lemma 6.1.** Let $M = (M_{ij})$ be a matrix and $M^{-1}$ be its inverse, defined on the set \{det$M$\} $\neq 0$. Then

1. $\partial_{M_{ij}} \log \text{det} M = M^{-1}_{ji}$,
2. $\partial_{M_{ij}} \partial_{M_{kl}} \log \text{det} M = -M^{-1}_{jk}M^{-1}_{li}$.

**Proof.** We first start with

$$\partial_{M_{ij}} M^{-1}_{kl} = -M^{-1}_{ik}M^{-1}_{ij}. \quad (6.6)$$

To see this, consider the formula $\sum_k M^{-1}_{ik} M_{kj} = \delta_{ip}$, that we derive with respect to $M_{pq}$, leading to

$$\sum_k (\partial_{M_{pq}} M^{-1}_{ik}) M_{kj} + M^{-1}_{ik} \delta_{kp} \delta_{jq} = 0.$$  

Fixing $p$ and $q$, if $DM$ denotes the matrix $\partial_{M_{pq}} M^{-1}$, one gets for every $p, q$ $(DM \times M)_{ij} + M^{-1}_{ij} \delta_{jq} = 0$, which we may now multiply from the right by $M^{-1}$ to get (6.6).

Now, we observe that $P_{ij} = \text{det}(M) M^{-1}$ is the comatrix, and therefore the $M_{ij}$ entry of this matrix is a polynomial in the entries of the matrix which does not depend on $M_{ij}$. One gets

$$(\partial_{M_{ij}} \text{det} M) M^{-1}_{ji} - \text{det}(M) M^{-1}_{ji} M^{-1}_{ji} = 0,$$

which is an identity between rational functions in the entries $M_{ij}$. Therefore, we may as well divide both terms by $M^{-1}_{ij}$ to obtain item 1. Item 2 follows immediately.

We are now in position to consider the action of the Laplace operator on the spectral measure of $M$. If we consider the characteristic polynomial $P(X) = \text{det}(M - X \text{Id})$, one has

**Proposition 6.2.** 1. $\Gamma_{E,R}(\log P(X), \log P(Y)) = \frac{1}{2X} \left( \frac{P'(X)}{P(X)} - \frac{P'(Y)}{P(Y)} \right)$

2. $L_{E,R} P(X) = -\frac{1}{2} P''$.

In other words, the diffusion associated to the spectrum of $M$ has the same operator carré du champ, and the invariant measure has a constant density with respect to the Lebesgue measure $\mathbb{I}_{D} da_0 \cdots da_{n-1}$.  
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Proof. — We start with the first formula. Fix $X$ and $Y$ and write $U = (M - X \text{Id})^{-1}$, $V = (M - Y \text{Id})^{-1}$. One has

$$\Gamma_{E,R}(\log P(X), \log P(Y)) = \sum_{ijkl} \partial_{M_{ij}} \log P(X) \partial_{M_{kl}} \log P(Y) \Gamma_{E,R}(M_{ij}, M_{kl}).$$

Since $P(X) = \det(M - X \text{Id})$, and from the value of $\Gamma_{E,R}(M_{ij}, M_{kl})$, this writes

$$\frac{1}{2} \sum_{ijkl} U_{ij} V_{lk} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) = \frac{1}{2} \sum_{ijkl} (U_{ij} V_{lj} + U_{ij} V_{ij}) = \text{trace}(UV).$$

But, if $x_i$ are the eigenvalues of $M$, then $P(X) = \prod_i (x_i - X)$, $P(Y) = \prod_i (x_i - Y)$, and

$$\text{trace}(UV) = \sum_i \frac{1}{(x_i - X)(x_i - Y)} = \frac{1}{X - Y} \sum_i \frac{1}{x_i - X} - \frac{1}{x_i - Y} = \frac{1}{Y - X} \left( \frac{P'(X)}{P(X)} - \frac{P'(Y)}{P(Y)} \right).$$

It remains to compute

$$L_{E,R}(\log P(X)) = \sum_{ij} \partial_{M_{ij}} \log P(X) L_{E,R}(M_{ij}) + \sum_{ijkl} \partial_{M_{ij}} \partial_{M_{kl}} \Gamma_{E,R}(M_{ij}, M_{kl}),$$

which writes

$$-\frac{1}{2} \sum_{ijkl} U_{ik} U_{lj} (\delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk}) = -\frac{1}{2} \left( \text{trace}(U^2) + (\text{trace}U)^2 \right).$$

Writing

$$\frac{L_{E,R}P(X)}{P(X)} = L_{E,R} \log P(X) + \Gamma_{E,R}(\log P(X), \log P(X)),$$

and noticing that

$$\text{trace}(U^2) = \frac{P'(X)^2}{P(X)^2} - \frac{P''(X)}{P(X)} = \Gamma_{E,R}(\log P(X), \log P(X)), \quad \text{trace}U = -\frac{P'(X)}{P(X)}$$

one gets the formula for $L_{E,R}P(X)$.

Comparing with Corollary 3.4, one sees that $L_{E,R}(P) = \frac{1}{2} \Gamma_{E,R}(P, \log \text{discr}(P))$. The last point then is just the observation that if $\rho$ is the reversible measure for the image of $L_{E,R}$, then $\rho$ has, up to a constant, density $\text{discr}(P)^{1/2}$ with respect to the Riemann measure, which is just $C \text{discr}(P)^{-1/2}$.

Remark 6.3. Moving back the measure to the Weyl chamber $\{\lambda_1 < \cdots < \lambda_n\}$, one sees that the density of the spectral measure with respect to $d\lambda_1 \cdots d\lambda_n$ is $C \text{discr}(P)^{1/2} = C \prod_i |\lambda_i - \lambda_j|$.

If one wants to extend the previous computation to the Gaussian or spherical case, one has to consider also the image of $D = \sum_{ij} M_{ij} \partial_{M_{ij}} = \frac{1}{4} \Gamma_{E,R}(\|M\|^2, \cdot)$ on the spectral function $P(X) = \det(M - X \text{Id})$. One gets, with $U(X) = (M - X \text{Id})^{-1}$,

$$D(\log P(X)) = \sum_{ij} M_{ij} \partial_{M_{ij}} P(X) = \sum_{ij} M_{ij} U(X)_{ji} = \text{trace}MU(X)$$

$$= \text{trace}(\text{Id} + XU(X)) = n - X \frac{P'}{P},$$
from which $D(P) = nP - XP'$. Therefore, if $P(X) = \sum a_i X^i$, $D(a_i X^i) = (n - i)a_i$. If one wants to consider also the action of the spherical Laplace operator, one needs also to consider $D^2(P)$. But $D^2(a_i X^i) = (n - i)^2 a_i$, from which

$$D^2(P) = n^2 P - (2n - 1)XP' + X^2 P'' ,$$

that is with $DP = (n\Id - X\partial_x)P, D^2(P) = (n\Id - X\partial_x)^2 P$, although there is no reason a priori for this last identity, since $DP$ is no longer the characteristic polynomial of the symmetric matrices. Observe that the action of $D$ on $P$ is similar that the one in the diagonal case. This is not surprising since setting $U = a_{n-1}^2 - 2a_{n-2} = \|M\|^2$, $D(F) = \frac{4}{2} \Gamma_{\mathbb{E},\mathbb{R},}(U, F)$, for any function $F$.

Then, one has for the spherical operator on symmetric matrices, $L_{\mathbb{E},\mathbb{R},} = L_{\mathbb{E},\mathbb{R},} - D^2 - (N - 2)D$, where $N = n(n + 1)/2$, from which

$$L_{\mathbb{E},\mathbb{R},}(P) = -\frac{1}{2} + X^2)P'' + \frac{(n + 6)(n - 1)}{2}XP' - \frac{n(n + 4)(n - 1)}{2}P,$$

and

$$\Gamma_{\mathbb{E},\mathbb{R},}(P(X), P(Y)) = \frac{1}{Y - X} \left( P'(X)P(Y) - P'(Y)P(X) \right) - \left( nP(X) - XP'(X) \right) \left( nP(Y) - XP'(Y) \right).$$

Remark 6.4. If we perform the same computation from the Gaussian measure $\gamma$ instead of the Lebesgue one (that is if we start from an Ornstein-Uhlenbeck process instead of the Brownian motion on matrices), we end up with $L_{\mathbb{GU},\mathbb{R},}(F) = -\frac{1}{2}P'' + XP' - nP$.

Now, if we consider now the mean value polynomial, that is $Q = \langle P \rangle = \int Q d\gamma$, one gets $Q'' - 2XQ' = -2nQ$. From which we see that, up to some constant, $Q(X/\sqrt{2})$ is an Hermite polynomial.

On the other hand, the same computation for the spherical case leads to

$$\left( \frac{1}{2} + X^2 \right)Q'' - \frac{(n + 6)(n - 1)}{2}XQ' = -\frac{n(n + 4)(n - 1)}{2}Q.$$

In the same way that Hermite polynomials are the orthogonal polynomial family associated with Gaussian measure, one would expect some connection between those polynomials $Q$ and the one-dimensional projection of the uniform measure on a sphere (in some dimension), i.e. Jacobi polynomials, but it does not seem to be the case.

7 Symmetric operators on the spectrum of Hermitian and quaternionic matrices

7.1 Hermitian matrices

In this section, we extend the previous computations to Hermitian matrices. We mainly consider an Hermitian matrix on $\mathbb{C}^n$ as a real symmetric matrix on $\mathbb{R}^{2n}$. Indeed, considering a vector $Z = S + iT$ in $\mathbb{C}^n$, where $S$ and $T$ are the real and imaginary part of $Z$, an Hermitian matrix $H$ may be seen as $M + iA$, where $M$ is an $n \times n$ real symmetric and $A$ is $n \times n$ real antisymmetric matrix. Then, writing $H$ as a bloc matrix, we have $H = \begin{pmatrix} M & A \\ -A & M \end{pmatrix}$, which is a real symmetric matrix with special structure. Indeed, any real eigenspace for this matrix is at least 2 dimensional (and is exactly 2-dimensional in the generic case), since if $Z = (S, T)$ is an eigenvector, so is $(-T, S)$, which corresponds to the eigenvector $iZ$.

Moreover, the determinant $P(X)$ of $H - X\Id$ may be written as $Q(X)^2$, where $Q(X)$ is a polynomial whose coefficients are polynomials in the entries of $M$ and $A$ (actually, $Q(X)$
is the Pfaffian of the anti-symmetric $2n \times 2n$ matrix $\begin{pmatrix} A & M-X\text{Id} \\ -M+X\text{Id} & A \end{pmatrix}$. Therefore, if we consider the entries of $M$ and $A$ uniformly distributed under the Lebesgue measure, as we did for real symmetric ones, the spectrum of the matrix $H$ is certainly not absolutely continuous with respect to the Lebesgue measure, and we are more interested indeed in the law of the roots of $Q$ than in the law of the roots of $P$. 

As before, we look at the Euclidean Laplace operator $L_{E,\mathbb{C}}$ acting on $H = M + iA$, with $M = (M_{ij})$ and $A = (A_{ij})$ and we encode the symmetries via the following formulae

$$
\begin{align*}
L_{E,\mathbb{C}}(M_{ij}) &= L_{E,\mathbb{C}}(A_{ij}) = 0 \\
\Gamma_{E,\mathbb{C}}(M_{ij}, M_{kl}) &= \frac{1}{2}(\delta_{ij}\delta_{kl} + \delta_{ik}\delta_{jl}) \\
\Gamma_{E,\mathbb{C}}(A_{ij}, A_{kl}) &= \frac{1}{2}(\delta_{ij}\delta_{kl} - \delta_{ik}\delta_{jl}) \\
\Gamma_{E,\mathbb{C}}(M_{ij}, A_{kl}) &= 0
\end{align*}
$$

It is worth to observe that any power (and therefore the inverse when it exists) of an Hermitian matrix is again an Hermitian matrix, and one may perform the same computation as before on $P(x) = \det(H - X\text{Id})$ (still considered as a $2n \times 2n$ matrix as before). 

We obtain, with again $U(X) = (H - X\text{Id})^{-1}$,

**Proposition 7.1.**

$$
\Gamma_{E,\mathbb{C}}(\log P(X), \log P(Y)) = 2\text{trace}(U(X)U(Y)) = \frac{2}{Y-X} \left( \frac{P'(X)}{P(X)} - \frac{P'(Y)}{P(Y)} \right)
$$

$$
L_{E,\mathbb{C}}(P(X)) = \frac{3}{2} \left( \frac{P'(X)}{P(X)} \right)^2 - 2P''(X).
$$

We do not give the details of the proof here since we shall give a more general result in the setting of Clifford algebras, for which this is just the simplest example. 

But is is worth to observe the following. Since $P(X) = \sum_i X^i a_i$, $L_{E,\mathbb{C}}(P(X)) = \sum_i X^i L_{E,\mathbb{C}}(a_i)$. Therefore, this last quantity has to be a polynomial, and then $\frac{P'(X)^2}{P(X)}$ is a polynomial in $X$. This implies in particular that all the roots of $P$ have multiplicities at least 2, since every root of $P$ is also a root of $P'$. In particular, the image measure of the Lebesgue measure is not absolutely continuous with respect to $d\mu_0$.

Observe furthermore that if we set $P = P_1^2$, then one gets from the change of variable formula

$$
\Gamma_{E,\mathbb{C}}(\log P_1(X), \log P_1(Y)) = \frac{1}{Y-X} \left( \frac{P_1'(X)}{P_1(X)} - \frac{P_1'(Y)}{P_1(Y)} \right), \quad L_{E,\mathbb{C}}(P_1) = -P_1'' \quad (7.7)
$$

In particular, moving back to the Weyl chamber $\{\lambda_1 < \cdots < \lambda_n\}$, the invariant measure is, up to a constant, $\prod_{i<j}(\lambda_i - \lambda_j)^2 d\lambda_1 \cdots d\lambda_n$.

Are we able to deduce directly from the form of the generator that indeed $P(X)$ has almost surely double roots? We shall see that it is indeed the case. It may be seen at this level as a purely formal argument, since we know in advance that in this Hermitian case the roots are double. But later we shall face similar situations, where we do not know in advance the multiplicity of the roots, and we want to be able to deduce them from the generator. More precisely, we shall see that if a generator of the form given in Proposition 7.1 maps polynomials into polynomials, then those polynomials must have roots with multiplicity 2. This relies on Lemma 7.2 and Proposition 7.3.

From the form of the operator, one already sees that there are some algebraic relations between the coefficients $a_i$ of the polynomial $P$. The following Lemma 7.2 is quite formal, and allows to devise from the form of the operator the multiplicity of the roots of $P$. Then, Proposition 7.3 provides a proof that the multiplicity of the roots are indeed what is expected.
Lemma 7.2. Suppose that a diffusion operator $L$ on some set of analytic functions $P(X) = \sum_i a_i X_i$ in the variable $X$ satisfies, for some constants $\alpha, \beta, \gamma$,

$$L(P) = \alpha P'' + \beta \frac{P''}{P}, \quad \Gamma(\log P(X), \log P(Y)) = \frac{\gamma}{Y - X} \left( \frac{P'(X)}{P(X)} - \frac{P'(Y)}{P(Y)} \right). \quad (7.8)$$

Let $a \in \mathbb{R}$, $a \neq 0$, and set $P = P_1^a$. Then

$$\Gamma(\log P_1(X), \log P_1(Y)) = \frac{\gamma/a}{Y - X} \left( \frac{P_1'(X)}{P_1(X)} - \frac{P_1'(Y)}{P_1(Y)} \right)$$

and

$$LP_1 = (\alpha + \gamma a - 1)P_1'' + (a(\alpha + \beta) + \gamma \left( 1 - a \right) - \alpha) \frac{P_1''}{P_1}.$$ 

In particular, if $a$ satisfies

$$a^2(\alpha + \beta) - a(\alpha + \gamma) + \gamma = 0, \quad (7.9)$$

then,

$$L(P_1) = a(\alpha + \beta)P_1''.$$

Therefore, one may expect that, whenever $L$ maps polynomials into polynomials, and precisely for those values of $a$ solutions of equation $(7.9)$, the roots of $P$ have multiplicity $a$.

Proof. — The formula for $\Gamma(\log P_1(X), \log P_1(Y))$ is immediate. The formula for $L(P)$ follows easily from the remark that

$$\frac{LP}{P} = a \partial_X^2 \log P + (\alpha + \beta) (\partial_X \log P)^2, \quad \Gamma(\log P, \log P) = -\gamma \partial_X^2 \log P.$$

Then,

$$\frac{aLP_1}{P_1} = \frac{LP}{P} + \frac{1 - a}{a} \Gamma(\log P_1, \log P),$$

and this gives

$$\frac{LP_1}{P_1} = (\alpha + \gamma a - 1) \frac{P_1''}{P_1} + (a(\alpha + \beta) + \gamma 1 - a - \alpha) \frac{P_1''}{P_1}.$$ 



In the next proposition 7.3, we consider polynomials $P(X)$ with coefficients $a_i$ which are polynomials in some variables $(x_i)$ (in our case the entries of a matrix). Then, when writing $P(X) = \prod (X - \lambda_i)^{\alpha_i}$, with $\lambda_1 < \lambda_2 < \cdots < \lambda_k$, the multiplicities $\alpha_i$ may only change on some algebraic surface in the set of coefficients $(x_i)$. Those algebraic surfaces having Lebesgue measure 0, and our operators $L$ being local, we may as well (up to some localization procedure and outside a set of Lebesgue measure 0) consider them as constants.

Proposition 7.3. Let $L$ be a diffusion operator acting on a set of degree $d$ monic polynomials, with values in the set of degree $d$ polynomials, and satisfying equation $(7.8)$. Then, every root of $P$ has multiplicity $\alpha_1$ or $\alpha_2$, where $\alpha_i$, $i = 1, 2$ are the roots of equation $(7.9)$.

In particular, equation $(7.8)$ may only hold for polynomials whenever equation $(7.9)$ has at least one integer solution.

In practise, equation $(7.9)$ will have only one integer positive root, which will allow us to identify the multiplicity without any ambiguity. Moreover, in this situation, we may set $P = P_1^a$, where $P_1$ is a polynomial, and Lemma 7.2 applies within the set of polynomials.
Proof. — Let us consider $\lambda_1 < \lambda_1 \cdots < \lambda_k$ the different roots of $P(X)$, and set

$$P(X) = \prod_{i=1}^{k} (X - \lambda_i)^{\alpha_i},$$

where $\alpha_i \geq 1$. Then

$$\Gamma(\log P(X), \log P(Y)) = \sum_{ij} \frac{\alpha_i \alpha_j}{(X - \lambda_i)(Y - \lambda_j)} \Gamma(\lambda_i, \lambda_j).$$

On the other hand, we know from Lemma 7.2 that

$$\Gamma(\log P(X), \log P(Y)) = \frac{\gamma}{Y - X} \left( \frac{P''(X)}{P(X)} - \frac{P''(Y)}{P(Y)} \right),$$

which translates into

$$\Gamma(\log P(X), \log P(Y)) = \frac{\gamma}{Y - X} \sum_i \frac{\alpha_i}{X - \lambda_i} - \frac{\alpha_i}{Y - \lambda_i}.$$

Identifying both expressions leads to

$$\Gamma(\lambda_i, \lambda_j) = \frac{\delta_{ij}}{\alpha_i}.$$

Also, on the one hand,

$$L(\log P) = \sum_i \frac{\alpha_i}{X - \lambda_i} L\lambda_i - \sum_i \frac{\alpha_i}{(X - \lambda_i)^2} \Gamma(\lambda_i, \lambda_i),$$

and on the other, from (7.8)

$$L(\log P) = \frac{LP}{P} - \Gamma(\log P, \log P)$$
$$= (\alpha + \gamma) \frac{\partial^2}{\partial X^2} \log P + (\alpha + \beta)(\partial X \log P)^2$$
$$= -(\alpha + \gamma) \sum_i \frac{\alpha_i}{(X - \lambda_i)^2} + (\beta + \alpha)(\sum_i \frac{\alpha_i}{X - \lambda_i})^2.$$

Identifying the terms in $(X - \lambda_i)^{-2}$ leads to

$$\alpha_i^2 (\beta + \alpha) - (\alpha + \gamma) \alpha_i + \gamma = 0.$$

In particular, applying Lemma 7.2 in the case of Hermitian matrices leads, with $\alpha = -2, \beta = 3/2$ and $\gamma = 2$ to $\alpha_i = 2$, and then, setting $P = P_1^2$, to (7.7) for $L_{E,C}(P_1)$ and $\Gamma_{E,C}(\log P_1(X), \log P_1(Y))$. This in turns shows that every root of $P$ has multiplicity 2, and therefore that $P$, up to some sign may be written $P_1^2$, where $P_1$ is a polynomial for which (7.7) holds. As a consequence, the image measure for the roots of $P_1$ has density $\text{discr}(P_1)$ with respect to $d\mu_0$.

Remark 7.4. It is worth to observe that if $P$ is a monic polynomial whose coefficients are polynomials in some variables $(x_1, \cdots, x_n)$, and if $P = P_1^n$, where $P_1$ is a polynomial, then $P_1$ is monic and the coefficients of $P_1$ are again polynomials in the variables $(x_1, \cdots, x_n)$. In the case of Hermitian matrices, this shows in particular that the determinant of a matrix of the form

$$\begin{pmatrix} M & A \\ -A & M \end{pmatrix},$$

where $M$ is symmetric and $A$ is antisymmetric may be written as $Q^2$, where $Q$ is a polynomial in the entries of $M$ and $A$ (indeed, it is nothing else up to a sign than the Pfaffian of $\begin{pmatrix} A & M \\ -M & A \end{pmatrix}$, but it is worth deriving it by pure probabilistic arguments).
7.2 Quaternionic matrices

Here, we are given $M, A^1, A^2, A^3$ where $M$ is symmetric and $A^i$ are antisymmetric.

The associated real symmetric matrix is then

$$
\mathcal{M} = \begin{pmatrix}
M & A^1 & A^2 & A^3 \\
-A^1 & M & -A^2 & A^3 \\
-A^2 & A^3 & M & -A^1 \\
-A^3 & -A^2 & A^1 & M
\end{pmatrix}
$$

The eigenspaces are 4-dimensional and the determinant of such a matrix may be written $Q^4$, where $Q$ is a polynomial in the entries of the various matrices.

A real $4n \times 4n$ matrix $\mathcal{M}$ having this structure will be called a $\mathcal{H}$-symmetric matrix. It is quite immediate that if $\mathcal{M}$ is $\mathcal{H}$-symmetric, such is $\mathcal{M}^k$ for any $k \in \mathbb{N}$, and also such is $\mathcal{M}^{-1}$ on the set where $\mathcal{M}$ is invertible.

On the entries of $M_{ij}$ and $A^k_{ij}$, we shall impose the metric coming from the euclidean metric on $\mathcal{M}$. This gives

$$
\begin{align*}
\Gamma_{\mathcal{E},\mathcal{H}}(M_{ij}, M_{kl}) &= \frac{1}{2}(\delta_{ij}\delta_{kl} + \delta_{ik}\delta_{jl}) \\
\Gamma_{\mathcal{E},\mathcal{H}}(A^p_{ij}, A^q_{kl}) &= \frac{\delta_{pq}}{2}(\delta_{ij}\delta_{kl} - \delta_{ik}\delta_{jl}) \\
\Gamma_{\mathcal{E},\mathcal{H}}(M_{ij}, A^p_{kl}) &= 0
\end{align*}
$$

We also impose

$$
L_{\mathcal{E},\mathcal{H}}M_{ij} = L_{\mathcal{E},\mathcal{H}}A^p_{ij} = 0.
$$

Setting $U(X) = (\mathcal{M} - X\text{Id})^{-1}$, $P(X) = \det(\mathcal{M} - X\text{Id})$, one has

$$
\Gamma_{\mathcal{E},\mathcal{H}}(P(X), P(Y)) = \frac{4}{Y - X} \left( P'(X)P(Y) - P'(Y)P(X) \right),
$$

$$
\frac{L_{\mathcal{E},\mathcal{H}}(P)}{P} = \frac{\Gamma_{\mathcal{E},\mathcal{H}}(P, P)}{P^2} + \text{trace}(U(X)^2) - \frac{1}{2}(\text{trace}U(X))^2.
$$

And in the end

$$
L_{\mathcal{E},\mathcal{H}}P = \frac{9}{2} \frac{P'^2}{P} - 5P''.
$$

Looking for which $a$, one has $P = P^n_1$, equation (7.9) on $a$ leads to $a^2 - 2a - 8 = 0$, for which the unique positive solution is $a = 4$, leading to

$$
L_{\mathcal{E},\mathcal{H}}P_1 = -2P''_1, \quad \Gamma_{\mathcal{E},\mathcal{H}}(\log P_1(X), \log P_1(Y)) = \frac{1}{Y - X} \left( \frac{P'_1(X)}{P_1(X)} - \frac{P'_1(Y)}{P_1(Y)} \right),
$$

and Proposition 7.3 shows that all the roots of $P$ have multiplicity 4, and that $P_1$ is indeed a polynomial.

In the end, one obtains that the reversible measure for the image operator has density $\text{discr}(P)^2$ with respect to the Riemann measure, or in other terms $\text{discr}(P)^{3/2}$ with respect to the measure $da_0 \cdots da_n - 1$. Back to the Weyl chamber $\{ \lambda_1 < \lambda_n \}$, the invariant measure has density $\prod_{i<j}(\lambda_i - \lambda_i)^4$ with respect to the Lebesgue measure.

8 Symmetric matrices on general Clifford algebras

There are many natural algebras with dimension $2^p$. Among them, let us mention exterior algebras, Cayley-Dickson algebras and Clifford algebras. Since $2^p$ is the cardinal of $\mathcal{P}(\{1, \cdots, p\})$, it is natural to look for a basis $\omega_A$ for such algebras, where $A \subset E$, and
$|E| = n$. If we denote by $A \cdot B$ the symmetric difference $A \cup B \setminus (A \cap B)$, in those three cases one has $\omega_A \omega_B = (A|B)\omega_{A,B}$, where $(A|B)$ takes values in $\{-1, 0, 1\}$.

We define general Clifford algebras are the ones where the algebra is associative and $(A|B) \in \{-1, 1\}$. We shall impose $\omega_1$ to be the unitary element of the algebra. The associativity imposes that, for any triple $(A, B, C)$ of elements of $\mathcal{P}(E)$, one has

$$(A|\emptyset) = (\emptyset|A) = 1, \ (A|B-C)(B|C) = (A|B)(A|B-C).$$

It is worth to reduce to the case $E = \{1, \cdots, p\}$ (that is to decide that $E$ is an ordered set), such that up to a change of sign in $\omega_A$, one may always suppose that $\omega_A = \omega_{i_1} \cdots \omega_{i_k}$ when $A = (i_1, \cdots, i_k)$. Therefore, one sees that all the multiplication rules are just given by $e_i e_j = \pm e_j e_i$ and $e_i^2 = \pm e_i$. In which case, we are reduced to $(i|j) = 1$ if $i < j$ and $(A|B) = \prod_{i \in A, j \in B} (i|j)$, from which we get

$$(A\cdot B|C) = (A|C)(B|C), \ (A|B-C) = (A|B)(A|C).$$

The general Clifford algebra is then just determined by the choice of the various signs in $(i|j)(j|i)$ for $i < j$ and $(i|i)$. But many such different choices may give rise to isomorphic algebras : for example, given any Clifford algebra and any choice $(A_1, \cdots, A_p)$ which generates $\mathcal{P}(E)$ by symmetric difference would produce a Clifford algebra isomorphic to the starting one with signs $(A_i|A_j)$ instead of $(i|j)$ (think for example of $A_i = \{1, \cdots, i\}$).

The Clifford algebra $\mathcal{C}(E)$ is then $\{\sum_{A \in \mathcal{P}(E)} x_A \omega_A, x_A \in \mathbb{R}\}$ that we endow with the standard Euclidean metric in $\mathbb{R}^{2^n}$ (that is $(\omega_A, A \in \mathcal{P}(E))$ form an orthonormal basis).

Now, we consider on $\mathbb{R}^n \otimes \mathcal{C}(E)$ matrices $\sum_A M^A \omega_A$, where $M^A$ are $n \times n$ matrices, acting on $\mathbb{R}^n \otimes \mathcal{C}(E)$ by

$$\left(\sum_A M^A \omega_A\right) \left(\sum_B X^B \omega_B\right) = \sum_{A,B} M^A X^B (A|B) \omega_{A,B} = \sum_{A,B} (A\cdot B|C) M^{A\cdot B} X^B \omega_A,$$

and we end up with bloc matrices $(M^A_{ij})$, where $M^{A,B} = (A\cdot B|B)M^{A,B}$. Indeed, what we did is to associate to a matrix $M$ with coefficient in the algebra $\mathcal{C}(E)$ a matrix $\phi(M)$ with real coefficients, in a linear injective way. It turns out that, thanks to the associativity of the the algebra $\mathcal{C}(E)$, this is an algebra homomorphism, that is $\phi(MN) = \phi(M)\phi(N)$.

Endowing $\mathbb{R}^n \otimes \mathcal{C}(E)$ with the associated Euclidean metric, we may therefore look at those matrices $\phi(M)$ which are symmetric, one sees that the requirement is that $(M^A)^t = (A|A)M^A$, and then the associated bloc matrix is $M = ((A\cdot B|B)M^{A,B})$. We shall call those symmetric matrices $\mathcal{C}(E)$-symmetric matrices.

We now chose the Euclidean metric on those $\mathcal{C}(E)$-symmetric matrices, and look at the associated Laplace operator. One then sets

$$\Gamma_{z,\mathcal{C}}(M^A_{ij}, M^B_{kl}) = \frac{1}{2} M_{A,B}(\delta_{ik}\delta_{jl} + (A|A)\delta_{il}\delta_{jk}), L(M^A_{ij}) = 0. \quad (8.10)$$

Going to the associated stochastic processes, these formulae just say that the various entries of the matrices are independent Brownian motions, subject to the restrictions that the matrices must satisfy the symmetry relations that we have just which are imposed by the algebra structure of $\mathcal{C}(E)$.

The aim is now to compute when possible the image of this Laplace operator on the spectrum of $M$. We shall see that is strongly depends on the sign structure of the algebra $\mathcal{C}(E)$. In the next Section, we shall reduce our analysis to standard Clifford algebras, that is when $(i|i) = (i|j)(j|i) = -1$, for any $(i, j) \in E^2$. But is is worth to describe first the computations in the general case. Indeed, as mentioned before, since many different sign structures lead to isomorphic algebras, the various quantities which will appear in the computations will to be invariant under those isomorphisms, and it is worth to identify them.
Proposition 8.1. Let $P(X) = \det(M - X\operatorname{Id})$ and $U(X) = (M - X\operatorname{Id})^{-1}$. Then

$$\Gamma_{\mathcal{C}, \mathcal{C}}(P(X), P(Y)) = \frac{2^p}{Y - X} \left( P'(X)P(Y) - P'(Y)P(X) \right),$$

and

$$\frac{L_{\mathcal{C}, \mathcal{C}}(P)}{P} = \Gamma_{\mathcal{C}, \mathcal{C}}(\log P) - \frac{1}{2} \sum_{A \in \mathcal{E}} (A|A) \operatorname{trace} (U(X)^2) - 2^{p-1} \sum_C (C|C) \operatorname{trace} (U(X)^C)^2,$$

where

$$H(C) = \sum_{A \in \mathcal{E}} (A|C)(C|A).$$

Moreover,

$$\operatorname{trace} (U(X)^2) = \frac{P^2}{P^2} - \frac{P^p}{P}.$$

Proof. — Let us start with the formula for $\Gamma$. If $U(X) = (U(X)^{A,B})$, where $U(X)^{A,B} = (A-B|[B]U(X)^{A,B})$, one has, using the change of variable formula and equation (1),

$$\Gamma_{\mathcal{C}, \mathcal{C}}(\log P(X), \log P(Y)) = \sum_{A,B,C,D,i,j,k,l} U(X)^{B,A}_{ji} U(Y)^{D,C}_{lk} \Gamma_{\mathcal{C}, \mathcal{C}}(\mathcal{M}^{A,B}_{ij}, \mathcal{M}^{C,D}_{kl}).$$

Now, since $\mathcal{M}^{A,B} = (A-B|[B]M^{A,B}$ and $\mathcal{M}^{C,D} = (C-D|D)M^{C,D}$, and from (8.10), one gets

$$\Gamma_{\mathcal{C}, \mathcal{C}}(\mathcal{M}^{A,B}_{ij}, \mathcal{M}^{C,D}_{kl}) = I_{(A-B|C-D=\emptyset)} (A-B|[B]D) \frac{1}{2} (\delta_{ik} \delta_{jl} + (A-B|A-B) \delta_{il} \delta_{jk}).$$

On the other hand

$$\operatorname{trace} U(X)U(Y) = \sum_{A,B,i,j} U(X)^{A,B}_{ij} U(Y)^{B,A}_{ji} = \sum_{A,B} (A-B|A-B) \operatorname{trace} U(X)^{A,B} U(Y)^{A,B}.$$

From this, we get

$$\Gamma_{\mathcal{C}}(\log P(X), \log P(Y)) = \sum_{A,B,C,D=\emptyset} (A-B|A-B) \operatorname{trace} \left( U(X)^{A,B} U(Y)^{A,B} \right)$$

$$= 2^p \sum_{A,B} (A-B|A-B) \operatorname{trace} \left( U(X)^{A,B} U(Y)^{A,B} \right)$$

$$= 2^p \operatorname{trace} U(X)U(Y).$$
If we denote by \( \lambda_i \) the eigenvalues of \( \mathcal{M} \), then
\[
\text{trace } U(X)U(Y) = \sum_i \frac{1}{(\lambda_i - X)(\lambda_i - Y)} = \frac{1}{Y - X} \sum_i \frac{1}{\lambda_i - Y} - \frac{1}{\lambda_i - X}.
\]

For the formula for \( L_{\mathbb{C},\mathcal{C}}(P) \), we start with
\[
L_{\mathbb{C},\mathcal{C}}(\log P) = \sum_{A,B,i,j} U(X)_{ji}^{B,A} L M_{ij}^{A,B} - \sum_{A,B,C,D,i,j,k,l} U(X)_{jk}^{B,C} U(X)_{ij}^{D,A} \Gamma(\mathcal{M}^{A,B}_i, \mathcal{M}^{C,D}_k)
\]
\[
= -\frac{1}{2} \sum_{A,B,C,D} E(A, B, C, D) U(X)_{jk}^{B,C} U(X)_{ij}^{A,D} (\delta_i \delta_j + (A \cdot B) \delta_i \delta_j),
\]
where
\[
E(A, B, C, D) = \mathbb{1}_{A \cdot B \cdot C \cdot D = \emptyset} (B \cdot C | A \cdot D) (A \cdot B | D) (C \cdot D | A) = \mathbb{1}_{A \cdot B \cdot C \cdot D = \emptyset} (A \cdot B | A \cdot C)
\]
We obtain in the end
\[
L_{\mathbb{C},\mathcal{C}}(\log P) = -\frac{1}{2} \left[ \sum_{A,B,C} (A \cdot C | A \cdot C) (B \cdot C | B \cdot C) \text{trace } (U(X)^{B,C})^2
\]
\[
+ (B \cdot C | A \cdot C) (A \cdot B | B \cdot C) (\text{trace } U(X)^{B,C})^2 \right]
\]
\[
= -\frac{1}{2} \left( \sum_A (A | A) \right) \text{trace } (U(X)^{2}) - 2^{p-1} \sum_C (C | C) H(C) \text{(trace } U(X)^{C})^2.
\]

If we are interested in images of the Gaussian measure, we consider the Ornstein-Uhlenbeck operator
\[
L_{\mathbb{DU},\mathcal{C}}(P) = L_{\mathbb{C},\mathcal{C}}(P) - D(P)
\]
where
\[
D = \frac{1}{2} \Gamma(||M||^2, .)
\]
and
\[
||M||^2 = \sum_{i,j,A,B} (M_{i,j}^{A,B})^2.
\]
If one is interested in images of the uniform measure on the unit sphere, we consider instead the spherical operator
\[
L_{\mathcal{S},\mathcal{C}}(P) = L_{\mathbb{C},\mathcal{C}}(P) - D^2(P) - (N - 2) D(P),
\]
where \( N \) is the dimension on the Euclidean space in which the sphere is embedded, that is
\[
N = \frac{n 2^p (n 2^p + 1)}{2}.
\]
Observing their action on the characteristic polynomial, we have
\[
D(\log P) = \frac{1}{2} \sum_{i,j,k,l,A,B,C,D} 2 M_{i,j}^{A,B} \partial_{M_{i,j}^{C,D}} (\log P) \Gamma(\mathcal{M}^{A,B}_i, \mathcal{M}^{C,D}_k)
\]
\[
= \frac{1}{2} \sum_{i,j,A,B,C,D = \emptyset} M_{i,j}^{A,B} (A \cdot B | B \cdot D) (U(X)^{D,C}_j) + (A \cdot B | A \cdot B) U(X)^{D,C}_i
\]
\[
= \sum_{A,B,C,D = \emptyset} (A \cdot B | A \cdot B) \text{trace } (M^{A,B} U(X)^A B) = 2^p \text{trace } (MU(X)) = 2^p (n 2^p - X^P_P).
\]
Hence

$$D(P) = 2^p(n2^p P - XP')$$  \hspace{1cm} (8.12)$$

The carré du champ operator is the same for the Ornstein-Uhlenbeck operator than for the Laplace operator, whereas for the sphere, the carré du champ operator acting on the characteristic polynomial $P$ becomes

$$\Gamma_{3,Cl}(P(X), P(Y)) = \frac{2^p}{Y - X} \left( P'(X)P(Y) - P'(Y)P(X) \right) - 2^{2p} \left( n2^p P(X) - XP'(X) \right)(n2^p P(Y) - XP'(Y))$$

From Proposition 8.1, one sees that the final expression depends on some specific factors for $Cl(E)$ : the value of $\sum_A (A|A)$ and, for various $C \subset E$, the value of $H(C) = \sum_A (A|C)(C|A)$. We shall therefore restrict our attention to standard Clifford algebras, for which those computations may be explicitly done through some basic combinatorial arguments.

9 Symmetric matrices on standard Clifford algebras

Recall that for standard Clifford algebras, and with $E = \{1, \cdots , n\}$, one has, for any pair $(i,j) \in E^2$, $(i|j) = \mathbb{1}_{i<j} - \mathbb{1}_{i\geq j}$.

From $(A|B) = \prod_{i \in A,j \in B}(i|j)$, this immediately leads to

$$(A|A) = (-1)^{|A|(|A|+1)/2}, \quad (A|B)(B|A) = (-1)^{|A||B|+|A\cap B|}.$$ \hspace{1cm} (9.13)$$

Notice also that for any $i \in E = \{1, \cdots , p\}, (i|E) = (-1)^i$.

**Proposition 9.1.** In a standard Clifford algebra with $|E| = p$, one has

$$\sum_A (A|A) = \begin{cases} 
2^{2m}(-1)^m & \text{if } p = 4m \\
0 & \text{if } p = 4m + 1 \\
2^{2m+1}(-1)^{m+1} & \text{if } p = 4m + 2 \\
2^{2m+2}(-1)^{m+1} & \text{if } p = 4m + 3 
\end{cases}$$

**Proof.** — From (9.13), one has

$$\sum_A (A|A) = \sum_k \begin{pmatrix} p \\ k \end{pmatrix} (-1)^{(k+1)/2} = \sum_k \begin{pmatrix} p \\ 2k \end{pmatrix} (-1)^k = \sum_k \begin{pmatrix} p \\ 2k+1 \end{pmatrix} (-1)^k.$$ 

Comparing with

$$(1 + i)^p = \sum_k \begin{pmatrix} 2k \\ p \end{pmatrix} (-1)^k + i \sum_k \begin{pmatrix} 2k+1 \\ p \end{pmatrix} (-1)^k,$$

we see that $\sum_k \begin{pmatrix} 2k \\ p \end{pmatrix} (-1)^k$ is the real part of $(1 + i)^p$, while $\sum_k \begin{pmatrix} 2k+1 \\ p \end{pmatrix} (-1)^k$ is its imaginary part. But $1 + i = \sqrt{2}e^{\pi i/4}$, and therefore, for $p = 4m$, $(1 + i)^p = 2^{2m}(-1)^m$, for $p = 4m + 1$, $(1 + i)^p = (1 + i)2^{2m}(-1)^m$, for $p = 4m + 2$, $(1 + i)^p = i2^{2m+1}(-1)^m$ and for $p = 4m + 3$, $(1 + i)^p = (1 + i)2^{2m}(-1)^m$. It remains to collect the various cases. ⊙

The following will also be useful

**Proposition 9.2.** For a standard Clifford algebra $Cl(E)$, and for $B, C \subset E$, let

$$\begin{cases} 
S^c(B, C) = \sum_{A \subset C, |A| = 2^k} (A|B)(B|A), & S^c(B, \emptyset) = 1 \\
S^o(B, C) = \sum_{A \subset C, |A| = 2^k+1} (A|B)(B|A), & S^o(B, \emptyset) = 0 
\end{cases}$$
Then,

\[
\begin{align*}
S^e(B, C) &= S^e(B \cap C, C), \\
S^o(B, C) &= (-1)^{|B \cap C^e|} S^o(B \cap C, C).
\end{align*}
\]

and, for \(B \subset C\)

\[
\begin{align*}
S^e(B, C) &= S^o(B, C) = 0, & B \neq \emptyset, B \neq C \\
S^e(\emptyset, C) &= S^o(\emptyset, C) = 2^{|C|-1}, & C \neq \emptyset \\
S^e(\emptyset, \emptyset) &= 1, S^o(\emptyset, \emptyset) = 0, \\
S^e(B, \emptyset) &= -S^o(B, \emptyset) = 2^{|B|-1}, & |B| = 2k, B \neq \emptyset \\
S^e(B, B) &= S^o(B, B) = 2^{|B|-1}, & |B| = 2k + 1.
\end{align*}
\]

Proof. — For the first point, we decompose \(B = (B \cap C) \cup (B \cap C^c) = B_1 \cup B_2\). Then, if \(B_1 \cap B_2 = \emptyset\)

\[
(A|B_1 \cup B_2)(B_1 \cup B_2|A) = (A|B_1)(B_1|A)(A|B_2)(B_2|A),
\]

and, if \(A \cap B_2 = \emptyset\), then \((A|B_2)(B_2|A) = (-1)^{|A||B_2|}\).

It remains to study \(S^e(B, C)\) and \(S^o(B, C)\) for \(B \subset C\). Replacing \(E\) by \(C\), we are therefore bound to study the same quantity for a standard Clifford algebra \(Cl(C)\).

Let us then fix \(C\) et \(B \subset C\). For \(C \neq \emptyset\) \(\emptyset \neq S^e(\emptyset, C) = S^o(\emptyset, C) = 2^{|C|-1}\). When \(B \neq \emptyset\) chose some point \(i \in B\), and cut \(\mathcal{P}(C)\) into \(\{A \subset C, x \in A\}\) and \(\{A \subset C \setminus \{x\}\}\).

Summing on \(\mathcal{P}(A)\), we get

\[
\begin{align*}
S^e(B, C) &= S^e(B \setminus x, C \setminus x) + (-1)^{|B|} S^o(B \setminus x, C \setminus x), \\
S^o(B) &= (-1)^{|B|-1} S^o(B \setminus x, C \setminus x) - S^o(B \setminus x, C \setminus x).
\end{align*}
\]

In another way, setting avec \(U(B, C) = \left(\frac{S^e(B, C)}{S^o(B, C)}\right), U_k\) si \(|B| = k\), on a

\[
U(B, C) = M_{\epsilon_k} U(B \setminus \{x\}, C \setminus \{x\}),
\]

where \(\epsilon_k = (-1)^{|B|}\) and

\[
M_1 = \begin{pmatrix} 1 & 1 \\ -1 & -1 \end{pmatrix}, \quad M_{-1} = \begin{pmatrix} 1 & -1 \\ 1 & -1 \end{pmatrix}, \quad (9.14)
\]

Setting \(S = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}\), which satisfies \(S^2 = 1\), one has

\[
M_1M_{-1} = 2(1-S), M_{-1}M_1 = 2(1+S), M_1M_{-1}M_1 = 2M_1, M_{-1}M_1M_{-1} = 2M_{-1}, (1+S)M_{-1} = 2M_{-1}
\]

from which

\[
(M_1M_{-1})^k = 2^{k-1}(1-S), (M_{-1}M_1)^k = 2^{k-1}(1+S),
\]

and also

\[
M_{-1}^2 = 0, M_1^2 = 0, M_1M_{-1}M_1 = 2M_1, M_{-1}M_1M_{-1} = 2M_{-1}.
\]

In the end, we get

\[
\begin{align*}
|B| = 2k, & \quad U(B, C) = 2^{k-1}(1+S)U(\emptyset, C \setminus B) \\
|B| = 2k + 1, & \quad U(B, C) = 2^{k+1}(1-S)U(\emptyset, C \setminus B).
\end{align*}
\]

Il remains to collect all the possible cases.
From Proposition 9.2, one sees that, in a standard Clifford algebra $Cl(E)$ with $|E| = n$, one has, for any $B \subset E$, with $B \neq \emptyset$, $E$,
\[
\sum_A (A|B)(B|A) = S^c(B, E) + S^s(B, E) = 0.
\]
Moreover, $S^c(E, E) + S^s(E, E) = 0$ when $|E| = 2k$. Therefore, $H(C) = 0$ unless $C = \emptyset$ or $C = E$, and $H(E) = 0$ when $|E| = 2k$. This leads to

**Proposition 9.3.** When $p = |E|$, if $M$ is $Cl(E)$-symmetric, with $P(X) = \det(M - XI)$ and $U(X) = (M - XId)^{-1}$,
\[
\Gamma_{E, Cl}(P(X), P(Y)) = \frac{2^p}{Y - X} (P'(X)P(Y) - P'(Y)P(X)),
\]
and
\[
\begin{align*}
\frac{L_{E, Cl}(P)}{P} &= \Gamma_{E, Cl}(\log P) - 2^{m-1}(-1)^{m+1}(\text{trace } U(X)^2) - \frac{1}{2}(\text{trace } U(X))^2 \quad \text{when } |E| = 4m + 2 \\
\frac{L_{E, Cl}(P)}{P} &= \Gamma_{E, Cl}(\log P) - 2^{m-1}(-1)^m(\text{trace } U(X)^2) - \frac{1}{2}(\text{trace } U(X))^2 \quad \text{when } |E| = 4m
\end{align*}
\]
In particular,
\[
\frac{L_{E, Cl}(P)}{P} = \begin{cases} 
(2^n + 2^{m-1}(-1)^m)(\frac{P''}{P'} - \frac{P'}{P}) - \frac{1}{2} \frac{P''}{P'} & \text{when } |E| = 4m + 2 \\
(2^n + 2^{m-1}(-1)^{m+1})(\frac{P''}{P'} - \frac{P'}{P}) - \frac{1}{2} \frac{P''}{P'} & \text{when } |E| = 4m
\end{cases}
\]
As a consequence, one has $P(X) = Q(X)^a$, where $Q$ is a polynomial, where
\[
\begin{align*}
&a = 2^{4q}, \quad \text{when } n = 8q \\
&a = 2^{4q+2}, \quad \text{when } n = 8q + 2 \\
&a = 2^{4q+3}, \quad \text{when } n = 8q + 4 \\
&a = 2^{4q+3}, \quad \text{when } n = 8q + 6
\end{align*}
\]
Moreover, in those case, for $L = \frac{1}{2} L_{E, Cl}$, $Q$ satisfies
\[
\Gamma(Q(X), Q(Y)) = \frac{1}{Y - X} (Q'(X)Q(Y) - Q'(Y)Q(X))
\]
and
\[
\begin{cases}
\hat{L}(Q) = -\frac{1}{2} Q'', & p = 8q, \; p = 8q + 6 \quad \text{(real case)} \\
\hat{L}(Q) = -2Q'', & p = 8q + 2, \; p = 8q + 4 \quad \text{(quaternionic case)}
\end{cases}
\]

**Proof.** — Using Proposition 8.1, the only term in the formula for $L_{E, Cl}(P)$ which is not immediate to identify is $\text{trace } U(X)^0$. But $\text{trace } U(X) = 2^p \text{trace } U(X)^0$, since only $U(X)^0$ appear in the diagonal blocs of $U(X)$. Then, everything boils down to the computation of $\sum_A (A/A)$ given in Proposition 9.1. Then, the identification of $a$ comes from Equation (7.9) in Lemma 7.2. It is worth to observe that those equations have indeed integer roots in every case. Moreover, Proposition 7.3 allows to assert that effectively, $P = Q^a$, and the rest is given again in Lemma 7.2.

It remains to deal with the case where $n$ is odd. Then, the term $(\text{trace } U(X)^E)^2$ appears in the formula for $L_{E, Cl}(P)$. But, when $(E|E) = -1$, then $U(X)^E$ is antisymmetric and $\text{trace } U(X)^E = 0$. Since $(E|E) = (-1)^{|E|(|E|+1)}$, this happens as soon as $|E| = 4m + 1$.

This leads to
Proposition 9.4. Suppose that $p = |E| = 4m + 1$. Then,

$$
\Gamma_{E,CL}(P(X), P(Y)) = \frac{2^p}{Y - X} \left( P'(X)P(Y) - P'(Y)P(X) \right),
$$

$$
\frac{L_{E,CL}(P)}{P} = 2^p \left( \frac{P'^2}{P^2} - \frac{P''}{P} \right) - \frac{1}{2} \frac{P'^2}{P^2}.
$$

Setting $a = 2^{2m+1}$ and $P = Q^7$, and for $\hat{L} = a2^{-p}L$, one has $\hat{L}(Q) = -Q''$. Then, $Q$ is a polynomial and the model corresponds to the complex case.

It remains to deal with the case $p = 4m + 3$, which turns out to be more delicate. Indeed, in those cases, $Cl(E)$ is no longer simple, and splits into the direct sum of two ideals. From the Propositions 8.1 and 9.2 we see that the set $E$ plays a special role in the analysis of $L_{E,CL}(P(X))$.

We already saw that in this situation, $(E|E) = 1$, and for any $A \subset E$, $(A|E)(E|A) = (-1)^{|A|(|E|+1)} = 1$, so that $\omega_E$ commutes to every element in the algebra and satisfies $\omega_E^2 = 1$.

Then, one may decompose the algebra $Cl(E)$ into the sum of the two ideals $Cl(E)_+ = \{ x \in E \in Cl(E), \omega_E x = x \}$ and $Cl(E)_- = \{ x \in E \in Cl(E), \omega_E x = -x \}$. Symmetric matrices will also split into the direct sum of two symmetric polynomials, and therefore the characteristic polynomial will be the product of characteristic polynomials.

We are therefore bound to consider separately the action on $Cl(E)_+$ and $Cl(E)_-$. We concentrate on the first one. First observe that in this situation, for any $A \subset E$, $(A|E) = (E|A) = (E|E)(E|A)$. From this, it is easy to see that

$$
Cl(E)_+ = \{ X = \sum A \lambda_A (\omega_A + (A|E)\omega_A E) \}.
$$

The action of the matrix $\sum_A M^A \omega_A$ on $Cl(E)_+$ is the same as $\sum_A (A|E)M^A \omega_A \in E$, and therefore one may concentrate on matrices $\sum_A M^A \omega_A$ such that $M^A \omega_A = (A|E)M^A$. This condition is clearly compatible with $(M^A)^t = (A|A)M^A$. We therefore chose

$$
\Gamma_{E,CL}(M_{ij}^A, M_{kl}^B) = \frac{1}{2} (\|A\|_{B=\emptyset} + (A|E)\|A\|_{B=E})(\delta_{ik}\delta_{jl} + (A|A)\delta_{il}\delta_{jk}).
$$

We may start the computation again, but it is simpler to observe that, setting $\sigma_A = \frac{1}{2}(\omega_A + (A|E)\omega_A E)$, one gets $\sigma_A \sigma_B = (A|B)\sigma_A \sigma_B$, and therefore the family $\sigma_A$ generates a standard Clifford algebra with with size $|E| - 1$. Then, we boil down to a standard Clifford algebra with size $4m + 2$, and we see that we obtain the quaternionic case when $p = 8q + 3$ and the real one when $p = 8q + 7$.

If one wants to describe the law of $P(X)$ in the case $p = 4m + 3$, then we write $P = P_1P_2$, where $P_1$ and $P_2$ behave independently as the previous ones.

We have such described all the laws of the spectra for symmetric matrices on standard Clifford algebras.

We thus recover Bott periodicity: in the following table, we give the algebra structure of $Cl(p)$, together with the dimension $d$ of the irreducible spaces in the third column, the multiplicity $\alpha$ of the roots of the characteristic polynomial in the fourth, computed from the generator. In the last column, we indicate the parameter $a$ for which the law of the simple roots $(\lambda_1 < \cdots < \lambda_d)$ have density $\prod \lambda_i - \lambda_j)^a$ with respect to the Lebesgue measure $d\lambda_1 \cdots d\lambda_d$. 

| p | α | d | a |
|---|---|---|---|
| 24 | 25 | 30 | 26 |
| E  | structure | d  | α  | a  |
|----|-----------|----|----|----|
| Cl(1) | C       | 2  | 2  | 2  |
| Cl(2) | Π       | 4  | 4  | 4  |
| Cl(3) | Π⊕Π    | 4  | 4  | 4  |
| Cl(4) | H[2]    | 8  | 8  | 4  |
| Cl(5) | C[4]    | 8  | 8  | 2  |
| Cl(6) | R[8]    | 8  | 8  | 1  |
| Cl(7) | R[8]⊕R[8] | 8 | 8  | 1  |
| Cl(8) | R[16]  | 16 | 16 | 1  |

then we tensorize by \( R[16] \) through Bott’s periodicity: \( Cl(p+8) = R[16] \otimes Cl(p) \). (Here, \( K[n] \) denotes the irreducible algebra of square \( n \times n \) matrices with coefficients in the field \( K \)). We may then observe that the multiplicity of the roots corresponds as expected to the dimension of the irreducible spaces, and that the parameter \( a \) corresponds to the structure algebra: when the irreducible components are \( K[n] \), then \( a = 1, 2, 4 \) corresponding to the case where \( K = \mathbb{R}, \mathbb{C} \) or \( \mathbb{H} \).

**Remark 9.5.** Considering the O-U operator \( L_{O,U,Cl} \) described in the previous section, one gets here

\[
L_{O,U}(P) = -CP'' + \left(C - \frac{1}{2} \frac{P'^2}{P}\right) - n2^p P + 2^pXP'
\]  

(9.15)

and analogously to Lemma 7.2, we get

\[
aL_{O,U,Cl}(P_1) \frac{P_1}{P} = L_{O,U,Cl}(P) \frac{P}{P} + \left(1 - \frac{a}{P} \right) \Gamma_{E,Cl}(log P, log P)
\]

which leads to

\[
L_{O,U,Cl}(P_1) = (C + 2^p \frac{(1 - a)}{a})P_1'' + ((C + 2^p \frac{(1 - a)}{a}) - \frac{1}{2} \frac{P'^2}{P_1}) - n \frac{2^p}{a} P_1 + 2^pXP_1'
\]

(9.16)

where \( P = P_1^a \) and the constant \( C \) differs according to \( n \) (see Propositions (9.3),(9.4)). Then, choosing \( a \) as before, we can boil down to the following relation:

\[
L_{O,U,Cl}(P_1) = \frac{a}{2} P_1'' - n \frac{2^p}{a} P_1 + 2^pXP_1'
\]

(9.17)
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