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Streptavidin is sometimes used as the intended target to screen phage-displayed combinatorial peptide libraries for streptavidin-binding peptides (SBPs). More often in the biopanning system, however, streptavidin is just a commonly used anchoring molecule that can efficiently capture the biotinylated target. In this case, SBPs creeping into the biopanning results are not desired binders but target-unrelated peptides (TUP). Taking them as intended binders may mislead subsequent studies. Therefore, it is important to find if a peptide is likely to be an SBP when streptavidin is either the intended target or just the anchoring molecule. In this paper, we describe an SVM-based ensemble predictor called SABinder. It is the first predictor for SBP. The model was built with the feature of optimized dipeptide composition. It was observed that 89.20% (MCC = 0.78; AUC = 0.93; permutation test, \( p < 0.001 \)) of peptides were correctly classified. As a web server, SABinder is freely accessible. The tool provides a highly efficient way to exclude potential SBP when they are TUP or to facilitate identification of possibly new SBP when they are the desired binders. In either case, it will be helpful and can benefit related scientific community.

1. Introduction

Phage display is a versatile technique to select peptides or proteins with specific affinity to a given target [1–4]. Unfortunately, target-unrelated peptides (TUP) are enriched in the biopanning results due to several intrinsic faults of phage libraries and panning systems [5, 6]. TUP can be divided into two types, propagation related and selection related. A propagation-related TUP can arise in the output of phage display because it has a propagation advantage [7, 8]. In contrary, a selection-related TUP can sneak into the results of biopanning as a result of reacting with other components of the biopanning systems instead of the target molecules [6, 9]. As streptavidin (SA) is frequently used in phage display experiments [10–13], streptavidin-binding peptides (SBPs) repeatedly emerge in the biopanning results. Sometimes, SA is used as the intended target to find SBP [10, 11], which can be developed as affinity tags for protein purification and detection [14, 15]. More often in the biopanning system, however, SA is just a commonly used anchoring molecule that can efficiently capture the biotinylated target [12, 13]. In this case, SBPs that sneak into the biopanning results are selection-related TUP rather than desired binders [5]. They are discovered due to affinity to the capturing reagent SA instead of the target molecule. Taking them as intended binders may mislead subsequent studies. Therefore, it is important to know if a peptide is likely to be an SBP when streptavidin is either the intended target or just the anchoring molecule.

Although the screening of phage-displayed random peptide libraries has become a key methodology for finding SBP, the wet-experimental technique is time-consuming and costly. With the increase of SBP, it is highly desirable to develop computational methods to identify SBP. Accordingly, it would be a feasible avenue to resort to the machine learning-based approaches, which have been proved to be quite powerful in dealing with protein and peptide classification problems [16–19]. Given this, a new method of
classification for SBP by means of support vector machine (SVM) is proposed [20]. A computational tool for predicting SBP will certainly facilitate the cheaper and more rapid discovery of novel SBP.

In this paper, we describe SABinder, an ensemble SBP predictor based on support vector machine (SVM). It can be a helpful complement to the existing experimental measures such as subtractive selection and specific elution [6], which can reduce SBP in the biopanning results when SA is not the intended target. Besides, it can also be conducive to identify new SBP candidates when it aims to find new affinity tags.

2. Data and Methods

2.1. Datasets. The datasets were collected from the BDB database [21–23], which aims to be an information portal to experimental results of biopanning. Our datasets from completely random combinatorial peptide libraries were acquired from MimoDB v4.0 released on September 30, 2013. Construction of all datasets is illustrated in Figure 1. The positive samples were from biopanning experiments in which SA is used as the intended target molecule. The negative samples were from biopanning experiments in which the target is anything else but not SA and SA does not exist in the biopanning system. The independent testing dataset is composed of two parts. One is collected from results of biopanning experiments where SA is used just as anchoring reagent. The other is from negative samples not used for training.

Both the training and the independent testing dataset were preprocessed as follows: (i) cysteine amino acids at both ends of the circular peptides were deleted; (ii) the duplicate sequences were eliminated; (iii) peptide sequences harboring ambiguous residues (“X”, “B,” and “Z”) or nonalpha characters were excluded. For the negative dataset, we also carefully compared each sequence with those sequences in the positive dataset and found there was no overlap between them. After a series of abovementioned processing, there were 1717 peptides in the independent testing dataset. In positive and negative dataset, there were 199 and 15,266 peptides, respectively. The negative samples remarkably outnumbered the positive samples. Therefore, downsampling strategy was proposed to work out the challenge by randomly picking out 199 peptides from the negative samples. To diminish random errors, such procedure was repeated ten times. The only one positive dataset with 199 peptides was paired with the ten negative subdatasets above, respectively. As a consequence, ten pairs of subdatasets were generated and each pair was made up of 199 peptides with specific affinity to SA and 199 peptides without affinity to SA. After picking out 1990 peptides as negative training dataset, we utilized the remaining 13,272 peptides (4 peptides less than 3 residues were excluded) in the negative samples for evaluation, which is called the Negative Dataset for Testing (NDFT) dataset. Besides we checked the first part of the independent testing dataset with 1717 peptides and found there were 2 peptides overlapping with the positive dataset and 4 with the negative training dataset. Therefore these six peptides were excluded and there were 1711 peptides left. We called it the SA as Anchoring Reagent for Testing (SAART) dataset. The number of positive and negative peptides in each dataset is listed in Table 1. The training dataset is provided in Supplementary Material A available online at
Table 1: Number of positive and negative peptides in each dataset.

| Dataset       | Number of positive peptides | Number of negative peptides | Length distribution (mean ± std) |
|---------------|-----------------------------|-----------------------------|----------------------------------|
| Training dataset | 199                         | 1990                        | 9 ± 3.49                         |
| NDFT dataset  | 0                           | 13272                       | 9 ± 3.24                         |
| SAART dataset* | —                           | —                           | 10 ± 4.18                        |

*SAART dataset: the numbers of positive peptides and negative peptides are not determined.

http://dx.doi.org/10.1155/2016/9175143. And two independent testing datasets are provided in Supplementary Material B.

2.2. Features and Feature Selection. Extraction of a set of typical features is an extremely significant step in the process of pattern classification and has direct influence on the performance of the prediction model. For the sake of establishing the optimal prediction model, each peptide in the training dataset was encoded by 20 amino acid compositions (AACs) and 400 dipeptide compositions (DPCs), respectively. Definition of AAC and DPC was as the following equations:

\[
\text{AAC}(i) = \frac{\sum_{j=1}^{20} x(i)}{\sum_{j=1}^{20} x(i)},
\]

\[
\text{DPC}(j) = \frac{\sum_{i=1}^{400} y(j)}{\sum_{i=1}^{400} y(j)},
\]

where \(i\) stands for one of the 20 amino acids and \(j\) one of the 400 dipeptides. \(x(i)\) denotes the number of residues of each type and \(y(j)\) represents the number of dipeptides of each type in each sequence.

Feature selection technique was introduced to drop the irrelevant, redundant, and noisy features [24]. Its fundamental purpose is to enhance the efficiency and the degree of accuracy of the prediction model by seeking out the optimized feature. In this report, we implemented feature selection with AAC and DPC, respectively, to gain two sets of optimum features. The basic idea was characterized as follows: (i) the accuracy of each element was figured out; (ii) an element was put into an initially null set in descending order by accuracy one by one and the accuracy of each set was calculated when an element was added in; (iii) the set with the highest predictive accuracy was chosen as the optimal reduced subset. Ultimately the optimized AAC (OAAC) and the optimized DPC (ODPC) were obtained.

2.3. Support Vector Machine. The SVM has gained increasing popularity and also been extensively used in the field of bioinformatics [25–27]. It is a machine learning method which is based on the structural risk minimization (SRM) principle from statistical learning theory. In general, the principal idea of SVM is projecting the input vectors into a high-dimensional space with the kernel function, and a maximized margin separation hyperplane is constructed in the transformed space. In this work, our prediction assignment performed by SVM was considered to be a binary classification problem. And the SVM model was developed by using the software LibSVM3.11 [28], which is an integrated software for support vector classification and can be downloaded free of charge from http://www.csie.ntu.edu.tw/~cjlin/libsvm/. Generally, four kinds of kernel functions, that is, polynomial function, linear function, radial basis function (RBF), and sigmoid function, are available to implement prediction. Since preliminary trial indicated that the RBF achieved the highest predictive accuracy, we utilized the RBF kernel function in the current work. In addition, optimization of the kernel width parameter \(g\) and the regularization parameter \(c\) was via the grid search approach.

2.4. Prediction Assessment. In this study all models constructed were evaluated by using fivefold cross-validation, where the whole dataset is split into five groups at random, each containing equal number of peptides. Four groups are used for training and the remaining one is used for testing. This process is repeated five times. In such a way, each group is used as the test group once. Eventually the average prediction accuracy of five kinds of combination is calculated as the final accuracy of one model. For assessing the performance of the model, we used four common parameters, namely, sensitivity (Sn), specificity (Sp), accuracy (Acc), and Matthews correlation coefficient (MCC). The following equations were used to compute these parameters:

\[
\text{Sn} = \frac{\text{TP}}{\text{TP} + \text{FN}},
\]

\[
\text{Sp} = \frac{\text{TN}}{\text{FP} + \text{TN}},
\]

\[
\text{Acc} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{TN} + \text{FP} + \text{FN}},
\]

\[
\text{MCC} = \frac{\text{TP} \times \text{TN} - \text{FP} \times \text{FN}}{\sqrt{(\text{TP} + \text{FP})(\text{TP} + \text{FN})(\text{TN} + \text{FP})(\text{TN} + \text{FN})}}.
\]

In the above formulas, TP and TN are the number of correctly predicted SBPs and non-SBPs, respectively. Accordingly FP and FN represent the number of wrongly predicted SBPs and non-SBPs, respectively. MCC is one of the most robust parameters in any class predictive approach. An MCC equal to 1 is deemed to be the best prediction, whereas 0 is for a completely random prediction and −1 is an absolutely adverse prediction. In addition, the competence of the model is illustrated with the Receiver Operating Characteristic (ROC) curve. The area under the ROC curve (AUC) is used as the performance measure. For a perfect prediction, the maximum value of the AUC equals 1.0. For a random guess, the AUC equals 0.5.

To evaluate the statistical significance of the observed classification accuracy, a permutation test with 1000 permutations was conducted by shuffling the labels of the dataset [20]. Then fivefold cross-validation was performed against the label-permuted dataset. For each permutation trial, an Acc_perm can be obtained. The final \(p\) value was computed by the number of times that Acc_perm was larger than the
observed classification accuracy based on the original dataset divided by the total permutation times. The $p$ value less than 0.05 was considered statistically significant.

2.5. Construction of the SVM Models. The prediction models based on SVM were built with AAC, OAAC, DPC, and ODPC by using the ten pairs of the subdatasets, respectively. To reduce errors resulting from an individual predictive model, the voting strategy was proposed to construct an ensemble predictor. The SABinder predictor was established with ODPC. Each peptide input was subjected to the prediction of ten submodels separately [24]. Each submodel will compute the peptide’s possibility of being an SBP. The final probability was calculated by averaging the results of ten submodels. If the value is equal to or greater than the threshold, the peptide will be identified as an SBP. The threshold to distinguish between predicted positives and negatives (tp) ranges from 0 to 1. However, it is set to 0.5 by default. That is to say, a peptide will be predicted to be a streptavidin-binding peptide (SBP) if the probability is 0.5 or higher. Users can adjust the threshold according to their own needs. For instance, users should set a lower tp if they do not care about false positives and just want to exclude all possible SBPs. On the contrary, users should increase the tp to 0.95, for example, if their purpose is to discover some novel SBPs with greater confidence. We also provided the voting results, which represented how many submodels voted the peptide as an SBP. The higher the number, the higher the reliability that the peptide is an SBP.

2.6. Evaluation on Independent Testing Datasets. To assess the performance of our model in a rigorous way, SABinder was evaluated on independent testing datasets. In this report, we constructed two independent testing datasets: one consisting of 13,272 peptides was the NDFT dataset and the other one containing 1711 peptides was the SAART dataset. The two independent datasets were predicted by SABinder. Furthermore, a chi-square test was utilized to determine whether the estimated positive rate from the SAART dataset was significantly higher than that from the NDFT dataset.

3. Results and Discussion

3.1. Performances of SVM-Based Models Trained with Different Features. Four models on the base of SVM were established with features, that is, AAC, OAAC, DPC, and ODPC, respectively, in the current work. Fivefold cross-validation was applied to evaluate the effectiveness of SVM-based models. Performances of each submodel are provided in Table S1 in Supplementary Material C. The standard deviations of classification results and their average performances are shown in Table 2. It has been verified that DPC-based methods are superior to AAC-based methods in classification of proteins [29]. As would be expected, the DPC-based classifier reached not only much higher accuracy about 85% but also better MCC around 0.71. Moreover, OAAC and ODPC features are selected through a procedure which has been described and used in peptide classification [24]. In this work, two sets of optimum features, namely, OAAC and ODPC, were obtained through feature selection against AAC and DPC, respectively. As was previously known, HPQ is the most common SA-binding motif [30]. Amino acids H, P, and Q do appear in the set of OAAC. However in the set of ODPC, besides HP and PQ, amino acid pairs such as PP, LP, PL, PS, SP, and TP also appear. These findings may advance the discovery of new SA-binding motifs. In addition, the model built with ODPC attains the maximum accuracy around 89% and an impressive MCC about 0.78. This demonstrates that the combination of feature encoding scheme and feature selection technique can achieve preferable predictive performance.

3.2. Prediction Performances of Various Machine Learning Methods. To find the perfect machine learning method, we tried various classical machine learning methods against ODPC. The top SVM model was compared with five other state-of-the-art classifiers, namely, Naïve Bayes, Logistic Function, RBF network, Decision Tree J48, and Random Forest, implemented in WEKA [31]. As fivefold cross-validation results shown in Table 3, the average accuracy of the SVM model is approximately 11%, 17%, 11%, 7%, and 3% higher than Naïve Bayes, Logistic Function, RBF network, Decision Tree J48, and Random Forest classifiers, respectively. This reveals that the SVM-based method performs best when comparing with other machine learning methods. Results of each submodel are provided in Table S2 in Supplementary Material C.

Table 2: Performances of SVM-based models trained with different features.

| Feature                                      | Sn (%) (mean ± std) | Sp (%) (mean ± std) | Acc (%) (mean ± std) | MCC (mean ± std) |
|----------------------------------------------|---------------------|---------------------|----------------------|------------------|
| Amino acid composition (AAC)                 | 79.35 ± 1.96        | 78.79 ± 2.65        | 79.07 ± 1.75         | 0.58 ± 0.04      |
| Optimized amino acid composition (OAAC)      | 78.14 ± 3.9         | 82.31 ± 4.45        | 80.23 ± 1.42         | 0.61 ± 0.03      |
| Dipptide composition (DPC)                   | 79.14 ± 3.50        | 91.26 ± 1.92        | 85.20 ± 1.40         | 0.71 ± 0.03      |
| Optimized dipptide composition (ODPC)        | 84.72 ± 2.19        | 93.67 ± 1.87        | 89.20 ± 1.23         | 0.79 ± 0.02      |

Std: standard deviation.

3.3. Constructing an Integrated Predictor. Finally, we trained the SVM-based model on ten pairs of subdatasets with ODPC. The voting strategy was offered to construct a holistic predictor to mitigate errors induced by any single predictive model. Fivefold cross-validation results showed that the highest accuracy of 89.20% was attained with 0.78 MCC, 84.72%
sensitivity, and 93.67% specificity. As shown in Figure 2, the ROC curves for ten submodels tuning were compared with five ROC curves for five permutations. And the average AUC for model tuning is approximately 0.93, which shows an excellent prediction. The permutation test resulted in a \( p \) value of <0.001. Accordingly the SVM-based predictor built with ODPC was implemented into an online web service, called SABinder. The common gateway interface script for SABinder was written using Perl. SABinder is freely available at http://i.uestc.edu.cn/sarotup/cgi-bin/SABinder.pl. The web service allows user to feed the peptide sequence in FASTA format or as plain text. After submission, the prediction result will be returned and displayed in a table.

### 3.4. Evaluation of SABinder

To evaluate SABinder, we constructed two independent testing datasets. One is the NDFT dataset with 13,272 non-SA binders. They are taken from the negative dataset. However, they are not used for model building. The other is called the SAART dataset which contains 1711 peptides. Each peptide in the NDFT dataset should have a lower possibility to be an SBP, since SA are not used in corresponding experiments. Peptides in the SAART dataset may have a higher possibility to be SBP, since SA are used in corresponding experiments though not as targets. SABinder was tested on the two independent datasets. Results from the NDFT dataset showed that 1169 peptides were predicted to be possible SA binders with a positive rate of 8.81% when \( tp \) was set to 0.5. Indeed, results from the SAART dataset showed a positive rate of 12.16% (208 of the 1711 peptides were predicted to be SBP), which is significantly higher than the results from the NDFT dataset (\( p < 0.05 \), chi-square test). In addition, we also did the above analysis when \( tp \) was set to 0.3 and 0.7. It was observed that the positive rate in the SAART dataset was statistically greater than that in the NDFT dataset in both cases.

### 3.5. Comparison between SABinder and the Existing Tools

We developed an SVM-based ensemble predictor with ODPC for detecting SBP in the current study. Fivefold cross-validation results indicated that our prediction method gave an efficient and powerful performance. In our previous work, SAROTUP, a suite of web tools capable of scanning, reporting, and excluding potential target-unrelated peptides from biopanning results [30], was developed. There are 5 SA-binding motifs, namely, HPQ, EPDW(F/Y), DVEAW(L/I), GD(F/W)XF, and PWXWL, in TUPScan [30]. Any peptides matching these five motifs are likely to be SA binders. With regard to those sequences which cannot match motifs, a search of MimoDB (renamed BDB) and PepBank is recommended to find out whether these sequences are screened out in other experiments with various targets [21, 22, 32, 33]. If so, they are probably peptides binding to unintended materials such as SA. Also MimoBlast is proposed to check if there are peptides in the MimoDB database that are identical or similar to the peptides user submitted. Highly similar peptides obtained with various targets might also be TUP. For those peptides which can neither match known SA-binding motifs nor be found in databases, SABinder is currently the only and the best choice.

### 4. Conclusions

In this report, we have developed an SVM-based ensemble predictor with ODPC for detecting SBP. Fivefold cross-validation was used to assess the performance of the model. Comparing with other machine learning methods, the SVM-based model was the best-performing predictor and a maximum accuracy of 89.20% was achieved with 0.78 MCC, 84.72% sensitivity, and 93.67% specificity, respectively. In the end, the SVM-based model was implemented into an online web service called SABinder, which is freely available at http://i.uestc.edu.cn/sarotup/cgi-bin/SABinder.pl. On one hand, the tool offers a highly efficient way to exclude SA binders when they are TUP; on the other hand, it contributes to the identification of novel SBP when they are desired binders and will facilitate the development of related products.

### Competing Interests

The authors declare that they have no competing financial interests.

### Acknowledgments

This work is supported by the National Natural Science Foundation of China (61571095), the Program for New
Figure 2: Continued.
Figure 2: ROC curves for model tuning and five permutations. AUC_{MT} and AUC_{P} represent AUC for model tuning and average AUC for five permutations, respectively. For all 10 submodels, the AUC of model tuning is much higher than the permutated ones, which shows an excellent prediction. For visualization, only five ROC curves for five out of 1000 permutations were plotted.

Century Excellent Talents in University (NCET-12-0088), the Applied Basic Research Program of Sichuan Province (2014JY0167), and the Fundamental Research Funds for the Central Universities of China (ZYGX2015Z2006).

References

[1] S. E. Ellis, G. F. J. Newlands, A. J. Nisbet, and J. B. Matthews, "Phage-display library biopanning as a novel approach to identifying nematode vaccine antigens," Parasite Immunology, vol. 34, no. 5, pp. 285–295, 2012.

[2] R. Nian, D. S. Kim, T. Nguyen et al., “Chromatographic biopanning for the selection of peptides with high specificity to Pb2+ from phage displayed peptide library,” Journal of Chromatography A, vol. 1217, no. 38, pp. 5940–5949, 2010.

[3] B. He, C. Mao, B. Ru, H. Han, P. Zhou, and J. Huang, "Epitope mapping of metuximab on CD147 using phage display and molecular docking," Computational and Mathematical Methods in Medicine, vol. 2013, Article ID 983829, 6 pages, 2013.

[4] C. L. Wong, C. C. Sieo, and W. S. Tan, "Display of the VP1 epitope of foot-and-mouth disease virus on bacteriophage T7 and its application in diagnosis," Journal of Virological Methods, vol. 193, no. 2, pp. 611–619, 2013.

[5] W. D. Thomas, M. Golomb, and G. P. Smith, "Corruption of phage display libraries by target-unrelated clones: diagnosis and countermeasures," Analytical Biochemistry, vol. 407, no. 2, pp. 237–240, 2010.

[6] M. Vodnik, U. Zager, B. Strukelj, and M. Lunder, "Phage display: selecting straws instead of a needle from a haystack," Molecules, vol. 16, no. 1, pp. 790–817, 2011.

[7] K. T. H. Nguyen, M. A. Adamkiewicz, L. E. Hebert et al., "Identification and characterization of mutant clones with enhanced propagation rates from phage-displayed peptide libraries," Analytical Biochemistry, vol. 462, pp. 35–43, 2014.

[8] L. A. Brammer, B. Bolduc, J. L. Kass, K. M. Felice, C. J. Noren, and M. F. Hall, "A target-unrelated peptide in an M13 phage display library traced to an advantageous mutation in the gene II ribosome-binding site," Analytical Biochemistry, vol. 373, no. 1, pp. 88–98, 2008.

[9] A. Menendez and J. K. Scott, "The nature of target-unrelated peptides recovered in the screening of phage-displayed random peptide libraries with antibodies," Analytical Biochemistry, vol. 336, no. 2, pp. 145–157, 2005.

[10] S. Bellotto, S. Chen, I. Rentero Rebollo, H. A. Wegner, and C. Heinis, "Phage selection of photoswitchable peptide ligands," Journal of the American Chemical Society, vol. 136, no. 16, pp. 5880–5883, 2014.

[11] M. Lunder, T. Bratkovič, U. Urleb, S. Kreft, and B. Štrukelj, "Ultrasound in phage display: a new approach to nonspecific elution," BioTechniques, vol. 44, no. 7, pp. 893–900, 2008.

[12] H. Watanabe, K. Yamasaki, and S. Honda, "Tracing primordial protein evolution through structurally guided stepwise segment elongation," The Journal of Biological Chemistry, vol. 289, no. 6, pp. 3394–3404, 2014.

[13] Y. Zhang, C. Eigenbrot, L. Zhou et al., "Identification of a small peptide that inhibits PCSK9 protein binding to the low density lipoprotein receptor," The Journal of Biological Chemistry, vol. 289, no. 2, pp. 942–955, 2014.

[14] X. Zhao, G. Li, and S. Liang, "Several affinity tags commonly used in chromatographic purification," Journal of Analytical Methods in Chemistry, vol. 2013, Article ID 581093, 8 pages, 2013.

[15] T. G. M. Schmidt and A. Skerra, “The Strep-tag system for one-step purification and high-affinity detection or capturing of proteins,” Nature Protocols, vol. 2, no. 6, pp. 1528–1535, 2007.

[16] Q. Tang, F. Nie, J. Kang, H. Ding, P. Zhou, and J. Huang, "NIEluter: predicting peptides eluted from HLA class I molecules," Journal of Immunological Methods, vol. 422, pp. 22–27, 2015.
[17] Y. Xu, C. Luo, M. Qian, X. Huang, and S. Zhu, “MHC2MIL: a novel multiple instance learning based method for MHC-II peptide binding prediction by considering peptide flanking region and residue positions,” BMC Genomics, vol. 15, no. supplement 9, p. S9, 2014.

[18] L. Song, D. Li, X. Zeng, Y. Wu, L. Guo, and Q. Zou, ”nDNA-prot: identification of DNA-binding proteins based on unbalanced classification,” BMC Bioinformatics, vol. 15, article 298, 2014.

[19] Y.-S. Jiao and P.-F. Du, ”Predicting Golgi-resident protein types using pseudo amino acid compositions: approaches with positional specific physicochemical properties,” Journal of Theoretical Biology, vol. 391, pp. 35–42, 2016.

[20] B. He, B. Ru, and J. Huang, ”SABinder: a web service for predicting streptavidin-binding peptides,” in Proceedings of the 6th National Conference on Bioinformatics and Systems Biology, p. 340, Nanjing, China, August 2014.

[21] B. Ru, J. Huang, P. Dai et al., ”MimoDB: a new repository for mimotope data derived from phage display technology,” Molecules, vol. 15, no. 11, pp. 8279–8288, 2010.

[22] J. Huang, B. Ru, P. Zhu et al., ”MimoDB 2.0: a mimotope database and beyond,” Nucleic Acids Research, vol. 40, no. 1, pp. D271–D277, 2012.

[23] B. He, G. Chai, Y. Duan et al., ”BDB: biopanning data bank,” Nucleic Acids Research, vol. 44, pp. D1127–D1132, 2016.

[24] B. Ru, P. A. ’t Hoen, F. Nie, H. Lin, F. B. Guo, and J. Huang, ”PhD7Faster: predicting clones propagating faster from the Ph.D.-7 phage display peptide library,” Journal of Bioinformatics and Computational Biology, vol. 12, no. 1, Article ID 1450005, 2014.

[25] W. Chen, P. Feng, and H. Lin, ”Prediction of replication origins by calculating DNA structural properties,” FEBS Letters, vol. 586, no. 6, pp. 934–938, 2012.

[26] S.-H. Guo, E.-Z. Deng, L.-Q. Xu et al., ”INuc-PseKNC: a sequence-based predictor for predicting nucleosome positioning in genomes with pseudo k-tuple nucleotide composition,” Bioinformatics, vol. 30, no. II, pp. 1522–1529, 2014.

[27] W. Chen, P.-M. Feng, H. Lin, and K.-C. Chou, ”IRSpot-PseDNC: identify recombination spots with pseudo dinucleotide composition,” Nucleic Acids Research, vol. 41, no. 6, p. e68, 2013.

[28] C.-C. Chang and C.-J. Lin, ”LIBSVM: a library for support vector machines,” ACM Transactions on Intelligent Systems and Technology, vol. 2, no. 3, article 27, 2011.

[29] M. Bhasin and G. P. S. Raghava, ”Classification of nuclear receptors based on amino acid composition and dipeptide composition,” Journal of Biological Chemistry, vol. 279, no. 22, pp. 23262–23266, 2004.

[30] J. Huang, B. Ru, S. Li, H. Lin, and F.-B. Guo, ”SAROTUP: scanner and reporter of target-unrelated peptides,” Journal of Biomedicine and Biotechnology, vol. 2010, Article ID 101932, 7 pages, 2010.

[31] M. Hall, E. Frank, G. Holmes, B. Pfahringer, P. Reutemann, and I. H. Witten, ”The WEKA data mining software,” ACM SIGKDD Explorations Newsletter, vol. 11, no. 1, pp. 10–18, 2009.

[32] T. Shtatland, D. Guettler, M. Kossodo, M. Pivovarov, and R. Weissleder, ”PepBank—a database of peptides based on sequence text mining and public peptide data sources,” BMC Bioinformatics, vol. 8, article 280, 2007.

[33] J. Huang, B. He, and P. Zhou, ”Mimotope-based prediction of B-cell epitopes,” in Immunoinformatics, K. D. Rajat and T. Namrata, Eds., pp. 237–243, Springer, New York, NY, USA, 2014.