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Abstract

The partial stochastic realization of periodic processes from finite covariance data has recently been solved by Lindquist and Picci based on convex optimization of a generalized entropy functional. The meaning and the role of this criterion have an unclear origin. In this paper we propose a solution based on a nonlinear generalization of the classical Yule-Walker type equations and on a new iterative algorithm which is shown to converge to the same (unique) solution of the variational problem. This provides a conceptual link to the variational principles and at the same time yields a robust algorithm which can for example be successfully applied to finite-interval smoothing problems providing a simpler procedure if compared with the classical Riccati-based calculations.

I. INTRODUCTION

The rational covariance extension is an important problem with applications in signal processing, identification and control which has been extensively discussed in the literature; see, e.g., [2]–[7], [11], [18], [20], [21], [25], [35] and references therein. It is usually formulated and discussed for stationary processes defined on the whole integer line. In practice, however data are often only available on a finite time interval. Modeling of finite-interval processes on the other hand, can not be based on a trivial periodic extension as for deterministic signals but requires instead a matrix completion of Toeplitz covariance matrices to a circulant structure [11]. Covariance extension for finite-interval stochastic processes, then leads to circulant matrix
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completion problems and to partial stochastic realizations in the form of bilateral periodic ARMA models. The problem has been solved in [31] for scalar processes and in [30] for a certain class of vector processes admitting a matrix fraction representation with a scalar numerator polynomial.

As pointed out in [31] the circulant rational covariance extension theory provides a fast approximation procedure for solving the classical rational covariance extension problem on the integer line and thereby provides a reliable and fast numerical procedure to do stationary model approximation on a finite interval, as it is based on finite Fourier transform (DFT) and use of the fast Fourier transforms (FFT). This for example leads to approximate solutions of the finite interval smoothing problem in a stationary setting which avoids Riccati equations altogether and also avoids the well-known transient phenomena at the endpoints of the interval as it subsumes stationarity also on the finite interval. In the present paper we shall provide evidence that this also holds in the multivariable case.

In [11] Carli, Ferrante, Pavon and Picci presented a maximum-entropy approach to the circulant covariance extension problem, thereby providing a procedure for determining the unique bilateral periodic AR model matching a given partial covariance sequence. Generalized entropy maximization has however been the basis for much earlier work on stationary covariance extension on the integer line. The first complete solution of this problem has actually been obtained by recasting it in the context of the optimization-based theory of moment problems with rational measures developed in [4], [5], [7], [8], [9], [10], [22], [23]. If we except the general philosophical introduction by Dempster [15], the significance and the actual necessity of this variational approach has so far been an elusive question.

In this paper we shall attempt to reformulate the covariance extension problem in the more familiar setting of Yule-Walker type covariance equations. Although the resulting equations turn out to be nonlinear, a very natural iterative solution is apparent from their structure and this iterative solution provides an unexpected link with the variational solution.

The outline of the paper is as follows.

In Section [11] we review the covariance extension problem on the integer line formulated as maximization of a generalized entropy functional, discuss representation by unilateral ARMA processes and propose an algorithm for solving iteratively the nonlinear Yule-Walker type equation for the denominator parameters of the model. A first statement of the interpretation of this iterative algorithm as a quasi-Newton solution of the generalized entropy maximization is provided.
In Section III the covariance extension problem for periodic processes is formulated first in terms of the spectral density on the discrete unit circle and then in terms of periodic ARMA models. A generalization of the nonlinear Yule-Walker equations and an iterative algorithm for their solution are introduced. It is shown (Theorem 7) that the algorithm is a quasi-Newton procedure to minimize the dual of the generalized entropy functional expressed in terms of the circulant ARMA polynomials.

Section IV contains an explicit layout of the algorithm and the proof that the algorithm actually converges to a minimum. Some subtleties about discrete spectral factorization are also discussed.

A generalization of the results to the vector case is briefly presented in Section V. Finally an application of the theory to the finite-interval smoothing problem is presented in Section VI. The paper also contains an appendix with some background material on circulant matrices and spectral factorization on the discrete unit circle.

Symbols

Throughout this paper \( \mathbb{E} \) denotes mathematical expectation and \( \mathbb{Z} \) the set of integer numbers. Boldface symbols are used for circulant matrices and related quantities. The symbol \( \text{Span} \) stands for closed linear hull in the standard Hilbert space of second order random variables, see e.g. [33]. In our setting, to match Fourier-domain notations, polynomials will be written as functions of the indeterminate \( z^{-1} \). In particular, the definition of Schur polynomials, which normally can only have zeros inside the complex unit disk, \( \{|z| < 1\} \) has been slightly modified to accommodate this convention; see Sec II. The set of real Schur polynomials of degree \( n \) will be denoted by the symbol \( \mathcal{S}_n \).

II. THE RATIONAL COVARIANCE EXTENSION PROBLEM ON THE INTEGER LINE.

For future reference we first state the well-known extension problem for a scalar covariance sequence. Let \( \{y(t)\} \) be a real zero-mean (wide-sense) stationary process on \( \mathbb{Z} \) whose first \( n+1 \) covariance lags \( c_k := \mathbb{E}\{y(t+k)y(t)\}; k = 0, 1, \ldots n \) are arranged in a symmetric Toeplitz matrix

\[
T_n = \begin{bmatrix}
c_0 & c_1 & c_2 & \cdots & c_n \\
c_1 & c_0 & c_1 & \cdots & c_{n-1} \\
c_2 & c_1 & c_0 & \cdots & c_{n-2} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
c_n & c_{n-1} & c_{n-2} & \cdots & c_0
\end{bmatrix}, \quad n \in \mathbb{Z}_+.
\]
Following [2], [4], consider the following version of the classical covariance completion problem stated in terms of rational spectral densities.

**Problem 1.** Suppose we are given a symmetric pseudo-polynomial

\[ P(z) = \sum_{k=-n}^{n} p_k z^{-k}, \quad p_{-k} = p_k, \]

which takes positive values on the unit circle; i.e. \( P(e^{i\theta}) > 0; \theta \in [-\pi, \pi] \) and \( n + 1 \) real numbers \( c_0, c_1, \ldots, c_n \) such that the Toeplitz matrix \( T_n \) is positive definite. We want to determine a pseudo-polynomial

\[ Q(z) = \sum_{k=-n}^{n} q_k z^{-k}, \quad q_{-k} = q_k \]

such that \( \Phi(e^{i\theta}) := P(e^{i\theta})/Q(e^{i\theta}) \) is a spectral density satisfying the moment conditions

\[ \int_{-\pi}^{\pi} e^{ik\theta} \Phi(e^{i\theta}) \frac{d\theta}{2\pi} = c_k, \quad k = 0, 1, \ldots, n. \]  

(2)

There is an alternative formulation of this problem in terms of ARMA models. Let \( a(z), b(z) \) be a pair of polynomials of degree \( n \) in the indeterminate \( z^{-1} \), interpreted as the unit delay operator on real sequences,

\[ a(z) := \sum_{k=0}^{n} a_k z^{-k}, \quad b(z) := \sum_{k=0}^{n} b_k z^{-k}. \]  

(3)

and consider the process \( y \) defined on the whole integer line, described by the ARMA model

\[ \sum_{k=0}^{n} a_k y(t-k) = \sum_{k=0}^{n} b_k w(t-k), \quad t \in \mathbb{Z}, \]

(4)

or, symbolically as \( a(z)y(t) = b(z)w(t) \) where \( \{a_k, b_k\} \) are the coefficients in (3), and \( w \) is a white noise process of variance \( \mathbb{E}[w(t)]^2 = \sigma^2 \). To guarantee uniqueness of the representation we shall hereafter take \( z^n a(z) \) and \( z^n b(z) \) to be Schur polynomials\(^1\) and normalize \( b(z) \) to be monic (i.e. such that \( b_0 = 1 \)). Consider then the following problem:

**Problem 2.** Suppose we are given a monic Schur polynomial \( b(z) \) of degree \( n \) and \( n + 1 \) numbers \( c_0, c_1, \ldots, c_n \) such that the Toeplitz matrix \( T_n \) is positive definite. We want to determine the coefficients of the polynomial \( a(z) \) such that the first \( n + 1 \) covariance lags of the ARMA process defined by (4) are equal to \( c_0, c_1, \ldots, c_n \).

\(^1\)Hereafter a polynomial of degree \( n \), \( p(z) \), in the indeterminate \( z^{-1} \) will be called Schur if all zeros of \( z^n p(z) \) are inside the unit circle.
This problem has been discussed and solved by variational techniques similar to those used for Problem [1] by P. Enquist [17]–[19]. It is easily seen that any solution to Problem [2] solves Problem [1] yielding a spectral density

$$\Phi(e^{i\theta}) := \sigma^2 \left| \frac{b(e^{i\theta})}{a(e^{i\theta})} \right|^2 = \sigma^2 \frac{b(z)b(z^{-1})}{a(z)a(z^{-1})} \bigg|_{z = e^{i\theta}},$$

(5)

with the denominator $Q(z) := a(z^{-1})a(z)/\sigma^2$. Conversely, given a pair of pseudo-polynomials $P(z), Q(z)$ solving Problem [1] and their outer polynomial spectral factors $b(z), a(z)$, i.e.

$$P(z) = b(z)b(z^{-1}), \quad Q(z) = a(z)a(z^{-1})$$

(6)

any solution of Problem [1] yields a solution of Problem [2] where the noise $w(t)$ in the ARMA model (4) has unit variance. Our initial goal will be to formulate the estimation of the $\{a_k\}$ parameters in the more familiar frame of Yule-Walker-type equations. This approach will turn out to provide an interesting link with the mainstream procedure in the literature based on generalized entropy minimization [4], [5].

**Characterization of the AR coefficients**

Being defined in terms of Schur polynomials, the ARMA model (4) is a causal and causally invertible innovation model. This means that (as mentioned e.g. in [40]),

- The process $\{y(t)\}$ has a representation

$$y(t) = \sum_{k=0}^{\infty} \gamma_k w(t - k)$$

(7)

which is convergent in mean square (causality).

- Conversely, the process $\{w(t)\}$ can be represented in terms of $\{y(t)\}$

$$w(t) = \sum_{k=0}^{\infty} \pi_k y(t - k)$$

the sum also converging in mean square (invertibility).

- The innovation property: $\text{Span}\{y(k), k \leq t\} = \text{Span}\{w(k), k \leq t\}$ holds for all $t \in \mathbb{Z}$ so that in particular,

$$w(t) \perp \text{Span}\{y(k), k \leq t - 1\}.$$  

(8)

Consider the representation (7) and let $\gamma(z) := \sum_{k=0}^{\infty} \gamma_k z^{-k}$; then it is clear that

$$\gamma(z) = \frac{b(z)}{a(z)} \implies b(z) = \gamma(z)a(z),$$
so that, by matching the coefficients of polynomials one can see that for \( j > n \), the sequence \( \{ \gamma_j \} \) satisfies a homogeneous difference equation

\[
a_0 \gamma_j + a_1 \gamma_{j-1} + \cdots + a_n \gamma_{j-n} = 0
\]

with the initial conditions specified by

\[
\begin{bmatrix}
a_0 & 0 & 0 & \cdots & 0 \\
a_1 & a_0 & 0 & \cdots & 0 \\
a_2 & a_1 & a_0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
a_n & \cdots & a_2 & a_1 & a_0
\end{bmatrix}
\begin{bmatrix}
\gamma_0 \\
\gamma_1 \\
\gamma_2 \\
\vdots \\
\gamma_n
\end{bmatrix}
=
\begin{bmatrix}
b_0 \\
b_1 \\
b_2 \\
\vdots \\
b_n
\end{bmatrix},
\tag{9}
\]

Denoting the \( n+1 \)-dimensional vectors of coefficient \( \{a_k, b_k; k = 0, 1, \ldots, n\} \) by \( a \) and \( b \) respectively, equation (9) can be rewritten in vector form as

\[
T(a) \gamma = b
\tag{10}
\]

where \( \gamma \) is the vector with components \( \{\gamma_j; j = 0, \ldots, n\} \), which yields

\[
\gamma(a) = T(a)^{-1} b.
\tag{11}
\]

In general, to specify completely the model (4) we need to specify the noise variance parameter \( \sigma^2 \). For an innovation model, it may seem natural to fix \( w(t) \) equal to the one-step prediction error \( e(t) = y(t) - \hat{y}(t | t - 1) \) in which case however the impulse response \( \{\gamma_k\} \) should be normalized so that \( \gamma_0 = 1 \). Since by convention we choose monic numerator polynomials, \( (b_0 = 1) \) (9) implies that \( \gamma_0 = 1/a_0 \) and hence one should constrain also \( a_0 \) to be normalized to have modulus one (more precisely \( 1/a_0^2 = 1 \)). Adding this extra constraint would however be quite inconvenient since the vector \( a \) is determined either as a result of an optimization problem or updated by an iterative algorithm. A natural solution is to let the noise variance vary as a function of \( a \) without imposing any normalization to \( a_0 \). In fact one can normalize to obtain \( a_0 = 1 \) once the vector \( a \) is determined and makes up the coefficients of a Schur polynomial in which case the innovation variance would simply be \( \sigma^2_e = \sigma^2 / a_0^2 \), where \( \sigma^2 \) is the variance parameter without normalization which can be computed by the formula (14) shown below.

One can similarly derive an analogous difference equation for the covariance lags of the process \( \{y(t)\} \)

\[
a_0 c_j + a_1 c_{j-1} + \cdots + a_n c_{j-n} = 0
\]
valid for \( j > n \), with different initial conditions which can be written in matrix form as

\[
T_n a = \sigma^2 H_b \gamma,
\]  
(12)

where

\[
H_b := \begin{bmatrix}
    b_0 & b_1 & b_2 & \ldots & b_n \\
    b_1 & b_2 & \ldots & b_n & 0 \\
    b_2 & \ldots & b_n & 0 & 0 \\
    \vdots & \ddots & \ddots & \ddots & \vdots \\
    b_n & 0 & \ldots & 0 & 0
\end{bmatrix}.
\]

Combining (11) and (12) to eliminate \( \gamma \) one obtains a nonlinear equation for the parameter \( a \) as a function of the covariance lags (in \( T_n \)) and the known numerator parameters \( b \),

\[
a = \sigma^2 T_n^{-1} H_b T(a)^{-1} b.
\]  
(13)

In this equation the variance parameter \( \sigma^2 \) can also be expressed in function of the parameter \( a \) as

\[
\sigma^2(a) = \frac{a_0}{b_n} \sum_{k=0}^{n} a_k c_{n-k},
\]  
(14)

as obtained from the last equation in (12).

**An iterative solution of the rational Covariance Extension problem**

Since there is no explicit solution of equation (13) in view, we propose to solve it by an iterative scheme of the form

\[
a^{(k+1)} = \sigma^2 T_n^{-1} H_b T(a^{(k)})^{-1} b, \quad k = 0, 1, \ldots
\]  
(15)

which can for example be initialized with the coefficients of the maximum entropy solution \( a^{(0)} = a_{\text{ME}} \) computed by the Levinson algorithm with data the Toeplitz matrix \( T_n \). The scaling factor \( \sigma^2 \) is updated in each iteration by substituting the iterate \( a^{(k)} \) in (14).

Proving convergence of this iteration is a non-trivial matter. However Anders Lindquist has suggested us a slick proof which makes contact with the generalized entropy minimization approach to Problem 2. The following theorem which we state here without proof is based on his idea. The proof here is omitted since it will turn out to be a particularization of the proof of Theorem 10 given in Sec. IV for the periodic Problem 6.
Theorem 3. The iteration scheme (15) can be interpreted as a quasi-Newton step with a scaling parameter $\sigma^2$ for the minimization of the function

$$\mathcal{J}_P(a) = a^\top T_n a - \int_{-\pi}^{\pi} b(e^{-i\theta})b(e^{i\theta}) \log[a(e^{-i\theta})a(e^{i\theta})] \frac{d\theta}{2\pi}.$$ (16)

which has a unique minimum in the set $S_n$ of real Schur polynomials of degree $n$ with $a_0 > 1$.

For, it is shown in [17], that the optimization problem

$$\min_{a(z) \in S_n} \mathcal{J}_P(a)$$ (17)

has a unique solution in the feasible set.

Algorithm (15) with some adaptations has been successfully tested in several examples. However our main interest is in periodic processes which we shall turn to in the next section.

III. THE COVARIANCE EXTENSION PROBLEM FOR PERIODIC PROCESSES

Consider a zero-mean second order real process $\{y(t)\}$, defined on a finite interval $[-N+1, N]$ of the integer line $\mathbb{Z}$ and extended to all of $\mathbb{Z}$ as a periodic process with period $2N$ so that

$$y(t + 2kN) = y(t)$$ (18)

almost surely. We shall as usual, say that $\{y(t)\}$ is stationary if the covariance lags $c_k := \mathbb{E}\{y(t + k)y(t)\}$ do not depend on time and hence the covariance matrix with entries $\{c_k\}$ has a Toeplitz structure. In fact, as shown in [11] in order for the random vector

$$y := \begin{bmatrix} y(t - N + 1) & y(t - N + 2) & \cdots & y(t + N) \end{bmatrix}^\top$$ (19)

to represent the restriction to $[-N + 1, N]$ of a periodic process on $\mathbb{Z}$, the covariance $T_{2N} := \mathbb{E}yy^\top$, must be a circulant matrix, namely it must have the form

$$T_{2N} = \begin{bmatrix}
c_0 & c_1 & \cdots & c_N & c_{N-1} & \cdots & c_1 \\
c_1 & c_0 & \cdots & c_{N-1} & c_N & \cdots & c_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
c_N & c_{N-1} & c_{N-2} & \cdots & c_{N-1} & \cdots & c_1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
c_1 & \cdots & c_N & c_{N-1} & \cdots & c_1 & c_0
\end{bmatrix},$$ (20)

$$= \text{Circ}\{c_0, c_1, c_2, \ldots, c_N, c_{N-1}, \ldots, c_2, c_1\}.$$ (21)
where the columns are shifted cyclically, the last component moved to the top \[14\]. Circulant matrices will play a key role in the following.

By stationarity \( y \) has a spectral representation
\[
y(t) = \int_{-\pi}^{\pi} e^{it\theta} d\hat{y}(\theta), \quad \text{where} \quad \mathbb{E}\{|d\hat{y}|^2\} = dF(e^{i\theta}),
\]
(22) is the spectral distribution (see, e.g., \[33\] p. 74), and therefore
\[
c_k := \mathbb{E}\{y(t+k)y(t)\} = \int_{-\pi}^{\pi} e^{ik\theta} dF(e^{i\theta}).
\]
(23) Because of the periodicity condition \(18\), the support of the spectral distribution \(dF\) must be contained in the \textit{discrete unit circle} \(\mathbb{T}_{2N} := \{\zeta_{-N+1}, \zeta_{-N+2}, \ldots, \zeta_N\}\), where
\[
\zeta_k = e^{ik\pi/N}. \tag{24}
\]
As explained in the appendix, see equation \(100\), one can represent \(dF\) as \(dF = \Phi\,d\nu\) where \(d\nu\) is a uniform discrete measure supported on \(\mathbb{T}_{2N}\) and \(\Phi\) is the discrete Fourier transform (DFT) of the sequence \((c_{-N+1}, \ldots, c_N)\), called the \textit{spectral density} of \(y\),
\[
\Phi(\zeta) = \sum_{k=-N+1}^{N} c_k \zeta^{-k}, \tag{25}
\]
which is in fact \textit{the symbol} of the circulant matrix \(\mathbb{T}_{2N}\). This is a nonnegative function of the discrete variable \(\zeta \in \mathbb{T}_{2N}\) which is strictly positive if and only if the \(2N \times 2N\) covariance matrix \(\mathbb{T}_{2N}\) is positive definite, see \[12\] Proposition 2, that is to say, the process is \textit{full rank} which we shall assume all through this paper.

Suppose now that we are given a partial covariance sequence \(c_0, c_1, \ldots, c_n\) with \(n < N\), such that the Toeplitz matrix \(\mathbb{T}_n\) is positive definite. Consider the problem of finding an extension \(c_{n+1}, c_{n+2}, \ldots, c_N\) which, once imposing the periodic midpoint reflection condition \(c_{N+k} = c_{N-k}\) valid for real covariances, makes the sequence \(c_0, c_1, \ldots, c_N\) a covariance sequence of a stationary process of period \(2N\).

In general this problem, whenever feasible, will have infinitely many solutions. We are however interested in finite complexity solutions only and so we shall restrict our attention to spectral functions \(25\) which are \textit{rational} in the sense that
\[
\Phi(\zeta) = \frac{P(\zeta)}{Q(\zeta)}, \tag{26}
\]
where \(P\) and \(Q\) are symmetric pseudo-polynomials of degree (at most) \(n\), that is of the form
\[
P(\zeta) = \sum_{k=-n}^{n} p_k \zeta^{-k}, \quad p_{-k} = p_k. \tag{27}
\]
A convex optimization approach to determine rational solutions $\Phi(\zeta)$ is proposed by Lindquist and Picci in [31] where a complete parametrization of all such solutions is described. Feasibility of the optimization problem can be described in the language of moment problems [10], [26] as follows.

Let $\mathcal{P}_+(N)$ be the cone of all symmetric pseudo-polynomials (27) of degree $n$ that are positive on the discrete unit circle $\mathbb{T}_{2N}$, and let $\mathcal{P}_+ \subset \mathcal{P}_+(N)$ be the subset of pseudo-polynomials (27) such that $P(e^{i\theta}) > 0$ for all $\theta \in [-\pi, \pi]$. Moreover let $\mathcal{C}_+(N)$ be the dual cone of all partial covariance sequences $c = (c_0, c_1, \ldots, c_n)$ such that

$$\langle c, p \rangle := \sum_{k=-n}^{n} c_k p_k > 0 \quad \text{for all } P \in \mathcal{P}_+(N) \setminus \{0\},$$

and let $\mathcal{C}_+$ be defined in the same way as the dual cone of $\mathcal{P}_+$. It can be shown [26] that $c \in \mathcal{C}_+$ is equivalent to the Toeplitz condition $T_n > 0$. Since $\mathcal{P}_+ \subset \mathcal{P}_+(N)$, we have $\mathcal{C}_+(N) \subset \mathcal{C}_+$, so in general $c \in \mathcal{C}_+(N)$ is a stricter condition than $T_n > 0$.

Conditions for the existence and uniqueness of the solution to the extension problem can then be stated in the following way.

**Theorem 4.** Let $c \in \mathcal{C}_+(N)$. Then, for each $P \in \mathcal{P}_+(N)$ of degree $n$, there is a unique $Q \in \mathcal{P}_+(N)$ such that the rational function $\Phi = \frac{P}{Q}$ satisfies the moment conditions

$$\int_{-\pi}^{\pi} e^{ik\theta} \Phi(e^{i\theta}) d\nu(\theta) = c_k, \quad k = 0, 1, \ldots, n. \quad (28)$$

Consequently the family of solutions (26) of the periodic covariance extension problem stated above is parameterized by $P \in \mathcal{P}_+(N)$ in a bijective fashion. A key result of the theory is that, for any $P \in \mathcal{P}_+(N)$, the corresponding unique $Q \in \mathcal{P}_+(N)$ can be obtained by convex optimization.

**Theorem 5.** Let $c \in \mathcal{C}_+(N)$ and $P \in \mathcal{P}_+(N)$. Then the problem to maximize

$$I_P(\Phi) = \int_{-\pi}^{\pi} P(e^{i\theta}) \log \Phi(e^{i\theta}) d\nu$$

subject to the moment conditions (28) has a unique solution of the form (26), where $Q$ is the unique optimal solution of the problem to minimize over all $Q \in \mathcal{P}_+(N)$ the dual functional

$$J_P(Q) = \langle c, q \rangle - \int_{-\pi}^{\pi} P(e^{i\theta}) \log Q(e^{i\theta}) d\nu$$

where $q := (q_0, q_1, \ldots, q_n)$ are the coefficients of $Q$. The functional $J_P$ is strictly convex.
We refer the reader to [31] for the proofs. Theorems 4 and 5 are discrete versions of results in [4], [5] valid for the integer line $\mathbb{Z}$. The solution corresponding to $P = 1$ is called the maximum-entropy solution by virtue of (29).

**Covariance extension by unilateral periodic ARMA models**

Periodic processes can be conveniently seen as being defined on the finite group $\mathbb{Z}_{2N}$ made of the discrete interval $[-N + 1, N]$ with arithmetics modulo $2N$. There $\{y(t)\}$ can be represented as a $2N$-dimensional vector as in (19). We are interested in periodic processes which can be represented by unilateral ARMA models of the form

$$\sum_{k=0}^{n} a_k y(t - k) = \sum_{k=0}^{n} b_k w(t - k), \quad t \in \mathbb{Z}_{2N}$$

(31)

where $\{w(t)\}$ is a periodic white noise process on $\mathbb{Z}_{2N}$ of variance $\sigma^2$ and $\{a_k\}$ and $\{b_k\}$ are the coefficients of two Schur polynomials $a(z), b(z)$ where we shall again take $b_0 = 1$. An alternative is to leave $b_0$ free and normalize $\sigma^2 = 1$, depending on convenience. To impose periodicity to (31) we need to impose periodic boundary conditions at the endpoints; i.e.

$$y(-N) = y(N), \ldots, y(-N - n + 1) = y(N - n + 1)$$

(32)

which leads to a circulant matrix representation of the model (31). Introducing the vector notation

$$w = [w(-N + 1), w(-N + 2), \ldots, w(0), w(1), \ldots, w(N)]^T,$$

we have $\mathbb{E}\{ww^T\} = \sigma^2 I_{2N}$ and a unilateral ARMA model describing a scalar-valued periodic stationary process $y$ may then be rewritten compactly as a matrix-vector equation

$$Ay = Bw,$$

(33)

in which $A$ and $B$ are $2N \times 2N$ nonsingular lower-triangular circulant matrices of bandwidth $n$

$$A = \text{Circ}\{a_0, a_1, \ldots, a_n, 0, \ldots, 0\},$$

$$B = \text{Circ}\{1, b_1, \ldots, b_n, 0, \ldots, 0\}.$$

That a large class of periodic processes can admit unilateral ARMA representations is shown in [37], and is also surveyed in Appendix B. We consider now the analog of Problem 2 for periodic processes.

\footnote{In this conference paper an important positivity condition is overlooked; the correct representability condition is discussed later in this paper.}
Problem 6 (The Circulant Rational Covariance extension Problem (CRCEP)). Suppose we are given the $n$ coefficients $\{b_k; k = 1, 2, \ldots, n\}$ of a Schur polynomial and $n + 1$ real numbers $c_0, c_1, \ldots, c_n$ such that the Toeplitz matrix $[T]$ is positive definite. We want to determine the coefficients $\{a_k\}$ such that the first $n + 1$ covariance lags of the periodic process $\{y(t)\}$ in (31) match the sequence $\{c_k; k = 0, 1, \ldots, n\}$.

If we were able to solve this problem, i.e., to obtain the matrix $A$, letting $\Sigma := \mathbb{E}\{yy^\top\}$ and taking covariance on both sides of the equation (33), we would have

$$A\Sigma A^\top = \sigma^2 BB^\top.$$  

Taking inverses and rearranging terms, due to the commutativity of circulant matrices, this would lead to a representation of $\Sigma$ as the ratio of two positive circulants, i.e.

$$\Sigma = \sigma^2 A^{-1}BB^\top A^{-\top} = \sigma^2 (AA^\top)^{-1}BB^\top$$

$$:= \sigma^2 Q^{-1}P,$$

where $Q := AA^\top$, $P := BB^\top$. This procedure would then solve the same circulant rational covariance extension problem discussed in [31], [32]. Here $B$ is a circulant factor of the bilaterally $n$-banded circulant matrix $P$ having the given symbol $P(\zeta)$, see Appendix B.

We shall show in the next sections that Problem 6 can be converted to the solution of a nonlinear equation similar to (13). The solution can be obtained by an iterative algorithm which, although looking similar to (15) turns out to be more difficult to analyze. The proof of its convergence will be one of the main results of this paper.

Spectral representation of periodic ARMA models

In terms of the discrete Fourier transform (DFT) of the random variables $\{y(t), w(t); t \in \mathbb{Z}_{2N}\}$ defined as

$$\hat{y}(\zeta_k) = \sum_{t=-N+1}^{N} y(t)\zeta_k^{-t}, \quad \hat{w}(\zeta_k) = \sum_{t=-N+1}^{N} w(t)\zeta_k^{-t}, \quad k \in \mathbb{Z}_{2N}$$  

(34)

the model (31) can be rewritten

$$a(\zeta)\hat{y}(\zeta) = b(\zeta)\hat{w}(\zeta), \quad \zeta \in \mathbb{T}_{2N}$$  

(35)

where the polynomials $a(\zeta), b(\zeta)$ are defined in terms of the coefficients of the model (31) as

$$a(\zeta) := \sum_{k=0}^{n} a_k \zeta^{-k}, \quad b(\zeta) := \sum_{k=0}^{n} b_k \zeta^{-k}.$$  

(36)
Here we shall choose to fix $b_0 = 1$.

The solution of (35) can formally be written as

$$\hat{y}(\zeta) = \frac{b(\zeta)}{a(\zeta)} \hat{w}(\zeta), \quad \zeta \in \mathbb{T}_{2N},$$

(37)

whence, denoting the inverse DFT of $\frac{b(\zeta)}{a(\zeta)}$ by $\gamma := \{\gamma_k; k = -N + 1, \ldots, N\}$, one obtains a one-sided representation of $\{y(t)\}$ in terms of the input noise $\{w(t), t \in \mathbb{Z}_{2N}\}$

$$y(t) = \sum_{s=-N+1}^{N} \gamma_{t-s} w(s).$$

(38)

Since the DFT $\hat{w}(\zeta_k)$ satisfies

$$\frac{1}{2N} \mathbb{E} \left[ \hat{w}(\zeta_k) \hat{w}(\zeta_l) \right] = \sigma^2 \delta_{kl},$$

the spectral density of $\{y(t)\}$ is readily obtained as

$$\Phi(\zeta_k) = \frac{1}{2N} \mathbb{E} \left[ \hat{y}(\zeta_k) \overline{\hat{y}(\zeta_k)} \right] = \sigma^2 \frac{b(\zeta_k)b(\zeta_k^{-1})}{a(\zeta_k)a(\zeta_k^{-1})}.$$

(39)

Notice that the sequence $\{\gamma_t\}$ is naturally periodic and is readily computable from the polynomials $a(\zeta)$ and $b(\zeta)$ via inverse FFT. We note for future use that $\mathbb{E}[y(t)w(s)] = \sigma^2 \gamma_{t-s}$. One can see that the one-sided representation (38) in the periodic case is different from (7), since here we do not have causality and $y(t)$ depends on $\{w(s)\}$ over the whole interval $[-N+1, N]$.

One can also rewrite (38) in matrix notation as

$$y = \Gamma w,$$

(40)

where $\Gamma = \text{Circ}\{\gamma_0, \gamma_1, \ldots, \gamma_N, \gamma_{-N+1}, \ldots, \gamma_{-1}\} \in \mathbb{R}^{2N \times 2N}$, the relative symbol being

$$\Gamma(\zeta) := \sum_{t=-N+1}^{N} \gamma_t \zeta^{-t} = \frac{b(\zeta)}{a(\zeta)}.$$

(41)

Note that the matrix $\Gamma$ has a very simple expression in terms of the circulant matrices of coefficients $A, B$, since from spectral theory (see Appendix A) we have

$$\Gamma = A^{-1} B.$$

(42)

Now, taking covariances on both sides of (40), we obtain the circulant factorization $\Sigma = \sigma^2 \Gamma \Gamma^\top$ from which, combining the model equation (33) with (40), it is easily seen that

$$A \Sigma = \sigma^2 B \Gamma^\top.$$

(43)
From this relation we can now proceed to derive the nonlinear equation and an iterative scheme for the coefficient vector of the polynomial $a(\zeta)$.

Multiply (31) on both sides by $y(t - j) = \sum_{s = -N+1}^{N} \gamma_{t-j-s} w(s)$, and take expectation to obtain
\[
\sum_{k=0}^{n} a_k c_{k-j} = \sigma^2 \sum_{k=0}^{n} b_k \gamma_{k-j}, \quad j = 0, 1, \ldots, n. \tag{44}
\]
This is a system of equations which can be written in matrix form as
\[
T_n a = \sigma^2 T_\gamma b \tag{45}
\]
where now
\[
T_\gamma = \begin{bmatrix}
\gamma_0 & \gamma_1 & \cdots & \gamma_n \\
\gamma_{-1} & \gamma_0 & \cdots & \\
\vdots & \ddots & \ddots & \gamma_1 \\
\gamma_{-n} & \cdots & \gamma_{-1} & \gamma_0
\end{bmatrix}
\]
is a full Toeplitz matrix. Since for fixed $b$ the sequence $\gamma$ is a function of $a$ we shall denote $T_\gamma$ as $T_\gamma(a)$. It can be computed say by inverse FFT of (41) or by (42). In fact, (45) is just the $(n+1) \times (n+1)$ upper-left corner of the matrix equation (43). The resulting nonlinear equation for $a$ is a bit more implicit than (13). However a similar iterative scheme can be devised to solve it, say
\[
a^{(k+1)} = \sigma^2(a^{(k)}) T_n^{-1} T_\gamma(a^{(k)}) b, \quad k = 0, 1, \ldots \tag{46}
\]
with an initialization in the set $S_n$ of Schur polynomials of degree $n$, e.g., the coefficients of the Levinson polynomial for the ordinary Toeplitz covariance extension of $T_n$. The key observation here is that this algorithm is actually a numerical implementation of the variational solution of the periodic moment problem (Theorem 5).

**Theorem 7.** The iteration (46) where the scaling parameter $\sigma^2(a^{(k)})$ is updated in each iteration by the rule
\[
\sigma^2(a) = \frac{\sum_{k=0}^{n} c_k a_k}{\sum_{k=0}^{n} \gamma_k b_k}, \quad (b_0 = 1), \tag{47}
\]
can be interpreted as a quasi-Newton step for the minimization of the function
\[
\mathbb{J}_P(a) = a^T T_n a - \int_{-\pi}^{\pi} b(e^{i \theta}) b(e^{-i \theta}) \log[a(e^{i \theta}) a(e^{-i \theta})] \, d\nu. \tag{48}
\]
Since (47) is exactly equation (44) written for \( j = 0 \) and since fixing \( b_0 = 1 \) in this equation determines \( \sigma^2 \) uniquely, we can get an immediate partial result about the convergence of the iterates \( \sigma^2(a^{(k)}); k = 0, 1, \ldots \).

**Proposition 8.** Let \( b \) be fixed; if \( a^{(k)} \) converges to the parameters \( a \) of an ARMA model solution of Problem 6 then \( \sigma^2(a^{(k)}) \) will converge to the variance of the white noise \( \{w(t)\} \) relative to the same model.

There is an equivalent version of the iteration (46) where \( b_0 \) is not normalized and \( \sigma^2 \) is fixed equal to 1. This version does look like a quasi-Newton method with a fixed stepsize which we do not recommend. It is well known that a quasi-Newton method with a fixed stepsize, see e.g. (52) below, may keep on chattering between two or more values without converging. This behavior was occasionally encountered in simulations.

**Proof of Theorem 7**

The proof follows the lemma stated below.

**Lemma 9.** The gradient of \( \mathcal{J}_P(a) \) satisfies

\[
\frac{1}{2} \nabla \mathcal{J}_P(a) = \mathbf{T}_n a - \mathbf{T}_n(a) b = [\mathbf{T}_n - \mathbf{T}_n(a)] a. \tag{49}
\]

where \( \mathbf{T}_n(a) \) is the \( (n + 1) \times (n + 1) \) upper Toeplitz submatrix of the covariance matrix corresponding to the discrete spectral density \( \Phi(\zeta) \coloneqq P(\zeta)/|a(\zeta)|^2 \).

**Proof.** A direct computation of the gradient yields

\[
\nabla \mathcal{J}_P(a) = 2\mathbf{T}_n a - \int_{-\pi}^{\pi} b(e^{i\theta}) b(e^{-i\theta}) \left\{ \begin{array}{c} 1 \\ e^{-i\theta} \\ \vdots \\ e^{-in\theta} \end{array} \right\} \left\{ \begin{array}{c} 1 \\ e^{i\theta} \\ \vdots \\ e^{in\theta} \end{array} \right\} d\nu, \tag{50}
\]

in which the left term of the sum inside the brace can be written as

\[
\frac{b(e^{i\theta})}{a(e^{i\theta})} \left[ \begin{array}{c} 1 \\ e^{-i\theta} \\ \vdots \\ e^{-in\theta} \end{array} \right] \left[ \begin{array}{c} b_0 \\ b_1 \\ \vdots \\ b_n \end{array} \right],
\]
so that this part of the integral becomes the sum

\[
\frac{1}{2N} \sum_{j=-N+1}^{N} \frac{b(\zeta_j)}{a(\zeta_j)} \begin{bmatrix} 1 & \zeta_j & \ldots & \zeta_j^n \\ \zeta_j^{-1} & 1 & \vdots & \\ \vdots & \ddots & \zeta_j \\ \zeta_j^{-n} & \ldots & \zeta_j^{-1} & 1 \end{bmatrix} b = T_\gamma(a)b
\]

since, as seen in Sect. [III]

\[
\frac{1}{2N} \sum_{j=-N+1}^{N} \frac{b(\zeta_j)}{a(\zeta_j)} \zeta_j^{-k} = \gamma_{-k}, \quad k = -n, \ldots, n.
\]

Computation involving the other term in the integral is similar, yielding in fact the same result, so that

\[
\nabla J_P(a) = 2[T_n a - T_\gamma(a)b].
\] (51)

Recall now that the entries of the vector $T_\gamma(a)b$ are the initial segment of length $n+1$ of the convolution string $\sum_{k=0}^{n} b_k \gamma_{-i+k}$; $i \in \mathbb{Z}_{2N}$ whose DFT is the product

\[
b(\zeta)b(\zeta^{-1}) = a(\zeta)a(\zeta^{-1}) = \Phi(\zeta)a(\zeta)
\]

which has inverse DFT the first column of $\Sigma \times \text{Circ}\{a_0, a_1, \ldots, a_n, 0, \ldots, 0\}$, $\Sigma$ being the covariance corresponding to the spectral density $\Phi(\zeta)$. It follows that in matrix notation

\[
T_\gamma(a)b = T_n(a)a
\]

which proves (49). \hfill \Box

If for simplicity we normalize to $\sigma^2 = 1$, then the iteration (46) can be written as

\[
T_n[a^{(k+1)} - a^{(k)}] = T_\gamma(a^{(k)})b - T_n(a^{(k)}) = -\frac{1}{2} \nabla J_P(a^{(k)})
\]

which is the quasi-Newton step

\[
a^{(k+1)} = a^{(k)} - \frac{1}{2} T_n^{-1} \nabla J_P(a^{(k)}). \quad (52)
\]

Introducing instead the scaling parameter $\sigma^2$, the recursion looks like

\[
a^{(k+1)} = \sigma^2(a^{(k)}) \left[ a^{(k)} - \frac{1}{2} T_n^{-1} \nabla J_P(a^{(k)}) \right]. \quad (53)
\]
IV. PROOF OF CONVERGENCE

Before proving convergence of the algorithm, we shall need to clarify how the optimization of the functional (48) relates to the solution of Problem 6.

The convex optimization approach to determine the denominator $Q(\zeta)$ of a solution to the periodic covariance extension problem was reviewed in Sect. III. Theorem 4 gives the main result. We want to derive an equivalent statement regarding the existence and uniqueness of optimal spectral factors $a(\zeta)$ of $Q(\zeta)$. There is a difficulty here since, as remarked in the appendix, $Q(\zeta)$ admits spectral factors if and only if its extension $Q(z)$ to the unit circle does so, but Theorem 4 only states that the optimal $\hat{Q}(\zeta)$ is positive on the discrete set $\mathbb{T}_{2N}$; said in other words, only belongs to $\mathfrak{P}_{+}(N)$ but not necessarily to $\mathfrak{P}_{+}$. However (Lemma 17) if $N$ is large, the extension $Q(z)$ will be positive. On the other hand, the key sufficient condition $c \in \mathfrak{C}_{+}(N)$ of Theorem 4 also requires $N$ to be larger than some $N_0$ [31, Proposition 6].

We shall henceforth say that Problem 6 is feasible if $N \geq N_0$ is large enough to guarantee that $\hat{Q}(\zeta)$ has a positive extension to the unit circle.

For a feasible problem a polynomial spectral factorization $\hat{Q}(\zeta) = \hat{a}(\zeta)\hat{a}(\zeta^{-1})$ exists and can be computed exactly as in the $z$-domain. See Section B of the appendix for more details. Clearly, feasibility depends on the data, in particular on the polynomial $P(\zeta)$ which should be chosen so as to admit an extension which is also positive on the whole circle; i.e. lies in $\mathfrak{P}_{+}$ and hence also admits spectral factors.

All solutions of a feasible Problem 6 can then be identified with nonsingular and invertible spectral factors of the solution (26).

Similar to what is done in [17] for the ordinary covariance extension on $\mathbb{Z}$, we have reparameterized the functional (30) in terms of the outer spectral factors $a(\zeta)$. Consider to this end the map

$$T : \mathcal{S}_n \rightarrow \mathfrak{P}_{+}, \quad a(\zeta) \mapsto T(a) := a(\zeta)a(\zeta^{-1}).$$

By the same argument as in [17, Section 3], one can show that the map $T$ is bijective, continuously differentiable and has a nonvanishing Jacobian for all $a(\zeta) \in \mathcal{S}_n$. Therefore, a change of variables from $Q$ to $a = [a_0, a_1, \ldots, a_n]^\top$ in (30) is well defined, and the optimization of (30) can be transformed into that of Theorem 7 with $P(\zeta) = b(\zeta)b(\zeta^{-1})$; i.e.

$$\min_{a, a(\zeta) \in \mathcal{S}_n} \mathbb{J}_P(a)$$

(54)
where \( J_P(a) \) was defined in (48). Note, as observed by [17], that unlike the original optimization problem, the feasible set \( S_n \) is not convex in the \( a \)-parameterization; nevertheless the smooth bijection \( T \) will map minima into minima.

**Theorem 10.** Assume feasibility; then the optimization problem (54) has a unique stationary point \( \hat{a} \) in \( S_n \) such that \( T(\hat{a}) = \hat{Q}(\zeta) \). The function \( J_P(a) \) is locally strictly convex in a neighborhood of such \( \hat{a} \) which is indeed a minimum.

**Proof.** The proof of the first part is essentially the same as that of Propositions 3.3 and 3.6 in [17] and will not be repeated here. The proof of local strict convexity will follow by showing that the Hessian of \( J_P(a) \) is positive definite at \( \hat{a} \) which is the content of the following lemma.

**Lemma 11.** The gradient of \( J_P(a) \) is related to \( \nabla J_P(Q) \) by the formula

\[
\nabla J_P(a) = J^\top \nabla J_P(Q)
\]  

(55)

where \( J \) is the Jacobian

\[
J = \begin{bmatrix}
a_0 & a_1 & \cdots & a_n \\
a_1 & \cdots & a_n & 0 \\
\vdots & \ddots & \vdots & \vdots \\
a_n & 0 & \cdots & 0
\end{bmatrix}
\]

and is non-singular, while the Hessian of \( J_P(a) \) is related to \( \nabla^2 J_P(Q) \) by

\[
\nabla^2 J_P(a) = J^\top \nabla^2 J_P(Q) J + R
\]

where

\[
R = c_0 I + T_n - [\tilde{c}_0 I + T_n(a)]
\]

(56)

and is non-singular; with \( T_n(a) \) defined in Lemma 9

**Proof.** By the chain rule one has

\[
\frac{dJ_P(a)}{da} = \frac{dJ_P(Q)}{dq} \frac{dq}{da} = \nabla J_P(Q)^\top J.
\]

(57)

Using the convention of writing the gradient as a column vector, one obtains (55) by taking a transpose. The expression for \( J \) is a consequence of spectral factorization by matching the coefficients, as indicated by the quadratic equation (123) in the appendix.
For the second statement, applying the chain rule and product rule for the derivative, one has
\[
\nabla^2 \mathbb{J}_P(a) = J^\top \nabla^2 \mathbb{J}_P(q) J + \left[ \frac{d}{da} J^\top \right] \nabla \mathbb{J}_P(q).
\]
It is not difficult to check that the \( j \)’th column of \( R \) is given by
\[
\left[ \frac{\partial}{\partial a_j} J^\top \right] \nabla \mathbb{J}_P(q) = \left[ \frac{\partial}{\partial a_j} J^\top \right] (c - \tilde{c}), \quad j = 0, 1, \ldots, n,
\]
which leads precisely to the structure in (56). \( \square \)

Now, at the minimum \( \hat{q} \), the Hessian of the convex functional \( \mathbb{J}_P(q) \) is positive definite while the matrix \( R \) in (56) is clearly zero for \( a = \hat{a} \) as \( T_n(\hat{a}) = T_n \). Therefore \( \nabla^2 \mathbb{J}_P(\hat{a}) \) is positive definite. \( \square \)

We now propose an iterative algorithm to compute the spectral factor \( a(\zeta) \) for the CRCEP. Note that the iteration (46) does not necessarily respect the constraint in the optimization problem (54). Hence a spectral factorization to extract the outer spectral factor may be necessary to ensure feasibility at each step. This is similar to the projection step onto the feasible set in the projected Newton’s method [11], [16] for constrained convex optimization.

Algorithm [Quasi-Newton descent with spectral factorization]

1) Initialize \( a^{(0)} = a_{ME} \), e.g. as the output of the Levinson algorithm for the ordinary covariance extension. Set a threshold \( \delta \) to decide convergence
2) Iterate \( a^{(k+1)} = \sigma^2(a^{(k)}) T_n^{-1} T_\gamma(a^{(k)}) b \)
3) Do spectral factorization \( a^{(k+1)}(z) a^{(k+1)}(z^{-1}) \) to get the outer spectral factor
4) If \( \|a^{(k+1)} - a^{(k)}\| > \delta \), go to step 2.

**Theorem 12.** The quasi-Newton descent algorithm converges locally to a vector of AR coefficients \( \hat{a} \in \mathcal{S}_n \), defining a periodic ARMA process (31) whose covariance matrix is a circulant extension of the data \( T_n \), i.e. solves Problem 6.

**Proof.** By local strict convexity of \( \mathbb{J}_P(a) \), assuming \( a^{(k)} \) is close enough to the minimum, the algorithm will converge to a point \( \hat{a} \) satisfying the equation
\[
\frac{1}{2} \nabla \mathbb{J}_P(\hat{a}) = T_n \hat{a} - T_\gamma(\hat{a}) b = 0.
\]
To check that \( \hat{a} \) solves the moment equations, just note that the term \( T_n \hat{a} \) can be written as 
\[
M(\hat{a}) c,
\]
where
\[
M(a) = \begin{bmatrix}
a_0 & a_1 & a_2 & \ldots & a_n \\
a_1 & a_2 & \ldots & a_n & 0 \\
a_2 & \ldots & a_n & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
a_n & 0 & \ldots & 0 & 0
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 & \ldots & 0 \\
0 & a_0 & 0 & \ldots & 0 \\
0 & a_1 & a_0 & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & a_{n-1} & \ldots & a_1 & a_0
\end{bmatrix},
\]
is the so-called Jury matrix mentioned in [24] whose determinant is 
\[
\prod_{i=1}^{n} \prod_{j=1}^{n} (1 - r_i r_j),
\]
where \( r_i \) is the \( i \)’th root of the polynomial \( a(z) \). Hence \( M(\hat{a}) \) is nonsingular if \( \hat{a}(z) \) is a Schur polynomial. Consider then the equation in the unknown \( \hat{c} \)
\[
M(\hat{a}) \hat{c} = \sigma^2 T_\gamma(\hat{a}) b.
\]
which is just the matrix version of (44) with \( a = \hat{a} \) and the corresponding \( \gamma = \gamma(\hat{a}) \) fixed. This is a linear equation which has as unique solution the vector \( \hat{c} = c \), whose components are exactly the first \( n + 1 \) covariance lags of the periodic ARMA process (31).

V. Generalization to the Vector Case

The results obtained in the previous sections are for scalar processes. Their generalization to multidimensional processes however does not require a special treatment but only involves a rather straightforward change of notations. In this section, we shall restrict our attention to periodic processes, as this setting is relevant to our application to smoothing. However, extension to vector-valued processes defined on \( \mathbb{Z} \) is also straightforward.

A. Multidimensional CRCEP and the vector ARMA model

Following [30], we present below a formulation of the multivariable circulant extension problem where \( P(\zeta) \) is a scalar polynomial.

Problem 13. Suppose we are given a scalar pseudo-polynomial
\[
P(\zeta) = \sum_{k=-n}^{n} p_k \zeta^{-k}
\]
which takes positive values on the discrete unit circle \( T_{2N} := \{ \zeta_k = e^{ik\pi/N} | k = -N+1, \ldots, N \} \) and covariance matrices \( C_k := \mathbb{E}\{y(t+k)y(t)^\top\} \in \mathbb{R}^{m\times m}, \ k = 0, 1, \ldots, n, \) of a certain stationary process \( \{y(t)\} \), such that the block-Toeplitz matrix

\[
T_n = \begin{bmatrix}
C_0 & C_1 & \cdots & C_n \\
C_1^\top & C_0 & \ddots & \\
\vdots & \ddots & \ddots & C_1 \\
C_n^\top & \cdots & C_1^\top & C_0
\end{bmatrix}
\] (60)

is positive definite. We want to determine an \( m \times m \) matrix pseudo-polynomial

\[
Q(\zeta) = \sum_{k=-n}^{n} Q_k \zeta^{-k}
\] (61)

such that \( \Phi(\zeta) := Q(\zeta)^{-1}P(\zeta) \) is a spectral density satisfying the moment conditions

\[
\int_{-\pi}^{\pi} e^{ik\theta} \Phi(e^{i\theta}) d\nu = C_k, \ k = 0, 1, \ldots, n.
\]

In the ARMA formulation, we consider an \( m \)-dimensional stationary periodic process \( \{y(t)\} \) described by an innovation unilateral ARMA model driven by a \( m \)-dimensional white noise \( \{w(t)\} \)

\[
\sum_{k=0}^{n} A_k y(t-k) = \sum_{k=0}^{n} b_k w(t-k), \ t \in \mathbb{Z}_{2N}
\] (62)

where \( \{A_k \in \mathbb{R}^{m\times m}\} \) and \( \{b_k \in \mathbb{R}\} \) are coefficients of matrix Schur polynomials and \( \mathbb{E}[w(t)w(t)^\top] = D > 0 \). Similar to the scalar case, we need to impose the periodic boundary condition (32).

Introducing block vector notations

\[
y = \begin{bmatrix}
y(-N+1) \\
\vdots \\
y(N)
\end{bmatrix}, \quad w = \begin{bmatrix}
w(-N+1) \\
\vdots \\
w(N)
\end{bmatrix} \in \mathbb{R}^{2mN}
\]

and letting \( D := \mathbb{E}\{ww^\top\} = I_{2N} \otimes D \), where \( \otimes \) denotes the Kronecker product, then (62) can be written compactly as a matrix-vector equation

\[
Ay = Bw,
\] (63)

\(^3\)Here the property of a matrix polynomial in the indeterminate \( z^{-1} \) being Schur is that all the roots of \( z^m \det A(z) = 0 \) should lie inside the unit disc.
in which $A$ and $B$ are $2mN \times 2mN$ nonsingular lower-triangular block-circulant matrices of bandwidth $n$

$$
A = \text{Circ}\{A_0, A_1, \ldots, A_n, 0, \ldots, 0\},
$$
(64)

$$
B = \text{Circ}\{b_0 I_m, b_1 I_m, \ldots, b_n I_m, 0, \ldots, 0\}
= \text{Circ}\{b_0, b_1, \ldots, b_n, 0, \ldots, 0\} \otimes I_m.
$$
(65)

**Problem 14.** Suppose we are given the MA coefficients $\{b_k\}$ of a Schur polynomial and $n + 1$ real $m \times m$ matrices $C_0, C_1, \ldots, C_n$, such that the block-Toeplitz matrix (60) is positive definite. We want to determine the matrix coefficients $\{A_k\}$ such that the first $n + 1$ covariance matrices of the periodic process $\{y(t)\}$ match the sequence $\{C_k\}$.

As in the scalar case, a solution of Problem 14 solves Problem 13. Actually, taking covariance on both sides of the equation (63), we have

$$
A \Sigma A^\top = BDB^\top,
$$

where $\Sigma := \mathbb{E}\{yy^\top\}$. Taking inverses and rearranging terms, we obtain

$$
\Sigma = A^{-1}BDB^\top A^{-\top} = (A^\top D^{-1}A)^{-1}B^\top B
= Q^{-1}P,
$$
(66)

where $Q := A^\top D^{-1}A$, $P = B^\top B$. The second equality follows from the observation that the block-circulant matrix $B$ or $B^\top$ commutes with other block-circulant matrices due to its special structure (65).

**Spectral representation and the vector Yule-Walker equation**

Directly from the time-domain representation (62) we obtain a spectral representation for the process $\{y(t)\}$

$$
\hat{y}(\zeta) = A(\zeta)^{-1}b(\zeta)\hat{w}(\zeta),
$$
(67)

where $A(z) = \sum_{k=0}^{n} A_k z^{-k}$, and a discrete spectral density

$$
\Phi(\zeta) = [A(\zeta^{-1})^\top D^{-1}A(\zeta)]^{-1}b(\zeta)b(\zeta^{-1}), \quad \zeta \in \mathbb{T}_{2N}.
$$
(68)

Next, introducing the impulse response

$$
\Gamma_t := \sum_{k=-N+1}^{N} \zeta_k^t A(\zeta_k)^{-1}b(\zeta_k)\frac{1}{2N},
$$
(69)
we obtain a representation for the process in terms of the input white noise as

$$y(t) = \sum_{s=-N+1}^{N} \Gamma_{t-s} w(s).$$  

(70)

which can be rewritten in terms of the block-circulant matrix

$$\Gamma = \text{Circ}\{\Gamma_0, \Gamma_1, \ldots, \Gamma_N, \Gamma_{-N+1}, \ldots, \Gamma_{-1}\},$$  

(71)

as a matrix-vector product

$$y = \Gamma w.$$  

(72)

As in the scalar case, block-circulant matrices lead to more compact notations. By following the same steps as in Sec. III we obtain the relations

$$\Gamma = A^{-1}B, \quad \Sigma = \Gamma D \Gamma^\top, \quad A\Sigma = BD\Gamma^\top.$$  

Combining the model equation (62) with the one-sided representation (70), we obtain the vector analog of (44)

$$\sum_{k=0}^{n} A_k C_{j-k} = D \sum_{k=0}^{n} b_k \Gamma_{k-j}^\top, \quad j = 0, 1, \ldots, n,$$  

(73)

or, the matrix equation

$$AT_n = DBT_{\Gamma}(A),$$  

(74)

where $A, B \in \mathbb{R}^{m \times m(n+1)}$ are the AR and MA matrix coefficients

$$A = \begin{bmatrix} A_0 & A_1 & \ldots & A_n \end{bmatrix}, \quad B = \begin{bmatrix} b_0 I_{m} & \ldots & b_n I_{m} \end{bmatrix}$$

and

$$T_{\Gamma}(A) = \begin{bmatrix} \Gamma_{0}^\top & \Gamma_{-1}^\top & \ldots & \Gamma_{-n}^\top \\ \Gamma_{1}^\top & \Gamma_{0}^\top & \ldots & \Gamma_{-n+1}^\top \\ \vdots & \vdots & \ddots & \vdots \\ \Gamma_{n}^\top & \Gamma_{n-1}^\top & \ldots & \Gamma_{0}^\top \end{bmatrix}.$$  

To solve (74) we propose the iterative scheme for the AR matrix coefficients

$$A^{(k+1)} = DBT_{\Gamma}(A^{(k)}) T_{n}^{-1},$$  

(75)

with $A^{(0)}$ initialized e.g. with the output of the Levinson-Whittle algorithm [41] for the data $\{C_k\}$, and the scaling matrix $D$ given by

$$D(A) := \left( \sum_{k=0}^{n} A_k C_{-k} \right) \left( \sum_{k=0}^{n} b_k \Gamma_{k}^\top \right)^{-1}.$$  

(76)
The following proposition is a generalization of Theorem 7. The proof is omitted as it is similar to that already given in the scalar case except for more cumbersome notation.

**Proposition 15.** The iteration (75) can be interpreted as a quasi-Newton step with a scaling matrix $D$ for the minimization of the function

$$
\mathbb{J}_p(A) = \text{tr}(AT_nA^\top) - \int_{-\pi}^{\pi} b(e^{i\theta})b(e^{-i\theta}) \log \det[A(e^{i\theta})^\top A(e^{-i\theta})]d\nu
$$

subject to $A(\zeta) \in S_n$ where $S_n$ is the set of Schur matrix polynomials such that $A_0$ is lower-triangular with positive diagonal entries.

The algorithm in the vector case is essentially the same as that in Sect. IV if we replace the scalar quantities with their vector counterparts. Again, we can always make $A_0 = I_m$ by rescaling.

**VI. SMoothing for periodic ARMA models**

Consider the following problem. We have a stationary vector signal $\{x(t)\}$ observed on the finite interval $[-N+1, N]$, the observation channel being described by the linear equation

$$
y(t) = Cx(t) + v(t), \quad t \in [-N+1, N]
$$

where $\{v(t)\}$ is a stationary white noise with a known covariance matrix $R = R^\top > 0$, independent of $\{x(t)\}$. We want to compute the smoothed estimate $\{\hat{x}(t)\}$ given the finite chunk of observations,

$$
\hat{x}(t) := \mathbb{E}\{x(t) | y(s), s \in [-N+1, N]\}
$$

with $N$ finite. The right-hand side of (79) is the orthogonal projection onto the Hilbert space of random variables spanned by the components of $y(s), s \in [-N+1, N]$. We shall assume that the process $\{x(t)\}$ admits a bilateral ARMA model description of order $n$ on the interval $[-N+1, N]$. This description could be an approximation of an original stationary model for $x(t)$, say a Gauss-Markov model on the integer line $\mathbb{Z}$, obtained by matching a certain number of covariances. Let the bilateral model be

$$
\sum_{k=-n}^{n} Q_k x(t-k) = \sum_{k=-n}^{n} P_k e(t-k),
$$
with \( \{e(t)\} \) the conjugate process. We shall use vector notations for the finite-interval restrictions of the underlying periodic processes as in (19). The equivalent circulant model for the vector \( x \) has the form

\[
Q x = P e
\]

where \( Q \) and \( P \) are \( n \)-banded positive block-circulants with elements \( \{Q_k\} \) and \( \{P_k\} \). Because of the orthogonality of \( x \) to its conjugate process, the covariance \( \Sigma := Exx^\top \) has the expression

\[
\Sigma = Q^{-1}P \in \mathbb{R}^{2N \times 2N}.
\]

which necessarily has a block-circulant structure. With these data at hand we proceed to compute the solution of the smoothing problem. The procedure is inspired to one for reciprocal processes described in [29, Section VI].

Write the observation equation in vector notation as

\[
y = Cx + v,
\]

where \( C = \text{diag}\{C, \ldots , C\} \). Since both \( x \) and the white noise \( v \) are periodic on \([-N + 1, N]\) such is \( y \). Then use the standard one-shot solution for the minimum variance Bayesian estimate \( \hat{x} \) e.g. [33, p. 29] to get the relation

\[
(\Sigma^{-1} + C^\top R^{-1}C)\hat{x} = C^\top R^{-1}y, \tag{81}
\]

Substituting (80) into (81), the matrix on the left-hand side becomes

\[
P^{-1}Q + C^\top R^{-1}C = P^{-1}(Q + PC^\top R^{-1}C). \tag{82}
\]

Then define

\[
\hat{Q} := Q + PC^\top R^{-1}C, \tag{83}
\]

which is a positive-definite block-circulant since \( C^\top R^{-1}C \) is a block-diagonal matrix with positive-semidefinite blocks. In fact \( \hat{Q} \) is bilaterally banded of bandwidth \( n \) since such are both summands in the right hand member of (83). Then (81) is equivalent to

\[
\hat{Q}\hat{x} = PC^\top R^{-1}y := \hat{y}. \tag{84}
\]

In order to carry out a two-sweep smoothing procedure in the style of the Rauch-Streibel-Tung smoother [38], we first perform a banded matrix factorization

\[
\hat{Q} = \hat{A}\hat{A}^\top,
\]

where
where
\[ \hat{A} = \text{Circ}\{\hat{A}_0, \hat{A}_1, \ldots, \hat{A}_n, 0, \ldots, 0\}. \] (85)

As discussed in Appendix B, such a factorization is possible if \( N \) is taken large enough and can be computed in the spectral domain by standard matrix polynomial factorization algorithms, see e.g. [39]. Then, given \( \hat{A} \) and \( \hat{y} \), to compute the solution to (84) we first perform a forward sweep described by
\[ \hat{A}z = \hat{y}, \] (86)
and then a backward sweep
\[ \hat{A}^\top \hat{x} = z. \] (87)

The two sweeps can be implemented by a forward and a backward recursive algorithm described by unilateral AR models. To this end we need to attach to them explicit boundary values \( \hat{x}(-N+1), \hat{x}(-N+2), \ldots, \hat{x}(-N+n) \) and \( \hat{x}(N-n+1), \ldots, \hat{x}(N) \) extracted from the process \( \{\hat{x}(t)\} \) which we assume are given. Due to the lower block-triangular structure of \( \hat{A} \), the first equation of the forward sweep can be written as
\[ \hat{A}_0 z(-N+1) = -\sum_{i=1}^{n} \hat{A}_i z(N-i+1) + \hat{y}(t), \] (88)
which needs to be initialized with the boundary values \( z(N-n+1), z(N-n+2), \ldots, z(N) \). These values can be obtained by solving for \( z \) the last \( n \) block equations in the backward sweep (87) since only the boundary values at two ends of \( \hat{x} \) are involved there due to the banded upper-triangular block-circulant structure of \( \hat{A}^\top \).

The forward sweep starts by computing the boundary values \( z(N-n+1), \ldots, z(N) \). After these \( n \) endpoint boundary values are available, the recursion for \( z \) can be implemented by the scheme
\[ z(t) = \hat{A}_0^{-1} \left[ \hat{y}(t) - \sum_{i=1}^{n} \hat{A}_i z(t-i) \right], \quad t \in [-N+1, N-n]. \] (89)

One should notice that in this notation, we impose implicitly that \( z(-N) = z(N), \ldots, z(-N-n+1) = z(N-n+1) \). The backward sweep then proceeds by using
\[ \hat{x}(t) = \hat{A}_0^{-\top} \left[ z(t) - \sum_{i=1}^{n} \hat{A}_i^\top \hat{x}(t+i) \right], \quad t \in [-N+n+1, N-n], \] (90)
which is initialized with the known terminal boundary values \( \hat{x}(N-n+1), \hat{x}(N-n+2), \ldots, \hat{x}(N) \).

There is also a dual factorization which would lead to a backward-forward sequence of sweeps but we shall not insist on this point.
A numerical example

Suppose that we are given a stationary stochastic system in the form of a state-space model

\[
\begin{align*}
x(t + 1) &= Ax(t) + w(t) \\
y(t) &= Cx(t) + v(t)
\end{align*}
\]

where

\[
A = \begin{bmatrix}
0.9 & -0.3 \\
0.3 & 0.9
\end{bmatrix}, \quad C = \begin{bmatrix}
1 & 2 \\
1 & 0
\end{bmatrix}
\]

are constant matrices, and the processes \(\{w(t)\}\) and \(\{v(t)\}\) are uncorrelated Gaussian white noises with unit variance. The eigenvalues of \(A\) are \(0.9 \pm 0.3i\) with a modulus 0.9487.

We want to compute the smoothed process \(\hat{x}(t)\). To do this, we first build a periodic ARMA model of order \(n = 1\) to approximately describe the process \(\{x(t)\}\) on a finite interval by matching the first two stationary state covariances \(C_0, C_1\). The period of interest is set as \(2N = 50\) and the MA parameters are chosen (quite arbitrarily) as \(b_0 = 1, b_1 = 0.5\). The unilateral ARMA model looks like

\[
A_0x(t) + A_1x(t - 1) = b_0w(t) + b_1w(t - 1),
\]

and the AR parameters are computed with a variation of the algorithm of Sect. [IV] adapted to the vector case with \(A_0\) scaled to identity and

\[
A_1 = \begin{bmatrix}
-0.8609 & 0.2989 \\
-0.2989 & -0.8609
\end{bmatrix}, \quad D = \begin{bmatrix}
0.8122 & 0 \\
0 & 0.8122
\end{bmatrix}.
\]

Given the model (93) and the observation process (78), the two-sweep smoothing algorithm described in the previous part can be implemented. The two components of the smoothed process \(\hat{x}(t)\) computed using the approximate periodic model (93) are shown in figures 1 and 2. The effect of smoothing is appreciable.

VII. Conclusion

We have developed a new iterative algorithm to solve the rational covariance extension problem, for both the ordinary and the periodic case, using the familiar Yule-Walker-type equations for the ARMA model. The results are also generalized to the vector case and used to extract approximate stationary models on a finite interval. The procedure works well for the finite-interval smoothing and the resulting algorithm is computationally cheaper than the standard Riccati-based smoother.
Fig. 1. Result of smoothing for $x_1$
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APPENDIX A

HARMONIC ANALYSIS IN $\mathbb{Z}_{2N}$ AND STATIONARY PERIODIC VECTOR PROCESSES

The discrete Fourier transform (DFT) $\mathcal{F}$ maps a finite sequence $g = \{g_k; k = -N + 1, \ldots, N\}$, $g_k \in \mathbb{C}^m$, into a sequence of complex $m$-vectors

$$\hat{g}(\zeta_j) := \sum_{k=-N+1}^{N} g_k \zeta_j^{-k}, \quad j = -N + 1, -N + 2, \ldots, N,$$

(94)

where $\zeta_j := e^{ij\pi/N}$. Here the discrete variable $\zeta$ takes the $2N$ values $\zeta_j, j = -N+1, \ldots, 0, \ldots, N$ and runs counterclockwise on the discrete unit circle $\mathbb{T}_{2N}$. In particular, we have $\zeta_j = (\zeta_1)^j$ and $\zeta_{-k} = \overline{\zeta_k}$. The inverse DFT $\mathcal{F}^{-1}$ is given by

$$g_k = \frac{1}{2N} \sum_{j=-N+1}^{N} \zeta_j^k \hat{g}(\zeta_j), \quad k = -N + 1, -N + 2, \ldots, N,$$

(95)

which can also be written as a Stieltjes integral

$$g_k = \int_{-\pi}^{\pi} e^{ik\theta} \hat{g}(e^{i\theta}) d\nu(\theta), \quad k = -N + 1, -N + 2, \ldots, N,$$

(96)

where $\nu$ is a step function with steps $\frac{1}{2N}$ at each $\zeta_k$; i.e.,

$$d\nu(\theta) = \sum_{j=-N+1}^{N} \delta(e^{i\theta} - \zeta_j) \frac{d\theta}{2N}.$$

(97)

This makes the DFT a unitary map from $\mathbb{C}^{m \times 2N}$ onto $L^2_m([\pi, \pi], d\nu)$ so that for arbitrary strings $h = \{h_k\}$, $g = \{g_k\}$, one has

$$\langle g, h \rangle_{\mathbb{C}^{m \times 2N}} = \frac{1}{2N} \sum_{k=-N+1}^{N} \hat{g}(\zeta_k) \hat{h}(\zeta_{-k})^* = \int_{-\pi}^{\pi} \hat{g}(e^{i\theta}) \hat{h}(e^{i\theta})^* d\nu,$$

(98)

which is Plancherel’s Theorem for DFT.

Next consider a zero-mean stationary $m$-dimensional process $\{y(t)\}$ defined on $\mathbb{Z}_{2N}$; i.e., a stationary process defined on a finite interval $[-N + 1, N]$ of the integer line $\mathbb{Z}$ and extended to all of $\mathbb{Z}$ as a periodic stationary process with period $2N$. Let $C_{-N+1}, C_{-N+2}, \ldots, C_N$ be the $m \times m$ covariance lags $C_k := \mathbb{E}\{y(t+k)y(t)^*\}$, and define its discrete Fourier transformation

$$\Phi(\zeta_j) := \sum_{k=-N+1}^{N} C_k \zeta_j^{-k}, \quad j = -N + 1, \ldots, N,$$

(99)
which is a positive, Hermitian matrix-valued function of $\zeta$. Then, as seen from (95) and (96),

$$C_k = \frac{1}{2N} \sum_{j=-N+1}^{N} \zeta_j^k \Phi(\zeta_j) = \int_{-\pi}^{\pi} e^{ik\theta} \Phi(e^{i\theta}) d\nu, \quad k \in \mathbb{Z}_{2N}$$  \hspace{1cm} (100)

The $m \times m$ matrix function $\Phi$ is the spectral density of the vector process $y$. In fact, let

$$\hat{y}(\zeta_k) := \sum_{t=-N+1}^{N} y(t) \zeta_k^{-t}, \quad k = -N + 1, \ldots, N, \hspace{1cm} (101)$$

be the discrete Fourier transformation of the process $y$. Since $\frac{1}{2N} \sum_{t=-N+1}^{N} (\zeta_k \zeta_\ell^*)^t = \delta_{k\ell}$, the random variables (101) are uncorrelated, and

$$\frac{1}{2N} \mathbb{E}\{\hat{y}(\zeta_k)\hat{y}(\zeta_\ell)^*\} = \Phi(\zeta_k) \delta_{k\ell}. \hspace{1cm} (102)$$

This yields a spectral representation of $y$ analogous to the usual one, namely

$$y(t) = \frac{1}{2N} \sum_{k=-N+1}^{N} \zeta_k^t \hat{y}(\zeta_k) = \int_{-\pi}^{\pi} e^{ik\theta} d\hat{y}(\theta), \hspace{1cm} (103)$$

where $d\hat{y}(\theta) := \hat{y}(e^{i\theta}) d\nu(\theta)$.

**Block-circulant matrices**

In the multivariable circulant rational covariance extension problem we consider *Hermitian* circulant matrices

$$M := \text{Circ}\{M_0, M_1, M_2, \ldots, M_N, M_{N-1}, \ldots, M_2, M_1\}, \hspace{1cm} (104)$$

where, by periodicity $M_{-k} = M_k^*$ so that they can be represented in form

$$M = \sum_{k=-N+1}^{N} S^{-k} \otimes M_k, \hspace{1cm} (105)$$

where $\otimes$ is the Kronecker product and $S$ is the nonsingular $2N \times 2N$ cyclic shift matrix

$$S := \begin{bmatrix}
0 & 1 & 0 & 0 & \ldots & 0 \\
0 & 0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 0 & 1 & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 \\
1 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}. \hspace{1cm} (106)$$
The $m \times m$ matrix pseudo-polynomial

\[ M(\zeta) = \sum_{k=-N+1}^{N} M_k \zeta^{-k}, \quad M_k = M^*_k \]  

(107)
is called the symbol of $M$. Let $S = S \otimes I_m$ be the $2mN \times 2mN$ cyclic shift matrix which satisfies the cyclic relations $S^{2N} = S^0 = I := I_{2mN}$, and

\[ S^{k+2N} = S^k, \quad S^{2N-k} = S^{-k} = (S^k)^T. \]  

(108)

It is not hard to show that

\[ SMS^* = M, \]  

(109)
is both necessary and sufficient for $M$ to be block-circulant. With $g := (g_{-N+1}^T, g_{-N+2}^T, \ldots, g_N^T)^T$, we have

\[ [Sg]_k = g_{k+1}, \quad k \in \mathbb{Z}_{2N}. \]  

(110)

Then, in view of (94), $\zeta F(g)(\zeta) = F(Sg)(\zeta)$, from which it follows that

\[ F(Mg)(\zeta) = M(\zeta)F(g)(\zeta), \]  

(111)

where the $m \times m$ matrix function $M(\zeta)$ is the symbol (107) of the block-circulant matrix $M$.

An important property of block-circulant matrices is that they can be block-diagonalized by the discrete Fourier transform. Using this fact it follows from (111) that

\[ SM^{-1}S^* = M^{-1}. \]

Consequently, $M^{-1}$ is also a block-circulant matrix with symbol $M(\zeta)^{-1}$. In general, in view of the block-circulant property (105) and (108), quotients of symbols are themselves pseudo-polynomials of degree at most $N$ and hence symbols. More generally, if $A$ and $B$ are block-circulant matrices of the same dimension with symbols $A(\zeta)$ and $B(\zeta)$ respectively, then $AB$ and $A + B$ are block-circulant matrices with symbols $A(\zeta)B(\zeta)$ and $A(\zeta) + B(\zeta)$, respectively.

In fact, block-circulant matrices of a fixed dimension form an algebra, and the DFT is an algebra homomorphism of the set of circulant matrices onto the pseudo-polynomials of degree at most $N$ in the variable $\zeta \in \mathbb{T}_{2N}$.
APPENDIX B

UNILATERAL ARMA MODELS AND SPECTRAL FACTORIZATION

Analysis in this part of the appendix is confined in the scalar case for simplicity. Generalization to vector processes is straightforward. As explained in Section III, a periodic process $y$ has a discrete spectrum $\Phi(\zeta)$ defined only in the discrete points of $\mathbb{T}_{2N} := \{\zeta_{-N+1}, \zeta_{-N+2}, \ldots, \zeta_N\}$. Since $\Phi$ takes positive values on $\mathbb{T}_{2N}$, there are trivial discrete factorizations

$$
\Phi(\zeta_k) = W(\zeta_k)W(\zeta)^* \quad k = -N + 1, \ldots, N,
$$

so that, defining

$$
W_k = \frac{1}{2N} \sum_{j=-N+1}^{N} W(\zeta_j)\zeta_j^k, \quad k = -N + 1, \ldots, N,
$$

we can write (112) in the form

$$
\Phi(\zeta) = W(\zeta)W(\zeta)^*.
$$

(113)

where $W(\zeta)$ is the discrete Fourier transform

$$
W(\zeta) = \sum_{k=-N+1}^{N} W_k\zeta^{-k}.
$$

Formally substituting the variable $z \in \mathbb{T}$ in place of $\zeta$ in $W$, we obtain a spectral factorization equation on the whole unit circle,

$$
\tilde{\Phi}(z) = W(z)W(z)^*, \quad z \in \mathbb{T},
$$

(114)

where $\tilde{\Phi}(z)$ must then be positive on $\mathbb{T}$ and hence a continuous spectral density which, frequency sampled with sampling interval $\frac{\pi}{N}$, yields $\tilde{\Phi}(\zeta) = \Phi(\zeta)$ on $\mathbb{T}_{2N}$. This $\tilde{\Phi}(z)$ is a spectral density of a non-periodic stationary process which has the covariance lags

$$
\tilde{c}_k = \int_{-\pi}^{\pi} e^{ik\theta} \tilde{\Phi}(e^{i\theta}) \frac{d\theta}{2\pi}, \quad k = 0, 1, \ldots, n,
$$

differing from $c_0, c_1, \ldots, c_n$. However, setting $\Delta \theta_j := \theta_j - \theta_{j-1}$ where $e^{\theta_j} = \zeta_j$, we see from (24) that $\Delta \theta_j = \pi/N$ and that the integral with $\tilde{\Phi}$ fixed is approximated by the Riemann sum

$$
c_k = \sum_{j=-N+1}^{N} e^{ik\theta_j} \tilde{\Phi}(\zeta_j) \frac{\Delta \theta_j}{2\pi}
$$

converging to $\tilde{c}_k$ for $k = 0, 1, \ldots, n$ as $N \to \infty$. In particular, $\tilde{\Phi} \in L^1(\mathbb{T})$ is a bona fide rational spectral density which has a unique outer spectral factor $W(z)$; see, e.g., [33].
Hence, since $\Phi(\zeta)$ is the symbol of the circulant covariance matrix $\Sigma$, (113) can be written in matrix form as
\[
\Sigma = WW^*,
\]
where $W$ is the $2N \times 2N$ circulant matrix with symbol $W(\zeta)$. As explained in [37], in the discrete setting $W(\zeta)$ can take the form corresponding to the outer spectral factor in (114)
\[
W(\zeta) = \sum_{k=0}^{N} W_k \zeta^{-k},
\]
which in turn corresponds to $W$ being lower-triangular circulant, i.e.,
\[
W = \text{Circ}\{W_0, W_1, \ldots, W_N, 0, \ldots, 0\}.
\]
Note that a lower-triangular circulant matrix is not really lower triangular as the circulant structure has to be preserved. Since $\Sigma$ is invertible, then so is $W$.

Next define the periodic stochastic process \(\{w(t), t = -N + 1, \ldots, N\}\) for which \(w = [w(-N + 1), w(-N + 2), \ldots, w(N)]^T\) is given by
\[
w = W^{-1}y.
\]
Then, in view of (115), we obtain $\mathbb{E}\{ww^*\} = I$, i.e., the process $w$ is a periodic white noise process. Consequently we have the unilateral representation
\[
y(t) = \sum_{k=0}^{N} W_k w(t - k)
\]
in terms of white noise.

**Factorizability of polynomials and of banded circulant matrices**

We shall consider the spectral factorization of a scalar pseudopolynomial $p(\zeta) \in \mathbb{P}_+(N)$ of degree $n$ as
\[
p(\zeta) = a(\zeta) a(\zeta^{-1}), \quad \zeta \in \mathbb{T}_{2N},
\]
where $a(\zeta) = \sum_{k=0}^{n} a_k \zeta^{-k}$.

This problem is equivalent to factorization of symmetric $n$-banded positive-definite circulant matrices. Given such a matrix
\[
P = \text{Circ}\{p_0, p_1, \ldots, p_n, 0, \ldots, 0, p_n, p_{n-1}, \ldots, p_1\} \in \mathbb{R}^{2N \times 2N},
\]
an equivalent question is under what condition does it admit a banded $2N \times 2N$ circulant factor $P = AA^\top$ with
\[
A = \text{Circ}\{a_0, a_1, \ldots, a_n, 0, \ldots, 0\}. \tag{121}
\]

Equation (119) looks very much like the polynomial factorization in the complex variable $z$
\[
p(z) = a(z)a(z^{-1}), \tag{122}
\]
which is well-known to admit Schur (in particular outer) solutions if and only if $p(\zeta) \in \mathfrak{P}_+$.

Clearly If $p(z)$ is factorizable as in (122), then a corresponding factorization (119) will hold, since $\zeta$ is a restriction of $z$ to the set $\mathbb{T}_{2N}$ and the coefficients of the polynomial factors can be chosen to be the same. In particular to the (unique) Schur factor there will correspond a polynomial factor solution of (119) which we shall still call Schur. In fact, the converse is also true.

**Lemma 16.** Asume $N > n$, then the pseudo-polynomial $p(\zeta)$ is factorizable if and only if the polynomial $p(z)$ is factorizable, and the outer factors have the same coefficients.

**Proof.** Assume (119) holds and define the pseudo-polynomial in $z$
\[
q(z) = \sum_{k=-n}^{n} q_k z^{-k} := a(z^{-1})a(z). \tag{123}
\]
By matching the coefficients it must hold that
\[
\begin{bmatrix}
a_0 & a_1 & \cdots & a_n \\
a_0 & \cdots & a_{n-1} & \\
\vdots & & & \\
a_0 & & & \\
\end{bmatrix}
\begin{bmatrix}
a_0 \\
a_1 \\
\vdots \\
a_n \\
\end{bmatrix} =
\begin{bmatrix}
q_0 \\
q_1 \\
\vdots \\
q_n \\
\end{bmatrix}
\tag{123}
\]
so that
\[
\sum_{k=-n}^{n} (p_k - q_k)\zeta_j^{-k} = 0, \quad j = -N + 1, \ldots, N. \tag{124}
\]
Viewing $\{p_k - q_k\}_{k=-n}^{n}$ as variables, (124) is an overdetermined linear system of equations, with a $2N \times (2n + 1)$ Vandermonde matrix as the coefficient matrix, which is apparently of full column rank. Thus, the solution vector must be zero, i.e.,
\[
p_k = q_k, \quad k = -n, \ldots, n. \tag{125}
\]
This implies that $p(z)$ admits a polynomial factorization (122).

There are efficient algorithms to compute the outer polynomial factor directly without solving for all the roots of $p(z)$, as described in [39].

We now turn to the unilateral ARMA representation of a periodic process with a rational spectral density:

$$\Phi(\zeta) = \frac{P(\zeta)}{Q(\zeta)}, \quad \zeta \in \mathbb{T}_{2N}$$

This representation clearly requires both $P(\zeta)$ and $Q(\zeta)$ to admit polynomial spectral factors of finite degree $n < N$. There is a difficulty here since, $P(\zeta)$ and $Q(\zeta)$ can admit polynomial spectral factors if and only if their extension $P(z)$, $Q(z)$ to the unit circle does so. In other words positivity on the discrete set $\mathbb{T}_{2N}$ must imply positivity as polynomial functions of $z \in \mathbb{T}$.

To this end we may provide the following criterion.

**Lemma 17.** Let $p(\zeta) \in \mathbb{P}_+(N)$ be a polynomial of degree $n$. Then if $N$ is large enough, the extension of $p(\zeta)$ to the unit circle $p(z); z \in \mathbb{T}$, must also be positive for all $z \in \mathbb{T}$.

**Proof.** For assume that for some $\zeta_0 \in \mathbb{T}$, $p(\zeta_0) < 0$; then there must be an interval neighborhood of $\zeta_0$ in $\mathbb{T}$ having finite measure where $p(e^{i\theta}) < 0$. But if $N$ is large enough some $\zeta_k \in \mathbb{T}_{2N}$ must belong to this neighborhood and then $p(\zeta_k)$ must be negative which is impossible.

The following corollary also holds for block circulant matrices which are considered in Section [VI].

**Corollary 18.** If $N$ is large enough, a positive definite Hermitian circulant matrix $M$ admits a factorization $M = VV^*$, where $V$ is a banded lower-triangular circulant matrix of order $n < N$, if and only if $M$ is bilaterally banded of order $n$.

The covariance matrix of a periodic process $y$ having a rational spectral density $\Phi(\zeta) = P(\zeta)/Q(\zeta)$ has the representation $\Sigma = Q^{-1}P$, where $Q$ and $P$ are banded, positive definite, Hermitian, circulant matrices of order $n$ having symbols $Q(\zeta)$ and $P(\zeta)$. Hence, by Corollary [18] for $N$ large enough there are factorizations

$$Q = AA^* \quad \text{and} \quad P = BB^*,$$

where $A$ and $B$ are banded lower-diagonal circulant matrices of order $n$. Consequently, $\Sigma = A^{-1}B(A^{-1}B)^*$, i.e.,

$$W = A^{-1}B,$$

(126)
which together with (118) yields \( Ay = Bw \), i.e., the unilateral ARMA model

\[
\sum_{k=0}^{n} a_k y(t - k) = \sum_{k=0}^{n} b_k w(t - k). \tag{127}
\]

Since \( A \) is nonsingular, \( a_0 \neq 0 \), and hence we can normalize by setting \( a_0 = 1 \). In particular, if \( P = I \), we obtain the AR representation

\[
\sum_{k=0}^{n} a_k y(t - k) = w(t). \tag{128}
\]

Symmetrically, there is factorization

\[
\Sigma = WW^*, \tag{129}
\]

where \( W \) is upper-triangular circulant, i.e. the transpose of a lower-triangular circulant matrix, and a white-noise process

\[
w = W^{-1}y. \tag{130}
\]

Likewise there are factorizations

\[
Q = \tilde{A} \tilde{A}^* \quad \text{and} \quad P = \tilde{B} \tilde{B}^*,
\]

where \( \tilde{A} \) and \( \tilde{B} \) are banded upper-diagonal circulant matrices of order \( n \). This yields a backward unilateral ARMA model

\[
\sum_{k=-n}^{0} \tilde{a}_k y(t - k) = \sum_{k=-n}^{0} \tilde{b}_k \tilde{w}(t - k). \tag{131}
\]

These representations are useful in the smoothing problem for periodic systems of Sect. [VI].
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