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The next galactic supernova presents a once-in-a-lifetime opportunity to obtain detailed information about the explosion of a star and the extreme conditions found within its core. A core-collapse supernova will produce a neutrino burst visible up to half a day before the electromagnetic radiation from the explosion, so the burst will provide an early warning for optical follow-up. Since local supernovae are exceedingly rare, it is critical that neutrino detectors provide prompt alerts after the arrival of a burst. The IceCube Neutrino Observatory operates with >99% uptime and is sensitive to a variety of supernova models at levels >10σ within the Milky Way. IceCube will issue supernova alerts in real time. IceCube’s high sensitivity to supernovae, near perfect uptime, and ability to issue prompt alerts makes it a critical component of the worldwide network of detectors known as the SuperNova Early Warning System (SNEWS 2.0). A “Fire Drill” system was designed to inject simulated supernova signals into the IceCube online system. We will discuss IceCube’s sensitivity to supernovae near the Milky Way, and describe the data challenges used to ensure the readiness of IceCube and its operators. We will also discuss the coordination of IceCube alerts and data challenges with SNEWS 2.0.
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1. Introduction

A galactic core collapse supernova (CCSN) will produce a high intensity burst of all flavors of neutrinos. Neutrinos produced by a CCSN may be used to probe the core structure and core equation of state of the exploding star. It will also produce insight into fundamental neutrino physics and potentially physics beyond the Standard Model [1]. The neutrino burst from a CCSN is expected to predate the arrival of photons from the explosion by hours to days, enabling neutrinos to serve as an early indicator for optical astronomers. An early warning is crucial to ensure astronomers perform the first observation of the onset of the supernova explosion, and in particular capture the breakout burst [2]. The neutrino burst may also arrive in tandem with gravitational waves (see [2]), enabling measurement of the absolute mass of the neutrino [3]. The next galactic supernova presents a once-in-a-lifetime opportunity to make a groundbreaking multi-messenger astrophysical measurement. Because these events are exceedingly rare, it is necessary to prepare for their arrival.

IceCube instruments a cubic kilometer of ice at the geographic South Pole using a lattice of 5,160 digital optical modules (DOMs). The DOMs are deployed in the Antarctic glacier at depths between 1.5 km to 2.5 km beneath the surface. They are arranged into 86 strings spaced 125 m apart, with 60 DOMs per string spaced 17 m vertically. Each DOM uses a 10" photomultiplier tube (PMT) to capture Cherenkov photons produced by particle interactions in the ice. A sub-set of 8 strings are equipped with DOMs with 35% higher quantum efficiency. This sub-array, DeepCore, is deployed in the center of the detector with average inter-string spacing of 72 m and inter-DOM spacing ranging from 7 m to 10 m [4]. The dense arrangement and efficiency of DeepCore increases IceCube’s sensitivity to lower energy neutrinos [5]. In the case of a CCSN, the neutrino burst will be comprised of $O(10 \text{ MeV})$ neutrinos and the dominant interaction in the ice will be inverse beta decay (IBD) of $\bar{\nu}_e$ events. At these energies, roughly 1 out of 400 IBD Cherenkov photons produced in the ice will be registered by the DOMs. This signal is not bright enough to trigger IceCube’s simple multiplicity trigger and would not produce a significant detection in any single DOM. However, the neutrino burst would affect all of the detector’s instrumented volume, forming a detectable collective increase in the hit rates across all DOMs. IceCube is sensitive to the neutrino signal from a galactic CCSN at a significance level $\approx 10\sigma$ [6].

IceCube is particularly well-suited to monitor the Milky Way for CCSNe. Since 2015, IceCube’s supernova data acquisition system (SNDAQ) has operated with $>99\%$ trigger-capable uptime per annum, and is supplemented with the HitSpool data buffering system [7]. SNDAQ issues alerts on supernova candidate triggers in real time, and in parallel, issues a request to HitSpool to buffer the DOM waveforms for a 90 s window surrounding the burst time [7]. Data from the HitSpool system is available for offline analysis and provides the opportunity to make measurements of the neutrino lightcurve with sub-ns precision.

IceCube is a key component of the SuperNova Early Warning System (SNEWS 2.0) [8], a network of neutrino detectors designed to give advanced notice of imminent photons from a nearby CCSN. By identifying coincidences between the arrival times of neutrino bursts in detectors around the world, SNEWS is intended to facilitate robust optical follow-ups of CCSNe. IceCube has coordinated its supernova alerts with SNEWS since 2009. Currently, IceCube issues alerts to SNEWS at a rate of about once per month. Since 2018, IceCube has transmitted a second “diagnostic” data stream of low-significance alerts to SNEWS at the rate of about 5 triggers per
day. The diagnostic channel tests the latency and health of the connection between IceCube and SNEWS, and is used to test the SNEWS multi-detector coincidence software.

In this contribution, we discuss the detection of CCSNe neutrinos at the IceCube Neutrino Observatory; the method used to test the formation of supernova triggers; and tests of IceCube’s operational readiness to trigger on and respond to CCSN neutrino bursts. We also discuss future plans for coordinating data challenges with other neutrino detectors and optical telescopes through SNEWS 2.0.

2. Supernova Detection

SNDAQ searches for a significant deviation of the collective average DOM rate from the expected rate of background hits. The background rate is 286 Hz per DOM, including an artificial deadtime used to optimize the signal-to-noise ratio [6]. A comprehensive description of SNDAQ is provided in [6, 7]. In brief, SNDAQ compares the instantaneous hit rate across the detector to the collective average DOM rate computed using a sliding 10-minute time window. The individual hit rates of the DOMs, $R_i$, where $i = 1 \ldots N_{DOM}$, are measured online with 2 ms resolution. The trigger is formed by summing over all DOMs and searching for statistically significant excesses above background by maximizing the likelihood

$$L(\Delta \mu) = \prod_{i=1}^{N_{DOM}} \frac{1}{\sqrt{2\pi \langle \sigma_i \rangle}} \exp \left( -\frac{(R_i - \langle R_i \rangle + \varepsilon_i \cdot \Delta \mu)^2}{2 \langle \sigma_i \rangle^2} \right),$$

(1)

where $N_{DOM}$ is 5160 and $\varepsilon_i$ is the relative efficiency of DOM $i$. (For standard DOMs $\bar{\varepsilon}_i = 1.0$, and for the high quantum efficiency DOMs in the IceCube DeepCore infill detector [4], $\bar{\varepsilon}_i = 1.35$.) In eq. (1), $\langle \sigma_i \rangle^2$ is the variance in the hit rate of DOM $i$ estimated using the sliding 10-minute time window. The free parameter in the likelihood is $\Delta \mu$, the collective rise in the hit rate across all DOMs. Maximizing eq. (1) yields

$$\Delta \mu = \sigma_{\Delta \mu}^2 \sum_{i=1}^{N_{DOM}} \frac{\varepsilon_i (R_i - \langle R_i \rangle)}{\langle \sigma_i \rangle^2} \quad \text{and} \quad \sigma_{\Delta \mu}^2 = \left( \sum_{i=1}^{N_{DOM}} \frac{\varepsilon_i^2}{\langle \sigma_i \rangle^2} \right)^{-1},$$

(2)

where $\sigma_{\Delta \mu}^2$ is the estimated variance of the maximum likelihood value $\Delta \mu$. The significance of the collective rate increase is expressed in terms of the test statistic

$$\xi = \frac{\Delta \mu}{\sigma_{\Delta \mu}}.$$

(3)

The test statistic $\xi$ is computed in central time windows of size 0.5 s, 1.5 s, 4 s, and 10 s. Each search has its own physics motivation: the 0.5 s bin is optimized for short neutrino bursts produced in “failed” supernovae associated with the formation of black holes [9]; the 1.5 s binning is optimized against intermediate-length neutrino bursts lasting 15 s [10]; the 4 s binning matches the expected time constant of neutrino emission during the proto-neutron star cooling phase [6]; and the 10 s binning covers the time span of neutrinos detected from SN1987A [6, 7].

The analysis is performed in parallel using the four time windows, and the maximum $\xi$ across all searches is extracted for a particular alert and reported. The method was chosen to reduce binning
The background rate is dominated by radioactive decays in the PMT and DOM glass enclosures [6], but at high $\xi$ the trigger rate exhibits a seasonal dependence due to atmospheric muons which trigger large numbers of DOMs in the detector [12, 13]. The effect of atmospheric muons ranges from 3 Hz to 30 Hz per DOM depending on the density of the atmosphere above the South Pole [13]. The correlation between the muon rate and the size of the test statistic $\xi$ can be measured online and zeroed out in real time to produce a muon-corrected test statistic $\xi'$ [14]. The use of $\xi'$ eliminates the seasonal variation observed in the high-$\xi$ tail of triggers from SNDAQ.

Under normal operations, $\xi$ and $\xi'$ are both used to evaluate alerts and determine a course of action. This will include physically interpreting the alert’s trigger, which falls to the Supernova Working group (SN-WG). The escalation scheme for handling a supernova candidate is described in Fig. 1. When a trigger forms with $\xi \geq 8.4$ or $\xi' \geq 5.8$, a number of automated notifications are issued, including an email to the SN-WG; a data buffering request is made through the IceCube HitSpool system; and an alert is sent to SNEWS. A “gold” alert has $\xi \geq 10$ or $\xi' \geq 10$, and is automatically elevated to the attention of the SN-WG, the IceCube spokesperson, and the collaboration’s Executive Committee. Simultaneously, on-site and off-site detector operators ensure the detector is running normally. The operators check the validity of the data and secure the data for transfer to the Northern Hemisphere via satellite link. Once the collaboration determines the supernova candidate is a valid trigger, it may decide to issue a public alert such as a GCN notice. Alerts that pass the first threshold of $\xi \geq 8.4$ or $\xi' \geq 5.4$ but not the gold threshold may be escalated manually if deemed appropriate. The escalation scheme is designed to reduce the chance of a false positive identification and to accurately obtain physics results before issuing a public announcement.

Since the escalation scheme contains both automatic and human elements, it is important to provide regular tests to identify “edge cases” and other circumstances where the procedure fails. The remainder of this proceeding describes the implementation of such a test.
A “Fire Drill” system was developed to test IceCube’s supernova trigger formation and automated notification distribution. This test proceeded by performing a software injection of a simulated supernova signal into archival data which did not contain a supernova signal. The simulated hits were injected at the input of the IceCube data pipeline on the South Pole Test System (SPTS), an offline testing and development environment which runs a duplicate of the IceCube DAQ. The combined simulated and captured data was processed by the DAQ software and subsequently processed by SNDAQ, resulting in the formation of a supernova candidate trigger.

IceCube’s response to a CCSN explosion was simulated using the ASTERIA fast Monte Carlo package [15] using a model from Nakazato et al. [16] based on a 13 M\(_{\odot}\) progenitor 10 kpc from Earth. The blue line in Fig. 4 shows the output of this simulation: the total number of hits observed across the entire detector binned in 100 \(\mu\)s intervals (much finer than the online resolution). This figure is discussed in detail in Sec. 4. The DOMs can be treated as independent sensors, so the simulation begins by calculating the number of hits and times at which those hits occurred in each DOM. This was repeated for every DOM in the detector and lists of hit times indexed by DOM ID for each string were obtained. These lists were passed to a secondary processing script that injected the simulated signal into archival data that had been captured by HitSpool during September 2015.

The addition of simulated hits created new local coincidences between simulated and archival hits. Within the data, a local coincidence flag is used to indicate if a hit has occurred within 1 \(\mu\)s of another hit in a neighboring or next-to-neighboring DOM. To modify the archival hits, a rolling buffer was used to combine the archival and simulated data. Checks for local coincidence were made when a simulated hit was added to the front or removed from the end of this buffer. During this time, the simulated hits were reformatted from the ASTERIA output to match the HitSpool format [7]. In the case of this initial test, the simulated hits spanned a time window \(\sim 10\) s in duration and were added starting at 17 minutes into the 1 hour period of archival data from HitSpool. The archival data was broken into sets of files for each string of the detector, with each file representing 15 s worth of hits. To optimize the runtime of this processing step, a subset of the archival files were chosen based on their start and end time as illustrated by Fig. 2. These files were processed hit-by-hit using the rolling buffer to construct a file containing the combined data. This was repeated for every string before staging the hour of data to SPTS. Using SPTS it is possible to “replay” the
data captured by HitSpool in real time, using a so-called replay-run. During a replay-run, hits are processed by the IceCube DAQ and then other DAQ components like SNDAQ as if they were receiving a live feed of data.

4. Results

A replay-run using the combined data was performed on SPTS, and SNDAQ correctly formed a supernova candidate trigger in the 500 ms binning analysis with $\xi = 204.15$. This is in agreement with the expectation of $\xi = 193.36 \pm 13.91$ for a 13 $M_\odot$ progenitor at 10 kpc, shown in Fig. 3. The hit rate reported by SNDAQ is shown in Fig. 4.

This initial test also highlighted a number of low-level problems; notifications were misdirected to defunct email lists, and the automatic HitSpool request to buffer data was not properly formed. The test highlighted the need to exercise the alert escalation scheme, and next steps will focus on extending this test to the IceCube online triggering system.

5. Future work and Coordination with SNEWS

The first test of the signal injection “Fire Drill” system serves as a proof of principle for future tests and has highlighted cases where the automated components of the escalation scheme did not behave as expected. Moving forward, the “Fire Drill” system may be expanded to test the human elements of alert handling which require coordination with the detector operators and collaboration working groups. Future tests will include integration with IceCube’s online trigger system to identify edge cases and failure states that would hinder the detection and preservation of a real supernova alert.
Ultimately, the detection of a real supernova signal will be accompanied by a physical interpretation performed by the SN-WG. Following a real alert, the SN-WG’s findings would be confirmed by the experiment spokespeople and executive committee before an external announcement, such as a GCN, were issued. It is useful to perform tests with very strong signals ($\xi \gg 10$ or $\xi' \gg 10$) to test the lines of communication between working groups responsible for issuing an alert. However, a real alert may present ambiguities in terms of its physical interpretation, particularly if the trigger is close to the alert threshold ($8.4 \leq \xi \leq 10$ or $5.8 \leq \xi' \leq 10$). Developing a clear plan of action in this kind of ambiguous case is as important as exercising the response of the collaboration to a very clear CCSN signal. The question about whether or not to escalate such an alert to the public is a crucial one that must be carefully considered. Online testing presents the opportunity to consider a host of questions important to the validation of an alert:

- Are the data of good quality? Are the DOMs experiencing a high rate of noise hits?
- Have the data been automatically secured by HitSpool and manually, by the detector operators?
- Does the supernova signal coincide with another IceCube event, like a notable cosmic ray air shower or high-energy astrophysical neutrino?
- How does external information, such as detection of pre-supernova neutrinos by another experiment [8], affect our handling of low significance alerts?

Through online testing, the answers to these questions may be approached in a way that is as realistic to the detection of a true signal as possible. With an online “Fire Drill” testing system in place, the opportunity then arises to perform blind tests, where the properties of the event and perhaps even the signal arrival time, are not known before the trigger is formed. Such tests, that appear to be real alerts, would constitute a more rigorous examination of alert handling and escalation procedures. Online tests may also be extended to the coordination of alerts with SNEWS, which may yield an additional host of benefits. Coordinated “Fire Drill” tests refer to issuing multiple CCSN alerts from different SNEWS-member neutrino experiments that are coincident with one another. This may be used to test SNEWS’ ability to triangulate the position of a candidate in the sky, as well as ensure that astronomers are able to aim their instruments and properly identify a potential transient, if there is one. IceCube may also monitor SNEWS for an alert that is not coincident with an IceCube event, and test alert escalation and handling when no clear collective rate deviation is present in the detector. Knowing the proper procedures for handling and interpreting a supernova signal ensures that IceCube and SNEWS are prepared to issue a prompt notice of the detection and present accurate findings based on that detection.
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