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Abstract. We give a sharp comparison between the spectra of two Riemannian manifolds \((Y, g)\) and \((X, g_0)\) under the following assumptions: \((X, g_0)\) has bounded geometry, \((Y, g)\) admits a continuous Gromov-Hausdorff \(\varepsilon\)-approximation onto \((X, g_0)\) of non-zero absolute degree, and the volume of \((Y, g)\) is almost smaller than the volume of \((X, g_0)\). These assumptions imply no restrictions on the local topology or geometry of \((Y, g)\) in particular no curvature assumption is supposed or inferred.

1. Introduction

The aim of this paper is to compare the spectra of two Riemannian manifolds \((Y, g)\) and \((X, g_0)\) and to bound the gap in terms of the Gromov-Hausdorff distance between these two spaces when this distance is smaller than some universal constant (see Theorem 1.2).

Estimates from above and from below for the eigenvalues of the Laplace-Beltrami operator of manifolds satisfying a lower bound of the Ricci curvature and an upper bound of the diameter were derived in the decade from 1975 to 1985. Namely, following S. Y. Cheng [11], and P. Li and S. T. Yau, [21], we know that, when \((Y, g)\) is a compact Riemannian \(n\)-manifold of diameter \(\text{Diam}(Y, g) \leq D\), whose Ricci curvature, \(\text{Ricc}(g)\), satisfies the bound \(\text{Ricc}(g) \geq -(n-1)\kappa^2\), then the eigenvalues of the Laplace-Beltrami operator admit the following upper bound:

\[
\lambda_k(Y, g) \leq \frac{C(\alpha)}{\text{Vol}_g(Y)^{\frac{2}{n}}} \cdot k^{\frac{2}{n}} \tag{1}
\]

where \(\alpha = \kappa D\). On the other hand under the same assumptions we have the following inferior bound for the eigenvalues of the Laplace-Beltrami operator of \((Y, g)\) (see P. Li and S. T. Yau [21], M. Gromov [18] and S. Gallot, [15], [16], [17]):

\[
\lambda_k(Y, g) \geq \frac{\Gamma(\alpha)}{\text{Diam}(Y, g)^2} \cdot k^{\frac{2}{n}} \tag{2}
\]

Explicit values for the constants \(C(\alpha)\) and \(\Gamma(\alpha)\) can be found in [21], [15], [16], [17] or [4].

Remark 1.1. As long as we are only concerned by their dependence with respect to the index \(k\), the inequalities (1) and (2) agree with the well known
Weyl asymptotic formula which says that the sequence of the eigenvalues of the Laplace-Beltrami operator of a compact Riemannian $n$-manifold $(Y, g)$ behaves asymptotically like
\[ \lambda_k \sim \frac{(2\pi)^2}{(\text{Vol}(B^n)\cdot\text{Vol}_g(M))^{\frac{n}{2}}} \cdot k^\frac{2}{n}. \]

For the same reason, assume that we have two compact Riemannian $n$-manifolds $(Y, g)$, $(X, g_0)$, whose Ricci curvatures satisfy the same lower bound
\[ \text{Ricci}_g \geq -(n-1)\kappa^2, \quad \text{Ricci}_{g_0} \geq -(n-1)\kappa^2 \]
and such that $\text{Diam}(Y, g), \text{Diam}(X, g_0) \leq D$. From inequalities (1) and (2) we obtain:
\[ \lambda_k(Y, g) \leq \frac{C(\alpha)}{\Gamma(\alpha)} \cdot \left( \frac{\text{Diam}(X, g_0)^n}{\text{Vol}_g(Y)} \right)^{\frac{2}{n}} \cdot \lambda_k(X, g_0) \]
and, exchanging the roles of $(Y, g)$ and $(X, g_0)$:
\[ \lambda_k(X, g_0) \leq \frac{C(\alpha)}{\Gamma(\alpha)} \cdot \left( \frac{\text{Diam}(Y, g)^n}{\text{Vol}_{g_0}(X)} \right)^{\frac{2}{n}} \cdot \lambda_k(Y, g) \]
However, since the quantity $C(\alpha)/\Gamma(\alpha)$ is considerably greater than 1 (although the constants involved are sharp!) and as the ratio $\frac{(\text{Diam})^n}{\text{Vol}}$ can be arbitrarily large, even if we suppose that the diameters and the volumes of $(Y, g)$ and $(X, g_0)$ are almost the same, we cannot infer an equality or deduce some sharp pinching result between the $k^{th}$ eigenvalues.

In [10], Theorem 7.11, J. Cheeger and T. Colding gave a convergence result for the eigenvalues of the Laplace operators of a sequence of $n$-dimensional manifolds $(Y_k, g_k)$ whose Ricci curvatures are bounded from below by $-(n-1)$ and which converge with respect to the Gromov-Hausdorff distance to a given smooth manifold $(X, g_0)$ of the same dimension (notice that, $(X, g_0)$ being fixed, its Ricci curvature is automatically bounded from below). Namely, they prove that, for any fixed $j \in \mathbb{N}^*$, the $j^{th}$ eigenvalue $\lambda_j(Y_k, g_k)$ of the Laplace-Beltrami operator of $(Y_k, g_k)$ converges to $\lambda_j(X, g_0)$ as $k \to +\infty$.

Notice that the Gromov-Hausdorff convergence is not, in itself, a strong assumption (in particular it gives no informations on the local geometries of the $(Y_k, g_k)$), but that it becomes quite a strong one when it is combined with a uniform lower bound on the Ricci curvature of the Riemannian manifolds $(Y_k, g_k)$. Assuming together these two properties one obtains that, for large values of $k$, the local geometries of $(Y_k, g_k)$ are almost the same (J. Cheeger, T. Colding [10] and T. Colding [12]), in particular, for every $\varepsilon > 0$, if $y_k \to x$, the volume of the geodesic ball $B(y_k, \varepsilon)$ of $(Y_k, g_k)$ converges to the volume of the geodesic ball $B(x, \varepsilon)$ of $(X, g_0)$. Moreover $Y_k$ is diffeomorphic to $(X, g_0)$ for large values of $k$ ([10]), and $\text{Vol}_{g_k}(Y_k) \to \text{Vol}_{g_0}(X)$ as $k \to +\infty$ ([12]). The fact that Diam$(Y_k, g_k)$ converges to Diam$(X, g_0)$ is an
immediate consequence of the Gromov-Hausdorff convergence.

We remark that the eigenvalues approximation methods show that we have convergence of \( \lambda_i(Y_k, g_k) \rightarrow \lambda_i(X, g_0) \) when \((Y_k, g_k)\) is a sequence of polyedral approximations converging to \((X, g_0)\) (see [13], §3). However the result of Dodziuk and Patodi does not provide an upper bound of the "error" \(|\lambda_i(Y_k, g_k) - \lambda_i(X, g_0)|\).

Comparing with the above mentioned results, the comparison between the spectra of two manifolds \((Y, g)\) and \((X, g_0)\) that we aim must obey to quite different rules: namely we are authorized to assume that the geometry of \((X, g_0)\) is bounded. On the contrary, on \((Y, g)\), any assumption which implies a control on the local topology or geometry is prohibited. Let us denote by \(\sigma_0\) the sectional curvature of \((X, g_0)\) and by \(\text{inj}(X, g_0)\) its injectivity radius, the main result in this direction is the following:

**Theorem 1.2.** Let \((X^n, g_0)\) be a compact, connected, Riemannian manifold satisfying the assumptions:

\[
\text{Diam}(X, g_0) \leq D, \quad \text{inj}(X, g_0) \geq i_0, \quad |\sigma_0| \leq \kappa^2,
\]

where \(D, i_0, \kappa\) are arbitrary positive constants; let \(\varepsilon_0 = \varepsilon_0(n, i_0, \kappa)\) be the universal constant given in Theorem 4.1. Let \((Y^n, g)\) be any compact, connected Riemannian manifold such that there exists a continuous Gromov-Hausdorff \(\varepsilon\)-approximation \(f : (Y, g) \rightarrow (X, g_0)\) of non zero absolute degree, where

\[
\varepsilon < \varepsilon_1(n, i_0, \kappa) = \min \left\{ \varepsilon_0(n, i_0, \kappa); \frac{1}{\kappa} \left( \frac{10}{n} \left( \frac{2}{\kappa} - 1 \right) \right)^4 \right\}
\]

(3)

If we assume that

\[
1 - 10 n (n + 1) (\kappa \varepsilon)^{\frac{1}{2}} \cdot \text{Vol}_g(Y) < \text{Vol}_{g_0}(X)
\]

then, for every \(i \in \mathbb{N}\), we have

\[
\lambda_i(Y, g) \leq \left( 1 + C_1(n)(\kappa \varepsilon)^{\frac{1}{2n}} \right) \cdot \left( 1 + C_2(n, \kappa D, D^2 \cdot \lambda_i(X, g_0))(\kappa \varepsilon)^{\frac{1}{2}} \right) \cdot \lambda_i(X, g_0)
\]

(4)

where

\[
C_1(n) = 14 (n - 1) \cdot \sqrt{n + 1}
\]

\[
C_2(n, \alpha, \Lambda) = 4(n + 1) \left[ (2n + 1) e^n \left[ 1 + B(\alpha) \sqrt{\Lambda + (n - 1)\alpha^2} \right]^n + 2 \right]
\]

where \(B(\alpha)\) is the isoperimetric constant defined in Proposition 4.6 and where the right hand side of (3) goes to \(\lambda_i(X, g_0)\) when \(\varepsilon \rightarrow 0_+\).
Remark 1.3. (1) The inequality \((3)\) given by Theorem 1.2 is sharp: in fact it provides an upper bound of \(\frac{\lambda_i(Y,g)}{\lambda_i(X,g_0)}\) which goes to 1 as \(\varepsilon \to 0^+\).

(2) Notice that the only assumptions that we make on \((Y, g)\) in the Theorem 1.2 are:

(i) the existence of a continuous Gromov-Hausdorff approximation of nonzero absolute degree from \((Y, g)\) to \((X, g_0)\);

(ii) the assumption that the volume of \((Y, g)\) is almost smaller than the volume of \((X, g_0)\).

Notice that there is no assumption on the curvature of \((Y, g)\).

The weakness of these assumptions on \((Y, g)\) is first illustrated by the fact that they give no information on the local topology of \((Y, g)\) or on the local topology of \(Y\). In fact, in the Example 4.2, for every \((X^n, g_0)\) we construct a family of pairwise non homotopic Riemannian manifolds \((Y_\varepsilon, g_\varepsilon)\) which satisfy the assumptions (i) and (ii) above (with \(\varepsilon \to 0^+\)) and thus converge to \((X, g_0)\) as \(\varepsilon \to 0^+\).

(3) Another illustration of the weakness of the assumptions made on \((Y, g)\) is the fact that it is impossible to get a lower bound of \(\frac{\lambda_i(Y,g)}{\lambda_i(X,g_0)}\) under these assumptions. In fact, in the Example 4.3 we construct, for any fixed Riemannian manifold \((X, g_0)\), a sequence of Riemannian manifolds \((Y_k, g_k)\) (diffeomorphic to \((X, g_0)\)), which satisfy assumptions (i) and (ii) above, and such that \(\frac{\lambda_i(Y_k,g_k)}{\lambda_i(X,g_0)} \to 0\) when \(k \to +\infty\).

Let us stress the fact that the counter-examples mentioned above in the remarks (3) and (4) satisfy all the assumptions of the Theorem 1.2 for arbitrarily small values of \(\varepsilon\).

(4) The Theorem 1.2 is not only a convergence result: in fact, it is valid for non small values of \(\varepsilon\) (i.e. for every \(\varepsilon < \varepsilon_1(n, i_0, \kappa)\)). For every \(\varepsilon < \varepsilon_1(n, i_0, \kappa)\), it provides an explicit upper bound for the "error term" \(\left(\frac{\lambda_i(Y,g)-\lambda_i(X,g_0)}{\lambda_i(X,g_0)}\right)\).

(5) Theorem 1.2 also works when \(g\) is not a smooth Riemannian metric (for example if \(g\) is piecewise \(C^1\)). It thus provides a sharp estimate of \(\lambda_i(X,g_0)\) by the corresponding eigenvalue of a polyedral \(\varepsilon\)-approximation and a bound of the error (in one sense).

Theorem 1.2 is a consequence of Theorem 4.1 and of the following technical result:

**Proposition 1.4.** Let \(\kappa, D > 0\). Let \((X, g_0)\) be a connected, compact Riemannian manifold which satisfy \(\text{Ricci}_{g_0} \leq -(n-1)\kappa^2\) and \(\text{Diam}(X,g_0) \leq D\).
Let \((Y, g)\) be another compact, connected Riemannian manifold such that 
\((1 - \eta) \text{Vol}_g(Y) \leq \text{Vol}_{g_0}(X)\) (where \(0 < \eta \leq \frac{1}{2}\)) and such that there exists a \(Lipschitz\) map \(F : (Y, g) \to (X, g_0)\) of non zero absolute degree which verifies 
the following bound on the pointwise energy: \(e_y(F) \leq n(1+\eta)\frac{1}{2} a.e\). Then 
\[
\lambda_i(Y, g) \leq (1 + 7(n - 1)\eta^\frac{1}{2}) \cdot (1 + C(n, D^2\lambda_i(X, g_0), \alpha)\eta^\frac{1}{2}) \cdot \lambda_i(X, g_0)
\]
where \(C(n, D^2\lambda_i, \alpha) = (2n + 1) \cdot e^n \cdot \left(1 + B(\alpha)\sqrt{\lambda_i D^2 + (n - 1)\alpha^2}\right)^n + 2\) 
and where \(\alpha = \kappa \cdot D\).

**Remark 1.5 (Dimension \(n = 2\)).** In order to simplify the notations we shall 
give the proofs only for dimensions \(n > 2\). However, the same arguments 
hold in dimension \(n = 2\), provided some slight modifications. Just observe 
that:

(a) Lemma 4.4, (i) is valid for \(n = 2\);
(b) Lemma 4.4 (ii) is valid if we replace \(n\) by \(p\) where \(p = n\) for \(n > 2\) 
and \(p > n\) for \(n = 2\) (it is sufficient to replace, in the definition of \(h\), 
the function \(f^{2(n-2)}\) by \(f^{2(p-1)}\));

all the arguments then works, substituting \(n\) by \(p\), included the Sobolev 
inequality (which is not sharp in dimension 2) which says that there exists 
a constant \(C\) such that 
\[
\|f\|_{L^p} \leq C \cdot \|df\|_2 + \|f\|_2
\]
Moser’s iteration method then works with \(\beta = \frac{n}{p-2}\).

2. **Geometric-analytic tools**

Let us recall the following definition:

**Definition 2.1.** Let \((M, g)\) be a Riemannian manifold. Let us denote by 
\(\text{Ricci}_g\) the Ricci curvature of \((M, g)\). We define the invariant \(r_{\text{min}}\) as the 
ininfimum of \(\text{Ricci}_g\) viewed as function on the unit tangent bundle \(U_gM\).

We shall use a Sobolev inequality due to S. Gallot. The original results of 
S. Gallot were published in a short note in the *Comptes rendus de l’Académie 
de Sciences* (see [15]); the original proofs are rather dense, thus, for easier 
reference, we shall present the detailed proofs in Appendix.

**Proposition 2.2 (Sobolev inequality, [15]).** Let \((M, g)\) be a compact Riemannian manifold of dimension \(n\), such that \(\text{Diam}(M, g) \leq D\), \(r_{\text{min}} \cdot D^2 \geq -(n - 1)\alpha^2\). For every function \(f : M \to \mathbb{R}\) in \(H^2_1(M, g)\) we have:

\[
(i) \quad \left(\frac{1}{V} \int_M |f - \overline{f}|^{\frac{2n}{n-2}} dv_g\right)^{\frac{n-2}{2n}} \leq \left[\frac{2(n - 1)}{(n - 2)\Gamma(\alpha)} + \frac{2}{H(\alpha)}\right] \cdot D \cdot \left(\frac{1}{V} \int_M |\nabla f|^2 dv_g\right)^{\frac{1}{2}}.
\]
(ii) \[
\left( \frac{1}{V} \int_M \int_{\frac{2n}{n-2}} dv_g \right)^{\frac{n-2}{2n}} \leq \]
\[
\leq \left( \frac{2(n-1)}{(n-2)\Gamma(\alpha)} + \frac{2}{H(\alpha)} \right) \cdot D \cdot \left( \frac{1}{V} \int_M |\nabla f|^2 dv_g \right)^{\frac{1}{2}} + \left( \frac{1}{V} \int_M f^2 dv_g \right)^{\frac{1}{2}}
\]
where we denote by \( \bar{f} \) the mean value of \( f \), i.e. \( \bar{f} = \frac{1}{V} \int_M f dv_g \), where \( H(\alpha) = \alpha \left( \int_0^{\alpha/2} (\cosh(t))^{n-1} dt \right)^{-1} \) and where \( \Gamma(\alpha) = \alpha \left( \int_0^\alpha \left( \frac{\alpha}{H(\alpha)} \cosh(t) + \frac{1}{n} \sinh(t) \right)^{n-1} dt \right)^{-\frac{1}{n}} \).

We will use the notation \( B(\alpha) \) to refer to the quantity \( \left( \frac{2(n-1)}{(n-2)\Gamma(\alpha)} + \frac{2}{H(\alpha)} \right) \).

2.1. Moser’s iteration method. The method that we are going to use in this section has been introduced by J. Moser in 1961 (see [22]) in order to prove a Harnack’s inequality for solutions of second order, uniformly elliptic partial differential equation of selfadjoint form. The original method allows to derive \( L^\infty \) estimates, for eigenfunctions of a differential operator of the prescribed type, in terms of the geometric data of the domain under consideration, this is achieved by means of an iterated use of a Sobolev inequality (see [22], §4).

Moser’s iteration method has been widely used in Spectral Geometry to obtain eigenvalues estimates for the Laplace-Beltrami operator, the Hodge-de Rham Laplacian and the \( p \)-Laplacian under appropriate geometric assumptions, see [20], [15], [16] and, for a more recent application, [2].

We shall use the same symbol \( \Delta_g \) to denote on one hand the usual Laplace-Beltrami operator on functions and, on the other hand, the Hodge-de Rham Laplacian viewed as an operator acting on the space \( d[C^\infty(M)] \) of exact differential forms of degree 1 (the discrimination between these two cases will be given by the context). As \( \Delta_g \) commutes with the exterior derivative \( d \), it comes that the Hodge-de Rham Laplacian maps \( d[C^\infty(M)] \) onto \( d[C^\infty(M)] \) and that \( d \) maps each eigenspace of the Laplace operator on the eigenspace of the Hodge-de Rham Laplacian (restricted to \( d[C^\infty(M)] \)) corresponding to the same eigenvalue.

Let us define \( \mathcal{A}(\lambda) \) as the direct sum of the eigenspaces of the Laplace-Beltrami operator (acting on functions) corresponding to the eigenvalues \( \lambda_i \leq \lambda \), the above commutation implies that \( \mathcal{A}_1(\lambda) := d[\mathcal{A}(\lambda)] \) is also a direct sum of the eigenspaces of the Hodge-de Rham Laplacian (acting on \( d[C^\infty(M)] \)) corresponding to the eigenvalues \( \lambda_i \leq \lambda \).

In order to obtain a clearer statement for the next proposition, let \( \beta = \frac{n}{n-2} \).
and let us define the function:

$$
\xi(x) = \prod_{i=0}^{\infty} \left( 1 + \frac{\beta_i}{\sqrt{2\beta^i - 1}} \cdot x \right)^{\beta^{-i}}
$$

**Remark 2.3.** We remark here that the infinite product defining $\xi$ is convergent, as proved in Appendix B.

**Proposition 2.4** (revisiting [16]). Let $(M, g)$ be a compact Riemannian manifold such that

$$
r_{\text{min}} \cdot \text{Diam}(M, g)^2 \geq -(n-1)\alpha^2
$$

and such that $\text{Diam}(M, g) \leq D$. For any function $f \in A(\lambda)$, we have:

(i) $\| f \|_{\infty} \leq \xi(B(\alpha)D\sqrt{\kappa}) \cdot \| f \|_2 \leq$

$$
\exp \left( \frac{n}{2} \cdot \frac{B(\alpha)D\sqrt{\lambda}}{1 + B(\alpha)D\sqrt{\lambda}} \right) \cdot \left( 1 + B(\alpha)D\sqrt{\lambda} \right)^{\frac{\kappa}{2}} \cdot \| f \|_2
$$

(ii) $\| df \|_{\infty} \leq \xi \left( B(\alpha)\sqrt{\lambda D^2 + (n-1)\alpha^2} \right) \cdot \| df \|_2 \leq$

$$
\exp \left( \frac{n}{2} \cdot \frac{B(\alpha)\sqrt{\lambda D^2 + (n-1)\alpha^2}}{1 + B(\alpha)\sqrt{\lambda D^2 + (n-1)\alpha^2}} \right) \cdot \left( 1 + B(\alpha)\sqrt{\lambda D^2 + (n-1)\alpha^2} \right)^{\frac{\kappa}{2}} \cdot \| df \|_2
$$

where $B(\alpha)$ is the Sobolev constant that we defined in the statement of Proposition 4.6.

**Remark 2.5.** The quantities $\alpha$ and $\lambda D^2$ in the previous statement are invariant under homotheties.

**Proof of Proposition 2.4.** Let $S$ denote any element of $A_1(\lambda)$ (resp. of $A(\lambda)$), such that $S = df$ (resp. $S = f$) for some $C^\infty$ function $f$. As we have supposed that $r_{\text{min}} \geq -(n-1)\kappa^2$ (where $\kappa = \alpha / \text{Diam}(M, g)$), we may introduce a new constant $\kappa_0$, which allows to handle both cases (i.e. the case where $S \in A_1(\lambda)$ and the case where $S \in A(\lambda)$) in a unique computation: we thus define $\kappa_0$ by:

$$
\kappa_0 = \begin{cases} 
\kappa & \text{when } \Delta_g \text{ is the Hodge-de Rham Laplacian and when } S \in A_1(\lambda); \\
0 & \text{when } \Delta_g \text{ is the Laplace-Beltrami operator and when } S \in A(\lambda). 
\end{cases}
$$

We precise that we use the notation $|S|$ or $|S|(x)$ to denote the pointwise norm of $S$, whereas we use the notation $\| S \|_p$ when we consider the global $L^p$ norm of $S$.

By the Böchner Formula (resp. by definition of the Laplace-Beltrami operator) we have:

$$
\langle \nabla^* \nabla S, S \rangle = \langle \Delta_g S, S \rangle - \text{Ricci}_g(\nabla f, \nabla f) \leq |\Delta_g S| \cdot |S| + (n-1)\kappa^2 |S|^2
$$
when \( S \in A_1(\lambda) \) (resp. \( \langle \nabla^* \nabla S, S \rangle = \Delta_g S \cdot S \), when \( S \in A(\lambda) \)), which gives the following formula:

\[
\langle \nabla^* \nabla S, S \rangle \leq \left( |\Delta_g S| + (n - 1) \kappa_0^2 |S| \right) |S|
\]

which is valid in both cases (the case \( S \in A_1(\lambda) \) and the case \( S \in A(\lambda) \)) by definition of \( \kappa_0 \). We define (in the case \( S \in A_1(\lambda) \) as in the case \( S \in A(\lambda) \)), the function \( s_\varepsilon \) by \( s_\varepsilon = \sqrt{|S|^2 + \varepsilon^2} \). A direct computation leads to \( |ds_\varepsilon|^2 \leq |\nabla S|^2 \) and \( \Delta_g(s_\varepsilon^2) = \Delta_g(|S|^2) \), so that:

\[
s_\varepsilon \Delta_g s_\varepsilon = \frac{1}{2} \Delta_g(s_\varepsilon^2) + |ds_\varepsilon|^2 \leq \frac{1}{2} \Delta_g(|S|^2) + |\nabla S|^2 = \langle \nabla^* \nabla S, S \rangle \leq (|\Delta_g S| + (n - 1) \kappa_0^2 |S|)|S| \leq (|\Delta_g S| + (n - 1) \kappa_0^2 |S|)s_\varepsilon
\]

For every \( k > \frac{1}{2} \), we deduce that

\[
\int_M |d(s_\varepsilon^k)|^2 \, dv_g = \frac{k^2}{2k - 1} \int_M \langle ds_\varepsilon, d(s_\varepsilon^{2k-1}) \rangle \, dv_g = \frac{k^2}{2k - 1} \int_M s_\varepsilon^{2k-1}(\Delta_g s_\varepsilon) \, dv_g \leq \frac{k^2}{2k - 1} \left[ \int_M |\Delta_g S| \cdot s_\varepsilon^{2k-1} \, dv_g + (n - 1) \kappa_0^2 \int_M |S| \cdot s_\varepsilon^{2k-1} \, dv_g \right] \leq \frac{k^2V}{2k - 1} \left[ \| \Delta_g S \|_{2k} \cdot \| s_\varepsilon \|_{2k}^{2k-1} + (n - 1) \kappa_0^2 \| S \|_{2k} \cdot \| s_\varepsilon \|_{2k}^{2k-1} \right]
\]

It follows that:

\[
\left( \frac{1}{V} \int_M |d(s_\varepsilon^k)|^2 \, dv_g \right)^{\frac{1}{2}} \leq \frac{k}{\sqrt{2k - 1}} \cdot \| s_\varepsilon \|_{2k}^{k-\frac{1}{2}} \cdot (\| \Delta_g S \|_{2k} + (n - 1) \kappa_0^2 \| S \|_{2k})^{\frac{1}{2}}
\]

On the other hand the Sobolev inequality of Proposition 4.6 (ii) gives:

\[
\left( \frac{1}{V} \int_M |d(s_\varepsilon^k)|^2 \, dv_g \right)^{\frac{1}{2}} \geq \frac{1}{B(\alpha)D} \left[ \| s_\varepsilon^k \|_{\frac{2n}{m-2}} - \| s_\varepsilon \|_2 \right]^\frac{1}{2}
\]

hence, putting together this estimate with inequality (6), we get:

\[
\| s_\varepsilon \|_{\frac{2n}{m-2}} - \| s_\varepsilon \|_{2k} \leq \frac{B(\alpha)D \cdot k}{\sqrt{2k - 1}} \cdot \| s_\varepsilon \|_{2k}^{k-\frac{1}{2}} \cdot \left[ \| \Delta_g S \|_{2k} + (n - 1) \kappa_0^2 \| S \|_{2k} \right]^{\frac{1}{2}}
\]

Observe that \( \| s_\varepsilon \|_{2p} \to \| S \|_{2p} \) when \( \varepsilon \to 0_+ \). Thus inequality (7) becomes:

\[
\| S \|_{\frac{2n}{m-2}} \leq \frac{B(\alpha)D \cdot k}{\sqrt{2k - 1}} \cdot \left( \| \Delta_g S \|_{2k} + (n - 1) \kappa_0^2 \| S \|_{2k} \right) \frac{1}{2} \| S \|_{2k}^{k-\frac{1}{2}} + \| S \|_{2k}^{k}
\]
As we shall show in the Appendix C, it is impossible to give an upper bound to \( \| \Delta gS \|_{2k} \) in terms of \( \lambda \| S \|_2 \). Nevertheless, we go beyond this difficulty using the following argument: we observe, as we are in the case where \( S \in A_1(\lambda) \) (resp. \( S \in A(\lambda) \)), that \( S \) and \( \Delta gS \) can be written as

\[
S = \sum_{i \text{ s.t. } \lambda_i \leq \lambda} \alpha_i S_i ,
\]

\[
\Delta gS = \sum_{i \text{ s.t. } \lambda_i \leq \lambda} \alpha_i \lambda_i S_i ,
\]

where \( \{S_i\} \) is an \( L^2 \)-orthonormal basis of eigenvectors for \( \Delta g \), which implies that \( \Delta gS \in A_1(\lambda) \) (resp. \( A(\lambda) \)), and, if \( A_p \) is the supremum of the ratio \( \| \phi \|_p / \| \phi \|_2 \) when \( \phi \) runs in \( A_1(\lambda) \setminus \{0\} \) (resp. in \( A(\lambda) \setminus \{0\} \)), we have:

\[
\| \Delta gS \|_{2k} \leq A_{2k} \tag{9}
\]

On the other hand the decomposition of \( S \) in terms of the \( S_i \)'s and the Parseval identity give:

\[
\| \Delta gS \|_2^2 = \sum_{i \text{ s.t. } \lambda_i \leq \lambda} \lambda_i^2 \alpha_i^2 \leq \lambda^2 \| S \|_2^2
\]

This inequality and inequality (9) give

\[
\frac{\| \Delta gS \|_{2k}}{\| S \|_2} = \frac{\| \Delta gS \|_{2k}}{\| \Delta gS \|_2} \cdot \frac{\| \Delta gS \|_2}{\| S \|_2} \leq A_{2k} \lambda
\]

Now bearing this estimate in equation (8), we obtain:

\[
A_{2k}^{\frac{1}{n-2}} \leq \left[ B(\alpha) D \right] \cdot \frac{k}{\sqrt{2k} - 1} \cdot \left[ A_{2k} \lambda + (n - 1) \kappa_0^2 A_{2k} \right]^{\frac{1}{2}} \cdot A_{2k}^{k - \frac{1}{2}} + A_{2k}^{k + \frac{1}{2}}
\]

and thus

\[
A_{2k}^{\frac{1}{n-2}} \leq \left[ 1 + \frac{B(\alpha) D \cdot k}{\sqrt{2k} - 1} \left( \lambda + (n - 1) \kappa_0^2 \right) \right]^{\frac{1}{2}} \cdot A_{2k}
\]

Now let us replace \( k \) by \( \beta^i \) (we recall that \( \beta = \frac{n}{n-2} \)) we see that

\[
A_{2\beta^m} = \prod_{i=0}^{m-1} \frac{A_{2\beta^{i+1}}}{A_{2\beta^i}} \leq \prod_{i=0}^{m-1} \left[ 1 + \frac{B(\alpha) D \cdot \beta^i}{\sqrt{2\beta^i - 1}} \left( \lambda + (n - 1) \kappa_0^2 \right) \right]^{\frac{1}{2}}
\]

Now, letting \( m \) go to infinity, we obtain

\[
A_\infty \leq \prod_{i=0}^{\infty} \left[ 1 + \frac{B(\alpha) D \cdot \beta^i}{\sqrt{2\beta^i - 1}} \left( \lambda + (n - 1) \kappa_0^2 \right) \right]^{\frac{1}{2}}
\]

and we deduce that:

\[
\frac{\| S \|_\infty}{\| S \|_2} \leq \xi \left( [B(\alpha) D \cdot (\lambda + (n - 1) \kappa_0^2)]^{\frac{1}{2}} \right).
\]
When \( S = f \in \mathcal{A}(\lambda) \) this becomes
\[
\| f \|_{\infty} \leq \xi \left( B(\alpha) D \sqrt{\lambda} \right) \| f \|_{2},
\]
which proves the first inequality of (i); when \( S = df \in \mathcal{A}_1(\lambda) = d[\mathcal{A}(\lambda)] \) we obtain
\[
\| df \|_{\infty} \leq \xi \left( B(\alpha) D \sqrt{\lambda} + (n - 1)\kappa^2 \right) \| df \|_{2},
\]
which proves the first inequality of (ii). We conclude the proof by noticing that \( \xi(x) \leq \exp \left( \frac{n}{2} \cdot \frac{x}{1+2} \right) (1 + x)^{\frac{n}{2}} \), as proved in Appendix B. \( \square \)

3. Spectral comparison between different manifolds in the presence of a map with bounded energy

We find useful to introduce the following definitions:

**Definition 3.1.** Let \((Y, g), (X, g_0)\) be two compact, connected Riemannian manifold. Let \( F : (Y, g) \to (X, g_0) \) be a Lipschitz map. In every point \( y \in Y \) where \( F \) is differentiable (thus in almost every point of \( Y \)) we can define the pointwise energy of the map \( F \) at \( y \) as
\[
e_y(F) = \sum_{i=1}^{n} g_0(dyF(e_i), dyF(e_i))
\]
where \( \{e_i\} \) is any \( g \)-orthonormal basis of \( T_yY \). Hence the global energy of the map \( F \) is given by integration: \( E(F) = \int_Y e_y(F) dv_g(y) \).

Throughout the paper we shall use the notion of absolute degree of a continuous map \( f \) between two \( n \)-dimensional compact manifolds \( \text{Adeg}(f) \) which is a homotopy invariant. Instead of defining here the absolute degree (the definition can be found, for example, in [14], §1) we shall give the notion of geometric degree (more suitable for our purposes) and we remark that in [14] Epstein proved that they are actually equal. Moreover, they coincide with the absolute value of the usual cohomological degree in case \( f \) is a map between orientable manifolds.

**Definition 3.2 (Geometric degree).** Given a continuous map between two \( n \)-dimensional compact manifolds \( f : Y \to X \), the geometric degree of \( f \) is defined as
\[
\mathcal{G}_{\text{deg}}(f) = \inf \{ G(h) \mid h : Y \to X \text{ is properly homotopic to } f \}
\]
where \( G(h) \) denotes the minimum number of connected components of \( h^{-1}(D) \), where \( D \) varies among the top dimensional \( n \)-cells of \( X \) such that \( h : h^{-1}(D) \to D \) is a covering (if such a disk does not exist we say that \( G(h) = \infty \)).
3.1. A Bienaymé-Čebyšëv inequality.

**Lemma 3.3.** Let \((Y, g)\) and \((X, g_0)\) be two connected, compact Riemannian manifolds of the same dimension, satisfying the following inequality between volumes:

\[
\Vol_g(Y) \cdot (1 - \eta) \leq \Vol_{g_0}(X), \quad \text{for some } \eta \in [0, 1),
\]

and let \(F : (Y, g) \to (X, g_0)\) be a Lipschitz map with non-zero absolute degree, such that \(|\text{Jac}(F)(y)| \leq (1 + \eta)|\text{Jac}(F)(y)|\) for every point \(y\) where \(F\) is differentiable. Let us define the set: \(Y^F_\eta = \{y \in Y | |\text{Jac}(F)(y)| \leq (1 - \sqrt{\eta})\}\). Then we have:

\[
\frac{\Vol_g(Y^F_\eta)}{\Vol_g(Y)} \leq 2 \cdot \sqrt{\eta}.
\]

**Proof.** Since the map \(F\) is Lipschitz, it is differentiable almost everywhere, so the bounds that we gave in the statement are valid almost everywhere; we can apply the coarea formula ([7], Theorem 13.4.2) and we get:

\[
\text{Adeg}(F) \cdot \Vol_{g_0}(X) \leq \int_X \#((F^{-1}(\{x\})) \, dv_{g_0}(x) = \int_Y |\text{Jac}(F)(y)| \, dv_g(y) \leq (1 - \sqrt{\eta}) \cdot \Vol_g(Y^F_\eta) + (1 + \eta) \cdot \Vol_g(Y \setminus Y^F_\eta)
\]

Since we are assuming \(\text{Adeg}(F) \neq 0\) and because of the inequality between the volumes of \((Y, g)\) and \((X, g_0)\) we obtain:

\[
(1 - \eta) \cdot \Vol_g(Y) \leq (1 - \sqrt{\eta}) \cdot \Vol_g(Y^F_\eta) + (1 + \eta) \cdot (\Vol_g(Y) - \Vol_g(Y^F_\eta)),
\]

thus we infer,

\[
\frac{\Vol_g(Y^F_\eta)}{\Vol_g(Y)} \leq 2 \cdot \sqrt{\eta}
\]

which is the required inequality. □

Let us consider a Lipschitz map \(F : (Y, g) \to (X, g_0)\) between two compact, connected Riemannian manifolds, which satisfy the inequality

\[
\Vol_g(Y) \cdot (1 - \eta) \leq \Vol_{g_0}(X).
\]

If we assume that \(\text{Adeg}(F) \neq 0\) and that the pointwise energy of the map \(F\) satisfies the upper bound \(e_y(F) \leq n \cdot (1 + \eta)^{2/n}\), at almost every point \(y\), then \(F\) satisfies the assumptions of Lemma 3.3 in fact the geometric-arithmetic inequality \(\prod_{i=1}^n \lambda_i^2 \leq (\frac{1}{n} \lambda_1^2)^n\) implies that

\[
|\det(d_y F)| \leq \left(\frac{1}{n} \text{tr}((d_y F)^t \circ (d_y F))\right)^\frac{2}{n} = \left[\frac{1}{n} e_y(F)\right]^\frac{2}{n} \leq 1 + \eta
\]

Under these new assumptions we obtain the following
Lemma 3.4. Let $0 < \eta \leq \frac{1}{2}$. Let $(X, g_0)$, $(Y, g)$ be two compact, connected Riemannian manifolds which satisfy the inequality $\text{Vol}_g(Y)(1 - \eta) \leq \text{Vol}_{g_0}(X)$. In any point $y \in Y$ such that $|\text{Jac}(F)(y)| \geq (1 - \sqrt{\eta})$ and $e_y(F) \leq n(1 + \eta)^{\frac{2}{n}}$, $d_yF$ is a quasi-isometry; more precisely we have $\forall u \in T_yY$

$$(1 - 5(n - 1)\eta^{\frac{1}{2}}) \| u \|_g^2 \leq \| d_yF(u) \|_{g_0}^2 \leq (1 + 5(n - 1)\eta^{\frac{1}{2}}) \| u \|_g^2$$

Proof. Let us consider the bilinear symmetric form given by

$$(u, v) \rightarrow g_0(d_yF(u), d_yF(v)) = g((d_yF)^t \circ (d_yF))(u, v)$$

defined on $T_yY \times T_yY$. We denote by $A$ the matrix associated to the endomorphism $(d_yF)^t \circ (d_yF)$ in a $g$-orthonormal basis of $(T_yY, g_y)$; this matrix being symmetric and non-negative with determinant greater or equal to $(1 - \sqrt{\eta})^2$ by assumption and with trace equal to $e_y(F)$ (hence, by assumption, less or equal to $n (1 + \eta)^{\frac{2}{n}}$), we can apply Proposition A.1 in Appendix A, which gives, $\forall u \in T_yY$,

$$
\| d_yF(u) \|_{g_0}^2 - \| u \|_g^2 = \| g((A - \text{Id})u, u) \| \leq \\
\leq 2(n-1)\eta^{\frac{1}{2}} \left(1 + \frac{n+10}{2n}\sqrt{\eta}\right)^{\frac{3}{2}} \| u \|_g^2 \leq 5(n-1)\eta^{\frac{1}{2}} \| u \|_g^2 \quad \square
$$

3.2. A general comparison Lemma. Let us start with some definitions:

Definition 3.5. Let $f$ be a function in $H^2_0(M, g) \setminus \{0\}$ where $(M, g)$ is a fixed Riemannian manifold; the Rayleigh quotient of $f$ is defined as the positive real number:

$$
\mathcal{R}_g(f) = \frac{\int_M |df|^2 dv_g}{\int_M |f|^2 dv_g}.
$$

Definition 3.6. We will denote by $\lambda_i(X, g_0)$ and $\lambda_i(Y, g)$ the eigenvalues of the Laplace-Beltrami operators of $(X, g_0)$ and $(Y, g)$ respectively, indexed in increasing order and counted with their multiplicity from zero to infinity.

We denote by $\mathcal{A}_X(\lambda)$ the direct sum of the eigenspaces of the Laplace-Beltrami operator of $(X, g_0)$ corresponding to the eigenvalues which are less or equal to $\lambda$. We remark that the eigenvalues of the Laplacian $\Delta_g$ of $(Y, g)$, are also the eigenvalues of the quadratic form $u \rightarrow \int_Y |du|^2 dv_g$ with respect to the $L^2$-scalar product. A classical consequence of the Minimax Principle is the

Lemma 3.7. If there exists a linear map $\phi : \mathcal{A}_X(\lambda) \rightarrow H^2_0(Y)$ such that $\forall u \in \mathcal{A}_X(\lambda)$

(i) $\| \phi(u) \|_g^2 \geq (1 - \delta) \| u \|_g^2$ where $\delta \in [0, 1)$;

(ii) $\frac{1}{\text{Vol}_g(Y)} \int_Y |d(\phi(u))|^2 dv_g \leq (1 + \varepsilon) \frac{1}{\text{Vol}_{g_0}(X)} \int_X |du|^2 dv_{g_0}$;

then, for every $i \in \mathbb{N}$ such that $\lambda_i(X, g_0) \leq \lambda$, we have

$$
\lambda_i(Y, g) \leq \left(\frac{1 + \varepsilon}{1 - \delta}\right) \lambda_i(X, g_0).
$$
3.3. Proof of the Proposition 1.4. We start with the following lemma:

Lemma 3.8. Under the assumptions of Proposition 1.4, for any function $f : X \rightarrow \mathbb{R}$ such that $f \in \mathcal{A}_X(\lambda)$, if $\eta \leq \frac{1}{9}$ we have:

(i) \( \frac{1 - \eta}{1 + \eta} \cdot \frac{1}{\text{Vol}_{g_0}(X)} \int_X f^2 \, dv_{g_0} \leq \frac{1}{\text{Vol}_{g}(Y)} \int_Y (f \circ F)^2 \, dv_{g} \leq \left[ 1 + 3\sqrt{\eta} \left( 1 + \xi^2(B(\alpha)D\sqrt{\lambda}) \right) \right] \cdot \frac{1}{\text{Vol}_{g_0}(X)} \int_X f^2 \, dv_{g_0} \)

(ii) \( \frac{1}{\text{Vol}_{g}(Y)} \int_Y |d(f \circ F)|^2 \, dv_{g} \leq (1 + 5(n - 1)\eta^\frac{1}{2}) \cdot \left( 1 + 2(2n + 1)\xi^2(B(\alpha)\sqrt{\lambda}D^2 + (n - 1)\alpha^2) \right) \eta^\frac{1}{2} \cdot \frac{1}{\text{Vol}_{g_0}(X)} \int_X |df|^2 \, dv_{g_0} \)

Proof. We start with the proof of the first inequality of the property (i). As discussed in section 3.1 (see equation (10)), the bound on the pointwise energy of $F$ implies that $|\text{Jac}(F)|$ is bounded above by $(1 + \eta)$. Hence, using the assumptions and the coarea formula ([7], Theorem 13.4.2), we find:

\( \frac{1 + \eta}{\text{Vol}_{g}(Y)} \cdot \int_Y |(f \circ F)(y)|^2 \, dv_{g}(y) \geq \)

\( \geq \frac{1}{\text{Vol}_{g}(Y)} \cdot \int_Y |(f \circ F)(y)|^2 |\text{Jac}(F)(y)| \, dv_{g}(y) \geq \)

\( \geq \frac{1 - \eta}{\text{Vol}_{g_0}(X)} \int_X |f(x)|^2 \#(F^{-1}(\{x\})) \, dv_{g_0}(x) \geq \frac{1 - \eta}{\text{Vol}_{g_0}(X)} \cdot \int_X |f(x)|^2 \, dv_{g_0}(x) \)

which proves the first inequality of (i). We remark that the second inequality of (i) is not necessary in order to prove the Proposition 1.4. However we shall provide a proof of this inequality for the sake of completeness. We notice that we are under the assumptions of the Lemma 3.3 and thus $\frac{\text{Vol}_{g}(Y_F)}{\text{Vol}_{g}(Y)} \leq 2\sqrt{\eta}$ where $Y^F_{\eta} = \{ y \in Y \mid |\text{Jac}(F)(y) < 1 - \sqrt{\eta} \}$. As the absolute degree is not trivial, $F$ is surjective and thus $\#(F^{-1}(\{x\})) \geq 1$ for every $x \in X$. Thus we can get a first estimate for the $L^2$-norm of $F^*(f) = f \circ F$ in terms of the $L^\infty$-norm and the $L^2$-norm of $f$; in fact using the coarea formula ([7], Theorem 13.4.2) we find on $Y \setminus Y^F_{\eta}$:

\( (1 - \sqrt{\eta}) \cdot \int_{Y \setminus Y^F_{\eta}} |f \circ F|^2 \, dv_{g} \leq \int_Y |f \circ F|^2 |\text{Jac}(F)(y)| \, dv_{g} = \)

\( = \int_X \#(F^{-1}(\{x\})) |f(x)|^2 \, dv_{g_0}(x) \leq \)

\( \leq \text{Vol}_{g_0}(X) \| f \|_2^2 + \| f \|_\infty^2 \int_X (\#(F^{-1}(\{x\})) - 1) \, dv_{g_0} \) \hfill (11)
On the other hand we know that $\text{Vol}_g(Y)(1 - \eta) < \text{Vol}_{g_0}(X)$ and from the coarea formula and the upper bound on the Jacobian of $F$ we deduce:

$$0 \leq \int_X (\#(F^{-1}(\{x\})) - 1) \, dv_{g_0} \leq \int_Y |\text{Jac}(F)(y)| \, dv_g(y) - (1 - \eta) \text{Vol}_g(Y) \leq 2\eta \cdot \text{Vol}_g(Y) \quad (12)$$

using the fact that $|\text{Jac}(F)| \leq 1 + \eta \ a.e.$ and that $F$ is surjective and applying the coarea formula, we get

$$\text{Vol}_{g_0}(X) \leq \int_Y |\text{Jac}(F)(y)| \, dv_g(y) \leq (1 + \eta) \text{Vol}_g(Y) \quad (13)$$

to$$

hence we obtain, from (11), (12) and (13):

$$0 \leq \int_X (\#(F^{-1}(\{x\})) - 1) \, dv_{g_0} \leq \int_Y |\text{Jac}(F)(y)| \, dv_g(y) - (1 - \eta) \text{Vol}_g(Y) \leq 2\eta \cdot \text{Vol}_g(Y) \quad (12)$$

we deduce:

$$\text{Vol}_{g_0}(X) \leq \int_Y |\text{Jac}(F)(y)| \, dv_g(y) \leq (1 + \eta) \text{Vol}_g(Y) \quad (13)$$

Thus we obtain the estimate:

$$\| f \circ F \|_2^2 \leq \left( \frac{1 + \eta}{1 - \sqrt{\eta}} \right) \cdot \left( \| f \|_2^2 + \frac{2\sqrt{\eta}}{1 + \eta} \| f \|_\infty^2 \right)$$

Now we can use Proposition 2.4 (i), which tells us that, for every $f \in A_X(\lambda)$,

$$\| f \circ F \|_\infty^2 \leq A_2(B(\alpha)D\sqrt{\lambda})$$

where $\alpha = \kappa D$. Thus we obtain the estimate:

$$\| f \circ F \|_{L^2(Y)}^2 \leq \left( \frac{1 + \eta}{1 - \sqrt{\eta}} \right) \left[ 1 + \frac{2\sqrt{\eta}}{1 + \eta} \cdot A_2(B(\alpha)D\sqrt{\lambda}) \right] \cdot \| f \|_{L^2(X)}^2$$

which can be simplified, thanks to the assumption $\eta \leq \frac{1}{3}$ in

$$\| f \circ F \|_{L^2(Y)}^2 \leq \left[ 1 + 3\sqrt{\eta} \left( 1 + \xi^2(B(\alpha)D\sqrt{\lambda}) \right) \right] \cdot \| f \|_{L^2(X)}^2$$

This ends the proof of inequalities (i) of the Lemma 3.8.

Now we shall prove the inequality (ii). For every $y \in Y$ we have

$$|d_y(f \circ F)|^2 = \sup_{u \in T_y Y \setminus \{0_y\}} \left( \frac{|d_y(f \circ F)(u)|^2}{|u|^2} \right) \leq \sup_{u \in T_y Y \setminus \{0_y\}} \left( \frac{|d_F(y) \cdot d_y F(u)|^2}{|d_y F(u)|^2} \cdot \| d_y F(u) \|^2 \right)$$

and thus

$$|d_y(f \circ F)|^2 \leq |d_F(y) f|^2 \cdot \| d_y F \|^2$$
where \( \parallel d_y F \parallel \) denotes the operator norm of \( d_y F \). By Lemma 3.4 we get for every \( y \in Y \setminus Y^F \eta \)
\[
|d_y(f \circ F)|^2 \leq (1 + 5(n - 1) \eta^{\frac{1}{4}}) \cdot |d_{F(y)}f|^2
\]  
(14)

whereas for every \( y \in Y^F \eta \) we have \( \parallel d_y F \parallel^2 \leq e_y(F) \leq n(1 + \eta)^{\frac{2}{n}} \), which gives \( \forall y \in Y^F \eta \)
\[
|d_y(f \circ F)|^2 \leq n(1 + \eta)^{\frac{2}{n}} \cdot |d_{F(y)}f|^2 \leq n(1 + \eta)^{\frac{2}{n}} \parallel df \parallel_{\infty}^2
\]  
(15)

From equation (15) we deduce that:
\[
\frac{1}{\text{Vol}_g(Y)} \int_{Y^F} |d(f \circ F)|^2 \, dv_g \leq 2n \sqrt{\eta} (1 + \eta)^{\frac{2}{n}} \parallel df \parallel_{\infty}^2 ,
\]
(16)

where the last inequality deduces from the Lemma 3.3. On the other hand, from equation (14) and from the definition of \( Y^F \eta \), we deduce that
\[
\frac{1}{\text{Vol}_g(Y)} \int_{Y \setminus Y^F \eta} |d(f \circ F)|^2 \, dv_g \leq \frac{(1 + 5(n - 1) \eta^{\frac{1}{4}})}{\text{Vol}_g(Y) (1 - \sqrt{\eta})} \int_{Y \setminus Y^F \eta} |d_{F(y)}f|^2 \cdot |\text{Jac}(F)(y)| \, dv_g(y) \leq \frac{(1 + 5(n - 1) \eta^{\frac{1}{4}})}{\text{Vol}_g(Y) (1 - \sqrt{\eta})} \int_X |dx^j|^2 \cdot (\#(F^{-1}(\{x\}))) \, dv_{g_0}(x) \leq \frac{(1 + 5(n - 1) \eta^{\frac{1}{4}})}{\text{Vol}_g(Y) (1 - \sqrt{\eta})} \left( \int_X |df|^2 \, dv_{g_0} + \parallel df \parallel_{\infty}^2 \int_X (\#(F^{-1}(\{x\})) - 1) \, dv_{g_0}(x) \right),
\]
where the second inequality follows from the coarea formula (7, Theorem 13.4.2). From this inequality and from inequalities (13) and (12) we deduce
\[
\frac{1}{\text{Vol}_g(Y)} \int_{Y \setminus Y^F \eta} |d(f \circ F)|^2 \, dv_g \leq \frac{(1 + 5(n - 1) \eta^{\frac{1}{4}})}{1 - \sqrt{\eta}} \cdot \left[ \frac{\text{Vol}_g(X)}{\text{Vol}_g(Y)} \parallel df \parallel_{2}^2 + 2\eta \parallel df \parallel_{\infty}^2 \right]
\]

Now we sum the last inequality with equation (16); and we obtain, using the fact that \( \eta \leq \frac{1}{2} \):
\[
\parallel d(f \circ F) \parallel_{2}^2 \leq \frac{(1 + 5(n - 1) \eta^{\frac{1}{4}})}{(1 - \sqrt{\eta})} \left[ (1 + \eta) \parallel df \parallel_{2}^2 + 2\eta \parallel df \parallel_{\infty}^2 \right] + 2n \sqrt{\eta} (1 + \eta)^{\frac{2}{n}} \parallel df \parallel_{\infty}^2 \leq (1 + 5(n - 1) \eta^{\frac{1}{4}}) \left[ (1 + 2\sqrt{\eta}) \parallel df \parallel_{2}^2 + (2n + 1) \sqrt{\eta} \parallel df \parallel_{\infty}^2 \right]
\]
To conclude it is sufficient to apply Proposition 2.4 (ii) which gives
\[ \| d f \|_2 \leq \xi^2 (B(\alpha) \sqrt{\lambda D^2 + (n - 1) \alpha^2}) \| d f \|_2 \]
and thus achieves the proof of inequality (ii) of the Lemma 3.8. □

End of the Proof of the Proposition 1.4. We just apply the Lemma 3.7 to the linear map \( F^* : f \to f \circ F \). This map is linear and sends \( A_X(\lambda) \) onto a subspace of \( H^2_1(Y, g) \): in fact, as \( f \) is \( C^\infty \), \( f \circ F \) is continuous and Lipschitz, thus \( f \circ F \) and \( |d(f \circ F)| \) are bounded and have finite \( L^2 \)-norms, this proves that \( f \circ F \in H^2_1(Y, g) \) and that \( F^*[A_X(\lambda)] \) is included in \( H^2_1(Y, g) \). By the Lemma 3.8 the assumptions of Lemma 3.7 are verified for every \( f \in A_X(\lambda) \) and, applying the Lemma 3.7, we obtain
\[ \lambda_i(Y, g) \leq \left( \left( 1 + 5(n - 1) \eta \frac{1}{2} \right)(1 + \eta) \right) \frac{1}{1 - \eta} \cdot \left( 1 + \left[ 2 + (2n + 1) \right] B(\alpha) \sqrt{\lambda D^2 + (n - 1) \alpha^2} \right) \eta \frac{1}{2} \lambda_i(X, g_0). \]
Using the estimate of \( \xi \) computed in Appendix B we see that:
\[ \lambda_i(Y, g) \leq (1 + 7(n - 1) \eta \frac{1}{2}) \frac{1}{1 - \eta} \cdot \left( 1 + \left[ 2 + (2n + 1) e^n \left( 1 + B(\alpha) \sqrt{\lambda D^2 + (n - 1) \alpha^2} \right) \right] \eta \frac{1}{2} \right) \lambda_i(X, g_0) \]
We conclude by taking \( \lambda = \lambda_i(X, g_0) \) in the last inequality. □

4. Spectral comparison between manifolds in terms of their Gromov-Hausdorff distance

The main purpose of this section is to present the link between the spectra comparison theorem which we proved in the previous section and the barycenter method by Besson, Courtois and Gallot (see [5],[6]). More precisely we will use a recent development of this technique by L. Sabatini, [23]. The main feature of this last version of the barycenter method is that, on one hand, no assumption is made on the sign of the sectional curvature of the “known” manifold \( (X, g_0) \) (only its boundedness is required), on the other hand, no condition is assumed on the geometry of the “unknown” manifold \( (Y, g) \), except for the fact that the Gromov-Hausdorff distance between \( (Y, g) \) and \( (X, g_0) \) is supposed to be smaller than some universal constant \( \varepsilon_0 \), which is precised in the Theorem 4.1. This technique, combined with Proposition 1.4, will provide a spectra comparison theorem between manifolds satisfying weak assumptions.

4.1. Proof of Theorem 1.2 In his PhD thesis L. Sabatini proved the following theorem:
**Theorem 4.1** (L. Sabatini, [23]). Let \((X, g_0)\) be a compact Riemannian manifold of dimension \(n\), whose sectional curvature \(\sigma\) satisfies the bound \(|\sigma| \leq K^2\), for a suitable \(K > 0\). Let \(i_0\) denote the injectivity radius of \((X, g_0)\). Let \((Y, g)\) be another compact Riemannian manifold such that there exists a measurable Gromov-Hausdorff \(\varepsilon\)-approximation \(f : (Y, g) \to (X, g_0)\) with \(\varepsilon < \varepsilon_0 = \varepsilon_0(n, i_0, K)\) (an explicit value for \(\varepsilon_0\) can be found in [23, Theorem 4.4.1]), then there exists a \(C^1\)-map \(F : (Y, g) \to (X, g_0)\) with the following properties:

1. For any \(y \in Y\) one has:
   \[
e_y(F) \leq n \left( 1 + 20(n + 1)(K\varepsilon)^{\frac{1}{4}} \right) ,
   \]
   \[
   |\text{Jac}(F)| \leq \left( 1 + 20(n + 1)(K\varepsilon)^{\frac{1}{4}} \right)^n .
   \]

2. If moreover the \(\varepsilon\)-Hausdorff approximation is continuous the map \(F\) is homotopic to \(f\).

L. Sabatini used this result to provide a sharp lower bound to the ratio \(\frac{\text{Vol}_g(Y)}{\text{Vol}_{g_0}(X)}\) in terms of \(\varepsilon\). Let us see how to use this theorem in order to end the proof of [1.2].

**End of the proof of Theorem [1.2]**. Any pair of Riemannian manifolds which satisfies the assumptions of Theorem [1.2] also satisfies the assumption of Theorem [4.4.1]. Applying Theorem [4.4.1] (2), we obtain the existence of a \(C^1\) map \(F : (Y, g) \to (X, g_0)\) homotopic to \(f\) and thus of non zero absolute degree which (by Theorem [4.1] (1)) satisfies, at every point \(y \in Y\),
\[
e_y(F) \leq n \left( 1 + \eta(\varepsilon) \right)^{\frac{n}{2}} ,
\]
where \(\eta(\varepsilon)\) is defined by
\[
\eta(\varepsilon) = \left[ 1 + 20(n + 1)(\kappa \varepsilon)^{\frac{1}{4}} \right]^{\frac{n}{2}} - 1 .
\]
The assumption \(\varepsilon < \frac{1}{\kappa} \left( \frac{20}{20(n+1)} \right)^{\frac{n}{2}} \) immediately implies that \(\eta(\varepsilon) < \frac{1}{9}\).

Finally, the assumption:
\[
\frac{\text{Vol}_{g_0}(X)}{\text{Vol}_g(Y)} \geq 1 - 10n(n + 1) \cdot (\kappa \varepsilon)^{\frac{1}{4}}
\]
implies that \(\frac{\text{Vol}_{g_0}(X)}{\text{Vol}_g(Y)} > 1 - \eta(\varepsilon)\) because \((1 + x)^{\frac{n}{2}} - 1 \geq \frac{n}{2} x, \forall x \in \mathbb{R}^+\). We may thus apply the Proposition [1.4] which proves that
\[
\frac{\lambda_i(Y, g)}{\lambda_i(X, g_0)} \leq \left[ 1 + 7(n - 1) \eta(\varepsilon)^{\frac{n}{4}} \right] \cdot \left[ 1 + C(n, D^2\lambda_i(X, g_0), \kappa D) \eta(\varepsilon)^{\frac{n}{4}} \right]
\]
we conclude the proof when noticing that, \( \forall x \in \mathbb{R}^+ \) we have \((1 + x)^{\frac{n}{2}} - 1 \leq \frac{n}{2}(1 + x)^{\frac{n}{2}} x \), and thus
\[
\eta(\varepsilon) \leq 10n(n + 1)(1 + \eta(\varepsilon))(\kappa \varepsilon)^{\frac{1}{4}} \leq \frac{100}{9}n(n + 1)(\kappa \varepsilon)^{\frac{1}{4}}
\]
which leads to
\[
7(n - 1)\eta(\varepsilon)^{\frac{1}{4}} < 14(n - 1)\sqrt{n + 1}(\kappa \varepsilon)^{\frac{1}{4}} = C_1(n)(\kappa \varepsilon)^{\frac{1}{4}},
\]
\[
C(n, D^2 \lambda_i(X, g_0), \kappa D) \eta(\varepsilon)^{\frac{1}{4}} \leq \frac{10}{3}(n + 1)(\kappa \varepsilon)^{\frac{1}{4}}.
\]
\[
\cdot \left(2 + 2(n + 1)\varepsilon^n \left[1 + B(\kappa D) \cdot D \cdot \sqrt{\lambda_i(X, g_0)} + (n - 1)\kappa^2\right]^n\right) \leq C_2(n, \kappa D, D^2 \lambda_i(X, g_0)) \cdot (\kappa \varepsilon)^{\frac{1}{4}}
\]
this concludes the proof of the Theorem 1.2 \( \square \)

4.2. Examples. This subsection is devoted to the construction of examples and counterexamples regarding Theorem 1.2

Example 4.2. Consider any closed Riemannian manifold \((X^n, g_0)\). Let us fix \((X, g_0)\) and call \(D, i_0, \kappa\) its diameter, its injectivity radius and the maximum of \(|\sigma_0|^{1/2}\) (where \(\sigma_0\) denotes the sectional curvature of \((X, g_0)\)). Starting from \((X, g_0)\) we shall construct a family \(\{(Y_\varepsilon, g_\varepsilon)\}_{\varepsilon > 0}\) of Riemannian manifolds with the following properties:

1. There exists a continuous map \(f : (Y_\varepsilon, g_\varepsilon) \to (X, g_0)\) of nonzero absolute degree which is a Gromov-Hausdorff \(\varepsilon\)-approximation for \(\varepsilon < \varepsilon_1(n, i_0, \kappa)\).
2. The assumption \([1 - 10n(n + 1)(\kappa \varepsilon)^{\frac{1}{4}}] \text{ Vol}_{g_\varepsilon}(Y_\varepsilon) < \text{ Vol}_{g_0}(X)\) is satisfied (actually we shall construct a sequence of manifolds satisfying the stronger condition \(\text{ Vol}_{g_\varepsilon}(Y_\varepsilon) < \text{ Vol}_{g_0}(X)\)).

Thus, for every \(\varepsilon > 0\), the pair of Riemannian manifolds \(\{(X, g_0) ; (Y_\varepsilon, g_\varepsilon)\}\) satisfies all the assumptions of the Theorem 1.2.

Let \(x_0 \in X\). Let \(\rho(\varepsilon) = \frac{\varepsilon}{4}\), we excide the geodesic ball \(B(x_0, \rho(\varepsilon))\) (we remark that \(\varepsilon < \varepsilon_1(n, i_0, \kappa) < \text{ inj}(X, g_0)\)). Consider any compact, \(n\)-dimensional Riemannian manifold \((Z_\varepsilon, h)\). We rescale the metric \(h\) by a scale factor
\[
\alpha(\varepsilon)^2 = \min \left\{ \frac{\varepsilon^2}{16 \left[\text{Diam}(Z, h)\right]^2} ; \left( \frac{\text{Vol}_{g_0}(B(x_0, \rho(\varepsilon)))}{2 \text{ Vol}_h(Z_\varepsilon)} \right)^{\frac{2}{n}} \right\}
\]
we shall refer to the rescaled metric as \(h_\varepsilon\). Let us excide a ball \(B(z_0, r_\varepsilon)\) of radius \(r_\varepsilon = \frac{\text{ inj}(Z_\varepsilon, h_\varepsilon)}{2}\) (which is strictly less than \(\varepsilon/4\), by construction). We glue \((Z_\varepsilon, h_\varepsilon) \setminus B(z_0, r_\varepsilon)\) and \((X, g_0) \setminus B(x_0, \rho(\varepsilon))\) along a tube \(S^{n-1} \times I\) endowed with a metric \(k_\varepsilon\) which is given by
\[
(k_\varepsilon)_{|x,r} = \begin{pmatrix}
    r \cdot (h_\varepsilon)|_x + (1 - r) \cdot g|_x & 0 \\
    0 & l(\varepsilon)^2
\end{pmatrix}
\]
where
\[
l(\varepsilon) = \min \left\{ \frac{\varepsilon}{4}; \frac{\text{Vol}_{\varepsilon}(B(x_0, \rho(\varepsilon)))}{2 \cdot \int_0^1 \int_{S^{n-1}} (\det (r \cdot (h_\varepsilon)) |_{x} + (1 - r) \cdot g|_{x})^\frac{1}{2} \, dx \, dr} \right\}
\]
Now we consider the resulting metric \( g_\varepsilon \) over \( Y_\varepsilon = Z_\varepsilon \#(S^{n-1} \times I) \#X \).
We remark that this metric is only \( C^\infty \) piecewise, being only continuous at the gluing spheres; however, by the choices made during the construction, it is clear that these spheres possess a tubular neighbourhood which is diffeomorphic to \( S^{n-1} \times I \). Hence, using mollifiers on very small tubular neighbourhood of the gluing spheres we can smooth the metric \( g_\varepsilon \), without significant changes for the volume and the diameter. We shall call \( g_\varepsilon \) the new (smooth) metric. In particular we can arrange things in order to have that \((Y_\varepsilon, g_\varepsilon)\) satisfies the volume assumption of Theorem 1.2.

Now we define a map \( f : Y_\varepsilon \to X \) by sending \( Y_\varepsilon \setminus [Z_\varepsilon \#(S^{n-1} \times I)] \) identically on \( X \setminus B(x_0, \rho(\varepsilon)) \), the tube \( S^{n-1} \times (0, 1) \) on \( B(x_0, \rho(\varepsilon)) \setminus \{x_0\} \) (sending \((x, r)\) in \( \exp_{x_0}((1 - r) \cdot \rho(\varepsilon) \exp_{x_0}(x)) \)) and \( Z_\varepsilon \setminus B(x_0, r_\varepsilon) \) on \( x_0 \). This map has non zero absolute degree and is a Gromov-Hausdorff \( \varepsilon \)-approximation. To see that it is a \( \varepsilon \)-approximation observe that the map is surjective, hence it is sufficient to verify that for any \( y, y' \in Y_\varepsilon \)
\[
|d_{g_\varepsilon}(y, y') - d_{g_0}(f(y), f(y'))| < \varepsilon
\]
Let us first show the inequality \( d_{g_\varepsilon}(y, y') < d_{g_0}(f(y), f(y')) + \varepsilon \); if \( y, y' \in Z_\varepsilon \#(S^{n-1} \times I) \) this follows directly from the fact that
\[
\text{Diam}(Z_\varepsilon \#(S^{n-1} \times I), g_\varepsilon|_{Z_\varepsilon \#(S^{n-1} \times I)}) < \frac{3\varepsilon}{4}.
\]
Assume now \( y \in Z_\varepsilon \#(S^{n-1} \times I) \) and \( y' \in Y_\varepsilon \setminus [Z_\varepsilon \#(S^{n-1} \times I)] \); take a length minimizing path from \( f(y') \) to \( f(y) \) and observe that it must meet \( \partial B(x_0, \rho(\varepsilon)) \) at some point \( x_1 \); let us call \( \gamma \) the path from \( y' \) to \( y_1 \) (the point in \( Y \) corresponding to the point where the geodesic from \( f(y') \) to \( f(y) \) meets \( \partial B(x_0, \rho(\varepsilon)) \) for the first time) and compose this path with a minimizing geodesic \( \delta \) from \( y_1 \) to \( y \), then:
\[
d_{g_\varepsilon}(y, y') \leq \text{length}(\gamma) + \text{length}(\delta) < d_{g_0}(f(y), f(y')) + \frac{3\varepsilon}{4}
\]
Finally, if both \( y \) and \( y' \) lay in \( Y_\varepsilon \setminus [Z_\varepsilon \#(S^{n-1} \times I)] \), it is clear that
\[
d_{g_\varepsilon}(y, y') \leq d_{g_0}(f(y), f(y')) + \text{Diam}(Z_\varepsilon \#(S^{n-1} \times I), g_\varepsilon|_{Z_\varepsilon \#(S^{n-1} \times I)}) <
\]
\[
< d_{g_0}(f(y), f(y')) + \frac{3\varepsilon}{4}
\]
Now we prove the inequality \( d_{g_0}(f(y), f(y')) < d_{g_\varepsilon}(y, y') + \varepsilon \); first take \( y, y' \in Z_\varepsilon \#(S^{n-1} \times I) \), then \( f(y), f(y') \) are both in \( B(x_0, \rho(\varepsilon)) \), hence their distance is less than \( 2\rho(\varepsilon) < \frac{\varepsilon}{2} \) and \( d_{g_0}(f(y), f(y')) < d_{g_\varepsilon}(y, y') + \varepsilon \). Now assume that \( y \in Z_\varepsilon \#(S^{n-1} \times I) \) and \( y' \in Y_\varepsilon \setminus [Z_\varepsilon \#(S^{n-1} \times I)] \); take a minimizing geodesic from \( y' \) to \( y \); this geodesic meets \( \partial B(x_0, \rho(\varepsilon)) \) at a first point \( y_1 \). Call \( \gamma \) the
geodesic segment from $y'$ to $y_1$. Since $f(y) \in B(x_0, \rho(\varepsilon))$ which has diameter less than $\frac{\varepsilon}{2}$ we have that:

$$d_{g_0}(f(y), f(y')) < \text{length}(\gamma) + \frac{\varepsilon}{2} \leq d_{g_\varepsilon}(y, y') + \frac{\varepsilon}{2}$$

Finally, if both $y$ and $y'$ lay outside $Z_\varepsilon(S_{n-1} \times I)$, consider a minimizing geodesic from $y$ to $y'$; if the geodesic does not cross $\partial B(x_0, \rho(\varepsilon))$ then it is a geodesic also for the metric $g_0$ on $X$. Otherwise we take the two geodesic segments of the minimizing geodesic joining $y$ and $y'$ respectively with $B(x_0, \rho(\varepsilon))$ and we join them by two geodesic rays centered at $x_0$. We call $\gamma$ this path; then, by construction we have:

$$d_{g_0}(f(y), f(y')) \leq d_{g_\varepsilon}(y, y') + \frac{\varepsilon}{2}.$$ 

This proves that $f$ is a Gromov-Hausdorff $\varepsilon$-approximation.

Let us finally point out that in the previous construction we did not make any topological assumption on $Z_\varepsilon$, thus this example shows that, for any $(X, g_0)$ compact Riemannian manifold, there are infinitely many pairwise non homotopic Riemannian manifolds $(Y, g)$ which satisfy the assumptions of Theorem 1.2.

Example 4.3 (Mushrooms). We shall show the necessity of the assumption that we made on the volumes of the manifolds in Theorem 1.2, by adding ‘mushrooms’ to a fixed manifold. First we show how to construct a mushroom. We excise from $(X, g_0)$ a geodesic ball $B(x_0, \frac{\varepsilon}{2})$ of radius $\frac{\varepsilon}{2}$, where $\varepsilon < \frac{\varepsilon_1(n, i_0, \kappa)}{2}$. Let $V_\varepsilon = \text{Vol}_{g_0}(B(x_0, \frac{\varepsilon}{2}))$. We shall glue to $(X, g_0)$ a standard sphere of radius $f(\varepsilon)$ such that:

$$f(\varepsilon) = \min \left\{ \frac{V_\varepsilon}{2}, \frac{1}{\omega_n} \cdot \frac{\varepsilon}{2\pi} \right\}.$$ 

Let $\delta << f(\varepsilon)$ (afterwards we shall consider $\delta \to 0$) and excise from $S^n(f(\varepsilon))$ a geodesic ball $B(z_0, \arcsin(\delta))$ from $S^n(f(\varepsilon))$. We glue along $\partial B(x_0, \frac{\varepsilon}{2})$ and $\partial B(z_0, \arcsin(\delta))$ respectively a tube $S^{n-1} \times I$ endowed with a metric $g^{\delta, \varepsilon}$ defined as follows:

$$g^{\delta, \varepsilon} = [(1-\lambda^\varepsilon(r)) \cdot g_0|_{B(x_0, (1-r)\frac{\varepsilon}{2})} + \lambda^\varepsilon(r) \cdot (f(\varepsilon))^{2} \cdot \text{can} |_{\partial B(z_0, r, \arcsin(\delta))}] \oplus \delta^2 \cdot dr^2$$

where ‘can’ is the standard metric of $S^n$ and where $\lambda^\varepsilon$ is an increasing $C^\infty$ function defined on $I = [0, 1]$ satisfying:

$$\lambda^\varepsilon|_{[0, \frac{\varepsilon}{4}]} = 0, \lambda^\varepsilon|_{[\frac{\varepsilon}{4}, 1]} = 1;$$

we choose $\delta$ sufficiently small that we have:

$$\delta < \frac{\varepsilon}{4}; \quad \text{Vol}_{g^{\delta, \varepsilon}}(S^{n-1} \times I) < \frac{V_\varepsilon}{2}.$$ 

In particular the resulting Riemannian manifold is diffeomorphic to $X$ and is endowed with this modified metric that we shall denote $g^{\delta, \varepsilon}$. We remark
that Vol_{g^{\delta,\varepsilon}}(X) < Vol_{g_0}(X) and that the identity map provide a Gromov-Hausdorff $\varepsilon'$-approximation for $\varepsilon' < \varepsilon_1(n, i_0, \kappa)$. Now observe that if we denote by $\lambda(\delta)$ the lowest eigenvalue for the Dirichlet problem on $S^n(f(\varepsilon)) \setminus B(z_0, \arcsin(\delta))$ we have that:

$$\lim_{\delta \to 0} \lambda(\delta) = 0$$  \hspace{1cm} (17)

One can be more precise: for $\delta \to 0$ we have that

$$\left( \int_0^{\pi} f(\varepsilon) \left[ \sin \left( \frac{t}{f(\varepsilon)} \right) \right]^{n-1} dt \right) \lambda(\delta) \sim \begin{cases} \left[ - \log(\arcsin(\delta)) \right]^{-1}, & \text{se } n = 2; \\ (n - 2) \cdot [\arcsin(\delta)]^{n-1}, & \text{se } n \geq 3. \end{cases}$$

for details we refer to [8], Chapter II, §5, Theorem 6. Since we can extend the corresponding eigenfunction to an eigenfunction of the closed eigenvalue problem on $(X, g^{\delta,\varepsilon})$ this shows that for $\delta \to 0$ we have a family of Riemannian manifolds, satisfying the assumptions of Theorem 1.2, and such that $\frac{\lambda_1(X, g^{\delta,\varepsilon})}{\lambda_1(X, g_0)} \to 0$.

**APPENDIX. QUANTITATIVE SOBOLEV INEQUALITIES**

The results of this appendix are due to S. Gallot. However as S. Gallot’s original results were published in a short note in the *Comptes Rendus de l’Académie des Sciences* (see [15]), the original proofs are rather dense and we found useful to give more explanations about the method and more detailed proofs.

Let us consider any compact Riemannian manifold $(M, g)$ (without boundary), whose volume will be denoted by Vol$_g(M)$ or by $V$ according to the context, and whose diameter will be denoted by Diam$(M, g)$.

Let us consider the Cheeger’s isoperimetric constant, $h$, and the usual isoperimetric constant, $C$, defined by

$$h = \inf_{\Omega} \frac{\text{Vol}_g(\partial \Omega)}{\text{Vol}_g(\Omega)}, \quad C = \inf_{\Omega} \frac{\text{Vol}_g(\partial \Omega)}{\text{Vol}_g(\Omega)}^{\frac{1}{n-1}}$$  \hspace{1cm} (18)

where $\Omega$ runs over all domains in $M$ (with piecewise regular boundary) whose volume satisfies $\text{Vol}_g(\Omega) \leq \frac{1}{2} \text{Vol}_g(M)$.

In the euclidean space $(\mathbb{R}^n, \text{can})$, the isoperimetric constant is

$$C_* = \frac{\text{Vol}_{\text{can}}(S^{n-1})}{(\text{Vol}_{\text{can}}(B^n(1)))^{\frac{1}{n}}}$$

---

This restriction is necessary, because otherwise the infima of $\frac{\text{Vol}_g(\partial \Omega)}{\text{Vol}_g(\Omega)}$ and of $\frac{\text{Vol}_g(\partial \Omega)}{\text{Vol}_g(\Omega)}^{\frac{1}{n}}$ are zero (just make the choice of $\Omega = M \setminus B(x_0, \varepsilon)$ and let $\varepsilon \to 0$).
In the sequel we shall define the $L^p$-norms on $(M,g)$ by
\[
\|u\|_p = \left(\frac{1}{\text{Vol}_g(M)} \int_M |u|^p \, dv_g\right)^{1/p}
\]
and the space $H^p_0(M,g)$ ($p \geq 1$) as the completion of $C^\infty(M)$ with respect to the norm $\|f\|_{H^p_0} = \|f\|_p + \|\nabla f\|_p$.

**Lemma 4.4.** Let $(M,g)$ be a compact Riemannian manifold of dimension $n$. For every domain $\Omega$ in $M$ such that $\text{Vol}_g(\Omega) \leq \frac{1}{\xi} \text{Vol}_g(M)$, and for any regular function $f \geq 0$ over $\Omega$, such that $f|_{\partial\Omega} = 0$ we have:

(i) $\int_\Omega |\nabla f| \, dv_g \geq C \cdot \left(\int_\Omega f^{\frac{n}{n-1}} \, dv_g\right)^{\frac{n}{n-1}}$;

(ii) $\left(\int_\Omega |\nabla f|^2 \, dv_g\right)^{\frac{1}{2}} \geq \frac{n-2}{2(n-1)} \cdot C \cdot \left(\int_\Omega f^{\frac{2n}{n-2}} \, dv_g\right)^{\frac{n-2}{2n}}$.

**Proof.** We start proving (i). Let $\Omega_t = \{x \in \Omega \mid f(x) > t\}$ and let $\Omega^*_t$ be the open ball in $\mathbb{R}^n$ (centered at the origin), whose radius is determined by $\text{Vol}_g(\Omega_t) = \text{Vol}_\text{can}(\Omega^*_t)$. We denote by $\Omega_*$ the open ball in $\mathbb{R}^n$ (centered at the origin) such that $\text{Vol}_g(\Omega) = \text{Vol}_\text{can}(\Omega_*)$. We will define $A(t) = \text{Vol}_g(\Omega_t)$ and $A^*(t) = \text{Vol}_\text{can}(\Omega^*_t)$, where $\Omega^*_t$ is the euclidean ball (centered at the origin) such that $\text{Vol}(\Omega^*_t) = \text{Vol}(\Omega_t)$. We construct the function $f^* : \Omega_* \to \mathbb{R}$ such that

\[f^*(x) = \begin{cases} t & \text{when } x \in \partial \Omega^*_t; \\ (t - \varepsilon, t) & \text{when } x \in \Omega_\varepsilon \setminus \Omega^*_t; \end{cases}\]

(i.e. if $\bigcap_{\varepsilon > 0} \Omega_\varepsilon \setminus \Omega^*_t \neq \emptyset$, the function $f^*$ is constant and equal to $t$ on this set). It is a classical result of the symmetrization method (see for instance [3]) that

\[
\int_\Omega f^{\frac{n}{n-1}} \, dv_g = \int_{\Omega_*} (f^*)^{\frac{n}{n-1}} \, dv_{\text{can}}.
\]

On the other hand, using the coarea formula ([7], Theorem 13.4.2) we obtain:

\[
\int_\Omega |\nabla f| \, dv_g = \int_0^{\sup(f)} \text{Vol}_g(\{f = t\}) \, dt = \int_0^{\sup(f)} \text{Vol}_g(\partial \Omega_t) \, dt \geq \frac{C}{C_*} \int_0^{\sup(f)} C_\ast A^*(t)^{\frac{n-2}{n}} \, dt = \frac{C}{C_*} \int_{\Omega_*}^{\sup(f^*)} \text{Vol}_\text{can}(\partial \Omega^*_t) \, dt
\]

where the last equality comes from the fact that we are in the equality-case for the isoperimetric inequality in $\mathbb{R}^n$ and where we intend $\int_0^{\sup(f^*)}$ as the integral on the set $[0, \sup(f^*)] \setminus S_f$ where $S_f$ is the set of singular values of $f$ which has measure zero by Sard’s theorem. It follows that,

\[
\int_\Omega |\nabla f| \, dv_g \geq \frac{C}{C_*} \int_0^{\sup(f^*)} \text{Vol}_\text{can}(\{f^* = t\}) \, dt = \frac{C}{C_*} \int_{\Omega_*} |\nabla f^*| \, dv_{\text{can}}
\]
because the symmetrization method certify that $f^*$ is Lipschitz, and thus the coarea formula ([7], Theorem 13.4.2) applies to $f^*$. We get

$$\int_{\Omega} |\nabla f| \, dv_g \geq \frac{C}{C^*} \int_{\Omega^*} |\nabla f^*| \, dv_{can} \geq C \cdot \left( \int_{\Omega^*} (f^*)^{\frac{n}{n-1}} \, dv_{can} \right)^{\frac{n-1}{n}} = C \cdot \left( \int_{\Omega} f^{\frac{n}{n-1}} \, dv_g \right)^{\frac{n-1}{n}}$$

This ends the proof of (i).

Next we prove (ii). Let $h = f^{\frac{2(n-1)}{n-2}}$; since $f$ is a regular function and $f \geq 0$, and since $x \rightarrow x^{\frac{n-1}{n-2}}$ is Lipschitz on $[0, \sup(f)]$, the function $h$ is Lipschitz on $(M, g)$ (with bounded Lipschitz constant), so it is $a.e.$-differentiable, and $h \in H_1(M, g)$. We have:

$$|\nabla h| = 2\left(\frac{n-1}{n-2}\right) \cdot f^{\frac{n}{n-2}} \cdot |\nabla f|$$

By Lemma 4.4 (i) we know that

$$C \cdot \left( \int_{\Omega} h^{\frac{n}{n-1}} \, dv_g \right)^{\frac{n-1}{n}} \leq \int_{\Omega} |\nabla h| \, dv_g$$

so that,

$$C \cdot \left( \int_{\Omega} f^{\frac{2n}{n-2}} \, dv_g \right)^{\frac{n-1}{n}} \leq \frac{2(n-1)}{n-2} \int_{\Omega} f^{\frac{n}{n-2}} |\nabla f| \, dv_g$$

which implies,

$$\frac{n-2}{2(n-1)} \cdot C \cdot \left( \int_{\Omega} f^{\frac{2n}{n-2}} \, dv_g \right)^{\frac{n-2}{n}} \leq \left( \int_{\Omega} |\nabla f|^2 \, dv_g \right)^{\frac{1}{2}}$$

and this proves Lemma 4.4 (ii). □

**Lemma 4.5.** Let $(M, g)$ be a compact Riemannian manifold of dimension $n$. Let $f \in C^\infty(M)$ and let $a \in \mathbb{R}$ be such that $\Omega^+_a = \{ f > a \}$ and $\Omega^-_a = \{ f < a \}$ have volume less or equal to $\frac{\text{Vol}(M)}{2}$. Then if $V = \text{Vol}(M)$ we have:

(i) $\left( \frac{1}{V} \int_M |f - a|^{\frac{2n}{n-2}} \, dv_g \right)^{\frac{n-2}{n}} \leq \frac{2(n-1)}{(n-2)CV^{\frac{1}{n-2}}} \cdot \left( \frac{1}{V} \int_M |\nabla f|^2 \, dv_g \right)^{\frac{1}{2}}$

(ii) Moreover if $\int_M f \, dv_g = 0$, we have, $a \leq \frac{1}{V} \int_M |f| \, dv_g$, and

$$\left( \frac{1}{V} \int_M |f|^{\frac{2n}{n-2}} \, dv_g \right)^{\frac{n-2}{n}} \leq \left[ \frac{2(n-1)}{(n-2)CV^{\frac{1}{n-2}}} + \frac{2}{n} \right] \cdot \left( \frac{1}{V} \int_M |\nabla f|^2 \, dv_g \right)^{\frac{1}{2}}$$

**Proof.** First we prove (i). Applying the Lemma 4.4 (ii) to $|f - a|$ defined on $\Omega^+_a$ (resp. $\Omega^-_a$), we obtain

$$\left( \int_M |f - a|^{\frac{2n}{n-2}} \, dv_g \right)^{\frac{n-2}{n}} \leq$$
\[
\left( \int_{\Omega_n} (f - a)^{2n} \, dv_g \right)^{\frac{n-2}{n}} + \left( \int_{\Omega_n} |f - a|^{2n} \, dv_g \right)^{\frac{n-2}{n}} \leq \left( \frac{2(n-1)}{(n-2)C} \right)^2 \cdot \int_M |\nabla f|^2 \, dv_g
\]

and this proves (i). Changing eventually \( f \) in \((-f)\) we can suppose that \( a \geq 0 \). Let us now remark that, as \( \int_M f \, dv_g = 0 \) and \( \int_{M \setminus \Omega_n} (f - a) \, dv_g \geq 0 \), we have

\[
a \text{Vol}_g(M) \leq 2a \text{Vol}_g(M \setminus \Omega_n) = 2 \int_{M \setminus \Omega_n} f \, dv_g - 2 \int_{M \setminus \Omega_n} (f - a) \, dv_g
\]

From this, from the triangle inequality and from (i) we deduce, when \( \int_M f \, dv_g = 0 \),

\[
\left( \frac{1}{V} \int_M |f|^{2n} \, dv_g \right)^{\frac{n-2}{n}} \leq \left( \frac{1}{V} \int_M |f - a|^{2n} \, dv_g \right)^{\frac{n-2}{n}} + a \leq \left( \frac{2(n-1)}{(n-2)CV^{-\frac{1}{n}}} \right) \cdot \left( \frac{1}{V} \int_M |\nabla f|^2 \, dv_g \right)^{\frac{1}{2}} + \left( \frac{1}{V} \int_M f^2 \, dv_g \right)^{\frac{1}{2}} \leq \left( \frac{2(n-1)}{(n-2)CV^{-\frac{1}{n}}} + \frac{2}{h} \right) \cdot \left( \frac{1}{V} \int_M |\nabla f|^2 \, dv_g \right)^{\frac{1}{2}}
\]

where the last inequality comes from the inequality \( \frac{\int_M |\nabla f|^2 \, dv_g}{\int_M f^2 \, dv_g} \geq \lambda_1(M,g) \geq \frac{k^2}{\alpha} \) (here \( \lambda_1(M,g) \) stands for the first nonzero eigenvalue of the Laplace-Beltrami operator of \((M,g)\)) proved by J. Cheeger in [9]. This ends the proof of (ii). □

**Proposition 4.6** (Sobolev inequality, [15]). Let \((M,g)\) be a compact Riemannian manifold of dimension \( n \), such that \( \text{Diam}(M,g) \leq D, r_{\text{min}} \cdot D^2 \geq -(n-1)\alpha^2 \). For every function \( f : M \to \mathbb{R} \) in \( H^2_1(M,g) \) we have:

(i) \[
\left( \frac{1}{V} \int_M |f - \overline{f}|^{2n} \, dv_g \right)^{\frac{n-2}{n}} \leq \left[ \frac{2(n-1)}{(n-2)\Gamma(n) + \frac{2}{H(n)}} \right] \cdot D \cdot \left( \frac{1}{V} \int_M |\nabla f|^2 \, dv_g \right)^{\frac{1}{2}}
\]

(ii) \[
\left( \frac{1}{V} \int_M f^{2n} \, dv_g \right)^{\frac{n-2}{n}} \leq \left( \frac{2(n-1)}{(n-2)\Gamma(n) + \frac{2}{H(n)}} \right) \cdot D \cdot \left( \frac{1}{V} \int_M |\nabla f|^2 \, dv_g \right)^{\frac{1}{2}} + \left( \frac{1}{V} \int_M f^2 \, dv_g \right)^{\frac{1}{2}}
\]
where we denote by $\bar{f}$ the mean value of $f$, i.e. $\bar{f} = \frac{1}{V} \int_M f \, dv_g$, where
\[
H(\alpha) = \alpha \left( \int_0^{\alpha/2} (\cosh(t))^{n-1} dt \right)^{-1}
\]
and where
\[
\Gamma(\alpha) = \alpha \left( \int_0^{\alpha} \left( \frac{\alpha}{H(\alpha)} \cosh(t) + \frac{1}{n} \sinh(t) \right)^{n-1} dt \right)^{-\frac{1}{n}}
\]

We will use the notation $B(\alpha)$ to refer to the quantity
\[
\frac{2(n-1)}{(n-2)\Gamma(\alpha)} + \frac{2}{H(\alpha)}
\]

Remark 4.7. Observe that the Sobolev constant $Sob(g) = \inf_{f \in H^2_1(M, g), f \not \equiv const} \frac{\| \nabla f \|_2}{\| f - \bar{f} \|_2}$ is not invariant by homotheties. It is the reason why Proposition 4.6 bounds from below the invariant quantity $Sob(g) \cdot \text{Diam}(M, g)$ in terms of the parameter $\alpha$.

Proof. The triangle inequality
\[
\| f \|_{2n-2} \leq \| f - \bar{f} \|_{2n-2} + |\bar{f}| \leq \| f - \bar{f} \|_{2n-2} + \| \bar{f} \|_2
\]
easily shows that (i) $\Rightarrow$ (ii). Hence it is sufficient to prove (i). We admit the following isoperimetric inequalities proved by S. Gallot ([15], [17]), valid for every compact manifold $(M, g)$ such that $r_{\text{min}} \cdot \text{Diam}(M, g)^2 \geq -\frac{(n-1)}{n} \alpha^2$ and for any domain $\Omega$ with regular boundary and volume at most $\text{Vol}_g(M)$:
\[
\frac{\text{Vol}_g(\partial \Omega)}{\text{Vol}_g(\Omega)} \geq \frac{H(\alpha)}{D}, \quad \frac{\text{Vol}_g(\partial \Omega)}{(\text{Vol}_g(\Omega))^{\frac{n-1}{n}}} \geq \frac{\Gamma(\alpha)}{D}
\]
(19)
hence, passing to the infimum with respect to $\Omega$:
\[
h \geq \frac{H(\alpha)}{D}, \quad CV^{-\frac{1}{n}} \geq \frac{\Gamma(\alpha)}{D}
\]
(20)
Now we apply Lemma [4.5] (ii) to the function $(f - \bar{f})$ and we obtain:
\[
\left( \frac{1}{V} \int_M |f - \bar{f}|_{2n-2}^2 \, dv_g \right)^{\frac{n-2}{2n-2}} \leq \left[ \frac{2(n-1)}{(n-2)CV^{-\frac{1}{n}}} + \frac{2}{h} \right] \cdot \left( \frac{1}{V} \int_M |\nabla f|^2 \, dv_g \right)^{\frac{1}{2}} \leq
\]
\[
\leq \left( \frac{2(n-1)}{(n-2)\Gamma(\alpha)} + \frac{2}{H(\alpha)} \right) \cdot D \cdot \left( \frac{1}{V} \int_M |\nabla f|^2 \, dv_g \right)^{\frac{1}{2}}
\]
where the second inequality comes from the inequalities (20). □

Appendix A. Stability of the geometric-arithmetic inequality.

Proposition A. 1. Let $A$ be a symmetric, non-negative matrix with real entries which satisfies the conditions:
\[
\det(A) \geq (1 - \sqrt{\eta})^2, \quad \text{tr}(A) \leq n(1 + \eta)^{\frac{2}{n}}
\]
where $0 < \eta \leq \frac{1}{4}$. Then,

$$\| A - \text{Id} \|^2 \leq 4(n-1)^2 \sqrt{\eta} \cdot \left( 1 + \frac{n+10}{n} \sqrt{\eta} \right)$$

Before giving the proof of the previous Proposition we state and prove the following Lemmas:

**Lemma A. 2.** Let $(x_1, \ldots, x_n) \in \mathbb{R}^n$ be such that $-1 < x_1 \leq x_2 \leq \cdots \leq x_n$ and such that $\sum_{i=1}^n x_i = 0$, then

$$\prod_{i=1}^n (1 + x_i) \leq 1 - \frac{n}{2(n-1)} x_1^2 \leq 1 - \frac{\sum_{i=2}^n x_i^2}{2(n-1)^2}$$

**Proof of Lemma A.2.** By assumption we have $x_1 \leq 0$ and $\sum_{i=2}^n x_i = -x_1 = |x_1|$; so the geometric-arithmetic inequality gives:

$$\prod_{i=2}^n (1 + x_i) \leq \left[ \frac{1}{n-1} \sum_{i=2}^n (1 + x_i) \right]^{n-1} = \left( 1 + \frac{|x_1|}{n-1} \right)^{n-1}$$

Hence we obtain the inequality:

$$\prod_{i=1}^n (1 + x_i) \leq \left( 1 + \frac{|x_1|}{n-1} \right)^{n-1} (1 - |x_1|) \quad (21)$$

Computing its derivative, it comes that the function $\frac{(1-x)^n (1-(n-1) x)}{(1 - \frac{n(n-1)}{2} x^2)}$ is bounded above by 1 when $x \in [0, \frac{1}{n-1})$ and we obtain:

$$\left( 1 + \frac{|x_1|}{n-1} \right)^{n-1} (1 - |x_1|) \leq 1 - \frac{n(n-1)}{2} \left( \frac{|x_1|}{n-1} \right)^2$$

and putting this estimate in (21) we end the proof of the first inequality. To prove the second inequality let $x_1 = -a$; the problem is to find the maximum of $h(x) = \sum_{i=1}^n x_i^2$ over the set

$$D = \left\{ (x_1, \ldots, x_n) \in \mathbb{R}^n | x_1 = -a, \forall i \ x_i \geq -a, \sum x_i = 0 \right\}$$

As $D$ is a $(n-2)$-dimensional simplex and $h$ is convex, it attains its maximum at one vertex of $D$, i.e. when all the $x_i$'s are equal to $a$ except a single one. This proves the second inequality because it implies that

$$\sum x_i^2 \leq \max_{y \in D} h(y) = (n-1)a^2 + (n-1)^2 a^2 = n(n-1)x_1^2 \quad \Box$$

**Lemma A. 3** (Stability of the function $A \to (\frac{\det(A)}{\frac{1}{n} \text{tr}(A)})^n$ near its maximum). For any real, symmetric, non-negative $(n \times n)$-matrix $A$ we have $\forall \eta' \in (0, 1)$

$$1 - \eta' \leq \frac{\det(A)}{(\frac{1}{n} \text{tr}(A))^n} \Rightarrow \| A - \frac{1}{n} \text{tr}(A) \cdot \text{Id} \|^2 \leq 2(n-1)^2 \eta' \left( \frac{1}{n} \text{tr}(A) \right)^2$$
Proof of Lemma A.3. Since $\det(A) \neq 0$ all the eigenvalues $\lambda_i$ of $A$ are strictly positive. Let $\bar{\lambda} = \frac{1}{n} \text{tr}(A) = \frac{1}{n} \sum_{i=1}^{n} \lambda_i$. As, by assumption, $0 < \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n$, one has

$$-1 \leq \frac{\lambda_1 - \bar{\lambda}}{\lambda} \leq \frac{\lambda_2 - \bar{\lambda}}{\lambda} \leq \cdots \leq \frac{\lambda_n - \bar{\lambda}}{\lambda}$$

we can thus apply the Lemma A.2 which gives

$$(1 - \eta') \leq \prod_{i=1}^{n} \left( 1 + \frac{\lambda_i - \bar{\lambda}}{\lambda} \right) \leq 1 - \frac{1}{2(n-1)^2} \sum_{i=1}^{n} \frac{(\lambda_i - \bar{\lambda})^2}{\lambda^2}$$

and thus $\| A - \bar{\lambda} \text{Id} \|^2 = \sum_{i=1}^{n} (\lambda_i - \bar{\lambda})^2 \leq 2(n-1)^2 \eta' \bar{\lambda}^2$ which proves the Lemma. □

Proof of Proposition A.1. Let $\bar{\lambda} = \frac{1}{n} \text{tr}(A)$; by the assumptions and the geometric-arithmetic inequality we have:

$$(1 - \sqrt{\eta})^\frac{1}{n} \leq |\det(A)|^\frac{1}{n} \leq \bar{\lambda} \leq (1 + \eta)^\frac{1}{n}$$

so that

$$\| (\lambda - 1) \text{Id} \|^2 = n(\lambda - 1)^2 \leq n \left[ 1 - (1 - \sqrt{\eta})^\frac{1}{n} \right]^2 \leq \frac{4}{n} \eta (1 + 2\sqrt{\eta})^2 \leq \frac{16}{n} \eta$$

(23)

when $\eta \leq \frac{1}{4}$. By the assumptions of the Proposition A.1 we get the following inequalities:

$$\frac{\det(A)}{(\frac{1}{n} \text{tr}(A))^n} \geq \frac{(1 - \sqrt{\eta})^2}{(1 + \eta)^2} = 1 - \eta' ,$$

where $\eta' = \sqrt{\eta} \cdot \left[ \frac{2 - \sqrt{\eta} + \eta}{(1 + \eta)^2} \right] \cdot (1 + \sqrt{\eta})$; by Lemma A.3 we deduce that:

$$\| A - \bar{\lambda} \text{Id} \|^2 \leq 2(n-1)^2 \eta' \bar{\lambda}^2 \leq 4(n-1)^2 \sqrt{\eta}(1 + \sqrt{\eta}) \bar{\lambda}^2$$

Using equation (22) we see that, when $\eta \leq \frac{1}{4}$

$$\| A - \bar{\lambda} \text{Id} \|^2 \leq 4(n-1)^2 \sqrt{\eta}(1 + \sqrt{\eta}) (1 + \eta)^\frac{1}{n} \leq$$

$$\leq 4(n-1)^2 \sqrt{\eta} \left[ 1 + \left( \frac{n+2}{n} \right) \right]^2 \sqrt{\eta}$$

(24)

Since Id and $A - \bar{\lambda} \text{Id}$ are orthogonal, using the estimates (23), (24), we obtain:

$$\| A - \text{Id} \|^2 = \| A - \bar{\lambda} \text{Id} \|^2 + \| \bar{\lambda} \text{Id} - \text{Id} \|^2 \leq 4(n-1)^2 \sqrt{\eta} \left( 1 + \frac{n+10}{n} \frac{\sqrt{\eta}}{\sqrt{\eta}} \right) . □$$
Appendix B. Estimates for the function $\xi$.

**Lemma B.1.** The infinite product $\prod_{i=0}^{\infty} \left(1 + \frac{\beta^i}{\sqrt{2\beta-1}} x \right)^{\beta^{-i}}$ is converging for every $x \in \mathbb{R}^+$ and $\beta = \frac{n}{n-2}$, to a continuous function $\xi(x)$ which satisfies:

$$\xi(x) \leq e^{\frac{n}{2\beta} (1 + x)^n}, \quad \forall x \geq 0.$$

**Proof.** We apply the equality $(1+ax) = (1+x) \left(1 + \left(a - \frac{1}{x^2} \right) x^2 \right)$, which gives the following estimate:

$$(1 + ax) \leq (1 + x) \cdot e^{(a-1) \frac{x}{1+x}} \quad (25)$$

If we apply the estimate (25) for $a = \beta^i$ we obtain

$$1 + \frac{\beta^i}{\sqrt{2\beta^i-1}} x \leq (1 + \beta^i x) \leq (1 + x) e^{\frac{x}{1+x} (\beta^i - 1)}$$

so we get for the infinite product:

$$\prod_{i=0}^{\infty} \left(1 + \frac{\beta^i}{\sqrt{2\beta^i-1}} x \right)^{\beta^{-i}} \leq \left(\prod_{i=0}^{\infty} \left[(1 + x) e^{-\frac{x}{1+x}} \right]^{\beta^{-i}} \right) \cdot \left(\prod_{i=0}^{\infty} e^{\frac{x}{1+x} \beta^{-i}} \right) = [\left(1 + x\right) e^{-\frac{x}{1+x}} \sum_{i=0}^{\infty} \frac{1}{\beta^i}] \cdot \exp \left(\frac{x}{1+x} \cdot \sum_{i=0}^{\infty} \frac{1}{\beta^i} \right)$$

since $\sum_{i=0}^{\infty} \frac{1}{\beta^i} = \frac{1}{1-\frac{1}{\beta}} = \frac{n}{2}$ (since we have chosen $\beta = \frac{n}{n-2}$) and

$$\sum_{i=0}^{\infty} \frac{1}{\beta^i} = \frac{1}{1-\frac{1}{\beta}} = \frac{n-2}{n} \leq n$$

we deduce that $\xi(x) \leq e^{\frac{n}{2\beta} (1 + x)^n}$. □

**Lemma B.2.**

(i) for every $x \in \mathbb{R}^+$, $\xi(x) \leq (1 + x)^n$;

(ii) for every $x \in [1, +\infty)$, $\xi(x) \leq (4e)^{\frac{x}{\beta}} x^n$.

**Proof of (i).** Bounding from above the derivative of the exponential function, one obtains, for every $t \in \mathbb{R}^+$, $e^t - e^0 \leq t e^t$ and thus:

$$e^{\frac{x}{1+x}} - 1 \leq \frac{1}{1+x} e^{\frac{x}{1+x}},$$

which leads to $e^{\frac{x}{1+x}} \leq (1 + x)$. From this and from the Lemma B.1, we deduce that

$$\xi(x) \leq e^{\frac{n}{2\beta} (1 + x)^n} \leq (1 + x)^n. \quad \Box$$

**Proof of (ii).** As $t \rightarrow \frac{t}{e}$ is decreasing on $[\frac{1}{2}, 1]$ it comes that

$$\frac{e^t}{t} \leq \frac{e^{\frac{1}{2}}}{\frac{1}{2}} = 2\sqrt{e}.$$
When \( x \geq 1 \), then \( \frac{1}{1+x} \in \left[ \frac{1}{2}, 1 \right) \) and thus
\[
e^{\frac{1}{1+x}} \left( \frac{1+x}{x} \right) \leq 2\sqrt{e}.
\]
A direct consequence is the estimate:
\[
\xi(x) \leq e^{\frac{1}{2} \left( \frac{1+x}{x} \right)} \left( 1 + \frac{x}{x} \right) x^2 \leq (2\sqrt{e}) \frac{n}{x^2}.
\]
\[\square\]

Appendix C. A counterexample.

**Lemma C. 1.** In general it is not possible to find a bound of the type:
\[
\sup_{f \in \mathcal{A}(\lambda) \setminus \{0\}} \left( \frac{\| \Delta f \|_p}{\| f \|_p} \right) \leq \lambda.
\]

**Proof.** Let us consider, for instance, the case where \( (M, g) = (\mathbb{S}^n, \text{can}) \).
We will denote by \( \Delta_{\text{can}} \) the corresponding Laplace-Beltrami operator. Let \( \lambda = 2(n+1) \), then \( \mathcal{A}(\lambda) \) is the direct sum of the eigenspaces corresponding to the first three eigenvalues of \( \Delta_{\text{can}} \), i.e., \( \mathcal{A}(\lambda) = E_0 \oplus E_1 \oplus E_2 \) where:

- \( E_0 \) is the set of the constant functions, it is the eigenspace relative to the eigenvalue \( \lambda_0 = 0 \) and \( \dim(E_0) = 1 \);
- \( E_1 \) is the space generated by \( f_1, \ldots, f_{n+1} \), where \( f_i(x) = x_i \) (here \( x \) are the cartesian coordinates for \( \mathbb{S}^n \)). \( E_1 \) is the eigenspace corresponding to \( \lambda_1 = n \) and its dimension is \( \dim(E_1) = n+1 \);
- \( E_2 \) is the space generated by the functions of the form:
  \[
  f : \mathbb{S}^n \to \mathbb{R}, \quad f(x) = Q(x)
  \]
where \( Q \) is a quadratic form with trace equal to zero. \( E_2 \) is the eigenspace corresponding to \( \lambda_2 = 2(n+1) \) and
\[
\dim(E_2) = \frac{(n+2)(n+1)}{2} - 1
\]
(i.e. the dimension of the \( (n+1) \times (n+1) \) symmetric matrices with trace equal to zero).

We can consider the functions:
\[
\varphi_0(x) = -\left( \frac{n-1}{2(n+1)} \right), \quad \varphi_0 \in E_0
\]
\[
\varphi_2(x) = \frac{1}{n+1} \left[ nx_1^2 - x_2^2 - \cdots - x_{n+1}^2 \right] = \frac{1}{n+1} \left[ (n+1)x_1^2 - \sum_{i=1}^{n+1} x_i^2 \right]
\]
(hence, since we are restricted to \( \mathbb{S}^n \), \( \varphi_2(x) = x_1^2 - \frac{n-1}{2(n+1)} \)). We remark that \( \varphi_2 \in E_2 \) and that \( \| \varphi_2 \|_\infty = \frac{n}{n+1} \). We define \( u = \varphi_0 + \varphi_2 \); then \( u \in \mathcal{A}(\lambda) \) and \( u(x) = x_1^2 - \frac{1}{(n+1)} - \frac{n-1}{2(n+1)} = x_1^2 - \frac{1}{2} \), hence \( \| u \|_\infty = \frac{1}{2} \). On the other hand \( \Delta_{\text{can}} u = \Delta \varphi_2 = 2(n+1) \varphi_2 \), so
\[
\| \Delta_{\text{can}} u \|_\infty = 2(n+1) \| \varphi_2 \|_\infty = 2n
\]
so we have:

\[
\frac{\|\Delta_{\text{can}}u\|_{\infty}}{\|u\|_{\infty}} = 4n > \lambda = 2(n + 1)
\]

Since the ratios \(\frac{\|\Delta_{\text{can}}u\|_{2k}}{\|u\|_{2k}}\) converge to \(\frac{\|\Delta_{\text{can}}u\|_{\infty}}{\|u\|_{\infty}}\) when \(k \to \infty\), there are infinite values of \(k\) for which \(\frac{\|\Delta_{\text{can}}u\|_{2k}}{\|u\|_{2k}} > \lambda\). □

References

[1] E. Aubry, *Pincement sur le spectre et le volume en courbure de Ricci positive*

[2] E. Aubry, B. Colbois, P. Ghanaat, E. Ruh, *Curvature, Harnack's Inequality, and a Spectral Characterization of Nilmanifolds*, Annals of Global Analysis and Geometry 23 (2003), 227-246.

[3] P. H. Bérard, *Spectral Geometry: Direct and Inverse Problems*, L.N.M. 1207, Springer-Verlag, Berlin and New York, 1986.

[4] P. Bérard, G. Besson, S. Gallot, *Sur une inégalité isopérimétrique qui généralise celle de Paul Levy-Gromov*, Inv. Math. 80 (1985), 295-308.

[5] G. Besson, G. Courtois, S. Gallot, *Entropies et rigidités des espaces localement symétriques de courbure strictement négative*, G.A.F.A. Vol. 5, No. 2 (1995), 731-799.

[6] G. Besson, G. Courtois, S. Gallot, *Lemme de Schwarz réel et applications géométriques*, Acta Math. Vol.183, No. 2 (1999), 145-169.

[7] Yu. D. Burago, V. A. Zalgaller, *Geometric Inequalities*, Grundlehren der mathematischen Wissenschaften, no. 285, Springer, 1980.

[8] I. Chavel, *Eigenvalues in Riemannian Geometry*, Pure and Applied Mathematics no. 115, Academic Press, 1984.

[9] J. Cheeger, *A lower bound for the smallest eigenvalue of the Laplacian*, Problems in Analysis, Princeton University Press, Princeton, 1970.

[10] J. Cheeger, T. Colding, *On the structure of spaces with Ricci curvature bounded below III*, J. Dif. Geo. 52 (1999), 37-74.

[11] S.Y. Cheng, *Eigenvalues Comparison Theorems and Its Geometric Applications*, Math. Z. 143 (1975), 289-297.

[12] T. Colding, *Ricci curvature and volume convergence*, Annals of Math. 145 (1997), 477-501.

[13] J. Dodziuk, V.K. Patodi, *Riemannian structures and triangulations of manifolds*, Jour. of the Ind. Math. Soc. 40 (1976), 1-52.

[14] D.B.A. Epstein, *The degree of a map*, Proc. Lond. Math. Soc. 16 (1966), 369-383.

[15] S. Gallot, *Inégalités isopérimétriques, courbure de Ricci et invariants géométriques I*, C. R. Acad. Sc. 296 (1983), 333-336.

[16] S. Gallot, *Inégalités isopérimétriques, courbure de Ricci et invariants géométriques II*, C.R. Acad. Sc. 296 (1983), 365-368.

[17] S. Gallot, *A Sobolev Inequality and some geometric applications*, Spectra of Riemannian Manifolds, Kaigai Publications, Tokyo, 1983, 45-55.

[18] M. Gromov, *Paul Levy’s isoperimetric inequality*, Preprint, 1980.

[19] E. Heintze, H. Karcher, *A general comparison theorem with applications to volume estimates for submanifolds*, Ann. Sc. Ec. Norm. Sup. Paris 11 (1978), 451-470.

[20] P. Li, *On the Sobolev constant and the p-spectrum of a compact Riemannian manifold*, Ann. Scie. E.N.S. 4ème série, Vol. 13, n. 4 (1980), 451-468.

[21] P. Li, S.T. Yau, *Estimates of eigenvalues of a compact Riemannian manifold*, Proc. Symp. Pure and App. Math. 36 (1980), 205-239.

[22] J. Moser, *On Harnack’s Theorem for Elliptic Differential Equations*, Comm. Pure and App. Math., Vol. xiv (1961), 577-591.
[23] L. Sabatini, *Volume comparison, without curvature assumptions, between Riemannian manifolds, in presence of a Gromov-Hausdorff $\epsilon$-approximation*, Thèse de Doctorat, Institut Fourier, Grenoble, 2009.

**Dipartimento di Matematica "G. Castelnuovo", Università di Roma "Sapienza", Piazzale Aldo Moro 5, 00185 Roma, Italy**

**Institut Fourier, Université Grenoble 1, 100 rue des maths, BP 74, 38402 St. Martin d’Hères, France**

*E-mail address:*

cerocchi@mat.uniroma1.it; filippo.cerocchi@ujf-grenoble.fr;