Effective long-time phase dynamics of limit-cycle oscillators driven by weak colored noise
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An effective white-noise Langevin equation is derived that describes long-time phase dynamics of a limit-cycle oscillator subjected to weak stationary colored noise. Effective drift and diffusion coefficients are given in terms of the phase sensitivity of the oscillator and the correlation function of the noise, and are explicitly calculated for oscillators with sinusoidal phase sensitivity functions driven by two typical colored Gaussian processes. The results are verified by numerical simulations using several types of stochastic or chaotic noise. The drift and diffusion coefficients of oscillators driven by chaotic noise exhibit anomalous dependence on the oscillator frequency, reflecting the peculiar power spectrum of the chaotic noise.

Limit-cycle oscillators are used to model a variety of rhythmic processes in nature. When a limit cycle is subjected to noise, the frequency of oscillations changes and the oscillation phase tends to diffuse. These effects are quantified by drift and diffusion coefficients and are important in understanding the long-time behavior of noisy oscillators. Here, we derive their analytical expressions in terms of the phase sensitivity function of the limit cycle and the correlation function of the noise, and verify them by numerical simulations using several types of stochastic or chaotic noise. Our formulation will provide a simple and general way to analyze the long-time dynamics of limit-cycle oscillators driven by arbitrary weak and smooth colored noise.

I. INTRODUCTION

Nonlinear oscillations are ubiquitously observed in nature and various models of limit-cycle oscillators with stable periodic dynamics have been used to describe them \cite{1,2}. Some of the many examples are oscillatory chemical reactions, cardiac cells, spiking neurons, circadian rhythms, frog calls, passively walking robots, and pedestrians on a bridge \cite{1–8}. A powerful technique for analyzing weakly perturbed limit-cycle oscillators is phase reduction \cite{1–4}, which approximately describes a limit-cycle oscillator possessing multi-dimensional state variables by a single phase variable. The resulting one-dimensional phase equation is solely specified by the frequency and the phase sensitivity derived from the original limit-cycle oscillator, which greatly facilitates analytical treatments \cite{2,3}. The diverse dynamics of limit-cycle oscillators driven by external forcing or coupled by mutual interactions have been analyzed using phase reduction \cite{3,12}.

Since all systems in nature are subjected to fluctuations, it is essential to incorporate the effect of noise into the dynamics of limit-cycle oscillators. It is well documented that noise can induce nontrivial dynamics in oscillator systems \cite{2,4,13,19}. Synchronization among noninteracting limit-cycle oscillators induced by common or shared noisy forcing is a prominent example and has garnered considerable interest in connection with the reproducibility of lasers and electronic circuits \cite{20,24}, synchrony of spiking neurons \cite{24,27}, and large-scale correlated fluctuations in ecosystems \cite{28,31}. Phase reduction methods have been extensively used to analyze this phenomenon for limit-cycle oscillators driven by various types of common noise (weak Gaussian noise \cite{32,30}, Poisson random impulses \cite{37}, and others \cite{38}). As discussed in \cite{39,41}, phase reduction methods should be applied to noise-driven limit-cycle oscillators with care, in order to properly consider the effect of amplitude fluctuations; this is in contrast to the case with smooth forcing, where phase reduction can be performed without ambiguity. In \cite{42}, a general attempt is made to derive a phase equation, which explicitly takes into account the effect of amplitude dynamics, for a wide class of noise.

In this paper, we analyze noisy limit cycles from an alternative viewpoint, namely, their long-time stochastic phase dynamics. In particular, we will derive an effective white-noise Langevin equation that describes the coarse-grained phase dynamics of a limit-cycle oscillator driven weakly by sufficiently smooth stationary colored noise. In
deterministic systems of limit cycles, e.g., in the synchronization process of coupled oscillators, long-time phase dynamics dominate the entire system behavior. Similarly, the long-time behaviors of limit cycles should play crucial roles in stochastic oscillator systems and methods for treating them should be developed. Note that the extraction of effective dynamics of slow modes has been a classical topic in the theory of stochastic processes (and not just in the context of nonlinear oscillators) and various methods such as the use of projection operators and multiscale expansion have been developed 

In the present case, the amplitude effect of the oscillator does not play a significant role at the lowest order approximation because its decay is much more rapid than the phase dynamics, and hence the conventional phase equation holds. We focus on how to obtain drift and diffusion coefficients by specifying the effective Langevin equation that gives the long-time phase dynamics of the limit cycle. To this end, we develop a simple theory based on the Kramers-Moyal expansion, which gives the effective drift and diffusion coefficients in terms of the phase sensitivity of the limit cycle and the correlation function of the applied noise. Using several types of phase sensitivity functions and noisy signals, we demonstrate how the effective drift and diffusion coefficients depend on the characteristics of the driving noise.

II. THEORY

In this section, we derive an effective Langevin equation describing the long-time phase dynamics of a limit-cycle oscillator driven by sufficiently weak and smooth stationary colored noise. We introduce a timescale at which our effective description holds, and calculate the drift and diffusion coefficients from the phase sensitivity function of the oscillator and the correlation function of the noise.

A. Model

We consider a limit-cycle oscillator driven by noise,

\[ \dot{X}(t) = F(X) + \epsilon \xi(t), \]  

(1)

where the vector \( X(t) \) is the state of the oscillator at time \( t \), \( F(X) \) is the intrinsic dynamics of the oscillator, \( \xi(t) \) is the noise, and \( \epsilon \) is a small parameter representing noise intensity. We assume that Eq. (1) has a stable limit-cycle solution \( X_0(t + T) = X_0(t) \) with period \( T \) when the noise is absent \( (\epsilon = 0) \). The noise is assumed to be smooth, so that ordinary rules of differential calculus apply for the variable \( \epsilon \). More explicitly, we consider the cases in which the noise is given by some time-integrated process of (i) stochastic differential equations with Gaussian white noise or (ii) ordinary differential equations with chaotic dynamics.

When the noise is sufficiently small \( (\epsilon \ll 1) \), the oscillator state can approximately be described using only its phase \( \phi(t) \). We first introduce a phase \( \phi \in [0, 2\pi) \) on the unperturbed limit-cycle orbit \( X_0(t) \) that increases with a constant rate \( (\text{frequency}) \omega = 2\pi/T \) as \( \phi(t) = \omega t \). This phase \( \phi \) can then be extended as a phase field \( \phi(X) \) around \( X_0(t) \) in such a way that \( \dot{\phi}(t) = \nabla_X \phi(X) \cdot F(X) = \omega \) holds constantly. The dynamics of \( \phi \) at the lowest order in \( \epsilon \) are given by

\[ \dot{\phi}(t) = \omega + \epsilon Z(\phi(t))\xi(t), \]  

(2)

where, for simplicity, it is assumed that the noise \( \xi(t) \) is given only to a single vector component \( X_i \) \( (i = 1, \cdots, N) \) of \( X \), and we denote its intensity by a scalar function \( \xi(t) \). The \( 2\pi \) periodic function

\[ Z(\phi) = \frac{\partial \phi(X)}{\partial X_i} \bigg|_{X=X_0(\phi)} \]  

(3)

is called the phase sensitivity, representing a linear response coefficient of the phase \( \phi \) to tiny perturbations applied to the vector component \( X_i \) of the oscillator. Extension to general vector noise is straightforward.

We assume that \( \xi(t) \) is a zero-mean stationary random process generated by some noise source, which is smooth, temporally correlated, and generally non-Gaussian, with a two-point correlation function \( C(t) \), namely,

\[ \langle \xi(t) \rangle = 0, \quad \langle \xi(t)\xi(0) \rangle = C(t), \]  

(4)

where \( \langle \cdots \rangle \) represents the ensemble average. We further assume that the correlation function decays with a characteristic time \( \tau_c \) as \( |C(t)| = O(e^{-\Delta t/\tau_c}) \).
B. Separation of timescales

Our goal is to derive an effective Langevin equation with Gaussian white noise that approximates the long-time dynamics of Eq. (2). To proceed, we introduce a new slow phase variable by \( \psi(t) = \phi(t) - \omega t \) and rewrite Eq. (2) as

\[
\dot{\psi}(t) = \epsilon Z(\omega t + \psi(t))\xi(t).
\]

(5)

Let \( \tau_P = \epsilon^{-1} \) represent a timescale of the slow phase dynamics of \( \psi \), where \( \tau_P \) is much larger than the characteristic decay time \( \tau_c \) of the noise correlation \( C(t) \), i.e., \( \tau_c \ll \tau_P \).

For sufficiently small \( \epsilon \), we can introduce an intermediate timescale \( \tau \), which is sufficiently longer than the noise correlation time, \( \tau_c \ll \tau \), but still the slow phase \( \psi \) does not change significantly within \([t, t + \tau]\), namely,

\[
|\psi(t + \tau) - \psi(t)| \ll 1.
\]

(6)

This condition implies \( \tau \ll \tau_P = \epsilon^{-1} \) because \( |\psi(t + \tau) - \psi(t)| = O(\epsilon \tau) \) for bounded \( Z(\phi) \) and \( \xi(t) \).

Thus, we have three distinct timescales in our problem, which satisfy

\[
\tau_c \ll \tau \ll \tau_P.
\]

(7)

The separation of timescales allows us to derive an effective Gaussian white stochastic process from Eq. (5) at the long timescale \( \tau_P \) that describes the slow dynamics of \( \psi \) by renormalizing fast fluctuations of the noise \( \xi(t) \) at the short timescale \( \tau_c \) into effective drift and diffusion coefficients.

C. Effective Langevin equation

We use a simple Fokker-Planck approximation to the Kramers-Moyal equation [51] describing the dynamics of a probability density function (PDF) \( P(\psi, t) \) of \( \psi \) corresponding to Eq. (5), using the periodicity of the phase sensitivity function \( Z(\phi) \). To this end, we calculate the first- and second-order moments of the slow phase dynamics of \( \psi \) during \([t, t + \tau]\),

\[
M_1(\psi, t; \tau) = \langle \psi(t + \tau) - \psi(t) \rangle, \quad M_2(\psi, t; \tau) = \langle (\psi(t + \tau) - \psi(t))^2 \rangle,
\]

(8)

where the ensemble average \( \langle \cdots \rangle \) is taken over noise realizations with fixed \( \psi \) and \( t \). Effective drift and diffusion coefficients \( v(\psi, t) \) and \( D(\psi, t) \), respectively, of the approximate Fokker-Planck equation are obtained from these moments at the long timescale \( \tau_P \gg \tau \) by ignoring fast fluctuations of the noise at the short timescale \( \tau_c \ll \tau \). That is, we regard \( \tau \) as a small parameter, retain only the \( O(\tau) \) term, and then formally take the \( \tau \rightarrow 0 \) limit; this yields the effective drift and diffusion coefficients

\[
v(\psi, t) = \lim_{\tau \rightarrow 0} \frac{M_1(\psi, t; \tau)}{\tau}, \quad D(\psi, t) = \lim_{\tau \rightarrow 0} \frac{M_2(\psi, t; \tau)}{\tau},
\]

(9)

where \( v(\psi, t) \) and \( D(\psi, t) \) will turn out to be constants independent of \( \psi \) and \( t \). The resulting approximate Fokker-Planck equation

\[
\frac{\partial}{\partial t} P(\psi, t) = -\frac{\partial}{\partial \psi}[vP(\psi, t)] + \frac{D}{2} \frac{\partial^2}{\partial \psi^2} P(\psi, t)
\]

(10)

corresponds to an effective Langevin equation,

\[
\dot{\psi}(t) = v + \sqrt{D} \eta(t),
\]

(11)

where \( \eta(t) \) is Gaussian white noise satisfying \( \langle \eta(t) \rangle = 0 \) and \( \langle \eta(t)\eta(s) \rangle = \delta(t - s) \). Considering the original phase variable \( \phi(t) \), the effective Langevin equation will be given by

\[
\dot{\phi}(t) = \omega + v + \sqrt{D} \eta(t).
\]

(12)

Thus, the effective drift coefficient \( v \) gives a noise-induced correction to the raw oscillator frequency \( \omega \). The diffusion coefficient \( D \) gives the effective intensity of the noise. Note that we make no assumption on the oscillator frequency \( \omega \) but assume only that \( \tau_c \ll \tau \ll \tau_P = \epsilon^{-1} \), which can always be satisfied for sufficiently small \( \epsilon \). In other words, we can always find a scaling region where the above effective Langevin equation is valid, as long as the noise is sufficiently weak.
D. Drift and diffusion coefficients

To calculate the moments $M_1(\psi, t; \tau)$ and $M_2(\psi, t; \tau)$ explicitly, we expand the phase sensitivity function $Z(\phi)$ estimated at $\phi(t_1) = \omega t_1 + \psi(t_1)$ as

$$Z(\omega t_1 + \psi(t_1)) = Z(\omega t_1 + \psi(t) + \psi(t_1) - \psi(t)) = Z(\omega t_1 + \psi(t)) + Z'(\omega t_1 + \psi(t)\{(\psi(t_1) - \psi(t))\} + O\{(\psi(t_1) - \psi(t))^2\},$$

where $Z'(\phi) = dZ(\phi)/d\phi$, and we integrate Eq. (13) as

$$\psi(t + \tau) - \psi(t) = \epsilon \int_t^{t+\tau} dt_1 Z(\omega t_1 + \psi(t))\xi(t_1) + \epsilon^2 \int_t^{t+\tau} dt_1 \int_t^{t_1} dt_2 Z'(\omega t_1 + \psi(t))Z(\omega t_2 + \psi(t))\xi(t_1)\xi(t_2) + O(\epsilon^3, \tau^2),$$

By iterative substitution, namely, by inserting $\psi(t_1) - \psi(t) = \epsilon \int_t^{t_1} dt_2 Z'(\omega t_2 + \psi(t))\xi(t_2) + O(\epsilon^2)$ obtained from the above equation into its second term, we obtain

$$\psi(t + \tau) - \psi(t) = \epsilon \int_t^{t+\tau} dt_1 Z(\omega t_1 + \psi(t))\xi(t_1) + \epsilon^2 \int_t^{t+\tau} dt_1 \int_t^{t_1} dt_2 Z'(\omega t_1 + \psi(t))Z(\omega t_2 + \psi(t))\xi(t_1)\xi(t_2) + O(\epsilon^3, \tau^2),$$

where we have used the fact that $|\psi(t + \tau) - \psi(t)| = O(\epsilon \tau)$. Taking the ensemble average of this expression over the noise, the moments $M_1(\psi, t; \tau)$ and $M_2(\psi, t; \tau)$ can be calculated up to $O(\epsilon^3, \tau^2)$ as

$$M_1(\psi, t; \tau) = \epsilon^2 \int_t^{t+\tau} dt_1 \int_t^{t_1} dt_2 Z'(\omega t_1 + \psi)Z(\omega t_2 + \psi)C(t - t_1) + O(\epsilon^3, \tau^2),$$

$$M_2(\psi, t; \tau) = \epsilon^2 \int_t^{t+\tau} dt_1 \int_t^{t+\tau} dt_2 Z'(\omega t_1 + \psi)Z(\omega t_2 + \psi)C(t - t_1) + O(\epsilon^3, \tau^2).$$

Now we take $\tau$ as an integer multiple of $T = 2\pi/\omega$, namely,

$$\tau = nT = 2n\pi/\omega$$

with some appropriate integer $n (= 1, 2, \cdots)$ such that $\tau_c \ll \tau = nT \ll \tau_p = \epsilon^{-1}$ is satisfied (we may simply set $n = 1$ if $\tau_c \ll T$). Using the periodicity of the phase sensitivity function, the moments can be written as

$$M_1(\psi, t; \tau) = \epsilon^2 \tau \int_0^{2\pi} d\theta Z'(\theta)Z(\theta - \omega s) + O(\epsilon^3, \tau^2),$$

$$M_2(\psi, t; \tau) = \epsilon^2 \tau \int_0^{2\pi} d\theta Z(\theta)Z(\theta - \omega s) + O(\epsilon^3, \tau^2),$$

both of which turn out to be constants (see Appendix for calculations).

From Eq. (19), the effective drift and diffusion coefficients are obtained as

$$v = \epsilon^2 \int_0^{2\pi} d\theta Z'(\theta)Z(\theta - \omega s),$$

and

$$D = \epsilon^2 \int_0^{2\pi} d\theta Z(\theta)Z(\theta - \omega s).$$

The colored noise gives constant contributions of $O(\epsilon^2)$ to both $v$ and $D$. In [54] and [55], similar weak-noise expansion methods for the phase dynamics of noise-driven limit cycle oscillators are used to estimate their Lyapunov exponent (Eq. (8) in [53], which generalizes the result in [32] for Gaussian noise) or the variance of periods.
E. Fourier representation

The effective drift and diffusion coefficients can be expressed concisely using the Fourier representation of the phase sensitivity function,

$$Z(\theta) = \sum_{\ell = -\infty}^{\infty} \tilde{Z}_{\ell} e^{i\ell \theta},$$

(23)

as well as the power spectrum of the noise $\xi(t)$,

$$I(\Omega) = \int_{-\infty}^{\infty} C(t) e^{i\Omega t} dt.$$

(24)

Because $\xi(t)$ is stationary, the correlation function satisfies $C(t) = C(-t)$, so that the power spectrum $I(\Omega)$ can be expressed as

$$I(\Omega) = 2 \int_{0}^{\infty} C(t) \cos(\Omega t) dt = 2 \text{Re} \chi(\Omega),$$

(25)

where

$$\chi(\Omega) = \int_{0}^{\infty} C(t) e^{i\Omega t} dt$$

(26)

is the Fourier-Laplace transform of the correlation function. Since $\chi(\Omega)$ is analytic in the upper-half of the complex plane ($\text{Re} \ \Omega > 0$), we can express its imaginary part using the Kramers-Kronig relation as

$$\text{Im} \chi(\Omega) = \frac{1}{\pi} \text{P.V.} \int_{-\infty}^{\infty} \frac{\text{Re} \chi(z)}{\Omega - z} dz = \frac{1}{2} \hat{I}(\Omega),$$

(27)

where

$$\hat{I}(\Omega) = \frac{1}{\pi} \text{P.V.} \int_{-\infty}^{\infty} \frac{I(z)}{\Omega - z} dz$$

(28)

is a Hilbert transform of the power spectrum $I(\Omega)$ (see e.g., [57]). Inserting these equations into Eqs. (21) and (22), the drift and diffusion coefficients $v$ and $D$ can be expressed as

$$v = \frac{\epsilon^2}{2} \sum_{\ell = -\infty}^{\infty} (i\ell)|\tilde{Z}_{\ell}|^2 \left\{I(\omega \ell) + i\hat{I}(\omega \ell)\right\},$$

(29)

and

$$D = \epsilon^2 \sum_{\ell = -\infty}^{\infty} |\tilde{Z}_{\ell}|^2 I(\omega \ell).$$

(30)

Thus, $v$ and $D$ can be calculated from the power spectrum $I(\Omega)$ and its Hilbert transform $\hat{I}(\Omega)$. This is convenient because the phase sensitivity $Z(\phi)$ often contains only lower harmonic components.

III. EXAMPLES

In this section, we numerically verify the accuracy of the effective white-noise phase Langevin equation (11) for several types of colored noise generated by stochastic processes and deterministic chaotic systems. We compare the effective drift and diffusion coefficients given in Eqs. (21) and (22), respectively, with those obtained by direct numerical simulations of the original phase model, Eq. (5).
A. Phase sensitivity functions

We consider the following examples of phase sensitivity functions (see Fig. 1):

1. Type-I sinusoidal function with only a positive lobe, corresponding to limit cycles near saddle-node bifurcation \[9, 12, 56\],
\[
Z_I(\phi) = 1 + \cos \phi.  \tag{31}
\]

2. Type-II sinusoidal function with positive and negative lobes, corresponding to limit cycles near Hopf bifurcation \[3\],
\[
Z_{II}(\phi) = \sin \phi.  \tag{32}
\]

3. Phase sensitivity function \(Z_E(\phi)\) of the Morris-Lecar neuron model near homoclinic bifurcation (see Appendix), where the function is not simply sinusoidal but contains higher-order harmonics. It can be calculated numerically by the adjoint method \[11, 55\]. We refer to this function as Type-E.

The first two functions \(Z_I, II(\phi)\) are generic in the sense that they can be derived analytically from the normal forms of limit-cycle oscillators near the respective bifurcation points by appropriate coordinate transformations \[12, 55\]. The third function \(Z_E(\phi)\) is model-dependent, but is a typical example of the phase sensitivity near a homoclinic bifurcation point. \(Z_E(\phi)\) tends to be dominated by an exponentially decaying part resulting from the linear dynamics near a saddle point as the bifurcation point is approached, and therefore a simple exponential function with a discontinuity is proposed as a generic form of the phase sensitivity in \[55\]. We do not however use this form to avoid unnatural effects of the artificial discontinuity.

B. Measuring the coefficients

We estimate the effective drift and diffusion coefficients \(v\) and \(D\) by direct numerical simulations of Eq. (5) and compare them with the respective theoretical values, Eqs. (21) and (22). The solution to the effective Fokker-Planck equation (10) from a delta-peaked initial condition \(P(\psi, 0) = \delta(\psi)\) is simply a Gaussian wave packet,
\[
P(\psi, t) = \frac{1}{\sqrt{2\pi Dt}} \exp \left[ -\frac{(\psi - vt)^2}{2Dt} \right],  \tag{33}
\]
whose moments are given by
\[ \langle \psi(t) \rangle = vt, \quad \langle \{ \psi(t) - \langle \psi(t) \rangle \}^2 \rangle = Dt. \] (34)

Thus, we can measure \( v \) and \( D \) from slopes of the mean and the variance of the phase plotted as functions of \( t \).

For example, Fig. 2(a) displays typical sample paths of Eq. (5) with the Type-II function \( Z_{II}(\phi) \). The evolution of the slow phase \( \psi(t) = \phi(t) - \omega t \) is plotted for 100 realizations of the OU noise (explained below). The broken line represents the mean path averaged over 200,000 realizations, which shows negative drift induced by the finite correlation time \( \tau_c = 1 \) of the noise. Figures 2(b) and (c) display the mean and the variance of the oscillator phase, respectively, averaged over 200,000 realizations for differing values of \( \omega \) and for the Type-II \( Z(\phi) \), all of which clearly show linear dependence on time \( t \), whose slopes yield \( v \) and \( D \).

C. Ornstein-Uhlenbeck noise

We first consider the case in which the colored noise \( \xi(t) \) obeys the OU process,
\[ \dot{\xi}(t) = -\frac{1}{\tau_c} \xi + \frac{1}{\tau_c} \eta(t), \] (35)
where \( \eta(t) \) is zero-mean Gaussian white noise whose correlation function is given by \( \langle \eta(t) \eta(s) \rangle = \delta(t - s) \). This OU process generates colored Gaussian noise \( \xi(t) \) with a stationary PDF
\[ P(\xi) = \left( \frac{\tau_c}{\pi} \right)^{1/2} \exp(-\tau_c \xi^2) \] (36)
and an exponentially decaying correlation function
\[ C(t) = \langle \xi(t) \xi(0) \rangle = \frac{1}{2\tau_c} \exp \left( -\frac{|t|}{\tau_c} \right). \] (37)

Thus, the characteristic decay time of the noise correlation is \( \tau_c \). In the limit \( \tau_c \to 0 \), \( C(t) \) converges to the Dirac delta function \( \delta(t) \), so that \( \xi(t) \) converges to Gaussian white noise of unit intensity. The power spectrum of \( \xi(t) \) and its Hilbert transform are given by
\[ I(\Omega) = \frac{1}{1 + (\Omega \tau_c)^2}, \quad \hat{I}(\Omega) = \frac{\Omega \tau_c}{1 + (\Omega \tau_c)^2}. \] (38)
FIG. 3: Effective drift and diffusion coefficients $v$ and $D$, respectively, plotted against oscillator frequency $\omega$ [(a) and (b)] and correlation time $\tau_c$ [(c) and (d)] for Type-I, II, and E phase sensitivity functions $Z_I(\phi)$, $Z_{II}(\phi)$, and $Z_E(\phi)$, respectively, driven by Ornstein-Uhlenbeck noise. Noise intensity $\epsilon = 0.1$ in all cases. Noise correlation time $\tau_c = 1.0$ in (a) and (b), and oscillator frequency $\omega = 1.0$ in (c) and (d). Data obtained by direct numerical simulations are compared with theoretical curves.

By inserting Eq. (38) into Eqs. (21) and (22), the drift and diffusion coefficients are expressed as

$$v = -\frac{\epsilon^2}{2} \sum_{\ell=-\infty}^{\infty} |\tilde{Z}_\ell|^2 \frac{\omega \tau_c \ell^2}{1 + (\omega \tau_c \ell)^2},$$

(39)

and

$$D = \frac{\epsilon^2}{2} \sum_{\ell=-\infty}^{\infty} |\tilde{Z}_\ell|^2 \frac{1}{1 + (\omega \tau_c \ell)^2}.$$ (40)

Note that $v$ is always non-positive and vanishes in the white-noise limit ($\tau_c \to 0$). That is, the OU noise $\xi(t)$ always tends to slow down the oscillator for arbitrary (smooth) phase sensitivity functions even if $\langle \xi(t) \rangle = 0$ holds on average, which agrees with the result previously obtained by Gálán [52] (however, [52] uses a different definition of the OU process). Similarly, the diffusion coefficient $D$ is maximized in the white-noise limit.

For the Type-I phase sensitivity function $Z_I(\phi)$, $v$ and $D$ are explicitly calculated as

$$v = -\frac{\epsilon^2}{4} \frac{\omega \tau_c}{1 + (\omega \tau_c)^2}, \quad D = \frac{\epsilon^2}{2} \left( 2 + \frac{1}{1 + (\omega \tau_c)^2} \right),$$ (41)
and for the Type-II $Z_{II}(\phi)$ as

$$v = -\frac{\epsilon^2}{4} \frac{\omega \tau_c}{1 + (\omega \tau_c)^2}, \quad D = \frac{\epsilon^2}{2} \frac{1}{1 + (\omega \tau_c)^2}. \quad (42)$$

Note that $v$ is the same for both $Z_I(\phi)$ and $Z_{II}(\phi)$, whereas $D$ for $Z_I(\phi)$ is larger than that for $Z_{II}(\phi)$. This can easily be seen from the Fourier representations; the only difference between $Z_I(\phi)$ and $Z_{II}(\phi)$ is that $Z_I(\phi)$ has a non-vanishing constant component $\tilde{Z}_0 = 1/2$. For the Type-E phase sensitivity $Z_E(\phi)$, we numerically integrate Eqs. (44) and (45) to obtain $v$ and $D$.

In numerical simulations, the noise correlation time is fixed at $\tau_c = 1$ and the noise intensity at $\epsilon = 0.1$. Figures 3(a) and (b) plot $v$ and $D$ as functions of the oscillator frequency $\omega$ for the three types of phase sensitivity (averaged over 200,000 realizations) and compare them with theoretical values, indicating good agreement. The drift coefficient $v$ for $Z_I(\phi)$ and $Z_{II}(\phi)$ coincide with each other and are minimized at $\omega = \tau_c^{-1} = 1$. The diffusion coefficient $D$ for $Z_I(\phi)$ and $Z_{II}(\phi)$ differ from each other and decrease monotonically with $\tau_c$. In particular, $D$ for $Z_{II}(\phi)$ (more generally for $Z(\phi)$ without a constant component $\tilde{Z}_0$) tends to vanish at large $\omega$, indicating that the long-time phase diffusion of Type-II oscillators can be very small when the oscillator frequency is large. The numerical values and theoretical values of $v$ and $D$ for $Z_E(\phi)$ are also in good agreement.

D. Noise generated by a damped noisy harmonic oscillator

Next, we consider colored noise $\xi(t)$ generated by a damped noisy harmonic oscillator (hereafter referred to as DNHO noise),

$$\dot{x} = \omega_0 y - \gamma x + \gamma \eta_x(t), \quad \dot{y} = -\omega_0 x - \gamma y + \gamma \eta_y(t), \quad (43)$$

where $\eta_x(t)$ and $\eta_y(t)$ are mutually independent Gaussian white noise satisfying $\langle \eta_x(t) \eta_x(s) \rangle = \langle \eta_y(t) \eta_y(s) \rangle = \delta(t - s)$ and $\langle \eta_x(t) \eta_y(s) \rangle = 0$. The parameter $\omega_0$ is the frequency of the harmonic oscillations and $\gamma$ is the damping constant. This process yields two-component noise with a Gaussian stationary PDF,

$$P(x, y) = \frac{1}{\pi \gamma} \exp \left[ -\frac{1}{\gamma} (x^2 + y^2) \right], \quad (44)$$

and a correlation function $C(t)$ of $x(t)$ with oscillatory decay,

$$C(t) = \langle x(t)x(0) \rangle = \frac{\gamma}{2} e^{-\gamma |t|} \cos(\omega_0 t). \quad (45)$$

Thus, the correlation time is given by $\tau_c = \gamma^{-1}$. We use this $x(t)$ as the noise $\xi(t)$ given to the oscillator. The power spectrum of $x(t)$ and its Hilbert transform are respectively given by

$$I(\Omega) = \frac{\gamma^2}{2} \left( \frac{1}{\gamma^2 + (\Omega + \omega_0)^2} + \frac{1}{\gamma^2 + (\Omega - \omega_0)^2} \right), \quad (46)$$

and

$$\hat{I}(\Omega) = \frac{\gamma}{2} \left( \frac{\Omega + \omega_0}{\gamma^2 + (\Omega + \omega_0)^2} + \frac{\Omega - \omega_0}{\gamma^2 + (\Omega - \omega_0)^2} \right). \quad (47)$$

Effective drift and diffusion coefficients $v$ and $D$ can be analytically calculated for the Type-I phase sensitivity $Z_I(\phi)$ as

$$v = -\frac{\epsilon^2 \gamma}{8} \left( \frac{\omega - \omega_0}{\gamma^2 + (\omega - \omega_0)^2} + \frac{\omega + \omega_0}{\gamma^2 + (\omega + \omega_0)^2} \right), \quad (48)$$

and

$$D = \frac{\epsilon^2 \gamma^2}{4} \left( \frac{1}{\gamma^2 + (\omega - \omega_0)^2} + \frac{4}{\gamma^2 + \omega_0^2} + \frac{1}{\gamma^2 + (\omega + \omega_0)^2} \right).$$
FIG. 4: Effective drift and diffusion coefficients, $v$ and $D$ respectively, plotted against oscillator frequency $\omega$ and correlation time $\tau_c$ for phase oscillators with Type-I, II, and E phase sensitivity functions $Z_I(\phi)$, $Z_{II}(\phi)$, and $Z_E(\phi)$, respectively, driven by the damped noisy harmonic oscillator noise. Noise intensity $\epsilon = 0.1$ and noise frequency $\omega_0 = 2.0$ in all cases. $\tau_c = 1.0$ in (a) and (b), and $\omega = 1.0$ in (c) and (d). Data obtained by direct numerical simulations are compared with theoretical curves.

and for the Type-II phase sensitivity $Z_2(\phi)$ as

$$v = -\frac{\epsilon^2 \gamma}{8} \left( \frac{\omega - \omega_0}{\gamma^2 + (\omega - \omega_0)^2} + \frac{\omega + \omega_0}{\gamma^2 + (\omega + \omega_0)^2} \right),$$

$$D = \frac{\epsilon^2 \gamma^2}{4} \left( \frac{1}{\gamma^2 + (\omega - \omega_0)^2} + \frac{1}{\gamma^2 + (\omega + \omega_0)^2} \right).$$

(49)

In the $\omega_0 \to 0$ limit, DNHO noise returns to the OU noise, so that $v$ and $D$ converge to the corresponding results for the OU noise. Note that values of $v$ coincide again between $Z_I(\phi)$ and $Z_{II}(\phi)$, whereas those of $D$ differ between the two cases. Values of $v$ and $D$ for the Type-E phase sensitivity $Z_E(\phi)$ are calculated by numerically integrating Eqs. (21) and (22).

Figure 4 plots $v$ and $D$ obtained by direct numerical simulations of Eq. (5) (averaged over 200,000 realizations), and the data are compared with the theoretical results. The parameters $\epsilon = 0.1$ and $\omega_0 = 2$ are fixed and the oscillator frequency $\omega$ or the noise correlation time $\tau_c = \gamma^{-1}$ is varied. In Figs. 4(a) and (b) their dependence on $\omega$ with fixed $\tau_c = 1$ is shown. In contrast to the OU case, $v$ can take positive and negative values for all $Z(\phi)$. $D$ does not monotonically decrease but exhibits a peak (at $\omega = \omega_0$ for $Z_I(\phi)$ and $Z_{II}(\phi)$) implying some type of resonance effect. $D$ for $Z_I(\phi)$ is again larger than that for $Z_{II}(\phi)$. Figures 4(c) and (d) show the dependence of $v$ and $D$ on the noise correlation time $\tau_c$ with fixed oscillator frequency $\omega = 1$. The drift coefficient $v$ can take positive values for $Z_I(\phi)$
and $Z_{II}(\phi)$. $D$ decreases monotonically for all types of the phase sensitivity. In all cases, numerical and theoretical results are in agreement.

E. Noise generated by a chaotic Lorenz model

The Lorenz model \[58\]

\[
\dot{x} = p(-x + y), \quad \dot{y} = -xz + qx - y, \quad \dot{z} = xy - rz
\]

(50)
generates a typical chaotic time sequence. We use parameter values $p = 10$, $q = 28$, and $r = 0.9$ and apply the normalized time sequence of $x(t)$,

\[
\dot{x}(t) = \frac{x(t) - \langle x \rangle}{\sqrt{\langle x^2 \rangle}},
\]

(51)
to the phase model as the colored noise $\xi(t)$, where $\langle \cdots \rangle$ denotes the long-time average. Figures 5(a) and (b) show the correlation function and power spectrum of the noise, respectively. The correlation function exhibits oscillatory decay with several characteristic frequencies, which appear in the power spectrum of the noise as sharp peaks.

For simplicity, we consider only the Type-II phase sensitivity $Z_{II}(\phi)$. Figure 5(c) and (d) compare the drift and diffusion coefficients $v$ and $D$ obtained by direct numerical simulations of Eq. 5 (averaged over 100,000 realizations) with the Lorenz model and the theoretical values calculated from the correlation function $C(t)$, which are in agreement. The noise intensity is fixed at $\epsilon = 0.1$ and the oscillator frequency $\omega$ is varied. The drift and diffusion coefficients $v$ and $D$ show interesting peculiar dependence on $\omega$. As $\omega$ increases, $v$ increases rapidly and then suddenly decreases, and this is repeated several times. $D$ exhibits a few sharp peaks, indicating that phase diffusion due to the Lorenz noise can be strongly enhanced at some particular values of the frequency $\omega$.

These results, in particular the behavior of $D$, can easily be understood from the Fourier representation, Eq. \[50\]. Since $Z_{II}(\phi)$ has only the first harmonic component, $\hat{Z}_{\pm 1} = \pm i/2$, Eq. \[50\] simply gives $D = e^2[I(\omega) + I(-\omega)]/4 = e^2I(\omega)/2$, namely, $D$ is simply proportional to the power spectrum itself. In fact, we can see that the curves in Figs. 5(c) and (d) are identical except for the scaling factor $e^2/2$. Moreover, from Eq. \[29\], we can see that the sudden rise and fall of $v$ is due to the Hilbert transform $\hat{I}(\Omega)$ of the power spectrum $I(\Omega)$ near its sharp peaks, which gives a contribution $1/|\Omega - \Omega'|$ if the peak is approximated by a Dirac $\delta$ function $\delta(\Omega - \Omega')$.

F. Noise generated by a chaotic Rössler oscillator

The Rössler oscillator \[58\]

\[
\dot{x} = -y - z, \quad \dot{y} = -x + ay, \quad \dot{z} = b + xz - cz
\]

(52)
is another typical example of low-dimensional chaos. We fix the parameter values at $a = 0.3$, $b = 0.2$, and $c = 5.7$, where the Rössler oscillator possesses a “funnel” attractor. The $x$-component is normalized as in Eq. \[51\] and applied to Eq. \[5\] as the noise $\xi(t)$. Figures 6(a) and (b) show the correlation function and power spectrum, exhibiting oscillatory decay and sharp peaks similar to the Lorenz model.

We consider only the Type-II phase sensitivity $Z_{II}(\phi)$ again. Figure 6(c) and (d) compare the drift and diffusion coefficients $v$ and $D$ obtained by direct numerical simulations of Eq. 5 (averaged over 100,000 realizations) with those calculated from the correlation function. Noise intensity $\epsilon = 0.05$ is fixed and oscillator frequency $\omega$ is varied. Similarly to the case of the Lorenz model, $v$ and $D$ indicate interesting complex dependence on the oscillator frequency $\omega$, reflecting the peculiar power spectrum of the Rössler oscillator. There is again a good agreement between the numerical and theoretical values.

IV. SUMMARY

We derived an effective white-noise Langevin equation that describes the long-time phase dynamics of a limit-cycle oscillator driven by general non-Gaussian colored noise. Effective drift and diffusion coefficients were calculated from the phase sensitivity of the oscillator and the correlation function of the noise. The results were verified using several types of colored noise sources, i.e., the Ornstein-Uhlenbeck process, the damped noisy harmonic oscillator, and the chaotic Lorenz and Rössler models.
Our analysis gave general expressions for drift and diffusion coefficients, applicable to general limit-cycle oscillators driven by arbitrary weak smooth noise. In a previous study [52], Gálan calculated the frequency shifts of limit-cycle oscillators (the effective drift coefficient $v$ in our notation) driven by colored Ornstein-Uhlenbeck noise, and pointed out that the frequency shift is always negative for arbitrary phase sensitivity. In contrast, for other types of noise, frequency shifts can also be positive, so that the noise may increase the frequency of the driven oscillator. We can also calculate the effective diffusion coefficient $D$, which directly reflects the power spectrum of the driving noise. In particular, for chaotic noises, $D$ exhibited sharp peaks, indicating that the phase diffusion can be greatly enhanced for peculiar frequencies of the limit-cycle oscillator.

The effective white-noise Langevin description enables us to use the powerful classical methods for stochastic processes [50, 51] and thus provides a general framework for analyzing the long-time behavior of limit-cycle oscillators subjected to noise. Important future topics will include generalization of the present results to multi-dimensional situations and incorporation of deterministic external forcing (e.g., periodic) and mutual interactions. It is expected that the combined effect of colored noise and other external perturbations or mutual interactions may lead to qualitatively new dynamics.
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FIG. 6: (a) Correlation function $C(t)$ and (b) power spectrum $I(\omega)$ of the normalized $x$ variable of the Rössler oscillator. (c) Drift and (d) diffusion coefficients of a phase oscillator with Type-II phase sensitivity $Z_{II}(\phi)$ driven by the Rössler model.

V. APPENDIX

A. Derivation of Eq. (19) from Eq. (16)

We set $\tau = nT$ with $n$ being an integer. The right-hand side of Eq. (19) can be rewritten as

$$
\int_{t}^{t+\tau} dt_1 \int_{t}^{t_1} dt_2 Z'(\omega t_1 + \psi(t))Z(\omega t_2 + \psi(t))C(t_1 - t_2)
$$

$$
= \int_{t}^{t+\tau} dt_1 \int_{0}^{t_1-t} ds Z'(\omega t_1 + \psi(t))Z(\omega(t_1 - s) + \psi(t))C(s)
$$

$$
\simeq \int_{0}^{\infty} ds C(s) \int_{t}^{t+\tau} dt_1 Z'(\omega t_1 + \psi(t))Z(\omega(t_1 - s) + \psi(t))
$$

$$
= \frac{\tau}{2\pi} \int_{0}^{\infty} ds C(s) \int_{0}^{2\pi} d\theta Z'\theta Z(\theta - \omega s),
$$

(53)
where we have used
\[
\int_{t}^{t+\tau} dt_1 Z'(\omega t_1 + \psi(t))Z(\omega(t_1 - s) + \psi(t)) = \int_{t}^{t+\tau} dt_1 Z'(\omega(t_1 + t + jT) + \psi(t))Z(\omega(t_1 - s + t + jT) + \psi(t))
\]
\[
= \sum_{j=0}^{n-1} \int_{0}^{T} dt_1 Z'(\omega(t_1 + t) + jT) + \psi(t))Z(\omega(t_1 - s + t + jT) + \psi(t))
\]
\[
= \sum_{j=0}^{n-1} \frac{T}{2\pi} \int_{0}^{2\pi} d\theta Z'(\theta + \omega t + 2\pi j + \psi(t))Z(\theta - \omega s + \omega t + 2\pi j + \psi(t))
\]
\[
= \sum_{j=0}^{n-1} \frac{T}{2\pi} \int_{0}^{2\pi} d\theta Z'(\theta)Z(\theta - \omega s) = \frac{nT}{2\pi} \int_{0}^{2\pi} d\theta Z'(\theta)Z(\theta - \omega s)
\]
\[
= \frac{\tau}{2\pi} \int_{0}^{2\pi} d\theta Z'(\theta)Z(\theta - \omega s). \quad (54)
\]
Substituting these results into Eq. (10) yields Eq. (19).

**B. Derivation of Eq. (20) from Eq. (17)**

Setting \( \tau = nT \), the right-hand side of Eq. (17) can be transformed as
\[
\int_{t}^{t+\tau} dt_1 Z'(\omega t_1 + \psi(t))Z(\omega(t_1 - s) + \psi(t))C(t_1 - t_2)
\]
\[
= \int_{t}^{t+\tau} dt_1 \int_{t_1 - \tau}^{t_1} dsZ(\omega t_1 + \psi(t))Z(\omega(t_1 - s) + \psi(t))C(s)
\]
\[
\approx \int_{-\infty}^{\infty} dsC(s) \int_{t}^{t+\tau} dt_1 Z(\omega t_1 + \psi(t))Z(\omega(t_1 - s) + \psi(t))
\]
\[
= \frac{\tau}{2\pi} \int_{-\infty}^{\infty} dsC(s) \int_{0}^{2\pi} d\theta Z'(\theta)Z(\theta - \omega s), \quad (55)
\]

where we have approximated the range of the integral of the correlation function \( C(s) \) over \([t_1 - t - \tau, t_1 - t]\) as \([-\infty, +\infty] \) by assuming that the decay time of \( C(s) \) is much shorter than \( \tau \) and that \( t_1 - t - \tau < 0 \) and \( t_1 - t > 0 \) hold. In deriving the final expression, we used
\[
\int_{t}^{t+\tau} dt_1 Z(\omega t_1 + \psi(t))Z(\omega(t_1 - s) + \psi(t))
\]
\[
= \sum_{j=0}^{n-1} \int_{0}^{T} dt_1 Z(\omega(t_1 + t) + jT + \psi(t))Z(\omega(t_1 - s + t + jT) + \psi(t))
\]
\[
= \sum_{j=0}^{n-1} \frac{T}{2\pi} \int_{0}^{2\pi} d\theta Z'(\theta + \omega t + 2\pi j + \psi(t))Z(\theta - \omega s + \omega t + 2\pi j + \psi(t))
\]
\[
= \sum_{j=0}^{n-1} \frac{T}{2\pi} \int_{0}^{2\pi} d\theta Z'(\theta)Z(\theta - \omega s) = \frac{nT}{2\pi} \int_{0}^{2\pi} d\theta Z'(\theta)Z(\theta - \omega s)
\]
\[
= \frac{\tau}{2\pi} \int_{0}^{2\pi} d\theta Z'(\theta)Z(\theta - \omega s). \quad (56)
\]
We obtain Eq. (20) by substituting the above result into Eq. (17).
C. The Morris-Lecar model

The Morris-Lecar model of a spiking neuron is given by the following set of two-variable ordinary differential equations [3, 5, 55]:

\[
\begin{align*}
C \dot{V}(t) &= g_{Ca} m_\infty(V)(V_{Ca} - V) + g_K (V_K - V) + g_L (V_L - V) + I, \\
\dot{w}(t) &= \phi \left( \frac{w_\infty(V) - w}{\tau_w(V)} \right),
\end{align*}
\]

where

\[
\begin{align*}
m_\infty(V) &= \frac{1}{2} \left[ 1 + \tanh \left( \frac{V - V_1}{V_2} \right) \right], \\
w_\infty(V) &= \frac{1}{2} \left[ 1 + \tanh \left( \frac{V - V_3}{V_4} \right) \right], \\
\tau_w(V) &= \cosh \left( \frac{V - V_3}{2V_4} \right)^{-1}.
\end{align*}
\]

Here, \( V \) represents membrane potential and \( w \) is an activation variable for potassium. The parameter values are chosen as \( \phi = 0.23 \), \( g_L = 2.0 \), \( g_{Ca} = 4.0 \), \( g_K = 8.0 \), \( C = 20.0 \), \( V_K = -84.0 \), \( V_L = -60.0 \), \( V_{Ca} = 120.0 \), \( V_1 = -1.2 \), \( V_2 = 18.0 \), \( V_3 = 12.0 \), \( V_4 = 17.4 \), and \( J = 37.5 \) [8]. This model exhibits limit-cycle oscillations via homoclinic bifurcation near \( I \approx 35 \).

We set the origin of the phase \( \phi = 0 \) at the point where \( V \) exceeds 0 from below. The phase sensitivity function \( Z_E(\phi) \) for this model can be numerically obtained by the adjoint method as explained in [11, 55]. It has an exponentially decaying part, which tends to dominate the whole function as the parameter \( I \) approaches the bifurcation point. The above set of parameter values gives a fixed frequency \( \omega = 0.198 \). However, note that we may still set \( \omega \) arbitrarily as in Figs. 3 and 4 by rescaling the time appropriately (\( Z_E(\phi) \) is not affected by time rescaling).

[1] A. T. Winfree, J. Theoret. Biol. 16, 15 (1967).
[2] A. T. Winfree, The Geometry of Biological Time (Springer-Verlag, New York, 2001).
[3] Y. Kuramoto, Chemical Oscillation, Waves, and Turbulence (Springer-Verlag, Tokyo, 1984).
[4] A. Pikovsky, M. Rosenblum, and J. Kurths, Synchronization: A Universal Concept in Nonlinear Sciences (Cambridge University Press, Cambridge, 2003).
[5] C. Koch, Biophysics of Computation (Oxford University Press, Oxford, 1999).
[6] I. Aihara, Phys. Rev. E 80, 011918 (2009).
[7] T. McGeer, The International Journal of Robotics Research 9, 62 (1990).
[8] S. H. Strogatz, D. M. Abrams, A. McRobie, B. Eckhardt, and E. Ott, Nature 438, 43 (2005).
[9] J. Rinzel and B. Ermentrout, “Analysis of neural excitability and oscillations”, in Methods in neuronal modeling (eds. C. Koch & I. Segev) (MIT Press, Cambridge, 1998).
[10] D. Hansel, G. Mato, and C. Meunier, Europhys. Lett. 23, 367 (1993).
[11] G. B. Ermentrout and N. Kopell, J. Math. Biol. 29, 195 (1991).
[12] B. Ermentrout, Neural Computation 8, 979 (1996).
[13] S. Shinomoto and Y. Kuramoto, Prog. Theor. Phys. 75, 1105-1110 (1986).
[14] C. Kurert and K. Schulten, Physica D 50, 311 (1991).
[15] H. Gang, T. Ditzinger, C. Z. Ning, and H. Haken, Phys. Rev. Lett. 71, 807-810 (1993).
[16] W. -J. Rappel and S. H. Strogatz, Phys. Rev. E 50, 3249-3250 (1994).
[17] I. Z. Kiss, J. L. Hudson, J. Escalona, and P. Parmananda, Phys. Rev. E 70, 026210 (2004).
[18] Y. Kawamura, H. Nakao, and Y. Kuramoto, Phys. Rev. E 75, 036209 (2007).
[19] S. Gil, Y. Kuramoto, and A. S. Mikhailov, EPL 88, 60005 (2009).
[20] R. Roy and K. S. Thornburg, Jr., Phys. Rev. Lett. 72, 2009 (1994); A. Uchida, R. McAllister, and R. Roy, Phys. Rev. Lett. 93, 244102 (2004).
[21] K. Yoshida, K. Sato, A. Sugamaga, J. Sound and Vibration 290, 34 (2006).
[22] K. Arai and H. Nakao, Phys. Rev. E 77, 036218 (2008).
[23] K. Nagai and H. Nakao Phys. Rev. E 79, 036205 (2009).
[24] Z. F. Mainen and T. J. Sejnowski, Science 268, 1503 (1995).
[25] M. D. Binder and R. K. Powers, J. Neurophysiol 86, 2266 (2001).
[26] R. F. Galán, N. F. Troemel, G. B. Ermentrout, and N. N. Urban, J. Neurosci. 26(14), 3646 (2006).
[27] T. Tateno and H. P. C. Robinson, Biophysical Journal 92, 683 (2007).
[28] P. A. P. Moran, Aust. J. Zool. 1, 291-298 (1953).
[29] T. Royama, Analytical population dynamics (Chapman and Hall, London, UK, 1992).
[30] E. Ranta, V. Kaitala and E. Helle, Oikos 78, 136-142 (1997).
[31] W. D. Koenig and J. M. H. Knops, Nature 396, 225 (1998).
[32] K. Pakdaman, Neural Comput. 14, 781 (2002).
[33] J. Teramie and D. Tanaka, Phys. Rev. Lett. 93, 204103 (2004); Prog. Theoret. Phys. Suppl. 161, 360 (2006).
[34] D. S. Goldobin and A. Pikovsky, Phys. Rev. E 71, 045201(R) (2005); Physica A 351, 126 (2005); Phys. Rev. E 73, 061906 (2006); D. S. Goldobin, Phys. Rev. E 78, 060104(R) (2008).
[35] H. Nakao, K. Arai and Y. Kawamura, Phys. Rev. Lett. 98, 184101 (2007).
[36] R. F. Galán, G. B. Ermentrout, and N. N. Urban, Phys. Rev. E 76, 056110 (2007).
[37] H. Nakao, K. Arai, K. Nagai, Y. Tsubo, and Y. Kuramoto, Phys. Rev. E 72, 026220 (2005); K. Arai and H. Nakao, Phys. Rev. E 77, 036218 (2008).
[38] K. Nagai, H. Nakao, and Y. Tsubo, Phys. Rev. E 71, 036217 (2005); H. Nakao, K. Nagai, and K. Arai, Prog. Theoret. Phys. Suppl. 161, 294 (2006).
[39] K. Yoshimura and K. Arai, Phys. Rev. Lett. 101, 154101 (2008).
[40] H. Nakao, J. -N. Teramae, and G. Bard Ermentrout, arXiv:0812.3205v1.
[41] J. -N. Teramae, H. Nakao, and G. Bard Ermentrout, Phys. Rev. Lett. 102, 194102 (2009).
[42] D. S. Goldobin, J. -N. Teramae, H. Nakao, and G. Bard Ermentrout, submitted.
[43] R. Zwanzig, Proc. Natl. Acad. Sci. USA 85, 2029 (1988).
[44] C. R. Doering, W. Horsthemke, and J. Riordan, Phys. Rev. Lett. 72, 2984 (1994).
[45] P. Reimann, C. Van den Broeck, H. Linke, P. Hänsing, J. M. Rubi, and Pérez-Mardir, Phys. Rev. Lett. 87, 010602 (2001).
[46] W. Just, K. Gelfert, N. Baba, A. Riegert, and H. Kantz, J. Stat. Phys. 112, 277 (2003).
[47] G. A. Pavliotis, Phys. Lett. A 344, 331 (2005).
[48] T. Stemler, J. P. Werner, H. Benner, and W. Just, Phys. Rev. Lett. 98, 044102 (2007).
[49] G. A. Pavliotis and A. M. Stuart, Multiscale methods: averaging and homogenization (Springer, New York, 2008).
[50] C. W. Gardiner, Handbook of Stochastic Methods (Springer, Berlin, 2004).
[51] H. Risken, The Fokker-Planck Equation (Springer, Berlin, 1989).
[52] R. F. Galán, Phys. Rev. E 80, 036113 (2009).
[53] R. F. Galán, G. Bard Ermentrout, and N. N. Urban, J. Neurophysiol. 99, 277 (2008).
[54] C. Ly and G. Bard Ermentrout, Phys. Rev. E 81, 011911 (2010).
[55] E. Brown, J. Moehlis, and P. Holmes, Neural Comput. 16, 673-715 (2004).
[56] A. Abouzeid and B. Ermentrout, Phys. Rev. E 80, 011911 (2009).
[57] G. B. Arfken and H. J. Wever, Mathematical methods for physicists (Academic Press, San Diego, 2001).
[58] S. H. Strogatz, Nonlinear dynamics and chaos (Westview Press, 2001).