Spatiotemporal pattern formation in *E. coli* biofilms explained by a simple physical energy balance†
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While the biofilm growth mode conveys notable thriving advantages to bacterial populations, the mechanisms of biofilm formation are still strongly debated. Here, we investigate the remarkable spontaneous formation of regular spatial patterns during the growth of an *Escherichia coli* biofilm. These patterns reported here appear with non-motile bacteria, which excludes both chemotactic origins and other motility-based ones. We demonstrate that a minimal physical model based on phase separation describes them well. To confirm the predictive capacity of our model, we tune the cell–cell and cell–surface interactions using cells expressing different surface appendages. We further explain how F pilus-bearing cells enroll their wild type kindred, poorly pilated, into their typical pattern when mixed together. This work supports the hypothesis that purely physicochemical processes, such as the interplay of cell–cell and cell–surface interactions, can drive the emergence of a highly organized spatial structure that is potentially decisive for community fate and for biological functions.

Introduction

In nature, bacteria mostly live attached to surfaces, where they form organized communities exhibiting properties that significantly differ from those of their planktonic counterparts.1–4 These communities, called biofilms, convey notable thriving advantages to bacterial populations. They are widespread across diverse environments, including soils, river banks, animals, industrial setups, ship hulls.5,6 Biofilms directly influence the Earth’s biochemical cycles,7 as well as human activities, with advantageous or detrimental impacts, thus calling for inventive strategies to control their development and functions.4,8

Yet, their fundamentals, such as the mechanism underpinning the switch from planktonic to biofilm lifestyle, remain strongly debated. Biofilm formation is initiated by the binding of a few cells on a surface, where they quickly grow to form confined and locally concentrated communities embedded in extracellular matrix. The sophisticated lifestyle of these attached communities has inspired the idea that biofilms may constitute a developmental stage, or a response to a biological program.9,10 Yet, no biofilm-specific gene has been discovered so far, and many – if not all – functions exhibited by biofilm-dwelling cells have also been observed (albeit separately) in planktonic cultures under specific conditions.11–13 In addition, the confinement of the cells, intrinsic to the biofilm growth mode, induces multiple physicochemical gradients which can impact various biological functions.14–16 These non-trivial physicochemical conditions might suffice to explain the biofilm-specific properties but the complexity of their interplay with the biological functions obscures the understanding of fundamental causal relationships. To gain insight into these questions, we decided to focus on the remarkable spontaneous formation of regular spatial patterns by a growing *E. coli* biofilm.

Incited by the similarity of the observed features with the figures displayed in physics universal processes, we reasoned that analyzing these patterns should hint at general mechanisms and fundamental driving forces.

Ordered patterns emerge spontaneously at various scales and in a wide range of systems, including oscillatory chemical reactions and landscape-scale ecological organizations17–22 as well as purely physical systems, such as phase transitions and convection patterns in fluids.23 Abundant theoretical work has been conducted to describe the universal mechanisms involved in such pattern formation, including the study of reaction-diffusion systems with activation and inhibition (Turing patterns) or excitability (Belousov–Zhabotinsky reaction), and more generally the description of instabilities in nonlinear systems.23
By contrast, the emergence of collective patterns in bacterial systems has mainly been explained by chemotaxis-related mechanisms. Exquisitely regular spatial patterns organized as regular circular arrays of dense disk-shaped spots of cells have been observed upon central deposition of motile cells on a semi-solid agar plate containing nutrients.\(^2\)\(^4\)\(^-\)\(^7\) The phenomenon was comprehensively interpreted in terms of chemotaxis to a self-secreted attractant. These patterns develop on agar plates under specific conditions where \textit{E. coli} secretes high levels of these attractants. In this context, Gosh and co-workers recently proposed a model including the mechanical interactions that can be mediated by the extracellular polymeric substances.\(^2\)\(^8\)

Patterns in biofilms were also observed in \textit{Pseudomonas aeruginosa}\(^3\)\(^9\) and explained as resulting from a tension between growth and competition for nutrients, in experimental conditions with strong gradients of oxygen and nutrient concentrations.

More recently, a universal mechanism that does not invoke chemotaxis was proposed to explain the formation of regular patterns in bacterial systems.\(^3\)\(^0\) This mechanism relies on a decrease of bacterial motility with density, which promotes phase separation into a low-density and a high-density phase, and on logistic growth, which favours a single uniform density. The combination of these two antagonistic ingredients results into an arrested non-equilibrium phase separation, giving stable patterns. The patterns we report here emerge robustly under conditions realistic to natural environments, namely immersed biofilms growing under continuous flow of nutrients. Such generic patterns could then possibly be present in spontaneous biofilm formation. Crucially, these patterns appear with non-motile bacteria, which excludes both chemotactic origins and other motility-based ones. The morphology formed by the F pilus-bearing cells as they build the biofilm is reminiscent of phase separation, e.g. in immiscible fluids, and indeed, we demonstrate that a minimal physical model based on phase separation describes them well. To confirm the predictive capacity of our model, we tune the cell–cell and cell–surface interactions using cells expressing surface appendages different from our initial F pilus-overexpressing strain. We further explain how F pilus-bearing cells enroll their wild type kindred into their typical pattern when mixed together. The good agreement between simulations and experimental observations convincingly comforts our model.

This work supports the hypothesis that purely physicochemical processes can determine sophisticated biofilm initiation. It shows how the interplay of cell–cell and cell–surface interactions can drive the emergence of a highly organized spatial structure that is potentially decisive for community fate. The universality of the process should shed light on the general principles and mechanisms grounding bacterial biofilm formation.

Material and methods

Bacterial strains and growth conditions

We used a wild type \textit{E. coli} MG1655 strain (WT) CGSC 8003, a gift from the Ghigo lab (Pasteur Institute – France). This is a non-motile strain, due to the deletion of the gene coding for McaS, a small non-coding regulatory RNA involved in positive regulation of flagellar synthesis.\(^3\)\(^1\) We also used several variants of this strain: the variant genetically transformed to over-express the non-conjugative F pilus, the fluorescent variant, MG1655-\textit{gfp}-\textit{F}, carrying a \textit{gfp}-\textit{mut}3 gene inserted on the chromosome under the control of the lambda-promoter Pr, the constitutive curli producers (MG1655-\textit{gfp-ompR}234) and the constitutive Ag43 producers (MG1655-\textit{gfp-PcL-flu}), which were obtained as in Beloin \textit{et al.}\(^3\)\(^2\) All strains were grown at 37 °C overnight in lysogeny broth (LB) medium and diluted in M63B1 medium with 0.4% glucose up to exponential growth prior to biofilm initiation. When required, ampicillin (Amp, 100 μg mL\(^{-1}\)), and tetracycline (Tet, 7.5 μg mL\(^{-1}\)) were used in the overnight pre-cultures.

Microfabrication and biofilm

\textbf{Millifluidic device.} Millifluidic polydimethylsiloxane (PDMS) channels of 30 mm in length, 1 mm in width and height were micro-fabricated and bound to glass coverslips using oxygen plasma activation of the surfaces. Stainless steel connectors (0.013” ID and 0.025” OD) and microbore Tygon tubing (0.020” ID and 0.06” OD) supplied by Phymep (France) were used to connect fluid flow as described into more details previously.\(^3\)\(^3\) The medium was pushed into the channels at a controlled rate using syringe pumps. The whole setup is mounted on the microscope stage thermostated at 37 °C for video microscopy imaging.

\textbf{Biofilm growth.} Exponentially growing culture with an OD at 600 nm equal to 0.2 was injected to obtain approx. 3 × 10\(^6\) cells in each experimental channel and allowed to statically settle for about 90 min before starting medium flow at 1 mL h\(^{-1}\).

Microscopy

We used an inverted NIKON TE300 microscope equipped with motorized \(x, y, z\) displacements and shutters. Timelapse bright field and fluorescence images were collected using a 20 × 5 plan Fluor objective, NA 0.45 WD 8.2–6.9 using optical configurations detailed in ESI.†

Image analysis and correlation function calculation

The images, initially acquired in 12-bits were converted into 8-bits and auto-scaled, then binarized using ImageJ automatic procedure. Next, to analyze emerging order in the images, we calculated the radial average of the autocorrelation of the image as follows: the auto-scaled and binarized images were treated using the Radially Averaged Autocorrelation ImageJ macro (see Fig. S1, ESI) which calculates \(C(R)\) – the correlation function of an image – as \(C(R) = \langle f_i f_j \rangle\), where \(f_i\) and \(f_j\) are the values (0 or 1) for a pair of pixels separated by a distance \(R\), and the average is over all such pairs. A value of 1 means perfect correlation, of –1 perfect anticorrelation and of 0 no correlation. \(K_0\), the first zero crossing value of the function, which gives the mean size of the pattern, was determined by taking the average of the \(R\) values of the last positive and first negative values of \(C(R)\).
Flow cytometry (FCM)

Cell aggregation ability was evaluated by FCM using a Becton-Dickinson flow cytometer (FACScalibur) equipped with an Argon laser (488 nm). FCM acquisitions were performed on exponentially growing cell suspensions of the various strains used in this study. The signal of bacterial cells, including all aggregates and single cells, was sorted from background based on scattering intensities considering side (SSC) versus forward (FSC) scattering. The number of aggregates of the suspension, \( N_{ag} \), was determined from cell GFP fluorescence (channel FL1, band pass centered on 530 nm) plotted against FSC (details in Fig. S2, ESI†). The aggregation index was defined as \( i_{ag} = \frac{N_{ag}}{(N_{sc} + N_{ag})} \), where \( N_{sc} \) is the number of single cells and \( i_{ag} \) the mean GFP fluorescence intensity of the aggregates. Data were analyzed using FlowJo (Tree Star) multivariate analysis software.

Numerical simulations

We constructed a minimal and generic model to explain the formation of patterns in biofilms. For simplicity, our agent-based simulations are performed in two dimensions on a triangular lattice with \( N^2 \) vertices with periodic boundary conditions. On this lattice, we initially put cells at random vertices. These cells can diffuse with a diffusion coefficient \( D \) and interact with their nearest neighbors with an attractive interaction energy \( -E \), measured in units of thermal energy \( kT \) (\( E > 0 \)). Note that diffusion is passive in our model, reflecting the fact that our experiments employ a non-motile strain.

Because experimentally, we observe that clusters of multiple bacteria hardly move, in our model, we neglect motion of clusters, and only simulate diffusion of individual cells, with a diffusion coefficient \( D \) that depends on the variant considered (see Fig. 6B), because it is affected by the cell-substrate interaction energy \( -E' \).

In the absence of growth, our model is a simple lattice gas model, which features a liquid–gas phase transition. Equilibrium Monte Carlo simulations show that this phase transition occurs at \( E \sim 1.25kT \), in agreement with theoretical estimates based on nucleation theory and consistent with the mean-field approximation estimate of \( E = 1.2kT \). This phase transition underlies pattern formation in our complete model with growth. In practice, during biofilm formation, we observe a phase separation between a high-density phase (the patches) and a low-density phase (the space with sparse bacteria around the patches).

To describe growth, we assume that cells that have no empty nearest neighbor site cannot divide, while all others divide with a division rate \( 1/\tau_d \). Upon division, the offspring cell fills a randomly chosen neighboring lattice site.

To simulate the evolution of this system, we perform agent-based simulations, in the framework of the Gillespie algorithm, which allows exact stochastic simulations without artificial discretization of time. We simulate the dynamics of the system assuming that detailed balance is satisfied, and considering a dynamics of traps, which sets the transition rates between all possible states of the system (additional details in ESI†).

Results

F pilus-expressing E. coli develop biofilms featuring regular patterns

We initiated biofilm growth by introducing E. coli cells constitutively expressing the F pilus, which promotes biofilm formation, inside a millifluidic channel continuously supplied with growth medium at a flow rate of 1 mL h\(^{-1}\). This flow rate and this geometry were previously shown to set shear values below the threshold that prevents direct bacteria settlement. Biofilm development was monitored by collecting time-lapse images over the first 6 to 8 hours after cell injection in the channel. We noticed dynamical patterns similar to those observed in phase separation process, e.g. the spinodal decomposition of binary immiscible fluids, suggesting that some physical order underpinned the formation of these figures (Fig. 1A). To quantitatively assess the observed patterns, we computed the spatial autocorrelation function \( C(R) \) of the images of a growing biofilm during the first hours of its development. About 1 to 2 hours after flow start, the correlation curves displayed the damped oscillations typical of regular patterns (Fig. 1B). The typical domain size of the pattern, \( R_0 \), the value of \( R \) when the correlation function \( C(R) \), defined as

\[
C(R) = \frac{\langle I(R)I(0) \rangle}{\langle I(0) \rangle^2}
\]

where \( I \) is the fluorescence intensity of the aggregates, was determined from cell GFP fluorescence (channel FL1, band pass centered on 530 nm) plotted against FSC (details in Fig. S2, ESI†). The aggregation index was defined as \( i_{ag} = \frac{N_{ag}}{(N_{sc} + N_{ag})} \), where \( N_{sc} \) is the number of single cells and \( i_{ag} \) the mean GFP fluorescence intensity of the aggregates. Data were analyzed using FlowJo (Tree Star) multivariate analysis software.
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Fig. 1  A biofilm of F pilus-expressing cells spontaneously forms regular patterns. (A) Bright field microscope images of the developing biofilm 2 h 30 min; 3 h 30 min; 5 h and 6 h 40 min after bacteria injection into the channel. Scale bar is 50 μm. (B) Spatial autocorrelation functions of a developing biofilm from 1 h 30 min (dark green) to 6 h (light green) after bacteria injection. Grey curves cover the 3 h to 6 h period, every 15 min. The autocorrelation function is calculated over a 440 × 330 μm² image taken in the center of the channel to avoid edge effects. Insets show fluorescence images corresponding to times 1 h 30 min (upper one) and 6 h (lower one). The insets show channel images with 150 μm side length. (C) Coarsening of the pattern. The value $R_0$ of $R$ when the correlation function first reaches zero is shown as a function of time, averaged (red line) from 3 distinct recordings (blue dots). The power law exponent ($\alpha$) is determined (grey dashed line).

Fig. 2  Patterns can emerge in the absence of cell growth. (A) Spatial autocorrelation function of a biofilm of F-pilus expressing cells forming in the absence of growth. The top inset shows an early stage after injection (≈ 10 min), corresponding to the curve in dark green. The bottom inset shows a late time $t = 6$ h (light green curve). Intermediate times are shown in grey solid lines (1 h: 4.65 h; 5 min). For the sake of comparison, the curve for the growing biofilm is recalled (dashed grey line). (B) The value $R_0$ of $R$ when the autocorrelation function first reaches zero is shown as a function of time, averaged (red line) from 3 distinct recordings (blue dots). The dashed grey line is a reminder of the growing biofilm coarsening case. The insets show channel images with 150 μm side length.
dimensions on the substrate, with a diffusion coefficient $D$ that depends on the cell–surface interaction energy $-E'$ (with $E' > 0$), as summarized in Fig. 3.

To model growth, we assume that cells divide with a division rate $1/\tau_d$ (related to $t_d$, the doubling time, by $\tau_d = t_d/\ln 2$) provided that they are not completely surrounded by other cells yet.

The key thermodynamic parameter, which sets the equilibrium state, is $E$. However, from a kinetic point of view, the diffusion coefficient $D$ of bacteria on the surface is also crucial. Combined with the size of a bacterium, $r$, it sets a timescale $\tau = r^2/4D$. The energy $-E'$ of interaction of bacteria with the substrate impacts $D$, and thus effectively rescales time. We performed agent-based simulations of biofilm formation within this minimal and generic model (see Methods and ESI†).

**Comparison of experimental results and model’s predictions**

In our simulations, we observed the spontaneous formation of spatial patterns with gradually increasing order. Starting from randomly placed cells, clusters formed and joined into labyrinth-like patterns that thickened before merging as growth continued. This is qualitatively in good agreement with the patterns observed experimentally (Fig. 4A). Moreover, the spatial autocorrelation functions of our simulation data closely matched the experimental curves at intermediate times, as shown in Fig. 4B. The coarsening of the simulated patterns also follows a power law, similarly to the experimental case (Fig. 4C). However, the power law exponent obtained from simulations – about 4/3 – is smaller than the one found experimentally – comprised between 5/3 and 5/2 depending on the experiment (Fig. S3, ESI†). Note that the exact value of the exponent may depend on the experimental details, e.g. after injection into the channel, cells do not immediately start dividing but experience a lag phase, whose duration depends on the details of the initial cell culture and injection. Moreover, cell division does not really start before the flow is turned on and nutrients are supplied. Nevertheless, for simplicity, experimental data analysis is performed taking the origin of time when cells are injected into the channel, which tends to increase the coarsening exponent.

We also simulated the situation where no division occurs, and obtained a very good agreement with the experimental data obtained in the absence of carbon source (Fig. 5).

Overall, the behaviour predicted by the model is in good agreement with the patterning observed experimentally.

**Tuning the interaction energies suppresses the patterns, confirming model predictions**

To further test the predictions of our model, we experimentally tuned the cell–cell and cell–substrate interactions. For this, we employed *E. coli* variants with the same genetic background as our initial F pilus-expressing strain, but displaying different surface appendages. Specifically, we used the wild type strain (WT) which does not overexpress any surface appendage, the Ag43 variant, which overexpresses the autotransporter antigen 43, and the Curli variant, which overexpresses the aggregative amyloid proteins Curli. These changes are expected to significantly alter both cell–cell and cell–surface interactions.32,43

Using flow cytometry measurements as previously described,32,44 we made a quantitative evaluation of the ability of the cells to self-associate. We defined an aggregation index, $i_{agg}$, which takes into account both the aggregate mean size and the number of aggregates found in a planktonic culture of exponentially growing cells at 37 °C – corresponding to the conditions used to initiate the biofilm – (see ESI† and Fig. S2). We found that the 4 strains rank in order of increasing ability to self-associate as follows: WT < Curli < F < Ag43 (Fig. 6A). We also observed that the index of aggregation of the Curli variant significantly increased when the culture was transferred to 30 °C, in good agreement with previous findings of optimal Curli expression at 30 °C (35).

In addition, we ranked the four strains in increasing order of their cell–surface interaction strength using an adhesion index, $i_{adh}$, defined as the inverse of the surface diffusion coefficient derived from single cell surface displacement trajectories recorded within the first 20 min after cell injection in the channel (see ESI†). We obtained Ag43 < F < WT < Curli (Fig. 6B).

Considering these indexes, we took $E(WT) = 0$, $E(Curli) = kT$ and $E(Ag43) = 4kT$, where $kT$ denotes the thermal energy scale, for our simulations of these various strains (recall that $E(F)$ was taken equal to $2kT$, see Fig. 4). Our simulations also took into account the measured values of the diffusion coefficients $D$ for each strain (Tables S1 and S2, ESI†).

Typical biofilms formed by the 4 different strains are shown in Fig. 7 together with simulations obtained using cell–cell interaction energy and diffusion coefficient values matching the properties of the four strains. Note that the matching of
interaction energies is not fully quantitative given the complexity of the relationship of the aggregation index to this parameter. However, our results are robust to reasonable variations of these interaction energies, the most important point being whether $E$ is above or below the phase transition value of $1.25kT$ (see Materials and methods). Spatial autocorrelation functions were calculated (Fig. 7) for both experimental and numerical cell distributions. Noticeable differences between the four strains appeared after a few hours of growth and the simulated patterns exhibited an excellent agreement with the experimental figures, except in the case of Ag43, which cannot be described by our model as it detaches from the surface. Indeed, its energy of interaction with the surface is low and pushes the system in a regime where the shear stress imposed by the flow cannot be neglected anymore. We found that only the F-expressing strain gives rise to the oscillating autocorrelation function characteristic of regular pattern formation. No order emerged from WT and Curli samples, whether in experiments or in simulations.

These results indicate that the pattern morphology depends on the basic physical parameters of our model in the way predicted. This represents a strong validation of our model.

**Recruitment of WT cells in the pattern formed by F-expressing cells**

We observed experimentally that WT cells which by themselves did not form ordered spatial distributions (Fig. 7), were recruited to patterns in the presence of F-expressing cells. Specifically, we initiated biofilm formation by mixing GFP-expressing WT cells with F-expressing cells devoid of fluorescent label at different F to WT ratios, namely 3:1; 1:1 and 1:3. The results displayed in Fig. 8A show that in the three mixtures WT type cells (the fluorescent ones) appear to self-organize with a degree of order similar to the pure F system (see Fig. 1 and 4), albeit decreasing in the case of the 1:3 F to WT cell mixture (Fig. 8A). Note that the observed fluorescent cell clusters comprise both non-fluorescent (F) and fluorescent cells (WT) and display a fluorescent intensity which reflects the cell type ratio.
In order to test whether our model could account for this interesting behavior, we simulated the experimental mix, considering a F:WT interaction energy $E^0 = 1.5kT$, slightly smaller than that between F cells but larger than that between WT cells. The experimentally measured diffusion coefficients (Tables S1 and S2, ESI†) were taken into account for each cell type. Remarkably, the simulations also reported some degree of patterning, in qualitative agreement with experiments (Fig. 8B and C). However, quantitative agreement was less good than in the homogeneous systems. Indeed, the characteristic lengths and times as well as the amplitudes of the correlation provided by the model were smaller than the ones found in the experiments, thus suggesting that the interplay of the interactions might be slightly different in the real system.
The work reported here presents a simple physical model that explains the striking spatio-temporal patterns exhibited by an F-pilus over-expressing *E. coli* strain as it builds a biofilm under constant flow of nutrients. The model also correctly predicted the distinct arrangements formed by wild type cells and other variants upon the same genetic background. In addition, the model qualitatively explains that F-bearing cells enroll their WT kindred into their typical pattern when mixed together, thereby further validating our theoretical description.

We thus deciphered the original spatial self-organization of a non-motile *E. coli* strain growing under flow. This situation involves a constant division rate and no resource depletion within the first hours of biofilm development, when the patterns emerge. Importantly, these conditions – relevant in many real-life immersed adherent microbial communities, e.g. in animal vascular systems, as well as in artificial devices or natural hydrologic networks – substantially differ from those of the standard agar Petri dish extensively employed in previous studies dedicated to microbial spatio-temporal patterns (e.g. ref. 24–26 and 29).

The theoretical model we proposed is based on phase separation driven by cell–cell interactions, with kinetics that depend on the cell–surface adhesion, in a context of constant cell division. Note that our minimal model was implemented in a discrete way through agent-based simulations, thus mimicking the discrete nature of cells.

Our model captures most experimental observations, with good quantitative agreement in single-strain cases and qualitative agreement for mixtures. It demonstrates that sophisticated collective cellular behaviors such as ordered spatial organization
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can be obtained by combining very few and universal physical driving forces. In particular, chemotaxis, which is an important biological mechanism known to induce pattern formation in microbes,\textsuperscript{24-26} is not involved in our study, which concerns non-motile cells. From this perspective, our model is close to the one recently developed by Cates and coworkers, which involves a phase separation induced by density-dependent motility, independently of chemotaxis.\textsuperscript{40} In their model, the phase transition was arrested by logistic growth. Xavier and colleagues also proposed a model for higher-order structures in biofilms which does not involve chemotaxis but nevertheless requires resource limitation.\textsuperscript{29}

The model we proposed here can be summarized as a non-arrested phase separation driving a transient spatio-temporal organization, where the continuing growth finally disrupts the pattern as cells take over the whole surface. The fact that pattern coarsening essentially arise from cell division explains the large values of the power law exponent compared to phase separation in fluids.\textsuperscript{19,41,45} Consistently, a stationary ordered spotted pattern exhibiting a characteristic length was observed in the absence of cell division.

Our results reveal that the values of the cell-cell and cell-surface interaction energies determine the pattern morphology, as demonstrated using a set of variants of the same genetic background expressing distinct surface appendages. The cell-cell interaction also allows F cells to recruit WT cells into the patterns. This provides an example where co-aggregation, already recognized essential for the development of multispecies biofilm,\textsuperscript{46} confers to kindred the potential advantage to grow in patterns.

We thus elucidated the conditions supporting the formation of ordered spatio-temporal organization in a bacterial biofilm growing under a mild flow of nutrients, an experimental design not known so far to promote such patterned spatial distribution although three-dimensional regular ripples have already been observed in Xylella fastidiosa biofilm (bacteria isolated from plant fluid) grown under flow. This specific system has motivated a multiphase mathematical model\textsuperscript{47} more complex than ours. In our case, the mechanism underlying pattern formation is remarkably simple and generic, which makes it likely to occur in various natural systems. This is reminiscent of spatiotemporal self-organization present at very different scales such as vegetation patterns\textsuperscript{48} or animal ecosystems\textsuperscript{18,49} which have been shown to improve system resilience to catastrophic shift.\textsuperscript{30-52} Whether this is also the case for microbial patterns deserves further investigation. So far, the impact of pattern formation at the level of microbial communities has been considered from the perspective of the competition of genotypes\textsuperscript{52-54} and in the general context of the impact of population structure on evolution.\textsuperscript{55-59} In addition, heterogeneity has long been recognized as a major trait of the biofilm lifestyle\textsuperscript{14,54,60} but knowledge about the direct impact of defined patterning on biofilm properties progresses slowly.\textsuperscript{51,62} However, the formation of these non-uniform cell-density distributions is expected to drive important outcomes for the biofilm. Creating local enrichment and boundaries, they generate gradients of density and metabolites\textsuperscript{14} likely to trigger local cell responses such as cell-cell communication – in \textit{E. coli} for instance, aggregation has been shown to enhance AI-2-mediated signaling, biofilm formation and stress resistance.\textsuperscript{43} Other specific functions\textsuperscript{5,63-65} are also expected to occur with a timing significantly differing from uniform distributions in patterned populations, thereby altering community fate. Also worthy of interest is the specific succession of figures associated with phase separation-based mechanisms such as ours. Initially, they form islands potentially offering microniches favorable for variant emergence; next they combine into a labyrinth of continuous material which might be important for signal transmission efficiency, as suggested by the recent findings of Larkin and co-workers showing that transmission becomes possible when the adherent community is organized near a critical phase transition between a disconnected and a fully connected conduit of signaling cells.\textsuperscript{66}

To summarize, we demonstrated that the interplay of physical interactions and spontaneous diffusion of bacteria on a surface are sufficient to explain a whole zoology of surface colonization figures, including regular patterns. The mechanism does not involve initial biological signaling or sensing, in contrast with the hypothesis of the biofilm as a developmental differentiated entity.\textsuperscript{9,10} Our model rather advocates that physical forces can initially drive the formation of the biofilm towards a precise spatial organization, which can in turn shape biological response according to local density and biofilm-induced physicochemical alterations of the environment. In other words, we propose here a
mechanism where specific biological processes such as chemotaxis and quorum sensing occur under conditions that are physically predefined.

Our work gives clues to think about functional biofilm control strategies amenable to profoundly remodel the biofilm settlement by tuning simple physical processes such as adhesion and diffusion. This opens new avenues to elucidate the role of initial spatial patterning in biofilm development.
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