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Highlights
- Probabilistic influence of geometry and material properties in lattice structures are captured in finite element simulations.
- A new probabilistic model for strength and fracture strain distribution is proposed.
- Variograms of 3D digital image correlation are used for correlation length determination.
- Probabilistic methods are valuable for robust design with lattice structures.

Graphical Abstract

Abstract
Filigree lattice structures are sensible to geometrical imperfections and the scatter of material parameters which all depend on the stability of the manufacturing process. The aim of this study is to analyze these effects for polymer lattice structures and incorporate them in a finite element model for robust design. Micrographs of lattice structure slices show a smaller diameter for vertical struts. Basic mechanical tests on bulk material exhibit a tension-compression asymmetry which is captured with a Drucker-Prager material model in simulations. Digital image correlation measurements allow to determine true material properties. Plateau stress and failure strain are a result of the biggest flaw in the specimen. Hence, a new model to determine their probability distribution is proposed. This model outperforms standard approaches deriving the probability distribution from the central moments. A spatial correlation of geometric deviations and scatter of the material is investigated with variography subsequently allowing to model the varying properties with random fields. Simulations of dog-bone specimens show that the probability distributions of material properties are captured well. Also simulations of lattice structures are able to represent the probability distributions of their homogenized mechanical properties. The whole stress-strain response and the failure progression agree well with experimental results.
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1. Introduction
Although cellular structures have already been explored in the past [1–3], the progress in additive manufacturing over the past decade has further enhanced the excitement, as many manufacturing restrictions are abolished. The combination of mathematics and manufacturing is particularly powerful where two disciplines, topology optimization and additive manufacturing, profit from
each other [4,5]. One of the few remaining constraints is the resolution of the prints where filigree cellular structures push the limit. Tailoring unit cells according to the specified requirements by topology optimization takes full advantage of additive manufacturing [6]. Lattice structures consisting of many unit cells can be seen as metamaterials and are attractive to many disciplines such as heat conduction [7–9], medical engineering [10,11], chemical reactors [12–14] or structural design [15] to mention a few.

Lightweight design has become increasingly important, as it leads to energy savings in the transport sector and thus has ecological as well as economic benefits. For lightweight structural applications Ashby [16] suggests stretch-dominated cellular materials because of their higher stiffness and initial collapse strength. Sigmund [17] reported that closed-wall unit cells perform best with regard to stiffness under triaxial loading, however, these are not suited for many 3D printing applications as material can get entrapped. The surplus material does not support the mechanical behavior but increases weight. Hence, it is not favorable in lightweight design. This is valid for all processes with a powder bed (for instance selective laser sintering and melting) or a resin bath (for example stereolithography (SLA)) which are three of the four major techniques in additive manufacturing. An optimized open-wall unit cell with regard to stiffness under triaxial loading is composed of struts along the edges of a cube and thus called “cubic” [17,18]. In addition, a non-uniform parameterization of the individual struts is possible leading to an anisotropic unit cell and shows improvements with regard to compliance minimization [19]. The cubic unit cell is therefore analyzed in this study. We focus on tensile tests of lattice structures as they are rather rare in the literature so far [20] and equally important for lightweight structural applications. The lattice structures are manufactured in an SLA process with a photopolymer resin.

Further insights into the deformation behavior of lattice structures can be gained by the finite element method (FEM) which allows a higher temporal and local resolution of the stresses and strains. In a straightforward manner different unit cells were investigated with respect to stress concentrations using linear-elastic material models [21–24]. The nonlinear material behavior of lattice structures has been reproduced in several studies with elastoplastic models using different definitions of the plastic flow such as von Mises [25–28], Johnson–Cook [29], Gurson-Tvergaard-Needleman [30] or Hill [31]. The progressive damage was accounted for by some researchers [32,30,33]. So far, a tension–compression asymmetry was not considered in the plasticity models for lattice structures despite the fact that additive manufacturing is prone to imperfections such as pores which are dependent on the process parameters [34]. These pores are more severe under tensile loading due to higher stress concentrations resulting in earlier failure [35]. This is even more critical for polymer materials where the strength differential is naturally inherent even without defects. This might explain the differences in the plastic regime of experiments and simulations Ling et al. [27] found, as they calibrated the material model with bulk tensile tests and used it in compressive lattice simulations. To account for the tension–compression asymmetry, we use a Drucker–Prager yield surface in this study.

In filigree lattice structures imperfections leave uncertainties in the design especially when the limits are pushed to small volume fractions. The traditional approach of using safety factors is not desirable in structural lightweight design. Two competing aims need to be satisfied: (i) the safety factor has to be as high as possible to be sure that the structures can withstand the load and (ii) the safety factor should be as small as possible to save weight. As safety factors only depend on past experience, this leaves engineers with a dilemma. In such cases, probabilistic analysis is an approach for more rational decisions [36]. The stochastic FEM is one of the methods frequently used in the past [37]. In this study, we use the Monte-Carlo simulation framework, where several realizations of the design with random stochastic varying input parameters are analyzed in terms of their varying resulting performance. Generally the stochastic variation of material properties, geometry and loads can be analyzed [38]. Kriegesmann et al. [39] successfully applied probabilistic methods on structures with geometric and loading imperfections. Also for lattice structures stochastic effects have been analyzed for a shape optimized unit cell [40]. On the structural level, only few investigations regarding geometry imperfections and varying material properties allowed a comparison of simulated with experimentally observed stochastic distributions [41,42]. In order to incorporate stochastic variations of the geometry in the model, different approaches can be found in the literature. Scanning electron microscopy (SEM) images were analyzed and imperfections of the struts were represented in models by stacked beams with different cross-section diameters [43] or by stacked intersecting spheres [44]. In other studies computed tomography (CT) scans of cellular materials were captured and then directly used as models [45,26]. As this is usually computationally expensive, Lozanovski et al. [28] developed a modeling approach with elliptical cross-sections joined by a loft operation. Input parameters were gathered from slices of CT Images and then applied on the model for individual struts and complete lattices. They also determined varying effective strut properties and applied them on straight beam elements in full lattice models [46]. Moreover, geometrical imperfections were modelled by introducing buckling eigenmodes [47]. With regard to material property variations different implementations were found. For honeycomb structures the elastic modulus was varied together with the sheet thickness based on assumed coefficients of variation [48]. Furthermore, a stochastic approach for the elastic properties as well as the geometry was used for foams [49]. In this case a spatial correlation was analyzed and applied with random fields. Yet, studies capturing variations in the nonlinear part of the material model (plasticity and failure) are rather rare even outside the field of cellular materials. Ning et al. [50] implemented a probabilistic FEM for elastoplastic materials but did not validate it with experiments. Amani et al. [30] used the porosity gained from CT scans to vary the plastic material properties of their Gurson-Tvergaard-Needleman model which needs the porosity as an input. However, they only directly transferred the CT data to the FEM model in one deterministic case without considering several realizations to capture the scatter. Clouston and Lam [51] worked on strand-based wood composites and captured the variation in plastic properties. They included a size effect for the strength when evaluating different specimen volumes. Good results were obtained in validations with experiments in different loading cases. Yet, including the size effect in the probability distributions of the plastic properties adds geometric influences to the material, making it impossible to distinguish the individual effects. This shows the challenge in probabilistic analysis of material properties that are governed by localization phenomena like plasticity. However, modeling these phenomena is crucial for a robust design. The linear elastic regime can be considered relatively safe anyway, but especially the nonlinear behavior afterwards needs to be analyzed. Hence, the aim of this work is to implement a probabilistic analysis capturing geometrical imperfections as well as variations of the material properties also beyond the linear elastic limit. A new model is proposed on how to determine the probability distribution of local properties like strength and fracture strain.

This study is comprehensive and structured as follows. In Section 2 the utilized materials and methods are introduced. The sample preparation is explained and subsequently a description of quality control, geometry and material characterization is given.
Afterwards, variography and a new model to determine the probability distributions of material properties governed by local phenomena are presented. These are used in the following for the stochastic variations in the FEM modeling. The results are presented and discussed in Section 3, starting with the quality control of the post-curing, geometrical deviations and material properties. Correlation length and probability distributions of the parameters with variography and the newly proposed model are shown. A verification of the material model as well as validations of the material property and geometry deviation distributions are carried out by a comparison of FEM simulations with experiments. Conclusions are drawn in Section 4.

2. Materials and methods

In this section, the sample preparation is described with a quality control of curing by differential scanning calorimetry (DSC). The characterization of the geometry and the mechanical testing procedure are presented. The use of variography to generate parameters for random fields of varying specimen properties is explained and a model is proposed to estimate the stochastic distribution of local mechanical properties. Finally, the FEM model is introduced.

2.1. Sample preparation

To analyse the stochastic variation of dimensional accuracy and the mechanical properties, specimens are manufactured in an SLA process with a 3D printer (Form 2, Formlabs Inc., Somerville, MA, USA) and a photopolymer resin (Clear, Formlabs Inc., Somerville, MA, USA). After printing, excess resin is removed in an isopropanol bath. Post-curing is performed in an ultraviolet (UV) radiation oven (Form Cure, Formlabs Inc., Somerville, MA, USA) at 60 °C for 4 h. Afterwards, support structures are removed and the contact points are polished with sandpaper. To characterize the material properties, three different specimens are analyzed. Tensile properties are evaluated with dog-bone specimens of type 1BB with a thickness of 3 mm according to DIN EN ISO 527–2 [52]. Compressive tests are performed with rectangular block specimens of type B after DIN EN ISO 604 [53]. The critical strain energy release rate is investigated with single-edge-notch bending (SENB) specimens with dimensions of 40 mm × 8 mm × 4 mm in agreement with ASTM D5045 [54]. A notch of 4 mm is introduced by a precision saw (Brilliant 220, ATM Qness GmbH, Mammelzen, Germany) with a 150 μm diamond cut-off wheel followed by initiating the natural crack with a razor blade in a sawing motion. All specimens for the material characterization are printed with a layer height of 100 μm.

The unit cell of the cubic lattice consists of three orthogonal struts with a diameter of 1.1 mm. Fillets are added to reduce stress concentrations as shown in Fig. 1a. The unit cell has a dimension of 4 mm × 4 mm × 4 mm, yielding a volume fraction of approximately 20 %. The unit cells are periodically repeated 5 × 5 times over the cross-section and 6 times over the length to form the lattice structure specimens. The unit cell repetitions are chosen in such a way that the influence of a size effect is small. According to Andrews et al. [55], the size effect vanishes with a ratio of 5 to 8 of the specimen size to the unit cell size, depending on whether a closed or open cell foam is considered and whether the stiffness or the strength is analyzed. In contrast to foams, the lattice structure in this study are periodic so the results might not be perfectly transferable. To reduce computational time in the numerical model, a ratio of 5 is chosen for the cross-section. In order to allow an oblique fracture, a length of 6 unit cells is chosen. The load introduction is realized by a clamping area connected to a base plate with a fillet. In addition, two rows of cells with a gradient in volume fraction are added in between to reduce the stiffness jump from the bulk clamping area to the lattice structure preventing early failure [56,35]. The gradient in volume fraction is realized by an increasing strut diameter towards the base plate. The morphological characteristics of the unit cells with a gradient and in the middle section of the lattice structure specimens, as specified in computer aided design (CAD), are summarized in Table 1. The diameter of the lower strut \( d_l \) towards the base plate, the diameter of the upper strut \( d_u \) towards the unit cells in the middle section, the diameter of the horizontal struts \( d_h \), the fillet radius \( r_f \) and the resulting volume fraction \( V_f \) are given. The lattice structure specimen with the gradient in volume fraction at the load introduction is presented in Fig. 1b. As the lattice geometry is more complex, a higher resolution of the layer height with 25 μm is used. Preliminary experiments with different layer thicknesses only showed minor differences that were within the reproducibility of the printing process of such a low-cost SLA printer. The lattice structure specimens are built as indicated in Fig. 1b, so that building direction and loading direction coincide. Finally, the material characterization and lattice specimens with their dimensions in mm are summarized in Fig. 2.

2.2. Differential scanning calorimetry

Zguris [57] suggests post-curing at 60 °C for 1 h in a UV oven. However, it remains unclear why this conclusion is drawn as the strength of the material still increases for curing longer than 1 h. An own preliminary study showed that stiffness and strength reach a plateau after approximately 4 h. For quality control of the curing degree of the specimens, a thermal analysis is performed by DSC (DSC 204 F1 Phoenix, NETZSCH-Gerätebau GmbH, Selb, Germany). An exemplary sample of approximately 15 mg is cut from the specimens and analyzed from −20 °C to 230 °C with a rate of 20 K min⁻¹ under nitrogen atmosphere. A dog-bone specimen is tested (i) as printed without post-curing, (ii) post-cured only in the oven at 60 °C for 2 h and (iii) post-cured only by UV radiation for 2 h as references to investigate the different influences of the the curing mechanisms. Moreover, a dog-bone specimen (iv) and a lattice structure (v) both post-cured in a UV oven at 60 °C for 4 h are examined. Incomplete curing is visible by residual reaction enthalpy occurring during heating the sample.

2.3. Geometry characterization

Regarding the mechanical properties of the lattice structures, the smallest diameter of the struts in loading direction is crucial. Furthermore, also the diameter of horizontal struts is important for the transverse contraction behavior. Thus, the dimensional accuracy of the struts is explored with digital microscopy (VHX-6000, Keyence Deutschland GmbH, Neu-Isenburg, Germany). To also get an insight in the strut dimensions in the inner part of the lattice, the load introduction is removed and the remaining lattice is sliced in five parts by a precision saw (Brilliant 220, ATM Qness GmbH, Mammelzen, Germany) as depicted in Fig. 3. A micrograph of each slice is taken and the vertical \( d_v \) and horizontal diameters \( d_h \) of the struts are evaluated. A total of six specimens is analyzed yielding 150 vertical and 144 horizontal strut diameter measurements.

2.4. Mechanical testing

In order to determine the variation in the material properties, uniaxial tensile tests according to DIN EN ISO 527–1 [58] are performed on a universal testing machine (Z2.5, ZwickRoell GmbH & Co. KG, Ulm, Germany) with a crosshead speed of 0.25 mm min⁻¹. Here, 9 specimens are tested and clamped by screw grips. Aspoly-
mers often show a tension–compression asymmetry [59], also uni-
axial compressive tests conforming with DIN EN ISO 604 [53] are
executed. A universal testing machine (Z010, ZwickRoell GmbH &
Co. KG, Ulm, Germany) with a crosshead speed of 1 mm min \(^{-1}\) is
utilized to evaluate 15 specimens. Polypropylene films are placed
between the dies and specimens to avoid bulging due to friction
during the experiment. The critical strain energy release rate can
be used to capture progressive damage. Therefore, SENB tests in
agreement with ASTM D5045 [54] are conducted on the universal
testing machine (Z2.5, ZwickRoell GmbH & Co. KG, Ulm, Germany)
where the specimens are supported by rollers with a diameter of
6 mm and a spacing of 32 mm. A crosshead speed of 10 mm min \(^{-1}\)

![Cubic unit cell with 20% volume fraction. Lattice structure specimen with gradient at load introduction.](image)

**Table 1**
Morphological characteristics of the unit cells as specified in CAD.

| Unit cell       | \(d_l\) / mm | \(d_u\) / mm | \(d_h\) / mm | \(r_f\) / mm | \(V_f\) / % |
|-----------------|--------------|--------------|--------------|--------------|-------------|
| 1st gradient    | 3.2          | 2.15         | 2.68         | 0.39         | 65          |
| 2nd gradient    | 2.15         | 1.1          | 1.63         | 0.91         | 33          |
| Middle section  | 1.1          | 1.1          | 1.1          | 1.32         | 20          |

![Types of specimens used for material characterization and lattice structure specimens with their dimensions in mm: tensile test (upper left), SENB test (upper right), compressive test (lower left), lattice structure tested in tension (lower right).](image)
is used to test 10 specimens. In order to determine the initial crack length, the fracture surface of the SENB specimens is captured by light optical microscopy (BX51, Olympus Deutschland GmbH, Hamburg, Germany) subsequent to the mechanical tests.

The mechanical characterization of the lattice structures is performed on a universal testing machine (Z2.5, ZwickRoell GmbH & Co. KG, Ulm, Germany) with a crosshead speed of 1 mm min\(^{-1}\) and a clamping with screw grips. The analysis consists of 19 specimens. As the performance of lattice structures is often evaluated against bulk material with regard to the weight savings, homogenized properties are desirable. The force \(F\) carried by a cross-section of the volume enclosing all unit cells \(A_0\) is used to obtain the homogenized engineering stress \(\sigma_{\text{hom}}\) of the lattice structure specimens as depicted in Fig. 4a.

Strain measurements for the bulk tensile and compressive specimens characterizing material properties as well as for the lattice structure specimens are carried out with 3D digital image correlation (DIC) (Aramis 4 M, GOM GmbH, Braunschweig, Germany). The specimens are coated with white aerosol paint. A speckle pattern with black aerosol paint is applied after drying the first layer. DIC measurements allow to determine the engineering strain on the tensile and compressive bulk specimens by continuously tracking the distance change between two points, very similar to classical measurements with an extensometer. In that case, the initial measuring distance is chosen to 10 mm according to the standards DIN EN ISO 527–2 [52] and DIN EN ISO 604 [53]. Moreover, DIC measurements allow to evaluate the macroscopic homogenized strain of the lattice structures in a similar way without the influence of the load introduction geometry. Here, the homogenized engineering strain \(\varepsilon_{\text{hom}}\) is captured by continuously tracking the distance change \(\Delta L\) between two points on the lattice cells in the middle part, with no gradient in volume fraction and an initial distance \(l_0\) (see Fig. 4b). An even bigger advantage of DIC measurements is that they allow to measure the whole strain field. Hence, higher local strains at the necking of the tensile material characterization specimens and in the individual struts of the lattice structure specimens can be visualized. In case of the dog-bone specimens, the DIC software (Aramis 2016, GOM GmbH, Braunschweig, Germany) allows the evaluation at a single point of the true strain field. However, these single point measurements often show highly oscillating results, when facets are not recognized well. This is interpreted by the software as artificially large distortions. Instead, to determine the true strain of the dog-bone specimens, the change in distance \(l\) between two points in the necking region, with an initial distance \(l_0\) of approximately 1 mm, is monitored. The initial distance is chosen in such a way, that the highest homogeneous strain in the necking is captured. The true strain \(\varepsilon_{\text{true}}\) is then calculated by integration with

\[
\varepsilon_{\text{true}} = \int_{l_0}^{L_0} \frac{1}{L} \, dL = \ln \left( \frac{L}{L_0} \right) \quad (1)
\]

The transverse contraction in the necking area of the tensile material characterization specimens can be studied by DIC measurements without previously knowing its location. The transverse strain is recorded by the distance change between two points spanning the width of the specimen in the necking region. Assuming that the material is isotropic, this gives insights in the change in cross-sectional area and thus allows to determine the true stress.

### 2.5. Random fields and variography

The variation of properties such as geometry or material parameters is often spatially correlated. The properties at two different spatial points are usually more similar, the closer the points are. The reason for this is the manufacturing process. For instance, when there is shadowing in the post-curing process with the UV oven, then not only a tiny spot is affected, but also the regions around this spot see less curing energy due to partial shadowing. Hence, random fields are used to model a spatial correlation in the varying properties [60]. We assume a constant trend of the properties, a similar distribution at all spatial points and no directional dependence, thus a stationary, homogeneous and isotropic random field. Such a field for a property \(x\) can be generated from an uncorrelated random field by the inverse of the Mahalanobis transformation [61] with

\[
x = \Sigma^{\frac{1}{2}} z + \mu_x,
\]

where \(z\) is a vector of uncorrelated random numbers with zero mean and a standard deviation of one. The vector \(\mu_x\) contains the mean of \(x\) and \(\Sigma\) is the covariance matrix of \(x\). Assuming a stationary random field with variance \(\sigma^2\), the entries of the covariance matrix

\[
\Sigma = r(\Delta \xi) \sigma^2
\]

can be calculated from the spatial autocorrelation function \(r\) depending on the distance of two points \(\Delta \xi\). The square root of the covariance matrix can be calculated via spectral decomposition

\[
\Sigma^{\frac{1}{2}} = QD^{\frac{1}{2}},
\]

with \(Q\) being a matrix containing the eigenvectors of \(\Sigma\) and \(D\) being a diagonal matrix with the eigenvalues of \(\Sigma\) [41]. To save computational time, only eigenvalues that are at least a tenth of the largest

---

**Fig. 3.** Cutting of the lattice structure specimens and micrograph analysis for the geometry characterization by strut diameter measurements. The diameter of vertical struts \(d_v\) in loading direction and horizontal struts \(d_h\) perpendicular to it are highlighted.
A measure for the difference of the property increase in difference. To construct the variograms we use SCIKIT GSTAT. Since the sill is often not easy to recognize because it is reached with a certain separation distance is given by the empirical Math-

eron semivariance with a certain separation distance.

\[ \gamma(h) = \frac{1}{2N(h \pm \delta)} \sum_{i,j \in [h: h]} (X(x_i) - X(x_j))^2, \] (5)

where \( h \) is the separation distance usually used as a discrete distance within a certain tolerance \( \delta \) where measurements are grouped, \( N \) is the number of point pairs with separation distance \( h \) and \( x_i \) and \( x_j \) are spatial points. Afterwards a mathematical function to describe the spatial relation is fitted through the variogram. For instance, the spherical model is given by

\[ \gamma(h) = \begin{cases} c_0 + c \left( \frac{h}{a} - \frac{1}{2} \right)^3, & \text{for } 0 < h \leq r, \\ c_0 + c, & \text{for } h > r, \end{cases} \] (6)

with \( c_0 \) being the nugget, \( c + c_0 \) being the sill and \( r \) being the range. Since the sill is often not easy to recognize because it is reached asymptotically, we use the distance where 0.95 of the sill is reached as the correlation length \( l_c \). Afterwards there is only a small increase in difference. To construct the variograms we use SCIKIT GSTAT [65].

2.6. Stochastic distribution of local mechanical properties

Determining the stochastic distribution of the mechanical properties is straightforward for quantities that are affected by the whole specimen such as the stiffness. They can be derived from the central moments and the histograms of the experimental results, which we call the “standard approach” in the following. However, for quantities that are dominated by local events like the true strength and local fracture strain, the standard approach is not sufficient. The experiment only shows the weakest part of the specimen or in other words the volume with the biggest flaw which was already found by Weibull. Testing the remaining parts of the specimens for a second time would lead to a higher strength as the decisive defect in those sections of the specimen is smaller than in the initial specimen. This also means, that the larger the tested volume, the weaker the experimental outcome as the probability to have a critical flaw is higher. Assuming to have the distribution of the property from the sections with the biggest flaw over the whole specimen would lead to an artificially poor performance of the model. Hence, a new method is proposed to determine the stochastic distribution of these properties, which we call “local probability density function (PDF) model” hereafter. It is based on the assumption that the specimens consist of sections that have different properties depending on the flaws within them as depicted in Fig. 5a (the flaws are not considered directly but in a continuum mechanical sense as a homogeneous lower value of the property at that section). The basic idea is to find the probability \( p \) of the property \( x \) to be below \( x = x_{\text{exp, min}} \) and especially above \( x = x_{\text{exp, max}} \) the experimental results. Knowing these, a PDF \( f(x) \) can be determined. The procedure is illustrated in Fig. 5b.

First, the part on the left-hand side of the experimental results in the probability density function is estimated. From all tested specimens with a specified number of sections only one has the minimal determined property or less. The probability \( p \) of a property \( x \) being below the lowest experimentally measured property \( x_{\text{exp, min}} \) is determined by

\[ p(x \leq x_{\text{exp, min}}) = \frac{1}{n_{\text{spec}} n_{\text{sec}}} \sum_{i=1}^{n_{\text{spec}}} \sum_{j=1}^{n_{\text{sec}}} \mathbb{1}(x_i < x_{\text{exp, min}}), \] (7)

where \( n_{\text{spec}} \) is the number of specimens tested and \( n_{\text{sec}} \) is the number of sections per specimen with homogeneous properties. To estimate the part on the right-hand side of the experimental results in the probability density function, a tree diagram helps to visualize the derivation (see Fig. 6). Only for one of the tested specimens all the sections are greater or equal to the highest experimental result. The probability \( p \) of a property \( x \) being above the highest experimentally measured property \( x_{\text{exp, max}} \) can be calculated by

\[ p(x \geq x_{\text{exp, max}}) = \frac{1}{n_{\text{spec}} n_{\text{sec}}} \sum_{i=1}^{n_{\text{spec}}} \sum_{j=1}^{n_{\text{sec}}} \mathbb{1}(x_i > x_{\text{exp, max}}) \]

\[ \iff p(x \geq x_{\text{exp, max}}) = \exp \left( \frac{1}{n_{\text{sec}}} \ln \left( \frac{1}{n_{\text{spec}}} \right) \right). \] (8)

To strengthen our hypothesis we look at the limiting cases. When we test an infinite number of specimens, the possibility is close to zero for higher values of the property than found in the experiments

\[ \lim_{n_{\text{spec}} \to \infty} p(x \geq x_{\text{exp, max}}) = 0. \] (9)

Testing infinitely long specimens means we have an infinite number of sections with the property being above the highest value found in the experiments

\[ \lim_{n_{\text{sec}} \to \infty} p(x \geq x_{\text{exp, max}}) = 1. \] (10)

In other words, the more specimens we test, the better we know the boundaries of our distribution. The longer the specimens are, the less we know about the part on the right-hand side of the maximum value we measured.
Having two fixed points on the PDF, a normal distribution can be fitted by solving a nonlinear system of equations with the unknowns $\mu_x$ and $\sigma_x$:

$$\begin{bmatrix} \int_{x_{\text{exp,min}}}^{x_{\text{exp,max}}} f(x; \mu_x, \sigma_x) \, dx - p(x \leq x_{\text{exp,min}}) \\ \int_{x_{\text{exp,max}}}^{x_{\text{exp,min}}} f(x; \mu_x, \sigma_x) \, dx - p(x \geq x_{\text{exp,max}}) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}$$ (11)

where $f(x; \mu_x, \sigma_x)$ is the probability density function of the experimental quantity $x$ depending on the parameters mean $\mu_x$ and standard deviation $\sigma_x$. We use a normal distribution, since the real distribution is unknown and according to the central limit theorem, adding up independent identically distributed random effects, the overall effect tends to the normal distribution for a large number of samples. However, any other distribution with two parameters defining the shape can analogously be applied.

### 2.7. FEM model

FEM simulations are performed with the commercial FEM code ABAQUS/Standard 2019 considering finite deformations. Due to instabilities caused by progressive damage an implicit dynamic time integration method with a backward Euler operator is used allowing improved convergence behavior [59]. An unsymmetrical equation solver is applied since symmetry of the material Jacobian is lost when the ductile damage evolution model is applied [59]. In order to account for the differences of tensile and compressive strength of the photopolymer, an asymmetric elastoplasticity material model with continuum damage is employed capturing the progressive failure of the lattice structures. A Drucker-Prager model [69,70] is suggested by Morel et al. [71] as good engineering practice without the need for coding a user defined subroutine for the modeling of thermosetting polymers. ABAQUS’ built-in hyperbolic Drucker-Prager plasticity model is used, where the yield function $\Phi$ is given by

$$\Phi = \sqrt{(d_0 - p_0 \tan(\beta))^2 + \sigma_{\text{vm}}^2 - p \tan(\beta) - \tilde{d}^2} \leq 0.$$ (12)

where $\sigma_{\text{vm}}$ is the von Mises equivalent stress, $p$ is the hydrostatic pressure, $\beta$ is the friction angle or the asymptotic slope in the meridional plane, $p_0$ is the initial hydrostatic tensile strength, $d$ is the hardening parameter and $d_0$ is the initial value of the hardening parameter. The hardening parameter is obtained by

$$d'(\tilde{\sigma}) = \sqrt{(d_0 - p_0 \tan(\beta))^2 + \sigma_{\text{vm}}^2 + \frac{\sigma_{\text{vm}}^2}{3}},$$ (13)

where $\sigma_{\text{vm}}$ is a multilinear curve of the yield stress depending on the plastic strain from the uniaxial tensile experiments of the bulk material. For polymers, generally nonassociated flow is assumed [59]. The flow potential is given by

$$\Psi = \sqrt{(\tilde{\sigma} \tan(\psi))^2 + \sigma_{\text{vm}}^2} - p \tan(\psi).$$ (14)

---

**Fig. 5.** A dog-bone specimen assumed to consist of sections with different properties (a) and procedure to determine a model for the probability distribution of local weakest link quantities (b).

**Fig. 6.** Tree diagram for a specimen consisting only of sections with the property $x$ being above the highest experimentally measured result $x_{\text{exp,max}}$ Visualizing the derivation of Eq. 8.
with $\sigma_{0y}$ being the initial yield stress, $\psi$ being the dilatation angle and $\kappa$ being the eccentricity, a parameter determining the bending of the flow potential. *ABAQUS*’ built-in ductile criterion is used for damage initiation as previously by Chevalier et al. [72] for a thermosetting polymer. Here, the stress-carrying capability of the element is reduced linearly when the accumulated equivalent plastic strain $\dot{\varepsilon}_p$ reaches the plastic strain at the onset of damage $\dot{\varepsilon}_{p,D}$. An energy-based damage evolution is chosen to avoid mesh dependency. Knowing the critical energy release rate $G_e$, the accumulated equivalent plastic strain at failure $\dot{\varepsilon}_{p,f}$ can be determined from

$$G_e = \int_{\dot{\varepsilon}_{p,f}}^{\dot{\varepsilon}_{p,D}} L \sigma_{pl} \, d\dot{\varepsilon}_p,$$  \hspace{1cm} (15)

where $L$ is the characteristic element length. To overcome convergence difficulties, viscous regularization is employed [59].

The material model is calibrated with the average true stress–true strain curve obtained from DIC measurements of uniaxial tensile tests on dog-bone specimens. Although polymers show a slight nonlinearity very early, we assume plastic flow to occur not before 70% of the yield stress (defined by the horizontal tangent in the strain–stress curve in polymer standards) is reached. This reduces computational time and the deviations are small. The tension–compression asymmetry is adjusted with 70% of the compressive yield stress analogously. Displacement controlled, single element tests on hexahedrals with uniaxial tension and compression are carried out to verify the material model. A comparison of the calibrated numerical model to the experimental tests will be later discussed in Fig. 16b.

Dog-bone specimens are simulated to validate the stochastic distribution of the material properties. All three translational degrees of freedom are fixed at one end of the bar and a tensile displacement is applied at the other end. For the discretization, *ABAQUS’ C3D10 tetrahedral 3D continuum elements with quadratic shape functions are utilized conforming with the simulations of the lattice structures. These allow to resolve complex three-dimensional stress fields and are able to capture the complex geometry. The elastic modulus as a global material property is homogeneous over the whole specimen but varies stochastically between the realizations. Local material properties like strength and fracture strain are assigned by random fields in the narrow parallel part of the specimen. The variation of the strength is realized by shifting the hardening law (Eq. 13) up and down. The individual sections with homogeneous material properties are chosen to be approximately 1 mm × 1 mm × 1 mm corresponding to the length of the homogeneous necking area in the DIC measurements (see Section 2.4). Basically, the sections are defined by slicing up the specimen in cubes and then assign the same material properties to all elements within one cube. Fig. 7a illustrates the individual material sections of the dog-bone specimen by different colors. Probability distributions of the material properties with the standard approach are compared with the local PDF model.

Finally, lattice structure specimens are simulated to validate the stochastic distribution of the combination of geometrical and material properties. The geometry of the lattice structures is generated with a PYTHON script, allowing for the automatic construction of parametric models. Random fields are utilized to assign individual vertical and horizontal strut diameters on the CAD geometry level. The stochastic distribution of material properties for the unit cells in the middle with no gradient in volume fraction is realized analogously to the dog-bone specimens. In order to save computational time, symmetry is used for the simulation of the lattice structures. Half of the structure is modeled and symmetry is applied in the plane normal to the loading direction. Strictly speaking, symmetry is lost due to the probabilistic variation of the quantities but in this case at least entire loaded cross sections are modeled. The deformation is displacement controlled at the end of the load introduction. A realization of a lattice structure model with individual material sections indicated by different colors is presented in Fig. 7b. Realizations with a stochastic variation of only the geometry, only the material and both combined are investigated to get insight in their individual influence.

3. Results and discussion

This section discusses the results of the study in detail and in combination. First, findings of the quality control of the post-curing by DSC and the geometrical accuracy by microscopy are presented. Then, the experimentally determined mechanical properties of the dog-bone specimens are shown and discussed within the framework of the material model and probabilistic effects. The outcome of the procedure to determine the correlation length by variography is depicted and the stochastic variations stemming from the local PDF model are demonstrated. Finally, the comparison of FEM simulations and experiments is discussed. A verification of the capabilities of the material model to capture the tension–compression asymmetry is illustrated. The probability distribution of the material properties is validated for dog-bone specimens and transferred to structures with lattice material also incorporating geometry variations.

3.1. Differential scanning calorimetry

The results of the thermal analysis by DSC are displayed in Fig. 8 with the specific heat flow depending on the temperature. The as
printed dog-bone specimen with no post-curing (solid blue line) shows two residual reaction enthalpy peaks: one at a temperature of approximately 80°C and one at 165°C. Comparing the only oven post-cured sample (dotted red line) with the only UV radiation post-cured (dashed green line), it gets evident that both curing mechanisms, temperature and UV radiation, are necessary for complete curing. The first peak vanishes almost completely by oven curing, the second peak vanishes by UV curing. For the sample from the dog-bone specimen (long-dashed cyan line) and that from within the lattice structure (dash-dotted purple line) which are both post-cured in the UV oven for 4 h, almost no residual reaction enthalpy is left and the curves match well. They have a similar curing degree and are fully cured. Higher curing temperatures are not recommended since the heat deflection temperature is reached [57].

3.2. Geometry characterization

Fig. 9 shows the results of the geometry measurements by digital microscopy. The smallest strut diameter depending on the strut orientation is shown together with the desired reference diameter from the CAD files (dashed black line). The diameter of the vertical struts is slightly smaller than the desired CAD diameter. The variation is relatively small. The diameter of the horizontal struts is significantly larger than the desired CAD diameter and shows a higher variation. There are more outliers, especially towards the larger diameters. This can be explained by the fact that the horizontal struts are printed without a support structure as an overhang. Since the 3D printer Form 2 is an inverted SLA printer, the material at the bottom of the resin bath is cured. At an overhang, also the material on top of the current layer gets residual energy from the UV laser depending on the curing depth. Thus, it is at least partially cured and leads to an increased strut diameter. As a result for modeling the geometrical variation of the strut diameters, two individual random fields are necessary, accounting for the differences in vertical and horizontal diameters. For the vertical struts, a mean of 1.049 mm and a standard deviation of 0.023 mm is used, while for the horizontal struts, a mean of 1.271 mm and a standard deviation 0.04 mm is applied.

3.3. Mechanical properties

The results of the mechanical characterization of the bulk material are summarized in Table 2 with the mean value \( \mu \) and standard deviation \( \sigma \). All values of the tensile and compressive tests are presented in terms of nominal quantities. The initial measuring distance \( L_0 \) for the elongation at break \( \varepsilon_b \) is 10 mm (see Sect. 2.4).

| Experiment | \( n_{spec} \) | Parameter | \( \mu \) | \( \sigma \) |
|------------|---------------|-----------|-----------|-----------|
| Tension    | 9             | Modulus of elasticity \( E \) / MPa | 2200.62   | 39.37     |
|            |               | Yield stress \( \sigma_y \) / MPa | 61.65     | 0.95      |
|            |               | Elongation at break \( \varepsilon_b \) / % | 13.24     | 2.79      |
| Compression| 15            | Yield stress \( \sigma_y \) / MPa | 102.92    | 2.38      |
| SENB       | 10            | Critical energy release rate \( G_c \) / MPa mm | 0.13      | 0.02      |
The tension–compression asymmetry is very pronounced with the compressive yield stress being 67% higher than the tensile yield stress. This underlines the necessity that a material model, such as Drucker–Prager model, considers this behavior. For the compressive specimens only the yield stress is used in this investigation, as for higher deformations significant bulging of the specimens occurs despite the use of polypropylene films to reduce friction. The deformation is not uniform anymore and a deduction of further properties would be erroneous. In the context of this study, this is not critical as the lattice structures are also primarily loaded in tension and a compressive failure is not expected. Also the Drucker–Prager material model only needs the strength differential as an input from the compressive test.

Necking occurs during the tensile testing of the dog-bone specimens. True stresses and strains necessary to calibrate the material model cannot be derived from the nominal curves. They are obtained from DIC measurements in the necking region as described in Section 2.4. Fig. 10 shows the true stress–true strain curves of the dog-bone specimens together with the averaged curve. After an almost linear elastic regime a significant nonlinearity can be observed beyond a strain of 0.02. This is assumed to be the point where plasticity begins within the material model. From of strain of about 0.06 a rather constant stress level is reached followed by a further increase until fracture of the specimen. This can be attributed to large collective molecular movements and subsequent alignment of the molecular network until chain scission [71].

As the level of the constant stress is characteristic for each specimen it is called plateau stress \(\sigma_{pl}\) in the following and taken at a strain of 0.08. When comparing the true strength \(\sigma_m\) and true fracture strain \(\varepsilon_t\) to their nominal counterparts, both are significantly higher. This highlights the importance of the evaluation of local stresses and strains for material modeling. The points for the multilinear curve of the yield stress for the hardening law are obtained from the averaged true stress–true strain curve (dashed red line).

In order to get more insight into the probability distributions of the characteristic true mechanical properties, Kolmogorov–Smirnov tests are carried out. The null hypothesis is that the distribution of the properties follows a normal distribution. A significance level of \(\alpha = 0.05\) is chosen. Table 3 summarizes the outcome of the Kolmogorov–Smirnov tests. As the \(p\)-values are all far higher than the significance level, the null hypothesis cannot be rejected. The properties are assumed to be normally distributed.

To further explore whether there is a correlation of the characteristic true mechanical properties, they are analyzed in a scatter matrix plot in Fig. 11, where the empirical cumulative distribution functions are shown on the diagonal. The results seem to be randomly distributed over the charts with no linear or nonlinear trend visible at a first glance. Only for strength and fracture strain, a linear trend can be recognized. Hence, from the scatter plots, all variables seem to be independent except for strength and fracture strain.

Table 3

| \(p\)-value | \(E\) | \(\sigma_{pl}\) | \(\sigma_m\) | \(\varepsilon_t\) |
|------------|------|-------------|-------------|---------------|
| 0.9483     | 0.9997 | 0.9204      | 0.9901      |

To have a further measure for the independence of the true mechanical properties, the Pearson correlation coefficient is calculated. The findings are presented in Table 4 together with the corresponding \(p\)-values. The null hypothesis is that the properties are not correlated. Applying a significance level of \(\alpha = 0.05\) for strength and fracture strain the null hypothesis is rejected. Thus they are assumed to depend on each other. Having a look at Fig. 10 this makes sense: when a high strain is reached, the polymer network is in a state of better alignment, thus leading to a higher strength because the polymer chains are stretched and there is less chain movement remaining. Therefore, the stress increases progressively for higher strains which results in a positive correlation. Moreover, also for plateau stress \(\sigma_{pl}\) and strength \(\sigma_m\) the \(p\)-value is just below the significance level, also with a slight positive correlation. For all other combinations the null hypothesis cannot be rejected. The properties are assumed to be uncorrelated.

Three properties are varied stochastically in the model to perform a probabilistic analysis of the material properties: (i) the elastic modulus \(E\), (ii) the plateau stress \(\sigma_{pl}\) and (iii) the fracture strain \(\varepsilon_t\). The latter two are applied with random fields as they are local quantities. The variation in strength is captured implicitly since the whole hardening law is scaled up and down with the plateau stress (see Section 2.7) and depending on the fracture strain, the strength is reached earlier or later on that curve.

For the hyperbolic Drucker–Prager material model additional properties need to be identified. They are presented in Table 5. Some of them are derived from the mechanical experiments on bulk material. The Poisson’s ratio is calculated from comparisons...
of the longitudinal and transverse strains taken from tensile tests in the linear elastic regime. The friction angle and initial hydrostatic tensile strength are determined based on the strength differential of the yield stress. The dilatation angle is chosen to be relatively small because there is no large volume change detected from the comparison of longitudinal and transverse strain. In addition, for even smaller dilatation angles, convergence issues occur. Finally, the density is identified by the Archimedes’ principle and the eccentricity is left at the default.

From the experimental characterization of the lattice structures, homogenized mechanical properties are obtained. They are displayed in Table 6 with mean μ and standard deviation σ.

### 3.4. Variography

In order to determine the correlation length for the random fields of material properties and geometry deviations, variography is utilized. With regard to the material properties, it is assumed that strength and fracture strain vary on a similar length scale as they are both localized properties. With the DIC measurements, the true strain field of a specimen can be captured. It is extracted at uniformly spaced discrete points and then the point pairs are compared to generate the variogram. Fig. 12 illustrates the process for a representative dog-bone specimen and shows the semivariance depending on the separation distance of the points. A fit of the spherical model from Eq. 6 to the empirical semivariance is depicted. A correlation length of \( l_c = 3.5 \text{ mm} \) for the material properties is extracted from the variogram. For higher separation distances, there is only a small change in the semivariance.

An exemplary realization of a random field of the plateau stress for a lattice structure model with this correlation length is displayed in Fig. 13. The standard deviation of the plateau stress depending on the spatial location within the lattice is depicted.

### Table 4
Pearson correlation coefficient (and p-value) to check correlation of true material properties.

| Parameter | \( \rho \) | \( \sigma_m \) | \( \sigma_s \) |
|-----------|-----------|----------------|----------------|
| \( E \)   | -0.0826 (0.8326) | -0.2383 (0.5369) | -0.2726 (0.4779) |
| \( \sigma_{pl} \) | 0.6908 (0.0394) | 0.1801 (0.6429) |
| \( \sigma_m \) | 0.7664 (0.0160) |

### Table 5
Further properties for the material model.

| Parameter       | Value               |
|-----------------|---------------------|
| Density \( \rho \) | 1.17 g cm\(^{-3}\) |
| Poisson’s ratio \( \nu \) | 0.4 |
| Friction angle \( \beta \) | 30° |
| Initial hydrostatic tensile strength \( p_{ht} \) | 44 MPa |
| Dilatation angle \( \psi \) | 10° |
| Eccentricity \( \epsilon \) | 0.1 |
The correlation length for the variation of the strut diameters is identified from the micrographs of the lattice structure slices. By stacking the slices on top of each other, the specimens are recreated. This results in a 3D field of the extracted strut diameters. The point pairs are then again compared to generate the variogram. The procedure together with the semivariance depending on the separation distance for the horizontal strut diameters of an exemplary lattice structure is shown in Fig. 14. Again, a fit of the spherical model from Eq. 6 to the empirical semivariance is carried out. Here, a correlation length of $l_c = 8$ mm is obtained from the variogram for the variation of the strut diameters. There is only small change in the semivariance for higher separation distances.

### 3.5. Stochastic distribution of local mechanical properties

The identification of the probability distribution of material properties dominated by local effects poses a challenge. It is assumed that local defects most likely stem from the manufacturing process. Possible reasons for local defects are manifold and some are listed in the following: (i) bubbles in the resin bath, (ii) printing not perfectly in the focus of the fixed UV laser due to different positions on the build plate, (iii) partial shadowing and curing depth during post-curing, (iv) higher laser absorption of the resin bath in areas where the bottom of the bath degraded because of multiple previous exposures, (v) notches due to the removal of the support structures. Only the volume with the biggest flaw of the specimen is captured by experiments. Hence, a new method, the local PDF model (see Section 2.6) is developed and compared to the standard approach where the probability distribution is derived from the central moments of the experimental measurements directly. We assume that a dog-bone specimen consists of 10 sections with individual homogeneous material properties as the length of the homogeneous necking area in the DIC measurements is approximately 1 mm (see Section 2.4) and the parallel measuring length is 10 mm. The PDFs for both approaches are presented in Fig. 15a and b for the plateau stress $\sigma_{pl}$ and the plastic failure strain $\varepsilon_{pl}$, respectively. These are the inputs for the random fields in the FEM models. Three standard deviations are shown. For the standard approach, most of the PDF is within the range of the experimental results leaving only small tails outside of it. In case of the local PDF model, a large part of the body of the PDF is outside the range of the experimental results. For the local PDF model, the mean is shifted to higher values and the curve is flattened leading to a higher standard deviation. The shift to the right is a result of the length of the specimens since there are many sections with a higher property than the ones determined in the experiments. The flattening stems from the relatively small number of specimens tested. This leaves a lot of uncertainty of how much higher the property of the other sections can be, compared to the ones identified by the experiments.

A closer look on the PDFs for the plateau stress $\sigma_{pl}$ and the plastic failure strain $\varepsilon_{pl}$ determined with the local PDF model is shown in Fig. 13. Exemplary random field showing the standard deviation of the plateau stress for a lattice structure model.
Fig. 14. Determining the correlation length of the strut diameters of the lattice structures from a variogram. The point pairs are extracted from stacked micrographs of the lattice structure specimen slices. The red bars show the number of point pairs at each separation distance, the blue dots depict the empirical semivariance determined with Eq. 5 and the green line is a fit of the spherical model according to Eq. 6.

Fig. 15. Comparison of the probability distributions for the local quantities plateau stress $\sigma_{pl}$ and plastic failure strain $\varepsilon_{p, f}$; with the standard approach and the local PDF model as well as further insights in the distributions with the proposed local PDF model.
Fig. 16. Initial hyperbolic yield surface and comparison of the true stress-true strain curves of the experimental average and the material model in one element FEM simulations. The compressive curve is not shown completely as the calibration is only for the yield point. However, higher stresses than shown are not present in the simulations later on, as the load cases are predominantly tensile.

Fig. 17. Comparison of the true mechanical properties for experiments and probabilistic FEM simulations of dog-bones.
played in Fig. 15c and d where the mean and twice the standard deviation are indicated. For the plastic failure strain, negative values can occur in the realizations which is not possible in reality. Thus, a boundary avoiding very low failure strains is applied at $\mu - 2\sigma$ leaving a truncated normal distribution.

3.6. Comparison of experiments and FEM on local level

In order to evaluate whether the proposed probabilistic approach is able to capture the stochastic variation of the experimental characterization of additively manufactured lattice structures, first the material model needs to be verified. Especially, the ability to represent the tensile-compression asymmetry and therefore the material behavior under different load conditions has to be analyzed. Fig. 16a displays the initial hyperbolic yield surface obtained with the parameters identified in Section 3.3. The equivalent von Mises stress at the yield point is shown depending on the hydrostatic pressure. For an increasing hydrostatic pressure, the yield stress also increases. Both, the desired initial yield stress under tension $\sigma_{yt0}$ and compression $\sigma_{yc0}$ are met perfectly.

One element FEM simulations are discussed in the following to examine the differences in the mechanical response to uniaxial tensile and compressive loading. The experimental averages are compared to the one element FEM simulations in terms of the true stress-true strain curve in Fig. 16b. In the case of tensile loading, the stress-strain response coincides over the whole range: from the elastic regime, yield point and hardening to the fracture strain. Also the difference between the onset of plastic flow in tension and compression is captured well with 67 % as found in Section 3.2. The compressive curves are only considered up to the yield point since afterwards significant bulging occurs in the experiment. Thus, the stress state is not uniaxial anymore, preventing a comparison. The slight differences between the compressive curves up to that point can also stem from little bulging before the yield point. Since the true cross-section is evaluated in the middle of the compressive specimen, bulging leads to underestimation of the stress. Yet, higher compressive stresses do not occur in the structural simulations as the loading is predominantly tensile. Hence, the material model is considered to be calibrated well and able to exhibit the desired mechanical behavior.

A validation of the spatial probability distributions of the mechanical properties is carried out on the level of dog-bones. The results in terms of the true material properties are shown in Fig. 17 with the mean and standard deviation. The experimental results are compared with 10 realizations of FEM models with probability distributions for the local properties derived from the standard approach (FEM standard) and the local PDF model (FEM local). The true properties in the FEM simulations are captured in a similar way as in the experiments by tracking the distance change between two points in longitudinal and transversal direction in the region of the necking. With regard to the true elastic modulus, the results are in accordance with each other. The elastic modulus is a global property, hence it is applied exactly the same in both FEM models. Therefore, a difference is not expected. Concerning the true plateau stress and especially the true strength, the FEM standard simulations slightly underestimate and the FEM local simulations slightly overestimate the properties compared to the experiments. In the case of the true strength, the standard deviation of the FEM local simulations is in a similar range as in the experiments, while in the FEM standard simulations it is smaller. The difference of the FEM local simulations can be explained when having a look at the PDF in Section 3.5. The number of specimens tested in the experiments together with their length results in a large standard deviation and a higher mean. Since the realizations of the FEM models have a rather small volume where the material properties are varied, the larger mean dominates. Despite the higher standard deviation, not that many low values occur. Testing more specimens in the experiments would reduce the uncertainty in the local PDF approach, thus leading to a smaller part of the body of the PDF being on the right-hand side of the experimentally determined property. Having a look at the true fracture strain, very similar results are obtained with the FEM local simulations and experiments. In contrast, the FEM standard simulations show significantly smaller fracture strains and also a smaller standard deviation. Here, the inability of the standard approach to capture the probability distribution of the local property gets clearly evident. The probability distribution is obtained based on the property of the worst section of the specimens in the experiments and then distributed over the whole model in the simulation. This results in realizations with artificially low properties. In summary, the FEM simulations with local PDF
model show only small deviations from the experiments in strength and capture the fracture strain very well. Hence, the newly proposed model outperforms the standard approach and is used in the following for the lattice structures. For FEM simulations the variation of geometry and material are shown separately, as well as in combination.

a transfer to more complex structures is carried out. FEM simulations of lattice structures with varying material properties are conducted. Also the variation in geometrical accuracy is investigated because it plays a role for more complex structures. Fig. 18 shows a comparison of the homogenized stress–strain curves of the lattice structures for experiments as well as for 20 realizations of FEM models with a variation of material properties and geometry. Additionally, the homogenized stress–strain response of an FEM model is displayed, where all varying properties are set to the mean $\mu$. When comparing the FEM simulation with the experiments, the general trend is represented well. Also a significant amount of the variation can be described. However, the homogenized stiffness seems to be slightly underestimated and the homogenized strength and fracture strain are at the lower half of the distributions. Since the homogenized elastic modulus is too low, the material properties can be slightly different in the lattice structure experiments compared to the bulk material. A size effect could be responsible, as the individual struts have a smaller volume than the bulk dog-bones. It can as well be a result of the cross-linking density of the photopolymer since it develops by a radical reaction mechanism. Thus, the resulting termination speed of the reaction by radical recombination depends on the process parameters. Higher concentrations of radicals due to higher UV intensity can lead to earlier termination [73]. Also depending on the network that has already developed during curing and the ambient temperature, the chain mobility and thus further progress of the reaction is limited [74]. Despite being fully cured as shown by DSC measurements in Section 3.1 this can lead to different networks. For instance, within the post-curing process, the unequal specimen volumes can lead to different heating rates. Different UV intensities can occur due to partial shadowing or depending on the curing depth for structures with different volumes. Interestingly, the FEM model with mean properties shows the highest strength and elongation at break. All other FEM simulations are below the mean model. Similar to the dog-bones but with the opposite effect, this can be explained by the local PDF model for the material properties. The volume of the lattice structure specimens, where the material properties are varied, is large compared to the volume of the dog-bones. Hence, the large standard deviation of the local PDF model due to the limited number of experiments for the calibration dominates. This leads to low values of the property occurring in the larger volume of almost every lattice structure realization. Since the biggest flaw determines the overall behavior of the specimen for the local mechanical properties, this leads to an inferior performance of most of the realizations compared to the mean FEM model.

To get deeper insights in the behavior of the lattice structures, the homogenized mechanical properties of the lattice structures are presented in Fig. 19 with the mean an the standard deviation. The experimental results are separated batch-wise according to each printing process where 5 lattice structure specimens are manufactured together. However, a certain amount of specimens was not generated correctly so the batches comprise different numbers of analyzed specimens: 3 specimens for batch 1 and 3; 4 specimens for batch 4 and 5; and 5 specimens for batch 2, respectively. In addition, an advantage of the FEM modeling is exploited: the automatic model generation not only allows to analyze the probabilistic effects of geometry deviations and material properties (Geo + Mat) together, but can also separate the influence of geometry deviations (Geo) and material properties (Mat) from each other. When the probabilistic variation of the geometry deviations is explored, the material is kept constant at the mean and vice versa. For both cases, 10 realizations of the model are analyzed. Regarding the experiments, significant differences between the individual batches can be found. For example, the homogenized elastic modulus of batch 3 is significantly lower and the standard

3.7. Comparison of experiments and FEM on global level

Having seen the ability of the newly proposed local PDF model to capture the stochastic distribution of the mechanical properties,
Fig. 20. Comparison of the DIC and FEM contour plots of the true local strain in loading direction for a lattice specimen at a homogenized strain of $\varepsilon_{\text{hom}} = 0.023$ appearing approximately at the strength $\sigma_m$ of the specimen.

Fig. 21. Stochastic damage of the lattice structures visible in slow motion video frames of the experiments and in a contour plot of the damage variable in FEM simulations.
deviation of batch 4 is very small compared to the others. In con-
trast, the standard deviation of the homogenized fracture strain
of batch 4 is extremely high, as it includes the 3 specimens with
the highest strains in the experiments. Differences between the
batches indicate that there are additional influences during the
specimen preparation that were not considered beforehand. Fur-
ther effects could be the age of the resin and the resin bath, time
between printing and post-curing, time between post-curing and
testing as well as moisture absorption. Also the position of the
specimen in the printer can influence the mechanical properties
because the distance of the fixed UV source is different for the cen-
ter and the border of the build plate yielding issues with the laser
focus.

Concerning the FEM simulations, it can be seen that for a global
property like the homogenized elastic modulus the effects of the
variation of geometry deviations and material properties are simi-
lar and that they superimpose when combined leading to a higher
standard deviation. The standard deviation is similar compared to
the experimental one, although it is on a lower level. For local
properties like homogenized strength and fracture strain, one of
the influences dominates. In case of the homogenized strength,
the geometry deviations dominate as the biggest flaw. The Geo
realizations have a similar mean and standard deviation as the
combined models. For the homogenized fracture strain, the varia-
tion in material properties dominates leading to earlier failure. This
yields a similar mean and standard deviation of the Mat realiza-
tions and the combined models.

Having a closer look at the homogenized fracture strain in the
experiments, significantly lower values are noticeable for the lat-
tice structures compared to the elongation at break of the dog-
bone specimens in Section 3.3. DIC measurements and FEM simu-
lations help to clarify this. Contour plots of the true local strain in
loading direction of DIC measurements and FEM simulations are
illustrated in Fig. 20 at the instance, when the homogenized
strength is reached. In case of FEM, the model is mirrored at the
horizontal symmetry plane to have a more similar optical impres-
sion. DIC and FEM are in good agreement. Local strain concentra-
tions can be seen at the smallest diameter of the struts in
loading direction. Therefore, the discrepancy between the fracture
strains of dog-bone specimens and lattice structures can be
explained by the inhomogeneities in the strain field of the lattice
structures. Especially for the FEM simulation slight differences
between the strains in the individual struts are visible owing to
the geometry and material variations with random fields. FEM sim-
ulations can give further insights as also the inner cells can be
inspected.

FEM simulations also allow to study the failure mechanisms
after the plastic regime. Fig. 21 shows the damage progression in
frames of a slow motion video of the experiment and a contour plot
of the damage variable in an exemplary FEM simulation. Due to the
probabilistic variation of geometry and material properties, a
stochastic failure pattern develops. The fracture jumps between
different planes of the lattice. Hence, experiments and FEM simu-
lations also match well in the last part of the material test.
The stochastic nature of the failure pattern further indicates, that
the gradient at the load introduction serves its purpose and prevents
an early failure due to a stiffness jump as in other studies
[75,76,35]. Thus, it delivers reliable results in tensile tests of the
homogenized mechanical properties of lattice structures.

4. Conclusion

In this study, the probabilistic effects of the variation of geom-
etry deviations and material properties are analyzed for SLA man-
ufactured lattice structures. Geometry variations of the lattice
struts are extracted from micrographs. Basic mechanical tests (ten-
sion, compression and SENB) on bulk material combined with DIC
measurements are performed to determine the variation of the
material properties. The correlation length of probabilistic effects
is determined with variography. In order to identify the probability
distribution of local material properties like strength and fracture
strain, a new model is developed. Finally, FEM simulations incorpo-
rating the previously determined probabilistic influences are com-
pared to experiments with lattice structures in terms of
homogenized mechanical properties and failure mechanisms.

The probability distribution of the mechanical properties of lat-
tice structures can be estimated with FEM simulations incorporat-
ing stochastic variations of geometry deviations and material
properties. Good agreement is found over the whole stress–strain
response and the failure progression.

With regard to the stochastic distribution of material proper-
ties, global ones like the elastic modulus and properties like
strength and fracture strain, that are governed by local effects such
as necking, need to be distinguished. While the probability distri-
bution of the elastic modulus can be identified from the central
moments of the experimental results of the bulk material charac-
terization specimens, this is not possible for the local properties.
Here, the experiments only show the weakest part of the speci-
mens. Distributing these properties over the whole specimen leads
to an underestimation in the FEM models. Hence a new approach,
the local PDF model, is developed. It proves to be able to determine
the probability distribution of local properties well and outper-
forms the standard approach with the central moments.

Moreover, variography is found to be a valuable tool to deter-
mine the correlation length of varying properties. The correlation
length allows to determine random fields of the properties for
the models. Especially in combination with DIC measurements,
the strain fields can be easily evaluated. DIC measurements also
enable the resolution of local phenomena like necking and there-
fore permit to determine true material properties in tensile tests.
A further finding of the material characterization is the strong ten-
sion–compression asymmetry of the photopolymer. This is cap-
tured well by a hyperbolic Drucker-Prager material model in the
FEM simulations.

This work also highlights the necessity to incorporate proba-
bilistic effects into the design procedure in order to manufacture
robust structures especially in lightweight design, where huge
safety factors are not tolerable. This is crucial for manufacturing
processes like 3D printing, which are more prone to exhibit imper-
fections. FEM simulations are advantageous as they allow to distin-
guish the influence of the variation of individual effects. The
approach presented can be applied to other unit cell types, additive
manufacturing processes and/or materials. Therefore, guidelines
for a design engineer to evaluate the potential of lattice structures
for lightweight purposes from a robust design perspective with the
proposed modelling approach are summarized below:

- Determine the probability distributions and correlation lengths
  of the relevant input parameters (material properties, geome-
try, loads) with simple experiments
- Generate a model incorporating the varying parameters by ran-
donm fields
- Validate the model with regard to the simple experiments on
  the input parameters
- Determine the probability distribution of the performance of
  the structural components subject to all varying input
parameters
- Perform a (weak) validation of the performance of the structural
  components by a small number of experiments
- Analyze the influence of individual input parameters on the
  performance of the structure with the model
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