Fast Detection of Airports on Remote Sensing Images with Single Shot MultiBox Detector
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Abstract. This paper introduces a method for fast airport detection on remote sensing images (RSIs) using Single Shot MultiBox Detector (SSD). To our knowledge, this could be the first study which introduces an end-to-end detection model into airport detection on RSIs. Based on the common low-level features between natural images and RSIs, a convolution neural network trained on large amounts of natural images was transferred to tackle the airport detection problem with limited annotated data. To deal with the specific characteristics of RSIs, some related parameters in the SSD, such as the scales and layers, were modified for more accurate and rapider detection. The experiments show that the proposed method could achieve 83.5% Average Recall at 8 FPS on RSIs with the size of 1024*1024. In contrast to Faster R-CNN, an improvement on AP and speed could be obtained.

1. Introduction
Object detection on remote sensing images plays a more and more important role in our lives, e.g. urban planning, disaster prevention, etc. Bridges, ships and aircrafts are becoming significant objects in these applications. With great developments of remote sensing technologies in recent years, airport detection has caused widespread concern due to its civil and military value. Simultaneously, the various structures of airports and complex backgrounds make airport detection challenging [1].

The usual airport detection methods are composed of two steps: region proposal generation and feature recognition. In both steps, airport features influence the quality of region proposals and the performance of airport recognition directly. Besides, these two steps are processed independently. As a result of different features used in two steps, the airport could not be recognized exactly without accurate region proposals and computing different features used in these two steps cost too much. Only using one kind of robust feature and making two steps cooperate are helpful to improve the airport detection performance.

As for the features used in previous works on airport detection, they can be divided into two classes: hand-designed features and machine-learning features. Hand-designed features are some designed feature descriptors based on the nature of images and the expert knowledge, such as lines, textures, scale-invariant feature transform (SIFT [2]) and so on. For example, many methods extracted the long straight lines as the runways to generate the region proposals for further detection [3, 4]. However, rivers and roads produced wrong proposals due to the same linear features. It is the same with other hand-designed features because the target object is hard to exactly describe from limited knowledge and finite angles. As a result of many differences between the human perception and the potential feature, the hand-designed features may decrease the detection performance when the application scene changed.
On the other hand, machine learning features make good use of some prior knowledge, automatically learning low-level and high-level image features that humans do not know how to represent. Since 2012, due to the success of deep CNN Alexnet [5], deep learning has shown up the excellent potential for superior image classification and object detection. However, large amounts of labeled data are required to train an ideal CNN model while the annotated RSIs are in scarce. Based on the common features between RSIs and natural images, transferring the feature representation of a CNN model trained on natural images to airport detection in RSIs is feasible. The method [6] used the Alexnet to extract and recognize the airports achieved a good performance. However, the existing airport detection methods using CNN still separate the region proposal generation and feature recognition.

As for object detection algorithms using CNN on natural images are consisted of two aforementioned steps. The methods of generating region proposal are BING [7], EdgeBox [8] or Selective Search [9], that all of them spent high computation to process large-sized RSIs without the guarantee of achieving high-quality proposals. Appeared with SPP-NET [10] and the subsequent Faster R-CNN [11], region proposal generation with hierarchical convolutional layers and ROI pooling for decreasing the computation of each region proposal become the mainstream. However, the two steps in these methods are still independent. SSD [12], the state-of-the-art detection algorithm, used a single deep neural network and generated object positions and categories from the network directly. SSD combined two separate steps into one and was faster than YOLO [13] with high performance. In the paper, SSD was employed in airport detection on RSIs.

SSD used a group of default boxes, which are in different scales and aspect ratios, to discretize the output space of bounding boxes for per feature map location by a fully convolutional network. During the airport detection task, the structures of airports are flexible and the sizes are various. By combining the feature maps attained from different layers at different scales, we can achieve the fixed-length airport features with different scales without considering the airport sizes. SSD was firstly designed to
detect objects in natural images and some modifications were necessary to deal with the differences between RSIs and natural images. At first, the size of remote sensing images is much larger than the natural images, while RSIs usually covers a wide area and the natural images only covers a small place. Moreover, the proportion the target took up in natural images is much bigger than RSIs. Secondly, the remote sensing images, which were taken from a very high altitude point along with various uncertainties, contain complex backgrounds with the illumination intensity changing. Nevertheless, the low-level visual features in RSIs were in common with natural images and the pre-trained VGG-16 was used in transferred SSD.

As far as we know, it may be the first study which introduced SSD into airport detection on RSIs. The paper proceeds as follows. We detailed the airport detection method in Section II. Section III shows some experiments and analyses. In section IV, we make the conclusion.

2. Methodology

The proposed airport detection method used the convolutional network to produce the bounding boxes of airports and scores directly. Based on SSD, some auxiliary layers were added to process RSIs with large sizes, without cutting slices. Benefiting from the pre-trained neural model VGG-16 [14] and the end-to-end way of detection, the airport features extracted were robust enough and the detection is fast.

2.1. Framework

Based on the pre-trained model VGG-16, the model could extract stronger features from airports than training a new one. Training a deep CNN model effectively is to compute the suitable values for millions of parameters, which depended on a big amount of annotated data for training. Though the data of RSIs is abundant, the annotated images are in scarce. Because of that RSIs are usually very large and the targets (airports) are much smaller than the image itself, manual labeling costs very much work. It is a fact that the rich low and middle level feature representation learned by a trained convolutional neural networks could be transferred to other visual recognition tasks [15]. Figure 1 contained several visual feature maps generated by the convolution layers from conv1_1 to conv4_3 from a RSIs and a natural image with the pre-trained VGG-16 network. Based on the hypothesis that RSIs and natural images share plenty of common low and middle level visual features, we transferred the object detection framework SSD and VGG-16 from natural images to RSIs domain. Figure 2 shows the transferred airport detection framework. The transferred SSD architecture built on a normal feed-forward CNN. And the feature representations of low and middle level are generated by the pre-trained VGG-16 network, which was called as Base network. Then a small amount of annotated RSIs was used to finetune the initial CNN and estimate the extra added parameters, that would guide the model learn better features of airports.

2.2. Modification for large input

In the structure of VGG-16, the convolution layers were kept and the full-connected layers were re-implemented with convolution. Therefore, both fc6 and fc7 would produce feature maps with specific scales. In the original SSD, extra convolutional layers were added to generate the coordinates and confidences of bounding boxes. The sizes of each extra feature maps, which decreased with the increasing number of convolution layers, corresponded to different scales of the original RSIs. The fixed structure of network decided the sizes of input images. As for SSD, there are two different network structures processing the input size of 300 and 512 respectively. SSD-512 contained an extra Conv_10 branch, which guaranteed that the last layer of feature maps is in the size of 1x1.

In our method, the Conv_11 branch, consisting of convolution layers and ‘PriorBox’ layer, was added to process larger size of input images (1024). Without changing the other layers, the Conv_11 branch took the output of Conv_10 as input and the results were combined with others for regression. The parameters of Conv_11, such as kernel, pad, was depended upon the size of the input image. The min_size, max_size, step were decided by the target size and we needed to add the extra aspect ratio in the network manually. It is different for the reception filed of feature maps in each layer. Combining these feature maps from different layers can help detect the multi-scale targets. As for each layer after
Conv4_3 (included), SSD used several convolutional filters with the size of 3x3 to generate a group of detection predictions with fixed number, including the offsets of the bounding boxes and the scores for each class. Airports in RSIs usually varied in size and structure. Figure 4 shows the statistic information of the airport lengths in RSIs, which indicates the distribution feature of the airport scales. The default aspect ratio need not be changed for airport detection. As seen from Figure 2, there are seven convolution layers for predicting the bounding boxes, called Conv4_3, Conv6 (FC6), Conv7 (FC7), Conv8_2, Conv9_2, Conv10_2 and Conv11_2, which represent seven features in different scales. In the end, the step called non-maximum suppression (NMS) removed the redundant boxes and achieved the final detections.

3. Experiment
The proposed method was tested on RSIs downloaded from GoogleEarth. The dataset contained 217 RSIs, covering most Chinese airports and several international airports. All the RSIs were with 8m ground sample distance (GSD) and the sizes are about 3000 x 3000. The training set was made up of 800 images cropping from 100 RSIs with some augmentation. 17 RSIs were used as the validation set and the other 100 RSIs were the test set. We added the training data into VOC2007 for fine-tuning the SSD. The proposed method was conducted on a computer containing a CPU of Intel E5-2640 and NVIDIA TITAN X Pascal.

3.1. Airport Detection Using Transferred SSD
In the proposed transferred SSD, the sizes of input images were 1024x1024. All the original RSIs would be resized to the fixed size. The large input size could keep more airport features. Or the regions of airports in images were too small to extract features when resizing the RSIs to 512x512 or 300x300. To estimate the proposed method, the public criterion like Precision Rate, Recall Rate are defined as follows.
The intersection-over-union (IoU) is calculated by the detected bounding box and the ground-truth of objects. If IOU is bigger than 0.5, we considered that the airport is detected. Figure 3 shows some airport detection results on the test dataset. The IoU scores of prediction results are high, which is above 0.6. In Figure 4, the airports are beside the mountains and rivers or alongside the beach. In Table 1, the evaluation results of airport detection using transferred SSD and Faster-RCNN are shown with the given recall rate. Figure 4 depicts the Recall-Precision-Curve of two methods on test dataset. AP and Time indicate the detection performance and speed respectively. The VGG-16 network was used as Base network for both methods. The experimental results indicate that the transferred SSD has an improvement than Faster R-CNN in terms of accuracy and time-consumption. At the speed of 8 FPS, the transferred SSD could get an average performance (AP) of 83.5%. Contrast to Faster R-CNN, the speed is much faster with 3% improvement achieved on AP.

For the airport detection task on RSIs, the sizes of airports are varied and some airports are so small only to take up a little area. And Faster R-CNN only employed the last layer’s feature maps, which is different from SSD. The features of small airports may disappear and weaken in the process of information transmitting between so many layers, result in some misrecognitions. However, the transferred SSD utilized the feature maps from different layers and handle the multi-scale target properly. Different from Faster R-CNN which is consisted of region proposal extraction and feature recognition, SSD uses the single end-to-end CNN added with convolutional filters with small kernels to predict offsets of the default bounding boxes and classes directly, which reduced the computational cost at large.

3.2. Effect of Different Resolution on Airport Detection
To demonstrate the impact of different resolution on airport detection, we built other datasets by cropping the original RSIs into the size of 1024x1024 and 1500x1500 individually. And resizing the cropped images to the sizes of 512x512 and 1024x1024 respectively as the input of SSD. The original collected RSIs are 8 m GSD. After these resize operations, we gained three databases. In Database1, the images with the size of 1500 are resized to 512. In Database2, the images with size of 1024 do not change. In Database3, the images with size of 1024 do not change. The resolution of the images in different databases is 24 m, 16m and 8m GSD individually. Table 1 shows that, with the spatial resolution increasing, the AP of airport detection declined at the same time. To make a further study on this phenomenon, the airports were grouped into 6 sets based on the length of airports and the recall rate of each set was calculated, which is shown in Figure 5. According to the chart, the recall rate of the groups in which the length is less than 330, decreased obviously. The recall rate declined gradually when the airport length is over 330. The regions with short airports were not large enough to
generate abundant features for transmitting in the deep network. It is further proved that the visual feature of small objects may lose when it passed through hierarchical layers.

4. Conclusion
This paper proposes a transferred SSD which transferred visual feature representations from natural images to RSIs. The method locates and recognizes the targets in one step. The transferred SSD predicts the offset of default boxes with feature maps from different layers, which help detect the multi-scale airports more accurately. In comparison with other methods, this method utilizes a fully convolutional network and integrates the region proposal generation and feature extraction into one stage, which makes the computational cost decrease a lot. The experiments indicated that our method achieves better airport detection performance and satisfies time requirements of most applications.
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