Containment control of linear multi-agent systems with multiple leaders of bounded inputs using distributed continuous controllers
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SUMMARY

This paper considers the containment control problem for multi-agent systems with general linear dynamics and multiple leaders whose control inputs are possibly nonzero and time varying. Based on the relative states of neighboring agents, a distributed static continuous controller is designed, under which the containment error is uniformly ultimately bounded and the upper bound of the containment error can be made arbitrarily small, if the subgraph associated with the followers is undirected and, for each follower, there exists at least one leader that has a directed path to that follower. It is noted that the design of the static controller requires the knowledge of the eigenvalues of the Laplacian matrix and the upper bounds of the leaders' control inputs. In order to remove these requirements, a distributed adaptive continuous controller is further proposed, which can be designed and implemented by each follower in a fully distributed fashion. Extensions to the case where only local output information is available and to the case of multi-agent systems with matching uncertainties are also discussed. Copyright © 2014 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Consensus is a fundamental problem in the area of cooperative control of multi-agent systems and has attracted a lot of interest from the systems and control community in the last decade. Consensus means that a group of agents reaches an agreement on a physical quantity of interest by interacting with their local neighbors. For recent advances of the consensus problem, readers are referred to [1–11] and references therein. Roughly speaking, existing consensus algorithms can be categorized into two classes, namely, consensus without a leader and consensus with a leader. The case of consensus with a leader is also called leader–follower consensus or distributed tracking.

The distributed tracking problem deals with only one leader. However, in some practical applications, there might exist more than one leader in agent networks. In the presence of multiple leaders, the containment control problem arises, where the followers are to be driven into a given geometric space spanned by the leaders [12]. The study of containment control has been motivated by many potential applications. For instance, a group of autonomous vehicles (designated as leaders) equipped with necessary sensors to detect the hazardous obstacles can be used to safely maneuver another group of vehicles (designated as followers) from one target to another, by ensuring that the
followers are contained within the moving safety area formed by the leaders [12, 13]. A hybrid containment control law is proposed in [12] to drive the followers into the convex hull spanned by the leaders. Distributed containment control problems are studied in [13–15] for a group of first-order and second-order integrator agents under fixed and switching directed communication topologies. The containment control is considered in [16] for second-order multi-agent systems with random switching topologies. A hybrid model predictive control scheme is proposed in [17] to solve the containment and distributed sensing problems in leader/follower multi-agent systems. The authors in [18–20] study the containment control problem for a collection of Euler–Lagrange systems. In particular, Dimarogonas et al. [19] discuss the case with multiple stationary leaders, Meng et al. [20] study the case of dynamic leaders with finite-time convergence, and Mei et al. [18] consider the case with parametric uncertainties. In the aforementioned works, the agent dynamics are assumed to be single, double integrators, or second-order Euler–Lagrange systems, which might be restrictive in some circumstances. The containment control for multi-agent systems with general linear dynamics is considered in [21], which however assumes the leaders’ control inputs to be zero. In many cases, the leaders might need nonzero control actions to regulate their state trajectories, for example, to avoid obstacles or to form a desirable safety area. Note that because of the nonzero control inputs, the dynamics of the leader are different from those of the followers. In this case, the containment control problem for the resulting heterogeneous multi-agent systems will be much more challenging to deal with.

In this paper, we study the distributed containment control problem for multi-agent systems with general linear dynamics and multiple leaders whose control inputs are possibly nonzero and time varying. Based on the relative states of neighboring agents, a distributed discontinuous controller is designed to ensure that the containment error asymptotically converges to zero, if the subgraph associated with the followers is undirected and, for each follower, there exists at least one leader that has a directed path to that follower. It is pointed out that the discontinuous controller may cause the undesirable chattering phenomenon in real implementation. To eliminate the chattering effect, using the boundary layer concept, a static continuous containment controller is then constructed, under which the containment error is uniformly ultimately bounded and the upper bound of the containment error can be made arbitrarily small. It is noted that the design of this static containment controller requires the knowledge of the eigenvalues of the Laplacian matrix and the upper bounds of the leaders’ control inputs. In order to remove these requirements, a distributed adaptive continuous containment controller is further proposed. A distinct feature of the proposed adaptive containment controller is that it can be designed and implemented by each follower in a fully distributed fashion without requiring any global information. Extensions to the case where only local output information is available are discussed. Based on the relative estimates of the states of neighboring agents, distributed observer-based containment controllers are proposed. A sufficient condition for the existence of these containment controllers is that each agent is stabilizable and detectable. Extensions to the case of multi-agent systems with matching uncertainties are also discussed.

Compared with the previous works [12–16, 18–21], the contribution of this paper is at least threefold. First, in contrast to the works of [12–16, 18–20], which put restrictions on the agent dynamics and [21] which assume the leaders’ control inputs to be zero, the results obtained in this paper are applicable to multi-agent systems with general linear dynamics and multiple leaders whose control inputs are possibly nonzero and bounded. Second, contrary to the discontinuous controllers in [13–15, 18, 20], a distinct feature of the proposed containment controllers is that they are continuous, for which case, the undesirable chattering phenomenon can be avoided. It is worth mentioning that with the discontinuous functions replaced with the continuous ones, it is no longer clear how the controllers and the adaptive gain design will function. It is hence challenging to analyze and show the ultimate boundedness of the containment errors and the adaptive coupling gains using the proposed continuous controllers. Third, the adaptive containment controllers proposed in this paper can be implemented in a fully distributed fashion without requiring any global information. Fourth, the containment problem for the case where the agents are subject to matching uncertainties is addressed in this paper.

The rest of this paper is organized as follows. Some useful results of the graph theory and ultimate boundedness are reviewed in Section 2. The containment control problem is formulated, and
discontinuous containment controllers are proposed in Section 3. Distributed static and adaptive continuous containment controllers based on the relative state information are considered in Section 4. Extensions to the case with output feedback controllers and to the case of multi-agent systems with matching uncertainties are discussed, respectively, in Sections 5 and 6. Simulation examples are presented in Section 7 to illustrate the analytical results. Conclusions are drawn in Section 8.

2. MATHEMATICAL PRELIMINARIES

2.1. Notations

Let $R_n^{n \times n}$ be the set of $n \times n$ real matrices. The superscript $T$ means transpose for real matrices. $I_N$ represents the identity matrix of dimension $N$. Denote by $\mathbf{1}$ a column vector with all entries equal to one. $\text{diag}(A_1, \cdots, A_n)$ represents a block-diagonal matrix with matrices $A_i, i = 1, \cdots, n,$ on its diagonal. For real symmetric matrices $X$ and $Y$, $X \succ Y$ means that $X - Y$ is positive (semi-)definite. $A \otimes B$ denotes the Kronecker product of matrices $A$ and $B$. For a vector $x \in R^n$, let $\|x\|$ denote its 2-norm. For a symmetric matrix $A$, $\lambda_{\min}(A)$ and $\lambda_{\max}(A)$ denote, respectively, the minimum and maximum eigenvalues of $A$. A matrix is Hurwitz (stable) if all of its eigenvalues have strictly negative real parts.

2.2. Graph theory

A directed graph $G$ is a pair $(\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \{v_1, \cdots, v_N\}$ is a nonempty finite set of nodes and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is a set of edges, in which an edge is represented by an ordered pair of distinct nodes. For an edge $(v_i, v_j)$, node $v_i$ is called the parent node, node $v_j$ the child node, and $v_i$ is a neighbor of $v_j$. A graph with the property that $(v_i, v_j) \in \mathcal{E}$ implies $(v_j, v_i) \notin \mathcal{E}$ for any $v_i, v_j \in \mathcal{V}$ is said to be undirected. A path from node $v_{i_1}$ to node $v_{i_l}$ is a sequence of ordered edges of the form $(v_{i_k}, v_{i_{k+1}}), k = 1, \cdots, l - 1$. A subgraph $G_k = (\mathcal{V}_k, \mathcal{E}_k)$ of $G$ is a graph such that $\mathcal{V}_k \subseteq \mathcal{V}$ and $\mathcal{E}_k \subseteq \mathcal{E}$. A directed graph contains a directed spanning tree if there exists a node called the root, which has no parent node, such that the node has directed paths to all other nodes in the graph.

The adjacency matrix $A = [a_{ij}] \in R^{N \times N}$ associated with the directed graph $G$ is defined by $a_{ii} = 0, a_{ij} = 1$ if $(v_j, v_i) \in \mathcal{E}$, and $a_{ij} = 0$ otherwise. The Laplacian matrix $L = [L_{ij}] \in R^{N \times N}$ is defined as $L_{ii} = \sum_{j \neq i} a_{ij}$ and $L_{ij} = -a_{ij}, i \neq j$. For undirected graphs, both $A$ and $L$ are symmetric. It is easy to see that zero is an eigenvalue of $L$ with $\mathbf{1}$ as a corresponding right eigenvector and all nonzero eigenvalues have positive real parts. Furthermore, zero is a simple eigenvalue of $L$ if and only if $G$ has a directed spanning tree [22, 23].

3. PROBLEM FORMULATION AND DISCONTINUOUS CONTAINMENT CONTROLLERS

Consider a group of $N$ agents with general continuous-time linear dynamics, described by

$$
\dot{x}_i = Ax_i + Bu_i, \\
y_i = Cx_i, \quad i = 1, \cdots, N,
$$

where $x_i \in R^n, u_i \in R^p$, and $y_i \in R^q$ are, respectively, the state, the control input, and the output of the $i$-th agent and $A, B, C$ are constant matrices with compatible dimensions.

In this paper, we consider the case where there exist multiple leaders. Suppose that there are $M$ ($M < N$) followers and $N - M$ leaders. An agent is called a leader if it has no neighbor and is called a follower if it has at least one neighbor. Without loss of generality, we assume that the agents indexed by $1, \cdots, M$, are followers, while the agents indexed by $M + 1, \cdots, N$, are leaders. We use $R \triangleq \{M + 1, \cdots, N\}$ and $F \triangleq \{1, \cdots, M\}$ to denote, respectively, the leader set and the follower set. The communication graph among the $N$ agents is represented by a directed graph $G$, which satisfies the following assumption.
Assumption 1
The subgraph $\mathcal{G}_i$ associated with the $M$ followers is undirected. For each follower, there exists at least one leader that has a directed path to that follower.

Denote by $\mathcal{L}$ the Laplacian matrix associated with $\mathcal{G}$. Because the leaders have no neighbors, it is easy to see that $\mathcal{L}$ can be partitioned as

$$
\mathcal{L} = \begin{bmatrix} \mathcal{L}_1 & \mathcal{L}_2 \\ 0_{(N-M)\times M} & 0_{(N-M)\times (N-M)} \end{bmatrix},
$$

where $\mathcal{L}_1 \in \mathbb{R}^{M\times M}$ is symmetric and $\mathcal{L}_2 \in \mathbb{R}^{M\times (N-M)}$.

Lemma 1
([20]) Under Assumption 1, all the eigenvalues of $\mathcal{L}_1$ are positive, each entry of $-\mathcal{L}_1^{-1}\mathcal{L}_2$ is nonnegative, and each row of $-\mathcal{L}_1^{-1}\mathcal{L}_2$ has a sum equal to one.

Different from the previous work [21], which assumes the leaders’ control inputs $u_i, i \in \mathcal{R}$, to be zero, we consider here the general case where the leaders’ control inputs are possibly nonzero and time varying. Suppose that the following mild assumption holds.

Assumption 2
The leaders’ control inputs $u_i, i \in \mathcal{R}$, are bounded, that, $\|u_i\| \leq \gamma_i, i \in \mathcal{R}$, where $\gamma_i$ are positive constants.

The objective of this paper is to solve the distributed containment control problem for the agents in (1), that is, to design distributed controllers under which the states of the $M$ followers can converge to the convex hull spanned by the states of the leaders.

Note that the leaders’ control inputs are generally available to at most a subset of the followers. In order to solve the containment problem, based on the relative state information of neighboring agents, we propose a distributed static controller for each follower as

$$
u_i = c_1K \sum_{j=1}^{N} a_{ij}(x_i - x_j) + c_2 \hat{g}(K \sum_{j=1}^{N} a_{ij}(x_i - x_j)), \quad i \in \mathcal{F},$$

where $c_1 > 0$ and $c_2 > 0 \in \mathbb{R}$ are constant coupling gains, $K \in \mathbb{R}^{P\times n}$ is the feedback gain matrix, $a_{ij}$ is the $(i,j)$-th entry of the adjacency matrix $A$ associated with $\mathcal{G}$, and the nonlinear function $\hat{g}()$ is defined as follows: for $w \in \mathbb{R}^n$,

$$
\hat{g}(w) = \begin{cases} 
\frac{w}{\|w\|} & \text{if } \|w\| \neq 0, \\
0 & \text{if } \|w\| = 0.
\end{cases}
$$

Let $x_f = [x_1^T, \cdots, x_M^T]^T$, $x_l = [x_{M+1}^T, \cdots, x_N^T]^T$, $x = [x_f^T, x_l^T]^T$, and $u_l = [u_{M+1}^T, \cdots, u_N^T]^T$. Then, it follows from (1) and (3) that the closed-loop network dynamics can be written as

$$
\begin{align*}
\dot{x}_f &= (I_M \otimes A + c_1 \mathcal{L}_1 \otimes BK) x_f + c_1 (\mathcal{L}_2 \otimes BK) x_l + c_2 (I_M \otimes B) \hat{G}(x), \\
\dot{x}_l &= (I_{N-M} \otimes A) x_l + (I_M \otimes B) u_l,
\end{align*}
$$

where $\mathcal{L}_1$ and $\mathcal{L}_2$ are defined as in (2) and $\hat{G}(x) \triangleq \begin{bmatrix} \hat{g}(K \sum_{j=1}^{N} a_{1j}(x_1 - x_j)) \\ \vdots \\ \hat{g}(K \sum_{j=1}^{N} a_{Mj}(x_M - x_j)) \end{bmatrix}$.
Introduce the following variable:

\[ \xi \triangleq x_f + (L_1^{-1} L_2 \otimes I_n) x_l, \]  

(6)

where \( \xi = [\xi_1^T, \ldots, \xi_M^T]^T \). From (6), it is easy to see that \( \xi = 0 \) if and only if \( x_f = (-L_1^{-1} L_2 \otimes I_n) x_l \). In virtue of Lemma 1, we can get that the containment control problem is solved if \( \xi \) converges to zero. Hereafter, we refer to \( \xi \) as the containment error. By (6) and (5), it is not difficult to obtain that \( \xi \) satisfies the following dynamics:

\[ \dot{\xi} = (I_M \otimes A + c_1 L_1 \otimes BK) \xi + c_2 (I_M \otimes B) \tilde{G}(\xi) + (L_1^{-1} L_2 \otimes B) u_l, \]  

(7)

where

\[ \tilde{G}(\xi) = \begin{bmatrix} \hat{g} \left( K \sum_{j=1}^{M} L_{1j} \xi_j \right) \\ \vdots \\ \hat{g} \left( K \sum_{j=1}^{M} L_{Mj} \xi_j \right) \end{bmatrix}, \]  

(8)

with \( L_{ij} \) denoting the \((i, j)\)-th entry of \( L_1 \).

**Theorem 1**

Suppose that Assumptions 1 and 2 hold. The parameters in the containment controller (3) are designed as

\[ c_1 \geq \frac{1}{\kappa_{\text{min}}(c_1)}, \quad c_2 \geq \max_{i \in \mathcal{R}} \gamma_i, \quad \text{and} \quad K = -B^T P^{-1}, \]  

where \( P > 0 \) is a solution to the following LMI:

\[ AP + PA^T - 2BB^T < 0. \]  

(9)

Then, the containment error \( \xi \) in (7) asymptotically converges to zero.

**Proof**

Consider the following Lyapunov function candidate:

\[ V_1 = \frac{1}{2} \xi^T (L_1 \otimes P^{-1}) \xi. \]  

(10)

Under Assumption 1, it follows from Lemma 1 that \( L_1 > 0 \), so \( V_1 \) is clearly positive definite. The time derivative of \( V_1 \) along the trajectory of (7) is given by

\[ \dot{V}_1 = \xi^T (L_1 \otimes P^{-1} A + c_1 L_1^2 \otimes P^{-1} BK) \xi + c_2 \xi^T (L_1 \otimes P^{-1} B) \tilde{G}(\xi) + \xi^T (L_2 \otimes P^{-1} B) u_l \]  

\[ = \frac{1}{2} \xi^T X \xi + c_2 \xi^T (L_1 \otimes P^{-1} B) \tilde{G}(\xi) + \xi^T (L_2 \otimes P^{-1} B) u_l, \]  

(11)

where

\[ X = L_1 \otimes (P^{-1} A + A^T P^{-1}) - 2c_1 L_1^2 \otimes P^{-1} BB^T P^{-1}. \]  

(12)
Let \( b_{ij} \) denote the \((i, j)\)-th entry of \(-\mathcal{L}_1^{-1}\mathcal{L}_2\), which by Lemma 1, satisfies that \( b_{ij} \geq 0 \) and \( \sum_{j=1}^{N-M} b_{ij} = 1 \) for \( i = 1, \cdots, M \). In virtue of Assumption 2, we have

\[
\xi^T (\mathcal{L}_2 \otimes P^{-1} B) u_l = \xi^T (\mathcal{L}_1 \otimes I_n) (\mathcal{L}_1^{-1} \mathcal{L}_2 \otimes P^{-1} B) u_l \\
= - \left[ \sum_{j=1}^M \mathcal{L}_{ij} \xi_j \cdots \sum_{j=1}^M \mathcal{L}_{Mj} \xi_j^T \right] \\
\begin{bmatrix}
\sum_{k=1}^{N-M} b_{1k} P^{-1} B u_k \\
\vdots \\
\sum_{k=1}^{N-M} b_{Mk} P^{-1} B u_k
\end{bmatrix}
\]

\[
= - \sum_{i=1}^M \mathcal{L}_{ij} \xi_j \left( \sum_{k=1}^{N-M} b_{jk} u_k \right) \\
\leq \sum_{i=1}^M \| B^T P^{-1} \mathcal{L}_{ij} \| \max_{i \in \mathcal{R}} \gamma_i.
\]

From (4) and (8), it follows that

\[
\hat{V}_1 = \xi^T (\mathcal{L}_1 \otimes P^{-1} B) \hat{G}(\xi) = \left[ \sum_{j=1}^M \mathcal{L}_{ij} \xi_j^T P^{-1} B \cdots \sum_{j=1}^M \mathcal{L}_{Mj} \xi_j^T P^{-1} B \right] \\
\begin{bmatrix}
\frac{B^T P^{-1} \sum_{j=1}^M \mathcal{L}_{ij} \xi_j}{\| B^T P^{-1} \sum_{j=1}^M \mathcal{L}_{ij} \xi_j \|} \\
\vdots \\
\frac{B^T P^{-1} \sum_{j=1}^M \mathcal{L}_{Mj} \xi_j}{\| B^T P^{-1} \sum_{j=1}^M \mathcal{L}_{Mj} \xi_j \|}
\end{bmatrix}
\]

\[
= - \sum_{i=1}^M \| B^T P^{-1} \sum_{j=1}^M \mathcal{L}_{ij} \xi_j \|.
\]

Then, we can get from (11), (13), and (14) that

\[
\dot{V}_1 \leq \frac{1}{2} \xi^T \mathcal{X} \xi - \left( c_2 - \max_{i \in \mathcal{R}} \gamma_i \right) \sum_{i=1}^M \| B^T P^{-1} \sum_{j=1}^M \mathcal{L}_{ij} \xi_j \|
\]

\[
\leq \frac{1}{2} \xi^T \mathcal{X} \xi.
\]

In virtue of (9), we obtain that

\[
\left( \mathcal{L}_1^{-\frac{1}{2}} \otimes P \right) \mathcal{X} \left( \mathcal{L}_1^{-\frac{1}{2}} \otimes P \right) = I_M \otimes (AP + PA^T) - 2c_1 \mathcal{L}_1 \otimes BB^T \\
\leq I_M \otimes \left[ AP + PA^T - 2c_1 \lambda_{\min}(\mathcal{L}_1) BB^T \right] < 0,
\]

which, together with (15), implies \( \dot{V}_1 < 0 \). Therefore, the containment error \( \xi \) of (7) is asymptotically stable, that is, the containment problem is solved. \( \square \)

Remark 1
As shown in [4], a necessary and sufficient condition for the existence of a \( P > 0 \) to the LMI (9) is that \((A, B)\) is stabilizable. Therefore, a sufficient condition for the existence of (3) satisfying Theorem (1) is that \((A, B)\) is stabilizable.
Remark 2
The distributed controller (3) consists of a linear term $c_1 K \sum_{j=1}^{N} a_{ij} (x_i - x_j)$ and a nonlinear term $c_2 \hat{g}(K \sum_{j=1}^{N} a_{ij} (x_i - x_j))$, where the nonlinear term is used to suppress the effect of the leaders' nonzero inputs. Without the nonlinear term in (3), it can be seen from (7) that even though $K$ is designed such that $I_M \otimes A + c_1 L_1 \otimes BK$ is Hurwitz, the containment error will not converge to zero because of the nonzero $u_l$. Note that the function $\hat{g}(\cdot)$ in (3) is nonsmooth, implying that the containment controller (3) is discontinuous. Because the right hand of (3) is measurable and locally essentially bounded, the well-posedness and the existence of the solution to (7) can be understood in the Filippov sense [24].

4. CONTINUOUS STATE FEEDBACK CONTAINMENT CONTROLLERS

4.1. Static continuous containment controllers

An inherent drawback of the discontinuous controller (3) is that it will result in the undesirable chattering effect in real implementation, because of the imperfections in switching devices [25, 26]. To avoid the chattering effect, one feasible approach is to use the boundary layer technique [25, 26] to give a continuous approximation of the discontinuous function $\hat{g}(\cdot)$.

Using the boundary layer technique, we propose a distributed continuous static controller as

$$u_i = c_1 K \sum_{j=1}^{N} a_{ij} (x_i - x_j) + c_2 g \left( K \sum_{j=1}^{N} a_{ij} (x_i - x_j) \right), \quad i \in F,$$  

(17)

where the nonlinear function $g(\cdot)$ is defined such that for $w \in \mathbb{R}^n$,

$$g(w) = \begin{cases} \frac{w}{\|w\|} & \text{if } \|w\| > \kappa, \\ \frac{w}{\kappa} & \text{if } \|w\| \leq \kappa, \end{cases}$$  

(18)

with $\kappa$ being a small positive scalar, denoting the width of the boundary layer, and the rest of the variables are the same as in (3). It is worth mentioning that $g(\cdot)$ is actually a saturation function, which was previously proposed in, for example, [27]. The readers can refer to [28, 29] for previous results on consensus with input saturation constraints.

From (6) and (17), we can obtain that the containment error $\xi$ in this case satisfies

$$\dot{\xi} = (I_M \otimes A + c_1 L_1 \otimes BK) \xi + c_2 (I_M \otimes B) \hat{G}(\xi) + (L_1^{-1} L_2 \otimes B) u_l,$$  

(19)

where

$$\hat{G}(\xi) \triangleq \begin{bmatrix} g(K \sum_{j=1}^{M} L_{1j} \xi_j) \\ \vdots \\ g(K \sum_{j=1}^{M} L_{Mj} \xi_j) \end{bmatrix}.$$  

(20)

The following theorem states the ultimate boundedness of the containment error $\xi$.

Theorem 2
Assume that Assumptions 1 and 2 hold. Then, the containment error $\xi$ of (19) under the continuous controller (17) with $c_1$, $c_2$, and $K$ chosen as in Theorem 1 is uniformly ultimately bounded and exponentially converges to the residual set

$$\mathcal{D}_1 \triangleq \left\{ \xi : \|\xi\|^2 \leq \frac{2 \lambda_{\text{max}}(P) M \kappa \max_{i \in \mathcal{K}} \gamma_i}{\alpha \lambda_{\text{min}}(L_1)} \right\},$$  

(21)
where

\[ \alpha = \frac{-\lambda_{\text{max}}(AP + PA^T - 2BB^T)}{\lambda_{\text{max}}(P)}. \]  

(22)

Proof

Consider the Lyapunov function \( V_1 \) as in the proof of Theorem 1. The time derivative of \( V_1 \) along the trajectory of (19) is given by

\[ \dot{V}_1 = \frac{1}{2} \xi^T X' \xi + c_2 e^T (L_1 \otimes P^{-1}B) \tilde{G}(\xi) + \xi^T (L_2 \otimes P^{-1}B) u_t, \]  

(23)

where \( X' \) is defined in (12).

Next, consider the following three cases:

(i) \( \| K \sum_{j=1}^{M} L_{ij} \xi_j \| > \kappa \), that is, \( \| B^T P^{-1} \sum_{j=1}^{M} L_{ij} \xi_j \| > \kappa, i = 1, \ldots, M. \)

In this case, it follows from (18) and (20) that

\[ \xi^T (L_1 \otimes P^{-1}B) \tilde{G}(\xi) = -\sum_{i=1}^{M} \| B^T P^{-1} \sum_{j=1}^{M} L_{ij} \xi_j \|. \]  

(24)

Then, we can get from (23), (13), and (24) that

\[ \dot{V}_1 \leq \frac{1}{2} \xi^T X' \xi. \]

(ii) \( \| B^T P^{-1} \sum_{j=1}^{M} L_{ij} \xi_j \| \leq \kappa, i = 1, \ldots, M. \)

From (13), we can obtain that

\[ \xi^T (L_2 \otimes P^{-1}B) u_t \leq M \kappa \max_{i \in \mathbb{R}} \gamma_i. \]  

(25)

Further, it follows from (18), (20), and (24) that

\[ \xi^T (L_1 \otimes P^{-1}B) \tilde{G}(\xi) = -\frac{1}{\kappa} \sum_{i=1}^{M} \| B^T P^{-1} \sum_{j=1}^{M} L_{ij} \xi_j \|^2 \leq 0. \]  

(26)

Thus, we get from (23), (25), and (26) that

\[ \dot{V}_1 \leq \frac{1}{2} \xi^T X' \xi + M \kappa \max_{i \in \mathbb{R}} \gamma_i. \]  

(27)

(iii) \( \xi \) satisfies neither Case (i) nor Case (ii).

Without loss of generality, assume that \( \| B^T P^{-1} \sum_{j=1}^{M} L_{ij} \xi_j \| > \kappa, i = 1, \ldots, l, \) and \( \| B^T P^{-1} \sum_{j=1}^{M} L_{ij} \xi_j \| \leq \kappa, i = l + 1, \ldots, M, \) where \( 2 \leq l \leq M - 1. \) It is easy to see from (13), (18), and (24) that

\[ \xi^T (L_2 \otimes P^{-1}B) u_t \leq \max_{i \in \mathbb{R}} \gamma_i \left[ \sum_{i=1}^{l} \| B^T P^{-1} \sum_{j=1}^{M} L_{ij} \xi_j \| + (M - l) \kappa \right]. \]
Clearly, in this case, we have
\[ \dot{V}_1 \leq \frac{1}{2} \dot{X}^T \dot{X} + (M-l) \kappa \max_{i \in \mathcal{R}} \gamma_i. \]

Therefore, by analyzing the aforementioned three cases, we get that \( \dot{V}_1 \) satisfies (27) for all \( \xi \in \mathbb{R}^{Mn} \). Note that (27) can be rewritten as
\[
\dot{V}_1 \leq -\alpha V_1 + \frac{1}{2} \dot{X}^T \dot{X} + M \kappa \max_{i \in \mathcal{R}} \gamma_i.
\]

Because \( \alpha = \frac{-\lambda_{\max}(AP + PA^T - 2BB^T)}{\lambda_{\min}(P)} \), in light of 9, we can obtain that
\[
\left( L_1^{-\frac{1}{2}} \otimes P \right) (X + \alpha L_1 \otimes P^{-1}) \left( L_1^{-\frac{1}{2}} \otimes P \right) \leq I_N \otimes \left[ AP + PA^T + \alpha P - 2BB^T \right] < 0.
\]

Then, it follows from (28) that
\[
\dot{V}_1 \leq -\alpha V_1 + M \kappa \max_{i \in \mathcal{R}} \gamma_i.
\]

By using the Comparison Lemma [30], we can obtain from (29) that
\[
V_1(\xi) \leq \left[ V_1(\xi(0)) - \frac{M \kappa}{\alpha} \right] \exp(-\alpha t) + \frac{N \kappa \max_{i \in \mathcal{R}} \gamma_i}{\alpha},
\]

which implies that \( V_1(\xi) \) exponentially converges into the set \( \{ V_1 : V_1 \leq N \kappa \max_{i \in \mathcal{R}} \gamma_i / \alpha \} \) with a convergence rate not less than \( \exp(-\alpha t) \). Because \( V_1(\xi) \geq \frac{\lambda_{\max}(L)}{2\lambda_{\max}(P)} \| \xi \|^2 \), it follows that \( \xi \) exponentially converges to the residual set \( \mathcal{D}_1 \) in (21) with a convergence rate not less than \( \exp(-\alpha t) \).

Remark 3
Contrary to the discontinuous controller (3), the chattering effect can be avoided by using the continuous controller (17). The trade-off is that the continuous controller (17) does not guarantee asymptotic stability. Note that the residual set \( \mathcal{D}_1 \) of the containment error \( \xi \) depends on the communication graph \( \mathcal{G} \), the number of followers, the upper bounds of the leader’s control inputs, and the width \( \kappa \) of the boundary layer. By choosing a sufficiently small \( \kappa \), \( \xi \) under the continuous controller (17) can be arbitrarily small, which is acceptable in most circumstances.

4.2. Adaptive continuous containment controllers

In the last subsection, to design the controller (17), we have to use the minimal eigenvalue \( \lambda_{\min}(L_1) \) of \( L_1 \) and the upper bounds \( \gamma_i \) of the leaders’ control inputs. However, \( \lambda_{\min}(L_1) \) is global information in the sense that each follower has to know the entire communication graph to compute it, and it is not practical to assume that the upper bounds \( \gamma_i \), \( i \in \mathcal{R} \), are explicitly known to all followers. In this subsection, we intend to design distributed controllers to solve the containment problem without requiring \( \lambda_{\min}(L_1) \) nor \( \gamma_i \), \( i \in \mathcal{R} \).
Based on the relative states of neighboring agents, we propose the following distributed controller with an adaptive law for updating the coupling gain for each follower:

\[ u_i = d_i K \sum_{j=1}^{N} a_{ij} (x_i - x_j) + d_i r \left( K \sum_{j=1}^{N} a_{ij} (x_i - x_j) \right), \]

\[ \dot{d}_i = \tau_i \left( -\varphi_i d_i + \left[ \sum_{j=1}^{N} a_{ij} (x_i - x_j) \right]^T \Gamma \left[ \sum_{j=1}^{N} a_{ij} (x_i - x_j) \right] \right. \]

\[ \left. + \left\| K \sum_{j=1}^{N} a_{ij} (x_i - x_j) \right\| \right), \quad i = 1, \ldots, M, \tag{31} \]

where \( d_i(t) \) denotes the time-varying coupling gain associated with the \( i \)-th follower, \( \varphi_i \) are small positive constants, \( \Gamma \in \mathbb{R}^{n \times n} \) is the feedback gain matrix, \( \tau_i \) are positive scalars, and the nonlinear function \( r(\cdot) \) is defined as follows: for \( w \in \mathbb{R}^n \),

\[ r(w) = \begin{cases} \frac{w}{\|w\|} & \text{if } d_i \|w\| > \kappa, \\ \frac{w}{\kappa d_i} & \text{if } d_i \|w\| \leq \kappa, \end{cases} \tag{32} \]

and the rest of the variables are defined as in (17).

Let \( x_f, x_i, x, u_i \), and \( \xi \) be defined as in (19) and (6). Let \( D(t) = \text{diag}(d_1(t), \ldots, d_M(t)) \). Then, it follows from (1) and (31) that the containment error \( \xi \) and the coupling gains \( D(t) \) satisfy the following dynamics:

\[ \dot{\xi} = \dot{x}_f + (\mathcal{L}_1^{-1} \mathcal{L}_2 \otimes I_n) \dot{x}_i \]

\[ = (I \otimes A + D \mathcal{L}_1 \otimes BK) x_f + (D \mathcal{L}_2 \otimes BK) x_i + (D \otimes B) R(x) \]

\[ + (\mathcal{L}_1^{-1} \mathcal{L}_2 \otimes A) x_i + (\mathcal{L}_1^{-1} \mathcal{L}_2 \otimes B) u_i \]

\[ = (I_M \otimes A + D \mathcal{L}_1 \otimes BK) \xi + (D \otimes B) R(\xi) + (\mathcal{L}_1^{-1} \mathcal{L}_2 \otimes B) u_i, \tag{33} \]

\[ \dot{\tau}_i = \tau_i \left( -\varphi_i d_i + \left[ \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j^T \right] \Gamma \left[ \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right] + \left\| K \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right\| \right), \quad i = 1, \ldots, M, \]

where \( R(\xi) = \left[ r \left( K \sum_{j=1}^{M} \mathcal{L}_{1j} \xi_j \right) \right. \]

\[ \left. \vdots \right. \]

\[ \left. r \left( K \sum_{j=1}^{M} \mathcal{L}_{Mj} \xi_j \right) \right]. \]

The following theorem shows the ultimate boundedness of the states \( \xi \) and \( \tau_i \) of (33).

**Theorem 3**

Suppose that Assumptions 1 and 2 hold. The feedback gain matrices of the adaptive controller (31) are designed as \( K = -B^T P^{-1} \) and \( \Gamma = P^{-1} BB^T P^{-1} \), where \( P > 0 \) is a solution to the LMI (9). Then, both the containment error \( \xi \) and the coupling gains \( d_i, i = 1, \ldots, M \), in (33) are uniformly ultimately bounded. Furthermore, if \( \varphi_i \) is chosen to be small enough such that \( \varphi \triangleq \max_{i=1, \ldots, M} \varphi_i \tau_i < \alpha \), where \( \alpha \) is defined as in (22), then \( \xi \) exponentially converges to the residual set.
Let \( D_2 \triangleq \left\{ \xi : \|\xi\|^2 \leq \frac{\lambda_{\text{max}}(P)}{\lambda_2(\alpha - \varrho)} \left[ \sum_{i=1}^{M} \beta^2 \varphi_i + \frac{1}{2} M \kappa \right] \right\} \),

where \( \beta = \max \left\{ \max_{i \in \mathcal{K}} \frac{1}{\lambda_{\text{max}}(\ell_i)} \right\} \).

**Proof**

Let \( d_i = d_i - \hat{d}_i, i = 1, \cdots, M \). Then, (33) can be rewritten as

\[
\dot{\hat{d}}_i = \tau_i \left( -\varphi_i (\hat{d}_i + \beta) + \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j^T \right) \Gamma \left( \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right) + \| K \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \|, \quad i = 1, \cdots, M.
\]

(35)

where \( D(t) = \text{diag} \left( \dot{d}_1(t) + \beta, \cdots, \dot{d}_M(t) + \beta \right) \).

Consider the following Lyapunov function candidate

\[
V_2 = \frac{1}{2} \xi^T \left( \mathcal{L}_1 \otimes P^{-1} \right) \xi + \sum_{i=1}^{M} \frac{\dot{d}_i^T}{2\tau_i}.
\]

As stated in the proof of Theorem 1, it is easy to see that \( V_2 \) is positive definite. The time derivative of \( V_2 \) along (35) can be obtained as

\[
\dot{V}_2 = \xi^T \left( \mathcal{L}_1 \otimes P^{-1} A + \mathcal{L}_1 D \mathcal{L}_1 \otimes P^{-1} B K \right) \xi + \xi^T \left( \mathcal{L}_1 D \otimes P^{-1} B \right) R(\dot{\xi}) + 2 \xi^T \left( \mathcal{L}_2 \otimes P^{-1} B \right) u_i
\]

\[+ \sum_{i=1}^{M} \dot{d}_i \left( -\varphi_i (\hat{d}_i + \beta) + \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j^T \right) \Gamma \left( \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right) + \| K \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \| \].

(36)

By substituting \( K = -BP^{-1} \), it is easy to get that

\[
\xi^T \left( \mathcal{L}_1 D \mathcal{L}_1 \otimes P^{-1} B K \right) \dot{\xi} = -\sum_{i=1}^{M} \left( \hat{d}_i + \beta \right) \left[ \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right]^T P^{-1} BB^T P^{-1} \left[ \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right].
\]

(37)

Next, consider the following three cases:

(i) \( \mathcal{L}_{ij} \xi_j > \kappa, i = 1, \cdots, M \).

In this case, we can get from (32) that

\[
\xi^T \left( \mathcal{L}_1 D \otimes P^{-1} B \right) R(\dot{\xi}) = -\sum_{i=1}^{M} (\hat{d}_i + \beta) \left\| B^T P^{-1} \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right\|. \]

(38)

Substituting (37), (38), and (13) into (36) yields

\[
\dot{V}_2 \leq \xi^T \left( \mathcal{L}_1 \otimes P^{-1} A \right) \xi - \beta \sum_{i=1}^{M} \left[ \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right]^T P^{-1} BB^T P^{-1} \left[ \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right]
\]

(39)
\[- \left( \beta - \max_{i \in \mathbb{R}} \gamma_i \right) \sum_{i=1}^{M} \left\| B^T P^{-1} \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right\| - \sum_{i=1}^{M} \phi_i \left( \tilde{d}_i^2 + \tilde{d}_i \beta \right) \leq \frac{1}{2} \xi^T \mathcal{Z} \xi + \frac{1}{2} \sum_{i=1}^{M} \phi_i \left( -\tilde{d}_i^2 + \beta^2 \right), \]

where we have used the fact that $\beta \geq \max_{i \in \mathbb{R}} \gamma_i$ and $-\tilde{d}_i^2 - \tilde{d}_i \beta \leq -\frac{1}{2} \tilde{d}_i^2 + \frac{1}{2} \beta^2$ to obtain the last inequality and

\[ \mathcal{Z} = \mathcal{L}_1 \otimes \left( P^{-1} A + A^T P^{-1} \right) - 2 \beta \mathcal{L}_1^2 \otimes P^{-1} B P^{-1}. \]

(ii) $d_i \left\| K \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right\| \leq \kappa$, $i = 1, \cdots, M$.

In this case, we can get from (32) that

\[ \xi^T \left( \mathcal{L}_1 D \otimes P^{-1} B \right) R(\xi) = -\sum_{i=1}^{M} \left( \tilde{d}_i + \beta \right)^2 \left\| B^T P^{-1} \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right\|^2. \quad (39) \]

Then, it follows from (37), (39), (13), and (36) that

\[ \dot{V}_2 \leq \frac{1}{2} \xi^T \mathcal{Z} \xi - \sum_{i=1}^{M} \phi_i \left( \tilde{d}_i^2 + \tilde{d}_i \beta \right) \]
\[ - \sum_{i=1}^{M} \left( \tilde{d}_i + \beta \right)^2 \left\| B^T P^{-1} \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right\|^2 + \sum_{i=1}^{M} \phi_i \left( -\tilde{d}_i^2 + \beta^2 \right) + \frac{1}{4} M \kappa. \quad (40) \]

Note that to obtain the last inequality in (40), we have used the following fact:

\[ - \left( \tilde{d}_i + \beta \right)^2 \left\| B^T P^{-1} \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right\|^2 \leq \frac{1}{4} \kappa, \]

for \( \left( \tilde{d}_i + \beta \right) \left\| K \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right\| \leq \kappa, i = 1, \cdots, M \).

(iii) $\xi$ satisfies neither Case (i) nor Case (ii).

Without loss of generality, assume that $d_i \left\| K \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right\| \leq \kappa$, $i = 1, \cdots, l$, and $d_i \left\| K \sum_{j=1}^{M} \mathcal{L}_{ij} \xi_j \right\| > \kappa$, $i = l + 1, \cdots, M$, where $2 \leq l \leq M - 1$. By following the steps in the two cases earlier, it is easy to get that

\[ \dot{V}_2 \leq \frac{1}{2} \xi^T \mathcal{Z} \xi + \frac{1}{2} \sum_{i=1}^{M} \phi_i \left( -\tilde{d}_i^2 + \beta^2 \right) + \frac{1}{4} (M - l) \kappa. \]
Therefore, $\dot{V}_2$ satisfies (40) for all $\xi \in \mathbb{R}^{nn}$. Because $\beta \lambda_{\min}(\mathcal{L}_1) \geq 1$, by following similar steps as in the proof of Theorem 1, it is easy to show that $Z < 0$, and thereby, $\xi^T Z \xi - \sum_{i=1}^{M} \varphi_i \dot{d}_i^2 < 0$. In virtue of the result in [27], we get that the states $\xi$ and $d_i$ of (33) are uniformly ultimately bounded.

Next, we will derive the residual set for the containment error $\xi$. Rewrite (40) into

$$
\dot{V}_2 \leq -\varrho V_2 + \frac{1}{2} \xi^T (Z + \alpha \mathcal{L}_1 \otimes P^{-1}) \xi - \frac{1}{2} \sum_{i=1}^{M} \left( \varphi_i - \frac{\varrho}{\varrho_i} \right) \dot{d}_i^2
$$

$$
- \frac{\alpha - \varrho}{2} \xi^T (\mathcal{L}_1 \otimes P^{-1}) \xi + \frac{1}{2} \sum_{i=1}^{M} \beta^2 \varphi_i + \frac{1}{4} M \kappa
$$

$$
\leq -\varrho V_2 - \frac{\lambda_{\min}(\mathcal{L}_1)(\alpha - \varrho)}{2 \lambda_{\max}(P)} \| \xi \|^2 + \frac{1}{2} \sum_{i=1}^{M} \beta^2 \varphi_i + \frac{1}{4} M \kappa.
$$

(41)

Obviously, it follows from (41) that $\dot{V}_2 \leq -\varrho V_2$ if $\| \xi \|^2 > \frac{\lambda_{\max}(P)}{\lambda_{\min}(\mathcal{L}_1)(\alpha - \varrho)} \left[ \sum_{i=1}^{M} \beta^2 \varphi_i + \frac{1}{2} M \kappa \right]$. Then, by noting $V_2 \geq \frac{\lambda_{\min}(\mathcal{L}_1)}{\lambda_{\max}(P)} \| \xi \|^2$, we can get that if $\varrho \leq \alpha$, then $\xi$ exponentially converges to the residual set $D_2$ in (34) with a convergence rate faster than $\exp(-\varrho t)$.

\textbf{Remark 4}

It is worth mentioning that introducing the term $-\varphi_i d_i$ into (31) is inspiring the $\sigma$-modification technique in the classic adaptive literature [31], which plays a vital role to guarantee the ultimate boundedness of the containment error $\xi$ and the adaptive gains $d_i$. From (34), we can observe that the residual set $D_2$ decrease as $\kappa$ and $\varphi_i$ decrease. Therefore, we can choose $\varphi_i$ and $\kappa$ to be relatively small in order to guarantee a small containment error $\xi$. Contrary to the fixed containment controller (17), the design of the adaptive controller (31) relies on only the agent dynamics, requiring neither the minimal eigenvalue $\lambda_1(\mathcal{L}_1)$ nor the upper bounds of the leaders’ control input.

\section{5. CONTINUOUS OUTPUT FEEDBACK CONTAINMENT CONTROLLERS}

The containment controllers in the proceeding sections are based on the relative state information of neighboring agents, which might not be available in some circumstances. In this section, we extend to consider the case where the outputs, rather not the states, of the agents are accessible to their local neighbors.

To achieve containment, we propose the following distributed observer-based containment controller with fixed coupling gains:

$$
\dot{v}_i = Av_i + Bu_i + L(Cv_i - y_i),
$$

$$
u_i = c_1 F \sum_{j=1}^{N} a_{ij} (v_i - v_j) + c_2 g \left( F \sum_{j=1}^{N} a_{ij} (v_i - v_j) \right), \quad i \in \mathcal{F},
$$

(42)

where $v_i \in \mathbb{R}^n$ is the estimate of the state of the $i$-th follower, $v_j \in \mathbb{R}^n$ denotes the estimate of the state of the $j$-th leader, given by

$$
\dot{v}_j = Av_j + Bu_j + L(Cv_j - y_j), \quad j \in \mathcal{R},
$$

(43)

$L \in \mathbb{R}^{q \times n}$ and $F \in \mathbb{R}^{q \times n}$ are the feedback gain matrices, and the rest of the variables are defined as in (17). Distributed observer-based containment controllers with adaptive coupling gains can be similarly given, which are omitted here for brevity.
Let $\mathbf{z}_l = [x_l^T, v_l^T]^T$, $\mathbf{z}_f = [x_f^T, \cdots, x_f^{M-1}_f]^T$, $\mathbf{z}_l = [x_l^T, \cdots, x_l^{M+1}_l]^T$, and $\mathbf{z} = [x_f^T, x_l^T]^T$.

Then, the closed-loop network dynamics resulting from (1) and (42) can be written as

$$
\dot{\mathbf{z}}_f = (I_M \otimes \mathcal{M} + c_1(L_1 \otimes \mathcal{H}) \mathbf{z}_f + c_1(L_2 \otimes \mathcal{H}) \mathbf{z}_l + c_2(I_M \otimes \mathcal{B})H(\mathbf{z}),
\dot{\mathbf{z}}_l = (I_{N-M} \otimes \mathcal{M}) \mathbf{z}_l + (I_{N-M} \otimes \mathcal{B})u_l,
$$

where

$$
\mathcal{M} = \begin{bmatrix} A & 0 \\ -LC & A + LC \end{bmatrix}, \quad \mathcal{H} = \begin{bmatrix} 0 & BF \\ 0 & BF \end{bmatrix}, \quad \mathcal{B} = \begin{bmatrix} B \\ B \end{bmatrix},
\quad H(z) = \begin{bmatrix} g(\mathcal{J} \sum_{j=1}^{N} a_{1j}(z_1 - z_j)) \\ \vdots \\ g(\mathcal{J} \sum_{j=1}^{N} a_{Mj}(z_M - z_j)) \end{bmatrix}, \quad \mathcal{J} = \begin{bmatrix} 0 & F \end{bmatrix}.
$$

Introduce the containment error in this case as

$$
\mathbf{z} = \mathbf{z}_f + (L_1^{-1}L_2 \otimes I_{2n}) \mathbf{z}_l,
$$

where $\mathbf{z} = [\mathbf{z}_f^T, \cdots, \mathbf{z}_M^T]^T$. Similarly to the proceeding section, it is easy to get that $\mathbf{z}$ satisfies

$$
\dot{\mathbf{z}} = (I_M \otimes \mathcal{M} + c_1(L_1 \otimes \mathcal{H}) \mathbf{z} + c_2(I_M \otimes \mathcal{S})H(\mathbf{z}) + (L_1^{-1}L_2 \otimes \mathcal{B})u_l,
$$

where $H(\mathbf{z}) = \begin{bmatrix} g(\mathcal{J} \sum_{j=1}^{M} L_{1j} \mathbf{z}_j) \\ \vdots \\ g(\mathcal{J} \sum_{j=1}^{M} L_{Mj} \mathbf{z}_j) \end{bmatrix}$.

**Theorem 4**

Suppose that Assumptions 1 and 2 hold. Design the parameters of the observer-based controller (42) such that $A + LC$ is Hurwitz, $c_1 \geq \frac{1}{\max(L_1)}$, $c_2 \geq \max \gamma_i$, and $K = -B^TP^{-1}$, where $P > 0$ is a solution to the LMI (9). The containment error $\mathbf{z}$ described by (46) is uniformly ultimately bounded.

**Proof**

Consider the following Lyapunov function candidate

$$
V_3 = \frac{1}{2} \mathbf{z}^T (L_1 \otimes Q) \mathbf{z},
$$

where $Q = \begin{bmatrix} \zeta Q & -\zeta Q \\ -\zeta Q & \zeta Q + P^{-1} \end{bmatrix}$, $Q > 0$ satisfies that $(A + LC)Q + (A + LC)^TQ < 0$, and $\zeta > 0$ is a positive scalar to be determined later. By Schur Complement Lemma [32], it is easy to verify that $Q > 0$. Because $L_1 > 0$, $V_3$ is positive definite. The time derivative of $V_3$ along (46) can be obtained as

$$
\dot{V}_3 = \mathbf{z}^T (L_1 \otimes Q \mathcal{M} + c_1L_1^2 \otimes \mathcal{H}) \mathbf{z} + c_2 \mathbf{z}^T (L_1 \otimes Q \mathcal{B}) \mathbf{H}(\mathbf{z}) + \mathbf{z}^T (L_2 \otimes Q \mathcal{B})u_l.
$$
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Let \( \hat{\zeta} = (I_M \otimes T) \zeta \) with \( T = \begin{bmatrix} I & -I \\ 0 & I \end{bmatrix} \). Then, (47) can be rewritten as

\[
\dot{\hat{\zeta}}_3 = \frac{1}{2} \hat{\zeta}^T \hat{\zeta} + c_2 \hat{\zeta}^T (L_1 \otimes \hat{\mathcal{Q}}) \hat{H} \left( \hat{\zeta} \right) + \hat{\zeta}^T (L_2 \otimes \hat{\mathcal{Q}}) u_l,
\]  

(48)

where we have used the fact that \( J T^{-1} = J \) and

\[
\begin{align*}
\gamma & \triangleq L_1 \otimes (\hat{\mathcal{Q}} \mathcal{M} + \hat{\mathcal{M}}^T \hat{\mathcal{Q}}) + 2 c_1 L^2 \otimes \hat{\mathcal{Q}} \mathcal{H}, \\
\tilde{\mathcal{Q}} &= \begin{bmatrix} \xi \mathcal{Q} & 0 \\ 0 & P^{-1} \end{bmatrix}, \quad \tilde{\mathcal{M}} = \begin{bmatrix} A + L C & 0 \\ -L C & A \end{bmatrix}, \quad \tilde{\mathcal{H}} = \begin{bmatrix} 0 & 0 & 0 & BF \\ 0 & B \end{bmatrix}.
\end{align*}
\]

Consider the case where \( \| B^T P^{-1} \sum_{j=1}^{M} C_{ij} \tilde{\zeta}_j \| > \kappa, \ i = 1, \ldots, M \). By noting that \( J = -[0, B^T P^{-1}] = -B^T \tilde{\mathcal{Q}} \), it is not difficult to get that

\[
\hat{\zeta}^T (L_1 \otimes \hat{\mathcal{Q}}) \hat{H} \left( \hat{\zeta} \right) = -\sum_{i=1}^{M} \left\| B^T \tilde{\mathcal{Q}} \sum_{j=1}^{M} L_{ij} \tilde{\zeta}_j \right\|.
\]

(49)

By following the similar steps in (13), we can get that

\[
\hat{\zeta}^T (L_2 \otimes \hat{\mathcal{Q}}) u_l \leq \max_{i \in \mathcal{R}} \gamma_i \sum_{i=1}^{M} \left\| B^T \tilde{\mathcal{Q}} \sum_{j=1}^{M} L_{ij} \tilde{\zeta}_j \right\|.
\]

(50)

Substituting (49) and (50) into (48) yields

\[
\dot{\hat{\zeta}}_3 \leq \frac{1}{2} \hat{\zeta}^T \hat{\zeta} - \left( c_2 - \max_{i \in \mathcal{R}} \gamma_i \right) \sum_{i=1}^{M} \left\| B^T \tilde{\mathcal{Q}} \sum_{j=1}^{M} L_{ij} \tilde{\zeta}_j \right\| \leq \frac{1}{2} \hat{\zeta}^T \hat{\zeta}.
\]

For the case where \( \| B^T P^{-1} \sum_{j=1}^{M} C_{ij} \tilde{\zeta}_j \| \leq \kappa, \ i = 1, \ldots, M \), it is easy to see from (50), (18), and (49) that

\[
\hat{\zeta}^T (L_1 \otimes \hat{\mathcal{Q}}) \hat{H} (\zeta) \leq \frac{1}{\kappa} \sum_{i=1}^{M} \left\| B^T \tilde{\mathcal{Q}} \sum_{j=1}^{M} L_{ij} \tilde{\zeta}_j \right\|^2 \leq 0,
\]

\[
\hat{\zeta}^T (L_2 \otimes \hat{\mathcal{Q}}) u_l \leq M \kappa \max_{i \in \mathcal{R}} \gamma_i.
\]

Clearly, in this case, we have

\[
\dot{\hat{\zeta}}_3 \leq \frac{1}{2} \hat{\zeta}^T \hat{\zeta} + M \kappa \max_{i \in \mathcal{R}} \gamma_i.
\]

(51)

For the case where \( \| B^T P^{-1} \sum_{j=1}^{M} C_{ij} \tilde{\zeta}_j \| > \kappa, \ i = 1, \ldots, l \), and \( \| B^T P^{-1} \sum_{j=1}^{M} C_{ij} \tilde{\zeta}_j \| \leq \kappa, \ i = l + 1, \ldots, M \), by following similar steps in the aforementioned two cases, it is not difficult to get that

\[
\dot{\hat{\zeta}}_3 \leq \frac{1}{2} \hat{\zeta}^T \hat{\zeta} + (M - l) \kappa \max_{i \in \mathcal{R}} \gamma_i.
\]
Therefore, we obtain from the aforementioned three cases that $\dot{V}_3$ satisfies (51) for all $\xi \in \mathbb{R}^{2Nn}$. By noting that $Q\tilde{H} \leq 0$, we have

$$
\left( L_1^{-\frac{1}{2}} \otimes I_{2n} \right) \mathcal{Y} \left( L_1^{-\frac{1}{2}} \otimes I_{2n} \right) \leq I_M \otimes \left[ Q\tilde{M} + \tilde{M}^T \tilde{Q} + 2c_1\lambda_{\min}(L_1) Q\tilde{H} \right].
$$

Furthermore,

$$
diag(I, P) \left[ Q\tilde{M} + \tilde{M}^T \tilde{Q} + 2c_1\lambda_{\min}(L_1) Q\tilde{H} \right] diag(I, P) = \begin{bmatrix}
\xi(QA + LC) + (A + LC)^T Q & -C^T L^T \\
-LC & AP + PA^T - 2c_1\lambda_{\min}(L_1) BB^T
\end{bmatrix},
$$

Because $c_1\lambda_{\min}(L_1) \geq 1$, it follows from (9) that $AP + PA^T - 2c_1\lambda_{\min}(L_1) BB^T < 0$. Then, by choosing $\xi > 0$ sufficiently large and using Schur Complement Lemma [32], we can obtain that $Q\tilde{M} + \tilde{M}^T \tilde{Q} + 2c_1\lambda_{\min}(L_1) Q\tilde{H} < 0$. Then, it follows from (52) and (53) that $\dot{V}_3 < 0$. Therefore, we get from (51) that the containment error $\xi$ is uniformly ultimately bounded.

**Remark 5**

Containment control of multi-agent systems was previously studied in [12–16, 18–21]. The agent dynamics are restricted to be single or double integrators in [12–16] and to be second-order Euler-Lagrange systems in [18–20]. In [21], it is assumed that the leaders' control inputs are zero. In contrast, Theorems 1–4 obtained in this paper are applicable to multi-agent systems with general linear dynamics and multiple leaders whose control inputs are possibly nonzero and bounded. Furthermore, contrary to the discontinuous controllers in [13–15, 18, 20], a distinct feature of the proposed containment controllers (17), (31), and (42) is that they are continuous, and thus the undesirable chattering phenomenon can be avoided. Another contribution of this paper is that the adaptive containment controller (31) can be implemented in a fully distributed fashion without requiring any global information.

### 6. EXTENSIONS TO MULTI-AGENT SYSTEMS WITH MATCHING UNCERTAINTIES

In this section, we extend to consider the containment control problem for multi-agent systems with matching uncertainties. The dynamics of the $N$ agents are described by

$$
\dot{x}_i = Ax_i + B[u_i + f_i(x_i, t)], \quad i = 1, \cdots, N,
$$

where $f_i(x_i, t)$ represents the matching uncertainty associated with the $i$-th agent, which is assumed to satisfy $\|f_i(x_i, t)\| \leq \sigma_i$, $\sigma_i > 0$, and the rest of the variables are the same as in (1). As in Section 3, suppose that the agents indexed by $i = 1, \cdots, M$, are followers and the rest are leaders. The communication graph among the $N$ agents is represented by graph $\mathcal{G}$ satisfying Assumption 1. The leaders' control inputs $u_i$, $i \in \mathcal{R}$, are assumed to satisfy Assumption 2. By letting $\tilde{u}_i = u_i + f_i(x_i, t)$, $i \in \mathcal{R}$, the dynamics of the leaders in (54) can be rewritten as

$$
\dot{x}_i = Ax_i + B\tilde{u}_i, \quad i \in \mathcal{R},
$$

where $\tilde{u}_i$ satisfies $\|\tilde{u}_i\| \leq \gamma_i + \sigma_i$, $i \in \mathcal{R}$.

For simplicity, we restrict our attention to the case where the relative state information of neighboring agents is available and will redesign the distributed containment controllers (17) and (31) to solve the containment problem for the uncertain multi-agent system in (54). For the case of (17), let the containment error $\xi$ be defined as in (6). Similar to Section 4.1, it is not difficult to obtain that the containment error $\xi$ in this case satisfies
where \( f(x_f, t) = \left[ f_1(x_1, t)^T, \ldots, f_M(x_M, t)^T \right]^T, \tilde{u}_l = \left[ \tilde{u}_{M+1}^T, \ldots, \tilde{u}_N^T \right]^T \), and the rest of the variables are defined as in (19).

**Theorem 5**

Suppose that Assumptions 1 and 2 hold. Then, the containment error \( \xi \) of (55), under the static continuous controller (17) with \( c_1 \) and \( K \) designed as in Theorem 1 and \( c_2 > \max_{i \in \mathcal{R}} \gamma_i + \max_{i = 1, \ldots, N} \sigma_i \), is uniformly ultimately bounded and exponentially converges to the residual set

\[
\mathcal{D}_3 \triangleq \left\{ \xi : \|\xi\|^2 \leq \frac{2\lambda_{\text{max}}(P) M \kappa}{\alpha \lambda_{\text{min}}(L_1)} \left( \max_{i \in \mathcal{R}} \gamma_i + \max_{i = 1, \ldots, N} \sigma_i \right) \right\},
\]

where \( \alpha \) is defined as in (22).

**Proof**

Consider the Lyapunov function \( V_1 \) as in (10). Then, the time derivative of \( V_1 \) along (55) is given by

\[
\dot{V}_1 = \frac{1}{2} \xi^T \lambda \xi + c_2 \xi^T (L_1 \otimes P^{-1} B) \tilde{G}(\xi)
+ \xi^T (L_2 \otimes P^{-1} B) \tilde{u}_l + \xi^T (L_1 \otimes P^{-1} B) f(x_f, t).
\]

Note that

\[
\xi^T (L_1 \otimes P^{-1} B) f(x_f, t) = \left[ \sum_{j = 1}^M L_{1j} \xi_j^T \right] P^{-1} B \left[ \sum_{j = 1}^M \xi_j^T \right] f_{1j}(x_j, t)
\leq \sum_{i = 1}^M \left\| B^T P^{-1} \sum_{j = 1}^M L_{ij} \xi_j \right\| \| f_i(x_j, t) \|
\leq \sum_{i = 1}^M \left\| B^T P^{-1} \sum_{j = 1}^M L_{ij} \xi_j \right\| \max_{i \in \mathcal{F}} \sigma_i.
\]

Following the similar steps in the proof of Theorem 2, we can get that for all \( \xi \in \mathbb{R}^N \),

\[
\dot{V}_1 \leq \frac{1}{2} \xi^T \lambda \xi + M \kappa \left( \max_{i \in \mathcal{R}} \gamma_i + \max_{i = 1, \ldots, N} \sigma_i \right).
\]

Then, the rest of this proof can be completed by following similar steps in the last part of the proof of Theorem 2. \( \square \)

For the distributed adaptive controller (31), we have the following result.

**Theorem 6**

Assuming that Assumptions 1 and 2 hold, the containment error \( \xi \) in (6) and the coupling gains \( d_i \) in (31) are uniformly ultimately bounded, under the adaptive controller (31) designed as in Theorem 3.
Moreover, if \( \varphi_i \) is chosen such that
\[
\varphi_i \triangleq \max_{i=1,\ldots,M} \varphi_i t_i < \alpha,
\]
where \( \alpha \) is defined as in (22), then \( \xi \) exponentially converges to the residual set
\[
\mathcal{D}_4 \triangleq \left\{ \xi : \|\xi\|^2 \leq \frac{\lambda_{\max}(P)}{\lambda_2(\alpha - \varphi)} \left[ \sum_{i=1}^{N} \tilde{\beta}^i \varphi_i + \frac{1}{2} M \kappa \right] \right\},
\]
where \( \tilde{\beta} = \max \left\{ \max_{i \in K} \gamma_i, \max_{i=1,\ldots,N} \sigma_i, \frac{1}{\lambda_{\max}(Z)} \right\} \).

Proof

It can be completed by following similar steps in the proofs of Theorems 3 and 5, which are omitted here for brevity. \( \square \)

Remark 6

Theorems 5 and 6 show that the proposed continuous containment controllers (17) and (31) are applicable to the case where the agents are perturbed by heterogeneous and bounded matching uncertainties in (54). The existence of the matching uncertainties affects the choice of the parameter \( c_2 \) of the static controller (17) and increases the upper bounds of the containment error \( \xi \).

7. SIMULATION EXAMPLES

In this section, a simulation example is provided to validate the effectiveness of the theoretical results.

Consider a network of eight agents with matching uncertainties. For illustration, let the communication graph among the agents be given as in Figure 1, where nodes 7 and 8 are two leaders and the others are followers. The dynamics of the agents are given by (1), with
\[
\begin{align*}
x_i &= \begin{bmatrix} x_{i1} \\ x_{i2} \end{bmatrix}, & A &= \begin{bmatrix} 0 & 1 \\ -1 & 1 \end{bmatrix}, & B &= \begin{bmatrix} 0 \\ 1 \end{bmatrix}.
\end{align*}
\]

Design the control inputs for the leaders as
\[
u_7 = K_7 x_7 + 4 \sin(2t) \quad \text{and} \quad u_8 = K_8 x_8 + 2 \cos(t),
\]
where \( K_7 = -\begin{bmatrix} 0 & 2 \\ 2 & 3 \end{bmatrix} \) and \( K_8 = -\begin{bmatrix} 1 & 3 \\ 1 & 3 \end{bmatrix} \). It is easy to see that in this case, \( u_7 \) and \( u_8 \) are bounded. Here, we use the adaptive control (31) to solve the containment control problem.

Solving the LMI (9) by using the Sedumi toolbox [33] gives the gain matrices \( K \) and \( \Gamma \) in (31) as
\[
K = -\begin{bmatrix} 1.6203 & 4.7567 \end{bmatrix}, \quad \Gamma = \begin{bmatrix} 2.6255 & 7.7075 \\ 7.7075 & 22.6266 \end{bmatrix}.
\]

To illustrate Theorem 3, select \( \kappa = 0.1, \varphi_i = 0.005, \) and \( t_i = 5, i = 2, \ldots, 7 \), in (31). The state trajectories \( x_i(t) \) of the agents under (31) designed as earlier are depicted in Figure 2, implying...
that the containment control problem is indeed solved. The coupling gains $d_i$ associated with the followers are drawn in Figure 3, which are clearly bounded.

8. CONCLUSION

In this paper, we have considered the containment control problem for multi-agent systems with general linear dynamics and multiple leaders whose control inputs are possibly nonzero and time varying. Based on the relative states and relative estimates of the states of neighboring agents, distributed static and adaptive continuous controllers have been designed, under which the containment error is uniformly ultimately bounded, if the subgraph associated with the followers is undirected and, for each follower, there exists at least one leader that has a directed path to that follower. A sufficient condition for the existence of these containment controllers is that each agent is stabilizable and detectable. Extensions to the case of multi-agent systems with matching uncertainties have been also discussed. An interesting future topic is to consider the distributed containment problem for the case with general directed communication graphs and for the case where the agents are subject to more general heterogeneous uncertainties.
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