CRITICAL PHENOMENA IN THE DYSON HIERARCHICAL MODEL AND RENORMALIZATION GROUP
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Abstract. We review some results on the critical phenomena in the Dyson hierarchical model and renormalization group.

1. The Dyson hierarchical model

The Dyson hierarchical model was introduced by Dyson [11]–[13]. It is defined as follows. Consider the set

\[ V_n = \{1, 2, \ldots, 2^n\}, \]

consisting of \(2^n\) elements, and for any \(j = 0, 1, \ldots, n\), the partition \(\pi_j\) of \(V_n\),

\[ V_n = \bigsqcup_{k=1}^{2^n-j} V_{jk}, \]

into the subsets

\[ V_{jk} = \{(k-1)2^j + 1, (k-1)2^j + 2, \ldots, k2^j\}. \]

Each set \(V_{jk}\) has \(2^j\) elements. The partitions \(\pi_j\) are ordered,

\[ \pi_0 \succ \pi_1 \succ \ldots \succ \pi_n. \]

In fact, any set \(V_{jk}\) of the partition \(\pi_j\) consists of the two sets, \(V_{j-1,k-1}\) and \(V_{j-1,k}\), of the partition \(\pi_{j-1}\). The partition \(\pi_0\) is a partition of \(V_n\) into one-point sets, while \(\pi_n\) consists of one set, \(V_{n1} = V_n\).

For any two different points \(x, y\) in \(V_n\), define the number

\[ j(x, y) = \min \{j : \{x, y\} \subset V_{jk} \text{ for some } k = 1, \ldots, 2^n-j\}, \]

which is the smallest \(j\) such that both \(x\) and \(y\) lie in one element of the partition \(\pi_j\). Define then the hierarchical distance between two points \(x, y\) in \(V_n\) as

\[ d(x, y) = 2^{j(x,y)-1}, \quad \text{if } x \neq y; \quad d(x, x) = 0. \]

A configuration \(\sigma\) of the Dyson hierarchical model in the set \(V_n\) consists of \(2^n\) spin variables,

\[ \sigma = \{\sigma(x) \in \mathbb{R}, \ x \in V_n\}, \]

and, respectively, the configuration space of the model in \(V_n\) is

\[ \Sigma_n = \mathbb{R}^{2^n}. \]
The Hamiltonian of the Dyson hierarchical model is defined as

$$H_n(\sigma) = -J \sum_{\{x,y\} \subset V_n, x \neq y} \frac{\sigma(x)\sigma(y)}{d(x,y)^a},$$

(1.9)

where $a > 0$ is a parameter of the Dyson hierarchical model. The number $J$ is the interaction constant, and $J > 0$ corresponds to the ferromagnetic model. In what follows we will assume that $J > 0$. Moreover, for the sake of simplicity, we will assume that $J = 1$.

Let $\nu$ be a probability measure on $\mathbb{R}$ such that

$$\int_{\mathbb{R}} e^{Ax^2} d\nu(s) < \infty, \quad \forall A > 0.$$ 

(1.10)

The Gibbs distribution $\mu_n$ of the Dyson hierarchical model in the set $V_n$ is defined as

$$d\mu_n(\sigma) = \frac{1}{Z_n} e^{-\beta H_n(\sigma)} \prod_{x \in V_n} d\nu(\sigma(x)),$$

(1.11)

where

$$\beta = \frac{1}{T} \geq 0$$

(1.12)

is the reciprocal temperature and

$$Z_n = \int_{\Sigma_n} e^{-\beta H_n(\sigma)} \prod_{x \in V_n} d\nu(\sigma(x))$$

(1.13)

is the partition function. When $\beta = 0$, formula (1.11) reduces to

$$d\mu_n(\sigma) = \prod_{x \in V_n} d\nu(\sigma(x)),$$

(1.14)

so that in this case $\sigma(x), x \in V_n$, are independent identically distributed random variables with the distribution $\nu$.

2. Renormalization group transformation of the Dyson hierarchical model

Let $\mu$ be a probability distribution on the configuration space $\Sigma_n = \mathbb{R}(2^n)$. The renormalization group (RG) transformation of $\mu$ is defined as follows. For any $x = 1, \ldots, 2^n - 1$, the set $V_{1x}$ of the partition $\pi_1$ consists of two elements,

$$V_{1x} = \{2x - 1, 2x\}.$$ 

(2.1)

Consider the random variables

$$\sigma'(x) = \frac{\sigma(2x - 1) + \sigma(2x)}{2\kappa}, \quad x = 1, \ldots, 2^{n-1},$$

(2.2)

with respect to the probability distribution $\mu$, where $\kappa > 0$ is a parameter of the RG transformation. The random variables $\sigma'(x), x \in V_{n-1} = \{1, \ldots, 2^{n-1}\}$, are called the normalized block spin variables, with the normalization parameter $\kappa$. Consider the configuration

$$\sigma' = \left\{ \sigma'(x) = \frac{\sigma(2x - 1) + \sigma(2x)}{2\kappa}, \quad x \in V_{n-1} \right\} \in \Sigma_{n-1}$$

(2.3)

of the normalized block spin variables, and its probability distribution, $\mu(\sigma')$, with respect to the Gibbs distribution $\mu$. The probability distribution $\mu(\sigma')$ on the configuration space
Σ_{n-1} is called the renormalization group transformation of the probability distribution \( \mu \), and it is denoted \( R\mu \).

If we perform \( m \) iterations of the RG transformation, this produces a probability distribution \( R^m \mu \) of the block spin configurations,

\[
\sigma' = \left\{ \sigma'(x) = 2^{-mk} \sum_{y \in V_{lx}} \sigma(y), \ x \in V_{n-m} \right\} \in \Sigma_{n-m}.
\] (2.4)

In particular, when \( m = n \), we get a probability distribution of the normalized sum of spins \( \sigma(x) \) in \( V_n \),

\[
\sigma' = 2^{-nk} \sum_{y \in V_n} \sigma(y).
\] (2.5)

Thus the notion of the RG transformation is a generalization of a normalized sum of random variables, and it is convenient in the study of limit probability laws of random fields. In this setting, the value \( \kappa = 1 \) corresponds to the law of large numbers, while \( \kappa = \frac{1}{2} \) corresponds to the central limit theorem. The RG transformation can be extended to random fields on the set \( (V_n)^d \) in the \( d \)-dimensional lattice \( \mathbb{Z}^d \), if we define it as the distribution of the block spins,

\[
\sigma'(x) = 2^{-dk} \sum_{y: \{y : y \in V_{lx}, 1 \leq j \leq d\}} \sigma(y), \ x \in (V_{n-1})^d,
\] (2.6)

on \( \mathbb{Z}^d \).

The basic idea of the method of renormalization group in the theory of critical phenomena of statistical mechanics [16] is that at the critical point, there should exist a nontrivial limit of the iterated RG transformations \( R^m \) of the Gibbs distribution \( \mu_n \), with some parameter \( \frac{1}{2} < \kappa < 1 \), as simultaneously \( m \to \infty \) and \( (n-m) \to \infty \). The limiting random field,

\[
\mu^* = \lim_{m, (n-m) \to \infty} R^m \mu_n,
\] (2.7)

is a fixed point of the RG transformation, and the critical exponents can be expressed in terms of the parameter \( \kappa \) and the eigenvalues of the linearized RG transformation at the fixed point. Mathematically, the development of the RG approach to the critical phenomena is a difficult, challenging problem, and it was first successfully applied to the Dyson hierarchical model in the papers of Bleher and Sinai [9], [10].

For the Dyson hierarchical model, the RG transformation can be reduced to a non-linear transformation of the underlying probability measure \( \nu \) on \( \mathbb{R} \). Namely, the following proposition holds:

**Proposition 2.1.** (see [9]). If \( \mu_n \) is a Gibbs distribution of the Dyson hierarchical model in the set \( V_n \) and \( R \) is the RG transformation with the parameter \( \kappa = \frac{3}{2} \), then \( R\mu_n \) coincides with the Gibbs distribution of the Dyson hierarchical model in the set \( V_{n-1} \) with respect to the probability measure \( \nu' \) on \( \mathbb{R} \) such that

\[
\nu'(A) = \frac{1}{Z} \int \int_{\frac{s+t}{2\nu/2} \in A} e^{\beta(s,t)} d\nu(s)d\nu(t)
\] (2.8)
for any measurable set $A$, where

$$Z = \int_{\mathbb{R} \times \mathbb{R}} e^{\beta(s,t)} d\nu(s) d\nu(t). \quad (2.9)$$

**Proof.** If $x \in V_{1u}$ and $y \in V_{1w}$, where $u, w \in V_{n-1}$ and $u \neq w$, then

$$d(x, y) = 2d(u, w), \quad (2.10)$$

hence

$$H_n(\sigma) = -\sum_{\{x,y\} \subset V_n, x\neq y} \frac{(\sigma(x), \sigma(y))}{d(x, y)^a}
= -\sum_{\{x,y\} \subset V_n, d(x,y)=1} \frac{(\sigma(x), \sigma(y))}{d(x, y)^a}
- \sum_{\{x,y\} \subset V_n, d(x,y)\geq 2} \frac{(\sigma(x), \sigma(y))}{d(x, y)^a} \quad (2.11)$$

$$= -\sum_{u \subset V_{n-1}} (\sigma(2u-1), \sigma(2u)) - \sum_{u, w \subset V_{n-1}, u \neq w} \frac{(\sigma'(u), \sigma'(w))}{d(u, w)^a}
= -\sum_{u \subset V_{n-1}} (\sigma(2u-1), \sigma(2u)) + H_{n-1}(\sigma'),$$

and (2.8) follows. \qed

Proposition 2.1 shows that the RG transformation of the Gibbs distribution of the Dyson hierarchical model reduces to the transformation of the measure $\nu$, as described by equation (2.8). Therefore, the transformation

$$\mathcal{R} : \nu \rightarrow \nu' \quad (2.12)$$

can be viewed as the RG transformation of the measure $\nu$ in the Dyson hierarchical model.

If the measure $\nu$ is Lebesgue absolutely continuous, with a density function $p(s)$, then $\nu'$ is Lebesgue absolutely continuous as well, and its density function is equal to

$$\mathcal{R}(p)(s) = \frac{e^{\beta s^2/2^{2-a}}}{Z} \int_{\mathbb{R}} e^{-\beta t^2} p \left( \frac{s}{2(2-a)/2} - t \right) p \left( \frac{s}{2(2-a)/2} + t \right) dt, \quad (2.13)$$

where $Z$ is a normalizing constant,

$$Z = \int_{\mathbb{R}} e^{\beta s^2/2^{2-a}} \int_{\mathbb{R}} e^{-\beta t^2} p \left( \frac{s}{2(2-a)/2} - t \right) p \left( \frac{s}{2(2-a)/2} + t \right) dt ds. \quad (2.14)$$

3. **Renormalization group and critical phenomena in the Dyson hierarchical model**

For what follows, it will be convenient to eliminate $\beta$ from equation (2.13). To that end we introduce the scaled spin variables,

$$\tilde{\sigma}(x) = \sqrt{\beta} \sigma(x). \quad (3.1)$$

Then the Gibbs distribution (1.11) is written as

$$d\mu_n(\tilde{\sigma}) = \frac{1}{Z_n} e^{-H_n(\tilde{\sigma})} \prod_{x \in V_n} d\nu \left( \frac{\tilde{\sigma}(x)}{\sqrt{\beta}} \right). \quad (3.2)$$
Thus we eliminate \( \beta \) in the factor \( e^{-H_n(\tilde{\sigma})} \), and the dependence on \( \beta \) is included in the measure \( \nu \). In the study of critical phenomena, we consider \( \nu \) depending on various thermodynamic parameters, like external magnetic field and coupling constants, and in this setting \( \beta \) is one of the thermodynamic parameters. For the sake of brevity, we denote \( \tilde{\sigma} \) in (3.2) again by \( \sigma \), so that
\[
d\mu_n(\sigma) = \frac{1}{Z_n} e^{-H_n(\sigma)} \prod_{x \in V_n} d\nu(\sigma(x)),
\]
which corresponds to \( \beta = 1 \). Respectively, the RG transformation of the measure \( \nu \) in the Dyson hierarchical model is given by equation (2.13) with \( \beta = 1 \), so that
\[
\mathcal{R}(p)(s) = \frac{e^{s^2/2-a}}{Z} \int_{\mathbb{R}} e^{-t^2} p \left( \frac{s}{2(2-a)/2} - t \right) p \left( \frac{s}{2(2-a)/2} + t \right) dt,
\]
where \( Z \) is a normalizing constant,
\[
Z = \int_{\mathbb{R}} e^{s^2/2-a} \int_{\mathbb{R}} e^{-t^2} p \left( \frac{s}{2(2-a)/2} - t \right) p \left( \frac{s}{2(2-a)/2} + t \right) dt ds.
\]
We will consider the iterations of the RG transformation,
\[
p_{m+1}(s) = \mathcal{R}p_m(s), \quad m = 0, 1, \ldots ,
\]
with the initial condition
\[
p_0(s) = \frac{d\nu(s)}{ds}.
\]

In the RG analysis of the critical phenomena, we begin with the search of fixed points of the RG transformation. First we are looking for Gaussian fixed points. In this way we find that the Gaussian distribution,
\[
p^*_0(s) = \frac{1}{\sqrt{2\pi\sigma}} e^{-s^2/2\sigma},
\]
where
\[
\sigma = 1 - 2^{1-a},
\]
is a fixed point of RG transformation (3.4).

To evaluate the stability properties of the Gaussian fixed point \( p^*_0(s) \), consider the integral operator
\[
\mathcal{L}_0 p(s) = \frac{2e^{\beta s^2/2-a}}{Z^*_0} \int_{\mathbb{R}} e^{-\beta t^2} p^*_0 \left( \frac{s}{2(2-a)/2} - t \right) p \left( \frac{s}{2(2-a)/2} + t \right) dt,
\]
where \( Z^*_0 \) is a normalizing constant,
\[
Z^*_0 = \int_{\mathbb{R}} e^{\beta s^2/2-a} \int_{\mathbb{R}} e^{-\beta t^2} p^*_0 \left( \frac{s}{2(2-a)/2} - t \right) p^*_0 \left( \frac{s}{2(2-a)/2} + t \right) dt ds.
\]
The operator \( \mathcal{L}_0 \) is a linearized RG transformation (3.1), in which we set \( Z = Z^*_0 \). It is not difficult to calculate that the eigenvalues of \( \mathcal{L}_0 \) in the space of even functions in \( L^2(\mathbb{R}) \) are equal to
\[
\lambda_j = 2^{1-(2-a)j}, \quad j = 0, 1, 2, \ldots ,
\]
and the corresponding eigenfunctions are
\[
e_j(s) = G_{2j}(s)p^*_0(s), \quad j = 0, 1, 2, \ldots .
\]
where
\[ G_{2j}(s) = H_{2j}(\gamma s), \quad \gamma = \sqrt{1 - 2^a - 2}, \] (3.14)
and \( H_{2j}(s) \) is the Hermite polynomial of degree \( 2j \). The first eigenvalue \( \lambda_0 = 2 \) is not essential for the stability property of the fixed point \( p_0^*(s) \) with respect to the RG transformation \( R \), because it is cancelled by the normalization of \( \mathcal{R}(p)(s) \) in (3.1). Consider the subsequent eigenvalues \( \lambda_1, \lambda_2, \ldots \).

The relevant interval for the parameter \( a \) is
\[ 1 < a < 2, \] (3.15)

because for \( a \leq 1 \) the free energy is infinite, while for \( a \geq 2 \) the model does not exhibit a phase transition, see [11].

Consider first the parameter \( a \) in the interval
\[ 1 < a < \frac{3}{2}. \] (3.16)

Then
\[ \lambda_1 = 2^{a-1} > 1; \quad 1 > 2^{2a-3} = \lambda_2 > \lambda_3 > \ldots > 0, \] (3.17)
hence \( p_0^*(s) \) is a fixed point of the hyperbolic type, with one unstable eigenvalue. Heuristically, one can imagine that there is a one-dimensional unstable invariant manifold of the RG transformation, passing through the fixed point in the space of probability measures, and, in addition, there is a stable invariant manifold of codimension 1. Therefore, if there is a one-parameter family of probability measures \( \nu_t \), which transversally crosses the stable invariant manifold at some value of the parameter, \( t = t_c \), then the RG iterations of the probability measure \( \nu_t \) should converge to the Gaussian fixed point, while for \( t \neq t_c \), the iterations should go away from the fixed point. Mathematically, the problem is rather difficult, and it is studied in detail in the works [9], [11].

To formulate the main result of [9], consider a one-parameter family of absolutely continuous probability measures
\[ \{ d\nu_t(s) = p_t(s)ds, \quad t_1 \leq t \leq t_2 \}, \] (3.18)
such that for some numbers \( C_0, \ldots, C_7 > 0 \), the density \( p_t(s) \) satisfies the following conditions, when \( t \in [t_1, t_2] \) and \( \varepsilon = t_2 - t_1 > 0 \):

1. For all \(-\infty < s < \infty \),
\[ p_t(-s) = p_t(s). \] (3.19)

2. On the interval \( s \in [-C_0\varepsilon^{-1}, C_0\varepsilon^{-1}] \),
\[ p_t(s) = C p_0^*(s)e^{b_2(t)G_2(s) + b_4(t)G_4(s) + r(s; t)}, \] (3.20)

where \( G_2(s) \) and \( G_4(s) \) are defined in (3.14), and \( b_2(t), b_4(t) \), and \( r(s; t) \) satisfy the estimates,
\[ b_2(t_1) \leq -C_1\varepsilon, \quad b_2(t_2) \geq C_2\varepsilon; \quad b'_2(t) \geq C_3, \]
\[ -C_4\varepsilon^2 \leq b_4(t) \leq -C_5\varepsilon^2, \quad t \in [t_1, t_2], \]
\[ |r(s; t)| + \left| \frac{\partial r(s; t)}{\partial s} \right| + \left| \frac{\partial r(s; t)}{\partial t} \right| \leq C_6\varepsilon^3, \] (3.21)

for all \( t \in [t_1, t_2] \) and \( s \in [-C_0\varepsilon^{-1}, C_0\varepsilon^{-1}] \). The constant \( C = C(t) > 0 \) is a normalizing factor to secure that \( p_t(s) \) is a probability density.
(3) Outside of the interval $[-C_0\varepsilon^{-1}, C_0\varepsilon^{-1}]$, the function $p_t(s)$ satisfies the estimates

$$p_t(s) + \left| \frac{\partial p_t(s)}{\partial s} \right| + \left| \frac{\partial p_t(s)}{\partial t} \right| \leq C p_0^*(s) \exp \left( -C \varepsilon^2 s^4 \right).$$  \hspace{1cm} (3.22)$$

Then the following theorem holds (see [9]):

**Theorem 3.1.** Assume that $1 < a < \frac{3}{2}$ and some numbers $C_0, \ldots, C_7 > 0$ are given. Then there exists $\varepsilon_0 > 0$ such that if for some $0 < \varepsilon \leq \varepsilon_0$, a one-parameter family of probability densities $p_t(s)$ satisfies conditions (3.19)–(3.22) with the constants $C_0, \ldots, C_7$ and some $t_1, t_2$, where $t_2 - t_1 = \varepsilon$, then there exists a critical point $t_1 < t_c < t_2$ such that

$$\lim_{m \to \infty} R^m(p_c)(s) = p_0^*(s).$$  \hspace{1cm} (3.23)$$

The proof of Theorem 3.1 is by induction. In the proof it is shown that there exists a sequence of intervals $[t_1^{(m)}, t_2^{(m)}]$, $m = 1, 2, \ldots$ such that

$$t_1 = t_1^{(1)} < t_1^{(2)} < \ldots; \quad t_2 = t_2^{(1)} > t_2^{(2)} > \ldots; \quad \lim_{m \to \infty} (t_2^{(m)} - t_1^{(m)}) = 0,$$  \hspace{1cm} (3.24)$$

and the one-parameter family of probability densities $R^m(p_t)(s)$, where $t \in [t_1^{(m)}, t_2^{(m)}]$, satisfies conditions (3.20)–(3.22) with the constants $C_0, \ldots, C_7 > 0$ and $\varepsilon = \varepsilon^{(m)} \equiv t_2^{(m)} - t_1^{(m)}$. The critical point is then

$$t_c = \lim_{m \to \infty} t_1^{(m)} = \lim_{m \to \infty} t_2^{(m)}.  \hspace{1cm} (3.25)$$

Theorem 3.1 implies that at $t = t_c$ the density of the distribution of the random variable

$$\frac{1}{|V_n|^{a/2}} \sum_{x \in V_n} \sigma(x)$$  \hspace{1cm} (3.26)$$

converges to the Gaussian density $p_0^*(s)$. Here $|V_n| = 2^n$. Since $a > 1$, this corresponds to a bigger, than in the central limit theorem, normalization of the sum of the random variables $\sigma(x)$. This bigger, nonstandard normalization is due to long correlations between the random variables $\sigma(x)$, and not to a long tail of the distribution $\nu$. The following two theorems proved in [9], [1], show that the critical point is a point of a phase transition from the zero magnetization to a positive magnetization. Let

$$G(s; \tau) = \frac{1}{\sqrt{2\pi\tau}} e^{-\frac{s^2}{2\tau}}$$  \hspace{1cm} (3.27)$$

be a Gaussian density with the variance $\tau > 0$, and let $\mu_n(\sigma; \nu)$ be the Gibbs distribution (3.3).

**Theorem 3.2.** Under the assumptions of Theorem 3.1, there exists $\delta > 0$ such that for any $t_c + \delta > t > t_c$, the density of the distribution of the random variable

$$\frac{1}{|V_n|^{1/2}} \sum_{x \in V_n} \sigma(x)$$  \hspace{1cm} (3.28)$$

with respect to the Gibbs distribution $\mu_n(\sigma; \nu)$ converges as $n \to \infty$ to a Gaussian density $G(s; \tau(t))$, where the variance $\tau(t)$ behaves like

$$\tau(t) = \frac{c_0}{t - t_c} (1 + o(1)), \quad c_0 > 0,$$  \hspace{1cm} (3.29)$$

as $t \to t_c + 0$. 
Theorem 3.3. Under the assumptions of Theorem 3.1, there exists $\delta > 0$ such that for any $t_c > t > t_c - \delta$, there exists a sequence $M_n(t)$ such that
\[
\lim_{n \to \infty} M_n(t) = M(t) > 0
\] (3.30)
and the densities of the distribution of the random variables
\[
\frac{1}{|V_n|^{1/2}} \sum_{x \in V_n} (\sigma(x) + M_n(t)) \quad \text{and} \quad \frac{1}{|V_n|^{1/2}} \sum_{x \in V_n} (\sigma(x) - M_n(t))
\] (3.31)
with respect to $\mu_n(\sigma; \nu_t)$ converge as $n \to \infty$ to a one-half Gaussian density $\frac{1}{2}G(s; \tau(t))$, $\tau(t) > 0$. As $t \to t_c - 0$,
\[
M(t) = c_1(t_c - t)^{1/2}(1 + o(1)), \quad \tau(t) = \frac{c_2}{t_c - t}(1 + o(1)), \quad c_1, c_2 > 0.
\] (3.32)

The latter theorem implies the existence of the spontaneous magnetization $M(t) > 0$ for $t_c > t > t_c - \delta$, so that
\[
\lim_{n \to \infty} \int_{\Sigma_n} \left( \frac{\sum_{x \in V_n} \sigma(x)}{|V_n|} \right)^2 d\mu_n(\sigma) = M^2(t).
\] (3.33)

As $t \to t_c - 0$, $M(t)$ has a square-root singularity, which corresponds to the classical Landau theory of ferromagnetism.

4. Non-Gaussian fixed points of the renormalization group and non-classical critical phenomena in the Dyson hierarchical model

When $a > \frac{3}{2}$, the Gaussian fixed point $p^*_0(s)$ has two or more unstable eigenvalues $\lambda_j$, $j \geq 1$, because
\[
\lambda_1 = 2^{a-1} > 1, \quad \lambda_2 = 2^{2a-3} > 1,
\] (4.1)
and we are looking for a new, non-Gaussian fixed point $p^*_1(s)$ to describe the critical phenomena at $t = t_c$. Let
\[
a = \frac{3}{2} + \varepsilon,
\] (4.2)
where $\varepsilon > 0$ is a small parameter. We are looking for an RG fixed point as
\[
p^*_1(s) = Cp^*_0(s)e^{-cG_1(s)+r(s)},
\] (4.3)
where $C > 0$ is a normalizing constant, $c > 0$ is a constant which can be found from the RG fixed point equation in the leading order with respect to $\varepsilon$, and $r(s)$ is a higher order correction, so that on any compact set $K \subset \mathbb{R}$, as $\varepsilon \to 0$,
\[
r(s) = O(\varepsilon^2), \quad s \in K,
\] (4.4)
A rigorous proof of the existence of the non-Gaussian fixed point $p^*_1(s)$ for small values of $\varepsilon > 0$ is technically quite involved, and it is given in the paper [10] of Bleher and Sinai. The following result is proven in [10]:

Theorem 4.1. There exists $\varepsilon_0 > 0$ such that for any $0 < \varepsilon \leq \varepsilon_0$, there exists an RG fixed point $p^*_1(s) = p^*_1(s; \varepsilon)$ of form (4.3), with $r(s)$ satisfying (4.4) on any compact set $K \subset \mathbb{R}$. In addition, there exist numbers $C_0, c_0 > 0$ such that for any $0 < \varepsilon \leq \varepsilon_0$ the function $p^*_1(s)$ satisfies the estimate,
\[
p^*_1(s) \leq C_0p^*_0(s)e^{-c_0\varepsilon s^4},
\] (4.5)
To evaluate the critical exponents associated with the fixed point \( p^*_1(s) \), consider the integral operator, which is a linearized version of the RG transformation at \( p^*_1(s) \):

\[
L_1 p(s) = \frac{2e^{\beta s^2/2-a}}{Z^*} \int_{\mathbb{R}^r} e^{-\beta t^2} p^*_1 \left( \frac{s}{2(2-a)/2} - t \right) p \left( \frac{s}{2(2-a)/2} + t \right) dt,
\]

(4.6)

where \( Z^* \) is a normalizing constant,

\[
Z^* = \int_{\mathbb{R}^r} e^{\beta s^2/2-a} \int_{\mathbb{R}^r} e^{-\beta t^2} p^*_1 \left( \frac{s}{2(2-a)/2} - t \right) p^*_1 \left( \frac{s}{2(2-a)/2} + t \right) dt ds.
\]

(4.7)

Then we have the following proposition.

**Proposition 4.2.** As \( \varepsilon \to 0 \), the largest three eigenvalues of the operator \( L_1 \) in the space of even functions in \( L^2(\mathbb{R}) \) are \( \lambda_0 = 2, \lambda_1 = \sqrt{2} + O(\varepsilon), \lambda_2 = 1 - c_0 \varepsilon + O(\varepsilon^2) \), where \( c_0 > 0 \).

To study the critical phenomena associated with the fixed point \( p^*_1(s) \), consider a one-parameter family of absolutely continuous probability measures

\[
\{ d\nu_t(s) = p_t(s)ds, \quad t_1 \leq t \leq t_2 \},
\]

(4.8)

such that for some numbers \( C_0, \ldots, C_7 > 0 \), the density \( p_t(s) \) satisfies the following conditions, when \( t \in [t_1, t_2] \) and \( t_2 - t_1 = \varepsilon^{3/2} \):

1. For all \(-\infty < s < \infty\),
   \[
p_t(-s) = p_t(s).
   \]
   (4.9)

2. On the interval \( s \in [-C_0 \varepsilon^{-1}, C_0 \varepsilon^{-1}] \),
   \[
p_t(s) = C p^*_1(s) e^{b_2(t) G_2(s) + b_4(t) G_4(s) + r(s; t)},
   \]
   (4.10)

   where \( G_2(s) \) and \( G_4(s) \) are defined in (3.14), and \( b_2(t), b_4(t), \) and \( r(s; t) \) satisfy the estimates,

\[
b_2(t_1) \leq -C_1 \varepsilon^{3/2}, \quad b_2(t_2) \geq C_2 \varepsilon^{3/2}; \quad b'_2(t) \geq C_3,
\]

\[
- C_4 \varepsilon^2 \leq b_4(t) \leq - C_5 \varepsilon^2, \quad t \in [t_1, t_2],
\]

\[
|r(s; t)| + \left| \frac{\partial r(s; t)}{\partial s} \right| + \left| \frac{\partial r(s; t)}{\partial t} \right| \leq C_6 \varepsilon^3,
\]

(4.11)

for all \( t \in [t_1, t_2] \) and \( s \in [-C_0 \varepsilon^{-1}, C_0 \varepsilon^{-1}] \). The constant \( C = C(t) > 0 \) is a normalizing factor to secure that \( p_t(s) \) is a probability density.

3. Outside of the interval \([-C_0 \varepsilon^{-1}, C_0 \varepsilon^{-1}] \), the function \( p_t(s) \) satisfies the estimates

\[
p_t(s) + \left| \frac{\partial p_t(s)}{\partial s} \right| + \left| \frac{\partial p_t(s)}{\partial t} \right| \leq C p^*_1(s) \exp \left( -C_7 \varepsilon^2 s^4 \right).
\]

(4.12)

Then the following theorem holds, see [10].

**Theorem 4.3.** Suppose that \( a = \frac{3}{2} + \varepsilon \), where \( 0 < \varepsilon \leq \varepsilon_0 \), and some numbers \( C_0, \ldots, C_7 > 0 \) are given. Then there exists \( \varepsilon_0 > \varepsilon_1 > 0 \) such that if for some \( 0 < \varepsilon \leq \varepsilon_1 \), a one-parameter family of probability densities \( p_t(s) \) satisfies conditions (4.8)-(4.12) with the constants \( C_0, \ldots, C_7 \) and some \( t_1, t_2 \), where \( t_2 - t_1 = \varepsilon^{3/2} \), then there exists a critical point \( t_1 < t_c < t_2 \) such that

\[
\lim_{m \to \infty} \mathcal{R}^m(p_{t_c})(s) = p^*_1(s).
\]

(4.13)
Theorem 4.3 implies that when \( a = \frac{3}{2} + \varepsilon \), where \( 0 < \varepsilon \leq \varepsilon_1 \), the density of the distribution of the random variable
\[
\frac{1}{|V_n|^{a/2}} \sum_{x \in V_n} \sigma(x)
\]
(4.14)
with respect to the Gibbs distribution \( \mu_n(\sigma; t_c) \) converges to the non-Gaussian density \( p^*_1(s) \).

The next theorem describes the asymptotic behavior of the density of the distribution of the normalized total spin in the set \( V_n \) as \( n \to \infty \), when \( t > t_c \):

**Theorem 4.4.** [10] Under the assumptions of Theorem 4.3, if \( 0 < \varepsilon \leq \varepsilon_1 \), then there exists \( \delta > 0 \) such that for any \( t_c + \delta > t > t_c \), the density of the distribution of the random variable
\[
\frac{1}{|V_n|^{1/2}} \sum_{x \in V_n} \sigma(x)
\]
(4.15)
converges as \( n \to \infty \) to a Gaussian density \( G(s; \tau(t)) \). As \( t \to t_c + 0 \), the variance \( \tau(t) \) behaves like
\[
\tau(t) = \frac{c_0}{(t - t_c)^\gamma} (1 + o(1)), \quad c_0 > 0,
\]
(4.16)
where the critical exponent \( \gamma \) is equal to
\[
\gamma = \frac{a - 1}{\log \lambda_1}.
\]
(4.17)
Here \( \lambda_1 > 1 \) is the eigenvalue of the integral operator \( L_1 \), see Proposition 4.2.

Thus for \( t_c + \delta > t > t_c \) the central limit theorem is valid, with the variance diverging as \( t \to t_c \). The asymptotic behavior of the variance is described by equation (4.16) with a non-classical critical exponent \( \gamma \). The next result concerns with the case \( t < t_c \):

**Theorem 4.5.** [10] Under the assumptions of Theorem 4.3, if \( 0 < \varepsilon \leq \varepsilon_1 \), then there exists \( \delta > 0 \) such that for any \( t_c > t > t_c - \delta \), there exists a sequence \( M_n(t) \) such that
\[
\lim_{n \to \infty} M_n(t) = M(t) > 0
\]
(4.18)
and the densities of the distribution of the random variables
\[
\frac{1}{|V_n|^{1/2}} \sum_{x \in V_n} (\sigma(x) + M_n(t)) \quad \text{and} \quad \frac{1}{|V_n|^{1/2}} \sum_{x \in V_n} (\sigma(x) - M_n(t))
\]
(4.19)
converge as \( n \to \infty \) to a one-half Gaussian density \( \frac{1}{2} G(s; \tau(t)) \), \( \tau(t) > 0 \). As \( t \to t_c - 0 \),
\[
M(t) = c_1(t_c - t)^\beta (1 + o(1)), \quad \tau(t) = \frac{c_2}{(t_c - t)\gamma} (1 + o(1)), \quad c_1, c_2 > 0,
\]
(4.20)
where the critical exponents \( \beta \) and \( \gamma \) are equal to
\[
\beta = \frac{2 - a}{2 \log \lambda_1}, \quad \gamma = \frac{a - 1}{\log \lambda_1},
\]
(4.21)
where \( \lambda_1 \) is the eigenvalue of the integral operator \( L_1 \).

Again, the critical exponents \( \beta \) and \( \gamma \) given by equation (4.21) take non-classical values.
5. Conclusion

The Dyson hierarchical model is of great interest because for this model the RG group transformation reduces to nonlinear integral equation (2.13), and this allows a study of critical phenomena unavailable in other models. The results of the works [9], [10], [1] reviewed in this paper, give a rigorous proof for the general, mostly heuristic principles of the renormalization group method in the theory of critical phenomena, developed in physical works of Wilson, Fisher, Kadanoff, and others (see the works [16], [14] and references therein). Since then, the works [9], [10], [1] have been extended in several directions. Let us briefly mention some of these extensions.

A new proof of the convergence of the RG transformations for \( a < \frac{3}{2} \) is given in the monograph [15] of Sinai.

The marginal case \( a = \frac{3}{2} \) is studied in the work [2]. It is shown in [2], that if \( a = \frac{3}{2} \) then at the critical point \( t_c \), the RG iterations \( R^np_t(s) \) converge to the Gaussian fixed point \( p_t^*(s) \), but the convergence is slow, polynomial in \( n \). In addition, the critical exponents \( \beta \) and \( \gamma \) take the classical values \( \beta = \frac{1}{2} \) and \( \gamma = 1 \), but there are logarithmic corrections in the asymptotic behavior of the spontaneous magnetization and the variance as \( t \to t_c \). These logarithmic corrections are similar to the ones appearing in quantum field theory in critical dimension.

Strong large deviation asymptotics for the average spin in the Dyson hierarchical model are derived in the work [3]. It is shown in [3] that the large deviation function \( \Phi(s; t) \) is strictly convex for \( t > t_c \), with a positive curvature at all \( s \in \mathbb{R} \). At \( t = t_c \), it is still convex but the curvature is equal to 0 at \( s = 0 \). Finally, for \( t < t_c \), \( \Phi(s; t) \) is strictly convex for \( |s| \geq M(t) \), where \( M(t) > 0 \) is the spontaneous magnetization, and it is constant on the interval \( -M(t) \leq s \leq M(t) \). This is the Maxwell phenomenon in the theory of phase transitions. The surface tension corrections to the canonical free energy in the coexistence interval \( [-M(t), M(t)] \) are evaluated in the work [4].

The results of the works [9], [10], [1] are extended to the Dyson vector-valued hierarchical model. In this case the spin variables \( \sigma(x) \) take value in the space \( \mathbb{R}^d \), \( d \geq 2 \), and the measure \( \nu \) is assumed to be invariant with respect to orthogonal transformations in \( \mathbb{R}^d \). A new important phenomenon, related to the continuous symmetry of the orthogonal group \( O(d) \), arises for \( d \geq 2 \). It is a slow, polynomial decay of correlations at \( t < t_c \), which leads to the convergence of the RG transformations with a non-standard normalization to a fixed point at \( t < t_c \). This phenomenon is related to the Goldstone modes in the theory of phase transitions with continuous symmetry. A detailed study of the RG fixed points and the RG convergence to these fixed points at \( t < t_c \) is given in the series of works of Bleher and Major [5]–[8].
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