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Zahra Rahimpoura,∗, Gregor Verbiča, Archie C. Chapmanb

aSchool of Electrical and Information Engineering, The University of Sydney, Sydney, Australia
bSchool of Information Technology and Electrical Engineering, The University of Queensland, Brisbane, Australia

Abstract

This work investigates the extent to which phase change material (PCM) in the building’s envelope can be used as an alternative to battery storage systems to increase self-consumption of rooftop solar photovoltaic (PV) generation. In particular, we explore the electricity cost-savings and increase in PV self-consumption that can be achieved by using PCMs and the operation of the heating, ventilation, and air conditioning (HVAC) system optimised by a home energy management system (HEMS). In more detail, we consider a HEMS with an HVAC system, rooftop PV, and a PCM layer integrated into the building envelope. The objective of the HEMS optimisation is to minimise electricity costs while maximising PV self-consumption and maintaining the indoor building temperature in a preferred comfort range. Solving this problem is challenging due to PCM’s nonlinear characteristics, and using methods that can deal with the resulting non-convexity of the optimisation problem, like dynamic programming is computationally expensive. Therefore, we use multi-timescale approximate dynamic programming (MADP) that we developed in our earlier work to explore a number of Australian PCM scenarios. Specifically, we analyse a large number of residential buildings across five Australian capital cities. We find that using PCM can reduce annual electricity costs by between 10.6 % in Brisbane and 19 % in Adelaide. However, somewhat surprisingly, using PCM reduces PV self-consumption by between 1.5 % in Brisbane and 2.7 % in Perth.
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1. Introduction

Reducing costs of rooftop solar photovoltaic (PV) and government policies that support PV uptake have resulted in a dramatic increase in the deployment of rooftop solar PV across Australia over the past ten years. As a result, there are now over two million residential rooftop solar systems with a total capacity exceeding 8 GW [1]. On the other hand, reduced feed-tariffs (the financial remuneration for exporting excess solar generation to the grid) are driving households’ interest in increase PV self-consumption, with battery storage being the most popular choice. However, battery storage is still expensive; hence there is an interest in other loads that can serve as a solar sponge. One possible candidate is space heating and cooling, which constitutes between 20 %-40 % (or even up to 50 % in certain countries) of total energy consumption [2].

A building’s thermal inertia—the ability of a building envelope to store or release thermal energy—has been demonstrated to be an effective means to reduce or shift the heating and cooling demand [3]. However, in some countries such as Australia, buildings have a lightweight construction and hence low thermal inertia [4, 5], which makes them ineffective for load shifting. In these settings, integrating phase change material (PCM) into a building’s envelope improves its thermal inertia significantly. PCMs have a higher volumetric heat capacity compared to materials with high thermal inertia, such as bricks. When the temperature changes, PCMs store and release latent heat during phase transition provides the building with a sufficient thermal mass to smooth indoor temperature fluctuations, which can reduce or shift the building’s heating and cooling demand.

In this paper, we consider a plant-based PCM[1] which is more environmentally friendly and more easily disposed compared to electrochemical batteries. Moreover, it has a long lifetime (almost 80 years) compared to batteries (about 15 years). Another benefit is that PCMs are easy to install, making them suitable for retrofitting buildings.

In the next section, we briefly review the relevant literature on the use of PCM for the management and control of the thermal performance of residential buildings.
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1.1. Background

The ability of PCMs to reduce peak heating and cooling demand and improve indoor thermal comfort has attracted a lot of attention in research literature [6]. However, the literature shows that achieving an effective PCM performance is difficult, and it is affected by several factors, including the climate, building parameters, and the properties of the PCM employed [7].

For instance, using PCM is not beneficial in hot and humid climates with insufficient diurnal temperature variation to solidify and melt the PCM [8]. Therefore, passive application of PCM cannot always maintain the indoor temperature in the desired comfort range [8]. On the other hand, active techniques can efficiently control the buildings’ thermal performance, especially in locations where passive PCM application has a limited potential. For example, the authors in [9] indicated that overheating cannot be avoided by simply using PCMs; instead, ventilation is needed to unleash the full PCM potential.

Although active use of a PCM helps to exploit its storage potential effectively, its efficiency depends on control and implementation strategies [10]. In more detail, optimising the PCM performance needs to be defined as an optimal control problem. Moreover, it is critical how we define the optimal PCM performance. For example, the optimal PCM melting point that achieves the highest resiliency of the building to extreme weather conditions yields only around 60% of energy-saving compared to optimising the PCM’s performance for energy-saving [11].

The literature on optimal control of buildings with PCMs is scarce. Most of the existing research uses simulation-based optimisation [12], with the problem variables typically including PCM properties, building’s envelope properties, or the HVAC system operating conditions. The optimal solution is found iteratively by optimising the objective function with different values of the input variables so that in each iteration the solution moves closer to the optimum. Because the set of possible input variables is limited, the optimal solution is not optimal globally. The other drawback is that simultaneously considering all the variables that affect the objective function is either infeasible or time-consuming, or requires a lot of trial and error. For example, the authors in [10] used price-based control to switch on/off the underfloor heating system in two identical test huts. They demonstrated that using PCM results in both peak load shifting and electricity saving. However, they only considered the electricity price as a signal to operate the heating system without considering other factors that contribute to optimal control of the heating system, such as the optimal performance of the PCM.

The other widely-used optimisation method in PCM buildings is inverse problem-based simulation. In this method, reverse engineering is used to find an optimal solution. The desired results are considered an optimisation objective, and variables of the problem are adjusted to achieve the said objective. For instance, the authors in [13] applied inverse problem-based optimisation to determine the optimal thermophysical properties of a PCM-concrete brick. The distribution of the specific heat of the envelope structure with temperature is used as the optimisation variable. They continuously adjust the distribution of specific heat with temperature using the sequential quadratic programming (SQP) method until the optimisation objective is achieved. In addition, they also compare this solution with particle swarm optimisation and a genetic algorithm. They concluded that SQP gives a better solution than two other methods.

In addition to the lack of efficient, powerful optimisation methods for PCM applications, the second literature gap is the co-optimisation of PCMs with other distributed energy resources such as rooftop PV, particularly in the context of maximising PV self-consumption. To the best of our knowledge, [14] is the only paper investigating the use of PCMs in building insulation in conjunction with other distributed energy resources. Specifically, the authors in [14] investigated energy-saving and electricity demand shifting that can be achieved using insulation boards with PCM in a lightweight building equipped with a PV system and a battery storage system. In more detail, they simulated a 2.5 m x 2.5 m x 2.5 m cubic chamber equipped with an air conditioning system. They simulated the thermal behaviour of the building in EnergyPlus software and validated the simulation results with an experiment. Considering the building with a PV system without PCM as a baseline case, they observed a 47% reduction in peak cooling load and an hour shift in the cooling demand in the summer. The battery charging and discharging is determined by a simple heuristic to maximise PV self-consumption. In more detail, the HVAC system is supplied by PV first, and when the PV generations exceed the HVAC consumption, the excess energy is stored in the battery. When the PV generation is insufficient, the energy is taken from the battery, and when the battery is empty, the power is taken from the grid. The authors tested the performance of the test chamber with different battery PV system sizes. The main drawback of [14] is the lack of a principled optimisation to achieve the optimal HVAC performance in a more realistic setting with and underlying electricity consumption and time-varying electricity prices. Also, [14] only considered a single summer day, which leaves the question of the PCM performance throughout the year.

The main challenge in optimising the PCM’s performance is the highly nonlinear specific heat capacity characteristics [4], which throws up a couple of challenges when using Newton-based methods like SQP. First, [4] is nonsmooth at the melting point, requiring computationally expensive evaluation of derivatives (either through black-box simulations and/or via finite-differencing) [15]. Second, the resulting optimisation problem is highly nonconvex, so choosing a good starting point to prevent the algorithm from getting trapped in a local optimum is not trivial [15]. Given this, we use dynamic programming, which can handle the nonlinearity introduced by the PCM. However, dynamic programming suffers from the curse of dimensionality [17]. Therefore, we use our previously-developed multi-time scale approximate dynamic programming to reduce the computational burden of dynamic programming while maintaining the quality of the solution [18].

---

2 Passive application refers to the use of PCM where the phase change occurs without the aid of mechanical devices such as a HVAC system.
Against this background, this work illustrates how PCMs can be used as an alternative to battery storage to increase PV self-consumption and reduce electricity costs in the context of home energy management. We use five Australian capital cities with different climatic conditions as a case study. We cast the problem as an optimisation problem, which is solved by an automated home energy management system (HEMS). The HEMS consists of an HVAC system, rooftop PV, and a PCM layer integrated into the building envelope. A HVAC schedule is determined by the HEMS solving an optimisation problem, with the objective of minimising the home’s electricity cost, while maximising PV self-consumption and maintaining the building’s thermal comfort.

1.2. Contributions of the paper

The paper’s main contribution is a techno-economic analysis of the viability of PCMs as an alternative to battery storage to increase PV self-consumption and reduce electricity costs. To our knowledge, this work is the first attempt to:

1. Illustrate the potential economic benefits of PCMs for a large number of residential buildings (210 dwellings in total). The benefits of using PCM are evaluated and quantified by calculating (i) electricity cost-saving (ii) increase in PV self-consumption.
2. Exploit the optimal performance of PCMs by defining the problem as an optimisation problem and solved using a powerful and computationally efficient method that can handle the nonlinearity of the optimisation problem.
3. Comprehensively cover different climatic conditions and the variability of end-user electricity demand and PV generation. To that end, we use historical data (the calendar year of 2019) of weather, PV generation and residential demand.

1.3. Outline of the paper

This paper progresses as follows: in Section 2, a thermal model of a HEMS-PCM is briefly described. In Section 3, the optimisation problem of the HEMS-PCM is formulated, and the proposed MADP algorithm is used to solve it. Section 4 describes the case studies used in simulations. Section 5 presents and discusses the simulation results. Section 6 concludes the paper and outlines future directions of this work.

2. Thermal model of PCM-buildings

To formulate the optimisation problem of HEMS-PCM, we require a dynamic thermal model of the building. We consider a single zone building with dimensions of 8 m × 6 m × 2.7 m and a total floor area of 48 m². The materials and configuration are chosen such that the building is representative of lightweight construction in Australia [4]. The building elements are constructed of an outer layer of rendered fibro-cement, followed by a timber stud wall containing insulation batts, with plasterboard on the interior [4]. The parameters are given in Table 1 and the fenestration is detailed in Table 2.

### Table 1: Building elements composition and its material properties [3][19]

| Element          | \( d \) (m) | \( \lambda \) (W/mK) | \( \rho \) (kg/m³) | \( c \) (J/kgK) |
|------------------|-------------|----------------------|-------------------|---------------|
| Rendered fibro-cement | 0.005      | 0.25                 | 1150              | 840           |
| Timber stud wall with insulation batts | 0.09       | 0.15                 | 650               | 1200          |
| Plaster board    | 0.01        | 0.25                 | 950               | 840           |

To improve the thermal inertia of the building, we add a 0.03 m PCM layer underneath the plasterboard layer in all elements of the building (roof, walls, and floor). The properties of the type of PCM used in this work are detailed in Table 3.

The building is equipped with a 4 kW HVAC system that, based on optimal scheduling, operates either with power drawn from the grid or electricity generated by the rooftop solar PV system. The coefficient of performance (COP) of the HVAC system is assumed 4.4 [4]. This means for each kW h of electrical energy used by the HVAC system, 4.5 kW h worth of thermal energy can be removed from or added to the building. To further simplify the simulations, we neglect the heat gain from the occupants and other internal heat gains. Moreover, we disregard the solar gains and the effect of wind.

We use the lumped RC thermal model from our earlier work [21]. The model is shown in Fig. 1. Using a lumped RC modelling approach is typical in whole-building energy simulation [22]. In this approach, each building element is considered a single dimensionless lump by assuming a uniform temperature across the building’s element [22]. Due to the close resemblance of the thermal energy balance to Ohm’s law, electric resistance and capacitance can be considered analogous to thermal resistance and capacitance of the building. We built the model in Matlab and validated its performance by benchmarking it against the widely used EnergyPlus software. Note that placing the PCM underneath the plasterboard allows us to add together the thermal capacitances of the building envelope and the PCM so that the thermal mass of the building envelope in represented by a single thermal capacitance. In this arrangement, the thermal resistance between the PCM layer and plasterboard is very small and can be neglected. Therefore, the PCM’s surface temperature and the building’s indoor temperature are approximately the same, so monitoring the indoor temperature is sufficient for analysing the thermal performance of the PCM.

The differential equations governing the thermal behaviour...
of the building are given by:

$$T_e = \frac{1}{C_e + C_{PCM}} \left( T_{in} - T_e + \frac{T_{out} - T_e}{R_{in}} + \frac{T_{out} - T_e}{R_{out}} \right),$$

(1)

$$T_{in} = \frac{1}{m_e c_e} \left( \frac{T_{out} - T_{in}}{R_{dw}} + \frac{T_e - T_{in}}{R_{in}} + Q_{HVAC} + Q_{inf} \right),$$

(2)

where $R_{in}$ and $R_{out}$ represent thermal resistance of inner and outer layers of the element. The total thermal resistance of the building’s envelope (excluding doors and windows) is split into inner and outer thermal resistance, and the accessibility factor introduced in (23) is used to calculate the inside and outside thermal resistances. The fenestration (doors and windows) is represented by a pure thermal resistance ($R_{dw}$) due to its negligible thermal mass.

The total capacitance of the building and the PCM are represented by $C_e$ and $C_{PCM}$ respectively. Moreover, the thermal capacity of the indoor air is accounted for by the term $m_e c_e$. The outdoor temperature, indoor temperature and the surface temperature of PCM are captured by $T_{out}$, $T_{in}$ and $T_e$, respectively. The energy from the HVAC system and infiltration energy that enters the living space are incorporated by the terms $Q_{HVAC}$ and $Q_{inf}$ respectively.

We consider two different PCM melting points (the temperature at which the heat capacity is the highest): 21 °C (MT21) and 23 °C (MT23). The specific heat capacity as a function of temperature for the two PCMs, shown in Fig. 2 can be approximated by the following function:

$$c_{pcm} = 1200 + 18800e^{-(T_r/T_p)} \quad \text{if} \quad T < T_p,$$

(3a)

$$c_{pcm} = 1300 + 18700e^{-4(T_r-T_p)} \quad \text{if} \quad T \geq T_p,$$

(3b)

where $T_p$ is the melting point of the PCM. Observe that the phase change for MT21 occurs over the range 15.4 °C to 21.9 °C, while for MT23 the range is between 17.4 °C to 23.9 °C; this can be thought of as the operating range of the PCM where its ability to store and release heat is the highest.

2.1. PCM as an energy storage medium

The PCM acts as an energy storage medium that absorbs and stores heat, which enables preheating and precooling of the building. To quantify the amount of heat the PCM can store we need to introduce enthalpy. The enthalpy of a system is the sum of the system’s internal energy and the product of its pressure and volume. Since the pressure and volume are constant, the variation in enthalpy equals the variation in the internal energy of the PCM. By calculating the change in enthalpy as the temperature of the PCM changes from $T_1$ to $T_2$, we can assess the amount of energy stored or released from the PCM as follows:

$$\Delta H = \int_{T_1}^{T_2} m_{pcm} c_{pcm}(T) dT \quad (4),$$

where $c_{pcm}$ is the specific heat capacity in J kg$^{-1}$ K$^{-1}$ illustrated in Fig. 2 and $m_{pcm}$ is the total mass of the PCM in kg used in the building envelope (2806 kg in our case).

The enthalpy as a function of temperature along with the specific heat capacity for the melting point of 21 °C is illustrated in Fig. 3. For ease of comparison, we have converted the units to more familiar units of kilowatt hours (kWh). When the PCM temperature changes from 15 °C to 25 °C, the PCM stores almost 40 kWh worth of thermal energy. Considering only the operating range of the PCM between 20 °C to 24 °C (occupant comfort temperature range), the storage capacity of the PCM is about 21 kWh. However, to be able to directly compare that to a storage capacity of an electrochemical battery, we need to consider the COP of the air conditioner to convert the thermal energy into equivalent electrical energy of the HVAC system. Thus, assuming a COP of 4.5, the PCM can store an equivalent of 5 kWh worth of electrical energy of the HVAC system (assuming no leakage of thermal energy). That is, of course, a crude approximation, which nevertheless gives a sense of the PCM’s energy storage capacity.

To further illustrate how a PCM acts as an energy storage medium, we show the thermal performance of a building in Sydney on a typical winter day in Fig. 4. The figure compares

![Figure 2: Specific heat capacity characteristics of PCMs with melting points of 21 °C (MT21, blue), and 23 °C (MT23, red).](image)

![Figure 3: Total heat capacity C (left axis) and enthalpy H (right axis) of a PCM with a melting point of 21 °C. (Note that these are total not specific values.)](image)

![Figure 4: The figure compares](image)
the indoor temperature and the HVAC system operation of a building with a PCM versus the same building without PCM. The PCM state of charge (SOC) on the bottom plot shows the amount of energy stored in the PCM. The energy is corrected for the COP, so the SOC varies between 0.2 kWh and 2.5 kWh for the indoor temperature between 20°C and 21°C experienced on the day (assuming SOC is zero at 20°C). Observe how the operation of the HVAC systems increases the SOC of the PCM without a noticeable change in the temperature. On the other hand, in the case without the PCM, the HVAC operation results in a much more pronounced temperature variation, which can negatively affect the occupants’ thermal comfort.

In the next section, we detail the formulation of the optimisation problem in HEMS-PCM and briefly explain the computationally efficient method that we proposed to solve the optimisation problem of HEMS-PCM. In particular, we explain how we use the generated training data from the thermal model to solve the HEMS-PCM optimisation problem.

3. Home energy management in HEMS-PCM

In this section, we first present the mathematical formulation of the HEMS-PCM optimisation problem and then briefly describe the methodology that we developed in our earlier work as a method to solve the optimisation problem [18].

3.1. Optimisation problem formulation

To solve an optimisation problem with our proposed method of MADP, which is a type of approximate dynamic programming (ADP), we need to formulate the problem as Markov decision processes (MDP). An MDP comprises a state-space, \( (s \in S) \), a decision-space, \( (x \in X) \), transition functions and cost functions. Let \( k = \{1, \ldots, K\} \) denote a time-step of half an hour. A state variable, \( s_k \in S \), contains the information that is necessary and sufficient to make the decisions and compute costs, rewards and transitions. In this problem, the state variable is the indoor temperature of the building. The decision variable, \( x_k \in X \), is an action that results in a transition from one state to another in a sequence over the decision horizon. In this work, action is on/off status of the HVAC system we take in each step. For simplicity, we treat the problem as deterministic. This means we assume all information such as weather conditions, customer’s electricity demand, and electricity time of use tariff is known and not changing during the whole time-horizon of the problem. Thus the HEMS’s objective is

\[
\min \mathbb{E} \left\{ \sum_{k=0}^{K} C^\pi_k(s_k, x_k) \right\}
\]

s.t. thermal comfort constraints, and
thermal energy balance constraints,

where \( \pi : S \rightarrow X \) is a policy, i.e. a sequence of actions taken to move from each state to the next state over the whole time horizon. In this work, a policy is a sequence of on/off status of the HVAC system over a defined time horizon.

Let \( s_{k+1} = s^M(s_k, x_k) \) describe the evolution from time step \( k \) to the next time step, \( k+1 \), where \( s^M \) is the underlying mathematical model of the studied system (see [24] for a detailed HEMS formulation). In this problem, the system model is a system of the ordinary differential equations (ODE) [1] and [2].

Cost function \( C_k(s_k, x_k) \) captures the cost incurred at a given time-step \( k \) that accumulates over time. The cost function consists of the cost of importing electricity from the grid and the income from exporting electricity to the grid:

\[
C_k(s_k, x_k) = c_{\text{TOU}}^k p_k^- + c_{\text{FIT}}^k p_k^+,
\]

where \( p_k^- \) represents total electric demand at \( k \), and \( p_k^+ \) is PV generation at \( k \). The feed-in tariff \( c_{\text{FIT}}^k \) is assumed to be fixed 0.09 $/kWh, while the electricity tariff \( c_{\text{TOU}}^k \) is time-of-use, i.e. it changes with time, as shown in Fig. 5. Observe that the electricity cost is always higher than the feed-in tariff, which means that the optimal strategy is to use as much as possible the power generated by the PV system; that is, minimising cost is equivalent to maximising PV self-consumption.

The cost function only considers the instantaneous cost that results from the decision that is taken at each time step. Building on this, dynamic programming solves the optimization problem by computing a value function \( V^\pi(s_k) \), which is the expected future discounted cost of following policy \( \pi \) starting in state \( s_k \). It is given by:

\[
V^\pi(s_k) = \sum_{s' \in S} \mathbb{P}(s'|s_k, x_k) \left[ C(s_k, x_k, s') + V^\pi(s') \right],
\]

where \( \mathbb{P}(s'|s_k, x_k) \) is the transition probability of landing on state \( s' \) from \( s_k \) if we take action \( x_k \). However, because the system model, \( s^M \) is a deterministic function, we have

\[
\mathbb{P}(s'|s_k, x_k) = \begin{cases} 1 & \text{if } s^M(s_k, x_k) = s', \\ 0 & \text{otherwise,} \end{cases}
\]

Figure 4: Thermal performance of a building for a typical winter day in Sydney. From top to bottom: outdoor temperature, indoor temperature of a building with PCM, HVAC power for HEMS with PCM, HVAC power for HEMS without PCM, and PCM state of charge.

Figure 5: The electricity time-of-use tariff and the feed-in-tariffs.

Figure 6: The electricity state of charge (SOC) for a typical winter day in Sydney.

From top to bottom: outdoor temperature, indoor temperature of a building with PCM vs a building without PCM, HVAC power for HEMS with PCM, HVAC power for HEMS without PCM, and PCM state of charge.
The expression in (7) is a recursive reformulation of the objective function. Thus, in general, Bellman’s optimality condition states that the optimal value function is given by
\[ V^*_k(s_k) = \min_{x_k \in X_k} \left( C_k(s_k, x_k) + E \{ V^*_{k+1}(s_{k+1}) \} \right), \tag{9} \]
where \( \pi^* \) is an optimal policy. To find \( \pi^* \), we need to solve (9) for each state.

Value iteration is the process of computing (9) for each state by backward induction; that is, starting at the endpoints of the MDP. The optimal policy is extracted from the optimal value function by selecting the minimum value action for each state. To describe this in a simple way, in value iteration, the desired state in step \( k + 1 \) is set to the lower value while the undesired states and states that are out of comfort bounds are penalised by assigning higher values. In this work, the occupant’s comfort temperature range is considered to be between 20 °C to 24 °C. Then, for all possible states at time \( k \), the value iteration algorithm moves backward in time and, in each time step, by solving the subproblem in (9), the minimum value function is computed for different states of each time step. In the final step of backward induction, corresponding to the initial starting point, all value function calculations converge to the optimal value function. Then, by tracing a minimum value-function path forward for a given time horizon, the optimal policy is found.

However, despite advancements in computation power, directly applying value iteration (or other exact dynamic programming algorithms) has an excessively high computational burden. Although we consider only one state-variable representing the indoor temperature of the building, the running time of the value iteration algorithm for a decision horizon of 24 hours with slot length of one hour is very long; in this problem, the running time is almost nine days on a high-performance computer cluster. The main reason behind this is that at each time step, the algorithm solves ODEs that govern the thermal behaviour of the model for each action to update the MDP state, and this is repeated until the initial starting state is reached. Given this shortcoming, we now briefly describe the method that we proposed in our earlier work to reduce the computational requirements of dynamic programming.

3.2. Methodology

To overcome the high computational burden of dynamic programming, we developed a multi-time scale approximate dynamic programming (MADP) algorithm [13]. This method incorporates a multi-timescale MDP and an artificial neural network function approximator of the building’s dynamic model, coupled with an underlying state-space approximation. In more detail, we used approximation as the foundation of the MADP method. We discretise the state-space of the problem by rounding the output of the ODEs (1) and (2). To reduce the runtime of the algorithm further, we use multi-time scale approach [25], in which we solve several smaller MDPs that are connected successively together to form the original MDP, rather than solving the original MDP as one monolithic problem.

To further improve the performance of the algorithm, we address the computational bottleneck of the state transition function that governs the thermal behaviour of the building. As an alternative to time-consuming solution of the ODEs, here we propose using an artificial neural network (ANN) function approximation of the system of ODEs that maps the HVAC system status (on/off), \( x_k \), the indoor temperature at \( k \), \( T_{in,k} \), the outdoor temperature at \( k \), \( T_{out,k} \), the outdoor temperature at \( k - 1 \), \( T_{out,k-1} \), while the output is the indoor temperature at \( k \), \( T_{in,k} \).

4. Case studies

We perform simulations for five Australian capital cities (Sydney, Brisbane, Melbourne, Adelaide and Perth). For each city, we analysed 50 buildings with the same construction (and hence the same thermal performance) but with different demand and solar generation profiles. For Perth, we consider only 10 buildings due to scarcity of data.

4.1. Demand data

We assume identical underlying electricity demand for each city that excludes the HVAC demand. The electricity demand of the HVAC system is the output of either a deadband controller or the HEMS, depending on the scenario. To capture the variability that exists in real-world customer demand profiles, we generate fifty random demand profiles, one for each house in each city, using the Bayesian non-parametric method developed in our previous work [26]. The method first constructs a Markov chain model using the electricity demand from the empirical data (Auszgrid’s Smart Grid, Smart City data[4] in our case). Then, it synthesizes statistically representative demand profiles for an individual house by subsequently sampling the Markov chain model. The generated demand profiles are such that the aggregated demand profile matches well with the aggregated demand profile of the observed data in the Smart Grid Smart City dataset. The demand profile represents the electricity consumption of a medium residential building in Australia.

[4]www.data.gov.au
with an average annual electricity demand of approximately 4.7 MWh (around 12.8 kWh per day).

4.2. Weather data

The temperature data is from the Australian Bureau of Meteorology. We used outdoor dry bulb temperature data from the neighbouring weather stations (Observatory Hill for Sydney, Brisbane City for Brisbane, Olympic Park for Melbourne, West Terrace for Adelaide and Perth Metro for Perth). The data is for calendar year 2019. The minimum, maximum and average dry bulb outdoor temperatures are given in Table 4.

4.3. PV generation data

For PV generation, we use data provided by Solar Analytics. We selected fifty postcodes located in each city and extracted the corresponding solar profiles from the Solar Analytics dataset. Average annual values of PV system generation $p_{ave}$ is given in Table 6.

4.4. Output variables

Variables of interest in our study are (i) electricity cost-saving; (ii) PV self-consumption, defined as:

\[ SC = \frac{\sum_{k=1}^{K} \min(p^*_k, p_k)}{\sum_{k=1}^{K} p_k} \times 100 \]  

where $p^*_k$ represents total electricity demand at time $k$, and $p_k$ is PV generation at time $k$.

4.5. Selection of PCM melting point

To select the optimal PCM melting point, we investigate its impact on electricity cost-saving and PV self-consumption. To do so, we run yearly simulations for all the sites in all the cities, considering melting points of 21 °C (MT21), and 23 °C (MT23). The results are summarised in Table 5. In all the cities except Brisbane, the melting point temperature of 21 °C results in more than 40 % in electricity cost-saving; for Melbourne, this value as high as 70 %. In Brisbane, MT21 reduces the electricity cost by only 2.4 %. Overall, the difference between in cost-savings between MT21 and MT23 is smaller in cities with warmer winters compared to cities with colder winters. On the other hand, different melting points have a small impact on the reduction in PV self-consumption. The same trend is observed for two different PV capacities (5 kW and 8 kW). Against this backdrop, we chose MT21 for further analysis.

4.6. Simulation scenarios

The simulation scenarios consider two different HVAC controls, HEMS and deadband control (DB), both with or without PCM; this gives four scenarios, capturing all four combinations:

1. DB (deadband control without PCM)
2. DB-PCM (deadband control with PCM)
3. HEMS (HEMS without PCM)
4. HEMS-PCM (HEMS with PCM)

The setpoint is 21 °C and 23 °C for the heating and cooling mode, respectively, with a deadband of ±1 °C. All simulations are run for a whole year with a half-hourly resolution.

5. Results and discussion

The results are split into two parts: first, we compare all four scenarios in terms of the HVAC consumption and PV self-consumption, which serves as a baseline for further analysis. Next, we focus specifically on the impact of PCMs on the performance of the HEMS used to control the HVAC system.

5.1. Scenario comparison: summary statistics

Table 5 summarises the performance of all four scenarios for all five cities, showing PV generation $p_{ave}$, underlying electricity demand $d_{ave}$ (the same for all sites), HVAC consumption $d_{HVAC,ave}$, and PV self-consumption $SC_{ave}$. The reported values are averages across all sites (fifty for Sydney, Brisbane, Melbourne and Adelaide, and ten for Perth).

As expected, PCMs reduce the HVAC consumption both for HEMS and deadband control. However, there is a significant difference between the two control approaches. For deadband control, PCMs reduce the HVAC consumption by 4.2 % on average, with a maximum of 6.7 % in Brisbane and a minimum of 1.9 % in Melbourne. For HEMS control, on the other hand, PCMs reduce the HVAC consumption by 31.9 % on average, varying between 28.2 % in Brisbane and 34 % in Sydney. The reduction in HVAC consumption is even more pronounced when comparing HVAC and deadband control in buildings with PCM. Adding a HEMS reduces the HVAC consumption by 37.2 % on average, with a maximum of 39.3 % in Sydney and a minimum of 32.4 % in Brisbane.

By contrast, PCMs reduce PV self-consumption in all cases except for Brisbane, where PCMs increase PV self-consumption by 0.5 % in the case with the deadband control. However, the reduction in PV self-consumption is higher when HEMS is used for HVAC control; on average, PCMs reduce PV self-consumption by 2.1 %, whereas the reduction with the deadband control is only 0.5 %.

5.2. Scenario comparison: typical summer and winter weeks

Fig. 7 illustrates the performance of each scenario for a typical summer and winter week in each city. Each plot shows outdoor and indoor temperatures, PV generation, electricity demand and HVAC consumption (average values across all the sites in a city). The minor grid on the x-axis indicates the

Table 4: Minimum, maximum and average dry bulb outdoor temperature for calendar year 2019 from the Australian Bureau of Meteorology.

| City     | Minimum (°C) | Maximum (°C) | Average (°C) |
|----------|--------------|--------------|--------------|
| Sydney   | 6.2          | 39.3         | 18.8         |
| Brisbane | 7.6          | 41.0         | 21.6         |
| Melbourne| 2.4          | 43.2         | 15.7         |
| Adelaide | 2.3          | 46.2         | 17.5         |
| Perth    | 2.1          | 41.8         | 18.6         |

www.solaranalytics.com
Figure 7: Scenario comparison for Sydney, Brisbane, Melbourne, Adelaide, and Perth for a typical summer week (left), and a typical winter week (right). From top to bottom: outdoor temperature, indoor temperature, PV generation for a 5 kW system, electricity demand, and HVAC consumption (average values across all the sites in a city). The minor grid on the x-axis indicates the times of the changes in the time-of-use tariff, as shown in Fig. 5 (22:30-7:30 off-peak, 7:30-14:30 and 20:30-22:30 shoulder, and 14:30-20:30 peak).
acts as an additional insulation layer that traps the heat. Be-

Table 5: Electricity cost-saving and PV self-consumption reduction for PCM melting points of 21 °C (MT21) and 23 °C (MT23), and PV sizes of 5 kW and 8 kW.

| City  | Electricity cost-saving | PV self-consumption reduction |
|-------|-------------------------|--------------------------------|
|       | MT21  | MT23  | MT21  | MT23  | MT21  | MT23  | MT21  | MT23  | MT21  | MT23  |
| Sydney| 174.98| 113.09| 167.64| 107.81| 1.50  | 1.49  | 1.13  | 1.05  |
| Brisbane| 100.58| 98.23 | 91.72 | 88.73 | 1.45  | 2.73  | 0.99  | 1.91  |
| Melbourne| 306.08| 180.40| 291.90| 171.91| 2.30  | 1.66  | 1.77  | 1.18  |
| Adelaide| 253.94| 168.89| 239.40| 158.00| 2.56  | 2.64  | 1.89  | 1.83  |
| Perth  | 153.89| 109.35| 138.09| 81.56 | 2.65  | 3.73  | 1.92  | 1.84  |

Table 6: Scenario comparison for a 5kW PV system showing PV generation ($p_{ave}$), underlying electricity demand ($d_{ave}$), HVAC consumption ($d_{HVAC,ave}$), and PV self-consumption ($SC_{ave}$). The reported values are averages across all sites (fifty for Sydney, Brisbane, Melbourne and Adelaide, and ten for Perth).

| City   | $p_{ave}$ (kWh) | $d_{ave}$ (kWh) | $d_{HVAC,ave}$ (kWh) | $SC_{ave}$ (kWh) |
|--------|-----------------|-----------------|----------------------|------------------|
| Sydney | 7916.2          | 4685.3          | 2031.8               | 1952.1           |
| Brisbane| 9192.5          | 4685.3          | 1650.9               | 1540.3           |
| Melbourne| 7332.4          | 4685.3          | 3572.3               | 3503.9           |
| Adelaide| 8294.5          | 4685.3          | 3455.3               | 3304.5           |
| Perth  | 9506.4          | 4685.3          | 2032.2               | 1951.9           |

Adelaide & Melbourne & Brisbane & Sydney

Table 7 summarises the analysis of the impact of PCMs on the performance of a HEMS using two performance metrics: electricity cost-saving and the reduction in PV self-consumption for two PV system sizes (5 kW and 8 kW). The table shows for each city: the average value across all sites $\bar{x}$, standard error of the mean value $SE_\bar{x}$, and standard deviation $\sigma_x$.

For electricity cost-saving the values are given in $ and also in %, while for the PV self-consumption reduction, all the values are given in %.

The key observation is that PCMs reduce the electricity cost by between 10.6% in Brisbane and 19% in Adelaide. Increasing the PV size from 5 kW to 8 kW reduces the electricity cost even further, by between 17% in Brisbane and 27.6% in Perth. By contrast, PCMs reduce self-consumption by between 1.5% in Brisbane and 2.7% in Perth. Increasing the PV size to 8 kW increases PV self-consumption somewhat, but compared to the base case, PV self-consumption is still reduced. The results are summarised in Figs. 8 and 9 for a 5 kW and 8 kW PV system, respectively.

6. Conclusion

The paper has explored the potential of PCMs in building insu-

times of the changes in the time-of-use tariff, as shown in Fig. 5:22:30-7:30 off-peak, 7:30-14:30 and 20:30-22:30 shoulder, and 14:30-20:30 peak) to highlight the load-shifting potential of a HEMS.

A few trends are notable. First, Fig. 7 clearly shows the reduced HVAC demand due to the PCM, which is more pronounced in the HEMS cases. Second, the PCM smooths out temperature fluctuations, which is due to the increased thermal inertia. This is most obvious in the DB cases; the PCM’s thermal inertia results in a much less frequent on/off toggling of the HVAC system, which results in a smoother temperature profile. Third, controlling the HVAC system by the HEMS shifts the HVAC demand from peak hours to off-peak and shoulder hours to reduce the electricity cost. That is quite pronounced, for example, in winter in Brisbane. Comparing DB and HEMS cases shows that the demand in the peak period (14:30-20:30) in the HEMS case is significantly reduced and shifted to the shoulder period (7:30-14:30). Finally, the high thermal inertia due to the PCM enables preheating and precooling, which results in an even more pronounced shift in the HVAC demand. That is clearly visible, for example, in summer in Sydney (compare HEMS with HEMS-PCM). Observe how the HVAC demand in the HEMS-PCM case is shifted from the peak period (14:30-20:30) to the shoulder period (7:30-14:30).

Fig. 7 also illustrates how the choice of the PCM melting temperature affects the optimal HEMS performance. Consider, for example, the summer week in Sydney. Observe how the HVAC demand in the HEMS-PCM case is shifted to earlier in the day compared to the HEMS case. That behaviour appears sub-optimal because running the HVAC in the middle of the day to use the free PV generation would cost less. This seemingly sub-optimal behaviour can be explained by considering the thermal properties of the PCM. When the PCM is fully melted, it acts as an additional insulation layer that traps the heat. Be-

cause of that, the HVAC has to cool the building down to the PCM melting point (21 °C in our case) to prevent the indoor temperature from rising above the upper limit of the comfort range (24 °C). That goes to show that a PCM with a higher melting point would perform better in summer. However, because we consider the cost for the whole year, the benefit of a PCM with a lower melting point in winter outweighs the sub-optimal performance in summer.

5.3. Impact of PCMs on HEMS performance

Table 7 summarises the analysis of the impact of PCMs on the performance of a HEMS using two performance metrics: electricity cost-saving and the reduction in PV self-consumption for two PV system sizes (5 kW and 8 kW). The table shows for each city: the average value across all sites $\bar{x}$, standard error of the mean value $SE_\bar{x}$, and standard deviation $\sigma_x$. For electricity cost-saving the values are given in $ and also in %, while for the PV self-consumption reduction, all the values are given in %.

The key observation is that PCMs reduce the electricity cost by between 10.6% in Brisbane and 19% in Adelaide. Increasing the PV size from 5 kW to 8 kW reduces the electricity cost even further, by between 17% in Brisbane and 27.6% in Perth. By contrast, PCMs reduce self-consumption by between 1.5% in Brisbane and 2.7% in Perth. Increasing the PV size to 8 kW increases PV self-consumption somewhat, but compared to the base case, PV self-consumption is still reduced. The results are summarised in Figs. 8 and 9 for a 5 kW and 8 kW PV system, respectively.

6. Conclusion

The paper has explored the potential of PCMs in building insu-

Table 7: Impact of PCMs on HEMS performance: the baseline scenario is a building with a HEMS but no PCM. The reported values are averages across all sites (fifty for Sydney, Brisbane, Melbourne and Adelaide, and ten for Perth). The comparison is done for two performance metrics: electricity cost-saving and PV self-consumption reduction. The comparison is done for two PV system sizes, 5 kW and 8 kW.

| City      | Electricity cost-saving | PV self-consumption reduction |
|-----------|-------------------------|--------------------------------|
|           | 5 kW  | 8 kW  | 5 kW  | 8 kW  | 5 kW  | 8 kW  | 5 kW  | 8 kW  | 5 kW  | 8 kW  | 5 kW  | 8 kW  |
|           | (ε(%)) | $\sigma_ε$(%) | $\bar{x}$(%) | $\sigma_\bar{x}$(%) | $\bar{x}$(%) | $\sigma_\bar{x}$(%) | $\bar{x}$(%) | $\sigma_\bar{x}$(%) |
| Sydney    | 13.35 | 174.98 | 0.90 | 6.34 | 17.56 | 167.64 | 1.01 | 7.15 | 1.50 | 0.02 | 0.16 | 1.13 |
| Brisbane  | 10.60 | 100.57 | 0.83 | 5.90 | 16.96 | 94.46 | 0.71 | 5.05 | 1.45 | 0.03 | 0.18 | 1.05 |
| Melbourne | 16.18 | 306.10 | 1.76 | 12.43 | 18.51 | 291.90 | 2.10 | 14.89 | 2.30 | 0.03 | 0.18 | 1.77 |
| Adelaide  | 18.96 | 253.97 | 1.33 | 9.38 | 26.72 | 239.41 | 1.33 | 9.38 | 2.55 | 0.03 | 0.19 | 1.89 |
| Perth     | 16.62 | 153.88 | 9.66 | 30.55 | 27.57 | 138.08 | 10.24 | 32.40 | 2.65 | 0.19 | 0.59 | 1.92 |

Figure 8: Comparison of HEMS with PCM vs HEMS without PCM: histogram of cost-saving (left), and reduction in PV self-consumption (right) for a PV system size of 5 kW.

Figure 9: Comparison of HEMS with PCM vs HEMS without PCM: histogram of cost-saving (left), and reduction in PV self-consumption (right) for a PV system size of 8 kW.

go of rooftop solar PV when a home energy management system optimises the operation of the HVAC system. To address the non-convexity of the optimisation problem used for HVAC scheduling, we used our previously developed multi-time scale approximate dynamic programming. This method is computationally efficient and can deal with the nonlinear characteristics of the PCM. Analysis was conducted for five Australian capital cities, using electricity cost reductions and PV self-consumption as performance metrics.

The hypothesis was that the thermal mass of the PCM would allow preheating and precooling of the building by shifting the HVAC operation to the middle of the day, thus increasing PV self-consumption. However, the results show that adding PCMs to the building envelope actually reduces it. While the HEMS does shift the operation of the HVAC system to midday, this effect is overshadowed by the overall reduction in HVAC operation. Adding a PCM to a building with an HVAC system controlled by a HEMS namely reduces the HVAC consumption by around 30% in all five cities. While that results in a significant cost-saving, it reduces PV self-consumption by around 1% to 3%. The sensitivity analysis showed that increasing the size of the PV system from 5 kW to 8 kW increased the cost-saving, which was expected but had only a limited impact on the PV self-consumption. The PV self-consumption increased by less than one percentage point in all cities but remained lower compared to the base case (HEMS without PCM).

The analysis was performed for fifty residential homes in each city (ten for Perth due to paucity of data) using real-life PV generation and electricity demand data, so the results are statistically representative. While we use a simplified building model, we believe that the results are broadly indicative of the role PCMs can play in home energy management.

In future work, we will improve the accuracy of the thermal model by considering more realistic multi-zone buildings, external heat gains, and householders’ behaviour, including the associated heat gains. We will also consider the stochasticity of the input data; we have demonstrated in our previous work [27] that this can be done using reinforcement learning. Our ultimate goal is to embed the HEMS algorithm in a smart meter or another device running the building controller. Reinforcement learning appears to be a promising approach given its ability to learn an optimal control policy without an explicit building model, which will enable plug-and-play operation with little installation overhead.
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