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Abstract—Recently, transformers have shown promising performance in learning graph representations. However, there are still some challenges when applying transformers to real-world scenarios due to the fact that deep transformers are hard to train from scratch and the quadratic memory consumption w.r.t. the number of nodes. In this paper, we propose Graph Masked Autoencoders (GMAEs), a self-supervised transformer-based model for learning graph representations. To address the above two challenges, we adopt the masking mechanism and the asymmetric encoder-decoder design. Specifically, GMAE takes partially masked graphs as input, and reconstructs the features of the masked nodes. The encoder and decoder are asymmetric, where the encoder is a deep transformer and the decoder is a shallow transformer. The masking mechanism and the asymmetric design make GMAE a memory-efficient model compared with conventional transformers. We show that, when serving as a conventional self-supervised graph representation model, GMAE achieves state-of-the-art performance on both the graph classification task and the node classification task under common downstream evaluation protocols. We also show that, compared with training in an end-to-end manner from scratch, we can achieve comparable performance after pre-training and fine-tuning using GMAE while simplifying the training process.
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1 INTRODUCTION

As the Internet and information technology develop rapidly in recent years, graph-structured data has emerged as a new type of information carrier and becomes more and more important in data mining and information retrieval. Graphs can now be seen everywhere in our daily life, such as citation networks [1], [2], social networks [3], [4], transportation networks [5], molecule networks [6], [7], and e-commercial networks [8], etc. They have many important applications in finance, healthcare, recommendation, etc. Different from traditional data formats such as texts and images, graphs do not have a fixed structure and are highly sparse. To overcome the new challenges and to extract useful information from graphs, a lot of machine learning models have been proposed by researchers to model graphs. For example, node2vec [9], collaborative filtering [10], graph neural networks [11], [12], etc.

Graph convolutional neural networks (GCNs) [11] have been a dominating model architecture in graph mining. They extract the local information in graphs by aggregating neighborhood representations. However, it is commonly observed that a 2-layer GCN shows the best overall performance in most cases, while deeper GCNs perform worse [13], [14]. That means, GCNs work best when aggregating only 2-hop neighbors. This is believed to be caused by the over-smoothing problem [13] introduced by deep GCNs, where the neighborhood aggregating mechanism tends to make all the node representations identical to each other. Although researchers have been attempting to solve this problem in many ways [15], [16], [17], such an over-smoothing problem seems to be an inherent limitation of GCNs and is hard to be eliminated. It prevents GCNs from going deeper and thus can only capture local information while ignoring global information. However, such global information has been shown to be also important for learning high-quality graph representations [18], [19], [20]. How to effectively capture global information becomes an urgent problem waiting to be solved in the broad graph mining community.

Recently, transformers [21] have been applied to the graph domain [22], [23] and have shown promising performance for solving the above challenge. Transformers are a type of neural network. The core design of them is the self-attention mechanism. In the transformer layer, an attention value is calculated for each instance pair. The attention value is calculated for each instance pair.
embeddings are then calculated by aggregating all other instances weighted by the attentions. An illustration of the difference between GCNs and transformers is shown in Figure 1. Therefore, transformers can easily capture global information. Besides, transformers have a multi-head design to enable effective parallel computing. Because of such good properties, transformers have now become the state-of-the-art model in many NLP and CV tasks [24, 25].

However, there are two key challenges when applying transformers to the graph domain. First, transformers can be very deep with dozens of layers and millions of parameters, which makes them hard to be trained from scratch [23]. Tailored training schemes and hyper-parameters are necessary for the model to achieve satisfying performance. Second, transformers have quadratic memory consumption with respect to the number of instances. Real-world graphs usually contain a large number of nodes, which makes running out of memory occur frequently when training transformers on large graphs.

Inspired by BERT [24] and MAE [26], we propose a self-supervised graph transformer model named Graph Masked Autoencoders (GMAE). We aim to address the above two challenges with our proposed GMAE. GMAE contains an encoder and a decoder, where the encoder encodes a partially masked graph as low-dimensional embeddings and the decoder reconstructs the features of the masked nodes. To address the challenge of large memory consumption, we use a mask-and-predict mechanism in GMAE, where some of the nodes in the graph are masked, i.e., the number of input nodes is reduced. Since the memory consumption of transformers is quadratic w.r.t. to the number of nodes, the memory consumption of GMAE becomes much less than a conventional transformer. Besides, we use an asymmetric design of encoder and decoder, where the encoder is a deep transformer and the decoder is a shallow transformer (e.g., 2 layers). Such an asymmetric design enables us to train a deeper encoder thanks to the low memory load of the shallow decoder, meanwhile achieving better performance compared with using a deep decoder. To address the other challenge that transformers are hard to train from scratch, we can use GMAE as an effective pre-training tool. After training GMAE in a self-supervised manner, the encoder can be fine-tuned in an end-to-end supervised manner for specific downstream tasks with much less tailored training schemes, while achieving comparable performance with training from scratch. Our implementation is available at https://github.com/RinneSz/GMAE.

We summarize our contributions as follows:

- We propose Graph Masked Autoencoders (GMAEs), a self-supervised model for learning graph representations.
- With the masking mechanism and the asymmetric encoder-decoder design, GMAE has a much less memory consumption compared with conventional graph transformers.
- GMAE can serve as an effective pre-training tool for graph transformers to simplify the training process.
- Extensive experiments show that GMAE achieves state-of-the-art performance on both self-supervised graph classification tasks and self-supervised node classification tasks with common downstream evaluation protocols. GMAE pre-training and fine-tuning scheme also achieves comparable performance with end-to-end training.

2 RELATED WORK

2.1 Self-supervised Graph-level Representation Learning

Early self-supervised graph-level representation learning methods focus on designing graph kernels. A conventional graph kernel method first decomposes graphs into some subgraphs, then compares the number of shared subgraphs across different graphs to form graph embeddings. Different graph kernel methods usually differ in the way of extracting subgraphs. Popular graph kernel methods include random walk kernels [27], shortest-path kernels [28], graphlets [29], [30], Weisfeiler-Lehman graph kernels [31], and Deep Graph Kernels [32].

Since graph kernels are handcrafted, they suffer from poor generalization ability. To overcome this problem, people have explored many self-supervised contrastive methods to learn graph-level representations. Graph2vec [33] and sub2vec [34] use random walk to generate “corpus” of graphs and use skipgram model to learn representations. Infograph [35] maximizes the mutual information between the graph-level representation and the representations of substructures. Recently, graph contrastive learning has emerged as the new state-of-the-art self-supervised graph representation learning method, which maximizes the agreement between two different views of the original graph. Typical graph-level contrastive learning methods include GraphCL [36], MVGRL [37], GCC [38], etc.

2.2 Self-supervised Node-level Representation Learning

Traditional self-supervised node-level representation learning methods, such as DeepWalk [39] and node2vec [9], adopt random walks to extract local structures and force nodes that are close to each other to have similar embeddings. This is a strict assumption that may not always be true. Besides, such methods focus on the structural information of graphs and ignore the feature information.

As graph neural networks develop rapidly in recent years, successful attempts have been made in applying GNNs to self-supervised node-level representation learning. For example, VGAE/GAE [40] and GraphSAGE [41], where VGAE/GAE reconstructs the adjacency matrix and GraphSAGE forces the nearby nodes to have similar representations. Most recently, a large number of works that apply graph contrastive learning to the node-level representation learning scenario have emerged and shown state-of-the-art performance. Similar to graph contrastive learning methods applied in the graph-level representation learning scenario, these works in the node-level representation learning scenario also differ in the way they generate different views of the graph. Representative methods include DGI [42], GRACE [43], and GCA [44].
2.3 Transformers

Transformers [21] are one type of neural network which uses the attention mechanism as the core design. It has achieved state-of-the-art performance in many tasks in both natural language processing (NLP) and computer vision (CV). In NLP, a large number of transformer models have been proposed to solve various tasks. For example, MCA [45], sparse transformers [46], Longformer [47], BigBird [48], Reformer [49], Linear Transformer [50], etc. Among such a great number of works, BERT [24] should be the most well-known language model built with transformers.

While transformers have become the dominating model in NLP, people have also tried to apply transformers in the computer vision domain. They have again achieved state-of-the-art performance in many different vision tasks, such as image classification [25], [51], [52], object detection [53], and few-shot learning [54], etc.

Early applications of transformers in graph domain focus on the sequential recommendation because the positional embeddings are easy to be defined based on the user interaction sequence and timestamps, such as SASRec [55], BERT4Rec [56], SSE-PT [57], TGSRec [58], etc. Some other works have tried to adopt transformers into static graph tasks and have achieved competitive performance compared with state-of-the-art GNN-based models. For example, GROVER [59] incorporates traditional GNNs into the transformer architecture to help process graph-structured data. GT [60] uses the Laplacian eigenvector as the positional embeddings. MAI [61] achieves competitive performance on molecular prediction tasks by altering the positional embeddings. Gophormer [22] uses degree centralities, path distances, and the edge features respectively. In this work, we assume that we only have node features and edge features as auxiliary information. Thus, the model $f$ can be expressed as

$$f(A, X_V, X_E) = H_o$$

where $H_o \in \mathbb{R}^{n_V \times d_o}$ contains the output embeddings of each node, and $d_o$ is the number of output dimensions.

3.2 Graph Transformers

A transformer is composed of several transformer layers. Each transformer layer contains a self-attention module and a feed-forward network. Suppose the input hidden representation matrix is $H \in \mathbb{R}^{n \times d}$, where $n$ is number of instances (nodes) and $d$ is the number of hidden dimensions. The self-attention module contains three learnable matrices $W_Q \in \mathbb{R}^{d \times d_v}$, $W_K \in \mathbb{R}^{d \times d_k}$ and $W_V \in \mathbb{R}^{d \times d_v}$, which stand for Queries, Keys and Values respectively. Note that we usually have $d_v = d_k$ due to the self-attention mechanism introduced next. The self-attention module first computes the three matrices as

$$Q = HW_Q, \quad K = HW_K, \quad V = HW_V$$

Then the dot product is applied to the queries with all keys to obtain the weights on the values. The final output matrix is computed by

$$\text{Attention}(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}V\right)$$

The obtained output matrix is a matrix with size $n \times d_v$ where each row represents the output representation of the corresponding instance.

Then a 2-layer feed-forward network (FFN) is used to project the node representations $x$ and increase model capacity:

$$\text{FFN}(x) = \max(0, xW_1 + b_1)W_2 + b_2$$

where $W_1$ and $W_2$ are learnable weight matrices. $b_1$ and $b_2$ are learnable biases.

The node feature information is already contained in the input feature matrix and is seen by the transformer. But the aforementioned forward propagation does not contain the structural information of graphs, i.e., each node is treated identically. Therefore, positional embeddings are necessary for the transformer to know the relative positions of nodes. In natural language processing and computer vision, the positional embeddings are easy to define based on the absolute positions of words and pixels. However, unlike sentences and images, nodes in a graph do not have an absolute order. We don’t know which node is the “first” node in a graph. Nodes can only be described with relative positions based on their connections. To solve this problem, Graphormer [22] proposed three types of positional encodings to jointly capture the structural information of graphs, which are the centrality encoding, the spatial encoding, and the edge encoding. They encode the degree centralities, the shortest path distances, and the edge features respectively. In this way, the graph structural information can be well captured by the transformer.
4 GRAPH MASKED AUTOENCODER

In this section, we introduce the details of our proposed graph masked autoencoders (GMAEs). A GMAE contains an encoder and a decoder. We use Graphormer \[22\] as our backbone model, i.e., our encoder and decoder are both graph transformers proposed by the Graphormer.

4.1 Training

We first introduce how GMAE works by going through the training process. An illustration of the GMAE framework is shown in Figure 2. Note that we omit how we deal with the positional embeddings here and it will be introduced afterward.

Generally, the forward propagation of GMAE contains four steps:

i) Randomly mask nodes in the input graph.
ii) Feed the non-masked nodes into the encoder and obtain the embeddings of them.
iii) Use a shared learnable mask token to represent the embeddings of the masked nodes and insert them into the output of the encoder.
iv) Feed the embedding matrix with inserted mask tokens into the decoder to reconstruct the features of the masked nodes.

Now we explain it in detail. During training, for each input graph, we first randomly mask some of the nodes. These masked nodes will not be seen by the encoder. The encoder will only take the features of the observed nodes as input and then outputs the embeddings of each observed node. For example, suppose the number of nodes in an input graph is \(n\) and the number of node features is \(d_v\). Conventional end-to-end graph transformers take the full feature matrix \(X_V \in \mathbb{R}^{n \times d_v}\) as input. However, the encoder in GMAE only takes partial feature matrix \(X'_V \in \mathbb{R}^{n_o \times d_v}\) as input, where \(n_o\) is the number of observed nodes that are not masked. The output embedding matrix of the encoder is \(X_e \in \mathbb{R}^{n_o \times d_e}\), where \(d_e\) is the number of output dimensions. Each row in \(X_e\) is the embedding of the corresponding observed node.

The decoder aims to reconstruct the masked node features given the observed node embeddings. After we obtain the output embedding matrix \(X_e\) from the encoder, we randomly initialize a mask token \(x_m \in \mathbb{R}^{1 \times d_e}\) to replace the masked nodes and insert them into \(X_e\) to obtain a new matrix \(X'_e \in \mathbb{R}^{n \times d_e}\). The mask token \(x_m\) is shared across all masked nodes, i.e., all the masked nodes use the same mask token. The mask token \(x_m\) will be updated in each iteration through back-propagation just like all other learnable parameters. The output of the decoder is the reconstructed node features of the masked nodes. A typical reconstruction loss such as the cross-entropy loss is applied to the reconstructed features and the original features of the masked nodes.

4.2 Positional Embeddings

We follow Graphormer and use their proposed centrality encoding, spatial encoding, and edge encoding as the positional embeddings. To obtain the encodings, we need to know the node degrees, the shortest path distances of all node pairs, and the edge features. Note that edge encoding only works on datasets where edge features are available.

In GMAE, we obtain the positional embeddings of nodes based on the whole graph, i.e., our masking mechanism is only applied to the node features and not to the graph structure. When calculating the node degrees and shortest path distances, the whole graph is presented to us without masking. Then the positional embeddings will be added to the input of the encoder and the decoder, and also to the attention matrix in each transformer layer. Please refer to Graphormer \[22\] for more details regarding the positional embeddings.

4.3 Evaluation

After training, the decoder is discarded, and we only use the encoder for downstream tasks. At the inference stage, no masking is applied, and the whole graph is fed into the encoder. For graph-level tasks, a readout function can be applied to the node embeddings, such as the average pooling. These node embeddings and graph embeddings can be further used for downstream tasks such as classification and clustering. GMAE can be used for both vanilla self-supervised tasks and pre-training tasks. For pre-training tasks, the encoder will be fine-tuned according to the specific requirements of the tasks. In self-supervised tasks, we can simply fix the parameters of the encoder, and the output node embeddings and graph embeddings are used as the input for downstream models and tasks.

4.4 Properties

GMAE has a much less memory consumption compared with conventional end-to-end graph transformers because of the masking mechanism and the asymmetric encoder-decoder design. They both help save a lot of memory and make it possible for GMAE to be trained on larger graphs and to train deeper graph transformer encoders.

4.4.1 Masking mechanism

Because of the masking mechanism, the size of the input feature matrix is largely reduced. We will see in our experiments that masking half of the nodes yields good overall performance on most of the datasets, while for some particular datasets, the best mask ratio can even reach 90%. Since graph transformers have quadratic memory consumption with respect to the input length, such a high mask ratio can largely reduce the memory consumption.
### 5 Experiments

We show the performance of GMAE by three groups of experiments. We first show how GMAE performs as a vanilla self-supervised model by comparing it with popular self-supervised graph representation models on both the graph classification task and the node classification task. Then we show how GMAE performs with pre-training and fine-tuning by comparing it with state-of-the-art supervised models on the graph classification task.

#### 5.1 GMAE Self-supervised Training for Graph Classification

We show that GMAE has state-of-the-art performance as a vanilla self-supervised method for the graph classification task by comparing it with popular self-supervised graph representation baselines under the commonly used SVM evaluation protocol, where we use a downstream SVM classifier to conduct the graph classification task to evaluate the quality of the learned graph embeddings.

##### 5.1.1 Baselines

We choose 6 self-supervised graph representation models as our baselines:

- **sub2vec** [34]: learning representations for subgraphs using random walks.
- **graph2vec** [33]: graph-level representation learning using random walks.
- **GCN** [11]: graph convolutional networks.
- **Graphormer** [22]: graph-level transformers.
- **InfoGraph** [35]: mutual information maximization between graph-level representation and the representations of substructures of different scales.
- **GraphCL** [36]: a graph-level contrastive learning framework.

Sub2vec and graph2vec are representative self-supervised graph representation models based on random walks. InfoGraph and GraphCL are the state-of-the-art self-supervised graph contrastive learning models. However, as for GCN and Graphormer, since they are originally semi-supervised and supervised methods respectively, we adopt the graph loss introduced in GraphSage [41] to them to enable self-supervised representation learning.

##### 5.1.2 Datasets

We use 7 publicly available benchmark graph classification datasets, namely PROTEINS, BZR, COX2, NCI1, MUTAG, ER_MD, and DHFR. They are collected by the TU Dortmund University [63]. Dataset statistics are listed in Table 1. We use 10-fold cross-validation for all the datasets.

##### 5.1.3 Experiment Settings

For all the baseline methods, we follow their codes and settings and report the best results. For GMAE, the number of encoder layers is tuned from 1 to 30, and the default number of decoder layers is 2, while a sensitivity analysis on the number of decoder layers is provided in the analysis section. The mask ratio is tuned from 0.1 to 0.9 with step size 0.1. The number of hidden dimensions is 80 and the number of attention heads in the transformer layers is 8. We use a linear decay learning rate scheduler with a 40k-step warm-up stage and 400k maximum training steps. We set the peak learning rate to be 1e-4 and the end learning rate to be 1e-9. The training stops when the loss does not decrease for 50 epochs. After obtaining the learned graph embeddings, we use an SVM classifier to do graph classification with 10-fold cross-validation following [35], [36]. We report the average accuracy of 5 runs.

### Table 1

| Dataset | # Graphs | Avg. Nodes | Avg. Edges |
|---------|----------|------------|------------|
| PROTEINS | 1113     | 39.06      | 72.82      |
| BZR     | 405      | 35.75      | 38.36      |
| COX2    | 467      | 41.22      | 43.45      |
| NCI1    | 4110     | 29.87      | 32.30      |
| MUTAG   | 188      | 17.93      | 19.79      |
| ER_MD   | 446      | 21.33      | 234.85     |
| DHFR    | 467      | 42.43      | 44.54      |
TABLE 2
Self-supervised Graph Classification Accuracy in Percentage

|         | PROTEINS | BZR | COX2 | NCI1 | MUTAG | ER_MD | DHFR |
|---------|----------|-----|------|------|-------|-------|------|
| sub2vec | 67.31±0.50 | 78.52±0.50 | 78.07±0.17 | 59.76±0.35 | 84.47±0.37 | 59.41±0.00 | 60.95±0.21 |
| graph2vec | 67.31±0.41 | 84.00±1.08 | 80.15±0.58 | 69.66±0.26 | 86.44±1.25 | 65.82±1.52 | 77.29±0.87 |
| GCN-SAGE | 59.57±0.00 | 78.77±0.00 | 78.16±0.00 | 50.05±0.00 | 66.49±0.33 | 59.41±0.00 | 60.98±0.00 |
| Graphormer-SAGE | 72.13±0.55 | 83.87±0.25 | 78.21±0.37 | 69.40±0.42 | 87.21±0.56 | 68.43±1.76 | 60.98±0.51 |
| InfoGraph | 74.02±0.40 | 84.84±0.86 | 80.53±0.51 | 77.50±0.74 | 86.07±1.78 | 72.24±0.88 | 80.48±1.34 |
| GraphCL | 74.89±0.65 | 84.20±1.82 | 81.10±0.62 | 78.75±0.28 | 87.66±1.03 | 73.23±0.86 | 68.81±1.15 |
| GMAE | 75.38±0.85 | 87.43±0.99 | 81.75±0.79 | 82.51±0.31 | 88.97±0.83 | 71.14±0.74 | 80.06±1.73 |

TABLE 3
Dataset Statistics for Node Classification

|         | # Nodes | # Edges | # Features | # Classes |
|---------|---------|---------|------------|-----------|
| Cora    | 2708    | 5429    | 1433       | 7         |
| CiteSeer| 3327    | 4552    | 3703       | 6         |
| PubMed  | 1917    | 4432    | 500        | 3         |
| Wiki-CS | 11701   | 216123  | 300        | 10        |
| Computers | 13752  | 245861  | 767        | 10        |
| Photo   | 7650    | 119081  | 745        | 8         |

5.1.4 Results
Table 2 shows the results of all methods. The boldfaced ones are the best, and the underlined ones are the second. GMAE shows state-of-the-art performance by outperforming other methods on 5 of the 7 datasets. We can further observe that, among the 6 baseline methods, graph contrastive learning methods (InfoGraph and GraphCL) achieve the best performance. The self-supervised Graphormer also performs well but is a little bit worse than InfoGraph and GraphCL. Instead, our GMAE outperforms InfoGraph and GraphCL on 5 of the 7 datasets. This suggests that our GMAE framework can effectively boost the performance of graph transformers in the self-supervised graph classification scenario.

5.2 GMAE Self-supervised Training for Node Classification
We further show how GMAE performs on the self-supervised node classification task. We compare it with several state-of-the-art self-supervised models under the logistic regression evaluation protocol, where we use a downstream logistic regression model to conduct the node classification task to evaluate the quality of the node embeddings.

5.2.1 Baselines
We compare GMAE with 4 popular self-supervised node classification models. Specifically, they include:

- **GAE** [40]: the graph autoencoder, a GCN-based autoencoder that reconstructs the adjacency matrix.
- **DGI** [42]: deep graph infomax, a graph contrastive learning model based on maximizing the mutual information between different representations.
- **MVGRL** [37]: a graph contrastive learning method that contrasting encodings from first-order neighbors and a graph diffusion.
- **GCA** [41]: graph contrastive learning with different centrality-based augmentation schemes such as the degree centrality and the eigenvector centrality.

These baselines are now the state-of-the-arts in self-supervised node classification tasks. They are all representative models that are built based on the graph neural networks and outperform traditional self-supervised methods such as DeepWalk [39] and node2vec [9].

5.2.2 Datasets
We use 6 publicly available benchmark node classification datasets. They include three citation networks Cora, CiteSeer, and PubMed introduced in [1]; a Wikipedia-based dataset Wiki-CS from [64]; and the Amazon-Computers and Amazon-Photo datasets from [65]. The statistics of the datasets are shown in Table 3. For the train/val/test split, we use the public split for Cora, CiteSeer, PubMed, and Wiki-CS. For Amazon-Computers and Amazon-Photo, we randomly split the datasets into 80%/10%/10% train/val/test split.

5.2.3 Experiment Settings
For all the 4 baseline models, we follow their implementations and report the best results we got. For GMAE, we follow Gophormer [23] to extract ego-graphs for each node to train the model. Specifically, we adopt the neighbor sampler as introduced in GraphSAGE [41], which generates subgraphs by randomly sampling a certain number of nodes in the neighborhood of the target node. These subgraphs (ego-graphs) are then used to train the GMAE model. However, we do not use the proximity positional encodings as introduced in Gophormer [23]. Instead, we keep using the positional encodings introduced in Graphormer [22] because we found that the node classification result is better when using the positional encodings in Graphormer.

In each training epoch, we randomly sample one ego-graph for each node and use them to train the GMAE model. We set the depth of the ego-graphs to be 2, i.e., the nodes in the ego-graphs are within the 2-hop neighborhood. The number of neighbors to sample for each node is tuned from 1 to 10. For each ego-graph, we randomly mask a certain portion of nodes according to the mask ratio, and reconstruct the features of the masked nodes. At the inference
of cycles with more than six atoms. Graphormer \cite{du2021graphormer} has shown state-of-the-art performance on ZINC, where the model they used is a 12-layer graph transformer. For a fair comparison, in our GMAE pre-training and fine-tuning, we also use a 12-layer graph transformer as the encoder. We use a 2-layer graph transformer as the decoder in the pre-training phase. During pre-training, we train the encoder and the decoder in a self-supervised manner as introduced in \textsection{4}. Only the training set is used to pre-train the model. The hyper-parameters used in the pre-training phase are consistent with Graphormer, except that we stop early when the loss does not decrease for a certain number of epochs. Specifically, the number of hidden dimensions is 80, the batch size is 256, the number of attention heads in the transformer layer is 8, the dropout rate is 0.1, and the peak learning rate is 1e-4 with a 40k-step warm-up stage, followed by a linear decay learning rate scheduler where the end learning rate is 1e-9. The maximum number of training steps is 400k. In the fine-tuning phase, we discard the decoder, then fine-tune the encoder and an additional linear projection layer in a supervised manner using the training set. We fine-tune it for 600 epochs with a 1e-3 learning rate. We report the mean absolute error (MAE) on the test set. A smaller MAE indicates a better performance. We report the average node classification accuracy of 5 runs.

5.2.4 Results

Table 4 shows the experiment results of all the methods. The boldfaced ones are the best, and the underlined ones are the second. GMAE shows promising performance by outperforming the four baselines on 5 of the 6 datasets, including the state-of-the-art graph contrastive learning models such as DGI, MVGRL, and GCA. We can conclude that GMAE is an effective self-supervised model at both the graph level and the node level. The representations learned by GMAE can be used for various downstream tasks.

5.3 GMAE Pre-training & Fine-tuning

We then compare GMAE pre-training and fine-tuning with state-of-the-art supervised models. We conduct experiments on the ZINC subset dataset \cite{wang2020large}, which contains 10000 molecular graphs for training, 1000 for validation, and 1000 for testing. The task is to regress the penalized logP value for each graph, which is defined by \( y = \log P - \text{SAS} - \text{cycles} \), where \( \log P \) is the water-octanol partition coefficient, SAS is the synthetic accessibility score, and cycles is the number of cycles with more than six atoms. Graphormer \cite{du2021graphormer} has shown state-of-the-art performance on ZINC, where the model they used is a 12-layer graph transformer. For a fair comparison, in our GMAE pre-training and fine-tuning, we also use a 12-layer graph transformer as the encoder. We use a 2-layer graph transformer as the decoder in the pre-training phase. During pre-training, we train the encoder and the decoder in a self-supervised manner as introduced in \textsection{4}. Only the training set is used to pre-train the model. The hyper-parameters used in the pre-training phase are consistent with Graphormer, except that we stop early when the loss does not decrease for a certain number of epochs. Specifically, the number of hidden dimensions is 80, the batch size is 256, the number of attention heads in the transformer layer is 8, the dropout rate is 0.1, and the peak learning rate is 1e-4 with a 40k-step warm-up stage, followed by a linear decay learning rate scheduler where the end learning rate is 1e-9. The maximum number of training steps is 400k. In the fine-tuning phase, we discard the decoder, then fine-tune the encoder and an additional linear projection layer in a supervised manner using the training set. We fine-tune it for 600 epochs with a 1e-3 learning rate. We report the mean absolute error (MAE) on the test set. A smaller MAE indicates a better performance. The final result is shown in Table 5. The compared numbers are from the Graphormer paper \cite{du2021graphormer}.

Our GMAE shows slightly better performance than the state-of-the-art Graphormer. However, GMAE does not need a very tailored training scheme. The pre-training enables the model to learn knowledge of the inherent data structures and features. Such knowledge can be transferred...
to specific downstream tasks with a relatively quick learning process where a larger learning rate and fewer epochs will work.

5.4 Analysis

We show some basic properties of GMAE, including how much memory it saves compared with conventional transformers, and how it performs with different mask ratios and numbers of decoder layers.

5.4.1 Memory Consumption

We first compare the memory consumption of GMAE and Graphormer. For Graphormer, we set the number of layers to 12. For GMAE, the encoder is a 12-layer transformer and the decoder is a 2-layer transformer. We set the mask ratio in GMAE to 0.7. The memory consumption of the two models w.r.t. the number of nodes is shown in Figure 3. We can observe that, the memory usage of GMAE is significantly less than Graphormer. As the number of nodes increases, the memory saved by GMAE also increases. The space complexity for Graphormer is \( O(n^2) \), where \( n \) is the number of nodes. With 0.7 mask ratio, the space complexity for GMAE is \( O(0.49n^2) \). Theoretically, GMAE can save around half of the memory in the self-attention module of the encoder. However, due to the extra memory consumption in other
parts of the model, we can only observe a 20% memory reduction at 110 nodes in Figure 3. But it still suggests that GMAE can be potentially used to train larger graphs and deeper graph transformers.

5.4.2 Mask Ratio

Next, we show how the mask ratio influences the performance of GMAE. We conduct experiments on the self-supervised graph classification scenario (using 7 benchmark datasets from TU dataset). For each dataset, we tune the mask ratio from 0.1 to 0.9 while keeping other hyperparameters consistent with the ones used in Table 2. We report the downstream graph classification accuracy for the 7 datasets, which are all averaged over 5 runs. The results are shown in Figure 4. Note that the y axis is the accuracy, so a larger value indicates a better performance.

Generally, the best mask ratio depends on the specific dataset. For example, COX2 and MUTAG prefer a large mask ratio at around 0.8 and 0.9 respectively; ER_MD and NCI1 prefer a small mask ratio at around 0.3; PROTEINS, however, has two peak values at 0.4 and 0.7; BZR works well with all the mask ratios ranging from 0.2 to 0.7, while DHFR prefers mask ratios smaller than 0.7. In general, GMAE has a good overall performance when the mask ratio is around 0.4 or 0.7. In other words, GMAE can achieve very good performance when around half of the nodes are masked, which can lead to a significant memory reduction.

5.4.3 Number of Decoder Layers

At last, we show how the depth of the decoder influences the performance of GMAE. We follow the settings we used when comparing different mask ratios. However, this time we tune the number of decoder layers instead of the mask ratio. The results are shown in Figure 5. We can observe that, a shallow decoder with 1 or 2 layers generally performs better than a deep decoder, which suggests that such an asymmetric encoder-decoder design works well for GMAE. It can not only maintain good performance but also help save memory.

6 Conclusion

In this paper, we present a novel self-supervised graph representation model named Graph Masked Autoencoders (GMAEs) based on transformers. It masks a large portion of the nodes in a graph and reconstructs the features of those masked nodes. It has state-of-the-art performance when evaluated under the commonly used self-supervised downstream evaluation protocols on both the graph classification task and the node classification task. When serving as a pre-training tool, it can help simplify the training process of graph transformers, while achieving comparable performance compared with training in an end-to-end manner. With the masking mechanism and asymmetric encoder-decoder design, the memory consumption of GMAE is largely reduced compared with conventional graph transformers, and can therefore be used to train large graphs and deep transformers.
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