The random dynamical pitchfork bifurcation with additive Lévy noises
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Abstract

This paper concerns the effects of additive non-Gaussian Lévy noises on the pitchfork bifurcation. We consider two types of noises, $\alpha$-stable process and the truncated process. Under both $\alpha$-stable process and the truncated process, the classical pitchfork bifurcation model exists a unique invariant measure. The Lyapunov exponent associated with the invariant measure is always negative for the system under the truncated case. While the stochastic pitchfork bifurcation still occurs. In both cases, the attractivity uniformity, the finite-time Lyapunov exponent, and the dichotomy spectrum behave varies with the bifurcation parameter changing.

Compared with Brownian motion, there is two key difficulties for the Lévy processes. The stationary density can not be solved explicitly, thus we have to estimate it properly. This is overcome by the strong maximum principle. The bilateral suprema for Lévy processes need to be analyzed. This is acquired by the strong Markov property. Based on them, we establish the main results indicating stochastic pitchfork bifurcation.
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1 Introduction

Stochastic bifurcations are widespread in nature. Stochastic bifurcation theory investigates the qualitative changes in parametrized families of Random dynamical system. As the meeting of two mathematical cultures, stochastic dynamics can be addressed through the approaches of stochastic analysis and dynamical systems. Being the classical method of the former, Markov semigroup leads to the notion of P-bifurcation by investigating a qualitative change in the shape of it’s stationary measure. The latter derives the notion of D-bifurcation by exploring the branching of it’s invariant measures and the stability. The two concepts complement each other \[2\]. We concern D-bifurcation primarily.

Stochastic factors can be depicted with Gaussian or non-Gaussian processes in line with different versions of the central limit theorem. Influenced by stochastic factors, dynamical systems under Lévy processes deserve investigated. We are interested in the effects of Lévy processes on pitchfork bifurcation. The buckling beam example offers an instance of pitchfork bifurcation. Consider the following stochastic dynamical system

$$dX_t = (\beta X_t - X_t^3)dt + \sigma dL_t^\alpha, \quad X_0 \in \mathbb{R},$$
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with the rotational invariant Lévy process \((L^\alpha_t)_{t \in \mathbb{R}}\) defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\).

In the case of deterministic with \(\sigma = 0\), the system displays a pitchfork bifurcation on equilibria. If \(\beta < 0\), there exists a unique equilibrium 0 which is attractive globally. If \(\beta > 0\), there exist three equilibria 0, and \(\pm \beta\) with the first repulsive and the additional attractive.

In the case of Gaussian noise with \(\alpha = 2\), the system was surveyed by H. Crauel and F. Flandoli in 1998 [7]. In the classical frame of stochastic bifurcation theory established by L. Arnold and co-workers [2], the system exhibits that the additive noise destroys a pitchfork bifurcation. Specifically, the system has a unique invariant measure with a negative Lyapunov exponent. Right after that, M. Callaway, T. Doan, J. Lamb and M. Rasmussen argued that the pitchfork bifurcation was not destroyed by additive noise in 2017 [5]. They discover additional indicators, including attractive uniformity, finite-time Lyapunov exponent and dichotomy spectrum, to detect stochastic bifurcation. They also propose a concept of uniform topological equivalence to characterize stochastic bifurcation.

In the case of non-Gaussian noises defined in (2.2) with Lévy measure being (2.6), we establish a sequence of results detecting the stochastic pitchfork bifurcation of the system. We call the lévy process defined in (2.2) as non-truncated if \(\nu(B^c_1) \neq 0\), and truncated if \(\nu(B^c_1) = 0\).

The system exists a unique invariant measure under the random dynamical system. This is proved by the relation between the invariant measure under Markov semigroup and that under random dynamical system. Furthermore, the Lyapunov exponent associated with the invariant measure exists and is negative in the truncated case (2.2). This is not trivial compared to that of Brownian motion, since that the stationary density is not solvable explicitly in the non-Gaussian case. The existence is confirmed by the finite second moment and multiplicative ergodic theorem. The estimation towards the stationary density is by the strong maximum principle. Then the negativity of the Lyapunov exponent is estimated properly. In the frame of the stochastic bifurcation theory established by L. Arnold, the pitchfork bifurcation is destroyed by the non-Gaussian noise also.

Furthermore, the attractive uniformity of the random attractor, the sign of the finite-time Lyapunov exponent and the dichotomy spectrum perform differently with different value of \(\beta\). The position of the singleton random attractor is estimated on basis of the support of stationary density being the whole line. The Lévy processes stay in the vicinity of original for very long time with a positive probability is certified by the strong Markov property. Based on these facts, the attractive uniformity of the random attractor, the sign of the finite-time Lyapunov exponent and the dichotomy spectrum are analyzed. The behaviors of these objects, proposed by J. Lamb and co-workers [5], indicate the occurring of the stochastic pitchfork bifurcation.

The present paper is arranged as follows. In section 2, we recall the related concepts about invariant measure under the random dynamical system and that under Markov semigroup. In section 3, we describe the main results of this paper. In section 4, we conduct some basic analyses containing exponential ergodicity of the Markov semigroup, the collapse of the random attractor and the finite moment of the invariant measure under the Markov semigroup. In section 5, we verify the key Lemmas required for the main results. In section 6, we prove the main results.
2 Setup

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and \((X, \mathcal{B})\) be a metric space. The probability space \((\Omega, \mathcal{F}, \mathbb{P})\) is equipped with the filtration \(\mathcal{F}_t\). We denote the past filtration and the future filtration as \(\mathcal{F}_t^-\) and \(\mathcal{F}_t^+\) respectively \[1, 2\]. Consider the following stochastic differential equations (SDEs):

\[
dX_t = b(X_t)dt + \sigma dL_t, \quad X_0 \in \mathbb{R}^d,
\]

where \(\{L_t\}_{t \in \mathbb{R}}\) is the rotational invariant Lévy process. Its Lévy-Itô decomposition is

\[
L_t = \begin{cases} 
\int_{B_1} z \tilde{N}(t, dz) + \int_{B_1^c} z N(t, dz), & \text{if } \nu(B_1^c) \neq 0, \\
\int_{B_1} z \tilde{N}(t, dz), & \text{if } \nu(B_1^c) = 0,
\end{cases}
\]

where \(B_r\) is the ball with the origin as center and \(r(>0)\) as radius. For every \(t \in [0, \infty), A \in \mathcal{B}(\mathbb{R}^d)\), the Poisson random measure is

\[
N(t, A)(\omega) = \#\{0 \leq s \leq t; \Delta L_s(\omega) \in A\}.
\]

Further, the compensated Poisson random measure is

\[
\tilde{N}(t, A) = N(t, A) - t \nu(A),
\]

with Lévy measure \(\nu\), that is it satisfies

\[
\int_{\mathbb{R}^d \setminus \{0\}} (|z|^2 \wedge 1) \nu(dz) < +\infty.
\]

The corresponding characteristic function is

\[
\varphi_t(u) = \begin{cases} 
\exp \left\{ t \int_{\mathbb{R}^d \setminus \{0\}} [e^{i(u,z)} - 1 - i(u, z) \chi_{B}(z)] \mu(dz) \right\}, & \text{if } \nu(B_1^c) \neq 0, \\
\exp \left\{ t \int_{B_1 \setminus \{0\}} [e^{i(u,z)} - 1 - i(u, z)] \mu(dz) \right\}, & \text{if } \nu(B_1^c) = 0.
\end{cases}
\]

The Markov semigroup \((P_t)_{t \geq 0}\) associated with system \((2.1)\) is

\[
P_tf(x) = \mathbb{E}^x f(X_t), \quad t \geq 0, \quad x \in \mathbb{R}^d,
\]

for any \(f \in \mathcal{B}_b(\mathbb{R}^d)\), where \(\mathcal{B}_b(\mathbb{R}^d)\) is the space of all bounded Borel measurable functions on \(\mathbb{R}^d\) equipped with the sup-norm.

**Definition 2.1. (Invariant measure under semigroup)** Let \((X, \mathcal{B})\) be a measurable space and let \(\mathcal{B}_b(X)\) be the space of all bounded \(\mathcal{B}\)-measurable functions on \(X\) equipped with the sup-norm. If \((P_t)_{t \geq 0}\) is a semigroup of bounded linear operators on the space \(\mathcal{B}_b(X)\), then a bounded measure \(\mu\) on \(\mathcal{B}\) is called invariant for \((P_t)_{t \geq 0}\) if

\[
\int_X P_tf d\mu = \int_X f d\mu, \quad \forall f \in \mathcal{B}_b(X).
\]
Define
\[ D_{Lb} = \{ f \in C^1(\mathbb{R}^d) : \exists g_f \in C^1(\mathbb{R}^d) \text{ such that } \lim_{t \downarrow 0} \frac{P_t f - f}{t} - g_f = 0 \}. \]

For \( f \in D_{Lb} \), the generator of the Markov semigroup associated with system (2.1) is
\[ L_b f(x) = b(x) \cdot \nabla f(x) + L f(x), \]

where
\[ L f(x) = \begin{cases} \text{P.V.} \int_{\mathbb{R}^d} [f(x + z) - f(x)] \nu(dz), & \text{if } \nu(B^c_1) \neq 0, \\ \text{P.V.} \int_{B_1} [f(x + z) - f(x)] \nu(dz), & \text{if } \nu(B^c_1) = 0. \end{cases} \tag{2.4} \]

For the refinement definition of \( D_{Lb} \) refer [4, 13]. The density function \( p(t, x) \) of the process \( X_t \) in system (2.1) satisfies the Fokker-Planck equation, i.e.
\[ p_t = L^*_b p, \quad p \geq 0, \quad \int_{\mathbb{R}^d} p(t, x) dx = 1, \tag{2.5} \]

where \( L^*_b \) is the adjoint operator of the generator \( L_b \) for system (2.1). Specifically, take
\[ \nu(dz) = \nu_\alpha(dz) = \frac{c_\alpha}{|z|^{d+\alpha}} dz, \tag{2.6} \]

we arrive at the \( \alpha \)-stable Lévy motion \( L^\alpha_t \), where the constant \( c_\alpha = \frac{\alpha}{2^{1-\alpha} \pi^{d/2}} \Gamma((d+\alpha)/2) \Gamma((1-\alpha)/2) \), and the Gamma function \( \Gamma(\lambda) := \int_0^\infty t^{\lambda-1} e^{-t} dt \) for every \( \lambda > 0 \) [9]. In this case \( L f(x) = -(\Delta)^{\alpha/2} \) [16] and the corresponding operator in Fokker-Planck equation (2.5) associated with system (2.1) is
\[ L^*_b p = -(-\Delta)^{\alpha/2} p - \nabla (b \cdot p). \]

We consider the stochastic bifurcation phenomenon under the frame of random dynamical system (RDS). For this, recall the related definitions.

**Definition 2.2. (Metric dynamical system)** [2] A measurable dynamical system \((\theta(t))_{t \in \mathbb{T}}\) on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) for which each \( \theta(t) \) is an endomorphism is called a measure preserving or metric dynamical systems and is denoted by \( \Sigma = (\Omega, \mathcal{F}, \mathbb{P}, (\theta(t)))_{t \in \mathbb{T}} \), or for short, by \( \theta(\cdot) \) or \( \theta \).

**Definition 2.3. (Random dynamical system)** [2] A measurable random dynamical system (RDS) on the measurable space \((X, \mathcal{B})\) over a metric dynamical system \((\Omega, \mathcal{F}, \mathbb{P}, (\theta(t)))_{t \in \mathbb{T}}\) with time \( \mathbb{T} \) is a mapping
\[ \varphi : \mathbb{T} \times \Omega \times X \to X, \quad (t, \omega, x) \mapsto \varphi(t, \omega, x), \]

with the following properties:

(i) **Measurability:** \( \varphi \) is \( \mathcal{B}(\mathbb{T}) \otimes \mathcal{F} \otimes \mathcal{B}, \mathcal{B}-\text{measurable}. \)
(ii) Cocycle property: The mappings $\varphi(t, \omega) := \varphi(t, \omega, \cdot) : X \to X$ form a cocycle over $\theta(\cdot)$, i.e. they satisfy

$$\varphi(0, \omega) = \text{id}_X \quad \text{for all } \omega \in \Omega \quad \text{if } 0 \in T.$$  

$$\varphi(t + s, \omega) = \varphi(t, \theta(s)\omega) \circ \varphi(s, \omega), \quad \text{for all } s, t \in T, \ \omega \in \Omega.$$  

**Definition 2.4. (Invariant measure under random dynamical system)**[2] Given a measurable RDS $\varphi$ over $\theta$, a probability measure $\mu$ on $(\Omega \times X, F \otimes B)$ is said to be an invariant measure for the RDS $\varphi$, or $\varphi-$invariant, if it satisfies

1. $\Theta(t)\mu = \mu$ for all $t \in T$,
2. $\pi_\Omega \mu = \mathbb{P}.$

Define

$$\mathcal{P}_P(\Omega \times X) := \{\mu \text{ probability on } (\Omega \times X, F \otimes B) \text{ with marginal } \mathbb{P} \text{ on } (\Omega, F)\}.$$  

**Definition 2.5. (Markov measure)**[2] Let $\varphi$ be a measurable RDS with two-sided time with past $F^-$ and future $F^+$. A probability measure $\mu \in \mathcal{P}_P(\Omega \times X)$ for which the factorization $\omega \mapsto \mu_\omega$ is $F^-$-measurable or $F^+$-measurable, i.e. $\mathbb{E}(\mu_\cdot | F^\pm) = \mu$, $\mathbb{P}$-a.s., is called a Markov measure. More specifically, an $F^-/F^+$-measurable $\mu$ is called a forward/backward Markov measure.

**Remark 2.6.** The invariant measure under semigroup and that under random dynamical system are not the same objects. They may behave very differently. Consider the one dimensional Ornstein-Uhlenbeck process[8]

$$dX_t = \beta X_t dt + \sigma dW_t, \quad X_0 \in \mathbb{R},$$  

with $\beta \neq 0$ and $\sigma \neq 0$ for two sided time $T = \mathbb{R}$.

For all $\beta \in \mathbb{R}$, there is a unique invariant measure under the random dynamical system $\mu$ with $\mu_\omega = \delta_{X_t(\omega)}$, where

$$X_t(\omega) = \begin{cases} 
-\int_0^\infty e^{-t\beta} \sigma dW_t, & \text{if } \beta > 0, \\
\int_\infty^0 e^{-t\beta} \sigma dW_t, & \text{if } \beta < 0.
\end{cases}$$  

For $\beta < 0$, the invariant measure $\rho$ under the associated Markov semigroup is the density of the Gaussian distribution $\mathcal{N}(0, -\frac{\sigma^2}{2\beta})$. For $\beta > 0$, there exists no invariant measure under the Markov semigroup.

While the invariant measure under semigroup and that under random dynamical system are connected through the Markov measure. If $\beta < 0$, then $\mu$ is Markov. If $\beta > 0$, then $\mu$ is not Markov. There is a one-to-one correspondence between the invariant Markov measure under random dynamical system and the invariant measure under semigroup[7, 8]. They are connected through the following relations,

$$\rho = \mathbb{E}_\mu, \quad \text{i.e. } \rho(B) = \int_\Omega \mu_\omega(B) dP(\omega),$$  

and

$$\mu_\omega = \lim_{t \to \infty} \varphi(t, \theta_{-t}\omega)\rho, \quad \text{a.s.}$$  

where $\varphi$ is the random dynamical system generated by the above Ornstein-Uhlenbeck process.
3 The main results

We concern the classical pitchfork bifurcation system disturbed by the rotational invariant Lévy process \((L_{t}^{\alpha})_{t \in \mathbb{R}}\) defined in (2.2),
\[
\text{d}X_{t} = (\beta X_{t} - X_{t}^{3})\text{d}t + \sigma \text{d}L_{t}^{\alpha}, \quad X_{0} \in \mathbb{R}, \quad (3.1)
\]
with the drift term \(b(x) = \beta x - x^3\), the bifurcation parameter \(\beta \in \mathbb{R}\), and the noise intensity parameter \(\sigma \in \mathbb{R}\). It is well known that the strong solution exists and system (3.1) generates the random dynamical system. Furthermore, there exists a unique invariant measure under random dynamical system, supported by a singleton random attractor as stated in Proposition 4.4. The corresponding Lyapunov exponent depicts the stability of random dynamical system well.

**Definition 3.1. (Lyapunov exponent)** The (forward) Lyapunov exponent of the solution \(\Phi(t)x\) of a non-autonomous linear differential equation \(\dot{x}_t = A(t)x\), starting at time \(t = 0\) at the state \(x \in \mathbb{R}^d\) is defined to be the Lyapunov index of \(\Phi(t)x\),
\[
\lambda^+(x) = \lambda(x) := \limsup_{t \to +\infty} \frac{1}{t} \ln \left\|\Phi(t)x\right\|,
\]
and for two-sided time the backward Lyapunov exponent of \(\Phi(t)x\) is defined as the Lyapunov index of \(\Phi(-t)x\),
\[
\lambda^-(x) = \lambda(x) := \limsup_{t \to +\infty} \frac{1}{t} \ln \left\|\Phi(-t)x\right\| = \limsup_{t \to -\infty} \frac{1}{|t|} \ln \left\|\Phi(t)x\right\|.
\]

If the linear cocycle \(\Phi\) satisfies the integrability conditions in Multiplicative ergodic Theorem [2], the Lyapunov exponent exists as a limit and is a constant in the ergodic case.

**Theorem 3.2. (Lyapunov exponent)** In the case of truncated with \(\alpha \in (1, 2)\), the Lyapunov exponent associated with the unique invariant measure of system (3.1) is negative.

The singleton random attractor \(\{a_{\beta}(\omega)\}_{\omega \in \Omega}\) for system (3.1) is called locally uniformly attractive if there exists \(\delta > 0\) such that
\[
\lim_{t \to 0} \sup_{x \in (-\delta, \delta)} \text{ess sup}_{\omega \in \Omega} |\varphi(t, \omega, a_{\beta}(\omega) + x) - a_{\beta}(\theta_{t}\omega)| = 0.
\]

**Theorem 3.3. (Uniformly exponential attractive)** In the cases of truncated and non-truncated with \(\alpha \in (1, 2)\), the unique attracting random equilibrium \(\{a_{\beta}(\omega)\}_{\omega \in \Omega}\) for system (3.1) satisfies,

(i) For \(\beta < 0\), the random attractor \(\{a_{\beta}(\omega)\}_{\omega \in \Omega}\) is globally uniformly exponential attractive, i.e.
\[
|\varphi(t, \omega, x) - \varphi(t, \omega, a_{\beta}(\omega))| < e^{\beta t}|x - a_{\beta}(\omega)|, \quad \text{for all } x \in \mathbb{R}. \quad (3.2)
\]

(ii) For \(\beta > 0\), the random attractor \(\{a_{\beta}(\omega)\}_{\omega \in \Omega}\) is not locally uniformly attractive.

For both truncated and non-truncated cases, define the finite-time Lyapunov exponent associate with the invariant measure \(\delta_{a_{\beta}(\omega)}\) for the system (3.1) on the compact time interval \([0, T]\) as follows [5],
\[
\lambda_{T, \omega}^{T_{\beta}} := \frac{1}{T} \ln \left|\frac{\partial \varphi_{\beta}}{\partial x}(T, \omega, a_{\beta}(\omega))\right|.
\]
Remark 3.4. In the case of truncated with $\alpha \in (1, 2)$, the linear cocycle $\Phi$ satisfies the integrability conditions in Multiplicative ergodic Theorem. Hence the Lyapunov exponent exists as a limit,

$$\lambda^{\infty}_{\beta} = \lim_{T \to \infty} \lambda^{T, \omega}_{\beta}.$$ 

In fact, Let $\Phi_{\beta}(t, \omega) := \frac{\partial \phi_{\beta}}{\partial x}(t, \omega, a_{\beta}(\omega))$ be the linearized random dynamical system along the random equilibrium $a_{\beta}(\omega)$. The linearized equation along the random equilibrium $a_{\beta}(\omega)$ is given by

$$\dot{\xi}_t = (\beta - 3a_{\beta}(\theta_t \omega)^2)\xi_t, \quad \xi_0 \in \mathbb{R}. \quad (3.3)$$

Thus

$$\Phi_{\beta}(t, \omega) = \exp\left(\int_0^t (\beta - 3a_{\beta}(\theta_s \omega)^2)ds\right). \quad (3.4)$$

Further,

$$E\left(\sup_{0 \leq t \leq 1} \log^+ ||\Phi_{\beta}(t, \omega)^{\pm 1}||\right) = E\left(\sup_{0 \leq t \leq 1} \int_0^t (\beta - 3a_{\beta}(\theta_s \omega)^2)^{\pm} ds\right)$$

$$\leq E\left(\sup_{0 \leq t \leq 1} (\beta t - 3 \int_0^t a_{\beta}(\theta_s \omega)^2 ds)\right)$$

$$\leq |\beta| + 3E\left(\int_0^1 a_{\beta}(\theta_s \omega)^2 ds\right)$$

$$= |\beta| + 3 \int_0^1 E_{a_{\beta}(\theta_s \omega)^2} ds$$

$$< +\infty,$$

where we have used Lemma 4.5 and the Euclidean norm $|| \cdot ||$ in $\mathbb{R}$. Hence the linear cocycle $\Phi$ satisfies the integrability conditions in the truncated case.

While In the case of non-truncated with $\alpha \in (1, 2)$, we can obtain that the linear cocycle $\Phi$ doesn’t satisfy the integrability conditions in Multiplicative ergodic Theorem through similar computation. Whether the Lyapunov exponent exists as a limit can not assured. While we can still consider the finite-time Lyapunov exponent. Thus the finite-time Lyapunov exponent points out the limitations and sheds new light on the classical Lyapunov exponent.

Theorem 3.5. (Finite-time Lyapunov exponent) In the cases of truncated and non-truncated with $\alpha \in (1, 2)$, the finite-time Lyapunov exponent $\lambda^{T, \omega}_{\beta}$ associated with $\{a_{\beta}(\omega)\}_{\omega \in \Omega}$ for the system (3.1) satisfies the following results,

(i) For $\beta < 0$, the random attractor $\{a_{\beta}(\omega)\}_{\omega \in \Omega}$ is finite-time attractive for any $T > 0$, i.e.

$$\lambda^{T, \omega}_{\beta} \leq \beta < 0 \quad \text{for all } \omega \in \Omega.$$ 

(ii) For $\beta > 0$, the random attractor $\{a_{\beta}(\omega)\}_{\omega \in \Omega}$ is not finite-time attractive for any $T > 0$, i.e.

$$\mathbb{P}\{\omega \in \Omega : \lambda^{T, \omega}_{\beta} > 0\} > 0.$$

Given a linear random dynamical system $(\theta, \varphi)$, there exists a corresponding matrix-valued function $\Phi : T \times \Omega \to \mathbb{R}^{d \times d}$ with $\Phi(t, \omega)x = \varphi(t, \omega)x$ for all $t \in T$, $\omega \in \Omega$ and $x \in \mathbb{R}^{d}$. 


Definition 3.6. (Invariant projector) An invariant projector of $(\theta, \Phi)$ is a measurable function $P : \Omega \to \mathbb{R}^{d \times d}$ with

$$P(\omega) = P(\omega)^2 \quad \text{and} \quad P(\theta_t \omega) \Phi(t, \omega) = \Phi(t, \omega) P(\omega) \quad \text{for all} \quad t \in \mathbb{T} \quad \text{and} \quad \omega \in \Omega.$$ 

Definition 3.7. (Exponential dichotomy) Let $(\theta, \Phi)$ be a linear random dynamical system, and let $\gamma \in \mathbb{R}$, and $P_\gamma : \Omega \to \mathbb{R}^{d \times d}$ be an invariant projector of $(\theta, \Phi)$. Then $(\theta, \Phi)$ is said to admit an exponential dichotomy with growth rate $\gamma \in \mathbb{R}$, constants $\alpha > 0$, $K \geq 1$ and projector $P_\gamma$ if for almost all $\omega \in \Omega$, one has

$$||\Phi(t, \omega)P_\gamma(\omega)|| \leq Ke^{(\gamma - \alpha)t} \quad \text{for all} \quad t \geq 0,$$

$$||\Phi(t, \omega)(1 - P_\gamma(\omega))|| \leq Ke^{(\gamma + \alpha)t} \quad \text{for all} \quad t \leq 0.$$ 

Definition 3.8. (Dichotomy spectrum) Consider the linear random dynamical system $(\theta, \Phi)$. Then the dichotomy spectrum of $(\theta, \Phi)$ is defined by

$$\Sigma := \{ \gamma \in \mathbb{R} : (\theta, \Phi) \text{ does not admit an exponential dichotomy with growth rate } \gamma \}.$$ 

Theorem 3.9. (Dichotomy spectrum) Let $\Phi_\beta(t, \omega) := \frac{\partial \phi_\beta}{\partial t}(t, \omega, a_\beta(\omega))$ be the linearized random dynamical system about system (3.1) along the random equilibrium $a_\beta(\omega)$. In the cases of truncated and non-truncated with $\alpha \in (1, 2)$, the dichotomy spectrum $\Sigma_\beta$ of $\Phi_\beta$ is given by

$$\Sigma_\beta = [-\infty, \beta] \quad \text{for all} \quad \beta \in \mathbb{R}.$$ 

We prove the main results in Section 6.

4 Basic analysis on the pitchfork bifurcation model

There exists an invariant measure under the Markov semigroup $P_t$ associated with system (2.1) as stated in Proposition 4.1. If the initial value $X_0$ is distributed as $\mu$. Then for any $t > 0$, the distribution of $X_t$ is $\mu P_t$. We denote the space of probability measures on $\mathbb{R}$ as $\mathcal{P}$. Given two probability measures $\mu$ and $\nu$ on $\mathbb{R}$, the standard $L^p$-Wasserstein distance $W_p$ for all $p \in [1, +\infty)$ (with respect to the Euclidean norm $| \cdot |$) is given by

$$W_p(\mu, \nu) = \inf_{C(\mu, \nu)} \left( \int_{\mathbb{R} \times \mathbb{R}} |x - y|^p d\Pi(x, y) \right)^{\frac{1}{p}},$$

where $C(\mu, \nu)$ is the collection of measures on $\mathbb{R} \times \mathbb{R}$ having $\mu$ and $\nu$ as marginals.

Proposition 4.1. (Exponentially ergodic) In the case of non-truncated with $\alpha \in (1, 2)$, the Markov semigroup for the system (3.1) admits a unique invariant measure $\rho$. Furthermore, for initial distribution $\tilde{\rho} \in \mathcal{P}$, $t \geq 0$ and $p \geq 1$, there exist positive constants $K$ and $c$, such that

$$W_p(\tilde{\rho} P_t, \rho) \leq Ke^{-ct} W_p(\tilde{\rho}, \rho).$$ (4.1)
Proof. Note that \(x^2 + xy + y^2 \geq \frac{1}{4}(x - y)^2\). There exist positive constants \(L_0, K_1, K_2\) and \(\theta \geq 2\), such that the drift term satisfies

\[
(b(x) - b(y))(x - y) \leq \begin{cases} 
K_1|x - y|^2, & |x - y| \leq L_0; \\
-K_2|x - y|^\theta, & |x - y| > L_0.
\end{cases}
\]

According to Theorem 1.2 [21], for any \(x, y \in \mathbb{R}\),

\[
W_p(\delta_x P_t, \delta_y P_t) \leq Ke^{-ct}W_p(\delta_x, \delta_y).
\]

Furthermore, refer to the proof of Theorem 3.2 in [10], for any \(\hat{\rho}, \tilde{\rho} \in \mathcal{P}\),

\[
W_p(\hat{\rho} P_t, \tilde{\rho} P_t) \leq Ke^{-ct}W_p(\hat{\rho}, \tilde{\rho}).
\]

Refer to Theorem 1.2 and Theorem 3.2 in [12], the invariant measure \(\rho\) exists uniquely and satisfies (4.1).

By revising the proof of Theorem 1.2 [21], we can obtain the following result similarly.

**Corollary 4.2.** In the case of truncated with \(\alpha \in (1, 2)\), the Markov semigroup for the system (3.1) admits a unique invariant measure \(\rho\). Furthermore, for initial distribution \(\hat{\rho} \in \mathcal{P}\), \(t \geq 0\) and \(p \geq 1\), there exist positive constants \(K\) and \(c\), such that,

\[
W_p(\hat{\rho} P_t, \rho) \leq Ke^{-ct}W_p(\hat{\rho}, \rho).
\]

(4.2)

There exists a unique invariant measure under the random dynamical system generated by system (2.1), which is supported by a random attractor consisting of a singleton, as stated in Proposition 4.4.

**Definition 4.3.** (Pullback random attractor) [7, 11] A random attractor for an RDS \(\varphi\) is a compact random set \(A\) satisfying \(\mathbb{P}\)-a.s.:

(i) \(A\) is strictly invariant, i.e. \(\varphi(t, \omega)A(\omega) = A(\theta^{-t}\omega)\) for all \(t > 0\).

(ii) \(A\) attracts all deterministic bounded sets \(B \subset X\), i.e.

\[
\lim_{t \to \infty} d(\varphi(t, \theta^{-t}\omega)B, A(\omega)) = 0.
\]

**Proposition 4.4.** (Collapse of random attractor) In the cases of truncated and non-truncated with \(\alpha \in (1, 2)\), system (3.1) exists a compact random attractor \(\mathcal{A}(\omega)\) consisting of a singleton, that is \(\mathcal{A}(\omega) = \{a(\omega)\}\).

Furthermore, the invariant Markov measure \(\mu\) with \(\mu_\omega = \delta_{a(\omega)}\) is the unique invariant measure under the random dynamical system \(\varphi\) generated by system (3.1).

**Proof.** The proof of existence for the random attractor is standard, one can refer to [11]. If the random attractor is singleton, the proof for uniqueness on invariant measure \(\mu\) refer to Corollary 3.5 [7].

The proof of singleton is similar to Theorem 3.1 [7], based on the uniqueness of the invariant measure to the Markov semigroup for system (3.1) and the order preserving of the random
The solution to the above equation is given by

$$dY_t = \beta Y_t dt + \sigma dL_t^o, \quad \text{in } \mathbb{R}.$$ 

Let $$u_t = X_t - Y_t.$$ Then $$u_t$$ is continuous and

$$d u_t = \beta u_t dt - (u_t + Y_t)^3. \quad (4.3)$$

Then the system (4.3) generates a continuous perfect cocycle. According to the Remark 2.3 or Theorem 1.8.4 [2], system (4.3) is monotonicity.

For any $$x_1, x_2 \in \mathbb{R}$$ satisfying $$x_1 > x_2$$, take $$u_1 = x_1 - y_0$$ and $$u_2 = x_2 - y_0.$$ Then $$u_1 > u_2$$ and $$u(t, \omega, u_1) > u(t, \omega, u_2)$$ almost surely, which implies $$u(t, \omega, u_1) + Y_t > u(t, \omega, u_2) + Y_t.$$ Thus we obtain that $$x_1 > x_2$$ implies $$\varphi(t, \omega, x_1) > \varphi(t, \omega, x_2),$$ for all $$x_1, x_2 \in \mathbb{R}$$ almost surely. That is for both truncated and non-truncated cases, solutions of system (3.1) are monotonicity.

Note that, the relation between the invariant measure $$\rho$$ under the Markov semigroup and the invariant measure $$\mu$$ under the random dynamical system $$\varphi$$ refer to Remark 2.6. In order to analyze the Lyapunov exponent, it is necessary to estimate the moment of the invariant measure $$\rho$$ under the Markov semigroup.

**Lemma 4.5. (Finite moment)** In the case of truncated with $$\alpha \in (1, 2),$$ the invariant measure $$\rho$$ of the Markov semigroup for system (3.1) admits finite any order moment estimate. That is

$$\int_{\mathbb{R}} |x|^n \rho(dx) \leq c_n, \text{ for any } n \in \mathbb{Z}^+,$$

with positive constants $$c_n.$$

**Proof.** For any $$\lambda > 0, t > 0,$$ Itô’s formula implies that,

$$d[X^2(t)] = 2X(t)[\beta X(t) - X^3(t)] dt + \int_{|z|<1} \left\{ [X(t-) + \sigma z]^2 - X^2(t-) \right\} \tilde{N}(dt, dz)$$

$$+ \int_{|z|<1} [(X(t-) + \sigma z)^2 - X^2(t-) - 2\sigma z X(t-)] \nu(dz) dt$$

$$= -\lambda X^2(t) dt + \left[ (\lambda + 2\beta) X^2(t) - 2X^4(t) + \int_{|z|<1} \sigma^2 z^2 \nu(dz) \right] dt$$

$$+ \int_{|z|<1} [2\sigma z X(t-) + \sigma^2 z^2] \tilde{N}(dt, dz).$$

The solution to the above equation is given by

$$X^2(t) = e^{-\lambda t} x^2 + \int_0^t e^{-\lambda (t-s)} \left[ (\lambda + 2\beta) X^2(s) - 2X^4(s) + \int_{|z|<1} \sigma^2 z^2 \nu(dz) \right] ds$$

$$+ \int_0^t \int_{|z|<1} e^{-\lambda (t-s)} [2\sigma z X(s-) + \sigma^2 z^2] \tilde{N}(ds, dz)$$
Taking expectation on both sides derives that,
\[ \mathbb{E}^x[X^2(t)] \leq e^{-\lambda t} x^2 + \frac{1}{\lambda} \left[ \frac{1}{8} (\lambda + 2\beta)^2 + \frac{2c_0^2}{2 - \alpha} \right]. \]

Denote \( c = \frac{1}{\lambda} \left[ \frac{1}{8} (\lambda + 2\beta)^2 + \frac{2c_0^2}{2 - \alpha} \right] \). Based on the invariance of \( \rho \), and following the thought in [6], we obtain
\[ \int_{\mathbb{R}} x^2 \rho(dx) = \int_{\mathbb{R}} P_t x^2 \rho(dx) = \int_{\mathbb{R}} \mathbb{E}^x X^2(t) \rho(dx) \leq e^{-\lambda t} \int_{\mathbb{R}} x^2 \rho(dx) + c. \]
Hence,
\[ \int_{\mathbb{R}} x^2 \rho(dx) \leq c. \]

It can be proved similarly that any even order moment are finite with respect to the invariant measure \( \rho \). The result follows. \qed

**Remark 4.6.** We have to consider the truncated case. In fact, Lemma 4.5 is the basis for computing Lyapunov exponential, referring the proof of Theorem 3.2 for details. While for the non-truncated case, the above property doesn’t hold any more. In this case,
\[ \int_{\mathbb{R}} |x|^p \rho(dx) \begin{cases} < \infty, & \text{for } p \in (0, \alpha), \\ = \infty, & \text{for } p \in [\alpha, 2), \end{cases} \]
due to the property of \( \alpha \)-stable Lévy process.

## 5 The key Lemmas

Consider the operator \( \mathcal{L} \):
\[ \mathcal{L} f(x) = \mathcal{L} f(x) - b(x) \cdot \nabla f(x) + c(x) f(x), \]
for any \( f \in B_b(\mathbb{R}^d) \), where \( \mathcal{L} \) is defined in [24], \( b(x) \) and \( c(x) \) are continuous.

**Lemma 5.1. (Strong maximum principle)** In the cases of truncated and non-truncated, suppose there exists some \( r \in (0, +\infty) \) such that \( \mathcal{L} f \leq 0 \) in \( B_r \), with \( c(x) \leq 0 \) in \( B_r \). Further, \( f \geq 0 \) in \( B_r^c \), then \( f > 0 \) in \( B_r \), unless \( f \) vanishes identically in \( \mathbb{R}^d \).

**Proof.** **The first step.** We prove a weak version for both non-truncated and truncated cases. That is the following result holds.

Suppose there exists some \( r \in (0, +\infty) \) such that \( \mathcal{L} f \leq 0 \) in \( B_r \), with \( c(x) \leq 0 \) in \( B_r \). If \( f \geq 0 \) in \( B_r^c \), then \( f \geq 0 \) in \( \mathbb{R}^d \).

Suppose by contradiction that the minimal point \( x_0 \in B_r \) satisfies \( f(x_0) < 0 \) and \( \nabla f(x_0) = 0 \). It is the global minimum in \( \mathbb{R}^d \), thus \( f(x_0 + y) - f(x_0) \geq 0 \) for any \( y \in \mathbb{R}^d \).

For the non-truncated case, we have that
\[ \mathcal{L} f(x_0) > 0, \]
which leads to a contradiction. In fact,

\[
\mathcal{L} f(x_0) = \mathcal{L} f(x_0) - b(x_0) \cdot \nabla f(x_0) + c(x_0)f(x_0)
\]

\[
= \int_{\mathbb{R}^d} [f(x_0 + z) - f(x_0)] \nu(dz) + c(x_0)f(x_0)
\]

\[
\geq \int_{B_2^c} [f(x_0 + z) - f(x_0)] \nu(dz) + c(x_0)f(x_0)
\]

\[
\geq -\int_{B_2^c} f(x_0) \nu(dz)
\]

\[
> 0,
\]

where we have used the fact that \( f(x_0) < 0 \), \( c(x) \leq 0 \) in \( B_r \), and \( f(x_0 \pm z) \geq 0 \) for \( z \in B_2^c \).

The last relation holds due to \( f(x) \geq 0 \) in \( B_r^c \), and \( x_0 \pm z \in B_r^c \) for \( z \in B_2^c \).

For the truncated case, we can also conclude a contradiction. In fact,

\[
\mathcal{L} f(x_0) = \mathcal{L} f(x_0) - b(x_0) \cdot \nabla f(x_0) + c(x_0)f(x_0)
\]

\[
= \int_{B_1} [f(x_0 + z) - f(x_0)] \nu(dz) + c(x_0)f(x_0)
\]

\[
\geq \int_{B_1} [f(x_0 + z) - f(x_0)] \nu(dz)
\]

\[
\geq 0,
\]

with the fact that \( x_0 \) is the global minimum, \( f(x_0) < 0 \) and \( c(x_0) \leq 0 \). We get that

\[
\int_{B_1} [f(x_0 + z) - f(x_0)] \nu(dz) = 0.
\]

This assures

\[
f(x) = f(x_0) < 0, \quad \text{for any} \quad x \in B_1(x_0).
\]

For any \( x \in B_1(x_0) \), repeat the above procedure, we get

\[
f(x) = f(x_0) < 0, \quad \text{for any} \quad x \in B_2(x_0).
\]

Continuing the above procedure, we will arrive at a contradiction eventually with \( f(x) = 0 \) on \( \mathbb{R}^d \).

The second step. Having the fact that \( f \geq 0 \) in the whole of \( \mathbb{R}^d \) for both truncated and non-truncated case. We prove the strictly positivity in this step.

If \( f \) is not strictly positive in \( B_r \), the minimal point \( x_0 \in B_r \) satisfies \( f(x_0) = 0 \) and \( \nabla f(x_0) = 0 \).

For the non-truncated case,

\[
\int_{\mathbb{R}^d} f(x_0 + z) \nu(dz) = 0.
\]
In fact,
\[
\mathcal{L} f(x_0) = \mathcal{L} f(x_0) - b(x_0) \cdot \nabla f(x_0) + c(x_0) f(x_0)
\]
\[
= \int_{\mathbb{R}^d} f(x_0 + z) \nu(dz)
\]
\[
\geq 0,
\]
by the first step, \(f \geq 0\) in \(\mathbb{R}^d\). While \(\mathcal{L} f(x) \leq 0\) in \(B_r\). The integral above must be vanished identically. As a result, the integrated function \(f\) vanished almost everywhere in the whole space \(\mathbb{R}^d\) with respective to Lebesgue measure. Thus \(f\) vanished identically in \(\mathbb{R}^d\) due to its continuity.

For the truncated case,
\[
\int_{B_1} f(x_0 + z) \nu(dz) = 0.
\]
In fact,
\[
\mathcal{L} f(x_0) = \mathcal{L} f(x_0) - b(x_0) \cdot \nabla f(x_0) + c(x_0) f(x_0)
\]
\[
= \int_{B_1} f(x_0 + z) \nu(dz)
\]
\[
\geq 0,
\]
while \(\mathcal{L} f(x) \leq 0\) in \(B_r\). Hence, the integral above must be vanished identically. By the first step, \(f \geq 0\) in \(\mathbb{R}^d\), as a result
\[
f(x) = f(x_0) = 0, \quad \text{for any} \quad x \in B_1(x_0).
\]
Repeat the above procedure for \(x \in B_1(x_0)\), we can obtain that \(f(x) = 0\) in \(B_2(x_0)\). In fact, we arrive at the result \(f(x) = 0\) on \(\mathbb{R}^d\) eventually. \(\square\)

Let \(\rho(dx) = p(x)dx\) be the invariant measure of system (2.1), \(\text{i.e.}\)
\[
\mathcal{L}^*_\rho p = 0, \quad p \geq 0, \quad \int_{\mathbb{R}^d} p(x)dx = 1.
\]
\[
\mathcal{L}^*_\rho p = \begin{cases} 
-\nabla \cdot (bp) + |\sigma|^\alpha \int_{\mathbb{R}}[p(x + z) - p(x)]\nu(dz), & \text{if} \quad \nu(B_1^c) \neq 0, \\
-\nabla \cdot (bp) + |\sigma|^\alpha \int_{|z|<1}[p(x + z) - p(x)]\nu(dz), & \text{if} \quad \nu(B_1^c) = 0.
\end{cases} \tag{5.1}
\]

**Lemma 5.2. (Support of stationary density)** In the cases of truncated and non-truncated, the stationary density \(p\) corresponding to the invariant measure \(\rho\) is strictly positive in the whole space \(\mathbb{R}\) for system (2.1).

**Proof.** Note that the stationary density \(p\) satisfies \(\mathcal{L} p = 0, \quad p \geq 0, \quad \int_{\mathbb{R}^d} p(x)dx = 1,\) with \(c(x) = -\nabla \cdot b(x)\) and \(b(x) = \beta x - x^3\). Due to \(c(x) \leq 0\) is not always satisfied, we write \(c(x) = c(x)^+ - c(x)^-\) with the positive and negative part \(c(x)^+\) and \(c(x)^-\). Define
\[
\mathcal{L}^+ p(x) := \mathcal{L} p(x) - c^+(x)p(x).
\]
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Then \( p \) satisfies

\[
\mathcal{L} p(x) = L p(x) - b(x) \cdot \nabla p(x) + c(x)p(x) - c^+(x)p(x) = -c^+(x)p(x) \leq 0.
\]

For both truncated and non-truncated cases, it satisfies the condition of Lemma 5.1 for any \( r \in (0, +\infty) \). Suppose \( p \) is not strictly positive in \( \mathbb{R} \), then there exists \( x_0 \) such that \( p(x_0) = 0 \). Using the lemma 5.1 for \( \mathcal{L} \) with any \( r \in (|x_0|, +\infty) \), we have \( p \equiv 0 \) in \( \mathbb{R} \). This leads to a contradiction.

**Remark 5.3.** About the strong maximum principle, one can refer to [4, 13].

Define the stochastic process

\[
\tilde{L}_t = L_t + g(t), \tag{5.2}
\]

with the process \( L_t \) in (2.2), the drift, \( g_t \in C(\mathbb{R}, \mathbb{R}^d) \), and \( g_0 = 0 \). Then the density is given by

\[
p_{\tilde{L}}(t, x) = p_L(t, x) \ast \delta_g(t, x) = p_L(t, x - g_t). \tag{5.3}
\]

Consider the position of the Bilateral supreme process \( \sup_{0 \leq t \leq T} |\tilde{L}_t| \). Based on the thought of Taylor [20], Doob inequality, stochastic continuity and the positivity of transition probability, we have the following result, which is similar to but stronger than the irreducibility.

**Lemma 5.4. (Bilateral suprema)** In the cases of truncated and non-truncated, the process \( \tilde{L}_t \) defined in (5.2) satisfies \( \mathbb{P}( \sup_{0 \leq t \leq T} |\tilde{L}_t| < \varepsilon > 0 \), for any \( \varepsilon > 0 \), \( T > 0 \).

**Proof.** The proof idea refer to Taylor [20]. The process \( \tilde{L}_t \) is stochastically continuous, which implies \( \tilde{L}_t \) convergence to \( \tilde{L}_0 \) in distribution as \( t \) goes to 0 on one hand. For any \( \delta_1 > 0 \), \( \delta_0 > 0 \), there exists \( T' > 0 \), s.t. for all \( t < T'(> 0) \),

\[
\mathbb{P}^x(|\tilde{L}_t| < \delta_0) = \mu_{L_t}(B_{\delta_0}) \geq \mu_{L_0}(B_{\delta_0}) - \delta_1,
\]

where \( B_{\delta_0} \) is the ball with radius \( \delta_0 \) and centered at 0.

On the other hand, there exists a subsequence \( \{t_n\} (n = 1, 2, \cdots) \) tends to 0 as \( n \) goes to \( \infty \), such that \( \tilde{L}_{t_n} \) convergence to \( \tilde{L}_0 \) almost surely as \( n \) goes to \( \infty \). This derives that, for any \( \delta_2 > 0 \), there exists \( T'' > 0 \), such that \( t_n < T''(> 0) \) for \( n \) large enough, and

\[
\mathbb{E}|\tilde{L}_{t_n}| \leq \mathbb{E}|\tilde{L}_0| + \delta_2.
\]

Consequently, under the condition \( x \in B_{\delta_0} \), for any \( \varepsilon > 0 \) and the above \( \delta_0, \delta_1, \delta_2 \), there exists \( T_1 > 0(\ll 1) \) such that,

\[
\mathbb{P}^x(|\tilde{L}_{T_1}| < \delta_0) \geq 1 - \delta_1,
\]

and

\[
\mathbb{E}|\tilde{L}_{T_1}| \leq \mathbb{E}|\tilde{L}_0| + \delta_2 \leq \delta_0 + \delta_2.
\]
Furthermore, for the above parameters, Doob inequality assures that,
\[ \mathbb{P}^x\left( \sup_{0 \leq t \leq T} |\tilde{L}_t| < \varepsilon \right) \leq \frac{1}{\varepsilon} \mathbb{E}|\tilde{L}_{T_1}| \leq \frac{1}{\varepsilon}(\delta_0 + \delta_2). \]

Take \( \delta_0 = \frac{\varepsilon}{3}, \delta_1 = \frac{1}{3}, \delta_2 = \frac{\varepsilon}{3}, \) we obtain
\[ \mathbb{P}^x\left( \sup_{0 \leq t \leq T_1} |\tilde{L}_t| < \varepsilon, |\tilde{L}_{T_1}| < \delta_0 \right) \geq \frac{1}{4}. \]

Because of the smoothness of the density by Theorem 28.4 Sato \[18\] and positivity of continuous density in Sharpe \[19\], for any \( T > 0 \), take \( k \in \mathbb{N}_+ \) such that \( T_{k-1} < T \leq T_k \) with \( T_i = iT_i \) (\( i = 0, 1, 2, \cdots \)), the finite dimensional distribution satisfies that,
\[ \mathbb{P}^x(\tilde{L}_{T_1} \in B_{\delta_0}, \tilde{L}_{T_2} \in B_{\delta_0}, \cdots, \tilde{L}_{T_{k-1}} \in B_{\delta_0}) > 0. \]

The strong Markov property \[15\] derives that, for some \( (y_0, y_1, \cdots, y_{k-1}) \in \{x\} \times B_{\delta_0} \times \cdots \times B_{\delta_0}, \)
\[
\mathbb{P}^x\left( \sup_{0 \leq t \leq T} |\tilde{L}_t| < \varepsilon \right) \geq \mathbb{P}^x\left( \sup_{0 \leq t \leq T_1} |\tilde{L}_t| < \varepsilon, \tilde{L}_{T_1} \in B_{\delta_0}, \cdots, \sup_{T_{k-1} \leq t \leq T_k} |\tilde{L}_t| < \varepsilon, \tilde{L}_{T_k} \in B_{\delta_0} \right)
= \mathbb{E}^x\left[ \mathbb{P}^x\left( \sup_{0 \leq t \leq T_1} |\tilde{L}_t| < \varepsilon, \tilde{L}_{T_1} \in B_{\delta_0}, \cdots, \sup_{T_{k-2} \leq t \leq T_{k-1}} |\tilde{L}_t| < \varepsilon, \tilde{L}_{T_{k-1}} \in B_{\delta_0} \right) \mathbb{P}^{y_{k-1}}\left( \sup_{0 \leq t \leq T_1} |\tilde{L}_t| < \varepsilon, \tilde{L}_{T_1} \in B_{\delta_0} \right) \right]
\cdots
= \prod_{i=0}^{k-1} \mathbb{P}^{y_i}\left( \sup_{0 \leq t \leq T_1} |\tilde{L}_t| < \varepsilon, \tilde{L}_{T_1} \in B_{\delta_0} \right)
\geq \left( \frac{1}{4} \right)^k.
\]

The result follows.

Moreover, with respect to the Lévy process defined in (2.2), we can obtain a more accurate order for the probability of the process staying in a ball during a period of time.

**Lemma 5.5. (Bilateral suprema)** In the case of non-truncated, the Lévy process defined in (2.2) satisfies
\[ \mathbb{P}( \sup_{0 \leq t \leq T} |L_t| < \varepsilon ) \sim \exp(T\varepsilon^{-\alpha}), \]
for any \( \varepsilon > 0, T > 0 \). In the cases of truncated,
\[ \mathbb{P}( \sup_{0 \leq t \leq T} |L_t| < \varepsilon ) > c \exp(T\varepsilon^{-\alpha}), \]
with some positive constant \( c \), for any \( \varepsilon > 0 (< 1), T > 0 \).
Proof. By the characteristic of the jump process, for any \( \varepsilon > 0 (\ll 1) \), the event
\[
\left\{ \sup_{0 \leq t \leq T} \left| \int_{B_1} \tilde{z}N(t, dz) + \int_{B_2} zN(t, dz) \right| < \varepsilon \right\}
\]
means
\[
\sup_{0 \leq t \leq T} \left| \int_{B_1} zN(t, dz) \right| = 0.
\]
This derives,
\[
P \left( \sup_{0 \leq t \leq T} \left| \int_{B_1} \tilde{z}N(t, dz) \right| < \varepsilon \right) > P \left( \sup_{0 \leq t \leq T} \left| \int_{B_1} \tilde{z}N(t, dz) + \int_{B_2} zN(t, dz) \right| < \varepsilon \right).
\]
Thus we just need to prove the result for the non-truncated case. This can be done by scaling and the related result of Proposition 3.

Lemma 5.6. (Position of random equilibrium) In the cases of truncated and non-truncated with \( \alpha \in (1, 2) \), the random equilibrium \( \{a_\beta(\omega)\}_{\omega \in \Omega} \) of system (3.1) can be stay in the vicinity of the origin with positive probability. That is, for any \( \beta \in \mathbb{R}, \varepsilon > 0 \) and \( T \geq 0 \), there exists a measurable set \( A \in \mathcal{F}^T_{-\infty} \) of positive measure such that
\[
a_\beta(\theta_t, \omega) \in (-\varepsilon, \varepsilon) \quad \text{for all} \quad s \in [0, T] \quad \text{and} \quad \omega \in A.
\]
Proof.
\[
\rho(\cdot) = \int_{\Omega} \delta_{a_\beta(\omega)}(\cdot) d\mathbb{P}(\omega)
\]
Define
\[
\eta := \frac{\varepsilon e^{-|\beta|T}}{3}.
\]
The support of \( \rho \) is the entire real line by Lemma 5.2, thus combine with (5.4) the set
\[
A_1 := \{ \omega \in \Omega : \quad a_\beta(\omega) \in (-\eta, \eta) \}
\]
has positive probability for any \( \beta \in \mathbb{R} \) and \( A_1 \in \mathcal{F}^1_{-\infty} \). Define
\[
A_2 := \{ \omega \in \Omega : \quad \sup_{t \in [0, T]} |L_t(\omega)| \leq \eta e^{|\beta|T} \} \in \mathcal{F}^T_{0}.
\]
Then \( A_2 \) has positive probability based on Lemma 5.4. Set \( A := A_1 \cap A_2 \). Then \( A \in \mathcal{F}^T_{-\infty} \) still has positive probability due to the independent of \( A_1 \) and \( A_2 \). Since \( a_\beta(\omega) \) is a random equilibrium of \( \varphi \), it follows that
\[
a_\beta(\theta_t, \omega) = a_\beta(\theta_s, \omega) + \int_s^t (\beta a_\beta(\theta_r, \omega) - a_3(\theta_r, \omega)) dr + \sigma(L_t(\omega) - L_s(\omega)).
\]
Let \( \gamma(\theta_t, \omega) = a_\beta(\theta_t, \omega) - \sigma L_t(\omega) \). Then \( \gamma(\theta_t, \omega) \) is continuous. Refer to the proof of Proposition 4.1, for \( \omega \in A \),
\[
|\gamma(\theta_t, \omega)| \leq \eta + \int_0^t |\beta||\gamma(\theta_s, \omega)| ds \quad \text{for all} \quad t \in [0, T].
\]
By Gronwall’s inequality, it follows that
\[
|\gamma(\theta_tw)| \leq \eta e^{\beta|t|} \quad \text{for all } t \in [0,T].
\]
Thus
\[
|a_\beta(\theta_tw)| \leq \eta e^{\beta|t|} + \eta e^{\beta|T|} < \varepsilon \quad \text{for all } t \in [0,T].
\]

6 Proof of the main results

Proof of Theorem 3.2.

Proof. Lemma 4.5 assures that
\[
\int b(x)|\rho(dx) = \int |\beta - 3x^2|\rho(dx) \leq |\beta| + 3 \int x^2\rho(dx) \leq |\beta| + 3c.
\]
By Remark 3.4, the linear cocycle \( \Phi \) satisfies the integrability conditions. According to the multiplicative ergodic theorem the Lyapunov exponent associated to the invariant measure \( \mu = \delta_{a(\omega)} \) exists as a limit. Further it can be computed according to Birkhoff-Chintchin ergodic theorem \[2\], that is
\[
\lambda = \lim_{t \to \infty} \frac{1}{t} \ln |\xi_t| = \lim_{t \to \infty} \frac{1}{t} \int_0^t b'(a(\theta_s\omega))\sigma_s ds = \int b'(x)\rho(dx) = \int b'(x)p(x)dx,
\]
where \( \xi_t \) is the linearized flow along the invariant measure \( \mu = \delta_{a(\omega)} \),
\[
d\xi_t = b'(a(\theta_t\omega))\xi_t dt = [\beta - 3a^2(\theta_t\omega)]\xi_t,
\]
and \( p(x) \) is the stationary density of the corresponding Fokker-Planck equation. Note that the stationary density \( p(x) \) satisfies
\[
\int b'pdx - \int (-\Delta)^{\frac{\alpha}{2}}fpdx = 0.
\]
Let \( f = \ln p \) based on the strictly positive property of \( p \) in Lemma 5.2. Then \( (6.3) \) becomes to
\[
\int b'pdx - \int (-\Delta)^{\frac{\alpha}{2}}\ln p \cdot pdx = 0.
\]
By the stationary Fokker-Planck equation, we can also get
\[
\int b'pdx + \int (-\Delta)^{\frac{\alpha}{2}}pdx + \int b'pdx = 0.
\]
By \( (6.3) \) and \( (6.4) \), we can determine the sign of the Lyapunov exponent,
\[
\lambda = \int b'pdx
\]
\[
= - \int (-\Delta)^{\frac{\alpha}{2}}pdx - \int (-\Delta)^{\frac{\alpha}{2}}\ln p \cdot pdx
\]
\[
= - \int (-\Delta)^{\frac{\alpha}{2}}\ln p \cdot (-\Delta)^{\frac{\alpha}{2}}pdx
\]
\[
< 0.
\]
The last step holds by noticing the monotonicity of \( \ln u \), and the definition of \( (-\Delta)^{\frac{\alpha}{2}} \).
Proof of Theorem 3.3

Proof. (i) Take \( x \in \mathbb{R} \) such that \( x \neq a_{\beta}(\omega) \). Assume \( x > a_{\beta}(\omega) \) without loss of generality. Then \( \varphi(t, \omega, x) > \varphi(t, \omega, a_{\beta}(\omega)) \) for all \( t \geq 0 \), according to the proof of Proposition 4.4. Let \( \gamma(t, \omega, x) = \varphi(t, \omega, x) - \sigma L_t \). Then \( \gamma(t, \omega, x) \) is continuous, \( \gamma(t, \omega, x) > \gamma(t, \omega, a_{\beta}(\omega)) \) and

\[
\gamma(t, \omega, x) - \gamma(t, \omega, a_{\alpha}(\omega)) = \varphi(t, \omega, x) - \varphi(t, \omega, a_{\beta}(\omega)) = x - a_{\beta}(\omega) + \int_0^t [\beta \varphi(s, \omega, x) - (\varphi(s, \omega, x))^3]ds
\]

\[
\leq x - a_{\beta}(\omega) + \beta \int_0^t [\varphi(s, \omega, x) - \varphi(s, \omega, a_{\beta}(\omega))]ds
\]

In line with Lemma A.1,

\[
\left| \varphi(t, \omega, x) - \varphi(t, \omega, a_{\beta}(\omega)) \right| \leq e^{3t} \left| x - a_{\beta}(\omega) \right| \text{ for all } x \in \mathbb{R}.
\]

(ii) The proof idea refer to Theorem 4.2 \cite{[5]}. Suppose to the contrary that there exists \( \delta > 0 \) such that

\[
\lim_{t \to 0} \sup_{x \in (-\delta, \delta)} \omega \in \Omega \sup_{t} \varphi(t, \omega, a_{\beta}(\omega) + x) - a_{\beta}(\theta_t \omega) = 0,
\]

which implies that there exists \( N \in \mathbb{N} \) such that

\[
\sup_{x \in (-\delta, \delta)} \omega \in \Omega \sup_{t} \varphi(t, \omega, a_{\beta}(\omega) + x) - a_{\beta}(\theta_t \omega) < \frac{\sqrt{\beta}}{4}, \text{ for all } t \geq N.
\]

For the above \( \delta > 0 \), by Lemma 5.6 there exists \( A \in \mathcal{F}^0_{\infty} \) of positive probability such that

\[
a_{\beta}(\omega) \in (-\frac{\delta}{2}, \frac{\delta}{2}), \text{ for } \omega \in A.
\]

Note that \(-\sqrt{\beta}\) and \(\sqrt{\beta}\) are two attractive equilibria for the corresponding deterministic system with \( \sigma = 0 \) in system \( (3.1) \). Let \( \phi(t, x_0) \) is the flow of the deterministic system started from \( x_0 \). Then there exists \( T > N \) such that

\[
\phi(T, \frac{\delta}{2}) > \frac{\sqrt{\beta}}{2} \quad \text{and} \quad \phi(T, -\frac{\delta}{2}) < -\frac{\sqrt{\beta}}{2}.
\]

For any \( \varepsilon > 0 \), we define

\[
A^+_{\varepsilon} = \{ \omega \in \Omega : \sup_{t \in [0, T]} |L_t| < \varepsilon \}.
\]

Then \( A^+_{\varepsilon} \in \mathcal{F}^T_0 \) and \( A^+_{\varepsilon} \) has positive probability by Lemma A.4. Thus \( \mathbb{P}(A \cap A^+_{\varepsilon}) = \mathbb{P}(A)\mathbb{P}(A^+_{\varepsilon}) \) is positive. According to Lemma A.2, there exist \( \varepsilon > 0 \) such that on the set \( A^+_{\varepsilon} \), we have

\[
|\varphi(T, \omega, \frac{\delta}{2}) - \phi(T, \frac{\delta}{2})| < \frac{\sqrt{\beta}}{4}, \quad \text{and} \quad |\varphi(T, \omega, -\frac{\delta}{2}) - \phi(T, -\frac{\delta}{2})| < \frac{\sqrt{\beta}}{4}.
\]
While on the set $\mathcal{A} \cap \mathcal{A}^+_\delta$, 
\[
\sup_{x \in (-\delta, \delta)} |\varphi(T, \omega, a_\beta(\omega) + x) - a_\beta(\theta_T \omega)| \geq \max \left\{ |\varphi(T, \omega, \frac{\delta}{2}) - a_\beta(\theta_T \omega)|, |\varphi(T, \omega, -\frac{\delta}{2}) - a_\beta(\theta_T \omega)| \right\}.
\]
Consequently, 
\[
\sup_{x \in (-\delta, \delta)} \operatorname{ess sup}_{\omega \in \Omega} |\varphi(T, \omega, a_\beta(\omega) + x) - a_\beta(\theta_T \omega)| > \frac{\sqrt{\beta}}{4},
\]
which contradicts the assumption. The result follows. 

**Proof of Theorem 3.5**

**Proof.** (i) follows directly from Theorem 3.3 (i).

(ii) We recall that $\Phi_\beta(t, \omega) := \frac{\partial \varphi}{\partial x}(t, \omega, a_\beta(\omega))$ is the linearized random dynamical system along the random equilibrium $a_\beta(\omega)$. The linearized equation along the random equilibrium $a_\beta(\omega)$ is given by
\[
\dot{\xi}_t = (\beta - 3a_\beta(\theta_t \omega)^2)\xi_t. \tag{6.5}
\]
Thus 
\[
\Phi_\beta(t, \omega) = \exp \left( \int_0^t (\beta - 3a_\beta(\theta_s \omega)^2))ds \right). \tag{6.6}
\]
The finite-time Lyapunov exponent 
\[
\lambda_{T,\omega}^{T,\omega} = \beta - \frac{1}{T} \int_0^t 3a_\beta(\theta_s \omega)^2ds
\]
Let $\varepsilon := \frac{\sqrt{\beta}}{2}$. Then based on Proposition 5.6 there exists a measurable set $\mathcal{A} \in \mathcal{F}^T_{-\infty}$ such that, 
\[
\mathbb{P}\left( a_\beta(\theta_s \omega)^2 \in (-\varepsilon, \varepsilon) \text{ for all } s \in [0, T] \right) > 0.
\]
The result follows since 
\[
\lambda_{T,\omega}^{T,\omega} \geq \frac{\beta}{4}, \text{ for } \omega \in \mathcal{A}.
\]

**Proof of Theorem 3.9 on dichotomy spectrum**

**Proof.** The explicit expression of the linearized flow is given by (6.6) as follows 
\[
\Phi_\beta(t, \omega) = \exp \left( \int_0^t (\beta - 3a_\beta(\theta_s \omega)^2))ds \right).
\]
Hence, 
\[
|\Phi_\beta(t, \omega)| \leq e^{\beta |t|} \text{ for all } t \in \mathbb{R},
\]
and $\Sigma_\beta \subset [-\infty, \beta]$. In the following, we prove that $[-\infty, \beta] \subset \Sigma_\beta$. Otherwise, $\Phi_\beta$ admits an exponential dichotomy with growth rate for some $\gamma \in (-\infty, \beta]$ with invariant projector $P_\gamma$. 
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and positive constants $K, \varepsilon$. Since the system $(3.1)$ is considered in $\mathbb{R}$, the invariant projector $P_\gamma$ can be two possible cases: (i) $P_\gamma = \text{id}$ and (ii) $P_\gamma = 0$.

**Case (i).** $P_\gamma = \text{id}$. According to Proposition 5.6, for that $\varepsilon > 0$ in the exponential dichotomy, there exists a measurable set $A \in \mathcal{F}_T^\infty$ of positive measure such that

$$a_\beta(\theta_s\omega) \in \left(-\frac{\varepsilon}{2}, \frac{\varepsilon}{2}\right) \text{ for all } \omega \in A \text{ and } s \in [0, T].$$

We can get a contradiction from (6.1) with the exponential dichotomy for $\gamma$ [5].

**Case (ii).** $P_\gamma = 0$. On the basis of flow property and definition for exponential dichotomy, we have for almost all $\omega \in \Omega$

$$\Phi_\beta(t, \theta_{-t}\omega)^{-1} = \Phi_\beta(-t, \omega) \leq Ke^{(\gamma+\varepsilon)(-t)} \text{ for all } t \geq 0.$$

Namely, almost surely,

$$\Phi_\beta(t, \theta_{-t}\omega) \geq \frac{1}{K}e^{(\gamma+\varepsilon)t} \text{ for all } t \geq 0.$$

Define

$$A^-_\varepsilon = \{|a_\beta(\omega)| \in (-\varepsilon, -\varepsilon)\},$$

and

$$A^+_\varepsilon = \{\sup_{t \in [0,T]}|L_t - \frac{t^4}{4} + \beta \frac{t^2}{2} - t| \leq \varepsilon\}.$$

Then for any $\varepsilon > 0$, $A^-_\varepsilon \in \mathcal{F}_0^\infty$ and $A^+_\varepsilon \in \mathcal{F}_T^T$ are independent positive probability sets assured by Lemma 5.6 and Lemma 5.4. Consider

$$x_t = \int_0^t (\beta x_s - x^3_s)ds + \frac{t^4}{4} - \beta \frac{t^2}{2} + t.$$

According to Lemma A.2, there exists $\varepsilon > 0$, such that for all $\omega \in A^-_\varepsilon \cap A^+_\varepsilon$,

$$\sup_{t \in [0,T]}|a_\beta(\theta_t(\omega)) - t| \leq 1.$$

We will arrive at a contradiction [3] with

$$\frac{\ln K + (\beta - \gamma)T}{3} < \int_0^T a_\beta(\theta_s\omega)ds \leq \frac{\ln K + (\beta - \gamma)T}{3}$$

for $\omega \in \theta_T(A^-_\varepsilon \cap A^+_\varepsilon)$ and some $T > 0$ sufficiently large, where $A^-_\varepsilon \cap A^+_\varepsilon \subset \Omega$ is a positive probability set. In conclusion,

$$\Sigma_\beta = [-\infty, \beta] \text{ for all } \beta \in \mathbb{R}.$$
A Appendix

Lemma A.1. (Generalized Gronwall inequality) Let \( t \rightarrow f(t, \omega) \) be a continuous function almost surely in \( \mathbb{R} \) satisfying
\[
f(t) \leq f(s) + \beta \int_s^t f(u)du, \quad a.s. \quad 0 \leq s < t < \infty,
\]
where \( \beta < 0 \). Then
\[
f(t) \leq f(0)e^{\beta t} \quad a.s. \quad 0 \leq t < \infty.
\]

Proof. Let \( f_0(t) = f(0)e^{\beta t} \) and \( f_1(t) = f(t) - f_0(t) \). Then \( f_1(0) = 0 \), function \( f_1(t) \) is continuous almost surely and \( f_1'(t) = \beta f_0(t) \). Hence
\[
f_0(t) - f_0(s) = \beta \int_s^t f_0(u)du.
\]
We obtain
\[
f_1(t) - f_1(s) = (f(t) - f_0(t)) - (f(s) - f_0(s)) 
\leq \beta \int_s^t f(u)du - \beta \int_s^t f_0(u)du
= \beta \int_s^t f_1(u)du.
\]
That is \( f_1(t) - f_1(s) \leq \beta \int_s^t f_1(u)du \) and \( f_1(0) = 0 \). The result follows based on the proof of Lemma 8.1 [13].

Lemma A.2. (comparison principle) In the cases of truncated and non-truncated, system (3.1) and the deterministic system
\[
\dot{x}_t = \beta x_t - x_t^3 + \sigma g(t),
\]
with continuous function \( g(t) \). For any \( T > 0 \) and \( \delta > 0 \), there exists \( \varepsilon > 0 \) and a positive probability set \( \mathcal{A}^\varepsilon \in \mathcal{F}_0^T \), such that for \( \omega \in \mathcal{A} \) and \( |X_0 - x_0| < \varepsilon \),
\[
\sup_{t \in [0,T]} |X_t - x_t| \leq \delta.
\]

Proof. By Lemma 5.4, the set \( \mathcal{A}^\varepsilon = \{ \sup_{0 \leq t \leq T} |L_t - g(t)| < \varepsilon \} \in \mathcal{F}_0^T \) has positive probability for \( \varepsilon = \frac{\delta e^{-|\beta|T}}{1 + \sigma} \). Hence for \( \omega \in \mathcal{A}^\varepsilon \) and \( t \in [0,T] \),
\[
|X_t - x_t| \leq |X_0 - x_0| + \int_0^t |\beta||X_s - x_s|ds + \sigma |L_t - g(t)|
\leq (1 + \sigma)\varepsilon + \int_0^t |\beta||X_s - x_s|ds.
\]
Gronwall inequality gives that,
\[
|X_t - x_t| \leq \delta.
\]
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