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ABSTRACT

Aims. We study the abundance of C$_2$H in prestellar cores both because of its role in the chemistry and because it is a potential probe of the magnetic field. We also consider the non-LTE behaviour of the N = 1–0 and N = 2–1 transitions of C$_2$H and improve current estimates of the spectroscopic constants of C$_2$H.

Methods. We used the IRAM 30 m radiotelescope to map the N = 1–0 and N = 2–1 transitions of C$_2$H towards the prestellar cores L1498 and CB246. Towards CB246, we also mapped the 1.3 mm dust emission, the J = 1–0 transition of N$_2$H$^+$ and the J = 2–1 transition of C$^{18}$O. We used a Monte Carlo radiative transfer program to analyse the C$_2$H observations of L1498. We derived the distribution of C$_2$H column densities and compared with the H$_2$ column densities inferred from dust emission.

Results. We find that while non-LTE intensity ratios of different components of the N = 1–0 and N = 2–1 lines are present, they are of minor importance and do not impede C$_2$H column density determinations based upon LTE analysis. Moreover, the comparison of our Monte-Carlo calculations with observations suggest that the non-LTE deviations can be qualitatively understood. For extinctions less than 20 visual magnitudes, we derive toward these two cores (assuming LTE) a relative abundance [C$_2$H]/[H$_2$] of (1.0 ± 0.3) × 10$^{-8}$ in L1498 and (0.9 ± 0.3) × 10$^{-8}$ in CB246 in reasonable agreement with our Monte-Carlo estimates. For L1498, our observations in conjunction with the Monte Carlo code imply a C$_2$H depletion hole of radius 9 × 10$^{-6}$ cm similar to that found for other C-containing species. We briefly discuss the significance of the observed C$_2$H abundance distribution. Finally, we used our observations to provide improved estimates for the rest frequencies of all six components of the C$_2$H (1–0) line and seven components of C$_2$H (2–1). Based on these results, we compute improved spectroscopic constants for C$_2$H. We also give a brief discussion of the prospects for measuring magnetic field strengths using C$_2$H.
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polarisation measurements to infer a surprisingly low value of
the magnetic field of (10 ± 2) μG in the plane of the sky. Akawka
et al. (2005) modelled the molecular distribution and concluded
that their results were consistent with the contraction of a “near
equilibrium” core. There is in general evidence for depletion of
C-bearing species such as c-C2H2 and C2S in a central hole of
radius 1017 cm (Tafalla et al. 2006). This is in contrast to NH3
and N2H+ which show no signs of depletion in the central high
density region of the core.

CB246 (L1253) is a relatively isolated globule without an
associated IRAS source at a distance of 140–300 parsec (Dame et al. 1987; Launhardt & Henning 1997) in the general direction
of the Cepheus flare. For the purpose of this study, we adopt a
distance of 200 pc. CB246 is apparently a double core seen both
in NH3 and C2S (Lemme et al. 1996; Codella & Scappini 1998)
on a size scale of roughly 0.1 parsec. The mass (dependent on the
distance) is in the range 0.2–1 M⊙ (Codella & Scappini 1998)
from the NH3 maps, though there is considerable uncertainty in
this. From a chemical point of view, it is interesting that there is
rough general agreement between the spatial distributions seen
in NH3 and C2S. One aim of the present observations has been
to check if C2H shows signs of depletion towards the peak emis-
sion seen in NH3.

In this article, we present IRAM 30 m maps of the emis-

sion in the N = 1–0 transition of C2H towards CB246 and
L1498. We supplement this with measurements at selected po-
sitions of the N = 2–1 transition of C2H as well as maps of the
1.3 mm dust emission, the J = 1–0 transition of N2H+ and the
J = 2–1 transition of 13CO towards CB246. In Sect. 2, we
describe our observational and data reduction procedures and in
Sect. 3, we summarise the observational results from the line
measurements. In Sect. 4, we attempt to use our astronomical
observations to estimate rest frequencies for the individual com-
ponents of C2H (1–0) and (2–1) and an updated set of hyperfine
parameters. In Sect. 5, we give our conclusions concerning the
deviations from LTE populations for C2H as well as a very ten-
tative interpretation. In Sect. 6, we give our column density and
abundance estimates in the two objects and discuss the evidence
for depletion of C2H. In Sect. 7, we discuss our results and in
Sect. 8, we summarise our conclusions.

2. Observations

2.1. C2H in L1498 and CB246

The observations were carried out with the IRAM 30 m tele-
scope. The C2H(1–0) multiplet (at 87 GHz; see Table 4) was
observed at different epochs between August 2007 (only com-
ponent 2, 3, 4 and 5) and July 2008 (all the components), with
1–2 mm precipitable water vapor (pwv). Observations of the
C2H(2–1) multiplet (at 174 GHz; see Table 5) were performed
in July 2008 with 3–4 mm pwv. The half power bandwidth
(HPBW) at the C2H(1–0) and C2H(2–1) frequencies are 28"
and 14", respectively. In August 2007, the VESPA autocorrela-
tor was used to obtain 10 kHz channel spacing (corresponding to
about 0.034 km s−1) with 20 and 40 MHz bandwidths, while in
July 2008, the autocorrelator was used to obtain 20 kHz chan-
el spacing with 20 and 40 MHz bandwidths for C2H(1–0) and
40 kHz channel spacing with 40 and 80 MHz bandwidths for
C2H(2–1). In this way we covered the six hyperfine structure
(HFS) components of C2H(1–0) and seven HFS components of
C2H(2–1).

The two cores, L1498 and CB246, were mapped in
C2H(1–0) in 2008 in raster mode with a spacing of 20"
(channel spacing 20 kHz) for L1498 and of 15"
for CB246 (thus close
to Nyquist sampling for CB246). In 2008, we also observed the
C2H(2–1) line at the positions given in Table 2. Finally in 2007,
we observed the C2H(1–0) line towards the (0, 0) offset with
10 kHz resolution in both sources.

The observed strategy was identical for all measurements:
frequency-switching mode with a 7.5 MHz throw and a phase
time of 0.5 s, with a calibration every 10 to 15 min. The data
were reduced using CLASS, the line data analysis program of
the GILDAS software1. Instrumental bandpass and atmospheric
contributions were subtracted with polynomial baselines, before
and after the folding of the two-phase spectra. The final rms,
in the main-beam temperature (Tmb), in each channel of width
Δν = 0.067 km s−1 is σT ∼ 50 mK for both L1498 and CB246
and for both the N = 1–0 and the N = 2–1 transitions, while
the system temperatures are Tsys ∼ 130 K for the N=1–0 transition
and Tsys ∼ 1000 K for the N=2–1 transition. In what follows,
all temperatures are on the main-beam scale, Tmb = FeffT∗ /Beff,
where T∗ is the antenna temperature corrected for atmospheric
absorption, and the forward and beam efficiencies are respec-
tively Feff = 0.95 and Beff = 0.77 concerning the N = 1–0 trans-
ition and Feff = 0.93 and Beff = 0.65 for the N = 2–1 transition.

2.2. N2H+(1–0) and C18O(2–1) in CB246

Observations of the N2H+(1–0) multiplet (at 93 GHz) and
C18O(2–1) (at 219 GHz) in CB246 were carried out simultane-
ously in July 2008, with 3–4 mm pwv. The HPBW at the
N2H+(1–0) and C18O(2–1) frequencies are 26" and 11"
respectively. The VESPA autocorrelator was used to obtain
10 kHz channel spacing with 40 MHz bandwidth for N2H+(1–0)
and 20 kHz channel spacing with 40 MHz bandwidth for
C18O(2–1). We observed using the frequency-switching mode
with a 7.5 MHz throw for N2H+(1–0) and a 15 MHz throw
for C18O(2–1) and a phase time of 0.5 s with a calibration every 10
to 15 min. We observed a region of 2.5 arcmin squared in ex-
tent with a spacing of 15". Thus, the N2H+ map is essentially
Nyquist sampled whereas C18O is under-sampled (though the
maps show subsequently are smoothed to a resolution of 26")
For N2H+, the final rms, in main-beam temperature units
(Tmb), in channels of width Δν = 0.031 km s−1 was σT ∼
110 mK, with a Tsys ∼ 160 K. For C18O, the final rms (chan-
nels of width Δν = 0.027 km s−1) was σT ∼ 200 mK, with a
Tsys ∼ 400 K. The forward and the beam efficiencies are respec-
tively Feff = 0.95 and Beff = 0.77 for N2H+ and Feff = 0.91 and
Beff = 0.55 for C18O.

2.3. Bolometer map of CB246

CB246 was observed in the 1.3 mm continuum with the IRAM
30 m telescope in May, November and December 2007. We used
the MAMBO2 117-channel bolometer array in the on-the-fly
mode with a scanning speed of 60" s−1, a wobbler period of 0.5 s
and a wobbler throw of 70", reaching an rms of 3 mJy beam.
The bolometer central frequency is 250 GHz and the HPBW at
1.3 mm is approximately 11".

3. Observational results

3.1. C2H(1–0)

In Fig. 1, we show our map of the integrated intensity in the
C2H(1–0) (J′ = 1 → J = 0; F = 3/2, 2 → 1/2, 1) transition

1 http://www.iram.fr/IRAMFR/GILDAS
superseded on the map of the 1.3 mm dust continuum emission smoothed at 28" together with the positions observed in the N = 2 − 1 transition. One sees that towards L1498, while the dust emission has a single peak at the centre of the map, the C$_2$H emission has a broad "plateau" with an extent rather similar to that of the dust, showing two peaks to the SE and NW of the dust emission peak. Rather similar distributions have been seen in several other C-bearing species (e.g. CS, C$_2$S, CO and c-C$_3$H$_2$, see Tafalla et al. 2002; and Tafalla et al. 2006) and has been attributed to depletion onto grain surfaces in the dense gas associated with the dust continuum peak. Our data suggest that C$_2$H behaves in a similar fashion towards L1498.

The situation is rather different towards CB246 (see Fig. 2, upper panel) where we see that the dust and C$_2$H emission have rather similar distributions. Both are double peaked, although the C$_2$H NW emission peak is offset about 30" to the south of its counterpart in dust emission whereas towards the SE peak the difference is marginal.

It is interesting to compare the distributions of different components. We do this in Fig. 3 where we compare cuts in all the 1−0 component lines with cuts in the continuum intensity. One sees that ratios of different pairs of components do not vary greatly along these cuts, although the ratio of the strong 87316 MHz component (No. 2 in Table 4) to the weak 87284 MHz line (No. 1) at the L1498 dust peak is somewhat smaller (about 45%) than elsewhere in the cut. However, this ratio is always of order 3 as compared to the expected value of 10 for optically thin emission (suggesting a moderately optically thick 87316 MHz line). There are thus indications of saturation of the stronger components of the C$_2$H(1−0) line and we conclude that optical depth effects are present but lines have moderate opacities, as shown in Table 1 for selected positions in the two observed sources. It is noticeable also that while C$_2$H has a minimum towards the dust peak in L1498 (and we conclude this is a real column density minimum), there is a little indication of variation in the ratio of C$_2$H to dust continuum intensity crossing the SE peak in CB246.

Another indication of line transfer effects can be obtained from comparing line profiles of the different C$_2$H(1−0) components as shown in Fig. 4 where we show the high (10 kHz) spectral resolution data from 2007. It is noticeable that towards the dust peak, the weakest 87407 MHz component (No. 5 in Table 4) has a maximum at a velocity where the strong 87316 MHz line (No. 2) shows a dip between two peaks. This is the signature expected for "self-absorption" by a foreground layer of density lower than that responsible for the bulk of the emission. The effect however is not sufficiently strong to change the above conclusions concerning the importance of optical depth

---

**Fig. 1.** Dust emission at 1.3 mm (after smoothing to 28", coloured map) towards L1498, from Tafalla et al. (2002), superposed to the emission of C$_2$H(1−0) (J' $F'$ → J, $F$ = 3/2, 2 → 1/2, 1), black contours. Contours represent 40, 50, 60, 70, 80, 90 and 95 per cent of the peak value which is 0.67 K km s$^{-1}$. The scale bar to the right of each panel gives the continuum flux in mJy/beam. The crosses indicate the positions used for the cuts in Fig. 3 while the circles show positions observed in C$_2$H(2−1). The (0, 0) position corresponds to α(2000) = 04$^h$10$^m$51.5$s^{-1}$, δ(2000) = 25°09'58".

**Fig. 2.** Upper panel: dust emission at 1.3 mm (after smoothing to 28", coloured map) towards CB246 (see Sect. 2.3), superposed to the emission of C$_2$H(1−0) (J' $F'$ → J, $F$ = 3/2, 2 → 1/2, 1); circles show positions observed in C$_2$H(2−1); asterisk shows the position of the 2MASS object (see Sect. 3.4). Lower panel: dust emission at 1.3 mm (after smoothing to 26", coloured map) towards CB246 superposed to the emission of C$^{18}$O(2−1), black contours, and N$_2$H$^+$(1−0) ($F'_1$, $F'_0$ → $F_1$, $F_0$ = 1, 2 → 0, 1), white contours; Both panel: contours represent 40, 50, 60, 70, 80, 95 and 99 per cent of the peak values which are 0.67, 0.70 and 0.39 K km s$^{-1}$ for C$_2$H(1−0), C$^{18}$O(2−1) and N$_2$H$^+$(1−0), respectively; the crosses indicate the positions used for the cuts in Figs. 3 and 6; solid triangles represent the peaks of NH$_3$(1, 1), from Lemme et al. (1996), and solid squares the peaks of C$_2$S(2−1)$^b$, from Codella & Scappini (1998). The scale bar to the right of each panel gives the continuum flux in mJy/beam. The (0,0) position corresponds to α(2000) = 23°56'43.6", δ(2000) = 58°34'09".
Table 1. Line parameters\(^a\) observed in C\(_2\)H(1–0)

| \(\alpha, \delta\) offsets ["] | \(V_{\text{LSR}}\) [km s\(^{-1}\)] | \(\Delta V\) [km s\(^{-1}\)] | \(\tau^*\) total |
|-----------------------------|-----------------|-----------------|----------------|
| L1498                       |                 |                 |                |
| 0, 0                        | 7.80(0.01)      | 0.17(0.01)      | 29.4(0.3)      |
| 60, −40                     | 7.74(0.03)      | 0.21(0.01)      | 28.3(0.4)      |
| CB246                       |                 |                 |                |
| 0, 0                        | −0.83(0.01)     | 0.24(0.01)      | 13.5(0.3)      |
| 15, −30                     | −0.78(0.01)     | 0.26(0.01)      | 20.9(1.1)      |
| −60, 15                     | −0.87(0.01)     | 0.27(0.01)      | 14.4(0.7)      |

\(^a\) Numbers in parentheses represent the errors from the fit.

\(^b\) Sum of the peak optical depth of the six hyperfine components.

Fig. 3. Upper panels: continuum emission flux measured along the NW-SE cut in L1498, see Fig. 1, and along the EW cut of the SE peak in CB246, see upper panel of Fig. 2. Lower panels: ratio between the integrated intensity of the different hyperfine components of C\(_2\)H(1–0) with the continuum emission flux in the same positions of the upper panels. The typical error on the ratio is 0.16 K km s\(^{-1}\) mJy \(^{-1}\) beam (component 1, solid magenta line with triangles; component 2, solid red line with squares; component 3, solid blue line with diamonds; component 4, dashed blue line with diamonds; component 5, solid green line with pentagons; component 6, dashed magenta line with squares; component 7, solid black line with circles).

Fig. 4. Component 2 (black), 3 (green), 4 (blue) and 5 (red) of C\(_2\)H(1–0) observed at high resolution in 2007 at the offset (0, 0) in L1498 (left panel) and CB246 (right panel). In order to compare line shapes and intensities, components have been shifted in frequency. Component labels and rest frequencies are given in Cols. 1 and 3 of Table 4.

Fig. 5. Hyperfine components of C\(_2\)H(2–1) observed at the offset (0, 0) in L1498 (left panel) and CB246 (right panel). In order to compare line shapes and intensities, components have been shifted in frequency. Component labels and rest frequencies are given in Cols. 1 and 3 of Table 5.

Table 2. Line parameters\(^a\) observed in C\(_2\)H(2–1).

| \(\alpha, \delta\) offsets ["] | \(V_{\text{LSR}}\) [km s\(^{-1}\)] | \(\Delta V\) [km s\(^{-1}\)] | \(\tau^*\) total |
|-----------------------------|-----------------|-----------------|----------------|
| L1498                       |                 |                 |                |
| 0, 0                        | 7.84(0.01)      | 0.23(0.01)      | 8.6(1.8)       |
| 60, −40                     | 7.76(0.01)      | 0.25(0.01)      | 9.7(1.9)       |
| CB246                       |                 |                 |                |
| 0, 0                        | −0.84(0.01)     | 0.35(0.02)      | 1.5(1.2)       |
| 15, −30                     | −0.73(0.01)     | 0.30(0.01)      | 5.4(1.0)       |
| −60, 15                     | −0.88(0.01)     | 0.30(0.01)      | 5.5(1.2)       |

\(^a\) Numbers in parentheses represent the errors from the fit.

\(^b\) Sum of the peak optical depth of the seven hyperfine components.

The C\(_2\)H(2–1) line has had little (if any) attention and it was thus interesting that we succeeded in detecting 7 of the 11 components of the line in both sources. Line parameters are given in Table 2 and sample profiles are shown in Fig. 5. It is interesting (see discussion below) that within the errors, line intensities are consistent with LTE but that, in particular towards L1498, the total optical depth derived from an LTE fit (see Table 2) is large and corresponds to an optical depth of 3.1 in the strongest 174.663 MHz component (No. 2 of Table 5). We note however that slight errors in rest frequencies could influence this interpretation.

3.2. C\(_2\)H(2–1)

The C\(_2\)H(2–1) line has had little (if any) attention and it was thus interesting that we succeeded in detecting 7 of the 11 components of the line in both sources. Line parameters are given in Table 2 and sample profiles are shown in Fig. 5. It is interesting (see discussion below) that within the errors, line intensities are consistent with LTE but that, in particular towards L1498, the total optical depth derived from an LTE fit (see Table 2) is large and corresponds to an optical depth of 3.1 in the strongest 174.663 MHz component (No. 2 of Table 5). We note however that slight errors in rest frequencies could influence this interpretation.

3.3. C\(^{18}\)O and N\(_2\)H\(^{+}\)

In the lower panel of Fig. 2, we show a superposition of our 1.3 mm continuum map (smoothed to an angular resolution of 26") with the C\(^{18}\)O(2–1) and the isolated component of N\(_2\)H\(^{+}\)(1–0) \((F', F'' \rightarrow F_1, F = 0, 1 \rightarrow 1, 2)\) integrated intensity maps, together with the emission peaks in NH\(_3\)(1,1), using the data obtained by Lemme et al. (1996) and in C\(_2\)S(21–10) by Codella & Scappini (1998). There is a general similarity between the distributions of C\(^{18}\)O seen here and that of C\(_2\)H (Fig. 2, upper panel). In general, also the C\(^{18}\)O distribution resembles that in the SE but there are clear shifts (for example in the SE) between the peaks seen in the dust emission and in C\(^{18}\)O. In the NW, also the “bar”-like structure seen in the continuum to be extended N-S is also present in C\(^{18}\)O but seems even more...
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Fig. 6. Upper panels: continuum emission flux measured along the SN
cut of the SE and the NW peaks in CB246, see upper panel of Fig. 2.
Lower panels: ratio between the integrated intensity of the component 2
of C$_2$H(1$^-$0), red squares, C$_{18}$O(2$^+$$^-$1), blue diamonds, and the isolated
component of N$_2$H$^+$ (1$^-$0), magenta triangles, with the continuum emis-
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C$_2$H(1$^-$0) data. A further check has been done on CB246 using
N$_2$H$^+$ (1$^-$0) and C$_{18}$O(2$^+$$^-$1) data, finding a good agreement
within the errors with the corresponding values from Fig. 8.
Following Goodman et al. (1993), we checked for the presence
of a velocity gradient, $\langle \Theta \rangle$, across these two cores using
C$_2$H(1$^-$0) data. A further check has been done on CB246 using
N$_2$H$^+$ (1$^-$0) and C$_{18}$O(2$^+$$^-$1) data, finding a good agreement
within the errors with the corresponding values from Fig. 8.
Following Goodman et al. (1993), we checked for the presence
of a velocity gradient, $\langle \Theta \rangle$, across these two cores using
C$_2$H(1$^-$0) data. A further check has been done on CB246 using
N$_2$H$^+$ (1$^-$0) and C$_{18}$O(2$^+$$^-$1) data, finding a good agreement
within the errors with the corresponding values from Fig. 8.
Following Goodman et al. (1993), we checked for the presence
of a velocity gradient, $\langle \Theta \rangle$, across these two cores using
C$_2$H(1$^-$0) data. A further check has been done on CB246 using
N$_2$H$^+$ (1$^-$0) and C$_{18}$O(2$^+$$^-$1) data, finding a good agreement
within the errors with the corresponding values from Fig. 8.
Following Goodman et al. (1993), we checked for the presence
of a velocity gradient, $\langle \Theta \rangle$, across these two cores using
C$_2$H(1$^-$0) data. A further check has been done on CB246 using
N$_2$H$^+$ (1$^-$0) and C$_{18}$O(2$^+$$^-$1) data, finding a good agreement
within the errors with the corresponding values from Fig. 8.
Following Goodman et al. (1993), we checked for the presence
of a velocity gradient, $\langle \Theta \rangle$, across these two cores using
C$_2$H(1$^-$0) data. A further check has been done on CB246 using
N$_2$H$^+$ (1$^-$0) and C$_{18}$O(2$^+$$^-$1) data, finding a good agreement
within the errors with the corresponding values from Fig. 8.
Following Goodman et al. (1993), we checked for the presence
of a velocity gradient, $\langle \Theta \rangle$, across these two cores using
C$_2$H(1$^-$0) data. A further check has been done on CB246 using
N$_2$H$^+$ (1$^-$0) and C$_{18}$O(2$^+$$^-$1) data, finding a good agreement
within the errors with the corresponding values from Fig. 8.
Following Goodman et al. (1993), we checked for the presence
of a velocity gradient, $\langle \Theta \rangle$, across these two cores using
C$_2$H(1$^-$0) data. A further check has been done on CB246 using
N$_2$H$^+$ (1$^-$0) and C$_{18}$O(2$^+$$^-$1) data, finding a good agreement
within the errors with the corresponding values from Fig. 8.
Following Goodman et al. (1993), we checked for the presence
of a velocity gradient, $\langle \Theta \rangle$, across these two cores using
C$_2$H(1$^-$0) data. A further check has been done on CB246 using
N$_2$H$^+$ (1$^-$0) and C$_{18}$O(2$^+$$^-$1) data, finding a good agreement
within the errors with the corresponding values from Fig. 8.
Fig. 8. C$_2$H(1–0) velocity gradient toward L1498 (upper panel) and CB246 (lower panel); the integrated intensity map of component 2 of C$_2$H is shown in gray scale (black contour represents the 50% of the peak value) while arrows reveal the local velocity gradients in the adjacent nine points pointing in the direction of increasing velocity and with the length proportional to the magnitude. The arrow in the bottom-right corner represents the total velocity gradient.

### Table 3. Results of gradient fitting.

| Quantity      | Unit          | L1498        | CB246        |
|---------------|---------------|--------------|--------------|
| $\vartheta$   | [km s$^{-1}$ pc$^{-1}$] | 0.56 ± 0.05  | 0.65 ± 0.09  |
| $\Theta$      | [deg E of N]  | −37 ± 1      | 143 ± 4      |
| $\langle V_{lsr} \rangle$ | [km s$^{-1}$] | 7.79 ± 0.04  | −0.83 ± 0.05 |
| $\omega$      | [10$^{-14}$ m$^{-1}$] | 2.3 ± 0.2    | 2.7 ± 0.4    |
| $\beta$       | [10$^{-1}$]    | −2.5         | −4.0         |
| $L/M$         | [10$^{-3}$ km s$^{-1}$ pc] | 1.0 ± 0.2    | 1.2 ± 0.4    |

#### 4. Evaluation of new spectroscopic parameters for C$_2$H

The C$_2$H radical is a linear molecule. Its unpaired electron causes a splitting of each rotational level into two fine structure levels. In addition, the spin of the H nucleus causes each fine structure level to be split further into two hyperfine levels. The strong transitions are those having $\Delta N = \Delta J = \Delta F$ which leads to four strong transitions at higher quantum numbers. However, transitions with $\Delta N \neq \Delta J$ or with $\Delta J \neq \Delta F$, which have essentially vanishing intensities at high $N$, may have fairly large relative intensities at lower values of $N$; the only restriction which has to be followed strictly is $\Delta F = 0$ or $\pm 1$. In the case of the $N = 1 \to 0$ and $N = 2 \to 1$ transitions, this leads to 6 and 11 hyperfine lines, respectively, with non-zero intensity.

#### 4.1. Rest frequencies

Previous rotational data of C$_2$H have been summarised by Müller et al. (2000). They had measured submillimetre transitions up to 1 THz; the small hydrogen hyperfine splitting was not resolved. Their data set also included 6 hyperfine lines of the $N = 1 \to 0$ measured toward a position north of Orion-KL (Gottlieb et al. 1983), four hyperfine components of the $N = 2 \to 1$ transition obtained in the laboratory by the same authors as well as four $N = 3 \to 2$ hyperfine features (Sastry et al. 1981). These data as well as predictions are available from the recommended CDMS$^2$ (Cologne Database for Molecular Spectroscopy, Müller et al. 2001, 2005).

In the present investigation we have observed all six HFS components of the $N = 1 \to 0$ transition as well as seven components of the $N = 2 \to 1$ transition. Because of good to very good signal-to-noise (S/N) ratios of all these lines and because of the small line width it seemed promising to determine improved rest frequencies for these lines with respect to those available in the CDMS. The main sources affecting the accuracy of rest frequencies, besides S/N and line width are expected to be the symmetry of the (usually Gaussian) line shapes and the accuracy with which the velocity structure of the source is known. On the basis of the well determined rest frequencies of N$_2$H$^+$(1–0) (Pagani et al. 2009) and C$^{18}$O(2–1) (Müller et al. 2001) we have derived at the dust continuum peak an LSR velocity of 7.80 km s$^{-1}$ for L1498 based on the observations of these two transitions by Tafalla et al. (2002) and an LSR velocity of −0.83 km s$^{-1}$ for CB246 from the present observations of these transitions (see Sect. 2.2). Employing these LSR velocities, rest frequencies of C$_2$H have been determined separately for the two observed sources. They differ on average by 3 and 17 kHz, respectively, for the $N = 1 \to 0$ and $N = 2 \to 1$ transition and the averages for each HFS component are given in Tables 4 and 5, respectively together with the assignments, the estimated uncertainties, the

---

1. http://www.astro.uni-koeln.de/cdms/
Table 5. Observed hyperfine structure components of the $N' \rightarrow N = 2 \rightarrow 1$ transition in C$_2$H: rest frequencies, residuals $\sigma - \chi$ between observed and calculated frequencies, and relative intensities $f$.

| Comp. no. | Transition $J', F' \rightarrow J, F$ | $\nu_{\text{rest}}$ [MHz] | $\sigma - \chi$ [kHz] | $f$ |
|-----------|--------------------------------------|------------------------|---------------------|-----|
| 1         | 5/2, 2 $\rightarrow$ 3/2, 2          | 174634.861 (16)        | 6                   | 0.017 |
| 2         | 5/2, 3 $\rightarrow$ 3/2, 2          | 174663.199 (12)        | 0                   | 0.350 |
| 3         | 5/2, 2 $\rightarrow$ 3/2, 2          | 174667.629 (14)        | -12                  | 0.232 |
| 4         | 3/2, 2 $\rightarrow$ 1/2, 1          | 174721.744 (14)        | -8                   | 0.197 |
| 5         | 3/2, 1 $\rightarrow$ 1/2, 0          | 174728.071 (12)        | 12                   | 0.083 |
| 6         | 3/2, 1 $\rightarrow$ 1/2, 1          | 174733.210 (14)        | -15                  | 0.052 |
| 7         | 3/2, 2 $\rightarrow$ 3/2, 2          | 174806.843 (14)        | -7                   | 0.045 |

$\sigma$ Numbers in parentheses are one standard deviation in units of the least significant figures.

$^a$ Calculated from present set of spectroscopic parameters in Table 6.

Table 6. Spectroscopic parameters$^a$ (MHz) of C$_2$H in comparison to previous values.

| Parameter | present value | Müller et al. (2000) |
|-----------|---------------|----------------------|
| $B$       | 43.6451771 (13) | 43.645289 (12) |
| $D \times 10^6$ | 105.515 (53) | 105.687 (51) |
| $H \times 10^6$ | -0.42 (32) | 0.32 (32) |
| $\gamma$ | -62.6103 (45) | -62.6029 (43) |
| $\gamma^D \times 10^6$ | -2.227 (250) | -2.313 (255) |
| $b_F^p$ | 44.4788 (82) | 44.4922 (183) |
| $b_F^p$ | - | -0.0100 (38) |
| $c$ | 12.2389 (232) | 12.2256 (261) |
| $C$ | -0.0087 (53) | - |

$^a$ Numbers in parentheses are one standard deviation in units of the least significant figures.

4.2. Spectroscopic parameters

These rest frequencies, together with previous laboratory values (Sastry et al. 1981; Müller et al. 2000), were used to calculate spectroscopic parameters for C$_2$H. As in Müller et al. (2000), the rotational constant $B$, the quartic and sextic distortion terms $D$ and $H$, the electron spin-rotation parameter $\gamma$ along with its distortion correction $\gamma^D$, as well as the scalar and tensorial electron spin-nuclear spin coupling terms $b_F$ and $c$ were determined. The distortion correction $b_F^p$ to $b_F$ was not determined with significance, even though its absolute uncertainty was slightly smaller than in Müller et al. (2000), and it did not contribute significantly to the reduction of the rms error. It was thus omitted from the final fit. However, it was found that the $^1$H nuclear spin-rotation constant $C$ improved the quality of the fit by a non-negligible amount of 12% even though it was barely determined. As, in addition, its value appeared to be reasonable, see further below, this constant was retained in the final fit. The resulting spectroscopic parameters are given in Table 6 together with the most recent previous values by Müller et al. (2000).

The most striking feature in the comparison of the present C$_2$H rest frequencies with those from Gottlieb et al. (1983) is that the latter are on average 28.6 kHz higher in frequency, ranging from complete agreement to 51 kHz for the individual HFS components. Moreover, the deviations are a few times the uncertainties reported by Gottlieb et al. (1983) for some lines. In fact, employing the present spectroscopic parameters given in Table 6, the Gottlieb et al. (1983) data are reproduced to only 3.6 times their reported uncertainties on average. We suspect that the LSR velocity of the source north of Orion-KL used in Gottlieb et al. (1983) was not as well known as the authors assumed and that for the laboratory measurements the frequency determinations were slightly off or the estimates of the uncertainties were slightly too optimistic.

The present rest frequencies have been reproduced to 0.6 times the uncertainties, slightly better still for the $N = 1 \rightarrow 0$ transition, suggesting that the uncertainties in Table 5 and even more so in Table 4 have been judged somewhat too conservatively. On the other hand, uncertainties in the LSR velocity may justify such a conservative error estimate. The $N = 3 \rightarrow 2$ lines from Sastry et al. (1981) have been reproduced to better than 18 kHz, which is much better than the $\sim$45 kHz with which these data where reproduced in Müller et al. (2000). In other words, these $N = 3 \rightarrow 2$ rest frequencies are much better compatible with the present $N = 1 \rightarrow 0$ and $N = 2 \rightarrow 1$ rest frequencies than with those from Gottlieb et al. (1983). The submillimetre data from Müller et al. (2000) are at somewhat higher frequencies and quantum numbers such that both present and previous spectroscopic parameters in Table 6 reproduce these data on average to about 0.6 times the reported uncertainties.

While frequency deviations of a few tens of kHz may possibly be neglected in observations of hot cores or similar sources, the deviations are rather considerable for investigations into the dynamics of dark clouds as in the present study. The deviations are also reflected in the small ($\sim$11 kHz) differences in the rotational constant $B$, see Table 6. Nevertheless, these deviations are more than four times the combined uncertainties and thus clearly significant. It is worth noting that the $B$ value in Müller et al. (2000) is determined essentially by the data from Gottlieb et al. (1983). The slightly higher $D$ value from the present study, just outside the combined uncertainties, compensates the change in $B$ to some degree for the submillimetre lines. The sextic term $H$ is essentially the same as in the previous study, still not determined with significance, but probably of the right order of magnitude.

Changes in the fine structure parameters and in the larger hyperfine structure parameters are essentially insignificant. The distortion correction $b_F^p$ had been used in the present fit of Müller et al. (2000) since its inclusion improved the Gottlieb et al. (1983) data to be reproduced on average from 1.31 times the uncertainties to 0.93 times the uncertainties. In present trial fits its value was determined as $-0.0021 (33)$ MHz. The magnitude of the ratio $b_F^p/b_F$ is now much closer to that of $\gamma^D/\gamma$, but still much bigger than that of $D/B$. However, the uncertainty was larger in magnitude than the value, and the inclusion of the parameter in the fit improved the quality of the fit only insignificantly. The term $b_F^p$ was consequently omitted from the final fit. The inclusion of the $^1$H nuclear spin-rotation term $C$ in the present fit requires some explanation. This term is usually small and negative and frequently scaling with the rotational constant is the dominant contribution to its size. The C$_2$H value of $-8.7 (53)$ kHz agrees within its large uncertainty with the experimental one of $-4.35 (5)$ kHz for HCN (Eibensteine & Muentter 1984) and with the calculated values of $-4.80$ kHz and $-5.55$ kHz for HCN and HCO$^+$ (Schmid-Burgk et al. 2004) and appears thus to be reasonable as these species have fairly similar rotational constants.

5. Non-LTE hyperfine populations

In this section we consider the evidence for non-LTE populations in the hyperfine levels sampled by our observations. We
first compare the observed intensity ratios of C$_2$H in L1498 and CB246 with the predictions of simple LTE models and find that while real deviations from LTE populations are present, the LTE assumption is an approximation which is useful for many purposes. We then consider a Monte Carlo radiative transfer program for the case of C$_2$H and show that the observed deviations can be approximately understood with an educated guess at the (unknown) C$_2$H collisional rates.

5.1. Single- and two-layer models

We note first that for the case of LTE between different hyperfine levels (i.e. all transitions of a given multiplet have the same excitation temperature), we expect that for a homogeneous slab, the ratio of line intensities of two transitions $R_{ij}$ is given by:

$$R_{ij} = \frac{1 - \exp(-f_i \tau)}{1 - \exp(-f_j \tau)}$$

(2)

where $\tau$ is the total transition optical depth and $f_i$ is the relative line strength of the $i$th component as e.g. in Table 4. Thus, as the optical depth varies, the expected $R_{ij}$ varies from $f_i/f_j$ to unity and for two different pairs of transitions, one can derive a curve in the plane $(R_{ij},\tau)$. In Fig. 9, we give for various combinations of transitions in the $N = 1$–$0$ transition our observed line ratios compared with the result expected on the basis of Eq. (2), and in Fig. 10, we show analogous results for the $N = 2$–$1$ line. We see that the observed intensity ratios in C$_2$H($1$–$0$) are not consistent with Eq. (2) although the deviations are not large. In particular, we note in Fig. 9 that ratios such as $R_{32}$ (upper right panel) at some positions attain values below the optically thin expected value of 0.5. More significantly perhaps the observed ratio $R_{34}$ (bottom right panel) of the 83 728 and 87 401 MHz lines which have essentially the same line strength is typically of order 0.8–0.9 and at almost all positions less than unity. These differences are not significant at individual positions, but appear to be significant statistically. The results in Fig. 9 are for L1498, but similar trends hold for CB246.

Figure 10 shows analogous results for C$_2$H($2$–$1$). There are fewer positions but again, we see significant deviations from the homogeneous single layer prediction of Eq. (2). The ratio $R_{32}$ (upper left panel) of the 174 667 and 174 663 MHz lines is typically between 0.5 and 0.6 as compared to the optically thin LTE prediction of 0.66. These differences are small but appear to be significant.

Equation (2) assumes a homogeneous one-dimensional solution of the transfer equation and it is clear that for a real prestellar core, gradients in both temperature and density are present. Indeed observations of some cores in strong ground state transitions such as HCO$^+$($1$–$0$) are complicated by absorption in a foreground layer whose excitation appears to be essentially that of the cosmic background (Tafalla et al. 1998). In the particular case of C$_2$H towards L1498, the “self-absorption” observed in the 87 316 MHz line (see Fig. 4) suggests that something of this sort may occur also for C$_2$H. In view of this, we have also considered a two-layer model of the type discussed by Myers et al. (1996) with background ($b$) and foreground ($f$) layers having excitation temperatures $T_{ex,b}$ and $T_{ex,f}$ and the optical depths $\tau_b$ and $\tau_f$ respectively. We then find for the emergent intensity of $i$th component:

$$T_{mb,i} = J(T_{ex,f})[1 - e^{-\tau_f}] + J(T_{ex,b})[1 - e^{-\tau_b}]e^{-\tau_f} - J(T_{mb})[1 - e^{-\tau_b - \tau_f}]$$

(3)

with $m = 0$ for the foreground layer and $m = 1$ for the background layer. We have included in Figs. 9 and 10 predictions based on our two-layer model varying $T_{ex,f}$ and we derive the dashed curves using Eq. (3). We see from this that the effect of “foreground layers” is to increase ratios such as $R_{32}$ in some cases to values of order unity. Essentially, this is due to absorption of the strong 87 316 MHz line (component 2). One sees from both Figs. 9 and 10 that this is not what is required to fit the observed data and in fact the two-layer models are a poorer approximation to the observed intensity ratios than the single-layer LTE model. We thus conclude that understanding the observed line ratios requires a proper non-LTE treatment.

5.2. Monte Carlo treatment of radiative transfer in the C$_2$H rotational transitions

The two-layer model, with its assumption of the same excitation temperature for all hyperfine components in each layer and its discontinuous jump in conditions between the two emitting regions, misses an important part of the complex pattern of level populations responsible for the emission in C$_2$H($1$–$0$). As can be seen in Fig. 4, the hyperfine components of C$_2$H($1$–$0$) are simultaneously subthermal and optically thick in both L1498 and CB246, and under these conditions, the excitation temperature
of each component is determined by a delicate balance between collisions and trapping. This balance will be different for each transition depending on its particular optical depth, and it will therefore give rise to differences in excitation between the components of the $N = 1–0$ multiplet. The large optical depth of the lines in the inner core, which is expected to rise from component 1 to component 2, can be treated accurately with the two-layer model, and its analysis requires a more sophisticated numerical scheme. In this Section, we present the result of a (partial) solution to the $C_2H$ radiative transfer problem using the same Monte Carlo code used in Tafalla et al. (2004, 2006) to analyse the emission from a number of molecular species in the L1498 and L1517B cores.

As the modelling of the L1498 emission in Tafalla et al. (2004, 2006) already fixed the physical description of this core (radial profiles of density, temperature, and velocity), the only parameter left free to model the $C_2H$ emission is the radial profile of abundance. Unfortunately, the $C_2H$ analysis is limited due to the lack of known collision rates for the species, and this forces us to make an educated guess of this important set of coefficients. Following Turner et al. (1999), we approximate the collision rates of $C_2H$ using those for HCN calculated by Green & Thaddeus (1974). From these rates, which do not include hyperfine structure, we derive a new set of rates with hyperfine structure assuming that the new rates are simply proportional to the fine structure, we derive a new set of rates with hyperfine structure assuming that the new rates are simply proportional to the fine structure, we derive a new set of rates with hyperfine structure.

Following the analysis of other species in L1498, the goal of our $C_2H$ modelling was to fit simultaneously the combined radial profile of $N = 1–0$ integrated intensity together with the central spectra of the different components of the $N = 1–0$ and $N = 2–1$ multiplets, assuming a uniform kinetic temperature of 10 K (as derived from a non-LTE analysis of the NH$_3$ data by Tafalla et al. 2004). A first set of model runs using the collision rates described before predicted excitation temperatures that were too high in the outer core layers, a situation that is inconsistent with the self absorbed profile seen in the thickest $N = 1–0$ component (Fig. 4). This inconsistency indicated that the guessed $C_2H$ collision rates were too large, and that they should be significantly reduced in order to match the observations. To avoid introducing artifacts in the relative excitation of the hyperfine components, the collision rates were reduced dividing them by a global factor of 3. With these corrected collision rates, a fit was achieved by assuming a constant $C_2H$ abundance with respect to $H_2$ of $8 \times 10^{-6}$ and a central depletion region of radius $9 \times 10^{15}$ cm inside which the $C_2H$ abundance is negligible ($10^{-4}$ times the outer value), similar to that of other species in L1498, see Tafalla et al. (2006). The results of this model are shown in Fig. 11 (red lines) superposed to observations (black histograms and squares). As it can be seen, the model fits reasonably well both the radial profile of $N = 1–0$ intensity and the spectra of most components in both the $N = 1–0$ and $N = 2–1$ multiplets. The model in addition, fits reasonably well the observed ratios of line pairs presented in Fig. 9.

If our Monte Carlo model fits the observed $C_2H$ emission, we can use it to analyze the excitation of the different $N = 1–0$ components and understand the origin of the observed line ratios. This is best done by studying the radial profile of excitation temperature, which is presented in Fig. 12. As the figure shows, the $T_{ex}$ of each component systematically decreases with radius, from about 6 K in the core interior to a value close to the cosmic background temperature near the core edge. The figure, in addition, shows that at each radius, the $T_{ex}$ of the different components can differ by as much as 1 K, and that component 2 is significantly more excited than the rest. These differences in excitation over the core and among components could in principle result from differences in the contribution of collisions or from photon trapping, and to disentangle the two effects we have run an alternative model having a factor of $10^4$ lower abundance. This optically thin case also presents an outward drop in $T_{ex}$, this time entirely due to the effect of collisions, but it predicts excitation temperatures in the core interior that are about 1 K lower than for the best fit model. In addition, component 2 in this thin case has a $T_{ex}$ comparable to that of the other components, and the overall scatter of $T_{ex}$ among all components does not exceed $0.5$ K. This decrease in the excitation when the lines become thin indicates that in the best fit model the $N = 1$ level populations are significantly enhanced by trapping of $N = 1–0$ photons. The higher excitation of component 2, in particular, appears as an extreme case of trapping: this component has the largest relative intensity and therefore is the most sensitive one to optical depth effects. Its sensitivity to trapping makes it the brightest line of the multiplet despite suffering from self absorption at the line centre. Differential line trapping seems also responsible for the different intensity of components 3 and 4, which would otherwise be equally bright because of their equal Einstein A coefficient and upper level statistical weight. As Fig. 12 shows, component 4 has an $0.5$ K higher $T_{ex}$ in the inner core, and this is most likely the result of enhanced trapping due to an overpopulation of the $N, J, F = 0, 1/2, 1$ level, where most $N = 1–0$ transitions are forbidden (except for components 3 and 6).

In summary, our model shows that most excitation “anomalies” of the hyperfine components in the $N = 1–0$ multiplet can be explained as resulting from the different balance between collisions and trapping expected for lines of very different intrinsic intensities under conditions of subthermal excitation and high optical depth. Further work on this issue requires an improved set of collision rates for $C_2H$, and we encourage collision rate modelers to consider this species for future computations.
6. Column density and abundance estimate

Deriving a column density for C₂H requires an estimate of the excitation temperature. This as we see in the Monte Carlo calculations discussed above depends on the line transfer and hence on position within the core. However a reasonable approximation to the column density can be obtained assuming a homogeneous layer with constant excitation temperature. We have verified this assumption for the case of L1498 using the Monte Carlo program.

The excitation temperature \( T_{\text{ex}} \) can be inferred (method 1) from an LTE fit to the hyperfine components of either the \( N=1-0 \) or \( N=2-1 \) lines assuming unity beam filling factor and using the measured intensity of optically thick transitions. An independent measure can be obtained (method 2) from the ratio of intensities of low line strength transitions of the \( N=2-1 \) and \( N=1-0 \) lines assuming them to be optically thin. We summarize in Table 7 the excitation temperatures derived using these different approaches for the positions where we have \( N=2-1 \) data available. From Table 7 we see that in both sources, the excitation temperature appears to be between 3.8 and 4.9 K. We will assume an excitation temperature of 4 K in the following for all positions.

For an optically thin C₂H(1–0) line, one can derive the column density, \( N(\text{C}_2\text{H}) \), through the formula:

\[
N(\text{C}_2\text{H}) = \frac{8\pi v_{ji}^3}{c^3} \frac{Q}{A_{ji} g_j \epsilon E_j/kT_{\text{ex}}} \int T_{\text{mb}} dV \int T_{\text{mb}} dV
\]

where \( v_{ji} \) is the transition frequency, \( c \) the speed of light, \( A_{ji} \) the Einstein coefficient, \( g_j \) the statistical weight, \( E_j \) the energy of the upper level, \( T_{\text{ex}} \) the excitation temperature, \( \int T_{\text{mb}} dV \int T_{\text{mb}} dV \) the integrated intensity, \( J(T) \) as defined in Eq. (4) and \( Q = \sum_{j=0}^{\infty} g_j \epsilon^{-E_j/kT_{\text{ex}}} \) is the partition function. The integral in Eq. (6) is over all six hyperfine components. In practise, the stronger components of the line are sometimes thick and we have hence
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**Fig. 11.** Comparison between observations and our best fit Monte Carlo model of the C₂H emission in L1498. Top panel: radial profile of observed C₂H(1–0) intensity integrated over all hyperfine components (filled squares) and model prediction for a constant abundance core with a central depletion hole (solid red line). Middle panels: emerging spectra for each component of the C₂H(1–0) multiplet (black histograms) and predictions for the same best fit model (solid red lines). Bottom panels: same as middle panels but for the components of the C₂H(2–1) multiplet. Note the reasonably good fit of all observables despite the use of highly approximated collisional rates (see text).

![Figure 12](https://example.com/fig12.png)

**Fig. 12.** Radial profile of excitation temperature for each hyperfine component of C₂H(1–0) as predicted by our best fit Monte Carlo model (each component is labelled according to the ordering in Table 3). Note the gradual drop of \( T_{\text{ex}} \) with radius, which is caused by the combined decrease in collisional excitation and photon trapping towards the outer core. The different hyperfine components have different \( T_{\text{ex}} \) depending mostly on trapping effects (see text for a full discussion).

| \( \alpha, \delta \) offsets ["","] | method 1 | method 2 |
|-------------------------------|----------|----------|
| \( \alpha, \delta \) offsets ["","] | \( J(\text{C}_2\text{H}(1-0)) \) | \( J(\text{C}_2\text{H}(2-1)) \) |
| 0, 0                          | \( 4.0 \pm 0.1 \) | \( 4.6 \pm 0.6 \) | \( 4.2 \pm 0.6 \) |
| 60, -40                       | \( 4.1 \pm 0.1 \) | \( 4.3 \pm 0.8 \) | \( 4.4 \pm 0.5 \) |
| 0, 0                          | \( 4.1 \pm 0.1 \) | \( 4.9 \pm 1.0 \) | \( 4.4 \pm 0.9 \) |
| 15, -30                       | \( 4.1 \pm 0.3 \) | \( 4.4 \pm 0.7 \) | \( 4.4 \pm 0.4 \) |
| -60, 15                       | \( 4.0 \pm 0.2 \) | \( 3.9 \pm 0.4 \) | \( 3.8 \pm 0.6 \) |
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**Table 7.** Values of \( T_{\text{ex}} \) [K] derived using the two methods.
integrated only over the 87.284 MHz and 87.446 MHz lines (components 1 and 6 in Table 4) and divided the result by the sum of their line strengths (0.085) in order to evaluate the integral in Eq. (6).

We need to compare this with the molecular hydrogen column density \( N(H_2) \) and do this using the mm dust emission (from Tafalla et al. 2004, for L1498 and from this work, see Sect. 2.3, for CB246). We assume here in both sources a dust grain opacity of 0.005 cm\(^2\) g\(^{-1}\) of dust and a dust temperature of 10 K, as in Sect. 3.4.

We also evaluated the column densities and the abundances of \( N_2H^+ \) and CO for CB246 (using our data, see Sect. 2.2) and for L1498 (using data from Tafalla et al. 2004). We derived \( N(N_2H^+) \) following the same procedure as for \( N(C_2H) \). Thus, if the stronger components of \( N_2H^+ \) (1–0) are thick then we integrated only over the isolated component \( F_1', F_2' \rightarrow F_1, F_2 = 1,2 \rightarrow 0,1 \), dividing the result by its line strength (0.111). In the case of \( ^{13}O \), we used directly Eq. (6) to calculate \( N(^{13}O) \) and \( N(CO) \) assuming \( ^{16}O[^{16}O] \approx 560 \) (Wilson & Rood 1994).

We give in Table 8 abundance estimates that we have made at selected positions in L1498 and CB246.

In Fig. 13, we show the plot of \( C_2H \), \( N_2H^+ \) and CO column density against \( H_2 \) column density at different positions in both sources. We find that for column densities \( N(H_2) \sim 2 \times 10^{20} \) cm\(^{-2}\), \( N(C_2H) \) is proportional to \( N(H_2) \) but, in L1498, for higher values of \( N(H_2) \), this proportionality breaks down and \( N(C_2H) \) seems to saturate at a value of \( \sim 2.2 \times 10^{14} \) cm\(^{-2}\). This is likely due to depletion of \( C_2H \) in the high density core of L1498 as already suggested by the maps in Fig. 1, the cuts in Fig. 3 and the Monte Carlo modeling. This behaviour is in complete analogy with several other species including the carbon rich molecule \( C_2H \) (Tafalla et al. 2006).

On the other hand, for \( N(H_2) \) less than \( 2 \times 10^{22} \) cm\(^{-2}\), we find that the ratio \( N(C_2H)/N(H_2) \) is constant corresponding to a constant \( C_2H \) abundance in the low density part of the core. This corresponds to an average estimated \( C_2H \) abundance relative to \( H_2 \) of \( (1.0 \pm 0.3) \times 10^{-8} \) in L1498 and \( (0.9 \pm 0.3) \times 10^{-8} \) in CB246. Our \( C_2H \) abundance estimates for L1498 using Eq. (6) agree to within 20% with the Monte-Carlo estimate discussed in Sect. 5.2. It is noteworthy and somewhat surprising to us that the \( C_2H \) abundances are so similar in cores of differing characteristics.

A more strict correlation over the whole range of observed \( H_2 \) column density is shown by the ratio \( N(N_2H^+)/N(H_2) \) which corresponds to an average estimated \( N_2H^+ \) abundance relative to \( H_2 \) of \( (1.8 \pm 1.2) \times 10^{-10} \) in L1498 and \( (1.8 \pm 0.8) \times 10^{-10} \) in CB246. \( ^{18}O \) behaves differently to a rather constant value of its column density over the \( N(H_2) \) range corresponding to \( N(CO) = (2.1 \pm 0.3) \times 10^{13} \) cm\(^{-2}\) in L1498 and \( (2.0 \pm 0.4) \times 10^{12} \) cm\(^{-2}\) in CB246, while the average abundance relative to \( H_2 \) is \( (1.3 \pm 0.6) \times 10^{-5} \) in L1498 and \( (1.5 \pm 0.4) \times 10^{-5} \) in CB246.

One difference between CB246 and L1498 is that the \( N(H_2) \) peak (see Fig. 13) is a factor 1.33 smaller in CB246 and indeed does not reach values for which large depletion is noted in L1498. However, our map in \( ^{18}O(2-1) \) (see lower panel of Fig. 2) as well as the cuts shown in Fig. 6 suggest to us that some CO depletion does occur in CB246.

### Table 8. Molecular abundances in L1498 and CB246.

| \( \alpha, \delta \) offsets ['","] | \( [C_2H]/[H_2] \) \( [10^{-8}] \) | \( [N_2H^+]/[H_2] \) \( [10^{-10}] \) | \( [CO]/[H_2] \) \( [10^{-7}] \) |
|-------------------------------|----------------------------------|----------------------------------|------------------|
| L1498                         |                                  |                                  |                  |
| 0,0                           | 0.8 \pm 0.1                      | 1.9 \pm 0.4                      | 0.5 \pm 0.1      |
| -40,20                        | 1.1 \pm 0.3                      | 1.8 \pm 0.5                      | 0.8 \pm 0.2      |
| 60,-40                        | 1.5 \pm 0.4                      | 2.4 \pm 0.7                      | 1.1 \pm 0.3      |
| CB246                         |                                  |                                  |                  |
| 0,-15                         | 1.0 \pm 0.3                      | 3.1 \pm 1.6                      | 0.9 \pm 0.2      |
| -40,15                        | 1.2 \pm 0.5                      | 2.4 \pm 1.7                      | 1.0 \pm 0.3      |
| -40,60                        | 1.0 \pm 0.3                      | 1.2 \pm 0.9                      | 1.3 \pm 0.4      |
| -30,15                        | 1.0 \pm 0.3                      | 3.0 \pm 1.2                      | 1.6 \pm 0.5      |

### 7. Discussion

In this study, we have compared two cores of rather different characteristics. L1498 is embedded in the Taurus complex with a total dimension of \( 2.6 \times 2.0 \) arcmin (Caselli et al. 2002) corresponding to \( 0.10 \times 0.08 \) pc at the distance of 140 parsec (Elias 1978). CB246 is an isolated globule with dimensions of \( 7.8 \times 4.5 \) arcmin corresponding to \( 0.45 \times 0.26 \) pc at our adopted...
distance of 200 parsec. It is thus perhaps not surprising that the non-thermal component of the line width, obtained from the observed line widths corrected for thermal broadening (see e.g. Caselli & Myers 1995), is 0.23 km s\(^{-1}\) in CB246 as compared to 0.14 km s\(^{-1}\) in L1498. However, apart from that, many characteristics of these two objects seem similar as discussed below.

### 7.1. Non-LTE effects

One of our aims was to test for non-LTE effects in C\(_2\)H if any in the hope that this could lead to a better understanding of physical conditions in cores. Our results show that non-LTE effects do occur and they are qualitatively similar in the two cores. With our Monte Carlo radiative transfer program, we have shown that one can qualitatively understand their nature in terms of trapping of individual components of the \(N = 1-0\) and \(N = 2-1\) lines. These calculations also show that reasonable estimates of parameters such as the C\(_2\)H column density can be obtained using a simple one-layer homogeneous model with constant excitation parameters such as the C\(_2\)H column density can be obtained using a simple one-layer homogeneous model with constant excitation.

### 7.2. Chemistry

There has been significant recent work on the chemistry of prestellar cores (see e.g. Aikawa et al. 2003, 2005; Lee et al. 2004; Flower et al. 2006; Akyilmaz et al. 2007). These studies follow the evolution of molecular abundances in a collapsing prestellar core as a function of time and initial conditions. For example, the Aikawa et al. (2005) model, a model with \(\alpha\), the ratio of gravitational to pressure force, equal to 1.1, predicts a [C\(_2\)H]/[H\(_2\)] abundance ratio of \(4 \times 10^{-9}\) at a radius of 10,000 AU (i.e. outside the depletion hole) or a factor of roughly 3 smaller than our observed value but there are a variety of factors which influence this estimate as we now discuss. One factor is that results are sensitive to the degree of depletion onto grain surfaces which, in turn, depends on the excitation temperature. Another important parameter is the effective [C]/[O] ratio in the gas phase because this is critical for the formation of C-rich species such as C\(_2\)H\(_2\), HC\(_3\)N, and C\(_2\)H (see Terzieva & Herbst 1998; Akyilmaz et al. 2007). A [C]/[O] ratio close to unity can occur when a large fraction of the available oxygen condenses out in the form of water ice on grain surfaces. In this situation, the model calculations suggest that CO takes the lion’s share of both carbon and oxygen in the gas phase and that, as a result, little oxygen is left in atomic form. This implies a scenario with a large fraction of carbon locked-up in the form of water ice on grain surfaces.

### 7.3. C\(_2\)H as a magnetic field probe

As mentioned in the Introduction, C\(_2\)H is potentially capable of being used to measure the Zeeman effect. The CN(1–0) transition has been successfully used for this purpose (Falgarone et al. 2008) and superficially at least, C\(_2\)H has similar characteristics to CN (they are iso-electronic). We have therefore used the results of Crutcher et al. (1996) together with the Zeeman splitting calculations of Bel & Leroy (1998) to infer the expected sensitivity to magnetic field \(\sigma_B\) of a C\(_2\)H measurement at the intensity peak in L1498 for an integration time \(t_{\text{int}}\). Thus we take

\[
\sigma_B = \frac{2}{Z} \frac{T_{\text{sys}}^2}{T_A^2} \frac{\Delta
u_{\text{FWHM}}}{\sqrt{0.1 t_{\text{int}}}}.
\]

In this equation, we use our observed line intensities \(T_A\), system temperature \(T_{\text{sys}}\), the spectral resolution \(\Delta \nu\) and width \(\Delta
\nu_{\text{FWHM}}\) for L1498 as well as the expected Zeeman splitting factors \(Z\), in Hz \(\mu G^{-1}\), from Bel & Leroy (1998) to derive expected values of \(\sigma_B\) for all six C\(_2\)H(1–0) transitions. The results, for an hour of integration, are given in Table 9 where we see component 5 of C\(_2\)H is the most favorable for detecting Zeeman splitting and that, as for CN, there is a large variation of expected splitting between components. This latter property is of fundamental importance for the purpose of eliminating instrumental effects such as beam squint.

One sees also that without a considerable improvement in system temperature, it will be difficult to get below 3\(\sigma_B\) limits of 200 \(\mu G\). There have been claims of fields of this order however (e.g. Shinnaga et al. 1999; Crutcher (1999) found a reasonable fit to the Zeeman data available at the time of \(B_{\text{obs}} = 80 \times n_3^{-1}\) \(\mu G\) with \(n_3 = 10^{-7} n_\text{H}_2\) which would suggest that fields of order 200 \(\mu G\) are reasonable in sources like L1498.

...
Table 9. Expected values of $\sigma_B$ for all six C$_2$H(1–0) transitions in L1498 at the offset (60, −40) for an hour of integration and a spectral resolution equal to 40 kHz.

| Comp. No. | $Z$ [Hz $\mu$G$^{-1}$] | $T_A^*$ [K] | $\Delta v_{\text{WHM}}$ [kHz] | $\sigma_B$ [$\mu$G] |
|-----------|------------------------|-------------|--------------------------|-----------------|
| 1         | 2.6                    | 0.9         | 80                       | 740             |
| 2         | 0.7                    | 1.4         | 100                      | 2210            |
| 3         | 2.3                    | 1.0         | 90                       | 860             |
| 4         | 0.93                   | 1.1         | 95                       | 1990            |
| 5         | 2.8                    | 1.1         | 85                       | 590             |
| 6         | 0.93                   | 0.9         | 75                       | 1860            |

See Table 4 for component labels.

therefore that fields of this order may be detectable using C$_2$H but it is extremely difficult with current sensitivities. On the other hand, in more general, prospects do not seem worse than with CN.

8. Conclusions

We have carried out a study of the behaviour of the abundance of C$_2$H toward two starless cores with contrasting properties, L1498 and CB246. The main conclusions of our work are the following:

1. In L1498, C$_2$H shows a distribution similar to that observed in other species attributed to depletion onto grain surfaces in the central region; by contrast, in CB246 the dust and the C$_2$H emission have similar distributions.

2. The two cores show a clear signature for deviations from LTE populations in C$_2$H: spectra in most positions deviate from expectations assuming LTE and thus a single-temperature LTE model cannot fit the data.

3. There are positions of high C$_2$H optical depth in both sources; in addition, L1498 shows self-absorption toward the dust peak.

4. Our Monte Carlo model shows that the observed deviations from LTE can be qualitatively understood, but reliable collisional rate calculations for C$_2$H are needed in order to make further progress.

5. The non-LTE deviations have not prevented from computing column density values based on LTE. We also found that the C$_2$H abundance relative to H$_2$ is remarkably constant outside regions of high CO depletion with a value of $(1.0 \pm 0.3) \times 10^{-8}$ in L1498 and $(0.9 \pm 0.3) \times 10^{-8}$ in CB246. One possible implication is that the abundances of atomic oxygen and nitrogen are extremely low (below $6 \times 10^{-7}$ relative to H$_2$).

6. We derived a new set of frequencies for all the six hyperfine components of C$_2$H(1–0) and seven components of C$_2$H(2–1), computing an improved set of spectroscopic constants for C$_2$H.
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