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Abstract We review the current status of perturbative corrections in QCD at four loops for scattering processes with space- and time-like kinematics at colliders, with specific focus on deep-inelastic scattering and electron-positron annihilation. The calculations build on the parametric reduction of loop and phase space integrals up to four-loop order using computer algebra programs such as Form, designed for large scale computations.

1 Introduction

Perturbation theory forms the backbone of theory predictions for scattering processes at high energy colliders. Given the size of the coupling constant $\alpha_s$ in the theory of strong interactions, Quantum Chromodynamics (QCD), this requires the computation of quantum corrections at higher orders. For collisions involving hadrons, either in the initial state or identified in the final state, the theory description is based on QCD factorization, which allows for the separation of long- and short-distance physics. Within this framework, quantum corrections to the hard scattering cross section driven by short-distance physics are calculated typically at the next-to-next-to-leading order (NNLO) in order to reach an accuracy of the order of a few percent from the truncation of the perturbative expansion. The long-distance physics part of the interaction is encoded in hadronic matrix elements which are inaccessible to
perturbation theory. Based on the description of a hadron as an incoherent combination of parton states, it is possible, though, to compute matrix elements of partonic operators and, in particular, their scale dependence in perturbative QCD. The gained knowledge, encoded in splitting functions, serves as input to the parton evolution equations derived from the renormalization group and forms an essential ingredient in the determination of the non-perturbative parton distribution functions (PDFs) or parton fragmentation functions (FFs) from fits to experimental data. The current description of QCD evolution equations for PDFs and FFs is complete at NNLO. This requires the splitting functions in space-like and time-like kinematics at the three-loop level \[1, 2, 3, 4, 5, 6\] as well as the coefficient functions for the hard scattering at two-loop order entering, e.g., in DIS structure functions \[7, 8, 9, 10\] or in fragmentation functions in \(e^+e^-\) annihilation \[1, 2, 3, 4\].

With the increasing precision of the experimental data collected at the Large Hadron Collider (LHC) for Standard Model (SM) processes used to extract fundamental theory parameters such as the strong coupling \(\alpha_s\) or the PDFs \[15\], the step towards the next-to-next-to-next-to-leading order (N^3LO) becomes necessary. This is particularly crucial in preparation for the physics program at a future Electron-Ion Collider (EIC) \[16, 17\], where PDFs as well as parton FFs are expected to be accessible with high precision, but also in view of the ongoing future circular collider (FCC) studies \[18\]. The push beyond the state-of-the-art requires the calculation of four-loop corrections, building on known results for the renormalization of QCD at four-loop \[19, 20\] and even five-loop order \[21, 22, 23\].

The simplest cross section computations at the four-loop level involve semi-inclusive (single-scale) observables, such as DIS structure functions and \(e^+e^-\) fragmentation functions and the current status of their calculation will be discussed and reviewed in detail below.

## 2 Space-like kinematics

The scattering reaction for unpolarized DIS reads

\[
l(k) + \text{nucl}(p) \rightarrow l'(k') + X ,
\]

where \(l\) and \(l'\) denote the scattered lepton and ‘nucl’ a nucleon with respective momenta \(k\), \(k'\) and \(p\). \(X\) summarizes the remaining hadronic final states. The inclusive DIS cross section factorizes as

\[
d\sigma \sim L^{\mu\nu}W_{\mu\nu}
\]

in terms of leptonic and hadronic tensors \(L_{\mu\nu}\) and \(W_{\mu\nu}\). The latter one encodes the strong interaction dynamics and can be expanded to define the unpolarized structure functions \(F_{2, 3, L}\),

\[
W_{\mu\nu}(p, q) = \frac{1}{4\pi} \int d^4z \ e^{iqz} \langle \text{nucl}, p | J_\mu(z) J_\nu(0) | \text{nucl}, p \rangle
\]

\[
= \frac{e_{\mu\nu}}{2x_B} F_L(x_B, Q^2) + \frac{d_{\mu\nu}}{2x_B} F_2(x_B, Q^2) + \frac{i e_{\mu\nu}}{p \cdot q} F_3(x_B, Q^2) .
\]
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Here \( J \) represents an electro-magnetic or weak current. The momentum \( q \) is transferred by the gauge-boson with space-like kinematics, \( Q^2 \equiv -q^2 > 0 \), and the Bjorken variable is defined as

\[
x_B = \frac{Q^2}{2 p \cdot q},
\]

with \( 0 < x_B \leq 1 \). The symmetric tensors \( \epsilon_{\mu \nu} \) and \( d_{\mu \nu} \) multiplying the structure functions \( F_{2, L} \) are dependent on \( p \) and \( q \), while the totally antisymmetric one \( \epsilon_{\mu \nu \alpha \beta} \) in front of the structure function \( F_3 \) arises from the vector/axial-vector interference, see [24, 25] for definitions.

QCD factorization allows for the decomposition of the DIS structure functions in terms of (space-like) coefficient functions \( C_{a-f} \) and PDFs \( \phi_f \),

\[
F_a(x_B, Q^2) = \sum_{f=q, \bar{q}, g} \int_{x_B}^{1} \frac{dz}{z} \phi_f \left( \frac{x_B}{z}, \mu^2 \right) C_{a,f} \left( z, \alpha_s(\mu^2), \frac{\mu^2}{Q^2} \right) + O \left( \frac{1}{Q^2} \right),
\]

up to higher-twist corrections \( O(1/Q^2) \). The coefficient functions can be computed in perturbation theory via expansions in the strong coupling \( \alpha_s \equiv \alpha_s/(4\pi) \) as

\[
C_{a,f}(x, \alpha_s) = \delta(1-x) + \alpha_s c_{a,f}^{(1)}(x) + \alpha_s^2 c_{a,f}^{(2)}(x) + \alpha_s^3 c_{a,f}^{(3)}(x) + \alpha_s^4 c_{a,f}^{(4)}(x) + \ldots
\]

and are completely known up to \( N^3\text{LO} \) [24,25], i.e. all terms \( c_{a,f}^{(3)} \). At four-loop order a low number of fixed Mellin moments, defined as

\[
c(N) = \int_{0}^{1} dx x^{N-1} c(x),
\]

are available [26] as well as the complete soft corrections in the limit \( x \to 1 \) using threshold resummation and QCD factorization in \( d \)-dimensions [27].

The scale dependence of the PDFs is governed by the well-known evolution equations

\[
\frac{d}{d \ln \mu^2} \phi_f = \sum_{f'=q, \bar{q}, g} P_{f'f} (\alpha_s(\mu^2)) \otimes \phi_{f'}(x, \mu^2).
\]

For QCD with \( n_f \) quark flavors and with \( \otimes \) denoting the standard convolution these are commonly expressed in terms of \( 2n_f - 1 \) scalar equations in the flavor non-singlet case, and a coupled set of \( 2 \times 2 \) matrix equations in the flavor singlet case. The evolution kernels, i.e. the space-like splitting functions \( P_{f'f} \) are calculable in perturbative QCD as well,

\[
P_{f'f}(x, \alpha_s) = \alpha_s P_{f'f}^{(0)}(x) + \alpha_s^2 P_{f'f}^{(1)}(x) + \alpha_s^3 P_{f'f}^{(2)}(x) + \alpha_s^4 P_{f'f}^{(3)}(x) + \alpha_s^5 P_{f'f}^{(4)}(x) + \ldots
\]
The NNLO results $P_{qq}^{(2)}$ are all known \[1\,2\]. At N$^3$LO, i.e., at four loops, the non-singlet quark-quark splitting functions have been computed in the large-$N_c$ limit and number of Mellin moments for the remaining color coefficients are known \[28\,29\] for a general $SU(N_c)$ gauge theory. In the flavor-singlet sector the leading large-$n_f$ terms and those proportional to quartic color Casimirs are known \[30\,29\]. Beyond this order, even some low-$N$ Mellin moments of the five-loop contributions to the non-singlet quark-quark splitting function $P_{\text{ns}}^{(4)}$ have been determined \[31\].

In the following, we give a brief overview of the computational set-up and workflow underlying the computations at four loops and beyond.

### 2.1 Computational work-flow

Using the operator product expansion in DIS one can relate the product of currents $J_{\mu}$ in the hadronic tensor in Eq. (2) to Mellin moments of the structure functions $F_{2,3,L}$, see, e.g. \[32\]. The latter, parameterizing the (semi)-inclusive cross section, are then obtained with the help of the optical theorem from the imaginary part of the forward Compton amplitude for the gauge boson-nucleon scattering. Thus, the computation of QCD corrections in DIS starts from the forward Compton amplitude of the corresponding gauge boson-parton scattering process, using the kinematics of Eq. (3), which gives access to both, the coefficient functions in Eq. (5) and the splitting functions in Eq. (8). In case, one is only interested in the latter, the direct computation of operator matrix elements, evaluated in parton two-point functions, proves more efficient and allows for the determination of the anomalous dimensions $\gamma(N)$, i.e., the Mellin transforms of the splitting functions, cf. Eq. (6).

The required Feynman diagrams up to four loops can generated using the diagram generator $Qgraf$ \[34\] and the group theory factors for a general color $SU(N_c)$ gauge theory can be obtained with algorithms described in \[35\]. The loop integrals are considered in dimensional regularization \[36\,37\], $d = 4 - 2\varepsilon$, which is the standard framework in perturbative QCD at higher orders and the integral reductions are performed by means of integration-by-parts identities (IBP) \[38\,39\]. The solution of the IBP reductions are encoded in the program $Forcer$ \[40\], which performs a parametric reduction of four-loop massless propagator diagrams to master integrals. The latter are shown in Fig. 1 and their analytic expressions as a Laurent series in $\varepsilon$ have been computed in Refs. \[41\,42\]. The symbolic manipulations employ the computer algebra system $Form$ \[43\,44\,45\] and its multi-threaded version $TForm$ \[46\] in order to handle both, the run times and the size of the intermediate expressions occurring in the reduction of diagrams with high Mellin moments $N$.

The approach delivers results for fixed Mellin moments of the anomalous dimensions and DIS coefficient functions. When enough fixed Mellin moments are available, one can follow the approach of \[47\], and attempt the reconstruction of an analytic expression as a function of $N$ in terms of harmonic sums \[48\,49\].

In the planar limit, i.e., for large $N_c$, the exact four-loop results for moments up to $N = 20$ are sufficient to determine the analytic expressions of the non-singlet
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Fig. 1 Master integrals for four-loop propagators (figure from [33]).

quark-quark anomalous dimensions $\gamma^{(3)}_{as}(N)$ as a function of $N$ by LLL-based techniques [50, 51, 52, 53] and solving systems of Diophantine equations, cf. [28] for details.

The bottleneck of the approach via fixed Mellin moments is caused by the high powers of propagators, which need to undergo the parametric reduction with the program Forcer [40]. This leads to large intermediate expressions of the order of TByte and to long run times of the computer algebra system Form. For example, the computation of the Mellin moment $N = 10$ of the quark coefficient function in the projection on $F_L$ in Eq. (4) at four loops requires the evaluation $O(3200)$ diagrams with a total of $O(800000)$ hrs CPU time, i.e. almost 100 years altogether.

Fortunately, the multi-threaded version TForm delivers an average speed-up factor of $O(10)$ and with a cluster of sufficiently many servers, the problem is doable within half a year of "wall time".

Extensions to five-loop low-$N$ Mellin moments of the non-singlet anomalous dimension $\gamma^{(4)}_{as}(N)$, i.e. the Mellin transform of $P_{ns}^{(4)}$, as achieved in [31], require
the computation of five-loop self-energy integrals, which can be accomplished with an implementation [54] of the local $R^*$ operation [55] [56] [57]. This allows for the reduction to four-loop integrals, that can be evaluated again by the Forcer program [40]. However, the size of intermediate expressions and the run times of Form become prohibitively large beyond the fixed values $N = 2$ and $N = 3$.

3 Time-like kinematics

Semi-inclusive $e^+ e^-$ annihilation via a virtual photon or $Z$-boson with time-like momentum $q$ proceeds as

$$e^- + e^+ \rightarrow \gamma/Z(q) \rightarrow h(p) + X,$$

where $h(p)$ stands for a specific species of identified hadrons in the final state. The time-like kinematics are characterized by the momentum transfer $Q^2 \equiv q^2 > 0$ and the Feynman variable is

$$x_F = \frac{2 p \cdot q}{Q^2},$$

with $0 < x_F \leq 1$. In the center-of-mass frame $x_F$ is the fraction of the beam energy carried by the hadron $h$. The space- and time-like processes (1) and (9) are related by crossing which implies a mapping $x_B \rightarrow x_F$ for the kinematics in Eqs. (3) and (10) and the use of analytic continuation.

In perturbative QCD, the total (angle-integrated) fragmentation function

$$\frac{1}{\sigma_{\text{tot}}} \frac{d\sigma^h}{dx} = F^h(x, Q^2),$$

as well as the transverse ($F^h_T$), longitudinal ($F^h_L$) and asymmetric ($F^h_A$) ones parameterizing the double-differential cross section $d\sigma^h/dx \, d \cos \theta_h$ [58], are given by

$$F^h_{a,T}(x, Q^2) = \sum_{f=u, d, s} \int_x^1 \frac{dz}{z} C_{a,T}^f \left( z, \alpha_s(Q^2) \right) D^h_{a,T} \left( \frac{x}{z}, Q^2 \right) + \mathcal{O} \left( \frac{1}{a_s^2} \right),$$

in terms of the parton fragmentation functions (FFs) $D^h_{a,T}$ and the (time-like) coefficient functions $C_{a,T}^f$.

$$C_{a,T}^f(x, \alpha_s) = \sigma_{\text{ew}} (\delta(1-x) + a_s \, c_{a,T}^{T,(1)}(x) + a_s^2 \, c_{a,T}^{T,(2)}(x) + a_s^3 \, c_{a,T}^{T,(3)}(x) + \ldots),$$

where $\sigma_{\text{ew}}$ denotes the electroweak pre-factors [58] and the second-order coefficient functions are known [11] [12] [13] [3] [14], while the three-loop corrections $c_{a,T}^{T,(3)}(x)$ have not been derived so far.
The parton FFs $D_i^h$ obey evolution equations analogous to the PDFs in Eq. (7),

$$\frac{d}{d \ln \mu^2} D_i^h = \sum_{f' = q, \bar{q}, g} P_{f' f}^{T_i}(\alpha_s(\mu^2)) \otimes D_i^h(x, \mu^2),$$  \hfill (14)$$

with time-like splitting functions, but with $2 \times 2$ matrix $P_{f' f}^{T_i}$ in the flavor singlet case transposed compared to PDFs in Eq. (7). In perturbative QCD the time-like splitting functions can be expanded as

$$P_{f' f}^{T_i}(x, \alpha_s) = a_s P_{f' f}^{T_i,(0)}(x) + a_s^2 P_{f' f}^{T_i,(1)}(x) + a_s^3 P_{f' f}^{T_i,(2)}(x) + a_s^4 P_{f' f}^{T_i,(3)}(x) + \ldots ,$$  \hfill (15)$$

where the NNLO results $P_{f' f}^{T_i,(2)}$ are all known [3, 4, 5, 6], while at N$^3$LO only the non-singlet quark-quark splitting functions are available in the large-$N_c$ limit [28]. These results are all based on analytic continuation from space- to time-like kinematics and on exploiting reciprocity relations for collinear splitting functions in QCD. In the sequel, we discuss the computational work-flow for the direct calculation of QCD corrections to semi-inclusive $e^+e^-$ annihilation [7].

### 3.1 Inclusive cross-sections

A practical indirect way of calculating total cross-sections is the optical theorem. Through it, $O(\alpha_s^2)$ corrections for $e^+e^-$ annihilation in Eq. (9) can be expressed in terms of the four-loop propagator diagrams. In the massless case all the 22 master integrals for these propagators shown in Fig. 1 have been calculated in [41, 42].

The direct way on the other hand requires the calculation of all squared amplitudes with 2, 3, 4, and 5 particles in the final state (with 3, 2, 1, and 0 loops respectively), e.g.

$$\sigma \sim \sum_n \int d\text{PS}_n \langle \langle p_1, \ldots, p_n | T | q \rangle \rangle^2 = \int d\text{PS}_3 \langle \langle p_1 \rangle \rangle^2 + \ldots + \langle \langle p_4 \rangle \rangle^2 + \ldots ,$$  \hfill (16)$$

and integration of those over the respective phase space,

$$d\text{PS}_n = \left( \prod_{i=1}^n \frac{d^d p_i}{(2\pi)^{d-1} \delta^d(p_i^2)} \right) (2\pi)^d \delta^d(q - \sum_{j=1}^n p_j).$$  \hfill (17)$$

Performing the phase space integration analytically quickly turns out to be the bottleneck: the parameterization of 4- and 5- particle phase spaces necessarily requires the introduction of square roots into the integrand, preventing an analytic solution, see, e.g., the "tripole parameterization" of the 4-particle phase space in [59]. Instead one should consider both loop and phase space integration appearing in the squared amplitude together, as a single "cut" diagram:
\[
\int d\mathbf{P}_3 \langle \begin{array}{c}
\text{``}
\end{array} \rangle^* \equiv \int d\mathbf{P}_3 \begin{array}{c}
\end{array} \equiv \begin{array}{c}
\text{``}
\end{array} .
\] (18)

Then, by applying the idea of "reverse unitarity" [60]: that is, replacing on-shell conditions for final state particles in Eq. (17) by denominators,

\[
\delta^+(p^2) = \frac{1}{2\pi i} \left( \frac{1}{p^2 - i0} - \frac{1}{p^2 + i0} \right),
\] (19)

one can treat each outgoing line as a "cut propagator", and thus construct IBP relations for cut diagrams.

Fig. 2 Master integrals for all four-particle cuts of four-loop propagators (figure from [33]).
In this way the direct calculation is reduced to calculating the master integrals for 2-, 3-, 4-, and 5- particle cuts of four-loop propagators. For this task conventional IBP software can be largely reused with two modifications: first, any cut propagator raised to a non-negative power can be set to zero (because $x \delta(x) = 0$), and second, when symmetries between diagrams are constructed, cut propagators should not be symmetrized with the regular ones.

The full set of (massless) master integrals for 5-particle cuts of four-loop propagators has been first calculated in [61], for 4- and 3-particle cuts in [33], and for 2-particle cuts in [62, 63, 64]. As an example, the set of master integrals for 4-particle cuts is shown in Fig. 2. Because these integrals are single-scale, it is convenient to calculate them by solving dimensional recurrence relations (DRR) [65, 66], which relate the values of these integrals at different values of the space-time dimension $d$:

$$I_i(d + 2) = M_{ij} I_j(d) + \sum_{j \neq i} M_{ij} I_j(d). \quad (20)$$

As explained in [33], there is at most a single master integral per sector, and thus the matrix $M_{ij}$ is triangular. With the help of the “dimensional recurrence and analyticity” method of [67], an ansatz for the full solution can be constructed, leaving only a number of constants undetermined. Once enough extra information is gathered to fix these constants (i.e. values of the leading pole coefficients, or several terms of the $\varepsilon$-expansion computed by alternative means), DREAM [68] can be used to evaluate $I_i(4 - 2\varepsilon)$ as a series in $\varepsilon$ with arbitrary precision (thousands of digits), and these numerical values can then be turned into analytic expressions in terms of multiple zeta values [69] with the help of an integer relation reconstruction algorithm like PSL [70].

The optical theorem (or rather Cutkosky rules [71, 72]), being the alternative way of computing fully inclusive quantities, provides an essential cross-check on these master integrals: the imaginary part of each four-loop propagator diagram must be equal to a combination of its cuts. For example:

$$2 \text{Im} \Rightarrow = 2 \text{Re} \Rightarrow + 4 \text{Im} \Rightarrow - 2 \Rightarrow, \quad (21)$$

where the dashed lines indicate the propagators cut according to Eq. (19), see also Fig. 2.

### 3.2 Semi-inclusive cross-sections

Integrals for semi-inclusive cross-sections differ from the inclusive case by the presence of the scaling parameter $x$ (i.e., $x \varepsilon$ in Eq. (10)) in the integration measure,

$$dPS_n(x) \equiv dPS_n \delta(x - 2q \cdot p_1/q^2), \quad (22)$$
so that the semi-inclusive cut diagrams now have the form of

\[
\int dPS_3(x) \equiv \left( \begin{array}{c}
\cdot
\end{array} \right)^* ,
\]

(23)

where the crossed dashed line corresponds to the constraint in Eq. (22). The inclusion of \(x\) still allows for an IBP reduction if one applies Eq. (19) to transform this additional \(\delta\)-function into a cut propagator, this time a massive one. This complicates calculations:

• first, by introducing linear dependencies between denominators of a given diagram; these need to be split through partial fractioning, with the end result that a single Feynman diagram can now contribute terms to several different meta topologies;

• second, by the increased number of master integrals: there are 693 semi-inclusive master integrals (298 for 5-particle cuts, 277 for 4-particle cuts, 96 for 3-particle cuts, and 22 for 2-particle cuts) vs. 115 for the inclusive case;

• third, by the increase in the size of IBP expressions, and the increased computational requirements of the reduction;

• and finally by the fact that one can not easily solve DRR for these integrals: the method used for the inclusive case largely relied on the numerical evaluation, and having a free parameter \(x\) makes that impractical (if not impossible).

The master integrals for semi-inclusive cuts for three-loop propagators were completed in [73, 74] and for four-loop propagators in [75].

A convenient way to calculate the values of these master integrals is the method of differential equations [76, 77]: the integrands of cut master integrals can be differentiated with respect to \(x\), and the obtained expressions can then be reduced back to the same integrals via IBP relations, resulting in systems of differential equations of the form

\[
\frac{\partial}{\partial x} I_i(d, x) = M_{ij}(d, x) I_j(d, x) .
\]

(24)

To solve these equations, one follows the observation from [78]: if there is a basis transformation

\[
J_i(d, x) = T_{ij}(d, x) I_j(d, x) ,
\]

(25)

such that once substituted into Eq. (24) factorizes the dependence of \(M\) on \(d = 4 - 2\varepsilon\), transforming the equation into an \(\varepsilon\)-form,

\[
\frac{\partial}{\partial x} J_i(d, x) = \varepsilon S_{ij}(x) J_j(d, x) ,
\]

(26)

then the solution can easily found as a series in \(\varepsilon\),

\[
I_i(4 - 2\varepsilon, x) \equiv \sum_k \varepsilon^k I_i^{(k)}(x), \quad I_i^{(k)}(x) = \int dx S_{ij}(x) I_j^{(k-1)}(x) + C_i^{(k)} .
\]

(27)
Only two issues remain: how to find the transformation matrix $T_{ij}$ from Eq. (25), and how to fix the integration constants $C^{(k)}_i$.

A general algorithm of constructing $\varepsilon$-form transformations directly from the matrix $M_{ij}$ was presented in [79] and improved upon in [18, 80]. We rely upon the public implementation of this algorithm, Fuchsia [81, 82], to find $T_{ij}$, specifically on the new version available at [83].

To fix the integration constants observe that if one integrates a semi-inclusive integral over all $x$, the result should be a fully inclusive integral. So by writing down equations of the form

$$\int dx \, e^{-\varepsilon x} = e^{-\varepsilon x}, \quad (28)$$

for each master integral, and inserting the series’ in $\varepsilon$ for both the semi-inclusive and the (known) inclusive integrals, all $C^{(k)}_i$ can be recovered. The only complication here is that the solution for $I_i(d, x)$ may contain terms $\sim 1/x$, which would make the integral on the left-hand side divergent if taken order-by-order in the series. This can be sidestepped by multiplying the integrand on the left-hand side by $x^m$ with high enough $m$, and inserting a denominator of the form $(2q \cdot p_1/q^2)^m$ into the diagram on the right-hand side.

At this stage, it remains to apply the IBP reductions for the semi-inclusive case to the Feynman diagrams of the individual parton processes contributing to the semi-inclusive $e^+e^-$ annihilation in Eq. (9). This will check the NNLO results for the time-like splitting functions $P_{\ell\ell}^{T,(2)}(x)$ in Eq. (15) by a direct computation and determine the hitherto unknown three-loop corrections $c^{T,(3)}_a(x)$ in Eq. (13).

4 Conclusions

The push towards $N^3$LO accuracy in QCD for DIS structure functions or fragmentation functions in $e^+e^-$ annihilation requires calculations at four-loop order. The efforts are realized with a largely automated work-flow for the generation of all Feynman diagrams, the parametric IBP reduction to master integrals of loop and phase space integrals, for the latter after a mapping with “reverse unitarity” to loop integrals with cuts, and the computation of the master integrals with various algorithms, such as DRR or differential equations. The complexity of the computations, i.e., the size of the expressions, the run times for IBP reductions and the algorithms for the solution of master integrals poses challenges to currently available computer algebra programs and requires continuous improvements. We have presented a brief review of the current status, listing available results as well as indicating the needs for future improvements.
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