Design of Fuzzy TS-PDC Controller for Electrical Power System via Rules Reduction Approach
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Abstract: In this paper, a new Takagi–Sugeno Fuzzy Logic controller (TS-FLC) is presented and applied for modeling and controlling the nonlinear power systems even in the presence of disturbances. Firstly, a nonlinear mathematical model for the electrical power system is presented with consideration of PSS and AVR controller. Then, a Takagi–Sugeno Fuzzy Logic controller is employed to control power system stability. Nevertheless, the study of the stability of Takagi–Sugeno fuzzy models will be difficult in the case where the number of nonlinearities is important. To cope with this problem, this study proposed a methodology to reduce the number of rules and to guarantee the global stability of the power system. The new model included only two rules. All the other nonlinearities were considered as uncertainties. In addition, a Parallel Distributed Compensation controller is designed using the Linear Matrix Inequalities constraints in order to guarantee system stability. Finally, this approach is applied on a Single Machine Infinite Bus affected by fault perturbation. To show the novelty of Takagi Sugeno’s method, we compared our approach to the Taylor linearization method. The numerical simulations prove the feasibility and performance of the proposed method.
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1. Introduction

Service continuity and stability of electric power systems are important problems because of the increasing demand for energy, although transient stability has become a difficult task due to the complexity of the power system and the presence of abrupt perturbations. The important key of transient stability is the aptitude of a power system to retain the generators in synchronism and reach the operating point when affected by large perturbations such as loss of generators, short circuit, loss of critical network branches, or large load variations [1,2]. To ensure the integrity of the system, the dynamics of power systems following considerable structural changes and loading conditions have to be controlled. The excitation systems design and voltage control have always been considered as the most cost-effective means for the improvement of the system’s stability and reliability.

The study of this issue has been of interest for many decades in a great deal of research. The major basic and difficult topics about nonlinearity, uncertainty, dimensionality and globality have
been dealt with by Mark Gordon et al. aiming to achieve a power system stability control so as to enhance performance [3]. Furthermore, in [4], the power system model is transformed into the Takagi–Sugeno (TS) fuzzy model in order to satisfy the voltage and transient stability [3].

Moreover, T.K. Roy et al. proposed a new approach to design a robust adaptive backstepping excitation controller for power systems in order to reject external disturbances [5].

Additionally, the Fuzzy Proportional Integral (FPI) controller which has a nonlinear and robust structure was developed for the control of the Distribution Static Synchronous Compensator’s (D-STATCOM) direct and quadrature axes currents in [6]. This work presents the fuzzy logic control of the D-STATCOM which tries to improve the damping of a power system. Additionally, transient stability is studied by using a Lyapunov function based on an optimal hybrid power system controller [7]. Although, the back-stepping method is used to coordinate the control problem of Static Voltage Regulator (SVC) and stem valve sliding mode for Single Machine Infinite Bus (SMIB) [8]. In [9], for the first step, the Direct Feedback Linearization (DFL) technique is applied to transform the nonlinear system into a linear one. Then, an adaptive back-stepping controller is designed to stabilize the transformed system with time-varying constraints.

Generally, for all the above control techniques in the literature, the mathematical model of Automatic Voltage Regulator (AVR) and Power System Stabilizer (PSS) is neglected [4–7]. The control law is applied directly to the excitation system of the synchronous machine. For the modern power system, conventional regulators such as AVR and PSS are integrated into the synchronous machine in order to damp out the oscillations and to maintain dynamic stability in small perturbation [10,11]. In this paper, the complete model of a SMIB power system with PSS and AVR controllers was adopted and the control law was applied at the reference voltage. This complete model presented many nonlinearities leading to difficulties to establish the appropriate control law.

The fuzzy models have been of particular interest in the area of nonlinear modeling. Takagi Sugeno (TS) fuzzy models are the best illustration because of their capability to approximating any nonlinear behavior [5]. In brief, each non-linearity was replaced with two linear models, which were, then, interpolated by a non-linear function in order to get the initial non-linear system back.

The closed-loop stability can be guaranteed through a Parallel Distributed Compensation (PDC) control law often used for the purpose, assuming that there should be a link between each linear model and linear feedback [12]. The whole control problem can be cast as LMI applying the quadratic function Lyapunov approach.

As the linear model’s number is equal to $2^p$ with $p$ the number of nonlinearities, the greater the number of nonlinearities the system has, the harder it will be to get the feedback gains. In fact, the solvers cannot find a solution since the number of the Linear Matrix Inequalities (LMI) conditions will be very important.

In this paper, a class of a novel controller such as Takagi–Sugeno Fuzzy Logic is considered and employed to transform the nonlinear electric power system model to linear subsystems interconnected by nonlinear functions in order to control system stability. The linear model number is tightly connected to the system number of nonlinearities. As the models increase in number, guaranteeing the closed-loop stability becomes more difficult. In order to solve this problem, we proposed a method that consists of reducing the linear model number assuming the number of nonlinearities as uncertainties. In other words, from the system model, the nonlinearities and uncertainties were extracted. Then, based on the number of nonlinearities, the number of rules is defined and the controller tuning parameters is calculated by resolving LMI equations.

The remainder of this paper is organized as follows: in Section 2, the materials and methods are presented. In this section, the complete model of the SMIB power system is presented. Additionally, the T-S model and the PDC controller adopting LMI techniques are investigated. The TS fuzzy rule reduction by uncertainties is developed. In the last part of Section 2, the application of the proposed approach to the SMIB power system is presented. Section 3 is devoted to the description of the simulations and results. Finally, our major conclusion is drawn in Section 4.
2. Materials and Methods

2.1. Power Network Modeling

A power system consisting of a synchronous generator with AVR and PSS controllers and connected through transmission lines to a very large network that can be approximated by an infinite bus, was considered in this study. A schematic diagram of the studied power system is shown in Figure 1.

\[ d\delta \over dt = \omega \]
\[ d\omega \over dt = \frac{1}{2H} \left( P_m - K_{\delta,\omega} \delta - \frac{V_B}{X_{ds}} E_q \sin \delta + \frac{V_B^2 (X_q - X'_q)}{2X'_{ds} X_{qs}} \sin 2\delta \right) \]
\[ dE_q \over dt = \frac{1}{T_{d0}} \left( E_{jd} - \frac{X_{ds}}{X_{ds}} E'_q + \frac{X_d - X'_d}{X_{ds}} V_B \cos \delta \right) \]
\[ dE_{jd} \over dt = \frac{1}{T_a} \left( K_a (V_{ref} - \left( \frac{X'_{qs}}{X_{qs}} \sin \delta \right)^2 + \left( \frac{X_d}{X_{ds}} E'_q + \frac{X'_d}{X_{ds}} V_B \cos \delta \right)^2 + V_{psa}) - E_{jd} \right) \]

with

\[
\begin{align*}
X_{ds} &= X_T + X_L + X_d \\
X_{qs} &= X_T + X_L + X_q \\
X'_{ds} &= X_T + X_L + X'_d
\end{align*}
\]

Figure 2 shows the interconnection between the PSS and AVR controller.
Figure 2. Automatic Voltage Regulator (AVR) and Power System Stabilizer (PSS) controllers.

The mathematical model of the PSS controller is written as [10,11]:

\[
\begin{align*}
\frac{dV_1}{dt} &= -\frac{1}{T_p} (K_p \omega + V_1) \\
\frac{dV_2}{dt} &= \frac{1}{T_2} ((1 - \frac{T_1}{T_2})(K_p \omega + V_1) - V_2) \\
\frac{dV_3}{dt} &= \frac{1}{T_4} ((1 - \frac{T_1}{T_2})(V_2 + \frac{T_1}{T_2} (K_p \omega + V_1)) - V_3) \\
\frac{dV_{pss}}{dt} &= \frac{1}{T_E} (V_3 + \frac{T_2}{T_4} (V_2 + \frac{T_1}{T_2} (K_p \omega + V_1)) - V_{pss})
\end{align*}
\]  

(2)

In the state-space form, by combining Equations (1) and (2), we obtain a nonlinear mathematical model of the SMIB power system with the following form [10,11]:

\[
\begin{align*}
\frac{d\delta}{dt} &= \omega \\
\frac{d\omega}{dt} &= a_1 \omega - a_2 E_q' \sin \delta + a_3 \omega \sin 2\delta + a_4 P_m \\
\frac{dE_q'}{dt} &= a_5 \delta \cos \delta - a_6 E_q' + a_7 E_{fd} \\
\frac{dE_{fd}}{dt} &= \frac{1}{T_a} (K_a V_{ref} - \delta \sqrt{\left(\frac{K_1 \sin \delta}{\delta} \right)^2 + \left(\frac{K_2 E_q' + K_3 \cos \delta}{\delta} \right)^2 + V_{pss}} - E_{fd}) \\
\frac{dV_1}{dt} &= a_8 \omega - \frac{1}{T_p} V_1 \\
\frac{dV_2}{dt} &= a_9 \omega + a_{10} V_1 - \frac{1}{T_2} V_2 \\
\frac{dV_3}{dt} &= a_{11} \omega + a_{12} V_1 + a_{13} V_2 - \frac{1}{T_4} V_3 \\
\frac{dV_{pss}}{dt} &= a_{14} \omega + a_{15} V_1 + a_{16} V_2 + \frac{1}{T_E} V_3 - \frac{1}{T_E} V_{pss}
\end{align*}
\]  

(3)

with:
Let us consider the states of the power system 
\[ X = [x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8]^T, \]
where: \( x_1 = \delta \), \( x_2 = \omega \), \( x_3 = E_q' \), \( x_4 = E_{f_0} \), \( x_5 = V_1 \), \( x_6 = V_2 \), \( x_7 = V_3 \) and \( x_8 = V_{\text{pos}} \), then:
\[ X = [\delta, \omega, E_q', E_{f_0}, V_1, V_2, V_3, V_{\text{pos}}]^T. \]

The objective of the control is to act on \( V_{\text{ref}} \) which affects directly the input \( E_{f_0} \) of the synchronous machine.

This complete model has four nonlinearities. To deal with this model we applied the T-S fuzzy technique. The T-S fuzzy model of the power system, also used for the design of the proposed controller, would be described in the next section.

2.2. Fuzzy Model Stabilization

2.2.1. T-S Fuzzy Model

Let us consider a dynamic system described by:
\[ X(t) = f(X(t), U(t)) \]  
\[ X(t) = f(X(t), U(t)) \]  
\[ (4) \]
where \( f \) is the nonlinear function, \( X(t) \) is the state vector and \( U(t) \) is the input vector.

The main idea of this method was to describe the model (4) by a finite number of linear subsystems.

To obtain a T-S model, we can use the following[13]:

**Lemma1.** For \( x \in [a, b] \), \( a > 0 \) and \( b > 0 \) either \( f(x) : \mathbb{R} \rightarrow \mathbb{R} \) a bounded function, then there are always two functions \( h_1(x) : \mathbb{R} \rightarrow \mathbb{R} \), \( h_2(x) : \mathbb{R} \rightarrow \mathbb{R} \) and two scalars \( \alpha \) and \( \beta \) satisfying the following properties
\[ h_1(x) + h_2(x) = 1, \ h_1(x) > 0, \ h_2(x) > 0 \text{ and } f(x) = \alpha h_1(x) + \beta h_2(x). \]

Where:
\[ h_1(x) = \frac{f(x) - f_{\text{min}}}{f_{\text{max}} - f_{\text{min}}}, \ h_2(x) = \frac{f_{\text{max}} - f(x)}{f_{\text{max}} - f_{\text{min}}}, \ \alpha = f_{\text{max}} \text{ and } \beta = f_{\text{min}}. \]

Then, the T-S fuzzy rule is written [14–19]:
\[ R^i : \text{ if } Z_1 \text{ is } F^i_1(z_1(t)) \text{ and } Z_p \text{ is } F^i_p(z_p(t)) \]

Then:
\[
\dot{X}(t) = \frac{1}{\sum_{i=1}^{r} w_i(Z(t))} \left\{ \sum_{i=1}^{r} h_i(Z(t)) \left[ A_i X(t) + B_i U(t) \right] \right\} = \frac{1}{\sum_{i=1}^{r} w_i(Z(t))} \left\{ \sum_{i=1}^{r} h_i(Z(t)) \left[ A_i X(t) + B_i U(t) \right] \right\}
\]

(5)

where \(w_i(Z(t))\) is a weight,

\[
w_i(Z(t)) = \prod_{j=1}^{p} F_{ij}(Z(t))
\]

\(\forall t \geq 0; i = 1,2, \ldots, r\)

(6)

Then, the linear TS system is described as follows:

\[
\dot{X}(t) = A_z X(t) + B_z U(t)
\]

(7)

with

\[
\begin{align*}
A_z &= h_i(Z(t)) A_i \\
B_z &= h_i(Z(t)) B_i
\end{align*}
\]

2.2.2. PDC Fuzzy Controller Design

The PDC offers a procedure to design a fuzzy controller from a given T-S fuzzy model. To achieve the PDC law, a controlled object (nonlinear system) was first represented by a T-S fuzzy model. In the PDC design, each control rule was designed from the T-S fuzzy model corresponding rule.

A PDC controller, for this T-S model, was defined as follows [20]:

\[
U(t) = - \sum_{i=1}^{r} h_i(Z(t)) F_{ij} X(t) = -F_z X(t)
\]

(8)

The control law was obtained by calculating the \(F_{ij}\). Then, for a continuous system, a quadratic Lyapunov function was considered [20]:

\[
V(x(t)) = x^T(t) P x(t)
\]

(9)

with:

\[
\begin{align*}
P &> 0 \\
\dot{V}(x) &< 0
\end{align*}
\]

This led to LMI conditions that had to be solved to determine the feedback gains [13].

Let's use:

\[
XA_z^T + A_z X - M_z^T B_z^T - B_z M_z < 0
\]

(10)

with:

\[
X = P^{-1}
\]

\[
F_{ij} = M_{ij} P^{-1}
\]

Equation (10) is verified if [21,22]:

\[
\sum_{i=1}^{r} h_i(Z(t)) = 1
\]
∀i, Y_{ii} < 0 \quad (11)

∀i, j, i < j, Y_{ij} + Y_{ji} < 0 \quad (12)

Y_{ij} = XA_i^T + A_iX_i^T - B_jM_i - M_i^T B_j < 0 \quad (13)

These LMI conditions are very conservative. To reduce this conservativeness, some lemmas are used:

**Lemma 2.** Matrices $X$, $Y$ and $R$ being of appropriate sizes such that [13, 23]:

\[
\begin{pmatrix}
Y - XR^{-1}X^T > 0
\end{pmatrix} \iff
\begin{pmatrix}
Y \\
X^T \\
R
\end{pmatrix}
\]

(*) represents all terms induced by symmetry in a symmetric matrix.

**Lemma 3.** The two next problems are equivalent [21, 23]:

(i) Find $P > 0$, such that:

\[ T + A_i^T P + PA < 0 \quad (15) \]

(ii) Find $P > 0$, $L$, $G$ such that:

\[ \begin{pmatrix}
T + A_i^T L + LA \\
P - L + G^T A - G - G^T
\end{pmatrix} < 0 \quad (16) \]

**Lemma 4.** Let the matrices $Y_{ij}$ and the condition be [4, 21]:

\[ Y_{zz} = \sum_{i=1}^{r} h_i(z)Y_{ii} + \sum_{j=1}^{r} \sum_{i=1}^{r} h_i(z)h_j(z)(Y_{ij} + Y_{ji}) < 0 \quad (17) \]

Equation (16) is verified if there are $Q_i$ and $Q_{ij}$, ($i > j$) such that the following conditions are respected:

\[ \forall i, Y_{ii} < Q_{ii} \quad (18) \]

\[ \forall i, j, i < j, Y_{ij} + Y_{ji} < Q_{ij} + Q_{ji} \quad (19) \]

\[ \begin{pmatrix}
Q_{11} \\
Q_{21} & Q_{22} \\
\vdots & \ddots & \ddots \\
Q_{11} & \cdots & Q_{r(i-1)} & Q_{rr}
\end{pmatrix} < 0 \quad (20) \]

With the increase in the number of nonlinearities in the model, we obtain an important number of LMI conditions that the solver cannot find feasible solutions. In this regard, it is important to decrease the number of nonlinearities and get a minimum number of fuzzy rules. To this end, a TS fuzzy rules reduction by uncertainties was proposed.
2.3. TS fuzzy Rules Reduction by Uncertainties

2.3.1. Uncertain TS Fuzzy Model

This technique is based on considering some nonlinearities as uncertainties in the system model [16,21,24–27].

Then, the system (5) becomes of the following form:

\[
\dot{X}(t) = \sum_{i=1}^{r} h_i \left\{ (A_i + \Delta A_i)X(t) + (B_i + \Delta B_i)U(t) \right\}
\]  

(21)

with:

\[
\Delta A_i = H_a \cdot \Delta a_i \cdot E a_i, \ \Delta B_i = H_b \cdot \Delta b_i \cdot E b_i
\]

(22)

where \(H_a, H_b, E a_i, E b_i\) are constant matrices and:

\[
\Delta a_i \cdot \Delta a_i^T < 1, \ \Delta b_i \cdot \Delta b_i^T < 1
\]

(23)

System (21) can also be written in the following form:

\[
\dot{X}(t) = (A_z + \Delta A_z)X(t) + (B_z + \Delta B_z)U(t)
\]

(24)

Let be a nonlinear function \(\alpha(t) \in \left[ \alpha_{\min}, \alpha_{\max} \right]\), then:

\[
\alpha_i(t) = \alpha_{\min} + \beta(t)\alpha_i, \ i = 1\ldots n
\]

(25)

where:

\(n\): is number of uncertainties

\[
\left\{ \begin{array}{l}
\alpha_{\min} = 0.5(\alpha_{\max} + \alpha_{\min}) \\
\alpha_{\max} = 0.5(\alpha_{\max} - \alpha_{\min}) \\
\beta(t) \in [-1, 1]
\end{array} \right.
\]

2.3.2. System Stability and Robustness with Uncertainties

We considered a Lyapunov quadratic function [21]:

\[
V(x) = x^T P x
\]

To guarantee the stability of the system the decay rate \(\delta\) was selected, so we had to have [21]:

\[
\dot{V}(x) < -2\delta V(x)
\]

(26)

Using the fact that [21]:

\[
\lambda_{\min}(P)\|x(t)\|^2 \leq V(x(t)) = x^T(t)Px(t) \leq \lambda_{\max}(P)\|x(t)\|^2
\]

(27)

\(\lambda_{\min}(.)\) and \(\lambda_{\max}(.)\) are respectively small and large eigenvalues.

So,

\[
\|x(t)\| \leq \frac{1}{\lambda(P)^{1/2}_{\min}} \lambda(P)^{1/2}\|x(0)\|e^{-\delta t}
\]

(28)

\[
\lambda(P)_{\min}\|x(t)\|^2 \leq V(x(0))e^{-2\delta t} \leq \lambda(P)_{\max}\|x(0)\|^2 e^{-2\delta t}
\]

(29)
\[ \|x(t)\| \leq \frac{\lambda(P)^{1/2}}{\lambda(P)^{1/2} + \lambda(P)_{\text{min}}} \|x(0)\| e^{-\delta t} \]  

(30)

For all the initial conditions \( x(0) \)

Inserting Equation (8) in (22), the closed-loop can be written as:

\[
\dot{X}(t) = (A_z - B_z F_z + \Delta A_z - \Delta B_z F_z) X(t)
\]

(31)

Equation (9) corresponds to:

\[
X^T \left\{ (A_z - B_z F_z + \Delta A_z - \Delta B_z F_z)^T P + P (A_z - B_z F_z + \Delta A_z - \Delta B_z F_z) + 2 \delta P \right\} X < 0
\]

(32)

Using the after, pre, and post multiplication by \( X = P^{-1} \) with \( M_z = F_z P^{-1} \), the Equation (32) becomes:

\[
XA_z^T + A_z X - M_z^T B_z^T - B_z M_z + X \Delta A_z^T + \Delta A_z X - M_z^T \Delta B_z - \Delta B_z M_z + 2 \delta X < 0
\]

(33)

with

\[
\begin{align*}
\Delta A_z &= H \Delta a_z(t) E_a z \\
\Delta B_z &= H \Delta b_z(t) E_b z
\end{align*}
\]

Then,

\[
XA_z^T + A_z X - M_z^T B_z^T - B_z M_z + X \Delta A_z^T + X \Delta a_z E_a z H^T + H \Delta a_z E_a z X - X E_b z H \Delta b_z H^T + 2 \delta X < 0
\]

(34)

By considering the following property [21]:

\[
X^T Y + Y^T X \leq \tau X^T X + \tau^{-1} Y^T Y \quad \text{and} \quad \tau > 0
\]

(35)

with \( \tau a_z > 0 \) and \( \tau b_z > 0 \).

Then Equation (35) would be written in the following form:

\[
\begin{align*}
XA_z^T + A_z X - M_z^T B_z^T - B_z M_z + 2 \delta X + \tau a_z^{-1} X E_a z \Delta a_z E_a z X + \tau a_z H H^T + \\
\tau b_z^{-1} X E_b z H \Delta b_z H b_z E_b z X + \tau b_z H H^T &< 0
\end{align*}
\]

(36)

By construction: \( \Delta a_z^T \Delta a_z \leq I \) and \( \Delta b_z^T \Delta b_z \leq I \), Equation (36) is established if:

\[
\begin{align*}
XA_z^T + A_z X - M_z^T B_z^T - B_z M_z + 2 \delta X + \tau a_z^{-1} X E_a z E_a z X + \tau a_z H H^T + \\
\tau b_z^{-1} X E_b z H \Delta b_z H b_z E_b z X + \tau b_z H H^T &< 0
\end{align*}
\]

(37)

or equivalently:

\[
\begin{align*}
XA_z^T + A_z X - M_z^T B_z^T - B_z M_z + 2 \delta X + X E_a z \tau a_z^{-1} E_a z X + \tau a_z H \tau a_z^{-1} H^T \tau a_z + \\
X E_b z \tau b_z^{-1} E_b z X + \tau b_z H \tau b_z^{-1} H^T \tau b_z &< 0
\end{align*}
\]

(38)

The use of Lemma 2 gives:
For a robust stabilization, the used LMI condition is [21]:

\[
\begin{bmatrix}
XA_i^T + A_iX_i^T - B_iM_i & \tau_aX \tau_aH & XEa_i^T \tau_aH & M_i^T Eb_i^T \\
-M_i^T B_j^T + 2\delta X & -\tau a_i I & 0 & 0 & 0 \\
\tau a_i H^T & -\tau a_i I & 0 & 0 & 0 \\
Ea_i X & 0 & -\tau a_i I & 0 & 0 \\
\tau b_i H^T & 0 & 0 & -\tau b_i I & 0 \\
Eb_i M_j & 0 & 0 & 0 & -\tau b_i I \\
\end{bmatrix} < 0
\] (39)

\[
Y_j = \begin{bmatrix}
XA_i^T + A_iX_i^T - B_iM_i & \tau_aX \tau_aH & XEa_i^T \tau_aH & M_j^T Eb_j^T \\
-M_i^T B_j^T + 2\delta X & -\tau a_i I & 0 & 0 & 0 \\
\tau a_i H^T & -\tau a_i I & 0 & 0 & 0 \\
Ea_i X & 0 & -\tau a_i I & 0 & 0 \\
\tau b_i H^T & 0 & 0 & -\tau b_i I & 0 \\
Eb_i M_j & 0 & 0 & 0 & -\tau b_i I \\
\end{bmatrix} < 0
\] (40)

**Theorem 1.** Assuming the uncertain TS model (24), the PDC law (8) and the \(Y_j\) (13), if there exists a matrix \(X > 0\), a scalar \(\tau a_i > 0\), \(\tau b_i > 0\), matrices \(M_i\), \(Q_i\), \(Q_j\), \(i, j \in \{1, \ldots, r\}\), \(i < j\) such that conditions (18), (19) and (20) are verified, then the closed-loop is globally exponentially stable [20].

Figure 3 illustrates the model-based fuzzy control design approach discussed in this paper. To design a fuzzy controller, we need a TS fuzzy model for a nonlinear system. Therefore, the construction of fuzzy models represented an important and basic procedure in this approach.

\[\text{Nonlinear power system} \rightarrow \text{Physical model} \rightarrow \text{Fuzzy model (TS fuzzy model)} \rightarrow \text{TS fuzzy rules reduction by uncertainties} \rightarrow \text{PDC} \rightarrow \text{Design Fuzzy controller} \]

**Figure 3.** Fuzzy controller design-based model.
2.4. Application: Stabilization of SMIB Power System by T-S Fuzzy PDC Controller

2.4.1. System Test

The proposed controller is tested on a power system presented in Figure 1. The objective of this section was to design a robust controller in order to ensure that all signals in the closed-loop system reached the desired state. As perturbation, the power system is affected by an unexpected default at line transmission $X_{L2}$ during the time $t_f$.

So, three states (pre-fault, during fault, post-fault) were presented with [11]:

$$
\begin{cases}
X_{L1} = \text{pre-fault state } t < t_1 = 1s \\
0 = \text{during fault state } t_1 < t < t_2 = t_1 + t_f \\
X_{L1} = \text{post-fault state } t > t_2
\end{cases}
$$

In this work, the objective was to control the voltage reference $V_{ref}$, which affects directly the voltage excitation $E_{ref}$ of the synchronous machine, calculated in the three states (pre-fault, during fault, post-fault). Then, the global control law would be as follows:

$$
V_{ref} = \begin{cases}
V_{ref} (\text{pre-fault}) & t < t_1 = 1s \\
V_{ref} (\text{during-fault}) & t_1 < t < t_2 = t_1 + t_f \\
V_{ref} (\text{post-fault}) & t > t_2
\end{cases}
$$

2.4.2. Construction of T-S Fuzzy Model for SMIB Power System

According to the system Equation (4), there are 4 nonlinearities:

$$
\begin{align*}
z_1 &= \sqrt{\left(\frac{K_1 \sin(\delta)}{\delta}\right)^2 + \left(\frac{K_2 E_{ref}}{\delta} + K_3 \cos(\delta)\right)^2} \\
z_2 &= \sin(\delta) \\
z_3 &= \frac{\sin(2\delta)}{2\delta} \\
z_4 &= \frac{\cos(\delta)}{\delta}
\end{align*}
$$

That leads to $2^4 = 16$ linear models.

Then the fuzzy system has the state-space form:

$$
\dot{X}(t) = \sum_{i=1}^{16} h_i(z(t))(A_iX(t) + B_iu(t))
$$

The pair $(A_i, B_i)$ for the first model can be written as follows:
The other 15 models, having the same form as the first, are obtained by permuting $z_{\text{max}}$ and $z_{\text{min}}$, for $i = 1 \ldots 4$. In this case, it is difficult to find the feedback gains of the controller because the number of LMI conditions is important. Then, the solver cannot get a solution to this problem. To avoid the exponential increase in the rules number related to the nonlinear functions, the T-S model with uncertainties is proposed and developed.

2.4.3. Nonlinearities Reduction by Uncertainties

This method consists of considering some nonlinearities as uncertainties. Then the fuzzy model obtained contains less number of rules that can facilitate the resolution of LMI conditions.

To our knowledge, there is no systematic method for the choice of the nonlinearities considered in the uncertainties (number and choice of non-linearities) related to the dynamics of the system. To meet this challenge, we tried several combinations concerning the number of nonlinearities. For example, we treated the case of two nonlinearities in the simulation and results section. The best result was given by the choice of a single nonlinearity $Z_1$ and the others were considered as uncertainties.

Then we considered a single nonlinearity:

$$z_i = \sqrt{(K_{\text{i}} \sin(\delta))^2 + (\frac{K_{\text{2}} E_{\text{q}}}{\delta} + K_{\text{3}} \cos(\delta))^2}$$

Using Lemma 1, $Z_i$ can be written in the following form:

$$z_i(t) = \frac{z_i(t) - z_{\text{min}}}{z_{\text{max}} - z_{\text{min}}} z_{\text{max}} + \frac{z_{\text{max}} - z_i(t)}{z_{\text{max}} - z_{\text{min}}} z_{\text{min}}$$

$$= h_1^i(t) z_{\text{max}} + h_2^i(t) z_{\text{min}}$$
with $z_{\text{max},0} = \sqrt{(K_{10})^2 + (K_{20} \frac{E_{q0}}{\varepsilon} + \frac{K_{30}}{\varepsilon})^2}$ at $t < t_1 = 1s$

$z_{\text{min},0} = \sqrt{(K_{10} \frac{2}{\pi})^2 + (2K_{20} \frac{E_{q0}}{\pi} + 2K_{30} \frac{E}{\pi})^2}$

$z_{\text{max},d} = \sqrt{(K_{1d})^2 + (K_{2d} \frac{E_{q0}}{\varepsilon} + \frac{K_{3d}}{\varepsilon})^2}$ at $t_1 < t < t_2$ and $E_{q0} < E_q < E_{q0}$.

$z_{\text{min},d} = \sqrt{(K_{1d} \frac{2}{\pi})^2 + (2K_{2d} \frac{E_{q0}}{\pi} + 2K_{3d} \frac{E}{\pi})^2}$

$z_{\text{max},1} = \sqrt{(K_{11})^2 + (K_{21} \frac{E_{q0}}{\varepsilon} + \frac{K_{31}}{\varepsilon})^2}$ at $t > t_2$

$z_{\text{min},1} = \sqrt{(K_{11} \frac{2}{\pi})^2 + (2K_{21} \frac{E_{q0}}{\pi} + 2K_{31} \frac{E}{\pi})^2}$

The 3 other nonlinearities were transformed into uncertainties using Expression (25).

- For the first nonlinearities $\alpha_1(t) = \sin(\delta)$ we can write with $\beta(t) = 1$: $\alpha_i(t) = \alpha_{im} + \beta(t)\alpha_{ir}$, where:

  \[
  \begin{align*}
  \alpha_{im} &= 0.5 \times (\alpha_{1\text{max}} + \alpha_{1\text{min}}) \\
  \alpha_{ir} &= 0.5 \times (\alpha_{1\text{max}} - \alpha_{1\text{min}})
  \end{align*}
  \]

  and $\alpha_{1\text{max}} = \varepsilon$ and $\alpha_{1\text{min}} = 1$

- For the second nonlinearities $\alpha_2(t) = \frac{\sin(2\delta)}{2\delta}$ we can write with $\beta(t) = 1$: $\alpha_i(t) = \alpha_{2m} + \beta(t)\alpha_{2r}$, where:

  \[
  \begin{align*}
  \alpha_{2m} &= 0.5 \times (\alpha_{2\text{max}} + \alpha_{2\text{min}}) \\
  \alpha_{2r} &= 0.5 \times (\alpha_{2\text{max}} - \alpha_{2\text{min}}) \\
  \alpha_{2\text{max}} &= \frac{2\varepsilon}{\pi} \\
  \alpha_{2\text{min}} &= 1
  \end{align*}
  \]

- For the third nonlinearities $\alpha_3(t) = \cos(\delta)$ we can write with $\beta(t) = 1$: $\alpha_i(t) = \alpha_{3m} + \beta(t)\alpha_{3r}$, where:

  \[
  \begin{align*}
  \alpha_{3m} &= 0.5 \times (\alpha_{3\text{max}} + \alpha_{3\text{min}}) \\
  \alpha_{3r} &= 0.5 \times (\alpha_{3\text{max}} - \alpha_{3\text{min}}) \\
  \alpha_{3\text{max}} &= \frac{2\varepsilon}{\pi} \\
  \alpha_{3\text{min}} &= \frac{1}{\varepsilon}
  \end{align*}
  \]

Using a single nonlinearity, two rules were obtained, the model is:

$$\dot{X}(t) = \sum_{i=1}^{2} h_i \{(A_i + \Delta A_i)X(t) + BU(t)\}$$

For example, The T-S fuzzy model of the pre-fault state is constructed as follows:

**Rule 1.** $R^1$ : if $z_i$ is $h_{i0}^1$, Then $\dot{X} = (A_i + \Delta A_i)X + B_iU$.

**Rule 2.** $R^2$ : if $z_i$ is $h_{i0}^2$, Then $\dot{X} = (A_2 + \Delta A_2)X + B_2U$, where:
\[
A = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{2n} & a_1 & \alpha_{1n} & 0 & 0 & 0 & 0 & 0 \\
\alpha_{3n} & 0 & -a_h & a_7 & 0 & 0 & 0 & 0 \\
\frac{K_a}{T_a} & \frac{a}{\min 0} & 0 & 0 & \frac{1}{T_u} & 0 & 0 & 0 \\
\end{pmatrix}
\]

\[
\Delta A = \begin{pmatrix}
\alpha_{2r} & 0 & \alpha_{1r} \\
\alpha_{3r} & 0 & \cdots & \vdots \\
0 & \vdots & \ddots & \vdots \\
0 & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & 0 \\
\end{pmatrix}
\]

\[
A = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
\alpha_{2n} & a_1 & \alpha_{1n} & 0 & 0 & 0 & 0 & 0 \\
\alpha_{3n} & 0 & -a_h & a_7 & 0 & 0 & 0 & 0 \\
\frac{K_a}{T_a} & \frac{a}{\min 0} & 0 & 0 & \frac{1}{T_u} & 0 & 0 & 0 \\
\end{pmatrix}
\]
The input matrices $B_1$ and $B_2$ are:

$$B_1 = B_2 = B = \begin{bmatrix} 0 & 0 & \frac{K_a}{T_a} & 0 & 0 & 0 & 0 \end{bmatrix}$$

From Expression (22) of uncertainties:

$$\Delta A_1 = \Delta A_2 = H_a \Delta a(t) E_a$$

with:

$$E_a = \begin{bmatrix} 0 & \cdots & \cdots & \cdots & 0 \\ \alpha_{2r} & 0 & \alpha_{1r} & \cdots & \cdots \\ \alpha_{3r} & 0 & \cdots & \cdots & \cdots \\ 0 & \cdots & \cdots & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & \cdots & \cdots & \cdots \end{bmatrix}$$

$$H_a = \begin{bmatrix} 0 & \cdots & \cdots & \cdots & 0 \\ \cdots & 1 & 0 & \cdots & \cdots \\ 0 & 1 & 0 & \cdots & \cdots \\ \cdots & 0 & 0 & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & \cdots & \cdots & 0 \end{bmatrix}$$

$$\Delta a = \begin{bmatrix} 0 & \cdots & \cdots & \cdots & 0 \\ \cdots & 1 & 0 & \cdots & \cdots \\ 0 & 1 & 0 & \cdots & \cdots \\ \cdots & 0 & 0 & \cdots & \cdots \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & \cdots & \cdots & \cdots & 0 \end{bmatrix}$$
B is a constant vector then:

$$\Delta B_1 = \Delta B_2 = H_b \Delta b(t) E_b = 0$$

In the next sub-section, the proposed approach using the T-S model with uncertainties was compared with the Taylor linearization method to prove the efficiency of this approach.

2.4.4. Taylor Linearization

For the system $$\dot{X} = f(X, U)$$, the Taylor series can be expressed as follows:

$$f(X, U) = f(X_0, U_0) + \frac{\partial f}{\partial X} \bigg|_{X_0, U_0} (X - X_0) + \frac{\partial f}{\partial U} \bigg|_{X_0, U_0} (U - U_0) \tag{41}$$

Then, this Taylor series was applied to system (4) for the three states:

- Pre-fault state:

$$\begin{align*}
\delta &= f(\delta_0) = \frac{\partial f}{\partial \delta} \bigg|_{\delta_0, \omega_0} \\
\omega &= f(\delta, \omega, E_{pq}) = \frac{\partial f}{\partial \delta} \bigg|_{\delta_0, \omega_0, E_{pq_0}} + \frac{\partial f}{\partial \omega} \bigg|_{\delta_0, \omega_0, E_{pq_0}} \omega + E_{pq_0} \cdot E_{pq_0} \cdot E_{pq_0} \cdot E_{pq_0} \cdot E_{pq_0} \\
&= \omega_0 + \omega_0 \delta + a_2 \cos(\delta_0) \nu_{pq_0} - a_2 \sin(\delta_0) \nu_{pq_0} + a_2 a_2 + \omega_0 \nu_{pq_0} + a_2 \nu_{pq_0} \\
E_{pq_0} &= f(\delta, E_{pq_0}, E_{\mu}) = -a_2 \sin(\delta_0) \delta + a_2 E_{pq_0} + a_2 E_{\mu_0} \\
E_{\mu_0} &= f(\delta, E_{pq_0}, E_{\mu_0}, V_{pq_0}, U) \\
&= \frac{1}{T_4} \left[ \begin{array}{c}
V_{pq_0} \\
2K_{pq_0} \cos(\delta_0) \sin(\delta_0) - 2K_{pq_0} \sin(\delta_0) \cos(\delta_0) + 2K_{pq_0} E_{pq_0} \sin(\delta_0) \delta_0 \\
-2 \sqrt{(K_{pq_0} \sin(\delta_0))^2 + (K_{pq_0} \cos(\delta_0))^2} & - \nu_{pq_0} \nu_{pq_0} \nu_{pq_0} \nu_{pq_0} \nu_{pq_0} \nu_{pq_0} \nu_{pq_0} \nu_{pq_0}
\end{array} \right]
\end{align*}$$

with

$$
\delta' = \delta - \delta_0, \quad \omega' = \omega - \omega_0, \\
E_{pq}' = E_{pq_0} - E_{pq_0}, \quad E_{\mu}' = E_{\mu_0} - E_{\mu_0}, \\
V_1' = V_1 - V_2, \quad V_2' = V_2 - V_2, \\
V_3' = V_3 - V_3, \quad V_{pq}' = V_{pq_0} - V_{pq_0}
$$
During fault state:

The equilibrium point during the fault is the same after the fault elimination. Then,

\[
A_0 = \begin{pmatrix}
    0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
    -a_z \cos(\delta_i)E_{\psi 0} + 2a_z \cos(2\delta_i) & a_1 & -a_z \sin(\delta_i) & 0 & 0 & 0 & 0 & 0 \\
    -a_z \sin(\delta_i) & 0 & -a_6 & a_7 & 0 & 0 & 0 & 0 \\
    \frac{K_a}{T_a} f_{10} & 0 & \frac{K_a}{T_a} f_{20} & -\frac{1}{T_a} & 0 & 0 & \frac{K_a}{T_a} & 0 \\
    0 & a_k & 0 & 0 & \frac{1}{T_\omega} & 0 & 0 & 0 \\
    0 & a_q & 0 & 0 & a_{ii} & -\frac{1}{T_2} & 0 & 0 \\
    0 & a_{i1} & 0 & 0 & a_{ii} & a_{i3} & -\frac{1}{T_4} & 0 \\
    0 & a_{i4} & 0 & 0 & a_{ii} & a_{i6} & \frac{1}{T_E} & -\frac{1}{T_E}
\end{pmatrix}
\]

\[
A_d = \begin{pmatrix}
    0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
    -a_z \cos(\delta_i)E_{\psi 0} + 2a_z \cos(2\delta_i) & a_1 & -a_z \sin(\delta_i) & 0 & 0 & 0 & 0 & 0 \\
    -a_z \sin(\delta_i) & 0 & -a_6 & a_7 & 0 & 0 & 0 & 0 \\
    \frac{K_a}{T_a} f_{1d} & 0 & \frac{K_a}{T_a} f_{2d} & -\frac{1}{T_a} & 0 & 0 & \frac{K_a}{T_a} & 0 \\
    0 & a_k & 0 & 0 & \frac{1}{T_\omega} & 0 & 0 & 0 \\
    0 & a_q & 0 & 0 & a_{ii} & -\frac{1}{T_2} & 0 & 0 \\
    0 & a_{i1} & 0 & 0 & a_{ii} & a_{i3} & -\frac{1}{T_4} & 0 \\
    0 & a_{i4} & 0 & 0 & a_{ii} & a_{i6} & \frac{1}{T_E} & -\frac{1}{T_E}
\end{pmatrix}
\]

With

\[
\begin{align*}
    \delta' &= \delta - \delta_i, \quad \omega' = \omega - \omega_i, \quad E'_{pq} \\
    &= E_{pq} - E_{pq1}, \quad E'_{fd} = E_{fd} - E_{fd1}, \\
    V'_1 &= V_1 - V_{11}, V'_2 = V_2 - V_{21}, V'_3 \\
    &= V_3 - V_{31}, V'_{ps} = V_{ps} - V_{ps1}
\end{align*}
\]

\[
\begin{align*}
f_{1d} &= \frac{2(K_{id} \cos(\delta_i) \sin(\delta_i) - 2K_{id} \sin(\delta_i) \cos(\delta_j) + 2K_{id} E_{pq} \sin(\delta_j))}{2\sqrt{(K_{id} \sin(\delta_j))^2 + (K_{id} E_{pq} + K_{id} \cos(\delta_j))^2}} \\
f_{2d} &= \frac{2(K_{id} K_{ld} \cos(\delta_i) + K_{ld} E_{pq})}{2\sqrt{(K_{id} \sin(\delta_j))^2 + (K_{ld} E_{pq} + K_{ld} \cos(\delta_j))^2}}
\end{align*}
\]

Post-fault state:
\[
A = \begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-a_2 \cos(\delta_e)E_{el}^* + 2a_2 \cos(2\delta_e) & a_2 & -a_2 \sin(\delta_e) & 0 & 0 & 0 & 0 & 0 \\
-a_2 \sin(\delta_e) & 0 & -a_2 & a_2 & 0 & 0 & 0 & 0 \\
K_a \frac{f_{11}}{T_a} & 0 & K_a \frac{f_{12}}{T_a} & \frac{1}{T_a} & 0 & 0 & 0 & \frac{K_a}{T_a} \\
0 & a_3 & 0 & 0 & \frac{1}{T_a} & 0 & 0 & 0 \\
0 & a_4 & 0 & 0 & a_{10} & \frac{1}{T_a} & 0 & 0 \\
0 & a_{11} & 0 & 0 & a_{12} & a_{13} & \frac{1}{T_a} & 0 \\
0 & a_{14} & 0 & 0 & a_{15} & a_{16} & \frac{1}{T_a} & \frac{1}{T_a}
\end{pmatrix}
\]

with

\[
\begin{align*}
f_{11} &= \frac{2(K_{11} \cos(\delta_e) \sin(\delta_e) - 2K_{11} \sin(\delta_e) \cos(\delta_e) + 2K_{21}K_{11}E_{gel} \sin(\delta_e))}{2\left[(K_{11} \sin(\delta_e))^2 + (K_{21}E_{gel} + K_{31}) \cos(\delta_e))^2\right]} \\
f_{12} &= \frac{2(K_{11} \cos(\delta_e) + K_{21}E_{gel})}{2\left[(K_{11} \sin(\delta_e))^2 + (K_{21}E_{gel} + K_{31}) \cos(\delta_e))^2\right]}
\end{align*}
\]

\[B = \begin{pmatrix} 0 & 0 & 0 & 0 & \frac{K_a}{T_a} & 0 & 0 & 0 \end{pmatrix}\]

3. Results

Simulation studies were conducted on the SMIB power system, presented in Figure 1, in order to check the performance of the proposed nonlinear control scheme. The model of the studied power system was built in MATLAB/SIMULINK environment as shown in Figure 4.

The system parameters given in Table 1 represent the data of the studied power system (synchronous machines constants, transmission line constants, PSS constants, AVR constants). The initial conditions of the state variables for the power system model, presented in Section 2, are computed by systematically solving the load flow program of the network first, and then computing the other algebraic and state variables given in Table 2. This program is based on the Newton–Raphson method [10].

| Variables | Values | Variables | Values |
|-----------|--------|-----------|--------|
| \(P_e\)   | 0.9    | \(X_{L2}\) | 0.93   |
| \(Q_e\)   | 0.436  | \(X_r\)   | 0.15   |
| \(V_t\)   | 1      | \(K_a\)   | 250    |
| \(f\)     | 50     | \(T_\alpha\)| 0.015  |
| \(X_d\)   | 1.81   | \(T_1\)   | 0.9471 |
| \(X_q\)   | 1.494  | \(T_2\)   | 1.0175 |
| \(X_{d\prime}\) | 0.3    | \(T_3\)   | 0.6725 |
| \(X_{q\prime}\) | 0.65   | \(T_4\)   | 0.6756 |
| \(T_{\alpha 0}\)| 8      | \(K_{w}\) | 45.8373 |
| \(H\)     | 3.5    | \(T_w\)   | 1.0871 |
| \(D\)     | 0.01   | \(T_k\)   | 1      |
| \(X_{L1}\)| 0.5    |           |        |
Table 2. System state.

| Variables | Values |
|-----------|--------|
| $\delta_0$ | 1.178  |
| $w_0$     | 0      |
| $E_{q0}$  | 1.0474 |
| $E_{fd0}$ | 2.4160 |
| $V_{10}, V_{20}, V_{30}, V_{ps0}$ | 0 |
| $\delta_d$ | 1.368  |
| $\omega_d$ | 0      |
| $E_{qd}$  | 1.0474 |
| $E_{fd}$  | 2.4160 |
| $V_{1d}, V_{2d}, V_{3d}, V_{psd}$ | 0 |

Figure 4. Simulink Model of the studied power system.

The Critical Clearing Time (CCT) without regulator is $t_c = 1.112s$. To prove the robustness of the proposed regulator, it was revealed that during fault time $t_f = 2s$ is greater than $t_c$.

For simulations, the model rules were chosen for:

$$\varepsilon < \delta < -\varepsilon, \quad \varepsilon = 0.1 \text{ and } E_{qr} = 0.1,$$
The feedback gains of the Takagi–Sugeno Fuzzy Logic Controller (TS-FLC) were calculated by using the relaxed stability LMI conditions satisfying Theorem 1.

3.1. Comparison: One Nonlinearity (Two-Rule Model) and Two Nonlinearities (Four-Rule Model).

As said in Section 2.3, we performed many simulation tests for the choice of the linearities number considered in the system model. We presented, as an example, the case of one nonlinearity (two-rule model) and two nonlinearities (four-rule model).

The results shown in Figures 5–9 illustrate the comparative studies between the two cases. The design of the regulators includes the study, analysis and verification of stability.

![Figure 5. Rotor angle responses.](image1)

![Figure 6. Speed deviation responses.](image2)

![Figure 7. Transient voltage deviations.](image3)
Figure 5 shows the variation of the rotor angle which starts from the initial value $\delta_0$ to the desired value $\delta_d$ calculated previously. When the fault is applied, at $t = 1$ s with a fault time $t_f = 2$ s greater than the critical cleaning time $t_{cc}$, we can clearly see a slight overshoot. Similarly for the variation of the speed deviation, presented in Figure 6, it can be seen that the disturbance generates a small peak value which is eliminated rapidly and the speed deviation tends towards the desired value.

Based on the voltage curves given by Figures 7–9, there is a slight fluctuation in these voltages which remains stable during and after the disturbance.

In view of these results, it can be seen that the power system returns to the desired state within a few seconds after applying the fault in a critical situation (fault duration greater than the critical cleaning time). Even if the duration of the fault is further increased, the system regains its equilibrium point. This proves the robustness of the proposed controller.

Figure 10 shows the control law variation. It is clear that the two-rule model has a lower amplitude at fault application. In addition, this fuzzy model is insensitive to the perturbation. Then the two-rule model is adopted for the design of the PDC controller.
It appears from the above simulation curves that the system dynamics are faster for the control law corresponding to the two-rule model. It can be easily seen from these figures that the proposed design method for the two-rule model is much superior in performance than the four-rule model.

3.2. TS fuzzy PDC Controller Law

In the PDC design, each control rule is associated with the corresponding two rules of a TS fuzzy model. The obtained values feedback gains $F_i$ for the proposed TS-FLC-2 rules, in the three states, are the following:

- For the Pre-fault state the control law is:
  \[ U(t < t_p) = -\sum_{i=1}^{2} h_i(Z(t))F_iX(t) = -(h_{pr1}^1F_{pr1} + h_{pr2}^1F_{pr2})X(t) \]
  \[
  F_{pr1} = \begin{bmatrix} -10.9398 & -3.665 & 18.2035 & 0.0174 & -0.0146 & -0.0067 & -0.0067 & 1.0052 \\ 1.0052 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}
  \]
  \[
  F_{pr2} = \begin{bmatrix} -15.2665 & -3.3679 & 18.2106 & 0.0174 & -0.0146 & -0.0067 & -0.0067 & 1.0052 \\ 1.0052 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}
  \]

- During fault state the control law is:
  \[ U(t_p < t < t_d) = -\sum_{i=1}^{2} h_i(Z(t))F_iX(t) = -(h_{df1}^1F_{df1} + h_{df2}^1F_{df2})X(t) \]
  \[
  F_{df1} = \begin{bmatrix} -19.9042 & -2.4731 & 19.9329 & 0.0101 & -0.0086 & -0.0031 & -0.0032 & 1.0026 \\ 1.0026 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}
  \]
  \[
  F_{df2} = \begin{bmatrix} -10.7063 & -2.4736 & 19.9371 & 0.0101 & -0.0086 & -0.0031 & -0.0032 & 1.0026 \\ 1.0026 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}
  \]

- For the Post-fault state the control law is:
  \[ U(t_d < t < t_o) = -\sum_{i=1}^{2} h_i(Z(t))F_iX(t) = -(h_{po1}^1F_{po1} + h_{po2}^1F_{po2})X(t) \]
  \[
  F_{po1} = \begin{bmatrix} -12.7622 & -3.7120 & 16.1576 & 0.0214 & -0.0166 & -0.0083 & -0.0082 & 1.0061 \\ 1.0061 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}
  \]
  \[
  F_{po2} = \begin{bmatrix} -11.0313 & -3.7109 & 16.1524 & 0.0214 & -0.0166 & -0.0083 & -0.0082 & 1.0061 \\ 1.0061 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}
  \]

In addition, for the Taylor linearization method, the feedback gain calculated using LMI in the three states are:

- Pre-fault state:
  \[ F_{prT} = \begin{bmatrix} 0.3513 & -0.0030 & 0.7448 & -0.0032 & 0.0004 & -0.0000 & -0.0000 & 0.9996 \\ 0.9996 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]

- During fault state:
  \[ F_{dT} = \begin{bmatrix} 0.2378 & -0.0037 & 0.4380 & -0.0032 & 0.0004 & -0.0000 & -0.0000 & 0.9997 \\ 0.9997 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]

- Post-fault state:
  \[ F_{poT} = \begin{bmatrix} 0.2978 & -0.0035 & 0.8365 & -0.0033 & 0.0003 & -0.0000 & -0.0000 & 0.9997 \\ 0.9997 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]

The application results of the Takagi–Sugeno Fuzzy logic controller TS-FLC-2 rules and Taylor linearization method are shown in Figures 11–14.
From the results of the rotor and speed deviations, the reader can figure out that the proposed TS-FLC-2 rules controller is capable to stabilize the power system with an adequate dynamic behavior and satisfactory accuracy and to damp the magnitude within few seconds. However, for
Taylor linearization, the simulation time is large and the rotor angle reaches the desired point after 30s.

Figures 11–14 show that the power system reaches and convergences to the desired point. So, the proposed method of rule reduction proves its adequacy to improve the system stability within a transient short time response.

Moreover, relying on the response speed, the disturbance sensitivity, the parameters variation, and the system operating point, it is clear that the robustness and performance are guaranteed. Additionally, according to theorem 1, the system is exponentially globally stable.

Consequently, the advantages of the TS-FLC-2-rule controller can be shown whether at the level of the modeling system or the control system or even the simulation results.

Firstly, for the modeling system, the TS-FLC-2-rule controller decreases the complexity of the system by reducing the linear model number assuming the number of nonlinearities as uncertainties, which facilitates the TS model design and leads to the feasibility of LMI conditions.

Secondly, for the controlling system, the advantages of the proposed approach are the optimization of tuning the fuzzy controller using stability conditions in LMI form and reducing damping.

Finally, for the simulation results, the implementation of the TS-FLC-2-rule controller requires less memory space and computational efforts; it also reduces the simulation time.

The proposed methodology can be experimentally validated by using a prototype composed of a micro-network linked to the computer by using a Digital Communication Card (DSP). Figure 15 presents the general functional block diagram of the real practical application.

To validate this approach, a real-time validation using Hardware-in-the-loop (HIL) simulation can be developed. In fact, the HIL simulation represents the virtual model of the system and the real model of the controller. Then, based on testing, the physical model can be validated.

4. Conclusions

The development of electric power systems has shaped and contributed to the progress in technology over the past century. As a result, the power system has become more and more complex. The model of a power system became nonlinear because of the increase in the number of its components. In addition, it can be affected by disturbances that can cause instability. To cope with this problem, a new TS-FLC method was presented and applied for modeling and controlling power systems even in the presence of disturbances. In spite of the fault perturbation presence, the simulation results proved the performance and effectiveness of the two-rule TS-FLC in controlling, and maintaining stability as well as reducing damping.
In this work, the proposed method was examined under a three-phase short circuit with a short duration. The major advantage of this technique is that it allows good accuracy with a significant gain in computing time. In addition, the proposed controller, considered to control electrical power systems stability based on Takagi–Sugeno (T-S) fuzzy models, can be applicable in the case of a real network in order to enable the network operator to control power system stability at any given disturbance and guarantee service continuity and energy quality to the customer. In this regard, the work presented in this paper serves to quantify and simplify the work of engineers and power system operators.

As continuity to this work and after the practical validation of the proposed approach on Single Machine Infinite Bus (SMIB), this method can be tested on a complicated example (multi-machine network). Then, this concept and design will be discussed in detail on a multi-machine network Western System Coordinating Council (WSCC) comprising three generators and nine nodes.
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Nomenclature

| Symbol | Description |
|--------|-------------|
| \( \delta \) | Power angle of the generator, radian |
| \( \omega \) | Rotor speed of the generator, radian/s |
| \( P_m \) | Mechanical power, p.u |
| \( K_D \) | Damping constant, p.u |
| \( H \) | Inertia constant, p.u |
| \( T_{d0}' \) | Direct axis transient short circuit time constant, s |
| \( P_e \) | Active electrical power produced by the generator, p.u |
| \( E_q' \) | Transient EMF in the quadratic axis of the generator, p.u |
| \( E_{st} \) | Equivalent EMF in the excitation system, p.u |
| \( V_t \) | Generator terminal voltage, p.u |
| \( V_b \) | Infinite bus voltage, p.u |
| \( X_T \) | Reactance of the transformer, p.u |
| \( X_L \) | Reactance of the transmission line, p.u |
| \( X_d \) | Direct axis reactance of the generator, p.u |
| \( X_d' \) | Direct axis transient reactance of the generator, p.u |
| \( X_q \) | Quadratic axis reactance of the generator, p.u |
| \( V_{ref} \) | Voltage reference [pu] |
| \( V_{pss} \) | PSS output voltage [pu] |
| \( T_a \) | Time constant of the AVR, s |
| \( K_a \) | Gain of the AVR, p.u. |
| \( T_\omega \) | Time constant of the PSS, s |
| \( K_\omega \) | Gain of the PSS, p.u. |
| \( T_1, T_2 \) | Lead-block time constant of PSS, s |
| \( T_3, T_4 \) | Lag-block time constant of PSS, s |
| \( V_1, V_2 \) and \( V_3 \) | Intermediate variables of the PSS model |
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