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Abstract—Flat-fading channel models are usually invoked for analyzing the performance of massive spatial modulation multiple-input multiple-output (SM-MIMO) systems. However, in the context of broadband SM transmission, the severe inter-symbol-interference (ISI) caused by the frequency-selective fading channels can not be ignored, which leads to very detrimental effects on the achievable system performance, especially for single-carrier SM (SC-SM) transmission schemes. To the best of the author’s knowledge, none of the previous researchers have been able to provide a thorough analysis on the achievable spectral efficiency (SE) of the massive SC-SM MIMO uplink transmission. In this context, the uplink SE of single-cell massive SC-SM MIMO system is analyzed, and a tight closed-form lower bound is proposed to quantify the SE when the base station (BS) uses maximum ratio (MR) combing for multi-user detection. The impacts of imperfect channel estimation and transmit antenna (TA) correlations are all considered. Monte Carlo simulations are performed to verify the tightness of our proposed SE lower bound. Both the theoretical analysis and simulation results show that the SE of uplink single-cell massive SC-SM MIMO system has the potential to outperform the uplink SE achieved by single-antenna UEs.
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I. INTRODUCTION

Recently, with a large number of antennas which are equipped in base station (BS) simultaneously serving different user equipments (UEs) in each cell, massive multiple-input multiple-output (MIMO) system is proposed to achieve a much higher spectral efficiency (SE) comparing with traditional MIMO system, which is considered as a promising technique in next-generation cellular communication networks [1–4]. In addition, with the single radio frequency (RF) chain property, spatial modulation (SM) system is proposed as a novel architecture of MIMO to achieve a higher energy efficiency (EE) than traditional MIMO systems [5, 6]. To simultaneously obtain the benefits of massive MIMO and SM, massive SM-MIMO system is proposed to achieve high SE and EE, in which a huge number of receive antennas (RAs) in base station (BS) and some UEs with more than one transit antennas (TAs) but single RF chain are equipped [7–9].

However, in traditional SM system, the channel is assumed to be a Rayleigh flat fading channel [5, 6], so traditional SM system can only be implemented in narrowband scenarios [10]. With frequency-selective fading property in dispersive channel, traditional SM system can not be deployed in broadband scenarios, so single-carrier SM (SC-SM) system is proposed to preserve the high EE property of SM system [10–12]. In SC-SM system, symbols are transmitted in frame, and cyclic prefix (CP) [11] or zero padding (ZP) [12] is utilized to eliminate the impact of inter-symbol interference (ISI).

Recently, as the combination of SC-SM and massive MIMO, massive SC-SM MIMO system is proposed to achieve both high SE and EE in broadband scenarios, in which a BS with massive RAs provides service for several UEs utilizing SC-SM scheme for uplink transmission [13, 14]. However, until now only the multi-user detection of massive SC-SM MIMO system is under studied [13, 15], and there are no research about the SE analysis of massive SC-SM MIMO system.

Therefore, in this paper, we analyze the achievable SE of uplink single-cell massive SC-SM MIMO system, and a theoretical framework is proposed for deriving the lower bound of SE with different linear combining algorithms in BS. In addition, a novel tight closed-form lower bound of SE in uplink single-cell massive SC-SM MIMO system with maximum ratio (MR) combining is proposed, in which the imperfect channel state information (CSI) is acquired via time-division (TD) orthogonal pilot and zero forcing (ZF) channel estimation algorithm. In this framework, the SE is determined by the mutual information, and the signal-to-interference-plus-noise-ratio (SINR) is derived to calculate the mutual information. With certain algorithms of channel estimation and combining in BS, the closed-form SINR can be derived, then the SE of system can be derived too.

The remainder of this paper is organized as follows. In section II, the system model of uplink single-cell massive SC-SM MIMO, and channel estimation algorithm are introduced. In section III, the framework for SE analysis of uplink single-cell massive SC-SM MIMO system is proposed. In section IV, the tight lower bound of SE in uplink single-cell massive SC-SM MIMO system with MR combining is derived. In section V, Monte Carlo simulation results are presented to show the tightness of our proposed SE lower bound. Finally, section VI concludes this paper.

Notations: The lowercase and uppercase boldface letters denote column vectors and matrices respectively. The operators $(\cdot)^T$, $(\cdot)^H$, $\cdot$ and $\|\cdot\|$ indicate the transposition, conjugate transposition, absolute function and Frobenius norm respectively. $A(i,j)$ denotes the element of matrix $A$ in $i$-th row and $j$-th column. The abbreviation $0_{n \times m}$ denotes an $n$-by-
system is broadband transmission, the dispersive channel in each frame the received symbols can be formulated as follows: symbols transmitted in each frame. With CP-aided SC-SM elements selected from 0 and 1.

developed the following matrix.

denotes the time. Therefore, within each frame, the CSI remains constant. frame, which is equal or shorter to the channel’s coherence

\[ y = \sum_{k=1}^{K} H_k x_k \sqrt{P_k} + n, \]

denotes the received symbols in \( i \)-th symbol period, \( H_k \in \mathbb{C}^{N_r,N_c \times N_s} \) is the channel matrix between \( k \)-th UE and BS, \( x_k = [x_{k1}^T, x_{k2}^T, \ldots, x_{kN_s}^T]^T \in \mathbb{C}^{N_s,N_c \times 1} \) denotes the transmit symbols of \( k \)-th UE in each frame, with \( x_{kl} \in \mathbb{C}^{N_c \times 1} \) denotes the transmit symbols of \( k \)-th UE in \( i \)-th symbol period, \( P_k \) is the transmit power of \( k \)-th UE to guarantee a fair service for each UE, and \( n \in \mathbb{C}^{N_s,N_c \times 1} \) is additive white Gaussian noise (AWGN), of which all elements are independently and identically distributed (i.i.d.) \( \mathcal{CN}(0, \sigma_n^2) \). Besides, with CP head and \( L \) length multipath, the channel matrix of \( k \)-th UE \( H_k \) can be formulated as a block-circulant matrix, which can be formulated as follows \[ (2) \):

\[
\begin{bmatrix}
H_{k0} & 0 & \cdots & 0 & H_{kL-1} & \cdots & H_{k}\n
H_{k1} & H_{k0} & 0 & \cdots & 0 & \cdots & H_{kL-1}\n
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots\n
0 & H_{kL-1} & \cdots & H_{k1} & 0 & \cdots & H_{k}\n
\end{bmatrix},
\]

where \( H_{kl} \in \mathbb{C}^{N_s \times N_c} \) denotes the channel matrix of \( k \)-th UE for \( l \)-th multipath component.

Considering the correlation between TAs, we have:

\[
R_{TX}(i, j) = J_0 \left( \frac{2\pi d |i - j|}{N \lambda} \right),
\]

where \( J_0(\cdot) \) is the zero-order Bessel function of first kind, \( d \) is the device size, and \( \lambda \) is the wavelength of carrier.

As for the uncorrelated time-varying Rayleigh flat fading channel matrix \( G_{kl} \), of which all entries are i.i.d. complex Gaussian random variables subject to \( \mathcal{CN}(0, \alpha_k \Omega_l) \), \( \alpha_k \) is the large-scale attenuation between \( k \)-th user and BS, and \( \Omega_l \) is the power-delay profile factor as follows \[ (3) \].

\[
\Omega_l = \mathbb{E}[|G_{kl}(i,j)|^2] = \Omega_0 10^{-\beta l}, l = 0, \ldots, L - 1,
\]

where \( \beta \) denotes the rate of decay of the average power in the multipath components in dB. And the power of multipath is normalized to unity: \( \sum_{l=0}^{L-1} \Omega_l = 1 \). Thus we have the transmit power of \( k \)-th UE: \( P_k = \frac{P_0}{\alpha_k \Omega_0} \), where \( P_0 > 0 \) is the effective received power of each UE \[ (3) \].

**B. Uplink Pilot Design and Channel Estimation**

In this paper, an orthogonal pilot design scheme and ZF channel estimation algorithm are utilized to estimate CSI. The first \( N_s = L-1 + N_t KL \) symbols are utilized as pilots, and the first \( L - 1 \) symbols are padded as zeros to eliminate the CIR, the latter \( N_t KL \) symbols are utilized as orthogonal pilots. As shown in Fig. 2 and Fig. 3, pilot \( p_k \) is transmitted in \( n \)-th
Fig. 2. Orthogonal pilot design of k-th user, where $p_k \in \mathbb{C}^{KL \times 1}$, and $0 \in \mathbb{C}^{KL \times 1}$ denotes the inactivating of the corresponding TA.

Fig. 3. Pilot design for $p_k$ of k-th user, where $v \in \mathbb{C}^{L \times 1}$, and $0 \in \mathbb{C}^{L \times 1}$ denotes the inactivating of the corresponding TA.

block from n-th TA of k-th user, and $v = [\sqrt{Kt} , 0, \ldots, 0]^T$ is transmitted in k-th block of $p_k$. Thus we have:

$$p_k^H p_j = \begin{cases} KL, & k = j, \\ 0, & k \neq j. \end{cases}$$

With ZF channel estimation algorithm, the reconstructed channel vector of k-th UE, 0-th multipath, and n-th TA can be formulated as follows,

$$\hat{h}_{k0n} = h_{k0n} + w_{k0},$$

where $w_{k0} \sim \mathcal{C}N(0, \frac{\sigma_k^2}{KLp_n} I_{Nc})$ is the AWGN caused by channel estimation.

III. FRAMEWORK FOR SE ANALYSIS

To derive the SE of uplink single-cell massive SC-SM MIMO system, we first formulate the received $i$-th symbol as follows,

$$y_i = \sum_{k=1}^{K} \sum_{l=0}^{L-1} \sum_{n=1}^{N_c} x_{k,i-l,n} \sigma_{k,i-l,n} h_{k0n} \sqrt{P_k} + n_i,$$  \hspace{1cm} (8)

where $n_i \sim \mathcal{C}N(0, \sigma_n^2 I_{Nc})$ is AWGN, and $\sigma_{k,i-l,n} \in \{0,1\}$ is a binary random variable indicating the activity of the $n$-th TA, $(i-l)$-th symbol and k-th user. Besides we have $P(\sigma_{k,i-l,n} = 1) = \frac{1}{N_s}$ and $\sum_{n=1}^{N_c} \sigma_{k,i-l,n} = 1$ because of the SM principle. With CP-aided SC-SM system, if $(i-l) \leq 0$, then we denote $(i-l) \triangleq (i-l + N_s)$.

With linear combining algorithms, we denote $f_{k0n}$ as the combining vector of $k$-th UE and n-th TA, then the SINR of k-th UE, $i$-th efficient symbol and n-th TA, i.e. SINR$_{k, \text{kin}}$ can be lower bounded by [4], where $E_Q \{ \cdot \}$ denotes taking expectations over random realizations of channel vector h. The denominator of SINR$_{k, \text{kin}}$ contains terms of ISI, equalization error and AWGN. The prove of this lower bound can refer to [3].

Since we have the lower bound of SINR$_{k, \text{kin}}$, to derive the lower bound of mutual information $I(y_{ki};x_{ki})$, where $y_{ki}$ is the $i$-th received symbol of $k$-th UE, we transform $y_{ki}$ as the input plus additive Gaussian noise as follows,

$$\hat{y}_{ki} = x_{ki} + m_{ki},$$

where $\hat{y}_{ki} \in \mathbb{C}^{N_t \times 1}$ is the equivalent $i$-th received symbol of $k$-th UE, and $m_{ki} \in \mathbb{C}^{N_t \times 1}$ is a circularly symmetric complex-valued Gaussian noise with zero mean and covariance matrix as follows,

$$E\{m_{ki}m_{ki}^H\} = \text{diag}\{\frac{1}{\text{SINR}_{ki}}, \ldots, \frac{1}{\text{SINR}_{kiN_t}}\}.$$  \hspace{1cm} (13)

As the noise is modeled as additive Gaussian noise with same energy, thus we have $I(\hat{y}_{ki};x_{ki}) \leq I(\hat{y}_{ki};x_{ki})$.

**Theorem 1:** The lower bound SE of $k$-th UE $S_k^{LB}$ can be formulated as [10], where

$$\Sigma_{\text{kin}} = \text{diag}\{\frac{1}{\text{SINR}_{k1}}, \ldots, \frac{1}{\text{SINR}_{k1N_t}}\} + N_t\text{diag}\{e_n\}.$$  \hspace{1cm} (14)

**Proof:** The SE $S_k$ of this system can be formulated as follows,

$$S_k = \frac{N_s}{N_a} \frac{1}{N_s} I(y_{ki};x_{ki})$$

$$\geq \frac{1}{N_a} I(\hat{y}_{ki};x_{ki}) = \frac{1}{N_a} \sum_{i=1}^{N_s} I(\hat{y}_{ki};x_{ki}),$$

where $N_s/N_a$ is the percentage of efficient symbols, $y_k = [y_{k1}^T, y_{k2}^T, \ldots, y_{kN_t}^T]^T$, and $\hat{y}_k = [\hat{y}_{k1}^T, \hat{y}_{k2}^T, \ldots, \hat{y}_{kN_t}^T]^T$.

Therefore, $S_k$ can be formulated as follows,

$$S_k \geq \frac{1}{N_a} \sum_{i=1}^{N_s} I(\hat{y}_{ki};e_{ki}) + I(\hat{y}_{ki};s_{ki}|e_{ki}),$$

where we have $x_{ki} = s_{ki}e_{ki}$, $s_{ki}$ is the continuous complex Gaussian input, and $e_{ki} \in \{0,1\}^{N_t}$ is the active pattern of TA.

When the active TA for SM is determined, the channel can be treated as a Shannon’s continuous-input continuous-output memoryless channel (CMCC), thus we have:

$$I(\hat{y}_{ki};s_{ki}|e_{ki}) = \frac{1}{N_s} \sum_{n=1}^{N_t} \log_2(1 + N_t\text{SINR}_{\text{kin}}).$$

Besides, as for the first term in (16), we have:

$$I(\hat{y}_{ki};\hat{e}_{ki}) = \int_{\varepsilon_1}^{\varepsilon_2} \int_{\varepsilon_1}^{\varepsilon_2} \frac{P(\hat{e}_k|e_n) \log_2 \frac{P(\hat{y}_{ki}|\hat{e}_k)}{\sum_{m=1}^{\varepsilon_2} P(e_m)P(\hat{y}_{ki}|e_m)} d\hat{y}_k}{d\hat{e}_k},$$

where $P(e_n) = 1/N_t$ because of the SM principle, and $P(\hat{y}_{ki}|e_n) = \mathcal{C}N(\hat{y}_{ki};0, \Sigma_{\text{kin}})$. Furthermore, we have:

$$I(\hat{y}_{ki};\hat{e}_{ki}) = \frac{1}{N_t} \sum_{n=1}^{N_t} \int P(\hat{y}_{ki}|e_n) \log_2 \frac{P(\hat{y}_{ki}|e_n) P(\hat{y}_{ki}|e_n)d\hat{y}_k}{d\hat{y}_k}$$

$$= I_{k11} - I_{k2},$$

$$= I_{k11} - I_{k2}.$$
As for the first term $I_{k1}$, with $\mathcal{P}(\hat{y}_k|e_n) = \mathcal{C}\mathcal{N}(\hat{y}_k; 0, \Sigma_{kin})$, the integration can be directly calculated out, thus we have:

$$I_{k1} = -N_t \log_2(\pi e) - \frac{1}{N_t} \sum_{n=1}^{N_t} \log_2(\det(\Sigma_{kin})).$$

(20)

To derive the closed-form solution of the second term $I_{k2}$, Jensen’s inequality is applied as follows,

$$I_{k2} \leq \frac{1}{N_t} \sum_{n=1}^{N_t} \log_2\left[ \frac{1}{N_t} \sum_{m=1}^{N_t} \int \mathcal{P}(\hat{y}_k|e_n) \mathcal{P}(\hat{y}_k|e_m) d\hat{y}_k \right].$$

(21)

Then with the expression of $\mathcal{P}(\hat{y}_k|e_n)$, the integration can be calculated out, thus we have:

$$I(\hat{y}_k; \hat{e}_k) = \log_2(N_t) - N_t \log_2 e$$

$$- \frac{1}{N_t} \sum_{n=1}^{N_t} \log_2\left( \frac{\det(\Sigma_{kin})}{\det(\Sigma_{kin} + \Sigma_{kim})} \right).$$

(22)

By applying (20) and (22) into (19), the lower bound of $I(\hat{y}_k; \hat{e}_k)$ can be formulated as follows,

$$I(\hat{y}_k; \hat{e}_k) \geq \log_2(N_t) - N_t \log_2 e$$

$$- \frac{1}{N_t} \sum_{n=1}^{N_t} \log_2\left( \frac{\det(\Sigma_{kin})}{\det(\Sigma_{kin} + \Sigma_{kim})} \right).$$

(23)

In addition, basic principle of SM, it can be easily derived that for each $n$, when $\text{SINR}_{kin} \to 0$, the mutual information between $\hat{y}_k$ and $\hat{e}_k$ should be $0$. When $\text{SINR}_{kin} \to \infty$, the mutual information between $\hat{y}_k$ and $\hat{e}_k$ should be $\log_2 N_t$. But with the lower bound expression of $I(\hat{y}_k; \hat{e}_k)$ in (23),

$$\lim_{\text{SINR}_{kin}\to0} I(\hat{y}_k; \hat{e}_k) = N_t - N_t \log_2 e$$

$$\lim_{\text{SINR}_{kin}\to\infty} I(\hat{y}_k; \hat{e}_k) = N_t - N_t \log_2 e + \log_2(N_t).$$

(24)

Therefore, a constant-value is added to obtain an unbiased lower bound of $I(\hat{y}_k; \hat{e}_k)$ as follows,

$$I(\hat{y}_k; \hat{e}_k) \geq \log_2(N_t) - N_t$$

$$- \frac{1}{N_t} \sum_{n=1}^{N_t} \log_2\left( \frac{\det(\Sigma_{kin})}{\det(\Sigma_{kin} + \Sigma_{kim})} \right).$$

(25)

With the equation (17) and (25), the $S_k$ in (10) can be lower bounded as (10), thus the proof is completed.

From (10), it can be easily derived that a higher SINR causes a higher SE.
As for the system parameters, we choose $k$ between UEs and BS, and $\gamma$ as the cell radius, $r = \sigma^2_N + \frac{\sigma^2_N}{K LP_u}$

\[ Cov\{h_{k|n}'\} = \alpha_k \Omega_0(1 - R^2_{TX}(n, n')) + \frac{\sigma^2_N}{K LP_u} I_{N_r}, \]

where $Cov(\cdot)$ denotes taking covariance. Then we have:

\[
E_h\{\|h_{k|n}')^H h_{k|n'}\|^2\}
\]

\[
= R^2_{TX}(n, n')E_h\{\|h_{k|n'}\|^2\} + \alpha_k \Omega_0(1 - R^2_{TX}(n, n')) + \frac{\sigma^2_N}{K LP_u} E_h\{\|h_{k|n'}\|^2\}.
\]

(34)

With the property of central complex-valued Wishart distribution \[17\], we have:

\[
E_h\{\|h_{k|n'}\|^2\} = \alpha_k^2 \Omega^2_0 N_r (N_r + 1). \]  

(35)

With the expression of (29) and (35), we can easily derive out:

\[
E_h\{\|h_{k|n}')^H h_{k|n'}\|^2\}
\]

\[
= \alpha_k^2 \Omega^2_0 N_r (N_r + 1) + \frac{\sigma^2_N}{K LP_u}. \]  

(36)

With the equation (28), (29), (30) and (36), the reciprocal of SINR$_{MR}$ can be derived as (11), thus the proof is completed.

With Theorem 2 by applying (11) into (14) and (10), the lower bound of SE in uplink single-cell massive SC-SM MIMO system with MR combining can be derived.

From the expression in (11), it can be shown that for MR combining, a higher TA correlation can lower the SINR. Besides, more UEs can lower the SINR too. If the dominant path has more power, the SINR will be higher. Increasing signal-to-noise ratio (SNR) can increase the SINR, but it has a limitation because of the ISI and the TA correlations. In addition, increasing $N_r$ can also increase the SINR, but it also has a limitation as follows,

\[
\lim_{N_r \to \infty} \frac{1}{\text{SINR}_{MR}^{\text{MR}}} = \sum_{n'=1}^{N_r} \frac{R^2_{TX}(n', n)}{n' \neq n}. \]  

(37)

V. SIMULATION RESULTS

In this section, both our proposed theoretical lower bound and simulation results of SE in uplink single-cell massive SC-SM MIMO system with MR combining are provided. The lower bound of SE is $S^{\text{LB}} = \sum_{k=1}^{K} S_k^{\text{LB}}$, and simulation of SE is $S = \sum_{k=1}^{K} S_k$, where $S_k^{\text{LB}}$ is calculated as (10) with MR combining, and $S_k$ is calculated as (13) with MR combining. As for the system parameters, we choose $N_a = 2048$ as the length of frame, 5 GHz as the frequency of carrier, 0.1 m as the device size, $\beta = 3$ dB as the decay of multipath components, $\sigma^2_N = 0$ dB as the power of noise, $r = 500$ m as the cell radius, $r_m = 50$ m as the minimum distance between UEs and BS, and $\gamma = 3.7$ as the path loss exponent. We denote $r_k$ as the distance between $k$-th UE and BS, thus we have $\alpha_k = (r_k/r_m)^{-\gamma}$, and $r_m \leq r_k \leq r$.

As shown in Fig. 4 with the increase of $N_r$, a higher SE can be achieved, which is because a larger $N_r$ brings a higher receive diversity. In Fig. 5 with the increase of $N_t$, the SE firstly increases then decreases. This is because a larger $N_t$ brings more spatial information, but with more ISI, TA correlations and pilots. It is worth noting that in this circumstance, the uplink single-cell massive SC-SM MIMO system outperforms the single TA counterpart concerning SE.

In Fig. 6 the natural tradeoff between the number of UEs and the channel estimation overhead is more intuitively
shown. On the one hand, increasing $K$ leads to increasing the uplink throughput. On the other hand, when $K$ is continuously enlarged, the SE gain can no longer compensate for the drastically increasing pilot overhead and ISI, which nevertheless leads to reducing the uplink SE. In addition, the optimal $K$ maximizing the uplink SE is dependent on various system parameters. A larger $K$ causes a larger optimal $K$. From Fig. 7, we can see that a larger $L$ causes a lower SE, which is because with the increase of $L$, the length of pilots becomes longer, and ISI becomes higher. As shown in Fig. 8 when $P_u$ is small, it is a power-limited system, so increasing $P_u$ can increase SE. When $P_u$ is larger than 0 dB, it becomes an interference-limited system, that is, the TA correlation and ISI mostly contributes to affect the SE, so SE almost keeps unchanged with the increasing of $P_u$.

In addition, from Fig. 4, Fig. 7 and Fig. 8 it can be shown that the lower bound of SE is very tight. As for the circumstances in Fig. 5, the SE lower bound of each UE is still tight, but the sum operation of $K$ UEs magnifies the error. In Fig. 5 with the increase of $N_f$, gap between the SE lower bound and real SE becomes larger.

VI. CONCLUSIONS

In this paper, a framework for SE analysis in uplink single-cell massive SC-SM MIMO system with linear combining algorithms is proposed, and a novel closed-form lower bound of SE with MR combining is derived. The tightness of our proposed SE lower bound is validated via Monte Carlo simulations, and we analyze the impact of system parameters on SE. Besides, both the theoretical analysis and simulation results show that the SE of uplink single-cell massive SC-SM MIMO system has the potential to outperform the SE of single antenna counterpart.
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