Fast radar detection method based on two-dimensional trilinear autocorrelation function for maneuvering target with jerk motion
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Abstract. We focus on the range migration (RM) and Doppler frequency migration (DFM) corrections in the long-time coherent integration, and a fast detection method based on two-dimensional trilinear autocorrelation function is proposed for the maneuvering target with jerk motion. This proposed method can integrate the echoes’ energy into peaks in a three-dimensional parameter space coherently and estimate the target’s radial range, acceleration, and jerk simultaneously by the peak detection technique. Then through the estimations of radial range, acceleration, and jerk, the radial velocity can be obtained through one-dimensional parameter searching. Finally, RM and DFM can be compensated simultaneously, and the target can be detected through the constant false alarm technique. This proposed method can strike a good balance between the computational complexity and detection performance. Experiments with the simulation and real measured radar data are conducted to verify the proposed method. © The Authors.
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1 Introduction

Maneuvering target detection and motion parameters estimation are important applications of radar, therefore, the study on these aspects has received wide attention in the past decades.1–10 With the development of science and technique, the target’s radar cross section becomes lower and lower, and the radar detection performance is affected. In order to improve the radar detection performance without any change of radar systems, prolonging the integration time is usually required.11 Unfortunately, for maneuvering target, during the long integration time, the range migration (RM) and Doppler frequency migration (DFM) usually appear, which will make the conventional coherent integration algorithm, i.e., moving target detection (MTD)12 suffer from performance loss, even failure. Therefore, to obtain better detection performance, it is necessary to compensate the RM and DFM effectively.

The keystone transform (KT),13,14 Radon-Fourier transform (RFT),15,16 scaled inverse Fourier transform,17 frequency-domain deramp KT,18 and frequency autocorrelation function-Lv’s distribution8-based methods are typical in compensating the RM and DFM induced by the target’s radial velocity and acceleration. However, for the highly maneuvering target, i.e., with jerk motion, these above-mentioned methods will suffer from detection performance. To overcome this problem, the generalized RFT (GRFT),19 which completes the coherent integration via jointly searching along range cell, radial velocity, acceleration, and jerk directions, is proposed. The GRFT can achieve a good detection performance, but the brute-force parameters searching will increase the computational complexity greatly.

*Address all correspondence to Yanyan Li, liyanyan_xd@163.com
To reduce the computational complexity, some detection methods based on nonlinear auto-correlation functions (AFs) are proposed. These methods can be divided into two categories: the AFs constructed in the range frequency domain and slow time domain, respectively. In Ref. 20, the method that defines the AF with respect to the range frequency domain, can balance the computational complexity and detection performance well. The KT generalized dechirp process (KT-GDP),\(^9\) KT cubic phase function (KT-CPF),\(^9\) product scaled integrated cubic phase function (PSICPF),\(^9\) adjacent cross-correlation function-Lv’s distribution (ACCF-LVD),\(^19\) and the ACCF iteratively\(^21\)-based methods construct AFs in the slow time domain, these methods can reduce computational complexity greatly compared with the GRFT. For the KT-GDP and KT-CPF, the incoherent integration in fold factor searching makes these two methods to be sensitive to the noise. In the PSICPF-based method, because of the modulus square operation on the result obtained after scaled non-uniform fast Fourier transform operation, the phase information is discarded, and the resolution of parameter estimation will be affected. For the ACCF-LVD and ACCF iteratively based methods, although the integration processes are coherent, these two methods have poor detection performance under low signal-to-noise ratio (SNR) environment due to the ACCF operations.

Based on the consideration of improving the balance between the computational complexity and detection performance for the methods constructing the AFs in the slow time domain, a coherent detection method based on two-dimensional (2D) trilinear autocorrelation function (TAF) is proposed in this paper.

The layout of this paper is as follows. In Sec. 2, the signal model of the maneuvering target with jerk motion is given. In Sec. 3, the principle of this proposed method is introduced in detail. Cross-term suppression performance, detection performance, and computational complexity are analyzed and compared with other representative methods in Sec. 4. An experiment with the raw radar data is carried out to validate the effectiveness of the proposed method in Sec. 5. Finally, the conclusion of this paper is given.

### 2 Signal Model for Maneuvering Target with Jerk Motion

Assume the linear frequency modulated signal is transmitted by the radar, which can be stated as

\[
s_i(t) = \text{rect}(t/T_p) \exp(j\pi\gamma t^2),
\]

where \(\text{rect}(\cdot)\) is a rectangle windows function, \(t\) and \(T_p\) denote the fast time and pulse duration, respectively, \(\gamma = B/T_p\) represents the frequency modulation rate, and \(B\) is the signal bandwidth. After the demodulation, the target’s 2D baseband echoes can be expressed as

\[
X_i(t, t_n) = S_i(t, t_n) + Z_i(t, t_n)
\]

\[
= \sum_{i=1}^{I} A_i \text{rect} \left[ \frac{t - 2R_i(t_n)/c}{T_p} \right] \exp \left\{ j\pi \left[ t - \frac{2R_i(t_n)}{c} \right]^2 \right\} \exp \left\{ -j\frac{4\pi R_i(t_n)}{\lambda} \right\} + Z_i(t, t_n),
\]

where \(t_n\) is the slow time, \(A_i\) is the complex amplitude of the \(i\)th target, and \(c\) and \(\lambda\) are the light speed and wavelength, respectively. \(Z_i(t, t_n)\) stands for the additive complex white noise. \(R_i(t_n) = r_i + v_i t_n + a_i t_n^2/2 + k_i t_n^3/6\) is the time-varying range between the \(i\)th moving target and radar, \(r_i, v_i, a_i,\) and \(k_i\) denote the initial radial range, radial velocity, acceleration, and jerk of the \(i\)th target, separately. \(I\) is the number of targets.

After performing the pulse compression (PC) operation, we have

\[
X_{ci}(t, t_n) = \sum_{i=1}^{I} A_{ci} \text{sinc} \left\{ B \left[ t - \frac{2(r_i + v_i t_n + a_i t_n^2/2 + k_i t_n^3/6)}{c} \right] \right\} \exp \left\{ -j\frac{4\pi r_i + v_i t_n + a_i t_n^2/2 + k_i t_n^3/6}{\lambda} \right\} + Z_{ci}(t, t_n),
\]

where \(c_{ci}\) is the number of targets.
where $A_{ci}$ is the $i$th target's complex amplitude after PC operation. $\text{sinc}(x)$ is a sinc function. $Z_{ci}(t, t_n)$ is the noise after PC operation.

### 3 Principle of the Proposed 2D TAF-Based Method

It can be seen from Eq. (3), the range profile alignment is disturbed by the RM and DFM, thus the energy integration is difficult to be realized. In order to solve this problem, a method, which can compensate the RM and DFM simultaneously, is proposed.

After performing the fast Fourier transform (FFT) operation on Eq. (3) along the $t$ axis, we can obtain the signal form in the range frequency and slow time domain as follows:

$$X(F_r, t_n) = S(F_r, t_n) + Z(F_r, t_n)$$

$$= \sum_{i=1}^{J} A_{0i} \text{rect} \left( \frac{F_r}{B_r} \right) \exp \left( -j4\pi r_i \frac{F_c + F_r}{c} \right) \times \exp \left[ -j \frac{4 \pi F_c + F_r}{F_c} \left( v_i t_n + a_i t_n^2 / 2 + k_i t_n^3 / 6 \right) \right] + Z(F_r, t_n), \quad (4)$$

where $A_{0i}$ is the $i$th target's complex amplitude obtained after the FFT operation, $F_r$ denotes the range frequency with respect to the fast time, $F_c$ is the carrier frequency, and $Z(F_r, t_n)$ is the noise. Obviously, $S(F_r, t_n)$ is a 2D quadratic frequency modulated signal. In order to compensate the RM and DFM, the targets' motion parameters need to be estimated.

We first define a bilinear AF as follows:

$$R_0(F_r, t_n, \tau_n) = X(F_r, t_n + \tau_n + \tau_0)X(F_r, t_n - \tau_n - \tau_0), \quad (5)$$

where $\tau_n$ and $\tau_0$ denote the lag-time variable and constant delay, respectively. Substituting Eq. (4) into Eq. (5), we can get

$$R_0(F_r, t_n, \tau_n) = \sum_{i=1}^{J} A_{0i}^2 \text{rect} \left( \frac{F_r}{B_r} \right) \exp \left( -j8\pi r_i \frac{F_c + F_r}{c} \right) \times \exp \left[ -j \frac{4 \pi F_c + F_r}{F_c} \left( (2v_i t_n + a_i t_n^2 + k_i t_n^3 / 3) + (a_i + k_i t_n)(\tau_n + \tau_0)^2 \right) \right]$$

$$+ R_{0,c\text{-terms}}(F_r, t_n, \tau_n) + R_{0,n\text{-noise}}(F_r, t_n, \tau_n). \quad (6)$$

Note that Eq. (6) can be rearranged as

$$R_0(F_r, t_n, \tau_n) = \sum_{i=1}^{J} A_{0i}^2 \text{rect} \left( \frac{F_r}{B_r} \right) \exp \left( -j8\pi r_i \frac{F_c + F_r}{c} \right)$$

$$\times \exp \left[ -j \frac{4 \pi F_c + F_r}{F_c} \left( a_i + k_i t_n \right) (\tau_n + \tau_0^2 - t_n^2) \right]$$

$$\times \exp \left[ -j \frac{4 \pi F_c + F_r}{F_c} \left( v_i (2t_n) + a_i (2t_n)^2 / 2 + k_i (2t_n)^3 / 6 \right) \right]$$

$$+ R_{0,c\text{-terms}}(F_r, t_n, \tau_n) + R_{0,n\text{-noise}}(F_r, t_n, \tau_n). \quad (7)$$

To compensate the third exponential term of Eq. (7), we define a 2D TAF as follows:

$$R(F_r, t_n, \tau_n) = X(F_r, t_n + \tau_n + \tau_0)X(F_r, t_n - \tau_n - \tau_0)X^*(F_r, 2t_n), \quad (8)$$

where $\ast$ represents the complex conjugate.

Substituting Eq. (4) into Eq. (8), we can obtain
Then apply the NUFFT operation on Eq. (9) along the \( \tau_n \) axis, we have

\[
R_1(F_r, t_n, F_{\tau_n}) = \int_{\tau_n} R(F_r, t_n, \tau_n) \exp \left[ -j2\pi \left( \frac{F_r + F_c}{F_c} \right) F_{\tau_n}(\tau_n + \tau_0)^2 \right] d\tau_n
\]

\[
= \sum_{i=1}^{l} A_{1i} \text{rect} \left( \frac{F_r}{B} \right) \exp \left( -j4\pi r_i \frac{F_c + F_r}{c} \right) \times \exp \left\{ -j2\pi \left( \frac{F_c + F_r}{F_c} \right) F_{\tau_n} \frac{2(a_i + k_i t_n)}{\lambda} \left( \tau_n + \tau_0 \right) \right\} \delta \left[ F_{\tau_n} + \frac{2(a_i + k_i t_n)}{\lambda} \right] \\
+ R_{1,c}\text{-terms}(F_r, t_n, F_{\tau_n}) + R_{1,n}\text{-terms}(F_r, t_n, F_{\tau_n}),
\]

(10)

where \( A_{1i} \) is the \( i \)’th target’s complex amplitude obtained after the NUFFT operation along the \( \tau_n \) axis, \( F_{\tau_n} \) is the frequency domain corresponding to \( \tau_n \). With the sampling property of Dirac delta function, Eq. (10) can be approximated as

\[
R_1(F_r, t_n, F_{\tau_n}) = \sum_{i=1}^{l} A_{1i} \text{rect} \left( \frac{F_r}{B} \right) \exp \left( -j4\pi r_i \frac{F_c + F_r}{c} \right) \times \exp \left\{ -j2\pi \left( \frac{F_c + F_r}{F_c} \right) F_{\tau_n} \frac{2(a_i + k_i t_n)}{\lambda} \right\} \delta \left[ F_{\tau_n} + \frac{2(a_i + k_i t_n)}{\lambda} \right] \\
+ R_{1,c}\text{-terms}(F_r, t_n, F_{\tau_n}) + R_{1,n}\text{-terms}(F_r, t_n, F_{\tau_n}).
\]

(11)

In Eq. (11), the second exponential item can be compensated as follows:

\[
R_2(F_r, t_n, F_{\tau_n}) = R_1(F_r, t_n, F_{\tau_n}) \exp \left\{ j2\pi \left( \frac{F_c + F_r}{F_c} \right) F_{\tau_n} \frac{2(a_i + k_i t_n)}{\lambda} \right\}
\]

\[
= \sum_{i=1}^{l} A_{1i} \text{rect} \left( \frac{F_r}{B} \right) \exp \left( -j4\pi r_i \frac{F_c + F_r}{c} \right) \delta \left[ F_{\tau_n} + \frac{2(a_i + k_i t_n)}{\lambda} \right] \\
+ R_{2,c}\text{-terms}(F_r, t_n, F_{\tau_n}) + R_{2,n}\text{-terms}(F_r, t_n, F_{\tau_n}).
\]

(12)

Thereafter, performing the inverse FFT (IFFT) operation on Eq. (12) along the \( F_r \) axis, we can get

\[
R_3(t, t_n, F_{\tau_n}) = \text{IFFT}_F \left[ R_2(F_r, t_n, F_{\tau_n}) \right]
\]

\[
= \sum_{i=1}^{l} A_{2i} \text{sinc} \left( B \left( t - \frac{2r_i}{c} \right) \right) \exp \left( -j2\pi \frac{2r_i}{\lambda} \right) \delta \left[ F_{\tau_n} + \frac{2(a_i + k_i t_n)}{\lambda} \right] \\
+ R_{3,c}\text{-terms}(t, t_n, F_{\tau_n}) + R_{3,n}\text{-terms}(t, t_n, F_{\tau_n}),
\]

(13)

where \( A_{2i} \) is the \( i \)’th target’s complex amplitude obtained after the IFFT operation along the \( F_r \) axis, and \( t \) is the time domain corresponding to \( F_r \). It can be seen from Eq. (13), the energy accumulation along the inclined line \( F_{\tau_n} = -(a_i + k_i t_n)/\lambda \), which can be accomplished through the Hough transform. In order to reduce the energy loss in Hough transform, the interpolation technique with a factor 4 is adopted for \( F_{\tau_n} \). According to the principle of Hough transform, the coherent integration along the inclined line can be expressed as
\[
R_{\delta}(t, \hat{a}_i, \hat{k}_i) = \sum_{t_n} R_3 \left\{ t, t_n, -\frac{2}{\lambda} \left( \hat{a}_i + \text{round}(\hat{k}_i t_n / \Delta F_{\tau n}) \Delta F_{\tau n} \right) \right\} \\
= \sum_{i=1}^{i} A_{ij} \text{sinc} \left[ B \left( t - \frac{2r_i}{c} \right) \right] \exp \left( -j2\pi \frac{2r_i}{\lambda} \right) \delta(\hat{a}_i - a_i) \delta(\hat{k}_i - k_i) \\
+ R_{4, \text{c-terms}}(t, \hat{a}_i, \hat{k}_i) + R_{4, \text{n-terms}}(t, \hat{a}_i, \hat{k}_i),
\]

where \( A_{ij} \) is the \( i \)'th target’s complex amplitude obtained after the coherent integration along \( F_{\tau n} = -(a_i + k_i t_n) / \lambda \), \( \text{round}(\cdot) \) denotes the operation that rounds to nearest integer, and \( \Delta F_{\tau n} \) is the frequency interval of \( F_{\tau n} \). \( \text{round}(\hat{k}_i t_n / \Delta F_{\tau n}) \Delta F_{\tau n} \) can be precalculated and stored, therefore, Eq. (14) can be accomplished through the addition operation. Obviously, only when the \( i \)'th target’s acceleration and jerk are matched with \( \hat{a}_i \) and \( \hat{k}_i \), the energy can be accumulated completely. Each target generates a sole peak, according to the peak coordinate, \( r_i \), \( a_i \), and \( k_i \) can be estimated. Utilizing these estimations, \( v_i \) is estimated via searching in the target’s velocity space, which only requires one-dimensional (1D) maximization.

With the estimated motion parameters, we construct a compensation function as follows:

\[
Y(F_r, t_n; \hat{v}_i, \hat{a}_i, \hat{k}_i) = \exp \left[ j4\pi \frac{F_r}{c} \hat{v}_i t_n + j4\pi \frac{F_r}{c} \left( \hat{a}_i t_n^2 / 2 + \hat{k}_i t_n^3 / 6 \right) \right].
\]

Multiplying Eq. (15) with Eq. (4), the RM and DFM of the \( i \)'th target will be compensated simultaneously. Thereafter, the range frequency IFFT and azimuth FFT operations are performed to realize the coherent integration. Finally, the constant false alarm detection technique is employed to accomplish the target detection.

Based on analyses above, the detailed flowchart of the proposed method is shown in Fig. 1.

**4 Performance of the Proposed Method**

**4.1 Cross-Term Suppression Performance**

According to the definition of 2D TAF, we know the cross terms will appear. Here in order to analyze the cross-term suppression performance of the proposed method, we consider two
noise-free targets’ echoes, i.e., \( S_1(F_r,t_n) \) and \( S_2(F_r,t_n) \). \( A_{01} \) and \( A_{02} \) denote the echoes’ amplitudes, \( r_1, r_2, v_1, v_2, a_1, a_2, k_1, \) and \( k_2 \) denote the initial radial ranges, radial velocities, accelerations, and jerks of these two targets, separately:

\[
R_{c\text{-terms}}(F_r, t_n, \tau_n) = S_1(F_r, t_n + \tau_n + \tau_0)S_1(F_r, t_n - \tau_n - \tau_0)S_1^*(F_r, 2t_n) \\
+ S_1(F_r, t_n + \tau_n + \tau_0)S_2(F_r, t_n - \tau_n - \tau_0)S_1^*(F_r, 2t_n) \\
+ S_1(F_r, t_n + \tau_n + \tau_0)S_2(F_r, t_n - \tau_n - \tau_0)S_2^*(F_r, 2t_n) \\
+ S_2(F_r, t_n + \tau_n + \tau_0)S_1(F_r, t_n - \tau_n - \tau_0)S_1^*(F_r, 2t_n) \\
+ S_2(F_r, t_n + \tau_n + \tau_0)S_2(F_r, t_n - \tau_n - \tau_0)S_1^*(F_r, 2t_n) \\
+ S_2(F_r, t_n + \tau_n + \tau_0)S_2(F_r, t_n - \tau_n - \tau_0)S_2^*(F_r, 2t_n).
\] (16)

The first term of Eq. (16) has the form of

\[
R_{c\text{-terms},1}(F_r, t_n, \tau_n) = A_{01} \text{rect} \left( \frac{F_r}{B} \right) \exp \left( -j4\pi r_1 \frac{F_r + F_c}{c} \right) \\
\times \exp \left\{ -j\frac{4\pi F_c + F_r}{\lambda} (a_1 + k_1 t_n) \right\} S_1(F_r, 2t_n) S_1^*(F_r, 2t_n).
\] (17)

Performing the NUFFT operation along the \( \tau_n \) axis follows:

\[
Q_1(F_r, t_n, F_c) = \int_{\tau_n} R_{c\text{-terms},1}(F_r, t_n, \tau_n) \exp \left[ -j2\pi \left( \frac{F_c + F_r}{F_c} \right) F_{\tau_n} (\tau_n + \tau_0)^2 \right] d\tau_n \\
= A_{01} \text{rect} \left( \frac{F_r}{B} \right) \exp \left( -j4\pi r_1 \frac{F_r + F_c}{c} \right) \\
\times \exp \left\{ j2\pi \left( \frac{F_c + F_r}{F_c} \right) \frac{2(a_1 + k_1 t_n)}{\lambda} t_n^2 \right\} \delta \left[ F_{\tau_n} + \frac{2(a_1 + k_1 t_n)}{\lambda} \right] \\
\times S_1(F_r, 2t_n) S_1^*(F_r, 2t_n).
\] (18)

where \( A_{01}’ \) denotes the amplitude after the NUFFT operation. It can be seen only when \( r_1 = r_2, \ v_1 = v_2, \ a_1 = a_2, \) and \( k_1 = k_2, \) Eq. (18) can be accumulated into a peak by the later phase compensation and IFFT operation.

The second term of Eq. (16) can be expressed as

\[
R_{c\text{-terms},2}(F_r, t_n, \tau_n) = S_1(F_r, t_n + \tau_n + \tau_0)S_2(F_r, t_n - \tau_n - \tau_0)S_1^*(F_r, 2t_n) \\
= A_{01} A_{02} \text{rect} \left( \frac{F_r}{B} \right) \exp \left( -j4\pi r_2 \frac{F_c + F_r}{c} \right) \\
\times \exp \left\{ -j\frac{4\pi F_c + F_r}{\lambda} (v_1 - v_2)(t_n + \tau_n + \tau_0) \right\} \\
\times \exp \left\{ -j\frac{4\pi F_c + F_r}{\lambda} (a_1 - a_2)(t_n/2 + \tau_n + \tau_0) t_n \right\} \\
\times \exp \left\{ -j\frac{2\pi F_c + F_r}{\lambda} (k_1 - k_2)[t_n^2 + 3(\tau_n + \tau_0)t_n^2 + (\tau_n + \tau_0)^2]/3 \right\} \\
\times \exp \left\{ -j\frac{2\pi F_c + F_r}{\lambda} [(a_1 + a_2) + (k_1 + k_2)t_n](\tau_n + \tau_0)^2 \right\}.
\] (19)

Obviously, only when \( v_1 = v_2, \ a_1 = a_2, \) and \( k_1 = k_2, \) Eq. (19) can be accumulated into a straight line by the NUFFT operation, and then a peak locates at the same point as the autoterm in the 3D parameter space.
In Eq. (16), the sixth term has the same form as the first term, the third, fourth, and fifth terms have the same form as the second term. Thus we can conclude that the cross terms do not influence the autoterms detection.

To illustrate the effectiveness and cross-term suppression performance of the proposed method, an example is given below.

**Example 1:** Three targets T1, T2, and T3 are considered, in order to describe simply, here, the noise is assumed to be absent. The radar parameters and targets’ motion parameters are listed in Table 1. The simulation results are shown in Fig. 2. Via performing the 2D TAF, NUFFT operation on Eq. (9) along the τn axis, and phase compensation on Eq. (11), Fig. 2(a) shows the slow time-scaled Doppler frequency distribution at Fr = 0 Hz, i.e., R2(t, τn, Fτn). In this plane, it can be seen that three straight lines corresponding to three autoterms are accumulated. Then after the IFFT operation along Fr axis and energy accumulation along the inclined line Fτn = (ai + kitejn) / λ, we obtain R4(t, ai, ki). Figs. 2(b) and 2(c) show the acceleration–jerk distributions of R4(t, ai, ki) for t = 20 µs and t = 32 µs, respectively. Obviously, the autoterms have been integrated, whereas the cross terms are dispersed and can be ignored. The range cell–jerk distributions of R4(t, ai, ki) for ai = −6 m/s² and ai = 9 m/s² as given in Figs. 2(d) and 2(e) also demonstrate the above-mentioned conclusion. Through the peak detection technique, the radial ranges, accelerations, and jerks of these three targets can be estimated precisely, then we can estimate the radial velocities via 1D parameter searching, and the result is shown in Fig. 2(f).

### 4.2 Detection Performance

In this section, an experiment is utilized to evaluate the detection performances of the proposed method, GRFT, method in Ref. 20, ACCF-LVD, and ACCF iteratively based detection methods. A single target located at the 100th range cell is considered, and the radial velocity, acceleration, and jerk are set as 900 m/s, 9 m/s², and 3 m/s³, respectively. The radar parameters are set as: Fc = 1 GHz, B = 10 MHz, PRF = 200 Hz, the sampling frequency is 10 MHz, and the number of effective integration pulses is 200. Complex white Gaussian noise is added before PC operation. The input SNRs are [−50:1:30] dB, and 200 trials are performed for each input SNR value. The detection probabilities with false alarm probability Pfa = 10⁻⁴ are shown in Fig. 3. Because of many input SNRs, the points that represent the detection probabilities will be dense, to see more clearly, the results are plotted at 2-dB interval along the SNR-IN axis in Fig. 3.

The GRFT has the best detection performance due to the four-dimensional parameters searching. For the method in Ref. 20, the ACCF iteratively, ACCF-LVD, and the proposed method, some output SNR losses are caused by the nonlinear AFs, therefore, their detection performances are worse than the GRFT. Higher order AF will result in more detection

| Carrier frequency | Sampling frequency | Bandwidth | Effective echo pulses N | PRF | Effective integration time | Pulse width | Constant delay |
|-------------------|--------------------|-----------|-------------------------|-----|---------------------------|-------------|----------------|
| 1 GHz             | 5 MHz              | 5 MHz     | 512                     | 256 Hz | 2 s                      | 80 µs      | 1 s            |

Table 1 Radar parameters and targets’ motion parameters

| Range cell unit | Amplitude | Velocity (m/s) | Acceleration (m/s²) | Jerk (m/s³) |
|-----------------|-----------|----------------|---------------------|-------------|
| T1 100th        | 1         | 850            | 9                   | 6           |
| T2 160th        | 1         | −600           | −6                  | −3          |
| T3 160th        | 1         | 900            | 9                   | 3           |
Fig. 2 Simulation results of example 1: (a) slow time-scaled Doppler frequency distribution; (b) cross section of $R_4(t, \hat{\alpha}_i, \hat{k}_i)$ for $t = 20$ μs; (c) cross section of $R_4(t, \hat{\alpha}_i, \hat{k}_i)$ for $t = 32$ μs; (d) cross section of $R_4(t, \hat{\alpha}_i, \hat{k}_i)$ for $\hat{\alpha}_i = -6$ m/s²; (e) cross section of $R_4(t, \hat{\alpha}_i, \hat{k}_i)$ for $\hat{\alpha}_i = 9$ m/s²; and (f) the estimated velocities for these three targets.

Fig. 3 Comparison results of the detection probability.
performance loss. The AFs of the method in Ref. 20, ACCF-LVD, ACCF iteratively, and the proposed method are second order, forth order, forth order, and third order, respectively. Due to the lower order AF, the method in Ref. 20 has better detection than the other three methods.

For the methods defining the AFs with respect to the slow time domain, because the AF’s order of the proposed 2D TAF is lower than those of the ACCF-LVD and ACCF iteratively based method, the detection performance of the proposed method is much better than the ACCF iteratively and ACCF-LVD-based detection methods as shown in Fig. 3.

### 4.3 Computational Complexity Analysis

This section is devoted to compare the computational complexity between the proposed method and other representative methods. Denote the numbers of range cells and integration pulses by $M$ and $N$, the searching numbers of radial velocity, acceleration, and jerk are $N_v$, $N_a$, and $N_k$, respectively.

According to Refs. 19–21, the computational complexities of the GRFT, method in Ref. 20, ACCF-LVD, and ACCF iteratively based methods are $[O(N_v N_a N_k M N)]$, $[O(M^2 N + 5MN \log_2 N + 2NM \log_2 M + N^2 \log_2 N)]$, $[O(6MN^2 \log_2 N + NM \log_2 M)]$, and $[O(3MN \log_2 N + 3NM \log_2 M)]$, respectively.

For the proposed method, its main procedures have the following steps. (1) The calculation of $R(F_r, t_n, \tau_n)$ is $[O(2MN^2)]$. (2) Because the interpolation technique with a factor 4 for $F_{\tau_n}$ is adopted in the implementation of this method, the length of NUFFT should be $4N$, and the calculation of the NUFFT operation along the $\tau_n$ axis is $[O(8MN^2 \log_2 N + 16MN^2)]$. (3) The calculation of compensating the second exponential item of Eq. (12) is $[O(4MN^2)]$. (4) The IFFT operation along the $F_r$ axis $[O(N^2 M \log_2 M)]$ and 1D parameter searching is to estimate radial velocity $[O(N_v MN)]$. Because the coherent accumulation along the inclined line $F_{\tau_n} = -(a_i + k_i t_n)/\lambda$ can be efficiently implemented by complex addition operations, the total number of complex multiplications of the proposed method is in the order of $[O(8MN^2 \log_2 N + N^2 M \log_2 M + 22MN^2 + N_v MN)]$.

Suppose $M = 400$, $N_v = N_a = N_k = N$, Fig. 4 shows the computational complexities of the proposed method and other four methods. It can be seen that the proposed method is much more computational efficiently than the GRFT. Although the ACCF iteratively based method has less computational complexity, its detection performance for the maneuvering target with jerk motion is poor as shown in Fig. 3. The ACCF-LVD-based method and the proposed method have approximate computational cost, however, the detection performance of the proposed method is much better than the ACCF-LVD-based method.

According to the above experiment results, we can conclude that among the methods constructing the AFs in the slow time domain, the proposed 2D TAF-based method can achieve a better balance between the computational cost and detection performance. Thus the proposed detection method is suitable for the maneuvering target with jerk motion.

![Fig. 4 Computational complexity versus integration pulse number.](https://www.spiedigitallibrary.org/journals/Journal-of-Applied-Remote-Sensing)
5 Real Data

In this section, the raw data are performed to validate the effectiveness of the 2D TAF-based detection method. This radar operates at $L$ wave band for non-cooperation targets, and the other parameters are listed as follows: the bandwidth is 2 MHz, the sample frequency is 3.25 MHz, PRT is $910 \mu s$, and the pulse-width is $75 \mu s$. The integration pulses number is 1500, and 400 range units are extracted from the collected data.

Figure 5(a) gives the result obtained after PC operation, and it can be seen that the RM appears. After utilizing the MTD, the integration result is shown in Fig. 5(b). To better illustrate the effect of the RM and DFM, Figs. 5(c) and 5(d) magnify the circled areas in Fig. 5(b). It is obvious that the targets’ energy spreads in the range-Doppler plane, which will affect the target detection.

After compensating the RM and DFM utilizing the proposed 2D TAF-based method, the coherent integration results are given in Figs. 6(a) and 6(b). For these two targets, The integrated peaks obtained through the proposed method are $2.878 \times 10^5$ and $3.028 \times 10^5$, respectively, whereas the integrated peaks by the MTD are $1.412 \times 10^5$ and $1.906 \times 10^5$. Through the zoomed-in images of integrated peaks given in Figs. 6(a) and 6(b), we know the targets’ energy has been concentrated.

From the above raw data processing results, we can get the conclusion that the proposed detection method can eliminate the RM and DFM effectively in the realistic application.

6 Conclusion

In this paper, we propose a detection method for maneuvering target with jerk motion, the echoes’ energy can be integrated into a peak in a 3D parameter space coherently, and the RM and DFM can be compensated simultaneously. Through some numerical experiments and analyses,
we demonstrate that, among the methods defining the AFs in slow time domain, this proposed method can reduce the computational complexity with less detection performance loss. Furthermore, the real measured radar data have been used to verify the effectiveness of the proposed algorithm.
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