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Abstract—It is known that multiuser MIMO communication can enhance the performance of wireless networks. It can substantially increase the spectral efficiency of wireless networks by utilising multiuser interference rather than avoiding it. This paradigm shift has most impact on the medium access control (MAC) protocol because most existing MAC protocols are designed to reduce the interference. In this paper, we propose a novel cluster-based carrier sense multiple access with collision avoidance (CB-CSMA/CA) scheme. The proposed scheme enables multiuser MIMO transmissions in WLANs by utilising the multiuser interference cancellation capability of the physical layer. In this paper we focus on the performance analysis of CB-CSMA/CA. We investigate saturation throughput applying optimum backoff parameters and in the presence of synchronisation errors. Furthermore, we study the impact of different clustering methods on non-saturation throughput. We show that CB-CSMA/CA improves throughput significantly compared to the CSMA/CA scheme used in the IEEE 802.11 system. It is a promising approach for a variety of network configurations including typical infrastructure WLANs as well as many other wireless cooperative networks.

Index Terms—Cluster-based CSMA/CA, cooperative wireless networks, MIMO, WLAN, infrastructure network, clustering.

I. INTRODUCTION

MULTIUSER multiple-input multiple-output (MIMO) communication is an effective approach to improve the performance of a wireless system by realising distributed spatial multiplexing and/or diversity gains. However, the current WLAN MIMO standard, IEEE 802.11n, supports only point-to-point MIMO links [1]. The IEEE 802.11n specifies THE medium access control (MAC) and physical (PHY) layers to enhance the data rate of wireless local area networks (WLANs) using MIMO techniques. The main channel access method of the IEEE 802.11 MAC protocol, i.e. the distributed coordination function (DCF), is based on carrier sense multiple access with collision avoidance (CSMA/CA) [2]. While multiuser MIMO techniques can provide spatial multiplexing gains even in networks with single-antenna stations (STAs), DCF prevents this by a collision avoidance mechanism. Therefore, in order to realise distributed spatial multiplexing gains, the interference avoidance scheme should be modified to facilitate controlled interference.

Contribution of this work: First we briefly devise a novel cluster-based MAC as extension of CSMA/CA to utilise the multiuser interference mitigation capability of PHY. The proposed scheme is simple and can be applied to different infrastructure or ad hoc networks with or without relays. According to the proposed cluster-based CSMA/CA (CB-CSMA/CA) scheme, nodes in a network, including stations (STAs) and access point (AP) or relays, are allocated to different clusters. The nodes belonging to the same cluster are allowed to transmit at the same time, provided that there are enough degrees of freedom [3] available to efficiently decode the desired stream at the destination.

In this paper, we focus on the MAC performance analysis. We investigate the performance bounds of CB-CSMA/CA for a representative application: a network which consists of a multiple-antenna AP and several single-antenna STAs. We present comprehensive performance results of the considered application and of a reference system, which is based on the IEEE 802.11n standard. As it will be explained in Section III, in a network with an AP which has four antennas the uplink throughput of CB-CSMA/CA is about 2.5 times higher than that of IEEE 802.11n.

In order to find out how the proposed protocol performs in realistic scenarios we investigate the throughput in different situations. We estimate performance bounds of the CB-CSMA/CA protocol under different conditions. We study the maximum throughput, which can be obtained by properly adjusting the backoff parameters. Then we focus on performance analysis in realistic scenarios where for example the protocol fails to meet its basic requirements due to synchronisation errors. We denote this problem by the term event-synchronisation error. We evaluate the impact of event-synchronisation errors on the network throughput under saturation condition analytically and by simulations. Furthermore we evaluate the non-saturation throughput and investigate impact of different clustering methods on throughput. In addition to the IEEE 802.11 reference, we compare the results with another multiuser protocol which has been proposed in [4].

Related Work: Several papers consider the MAC enhancement to support concurrent multiuser transmissions [4–8] or to resolve collisions [9, 10]. However, as it will be explained in more detail in the following paragraphs, the proposed CB-CSMA/CA differs from the existing methods in several ways, including the backoff procedure.

Park et al. [5] have proposed a MAC protocol mitigating interference by using multiple antennas at the receivers. In [8], the authors proposed a MAC protocol which considers
the spatial correlation between the signal and interference to decide whether multiple links should transmit simultaneously or not. In their proposal, links are allowed to contend for the channel sequentially while transmitting data packets simultaneously. The throughput of the multipacket reception in a WLAN has been investigated in [4], where the authors consider an uplink scenario with a multiple-antenna AP. In their scenario simultaneous multiuser transmissions up to a certain number can be decoded by the AP and hence are not considered as collision. However, in their work, contrary to CB-CSMA/CA, there is no systematic way to exploit multiuser transmissions.

A MAC protocol with antenna arrays is suggested for ad hoc networks in [6]. The antenna array is used to null the interference from neighbours. In this scheme, bandwidth is divided into two orthogonal channels: a data and a control channel. The nodes use a CSMA/CA-based scheme on the control channel to acquire the channel and learn about ongoing transmissions by monitoring this channel. Similarly, concurrent transmissions from different users may be allowed by applying the busy-tone medium access [7]. In this method, out of band busy-tones on control channels are used to notify nodes about the number of actual streams and hence, avoid collisions.

In [9], the authors suggest a MAC protocol with the ability to resolve collisions. According to this protocol, when collisions occur, the collided packets have to be buffered. In the subsequent time slots, a set of nodes behave as non-regenerative relays and forward the signal they have received during the collision slot one by one. This method has been extended and applied to a large-scale wireless sensor network by dividing the network into several clusters [10]. In [10] each cluster has a clusterhead, and the nodes in a cluster only communicate with the clusterhead. Collisions within a cluster are resolved as in [9], while the clusterhead acts like a base station. Contrary to [9] and [10], in which the authors focus on the diversity techniques, we focus on utilising the spatial multiplexing gain in CSMA/CA-based systems.

In [11], we have presented the basic idea of CB-CSMA/CA and applied it to an ad hoc scenario where several amplify-and-forward relays performed multiuser interference cancellation. This has been done by choosing appropriate relay gain allocations. However, in [11] we have only considered a simple scenario where all STAs where perfectly event-synchronised and always had packets ready to be transmitted.

The CB-CSMA/CA scheme has some distinct advantages compared to existing proposals: it requires neither sequential contention per node for the data transmission as it is needed in [5] and [8], nor a control channel as in [6], [7] or [9]. Besides, by grouping nodes into clusters, the collision probability of the CB-CSMA/CA depends on the number of contending clusters rather than the total number of contending stations. As it has been shown in [11], the CB-CSMA/CA collision probability is considerably reduced compared to the standard IEEE 802.11 MAC. Furthermore, in contrast to [4] where there is a multipacket transmission only if accidentally more than one STA transmit in a time slot, the CB-CSMA/CA is designed such that each transmission attempt contains as many data packets as possible.

**Outline:** In Section II, we present the proposed CB-CSMA/CA scheme. In Section III we describe a representative application which is considered throughout this paper as well as reference systems. Furthermore, we briefly present the model on which our analysis is based. We investigate the CB-CSMA/CA performance bounds in Section IV in which we analyse throughput for optimum backoff window parameters, asynchronous case, where STAs in a cluster transmit independently, and non-saturation scenarios where different clustering methods are applied. Conclusions are drawn in Section V.

**II. Cluster-Based CSMA/CA Protocol**

Assume a network where multiple users can transmit independent data streams simultaneously and the destination nodes can efficiently decode the desired signal out of multiple streams. This is possible if there are enough degrees of freedom available at the destinations, e.g., each destination has enough antennas, or appropriate cooperation exists among nodes. In such a network, to enhance the spectral efficiency, multiple nodes should be able to transmit simultaneously. In order to do so, we classify the nodes in a network into clusters. The nodes belonging to the same cluster access the channel at the same time. Similarly, nodes belonging to the same cluster may receive simultaneous streams provided that the intended stream at each destination can be decoded. Consequently, the spectral efficiency for the given system improves.

Similar to multiple transmissions from a cluster, a cluster may receive several simultaneous streams if the multiuser interference can be cancelled, either directly at the destination, or for example by setting proper gain factors at the transmitters or at the amplify-and-forward (AF) relays. Hence, from the MAC layer point of view, the clusters replace the individual nodes, and the nodes belonging to the same cluster look like a single entity. Consequently, the probability of collision in the network can be substantially reduced.

We consider three types of clusters: source-, destination- and relay-clusters. In a system with $V$ clusters in total, we denote the $v$th cluster by $C_v$, where $v \in \{1, 2, \ldots, V\}$. A cluster which generates the data packets is called the source-cluster and denoted by $C_{s,v}$. The size of the source-cluster is limited by the maximum number of concurrent streams which can be efficiently decoded. A cluster which includes the target receivers is a destination-cluster and denoted by

![Fig. 1. An infrastructure network with four antennas at the AP and 8 source-destinations pairs. AP acts as relay for transmissions from sources to destinations.](image-url)
and forwards data to other clusters without private benefit. It is assumed that the stations within a BSS are in the communication range of each other. Clusters can be formed based on a certain application or a given structure. For example, in an infrastructure network with a multiple-antenna AP, the AP forms clusters of STAs such that it can decode multiple streams in the uplink (for example by successive interference cancellation), or separates them in downlink transmissions (for example by performing zero-forcing). Since in the infrastructure mode all STAs associate with the AP, it is aware of each new STA entering its network or any STA leaving it. The AP can cluster nodes such that neighboured STAs belong to a single cluster or as it will be explained in Section IV-C adaptively allocate STAs which have packets ready to be transmitted to one cluster. The maximum size of the clusters is determined by the number of antennas at the AP.

The AP itself constitutes a single-member cluster, $C_{1}$. Figure 1 depicts a scenario where the AP has four antennas and each source- and destination-cluster consists of four single-antenna STAs.

Throughout this paper we consider a wireless network where STAs belong to the same basic service set (BSS)$^{1}$. Furthermore, for practical reasons, we consider only half-duplex nodes which are not able to transmit and receive simultaneously. We focus on the data transmission phase and assume that clusters are defined a priori.

A. Basics of CB-CSMA/CA

According to the CB-CSMA/CA, the nodes in a cluster behave similar to a single node, i.e. they access the channel at the same time and transmit simultaneously. Therefore, assuming the DCF access method is used, we need to consider two major modifications to the current backoff procedure: (i) having the same initial backoff duration for all cluster members and (ii) updating this value at the same time. The first requirement can be achieved for example by having the same random generator seed in each cluster, so that the same pseudo-random numbers are generated. In infrastructure networks the AP informs STAs in a cluster about the initial value of the contention window (CW) and, as explained in Section II-C, informs STAs in case they need to update it. As a second requirement, the STAs within a cluster should be event-synchronous$^{2}$. This is necessary since according to the IEEE 802.11, the CW doubles after any unsuccessful transmission up to a maximum value $[2]$. Thus, after a transmission, STAs in a cluster should all know whether they need to increase the CW or not, as explained in the next subsection. In this way, each node in a cluster contends only with other clusters and not with other nodes in the same cluster. We assume that the clusters are constructed in a way that the destinations are able to decode the intended message. Consequently, simultaneous transmissions of the STAs within a cluster are resolved and do not lead to collisions.

The clusters access the channel one after the other in a similar way as single nodes act in the current CSMA/CA systems. As it will be shown in the next section, the event-synchronisation error leads to a throughput loss but it is relatively robust to such errors. In the worst case scenario, when all cluster members are not synchronous anymore, the CB-CSMA/CA performance gets close to that of the standard CSMA/CA$^{3}$.

In a single-input single-output (SISO) WLAN system, the header of each transmitted frame can be ideally decoded by any node which is in the communication range of the transmitter. Accordingly nodes within a WLAN learn about an ongoing transmission by decoding the headers which include the duration field. However, the situation changes in a CB-CSMA/CA system, where several frames might be transmitted in parallel. The system is structured in such a way that each destination is able to decode its intended packet’s header as well as its payload. However, other nodes in the network may not be able to do so. In order to solve this problem, a cluster common preamble should be sent prior to the data transmission.

The common preamble, which is sent at the lowest rate, could have a similar format as that of the legacy preamble of the PLCP header used in the IEEE 802.11n mixed format $[1]^{4}$. It additionally includes the address of the source-cluster and its LENGTH field should be set to the maximum length of all concurrent packets. The maximum value can be either set to the value specified by the standard for all transmissions or adaptively set by the AP according to the actual traffic and cluster structure for each cluster. In the latter case the AP informs the STAs about this value once it forms the cluster.

B. PHY Layer Requirements

The existing IEEE 802.11n supports only MIMO point-to-point links. However advanced signal processing techniques have enabled distributed multiuser MIMO transmissions. In order to efficiently decode an intended data packet in the presence of multiuser transmissions, the interference from other nodes has to be cancelled out. This can be done similar to point-to-point MIMO networks by successive or parallel interference cancelation. The main difference is that here individual nodes participate in each transmission and form some sort of a virtual antenna array.

In the current WLAN, the receivers estimate the channels by receiving the training sequence in the PLCP preamble of each frame. In CB-CSMA/CA, each transmission attempt

$^{1}$The BSS is defined as the basic building block of an IEEE 802.11 network [2]. It is assumed that the stations within a BSS are in the communication range of each other.

$^{2}$We denote all errors which cause different backoff window values at nodes within a same cluster, as event-synchronisation error.

$^{3}$Even in this case concurrent transmissions from each cluster, which may still happen accidentally, do not lead to collision. Hence, the CB-CSMA/CA has lower collision probability than that of CSMA/CA.

$^{4}$It consists of the short and the long training sequences and a SIGNAL field. The SIGNAL field includes a RATE and a LENGTH field, one reserved bit, a parity bit and 6 tail bits and is one OFDM symbol long.
C. Collision Detection

In WLANs, packets may fail due to collisions and channel errors. The cause of failure, however, cannot be distinguished in current WLAN systems [12, 13]. Hence, in both cases, the backoff interval increases exponentially up to a maximum value which is specified by the standard. However, in the event of a channel error, the binary exponential backoff may reduce efficiency and cause unfairness. An inherent advantage of our proposed CB-CSMA/CA is its ability to differentiate between these losses in practical SNR regimes. As explained in the next paragraph, this feature can be optionally used to enhance the performance.

We assume that all nodes in a BSS are in the radio range of each other. At each transmission an attempt a common preamble is transmitted by all members of the source-cluster. The common preamble is included in the frame header. It is short and transmitted at the lowest data rate. Therefore, it is assumed that it is error-free. However, as different clusters send different common preambles, the common preambles collide if more than one cluster transmits in a time slot. Accordingly, upon reception of the frame, collisions can be post-detected as explained in the following paragraph.

If the common preamble cannot be decoded, it can be assumed that a collision has occurred. However, if the common preambles collide, the information about involved clusters may not be obtained. Hence, a short packet, called contention window update request (CWUR) packet, should be broadcasted to all clusters. In infrastructure networks this is performed by the AP. Upon reception of CWUR all source-clusters enter the next backoff process. However, only the source-clusters which have been involved in the pending transmission increase their CW unless the maximum CW value has already been reached. In the latter case they keep the maximum CW for the upcoming transmission.

Figure 2 shows the uplink transmission in an infrastructure network, where the AP has two antennas and STA1 and STA2 belong to cluster $C_{s1}$, while STA3 is a member of cluster $C_{s2}$. In Figure 2(a) an example of a successful transmission is shown, where STAs in $C_{s1}$ have a shorter backoff than STAs in $C_{s2}$ and they transmit first. In Figure 2(b) both clusters begin to transmit at the same time and hence collision occurs.

![Diagram of CB-CSMA/CA access mechanism in an infrastructure network with a multiple-antenna AP as the receiver. In (a) an example of a successful transmission is shown, where STA1 and STA2 in $C_{s1}$ have a shorter backoff than that of STAs in $C_{s2}$ and they transmit first. In (b) both clusters begin to transmit at the same time and hence collision occurs.](image)
MAC, is more efficient under the CB-CSMA/CA if multiuser interference can be cancelled.

In this paper we focus on infrastructure networks where the AP is equipped with multiple antennas. For the analysis we only consider uplink transmissions. Hence, the AP acts as the receiver and all other STAs transmit to the AP. The ad hoc case where several relays assist the communication between sources and destinations is explained in [11].

1) CB-CSMA/CA Application: In this paper we use a representative application to quantify the performance of the CB-CSMA/CA scheme. This application is an uplink scenario in an infrastructure network with a multiple-antenna AP. The system consists of an AP with $N_a$ antennas and $n$ STAs, each equipped with a single antenna. Hence, at each transmission attempt $N_a$ STAs should be able to transmit in parallel. In order to do so, sources are grouped into clusters and operate based on CB-CSMA/CA as explained in Section II. Although we only focus on uplink in this paper, multiple transmissions in downlink can be supported by the CB-CSMA/CA protocol in a similar way.

2) Reference 1 - IEEE 802.11 MAC Protocol: As a first reference system, we consider the above-mentioned infrastructure network which operates based on the IEEE 802.11 DCF. Therefore, in this reference system, at each time instant at most one node is allowed to access the channel.

3) Reference 2 - A Multiuser MIMO Protocol: In addition to the standard CSMA/CA, we compare the results with those of a multipacket reception protocol described in [4]. In [4] and [16] the authors have proposed a multipacket reception (MPR) protocol and investigated its performance for various types of networks and parameters. In [4], uplink transmissions in an infrastructure network are considered, where the AP has $N_a$ antennas. STAs compete for the channel according to the DCF request to send/clear to send (RTS/CTS) mechanism. However, if accidentally more than one STA transmits in a time slot and the AP can decode the RTS frames, it sends the CTS frame to all senders. This can be done as long as the number of concurrent transmissions are less or equal to $N_a$. Afterwards the transmitters send their data packets simultaneously to the AP. The suggested MAC closely follows the standard MAC, however some modifications are required. For example, as the AP does not have any a priori knowledge about the transmitters and their channels, it should apply blind techniques to decode the RTS frames. Furthermore it has to allocate orthogonal training sequences to the transmitters once it sends the CTS frames [4].

B. Throughput Analysis

Throughput is defined by the average payload bits which are transmitted successfully in a time slot divided by the duration of the time slot, i.e., $T_{\text{slot}}$. We mainly consider saturation throughput where there is always a packet in the buffer of each station ready for transmission. However, in Section IV-C non-saturation throughput and impact of the presence of packets in buffers on the throughput are studied.

In this paper we use Bianchi’s model [17] as the basis for calculating the collision and transmission probabilities. In [17] an ideal channel with no channel errors, hidden nodes or capture is assumed. All nodes operate in saturation condition. Furthermore, no retransmission limit is considered. The model has been validated in [17] for IEEE 802.11b parameters. In [18] the authors have considered the IEEE 802.11a parameters and showed that the results using the original model are very close to the results obtained from a more accurate model introduced in [18].

As shown in [17], analysis of the Markov chain model leads to the following equations which have to be solved numerically to obtain the transmission and conditional collision probability (collision probability given that a STA transmits) in a network with $n$ competing stations:

\begin{equation}
P_{\text{col}} = 1 - (1 - \tau)^{n-1},
\end{equation}

\begin{equation}
\tau = \frac{2(1 - 2p)}{(1 - 2p)(W + 1) + pW(1 - (2p)^m)},
\end{equation}

where $W$ and $m$ can be calculated from the minimum and maximum contention window sizes, denoted by $CW_{\text{min}}$ and $CW_{\text{max}}$, respectively, as follows: $W = CW_{\text{min}} + 1$ and $CW_{\text{max}} = 2^mW - 1$.

For the CB-CSMA/CA application we need to adapt the basic model. For scenarios where all members of clusters are perfectly event-synchronised we just need to replace the number of STAs in the original model by the number of clusters, $N_c$. However, as it will be shown in the next section, further changes are required for cases where one or more STAs are not event-synchronous anymore.

For the reference model and the MPR we can directly apply the equations given in [17] and [4], respectively, to calculate transmission and collision probability. Due to space limit we do not repeat those equations here and refer the interested reader to [17] and [4].

Saturation throughput for $N_a = 4$ for both CB-CSMA/CA and the standard CSMA/CA are depicted in Figure 3. A link rate of 19.5 Mb/s (PHY rate of 26 Mb/s and a coding rate of 3/4) is assumed for CB-CSMA/CA application. This is one of the IEEE 802.11n possible data rates. Since there are four

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$N_a$ & $N_c$ & $P_{\text{col}}$ & $\tau$ \\
\hline
2 & 2 & 0.61 & 0.75 \\
3 & 3 & 0.66 & 0.76 \\
4 & 4 & 0.71 & 0.79 \\
\hline
\end{tabular}
\caption{Saturation Throughput Results}
\end{table}
antennas at the AP, in the reference system at each transmission attempt there is a 1x4 single-input multiple-output (SIMO) link. Compared to a SISO link, for the reference system the maximum spectral efficiency gain of \( \log(4) = 2 \) b/s/Hz (or 40 Mb/s for a system with 20 MHz bandwidth) can be expected [19]. Here as an extreme case (in favour of the reference system), we have increased the data rate of the reference system compared to the CB-CSMA/CA application to the next higher rate of IEEE 802.11n (58.5 Mb/s which can be achieved by a PHY rate of 78 Mb/s and coding rate of 3/4).

For both systems control packets are transmitted at the lowest data rate, i.e. 6.5 Mb/s. As it can be observed in this figure, CB-CSMA/CA can improve the throughput significantly. The results are verified by computer simulations. The simulation results are also plotted in the same figure. As it is expected the system throughput increases with the number of antennas at the AP, \( N_a \). In the MPR application the maximum number of simultaneous transmissions which can be supported by the AP is increased with \( N_a \). While a constant rate per link of 58.5 Mb/s is assumed for all CB-CSMA/CA and MPR setups, link data rate of the reference system has been increased logarithmically with the number of antennas at the AP [1].

The maximum throughput for CB-CSMA/CA and MPR vs. the number of antennas at the AP are plotted in Figure 4. The throughput of the reference system is also plotted for comparison. In the CB-CSMA/CA application the cluster size increases with the number of antennas at the AP, \( N_a \). In the MPR application the maximum number of simultaneous transmissions which can be supported by the AP is increased logarithmically with the number of antennas at the AP [5]. This is done since in the CB-CSMA/CA application, the antennas at the AP are used to cancel the multiuser interference but in the reference system we have SIMO links where at each time instance the antennas at the AP are only used for a single transmission. In all setups number of STAs is set to \( n = 60 \).

For the CB-CSMA/CA application two types of training sequences have been considered. As explained in Section II, time-orthogonal training sequences per cluster-members can be used to make channel estimation possible at the AP. In this way, the header length increases as the cluster size becomes larger. In Figure 4 the results for this case are denoted as variable header. However, training sequences may be orthogonalised in other domains such as frequency. In this way duration of the header does not change with the cluster size, cf., CB-CSMA/CA constant header curve in Figure 4. In this figure constant headers are assumed for the MPR application.

As we can observe in Figure 4, CB-CSMA/CA gains more than other applications from increasing \( N_a \). However, note

\[
\tau^* = 1 + \frac{1}{\omega(n - 1)} \sqrt{1 + \frac{2n(n-1)\omega}{\omega(n-1)}}
\]

where \( \omega = T_c/\sigma \) with \( T_c \) being the time duration when the channel is sensed busy due to collision and \( \sigma \) being the duration of a time slot which is 9 µs according to IEEE 802.11n [1].

### IV. Performance Bounds

In this section we analyse throughput upper and lower bounds of the CB-CSMA/CA application under different conditions. First we calculate the maximum saturation throughput and compare the results with the throughput of the reference system and that of the MPR protocol. Then the performance of the CB-CSMA/CA protocol in non-ideal conditions, e.g., where STAs in a cluster cannot transmit simultaneously or some of them may not have packets to transmit, is considered. The former is achieved by taking the impact of event-synchronisation error on the network throughput into consideration. The latter is done by considering non-saturation throughput and impact of different clustering methods on the network throughput. In practice, throughput of a CB-CSMA/CA application may vary between the calculated bounds.

#### A. Maximum Saturation Throughput

First we estimate the upper bound of the throughput by varying the transmission probability \( \tau \) and finding the maximum throughput for a network with \( n \) STAs. In order to do so we can either calculate throughput results for different values of \( \tau \) and find the \( \tau^* \) which maximises the throughput or find

\[
\begin{array}{c}
\text{Parameters} & \text{CB-CSMA/CA} & \text{MPR} \\
\hline
\text{SIFS} & 16 \mu s & 16 \mu s \\
\text{DIFS} & 34 \mu s & 34 \mu s \\
\text{Propagation delay} \delta & 1 \mu s & 1 \mu s \\
\text{\( CW_{\min} \)} & 15 & 15 \\
\text{\( CW_{\max} \)} & 1023 & 1023 \\
\text{Slot time} \sigma & 9 \mu s & 9 \mu s \\
\text{Payload size} L & 1024 \text{ Byte} & 1024 \text{ Byte} \\
\text{Basic rate} & 6.5 \text{ Mb/s} & 6.5 \text{ Mb/s} \\
\text{MAC Header (Data)} & 40 \text{ Byte} & 34 \text{ Byte} \\
\text{MAC Header (ACK, CTS)} & 14 \text{ Byte} & 20 \text{ Byte} \\
\text{RTS MAC Header} & \text{N/A Byte} & 20 \text{ Byte} \\
\text{CWUR MAC Header} & 8 \text{ Byte} & \text{N/A Byte} \\
\end{array}
\]

#### TABLE I

**The Analysis Parameters.**
that for very large cluster sizes, overhead increases as long as orthogonal training sequences in time are applied. It should be noted that the results in Figure 4 are the upperbound of throughput. In practice where the CW parameters are fixed, the throughput of the considered applications are below the values shown here.

B. Impact of Event-Synchronisation Errors on CB-CSMA/CA Performance

So far we have assumed perfect event-synchronisation in all clusters. Consequently, each time when a cluster accesses the medium, all of its members transmit concurrently. However, in practice members of a cluster may become event-asynchronous when for example one or more of them cannot receive or decode the CWUR packet. This may happen if any of the members are in a deep fade. In this section we study the impact of event-synchronisation errors on the throughput performance of the CB-CSMA/CA. However to quantify the MAC layer performance again PHY channels are assumed to be perfect.

An event-synchronisation error can originate from different types of errors, including decoding errors on control frames and hidden nodes. In this chapter we assume that event-synchronisation errors occur due to decoding errors. Hence, the original backoff model can still be applied.

In the presence of an event-synchronisation error a subset of STAs in a cluster may be silent while the others are transmitting. Consequently, the number of parallel streams is not the same as the cluster size anymore.

In CB-CSMA/CA even if all STAs in all clusters become event-asynchronous, the conditional collision probability is reduced compared to the CSMA/CA case. This is due to the fact that simultaneous transmissions from the same cluster can still be decoded. It should be noted that in CB-CSMA/CA the preambles are defined in such a way that multiple streams originated from a single cluster can be decoded. On the other hand, if for example two STAs, each from one cluster, begin to transmit simultaneously, the training sequences may not be orthogonal any more and hence the receiver cannot estimate the channel and decode the packets. This happens even if the receiver has multiple antennas. Therefore, it is assumed that collision occurs if at least two stations which belong to different clusters begin to transmit at the same time regardless of the number of parallel streams.

We begin the analysis by considering a symmetric scenario where clusters suffer from synchronisation errors in the same way. Then we extend the scenario to a general case in which each STA has an event-synchronisation probability of \( P_{se} \). For all scenarios, we investigate the throughput equations as a function of \( P_{se} \).

Again we consider the uplink of an infrastructure network where the AP has four antennas and each source-cluster contains four single-antenna STAs. We assume that all clusters can support a link data rate of 58.5 Mb/s regardless of the number of parallel streams. This could be the case in the high SNR regime where this rate could be supported on individual links.

First we consider a simple symmetric scenario, where all \( N_c \) clusters have the same number of asynchronous STAs. Assuming each cluster has a total number of \( N_{nc} \) STAs from which, \( k \) STAs are event-asynchronous. In this way, in the worst case scenario all STAs are asynchronous, i.e., \( k = N_{nc} \) and each cluster sees \( k(N_c - 1) = N_{nc}(N_c - 1) \) contending units at each transmission attempt.

1) Worst Case Scenario, \( k=N_{nc} \): First we assume that all STAs in clusters encounter synchronisation errors. We study an extreme case where \( P_{se} \) is assumed to be equal to 1, i.e. all members of clusters are with probability one asynchronous. Taking the MAC layer into account, this is the worst case which can happen and hence the throughput values in this case give the lower bound of the CB-CSMA/CA throughput.

In this case, a collision happens if one or more STAs in a cluster transmit while any other STA from any other cluster transmits at the same time. It should be noted that even in this case simultaneous transmissions of multiple STAs within a cluster can be resolved and hence do not lead to collisions. The collision probability given that at least one STA transmits can be calculated by taking into account the collision probability in an equivalent CSMA/CA, with \( n = N_c N_{nc} \) STAs, and then subtracting the probability that any other node from the same cluster transmits while other clusters are silent:

\[
P_{col} = 1 - (1 - T)^{N_c N_{nc} - 1}
- \sum_{i=1}^{N_{nc} - 1} \binom{N_{nc} - 1}{i} T^i (1 - T)^{N_{nc} - 1 - i}
\times (1 - T)^{N_{nc}(N_c - 1)}.
\]

(4)

\( P_{col} \) can also be directly obtained by taking into account the total number of contenders, i.e., the number of contending STAs which belong to other clusters:

\[
P_{col} = 1 - (1 - T)^{(N_c - 1)N_{nc}}.
\]

(5)

As expected, for identical parameters, equations (4) and (5) lead to the same result.

Since all members of clusters are asynchronous, the aggregate throughput of all clusters is defined by:

\[
S = \frac{N_c \sum_{m=1}^{k} \binom{k}{m} T^m (1 - T)^{(k-m)N_c} mL}{T_{slot}}
\times (1 - P_{col})(1 - P_{se}).
\]

(6)

where \( k = N_{nc} \) and \( T_{slot} \) is the duration of the time window which can be obtained using:

\[
T_{slot} = P_{id} T_s + P_s (1 - P_{se}) T_c + (1 - P_{id} - P_s) T_c + P_{id} P_s T_c,
\]

(7)

where \( P_{id} \), \( P_s \) and \( P_{se} \) are the probabilities that the slot is idle, contains a successful transmission and channel error, respectively. \( T_s \), \( T_c \) and \( T_e \) are the average time required for successful data transmission, collision and channel error. \( P_{id} \) and \( P_{se} \) can be calculated from the following equations:

\[
P_s = N_c P_{se},
\]

(8)

\[
P_{id} = (1 - T)^{N_c N_{nc}}.
\]

Throughout this paper we focus on MAC layer features and we set \( P_{se} \) to 0. For the CB-CSMA/CA application \( T_s \) and \( T_c \) can be obtained from:
\[ T_s = T_{\text{Data}} + \text{SIFS} + \delta + T_{\text{ACK}} + \delta + \text{DIFS}, \]
\[ T_c = T_{\text{Data}} + \delta + \text{SIFS} + T_{\text{CWUR}} + \delta + \text{DIFS}, \]
where \( T_{\text{Data}} \) and \( T_{\text{ACK}} \) are the duration of the data (including the common preamble) and the ACK transmission, respectively, and \( T_{\text{CWUR}} \) is the duration of the CWUR frame. The duration of the data and control frames in an OFDM-based WLAN can be obtained as follows [20]:
\[ T_{\text{Data}} = T_{\text{PLCP}} + T_{\text{PLCP}_\text{SIG}} + \left[ \frac{\text{DataMACHeader} + (16 + 6)/8 + L}{BpS(M)} \right] \cdot T_{\text{sym}}, \]
\[ T_{\text{Control}} = T_{\text{PLCP}} + T_{\text{PLCP}_\text{SIG}} + \left[ \frac{\text{MACHeader} + (16 + 6)/8}{BpS(M')} \right] \cdot T_{\text{sym}}, \]
where \( T_{\text{PLCP}}, T_{\text{PLCP}_\text{SIG}}, \) and \( T_{\text{sym}} \) are the durations of the PHY layer convergence protocol preamble (PLCP), PLCP SIGNAL and one OFDM symbol, respectively. The number of bytes per OFDM symbol for a given modulation \( M \) and the payload size are denoted by \( BpS(M) \) and \( L \), respectively.

As it is expected by setting \( N_{\text{se}} \) to 1 and \( N_c \) to be equal to the number of STAs, \( n_i \), (6) reduces to the throughput equation in the standard case, i.e., Eq.(13) in [17].

The normalised throughput of the worst case scenario, where all STAs encounter synchronisation errors with probability one, is plotted in Figure 5. Normalised throughput is a unitless parameter which is defined by the time used for payload transmission divided by the total time needed for that transmission, i.e. \( T_{\text{slot}} \). We also depict the throughput of a reference system based on the standard CSMA/CA. It is assumed that both systems transmit at the same rate. This is a sensible assumption since even for CB-CSMA/CA with high probability only one node transmits at each transmission attempt. In this section we furthermore focus on the high SNR regime where CB-CSMA/CA can also operate at the highest PHY data rate defined by the standard regardless of the number of parallel streams.

For the CB-CSMA/CA applications, it has been assumed that multiple transmissions from more than one cluster always lead to collisions. This is the worst case as in practice different frames from different clusters may still have orthogonal training sequences and hence the AP can decode those frames as long as the number of streams does not exceed the number of antennas at the AP.

It can be observed that in the worst case scenario, when all STAs are event-asynchronous, the CB-CSMA/CA throughput is reduced to that of the reference system. It should be noted that even in this scenario the collision probability of the CB-CSMA/CA is smaller than that of the standard CSMA/CA, however the headers in CB-CSMA/CA are longer than that in the reference system due to the common preamble and the orthogonal training sequences. For large network size, this leads to slightly smaller throughput in CB-CSMA/CA as compared to that of the standard CSMA/CA, cf. Figure 5.

In order to validate the results obtained from the model, we have simulated the same scenario in MATLAB. The normalised throughput obtained from simulations are compared with those obtained from the analytical model in Figure 5. As it can be observed, results from the model match the simulation. The model becomes more accurate as the network size increases.

For the CB-CSMA/CA application, in addition to the worst case scenario, a second set of the results is shown in Figure 5. In this case, we have assumed that there are totally \( N_{\text{se}} = N_a \) groups of orthogonal training sequences and collisions occur only when either more than \( N_c \) STAs transmit at the same time or two or more STAs with non-orthogonal training sequences transmit concurrently. The simulated results for this case are also depicted in Figure 5. As it has been expected the second setup has higher throughput than the first one.

2) Asymmetric Scenario: In practice different clusters may have different channel conditions and hence we extend the study to cover asymmetric scenarios. In this section, we consider an asymmetric scenario where only one cluster suffers from synchronisation errors. In this case we need to distinguish between two different categories of clusters: i) Category \( i \) which has only one cluster, i.e., \( C_i \). Each STA in \( C_i \) has a non-zero \( P_{\text{se}} \). ii) The second category includes all other clusters with \( P_{\text{se}} = 0 \). We denote the clusters in this category by \( C_j \), where \( j \neq i \).

Since the clusters in the latter category are all perfectly event-synchronised, the members of \( C_i \) face collisions only when any STA of \( C_j \) begins to transmit while any other cluster transmits at the same time. Therefore, the collision probability of \( C_i \) when \( k \) of its members are asynchronous is defined by:
\[ P_{\text{col}}(k) = 1 - (1 - P_{j(k)})^{N_c-1}, \]
where subscript \( (k) \) indicates dependency on \( k \).

On the other hand, for any \( C_j \) in the second category, a collision happens if it transmits and at the same time any other cluster from the same category or any of the STAs in \( C_i \) begin to transmit. Accordingly, for this category collisions occur with different probabilities, depending on the number of clusters as well as the number of asynchronous STAs within \( C_i \), see (12) on the top of the next page.
$P_{\text{col}}^{(k)} = \begin{cases} 1 - (1 - \tau_j^{(k)})^{N_{\text{col}} - k}(1 - \tau_i^{(k)})^{k + 1} & \text{w.p.} \\ 1 - (1 - \tau_j^{(k)})^{N_{\text{col}} - k}(1 - \tau_i^{(k)})^{N_{\text{col}}} & \text{w.p.} \end{cases}$

In this scenario again we can use (2) to calculate $\tau_i$. For each $k$, equations (2), (11) and (12) can be solved numerically.

For each transmission attempt of $C_i$, there are different numbers of parallel streams. The number of parallel streams depends on the number of asynchronous STAs within $C_i$ and whether they transmit by chance at the same time or not. To calculate the throughput of cluster $C_i$ we first need to determine the probability that $k$ STAs out of $N_{\text{nci}}$ STAs in $C_i$ are asynchronous, i.e.: 

$$P_{r}^{(k)} = \binom{N_{\text{nci}}}{k} P_{\text{sh}}^{k}(1 - P_{\text{sh}})^{N_{\text{nci}} - k}.$$  

For a given $k$, the STAs in $C_i$ are divided into two groups:

i) the first group consists of $N_{\text{nci}} - k$ synchronised STAs, these nodes access the channel at the same time and act as a single unit. The transmission probability of this group is denoted by $P_{\text{sh}}$.

ii) the second group consists of $k$ asynchronous members, these STAs access the channel individually, however, some of them may by chance transmit at the same time. We denote the transmission probability of this group by $P_{\text{tb}}$.

For a given $k$ we have:

$$P_{\text{tb}}^{(k)} = \tau_i^{(k)},$$

$$P_{\text{sh}}^{(k)} = \sum_{m=1}^{k} \frac{k}{m} \binom{k}{m} (1 - \tau_i^{(k)})^{k-m}$$

$$= 1 - (1 - \tau_i^{(k)})^k.$$  

The probability that only STAs in $C_i$ transmit is:

$$P_{s_i}^{(k)} = \left[ P_{\text{ta}}^{(k)}(1 - P_{\text{tb}}^{(k)}) + P_{\text{sh}}^{(k)}(1 - P_{\text{tb}}^{(k)}) + P_{\text{ta}}^{(k)} P_{\text{sh}}^{(k)} \right]$$

$$\times (1 - P_{\text{col}}^{(k)})$$

$$= 1 - (1 - P_{\text{ta}}^{(k)})(1 - P_{\text{sh}}^{(k)})(1 - P_{\text{col}}^{(k)}).$$  

The probability that only one of the clusters from the second category transmits is:

$$P_{s_j}^{(k)} = (N_c - 1) \tau_j^{(k)} (1 - P_{\text{col}}^{(k)}).$$

Hence, throughput of cluster $C_i$ and aggregate throughput of all other clusters are respectively expressed as:

$$S_i = \sum_{k=0}^{N_{\text{nci}}} P_{r}^{(k)} \left[ P_{\text{ta}}^{(k)}(1 - P_{\text{tb}}^{(k)})(N_{\text{nci}} - k)L \right]$$

$$+ P_{\text{ta}}^{(k)}(1 - P_{\text{ta}}^{(k)}) m L + P_{\text{sh}}^{(k)} P_{\text{sh}}^{(k)} (m + N_{\text{nci}} - k)L \right]$$

$$\times (1 - P_{\text{col}}^{(k)}),$$

$$S_j = \sum_{k=0}^{N_{\text{nci}}} P_{r}^{(k)} P_{s_j}^{(k)} N_{\text{nci}} L,$$  

where $T_{\text{slot}}$ is equal to:

$$T_{\text{slot}} = P_{i} + \left[ \sum_{k=0}^{N_{\text{nci}}} P_{r}^{(k)} P_{s_i}^{(k)} \right] T_s$$

$$+ P_{t_{c,i}} T_c.$$  

The throughput of each cluster category is shown in Figure 6 (a). As the number of clusters increases, the throughput of $C_i$ improves with increase in $P_{\text{sh}}$. When $P_{\text{sh}}$ increases, with high probability there are more asynchronous STAs in $C_i$. However, as simultaneous transmissions from $C_i$ can be resolved and hence are not considered as collisions, this only increases the collision probability of other clusters. Consequently $C_i$ may transmit with higher probability and thus benefit from longer backoff durations at other clusters. For the same reason the throughput of any other cluster degrades when $P_{\text{sh}}$ increases.

The aggregate throughput versus the number of clusters for different values of $P_{\text{sh}}$ has been depicted in Figure 6 (b). As it is expected, an event-synchronisation error leads to throughput loss and the aggregate throughput decreases when $P_{\text{sh}}$ increases. However, the throughput values for different $P_{\text{sh}}$ get close to each other for a large number of clusters. The impact of a single cluster $C_i$ almost disappears once the number of clusters becomes very large.

3) General Scenario: In this section, we will consider a general and more realistic case, where members of each cluster may suffer from synchronisation errors with a certain probability. It is assumed that each cluster $C_i$ has $N_{\text{nci}}$ STAs out of which $k_i$ are asynchronous. For each cluster, the collision probability depends on the number of total units, i.e. asynchronous and synchronous STAs, in other clusters. Consequently, for $0 \leq k_i \leq N_{\text{nci}}$ where $i \in \{0, ..., N_{\text{nci}}\}$ we have:

$$P_{r}^{(k_1,k_2,\ldots,k_{\text{nci}})} = 1 - \prod_{j=1}^{N_c} (1 - \tau_j^{(k_1,k_2,\ldots,k_{\text{nci}})})$$

$$\hat{n}_{ij} = \begin{cases} 1 + k_j & \text{for } k_j \leq N_{\text{nci}} \\ k_j & \text{for } k_j = N_{\text{nci}} \end{cases}$$

For any number of asynchronous STAs in each cluster the transmission probability can be obtained by solving the set of equations given in (20) and (2). Accordingly, the transmission
probability of synchronous and asynchronous STAs in each $C_i$ can be calculated as follows:

$$P_{i}(k_1, k_2, \ldots, k_{n_{c}}) = \tau_i (k_1, k_2, \ldots, k_{n_{c}})$$

$$P_{i}(k_1, k_2, \ldots, k_{n_{c}}) = \sum_{m=1}^{k_i} \binom{k_i}{m} (\tau_i (k_1, k_2, \ldots, k_{n_{c}})^m \times (1 - \tau_i (k_1, k_2, \ldots, k_{n_{c}})^{k_i-m}).$$

Here and in the following, for simplicity we denote the subscript $(k_1, k_2, \ldots, k_{n_{c}})$ by $(\hat{k})$. The probability that $k_i$ out of $N_{nc_i}$ STAs are asynchronous can be obtained from (13) however here $k$ may take different values in different clusters. In this scenario, the probability that only members of one cluster transmit also depends on $(\hat{k})$ and can be obtained as follows:

$$P_{i} = \sum_{k_i=0}^{N_{nc_i}} \sum_{k_2=0}^{N_{nc_2}} \cdots \sum_{k_{n_{c}}=0}^{N_{nc_{n_{c}}}} P_{i}(k_1, k_2, \ldots, k_{n_{c}})$$

$$= \sum_{k_i=0}^{N_{nc_i}} \sum_{k_2=0}^{N_{nc_2}} \cdots \sum_{k_{n_{c}}=0}^{N_{nc_{n_{c}}}} P_{i}(k_1, k_2, \ldots, k_{n_{c}})$$

$$\times \left[ P_{i}(1 - P_{i}(k_1)) + P_{i}(1 - P_{i}(k_2)) + \cdots + P_{i}(1 - P_{i}(k_{n_{c}})) \right]$$

$$\times (1 - P_{i}(\hat{k})).$$

The throughput of each cluster is given by:

$$S_i = \sum_{k_1=0}^{N_{nc_1}} \sum_{k_2=0}^{N_{nc_2}} \cdots \sum_{k_{n_{c}}=0}^{N_{nc_{n_{c}}}} P_{i}(k_1, k_2, \ldots, k_{n_{c}})$$

$$\times \left[ P_{i}(1 - P_{i}(k_1)) (N_{nc_i} - k_i)L_i \right]$$

$$+ (1 - P_{i}(k_1)) \sum_{m=1}^{k_i} \binom{k_i}{m} \tau_i (k_1)^m (1 - \tau_i (k_1)^{k_i-m}) mL_i$$

$$+ P_{i}(k_1) \sum_{m=1}^{k_i} \binom{k_1}{m} \gamma_i^m$$

$$\times (1 - \tau_i (k_1)^{k_i-m}) (m + N_{nc_i} - k_i)L_i$$

$$\times (1 - P_{i}(\hat{k}) / T_{slot}).$$

where $T_{slot}$ can be calculated from the following equations:

$$T_{slot} = P_{id} \sigma + \left( \sum_{i=1}^{N_c} P_{i} (1 - P_{i}) \right) T_s + P_c T_c,$$

$$P_{id} = \sum_{k_1=0}^{N_{nc_1}} \sum_{k_2=0}^{N_{nc_2}} \cdots \sum_{k_{n_{c}}=0}^{N_{nc_{n_{c}}}} P_{i}(k_1, k_2, \ldots, k_{n_{c}})$$

$$\times (1 - \tau_i (k_1)^{\hat{n}_i} (1 - \tau_2 (k_2)^{\hat{n}_2} \cdots (1 - \tau_{n_{c}} (k_{n_{c}})^{\hat{n}_c}) \hat{n}_c$$

with $\hat{n}_j = \left\{ \begin{array}{ll}
1 + k_j & \text{for } k_j \leq N_{nc_j} \\
k_j & \text{for } k_j = N_{nc_j}
\end{array} \right.$

$$P_c = 1 - P_{id} - \sum_{i=1}^{N_c} P_{i}. $$

Applying the above equations, we evaluate the throughput of the general scenario where $P_{i}$ of each cluster is chosen uniformly from the interval $[0, 1]$. Each time the throughput of each cluster and the aggregate throughput are calculated. Then $P_{i}$ values are set to new random numbers. The results are shown in Figure 7. Although the throughput is degraded compared to the case where all STAs are event-synchronous, it is still much higher than that of the CSMA/CA system.
C. Impact of Clusterings on CB-CSMA/CA Non-Saturation Throughput

In unsaturated conditions STAs may or may not have a packet to transmit, depending on the traffic arrival rate. In order to calculate the transmission probability under unsaturated condition, we can apply the Markov chain model as proposed in [21]. In this model, compared to the saturation model, a new state is introduced, which indicates the probability that there is at least one packet to be transmitted in the buffer. This probability is denoted by $q$. As it is shown in [21], in this case the transmission probability can be obtained from:

$$P(T_{\text{on}} > 1) = 2(1 - 2p)q$$

Assume $\lambda$ as the average packet arrival rate at each STA. For a traffic model with Poisson packet arrival process and for a small buffer size the probability $q$ can be calculated from [22]:

$$q = 1 - e^{-\lambda T_{\text{slot}}},$$

where $T_{\text{slot}}$ can be obtained from (7).

In non-saturation scenarios, grouping different STAs into a cluster can impact the network throughput. This happens since STAs in a cluster may or may not have a packet to send. Here we distinguish between two types of clusterings: non-adaptive clustering where clusters are formed regardless of the presence of queued packets and adaptive clustering where STAs which have packets to transmit are allocated to the same clusters. Adaptive clustering can for instance be achieved by using the polling information in the contention-free (CF) period. The AP can adaptively change clusters based on the information obtained during the contention-free period. According to IEEE 802.11e [23], STAs which do not have any queued packet to send, reply the CF-Poll by a Null frame. As a result, the hybrid-coordinator (here the AP) can form clusters by taking only STAs with queued packets into account. As each CF period is followed by a contention period, the clusters can be formed during CF period and can remain the same during the contention period.

1) CB-CSMA/CA with Non-Adaptive Clustering: First we consider a scenario where clusters are defined independently of the presence of packets in their queues. Let us assume a worst case scenario where a cluster starts to compete for the channel as soon as all of its members have packets ready to send. Although in practice members of a cluster should be able to transmit even if other members remain idle, this scenario shows an extremely inefficient way of clustering under unsaturated condition. Accordingly, for the CB-CSMA/CA throughput analysis we have to replace $q$ in (28) by $q^{N_{\text{uc}}}$.

Non-saturation throughput of CB-CSMA/CA protocol with the considered non-adaptive clustering is depicted in Figure 8. For the purpose of comparisons, the throughput of the MPR as well as that of the IEEE 802.11n DCF basic access mechanism are also shown. At $q = 1$ each STA has a non-empty buffer with probability one and the system is saturated. It can be observed that the CB-CSMA/CA achieves higher throughput above a certain threshold. For very low values of $q$, CB-CSMA/CA throughput is below that of the other systems. This happens since clusters are defined independently of the packet arrival rate and each cluster transmits only if all of its members have packets to transmit. The results in Figure 8 are calculated for $n = 24$.

CSMA/CA achieves slightly higher throughput for very low value of $q$ as compared to MPR. While MPR is performed using RTS/CTS handshake, the CSMA/CA is based on the basic access mechanism. Hence, in the region where the collision probability is small CSMA/CA benefits from smaller overheads.

2) CB-CSMA/CA with Adaptive Clustering: In this part we assume an adaptive clustering method. According to this method, for each transmission attempt, we select STAs which have packets in their buffer and put them together in clusters. In this way, assuming $n$ STAs and $N_{\text{uc}} = 2$, we can form a cluster with two members as soon as there are at least two STAs which have packets in their buffer. This happens with the probability $1 - (1 - q)^n - \binom{n}{2} q(1 - q)^{n-1}$.

Throughput results for this scenario with $n = 24$ are depicted in Figure 8. It can be observed that the CB-CSMA/CA protocol with adaptive clustering outperforms both the MPR and CSMA/CA for most values of $q$.

V. Conclusion

In this paper we proposed a novel cluster-based CSMA/CA scheme which supports multiuser streams and reduces the collision probability in a network.

The CB-CSMA/CA protocol showed a promising throughput improvement compared to a reference system based on IEEE 802.11. The analysis of event-synchronisation errors shows that the CB-CSMA/CA is relatively robust to the event-synchronisation error and in the worst case it performs similar to the standard CSMA/CA.

The CB-CSMA/CA outperforms both MPR and CSMA/CA in saturation as well as unsaturation mode with medium and high probability of non-empty buffers. However, to benefit from CB-CSMA/CA for low packet arrival rates, we should...
apply an adaptive clustering. The adaptive clustering takes the presence of packets in the STAs into account and it can be performed by using the information obtained in the polling phase.
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