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Abstract

Data hiding is one widely used approach for protecting authentication and ownership. Most multimedia content like images and videos are transmitted or saved in the compressed form. This kind of lossy compression, such as JPEG, can destroy the hidden data, which raises the need of robust data hiding. It is still an open challenge to achieve the goal of data hiding that can be against these compressions. Recently, deep learning has shown large success in data hiding, while non-differentiability of JPEG makes it challenging to train a deep pipeline for improving robustness against lossy compression. The existing SOTA approaches replace the non-differentiable parts with differentiable modules that perform similar operations. Multiple limitations exist: (a) large engineering effort; (b) requiring a white-box knowledge of compression attacks; (c) only works for simple compression like JPEG. In this work, we propose a simple yet effective approach to address all the above limitations at once. Beyond JPEG, our approach has been shown to improve robustness against various image and video lossy compression algorithms. Code: https://github.com/mikolez/Robust_JPEG
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1. Introduction

The Internet has revolutionized the world development in the sense that it has become the de facto most convenient and cost-effective remote communication medium [1]. Early internet users mainly communicated in the form of plain text, and in recent years, images or even videos have gradually become the dominant multimedia content for communication. However, those images are vulnerable to security attacks including unauthorized modification and sharing. Data hiding has been established as a promising and competitive approach for authentication and ownership protection [2].

Social media has become indispensable part for most of us who are active on the FaceBook, Twitter, Youtube for sharing multimedia content like photos or videos. For reducing the bandwidth or traffic to facilitate the transmission, most photos and videos on the social media (or internet in general) are in the compressed form, such as JPEG or MPEG. This kind of lossy operation can easily destroy the hidden information for most existing data hiding approaches [1,2]. Thus, robust data hiding in multimedia that can resist non-malicious attack, lossy compression, has become a hot research direction.

Recently, deep learning has also shown large success in hiding data in images [3,4,5,6,7]. For improving the robustness against JPEG compression, the SOTA approaches need to include the JPEG compression in the training process [6,7]. The challenge of this task is that JPEG compression is non-differentiable. Prior works have either roughly simulated the JPEG compression [6] or carefully designed the differentiable function to mimic every step of the JPEG compression [7]. Compared with the rough simulation approach [6], the carefully designed mimicking approach has achieved significant performance [7]. However, it still has several limitations: (a) mimicking the JPEG compression requires large amount of engineering effort, (b) it is compression specific, i.e. it only works for JPEG compression, while not effective against other compression, (c) it requires a full white-box knowledge of the attack method. In practice, the attacker might have some publicly available tool. In this work, we demonstrate that a simple approach can be adopted for alleviating all the above limitations at once.

2. RELATED WORK

2.1. Lossy Data compression

In information technology, data compression is widely used to reduce the data size [8]. The data compression techniques can be mainly divided into lossless and lossy ones [8]. Lossless techniques have no distortion effect on the encoded image, thus it is not relevant to robust data hiding. We mainly summarize the lossy compression for images and videos. Overall, lossy compression is a class of data encoding methods that discards partial data. Without noticeable artifacts, it can reduce the data size significantly, which facilitates storing and transmitting digital images. JPEG was first introduced in 1992 and has become the de facto most widely used compression technique for images [9]. JPEG compression involves two major steps: DCT transform and quantization. For color images, color transform is also often adopted as a standard
pre-processing step. Even though humans cannot easily identify the difference between original images and compressed images, this lossy compression can have significant influence on the deep neural networks. JPEG2000 is another famous lossy compression that has higher visual quality with less mosaic artifacts. In contrast to JPEG, JPEG2000 is based on Discrete Wavelet Transform. Concurrent to JPEG2000, another variant of DWT based lossy compression, i.e., progressive file format Progressive Graphics File (PGF) has also come out. In 2010, Google developed a new image format called WebP, which is also based on DCT as JPEG but outperforms JPEG in terms of compression ratio. For video lossy compression, MPEG is the most widely adopted approach.

2.2. Traditional robust data hiding

Since the advent of image watermarking, numerous works have investigated robust data hiding to improve its imperceptibility, robustness as well as hiding capacity. Early works have mainly explored manipulating the cover image pixels directly, i.e., embedding the hidden data in the spatial domain, for which hiding data in least significant bits (LSBs) can be seen as a classical example. For improving robustness, the trend has shifted to hiding in a transform domain, such as Discrete Cosine Transform (DCT), Discrete Wavelet Transform, or a mixture of them. For achieving a good balance between imperceptibility and robustness, adaptive data hiding has emerged to embed the hidden data based on the cover image local features. Traditional data hiding methods often require the practitioners to have a good understanding of a wide range of relevant expertise. Deep learning based approaches automated the whole process, which significantly facilitates its wide use. Moreover, recent works have demonstrated that deep learning based approaches have achieved competitive performance against traditional approaches in terms of capacity, robustness, and security.

2.3. Deep learning based robust data hiding

Beyond the success in a wide range of applications, deep learning has shown success in data hiding. The trend has shifted from adopting DNNs for a certain stage of the whole data hiding pipeline to utilizing DNNs for the whole pipeline in an end-to-end manner. has shown the possibility of hiding a full image in a image, which has been extended to hiding video in video. Hiding binary data with adversarial learning has also been proposed in the above deep learning approaches do not take robustness into account and the hidden data can easily be destroyed by common lossy compression, such as JPEG. For improving its robustness to JPEG, have proposed to include “noise layer” that simulates the JPEG to augment the encoded images in the training. To overcome the challenge.

3. PSEUDO-DIFFERENTIABLE JPEG AND BEYOND

Robust data hiding requires imperceptibility and robustness. The imperceptibility is achieved minimizing its distortion on the cover image. In this work, we aim to improve robustness against lossy compression, such as JPEG, while maintaining its imperceptibility. Specifically, we focus on deep learning based approach through addressing the challenge that lossy compression is non-differentiable. Note that lossy compression by default is always non-differentiable due to many factors, out of which quantization is one of the widely known factors.

3.1. Why do we focus on lossy compression?

A intentional attacker can adopt various techniques, such as noising, filtering or compression, to remove the hidden data. In practice, however, unauthorized sharing or modification is often done without any intentional attacks. Instead, the social media platform often performs non-intentional attack through lossy compression, while it is very unusual that a media platform would intentionally add noise to the images. Thus, addressing the robustness against lossy compression has high practical relevance. Moreover, the existing approaches already have a good solution to other methods.

3.2. Deep Learning based robust data hiding SOTA framework

Before introducing the proposed method for improving robustness against lossy compression, we first summarize the deep learning based robust data hiding framework adopted by SOTA approaches in Fig. Straightforwardly, it has two major components: encoding network for hiding the data in the cover image and decoding network for extracting the hidden data from the encoded image. Additionally it has an auxiliary component, i.e., attack layer (also called as “noise layer” in [6]), necessary for improving its robustness against attacks, such as lossy compression.
Our key contribution lies in providing a unified perspective on this attack layer and proposing a frustratingly simple technique for improving robustness against lossy compression.

3.3. Pseudo differentiable lossy compression

For general noise, such as Gaussian noise, the noise can be directly added to the encoded image. The role of such noise is to augment the encoded images in the training process to make it robust against such noise. Note that the operation of adding noise is differentiable, thus it is fully compatible with the need of being differentiable for the attack layer. Other attack operations like filtering are also differentiable. The process of JPEG compression and decompression is shown in Fig. 2 where quantization involves rounding operation which is non-differentiable. It renders the JPEG unfit for gradient-based optimization [6] and it constitutes a fundamental barrier for directly applying it in the attack layer of Fig. 1.

Unified perspective on attack layer. Regardless of the attack type, the resulting effect is a distortion on the encoded image. Specifically, Gaussian noise is independent of the encoded image while the JPEG distortion can be seen as a pseudo-noise that is dependent on the encoded image. Pseudo-differentiable JPEG method. Given the above unified perspective, we notice that the effect of the JPEG compression and decompression is equivalent to adding pseudo noise to the encoded image. Since adding Gaussian noise is a differentiable operation, the operation of adding JPEG pseudo-noise is also differentiable. Note that similar to Gaussian noise we can directly add JPEG pseudo-noise to the encoded image after the JPEG pseudo-noise is known. With this understanding, the problem remains how to get the JPEG pseudo-noise. Recall that JPEG pseudo-noise is the gap between the compression processed image and original encoded image. As the output of the encoding network, the encoded image is readily available and the compression processed image can also be simply retrieved by performing the forward operation of JPEG compression and decompression to the encoded image. The whole process of our proposed Pseudo-differentiable method is shown in Fig. 3. Note that during training the forward operation is performed on both encoded image pathway and pseudo-noise pathway, while the backward operation is only performed on the encoded image pathway. Since the backward operation does not go through the pseudo-noise path, the fact that JPEG compression is non-differentiable does not make the training fail. Astute readers can find that compression processed image and noisy decoded image in Fig. 3 have exactly identical values. At first sight it appears that substracting the pseudo-noise from the compression image and then re-adding it to the encoded image are two meaningless operations that offset each other. However, from the gradient-optimization perspective, they
are not dummy operations but instead they are the key to make non-differentiable JPEG operation pseudo-differentiable. Removing these two seemingly meaningless operation results in a process shown in Fig. 4 which is impractical because the backward operation goes through the non-differentiable JPEG compression.

Beyond JPEG compression. The above proposed approach can be used for any lossy compression or any non-differentiable operation. With our proposed approach, we treat the non-differentiable operation as a blackbox, and we only need to perform the forward operation. This is conceivably significant advantage because some non-differentiable operation might be too complex for the practitioner to understand how it works and mimicing its every step as in [7].

4. RESULTS

Following [6], we hide 30 bits of random binary data in 128x128 color images. The comparison with existing various JPEG approximation methods are shown in the Table 1 with the decoding bit error rate (BER) as the metric. Our method outperforms all existing techniques for different JPEG quality factors.

Table 1. Comparison of our method with other JPEG approximation techniques. The results are reported with the metric of BER (%).

| JPEG Quality | JPEG-Drop | JPEG-Mask | JPEG-Drop + JPEG-Mask | JPEG [25] | Ours |
|--------------|-----------|-----------|-----------------------|-----------|
| JPEG-10      | 49.33     | 46.23     | 46.23                 | 35.68     | 31.22 |
| JPEG-25      | 48.50     | 39.48     | 39.48                 | 22.00     | 16.75 |
| JPEG-50      | 47.62     | 32.77     | 32.77                 | 15.85     | 12.63 |
| JPEG-75      | 46.75     | 27.22     | 27.22                 | 14.03     | 12.44 |
| JPEG-90      | 46.08     | 18.57     | 18.57                 | 13.81     | 12.00 |

To our knowledge, there is no existing deep learning based approach that is robust against other types of lossy compression, such as JPEG-2000 and WebP. Our approach can be readily extended to them and the results are shown in the Table 2 and Table 3. We train the network with quality factor of 500. For evaluation, when the quality factor is higher than 500, the decoding BER is very low, showing our approach can also improve the robustness against JPEG2000. It is expected that the BER increases when the evaluation quality factor decreases. Similar trend can be observed for WebP where the training quality factor is set to 50.

Table 2. Results for different quality levels of JPEG 2000.

| JPEG 2000 | 100 | 250 | 500 | 750 | 900 |
|-----------|-----|-----|-----|-----|-----|
| Ours      | 35.29 | 4.16 | 0.03 | 0.04 | 0.03 |

We further extend our approach to two common video compression methods: MPEG and XVID. The results are available in Table 4. We observe that the BER with our approach is quite low for both video compression methods. Note that we still hide the same amount of binary data in each frame of the video. Our algorithm achieves low BER even in challenging scenario of video compression. Note that without approach, the BER is close to 50%, i.e. random guess.

Table 3. Results for different quality levels of WebP.

| WebP | 10 | 25 | 50 | 75 | 90 |
|------|----|----|----|----|----|
| Ours | 20.69 | 15.37 | 12.86 | 12.17 | 12.14 |

Finally, we train a network to be simultaneously robust against JPEG, JPEG2000 and WebP by hiding an image in another. The average pixel discrepancy (APD) between cover and container images is 9.13/255, while that between secret and revealed secret images is 8.54/255. The qualitative results are shown in the Figure 5.

Table 4. Results for video compression methods.

| MPEG4 | XVID |
|-------|------|
| 8.45  | 13.59 |

Fig. 5. Hiding an image in another under different lossy compressions.

5. CONCLUSION

In this paper, we provide a unified perspective on various attacks and propose a simple yet effective approach for addressing the non-differentiability for lossy compression. Our ap-
proach outperforms the existing approximation approach by a visible margin. Moreover, our work is the first to show that a deep learning approach can be robust against JPEG2020 and WebP as well as two video compression algorithms. We also show hiding images in images while staying simultaneously robust against several lossy compression.
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