TIME EVOLUTION OF CONCENTRATED VORTEX RINGS

PAOLO BUTTÀ AND CARLO MARCHIORO

Abstract. We study the time evolution of an incompressible fluid with axisymmetry without swirl when the vorticity is sharply concentrated. In particular, we consider $N$ disjoint vortex rings of size $\varepsilon$ and intensity of the order of $|\log \varepsilon|^{-1}$. We show that in the limit $\varepsilon \to 0$, when the density of vorticity becomes very large, the movement of each vortex ring converges to a simple translation, at least for a small but positive time.

1. Introduction and main result

In this paper we study the time evolution of an incompressible fluid with constant density when the axisymmetry without swirl is present and the vorticity is sharply concentrated. A similar situation has been largely investigated in the case of planar symmetry, a short summary and references on this subject are given in Appendix A. Here, we show how several not trivial problems arise in presence of this different symmetry.

The evolution of an incompressible inviscid fluid of unitary density filling the whole space $\mathbb{R}^3$ is governed by the Euler equations,

$$\partial_t u + (u \cdot \nabla) u = -\nabla p, \quad \nabla \cdot u = 0, \quad (1.1)$$

where $u = u(\xi, t)$ and $p = p(\xi, t)$ are the velocity and pressure respectively, $\xi = (\xi_1, \xi_2, \xi_3)$ denotes a point in $\mathbb{R}^3$, and $t \in \mathbb{R}_+$ is the time. More precisely, the evolution is determined by the Cauchy problem associated to (1.1) with assigned boundary conditions. In what follows, we always assume that $u$ decays at infinity. Introducing the vorticity $\omega$, defined by

$$\omega = \nabla \times u, \quad (1.2)$$

this assumption implies that the velocity $u$ can be reconstructed from $\omega$ as

$$u(\xi, t) = -\frac{1}{4\pi} \int d\eta \frac{(\xi - \eta) \times \omega(\eta, t)}{|\xi - \eta|^3}. \quad (1.3)$$

On the other hand, by (1.1) and (1.2), the vorticity evolves governed by the equation

$$\partial_t \omega + (u \cdot \nabla) \omega = (\omega \cdot \nabla) u, \quad (1.4)$$

so that Eqs. (1.3) and (1.4) give a formulation of the Euler equations (with velocity decaying at infinity) in terms of the vorticity $\omega$.

Denoting by $(z, r, \theta)$ the cylindrical coordinates, we recall that the vector field $F$ of cylindrical components $(F_z, F_r, F_\theta)$ is called axisymmetric without swirl if $F_\theta = 0$ and $F_z$ and $F_r$ are independent of $\theta$.
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We observe that the axisymmetry is preserved by the evolution (1.1). Moreover, when restricted to axisymmetric velocity fields \( u(\xi, t) = (u_z(z, r, t), u_r(z, r, t), 0) \), Eqs. (1.2) and (1.4) reduces to
\[
\omega = (0, 0, \omega_r) = (0, 0, \partial_z u_r - \partial_r u_z)
\] (1.5)
and, denoting henceforth \( \omega_r \) by \( \omega \),
\[
\partial_t \omega + (u_z \partial_z + u_r \partial_r) \omega - \frac{u_r \omega}{r} = 0.
\] (1.6)

We also notice that the solenoidal condition \( \nabla \cdot u = 0 \) remains in the open half-plane \( \Pi \) at any time.

Hence, the axisymmetric solutions to the Euler equations are the solutions to Eqs. (1.6), (1.7), and (1.8).

Finally, by (1.8), \( u_z = u_z(z, r, t) \) and \( u_r = u_r(z, r, t) \) are given by
\[
u_z = -\frac{1}{2\pi} \int dz' \int_0^\infty 2r'dr' \int_0^\pi d\theta \frac{\omega(z', r', t)(r \cos \theta - r')}{[(z-z')^2 + (r-r')^2 + 2rr'(1 - \cos \theta)]^{3/2}},
\] (1.7)
\[
u_r = \frac{1}{2\pi} \int dz' \int_0^\infty 2r'dr' \int_0^\pi d\theta \frac{\omega(z', r', t)(z-z')}{[(z-z')^2 + (r-r')^2 + 2rr'(1 - \cos \theta)]^{3/2}}.
\] (1.8)

Hence, the axisymmetric solutions to the Euler equations are the solutions to Eqs. (1.6), (1.7), and (1.8).

We further observe that Eq. (1.6) means that the quantity \( \omega/r \) remains constant along the flow generated by the velocity field, i.e.,
\[
\frac{\omega(z(t), r(t), t)}{r(t)} = \frac{\omega(z(0), r(0), 0)}{r(0)},
\] (1.9)
with \((z(t), r(t))\) solution to
\[
\dot{z}(t) = u_z(z(t), r(t), t), \quad \dot{r}(t) = u_r(z(t), r(t), t).
\] (1.10)

It is possible to consider non-smooth initial data by assuming (1.7), (1.8), and (1.9) as a weak formulation of the Euler equations in the framework of axisymmetric solutions. An equivalent weak formulation is obtained from (1.6) by a formal integration by parts,
\[
\frac{d}{dt} \omega_t[f] = \omega_t[u_z \partial_z f + u_r \partial_r f + \partial_t f],
\] (1.11)
where \( f = f(z, r, t) \) is any bounded smooth test function and
\[
\omega_t[f] := \int dz \int_0^\infty dr \omega(z, r, t)f(z, r, t).
\]

In particular, global (in time) existence and uniqueness of the weak solution to the associated Cauchy problem holds when the initial vorticity \( \omega_0(z, r) := \omega(z, r, 0) \) is a bounded function with compact support contained in the open half-plane \( \Pi := \{(z, r) : r > 0 \} \), see, e.g., [6] Appendix]. Moreover, the support of the vorticity remains in the open half-plane \( \Pi \) at any time.

A point of the half-plane \( \Pi \) corresponds to a circumference in the whole space and the special class of axisymmetric solutions without swirl are called sometime smoke rings, because there exist particular solutions whose shape remains constant in time (the so-called steady vortex ring) and translate in the z-direction with constant speed (the propagation velocity). The existence of such solutions is an old issue, see [18] for a rigorous proof by means of variational methods. We also quote the review [18] as a bibliographic reference in physical literature on axisymmetric solutions without swirl.
Here, we are interested in the special class of initial data when the vorticity is sharply concentrated.

We first discuss the case when the concentration occurs around a single point \((z_0, r_0)\). Denoting by \(\Sigma((z, r)|\rho)\) the open disk of center \((z, r)\) and radius \(\rho\), we assume that \(\omega_\varepsilon(z, r, 0)\) is non-negative and that its support is inside the disk \(\Sigma((z_0, r_0)|\varepsilon)\), with \(\varepsilon > 0\) a small parameter. We also let

\[
N_\varepsilon = \int dz \int_0^\infty dr \omega_\varepsilon(z, r, 0).
\]

The case of a steady vortex ring is analyzed in [7], where the propagation velocity is shown to be approximately equal to \(N_\varepsilon \frac{\log \varepsilon}{4\pi r_0}\) if \(\varepsilon\) is very small. We are interested in the extension of this result to any concentrated initial data and not only to the particular case of steady vortex rings. The analysis of the latter case suggests that to obtain a finite limit propagation velocity \(N_\varepsilon\) has to be chosen of the order of \(\frac{\log \varepsilon}{\varepsilon^2}\). In fact, such analysis has been done in [2], where it is proven that if there are \(M, a > 0\) such that, for any \(\varepsilon\) small enough,

\[
N_\varepsilon = \frac{a}{|\log \varepsilon|}, \quad 0 \leq \omega_\varepsilon(z, r, 0) \leq \frac{M}{\varepsilon^2 |\log \varepsilon|},
\]

then for any \(T > 0\) the evolution \(\omega_\varepsilon(z, r, t), t \in [0, T]\), is concentrated in a disk \(\Sigma((z_\varepsilon(t), r_\varepsilon(t))|D_\varepsilon)\) of radius \(D_\varepsilon = \varepsilon |\log \varepsilon|\), in the sense that

\[
\lim_{\varepsilon \to 0} |\log \varepsilon| \int_{\Sigma((z_\varepsilon(t), r_\varepsilon(t))|D_\varepsilon)} dz \, dr \omega_\varepsilon(z, r, t) = a.
\]

Moreover,

\[
\lim_{\varepsilon \to 0} (z_\varepsilon(t), r_\varepsilon(t)) = (z_0 + vt, r_0), \quad v = \frac{a}{4\pi r_0}.
\]

The previous result holds for one vortex ring alone. The aim of the present paper is to extend the analysis to the case of \(N\) vortex rings. The proof is based on a not trivial improvement of the previous result on the motion of a single vortex ring. Actually, in [2] the main effort has been made to prove that the vorticity remains concentrated around a point, whereas small filaments of vorticity mass \(m_\varepsilon\) could go away. As \(\varepsilon \to 0\) this point has a linear motion and \(m_\varepsilon \to 0\). But now, to control the interaction among the vortex rings, we need to show that these filaments remain close to their concentration points of vorticity. We are able to prove such stronger property of the evolution during a suitable time interval, which cannot be chosen arbitrarily large but it can be fixed independent of \(\varepsilon\) (a sort of rough localization). With respect to the planar case, where it is possible to prove a sharp localization, there is a main difference: the planar symmetry gives rise to a quasi-Lipschitz velocity field, while in the axisymmetry without swirl the velocity field is much more singular.

We now state the main result of the paper. Given a small parameter \(\varepsilon \in (0, 1)\), we consider initial data for which the vorticity is supported in \(N\) disks, i.e., an initial vorticity of the form

\[
\omega_\varepsilon(z, r, 0) = \sum_{i=1}^N \omega_{i,\varepsilon}(z, r, 0),
\]

where \(\omega_{i,\varepsilon}(z, r, 0), i = 1, \ldots, N\), are functions with definite sign such that

\[
\Lambda_{i,\varepsilon}(0) := \text{supp } \omega_{i,\varepsilon}(\cdot, 0) \subset \Sigma(\zeta^i|\varepsilon),
\]
for fixed \( \zeta^i = (z_i, r_i) \in \Pi \). We assume \( \varepsilon \) so small to have
\[
\Sigma(\zeta^i|\varepsilon) \subset \Pi \quad \forall i = 1, \ldots, N, \quad \Sigma(\zeta^i|\varepsilon) \cap \Sigma(\zeta^j|\varepsilon) = \emptyset \quad \forall i \neq j.
\]
As already noticed, this implies that the solution \( \omega_\varepsilon(z, r, t) \) is defined globally in time and its support remains inside \( \Pi \). In view of the axisymmetry, each component \( \omega_{i,\varepsilon}(z, r, 0) \) in the right-hand side of (1.13) represents a vortex ring, of width of the order of \( \varepsilon \) and radius \( \zeta^i \) (which is chosen independent of \( \varepsilon \)). In general, the signs of the functions \( \omega_{i,\varepsilon}(z, r, 0) \) can be different among each other, and we assume that the intensity of the \( i \)-th ring vanishes logarithmically as \( \varepsilon \to 0 \). More precisely, we assume that there are \( N \) real parameters \( a_1, \ldots, a_N \) such that
\[
|\log \varepsilon| \int_0^\infty dr \omega_{i,\varepsilon}(z, r, 0) = a_i \quad \forall i = 1, \ldots, N.
\]
We further suppose that there is \( M > 0 \) such that
\[
|\omega_{i,\varepsilon}(z, r, 0)| \leq \frac{M}{\varepsilon^2 |\log \varepsilon|} \quad \forall x \in \mathbb{R}^2 \quad \forall i = 1, \ldots, N.
\]
The decomposition (1.13) naturally extends to time \( t > 0 \) because, in view of (1.9),
\[
\omega_\varepsilon(z, r, t) = \sum_{i=1}^N \omega_{i,\varepsilon}(z, r, t),
\]
with \( \omega_{i,\varepsilon}(z, r, t) \) the time evolution of the \( i \)-th vortex ring, i.e., such that
\[
\omega_{i,\varepsilon}(z(t), r(t), t) := \frac{r(t)}{r(0)} \omega_{i,\varepsilon}(z(0), r(0), 0).
\]
The main result is the content of the following theorem.

**Theorem 1.1.** Assume the initial data \( \omega_\varepsilon(z, r, 0) \) verify (1.13), (1.14), and (1.15), and define, for \( \zeta^i = (z_i, r_i) \in \Pi, i = 1, \ldots, N, \) as in (1.13),
\[
\zeta^i(t) := \zeta^i + \frac{v_i}{4\pi r_i} t \quad \text{with} \quad v_i = \frac{a_i}{4\pi r_i}.
\]
Then, for any \( R > 0 \) such that the closed disks \( \Sigma(\zeta^i|R) \) are mutually disjoint there exist \( \varepsilon_R \in (0, 1) \) and \( T_R > 0 \) such that, for any \( t \in [0, T_R] \) and \( i = 1, \ldots, N \), the following holds true.

1. \( \Lambda_{i,\varepsilon}(t) := \text{supp} \ \omega_{i,\varepsilon}(\cdot, t) \subseteq \Sigma(\zeta^i(t)|R) \) for any \( \varepsilon \in (0, \varepsilon_R] \), and the disks \( \Sigma(\zeta^i(t)|R) \) are mutually disjoint.
2. There are \( \zeta^i_{\varepsilon}(t) \in \Pi \) and \( R_{\varepsilon} > 0 \) such that
\[
\lim_{\varepsilon \to 0} |\log \varepsilon| \int_{\Sigma(\zeta^i|\varepsilon(t)|R_{\varepsilon})} dz dr \omega_{i,\varepsilon}(z, r, t) = a_i \quad \forall i = 1, \ldots, N,
\]
with
\[
\lim_{\varepsilon \to 0} R_{\varepsilon} = 0, \quad \lim_{\varepsilon \to 0} \zeta^i_{\varepsilon}(t) = \zeta^i(t).
\]

The proof of Theorem 1.1 is obtained in two separate steps. We first prove an analogous result for a "reduced system" which describes the motion of a single vortex ring in a suitable external time-dependent vector field. The original problem is then solved by simulating the motion of each vortex ring by means of the reduced system, in which the external field describes the force due to its interaction with the other rings.
The same approach has been used in the planar case, where a key ingredient to prove the localization property is a quite sharp a priori estimate on the moment of inertia, which is not available here because the velocity field is not a Lipschitz function. Indeed, the case of one vortex ring alone has been successfully solved by making use of the energy conservation. But this is not sufficient to prove the localization property, which appears necessary to cover the case of many vortex rings. We then use a mix of the two strategies. To overcome the lack of Lipschitz property, we apply the energy conservation to control the growth in time of the moment of inertia. This estimate allows us to build up an iterative scheme to deduce the sharp localization property. The price to pay is that the method works only if the time is not too large.

The plan of the paper is the following. In the next section we introduce the reduced model and prove Theorem 1.1 as a corollary of the analogous result for the reduced system. The proof of the latter is given in Section 3. Some comments on related problems are given in Section 4. As already mentioned, in Appendix A we briefly recall the known result in the case of planar symmetry, while Appendix B is devoted to the proof of some technical results.

2. Proof of the main result

2.1. Preliminaries. To have a more compact notation, we rename the variables by setting

\[ x = (x_1, x_2) := (z, r), \]

so that \( \Pi = \{ x = (x_1, x_2) \in \mathbb{R}^2 : x_2 > 0 \} \).

In what follows, we tacitly extend the vorticity to a function on the whole plane \( \mathbb{R}^2 \) by setting \( \omega_\varepsilon(x, t) = 0 \) for \( x_2 \leq 0 \), so that the equations of motion (1.7), (1.8), (1.9) and (1.10) are reshaped in the following form,

\[
\begin{align*}
    u(x, t) &= \int dy \, H(x, y) \omega_\varepsilon(y, t), \\
    \omega_\varepsilon(x(t), t) &= \frac{x_2(t)}{x_2(0)} \omega_\varepsilon(x(0), 0), \\
    \dot{x}(t) &= u(x(t), t),
\end{align*}
\]

where the kernel \( H(x, y) = (H_1(x, y), H_2(x, y)) \) is given by

\[
\begin{align*}
    H_1(x, y) &= \frac{1}{2\pi} \int_0^\pi d\theta \frac{y_2(y_2 - x_2 \cos \theta)}{[|x - y|^2 + 2x_2y_2(1 - \cos \theta)]^{3/2}}, \\
    H_2(x, y) &= \frac{1}{2\pi} \int_0^\pi d\theta \frac{y_2(x_1 - y_1) \cos \theta}{[|x - y|^2 + 2x_2y_2(1 - \cos \theta)]^{3/2}}.
\end{align*}
\]

As mentioned in the previous section, we first prove an analogue of Theorem 1.1 for a “reduced system” which describes the motion of a single vortex ring in a suitable external time-dependent vector field. This is the content of Theorem 2.3 below, whose proof is postponed to the next section.
2.2. The reduced system. The reduced system is defined by Eqs. (2.2), (2.3), and, in place of (2.4),
\[ \dot{x}(t) = u(x(t), t) + F^\varepsilon(x(t), t). \] (2.7)
The initial datum \( \omega_\varepsilon(x, 0) \) and the time dependent vector field \( F^\varepsilon \) (possibly depending on \( \varepsilon \)) are assumed to satisfy the following conditions.

**Assumption 2.1.** The function \( \omega_\varepsilon(x, 0) \) is non-negative (resp. non-positive) and there is \( M > 0 \) and \( a > 0 \) (resp. \( a < 0 \)) such that
\[ 0 \leq |\omega_\varepsilon(x, 0)| \leq \frac{M}{\varepsilon^2|\log \varepsilon|} \quad \forall x \in \mathbb{R}^2, \quad |\log \varepsilon| \int dy \omega_\varepsilon(y, 0) = a. \] (2.8)
Moreover, there exists \( \zeta^* = (z_*, r_*) \in \Pi \) such that
\[ \Lambda_\varepsilon(0) := \text{supp } \omega_\varepsilon(\cdot, 0) \subset \Sigma(\zeta^*|\varepsilon). \] (2.9)
We also assume \( \varepsilon \) so small to have
\[ \Sigma(\zeta^*|\varepsilon) \subset \Pi. \]
Finally, \( F^\varepsilon = (F_1^\varepsilon, F_2^\varepsilon) \in C(\mathbb{R}^2 \times [0, \infty); \mathbb{R}^2) \) is globally Lipschitz and enjoys the following properties.

(a) The vector field \( F^\varepsilon = (F_1^\varepsilon, F_2^\varepsilon) := (F_1^\varepsilon, F_2^\varepsilon, 0) \) has zero divergence, i.e.,
\[ \partial_x_1 (x_2 F_1) + \partial_x_2 (x_2 F_2) = 0. \]
(b) There exist \( C_F, L > 0 \) such that, for any \( \varepsilon \in (0, 1) \) and \( t \geq 0, \)
\[ |F^\varepsilon(x, t)| \leq \frac{C_F}{|\log \varepsilon|}, \quad |F^\varepsilon(x, t) - F^\varepsilon(y, t)| \leq \frac{L}{|\log \varepsilon|}|x - y| \quad \forall x, y \in \mathbb{R}^2. \]

**Remark 2.2.** Under Assumption 2.1 the argument in [10 Appendix] can be easily adapted to the present context to prove existence and uniqueness of solutions for the reduced problem. Moreover, the support of \( \omega_\varepsilon(\cdot, t) \) remains inside the open half-plane \( \Pi \) (in particular, in Eq. (2.2) the integration is actually restricted to \( x_2 > 0 \)). Finally, the following weak formulation holds true,
\[ \frac{d}{dt} \int dx \omega_\varepsilon(x, t) f(x, t) = \int dx \omega_\varepsilon(x, t) \left[ (u + F^\varepsilon) \cdot \nabla f + \partial_t f \right](x, t), \] (2.10)
where \( f = f(x, t) \) is any bounded smooth test function. We omit the details.

**Theorem 2.3.** Under Assumption 2.1 let
\[ \zeta(t) = \zeta^* + \begin{pmatrix} v \\ 0 \end{pmatrix} t \quad \text{with} \quad v = \frac{a}{4\pi r_*}. \] (2.11)
Then, for each \( R_* \in (0, r_*) \) there are \( T_* > 0 \) and \( \varepsilon_* \in (0, 1) \) such that for any \( t \in [0, T_*) \) the following holds true.

1. \( \Lambda_\varepsilon(t) := \text{supp } \omega_\varepsilon(\cdot, t) \subset \Sigma(\zeta(t)|\varepsilon) \) for any \( \varepsilon \in (0, \varepsilon_*). \)
2. There are \( \zeta^\varepsilon(t) \in \Pi \) and \( \varrho_\varepsilon > 0 \) such that
\[ \lim_{\varepsilon \to 0} |\log \varepsilon| \int_{\Sigma(\zeta^\varepsilon(t)|\varepsilon)} dx \omega_\varepsilon(x, t) = a, \]
with
\[ \lim_{\varepsilon \to 0} \varrho_\varepsilon = 0, \quad \lim_{\varepsilon \to 0} \zeta^\varepsilon(t) = \zeta(t). \]
2.3. **Proof of Theorem 1.1.** Given \( R \) as in the statement of the theorem, let

\[
T'_R := \sup \left\{ t > 0 : \min_{i \neq j} |\zeta_i'(s) - \zeta_j'(s)| > 2R \ \forall s \in [0, t] \right\},
\]

and

\[
T^*_R := \sup \{ t \in [0, T'_R) : \Lambda_{i, \varepsilon}(s) \subseteq \Sigma(\zeta_i'(s)|R/2) \ \forall s \in [0, t] \ \forall i = 1, \ldots, N \}.
\]

Clearly \( 0 < T'_R \leq +\infty \) and by continuity, in view of the assumptions (1.13) and (1.14), \( T^*_R > 0 \) provided \( \varepsilon \) is chosen sufficiently small. Moreover, for any \( t \in [0, T^*_R] \), the rings evolve with supports \( \Lambda_{i, \varepsilon}(t) \) that remain separated from each other by a distance larger than or equal to \( R \), and hence their mutual interaction remains bounded and Lipschitz. More precisely, during the time interval \( [0, T^*_R] \), the \( i \)th vortex ring \( \omega_{i, \varepsilon}(x, t) \) evolves according to a reduced system, with external field in Eq. (2.7) given by

\[
F^{i, \varepsilon}(x, t) = \sum_{j \neq i} \int dy \tilde{H}(x, y) \omega_{j, \varepsilon}(y, t),
\]

where \( \tilde{H}(x, y) \) is any smooth kernel such that \( \tilde{H}(x, y) = H(x, y) \) if \( |x - y| \geq R/2 \). In view of the explicit form (2.5), (2.6) of \( H \), and the assumption (1.15), \( H \) can be chosen such that \( F^{i, \varepsilon}(x, t) := (F^{1, \varepsilon}, F^{2, \varepsilon}, 0) \) has zero divergence,\(^1\) and, for some constant \( D > 0 \), any \( i, j = 1, \ldots, N \), and \( t \in [0, T^*_R] \),

\[
|F^{i, \varepsilon}(x, t)| \leq \frac{D}{|\log \varepsilon|}, \quad |F^{i, \varepsilon}(x, t) - F^{j, \varepsilon}(y, t)| \leq \frac{D}{|\log \varepsilon|} \ |x - y| \ \forall x, y \in \mathbb{R}^2.
\]

Therefore, we can apply Theorem 2.3 to the evolution of the \( i \)th vortex ring, with \( \zeta^* = \zeta^i \), \( a = a_i \), and choosing \( R_* < R/2 \), to conclude that there are \( T_* > 0 \) and \( \varepsilon_* \in (0, 1) \) such that:

1. \( \Lambda_{i, \varepsilon}(t) \subseteq \Sigma(\zeta^i(t)|R_*) \) for any \( t \in [0, T_* \wedge T^*_R] \), \( \varepsilon \in (0, \varepsilon_*] \), and \( i = 1, \ldots, N \), where \( \zeta^i(t) \) is defined in (1.19);

2. there are \( \zeta^{i, \varepsilon}(t) \in \Pi \), \( i = 1, \ldots, N \), and \( \varrho_* > 0 \) such that

\[
\lim_{\varepsilon \to 0} \log \varepsilon \int_{\Sigma(\zeta^i(t)|\varrho_*)} dx \omega_{i, \varepsilon}(x, t) = a_i,
\]

with

\[
\lim_{\varepsilon \to 0} \varrho_* = 0, \quad \lim_{\varepsilon \to 0} \zeta^{i, \varepsilon}(t) = \zeta^i(t).
\]

As \( R_* < R/2 \), by continuity \( T_* < T^*_R \), so that the theorem follows with \( T_R = T_* \), \( \varepsilon_R = \varepsilon_* \), and \( R_R = \varrho_* \).

\[ \square \]

3. **Proof of Theorem 2.3.**

Without loss of generality, we prove the theorem in the case \( a = 1 \), hence

\[
0 \leq \omega_{i, \varepsilon}(x, 0) \leq \frac{M}{\varepsilon^2 |\log \varepsilon|} \ \forall x \in \mathbb{R}^2, \quad |\log \varepsilon| \int dy \omega_{i, \varepsilon}(y, 0) = 1.
\]

A preliminary step is a concentration result, which shows that large part of the vorticity remains confined in a disk whose size is infinitesimal as \( \varepsilon \to 0 \).

\[ \text{\footnote{This mollification is obtained by modifying the stream function associated to the field. The existence of such function for axisymmetric flow without swirl is a well known fact, see, e.g., [8] Section 2.}} \]
Lemma 3.1. Under the hypothesis of Theorem \ref{3.3}, further assuming Eq. \eqref{3.4}, for each \(T \geq 0\) there are \(\varepsilon_1 \in (0, 1)\), \(C_1 > 0\) and \(q^*(t) \in \mathbb{R}^2\), \(t \in [0, T]\), such that

\[
|\log \varepsilon| \int_{\Sigma(q^*(t)) \setminus \mathbb{R}^2} dx \omega_\varepsilon(x, t) \geq 1 - \frac{C_1}{|\log \varepsilon|} \quad \forall t \in [0, T] \quad \forall \varepsilon \in (0, \varepsilon_1] \tag{3.2}
\]

and

\[
|\log \varepsilon| \int_{\Sigma(q^*(t) \setminus |\log \varepsilon|)} dx \omega_\varepsilon(x, t) \geq 1 - \frac{C_1}{\log |\log \varepsilon|} \quad \forall t \in [0, T] \quad \forall \varepsilon \in (0, \varepsilon_1]. \tag{3.3}
\]

This result is a corollary of [2, Lemma 2.1], where the case without external field is considered. But this lemma remains valid also when \(F^\varepsilon \neq 0\), see Appendix \[B\].

Under the Assumption \ref{2.3} given \(T > 0\) and a radius \(\bar{r} < r_\varepsilon/2\), we define

\[
T_\varepsilon := \sup\{t \in (0, T]: \Lambda_\varepsilon(s) \subset \Sigma(\zeta(s)|\bar{r}) \quad \forall s \in [0, t]\},
\]

with \(\zeta(t)\) as in \ref{2.11} (with \(a = 1\)). In view of \ref{2.9}, if \(\varepsilon\) is small enough then \(\Lambda_\varepsilon(0) \subset \Sigma(\zeta^*|\bar{r}) = \Sigma(\zeta(0)|\bar{r})\), and hence \(T_\varepsilon > 0\) by continuity. We next analyze the evolution during the time interval \([0, T_\varepsilon]\).

We denote by \(B^\varepsilon(t)\) the center of vorticity of the ring, defined by

\[
B^\varepsilon(t) = \frac{\int \ dx \omega_\varepsilon(x, t)}{\int dx \omega_\varepsilon(x, t)} = |\log \varepsilon| \int dx \omega_\varepsilon(x, t)
\]

\[
B^\varepsilon(t) = \frac{\int dx \omega_\varepsilon(x, t)}{\int dx \omega_\varepsilon(x, t)} = \int dx |x - B^\varepsilon(t)|^2 \omega_\varepsilon(x, t).
\]

(observe that \(M_0(t) = \int dx \omega_\varepsilon(x, t)\) is a constant of motion, see Eq. \ref{B.3} in the Appendix), and by \(I_\varepsilon(t)\) the moment of inertia with respect of \(B^\varepsilon(t)\), i.e.,

\[
I_\varepsilon(t) = \int dx |x - B^\varepsilon(t)|^2 \omega_\varepsilon(x, t).
\]

Lemma 3.2. Fix \(T > 0\) and let \(\varepsilon_1\) be as in Lemma \ref{3.1}. Fix also \(\bar{r} < r_\varepsilon/2\) and choose \(\varepsilon_2 \in (0, \varepsilon_1]\) such that \(T_\varepsilon > 0\) for any \(\varepsilon \in (0, \varepsilon_2]\), with \(T_\varepsilon\) as in Eq. \ref{3.4}.

Then, there exists \(C_2 > 0\) such that

\[
I_\varepsilon(t) \leq \frac{C_2}{|\log \varepsilon|^2} \quad \forall t \in [0, T_\varepsilon] \quad \forall \varepsilon \in (0, \varepsilon_2].
\]

Proof. We have, by \ref{3.2},

\[
I_\varepsilon(t) = \min_{q \in \mathbb{R}^2} \int dx |x - q|^2 \omega_\varepsilon(x, t) \leq \int dx |x - q_\varepsilon(t)|^2 \omega_\varepsilon(x, t)
\]

\[
= \int_{\Sigma(q^*(t)) \setminus \mathbb{R}^2} dx |x - q^*(t)|^2 \omega_\varepsilon(x, t) + \int_{\Sigma(q^*(t)) \setminus \mathbb{R}^2} dx |x - q^*(t)|^2 \omega_\varepsilon(x, t)
\]

\[
\leq \frac{(\sqrt{\varepsilon})^2}{|\log \varepsilon|} + \frac{C_1}{|\log \varepsilon|^2} \frac{\max_{x \in \Lambda_\varepsilon(t)} |x - q_\varepsilon(t)|^2}{|x - q_\varepsilon(t)|^2}.
\]

Now, for \(t \in [0, T_\varepsilon]\) and \(\varepsilon\) small enough,

\[
\max_{x \in \Lambda_\varepsilon(t)} |x - q_\varepsilon(t)|^2 \leq 2 \max_{x \in \Lambda_\varepsilon(t)} |x|^2 + 2|q_\varepsilon(t)|^2 \leq 2(\|\zeta(t)\| + \bar{r})^2 + 2(\|\zeta(t)\| + \bar{r} + \sqrt{\varepsilon})^2,
\]

where we used that, in view of Eq. \ref{3.2}, \(\Sigma(q^*(t)|\sqrt{\varepsilon}) \cap \Lambda_\varepsilon(t) \neq \emptyset\). On the other hand, since \(T_\varepsilon \leq T\) we also have \(\|\zeta(t)\| \leq C(\|\zeta^*\| + T)\) for some \(C > 0\) independent of \(\varepsilon\). Then, the lemma follows from the above estimates. \(\square\)
Our next goal is to show that the vorticity outside any small disk centered in \( B^\varepsilon \) is indeed extremely small, see Proposition 3.4 below. We first need a preliminary result which details the structure of the kernel \( H(x, y) \) appearing in (2.2). As we show in Lemma 3.3 below, whose proof is postponed in Appendix B, the most singular part of \( H(x, y) \) is given by the kernel \( K(x - y) \) corresponding to the planar case, i.e.,

\[
K(x) = \nabla^\perp G(x), \quad G(x) := -\frac{1}{2\pi} \log |x|,
\]

where \( v^\perp := (v_2, -v_1) \) for \( v = (v_1, v_2) \).

**Lemma 3.3.** There exists \( C_0 > 0 \) such that

\[
H(x, y) = K(x - y) + L(x, y) + R(x, y),
\]

where \( K(\cdot) \) is defined in (3.7),

\[
L(x, y) = \frac{1}{4\pi x_2} \log \frac{1 + |x - y|}{|x - y|} \begin{pmatrix}
1 \\
0
\end{pmatrix},
\]

and, for any \( x, y \in \Pi \),

\[
|R(x, y)| \leq C_3 \frac{1 + x_2 + \sqrt{x_2 y_2} (1 + |\log(x_2 y_2)|)}{x^2},
\]

In particular, under the hypothesis of Lemma 3.2 and recalling \( \bar{r} < r_*/2 \) we have, for a suitable \( C_3 > 0 \) and any \( \varepsilon \in (0, \varepsilon_2] \) and \( t \in [0, T_\varepsilon] \),

\[
|L(x, y)| \leq \frac{1}{2\pi r_*} \log \frac{1 + |x - y|}{|x - y|}, \quad |R(x, y)| \leq C_3 \quad \forall x, y \in \Lambda_\varepsilon(t).
\]

**Proposition 3.4.** Let

\[
m_t(R) := \int_{\Sigma(B^\varepsilon(t) \cap B^\varepsilon)} \omega_{\varepsilon}(x, t) d\xi
\]

denote the amount of vorticity outside the disk \( \Sigma(B^\varepsilon(t) \cap B^\varepsilon) \) at time \( t \). Fix \( T > 0, \bar{r} < r_*/2 \), and let \( \varepsilon_2 \) be as in Lemma 3.2. Then, for each \( \ell > 0 \) there are \( \bar{T} \in (0, T] \) and \( \varepsilon_3 \in (0, \varepsilon_2] \) such that

\[
m_t(\bar{r}/8) \leq \varepsilon^\ell \quad \forall t \in [0, \bar{T} \wedge T_\varepsilon] \quad \forall \varepsilon \in (0, \varepsilon_3],
\]

with \( T_\varepsilon \) as in Eq. (3.4).

**Proof.** Given \( R \geq 2h > 0 \), let \( x \mapsto W_{R,h}(x), x \in \mathbb{R}^2 \), be a non-negative smooth function, depending only on \( |x| \), such that

\[
W_{R,h}(x) = \begin{cases}
1 & \text{if } |x| \leq R, \\
0 & \text{if } |x| \geq R + h,
\end{cases}
\]

and, for some \( C_W > 0 \),

\[
|\nabla W_{R,h}(x)| < \frac{C_W}{h},
\]

\[
|\nabla W_{R,h}(x) - \nabla W_{R,h}(x')| < \frac{C_W}{h^2} |x - x'|.
\]

We define the quantity

\[
\mu_t(R, h) = \int dx \left[ 1 - W_{R,h}(x - B^\varepsilon(t)) \right] \omega_{\varepsilon}(x, t),
\]
which is a mollified version of \( \mu_t \), satisfying
\[
\mu_t(R, h) \leq \mu_t(R) \leq \mu_t(R - h, h). \tag{3.17}
\]
In particular, it is enough to prove (3.12) with \( \mu_t \) instead of \( \mu_t \).

To this purpose, we study the time derivative of \( \mu_t(h) \). By applying (2.10) with test function \( f(x, t) = 1 - W_{R,h}(x - B^\varepsilon(t)) \) we have,
\[
\frac{d}{dt} \mu_t(R, h) = - \int dx \nabla W_{R,h}(x - B^\varepsilon(t)) \cdot [u(x, t) + F^\varepsilon(x, t) - \dot{B}^\varepsilon(t)] \omega_\varepsilon(x, t). 
\]

We now observe that the flow \( x(0) \mapsto x(t) \) induced by (2.7) preserves the measure \( x_0 \, dx \), so that Eq. (1.18) implies \( \omega_\varepsilon(x(t), t) \, dx(t) = \omega_\varepsilon(x(0), 0) \, dx(0) \) (see also Eq. (B.3) in the Appendix). Therefore, from Eqs. (3.5) and (2.7),
\[
\dot{B}^\varepsilon(t) = |\log \varepsilon| \frac{d}{dt} \int dx \omega_\varepsilon(x, t) = |\log \varepsilon| \int dx \omega_\varepsilon(x, t) (u + F^\varepsilon)(x, t) 
\]
\[
+ |\log \varepsilon| \int dx \omega_\varepsilon(x, t) \int dy [L(x, y) + R(x, y)] \omega_\varepsilon(y, t), 
\]
where in the last equality we used Eqs. (3.15), (3.18) and that, since \( K(\cdot) \) is an odd function,
\[
\int dx \omega_\varepsilon(x, t) \int dy K(x - y) \omega_\varepsilon(y, t) = 0. 
\]
Applying again Eqs. (3.15) and (3.18) we thus conclude that
\[
\frac{d}{dt} \mu_t(R, h) = -(A_1 + A_2 + A_3 + A_4), 
\tag{3.19}
\]
with
\[
A_1 = \int dx \nabla W_{R,h}(x - B^\varepsilon(t)) \cdot \int dy K(x - y) \omega_\varepsilon(y, t) \omega_\varepsilon(x, t) 
\]
\[
= \frac{1}{2} \int dx \int dy [\nabla W_{R,h}(x - B^\varepsilon(t)) - \nabla W_{R,h}(y - B^\varepsilon(t))] 
\cdot K(x - y) \omega_\varepsilon(x, t) \omega_\varepsilon(y, t) 
\]
\[
A_2 = |\log \varepsilon| \int dx \nabla W_{R,h}(x - B^\varepsilon(t)) \cdot \int dy [F^\varepsilon(x, t) - F^\varepsilon(y, t)] \omega_\varepsilon(y, t) \omega_\varepsilon(x, t), 
\]
\[
A_3 = \int dx \nabla W_{R,h}(x - B^\varepsilon(t)) \cdot \int dy L(x, y) \omega_\varepsilon(y, t) \omega_\varepsilon(x, t) 
\]
\[
- |\log \varepsilon| \int dx \nabla W_{R,h}(x - B^\varepsilon(t)) \cdot \int dz \int dy L(z, y) \omega_\varepsilon(z, t) \omega_\varepsilon(y, t) \omega_\varepsilon(x, t), 
\]
\[
A_4 = \int dx \nabla W_{R,h}(x - B^\varepsilon(t)) \cdot \int dy R(x, y) \omega_\varepsilon(y, t) \omega_\varepsilon(x, t) 
\]
\[
- |\log \varepsilon| \int dx \nabla W_{R,h}(x - B^\varepsilon(t)) \cdot \int dz \int dy R(z, y) \omega_\varepsilon(z, t) \omega_\varepsilon(y, t) \omega_\varepsilon(x, t), 
\]
where the second expression of \( A_1 \) is due to the antisymmetry of \( K \).

Concerning \( A_1 \), we introduce the new variables \( x' = x - B^\varepsilon(t) \), \( y' = y - B^\varepsilon(t) \), define \( \tilde{\omega}_\varepsilon(z, t) := \omega_\varepsilon(z + B^\varepsilon(t), t) \), and let
\[
f(x', y') = \frac{1}{2} \tilde{\omega}_\varepsilon(x', t) \tilde{\omega}_\varepsilon(y', t) \nabla W_{R,h}(x') \cdot \nabla W_{R,h}(y') \cdot K(x' - y'), 
\]
so that \( A_1 = \int dx' \int dy' f(x', y') \). We observe that \( f(x', y') \) is a symmetric function of \( x' \) and \( y' \) and that, by (3.13), a necessary condition to be different from zero is if either \( |x'| \geq R \) or \( |y'| \geq R \). Therefore,

\[
A_1 = \left[ \int_{|x'| > R} dx' \int_{|y'| > R} dy' f(x', y') + \int_{|x'| > R} dx' \int_{|y'| > h} dy' f(x', y') \right] \left( 2 - \int_{|x'| > R} dx' \int_{|y'| > R} dy' f(x', y') \right)
\]

\[
= 2 \int_{|x'| > R} dx' \int_{|y'| > h} dy' f(x', y') - \int_{|x'| > R} dx' \int_{|y'| > R} dy' f(x', y')
\]

\[
= A'_1 + A''_1 + A'''_1,
\]

with

\[
A'_1 = 2 \int_{|x'| > R} dx' \int_{|y'| \leq R - h} dy' f(x', y'),
\]

\[
A''_1 = 2 \int_{|x'| > R} dx' \int_{|y'| > R - h} dy' f(x', y'),
\]

\[
A''''_1 = - \int_{|x'| > R} dx' \int_{|y'| > R} dy' f(x', y').
\]

By the assumptions on \( W_{R, h} \), we have \( \nabla W_{R, h}(z) = \eta_h(|z|) z/|z| \) with \( \eta_h(|z|) = 0 \) for \( |z| \leq R \). In particular, \( \nabla W_{R, h}(y') = 0 \) for \( |y'| \leq R - h \), hence

\[
A'_1 = \int_{|x'| > R} dx' \omega(z, t) \eta_h(|x'|) \frac{x'}{|x'|} \cdot \int_{|y'| \leq R - h} dy' K(x' - y') \omega(z, t).
\]

In view of (3.14), \( |\eta_h(|z|)| \leq C_W/h \), so that

\[
|A'_1| \leq \frac{C_W}{h} m_\epsilon(R) \sup_{|x'| > R} |H_1(x'|), \quad (3.20)
\]

with

\[
H_1(x') = \frac{x'}{|x'|} \cdot \int_{|y'| \leq R - h} dy' K(x' - y') \omega(z, t).
\]

Now, recalling (3.7) and using that \( x' \cdot (x' - y')^\perp = -x' \cdot y'^\perp \), we get,

\[
H_1(x') = \frac{1}{2\pi} \int_{|y'| \leq R - h} dy' \frac{x' \cdot y'^\perp}{|x'|^2 |x' - y'|^2} \omega(z, t).
\]

By (3.5), \( \int dy' y'^\perp \omega(z, t) = 0 \), so that

\[
H_1(x') = H'_1(x') - H''_1(x'), \quad (3.22)
\]

where

\[
H'_1(x') = \frac{1}{2\pi} \int_{|y'| \leq R - h} dy' \frac{y' \cdot y'^\perp}{|x'|^2 |x' - y'|^2} \omega(z, t),
\]

\[
H''_1(x') = \frac{1}{2\pi} \int_{|y'| > R - h} dy' \frac{x' \cdot y'^\perp}{|x'|^3} \omega(z, t).
\]
We notice that if \( |x'| > R \) then \( |y'| \leq R - h \) implies \( |x' - y'| \geq h \) and \( 2|x' - y'| \leq |x' - y'| + |x'|. \) Therefore, for any \( |x'| > R \geq 2h \),
\[
|H'_1(x')| \leq \frac{1}{2\pi} \left[ \frac{1}{|x'|^2} + \frac{1}{|x'|^2 h^2} \right] \int_{|y'| \leq R-h} dy' \ |y'|^2 \tilde{\omega}_c(y', t)
\leq \frac{L_x(t)}{2\pi} \left[ \frac{1}{R^2 h} + \frac{1}{Rh^2} \right] \leq \frac{3L_x(t)}{4\pi Rh^2}.
\]
To bound \( H''_1(x') \), by Chebyshev’s inequality, for any \( |x'| > R \geq 2h \) we have,
\[
|H''_1(x)| \leq \frac{1}{2\pi |x'|^2} \int_{|y'| > R-h} dy' \ |y'| \tilde{\omega}_c(y', t) \leq \frac{L_x(t)}{2\pi R^2(R-h)} \leq \frac{L_x(t)}{2\pi R^2 h^2}.
\]
From Eqs. (3.20) and (3.22), the previous estimates, and \( R \geq 2h \), we conclude that
\[
|A_1'| \leq \frac{5C_W L_x(t)}{4\pi Rh^3} m_t(R). \tag{3.23}
\]
Now, by (3.13) and then applying the Chebyshev’s inequality and again \( R \geq 2h \),
\[
|A_1''| + |A_1''| \leq \frac{C_W}{\pi h^2} \int_{|x'| \geq R} dx' \int_{|y'| \geq R-h} dy' \tilde{\omega}_c(y', t) \tilde{\omega}_c(x', t)
= \frac{C_W}{\pi h^2} m_t(R) \int_{|y'| \geq R-h} dy' \tilde{\omega}_c(y', t) \leq \frac{4C_W L_x(t)}{\pi R^2 h^2} m_t(R).
\]
In conclusion, recalling \( R \geq 2h \),
\[
|A_1| \leq \frac{13C_W L_x(t)}{4\pi Rh^3} m_t(R). \tag{3.24}
\]
Concerning \( A_2 \), we observe that by (3.13) the integrand is different from zero only if \( R \leq |x - B^c(t)| \leq R + h \). Therefore, by item (b) in Assumption 2.1 and (3.14) we have, using again the variables \( x' = x - B^c(t), y' = y - B^c(t) \),
\[
|A_2| \leq \frac{2C_W C_F}{h} \int_{|x'| \geq R} dx' \tilde{\omega}_c(x', t) \int_{|y'| \geq R} dy' \tilde{\omega}_c(y', t)
+ \frac{C_W L}{h} \int_{R \leq |x'| \leq R+h} dx' \tilde{\omega}_c(x', t) \int_{|y'| \leq R} dy' |x' - y'| \tilde{\omega}_c(y', t).
\]
Since \( |x' - y'| \leq 2R + h \) in the domain on integration of the last integral and using the Chebyshev’s inequality in the first one we get,
\[
|A_2| \leq \frac{2C_W C_F L_x(t)}{R^2 h} m_t(R) + \frac{C_W L}{|\log \varepsilon|} \left( 1 + \frac{2R}{h} \right) m_t(R). \tag{3.25}
\]
To bound \( A_3 \) and \( A_4 \), we now restrict to the case of interest, \( t \in [0, T_2] \) and \( \varepsilon \in (0, \varepsilon_2) \), so that the kernels \( L \) and \( \mathcal{R} \) can be bounded as in (3.11). Then, using also \( |\log \varepsilon| \int dz \omega_z(z, t) = 1 \),
\[
|A_3| + |A_4| \leq \frac{2C_W}{h} \left( \sup_x \alpha(x, t) + C_3 \right) m_t(R), \tag{3.26}
\]
where
\[
\alpha(x, t) = \frac{1}{r_*} \int dy \log \frac{1 + |x - y|}{|x - y|} \omega_c(y, t). \tag{3.27}
\]
To bound $\alpha(x,t)$, we observe that the integrand is monotonically unbounded as $y \to x$, and so the maximum of the integral is obtained when we rearrange the vorticity mass as close as possible to the singularity. Therefore, recalling (2.25),

$$
\alpha(x,t) \leq \frac{M}{2 \varepsilon^2 |\log \varepsilon| r_*} \int_0^{\bar{r}} d\rho \rho \log \frac{1 + \rho}{\rho} = \frac{M}{2 \varepsilon^2 |\log \varepsilon| r_*} \left\{ \frac{\bar{\rho}^2}{2} \log \frac{1 + \bar{\rho}}{\rho} - \frac{1}{2} \int_0^{\bar{\rho}} d\rho \rho \log \frac{1 + \rho}{\rho} \right\},
$$

with $\bar{\rho}$ such that $\pi \bar{\rho}^2 M/\varepsilon^2 |\log \varepsilon| = 1/|\log \varepsilon|$, and hence, for some $C_4 > 0$

$$
sup_x \alpha(x,t) \leq C_4. \quad (3.28)
$$

From (3.24), (3.25), (3.26), and Lemma 3.2 we deduce that

$$
\frac{d}{dt} \mu_t(R, h) \leq A_{\varepsilon}(R, h) m_t(h) \quad \forall t \in [0, T_\varepsilon] \quad \forall \varepsilon \in (0, \varepsilon_2), \quad (3.29)
$$

where, for some $C_5 > 0$ and any $R > 2h$,

$$
A_{\varepsilon}(R, h) = \frac{C_5}{h} \left( \frac{1}{|\log \varepsilon|^2 h^2} + \frac{1}{|\log \varepsilon|^2 R^2} + \frac{R}{|\log \varepsilon|} + 1 \right). \quad (3.30)
$$

Therefore, by (3.17) and (3.29),

$$
\mu_t(R, h) \leq \mu_0(h) + A_{\varepsilon}(R, h) \int_0^t ds \mu_s(R - h, h) \quad \forall t \in [0, T_\varepsilon] \quad \forall \varepsilon \in (0, \varepsilon_2). \quad (3.31)
$$

We iterate the last inequality $n = [\lfloor |\log \varepsilon| \rfloor]$ times from $R_0 = \bar{r}/8 - h$ to $R_n = \bar{r}/8 - (n + 1)h = \bar{r}/16$. Since $h = \bar{r}/(16n)$ and $R_j \in [\bar{r}/16, \bar{r}/8]$, from the explicit expression (3.30) it is readily seen that there is $A_* > 0$ such that $A_{\varepsilon}(R_j, h) \leq A_* n/\bar{r}$ for any $j = 0, \ldots, n$ and $\varepsilon \in (0, \varepsilon_2)$. Therefore, for any $\varepsilon \in (0, \varepsilon_2)$ and $t \in [0, T_\varepsilon]$,

$$
\mu_t(\bar{r}/8 - h, h) \leq \mu_0(\bar{r}/8 - h, h) + \sum_{j=1}^n \mu_0(R_j, h) \left( \frac{A_* n t}{\bar{r}^j} \right) \frac{1}{j!} + \frac{(A_* n t/\bar{r})^{n+1}}{n!} \int_0^t ds (t - s)^n \mu_s(R_{n+1}, h). \quad (3.32)
$$

Since $A_{\varepsilon}(0) \in \Sigma(\zeta^* |\varepsilon|)$, we can determine $\varepsilon_3 \in (0, \varepsilon_2)$ such that $\mu_0(R_j, h) = 0$ for any $j = 0, \ldots, n$, so that, for any $t \in [0, T_\varepsilon]$ and $\varepsilon \in (0, \varepsilon_3)$,

$$
\mu_t(\bar{r}/8 - h, h) \leq \frac{(A_* n t/\bar{r})^{n+1}}{n!} \int_0^t ds (t - s)^n \mu_s(R_{n+1}, h) \leq \frac{(A_* n t/\bar{r})^{n+1}}{|\log \varepsilon|(n + 1)!}, \quad (3.32)
$$

where the obvious estimate $\mu_s(R_{n+1}, h) \leq |\log \varepsilon|^{-1}$ has been used in the last inequality. In conclusion, using also (3.17), for suitable constants $C', C'' > 0$,

$$
m_t(\bar{r}/8) \leq \mu_t(\bar{r}/8 - h, h) \leq C' \left( \frac{C'' t}{\bar{r}} \right)^{|\log \varepsilon|} \quad \forall t \in [0, T_\varepsilon] \quad \forall \varepsilon \in (0, \varepsilon_2), \quad \square
$$

To show that the support of vorticity remains bounded as $\varepsilon \to 0$, we need to evaluate the force acting on the fluid particles furthest from the center of vorticity.

---

\(^2[\alpha]\) denotes the integer part of the positive number $\alpha$. 
Lemma 3.5. Fix \( T > 0, \bar{r} < r_\ast/2, \) and let \( T_\ast \) be as in definition (3.4) and \( \varepsilon_2 \) be as in Lemma 3.2. Recall \( \Lambda_\varepsilon(t) = \text{supp} \omega_\varepsilon(\cdot, t) \) and define

\[
R_\varepsilon := \max\{|x - B_\varepsilon(t)| : x \in \Lambda_\varepsilon(t)\}.
\]

Given \( \varepsilon \in (0, \varepsilon_2] \) and \( x_0 \in \Lambda_\varepsilon(0) \), let \( x(t) \) be the solution to (2.7) with initial condition \( x(0) = x_0 \) and suppose at time \( t \in (0, T_\ast) \) it happens that

\[
|x(x_0, t) - B_\varepsilon(t)| = R_\varepsilon.
\]

Then, at this time \( t \),

\[
\frac{d}{dt}|x(t) - B_\varepsilon(t)| \leq 2LR_\varepsilon + \frac{5C_2}{\pi|\log \varepsilon|^2R_\varepsilon^4} + C_6 + \sqrt{\frac{M_{\varepsilon}(R_\varepsilon/2)}{\pi \varepsilon^2 |\log \varepsilon|}},
\]

with \( M \) and \( L \) as in Assumption 2.1, \( C_2 \) as in Lemma 3.2, and \( C_6 := 2(C_3 + C_4) \), with \( C_3 \) and \( C_4 \) given in Eqs (3.11) and (3.28) respectively.

Proof. Letting \( x = x(t) \), from (2.2), (3.11), (3.8), and (3.18) we have,

\[
\frac{d}{dt}|x(t) - B_\varepsilon(t)| = (u(x, t) + F_\varepsilon(x, t) - \dot{B}_\varepsilon(t)) \cdot \frac{x - B_\varepsilon(t)}{|x - B_\varepsilon(t)|}
\]

\[
= \int \omega_\varepsilon(y, t) \left[ \log \varepsilon |F(x, t) - F(y, t)| + K(x - y) \right] \cdot \frac{x - B_\varepsilon(t)}{|x - B_\varepsilon(t)|}
\]

\[
+ \int \omega_\varepsilon(y, t) \left[ L(x, y) + \mathcal{R}(x, y) \right] \cdot \frac{x - B_\varepsilon(t)}{|x - B_\varepsilon(t)|}
\]

\[
- |\log \varepsilon| \int \omega_\varepsilon(y, t) \int dz \omega_\varepsilon(z, t) \left[ L(y, z) + \mathcal{R}(y, z) \right] \cdot \frac{x - B_\varepsilon(t)}{|x - B_\varepsilon(t)|}
\]

(recall \( \int dx \omega_\varepsilon(x, t) = |\log \varepsilon|^{-1} \) for any \( t \geq 0 \)).

The integral terms in the last two lines have been already estimated to get Eq. (3.29). In view of (3.28), we deduce that the sum of the last two terms in the right-hand side of Eq. (3.36) is bounded by \( 2(C_3 + C_4) = C_6 \).

The first term in the second line, due the external field, is easily bounded by hypothesis (b) of Assumption 2.1 and (3.33),

\[
|\log \varepsilon| \int \omega_\varepsilon(y, t) |F(x, t) - F(y, t)| \leq L |\log \varepsilon| \int \omega_\varepsilon(y, t) |x - y| \leq 2LR_\varepsilon.
\]

(3.37)

For the second term, we split the domain of integration in two parts, the disk \( D = \Sigma(B_\varepsilon(t)|R_\varepsilon)/2 \) and the annulus \( A = \Sigma(B_\varepsilon(t)|R_\varepsilon) \setminus \Sigma(B_\varepsilon(t)|R_\varepsilon/2) \). Then,

\[
\frac{x - B_\varepsilon(t)}{|x - B_\varepsilon(t)|} \int \omega_\varepsilon(y, t) R_\varepsilon(y, t) = H_D + H_A,
\]

(3.38)

where

\[
H_D(x) = \frac{x - B_\varepsilon(t)}{|x - B_\varepsilon(t)|} \int_D \omega_\varepsilon(y, t) R_\varepsilon(y, t)
\]

(3.39)

and

\[
H_A(x) = \frac{x - B_\varepsilon(t)}{|x - B_\varepsilon(t)|} \int_A \omega_\varepsilon(y, t) R_\varepsilon(y, t).
\]

(3.40)

We first evaluate the contribution of the integration on \( D \). We notice that \( H_D(x) \) is exactly equal to the integral \( H_1(x') \) appearing in Eq. (3.24), provided \( x' = x - B_\varepsilon(t) \) and \( R = 2h = R_\varepsilon \). Moreover, to obtain Eq. (3.28) we had to bound
for any $t \in T$, it follows that if $\varepsilon$ is such that $\pi\bar{\rho}^2M/\varepsilon^2 \log \varepsilon) = m_4(R_1/2)$. The estimate (3.39) now follows by (3.36), (3.37), (3.38), (3.41), and (3.42).

**Lemma 3.6.** Fix $T > 0$, $\bar{r} < r_1/2$, and let $T_\varepsilon$ be as in definition (3.4), and $\bar{T} \in (0, T]$ and $\varepsilon_3 \in (0, 1)$ be as in Proposition 3.4 with $\ell = 2$. Then, there exists $\bar{T}_1 \in (0, \bar{T}]$ such that

$$\Lambda_\varepsilon(t) \subset \Sigma(B^s(t)|\bar{r}/2) \quad \forall t \in [0, \bar{T}_1 \land T_\varepsilon] \quad \forall \varepsilon \in (0, \varepsilon_3).$$

**Proof.** Fix $T > 0$ and let $T_\varepsilon$ be as in definition (3.4) and $\varepsilon_2$ be as in Lemma 3.2. From Lemma 3.3, it follows that if $\varepsilon \in (0, \varepsilon_2]$ then $\Lambda_\varepsilon(t) \subset \Sigma(B^s(t)|R(t))$ for any $t \in (0, T_\varepsilon)$, where $R(t)$ is a solution to

$$\dot{R}(t) = 2LR(t) + \frac{5C_2}{\pi|\log \varepsilon^2 R(t)^3} + A + \sqrt{\frac{Mm_4(R(t)/2)}{\pi^2 |\log \varepsilon|}}, \quad R(0) = \varepsilon.$$  \hspace{1cm} (3.44)

Indeed, this is true for $t = 0$ and, if at some time $t \in (0, T_\varepsilon)$ a fluid particle initially located at $x(0) = x_0 \in \Lambda_\varepsilon(0)$ reaches the boundary of $\Sigma(B^s(t)|R(t))$, then $R(t) = |x(t) - B^s(t)| = R_1$ necessarily and hence, by (3.39), the radial velocity of $x(t) - B^s(t)$ is less than or equal to $\dot{R}(t)$.

Let now $\bar{T} \in (0, T]$ and $\varepsilon_3 \in (0, \varepsilon_2]$ be as in Proposition 3.3 with $\ell = 2$. For $\varepsilon \in (0, \varepsilon_3]$ we define

$$t_1 := \inf \{t \in (0, \bar{T} \land T_\varepsilon]: R(t) = \bar{r}/2 \},$$

setting $t_1 = \bar{T} \land T_\varepsilon$ if $R(t) < \bar{r}/2$ for any $t \in [0, \bar{T}]$. Since $\Lambda_\varepsilon(t) \subset \Sigma(B^s(t)|R(t))$ for any $t \in (0, T_\varepsilon)$, the claim of the lemma reduces to exhibit $\bar{T}_1 \in (0, \bar{T}]$ such that $t_1 \geq \bar{T}_1 \land T_\varepsilon$ for any $\varepsilon \in (0, \varepsilon_3]$.

If $t_1 = \bar{T} \land T_\varepsilon$ the claim follows with $\bar{T}_1 = \bar{T}$. Otherwise, if $t_1 < \bar{T} \land T_\varepsilon$ we define

$$t_0 = \inf \{t \in [0, t_1]: R(s) > \bar{r}/4 \land s \in [t, t_1]\}$$

and notice that $R(t_0) = \bar{r}/2$, $R(t_0) = \bar{r}/4$, and $R(t) \in [\bar{r}/4, \bar{r}/2]$ for any $t \in [t_0, t_1]$. In particular, $m_4(R(t)/2) \leq \varepsilon \bar{r}/8$ for any $t \in [t_0, t_1]$. Therefore, by (3.44),

$$\dot{R}(t) \leq 2L\bar{r} + \frac{40C_2}{\pi |\log \varepsilon^2 \bar{r}^3} + C_6 + \frac{M}{\pi |\log \varepsilon|} \quad \forall t \in [t_0, t_1].$$
This means that there is $C_7 > 0$ such that $\dot{R}(t) \leq C_7$ for any $t \in [t_0, t_1]$ and $\varepsilon \in (0, \varepsilon_3]$, which implies the claim by choosing $T_1 < \bar{r}/(4C_7)$.

**Proof of Theorem 2.3.** Let $R_* \in (0, r_*)$ be given. We fix $T > 0$, $\bar{r} < R_*/2$, and let $0 < \varepsilon_3 \leq \varepsilon_2$, $T$, and $T_1$ be as before.

From Lemma 3.2 we have, for any $t \in [0, T_1 \wedge T_2]$ and $\varepsilon \in (0, \varepsilon_3]$,\n
$$|B^\varepsilon(t) - q^\varepsilon(t)| = \left| \log \varepsilon \int dx \omega^\varepsilon(x, t)|x - q^\varepsilon(t)| \right| \leq \sqrt{\frac{C_2}{\log \varepsilon}}. \quad (3.45)$$

We next prove that

$$\lim_{\varepsilon \to 0} \max_{t \in [0, T_1 \wedge T_2]} |B^\varepsilon(t) - \zeta(t)| = 0, \quad (3.46)$$

with $\zeta(t)$ as in (2.11) (with $a = 1$). From the definition (3.4) of $T_2$ and (3.43) this implies that $T_2 > T_1$ for any $\varepsilon$ small enough. Therefore, also in view of Eqs. (3.2) and (3.45), the theorem follows with $T_2 = T_1$, $\varepsilon_3 \in (0, \varepsilon_3]$ small enough, $\zeta(t) = q^\varepsilon(t)$, and $\rho_1 = \sqrt{\varepsilon}$.

From Eq. (3.18), item (b) in Assumption 2.1 Eq. (5.11), and the explicit expression of $L(x, y)$ given in (3.22) we have,

$$|\dot{B}_1^\varepsilon(t) - Q_1^\varepsilon(t)| + |\dot{B}_2^\varepsilon(t)| \leq 2 \frac{C_F + C_3}{\log \varepsilon} \quad \forall t \in [0, T_1 \wedge T_2] \quad \forall \varepsilon \in (0, \varepsilon_3], \quad (3.47)$$

where

$$Q_1^\varepsilon(t) := |\log \varepsilon| \int dx \omega^\varepsilon(x, t) \frac{1}{4\pi x^2} \int dy \log \frac{1 + |x - y|}{|x - y|} \omega^\varepsilon(y, t).$$

In particular, recalling also 2.5, we deduce that

$$\lim_{\varepsilon \to 0^+} \max_{t \in [0, T_1 \wedge T_2]} |B_2^\varepsilon(t) - r_*| = 0. \quad (3.48)$$

To compute the asymptotic as $\varepsilon \to 0$ of $Q_1^\varepsilon(t)$, $t \in [0, T_1 \wedge T_2]$, we decompose,

$$Q_1^\varepsilon(t) := Q_1^\varepsilon(t) + Q_2^\varepsilon(t)$$

with

$$Q_2^\varepsilon(t) := |\log \varepsilon| \int dx \omega^\varepsilon(x, t) \frac{1}{4\pi x^2} \int dy \log \frac{1 + |x - y|}{|x - y|} \omega^\varepsilon(y, t).$$

The rest $Q_2^\varepsilon(t) = Q_1^\varepsilon(t) - Q_1^\varepsilon(t)$ is the sum of three terms, each one is the integration of the same function, which in view of Eq. (3.11) is bounded by

$$G(x, y) := \frac{1}{2\pi r_*} \log \frac{1 + |x - y|}{|x - y|} \omega^\varepsilon(x, t) \omega^\varepsilon(y, t),$$

on a region where at least one between the $x$ and the $y$ variable is confined to the set $\Sigma(q^\varepsilon(t), \varepsilon_1 \log \varepsilon)^{1/2}$. Therefore, since $G$ is symmetric,

$$Q_2^\varepsilon(t) \leq \frac{3}{2\pi r_*} |\log \varepsilon| \int_{\Sigma(q^\varepsilon(t), \varepsilon_1 \log \varepsilon)^{1/2}} dx \omega^\varepsilon(x, t) \int dy \log \frac{1 + |x - y|}{|x - y|} \omega^\varepsilon(y, t)$$

$$\leq \frac{C_1}{\log |\log \varepsilon|} \sup_x \alpha(x, t) \leq \frac{C_1 C_4}{\log |\log \varepsilon|},$$

where $\alpha(x, t)$ is defined in (3.27) and bounded in (3.25), and we used Eq. 3.18.
Concerning $Q^1_\varepsilon(t)$, inserting a lower bound to $\frac{1}{4\pi r^2}\log \frac{1+|x-y|}{|x-y|}$ in the domain of integration and then using Eq. (3.49) we obtain,

$$Q^1_\varepsilon(t) \geq \frac{\log \varepsilon}{4\pi(q^2_\varepsilon(t) + \varepsilon^{1/2}\log \varepsilon)} \log \left( \frac{1 + 2\varepsilon^{1/2}\log \varepsilon}{2\varepsilon^{1/2}\log \varepsilon} \right) \left( \int_{\Sigma_{(q^2_\varepsilon(t),\varepsilon^{1/2}\log \varepsilon)}} dx \omega_\varepsilon(x,t) \right)^2$$

(3.49)

On the other hand, by the same argument leading to (3.28),

$$Q^1_\varepsilon(t) \leq \frac{1}{4\pi(q^2_\varepsilon(t) - \varepsilon^{1/2}\log \varepsilon)} \sup_x \int dy \log \frac{1 + |x-y|}{|x-y|} \omega_\varepsilon(y,t)$$

(3.50)

$$\leq 2\varepsilon^{1/2}\log \varepsilon^{1/2}(q^2_\varepsilon(t) - \varepsilon^{1/2}\log \varepsilon) \left( \frac{\rho^2}{2} \log \frac{1 + \rho}{\bar{\rho}} - \frac{1}{2} \int_0^\rho d\rho \frac{\rho}{1 + \rho} \right),$$

with $\bar{\rho}$ such that $\pi\bar{\rho}^2M/(\varepsilon^2\log \varepsilon) = 1/|\log \varepsilon|$. From (3.43) and (3.48) we deduce that the right-hand side in both (3.49) and (3.50) converges to $1/(4\pi r_\varepsilon)$ as $\varepsilon \to 0$, so that, in view of (3.47),

$$\lim_{\varepsilon \to 0} \max_{t \in [0,T_1 \wedge T_\varepsilon]} \left| B^\varepsilon_1(t) - \left( z_\varepsilon + \frac{t}{4\pi r_\varepsilon} \right) \right| = 0,$$

which, together with Eq. (3.48), proves (3.46). \end{proof}

4. RELATED PROBLEMS

First of all, we recall the so-called vortex-wave system, a quite natural generalization of the planar case, which has been introduced in [10]. In this system, a smooth component of vorticity and point vortices evolve together via the Euler equation. In presence of axisymmetry without swirl, the methods of the present paper should allow to describe a similar mixed system, where vortex rings evolve in a background of smooth vorticity. In the rest of the section we discuss two open problems which are closely related to the subject of this paper.

4.1. LARGE VORTEX RINGS. We suppose the initial configuration is given by $N$ vortex rings with a large radius, i.e., supported in disks $\Sigma((z_\varepsilon, r_\varepsilon + r_\varepsilon), \varepsilon)$ with $r_\varepsilon$ large, and we study their evolution in the double limit when $\varepsilon \to 0$ and $r_\varepsilon \to \infty$ simultaneously. In this case, the intensities $A_i := \int dx \omega_{i,\varepsilon}(x,0)$ of each vortex ring are kept fixed independent of $\varepsilon$.

We firstly consider the case $r_\varepsilon = (\text{const.})\varepsilon^{-\alpha}$, where $\alpha > 0$. In the limit $\varepsilon \to 0$, the system converges to the point vortex model (briefly discussed in Appendix A). This has been firstly proven in [13] for any fixed time and, more recently, extended in [6] to time intervals diverging as $\varepsilon \to 0$. If instead $r_0 = (\text{const.})\varepsilon^{1/2}\log \varepsilon$ then, at least formally, the system converges to a dynamical system, similar to the point vortex model, introduced and studied in [14]. It is defined by the following system of ordinary differential equations,

$$\dot{z}_i(t) = \sum_{j=1}^N A_j K(z_i(t) - z_j(t)) + A_i \begin{pmatrix} 1 \\ 0 \end{pmatrix},$$

with $K(\cdot)$ as in Eq. (3.7). In the case of a vortex ring alone, when the motion reduces to a uniform translation, the convergence at any positive time has been
proven rigorously in [15], while for $N > 1$ the problem is open and it does not seem easy to solve.

4.2. Vanishing viscosity limit. In presence of a viscosity $\nu$ the incompressible fluid is governed by the Navier-Stokes equation. Moreover, in absence of a boundary, smooth solutions of the Navier-Stokes equation converge to the smooth solutions of the Euler equations as $\nu \to 0$. The case in which the initial data become singular is much more complicate.

In the case of planar symmetry the problem has been solved for vortices with intensities of the same sign [11], when $\nu \leq (\text{const.}) \varepsilon^{-\alpha}$ with any $\alpha > 0$ [12], and when $\nu \to 0$ independently of $\varepsilon \to 0$ [10].

In the case of axisymmetry without swirl the results are less satisfactory. For $r_0$ fixed and $N = 1$, as far as we know, the only result is for $\nu \leq (\text{const.}) \varepsilon^2 \log |\varepsilon|$ with $\alpha < 1$ [3]. However, it is reasonable that a similar result could be extended to the case of a vortex ring of radius $r_0 = (\text{const.}) |\log \varepsilon|$. When $r_0 = (\text{const.}) \varepsilon^{-\alpha}$, $\alpha > 0$, the vanishing viscosity limit has been proven for a vortex alone at any fixed time in [14], but the extension to the case of $N$ vortex rings and very long times (i.e., diverging as $\varepsilon \to 0$) should not require too much effort.

Appendix A. Planar symmetry

In this appendix we briefly recall some results concerning the time evolution of concentrated Euler flows with planar symmetry (without giving a complete list of references on this topic). The Euler equations for an incompressible inviscid fluid in the whole space with planar symmetry and constant density reads

$$\partial_t \omega(x, t) + (u \cdot \nabla) \omega(x, t) = 0, \quad \nabla \cdot u(x, t) = 0, \quad x \in \mathbb{R}^2.$$ 

By assuming that $u$ vanishes at infinity, the velocity field is reconstructed from the vorticity as

$$u(x, t) = \int \! dy \, K(x - y) \omega(y, t),$$

with $K(\cdot)$ as in Eq. (3.7).

We assume that initially the vorticity is concentrated in $N$ blobs of the form

$$\omega_\varepsilon(x, 0) = \sum_{i=1}^N \omega_{i, \varepsilon}(x, 0),$$

where $\omega_{i, \varepsilon}(x, 0), i = 1, \ldots, N$, are functions with definite sign such that

$$\Lambda_{i, \varepsilon}(0) := \text{supp} \, \omega_{i, \varepsilon}(\cdot, 0) \subset \Sigma(z_i |\varepsilon|), \quad \Sigma(z_i |\varepsilon|) \cap \Sigma(z_j |\varepsilon|) = \emptyset \quad \forall i \neq j,$$

with $\varepsilon \in (0, 1)$ a small parameter and the points $z_i \in \mathbb{R}^2$.

In this case, the solution of the Euler equations is strictly related to the point vortex model, the dynamical system defined by the following system of ordinary differential equations,

$$\dot{z}_i(t) = \sum_{\substack{j=1 \atop j \neq i}}^N A_j K(z_i(t) - z_j(t)), \quad (A.1)$$

where $A_j$ is called the “intensity” of the $j$th vortex. More precisely, it has been proven that in general, for small $\varepsilon$, the time evolution of the vorticity has the same
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form,

\[ \Lambda_{i,\varepsilon}(t) := \text{supp } \omega_{i,\varepsilon}(. , r_{\varepsilon}(t)) \subset \Sigma(z_i(t), r_{\varepsilon}(t)) , \]

with

\[ \Sigma(z_i(t), r_{\varepsilon}(t)) \cap \Sigma(z_j(t), r_{\varepsilon}(t)) = 0 \quad \forall i \neq j , \]

where \( r_{\varepsilon}(t) \) is a positive function and \( \{ z_i(t); i = 1, \ldots, N \} \) is the solution to Eq. (A.1) with initial conditions \( z_i(0) = z_i \) and intensity \( A_i = \int dx \omega_{i,\varepsilon}(x, 0) \). The point \( z_i(t) \) in the plane thus identifies a straight line in the space around which the vorticity is concentrated.

When all the intensities \( A_i \) have the same sign (positive or negative) Eq. (A.1) has a global in time solution. Instead, if the signs are different there are examples in which collapses could occur (e.g., two vortices collide or a vortex goes to infinity in finite time). However, these pathological events are exceptional. For a review on this issue see, for instance, [17].

The point vortex model has been introduced in the eighteenth century by Helmholtz as a “solution” of the Euler equations, and widely analyzed in many papers. One hundred years later, it has been considered as a numerical approximation of the Euler evolution for very irregular initial data. As a numerical tool, this system is considered when \( N \) is very large and the intensity of each vortex very small (of the order of \( N^{-1} \)). On this topic there are several papers, we only quote the recent review [4].

As explained at the beginning of this appendix, a different point of view is adopted for finite \( N \) and consists in considering the point vortex model as an approximation of \( N \) very concentrated vortices, say with support of diameter \( 2\varepsilon \to 0 \).

It is worthwhile to emphasize that it cannot be an approximation of each evolved path, because the length of the trajectory of a fluid element diverges as \( \varepsilon \to 0 \). On the other hand, by virtue of rapid rotations, a system of \( N \) disjoint concentrated patches of vorticity converges as a measure to a linear combination of Dirac measures \( \sum_{i=1}^{N} A_i \delta_{z_i(t)} \) for any positive time. This convergence has been proven 25 years ago. Recently, the problem on how long the sharp localization of the vorticity remains valid has been analyzed in [3].

It is possible to introduce a small viscosity \( \nu \) and study the small viscosity limit \( \nu \to 0 \). For finite times the status of art has been already discussed in Section 4.2. The validity of the convergence on very long times (diverging as \( \varepsilon \to 0 \)) is analyzed in [6].

Appendix B. Proof of some technical results

Proof of Lemma 3.3. Letting

\[ a(x, y) := \frac{|x - y|}{\sqrt{x^2 y^2}} , \]  

we have,

\[ H(x, y) = -I_1(a(x, y)) \left( \frac{x - y}{2\pi} \right) - I_2(a(x, y)) \left( \frac{1}{2\pi} \right) , \]

where

\[ I_1(a) = \int_0^\pi d\theta \frac{\cos \theta}{[a^2 + 2(1 - \cos \theta)]^{3/2}} , \quad I_2(a) = \int_0^\pi d\theta \frac{1 - \cos \theta}{[a^2 + 2(1 - \cos \theta)]^{3/2}} . \]  

(B.2)
By an explicit computation, see, e.g., the Appendix in [13], for any $a > 0$,

$$I_1(a) = \frac{1}{a^2} + \frac{1}{4} \log \frac{a}{1 + a} + \frac{c_1(a)}{1 + a}, \quad I_2(a) = -\frac{1}{2} \log \frac{a}{1 + a} + \frac{c_2(a)}{1 + a},$$

with $c_1(a), c'_1(a), c_2(a), c'_2(a)$ uniformly bounded for $a \in (0, +\infty)$. Therefore, the kernel $R(x, y)$ defined by (3.8) is given by

$$R(x, y) = \sum_{j=1}^{6} R^j(x, y),$$

with, for $a = a(x, y)$ as in (3.1),

$$R^1(x, y) = \frac{1}{2\pi} \left(1 - \sqrt{\frac{y^2}{x^2}} \right) \frac{(x - y)\downarrow}{|x - y|^2}, \quad R^2(x, y) = \frac{1}{8\pi} \left(\log \frac{1 + a}{a} \right) \frac{(x - y)\downarrow}{x_2 y_2^2},$$

$$R^3(x, y) = \frac{1}{4\pi x_2} \sqrt{\frac{y^2}{x^2}} \left(\log \frac{|x - y|}{1 + |x - y|} - \log \frac{a}{1 + a} \right) \downarrow 0;$$

$$R^4(x, y) = \frac{1}{4\pi x_2} \sqrt{\frac{y^2}{x^2}} \log \frac{|x - y|}{1 + |x - y|} \downarrow 0;$$

$$R^5(x, y) = -\frac{c_1(a)}{2\pi(1 + a) x_2 y_2}, \quad R^6(x, y) = \frac{c_2(a)}{2\pi(1 + a) x_2} \sqrt{\frac{y^2}{x_2}} \downarrow 0.$$

Using that

$$1 - \sqrt{\frac{y^2}{x^2}} = \frac{|y_2 - x_2|}{x_2 + \sqrt{x_2 y_2}} \leq \frac{|x - y|}{x_2}$$

and

$$\left|\log \frac{|x - y|}{1 + |x - y|} - \log \frac{a}{1 + a} \right| = \left|\log \frac{1 + a}{(x_2 y_2)^{1/2} + a} \right| \leq \frac{1}{2} \log (x_2 y_2),$$

we have,

$$|R^1(x, y)| = \frac{1}{2\pi} \left|1 - \sqrt{\frac{y^2}{x^2}} \right| \frac{1}{|x - y|} \leq \frac{1}{2\pi x_2},$$

$$|R^2(x, y)| = \frac{1}{8\pi x_2} \left(\log \frac{1 + a}{a} \right) \frac{|x - y|}{x_2 y_2^2} \leq \frac{1}{8\pi x_2} \sup_{\rho > 0} \left(\rho \log \frac{1 + \rho}{\rho} \right),$$

$$|R^3(x, y)| + |R^6(x, y)| \leq \frac{1}{4\pi x_2} \sqrt{\frac{y^2}{x^2}} \left(|\log(x_2 y_2)| + \sup_{\rho > 0} \frac{2c_2(\rho)}{1 + \rho} \right),$$

$$|R^4(x, y)| = \frac{1}{4\pi x_2} \left|1 - \sqrt{\frac{y^2}{x^2}} \right| \log \frac{1 + |x - y|}{|x - y|} \leq \frac{1}{4\pi x_2} \sup_{\rho > 0} \left(\rho \log \frac{1 + \rho}{\rho} \right),$$

$$|R^5(x, y)| = \left|\frac{c_1(a)}{2\pi(1 + a) x_2 y_2} \frac{|x - y|}{x_2} \right| \leq \frac{1}{2\pi x_2} \sup_{\rho > 0} \rho c_1(\rho) \leq \frac{1}{2\pi x_2} \sup_{\rho > 0} \rho c_1(\rho).$$

In conclusion, there is $C_0 > 0$ such that

$$|R^1(x, y)| + |R^2(x, y)| + |R^5(x, y)| \leq \frac{C_0}{x_2}, \quad |R^4(x, y)| \leq \frac{C_0}{x_2};$$

$$|R^3(x, y)| + |R^6(x, y)| \leq \frac{C_0}{x_2} \sqrt{\frac{y^2}{x_2}} \left(1 + |\log(x_2 y_2)| \right).$$

The lemma is thus proven.
Proof of Lemma 3.1. The proof of [2, Lemma 2.1] is based on the computation of the asymptotic behavior as \( \varepsilon \to 0 \) of the kinetic energy

\[
E = \frac{1}{2} \int d\xi \, |\mathbf{u}(\xi, t)|^2 = \frac{1}{2} \int dx \, 2\pi x |u(x, t)|^2,
\]

which follows from the assumptions on the initial vorticity, Eq. (1.9), and the conservation along the motion of \( E \) and of the quantities

\[
M_0 = \int dx \, \omega_\varepsilon(x, t), \quad M_2 = \int dx \, x_2^2 \omega_\varepsilon(x, t).
\]

In the present case, since the vector field \( \mathbf{F}^\varepsilon = (F_\varepsilon^x, F_\varepsilon^y, F_\varepsilon^z) := (F_0^x, F_0^y, 0) \) has zero divergence, the conservation law of \( M_0 \) is still valid by Liouville’s theorem and Eq. (2.10),

\[
M_0(t) = \frac{1}{2\pi} \int d\xi \, \frac{\omega_\varepsilon(\xi, t)}{r} = \int d\xi_0 \, \frac{\omega_\varepsilon(\xi_0, 0)}{r_0} = M_0(0) \quad (B.3)
\]

(above, the change of variables is \( \xi = \phi^t(\xi_0) \) with \( \phi^t \) the flow generated by \( \xi = u(\xi, t) + \mathbf{F}^\varepsilon(\xi, t) \)).

Since \( \omega_\varepsilon(x, t) \) has compact support, the time derivative of \( M_2 \) can be computed using Eq. (2.10) with \( f(x, t) = x_2^2 \), hence

\[
\dot{M}_2 = \int dx \, \omega_\varepsilon(x, t) 2x_2 F_\varepsilon^z(x, t),
\]

which implies \( |\dot{M}_2| \leq 2C_F |\log \varepsilon|^{-3/2} \sqrt{M_2} \) in view of item (b) in Assumption 2.1.

Therefore,

\[
M_2 \leq 2((\xi_0^2) + \varepsilon)^2 M_0 + 32C_F^2 T^2 |\log \varepsilon|^{-3} \leq (\text{const.}) |\log \varepsilon|^{-1},
\]

where we used also Eq. (2.9). This is the same estimate, but for a larger constant, which is obtained in absence of \( \mathbf{F}^\varepsilon \), and the particular value of this constant is easily seen to be irrelevant in the proof of [2, Thm. 1].

Concerning the variation of \( E \), in the proof of [2, Thm. 1] the energy conservation is used to deduce a lower bound of the form \( E > C^* / |\log \varepsilon| + (\text{const.}) / |\log \varepsilon|^2 \), because such estimate can be easily shown to be true for the energy computed at time zero. The crucial point in the argument is that \( C^* \) is the same constant appearing in the leading term of an upper bound deduced for the energy \( E \) at any time. Therefore, the argument given in [2] applies also here if we show that \( |\dot{E}| \leq (\text{const.}) / |\log \varepsilon|^2 \).

To compute \( \dot{E} \), we introduce the stream function

\[
\Psi(x, t) = \int dy \, S(x, y) \omega_\varepsilon(y, t),
\]

where

\[
S(x, y) := \frac{x_2 y_2}{2\pi} \int_0^\pi \frac{d\theta}{\sqrt{x - y|^2 + 2x_2y_2(1 - \cos \theta)}},
\]

so that \( u(x, t) = x_2^{-1} \nabla^\perp \Psi(x, t) \) and the energy reads (see, e.g., [2,10])

\[
E = \pi \int dx \, |\Psi(x, t) \omega_\varepsilon(x, t)| = \pi \int dx \int dy \, S(x, y) \omega_\varepsilon(x, t) \omega_\varepsilon(y, t).
\]

Since \( \omega_\varepsilon(x, t) \) has compact support we can apply Eq. (2.10), so that, since \( u \cdot \nabla \Psi = 0 \),

\[
\dot{E} = \pi \int dx \, \omega_\varepsilon(x, t) (\mathbf{F}^\varepsilon \cdot \nabla \Psi + \partial_t \Psi)(x, t).
\]
where, using again Eq. (2.10),

$$\partial_t \Psi(x, t) = \int dy \omega_\varepsilon(y, t) (u + F^\varepsilon)(y, t) \cdot \nabla_y S(x, y)$$.

By the symmetry of \(S(x, y)\) we have \(\Psi(y, t) = \int dx S(x, y) \omega_\varepsilon(x, t)\), whence

$$\int dx \omega_\varepsilon(x, t) \partial_t \Psi(x, t) = \int dx \omega_\varepsilon(x, t) \int dy \omega_\varepsilon(y, t) (u + F^\varepsilon)(y, t) \cdot \nabla_y S(x, y)$$

$$= \int dy \omega_\varepsilon(y, t) (u + F^\varepsilon)(y, t) \cdot \nabla_y \int dx S(x, y) \omega_\varepsilon(x, t)$$

$$= \int dy \omega_\varepsilon(y, t) (F^\varepsilon \cdot \nabla \Psi)(y, t),$$

where we used again the orthogonality condition \(u \cdot \nabla \Psi = 0\). In conclusion,

$$\dot{E} = 2\pi \int dx \omega_\varepsilon(x, t)(F^\varepsilon \cdot \nabla \Psi)(x, t)$$

$$= 2\pi \int dx \int dy \omega_\varepsilon(x, t) F^\varepsilon(x, t) \cdot \nabla_x S(x, y) \omega_\varepsilon(y, t).$$

Recalling that \(\nabla \cdot \Psi(x, t) = x_2 u(x, t)\), from Eqs. (2.2), (2.5), and (2.6), we have

$$\frac{\partial S}{\partial x_1} = \frac{x_2 y_2}{2\pi} \int_0^\pi d\theta \frac{(y_1 - x_1) \cos \theta}{\|x - y\|^2 + 2x_2 y_2 (1 - \cos \theta)^{3/2}},$$

$$\frac{\partial S}{\partial x_2} = \frac{x_2 y_2}{2\pi} \int_0^\pi d\theta \frac{y_2 - x_2 \cos \theta}{\|x - y\|^2 + 2x_2 y_2 (1 - \cos \theta)^{3/2}}.$$

Therefore, recalling the definitions (B.1) and (B.2),

$$\nabla_x S(x, y) = \frac{I_1(a)(y - x)}{2\pi \sqrt{x_2 y_2}} + \frac{I_2(a)}{2\pi} \sqrt{\frac{y_2}{x_2}} \begin{pmatrix} 0 \\ 1 \end{pmatrix} =: A(x, y) + B(x, y),$$

with \(A(x, y)\) anti-symmetric, so that

$$\dot{E} = \pi \int dx \int dy \omega_\varepsilon(x, t)[F^\varepsilon(x, t) - F^\varepsilon(y, t)] \cdot A(x, y) \omega_\varepsilon(y, t)$$

$$+ 2\pi \int dx \int dy \omega_\varepsilon(x, t) F^\varepsilon(x, t) \cdot B(x, y) \omega_\varepsilon(y, t).$$

In view of item (b) in Assumption 2.1 as \(\text{div}(x_2 F^\varepsilon) = 0\) implies \(F^\varepsilon((x_1, 0), t) = 0\), we deduce that

$$|F^\varepsilon(x, t) - F^\varepsilon(y, t)| \cdot A(x, y) \leq \frac{L}{2\pi \log \varepsilon} I_1(a) \frac{|y - x|^2}{\sqrt{x_2 y_2}},$$

$$|F^\varepsilon(x, t) \cdot B(x, y)| = |(F^\varepsilon(x, t) - F^\varepsilon(x_1, 0, t)) \cdot B(x, y)| \leq \frac{L}{2\pi \log \varepsilon} I_2(a) \sqrt{x_2 y_2}.$$

We now use the following estimates, see the Appendix in [13],

$$I_1(a) \leq \int_0^\pi d\theta \frac{\cos \frac{\theta}{2}}{a^2 + 2(1 - \cos \theta)^{3/2}} = \int_0^\pi d\theta \frac{\cos \frac{\theta}{2}}{a^2 + 4 \sin^2 \frac{\theta}{2} a^{3/2}} = \frac{2}{a^2 \sqrt{a^2 + 4}},$$

$$I_2(a) \leq \frac{1}{2} \log \left(2 + \sqrt{a^2 + 4}\right) - \frac{1}{2} \log a + (\text{const.})$$

$$= \frac{1}{2} \log \left(2 \sqrt{x_2 y_2} + \sqrt{b + 4x_2 y_2}\right) - \frac{1}{4} \log b + (\text{const.}),$$
where in the last identity we introduced the quantity $b = |x-y|^2$ as in [2]. Therefore, 
\[
\left| (F^\varepsilon(x,t) - F^\varepsilon(y,t)) \cdot A(x,y) \right| \leq \left( \frac{\text{const.}}{\log \varepsilon} \right) \sqrt{x_2y_2},
\]
\[
\left| F^\varepsilon(x,t) \cdot B(x,y) \right| \leq \left( \frac{\text{const.}}{\log \varepsilon} \right) \times \sqrt{x_2y_2} \left[ \log \left( 2\sqrt{x_2y_2} + \sqrt{b + 4x_2y_2} \right) - \frac{1}{2} \log b + \left( \text{const.} \right) \right],
\]
so that 
\[
|\dot{E}| \leq \left( \frac{\text{const.}}{\log \varepsilon} \right) \int dx \int dy \omega^\varepsilon(x,t) \omega^\varepsilon(y,t)
\]
\[
\times \sqrt{x_2y_2} \left\{ \left( \text{const.} \right) + \log \left( 2\sqrt{x_2y_2} + \sqrt{b + 4x_2y_2} \right) - \frac{1}{2} \log b \right\}. 
\]
Apart from the factor $\left( \frac{\text{const.}}{\log \varepsilon} \right)$, the right-hand side in the above inequality coincides with the first upper bound on $E$ appearing in [2, Eq. (2.30)], from which the estimate $E \leq \left( \frac{\text{const.}}{\log \varepsilon} \right)$ is deduced. We conclude that $|\dot{E}| \leq \left( \frac{\text{const.}}{\log \varepsilon} \right)^2$ as required. 

\[\square\]
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