Surface diffusion and low vibrational motion with interacting adsorbates: 
A shot noise description
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Here, an approach in terms of shot noise is proposed to study and characterize surface diffusion and low vibrational motion when having interacting adsorbates on surfaces. In what we call statistical limit, that is, at long times and high number of collisions, one expects that diffusing particles display an essential Markovian behavior. Accordingly, the action of the pairwise potentials accounting for particle-particle collisions is equivalent to considering a shot noise acting on a single particle. We call this approach the interacting single adsorbate approximation, which gathers three important advantages: (i) the dynamics underlying surface diffusion and low vibrational motion can be easily understood in terms of relatively simple stochastic processes; (ii) from our model, appropriate (and well justified) working formulas are easily obtained, which explain the results arising from more complicated (but commonly used) molecular dynamics simulations within the Langevin formulation; and (iii), at the same time, it is less demanding computationally than the latter type of calculations. In order to illustrate the application of this model, numerical results are presented. Specially, our model reproduces the experimental observation regarding the broadening of the quasielastic peak ruling surface diffusion.
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I. INTRODUCTION

Diffusion of adsorbates (e.g., atoms or small molecules) on metal surfaces is one of the most fundamental processes in surface science for which there is a wealth of available experimental data. These data are obtained by means of either standard time-of-flight techniques [1, 2, 3] or the more novel spin-echo measurements [4]. In both cases the theoretical approach followed to understand and explain the experimental results is basically the same. At low coverages [5] adsorbate-adsorbate interactions can no longer be neglected; diffusion (self-diffusion) is well characterized by only studying the dynamics of a single adsorbate interacting with the surface. This approach is known as the single adsorbate approximation, where adsorbate dynamics are described by means of the (classical) standard Langevin equation, i.e., the diffusion process is considered as a Brownian-like motion [1, 2, 6, 7]. On the other hand, as the coverage increases, adsorbate-adsorbate interactions can no longer be neglected. In these cases, molecular dynamics techniques within the Langevin framework (MDL) are commonly used to study the problem to deal with the surface thermal vibrations. In this type of calculations the lateral dipole-dipole interaction between Na atoms as a function of the coverage is accounted for by pairwise potential functions. Previous works [2, 5] using this approach have failed when trying to reproduce the experimental data quantitatively. However, recently it has been shown [3] that a good agreement with the experiment can be achieved by considering the adsorbate motion in three dimensions.

Introducing pairwise potential functions results in a realistic description of the adsorbate dynamics. However, there is not a simple manner to handle the resulting calculations by means of a theoretical model, and one can only proceed by using some suggested fitting functions. Moreover, employing MDL simulations always result in a relatively high computational cost due to the time spent by the codes in the evaluation of the forces among particles. This problem becomes worse when working with long-range interactions, since a priori they imply that one should consider a relatively large number of particles in order to obtain a good simulation. In such cases, one can also make use of truncations, as is commonly done when considering short-range interactions, but they might lead to serious inaccuracies [10]. Some alternative techniques have been proposed to overcome this drawback, though they are more expensive computationally.

In order to avoid such inconvenient (interpretative and computational) one can try to translate the behaviors observed in the experiment into a simple, realistic stochastic model. To achieve this goal, first note that when a few adsorbates are present on a surface, the single adsorbate approximation perfectly describes their dynamics [11]. For practical purposes, this means that long-range interactions can be assumed as negligible; otherwise, important effects would appear even when having adsorbates located at very far distances from each other. Hence, in principle, when having a higher coverage, one can assume...
that one adsorbate will basically feel the action of other adsorbates located in a certain neighborhood (as is corroborated by the calculations presented in Ref. [9], where only about 400 atoms were used in the simulations). In other words, the importance of the long-range tail of the particle-particle interaction becomes only relative. Now, in order to obtain a good simulation of a diffusion process, one has to consider very long times in comparison to the time scales associated to the friction caused by the surface or to the typical vibrational frequencies observed when the adsorbates keep moving inside a surface well. For example, in the Na/Cu(001) system the time scales associated to typical vibrational frequencies and frictions are of the order of a few picoseconds, while the propagation time employed in a typical MDL simulation is of the order of several nanoseconds [8]. This means that there will be a considerably large number of collisions during the time elapsed in the propagation, and therefore that at some point the past history of the adsorbate will be irrelevant. That is, adsorbates undergo so many collisions after some time that they lose any trace of the type of interaction among them when they are considered statistically. This memory loss is a signature of a Markovian dynamical regime, where adsorbates have reached what we call the statistical limit. Otherwise, for time scales relatively short, the interaction is not Markovian and it is very important to take into account the effects of the interactions on the particle and its dynamics (memory effects).

Based on the previous physical considerations, here we propose a numerical and analytical scheme to deal with the diffusion problem of interacting adsorbates as a function of the coverage. In particular, our scheme is framed within a Langevin formulation, and inspired by the theory of spectral-line collisional broadening developed by Van Vleck and Weisskopf [12] and the elementary kinetic theory of gases [13]. We call this approach the interacting single adsorbate approximation. The diffusion of a single adsorbate is modeled by a series of random pulses within a Markovian regime (i.e., pulses of relatively short duration in comparison with the system relaxation) simulating collisions between adsorbates. In particular, we describe these adsorbate-adsorbate collisions by means of a white shot noise [13] as a limiting case of colored shot noise. In this way, a typical MDL problem involving N adsorbates is substituted by the dynamics of a single adsorbate, where the action of the remaining N − 1 adparticles is replaced by a random force given by the shot noise. This type of noise has also been applied, for example, to study thermal ratchets [13] and mean first passage times [16]. A different type of collisional model has been recently used to obtain jump distributions [17]. A general account on colored noise can be found in [18].

Note that since our model faces the problem of adsorbate diffusion from a stochastic perspective, it is alternative to those other models that imply the use of MDL simulations. There are no incompatibilities between both approaches, stochastic and deterministic (“deterministic” in the sense of how adsorbate-adsorbate interactions are handled), other than their respective ranges of validity. On the contrary, they complement each other, since the type of results rendered by our model could be used to better understand the behaviors and trends displayed by the fitting functions that appear in the latter.

The main goal in this work is to show that a lot of information about diffusion can be obtained by means of a simple stochastic model based on a shot noise. Thus, no substrate friction will be considered in our calculations. The combined action of two noises, Gaussian white noise to simulate the surface temperature and the white shot noise with a nonseparable interaction potential are tackled in a separate publication [10] (Hänggi and co-workers [15] have also used this combined scheme in the context of Brownian motors). In Sec. II we thus give a detailed account of the model that we propose here to simulate the interacting particle dynamics. Moreover, a discussion on the validity of the model is also provided in the light of the fluctuation-dissipation theorem. A brief account on the broadening of the quasielastic peak with coverage is provided in Sec. III. Numerical results for both flat and corrugated periodic surfaces (separable interaction potentials) are shown in Sec. IV as a function of the coverage, temperature, and ∆K. Finally, the main conclusions extracted from this work as well as a discussion on the range of validity of our model are given in Sec. V.

II. INTERACTING ADSORBATES AND SHOT NOISE

Particle motion under two-dimensional (2D) separable interaction potentials can be simplified as two independent 1D motions provided the correlations between the two components of the noise source along each direction can be neglected. Then, the motion of an adsorbate subjected to the action of a bath consisting of another adsorbate on a static 2D (separable) surface potential can be well described by a generalized Langevin equation

\[
\ddot{x}(t) = -\int_0^t \gamma(t-t') \dot{x}(t') dt' + F[x(t)] + \delta R(t),
\]

where \( x \) represents any of the two adsorbate degrees of freedom. In Eq. (1), \( \gamma(t) \) is the bath memory function: \( F = -\nabla V \) is the deterministic force, \( V(x) = V(x + a) \) being a deterministic, phenomenological adiabatic potential accounting for the adsorbate-surface interaction at \( T = 0 \), with period \( a \) along the \( x \) direction; and \( \delta R(t) \) is the stochastic force fluctuation, defined as

\[
\delta R(t) \equiv R(t) - \langle \langle R \rangle \rangle,
\]

with

\[
\langle \langle R \rangle \rangle \equiv \sum_K P_K(T) \langle R(t') \rangle \tau.
\]
pulses in Eq. (4) can be modeled as impact. Within a realistic model, collisions take place with effects relax exponentially at a constant rate (i.e., strong but elastic collisions) and that after-collision unit. Assuming sudden adsorbate-adsorbate collisions where the value of exponential law, also be easily shown that this kind of distribution renders according to a certain distribution, $P_K$, and time ($T$); the subscript $T$ denotes the average along the time interval $T$. Note that both $F$ and $\delta R$ are forces per mass unit.

The random force $R(t)$ has the functional form of a shot noise,

$$R(t) = \sum_{k=1}^{K} b_k(t - t_k), \quad (4)$$

since it describes the collisions among the adsorbates. The information about the shape and effective duration of the $k$th adsorbate-adsorbate collision at $t_k$ is thus provided by $b_k(t - t_k)$. According to the definition of a shot noise, the probability to observe $K$ collisions after a time $T$ follows a Poisson distribution [14], given by

$$P_K(T) = \left(\frac{\lambda T}{K!}\right)^K e^{-\lambda T}, \quad (5)$$

where $\lambda$ is the average number of collisions per time unit. Assuming sudden adsorbate-adsorbate collisions (i.e., strong but elastic collisions) and that after-collision effects relax exponentially at a constant rate $\lambda'$, the pulses in Eq. (4) can be modeled as

$$b_k(t - t_k) = c_k \lambda e^{-\lambda'(t-t_k)}, \quad (6)$$

with $t-t_k > 0$ and $c_k$ giving the intensity of the collision impact. Within a realistic model, collisions take place randomly at different orientations and energies. Hence it is reasonable to assume that the $c_k$ coefficients follow an exponential law,

$$g(c_k) = \frac{1}{\alpha} e^{-c_k/\alpha}, \quad c_k \geq 0, \quad (7)$$

where the value of $\alpha$ will be determined later on. It can also be easily shown that this kind of distribution renders the same results as considering the pulse intensity having the same value, $C$, for any collision. In such a case, wherever $(c_k)$ and $(c_k^2)$ appear they have to be replaced by $C$ and $C^2$, respectively. Finally, we would like to mention that numerical tests using a different shape function (in particular, a Gaussian function) gives the same type of results.

Independently of their intensity, it is apparent from Eq. (6) that any pulse decays at the same rate $\lambda'$. This rate defines the decay time scale for collision events, $\tau_c = 1/\lambda'$. If $\tau_c$ is relatively small (i.e., collision effects relax relatively fast), the memory function in Eq. (1) will be local in time. This could be the case, for instance, of relatively dilute systems, where the average time between consecutive collisions is long enough in comparison to the energy transfer process that occurs during the collision. Then $\gamma(t - t') \sim \gamma\delta(t - t')$ and the upper time limit can be extended to infinity. In doing so we obtain a standard Langevin equation

$$\dot{x}(t) = -\gamma x(t) + F[x(t)] + \delta R(t). \quad (8)$$

Here the friction coefficient $\gamma$ measures the number of collisions per time unit, as $\lambda$ in Eq. (4). Hence, from now on, we replace $\gamma$ by $\lambda$. The collisional friction coefficient introduces a time scale $\tau_c = 1/\lambda$, which can be interpreted as the (average) time between two successive collisions. Thus, although each individual collision lasts for a time scale given by $\tau_c$, its effects over the system take place in a time of the order of $\tau_c$ in getting damped.

In order to obtain some relevant information about the adsorbate diffusion process, it is important first to analyze the solutions of Eq. (8) and then to derive some average magnitudes of interest. The former are straightforwardly obtained by formal integration, this yielding

$$\begin{align*}
v(t) &= v_0 e^{-\lambda t} + \int_0^t e^{-\lambda(t-t')} F[x(t')] \, dt' + \int_0^t e^{-\lambda(t-t')} \delta R(t') \, dt', \\
x(t) &= x_0 + \frac{v_0}{\lambda} (1 - e^{-\lambda t}) + \frac{1}{\lambda} \int_0^t \left[1 - e^{-\lambda(t-t')}\right] F[x(t')] \, dt' + \frac{1}{\lambda} \int_0^t \left[1 - e^{-\lambda(t-t')}\right] \delta R(t') \, dt',
\end{align*} \quad (9)$$

where $v_0 = v(0)$ and $x_0 = x(0)$. As can be seen, for $\delta R = 0$, Eqs. (9) are the formal solution of purely (dissipative) deterministic equations of motion. Hence, without loss of generality, they can be more conveniently expressed as

$$\begin{align*}
v(t) &= v_d(t) + v_s(t), \\
x(t) &= x_d(t) + x_s(t),
\end{align*} \quad (10)$$

where $d$ embraces the deterministic terms of the solutions and $s$ those other depending on the stochastic force. Note that when $\delta R \neq 0$ the deterministic part will also present some stochastic features due to the evaluation of $F(x)$ along $x(t)$. 

Since \((\delta R(t)) = 0\),
\[
\langle v(t) \rangle = \bar{\bar{v}}_d(t), \tag{11a}
\]
\[
\langle v^2(t) \rangle = \bar{\bar{v}}_d^2(t) + \langle v^2_\ast(t) \rangle, \tag{11b}
\]
\[
\langle x(t) \rangle = \bar{\bar{x}}_d(t), \tag{11c}
\]
\[
\langle x^2(t) \rangle = \bar{\bar{x}}_d^2(t) + \langle x^2_\ast(t) \rangle, \tag{11d}
\]
where the barred magnitudes indicate the respective averages of the deterministic part of the solution, and
\[
\langle v^2_\ast(t) \rangle = e^{-2\lambda t} \int_0^t dt' e^{2\lambda t'} \int_{-t'}^{t-t'} e^{\lambda \tau} \mathcal{G}(\tau) d\tau, \tag{12a}
\]
\[
\langle x^2_\ast(t) \rangle = \frac{1}{\lambda^2} \int_0^t dt' \left[ 1 - e^{-\lambda(t-t')} \right] \int_{-t'}^{t-t'} \left[ 1 - e^{-\lambda(t-t' - \tau)} \right] \mathcal{G}(\tau) d\tau. \tag{12b}
\]
In these expressions, \(\mathcal{G}(\tau)\) is the time correlation function of the stochastic force,
\[
\mathcal{G}(\tau) \equiv \langle \langle \delta R(t) \delta R(t') \rangle \rangle = \langle \langle \delta R(t) \delta R(t + \tau) \rangle \rangle \tag{13}
\]
[the double bracket is defined as in Eq. (3)]. As seen in Eq. (12), \(\mathcal{G}(\tau)\) is the same for both averages despite the time-dependent prefactors being different. Averaging over time implies that Eq. (13) is independent of time; average values and time-correlation functions will not depend specifically on the origin of time, but on the difference \(\tau\) between two times considered. This condition defines the process as \textit{stationary}.

A general expression for \(\mathcal{G}(\tau)\) is readily obtained after straightforward algebraic manipulations to be
\[
\mathcal{G}(\tau) = \frac{1}{T} \sum_K P_K(T) K \int_0^T \langle b(t - t') b(t + \tau - t') \rangle, \tag{14}
\]
where
\[
\langle \cdot \rangle_c \equiv \int_0^\infty \cdot g(c) dc \tag{15}
\]
is the average over the pulse intensity, with \(g(c)\) given by Eq. (7). Taking into account that \(\sum_K P_K(T) K = \lambda T\) and introducing the change of variable \(\zeta = t - t'\), Eq. (14) can be approximated by
\[
\mathcal{G}(\tau) = \lambda \int_{-\infty}^\infty \langle b(\zeta) b(\zeta + \tau) \rangle_c d\zeta, \tag{16}
\]
which is a general expression independent of the pulse shape. This approximation relies on the hypothesis that \(b(\zeta) \approx 0\) outside a narrow time interval \(0 < \zeta < \Delta\), with \(\Delta\) a few times larger than \(\tau_c\), but of the same order of magnitude. In particular, substituting Eq. (9) into Eq. (16) leads to
\[
\mathcal{G}(\tau) = \frac{\lambda \lambda'}{\alpha^2} e^{-\lambda' |\tau|}. \tag{17}
\]
By changing the order of the integration variables, integrating over \(t'\) and taking advantage of the property \(\mathcal{G}(\tau) = \mathcal{G}(\tau)\), Eqs. (12) can be expressed as
\[
\langle v^2_\ast(t) \rangle = \frac{2}{\alpha^2} \left\{ \frac{-\lambda'}{2(\lambda' - \lambda)} \left[ 1 - e^{-2\lambda t} \right] - \frac{\lambda \lambda'}{\lambda^2 - \lambda^2} \left[ 1 - e^{-(\lambda' + \lambda)t} \right] \right\}, \tag{18a}
\]
\[
\langle x^2_\ast(t) \rangle = \frac{2}{\alpha^2} \left\{ \frac{t}{\lambda} - \frac{2\lambda' - \lambda}{(\lambda' - \lambda)\lambda^2} \left[ 1 - e^{-\lambda t} \right] + \frac{\lambda'}{2(\lambda' - \lambda)\lambda^2} \left[ 1 - e^{-2\lambda t} \right] + \frac{1}{(\lambda' - \lambda)\lambda'} \left[ 1 - e^{-\lambda t} \right] - \frac{1}{\lambda^2 - \lambda^2} \left[ 1 - e^{-(\lambda' + \lambda)t} \right] \right\}. \tag{18b}
\]
In order to determine the value of \(\alpha\), we assume that \(\lambda' \gg \lambda\), this rendering
\[
\langle v^2_\ast(t) \rangle \approx \frac{1}{\alpha^2} \left[ 1 - e^{-2\lambda t} \right], \tag{19a}
\]
\[
\langle x^2_\ast(t) \rangle \approx \frac{1}{\alpha^2} \left[ 2\lambda t + 1 - \left( 2 - e^{-\lambda t} \right)^2 \right]. \tag{19b}
\]
Moreover, when \(t \to \infty\), we also assume that the equipartition theorem holds, and therefore
\[
\frac{1}{2} m \langle v^2(\infty) \rangle = \frac{1}{2} k_B T. \tag{20}
\]
Taking into account that \(\bar{v}^2_\ast(t) = \bar{v}^2_0 e^{-2\lambda t}\) and that the time-dependent term in Eq. (19a) vanish asymptotically, we obtain \(\alpha = \sqrt{m/k_B T}\). On the other hand, if we consider that the system is initially thermalized (i.e., it follows a Maxwell-Boltzmann distribution in velocities) and has a uniform probability distribution in positions around \(x = 0\), then \(\bar{v}_0 = 0\), \(\bar{v}^2_0 = k_B T/m\), and \(\bar{x}_0 = 0\). Thus, for \(\lambda' \gg \lambda\) (i.e., in the Poissonian white noise...
limit), Eqs. (11) become
\[ \langle v(t) \rangle = 0, \]  
\[ \langle v^2(t) \rangle = \frac{k_B T}{m}, \]  
\[ \langle x(t) \rangle = 0, \]  
\[ \langle x^2(t) \rangle = \tilde{x}_0^2 + \frac{k_B T}{m \lambda^2} \left[ 2 \lambda t + 1 - \left( 2 - e^{-\lambda t} \right)^2 \right]. \]  
\[ (21a) \quad (21b) \quad (21c) \quad (21d) \]

These equations constitute a limit. Therefore, for values of the parameters out of the range of the approximation, deviations are expected. As will be seen, the behavior of the numerical results presented in Sec. IV fit fairly well the trends given by these equations, though \( \lambda \) is much larger than \( \lambda \) purposely. For example, for high values of \( \lambda \), the equilibrium thermal velocity is given by \( 2f/\alpha^2 \), with \( f = \lambda'/(2(\lambda' + \lambda)) \), instead of \( 1/\alpha^2 \) [note that if \( \lambda' = r \lambda \), then \( f = r/(1 + r) \), which approaches 1/2 when \( r \to \infty \)].

After using the approximation \( \lambda' \gg \lambda \), Eqs. (21) coincide with those obtained for a Brownian motion. This is because within this approximation the shot noise behaves as a (Poissonian) white noise, displaying a behavior analogous to that of a Gaussian white noise (Brownian motion) whenever the number of collisions per unit time (\( \lambda \)) is very high and/or the total propagation time (\( T \)) considered is sufficiently long. Note that in the limit where the number of collisions goes to infinity, the Poissonian distribution approaches a Gaussian one because of the central limit theorem.

As happens for pure Brownian motion (\( V = 0 \)), two regimes are clearly distinguishable from Eqs. (21) when comparing \( \lambda \) and \( t \). For \( \lambda t \ll 1 \), collision events are rare and the adparticle shows an almost free motion with relatively long mean free paths. This is the ballistic or free-diffusion regime, characterized by
\[ \langle x^2(t) \rangle \sim \frac{k_B T}{m} t^2. \]  
\[ (22) \]

On the other hand, for \( \lambda t \gg 1 \), there is no free diffusion since the effects of the stochastic force (collisions) are dominant. This is the diffusive regime, where mean square displacements are linear with time, i.e., they follow Einstein’s law,
\[ \langle x^2(t) \rangle \sim \frac{2k_B T}{m \lambda} t = 2D t. \]  
\[ (23) \]

In analogy to Brownian motion, from this last expression we also note for systems driven by a shot noise that (1) lowering the density of the particle gas (or, equivalently, \( \lambda \)) leads to a faster diffusion (the diffusion coefficient \( D \) increases), and (2) the latter becomes more active when the gas is heated.

Apart from the averages given above, it is also meaningful to compute the velocity autocorrelation function, where the correlation time, which provides information about the line shape broadening (see Sec. III), is
\[ \tilde{\tau} = \frac{1}{\langle v^2 \rangle} \int_0^\infty C(\tau) \, d\tau. \]  
\[ (25) \]

The velocity autocorrelation function can also be expressed as
\[ C(\tau) = \langle v(t) v(t + \tau) \rangle = e^{-2\lambda t - \lambda \tau} \int_0^t dt' e^{2\lambda t'} \int_{-\tau}^{t+\tau-t'} e^{\lambda s} \mathcal{G}(s) \, ds. \]  
\[ (26) \]

Introducing Eq. (17) into the right hand side of the second equality of Eq. (20), and in the limit of large \( t \), we reach
\[ C(\tau) = \frac{k_B T}{m} \frac{\lambda' \lambda}{\lambda'^2 - \lambda^2} \left( e^{-\lambda \tau} - \frac{e^{-\lambda' \tau}}{\lambda'} \right), \]  
\[ (27) \]

which in the limit \( \lambda' \gg \lambda \) becomes
\[ C(\tau) = \frac{k_B T}{m} e^{-\lambda \tau}. \]  
\[ (28) \]

This expression has been derived starting from a colored shot noise. However, observe that it is identical to the velocity autocorrelation function corresponding to an Ornstein-Uhlenbeck process, the only stationary Gaussian diffusion process. This is because of the approximation used here: the number of collisions per unit time is very large. In this case, the central limit theorem applies and, according to Doob’s theorem, the corresponding correlation function will display an exponential decay.

For \( V \neq 0 \), Eqs. (21) are expected to show some deviations at short time scales because of the role played by the terms corresponding to the deterministic force. This force leads to the presence of a confining potential, which makes the particles to move within a bound space region for a time. Hence the system will be more localized than in the free-potential case (\( V = 0 \)) and there will be much less diffusion. Moreover, some in-phase correlations will also be apparent due to the particles that do not have energy enough to overcome the potential energy barrier. This gives rise to a nondiffusive type of motion. That is, a low frequency vibrational motion exerted by the so-called frustrated translational mode or \( T \) mode.

The velocity autocorrelation functions given by Eqs. (27) and (28) correspond to a dynamics ruled by completely flat surface. Physically, this would be the case of a low corrugated surface, for which the static force is negligible in both directions. On the contrary, when the surface corrugation is important, effects mediated by the \( T \) mode are expected to manifest in the correlation function. An interesting example to examine is that of a harmonic oscillator, which can model at a first order of approximation the oscillating behavior associated to the \( T \) mode. In this case
\[ C(\tau) = \frac{k_B T}{m} e^{-\lambda \tau/2} \left( \cos \omega \tau - \frac{\lambda}{2\omega} \sin \omega \tau \right), \]  
\[ (29) \]
where
\[ \omega = \sqrt{\omega_0^2 - \frac{\lambda^2}{4}} \] (30)

and \( \omega_0 \) is the harmonic frequency; for a nonharmonic potential, \( \omega_0 \) represents the corresponding approximate harmonic frequency. Equation (29) can also be written as
\[ C(\tau) = \frac{k_B T}{m} \frac{\omega_0}{\omega} e^{-\lambda \tau/2} \cos(\omega \tau + \delta), \] (31)

with
\[ \delta \equiv (\tan^{-1}) \left( \frac{\lambda/2}{\omega} \right). \] (32)

Observe that Eq. (28) is easily recovered in the limit \( \omega_0 \to 0 \) from either Eq. (29) or Eq. (31).

Finally, a brief discussion on the validity of Eq. (53) is worthly. As said above, this equation can only be used rigorously when having a white noise, i.e., when \( \mathcal{G}(\tau) \sim \delta(\tau) \) and the memory function can be substituted by a constant. Otherwise, with colored noise, one has to use the generalized Langevin equation \([18]\). According to the fluctuation-dissipation theorem \([21]\), the friction in the Langevin equation is related to the fluctuations of the random force. This is formally expressed by the relationship between the frequency spectrum of the memory function and the random force correlation function,
\[ \gamma(\omega) = \frac{m}{k_B T} \int_0^\infty \mathcal{G}(\tau) e^{-i\omega \tau} d\tau. \] (33)

Introducing Eq. (17) into Eq. (33) yields
\[ \gamma(\omega) = \frac{\lambda}{\lambda' + i\omega}. \] (34)

whose real part is
\[ \text{Re}[\gamma(\omega)] = \frac{1}{2} [\gamma(\omega) + \gamma^*(\omega)] = \frac{\lambda^2}{\lambda'^2 + \omega^2}. \] (35)

Two limits are interesting in this expression: \( \lambda' \ll \omega \) and \( \lambda' \gg \omega \). The first limit involves very short time scales (smaller than \( \tau_c \)), where the particularities of the adsorbate-adsorbate interaction potential have to be taken into account (for example, pairwise interaction), and therefore a MDL prescription has to be followed. In this case, Eq. (34) can be written as
\[ \gamma(\omega) \approx \frac{\lambda^2}{\omega^2}, \] (36)

and hence the standard Langevin equation can no longer be used. Moreover, as a consequence, since the frequency depends on the friction the relaxation time scale \( \tau_c \) is not well defined. Conversely, in the second case, the collision time scale rules the system dynamics, since it establishes a (frequency) cutoff. This leads to
\[ \gamma(\omega) \approx \frac{\lambda}{1 - \frac{\omega^2}{\lambda^2}} \] (37)

which can be written as \( \gamma(\omega) \sim \frac{\lambda}{\omega} \) [notice that \( \lambda \approx \gamma(0) \)] whenever \( \lambda \ll \omega \ll \omega_c = \tau_c^{-1} \). As can be seen, in this limit (which can also be written as \( \tau_c \ll \tau_r \)), the use of a standard Langevin equation is well justified. This limit holds for strong but localized (or instantaneous) collisions (as assumed here) as well as for weak but continuous interactions (Brownian motion).

### III. ELEMENTS OF SURFACE DIFFUSION

In diffusion experiments carried out by means of quasielastic helium atom surface scattering (QHAS), one usually measures the differential reflection coefficient. In analogy to liquids \([22]\) this magnitude is given as
\[ \frac{d^2 R(\Delta K, \omega)}{dR d\omega} = n_d F S(\Delta K, \omega) \]
\[ = n_d F \int \int G(R, t) e^{i(\Delta K \cdot R - \omega t)} dR dt. \] (38)

This expression is the probability that the probe (He) atoms scattered from the diffusing collective (chattered on the surface) reach a certain solid angle \( \Omega \) with an energy exchange \( \hbar \omega = E_f - E_i \) and wave vector transfer parallel to the surface \( \Delta K = K_f - K_i \). In Eq. (38) \( n_d \) is the (diffusing) surface concentration of adparticles; \( F \) is the atomic form factor, which depends on the interaction potential between the probe atoms in the beam and the adparticles on the surface; and \( S(\Delta K, \omega) \) is the dynamic structure factor or scattering law, which provides a complete information about the dynamics and structure of the adsorbates through particle distribution functions. The dynamic structure factor is therefore the observable magnitude that we are interested in here. Experimental information about long distance correlations is obtained from it when using small values of \( \Delta K \), while information on long time correlations is available at small energy transfers, \( \hbar \omega \). On the other hand, a standard procedure employed to obtain the adiabatic adsorption potential \( V(R) \) mediating the adsorbate-substrate interaction consists in starting with a model potential that contains some adjustable parameters. Then, Markovian-Langevin equations are solved for different friction coefficients with Gaussian white noise to reproduce the experimental QHAS measurements \([2]\).

When dealing with interacting particles, particle distribution functions are described by means of the so-called van Hove or time-dependent pair correlation function \( G(R, t) \) \([22]\). Given a particle at the origin at some arbitrary initial time, \( G(R, t) \) represents the average probability for finding the same or another particle at the
surface position \( \mathbf{R} = (x, y) \) at time \( t \). This function thus generalizes the well known pair distribution function \( g(\mathbf{R}) \) from statistical mechanics \[13, 23\], since it provides information about the interacting particle dynamics. Depending on whether we consider correlations of a particle with itself or with other different particles, we distinguish between self correlation functions, \( \mathcal{G}_s(\mathbf{R}, t) \), and distinct correlation functions, \( \mathcal{G}_d(\mathbf{R}, t) \). With this, the full (classical) pair correlation function can be expressed as

\[
\mathcal{G}(\mathbf{R}, t) = \mathcal{G}_s(\mathbf{R}, t) + \mathcal{G}_d(\mathbf{R}, t). \tag{39}
\]

According to its definition, \( \mathcal{G}_s(\mathbf{R}, t) \) is peaked at \( t \to 0 \), and approaches zero as \( t \) increases since the particle loses correlation with itself. On the other hand, at \( t = 0 \), \( \mathcal{G}_d(\mathbf{R}, t) \) gives the static pair correlation function (the standard pair distribution function), \( g(\mathbf{R}) \equiv \mathcal{G}_d(\mathbf{R}, 0) \), while approaches the mean surface number density \( \sigma \) of diffusing particles as \( t \to \infty \). Taking this into account, Eq. (39) can be expressed as

\[
\mathcal{G}(\mathbf{R}, 0) = \delta(\mathbf{R}) + g(\mathbf{R}) \tag{40}
\]
at \( t = 0 \), and as

\[
\mathcal{G}(\mathbf{R}, t) \approx \sigma \tag{41}
\]
for a homogeneous system with \( \|\mathbf{R}\| \to \infty \) and/or \( t \to \infty \). At low adparticle concentrations, when interactions among adsorbates can be neglected because they are far apart from each other, the main contribution to Eq. (39) is \( \mathcal{G}_s \) (particle-particle correlations are negligible and \( \mathcal{G}_d \approx 0 \)). On the contrary, for high coverages, it is expected that \( \mathcal{G}_d \) contributes significantly to Eq. (39). Within our approach, the interaction among adsorbates is described by a particle subjected to a random force (a shot noise). Thus, diffusion is described by the \( \mathcal{G} = \mathcal{G}_s \) function in the interacting single adsorbate approximation. At low coverages, the \( \mathcal{G}_s \) function in both approximations (interacting and noninteracting) has to be the same.

As seen in Sec. II, although Gaussian white noise arising from the surface is not considered here, an analogous Markovian-Langevin also emerges from our model based on shot noise. Therefore the same analytical results obtained elsewhere \[2\] with a Gaussian white noise can be easily extended to our case, where the friction coefficient has to be interpreted in terms of the collision frequency between adsorbates. For this treatment, the dynamic structure factor is better expressed as \[22\]

\[
S(\Delta \mathbf{K}, \omega) = \int e^{-i\omega t} \langle e^{-i\Delta \mathbf{K} \cdot \mathbf{R}(t)} e^{i\Delta \mathbf{K} \cdot \mathbf{R}(0)} \rangle dt
= \int e^{-i\omega t} I(\Delta \mathbf{K}, t) dt, \tag{42}
\]
where the brackets in the integral denote an ensemble average and \( \mathbf{R}(t) \) is the adparticle trajectory. Here,

\[
I(\Delta \mathbf{K}, t) \equiv \langle e^{-i\Delta \mathbf{K} \cdot [\mathbf{R}(t) - \mathbf{R}(0)]} \rangle = \langle e^{-i\Delta \mathbf{K} \int_0^t \mathbf{v}(t') dt'} \rangle \tag{43}
\]
is the intermediate scattering function, which is the space Fourier transform of \( \mathcal{G}(\mathbf{R}, t) \). In Eq. (43), \( v_{\Delta \mathbf{K}} \) is the velocity of the adparticle projected onto the direction of the parallel momentum transfer, with length \( \Delta K \equiv \|\Delta \mathbf{K}\|. \) After a second-order cumulant expansion in \( \Delta K \) in the second equality of Eq. (43), the intermediate scattering function reads as

\[
I(\Delta \mathbf{K}, t) \approx e^{-\Delta K^2 \int_0^t (t-t')^2 C(t') dt'}, \tag{44}
\]
where \( C(t) \) is given by Eq. (23) [note that \( C(t) \), as given by Eq. (24), is independent of the direction of \( \Delta \mathbf{K} \)]. This is the so-called Gaussian approximation \[13\], which is exact when the velocity correlations at more than two different times are negligible. This allows one to replace the average acting over the exponential function in Eq. (44) by an average acting over its argument, as seen in Eq. (44).

In the case of an almost flat surface the resulting intermediate scattering function is

\[
I(\Delta \mathbf{K}, t) = \exp \left[ -\chi^2 \left( e^{-\lambda t} + \lambda t - 1 \right) \right], \tag{45}
\]
with

\[
\chi^2 \equiv \langle v_0^2 \rangle \Delta K^2 / \lambda^2. \tag{46}
\]

From this relation we can obtain both the mean free path, \( \bar{\ell} \equiv \tau \sqrt{\langle v_0^2 \rangle} \), and the self-diffusion coefficient, \( D \equiv \tau_r \langle v_0^2 \rangle \) (Einstein relation). It can be easily shown that the dynamic structure factor derived from Eq. (45) has a Gaussian shape for short times compared to \( \tau_r \) (or \( \chi \to \infty \)) and a Lorentzian shape for long times or values of small \( \Delta K \) (or \( \chi \ll 1 \)). In this last case, Eq. (45) becomes a pure decaying exponential function,

\[
I(\Delta \mathbf{K}, t) \approx e^{-\lambda^2 \chi t}, \tag{47}
\]
which is in agreement with the ansatz used in Ref. [9] to fit the polarization values obtained experimentally. On the other hand, when a harmonic oscillator is considered, Eq. (44) becomes

\[
I(\Delta \mathbf{K}, t) = \exp \left\{ -\chi^2 \frac{\omega_0}{\omega t} \left[ \cos \delta - e^{-\lambda t / 2} \cos(\omega t - \delta) \right] \right\}. \tag{48}
\]

As infers from this equation, the intermediate scattering function displays an oscillatory, but exponentially damped, behavior around a certain value [although in the limit \( \omega_0 \to 0 \) Eq. (48) approaches Eq. (45)]. Unlike the free-potential case, this means that after relaxation some correlation is still present in the system, being the limit value

\[
I(\Delta \mathbf{K}, \infty) \to e^{-\chi^2 \lambda^2 \cos \delta / \omega \omega_0}. \tag{49}
\]

Again, this is in agreement with the experimental observation. According to Ref. [9] the residual or anomalous value of the polarization observed seems to be connected to the blockage of the adsorbate perpendicular motion (which is related to translational hopping). On
According to the Chapman-Enskog theory for hard spheres, the self-diffusion coefficient can be written as

\[
D = \frac{1}{6\rho \sigma} \sqrt{\frac{k_B T}{m}}. \tag{55}
\]

Now, from the Einstein relation, and taking into account that \(\theta = a^2 \sigma\) for a square surface lattice of unit cell length \(a\), we obtain

\[
\lambda = \frac{6\rho \theta}{a^2} \sqrt{\frac{k_B T}{m}}. \tag{56}
\]

Therefore, given a certain surface coverage and temperature, \(\lambda\) can be readily estimated from Eq. (56).

**IV. RESULTS AND DISCUSSION**

**A. Numerical details**

In order to solve Eq. (8) we have used the velocity Verlet algorithm, which is commonly applied when dealing with stochastic differential equations [24]. For the average calculations shown here a number of 10 000–20 000 trajectories is sufficient for convergence. The initial conditions are chosen such that the velocities are distributed according to a Maxwell-Boltzmann velocity distribution at a temperature \(T\), and the positions follow a uniform random distribution along the extension of a single unit cell of the potential model used (see below). Regarding the dynamical parameters, we have used \(\lambda' \approx 10^{-3}\) a.u. (\(\approx 41.3\) ps\(^{-1}\)) and for the mass and radius of the adparticles we have considered those of a Na atom, since Na on Cu(001) is a typical system where diffusion has been studied and will serve to illustrate our model numerically. As for the coverage, \(\theta_{\text{Na}} = 1\) corresponds to one Na atom per Cu(001) surface atom or, equivalently, \(\sigma = 1.53 \times 10^{19}\) atom/cm\(^2\); \(a = 2.557\) Å is the unit cell length; and \(\rho = 2\) Å has been used for the atomic radius. For example, with these values a collision friction \(\lambda = 5 \times 10^{-6}\) a.u. (\(\approx 0.2067\) ps\(^{-1}\)) at a surface temperature \(T = 100\) K would be related to a coverage \(\theta_{\text{Na}} = 0.059\), while the same friction at a temperature \(T = 200\) K would be caused by a coverage \(\theta_{\text{Na}} = 0.042\). One order of magnitude higher for \(\lambda\) implies also one order of magnitude for the coverage at the corresponding surface temperatures.

**B. Diffusion in a flat surface**

First we are going to analyze the case of a flat surface, which represents fairly well the situation of a low corrugated real surface, where the role of the activation barrier is negligible. Thus, in Fig. (a) we observe that, effectively, as predicted by the theory, two (time) regimes are distinguishable from the mean square displacement...
\( \langle x^2(t) \rangle \): parabolic and linear, corresponding to free and diffusive motion, respectively. As is apparent, diffusion (proportional to the slope of the linear regime) is enhanced by increasing temperature and decreasing the friction coefficient. Within the diffusive regime, though the presence of many particles tends to inhibit individual particle motions, there is still the possibility for particles to propagate but at a smaller rate [compare the quadratic increase of \( \langle x^2(t) \rangle \) during the free motion with its linear increase during the diffusive one]. The effect of the diffusion process can also be seen by looking at the velocity autocorrelation function \( C(t) \) plotted in Fig. 1(b). As seen, the larger \( \lambda \) the faster the decay, this result being in agreement with Eq. (28) as well as its exponential decay. The numerical results fit perfectly on this decay, but with a slightly lower \( \lambda \) than the nominal one because, strictly speaking, ours is not a rigorous white shot noise. The agreement can also be observed when increasing the temperature, leaving \( \lambda \) unchanged; the starting value of \( C(t) \) increases, but its trend, \( e^{-\lambda t} \), remains the same.

For a flat surface the Gaussian approximation assumed in Eq. (44) for \( I(t) \) is exact. This is numerically corroborated by looking at the results presented in Fig. 2 where two different values of \( \Delta K \), 0.88 \( \text{Å}^{-1} \) and 1.23 \( \text{Å}^{-1} \), are analyzed. As is apparent, for both \( \Delta K \) values, the initial falloff of \( I(t) \) displays a Gaussian shape, while for longer times it is exponential. This makes that the dynamic structure factor (see Fig. 3) at small positive (annihilation events) and negative (creation events) energy transfers, i.e., the quasielastic peak region, displays a mixed Gaussian-Lorentzian profile describable by using the \( \Gamma \) and incomplete \( \Gamma \) functions [6, 25]. Notice from these plots that as \( \lambda \) increases the line shape undergoes narrowing, unlike what one would expect when having collision events. This result for a flat surface, which is also predicted analytically, can be explained as follows. Noninteracting adsorbates behave like an ideal gas, i.e., particles spread out freely, without feeling the action of any other particle. This gives rise to dynamic structure factors that display Gaussian profiles. However, as particle-particle interactions are taken into account there is a friction arising from the neighboring adsorbates that opposes the free motion, which increases with increasing \( \lambda \). That is, going back to the results presented in Fig. 1(a), the particle reaches the diffusive regime faster as \( \lambda \) becomes larger. The corresponding line shapes are no longer Gaussian functions and display narrowing at larger values of \( \lambda \) (see Fig. 3), as analytically predicted.
FIG. 3: (a) $S(\omega)$ for two different temperatures and two values of the friction coefficient, and $\Delta K = 0.88 \text{ A}^{-1}$. (b) Same as (a), but for $\Delta K = 1.23 \text{ A}^{-1}$. The temperatures used are $T = 100 \text{ K}$ (thin lines) and $T = 200 \text{ K}$ (thick lines), and the friction coefficients are $\lambda = 5 \times 10^{-6}$ a.u. (solid lines) and $\lambda = 5 \times 10^{-5}$ a.u. (dashed lines). In all cases, $S(\omega)$ has been normalized to unity in order to better appreciate the line shape broadening/narrowing; moreover, they have also been smoothed out to eliminate contributions coming from long-time fluctuations in $I(t)$.

by the scattering law \[6, 25\]. Of course, as temperature increases, for a fixed $\lambda$, one evidently observes the broadening of the line shape.

Finally, observe that the results presented here are similar to those that one would obtain with a Brownian-like motion: (i) with $\lambda$ a slow diffusion is observed according to the Einstein relation, and (ii) diffusion becomes more active as the temperature of the ensemble of adparticles increases. However, also note that unlike a Brownian motion, diffusion appears here as a consequence of the discrete (in time) “kicks” felt by the particles. Moreover, between two consecutive “kicks” or collisions, they move basically without feeling any stochastic force (this is similar to the collision model proposed in Ref. \[17\]).

C. Diffusion in a separable potential

When the surface corrugation is relatively strong and cannot be neglected, it will induce very important effects regarding the adsorbate dynamics. To illustrate these effects here we consider an adsorbate-surface interaction potential model

$$V(x, y) = V_0[2 - \cos(2\pi x/a) - \cos(2\pi y/a)],$$

where $2V_0 = 33.5 \text{ meV}$ is the activation barrier height in one direction ($x$ or $y$). As a function of the temperature, the behavior is the same as previously observed for a flat surface. As can be seen in Fig. 4(a) [and in an enlargement view in Fig. 4(b)], for a given temperature...
the presence of the potential also inhibits the diffusion of particles at larger values of $\lambda$ since the number of them trapped in the potential wells is also larger (according to Einstein’s law). This result is also reported in Refs. [3, 8] when the coverage increases. However, the effect of the static interaction potential will give rise to observing the opposite behavior than in the case of a flat surface: as $\lambda$ increases line shapes become broader, a result which is also observed experimentally [2]. This is because now both motions, diffusion and vibration, are coupled. Thus, with increasing $\lambda$, the adsorbates can remain localized inside a given surface well for longer times. This allows one to observe a higher collisional damping in the $T$ mode, which participates actively in the diffusion process. This is clearly depicted in Fig. 4c), where the velocity autocorrelation function displays an oscillatory behavior, which is more damped as $\lambda$ increases. We observe that $C(t)$ fits the profile given by Eq. (31) but with parameters different from a harmonic oscillator (see Ref. [6] for an anharmonic oscillator model). Only for a motion localized mainly at the bottom of the potential well, the harmonic oscillator profile will be reproduced.

The oscillations due to the $T$ mode are not only observable in a plot of $C(t)$, but they also manifest in $I(t)$ (see Fig. 4) and $S(1)$ (see Fig. 4b) for two values of $\Delta K$, 0.88 Å$^{-1}$ and 1.23 Å$^{-1}$, covering the region of the first Brillouin zone, [0, 1.3] Å$^{-1}$. As shown elsewhere [6], the FWHM of the quasielastic peak is quite similar for both $\Delta K$ values and therefore the variation obtained in the width is due only to the effect of $\lambda$. Plotting $I(t)$ we can observe a loss of phase when comparing this function for different values of $\lambda$. This behavior continues for all oscillations and ends up with $I(t)$ falling faster for the case with larger $\lambda$, thus given rise to broadening as $\lambda$ increases. Nonetheless, it is expected that for relatively large values of $\lambda$, one can recover the behavior observed in the flat case.

Finally, in Fig. 7 the peak corresponding to the $T$ mode placed around the frequency of oscillation (4 meV in energy) is plotted for the same two values of $\Delta K$ as before. Not only a shift of the position but also a broadening are clearly seen with $\lambda$, as also observed experimentally [2]. For both the quasielastic peak and the $T$ mode peak the analytical formulas for the line shapes given elsewhere [6]...
FIG. 7: Same as Fig. 6 but enlarged to show the peaks corresponding to the $T$ mode. Since this mode is symmetric with respect to $\omega = 0$ meV, only the one located to the right of the quasielastic peak is shown in every case.

in the context of Gaussian white noise also fit fairly well the numerical results presented for the white shot noise model used here.

V. CONCLUSIONS

We would like to stress that the same treatment developed here for a separable 2D periodic potential can be easily generalized to a nonseparable 2D periodic surface with substrate friction due to a Gaussian white noise, this model describing the process in a more realistic fashion. In particular, preliminary results with the nonseparable 2D periodic surface for a low coverage ($\theta_{\text{Na}} = 0.028$) have rendered a value $\Gamma = 120$ $\mu$eV for the quasielastic peak width at $\Delta K = 1.26$ Å$^{-1}$, which is in agreement with the experimental and theoretical values, $\Gamma_{\text{exp}} = 110$ $\mu$eV and $\Gamma_{\text{th}} = 110$ $\mu$eV, respectively, given in Ref. [3].

The broadening obtained by this shot noise model agrees qualitatively well with the QHAS experimental observations. Note that the broadening described by our model is of the same type as that observed in the spectral lines of gases under high pressure conditions. Moreover, in our simple model the important issue of how the presence of more and more adatoms changes the fields of force felt by the remaining adparticles is not addressed. As far as we know, this problem has not been treated in the literature and certainly merits further investigation. It would be very interesting to know how it affects the broadening of the quasielastic peak. Nevertheless, at the level of the experiments carried out it could happen that the statistical limit (a large number of collisions during the time scales considered) would not lead to any relevant feature, since any effect linked to type of interaction would be blurred up with time.

Regarding the validity of our model, since it is purely stochastic, in principle there are no other limitations than those imposed by realistic physical conditions. For instance, it is clear that the maximum coverage should be $\theta_{\text{Na}} = 1$. However, as the coverage increases, it is also apparent that adsorbate-adsorbate interactions will play a more prominent role in the diffusion dynamics, since in average the motion of each adsorbate will be slowed down and they will feel for longer times the force exerted by their neighbors. In such a case, the Markovian approximation will break down and memory effects should be taken into account. On the other hand, according to Ref. [3] there is experimental evidence that for coverages greater than $\theta_{\text{Na}} = 0.05$, motion perpendicular to the surface is observed, this contributing to the diffusion dynamics. Therefore, one might think that a stochastic model such as ours could at least work fine up to values of the coverage about $\theta_{\text{Na}} = 0.2$ or greater depending on whether QHAS measurements still display effective Lorentzian functions for quasielastic line shapes.
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