A kernel-based approach to molecular conformation analysis
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We present a novel machine learning approach to understanding conformation dynamics of biomolecules. The approach combines kernel-based techniques that are popular in the machine learning community with transfer operator theory for analyzing dynamical systems in order to identify conformation dynamics based on molecular dynamics simulation data. We show that many of the prominent methods like Markov State Models, EDMD, and TICA can be regarded as special cases of this approach and that new efficient algorithms can be constructed based on this derivation. The results of these new powerful methods will be illustrated with several examples, in particular the alanine dipeptide and the protein NTL9.

I. INTRODUCTION

The spectral analysis of transfer operators such as the Perron–Frobenius or Koopman operator is by now a well-established technique in molecular conformation analysis1–4. The goal is to estimate—typically from long molecular dynamics trajectories—the slow conformational changes of molecules. These slow transitions are critical for a better understanding of the functioning of peptides and proteins. Transfer operators propagate probability densities or observables. Since these operators are infinite-dimensional, they are typically projected onto a space spanned by a set of predefined basis functions. The integrals required for this projection can be estimated from training data, resulting in methods such as extended dynamic mode decomposition (EDMD)5,6 or the variational approach of conformation dynamics (VAC)7,8. For a comparison of these methods, see Ref. 9. A similar framework has been introduced by the machine learning community. Probability densities as well as conditional probability densities can be embedded into a reproducing kernel Hilbert space (RKHS)9. These embedded probability densities are then mapped forward by a conditional mean embedding operator, which can be viewed as an embedded Perron–Frobenius operator11. An approximation of this operator in the RKHS can be estimated from training data, leading to methods that are closely related to EDMD and its variants. In the same way, this approach can be extended to the conventional Perron–Frobenius and Koopman operator, under the assumption that the probability densities or observables are functions in the RKHS11.

In this paper, we will derive different kernel-based empirical estimates of transfer operators. There are basically two ways to obtain a finite-dimensional approximation of such operators: The first one explicitly uses the feature map representation of the kernel, the second is based on kernel evaluations only. The advantage of the former is that the size of the resulting eigenvalue problem depends only on the size of the feature space, but not on the size of the training data set (this corresponds to EDMD or VAC). However, this approach can in general not be applied to the typically high-dimensional systems prevalent in molecular dynamics due to the curse of dimensionality and furthermore requires an explicit feature space representation, i.e., an explicit basis of the approximation space. For the kernel-based variant, the size of the eigenvalue problem is independent of the number of basis functions—and thus allows for implicitly infinite-dimensional feature spaces—, but depends on the size of the training data set (this corresponds to kernel EDMD or kernel TICA). Kernel-based methods thus promise increased performance and accuracy in transfer operator-based conformation analysis. The framework presented within this work allows us to derive both approaches (classical and kernel-based) as different approximations of kernel transfer operators and thus subsumes the aforementioned methods.

We will show that the eigenvalue problem for a given transfer operator can be transformed by rewriting eigenfunctions in terms of the integral operator associated with the kernel. The collocation-based discretization of this modified problem formulation then directly results in purely kernel-based methods, without having to kernelize existing methods. (By kernelize we mean formally rewriting an algorithm in terms of kernel evaluations only.) Furthermore, we show that for stochastic systems it is possible to circumvent the drawback that the amount of usable training data is limited by the maximum size of the eigenvalue problem that can be solved numerically using averaging techniques, which can result in more accurate and smoother eigenfunctions. We will apply the derived algorithms to realistic molecular dynamics data and analyze the alanine dipeptide and the protein NTL9. The conformations obtained for NTL9 are comparable to
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results computed using deep neural networks, see Ref. 12, and demonstrate that our approach is competitive with state-of-the-art deep learning methods.

The remainder of this paper is structured as follows: In Section II, we will briefly introduce transfer operators, reproducing kernel Hilbert spaces, and the integral operator associated with the kernel. We will then show in Section III that methods to estimate eigenfunctions of transfer operators from training data can be derived using the integral operator associated with the kernel. Section IV illustrates that it is possible to obtain accurate eigenfunction approximations even for high-dimensional molecular dynamics problems. Future work and open questions are discussed in Section V. The appendix contains detailed derivations of the methods, which are based on the Mercer feature space representation of a kernel, and proofs. Moreover, we will define kernel transfer operators and compare our proposed algorithms with other well-known methods such as kernel EDMD and kernel TICA, which have been proposed in Refs. 13 and 14.

II. PREREQUISITES

In what follows, we will introduce transfer operators, kernels, and reproducing kernel Hilbert spaces. The notation used throughout the manuscript is summarized in Table I.

A. Transfer operators

We briefly motivate the usefulness of transfer operators for conformational metastability analysis. For a more detailed introduction, we refer to Refs. 6 and 15.

Let the molecular process be given by a stochastic process \( X_t \) on some high-dimensional state space \( X \subseteq \mathbb{R}^d \), for instance, the space of Cartesian coordinates of all atoms of the system. One can imagine the system as a random walk in some high-dimension potential energy landscape, i.e., \( X_t \) could be described by an overdamped Langevin equation (see Example II.1), but we do not require this explicitly.

As a stochastic process, the pointwise evolution of \( X_t \) is formally described by the system’s transition density function \( p_\tau(y \mid x) \), which gives the probability to find the system at a point \( y \) after some lag time \( \tau \), given that it started in \( x \) at time 0. Using \( p_\tau \), we can express the evolution of arbitrary observables and densities under the dynamics using so-called transfer operators. Consider some observable \( f : X \rightarrow \mathbb{R} \) of the system, and the value \( f(x) \) of this observable at some point \( x \in X \). Then the expected value of this observable of the system that started in \( x \) and evolved to time \( \tau \) is given by

\[
f_\tau(x) := \mathbb{K} f(x) := \int p_\tau(y \mid x) f(y) \, d\mu(y). \tag{1}
\]

The operator \( \mathbb{K} \) is called the Koopman operator of the system. In addition to the lag time \( \tau \), it depends on the initial measure \( \mu \), which in our case will be either the Lebesgue measure or the system’s invariant measure (also known as Gibbs measure). This will lead to slightly different interpretations of the evolved observables (more on that later) and allow us to utilize data points sampled in different ways in the algorithms.

Similarly, we can describe the evolution of densities: Assume the initial distribution of the system is given by the density \( u : X \rightarrow \mathbb{R} \). Then the distribution of the evolved system at time \( \tau \) is given by

\[
u_\tau(x) := \mathcal{P} u(x) := \int p_\tau(y \mid x) u(y) \, d\mu(y),
\]

where \( \mathcal{P} \) is called the Perron-Frobenius operator of the system. In the special case of \( X_t \) being a deterministic system, i.e., \( X_{t+\tau} = \Theta(X_t) \) with some invertible flow map \( \Theta : X \rightarrow X \), we get the simplified definitions

\[
\mathbb{K} f(x) = f(\Theta(x)) \quad \text{and} \quad \mathcal{P} u(x) = u(\Theta^{-1}(x)).
\]

Even though describing the system’s dynamics by operators may seem overly abstract compared to for example an SDE or the associated transport equations, this formalism has proven useful for metastability analysis. In fact, the basis of a multitude of computational methods is the realization that all information about the long-term behavior of the dynamics is contained within certain eigenfunctions of the transfer operators. Consider for instance the eigenproblem of the Koopman operator

\[
\mathbb{K} \varphi = \lambda \varphi, \tag{2}
\]

where the solution \( \varphi \) is a function in a certain Hilbert space. Under mild conditions, all eigenvalues \( \lambda \) are real and bounded from above by 1. Crucially, eigenfunctions corresponding to eigenvalues close to 1 reveal the location of metastable sets in \( X \). Analogue results hold for the Perron Frobenius eigenvalue problem

\[
\mathcal{P} \varphi = \lambda \varphi. \tag{3}
\]

Example II.1. We consider the process \( X_t \) described by the overdamped Langevin equation, i.e., the stochastic differential equation (SDE)

\[
dX_t = -\nabla V(X_t) \, dt + \sqrt{2\beta^{-1}} \, dW_t
\]
with the quadruple-well potential \( V(x) = (x_1^2 - 1)^2 + (x_2^2 - 1)^2 \) and the inverse temperature \( \beta = 4 \). Here, \( \mathbf{W}_t \) describes a standard Wiener process (white noise). The potential on the domain \( X = [-2, 2] \times [-2, 2] \) is illustrated in Figure 1 (a).

As demonstrated in Figure 1 (b)–(d), the location of the metastable sets in \( X \) can be identified by the sign structure of the dominant eigenfunctions. This can be done algorithmically by applying a spectral clustering algorithm such as PCCA+ to the eigenfunctions. The end goal is the construction of a Markov State Model (MSM), in which the main metastable states form the states of a Markov chain\(^\text{10}\). In this example, this model would be entirely described by a \( 4 \times 4 \) transition rate matrix. This is a vastly reduced model compared to the original two-dimensional SDE, and still preserve the statistics of the long-time metastable transitions.

This system will be revisited in Section IV, where it will be analyzed with the newly derived kernel-based methods. Moreover, the application of PCCA+ to approximated eigenfunctions will be demonstrated in Sections IV B and IV C.

### Galerkin approximation of transfer operators

Formally, the operators \( \mathcal{K} \) and \( \mathcal{P} \) are defined on the function space \( L_2(\mu) \), which is an infinite-dimensional Hilbert space with inner product \( \langle \cdot, \cdot \rangle_2 \). The solution to the above eigenproblems are therefore again functions in \( L_2(\mu) \). Thus, in order to be numerically solvable, the problems need to be discretized, i.e., approximated by finite, vector-valued eigenproblems. We demonstrate this with the aid of the Koopman eigenproblem (2). For (3), the procedure works in a similar fashion.

Consider a set of \( n \) linearly independent functions \( \{v_1, \ldots, v_n\} \subseteq L_2(\mu) \), and all the functions that can be expressed by linear combinations of the these functions:

\[
\tilde{\varphi}(x) = \sum_{i=1}^{n} c_i v_i(x), \quad c \in \mathbb{R}^n.
\]

Each such function is uniquely defined by its coefficient vector \( c \). Together, these functions form an \( n \)-dimensional subspace of \( L_2(\mu) \), called the Galerkin space, and denoted by \( V \) in what follows.

If \( V \) is a “rich” approximation space—particularly, if its dimension \( n \) is high enough—it can reasonably be assumed that the eigenproblem (2) can be approximately solved by an element \( \tilde{\varphi} \) from \( V \):

\[
\mathcal{K} \tilde{\varphi} \approx \lambda \tilde{\varphi}.
\]

There now exist various ways to construct from (4) a well-defined vector-valued eigenproblem of the form

\[
T \tilde{\varphi} = \lambda \tilde{\varphi}\tag{5}
\]

for the coefficient vector \( c \) of \( \tilde{\varphi} \). Conceptually, however, the most important step for discretizing the eigenproblem has already been completed, namely by assuming that its (approximate) solution lies in the finite-dimensional function space \( V \). Thus, the greatest influence on the final approximation error is the choice of the finite basis \( \{v_1, \ldots, v_n\} \).

For example, dividing \( X \) regularly into \( n \) boxes, \( X = A_1 \cup \ldots \cup A_n \), the characteristic functions

\[
\mathbb{1}_{A_i}(x) = \begin{cases} 1, & \text{if } x \in A_i, \\ 0, & \text{otherwise,} \end{cases}
\]

for \( i = 1, \ldots, n \) can be used as Galerkin basis. In this case the matrix \( T \) in (5) is the \( n \times n \) transition matrix between the boxes. Its elements \( T_{ij} \) describe the probability of the system to end up at in box \( A_j \) after starting in \( A_i \), which can be estimated from simulation data.

Other commonly-used types of Galerkin basis functions include polynomials or trigonometric polynomials over \( X \) up to a certain degree.

The size of the discretized eigenvalue problem equals the number of basis functions, determined for instance by the resolution of the box partition or the maximum degree of the polynomials. In particular, this approach suffers from the curse of dimensionality, the phenomenon that for ansatz functions \( v_i \) chosen on a regular grid, the effort grows exponentially with the dimension \( d \). This renders the Galerkin approach prohibitively expensive for high-dimensional problems. We will see below how kernel methods—by implicitly defining bases for the solution space—can mitigate these problems.

### Remark II.2

With the Galerkin approach the derivation of a vector-valued eigenvalue problem (5) is quite straightforward once an explicit basis of the Galerkin space is given. However, in order for the kernel-based approach with its implicit basis to show its advantages, we need to keep working with the original operator formulation of the eigenproblems (2) and (3) for now. This will also enable us to systematically separate approximation errors that arise from restricting the solution space from errors that are due to finite sampling of the dynamics. In the end, however, we will again obtain a data-based matrix approximation of the original eigenproblem.

### B. Kernels and their approximation spaces

Moving away from dynamical systems and their transfer operators for a moment, we introduce kernels and their reproducing kernel Hilbert spaces. This introduction is based on Refs. 18 and 19.

Let \( k : X \times X \rightarrow \mathbb{R} \) be a positive definite function, called the kernel. Associated with each kernel is a unique space of functions \( \mathbb{H} \), called the reproducing kernel Hilbert space (RKHS), that will serve as an analogue to the previously-introduced Galerkin space \( V \). However, the elements of
in general cannot be written by a finite combination of pre-defined basis functions. Instead, the defining property of $\mathbb{H}$ is that each $f \in \mathbb{H}$ can be linearly combined by evaluations of the kernel:

$$f(x') = \sum_{i \in I} c_i k(x', x_i).$$

It is important to note that the set of evaluation points $\{x_i\}_{i \in I}$, as well as the number of elements of the index set $I$, depends on the function $f$. Thus, for each element of $\mathbb{H}$, an uncountable infinite number of “basis functions” $\{k(x, \cdot)\}_{x \in \mathbb{X}}$ are available to express it. It is therefore no surprise that the approximation space $\mathbb{H}$ can be incomparably “richer” than the Galerkin approximation space. However, how rich the space ultimately is depends on the choice of the kernel.

**Example II.3.** Examples of commonly-used kernels are:

(i) Polynomial kernel of degree $p$:

$$k(x, x') = (x^T x' + c)^p$$

with $c > 0$. It can be shown that in this case $\mathbb{H}$ is identical to the Galerkin space of polynomials over $\mathbb{X}$ up to degree $p$.

(ii) Gaussian kernel:

$$k(x, x') = \exp\left(-\frac{1}{\sigma} \|x - x'\|_2^2\right),$$

where $\sigma > 0$ is a parameter. This important kernel induces an infinite-dimensional RKHS $\mathbb{H}$ that is dense in $L_2(\mu)$, i.e., a very rich approximation space.

(iii) Given functions $f_i : \mathbb{X} \to \mathbb{R}$, with $i = 1, \ldots, n$, then

$$k(x, x') = \sum_{i=1}^n f_i(x) f_i(x')$$

defines a kernel and $\mathbb{H}$ is the Galerkin space spanned by the basis $\{f_1, \ldots, f_n\}$.

A kernel can be interpreted as a similarity measure. In point (iii) in the example above, this similarity measure is just the standard Euclidean inner product between the $n$-dimensional features $f(x)$ and $f(x')$ of $x$ and $x'$.

However, the kernel is typically not defined by a collection of explicitly given features. Rather, each kernel implicitly defines a possibly infinite collection of features. Thus, by choosing the kernel as some similarity measure that is “relevant” to the molecular system at hand, one can formulate and solve the eigenvalue problem in the possibly infinite-dimensional feature space $\mathbb{H}$ with highly expressive features, without having to explicitly construct, compute, and discretize those features.

For example, the kernel $k(x, x')$ may be based on comparing a large collection of unrelated but independently relevant observables at the points $x$ and $x'$, drawn from a database, or measure an appropriate distance between possibly high-dimensional or unwieldy representations of $x$ and $x'$, for which however distances can more easily be computed. In Section IV C, we will see how to construct a kernel from a distance measure based on the contact map representation of proteins. Moreover, as kernels do not necessarily require vectorial input data, a kernel based on the graph representation of a molecule can also be defined.
Integral operators

In order to formulate eigenproblems in $\mathcal{H}$ instead of the original space $L^2(\mu)$, we require the following transformation map:

$$S_\kappa f(x) = \int k(x, x') f(x') \, d\mu(x').$$

The operator $S_\kappa : L^2(\mu) \rightarrow \mathcal{H}$ is called the integral operator. Although it looks like a transfer operator, these concepts are unrelated—there is no dynamics in the definition of $S_\kappa$. Applying this integral operator to a function can be viewed as a transformation, similar to a Fourier transform. It is the infinite-dimensional equivalent of a basis change.

For technical reasons, it is advantageous to think of the image space $S_\kappa$ not as $\mathcal{H}$ but again as $L^2(\mu)$. We therefore additionally define the embedding operator $\mathcal{E}_\kappa : L^2(\mu) \rightarrow L^2(\mu)$

$$\mathcal{E}_\kappa f = \text{id}(S_\kappa f),$$

where $\text{id} : \mathcal{H} \rightarrow L^2(\mu)$ is the identification of a function with its equivalence class in $L^2(\mu)$. The relationship is illustrated in the following diagram:

$$
\begin{align*}
  L^2(\mu) & \xrightarrow{\mathcal{E}_\kappa} \mathcal{H} & \xrightarrow{S_\kappa} & L^2(\mu) \\
\end{align*}
$$

Moreover, every function $f \in \mathcal{H}$ is $L^2(\mu)$-integrable and, in what follows, we will consider $\mathcal{H}$ as a subset of $L^2(\mu)$, although this is technically not entirely correct since $\mathcal{H}$ contains functions and $L^2(\mu)$ equivalence classes.

Now, instead of discretizing the transfer operator eigenvalue problem directly, we will first rewrite it in terms of transformed eigenfunctions. A discretization of this reformulated eigenvalue problem will finally result in algorithms that require only evaluations of the kernel in given data points.

III. KERNEL-BASED DISCRETIZATION OF EIGENVALUE PROBLEMS

In this section, we derive algorithms for the numerical solution of transfer operator eigenvalue problems in reproducing kernel Hilbert spaces that rely only on kernel evaluations in sampling data. Summarized, the main advantages of this approach are:

- Depending on the chosen kernel, the approximation space $\mathcal{H}$ can in principle be infinite-dimensional and dense in $L^2(\mu)$, allowing for accurate approximations of transfer operators and their eigenfunctions.
- Using a standard Galerkin approximation, the size of the eigenvalue problem depends on the number of basis functions and thus grows rapidly with increasing dimension $d$ if we want to maintain a certain approximation error. The size of the eigenvalue problem associated with kernel-based methods, on the other hand, depends only on the number of data points, independently of the dimension $d$. For increasing $d$, however, we then have to take into account more data points to attain a certain approximation error.
- Instead of explicitly constructing (high-dimensional) feature spaces, kernels based on chemically relevant distance measures can be used that implicitly work in these spaces.

The derivations of the new algorithms are surprisingly simple once we assume the following:

1. The eigenfunctions $\varphi$ are in $\mathcal{H}$. That is, we consider transfer operators restricted to $\mathcal{H}$. This is similar to the Galerkin approach, where we seek the solution to the eigenproblems only in a finite-dimensional Galerkin space $\mathcal{V}$, with the difference that the RKHS $\mathcal{H}$ can still be infinite-dimensional. Depending on the kernel, this can be a strong restriction, e.g., if $k$ is a polynomial kernel of low order (whose RKHS is of low finite dimension), or a mild restriction, e.g., if $k$ is the Gaussian kernel since the resulting RKHS is then infinite-dimensional and dense in $L^2(\mu)$.

2. For any eigenfunction $\varphi \in \mathcal{H}$, we can find a function $\tilde{\varphi} \in \mathcal{H}$ such that $\varphi = \mathcal{E}_\kappa \tilde{\varphi}$. That is, $\varphi$ is the embedding of $\tilde{\varphi}$ into the RKHS. This technical requirement can in fact be shown to always be fulfilled under mild conditions, see Lemma A.6 in the appendix.

A. Koopman operator for deterministic systems

We initially consider deterministic dynamical systems, i.e., $K f(x) = f(\Theta(x))$. In order to obtain kernel-based methods, we will first rewrite the eigenvalue problem (2) based on the above assumptions. We now want to find functions $\tilde{\varphi} \in \mathcal{H}$ such that

$$K \mathcal{E}_\kappa \tilde{\varphi} = \lambda \mathcal{E}_\kappa \tilde{\varphi}$$

and then set $\varphi = \mathcal{E}_\kappa \tilde{\varphi}$ to obtain an eigenfunction. Using the definition of the Koopman operator for deterministic systems we get for the left hand side

$$K \mathcal{E}_\kappa \tilde{\varphi}(x) = \mathcal{K} \int k(\Theta(x), x') \tilde{\varphi}(x') \, d\mu(x')$$

$$= \int k(\Theta(x), x') \tilde{\varphi}(x') \, d\mu(x').$$

With this the eigenproblem (6) becomes

$$\int k(\Theta(x), x') \tilde{\varphi}(x') \, d\mu(x') = \lambda \int k(x, x') \tilde{\varphi}(x') \, d\mu(x').$$

(7)
which has to be satisfied for all points \( x \in X \).

We assume now that we have training data \((x_i, y_i), i = 1, \ldots, m\), where the \( x_i \) are \( \mu \)-distributed and \( y_i = \Theta(x_i) \). Typically, the data is given either by many short simulations or few long simulations of the system. In a first approximation step, we now relax the transformed eigenproblem (7), by requiring that it only needs to be satisfied in the data points:

\[
\int k(y_i, x') \tilde{\varphi}(x') d\mu(x') = \lambda \int k(x_i, x') \tilde{\varphi}(x') d\mu(x'),
\]

for \( i = 1, \ldots, m \). Finally, in a second approximation step, we estimate the integrals also from the training data by Monte Carlo quadrature, i.e.,

\[
\sum_{j=1}^{m} k(y_i, x_j) \tilde{\varphi}(x_j) = \lambda \sum_{j=1}^{m} k(x_i, x_j) \tilde{\varphi}(x_j),
\]

for \( i = 1, \ldots, m \). With the Gram matrix \( G_{xx} \) and time-lagged Gram matrix \( G_{xy} \) defined by \( [G_{xx}]_{ij} = k(x_i, x_j) \) and \( [G_{xy}]_{ij} = k(y_i, x_j) \), this can be written in matrix form as

\[
G_{xy} \tilde{\varphi}_X = \lambda G_{xx} \tilde{\varphi}_X,
\]

where \( \tilde{\varphi}_X = [\tilde{\varphi}(x_1), \ldots, \tilde{\varphi}(x_m)]^\top \). This matrix eigenvalue problem can now be solved numerically.

Discretizing a function-valued equation by requiring it to hold only at specific evaluation points is called a collocation method in the numerical analysis of differential equations. To again obtain a solution \( \varphi \) that is defined in all of \( X \), we also replace the integral \( \varphi = \mathcal{E}_k \tilde{\varphi} \) by its estimate

\[
\varphi = \sum_{i=1}^{m} k(\cdot, x_i) \tilde{\varphi}(x_i) = \Phi \tilde{\varphi}.
\]

Here, \( \Phi = [k(\cdot, x_1), \ldots, k(\cdot, x_m)] \) can be seen as a row-vector of functions. In the machine learning community, \( \Phi \) is also called feature matrix, although it is technically not a matrix.

**Algorithm III.1.** The proposed algorithm for approximating eigenfunctions of the Koopman operator can be summarized as:

1. Select a kernel \( k \) and compute the Gram matrices \( G_{xx} \) and \( G_{xy} \).
2. Solve the eigenvalue problem \( G_{xx}^{-1} G_{xy} \tilde{\varphi} = \lambda \tilde{\varphi} \).
3. Set \( \varphi = \Phi \tilde{\varphi} \) as the approximation to the original eigenproblem (2).

If one is only interested in \( \varphi \) evaluated at the data points, i.e., \( \varphi_X = [\varphi(x_1), \ldots, \varphi(x_m)]^\top \), it can be obtained by \( \varphi_X = G_{xx} \tilde{\varphi} \) since \( \Phi(x_i) = [k(x_i, x_1), \ldots, k(x_i, x_m)] \) is the \( i \)th row of \( G_{xx} \).

**Remark III.2.** The matrix \( G_{xx} \) might be singular or close to singular so that the inverse \( G_{xx}^{-1} \) does not exist or is ill-conditioned. (For the Gaussian kernel, \( G_{xx} \) is guaranteed to be regular provided that all points \( x_1, \ldots, x_m \), are distinct, but it might still be ill-conditioned.) Thus, for reasons of numerical stability, the above eigenproblem is often replaced by its regularized version

\[
(G_{xx} + \eta I)^{-1} G_{yx} \tilde{\varphi} = \lambda \tilde{\varphi}.
\]

This corresponds to Tikhonov regularization and reduces overfitting, see Ref. 18.

Algorithm III.1 is identical to the kernel EDMD formulation proposed in Ref. 13, derived for explicitly given finite-dimensional feature spaces by kernelizing conventional EDMD. In contrast, we directly derived a solution to the eigenproblem in the RKHS \( H \) and its approximation from data. Additionally, a derivation based on empirical estimates of kernel covariance and cross-covariance operators is described in Ref. 11. More details about the feature space and relationships with the aforementioned methods can be found in Appendix A.

**B. Perron–Frobenius operator for deterministic systems**

A collocation-based approximation of the Perron–Frobenius eigenproblem (3) for deterministic systems can be derived in a similar fashion. It can be shown that

\[
\mathcal{E}_k \mathcal{P} f(x) = \int k(x, \Theta(x')) f(x') d\mu(x').
\]

We again set \( \varphi = \mathcal{E}_k \tilde{\varphi} \), which results in \( \mathcal{P} \mathcal{E}_k \tilde{\varphi} = \lambda \mathcal{E}_k \tilde{\varphi} \). In order for this equation to be satisfied, the expression on the left must be a function in \( H \) since we assume \( \varphi \) to be in \( H \). Applying \( \mathcal{E}_k \) to both sides leads to transformed functions in \( H \), we are basically just changing the coefficients of the series expansion, see Lemma A.6. This results in the following transformed, yet equivalent eigenvalue problem: We seek functions \( \tilde{\varphi} \in H \) such that

\[
\mathcal{E}_k \mathcal{P} \mathcal{E}_k \tilde{\varphi} = \lambda \mathcal{E}_k \tilde{\varphi}
\]

and set \( \varphi = \mathcal{E}_k \tilde{\varphi} \). Exploiting (9), where \( f = \mathcal{E}_k \tilde{\varphi} \), we can rewrite this as

\[
\mathcal{E}_k \mathcal{P} \mathcal{E}_k \tilde{\varphi} = \int k(\cdot, y') \int k(x', x'') \tilde{\varphi}(x'') d\mu(x'') d\mu(x')
\]

\[
= \lambda \int k(\cdot, x') \int k(x', x'') \tilde{\varphi}(x'') d\mu(x'') d\mu(x'),
\]

which we discretize in the same way as above—collocation in \( x_i, i = 1, \ldots, m \), and Monte Carlo approximation of the integrals—and obtain the discrete eigenvalue problem

\[
G_{xy} G_{xx} \tilde{\varphi}_X = \lambda G_{xx} G_{xx} \tilde{\varphi}_X.
\]
Here, \( G_{xy} = G_{yx}^T \). From this, an eigenfunction approximation can again be obtained by setting \( \varphi = \Phi \hat{\varphi}_X \). Assuming that \( G_{xx} \) is regular, this can be simplified by substituting \( \hat{\varphi}_X := G_{xx} \hat{\varphi}_X \).

**Algorithm III.3.** An eigenfunction of the Perron–Frobenius operator can be approximated as follows:

1. Select a kernel \( k \) and compute the Gram matrices \( G_{xx} \) and \( G_{xy} \).
2. Solve the eigenvalue problem \( G_{xx}^{-1} G_{xy} \hat{\varphi}_x = \lambda \hat{\varphi}_x \).
3. Set \( \varphi = \Phi G_{xx}^{-1} \hat{\varphi}_X \) as the approximation to the original eigenproblem (3).

If we are only interested in the eigenfunctions evaluated at the training data points, denoted again by \( \varphi_X \), this leads to \( \varphi_X = \hat{\varphi}_X \) since the \( \Phi \) evaluated in all points \( x_i \) results in \( G_{xx} \) as shown above. This is consistent with the algorithm for computing eigenfunctions of the Perron–Frobenius operator proposed in Ref. 11. To avoid overfitting, \( G_{xx}^{-1} \) is typically regularized as before.

C. Extension to stochastic systems

In practice, the methods introduced above can be applied to stochastic dynamical systems as well, by heuristically treating data pairs \( (x_i, y_i) \) that are in fact realizations of a stochastic dynamics as generated by a deterministic system. In that situation, however, a large number of data pairs are required in order to compensate for the variance in the stochastic dynamics. The number \( m \) of data points that can be taken into account is however limited due to memory constraints given by the \( m \times m \) Gram matrices. To address this, we derive outcome-averaged Gram matrices, denoted by \( \hat{G}_{xx} \) and \( \hat{G}_{xy} \), that take into account the stochasticity of the system in a more efficient way.

For the stochastic case, the Koopman operator applied to the kernel takes the form

\[
[Kk(\cdot, x')](x) = \int k(y, x)p_r(y \mid x') \, d\mu(y).
\]

The integral can be approximated by Monte Carlo quadrature

\[
[Kk(\cdot, x')](x) \approx \frac{1}{M} \sum_{l=1}^{M} k(y^{(l)}(x'), x'),
\]

where the \( y^{(l)} \) are endpoints of \( M \) independent realizations of the dynamics all starting in \( x \).

As in Section III A, we discretize (6) by Monte Carlo quadrature and demand it to hold only in \( m \) data points \( x_i, i = 1, \ldots, m \), to obtain

\[
\sum_{j=1}^{m} [k(y, x_j)](x_i) \hat{\varphi}(x_j) = \lambda \sum_{j=1}^{m} k(x_i, x_j) \hat{\varphi}(x_j).
\]

Inserting the new approximation (11) of the stochastic Koopman operator leads to

\[
\sum_{j=1}^{m} \left[ \frac{1}{M} \sum_{l=1}^{M} k(y^{(l)}(x_j), x_j) \right] \hat{\varphi}(x_j) = \lambda \sum_{j=1}^{m} k(x_i, x_j) \hat{\varphi}(x_j),
\]

where the \( y^{(l)}(x) \), \( l = 1, \ldots, M \), are independent realizations of the dynamics starting in \( x_i \). With the \( m \times m \) matrix

\[
[\hat{G}_{xy}]_{ij} := \frac{1}{M} \sum_{l=1}^{M} k(y^{(l)}_i, x_j),
\]

called the averaged Gram matrix, this can be written in matrix form as

\[
\hat{G}_{xy} \hat{\varphi}_x = \lambda G_{xx} \hat{\varphi}_x.
\]

For the Perron–Frobenius operator, the procedure can be repeated in a similar fashion, which then leads to the matrix eigenproblem

\[
\hat{G}_{xy} \hat{\varphi}_x = \lambda G_{xx} \hat{\varphi}_x,
\]

with the averaged Gram matrix \( \hat{G}_{xy} = G_{xy}^T \). Thus, we can again use the Algorithms III.1 and III.3 defined above, with the only difference that we replace the time-lagged Gram matrices by the corresponding averaged counterparts. If we choose \( M = 1 \), we obtain the standard algorithms as a special case, also for stochastic systems.

D. Approximation from time-series data

In order to compute the averaged Gram matrices (12), many trajectories of length \( \tau \) per test point \( x_i \) must be generated, which is straightforward for simple systems, but might be cumbersome or infeasible for complex molecular systems where the data is in general only given in form of a long trajectory. In this situation, multiple realization per starting point \( x_i \) are not available. We thus propose a simple heuristic method to utilize such trajectory data. The practicality of the method compared to “standard” kernel EDMD will be evaluated experimentally in Sections IV A and IV B.

Let—in addition to the test points \( \{x_1, \ldots, x_m\} \)—a much larger data set \( \{\tilde{x}_1, \ldots, \tilde{x}_M\} \) and its time-\( \tau \)-evolution \( \{\tilde{y}_1, \ldots, \tilde{y}_R\} \) be given. Typically, these data sets come from a long equilibrated trajectory. Define the trajectory-averaged Gram matrix \( \tilde{G}_{xy} \) by

\[
[\tilde{G}_{xy}]_{ij} := \sum_{l=0}^{M} k(\tilde{y}_l, x_j) \cdot w(\tilde{x}_l, x_i),
\]

where \( w(\cdot) \) is a suitable weight function.
with a certain weight function \( w(\cdot, \cdot) \). That way, not only trajectories that start exactly at \( x_i \), i.e., data pairs \((x_i, y_i)\), contribute to the \( j \)th entry of the Gram matrix, but also data pairs \((\tilde{x}_i, \tilde{y}_i)\) where \( \tilde{x}_i \) lies near \( x_i \). What constitutes “near” is defined by the weight function \( w(\cdot, \cdot) \), which should decrease with increasing distance \( \|x_i - \tilde{x}_i\| \) and take its maximum for \( \tilde{x}_i = x_i \). Throughout the remainder of the paper, we will use the Gaussian weight function

\[
w(\tilde{x}_i, x_i) = \frac{1}{Z_i} \exp \left( -\frac{\|x_i - \tilde{x}_i\|^2}{\varepsilon} \right),
\]

where \( Z_i = \sum_{k=0}^{R} w(\tilde{x}_k, x_i) \) is a normalization factor. The bandwidth \( \varepsilon \)—similar to the parameter \( \sigma \) for the Gaussian kernel in Example II.3—controls the influence of surrounding points and has to be chosen problem-dependently. Too large values result in a high contribution from dynamically unrelated points far away, whereas too small values may under-utilize valuable dynamical information from points close by, decreasing the efficiency of the method.

Also note that this rather ad-hoc approach requires the computation of the pairwise distances between the test points \( x_i \) and trajectory points \( \tilde{x}_i \), which may substantially increase the computational requirement compared to the standard algorithm. The usage of a cutoff radius or a locally-supported weight functions would help mitigate this.

E. Additional results

For the derivations above, we assumed that the eigenfunctions are elements of the RKHS \( \mathcal{H} \), which is in general not the case. For a polynomial kernel, for instance, the assumption would imply that all eigenfunctions can be written as polynomials, which is clearly not valid and introduces an approximation error. In Appendix A.4, we introduce the notion of kernel transfer operators, which can be regarded as approximations of transfer operators in the respective RKHS. Existing methods such as EDMD and VAC and their kernel-based counterparts can be easily interpreted as discretizations of kernel transfer operators. This is described in Appendices A.5 and A.6, respectively. Furthermore, kernel transfer operators allow for a detailed error analysis with respect to the choice of the kernel, which, however, is beyond the scope of this work.

IV. APPLICATIONS

We will now demonstrate the application of the introduced algorithms to molecular dynamics problems. Similar examples, analyzed with the aid of related data-driven methods, can be found in Refs. 8, 9, 12, 14, and 22, for instance.

We will refer to the algorithms derived in Sections III A and III B as kernel EDMD for the Koopman– and Perron–Frobenius operator, respectively, the stochastic extension proposed in Section III C as stochastic kernel EDMD and the trajectory-based extension from Section III D as trajectory-averaged kernel EDMD.

A. Quadruple-well problem

Here we re-visit the system from Example II.1. We want to compute the eigenfunctions of the Perron–Frobenius operator associated with this system using the various methods derived in the previous section.

Uniform distribution of test points

First, we choose a 50 \( \times \) 50 box discretization of \( X \) and use the centers of the boxes as our test points. That is, \( X \) is sampled from a uniform distribution which corresponds to computing eigenfunctions of the Perron–Frobenius operator \( P \) with respect to the Lebesgue measure. As a side remark, this is equivalent to computing eigenfunctions of the Koopman operator \( \mathcal{K} \) with respect to the Gibbs measure, so the results in this section should be compared to the eigenfunctions in Figure 1 (d). We select the lag time \( \tau = 10 \) and choose the Gaussian kernel \( k(x, y) = \exp \left( -\frac{\|x-y\|^2}{\sigma} \right) \) with \( \sigma = 0.1 \) and regularization parameter \( \eta = 0.05 \) (see below).

We first apply the standard Algorithm III.3, i.e., assemble the Gram matrix \( G_{xy} \) using only one evolved point \( y_i = \Theta(x_i) \) for each test point \( x_i \). The resulting eigenvalues and normalized eigenfunctions (computed at all grid points and interpolated in between) are shown in Figure 2 (a). The eigenfunctions clearly reveal the expected four metastable sets. Between the fourth and fifth eigenvalue, there is a spectral gap.

However, recalling that the analytic eigenfunction \( \phi_1 \) is supposed to be identical to the invariant density \( \rho \sim e^{-\beta V} \), it is clear that the approximation quality is quite low. We thus replace the standard Gram matrix \( G_{xy} \) by the averaged Gram matrix \( \overline{G}_{xy} \) with \( M = 100 \) realizations of the dynamics per test point. The resulting eigenvalues can be seen in Figure 2 (b). The invariant density \( \rho \) is visually indistinguishable from \( \phi_1 \). The dependency of the \( L^1 \)-error, \( \|\rho - \phi_1\|_{L^1} \), on \( M \) is shown in Figure 3. The \( O(\frac{1}{\sqrt{M}}) \)-descend is explained by the better Monte-Carlo approximation of the expectation value (11).

Test points from one long trajectory

In the same way, the eigenfunctions of the Perron–Frobenius operator with respect to the invariant density can be estimated using Algorithm III.3. To this end, we
FIG. 2. (a) First four eigenfunctions associated with the quadruple-well problem computed using Algorithm III.3 where the data points $x_i$ lie on a regular grid, i.e., are uniformly distributed in $[-2, 2] \times [-2, 2]$. (b) The same four eigenfunctions, only using the averaged Gram matrix $G_{XY}$ in Algorithm III.3 with $M = 100$ realizations.

FIG. 3. Influence of the number of realizations $M$ on the average deviation between analytically computed invariant density and the dominant Koopman eigenfunction, computed with the stochastic kernel EDMD method for uniformly distributed test points.

FIG. 4. (a) The $L_1$-deviation of the first eigenfunction from the constant function on the trajectory length is shown as red frames. While the approximation quality appears to be adequate (the metastable sets are clearly distinguishable by the sign structure of the eigenfunctions), we observe some noise in the supposedly constant quadrants. Hence, we attempt to reduce this noise by using more dynamic information about the stochastic process instead of just the 2500 data pairs $(x_i, y_i)$. We thus compute the trajectory-averaged Gram matrix (13) using a long trajectory of $2.5 \cdot 10^5$ frames. The distance parameter in the weight function was chosen as $\varepsilon = 0.1$. The result is shown in Figure 4 (b). We observe a small improvement of the results. The dependency of the $L_1$-deviation of the first eigenfunction from the constant function on the trajectory length is shown in in Figure 5. The stagnation of the error can be delayed by increasing the number of test points.

B. Alanine dipeptide

We now use kernel EDMD to analyze the global dynamics of the alanine dipeptide, see Figure 6 (a). It is well known that the global conformational shape of the peptide can be described by the values of only two dihedral angles located in the central backbone. A Ramachandran plot, Figure 6 (b), identifies four combinations of these angles that are metastable.

The molecule consists of 22 atoms, including hydrogen. A global analysis of the corresponding 66-dimensional systems by conventional grid-based methods such as EDMD is thus out of the question. Instead, we apply the kernel EDMD method for the transfer operator to make the effort conditional on the number of snapshots instead of the number of basis functions. The number of test points was chosen to be $m = 4000$, with starting points...
FIG. 4. (a) First four eigenfunctions associated with the quadruple-well problem computed using Algorithm III.3 where the data points \( x_i \) were extracted from one long trajectory. Thus, the eigenfunctions approximate those of the operator \( \mathcal{P} \) with respect to the Gibbs measure. (b) The same four eigenfunctions, only using the averaged Gram matrix \( G_{\mathbf{x}\mathbf{y}} \) in Algorithm III.3 with \( M = 100 \) realizations per test point.

FIG. 5. Influence of the trajectory length \( M \) on the average deviation between the constant function and the dominant Koopman eigenfunction, computed with the trajectory-averaged kernel EDMD method for Gibbs-distributed test points. \( x_i \) chosen from a 40 ns long trajectory that was generated with the Gromacs molecular dynamics software\(^{23}\). Thus, the sampling measure \( \mu \) is the Gibbs measure. The lag time was defined to be \( \tau = 20 \) ps. In order to make best use of the remaining trajectory data, we employ the trajectory-averaged kernel EDMD method detailed in Section III D on a \( 2 \cdot 10^5 \) frame subsample of the trajectory to assemble the Gram matrix.

We again use the Gaussian kernel. An appropriate choice of the parameter values of \( \sigma \) (kernel bandwidth) and \( \varepsilon \) (distance parameter in trajectory averaging) is critical for the performance of the method. While there have been investigations on the optimal choice of the kernel bandwidth\(^{24}\), we are unaware of good strategies for choosing \( \varepsilon \) a priori. We thus experimentally examine the influence of the two parameters in more detail. To this end, we post-process for different \( (\sigma, \varepsilon) \) combinations the computed eigenvectors with the PCCA+-algorithm\(^{25–27}\) in order to find four maximally metastable membership functions, i.e., functions \( \chi_i : \mathbf{X} \to [0, 1], i = 1, \ldots, 4 \), that assign each test point \( x_i \) its probability to belong to one of four metastable sets. This is also called a fuzzy clustering of the test points. For an in-depth introduction to PCCA+ and the relation between membership functions and transfer operator eigenfunctions, we refer to Ref. 26.

Good membership functions are “unambiguous”, that
is, each membership function assigns each test point a membership value close to either zero or one. The objective function

\[ I(\chi) := \sum_{i=1}^{4} \sum_{l=1}^{m} \chi_i(x_l)^2, \]

in what follows called the crispness of the fuzzy clustering, reflects that and can be thus used as a quality metric of the membership functions and their originating eigenfunctions.

![Figure 7](image-url)  
**FIG. 7.** Overall crispness of the PCCA+ membership functions for different combinations of \( \sigma \) and \( \varepsilon \). High values indicate a better quality of the computed eigenvectors. Combinations for which kernel EDMD failed to produce purely real eigenfunctions (a requirement for PCCA+ are left white. The symbol * marks the optimum parameter combination.

The value of \( I \) for different combinations of \( \sigma \) and \( \varepsilon \) is shown in Figure 7. No regularization has been used to avoid too many parameter dependencies. We observe a maximum value of \( I = 2835 \) at \( \sigma = 10 \), \( \varepsilon = 0.1 \). A spectral gap is present after the fourth eigenvalue. The associated four membership functions projected onto the \((\varphi, \psi)\)-space are shown in Figure 8 (a) and clearly indicate the four expected metastable sets. A discrete (“hard”) clustering can be constructed by assigning each test point the index of the membership function of maximal value and is shown in Figure 8 (b). These four clusters would then form the four states of an MSM.

As a remark, the amount of noise in both the fuzzy and hard clustering can be significantly reduced by applying just a slight regularization, e.g., \( \eta = 0.01 \), to the eigenproblem. Assembling the trajectory-averaged Gram matrix \( G_{xy} \) took 596 s on an eight-core desktop workstation, with the computation of the distances between the test points and trajectory points being the main contributor.

In comparison, the standard kernel EDMD algorithm without trajectory averaging, i.e., using only the test points \( x_i \) and single realizations \( y_i \) to assemble the Gram matrix, did not result in interpretable eigen- and membership functions when using the same kernel parameter \( \sigma = 10 \) and no regularization. However, increasing the kernel parameter to \( \sigma = 20 \) and using regularization with parameter \( \eta = 1 \) again results in a spectral gap after \( \lambda_4 \) and membership functions that clearly indicate the metastable sets (Figure 8 (c)). Although the crispness value is lower than for the trajectory–averaged case (\( I = 2421 \)), the discrete clustering is less noisy, as the broader kernel and regularization have a smoothing effect on the eigenvectors. Moreover, assembling the standard Gram matrix \( G_{xy} \) is significantly faster, taking only 0.3 s.

In conclusion, also for realistic MD problems, the heuristic trajectory averaging method results in a measurable improvement of the (fuzzy) spectral clustering if the associated influence parameter \( \varepsilon \) can be chosen appropriately, in addition to the kernel bandwidth \( \sigma \). However, if one is interested only in a discrete clustering of the states, for instance to subsequently build an MSM, the standard kernel EDMD method with increased kernel and smoothing parameter yields comparable results at significantly reduced computing cost.

C. NTL9

Finally, we apply (standard) kernel EDMD to the fast-folding protein NTL9. The molecule consists of 301 heavy atoms (624 atoms overall), divided into 40 residues. As the source of dynamical data we utilize an all-atom simulation of total length 1.11 ms that was performed on the Anton supercomputer\(^{23}\). In order to best capture the system’s internal dynamics, we use a Gaussian kernel based on the contact map distance between snapshots, i.e., the kernel

\[ k(x, x') = \exp \left( -\frac{\|\xi(x) - \xi(y)\|^2}{\sigma} \right), \]

where \( \xi(x) \) is the contact map of \( x \). The contact map is the \( 40 \times 40 \) matrix \( A \), whose entries \( A_{ij} \) are given by the distances between backbone residue \( i \) and backbone residue \( j \) (i.e., the minimum distance between the atoms in the respective residues). Thus, using this kernel is equivalent to converting the data into a \( 40 \cdot 40 = 1600 \)-dimensional state space, which cannot be discretized by traditional grid-based Galerkin methods.

To obtain the data matrix \( X \), the trajectory is subsampled with a time step of 100 ns. Likewise, the matrix \( Y \) is subsampled from the trajectory, only with an offset of 50 ns from \( X \). The rows of \( Y \) can thus be interpreted as endpoints of single realizations of length \( \tau = 50 \) ns with the starting points being the rows of \( X \). The contact maps are computed using the Gromacs software\(^{23}\).

We assemble the Gram matrices \( G_{xx} \) and \( G_{xy} \) for different values of \( \sigma \) and solve the regularized eigenvalue problem (8) with regularization parameter \( \eta = 0.2 \). Figure 9 (a) shows the 15 dominant eigenvalues for varying values of \( \sigma \). According to the variational approach of conformational dynamics, higher eigenvalues are in general associated with a better approximation of the original eigenproblem, as discretizations always underestimate the original eigenvalues\(^7\). Thus, the mean value of the dominant eigenvalue can be used as an alternative
FIG. 8. Conformational analysis of the alanine dipeptide. (a) & (c) PCCA+ membership functions computed from the kernel transfer operator eigenfunctions using the trajectory averaged Gram matrix and the standard Gram matrix, respectively. This represents a “fuzzy” clustering of the test points into metastable sets. (b) & (d) Associated “hard” clustering, defined by assigning each test point the index of the membership function of maximum value.

FIG. 9. (a) The 14 dominant kernel Koopman operator eigenvalues for different kernel bandwidths $\sigma$. The largest eigenvalues, thus maximal metastability, are observed for $\sigma = 10$. (b) Detailed view of the eigenvalues at $\sigma = 10$, indicating a spectral gap after $\lambda_1$.

A spectral gap can be observed after the second eigenvalue $\tilde{\lambda}_1$ (Figure 9 (b)), indicating that the data set can be divided into two metastable sets. Indeed, clustering the two dominant eigenvectors into two sets using the PCCA+ algorithm as described in the previous section leads to the two conformations shown in Figure 10 (a). The conformations coincide very well with the folded and unfolded states identified in Ref. 12, where the same data set was analyzed using deep learning methods. We thus investigate whether we can also reproduce the second hierarchy of metastable conformations identified in Ref. 12 by analyzing the remaining computed eigenfunctions. The result of clustering the eigenvectors into five states using the PCCA+ algorithm can be seen in Figure 10 (b). Four of the five conformations identified in Ref. 12 could be accurately reproduced by the kernel EDMD algorithm together with PCCA+. The absence of the fifth conformation (named “Intermediate” in Ref. 12) can be explained by the fact that our method uses a factor of
tens less data points and that the missing conformation is small (0.6% of overall states), thus easy to undersample.

**Remark IV.1.** The undersampling of high-energy and thus low-population metastable states is a general problem when only a relatively low number of test points is subsampled from Gibbs-distributed trajectory data. It has recently been demonstrated in Ref. 29 how more evenly distributed test points can be generated. However, as the distribution of the test points directly influences the form of the transfer operator, and only the eigenpairs of transfer operators associated with the Lebesgue or the Gibbs measure possess physical interpretations in the context of metastability, a reweighting, for example by importance sampling techniques, has to be introduced to preserve the correct statistics.

V. CONCLUSION

We have shown how the kernel-based discretization of transfer operator eigendecomposition problems leads to efficient and purely data-driven methods for the analysis of molecular conformation dynamics. The derived methods are strongly related to other well-known approaches such as kernel EDMD, kernel TICA, and empirical estimates of kernel transfer operators (as well as conditional mean embeddings). Furthermore, we have proposed an extension to stochastic dynamical systems that is based on averaged Gram matrices and shown that these techniques lead to more accurate spectral decompositions than previous kernel-based approaches. The methods have been applied to realistic molecular dynamics simulations and compared with deep learning techniques, illustrating that kernel-based methods are able to tackle high-dimensional problems for which classical discretization methods fail. Moreover, these methods can also be applied to non-standard representation of molecules, such as contact maps or graph representations of proteins. This enables the user to define similarity measures tailored to specific problems by exploiting domain knowledge about the system.

One possibility to extend the approach presented here would be to combine it with deep kernel learning or other machine learning techniques. Both deep learning and RKHS-based methods are very powerful and their combination might help mitigate the curse of dimensionality typically associated with the approximation of transfer operators pertaining to high-dimensional systems. For non-equilibrium systems, a singular value decomposition might be advantageous. The SVD of empirical estimates of kernel transfer operators (and more general empirical RKHS operators) was recently proposed in Ref. 31 and might have additional applications such as low-rank approximation of operators or computing pseudoinverses of operators. Moreover, Gaussian processes might be beneficial to include also uncertainties in these algorithms.
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Appendix A: Detailed derivations and relationships with other methods

We will now present an alternative derivation of the operators derived in Section III and highlight relationships with other well-known techniques to approximate eigenfunctions of transfer operators, see also Refs. 9 and 11. To this end, we first introduce kernel transfer operators. Different discretizations of these operators then result in methods such as EDM or VAC and their kernel-based counterparts. Markov State Models (MSMs), in turn, can be seen as a special case of EDM where the basis contains indicator functions for a partition of the state space.

1. Mercer feature space

For the following proofs, we will need the Mercer feature space representation of the kernel, which can be constructed by considering the eigenvalues and eigenfunctions of the integral operator $E_k$ associated with the kernel $k$. The derivation of this representation is mainly based on Ref. 19.

There exist an at most countable orthonormal system of eigenfunctions $(e_i)_{i \in I}$ and positive eigenvalues $(\gamma_i)_{i \in I} \in \ell_1(I)$ of $E_k$ such that

$$E_k f = \sum_{i \in I} \gamma_i \langle f, e_i \rangle \mu e_i$$

for any $f \in L_2(\mu)$. We assume the eigenvalues $\gamma_i$ to be sorted in non-increasing order. For the sake of simplicity, let $\phi_i = \sqrt{\gamma_i} e_i$, in what follows.

Theorem A.1 (Mercer’s theorem). For $x, x' \in X$, it holds that

$$k(x, x') = \sum_{i \in I} \gamma_i e_i(x) e_i(x') = \sum_{i \in I} \phi_i(x) \phi_i(x'),$$

where—for infinite-dimensional feature spaces—the convergence is absolute and uniform.

We can then construct the corresponding RKHS explicitly.

Theorem A.2. Let $H = \{ \sum_{i \in I} \alpha_i \phi_i \mid (\alpha_i)_{i \in I} \in \ell_2(I) \}$ and $f, g \in H$, with $f = \sum_{i \in I} \alpha_i \phi_i$ and $g = \sum_{i \in I} \beta_i \phi_i$.

Define

$$\langle f, g \rangle_H = \sum_{i \in I} \alpha_i \beta_i,$$

then $H$ with this inner product is the RKHS associated with the kernel $k$.

Note that the kernel defined above indeed has the reproducing property: Given a function $f = \sum_{i \in I} \alpha_i \phi_i \in H$, we obtain using the definition of the inner product for $H$

$$\langle f, k(x, \cdot) \rangle_H = \left\langle \sum_{i \in I} \alpha_i \phi_i, \sum_{i \in I} \phi_i(x) \phi_i \right\rangle_H = \sum_{i \in I} \alpha_i \phi_i(x) = f(x).$$

We define the projection of a function onto the reproducing kernel Hilbert space as follows:

Definition A.3 (Orthogonal projection). Given a function $f \in L_2(\mu)$, the orthogonal projection onto $H$ is defined as

$$Q_k f = \sum_{i \in I} \frac{\langle f, \phi_i \rangle_{\mu}}{\langle \phi_i, \phi_i \rangle_{\mu}} \phi_i = \sum_{i \in I} \langle f, e_i \rangle_{\mu} e_i.$$

2. Covariance operators

Let $\phi$ be the Mercer feature space representation associated with the kernel $k$. Instead of writing $f = \sum_{i \in I} \alpha_i \phi_i$, we will also use the shorter form $f = \alpha^\top \phi$, even though $I$ might be a (countably) infinite set.
Definition A.4 (Covariance operators\textsuperscript{10,32}). Given $f = \alpha^\top \phi \in \mathbb{H}$. The covariance operator $C_{xx} : \mathbb{H} \to \mathbb{H}$ and the cross-covariance operator $C_{xy} : \mathbb{H} \to \mathbb{H}$ are defined as

$$C_{xx} f = (C_{xx} \alpha)^\top \phi \quad \text{and} \quad C_{xy} f = (C_{xy} \alpha)^\top \phi,$$

where

$$C_{xx} \equiv \int \phi(x) \otimes \phi(x) \, d\mu(x)$$

and

$$C_{xy} \equiv \int \phi(x) \otimes K(x) \, d\mu(x)$$

and $\otimes$ denotes the tensor product.

For vector-valued functions, the Koopman operator is defined to act componentwise. In Refs. 10 and 11, the lemma is fixed, whereas we now use the Mercer feature map $x \mapsto \phi(x) = [\phi_1(x), \phi_2(x), \ldots]^\top$, where $\phi(x)$ is an element in a potentially infinite-dimensional vector space. As long as our algorithms rely only on kernel evaluations, it does not matter which feature space we consider since for both $[\phi(x), \phi(x')]_\mathbb{H} \equiv k(x, x')$ and the resulting Gram matrices $G_{xx} = \Phi^\top \Phi$ are identical.

3. Properties of the integral operator

The following lemma summarizes useful properties of the different operators.

Lemma A.6. It holds that:

(i) $\mathcal{E}_k f = C_{xx} Q_k f \quad \text{for} \quad f \in L_2(\mu)$.

(ii) $\mathcal{E}_k Q_k f = Q_k \mathcal{E}_k f = \mathcal{E}_k f \quad \text{for} \quad f \in L_2(\mu)$.

(iii) Any function $f \in \mathbb{H}$ can be written as $f = \mathcal{E}_k \tilde{f}$ with $\tilde{f} \in \mathbb{H}$ provided that $\left(\frac{\alpha}{\gamma}\right)_{i \in I} \in l_2(I)$.

Proof. The properties follow directly from the series expansion of $\mathcal{E}_k$.

(i) The matrix $C_{xx}$ is a diagonal matrix whose entries are the eigenvalues $\gamma_i$ of the integral operator $\mathcal{E}_k$ since

$$[C_{xx}]_{ij} = \int \phi_i(x) \phi_j(x) \, d\mu(x) = \sqrt{\gamma_i} \sqrt{\gamma_j} \delta_{ij}$$

so that $C_{xx} Q_k f = \sum_{i \in I} \gamma_i \langle f, e_i \rangle \mu e_i = \mathcal{E}_k f$.

(ii) $Q_k^2 = Q_k$ and $C_{xx}$ is a mapping from $\mathbb{H}$ to $\mathbb{H}$.

(iii) For $f = \alpha^\top \phi$, define $\tilde{f} = (C_{xx}^{-1} \alpha)^\top \phi$, where $C_{xx}^{-1} = \text{diag}(\gamma_i^{-1})_{i \in I}$.

It follows in particular that $\mathcal{E}_k f = C_{xx} f$ for $f \in \mathbb{H}$.

Remark A.7. For infinite-dimensional feature spaces, the assumption $\left(\frac{\alpha_i}{\gamma_i}\right)_{i \in I} \in l_2(I)$ will not be satisfied for all $f \in \mathbb{H}$. By setting $\alpha_i = 0$ for $i > N$, where $N$ is fixed, the equation can, however, be satisfied approximately. In practice, since only finitely many data points are considered, we can always construct a finite-dimensional feature map (e.g., the data-dependent kernel map, see Ref. 18).

4. Kernel transfer operators

Kernel transfer operators, which were introduced in Ref. 11, can be regarded as approximations of transfer operators in RKHSs. The underlying assumption is that both the densities or observables and the densities or observables propagated by the Perron–Frobenius or Koopman operator, respectively, are functions in the RKHS $\mathbb{H}$, which, in general, is not the case. Empirical estimates of these operators result, under certain conditions, in methods such as EDMD\textsuperscript{5} or VAC\textsuperscript{8} or their kernel-based counterparts\textsuperscript{13,14}. Let us start with a brief description of kernel transfer operators, see also Ref. 11. The derivation here is slightly different in that we directly use the Mercer feature space representation. The goal is to illustrate connections with Galerkin approximations.

Proposition A.8. Let $f, g \in \mathbb{H}$ with $f = \alpha^\top \phi$ and $g = \beta^\top \phi$, then

$$\langle f, g \rangle_\mu = \langle f, C_{xx} g \rangle_\mu = \alpha^\top C_{xx} \beta,$$

$$\langle f, K g \rangle_\mu = \langle f, C_{xy} g \rangle_\mu = \alpha^\top C_{xy} \beta.$$

Proof. We show the second part, the first one follows analogously:

$$\langle f, K g \rangle_\mu = \int \alpha^\top \phi(x) \beta^\top K(x) \phi(x) \, d\mu(x)$$

$$= \alpha^\top \left[ \int \phi(x) \otimes K(x) \phi(x) \, d\mu(x) \right] \beta$$

$$= \alpha^\top C_{xy} \beta.$$
Similarly, 
\[
\langle f, C_{xy}g \rangle_{\mathbb{H}} = \langle \alpha^\top \phi, C_{xy} (\beta^\top \phi) \rangle_{\mathbb{H}} \\
= \langle \alpha^\top \phi, (C_{xy} \beta)^\top \phi \rangle_{\mathbb{H}} \\
= \alpha^\top C_{xy} \beta,
\]
where we used the definition of the inner product in \( \mathbb{H} \) in the last step. 

**Proposition A.9.** Assuming that \( Kg \in \mathbb{H} \) for all \( g \in \mathbb{H} \), it holds that \( C_{xx}Kg = C_{xy}g \).

The proof—formulated in terms of expectation values rather than transfer operators—can be found in Ref. 33. The assumption corresponds to \( \mathbb{H} \) being an invariant subspace of the Koopman operator. If \( C_{xx} \) is invertible, we can immediately define the kernel Koopman operator as \( K_k = C_{xx}^{-1} C_{xy} \). Otherwise, the regularized version \((C_{xx} + \eta I)^{-1}\) is used. An analogous result can be obtained for the Perron–Frobenius operator.

**Proposition A.10.** Assuming that \( P \in \mathbb{H} \) for all \( g \in \mathbb{H} \), we obtain \( C_{xx}Pg = C_{xy}g \).

**Proof.** Using the duality of the Perron–Frobenius and Koopman operator as well as Propositions A.8 and A.9, we can write
\[
\langle f, C_{xx}Pg \rangle_{\mathbb{H}} = \langle f, Pg \rangle = \langle \mathbb{K} f, g \rangle_{\mu} \\
= \langle C_{xx} \mathbb{K} f, g \rangle_{\mathbb{H}} = \langle C_{xy} f, g \rangle_{\mathbb{H}} \\
= \langle f, C_{xy}g \rangle_{\mathbb{H}}.
\]

A similar result was shown in Ref. 11. It follows that we can define the kernel Perron–Frobenius operator as \( P_k = C_{xx}^{-1} C_{xy} \), where regularization might be required as above. In general, however, \( \mathbb{H} \) will not be invariant under the action of the Koopman or Perron–Frobenius operator.

5. EDMD and VAC

In what follows, we will analyze the convergence properties of the empirical estimates of the kernel transfer operators, given by
\[
\hat{K}_k = \hat{C}_{xx}^{-1} \hat{C}_{xy} = \left( \Phi \Phi^\top \right)^{-1} (\Phi \Psi^\top)
\]
and
\[
\hat{P}_k = \hat{C}_{xx}^{-1} \hat{C}_{xy} = \left( \Phi \Phi^\top \right)^{-1} (\Psi \Phi^\top).
\]

It is important to remark that these operator approximations can only be computed numerically if the feature space of the kernel is finite-dimensional. However, the resulting eigenvalue problems can be reformulated in such a way that only kernel evaluations are required. The feature space representation is then never computed explicitly, but only implicitly through the kernel. Assuming that the feature space is finite-dimensional, we obtain the following algorithm to estimate eigenfunctions of transfer operators, where \( ^H \) denotes the Hermitian transpose.

**Algorithm A.11.** In order to approximate eigenfunctions of the Koopman operator:

1. Select a set of basis functions \( \phi \) and compute the matrices \( \hat{C}_{xx} \) and \( \hat{C}_{xy} \).
2. Solve the eigenvalue problem \( \hat{C}_{xx}^{-1} \hat{C}_{xy} v = \lambda v \).
3. Set \( \varphi = \psi^H \phi \).

For the Perron–Frobenius operator, it suffices to replace \( \hat{C}_{xy} \) by \( \hat{C}_{yx} \) as described above. These empirical estimates are equivalent to VAC and EDMD, see also Ref. 11. That is, in the infinite-data limit, we obtain the Galerkin approximation of the corresponding operator in the RKHS \( \mathbb{H} \), cf. Refs. 5 and 6. Note that for EDMD \( \phi \) does not necessarily have to be the Mercer feature space representation of the kernel. The Mercer feature space is orthogonal with respect to the inner product in \( L^2(\mu) \) so that the empirical estimate of the covariance matrix \( \hat{C}_{xx} \) converges to \( C_{xx} = \text{diag}(\gamma_1, \ldots, \gamma_n) \) and its inverse is simply \( \hat{C}_{xx}^{-1} = \text{diag}(\gamma_1^{-1}, \ldots, \gamma_n^{-1}) \). The convergence of EDMD to the Koopman operator for \( n \to \infty \), where \( n \) is the dimension of the state space, i.e., the cardinality of the index set \( I \), was first studied in Ref. 34.

The equivalence of the above algorithm and the methods derived in Section III—from a linear algebra point of view—was shown in Ref. 13, where EDMD for the Koopman operator was kernelized to obtain kernel EDMD. Similarly, equivalence of the different empirical RKHS operator eigenvalue problems—from a functional analytic point of view—was shown in Ref. 31.

6. Kernel EDMD and kernel TICA

In Ref. 13, kernel EDMD for the Koopman operator was derived by kernelizing standard EDMD. A different derivation based on kernel transfer operators and embedded kernel transfer operators was presented in Ref. 11. For \( M = 1 \), which corresponds to no averaging to compute time-lagged Gram matrices, the methods derived in Section III are identical to (extensions of) kernel EDMD. The main difference is that in Section III we directly discretized the transfer operator eigenvalue problem. This allows for exploiting the stochasticity of the system to improve the numerical stability of kernel-based approaches for molecular dynamics problems and other stochastic dynamical systems.

Similarly, our approach is also related to kernel TICA, which was proposed in Ref. 14. However, for the derivation of kernel TICA the system is assumed to be reversible. In order to obtain a real spectrum, the trajectory and time-reversed trajectory are used for the approximation. This can be accomplished by defining feature matrices \( \hat{\Phi} = [\Phi, \Psi] \) and \( \hat{\Psi} = [\Psi, \Phi] \) and applying the kernel-based methods to this new data set, which doubles the size of the resulting eigenvalue problem. Further-
more, their derivation is based on a variational principle and leads to a slightly different problem, which—using our notation—can be written as

\[ \hat{G}_{XX} R \hat{G}_{XX} \beta = \lambda (\hat{G}_{XX} \hat{G}_{XX} + \eta I) \beta, \]

where \( \hat{G}_{XX} \) is the augmented Gram matrix given by

\[ \hat{G}_{XX} = \hat{\Phi}^\top \hat{\Phi} = \begin{bmatrix} G_{xx} & G_{xy} \\ G_{yx} & G_{yy} \end{bmatrix} \quad \text{and} \quad R = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix}. \]

Note that for the augmented Gram matrices

\[ \hat{G}_{xx} R = \begin{bmatrix} G_{xx} & G_{xy} \\ G_{yx} & G_{yy} \end{bmatrix} \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix} = \begin{bmatrix} G_{xy} & G_{xx} \\ G_{yy} & G_{yx} \end{bmatrix} = \hat{G}_{xy}. \]

Thus, this is equivalent to (10) for the time-reversed system. As before, for large enough \( \eta \), the regularization term guarantees that the matrix on the right will be positive definite.