The False Alarms induced by Gaussian Noise in Gravitational Wave Detectors
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Gaussian noise is an irreducible component of the background in gravitational wave (GW) detectors. Although stationary Gaussian noise is uncorrelated in frequencies, we show that there is an important correlation in time when looking at the matched filter signal to noise ratio (SNR) of a template, with a typical autocorrelation time that depends on the template and the shape of the noise power spectral density (PSD). Taking this correlation into account, we compute from first principles the false alarm rate (FAR) of a template in Gaussian noise, defined as the number of occurrences per unit time that the template’s matched filter SNR goes over a threshold $\rho$. We find that the Gaussian FAR can be well approximated by the usual expression for uncorrelated noise, if we replace the sampling rate by an effective sampling rate that depends on the parameters of the template, the noise PSD and the threshold $\rho$. This results in a minimum SNR threshold that has to be demanded to a given GW trigger, if we want to keep events generated from Gaussian noise below a certain FAR. We extend the formalism to multiple detectors and to the analysis of GW events. We apply our method to the GW candidates added in the GWTC-3 catalog, and discuss the possibility that GW200308_173609 and GW200322_091133 could be generated by Gaussian noise fluctuations.

I. INTRODUCTION

A century after their theoretical derivation from General Relativity [1], Gravitational Waves (GWs) are now routinely detected by the laser interferometers of the LIGO-Virgo-KAGRA collaboration [2-4]. Their amplitude is so small that their detection above instrumental and environmental noise requires sophisticated pipelines [5-10], which look for signals in the data with various methods. These pipelines have to be designed to reject noise from very common non-Gaussian transient sources of noise (also known as glitches) [11], while being computationally efficient to search for events in a wide range of parameters within an affordable amount of time.

In the case of modeled searches for GWs from Compact Binary Coalescences (CBCs), templates from a predefined template bank are compared with the data at all times to find where a GW signal can be present. The likelihood that the observed data contains a GW signal is quantified by computing a pipeline-specific ranking statistic, defined in such a way that the larger its value the more it favors the signal hypothesis versus the noise hypothesis. If the detector noise were purely Gaussian, it can be proved that the optimal ranking statistic for a signal of known form would be the matched filter SNR [12]. However, the search pipelines that actually look for GWs use ranking statistics that, although based on the SNR, introduce corrections to consider the presence of non-Gaussian glitches which can give sizeable spurious SNR values. The corrections are usually based on signal consistency tests, a common example being the use of $\chi^2$ [13] to weigh down the SNR.

In order to assign a significance to the candidate events in terms of their ranking statistic, the pipelines need to find the background distribution of the ranking statistic for the bank of templates. This is estimated in a data driven way, usually by running the search on the time-shifted strain of the different interferometers, so that coincidences become not physical and the triggers obtained this way represent an estimate of the background noise. The false alarm rate (FAR) of an event is then defined by the search pipeline as the rate of background triggers over the whole bank of templates with ranking statistic equal to or higher than the one observed for the event. Therefore, the FAR can give us an idea of how likely it is for noise to generate an event. Intuitively, for a total observation time $T_{\text{obs}}$, any trigger that has FAR $\geq 1/T_{\text{obs}}$ is compatible with being generated by noise, while FAR $\ll 1/T_{\text{obs}}$ disfavors the noise hypothesis.

In searches for GWs, the FAR estimates can differ several orders of magnitude among different pipelines [14], given that the FAR usually has an exponential dependence on the ranking statistic. Therefore, small variations in how the data is processed, what templates are used or what is looked for to rank the events in the different pipelines, can result in orders of magnitude discrepancies in the estimation of the FAR.

Moreover, the FAR does not contain any information about the foreground. To take this into account, together with the astrophysical prior knowledge, the $p_{\text{astro}}$ was introduced [15]. The rationale behind $p_{\text{astro}}$ is to give the Bayesian probability that a candidate is from astrophysical origin under a model for the foreground rates $f(x, \bar{\theta})$ and background rates $b(x, \bar{\theta})$ that depend on the ranking statistic $x$ and the template parameters $\bar{\theta}$. A threshold value of $p_{\text{astro}} > 0.5$ was required for any candidate event to be included in the GWTC-3 catalog [14]. The estimated expected contamination from events of terrestrial origin is $\sim 10-15\%$, or $\sim 4-6$ events. In the same fashion as the FAR, the $p_{\text{astro}}$ for a given event can be very different between pipelines and presents large uncertainties, especially around $p_{\text{astro}} \sim 0.5$ [10].

As a consequence of the application of this threshold to
enter the GWTC-3 Catalog, some events were accepted with FAR values greater than $1/T_{\text{obs}} \sim 2\text{yr}^{-1}$. One example is GW200322_091133 [14] with FAR $> 400\text{yr}^{-1}$, which, upon further investigation with Bayesian Parameter Estimation (PE), was found to have low SNR ($\leq 8.5$) and multimodal posterior distributions of its parameters. Since the likelihood used in PE is approximately proportional to $\exp(\text{SNR}^2/2)$, in events with small SNR the likelihood will not have a large enough peak so as to dominate the posterior, and there will be prior-dominated modes.

All these difficulties may prompt one to think that these candidate events with low SNR values might come from noise fluctuations. The noise and GW signal hypotheses are usually compared locally using the Bayes factor [17]. However, this number says nothing about how often we expect noise to generate a signal as “loud” as the observed one. This has motivated us to question whether we could aim to obtain a theoretical lower bound on the false alarm rate of an event, independently of all the complexities involved in the search pipelines. We start from the idea that Gaussian noise is always an irreducible component of the background in GW detectors [18, 19], and generates a rate of false alarms that could be calculated analytically. In the case in which non-Gaussianities are also present in the strain, more false alarms will be induced [20], as matches will occur more easily for a given template, thus making our estimate assuming only Gaussian noise a lower bound on their FAR, and thus an upper bound on their significance.

In this paper, we propose a new method to derive a local statistical measure of the significance of an event. The main idea will be to give a theoretical estimate of how often we would expect Gaussian noise colored with the local PSD to produce a fluctuation that matches a specific template with the same or higher SNR than the one observed. In Sec. IV we develop the framework to compute the FAR for a given template in Gaussian noise from a single detector and study its dependence on different parameters for CBC templates. In Sec. III we extend the formalism to compute the FAR of a template when multiple detectors are online. In Section IV we show how to apply our statistical method to fluctuations observed in the strain and in Sec. V we use it on the O3b events included in GWTC-3. Finally in section V we present our conclusions.

II. THE FALSE ALARM RATE OF A TEMPLATE IN A SINGLE DETECTOR

In this section we want to determine, given a template $h(t)$, how much time of stationary Gaussian noise $n(t)$, from a given detector, we would have to look at, on average, to obtain a match with a signal to noise ratio (SNR) greater than some threshold $\rho$.

In general the noise will have zero mean, $\langle \hat{n} \rangle = 0$, and assuming that it is stationary, the different Fourier modes are uncorrelated,

$$\langle \hat{n}^*(f)\hat{n}(f') \rangle = \frac{1}{2}S_n(f)\delta(f - f'),$$  (1)

which can be seen as the definition of the noise power spectral density (PSD) $S_n(f)$. If we assume that the noise is Gaussian, it is characterized completely by the fact that it has zero mean and a variance given in Eq. (1). Using the PSD we can define the following inner product,

$$\langle a, b \rangle = 4\int_{f_{\text{min}}}^{f_{\text{max}}} \frac{\hat{n}^*(f)\hat{b}(f)}{S_n(f)} df,$$  (2)

where tildes denote Fourier transform. This inner product can be used to write down the usual definitions $\rho_{\text{opt}}$ of the optimal SNR:

$$\rho_{\text{opt}} = \sqrt{\langle h, h \rangle},$$  (3)

and the matched filter SNR:

$$\rho_{\text{mf}} = \frac{\langle h, s \rangle}{\rho_{\text{opt}}},$$  (4)

where $s(t)$ is the detector output strain, which in our case we will assume to be given by stationary Gaussian noise $n(t)$ with PSD $S_n$. Under this assumption, it can be proved that $\rho_{\text{mf}}$ is a complex normal random variable (i.e. a Gaussian with unit dispersion, $\sigma = 1$) [22]:

$$p(\rho_{\text{mf}})d\rho_{\text{mf}}d\text{Im}\rho_{\text{mf}} = \frac{1}{2\pi}e^{-\frac{1}{2}|\rho_{\text{mf}}|^2} d\text{Re}\rho_{\text{mf}}d\text{Im}\rho_{\text{mf}},$$  (5)

and the real part of the matched filter SNR is the optimum quantity to rank the significance of events for a signal of known form under the assumption of Gaussian noise [12]. This quantity is very closely related to the likelihood ratio for the signal vs Gaussian noise hypotheses, which is the Bayes factor for a signal of known intrinsic parameters. However, it is common to be in the situation in which the global phase of the GW can be changed arbitrarily and does not contain any astrophysical information [23]. This is the case in a quasicircular compact binary coalescence, when we ignore higher order modes and precession. Even when including them, the global phase can typically be neglected since it is highly degenerate with other parameters such as polarization, location in the sky and the azimuthal angle separating the spin vectors of the component BHs. In these cases we will want to ignore the global phase of the GW in the search by taking as our ranking statistic the absolute value of the matched filter SNR:

$$|\rho_{\text{mf}}| = \sqrt{\text{Re}(\rho_{\text{mf}})^2 + \text{Im}(\rho_{\text{mf}})^2},$$  (6)

which is invariant under global phase transformations $\hat{h}(f) \rightarrow \hat{h}(f)e^{i\phi_g}$. Indeed, the SNR usually used in searches is $|\rho_{\text{mf}}|$ [24] since it is equivalent to automatically finding the global phase $\phi_g$ of the GW that maximizes $\text{Re}(\rho_{\text{mf}})$. Because of this we will choose $|\rho_{\text{mf}}|$ as
our ranking statistic in this paper. Defining $\tilde{h}(f)$ as the Fourier transform of the template $h(t)$, we can use the following property:

$$F(\tilde{h}(t')) = \tilde{h}(f)e^{-2\pi if(t'-t)} ,$$  \hspace{1cm} (7)

and compute the matched filter signal to noise ratio, Eq. (3), at all times as

$$\rho_{mf}(t) = \frac{4}{\rho_{opt}} \int_{f_{\min}}^{f_{\max}} df \frac{\tilde{h}^*(f)\tilde{n}(f)}{S_n(f)} e^{2\pi ift}. \hspace{1cm} (8)
$$

where we assume that the strain only contains Gaussian noise. At any fixed point in time, $\rho_{mf}(t)$ of Eq. (8) will behave as a complex normal variable from Eq. (5) and the probability of obtaining a value of $|\rho_{mf}|$ greater than $\rho$ will be:

$$P(|\rho_{mf}| > \rho) = \frac{1}{2\pi} \int_0^{2\pi} d\arg(\rho_{mf}) \int_\rho^\infty |\rho_{mf}|d|\rho_{mf}|e^{-\frac{1}{2}|\rho_{mf}|^2} = e^{-\frac{1}{2}\rho^2}. \hspace{1cm} (9)
$$

A naive computation to estimate the rate of false alarms with $|\rho_{mf}| > \rho$ would be to multiply this probability by the number of trials per unit time, which in the case that different times were independent, would just be the sampling rate of the detector:

$$\text{FAR}_{\text{naive}} = \frac{1}{\Delta t_{\text{samp}}} e^{-\rho^2/2} . \hspace{1cm} (10)
$$

However, this would be incorrect because the value of $|\rho_{mf}(t)|$ at different times is correlated. The problem can be explicitly seen in Fig. 4 where we have generated Gaussian noise from Advanced LIGO at design sensitivity [21] and computed $|\rho_{mf}(t)|$ using Eq. (3) with IMRPhenomPv2 [22] templates of the specified masses. Each template is matched with different noise realizations until we obtain a trigger of $|\rho_{mf}(t_{\text{trig}})| \sim 6$, which we show in Fig. 4. The correlation between different times manifests itself in the fact that $|\rho_{mf}(t)|$ is a smooth function, where the smoothing time scale will be related to the autocorrelation time, and we observe that it depends on the template mass. In particular, the larger the mass, the larger the autocorrelation time will be. This correlation of $|\rho_{mf}(t)|$ at different times has a direct effect on the False Alarm Rate (FAR), defined as the average time between peaks with $|\rho_{mf}| > \rho$, since the smoother function $|\rho_{mf}(t)|$ is the less peaks per second it will have, thus reducing the rate of false alarms. Assuming that the sampling rate of the detector is sufficiently fine to see $|\rho_{mf}(t)|$ as a smooth function, we will demonstrate in the rest of this section that the effect of the correlations will be to replace the sampling rate of the detector $1/\Delta t_{\text{samp}}$ in Eq. (10) by an effective sampling rate that depends on the template, the noise PSD and the threshold $\rho$.

### A. Probabilistic derivation of the FAR

The autocorrelation of $\rho_{mf}(t)$ can be quantified by computing the covariance between the values of $\rho_{mf}(t)$ at different times, assuming that the strain only contains Gaussian noise:

$$\Gamma(t,t') = \frac{1}{2} (\rho_{mf}(t)\rho_{mf}(t')^*) =$$

$$= 8 \left( \int_{f_{\min}}^{f_{\max}} df \int_{f_{\min}}^{f_{\max}} df' \frac{\tilde{h}^*(f)\tilde{h}(f')\tilde{n}(f)\tilde{n}(f')}{S_n(f)S_n(f')} e^{2\pi i(f-t)f'} \right)$$

$$= \int_{f_{\min}}^{f_{\max}} df \int_{f_{\min}}^{f_{\max}} df' \frac{\tilde{h}^*(f)\tilde{n}(f')\tilde{n}(f)}{S_n(f)S_n(f')} e^{2\pi i(f-t)f'}$$

$$= \Gamma(t-t') = \frac{4}{(\rho_{opt})^2} \int_{f_{\min}}^{f_{\max}} df \frac{\tilde{h}(f)^2}{S_n(f)} e^{2\pi if(t-t')} , \hspace{1cm} (11)
$$

where we have used Eq. (1) and that $\langle \rho_{mf}^2 \rangle = 0$. We observe in Eq. (11) that for $t = t'$ we have $\Gamma(0) = 1$, as expected from the fact that $\rho_{mf}(t)$ is a complex normal variable at any specific point in time. In general $\Gamma(t-t')$ will be non-negligible for $t \neq t'$, so the value of the SNR at two different times will be correlated. If we consider the SNR at two different points separated by a time $\Delta t$, and define $\rho_{mf}(t) \equiv \rho_1$ and $\rho_{mf}(t+\Delta t) \equiv \rho_2$, from Eq. (11) we have that their joint probability distribution will be given by the following bivariate complex Gaussian:

$$p(\rho_1, \rho_2) = \exp \left\{ \frac{-|\rho_1|^2 + |\rho_2|^2 - 2Re(\Gamma(\Delta t)\rho_1^*\rho_2)}{2(1-|\Gamma(\Delta t)|^2)} \right\} \left(2\pi\right)^2(1-|\Gamma(\Delta t)|^2) , \hspace{1cm} (12)
$$

Using this expression we can compute the two-point false alarm probability (FAP$_2$), that is, the probability that either $\rho_1$ or $\rho_2$ are greater than some SNR threshold $\rho$.

$$\text{FAP}_2 = P(\rho_1 > \rho \cup \rho_2 > \rho) . \hspace{1cm} (13)
$$

An in depth study of this quantity is made in appendix A where we find expressions to compute it numerically and to analytically approximate it to arbitrary order. To understand how FAP$_2$ behaves, and to gain intuition on how the FAP of more variables will behave, it is interesting to discuss its limiting behaviours. When the separation between the two points is large ($\Delta t \to \infty$), the correlation between them vanishes ($|\Gamma(\Delta t)| \to 0$) meaning that FAP$_2$ becomes the FAP of two uncorrelated variables, that is, FAP$_2(\Gamma(\Delta t)| = 0) = 2e^{-\rho^2/2} - e^{-\rho^2}$.

As the points get closer together ($\Delta t \to 0$) the correlation increases ($|\Gamma(\Delta t)| \to 1$), and FAP$_2$ will decrease due to correlation effects until the correlation is maximal ($|\Gamma(\Delta t)| = 1$), when the two variables will behave as a single one and FAP$_2(|\Gamma(\Delta t)| = 1) = e^{-\rho^2/2}$.

In the real setup of a GW experiment, we are interested in determining the false alarm probability for N points separated by a sampling time $\Delta t$ each. If we de-
fine $\rho_k \equiv |\rho_{mf}(t + k\Delta t)|$, this FAP is given by:

$$FAP = P\left( \bigcup_{n=1}^{N} \rho_n > \rho \right) = 1 - P\left( \bigcap_{n=1}^{N} \rho_n < \rho \right) = 1 - P(\rho_1 < \rho) \prod_{k=2}^{N} P\left( \rho_k < \rho \bigcap_{n=1}^{k-1} \rho_n < \rho \right),$$

(14)

where $P(A|B)$ denotes the conditional probability of $A$ given $B$ and in the last equality we have used the multiplication rule of probability. To compute Eq. (14) we will thus need $P(\rho_2 < \rho|\rho_1 < \rho)$. This can be computed in terms of the FAP defined in Eq. (13):

$$P(\rho_2 < \rho|\rho_1 < \rho) = \frac{P(\rho_1 < \rho \cap \rho_2 < \rho)}{P(\rho_1 < \rho)} = \frac{1 - \text{FAP}_2(\rho, \Delta t)}{1 - e^{-\rho^2/2}} \approx 1 - (\text{FAP}_2(\rho, \Delta t) - e^{-\rho^2/2}),$$

(15)

where in the last equality we have assumed that $e^{-\rho^2/2} \ll 1$ (which is true for $\rho \geq 3$). In order to compute Eq. (14) we also need to calculate $P(\rho_k < \rho|\rho_1 < \rho \cap \rho_2 < \rho \cap ... \cap \rho_{k-1} < \rho)$. We can determine this conditional probability in an approximate way by assuming that it depends only on the nearest neighbor, that is:

$$P(\rho_k < \rho|\rho_1 < \rho \cap \rho_2 < \rho \cap ... \cap \rho_{k-1} < \rho) \approx P(\rho_k < \rho|\rho_{k-1} < \rho) = P(\rho_2 < \rho|\rho_1 < \rho),$$

(16)

where in the last equality we have just used the translation invariance of the problem. The Nearest Neighbor approximation of Eq. (16) will only be valid in the case in which the sampling time $\Delta t$ is large enough such that second neighbor effects can be neglected, which could be taken into account by replacing the approximation of Eq. (16) by $P(\rho_3 < \rho|\rho_2 < \rho \cap \rho_1 < \rho)$.

Introducing Eqs. (15), (16) into Eq. (14) and assuming that $\text{FAP}_2 - e^{-\rho^2/2} \ll 1$, we have:

$$FAP \approx 1 - (1 - e^{-\rho^2/2}) \left[ 1 - \left( \text{FAP}_2(\rho, \Delta t) - e^{-\rho^2/2} \right) \right]^{N-1} \approx 1 - \exp \left\{ -N \left[ \text{FAP}_2(\rho, \Delta t) - e^{-\rho^2/2} \right] \right\} \approx 1 - \exp \left\{ -\frac{T_{\text{obs}}}{\Delta t} \left[ \text{FAP}_2(\rho, \Delta t) - e^{-\rho^2/2} \right] \right\},$$

(17)

where $T_{\text{obs}}$ is the observing time on which we are computing the FAP, which we assume to be long enough so that $N = T_{\text{obs}}/\Delta t \gg 1$.

To obtain a quantity that is independent of the observing time, we define the false alarm rate (FAR), which is the average number of false alarms per unit time. As we see in Fig. 1 the autocorrelation of the SNR has the effect of clustering its values in peaks. Though each peak of $|\rho_{mf}(t)|$ has many sample times over the threshold, which naively could count as false alarms, it is important to realize that each peak should be counted as a single false alarm, that is, we have to find the number of uncorrelated false alarms which are thus Poisson distributed. This is an important point, given that if each sample time that is over the SNR threshold $\rho$ were counted as a false alarm, we would obtain the naive FAR of Eq. (10), since looking at individual points the probability is given by Eq. 9, and we would greatly overestimate the FAR.

By the definition of the FAR, the mean of the Poisson distribution describing the number of uncorrelated false alarms will be $\lambda = T_{\text{obs}}\text{FAR}$, assuming an observing time $T_{\text{obs}}$. Therefore, the probability of having $k$ false alarms is:

$$p(k) = \frac{(T_{\text{obs}}\text{FAR})^k}{k!} e^{-T_{\text{obs}}\text{FAR}}.$$

(18)

Since the FAP is the probability of having one or more false alarms, it is given by:

$$\text{FAP} = \sum_{k=1}^{\infty} p(k) = 1 - p(0) = 1 - \exp\{-T_{\text{obs}}\text{FAR}\}.$$

(19)
By comparing Eq. (17) and Eq. (19), we immediately deduce the following relation between the FAR and the FAP:

\[
\text{FAR}_2(\rho, \Delta t) = \frac{1}{\Delta t} \left[ \text{FAP}_2(\rho, \Delta t) - e^{-\rho^2/2} \right], \quad (20)
\]

where we add the subscript 2 to highlight that this FAR has been computed taking into account only nearest neighbors.

B. Evaluation of the FAR of a template

In order to further elaborate the expression of the FAR for a given template in Eq. (20), we need to study the FAP_2(\rho, \Delta t) more in depth. In the case in which the detector has a high enough sampling rate, we can assume that |\rho^{mf}(t)| is a continuous function, as is the case in Fig. 1. This will be a very good approximation in LIGO-Virgo, where the data is taken at a sampling rate of 1/\Delta t_{\text{samp}} = 16384 Hz. In this case, instead of interpreting \Delta t as the sampling time of the detector, we leave it as a free parameter, as we imagine that the function |\rho^{mf}(t)| can be resampled arbitrarily. We will want to make \Delta t \to 0, to obtain the result for when |\rho^{mf}(t)| is continuously sampled, but if \Delta t is too small, the nearest neighbor approximation will stop being valid. The effect of the farther neighbors will be to reduce the number of effective trials. This compensates the increase in the number of sampling points in such a way that the exact FAR with all correlations taken into account will be smaller than the FAR from the nearest neighbor approximation, that is:

\[
\text{FAR}(\rho, \Delta t_{\text{samp}}) \leq \text{FAR}_2(\rho, \Delta t_{\text{samp}}). \quad (21)
\]

With this in mind, we approximate the FAR of Eq. (20) for \Delta t \to 0, which from Eq. (11) is equivalent to |\Gamma(\Delta t)| \to 1. We can do this by introducing in Eq. (20) the expression for FAP_2 of Eq. (A20) found in Appendix A keeping only next to leading order terms in \(1 - |\Gamma(\Delta t)|\) and assuming that \(\rho^2 \gg 1\):

\[
\text{FAR}_2 \approx \frac{e^{-\rho^2/2}}{\Delta t} \text{Erf} \left[ \frac{\rho \sqrt{1 - |\Gamma(\Delta t)|}}{2} \right]. \quad (22)
\]

Since we are interested in the limit \Delta t \to 0, we can substitute \(\Gamma(\Delta t)\) by its Taylor expansion around \Delta t = 0, which using the definition in Eq. (11) will be given by:

\[
\Gamma(\Delta t) = \frac{4}{\rho^2} \int_{f_{\text{min}}}^{f_{\text{max}}} \frac{\hat{h}(f)^2}{S_n(f)} df \sqrt{2\pi f \Delta t} = \frac{4}{\rho^2} \int_{f_{\text{min}}}^{f_{\text{max}}} \frac{\hat{h}(f)^2}{S_n(f)} \sum_{k=0}^{\infty} \frac{(2\pi f \Delta t)^k}{k!} \]

\[
= \sum_{k=0}^{\infty} \frac{C_k}{k!} (\Delta t)^k, \quad (23)
\]

where \(C_k\) are real constants defined as

\[
C_k = \frac{4}{\rho^2} \int_{f_{\text{min}}}^{f_{\text{max}}} df (2\pi f)^k \left| \frac{\hat{h}(f)}{S_n(f)} \right|^2. \quad (24)
\]

To leading order in \Delta t, we then have that \(|\Gamma(\Delta t)|\) will be given by:

\[
|\Gamma(\Delta t)| = 1 - \frac{1}{2} (C_2 - C_1^2) (\Delta t)^2, \quad (25)
\]

where we have used that \(C_0 = 1\). Substituting the expansion for \(|\Gamma(\Delta t)|\) of Eq. (25) into Eq. (22) and keeping terms in \(\Delta t\) up to leading order, we obtain:

\[
\text{FAR}_2(\rho, \Delta t) \approx e^{-\rho^2/2} \Delta t \text{Erf} \left[ \frac{\sqrt{\pi} C \rho \Delta t}{2} \right], \quad (26)
\]

where for simplicity we have defined:

\[
C = \sqrt{\frac{C_2 - C_1^2}{2\pi}}, \quad (27)
\]

which is always a real quantity, since \(C_2 - C_1^2 \geq 0\). This is a necessary condition given by the fact that \(C_2 - C_1^2\) is the leading order coefficient in the Taylor expansion of \(|\Gamma(\Delta t)|\) (see Eq. (25)) and we know that \(|\Gamma(\Delta t)| \leq 1\).

From Eq. (26) we have that in the limit \Delta t \to 0:

\[
\text{FAR}_2(\rho, 0) = C \rho e^{-\rho^2/2}. \quad (30)
\]

The way to interpret the result of Eq. (30) is that even if we consider the separation between points to tend to 0, the FAR will not diverge, as we would have naively deduced from Eq. (10). The correlation between the neighboring points will regularize the FAR to the finite value of Eq. (30).

This can be seen in Fig. 2 where we show the FAR_2 for IMRPhenomPv2 (25) templates of different masses, assuming Advanced LIGO at design sensitivity (2). The FAR

---

1 We can explicitly prove that \(C_2 - C_1^2 \geq 0\) and gain some intuition on \(C\), if we realize that

\[
g(f) = \begin{cases} \frac{4}{\rho^2} \left| \frac{\hat{h}(f)}{S_n(f)} \right|^2 f_{\text{min}} < f < f_{\text{max}} \\ 0 \end{cases}
\]

\[
\text{Erf} \left[ \frac{\sqrt{\pi} \sigma f}{2} \right]. \quad (28)
\]

can be interpreted as a probability distribution function, since it is always non-negative and it is normalized (i.e. \(\int_{-\infty}^{\infty} g(f) df = 1\). Using this probability distribution function, we then observe that \(C\) is simply given by:

\[
C = \sqrt{2\pi (\text{E}_g[f]^2 - \text{E}_g[f]^2)} = \sqrt{2\pi \sigma_f} \text{E}_g[f]. \quad (29)
\]

where \(\text{E}_g[X]\) denotes the expectation value of \(X\) in \(g\), \(\sigma_f\) is the standard deviation of the frequency \(f\) in \(g\), and from the second equality we explicitly see that the argument of the square root is always positive. From Eq. (29) we then observe that \(C\) will be directly related with the bandwidth, that is, how spread out in frequencies is \(g(f)\). Therefore, the more broadband our detector and signals are, the larger \(C\) will be in general.
is computed using the exact expression (Eq. (20)), the leading order (LO) expression of Eq. (26) and the next-to-leading order (NLO) expression of Eq. (37), where the integrals in frequency are always computed between $f_{\text{min}} = 20$ Hz and $f_{\text{max}} = 2048$ Hz to mimic normal GW analysis. We normalize the FAR to its value at 0 separation and the time to make the LO approximation of cases appear the same. The uncorrelated case of Eq. (10) is also plotted.

The fewer trials we do, the smaller the FAR should be. Therefore the FAR is a monotonously decreasing function of $\Delta t$, and $\text{FAR}_2(\rho, \Delta t_{\text{samp}}) \leq \text{FAR}_2(\rho, 0)$, which can correctly be seen in Fig. 2. Using this together with Eq. (21) we obtain

$$\text{FAR}(\rho, \Delta t_{\text{samp}}) \leq \text{FAR}_2(\rho, 0) = \rho C e^{-\rho^2 / 2}. \quad (31)$$

We expect that the result of Eq. (31) will be a very tight upper bound, and thus a good approximation of the exact FAR in the case that the NLO corrections are small, since these are related with the length of the correlations and thus the importance of the next-to-neighbors.

To study the validity of this result we will simulate the problem at hand. In particular, we will simulate the FAP by generating many chunks of simulated Gaussian noise from Advanced LIGO at design sensitivity \cite{2} of duration $T_{\text{obs}} = 512$ s. We directly compute the probability to have a match with $|\rho^{\text{M}}| > \rho$ by performing matched filtering between $f_{\text{min}} = 20$ Hz and $f_{\text{max}} = 2048$ Hz with the corresponding GW template and dividing the number of chunks where we find a match with $|\rho^{\text{M}}| > \rho$ by the total number of chunks analyzed. The error on the FAP is computed using the Wilson score 90% confidence interval \cite{26}. Introducing this FAP in Eq. (32) (using $T_{\text{obs}} = 512$ s) we obtain the FAR plotted with dots, whose error bars represent the 90% confidence interval. For the theory curves, the corresponding values of $C$ are computed with Eq. (27) and Eq. (24).

FIG. 2. The FAR$_2$ for IMRPhenomPv2 templates of different masses, assuming Advanced LIGO at design sensitivity \cite{2} and setting the threshold SNR $\rho = 4$. The FAR is computed using the exact expression (Eq. (20)), the leading-order expression of Eq. (26) and the next-to-leading order (NLO) expression of Eq. (37), which will be discussed in the next subsection. For the cases to-leading order (NLO) expression of Eq. (37), which is computed using the exact expression (Eq. (20)), the leading-order expression of Eq. (26) and the next-to-leading order (NLO) expression of Eq. (37), where the integrals in frequency are always computed between $f_{\text{min}} = 20$ Hz and $f_{\text{max}} = 2048$ Hz to mimic normal GW analysis. We normalize the FAR to its value at 0 separation and the time to make the LO approximation of cases appear the same. The uncorrelated case of Eq. (10) is also plotted.

FIG. 3. Comparison between the simulated and predicted FAR for five different IMRPhenomPv2 templates. The simulation is done using 15 million chunks of 512 s of simulated Gaussian noise generated from Advanced LIGO at design sensitivity \cite{2}. We directly compute the probability to have a trigger with $|\rho^{\text{M}}| > \rho$ by performing matched filtering between $f_{\text{min}} = 20$ Hz and $f_{\text{max}} = 2048$ Hz with the corresponding GW template and dividing the number of chunks where we find a match with $|\rho^{\text{M}}| > \rho$ by the total number of chunks analyzed. The error on the FAP is computed using the Wilson score 90% confidence interval \cite{26}. Introducing this FAP in Eq. (32) (using $T_{\text{obs}} = 512$ s) we obtain the FAR plotted with dots, whose error bars represent the 90% confidence interval. For the theory curves, the corresponding values of $C$ are computed with Eq. (27) and Eq. (24).
discussed previously, this is a tight upper bound in the case in which the NLO corrections are small, deviating by less that 1 part in 1000 for the larger masses \((m_{1,2} = 50M_\odot, m_{1,2} = 150M_\odot)\) and \(m_1 = 120M_\odot, m_2 = 60M_\odot)\). In the cases where the NLO corrections are important \((m_{1,2} = 1M_\odot)\) and \(m_1 = 20M_\odot, m_2 = 4M_\odot,\) we can observe that even though Eq. (31) is still a good upper bound, it is not so tight any more. Nonetheless, the maximum relative error between the upper bound and the exact value always stays below 15% and decreases towards larger values of the SNR threshold \(\rho\). We thus confirm that a good approximation of the FAR is:

\[
\text{FAR} = C \rho e^{-\rho^2/2}. \tag{33}
\]

Comparing this expression with the value of the naive FAR that we derived at the beginning in Eq. (10), we have that, as anticipated, the sampling time of the experiment is naturally replaced by an effective sampling time for which we can obtain the same result as for uncorrelated points. This effective sampling rate depends on the threshold \(\rho\) and on the template and noise PSD via the coefficient \(C\):

\[
\Delta t_{\text{eff}} = \frac{1}{\rho C}. \tag{34}
\]

Consistently computing corrections to this result, we would have to take into account the effect of next-to-leading order corrections. We do this in the next subsection.

### C. NLO corrections to the FAR of a template

We will start by studying the next-to-leading-order (NLO) corrections to the expression for \(FAR_2\) found in Eq. (26). For this we now substitute in Eq. (20) the expression for \(FAP_2\) of Eq. (25) found in Appendix. \(\Delta^2\) keeping NLO terms in \(1 - |\Gamma(\Delta t)|\) and assuming that \(\rho^2 \gg 1:\)

\[
FAR_2 \approx \frac{e^{-\rho^2/2}}{\Delta t} \text{Erf} \left( \frac{\rho \sqrt{1 - |\Gamma(\Delta t)|}}{2} \left( 1 + \frac{1 - |\Gamma(\Delta t)|}{4} \right) \right). \tag{35}
\]

And when considering the Taylor expansion of \(|\Gamma(\Delta t)|\) we now keep up to quartic terms, that is:

\[
|\Gamma(\Delta t)| = 1 - \frac{1}{2} (C_2 - C_1^2) (\Delta t)^2 + \frac{1}{24} (C_4 - 4C_1C_3 + 6C_1^2C_2 - 3C_1^4) (\Delta t)^4, \tag{36}
\]

Introducing this Taylor expansion into Eq. (35) and keeping up to leading order terms, we have:

\[
FAR_2(\rho, \Delta t) \approx \frac{e^{-\rho^2/2}}{\Delta t} \text{Erf} \left( \frac{\rho \sqrt{1 - \frac{(\Delta t)^2}{(\Delta t_{\text{NLO}})^2}}}{2} \left( 1 - \frac{(\Delta t)^2}{(\Delta t_{\text{NLO}})^2} \right) \right), \tag{37}
\]

where we have introduced \(\Delta t_{\text{NLO}}\) as the characteristic time for which when \(\Delta t < |\Delta t_{\text{NLO}}|\) we can neglect higher order effects. In terms of \(C_k\), it will be given by:

\[
(\Delta t_{\text{NLO}})^2 = \frac{24(C_2 - C_1^2)}{C_4 - 4C_1C_3 - 3C_1^2 + 12C_1^2C_2 - 6C_1^4}. \tag{38}
\]

Looking again at Fig. 2 where the NLO FAR of Eq. (37) is compared in with the LO expression (Eq. (26)) and with the exact expression (Eq. (20)), we can observe that the NLO corrections are not important for the high mass systems \((m_{1,2} = 50M_\odot, m_1 = 150M_\odot)\) and \(m_1 = 120M_\odot, m_2 = 60M_\odot),\) since \(|\rho C \Delta t_{\text{NLO}}| \gg 1\). However, for the low mass cases of \(m_{1,2} = 1M_\odot\) and \(m_1 = 20M_\odot, m_2 = 4M_\odot,\) which have \(|\rho C \Delta t_{\text{NLO}}| \sim O(1),\) we can see that the higher order corrections in \(\Delta t\) are important. In these cases, the tails of the correlation are relatively longer, and so the FAR decreases faster than expected as a function of \(\Delta t,\) which is accurately described by the NLO corrections as long as \(\Delta t \lesssim \Delta t_{\text{NLO}}\).

We also want to obtain a more accurate formula for the Gaussian FAR than the one in Eq. (33). To consistently compute corrections to the result of Eq. (33), we would have to take into account the effect of farther neighbors in Eq. (16). Nonetheless, doing this becomes very complicated rather quickly. Instead, a heuristic way to take into account the next to leading order corrections can be found by imposing that these preserve the same behavior as the leading order term of Eq. (26), which we have seen gives a very good description when higher orders can be neglected. We can imagine that at \(\Delta t_{\text{eff}}/2\) there will be a sampling point whose correlation we are neglecting when we resample \(|\rho_n(t)|\). We will then impose that the correlation \(\Gamma(\Delta t)\) at this point has the same value as in the case where we only consider the leading order term in the Taylor expansion of Eq. (25):

\[
\Gamma \left( \frac{\Delta t_{\text{eff}}}{2} \right) = 1 - \frac{\pi}{4\rho^2}. \tag{39}
\]

Using the next to leading order expansion for \(\Gamma(\Delta t)\) on the left hand side, we obtain:

\[
1 - \frac{\pi}{4} (C^2_{\text{NLO}})^2 + \frac{\pi^2}{2} C_{\text{NLO}}^2 (C^2_{\text{eff}})^4 = 1 - \frac{\pi}{4\rho^2}. \tag{40}
\]

where for convenience we have defined \(\rho_{\text{NLO}}\) in the following way

\[
\rho_{\text{NLO}} = \sqrt{\frac{\pi(C_4 - 4C_1C_3 + 6C_1^2C_2 - 3C_1^4)}{48(C_2 - C_1^2)^2}}. \tag{41}
\]

Solving Eq. (40) for \(\Delta t_{\text{eff}}\), keeping only leading-order terms in \(\rho_{\text{NLO}}/\rho\), we obtain:

\[
\frac{1}{\Delta t_{\text{NLO}}} = C \left[ 1 - \left( \frac{\rho_{\text{NLO}}}{\rho} \right)^2 \right]. \tag{42}
\]

This heuristic result is compared in Fig. 3 with the simulated value. Although we have to keep in mind that
it has not been derived in a consistent way, we can observe that it closely follows the behavior of the deviations from Eq. (33) for the cases of $m_{1,2} = 1M_\odot$ and $m_1 = 20M_\odot, m_2 = 4M_\odot$ for which the corrections are important. Eq. (42) will thus be a useful model to understand how these deviations behave. As expected, the heuristic corrections of Eq. (42) make the FAR smaller than the upper bound of Eq. (33). Furthermore, we find that in this model the magnitude of the corrections is governed by $\rho_{NLO}$, Eq. (41), which is a parameter that characterizes how the correlation $|\Gamma(\Delta t)|$ deviates from a parabola around $\Delta t = 0$. From Eq. (42) we observe that when we increase the SNR threshold $\rho$, the magnitude of the correction decays as $(\rho_{NLO}/\rho)^2$, and so for $\rho \gtrsim 3\rho_{NLO}$, the relative error done when ignoring these corrections is smaller than $\sim 10\%$.

D. Dependence on the CBC template parameters

At a constant matched filter SNR, and neglecting higher order corrections ($\rho \gg \rho_{NLO}$), the False Alarm Rate of Eq. (33) will only depend on the signal via the multiplicative coefficient $C$ defined in Eq. (27), which when multiplied by the SNR, gives us the effective sampling rate. Since the higher the effective sampling rate, the more false alarms we expect, we can study how much Gaussian noise background there is in different regions of the CBC parameter space by representing the coefficient $C$ as a function of the CBC parameters. This is done in the Fig. 4 where we plot $C$ as a function of the CBC component masses for the IMRPhenomPv2 waveform with the spins set to 0.

The masses are parameterized via the total mass of the binary, $M = m_1 + m_2$, and the mass ratio $q = m_2/m_1$, and computed using the PSD of Advanced LIGO at design sensitivity [2] between $f_{\text{min}} = 20 \text{ Hz}$ and $f_{\text{max}} = 2048 \text{ Hz}$. The waveform has been computed using IMRPhenomPv2 with zero spin.
at intermediate masses, corresponding to those systems that merge in the upper range of the frequency band that has the highest sensitivity. Note that in the case of \( \rho_{NLO} \), this peak is more pronounced and towards smaller masses than in the case of \( C \), which is due to the fact that in this range the value of \( \rho_{NLO} \) is dominated by the value of \( C_1 \), which weighs more heavily higher frequencies than \( C_2 \), see Eq. (43). The maximum of \( \rho_{NLO} \) is achieved in this peak around \( M \sim 8M_\odot \), with a value of \( \rho_{NLO,max} \approx 2 \). This means that if we go to \( \rho \gtrsim 6 \), the relative magnitude of the deviations from Eq. (43) will be smaller than \( \sim 10\% \) for all CBC parameter range (see Eq. (12)). Therefore, as long as \( \rho \gtrsim 6 \) Eq. (33) will not only be an upper bound, but also a very good approximation of the FAR.

Having established the validity of Eq. (33) to approximate the FAR, we can now use it to find what SNR threshold \( \rho \) would we need to set to discard all events with FAR higher than a given threshold \( \text{FAR}_{th} \). To do this we have to invert Eq. (33), which can not be done exactly in terms of elementary functions, since it is a transcendental equation, but it can be done approximately in the limit that \( \rho \gg 1 \):

\[
\rho = \sqrt{2 \log \frac{C}{\text{FAR}_{th}} + \log \left( 2 \log \frac{C}{\text{FAR}_{th}} \right) \left( 1 + \frac{1}{2 \log \frac{C}{\text{FAR}_{th}}} \right)},
\]

(43)

which gives \( \rho \) with a relative error of order \( O(\log^2(\rho)/\rho^6) \). In Fig. 3 we have plotted this SNR threshold \( \rho \) for different FAR thresholds as a function of the total mass of the binary \( M \), assuming equal component masses \( (q = 1) \). Even though from Fig. 3 we observe that the value of \( C \) depends strongly on \( M \), when we introduce this \( C \) in Eq. (43), \( \rho \) depends to leading order on the square root of its logarithm and so has only a mild dependence on \( M \) as can be seen in Fig. 6. As a general trend, the higher \( M \) is, the smaller the SNR threshold \( \rho \) will have to be set to exclude false alarms at a given rate \( \text{FAR}_{th} \), with the peak at \( M \sim 10M_\odot \) that was was observed in Fig. 4, now less prominent due to the logarithmic dependence. The dependence on \( \text{FAR}_{th} \) will also be mild, as \( \rho \) will also depend on the square root of the logarithm of this quantity. Because of this, the variation of an order of magnitude in \( \text{FAR}_{th} \) changes \( \rho \) by only a small amount. We observe that if we set \( \rho = 8 \), as is commonly done in the theoretical literature [30], we would be rejecting Gaussian noise false alarms with rates higher than \( \text{FAR}_{th} \sim 10^{-3} \text{yr}^{-1} \).

### III. THE FALSE ALARM RATE OF A TEMPLATE IN A NETWORK OF DETECTORS

In this section we want to determine how much time of stationary Gaussian noise \( n_i(t) \) of the detectors in a network would we have to look at on average to obtain a match with a signal to noise ratio (SNR) greater than some threshold \( \rho \), using a GW template for the two polarization \( \{ h_+ (t), h_\times (t) \} \), which when projected in the \( i \)-th detector leaves a signal \( h_i(t) \). For the problem to be well-posed we will have first to define what we mean by the SNR for multiple detectors. In the case we have more than one detector, the total optimal SNR \( \rho_{\text{tot}}^{\text{opt}} \) is defined by summing the individual optimal SNRs (Eq. (3)) in quadrature, that is:

\[
\rho_{\text{tot}}^{\text{opt}} = \sqrt{\sum_i \left( h_i, n_i \right)_i} = \sqrt{\sum_i (\rho_i^{\text{opt}})^2},
\]

(44)

where \( \left( x, x \right)_i \) denotes the inner product (Eq. (2)) with the PSD \( S_i(f) \) of the \( i \)-th detector. If \( s_i(t) \) is the strain data in the \( i \)-th detector of the network, then the total matched filter SNR \( \rho_{\text{tot}}^{\text{mf}} \) is defined as:

\[
\rho_{\text{tot}}^{\text{mf}} = \frac{1}{\rho_{\text{tot}}} \sum_i \left( h_i, s_i \right)_i = \frac{1}{\rho_{\text{tot}}} \sum_i \rho_i^{\text{opt}} \rho_i^{\text{mf}},
\]

(45)

which given that each \( \rho_i^{\text{mf}} \) is a complex normal variable, if there are no correlations between detectors, will also be a complex normal variable. As was the case for the single detector matched filter SNR, the real part of Eq. (45) will be the optimal quantity to rank the triggers when the form of the signal is known. Nonetheless, as was discussed in Sec. [1] in most cases of interest, the global phase of the GW can be changed arbitrarily and does not carry any information. Therefore we want to set \( |\rho_{\text{tot}}^{\text{mf}}| \) as the ranking statistic, so that we get rid of the global phase while keeping the information contained in

![FIG. 6. SNR threshold \( \rho \) for different FAR thresholds as a function of the total mass of the binary \( M \), assuming 0 spin and equal component masses \( (q = 1) \). \( \rho \) is plotted using Eq. (43), where the values of \( C \) are the same as the ones for the \( q = 1 \) curve of the left panel of Fig. 4. Direct comparison between the approximation of Eq. (43) and the \( \rho \) obtained by numerically inverting Eq. (33) shows that the maximum relative error made on \( \rho \) is of \( 2 \times 10^{-3} \) for the values shown in this plot.](image-url)
the relative phase and time of arrival of the GW in each detector, which will be related to the orientation and location of the detectors with respect to the direction and orientation of the GW source. The relative phase of the incoming GW in the different detectors is sometimes ignored in GW searches to reduce computational cost and can easily add single detector triggers [31], although methods to take it into account in a statistical way have recently been introduced [32]. The relative phases between detectors are ignored when using the incoherent SNR, which is obtained adding the absolute value of the single detector matched filter SNRs in quadrature:

\[ \rho_{\text{inc}}^{\text{mf}} = \sqrt{\sum_i |\rho_i^{\text{mf}}|^2}. \tag{46} \]

Nonetheless, in this paper this ranking statistic will not be used as a lot of information is lost with it. If we shift in time the signals in all detectors, they will change by the same factor \((F(h_1(t')) = F(h_1(t))e^{-2\pi i(f-t')})\), and then as in Eq. (33) we can compute the matched filter SNR of the signal at different times with Gaussian noise using the following expression:

\[ \Gamma(t, t') = \frac{1}{2}(\rho_{\text{tot}}^{\text{mf}}(t)\rho_{\text{tot}}^{\text{mf}}(t'))^* = \frac{1}{2} \frac{\rho_{\text{opt}}^{\text{mf}}}{(\rho_{\text{tot}}^{\text{mf}})^2} \sum_{i,j} \frac{\tilde{h}_i^*(f)\tilde{h}_j(f')\tilde{n}_i^*(f')\tilde{n}_i(f)}{S_i(f)S_j(f')} \]

\[ = \frac{8}{\rho_{\text{tot}}^{\text{mf}}(t)\rho_{\text{tot}}^{\text{mf}}(t')} \sum_{i,j} \frac{\tilde{h}_i^*(f)\tilde{h}_j(f')\tilde{n}_i^*(f')\tilde{n}_i(f)}{S_i(f)S_j(f')} \]

\[ = \Gamma(t - t') = \frac{4}{(\rho_{\text{tot}}^{\text{mf}})^2} \int_{f_{\text{min}}}^{f_{\text{max}}} df e^{2\pi i f(t-t')} \sum_i |\tilde{h}_i(f)|^2 \frac{S_i(f)}{S_i(f)}. \tag{48} \]

where we have used that when there is no correlation between the noise of different detectors, then \(\langle \tilde{n}_i^*(f')\tilde{n}_i(f) \rangle = \frac{1}{2}S_i(f)\delta_{ij}\delta(f-f')\). What we observe in Eq. (48) is that in the many detector case we obtain the same formula of the covariance as in the single detector case of Eq. (11) if we do the following identification

\[ \frac{1}{(\rho_{\text{opt}})^2} \frac{|\tilde{h}(f)|^2}{S_n(f)} \rightarrow \frac{1}{(\rho_{\text{tot}})^2} \sum_i \frac{|\tilde{h}_i(f)|^2}{S_i(f)}. \tag{49} \]

Therefore the FAR will be given by the same expressions that were found in Sec. II for the single detector case doing the identification of Eq. (49). That is, an accurate upper bound approximation of the FAR is given by Eq. (33), with \(C\) given by the same formula of Eq. (27), but now using the following expression for \(C_k\):

\[ C_k = \frac{4}{(\rho_{\text{tot}})^2} \int_{f_{\text{min}}}^{f_{\text{max}}} df (2\pi f)^k \sum_i |\tilde{h}_i(f)|^2 S_i(f). \tag{50} \]

IV. APPLICATION TO GW EVENTS

So far we have discussed the FAR and the FAP for a predefined template given a threshold SNR \(\rho\). However, in real settings what we observe is a fluctuation in the strain, that we do not know if it comes from a GW or from noise, and which we will generically call an event.
This fluctuation can be interpreted under any template, each giving a different SNR. For a given template, the threshold SNR $\rho$ to use in Eq. (33) for the FAR computation is the observed total matched filter SNR ($\rho = |\rho_{mf}|$), since we want to know how likely it is to find SNRs equal to or larger than the one observed for the template. The problem will then be how to choose a template, given the observed strain, to determine the SNR and to compute the FAR using Eq. (33). The likelihood is the conditional probability of obtaining the observed strain given a GW signal with parameters $\vec{\theta}$. If we assume Gaussian noise, the likelihood takes the following form \[ L(s|\vec{\theta}) = \mathcal{N} \exp \left\{ -\frac{1}{2} \sum_i (s_i - h_i(\vec{\theta}))(s_i - h_i(\vec{\theta})) \right\} \]

\[ \propto \exp \left\{ \rho_{mf}(\vec{\theta}) \left( \text{Re} \left\{ \rho_{mf}(\vec{\theta}, s) \right\} - \frac{1}{2} \rho_{opt} \right) \right\} , \]

(51)

where $\mathcal{N}$ is a normalization constant. Note that the likelihood will be larger for those templates that have the largest matched filter SNR and an optimum SNR such that $\rho_{opt} = \text{Re} \left\{ \rho_{tot} \right\}$, which for GW templates can always be achieved by varying the distance to the source. We then have the expected result that, the more SNR a template has, the larger its Likelihood is and, therefore, the more likely it is to reproduce the observed strain.

However, when we associate a template with an event, we are interpreting the strain fluctuation in terms of a model, with underlying assumptions about the possible physics. The consistent way to take this into account is to think of the event as having a probability of being described by any template, with some priors on each template. Because we are characterizing a fluctuation observed in the data, we need to evolve our priors to find the probability of each template describing the specific strain. Therefore, what naturally arises is the need to employ Bayes’ Theorem to determine the posterior probability $p(\vec{\theta}|s)$ of each template given the observed strain $s$:

\[ p(\vec{\theta}|s) = \frac{\mathcal{L}(s|\vec{\theta}) \pi(\vec{\theta})}{\int d\vec{\theta} \mathcal{L}(s|\vec{\theta}) \pi(\vec{\theta})} , \]

(52)

where $\pi(\vec{\theta})$ is the prior probability for each set of parameters and it is multiplied by the likelihood to give the posterior. The more SNR a template has, the larger its likelihood and the more weight it will be given in the posterior probability distribution. In Bayesian inference, the posterior $p(\vec{\theta}|s)$ is interpreted as the probability of the template given the strain. Therefore, the template corresponding to the maximum of the posterior probability distribution is the most likely template given the strain and our priors, while the maximum likelihood template is the template most likely to generate the observed strain. In general, these two templates will be different from each other, and they will have different FAPs when computed with Eqs. (19), (25), that we can call FAP$_{max,p}$ and FAP$_{max,L}$ respectively. The most representative template when comparing to the LVK searches would correspond to the maximum likelihood sample, since the modeled searches performed by the LVK deal with the unknown intrinsic parameters by setting up a template template.
bank to cover a target parameter space, and then selecting the template which has the highest likelihood ratio for signal vs noise origin in a given segment of data which, in the Gaussian noise case, means the highest SNR sample. In practice, the FAR reported by LVK searches would be the FAR of this max likelihood template multiplied by the trial factor given by the number of independent templates within the search parameter space.

Another possibility to consider all the information contained in the posterior is to compute the FAP of the fluctuation. To do so, we combine the probability of each template describing the fluctuation given by the posterior, and the probability of each template to be generated by Gaussian noise with an SNR equal to or larger than the observed one, given by the FAP, see Eqs. (19), (33),

\[
\text{FAP}_\text{event} = \int d\tilde{\theta}p(\tilde{\theta}|s)\text{FAP}(\tilde{\theta}, s)
\]

\[
= \int d\tilde{\theta}p(\tilde{\theta}|s)\left(1 - \exp\left(-T_{\text{obs}}C(\tilde{\theta})|\rho_{\text{tot}}^{\text{mf}}(\tilde{\theta}, s)|e^{-\frac{1}{2}|\rho_{\text{tot}}^{\text{mf}}(\tilde{\theta}, s)|^2}\right)\right),
\]

(53)

which will always be less than or equal to one, since the posterior \( p(\tilde{\theta}|s) \) is normalized, as can be seen in Eq. (52).

The FAP\textsubscript{event} of Eq. (53) will now not only depend on a single template, but similarly to the Bayes Factor \[17\] it will take into account the distribution of the likelihood over the prior volume. Therefore, it can be seen as an effective way of considering the trial factor for the template that best matches the data over a parameter space.

In general, the normalization of the posterior, given by the evidence \( Z = \int d\tilde{\theta}L(\tilde{\theta})\pi(\tilde{\theta}) \), is extremely difficult to compute. However, even though the full posterior is unknown, one can use Monte Carlo methods to obtain independent samples from it, as done in Parameter Estimation Analysis \[21\]. In terms of these independent posterior samples, Eq. (53) can be approximated by:

\[
\text{FAP}_\text{event} = \frac{1}{N_s} \sum_{i=1}^{N_s} \text{FAP}(\tilde{\theta}_i, s).
\]

(54)

where \( N_s \) is the number of samples, and the error of approximating the integral by a sum over independent posterior samples is given by:

\[
\Delta\text{FAP}_\text{event} = \sqrt{\frac{1}{N_s(N_s - 1)} \sum_{i=1}^{N_s} \left( \text{FAP}(\tilde{\theta}_i, s) - \text{FAP}_\text{event} \right)^2}.
\]

(55)

**A. Application to GW candidates in GWTC-3**

As an application of the method previously outlined, we analyze the 35 CBC candidates included in the last gravitational wave transient catalog, GWTC-3 \[14\], detected during the second part of the third observing run (O3b). The Bayesian Parameter Estimation (PE) of these events has been performed by the LVK collaboration as described in Ref. \[14\] and the posterior samples obtained are publicly available in Ref. \[35\].

We compute the value of \( C \) for each IMRPhenomXPHM \[34\] sample of every event in GWTC-3, using Eqs. (27), (50), where we use the local PSD around each event that is the same one employed in the PE, also available in Ref. \[35\]. In Fig. 8 we show the 90% credible intervals of \( |\rho_{\text{tot}}^{\text{mf}}| \) and \( C \), which are the contours enclosing 90% of the posterior samples in the \((C, |\rho_{\text{tot}}^{\text{mf}}|)\) plane. Since at first order the Gaussian FAR only depends on \( C \) and \( |\rho_{\text{tot}}^{\text{mf}}| \), we can plot on top of Fig. 8 the contours of constant FAR using Eq. (43).

We observe that for most of the events, almost all the samples are above a Gaussian FAR of 1 per year, meaning that we do not expect them to come from a Gaussian noise fluctuation. However, there are two notable exceptions which have almost no posterior support for templates with Gaussian FAR un-
under 1 per year, which correspond to GW200308_173609 (grey) and GW200322_091133 (red), having only 4.16% and 0.71% of the posterior samples above this threshold respectively. These are the two events that were noticed in GWTC-3 to have multimodal posterior distributions, due to the likelihood not having a sufficiently large peak to dominate the posterior in all parameter space, which induces prior-dominated modes at large distances and high masses.

In GWTC-3, an ad hoc cut in the likelihood was made to get rid of these prior-dominated modes. For GW200308_173609 the samples with \( \log \{ L / L_0 \} < 10 \) are removed while for GW200322_091133 the samples with \( \log \{ L / L_0 \} < 2 \) are removed, where \( L_0 = \exp \left( -\sum \langle s_i, s_i \rangle / 2 \right) \) is the likelihood of the data given no signal, i.e. substituting \( h = 0 \) in Eq. (51) [17]. We show with dashed lines the contour that encompasses in the \((C, |\rho_{\mathrm{tot}}^\mathrm{mf}|)\) plane 90% of the samples that remain after the ad hoc Likelihood cut. We observe that the result is to remove the lowest SNR samples (since the SNR and the Likelihood are intimately related) and it thus removes the posterior samples with the largest FAR. However, a large fraction of the remaining samples still have FARs larger than 1 per year, with 32.9% and 96.8% of them above this threshold for GW200308_173609 and GW200322_091133 respectively.

Looking only at the maximum likelihood sample of these two events (marked with a star in Fig. 8), they have large SNR values of 8.00 for GW200308_173609 and 8.42 for GW200322_091133, which makes them have a single maximum likelihood template. For both events, in the \((m_1, m_2)\) plane, we notice that there are several events with Gaussian FARs (computed using Eq. (54) with \( T_{\mathrm{obs}} = 1 \text{yr} \)) that are of order 1. The highest FARs come, as expected, from GW200308_173609 and GW200322_091133, which have FARs of 0.97 and 0.99 respectively. After the Likelihood cut, the FAR of GW200308_173609 improves substantially, becoming 0.44. However, that’s not the case for GW200322_091133, which keeps a very high FAR after the cut, with a value of 0.97 due to the fact that it has small SNR values in most of its posterior.

Since both GW200308_173609 and GW200322_091133 have a small subset of samples in their posteriors with larger SNRs and correspondingly small FARs, we can explore which samples have this larger significance by selecting only those that have a FAR below a 1 yr\(^{-1}\) threshold. In Fig. 9 we show the distribution of some of the binary parameters using only those samples with FAR below a 1 yr\(^{-1}\). We observe that the parameters of the waveforms that satisfy this cut are very different from all other CBC observations [34], with both events having extremely large effective spin parameters \( \chi_{\text{eff}} \) and with GW200322_091133 having a very extreme mass ratio for which waveform systematics might be important [34]. It’s also noticeable that, due to the very low percentage of posterior samples with FAR below the 1 yr\(^{-1}\) threshold in GW200322_091133, \((\sim 0.07\%)\), the parameter space might be undersampled. In principle, both, the search [37] and the parameter estimation [34] should identify similar maximum likelihood points in the parameter space for a given trigger time. We can then compare the two template parameters’ values as a sanity check. In the GW200308_173609 case, differences in the masses are not significant, with trigger masses of \((m_1, m_2) = (58.4, 41.3) M_\odot\) while the masses identified by the PE for the maximum likelihood template are \((m_1, m_2) = (64.2, 38.2) M_\odot\). We find larger discrepancies for the GW200322_091133, with trigger masses of \((m_1, m_2) = (56.0, 15.3) M_\odot\) while the masses identified by the PE are \((m_1, m_2) = (161.3, 7.8) M_\odot\). The calculation of \( p_{\text{astro}} \) depends crucially on the values of the masses and such an extreme mass ratio would definitely represent an outlier to the population. For both events, in the search and in the maximum likelihood of the PE, very large values of \( \chi_{\text{eff}} \) are found, in contrast with the rest of the population of merging BH [39]. However, since the value of the spin is not taken into account for \( p_{\text{astro}} \) calculations [19], this does not downrank the event. Finally, for the case of GW200322_091133 we also find a substantial difference between the search SNR and the maximum likelihood SNR of the PE, being 9.0 and 8.4 respectively. Since the FAR and \( p_{\text{astro}} \) have an exponential dependence with the SNR, this difference would also downweight the event.

Since our method only gives a lower bound estimation on the FAP, it does not allow us to state that a candidate is indeed a gravitational wave event, but it can support the hypothesis of a noise origin. We can derive how likely Gaussian noise is to generate a signal, but we can not say
FIG. 9. Corner plots of selected parameters for the posterior samples with Gaussian FAR ≤ 1 per year. Top Panel: GW200308_173609, Bottom Panel: GW200322_091133

V. CONCLUSIONS

Understanding whether triggers in LIGO-Virgo detectors are from gravitational wave or noise origin is a hard task. For most of the events, the GW signal is expected to be extremely weak and in this paper we have explored the possibility of it being mimicked by the irreducible Gaussian noise in the gravitational wave detectors.

We have derived a mathematical framework for esti-
TABLE I. In this table we report every candidate GW signal included in the O3b Catalog, as well as the detectors observing at the merger time of the events, the search pipeline in which it had the highest $p_{\text{astro}}$ together with the Search estimated SNR, the Search FAR and the $p_{\text{astro}}$ as calculated by that same pipeline. We also include the SNR as obtained by the LVK parameter estimation analysis, our Gaussian FAR and Gaussian FAP of the event assuming an observing time of 1yr. While the errors on the PE SNR and the Gaussian FAR represent the 90% credible intervals, for the Gaussian FAP they represent the uncertainty on the Monte Carlo integral used to compute it, given by Eq. [55]. The events that have an asterisk and are in italic, correspond to the ones in which we have performed the ad hoc cut in the Likelihood.
mating the rate of false alarms induced by this Gaussian noise. Our main result is given in Eq. (33), which gives the rate at which the matched filter SNR of a specific template with the Gaussian noise of one (or multiple) GW detectors goes over a threshold $\rho$. The prefactor $C$ multiplying the FAR depends on the specific template used for matched filtering. For CBC templates the most important parameter controlling the value of $C$ is the total mass of the event, with $C$ being significantly smaller for larger masses.

We have then studied how the Gaussian FAR of CBC templates behaves as a function of the threshold SNR, and gave an analytical expression for the minimum SNR needed for a given FAR threshold. We have also proposed a method to estimate the probability of Gaussian noise with the local PSD mimicking a given GW candidate in terms of a false alarm probability [23], using the samples from the Parameter Estimation analysis of such an event.

Finally, we have applied this formalism to the GW candidates that were added in the GWTC-3 catalog, obtaining a Gaussian FAR for each template in their PE posterior and a FAP for the events.

Summarizing these results, most of the samples of the events are clearly above the 1 yr posterior and a FAP for the events.
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Appendix A: Study of the FAP for the bivariate complex Gaussian

In this section we will study the FAP for the bivariate complex Gaussian (FAP$_2$) whose probability density function is given in Eq. (12). We will obtain Eq. (A19) to numerically compute FAP$_2$ in an efficient and well behaved manner. We also obtain a prescription to analytically approximate the FAP$_2$ to arbitrary order in $1 - |\alpha|$ using Eq. (A23). With this expansion we obtain the leading order and second order approximations of Eq. (A20) and Eq. (A25) respectively and shown in Fig. 11. As seen in Eq. (13), FAP$_2$ is given by the following expression:
FAP$_2 = P(\rho_1 > \rho \cup \rho_2 > \rho) = 1 - P(\rho_1 < \rho \cap \rho_2 < \rho)$

\[
= 1 - \frac{1}{(2\pi)^2 (1 - |\alpha|^2)} \int_0^{2\pi} d\theta_1 \int_0^{2\pi} d\theta_2 \int_0^\rho \rho_1 d\rho_1 \int_0^\rho \rho_2 d\rho_2 \exp \left\{ -\frac{\rho_1^2 + \rho_2^2 - 2|\alpha|\rho_1\rho_2 \cos(\theta_1 - \theta_1 + \theta_2)}{2(1 - |\alpha|^2)} \right\}
\]

\[
= 1 - \frac{1}{2\pi (1 - |\alpha|^2)} \int_0^\rho d\rho_1 \int_0^\rho d\rho_2 \rho_1 \rho_2 \exp \left\{ -\frac{\rho_1^2 + \rho_2^2}{2(1 - |\alpha|^2)} \right\} \int_0^{2\pi} d\theta \exp \left\{ \frac{|\alpha|\rho_1\rho_2}{1 - |\alpha|^2} \cos \theta \right\}
\]

\[
= 1 - \frac{1}{1 - |\alpha|^2} \int_0^\rho d\rho_1 \int_0^\rho d\rho_2 \rho_1 \rho_2 \exp \left\{ -\frac{\rho_1^2 + \rho_2^2}{2(1 - |\alpha|^2)} \right\} \int_0^{2\pi} d\theta \exp \left\{ \frac{|\alpha|\rho_1\rho_2}{1 - |\alpha|^2} \cos \theta \right\},
\]

(A1)

where for notation simplicity we define $\alpha = \Gamma(\Delta t)$ and $I_n(z)$ is the modified Bessel function of the first kind [42]:

\[
I_n(z) \equiv i^{-n}J_n(ix) = \frac{1}{\pi} \int_0^{\pi} d\theta e^{iz \cos \theta} \cos(n \theta) = \sum_{k=0}^\infty \frac{(\frac{z}{2})^{2k+n}}{k!(k + n)!} \quad (n \in \mathbb{Z}).
\]

(A2)

The integral of Eq. (A1) can be further simplified by making the change of variables:

\[
\rho_i = \sqrt{2(1 - |\alpha|^2)} u_i \rightarrow d\rho_i = \frac{1 - |\alpha|^2}{2u_i} du_i,
\]

which yields:

\[
FAP_2 = 1 - (1 - |\alpha|^2) \int_0^x du_1 \int_0^x du_2 I_0(2|\alpha|\sqrt{u_1u_2}) e^{-(u_1 + u_2)}.
\]

(A4)

where for notation simplicity we have defined:

\[
x \equiv \frac{\rho^2}{2(1 - |\alpha|^2)}.
\]

(A5)

From Eq. (A2) we have that the Taylor series of $I_0(z)$ around $z = 0$ is given by:

\[
I_0(z) = \sum_{k=0}^\infty \frac{z^{2k}}{2^{2k}(k!)^2} \rightarrow I_0(2|\alpha|\sqrt{u_1u_2}) = \sum_{k=0}^\infty \frac{|\alpha|^{2k} u_1^k u_2^k}{(k!)^2}.
\]

(A6)

And substituting this expansion into Eq. (A4) we obtain:

\[
FAP_2 = 1 - (1 - |\alpha|^2) \sum_{k=0}^\infty |\alpha|^{2k} \left[ \frac{1}{k!} \int_0^x u^k e^{-u} du \right]^2.
\]

(A7)

Since $k$ is a natural number, the integral appearing in Eq. (A7) is given by:

\[
\frac{1}{k!} \int_0^x u^k e^{-u} du = 1 - e^{-x} \sum_{n=0}^k x^n \frac{n!}{n!}.
\]

(A8)

Using this in Eq. (A7), the FAP$_2$ will be given by:

\[
FAP_2 = 1 - (1 - |\alpha|^2) \sum_{k=0}^\infty |\alpha|^{2k} \left[ 1 - e^{-x} \sum_{n=0}^k x^n \frac{n!}{n!} \right]^2
\]

\[
= 1 - (1 - |\alpha|^2) \left[ \sum_{k=0}^\infty |\alpha|^{2k} - 2e^{-x} \sum_{k=0}^\infty \sum_{n=0}^k |\alpha|^{2k} x^n n! + e^{-2x} \sum_{k=0}^\infty \sum_{n=0}^k \sum_{m=0}^k |\alpha|^{2k} x^{n+m} \frac{n!m!}{n!m!} \right].
\]

(A9)
In the first sum of Eq. \((A9)\) we recognize a simple geometric series. Taking into account that \(|\alpha|^2 < 1\), it will converge to the following expression:

$$
\sum_{k=0}^{\infty} |\alpha|^{2k} = \frac{1}{1 - |\alpha|^2}.
$$

(A10)

The second sum of Eq. \((A9)\) can also be summed exactly by making some index manipulation:

$$
\sum_{k=0}^{\infty} |\alpha|^{2k} \sum_{n=0}^{\infty} \frac{x^n}{n!} = \sum_{n=0}^{\infty} \frac{x^n}{n!} \sum_{k=0}^{\infty} |\alpha|^{2k} = \sum_{n=0}^{\infty} \frac{(|\alpha|^2)^n}{n!} \sum_{k=0}^{\infty} |\alpha|^{2k} = e^{|\alpha|^2 x} \frac{1}{1 - |\alpha|^2}.
$$

(A11)

Finally, the third sum of Eq. \((A9)\) can not be summed exactly, but it can be significantly simplified by making similar index manipulations:

$$
\sum_{k=0}^{\infty} |\alpha|^{2k} \sum_{n=0}^{\infty} \frac{x^{n+m}}{n!m!} = \sum_{n=0}^{\infty} \frac{x^{n+m}}{n!m!} \sum_{k=0}^{\infty} |\alpha|^{2k} = \sum_{k=0}^{\infty} |\alpha|^{2k} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} |\alpha|^{2\max(n,m)} \frac{x^{n+m}}{n!m!}.
$$

(A12)

Substituting the results of the sums of Eqs. \((A10), (A11), (A12)\) into Eq. \((A9)\), we obtain the following result:

$$
\text{FAP}_2 = 2e^{-(1-|\alpha|^2)x} - e^{-2x} \sum_{n=0}^{\infty} \sum_{m=0}^{\infty} |\alpha|^{2\max(n,m)} \frac{x^{n+m}}{n!m!}.
$$

(A13)

To further simplify this expression we can change indices in the sum of Eq. \((A13)\), using \(l = n - m\) and \(k = \frac{1}{2}(n+m)\):

$$
\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} |\alpha|^{2\max(n,m)} \frac{x^{n+m}}{n!m!} = \sum_{l=-\infty}^{\infty} \sum_{k=|l|/2}^{\infty} |\alpha|^{2k+|l|} \frac{x^{2k}}{(k + \frac{|l|}{2})! (k - \frac{|l|}{2})!} = S_0 + 2 \sum_{l=1}^{\infty} S_l,
$$

(A14)

where we have used that \(2 \max(n,m) = n + m + |n - m| = 2k + |l|\) and we have defined:

$$
S_l = \sum_{k=|l|/2}^{\infty} |\alpha|^{2k+|l|} \frac{x^{2k}}{(k + \frac{|l|}{2})! (k - \frac{|l|}{2})!} = |\alpha|^l \sum_{k=0}^{\infty} \frac{|\alpha|^2}{(k + \frac{|l|}{2})! (k - \frac{|l|}{2})!} = |\alpha|^l I_l(2|\alpha|x),
$$

(A15)

where we have identified the Taylor series of the modified Bessel function of the first kind of order \(l\) shown in Eq. \((A2)\). Using Eq. \((A15)\) and Eq. \((A14)\) we have that the FAP\(_2\) of Eq. \((A13)\) will be given by:

$$
\text{FAP}_2 = 2e^{-(1-|\alpha|^2)x} - e^{-2x} \left( I_0(2|\alpha|x) + 2 \sum_{n=1}^{\infty} |\alpha|^n I_n(2|\alpha|x) \right).
$$

(A16)

To compute the sum of modified bessel functions of the first kind, we can use their integral representation, shown in Eq. \((A2)\):

$$
I_0(z) + 2 \sum_{n=1}^{\infty} |\alpha|^n I_n(z) = \frac{1}{\pi} \int_0^\pi \int_0^\infty d\theta \, e^{\alpha \cos \theta} \left[ 1 + 2 \sum_{n=1}^{\infty} |\alpha|^n \cos(n \theta) \right] = \frac{1}{\pi} \int_0^\pi \int_0^\infty d\theta \, e^{\alpha \cos \theta} \left[ 1 + \sum_{n=1}^{\infty} (|\alpha| e^{i\theta})^n + (|\alpha| e^{-i\theta})^n \right]
$$

$$
= \frac{1}{\pi} \int_0^\pi \int_0^\infty d\theta \, e^{\alpha \cos \theta} \left[ 1 + |\alpha| e^{i\theta} + 1 - |\alpha| e^{-i\theta} \right] = \frac{1}{\pi} \int_0^\pi \int_0^\infty d\theta \, e^{\alpha \cos \theta} \left[ 1 - 2|\alpha|^2 \frac{1}{1 - 2|\alpha| \cos \theta + |\alpha|^2} \right].
$$

(A17)
And we have transformed the infinite sum in a definite integral of a relatively simple function. The integral can be expressed in a more simple and convenient way if we do the variable change \( \theta = 2 \arctan \left( \frac{1-|\alpha|}{1+|\alpha|} u \right) \):

\[
I_0(z) + 2 \sum_{n=1}^{\infty} |\alpha|^n I_n(z) = \frac{2}{\pi} e^z \int_0^{\infty} du \frac{1}{1+u^2} \exp \left\{ -2z \frac{(1-|\alpha|)^2 u^2}{(1+|\alpha|)^2 + (1-|\alpha|)^2 u^2} \right\}.
\] (A18)

Substituting this expression for the sum into Eq. (A16) for the FAP2 and using the fact that \( z = 2|\alpha|x \), where \( x \) is defined in Eq. (A5), we obtain:

\[
\text{FAP}_2 = 2 e^{-\rho^2/2} - \frac{2}{\pi} e^{-\rho^2/(1+|\alpha|)} \int_0^{\infty} du \frac{1}{1+u^2} \exp \left\{ -2|\alpha|(1-|\alpha|) \rho^2 \frac{u^2}{(1+|\alpha|)^3} \right\}.
\] (A19)

The integral in this expression can not be analytically computed, but it can be numerically integrated as it is a well behaved one variable definite integral that does not suffer from divergences or accuracy problems due to large cancellations, as the previous integrals did. We can check that this formula has the correct limiting behavior if we realize that both when \( |\alpha| = 0 \) and when \( |\alpha| = 1 \), the argument of the exponential inside the integral of Eq. (A19) vanishes and the value of the integral is \( \pi/2 \). Therefore in the case in which \( |\alpha| = 0 \), when there is no correlation, \( \text{FAP}_2(|\alpha| = 0) = 2 e^{-\rho^2/2} - e^{-\rho^2} = 1 - (1-e^{-\rho^2}/2)^2 \) as is expected from two uncorrelated variables. In the opposite limit, when the correlation is maximal and \( |\alpha| = 1 \), \( \text{FAP}_2 \) coincides with the expected result in which the two variables behave as a single one, that is, \( \text{FAP}_2(|\alpha| = 1) = e^{-\rho^2/2} = 1 - (1-e^{-\rho^2/2})^2 \).

As seen in Sec. II of the main text, we are interested in obtaining an approximation in the limit in which the correlation is large and thus \( |\alpha| \to 1 \). However, we will take into account that the SNR threshold \( \rho \) can be large in such a way that \( (1-|\alpha|) \rho^2 \) can be of order \( O(1) \). In this case, an upper bound approximation for the FAP2 is obtained in the following way:

\[
\text{FAP}_2 \approx 2 e^{-\rho^2/2} - \frac{2}{\pi} e^{-\rho^2/(1+|\alpha|)} \int_0^{\infty} du \frac{1}{1+u^2} \exp \left\{ -\frac{2|\alpha|(1-|\alpha|) \rho^2 u^2}{(1+|\alpha|)^3} \right\}
\]

\[
= e^{-\rho^2/2} \left[ 2 - \exp \left\{ -\frac{1}{2} \left( \frac{1-|\alpha|}{1+|\alpha|} \right)^3 \rho^2 \right\} \right] \text{Erfc} \left\{ \rho \sqrt{\frac{2|\alpha|(1-|\alpha|)}{(1+|\alpha|)^3}} \right\}
\]

\[
= e^{-\rho^2/2} \left[ 1 + \text{Erf} \left\{ \frac{\rho}{2 \sqrt{1-|\alpha|}} \right\} \right],
\] (A20)

where we have used that [42]:

\[
\frac{2}{\pi} \int_0^{\infty} du \frac{1}{1+u^2} e^{-\eta^2 u^2} = e^{\eta^2} \text{Erfc} \left( \eta \right),
\] (A21)

and where \( \text{Erf}(z) \) and \( \text{Erfc}(z) \) are the error function and the complementary error function respectively. Eq. (A20) can be taken to be as the leading order term in an expansion in \( 1 - |\alpha| \) of the FAP2. To analyze higher order terms it will be convenient to introduce two new variables:

\[
\eta = \rho \sqrt{\frac{2|\alpha|(1-|\alpha|)}{(1+|\alpha|)^3}},
\] (A22a)

\[
\epsilon = \frac{1-|\alpha|}{1+|\alpha|}.
\] (A22b)

In the regime we are interested, \( \eta \) is of order \( O(1) \), while \( \epsilon \ll 1 \). Using these variables we have:
FAP$_2 = e^{-\rho^2/2} \left[ 2 - e^{-\frac{1-|\alpha|}{2\rho^2}} \rho^2 \frac{2}{\pi} \int_0^\infty \frac{du}{1+u^2} \exp \left\{ -\frac{\eta^2u^2}{1+\epsilon^2u^2} \right\} \right]
= e^{-\rho^2/2} \left[ 2 - e^{-\frac{1-|\alpha|}{2\rho^2}} \rho^2 \frac{2}{\pi} \int_0^\infty \frac{du}{1+u^2} e^{-\eta^2u^2} \exp \left\{ \frac{\epsilon^2\eta^2u^4}{1+\epsilon^2u^2} \right\} \right]
= e^{-\rho^2/2} \left[ 2 - e^{-\frac{1-|\alpha|}{2\rho^2}} \rho^2 \frac{2}{\pi} \int_0^\infty \frac{du}{1+u^2} e^{-\eta^2u^2} \sum_{n=0}^{\infty} \frac{1}{n!} \left( \frac{\epsilon^2\eta^2u^4}{1+\epsilon^2u^2} \right)^n \right]. \quad (A23)

If we truncate the sum at $n$-th order, we obtain an upper bound approximation that is accurate to order $(\eta\epsilon)^{2n}$ and that has correct limiting behavior when $\epsilon \to 0$, when $\epsilon = 1$, when $\eta = 0$ and when $\eta \to \infty$. Since we want only the first order correction, we can keep terms up to $n = 1$ and integrate, obtaining:

\[
\text{FAP}_2 \approx e^{-\rho^2/2} \left[ 2 - e^{-\frac{1-|\alpha|}{2\rho^2}} \rho^2 \frac{2}{\pi} \int_0^\infty \frac{du}{1+u^2} e^{-\eta^2u^2} \left( 1 + \frac{\epsilon^2\eta^2u^4}{1+\epsilon^2u^2} \right) \right]
= e^{-\rho^2/2} \left[ 2 - e^{-\frac{1-|\alpha|}{2\rho^2}} \rho^2 \left( 1 + \frac{\epsilon^2\eta^2}{1-\epsilon^2} \right) e^{\eta^2} \text{Erfc} (\eta) + \frac{\eta}{\sqrt{\pi}} \left( \frac{\epsilon^2}{1-\epsilon^2} \right) e^{\eta^2/2} \text{Erfc} \left( \frac{\eta}{\epsilon} \right) \right]
\approx e^{-\rho^2/2} \left[ 2 - e^{-\frac{1-|\alpha|}{2\rho^2}} \rho^2 \left( 1 + \frac{\epsilon^2\eta^2}{1-\epsilon^2} \right) e^{\eta^2} \text{Erfc} (\eta) - e^{\frac{\eta}{\sqrt{\pi}}} \left( 1 - \frac{1}{2\rho^2} \right) \right]. \quad (A24)

We can express this result in terms of the correlation $|\alpha|$ and the SNR threshold $\rho$ substituting the expressions for $\eta$ and $\epsilon$ of Eq. (A22). To be consistent in the approximation, we keep the two first orders in $1-|\alpha|$, assuming that $(1-|\alpha|)\rho^2$ is of order $O(1)$. Doing this we obtain:

\[
\text{FAP}_2 \approx e^{-\rho^2/2} \left[ 1 + \text{Erf} \left\{ 1 \right. \right. \frac{1}{2\rho} \sqrt{1-|\alpha|} \left( 1 + \frac{1}{4} \frac{1-|\alpha|}{32} \right) - \left. \frac{(1-|\alpha|)^{3/2}}{4\sqrt{\pi}\rho} \right] e^{-\frac{1}{4}(1-|\alpha|)\rho^2} \left( 1 - \frac{1}{2} \right)
\approx e^{-\rho^2/2} \left[ 1 + \text{Erf} \left\{ 1 \right. \right. \frac{1}{2\rho} \sqrt{1-|\alpha|} \left( 1 + \frac{1}{4} \frac{1-|\alpha|}{32} \right) - \left. \frac{3(1-|\alpha|)^2}{32} \right) \right]. \quad (A25)
\]

where for simplicity of the final result, in the last step we have introduced all the corrections inside the argument of the error function in a way that is consistent with the order of the approximation. We check that ignoring the higher order corrections in $1-|\alpha|$, we recover the leading order expression of (A20).

In Fig. 11 we show the relative error, between the exact FAP$_2$ computed using Eq. (A19) and the approximations of Eq. (A20) (left panel) and Eq. (A25) (right panel), as a function of the correlation $|\alpha|$ and the SNR threshold $\rho$. We observe that the leading order approximation (left panel), already gives an accurate description of the FAP$_2$, having sub-percent accuracy for $\rho \gtrsim 5$ and reproducing the exact result as $|\alpha| \to 1$. On the right hand panel we can see the effect of introducing the higher order correction, we observe that the description is now much improved, reaching an accuracy better than 1 part in 10000 for $\rho \gtrsim 4$ and describing much better the limit $|\alpha| \to 1$. If we wanted to approximate the FAP$_2$ to higher precision, we could take into account more terms in the sum of Eq. (A21) and analytically integrate them using Eq. (A21).
FIG. 11. Base 10 logarithm of the relative error between the exact value of FAP$_2$, computed using Eq. (A19) and the approximations proposed in Eq. (A20) (left panel) and Eq. (A25) (right panel), as a function of the correlation $|\alpha|$ and the SNR threshold $\rho$. We also show the with a red line the value of $|\alpha|$ at the decoupling time, to get an idea of the region where we are interested in having a good approximation as a function of $\rho$. 